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Handbook of Psychology Preface

Psychology at the beginning of the twenty-first century has
become a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field. 

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology. 

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that define the
fields they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective fields. Third, for psychologists seeking
to become conversant with fields outside their own specialty
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature. 

The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER

Tampa, Florida

x Handbook of Psychology Preface



Volume Preface
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Numerous histories of our relatively young field have been
published. The Library of Congress lists 44 history of psy-
chology titles, beginning with G. S. Brett in 1912 to Leahey
in 2000, an author in this volume. More histories may have
been written without the word history in the title, but that still
means a history every two years. And now we add the 45th. 

Writing history is not easy. First, there is too much to
record, and the selection process inevitably involves bias.
Then there is distortion in hindsight. Any history of the field
should be called, “A Partial History . . .” or even “A Slanted
History . . . ,” but those titles are understandably undesirable.
So, as John Popplestone comments in his introduction, we
present a partial history of selected topics. 

In keeping with the diverse nature of this Handbook of
Psychology, we have attempted to provide a comprehensive
history—at least one that covers a broad spectrum from our
wide-ranging fields of study. The first two chapters are gen-
eral overviews of psychology as a science and as a profes-
sion. These are followed by several basic areas that typically
are included in a core curriculum in a graduate program. We
then cover a number of major professional areas and lastly
three areas of special interest.

The chapter on ethnic minorities is notably different from
the others in that it consists of vignettes reflecting on histori-
cal events, some very personal, that have characterized the
field’s perception and interaction with minority groups. The
chapter on international psychology includes a unique time
line of events covering more than three millennia. Several of
the other chapters contain events and stories that have not
been recorded in other publications. 

We hope that the History is both interesting and useful—
and that the contributions provide an informative launching
pad for this very comprehensive Handbook of Psychology.

Many people have helped in the process of completing the
History. First and foremost are the chapter authors, whose
contributions have made the volume possible. A number
of persons have read and helped edit chapters: Douglas
Detterman, James Overholser, Milton Strauss, Diane Tice,
Erik Youngstrom, Gerda Freedheim, and Matt Heimback. I
also would like to thank a group of editorial advisors who
gave advice early on the contributors and organization of
the text: David B. Baker, Florence L. Denmark, Wade E.
Pickren, Milton E. Strauss, Wayne Viney, and especially
Michael Wertheimer for his helpful counsel. Three staff from
the Department of Psychology at Case Western Reserve Uni-
versity have been invaluable with their technical help and pa-
tience with a fussy editor: Felicia Bruce, Cynthia Hendrick,
and Kori Kosek. Elsie Finley, librarian at CWRU, was
tenacious in her pursuit of obscure references. The editors,
Jennifer Simon and Isabel Pratt from John Wiley & Sons,
were always helpful and encouraging, as well as the staff of
Publications Development Company. And lastly, a special
thanks to the general editor of the Handbook, Irving Weiner,
for his patience, careful reviewing of drafts, and constant
encouragement.

DONALD K. FREEDHEIM
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Foreword

The History of Psychology is the most recent contribution in
a long tradition of the presentation of an account of the im-
portant historical developments and landmarks in the field of
psychology.

In the beginning, when there were only a few psycholo-
gists (in 1892 the new American Psychological Association
had 31 charter members), there were some who could rea-
sonably be described as possessing the whole, or at least a
significant part, of psychology in their consciousness. How-
ever, the ability to speak with authority on the whole of the
field of psychology is now no longer in the hands of any sin-
gle person or source. (A vestigial remnant of this tradition of
“universal psychological knowledge” is in the expectation
that a doctoral student in psychology should be able to take,
and pass, a “comprehensive” examination on the whole field
of psychology’s subject matter and methodology.) And, the
tradition of the comprehensive history of the whole field is
also still with us in the vast textbooks that now introduce
the area to so many undergraduates—some of which have
almost a thousand pages!

But we must grant that the task is an impossible one and
anyone who attempts to carry it out will face serious prob-
lems. Someone smart enough to solve this problem is smart
enough not to try. But, if being smart is not enough and we do
decide to take on the task, who will be selected to undertake
it and how will they be instructed to go about the actual
work? What criteria of selection are in play? If your favorite
topic is included, is something else that I really like going to
be excluded? 

Psychology’s history, even if confined to the United States
since 1879, is so large and so various that it is probably be-
yond attempts to cover the whole field in any comprehensive
manner. Instead, the editor has wisely elected to sample the
field so that a description of the part will indicate the possi-
bilities of the whole.

Can we justify the particular sample of psychology that
the editor has arranged here? Since there is no objective stan-
dard for inclusion or exclusion, we must honor the scholar-
ship and integrity of the editor even if there is a nagging
doubt: “How could the volume omit semiotics, or the activity
of Raymond Dodge at Yale in 1924?” The solution is to fol-

low the advice of Aristotle who counseled the observer to
suspend disbelief . . . and to get with it.

This author is an unindicted co-conspirator in an attempt
to list and define the one hundred most important (central)
concepts in general psychology. In the Dictionary of Con-
cepts in General Psychology (Popplestone & McPherson,
1988), the publisher selected the number 100 (presumably for
its commercial utility), but we coauthors were given com-
plete freedom to compile the list and write the definitions.
We decided that there was no really satisfactory way to define
the 100 core concepts, so we charged ahead on our own
using the indices of several introductory textbooks, the topics
in annual reviews, similar informal sampling techniques, and
our own intense conversations. There comes a time when one
must bite the bullet and just do it, even though this leaves a
wide target for the cheap shot of the reviewer who asks, “By
what criteria were these concepts selected?” but does not
offer a feasible and useful alternative.

Qualitative and quantitative judgments of relevance or im-
pact, however carefully made and subsequently justified,
cannot be utterly free of criticism and appraisal. In the vast
extended field of contemporary psychology there will always
be differences of opinion about selection and emphasis—
often advocated with great enthusiasm.

If psychology is too large and too variable to be totally in-
clusive, then we have a similar problem in the selection of
the observers. There is no one today who would be so bold
as to present him- or herself as having a complete grasp of
the whole of the field, to be able to present the kind of
detailed, thoughtful history that the readers may reasonably
expect.

The editor of the History of Psychology has found a solu-
tion to these problems in the judicious sampling of the
content areas and the careful selection of authors to write
about them, while also allowing the authors the intellectual
freedom to deal with the content as their experience and con-
sideration allow.

History of Psychology is a unique volume. There is nothing
quite like it available for the individual scholar or students,
and so it fills a rather special and useful niche that would oth-
erwise be vacant. Partly this is done by using a team of experts
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xiv Foreword

in the many topic areas into which contemporary psychology
may be compartmentalized. And this new account of an old
program is broadened by the recognition that modern psy-
chology acknowledges that it is an applied technology as well
as an academic, “scientific” discipline, in which the preserva-
tion and acquisition of knowledge about the subject matter is
an end in itself.

History of Psychology is intended to be graduate-level text
or even appropriate at an advanced undergraduate level. It
may also serve as a resource for those seeking a historical
overview of a number of the scientific and professional areas
in the vast field of psychology.

The editor of History of Psychology has defined the field
by specifying that each chapter can be seen as a distinct, iden-
tifiable, quasi-independent area of knowledge or advocacy.
Each topic may well have separate societies or interest
groups, with newsletters, prizes, officers, journals, and so
forth—the usual structures that manage to define the bound-
aries and content of an area.

This greater summary of the history-of-psychology-
in-our-times begins with two chapters that define the
current field and its discontents: psychology-as-a-science and
psychology-as-a-profession. Then, in media res the content
of psychology is presented in the early chapters, which echo
the classical topics, as in the headings of every introductory
textbook. Following are a reflection more of contemporary
psychology-as-application than as content areas. There is
overlap, of course, since no area of application is without its
support in content. In the later chapters, the shift is from ap-
plication in the public good to the problems of the profes-
sional psychologist and international developments. Finally
the last chapter on professional organizations is a description
of the field of psychology from the inside, as issues of affili-
ation and identification are described.

It is apparent to the editor and the authors, that the division
of pure versus applied, academic versus guild, and so forth
break down, and that psychologists work both in an area of
investigation and one of application. The selection of topics
has been guided by both classical and innovative standards.
While the chapters dealing with substantive psychological
topics (theoretical and empirical) are familiar selections, it
is the two introductory chapters and latter ones that are inno-
vative and reflect the new world of psychology, in contrast to
that shown in older histories (Boring, Murphy, etc.) or the
whole-of-psychology handbooks.

The selection of authors and their instructions in proceed-
ing with their tasks are also innovative and worth noticing.
Several of the authors are universally recognized as noted
scientists and have been leaders in their respective fields for
years. But a number are young and drawn from the pool of
new historians by choice. Many psychologists are unaware
that there is a whole cohort of (mostly young) psychologists
whose involvement in the history of psychology is not just a
hobby or peripheral interest. These people are committed to
psychology as their major discipline but are also fully
committed to the study and writing of good histories of psy-
chology. The era when history was taught by the oldest or
youngest member of the department by default is long
past, and now there is a cadre of skilled, sophisticated schol-
ars who are committed to creating a quality history of
psychology.

When the authors were selected and had accepted the in-
vitation to contribute, they were given a great deal of freedom
to write a history of their topical area in their own manner,
organization, and time scheme, but they were all requested
that after being given freedom to organize, emphasize, and
structure their subject matter they were also requested to ad-
here to a similar length and style and to serve more recent
(twentieth century) content as well as more remote temporal
themes.

In other words, the editor asked the authors to be obser-
vant of a minimum number of restrictions (designed to make
the volume and the reader’s task easier) while at the same
time allowing the authors the intellectual freedom to deal
with their subject matter as they wished. To these ends the au-
thors have striven to present a text which may well serve as a
milestone in the continuing quest to document our growing
and diverse field of psychology.

JOHN A. POPPLESTONE

Director Emeritus 
Archives of the History of American Psychology
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ORIGINS OF SCIENTIFIC PSYCHOLOGY

Historical accounts of the development of scientific psychol-
ogy place the origins of the discipline in Germany at about
the middle of the nineteenth century. The ferment produced
by British and continental philosophies of mind and the
advances of research in sensory physiology provided the im-
mediate context for the beginning of the new psychology.
The pursuit of knowledge about mind and its processes has a
history that is embedded in the history of philosophy. The
late-eighteenth-century declaration that a true scientific study
of the mind was not possible posed a challenge that was an-
swered in the nineteenth century when the possibility of a
scientific study of mind emerged within philosophy by the
adoption of the experimental methods employed to study the
physiology of the senses. The synergy of these nineteenth-
century developments gave impetus to the “new psychology”
whose history embodies continued efforts to develop and
maintain psychology as a scientific discipline and to extend
the methods of science to an ever-widening field of inquiry
within the discipline.

The Philosophical Context

Christian Wolff (1679–1754) first popularized the term
psychology to designate the study of mind. Wolff divided
the discipline between empirical and rational psychology.
The data of mind that resulted from observing ourselves and
others constituted empirical psychology; rational psychology

referred to the interpretation of the data of empirical psychol-
ogy through the use of reason and logic. These psychologies
were characterized as using knowledge acquired through
experience (empirical psychology) or using knowledge that
the mind possesses independent of experience (rational psy-
chology) (Murray, 1988). 

Immanuel Kant (1724–1804) denied the validity of any
rational psychology because, he argued, rational mental
processes must be activated by mental content derived from
experience; therefore, the study of mind must be confined to
questions appropriate to an empirical psychology (Leary,
1978). An empirical psychology of mental content could not,
Kant contended, become a proper natural science because
mental events cannot be quantified (i.e., measured or weighed),
and thus its data are neither capable of being described math-
ematically nor subject to experimental manipulation. Finally,
Kant asserted, the method of observing the mind—introspec-
tion—distorts the events observed by observing them. How-
ever, Kant suggested, psychology might improve its status as
an empirical science by adopting the methods of anthropol-
ogy to observe the activities of human beings in realistic set-
tings. This study (Leary, 1978), supplemented by drawing
upon literature, history, and biography as sources of informa-
tion about the manifestation of mind in human activity,
would base psychology upon objective observations of pub-
lic events and avoid the limitations of an empirical psychol-
ogy based solely on internal observation of private events.

Responses to Kant were not long in coming. Jakob
Friederich Fries (1773–1843) raised the status of introspection
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by arguing that it was not inherently more problematic than
observing external phenomena; if introspection was unre-
liable, at least it was not any more so than any other kind of ob-
servation. At the same time, Johann Friederich Herbart
(1776–1841) offered a system of psychology that was both
empirical and mathematical. If psychology needed to be math-
ematical to be a true science, Herbart proposed that numbers
could be assigned to mental events of different intensities and
a mathematical description of the relationship among them
could be formulated. Herbart could assign numbers to
describe experiences of different intensities, but he could not
actually measure the subjective intensities in accord with an
objective standard. Eduard Friederich Beneke (1798–1854)
argued that it was premature to apply mathematics to relation-
ships among mental events absent more accurate empirical
observations and reliable means of measurement; psychology
could hope to become an experimental discipline by testing
“empirical results and theoretical hypotheses under controlled
conditions and with the systematic variation of variables”
(Leary, 1978, p. 119).

Kant’s suggestion that psychology should utilize observa-
tions of human beings in their social environment, the rescue
by Fries of introspection as a method for observing internal
events, Herbart’s suggestion that psychological phenomena
could, in principle, be described mathematically, and Beneke’s
suggestion that psychological experiments were possible
contributed to the inception of scientific psychology. By sug-
gesting that a science of psychology was not possible, Kant
stimulated both counterarguments and the search for the means
to make psychology a scientific discipline of equal rank with
the natural sciences. It remained for others to attempt to es-
tablish introspection as a scientific method, to devise the con-
ditions and methods of an experiment in psychology, and to
quantify psychological phenomena and formulate theoretical
and mathematical descriptions of the relationships among them.

The Scientific Context

The emerging natural sciences of the eighteenth and nine-
teenth centuries became increasingly specialized as knowl-
edge increased and as opportunities for specialized teaching
and research came into being in the German universities
(Ben-David, 1971). The study of physiology emerged as a
discipline separate from anatomy as the nineteenth century
began. Studying intact physiological systems, in vivo or in
vitro, accelerated the understanding of the functional charac-
teristics of those systems and built on the knowledge gained
from the study of anatomy via dissection. The methods and
subject matter of physiology, especially sensory physiology,
helped to provide the scientific basis for psychology.

Sensory Physiology

Johannes Müller (1801–1858), the “Father of Physiology,”
produced the classic systematic handbook (Handbuch der
Physiologie des Menschen, 1833–1840) that set forth what
was then known about human physiology and offered obser-
vations and hypotheses for further research. Among the for-
mulations that Müller provided in the Handbuch was the law
of specific nerve energies, which stated that the mind is not
directly aware of objects as such but can only be aware of
the stimulation in the brain conveyed by sensory nerves. The
perceived qualities of stimulation depend upon the sense
organ stimulated, the nerve that carries the excitation from
the sense organ, and the part of the brain that receives the
stimulation.

Müller’s pupil, Hermann von Helmholtz (1821–1894),
extended the law of specific nerve energies by theorizing that
qualities of stimuli within a sensory modality are encoded in
the same way that they are encoded among modalities. That
is, distinguishing red from green, or a low pitch from a high
one, depended upon specialized receptors in the eye or ear,
distinct nerve connections within the visual or auditory sys-
tem, and specific locations within the visual or auditory areas
of the brain that receive the stimulation. The testing of the
theory depended upon an individual’s report of the sensory
experience (“I see red”), the nature of the stimulus to which
the individual responded (a specific wavelength of the energy
spectrum), and knowledge of the physiological organization
of the sensory systems. Relating the experience to the stimu-
lus was a matter of experimental research that could be car-
ried out with intact human beings; detecting the activity of
nerves and the location of the brain to which stimulation was
transmitted was possible then only with in vitro preparations
of animals. Relating subjective, psychological experience to
specific external stimulation was one step in suggesting how
psychology might become a science.

Psychophysics

Experiments on the sense of touch were carried out by the
physiologist E. H. Weber (1795–1878), who distinguished
among the feelings of pressure, temperature, and the location
of stimulation on the skin. In conducting experiments in
which he stimulated his own skin, Weber explored skin sen-
sitivity and demonstrated that “on the tip of the forefinger and
lips two fine compass points could be felt as two when they
were less than one-twentieth of an inch apart, but if they were
nearer they seemed to be one” (Hall, 1901, p. 727). Not only
could touch sensitivity be measured at different points on
the skin, but relative sensitivity at a single point could also be
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measured. Placing a standard weight at a given spot on
the skin and then asking for a second weight to be judged
“heavier” or “lighter” showed that the amount of weight that
could be judged heavier or lighter than the standard varied as
a proportion of the magnitude of the standard weight. Thus,
the minimal detectable difference between two weights was
relative to the weights involved; for heavy weights, differ-
ences would have to be large, but smaller differences could
be detected when the weights involved were light.

G. T. Fechner (1801–1887), a physicist, saw in Weber’s
results the possibility of relating mental events to physical
events; subjective judgments about physical magnitudes
could be compared to the actual physical magnitudes.
Fechner had believed since his student days “that the
phenomena of mind and body run in parallel” (Marshall,
1982, p. 67). His solution to the problem of relating these two
aspects of the world was to make “the relative increase of
bodily energy the measure of the increase of the correspond-
ing mental intensity” (Adler, 1966, p. xii). Although Fechner
conceived of the possibility independently of Weber’s
results, he came to realize that his speculations about
arithmetic and logarithmic relations between physical and
subjective magnitudes were in fact demonstrated by Weber’s
observations (Adler, 1966; Marshall, 1982). 

Weber’s results showed that sensory judgments of magni-
tude formed ratios that were sufficiently regular to assume the
status of a law. Fechner designated as Weber’s law the mathe-
matical equation that stated that the increase in perceived in-
tensity of a stimulus (the “just noticeable difference”) was, as
Weber had demonstrated, a constant proportion of the inten-
sity of the stimulus to be increased. The regularity in ratios
across a wide range of intensities led Fechner to rewrite the
law in terms of a logarithmic progression, with the strength of
a sensation equal to the logarithm of the intensity of a stimu-
lus multiplied by a constant established experimentally for the
sensory system under study (Murray, 1988, pp. 176–185).
“Weber’s law” now typically refers to the “simple statement
that the just noticeable difference in a stimulus bears a con-
stant ratio to the stimulus” (Adler, 1966, p. xiv), while “Fech-
ner’s law” typically refers to the logarithmic relationship that
Fechner formulated.

Fechner called the new science that he established
psychophysics and developed laboratory procedures that be-
came part of the laboratory experiments of the new psychol-
ogy as well as of the physiological research on the special
senses. The measurements of the smallest detectable intensity
(absolute threshold) and the smallest detectable difference in
intensities between stimuli (difference threshold) for the
different senses were pursued by the several methods that
Fechner had devised for the purpose (see, e.g., Woodworth,

1938). Resolving differences in results obtained for different
methods, testing psychophysical laws over a wide range of
stimulus intensities, and developing scales of psychological
measurement offered significant research challenges for
psychological laboratories well into the twentieth century
(Stevens, 1951; Woodworth, 1938).

Mental Chronometry

Johannes Müller had speculated in his Handbuch that the
speed of transmission of a nerve impulse was greater than the
speed of light. Helmholtz tested that hypothesis by measuring
the time to react (“reaction time”) to stimuli applied to motor
nerves of different lengths in a frog and found the time to be
much slower than the speed of light (Boring, 1950; Hall,
1901). He extended this research to sensory nerves by measur-
ing the time to respond by a human to a touch on the toe and a
touch on the thigh and demonstrated that he time to respond
was slower for the impulse that had longer to travel. Helmholtz
extended the use of time to measure a sensory-motor response
to include spoken responses to words, providing a measure of
the time necessary to associate words or ideas.

The determination of reaction times to measure the speed of
mental processes was investigated by the Dutch physiologist
F. C. Donders (1818–1889). Donders began with the time to
make a motor response to a stimulus (simple reaction time)
and then added more stimuli, each with a different response.
By subtracting simple reaction time from the time taken to
make the correct response to one of several stimuli, Donders
believed that he had measured the time required to make a
choice (Boring, 1950; Woodworth, 1938). He then recognized
that his experimental procedure required not only that an ob-
server choose a response from among the several responses
possible but also that an observer detect which stimulus had
been presented from among the several possible stimuli (dis-
crimination reaction time). Using the subtractive method that
he devised, Donders estimated the time for a simple reaction,
the time taken to discriminate one stimulus from others, and
the time taken to choose a response. The possibility of measur-
ing the time required by mental processes appeared to have
been realized, and the reaction-time experiment as well as the
subtractive procedure became part of the science of psychol-
ogy (for modern adaptations, see Posner & Raichle, 1994;
Sternberg, 1969).

PSYCHOLOGY’S FIRST LABORATORY

The founding of the first laboratory in experimental psychol-
ogy has generally been credited (but not without some
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debate; see Green, 2000) to German physician and physiolo-
gist Wilhelm Wundt (1832–1920). Wundt received his MD
degree from the University of Heidelberg in 1855. The
natural sciences had become legitimized as a proper field of
study and were allied with medical training in the universi-
ties. Research laboratories for scientific investigations were
an accepted part of the university structure, and careers in
scientific research were made possible (Ben-David, 1971,
pp. 123–124). Wundt, trained in physiology as part of his
medical education, pursued independent research as a stu-
dent and chose physiology, not medicine, for his career
(Bringmann, Balance, & Evans, 1975). As a lecturer at the
University of Heidelberg, Wundt offered courses privately
for a fee, conducted research, and became an assistant
to Helmholtz. In 1862, he offered his first course in “psy-
chology as a natural science” (Bringmann et al., 1975) at
Heidelberg, and in 1873–1874, the first edition of his book,
Grundzüge der physiologischen Psychologie (Principles of
Physiological Psychology) called for the recognition of psy-
chology as a discipline independent of philosophy and phys-
iology (Blumenthal, 1985a; Fancher, 1996; but see Danziger,
1990).

In 1875, at the age of 42, Wundt accepted a position as
professor of philosophy at the University of Leipzig, where
he established the first experimental research program in psy-
chology. Chairs in science carried more prestige than those in
philosophy, but the limited number of chairs available in sci-
ence at the time made one in philosophy attractive to Wundt
(Ben-David & Collins, 1966). Thus, psychology, like other
sciences before it, began as part of the curriculum in philoso-
phy; the acceptance of research laboratories as part of the
university establishment permitted the founding of a labora-
tory in conjunction with Wundt’s research. 

Wundt had been engaged in psychological research for
some time. As early as 1857, he constructed an apparatus in
his home to measure reaction time and began accumulating a
collection of instruments (kymographs, chronoscopes, tach-
istoscopes, and devices to measure responses) that were
eventually employed in his laboratory (Blumenthal, 1985a,
p. 29). Upon his arrival at Leipzig, a space in a former uni-
versity refectory building was assigned to Wundt to permit
him to store his apparatus and to conduct demonstrations
associated with his lectures. In 1879, Wundt and students
Max Friedrich and American G. Stanley Hall began a pro-
gram of independent research (Boring, 1965; Bringmann,
Bringmann, & Ungerer, 1980) that initiated psychology as
“the organized and self-conscious activity of a community of
investigators” (Danziger, 1990, p. 18). In 1881, the first issue
of Wundt’s journal, Philosophische Studien, appeared featur-
ing Friedrich’s dissertation research, and by 1883, the labora-

tory had acquired the status and budget of a research institute
within the university (Boring, 1965; Bringmann et al., 1980;
Danziger, 1990).

Experimental psychology as practiced by Wundt and his
students at Leipzig employed the methods of physiology to
study the contents and processes of individual human con-
sciousness. Among the studies pursued in Wundt’s laboratory
were psychophysical experiments to analyze and measure
sensations, reaction-time experiments to measure the dura-
tion of mental processes, and experiments on attention, mem-
ory, and the association of ideas (Cattell, 1888). Wundt
extended Donders’s subtractive procedure to the measure-
ment of other mental processes, including association and
judgment. His American student, James McKeen Cattell
(1860–1944), elaborated on Donders’ method in his research
investigations at Leipzig between 1883 and 1886 and mea-
sured the speed of verbal associations. In a particularly inno-
vative set of experiments, he varied the number of letters,
numbers, words, or sentences a stimulus card contained and
exposed the card to observers very briefly (.01 sec) to mea-
sure the number of items that could be contained in con-
sciousness at one time; the result was an estimate of the span
of attention, or span of apprehension (Ladd, 1888). Early
reports of experiments were enthusiastic in detailing the em-
pirical results that the laboratory could provide but that were
beyond the reach of the older philosophical psychology.
Reports that the time taken to name a short word was .05 sec-
onds less than the time taken to name a letter of the alphabet
(Jastrow, 1886), or that the time taken to name colors or pic-
tures was “about twice as long as the corresponding times for
recognizing and naming letters or words” (Cattell, 1947b,
p. 25), exemplify this fascination with quantifying dimen-
sions of mental processes. Intrigued by the individual differ-
ences in performance that he observed, Cattell would later
explore the range of individual differences in a program of
mental testing at Columbia University (Cattell, 1947c;
Wundt, 1974; Fancher, 1996; Sokal, 1987).

In addition to the psychophysical and reaction time mea-
sures that he employed, Wundt’s physiological psychology
made use of reports of conscious experience. He distin-
guished between Selbstbeobachtung (self-observation), the
introspection of the philosophers, and innere Wahrnehmung
(internal perception); the basis of conscious experience. Self-
observation, as traditionally employed, could not meet the
standard of scientific observation. To make a scientific intro-
spection possible required careful control over the stimulus
that was to produce the mental event to be observed and as
short an interval as possible between the observation of the
event and its recall and report. This was to be achieved by
the experiment conducted in the laboratory under carefully
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controlled conditions; experimentelle. Selbstbeobachtung was
the form of introspection raised to scientific status by experi-
mental procedures (although terminology when translated
from the German can be problematic; compare Blumenthal,
1985a, p. 28 and Danziger, 1980, p. 244). In any case, to en-
sure that this observational procedure could be a rigorous sci-
entific method to assess mental events and did not lapse into
the older philosophical reflection, Wundt established rules or
guidelines by which introspection might achieve scientific va-
lidity: “(1) The observer, if at all possible, must be in a
position to determine when the process is to be introduced;
(2) He must be in a state of ‘strained attention’; (3) The
observation must be capable of being repeated several times;
(4) The conditions of the experiment must be such as to be ca-
pable of variation of the strength and quality of the stimuli”
(R. I. Watson & Evans, 1991, p. 280).

By knowing when a process is to be introduced (a stim-
ulus presented), an observer may concentrate (strained
attention) on the observation to be made and, to ensure reli-
ability, be able to repeat the process. Varying conditions al-
lowed the observer to identify changes in consciousness as
a function of changes in the conditions of the experiment.
Replicating conditions enhanced the reliability of the obser-
vations to approach those of the observation of external
events. These tight restrictions meant, with minor excep-
tions, that “the introspective reports from his laboratory are
very largely limited to judgments of size, intensity, and du-
ration of physical stimuli, supplemented at times by judg-
ments of their simultaneity and succession” (Danziger,
1980, p. 247).

Confidence in the results of introspection depended upon
confidence in the skill and experience of the observer who, as
the source of the data, was the critical component in psycho-
logical experiments. In Wundt’s laboratories, the observer
possessed psychological authority and expertise. Experimen-
tal control over the introspective process was obtained not
only by the rules for the conduct of an experiment but also
by the use of observers whose habits of attentiveness and
quickness of observation and reporting provided reliable data
(Danziger, 1980). Published reports of experiments con-
ducted in German and American laboratories identified each
of the observers and their level of experience in introspection
(e.g., Geissler, 1909; cf. Bazerman, 1987). The experimenter
played a secondary role in manipulating the apparatus, pre-
senting stimuli, and recording responses. The division of
labor between experimenters and observers, who were col-
leagues and collaborators, was primarily one of convenience;
roles were routinely exchanged, with few exceptions: Wundt,
for example, served as an observer in some of the Leipzig
experiments but never as experimenter.

However, the published reports of experiments by Oswald
Külpe (1862–1915), a former student of Wundt, failed to
identify the observers in experiments that used introspection
in his laboratory at the University of Würzburg. Külpe’s
experiments were designed to explore the thought processes
involved in making inferences and judgments. The Würz-
burg method of introspection, “systematic introspection”
(Danziger, 1980; 1990) or “systematic introspectionism”
(Blumenthal, 1985b, p. 64), was a form of self-reflection that
required thinking about a problem to solve and then retro-
spectively recounting the thought processes that led to its
solution. In these experiments, the experimenter would in-
terrupt the observer’s introspective report with questions
designed to probe the content of consciousness. This proce-
dure, which shifted the power and authority in the experi-
mental situation from the observer to the experimenter,
represented a departure from the careful experimental control
over introspection exercised in Wundt’s laboratory. Wundt
vigorously opposed the Würzburg method as unreliable
(Blumenthal, 1985a; Leahey, 1981), particularly as it was
applied to those higher mental processes that Wundt be-
lieved to be beyond the reach of introspection and, indeed, of
any laboratory method. Others pointed out that the “demand
characteristics” inherent in this interrogation procedure
(Müller, 1911; cited in Kusch, 1995) were likely to bias an
observer’s responses. The status of introspection as a labora-
tory method would concern psychology well into the twenti-
eth century.

Wundt argued that experimental self-observation could
reveal the existence of mental processes such as apperception
(an active attentional process that organized perceptions),
volition (will or effort), and emotion, but he strongly believed
that these higher mental processes could not be studied
using the experimental method. The only methods appropri-
ate for the study of these hidden, higher cognitive processes
were naturalistic observation and history. Wundt’s physiolog-
ical psychology was one of “outer phenomena,” sensation,
perceptions, and movement, while his “Völkerpsychologie,”
the study of language, religion, myth, and culture, was one
of “inner phenomena” (Leahey, 1981). Wundt’s Völkerpsy-
chologie encompasses 10 volumes.

Because so many American students studied at Leipzig
(Benjamin, Durkin, Link, Vesta, & Acord, 1992), Wundt
assumed a position of particular significance in the accounts
of the origins of the new psychology. Nevertheless, pioneers
in the new discipline at other German universities attracted
their share of students from the United States and from other
countries. The development of psychology, even in its early
stages, was not the work of a single individual. Much of the
development of psychology consisted of attempting to study
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in the laboratory those psychological processes that Wundt
had declared beyond the reach of experiment.

BEYOND THE FIRST LABORATORY: EVOLUTION
OF THE DISCIPLINE

Psychology in Germany

One of Wundt’s contemporaries who believed that higher
mental processes could be the object of experimental investi-
gation was Hermann Ebbinghaus (1850–1909). Inspired by
the psychophysics of G. T. Fechner and philosopher J. F.
Herbart’s attempt to apply mathematics to mental represen-
tations, Ebbinghaus used precise quantitative methods to
investigate memory (Murray, 1976). He served as both the ex-
perimenter and the subject of his investigations. In order to
have relatively homogeneous material to learn and to reduce
the impact of any previous semantic associations, such as
occurred in his early experiments in learning and remember-
ing poetry, Ebbinghaus developed the “nonsense syllable,”
largely pronounceable consonant-vowel-consonant combina-
tions. He created syllable lists of various lengths that he
learned and then later relearned after different lengths of time.
The percentage of time saved in relearning the lists became
known as the “savings method” of memory (Murray, 1976,
p. 206; Hoffman, Bringmann, Bamberg, & Klein, 1987).
Ebbinghaus found that the amount of time spent in relearning
lists was greater for longer lists and for longer retention inter-
vals. The graph of his results became the standard curve of
forgetting, still reproduced in textbooks as a classic result.
The curve showed that recall of learned lists was perhaps 85%
after one hour, approximately 50% after one day, and as little
as 15% after about six days. These findings stimulated a long
tradition of memory research (e.g., Postman, 1968). After
publication of his monograph Über das Gedächtnis (On
Memory), Ebbinghaus established laboratories at several uni-
versities and attracted some American students, but his time
was increasingly devoted to a editing a journal and writing
(Fuchs, 1997). Leadership of memory research fell to Georg
Elias Müller (1850–1931) at Göttingen University.

Müller, a dedicated experimentalist, invented the memory
drum, a mechanical device for presenting one verbal stimulus
at a time, used in conjunction with experiments on serial list
learning and list retention. The memory drum, modified
subsequently by Müller for research in paired associate learn-
ing (Haupt, 1998), became a standard piece of laboratory
equipment for studies of verbal learning and memory until
replaced by the computer. Müller’s research reports on his
studies of memory extended from 1893 to 1917 and included

“the theoretical contributions of retroactive inhibition, perse-
veration, and consolidation” (Murray & Bandomir, 2000).
Müller initiated what later was termed the interference theory
of forgetting, a position that argues that forgetting is a func-
tion of the interference among competing memories at the
time that a particular memory is being retrieved and not a
function of a decay or loss of memory traces (Murray, 1988).
The topic was not addressed directly by Ebbinghaus, but the
rapid forgetting that his retention curve recorded has been
interpreted as offering evidence of the role of interference in
memory (Murray, 1988; Underwood, 1957).

Müller’s experimental interests were not limited to mem-
ory research. He built on the contributions of Fechner, Ewald
Hering, and Mary Whiton Calkins in becoming a leader in the
development of the methodology of psychophysics, conduct-
ing studies on color vision and investigating paired-associate
verbal learning (Blumenthal, 1985b; Murray, 1976). His lab-
oratory was well supplied with experimental apparatus
(Haupt, 1998) and attracted a number of psychologists to
pursue research with him. Müller’s laboratory seems to have
been especially hospitable to women interested in psychol-
ogy; among those studying at Göttingen were, for example,
Americans Mary Whiton Calkins, Eleanor Gamble, and
Lillien Jane Martin. Other laboratories and universities were
less open in this regard (Furumoto, 1987; Scarborough &
Furumoto, 1987).

Psychology in America

The results of German investigations in sensory physiology
and their significance for the philosophy of mind did not go
unnoticed by Americans in the period after the Civil War.
William James, abroad for his health and to further his med-
ical studies, wrote to a friend: “It seems to me that perhaps
the time has come for psychology to begin to be a science—
some measurements have already been made in the region
lying between the physical changes in the nerves and the
appearance of consciousness at (in the shape of sense percep-
tions) and more may come of it. Helmholtz and a man named
Wundt at Heidelberg are working at it” (James, 1920,
pp. 118–119).

In antebellum America, the dominant philosophical tradi-
tion was derived from England and Scotland, as exemplified
in John Locke’s Essay on Human Understanding and the
texts of the Scottish commonsense realists, Thomas Reid,
Dugald Stewart, and Thomas Brown (Evans, 1984, Fay,
1939; Fuchs, 2000a, Roback, 1952) with only modest re-
presentation of German (Hickok, 1854; Rauch, 1840) and
French (Cousine, 1864) philosophy. British philosophy was
empirical, gathering information about mind and mental
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processes from introspective observation, observation of the
behavior of others, and observations of individuals recorded
in medical treatises, court proceedings, literature, and poetry.
The data were classified under general faculties or categories
of mind, such as the intellect and the sensibilities (cognitive
and conative, emotional, or motivational states) and the
many possible subdivisions, such as memory and reasoning,
instincts, and desires (Fuchs, 2000a, 2000b). Results from the
investigations in psychophysics, sensory physiology, and the
early experiments in psychology were incorporated into later
textbooks of intellectual and mental philosophy (e.g., Porter,
1868; McCosh, 1886, 1887). Adding the empirical data to the
theological concerns for “soul” did not change the traditional
philosophical position of these texts. Even a textbook by
G. T. Ladd (1842–1921) that represented the new psychology
did not escape fully the theological concerns of the “old psy-
chology” (Ladd, 1888; Evans, 1984; E. Mills, 1969).

Americans traveled abroad for advanced education at
British and continental universities after the Civil War;
painters, writers, and scientists went in large numbers. With
the postwar establishment of the new land-grant universities,
professional opportunities arose for faculty members, espe-
cially in the sciences, for education not yet available in the
United States. With the zeal of converts and crusaders, the
first generation of North American psychologists returned
from their study abroad to stimulate the development of
graduate education within established American colleges and
universities and the newer land-grant universities (Kohler,
1990). They wrote textbooks to incorporate the results of the
continental laboratories, developed courses for undergradu-
ate and graduate students, created laboratories for teaching
and research, and founded journals for the publication of
research from the newly established laboratories. The labora-
tories came to be the locus of education in psychology in uni-
versities and colleges (Calkins, 1910; Sanford, 1910) and
came to symbolize psychology as science, while psychology,
lodged within departments of philosophy, became the intro-
ductory course required for further study in philosophy
(Fuchs, 2000b).

William James and Evolutionary Theory

The essential break with the mental philosophical past was
achieved by William James, whose Principles of Psychology
(James, 1890) represented the first of the modern textbooks
(Evans, 1981). James was a transitional figure, with one foot
in philosophy and the other in the empiricism of the new sci-
ence. His text, while still too philosophical for some of his
more empirical colleagues (see, e.g., Evans, 1981; Ross,
1972), nevertheless effectively cut the discipline’s past ties

to theology. James was attracted to the new psychology by
the possibility of using science to pursue philosophical issues
more deeply (Croce, 1999) and called for psychology to be a
natural science (James, 1892a). He recognized that while
psychology was not yet an established science, it constituted
the hope of a science (James, 1892b). His textbooks (James,
1890, 1892b) attracted recruits to psychology’s banner to
attempt to realize that hope. 

William James had been appointed an instructor at
Harvard in physiology in 1872; like Wundt, James had
earned an MD degree and, again like Wundt, had no real in-
terest in practicing medicine. In 1875, he offered a graduate
course at Harvard on the “Relations between Psychology and
Physiology” and, again like Wundt, had rooms assigned to
him to use for experimental demonstrations to augment his
teaching. James, however, was never very enthusiastic about
laboratory work; he once declared the psychophysics could
never have arisen in a country in which the natives could be
bored (Boring, 1950). As a text for his course in psychology,
James adopted Principles of Psychology (1855) by Herbert
Spencer (1820–1903). A course featuring discussion of evo-
lutionary theory was a novelty, since the older, pre–Civil War
mental philosophy texts ignored evolutionary theory, while
textbooks written after the war wrestled uncomfortably and
unsuccessfully with integrating evolutionary theory with the-
ological concerns. 

The theory of evolution by natural selection proposed by
Charles Darwin (1809–1882) had an enormous influence on
American psychology. In his book On the Origin of Species
(1859), Darwin presented evidence to support his theory of
evolution and proposed natural selection as the mechanism
responsible. To account for the evolution of intelligent
behaviors, Darwin appealed to two mechanisms, sexual
selection (the evolution of traits that facilitate mating
success) and, more tentatively, as a second mechanism, the
inheritance of acquired characteristics (Darwin, 1871).
Jean-Baptiste de Lamarck (1744–1829) had proposed that
learned changes in behavior that occur during an animal’s
lifetime can be passed down to that individual’s offspring
through biological inheritance. This view was shared by
Herbert Spencer, who, unlike Darwin, viewed the evolution-
ary process as a linear progression from “lower” to “higher”
forms (Spencer, 1855). Spencer coined the phrase “survival
of the fittest” to suggest that those individuals who were best
adjusted to their environments would survive. Learned be-
haviors that facilitated this adjustment to the environment
would then be passed to subsequent generations. Adjustment
was to the individual’s survival what adaptation was to the
survival of the species (Boakes, 1984; Buxton, 1985a;
1985b). The absence of evidence for Lamarck’s theory led to
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its abandonment, and evolutionary theory was left with nat-
ural selection as the only mechanism of evolutionary change.
Nevertheless, Spencer’s focus on adaptability during an indi-
vidual’s lifetime (learning) and Darwin’s emphasis on indi-
vidual development during childhood, differences among
individuals, the relation between structure and function, and
the continuity between animals and humans contributed sub-
stantially to the expansion of the topics that psychologists
pursued in the name of psychological science. 

THE PSYCHOLOGICAL LABORATORY AND THE
PSYCHOLOGICAL EXPERIMENT

The Rise of Laboratories in America

William James saw in the early results of experiments in psy-
chophysics and sensory physiology the beginning of science
in the measurement of phenomena that the mental philoso-
phers could only describe. Like James, G. Stanley Hall
(1844–1924) was impressed by the impetus given to the new
psychology by the results from experiments on sensory phys-
iology. Hall, while preparing for the ministry, studied theol-
ogy and philosophy in Germany and found that science was
relevant to these pursuits, especially scientific empiricism. 

Hall founded the first American laboratory in the new sci-
ence of psychology at the Johns Hopkins University in 1883.
While Hall’s laboratory at Johns Hopkins usually is acknowl-
edged as the first psychological laboratory in the United
States, the designation was not without other claimants.
Debate over credit for the establishment of laboratories pro-
vides some measure of the importance, real and symbolic,
that psychologists attached to the laboratory and to the exper-
imental research that it was designed to foster (Capshew,
1992).

By 1893, 20 psychological laboratories were operating in
the United States, nearly twice as many as in Europe (Nichols,
1893, as cited by Capshew, 1992). By 1904, there were 49
laboratories of psychology in colleges and universities in the
United States (Benjamin, 2000; Camfield, 1973). Psychology
had become an accepted part of the curriculum, required for
the undergraduate degree in 8 universities and represented in
62 institutions by three or more courses (Miner, 1904). Psy-
chologists argued their case for the new science (and for their
own professional careers) to the general public and to trustees
and governing boards of academic institutions with some suc-
cess (Leary, 1987). Not only were courses in psychology and
laboratories begun, but journals were established, beginning
with Hall’s American Journal of Psychology in 1887, to make
public the results of laboratory investigations as well as to

provide an outlet for the theoretical and philosophical articles
that were part of the young science. The American Psycho-
logical Association (1892) provided annual meetings for the
reports of investigations and for psychologists to consider
ways to advance the profession. Graduate programs in uni-
versities produced over one hundred PhDs between 1892 and
1904; between 1898 and 1903, psychology ranked fourth
after chemistry, zoology, and physics in the number of PhDs
awarded (Camfield, 1973).

The laboratories founded in American colleges and
universities served to initiate students into laboratory prac-
tices, familiarize them with standard pieces of laboratory
apparatus, and introduce them to the subject matter and
opportunities for research in scientific psychology. The ex-
periments of the early laboratory reflected the scientific
beginnings of the field: Studies of psychophysics, sensory
capacities and sensitivity, memory, attention, and voluntary
movement (reaction time) were emphasized in manuals writ-
ten for the laboratory course (e.g., Judd, 1907; Langfeld &
Allport, 1916; Sanford, 1897; Seashore, 1909; Titchener,
1901–1905). The topics represented by these laboratory
experiments were also those that continued to be a part of the
research agenda of psychologists. Increasingly, however, the
interests of psychologists extended beyond Wundt’s line of
demarcation between topics that could properly be pursued
through laboratory experiments and those that could not.
Much of the development of psychology consisted of
expanding the range of psychological processes that were
amenable to scientific investigation within and outside the
laboratory while continuing to debate the definition of the
field and the methods most useful to its development.

The Evolution of the Laboratory Experiment

In the experiments with which psychology began, such as
Weber’s study of tactual sensitivity, Fechner’s research in
psychophysics, or Ebbinghaus’s study of memory, a single
individual served as both experimenter and observer. In sub-
sequent research in psychophysics and memory, the roles of
experimenter and observer became separated in order to
eliminate, or control for, possible biases that might stem from
knowledge of the experiment and the expectations that might
influence an observation, such as knowing the intensity of
stimulus to be judged quantitatively (Dehue, 1997, 2000).
Separating the role of experimenter from that of observer,
interpolating “catch-trials” (in which no stimulus was pre-
sented), and randomizing the presentation of stimuli became
common practices in psychophysical research and were
adapted to other psychological experiments (Dehue, 1997).
Moreover, as psychological research expanded to include
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experiments that assessed the responses of children and ani-
mals, requiring little or no introspection, authority became
increasingly centered in the experimenter and participants
became “subjects” rather than “observers.”

Data Treatment and Research Design

Early published reports of “even narrowly focused laboratory
studies conducted with small samples were capable of gener-
ating reams of detailed data; readers of journal reports were
sometimes confronted with tables of data that ran on for
pages” (Smith, Best, Cylke, & Stubbs, 2000, p. 260). Sum-
mary data were presented not only in tables but also in
graphic form. Graphs were a common form of data summary
in turn-of-the-century scientific reports [the forgetting curve
of Ebbinghaus (1885) and the learning curve of Thorndike
(1898) were two influential examples of graphic representa-
tion]. In addition, graphs helped to pave the way for the later
development of correlation and regression analyses (Smith
et al., 2000). In attempting to assess the degree of relation
between physical and mental characteristics to each other,
Francis Galton (1822–1911) used scatter plots in which one
set of scores was arranged as a function of another set,
such as the height and weight measures of a group of individ-
uals. From such graphic plots evolved the regression line,
the steepness of which reflected the degree of relation be-
tween two variables, and, in the hands of Karl Pearson
(1857–1936), developed into the mathematical technique of
correlating variables and measuring the degree of their rela-
tionship by the coefficient of correlation (Fancher, 1996). The
development of these statistical methods became critical to
the assessment of individual differences and the use of tests
in psychology.

Other statistical procedures were employed to assess com-
parisons between different groups of individuals. Galton’s
research, for example, on the efficacy of prayer asked
“whether those who pray attain their objects more frequently
than those who do not pray, but who live in all other respects
under similar conditions” (Galton, 1872, p. 126, as cited by
Dehue, 2000). A control group was employed in educational
research to assess the effects of transfer of training (the influ-
ence of practice in one task on performance in another), and,
despite arguments over whether participants should be as-
signed to an experimental or control group at random or by
matching individuals, the use of control groups in psycholog-
ical experiments became an integral part of research design
(Dehue, 1997).

The comparison of control and experimental group perfor-
mances led to the use of statistical procedures for testing
the significance of any differences that might be obtained.

Inferential statistics was unknown until the twentieth cen-
tury: Student’s “t” test for comparing mean scores from two
groups appeared in 1908. Analysis of variance tests were de-
vised in the 1920s (Smith et al., 2000) but did not become a
common part of psychological research designs until the
1930s (Rucci & Tweney, 1980).

With the publication of his Experimental Psychology
(1938), R. S. Woodworth “introduced a clear distinction
between experimental and correlational research” (Winston,
1990, p. 391). The critical distinction made between the two
kinds of research was that only in experimental work could
the cause of behavior be determined by manipulation of an
independent variable; the definition “provided one powerful
rationale for the animal research of the thirties, forties, and
fifties” (Winston, 1990, p. 397) because manipulations of
“causal” variables in animal research provided fewer ethical
or practical problems than research with humans. The search
for causes of behavior and the theoretical models of learning
embodied this definition of the psychological experiment as
the means of testing hypotheses. This model of the experi-
ment helped to establish prescriptions for the use of t-tests
and analyses of variance as the statistical treatments of choice
for the results of experiments, while correlational techniques
and regression analyses were utilized by those interested in
individual differences.

The methodology of research and standards for analyzing
and reporting results of experiments in keeping with psychol-
ogy’s status as a science is reflected in the standardization of
the reports of experiments and the definition of the experi-
ment. The model for reports of empirical research for publi-
cation in journals of the American Psychological Association
evolved from a six-and-a-half-page style sheet published in
1929 (Bently et al., 1929) to the 1983 American Psychologi-
cal Association Publication Manual (3rd edition) that con-
tained about 200 pages of rules for preparing a manuscript
(Bazerman, 1987) to the current fifth edition of the manual
(2001) of 439 pages. Reports initially emphasized either how
quantitative experimental results might aid in understanding
philosophical problems or simply let complex data speak for
themselves (Bazerman, 1987). The emphasis on hypothesis
testing and statistical analyses of comparisons between con-
trol and experimental group performance that later came to
dominate experimental design and instructions to authors
preparing manuscripts reflected the success of Woodworth’s
definition of what constituted an experiment in psychology.

Defining Psychology and Its Methods

Changes in the psychological experiment in apparatus and
methods and the shift in roles of observer and experimenter
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occurred amid debate over the subject matter of psychology
and the methods appropriate to it. The growth in the range
of subject matter under experimental investigation and in
the methods employed in the study of psychology reflected
James McKeen Cattell’s definition of psychology’s subject
matter as anything that a psychologist is interested in, as a
psychologist (Cattell, 1947a). The experimental psychology
that arose in North America resembled the research prac-
tices of G. E. Müller more than those of Wilhelm Wundt
in the range of topics addressed in the laboratory and the
apparatus and methods that were employed. The psychology
that evolved in college and university departments of
philosophy and, as the century matured, in independent
departments of psychology reflected the functional spirit of
the mental philosophers and the influence of the theory
of evolution.

Mental philosophy had attempted to describe how mind
worked, how its cognitive and conative processes operated to
produce volitional acts. American psychologists, imbued
with the spirit of evolutionary theory, were focused on the
utility of mind and consciousness in the adaptation of species
and individuals to the environment. This concern with func-
tion (what is mind for? what is its function?—presumably, to
aid adaptation) was coupled with other aspects of function,
namely, how mind works (how does it function?) and on what
mind depends (of what is mind a function? how complex
must a nervous system be before mind becomes possible?).
These implicit and broad concerns for mental function in
psychology were made more explicit and embodied in a self-
conscious school of psychology by James Rowland Angell
(1869–1949) in response to the programmatic statement of
E. B. Titchener (1867–1927), who advocated a structural
psychology. These schools of thought were but two among
general systematic positions that competed for dominance in
psychology (Heidbreder, 1933; Murchison, 1926, 1930;
Woodworth, 1948).

Structural and Functional Psychologies

Oswald Külpe’s method of systematic introspection had a
very strong proponent in Edward Bradford Titchener at
Cornell University. Titchener had become interested in
Wundt’s psychology while studying philosophy and physiol-
ogy at Oxford University. He translated the third edition of
Wundt’s Gründzüge into English and, when he could find no
one in England with whom to study the new science, went to
Leipzig to complete his doctorate with Wundt in 1892.
English universities were unreceptive to the new psychology;
Titchener accepted a professorship at Cornell University,
where he remained until his death in 1927.

Titchener presented himself as Wundt’s representative in
North America, but his psychology was not Wundt’s volun-
tarism (Leahey, 1981; Danziger, 1990). Titchener’s view of
mind was influenced by the English philosophy of John
Locke and his heirs that he had studied at Oxford. The British
philosophers viewed mind as a recipient of stimulation:
Mental content was whatever had entered mind through the
senses. The purpose of the study of mind was to understand
how complex mental experience and function could arise
from combinations of these elements. Laws of association,
by which elements combined, played a significant role in
understanding how mind grew from sensory elements.

Similarly, mind was, for Titchener, composed of elements
that he identified as sensations, images, and affections. Sen-
sation was the primary experience resulting from stimulation
of the senses, images were complex representations that
carried thought, and feelings were the elements of which
emotions were comprised. Through the direct systematic
introspection of consciousness under laboratory conditions,
Titchener pursued three goals: the reduction of conscious
experience to its basic elements, determining how the ele-
ments were connected to form complex perceptions, and
identifying the underlying physiological processes. The first
of these goals provided the primary focus of research at the
Cornell laboratory, as the elements were themselves analyzed
for their attributes (which, in a later version of the system,
became the new elements of consciousness; see Evans,
1972). Pursuit of the other goals was secondary because they
depended upon the successful completion of the first.

The subject of psychology, Titchener argued, was the
understanding of the human, adult, normal, generalized mind
through the use of introspection; only after psychology had
completed that task could the nonhuman, child, abnormal, or
individual mind be understood. For Titchener, psychology
needed to emulate physics, with its pursuit of the analysis of
matter into the smaller units of which it was composed.
Titchener stood for rigorous experimental pursuit of the ele-
ments of mind, pursued for their own sake and not for any
potential application. He disparaged “functional psychology”
as essentially the “mind in use” approach of the older, dis-
carded philosophical psychology.

An early response to Titchener’s postulates for his struc-
tural psychology came from John Dewey (1859–1952), chair
of the Department of Philosophy, which subsumed psychol-
ogy and pedagogy, at the University of Chicago. Dewey per-
ceived that the new method of laboratory experiment would
free the older barren mental philosophy from the theological
and philosophical constraints of its past and open the way for
a useful psychology that would help resolve problems of the
asylum, the classroom, and other practical affairs (Dewey,



The Psychological Laboratory and the Psychological Experiment 11

1884). He facilitated the establishment of a laboratory at the
University of Michigan before moving to Chicago. In 1896,
Dewey argued against reductionist approaches to the study of
consciousness and for a functional analysis and understand-
ing of mind (Dewey, 1896). A functional approach to mind
was embedded in the nineteenth century mental philosophy
taught in American colleges (Fuchs, 2000a) and its develop-
ment at the University of Chicago was influenced by pre-
Chicago Associations among Dewey and others (Raphelson,
1973).

James R. Angell, a graduate of the University of Michigan
and a student of psychology there, built on Dewey’s approach
in his presidential address to the American Psychological
Association in 1906 (Angell, 1907), in his successful text-
books (e.g., Angell, 1905), and from his position as Professor
of Psychology at the University of Chicago. Functional psy-
chology dealt not with mental elements as its primary focus
but with mental operations; the role of consciousness in help-
ing to adapt an organism to its environment involved psy-
chology in a concern for mind and body relationships
(Angell, 1907, p. 86). Functionalism was interested in the
uses of consciousness and its role in guiding behavior; it was
profoundly practical and reformist. Psychology and other so-
cial sciences were useful to a variety of educational and social
reforms promoted during the progressive era (Fitzpatrick,
1990; Milar, 1999).

Angell’s approach to psychology encompassed the broad
range of interests and methods that had developed in psy-
chology since 1879 and reflected the influence that evolu-
tionary theory exerted on psychology in the United States.
The science of mind was pursued in the laboratory; mind was
its subject matter, and many methods were available for its
study. Psychophysical experiments, research on the connec-
tions between physiology, especially the nervous system, and
mental processes, and direct observation of others, including
children and animals, provided data that could supplement
the results of introspection under laboratory conditions
(Angell, 1905). The use of a variety of methods would, in
Angell’s view, supplement the results of the direct observa-
tions of mind that introspection provides. Functional psy-
chology was interested in how mind worked (i.e., how it
functioned) and on its functional relation to the physiological
substrate (i.e., on what did mind depend) and its purpose (i.e.,
its use or function) and was less concerned the content of
mind.

Mary Whiton Calkins (1863–1930) attempted to reconcile
the differences between the structural and functional psy-
chologies by proposing a psychology of the self that
possesses both conscious contents and mental functions.
Calkins had begun her study of psychology unofficially at

Harvard with William James and Josiah Royce in 1890; Clark
University professor Edmund Sanford tutored Calkins pri-
vately in experimental psychology. In 1891, Calkins estab-
lished the first psychological laboratory at a women’s college
at Wellesley College, one of the first 12 laboratories in the
United States (Furumoto, 1980). She developed the paired-
associate technique for the study of verbal learning and mem-
ory and published papers on her research and on experiments
conducted with students in the Wellesley laboratory (Calkins,
1894a, 1894b).

She pursued further study in psychology with Hugo
Münsterberg at Harvard, but not as an officially registered
student. Münsterberg petitioned Harvard’s president to allow
Calkins to be admitted as a candidate for the PhD, but his re-
quest was refused. In May 1895, after an unauthorized exami-
nation, the following communication was forwarded to The
Harvard Corporation: “At the examination, held . . . before
Professors Palmer, James, Royce, Münsterberg, Harris, and
Dr. Santayana it was unanimously voted that Miss Calkins sat-
isfied all the customary requirements for the degree” (cited in
Furumoto, 1980, p. 62). Again, the PhD was denied (Harvard
refused to grant the doctoral degree to a woman until 1963). In
1902, four women who had completed graduate study at
Harvard were offered PhD degrees from Radcliffe College.
Radcliffe, established in 1894, offered almost exclusively
undergraduate courses; women who completed graduate work
did so at Harvard University. Calkins refused the Radcliffe de-
gree, seeing it as a symbol of Harvard’s refusal to admit
women on an equal footing with men (Scarborough &
Furumoto, 1987). In 1905, Mary Whiton Calkins became the
first woman elected to the presidency of theAmerican Psycho-
logical Association.

By 1905, the functional point of view had become the
dominant view in American psychology (Leahey, 1992). For
his part, Angell claimed that functionalism could easily con-
tain Calkins’s “Self Psychology,” “were it not for her extreme
scientific conservatism in refusing to allow the self to have a
body, save as a kind of conventional biological ornament”
(Angell, 1907, p. 82). Calkins, and Titchener, did not reject
the pursuit of identifying the physiological substrates of men-
tal content and processes but placed that pursuit at a lower
priority to the study of mind more directly. Indeed, Calkins
extended the use of introspection to the study of abnormal
experiences of the normal self and included the study by
comparative means of abnormal individuals (Calkins, 1901,
1919) among the range of topics to be studied in the new
psychology.

In these psychologies, introspection continued to serve as
a method for the direct examination of conscious experience,
but problems arose when introspective reports from different
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laboratories contradicted each other. Doubts about the capac-
ity of introspection to serve as a scientific method were
brought forcefully into focus by the “imageless thought” con-
troversy. Titchener’s psychology proposed that images were
the carrier of thoughts, and introspective observations carried
out in his laboratory supported his position. Oswald Külpe
and his colleagues at the University of Würzburg, however,
failed to observe images in their studies of thought processes
and concluded that thinking was carried out by “imageless
thoughts.” How could introspection, as a method, reconcile
incompatible results when conscious experience was private
and not open to public inspection?

Supporters of introspection as the primary method of sci-
entific psychology added more instructions in an attempt to
improve the method (English, 1921) while others advocated
its more limited use among other psychological methods
(Angell, 1905; Dodge, 1912). The question of whether intro-
spective analysis could indeed serve as a scientific method
producing reliable data was present at the start of psychol-
ogy’s history as a science. Introspective observations were
reliable within limits: A wavelength of light at a given fre-
quency was reported to evoke the same color sensation in all
observers of normal vision. The question lay in the capability
of introspection to go beyond such limited observations in the
search for elements of mind. Meanwhile other research tradi-
tions arose.

Child Study

At Clark University, G. Stanley Hall established a graduate
program in psychology that attracted students in numbers
sufficient to make Clark a leader in psychology after its open-
ing in 1889. In its first decade, 30 of the 54 doctorates in psy-
chology awarded in the period were earned at Clark (White,
1992). In his laboratory of psychology, Hall fostered the
experimental methods that he had learned in Germany and
appointed E. C. Sanford (1859–1924) to supervise the exper-
imental work. Hall’s primary interest lay in developmental
psychology; his recapitulation theory of development
reflected the nineteenth-century view that the course of de-
velopment of an individual parallels the stages of human evo-
lution (Richards, 1992). Thus, “every child, from the moment
of conception to maturity, recapitulates, . . . every stage of
development through which the human race from its lowest
animal beginnings has passed” (Hall, 1923, p. 380). Although
the theory was later discredited, it served a useful purpose in
stimulating research.

In 1891, Hall introduced the use of child-study question-
naires, the “Clark method” (Danziger, 1985, 1990). Question-
naires were designed to investigate “(a) simple automatisms,

instincts, and attitudes, (b) the small child’s activities and
feelings, (c) control of emotions and will, (d) development of
the higher faculties, (e) individual differences, (f) school
processes and practices, and (g) church processes and prac-
tices” (White, 1992, p. 29). Much of Hall’s research on child-
hood and that of his students culminated in his two-volume
Adolescence (1904).

Child psychology was not, however, uniquely the property
of Hall and his university. James Mark Baldwin’s Mental
Development in the Child and the Race (1895) and its com-
panion volume, Social and Ethical Interpretations of Mental
Development (1897), were attempts to bring a genetic
account of development into the new psychology and “to
bridge the gap between the study of social institutions (i.e.,
sociology) and the study of individual functioning (i.e., psy-
chology)” (Cairns, 1992, p. 17). Baldwin’s contributions
were fleeting, for many reasons (see Cairns, 1992, p. 22),
among which was that his theoretical formulations were out
of step with the heavy empirical emphasis prevalent in psy-
chology at the time. Similarly, Hall’s influence was limited
by the critical attack from those closely tied to laboratory
investigations that his questionnaire research was method-
ologically weak. Nevertheless, Hall and Baldwin made the
psychology of child development and the methods appropri-
ate to its study part of the new psychology.

Individual Differences

Although recapitulation theory influenced Hall’s approach to
child study, the direct influence of evolutionary theory on
child study was slight (Charlesworth, 1992). However, the
theory of evolution strongly influenced the study of individ-
ual differences. For natural selection to serve as the primary
mechanism of evolution, variation in species populations was
necessary for the selection of traits that were the basis for
adaptation and survival within different and changing envi-
ronments. Francis Galton, a cousin of Darwin, contributed to
the history of psychology through his measures of physical
and mental characteristics of individuals who visited his
Anthropometric Laboratory.

The measures of physical characteristics such as head
size, arm length, height and weight, and performance charac-
teristics such as reaction time and sensory acuity, used by
Galton and adapted from the tasks of the psychological labo-
ratories, were employed as mental tests of intelligence. Head
size, for example was (falsely) assumed to indicate brain size
and intellectual capacity, and speed of responses and visual
acuity were assumed to indicate adaptability and survival
capability. The term intelligence came to be used to designate
differences among individuals in their capacity for such
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complex behaviors as reasoning and problem solving rather
than to denote differences among species in adapting to the
environment, the more common use of the term in the nine-
teenth century.

James McKeen Cattell, who had studied with Hall at
Johns Hopkins before earning his PhD with Wundt, pur-
sued his interest in individual variation, labeled “ganz
Amerikanisch” by Wundt (Boring, 1950), while in Francis
Galton’s London laboratory. Cattell returned to establish a
laboratory at Columbia University and adapted laboratory
tasks familiar to him from both Leipzig and London to iden-
tify and measure differences in reaction time, sensory sensi-
tivity, time estimation, and memory span in undergraduate
students (Sokal, 1987; Tuddenham, 1962). Like Galton, he
theorized that such tasks as reaction time, sensory acuity,
memory, and apprehension spans would reveal an individ-
ual’s intellectual abilities. His attempt to relate scores on
these tasks to academic performance demonstrated little rela-
tionship between the performance scores on the laboratory
tests to academic performance in courses at Columbia (Sokal,
1987) but nevertheless represents an early effort to measure
the intelligence of individuals.

Assessing individual differences among human beings did
not necessarily result in appropriate conclusions about the
consequences of evolution because of the importance of
social and cultural factors in determining differences among
individuals. For example, Galton’s study of sex differences in
psychological characteristics reflected social and cultural
views of the capabilities and proper roles for women and men
rather than differences that could be attributed to evolution-
ary forces. This bias was common at the time and addressed
by the research of one of James R. Angell’s graduate
students, Helen Bradford Thompson. Her dissertation, com-
pleted at the University of Chicago in 1900 and later pub-
lished as The Mental Traits of Sex (1903), was the first
systematic, experimental investigation of sex differences in
motor ability, sensations, intellect, and affect. Careful, de-
tailed analysis of the results led to her conclusion that “the
psychological differences of sex seem to be largely due, not
to difference of average capacity, nor to difference in type of
mental activity, but to differences in the social influences
brought to bear on the developing individual from early
infancy to adult years” (p. 182). 

Hall, too, had employed evolutionary arguments to bolster
stereotyped ideas about the psychological nature and proper
roles of men and women. His rather unflattering assessment
of women’s abilities attracted little argument from American
male psychologists of the time (see Diehl, 1986; Shields,
1975) and played a role in denying opportunities for graduate
study and professional employment for women (Milar, 2000).

In 1910, Helen Thompson, writing under her married name,
Helen Thompson Woolley, reviewed the literature on sex dif-
ferences and asserted, “There is perhaps no field aspiring to
be scientific where flagrant personal bias, logic martyred in
the cause of supporting a prejudice, unfounded assertions,
and even sentimental rot and drivel, have run riot to such an
extent as here” (Woolley, 1910, p. 340). Similar conclusions
could have been drawn about comparisons among races
begun before the development of evolutionary theory. These
comparisons had also served to justify a hierarchy that placed
Caucasians in a superior position, and later studies under
the aegis of evolutionary theory continued to be carried out
and interpreted in terms of long-held cultural biases (see
R. Guthrie, 1998).

Influenced by Cattell and Hall’s child study movement,
Lightner Witmer (1867–1956), attempted to put performance
on laboratory tasks to practical use in the new discipline
that he labeled “Clinical Psychology” (McReynolds, 1996).
The apparatus and methods of the laboratory experiment
were successful in assessing differences among individuals
but proved to be of little value for Witmer’s purposes
(McReynolds, 1996). The failure of laboratory tasks for these
applied ends led, in the case of intelligence testing, to the
refinement and development of tests modeled on those of
Alfred Binet and, in Witmer’s case, to the search for more
suitable methods for assisting individuals. These efforts also
led to attempts to identify characteristics of individuals that,
like intelligence, were both measurable and offered promise
of relevance, such as personality assessment (Allport, 1937),
attitude and aptitude measures, and clinical diagnostic tests
(Gregory, 1992). For many psychologists, individual differ-
ences were a distraction to the understanding of the general
principles governing mind, while for others, the understand-
ing of the individual mind was the most interesting task for
psychology. The difference in emphasis and the somewhat
separate paths of development of the two pursuits within psy-
chology came to be seen as the two disciplines of scientific
psychology (Cronbach, 1957).

The Study of Nonhumans: Animal Psychology

Darwin’s theory of evolution had raised questions about the
adaptive utility of consciousness; the relation of human to
animal ancestry had raised issues of whether there are instincts
in humans and whether animals exhibited human intellectual
capacities and consciousness in adapting to changed or chang-
ing environments. Learning capacities and consciousness
seemed in turn to depend upon the complexity of the nervous
system: “If there is a Comparative Anatomy there is also a
Comparative Psychology” (Chadbourne, 1872, p. 22). George
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J. Romanes (1848–1894), a devoted younger friend of the
aging Darwin, explored these concerns by collecting anec-
dotes of wild and domestic animals that provided evidence of
capacities for reasoning and problem solving analogous to
those exhibited by humans. As part of an animal’s intelligent
adaptation to an environment, he sought evidence of reason,
which he defined as the conscious knowledge of the relation
of the means to an end. In addition, Romanes described
patterns of instinctive responses that occurred without a
conscious awareness of the end to which they were adapted
(Romanes, 1892). 

Romanes’ research methods and anthropomorphic conclu-
sions about the capacities of animals were criticized by
C. Lloyd Morgan (1852–1936) for relying on unsubstantiated
anecdotes and weak analogical reasoning. Morgan em-
phasized the importance of observation and encouraged par-
simony in interpreting observations of animal behavior
(Morgan, 1890–1891, 1896). His caution in this regard came
to be known as Morgan’s Canon: “In no case should an ani-
mal’s activity be interpreted in terms of higher psychological
processes if it could be interpreted in terms of processes
standing lower in the scale of psychological evolution” (R. I.
Watson & Evans, 1991, p. 329). Morgan provided a neces-
sary methodological corrective to enthusiastic but unscien-
tific fact gathering by emphasizing both care in making
observations and caution in interpreting them.

Morgan employed experimental methods and observation
in naturalistic settings and hypothesized that animals learned
through association of ideas, in accord with the philosophical
tradition of associationism (Warren, 1921) that described
how the human mind operated (Cumming, 1999; Furumoto
& Scarborough, 1987). Although we can know our own
consciousness, we can only infer consciousness in others,
including animals; for Morgan, the criterion for inferring
consciousness in animals is “circumstantial evidence that the
animal . . . profits by experience” (Morgan, 1900, p. 42). In
this way, Morgan stimulated interest in the study of learning,
not only as an adaptation to the environment, but also as the
criterion for inferring animal consciousness or mind.

At Clark, research in animal behavior attempted to describe
the animal mind and to study the development of the nervous
system. The former research was represented by Willard
Small’s use of the maze to study the mental processes of the
white rat involved in learning (Small, 1900, 1901). The latter
research was represented by H. H. Donaldson, who attempted
to describe the growth of the nervous system in rats and hu-
mans (e.g., Donaldson, 1908). One purpose of this research by
Donaldson and Small was to relate the complexities of the ner-
vous system between species and between individuals in the
same species to differences in behavioral and mental abilities.

Small employed a version of the Hampton Court maze (Munn,
1950) that later gave rise to the many variations (e.g., the
T-maze, multiple T-maze, and the straight alley maze) that
became standard laboratory equipment for the study of learn-
ing and the testing of learning theories of the 1930s through
the 1950s. Donaldson and Swiss American psychiatrist Adolf
Meyer are credited with helping to establish the albino rat as
the dominant laboratory animal in American psychological
laboratories for many decades (Logan, 1999).

The work at Clark proceeded in the spirit exemplified by
Morgan and by E. L. Thorndike (1874–1949), who, in 1898,
had insisted that “experiment must be substituted for obser-
vation and the collection of anecdotes” (Thorndike, 1898,
p. 1126). Thorndike’s dissertation, Animal Intelligence
(1898), signaled a major shift from a subjective, introspec-
tive, anecdotal study of animals to an objective, quantitative
experimental approach with an emphasis on learning (Galef,
1998; Stam & Kalmanovitch, 1998). Thorndike’s emphasis
on controlled observation was welcomed by Morgan, who
advanced “the hope that comparative psychology has passed
from the anecdote stage to the higher plane of verifiable
observation, and that it is rising to the dignity of science”
(Morgan, 1898, p. 250).

Thorndike had pursued graduate study at Harvard with
an investigation of the behavior of chickens, until the protests
of his landlady forced him to move his chicken experi-
ments to the basement of William James’s house (Dewsbury,
1998; Thorndike, 1936). Thorndike subsequently took his
two “most educated chickens” to study the inheritance of
acquired traits at Columbia University with James McKeen
Cattell (p. 265). The topic did not prove very fruitful, and
Thorndike chose instead to examine the performance of cats
and small dogs in puzzle boxes. The choice of puzzle boxes
was influenced by the work of Romanes and Morgan, who
had described dogs and cats learning to open garden gates
through trial and error (Morgan, 1900). Thorndike’s boxes
were designed to permit observation of animals’ attempts to
escape from the box to reach food (Burnham, 1972). Various
boxes required manipulation of levers, pulling of loops, or
combinations of responses to escape (Chance, 1999; Galef,
1998). Thorndike recorded and graphed the time taken to
escape from the box as a function of the number of trials. He
interpreted the gradual decline of the curve describing the
time taken to escape from the box revealed by the graph to
mean that learning proceeded gradually, through trial and
error.

Responses that resulted in escape from the puzzle box
appeared to be selected from random movements, in a man-
ner analogous to the process of evolutionary selection.
Thorndike insisted that responses were made directly to the
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stimulus situation, without the mediation of ideas. The bond
between response and situation was strengthened if the
response was followed by a satisfying outcome, or weakened
if it was followed by an unsatisfactory consequence. This
statement constituted Thorndike’s “law of effect.” He also
held that bonds between the situation and response became
strengthened through exercise and weakened by disuse: the
“law of exercise” (Thorndike, 1913). Thorndike claimed that
these two laws, together with the animal’s “readiness” to
respond in the situation, accounted for most of animal learn-
ing (Thorndike, 1913). In his early work in comparative
psychology, Thorndike emphasized a discontinuity between
animals and humans. By 1911, however, he reversed his po-
sition to emphasize instead the universality of the law of
effect and other laws of learning (Bruce, 1997).

Although the thrust of Thorndike’s laws was to specify
regular relations between a situation and the responses that it
may come to evoke, without any attempt to assess the content
of the mind of the responding animal, comparative psychol-
ogy did not immediately follow his lead. Concerns for the
adaptive value of consciousness in humans and animals con-
tinued to be addressed in the early decades of the twentieth
century (e.g., Judd, 1910). Identifying the levels of complex-
ity of nervous systems that would justify inferences about the
nature of animal consciousness and capacity for intelligent
behavior (e.g., Yerkes, 1905) is best exemplified by what has
sometimes been called the first textbook in comparative psy-
chology, Margaret Washburn’s The Animal Mind (1908)
(Jaynes, 1968, cited in Furumoto & Scarborough, 1987).
Margaret Floy Washburn (1871–1939), the first woman to
earn a PhD in psychology and the second woman president of
the American Psychological Association (1921), summarized
and organized the scattered literature on animal psychology,
provided a history of the movement, and offered an exten-
sive discussion of methodology for research with animals
(Washburn, 1908; Goodman, 1980). E. B. Titchener’s first
doctoral student, Washburn had applied to study psychology
with James McKeen Cattell at Columbia, but Columbia, like
Harvard and the Johns Hopkins University, permitted women
to attend classes only unofficially as “hearers.” Cattell, how-
ever, encouraged her to apply to Cornell, where she com-
pleted her degree in 1894. A report of her Cornell dissertation
on the effects of visual imagery on tactile sensitivity was one
of the few studies published in Wundt’s Philosophische
Studien that had not been completed at Leipzig.

Washburn sought to understand the animal’s conscious
experience in an approach to comparative psychology char-
acterized as “subjective, inferential and rigorously logical”
(Goodman, 1980, p. 75). Washburn was influenced by the
research and writing of both Morgan and Thorndike; like

Thorndike, she advocated the use of objective and rigorous
experimental procedures, but, like Morgan, she persisted in
her view that animals possessed a consciousness that psy-
chology was obliged to define and characterize (Washburn,
1917, 1926, 1936). To carry out its responsibility, psychology
needed to adopt objective and rigorous experimental proce-
dures. Despite the growing emphasis on the sufficiency of
behavioral data and the emphatic rejection of mind and con-
sciousness as the only legitimate subject matter for a scien-
tific psychology, as Thorndike advocated, Washburn held to
her position (Goodman, 1980).

Behaviorism

Animal psychology had drawn attention to the importance of
behavior as a clue to mind, but inferences from behavior
about animal consciousness were part of the expected inter-
pretations of experimental results. But the focus of study was
changing: “There is unquestionably a widespread movement
on foot in which interest is centered on the results of con-
scious process, rather than in the processes themselves. This
is peculiarly true in animal psychology; it is only less true in
human psychology. In these cases interest [is] in what may
for lack of a better term be called ‘behavior’; and the analy-
sis of consciousness is primarily justified by the light it
throws on behavior, rather than vice versa” (Angell, 1911,
p. 47).

The proposal that psychology reject its traditional defini-
tion as the science of mind and consciousness and redefine
itself as a science of behavior came from John B. Watson
(1913). Watson arrived at the University of Chicago in 1900
to begin graduate work following an undergraduate degree in
philosophy and psychology from Furman University (Harris,
1999; O’Donnell, 1985). H. H. Donaldson, who had moved
to the University of Chicago from Clark University, brought
with him his research program that investigated the relation
between the development of the nervous system and the
behavior of the rat. Animal laboratories were few; in 1909,
only about six laboratories were actively engaged in animal
research (O’Donnell, 1985). For his dissertation, Watson
chose to investigate the neurological correlates of problem
solving in the white rat and carried out additional experi-
ments with rats to determine which sensory modalities were
necessary for learning a maze by systematically eliminating
one modality at a time. He removed the eyes, tympanic mem-
brane, olfactory bulbs, and whiskers and anesthetized the feet
of rats and discovered that the animals seemed to use kines-
thetic feedback to reach the goal box (Carr & Watson, 1908;
Goodwin, 1999; J. B. Watson, 1907). Watson’s first report of
these experiments at the annual meeting of the APA held in
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December 1906 in conjunction with the American Associa-
tion for the Advancement of Science (AAAS) led to an outcry
by antivivisectionists. He was publicly defended by Angell
and by then APA president James Mark Baldwin (Dewsbury,
1990).

Watson had become disenchanted with the language of
consciousness and mind, with the method of introspection,
and was increasingly concerned about the status of animal
research in psychology. Writing to fellow comparative psy-
chologist Robert Mearns Yerkes in 1910, Watson expressed
his identity problems: “I am a physiologist and I go so far as
to say that I would remodel psychology as we now have it
(human) and reconstruct our attitude with reference to the
whole matter of consciousness. I don’t believe the psychol-
ogist is studying consciousness any more than we are”
(Watson, 1910, cited in J. A. Mills, 1998, p. 60).

In a series of lectures given at Columbia University in
December 1912, Watson laid out his discomfort with a psy-
chology of consciousness and proposed a psychology of
behavior to take its place: “Psychology as the behaviorist
views it . . . is a purely objective experimental branch of natural
science. Its theoretical goal is the prediction and control of
behavior. Introspection forms no essential part of its methods,
nor is the scientific value of its data dependent on the readiness
with which they lend themselves to interpretation in terms of
consciousness” (Watson, 1913, p. 158). Although this so-
called “Behaviorist Manifesto” did not produce a revolution
in psychology (Leahey, 1992; Samelson, 1981), it did help to
raise the status of animal research and place a greater empha-
sis on explaining behavior rather than mind, especially in re-
search on animals (Watson, 1914). Watson’s notion that the
goal of psychology was to predict and control behavior incor-
porated the vision of psychology as a tool for social control
and, therefore, its application to education, industry, and other
areas of applied psychology (e.g., Buckley, 1982). Titchener
accused Watson of turning psychology into a technology
rather than a science (Samelson, 1981). But technology or not,
Watson’s view of science as requiring reliability of observa-
tions, public and repeatable, vitiated introspection as a scien-
tific method.Watson argued that verbal reports to a stimulus, in
a psychophysical experiment, such as “I see red,” were behav-
ioral in the same way that an animal might be trained to dis-
criminate the color red from other colors (Watson, 1919).

J. B. Watson (1916) proposed that the conditioned motor
reflex could be applied to animals and humans and thus form
the building block of behavior. Like Titchener, Watson
believed that science proceeded by analysis, but instead of
the elements of mind, Watson sought the elements of behav-
ior. The conditioned reflex was the elemental unit from which
Watson proposed to build a science of behavior.

The study of reflexes has a long history within physiology
(Boakes, 1984; Fearing, 1930). The Bell-Magendie law
(Boakes, 1984; Goodwin, 1999) distinguished between the sen-
sory and motor nerves at the level of the spinal cord. This dis-
tinction set the stage for an understanding of reflex action and
stimulated research on the nature and speed of conduction of
the nerve impulse that led to the studies of reaction time by Jo-
hannes Müller and Hermann von Helmholtz. Russian physiolo-
gist Ivan Mikhailovich Sechenov (1829–1905) demonstrated
that cerebral processes could affect reflexive action by stim-
ulating certain areas of the brain with salt crystals to decrease
the intensity of reflexive movement of a frog’s leg (Boakes,
1984; Koshtoyants, 1965). Sechenov (1863–1965) argued
that the cause of psychical or psychological events is in the
environment; external sensory stimulation produces all acts,
conscious and unconscious, through the summation of excita-
tory and inhibitory activity in the brain. He suggested that a
science of psychology based on introspective reports of hu-
mans is too complex and too subject to “the deceptive sugges-
tions of the voice of our consciousness. . . . [O]nly physiology
holds the key to the scientific analysis of psychical phenomena”
(Sechenov, 1973 cited in Leahey, 2001, p. 216; see also,
Boakes, 1984).

Ivan Petrovich Pavlov (1849–1936) was able to instantiate
Sechenov’s theoretical claims (Koshtoyants, 1965). Pavlov’s
research on the physiology of digestion that earned him the
Nobel Prize in 1904 involved a method of “sham feeding” in
which a fistula, or tube, in the esophagus prevented food
placed in the mouth of the dog from reaching the stomach. A
second tube inserted into the stomach was used to collect gas-
tric juices. In the course of these experiments, Pavlov noted
that gastric secretions occurred not only in response to food in
the mouth but also merely to the sight of food, or of the
assistant who usually fed the animal. He called these “psychic
secretions.” By using a fistula that could collect salivary se-
cretions for the studies on digestion, Pavlov’s student Stefan
Vul’fson noted that not only did the salivary glands respond
differently to different substances placed in the mouth, for ex-
ample, sand, wet food, dry food, but, unlike other digestive
organs, they showed the identical response when the dog was
teased by only the sight of the substance (Boakes, 1984;
Todes, 1997). Vul’fson and Pavlov used mentalistic terms in
describing the reaction of the salivary glands to the sight of
food: Dogs “judged,” “sorted out,” or “chose” their responses
(Todes, 1997, p. 950).

Pavlov later changed “psychic reflex,” to “conditional
reflex,” after experiments demonstrated the experimental
regularity of what his co-worker Tolochinov referred to as
a “reflex at a distance” (Todes, 1997, p. 951). Drawing
on Sechenov’s early experiments with inhibition of spinal
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reflexes, the work in Pavlov’s laboratory focused on the
establishment (conditioning) and removal (extinction) of
reflexes to a variety of stimuli and their control by excitatory
and inhibitory activity in the brain. Other investigators who
explored questions of adaptation of organisms to environ-
ments paid more attention to the acquisition of new behavior
than to the removal of established behaviors (Boakes, 1984). 

J. B. Watson attempted to demonstrate how research on
conditioned reflexes could reveal the origins of complex
behavior patterns. In his most famous experiment, conducted
with graduate student Rosalie Rayner, he conditioned emo-
tional responses in an 11-month-old infant, “Albert B.” By
striking a steel bar with a hammer, Watson and Rayner were
able to elicit crying in the infant; when they subsequently
paired presentation of a white rat, to which Albert had shown
no fear, with the striking of the bar, Albert showed fear to the
rat. They reported successfully conditioning fear of the rat in
Albert, and, further, the fear generalized to a rabbit, a dog, a
fur coat, and a Santa Claus mask (J. B. Watson & Rayner,
1920; see Harris, 1979). The study was more a dramatic
demonstration than a carefully controlled experiment, but
nevertheless exemplified Watson’s vision for identifying the
origins and development of behavior and provided an
approach to the study of the growth and development of chil-
dren (Mateer, 1918).

Gestalt Psychology

A response to the introspective analysis of consciousness
advocated by Titchener and the behavioral analysis of J. B.
Watson came in the form of an approach to psychology that
arose in Germany at about the same time that behaviorism
had arisen in the United States. The term gestalt, translated as
“whole” or “configuration,” referred to an organized entity
that was different from the sum of its constituent parts. The
term was initially introduced by Christian von Ehrenfels,
who pointed out that a melody played in two different keys is
recognized as such even though the notes in each case are dif-
ferent. He suggested that combinations of elements produced
a “gestaltqualität,” or whole-quality, that constituted a new
element of consciousness. The use of the term by the tri-
umvirate of Max Wertheimer, Kurt Koffka, and Wolfgang
Köhler referred not to a new element but to the organized
nature of conscious experience. The gestalt psychologists op-
posed what they perceived to be artificial attempts to reduce
experience or behavior to constituent parts and then to syn-
thesize them again into organized wholes, and articulated
their views in influential books (e.g., Köhler, 1929).

Gestalt psychology was initiated by observations on
apparent movement (Wertheimer, 1912), in which two lights

located at some distance apart give rise to the experience of
one light moving from one location to the other when the
lights go on and off in sequence. The phenomena seemed
incapable of explanation by introspective identification of
sensory elements. The gestaltists proposed that the introspec-
tion appropriate to psychology was a description of experi-
ence, a naive introspection that described the experience
without any attempt to subject it to analysis. Perceptual phe-
nomena and conscious experience were not the only domains
of gestalt theory; Köhler’s research on chimpanzees (Köhler,
1926) suggested that learning occurred not through trial and
error but by insight that resulted from a perceptual reorgani-
zation that produced a new way of seeing the problem to be
solved. Neither Thorndike’s trial-and-error explanations of
learning nor behavioral analysis of organized goal-directed
behavior seemed adequate to account for the behavior of the
chimpanzees.

The disagreement with the structural approach to mind
and the behavioral approach to behavior derived from funda-
mentally different assumptions about the nature of science.
Titchener, and Watson as well, assumed that science pro-
ceeded by analysis, by breaking down chemical and material
objects into the elements of which they are composed. The
elemental analysis that Titchener perceived to be the hall-
mark of physics was a nineteenth-century model that had
given way to analyses in terms of fields in which forces oper-
ated to determine organization of particles rather than parti-
cles or elements giving rise to organization (e.g., introducing
a magnetic force placed among a random pattern of iron fil-
ings organizes the filings in terms of the directions of force).
Field theory and the laws of organization were proposed to
account for many phenomena (e.g., Ellis, 1950), not only of
perception and problem solving and learning, but of, for
example, social behavior (Asch, 1955), child develop-
ment (Koffka, 1927), and thinking (Wertheimer, 1959), and
served to prompt research designed to test theories in these
areas.

Logical Positivism and Operationism

The abandonment of mind as psychology’s subject matter,
the increased attention to ensuring that scientific standards
were met by procedures for gathering and treating data in lab-
oratory and nonlaboratory research, and increased attention
to theory building appeared to be signs of scientific maturity
in psychology. These characteristics were most closely iden-
tified with the neo-behaviorist theories of learning and
behavior that were the focus of much of the laboratory psy-
chology from the 1930s to the 1960s. These theories focused
on animal subjects and models of learning and behavior; their
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theoretical language was influenced by a philosophy of
science of the period.

Continuing concern for the scientific status of psychology
attracted psychologists to an approach to science advocated
by Harvard physicist P. W. Bridgman (1927), who made the
case for defining unobservable phenomena, such as gravity or
hypothesized physical elements such as an electron, in terms
of the operations by which their effects on observable events
could be measured (Leahey, 2001; Smith, 1986). E. G.
Boring’s student, S. S. Stevens (1906–1973), at Harvard in
psychology, proposed that psychology adopt a strict opera-
tionism (Stevens, 1935a, 1935b, 1939). Only terms that could
be defined operationally were scientifically meaningful; for
all practical purposes, only a behavioral psychology could
meet this criterion (Leahey, 2001; J. A. Mills, 1998; Smith,
1986). The emphasis on operational definitions influenced the
language of psychology (Mandler & Kessen, 1959) and the
theories of behavior that evolved in the context of opera-
tionism and its philosophical forebear, logical positivism, an
approach that limited science to observable phenomena. For
psychology, it meant defining hunger, for example, in terms of
such operations as hours of food deprivation, or a measure of
blood sugar level, or the amount of time spent eating, each of
which is an observable indicator of the unobservable hypothe-
sized motivational condition of hunger. The neo-behaviorists
who shaped what is known as the “Golden Age of Learning
Theory” from 1930 to 1950 adopted some ideas from logical
positivism and operationism, although each of them was
to formulate his own vision of behaviorism (J. A. Mills, 1998;
Smith, 1986).

The Neo-Behaviorists: Guthrie, Tolman, and Hull

Edwin R. Guthrie (1886–1959), the “most starkly empiricist
of all the neo-behaviorists” (J. A. Mills, 1998, p. 79), defined
mind as “a mode of behavior, namely, that behavior which
changes with use or practice-behavior, in other words, that ex-
hibits learning” (E. R. Guthrie, 1935/1960, p. 3). The ability
to learn, as C. Lloyd Morgan had suggested, characterized the
possession of mind in living creatures. Guthrie’s theory of
learning was deceptively simple: Learning occurs through the
development of associations between stimuli and responses.
These associations are formed by contiguity: “A combination
of stimuli which has accompanied a movement will on its re-
currence tend to be followed by that movement” (p. 23). He
rejected Thorndike’s laws of effect and of exercise, claiming
instead that the apparently gradual nature of learning was a re-
sult of a series of one-trial situations in which movements,
small muscle responses, rather than acts were learned in re-
sponse to stimuli. The role of the consequences of responding,

whether satisfying or annoying, was to change the stimulus
situation, not to strengthen some unobservable bond between
stimulus and response.

In contrast to E. R. Guthrie’s molecular approaches to
learning, Edward Chace Tolman (1886–1959) offered a molar
theory of the psychology of learning. For E. R. Guthrie
and for J. B. Watson, descriptions of learned behavior were
confined to descriptions of stimulus events and responses.
Tolman, in contrast, proposed a theory that interpreted behav-
ior in terms of “motive, purpose and determining tendency”
(Tolman, 1922, p. 53). For Tolman, cognitive events inter-
vened between the antecedent stimuli and their behavioral
consequences. Learning and performance were not synony-
mous (Innis, 1999; Kimble, 1985; Tolman & Honzik, 1930);
performance was the observable behavior, while learning was
the hypothesized state that accounted for the change in be-
havior. Tolman described the action of intervening variables
on the functional relationship between the independent and
dependent variables; that is, between the environmental stim-
uli and physiological state of the organism on the one side and
the overt behavior on the other (Tolman, 1932, p. 2; see also
Innis, 1999; Kimble, 1985). The most important intervening
variables were cognitions, defined as expectations about the
relationship between signs, stimuli, and significates, rewards
or goal objects (J. A. Mills, 1998; Smith, 1986). Tolman hy-
pothesized the formation of “cognitive maps” or cognitive
representations of the environment in rats learning a maze.
These cognitive maps could be empirically demonstrated in
maze experiments in which, for example, blocking a previ-
ously used route to a goal resulted in rats choosing the next
shortest path to the goal (Tolman, Ritchie, & Kalish, 1946).

Clark Hull (1884–1952) proposed a formal logico-
deductive theory of behavior: “In science an observed event
is said to be explained when the proposition expressing it has
been logically derived from a set of definitions and postulates
coupled with certain observed conditions antecedent to the
event” (Hull, 1943, p. 3). Hull’s theoretical treatment of psy-
chology consisted of a set of postulates and corollaries and
their mathematical statements to enable quantitative predic-
tions about behavior. Hull’s goal was to develop psychology
as a natural science by demonstrating that behavioral phe-
nomena obey universal, quantitative laws that can be stated
by equations comparable to physical laws, “of the type gov-
erning the law of falling bodies” (Hull, 1950, p. 221). Even
centuries after Kant, Hull was striving to demonstrate that
psychology could indeed become a science that met the same
standards as the physical sciences. For example, Hull (1934a,
1934b) proposed that the serial position effect in learning a
list of words (the phenomena that errors occur more fre-
quently in learning and in the recall of words from the middle
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of a serial list) exemplifies the same general law that
describes the pattern of errors made by rats learning a com-
plex maze (more errors occur in the center of the maze than
at the start and the finish).

Hull’s research program was directed toward the discov-
ery of such laws and the formulation of the equations that
described them. His theory of behavior formulated theoreti-
cal variables in operational terms, defined them by equations,
and predicted experimental results. Experiments by Hull,
Tolman, and their students were designed to provide crucial
tests of predictions from their respective theories. For exam-
ple, Hull’s theory hypothesized that learning occurred
through reinforcement, defined in terms of the extent to
which reinforcement reduced a motivational drive; Tolman,
on the other hand, argued that reinforcement in this sense was
unnecessary for learning (Tolman & Honzik, 1930). Resolu-
tion of such theoretical issues was difficult; moreover, the
precise predictions from Hull’s formal theory were fre-
quently not confirmed, and criticism of the theory began to
mount from a variety of sources, including Hull’s own stu-
dents (J. A. Mills, 1998). Differences between the theories of
Hull and Tolman came to seem less substantive and more a
preference for particular terminology and the reification of
intervening variables (Kendler, 1952). 

The Radical Behaviorism of B. F. Skinner

Burrhus Frederick Skinner (1904–1990) questioned whether
theories of learning were necessary in view of what appeared
to be fruitless theoretical tests (Skinner, 1950). He argued in-
stead for a purely empirical description of behavior, eschew-
ing any hypothetical or intervening nonobservable variable
in his description of behavior, a position that he had estab-
lished in his first major publication (Skinner, 1938). His ma-
nipulation of the contingency between an operant (emitted)
behavior and a reinforcer constituted his program of re-
search, carried out in the operant-conditioning chamber more
popularly known as a “Skinner Box.” With rats and later
pigeons as his experimental subjects, Skinner measured cu-
mulative responses over elapsed time as a function of rein-
forcement schedules (Ferster & Skinner, 1957). Intervening
variables, such as drive or motivation, were defined opera-
tionally in terms of number of hours of deprivation or percent
of free-feeding body weight. The reports of experiments by
Skinner and his followers, with few animals but a large num-
ber of responses, met with rejection from editors whose
definition of an experiment required a research design com-
paring experimental and control groups with a statistical test
of the significance of the difference between them. The result
was the establishment of the Journal for the Experimental

Analysis of Behavior in 1958 (Krantz, 1972). Skinner’s ap-
proach to behavior extended to the development and use of
language (Skinner, 1957) and to the technology of teaching
(Skinner, 1968).

The Rise of Cognitive Psychology: Mentalism Revisited

The experiments engendered by the debates among the dif-
ferent approaches to learning and behavior continued to
dominate the literature of experimental psychology at mid-
century. However, the traditional methods and research top-
ics of the psychological laboratory also flourished; although
the era of the schools had ended, they left a legacy of influ-
ence on the research conducted within psychology. Intro-
spection as a source of psychological data lost its primacy
with the end of structuralism; introspective reports resumed
their more limited role in assessing the quality and/or inten-
sity of sensory experience in psychophysical experiments.
Articles reporting on experiments on perception, stimulated
in part by gestalt psychology’s emphasis upon perceptual
organization, continued to appear in psychological journals,
together with studies of the higher mental processes of think-
ing and problem solving (e.g., Wertheimer, 1959). Functional
psychology, more of an attitude than a systematic position,
characterized American psychology generally and fostered
experiments on serial list and paired associate learning and
the interference theory of forgetting, continuing the research
tradition emanating from the laboratories of Ebbinghaus and
G. E. Müller (McGeoch, 1942). Although research on higher
mental processes in animals had not been entirely neglected
(Dewsbury, 2000), behaviorism left a legacy of animal re-
search that focused on stimulus-response interpretations of
the results of maze learning studies, classical conditioning
experiments, and, increasingly, of behavior in operant-
conditioning chambers. Psychology redefined itself from the
science of mind to the science of behavior. References to
mind or mental processes were found only infrequently in
textbooks and journals.

The molecular, elemental, and mechanistic analyses of be-
haviorism, emphasizing peripheral sensory-motor relations,
were not limited to research on learning. Child psychology,
for example, was strongly influenced by studies of the condi-
tioned reflex (e.g., Mateer, 1918) and Watson’s admitted pre-
mature claim that, given a dozen healthy infants, he could
make of them anything he chose (J. B. Watson, 1924).
Emphasis on the study of sensory-motor and nervous-system
development in young children led to an emphasis on devel-
opmental norms that were postulated to follow relatively fixed
maturational principles (e.g., Gesell & Ilg, 1946). These prin-
ciples and norms were challenged by research that combined
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behavioral and maturational approaches in examining motor
development in children (e.g., McGraw, 1935; 1943). 

In the decades of the 1950s and 1960s, the language and
models that stimulated psychological research began to
change. Explanations of behavior derived from experiments
on maze learning and classical and operant-conditioning
research came under attack from those studying more com-
plex behavior patterns (e.g., Harlow, 1953). Rote learning of
serial lists and verbal paired associates were acknowledged
to represent only a limited domain of human learning
(Melton, 1956). Information theory, developed during World
War II as a tool for measuring the capacity of humans as
processors and transmitters of information, provided a new
measure of human performance and implied capacities for
making judgments and choices (Attneave, 1959). Informa-
tion theory offered fresh interpretations of choice reaction-
time experiments (e.g., Hick, 1952) and the limits of human
attention and immediate memory (Miller, 1956). Discussions
of human capacities to reduce, transmit, or create information
renewed interest in cognitive capacities of decision making
and problem solving that suggested analogies to the recently
developed technology of the computer.

Interest in cognitive development revitalized child psy-
chology in moving from a focus on sensory-motor develop-
ment to a focus on thinking, the formation of concepts, and
the child’s understanding of the world. The theories of Jean
Piaget (1896–1980) that describe the development of lan-
guage and cognition in childhood had appeared in the 1920s
and 1930s in Europe (e.g., Piaget, 1929) but had an impact in
the United States only decades later (Flavell, 1963). Experi-
mental research that explored cognitive and social develop-
ment in children came to dominate the field of developmental
psychology, no longer simply child psychology but soon to
cover the life span. This shift in emphasis in the study of
human development paralleled changes in research on adults
and on animals.

Psychologists appeared to be less self-consciously con-
cerned with the status of psychology as a science and more
concerned with the kind of science psychology was to be. The
behavioral view of a largely passive organism whose mechan-
ical behavior was governed by environmental events became
an increasingly less satisfactory model. Calls for a humanis-
tic, rather than a mechanistic, science of psychology (Giorgi,
1970; Maslow, 1966) called for a view of human beings as ac-
tively engaged with the environment, thinking and deciding
rather than simply responding to external events. The results
of Pavlovian conditioning experiments began to be inter-
preted in terms of cognitive events (e.g., Rescorla, 1966) and
signaled the increasing willingness to consider the role of

mental processes that determined behavior in both humans
and animals. The journals Cognitive Psychology (1970) and
Memory and Cognition (1973) were founded to provide an
outlet to the burgeoning research in human memory that was
less characteristic of traditional associationistic theories
(Warren, 1921; Robinson, 1932/1964) and more influenced
by analogies to computers and conceptions of information
processing. Topics of the older mentalistic psychology, such
as attention, concept formation, and thinking, became more
prominent in psychological research. The term mind, ban-
ished from the psychological lexicon in the heyday of be-
havioral theories, began to reappear in textbooks and, more
significantly, in developing theories of human and animal
cognitive capacities. The magnitude of the shift in research
agendas and theoretical constructs suggested that psychol-
ogy had undergone a revolutionary change, while others re-
garded the shift as part of the normal historical development
of the discipline (Leahey, 1992). Nevertheless, these devel-
opments in scientific psychology represent the continuing vi-
tality of the discipline as psychologists address traditional
problems of mind and behavior in forging the science of psy-
chology. These efforts inform the content of the volumes and
chapters that follow and properly belong to contemporary
psychology.
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There was a profession of psychology long before there was
a science of psychology and even before the term “psycholo-
gist” came into public use. In early nineteenth-century
America (as in centuries before throughout the world), there
were practitioners who counseled people about their mar-
riages, advised individuals about possible careers, aided par-
ents in the rearing of their children, advised companies about
employee selection, and offered to cure a host of psychologi-
cal illnesses through myriad treatments. These practitioners
worked under various labels, including phrenologist, charac-
terologist, spiritualist, graphologist, mental healer, physiogn-
omist, mind reader, and psychologist.

To “get your head examined” was big business in
nineteenth-century America. Phrenologists, often using a
system marketed by brothers Lorenzo and Orson Fowler,
measured skull shapes. Phrenology clinics worked with busi-
nesses for employee selection, with schools for hiring of
teachers, with lawyers for evaluating clients, and with indi-
viduals for vocational counseling and advice on marital part-
ners. Thus, there were individuals practicing in most of the
venues in which psychologists practice today and offering
many of the services that are provided today by clinical,

counseling, school, and industrial-organizational psycholo-
gists. However, whether such individuals were “psycholo-
gists,” and whether they represented a “profession” at that
point, are different matters.

WHAT DEFINES A PROFESSION?

Originally, there were three professions: law, medicine, and
the clergy. These fields of endeavor were distinct from
“trades” in that they required highly specialized areas of edu-
cation, created their own languages—generally not under-
stood by the populace at large—and developed their own sets
of practices, ethics, and so forth. As opposed to science,
which traditionally published its newfound knowledge, pro-
fessions kept their knowledge to themselves. For example,
the priests of the Mayans knew by their sophisticated astron-
omy when the eclipses of the sun and moon would be and
used their predictive powers to ensure that citizens paid their
appropriate taxes.

In time the word profession was not used exclusively for
the three original fields but for any career requiring higher
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education, although today one can hear the terms “profes-
sion” and “job” as nearly interchangeable. However, the hall-
marks of a profession are still commonly understood to be
specialized education, exchange of information (e.g., through
journals, books, seminars), accepted standards of practice,
and governmental certification and/or licensing.

How psychologists achieved the status of professional is
discussed in this chapter, as we explore historical develop-
ments, organizational efforts, educational criteria, relations
with other professions, and brief histories of its major sub-
specialties. More detailed histories of the specialties can be
found in the relevant chapters in the volume. Also, the role of
organizations of the profession is presented in the last chapter
of the book.

PIONEERING APPLICATIONS OF
PSYCHOLOGICAL SCIENCE

When the science of psychology began in America in the last
quarter of the nineteenth century, academicians found them-
selves in competition with practitioners for the label of
“psychologist.” The academics sought to draw boundaries
between their discipline and the many pseudopsychologies.
The new psychological scientists “used their battles with
spiritualists [and phrenologists and others] to legitimize psy-
chology as a science and create a new role for themselves as
guardians of the scientific worldview” (Coon, 1992, p. 143).

Although American psychologists of the late nineteenth
century may have been housed within the academy, they
were not bent on a pure science that excluded practical prob-
lems. Applications to real-world issues emerged in the earli-
est days of the new laboratories. Not surprisingly, the first
applications were in the field of education.

By 1892, the year in which he founded the American
Psychological Association (APA), Clark University president
G. Stanley Hall (1844–1924) was the recognized leader of
the child study movement in America, a national movement
that was directed at educational reform. Hall and his colleagues
at Clark organized a research effort using schoolteachers,
parents, and college educators (including psychologists) to
collect data on children, largely through the use of question-
naires, that would lead to a total understanding of the child.
With this understanding, teachers could be better trained,
school curricula could be better designed, and education
could be better suited to individual student needs. Clark Uni-
versity served as a clearinghouse for these studies, accu-
mulating data from more than 190 different questionnaires.
Various universities with child study interests (such as Clark,
Stanford University, and the Universities of Illinois and

Nebraska) held summer programs for schoolteachers, admin-
istrators, and educators in normal colleges (i.e., colleges in
which teachers were trained) to dispense the new knowledge
of the child and to describe the implications of this knowl-
edge for teacher training and school reform (Davidson &
Benjamin, 1987). 

Although the questionnaires were the principal research
tools of child study, various mental tests were also em-
ployed. The mental tests were an outgrowth of the anthropo-
metric tests developed by Francis Galton (1822–1911) in
England in the 1880s and imported to America by James
McKeen Cattell (1860–1944). Cattell actually coined the
term “mental test” in an 1890 article in which he described a
proposed program of research based on sensory, motor, and
cognitive measures (Cattell, 1890; Sokal, 1982b). A few
years later he was confident enough in the validity of the
measures to suggest that they had value in school settings as
“a useful indication of the progress, condition, and aptitudes
of the pupil” and further, that these “tests might serve as a
means of training and education” (Cattell, 1893, p. 257). By
1895, several American psychology laboratories had adopted
a similar mode of testing and were using the tests as diag-
nostic instruments, principally of intellectual functioning.
This was the start of a measurement of individual differences
that would define American psychology, particularly applied
psychology, throughout the twentieth century.

Another of the pioneers in applied psychology was a
University of Pennsylvania professor, Lightner Witmer
(1867–1956), who in 1896 opened the first psychology clinic
in America, and perhaps in the world. In March of that year,
a local schoolteacher brought a 14-year-old boy to see
Witmer. The boy had difficulties with spelling, and the
teacher reasoned that if psychology was the science of mind,
then it ought to be able to solve such problems. Witmer dealt
with the boy’s problem successfully. By the summer, Witmer
was seeing similar cases at the university, which led to the
opening of his clinic (Baker, 1988). So enthused was he with
this applied success that he gave an address at the annual
meeting of the American Psychological Association that
December in which he spoke about using psychology to solve
learning difficulties in schoolchildren. He urged his col-
leagues to use their science to “throw light upon the problems
that confront humanity” (Witmer, 1897, p. 116).

The clinic grew slowly at first, with Witmer handling
much of the caseload himself, mostly schoolchildren present-
ing with learning and/or behavioral problems. In 1907, he
began editing and publishing a new journal, The Psychologi-
cal Clinic, in which he described the cases and the diagnostic
and treatment methods used. In the first issue of that journal,
Witmer outlined a program of graduate training in a field he
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designated as “clinical psychology” (Witmer, 1907). Based
on the work in his clinic and his promotional efforts on behalf
of applying psychology to the remediation of learning and
behavioral problems, Witmer has generally been acknowl-
edged as the founder of clinical psychology and school psy-
chology in America (McReynolds, 1997).

In addition to schools and clinics, the new psychology
also quickly found its way into the world of business. In the
fall of 1895, Harlow Gale (1862–1945), a psychology in-
structor at the University of Minnesota, began his research on
the psychology of advertising. He sent a brief questionnaire
to approximately 200 businesses in the Minneapolis–St. Paul
area asking them about their advertising practices. He wrote,
“It is our aim to find the mental processes which go on in the
minds of the customers from the time they see an advertise-
ment until they have purchased the article advertised” (Gale,
1900, p. 39). Gale discovered that the business community
may not have been as interested in psychology as he was in
their field; only about 20 businesses returned his question-
naire, a return rate of 10%. In the next 5 years, however, a
theoretical debate among advertisers about the nature of con-
sumer motivation led the advertising community to make
contact with psychology, initially with Walter Dill Scott
(1869–1955), who published books on the psychology of ad-
vertising in 1903 and 1908. With his work, the field of indus-
trial psychology was born (Benjamin, in press). By 1915,
many psychologists were employed full-time in the business
field in advertising, sales, and personnel work.

Thus, whereas many of the early academic psychologists
appeared content to remain in their laboratories where they
used their new scientific techniques to answer age-old ques-
tions of mind, others were lured beyond the ivy-covered
walls, motivated by a need for money or a curiosity about
problems in the world outside of the academy or by a need to
demonstrate the value of the new science of psychology
through application. It was the work of those pioneers that
marked the beginning of the new profession of psychology, a
profession that was to be grounded in science.

THE BEGINNINGS OF THE NEW PROFESSION
OF PSYCHOLOGY

It is doubtful that psychologists at the end of the nineteenth
century envisioned anything like the profession of psychol-
ogy that would exist in the 1930s much less the profession of
today. Yet the earliest of American psychologists, such as
William James (1842–1910), G. Stanley Hall, and James
McKeen Cattell, clearly recognized the potential contribu-
tions of psychology through applied research. It, perhaps,

was only a small step to move from applied research to
establish a role for psychologists as consultants employed
outside the university.

The beginning of the twentieth century in America was
marked by great social upheaval. American cities were grow-
ing rapidly and with them the factories that were the home of
the new urban labor. Immigrants came to America in even
greater numbers, seeking a better life. Child labor laws and
compulsory school attendance laws were passed in tandem to
prevent abuses of children in the workplace but also to pro-
vide an education needed for an urban workforce and to
impart the values of American society important to the melt-
ing pot of fully acculturated citizens. There were movements
for a national reform in education and for the right to vote for
women. As manufacturing capacity exceeded demand, busi-
nesses looked beyond their regions to a national consumer
base. Advertising became more important to create those
broader markets. The types of jobs available expanded con-
siderably as America moved from a largely agrarian/rural
society to a factory/urban one; consequently, people sought
more information about jobs leading to a new focus—
arguably a more scientific one—on adjustment.

The changes in America at the turn of the century virtually
clamored for an applied social science to solve the problems
of the new society. And, there were psychologists both inside
and outside of university settings who were ready to tackle
those problems. We will next examine some of the early prac-
tical applications of psychology in business, in counseling, in
education, and in clinical settings.

The Business Psychologist

At the beginning of the twentieth century, American business
was changing America as well as being changed by the evo-
lution of American society. With the “formation of large in-
dustrial empires came new management problems and a
growing problem with efficiency” (Napoli, 1981, p. 28). As
efficiency became the watchword of new American business,
psychologists would take up the challenges of increasing
productivity, improving personnel selection, providing job
analyses, and improving worker morale.

Business psychology—later to be called industrial psy-
chology in the 1920s, and then industrial-organizational (I-O)
psychology in the 1960s—can be said to have originated
with Gale’s advertising study in 1895. But Gale did not pur-
sue that work. Instead, the first sustained program in business
psychology was that of Walter Dill Scott, who published
many articles on the psychology of advertising in Mahin’s
Magazine, a leading journal in the advertising field. Scott
also wrote about his advertising work in other magazines,
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such as Atlantic Monthly, Business World, Advertising World,
and The Woman’s Herald, thus making business psychology
known to a broad audience of potential employers and con-
sumers. Scott promoted the psychology of suggestion, argu-
ing that successful advertising suggested a course of action,
that is, buying the product. He wrote, “Man has been called
the reasoning animal but he could with greater truthfulness
be called the creature of suggestion. He is reasonable, but
he is to a greater extent suggestible” (Scott, 1903, p. 59). In
applying suggestion to advertising, Scott advocated two tech-
niques: the direct command (e.g., “Use Peterson’s Tooth
Powder”) and the return coupon. Both techniques were
thought to stimulate compulsive obedience.

In the subsequent theoretical debates in the advertising
community on the nature of consumer behavior, other
approaches displaced Scott’s views (see Kuna, 1976, 1979),
but his work gave psychology considerable visibility in the
world of business and paved the way for many psychologists
who would follow in advertising such as Harry Hollingworth,
Daniel Starch, and John B. Watson.

Although business psychology can be said to have begun
in the field of advertising, it quickly branched into other
prominent areas. When increased emphasis on efficiency led
to the “scientific management” of Frederick Winslow Taylor
(1911), psychologists entered that arena as well. Efficiency
meant not only better management and more effective adver-
tising but also better training of workers, improved employee
selection procedures, better ways to control employee per-
formance, and better understanding of human actions in
work. Prominent in these areas was Harvard psychologist
Hugo Münsterberg (1863–1916), who argued in his book,
Psychology and Industrial Efficiency (1913), that the key to
workplace efficiency was matching job and worker and that
successful matches generated satisfied employees, quality
work, and high productivity. Münsterberg promoted psy-
chology as the science of human efficiency, noting that
psychology had the tools to create the perfect match by de-
termining the mental traits required for any job and the men-
tal traits of workers. That his ideas were well received by a
broad public is evidenced by the fact that his book was for a
time on the national list of best-sellers.

Psychologists began to develop mental tests to evaluate
workers and jobs (ship captains, trolley car operators, sales-
women), work that was to prove especially important when
they were asked to oversee the selection program for the
United States armed forces during World War I. Business
psychology had begun in the universities, but its practice
soon moved to business settings as psychologists found full-
time employment, particularly as personnel officers involved
with selection, job analysis, and training. Such opportunities

expanded considerably after World War I, establishing the
psychologist as a key player in the world of business.

The Counseling Psychologist

As noted earlier, with the proliferation of types of jobs
around the turn of the twentieth century, people had more oc-
cupational choices than ever before. Vocational counseling,
which had been a part of the business of nineteenth-century
phrenologists, became even more important. The most influ-
ential figure in the vocational guidance movement of the
early twentieth century was not a psychologist but an indi-
vidual trained in engineering and law, Frank Parsons
(1854–1908). He wrote his most important work in the wan-
ing days of his life, a book published after he died, entitled
Choosing a Vocation (1909). Parsons’s formula for success-
ful guidance involved: (a) a clear understanding of the indi-
vidual’s talents, limitations, and interests, (b) knowledge
about diverse jobs including what was required for success in
those jobs, and (c) matching those two kinds of information
for the best vocational guidance.

There were clear ties between Parsons’s approach and the
matching between jobs and people that was the focus of psy-
chologists in personnel work in businesses. Parsons, as part
of the progressive movement of the times, emphasized the
reduction of human inefficiency—as reflected in the high
turnover of workers—through the application of a careful
program of career planning. Vocational guidance became a
mantra of progressive reformers and soon found its way into
the American mainstream with the formation of the National
Vocational Guidance Association in 1913.

Quickly, the vocational guidance counselor was integrated
into elementary and secondary schools across America,
beginning a strong association between guidance and educa-
tion. It also made its way into industry through personnel
selection. Psychologists found the issues of person and career
matching amenable to the new applied science of psychology
and worked to develop reliable and valid measures of indi-
vidual traits and abilities for use in guidance and selection.

Guidance counseling became even more prominent in
schools after the passage of the National Vocational Educa-
tion Act in 1917. Following the First World War, vocational
guidance centers (or “clinics,” as they were sometimes
called) were established as well at colleges and universities.
For example, Witmer founded a separate vocational guidance
clinic at the University of Pennsylvania in 1920 that was
headed by one of his doctoral graduates, Morris Viteles
(1898–1996), who would later distinguish himself as an
industrial psychologist.
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In all of these vocational guidance centers and clinics, the
key component of the arsenal of the guidance specialists was
mental tests, including interest tests that were developed
in the 1920s, and a growing number of aptitude and ability
tests that were used not only in guidance but also for selec-
tion. This vocational role, both in personnel work and in
guidance, remained relatively stable until after the Second
World War. (See the chapters by Koppes and Baker in this
volume.)

The School Psychologist

We have already noted that the origins of school psychology
lie in the psychological clinic of Lightner Witmer. Thomas
Fagan (1992) has written that:

School psychology was one of many child-saving services orig-
inating in the period of 1890 to 1920. . . . [I]t originated in
response to compulsory schooling, which provided the stage for
development of separate special educational programs for atypi-
cal children. School psychology emerged in the middle of the
child study movement. (p. 241)

The child study work of Hall focused attention on a broad
spectrum of child behavior and education. Many of Hall’s
master’s and doctoral students at Clark University worked
in what could be described as school psychology, includ-
ing three particularly influential pioneers: Henry Herbert
Goddard (1866–1957), Lewis Terman (1877–1956), and
Arnold Gesell (1880–1961).

Goddard was employed at the New Jersey Training School
for Feebleminded Girls and Boys in Vineland when he began
his research on mental retardation, searching for better tools
for intellectual assessment and for methods of effective
education and training of mentally handicapped children.
Goddard was frustrated in his work at Vineland using the
measurement tools he had learned at Clark University and
from Cattell’s work. Whereas those tools seemed appropriate
for assessment of children of normal intelligence, they were
not useful for the children at Vineland. In a 1908 trip to
Europe, Goddard learned of a new approach to intelligence
testing developed by French psychologist Alfred Binet
(1857–1911). Goddard translated the test for English-
language use, tested it on samples of public school children
as well as the students at the Vineland Training School, and
published his version of the test in 1909. Its popularity as an
instrument of intellectual assessment spread rapidly, culmi-
nating in the version published by Terman in 1916 that be-
came known as the Stanford-Binet Intelligence Test.

Goddard’s role in school psychology, and more broadly in
educational reform, cannot be overstated. He sought to apply
the science of psychology to the questions then facing public
schools, particularly regarding the educability of children
labeled subnormal in intelligence. Through his research
efforts, his training workshops for teachers, and the promi-
nence of his ideas in American education, Goddard was
instrumental in promoting special education opportunities in
American schools (even though many of those efforts went
beyond what he would have endorsed). More important for
psychology, he established a place for psychologists in the
schools as diagnosticians of mental capacity, a role that was
often synonymous with the label of school psychologist in
the twentieth century (Zenderland, 1998).

Terman, like Goddard, also focused on intellectual assess-
ment.Although Terman conducted some research on mentally
handicapped children (including some work published with
Goddard using subjects at Vineland), his work with children
came to be more focused on gifted students, and he is arguably
best known (beyond the Stanford-Binet) for the longitudinal
studies of children identified as gifted, the “genius studies,”
that began in California in 1921. His revision of the Binet test
was better psychometrically than Goddard’s across all intel-
lectual levels but especially so in the higher ranges. Terman,
like Goddard, enhanced the role of psychologist as assessor
of intellectual functioning and as designer of curricula for
special-needs children, particularly gifted children.

Gesell was the first person in the United States to hold the
title of “school psychologist,” according to Fagan (1992). He
was hired by the Connecticut State Board of Education in
1915 to evaluate schoolchildren and make recommendations
for those who needed special treatment. Gesell’s duties in the
beginning of his work were research oriented, but he later
came to be consumed by a caseload of 502 schoolchildren
(and his duties were similar to those of contemporary school
psychologists). The significance of Gesell’s appointment was
that the title “school psychologist” was associated “with
services to exceptional children, especially the mentally defi-
cient, and it associated the functions of that title as primarily
diagnostic testing for placement decisions in the newly
created programs for the handicapped” (Fagan, 1987, p. 406).
Although Gesell is perhaps the most prominent of the early
school psychologists, he was not the only person performing
those duties by 1915. Already schools were employing teach-
ers in intellectual assessment roles as well as curriculum
design for special children. Norma Estelle Cutts (1892–1988)
played such a role as early as 1914 in the New Haven,
Connecticut, schools after working with Goddard for a year
at Vineland (Fagan, 1989). She was one of many individuals
whom Goddard influenced to become school psychologists,
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most of them women who already had teaching experience.
(See the chapter by Fagan in this volume.)

The Clinical Psychologist

At the beginning of the twentieth century, psychopathology
was the domain of psychiatry and, to a lesser extent, neurol-
ogy. Psychiatry, arguably the oldest of the medical specialties
(excluding surgery), originated with the superintendents of
mental asylums at the end of the eighteenth century. After a
half century of asylum management, the superintendents
formed an organization entitled the Association of Medical
Superintendents of American Institutions for the Insane in
1844 and in the same year began publication of their journal,
The American Journal of Insanity. The organization’s name
was later changed to the American Medico-Psychological
Association in 1892 and in 1921 to the American Psychiatric
Association; the journal name was changed as well in 1921 to
the American Journal of Psychiatry (Grob, 1994). The
abnormal mind was of interest to some, perhaps many, of the
early psychologists, but the domains of diagnosis and treat-
ment seemed clearly within the boundaries of medicine, and
few psychologists saw any need to venture there. That would
soon change.

Origins of any field are rarely, if ever, unequivocal—and
so it is with clinical psychology. We have already discussed
the contributions of Lightner Witmer with respect to school
and clinical psychology. Not only did he establish the first
psychology clinic in 1896, but as early as 1897 he had de-
scribed a training program for psychologists to work in a field
that he had named “clinical psychology,” a field that would
draw from the knowledge base in medicine, education, and
psychology (particularly child psychology). An expanded
description of this field and a rationale for its further devel-
opment appeared in the inaugural issue of his journal, The
Psychological Clinic (Witmer, 1907), a journal that largely
published reports of the cases seen in Witmer’s clinic.

Witmer was clearly interested in the difficulties that chil-
dren exhibited in the classroom and believed that psychologi-
cal science could offer solutions to behavioral problems of
perception, learning, motivation, and emotion. He champi-
oned the need for accurate diagnosis based on psychological
and medical tests (the latter were performed by associated
physicians). Slowly others began to share his vision, and,
by 1914, there were psychology clinics at 19 universities.
Witmer’s focus was on children (and chiefly on problems that
impeded learning). Others soon broadened the scope of clini-
cal psychology. But, the duties of these early clinical psychol-
ogists remained focused on diagnosis and recommendations

for treatment, with limited roles in actual treatment until after
World War II.

Psychotherapy, a book published in 1909 by Hugo
Münsterberg, represents an early psychology-based contri-
bution to the clinical intervention literature. It was a non-
Freudian textbook grounded in a theory of psychophysical
parallelism, which argued that all psychical processes had a
parallel brain process. His volume argued for the scientific
study of the processes of psychotherapy and viewed psy-
chotherapy as a clinical endeavor separate from “psychiatry.”

Other influences came from physicians cognizant of
the potential contributions of psychology. Morton Prince
(1854–1929) was a neurologist interested in the problems of
psychopathology and one who recognized the importance of
psychology in the study and treatment of psychological dis-
orders. His most famous book, The Dissociation of a Person-
ality (1908), was a lengthy and insightful description of a
case of multiple personality. His contributions to clinical psy-
chology were considerable and include his founding of the
Journal of Abnormal Psychology in 1906, which published
the early work on experimental psychopathology, and his
establishment of the Psychological Clinic at Harvard Univer-
sity in 1926, which he housed in the Department of Philoso-
phy (where psychology was located) rather than in Harvard’s
medical school.

Another physician, William Healy (1869–1963), headed
the Juvenile Psychopathic Institute, which opened in Chicago
in 1909. Healy had studied with William James and had also
been influenced by the work of Goddard at Vineland. His
institute was to be both a research facility, investigating the
causes of juvenile delinquency, and a treatment facility. He
hired psychologist Grace Fernald (1879–1950) to work with
him, and when she left, he replaced her with another psychol-
ogist, Augusta Bronner (1881–1966), whom he would later
marry. Both Fernald and Bronner used the title “clinical psy-
chologist” and played important roles in research, diagnosis,
and treatment. Other juvenile courts and corrections facilities
began to hire psychologists for similar roles (Levine &
Levine, 1992).

Other stimulants to the development of clinical psychol-
ogy before World War I included the work on mental assess-
ment by Goddard and other advances in mental testing; the
five addresses given by Sigmund Freud (1856–1939) at Clark
University in 1909 that fostered considerable interest in psy-
choanalysis in America but more broadly in the nature of
causation in mental illness; the mental hygiene movement
begun around 1908 by former mental patient Clifford Beers
(1876–1943) and psychiatrist Adolf Meyer (1866–1950), a
movement that sought to understand the early causes of men-
tal illness and how conditions might be changed (in families
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and society) to minimize psychological problems; and the
popularity of the Emmanuel Movement begun by a Wundt
doctoral student, Elwood Worcester (1862–1940), in his
Boston church, a movement that spread across the United
States emphasizing the alliance of medicine and psychology
in treating mental disorders, a movement credited with the
emergence of psychotherapy in America (Caplan, 1998).

All of these forces brought psychology into greater contact
with issues of mental pathology and afforded new jobs for
psychologists, largely as mental testers. As the demand
for these diagnostic services grew, clinical psychologists peti-
tioned the APA in 1915 for a certification program for quali-
fied psychologists in consulting roles, a measure that was seen
to protect the public and to preserve the jobs of consulting
psychologists. When the APA declined to provide such certi-
fication, several psychologists, including J. E. Wallace Wallin
(1876–1969) and Leta S. Hollingworth (1886–1939), formed
in 1917 a new, short-lived organization entitled the American
Association of Clinical Psychologists (AACP), arguably the
first association of professional psychologists. The member-
ship totaled only about 45 psychologists in its first year, some
in university settings, some in applied jobs. The association
was a clear statement of another of psychology’s applied
specialists coming of age: the clinical psychologist. (See the
chapter by Routh and Reisman in this volume.)

WORLD WAR I AND THE GROWTH
OF PSYCHOLOGICAL PRACTICE

The foundations for the modern practice of psychology were
well in place before the beginning of the First World War.
Psychologists could be found working in schools, businesses,
hospitals, and social and clinical service agencies. The num-
ber of such individuals was still relatively small, particularly
in comparison to their colleagues in colleges and universities.
Two world wars would dramatically reverse that ratio. The
first would promote the rapid development of the practice
specialties; the second would open the floodgates for psy-
chological practice, including psychologists as independent
practitioners of psychotherapy.

It can be argued that American psychologists were un-
prepared for World War I. On April 6, 1917, two days after
America’s entry into the war, much of the leadership of Amer-
ican psychology—at least those located on the East Coast—
were attending the annual meeting of E. B. Titchener’s
“experimentalists” at Harvard University (see Boring, 1938,
1967). In attendance was Robert M. Yerkes (1876–1956),
who was the current president of the APA. Yerkes chaired a
discussion about psychology’s role in the war that led to an

emergency meeting of the APA Council called for the end
of April. At that meeting, Yerkes established a dozen com-
mittees that were charged with pursuing various roles for
psychologists within the war effort. Only two of those really
materialized. One involved a testing program of nearly two
million military recruits, headed by Yerkes, that developed
group intelligence tests, namely the Army Alpha and Army
Beta. The second program was headed by Walter Dill Scott,
who used his experience in developing job selection tests to
assess the job skills of more than three million military per-
sonnel, a task accomplished by his staff’s development of
more than 100 separate selection instruments in a little more
than 12 months. After the war, Scott was awarded the Distin-
guished Service Medal by the U.S. Army for this monumen-
tally successful program. He was the only psychologist to be
so honored in World War I (Napoli, 1981).

The exact number of American psychologists who partic-
ipated in the war is not known, but the figure is likely be-
tween 250 and 300, counting those who served as consultants
as well as those in uniform. Toward the end of the war, some
were stationed at the 40 U.S. Army hospitals, where their
assignments brought them into direct contact with issues of
psychopathology. One example was Harry Hollingworth
(1880–1956), a faculty member on leave from Barnard
College who, as a captain in the army, was working at the
army hospital in Plattsburgh, New York, examining approxi-
mately 1,200 soldiers suffering from “shell shock” and other
psychological disorders. Based on those experiences,
Hollingworth wrote a book entitled The Psychology of Func-
tional Neuroses (1920). Although Hollingworth was not led
into clinical psychology by his wartime experiences, other
psychologists were.

All of the activities of psychologists during the war are far
beyond the scope of this chapter. What is important to em-
phasize, though, is that the war efforts by psychologists had
important implications for the public and for the discipline of
psychology. The work of psychologists, especially in selec-
tion, was seen by the government and the public as a program
of considerable success. Such favorable press brought many
consulting opportunities to psychologists after the war, and
psychologists were quick to take advantage of such applied
opportunities. For example, Scott founded The Scott Com-
pany, a consulting firm of psychologists based in Pittsburgh,
to do contract work for businesses and government agencies.

Further, the war work convinced psychologists of the
value of their science, that is, that they had something signif-
icant to offer in the public sector that was grounded in fact,
not myth. This newly gained disciplinary awareness for psy-
chologists, the public’s perception of the value of psychology
as demonstrated by success in the war work, the growing
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economic prosperity of America in the 1920s, and the rapid
social changes in American society after the war were all fac-
tors that led to the further development of the profession of
psychology.

THE 1920s: THE DECADE OF
POPULAR PSYCHOLOGY

American historians have written of the public euphoria in
the United States that followed World War I. American forces
had helped to win the war in Europe. There was general
economic prosperity, and a growing belief in the American
dream that anything was possible, with hard work. Writing
for the American public in 1925, psychologist John B.
Watson (1878–1958) promoted this nurturistic optimism:

Give me a dozen healthy infants, well-formed, and my own
specified world to bring them up in and I’ll guarantee to take any
one at random and train him to become any type of specialist
I might select—doctor, lawyer, artist, merchant-chief and, yes,
even beggar-man and thief, regardless of his talents, penchants,
tendencies, abilities, vocations, and race of his ancestors.
(Watson, 1925, p. 82)

Americans seemed delirious with the potential for psychol-
ogy to improve their lives. The first popular psychology
magazines (four of them) began publication in the decade.
Countless self-help books were published, and newspapers
carried daily columns of psychological advice. Touting the
value of psychology for the public, journalist Albert Wiggam
(1928) wrote:

Men and women never needed psychology so much as they need
it to-day. . . . You cannot achieve these things [effectiveness and
happiness] in the fullest measure without the new knowledge of
your own mind and personality that the psychologists have given
us. (p. 13)

Public demand for psychological services grew rapidly, and
consequently, many individuals, with little or no training
in psychology, offered their services to the public as
psychologists.

Consulting psychologists were especially concerned about
such pseudopractitioners and petitioned the APA to create a
certification program to identify psychologists qualified to
consult with the public. Initially, the APA balked at the idea
but relented in 1924, when it established such a program. Four
years later, after fewer than 30 psychologists had received
certification, the program was abandoned (Sokal, 1982b).
There was no mechanism for enforcement of such a program,
and the public seemed incapable of making distinctions

between qualified psychologists and unqualified ones, or at
least was uninterested in doing so. Nevertheless, psychology
of all kinds prospered—and the professional opportunities in
business, school, clinical, and counseling psychology grew at
a rapid rate. 

STRUGGLES FOR PROFESSIONAL IDENTITY

As early as 1915, consulting psychologists had petitioned the
APA to recognize the growth of applied psychology by com-
mitting some program time at the annual meeting for discus-
sion of professional issues. But APA leadership had balked,
citing the APA’s sole stated objective as an organization that
existed for the advancement of psychology as a science.

When the American Association of Clinical Psychologists
(AACP) had been founded in 1917, there was concern within
the APA that the group would lead to a rupture in organized
psychology. In negotiations between the two groups, the
AACP agreed to dissolve in 1919 and reorganize as the Clini-
cal Section of the APA. The Clinical Section identified three
goals: “promoting better working relationships within clinical
and within allied fields, developing professional standards for
practitioners, and encouraging research and publication on
topics in clinical psychology” (Napoli, 1981, p. 26).

Two years later, in 1921, the APA created a second section
on consulting psychology, and the short-lived certification pro-
gram would stem from the efforts of this group. The consulting/
clinical psychologists recommended two additional APA sec-
tions, one on educational psychology and the other on indus-
trial psychology, but those two requests were denied.

As the professional opportunities for psychologists grew
and as problems in professional practice occurred, these psy-
chologists made additional requests of the APA. They called
on the APA to develop a code of professional ethics. They
sought help in protecting the label “psychologist.” They called
for changes in graduate training that included additional ap-
plied psychology experiences, including internships (which
had begun as early as 1908 but were still uncommon, see
Routh, 2000). And, they asked that psychology departments
hire more faculty who had significant practical experience.
Except for some minimal gestures toward the applied group,
theAPAlargely ignored those requests that were important for
the professionalization of psychology, reminding the group of
its mantra that the APA was a scientific association.

Throughout the 1920s, more than a dozen applied psy-
chology groups were formed, most of them state associations.
The largest of those was the New York State Association of
Consulting Psychologists, which had begun in 1921. By
1930, it was clear to the professional psychologists that the
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APA was not going to support their efforts. In that year New
York University psychologist Douglas Fryer led a reorgani-
zation of the New York group, renamed it the Association of
Consulting Psychologists (ACP), and extended its geograph-
ical boundaries for membership to include the entire United
States. The ACP, thus, became the first “national” association
for professional psychologists. In 1933, the ACP published its
code of professional ethics, the first such document for psy-
chologists. And, in 1937, it began publication of the Journal
of Consulting Psychology, arguably the first professional
psychology journal.

ACP struggled to establish itself as the national associa-
tion for professional psychologists; however, it was dominated
by New York psychologists. In 1935, a plan was initiated to
broaden the ACP membership by creating a federation of so-
cieties. All the existing state associations were invited to join
as well as the Clinical Section of the APA. Eventually the fed-
eration plan was abandoned, and it was decided to create a
wholly new organization, the American Association for
Applied Psychology (AAAP), which began in 1938. The
ACP and the Clinical Section of the APA both disbanded and
became part of AAAP. The ACP journal was continued by the
AAAP—as its official organ.

The AAAP began with four sections: clinical, consulting,
educational, and industrial psychology. Fryer served as the
first president of AAAP and was followed in later years by
such important applied psychologists as Walter Van Dyke
Bingham (1880–1952) and Carl Rogers (1902–1987). The
AAAP’s success was manifested largely through its sections
in which psychologists with similar needs could work to-
gether on issues of common concern. Each section wrote its
own by-laws, elected its own officers, created its own com-
mittees, and planned its own program at the annual meeting
of the AAAP.

Even though most of the AAAP members retained their mem-
berships in the older APA, many identified more strongly with
the new organization than with APA because AAAP provided the
professional identity, the collegial relations, and the professional
assistance that APA had been unwilling to offer. (Benjamin,
1997, p. 728) 

Although the AAAP was quite successful in serving the
needs of professional psychologists, the organization lasted
only slightly more than seven years. Its demise had nothing to
do with the service it was providing for the growing profes-
sion of psychology. With the United States at war in 1942,
there was federal government pressure on the various
psychological organizations to come together with one voice
for the national good. Negotiations among several groups
(including the Society for the Psychological Study of Social

Issues, or SPSSI, and the Psychometric Society) but princi-
pally steered by the two heavyweights, the APA and the
AAAP, led to the establishment of a “new” American
Psychological Association.

The new APA began with 18 charter divisions, a model
borrowed from the sectional structure of the AAAP; a new
journal that was intended to be a journal of “professional psy-
chology,” the American Psychologist (Benjamin, 1996); and
a new central office in Washington, D.C. (Capshew, 1999).
The new APA also had a new statement of objectives which
read: “to advance psychology as a science, as a profession,
and as a means of promoting human welfare” (Wolfle,
1946/1997, p. 721). The “professional” goal had come, of
course, from the AAAP, and the “human welfare” goal from
the SPSSI. The APA looked and sounded like a new kind of
organization, one that had finally acknowledged the presence
of the profession of psychology. However, professional psy-
chologists would soon learn that they had little real support
(or power) within the new association. It would be almost
30 years before that situation changed in any dramatic way.

POSTWAR GROWTH OF THE PRACTICE
OF PSYCHOLOGY

Whereas American psychologists were caught napping by the
First World War, they did not repeat that mistake for the sec-
ond one. Both the APA and the AAAP had committees in
place by 1939 to plan for psychology’s role should the United
States enter the war. As noted earlier, in the first war psychol-
ogists worked largely in two areas: examination of recruits
and personnel selection. However, in the Second World War,
the involvement of psychologists was substantially more
diverse—and it included recruitment, selection, training,
equipment design, propaganda, surveying attitudes in the
United States and abroad, examining and testing prisoners of
war, morale studies, intelligence work, and personality stud-
ies, including an analysis of Adolf Hitler (Capshew, 1999;
Hoffman, 1992). The verdict on psychologists’ performance
in the war was an incredibly favorable one. The legacy of that
performance was a growth in scientific and professional
opportunities for psychologists that was unprecedented in
psychology’s history. The profession benefited particularly,
and no group benefited more than clinical psychology.

Clinical Psychology

Early in the war, the federal government began planning to
meet the mental health needs of returning veterans, which
were judged to be substantial. Perhaps the government hoped
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to avoid the hard feelings among veterans that occurred as a
result of their poor treatment following the First World War,
ill feeling that had led to a massive march on Washington,
D.C. It was evident in 1942 that psychiatrists were too few
in number to provide the necessary clinical services, so the
federal government mandated that the United States Public
Health Service (USPHS) and the Veterans Administration
(VA) significantly expand the pool of mental health profes-
sionals. That translated into increasing the availability of
clinical psychologists.

The USPHS and VA worked with the new APA to expand
doctoral training programs in clinical psychology and to
identify programs of acceptable quality. The latter goal led to
the formation of the APA’s accreditation program for clinical
psychology programs in 1946 and for counseling psychology
programs in 1952. The former goal initiated a series of meet-
ings with department heads of doctoral psychology programs
who had extant clinical psychology programs or were inter-
ested in developing such programs. The USPHS promised
funding to university graduate programs to support clinical
psychology students, and the VA promised funding for prac-
tica and internship training (Moore, 1992). Because the GI
bill had been altered to include benefits for graduate study,
money was also available from that program to support
doctoral training for veterans, and many chose to pursue
advanced study in psychology, with much of that interest
directed toward clinical psychology.

Although an accreditation process was already in place
within the APA as of 1946, there was no agreed-upon model
for clinical training. Discussions of such models dated to the
1890s with a proposal from Witmer, which was followed by
subsequent curriculum and training proposals by APA’s Clin-
ical Section in 1918–1919 in a series of articles in the Jour-
nal of Applied Psychology, by the ACP, and by the AAAP. As
a leader in the AAAP, clinical psychologist David Shakow
(1901–1981) was the key figure in drafting a model curricu-
lum for clinical training. He developed a proposal for the
AAAP in 1941 that shaped all subsequent discussions, lead-
ing to the report of the Committee on Training in Clinical
Psychology (CTCP), an APA committee founded in 1946
with Shakow as chair and funded by the VA and the USPHS.
The committee’s formidable charge was to

(a) formulate a recommended program for training in clinical
psychology, (b) formulate standards for institutions giving
training in clinical psychology, including both universities and
internship and other practice facilities; (c) study and visit institu-
tions giving instruction in clinical psychology and make a
detailed report on each institution. (Baker & Benjamin, 2000,
p. 244)

Shakow and his committee published their report in 1947
(American Psychological Association, 1947). Two years later
it became the framework for the most famous report in the
history of professional training in psychology, the “Boulder
Report.” That report was the result of the joint work of 73
individuals from psychology and related fields who came
together in Boulder, Colorado, for two weeks in the summer
of 1949 to produce a model of clinical training in psychology
that became known as the “Boulder model” or “scientist-
practitioner model” (Raimy, 1950). The architects of this
model argued that it was both possible and desirable to train
clinical psychologists as competent practitioners and scien-
tists, a view that continues to be debated today.

Not only was there a new formal model for clinical train-
ing, but there was a new model for the clinical psychologist as
practitioner (one that involved training as a psychotherapist, a
role for psychologists that was strongly supported by the fed-
eral government). Clinical psychologists would break from
their tradition in psychometrics to focus on the delivery of
psychotherapy. In 1948, the federal government established
the National Institute of Mental Health, which gave further
impetus to both the training in and practice of clinical psy-
chology (VandenBos, Cummings, & DeLeon, 1992). The turf
disputes with psychiatry had been minor skirmishes before
the war, but bigger battles were about to break out as psychol-
ogists began to be true competitors of psychiatrists.

As the numbers of psychologists who worked as practi-
tioners grew, the pressures for certification, licensing, and
even insurance reimbursement for clients again surfaced
within the profession. Connecticut was the first state to
enact a psychologist certification law in 1945. Over the next
30 years, professional psychologists worked state by state to
get state legislatures to pass laws creating psychology licens-
ing boards. These efforts were largely the responsibility of
state psychological associations, although by 1970 the APA
began providing some coordination and consultation. In the
mid-1950s, the Board of Professional Affairs was created by
the APA, with the mission to establish standards for profes-
sional practice, foster the application of psychological
knowledge, and maintain satisfactory relations with other
professions (American Psychological Association, 1957).

The struggles for equality were not only in the legislatures
but also with insurance companies and employers. Employer-
paid health insurance had emerged as an employee benefit dur-
ing World War II. During the 1950s and 1960s, labor unions
sought to achieve such coverage and expand it (and to include
psychotherapy services). After years of urging by practition-
ers, the APA created an Ad Hoc Committee on Insurance and
Related Social Developments in 1963 to meet with insurance
industry officials in order to get psychologists included in
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reimbursement plans (and for such reimbursement to be at
parity with that of psychiatrists). Leonard Small, Rogers
Wright, Milton Theaman, and Nicholas Cummings were
central in this undertaking. The committee also created model
“freedom-of-choice” legislation, which individual state psy-
chological associations could try to get adopted in their state
(Cummings, 1979). Legislative language was such that if an
insurance company reimbursed a psychiatrist for a particular
service, it must also provide such reimbursement when the
same service is provided by a qualified licensed psychologist.

Later, professional psychologists would use the courts as
well in their struggle for equality. It took, for example, a
lawsuit filed by the APA against the American Psychoana-
lytic Institute to establish the right of psychologists to be
trained in psychoanalytic centers controlled by the institute
(DeAngelis, 1989). The APA Practice Directorate, which
was formed in the early 1990s by combining the Office of
Professional Practice and the Office of Professional Affairs,
evaluates cases and develops selected ones that further the
independent practice of psychology. The directorate’s efforts
are partly funded by a yearly special assessment to all mem-
bers who engage in practice activities. Divisions of the APA
in which at least 50% of its members contribute to the as-
sessment are identified as “practice Divisions.”

Efforts outside of the APA also contributed to the devel-
opment of standards of excellence for practitioners. The
American Board of Examiners in Professional Psychology
(ABEPP) was created in 1947 “to award diplomas for ad-
vanced competency in the field” (Riess, 1992, p. 769). Later
the term “Examiners” was omitted, and at least five separate
specialty boards exist today under the aegis of the parent
organization.

Following the conference in Boulder, several other con-
ferences were held to establish training guidelines for a
clinical as well as for other professional subspecialties (see
Cohen, 1992), but the 1973 “Vail Conference” (also in
Colorado) gave credence to the burgeoning programs offer-
ing doctor of psychology (PsyD) degrees from universities
as well as from freestanding schools (Korman, 1974). The
history of the establishment of professional schools and the
PsyD degree has been well documented by Peterson (1992)
and Stricker and Cummings (1992). As of June 2001, there
were 53 such schools accredited by the APA. Professional
schools now graduate over 50% of all clinical students.

Counseling Psychology

As a profession, counseling psychology changed consider-
ably following the war. Vocational guidance remained a
duty, but that work would soon shift primarily to guidance

counselors within secondary schools. And, the selection du-
ties that had occupied many in vocational guidance became
more exclusively the property of industrial psychologists. In
place of these activities, “psychotherapy” came to counseling
psychology, initially through the writings and teachings of
Carl Rogers, who trained many counseling psychologists
after the war in “non-directive” counseling and therapy
techniques.

The 1950s proved to be a decade of crisis for counseling
psychologists. It was a crisis of identity, or at least role con-
fusion. Counseling psychologists who previously garnered
most of their identity as vocational counselors had been
called on in increasing numbers to provide a range of services
to military veterans both in hospital settings and community
service centers. Rehabilitation took on a broader meaning,
and in addition to vocational planning, counselors were
working on general issues of adjustment with service person-
nel seeking to integrate into the general society. Likewise, the
role of student personnel workers in higher education began
to focus more broadly on student adjustment.

Changes for the counseling profession in the 1950s were
evidenced by several clear markers. “Counseling psychol-
ogy” became the appellation of choice at the Northwestern
Conference of 1951, a meeting specifically organized to
explore changes in the field and to make plans for the future.
Out of that conference came several initiatives that affected
Division 17, the APA, and the VA.

In 1952, Division 17 changed its name from “Counseling
and Guidance” to “Counseling Psychology.” The Veterans
Administration established two new psychological job descrip-
tions: Counseling Psychologist (Vocational) and Counseling
Psychologist. In that same year, the APA began accrediting
doctoral programs in counseling psychology, partly in re-
sponse to a doctoral training curriculum recommended by
a Division 17 committee (APA, 1952). The final identifying
component of a profession was added in 1954 with the
establishment of a new publication, the Journal of Counseling
Psychology.

It might seem that counseling psychology had arrived as a
profession. Such professionals had an organizational home, a
journal, doctoral training programs, and jobs. There were,
however, continued difficulties in defining the field that led to
a Division 17 Committee on Definition report in 1956 (Amer-
ican Psychological Association, 1956) and a “crisis” report
on counseling psychology as a profession, written in 1960.
This latter report was initiated by the APA’s Education and
Training (E&T) Board, which appointed a three-person
committee to prepare a report on the status of counseling
psychology as a professional specialty (Berg, Pepinsky, &
Shoben, 1980).



38 Psychology as a Profession

The leadership of Division 17 was not pleased with the
unilateral actions of the E&T Board. When the E&T report
appeared, the division commissioned its own three-person
committee, which drafted a much more optimistic report on
the status of counseling psychology arguing that the profes-
sion was thriving, even if graduate programs were not. This
1961 report found that,

The rate of growth of counseling psychology has been normal
despite limited financial support for the development of graduate
programs and the support of graduate students. . . . The social
demand for well prepared counseling psychologists is great and
continues to increase. The Division of Counseling Psychology
has a deep professional obligation to meet this social need.
(Tyler, Tiedeman, & Wrenn, 1980, p. 124)

Part of the dissatisfaction within counseling psychology
was caused by its comparison with clinical psychology, a
profession that was growing at a fantastic rate. By that yard-
stick, any field would have looked to be in trouble. There was
concern from many in counseling that the field should clearly
distinguish itself from clinical psychology, whereas others
suggested merging the training of the two fields while main-
taining differences in the nature of practice.

Traditional work in vocational guidance had been modi-
fied by the experiences of counseling psychologists in the VA
and student personnel work in higher education. What
emerged was a new specialty area that had as its focus the
adjustment of the individual to the demands of everyday life,
whether those demands were vocational, educational, or
interpersonal. The emphasis on developmental processes of
average individuals facing day-to-day life was seen as a clear
contrast to the emphasis on psychopathology that was the
bread and butter of the clinical psychologist.

Industrial Psychology

Other practice specialties also benefited from psychologists’
record of accomplishment during the war. Historian Donald
Napoli (1981) wrote this about the postwar growth of indus-
trial psychology:

The military had given psychologists a chance to prove the
effectiveness of selection, classification, and aptitude testing,
and psychologists met the challenge successfully. Civilian em-
ployers also offered new opportunities, which grew largely
from the labor shortage produced by wartime mobilization.
Business managers, beset by high rates of absenteeism and job
turnover, took unprecedented interest in hiring the right worker
and keeping him contented on the job. Management turned to

psychologists . . . and the amount of psychological testing
quickly increased. Surveys show that in 1939 only 14% of busi-
nesses were using such tests; in 1947 the proportion rose to
50%, and in 1952, 75%. (p. 138)

Another area of substantial development for the industrial
psychologist that grew out of the wartime work was the field
of human factors or engineering psychology. The military, in
particular, continued to employ psychologists in its research
on human–machine interactions, but businesses as well began
to employ psychologists to design irons, telephones, arc
welders, vending machines, chemical refineries, and the like.
Human factors remained an important part of industrial psy-
chology into the 1960s but gradually separated, a transition
begun in the late 1950s when APA’s Division 21 (Engineering
Psychology) and the Human Factors Society were founded. It
was replaced by psychologists interested in applying social
psychological theories to the problems of organizations, lead-
ing to the growth of the “O” half of the I-O psychologist.

Prior to the war, most industrial psychologists served as
consultants to businesses, thus working part-time as profes-
sionals. After the war, however, that pattern changed dramati-
cally. Businesses offered full-time employment opportunities,
and consequently graduate programs began to train the I-O
practitioners to fill those jobs.

School Psychology

Unlike the other three practice specialties, the Second World
War had much less impact on the practice of school psychol-
ogy. Such practice has always been more circumscribed, as
the label would imply. Furthermore, whereas the doctoral
degree has been assumed to be the minimal level of training
necessary for professional practice in the other three special-
ties, historically most school psychologists have practiced
with a master’s degree or specialty credential. Further, in the
first half of the twentieth century, school psychologists came
from many different educational backgrounds, sometimes
with little training in psychology.

Fagan (1990) has divided the history of school psychology
into “Hybrid years” (1890–1969) and “Thoroughbred years”
(1970 to present). The Hybrid years describe a period when
school psychology was “a blend of many kinds of educa-
tional and psychological practitioners loosely mobilized
around a dominant role of psychoeducational assessment for
special class placement” (p. 913). That role still exists in the
Thoroughbred years, but the practitioner is more narrowly
defined as a school psychologist, typically someone who has
a master’s or doctoral degree in school psychology from a
nationally accredited program.
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The first master’s degree training program for school psy-
chologists was initiated at New York University in 1928 and
the first doctoral training program at the University of Illinois
in 1953. The APA did not begin accrediting doctoral pro-
grams in school psychology until 1971, and only accredits at
the doctoral level. Master’s degree programs are accredited
by the National Association of School Psychologists (NASP),
an organization founded in 1969.

Like the other practice specialties, there have been sig-
nificant postwar changes for school psychologists as they,
too, have struggled to find their identity as a profession (see
the report of the Thayer Conference, Cutts, 1955). Still, the
Thoroughbred years have been ones of tremendous growth in
training and practice for the field. Psychological services
in the schools have increased dramatically since the 1970s, in
part stimulated by America’s baby boom, but also by federal
legislation on education, particularly laws on special educa-
tion such as the landmark Public Law 94-142, enacted in
1974, which mandated education for all children regardless
of handicap.

A “PROFESSIONAL” JOURNAL WITHIN APA

When the new APA was formed in 1946, a new “profes-
sional” journal was established, the American Psychologist.
Initially, many articles on professional training and profes-
sional job opportunities were published in the AP. After
10 years, the AP was serving a broader associationwide role,
and the statement about “the professional journal” of psy-
chology was quietly removed in 1957.

It would be 12 more years before practitioners got back
a “professional” journal from the APA. In 1966, Donald
K. Freedheim was asked by George W. Albee, who was then
president of the Division of Clinical Psychology (12), to edit
the newsletter of the division, which was a mimeographed
publication. A magazine-like format, with a new logo, was
developed. The format lent itself to having pictures, which
enhanced the readability of the publication, but also helped to
identify authors at conventions. With this new professional-
looking publication, the editor invited contributions from
members of other service divisions (e.g., school, indus-
trial, counseling), as they were facing similar issues of
standards of practice, training, and licensing that were of
concern to the clinical members. Submissions from across
the spectrum of professional fields in psychology grew,
and there were clearly important issues that all the spe-
cialties shared.

The APA had a fine stable of scientific journals at the
time but no publication that was appropriate for the sorts of

material important to the practicing community—policy
issues, case histories, training and internship opportunities,
and so forth. It was apparent that a truly professional
practice–oriented journal was needed. The APA had just
received a large grant from the National Science Foundation
to develop new, innovative publications on an experi-
mental basis. “The Clinical Psychologist” was about to be
transformed into an “experimental publication” called Pro-
fessional Psychology, with an editorial board made up of
members from across subspecialty fields. The inaugural
issue, fall 1969, contained “The Clinical Psychologist,” and
the cover of the journal retained the logo that had been de-
veloped for the newsletter. By the second issue of the quar-
terly, “The Clinical Psychologist” was pulled out to be pub-
lished separately.

The transition from newsletter to journal was not always
smooth. “The Clinical Psychologist” had carried book
reviews, but none of the APA journals did. All APA-published
reviews were in Contemporary Psychology. The PP editor
believed it important to retain reviews for both the conve-
nience of the readership and the clear fact that few practice-
type publications would be reviewed in CP. After much
discussion, the review section was allowed in the new jour-
nal, a major exception by the APA Publications and Commu-
nications Board (P&C Board). A similar, though less crucial,
matter came up regarding authors’ pictures, which had sel-
dom appeared in APA journals, except in the American Psy-
chologist. Not only were pictures maintained in Professional
Psychology, but they started appearing in other APA journals
as well, beginning with Contemporary Psychology. Another
conflict emerged over the size of the publication, as the APA
Journals Office wanted it to be in the standard 7-by-10-inch
format then instituted for all other APA journals (except the
American Psychologist, which was larger). The newsletter
had been in a 6-by-9-inch format, and the PP editor believed
that its successor should retain its distinct (and convenient)
size, in part to distinguish it from the scientific journals. With
the editor threatening to withdraw from the publication, the
smaller format prevailed—at least for the seven-year term of
the editor. After a year of being in experimental status, and
submissions growing monthly, the quarterly was made an
“official” APA publication—and the editor allowed to serve
on the Council of Editors.

In 1983, the title of the journal expanded to Professional
Psychology: Research and Practice. PP is currently pub-
lished six times a year. During the editorial term of Patrick H.
DeLeon (1995–2000), with Gary R. VandenBos serving as
the managing editor, Professional Psychology made an even
greater effort to address the interests of the practice commu-
nity. After conducting three reader surveys during the first
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year (one of which involved an innovative nationwide tele-
phone conference call hookup involving over 50 sub-
scribers), PP readers made crystal clear that they wanted
articles that “provide practical advice and concrete sugges-
tions that could be implemented in everyday practice set-
tings, rather than merely placing the new findings within the
context of the existing published literature (and then com-
menting upon needed future research)” (DeLeon & Vanden-
Bos, 2000, p. 595).

PP’s coverage included managed care, prescription privi-
leges for psychologists, telehealth care, expanding roles for
psychologists within the public policy (including legislative
and administrative) arena, and behavioral health-service de-
livery within primary care. Each of these issues has become
of major concern to the profession and to the nation’s overall
health-delivery system during the past decade. The reader-
ship numbers (individual and institutional) steadily increased
to approximately 8,000, making Professional Psychology the
second most popular subscribed to APA journal.

In retrospect, the concerted effort to promulgate APA
Practice Directorate efforts and relevant federal public health
initiatives (e.g., those of the U.S. Surgeon General), although
perhaps highly unusual for an APA journal, have had an
impact in educating the field regarding the changes evolving
within their practice environments. Also, efforts to engage
women and ethnic minorities in the editorial process (and
thereby enrich the breadth of coverage) were particularly
successful. The overall percentage of ethnic minority mem-
bers in the APA at the time was 5.38%; in sharp contrast, in
1999 three of the five Professional Psychology associate edi-
tors were female, and two associate editors were members of
ethnic minorities. Further, 34.7% of the editorial board were
female and 14.7% were ethnic minorities. This was a signifi-
cantly higher percentage of both categories of members than
almost any other APA journal.

ELECTRONIC PUBLISHING INITIATIVES

In January 1995, the APA Web site was available to its mem-
bers and the public. The total “hits” in the first three months
was 22,474—a figure that today (in 2001) is reached every
30 minutes. Usage increased in every quarter of 1995, reach-
ing 413,207 hits in the fourth quarter of that year; quarterly
hits in 2001 ran at 90 million.

It is interesting to note that many people from a vast array of
fields turn to theAPAfor information on how to reference elec-
tronic documents. The APA has a special “style page” on elec-
tronic citations. A million people access this specialized page
on a relatively narrow topic every year. Nonpsychologist (and

nonstudent) use of the APA Web site remains strong. Almost
35% (or some four million annual users) of the APA Web site
are not psychologists or students studying psychology.

In 1997, APA president-elect Martin Seligman proposed
the establishment of an electronic journal called Treatment,
to be published jointly with the American Psychiatric Associ-
ation. For political reasons the “other APA” withdrew from
the venture because of fear that psychologists might claim
that reading the copublished journal would qualify them for
prescribing medication. The American Psychological Associ-
ation then decided to embark on the e-journal alone, which is
now titled Prevention and Treatment. By the summer of
2001, under Seligman’s editorship, the journal had 20,000
regular readers, with each article being “hit” an average of
35,000 times within the first year of release. Publications
from the Practice Directorate, the e-journal, Web-based com-
munications, videotapes, and over 70 new books each year
constitute communications from the APA that are directed
toward the practicing professional psychologist.

COMMUNITY INVOLVEMENT

During the 1990s, the APA became increasingly involved in
several highly visible community activities that contributed
to society’s appreciation of the role of psychological services.
In 1991, during the Gulf War, the APA joined with the
American Red Cross in forming a network of psychologists
to provide mental health services to families of members of
the armed services. Since then the network has been activated
following natural disasters, airline crashes, and terrorist
attacks in Oklahoma City (1996) and in New York City and
Washington, D.C., in September 2001.

In another effort, the Practice Directorate forged a part-
nership with Music Television (MTV) to develop a youth
antiviolence initiative titled “Warning Signs,” to help the na-
tion’s youth in identifying early signs of violent behavior
and to emphasize the need to get help should they see any of
them (Peterson & Newman, 2000). The campaign officially
kicked off with a youth forum held in Los Angeles on April
22, 1999. The 30-minute documentary, coproduced by MTV
and the APA, was the highest rated prosocial special in
MTV’s history, with 3.9 million youth watching the film. In
that year, there were over 600 follow-up psychologist-led
“Community Youth Forums on Violence” held across the
nation, with more than 58,000 youths attending. In March
2000, the Practice Directorate launched “Warning Signs for
Parents” as a logical follow-up; by the end of the year,
nearly 150,000 copies of the accompanying publication had
been distributed.
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TWO ASSOCIATIONAL DEVELOPMENTS

The essence of a profession is daily involvement with
patients or clients. The context in which this interaction
occurs, including the very important issue of reimbursement
for services rendered, falls within the jurisdiction of public
policy (e.g., the political process). For psychology to become
an active participant within primary care (or to expand its
scope of practice to include prescriptive authority) requires
institutional collective knowledge of the evolving “bigger
picture” and ongoing interrelationships existing within soci-
ety and the generic health care arena. Historically, profes-
sional psychology has, at most, seen itself as solely one of
the mental health disciplines and has not concerned itself
with broader public policy or public health issues (DeLeon,
VandenBos, Sammons, & Frank, 1998). These two program-
matic initiatives have significantly changed that perspective.

The APA Congressional Science Fellowship Program

In 1974, Pam Flattau served as the first APA Congressional
Science Fellow, under the program established in conjunction
with the American Association for the Advancement of
Science (AAAS). Over a quarter of a century later, approxi-
mately 125 colleagues have had the opportunity to serve on
Capitol Hill (or in the administration) as APA Fellows,
Robert Wood Johnson Health Policy Fellows, or in other sim-
ilar national programs. In this capacity, they experienced
personal involvement in the public policy process. Initially,
the APA focused only on providing the experience for recent
doctoral graduates; as the program matured, however, a
concerted effort was made to attract more senior fellows. The
APA Fellows have included individuals from almost every
psychological specialty area, including several who also pos-
sessed degrees in law (Fowler, 1996).

Over the years, a number of psychologists have gravitated
to positions of high-level public policy responsibility. During
President Lyndon Johnson’s era of the “Great Society,” John
Gardner served as secretary of the Department of Health,
Education, and Welfare. Psychologists have served as depart-
mental assistant secretaries, subject to Senate confirmation;
director of one of the National Institutes of Health (NIH), as
well as of other federal research institutes; head of the federal
Bureau of Prisons; commanders of federal health care facili-
ties; and as Chief State Mental Health officials. In the 107th
Congress (2001–2002), three psychologists were elected to
U.S. House of Representatives, and 12 psychologists served
in the various state legislatures during that same time.

With firsthand experience in the public policy process, psy-
chologists have been influential in the gradual modification

of statutes and implementation of regulations that recognize
psychology’s expertise. In the clinical arena, psychology’s
expertise is now independently recognized throughout the
judicial system and under all federal and private reimburse-
ment systems. Psychology’s professional graduate students
are supported under almost every federal training and service
delivery initiative.

The underlying unanswered question remains, however:
Has professional psychology matured sufficiently to establish
its own programmatic agenda via the public policy process
(VandenBos, DeLeon, & Belar, 1991)?

APAGS

In 1988, the APA Council of Representatives formally estab-
lished the American Psychological Association of Graduate
Students (APAGS). Over the years, psychology has contin-
ued to be one of, if not the, most popular undergraduate
majors. By 2001, the APA membership (and affiliate) num-
bers had grown to 155,000, with the APAGS possessing
59,700 members. 

An APAGS representative attends the open portions of the
APA board of directors meetings (and another individual is
seated on the floor of the Council of Representatives as a
nonvoting member). Increasingly, as with other professions,
the student voice is being heard. Several divisions, state asso-
ciations, and council caucuses provide the APAGS with a
voting seat on their boards of directors.

Student participation brings to the APA governance delib-
erations a unique focus upon the “here and now” practical
consequences. The APAGS’s presence constantly reminds
those within the APA governance that their deliberations do
have very real consequences on future generations of profes-
sional psychologists.

THE PRESCRIPTIVE AUTHORITY (RxP-) AGENDA

In November 1984, Senator Daniel K. Inouye addressed the
annual meeting of the Hawaii Psychological Association and
in closing suggested to them an entirely new legislative
agenda that he proposed would fit nicely into their conven-
tion theme “Psychology in the 80’s: Transcending Traditional
Boundaries” (e.g., seeking prescriptive authority in order to
better serve their patients). After his challenge, the executive
committee of the Hawaii Psychological Association agreed to
pursue legislation that would study the “feasibility of allow-
ing licensed psychologists to administer and prescribe med-
ication in the treatment of nervous, mental and organic brain
diseases.” At that time there was little enthusiasm for the
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proposal within the psychological community and extreme
opposition within the local psychiatric community (DeLeon,
Fox, & Graham, 1991). This, however, was to be the begin-
ning of psychology’s prescriptive authority (RxP-) quest.

In 1989, the APA Board of Professional Affairs (BPA)
held a special retreat to explore the issues surrounding psy-
chology obtaining RxP- authority. It concluded by strongly
endorsing immediate research and study regarding the feasi-
bility and the appropriate curricula in psychopharmacology
so that psychologists might provide broader service to the
public and more effectively meet the psychological and
mental health needs of society. Further, the BPA also recom-
mended that focused attention on the responsibility of prepar-
ing the profession to address current and future needs of the
public for psychologically managed psychopharmacological
interventions be made APA’s highest priority. Interestingly, in
the 1970s, the APA board of directors had appointed a special
committee to review this very matter. The recommendation at
that time was that psychology not pursue prescription privi-
leges, primarily since the field was doing so well without that
authority! (DeLeon, Sammons, & Fox, 2000).

At the APA annual convention in Boston in 1990, the mo-
tion to establish an ad hoc Task Force on Psychopharmacol-
ogy was approved by a vote of 118 to 2. Their report back to
council in 1992 concluded that practitioners with combined
training in psychopharmacology and psychosocial treatments
could be viewed as a new form of health care professional,
expected to bring to health care delivery the best of both psy-
chological and pharmacological knowledge. Further, the pro-
posed new provider possessed the potential to dramatically
improve patient care and make important new advances in
treatment (Smyer et al., 1993).

On June 17, 1994, APA president Bob Resnick was for-
mally recognized during the graduation ceremonies at the
Walter Reed Army Medical Center for the first two Depart-
ment of Defense (DoD) Psychopharmacology Fellows, Navy
Commander John Sexton and Lt. Commander Morgan
Sammons. This program had been directed by the Fiscal Year
1989 Appropriations bill for the Department of Defense
(P.L. 100–463) (U.S. Department of Defense, 1988) and
would ultimately graduate 10 fellows. Upon their graduation,
each of these courageous individuals became active within
the practitioner community, demonstrating to their col-
leagues that psychologists can indeed readily learn to provide
high-quality psychopharmacological care. Several of the
graduates have become particularly involved in providing
consultation to evolving postdoctoral psychopharmacology
training programs. All of the external evaluations of the
clinical care was provided by the DoD Fellows (ACNP,
Summer, 2000).

At its August 1995 meeting in New York City, the APA
Council of Representatives formally endorsed prescriptive
privileges for appropriately trained psychologists and called
for the development of model legislation and a model train-
ing curriculum. The follow year in Toronto, the council
adopted both a model prescription bill and a model training
curriculum. Those seeking this responsibility should possess
at least 300 contact hours of didactic instruction and have
supervised clinical experience with at least 100 patients
requiring psychotropic medication. In 1997, the APAGS
adopted a “resolution of support” for the APA position. And,
that same year, at the Chicago convention, the council autho-
rized the APA College of Professional Psychology to develop
an examination in psychopharmacology suitable for use by
state and provincial licensing boards. This exam became
available in the spring of 2000. As of the summer of 2001,
approximately 50 individuals had taken the examination,
which covers 10 predetermined distinct knowledge areas.

By late 2001, the APA Practice Directorate reported that
RxP- bills had been introduced in 13 states and that the APA
Council had demonstrated its support for the agenda by allo-
cating contingency funding totaling $86,400 over 5 fiscal
years. In its February 2001 reexamination of the top priorities
for APA’s future, the APA Council of Representatives had
placed advocacy for prescription privileges as number six of
21 ranked priorities for the association. While no comprehen-
sive bill has yet passed, the U.S. territory of Guam has passed
legislation authorizing appropriately trained psychologists to
prescribe in the context of a collaborative practice arrange-
ment with a physician. During the spring of 2001, a psycholo-
gists’ prescriptive authority bill only very narrowly missed
passage in New Mexico, successfully making it through
two House committees, the full House, and a Senate commit-
tee. Further, we would note that a reading of an amendment
to the Indiana Psychology Practice Act, which passed in
1993, indicates that psychologists participating in a federal
government–sponsored training or treatment program may
prescribe. Thirty-one state psychological associations cur-
rently have prescription privileges task forces engaged in
some phase of the RxP- agenda. Patrick H. DeLeon has had the
pleasure of serving as the commencement speaker for three
postdoctoral masters’ psychopharmacology graduations (in
Louisiana, Texas, and Florida). By the summer of 2001, co-
horts of psychopharmacology classes had also graduated in
Georgia (two separate classes), Hawaii, and New Mexico,
with additional cohorts enrolled in several different states. The
Prescribing Psychologists’Register (PPR) also reports having
graduated a significant number of students. Psychology’s
RxP- agenda is steadily advancing (DeLeon, Robinson-
Kurpius, & Sexton, 2001; DeLeon & Wiggins, 1996).
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THE TWENTY-FIRST CENTURY

Unquestionably, the psychological practice environment of
the twenty-first century will be dramatically different than it
is today. The specifics of change are, of course, unpre-
dictable. However, at least one major trend is clear. Our
nation’s health care system is just beginning to appreciate the
applicability of technology, particularly computer and
telecommunications technology, to the delivery of clinical
services. The Institute of Medicine (IOM), which has served
as a highly respected health policy “think tank” for adminis-
trations and the Congress since its inception in 1970, reports
that

Health care delivery has been relatively untouched by the revo-
lution in information technology that has been transforming
nearly every other aspect of society. The majority of patient and
clinician encounters take place for purposes of exchanging clin-
ical information. . . . Yet it is estimated that only a small fraction
of physicians offer e-mail interaction, a simple and convenient
tool for efficient communication, to their patients. (Institute of
Medicine, 2001, p. 15)

The number of Americans who use the Internet to retrieve
health-related information is estimated to be about 70 mil-
lion. Currently, over half of American homes possess com-
puters, and while information presently doubles every
5 years, it will soon double every 17 days, with traffic on the
Web already doubling every 100 days (Jerome et al., 2000).
And, at the same time, the IOM further reports that the lag
between the discovery of more efficacious forms of treatment
and their incorporation into routine patient care is unnec-
essarily long, in the range of about 15 to 20 years. Even then,
adherence of clinical practice to the evidence is highly
uneven.

The era of the “educated consumer” is upon us. How con-
sumer expectations and the unprecedented explosion in
communications technology will affect the delivery of psy-
chological care is yet to be determined. Highly complex issues
such as reimbursement for virtual therapy environments,
automated diagnostic testing protocols, ensuring psychologi-
cally based enriched living and long-term care environments
for senior citizens and the chronically ill, not to mention
financial support for clinical graduate students, will all be
debated in the public policy (e.g., political) arena. Professional
psychology must become active participants in this critical—
and ongoing—dialogue, in order to ensure the future of pro-
fessional psychology, research in applied psychology, basic
psychological research, and the public welfare in terms of
health care and social services.
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The great questions of philosophy, the mind–body problem
and the nature of knowledge, were also the questions that
drove early developments in the pathways to modern psy-
chology. This is especially true of biological or physiological
psychology. Wilhelm Wundt, who founded experimental psy-
chology, titled his major work Foundations of Physiological
Psychology (1874/1908). William James, the other major fig-
ure in the development of modern psychology, devoted a
third of his influential text Principles of Psychology (1890) to
the brain and nervous system. Both Wundt and James studied
medicine and philosophy, and both considered themselves
physiologists. Their goal was not to reduce psychology to
physiology but rather to apply the scientific methods of phys-
iology to the study of the mind. The other driving force in
early biological psychology was the study of the brain and
nervous system.

The major topics in modern biological psychology are sen-
sory processes, learning and memory, motivation and emotion,
and most recently cognition—in short, behavioral and cogni-
tive neuroscience. A number of other areas began as part of
physiological psychology and have spun off to become fields
in their own right. We treat the major topics in biological psy-
chology separately in the text that follows. But first we sketch
very briefly the recent philosophical and physiological roots.

THE MIND

The history of such issues as the mind–body problem and
epistemology is properly the domain of philosophy, treated
extensively in many volumes and well beyond the scope of

this chapter and the expertise of these authors. Our focus in
this brief section is on the history of the scientific study of the
mind, which really began in the nineteenth century.

Perhaps the first experimental attacks on the nature of
the mind were the observations of Weber as generalized by
Gustav Fechner. Ernst Weber, a physiologist, was attempting
in 1834 to determine whether the nerves that respond to the
state of the muscles also contribute to judgments about
weights. He found that the just noticeable difference ( jnd) in
weight that could be reliably detected by the observer was not
some absolute amount but rather a constant ratio of the
weight being lifted. The same applied to the pitch of tones
and the length of lines.

Fechner realized that Weber had discovered a way of
measuring the properties of the mind. Indeed, in his Elements
of Psychophysics (1860/1966) he felt he had solved the prob-
lem of mind and body. He generalized Weber’s observations
to state that as the psychological measurement in jnd’s in-
creased arithmetically, the intensity of the physical stimulus
increased geometrically—the relationship is logarithmic.
Fechner, trained as a physicist, developed the classical psy-
chophysical methods and the concepts of absolute and differ-
ential thresholds. According to Edwin Boring (1942), he had
a nervous breakdown and resigned his chair at Leipzig in
1839. During the last 35 years of his life, he devoted himself
to panpsychism, the view that mind and matter are one and
thus that mind is all. He viewed the psychophysical law as the
paradigm for the transformation of the material into the spir-
itual. In any event, the methods Fechner developed were of
great help to such early experimental psychologists as Wundt
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and his student Tichener in their attempts to measure the at-
tributes of sensation.

Tichener identified the elements of conscious experience
as quality, intensity, extensity, protensity (duration), and at-
tensity (clearness) (see Tichener, 1898). But for all their at-
tempts at scientific observation, the basic approach of Wundt
and Tichener was introspection, but other observers (e.g.,
Külpe at Bonn) had different introspections. Boring studied
with Tichener and was for many years chair of the psychol-
ogy department at Harvard. He attempted to recast Tichener’s
views in more modern terms (The Physical Dimensions of
Consciousness, 1933) by emphasizing that the dimensions
listed earlier related to discrimination of physical stimuli. His
student S. S. Stevens showed that trained observers could re-
liably form judgments of sounds in terms of pitch, loudness,
“volume,” and “density” (see also Boring, 1950).

At Harvard, Stevens later introduced an important new
method of psychophysics termed direct magnitude estimation.
The subject simply assigned a number to a stimulus, a higher
one to a more intense stimulus and a lower number to one that
was less intense. Somewhat surprisingly this method gave very
reliable results. Using this method, Stevens found that the
proper relationship between stimulus intensity and sensation is
not logarithmic, as Fechner had argued, but rather a power
function: The sensation, that is, sensory magnitude, equaled
the stimulus intensity raised to some power, the exponent rang-
ing from less than to greater than one. This formulation proved
very useful in both psychophysical and physiological studies
of sensory processes (see Stevens, 1975).

The key point of all this work on psychophysics is that it is
not necessary to be concerned at all about subjective experience
or introspection. The observer simply pushes a button or states
a word or number to describe his or her judgment of the stimu-
lus. The more the observer practices, the more reliable the judg-
ments become and the more different observers generate the
same results. Psychophysics had become purely behavioral.

As Hilgard (1987) notes, Fechner was troubled by the ques-
tion of where the transformation between stimulus and judg-
ment occurs. Fechner distinguished between “inner” and
“outer” psychophysics, outer referring to the relation between
the mind and external stimuli and inner to the relation between
the mind and excitation of the sensory apparatus. Fechner
opted for a direct correspondence between excitation and sen-
sation, a surprisingly modern view. Indeed, Stevens (1961) ar-
gued with evidence that the psychophysical transformation
occurs at the receptor–first-order neurons, at least for intensity.

We take an example from the elegant studies of Mount-
castle, Poggio, and Werner (1963). Here they recorded the ac-
tion potentials of a neuron in the somatosensory thalamus of
a monkey driven by extension of the contralateral knee. The

relation between degrees of joint angle (�) and frequency of
neuron discharge (F) is F � 13.9�0.429 � 24, where 13.9 and
24 are constants determined by conditions. So the power ex-
ponent is 0.429, within the general range of exponents for
psychophysical judgments of the relation between joint angle
and sensation of movement. In other words, the relationship
is established by ascending sensory neuron activity before
the level of the cerebral cortex, presumably at the receptor–
first-order neuron.

The modern era of psychophysics can perhaps be dated to
a seminal paper by John Swets in 1961: Is there a sensory
threshold? His answer was no. He and David Green devel-
oped the theory and methodology of signal detection theory
(Green & Swets, 1966). There is always noise present with
signals. When one attempts to detect a signal in noise, the cri-
teria used will determine the outcome. This approach has
proved immensely useful in fields ranging from the telephone
to psychophysical studies in animals to detection of structural
failures in aircraft wings to detection of breast cancer. But
where is the mind in decision theory? It has disappeared. The
initial hope that psychophysics could measure the mind has
been reduced to considerations of observer bias. A similar
conclusion led to the downfall of introspection.

THE BRAIN

Until the nineteenth century, the only method available to
study brain function was the lesion, either in unfortunate hu-
mans with brain damage or brain lesions done in infrahuman
animals. The key intellectual issue throughout the history of
the brain sciences was localization. To state the question in
simplistic terms: Are psychological traits and functions local-
ized to particular regions of the brain or are they widely dis-
tributed in the brain? 

The history of ideas about localization of brain function
can be divided roughly into three eras. During the first era,
which spans from antiquity to about the second century A.D.,
debate focused on the location of cognitive function, al-
though the discussion revolved around the issue of the soul,
that is, what part of the body housed the essence of being
and the source of all mental life (for reviews, see Finger,
1994; Gross, 1987; Star, 1989). In an early and particularly
prophetic Greek version of localization of function, the soul
was thought to be housed in several body parts, including the
head, heart, and liver, but the portion of the soul associated
with intellect was located in the head (McHenry, 1969). The
individual whom many historians have viewed as having the
greatest influence during this era was Galen, an anatomist of
Greek origin. Using animals, he performed experiments that
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provided evidence that the brain was the center of the ner-
vous system and responsible for sensation, motion, and
thinking (Finger, 1994; Gross, 1987).

In the second era (spanning the second to the eighteenth
centuries), the debate focused on whether cognitive functions
were localized in the ventricular system of the brain or in the
brain matter itself. The influence of the church during this era
cannot be overstated; for example, ethereal spirits (and ideas)
were believed to flow through the empty spaces of the brain’s
ventricles. Nevertheless, by the fifteenth and sixteenth cen-
turies, individuals such as da Vinci and Vesalius were ques-
tioning the validity of ventricular localization. Finally, during
the seventeenth century, partly as a result of the strongly held
views and prolific writings of Thomas Willis, and during the
eighteenth century, with the publication of clinical descrip-
tions of cognitively impaired patients accompanied by crude
descriptions of brain damage (e.g., Baader), the view that in-
tellectual function was localized in brain matter and not in the
ventricles became solidified (Clenending, 1942).

The nineteenth century to the present makes up the third
era, and here debate has focused on how mental activities (or
cognitive processes) are organized in the brain. An early idea,
which became known as the localizationist view, proposed
that specific mental functions were carried out by specific
parts of the brain. An alternative idea, which became known
as the equipotential view, held that large parts of the brain
were equally involved in all mental activity and that there
was no specificity of function within a particular brain area
(Clark & Jacyna, 1987).

Perhaps the most influential idea about localization of
brain function derived from Franz Joseph Gall during the
early nineteenth century. Gall had been influenced somewhat
by the earlier ideas of Albrecht von Haller (Clarke & Jacyna,
1987). In the mid-eighteenth century, Haller had developed a
doctrine of brain equipotentiality, or a type of action com-
mune. He believed that the parts of a distinguishable anatom-
ical component of the brain—the white matter, for instance—
performed as a whole, each area of white matter having
equivalent functional significance (Clarke & Jacyna, 1987).
Indeed, one might characterize Gall’s ideas as a reaction
against the equipotential view of Haller. Gall’s insight was
that, despite its similarity in appearance, brain tissue was not
equipotential but instead was actually made up of many dis-
crete areas that had different and separate functions. Eventu-
ally, Gall was able to characterize 27 different regions, or
organs, of the brain in a scheme that he called organology.
Later, the term phrenology came to be associated with Gall’s
work. However, this term was coined by Gall’s colleague,
Spurzheim, with whom he had a falling out, and Gall himself
never used the term (Zola-Morgan, 1995). 

Gall’s ideas about the localization of cognitive functions
began to tear at the religious and social fabric of the nine-
teenth century. In particular, various governmental and reli-
gious authorities saw his notion that various mental faculties
were represented in different places in the brain as in conflict
with moral and religious views of the unity of the soul and
mind. Gall’s organology, and later versions of phrenology,
faced similar critiques from philosophy and science. Clerics
and metaphysicians were concerned with the larger theologi-
cal implications of the phrenological system. For example, in
Flourens’s critique of phrenology in 1846 (dedicated to
Decartes), Gall and his followers were declared guilty of un-
dermining the unity of the soul, human immortality, free will,
and the very existence of God (Harrington, 1991). Rolando,
the famous Italian neuroanatomist, recognized the elegance
of Gall’s dissection techniques and his tracing of fiber tracts
from the spinal cord to the cerebrum. However, he found no
logical connection between the tracings of the fibers and the
distinct organs in the convolutions of the brain proposed to
house particular mental faculties.

Another scientific criticism had to do with the question-
able way in which Gall had determined the locus and extent
of each of the 27 organs. For example, Gall had localized the
carnivorous instinct and the tendency to murder (organ 5)
above the ear for three reasons: (a) This was the widest part
of the skull in carnivores; (b) a prominence was found there
in a student who was fond of torturing animals; and (c) this
region was well developed in an apothecary who later be-
came an executioner (Barker, 1897).

Another scientific issue critics raised during the nine-
teenth century was that Gall never specified the precise extent
or the anatomical borders of any of the organs. This lack of
rigor, it was argued, made it impossible to correlate a specific
faculty with the size of an organ or cranial capacity (Sewall,
1839). Related criticisms involved Gall’s seeming failure to
acknowledge that there were variations in the thickness of the
skull, that is, variations from one individual specimen to an-
other and from one locus to another within the same skull
(Sewall, 1839).

An oft-cited example of a specific contribution Gall made
to our understanding of brain function is the idea that he an-
ticipated the discovery by Broca in 1861 of a specific speech
area of the brain (Ackernecht & Vallois, 1956; Bouillaud,
1848). However, we believe that a careful reading of the facts
surrounding this discovery tells a somewhat different story.
In fact, Broca never mentioned Gall’s name in his 1861
report. Moreover, he referred to Gall’s doctrine in a rather
negative way. Nevertheless, Broca’s work stands as a clear
example of a modern idea of localization of function built on
the foundation and fundamental idea, established by Gall a
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half century earlier, that specific parts of the brain mediate
specific behaviors.

Both Gall and Bouillaud seemed to be vindicated in 1861
with the publication of the proceedings from a meeting of
the Société d’Anthropologie de Paris. Broca, assisted by
Alexandre Ernest Aubertin, Bouillaud’s son-in-law and a
strong believer in localization and in Bouillaud’s hypothesis,
presented the neuropathological findings from the brain of
his patient, Monsieur Leborgne. [This patient subsequently
was referred to by the name “Tan,” the only utterance Broca
ever heard Monsieur Leborgne make (Broca, 1861).]

Broca’s finding from his patient Tan has been regarded by
some historians as the most important clinical discovery in
the history of cortical localization. Moreover, within the
decade, what some historians regard as the most important
laboratory discovery pertaining to cortical localization was
reported when Gustav Fritsch and Eduard Hitzig (1870) dis-
covered the cortical motor area in the dog and proved that
cortical localization was not restricted to a single function
(Finger, 1994). The discoveries of the speech area by Broca
and the motor area by Fritsch and Hitzig were seen as vindi-
cation for Gall’s ideas and reestablished him as the father of
localization.

Following the pioneering study by Fritsch and Hitzig on
the localization and organization of the motor area of the
cerebral cortex, localization of function quickly won the day,
at least for sensory and motor systems. In the last three
decades of the nineteenth century, the general locations of
the visual and auditory areas of the cortex were identified.
The field of physiology, in particular neurophysiology—for
example, in the work of Sir Charles Sherrington—together
with clinical neurology and neuroanatomy, were exciting
new fields at the beginning of the twentieth century.

At this time, the only experimental tools for studying brain
organization and functions were ablation and electrical stim-
ulation. Neuroanatomy was in its descriptive phase; thanks in
part to the Golgi method, the monumental work of Ramon y
Cajal was completed over a period of several decades begin-
ning near the end of the nineteenth century. Neurochemistry
was in its descriptive phase, characterizing chemical sub-
stances in the brain.

The first recording of a nerve action potential with a
cathode-ray tube was done by Gasser and Erlanger in 1922,
but the method was not much used until the 1930s. The human
EEG was rediscovered in 1929 by H. Berger, and the method
was applied to animal research and human clinical neurology,
particularly epilepsy, in the 1930s by, for example, Alexander
Forbes, Hallowell Davis, and Donald Lindsley.

The pioneering studies of Adrian in England (1940) and of
Wade Marshall, Clinton Woolsey, and Philip Bard (1941) at

Johns Hopkins were the first to record electrical evoked po-
tentials from the somatic sensory cortex in response to tactile
stimulation. Woolsey and his associates developed the de-
tailed methodology for evoked potential mapping of the
cerebral cortex. In an extraordinary series of studies, they de-
termined the localization and organization of the somatic
sensory areas, the visual areas and the auditory areas of the
cerebral cortex, in a comparative series of mammals. They
initially defined two projection areas (I and II) for each sen-
sory field; that is, they found two complete functional maps
of the receptor surface for each sensory region of the cerebral
cortex, for example, two complete representations of the skin
surface in the somatic-sensory cortex. 

In the 1940s and 1950s, the evoked potential method was
used to analyze the organization of sensory systems at all
levels from the first-order neurons to the cerebral cortex. The
principle that emerged was strikingly clear and simple—in
every sensory system the nervous system maintained recep-
totopic maps or projections at all levels from receptors—skin
surface, retina, basilar membrane—to cerebral cortex. The
receptor maps in the brain were not point-to-point; rather,
they reflected the functional organization of each system—
fingers, lips, and tongue areas were much enlarged in the pri-
mate somatic cortex, half the primary visual cortex repre-
sented the forea, and so on.

The evoked potential method was very well suited to analy-
sis of the overall organization of sensory systems in the brain.
However, it could reveal nothing about what the individual
neurons were doing. This had to await development of the mi-
croelectrode (a very small electrode that records the activity of
a single cell). Indeed, the microelectrode has been the key to
analysis of the fine-grained organization and “feature detec-
tor” properties (most neurons respond only to certain aspects,
or features, of a stimulus) of sensory neurons. The first intra-
cellular glass pipette microelectrode was actually invented by
G. Ling and R. W. Gerard in 1949; they developed it to record
intracellularly from frog muscle. Several investigators had
been using small wire electrodes to record from nerve fibers,
for example, Robert Galambos at Harvard in 1939 (auditory
nerve; see Galambos & Davis, 1943) and Birdsey Renshaw at
the University of Oregon Medical School in the 1940s (dorsal
and ventral spinal roots). Metal electrodes were generally
found to be preferable for extracellular single-unit recording
(i.e., recording the spike discharges of a single neuron where
the tip of the microelectrode is outside the cell but close
enough to record its activity clearly). Metal microelectrodes
were improved in the early 1950s; R. W. Davies at Hopkins
developed the platinum-iridium glass-coated microelectrode,
D. Hubel and T. Wiesel at Harvard developed the tungsten mi-
croelectrode, and the search for putative stimulus coding
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properties of neurons was on. The pioneering studies were
those of Mountcastle and associates at Hopkins on the organi-
zation of the somatic-sensory system (Mountcastle, Davies, &
Berman, 1957), those of Hubel and Wiesel (1959) at Harvard
on the visual system (and Maturana and Lettvin’s work at MIT
on the optic nerve fibers of frogs, see Maturana, Lettrin,
McCulloch, & Pitts, 1960), and those of Rose, Hind, Woolsey,
and associates at Wisconsin on the auditory system (see Hind
et al., 1960).

It was not until many years later that imaging methods
were developed to study the organization and functions of the
normal human brain (see following text). Heroic studies had
been done on human brain functioning much earlier in neuro-
surgical procedures (heroic both for the surgeon and the
patient, e.g., Penfield & Rasmussen, 1950). However, these
patients typically suffered from severe epilepsy. The devel-
opment of PET, fMRI, and other modern techniques is
largely responsible for the explosion of information in the as-
pect of biological psychology termed cognitive neuroscience
(see following and the chapter by Leahey in this volume).

SENSORY PROCESSES

We select two examples of sensory processes, color vision and
pitch detection, that illustrate very well the historical develop-
ment of the study of sensory systems. They are both extraor-
dinary success stories in the field of biological psychology.

Color Vision

Color vision provides an illustrative case history of the de-
velopment of a field in biological psychology with feet in
both physics and physiology. Isaac Newton was perhaps the
first scientist to appreciate the nature of color. The fact that a
prism could break up white light into a rainbow of colors
meant that the light was a mixture that could produce spectral
colors. But Newton recognized that the light rays themselves
had no color; rather, different rays acted on the eye to yield
sensations of colors (1704/1931). Oddly, the great German
literary figure Goethe asserted it was impossible to conceive
of white light as a mixture of colors (1810/1970). 

In physics there was an ongoing debate whether light was
particle or wave (we know now it is both). Interestingly,
Newton favored the particle theory. Thomas Young, an
English physicist working a century later, supported the wave
theory. Newton had developed the first color circle showing
that complementary pairs of colors opposite to one another
on the circle would mix to yield white light. Young showed
that it was possible to match any color by selecting three

appropriate colors, red, green, and blue, and suggested there
were three such color receptors in the eye. Helmholtz elabo-
rated and quantified Young’s idea into the Young-Helmholtz
trichromatic theory. Helmholtz, incidentally, studied with
Müller and Du Bois-Reymond. He received his MD in 1842
and published two extraordinary works, the three-volume
Treatis on Physiological Optics (1856–1866/1924) and On
the Sensations of Tone (1863/1954). He was one of the lead-
ing scientists in the nineteenth century and had a profound
impact on early developments in psychology, particularly bi-
ological psychology. 

The basic idea in the trichomatic theory is that the three
receptors accounted for sensations of red, green, and blue.
Yellow was said to derive from stimulation of both red and
green receptors, and white was derived from yellow and the
blue receptor. But there were problems. The most common
form of color blindness is red-green. But if yellow is derived
from red and green, how is it that a person with red-green
color blindness can see yellow? In the twentieth century, it
was found that there are four types of receptors in the human
retina: red, green, blue (cones), and light-dark (rods). But
what about yellow?

Hering (1878) developed an alternative view termed the
“opponent-process” theory. He actually studied with Weber
and with Fechner and received his MD just two years after
Wundt in Heidelberg. Interestingly, Hering disagreed with
Fechner about the psychophysical law, arguing that the
relationship should be a power function, thus anticipating
Stevens. Hering proposed that red-green and blue-yellow
acted as opposites, along with white-black. In modern times,
Dorothea Jameson and Leo Hurvich (1955) provided an ele-
gant mathematical formulation of Herring’s theory that ac-
counted very well for the phenomena of color vision.

Russell De Valois, now in the psychology department at
the University of California, Berkeley, provided the physio-
logical evidence to verify the Herring-Jameson-Hurvich
theory, using the monkey (see De Valois, 1960). Ganglion
neurons in the retina that respond to color show “opponent”
processes. One cell might respond to red and be inhibited by
green, another will respond to green and be inhibited by red,
yet another will respond to blue and be inhibited by yellow,
and the last type will respond to yellow and be inhibited by
blue. The same is true for neurons in the visual thalamus.
De Valois’s work provided an elegant physiological basis for
the opponent-process theory of color vision. But Young and
Helmholtz were also correct in proposing that there are three
color receptors in the retina. It is the neural interactions in the
retina that convert actions of the three color receptors into
the opponent processes in the ganglion cells. It is remark-
able that nineteenth-century scientists, working only with the
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facts of human color vision, could deduce the physiological
processes in the eye and brain.

An interesting chapter in the development of color-vision
theory is the work of Christine Ladd-Franklin (Hilgard,
1987). She completed her PhD in mathematics at Johns
Hopkins in 1882 but was not awarded the degree because she
was a woman. Later she spent a year in Müller’s laboratory in
Göttingen, where he gave her private lectures because, as a
woman, she was not allowed to attend his regular lectures.
She developed a most interesting evolutionary theory of
color vision based on the color zones in the retina. The center
of the fovia has all colors and the most detailed vision. The
next outer zone has red and green sensitivity (as well as blue
and yellow), the next outer zone to this has only blue and yel-
low sensitivity (and black-white), and the most peripheral
regions have only black-white (achromatic) sensitivity.

She argued that in evolution, the achromatic sensitivity
(rods) developed first, followed by evolution of blue and yel-
low receptors and finally red and green receptors. The fact
that red-green color blindness is most common is consistent
with the idea that it is the most recent to evolve and hence the
most “fragile.”

Modern molecular biology and genetics actually provide
support for Ladd-Franklin’s evolutionary hypothesis. The
Old World monkey retina appears to be identical to the
human retina: Both macaques and humans have rods and
three types of cones. It is now thought that the genes for the
cone pigments and rhodopsin evolved from a common ances-
tral gene. Analysis of the amino acid sequences in the differ-
ent opsins suggest that the first color pigment molecule was
sensitive to blue. It then gave rise to another pigment that in
turn diverged to form red and green pigments. Unlike Old
World monkeys, New World monkeys have only two cone
pigments, a blue and a longer wavelength pigment thought to
be ancestral to the red and green pigments of humans and
other Old World primates. The evolution of the red and green
pigments must have occurred after the continents separated,
about 130 million years ago. The New World monkey retina,
with only two color pigments, provides a perfect model for
human red-green color blindness. Genetic analysis of the var-
ious forms of human color blindness, incidentally, suggests
that some humans may someday, millions of years from now,
have four cone pigments rather than three and see the world
in very different colors than we do now.

The modern field of vision, encompassing psychophysics,
physiology, anatomy, chemistry, and genetics, is one of the
great success stories of neuroscience and biological psychol-
ogy. We now know that there are more than 30 different
visual areas in the cerebral cortex of monkeys and humans,

showing degrees of selectivity of response to the various
attributes of visual experience, for example, a “color” area, a
“movement” area, and so on. We now have a very good un-
derstanding of phenomena of visual sensation and perception
(see the chapter by Coren in this volume). The field con-
cerned with vision has become an entirely separate field of
human endeavor, with its own journals, societies, specialized
technologies, and NIH institute.

Pitch Detection

As we noted, Helmholtz published a most influential work on
hearing in 1863 (On the Sensation of Tone). The fundamental
issue was how the nervous system codes sound frequency
into our sensation of pitch. By this time, much was known
about the cochlea, the auditory receptor apparatus. Helmholtz
suggested that the basilar membrane in the cochlea func-
tioned like a piano, resonating to frequencies according to the
length of the fibers. The place on the membrane so activated
determined the pitch detected; this view was called the place
theory of pitch. The major alternative view was the frequency
theory (Rutherford, 1886), in which the basilar membrane
was thought to vibrate as a whole due to the frequency of
the tone activating it. Boring (1926) presented a comprehen-
sive theoretical analysis of these possibilities.

One of Boring’s students, E. G. Wever, together with C. W.
Bray, recorded from the region of the auditory nerve at the
cochlea and found that the recorded electrical signal followed
the frequency of the tone up to very high frequencies, many
thousands of Hertz (Wever & Bray, 1930). So the frequency
theory was vindicated. But there were problems. A single
nerve fiber cannot fire at much greater than 1,000 Hertz. The
attempted answer was the volley theory: Groups of fibers al-
ternated in firing to code higher frequencies.

Wever and Bray’s discovery is an interesting example of a
perfectly good experiment fooled by biology. As it happens,
there is a process in the cochlea much like the pizoelectric
effect—a tone generates electrical activity at the same fre-
quency as the tone, now termed the cochlear microphonic. It
is thought to be an epiphenomenon, unrelated to the coding
functions of the auditory system.

The solution to the question how the cochlea coded tone
frequency was provided by Georg von Békésy. Born in
Budapest, he received his PhD in physics in 1923 and was a
professor at the University of Budapest from 1932 to 1946. In
1947, he accepted a research appointment in the psychology
department at Harvard, where he worked until 1964. During
his time at Harvard, he was offered a tenured professorship
but did not accept it because he disliked formal teaching.



Learning and Memory 53

During his years of full-time research at Harvard, he solved
the problem of the cochlea, for which he received the Nobel
Prize in 1961. In 1964, he accepted a professorship at the
University of Hawaii, where he remained until his death.

By careful microscopic study of the cochlea, Békésy de-
termined the actual movements of the basilar membrane in
response to tones (see Békésy, 1947). When William James
Hall was built at Harvard to house the psychology depart-
ment, a special floating room was constructed in the base-
ment for Békésy’s experiments. The entire room floated on
an air cushion generated by a large air compressor. Further-
more, the experimental table floated within the floating room
on its own compressor. For Békésy’s experiments it was nec-
essary to avoid all external building vibrations. (One of the
authors, R.F.T., had the opportunity to use this facility when
at Harvard.)

Békésy discovered that the traveling waves of the basilar
membrane induced by a given tone establish a standing wave
pattern that maximally displaces a given region for a given
tone and different regions for different tones. The pattern of
displacement is more complicated than the Helmholtz theory
but nonetheless provided a triumph for the place theory. 

Actually, another kind of physiological evidence provided
strong support for the place theory in the 1940s. Woolsey and
Walzl (1942) published an extraordinary study in which they
electrically stimulated different regions of the auditory nerve
fibers in the cochlea (the fibers are laid out along the basilar
membrane) in an anesthetized cat and recorded evoked po-
tentials in the auditory cortex. The place stimulated on the
cochlea determined the region of the auditory cortex acti-
vated. An important practical outcome of all this work is the
cochlear prosthesis developed for deaf individuals.

More recent studies recording the activity of single neu-
rons in the auditory cortex have verified and extended these
observations (e.g., Hind et al., 1960). When the ear is stimu-
lated with low-intensity pure tones (anesthetized cat),
neurons—in particular, narrow dorsal-ventral bands in the
primary auditory cortex—respond selectively to tones of dif-
ferent frequency. The regions of the cochlea activated by pure
tones are represented in an anterior-posterior series of narrow
dorsal-ventral bands along the primary auditory cortex, a
cochlea-topic representation.

Like the visual sciences, the modern field of the hearing
sciences has become an entirely separate field with its own
societies, journals, and NIH institute focusing on psy-
chophysics and the neurobiology of the auditory system. We
know a great deal less about the organization of auditory
fields in the cerebral cortex in primates and humans, inciden-
tally, than we do about the visual system. The human auditory

areas must be very complex, given our extraordinary species-
specific behavior of speech.

LEARNING AND MEMORY

Karl Lashley is the most important figure in the development
of physiological psychology and the biology of memory in
America. He obtained his PhD at Johns Hopkins University
where he studied with John Watson and was heavily influenced
by Watson’s developing notions of behaviorism. While there
he also worked with Sheherd Franz at a government hospital in
Washington; they published a paper together in 1917 on the ef-
fects of cortical lesions on learning and retention in the rat.
Lashley then held teaching and research positions at the Uni-
versity of Minnesota (1917–1926), the University of Chicago
(1929–1935), and at Harvard from 1935 until his death in
1958. During the Harvard years, he spent much of his time at
the Yerkes Primate Laboratory in Orange Park, Florida.

Lashley devoted many years to an analysis of brain mech-
anisms of learning, using the lesion-behavior method, which
he developed and elaborated from his work with Franz. Dur-
ing this period, Lashley’s theoretical view of learning was
heavily influenced by two congruent ideas—localization of
function in neurology and behaviorism in psychology.

Lashley describes the origins of his interest in brain sub-
strates of memory and Watson’s developing views of behav-
iorism in the following letter he wrote to Ernest Hilgard in
1935:

In the 1914, I think, Watson called attention of his seminar to the
French edition of Bechterev, and that winter the seminar was de-
voted to translation and discussion of the book. In the spring I
served as a sort of unpaid assistant and we constructed apparatus
and planned experiments together. We simply attempted to re-
peat Bechterev’s experiments. We worked with withdrawal re-
flexes, knee jerk, pupil. Watson took the initiative in all this, but
he was also trying to photograph the vocal cord, so I did much of
the actual experimental work. I devised drainage tubes for the
parotid and submaxiallary ducts and planned the salivary work
which I published. As we worked with the method, I think our
enthusiasm for it was somewhat dampened. Watson tried to es-
tablish conditioned auditory reflexes in the rat and failed. Our
whole program was then disrupted by the move to the lab in
Meyer’s clinic. There were no adequate animal quarters there.
Watson started work with the infants as the next best material
available. I tagged along for awhile, but disliked the babies and
found me a rat lab in another building. We accumulated a con-
siderable amount of experimental material on the conditioned re-
flex which has never been published. Watson saw it as a basis for
a systematic psychology and was not greatly concerned with the



54 Biological Psychology

nature of the reaction itself. I got interested in the physiology of
the reaction and the attempt to trace conditioned reflex paths
through the nervous system started my program of cerebral
work. (Letter of May 14, 1935, K. S. Lashley to E. R. Hilgard,
reproduced with the kind permission of E. R. Hilgard) 

It was in the previous year, 1913, that Watson published his
initial salvo in an article entitled “Psychology as the Behav-
iorist Views It.” He was elected president of the American
Psychological Association in 1914.

As we noted earlier, localization of function in the cere-
brum was the dominant view of brain organization at the
beginning of the twentieth century. In Watson’s behaviorism,
the learning of a particular response was held to be the
formation of a particular set of connections, a series set. Con-
sequently, Lashley argued, it should be possible to localize
the place in the cerebral cortex where that learned change in
brain organization was stored—the engram. (It was believed
at the time that learning occurred in the cerebral cortex.)
Thus, behaviorism and localization of function were beauti-
fully consistent—they supported the notion of an elaborate
and complex switchboard where specific and localized
changes occurred when specific habits were learned.

Lashley set about systematically to find these learning
locations—the engrams—in a series of studies culminating in
his 1929 monograph, Brain Mechanisms of Intelligence. In
this study, he used mazes differing in difficulty and made
lesions of varying sizes in all different regions of the cerebral
cortex of the rat. The results of this study profoundly altered
Lashley’s view of brain organization and had an extraordi-
nary impact on the young field of physiological psychology.
The locus of the lesions is unimportant; the size is critically
important, particularly for the more difficult mazes. These
findings led to Lashley’s two theoretical notions of equipo-
tentiality and mass action: that is, all areas of the cerebral cor-
tex are equally important (at least in maze learning), and what
is critical is the amount of brain tissue removed.

Lashley’s interpretations stirred vigorous debate in the
field. Walter Hunter, an important figure in physiological-
experimental psychology at Brown University who devel-
oped the delayed response task in 1913, argued that in fact
the rat was using a variety of sensory cues; as more of the
sensory regions of the cortex were destroyed, fewer and
fewer cues became available. Lashley and his associates
countered by showing that removing the eyes has much less
effect on maze learning than removing the visual area of the
cortex. Others argued that Lashley removed more than the vi-
sual cortex. Out of this came a long series of lesion-behavior
studies analyzing behavioral “functions” of the cerebral cor-
tex. Beginning in the 1940s, several laboratories, including

Lashley’s and those of Harry Harlow at the University of
Wisconsin and Karl Pribram at Yale, took up the search for
the more complex functions of association cortex using mon-
keys and humans.

Perhaps the most important single discovery in this field
came from Brenda Milner’s studies with patient H. M. who,
following bilateral temporal lobectomy (removing the hip-
pocampus and other structures), lives forever in the present.
Work on higher brain functions in monkeys and humans is
one of the key roots of modern cognitive neuroscience, to be
treated later. Since Milner’s work with H. M., the hippocam-
pus has been of particular interest in biological psychology.
Another facet of hippocampal study in the context of the
biological psychology of memory is long-term potentiation
(LTP), discovered by Bliss and Lomo (1973). Brief tetanic
stimulation of monosynaptic inputs to the hippocampus
causes a profound increase in synaptic excitability that can
persist for hours or days. Many view it as a leading candidate
for a mechanism of memory storage, although direct evi-
dence is still lacking.

Yet another impetus to study of the hippocampus in the re-
markable discovery of “place cells” by John O’Keefe (1979).
When recording from single neurons in the hippocampus of
the behaving rat, a give neuron may respond only when the
animal is in a particular place in the environment (i.e., in a
box or maze), reliably and repeatedly. There is great interest
now in the possibility that LTP may be the mechanism form-
ing place cells. A number of laboratories are making use of
genetically altered mice to test this possibility.

Lashley’s influence is felt strongly through the many emi-
nent physiological psychologists who worked or had contact
with him. We select two examples here—Austin Riesen and
Donald O. Hebb. We discuss Roger W. Sperry’s work next in
the context of cognitive neuroscience. The basic problem of
the development of perception fascinated Lashley and his
students. How is it that we come to perceive the world as we
do? Do we learn from experience or is it told to us by the
brain? Riesen did pioneering studies in which he raised mon-
keys for periods of time in the dark and then tested their vi-
sual perception. They were clearly deficient.

This important work served as one of the stimuli for Hebb
to develop a new theory of brain organization and function,
which he outlined in The Organization of Behavior (1949).
This book had an immediate and profound impact on the
field. Hebb effectively challenged many traditional notions of
brain organization and attempted to pull together several dis-
cordant themes—mass action and equipotentiality, effects of
dark rearing on perception, the preorganization of sensory
cortex, the lack of serious intellectual effects of removal of an
entire hemisphere of the brain in a human child—into a
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coherent theory. Important influences of Gestalt notions can
be seen in Hebb’s theory. He is a connectionist but in a mod-
ern sense: Connections must underlie brain organization but
there is no need for them to be in series.

One concept in Hebb’s book has come to loom large (too
large perhaps) in modern cognitive-computational neuro-
science—the Hebb synapse:

When an axon of Cell A is near enough to excite a cell B and re-
peatedly or persistently takes part in firing it, some growth
process or metabolic change takes place in one or both cells such
that A’s efficiency, as one of the cells firing B, is increased.
(1949, p. 62)

Lashley’s pessimistic conclusions in his 1929 monograph
put a real but temporary damper on the field concerned with
brain substrates of memory. But other major traditions were
developing. Perhaps the most important of these was the in-
fluence of Pavlov. His writings were not readily available to
Western scientists, particularly Americans, until the publica-
tion of the English translation of his monumental work Con-
ditioned Reflexes in 1927. It is probably fair to say this is the
most important single book ever published in the field of be-
havioral neuroscience. Pavlov developed a vast and coherent
body of empirical results characterizing the phenomena of
conditioned responses, what he termed “psychic reflexes.”
He argued that the mind could be fully understood by analy-
sis of the higher order learned reflexes and their brain sub-
strates. As an example of his influence, Clark Hull, in his
Principles of Behavior (1943), wrote as though he were a
student of Pavlov.

W. Horsley Gantt, an American physician, worked with
Pavlov for several years and then established a Pavlovian
laboratory at Johns Hopkins. He trained several young psy-
chologists, including Roger Loucks and Wulf Brogden, who
became very influential in the field. Perhaps the most impor-
tant modern behavioral analyses of Pavlovian conditioning
are the works of Robert Rescorla and Allan Wagner (1972).

Although Pavlov worked with salivary secretion, most
studies of classical conditioning in the West tended to utilize
skeletal muscle response, à la Bechterev. Particularly pro-
ductive have been Pavlovian conditioning of discrete
skeletal reflexes (e.g., the eyeblink response), characterized
behaviorally by Isadore Gormezano and Allan Wagner and
analyzed neuronally by Richard Thompson and his many stu-
dents, showing localization of the basic memory trace to the
cerebellum (Thompson, 1986). Masao Ito and associates in
Tokyo had discovered the phenomenon of long-term depres-
sion (LTD) in the cerebellar cortex (see Ito, 1984). Repeated
conjunctive stimulation of the two major inputs to the

cerebellum, mossy-parallel fibers and climbing fibers, yields
a long-lasting decrease in the excitability of parallel fibers—
Purkinje neuron synapses. Ito developed considerable evi-
dence that this cerebellar process underlies plasticity of the
vestibular-ocular reflex. Thompson and associates developed
evidence, particularly using genetically altered mice, that
cerebellar cortical LTD is one of the mechanisms underly-
ing classical conditioning of eyeblink and other discrete
responses.

Fear conditioning was characterized behaviorally by Neal
Miller and analyzed neuronally by several groups, particu-
larly Michael Davis (1992), Joseph LeDoux (2000), and
Michael Fanselow (1994), and their many students. They
showed that at least for classical conditioning of fear, the es-
sential structure is the amygdala, which may contain the basic
memory trace for this form of learning (but see just below).
The process of LTP may serve to code the amygdalar fear
memory.

Duncan’s discovery in 1949 of the effects of electrocon-
vulsive shock on retention of simple habits in the rat began
the modern field of memory consolidation. Hebb and Gerard
were quick to point out the implication of two memory
processes, one transient and fragile and the other more per-
manent and impervious. James McGaugh and his associates
(1989) have done the classic work on the psychobiology of
memory consolidation. He and his colleagues demonstrated
memory facilitation with drugs and showed that these effects
were direct and not due to possible reinforcement effects of
the drugs (and similarly for ECS impairment).

The amygdala is critical for instrumental learning of fear.
McGaugh and his associates demonstrated that for both pas-
sive and active avoidance learning (animals must either not
respond, or respond quickly, to avoid shock) amygdala le-
sions made immediately after training abolished the learned
fear. Surprisingly, if these same lesions were made a week
after training, learned fear was not abolished, consistent with
a process of consolidation (see McGaugh, 2000). The appar-
ent difference in the role of the amygdala in classical and in-
strumental learning of fear is a major area of research today.

Chemical approaches to learning and memory are recent.
The possibility that protein molecules and RNA might serve
to code memory was suggested some years ago by pioneers
such as Gerard and Halstead. The RNA hypothesis was taken
up by Hyden and associates in Sweden and by several groups
in America. An unfortunate by-product of this approach was
the “transfer of memory” by RNA. These experiments, done
by investigators who shall remain nameless, in the end could
not be replicated.

At the same time, several very productive lines of investi-
gation of neurochemical and neuroanatomical substrates of
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learning were developing. In 1953, Krech and Rosenzweig
began a collaborative study of relationships between brain
chemistry and behavior. Krech did classic early work in animal
learning (under his earlier name, Kreshevsky) and was a col-
league of and collaborator with Tolman. Mark Rosenzweig re-
ceived his PhD in physiological psychology at Harvard in
1949 and joined the psychology department at the University
of California, Berkeley, in 1951. Soon after they began their
joint work in 1953 they were joined by E. L. Bennett and later
by M. C. Diamond. Their initial studies concerned brain levels
of AChE in relation to the hypothesis behavior and included
analysis of strain differences (see Krech, Rosenzweig, &
Bennett, 1960). More recently, they discovered the striking
differences in the brains of rats raised in “rich” versus “poor”
environments. William Greenough (1984), at the University of
Illinois, replicated and extended this work to demonstrate dra-
matic morphological changes in the structures of synapses and
neurons as a result of experience.

The use of model biological systems has been an impor-
tant tradition in the study of neural mechanisms of learning.
This approach has been particularly successful in the analysis
of habituation, itself a very simple form or model of learning.
Sherrington did important work on flexion reflex “fatigue” in
the spinal animal at the turn of the century. In 1936, Prosser
and Hunter completed a pioneering study comparing habitu-
ation of startle response in intact rats and habituation of
hindlimb flexion reflex in spinal rats. They established, for
habituation, the basic approach of Sherrington, namely that
spinal reflexes can serve as models of neural-behavioral
processes in intact animals. Sharpless and Jasper (1956) es-
tablished habituation as an important process in EEG activity.
Modern Russian influences have been important in this
field—the key studies of Evgeny Sokolov (1963), first on
habituation of the orienting response in humans and more re-
cently on mechanisms of habituation of responses in the sim-
plified nervous system of the snail.

The defining properties of habituation were clearly estab-
lished by Thompson and Spencer in 1966, and the analysis
of mechanisms began. Several laboratories using different
preparations—Aplysia withdrawal reflex; Kandel and his
many associates (see Kandel, 1976); vertebrate spinal re-
flexes; Thompson, Spencer, Farel; crayfish tail flip escape;
Krasne (1969), Kennedy—all arrived at the same underlying
synaptic mechanism—a decrease in the probability of trans-
mitter release from presynaptic terminals of the habituating
pathway. Habituation is thus a very satisfying field; agree-
ment ranges from defining behavioral properties to synaptic
mechanisms. In a sense, the problem has been solved.
Habituation also provides a most successful example of the
use of the model biological systems approach to analysis of

neural mechanisms of behavioral plasticity (see Groves &
Thompson, 1970).

Special mention must be made of the elegant and detailed
studies by Eric Kandel and his many associates on long-
lasting neuronal plasticity in the Aplysia gill-withdrawal
circuit (Kandel, 1976; Hawkins, Kandel, & Siegelbaum,
1993). This simplified model system (together with work on
the hippocampus) made it possible to elucidate putative
processes that result in long-lasting synaptic plasticity, for
example, biochemical models of memory formation and stor-
age. Eric was awarded the Nobel Prize for Physiology and
Medicine in 2000 in part for this work.

MOTIVATION AND EMOTION

Physiological and neural mechanisms of motivation and
emotion have been a particular province of biological psy-
chology and physiology in the twentieth century. In more re-
cent years, the fields of motivation and emotion have tended
to go separate ways (see Brown, 1961, 1979). However mo-
tivation and emotion have common historical origins. In the
seventeenth and eighteenth centuries, instinct doctrine served
as the explanation for why organisms were driven to behave
(at least infrahuman organisms without souls). Darwin’s
emphasis on the role of adaptive behavior in evolutionary
survival resulted in the extension of instinct doctrine to
human behavior. Major sources of impetus for this were
Freud’s and McDougall’s notions of instinctive human moti-
vation. Watson rebelled violently against the notion of in-
stinct and rejected it out of hand, together with all biological
mechanisms of motivation. As Lashley (1938) put it, he
“threw out the baby with the bath.”

Emotion

The dominant theory of emotion in the first two decades of
the century was that of James and Lange—“We feel afraid
because we run” (see James, 1884). Actually, James focused
more on the subjective experience of emotion, and Lange, a
Danish anatomist, focused on the physiological phenomena,
believing that subjective experience is not a proper topic for
science. But between them they developed a comprehensive
theory of emotion. The basic idea is that we first perceive an
emotionally arousing situation or stimulus (“a bear in the
woods” is a favorite example), which leads to bodily (physi-
ological) changes and activities, which result in the experi-
enced emotion.

This general view was challenged by the American physi-
ologist Walter B. Cannon in the 1920s and 1930s. He actually
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agreed with James and Lange that the initial event had to be
perception of an emotion-arousing situation but argued that
the development of autonomic (sympathetic) responses—
release of epinephrine and other bodily changes—occurred
concomitantly with the subjective feelings (see Cannon,
1927). However, his primary interest was in the physiology,
particularly the peripheral physiology. Cannon’s view was
championed by the distinguished Johns Hopkins physiologist
Philip Bard, who stressed the key role of the brain, particu-
larly the thalamus and hypothalamus, in both emotional
behavior and experience (see Bard, 1934). Cannon, inciden-
tally, also contributed the notion of homeostasis, which he
developed from Bernard’s concept of the milieu interieur.

A key issue in these theories was the role of sympathetic
arousal or activation in the experience of emotion. This issue
was tested in a classic study by Stanley Schachter and Jerome
Singer at Columbia University in 1962. They injected human
subjects with either effective doses of epinephrine or a
placebo. The epinephrine activated the sympathetic signs of
emotions (pounding heart, dry mouth, etc.). Both groups of
subjects were told they were receiving a shot of a new vita-
min. Stooges acted out euphoria or anger in front of the sub-
jects. The subjects were either informed of what the injection
might do, for example, the autonomic side effects, or not in-
formed. Results were dramatic. Uninformed epinephrine
subjects reported emotional experiences like those of stooges
but informed epinephrine subjects did not report any emotion
at all. Emotion is more than sympathetic arousal—cognitive
factors are also important.

Experimental work on brain substrates of emotion may be
said to have begun with the studies of Karplus and Kreidl in
1910 on the effects of stimulating the hypothalamus. In 1928,
Bard showed that the hypothalamus was responsible for
“sham rage.” In the 1930s, S. W. Ranson and his associates at
Northwestern, particularly H. W. Magoun, published a clas-
sic series of papers in the hypothalamus and its role in emo-
tional behavior (Ranson & Magoun, 1939). In the same
period, W. R. Hess (1957) and his collaborators in Switzer-
land were studying the effects of stimulating the hypothala-
mus in freely moving cats. A most important paper by H.
Klüver and P. Bucy reported on “psychic blindness and other
symptoms following bilateral temporal lobectomy in rhesus
monkeys” in 1937. This came to be known as the Klüver-
Bucy syndrome. The animals exhibited marked changes in
motivation and aggressive behavior.

Pribram (Bucy’s first resident in neurosurgery) developed
the surgical methods necessary to analyze the Klüver-Bucy
syndrome. This analysis led to his discovery of the functions of
the inferotemporal cortex in vision and to the exploration of the
suggestions of J. W. Papez (1937) and P. D. MacLean (1949)

that the structures of the limbic system (the “Papez” circuit) are
concerned with motivation and emotion. However, modern
neuroanatomy deconstructed the Papez circuit. The emphasis
is now on the hypothalamus-pituitary axis, on descending
neural systems, and on the amygdala.

Motivation

Today most workers in the field prefer the term motivated
behaviors to emphasize the specific features of behaviors re-
lating to hunger, thirst, sex, temperature, and so forth. Karl
Lashley was again a prime mover. His 1938 paper, “Experi-
mental Analysis of Instinctive Behavior,” was the key. He ar-
gued that motivated behavior varies and is not simply a chain
of instinctive or reflex acts, is not dependent on any one stim-
ulus, and involves central state. His conclusions, that “physi-
ologically, all drives are no more than expression of the
activity of specific mechanisms” and that hormones “activate
some central mechanism which maintains excitability and ac-
tivity,” have a very modern ring.

Several key figures in the modern development of the
psychobiology of motivation are Clifford Morgan, Eliot
Stellar, Kurt Richter, Frank Beach, Neal Miller, Philip
Teitelbaum, and James Olds. Morgan went to graduate
school at Rochester, where his professors included E. A. K.
Culler and K. U. Smith and his fellow graduate students in-
cluded D. Neff, J. C. R. Licklider, and P. Fitts. He then be-
came an instructor at Harvard, where he first worked in
Lashley’s laboratory in 1939. He later moved to Johns Hop-
kins, where he remained until 1959. As a graduate student
and later at Harvard, Morgan came to doubt Cannon’s then
current notion that hunger was the result of stomach con-
tractions. Morgan did a series of studies showing this could
not be a complete or even satisfactory account of hunger
and feeding behavior. Eliot Stellar and Robert McCleary,
then undergraduates at Harvard, worked with Morgan. They
focused on hoarding behavior and completed a classic
analysis of the internal and environmental factors control-
ling the behavior.

Lashley’s general notion of a central mechanism that
maintains activity was developed by Beach in an important
series of papers in the 1940s and by Morgan in the first edi-
tion of his important text, Physiological Psychology (1943),
into a central excitatory mechanism and ultimately a central
theory of drive. This view was given a solid physiological
basis by Donald B. Lindsley from the work he and H. W.
Magoun, G. Moruzzi, and associates were doing on the as-
cending reticular activating system. Lindsley sketched his ac-
tivation theory of emotion in his important chapter in the
Stevens Handbook (1951). Hebb (1955) and Stellar (1954)
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pulled all these threads together into a general central theory
of motivation.

Eliot Stellar worked with Clifford Morgan as an under-
graduate at Harvard. After obtaining his doctorate in 1947 at
Brown University, he spent several years at Johns Hopkins
and joined the psychology department at the University of
Pennsylvania in 1954. Stellar did extensive work on brain
mechanism of motivation. He coauthored the revision of
Morgan’s text in 1950 and published his influential central
theory of drive in 1954.

Philip Teitelbaum (1955) did the classic work on charac-
terization of, and recovery from, the lateral hypothalamic
“aphagia” syndrome. He discovered the striking parallel with
the ontogenetic development of feeding behavior. In addi-
tion, he discovered more general aspects of the syndrome, for
example, “sensory neglect.”

Frank Beach received his doctorate from the University of
Chicago under Lashley in 1940 and then joined the American
Museum of Natural History in New York. He moved to Yale
in 1946, and then to the University of California, Berkeley, in
1958. From the beginning, he focused on brain mechanisms
of sexual behavior (see Beach, 1951). As the study of sexual
behavior developed, hormonal factors came to the fore and
the modern field of hormones and behavior developed. Beach
played a critical role in the development of this field, as did
the biologist W. C. Young of the University of Kansas. They
and their students shaped the field as it exists today.

Even within the field of hormones and behavior, several
fields have developed. Sexual behavior has become a field
unto itself. Another important field is the general area of
stress. The endocrinologist Hans Selye was an important in-
tellectual influence. Kurt Richter, a pioneering figure in this
field, took his BS at Harvard in 1917 and his doctorate
at Johns Hopkins in 1921 and was a dominant influence at
Hopkins. His early work was on motivation and feeding (see
Richter, 1927). His pioneering “cafeteria studies” in rats are
still a model (if given a wide choice of foods, they select a
relatively balanced diet). Richter then focused on the adrenal
gland, its role in diet and in stress. He also did pioneering
work on circadian rhythms in mammals. The modern field of
stress focuses on hormonal-behavioral interactions, particu-
larly adrenal hormones, as in the work of Seymore Levine
(1971).

Neal Miller represents a uniquely important tradition in
biological psychology. From the beginning of his career,
Miller was interested in physiological mechanisms of both
motivation and learning. He took his doctorate at Yale in
1935 and stayed on at Yale for many years, with a year out in
1936 at the Vienna Psychoanalytic Institute. Throughout his
career he has exemplified superb experimentation and an

unusual ability to synthesize. He was a pioneer in early stud-
ies of punishing and rewarding brain stimulation and their
roles in learning and in the study of conditioned fear (see
Miller, 1948, 1961). In later years, his work focused on
mechanisms of instrumental conditioning of autonomic
responses—biofeedback techniques—and brain mechanisms
of learning. The impact of his work is much wider than bio-
logical psychology, influencing learning theory, psychiatry,
and clinical medicine as well.

James Olds, whose untimely death in 1976 cut short an ex-
traordinary career, made the most important discovery yet in
the field of motivation—rewarding electrical self-stimulation
of the brain. He got his doctorate at Harvard and worked with
Richard Solomon. Solomon, although primarily a behavioral
student of learning, had considerable impact on biological
psychology through his theoretical-experimental analysis of
hypothetical central factors in learning. As a graduate student
Olds read and was much influenced by Hebb’s Organization
of Behavior and obtained a postdoctoral fellowship with
Hebb at McGill in 1953. He began work there with Peter
Milner. In his own words:

Just before we began our own work (using Hess’s technique for
probing the brain), H. R. Delgado, W. W. Roberts, and N. E.
Miller at Yale University had undertaken a similar study. They
had located an area in the lower part of the mid-line system
where stimulation caused the animal to avoid the behavior that
provoked the electrical stimulus. We wished to investigate posi-
tive as well as negative effects (that is, to learn whether stimula-
tion of some areas might be sought rather than avoided by the
animal).

We were not at first concerned to hit very specific points in
the brain, and, in fact, in our early tests the electrodes did not al-
ways go to the particular areas in the mid-line system at which
they were aimed. Our lack of aim turned out to be a fortunate
happening for us. In one animal the electrode missed its target
and landed not in the mid-brain reticular system but in a nerve
pathway from the rhinecephalon. This led to an unexpected
discovery.

In the test experiment we were using, the animal was placed
in a large box with corners labeled A, B, C, and D. Whenever the
animal went to corner A, its brain was given a mild electric shock
by the experimenter. When the test was performed on the animal
with the electrode in the rhinencephalic nerve, it kept returning
to corner A. After several such returns on the first day, it finally
went to a different place and fell asleep. The next day, however,
it seemed even more interested in corner A.

At this point we assumed that the stimulus must provoke
curiosity; we did not yet think of it as a reward. Further exper-
imentation on the same animal soon indicated, to our surprise,
that its response to the stimulus was more than curiosity. On the
second day, after the animal had acquired the habit of returning
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to corner A to be stimulated, we began trying to draw it away
to corner B, giving it an electric shock whenever it took a step
in that direction. Within a matter of five minutes the animal was
in corner B. After this the animal could be directed to almost
any spot in the box at the will of the experimenter. Every step
in the right direction was paid with a small shock; on arrival at
the appointed place the animal received a longer series of
shocks.

After confirming this powerful effect of stimulation of brain
areas by experiments with a series of animals, we set out to map
the places in the brain where such an effect could be obtained.
We wanted to measure the strength of the effect in each place.
Here Skinner’s technique provided the means. By putting the an-
imal in the “do-it-yourself” situation (i.e., pressing a lever to
stimulate its own brain) we could translate the animal’s strength
of “desire” into response frequency, which can be seen and
measured.

The first animal in the Skinner box ended all doubts in our
minds that electric stimulation applied to some parts of the brain
could indeed provide a reward for behavior. The test displayed
the phenomenon in bold relief where anyone who wanted to look
could see it. Left to itself in the apparatus, the animal (after about
two to five minutes of learning) stimulated its own brain regu-
larly about once very five seconds, taking a stimulus of a second
or so every time. (1956, pp. 107–108)

We think now that this brain reward circuit Olds discov-
ered underlies addictive behaviors. It includes the medial
forebrain bundle (MRB) containing the ascending dopamine
(and other neurotransmitters) projection system to the nu-
cleus accumbens and prefrontal cortex. Activation of this sys-
tem appears to be a common element in what keeps drug
users taking drugs. This activity is not unique to any one
drug; all addictive drugs affect this circuit.

Another direction of research in motivation and emotion
relating to brain stimulation concerns elicited behaviors, par-
ticularly from stimulation in the region of the hypothalamus.
This work is in some ways a continuation of the early work
by Hess. Thus, Hess described directed attack, from hypo-
thalamic stimulation in cats, as opposed to the “sham” rage of
decerebrate animals and certain other brain stimulation stud-
ies (“sham” because the animal exhibited peripheral signs of
rage without integrated behavior) (see Hess, 1957). John
Flynn, in a most important series of studies, was able to elicit
two quite different forms of attack behavior in cats—one a
quiet predation that resembled normal hunting and the other a
rage attack (Flynn, Vonegas, Foote, & Edwards, 1970). Elliot
Valenstein analyzed a variety of elicited consumatory-like
behaviors—eating, drinking, gnawing, and so forth—from
hypothalamic stimulation and their possible relations to the
rewarding properties of such stimulation (Valenstein, Cox, &
Kakolweski, 1970).

Current focus in the study of motivated behaviors is on de-
tailed physiological processes, particularly involving mecha-
nisms of gene expression of various peptide hormones in the
hypothalamus and their actions on the pituitary gland, and on
descending neural systems from the hypothalamus that act on
lower brain systems to generate motivated behaviors (see
e.g., Swanson, 1991). But we still do not understand the
neural circuitries underlying the fact that seeing the bear in
the woods makes us afraid.

COGNITIVE NEUROSCIENCE

The term cognitive neuroscience is very recent, dating per-
haps from the 1980s. The Journal of Cognitive Neuroscience
was first published in 1989. Indeed, Posner and Shulman’s
comprehensive chapter on the history of cognitive sci-
ence (1979) does not even mention cognitive neuroscience
(human imaging techniques were not yet much in use then).
The cognitive revolution in psychology is treated in the chap-
ter by Leahey in this volume. Here we note briefly the bio-
logical roots of cognitive neuroscience (see Gazzaniga,
1995).

Karl Lashley was again a key figure. One of the most im-
portant aspects of cognitive neuroscience dates from the
early days at the Orange Park laboratory, where young scien-
tists like Chow and Pribram began studies of the roles of the
association areas of the monkey cerebral cortex in learning,
memory, and cognition.

The 1950s was an especially rich time of discovery re-
garding how cognitive function was organized in the brain.
Pribram, Mortimer Mishkin, and Hal Rosvold at NIMH,
using lesion studies in monkeys, discovered that the temporal
lobe was critical for aspects of visual perception and mem-
ory. Work with neurologic patients also played a critical role
in uncovering the neural substrates of cognition. One partic-
ular discovery became a landmark in the history of memory
research. “In 1954 Scoville described a grave loss of recent
memory which he had observed as a sequel to bilateral
medial temporal resection in one psychotic patient and one
patient with intractable seizures. In both cases . . . removals
extended posteriorly along the medial surface of the temporal
lobes . . . and probably destroyed the anterior two-thirds of
the hippocampus and hippocampal gyrus bilaterally, as well
as the uncus and amygdala. The unexpected and persistent
memory deficit which resulted seemed to us to merit further
investigation.”

That passage comes from the first paragraph of Scoville
and Milner’s 1957 report, “Loss of Recent Memory after
Bilateral Hippocampal Lesions.” This publication became a
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landmark in the history of memory research for two reasons.
First, the severe memory impairment (or amnesia) could be
linked directly to the brain tissue that had been removed, sug-
gesting that the medial aspect of the temporal lobe was an
important region for a particular aspect of cognition, that is,
memory function.  Second, comprehensive testing of one of
the patients (H. M.) indicated that memory impairment could
occur on a background of otherwise normal cognition. This
observation showed that memory is an isolatable function,
separable from perception and other cognitive and intellec-
tual functions. 

The findings from patient H. M. (Scoville & Milner, 1957)
identified a region of the brain important for human memory,
that is, the medial portion of the temporal lobe. The damage
was originally reported to have included the amygdala, the
periamygdaloid cortex (referred to as the uncus in Scoville &
Milner, 1957), the hippocampal region (referred to as the
hippocampus), and the perirhinal, entorhinal, and parahip-
pocampal cortices (referred to as the hippocampal gyrus).
Recently, magnetic resonance imaging of patient H. M. has
shown that his medial temporal lobe damage does not extend
as far posteriorly as originally believed and that damage to
the parahippocampal cortex is minimal (the lesion extends
caudally from the temporal pole approximately 5 cm, instead
of 8 cm, as originally reported; Corkin, Amaral, Gonzalez,
Johnson, & Hyman, 1997). 

While these observations identified the medial temporal
lobe as important for memory, the medial temporal lobe is a
large region including many different structures. To deter-
mine which structures are important required that studies be
undertaken in which the effects of damage to medial tempo-
ral lobe structures could be evaluated systematically. Accord-
ingly, soon after the findings from H. M. were reported,
efforts were made to develop an animal model of medial tem-
poral lobe amnesia. During the next 20 years, however, find-
ings from experimental animals with intended hippocampal
lesions or larger lesions of the medial temporal lobe were
inconsistent and difficult to interpret. 

In 1978, Mishkin introduced a method for testing memory
in monkeys that captured an important feature of tests sensi-
tive to human memory impairment (Mishkin, 1978). This
method allowed for the testing of memory for single events at
some delay after the event occurred. The task itself is known
as the trial-unique delayed-nonmatching-to-sample task, and
it measures object recognition memory. In Mishkin’s study,
three monkeys sustained large medial temporal lobe lesions
that were intended to reproduce the damage in patient H. M.
The operated monkeys and three unoperated monkeys were
given the delayed-nonmatching-to-sample task in order to as-
sess their ability to remember, after delays ranging from eight

seconds to two minutes, which one of two objects they had re-
cently seen. The monkeys with medial temporal lobe lesions
were severely impaired on the nonmatching task, consistent
with the severe impairment observed in patient H. M. on delay
tasks. Thus, lesions that included the hippocampal region,
the amygdala, as well as adjacent perirhinal, entorhinal, and
parahippocampal cortices caused severe memory impairment.
This work, together with work carried out in the succeeding
few years, established a model of human amnesia in nonhu-
man primates (Mishkin, Spiegler, & Saunders, 1982; Squire &
Zola-Morgan, 1983). Although other tasks have been useful
for measuring memory in monkeys (object discrimination
learning, the visual paired-comparison task; see below), much
of the information about the effects of damage to medial tem-
poral lobe structures has come, until recently, from the
delayed-nonmatching-to-sample task.

Once the animal model was established, systematic and cu-
mulative work eventually identified the structures in the me-
dial temporal lobe that are important for memory. The
important structures are the hippocampal region and the ad-
jacent perirhinal, entorhinal, and parahippocampal cortices
(for reviews, see Mishkin & Murray, 1994; Zola-Morgan &
Squire, 1993). The amygdala proved not to be a component
of this memory system, although it can exert a modulatory
action on the kind of memory that depends on the medial tem-
poral lobe system (Cahill & McGaugh, 1998).

The medial temporal lobe is necessary for establishing one
kind of memory, what is termed long-term declarative or ex-
plicit memory. Declarative memory refers to the capacity for
conscious recollection of facts and events (Squire, 1992). It
is specialized for rapid, even one-trial learning, and for
forming conjunctions between arbitrarily different stimuli. It
is typically assessed in humans by tests of recall, recognition,
or cued recall, and it is typically assessed in monkeys by tests
of recognition (e.g., the delayed-nonmatching-to-sample
task). The medial temporal lobe memory system appears
to perform a critical function beginning at the time of learn-
ing in order that representations can be established in long-
term memory in an enduring and usable form (see also
Eichenbaum, Otto, & Cohen, 1994). 

Another important discovery that paralleled in time the
work on the medial temporal lobe system involved the un-
derstanding that there is more than one kind of memory.
Specifically, work with amnesic patients and with experi-
mental animals who sustained lesions to specific brain
regions showed that other kinds of abilities (including skills,
habit learning, simple forms of conditioning, and the phe-
nomenon of priming, which are collectively referred to as
nondeclarative memory) lie outside the province of the me-
dial temporal lobe memory system. Nondeclarative forms of
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memory are intact in amnesic patients and intact in monkeys
with medial temporal lobe lesions. For example, classical
delay conditioning of skeletal musculature depends on the
cerebellum (Thompson & Krupa, 1994), conditioning of
emotional responses depends on the amygdala (Davis, 1992;
LeDoux, 2000), and habit learning (win-stay, lose-shift re-
sponding) depends on the neostriatum (Packard, Hirsh, &
White, 1989; Salmon & Butters, 1995). Nondeclarative
memory thus refers to a variety of ways in which experience
can lead to altered dispositions, preferences, and judgments
without providing any conscious memory content.

Further work with monkeys has demonstrated that the
severity of memory impairment depends on the locus and
extent of damage within the medial temporal lobe memory
system. Damage limited to the hippocampal region causes
significant memory impairment, but damage to the adjacent
cortex increases the severity of memory impairment. It is im-
portant to note that the discovery that larger medial temporal
lobe lesions produce more severe amnesia than smaller le-
sions is compatible with the idea that structures within the
medial temporal lobe might make qualitatively different con-
tributions to memory function. This is because anatomical
projections carrying information from different parts of the
neocortex enter the medial temporal lobe memory system at
different points (Suzuki & Amaral, 1994). 

Another important brain area for memory is the dien-
cephalon. However, the critical regions in the diencephalon
that when damaged produce amnesia have not at the time of
writing been identified with certainty. The important struc-
tures appear to include the mediodorsal thalamic nucleus,
the anterior nucleus, the internal medullary lamina, the
mammillo-thalamic tract, and the mammillary nuclei. Be-
cause diencephalic amnesia resembles medial temporal lobe
amnesia in many ways, these two regions together probably
form an anatomically linked, functional system.

These findings in monkeys are fully consistent with the
findings from human amnesia. Damage limited to the hip-
pocampal region is associated with moderately severe amne-
sia (Rempel-Clower, Zola, & Squire, 1996; Zola-Morgan,
Squire, Rempel, Clower, & Amarel, 1992), and more exten-
sive damage that includes the hippocampal region as well as
adjacent cortical regions is associated with more severe
memory impairment (Corkin, 1984; Mishkin, 1978; Rempel-
Clower et al., 1996; Scoville & Milner, 1957).

The same principle, that more extensive damage produces
more severe impairment, has also been established for the
hippocampus proper in the case of the rat (E. Moser, Moser,
& Andersen, 1993; M. Moser, Moser, & Forrest, 1995). The
dorsal hippocampus of the rat is essential for spatial learning
in the water maze, and progressively larger lesions of this

region produce a correspondingly larger impairment. Thus, in
all three species it has turned out that the brain is organized
such that memory is a distinct and separate cognitive func-
tion, which can be studied in isolation from perception and
other intellectual abilities. Information is still accumulating
about how memory is organized, what structures and connec-
tions are involved, and what functions they support. The dis-
ciplines of both psychology and neuroscience continue to
contribute to this enterprise.

Roger Sperry was another key player in the origins of cog-
nitive neuroscience. He received his doctorate in zoology at
the University of Chicago and then joined Lashley for a year
at Harvard and moved with Lashley to the Yerkes Primate
Laboratory at Orange Park, where he stayed for some years.
Sperry did his pioneering studies on the selective growth
of brain connections during this time (see Sperry, 1951).
Lashley was fascinated by the mind–brain issue—the brain
substrates of consciousness (although he never wrote about
it)—and often discussed this problem with his younger col-
leagues at Orange Park (Sperry, personal communication). In
more recent years, Sperry and his associates at the California
Institute of Technology tackled the issue with a series of com-
missurotomy patients—the human “split-brain” studies. This
work proved to be extraordinary, perhaps the most important
advance in the study of consciousness since the word itself
was developed many thousands of years ago (Sperry, 1968).

Another key origin of the modern field of cognitive neuro-
science is the study of humans with brain damage, as in
Milner’s work on H. M. noted earlier. Other influential scien-
tists in the development of this field were Hans-Lukas Teuber
and Brenda Milner. Karl Pribram also played a critical role.
Teuber received his early training at the University of Basel,
obtained his doctorate at Harvard, and studied with Karl
Lashley. He became chairman of the psychology department
at MIT in 1961. In the 1940s, he published an important se-
ries of papers in collaboration with Bender and others on per-
ceptual deficits following penetrating gunshot wounds of the
brain. Later he also investigated the effects of frontal lesions
on complex performance in humans.

Brenda Milner received her undergraduate training at
Cambridge; then after the war she came to Canada and stud-
ied for her PhD at McGill University under Hebb’s supervi-
sion. Hebb arranged for her to work with Wilder Penfield’s
neurosurgical patients at the Montreal Neurological Institute.
Her work on temporal lobe removal in humans, including
H. M., really began modern study of the memorial functions
of the hippocampus (see earlier). She also collaborated on
studies with Roger Sperry and with Karl Pribram.

Another very important influence in modern cognitive
neuroscience comes from the Soviet scientist Alexander
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Luria, who died in 1977. Luria approached detection and
evaluation of damage to higher regions of the human brain
both as a clinician with extraordinary expertise in neurology
and as a scientist interested in higher functions of the nervous
system (e.g., his book Language and Cognition, 1981).

Yet another origin of cognitive neuroscience is recording
the activity of the human brain, initially using the EEG.
Donald Lindsley was a pioneer in this work. Lindsley did
his graduate work at Iowa and worked with L. E. Travis,
himself an important figure in psychophysiological record-
ing. Lindsley then took a three-year postdoctoral at Har-
vard Medical School (1933–1935). The neurophysiologist
Alexander Forbes was at Harvard doing pioneering studies
on brain-evoked potentials and EEG in animals. The first
human EEG recording laboratory was set up at Harvard, and
Lindsley and other pioneering figures such as Hallowell Davis
did the first EEG recording in America (Lindsley, 1936).

More recently, the method of averaging evoked potentials
recorded from the human scalp made it possible to detect
brain signals relevant to behavioral phenomena that could not
be detected with individual trial recording. Donald Lindsley
was a pioneer in this field as well, doing early studies on
evoked potential correlates of attention. E. Roy John and oth-
ers developed complex, comprehensive methods of quantita-
tive analysis of EEG and evoked potential recordings.

But the techniques that have revolutionized the study of
normal human brain organization and functions are of course
the methods of imaging. The first such method was X-ray-
computed tomography, developed in the early 1970s. The
major innovation beyond simple X rays was complex mathe-
matical and computer techniques to reconstruct the images. 

Somewhat later, positron emission tomography (PET) was
developed. It is actually based on a long used method in
animal neuroanatomy—autoradiography. In this technique, a
radioactive substance that binds to a particular type of mole-
cule or brain region is infused and brain sections are prepared
and exposed to X-ray film. For humans PET involves inject-
ing radioactive substances, for example, radiolabeled oxygen
(15O), in water. Increased neuronal activity in particular re-
gions of the brain causes a rapid increase in blood flow to the
regions, as shown years earlier in work by Seymore Kety and
others. Consequently, the radioactive water in the blood be-
comes more concentrated in active brain areas and is de-
tectable by radioactivity detectors.

The most widely used method at present is magnetic reso-
nance imaging (MRI). This is based on the fact that changes
in blood flow cause changes in the blood’s magnetic proper-
ties, which can be detected as changes in a strong imposed
magnetic field. This method was first used in 1990 (Ogawa,
Lee, Kay, & Tank). The current procedure is termed

functional MRI (fMRI), involving very fast acquisition of
images. A landmark publication in human brain imaging is
the elegant book by two pioneers in the field, Michael Posner
and Marcus Raichle, Images of Mind (1994). The fMRI pro-
cedures have several advantages, such as the fact that they
are noninvasive—no radioactive substance is injected—and
provide better spatial resolution than does PET imaging.
Functional magnetic resonance imaging exploits variations
in magnetic susceptibility that arise from molecular binding
of oxygen to hemoglobin, which can be used to detect blood
flow changes associated with neuronal activity. At the present
time, these neuronal activity-related signals can be derived
from areas of the brain with a spatial resolution of 1 to 2 mm.
Moreover, the temporal resolution of this functional imaging
technique is compatible with the time course needed to carry
out most perceptual and cognitive operations. An important
and promising strategy for the use of fMRI is its use in con-
junction with other kinds of neurobiological techniques, in-
cluding neurophysiology and anatomical and behavioral
analyses. Thus, fMRI provides an extraordinary new window
through which one can probe the neural machinery of cogni-
tion (Albright, 2000).

CONCLUSION

Physiological psychology, the field concerned with biologi-
cal substrates of behavior and experience (mind), has to be
the most important discipline in psychology and the life sci-
ences. The two great questions in science are the nature of the
universe and the nature of the mind. Over the past century,
the field of physiological psychology has spun off a number
of areas that are now separate fields in their own right: vision,
audition, psychophysiology, behavioral genetics, behavioral
neuroscience, and cognitive neuroscience. It seems that in
this sense physiological psychology is destined to self-
destruct. But to participate in the process is surely among the
most exciting intellectual endeavors of our time. 
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Comparative psychology has been a part of American psy-
chology since its emergence as a separate discipline. As early
as 1875, William James wrote to Harvard University presi-
dent Charles W. Eliot “that a real science of man is now being
built up out of the theory of evolution and the facts of ar-
chaeology, the nervous system and the senses” (James,
1875/1935, p. 11). G. Stanley Hall (1901), founder of the
American Psychological Association (APA), regarded the
study of the evolution of the human soul as “the newest and
perhaps richest field for psychology” (pp. 731–732). Future
Yale University president James Rowland Angell (1905)
wrote that “if the evolutionary doctrine is correct, there
seems to be no reason why we should not discover the fore-
runners of our human minds in a study of the consciousness
of animals” (p. 458). Although the field has changed greatly
over more than a century, some of the problems addressed
during this earlier era remain relevant today (Boakes, 1984;
Dewsbury, 1984).

There is no universally accepted definition of comparative
psychology, although there is general agreement concerning
which research is included, excluded, or falls near its bound-
aries. Comparative psychology may be regarded as that part
of the field of animal psychology, the psychology of nonhu-
man animals, not included within either physiological psy-
chology or process-oriented learning studies. Such research

generally is conducted on either species or behavioral pat-
terns not generally utilized in those fields. Comparative psy-
chology fits within the broad field of animal behavior studies,
which includes research by scientists from many disciplines.
Much research within comparative psychology includes no
overt comparisons among species. The goals are to develop
a complete understanding of general principles governing
mind and behavior including its origins (evolutionary, ge-
netic, and developmental), control (internal and external),
and consequences (for the individual, the surrounding envi-
ronment, and for subsequent evolution). Comparison is but
one method of reaching such understanding. Comparative
psychologists take seriously the effects of behavior on differ-
ential reproduction and, ultimately, evolutionary change. In
an article on the contributions of comparative psychology to
child study, a favorite approach of Hall’s, Linus Kline (1904)
used the term zoological psychology as a label for the field;
this may be a more accurate descriptive title than compara-
tive psychology because it highlights the connection of
comparative psychology with zoology—especially so-called
whole-animal biology.

In this chapter, I trace the history of comparative psychol-
ogy from early cave paintings to the present. This entails first
a consideration of the British forerunners of comparative psy-
chology and the emergence of the field prior to World War I.
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This was followed by a postwar period of decline, as younger
comparative psychologists were unable to sustain careers,
and then by a resurgence of activity between the world wars.
The field has remained active since World War II and
has been strongly influenced by developments in European
ethology, sociobiology, and cognitive science.

EARLY HISTORY

Humans have a long history of interest in animal behavior.
Perhaps the first evidence of this is from the cave paintings
depicting animals in southern Europe dating from the Upper
Paleolithic period, 35,000 to 10,000 years before the present.
Domestication of animals began about 11,500 years ago in
the Middle East and Asia (Singer, 1981). Among the ancient
Greeks, Herodotus (c. 425 B.C.) described habits and behav-
ior of animals and made observations on animal physiology.
Interest in animals was brought to a new level by Aristotle
(384–322 B.C.). He relied on observation and inductive rea-
soning, not just speculation, to develop a natural history of
many species. Aristotle believed in the continuity of species,
though he believed species to be fixed rather than evolving.
He also proposed the notion of a Scala naturae, a single di-
mension along which all species could be ordered. Although
this idea, transformed from dealing with the characteristics of
the animals’ souls to their level of intelligence, is still popu-
lar today, it is widely regarded as fallacious. Evolution is
branching, and species do not lie along a single continuum.

During the long period from the ancient Greeks to the
mid-nineteenth century, interest in animal behavior was
strong in three areas. Such individuals as Frederick II of
Hohenstaufen (1194–1250), John Ray (1627–1705), and
Charles George Leroy (1723–1757), studied animal behavior
in nature and developed the area of natural history. A second
area was applied animal behavior, where domestication and
selective breeding of livestock, dogs, and other species con-
tinued and was perfected. Falconers developed remarkable
skills in the control of behavior (Mountjoy, 1980).

Finally, the relation between human and nonhuman
animals became an area of interest to philosophers. The
seventeenth-century French philosopher René Descartes is
credited with popularizing the view that there is an absolute
gulf between humans and all other species. According to
Descartes, humans are the only ones to possess the immate-
rial rational soul that enables abstract reasoning and self-
awareness; animals are automata that can carry on simple
mental functions but cannot think or have language. Darwin’s
work would discredit this dichotomy. An interesting di-
chotomy developed between the British and continental

philosophers regarding the developmental origins of ideas.
British philosophers such as John Locke and David Hume be-
lieved that all knowledge originated in experience. For Locke,
the mind was a tabula rasa, or blank slate. Continental philoso-
phers, such as Immanuel Kant, proposed the existence of an ac-
tive mind with a priori properties, such as categories, that acted
on experience to produce knowledge. This geographic differ-
ence can be seen in contrasting the British and continental ap-
proaches to the field of ethology in the twentieth century.

FORERUNNERS OF COMPARATIVE
PSYCHOLOGY

The intellectual grounding for a comparative psychology was
provided in the nineteenth century with the development of
the theory of evolution. The notion that evolution had oc-
curred did not originate with Charles Darwin but rather de-
veloped with the work of such individuals as Erasmus
Darwin (his grandfather), Jean-Baptiste Pierre Antoinne de
Monet de Lamarck, and Robert Chambers. Darwin provided
a viable mechanism, the theory of natural selection, and es-
tablished that no mystical forces affected the direction of
evolutionary change. Change is the result of differential re-
production under prevailing circumstances. What was critical
for comparative psychology was the solidification of the idea
that human and nonhuman animal behavior is continuous and
thus both can be studied and compared with similar methods.
This need not imply that there are no important differences
between humans and nonhuman animals (henceforth called
animals), but only that there are similarities and that any dif-
ferences will best be revealed through careful comparisons.
Although his Origin of Species (1859) and Descent of Man
(1871) are Darwin’s best-known works, The Expression of
the Emotions in Man and Animals (1872) was especially im-
portant for comparative psychology because it showed how a
comparative study of behavior might be conducted. Among
Darwin’s many contributions to comparative psychology, we
should remember that in the 1871 work Darwin laid out im-
portant principles of sexual selection, the manner in which
individual males and females find mates and achieve repro-
ductive success. Sexual selection has been an important topic
in the field of comparative psychology in recent years.

Darwin’s protégé was George John Romanes, an excellent
scientist, who worked with jellyfish, starfish, and sea urchins
(Romanes, 1885). He was also committed to demonstrating
Darwin’s principle of continuity in instinct and mind in hu-
mans and animals. In Animal Intelligence (1882), Romanes,
like most of his contemporaries, relied heavily on anecdotes,
reports of single instances of behavior provided by various
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associates. Although he tried to be careful in selecting these,
some of them are rather far-fetched and have led to a vilifica-
tion of Romanes and his methods. His reputation was fur-
ther tarnished because, in his efforts to establish continuity,
he tended to anthropomorphize (i.e., attribute human proper-
ties to animals). Romanes’s many contributions are often
neglected.

A more conservative approach to animal behavior was
taken by another Englishman, C. Lloyd Morgan, in his book
An Introduction to Comparative Psychology (1894). Al-
though this was a multifaceted work, Morgan is best remem-
bered for one sentence, which has come to be known as
Lloyd Morgan’s Canon:

In no case may we interpret an action as the outcome of the ex-
ercise of a higher psychical faculty, if it can be interpreted as the
outcome of the exercise of one which stands lower in the psy-
chological scale. (p. 53)

Morgan clearly believed in a hierarchy of psychological
processes, with some processes being higher, or more com-
plex, than others. He suggested that we can only invoke the
higher processes when behavior cannot be explained in terms
of lower, or simpler, psychological processes. This principle
is often confused with a related dictum, the law of parsimony
(Dewsbury, 1984; Newbury, 1954). The terms “law of parsi-
mony” and “Occam’s razor” can be used interchangeably for
most purposes. These terms refer to the assumptions made in
providing an explanation rather than to the complexity of the
psychological processes that are invoked. Thus, other things
being equal, we should strive for explanations that do not
multiply explanatory principles and that are simple explana-
tions in that sense. Morgan (1894), by contrast, noted that
“the simplicity of an explanation is no necessary criterion of
its truth” (p. 54). It would be possible to construct an inter-
pretation based on lower psychological processes but that
introduces numerous additional assumptions and is thus con-
sistent with Morgan’s Canon but inconsistent with the law of
parsimony or one that is parsimonious but in violation of the
canon. The canon implies, for example, that we should be
very careful in attributing consciousness to animals. By no
means did Morgan wish to suggest that animals lack con-
sciousness; rather, he meant that we could invoke such a
process only when necessary to explain observations that
could not be explained with psychologically lower complex
processes.

Other investigations in the growing field of animal
behavior studies were conducted by such Britishers as
Douglas A. Spalding, Sir John Lubbock, and L. T. Hobhouse
and Americans such as Lewis Henry Morgan, T. Wesley

Mills, George W. Peckham, and Elizabeth Peckham. Espe-
cially notable was the work of Charles H. Turner on the com-
parative psychology of crayfish, ants, spiders, bees, and other
invertebrates. Turner was an African American scientist of
the time who published significant research in major journals
(see Cadwallader, 1984).

COMPARATIVE PSYCHOLOGY BEFORE
WORLD WAR I

Building on these foundations, comparative psychology
emerged as a significant, visible discipline during the late
nineteenth and early twentieth centuries in the universities of
the United States (see Dewsbury, 1992). Hall had been called
to the presidency of Clark University and brought with him
Edmund C. Sanford, who ran the laboratory. They taught
courses and attracted students to comparative psychology.
The laboratory course included work on microscopic ani-
mals, ants, fish, chicks, white rats, and kittens. Graduate stu-
dent Linus Kline (1899), who did some of the teaching,
suggested that “a careful study of the instincts, dominant
traits and habits of an animal as expressed in its free life—in
brief its natural history should precede as far as possible any
experimental study” (p. 399). The best known of the early
Clark studies were those on maze learning published by
Willard S. Small (1901). Kline mentioned to Sanford that he
had observed runways built by feral rats under the porch of
his father’s cabin in Virginia, and Sanford suggested the use
of a Hampton Court maze as an analog of the learning re-
quired of rats in nature (Miles, 1930). Small and Kline con-
structed the mazes and other devices in which to study the
learning process in rats. Thus, the early studies were designed
to mimic situations the subjects faced under natural condi-
tions. The Clark program was not limited to such studies.
Under the influence of Hall, there was a strong developmen-
tal focus, as in Small’s (1899) study of the development of
behavior in rats and in Conradi’s (1905) study of the devel-
opment of song in English sparrows. James P. Porter (1906)
analyzed the naturally occurring behavioral patterns of two
genera of spiders.

Robert M. Yerkes, under the influence of William James
and Hugo Münsterberg, was a mainstay of comparative
psychology during this period at Harvard. He studied the be-
havior of a wide variety of invertebrates such as crayfish
(Yerkes & Huggins, 1903) and published one of the early
classics of the field, The Dancing Mouse (Yerkes, 1907), a
comprehensive study of a mutant mouse strain. Yerkes and
his students also studied a variety of behavioral patterns and
species, including sensory function, such as Cole’s (1910)
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study of the reactions of frogs to four chlorides; genetics and
development, such as Yerkes and Bloomfield’s (1910) study
of the reactions of kittens to mice; and learning, such as
Coburn and Yerkes’s (1915) study of crows.

Edward Bradford Titchener dominated psychology at
Cornell University. Although he is often portrayed as having
opposed comparative psychology, he conducted a number of
studies in the field early in his career (Dewsbury, 1997). A
prize student at Cornell was his first PhD, Margaret Floy
Washburn, who later became the second woman elected to
the presidency of the APA. Her most notable contribution to
comparative psychology was her book The Animal Mind
(1908), that went through four editions and was the standard
textbook in comparative psychology into the 1930s. Re-
search at Cornell included a study of vision in fish (M. F.
Washburn & Bentley, 1906) and one on learning in parame-
cia (Day & Bentley, 1911). Even Edwin G. Boring (1912),
future historian of psychology, published a study of phototro-
pisms in flatworms.

The pride of the program at the University of Chicago,
directed by Angell, was John Broadus Watson. Although
Watson became famous later in his career for his writings
on behaviorism, he did work in comparative psychology dur-
ing his younger years. His dissertation, Animal Education
(Watson, 1903), was an early study in developmental psy-
chobiology, as Watson tried to correlate the development of
learning in rats with the development of the nervous system.
Watson also studied imitation in monkeys and spent several
summers studying noddy and sooty terns on the Dry Tortugas
Islands off Florida (e.g., Watson & Lashley, 1915). This study
anticipated some later research in ethology. Many psycholo-
gists who know only his writings on behaviorism are
surprised by his earlier thinking on instinctive behavior
(Watson, 1912). Most of the other students in animal psy-
chology at Chicago worked on rats, although Clarence S.
Yoakum (1909) studied learning in squirrels.

Edward L. Thorndike had a brief, but extremely influen-
tial, career in comparative psychology. After conducting
some research with William James at Harvard, Thorndike
moved to Columbia University, where he completed his PhD
under James McKeen Cattell in 1898. After a year at Western
Reserve University, he returned to Columbia, where he spent
the remainder of his career, most of it as an educational psy-
chologist. His dissertation, Animal Intelligence (Thorndike,
1898), was a classic study of cats learning to escape from puz-
zle boxes; Thorndike (1911) later expanded this work with
the addition of several previously published articles. He be-
lieved that cats used simple trial and error to learn to operate
manipulanda to escape from the compartments in which they
had been enclosed; they kept emitting different behavioral

patterns until one was successful. Further, he believed that
virtually all learning in all species followed the same laws of
trial-and-error and reward (the law of effect). This provided
little impetus for comparative analysis. Thorndike’s major
contribution was the development of precise methods for
careful study of learning in the laboratory. In the tradition of
C. L. Morgan, Thorndike generally sought to explain behav-
ior in terms of relatively simple processes and eschewed no-
tions of insight in creative problem solving. T. Wesley Mills
took a very different approach, closer to that of Romanes than
to that of Morgan. This led to a bitter exchange of mutually
critical articles. Mills emphasized the importance of testing
under natural conditions, writing of Thorndike’s puzzle box
experiments that one might “as well enclose a living man in a
coffin, lower him, against his will, into the earth, and attempt
to deduce normal psychology from his conduct” (Mills, 1899,
p. 266). Thorndike (1899) defended his research as the only
way “to give us an explanatory psychology and not fragments
of natural history” (p. 415).

Karl S. Lashley, best known as a physiological psycholo-
gist, also had a lifelong interest in comparative psychology.
He was influenced by Watson at Johns Hopkins and spent one
summer working with him on the tern project. Lashley influ-
enced comparative psychology not only through his research
and integrative writings but also through his students. Harry
M. Johnson was another Hopkins-trained comparative psy-
chologist, as exemplified in his study of visual pattern dis-
crimination in dogs, monkeys, and chicks (Johnson, 1914).

Other comparative psychologists in graduate school dur-
ing this period included John F. Shepard at the University of
Michigan, who did many studies of learning in ants and rats
(see Raphelson, 1980), and William T. Shepherd at George
Washington University, who worked on a variety of species
(e.g., Shepherd, 1915).

Perhaps the most influential foreign-born comparative
psychologist was Wolfgang Köhler, who completed a doctor-
ate at the University of Berlin in 1909. Much of his career
was devoted to the development and promotion of Gestalt
psychology. His major work in comparative psychology was
conducted on the island of Tenerife in the Canary Islands dur-
ing World War I. Köhler’s best-known studies were of prob-
lem solving with chimpanzees. These studies used such tasks
as the stacking of boxes to reach a banana suspended above
the animals’ enclosure and stick problems in which the chim-
panzees had to manipulate sticks of one sort or another to
reach a banana that was placed outside of the enclosure
where it could be reached with a stick but not without it
(Köhler, 1925).

Little original theory was created during this period. The
guiding theoretical framework came from the theory of
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evolution. Attention was devoted to building an empirical
foundation for the field. The range of species studied was ex-
tensive. Although the study of learning came to be especially
prominent, there was much research on sensory function, de-
velopment, and social behavior as well. Although only a few
comparative psychologists studied animal behavior in the
field, many were aware of the place of their study subjects in
nature and used that awareness in understanding behavior.

Although the foundations for a stable field of comparative
psychology appeared to have been laid, it was not to be—at
least not yet. A number of problems arose. The major diffi-
culty lay in the place of comparative psychology, as a study
of behavior in animals, in psychology, a discipline most
viewed as the study of mind and behavior in humans. Despite
its intellectual and historical connections with the rest of psy-
chology, comparative psychology was perceived as a periph-
eral field. Pressures were brought to bear on those trained in
comparative psychology to switch and move to other re-
search areas, especially applied fields. At Harvard, for exam-
ple, Münsterberg (1911) wrote of Yerkes to President Abbott
Lawrence Lowell that “anyone interested in those animal
studies alone is in no way a real psychologist, and really no
longer belongs in the philosophy department.” The situation
was complicated because psychologists doing laboratory
studies of animals required special facilities that were both
expensive and viewed by some as undesirable because of
odor and atmosphere. Some had philosophical objections to
animal research. It became clear to many that the path to pro-
motion was to leave comparative psychology for applied
fields (Dewsbury, 1992). As a result, most comparative psy-
chologists educated during these years followed such paths
and left the field. The American entry into World War I and
the loss of personnel to military endeavors exacerbated the
situation.

BETWEEN THE WORLD WARS

The period running from the late 1910s and through the
1920s was a nadir for the field. With the old foundation for
the field gone, a new one had to be constructed.

Leaders of the Reconstruction

Few psychologists were in the universities to engage in re-
construction. Harvey Carr and Walter Hunter, products of the
Chicago program, remained active, as did Karl Lashley,
who was influential in the careers of many aspiring compara-
tive psychologists. After the war, Yerkes spent several years
in Washington before Angell, then the president of Yale

University, brought him to New Haven in 1924. Yerkes and
Lashley would be pivotal in the redevelopment of compara-
tive psychology that would help to establish it as a field that
has been strong ever since. Several other individuals who
would lead the reformulation of comparative psychology
were educated in other programs scattered about the country.

Although Yerkes functioned as an administrator in
Washington until 1924, he never lost sight of his plan for a re-
search station where nonhuman primates might be studied
(Yerkes, 1916). In 1915, he took a half-year sabbatical to
conduct research on primates in California. In 1923 he pur-
chased two animals, Chim and Panzee, for study, primarily at
his summer home in New Hampshire. The following sum-
mer, he studied primates in the colony of a private collector,
Madame Rosalia Abreu in Havana, Cuba. All the while, he
was publishing material on primate research (e.g., Yerkes,
1925) and lobbying various private foundations for funds for
a primate facility. Finally, in 1925 the Rockefeller Founda-
tion appropriated funds to support a primate facility in New
Haven and, in 1929, for a feasibility study for a remote pri-
mate station. Later that year, $500,000 was granted and
Yerkes established the Anthropoid Station of Yale University
(later renamed the Yale Laboratories of Primate Biology
when it was incorporated in 1935 and the Yerkes Laborato-
ries of Primate Biology upon its founder’s retirement). The
facility would remain in Orange Park until 1965 and was a
focal point of research on the great apes.

Lashley moved to the University of Minnesota in 1917
and, with an interlude of work in Washington, D.C., remained
there until he moved to Chicago, first to the Behavior
Research Fund of the Institute for Juvenile Research in 1926
and then to the University of Chicago in 1929. He moved to
Harvard University in 1935, and in 1942, he became the sec-
ond director of the Yerkes Laboratories of Primate Biology in
Orange Park, Florida, from which he retired in 1955.

New Blood for Comparative Psychology 

A cluster of comparative psychologists of lasting impact
completed graduate training during the 1920s and 1930s. Per-
haps the first of the new generation of comparative psycholo-
gists was Calvin P. Stone, who completed his PhD under
Lashley at Minnesota in 1921. Stone went on to a long career
at Stanford University, where he was noted for his studies of
sexual behavior and the development of behavior, for his ed-
itorial work, and for mentoring numerous students.

Zing-Yang Kuo, a native of Swatow, Kwangton, China,
completed a doctorate with Edward C. Tolman at the Univer-
sity of California at Berkeley in 1923. The primary issue
with which Kuo grappled during his career was the nature of
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development and the relative roles of nature and nurture. At
various stages of his career he concluded that there was either
little evidence of genetic effects or that genetic and environ-
mental influences were so intimately entwined that it was im-
possible to separate them. Although he was able to publish
some articles throughout his career, his difficulty in finding
employment in the United States and his involvement in ad-
ministrative and political turmoil in China greatly limited his
influence.

Carl J. Warden completed a PhD at the University of
Chicago in 1922; he spent much of his career at Columbia
University. Among his contributions to the field were his
writings on the history of comparative psychology, text-
books, and research. The latter often entailed use of the
Columbia Obstruction Box, in which a rat had to cross a
shock grid in order to reach an incentive (e.g., Warden, 1931).
The greater the intensity of the shock the animal was willing
to endure, the greater was the animal’s drive believed to be.

Henry W. Nissen completed a PhD with Warden at
Columbia in 1929. He spent much of career working on pri-
mate behavior under the influence of Yerkes, first at Yale
University and later at the Yerkes Laboratories of Primate
Biology. He was the director of the latter facility from 1955
to 1958. Nissen is said to have known more about chim-
panzees and their behavior than anyone else of his time but
was a self-effacing psychologist whose influence was limited
by his reticence. Nevertheless, his career was prominent
enough to earn him election to the prestigious National
Academy of Sciences of the United States.

A remarkable cluster of students worked with Lashley at
the University of Chicago during the early 1930s (Dewsbury,
in press-a). Norman R. F. Maier completed a PhD with
Shepard at Michigan in 1928 and, after a year on the faculty
at Long Island University, went to work with Lashley during
1929–1931. He then spent most of his career back at
Michigan. In comparative psychology, Maier is best known
for his studies of problem solving in which he suggested that
rats do not learn to solve complex processes via the simple
associative processes suggested by Thorndike but rather use
a process of reasoning (e.g., Maier, 1937). This was part of a
fairly substantial interest in cognitive approaches to behavior
during the 1930s (Dewsbury, 2000). He was also interested in
the abnormal behavior, including fixations and seizures, that
sometimes occurred in his testing situations.

Theodore C. Schneirla also completed his doctorate with
Shepard at Michigan in 1928. Shepard interested Schneirla
in studies of the behavior of ants, which became the focus
of Schneirla’s career. In 1927, he moved to New York Uni-
versity, combining his duties there with a position at the
American Museum of Natural History during much of his

career. He went to work with Lashley in Chicago during
1930–1931. Schneirla was a primary exemplar of the role of
field research in comparative psychology, as he made many
trips to study the complex adaptive patterns of various
species of ants at many sites. He also conducted notable lab-
oratory research on learning in ants. Schneirla also engaged
in theory construction. He advocated a concept of integrative
levels, occupied by different species. With this concept, he
called for caution in generalizing across widely diverse taxa.
He also was a strong advocate of the epigenetic approach to
development and opposed the notion that some behavioral
patterns are innate. He believed that tendencies to approach
toward and withdraw from stimuli of varying intensities
played an important role in development (see Aronson,
Tobach, Rosenblatt, & Lehrman, 1969).

Frank A. Beach completed an MA degree at the Kansas
State Teachers College in Emporia before going to Chicago
to complete his doctorate. He worked with Lashley during
1933–1934, taught high school for a year, and then returned
to Chicago for further graduate work. Lashley was gone by
then, but Beach followed him to Harvard in 1936. He com-
pleted the final requirements for the Chicago PhD in 1940.
Beach spent his career at the American Museum of Natural
History, Yale University, and the University of California,
Berkeley. He is probably best known today for a series of
incisive articles he wrote about the state of comparative psy-
chology and the conceptual foundations thereof. The best-
known example is his “The Snark Was a Boojum” (Beach,
1950). Beach argued that throughout the first half of the
twentieth century, comparative psychologists had become
interested in a more narrow range of behavioral patterns
and progressively fewer species, primarily white rats. He
suggested that this was not a healthy development. In “The
Descent of Instinct” (1955), he criticized simplistic concep-
tions of the concept of instinct. His research program was a
broadly based attack directed primarily at the determinants of
reproductive behavior. He was interested in the neural bases,
endocrine correlates, evolution, development, and situational
determinants of reproductive and social behavioral patterns. 

Isadore Krechevsky, later David Krech, studied first at
New York University but completed his doctorate with
Edward C. Tolman at the University of California at Berke-
ley. He then moved to the University of Chicago, initially
with Lashley, where he remained from 1933 to 1937. A polit-
ical activist, he had to change affiliations with some fre-
quency because of difficulties with administrators, but he
spent the last part of his career, beginning in 1947, at Berke-
ley. Krechevsky (1932) showed that as rats learn mazes, they
appear to form “hypotheses,” systematic runs of choices gov-
erned by different rules, each of which is tried as a solution
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is sought. As with Maier’s work, this was part of the 1930s
effort in comparative cognition.

The fifth important comparatively oriented student to
work with Lashley at Chicago was Donald Olding Hebb.
Hebb moved to Chicago in 1934 and accompanied his men-
tor to Harvard after one year. He received a Harvard PhD in
1936. He then filled positions in Canada and, in 1942, re-
joined Lashley in Orange Park. In 1947, Hebb joined the fac-
ulty at McGill, from which he retired in 1974. Like Lashley,
Hebb is best remembered for his contributions to physiologi-
cal psychology. His The Organization of Behavior (1949) was
important in the reinvigoration of physiological psychology
after World War II and introduced the so-called Hebb synapse
to psychology. Like Beach and Schneirla, Hebb worked to-
ward reinterpretation of behavioral patterns that appeared to
be innate (Hebb, 1953). His comparative interests are also ap-
parent in his efforts to get studies of animal social behavior
more recognition in the field of social psychology (Hebb &
Thompson, 1954).

Two important comparative psychologists completed
PhDs under Stone at Stanford. Harry F. Harlow completed
the PhD in 1930 and spent the rest of his career at the
University of Wisconsin. He spent much of his career study-
ing learning in rhesus monkeys, where he developed an error
factor theory, according to which the primary process during
learning often involved the manner in which errors were
eliminated. Harlow is best known, however, for his work on
behavioral development. He found the social and reproduc-
tive behavior of rhesus monkeys reared in the absence of
their parents and siblings to be greatly distorted. Deficits in
learning were found to be much less severe. With many im-
portant students educated in his program and with his editor-
ial and administrative work, Harlow was a very influential
comparative psychologist.

The other Stanford-Stone graduate was C. Ray Carpenter,
who completed his studies in 1932 with work on endocrine
influences on pigeons. He is best known, however, as the
“father” of primate field research. With the help of Yerkes,
Carpenter began a series of field studies in locations such as
Panama, Southeast Asia, and India (e.g., Carpenter, 1934).
He established a colony of rhesus monkeys on the island of
Cayo Santiago, off Puerto Rico. This was the first sophisti-
cated work on primates in their native habitats. This field has
exploded in recent years with the work of such scientists as
Jane Goodall and George Schaller. Many people are sur-
prised to learn of the role of a psychologist in establishing the
subdiscipline of primate field research. Carpenter spent much
of his career at the Pennsylvania State University, where he
also devoted much effort to documenting studies of primates
and other species on film.

Other comparative psychologists completing graduate
work during this era included Curt P. Richter (Johns Hopkins,
1921), Carl Murchison (Johns Hopkins, 1923), Leonard
Carmichael (Harvard, 1924), Lucien H. Warner (Columbia,
1926), Otto L. Tinklepaugh (Berkeley, 1927), Winthrop N.
Kellogg (Columbia, 1929), and Meredith P. Crawford
(Columbia, 1935).

The State of Comparative Psychology between the Wars

The comparative psychologists educated during the 1920s
and 1930s placed comparative psychology on a firm footing.
Unlike the pre–World War I cadre, this group was successful
in securing research support and in educating a next genera-
tion of comparative psychologists who would carry on the
tradition. Nevertheless, much was not well. This group of
comparative psychologists, which appears to coalesce as a
coherent unit when viewed in retrospect, did not appear so
when viewed in its time. There were a number of reasons for
this.

Disciplines and subdisciplines become recognizable and
influential with the development of a set of institutional land-
marks including departments, textbooks, courses, research
facilities, organizations, meetings, and journals. During this
period, comparative psychology was well established in
many departments, and courses were a staple in many places.
In other respects, however, it lacked elements that foster
cohesion.

Textbooks

The 1930s saw the greatest burst of publication for textbooks
in the history of the field. Margaret Floy Washburn’s The An-
imal Mind had been dominant since 1908. Her fourth edition
appeared in 1936. The most influential book of the era was
Maier and Schneirla’s Principles of Animal Psychology
(1935). The textbook provided a comprehensive overview of
the field, beginning with 11 chapters organized according to
animal taxa. Material concerning receptor equipment, sensi-
tivity, conduction, and the action system is provided for each
group. The second part of the book is concerned with natively
determined behavior, sensory function, and neural mecha-
nisms in mammals. Part III addresses learning and mental
processes.

The most comprehensive of the works was the three-
volume Comparative Psychology: A Comprehensive Treatise
(1935, 1936, 1940) by Warden, T. N. Jenkins, and Warner.
The first volume deals with principles and methods; the
second volume with plants and invertebrates; and the third
volume with vertebrates. 
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A tradition of edited textbooks in the field began with F. A.
Moss’s (1934) Comparative Psychology. The 15 chapters
included information on maturation, motivation, sensory
function, learning, individual differences, animal social psy-
chology, and a set of related topics. This work was followed
by similar volumes from various editors at regular intervals
in 1942, 1951, 1960, and 1973.

An interesting approach was taken by Normal L. Munn
(1933) with his An Introduction to Animal Psychology. The
book is concerned solely with the behavior of laboratory rats
and provides a comprehensive review of many characteristics
of rats.

Other Characteristics

In some respects, the textbooks were the only bright spot in
the institutionalization of comparative psychology during the
period between the wars. One problem was that of definition,
a difficulty that still affects the field today. There was clearly
a cadre of comparative psychologists of the sort included by
my definition. The term comparative psychology, however,
was used in a variety of ways. Often, it referred to all animal
psychology. Important work was being done in the fields of
animal learning and cognition during this period. Much of the
work, however, was done within a more process-oriented
framework than most work in comparative psychology as de-
fined here. Similarly, numerous physiological studies were
conducted. The true comparative tradition was obscured, in
part, because the field lacked a clearly differentiating name,
clear definition, and less permeable boundaries.

A landmark was the beginning of the publication of the
Journal of Comparative Psychology in 1922. The field had
had other journals, including the Journal of Comparative
Neurology and Psychology (1904–1910), the Journal of Ani-
mal Behavior (1911–1917), and Psychobiology (1917–1920).
With the Journal of Comparative Psychology, however, the
field finally appeared to have a named journal to provide unity
for the discipline. However, it was not to be. The journal be-
came one of animal psychology and the primary vehicle for
the publication of research in all fields of animal psychology,
thus muddying the definitional problem even further. Indeed,
during the 1920s, the Journal of Comparative Psychology in-
cluded a significant number of studies of human behavior
(Dewsbury, 1998).

A complete perspective on comparative psychology re-
quires consideration of its flaws as well as its accomplish-
ments. Some of the writings of the time appear to be racist, at
least by contemporary standards. The early volumes of the
Journal of Comparative Psychology included numerous arti-
cles on race differences regarding performance on intelligence

tests, emotional traits, and physical development. In addition,
Watson (1919) wrote that “psychologists persistently main-
tain that cleanliness is instinctive, in spite of the filth of the
negro, of the savage, and of the child” (p. 260), and Yerkes
(1925) wrote that “certainly these three types of ape [chim-
panzees, orangutans, and gorillas] do not differ more obvi-
ously than do such subdivisions of mankind as the American
Indian, the Caucasian, and the Negro” (p. 56). There are many
aspects of the history of comparative psychology that are wor-
thy of pride; a balanced view must include aspects lacking in
such worth.

Perhaps underlying the looseness of organization of com-
parative psychology was a lack of identity among the leaders
in the field. Although all would probably have accepted the
title of comparative psychologist, there was no sense of unity
or effort to differentiate their work from that of other animal
psychologists who often were included as “comparative psy-
chologists.” There was no unifying theory of the sort devel-
oped by the followers of B. F. Skinner. There was no agenda
of the sort later promulgated by the European ethologists.
Most comparative psychologists of the era were independent-
minded individuals concerned with doing their research, re-
porting it at existing meetings, and publishing it in mainline
journals. There were no efforts to form new organizations or
otherwise band together to define the developing tradition
with any precision. As a result, the individual researchers
gained respect and prestige for their efforts but they lacked
real influence as a group. The subdiscipline that seems so
clear in retrospect was not developed as an entity.

COMPARATIVE PSYCHOLOGY SINCE
WORLD WAR II

The story of comparative psychology since World War II is
one of developments within the field and response to influ-
ences from outside. The war caused some interruption in the
efforts that could be devoted to comparative psychology. The
improved funding environment and the growth of universi-
ties after the war, however, fueled rapid growth.

Personnel

Most critical was the availability of personnel. With stable
positions, most of the prewar generation of comparative psy-
chologists were able to develop active laboratories and pro-
duce a continued output of research. As universities grew
and fellowships became available, this generation, in turn,
produced a new generation of comparative psychologists.
In 40 years at the University of Wisconsin, Harlow alone
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supervised 35 PhDs, including such names as Abraham
Maslow, Donald R. Meyer, John M. Warren, Gerald E.
McClearn, Allen M. Schrier, Leonard A. Rosenblum, and
Stephen J. Suomi (Suomi & Leroy, 1982). During his career,
Beach supervised 41 predoctoral and postdoctoral students
(McGill, Dewsbury, & Sachs, 1978). Schneirla left a legacy
of influential students including Daniel S. Lehrman, Jay S.
Rosenblatt, and Ethel Tobach. Similar programs were devel-
oped elsewhere. Then, of course, these students found jobs,
built laboratories, and began educating yet another genera-
tion. Comparative psychology still had a problem in that
many who published animal research early in their careers
left to become prominent in other fields of psychology. Ex-
amples include Maslow, William Bevan, Jerome S. Bruner,
William K. Estes, Eugene Galanter, Eleanor J. Gibson,
Jerome Kagan, Quinn McNemar, M. Brewster Smith, and
Dael L. Wolfle. Comparative psychology was always a small
part of the big picture of American psychology. Nevertheless,
there was a solid cadre of comparative psychologists carrying
on the tradition.

Funding

Critical to the growth of comparative psychology was
the availability of funding. Prior to World War II, most fund-
ing for research came either from local sources or from
private foundations, with prospective recipients making
the rounds seeking research support. An exception was the
Rockefeller Foundation–funded Committee for Research in
Problems of Sex (Aberle & Corner, 1953). The explosive
growth of support for scientific research not only increased
the funding available but changed the pattern to one that in-
volved the submission of research proposals that were subse-
quently subject to peer review.

I have analyzed funding patterns for comparative psychol-
ogy for 1948–1963 at both the National Institute of Mental
Health (NIMH) and the National Science Foundation (NSF)
(Dewsbury, in press-b). According to my analysis, the NIMH
awarded a total of 117 grants in comparative psychology for
approximately $5.6 million during this period. The mean
grant was for 2.5 years with an annual budget of under
$20,000. The NSF program in psychobiology, not begun until
1952, awarded 72 grants in comparative psychology for a
total of over $1.4 million with a mean size much smaller than
those from the NIMH. The top-10 grant getters at the NIMH
were Harlow, Lehrman, John Paul Scott, Richter, Eckhard
Hess, Nissen, Beach, William Mason, M. E. Bitterman, and
Schneirla. Half of those—Beach, Harlow, Lehrman, Nissen,
and Richter—were elected to the National Academy of
Sciences of the United States. Nissen, Schneirla, and Richter

also were among the top-10 grant getters in comparative psy-
chology at the NSF. The leading research topic in the NIMH
grants was behavioral development. The NSF grants were
less concentrated, with a greater emphasis on sensation and
perception and general studies of behavior. This input of
funding helped to create a great surge of research in compar-
ative psychology, still small relative to the rest of psychology
but substantial relative to that which had come before.

Research Centers

Although most comparative psychologists were scattered
about the country in various universities, this funding en-
abled the development of several centers for research. The
Yerkes Laboratories of Primate Biology in Orange Park,
Florida, were pivotal. Yerkes remained as director from its
founding in 1930 until 1941 (Yerkes, 1943). He was suc-
ceeded in turn by Lashley and Nissen. Arthur J. Riopelle and
Geoffroy Bourne were the final two directors in Orange Park.
When the federal government established a program of
Regional Primate Centers, Emory University, which then
owned the Laboratories, moved them to their home campus
in Atlanta. In addition to its directors, many other scientists
such as Roger Sperry, Kenneth Spence, Austin Riesen, Paul
Schiller, Hebb, Mason, and many others worked in Orange
Park. From 1930 to 1965, the total budget was over $2.5 mil-
lion. During the early years, the funding came almost exclu-
sively from university and private foundation sources. This
was reversed, and during the last five years for which data are
available, over two-thirds of the funds came from the federal
government. With greatly increased funding, the facility has
thrived in Atlanta, albeit with a more biomedical emphasis.

Harlow established and directed a primate laboratory at
the University of Wisconsin. With the founding of a Regional
Primate Research Center in Madison in 1964, Harlow as-
sumed its directorship as well. Behavior programs also
thrived in regional primate research centers in New England,
Louisiana, Oregon, Washington state, and Davis, California.

The behavior program at the Jackson Laboratory in Bar
Harbor, Maine, was founded by John Paul Scott, who was ed-
ucated as a geneticist but functioned in departments of psy-
chology during much of his career. Joined by John L. Fuller,
Walter C. Stanley, John A. King, and others, the program re-
ceived substantial grant support and became a center for re-
search on inbred strains of house mice and five breeds of
dogs. It was also the site of two important conferences that
helped to coalesce the field of animal behavior studies.

Another focal point developed in the New York City
area. In 1937, Beach moved to the American Museum of
Natural History, where he founded the Department of Animal
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Behavior in 1942. Schneirla and Lester R. Aronson joined
him in the department; Schneirla succeeded Beach as curator
when Beach left for Yale University in 1946. Students such as
Tobach, Rosenblatt, and Howard Topoff graduated and re-
mained in the New York area. After graduating, one promi-
nent student in the program, Daniel S. Lehrman, moved to the
Newark, New Jersey, campus of Rutgers University, where
he founded the Institute of Animal Behavior in 1959. This,
too, became an important center for education and research.
The focus of this whole group was on an epigenetic approach
to development, and this New York epigeneticist group pro-
duced numerous students and programs in the field.

Journals

Beginning in 1947, the Journal of Comparative Psychology
adopted a name more descriptive of its coverage: the Journal
of Comparative and Physiological Psychology. That title re-
mained until 1983, when it was split into three journals even
more descriptive of the three prominent parts of animal psy-
chology at the time: Behavioral Neuroscience, the Journal of
Experimental Psychology: Animal Behavior Processes, and
the reformulated Journal of Comparative Psychology.

The scope of the growth of animal psychology can be seen
in an analysis of the articles appearing in the Journal of Com-
parative and Physiological Psychology in 1963 as compared
with 1949 (Dewsbury, in press-b). The number of articles
published increased by a factor of nearly 3.5 from 60 to 208.
There were few footnote credits to federal funding sources in
1949; by 1963, just 14 years later, it had risen eightfold.

Comparative psychologists published in other American
journals as well. Some comparative psychologists found
American journals uncongenial and published in the grow-
ing stable of European journals, including Animal Behav-
iour, Behaviour, and the Zeitschrift für Tierpsychologie (now
Ethology).

Academic Societies

No one academic society has emerged as the primary home
for comparative psychologists. The APA remains the leading
organization of psychologists, but its Division of Behavioral
Neuroscience and Comparative Psychology (Division 6) is
but a small part of the APA. Some psychologists have given
allegiance to other psychological organizations such as the
Psychonomic Society or the American Psychological Society.
The Animal Behavior Society in North American, the Associ-
ation for the Study of Animal Behavior in Great Britain, and
the International Ethological Congress have become the lead-
ing organizations in the field of animal behavior studies.

Many comparative psychologists participate in these. The
International Society for Comparative psychology, founded
in 1983, has great possibilities that have not yet been realized.

Soul-Searching

Comparative psychologists have often assessed the state of
their discipline and often criticized the directions taken.
Three major articles stand out. In his famous “The Snark Was
a Boojum,” mentioned earlier, Beach (1950) argued that
comparative psychology had begun as the study of a wide
range of topics in a wide range of species but had degenerated
into the study of learning in rats. He stressed the need for a
resurrection of the breadth that had earlier characterized the
field. Although Beach’s analysis was flawed (Dewsbury,
1998), it was quite influential.

In the second major critique, Hodos and Campbell (1969)
criticized comparative psychologists’ perspective on evolu-
tionary history. They argued that comparative psychologists
still utilized the concept of a Scala naturae, derived from
Aristotle, that implies that all species can be placed along a
single great chain of being. They pointed to the branching na-
ture of evolutionary history and to the need for a more realis-
tic selection of species in comparative analyses.

In “Reflections on the Fall of Comparative Psychology: Is
There a Lesson for Us All?” Lockard (1971) detailed 10
myths that he thought plagued the field. He incorporated the
problems discussed by both Beach (1950) and Hodos and
Campbell (1969) and added that comparative psychologists
had devoted too little effort to the study of individual differ-
ences, species differences, genetics and evolution, and field
research. Lockard advocated a more realistic biological ap-
proach for comparative psychology.

All three were effective critiques that provoked much dis-
cussion and appear to have helped to stimulate change. How-
ever, all three appear to have been overstatements of the
problems. This may have been caused, in part, by the lack of
a clear differentiation of true comparative psychology from
other important, but different, parts of animal psychology. A
survey published in 1980 revealed that comparative psychol-
ogists remained divided with regard to both the definition and
status of the field (Demarest, 1980).

THREE IMPORTANT POSTWAR INFLUENCES

There were three major influences on comparative psychol-
ogy after World War II. The first was from the important
field developed by European zoologists that became know
as ethology. The second stemmed from the elaboration of
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Darwinian principles that led to sociobiology, behavioral
ecology, and evolutionary psychology. Finally, the so-called
cognitive revolution had important effects on the field.

European Ethology

Three major influences have affected and reshaped compara-
tive psychology since World War II. The first was the full-
blown arrival of European ethology. Ethology is as difficult
to define as comparative psychology. It is a school of animal
behavior studies that was developed in Europe by Konrad
Lorenz, Niko Tinbergen, and their associates (Thorpe, 1979).
According to a common, though greatly exaggerated, way of
differentiating ethology from comparative psychology, the
former developed in European zoology with birds, fish, and
insects as subjects in observational studies and field experi-
ments designed to understand instinct and evolution. Com-
parative psychology is said to have developed within North
American comparative psychology with mammals, espe-
cially laboratory rats, as subjects in laboratory research
emphasizing experimental control and statistical analysis de-
signed to understand learning and development. Although
these differences in emphasis are instructive, the extent to
which they are exaggerations of comparative psychology
should be apparent to the reader. On the other side, Lorenz
himself conducted little field research.

Although European ethologists and American compara-
tive psychologists had numerous interactions prior to World
War II, it was only after the war that contact became exten-
sive. The two disciplines that had each developed as “the ob-
jective study of behavior” along different lines came into
direct conflict. Ethologists criticized psychologists for em-
phasizing laboratory research that may produce results irrele-
vant to the natural habitat; psychologists bemoaned the lack
of experimental control in fieldwork of the ethologists.

The most critical issues, however, centered about behav-
ioral development and the nature of instinctive behavior. The
battle over instinct had gone on in the United States for most
of the century, and during the 1950s, few psychologists ac-
cepted the concept; most emphasized the complex interaction
of genes and environment in epigenesis. Based on their field
observations, ethologists, by contrast, were quite comfortable
with discussions of instinctive behavior (e.g., Lorenz, 1950).
Lehrman (1953) wrote a scathing rebuttal to Lorenz’s ap-
proach, with particular criticism directed at the instinct con-
cept. On the one hand, the critique shocked ethologists and
polarized the fields; on the other hand, however, it placed the
issues out in the open where they could be debated and re-
solved. At a series of conferences, many of the differences
were softened and mutual understanding increased. One

anecdote is revealing. Lehrman was discussing the issues in a
rather stiff and formal disagreement with two ethologists,
Gerard Baerends and Jan van Iersel, in a hotel room in
Montreal. At one point, van Iersel’s attention was distracted
by a birdsong coming from the garden. Lehrman, a lifelong
bird-watcher, replied that it was a hermit thrush. Van Iersel
wanted to observe it, so the three went off on a birding expe-
dition. When they returned to the debate, their shared feeling
for animals lessened the hostility and fostered give-and-take
discussion (Beer, 1975).

Although some psychologists, such as Schneirla, saw little
value in ethology, others, like Lehrman and Beach, saw
much. Beach and Carpenter facilitated interaction by agree-
ing to serve on the founding editorial board of the ethological
journal Behaviour. Many students were attracted to the natu-
ralism of the ethological analyses and traveled to Europe to
work in ethological laboratories (Dewsbury, 1995). The two
fields changed in each other’s directions. Tinbergen moved
from the Netherlands to Oxford University and developed a
program with English-speaking ethologists. In general, they
moved more toward the American position than did the
German-speaking ethologists. The result of this activity was
a more unified approach to animal behavior studies, with
more psychologists even more concerned with naturally oc-
curring behavior and principles that would be valid in nature
and more ethologists concerned with control and experimen-
tal procedures. More and more psychologists participated in
the biannual International Ethological Conferences, and more
Europeans came to the United States for either short or ex-
tended periods of time. In the process, both fields benefited.

Sociobiology, Behavioral Ecology,
and Evolutionary Psychology

The second major postwar influence came from the field that
has become known as sociobiology. Many scientists had been
studying behavior from an evolutionary perspective for many
years. However, some of the implications of Darwinian theory
had not been fully thought through; this led to some question-
able interpretations. During the 1960s and early 1970s, theo-
rists such as William D. Hamilton, John Maynard Smith, and
Robert Trivers reinterpreted Darwinian principles.Although a
number of principles were reevaluated, two were critical. One
principle concerns the level at which natural selection acts.
Much had been written about how behavior evolves for the
good of the species or group. Thus, for example, reproduction
had been thought to have evolved for the perpetuation of
the species. On reinterpretation, it was concluded that
natural selection works primarily at the level of the individual
or gene, not the group or species. This had many important
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implications and permitted reinterpretation of many phenom-
ena. If a nest of eggs is left unguarded in a colony of gulls, for
example, other members of the colony will eat the eggs. This
makes little sense if all were there to perpetuate the species but
is easy to understand if competition was at the level of the in-
dividual, with each selected to get its genes into the next gen-
eration. It had been believed that, at high densities, some
species temporarily curtail reproduction in order not to over-
exploit the available environmental resources. This became
reinterpreted as a temporary “strategy” that could benefit the
lifetime reproductive success of an individual by preserving
energy during hard times. The extreme form of this approach
was Richard Dawkins’s (1976) selfish gene theory.

The second new principle concerned inclusive fitness. The
term fitness refers to the relative contribution of different in-
dividuals to future gene pools. It was noted that an individual
shares more genes with close relatives than with those to
which one is unrelated. There are thus at least two ways in
which one’s genes can be transmitted to the next generation.
One is through reproduction (direct fitness); the other is
through facilitating the reproduction of close relatives (indi-
rect fitness or kin selection). Inclusive fitness is, essentially,
the sum of the two. Thus, what might appear to be altruistic
behavior, which might lower one’s fitness, might be adaptive
in the long run. One might lower one’s direct fitness but gain
even more indirect fitness in the process. The bottom line
became lifetime inclusive fitness.

These two principles, and some others associated with
them, led many students of animal behavior, both inside and
outside of psychology, to reorient their research programs.
Many students became interested in the study of the evolu-
tionary causes of behavior (ultimate causation) as opposed to
the immediate and developmental causes (proximate causa-
tion). There were many studies of the role of kinship in be-
havior. A large number of species were found to modulate
their behavior depending on the degree of kinship shared
with others with which they interacted (e.g., Holmes &
Sherman, 1982; R. H. Porter, 1988). Sexual selection, a topic
emphasized by Darwin in 1871, became a major focus of
research, with psychologists emphasizing studies of mate
choice (e.g., Beauchamp, Yamazaki, & Boyse, 1985) and
male–male competition for mates (e.g., LeBoeuf, 1974). Oth-
ers sharpened evolutionary interpretations of phenomena of
research on learning (e.g., Hollis, 1990; Kamil & Clements,
1990; Timberlake, 1990). Evolutionary perspectives had
been a part of comparative psychology since its founding;
now studies became more refined and were addressed more
specifically to evolutionary principles.

This orientation had been somewhat diffuse until E. O.
Wilson (1975) organized and named the field in his Sociobi-
ology: The New Synthesis. Although Wilson predicted the

demise of comparative psychology, the field was, in fact,
strengthened by the new perspective. The first 26 chapters of
Wilson’s book provided a synthesis of much work related to
the ultimate causation of animal behavior. In the final chap-
ter, however, Wilson applied these principles to human be-
havior. This approach proved highly controversial. Although
some careful research on human behavior stemmed from this
approach (e.g., Daly & Wilson, 1978), other writings rested
on less solid ground. A split developed between the contro-
versial studies of human behavior and those less controver-
sial studies of animals. The term behavioral ecology was
coined, in part, so that students of animal behavior could dis-
tance themselves from some of the more speculative studies
of humans.

More recently, sociobiology has been reborn as evolu-
tionary psychology. An emphasis in the older sociobiology
had been upon the ways in which existing patterns of
human behavior enhanced fitness. In the newer perspective,
the focus shifted to adaptiveness at the time that mecha-
nisms of behavior evolved in the ancestors of humans, and
it was recognized that many behavior patterns and tenden-
cies, such as our attraction to sweet foods, might not be as
adaptive under present conditions (e.g., Cosmides & Tooby,
1987).

Comparative Cognition

The third major influence on comparative psychology since
World War II was from the “cognitive revolution.” According
to the received view, the hegemony of behaviorism precluded
cognitive approaches to behavior prior to the 1960s and a
major revolution occurred thereafter. In fact, however, re-
search with a cognitive orientation has long been a part of
comparative psychology (e.g., Dewsbury, 2000; Wasserman,
1993). Although a case can be made that there was no true
revolution (Leahey, 1992), it is clear that in recent years cog-
nitive perspectives have achieved a prominence in compara-
tive psychology that had not been apparent previously.

This increased emphasis on cognitive perspectives was a
part of the broad upsurge of interest in cognitive processes
throughout psychology and related disciplines. Develop-
ments in information processing, computers, and mathemati-
cal logic fostered a reconstruction of psychology as a science
of information as well as behavior. Some psychologists
moved to overcome what they perceived as the counterpro-
ductive constraints imposed by more behavioristic theories.
Interest was directed in the manner in which animals
represent their worlds and the consequences of such repre-
sentation for behavior.

Among the topics receiving renewed interest were atten-
tion, memory, timing, concept formation, counting, social
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cognition, and language (Roitblat, 1987; Shettleworth, 1998;
Vauclair, 1996). The most publicized research in this field
has been that of language learning. Although there had been
earlier attempts to teach language to apes, such as that of
Cathy and Keith Hayes at the Yerkes Laboratories (Hayes,
1951), three major approaches developed during the 1960s
and 1970s. Gardner and Gardner (1969) taught American
sign language to chimpanzee Washoe; Rumbaugh (e.g.,
Rumbaugh & Gill, 1976) studied acquisition of a computer-
based language in chimpanzee Lana; and Premack (1971)
used a system of sentence formation using pieces of plastic
with chimpanzee Sarah. This groundbreaking research was
both heavily criticized and staunchly defended. This pro-
duced a fallow period, due largely to an absence of funding,
during which little language research was conducted. This
period was followed by a reformulation and rebirth of studies
of animal language, the most remarkable of which were of
bonobo Kanzi, who learned a symbol-based language with-
out overt training and became efficient in interpreting human
speech (e.g., Savage-Rumbaugh et al., 1993). Other studies
of language acquisition were conducted with an African grey
parrot (Pepperberg, 1999), dolphins (Herman, 1987), and sea
lions (Schusterman & Krieger, 1984).

Many of the studies in animal cognition were derived
from, and closely related to, traditional research in animal
learning. Other scientists made an effort to more completely
revolutionize the field of animal cognition using language
suggestive of conscious processes in animals. Leading the
latter effort was American ethologist Donald R. Griffin (e.g.,
Griffin, 1976b); the field became known as cognitive ethol-
ogy. Advocates of this approach contended that, with ad-
vances in methodology, there are now available methods that
can provide windows to the minds of animals. According to
Griffin (1976a), “the hypothesis that some animals are indeed
aware of what they do, and of internal images that affect their
behavior, simplifies our view of the universe by removing the
need to maintain an unparsimonious assumption that our
species is qualitatively unique in this important attribute”
(p. 534). Critics disagreed, contending that no methods were
yet available that enable scientists to observe the internal
processes of animal minds.

Among the focal areas of research in cognitive ethology
have been studies of self-recognition in mirrors (e.g., Gallup,
1985). According to Gallup, humans, chimpanzees, orang-
utans, and some gorillas are the only species to show evi-
dence of self-recognition when presented with mirrors. The
key evidence comes from “dot tests,” in which a dot is painted
onto the forehead of an anesthetized animal to see if the ani-
mal selectively touches the dot when awakened and presented
with a mirror. Gallup believes that such behavior suggests
awareness, self-awareness, and mind in chimpanzees. Critics

disagree (Heyes, 1994). In some ways, the field had returned
to questions addressed a century ago. Psychologists disagree
as to whether the results achieved during that century now
permit a return to these questions in a more sophisticated
manner or whether it is regressing to an earlier state.

CONCLUSION: PERSISTENT ISSUES

Looking back over a little more than a century of compara-
tive psychology, a number of characteristics are apparent.
The conceptual foundations of comparative psychology have
changed greatly. Some of these changes have been generated
from within the field; many more have been stimulated from
related fields. Comparative psychologists have excelled in
doing research and greatly expanded the body of data avail-
able. It is this mass of information, sometimes well organized
and sometimes rather scattered, that has enabled a century of
change. Comparative psychologists have been empiricists
working to expand the observational and experimental foun-
dation of the field; there are few postmodern comparative
psychologists. In spite of the changes that have occurred,
however, throughout the century there have been some per-
sistent issues that have characterized the field.

Surely the first issue lies in the very definition of compar-
ative psychology. Although comparative psychologists have
written much about this problem, few have been truly both-
ered by it. Even lacking a clear definition, most comparative
psychologists have ignored the fuzzy boundaries of the field
and concentrated on the business of studying animals and
building general principles of behavior.

Underlying the research effort have been issues of method-
ology. The field has been characterized by eclecticism, as
most researchers have used whatever methods have appeared
appropriate for the problem under study. Although some com-
parative psychologists, such as Carpenter, Schneirla, Yerkes,
Mason, and others, have conducted field research, most have
preferred the controlled conditions of the laboratory. Not all
comparative psychologists make overt comparisons among
species; the goal is not one of comparison for the sake of com-
parison but rather the development of principles of generality.
Although some, such as Kline, Schneirla, and James V.
McConnell, have studied invertebrates, most have concen-
trated on vertebrates, especially mammals. Some, such as
Beach, Lehrman, and Carpenter, have concentrated on natu-
rally occurring behavioral patterns; others have turned their
attention to the study of learning and motivation in a compar-
ative context. Although experimentation is the preferred
method, many observational and correlational studies have
been important. The anecdotes that characterized early re-
search disappeared as laboratory methodology became more
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sophisticated but has begun to creep back into the field as
some believe that the most remarkable feats of animals cannot
be produced under controlled conditions but require unusual
circumstances. Comparative psychologists have devoted
much attention to the construction of apparatus appropriate to
the problem at hand (Warden et al., 1935; D. A. Washburn,
Rumbaugh, & Richardson, 1998).

The theory of evolution has provided the conceptual foun-
dation of psychology since its founding. At times, it has been
in the foreground, as in the early work of James, Angell, Hall,
and James Mark Baldwin (1896), who along with two others,
proposed the “Baldwin effect” as a means to explain apparent
inheritance of acquired traits with more conventional evolu-
tionary principles. Another examples is the APA presidential
address of Calvin Stone (1943). At other times, it has been
more implicit. Although the evolutionary focus of compara-
tive psychology was not obvious to some observers during
parts of the history of the field, the strong evolutionary ap-
proach has been increasingly visible since World War II.

Surely the most persistent issue in comparative psychol-
ogy, and perhaps for all psychology, has been the nature-
nurture problem. Throughout its history the pendulum has
swung back and forth between emphases on genes and envi-
ronment in the development of behavior. Such psychologists
as William James and William McDougall postulated many
instincts in humans and other species. This led to an anti-
instinct revolt that was particularly strong during the 1920s.
Virtually all comparative psychologists now recognize the
importance of the continuous, dynamic interaction of genes
and environment in the development of behavior. Some, such
as Yerkes, Stone, Robert Tryon, and Jerry Hirsch, have con-
ducted important studies of genetic influences. Such psychol-
ogists as Harlow, Eckhard Hess, and Gilbert Gottlieb have
worked more on experiential factors. Virtually all agree on
the importance of the dynamic interaction of both.

A key part of the nature-nurture problem is that problem
of instinctive behavior. The fact is that individuals of many
species develop either specific motor patterns or responsivity
to specific stimuli in the absence of specific experience. For
example, young sea turtles hatched on a beach in the absence
of adults go toward the ocean, not the dune (Mellgren &
Mann, 1998). The environment is critical for all behavior but
appears not to provide the specificity in such instances.
Whatever one may call it, the ontogeny of such behavioral
patterns appears different, at least to some degree, from the
ontogeny of many other behavioral patterns. Comparative
psychologists still grapple with the problem of explaining
such behavior.

Sensory-perceptual systems provide the stimuli for virtu-
ally all behavior and have been of interest in comparative
psychology throughout its history. Six of the 13 chapters in

M. F. Washburn’s (1908) textbook were devoted to sensory
systems. Watson, Lashley, Hess, and many others have
contributed in this endeavor. 

Many studies of basic behavioral patterns have been con-
ducted. Included are such topics as orientation, activity, in-
gestive behavior, hoarding, nest building, exploration, and
play. Many comparative psychologists have studied social
behavior and imitation. 

For sheer quantity of research articles, the study of learning
may exceed all other problems in comparative psychology.
Almost all comparative psychologists have conducted at least
some research related to learning. Many studies have been of
single species. Some, such as Bitterman (1965), Gossette
(Gossette & Gossette, 1967), and Rumbaugh (Rumbaugh &
Pate, 1984), have attempted systematic comparisons using
particular learning problems. In recent years, many compara-
tive psychologists have viewed learning in relation to the de-
mands of the specific habitats in which the study species has
evolved (e.g., Shettleworth, 1998). The question concerning
the existence of a general learning process versus domain-
specific mechanisms is actively debated.

At least from the time of Thorndike, the issue of animal
cognition has been central. Is all learning the product of basic
mechanisms, or are higher processes sometimes required to
explain changes in animal behavior, as suggested by Köhler,
Maier, and many recent cognitive psychologists and etholo-
gists? Most of the issues addressed in the flourishing field of
comparative cognition were also addressed, in one form or
another, by earlier generations. In recent years, work based
on the assumption that higher processes are operative has led
to many fascinating findings in comparative psychology, in-
cluding investigations based on a theory of mind (Premack &
Woodruff, 1978), of production and comprehension of refer-
ential pointing (Call & Tomasello, 1994), and those suggest-
ing that “chimpanzees are capable of modeling the visual
perspectives of others” (Povinelli, Nelson, & Boysen, 1990).
Such results suggest that, at the very least, these cognitive ap-
proaches might be of considerable heuristic value. 

Throughout its history, comparative research, from Ivan
Pavlov and John B. Watson to the present, has been attacked
by animal activists of one sort or another (Dewsbury, 1990).
Recent studies of animal cognition have produced an ironic
twist. Some of the very research that activists condemn has
revealed remarkable abilities in animals and similarities to
humans that the activists then use to argue for the cessation of
that research because of that similarity to humans. 

Related to the issue of cognition is that of animal con-
sciousness. In this area there seems to have been little
progress since the days of Morgan (1894) and M. F.
Washburn (1908). I see in many species, especially pri-
mates, behavior that, in myself, is correlated with certain
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states of consciousness. At a personal level, I fully believe
that those animals have a consciousness that is similar to
mine in at least some respects. However, despite the protes-
tations of Griffin, I see no “windows on the mind” that will
enable us to draw such conclusions in any scientifically
meaningful way.

Throughout its history, comparative psychology has been
a basic science, concerned with generating general principles
rather than solving problems for immediate application. Nev-
ertheless, many comparative studies have produced infor-
mation of practical import. Primates trained to manipulate
joysticks and other manipulanda have been used in the space
program. Targeted research has been directed at a range of
problems from controlling the tree snakes on Guam (Chiszar,
1990) to designing more challenging environments for cap-
tive zoo animals (Markowitz, 1982) to training animals for
reintroduction into their natural habitats (e.g., Beck & Castro,
1994). Comparative psychologists have been concerned with
the psychological well-being of primates in research labora-
tories (e.g., Novak & Suomi, 1988) and the use of therapy
to treat behavioral problems in household pets (Tuber,
Hothersall, & Voith, 1974). 

The major paradox of comparative psychology is that it is
basically the study of nonhuman animal mind and behavior
within a discipline that is often defined as the study of the
human mind and behavior. This issue was laid out near the
beginning of the last century by Wilhelm Wundt (1901), who
contrasted research conducted for its own sake with that con-
ducted to shed light on human behavior. In the latter ap-
proach, Wundt suggested, “man is only considered as one,
though, of course, the highest, of developmental stages to be
examined” (p. 340). Near the middle of the century, Beach
(1960) put it differently:

If we remove man from the central point in a comparative sci-
ence of behavior, this may, in the long run, prove to be the very
best way of reaching a better understanding of his place in nature
and of the behavioral characteristics which he shares with other
animals as well as those which he possesses alone or which are
in him developed to a unique degree. (p. 18)
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The study of sensation and perception is diverse. Partly this is
the result of the length of time that perceptual problems have
been studied. The Greek philosophers, the pre-Renaissance
thinkers, the Arabic scholars, the Latin Scholastics, the early
British empiricists, the German physicists, and the German
physicians who founded both physiology and psychology
considered issues in sensation and perception to be basic
questions. When Alexander Bain wrote the first English text-
book on psychology in 1855 it was entitled The Senses and
the Intellect, with the most extensive coverage reserved for
sensory and perceptual functions. During the first half of his
career, the major portion of both the theorizing and the em-
pirical work of Wilhelm Wundt (who is generally credited
with the founding of experimental psychology) were oriented
toward sensation and perception.

The long history of sensory and perceptual research means
that there is a huge database and that much information has
accrued about the substantive issues concerning how the spe-
cific sensory systems operate and how we extract and inter-
pret information from them. It would be possible to write a
book just on the history of visual perception, or another on
auditory perception, or yet another on the history of sensory
and perceptual studies of the tactile, olfactory, or gustatory
modalities. Even specific aspects of perception, such as the
perception of pain, could generate its own full volume out-
lining the history of the major substantive findings and theo-
retical treatments of this single aspect of sensory experience.
In addition to the large empirical database that has resulted
from the long history of research in this area, the study of

perception has been affected by many “schools” of thought.
Each has its own major theoretical viewpoint and its own par-
ticular set of methodological techniques. Thus, we encounter
psychophysicists, gestaltists, functionalists, structuralists,
transactionalists, sensory physiologists, analytic introspec-
tionists, sensory-tonic theorists, “new look” psychologists,
efferent theorists, cognitive theorists, information processors,
artificial intelligence experts, and computational psycholo-
gists, to name but a few. There are even theorists (such as
some behaviorists) who deny the existence of, or at least deny
our ability to study, the conscious event we call perception.
How, then, can a single chapter give any coherent treatment
of the issues associated with this fundamental aspect of
psychology?

Fortunately, a broad overview shows that it is possible to
see some unifying perspectives that have evolved through
history. Common theoretical perspectives might be expected
in this discipline, since most sensory and perception re-
searchers are not exclusively bound to one sensory modality.
Thus, we find Helmholtz and Hering studying both vision
and audition, and George von Bekesy, who won the Nobel
Prize for his work on hearing, also contributing to studies on
vision and touch. Some researchers, such as Fechner,
Stevens, Ames, Gibson, Wertheimer, Koffka, Helson, and
others, have offered theoretical frameworks that are virtually
modality independent and can be tested and explored using
visual, auditory, or any other stimulus input. This is not to
deny that there are issues that are important to a single sen-
sory modality that do not generalize. One instance of a
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modality-specific issue might be the chain of events that
leads from the absorption of a photon to a visual neural re-
sponse and a conscious recognition of the stimulus. Instead,
this is to suggest that there are global theoretical and method-
ological frameworks that encompass all sensory and percep-
tual research. To refer back to that very specific issue of
visual detection, while the mechanism of how a photon is
captured is specific to sight, all sensory modalities must deal
with the ideas of detection and of sensory thresholds and their
relationship to what the individual consciously perceives. It
is also likely that the higher-level decisional processes, where
the observer must decide if a stimulus is there or not, will be
the same whether one is dealing with vision, audition, olfac-
tion, or any other sensory system. Thus, we find that certain
common issues and definitions cut across all sensory modali-
ties. These methods, philosophical foundations, and psycho-
logical understandings have undergone a steady evolution
during the history of this area of psychology.

This chapter will be written as an overview and will con-
centrate on some general themes rather than upon the data
and findings from any one sensory modality. From this, hope-
fully, some idea of the context and scope of the study of per-
ception and its relationship to other aspects of psychology
and other sciences will emerge. Three global issues will reap-
pear many times and in several guises during this history. The
first deals with the perceptual problem, which is really the
issue of the correspondence (or noncorrespondence) between
our internal representation of the environment in conscious-
ness and the objectively measured external physical situa-
tion. The second has to do with the borrowing of methods,
viewpoints, and theoretical formulations from other sciences,
such as physics and physiology. The third is the distinction
between sensation and perception, which is really the distinc-
tion between stimulus-determined aspects of consciousness
and interpretive or information-processing contributions to
the conscious perceptual experience.

THE PERCEPTUAL PROBLEM

We must begin our discussion with some philosophical con-
siderations. This is not merely because all of science began as
philosophy, nor because only 50 years ago philosophy and
psychology departments were often combined as the same
academic entity in many universities. The reason that we
begin with philosophy is that one must first understand that it
takes a shift in philosophical viewpoint, away from our nor-
mal naive realistic faith in the ability of our senses to convey
a picture of the world to us, for the very basic question of why
we need a psychological discipline to study sensation and

perception to become meaningful. To the proverbial “man on
the street,” there is no perceptual problem. You open your
eyes and the world is there. We perceive things the way we
see them because that is the way they are. We see something
as a triangular shape because it is triangular. We feel rough-
ness through our sense of touch because the surface is rough.
Thomas Reid summarized this idea in 1785 when he wrote

By all the laws of all nations, in the most solemn judicial trials,
wherein men’s fortunes and lives are at stake, the sentence passes
according to the testimony of eye or ear, witnesses of good
credit. An upright judge will give fair hearing to every objection
that can be made to the integrity of a witness, and allow it to be
possible that he may be corrupted; but no judge will ever suppose
that witnesses may be imposed upon by trusting to their eyes and
ears. And if a sceptical counsel should plead against the testi-
mony of the witnesses, that they had no other evidence for what
they declared than the testimony of their eyes and ears, and that
we ought not to put so much faith in our senses as to deprive men
of life or fortune upon their testimony, surely no upright judge
would admit a plea of this kind. I believe no counsel, however
sceptical, ever dared to offer such an argument; and if it were of-
fered, it would be rejected with disdain. (Essay 2, Chapter 5)

Unfortunately, the man on the street and Reid are both
wrong, since perception is an act, and like all behavioral acts,
it will have its limitations and will sometimes be in error. One
need only look at the many varieties of visual-geometric illu-
sions that introductory psychology textbooks delight in pre-
senting to verify this. In these simple figures, you can see
lines whose length or shape are systematically distorted and
various element sizes and locations that are misconstrued in
consciousness because of the effects of other lines drawn in
near proximity to them. Such distortions are not artifacts of
art or drawing. Even in nature there are perceptual distor-
tions, illusions, and instances of noncorrespondence between
the reality and the conscious perception. Take the size of the
moon. Everyone has at some time or another experienced the
moon illusion, where the moon on the horizon looks much
larger than it does when it is high in the sky. Surely no one
thinks that the moon really changes in size as it rises in the
sky. That this is an illusion has long been known. In fact,
Ptolemy (127–145) (whose Latin name in full was Claudius
Ptolemaeus), the ancient astronomer, geographer, and mathe-
matician who lived in Alexandria, devoted over one third of
Book II of his Optics to the topic of “illusions.” He classified
various systematic visual misperceptions under the headings
of size, shape, movement, position, and color and included
the moon illusion as one of these topics.

The issue of error and illusion will be a recurring
theme, since only after the possibility of perceptual error is
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recognized can the perceptual problem be defined. At the first
level, the perceptual problem is simply the issue of how
“what is out there” gets “in here,” or more formally, how do
the objects, object properties, relationships between items,
and the metric of space and time come to be represented in
consciousness? At a second level, this problem may be ex-
tended to pose the correspondence problem, which asks,
“How accurate are these perceptions?” and “How well do
they represent the external reality?” This is a fundamental
issue that has nothing to do with simple sensory limitations.
Obviously, in the absence of light we cannot expect the visual
system to function, nor when the mechanical vibrations in the
air are too weak do we expect the auditory system to register
sounds. These situations, however, demonstrate limitations,
which define the limits of the sensitivity of the sensory sys-
tem and do not represent a failure of correspondence between
perception and the external reality. However, once we allow
for systematic distortions, where the perceived reality does
not correspond to the physicist’s measured reality, the argu-
ment for naive realism, that the eye merely “records” light
and the ear simply “registers” sound, is no longer tenable. If
illusion and distortion are possible, then the viewpoint that
perception is a psychological act must be accepted.

SENSATION, PERCEPTION, REASON,
AND COGNITION

The very first hurdle that had to be faced in the study of
sensation and perception involved the definition of these
processes and a determination of how they fit with other men-
tal acts and processes. This is an issue that is fundamental;
hence, it should not be surprising to find that long before data
had been collected, at least well before empirical data in the
form that we understand it today was available for analysis,
philosophers were raising questions about the role that per-
ception played in our mental life. During the era when Greece
was the world’s epicenter of intellectual activity, Greek writ-
ers and philosophers fell into two schools. One, characterized
clearly by Plato (ca. 428–348 B.C.), argued that we should
talk of perceiving objects through the senses but with the
mind. The basic notion is that sensory inputs are variable and
inaccurate, and at best provide only an imperfect copy of the
objects and relationships in the world. We are saved by the
mind, or more specifically Reason (yes, with a capitol R,
since Reason is treated by the Greeks much like an individual
in its own right, with special abilities, consciousness, and its
own motivational system). Reason or intellect has the job of
correcting the inaccuracies of the senses and providing us
with a true and correct picture of the world. We are aided in

this endeavor by the fact that we are born with a preexisting
concept of space, intensity, and time from which we can de-
rive the lesser qualities of size, distance, position, color, and
so forth.

In the 1770s the German philosopher Immanuel Kant
would restate this view. According to Kant, the intellect cre-
ates those phenomena that we perceive by applying a set of
specifiable and innate rules. The intellect’s task is made sim-
ple because it has available an innate concept of space and
time and several innate organizing categories and procedures
that define quality, quantity, relation, and mode. The sensory
systems simply provide whatever limited information they
can, and our conscious reality is then shaped by our intellec-
tual activity. The intellect fills in the holes and cleans up any
minor discrepancies and inadequacies in the sensory repre-
sentation. According to this view, the study of perception is
simply part of the study of reason or cognition, and the study
of senses, per se, would border on being a waste of valuable
time and effort.

Plato’s views were not unchallenged even during his life.
At the very time when half of the cultivated population of
Athens were flocking into the Grove of Hecatombs to listen
to Plato’s discourse on the rule of intellect, the other half of
the population were going to the rival school of Aristippus
(ca. 435–366 B.C.). This philosopher maintained that the
senses are inherently accurate and thus responsible for our
accurate view of the environment; hence, there should always
be good correspondence between perception and reality.
If there are any distortions, however, it is the mind or judg-
mental capacities that are limited and responsible for the
discrepancies. This was not a new viewpoint. Protagoras
(ca. 480–411 B.C.) captured the essence of this position when
he said, “Man is nothing but a bundle of sensations.” This
doctrine, which would become known as Sensism, would
owe its reincarnation to the philosopher Thomas Hobbes
(1588–1679), who restated this view in 1651 when he wrote:
“There is no conception in man’s mind which hath not at
first, totally or by parts, been begotten upon the organs of
sense.”

The height of the sensist doctrine can be found in the work
of the associationist John Locke, who wrote more than
50 years after Hobbes about ideas. The very word “idea” is
coined from the word eidola, which was supposed to be a
copy of an object that was captured by the senses and sent to
the mind. Eidolas were the basis of all sensory impressions
and experience. An idea was a remembered or registered
eidola, which could then be perceived by the mind, modified
or associated with other ideas, and then laid down as a new
idea or memory. Thus, in Locke’s view of psychology, if we
want to understand the mind, we must first have an accurate
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knowledge of the senses and perceptual processes. The mind
is simply a tabula rasa, a blank tablet or white paper, and sen-
sory processes write on that paper. Thus, his view was that
perceptual experiences create everything that we know or
conceive of. Jean Piaget (1896–1980) would bring this same
concept into the twentieth century when, in his 1969 book
Mechanisms of Perception, he considered the hypothesis that
there is no difference between perception and intelligence.

Some attempts at compromise between these two extreme
positions would be attempted. Perhaps one of the earliest
came from Aristotle (384–322 B.C.). He began by arguing
that there are some perceptual qualities that are immediately
and accurately perceived by the senses. He noted that “Each
sense has one kind of object which it discerns and never errs
in reporting what is before it is color or sound (although it
may err as to what it is that is colored or where it is, or what
it is that is sounding or where it is).” There are, however,
other qualities, such as movement, number, figural qualities,
and magnitude, that are not the exclusive property of any one
sense but are common to all. These qualities, according to
Aristotelian doctrine, require intellectual meditation to assure
accuracy of representation.

This compromise view would eventually lead to the sepa-
ration of perceptual research into two domains, namely
sensation and perception. Thomas Reid (1710–1796) is gen-
erally credited with making this distinction. A sensation is
triggered by some impression on a sense organ that causes a
change in experience. Thus, “I have a pain” is a statement
that implies a sensation. It can have qualities such as a dull
pain, burning pain, or sharp pain, and these are also indicative
of a sensation. Perception, however, while depending on a
sensation, is much more. It includes a conception of an object
or a relationship that is being perceived, plus the immediate
and irresistible conviction of the existence of objects or a spa-
tial organization. Thus, “I have a pain in my toe because I
stepped on a tack,” represents a percept and requires inter-
vention of mind or reason.

Reid’s dichotomy is still with us and is the accepted com-
promise view (even the title of this chapter is evidence of
that); however, modern usage has introduced a bit of a con-
ceptual drift. Hermann von Helmholtz (1821–1894), who left
his mark on much of the theoretical foundation of the disci-
pline, began to introduce the mechanism by which a sensa-
tion became a perception. Although much of his contribution
to our understanding had to do with the physiological basis of
sensory experience, he felt that something more was required
to actually produce our perception of the world. In what may
be the book that had the greatest impact of any ever written
on vision, the Treatise on Physiological Optics (published in
three separate volumes during the 1850s and 1860s), he pro-

posed a process that he called unconscious inference. This is
a mechanism by which individuals “derive” the objects in the
environment using inferences made on the basis of their ex-
perience. Thus, perception is like problem solving, where the
data used is the rather inadequate information furnished by
the senses. Since most people share a common culture and
environment, there will be a good level of agreement on the
nature of objects and relationships in the world. Individual
differences in personal histories, however, can potentially
lead to quite different percepts among different people given
the same stimulation. At the very minimum, the introduction
of the factor of experience in shaping the final percept means
that perception will have a developmental aspect and will
certainly differ as a function of the age of the individual.

Helmholtz’s view has a modern ring and uses terminology
that psychologists are still comfortable with today. The gen-
eral concept of an inductive process that shapes perception
actually had a precursor in the writings of the ecclesiastic
scholar St. Thomas Aquinas (1225–1274). In Aquinas’s view
all human knowledge is based upon the input of the senses.
This sensory information, however, is believed to be the re-
sult of a simple transfer of an accurate picture of the external
reality to an internal representation. However, this sensory
input does not enter an empty, passive intellect. Rather, the
sensory information is acted on by a second element, the sen-
sus communis, or the center of common sense, which in-
cludes information from the individual’s life history. This
part of the mind actively organizes, mediates, and coordi-
nates the sensory input. Thus, the senses provide an accurate
picture of the world, and the higher perceptual or rational
processes provide meaning, thus converting raw sensation
into perceptual knowledge.

The sensation–perception distinction would undergo at
least one more major transition. The stimulus would come
from Adelbert Ames Jr. during the 1940s and 1950s, who,
much like Helmholtz, began with interests in sensory physi-
ology but felt that more was required. Ames refused to accept
the basic postulate of Aquinas, that the sensory input is an ac-
curate representation of the external world. He felt that the
correspondence problem was much larger than previously
suggested. The example he began with was the observation
that the retinal image is inherently ambiguous. A square pat-
tern of light on the retina could be caused by any of an infinite
number of different squares at an infinite and indeterminate
number of distances, and the same square image could be
caused by one of an infinite number of squares of different
sizes depending on their distance. This simple square image
on the retina could also be caused by an infinite number of
nonsquare objects, including an infinity of quadrilateral fig-
ures such as tilted trapezoids. Thus, shape, size, and distance,
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which are the basic elements we need to construct our con-
scious image of the external reality in visual perception, are
not encoded in the sensory data in any manner readily acces-
sible by the individual. How, then, do we construct our co-
herent perception out of our ambiguous sensory information?
According to Ames, we do this by inference based on our ex-
perience and any other information that happens to be avail-
able. In other words, perception is our “best guess” as to what
is out there. This is an update on Helmholtz’s view that “such
objects are always imagined as being present in the field of
vision as would have to be there in order to produce the same
impression on the nervous system, the eyes being used under
normal conditions.”

What Ames did was to demonstrate how much experien-
tial and nonsensory information goes into our final conscious
perception. We have some basic concepts such as our pre-
sumption that rooms are square or that shadows provide in-
formation about shapes. Since our hypotheses about common
object shapes and sizes and certain ideas about possible and
impossible objects and conditions are built up by our history
of transactions with the environment, this viewpoint came to
be known as transactional psychology. Our perceptions al-
ways conform to our presumptions about the world, and we
will distort our conscious picture of reality to fit those pre-
sumptions. Fortunately, most of our presumptions, since they
are based upon experience, are accurate; hence, we are not
generally bothered by failures in correspondence. However,
situations can be set up that show perceptual distortions based
on this inferential process. One such is Ames’s well-known
trapezoidal room, where to conform with our firmly believed
notions that rooms are squared with vertical walls and hori-
zontal floors and ceilings, we distort the size of people viewed
in this oddly shaped room. This is the better perceptual guess,
since people can come in all sizes while room construction is
fairly standard. This clearly demonstrates an inferential and
nonsensory contribution to conscious perception.

The Ames and Helmholtz viewpoints would evolve into
the “New Look” theories of perception (which permitted a
broader spectrum of experiential and inferential contribu-
tions), then into information-processing theories (which fo-
cused on the deductive and analytic mechanisms used to form
the percept), and finally to the modern conception of cogni-
tion. The name cognition, as used to label a very active field
of inquiry in contemporary psychology, is itself quite old. It
was first used by St. Thomas Aquinas when he divided the
study of behavior into two broad divisions, cognition, mean-
ing how we know the world, and affect, which was meant to
encompass feelings and emotions. Today’s definition of cog-
nition is equally as broad as that of Aquinas. Although many
investigators use the term to refer to memory, association,

concept formation, language, and problem solving (all of
which simply take the act of perception for granted), other in-
vestigators include the processes of attention and the con-
scious representation and interpretation of stimuli as part of
the cognitive process. At the very least, cognitive theories
of perception attempt to integrate memory and reasoning
processes into the perceptual act.

All of these viewpoints suggest that reasoning processes
and experience can add to the perceptual experience and that
there is much more to perception than is available in the stim-
ulus array. There is, however, one theoretical approach that
harkens back to the early sensist approaches and includes a
relatively emphatic denial of contributions from reason or
intellect. This position was offered by James J. Gibson
(1908–1979) and is called direct perception (e.g., Gibson,
1979). Like the early sensist viewpoints, it begins with the
premise that all the information needed to form the conscious
percept is available in the stimuli that reach our receptors. For
example, even though the image in our eye is continually
changing, there are certain aspects of the stimulation pro-
duced by any particular object or environmental situation that
are invariant predictors of certain properties, such as the ac-
tual size, shape, or distance of the object being viewed. These
perceptual invariants are fixed properties of the stimulus even
though the observer may be moving or changing viewpoints,
causing continuous changes in the optical image that reaches
the eye. This stimulus information is automatically extracted
by the perceptual system because it is relevant to survival.
Invariants provide information about affordances, which are
simply action possibilities afforded or available to the ob-
server, such as picking the object up, going around it, and so
forth. Gibson argued that this information is directly avail-
able to the perceiver and was not dependent on any higher-
level cognitive processing or computation.

For researchers who are interested in developing theories
in the form of computer programs and those who are inter-
ested in creating computational systems that might allow ma-
chines to directly interpret sensory information in the same
manner that a human observer might, direct perception is at-
tractive. Typical of such theorists is David Marr (1982), who
began with the general presumption made in direct percep-
tion that all of the information needed is in the stimulus in-
puts. Marr’s approach adds to direct perception the process of
piecing together information based on some simple dimen-
sions in the stimulus, such as boundaries and edges, line end-
ings, particular patterns where stimuli meet, and so forth, to
define objects and spatial relationships. This process of inter-
pretation or synthesis is believed to require a number of com-
putations and several stages of analysis that often can be
specified as mathematical equations or steps in a computer
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program; hence, the name computational theories is often
used. These are computations associated with certain algo-
rithms that are presumed to be innate or preprogrammed;
thus, this is not an inferential process but rather application of
a fixed processing algorithm, making this viewpoint some-
what reminiscent of the ideas of Kant.

While computational perception has a certain allure for
the burgeoning field of cognitive science, and there are still
some advocates of direct perception, the vast majority of per-
ceptual researchers and theorists seem to have accepted a
compromise position that accepts the distinction between
sensation and perception. Correspondence between percep-
tion and reality is maintained because there is a rich source
of information in the direct sensory inputs (in other words,
sensation is reliable). However, there are some ambiguities
that can be corrected by using experiential and inferential
processes to derive the perceived object from the available
sensory data (in other words, there are nonsensory contribu-
tions that shape the final conscious percept).

PHYSICS AND VISUAL PERCEPTION

The understanding of sensory events involves an understand-
ing of physics. We rely on physics to define stimuli such as
the electromagnetic radiation that we register as light, the
mechanical vibrations that we call sound, the mechanical
forces that result in touch, and so forth. The scientific contri-
butions to our understanding of perception begins with
physics, or at least with a protophysics, in which the only
measurement instruments available were the eyes, ears, nose,
and touch senses of the scientist. Since we learn about the
world through the use of our senses, this inevitably leads to
a belief that the world is what we perceive it to be—an idea
that would ultimately come to be abandoned when it became
clear that correspondence between percept and reality is not
guaranteed.

The philosopher-scientists of earlier ages held a presump-
tion consistent with the fact that our faith in the accuracy of our
perception seems to be built into the very fabric of our lives
as evidenced by homilies such as “Seeing is believing.”
Lucretius (ca. 98–55 B.C.), the Roman philosopher and poet
known for his postulation of purely natural causes for earthly
phenomena and who tried to prove that fear of the supernatural
is consequently without reasonable foundation, stated this ar-
ticle of faith when he asked, “What can give us surer knowl-
edge than our senses? With what else can we distinguish the
true form from the false?”Thus, we see things as having a color
because they are colored. We perceive that a person is larger
than a cat because people are larger than cats, and so forth.

Thus, taking an inventory of our sensory experience is equiva-
lent to taking an inventory of the state of the world. Since the
main tool of the physicist was his own sensory apparatus, we
find chapters of physics books are entitled “light” and “sound,”
which are sensory terms, rather than “electromagnetic wave
phenomena” and “the propagation and properties of mechani-
cal and pressure variations in an elastic medium.”

You can see how far this attitude of belief in sensory data
went by considering the medieval opinions about the use of
eyeglasses. In the twelfth and thirteenth century, the art of
grinding lenses was widely known. It was Roger Bacon
(1220–1292) who, in 1266, first thought of using these lenses
as an aid to vision by holding or fixing them in front of the
eye to form spectacles. Such eyeglasses were in relatively
common use during succeeding centuries; however, you will
find little mention of these aids to vision in scientific works
until the sixteenth century. The principle reason for this ab-
sence appears to be condemnation of their use on theoretical
grounds. Since lenses distort the appearance of objects, they
can be seen as creating illusions. This means that the use of
eyeglasses can only lead to deception.

However mistaken this condemnation appears, it clearly
reflects the concern of the medieval physicists and natural
scientists that our vision must remain unmodified by any in-
strument if we are to obtain an accurate picture of the world.
Before this negative view of the use of eyeglasses would be
abandoned, the optics of refraction, which is common to both
external glass lenses and the internal lens of the eye, would
have to be recognized. Only then would there be acceptance
that one was indeed correcting the inadequacy of internal
physiological optics by the addition of those of the glass that
the world was viewed through rather than distorting the sem-
blance of the percept to the outside reality. It would be
Galileo Galilei (1564–1642) who would eventually settle the
issue. He inverted the reasoning of the medieval critics of
eyeglasses by demonstrating that reality can be better known
by images seen through a telescope (another combination of
glass lenses) rather than by images seen through the naked
eye. In this belief he is actually exhibiting the metaphysic be-
hind the scientific revolution. In essence, this metaphysic is
that it often takes more than just an observer’s eye to know
the nature of the external reality.

It may be useful to expand a bit on the optical issues asso-
ciated with vision, since it is here that we can see that physics
and physiology had a difficult time making their influence
felt on the study of perception. In so doing we may also see
just how clever, if still wrong, some of the early theories of
vision were.

It all begins with a few simple observations. First, it is im-
mediately obvious that the eye is the organ of sight; hence,
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any information pertaining to vision must enter the eye. Yet
this leads us to an immediate paradox. How can I see objects
in their correct size with this organ? Obviously some aspect
of the perceived object must enter the eye. Classical theories
asserted that multiple copies of the object (the eidolas that
Locke spoke of) detach themselves, flying in all directions
and entering the eye if it is looking in the right direction.
Each eidolon is a perfect copy of the whole entity that pro-
duced it, since the external world is composed of entities that
are perceived as wholes. It is in this way that the eye, and
more importantly the sensorium, or perceiving mind that is
behind the eye, gains knowledge of the object. Herein lies a
problem. The commonly asked critical question is, How is it
that an eidolon as large as that which you might get from a
soldier, or even of a whole army, can enter through the pupil
of the eye, which may be only 3 or 4 millimeters in diameter?

In a manner that is all too common in scientific theorizing,
these early perceptual theorists simply assumed the final out-
come and postulated anything that might be needed to make
the conscious percept correspond to the external reality. The
presumed answer is that the eidolon shrinks to a size appro-
priate for entering the pupil as it approaches the eye. The
problem with simple presumption is that it rapidly leads to
complications or contradictions. If the eidolon from an object
is only a short distance from the eye, it must shrink very
quickly in comparison to the eidola from farther objects,
which must shrink at a slower rate to arrive at the eye the
same size as all of the other eidola from similarly sized ob-
jects. This means that each copy of the object must know its
destination prior to its arrival at the eye in order to shrink at
the rate appropriate for entering the pupil. Even if we suppose
that the shrinkage works, we are now left with the question of
how the mind gains information about the true size and dis-
tance of objects. Remember that all of the shrunken eidola
entering the pupil from all objects must be the same size to
pass through the pupillary aperture. Thus, both a nearby sol-
dier and a distant army must be 3 millimeters or less in size to
enter a 3-millimeter-diameter pupil. This means that the re-
ceived copy of the object contains no information about the
actual size of the original objects from which they emanated.

In the absence of a knowledge of optics, and given the
numerous difficulties associated with this reception theory of
vision, an alternate theory took the field and held sway for mil-
lennia. To understand this theory, consider the way in which
we learn the size and shape of things by touch alone. To tactu-
ally perceive the size and shape of a piece of furniture if I am
blind folded or in the dark, I simply reach out with my hands
and palpate it. Running my fingers over the surface gives me
its shape; the size of the angle between my outstretched arms
as I touch the outermost boundaries gives me its size, even

though that size may be much larger that the size of the hands
or fingers that are doing the actual touching. It was reasoning
like this that led to the emission theory of vision.

The emission theory suggests that light is actually emitted
from the eye to make contact with objects. These light rays
thus serve as the “fingers of the eye.” Information returns
along these same extended rays, in much the same way that
tactile information flows back through extended arms. This is
all consistent with the observation that we cease seeing when
we close our eyes, thus preventing emission of the light rays;
that what we see depends on the direction that we are look-
ing; and that we can perceive objects that are much larger
than the aperture size of our pupil.

This emission theory of vision anticipates another trend in
perceptual theorizing, namely, that things that can be repre-
sented mathematically are more likely to believed as true,
even though there is no evidence that the underlying mecha-
nisms are valid. All that seems to be required is a predictive
model. This was provided by an early believer in the emission
theory, the great Greek mathematician Euclid (ca. 300 B.C.).
All that Euclid needed to do was to appreciate that light
travels in straight lines. Given this fact, and a knowledge of
geometry, he was able to present a system of laws of optics
that derive from simple principles and can predict the geom-
etry of refraction and reflection of light. However, for Euclid,
the scientific study of optics was not separable from the study
of visual response. While considering the nature of vision,
Euclid proposed the idea of the visual cone, which is a broad
cone (or an angle when represented as a two-dimensional
slice) with its apex at the eye. He also invented a way of rep-
resenting the initial stages of the visual process that is still
used in modern diagrams. Each light ray is drawn as a straight
line that joins the object and the eye as it would if light were
emitting like a long finger emerging from the pupil. This is
shown in Figure 5.1. Notice that each object is defined by its
visual angle. Euclid would use a diagram like this to explain
why the more distant of two identical objects would appear
smaller. As the figure demonstrates, the arrow AB is farther
away from the eye and thus appears smaller than the closer
arrow CD because the visual angle AEB is smaller than visual
angle CED.

We have advanced well beyond Euclid, and obviously we
now know that light is reflected from every point of an object
and then reforms into an image after entering the eye. Despite
this knowledge, even today, visual diagrams are routinely
drawn as if the geometrical lines of emitted light actually ex-
isted. We do so, still ignoring the cautions of Bishop George
Berkeley (1685–1753) that were given some 2,000 years
after Euclid. Berkeley admonished “those Lines and Angles
have no real Existence in Nature, being only Hypotheses
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Figure 5.1 A figure after the style of Euclid, but still in use today, where
the drawn lines describing the visual angles AEB and CED were originally
meant to represent emissions from the eye.
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fram’d by Mathematicians, and by them introduced into
Optics, that they might treat of that Science in a Geometrical
way” (Berkeley, 1709).

The first steps toward a more modern optics of vision
comes from Alhazen (965–1040?), a scientist and natural
philosopher who worked most of his life in Egypt and whose
Arab name was Abu Ali al-Hasan ibn al-Haytham. He be-
came fascinated by an illusion or failure of correspondence,
namely the afterimages that one has after viewing bright ob-
jects. The existence of this failure of correspondence caused
him ultimately to reject the emission theory. The fact that a
residual effigy of an object remains after the object is re-
moved, and even after the eyes were closed, suggested that
this phenomenon was caused by light from the object having
a persistent effect in the eye.

In the process of rejecting the emission theory, Alhazen
modified the reception theory. Most importantly, he aban-
doned the idea that whole copies of objects reach the eye, an
idea that had persisted because when people viewed their
world, their phenomenological impression was that they
were viewing a set of whole objects. Instead, he claimed that
light, conceived of as a stream of minute particles, is thrown
off by illuminated objects and is disseminated in all direc-
tions in straight lines. This light comes from each point on the
object. Such tiny “point-eidola” would have no difficulties
entering the pupil of the eye. It is here that he confronts
the problem that frustrated those theorists who preceded
him, namely that it seemed unnatural to assume that the copy
of a unified entity should be broken up into pieces. If the

information coming from an object is actually decomposed
into parts, how could it ever be put together again to recreate
the whole? Furthermore, if so many of these points from so
many points on the object entered the pupil simultaneously, it
would be likely that they would mix in the eye and confuse
the relation of one part to another. Alhazen solved this issue
by the use of some information about refraction of light and a
misinterpretation of anatomy that placed the crystalline lens
of the eye in the center of the eye. According to this idea, the
cornea and the lens of the eye effectively consist of concen-
tric spherical surfaces, and only the projected rays of light
that enter perpendicularly to these surfaces would be unbent
by refraction. These rays produce a replicate image of the
object according to the following logic. Of all the lines pro-
jecting from any point on an object, only one will be perpen-
dicular to the cornea (the front surface of the eye). Only this
ray is seen, and since from each object point there is only one
effective ray, the complete set of rays preserves the topo-
graphic structure of their points of origin on the object.

Alhazen was basically a sensist in his approach, with
the idea that we ought to be able to accurately perceive the
world without the intervention of any higher, nonperceptual
processes. This theoretical position was, however, impossible
for object properties such as size, given the limited size of
the final image, and also for location, since obviously the
image is fixed at the location of the person’s retina. There-
fore, Alhazen was forced to allow a mental process to inter-
vene, and he suggested that it was the mind that assigned an
appropriate size and location to the object based on its image.
However, he balked at the issue of orientation. Based on his
knowledge of optics, he knew that an image passing through
a simple lens was inverted and left–right reversed. To avoid
dealing with this problem, he simply presumed that the
light’s final image to be analyzed by the mind was formed up-
right on the front surface of the crystalline lens of the eye. To
ask a mental process to rotate the world 180 degrees plus cor-
recting the left and right inversion of the image, and to do so
instantaneously enough for us to coordinate properly in the
world, was too much of leap of faith for him to accept.

Alhazen’s analysis of light into points would set the stage
for Kepler’s correct description of the optics of the eye.
Alhazen had failed when he had to deal with the inversion of
the retinal image because he could not accept that much
noncorrespondence between the input and the external world
and others would show a similar weakness. Thus, Leonardo
da Vinci (1452–1519), who was familiar with a pinhole ver-
sion of the camera obscura and the inverted image that it
casts on a screen, speaks in his fifteenth-century Notebooks
of the eye as the window to the soul. He and others resorted
to an odd sort of physical optics to solve the problem. They
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suggested that there must be a second inversion of the image
in the eye, perhaps because the fundus or inside surface of
the eye acts as a concave mirror that could then cast an up-
right image on the rear surface of the lens.

Johannes Kepler (1571–1630) was the first to describe the
true nature of image formation in the eye in 1604. He depicted
how a lens bends the multitude of rays approaching it from a
point on one side of the lens in such a way that it causes the
rays to converge and to meet in an approximation to a point
on the other side of the lens. The order of object and image
points is thus preserved, and an accurate, although inverted,
image is formed of the object. By 1625, Scheiner would ver-
ify Kepler’s theory. He removed the opaque layers at the back
of a cow’s eye and viewed the actual picture formed on the
retina and found that it was inverted. Others would repeat this
experiment, including Descartes, who described the results in
detail. Kepler was not unaware of the problems that the in-
verted image had caused for previous theorists. However, he
simply relegated its solution to what we would call physio-
logical processing or psychological interpretation, much as
Alhazen had relegated to the mind the assigning of size and
location in space to objects some six centuries earlier.

An interesting example of how the study of physics be-
came intertwined with the study of vision comes from Sir
Isaac Newton (1642–1727). Newton, whose name is one of
the most distinguished in the history of physics, had already
started almost all of his important lines of thought before he
was 30. During the short span of time from 1665 to 1666,
while Newton was in his early 20s and was a student (but not
yet a Fellow) at Trinity College in Cambridge University, he
achieved the following ideas: (a) he discovered the binomial
theorem; (b) he invented both differential and integral calcu-
lus; (c) he conceived his theory of gravitation and applied it
to the behavior of the moon; and (d) he purchased a glass
prism at the Stourbridge Fair for the purpose of studying the
refraction of light. It was this last item that would turn him
into a perceptual researcher.

Newton began his study of the refraction of light by
prisms in an attempt to improve the telescope. Descartes had
already shown that spherical lenses, because of their shape,
cause aberrations in image formation, namely colored
fringes. Experimenting with prisms first led Newton to the er-
roneous conclusion that all glass has the same refracting
power, which would mean that it would forever be impossi-
ble to correct for this distortion. To get around this problem,
he used the fact that there is no chromatic dispersion in re-
flected light. He therefore substituted a concave mirror for
the lens and thus created the reflecting telescope. It was this
invention that created his reputation and earned him an ap-
pointment to the Royal Society.

It is important to remember that Newton began with the
belief system of a physicist and thus felt that the spectrum of
colors that one got when passing light through a prism was a
property of the glass. However, during his experimentation
he was able to demonstrate that the spectrum could be re-
combined into white light if he used a second prism oriented
in the opposite direction. This would be an impossibility,
since all that a glass should be able to do is to add chromatic
aberrations. He soon determined that what the prism was
doing was differentially bending the light inputs, with shorter
wavelengths bent to a greater degree. This means that the re-
sulting light output is nothing more than a smear of light with
gradually differing wavelength composition from one end to
the other. Since we see an array of spectral colors, it led him
to the conclusion that color is a perceptual experience that
depends on the wavelength of the light hitting the eye. White
light is then simply the perception resulting from a mixture of
all of the colors or wavelengths. Thus, we have another case
where only when the physics fails to explain the phenomena
observed does the scientist resort to a perceptual explanation.

Other physicists would eventually contribute to knowl-
edge of vision. Prominent among them would be Hermann
Helmholtz, whose contributions to physics included develop-
ment of the theory of conservation of energy and also under-
standing of wave motions and vortexes. Another was Ernst
Mach, whose contribution to ballistics formed an important
basis for our understanding of the mechanics of flight and
who also would go on to study brightness perception in hu-
mans. However, in their contributions, they would use not
only the principles of physics but data from the newly emerg-
ing fields of physiology and neurophysiology.

PHYSIOLOGY AND PERCEPTION

The physiological research that directly stimulated and
guided the scientific study of sensation and perception was a
product of the nineteenth century. However, the conceptual
breakthrough that set the stage for these new findings was the
acceptance of a mechanistic conception of the body that
had been anticipated two centuries earlier. Henry Power, an
English physician and naturalist who was elected to the
Royal Society while it was still in its infancy, stated this
emerging viewpoint in his Experimental Philosophy in 1664.
Of perception he noted: “Originals in Nature, as we observe
are producible by Art, and the infallible demonstration of
Mechanicks,” suggesting that principles of art (here to in-
clude mathematics and geometry) and mechanistic principles
(here to include physics and physiology) should form the
basis of the study of perceptual and mental processes. He
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then goes on to make it quite explicit that to understand men-
tal phenomena we must understand “the Wheelwork and
Internal Contrivance of such Anatomical Engines,” including
those that are responsible for perception (e.g., the eye and
the ear).

This kind of thinking could encourage study of the body
as a machine and leave the issue of soul to a more di-
vine province. As an example, consider René Descartes
(1596–1650), who accepted a dualistic approach. While
sensory processing and response to stimulus inputs from the
environment could be solely mechanical and could be stud-
ied empirically, Descartes felt that the higher levels of men-
tal life, such as conscious perception, would require a soul
and the intervention of God. According to Descartes, ani-
mals could process sensory inputs mechanically with no
consciousness and no intelligence. He was convinced that
this was a reasonable position after observing the statues in
the royal gardens of Saint-Germain-en-Laye, the birthplace
and home of Louis IV. These human-sized statues, con-
structed by the Italian engineer Thomas Francini, were au-
tomated and could behave in surprisingly lifelike ways.
Each figure was a clever piece of machinery powered by hy-
draulics and carefully geared to perform a complex se-
quence of actions. For instance, in one grotto a figure of the
mythological Greek musician Orpheus makes beautiful
music on his lyre. As he plays, birds sing and animals caper
and dance around him. In another grotto, the hero Perseus
fights with a dragon. When he strikes the dragon’s head, it is
forced to sink into the water. The action of each figure was
triggered when visitors stepped on particular tiles on the
pathway. The pressure from their step tripped a valve, and
water rushing through a network of pipes in the statue
caused it to move.

In the Treatise on Man published in 1664, Descartes draws
a parallel between the human body and the animated statues
or automata in the royal gardens. He reasons that the nerves
of the human body and the motive power provided by them
are equivalent to the pipes and the water contained in the stat-
ues. He compares the heart to the source of the water, the var-
ious cavities of the brain with the storage tanks, and the
muscles with the gears, springs, and pulleys that move the
various parts of the statues. These statues do, of course, have
the capability to respond to some aspects of stimulation from
the outside world. In this case, the “stimulation” might be the
pressure of the visitor’s weight on a hidden lever beneath a
tile, which causes a figure of Diana, who is caught bathing, to
run away into the reeds to hide. If the visitor tries to follow
her, pressure on another tile causes Neptune to rush forward,
brandishing his trident protectively.

Using the figures in garden as his example, Descartes
notes that in some ways the human body is like one of these
mechanical contrivances, moving in predictable ways and
governed by mechanical principles. Because he misunder-
stood what he was looking at by confusing the blood vessels
that are found in the optic nerve with the nerve itself, he sug-
gested that the optic nerve was simply a tube that contained
“animal spirits” where motions are impressed by an image
and are thus carried to the brain. He argued that there is noth-
ing in animal behavior that could not be reproduced mechan-
ically. While there appear to be complex activities going on
in animals, these take place without any consciousness or
thought. A number of activities that seem to require reason
and intelligence, such as some of our protective reflexes, do
not really require or use consciousness. An example is when
you touch a hot surface. You usually withdraw your hand,
without any voluntary or conscious command to your mus-
cles to do so. In fact, most people who have experienced this
find that their hand had already lifted from the hot surface be-
fore they were even conscious of the pain from their fingers.
The consciousness of pain actually follows the protective
withdrawal of the hand. According to Descartes, this is the
level at which animals work. Their basic bodily functions
and their basic apparent responsiveness to the environment
are all without the need for consciousness, intelligence, self-
awareness, or a soul. However, no matter how complex the
movements of any machine might be, and no matter how
variable and intricate the engineers have made its behavior,
machines will always differ from a human being. The reason
is that human beings have not only a body (controlled by
mechanics) but also a soul (controlled by spirit). To have a
soul or a mind is to have the capacity to think and to have
consciousness and hence perception.

By the early nineteenth century, the study of the nervous
system was beginning to advance. The world’s first institute
for experimental physiology was established by Johannes
Müller (1801–1858) in Berlin. Müller’s Handbook of Physi-
ology, which summarized the physiological research of the
period and contained a large body of new material from his
own lab, was eagerly accepted, as is shown by its rapid trans-
lation and republication in English only five years later.
Müller’s conceptual breakthrough, the Doctrine of Specific
Nerve Energies, was actually a direct attack on the image or
eidola notion.

To see the problem facing Müller, one must first recognize
that the classical view of the mind was that there exists within
the brain something like a sentient being, a Sensorium, that
wants to learn about the external world but can never come
closer to it than the direct contact provided by the nerves.
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Imagine that the Sensorium is a prisoner in the skull and wants
to know about the Eiffel Tower. The only ways that it could
learn about it would involve having pictures of the tower, or
small copies of it (eidola) brought in, or failing that, at least a
verbal description of it. Notice that the representation of the
object to the mind is a real copy in kind. If there are no copies
of the object, or if the nerves cannot carry them, then we could
still have a symbolic representation of them, such as wordlike
symbols, as long as these have a fixed functional relationship
to the object so that the mind can recreate its properties by
inference. However, there was already some data that sug-
gested that images, or symbols representing images, were not
being passed down the nerves. For instance, Charles Bell
(1774–1842) pointed out that we perceive sensory qualities
based on the specific nerve that is stimulated, not on the basis
of the object providing the stimulation. If, for example, you
put pressure on the eyeball, you will stimulate the retina; how-
ever, what you perceive will be light, not pressure.

Müller introduced the concept that the Sensorium is only
directly aware of the states of the sensory nerves, not of the
external object. Each nerve can only transmit information
about one specific energy source, and there are five such
nerve energies, one for each of the senses. Thus, a stimulus
acting on a nerve that is tuned for visual energies will be per-
ceived as visual, regardless of whether the actual stimulus
was light, mechanical, or electrical stimulation. Finally, he
suggested that the actual specificity is recognized only at the
termination of the nerve in the brain. In doing this, he was in-
corporating the work of Pierre Flourens (1794–1867), who
had demonstrated that specific locations in the brain con-
trolled specific functions. Flourens based this upon data from
animals that had had parts of the brain systematically de-
stroyed and thus lost particular motor functions, as well as
various visual and auditory reflexes. Later on this would be
confirmed using human subjects who had head injuries due to
war or accident and who also suffered from sensory impair-
ments dependent on the location of the injury.

Müller’s break with the eidola theory was not complete,
however. He felt that each “adequate stimulus” impressed a
wealth of information on the appropriate neural channel by
exciting a vis viva (life force) or vis nervosa (neural power),
which took an impression of all the information that would
have been present had there been an actual eidola or image
present. In this he was expressing the old physiological doc-
trine of vitalism, which maintained that living organisms
were imbued with some special force that was responsible for
life and consciousness but not subject to scientific analysis.
This is very similar in tone to the concept of animal spirits
postulated by Descartes.

It was Müller’s students who would take the next steps. In
addition to his writing and research, Müller was a splendid
teacher who attracted many brilliant students. Among these
was Hermann Helmholtz (1821–1895), who played a pivotal
role in this history, and his classmates Émile du Bois-Reymond
(1818–1896), who later collaborated with Helmholtz and
gained fame by establishing the electrochemical nature of the
nervous impulse; Rudolf Virchow (1821–1902), who later pi-
oneered the cellular theory of pathology; and Ernst Brücke
(1819–1893), who would later do work on the interactions be-
tween color and brightness but who would be best known as
the most influential teacher of Sigmund Freud. Together these
students rejected the idea that there was any life force that was
so mysterious that it could not be analyzed, and so different
that it did not follow the know rules of physics and physiology.
As a rebellion against vitalism, they drew up a solemn article of
faith in the mechanistic viewpoint, which stated that

No other forces than the common physical-chemical ones are
active within the organism. In those cases which cannot at the
time be explained by these forces one has either to find the spe-
cific way or form of their action by means of the physical math-
ematical method, or to assume new forces equal in dignity to
the physical-chemical forces inherent in mater, reducible to the
force of attraction and repulsion. (Bernfeld, 1949, p. 171)

Then, with the passion generated by youthful fervor for a
cause, they each signed the declaration with a drop of their
own blood. It is ironic, in some ways, that a blood oath, so
common in mysticism and magical rites, would be the begin-
ning of a movement to purge spirits, demons, spirits, and the
soul from psychology.

The full implications of specific nerve energies were not
immediately apparent, but this idea would come to change the
nature of perceptual research. In 1844, Natanson made the ob-
vious mechanistic extension when he argued that every neural
organ must have a function and conversely every function
must have an organ. In sensory terms, he thought that there
might be three different energies for touch, three for taste,
three for vision, and an indeterminate number for smell. In
that same year, A. W. Volmann attempted to criticize Müller
on the ground that his theory would require not merely five
specific energies but one for every sense-quality. This might
require different channels for pressure, temperature, pain,
every one of the 2,000 recognizable colors, every discrim-
inable taste, and so forth. At the time, this seemed like almost
a reductio ad absurdum, since it seemed to require an infinity
of specific channels for the infinity of specific perceived sen-
sory qualities. However, a solution would show itself.
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The groundwork for saving the specific nerve energy the-
ory had already been laid before the theory was announced. It
appeared in a paper by Thomas Young (1773–1829), which
went relatively unnoticed until it was rediscovered by
Helmholtz. Young is best known for his linguistic research,
particularly on the Egyptian hieroglyphs, and this included
his work on translating the Rosetta Stone. However, when he
accepted election into the Royal Society, instead of speaking
about his linguistic and archaeological studies, he gave a
paper on the perception of color in 1801. In it, he proposed
that although there is a myriad of perceivable colors, it is pos-
sible to conceive that they all might be composed of mixtures
of three different primaries. He speculated that these would
be red, blue, and yellow, since artists are capable of mixing
most colors using paints of only these hues. By extension, the
visual system could do the same with three separate sets of
specific neural channels, one for each of the primary colors.
He had no empirical support for his speculations, however,
and reasoned mostly from the artistic analogy.

Helmholtz had independently reached the same conclusion
that only three primaries, hence three specific nerve energies,
would be required. He would, however, modify the primaries
to red, blue, and green. Helmholtz based his selection on some
color-mixture studies conducted by another brilliant physi-
cist, James Clerk Maxwell (1831–1879). Maxwell is best
known for having demonstrated that light is an electromag-
netic wave and for developing the fundamental equations de-
scribing electrical and magnetic forces and fields. This led to
some of the major innovations made in physics in the twenti-
eth century, including Einstein’s special theory of relativity
and quantum theory. Maxwell’s color-mixture data was not
based on the mixture of pigments that artists use, since such
subtractive mixtures are often difficult to control and analyze.
Instead, he used colored lights, generated by capturing small
regions of a spectrum generated by passing sunlight through
prisms and blocking off all but a small section. These additive
mixtures are easier to control and to analyze.

Maxwell eventually “proved” the adequacy of three color
primaries for full color perception in 1861. This was done by
producing the first color photograph. Maxwell took a picture
of a Scotch tartan–plaid ribbon using red, green, and blue fil-
ters to expose three separate frames of film. He then projected
the images through the appropriate filters to recombine them
to form the perception of a true colored image. This set the
stage for color photography, color television, and color print-
ing while at the same time demonstrating that three primaries
would suffice to produce the full range of colors that humans
can see.

Helmholtz next suggested that the specificity need not ac-
tually be in the nerves that are doing the conducting. All

nerves might be equivalent as information channels; how-
ever, there might be specific receptors at the first stage of
input that are tuned for specific sensory qualities. We now
know that this was a correct assumption and that there are
three cones with differential tuning to short wavelengths
(blue), medium (green), and long wavelengths (red). This has
been confirmed using microelectrode recording and also by
using microspectroscopy and directly determining the ab-
sorption spectra of individual cones.

Helmholtz also recognized that in some modalities, such
as hearing, the idea of only a few specific channels to carry
the various sensory dimensions might not work. Certainly at
the phenomenological level it is difficult to reduce the audi-
tory sense to a small number of primary qualities. He thus
suggested that further processing might be required at inter-
mediate stages along the sensory pathways, and perhaps there
may be specific centers in the brain that might selectively re-
spond to specific sensory qualities. The first theory to formal-
ize the idea of preprocessing sensory information to reduce
the number of channels needed actually came from Hering,
Helmholtz’s major academic opponent. Ewald Hering
(1834–1918) was a physiologist who would also go on to be
known for his work in establishing the role the vagus nerve
plays in breathing. Hering approached questions of percep-
tion from the point of view of a phenomenologist. This is,
perhaps, not surprising, because he succeeded Johannes
E. Purkinje (1787–1869), who was probably the best-known
phenomenologist of his time. In addition to his work in
microscopy, Purkinje is also known for his discovery of
the wavelength-dependent brightness shifts that occur as the
eye goes from a light to a dark adapted state (now called
the Purkinje shift). This set of observations suggested to
Purkinje that there might be two separate receptors in the eye,
with different photic sensitivity. His speculation was eventu-
ally proven by discovery of rods and cones and the demon-
stration, by Max Johann Sigizmund Scultze (1825–1874),
that rods functioned in low-light-level vision and cones in
bright light.

Hering was himself a fine analytic phenomenologist like
his predecessor Purkinje. He was not completely satisfied
with the idea of three primaries as being sufficient to explain
the phenomenon of color vision. It seemed to him, rather, that
human observers acted as if there were four, rather than three,
primary colors. For instance, when observers are presented
with a large number of color samples and asked to pick out
those that appear to be pure (defined as not showing any trace
of being a mixture of colors), they tend to pick out four, rather
than three, colors. These unique colors almost always include
a red, a green, and a blue, as the Helmholtz-Young trichro-
matic theory predicts; however, they also include a yellow.
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Hering also noted that observers never report certain color
combinations, such as yellowish blue or a greenish red. This
led him to suggest some hypothetical neural processes in
which the four primaries were arranged in opposing pairs.
One aspect of this opponent process would signal the pres-
ence of red versus green, and a separate opponent process
would signal blue versus yellow. An example of such a
process could be a single neuron whose activity rate in-
creased with the presence of one color (red) and decreased in
the presence of its opponent color (green). Since the cell’s ac-
tivity cannot increase and decrease simultaneously, one could
never have a reddish green. A different opponent-process cell
might respond similarly to blue and yellow. A third unit was
suggested to account for brightness perception. This was
called a black-white opponent process, after the fact that
black and white are treated psychologically as if they were
“pure colors.” Evidence from colored afterimages seemed to
support this theory.

One might have expected that Hering’s notions would be
met with enthusiasm, since the opponent-process concept
would allow alternate forms of qualitative information to
travel down the same pathway (e.g., red and/or green color),
thus reducing the number of neural channels required to en-
code color from three under the trichromatic theory to two.
Yet this idea was extremely unpopular. It appeared uncon-
vincing because the theory was purely speculative, with
only phenomenological evidence from a set of “illusions,”
namely afterimages and color contrast, to support it, and no
proven physiological processes that demonstrated the re-
quired mode of operation. Furthermore, even as neuro-
physiology became more advanced in the early part of the
twentieth century, the theory did not seem appealing, since it
seemed to fly in the face of the newly discovered all-or-none
neural response pattern. It implied some form of neural al-
gebra, where responses are added to or subtracted from one
another. Additive neural effects could easily be accepted;
however, subtractive effects were as yet unknown.

The first hints that some neural activity could have sub-
tractive or inhibitory effects came from the phenomenologi-
cal data and an application of mathematical reasoning by
physicist and philosopher Ernst Mach (1838–1916). Mach
was a systematic sensist in that he felt that science should
restrict itself to the description of phenomena that could be
perceived by the senses. His philosophical writings did much
to free science from metaphysical concepts and helped to es-
tablish a scientific methodology that paved the way for the
theory of relativity. However, if the fate of science was to rest
on the scientist’s sensory systems, it was important to under-
stand how the senses function and what their limitations are.
This led him into a study of brightness phenomena, particu-

larly of brightness contrast. At the time, brightness contrast
was just another illusion or instance of noncorrespondence. It
was demonstrated by noting that a patch of gray paper placed
on a white background appears to be darker than an identical
patch of gray paper placed on a dark background. This sug-
gested to Mach that there was some form of inhibition occur-
ring and that this inhibition could be between adjacent neural
units. He suggested that the receptors responding to the
bright surrounds inhibited the receptors responding to the
gray paper in proportion to their activity, and this was more
than the inhibition from the cells responding to the dimmer
dark region surrounding the other patch, thus making the
gray on white appear darker. This led to the prediction of the
brightness phenomenon that now bears his name, Mach
bands. This effect is seen in a light distribution that has a uni-
form bright region and a uniform dark region with a linear
ramplike transition in light intensity between the two. At the
top of the ramp a bright stripe is perceived, while at the bot-
tom a dark stripe is seen. These stripes are not in the light dis-
tribution but can be predicted by an algebraic model in which
neural intensities add to and subtract from those of adjacent
neural units. This obviously suggests that some form of inhi-
bition, such as that required by Hering’s model of color vi-
sion, can occur in sensory channels.

Unfortunately, psychologists sometimes look at phenome-
nological data with the same suspicion that they might look at
reports of extrasensory phenomena such as the perception of
ghosts. Truth seems to depend on identifiable physiology
rather than phenomenology; hence, neural inhibition re-
mained unaccepted. The breakthrough would come with
Ragnar A. Granit (1900–1991), who would usher in the era of
microelectrode recording of sensory responses. Granit was
inspired by the work of British physiologist Lord Edgar
Douglas Adrian (1889–1977), who was the first to record
electrical impulses in nerve fibers, including optic nerves,
and eventually developed a method to use microscopic elec-
trodes to measure the response to stimulation by the optic
nerve. Granit’s data began to show that when light is received
by the eye, under some circumstances it could actually inhibit
rather than excite neural activity. To confirm this in humans
he helped to develop the electroretinogram (ERG) technique
to measure mass activity in the retina. 

Haldan Keffer Hartline (1903–1983), who would go on to
share the 1967 Nobel Prize with Granit, was also fascinated
by Lord Adrian’s work. Hartline set about to use the micro-
electrode measures Granit developed to record electrical im-
pulses in individual nerve cells. His goal was to extend that
research into analysis of how the visual nerve system
worked. He did much of his work with the horseshoe crab,
which has a compound eye (like that of a fly) and has the
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advantage of having large individual cells that receive light
(photoreceptor cells) and long, well-differentiated optic
nerve fibers. In the 1930s he recorded electrical response
from single fibers of the horseshoe crab’s optic nerve and
found that the neurons generated a response frequency that
was proportional to the intensity of light shining on the pho-
toreceptors. This is the sort of signal that had been expected.
However, later work showed that under some circumstances
shining a light on an adjacent receptor could decrease (in-
hibit) the response rate in a stimulated cell. This was the in-
hibitory response activity predicted by Mach and needed by
Hering’s theory. However, things became much more com-
plicated when he began to study the more complex neural vi-
sual system of the frog. Now he found that optic nerve fibers
were activated selectively, according to the type of light, and
varied with brightness or movement. Further, under certain
circumstances, increasing light stimulation might actually
decrease neural response. This discovery convinced re-
searchers that, even at the level of the retina, some sort of
neural algebra could be taking place. Perhaps the sensory in-
puts were being processed and refined before being sent to
higher neural centers.

At this same time, researchers were beginning to modify
the doctrine of specific nerve energies because it still seemed
to suffer from the major limitation pointed out by some of its
early detractors. To put it into its simplest form, we perceive
an indefinite number of different sensory qualities in each
modality and we do not have an infinity of neural pathways.
For example, in the visual realm, a stimulus will have a color,
size, location, and state of motion. In addition, the stimulus
will contain features such as contour elements that delineate
its boundaries, and each of these will have a length and
orientation. There may also be prominent defining elements
such as angles or concave or convex curves, and so forth. The
doctrine of specific nerve energies had evolved from simply
positing a separate channel for each sensory modality to a
supposition that there is a separate channel for each sensory
quality or at least a limited set of qualities. While this is not
practical at the input and transmission stages of perception, it
is possible if we consider the end points or terminations in the
brain and if, as Hartline seemed to be suggesting, there is
some form of preprocessing that occurs before information is
sent down specific channels.

In the 1950s Stephen Kuffler’s laboratory at Johns Hopkins
University was studying the visual response of retinal neu-
rons using microelectrodes. It was in 1958 that two young
researchers who had come to work with Kuffler met: David
H. Hubel (b. 1926) and Torsten N. Wiesel (b. 1924). They
decided to look at the response of single neurons in the visual
cortex to see if they had any differential responses to stimuli

presented to the eye. In experiments with cats and monkeys,
Hubel and Wiesel were able to show that varying the spatial
location of a light spot caused variations in the response of
the cortical cell in either an excitatory or inhibitory manner.
By carefully mapping these changes in response to points of
light, they later were able to demonstrate that there were
complex cells in the brain that were “tuned” to specific visual
orientations. This meant that they responded well to lines in
one orientation and poorly or not at all to others with differ-
ent degrees of inclination. Other cells responded to move-
ment in a particular direction, and some were even tuned for
particular speed of movement across the retina. There were
even hypercomplex cells that responded to particular angles,
concavity versus convexity, and lines of particular length.
In a series of clever experiments, they also injected radioac-
tively labeled amino acids into the brain under specific
conditions of stimulation to show that there is a complex
cytoarchitecture in the visual cortex. Feature-specific cells
are vertically organized into columns and separated accord-
ing to which eye is providing the input. The act of vision,
then, involved a decomposition of an input into an array of
features that then, somehow or other, would be resynthesized
into the conscious percept.

Hubel and Wiesel’s work was initially greeted with skepti-
cism when it was announced in the 1960s. It seemed to be ex-
panding the doctrine of specific nerve energies to a ridiculous
degree. Adversaries suggested that, taken to the limit, one
might argue that every perceived quality and feature in vision
might require its own tuned neural analyzer. Thus, one might
eventually find a “grandmother cell” or a “yellow Cadillac
detector” that responds only to these particular stimuli. The
strange truth here is that these critics were correct, and in the
late 1970s, Charles Gross’s laboratory at Princeton Univer-
sity began to find cortical neurons that are extremely special-
ized to identify only a small range of particular targets with
special significance. For instance, one neuron in monkeys
seems to produce its most vigorous response when the stimu-
lus is in the shape of a monkey’s paw. Gross, Rocha-Miranda,
and Bender (1972) report that one day they discovered a cell
in the cerebral cortex of a monkey that seemed unresponsive
to any light stimulus. When they waved their hand in front of
the stimulus screen, however, they elicited a very vigorous re-
sponse from the previously unresponsive neuron. They then
spent the next 12 hours testing various paper cutouts in an at-
tempt to find out what feature triggered this specific unit.
When the entire set of stimuli were ranked according to the
strength of the response they produced, they could not find
any simple physical dimension that correlated with this rank
order. However, the rank order of stimuli, in terms of their
ability to drive the cell, did correlate with their apparent
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Figure 5.2 Instances of noncorrespondence and illusion: (A) the upper di-
vided space appears to be slightly longer than the lower undivided space (the
filled space-open space illusion); (B) the black circle surrounded by large
circles appears smaller than the black circle surrounded by small circles (the
Ebbinghaus illusion); (C) the vertical line appears longer than the horizontal
line (the horizontal-vertical illusion).

A

B C

similarity (at least for the experimenters) to the shadow of a
monkey’s hand. A decade later there were an accumulation of
reports of finding cells that are tuned for specific faces,
namely monkey faces in the monkey cortex and sheep faces
in sheep cortex (e.g., Bruce, Desimone, & Gross, 1981;
Kendrick & Baldwin, 1987). One wonders what Johannes
Müller would think of his theory now.

THE SCIENCE OF ILLUSION

While Müller is best known to psychologists for his work on
specific nerve energies, he is also an important contributor to
philosophical shift in thinking that resulted in the definition
of psychology as a separate science by influencing its
founder. In 1826 Müller published two books, the first on
physiology and the second the phenomenology of vision.
This second volume contained discussions of a number of
phenomena that Müller called visual illusions. These visual
illusions were not the distortions in two-dimensional line
drawings that we tend to use the label for today; rather, they
were such things as afterimages and phantom limbs. Müller
also included the fact that the impression of white may be
produced by mixing any wavelength of light with its comple-
ment and the resulting percept contains no evidence of the in-
dividual components as another form of illusion. In other
words, he was fascinated by the fact that there were some sit-
uations in which the conscious percept does not correspond
with the external situation as defined by physical measure-
ments. Müller’s book posed some questions that would re-
main unanswered during his lifetime but would lead to a
burst of empirical work a quarter of a century later. 

In 1855, Oppel published three papers in which he in-
cluded a number of size distortions that could be seen in fig-
ures consisting of lines drawn on paper. In his first paper, he
noted a distortion that was small in magnitude but quite reli-
able and could be induced by lines drawn on paper. It appears
in drawings such as that in Figure 5.2A and involves the per-
ception that the upper divided extent appears to be slightly
longer than the lower undivided space. By the third paper, he
had developed more powerful distortions such as that shown
in Figure 5.2C. Here the vertical line seems considerably
longer than the horizontal line, and this apparent difference in
length is usually in excess of 15 percent. Oppel cited Müller,
crediting him with sparking the interest in this type of illu-
sory phenomenon. Oppel was certainly not the first to recog-
nize visual illusions as instances of noncorrespondence be-
tween perception and reality. Remember that Ptolemy, for
example, had extensively discussed the moon illusion. Other
researchers had noticed that the scale or shape of common

items could be distorted in certain environments. For exam-
ple, Smith (1738) noted that “Animals and small objects seen
in valleys, contiguous to large mountains, appear extraordi-
narily small” (p. 314). For some reason, such descriptions
simply do not create the same impact as a simple graphic dis-
play, such as Figure 5.2B, where the two black circles (which
are simply surrogates for two animals) are the same size, yet
the circle surrounded by large forms (which are mere the
graphic analogues of mountains) seems to be somewhat
smaller than its counterpart, which is surrounded by only
small items.

It may well have been that having such portable demon-
strations of the failure of vision to accurately represent real-
ity generated more interest because more people could so
readily and reliably see the effects. Perhaps these line figures
appealed to the rising interest in experimentation. The juxta-
position of environmental elements that might cause illusions
to appear (such as mountains or moons) cannot be arranged
and rearranged at will. The major advantage of lines drawn
on paper lies in their flexibility. To begin with, one can easily
manipulate the array by bringing large and small objects in
close proximity to one another in the picture plane. One can
also select stimuli, such as circles, squares, or lines, that have
no necessary and familiar size. One can manipulate stimulus
elements along many dimensions, such as brightness, chro-
maticity, spatial proximity, identity, and so forth. Further-
more, one can verify the true dimensions of the perceptually
distorted figural elements with tools as simple as a ruler.

With the opportunities for easy experimentation so readily
available, perhaps it is not surprising that between 1855,
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when Oppel’s papers appeared, and 1900, over 200 papers
demonstrating and analyzing various visual distortions ap-
peared. New illusion configurations began to appear in a vast
unsystematic flood. There were new distortions described by
the astronomer Johann Karl Friedrich Zöllner (1834–1882),
the sociologist Franz Müller-Lyer (1857–1916), the physiolo-
gist Jacques Loeb (1859–1924), and the philosopher-
psychologist Franz Brentano (1838–1917). Many psycholo-
gists whose main interests seem to lie far from perception also
took their turn at producing illusion configurations. Included
in this group are Charles Hubbard Judd (1873–1946) and
Alfred Binet (1857–1911), both interested in education and
child development; the philosophically oriented James Mark
Baldwin (1861–1934) and William James (1842–1910); the
clinician Joseph Jastrow (1863–1944); the founder of applied
psychology, Hugo Münsterberg (1863–1916); as well as a
host of workers interested in aesthetics, including Karl
Stumpf (1848–1936) and Theodor Lipps (1851–1914). This is
not to say that specialists in perception were excluded, since
many of these joined this merry frenzy of exposing instances
of noncorrespondence, including Wundt, Hering, Helmholtz,
Titchener, and Ehrenfels, to name but a few.

It is difficult to believe, but it was in the midst of all of this
activity of drawing lines on paper to produce illusory per-
cepts that the science of psychology was born. Wilhelm
Wundt (1832–1920) was probably the first person to call
himself a psychologist and was certainly the first to found a
formal administrative unit for psychological research. Oddly
enough he embarked upon the development of exclusively
psychological research because of all those line drawings that
showed systematic distortions when carefully viewed. Wundt
began by considering visual illusions as they were currently
being described in his book Contributions to the Theory of
Sensory Perception, various sections of which were pub-
lished between 1858 and 1862. By the time he published his
Principles of Physiological Psychology (in two parts, 1873
and 1874), his deliberations had forced him into a new philo-
sophical and methodological position. For example, when he
considered Oppel’s strongest illusion, which demonstrated
the fact that a vertical line looks longer than a horizontal line
of equal length (as we saw in Figure 5.2C), he recognized
that this perceived illusion could not be predicted by any of the
known laws of physics, biology, or chemistry. To explain this
phenomenon, then, we would need a new set of laws. These
laws would be the laws that govern mental science. He sug-
gested that we need a science of mental processes and we
could name it “Psychology,” as had been suggested earlier by
the philosopher and mathematician Christian von Freiherr
Wolff (1679–1754). Although he credited Wolff with the
name, Wundt chose to ignore the fact that Wolff also

maintained that any science of mental life could not be based
upon empirical research. Instead Wundt set out to create a
new empirical science with its own methods and its own
basic principles to study issues such as the noncorrespon-
dence between the physical and the perceived world.

When Wundt first began his research, he had already ac-
cepted the concept that psychology should use a variety of
experimental methods depending on the question being
asked. One such technique was analytic introspection. Wundt
initially adopted the atomistic viewpoint, which earlier in the
century had proved to be so successful in physics, biology,
and chemistry. It seemed reasonable to assume that con-
sciousness could be viewed as the sum of some form of basic
mental elements, much as physicists had come to view matter
as the combination of basic elements called atoms and biolo-
gists had come to view living organisms as the combination
of basic units called cells. Wundt’s structuralist viewpoint ar-
gued that the total perceptual impression must similarly be
composed of the sum of simple sensory impressions. Ana-
lytic introspection was one way of training observers to iso-
late these simple sensory impressions in consciousness and
thus reveal the irreducible elements of conscious perception.
There is a misperception about Wundt’s methodology that
was perpetrated by his student Edward Bradford Titchener
(1867–1927). The fallacy is that analytic introspection was
the main, and perhaps the only, technique of choice in
Wundt’s lab. This is not true, since Wundt advocated many
methods, including observation without intervention, experi-
mentation, and the use of objective indexes of mental
processes such as discriminative responses to sensory stimuli
and reaction time. Furthermore, well before his long career
was through, the same stimulus configurations that brought
him to consider psychology as a separate discipline would
cause him to abandon analytic introspection.

If analytic introspection worked, then the observer should
be able to reduce consciousness to basic sensory elements. If
this is the case, then it seems reasonable to assume that visual
illusion stimuli, when dealt with in this manner, would no
longer produce any perceptual distortion. Thus, analytically
viewing the items in Figure 5.2 should produce accurate as-
sessments of all relevant sizes and lengths, and the illusions
themselves should turn out to be nothing more than judg-
mental errors added to the basic sensory elements by not-so-
careful observers. Unfortunately, such was not the case, and
the illusions persisted, suggesting to Wundt that perhaps the
atomistic view was untenable and the technique of analytic
introspection might not be as useful as originally thought.
Instead, he began to argue for a much more modern-sounding
view of perception, which he called creative synthesis.
According to this view, perception might be considered to be
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an amalgam between sensory and nonsensory elements.
These nonsensory elements might arise through memories or
associations established by an individual’s experience or
history, or information from other modalities. Thus, in Fig-
ure 5.2A, the eye might be expending more energy moving
over the upper divided space (since it might be stopping and
starting as it moved over the included elements). Since the
movement of the eye over longer extents also normally re-
quires more effort, it may be that the proprioception from this
additional effort might interact with the visual impression to
produce the perception of a longer extent. Such an idea (that
is, the interaction of sensory factors with information from
other modalities or nonsensory sources) would find ready ac-
ceptance with many current cognitive theories that attempt to
integrate multimodal inputs as well as memory and reasoning
processes into the perceptual act (c.f., Coren, 1986).

THE RISE OF THE BEHAVIORAL LABORATORIES

Although Helmholtz was doing experimentation on percep-
tual phenomena, he did not call himself a psychologist and
would have claimed that he was studying physiology or
physics rather than psychology. Hence, no one credits
Helmholtz with having the first experimental lab in psychol-
ogy. Helmholtz, however, did set the stage for the first labs
by establishing a particular methodology that would find
immediate acceptance and is still used today. Prior to his time,
it was believed that sensory information was transmitted to
whatever center needed to turn it into conscious awareness in-
stantaneously. Helmholtz’s friend, Émile du Bois-Reymond
(1818–1896), had studied the chemical structure of nerve
fibers and shown that the neural response was an electro-
chemical event. Helmholtz theorized that this meant that the
nervous impulse might travel more slowly than anyone had
previously imagined–perhaps even slow enough to be mea-
sured in a laboratory.

Unfortunately, to test his hypothesis, Helmoltz needed an
instrument capable of measuring very small fractions of sec-
onds, smaller than could be reliably detected by any existing
timepiece. He devised such a “clock” from a simple labora-
tory galvanometer. A galvanometer is an instrument that de-
tects the presence and strength of an electrical current by
causing a needle to deflect, with the amount of deflection cor-
responding to the strength of the current. Helmholtz knew
that when the current was first turned on it took a short, but
measurable, amount of time to reach its maximum level and
to cause the needle to reach its maximum deflection. If the
current was turned off before it reached its maximum, the
proportion of needle deflection registered was an accurate

measure of the very small amount of time the current had
been on.

Now armed with this “galvanometric stopwatch,”
Helmholtz measured the speed of the neural impulse in a
frog’s leg. He knew that mild electrical stimulation of the
motor nerve that ran the length of the leg would cause a
twitch in the foot muscle, and by balancing the foot on a
switch, this movement could be used to turn off a current.
When the current was turned on the galvanometer was set in
motion, but when the foot twitched it was turned off. He now
compared the times when the nerve was stimulated at differ-
ent locations along the nerve fiber. He found that a point four
inches from the muscle took 0.003 seconds longer than a
point only one inch away, meaning that the nerve impulse
was traveling at about 83 feet per second.

The next step was to apply this technique to humans. He
trained subjects to press a button whenever they felt a stimu-
lus applied to their leg. Although the results were more vari-
able than those for the frog, reaction times tended to be
longer when the stimulus was applied to the toe than when
applied to the thigh. Calculations showed that humans had a
faster neural impulse travel speed than the frog, in excess of
165 feet per second, and perhaps up to around 300 feet per
second.

It would take a few years for the significance of these
experiments to register with the scientific world—partly be-
cause the results were too astonishing to believe. From a phe-
nomenological perspective mental processes are subjectively
experienced as occurring instantaneously, and physiologists
believed that the neurological events associated with them
should be instantaneous as well. The idea that it takes a finite
time for events to occur was difficult to believe. Nonetheless,
this new reaction-time methodology would allow the first
true psychological laboratory to begin its testing program.

Wundt was quite aware of Helmhotz’s work, since he had
not only trained briefly with Helmholtz’s mentor Johannes
Müller but served as Helmholtz’s assistant at Heidelberg.
When Wundt established the first psychological laboratory at
Leipzig in 1879, one of the major objective methodological
tools that he would employ would be “mental chronometry,”
or reaction time, building on some earlier work of the Dutch
physiologist Frans Cornelis Donders (1817–1881). Reaction-
time methodology allowed Wundt to demonstrate a scientific
basis for psychological research. The philosophic basis for
this undertaking would come from Johann Friedrich Herbart
(1776–1841), who suggested that the study of mental phe-
nomena should be (a) empirical; (b) dynamic, in the sense
that ideas and experiences can interact and vary over time;
and (c) mathematical. To this substrate, Wundt added that
the study of mental phenomena should use the technology,
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fundamental data, and empirical strategies that had been de-
veloped by physiology, since ultimately humans are simply
physiological machines. It was in this context that Wundt de-
veloped the subtractive method to measure mental function.

An example of how the subtractive method works would
be to first measure the reaction time for a simple task, say by
tapping a key at the onset of a light (call this Ts). Next the ob-
server is given a more complex task, say one in which he had
to make a decision as to whether the light was red or green,
tapping a key with his right hand for red and with his left
hand for green (call this Tc). Since the more complex task
takes more mental computation, Tc is longer than Tn, and
Wundt reasoned that the actual time that the decisional
process takes, Td, could be computed by the simple subtrac-
tion Td � Tc � Ts. This should give the researcher a metric.
Reaction time should increase in direct proportion to the dif-
ficulty of the decision or the number of decisions that had to
be made.

Although this methodology generated a lot of research,
concerns began to be expressed by some researchers.
N. Lange, working in Wundt’s lab, found that attentional
processes affected the length of the reaction time. Unattended
or unexpected stimuli took longer to respond to, and paying
attention to the response rather than to the stimulus also al-
tered the reaction time. Other researchers, such as Oswald
Klüpe (1862–1915), suggested that the method was not valid
because the entire perceptual act is not simply the sum of
simple sensory and decision times. Returning to the example
above, suppose that we compare the time that it takes to de-
tect a light (Ts) to the time that it takes to discern the locus of
lights (e.g., whether a pair of lights were side by side or one
above the other–Tl); now, following this decision we will also
require the observer to add the color discrimination task that
we described earlier (Tc). The addition of a second mental op-
eration or sensory input was known as the complication
method. Computing the decision time for the color task
should produce the same value whether we base it on Tc � Tl

(where subjects are making two sequential decisions in a
complication study) or Tc � Ts (the single decision compared
to the simple detection task), since the color decision (red
versus green) added on to the first task is identical. Yet this
was never the case, which suggested that mental activity was
not a linear process and was not subject to simple algebraic
analysis. Because of this, studies of reaction time came to be
viewed as suspect, and their popularity declined during the
first half of the twentieth century.

Reaction time would spring back into prominence as cog-
nitive and information-processing approaches to perception
became a problem of interest. The changes in reaction time
with shifts in attention no longer would be viewed as a

methodological artifact but rather could be used as a method of
studying attention itself. Furthermore, the underlying concep-
tion that processing was a serial and linear process would be
challenged, and reaction time would provide the vital mea-
sures. It was Saul Sternberg, in a series of visual search and
recognition studies (e.g., Sternberg, 1967), and Ulric Neisser
in his 1967 book Cognitive Psychology, who rebuilt the repu-
tation of reaction-time methodology. They turned the apparent
breakdown of the subtractive method into an investigative
tool. Thus, in those instances in which addition of tasks or sen-
sory inputs increases reaction time, we clearly have a serial
processing system where the output from an earlier stage of
processing becomes the input for the next stage of processing.
Because of this serial sequence, processing times increase as
the number of mental operations increases. However, in those
instances where adding tasks, stimuli, or sensory channels
does not increase the reaction time, we are dealing with a par-
allel and perhaps distributed processing network where many
operations are occurring simultaneously. In this way, reaction-
time methodology allows us to ascertain the pattern or network
of processing and not simply the complexity of processing.

An example of parallel processing as it was originally
conceptualized can be seen in a visual pattern recognition
theory that emphasized feature extraction processes that all
occur at the same time. It was originally called pandemo-
nium, because, as a heuristic device, each stage in the analy-
sis of an input pattern was originally conceived of as a
group of demons shouting out the results of their analyses
(Selfridge, 1959). According to the model, the contents of the
retinal image are simultaneously passed to each of a set of
feature demons, which actually are neurons that act like
filters to detect specific features. All of these neurons do their
processing at the same time, since copies of the original stim-
ulus input are passed on to a number of neurons simultane-
ously. The response of these filtering neurons (the loudness
with which the demons shout) is proportional to the fit of the
stimulus to the filter’s template. These outputs are judged si-
multaneously by a large set of cognitive demons, which are
actually more complex filters or neurons that respond to a
particular combination of features in proportion to their fit to
the template. One of these will be a best fit, and thus respond
most vigorously. At the final stage, a decision demon listens
to the “pandemonium” caused by the yelling of the various
cognitive demons. It chooses the cognitive demon (or pat-
tern) that is making the most noise (responding most vigor-
ously) as the one that is most likely to be the stimulus pattern
presented to the sensory system and represents this as the
final conscious percept. Such parallel-distributed processing
theories have become popular because they are easily repre-
sented in a network form and thus can be implemented and
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tested as computer models. In this way, the reaction-time data
confirms Herbart’s contention that theories of psychology
should be dynamic and can be mathematical.

THE PSYCHOPHYSICISTS AND THE
CORRESPONDENCE PROBLEM

The ultimate battle over the conceptualization of perception
would be fought over the correspondence problem. The issue
has to do with the perceptual act, and the simple question is,
“How well does the perceived stimulus in consciousness cor-
respond or represent the external physical stimulus?” By the
mid-1800s, the recognition that sensory systems were not
passively registering an accurate picture of the physical
world was becoming an accepted fact. The most common sit-
uations in which this became obvious were those that taxed
the sensitivity of an observer. In these instances, stimuli
might not be detected and intensity differences that might
allow one to discriminate between stimuli might go unno-
ticed. These early studies were clearly testing the limitations
of the receptivity of sensory organs and hence were consis-
tent with both the physical and physiological view of the
senses as mere stimulus detectors. However, as the data on
just how sensitive sensory systems were began to be
amassed, problems immediately arose.

Ernst Heinrich Weber (1795–1878) at the University of
Leipzig did research on touch sensitivity. He noticed that the
ability to discriminate between one versus two simultaneous
touches and the ability to discriminate among different
weights was not a simple matter of stimulus differences. As
an example, take three coins (quarters work well) and put two
in one envelope and one in the other. Now compare the
weight of these two envelopes and you should have no diffi-
culty discriminating which has two coins, meaning that the
stimulus difference of the weight of one quarter is discrim-
inable. Next take these two envelopes and put one in each of
your shoes. When you now compare the weight of the shoes
you should find it difficult, and most likely impossible, to tell
which of them is one coin weight heavier, despite the fact that
previously there was no difficulty making a discrimination
based on the same weight difference. Physical measuring de-
vices do not have this limitation. If you have a scale that can
tell the difference between a 10-gram and 20-gram weight, it
should have no difficulty telling the difference between a
110-gram and 120-gram weight, since it clearly can discrim-
inate differences of 10 grams. Such cannot be said for sen-
sory systems.

These observations would be turned into a system of mea-
suring the correspondence between the perceived and the

physical stimulus by Gustav Teodore Fechner (1801–1887).
Fechner was a physicist and philosopher who set out to solve
the mind–body problem of philosophy, but in so doing actu-
ally became, if not the first experimental psychologist, at
least the first person to do experimental psychological re-
search. Fechner got his degree in medicine at Leipzig and
actually studied physiology under Weber. He accepted a po-
sition lecturing and doing research in the physics department
at Leipzig, where he did research on, among other things, the
afterimages produced by looking at the sun through colored
filters. During the process of this, he damaged his eyes and
was forced to retire in 1839. For years he wore bandages over
his eyes; however, in 1843 he removed them, and reveling in
the beauty of recovered sight he began a phenomenological
assessment of sensory experience. On the morning of October
22, 1850, Fechner had an insight that the connection between
mind and body could be established by demonstrating that
there was a systematic quantitative relationship between the
perceived stimulus and the physical stimulus. He was willing
to accept the fact that an increase in stimulus intensity does
not produce a one-to-one increase in the intensity of a sensa-
tion. Nonetheless, the increase in perceived sensation magni-
tudes should be predictable from a knowledge of the stimulus
magnitudes because there should be a regular mathematical
relationship between stimulus intensity and the perceived in-
tensity of the stimulus. He described the nature of this rela-
tion in his classic book The Elements of Psychophysics,
which was published in 1860. This book is a strange mixture
of philosophy, mathematics, and experimental method, but it
still had a major impact on perceptual research.

Fechner’s description of the relationship between stimu-
lus and perception began with a quantitative manipulation of
Weber’s data. What Weber had found was that the discrimi-
nation of weight differences was based on proportional
rather than arithmetic difference. For example, suppose an
individual can just barely tell the weight difference between
10 and 11 quarters in sealed envelopes; then this minimally
perceptible difference between 10 and 11 represents a 1�10 in-
crease in weight (computed as the change in intensity of 1
quarter divided by the starting intensity of 10 quarters). This
fraction, which would be known as the Weber fraction, then
predicted the stimulus difference that would be just notice-
able for any other starting stimulus. Thus, you would need a
10-quarter difference added to an envelope containing 100
quarters to be discriminated (e.g., 100 versus 110), a 5-
quarter difference if the envelope contained 50 quarters, and
so forth. Since these minimal weight changes are just barely
noticeable, Fechner assumed that they must be subjectively
equal. Now Fechner makes the assumption that these just no-
ticeable differences can be added, so that the number of
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times a weight must be increased, for instance, before it
equals another target weight, could serve as an objective
measure of the subjective magnitude of the stimulus. Being
a physicist gave him the mathematical skills needed to
then add an infinite number of these just noticeable differ-
ences together, which in calculus involves the operation of
integration. This resulted is what has come to be known as
Fechner’s law, which can be stated in the form of an equation
of S � W log I, where S is the magnitude of the sensation, W
is a constant which depends on the Weber fraction, and I is
the intensity of the physical stimulus. Thus, as the magnitude
of the physical stimulus increases arithmetically, the magni-
tude of the perceived stimulus increases in a logarithmic
manner. Phenomenologically this means that the magnitude
of a stimulus change is perceived as being greater when the
stimulus intensity is weak than that same magnitude of
change is perceived when the starting stimulus is more in-
tense. The logarithmic relationship between stimulus inten-
sity and perceived stimulus magnitude is a better reflection
of what people perceive than is a simple representation based
on raw stimulus intensity; hence, there were many practical
applications of this relationship. For instance, brightness
measures, the density of photographic filters, and sound
scales in decibels all use logarithmic scaling factors.

One thing that is often overlooked about Fechner’s work
is that he spoke of two forms of psychophysics. Outer psy-
chophysics was concerned with relationships between stim-
uli and sensations, while inner psychophysics was concerned
with the relationship between neural or brain activity and
sensations. Unfortunately, as so often occurs in science,
inner psychophysics, although crucial, was inaccessible to
direct observation, which could create an insurmountable
barrier to our understanding. To avoid this problem, Fechner
hypothesized that measured brain activity and subjective
perception were simply alternative ways of viewing the
same phenomena. Thus, he hypothesized that the one realm
of the psychological universe did not depend on the other in
a cause-and-effect manner; rather, they accompanied each
other and were complementary in the information they con-
veyed about the universe. This allowed him to accept the
thinking pattern of a physicist and argue that if he could
mathematically describe the relationship between stimulus
and sensation, he had effectively explained that relationship.

Obviously, the nonlinearity between the change in the
physical magnitude of the stimulus and the perceived magni-
tude of the stimulus could have been viewed as a simple fail-
ure in correspondence, or even as some form of illusion.
Fechner, however, assumed that since the relationship was
now predictable and describable, it should not be viewed as
some form of illusion or distortion but simply as an accepted

fact of perception. Later researchers such as Stanley Smith
Stevens (1906–1973) would modify the quantitative nature
of the correspondence, suggesting that perceived stimulus in-
tensities actually vary as a function of some power of the in-
tensity of the physical stimulus, and that that exponent will
vary as a function of the stimulus modality, the nature of the
stimulus, and the conditions of observation. Once again the
fact of noncorrespondence would be accepted as nonillusory
simply because it could be mathematically described.
Stevens did try to make some minimal suggestions about how
variations in neural transduction might account for these
quantitative relationships; however, even though these were
not empirically well supported, he considered that his equa-
tions “explained” the psychophysical situation adequately.

While the classical psychophysicists were concerned with
description and rarely worried about mechanism, some more
modern researchers approached the question of correspon-
dence with a mechanism in mind. For instance, Harry Helson
(b. 1898) attempted to explain how context can affect judg-
ments of sensation magnitudes. In Helson’s theory, an organ-
ism’s sensory and perceptual systems are always adapting to
the ever-changing physical environment. This process creates
an adaptation level, a kind of internal reference level to which
the magnitudes of all sensations are compared. Sensations
with magnitudes below the adaptation level are perceived to
be weak and sensations above it to be intense. Sensations at or
near the adaptation level are perceived to be medium or neu-
tral. The classical example of this involves three bowls of
water, one warm, one cool, and one intermediate. If an indi-
vidual puts one hand in the warm water and one in the cool
water, after a short time both hands will feel as if they are in
water that is neither warm nor cool, as the ambient tempera-
ture of the water surrounding each hand becomes its adapta-
tion level. However, next plunging both hands in the same
bowl of intermediate temperature will cause the hand that
was in warm to feel that the water in the bowl is cool and the
hand that was in cool to feel that the same water is warm.
This implies that all perceptions of sensation magnitude are
relative. A sensation is not simply weak or intense; it is weak
or intense compared to the adaptation level.

One clear outcome of the activity of psychophysicists was
that it forced perceptual researchers to learn a bit of mathe-
matics and to become more comfortable with mathematical
manipulation. The consequence of this has been an accep-
tance of more mathematically oriented methods and theories.
One of these, namely signal detection theory, actually is the
mathematical implementation of a real theory with a real hy-
pothesized mechanism. Signal detection theory conceptual-
ized stimulus reception as analogous to signal detection by
a radio receiver, where there is noise or static constantly
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present and the fidelity of the instrument depends on its abil-
ity to pick a signal out of the noisy environment. Researchers
such as Swets, Tanner, and Birdsall (1961) noted that the sit-
uation is similar in human signal reception; however, the
noise that is present is noise in the neural channels against
which increased activity due to a stimulus must be detected.
Furthermore, decisional processes and expectations as well
as neural noise will affect the likelihood that a stimulus will
be detected. The mathematical model of this theory has re-
sulted in the development of an important set of analytic tools
and measures, such as d� as a measure of sensitivity and � as
a measure of judgmental criterion or decision bias.

This same trend has also led to the acceptance of some
complex mathematical descriptive systems that were offered
without physical mechanisms in mind but involve reasoning
from analogy using technological devices as a model. Con-
current with the growth of devices for transmitting and pro-
cessing information, a unifying theory known as information
theory was developed and became the subject of intensive re-
search. The theory was first presented by electrical engineer
Claude Elwood Shannon (b. 1916) working at the Bell Labs.
In its broadest sense, he interpreted information as including
the messages occurring in any of the standard commu-
nications media, such as telephones, radio, television, and
data-processing devices, but by analogy this could include
messages carried by sensory systems and their final interpre-
tation in the brain. The chief concern of information theory
was to discover mathematical laws governing systems de-
signed to communicate or manipulate information. Its princi-
pal application in perceptual research was to the problems of
perceptual recognition and identification. It has also proved
useful in determining the upper bounds on what it is possible
to discriminate in any sensory system (see Garner, 1962).

THE GESTALTISTS AND THE
CORRESPONDENCE PROBLEM

We have seen how psychophysicists redefined a set of fail-
ures of correspondence so that they are no longer considered
illusions, distortions, or misperceptions, but rather are exam-
ples of the normal operation of the perceptual system. There
would be yet another attempt to do this; however, this would
not depend on mathematics but on phenomenology and de-
scriptive psychological mechanisms.

The story begins with Max Wertheimer (1880–1943), who
claimed that while on a train trip from Vienna for a vacation
on the Rhine in 1910, he was thinking about an illusion he
had seen. Suddenly he had the insight that would lead to
Gestalt psychology, and this would evolve from his analysis

of the perception of motion. He was so excited that he
stopped at Frankfurt long enough to buy a version of a toy
stroboscope that produced this “illusion of motion” with
which to test his ideas. He noted that two lights flashed
through small apertures in a darkened room at long intervals
would appear to be simply two discrete light flashes; at very
short intervals, they would appear to be two simultaneously
appearing lights. However, at an intermediate time interval
between the appearance of each, what would be perceived
was one light in motion. This perception of movement in a
stationary object, called the phi phenomenon, could not be
predicted from a simple decomposition of the stimulus array
into its component parts; thus, it was a direct attack on asso-
ciationist and structural schools’ piecemeal analyses of ex-
perience into atomistic elements. Because this motion only
appears in conscious perception, it became a validation of a
global phenomenological approach and ultimately would be
a direct attack of on the “hard-line” behaviorism of re-
searchers such as John Broadus Watson (1878–1958), who
rejected any evidence based on reports or descriptions of con-
scious perceptual experience. Wertheimer would stay for sev-
eral years at the University of Frankfurt, where he researched
this and other visual phenomena with the assistance of Kurt
Koffka (1886–1941) and Wolfgang Köhler (1887–1967). To-
gether they would found the theoretical school of Gestalt psy-
chology. The term gestalt is usually credited to Christian
Freiherr von Ehrenfels (1859–1932). He used the term to
refer to the complex data that require more than immediate
sense experience in order to be perceived. There is no exact
equivalent to gestalt in English, with “form,” “pattern,” or
“configuration” sometimes being suggested as close; hence,
the German term has simply been adopted as it stands.

The basic tenants of Gestalt psychology suggest that per-
ception is actively organized by certain mental rules or tem-
plates to form coherent objects or “wholes.” The underlying
rule is that “the whole is different from the sum its parts.”
Consider Figure 5.3. Most people would say that they see a
square on the left and a triangle on the right. Yet notice that
the individual elements that make up the square are four cir-
cular dots, while the elements that make up the triangle are
actually squares. The gestalt or organized percept that appears
in consciousness is quite different from the sum of its parts.

Few facts in perception are as well known as the gestalt
laws of perceptual grouping, which include grouping by
proximity, similarity, closure (as in Figure 5.3), and so forth.
There had been a number of precursors to the gestalt laws of
organization, and theorists such as Stumpf and Schumann had
noticed that certain arrangements of stimuli are associated
with the formation of perceptual units. These investigators,
however, were fascinated with the fact that such added
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Figure 5.3 A square and a triangle appear as a function of the operation of
the gestalt principle of perceptual organization labeled closure.

qualities as the squareness or triangularity that you see in
Figure 5.3 represented failures in correspondence between
the physical array and the conscious perception. For this rea-
son they tended to classify such perceptual-grouping phe-
nomena as errors in judgment analogous the visual-geometric
illusions that we saw in Figure 5.2. They argued that it was
just as illusory to see a set of dots cohering together to form a
square as in Figure 5.3, when in fact there are no physical
stimuli linking them, as it is to see two lines as different in
length when in fact they are physically identical.

The gestalt theorists set out to attack this position with a
theoretical article by Köhler (1913). This paper attacked the
prevailing constancy hypothesis that maintained that every
aspect of the conscious representation of a stimulus must cor-
respond to some simple physical stimulus element. He ar-
gued that many nonillusory percepts, such as the perceptual
constancies, do not perfectly correlate with the input stimu-
lus. Perceptual organizational effects fall into the same class
of phenomena. He argued that to label such percepts as “illu-
sions” constitutes a form of “explaining away.” He goes on to
say, “One is satisfied as soon as the blame for the illusion so
to speak, is shifted from the sensations, and a resolute inves-
tigation of the primary causes of the illusion is usually not
undertaken” (Köhler, 1913, p. 30). He contended that illusory
phenomena are simply viewed as curiosities that do not war-
rant serious systematic study. As he noted, “each science has
a sort of attic into which things are almost automatically
pushed that cannot be used at the moment, that do not fit, or
that no one wants to investigate at the moment,” (p. 53). His
intention was to assure that the gestalt organizational phe-
nomena would not end up in the “attic” with illusions. His
arguments were clearly successful, since few if any contem-
porary psychologists would be so brash as to refer to gestalt
organizations in perception as illusions, despite the fact that
there is now evidence that the very act of organizing the
percept does distort the metric of the surrounding perceived

space in much the same way that the configurational elements
in Figure 5.2 distort the metric of the test elements (see
Coren & Girgus, 1980).

THE PROGRESS OF PERCEPTUAL RESEARCH

Where are we now? The study of the perceptual problem and
the issue of noncorrespondence remains an open issue, but it
has had an interesting historical evolution. Wundt was correct
in his supposition that psychology needed psychological
laws, since physical and physiological laws cannot explain
many of the phenomena of consciousness. What Wundt rec-
ognized was that the very fact of noncorrespondence between
perception and the physical reality was what proved this fact
and this same noncorrespondence is what often drives per-
ceptual research. Köhler was wrong in saying that instances
of noncorrespondence were relegated to the attic of the sci-
ence. Instances of noncorrespondence or illusion are what
serve as the motive power for a vast amount of perceptual in-
vestigation. It is the unexpected and unexplainable illusion or
distortion that catches the attention and interest of re-
searchers. The reason that there are no great insights found in
the category of phenomena that are currently called illusions
is that once investigators explain any illusion and find its un-
derlying mechanism, it is no longer an illusion.

Consider the case of color afterimages, which Müller clas-
sified as an illusion in 1826. Afterimages would serve as
stimuli for research by Fechner, Helmholtz, and Hering. Now
that we understand the mechanisms that cause afterimages,
however, these phenomena are looked on no longer as in-
stances of illusion or distortion but rather as phenomena that
illustrate the operation of the color coding system. Similarly,
brightness contrast, which Luckiesh was still classifying as
an illusion as late 1922, stimulated Hering and Mach to do re-
search to explain these instances of noncorrespondence be-
tween the percept and the physical state. By 1965, however,
Ratliff would no longer see anything illusory in these phe-
nomena and would merely look upon them as perceptual phe-
nomena that demonstrate, and are clearly predictable from,
the interactions of neural networks in the retina.

The study of perception is fraught with the instances of
noncorrespondence and illusion that are no longer illusions.
The fact that a mixture color, such as yellow, shows no evi-
dence of the component red or green wavelengths that com-
pose it was once considered an example of an illusion. Later,
once the laws of color mixture had been established, the
expectation was built that we should expect fusion and
blending in perception, which meant that the fact that the
individual notes that make up a chord or a sound complex
could be distinguished from one another and did not blend
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together into a seamless whole would also be considered to be
an illusion. Since we now understand the physiology underly-
ing both the visual and the auditory processes, we fail to see
either noncorrespondence or illusion in either of these
phenomena.

Apparent motion (Wertheimer’s phi phenomena), percep-
tual organization, stereoscopic depth perception, singleness
of vision, size constancy, shape constancy, brightness con-
stancy, color constancy, shape from shading, adaptation to
heat, cold, light, dark, touch and smell, the nonlinearity of
judged stimulus magnitudes, intensity contrasts, brightness
assimilation, color assimilation, pop-out effects, filling-in of
the blind spot, stabilized image fading, the Purkinje color
shift, and many more such phenomena all started out as “illu-
sions” and instances of noncorrespondence between percep-
tion and reality. As we learn more about these phenomena we
hear less about “illusion” or “distortion” and more about
“mechanism” and “normal sensory processing.”

The psychological study of sensation and perception re-
mains extremely eclectic. Perceptual researchers still are
quick to borrow methods and viewpoints from other disci-
plines. Physical, physiological, optical, chemical, and bio-
chemical techniques and theories have all been absorbed into
the study of sensory phenomena. It might be argued that a
physiologist could study sensory phenomena as well as a psy-
chologist, and, as the history of the discipline shows, if we are
talking about matters of sensory transduction and reception,
or single cell responses, this is sometimes true. David Hubel
and Torston Wiesel were physiologists whose study of the
cortical encoding and analysis of visual properties did as
much to advance sensory psychology as it did to advance
physiology. Georg von Bekesy (1899–1972), who also won
the Nobel Prize for physiology, did so for his studies of the
analysis of frequency by the ear, a contribution that is appre-
ciated equally by physiology and psychology. Although some
references refer to Bekesy as a physiologist, he spent two-
thirds of his academic career in a psychology department and
was initially trained as an engineer. Thus, sensory and per-
ceptual research still represents an amalgam of many research
areas, with numerous crossover theories and techniques.

It is now clear that on the third major theme, the distinction
between sensation and perception, with a possible strong sep-
aration between the two in terms of theories and methodolog-
ical approach, there is at least a consensus. Unfortunately the
acceptance of this separation has virtually led to a schism that
may well split this research area. Psychology has accepted the
distinction between sensation (which is primary, physiologi-
cal, and structural) and perception (which is based on
phenomenological and behavioral data). These two areas
have virtually become subdisciplines. Sensory research re-
mains closely tied to the issue of capturing a stimulus and

transferring its information to the central nervous system for
processing, and thus remains closely allied with the physical
and biological sciences. Perceptual research is often focused
on correspondence and noncorrespondence issues, where
there are unexpected discrepancies between external and in-
ternal realities that require attention and verification, or where
we are looking at instances where the conscious percept is ei-
ther too limited or too good in the context of the available sen-
sory inputs. It is more closely allied to cognitive, learning, and
information-processing issues. Thus, while sensory research
becomes the search for the specific physical or physiological
process that can “explain” the perceptual data, perceptual
research then becomes the means of explaining how we go be-
yond the sensory data to construct our view of reality. The im-
portance of nonsensory contributions to the final conscious
representation still remains an issue in perceptual research but
is invisible in sensory research. The history of sensation and
perception thus has seen a gradual separation between these
two areas. Today, sensory researchers tend to view themselves
more as neuroscientists, while perceptual researchers tend to
view themselves more as cognitive scientists.

While the distinction between sensation and perception is
necessary and useful, the task of the future may be to find
some way of reuniting these two aspects of research. Cer-
tainly they are united in the organism and are interdependent
aspects of behavior. I am reminded of a line by Judith Guest
in her book Ordinary People, where she asked the question
that we must ask about sensation and perception: “Two sepa-
rate, distinct personalities, not separate at all, but inextricably
bound, soul and body and mind, to each other, how did we get
so far apart so fast?”
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coin that cannot be pried apart. Once philosophers distin-
guished truth from opinion (epistemology), the question
immediately arose as to how (psychology) one is to acquire
the former and avoid the latter. At the same time, any inquiry
into how the mind works (psychology) necessarily shapes
investigations into the nature of truth (philosophy). The
philosophers whose work is summarized below shuttled
back and forth between inquiries into the nature of truth—
epistemology—and inquiries into how humans come to pos-
sess knowledge.

This joint philosophical-psychological enterprise was
profoundly and permanently altered by evolution. Prior to
Darwin, philosophers dwelt on the human capacity for knowl-
edge. Their standard for belief was Truth: People ought to be-
lieve what is true. Evolution, however, suggested a different
standard, workability or adaptive value: People ought to be-
lieve what works in conducting their lives, what it is adaptive
to believe. From the evolutionary perspective, there is little
difference between the adaptive nature of physical traits and
the adaptive nature of belief formation. It makes no sense to
ask if the human opposable thumb is “true”: It works for us
humans, though lions get along quite well without them.
Similarly, it may make no sense to ask if the belief “Lions are
dangerous” is metaphysically true; what counts is whether
it’s more adaptive than the belief “Lions are friendly.” After
Darwin, the study of cognition drifted away from philos-
ophy (though it never completely lost its connection) and

Trying to understand the nature of cognition is the oldest
psychological enterprise, having its beginnings in ancient
Greek philosophy. Because the study of cognition began in
philosophy, it has a somewhat different character than other
topics in the history of psychology. Cognition is traditionally
(I deliberately chose an old dictionary) defined as follows:
“Action or faculty of knowing, perceiving, conceiving, as op-
posed to emotion and volition” (Concise Oxford Dictionary,
1911/1964, p. 233). This definition has two noteworthy fea-
tures. First, it reflects the traditional philosophical division of
psychology into three fields: cognition (thinking), emotion
(feelings), and conation, or will (leading to actions). Second,
and more important in the present context, is the definition of
cognition as knowing. Knowing, at least to a philosopher, is a
success word, indicating possession of a justifiably true be-
lief, as opposed to mere opinion, a belief that may or may not
be correct or that is a matter of taste. From a philosophical
perspective, the study of cognition has a normative aspect,
because its aim is to determine what we ought to believe,
namely, that which is true.

The study of cognition therefore has two facets. The first
is philosophical, lying in the field of epistemology, which in-
quires into the nature of truth. The second is psychological,
lying in the field of cognitive psychology or cognitive sci-
ence, which inquires into the psychological mechanisms by
which people acquire, store, and evaluate beliefs about the
world. These two facets are almost literally two sides of a
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became the study of learning, inquiring into how people and
animals—another effect of evolution—acquire adaptive be-
liefs and behaviors.

I divide my history of cognition and learning into three
eras. The first is the Philosophical Era, from Classical Greece
up to the impact of evolution. The second is the Early Scien-
tific Era, from the impact of evolution through behaviorism.
The third is the Modern Scientific Era, when the psychologi-
cal study of learning and cognition resumed its alliance with
philosophy in the new interdisciplinary endeavor of cognitive
science.

THE PHILOSOPHICAL PERIOD

During the Premodern period, inquiries into cognition focused
on philosophical rather than psychological issues. The chief
concerns of those who studied cognition were determining
how to separate truth from falsity and building systems of
epistemology that would provide sure and solid foundations
for other human activities from science to politics.

The Premodern Period: Cognition
before the Scientific Revolution

Thinking about cognition began with the ancient Greeks. As
Greek thought took flight beyond the bounds of religion,
philosophers began to speculate about the nature of the phys-
ical world. Political disputes within the poleis and encounters
with non-western societies provoked debates about the best
human way of life. These social, ethical, and protoscientific
inquiries in turn raised questions about the scope and limits of
human knowledge, and how one could decide between rival
theories of the world, morality, and the best social order. The
epistemological questions the ancient philosophers posed are
perennial, and they proposed the first—though highly specu-
lative—accounts of how cognition works psychologically.

The Classical World before Plato

By distinguishing between Appearance and Reality, the
Greeks of the fifth century B.C.E. inaugurated philosophical
and psychological inquiries into cognition. Various pre-
Socratic philosophers argued that the way the world seems to
us—Appearance—is, or may be, different from the way the
world is in Reality. Parmenides argued that there is a fixed
reality (Being) enduring behind the changing appearances of
the world of experience. Against Parmenides, Heraclitus
argued that Reality is even more fluid than our experience

suggests. This pre-Socratic distinction between Appearance
and Reality was metaphysical and ontological, not psycho-
logical. Parmenides and Heraclitus argued about the nature of
a “realer,” “truer” world existing in some sense apart from
the one we live in. However, drawing the distinction shocked
Greeks into the realization that our knowledge of the world—
whether of the world we live in or of the transcendental one
beyond it—might be flawed, and Greek thinkers added epis-
temology to their work, beginning to examine the processes
of cognition (Irwin, 1989).

One of the most durable philosophical and psychological
theories of cognition, the representational theory, was first
advanced by the Greek philosopher-psychologists Alcmaeon
and Empedocles. They said that objects emit little copies of
themselves that get into our bloodstreams and travel to our
hearts, where they result in perception of the object. The fa-
mous atomist Democritus picked up this theory, saying that
the little copies were special sorts of atoms called eidola.
Philosophically, the key feature of representational theories
of cognition is the claim that we do not know the external
world directly, but only indirectly, via the copies of the object
that we internalize. Representational theories of cognition in-
vite investigation of the psychological mechanisms by which
representations are created, processed, and stored. The repre-
sentational theory of cognition is the foundation stone of
Simon and Newell’s symbol-system architecture of cognition
(see following).

Once one admits the distinction between Appearance and
Reality, the question of whether humans can know Reality—
Truth—arises. Epistemologies can be then divided into two
camps: those who hold that we are confined to dealing with
shifting appearances, and those who hold that we can achieve
genuine knowledge. (See Figure 6.1.) I will call the first
group the Relativists: For them, truth is ever changing be-
cause appearances are ever changing. I will call the second
group the Party of Truth: They propose that humans can in
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Figure 6.1 Four Epistemologies.
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some way get beyond appearances to an enduring realm of
Truth.

The first relativists were the Greek Sophists. They treated
the distinction between Appearance and Reality as insur-
mountable, concluding that what people call truth necessarily
depends on their own personal and social circumstances.
Thus, the Greek way of life seems best to Greeks, while the
Egyptian way of life seems best to Egyptians. Because there
is no fixed, transcendental Reality, or, more modestly, no
transcendental Reality accessible to us, we must learn to live
with Appearances, taking things as they seem to be, abandon-
ing the goal of perfect Knowledge. The Sophists’ relaxed rel-
ativism has the virtue of encouraging toleration: Other people
are not wicked or deluded because they adhere to different
gods than we do, they simply have different opinions than we
do. On the other hand, such relativism can lead to anarchy or
tyranny by suggesting that because no belief is better than
any other, disputes can be settled only by the exercise of
power.

Socrates, who refused to abandon truth as his and human-
ity’s proper goal, roundly attacked the Sophists. Socrates
believed the Sophists were morally dangerous. According to
their relativism, Truth could not speak to power because there
are no Truths except what people think is true, and human
thought is ordinarily biased by unexamined presuppositions
that he aimed to reveal. Socrates spent his life searching for
compelling and universal moral truths. His method was to
searchingly examine the prevailing moral beliefs of young
Athenians, especially beliefs held by Sophists and their aris-
tocratic students. He was easily able to show that conven-
tional moral beliefs were wanting, but he did not offer any
replacements, leaving his students in his own mental state of
aporia, or enlightened ignorance. Socrates taught that there
are moral truths transcending personal opinion and social
convention and that it is possible for us to know them be-
cause they were innate in every human being and could be
made conscious by his innovative philosophical dialogue, the
elenchus. He rightly called himself truth’s midwife, not its
expositor. Ironically, in the end Socrates’ social impact was
the same as the Sophists’. Because he taught no explicit
moral code, many Athenians thought Socrates was a Sophist,
and they convicted him for corrupting the youth of Athens,
prompting his suicide.

For us, two features of Socrates’ quest are important. Pre-
Socratic inquiry into cognition had centered on how we per-
ceive and know particular objects, such as cats and dogs or
trees and rocks. Socrates shifted the inquiry to a higher plane,
onto the search for general, universal truths that collect many
individual things under one concept. Thus, while we readily
see that returning a borrowed pencil and founding a democ-

racy are just acts, Socrates wanted to know what Justice itself
is. Plato extended Socrates’ quest for universal moral truths
to encompass all universal concepts. Thus, we apply the term
“cat” to all cats, no two of which are identical; how and why
do we do this? Answering this question became a central pre-
occupation of the philosophy and psychology of cognition.

The second important feature of Socrates’ philosophy was
the demand that for a belief to count as real knowledge, it had
to be justifiable. A soldier might do many acts of heroic brav-
ery but be unable to explain what bravery is; a judge might be
esteemed wise and fair but be unable to explain what justice
is; an art collector might have impeccable taste but be unable
to say what beauty is. Socrates regarded such cases as lying
awkwardly between opinion and Truth. The soldier, judge,
and connoisseur intuitively embrace bravery, justice, and
beauty, but they do not possess knowledge of bravery, justice,
and beauty unless and until they can articulate and defend it.
For Socrates, unconscious intuition, even if faultless in appli-
cation, was not real knowledge.

Plato and Aristotle

Of all Socrates’ many students, the most important was Plato.
Before him, philosophy—at least as far as the historical
record goes—was a hit or miss affair of thinkers offering oc-
casional insights and ideas. With Plato, philosophy became
more self-conscious and systematic, developing theories
about its varied topics. For present purposes, Plato’s impor-
tance lies in the influential framework he created for thinking
about cognition and in creating one of the two basic philo-
sophical approaches to understanding cognition.

Plato formally drew the hard and bright line between
opinions—beliefs that might or might not be true—and
knowledge, beliefs that were demonstrably true. With regard
to perception, Plato followed the Sophists, arguing that
perceptions were relative to the perceiver. What seemed true
to one person might seem false to another, but because each
sees the world differently, there is no way to resolve the
difference between them. For Plato, then, experience of
the physical world was no path to truth, because it yielded
only opinions. He found his path to truth in logic as embod-
ied in Pythagorean geometry. A proposition such as the
Pythagorean theorem could be proved, compelling assent
from anyone capable of following the argument. Plato was
thus the first philosophical rationalist, rooting knowledge in
reason rather than in perception. Moreover, Plato said, prov-
able truths such as the Pythagorean theorem do not apply to
the physical world of the senses and opinion but to a tran-
scendental realm of pure Forms (��	
 in Greek) of which
worldly objects are imperfect copies. In summary, Plato
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taught that there is a transcendental and unchanging realm of
Truth and that we can know it by the right use of reason.

Plato also taught that some truths are innate. Affected by
Eastern religions, Plato believed in reincarnation and pro-
posed that between incarnations our soul dwells in the region
of the Forms, carrying this knowledge with them into their
next rebirth. Overcome by bodily senses and desires, the soul
loses its knowledge of the Forms. However, because worldly
objects resemble the Forms of which they are copies, experi-
encing them reactivates the innate knowledge the soul ac-
quired in heaven. In this way, universal concepts such as cat
or tree are formed out of perceptions of individual cats or
trees. Thus, logic, experience, and most importantly Socrates’
elenchus draw out Truths potentially present from birth.

Between them, Socrates and Plato began to investigate a
problem in the study of cognition that would vex later
philosophers and that is now of great importance in the
study of cognitive development. Some beliefs are clearly
matters of local, personal experience, capturing facts that are
not universal. An American child learns the list of Presi-
dents, while a Japanese child learns the list of Emperors.
Another set of beliefs is held pretty universally but seems to
be rooted in experience. American and Japanese children
both know that fire is hot. There are other universal beliefs,
however, whose source is harder to pin down. Socrates
observed that people tended to share intuitions about what
actions are just and which are unjust. Everyone agrees that
theft and murder are wrong; disagreement tends to begin
when we try to say why. Plato argued that the truth of the
Pythagorean theorem is universal, but belief in it derives
not from experience—we don’t measure the squares on
100 right-angled triangles and conclude that a2 � b2 � c2,
p � .0001—but from universal logic and universal innate
ideas. Jean Piaget would later show that children acquire
basic beliefs about physical reality, such as conservation of
physical properties, without being tutored. The source and
manner of acquisition of these kinds of beliefs divided
philosophers and divide cognitive scientists.

Plato’s great student was Aristotle, but he differed sharply
from his teacher. For present purposes, two differences were
paramount. The first was a difference of temperament and
cast of mind. Plato’s philosophy had a religious cast to it,
with its soul–body dualism, reincarnation, and positing of
heavenly Forms. Aristotle was basically a scientist, his spe-
cialty being marine biology. Aristotle rejected the transcen-
dental world of the Forms, although he did not give up on
universal truths. Second, and in part a consequence of the
first, Aristotle was an empiricist. He believed universal con-
cepts were built up by noting similarities and differences
between the objects of one’s experience. Thus, the concept of

cat would consist of the features observably shared by all
cats. Postulating Forms and innate ideas of them was unnec-
essary, said Aristotle. Nevertheless, Aristotle retained Plato’s
idea that there is a universal and eternal essence of catness, or
of any other universal concept. He did not believe, as later
empiricists would, that concepts are human constructions.

Aristotle was arguably the first cognitive scientist
(Nussbaum & Rorty, 1992). Socrates was interested in
teaching compelling moral truths and said little about the
psychology involved. With his distrust of the senses and other-
worldly orientation, Plato, too, said little about the mecha-
nisms of perception or thought. Aristotle, the scientist, who
believed all truths begin with sensations of the external world,
proposed sophisticated theories of the psychology of cogni-
tion. His treatment of the animal and human mind may be
cast, somewhat anachronistically, of course, in the form of
an information-processing diagram (Figure 6.2).

Cognitive processing begins with sensation of the outside
world by the special senses, each of which registers one type
of sensory information. Aristotle recognized the existence of
what would later be called the problem of sensory integration,
or the binding problem. Experience starts out with the discrete
and qualitatively very different sensations of sight, sound, and
so forth. Yet we experience not a whirl of unattached sensa-
tions (William James’s famous “blooming, buzzing, confu-
sion”) but coherent objects possessing multiple sensory
features. Aristotle posited a mental faculty—today cognitive
scientists might call it a mental module—to handle the prob-
lem. Common sense integrated the separate streams of sensa-
tion into perception of a whole object. This problem of object
perception or pattern recognition remains a source of con-
troversy in cognitive psychology and artificial intelligence.
Images of objects could be held before the mind’s eye by im-
agination and stored away in, and retrieved from, memory. So
far, we have remained within the mind of animals, Aristotle’s
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Figure 6.2 The structure of the human (sensitive and rational) soul
according to Aristotle.
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sensitive soul. Clearly, animals perceive the world of objects
and can learn, storing experiences in memory. Humans are
unique in being able to form universal concepts; dogs store
memories of particular cats they have encountered but do not
form the abstract concept cat. This is the function of the
human soul, or mind. Aristotle drew a difficult distinction be-
tween active and passive mind. Roughly speaking, passive
mind is the store of universal concepts, while active mind con-
sists in the cognitive processes that build up knowledge of
universals. Aristotle’s system anticipates Tulving’s (1972) in-
fluential positing of episodic and semantic memory. Aristo-
tle’s memory is Tulving’s episodic memory, the storehouse of
personal experiences. Aristotle’s passive mind is Tulving’s
semantic memory, the storehouse of universal concepts.

The Hellenistic, Roman, and Medieval Periods

The death of Aristotle’s famous pupil Alexander the Great in
323 B.C.E. marked an important shift in the nature of society
and of philosophy. The era of the autonomous city-state was
over; the era of great empires began. In consequence, philos-
ophy moved in a more practical, almost psychotherapeutic
(Nussbaum, 1994) direction. Contending schools of philoso-
phy claimed to teach recipes for attaining happiness in a
suddenly changed world. Considerations of epistemology
and cognition faded into the background.

Nevertheless, the orientations to cognition laid down
earlier remained and were developed. Those of Socrates’
students who gave up on his and Plato’s ambition to find
transcendental truths developed the philosophy of skepti-
cism. They held that no belief should be regarded as certain
but held only provisionally and as subject to abandonment or
revision. The Cynics turned Socrates’ attack on social con-
vention into a lifestyle. They deliberately flouted Greek tradi-
tions and sought to live as much like animals as possible.
While cynicism looks much like skepticism—both attack
cultural conventions as mere opinions—it did not reject
Socrates’ quest for moral truth. The Cynics lived what they
believed was the correct human way of life free of conven-
tional falsehoods. The Neoplatonists pushed Plato’s faith in
heavenly truth in a more religious direction, ultimately merg-
ing with certain strands of Christian philosophy in the work
of Augustine and others. Of all the schools, the most impor-
tant was Stoicism, taught widely throughout the Roman
Empire. Like Plato, the Stoics believed that there was a realm
of Transcendental Being beyond our world of appearances,
although they regarded it as like a living and evolving organ-
ism, transcendent but not fixed eternally like the Forms. Also
like Plato, they taught that logic—reason—was the path to
transcendental knowledge.

Hellenistic and medieval physician-philosophers contin-
ued to develop Aristotle’s cognitive psychology. They elab-
orated on his list of faculties, adding new ones such as
estimation, the faculty by which animals and humans intuit
whether a perceived object is beneficial or harmful. More-
over, they sought to give faculty psychology a physiological
basis. From the medical writings of antiquity, they believed
that mental processes are carried out within the various
ventricles of the brain containing cerebrospinal fluid. They
proposed that each mental faculty was housed in a distinct
ventricle of the brain and that the movement of the cere-
brospinal fluid through each ventricle in turn was the physical
basis of information processing through the faculties. Here is
the beginning of cognitive neuroscience and the idea of local-
ization of cerebral function.

Summary: Premodern Realism

Although during the premodern period competing theories of
cognition were offered, virtually all the premodern thinkers
shared one assumption I will call cognitive realism. Cogni-
tive realism is the claim that when we perceive an object
under normal conditions, we accurately grasp all of its vari-
ous sensory features.

Classical cognitive realism took two forms. One, percep-
tual realism, may be illustrated by Aristotle’s theory of per-
ception. Consider my perception of a person some meters
distant. His or her appearance comprises a number of distinct
sensory features: a certain height, hair color, cut and color of
clothing, gait, timber of voice, and so on. Aristotle held that
each of these features was picked up by the corresponding
special sense. For example, the blue of a shirt caused the fluid
in the eye to become blue; I see the shirt as blue because it is
blue. At the level of the special senses, perception reveals the
world as it really is. Of course, we sometimes make mistakes
about the object of perception, but Aristotle attributed such
mistakes to common sense, when we integrate the informa-
tion from the special senses. Thus, I may mistakenly think that
I’m approaching my daughter on campus, only to find that it’s
a similar-looking young woman. The important point is that
for Aristotle my error is one of judgment, not of sensation:
I really did see a slender young woman about 5�9 tall in a
leopard-print dress and hair dyed black; my mistake came in
thinking it was Elizabeth.

Plato said little about perception because he distrusted it,
but his metaphysical realism endorsed conclusions similar to,
and even stronger than, Aristotle’s. Plato said that we identify
an individual cat as a cat because it resembles the Form of the
Cat in heaven and lodged innately in our soul. If I say that a
small fluffy dog is a cat, I am in error, because the dog really
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resembles the Form of the Dog. Moreover, Plato posited the
existence of higher-level forms such as the Form of Beauty or
the Form of the Good. Thus, not only is a cat a cat because
it resembles the Form of the Cat, but a sculpture or painting
is objectively beautiful because it resembles the Form of
Beauty, and an action is objectively moral because it resem-
bles the Form of the Good. For Plato, if I say that justice is the
rule of the strong, I am in error, for tyranny does not resem-
ble the Form of the Good. We act unjustly only to the extent
our knowledge of the Good is imperfect.

Premodern relativism and skepticism were not inconsis-
tent with cognitive realism, because they rested on distrust
of human thought, not sensation or perception. One might
believe in the world of the Forms but despair of our ability to
know them, at least while embodied in physical bodies. This
was the message of Neoplatonism and the Christian thought
it influenced. Sophists liked to argue both sides of an issue to
show that human reason could not grasp enduring truth, but
they did not distrust their senses. Likewise, the skeptics were
wary of the human tendency to jump to conclusions and
taught that to be happy one should not commit oneself whole-
heartedly to any belief, but they did not doubt the truth of
individual sensations.

The Scientific Revolution and a New Understanding
of Cognition

The Scientific Revolution marked a sharp, almost absolute,
break in theories of cognition. It presented a new conception
of the world: the world as a machine (Henry, 1997). Platonic
metaphysical realism died. There were no external, transcen-
dental standards by which to judge what was beautiful or just,
or even what was a dog and what was a cat. The only reality
was the material reality of particular things, and as a result
the key cognitive relationship became the relationship be-
tween a perceiver and the objects in the material world he
perceives and classifies, not the relationship between the ob-
ject perceived and the Form it resembles. Aristotle’s percep-
tual realism died, too, as scientists and philosophers imposed
a veil of ideas between the perceiver and the world perceived.
This veil of ideas was consciousness, and it created psychol-
ogy as a discipline as well as a new set of problems in the
philosophy and psychology of cognition.

The Way of Ideas: Rejecting Realism

Beginning with Galileo Galilei (1564–1642), scientists dis-
tinguished between primary and secondary sense properties
(the terms are John Locke’s). Primary sense properties are
those that actually belong to the physical world-machine;

they are objective. Secondary properties are those added to
experience by our sensory apparatus; they are subjective.
Galileo wrote in his book The Assayer:

Whenever I conceive any material or corporeal substance I
immediately . . . think of it as bounded, and as having this or
that shape; as being large or small [and] as being in motion or at
rest. . . . From these conditions I cannot separate such a substance
by any stretch of my imagination. But that it must be white or
red, bitter or sweet, noisy or silent, and of sweet or foul odor,
my mind does not feel compelled to bring in as necessary ac-
companiments. . . . Hence, I think that tastes, odors, colors, and
so on . . . reside only in the consciousness [so that] if the living
creature were removed all these qualities would be wiped away
and annihilated.

The key word in this passage is consciousness. For ancient
philosophers, there was only one world, the real physical
world with which we are in direct touch, though the Platon-
ists added the transcendental world of the Forms, but it, too,
was external to us. But the concept of secondary sense prop-
erties created a New World, the inner world of consciousness,
populated by mental objects—ideas—possessing sensory
properties not found in objects themselves. In this new repre-
sentational view of cognition—the Way of Ideas—we per-
ceive objects not directly but indirectly via representations—
ideas—found in consciousness. Some secondary properties
correspond to physical features objects actually possess. For
example, color corresponds to different wavelengths of light
to which retinal receptors respond. That color is not a primary
property, however, is demonstrated by the existence of color-
blind individuals, whose color perception is limited or ab-
sent. Objects are not colored, only ideas are colored. Other
secondary properties, such as being beautiful or good, are
even more troublesome, because they seem to correspond to
no physical facts but appear to reside only in consciousness.
Our modern opinion that beauty and goodness are subjective
judgments informed by cultural norms is one consequence of
the transformation of experience wrought by the Scientific
Revolution.

Cartesian Dualism and the Veil of Ideas

For psychology, the most important modern thinker was
René Descartes (1596–1650), who created an influential
framework for thinking about cognition that was funda-
mental to the history of psychology for the next 350 years.
Descartes’ dualism of body and soul is well known, but it also
included the new scientific distinction of physical and mental
worlds. Descartes assumed living bodies were complex ma-
chines no different from the world-machine. Animals lacked
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soul and consciousness and were therefore incapable of cog-
nition. As machines, they responded to the world, but they
could not think about it. Human beings were animals, too, but
inside their mechanical body dwelled the soul, possessor of
consciousness. Consciousness was the New World of ideas,
indirectly representing the material objects encountered by
the senses of the body. Descartes’ picture has been aptly
called the Cartesian Theater (Dennett, 1991): The soul sits
inside the body and views the world as on a theater screen, a
veil of ideas interposed between knowing self and known
world.

Within the Cartesian framework, one could adopt two atti-
tudes toward experience. The first attitude was that of natural
science. Scientists continued to think of ideas as partial
reflections of the physical world. Primary properties corre-
sponded to reality; secondary ones did not, and science dealt
only with the former. However, the existence of a world of
ideas separate from the world of things invited exploration of
this New World, as explorers were then exploring the New
World of the Western Hemisphere. The method of natural
science was observation. Exploring the New World of
Consciousness demanded a new method, introspection. One
could examine ideas as such, not as projections from the
world outside, but as objects in the subjective world of
consciousness.

Psychology was created by introspection, reflecting on the
screen of consciousness. The natural scientist inspects the
objective natural world of physical objects; the psychologist
introspects the subjective mental world of ideas. To psychol-
ogists was given the problem of explaining whence sec-
ondary properties come. If color does not exist in the world,
why and how do we see color? Descartes also made psychol-
ogy important for philosophy and science. For them to dis-
cover the nature of material reality, it became vital to sort out
what parts of experience were objective and what parts were
subjective chimeras of consciousness. From now on, the psy-
chology of cognition became the basis for epistemology. In
order to know what people can and ought to know, it became
important to study how people actually do know. But these
investigations issued in a crisis when it became uncertain that
people know—in the traditional Classical sense—anything
at all.

The Modern Period: Cognition
after the Scientific Revolution

Several intertwined questions arose from the new scientific,
Cartesian, view of mind and its place in nature. Some are
philosophical. If I am locked up in the subjective world of
consciousness, how can I know anything about the world

with any confidence? Asking this question created a degree of
paranoia in subsequent philosophy. Descartes began his quest
for a foundation upon which to erect science by suspecting
the truth of every belief he had. Eventually he came upon
the apparently unassailable assertion that “I think, therefore
I am.” But Descartes’method placed everything else in doubt,
including the existences of God and the world. Related to the
philosophical questions are psychological ones. How and why
does consciousness work as it does? Why do we experience
the world as we do rather than some other way? Because the
answers to the philosophical questions depend on the answers
to the psychological ones, examining the mind—doing
psychology—became the central preoccupation of philoso-
phy before psychology split off as an independent discipline.

Three philosophical-psychological traditions arose out of
the new Cartesian questions: the modern empiricist, realist,
and idealist traditions. They have shaped the psychology of
cognition ever since.

The Empiricist Tradition

Notwithstanding the subjectivity of consciousness, empiri-
cism began with John Locke (1632–1794), who accepted
consciousness at face value, trusting it as a good, if imperfect,
reflection of the world. Locke concisely summarized the cen-
tral thrust of empiricism: “We should not judge of things by
men’s opinions, but of opinions by things,” striving to know
“the things themselves.” Locke’s picture of cognition is es-
sentially Descartes’. We are acquainted not with objects but
with the ideas that represent them. Locke differed from
Descartes in denying that any of the mind’s ideas are innate.
Descartes had said that some ideas (such as the idea of God)
cannot be found in experience but are inborn, awaiting acti-
vation by appropriate experiences. Locke said that the mind
was empty of ideas at birth, being a tabula rasa, or blank
slate, upon which experience writes. However, Locke’s view
is not too different from Descartes’, because he held that the
mind is furnished with numerous mental abilities, or facul-
ties, that tend automatically to produce certain universally
held ideas (such as the idea of God) out of the raw material of
experience. Locke distinguished two sources of experience,
sensation and reflection. Sensation reveals the outside world,
while reflection reveals the operations of our minds.

Later empiricists took the Way of Ideas further, creating
deep and unresolved questions about human knowledge.

The Irish Anglican bishop and philosopher George
Berkeley (1685–1753) began to reveal the startling implica-
tions of the Way of Ideas. Berkeley’s work is an outstanding
example of how the new Cartesian conception of conscious-
ness invited psychological investigation of beliefs heretofore
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taken for granted. The Way of Ideas assumes with common
sense that there is a world outside consciousness. However,
through a penetrating analysis of visual perception, Berkeley
challenged that assumption. The world of consciousness is
three dimensional, possessing height, width, and depth. How-
ever, Berkeley pointed out, visual perception begins with a
flat, two-dimensional image on the retina, having only height
and width. Thus, as someone leaves us, we experience her as
getting farther away, while on the retina there is only an
image getting smaller and smaller.

Berkeley argued that the third dimension of depth was a
secondary sense property, a subjective construction of the
Cartesian Theater. We infer the distance of objects from in-
formation on the retina (such as linear perspective) and from
bodily feedback about the operations of our eyes. Painters
use the first kind of cues on canvases to create illusions of
depth. So far, Berkeley acted as a psychologist proposing a
theory about visual perception. However, he went on to de-
velop a striking philosophical position called immaterialism.
Depth is not only an illusion when it’s on canvas, it’s an il-
lusion on the retina, too. Visual experience is, in fact, two
dimensional, and the third dimension is a psychological con-
struction out of bits and pieces of experience assembled by us
into the familiar three-dimensional world of consciousness.
Belief in an external world depends upon belief in three-
dimensional space, and Berkeley reached the breathtaking
conclusion that there is no world of physical objects at all,
only the world of ideas. Breathtaking Berkeley’s conclusion
may be, but it rests on hardheaded reasoning. Our belief that
objects exist independently of our experience of them—that
my car continues to exist when I’m indoors—is an act of
faith. Jean Piaget and other cognitive developmentalists later
extensively studied how children develop belief in the per-
manence of physical objects. This act of faith is regularly
confirmed, but Berkeley said we have no knockdown proof
that the world exists outside the Cartesian Theater. We see
here the paranoid tendency of modern thought, the tendency
to be skeptical about every belief, no matter how innocent—
true—it may seem, and in Berkeley we see how this tendency
depends upon psychological notions about the mind.

Skepticism was developed further by David Hume
(1711–1776), one of the most important modern thinkers, and
his skeptical philosophy began with psychology: “[A]ll the
sciences have a relation . . . to human nature,” and the only
foundation “upon which they can stand” is the “science of
human nature.” Hume drew out the skeptical implications of
the Way of Ideas by relentlessly applying empiricism to
every commonsense belief. The world with which we are ac-
quainted is world of ideas, and the mental force of association

holds ideas together. In the world of ideas, we may conceive
of things that do not actually exist but are combinations of
simpler ideas that the mind combines on its own. Thus, the
chimerical unicorn is only an idea, being a combination of
two other ideas that do correspond to objects, the idea of a
horse and the idea of a horn. Likewise, God is a chimerical
idea, composed out of ideas about omniscience, omnipo-
tence, and paternal love. The self, too, dissolves in Hume’s
inquiry. He went looking for the self and could find in con-
sciousness nothing that was not a sensation of the world or
the body. A good empiricist, Hume thus concluded that be-
cause it cannot be observed, the self is a sort of psychological
chimera, though he remained uncertain how it was con-
structed. Hume expunged the soul in the Cartesian Theater,
leaving its screen as the only psychological reality.

Hume built up a powerful theory of the mechanics of cog-
nition based on association of ideas. The notion that the mind
has a natural tendency to link certain ideas together is a very
old one, dating back to Aristotle’s speculations about human
memory. The term “association of ideas” was coined by
Locke, who recognized its existence but viewed it as a bale-
ful force that threatened to replace rational, logical, trains of
thought with nonrational ones. Hume, however, made associ-
ation into the “gravity” of the mind, as supreme in the mental
world as Newton’s gravity was in the physical one. Hume
proposed three laws that governed how associations formed:
the law of similarity (an idea presented to the mind automat-
ically conjures up ideas that resemble it); the law of contigu-
ity (ideas presented to the mind together become linked, so
that if one is presented later, the other will automatically be
brought to consciousness), and the law of causality (causes
make us automatically think of their effects; effects make us
automatically think of their causes). After Hume, the concept
of association of ideas would gain ground, becoming a dom-
inant force in much of philosophy and psychology until the
last quarter of the twentieth century. Various philosophers,
especially in Britain, developed rival theories of association,
adumbrating various different laws of associative learning.
The physician David Hartley (1705–1757) speculated about
the possible neural substrates of association formation.
Associative theory entered psychology with the work of
Ebbinghaus (see below).

Human psychology seemed to make scientific knowledge
unjustifiable. Our idea of causality—a basic tenet of science—
is chimerical. We do not see causes themselves, only regular
sequences of events, to which we add a subjective feeling, the
feeling of a necessary connection between an effect and its
cause. More generally, any universal assertion such as “All
swans are white” cannot be proved, because they have only
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been confirmed by experience so far. We might one day find
that some swans are black (they live in New Zealand). To
critics, Hume had reached the alarming conclusion that we can
know nothing for certain beyond the immediate content of our
conscious sensations. Science, religion, and morality were all
thrown in doubt, because all assert theses or depend on as-
sumptions going beyond experience and which may therefore
some day prove erroneous. Hume was untroubled by this
conclusion, anticipating later postevolutionary pragmatism.
Beliefs formed by the human mind are not provable by ratio-
nal argument, Hume said, but they are reasonable and useful,
aiding us mightily in everyday life. Other thinkers, however,
were convinced that philosophy had taken a wrong turn.

The Realist Tradition

Hume’s fellow Scottish philosophers, led by Thomas Reid
(1710–1796), offered one diagnosis and remedy. Berkeley
and Hume challenged common sense, suggesting that exter-
nal objects do not exist, or, if they do, we cannot know them
or causal relationships among them with any certainty. Reid
defended common sense against philosophy, arguing that the
Way of Ideas had led philosophers into a sort of madness.
Reid reasserted and reworked the older realist tradition. We
see objects themselves, not inner representations of them.
Because we perceive the world directly, we may dismiss
Berkeley’s immaterialism and Hume’s skepticism as absurd
consequences of a mistaken notion, the Way of Ideas. Reid
also defended a form of nativism. God made us, endowing us
with mental powers—faculties—upon which we can rely to
deliver accurate information about the outside world and its
operations.

The Idealist Tradition

Another diagnosis and remedy for skepticism was offered in
Germany by Immanuel Kant (1724–1804), who, like Reid,
found Hume’s ideas intolerable because they made genuine
knowledge unreachable. Reid located Hume’s error in the
Way of Ideas, abandoning it for a realist analysis of cognition.
Kant, on the other hand, located Hume’s error in empiricism
and elaborated a new version of the Way of Ideas that located
truth inside the mind. Empiricists taught that ideas reflect, in
Locke’s phrase, “things themselves,” the mind conforming it-
self to objects that impress (Hume’s term) themselves upon it.
But for Kant, skepticism deconstructed empiricism. The as-
sumption that mind reflects reality is but an assumption, and
once this assumption is revealed—by Berkeley and Hume—
the ground of true knowledge disappears.

Kant upended the empiricist assumption that the mind
conforms itself to objects, declaring that objects conform
themselves to the mind, which imposes a universal, logically
necessary structure upon experience. Things in themselves—
noumena—are unknowable, but things as they appear in con-
sciousness—phenomena—are organized by mind in such a
way that we can make absolutely true statements about them.
Take, for example, the problem addressed by Berkeley, the
perception of depth. Things in themselves may or may not be
arranged in Euclidean three-dimensional space; indeed, mod-
ern physics says that space is non-Euclidean. However, the
human mind imposes Euclidean three-dimensional space on
its experience of the world, so we can say truly that phe-
nomena are necessarily arrayed in three-dimensional space.
Similarly, the mind imposes other Categories of experience
on noumena to construct the phenomenal world of human
experience.

A science fiction example may clarify Kant’s point. Imag-
ine the citizens of Oz, the Emerald City, in whose eyes
are implanted at birth contact lenses making everything a
shade of green. Ozzites will make the natural assumption
that things seem green because things are green. However,
Ozzites’ phenomena are green because of the contact lenses,
not because things in themselves are green. Nevertheless, the
Ozzites can assert as an absolute and irrefutable truth, “Every
phenomenon is green.” Kant argued that the Categories of
experience are logically necessary preconditions of any ex-
perience whatsoever by all sentient beings. Therefore, since
science is about the world of phenomena, we can have gen-
uine, irrefutable, absolute knowledge of that world and should
give up inquiries into Locke’s “things themselves.”

Kantian idealism produced a radically expansive view
of the self. Instead of concluding with Hume that it is a
construction out of bits and pieces of experience, Kant said
that it exists prior to experience and imposes order on experi-
ence. Kant distinguished between the Empirical Ego—the
fleeting contents of consciousness—and the Transcendental
Ego. The Transcendental Ego is the same in all minds and
imposes the Categories of understanding on experience. The
self is not a construction out of experience; it is the active
constructor of experience. In empiricism the self vanished; in
idealism it became the only reality.

Summary: Psychology Takes Center Stage

Nineteenth-century philosophers elaborated the empiricist,
realist, and idealist philosophical theories of cognition, but
their essential claims remained unchanged. The stage was set
for psychologists to investigate cognition empirically.
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THE EARLY SCIENTIFIC PERIOD

Contemporary cognitive scientists distinguish between proce-
dural and declarative learning, sometimes known as knowing
how and knowing that (Squire, 1994). Although the distinc-
tion was drawn only recently, it will be useful for understand-
ing the study of cognition and learning in the Early Scientific
Period. A paradigmatic illustration of the two forms of learn-
ing or knowing is bicycle riding. Most of us know how to ride
a bicycle (procedural learning), but few of us know the physi-
cal and physiological principles that are involved (declarative
learning).

The Psychology of Consciousness

With the exception of comparative psychologists (see follow-
ing), the founding generation of scientific psychologists
studied human consciousness via introspection (Leahey,
2000). They were thus primarily concerned with the processes
of sensation and perception, which are discussed in another
chapter of this handbook. Research and theory continued to
be guided by the positions already developed by philoso-
phers. Most psychologists, including Wilhelm Wundt, the
traditional founder of psychology, adopted one form or
another of the Way of Ideas, although it was vehemently re-
jected by the gestalt psychologists, who adopted a form of
realism proposed by the philosopher Franz Brentano
(1838–1917; Leahey, 2000).

The Verbal Learning Tradition 

One psychologist of the era, however, Hermann Ebbinghaus
(1850–1909), was an exception to the focus on conscious
experience, creating the experimental study of learning with
his On Memory (1885). Ebbinghaus worked within the asso-
ciative tradition, turning philosophical speculation about
association formation into a scientific research program,
the verbal learning tradition. Right at the outset, he faced to
a problem that has bedeviled the scientific study of human
cognition, making a methodological decision of great long-
term importance. One might study learning by giving sub-
jects things such as poems to learn by heart. Ebbinghaus
reasoned, however, that learning a poem involves two men-
tal processes, comprehension of the meaning of the poem
and learning the words in the right order. He wanted to study
the latter process, association formation in its pure state. So
he made up nonsense syllables, which, he thought, had no
meaning. Observe that by excluding meaning from his re-
search program, Ebbinghaus studied procedural learning ex-
clusively, as would the behaviorists of the twentieth century.

Ebbinghaus’s nonsense syllables were typically consonant-
vowel-consonant (CVC) trigrams (to make them pronounce-
able), and for decades to come, thousands of subjects would
learn hundreds of thousands of CVC lists in serial or paired as-
sociate form. Using his lists, Ebbinghaus could empirically in-
vestigate traditional questions philosophers had asked about
associative learning. How long are associations maintained?
Are associations formed only between CVCs that are adjacent,
or are associations formed between remote syllables?

Questions like these dominated the study of human learn-
ing until about 1970. The verbal learning tradition died for
internal and external reasons. Internally, it turned out that
nonsense syllables were not really meaningless, undermining
their raison d’etre. Subjects privately turned nonsense into
meaning by various strategies. For example, RIS looks mean-
ingless, but could be reversed to mean SIR, or interpreted as
the French word for rice. Externally, the cognitive psycholo-
gists of the so-called cognitive revolution (Leahey, 2000)
wanted to study complex mental processes, including mean-
ing, and rejected Ebbinghaus’s procedures as simplistic.

The Impact of Evolution

From the time of the Greeks, philosophers were concerned
exclusively with declarative cognition. Recall the warrior,
jurist, and connoisseur discussed in connection with Socrates.
Each was flawless in his arena of competence, the battlefield,
the courtroom, and the art gallery, knowing how to fight,
judge, and appreciate. Yet Socrates denied that they possessed
real knowledge, because they could not state the principles
guiding their actions. Exclusive concern with declarative
cognition was codified in its modern form by Descartes, for
whom knowledge was the preserve of human beings, who
uniquely possessed language in which knowledge was for-
mulated and communicated. Action was the realm of the
beast-machine, not the human, knowing soul.

Evolution challenged philosophers’ preoccupation with
declarative knowledge. To begin with, evolution erased the
huge and absolute gap Descartes had erected between human
mind and animal mindlessness. Perhaps animals possessed
simpler forms of human cognitive processes; this was the
thesis of the first comparative psychologists and of today’s
students of animal cognition (Vauclair, 1996). On the other
hand, perhaps humans were no more than complex animals,
priding themselves on cognitive powers they did not really
possess; this was the thesis of many behaviorists (see below).

Second, evolution forced the recognition that thought
and behavior were inextricably linked. What counted in
Darwin’s struggle for existence was survival and reproduc-
tion, not thinking True thoughts. The American movement
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of pragmatism assimilated evolution into philosophy, recog-
nizing the necessary connection between thought and be-
havior and formulating evolution’s new criterion of truth,
usefulness. The first pragmatist paper, “How to Make Our
Ideas Clear,” made the first point. C. S. Peirce (1838–1914)
(1878) wrote that “the whole function of thought is to pro-
duce habits of action,” and that what we call beliefs are “a
rule of action, or, say for short, a habit.” “The essence of
belief,” Peirce argued, “is the establishment of a habit, and
different beliefs are distinguished by the different modes of
action to which they give rise.” Habits must have a practical
significance if they are to be meaningful, Peirce went on:
“Now the identity of a habit depends on how it might lead
us to act. . . . Thus we come down to what is tangible and
conceivably practical as the root of every real distinction of
thought . . . there is no distinction so fine as to consist in
anything but a possible difference in practice.” In conclu-
sion, “the rule for attaining [clear ideas] is as follows: con-
sider what effects, which might conceivably have practical
bearings, we conceive the object of our conceptions to have.
Then, our conception of these effects is the whole of our
conception of the object” (Peirce, 1878/1966, p. 162).

William James (1842–1910) made the second point in
Pragmatism (1905, p. 133):

True ideas are those that we can assimilate, validate, corroborate
and verify. False ideas are those that we can not. That is the prac-
tical difference it makes for us to have true ideas. . . . The truth of
an idea is not a stagnant property inherent in it. Truth happens to
an idea. It becomes true, is made true by events. Its verity is in
fact an event, a process.

Peirce and James rejected the philosophical search for
transcendental Truth that had developed after Plato. For prag-
matism there is no permanent truth, only a set of beliefs that
change as circumstances demand.

With James, philosophy became psychology, and scien-
tific psychology began to pursue its own independent agenda.
Philosophers continued to struggle with metaphysics and
epistemology—as James himself did when he returned to
philosophy to develop his radical empiricism—but psycholo-
gists concerned themselves with effective behavior instead
of truth.

Animal Psychology and the Coming of Behaviorism

In terms of psychological theory and research, the impact of
evolution manifested itself first in the study of animal mind
and behavior. As indicated earlier, erasing the line between
humans and animals could shift psychological thinking in
either of two ways. First, one might regard animals as more

humanlike than Descartes had, and therefore as capable of
some forms of cognition. This was the approach taken by
the first generation of animal psychologists beginning with
George John Romanes (1848–1894). They sought to detect
signs of mental life and consciousness in animals, attributing
consciousness, cognition, and problem-solving abilities to
even very simple creatures (Romanes, 1883). While experi-
ments on animal behavior were not eschewed, most of the
data Romanes and others used were anecdotal in nature.

Theoretically, inferring mental processes from behavior
presented difficulties. It is tempting to attribute to animals
complex mental processes they may not possess, as we imag-
ine ourselves in some animal’s predicament and think our way
out. Moreover, attribution of mental states to animals was
complicated by the prevailing Cartesian equation of mentality
with consciousness. The idea of unconscious mental states, so
widely accepted today, was just beginning to develop, primar-
ily in German post-Kantian idealism, but it was rejected by
psychologists, who were followers of empiricism or realism
(Ash, 1995). In the Cartesian framework, to attribute complex
mental states to animals was to attribute to them conscious
thoughts and beliefs, and critics pointed out that such infer-
ences could not be checked by introspection, as they could be
in humans. (At this same time, the validity of human intro-
spective reports was becoming suspect, as well, strengthening
critics’ case again the validity of mentalist animal psychol-
ogy; see Leahey, 2000.)

C. Lloyd Morgan (1852–1936) tried to cope with these
problems with his famous canon of simplicity and by an
innovative attempt to pry apart the identification of mentality
with consciousness. Morgan (1886) distinguished objective
inferences from projective—or, as he called them in the
philosophical jargon of his time, ejective—inferences from
animal behavior to animal mind. Imagine watching a dog sit-
ting at a street corner at 3:30 one afternoon. As a school bus
approaches, the dog gets up, wags its tail, and watches the bus
slow down and then stop. The dog looks at the children get-
ting off the bus and, when one boy gets off, it jumps on him,
licks his face, and together the boy and the dog walk off down
the street. Objectively, Morgan would say, we may infer cer-
tain mental powers possessed by the dog. It must possess suf-
ficient perceptual skills to pick out one child from the crowd
getting off the bus, and it must possess at least recognition
memory, for it responds differently to one child among all the
others. Such inferences are objective because they do not in-
volve analogy to our own thought processes. When we see an
old friend, we do not consciously match up the face we see
with a stored set of remembered faces, though it is plain that
such a recognition process must occur. In making an objec-
tive inference, there is no difference between our viewpoint



120 Cognition and Learning

with respect to our own behavior and with respect to the
dog’s, because in each case the inference that humans and
dogs possess recognition memory is based on observations of
behavior, not on introspective access to consciousness.

Projective inferences, however, are based on drawing
unprovable analogies between our own consciousness and
putative animal consciousness. We are tempted to attribute a
subjective mental state, happiness, to the watchful dog by
analogy with our own happiness when we greet a loved one
who has been absent. Objective inferences are legitimate in
science, Morgan held, because they do not depend on analogy,
are not emotional, and are susceptible to later verification by
experiment. Projective inferences are not scientifically legiti-
mate because they result from attributing our own feelings to
animals and may not be more objectively assessed. Morgan’s
distinction is important, and although it is now the basis of
cognitive science, it had no contemporary impact.

In the event, skepticism about mentalistic animal psychol-
ogy mounted, especially as human psychology became more
objective. Romanes (1883, pp. 5–6) attempted to deflect his
critics by appealing to our everyday attribution of mentality
to other people without demanding introspective verification:
“Skepticism of this kind is logically bound to deny evidence
of mind, not only in the case of lower animals, but also in that
of the higher, and even in that of men other than the skeptic
himself. For all objections which could apply to the use of
[inference] . . . would apply with equal force to the evidence
of any mind other than that of the individual objector”
(pp. 4–5).

Two paths to the study of animal and human cognition
became clearly defined. One could continue with Romanes
and Morgan to treat animals and humans as creatures with
minds; or one could accept the logic of Romanes’s rebuttal
and treat humans and animals alike as creatures without
minds. Refusing to anthropomorphize humans was the
beginning of behaviorism, the study of learning without
cognition.

Behaviorism: The Golden Age of Learning Theory

With a single exception, E. C. Tolman (see following), be-
haviorism firmly grasped the second of the two choices
possible within the Cartesian framework. They chose to treat
humans and animals as Cartesian beast-machines whose be-
havior could be fully explained in mechanistic causal terms
without reference to mental states or consciousness. They
thus dispensed with cognition altogether and studied proce-
dural learning alone, examining how behavior is changed
by exposure to physical stimuli and material rewards and

punishments. Behaviorists divided on how to treat the stub-
born fact of consciousness. Methodological behaviorists ad-
mitted the existence of consciousness but said that its private,
subjective nature excluded it from scientific study; they left
it the arts to express, not explain, subjectivity. Metaphysical
behaviorists had more imperial aims. They wanted to explain
consciousness scientifically, ceding nothing to the humanities
(Lashley, 1923).

Methodological Behaviorism

Although methodological behaviorists agreed that conscious-
ness stood outside scientific psychology, they disagreed
about how to explain behavior. The dominant tradition was
the stimulus-response tradition originating with Thorndike,
and carried along with modification by Watson, Hull, and his
colleagues, and the mediational behaviorists of the 1950s.
They all regarded learning as a matter of strengthening or
weakening connections between environmental stimuli and
the behavioral response they evoked in organisms. The most
important rival form of methodological behaviorism was the
cognitive-purposive psychology of Tolman and his followers,
who kept alive representational theories of learning. In short,
the stimulus-response tradition studied how organisms react
to the world; the cognitive tradition studied how organisms
learn about the world. Unfortunately, for decades it was not
realized that these were complementary rather than compet-
ing lines of investigation.

Stimulus-Response Theories. By far the most influen-
tial learning theories of the Golden Age of Theory were
stimulus-response (S-R) theories. S-R theorizing began
with Edward Lee Thorndike’s (1874–1949) connectionism.
Thorndike studied animal learning for his 1898 disserta-
tion, published as Animal Learning in 1911. He began as a
conventional associationist studying association of ideas in
animals. However, as a result of his studies he concluded
that while animals make associations, they do not associate
ideas: “The effective part of the association [is] a direct bond
between the situation and the impulse [to behavior]”
(Thorndike, 1911, p. 98).

Thorndike constructed a number of puzzle boxes in which
he placed one of his subjects, typically a young cat. The
puzzle box was a sort of cage so constructed that the animal
could open the door by operating a manipulandum that
typically operated a string dangling in the box, which in turn
ran over a pulley and opened the door, releasing the animal,
who was then fed before being placed back in the box.
Thorndike wanted to discover how the subject learns the
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correct response. He described what happens in a box in
which the cat must pull a loop or button on the end of the
string:

The cat that is clawing all over the box in her impulsive struggle
will probably claw the string or loop or button so as to open
the door. And gradually all the other nonsuccessful impulses will
be stamped out and the particular impulse leading to the success-
ful act will be stamped in by the resulting pleasure, until, after
many trials, the cat will, when put in the box, immediately claw
the button or loop in a definite way. (Thorndike, 1911, p. 36)

Thorndike conceived his study as one of association-
formation, and interpreted his animals’ behaviors in terms of
associationism:

Starting, then, with its store of instinctive impulses, the cat hits
upon the successful movement, and gradually associates it with
the sense-impression of the interior of the box until the connec-
tion is perfect, so that it performs the act as soon as confronted
with the sense-impression. (Thorndike, 1911, p. 38)

The phrase trial-and-error—or perhaps more exactly trial-
and-success—learning aptly describes what these animals
did in the puzzle boxes. Placed inside, they try out (or, as
Skinner called it later, emit) a variety of familiar behaviors.
In cats, it was likely to try squeezing through the bars, claw-
ing at the cage, and sticking its paws between the bars. Even-
tually, the cat is likely to scratch at the loop of string and so
pull on it, finding its efforts rewarded: The door opens and it
escapes, only to be caught by Thorndike and placed back in
the box. As these events are repeated, the useless behaviors
die away, or extinguish, and the correct behavior is done soon
after entering the cage; the cat has learned the correct re-
sponse needed to escape.

Thorndike proposed three laws of learning. One was the
law of exercise, which stated that use of a response strength-
ens its connection to the stimuli controlling it, while disuse
weakens them. Another was the law of readiness, having
to do with the physiological basis of the law of effect.
Thorndike proposed that if the neurons connected to a given
action are prepared to fire (and cause the action), their neural
firing will be experienced as pleasure, but that if they are
inhibited from firing, displeasure will be felt.

The most famous and debated of Thorndike’s laws was the
law of effect:

The Law of Effect is that: Of several responses made to the same
situation, those which are accompanied or closely followed by
satisfaction to the animal will, other things being equal, be more

firmly connected with the situation, so that, when it recurs, they
will be more likely to recur; those which are accompanied or
closely followed by discomfort to the animal will, other things
being equal, have their connections with that situation weak-
ened, so that, when it recurs, they will be less likely to occur. The
greater the satisfaction or discomfort, the greater the strengthen-
ing or weakening of the bond. (Thorndike, 1911, p. 244)

Thorndike seems here to state a truism not in need of sci-
entific elaboration, that organisms learn how to get pleasur-
able things and learn how to avoid painful things. However,
questions surround the law of effect. Is reward necessary for
learning? Reward and punishment surely affect behavior, but
must they be present for learning to occur? What about a re-
ward or punishment makes it change behavior? Is it the plea-
sure and pain they bring, as Thorndike said, or the fact that
they inform us that we have just done the right or wrong ac-
tion? Are associations formed gradually or all at once?

Thorndike laid out the core of stimulus-response learning
theory. It was developed by several generations of psycholo-
gists, including E. R. Guthrie (1886–1959) and most notably
by Clark Hull (1884–1952), his collaborator Kenneth Spence
(1907–1967), and their legions of students and grand-
students. Hull and Spence turned S-R theory into a formi-
dably complex logico-mathematical structure capable of
terrifying students, but they did not change anything essential
in Thorndike’s ideas. Extensive debate took place on the
questions listed above (and others). For example, Hull said
reward was necessary for learning, that it operated by drive
reduction, and that many trials were needed for an association
to reach full strength. Guthrie, on the other hand, said that
mere contiguity between S and R was sufficient to form an as-
sociation between them and that associative bonds reach full
strength on a single trial. These theoretical issues, plus those
raised by Tolman, drove the copious research of the Golden
Age of Theory (Leahey, 2000; Leahey & Harris, 2001).

When S-R theorists turned to human behavior, they devel-
oped the concept of mediation (Osgood, 1956). Humans, they
conceded, had symbolic processes that animals lacked, and
they proposed to handle them by invoking covert stimuli and
responses. Mediational theories were often quite complex, but
the basic idea was simple. A rat learning to distinguish a
square-shaped stimulus from a triangular one responds only to
the physical properties of each stimulus. An adult human, on
the other hand, will privately label each stimulus as “square”
or “triangle,” and it is this mediating covert labeling response
that controls the subject’s observable behavior. In this view,
animals learned simple one-stage S-R connections, while hu-
mans learned more sophisticated S-r-s-R connections (where
s and r refer to the covert responses and the stimuli they
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cause). The great attraction of mediational theory was that
it gave behaviorists interested in human cognitive processes
a theoretical language shorn of mentalistic connotations
(Osgood, 1956), and during the 1950s and early 1960s medi-
ational theories dominated the study of human cognition.
However, once the concept of information became available,
mediational theorists—and certainly their students—became
information processing theorists (Leahey, 2000).

Edward Chace Tolman’s Cognitive Behaviorism. E. C.
Tolman (1886–1959) consistently maintained that he was a
behaviorist, and in fact wrote a classic statement of method-
ological behaviorism as a psychological program (Tolman,
1935). However, he was a behaviorist of an odd sort, as he
(Tolman, 1959) and S-R psychologists (Spence, 1948) recog-
nized, being influenced by gestalt psychology and the neore-
alists (see below). Although it is anachronistic to do so, the
best way to understand Tolman’s awkward position in the
Golden Age is through the distinction between procedural and
declarative learning. Ebbinghaus, Thorndike, Hull, Guthrie,
Spence, and the entire S-R establishment studied only proce-
dural learning. They did not have the procedural/declarative
distinction available to them, and in any case thought that
consciousness—which formulates and states declarative
knowledge—was irrelevant to the causal explanation of
behavior. S-R theories said learning came about through
the manipulation of physical stimuli and material rewards and
punishments. Animals learn, and can, of course, never say
why. Even if humans might occasionally figure out the con-
tingencies of reinforcement in a situation, S-R theory said that
they were simply describing the causes of their own behavior
the way an outside observer does (Skinner, 1957). As
Thorndike had said, reward and punishment stamp in or
stamp out S-R connections; consciousness had nothing to do
with it.

Tolman, on the other hand, wanted to study cognition—
declarative knowledge in the traditional sense—but was
straitjacketed by the philosophical commitments of behavior-
ism and the limited conceptual tools of the 1930s and 1940s.
Tolman anticipated, but could never quite articulate, the ideas
of later cognitive psychology.

Tolman’s theory and predicament are revealed by his “Dis-
proof of the Law of Effect” (Tolman, Hall, & Bretnall, 1932).
In this experiment, human subjects navigated a pegboard
maze, placing a metal stylus in the left or right of a series of
holes modeling the left-right choices of an animal in a multi-
ple T-maze. There were a variety of conditions, but the most
revealing was the “bell-right-shock” group, whose subjects
received an electric shock when they put the stylus in the cor-
rect holes. According to the Law of Effect these subjects

should not learn the maze because correct choices were fol-
lowed by pain, but they learned at the same rate as other
groups. While this result seemed to disprove the law of effect,
its real significance was unappreciated because the concept of
information had not yet been formulated (see below). In
Tolman’s time, reinforcers (and punishers) were thought of
only in terms of their drive-reducing or affective properties.
However, they possess informational properties, too. A re-
ward is pleasant and may reduce hunger or thirst, but rewards
typically provide information that one has made the correct
choice, while punishers are unpleasant and ordinarily convey
that one has made the wrong choice. Tolman’s “bell-right-
shock” group pried apart the affective and informational qual-
ities of pain by making pain carry the information that the
subject had made the right choice. Tolman showed—but could
not articulate—that it’s the informational value of behavioral
consequences that cause learning, not their affective value.

Nevertheless, Tolman tried to offer a cognitive theory of
learning with his concept of cognitive maps (Tolman, 1948).
S-R theorists viewed maze learning as acquiring a series of
left-right responses triggered by the stimuli at the various
choice points in the maze. Against this, Tolman proposed that
animals and humans acquire a representation—a mental
map—of the maze that guides their behavior. Tolman and his
followers battled Hullians through the 1930s, 1940s, and into
the 1950s, generating a mass of research findings and theo-
retical argument. Although Tolman’s predictions were often
vindicated by experimental results, the vague nature of his
theory and his attribution of thought to animals limited his
theory’s impact (Estes et al., 1954).

Metaphysical Behaviorism

Metaphysical behaviorists took a more aggressive stance to-
ward consciousness than methodological behaviorists. They
believed that scientific psychology should explain, not shun,
consciousness. Two reasons guided them. First, they wanted
to achieve a comprehensive scientific account of every-
thing human, and since consciousness is undoubtedly some-
thing humans have, it should not be ceded to the humanities
(Lashley, 1923). Second, stimuli registered only privately in a
person’s experience sometimes affects behavior (Skinner,
1957). If I have a headache, it exists only in my private con-
sciousness, but it alters my behavior: I take aspirin, become ir-
ritable, and tell people I have a headache. Excluding private
stimuli from psychology by methodological fiat would pro-
duce incomplete theories of behavior. (This is not the place
to discuss the various and subtle ways metaphysical behavior-
ists had of explaining or dissolving consciousness. I will
focus only on how such behaviorists approached learning and
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cognition.) Metaphysical behaviorism came in two forms,
physiological behaviorism and radical behaviorism.

Physiological Behaviorism. The source of physiologi-
cal behaviorism was Russian objective psychology, and its
greatest American exponent was Karl Lashley, who coined
the term “methodological behaviorism,” only to reject it
(Lashley, 1923, pp. 243–244):

Let me cast off the lion’s skin. My quarrel with [methodological]
behaviorism is not that it has gone too far, but that it has hesi-
tated . . . that it has failed to develop its premises to their logical
conclusion. To me the essence of behaviorism is the belief that
the study of man will reveal nothing except what is adequately
describable in the concepts of mechanics and chemistry. . . . I
believe that it is possible to construct a physiological psychology
which will meet the dualist on his own ground . . . and show that
[his] data can be embodied in a mechanistic system. . . . Its phys-
iological account of behavior will also be a complete and ade-
quate account of all the phenomena of consciousness . . .
demanding that all psychological data, however obtained, shall
be subjected to physical or physiological interpretation.

Ultimately, Lashley said, the choice between behaviorism
and traditional psychology came down to a choice between
two “incompatible” worldviews, “scientific versus humanis-
tic.” It had been demanded of psychology heretofore that “it
must leave room for human ideals and aspirations.” But “other
sciences have escaped this thralldom,” and so must psychol-
ogy escape from “metaphysics and values” and “mystical
obscurantism” by turning to physiology.

For the study of learning, the most important physiologi-
cal behaviorist was Ivan Petrovich Pavlov (1849–1936).
Although Pavlov is mostly thought of as the discoverer of
classical or Pavlovian conditioning, he was first and foremost
a physiologist in the tradition of Sechenov. For him, the
phenomena of Pavlovian conditioning were of interest be-
cause they might reveal the neural processes underlying
associative learning—he viewed all behavior as explicable
via association—and his own theories about conditioning
were couched in neurophysiological terms.

The differences between Pavlov’s and Thorndike’s proce-
dures for studying learning posed two questions for the asso-
ciative tradition they both represented. Pavlov delivered an
unconditional stimulus (food) that elicited the behavior, or
unconditional response (salivation), that he wished to study.
He paired presentation of the US with an unrelated condi-
tional stimulus (only in one obscure study did he use a bell);
finding that gradually the CS came to elicit salivation (now
called the conditional response), too. Thorndike had to await
the cat’s first working of the manipulandum before rewarding

it with food. In Pavlov’s setup, the food came first and caused
the unconditional response; in Thorndike’s, no obvious stim-
ulus caused the first correct response, and the food followed
its execution.

Were Pavlov and Thorndike studying two distinct forms
of learning, or were they merely using different methodolo-
gies to study the same phenomenon? Some psychologists,
including Skinner, believed the former, either on the opera-
tionist grounds that the procedures themselves defined differ-
ent forms of learning, or because different nervous systems
were involved in the two cases (Hearst, 1975). Although this
distinction between instrumental (or operant) and classical,
or Pavlovian (or respondent) conditioning has become
enshrined in textbooks, psychologists in the S-R tradition be-
lieved S-R learning took place in both procedures. The
debate was never resolved but has been effaced by the return
of cognitive theories of animal learning, for which the
distinction is not important.

The second question raised by Pavlov’s methods was inti-
mately connected to the first. Exactly what was being associ-
ated as learning proceeded? In philosophical theory, association
took place between ideas, but this mentalistic formulation
was, of course, anathema to behaviorists. Thorndike began
the S-R tradition by asserting that the learned connection (his
preferred term) was directly between stimulus and response,
not between mental ideas of the two. Pavlovian conditioning
could be interpreted in the same way, saying that the animal
began with an innate association between US and UR and cre-
ated a new association between CS and CR. Indeed, this was
for years the dominant behaviorist interpretation of Pavlovian
conditioning, the stimulus substitution theory (Leahey &
Harris, 2001), because it was consistent with the thesis that
all learning was S-R learning.

However, Pavlovian conditioning was open to an alterna-
tive interpretation closer to the philosophical notion of asso-
ciation of ideas, which said that ideas that occur together
in experience become linked (see above). Thus, one could
say that as US and CS were paired, they became associated,
so that when presented alone, the CS evoked the US, which
in turn caused the CR to occur. Pavlov’s own theory of con-
ditioning was a materialistic version of this account, propos-
ing that the brain center activated by the US became neurally
linked to the brain center activated by the CS, so when the
latter occurred, it activated the US’s brain center, causing the
CR. American behaviorists who believed in two kinds of
learning never adopted Pavlov’s physiologizing and avoided
mentalism by talking about S-S associations. It was some-
times said that Tolman was an S-S theorist, but this distorted
the holistic nature of his cognitive maps. As truly cognitive
theories of learning returned in the 1970s, Pavlovian and
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even instrumental learning were increasingly interpreted
involving associations between ideas—now called “repre-
sentations” (Leahey & Harris, 2001), as in the pioneering
cognitive theory of Robert Rescorla (1988).

Radical Behaviorism. A completely different form of
metaphysical behaviorism was developed by B. F. Skinner
(1904–1990). Skinner extended to psychology the philoso-
phy of neorealism propounded by a number of American
philosophers after 1910 (Smith, 1986). The neorealists re-
vived the old realist claim that the Way of Ideas was mis-
taken, that perception of objects was direct and not mediated
by intervening ideas. Tolman, too, built his early theories on
neorealism but later returned to the Way of Ideas with the
concept of the cognitive map (Smith, 1986). Skinner never
wavered from realism, working out the radical implication
that if there are no ideas, there is no private world of con-
sciousness or mind to be populated by them. Introspective
psychology was thus an illusion, and psychology should be
redefined as studying the interactive relationship between an
organism and the environment in which it behaves. The past
and present environments provide the stimuli that set the
occasion for behavior, and the organism’s actions operate
(hence the term operant) on the environment. Actions have
consequences, and these consequences shape the behavior of
the organism.

Skinner’s thinking is often misrepresented as a S-R psy-
chology in the mechanistic tradition of Thorndike, John B.
Watson (1878–1958), or Clark Hull. In fact, Skinner re-
jected—or, more precisely, stood apart from—the mechanistic
way of thinking about living organisms that had begun with
Descartes. For a variety of reasons, including its successes, its
prestige, and the influence of positivism, physics has been
treated as the queen of the sciences, and scientists in other
fields, including psychology, have almost uniformly envied it,
seeking to explain their phenomena of interest in mechanical-
causal terms. A paradigmatic case in point was Clark Hull,
who acquired a bad case of physics-envy from reading
Newton’s Principia, and his logico-mathematical theory of
learning was an attempt to emulate his master. Skinner
renounced physics as the model science for the study of be-
havior, replacing it with Darwinian evolution and selection by
consequences (Skinner, 1969). In physical-model thinking,
behaviors are caused by stimuli that mechanically provoke
them. In evolution, the appearance of new traits is unpre-
dictable, and their fate is determined by the consequences they
bring. Traits that favor survival and reproduction increase
in frequency over the generations; traits that hamper survival
and reproduction decrease in frequency. Similarly, behaviors
are emitted, and whether they are retained (learned) or lost

(extinguished) depends on the consequences of reinforce-
ment or nonreinforcement.

As a scientist, Skinner, like Thorndike, Hull, and Tolman,
studied animals almost exclusively. However, unlike them
Skinner wrote extensively about human behavior in a specu-
lative way he called interpretation. His most important such
work was Verbal Behavior (1957), in which he offered a the-
ory of human cognition. Beginning with Socrates, the central
quest of epistemology was understanding the uniquely human
ability to form universal concepts, such as cat, dog, or Truth.
From Descartes onward, this ability was linked to language,
the unique possession of humans, in which we can state uni-
versal definitions. In either case, universal concepts were the
possession of the human mind, whether as abstract images
(Aristotle) or as sentences (Descartes). Skinner, of course, re-
jected the existence of mind, and therefore of any difference
between explaining animal and human behavior. Mediational
theorists allowed for an attenuated difference, but Skinner
would have none of it. He wrote that although “most of the
experimental work responsible for the advance of the experi-
mental analysis of behavior has been carried out on other
species . . . the results have proved to be surprisingly free of
species restrictions . . . and its methods can be extended to
human behavior without serious modification” (Skinner,
1957, p. 3). The final goal of the experimental analysis of be-
havior is a science of human behavior using the same princi-
ples first applied to animals.

In Verbal Behavior, Skinner offered a behavioristic analy-
sis of universal concepts with the technical term tact, and drew
out its implications for other aspects of mind and cognition. A
tact is a verbal operant under the stimulus control of some part
of the physical environment, and the verbal community rein-
forces correct use of tacts. So a child is reinforced by parents
for emitting the sound “dog” in the presence of a dog (Skinner,
1957). Such an operant is called a tact because it “makes con-
tact with” the physical environment. Tacts presumably begin
as names (e.g., for the first dog a child learns to label “dog”),
but as the verbal community reinforces the emission of the
term to similar animals, the tact becomes generalized. Of
course, discrimination learning is also involved, as the child
will not be reinforced for calling cats “dog.” Eventually,
through behavior shaping, the child’s “dog” response will
occur only in the presence of dogs and not in their absence. For
Skinner, the situation is no different from that of a pigeon re-
inforced for pecking keys only when they are illuminated any
shade of green and not otherwise. Skinner reduced the tradi-
tional notion of reference to a functional relationship among a
response, its discriminative stimuli, and its reinforcer.

Skinner’s radical analysis of tacting raises an important
general point about his treatment of human consciousness,
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his notion of private stimuli. Skinner believed that earlier
methodological behaviorists such as Tolman and Hull were
wrong to exclude private events (such as mental images or
toothaches) from behaviorism simply because such events
are private. Skinner held that part of each person’s environ-
ment includes the world inside her or his skin, those stimuli
to which the person has privileged access. Such stimuli may
be unknown to an external observer, but they are experienced
by the person who has them, can control behavior, and so
must be included in any behaviorist analysis of human
behavior. Many verbal statements are under such control,
including complex tacts. For example: “My tooth aches” is a
kind of tacting response controlled by a certain kind of
painful inner stimulation.

This simple analysis implies a momentous conclusion.
How do we come to be able to make correct private tacts?
Skinner’s answer was that the verbal community has trained
us to observe our private stimuli by reinforcing utterances that
refer to them. It is useful for parents to know what is distress-
ing a child, so they attempt to teach a child self-reporting
verbal behaviors. “My tooth aches” indicates a visit to the
dentist, not the podiatrist. Such responses thus have Darwin-
ian survival value. It is these self-observed private stimuli that
constitute consciousness. It therefore follows that human con-
sciousness is a product of the reinforcing practices of a verbal
community. A person raised by a community that did not re-
inforce self-description would not be conscious in anything
but the sense of being awake. That person would have no self-
consciousness.

Self-description also allowed Skinner to explain apparently
purposive verbal behaviors without reference to intention or
purpose. For example, “I am looking for my glasses” seems
to describe my intentions, but Skinner (1957) argued: “Such
behavior must be regarded as equivalent to When I have be-
haved in this way in the past, I have found my glasses and
have then stopped behaving in this way” (p. 145). Intention is
a mentalistic term Skinner has reduced to the physicalistic
description of one’s bodily state. Skinner finally attacked the
citadel of the Cartesian soul, thinking. Skinner continued to
exorcise Cartesian mentalism by arguing that “thought is
simply behavior.” Skinner rejected Watson’s view that think-
ing is subvocal behavior, for much covert behavior is not ver-
bal yet can still control overt behavior in a way characteristic
of “thinking”: “I think I shall be going can be translated I find
myself going” (p. 449), a reference to self-observed, but non-
verbal, stimuli.

Skinner’s radical behaviorism was certainly unique,
breaking with all other ways of explaining mind and behavior.
Its impact, however, has been limited (Leahey, 2000). At the
dawn of the new cognitive era, Verbal Behavior received a

severe drubbing from linguist Noam Chomsky (1959) from
which its theses never recovered. The computer model of
mind replaced the mediational model and isolated the radical
behaviorists. Radical behaviorism carries on after Skinner’s
death, but it is little mentioned elsewhere in psychology.

THE MODERN SCIENTIFIC PERIOD

The modern era in the study of cognition opened with the in-
vention of the digital electronic computer during World War II.
The engineers, logicians, and mathematicians who created
the first computers developed key notions that eventually
gave rise to contemporary cognitive psychology.

The Three Key Ideas of Computing

Feedback

One of the standard objections to seeing living beings as ma-
chines was that behavior is purposive and goal-directed, flex-
ibly striving for something not yet in hand (or paw). James
(1890) pointed to purposive striving for survival when he
called mechanism an “impertinence,” and Tolman’s retention
of purpose as a basic feature of behavior set his behaviorism
sharply apart from S-R theories, which treated purpose as
something to be explained away (Hull, 1937). Feedback
reconciles mechanism and goal-oriented behavior.

As a practical matter, feedback had been employed since
the Industrial Revolution. For example, a “governor” typically
regulated the temperature of steam engines. This was a rotat-
ing shaft whose speed increased as pressure in the engine’s
boiler increased. Brass balls on hinges were fitted to the shaft
so that as its speed increased, centrifugal force caused the
balls to swing away from the shaft. Things were arranged so
that when the balls reached a critical distance from the shaft—
that is, when the boiler’s top safe pressure was reached—heat
to the boiler was reduced, the pressure dropped, the balls de-
scended, and heat could return. The system had a purpose—
maintain the correct temperature in the boiler—and responded
flexibly to relevant changes in the environment—changes of
temperature in the boiler.

But it was not until World War II that feedback was
formulated as an explicit concept by scientists working on
the problem of guidance (e.g., building missiles capable of
tracking a moving target; Rosenblueth, Wiener, & Bigelow,
1943/1966). The standard example of feedback today is a
thermostat. A feedback system has two key components, a
sensor and a controller. The sensor detects the state of a rele-
vant variable in the environment. One sets the thermostat to



126 Cognition and Learning

the critical value of the variable of interest, the temperature of
a building. A sensor in the thermostat monitors the tem-
perature, and when it falls below or above critical value, the
controller activates the heating or cooling system. When the
temperature moves back to its critical value, the sensor detects
this and the controller turns off the heat pump. The notion of
feedback is that a system, whether living or mechanical,
detects a state of the world, acts to alter the state of the world,
which alteration is detected, changing the behavior of the
system, in a complete feedback loop. A thermostat plus heat
pump is thus a purposive system, acting flexibly to pursue a
simple goal. It is, of course at the same time a machine whose
behavior could be explained in purely causal, physical, terms.
Teleology and mechanism are not incompatible.

Information

The concept of information is now so familiar to us that we
take it for granted. But in fact it is a subtle concept that engi-
neers building the first computers recognized by the middle of
the twentieth century (MacKay, 1969). We have already seen
how Tolman could have used it to better understand the nature
of reward and punishment. Before the advent of the computer,
information was hard to separate from its physical embodi-
ment in parchment or printed pages. Today, however, the sep-
aration of information from physical embodiment is a threat
to publishers because the content of a book may be scanned
and digitized and then accessed by anyone for free. Of course,
I could lend someone a book for free, but then I would no
longer have its information, but if I share the information
itself on a disk or as a download, I still have it, too. The
closest the premodern world came to the concept of informa-
tion was the idea, but looking back from our modern vantage
point we can see that philosophers tended to assume ideas
had to have some kind of existence, either in a transcendent
realm apart from the familiar material world, as in Plato, or
in a substantial (though nonphysical) soul, Descartes’res cog-
itans. Realists denied that ideas existed, the upshot being
Skinnerian radical behaviorism, which can tolerate the idea
of information no more than the idea of a soul.

The concept of information allows us to give a more gen-
eral formulation of feedback. What’s important to a feedback
system is its use of information, not its mode of physical
operation. The thermostat again provides an example. Most
traditional thermostats contain a strip of metal that is really
two metals with different coefficients of expansion. The strip
then bends or unbends as the temperature changes, turning
the heat pump on or off as it closes or opens an electrical cir-
cuit. Modern buildings, on the other hand, often contain
sensors in each room that relay information about room tem-

perature to a central computer that actually operates the heat
pump. Nevertheless, each system embodies the same infor-
mational feedback loop.

This fact seems simple, but it is in fact of extraordinary
importance. We can think about information as such, com-
pletely separately from any physical embodiment. My de-
scription of a thermostat in the preceding section implicitly
depended on the concept of information, as I was able to
explain what any thermostat does without reference to how
any particular thermostat works. My description of the older
steam engine governor, however, depended critically on its
actual physical operation.

In any information system we find a kind of dualism. On
the one hand, we have a physical object such as a book or
thermostat. On the other hand, we have the information it
holds or the information processes that guide its operation.
The information in the book can be stored in print, in a com-
puter’s RAM, on a hard-drive, in bubble memory, or be float-
ing about the World Wide Web. The information flows of a
thermostat can be understood without regard to how the ther-
mostat works. This suggests, then, that mind can be under-
stood as information storage (memory) and processes
(memory encoding and retrieval, and thinking). Doing so
respects the insight of dualism, that mind is somehow inde-
pendent of body, without introducing all the problems of a
substantial soul. Soul is information.

The concept of information opened the way for a new
cognitive psychology. One did not need to avoid the mind, as
methodological behaviorists wanted, nor did one have to
expunge it, as metaphysical behaviorists wanted. Mind was
simply information being processed by a computer we only
just learned we had, our brains, and we could theorize about
information flows without worrying about how the brain ac-
tually managed them. Broadbent’s Perception and Communi-
cation (1958), Neisser’s Cognitive Psychology (1967), and
Atkinson and Shiffrin’s “Human Memory: A Proposed Sys-
tem and Its Control Processes” (1968) were the manifestos of
the information-processing movement. Broadbent critically
proposed treating stimuli as information, not as physical
events. Neisser’s chapters described information flows from
sensation to thinking. Atkinson and Shiffrin’s model of infor-
mation flow (Figure 6.3) became so standard that it’s still
found in textbooks today, despite significant changes in the
way cognitive psychologists treat the details of cognition
(Izawa, 1999).

Information from the senses is first registered in near-
physical form by sensory memory. The process of pattern
recognition assigns informational meaning to the physical
stimuli held in sensory memory. Concomitantly, attention fo-
cuses on important streams of information, attenuating or
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Figure 6.3 The standard model of information processing.

blocking others from access to consciousness. Organized in-
formation is stored briefly in working, or short-term, memory,
and some manages to get stored in long-term, or permanent,
memory. There is, of course, loss and distortion of informa-
tion along the way, so that what’s remembered is very seldom
a veridical record of what happened.

Only one aspect of contemporary cognitive psychology
was missing from Neisser and Atkinson and Shiffrin, the
computational metaphor of mind, then just making headway
in psychology.

The Program: Computation

In the information-processing perspective developed by
Broadbent, Neisser, and Atkinson and Shiffrin, the notion of
processing remained vague. Information itself is passive: It
has to be transformed and manipulated in order to effect
behavior. This problem was solved by the development of
another concept that today we take for granted, the computer
program. Again, the idea seems obvious, but did not come
into existence until the 1930s in the work of Alan Turing
(Hodge, 2000) and John von Neumann (MacRae, 1999).

Previously, all machines, including the calculators built by
Blaise Pascal, Gottfried Leibniz, and Charles Babbage, were
dedicated, single-purpose machines whose mechanical work-
ings defined the function they carried out. Computers, how-
ever, are general-purpose machines, capable of performing a
variety of tasks. Their operations are determined not by their
mechanical workings but by their programs, a series of in-
structions the computer carries out. Because they manipulate
information, programs are independent of their physical sub-
strate. A program written in BASIC (or any other computer
language) will run on any computer that understands BASIC,
whatever its physical makeup, whether it be an Apple, PC, or
a mainframe. As Turing (1950) pointed out, a human being
following a sequence of steps written on slips of paper is
functionally equivalent to a computer.

The computational approach to mind was complete and is
known in philosophy as functionalism. The mind is essen-
tially a computer program implemented in a meat-machine
(Clark, 2001) rather than a silicon-and-metal machine. The

program of the mind acts on and controls the flow of infor-
mation through the human information-processing system
the way a computer’s program controls the flow of informa-
tion through a computer. The program arrives at decisions
and controls the system’s—the body’s—behavior. The mind
is what the brain does (Pinker, 1998). Cognitive psychology
becomes a form of reverse engineering. In reverse engineer-
ing, computer scientists take a chip and without opening it
up, study its input-output functions and try to deduce what
program controls the chip’s processing. Often this is done to
imitate an existing chip without violating the patent holder’s
rights. In psychology, experiments reveal the human mind’s
input-output functions, and psychological theories attempt to
specify the computational functions that intervene between
input and output.

The Fruits of Computation: Cognitive Science

Mind Design and the Architectures of Cognition

Ironically, the first application of the computer conception of
mind arose not in psychology but in computer science, when
Alan Turing (1950) proposed that computer programs might
emulate human intelligence. Turing put forward no new
analysis of cognition but provided a now famous test by
which computer intelligence might be recognized. A person
interacts as in a chat room with two entities, one of which is
a human being and the other of which is a computer program.
Turing said that the program would have to be called intel-
ligent when the person could not tell if his or her conver-
sational partner was human or computer. As yet, no program
has passed the Turing test in the form Turing originally
suggested.

Obviously, constructing artificial intelligences has great
practical value. For cognitive psychology, the value of mind
design (Haugeland, 1981, 1985) is that it forces theorists to
think deeply and precisely about the requirements for intelli-
gent cognition. In an influential book, Marr (1982) specified
three hierarchically arranged levels at which computational
analysis takes place. In the case of artificial intelligence, the
levels define the job of making a mind, while in the case of
psychology—which studies an already evolved intelligence—
they define three levels of reverse-engineering psychological
theory. The levels are most readily described from the stand-
point of artificial intelligence.

• The cognitive level specifies the task the AI system is to
perform.

• The algorithm level specifies the computer programming
that effects the task.
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• The implementation level specifies how the hardware
device is to carry out the program instructions.

The cognitive level is a detailed analysis of what a system
must be able to know and do in order to perform a specified
job. In certain respects, this is psychologically the most
revealing level, because so much of what we know and do
involves consciousness not at all. It is easy for me to walk
downstairs and retrieve a book, and I can often do it while my
conscious mind is engaged in thinking about writing this
chapter. However, we find that building a robot to do the
same thing reveals deep problems that my mind/brain solves
effortlessly. Even recognizing an open doorway requires
complexities of scene analysis that no robot can yet carry out. 

Once one has specified the cognitive requirements of a
task, the next job is writing the program that can get the job
done. This is the algorithm level, defining the exact computa-
tional steps the system will perform. In psychology, this is the
level of psychological theory, as we attempt to describe how
our existing human program operates. An artificial system, on
the other hand may achieve the same results with a very dif-
ferent program. For example, a human chess master and a
chess-playing program such as Deep Blue solve the cognitive-
level problems of chess very differently. A computational
psychological theory of chess playing needs to replicate the
mental steps of the human player; the computational AI
theory does not.

Finally, one implements the program in a working physi-
cal system. In AI, this means building or programming an
intelligent system; in psychology it means working out
the neuroscience about the workings of the human meat
machine. Within Marr’s broad framework, two different ap-
proaches to mind design—two architectures of cognition—
came into existence, the symbol-system hypothesis and
connectionism.

The Symbol-System Hypothesis

Herbert Simon and his colleague Allan Newell first drew the
connection between human and computer cognition at the
RAND Corporation in 1954 (Simon, 1996). Simon was by
training an economist (he won the 1981 Nobel Prize in that
field). As a graduate student, Simon had been greatly influ-
enced by the writings of E. C. Tolman, and was well schooled
in formal logic. Previously, computers had been seen as glo-
rious, if flexible, number crunchers, calculators writ large.
Simon saw that computers could be more fruitfully and gen-
erally viewed as symbol manipulators.

By the early twentieth century, logicians had estab-
lished the concept of interpreted formal systems, in which

propositions stated in language could be reduced to abstract
formal statements and manipulated by formal rules. For ex-
ample, the statement “If it snows, then school will be closed”
could be represented by p ⊃ q, where p � “it snows,” q �

“school closes,” and ⊃ � the logical relation if . . . then. If
one now learns that it is snowing, one may validly infer that
school will be closed. This inference may be represented as
the formal argument modus ponens:

1. p ⊃ q
2. p
3. therefore, q

The significance of the translation into abstract, formal
symbols is that we can see that it is possible to reason through
a situation without knowledge of the content of the proposi-
tions. Modus ponens is a valid inference whether the topic is
the connection between snow and school closings or whether
a pair of gloves fits a murder suspect and the verdict (“If the
gloves don’t fit, you must acquit.”) Mathematics is a formal
system in which the variables have quantitative values; logic
is a formal system in which the variables have semantic values.
In both systems, valid reasoning is possible without knowl-
edge of the variables’value or meaning.

Simon proposed, then, that human minds and computer
programs are both symbol systems (Simon, 1980). Both re-
ceive informational input, represent the information inter-
nally as formal symbols, and manipulate them by logical rules
to reach valid conclusions. Simon and Newell turned the
notion into the pioneering computer simulation of thought,
the General Problem Solver (Newell, Shaw, & Simon, 1958).
Simon’s symbol-system hypothesis established the first of the
two architectures of cognition inspired by the analogy be-
tween human being and computer, and it was firmly en-
sconced in psychology and artificial intelligence by the late
1970s. It gave rise to the creation of a new discipline, cogni-
tive science, devoted to the study of informavores, creatures
that consume information (Pylyshyn, 1984). It brought to-
gether cognitive psychologists, computer scientists, philoso-
phers, and—especially in the 1990s, the decade of the brain—
neuroscientists. (Space precludes a treatment of cognitive
neuroscience. See Gazzinaga, Ivry, and Mangun [1998] for an
excellent survey.)

The Connectionist, Subsymbolic, Hypothesis

From the dawn of the computer era, there had been two
approaches to information processing by machines, serial
processing and parallel processing. In a serial processing
system, for example in home PCs and Apples, a single central
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processing unit (CPU) processes the steps of a program
one at a time, albeit very quickly. The flow diagrams of
information-processing psychology implicitly assumed that
the human mind was a serial processor. Figure 6.3, for exam-
ple, shows that multiple streams of input to sensory memory
are reduced to a single stream by attention and pattern recog-
nition. Likewise, the symbol-system hypothesis was predi-
cated on a serial processing architecture, the human CPU
executing one logical step at a time.

In parallel processing, multiple data streams are processed
simultaneously by multiple processors. In the most interesting
of these systems, distributed cognition systems (Rumelhart,
McClelland, & PDR Research Group, 1986), there are large
numbers of weak processors, in contrast to serial systems’
single powerful processor.

Obviously, parallel-processing computers are potentially
much more powerful than single CPU machines, but for a
long time obstacles stood in the way of constructing them.
Parallel machines are more physically complex than sequen-
tial machines, and they are vastly more difficult to program,
since one must somehow coordinate the work of the multiple
processors in order to avoid chaos. With regard to self-
programming machines, there is the special difficulty of fig-
uring out how to get feedback information about the results
of behavior to interior (“hidden”) units lying between input
and output units. Since sequential machines were great suc-
cesses very early on, and the power of the parallel archi-
tecture seemed unnecessary, work on parallel-processing
computers virtually ceased in the 1960s.

In the 1980s, however, developments in both computer
science and psychology converged to revive the fortunes of
parallel-processing architectures. Although serial processors
continued to gain speed, designers were pushing up against the
limits of how fast electrons could move through silicon.At the
same time, computer scientists were tackling jobs demanding
ever-greater computing speed, making a change to parallel
processing desirable. For example, consider the problem of
computer vision, which must be solved if effective robots are
to be built. Imagine a computer graphic made up of 256 � 256
pixels. For a serial computer to recognize such an image, it
would have to compute one at a time the value of 256 � 256 �

65,536 pixels, which might take more time than allowed for a
response to occur. On the other hand, a parallel-processing
computer containing 256 � 256 interconnected processors
can assign one to compute the value of a single pixel and so can
process the graphic in a tiny fraction of a second.

In psychology, continued failings of the symbolic para-
digm made parallel, connectionist processing an attractive
alternative to serial symbol systems. Two issues were espe-
cially important for the new connectionists. First of all,

traditional AI, while it had made advances on tasks humans
find intellectually taxing, such as chess playing, was persis-
tently unable to get machines to perform the sorts of tasks
that people do without the least thought, such as recognizing
patterns. Perhaps most importantly to psychologists, the be-
havior that they had most intensively studied for decades—
learning—remained beyond the reach of programmed com-
puters, and the development of parallel machines that could
actually learn was quite exciting. That the brain could solve
these problems while supercomputers could not suggested
that the brain was not a serial machine.

The other shortcoming of symbolic AI that motivated the
new connectionists was the plain fact that the brain is not a
sequential computing device. If we regard neurons as small
processors, then it becomes obvious that the brain is much
more like a massively parallel processor than it is like a PC or
an Apple. The brain contains thousands of interconnected neu-
rons, all of which are working at the same time. As Rumelhart
et al. (1986) announced, they aimed to replace the computer
model in psychology with the brain model. The interconnected
processors of connectionist models function like neurons:
Each one is activated by input and then “fires,” or produces
output, depending on the summed strengths of its input. As-
sembled properly, such a network will learn to respond in sta-
ble ways to different inputs just as organisms do: Neural nets,
as such processor assemblages are often called, learn.

Connectionism suggested a new strategy for explaining
cognition. The symbol-system approach depends, as we have
seen, on the idea that intelligence consists in the manipula-
tion of symbols by formal computational rules. Like the
symbol-system approach, connectionism is computational,
because connectionists try to write computer models that
emulate human behavior. But connectionist systems use very
different rules and representations (Dreyfus & Dreyfus, 1986;
Smolensky, 1988): weighted mathematical connections be-
tween neuronlike units rather that logical manipulation of
symbols that map on to propositions.

Connectionist systems differ critically from symbolic
systems at Marr’s implementation and algorithm levels.
Analysis at the cognitive level is indifferent between the
two architectures. However, at the implementation level, the
nature of the hardware (or wetware, in the case of the brain)
becomes crucial, because the implementation consists in
executing a program with a real machine or real person, and
different computers implement the same cognitive task in
different ways. One of the two main issues that separate the
symbol-system architecture of cognition from its connec-
tionist rival concerns whether or not psychological theories
of learning and cognition need be concerned with the imple-
mentation level. According to the symbol-system view, the
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implementation of programs in a brain or a computer may be
safely ignored at the cognitive and algorithm levels, while,
according to the connectionist view, theorizing at higher
levels must be constrained by the nature of the machine that
will carry out the computations.

The second main issue concerns the algorithmic level of
intelligence. William James (1890) first addressed the funda-
mental problem. James observed that when we first learn a
skill, we must consciously think about what to do; as we be-
come more experienced, consciousness deserts the task and
we carry it out automatically, without conscious thought. One
of the attractions of the symbolic paradigm is that it fits our
conscious experience of thought: We think one thought at
a time to the solution of a problem. The symbolic paradigm
assumes that once a task becomes mastered and unconscious,
we continue to think one thought at a time with consciousness
subtracted. On the other hand, connectionism suggests that
nonconscious thought may be very different from conscious
thought.

Smolensky (1988) analyzed the architecture of cognition
from the perspective of how thoughtful processes become
intuitive actions. Smolensky’s framework distinguishes two
levels, the conscious processor and the intuitive processor.
The conscious processor is engaged when we consciously
think about a task or problem. However, as a skill becomes
mastered, it moves into the intuitive processor; we just “do it”
without conscious thought. Driving an automobile over a fa-
miliar route requires little if any conscious attention, which we
turn over to listening to the radio or having a conversation with
a passenger. Moreover, not everything the intuitive processor
performs was once conscious. Many of the functions of the in-
tuitive processor are innate, such as recognizing faces or sim-
ple patterns, while some abilities can be learned without ever
becoming conscious, such as pure procedural learning in the
absence of declarative learning, such as bicycle riding.

When it becomes automatic, driving or bicycling is per-
formed by the intuitive processor, but what happens during
the transition from conscious thought to intuition is a difficult
issue to resolve. To see why, we must distinguish between
rule-following and rule-governed behavior.

Physical systems illustrate how rule-governed behavior
need not be rule-following behavior. The earth revolves
around the sun in an elliptical path governed by Newton’s
laws of motion and gravity. However, the earth does not fol-
low these laws in the sense that it computes them and adjusts
its course to comply with them. The computer guiding a
spacecraft does follow Newton’s laws, as they are written
into its programs, but the motions of natural objects are
governed by physical laws without following them by inter-
nal processing.

The following example suggests that the same distinction
may apply to human behavior. Imagine seeing a cartoon
drawing of an unfamiliar animal called a “wug.” If I show you
two of them, you will say, “There are two wugs.” Shown two
pictures of a creature called “wuk,’’ you will say, “There are
two wuks.” In saying the plural, your behavior is governed by
the rule of English morphology that to make a noun plural,
you add an -s. Although you probably did not apply the rule
consciously, it is not implausible to believe that you did as a
child. However, your behavior was also governed by a rule of
English phonology that an -s following a voiced consonant
(e.g., /g/) is also voiced—wugz—while an -s following an un-
voiced consonant (such as /k/) is also unvoiced—wuks. It is
unlikely you ever consciously knew this rule at all.

Having developed the distinction between rule-governed
and rule-following behaviors, we can state the algorithm-level
distinction between the symbol-system and the connectionist
architectures of cognition. All psychologists accept the idea
that human behavior is rule governed, because if it were not,
there could be no science of human behavior. The issue sepa-
rating the symbol-system hypothesis from connectionism
concerns whether and when human behavior is rule following.
According to the symbol system view, both the conscious
processor and the intuitive processor are rule-following and
rule-governed systems. When we think or decide consciously,
we formulate rules and follow them in behaving. Intuitive
thinking is likewise rule following. In the case of behaviors,
that were once consciously followed, the procedures of the in-
tuitive processor are the same as the procedures once followed
in consciousness, but with awareness subtracted. In the case
of intuitive behaviors, the process is truncated, with rules
being formulated and followed directly by the intuitive
processor. Connectionists hold that human behavior is rule
following only at the conscious level. In the intuitive proces-
sor, radically different processes are taking place (Smolensky,
1988). Advocates of the symbol-system view are somewhat
like Tolman, who believed that unconscious rats use cognitive
maps as conscious lost humans do. Connectionists are like
Hull, who believed that molar rule-governed behavior is at a
lower level, the strengthening and weakening of input-output
connections. After all, Thorndike called his theory connec-
tionism 80 years ago.

The intuitive processor lies between the conscious mind—
the conscious processor—and the brain that implements
human intelligence. According to the symbol-system ac-
count, the intuitive processor carries out step-by-step uncon-
scious thinking that is essentially identical to the step-by-step
conscious thinking of the conscious processor, and so Clark
(1989) calls the symbol-system account the mind’s-eye
view of cognition. According to connectionism, the intuitive
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processor carries out nonsymbolic parallel processing similar
to the neural parallel processing of the brain, and Clark calls
it the brain’s-eye view of cognition.

Historically, connectionism represents more than simply a
new technical approach to cognitive psychology. From the
time of the ancient Greeks, Western philosophy assumed that
having knowledge is knowing rules and that rational action
consists in the following of rules. Human intuition has been
deprecated as at best following rules unconsciously, and at
worst as based on irrational impulse. Consistent with this
view, psychology has been the search for the rule-governed
springs of human behavior. But connectionism might vindi-
cate human intuition as the secret of human success and re-
habilitate a dissident tradition in philosophy—represented,
for example, by Friedrich Nietzsche—that scorns being
bound by rules as an inferior way of life (Dreyfus & Dreyfus,
1986). In addition, psychologists and philosophers are com-
ing to believe that thought guided by emotion is wiser than
pure logic (Damasio, 1994).

In the late 1980s, connectionism and the symbol-system
view of learning and cognition acted as rivals, seemingly
recreating the great theoretical battles of behaviorism’s
GoldenAge. However, around 1990 a modus vivendi reunified
the field of cognitive science. The two architectures of cogni-
tion were reconciled by regarding the human mind as a hybrid
of the two (Clark, 1989). At the neural level, learning and
cognition must be carried out by connectionist-type pro-
cesses, since the brain is a collection of simple but massively
interconnected units. Yet as we have learned, physically dif-
ferent computational systems may implement the same pro-
grams. Therefore, it is possible that, although the brain is a
massively parallel computer, the human mind in its rational
aspects is a serial processor of representations, especially
when thought is conscious. The more automatic and uncon-
scious (intuitive) aspects of the human mind are connectionist
in nature. Connectionist theories thus have a valuable role
to play in being the vital interface between symbol-system
models of rational, rule-following thought, and intuitive,
nonlinear, nonsymbolic thought.

Cognitive Psychology Today

The computer metaphor of mind dominates the psychologi-
cal study of cognition. There are more computational models
of information processes than can be briefly summarized.
However, four large problems remain outstanding.

• Consciousness. The stubborn fact of consciousness re-
mains, and the computer model of mind has been of lit-
tle help, because computers are not conscious (though

see Dennett, 1991). Why are we conscious? Does con-
sciousness play any causal role in our mental economy
or behavior? Little real progress has been made since be-
haviorist days.

• Meaning. How do physical symbols get their meaning;
why does GIFT mean a present in English but poison in
German? Ebbinghaus and S-R behaviorists avoided the
question. Mediational behaviorists said meaning was
carried by covert r-s connections, and Skinner offered an
explanation in terms of tacting. The symbol system hy-
pothesis finesses the issue by saying thinking is governed
by formal logical rules (syntax), not meaning (semantics).
Connectionism, like S-R psychology, tries to dissolve
meanings into nonmeaningful units of response. The prob-
lem has not been solved.

• Development. Why and how do children throughout the
world grow up with similar, if not identical, cognitive
processes and a store of common beliefs, despite differ-
ences in environment?

• Evolution. Given that the human mind was constructed
by evolution, are there important limits on human cogni-
tion, and certain thoughts it’s easy to think while there
may be others that are difficult or impossible to think?

Space prevents full discussion of these issues, and solving
them lies in the future. See Clark (2001), Leahey (2000,
2001), and Leahey and Harris (2001) for more.
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Anyone who has seriously studied the history of the United
States or of any other country knows that there is not one his-
tory of the country but many histories. The history as told by
some Native Americans, for example, would look quite dif-
ferent from the history as told by some of the later settlers,
and even within these groups, the stories would differ. Simi-
larly, there is no one history of the field of intelligence but
rather many histories, depending on who is doing the telling.
For example, the largely laudatory histories recounted by
Carroll (1982, 1993), Herrnstein and Murray (1994), and
Jensen (in press) read very differently from the largely skep-
tical histories recounted by Gardner (1983, 1999), Gould

(1981), or Sacks (1999). And of course, there are differences
within these groups of authors.

These differences need mentioning because, although all
fields of psychology are subject to being perceived through
ideological lenses, few fields seem to have lenses with so
many colors and, some might argue, with so many different
distorting imperfections as do the lenses through which is
seen the field of intelligence. The different views come from
ideological biases affecting not only what is said but also
what is included. For example, there is virtually no overlap in
the historical data used by Carroll (1993) versus Gardner
(1983) to support their respective theories of intelligence.

Although no account can be truly value free, I try in this
chapter to clarify values in three ways. First, I attempt to rep-
resent the views of the investigators and their times in pre-
senting the history of the field. Second, I critique this past
work but make it clear what my own personal opinions are by
labeling evaluative sections “Evaluation.” Third, I try to rep-
resent multiple points of view in a dialectical fashion (Hegel,
1807/1931; see R. J. Sternberg, 1999a), pointing out both the
positive and negative sides of various contributions. This rep-
resentation recognizes that all points of view taken in the past
can be viewed, with “20/20 hindsight,” as skewed, in much
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does not necessarily represent the position or policies of the National
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the same way that present points of view will be viewed as
skewed in the future. A dialectical form of examination will
serve as the basis for the entire chapter. The basic idea is that
important ideas, good or bad, eventually serve as the spring-
board for new ideas that grow out of unions of past ideas that
may once have seemed incompatible.

The emphasis in this chapter is on the history of the field
of intelligence, particularly with reference to theories of
intelligence. Readers interested in contemporary theory and
research are referred to the chapter “Contemporary Theories
of Intelligence” in Volume 7 of this handbook (R. J. Sternberg,
2002). Such theories and research are mentioned only in pass-
ing in this chapter. Readers interested primarily in measure-
ment issues might consult relevant chapters in R. J. Sternberg
(1982, 1994, 2000).

Perhaps the most fundamental dialectic in the field of intel-
ligence arises from the question of how we should conceive of
intelligence. Several different positions have been staked out
(Sternberg, 1990a). Many of the differences in ideology that
arise in accounts of the history of the field of intelligence arise
from differences in the model of intelligence to which an in-
vestigator adheres. To understand the history of the field of
intelligence, one must understand the alternative epistemo-
logical models that can give rise to the concept of intelligence.
But before addressing these models, consider simply the
question of how psychologists in the field of intelligence have
defined the construct on which they base their models.

EXPERT OPINIONS ON THE NATURE
OF INTELLIGENCE

Historically, one of the most important approaches to figuring
out what intelligence is has relied on the opinions of experts.
Such opinions are sometimes referred to as implicit theories,
to distinguish them from the more formal explicit theories that
serve as the bases for scientific hypotheses and subsequent
data collections. Implicit theories (which can be those of
laypersons as well as of experts) are important to the history of
a field for at least three reasons (R. J. Sternberg, Conway,
Ketron, & Bernstein, 1981). First, experts’ implicit theories
are typically what give rise to their explicit theories. Second,
much of the history of intelligence research and practice is
much more closely based on implicit theories than it is on for-
mal theories. Most of the intelligence tests that have been used,
for example, are based more on the opinions of their creators as
to what intelligence is than on formal theories. Third, people’s
everyday judgments of each other’s intelligence always have
been and continue to be much more strongly guided by their
implicit theories of intelligence than by any explicit theories.

Intelligence Operationally Defined

E. G. Boring (1923), in an article in the New Republic, pro-
posed that intelligence is what the tests of intelligence test.
Boring did not believe that this operational definition was the
end of the line for understanding intelligence. On the con-
trary, he saw it as a “narrow definition, but a point of de-
parture for a rigorous discussion . . . until further scientific
discussion allows us to extend [it]” (p. 35). Nevertheless,
many psychologists and especially testers and interpreters of
tests of intelligence have adopted this definition or something
similar to it.

From a scientific point of view, the definition is problem-
atical. First, the definition is circular: It defines intelligence in
terms of what intelligence tests test, but what the tests test can
only be determined by one’s definition of intelligence. Sec-
ond, the definition legitimates rather than calling into scien-
tific question whatever operations are in use at a given time to
measure intelligence. To the extent that the goal of science is
to disconfirm existing scientific views (Popper, 1959), such a
definition will not be useful. Third, the definition assumes
that what intelligence tests test is uniform. But this is not the
case. Although tests of intelligence tend to correlate posi-
tively with each other (the so-called positive manifold first
noted by Spearman, 1904), such correlations are far from per-
fect, even controlling for unreliability. Thus, what an intelli-
gence test tests is not just one uniform thing. Moreover, even
the most ardent proponents of a general factor of intelligence
(a single element common to all of these tests) acknowledge
there is more to intelligence than just the general factor.

The 1921 Symposium

Probably the most well-known study of experts’ definitions
of intelligence was one done by the editors of the Journal of
Educational Psychology (“Intelligence and Its Measure-
ment,” 1921). Contributors to the symposium were asked to
write essays addressing two issues: (a) what they conceived
intelligence to be and how it best could be measured by group
tests, and (b) what the most crucial next steps would be in re-
search. Fourteen experts gave their views on the nature of in-
telligence, with such definitions as the following:

1. The power of good responses from the point of view of
truth or facts (E. L. Thorndike).

2. The ability to carry on abstract thinking (L. M. Terman).

3. Sensory capacity, capacity for perceptual recognition,
quickness, range or flexibility of association, facility and
imagination, span of attention, quickness or alertness in
response (F. N. Freeman).
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4. Having learned or ability to learn to adjust oneself to the
environment (S. S. Colvin).

5. Ability to adapt oneself adequately to relatively new sit-
uations in life (R. Pintner).

6. The capacity for knowledge and knowledge possessed
(B. A. C. Henmon).

7. A biological mechanism by which the effects of a com-
plexity of stimuli are brought together and given a some-
what unified effect in behavior (J. Peterson).

8. The capacity to inhibit an instinctive adjustment, the ca-
pacity to redefine the inhibited instinctive adjustment in
the light of imaginally experienced trial and error, and
the capacity to realize the modified instinctive adjust-
ment in overt behavior to the advantage of the individual
as a social animal (L. L. Thurstone).

9. The capacity to acquire capacity (H. Woodrow).

10. The capacity to learn or to profit by experience (W. F.
Dearborn).

11. Sensation, perception, association, memory, imagina-
tion, discrimination, judgment, and reasoning (N. E.
Haggerty).

Others of the contributors to the symposium did not pro-
vide clear definitions of intelligence but rather concentrated
on how to test it. B. Ruml refused to present a definition of
intelligence, arguing that not enough was known about the
concept. S. L. Pressey described himself as uninterested in
the question, although he became well known for his tests of
intelligence.

Of course, there have been many definitions of intelli-
gence since those represented in the journal symposium, and
an essay even has been written on the nature of definitions of
intelligence (Miles, 1957). One well-known set of defini-
tions was explicitly published in 1986 as a follow-up to the
1921 symposium (R. J. Sternberg & Detterman, 1986). R. J.
Sternberg and Berg (1986) attempted a comparison of the
views of the experts in 1986 (P. Baltes, J. Baron, J. Berry, A.
Brown and J. Campione, E. Butterfield, J. Carroll, J. P. Das,
D. Detterman, W. Estes, H. Eysenck, H. Gardner, R. Glaser,
J. Goodnow, J. Horn, L. Humphreys, E. Hunt, A. Jensen, J.
Pellegrino, R. Schank, R. Snow, R. Sternberg, E. Zigler)
with those of the experts in 1921. They reached three general
conclusions.

First, there was at least some general agreement across
the two symposia regarding the nature of intelligence. When
attributes were listed for frequency of mention in the two
symposia, the correlation was .50, indicating moderate over-
lap. Attributes such as adaptation to the environment, basic
mental processes, higher-order thinking (e.g., reasoning,

problem solving, and decision making) were prominent in
both symposia.

Second, central themes occurred in both symposia. One
theme was the one versus the many: Is intelligence one
thing or is it multiple things? How broadly should intelli-
gence be defined? What should be the respective roles of
biological and behavioral attributes in seeking an under-
standing of intelligence?

Third, despite the similarities in views over the 65 years,
some salient differences could also be found. Metacognition—
conceived of as both knowledge about and control of
cognition—played a prominent role in the 1986 symposium
but virtually no role at all in the 1921 symposium. The later
symposium also placed a greater emphasis on the role of
knowledge and the interaction of mental processes with
this knowledge.

Definitions of any kind can provide a basis for explicit sci-
entific theory and research, but they do not provide a substi-
tute for these things. Thus, it was necessary for researchers to
move beyond definitions, which they indeed did. Many of
them moved to models based on individual differences.

Intelligence as Arising from Individual Differences:
The Differential Model

McNemar (1964) was one of the most explicit in speculating
on why we even have a concept of intelligence and in linking
the rationale for the concept to individual differences. He
queried whether two identical twins stranded on a desert
island and growing up together ever would generate the
notion of intelligence if they never encountered individual
differences in their mental abilities.

Perhaps without individual differences, societies would
never generate the notion of intelligence and languages
would contain no corresponding term. Actually, some lan-
guages, such as Mandarin Chinese, in fact have no concept
that corresponds precisely to the Western notion of intelli-
gence (Yang & Sternberg, 1997a, 1997b), although they have
related concepts that are closer, say, to the Western notion of
wisdom or other constructs. Whatever may be the case, much
of the history of the field of intelligence is based upon an
epistemological model deriving from the existence of one or
more kinds of individual differences.

THE SEMINAL VIEWS OF GALTON AND BINET

If current thinking about the nature of intelligence owes a
debt to any scholars, the debt is to Sir Francis Galton and to
Alfred Binet. These two investigators—Galton at the end of
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the nineteenth century and Binet at the beginning of the twen-
tieth century—have had a profound impact on thinking about
intelligence, an impact that has carried down to the present
day. Many present conflicts of views regarding the nature of
intelligence can be traced to a dialectical conflict between
Galton and Binet.

Intelligence Is Simple: Galton’s Theory
of Psychophysical Processes

Intelligence as Energy and Sensitivity

The publication of Darwin’s Origin of Species (1859) had a
profound impact on many lines of scientific endeavor. One
was the investigation of human intelligence. The book sug-
gested that the capabilities of humans were in some sense
continuous with those of lower animals and hence could be
understood through scientific investigation.

Galton (1883) followed up on these notions to propose a
theory of the “human faculty and its development.” Because
he also proposed techniques for measuring the “human fac-
ulty,” his theory could be applied directly to human behavior.

Galton proposed two general qualities that he believed
distinguish the more from the less intellectually able. His
epistemological rooting, therefore, was in the individual-
differences approach. The first quality was energy, or the
capacity for labor. Galton believed that intellectually gifted
individuals in a variety of fields are characterized by remark-
able levels of energy. The second general quality was sensi-
tivity. He observed that the only information that can reach us
concerning external events passes through the senses and that
the more perceptive the senses are of differences in lumines-
cence, pitch, odor, or whatever, the larger would be the range
of information on which intelligence could act. Galton’s
manner of expression was direct:

The discriminative facility of idiots is curiously low; they hardly
distinguish between heat and cold, and their sense of pain is so
obtuse that some of the more idiotic seem hardly to know what it
is. In their dull lives, such pain as can be excited in them may lit-
erally be accepted with a welcome surprise. (p. 28)

For seven years (1884–1890), Galton maintained an an-
thropometric laboratory at the South Kensington Museum in
London where, for a small fee, visitors could have them-
selves measured on a variety of psychophysical tests. What,
exactly, did these kinds of tests look like?

One such test was weight discrimination. The apparatus
consisted of shot, wool, and wadding. The cases in which
they were contained were identical in appearance and dif-
fered only in their weights. Participants were tested by a

sequencing task. They were given three cases, and with their
eyes closed, they had to arrange them in proper order of
weight. The weights formed a geometric series of heaviness,
and the examiner recorded the finest interval that an exami-
nee could discriminate. Galton suggested that similar geo-
metric sequences could be used for testing other senses, such
as touch and taste. With touch, he proposed the use of wire-
work of various degrees of fineness, whereas for taste, he
proposed the use of stock bottles of solutions of salt of vari-
ous strengths. For olfaction, he suggested the use of bottles of
attar of rose mixed in various degrees of dilution.

Galton also contrived a whistle for ascertaining the high-
est pitch that different individuals could perceive. Tests with
the whistle enabled him to discover that people’s ability to
hear high notes declines considerably as age advances. He
also discovered that people are inferior to cats in their ability
to perceive tones of high pitch.

It is ironic, perhaps, that a theory that took off from
Darwin’s theory of evolution ended up in what some might
perceive as a predicament, at least for those who subscribe to
the notion that evolutionary advance is, in part, a matter of
complexity (Kauffman, 1995). In most respects, humans are
evolutionarily more complex than cats. Galton’s theory, how-
ever, would place cats, which are able to hear notes of higher
pitch than humans, at a superior level to humans, at least with
respect to this particular aspect of what Galton alleged to be
intelligence.

Cattell’s Operationalization of Galton’s Theory

James McKeen Cattell brought many of Galton’s ideas across
the ocean to the United States. As head of the psychological
laboratory at Columbia University, Cattell was in a good po-
sition to publicize the psychophysical approach to the theory
and measurement of intelligence. Cattell (1890) proposed a
series of 50 psychophysical tests. Four examples were:

1. Dynamometer pressure. The dynamometer-pressure test
measures the pressure resulting from the greatest possible
squeeze of one’s hand.

2. Sensation areas. This test measures the distance on the
skin by which two points must be separated in order for
them to be felt as separate points. Cattell suggested that
the back of the closed right hand between the first and sec-
ond fingers be used as the basis for measurement.

3. Least noticeable difference in weight. This test measures
least noticeable differences in weights by having partici-
pants judge weights of small wooden boxes. Participants
were handed two such boxes and asked to indicate which
was heavier.
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4. Bisection of a 50-cm line. In this test, participants were
required to divide a strip of wood into two equal parts by
means of a movable line.

Wissler Blows the Whistle

A student of Cattell’s, Clark Wissler (1901), decided to vali-
date Cattell’s tests. Using 21 of these tests, he investigated
among Columbia University undergraduates the correlations
of the tests with each other and with college grades. The re-
sults were devastating: Test scores neither intercorrelated
much among themselves, nor did they correlate significantly
with undergraduate grades. The lack of correlation could not
have been due entirely to unreliability of the grades or to re-
striction of range, because the grades did correlate among
themselves. A new approach seemed to be needed.

Evaluation

Even those later theorists who were to build on Galton’s work
(e.g., Hunt, Frost, & Lunneborg, 1973) recognize that Galton
was overly simplistic in his conception and measurement of
intelligence. Galton was also pejorative toward groups whom
he believed to be of inferior intelligence. Yet one could argue
that Galton set at least three important precedents.

A first precedent was the desirability of precise quantita-
tive measurement. Much of psychological measurement, par-
ticularly in the clinical areas, had been more qualitative, or
has been based on dubious rules about translations of qualita-
tive responses to quantitative measurements. Galton’s psy-
chometric precision set a different course for research and
practice in the field of intelligence. His combination of theory
and measurement techniques set a precedent: Many future in-
vestigators would tie their theories, strong or weak, to mea-
surement operations that would enable them to measure the
intelligence of a variety of human populations.

A second precedent was the interface between theory and
application. Galton’s Kensington Museum enterprise set a
certain kind of tone for the intelligence measurement of the
future. No field of psychology, perhaps, has been more mar-
ket oriented than has been the measurement of intelligence.
Testing of intelligence has been highly influenced by market
demands, more so, say, than testing of memory abilities or so-
cial skills. It is difficult to study the history of the field of in-
telligence without considering both theory and practice.

A third precedent was a tendency to conflate scores on
tests of intelligence with some kind of personal value. Galton
made no attempt to hide his admiration for hereditary ge-
niuses (Galton, 1869) nor to hide his contempt for those at the
lower end of the intelligence scale as he perceived it (Galton,

1883). He believed those at the high end of the scale had
much more to contribute than did those at the low end. The
same kinds of judgments do not pervade the literatures of,
say, sensation or memory. This tendency to conflate intelli-
gence with some kind of economic or social value to society
and perhaps beyond society has continued to the present day
(e.g., Herrnstein & Murray, 1994; Schmidt & Hunter, 1998).

Intelligence Is Complex: Binet’s Theory of Judgment

In 1904, the minister of Public Instruction in Paris named a
commission charged with studying or creating tests that
would ensure that mentally defective children (as they then
were called) would receive an adequate education. The com-
mission decided that no child suspected of retardation should
be placed in a special class for children with mental retarda-
tion without first being given an examination “from which it
could be certified that because of the state of his intelligence,
he was unable to profit, in an average measure, from the in-
struction given in the ordinary schools” (Binet & Simon,
1916a, p. 9).

Binet and Simon devised a test based on a conception of
intelligence very different from Galton’s and Cattell’s. They
viewed judgment as central to intelligence. At the same time,
they viewed Galton’s tests as ridiculous. They cited Helen
Keller as an example of someone who was very intelligent
but who would have performed terribly on Galton’s tests.

Binet and Simon’s (1916a) theory of intelligent thinking in
many ways foreshadowed later research on the development
of metacognition (e.g., Brown & DeLoache, 1978; Flavell &
Wellman, 1977; Mazzoni & Nelson, 1998). According to
Binet and Simon (1916b), intelligent thought comprises three
distinct elements: direction, adaptation, and control.

Direction consists in knowing what has to be done and
how it is to be accomplished. When we are required to add
three numbers, for example, we give ourselves a series of in-
structions on how to proceed, and these instructions form the
direction of thought.

Adaptation refers to one’s selection and monitoring of
one’s strategy during task performance. For example, in
adding to numbers, one first needs to decide on a strategy to
add the numbers. As we add, we need to check (monitor) that
we are not repeating the addition of any of the digits we al-
ready have added.

Control is the ability to criticize one’s own thoughts and
actions. This ability often occurs beneath the conscious level.
If one notices that the sum one attains is smaller than either
number (if the numbers are positive), one recognizes the need
to add the numbers again, as there must have been a mistake
in one’s adding.
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Binet and Simon (1916b) distinguished between two types
of intelligence: ideational intelligence and instinctive intelli-
gence. Ideational intelligence operates by means of words
and ideas. It uses logical analysis and verbal reasoning. In-
stinctive intelligence operates by means of feeling. It refers
not to the instincts attributed to animals and to simple forms
of human behavior but to lack of logical thinking. This two-
process kind of model adumbrates many contemporary mod-
els of thinking (e.g., Evans, 1989; Sloman, 1996), which
make similar distinctions.

What are some examples of the kinds of problems found
on a Binet-based test (e.g., Terman & Merrill, 1937, 1973;
R. L. Thorndike, Hagen, & Sattler, 1986)? In one version
2-year-olds are given a three-hole form board and required to
place circular, square, and triangular pieces into appropriate
indentations on it. Another test requires children to identify
body parts on a paper doll. Six years later, by age 8, the char-
acter of the test items changes considerably. By age 8, the
tests include vocabulary, which requires children to define
words; verbal absurdities, which requires recognition of why
each of a set of statements is foolish; similarities and differ-
ences, which requires children to say how each of two objects
is the same as and different from the other; and comprehen-
sion, which requires children to solve practical problems of
the sort encountered in everyday life. At age 14, there is some
overlap in kinds of tests with age 8, as well as some different
kinds of tests. For example, in an induction test, the experi-
menter makes a notch in an edge of some folded paper and
asks participants how many holes the paper will have when it
is unfolded. On a reasoning test, participants need to solve
arithmetic word problems. Ingenuity requires individuals to
indicate the series of steps that could be used to pour a given
amount of water from one container to another.

The early Binet and Simon tests, like those of Cattell, soon
were put to a test, in this case by Sharp (1899). Although her
results were not entirely supportive, she generally accepted
the view of judgment, rather than psychophysical processes,
as underlying intelligence. Most subsequent researchers have
accepted this notion as well.

Evaluation

Binet’s work was to have far more influence than Galton’s.
Binet set many trends that were to be influential even up to
the present day.

First, the kinds of test items Binet used are, for the most
part, similar to those used in the present day. From the stand-
point of modern test constructors, Binet “largely got it right.”
Indeed, a current test, the fourth edition of the Stanford-Binet

Intelligence Scale (R. L. Thorndike, Hagen, & Sattler, 1986)
is a direct descendant of the Binet test. The Wechsler tests
(e.g., Wechsler, 1991), although somewhat different in their
conceptualization, owe a great deal to the conceptualization
and tests of Binet.

Second, Binet grounded his tests in competencies that are
central to schooling and perhaps less central to the world of
adult work. Such grounding made sense, given the school-
based mission with which Binet was entrusted. Although
intelligence-test scores correlate both with school grades and
with work performance, their correlation with school grades
is substantially higher, and they correlate better with job-
training performance than with work performance (see
reviews in Mackintosh, 1998; Wagner, 2000).

Third, intelligence tests continue today, as in Binet’s time,
to be touted as serving a protective function. The goal of
Binet’s test was to protect children from being improperly
classified in school. Today, test users point out how test
scores can give opportunities to children who otherwise
would not get them. For example, children from lower-level
or even middle-level socioeconomic class backgrounds who
would not be able to pay for certain kinds of schooling may
receive admissions or scholarships on the basis of test scores.
At the same time, there is a dialectic in action here, whereby
opponents of testing, or at least of certain kinds of testing,
argue that the conventional tests do more damage than good
(Gardner, 1983; Sacks, 1999), taking away opportunities
rather than providing them to many children.

An important aspect of Binet’s theory has been lost to
many. This was Binet’s belief that intelligence is malleable
and could be improved by “mental orthopedics.” To this day,
many investigators are interested in raising levels of mental
functioning (see review by Grotzer & Perkins, 2000). But
many other investigators, even those who use Binet-based
tests, question whether intelligence is malleable in any major
degree (e.g., Jensen, 1969, 1998).

MODELS OF THE NATURE OF INTELLIGENCE

A number of different types of models have been proposed to
characterize intelligence. What are the main models, and how
are they similar to and different from one another?

Psychometric Models

The early efforts of intelligence theorists largely built upon
the Binetian school of thought rather than the Galtonian
school of thought. The most influential theorist historically,
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and perhaps even into the present, was also among the first, a
British psychologist named Charles Spearman.

Spearman’s Two-Factor Theory

Spearman (1904, 1927) proposed a two-factor theory of in-
telligence, a theory that is still very much alive and well
today (e.g., Brand, 1996; Jensen, 1998). The theory posits a
general factor (g) common to all tasks requiring intelligence
and one specific factor (s) unique to each different type of
task. Thus, there are two types of factors rather than, strictly
speaking, two factors.

Spearman (1904) got this idea as a result of looking at data
processed by a statistical technique of his own invention,
namely, factor analysis, which attempts to identify latent
sources of individual (or other) differences that underlie ob-
served sources of variation in test performance. Spearman
observed that when he factor-analyzed a correlation matrix,
the two kinds of factors appeared—the general factor com-
mon to all of the tests and the specific factors unique to each
particular test.

Spearman (1927) admitted to not being sure what the psy-
chological basis of g is but suggested that it might be mental
energy (a term that he never defined very clearly). Whatever
it was, it was a unitary and primary source of individual dif-
ferences in intelligence-test performance.

The Theories of Bonds and of Connections

Theory of Bonds. Spearman’s theory was soon challenged
and continues to be challenged today (e.g., Gardner, 1983;
R. J. Sternberg, 1999b). One of Spearman’s chief critics was
British psychologist Sir Godfrey Thomson, who accepted
Spearman’s statistics but not his interpretation. Thomson
(1939) argued that it is possible to have a general psychome-
tric factor in the absence of any kind of general ability. In
particular, he argued that g is a statistical reality but a psy-
chological artifact. He suggested that the general factor might
result from the working of an extremely large number of
what he called bonds, all of which are sampled simultane-
ously in intellectual tasks. Imagine, for example, that each of
the intellectual tasks found in Spearman’s and others’ test
batteries requires certain mental skills. If each test samples
all of these mental skills, then their appearance will be per-
fectly correlated with each other because they always co-
occur. Thus, they will give the appearance of a single general
factor when in fact they are multiple.

Although Thomson did not attempt to specify exactly
what the bonds might be, it is not hard to speculate on what

some of these common elements might be. For example, they
might include understanding the problems and responding to
them.

Theory of Connections. Thorndike, Bregman, Cobb,
and Woodyard (1926) proposed a quite similar theory, based
on Thorndike’s theory of learning. They suggested that

in their deeper nature the higher forms of intellectual operations
are identical with mere association or connection forming, de-
pending upon the same sort of physiological connections but
requiring many more of them. By the same argument the person
whose intellect is greater or higher or better than that of another
person differs from him in the last analysis in having, not a new
sort of physiological process, but simply a larger number of con-
nections of the ordinary sort. (p. 415)

According to this theory, then, learned connections, similar to
Thomson’s bonds, are what underlie individual differences in
intelligence.

Thurstone’s Theory of Primary Mental Abilities

Louis L. Thurstone, like Spearman, was an ardent advocate
of factor analysis as a method of revealing latent psycho-
logical structures underlying observable test performances.
Thurstone (1938, 1947) believed, however, that it was a
mistake to leave the axes of factorial solutions unrotated.
He believed that the solution thus obtained was psychologi-
cally arbitrary. Instead, he suggested rotation to what he re-
ferred to as simple structure, which is designed to clean up
the columns of a factor pattern matrix so that the factors
display either relatively high or low loadings of tests on
given factors rather than large numbers of moderate ones.
Using simple-structure rotation, Thurstone and Thurstone
(1941) argued for the existence of seven primary mental
abilities.

1. Verbal comprehension—the ability to understand verbal
material. This ability is measured by tests such as vocabu-
lary and reading comprehension.

2. Verbal fluency—the ability involved in rapidly producing
words, sentences, and other verbal material. This ability is
measured by tests such as one that requires the examinee
to produce as many words as possible in a short amount of
time beginning with a certain letter.

3. Number—the ability to compute rapidly. This ability
is measured by tests requiring solution of numerical arith-
metic problems and simple arithmetic word problems.
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4. Memory—the ability to remember strings of words, let-
ters, numbers, or other symbols or items. This ability is
measured by serial- or free-recall tests.

5. Perceptual speed—the ability rapidly to recognize letters,
numbers, or other symbols. This ability is measured
by proofreading tests, or by tests that require individu-
als to cross out a given letter (such as A) in a string of
letters.

6. Inductive reasoning—the ability to reason from the
specific to the general. This ability is measured by tests
such as letters series (“What letter comes next in the fol-
lowing series? b, d, g, k, . . . .”) and number series (“What
number comes next in the following series? 4, 12, 10, 30,
28, 84, . . .”).

7. Spatial visualization—the ability involved in visualizing
shapes, rotations of objects, and how pieces of a puzzle
would fit together. This ability is measured by tests that re-
quire mental rotations or other manipulations of geometric
objects.

The argument between Spearman and Thurstone was not
resoluble on mathematical grounds, simply because in ex-
ploratory factor analysis, any of an infinite number of rota-
tions of axes is acceptable. As an analogy, consider axes used
to understand world geography (Vernon, 1971). One can use
lines of longitude and latitude, but really any axes at all could
be used, orthogonal or oblique, or even axes that serve differ-
ent functions, such as in polar coordinates. The locations of
points, and the distances between them, do not change in
Euclidean space as a result of how the axes are placed. Be-
cause Thurstone’s primary mental abilities are intercorre-
lated, Spearman and others have argued that they are nothing
more than varied manifestations of g: Factor-analyze these
factors, and a general factor will emerge as a second-order
factor. Thurstone, of course, argued that the primary mental
abilities were more basic. Such arguments became largely
polemical because there really neither was nor is any way of
resolving the debate in the terms in which it was presented.
Some synthesis was needed for the opposing thesis of g ver-
sus the antithesis of primary mental abilities.

Hierarchical Theories

The main synthesis to be proposed was to be hierarchical
theories—theories that assume that abilities can be ordered in
terms of levels of generality. Rather than arguing which abil-
ities are more fundamental, hierarchical theorists have argued
that all of the abilities have a place in a hierarchy of abilities
from the general to the specific.

Holzinger’s Bifactor Theory

Holzinger (1938) proposed a bifactor theory of intelli-
gence, which retained both the general and specific factors
of Spearman but also permitted group factors such as those
found in Thurstone’s theory. Such factors are common to
more than one test but not to all tests. This theory helped
form the basis for other hierarchical theories that replaced it.

Burt’s Theory

Sir Cyril Burt (1949), known primarily for this widely ques-
tioned work on the heritability of intelligence, suggested that
a five-level hierarchy would capture the nature of intelli-
gence. At the top of Burt’s hierarchy was “the human mind.”
At the second level, the “relations level,” are g and a practi-
cal factor. At the third level are associations, at the fourth
level is perception, and at the fifth level is sensation. This
model has not proven durable and is relatively infrequently
cited today.

Vernon’s Theory of Verbal : Educational and Spatial :
Mechanical Abilities

A more widely adopted model has been that of Vernon
(1971), which proposes the general factor, g, at the top of the
hierarchy. Below this factor are two group factors, v:ed and
k:m. The former refers to verbal-educational abilities of the
kinds measured by conventional test of scholastic abilities.
The latter refers to spatial-mechanical abilities (with k per-
haps inappropriately referring to the nonequivalent term
kinesthetic).

Cattell’s Theory of Fluid and Crystallized Abilities

More widely accepted than any of the previous theories is
that of Raymond Cattell (1971), which is somewhat similar to
Vernon’s theory. This theory proposes general ability at the
top of the hierarchy and two abilities immediately beneath it,
fluid ability, or gf , and crystallized ability, or gc. Fluid ability
is the ability to think flexibly and to reason abstractly. It is
measured by tests such as number series and figural analo-
gies. Crystallized ability is the accumulated knowledge base
one has developed over the course of one’s life as the result of
the application of fluid ability. It is measured by tests such as
vocabulary and general information.

More recent work has suggested that fluid ability is ex-
tremely difficult to distinguish statistically from general abil-
ity (Gustafsson, 1984, 1988). Indeed, the tests used to measure
fluid ability are often identical to the tests used to measure
what is supposed to be pure g.An example of such a test would
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be the Raven Progressive Matrices (Raven, Court, & Raven,
1992), which measures people’s ability to fill in a missing part
of a matrix comprising abstract figural drawings.

Horn (1994) has greatly expanded upon the hierarchical
theory as originally proposed by Cattell. Most notably, he has
suggested that g can be split into three more factors nested
under fluid and crystallized abilities. These three other fac-
tors are visual thinking (gv), auditory thinking (ga), and speed
(gs). The visual thinking factor is probably closer to Vernon’s
k:m factor than it is to the fluid ability factor.

Carroll’s Three-Stratum Theory

Today, perhaps the most widely accepted hierarchical model
is one proposed by Carroll (1993) that is based on the re-
analysis of (more than 450) data sets from the past. At the top
of the hierarchy is general ability; in the middle of the hierar-
chy are various broad abilities, including fluid and crystal-
lized intelligence, learning and memory processes, visual and
auditory perception, facile production, and speed. At the bot-
tom of the hierarchy are fairly specific abilities.

Guilford’s Structure-of-Intellect Model

Although many differential theorists followed the option of
proposing a hierarchical model, not all did. J. P. Guilford
(1967, 1982; Guilford & Hoepfner, 1971) proposed a model
with 120 distinct abilities (increased to 150 in 1982 and to
180 in later manifestations). The basic theory organizes
abilities along three dimensions: operations, products, and
contents. In the best-known version of the model, there are
five operations, six products, and four contents. The five op-
erations are cognition, memory, divergent production, con-
vergent production, and evaluation. The six products are
units, classes, relations, systems, transformations, and impli-
cations. The four contents are figural, symbolic, semantic,
and behavioral. Because these dimensions are completely
crossed with each other, they yield a total of 5 � 6 � 4 or 120
different abilities. For example, inferring a relation in a
verbal analogy (such as the relation between BLACK and
WHITE in BLACK : WHITE :: HIGH : LOW) would in-
volve cognition of semantic relations.

Guilford’s model has not fared well psychometrically.
Horn and Knapp (1973) showed that random theories could
generate support equal to that obtained by Guilford’s model
when the same type of rotation was used that Guilford used—
so-called “Procrustean rotation.” Horn (1967) showed that
equal support could be obtained with Guilford’s theory, but
with data generated randomly rather than with real data.
These demonstrations do not prove the model wrong: They

show only that the psychometric support that Guilford
claimed for his model was not justified by the methods he
used.

Guttman’s Radex Model

The last psychometric model to be mentioned is one pro-
posed by Louis Guttman (1954). The model is what Guttman
referred to as a radex, or radial representation of complexity.
The radex consists of two parts.

The first part is what Guttman refers to as a simplex. If one
imagines a circle, then the simplex refers to the distance of a
given point (ability) from the center of the circle. The closer
a given ability is to the center of the circle, the more central
that ability is to human intelligence. Thus, g could be viewed
as being at the center of the circle, whereas the more periph-
eral abilities such as perceptual speed would be nearer to the
periphery of the circle. Abilities nearer to the periphery of
the circle are viewed as being constituents of abilities nearer
the center of the circle, so the theory has a hierarchical
element.

The second part of the radex is called the circumplex. It
refers to the angular orientation of a given ability with respect
to the circle. Thus, abilities are viewed as being arranged
around the circle, with abilities that are more highly re-
lated (correlated) nearer to each other in the circle. Thus, the
radex functions through a system of polar coordinates. Snow,
Kyllonen, and Marshalek (1984) used nonmetric multidimen-
sional scaling on a Thurstonian type of test to demonstrate that
the Thurstonian primary mental abilities actually could be
mapped into a radex.

Evaluation

Psychometric theories of intelligence have been enormously
influential, particularly in North America and in the United
Kingdom. In many respects, they have served the field well.
First, they have provided a zeitgeist for three generations of
researchers. Second, they have provided a systematic means
for studying individual differences. Arguably, no other para-
digm has provided any means that has been nearly as sys-
tematic or, really, successful in so many respects. Third, the
theories cross well between theory and application. Few theo-
ries have proven to have as many and as diverse practical
applications. Finally, they have provided a model for how the-
ory and measurement can evolve in synchrony.

At the same time, there have been problems with the
differential approach. First, although factor analysis, as a
method, is neither good nor bad, it has frequently been sub-
ject to misuse (Horn & Knapp, 1973; Humphreys, 1962;
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McNemar, 1951). Second, factor analyses have sometimes
been not so much misintepreted as overinterpreted. What one
gets out of a factor analysis is simply a psychometric trans-
formation of what one puts in. It is possible to support many
different possible theories by choosing one’s tests with a cer-
tain goal in mind. The resulting factors simply reflect the
choice of tests and their interrelationships. Third, in ex-
ploratory factor analysis, the rotation issue has proven to be a
thorny one. Any rotation is mathematically correct and equiv-
alent in Euclidean space. Arguments over which theory is
correct often have boiled down to little more than arguments
over which rotation is psychologically more justified. But no
adequate basis has been found for supporting one rotation as
psychologically preferred over all others. Fifth and finally,
the whole issue of deriving a theory of intelligence from
patterns of individual differences has never received fully
adequate examination by differential psychologists. Evolu-
tionary theorists (e.g., Pinker, 1997; see R. J. Sternberg &
Kaufman, 2001) would argue that intelligence needs to be
understood in terms of commonalities, not differences. Of
course, experimental psychologists have made the same
claim for many decades, preferring to view individual differ-
ences as noise in their data. Perhaps the best solution is some
kind of synthesis, as recommended by Cronbach (1957). Jean
Piaget, disheartened with his observations from work in
Binet’s laboratory, provided a synthesis of sorts. He com-
bined measurement with a more cognitive framework for
understanding intelligence.

INTELLIGENCE AS ARISING FROM COGNITIVE
STRUCTURES AND PROCESSES

Cognitive Structures

Piaget (1952, 1972), among others, has staked out an alterna-
tive position to the differential one. Piaget, who was never
very interested in individual differences, viewed intelli-
gence as arising from cognitive schemas, or structures that
mature as a function of the interaction of the organism with
the environment.

Equilibration

Piaget (1926, 1928, 1952, 1972), like many other theorists of
intelligence, recognized the importance of adaptation to in-
telligence. Indeed, he believed adaptation to be its most im-
portant principle. In adaptation, individuals learn from the
environment and learn to address changes in the environ-
ment. Adjustment consists of two complementary processes:
assimilation and accommodation. Assimilation is the process

of absorbing new information and fitting it into an already
existing cognitive structure about what the world is like. The
complementary process, accommodation, involves forming a
new cognitive structure in order to understand information.
In other words, if no existing cognitive structure seems ade-
quate to understand new information, a new cognitive struc-
ture must be formed through the accommodation process.

The complementary processes of assimilation and accom-
modation, taken together in an interaction, constitute what
Piaget referred to as equilibration. Equilibration is the bal-
ancing of the two, and it is through this balance that people
either add to old schemas or form new ones. A schema, for
Piaget, is a mental image or action pattern. It is essentially a
way of organizing sensory information. For example, we
have schemas for going to the bank, riding a bicycle, eating a
meal, visiting a doctor’s office, and the like.

Stages of Intellectual Development

Piaget (1972) suggested that the intelligence of children ma-
tures through four discrete stages, or periods of development.
Each of these periods builds upon the preceding one, so that
development is essentially cumulative.

The first period is the sensorimotor period, which occu-
pies birth through roughly 2 years of age. By the end of the
sensorimotor period, the infant has started to acquire object
permanence, or the realization that objects can exist apart
from him or herself. In early infancy, the infant does not as-
cribe a separate reality to objects. Thus, if a toy is hidden
under a pillow or behind a barrier, the infant will not search
for the toy because as far as he or she is concerned, it no
longer exists when it goes out of sight. By the end of the pe-
riod, the infant knows that a search will lead to finding the
object.

The second period is the preoperational period, which
emerges roughly between ages 2 and 7. The child is now be-
ginning to represent the world through symbols and images,
but the symbols and images are directly dependent upon the
immediate perception of the child. The child is still essen-
tially egocentric: He or she sees objects and people only from
his or her own point of view. Thus, to the extent that thinking
takes place, it is egocentric thinking.

The third period is the concrete-operational period, which
occupies roughly ages 7 through 11. In this period, the child
is able to perform concrete mental operations. Thus, the child
now can think through sequences of actions or events that
previously had to be enacted physically. The hallmark of
concrete-operational thought is reversibility. It now is possi-
ble for the child to reverse the direction of thought. The child
comes to understand, for example, that subtraction is the
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reverse of addition and division is the reverse of multiplica-
tion. The child can go to the store and back home again or
trace out a route on a map and see the way back.

The period is labeled as one of “concrete” operations be-
cause operations are performed for objects that are physically
present. A major acquisition of the period is conservation,
which involves a child’s recognizing that objects or quanti-
ties can remain the same despite changes in their physical ap-
pearance. Suppose, for example, that a child is shown two
glasses, one of which is short and fat and the other of which
is tall and thin. If a preoperational child watches water poured
from the short, fat glass to the tall, thin one, he or she will say
that the tall, thin glass has more water than the short, fat one
had. But the concrete-operational child will recognize that
the quantity of water is the same in the new glass as in the old
glass, despite the change in physical appearance.

The period of formal operations begins to evolve at
around 11 years of age and usually will be fairly fully devel-
oped by 16 years of age, although some adults never com-
pletely develop formal operations. In the period of formal
operations, the child comes to be able to think abstractly and
hypothetically, not just concretely. The individual can view a
problem from multiple points of view and can think much
more systematically than in the past. For example, if asked
to provide all possible permutations of the numbers 1, 2, 3,
and 4, the child can now implement a systematic strategy for
listing all of these permutations. In contrast, the concrete-
operational child will have essentially listed permutations at
random, without a systematic strategy for generating all of
the possible permutations. The child can now think scientifi-
cally and use the hypothetico-deductive method to generate
and test hypotheses.

Vygotsky and Feuerstein’s Theories

Whereas Piaget has emphasized primarily biological matura-
tion in the development of intelligence, other theorists inter-
ested in structures, such as Vygotsky (1978) and Feuerstein
(1979), have emphasized more the role of interactions of in-
dividuals with the environment. Vygotsky suggested that
basic to intelligence is internalization, which is the internal
reconstruction of an external operation. The basic notion is
that we observe those in the social environment around us
acting in certain ways and we internalize their actions so that
they become a part of ourselves.

Vygotsky (1978) gave as an example of internalization the
development of pointing. He suggested that, initially, point-
ing is nothing more than an unsuccessful attempt to grasp
something. The child attempts to grasp an object beyond his
reach and, initially, is likely to fail. When the mother sees the

child attempting to grasp an object, she comes to his aid and
is likely to point to the object. He thereby learns to do the
same. Thus, the child’s unsuccessful attempt engenders a re-
action from the mother or some other individual, which leads
to his being able to perform that action. Note that it is the so-
cial mediation rather than the object itself that provides the
basis for the child’s learning to point.

Vygotsky also proposed the important notion of a zone of
proximal development, which refers to functions that have not
yet matured but are in the process of maturation. The basic
idea is to look not only at developed abilities but also at abil-
ities that are developing. This zone is often measured as the
difference between performance before and after instruction.
Thus, instruction is given at the time of testing to measure the
individual’s ability to learn in the testing environment
(Brown & French, 1979; Feuerstein, 1980; Grigorenko &
Sternberg, 1998). The research suggests that tests of the zone
of proximal development tap abilities not measured by con-
ventional tests.

Related ideas have been proposed by Feuerstein (1979,
1980). Feuerstein has suggested that much of intellectual de-
velopment derives from the mediation of the environment by
the mother or other adults. From Feuerstein’s point of view,
parents serve an important role in development not only for
the experiences with which they provide children but also
for the way they help children understand these experiences.
For example, what would be important would be not so much
encouraging children to watch educational television or tak-
ing children to museums but rather helping children interpret
what they see on television or in museums.

Evaluation

By any standard, Piaget’s contribution to the study of intelli-
gence was profound. First, his theory stands alone in terms of
its comprehensiveness in accounting for intellectual develop-
ment. There is no competition in this respect. Second, even
the many individuals who have critiqued Piaget’s work have
honored the work by deeming it worthy of criticism. To the
extent that a theory’s value is heuristic, in its giving way to
subsequent theories, Piaget’s work is almost without peer.
And much research today, especially in Europe, continues in
the tradition of Piaget. Neo-Piagetians, although they have
changed many of the details, still build upon many Piagetian
theoretical ideas and tasks for studying development. Third,
even the most ardent critics of Piaget would concede that
many of his ideas were correct. Many of those ideas, such as
of centration, conservation, and equilibration, remain alive
today in a wide variety of forms. Fourth, Piaget provided an
enormous database for developmental psychologists to deal
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with today as earlier. Replications generally have proven to
be successful (Siegler, 1996). Yet the theory of Piaget has not
stood the test of time without many scars. Consider some of
the main ones.

First, Piaget’s interpretations of data have proven to be
problematical in many different respects. The list of such cri-
tiques is very long. For example, there is evidence that in-
fants achieve object permanence much earlier than Piaget
had thought (e.g., Baillargeon, 1987; Bowers, 1967, 1974;
Cornell, 1978). There also is evidence that conservation be-
gins earlier than Piaget suspected (Au, Sidle, & Rollins,
1993). As another example, difficulties that Piaget attributed
to reasoning appear in some instances actually to have been
due to memory (e.g., Bryant & Trabasso, 1971).

Second, it now appears that children often failed Piaget-
ian tasks not because they were unable to do them but
because they did not understand the task in the way the ex-
perimenter intended. The research of Piaget points out how
important it is to make sure one understands a problem not
only from one’s own point of view as experimenter but also
from the child’s point of view as participant. For example,
being asked whether a collection of marbles contains more
blue marbles or more marbles can be confusing, even to an
adult.

Third, many investigators today question the whole notion
of stages of development (e.g., Brainerd, 1978; Flavell,
1971). Piaget fudged a bit with the concept of horizontal dé-
calage, or nonsimultaneous development of skills within a
given stage across domains, but many investigators believe
that development is simply much more domain specific than
Piaget was willing to admit (e.g., Carey, 1985; Keil, 1989).
As another example, children master different kinds of con-
servation problems at different ages, with the differences ap-
pearing in a systematic fashion (Elkind, 1961; Katz & Beilin,
1976; S. A. Miller, 1976), with conservation of number
appearing before conservation of solid quantity, and conser-
vation of solid quantity before that of weight.

Fourth, many investigators have found Piaget’s theory to
characterize children’s competencies more than their perfor-
mance (e.g., Green, Ford, & Flamer, 1971). Indeed, Piaget
(1972) characterized his model as a competency model. For
this reason, it may not be optimally useful in characterizing
what children are able to do on a day-to-day basis.

Fifth, although Piaget believed that cognitive develop-
ment could not be meaningfully accelerated, the evidence
suggests the contrary (Beilin, 1980). Piaget probably took too
strong a position in this regard.

Finally, some have questioned the emphasis Piaget placed
on logical and scientific thinking (e.g., R. J. Sternberg,
1990b). People often seem less rational and more oriented

toward heuristics than Piaget believed (Gigerenzer, Todd, &
ABC Research Group, 1999).

Vygotsky’s theory is, at the turn of the century, more in
vogue than Piaget’s. It better recognizes the important role of
the social-cultural environment in intellectual development.
And it also suggests how conventional tests may fail to un-
earth developing intellectual functions that give children
added potential to succeed intellectually. Vygotsky’s theory is
rather vague, however, and much of the recent development
has gone considerably beyond anything Vygotsky proposed.
Perhaps if Vygotsky had not died tragically at an early age
(38), he would have extensively amplified on his theory.

Cognitive Processes

Arelated position is that of cognitive theorists (e.g.,Anderson,
1983; G. A. Miller, Galanter, & Pribram, 1960; Newell &
Simon, 1972), who seek to understand intelligence in terms of
the processes of human thought and also the architecture that
holds together these processes. These theorists may use the
software of a computer as a model of the human mind, or in
more recent theorizing, use the massively parallel operating
systems of neural circuitry as a model (e.g., Rumelhart,
McClelland, & PDP Research Group, 1986). Much of the his-
tory of this field is relatively recent, simply because much of
the “early” development of the field has occurred in recent
times. The field today, for example, has advanced quite far be-
yond where it was 30 years ago. At the same time, the origins
of the field go back to early in the twentieth century and even
further, depending upon how broad one is in labeling work as
related to this approach.

The Origins of the Process-Based Approach in
Spearman’s Principles of Cognition

Although some psychologists in the nineteenth century were
interested in information processing (e.g., Donders, 1868/
1869), the connection between information processing and
intelligence seems first to have been explicitly drawn by
Charles Spearman (1923), the same individual known for ini-
tiating serious psychometric theorizing about intelligence.

Spearman (1923) proposed what he believed to be three
fundamental qualitative principles of cognition. The first, ap-
prehension of experience, is what today might be called the
encoding of stimuli (see R. J. Sternberg, 1977). It involves
perceiving the stimuli and their properties. The second prin-
ciple, eduction of relations, is what today might be labeled in-
ference. It is the inferring of a relation between two or more
concepts. The third principle, eduction of correlates, is what
today might be called application. It is the application of an
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inferred rule to a new situation. For example, in the analogy
WHITE : BLACK :: GOOD : ?, apprehension of experience
would involve reading each of the terms. Eduction of rela-
tions would involve inferring the relation between WHITE
and BLACK. And eduction of correlates would involve ap-
plying the inferred relation to complete the analogy with
BAD. Tests that measure these attributes without contamina-
tion from many other sources, such as the Raven Progressive
Matrices tests, generally provide very good measures of
psychometric g.

The Cognitive-Correlates Approach

Lee Cronbach (1957) tried to revive interest in the cognitive
approach with an article on “the two disciplines of scientific
psychology,” and efforts to revive this approach in the 1960s
proceeded by fits and starts. But serious revival can probably
be credited in large part to the work of Earl Hunt. Hunt
(1978, 1980; Hunt et al., 1973; Hunt, Lunneborg, & Lewis,
1975) was the originator of what has come to be called
the cognitive-correlates approach to integrating the study
of cognitive processing with the study of intelligence
(Pellegrino & Glaser, 1979).

The proximal goal of this research is to estimate parameters
representing the durations of performance for information-
processing components constituting experimental tasks com-
monly used in the laboratories of cognitive psychologists.
These parameters are then used to investigate the extent
to which cognitive components correlate across participants
with each other and with scores on psychometric measures
commonly believed to measure intelligence, such as the
Raven Progressive Matrices tests. Consider an example.

In one task—the Posner and Mitchell (1967) letter-
matching task—participants are shown pairs of letters such
as “A A” or “A a.” After each pair, they are asked to respond
as rapidly as possible to one of two questions: “Are the let-
ters a physical match?” or “Are the letters a name match?”
Note that the first pair of letters provides an affirmative an-
swer to both questions, whereas the second pair of letters
provides an affirmative answer only to the second of the two
questions. That is, the first pair provides both a physical and
a name match, whereas the second pair provides a name
match only.

The goal of such a task is to estimate the amount of time a
given participant takes to access lexical information—letter
names—in memory. The physical-match condition is in-
cluded to subtract out (control for) sheer time to perceive the
letters and respond to questions. The difference between
name and physical match time thus provides the parameter
estimate of interest for the task. Hunt and his colleagues

found that this parameter and similar parameters in other ex-
perimental tasks typically correlate about �.3 with scores on
psychometric tests of verbal ability.

The precise tasks used in such research have varied. The
letter-matching task has been a particularly popular one, as
has been the short-term memory-scanning task originally
proposed by S. Sternberg (1969). Other researchers have pre-
ferred simple and choice reaction time tasks (e.g., Jensen,
1979, 1982). Most such studies have been conducted with
adults, but some have been conducted developmentally with
children of various ages (e.g., Keating & Bobbitt, 1978).

The Cognitive-Components Approach

An alternative approach has come to be called the cognitive-
components approach (Pellegrino & Glaser, 1979). In this
approach, participants are tested in their ability to perform
tasks of the kinds actually found on standard psychometric
tests of mental abilities—for example, analogies, series com-
pletions, mental rotations, and syllogisms. Participants typi-
cally are timed, and response time is the principal dependent
variable, with error rate and pattern-of-response choices
serving as further dependent variables. This approach was
suggested by R. J. Sternberg (1977; see also Royer, 1971).

The proximal goal in this research is, first, to formulate a
model of information processing in performance on the types
of tasks found in conventional psychometric tests of intelli-
gence. Second, it is to test the model at the same time as
parameters for the model are estimated. Finally, it is to inves-
tigate the extent to which these components correlate across
participants with each other and with scores on standard psy-
chometric tests. Because the tasks that are analyzed are usu-
ally taken directly from psychometric tests of intelligence or
are very similar to such tasks, the major issue in this kind of
research is not whether there is any correlation at all between
cognitive task and psychometric test scores. Rather, the issue
is one of isolating the locus or loci of the correlations that are
obtained. One seeks to discover which components of infor-
mation processing are the critical ones from the standpoint of
the theory of intelligence (Carroll, 1981; Pellegrino & Glaser,
1979, 1980, 1982; Royer, 1971; R. J. Sternberg, 1977, 1980,
1983; R. J. Sternberg & Gardner, 1983).

Consider the analogies task mentioned above. The partici-
pant might be presented with an analogy such as WHITE :
BLACK :: GOOD : (A) BAD, (B) BETTER. The task is
to choose the better of the two response options as quickly
as possible. Cognitive-components analysis might extract a
number of components from the task, using an expanded
version of Spearman’s theory (R. J. Sternberg, 1977). These
components might include (a) the time to encode the stimulus
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terms, (b) the time to infer the relation between WHITE and
BLACK, (c) the time to map the relation from the first half of
the analogy to the second, (d) the time to apply the inferred
relation from GOOD to each of the answer options, (e) the
time to compare the two response options, (f) the time to
justify BAD as the preferable option, and (g) the time to re-
spond with (A).

The Cognitive-Training Approach

The goal of the cognitive-training approach is to infer the
components of information processing from how individuals
perform when they are trained. According to Campione,
Brown, and Ferrara (1982), one starts with a theoretical
analysis of a task and a hypothesis about a source of individ-
ual differences within that task. It might be assumed, for ex-
ample, that components A, B, and C are required to carry out
Task X and that less able children do poorly because of a
weakness in component A. To test this assertion, one might
train less able participants in the use of A and then retest them
on X. If performance improves, the task analysis is sup-
ported. If performance does not improve, then either A was
not an important component of the task, participants were
originally efficient with regard to A and did not need train-
ing, or the training was ineffective (see also Belmont &
Butterfield, 1971; Belmont, Butterfield, & Ferretti, 1982;
Borkowski & Wanschura, 1974).

The Cognitive-Contents Approach

In the cognitive-contents approach, one seeks to compare the
performances of experts and novices in complex tasks such as
physics problems (e.g., Chi, Feltovich, & Glaser, 1981; Chi,
Glaser, & Rees, 1982; Larkin, McDermott, Simon, & Simon,
1980), the selection of moves and strategies in chess and other
games (Chase & Simon, 1973; DeGroot, 1965; Reitman,
1976), and the acquisition of domain-related information by
groups of people at different levels of expertise (Chiesi,
Spilich, & Voss, 1979). The notion underlying such research
can be seen as abilities being forms of developing expertise
(R. J. Sternberg, 1998). In other words, the experts have devel-
oped high levels of intellectual abilities in particular domains
as results of the development of their expertise. Research on
expert-novice differences in a variety of task domains suggests
the importance of the amount and form of information storage
in long-term memory as key to expert-novice differences.

Evaluation

The information-processing approach to understanding intel-
ligence has been very productive in helping to elucidate the

nature of the construct. First, it has been uniquely successful
in identifying processes of intelligent thinking. Second, it
has not been bound to individual differences as a source of
determining the bases of human intelligence. It can detect
processes, whether or not they are shared across individuals.
Third, it is the approach that seems most conducive to the use
of conventional experimental methods of analysis, so that it
is possible to gain more control in experimentation by the use
of these methods than by the use of alternative methods.

The approach has also had its weaknesses, though. First,
in many cases, information-processing psychologists have
not been terribly sensitive to individual differences. Second,
information-processing psychologists often have been even
less sensitive to contextual variables (see Neisser, 1976; R. J.
Sternberg, 1997). Third, although information-processing
analyses are not subject to the rotation dilemma, it is possible
to have two quite different models that nevertheless account
for comparable proportions of variation in the response-time
or error-rate data, thereby making the models indistinguish-
able. In other words, difficulties in distinguishing among
models can plague this approach every bit as much as they
can plague psychometric models (Anderson, 1983). Finally,
the approach simply never produced much in the way of use-
ful tests. Even more than a quarter of a century after its initi-
ation, the approach has little to show for itself by way of
useful or at least marketable products. Perhaps this is because
it never worked quite the way it was supposed to. For exam-
ple, R. J. Sternberg (1977) and R. J. Sternberg and Gardner
(1983) found that the individual parameter representing a
regression constant showed higher correlations with psycho-
metric tests of abilities than did parameters representing
well-defined information-processing components.

BIOLOGICAL BASES OF INTELLIGENCE

Some theorists have argued that notions of intelligence
should be based on biological notions, and usually, on scien-
tific knowledge about the brain. The idea here is that the base
of intelligence is in the brain and that behavior is interesting
in large part as it elucidates the functioning of the brain.

One of the earlier theories of brain function was proposed
by Halstead (1951). Halstead suggested four biologically
based abilities: (a) the integrative field factor (C), (b) the ab-
straction factor (A), (c) the power factor (P), and (d) the
directional factor (D). Halstead attributed all four of these
abilities primarily to the cortex of the frontal lobes. Hal-
stead’s theory became the basis for a test of cognitive func-
tioning, including intellectual aspects (the Halstead-Reitan
Neuropsychological Test Battery).
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A more influential theory, perhaps, has been that of
Donald Hebb (1949). Hebb suggested the necessity of dis-
tinguishing among different intelligences. Intelligence A is
innate potential. It is biologically determined and represents
the capacity for development. Hebb described it as “the pos-
session of a good brain and a good neural metabolism”
(p. 294). Intelligence B is the functioning of the brain in which
development has occurred. It represents an average level of
performance by a person who is partially grown. Although
some inference is necessary in determining either intelli-
gence, Hebb suggested that inferences about intelligence A
are far less direct than inferences about intelligence B. A fur-
ther distinction could be made with regard to Intelligence C,
which is the score one obtains on an intelligence test. This
intelligence is Boring’s intelligence as the tests test it.

A theory with an even greater impact on the field of intel-
ligence research is that of the Russian psychologist Alexander
Luria (1973, 1980). Luria believed that the brain is a highly
differentiated system whose parts are responsible for differ-
ent aspects of a unified whole. In other words, separate corti-
cal regions act together to produce thoughts and actions of
various kinds. Luria (1980) suggested that the brain com-
prises three main units. The first, a unit of arousal, includes
the brain stem and midbrain structures. Included within this
first unit are the medulla, reticular activating system, pons,
thalamus, and hypothalamus. The second unit of the brain is a
sensori-input unit, which includes the temporal, parietal, and
occipital lobes. The third unit includes the frontal cortex,
which is involved in organization and planning. It comprises
cortical structures anterior to the central sulcus.

The most active research program based on Luria’s the-
ory has been that of J. P. Das and his colleagues (e.g., Das,
Kirby, & Jarman, 1979; Das, Naglieri, & Kirby, 1994;
Naglieri & Das, 1990, 1997). The theory as they conceive of
it is referred to as PASS theory, referring to planning, atten-
tion, simultaneous processing, and successive processing.
The idea is that intelligence requires the ability to plan and to
pay attention. It also requires the ability to attend simultane-
ously to many aspects of a stimulus, such as a picture, or, in
some cases, to process stimuli sequentially, as when one
memorizes a string of digits to remember a telephone num-
ber. Other research and tests also have been based on Luria’s
theory (e.g., Kaufman & Kaufman, 1983).

An entirely different approach to understanding intellec-
tual abilities has emphasized the analysis of hemispheric spe-
cialization in the brain. This work goes back to a finding of
an obscure country doctor in France, Marc Dax, who in 1836
presented a little-noticed paper to a medical society meeting
in Montpelier. Dax had treated a number of patients suffer-
ing from loss of speech as a result of brain damage. The

condition, known today as aphasia, had been reported even in
ancient Greece. Dax noticed that in all of more than 40 pa-
tients with aphasia, there had been damage to the left hemi-
sphere of the brain but not the right hemisphere. His results
suggested that speech and perhaps verbal intellectual func-
tioning originated in the left hemisphere of the brain.

Perhaps the most well-known figure in the study of hemi-
spheric specialization is Paul Broca. At a meeting of the
French Society of Anthropology, Broca claimed that a patient
of his who was suffering a loss of speech was shown post-
mortem to have a lesion in the left frontal lobe of the brain. At
the time, no one paid much attention. But Broca soon became
associated with a hot controversy over whether functions,
particular speech, are indeed localized in the brain. The area
that Broca identified as involved in speech is today referred
to as Broca’s area. By 1864, Broca was convinced that
the left hemisphere is critical for speech. Carl Wernike, a
German neurologist of the late nineteenth century, identified
language-deficient patients who could speak but whose
speech made no sense. He also traced language ability to the
left hemisphere, though to a different precise location, which
now is known as Wernicke’s area.

Nobel Prize–winning physiologist and psychologist
Roger Sperry (1961) later came to suggest that the two hemi-
spheres behave in many respects like separate brains, with
the left hemisphere more localized for analytical and verbal
processing and the right hemisphere more localized for holis-
tic and imaginal processing. Today it is known that this view
was an oversimplification and that the two hemispheres of the
brain largely work together (Gazzaniga, Ivry, & Mangun,
1998).

Evaluation

The biological approach has provided unique insights into
the nature of intelligence. Its greatest advantage is its recog-
nition that, at some level, the brain is the seat of intelligence.
In modern times, and to a lesser extent in earlier times, it has
been possible to pinpoint areas of the brain responsible for
various functions. The approach is now probably among the
most productive in terms of the sheer amount of research
being generated.

The greatest weakness of the approach is not so much a
problem of the approach as in its interpretation. Reductionists
would like to reduce all understanding of intelligence to un-
derstanding of brain function, but it just will not work. If we
want to understand how to improve the school learning of a
normal child through better teaching, we are not going to find
an answer in the foreseeable future through the study of the
brain. Culture affects what kinds of behavior are viewed as
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more or less intelligent within a given cultural setting, but
again, the biology of the brain will not settle the question of
what behavior is considered intelligent within a given culture
or why it is considered to be so.

Another weakness of the approach, or at least of its use,
has been invalid inferences. Suppose one finds that a certain
evoked potential is correlated with a certain cognitive re-
sponse. All one really knows is that there is a correlation. The
potential could cause the response, the response could cause
the potential, or both could be based upon some higher-order
factor. Yet, reports based on the biological approach often
seem to suggest that the biological response is somehow
causal (e.g., Hendrickson & Hendrickson, 1980). Useful
though the biological approach may be, it always will need to
be supplemented by other approaches.

CULTURE AND SOCIETY

A rather different position has been taken by more anthropo-
logically oriented investigators. Modern investigators trace
their work back at the very least to the work of Kroeber and
Kluckhohn (1952), who studied culture as patterns of behav-
ior acquired and transmitted by symbols. Much of the work in
this approach, like that in the cognitive approach, is relatively
recent.

The most extreme position is one of radical cultural rela-
tivism, proposed by Berry (1974), which rejects assumed
psychological universals across cultural systems and requires
the generation from within each cultural system of any be-
havioral concepts to be applied to it (the so-called emic ap-
proach). According to this viewpoint, therefore, intelligence
can be understood only from within a culture, not in terms of
views imposed from outside that culture (the so-called etic
approach). Even in present times, psychologists have argued
that the imposition of Western theories or tests on non-
Western cultures can result in seriously erroneous conclu-
sions about the capabilities of individuals within those
cultures (Greenfield, 1997; R. J. Sternberg et al., 2000).

Other theorists have taken a less extreme view. For exam-
ple, Michael Cole and his colleagues in the Laboratory of
Comparative Human Cognition (1982) argued that the radi-
cal position does not take into account the fact that cultures
interact. Cole and his colleagues believe that a kind of condi-
tional comparativism is important, so long as one is careful in
setting the conditions of the comparison.

Cole and his colleagues gave as an example a study done
by Super (1976). Super found evidence that African infants
sit and walk earlier than do their counterparts in the United

States and Europe. But does such a finding mean that African
infants are better walkers, in much the same way that North
American psychologists have concluded that American
children are better thinkers than African children (e.g.,
Herrnstein & Murray, 1994)? On the contrary, Super found
that mothers in the culture he studied made a self-conscious
effort to teach babies to sit and walk as early as possible. He
concluded that the African infants are more advanced be-
cause they are specifically taught to sit and walk earlier and
are encouraged through the provision of opportunities to
practice these behaviors. Other motor behaviors were not
more advanced. For example, infants found to sit and walk
early were actually found to crawl later than did infants in the
United States.

Evaluation

The greatest strength of cultural approaches is their recogni-
tion that intelligence cannot be understood fully outside its
cultural context. Indeed, however common may be the
thought processes that underlie intelligent thinking, the be-
haviors that are labeled as intelligent by a given culture cer-
tainly vary from one place to another, as well as from one
epoch to another.

The greatest weakness of cultural approaches is their
vagueness. They tend to say more about the context of intel-
ligent behavior than they do about the causes of such behav-
ior. Intelligence probably always will have to be understood
at many different levels, and any one level in itself will be in-
adequate. It is for this reason, presumably, that systems mod-
els have become particularly popular in recent years. These
models attempt to provide an understanding of intelligence at
multiple levels.

SYSTEMS MODELS

The Nature of Systems Models

In recent times, systems models have been proposed as use-
ful bases for understanding intelligence. These models seek
to understand the complexity of intelligence from multiple
points of view and generally combine at least two and often
more of the models described above. For example, Gardner
(1983, 1993, 1999) has proposed a theory of multiple intel-
ligences, according to which intelligence is not just one
thing but multiple things. According to this theory, there
are 8 or possibly even 10 multiple intelligences—linguistic,
logical-mathematical, spatial, musical, bodily-kinesthetic,
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interpersonal, intrapersonal, naturalist, and possibly existen-
tial and spiritual. R. J. Sternberg (1985, 1988, 1997, 1999b)
has proposed a theory of successful intelligence, according
to which intelligence can be seen in terms of various kinds
of information-processing components combining in differ-
ent ways to generate analytical, creative, and practical abil-
ities. Ceci (1996) has proposed a bioecological model of
intelligence, according to which intelligence is understood
in the interaction between the biology of the individual and
the ecology in which the individual lives. These theories are
described in more detail in “Contemporary Theories of In-
telligence” (see Volume 7 of this handbook).

Evaluation

The complexity of systems models is both a blessing and a
curse. It is a blessing because it enables such models to rec-
ognize the multiple complex levels of intelligence. It is a
curse because the models become more difficult to test. In-
deed, one of the most popular models, that of Gardner (1983),
was proposed some time ago. But as of when this chapter is
being written, there has not been even one empirical test of
the model as a whole, scarcely a commendable record for
a scientific theory. This record compares with thousands
of predictive empirical tests of psychometric or Piagetian
models and probably hundreds of tests of information-
processing models. R. J. Sternberg’s (1997) triarchic theory
has been predictively empirically tested numerous times (see,
e.g., R. J. Sternberg et al., 2000), but because most of these
tests have been by members of Sternberg’s research group,
the results cannot be considered definitive at this time.

CONCLUSION: RELATIONS AMONG THE
VARIOUS MODELS OF THE NATURE
OF INTELLIGENCE

There are different ways of resolving the conflicts among al-
ternative models of the nature of intelligence.

Different Names

One way of resolving the conflicts is to use different names
for different constructs. For example, some researchers stake
their claim on a certain number of intelligences or intellec-
tual abilities. Is intelligence, fundamentally, 1 important thing
(Spearman, 1904), or 7 things (Gardner, 1983), or maybe 10
things (Gardner, 1999), or perhaps 120 things (Guilford,
1967), or even 150 or more things (Guilford, 1982)? Some

might say that those who are splitters are actually talking of
“talents” rather than intelligence, or that they are merely slic-
ing the same “pie” everyone else is eating, but very thinly.

Sometimes different names are used to reflect the same
construct! For example, what once was the Scholastic
Aptitude Test later became the Scholastic Assessment Test
and still later became simply the SAT, an acronym perhaps
belatedly asserted to stand for nothing in particular. The
change in the name of the test points out how, over time
and place, similar or even identical constructs can be given
names in order to reflect temporally or spatially local sensi-
bilities about what constitutes desirable or even acceptable
terminology. Many similar efforts, such as referring to
what usually is called intelligence as cognitive development
(R. L. Thorndike, Hagen, & Sattler, 1986), point out the ex-
tent to which the history of intelligence is in part a battle over
names.

In a sense, the history of the field of intelligence bifur-
cates. Some investigators, perhaps starting with Boring
(1923), have suggested we define intelligence as what intelli-
gence tests measure and get on with testing it; other investi-
gators, such as Spearman (1904, 1927) and Thurstone (1938)
view the battle over what intelligence is as determining what
should be tested.

Fighting for “Truth”

A second response to the differences among theories has been
for researchers to stake their ground and then slug it out in a
perceived fight for the truth. Some of these battles became
rather bitter. Underlying these battles was the notion that only
one model or theory embedded under a model could be cor-
rect, and therefore the goal of research should be to figure out
which one that is.

Dialectical Synthesis

A third response has been to seek some kind of dialectical
synthesis among alternative models or theories embedded
under these models. There have been different kinds of
syntheses.

One Kind of Approach or Methodology Eventually Should
Be Replaced by Another

Some investigators have argued that their approach is the
best the field can do at the time, but that the approach later
will be replaced. For example, Louis L. Thurstone suggested
that factor analysis is useful in early stages of investigation,
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laboratory research, later on. In other words, the differential
approach could be replaced by a more cognitively based one.
Thurstone (1947), who was largely a psychometric theorist,
argued that

The exploratory nature of factor analysis is often not understood.
Factor analysis has its principal usefulness at the borderline of
intelligence. It is naturally superseded by rational formulations
in terms of the science involved. Factor analysis is useful, espe-
cially in those domains where basic and fruitful concepts are
essentially lacking and where crucial experiments have been dif-
ficult to conceive. . . . But if we have scientific intuition and suf-
ficient ingenuity, the rough factorial map of a new domain will
enable us to proceed beyond the exploratory factorial stage to the
more direct forms of psychological experimentation in the labo-
ratory. (p. 56)

Coexistence

Other investigators argued for coexistence. Charles Spearman,
for example, had both a differential theory of intelligence
(Spearman, 1927) and a cognitively based one (Spearman,
1923) (both of which were described earlier). Cronbach
(1957) argued for the merger of the fields of differential and
experimental psychology.

Synthetic Integration

Perhaps the best way to achieve a certain coherence in the
field is to recognize that there is no one right “model” or “ap-
proach” and that different ones elucidate different aspects of
a very complex phenomenon. Models such as the systems
models are useful in attempting integrations, but they fall
short in integrating all that we know about intelligence.
Eventually, the time may come when such large-scale inte-
grations can be achieved in ways that are theoretically meri-
torious and empirically sound. In the meantime, it is likely
that many different conceptions of intelligence will compete
for the attention of the scientific as well as the lay public.
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Emotion: A jungle, not a garden. One dictionary definition
of a jungle describes it as a confused mass of objects,
whereas a garden is a rich, well-cultivated region. The his-
tory of emotion is confused and disordered, and cultivation
has been at best haphazard. I will attempt to tell the story of
how the jungle grew, hoping to do some cultivating and
weeding in the process. When we emerge from the jungle,
the reader may have some notion how to proceed with fur-
ther cultivation.

The attempt to understand human emotions has been split
by two apparently contradictory tendencies. On the one hand,
emotion as a topic has been traditionally part of any psychol-
ogy of mind—it was not possible to try to explain people
without explaining emotion. On the other hand, there has
been from the beginning a lack of agreement as to what ex-
actly is meant by “emotion,” nor is there any discernible
centripetal movement toward a consensual definition in con-
temporary thought. The result is that even if one believes in
the notion of human progress, there is little evidence of a
focus or consensus in the psychology of emotion. Themes are
often repeated and old battles resurrected, but emotion lags
behind such psychological success stories as found in mem-
ory, vision, early development, hearing, attention, and so
forth. There is a web of directions, not a single path, in the
history of emotion.

I shall briefly sketch the prehistory of emotion, describing
some of the highlights that led up to the nineteenth century
and the adoption by psychologists of modern, “scientific” at-
titudes and goals. The advent of a determinedly scientific
psychology and the age of modernism occupy prominent late-
nineteenth-century positions that coincide with a major shift
in the psychology of emotion—the contribution of William
James. Consequently, I let James lead us into the modern age
and its two dominant—and as yet unreconciled—traditions of
the organic and mental approaches to emotion. I end with a
discussion of the contemporary scene and its precursors. A
more extended treatment of such topics in the history of emo-
tion as animal studies, the neurophysiology of emotion,
phenomenology, and literary allusions may be found in such
important secondary sources as Gardiner et al. (1937) and
Ruckmick (1936). For a discussion of emotions in the con-
text of literature and social history, but not psychology, see
Elster (1999).

PREMODERN HISTORY OF EMOTION

Discussions of the emotions in pre-Socratic and later Greek
thought centered, like so many of its discussions of complex
human consciousness, on their relation to the mysteries of
human life and often dealt with the relevance of the emotions
to problems of ethics and aesthetics. Secondarily, their con-
cerns addressed questions of the control and use of the emo-
tions. That approach often stressed the distracting influences
of the emotions—a theme that has continued in a minor key
to modern times. To the extent that this distracting effect was
due to the bodily, somatic symptoms of the emotions, the

Copyright © 2000 George Mandler. Parts of this chapter have been
culled from previous work on the topic, such as Mandler (1979,
1984, 1990, 1999). I am grateful to Tony Marcel for comments on an
earlier draft, though space limitations prevented me from taking all
of his comments into account.
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Greeks approached emotion with a form of double-entry
bookkeeping, dealing both with psychic and somatic aspects
of emotional phenomena (Brett, 1928). Aristotle was the ex-
ception to his times when he considered feelings as natural
phenomena, and his descriptions of the individual passions
remain a model of naturalistic observation. But Aristotle did
not allow for simple, pure affective processes. As he so often
did, Aristotle sounded a more modern note when his descrip-
tion of emotion required the cognitive elements of a percept,
an affective component of pleasantness/unpleasantness, and
a conative (motivational) effort (Hammond, 1902).

Post-Aristotelian philosophy devoted much effort to vari-
ous analyses of the emotions, yet Aristotle continued to dom-
inate much of the thought of the Middle Ages well into the
fifteenth century. The age of the Scholastics was often preoc-
cupied with commentary and theological speculations and
frequently relegated emotions to an expression of animal
spirits, very distinct from the moral spirit and intellect with
which the ancients had wrestled. The main contribution to the
history of thought about emotion came from the great sys-
tematizer, Thomas Aquinas. He also asserted that emotions
disturb thought and should be controlled, but his classifica-
tions barely survived to the Renaissance. On the whole, the
period of theological dominance was best described in the
late sixteenth century by Suarez (1856): Pauca dicunt et in
variis locis (“They say little and do so in various places”).

The Renaissance came late in the history of the emotions,
though there was an early whiff of fresh air in the early-
sixteenth-century work of the Spanish philosopher Juan Luis
Vives, who explored and described the different passions
(emotions) with empirical concern and clarity. However, the
important shift came with René Descartes and his publication
in 1649 of his Les passions de l’âme (The Passions of the
Soul) (Descartes, 1649). In the spirit of his day, he started
afresh, postulating six primary passions, with all the rest con-
structed of those six: wonder, love, hate, desire, joy, and sad-
ness. This fundamentalist approach to constructing emotions
is still with us, though Descartes’ love, desire, and wonder
have been substituted by other, more contemporary, states
such as disgust, guilt, and shame.

Later in the seventeenth century Baruch Spinoza (1677/
1876) broke with the still popular view of the emotions as
bothersome intrusions and insisted that they be seen as nat-
ural and lawful phenomena. He is one of the major expositors
of the notion that the passions are essentially conative, that
is, derived from motivational forces, just as Aristotle and
Hobbes had asserted before him. For Spinoza the passions—
pleasure, pain, and desire—are all derived from the drive to
self-preservation, to maintain one’s own existence. By the
late eighteenth century, Immanuel Kant definitively made

feelings into a special class of psychical processes—a third
mental faculty added to the other two of knowing and appeti-
tion (Kant, 1800). Kant, who dominated the early nineteenth
century in philosophy in general, also did so in the realm of
feelings and emotion. His view of feelings/emotions as a sep-
arate faculty was maintained well into the twentieth century,
as was his distinction between (temporary) emotions and
(lasting) passions.

With the nineteenth century, classification became a major
theme of the new scientism, and the emotions followed suit.
For example, Wilhelm Wundt’s system went from simple to
complex feelings and then to true emotions. Complex emo-
tions were analyzed in terms of a half dozen or more types
and tokens of feelings (Wundt, 1891). Two other major con-
tributors to the nineteenth-century classificatory ambience
were Alexander Bain and James McCosh. Bain, arguably
the last great figure of British associationism, contributed to
the enumerative wars by naming love, anger, and fear as pri-
mary emotions, but he also muddied the waters by needless
multiplication of the list of emotions and introducing such un-
usual entries as emotions of property, power, and knowledge
(Bain, 1859/1875). Another classifier popular in the United
States was McCosh, a member of the Scottish school of psy-
chology, who divided the field into appetences (the desire for
specific objects), ideas, excitements, and organic affections
(pleasant and unpleasant bodily reactions) (McCosh, 1880).

All these rather evanescent attempts were brought to an
end by the James-Lange-Sergi theory, to which I shall return
shortly. But first it is necessary to describe the landscape
of the new century that William James introduced, to show
how multifaceted the psychology of emotion became and
how confused it may have looked, just as we enter another
century with as many, and sometimes as different, theoretical
positions as marked the twentieth.

The best illustration of the confusion of the new century is
shown in three volumes of symposia on “Feelings and Emo-
tions” (Arnold, 1970; Reymert, 1928, 1950). The 101 contri-
butions to the three volumes represent one or two dozen
different theories of emotion. Are we to follow each of these
many strands through the century? Can we select one or two
preeminent survivors? Probably not, because too many of
these different strands still have respectable defenders today.
All we can do is to pay attention to those that appear to be cu-
mulative, persistent, and important. Some sense of the sweep
of the past 70 years is conveyed by the participants in the
three symposia. The 1928 volume conveys a definite sense of
history. It is full of the great names: Spearman, Claparède,
Bühler, McDougall, Woodworth, Carr, Cannon, Bekhterev,
Pieron, Janet, Adler, and many more. The 1950 volume has a
modern flavor; there are glimpses of the cold war and of the
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hope for psychology and its applications just after World
War II. The 1970 volume seems to be in a place-holding
position. Many of the names that will make a difference in
the late twentieth century appear, but no discernible theme is
apparent. There is also some philosophical speculation,
strangely out of place, written by both philosophers and
psychologists with a charming disregard of past or present
evidence. The best summary of the dilemma of the field
was provided by Madison Bentley in the 1928 volume. He
knew then what many psychologists still fail to accept today,
that there is no commonly or even superficially acceptable
definition of what a psychology of emotion is about. And he
concludes: “Whether emotion is today more than the heading
of a chapter, I am still doubtful.”

THEMES IN A MODERN HISTORY OF EMOTION

Modern concerns with problems of emotion date from the
publication of William James’s and Carl Lange’s papers.
William James’s major contribution to psychology in his the-
ory of emotion really had very little to do with the problem of
emotion as such. At the end of the nineteenth century, psy-
chology was still obsessed with its own “atomic” theory.
Complex ideas and thoughts were made up of nuclear ideas,
feelings, and thoughts. We find this fundamental notion in
Wundt just as much as we found it in John Locke. If anything
characterizes modern theoretical attitudes, it is an approach
common to practically all of the various schools, trends, and
points of view. Nearly all would subscribe to the notion that
the role of modern psychology is to describe the processes
and mechanisms that produce thoughts, ideas, actions, and
feelings. Whether the stress is on the production of these
“mental” events or on the production of behavior and action,
the important point is that the basic building blocks are theo-
retical mechanisms and processes rather than atomic, unde-
fined mental contents. It was William James who promoted
the change from the content to a process approach. It is this
approach that motivated his insistence that emotional con-
sciousness is “not a primary feeling, directly aroused by the
exciting object or thought, but a secondary feeling indirectly
aroused” (James, 1894, p. 516), though he does consider as
primary the “organic changes . . . which are immediate re-
flexes following upon the presence of the object” (p. 516). He
contrasts his position with that of Wundt, who insisted that a
feeling (Gefühl) was an unanalyzable and simple process
corresponding to a sensation.

The fundamental distinction between feeling or emotion
as a secondary derivative process and the view that feelings
are unanalyzable provides one of the main themes running

through the history of the psychology of emotion. Over 100
years later, we still find some psychologists who search for
“fundamental” emotions whose origin is often found in the
common language and subtle linguistic distinctions among
feelings, emotions, and affects. James considered such at-
tempts purely “verbal.”

Another theme that defined the psychology of emotion,
particularly in the United States, was the behaviorist insis-
tence that conscious experience be abandoned as a proper
subject of psychology. One of the results was that emotional
behavior tended to be the sole target of emotion research
during the second quarter of the twentieth century and that
emotion in human and in nonverbal animals was studied at
the same level. That made it possible to investigate emotional
behavior in the cat and rat and to generalize that to human
emotions. Finally, both the focus on observables and the
James-Lange emphasis on visceral events made research on
emotion almost exclusively a program of investigating vis-
ceral events and their concomitants.

Theories of emotion suffered the same fate as other theo-
retical endeavors in psychology. In the nineteenth century
and before, they were primarily concerned with the explana-
tion of conscious events. With the advent of Freud, the
Würzburg school and its discovery of imageless thought, the
Gestalt school in Germany, theoretical notions and particu-
larly the emphasis on nonconscious events abounded. The
movement to the (theoretical) unconscious went into decline
in the United States during the behaviorist interlude to be res-
urrected with renewed energy after mid–twentieth century.
The “new” cognitive psychology—actually just a theory-rich
psychology—postulated that conscious events were a second-
ary phenomenon and that most of the interesting theoretical
events were not conscious at all but rather the unobservable
background of activations and interactions (sometimes
mapped into a neuropsychology) that made action and
thought possible.

TWO DISTINCT PSYCHOLOGIES OF EMOTION

There are two major traditions in the study of emotion. They
are distinguished by a relative emphasis on central as op-
posed to peripheral processes, the former concerned with
central nervous system mechanisms, the latter with periph-
eral reactions and particularly autonomic nervous system
responses (see Schachter, 1970). A similar distinction is es-
sentially a Cartesian one between mental and organic causes
of emotion. Paul Fraisse (1968) calls the distinction “les deux
faces de l’émotion”—the two aspects, or Janus-like faces, of
emotion. One face is mental and intellectual—the organic
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events are seen as consequences of psychic events. While
much of this line of thinking is tied to a belief in fundamental
unanalyzable feelings, it was also the forerunner of another
development—the conflict theories—that has a lengthy his-
tory going back at least 150 years to Johann Friedrich Herbart
(1816), who saw emotion as a mental disorder caused by dis-
crepancies (or what we would call today “conflicts”) among
perceptions or ideas. The other face of emotion is organic. It
also has a long history, primarily among the sensualists of the
eighteenth century who wanted all experience to be built of
nothing but sensory impressions and who stressed the effect
of organic reactions on mental emotional consequences. The
organic theorists insisted on physiological events, rather than
thoughts, as the determiners of emotion.

In the course of discussing the organic/peripheral theories,
we shall have repeated occasion to refer to autonomic and/or
visceral changes. Unless otherwise noted, this usually refers
to activities of the sympathetic nervous system (SNS). The
autonomic nervous system (ANS) is, in contrast to the central
nervous system, the other major subdivision of the body’s
nervous armamentarium. The ANS consists of the SNS and
the parasympathetic nervous system. The latter is primarily
concerned with energy storage and conservation and is the
evolutionarily older of the two (Pick, 1970); the former deals
with energy expenditure, reaction to emergencies, and stress
and is characterized, inter alia, by increased heart rate and
sweating. Discussions of visceral responses, here and else-
where, usually deal with sympathetic activity.

I shall follow Fraisse’s distinctions and argument and start
with the organic/peripheral and then return to the mentalist/
central position.

Peripheral/Organic Approaches to Emotion

James, Lange, and Sergi

William James’s presentation of his theory of emotion came in
three installments: First, in an 1884 article in Mind, then in
1890 in Chapter 25 of his Principles of Psychology, and fi-
nally in 1894 in the extensive reply to his critics (James, 1884,
1890, 1894). I start with his bald statement in the 1884 article:
“My thesis is . . . that the bodily changes follow directly the
PERCEPTION of the exciting fact, and that our feeling of the
same changes as they occur IS the emotion” (p. 189). James’s
emphasis on “organic” experience is illustrated when he notes
that we might see a bear and decide it would be best to run
away, or receive an insult and consider it appropriate to strike
back, but “we would not actually feel afraid or angry.” In il-
lustration, he noted that it would be impossible to think of an
emotion of fear if “the feelings neither of quickened heart-

beats nor of shallow breathing, neither of trembling lips nor of
weakened limbs, neither of goose-flesh not of visceral stirring,
were present” (1894, p. 194). The bodily changes James wants
to consider include running, crying, facial expressions, and
even more complicated actions such as striking out. Whereas
James did say that certain emotions were tied to specific vis-
ceral patterns, he did not confine himself to them. His insis-
tence on general bodily changes sets him apart from Lange,
who had said that emotions were the consequences of certain
“vaso-motor effects.” By 1894, James specifically rejected
that position when he noted that “Lange has laid far too great
stress on the vaso-motor factor in his explanation” (p. 517).
James kept looking for crucial tests of his theory, but even in
cases of congenital analgesia (who have no known pain sensa-
tions), he found it impossible to be certain of their emotional
consciousness. He was concerned with the verbal problems
and traps in existing and popular efforts to establish a taxon-
omy of emotion: “It is plain that the limit to [the number of
emotions that could be enumerated] would lie in the intro-
spective vocabulary of the seeker . . . and all sorts of group-
ings would be possible, according as we choose this character
or that as a basis. . . . The reader may then class the emotions
as he will” (1890, p. 485). Lange said very much the same
thing and, antedating Wittgenstein by several decades, spoke
of the reasons for the overlap among various conceptions of
emotions as due to certain “family resemblances” that one can
find in “popular speech as well as in scientific psychology.”

Lange’s little book appeared in Danish in 1885, and it was
the German translation by Kurella that James saw shortly
thereafter and that has formed the basis of all further expo-
sitions of Lange’s work (Lange, 1885, 1887). Lange’s book
was not translated into English until 1922, when it appeared
in a volume edited by Knight Dunlap, together with James’s
paper in Mind and the 1890 chapter (Dunlap, 1922).

Exactly what was it that Carl Lange said about emotion?
He started his treatise by saying that the old conceptions of
the emotions were wrong and must be reversed. But Lange
was somewhat reluctant to state exactly what that reverse
implies. In the clearest passage on that topic, he said that his
theory holds “that the various emotional disturbances are due
to disturbances in the vascular innervation that accompanies
the affections, and which, therefore, makes these vaso-motor
disturbances the only primary symptoms” (in Dunlap, 1922,
p. 60). In his introductory passage, Lange had started out to
explore the effects of the emotions on bodily functions but
had found that goal to be very difficult, if not impossible, to
achieve, “simply because the question had been put in re-
verse order.”

There is a problem of interpretation of James’s and
Lange’s “perceptual” antecedent of visceral disturbance. We
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are told repeatedly that particular perceptions produce certain
bodily effects, which then in turn are perceived and experi-
enced as “emotions.” What we are not told is how these per-
ceptions of external events produce the bodily effects. James
says that external events can give rise to bodily, visceral
changes without any awareness of the meaning and without
interpretation of these events. For example, he finds it “sur-
prising” that one can have mental events without conscious
accompaniments, which then precede the bodily reaction.
But then the theory falls apart because it is the intervening
mental event that gives rise to the organically determined
emotion. There is nothing surprising about this in 2002 with
our current concern with cognitions, the “intervening” inter-
pretive events.

If James is given some of the major credit for introducing
a constructivist analytic modern psychology, it is because he
was the most visible carrier of the idea. Others had similar
notions. The most visible, apart from Lange, was the Italian
psychologist Giuseppe Sergi, who wrote extensively on emo-
tion and published his own Nuova teoria della emozioni in
1894 and 1896 independently of James and Lange (Sergi,
1894, 1896). Sergi insisted that the brain added only the
conscious aspect to the emotions, all other aspects being the
result of vasomotor changes. Dunlap (1922) specifically
singles out the Australian Alexander Sutherland as the third
discoverer of the James-Lange theory, although Sutherland, a
philosopher, did not publish his independent version until
1898 (Sutherland, 1898), a version that was neither as clear
nor as persuasive as James’s. An even better candidate for a
priority claim might be the philosopher Jacob Henle, whom
James quotes repeatedly and approvingly. But these were the
“others”—history is often unkind.

To understand the tenor of the times, consider Wundt’s cri-
tique of the James-Lange theory (Wundt, 1891). Dealing with
Lange’s theory, Wundt called it a psychological pseudo-
explanation that tries to explain away psychic facts with
physiological observations. Instead, Wundt starts with the un-
analyzable feelings that alter the stream of ideas. For exam-
ple, the unanalyzable feelings of “fear” or “joy” can influence
the current stream of ideation, encouraging some,
discouraging some, or inhibiting other ideas. This altered
stream of ideas produces a secondary feeling as well as or-
ganic reactions. And the organic reactions produce sensory
feelings that are added to or fused with the preceding feeling
(or sensation) and thus intensify the conscious feeling. Mod-
ern counterparts of Wundt are continuing a search for specific
fundamental emotions. Instead of looking for fundamental
emotions, others, such as Arnold (1960), considered “ap-
praisals” as primary, in terms of their unanalyzability. First
comes the appraisal of something as “good” or “bad,” then

follows the rest of the emotional train. Apart from the theo-
logical implications for the a priori ability to make judgments
of “good” and “bad,” psychological theory in the twentieth
century places more emphasis on the conditions and
processes that give rise to such judgments.

The American attack on James came primarily from E. B.
Titchener, who also started with fundamental feelings, though
in a more complex form and with a somewhat less unanalyz-
able quality. The feeling is “in reality a complex process,
composed of a perception or idea and affection, in which af-
fection plays the principal part” (Titchener, 1896, p. 214). As
far as the formation of an emotion is concerned, Titchener
postulated that a train of ideas need be interrupted by a vivid
feeling, that this feeling shall reflect the situation in the out-
side world (as distinct from inner experience), and that the
feeling shall be enriched by organic sensations, set up in the
course of bodily adjustment to the incident. The emotion it-
self, as experienced, consists of the stimulus association of
ideas, some part of which are always organic sensations. For
Titchener, sensations are truly based on external events and
not “cognitive”; emotions occur in the presence of specific
situations and conflicts.

None of the criticisms of James, piecemeal as they were,
had much of an effect. The important and devastating attack
came over a quarter century later from Walter B. Cannon
(1914, 1927, 1929). Cannon used the attack on James to fur-
ther his own relatively uninfluential neurophysiological
theory, which postulated thalamically produced “feelings.”
What did have impact was his evaluation of the James-Lange
theory, which set the tone for the succeeding 50 years of psy-
chological theory. Cannon’s major points were addressed to
the question of visceral feedback as the basis for emotional
behavior. Niceties as to whether Cannon’s target should be
Lange’s emotional behavior or James’s emotional experience
were forgotten in the light of the devastating and elegant con-
tent of Cannon’s attack. It consisted of five major points:
(1) Even when the viscera are separated from the central ner-
vous system, that is, when visceral arousal cannot be per-
ceived, some emotional behavior may still be present.
(2) There does not seem to be any reasonable way to specify
visceral changes that James had maintained should differ
from emotion to emotion. (3) The perception and feedback
from autonomic nervous system discharge is so diffuse and
indistinct that one must assume that the viscera are essen-
tially insensitive and could not possibly serve the differentia-
tion function that James’s position requires. (4) Autonomic
nervous system responses are very slow, and their slow onset,
on the order of 1–2 seconds, would suggest that emotion
should not occur within shorter intervals. (5) When visceral
changes are produced by artificial means—for example, by
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the injection of adrenaline—emotional states do not seem to
follow as a matter of course.

History has been kinder to Cannon than to James. Cannon’s
first point turned out to be essentially correct. However, there
is evidence that separating the viscera from the central nervous
system significantly interferes with at least the acquisition of
emotional behavior.Arguments have also been made that even
in the absence of the viscera, there are other systems, including
the skeletal system, that may subserve the Jamesian functions.
Cannon was quite right as far as points (2) and (3) are con-
cerned; there is no evidence that different emotional states or
behaviors are antecedently caused by different visceral states.
Much heat has been generated by this argument in subsequent
years, but still no causal evidence is available. Evidence that
has been cited about the differential conditioning of various
autonomic functions, or even differential responding in differ-
ent parts of the autonomic system, is not relevant to this argu-
ment, since the Jamesian argument is about different causally
implicated patterns of the autonomic system—different emo-
tions are caused by different organic patterns. As far as point
(4) is concerned, the argument is somewhat similar to point
(1). Cannon is right in general, but other mechanisms such as
conditioned skeletal responses and autonomic imagery may
serve to bridge the gap and explain the phenomena, such as
rapid reactions to painful stimuli or autonomic “perceptions”
with very short reaction times, that the subjective evidence
suggests.As for Cannon’s fifth point, the evidence cited below
shows that visceral changes produced by artificial means are
not sufficient to produce emotional states, but that their pres-
ence certainly is an important condition for emotional experi-
ence in conjunction with other cognitive factors. In any case,
Cannon’s five criticisms were important enough to generate
extensive and influential research on the points of disputation
between James-Lange and Cannon.

The Post-James Period

The half century following James was primarily dominated
by his approach but with a lingering concern about the kind
of mental events that were responsible for the conditions that
produced organic, and especially visceral, reactions and the
nature of the perceptions that made for specific emotional
qualities. All of these were attempts to find some way of
bringing in the central nervous system. By 1936, Ruckmick
had stressed the interaction of visceral and cognitive factors,
and later Hunt, Cole, and Reis had specified how different
emotions may be tied to specific environmental-cognitive
interactions (J. Hunt, Cole, & Reis, 1958; Ruckmick, 1936).
The major antecedent for the next significant change in di-
rection of emotion theory was an essentially anecdotal study

by the Spanish physician Gregorio Marañon (1924), who
found that when he injected a large number of patients with
adrenaline, approximately one-third of them responded with
a quasi-emotional state. The rest reported little or no emo-
tional response and simply reported a physiological state of
arousal. However, the patients who reported emotional reac-
tions typically noted that they felt “as if” they were afraid or
“as if” something very good was about to happen. In other
words, they did not report the full range of emotional experi-
ence but something closely akin to it. Whenever Marañon
discussed a recent emotional experience with his patients,
such as a death in the family, the patients reported full rather
than “as if” or “cold” emotion.

In part, these observations were the prolegomena for the
Schachter and Singer experiments (1962) that changed
the emotional landscape. Stanley Schachter (1971) put for-
ward three general propositions: (a) Given a state of physio-
logical arousal for which an individual has no immediate
explanation, he will describe his state in terms of whatever
cognitions are available. (b) Given a state of physiological
arousal for which an individual has a completely appropri-
ate explanation, no evaluative needs will arise and the
individual is unlikely to label his feelings in terms of (any)
cognitions available. (c) Given the same cognitive circum-
stances, the individual will react emotionally or describe his
feelings as emotions only to the extent that he experiences a
state of physiological arousal. In other words, both physiologi-
cal arousal and cognitive evaluation are necessary, but neither
is a sufficient condition for the production of emotional states.

The main contribution of Schachter’s group in the 1960s
was in opening up a new era of investigation and theory. It
redefined the psychology of emotion just as James had done 70
years earlier. The contribution was not so much the ingenious
experiments but a straightforward statement of a visceral-
cognitive theory. Visceral action was setting the stage for emo-
tional experience, but so was a cognitive evaluation, and
emotion was the product of the two. Perhaps more important
was the statement that general autonomic arousal rather than a
specific pattern was the visceral concomitant of emotional ex-
perience. The consequences of this position have been a large
number of experimental studies showing the influence of vis-
ceral and cognitive factors ranging from the instigation of ag-
gressive behavior to the occurrence of romantic love.

In the first set of experiments, Schachter and Singer
(1962) gave subjects injections of adrenaline under the cover
story that these were vitamin compounds that would affect
visual skills. Following the injection, subjects were either in-
formed of the consequences of the injection (i.e., they were
given correct information about the effects of adrenaline, but
without having been told that they were given an adrenaline
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injection), or they were not given any information about the
effects of adrenaline, or they were misinformed.

In the informed condition, they were told that they would
feel symptoms of sympathetic nervous system discharge. In
the misinformed condition, they were given a description of
parasympathetic symptoms, none of which would be ex-
pected as a result of the adrenaline injection. Following the
injection and the various types of information, the subject
was left in a waiting room together with another person who
was ostensibly another experimental subject but who was
actually a “stooge” of the experimenters. Then the stooge
would engage either in euphoric behavior (playing with
paper airplanes, playing basketball with the wastebasket, and
engaging in other happy behavior) or in angry behavior (be-
coming more and more insulting, asking personal and insult-
ing questions, and eventually leaving the room in anger).

The results were essentially in keeping with the two-factor
theory. The degree of information about the physiological
consequences of the injection was negatively correlated with
the degree of self-reported emotional state and with the de-
gree of emotional behavior induced by the stooge’s behavior.
Thus, the misinformed group, which presumably had the
highest evaluative need because the information they had
been given about the physiological effects and their actual
experiences were uncorrelated, showed the greatest degree of
self-reported euphoria as well as anger. The informed group,
with no “need” to explain their state, showed the lowest de-
gree of induced emotion. The ignorant group fell in between
the two other groups. The impact of these experiments was
theoretical rather than empirical. In fact, no exact replication
of these experiments is available, and a variety of misgivings
have been aired about them.

With the Schachter experiments, the pure organic tradi-
tion came to an end, at least for the time being. Once it had
been shown that the influence of visceral response depended
on cognitive factors, purely organic theories had played out
their role. The line from James and Lange was switched to a
more cognitive track. However, even if purely organic theo-
ries seemed untenable, visceral-cognitive interactions still
involved visceral response. I turn now to other evidence on
the role of the autonomic nervous system in the production
and maintenance of the emotions.

Emotions and Variations in Peripheral/Visceral Activity

A number of research areas are relevant to the James-Lange
position on the importance of visceral activity. The most
obvious is to produce an organism without a sympathetic
nervous system, which should produce an absence of
emotional behavior. Some animal preparations using

immuno-sympathectomies (Levi-Montalcini & Angeletti,
1961) have been studied, but the results have been equivocal
(Wenzel, 1972).

The most fervently pursued area of research has been in
the hunt for visceral patterning. Once James had intimated
and Lange had insisted that for every discrete emotion there
existed a discrete pattern of visceral response, the search was
on for specifying these discrete visceral antecedents of emo-
tion. Unfortunately, some 90 years of search have proven
fruitless.

Before examining some of the purported positive pieces of
evidence, we must be clear about the theoretical position in-
volved. Specifically, it must be shown that some specific
emotional experience is the consequence of (is caused by) a
specific pattern of visceral response. For our current under-
standing of causal analyses, any experiment claiming to sup-
port that position must show at least that the visceral pattern
occurs prior to the occurrence of the emotional experience.
Mere demonstrations of correlation between emotion and
visceral response are interesting but do not address the issue.

The most widely cited study purporting to support the phys-
iological specificity notion is an experiment by Ax (1953).
Ax exposed subjects either to a fear-provoking or to an anger-
provoking situation and measured patterns of physiological re-
sponse to these two experimental “stimuli.” Both situations
produced elevated levels of sympathetic nervous system re-
sponse with some significant differences on a number of vis-
ceral indicators. I do not need to argue that this does not show
any causal effects of visceral patterns. In fact, the question is:
What does it show? We do not know, in the absence of exten-
sive internal analyses and subjects’ reports, what specific
“emotion” the subjects experienced.

To put the study in the proper historical perspective, it was
done when psychology was still in the grip of the behavior-
istic approaches to emotion when “fear” and “anger” were
defined by what was done to the subjects, not by what they
perceived. In addition, the difference in visceral patterning
was shown as the average pattern of response for the two
groups of subjects. The kind of patterns that Ax found could
have been a combination of a variety of patterns from each
individual subject. Thus, with hindsight, we cannot even
come to any correlational conclusion about this study. More
important, subsequent attempts either to replicate or modify
the study have either failed to replicate the study or to pro-
vide any evidence for the causal effect of visceral patterns.

The conclusions of a 30-year-old survey still hold: “Inves-
tigators have been unable to find an identifiable physiological
change that corresponds to changes from one specific emo-
tion to another,” but “there is an unspecific relation between
the emotional state and physiological state” (Candland et al.,
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1977, pp. 31–32). There is no doubt that fulfillment of the
James-Lange dream would have been a very pleasant conclu-
sion to the search for specific emotions. But, although the
hope remained, it was not to be. Dreams die hard. To those
who still insist on a patterning approach, we are only left with
Bertrand Russell’s probably apocryphal response to the ques-
tion of how he would react to being confronted with God
after his death: “Lord, you did not give us enough evidence!”

What about an “unspecific relation” between viscera and
emotion, that is, a general autonomic response? Schachter’s
studies provided one piece of evidence. The same physiolog-
ical antecedent potentiated different emotions. It is also the
case that widely different emotions show relatively little
difference in physiological patterns. Here we need not go
into the question of whether or not these patterns are an-
tecedent to the emotional expression. If, with very different
emotions, the patterns are similar, the argument can be made
that it is highly unlikely the different emotions depend on dif-
ferent patterning. In 1969, Averill showed that both sadness
and mirth are associated with measurable visceral responses
and that both of them seem to involve primarily sympathetic
nervous system patterns. Averill found that two divergent
emotional states produce highly similar sympathetic states of
arousal (Averill, 1969). Patkai (1971) found that adrenaline
excretion increased in both pleasant and unpleasant situations
when compared with a neutral situation. She concludes that
her results “support the hypothesis that adrenalin release is
related to the level of general activation rather than being as-
sociated with a specific emotional reaction” (Patkai, 1971).
Frankenhaeuser’s laboratory (e.g., Frankenhaeuser, 1975)
has produced additional evidence that adrenaline is secreted
in a variety of emotional states.

William James believed that patients who have no visceral
perception, no feedback from visceral responses, would pro-
vide a crucial test of his theory. Parenthetically, we might
note that this is a peculiar retreat from James’s position
stressing any bodily reaction to the position of Lange, which
emphasized visceral response. In any case, James insisted
that these people would provide the crucial evidence for his
theory—namely, they should be devoid of, or at least defi-
cient in, their emotional consciousness. In that sense, William
James initiated the study of biofeedback. He thought that
variations in the perception of visceral response are central to
the emotional life of the individual, and that control over such
variations would provide fundamental insights into the causes
of emotions.

The sources of the biofeedback movement in modern
times are varied, but there are three lines of research that have
addressed James’s problem, and it is to these that we now
turn. One of them involved individuals who were victims of

a cruel natural experiment—people with spinal injuries that
had cut off the feedback from their visceral systems. The sec-
ond approach has assumed that individuals may differ in the
degree to which they perceive and can respond to their own
visceral responses. The third approach, in the direct tradition
of what is today commonly called biofeedback, involves
teaching individuals to control their autonomic level of
response and thereby to vary the feedback available.

The first area of research, the “anatomical restriction” of
autonomic feedback, is related to the animal studies with
auto-immune sympathectomies mentioned earlier. In human
subjects, a study by Hohmann (1966) looked at the problem
of “experienced” emotion in patients who had suffered spinal
cord lesions. He divided these patients into subgroups de-
pending on the level of their lesions, the assumption being
that the higher the lesion the less autonomic feedback. In sup-
port of a visceral feedback position, he found that the higher
the level of the spinal cord lesion, the greater the reported de-
crease in emotion between the preinjury and the postinjury
level. A subsequent study by Jasnos and Hakmiller (1975)
also investigated a group of patients with spinal cord lesions,
classified into three categories on the basis of lesion level—
from cervical to thoracic to lumbar. There was a significantly
greater reported level of emotion the lower the level of spinal
lesion.

As far as the second approach of individual responsive-
ness in autonomic feedback is concerned, there are several
studies that use the “Autonomic Perception Questionnaire”
(APQ) (Mandler, Mandler, & Uviller, 1958). The APQ
measures the degree of subjective awareness of a variety of
visceral states. The initial findings were that autonomic per-
ception was related to autonomic reactivity and that autonomic
perception was inversely related to quality of performance; in-
dividuals with a high degree of perceived autonomic activity
performed more poorly on an intellective task (Mandler &
Kremen, 1958). Borkovec (1976) noted that individuals who
show a high degree of autonomic awareness generally were
more reactive to stress stimuli and are more affected by
anxiety-producing situations. Perception of autonomic events
does apparently play a role in emotional reactivity.

Two studies by Sirota, Schwartz, and Shapiro (1974,
1976) showed that subjects could be taught to control their
heart rate and that voluntary slowing of the rate led to a re-
duction in the perceived noxiousness of painful shock. They
concluded that their results “lend further credence to the
notion that subjects can be trained to control anxiety and/or
pain by learning to control relevant physiological responses”
(Sirota et al., 1976, p. 477). Finally, simulated heart rate feed-
back—playing a heart rate recording artificially produced and
purported to be a normal or accelerated heart rate—affected
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judgmental evaluative behavior, and Ray and Valins showed
that similar simulated heart rate feedback changed subjects’
reactions to feared stimuli (Valins, 1966, 1970; Valins & Ray,
1967). The work on variations of autonomic feedback indi-
cates that the perception of autonomic or visceral activity is a
powerful variable in manipulating emotional response.

Given that the nineteenth century replayed the ancient
view that organic/visceral responses are bothersome and in-
terfering, and at best play some incidental mediating role, the
mid–twentieth century provided evidence that that old posi-
tion does not adequately describe the functions of the visceral
reactions. The currently dominant notion about the function
and evolution of the sympathetic nervous system has been the
concept of homeostasis, linked primarily with W. B. Cannon.
In a summary statement, he noted: “In order that the con-
stancy of the internal environment may be assured, therefore,
every considerable change in the outer world and every con-
siderable move in relation to the outer world, must be
attended by a rectifying process in the hidden world of the or-
ganism” (Cannon, 1930). However, visceral response may
also, in addition to its vegetative functions, color and qualita-
tively change other ongoing action. It may serve as a signal
for action and attention, and signal actions that are important
for the survival of the organism (Mandler, 1975). Finally, the
autonomic system appears to support adaptive responses,
making it more likely, for example, that the organism will re-
spond more quickly, scan the environment more effectively,
and eventually respond adaptively.

Most of the work in this direction was done by Marianne
Frankenhaeuser (1971, 1975). Her studies used a different
measurement of autonomic activity: the peripheral appear-
ance of adrenaline and noradrenaline (the catecholamines).
Frankenhaeuser (1975) argued that the traditional view of
catecholamine activity as “primitive” and obsolete may be
mistaken and that the catecholamines, even in the modern
world, play an adaptive role “by facilitating adjustment to
cognitive and emotional pressures.” She showed that normal
individuals with relatively higher catecholarnine excretion
levels perform better “in terms of speed, accuracy, and en-
durance” than those with lower levels. In addition, good ad-
justment is accompanied by rapid decreases to base levels of
adrenaline output after heavy mental loads have been im-
posed. High adrenaline output and rapid return to base levels
characterized good adjustment and low neuroticism.

In the course of this survey of the organic tradition, I have
wandered far from a purely organic point of view and have
probably even done violence to some who see themselves as
cognitive centralists rather than organic peripheralists. How-
ever, the line of succession seemed clear, and the line of de-
velopment was cumulative. Neither the succession nor the

cumulation will be apparent when we look at the other face of
emotion—the mental tradition.

Central /Mental Approaches to Emotion

Starting with the 1960s, the production of theories of emo-
tion, and of accompanying research, multiplied rapidly. In
part, this was due to Schachter’s emphasis on cognitive fac-
tors, which made possible a radical departure from the
James-Lange tradition. The psychological literature reflected
these changes. Between 1900 and 1950, the number of refer-
ences to “emotion” had risen rather dramatically, only to drop
drastically in the 1950s. The references to emotion recovered
in the following decade, to rise steeply by the 1980s (Rimé,
1999).

Historically, the centralist/mental movements started with
the unanalyzable feeling, but its main thrust was its insistence
on the priority of psychological processes in the causal chain
of the emotions. Whether these processes were couched in
terms of mental events, habits, conditioning mechanisms, or
sensations and feelings, it was these kinds of events that re-
ceived priority and theoretical attention. By mid-twentieth
century, most of these processes tended to be subsumed
under the cognitive heading—processes that provide the or-
ganism with internal and external information. The shift to
the new multitude of emotion theories was marked by a
major conference on emotion at the Karolinska Institute in
Stockholm in 1972 (Levi, 1975). It was marked by the pres-
ence of representatives of most major positions and the last
joint appearance of such giants of human physiology of the
preceding half century as Paul MacLean, David Rioch, and
Jose Delgado. In order to bring the history of emotion to a
temporary completion, it is necessary to discuss some of the
new arrivals in mid-century. I shall briefly describe the most
prominent of these.

Initially, the most visible position was Magda Arnold’s,
though it quickly was lost in the stream of newcomers.
Arnold (1960) developed a hybrid phenomenological-
cognitive-physiological theory. She starts with the appraisals
of events as “good” or “bad,” judgments that are unanalyz-
able and are part of our basic humanness. She proceeds from
there to the phenomenology of emotional “felt tendencies”
and accompanying bodily states, and concludes by describ-
ing the possible neurophysiology behind these processes.
Also in the 1960s, Sylvan Tomkins (1962–1992), the most
consistent defender of the “fundamental emotions” approach,
started presenting his theory. Tomkins argued that certain
eliciting stimuli feed into innate neural affect programs,
which represent primary affects such as fear, anger, sadness,
surprise, happiness, and others. Each of these primary affects
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is linked to a specific facial display that provides feedback to
the central brain mechanisms. All other affects are considered
secondary and represent some combination of the primary
affects. Izard (1971, 1972) presents an ambitious and com-
prehensive theory that incorporates neural, visceral, and sub-
jective systems with the deliberate aim to place the theory
within the context of personality and motivation theory. Izard
also gives pride of place to feedback from facial and postural
expression, which is “transformed into conscious form,
[and] the result is a discrete fundamental emotion” (Izard,
1971, p. 185). Mandler (1975) presented a continuation of
Schachter’s position of visceral /cognitive interactions with
an excursion into conflict theory, to be discussed below.

Frijda (1986) may be the most wide-ranging contempo-
rary theorist. He starts off with a working definition that de-
fines emotion as the occurrence of noninstrumental behavior,
physiological changes, and evaluative experiences. In the
process of trying a number of different proposals and investi-
gating action, physiology, evaluation, and experience, Frijda
arrives at a definition that’s broad indeed. Central to his posi-
tion are action tendencies and the individual’s awareness of
them. The tendencies are usually set in motion by a variety
of mechanisms. Thus, Frijda describes emotion as a set of
mechanisms that ensure the satisfaction of concerns, com-
pare stimuli to preference states, and by turning them into re-
wards and punishments, generate pain and pleasure, dictate
appropriate action, assume control for these actions and
thereby interrupt ongoing activity, and provide resources for
these actions (1986, p. 473). The question is whether such
mechanisms do not do too much and leave nothing in mean-
ingful action that is not emotional. At least one would need to
specify which of the behaviors and experiences that fall
under such an umbrella are to be considered emotional and
which not. But that would again raise the elusive problem as
to what qualifies as an emotion.

Ortony, Clore, and Collins (1988) define emotions as
“valenced reactions to events, agents, or objects, with their
particular nature being determined by the way in which the
eliciting situation is construed” (p. 13). Such a definition is,
of course subject to James’s critique; it is abstracted from
the “bodily felt” emotions. Richard Lazarus and his co-
workers define emotion as organized reactions that consist
of cognitive appraisals, action impulses, and patterned
somatic reactions (Folkman & Lazarus, 1990; Lazarus,
Kanner, & Folkman, 1980). Emotions are seen as the result
of continuous appraisals and monitoring of the person’s
well-being. The result is a fluid change of emotional states
indexed by cognitive, behavioral, and physiological symp-
toms. Central is the notion of cognitive appraisal, which
leads to actions that cope with the situation.

Many of the mental/central theories are descendants of a
line of thought going back to Descartes and his postulation of
fundamental, unanalyzable emotions. However some 300
years later there has been no agreement on what the number
of basic emotions is. Ortony and Turner (1990) note that the
number of basic emotions can vary from 2 to 18 depending
on which theorist you read. If, as is being increasingly ar-
gued nowadays, there is an evolutionary basis to the primary
emotions, should they not be more obvious? If basic emo-
tions are a characteristic of all humans, should the answer not
stare us into the face? The emotions that one finds in most
lists are heavily weighted toward the negative emotions, and
love and lust, for example, are generally absent (see also
Mandler, 1984).

Facial Expression and Emotions

If there has been one persistent preoccupation of psycholo-
gists of emotion, it has been with the supposed Darwinian
heritage that facial expressions express emotion. Darwin’s
(1872) discussion of the natural history of facial expression
was as brilliant as it was misleading. The linking of Darwin
and facial expression has left the impression that Darwin con-
sidered these facial displays as having some specific adaptive
survival value. In fact, the major thrust of Darwin’s argument
is that the vast majority of these displays are vestigial or ac-
cidental. Darwin specifically argued against the notion that
“certain muscles have been given to man solely that he may
reveal to other men his feelings” (cited in Fridlund, 1992b,
p. 119).

With the weakening of the nineteenth-century notion of
the unanalyzable fundamental emotion, psychologists be-
came fascinated with facial expressions, which seemed to
be unequivocal transmitters of specific, discrete emotional
states. Research became focused on the attempt to analyze
the messages that the face seemed to be transmitting (see
Schlosberg, 1954). However, the evaluation of facial ex-
pression is marked by ambivalence. On the one hand, there is
some consensus about the universality of facial expressions.
On the other hand, as early as 1929 there was evidence that
facial expressions are to a very large extent judged in terms of
the situations in which they are elicited (Landis, 1929).

The contemporary intense interest in facial expression
started primarily with the work of Sylvan Tomkins (see
above), who placed facial expressions at the center of his
theory of emotion and the eight basic emotions that form the
core of emotional experience. The work of both Ekman and
Izard derives from Tomkins’s initial exposition. The notion
that facial displays express some underlying mental state
forms a central part of many arguments about the nature
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of emotion. While facial expressions can be classified into
about half a dozen categories, the important steps have been
more analytic and have looked at the constituent compo-
nents of these expressions. Paul Ekman has brought the
analysis of facial movement and expression to a level of
sophistication similar to that applied to the phonological,
phonemic, and semantic components of verbal expressive
experiences (Ekman, 1982; Ekman & Oster, 1979). Ekman
attributes the origin of facial expressions to “affect pro-
grams” and claims that the only truly differentiating outward
sign of the different emotions is found in these emotional
expressions.

Another point of view has considered facial expressions as
primarily communicative devices. Starting with the fact that
it is not clear how the outward expression of inner states is
adaptive, that is, how it could contribute to reproductive fit-
ness, important arguments have been made that facial dis-
plays are best seen (particularly in the tradition of behavioral
ecology) as communicative devices, independent of emo-
tional states (Fridlund, 1991, 1992a; Mandler, 1975, 1992).
Facial displays can be interpreted as remnants of preverbal
communicative devices and as displays of values (indicating
what is good or bad, useful or useless, etc.). For example, the
work of Janet Bavelas and her colleagues has shown the im-
portance of communicative facial and other bodily displays.
The conclusion, in part, is that the “communicative situation
determines the visible behavior” (Bavelas, Black, Lemery, &
Mullett, 1986). In the construction of emotions, facial dis-
plays are important contributors to cognitions and appraisals
of the current scene, similar to verbal, imaginal, or uncon-
scious evaluative representations.

The Conflict Theories

The conflict theories are more diverse than the other cate-
gories that we have investigated. They belong under the gen-
eral rubric of mental theories because the conflicts involved
are typically mental ones, conflicts among actions, goals,
ideas, and thoughts. These theories have a peculiar history of
noncumulativeness and isolation. Their continued existence
is well recognized, but rarely do they find wide acceptance.

One of the major exponents of this theme in modern times
was the French psychologist Frédric Paulhan. He started with
the major statement of his theory in 1884, which was pre-
sented in book form in 1887; an English translation did not
appear until 1930 (Paulhan, 1887, 1930). The translator,
C. K. Ogden, contributed an introduction to that volume that
is marked by its plaintive note. He expressed wonderment
that so little attention had been paid to Paulhan for over 40
years. He complained that a recent writer had assigned to

MacCurdy (1925) the discovery that emotional expressions
appear when instinctive reactions are held up. Ogden hoped
that his reintroduction of Paulhan to the psychological world
would have the proper consequences of recognition and sci-
entific advance. No such consequences have appeared. It is
symptomatic of the history of the conflict theories that de-
spite these complaints, neither Ogden nor Paulhan mention
Herbart (1816), who said much the same sort of thing.

Paulhan’s major thesis was that whenever any affective
events occur, we observe the same fact: the arrest of ten-
dency. By arrested tendency Paulhan means a “more or less
complicated reflex action which cannot terminate as it would
if the organization of the phenomena were complete, if there
were full harmony between the organism or its parts and their
conditions of existence, if the system formed in the first place
by man, and afterwards by man and the external world, were
perfect” (1930, p. 17). However, if that statement rehearses
some older themes, Paulhan must be given credit for the fact
that he did not confine himself to the usual “negative” emo-
tions but made a general case that even positive, pleasant,
joyful, aesthetic emotions are the result of some arrested ten-
dencies. And he also avoided the temptation to provide us
with a taxonomy of emotions, noting, rather, that no two
emotions are alike, that the particular emotional experience is
a function of the particular tendency that is arrested and the
conditions under which that “arrest” occurs.

The Paulhan-Ogden attempt to bring conflict theory to the
center of psychology has an uncanny parallel in what we
might call the Dewey-Angier reprise. In 1894 and 1895, John
Dewey published two papers on his theory of emotion. In
1927, Angier published a paper in the Psychological Review
that attempted to resurrect Dewey’s views. His comments on
the effect of Dewey’s papers are worth quoting: “They fell
flat. I can find no review, discussion, or even specific mention
of them at the time or during the years immediately following
in the two major journals” (Angier, 1927). Angier notes that
comment had been made that Dewey’s theory was ignored be-
cause people did not understand it. He anticipated that another
attempt, hopefully a more readable one, would bring Dewey’s
conflict theory to the forefront of speculations about emotion.
Alas, Angier was no more successful on behalf of Dewey than
Ogden was in behalf of Paulhan. Dewey’s conflict theory, in
Angier’s more accessible terms, was: Whenever a series of
reactions required by an organism’s total “set” runs its course
to the consummatory reaction, which will bring “satisfaction”
by other reactions, there is no emotion. Emotion arises only
when these other reactions (implicit or overt) are so irrelevant
as to resist ready integration with those already in orderly
progress toward fruition. Such resistance implies actual
tensions, checking of impulses, interference, inhibition, or
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conflict. These conflicts constitute the emotions; without
them there is no emotion; with them there is. And just as
Paulhan and Ogden ignored Herbart, so did Dewey and
Angier ignore Herbart and Paulhan. Yet, I should not quite say
“ignore.” Most of the actors in this “now you see them, now
you don’t” game had apparently glanced at the work of their
predecessors. Maybe they had no more than browsed
through it.

The cumulative nature of science is true for its failures as
well as for its successes. There was no reason for Paulhan to
have read or paid much attention to Herbart, or for Dewey or
Angier to have read Paulhan. After all, why should they pay
attention to a forgotten psychologist when nobody else did? It
may be that conflict theories appeared at inappropriate times,
that is, when other emotion theories were more prominent
and popular—for example, Dewey’s proposal clashed with
the height of James’s popularity. In any case, it is the peculiar
history of the conflict theories that they tend to be rediscov-
ered at regular intervals.

In 1941, W. Hunt suggested that classical theories gener-
ally accepted a working definition of emotion that involved
some emergency situation of biological importance during
which “current behavior is suspended” and responses appear
that are directed toward a resolution of the emergency
(W. Hunt, 1941). These “classical” theories “concern them-
selves with specific mechanisms whereby current behavior is
interrupted and emotional responses are substituted” (p. 268).
Hunt saw little novelty in formulations that maintained that
emotion followed when an important activity of the organism
is interrupted. Quite right; over nearly 200 years, that same
old “theme” has been refurbished time and time again. I will
continue the story of the conflict theories without pausing for
two idiosyncratic examples, behaviorism and psychoanalysis,
which—while conflict theories—are off the path of the devel-
oping story. I shall return to them at the end of this section.

The noncumulative story of conflict theories stalled for a
while about 1930, and nothing much had happened by 1941,
when W. Hunt barely suppressed a yawn at the reemergence
of another conflict theory. But within the next decade, another
one appeared, and this one with much more of a splash. It was
put forward by Donald 0. Hebb (1946, 1949), who came to his
conflict theory following the observations of rather startling
emotional behavior. Hebb restricted his discussion of emotion
to what he called “violent and unpleasant emotions” and to
“the transient irritabilities and anxieties of ordinary persons
as well as to neurotic or psychotic disorder” (1949, p. 235).
He specifically did not deal with subtle emotional experiences
nor with pleasurable emotional experiences.

Hebb’s observations concerned rage and fear in chim-
panzees. He noted that animals would have a paroxysm of

terror at being shown another animal’s head detached from
the body, that this terror was a function of increasing age, and
also that various other unusual stimuli, such as other isolated
parts of the body, produced excitation. Such excitation was
apparently not tied to a particular emotion; instead, it would
be followed sometimes by avoidance, sometimes by aggres-
sion, and sometimes even by friendliness. Hebb assumed that
the innate disruptive response that characterizes the emo-
tional disturbance is the result of an interference with a phase
sequence—a central neural structure that is built up as a re-
sult of previous experience and learning. Hebb’s insistence
that phase sequences first must be established before they can
be interfered with, and that the particular emotional distur-
bance follows such interference and the disruptive response,
identifies his theory with the conflict tradition. Hebb’s theory
does not postulate any specific physiological pattern for any
of these emotional disturbances such as anger, fear, grief, and
so forth, nor does he put any great emphasis on the physio-
logical consequences of disruption.

The next step was taken by Leonard Meyer (1956), who,
in contrast to many other such theorists, had read and under-
stood the literature. He properly credited his predecessors
and significantly advanced theoretical thinking. More impor-
tant, he showed the application of conflict theory not in the
usual areas of fear or anxiety or flight but in respect to the
emotional phenomena associated with musical appreciation.
None of that helped a bit. It may well be that because he
worked in an area not usually explored by psychologists, his
work had no influence on any psychological developments.

Meyer started by saying that emotion is “aroused when a
tendency to respond is arrested or inhibited.” He gave John
Dewey credit for fathering the conflict theory of emotion and
recognized that it applies even to the behaviorist formula-
tions that stress the disruptive consequences of emotion.
Meyer noted that Paulhan’s “brilliant work” predates
Dewey’s, and he credited Paulhan with stating that emotion is
aroused not only by opposed tendencies but also when “for
some reason, whether physical or mental [a tendency], can-
not reach completion.” So much for Meyer’s awareness
of historical antecedents. Even more impressive is his antici-
pation of the next 20 years of development in emotion
theory. For example, he cited the conclusion that there is no
evidence that each affect has its own peculiar physiological
composition. He concluded that physiological reactions are
“essentially undifferentiated, and become characteristic only
in certain stimulus situations. . . . Affective experience is dif-
ferentiated because it involves awareness and cognition of
the stimulus situation which itself is necessarily differenti-
ated.” In other words: An undifferentiated organic reaction
becomes differentiated into a specific emotional experience
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as a result of certain cognitions. As an example, Meyer re-
minded his readers that the sensation of falling through space
might be highly unpleasant, but that a similar experience, in
the course of a parachute jump in an amusement park, may
become very pleasurable.

In short, Meyer anticipated the development of the cogni-
tive and physiological interactions that were to become the
mainstays of explanations of emotions in the 1960s and
1970s (e.g., Schachter). Most of Meyer’s book is concerned
with the perception of emotional states during the analysis
and the appreciation of music. His major concern is to show
that felt emotion occurs when an expectation is activated and
then temporarily inhibited or permanently blocked.

The last variant of the “conflict” theme to be considered
has all the stigmata of its predecessors: The emotional con-
sequences of competition or conflict are newly discovered,
previous cognate theories are not acknowledged, and well-
trodden ground is covered once again. The theorist is Man-
dler and the year was 1964. The theory is one of conflicting
actions, blocked tendencies, and erroneous expectations. But
there is no mention of Dewey, of Paulhan, and certainly not
of Meyer. The basic proposition (Mandler, 1964) was that the
interruption of an integrated or organized response sequence
produces a state of arousal, which will be followed by emo-
tional behavior or experience. This theme was expanded in
1975 to include the interruption of cognitive events and
plans. The antecedents of the approach appeared in a paper
by Kessen and Mandler (1961), and the experimental litera-
ture invoked there is not from the area of emotion; rather, it is
from the motivational work of Kurt Lewin (1935), who had
extensively investigated the effect of interrupted and uncom-
pleted action on tension systems.

In contrast to other conflict theories—other than
Meyer’s—in Mandler, the claim is that interruption is a suffi-
cient and possibly necessary condition for the occurrence of
autonomic nervous system arousal, that such interruption sets
the stage for many of the changes that occur in cognitive and
action systems, and finally, that interruption has important
adaptive properties in that it signals important changes in the
environment. Positive and negative emotions are seen as
following interruption, and, in fact, the same interruptive
event may produce different emotional states or conse-
quences depending on the surrounding situational and in-
trapsychic cognitive context. Some empirical extensions
were present in Mandler and Watson and, for example,
confirmed that an appetitive situation can produce extreme
emotional behavior in lower animals when they are put into a
situation where no appropriate behaviors are available to
them (Mandler & Watson, 1966). Other extensions were
further elaborations of the Schachter dissociation of arousal

and cognition, with discrepancy between expectation and
actuality producing the arousal.

Just as interruption and discrepancy theory asked the
question that Schachter had left out—“What is the source of
the autonomic arousal?”—so it was asked later by LeDoux in
1989: “How is it that the initial state of bodily arousal . . . is
evoked? . . . Cognitive theories require that the brain has a
mechanism for distinguishing emotional from mundane situ-
ations prior to activating the autonomic nervous system”
(LeDoux, 1989, p. 270). LeDoux suggested that separate sys-
tems mediate affective and cognitive computations, with the
amygdala being primarily responsible for affective computa-
tion, whereas cognitive processes are centered in the hip-
pocampus and neocortex. The (conscious) experience of
emotion is the product of simultaneous projections of the af-
fective and cognitive products into “working memory.” In
Mandler, it is discrepancy/interruption that provides a crite-
rion that distinguishes emotional from mundane situations.
Discrepant situations are rarely mundane and usually emo-
tional; in other words—and avoiding the pitfall of defining
emotions—whenever discrepancies occur, they lead to vis-
ceral arousal and to conditions that are, in the common
language, frequently called emotional. Such constructivist
analyses see the experience of emotion as “constructed” out
of, that is, generated by, the interaction of underlying
processes and relevant to a variety of emotional phenomena
(Mandler, 1993, 1999).

Behaviorism and Psychoanalysis

I hesitated in my recital of conflict theories and decided to pause
and postpone the discussion of two strands of theory that are—
in today’s climate—somewhat out of the mainstream of stan-
dard psychology. Both behaviorist and psychoanalytic theories
of emotion are conflict theories, and both had relatively little ef-
fect on the mainstream of emotional theory—the former be-
cause it avoided a theoretical approach to emotion, the latter
because all of psychoanalytic theory is a theory of emotion, as
well as a theory of cognition, and adopting its position on emo-
tion implied accepting the rest of the theoretical superstructure.
Behaviorists had their major impact on theories of motivation,
and the majority of their work relevant to emotion addressed
animal behavior and the conditioning of visceral states. How-
ever, behaviorist approaches do fall under the rubric of mental
theories, defined as applying to psychological, as opposed to
physiological, processes. In their approach to emotion, behav-
iorists stress the primacy of psychological mechanisms, distin-
guished from the organic approach.

There is another reason to consider behaviorism and psy-
choanalysis under a single heading. Particularly in the area of
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emotion, these two classes of theories exhibited most clearly
the effects of sociocultural-historical factors on psychologi-
cal theories. Both, in their own idiosyncratic ways, were the
products of nineteenth-century moral philosophy and theol-
ogy, just as the unanalyzable feeling was congruent with
nineteenth-century idealism. The influence of moral and reli-
gious attitudes finds a more direct expression in a theory of
emotion, which implies pleasure and unpleasure, the good
and the bad, rewards and punishments.

In the sense of the American Protestant ethic, behaviorism
raises the improvability of the human condition to a basic the-
orem; it decries emotion as interfering with the “normal” (and
presumably rational) progress of behavior. It opposes “fanci-
ness” with respect to theory, and it budges not in the face of
competing positions; its most dangerous competitor is eclecti-
cism. Behaviorism’s departure from classical Calvinism is
that it does not see outward success as a sign of inward grace.
Rather, in the tradition of the nineteenth-century American
frontier, it espouses a Protestant pragmatism in which outward
success is seen as the result of the proper environment. Con-
flict is to be avoided, but when it occurs, it is indicative of
some failure in the way in which we have arranged our envi-
ronment. The best examples of these attitudes can be found
when the psychologist moves his theories to the real world, as
Watson (1928) did when he counseled on the raising of chil-
dren. While quite content to build some fears into the child in
order to establish a “certain kind of conformity with group
standards,” Watson is much more uncertain about the need for
any “positive” emotions. He was sure that “mother love is a
dangerous instrument.” Children should never be hugged or
kissed, never be allowed to sit in a mother’s lap; shaking
hands with them is all that is necessary or desirable. A classi-
cal example of the behaviorist attitude toward emotion can be
found in Kantor (1921), who decries emotional consequences:
They are chaotic and disturb the ongoing stream of behavior;
they produce conflict. In contrast, Skinner (1938) noted the
emotional consequences that occur during extinction; he un-
derstood the conflict engendered by punishment, and his
utopian society is based on positive reinforcement.

I have discussed the classical behaviorists here for two
reasons. One is that underneath classical behaviorist inquiries
into emotion is a conflict theory; it is obvious in Kantor, and
implied in Watson and Skinner. But there is also another
aspect of conflict in behaviorist approaches to emotion; it
is the conflict between an underlying rational pragmatism
and the necessity of dealing with emotional phenomena,
which are frequently seen as unnecessary nuisances in the de-
velopment and explanation of behavior. There is no implica-
tion that emotions may be adaptively useful. For example,
apart from mediating avoidance behavior, visceral responses

are rarely conceived of as entering the stream of adaptive and
useful behavior.

One of the major aspirations of the behaviorist movement
was that the laws of conditioning would provide us with laws
about the acquisition and extinction of emotional states.
Pavlovian (respondent, classical) procedures in particular
held out high hopes that they might produce insights into how
emotions are “learned.” It was generally assumed that emo-
tional conditioning would provide one set of answers. How-
ever, the endeavor has produced only half an answer. We
know much about the laws of conditioning of visceral re-
sponses, but we have learned little about the determinants of
human emotional experience (see Mowrer, 1939). The most
active attempt to apply behaviorist principles in the fields of
therapy and behavior modification is increasingly being
faced with “cognitive” incursions.

In the area of theory, one example of neobehaviorist con-
flict theories is Amsel’s theory of frustration (1958, 1962).
Although Amsel is in the first instance concerned not with
emotion but rather with certain motivational properties of
nonreward, he writes in the tradition of the conflict theories.
Amsel noted that the withdrawal of reward has motivational
consequences. These consequences occur only after a partic-
ular sequence leading to consummatory behavior has been
well learned. Behavior following such blocking or frustration
exhibits increased vigor, on which is based the primary claim
for a motivational effect. Amsel noted that anticipatory frus-
tration behaves in many respects like fear. This particular
approach is the most sophisticated development of the early
behaviorists’ observations that extinction (nonreward) has
emotional consequences.

Psychoanalysis was in part a product of a nineteenth-
century interpretation of the Judeo-Christian ethic. The great
regulator is the concept of unpleasure (Unlust); Eros joins
the scenario decades later. At the heart of the theory lies the
control of unacceptable instinctive impulses that are to be con-
strained, channeled, coped with. Freud did not deny these
impulses; he brought them out into the open to be controlled—
and even sometimes liberated. However at the base was sin-
ning humanity, who could achieve pleasure mainly by avoid-
ing unpleasure. Psychoanalytic theory therefore qualifies as a
conflict theory. I have chosen not to describe psychoanalytic
theory in great detail for two reasons. First, as far as the main-
stream of psychological theories of emotion is concerned,
Freud has had a general rather than specific impact. Second, as
I have noted, all of psychoanalytic theory presents a general
theory of emotion. To do justice to the theory in any detail
would require a separate chapter.

However briefly, it is not difficult to characterize Freud’s
theory as a conflict theory. In fact, it combines conflict
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notions with Jamesian concerns. Curiously, after rejecting
psychological theories and particularly the James-Lange the-
ory of emotion, Freud characterizes affect, and specifically
anxiety, by a formulation that is hardly different from
James’s. Freud talks about specific feelings, such as unpleas-
antness, efferent or discharge phenomena (primarily vis-
ceral), and perception of these discharge phenomena (Freud,
1926/1975). However, in general, affect is seen as a result of
the organism’s inability to discharge certain “instinctive reac-
tions.” The best description of the psychoanalytic theory in
terms of its conflict implications was presented by MacCurdy
(1925). MacCurdy describes three stages that are implicit in
the psychoanalytic theory of emotion. The first, the arousal of
energy (libido) in connection with some instinctual tendency;
second, manifestations of this energy in behavior or con-
scious thought if that tendency is blocked; and third, energy
is manifested as felt emotion or affect if behavior and con-
scious thoughts are blocked and inhibited.

Not unexpectedly, psychoanalytic notions have crept into
many different contemporary theories. The most notable of
these is probably that of Lazarus and his associates, men-
tioned earlier, and their descriptions of coping mechanisms,
related to the psychoanalytic concerns with symptoms, de-
fense mechanisms, and similar adaptive reactions (Lazarus,
Averill, & Opton, 1970).

This concludes our sampling of a history that is some
2,500 years old, that has tried to be scientific, and that has re-
flected modern culture and society for the past 100-plus
years. What can one say about the possible future specula-
tions about emotion that might arise from that past?

A FUTURE HISTORY

First, I want to revisit a question that has been left hanging,
namely, exactly what is an emotion? And I start with William
James, who pointedly asked that question.

William James’s Question

William James initiated the modern period in the history of
psychology by entitling his 1884 paper “What Is an Emo-
tion?” Over a hundred years later we still do not have a gen-
erally acceptable answer. Did he confuse “a semantic or
metaphysical question with a scientific one” (McNaughton,
1989, p. 3)? As we have seen, different people answer the
question differently, as behooves a well-used umbrella term
from the natural language. Emotion no more receives an un-
equivocal definition than does intelligence or learning.
Within any language or social community, people seem to

know full well, though they have difficulty putting into
words, what emotions are, what it is to be emotional, what
experiences qualify as emotions, and so forth. However,
these agreements vary from language to language and from
community to community (Geertz, 1973) .

Given that the emotions are established facts of everyday
experience, it is initially useful to determine what organizes
the common language of emotion in the first place, and then
to find a reasonable theoretical account that provides a partial
understanding of these language uses. But as we have seen,
these theoretical accounts themselves vary widely. In recent
years theoretical definitions of emotions have been so broad
that they seem to cover anything that human beings do, as in
the notion that emotions are “episodic, relatively short-term,
biologically based patterns of perception, experience, physi-
ology, action, and communication that occur in response to
specific physical and social challenges and opportunities”
(Keltner & Gross, 1999).

Is there anything that is essential to the use of the term
“emotion,” some aspect that represents the core that would
help us find a theoretical direction out of the jungle of terms
and theories? Lexicographers perform an important function
in that their work is cumulative and, in general, responds to
the nuances and the changing customs of the common lan-
guage. What do they tell us? Webster’s Seventh New Colle-
giate Dictionary (1969) says that emotion is “a psychic and
physical reaction subjectively experienced as strong feeling
and physiologically involving changes that prepare the body
for immediate vigorous action,” and that affect is defined as
“the conscious subjective aspect of an emotion considered
apart from bodily changes.” Here is the traditional definition,
which responds to the advice of our elder statesmen Darwin
and James that visceral changes are a necessary part of
the emotions. But they are not sufficient; we still require the
affective component. Assuming that “affect” falls under a
broad definition of cognition, including information, cogita-
tion, subjective classification and other mental entities, the
advantage of an affective/cognitive component is that it makes
all possible emotions accessible.

Whatever evaluative cognitions arise historically and cul-
turally, they are potentially part of the emotional complex.
Thus, emotions different from the Western traditions (e.g.,
Lutz, 1988) become just as much a part of the corpus as tran-
scultural fears and idiosyncratically Western romantic love.
However, even such an extension covers only a limited sec-
tion of the panoply of emotions, and the arousal/cognition ap-
proach may not be sufficient.

It is unlikely that the question of a definition of the com-
monsense meaning of emotion will easily be resolved. And
so I close this section by returning to a quote from Charles
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Darwin, who had thought so fruitfully about the expression
of emotion and who knew that “expression” involved more
than the face and that the viscera were crucial in the experi-
ence of emotion: “Most of our emotions are so closely con-
nected with their expression that they hardly exist if the body
remains passive. . . . [As] Louis XVI said when surrounded
by a fierce mob, ‘Am I afraid? Feel my pulse.’ So a man may
intensely hate another, but until his body frame is affected, he
cannot be said to be enraged” (Darwin, 1872, p. 239).

How Many Theories?

Given that different lists of emotions and definitions seem to
appeal to different sets of emotions, one might have to con-
sider the possibility that the emotion chapter contains so
many disparate phenomena that different theories might be
needed for different parts of the emotion spectrum. Such a
possibility was hinted at even by William James, who, in
presenting his theory of emotion, noted that the “only emo-
tions . . . [that he proposed] expressly to consider . . . are
those that have a distinct bodily expression” (James, 1884,
p. 189). He specifically left aside aesthetic feelings or intel-
lectual delights, the implication being that some other ex-
planatory mechanism applies to those. On the one hand,
many current theories of human emotion restrict themselves
to the same domain as James did—the subjective experience
that is accompanied by bodily “disturbances.” On the other
hand, much current work deals primarily with negative
emotions—and the animal work does so almost exclusively.
Social and cognitive scientists spend relatively little time try-
ing to understand ecstasy, joy, or love, but some do important
and enlightening work in these areas (see, for example,
Berscheid, 1983, 1985; Isen, 1990). Must we continue to in-
sist that passionate emotional experiences of humans, rang-
ing from lust to political involvements, from coping with
disaster to dealing with grief, from the joys of creative work
to the moving experiences of art and music, are all cut from
the same cloth, or even that that cloth should be based on a
model of negative emotions? There are of course regularities
in human thought and action that produce general categories
of emotions, categories that have family resemblances and
overlap in the features that are selected for analysis (whether
it is the simple dichotomy of good and bad, or the apprecia-
tion of beauty, or the perception of evil).

These families of occasions and meanings construct the
categories of emotions found in the natural language. The
emotion categories are fuzzily defined by external and inter-
nal situations, and the common themes vary from case to case
and have different bases for their occurrence. Sometimes an
emotional category is based on the similarity of external

conditions, as in the case of some fears and environmental
threats. Sometimes an emotional category may be based on a
collection of similar behaviors, as in the subjective feelings
of fear related to avoidance and flight. Sometimes a common
category arises from a class of incipient actions, as in hostil-
ity and destructive action. Sometimes hormonal and physio-
logical reactions provide a common basis, as in the case of
lust, and sometimes purely cognitive evaluations constitute
an emotional category, as in judgments of helplessness that
eventuate in anxiety. Others, such as guilt and grief, depend
on individual evaluations of having committed undesirable
acts or trying to recover the presence or comfort of a lost per-
son or object. All of these emotional states involve evaluative
cognitions, and their common properties give rise to the ap-
pearance of discrete categories of emotions.

It can also be argued that different theories and theorists
are concerned with different aspects of an important and
complex aspect of human existence. Thus, animal research is
concerned with possible evolutionary precursors or parallels
of some few important, usually aversive, states. Others are
more concerned with the appraisal and evaluation of the ex-
ternal world, while some theories focus on the cognitive con-
junction with autonomic nervous system reactions. And the
more ambitious try to put it all together in overarching and
inclusive systems.

It may be too early or it may be misleading to assume com-
mon mechanisms for the various states of high joy and low
despair that we experience, or to expect complex human emo-
tions to share a common ancestry with the simple emotions of
humans and other animals. The question remains whether the
term emotion should be restricted to one particular set of
these various phenomena. Until such questions are resolved,
there is clearly much weeding to be done in the jungle, much
cultivation in order to achieve a well-ordered garden.
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Psychology is proud of its laboratories, with their apparatus for
careful experimentation and measurement. It is proud also of its
array of tests for measuring the individual’s performance in
many directions. It is pleased when its data can be handled
by mathematical and statistical methods. (Woodworth, 1929,
pp. 7–8)

When Robert S. Woodworth revised his influential introduc-
tory psychology text in 1929, he expanded his final chapter on
“personality”—“the individual as a whole, and his social ad-
justments” (Woodworth, 1929, p. 552), citing several recent
studies involving personality tests. Woodworth also revised
his treatment of “the methods of psychology” (p. 6), includ-
ing a new discussion of the “case history method” (p. 8).
However, the status of this method in Woodworth’s hier-
archy of methods was clear: It belonged at the bottom.
Woodworth first described the experimental method, “pre-
ferred as the most trustworthy way of observing the facts”

under controlled conditions (p. 6); this method included the
use of tests, as in testing “the object is to hold conditions con-
stant, so that many individuals can be observed under the
same conditions and fairly compared” (p. 6). When condi-
tions cannot be fully controlled, Woodworth noted, psychol-
ogy “has to resort to” a second method; this “genetic method”
(p. 8) involves observations of developmental processes (dur-
ing this period, “genetic” was frequently used as a synonym
for “developmental”; see, e.g., Warren, 1934, p. 114). If psy-
chologists wish to understand developments that have already
occurred, however, they are left with a substitute:

We find a genius, or an insane person, a criminal, or a “problem
child” before us, and we desire to know how he came to be what
he is. Then the best we can do is to adopt a substitute for the ge-
netic method, by reconstructing his history as well as we can
from his memory, the memories of his acquaintances, and such
records as may have been preserved. This case history method
has obvious disadvantages, but, as obviously, it is the only way
to make a start towards answering certain important questions.
(Woodworth, 1929, p. 8)

Having pointed out that the case history was primarily a
clinical method used to help people with abnormal behavior
and that “the cause of misfits and failures is certainly an im-
portant matter for study,” Woodworth asked, “Would it not be

The authors would like to thank William McKinley Runyan for his
helpful suggestions.
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still more desirable to trace the development of the successful
people, the great people, the lovely people, the splendid
people of all sorts?” (1929, p. 10). To illustrate his point, and
to introduce important topics in psychology, he presented a
“biographical sketch” of Gene Stratton-Porter, “a successful
writer of popular novels, and also of nature studies, essays
and poems” (p. 10). After mentioning several topics sug-
gested by Stratton-Porter’s life history, however, Woodworth
made sure to caution his readers that “a single case is not
enough to warrant any general conclusions” (p. 19). “We
have given so much space to the case history method in this
introduction,” he continued, 

not because it is the preferred method in psychology, for it is the
least rather than the most preferred, but because it can give us
what we want at the outset, a bird’s-eye view of the field, with
some indication of the topics that are deserving of closer exami-
nation. (p. 19)

In the ensuing 12 chapters of the text, Woodworth examined
the “deserving” topics but made no further reference to the
case of Gene Stratton-Porter.

Preceding by several years the full establishment of
the field of personality psychology in the mid-1930s,
Woodworth’s text (first published in 1921) outsold all others
for 25 years (Boring, 1950), and his definitions of method-
ological concepts served as prototypes for other textbook au-
thors (Winston, 1988). Indeed, Woodworth’s attention to
personality, his role in designing what is generally considered
the first personality inventory (the Personal Data Sheet;
Woodworth, 1919, 1932), and his ambivalent treatment of the
case history method—as the least preferred method, but the
one best suited to “give us what we want at the outset”
(Woodworth, 1929, p. 19)—have a distinctly modern ring. In
recent years, personality researchers with an interest in case
studies, life histories, and psychobiography have raised in-
triguing questions regarding the ambivalence of American
personality psychologists toward the study of individual lives
(Elms, 1994; McAdams, 1988, 1997; McAdams & West,
1997; Runyan, 1997). For example, McAdams and West ob-
serve that “from the beginning, personality psychologists
have had a love/hate relationship with the case study”
(p. 760). Such ambivalence, they suggest, is inconsistent with
the views of Gordon Allport (1937b) and Henry Murray
(1938), whose canonical texts defined the new field of per-
sonality psychology in the 1930s: “It is ironic that the field
defined as the scientific study of the individual person should
harbor deep ambivalence about the very business of examin-
ing cases of individual persons’ lives” (McAdams & West,
1997, p. 761). (Personality psychologists other than Allport

and Murray shared this definition of the field. For example, in
a third text that signaled the emergence of the new field,
Stagner remarked, “The object of our study is a single human
being” [1937, p. viii].)

Ambivalence regarding the study of individual lives also
seems incompatible with personality theorists’ “dissident role
in the development of psychology” (C. S. Hall & Lindzey,
1957, p. 4; see McAdams, 1997) and their concern with “the
study of the whole person,” which Hall and Lindzey (p. 6)
consider “a natural derivative of [the] clinical practice” of
early personality theorists such as Freud, Jung, and Adler. Yet
Hall and Lindzey’s major text, Theories of Personality
(1957), “gave almost no attention to the study of individual
persons or lives” (Runyan, 1997, p. 41). Runyan suggests that
personality psychologists in the 1950s and 1960s lost sight of
the study of individual lives, the “central focus” of Allport
and Murray, turning instead to “psychometric concerns and
the experimental study of particular processes” (p. 41; see
also Lamiell on the dominance of the individual differences
approach, which he considers “ill-suited to the task of ad-
vancing theories of individual behavior/psychological func-
tioning” [1997, p. 118], the goal of personality psychology).
Craik (1986) notes that biographical and archival approaches
were featured regularly in studies of personality during the
1930s and early 1940s but showed a “pattern of interrupted
development in the post–World War II era followed by a
vigorous contemporary re-emergence” (p. 27).

While observers generally agree regarding personality
psychologists’ ambivalence toward the study of individual
lives, the historical course of this ambivalence remains
somewhat unclear. Have personality psychologists had a rel-
atively constant “love/hate relationship” with studies of indi-
vidual lives “from the beginning” (McAdams & West, 1997,
p. 760), or have they shown interest in such studies during
some historical periods (e.g., the 1930s and 1940s) and ne-
glected them during others (e.g., the 1950s and 1960s)? At
what point did psychometric methods become predominant
in personality research? And how can we explain the “puz-
zling history” (Runyan, 1997, p. 41) of American personality
psychologists’ tendency to neglect the study of individual
lives? What historical, cultural, institutional, and personal
factors have contributed to their ambivalence? Runyan sug-
gests a number of factors but emphasizes the need for “more
detailed research on the intellectual and institutional history
of personality psychology” (p. 42). 

In this chapter, we consider several pieces of this histori-
cal puzzle. We begin by examining the formative period of
personality research between 1900 and 1930. As Parker
(1991) suggests, this period has received scant attention in
historical reviews of American personality psychology,
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largely due to the prevailing belief that “personality quite
suddenly became a field in the middle of the 1930s” (Sanford,
1985, p. 492). In fact, psychologists developed an interest in
personality much earlier, and their methodological choices,
shaped by developments within the broader field of psychol-
ogy and in the larger culture, influenced the field in impor-
tant ways (Danziger, 1990, 1997; Parker, 1991; Shermer,
1985). In our own historical review of the field (Winter &
Barenbaum, 1999), we argue that early research in personal-
ity reveals a tension between two central tasks of personality
psychology—“the study of individual differences” and “the
study of individual persons as unique, integrated wholes”
(p. 6; emphasis in original)—and that the individual differ-
ences approach was already well-established in psychological
studies of personality by the time the subfield of personality
psychology was institutionalized in the 1930s. Here, we
examine in more detail aspects of this formative period that
contributed to the predominance of the psychometric ap-
proach and to personality psychologists’ ambivalence regard-
ing intensive studies of individual lives. We suggest that
personality psychologists’ attitudes toward case studies and
life histories were influenced by work not only in psychology
but also in neighboring disciplines that adopted alternative
investigative practices. In particular, we compare the recep-
tion of case studies and life histories in psychiatry, sociology,
and psychology during the early decades of the twentieth
century.

To illustrate the lasting effects of these methodological
choices, we trace the efforts of Allport and Murray to pro-
mote the study of individual lives in personality psychology,
and we examine psychologists’ responses to their work.
Finally, we reconsider the question of the historical course
of personality psychologists’ ambivalence regarding the
study of individual lives and suggest an interpretation of the
revival of interest in case studies, life histories, and psy-
chobiography in recent years. Rather than simply document-
ing the history of case studies and life histories in personality
psychology, we focus in this chapter on contextual factors
shaping American personality psychologists’ attitudes toward
these methods. Our account builds upon a number of earlier
sources: historical reviews of case studies (e.g., Bromley,
1986; Forrester, 1996; McAdams & West, 1997), life histories
and psychobiography (e.g., Bertaux, 1981; McAdams, 1988;
Plummer, 1983; Runyan, 1982, 1988b, 1997); handbook
chapters on the history of personality theories and research
(e.g., McAdams, 1997; Pervin, 1990; Winter & Barenbaum,
1999); and historical studies of the early development of per-
sonality psychology (Burnham, 1968a; Danziger, 1990, 1997;
Nicholson, 1996, 1997, 1998, 2000; Parker, 1991; Shermer,
1985).

INDIVIDUAL LIVES AND INDIVIDUAL
DIFFERENCES: THE MULTIDISCIPLINARY
STUDY OF PERSONALITY (1900–1930)

Gordon Allport’s (1921) review of “personality” research,
generally considered the first of its kind in an American psy-
chological journal, was “an early indication that this word was
beginning to have a technical meaning” (Parker, 1991, p. 113).
Other indicators of institutional recognition (such as publica-
tion trends in journals and textbooks, contents of professional
meetings, and changes in academic curricula) began to emerge
during the mid-1920s, and personality research “became a rel-
atively secure specialty area in American psychology by the
mid-1930s” (Parker, 1991, p. 164; see also Burnham, 1968a).
In the following section we discuss the broader cultural con-
text that influenced the emergence of the new subfield.

The “Culture of Personality”

Personality . . . is by far the greatest word in the history of the
human mind. . . . [It ] is the key that unlocks the deeper myster-
ies of Science and Philosophy, of History and Literature, of
Art and Religion, of all man’s Ethical and Social relationships.
(Randall, 1912, pp. xiii–xiv)

Cultural historians suggest that during the early decades of
the twentieth century, societal changes associated with indus-
trialization, urbanization, and mass education evoked among
Americans “a strong sense of the urgency of finding one’s self”
(Burnham, 1968b, p. 367; see also Thornton, 1996). During the
“turn-of-the-century decade,” according to Susman (1979),
“interest grew in personality, individual idiosyncrasies, per-
sonal needs and interests. . . . There was fascination with
the very peculiarities of the self, especially the sick self ”
(pp. 216–217). The popular press featured dramatic de-
scriptions of cases of psychopathology, such as the Ladies’
Home Journal article entitled “How One Girl Lived Four
Lives: The Astounding Case of Miss Beauchamp” (Corbin,
1908), a popularized version of Morton Prince’s (1906) fa-
mous case of “dissociated personality.” Seeking to relieve
fears of depersonalization, Americans consulted self-improve-
ment manuals that emphasized the cultivation of a unique, fas-
cinating “personality”—a term that “became an important part
of the American vocabulary” (Susman, 1979, p. 217). This
new emphasis on “personality” is evident in the previous
quote from John Randall. Randall represented the New
Thought, or Mind Cure, movement, which was important in
the transition from a “culture of character,” a nineteenth-
century ideal emphasizing duty and moral qualities, to a “cul-
ture of personality” (Susman, 1979, p. 216), emphasizing
self-development and self-presentation.
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The 1920s saw “the culmination on a mass scale of public
interest in personal, introspective accounts of private ex-
periences” and the development of “a mass market for popu-
larized personal documents” (Burnham, 1968b, p. 368).
Americans read magazines such as True Story (Krueger,
1925), first published in 1919 (Ernst, 1991), and Personality:
A Magazine of Biography, published from 1927 to 1928 and
edited by Ralph Henry Graves, who in 1934 published a bi-
ography of Henry Ford—an emblematic figure of the “cul-
ture of personality” (Susman, 1979, p. 223). They sought
advice from publications on popular systems of character
analysis such as graphology, the interpretation of personality
from handwriting (see Thornton, 1996, who suggests that
graphologists’ romantic view of handwriting as a reflection of
the unique individual offered more comfort to Americans
than did psychologists’ measures of individual differences).
The “new psychology,” which borrowed concepts of hidden
human motives from psychoanalysis, became “one of the
characteristic fads of the age” (Burnham, 1968b, p. 352).
“Candid and confessional autobiographical fragments were
central in popular expositions of psychoanalysis,” and case
reports “had all the appeal—and more—of true confessions”
(p. 368). Public fascination with psychoanalysis was symbol-
ized in 1924 by the appearance of Freud on the cover of Time
magazine (Fancher, 2000).

Academic and professional cultures, too, reflected a con-
cern with personality. James C. Johnston, for example, noted
“the wide vogue” of biography (1927, p. x), “the literature of
personality” (pp. xi–xii), and argued for the establishment
of separate departments of biography, such as those that
had been recently established at Carleton College and at
Dartmouth (see the introduction to Johnston’s book by bi-
ographer Gamaliel Bradford, 1927). Personality became a
central concept in academic and professional fields such as
psychopathology and psychiatry (Taylor, 2000), sociology
(Barenbaum, 2000), education (Danziger, 1990), and social
work (Richmond, 1922; V. P. Robinson, 1930), and in the
mental hygiene movement (Cohen, 1983), as well as in psy-
chology (Nicholson, 1997, 1998, 2000). Following Freud’s
visit to America in 1909, many of these fields began to reflect
the influence of psychoanalysis (see, e.g., Danziger, 1997;
Hale, 1971; Lubove, 1965; Shakow & Rapaport, 1964).

It is important to note the multidisciplinary nature of per-
sonality studies during the formative period of personality
psychology. (Craik, 1986, makes a similar point but uses the
term “interdisciplinary” instead of “multidisciplinary”; we
use the latter term to suggest that research on personality was
conducted in many disciplines, whether or not it involved
cross-disciplinary collaboration.) At this time, the boundaries
between psychology and disciplines such as sociology and

psychiatry were unclear. For example, both psychology and
sociology developed subfields of “social psychology” during
this period (see the chapter by Morawski & Bayer in this vol-
ume), and social psychologists in both disciplines considered
personality a primary topic of research (Barenbaum, 2000).
Indeed, as late as the 1930s, according to Smith (1997),
“there was little clear separation between sociology and
psychology” in personality research, despite a general ten-
dency toward separation of sociological and psychological
social psychology (see also Good, 2000); researchers in both
fields were “driven by the common interest in knowledge to
make possible the individual’s social adjustment” (Smith,
1997, p. 765).

In the following sections, we examine methodological
choices regarding the study of individual lives in several
areas in which personality became a central concept during
the first three decades of the twentieth century—psychiatry
and psychopathology, sociology and social work, the inter-
disciplinary mental hygiene movement, and psychology.
There are, of course, other areas we might have included. For
example, in anthropology, life history research aroused some
interest following the publication of Radin’s (1926) Crashing
Thunder, but it became popular only in the 1930s and 1940s
(Hudson, 1973). We have chosen to treat in more depth the
reception of case studies and life histories between 1900 and
1930 in areas closely related to psychology.

Psychiatry and Psychopathology

The term “personality” appeared rarely in the general psycho-
logical literature before the second decade of the twentieth
century, and during the first decade it “typically had a collo-
quial meaning that was synonymous with ‘soul’ or ‘self’”
(Parker, 1991, p. 40). Between 1910 and 1920, however, it
began to appear in discussions of “psychiatric and abnormal
psychology topics” (p. 42) and in reviews of books on psy-
choanalysis (Parker’s observations are based on a survey of
articles in the Psychological Bulletin and the Psychological
Review between 1900 and 1920). It is important to remember
that during this period, abnormal and clinical psychology
were not central areas of academic psychology, as they are
today. Some American psychologists were interested in
psychopathology and psychotherapy (Hale, 1971; Taylor,
1996, 2000); one notable example is William James, who was
trained in medicine and taught a course in psychopathology at
Harvard beginning in 1893 (Taylor, 1996). (Woodworth,
1932, mentions having taken James’s course as a graduate
student.) In general, however, abnormal psychology was
considered to be a medical subfield rather than an area of
psychology, and the profession of clinical psychology was
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still in its infancy (see the chapter by Benjamin, DeLeon, &
Freedheim in this volume; Napoli, 1981).

“Personality” appeared early as a topic of psychiatry and
abnormal psychology in publications such as the Journal of
Abnormal Psychology, founded in 1906 by Morton Prince,
“eminent Boston physician and lecturer at Tufts College
Medical School” (G. W. Allport, 1938, p. 3). For several
years, the editorial board of the journal consisted entirely of
persons with medical training; only Hugo Münsterberg and
Boris Sidis were also trained in psychology (Shermer, 1985).
Prince was a leading figure in the “Boston school” of psy-
chopathology and psychotherapy (Hale, 1971), a group com-
posed primarily of physicians, some of whom were also
trained in experimental psychology (Taylor, 2000). The
Boston psychopathologists were among the first profession-
als to be influenced by psychoanalysis (Fancher, 2000; Hale,
1971); indeed, the first issue of the Journal of Abnormal Psy-
chology contained an article on psychoanalysis (Putnam,
1906). Between 1910 and 1925 the journal served as the offi-
cial organ of the American Psychopathological Association
(G. W. Allport, 1938), which consisted of physicians and psy-
chologists with an interest in psychotherapy (Hale, 1971).

Between 1906 and 1920, the Journal of Abnormal Psy-
chology featured more articles on “personality” than any
other psychological journal. (This statement is based on a
count of items in the historic PsycINFO database featuring
the term “personality” in titles or abstracts.) In 1921, the jour-
nal was expanded to include a focus on social psychology
and was renamed The Journal of Abnormal Psychology and
Social Psychology; the editorial announcing this change
pointed to “personality” as a central topic in both fields
(Editors, 1921). Although Prince remained the nominal edi-
tor, he soon transferred most of the editorial responsibility for
the journal to his new “Coöperating Editor,” social psycholo-
gist Floyd Allport. In 1925, the journal was renamed The
Journal of Abnormal and Social Psychology (G. W. Allport,
1938); in 1960, it became Journal of Abnormal and Social
Psychology. In 1965, the journal split into the Journal of Ab-
normal Psychology and the Journal of Personality and Social
Psychology.

Articles on personality in early issues of the Journal of
Abnormal Psychology bore such titles as “My Life as a Disso-
ciated Personality” (Anonymous, 1908) and “A Case of Dis-
ordered Personality” (Dewey, 1907), indicating their reliance
on personal accounts and case studies. Between 1906 and
1916, nearly all of the empirical studies published in the jour-
nal presented data on individuals rather than groups.Although
the proportion of group studies began to increase during the
second decade of publication, the proportion of individual
studies remained higher until 1925, averaging 75% during

Prince’s last four years as active editor and 65% during Floyd
Allport’s term as cooperating editor (see Shermer, 1985; we
discuss in a later section a change in publication trends begin-
ning in 1925). This emphasis on case studies reflected the
investigative practices of medical and psychiatric researchers
and psychoanalysts. Around the turn of the twentieth century,
the case study, familiar to medical practitioners since the days
of Hippocrates, had been introduced as a pedagogical tool by
Walter B. Cannon (1900; see Forrester, 1996; Taylor, 1996)
and by Richard C. Cabot (see Forrester, 1996; Lubove, 1965),
borrowing from law and from social casework, respectively.
Case studies were of course central in psychoanalysis; a clear
example is Freud’s (1910/1957a) discussion of the case of
“Anna O.” in his first lecture in the United States in 1909.
Case studies appeared regularly in psychiatric and psychoan-
alytic journals such as the American Journal of Psychiatry
and the Psychoanalytic Review throughout the 1920s.

Sociology and Social Work

Sociologists also contributed to the personality literature dur-
ing the early decades of the twentieth century (Barenbaum,
2000; Becker, 1930) and maintained an active interest in per-
sonality thereafter (Bernard, 1945). Their contributions have
received little systematic attention in historical discussions of
personality psychology. (For exceptions, see Burnham,
1968a, on the influence of sociology and social philosophy
on the development of personality psychology; Runyan,
1982, on sociological contributions to the study of life histo-
ries; and Smith, 1997, on personality research as a focus of
sociological and psychological social psychologists during
the 1930s.) 

The adoption in 1921 of a system for classifying abstracts
of recent literature published in the American Journal of So-
ciology was one indication of sociologists’ interest in person-
ality. The “tentative scheme” included as a first category
“Personality: The Individual and the Person” (“Recent Liter-
ature,” 1921, p. 128; in contrast, the Psychological Index and
Psychological Abstracts did not include “personality” in their
classification schemes until 1929 and 1934, respectively). A
subcategory for “Biography” (p. 128) as well as the category
“Social Pathology: Personal and Social Disorganization”
and two methodological subcategories, “Case Studies and
Social Diagnosis” and “Life-Histories and Psychoanalysis”
(p. 129), reflected sociologists’ attention to studies of
individual lives, an interest they shared with social workers,
psychiatrists, and psychoanalysts.

Case study and life history methods, including the use of
personal documents, drew attention in sociology following
the publication of Thomas and Znaniecki’s (1918–1920)
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landmark study, The Polish Peasant in Europe and America,
which was based on letters and autobiographical material.
Promoting the use of empirical methods, the study served as
a model for sociologists at the University of Chicago, the
most influential institution in sociology in the 1920s and
1930s (Bulmer, 1984). Following Thomas’s departure from
Chicago in 1918, other prominent members of the sociology
department, including Robert E. Park, Ernest W. Burgess,
Clifford R. Shaw, and Herbert Blumer, continued to promote
case studies and life histories (Bulmer, 1984), extending
their influence through the Social Science Research Council
(SSRC); we discuss these developments in a later section.
Examples of works by Chicago sociologists include Shaw’s
(1930) The Jack-Roller: A Delinquent Boy’s Own Story and
Krueger’s (1925) dissertation on autobiographical docu-
ments and personality.

A debate concerning the relative merits of case study and
statistical methods during this period reflected sociologists’
growing interest in quantitative methods, partly a result of
their collaboration with researchers in neighboring disci-
plines, such as economics and psychology. Psychologist L. L.
Thurstone, for example, was an important influence on such
sociologists as Samuel Stouffer (1930), who became a propo-
nent of statistical methods in sociology (Bulmer, 1984). The
debate was a frequent topic of meetings of the Society for So-
cial Research, an “integral part” of the Chicago sociology de-
partment composed of faculty and graduate students engaged
in serious research (p. 114). Although Chicago sociologists
were at the center of the debate, those at other institutions
also participated (see, e.g., Bain, 1929; Lundberg, 1926).

According to Platt, the debate was a “hot” issue from the
1920s until the Second World War (1996, p. 36; see also
Ross, 1991). During the 1930s, members of the Chicago so-
ciology department demonstrated their allegiance to one
method or the other at their student-faculty picnic, “where
baseball sides were picked on the basis of case study versus
statistics” (Platt, 1996, pp. 45–46). Bulmer (1984) notes,
however, that an “emphasis on the complementarity of
research methods was characteristic of the Chicago school”
(p. 121) and that several participants in the debate actually
advocated the use of both approaches. During this period
many sociologists hoped to discover general laws by com-
paring and classifying individual cases, and this view eventu-
ally contributed to a blurring of the distinction between case
study and statistical methods (Platt, 1992). Burgess (1927)
compared sociologists’ increasing interest in quantitative
methods with psychologists’ “heroic efforts to become
more scientific, that is to say, statistical” (p. 108); in contrast,
he noted that social workers and psychiatrists had introduced
the case study method into social science.

Sociologists’ use of case studies was derived in part from
the close connection between sociology and social work:

Sociology and social work took a long time to become disentan-
gled; in the 1920s people called social workers were equally or
even more likely to carry out empirical research, and university
sociologists very frequently drew on their case data whether or
not it had been collected for research purposes. (Platt, 1996,
p. 46)

Social workers’ interest in personality during this period is
illustrated by social work theorist Mary Richmond’s insis-
tence that the “one central idea” of social casework was “the
development of personality” (1922, p. 90). Richmond and
other social workers (e.g., Sheffield, 1920) wrote influential
works on case study methods.

In the sociological literature of this period, the term “case
study” referred not only to the number of cases and the inten-
siveness with which they were studied but also to a “special
kind” of data (Platt, 1996, p. 46). “Case study” was often
used interchangeably with “life history” and “personal docu-
ments”; these methods were seen as giving “access to the
subjects’ personal meanings, while alternatives [were] seen
as dry, narrow and giving access only to external data”
(p. 46). Exemplifying this usage, sociologist John Dollard
applied his Criteria for the Life History (1935) to several
different types of “life history,” defined as “an autobiography,
biography or clinical history” or “even a social service case
history or a psychiatric document” (p. 265). Dollard’s work
also reflected sociologists’ interest in refining and standardiz-
ing case methods. 

The Mental Hygiene Movement

Inspired by a case study—the autobiography of a former
patient (Beers, 1908)—the mental hygiene movement was
organized in 1909 to reform the treatment of patients in men-
tal institutions. The movement soon became a powerful
coalition of psychiatrists, educators, and social workers who
attributed various social and personal problems to individual
maladjustment (see Cohen, 1983; Danziger, 1990, 1997;
Lubove, 1965; Parker, 1991). Expanding their goals to in-
clude the identification of potential cases of maladjustment,
mental hygiene workers made “personality” the focus of their
preventive and therapeutic efforts, which frequently involved
interdisciplinary teams of experts undertaking intensive case
studies of “troublesome” children in settings such as child
guidance clinics (W. Healy, 1915; Jones, 1999). Psychiatrists
typically screened clients for medical disorders and con-
ducted psychotherapy, and social workers contributed case
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histories based on their investigations of clients and their
families. Psychologists’ role in these interdisciplinary teams
“generally came down to the construction and application of
scales that would subject ‘personality’ to the rigors of mea-
surement and so convert it from merely an object of social in-
tervention to an object of science” (Danziger, 1990, p. 164).
The movement thus supported psychologists as purveyors of
expert scientific knowledge of personality in the form of test
scores.

American Psychology

Twentieth-century American experimenters wanted general
laws, not remarkable phenomena involving special persons.
(Porter, 1995, p. 211)

In the preceding sections, we have referred to the iden-
tification of psychologists with psychometric and statistical
approaches to personality. Here, we examine several inter-
related factors in the development of these approaches, and in
psychologists’ resistance toward studies of individuals, dur-
ing the early decades of the twentieth century. 

Scientific Ethos

As many historians have suggested, psychometric approaches
reflected the positivistic, “natural science” ethos that had pre-
vailed in American psychology since the late 1800s (see, e.g.,
Danziger, 1990; see the chapter by Fuchs & Milar in this vol-
ume; Hornstein, 1988; Porter, 1995). Psychologists were par-
ticularly concerned with producing “objective” knowledge
and eliminating sources of “subjectivity”:

For experimental psychologists, being scientific meant creating
distance. It meant opening up a space, a “no man’s land,” be-
tween themselves and the things they studied, a place whose
boundary could be patrolled so that needs or desires or feelings
could never infiltrate the work itself. Every aspect of the experi-
mental situation was bent toward this goal—the “blind subjects,”
the mechanized recording devices, the quantified measures, and
statistically represented results. (Hornstein, 1992, p. 256)

From this perspective, case studies and life histories, relying
on subjective reports or interpretations, appeared unscientific.

The tendency to consider case studies unscientific was al-
ready clear just after the turn of the century in comments on
the work of two respected psychologists who drew heavily on
personal documents. While observing that the “personal con-
fessions” in William James’s (1902) The Varieties of Reli-
gious Experience were “extraordinary in range and fulness

[sic],” Coe (1903, p. 62) suggested that James’s results would
be “doubly valuable” if they were supplemented by “an ex-
perimental and physiological study of the same types” (p. 63)
and commented on the “romanticism, not to say impression-
ism” (p. 65) in his method. G. Stanley Hall’s Adolescence
(1904), which was illustrated with quotations from autobi-
ographies, literature, and answers to questionnaires, drew
similar criticism. “Dr. Hall is as much an artist as a scientist,”
commented one reviewer, adding, “It is to be regretted that
much of the questionnaire data . . . has not been secured or
tabulated according to the most approved statistical and
scientific methods” (Kirkpatrick, 1904, p. 692).

Practical Demands

During the first two decades of the twentieth century, as
American psychologists became increasingly concerned with
practical problems, “the primary goal of psychology became
the prediction and control of the ‘other,’ a science of the
acts (and by a short extension, the behavior) of people rather
than of their mental experiences” (Tweney & Budzynski,
2000, p. 1015; see also the chapter by Benjamin et al. in this
volume). Psychologists developed “mental tests” for selec-
tion, diagnosis, and placement in an effort to establish their
professional expertise in solving problems associated with
educational institutions, labor unions, and immigration, and
with the national war effort in 1917 and 1918 (Danziger,
1990; Parker, 1991; Sokal, 1984; Vernon, 1933). Designed to
screen soldiers vulnerable to shell shock, Woodworth’s Per-
sonal Data Sheet was probably the first objective self-report
personality “inventory” based on the mental test format (see
Camfield, 1969; Woodworth, 1919, 1932).

Following World War I, opportunities expanded for psy-
chologists to administer mental tests in military, manager-
ial, industrial, and educational settings (Danziger, 1990;
O’Donnell, 1985; Samelson, 1985; Sokal, 1984). In the early
1920s, however, critics began to question the predictive util-
ity of intelligence tests (Parker, 1991) and suggested that
measures of personality or character traits would improve the
prediction of performance (e.g., Fernald, 1920). Although
early measures of character and personality took various
forms, the less “efficient” methods were soon replaced by
tests based on the mental test model of adding scores on sep-
arate multiple-choice or true/false items to get a total (see
Parker, 1991). According to the psychometric approach to
personality, individual differences, conceived as coefficients
in prediction equations, could be used to predict and control
behavior. (Years later, Raymond B. Cattell’s “specification
equation” [1957, pp. 302–306] would become perhaps the
most fully developed example of such prediction equations.)
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Institutional Factors

The predominance of the psychometric approach in psycho-
logical research on personality was reflected in the Journal of
Abnormal and Social Psychology after Prince offered to do-
nate the journal, once oriented primarily toward practicing
psychiatrists, to the American Psychological Association in
1925. The transfer of ownership took place on April 1, 1926
(G. W. Allport, 1938). Once social psychologist Henry T.
Moore of Dartmouth replaced Floyd Allport as cooperating
editor, the practice of publishing case studies declined dra-
matically, conforming with publication trends in mainstream
psychological journals where the proportion of reports fea-
turing individual data had been declining steadily since the
1910s (Shermer, 1985). During Floyd Allport’s first year as
cooperating editor (1921–1922), the instructions appearing
inside the front cover of each issue of the journal continued to
direct authors to send articles to Prince. Allport’s closer col-
laboration with Prince apparently resulted in only a small
change in selection standards after he moved from Harvard to
the University of North Carolina and assumed full editorial
responsibility in 1922 (see also G. W. Allport, 1938; Shermer,
1985). The announcement of Moore’s appointment requested
that contributors submit articles to him (Editors, 1925), and
he appears from the beginning of his tenure to have selected
articles according to “psychological” standards. Thus, the
proportion of empirical papers based on the study of individ-
ual cases dropped from an average of 65%, under Floyd
Allport, to 30% under Moore (see Shermer, 1985): “Their
place was taken by statistical studies based on group data”
(Danziger, 1990, p. 165). (Moore himself conducted group
studies using psychometric tests; see, e.g., Moore, 1925).

By the late 1920s, psychologists (e.g., G. W. Allport &
Vernon, 1930; Murphy & Murphy, 1931) and sociologists
(e.g., Bernard, 1932; Young, 1928) reviewing the personality
literature were explicitly identifying the psychometric ap-
proach with psychology, and life histories and case studies
with sociology and psychiatry. Although several of these au-
thors expressed positive views of studies of individual lives,
their recommendations that psychologists explore such meth-
ods appear to have had little impact (see, e.g., Parker, 1991).
Like Woodworth (1929), other authors of psychological texts
and reference works during the late 1920s and early 1930s
tended to view the case study as a “clinical” method (Roback,
1927a; Warren, 1934) and to express doubts concerning its
scientific status. For example, Symonds (1931) defined the
case study as “a comprehensive study of the individual,” but
remarked, “It should be emphasized at the outset that the
case study is not a research method. Primarily its function is
to study the individual with a view toward helping him.”
Case study data might be used in research, he suggested, but

only if they consisted of “facts . . . obtained in a reliable, ob-
jective manner” using “scientifically valid methods” (p. 555).

In striking contrast to the sociological literature of the
period, psychological studies of personality reveal little con-
cern regarding the development of methods to study individ-
ual lives. The difference reflects a lack of institutional support
for case methods in psychology, as compared to the support in
sociology at the University of Chicago. One brief report of a
methodological debate concerning case study and statistical
approaches to personality, which took place in a “round table”
on personality at the meeting of the American Psychological
Association in 1930, suggests that case studies were quickly
dismissed as insufficiently reliable (Ruckmick, 1931). One of
the participants was L. L. Thurstone (Brigham, 1931), who
represented the statistical point of view in the sociological
debates at Chicago concerning case studies (Bulmer, 1984).
Thurstone’s allegiance to the experimental perspective in
psychology is revealed in his remark concerning personality
research:

One of my principal interests in psychology to which I have
returned several times has been the study of personality. . . . My
conflict here was that, on the one hand, the center of psychology
probably was the study of personality, but, on the other hand, I
was unable to invent any experimental leverage in this field. That
was the reason why I turned to other problems that seemed to
lend themselves to more rigorous analysis. (1952, p. 318) 

Professional Concerns

Our account of the early development of personality psychol-
ogy differs from that of C. S. Hall and Lindzey (1957), who
emphasize the influence of early personality theories based
on clinical practice. However, Hall and Lindzey’s perspective
reflects the post–World War II boom in clinical psychology
(Capshew, 1999; Herman, 1995) and a corresponding focus
in the clinical and personality areas on psychoanalysis and
competing theories of personality (see, e.g., Rosenthal,
1958). In contrast, during the 1920s and 1930s, American
psychologists were more concerned with meeting practical
demands for personality measures than with theory (Murphy,
1932; Vernon, 1933) and were particularly skeptical of
psychoanalysis (see, e.g., Danziger, 1997; Hale, 1971;
Triplet, 1983).

As many historians have observed, the enormous popularity
of psychoanalysis inAmerican culture during this period posed
a threat to psychologists—particularly those working in ap-
plied areas—who were concerned with establishing their own
professional expertise and differentiating themselves from
pseudoscientists (see, e.g., Hornstein, 1992; Napoli, 1981).
Many psychologists attempted to dismiss psychoanalysts as
they dismissed the army of popular pseudopsychologists who
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advertised psychoanalysis for a dollar or promised to “show
youhowto talkwithGod”(Crider,1936,p.371).Accusing their
competitors of being unscientific, they cited their own training
in the use of rigorous scientific methods and quantitative tech-
niques (Freyd, 1926; Morawski & Hornstein, 1991; Napoli,
1981). Personality researchers promoted tests as experimental
methods (Terman,1924;Woodworth,1929)and ignoredorcrit-
icized methods that appeared subjective. They considered the
case studies of psychiatrists and psychoanalysts “unscientific
and old-fashioned” (Hale, 1971, p. 115), and perhaps too simi-
lar to the sensational cases reported in the popular press (see,
e.g., Burnham, 1968b). Roback, for example, found Freud’s
case studies more artistic than scientific (1927b) and sug-
gested that many authors selected case material to “furnish in-
teresting reading” or “prove a certain point” (1927a, p. 421).
Indeed, Freud had expressed his own ambivalence toward case
studies: “It still strikes me myself as strange that the case histo-
ries I write should read like short stories and that, as one might
say, they lack the serious stamp of science” (1893–1895/1955,
p. 160).

PROMOTING THE STUDY OF INDIVIDUAL LIVES:
GORDON ALLPORT AND HENRY MURRAY

By 1930, studies of personality were flourishing, but person-
ality was still considered a topic of several areas of psychol-
ogy (e.g., abnormal, educational, and social) rather than a
separate area. Gordon Allport played a central role in system-
atizing and defining the subfield of personality psychology
and separating it from social psychology (Barenbaum, 2000;
Nicholson, 1998, in press; Winter & Barenbaum, 1999), and
Henry Murray was influential in expanding the boundaries of
the study of personality to include experimental investiga-
tions of psychoanalytic concepts (Triplet, 1983; Winter &
Barenbaum, 1999). Both Allport (1937b) and Murray (1938)
promoted the intensive study of individual lives, an approach
to the study of personality that their colleagues in psychology
had generally overlooked. In doing so, each man drew
upon his training in disciplines outside the mainstream of
American psychology. In this section, we examine their
efforts and assess the status of case studies and life histories
in personality psychology in the 1930s and 1940s.

Gordon Allport and Case Studies: “The Most Revealing
Method of All”

When Goethe gave it as his opinion that personality is the
supreme joy of the children of the earth, he could not have fore-
seen the joyless dissection of his romantic ideal one hundred
years hence. (G. W. Allport, 1932, p. 391)

Gordon Allport (1897–1967) is well known as an advocate of
the idiographic approach to personality, a focus on the partic-
ular individual (e.g., G. W. Allport, 1937b; Pandora, 1997).
Interestingly, however, his use of this approach has been both
exaggerated and minimized. Labeled a “militant idiographer”
by Boring (in an editorial introduction to G. W. Allport, 1958,
p. 105) and accused by some critics of rejecting the nomo-
thetic approach—the search for general laws via the study of
common dimensions of personality (see, e.g., Skaggs, 1945),
Allport in fact advocated and used both approaches (e.g.,
G. W. Allport, 1928, 1937b; G. W. Allport & Vernon, 1931).
Other critics, noting that Allport published only one case
study (1965), have commented on his “ambivalence regarding
the approach that he had so long championed” (Cohler, 1993,
p. 134; see also Capps, 1994; Holt, 1978; Peterson, 1988).

Interdisciplinary Roots: American Psychology, Social
Ethics, and German Psychology

Trained in psychology at Harvard in the late 1910s and early
1920s, Allport was influenced by the prevailing experimental,
scientific ethos and contributed to the psychometric approach
to personality (Nicholson, 1996, 2000, in press). However, he
also studied social ethics, an area that involved “field training
and volunteer social service” (G. W. Allport, 1967, p. 6).
Allport (1968) described social ethics professor Richard C.
Cabot, who used case studies and biographies extensively in
his teaching (G. W. Allport, 1937a), as a teacher who had in-
fluenced his thinking. It is not clear, however, whether he actu-
ally completed a course with Cabot. Allport (1951) mentioned
having dropped one of Cabot’s courses when he learned of the
assignment to write up 25 cases in one semester. (The course
was probably Cabot’s seminar in case history method, which -
Allport’s future wife, Ada Gould, took in 1922; see Baren-
baum, 1997a.) Allport’s (1922) dissertation, an experimental
study of personality traits, included individual case profiles
and a chapter on the application of his methods to an individ-
ual client of a social service agency (possibly a client of Ada
Gould, who was a social worker at the time; see Cherry, 1996).

Another disciplinary influence on Allport’s interest in case
studies was his encounter during a postdoctoral year in
Germany (in 1923) with a qualitative, interpretive approach
to the study of personality (e.g., G. W. Allport, 1923, 1924;
see also Danziger, 1990). He studied with Eduard Spranger,
a disciple of the philosopher Wilhelm Dilthey, who had
promoted psychology as a “human science” (Geisteswis-
senschaft), emphasizing biographical studies (G. W. Allport,
1924). Allport also studied with William Stern, known not
only for his psychology of individual differences but also for
his interest in “the unity of the personality” (G. W. Allport,
1923, p. 613). Allport’s interest in the case method and in
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personal documents (e.g., G. W. Allport, 1942) may have
been encouraged by Stern, who advocated the use of bio-
graphical and historical methods (1911) and published a
psychological analysis of his own adolescent diaries (1925;
cited in G. W. Allport, 1942).

Promoting “the Intuitive Method”

After returning from Europe, Allport struggled to reconcile
the empirical and quantitative American approach to per-
sonality with the more theoretical and qualitative German
approach (G. W. Allport, 1962b). He became particularly in-
terested in the German method known as Verstehen, which he
translated as “the intuitive method” (G. W. Allport, 1929) or
“case method” (Roe, 1962)—“the understanding of the con-
crete personality in its cultural setting” (G. W. Allport, 1929,
p. 15). Contrasting the intuitive method with the psychomet-
ric approach, Allport remarked, “It was inevitable that mental
testing should appear. By these methods persons can be com-
pared with persons, but can never in the wide world be under-
stood in and of themselves” (n.d., p. 11; emphasis in original
[Courtesy of the Harvard University Archives]; see also
G. W. Allport, 1924, p. 133; 1929, p. 16, for further elabora-
tions of this point, which was one of Allport’s cardinal princi-
ples). By this, Allport meant that only the intuitive method, by
its focus on the whole person rather than the measurement of
separate traits, could reveal the interaction or organization of
traits within the person. (We discuss this point further below.)

In 1928, Allport conducted “an experiment in teaching by
the intuitive method” (G. W. Allport, 1929, p. 14), basing an
introductory psychology course on the autobiography of
William Ellery Leonard (1927) and requiring that students
prepare a case study (G. W. Allport, 1929). It is probably in
this context that Allport began to develop his suggestions for
preparing case studies (G. W. Allport, 1937b). He continued
to teach by the case method throughout his career, using auto-
biographies (e.g., Leonard, 1927; Wells, 1934), personal
documents, and other case materials and assigning the prepa-
ration of case studies (Barenbaum, 1997b; Cherry, 2000).

Allport’s early publications promoting “the study of the
undivided personality” (G. W. Allport, 1924) and the intuitive
method (G. W. Allport, 1929) apparently had little impact on
American psychologists. His suggestion that “personality
never possesses an exclusively objective character” and his
emphasis on intuition were clearly incompatible with the
view of psychology as an objective “natural science.” His cri-
tique of the psychometric method was an unwelcome
reminder of psychologists’ subjectivity:

Personality is in reality always perceived by some person whose
own experience is the background for the perception. That is to

say, in actual life the apprehension of personality is conditioned
by three factors, (a) the behavior sets of the person studied,
(b) the behavior sets of the person studying, and (c) the condi-
tions under which the study is made, including the relation which
exists between the two persons. The psychograph [i.e., a profile
of trait scores] oversimplifies the problem by assuming that the
investigation of personality need only consider the first of these
conditions. (1924, pp. 132–133)

Although Allport stressed the need for both “natural science”
and intuitive methods in the study of personality, statements
such as the following were no doubt unpersuasive to his sci-
entifically minded colleagues: “The psychology of personal-
ity must be broad enough to embrace both the particular and
general aspects of its subject. Even if this obligation requires
that it be both art and science, there is still no escape” (1929,
p. 20; emphasis in original).

Promoting “Scientific Case Studies”

In the early 1930s, Allport adopted a new strategy in his ef-
forts to promote the case study. Employing more scientific
rhetoric and echoing the prevailing view that the method was
“unsatisfactory,” he suggested nevertheless that “the concrete
individual has eluded study by any other approach” and re-
marked that “in the future there will undoubtedly be attempts
to standardize the case study in some way which will reduce
its dependence upon the uncontrolled artistry of the author”
(G. W. Allport & Vernon, 1930, p. 700; see also G. W. Allport,
1933; Nicholson, 1996). Toward this end, Allport and his stu-
dents designed experimental studies of “intuitive” processes
and attempted to improve the scientific respectability of case
studies by addressing methodological issues related to the
question, “How shall a psychological life history be written?”
(G. W. Allport, 1967, p. 3). For example, Cantril (1932; cited
in G. W. Allport, 1937b) showed that “optimum comprehen-
sion and memory-value result from the use of general charac-
terization followed by specific illustration” (p. 393n).

Allport’s (1937b) text reflected this change in strategy. Un-
like other authors of psychological texts (e.g., Stagner, 1937),
who treated the case study as a clinical method, Allport
treated it as a research method. Noting that the case study “has
not ordinarily been recognized as a psychological method,”
he described it as “the most revealing method of all” and de-
voted several pages to six “suggestions for the preparation of
a case study” (1937b, p. 390)—for example, “Deal only with
a personality that is known” (p. 391; emphasis in original). He
cited the work of several students relating to the ability to
judge personality and to the most effective method of describ-
ing personality. He discussed the “generalization of case stud-
ies” in “the construction of psychological laws” (p. 395)—a
“nomothetic” application that would bolster their scientific
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status. But he noted that even a general law could be one that
explained “how uniqueness comes about”; for example, the
principle of functional autonomy, which suggests that mo-
tives become independent of their origins in “infantile” or “ar-
chaic” drives (p. 194; emphasis in original), accounts for
unique personal motives. Allport also pointed out psycholo-
gists’ neglect of laws that applied to particular individuals:
“The course of each life is a lawful event, even though it is un-
like all others of its class” (p. 558). The study of individual
lives, he suggested, would enable psychologists to make bet-
ter predictions of individual behavior, one of the goals of sci-
entific psychology.

Allport saw the case study as the psychologist’s “final
affirmation of the individuality and uniqueness of every per-
sonality” (G. W. Allport, 1937b, p. 390). Clinicians and soci-
ologists, he argued, had developed the method with a focus
on “maladjustments” or on “social influences surrounding the
individual” (p. 390) rather than on personality itself. Focus-
ing within the person, he chose to overlook “the factors shap-
ing personality” (p. viii; emphasis in original). This neglect
of cultural and social contexts reflected the emerging person-
ality ideal (Nicholson, 1998, in press) and the psychological
Zeitgeist (for example, Allport’s text was more successful
than that of Stagner, 1937, who emphasized social and
cultural factors; see Barenbaum, 2000). Ironically, however,
it may have resulted in case studies that were one-sided (see
our discussion of context later in the chapter).

Henry Murray’s Personology and the Study of Lives

Like Allport, Henry Murray (1893–1988) developed an ap-
proach to personality that emphasized both the study of indi-
vidual differences and the integrative understanding of
individual persons. Also like Allport, Murray brought to per-
sonality psychology interests, skills, and experiences drawn
from a variety of other fields—perspectives that led him to
emphasize the study of individuals. Indeed, for Murray, the
study of individual life histories was the psychology of
personality, or (as he preferred to call it) “personology”
(1938, p. 4). (Although “personology,” either as a term or as
a [sub]field, has by and large not entered general use, there is
a small “Society for Personology,” founded by Murray disci-
ples, which is dedicated to the life history approach to the
study of personality.)

Interdisciplinary Roots: Medicine, Literature,
and “Depth Psychology”

Murray was born to wealth and privilege (Anderson, 1988;
Murray, 1967). He was trained as a physician, concerned
with diagnosing and treating individual persons. Even in

medical school, his interest in case studies went well beyond
what was required. For example, he wrote a thoroughly re-
searched, formal medical history and an extensive narrative
account (both unpublished) of the life and circumstances of a
prostitute who was dying of syphilis (see F. G. Robinson,
1992, pp. 63–65). 

Murray’s strong literary and artistic interests also rein-
forced his emphasis on the study of individuals. A chance en-
counter during an ocean voyage in 1924 led him to read
Moby-Dick; thus began a lifetime’s passionate interest in the
life and writings of Herman Melville (F. G. Robinson, 1992,
pp. 81–82, 109–110, 133–140, and passim). Over the next six
decades, Murray published an introduction to Melville’s
Pierre as well as reviews of several books about Melville.

An almost casual dinner-party discussion led Murray to
buy Carl Jung’s recently published Psychological Types
(1923/1971). Two years later, he visited Jung in Zurich, meet-
ing and socializing daily for three weeks (F. G. Robinson,
1992). Thus began a fascination with “depth psychology”
(Jung and Freud; also Otto Rank, Alfred Adler, and others; see
Murray, 1938, pp. 24–25) that was decisive in leading him
away from medicine and physiology to psychology as a life
vocation. While Murray did not incorporate Jung’s specific
types into his conceptual scheme of personality (Murray,
1938, pp. 238, 726–727), the concept of type, involving cate-
gories of whole persons rather than tables of component
“elements,” did create a path, for Murray (1955) and other per-
sonality psychologists, toward the study of molar units—that
is, the whole lives of individual persons. By focusing on per-
sons rather than variables, then, type is a quasi-dimensional,
quantitative method that maintains the individual person
perspective while also permitting comparison (Platt, 1992,
describes sociologists’ similar efforts to classify and compare
cases). Jung’s typology is probably the best-known example,
but from time to time other personality theorists have sug-
gested typologies (for example, Freud, 1908/1959, on the anal
character type, 1916/1957b, on character types, 1931/1961, on
libidinal types; Rank, 1931/1936, on the “artist,” “neurotic,”
and “average” types; and Block, 1971, on normal personality
types). And although the concept of type is not currently fash-
ionable in personality research, there are signs that its useful-
ness is being recognized—or rediscovered (see Thorne &
Gough, 1991; York & John, 1992).

The “Explorations” Project

At the Harvard Psychological Clinic during the 1930s,
Murray gathered an extraordinary group of more than two
dozen collaborators, including a sociologist, an anthropolo-
gist, a physician, a poet, and psychologists of widely varying
backgrounds and approaches. They produced the landmark
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Explorations in Personality (Murray, 1938), a study of
51 young men by his interdisciplinary team and one of the
first major systematic research studies of normal personality.

Variable-Centered Concepts. Explorations in Person-
ality is most often cited nowadays for its list of 20-plus mo-
tives or “needs.” For example, this catalog of motives formed
the basis of numerous personality questionnaire measures,
such as the Stern Activities Index, the Edwards Personal
Preference Schedule (EPPS), and the Jackson Personality
Research Form (PRF). David McClelland and his colleagues
developed thematic apperceptive measures of three major
motives (achievement, affiliation, and power) from Murray’s
list of needs (see Winter, 1998b).

Actually, motives were only one part of an extensive,
101-page catalog of “variables of personality” (Murray,
1938, pp. 142–242), which also included other concepts
(discussed below) such as need-integrates, general traits or
attributes, “miscellaneous internal factors,” and numerous
other variables such as values, sentiments, interests, “gratu-
ities,” abilities, and complexes. (At the conclusion of the
description of these variables, Murray wrote, “No one who
has had the patience to read through this section can be
expected to come away from it now with a clear head”
[1938, p. 230].)

Person-Centered Procedures. In addition to its wealth
of dimensional contributions, the Explorations project also
presented an elaborate series of procedures, developed or
adapted by Murray and his collaborators, for describing and
assessing individual persons (Murray, 1938, pp. 397–603).
Some (such as tests of hypnotic susceptibility or level of as-
piration) yielded simple scores, like traditional dimensional
tests. Many other procedures, however, lent themselves more
to configurational or narrative interpretation: for example, a
group conference with the person being studied, informal
conversations, an autobiography, the Thematic Apperception
Test (TAT), and a Dramatic Productions Test (developed by
Erik Erikson; see Homburger, 1937).

The final stage in the assessment of each person was thor-
oughly centered on the unique and complex structure of the in-
dividual. After all information on a person had been collected,
a “biographer” prepared a “psychograph,” defined as an “ab-
stract biography” (Murray, 1938, pp. 605–606) or “recon-
struction of the subject’s personality from birth” (p. 29); this
definition, which emphasized the person-centered approach,
was quite different from the nomothetic definition of “psycho-
graph” as a profile of trait scores (see, e.g., F. H. Allport &
G. W. Allport, 1921; for an application of both approaches to
the description of an individual person, see McClelland, 1951,

especially pp. 589, 591). A five-person diagnostic council then
discussed the person, often for five or six hours, and voted on
final ratings for that person on all personality variables. (The
reliance on a diagnostic council’s discussion, rather than more
quantitative, and thus dimensional, methods was one reason
why Harvard psychologists Karl Lashley and Edwin Boring
voted against tenure for Murray; see F. G. Robinson, 1992,
p. 225). Only one such case, that of “Earnst” (written by
Robert White), was actually presented in Explorations, but it
was presented at considerable length: At 88 pages, it took up
11% of the book’s entire text. Because of space limitations,
other cases had to be eliminated from the final version of the
book (Robinson, 1992).

Person-Centered Concepts. While most of the vari-
ables in Murray’s catalog lent themselves to elaboration in a
nomothetic direction, several concepts were particularly ap-
propriate to the intensive study of individual lives. For exam-
ple, the concept of need-integrate referred to the compound
of a motive along with its customary emotions, preferred
modes of action, and familiar related goal objects (1938,
pp. 109–110). While the motive itself (e.g., achievement, af-
filiation, power) may be universal—that is, present in varying
amounts in most people—the remaining components of emo-
tion, action modes, and objects would be different for differ-
ent people. Thus, the need-integrate concept individualizes
the more nomothetic concept of motive. (Murray used the
term “complex” in a similar fashion.)

Murray defined gratuity as a “gratuitous end situation,”
that is, an unnaturally easy goal-attainment due to factors
such as inheritance or luck. Such gratuities are “common in
the lives of the over-privileged” (1938, pp. 62, 112n; see also
p. 228). The gratuity concept has the potential to link indi-
vidual personalities to the opportunities, demands, and re-
sources of their environments, thereby making it possible to
incorporate race and class privilege (or, conversely, race and
class oppression) into the personality portrait. 

Several concepts refer to the hierarchical and temporal
arrangement of people’s motives; for example, regnancy,
where one motive dominates others (Murray, 1938, pp. 45–49);
relations of fusion, subsidiation, and conflict among different
motives at any one time (pp. 86–89); and time-binding or ordi-
nation (p. 49; see also Murray, 1959), by which processes
different motives are arranged into long-term temporal
sequences, “strategies,” or serial proceedings (Murray, 1959).
These concepts make it possible to chart, with a relatively small
number of basic motives and other personality characteristics,
an almost infinite range of individuality over the life course.

Murray conceptualized the forces and stimuli of the envi-
ronment in terms of perceived and actual press. In Murray’s
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view, an environmental press typically elicited an individual
need; this sequence was termed a thema. Thus, for example:
press Rejection → need Affiliation. (Alternatively, for some
people the thema might be: press Rejection → need Rejec-
tion.) At the most abstract level was the concept of unity-
thema, an underlying press → needs reaction system that is
the “key to [each individual’s] unique nature. . . . By the
observation of many parts one finally arrives at a conception
of the whole and, then, having grasped the latter, one can 
re-interpret and understand the former” (Murray, 1938,
p. 604–605; emphasis in original). 

The Study of Individual Lives in the 1930s 
and 1940s . . . and Later

We have suggested that during the first three decades of the
twentieth century, psychologists were reluctant to adopt
methods of studying individual personalities. Were these
methods more widely accepted in the 1930s and 1940s (see,
e.g., Craik, 1986)? In this section we examine the reception
of Allport’s and Murray’s texts and reassess the status of case
studies and life histories in personality psychology during
this period.

Reception of Allport’s and Murray’s Texts

As we have seen, Allport’s early publications promoting case
methods were generally overlooked by personality psycholo-
gists; in contrast, his Ascendance-Submission (G. W. Allport,
1928) and Study of Values (G. W. Allport & Vernon, 1931)
tests were very successful (see, e.g., Bernreuter, 1933; Duffy,
1940). Reviewers of Allport’s (1937b) book recognized it as
a foundational text for the new field of personality psychol-
ogy (e.g., Cantril, 1938; Hollingworth, 1938; Jenkins, 1938),
but his emphasis on the study of the individual drew sharp
criticism. J. P. Guilford, for example, considered it “a revolt
against science” (1938, p. 416; see also Bills, 1938; Paterson,
1938; Skaggs, 1945). Similarly, Richard M. Elliott (1939) ap-
proved of Murray’s (1938) efforts to combine psychoanalytic
and experimental approaches, his procedures (especially the
Thematic Apperception Test), and his catalog of variables,
but he criticized Murray’s neglect of psychometric research
and of statistics. Elliott found the case study of Earnst too
speculative.

Elliott’s criticism reflected his own ambivalence regarding
the study of individual lives in personality psychology.
Around 1938, he had begun teaching a course entitled
Biographical Psychology, relying on biographies, autobiog-
raphies, and fiction and requiring that his students prepare a
biographical study. However, he referred to the course as a

clinical offering, described it as highly unorthodox, and was
greatly relieved to learn that his students were also taking
more traditional psychology courses (Elliott, 1952).

Allport: Ambivalence or Accommodation?

Although Allport may have had some ambivalence regarding
case studies (see, e.g., Barenbaum, 1997a; Cohler, 1993;
Nicholson, 1996, in press), his unpublished record suggests
that his failure to publish more than one case study was
largely an accommodation to the prevailing climate in psy-
chology, which continued to be unsupportive of such meth-
ods. His correspondence reveals that he hoped to follow his
text with a volume on the methodology of case studies and
life histories, including case materials for use in courses in
psychology and social work (e.g., G. W. Allport, 1937a). In
addition to the case of Jenny Masterson (G. W. Allport, 1965;
Anonymous, 1946), he collected extensive materials on a
second case that remained unpublished (Barenbaum, 1997a).
In 1938 and 1940, Allport conducted seminars on the life his-
tory and the case method, working with his students to
expand his list of “rules and criteria for the writing of scien-
tific case studies” and design research concerning “reliability,
validity, and the most effective methods for utilizing raw ac-
counts of personality” (G. W. Allport, 1940a; see Barenbaum,
1997a). Examples of this research include studies by
Cartwright and French (1939) and Polansky (1941). Al-
though Allport (1967) later suggested that the rules for case
studies had proved unsatisfactory and were therefore never
published, in fact he submitted them to his publisher,
along with several sample cases. When the publisher doubted
that such a volume would be marketable (Allport, 1941;
MacMurphey, 1941), describing himself as “the victim of
an obsession” (courtesy of the Harvard University Archives),
replied that he had to complete it whether or not it could
be published (the rules were eventually published by
Garraty, 1981).

Instead, he accepted a request to write a monograph on the
use of personal documents in psychology (G. W. Allport,
1942) for the SSRC, noting that “to the best of my knowledge
I am the only psychologist who has worked extensively with
the methodological problem you raise” (1940a). He saw the
monograph, written amidst the increasing press of work re-
lated to the U.S. involvement in World War II, as a beginning:
“To render the logic of the case method acceptable to hard-
headed American empiricists is a long and difficult job”
(1941; quoted in Hevern, 1999, p. 14). Allport argued that
personal documents provided knowledge of “concrete indi-
viduals. . . . in their natural complexity,” an “essential first
step” in psychology (1942, p. 56), and that they could “aid in
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meeting . . . the three critical tests of science: understanding,
prediction, and control” (p. 191; emphasis in original).

Although the appearance of several monographs on per-
sonal documents and life histories (e.g., G. W. Allport, 1942;
Dollard, 1935) suggests that these topics were salient in per-
sonality psychology during the 1930s and 1940s (Craik,
1986), these monographs reflected the interests of several
members of the SSRC, and their influence on personality
psychologists appears to have been minimal. Platt (1996)
notes that Chicago sociologist Ernest W. Burgess, who had a
particular interest in case study methods, chaired the SSRC’s
Committee on Appraisal of Research, which sponsored ap-
praisals of the use of personal documents in several dis-
ciplines (G. W. Allport, 1942; Gottschalk, Kluckhohn, &
Angell, 1945). She finds, however, that during this period
sociologists’ interest in case studies, life histories, and per-
sonal documents was declining and that attention to these
methods virtually disappeared following World War II (Platt,
1992, 1996). Plans for a third volume were apparently can-
celed; Allport (1943a) had suggested that it either present a
summary of German theories of Verstehen or review re-
search, such as Murray’s, that related case studies to psycho-
metric and experimental methods.

Hevern (1999) observes that although Allport’s mono-
graph (G. W. Allport, 1942) outsold other SSRC volumes, his
promotion of the case method was generally overlooked by
mainstream psychologists. In contrast, Allport’s argument
that the idiographic use of personal documents could meet
the three tests of science (understanding, prediction, and con-
trol) was widely cited by clinical psychologists in the debate
regarding clinical and statistical prediction that coincided
with the rapid expansion of clinical psychology during the
1940s and 1950s (Barenbaum, 1998; see Meehl, 1954). Iron-
ically, the debate focused more on clinical predictions based
on psychometric data than on the idiographic methods—
involving subjective meanings—that Allport hoped to pro-
mote (see G. W. Allport, 1962a).

Although his work on the American war effort interfered
with his plans, Allport continued to collect personal docu-
ments in hopes of interpreting and publishing them (e.g.,
G. W. Allport, 1945). Throughout his career he supported
case studies “behind the scenes,” using them in his teaching
and increasing their visibility during his term as editor of the
Journal of Abnormal and Social Psychology (1938–1949). In
the 1940 volume, he featured a symposium on “psychoanaly-
sis as seen by analyzed psychologists” (G. W. Allport, 1940c,
p. 3). In 1943, he initiated a special “clinical supplement”
consisting of case studies (G. W. Allport, 1943b), following it
with regular clinical issues in 1944 and 1945. Beginning in
April 1946, each issue included a section of case reports.

Allport described his solicitation and publication of case
studies as “the one distinctive contribution that I have made
during my term of editorial service” (G. W. Allport, 1949,
p. 440). He also supported the work of authors such as Jean
Evans, a reporter whose case studies appeared first in the
Journal (1948, 1950) and later in a book (1954). In her fore-
word, Evans expressed her appreciation to “Dr. Gordon W.
Allport, whose idea it was in the first place that such a book
should be written” (p. xvii).

Publication Trends

Continuing an earlier trend, the number of studies of individ-
uals published both in general psychology journals and in
“personality” journals (the Journal of Abnormal and Social
Psychology and Character and Personality) declined during
the 1930s and 1940s (G. W. Allport, 1940b; Shermer, 1985).
Although early volumes of Character and Personality fea-
tured studies using biographical and archival methods (Craik,
1986), this journal was atypical. Founded in 1932 by Robert
Saudek, a European graphologist (Roback, 1935), it was
originally international in scope and emphasized “psycho-
diagnostics,” or character reading based on expressive be-
havior (G. W. Allport, 1937b), an approach that received little
attention from American researchers. Allport was on the edi-
torial board of the journal, which published the studies of
several students from his life history seminar (Cartwright &
French, 1939; Polansky, 1941). By 1945, however, the newly
renamed Journal of Personality had changed to reflect the
interests of American personality psychologists. The new
direction was signaled by the omission from the title of
“character,” an older term preferred by many European
psychologists (see Roback, 1927a). The proportion of studies
of individuals declined sharply between the 1930s and the
1950s (Shermer, 1985).

Even among clinical psychologists, the status of case stud-
ies remained marginal. Allport’s retirement as editor of the
Journal of Abnormal and Social Psychology was followed by
another dramatic decrease in the number of studies of indi-
viduals published in the journal (Shermer, 1985). Comment-
ing on a pioneering book of clinical case studies (Burton &
Harris, 1947), Dollard noted that it relied heavily on test ma-
terial and was not “the much-needed book of illuminating
case histories for the teacher of Abnormal Psychology”
(1948, p. 541).

What Happened to Murray’s “Personological” Concepts?

It seems clear that Murray’s theory and methods, as origi-
nally developed in Explorations in Personality and later
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extended and elaborated (e.g., Murray, 1959, 1968, 1977;
Murray & Kluckhohn, 1953), offered an extensive array
of methods and concepts that could enrich the study-of-
individuals approach to personality psychology. Yet in any
account of Murray’s enduring impact on the field, these
methods and concepts usually (and fairly) take second place
to his more nomothetic concepts and procedures, such as the
TAT. How can we account for this discrepancy? One impor-
tant factor was undoubtedly Murray’s lifelong tendency—
present in his biographical work on Melville as well as his
psychology—to revise, rework, and “fuss” with his most im-
portant works—ultimately leaving them fragmentary and in-
complete (see F. G. Robinson, 1992, passim). Many other
personality psychologists, nomothetically inclined, were
eager to develop his list of variables; no one took up the task
of working out “need-integrate,” “gratuity,” or “serial pro-
ceeding” in sufficient detail so as to make their usefulness—
and thereby the usefulness of the individual lives approach—
apparent. What Murray left undone, especially in the
conceptual domain of the study of individuals, often re-
mained (to a great extent) undone. 

Individualized Assessment Ventures

Murray’s approach has survived in certain intellectual “niche”
positions: for example, in the work of Robert White (a Murray
protégé and a former member ofAllport’s life history seminar;
see G. W. Allport, 1967) on the “study of lives” (White, 1952,
1963, 1972). Murray’s approach has continued to be important
in certain kinds of assessment situations. During World War II,
he and several colleagues developed an assessment program,
loosely modeled on the Explorations project, for selecting
personnel (i.e., spies serving behind enemy lines, mostly) for
the U.S. Office of Strategic Services, forerunner of the Central
Intelligence Agency (Office of Strategic Services [OSS] As-
sessment Staff, 1948). After the war, Donald MacKinnon, a
Murray protégé, used the OSS assessment system as a model
for establishing the Institute for Personality Assessment and
Research (IPAR) at the University of California, Berkeley
(MacKinnon, 1967). (In the early 1990s, perhaps as a sign
of ambivalence about the “person” versus dimensional ap-
proaches, and in response to funding opportunities, the insti-
tute was renamed Institute for Personality and Social Research
[IPSR].) At the same time, “assessment centers,” loosely
based on many of Murray’s principles, came to play an impor-
tant role in selection and development of senior executives in
U.S. corporations (Bray, 1982, 1985; Campbell & Bray,
1993). In contrast, nomothetic questionnaire-based assess-
ment predominates in the selection and guidance of lower-
level workers, and at all levels of education.

Why the difference? Person-centered assessment is
clearly expensive and time-consuming. Probably these costs
can only be justified in a few situations, where choosing the
right or wrong person has important financial or social conse-
quences—for example, the right spy, the most effective
corporate senior officer. In a very real sense, therefore,
personality assessment (and personality psychology gener-
ally) remains stratified, more or less along lines of social
power and social class: person-centered for elites (and for
criminals and others who threaten or challenge elite power;
see our discussion of vivid persons, below), nomothetic for
the masses.

REASSESSING THE HISTORY OF AMBIVALENCE
TOWARD THE STUDY OF INDIVIDUAL LIVES

It is difficult to understand the history of ambivalence toward
the study of individual lives in personality psychology if we
accept historical accounts that attribute the origins of the
field to clinically-derived theories, on the one hand (e.g., C. S.
Hall & Lindzey, 1957), or to the publication of Allport’s and
Murray’s texts, on the other hand (e.g., Sanford, 1985). Each
of these historical reconstructions emphasizes the “dissident”
role of personality theorists, overlooking broader contextual
influences on the direction of personality research, as well as
the development of the psychometric tradition before 1930.
Adopting a longer time perspective, we have seen that the psy-
chometric approach was predominant in personality research
by the time the field was institutionalized in the mid-1930s
and that the decline of interest in studies of individual lives
between the 1930s and the 1950s continued a general trend
in psychology (dubbed “the triumph of the aggregate”;
Danziger, 1990, p. 68) that began as early as the 1910s.

Adopting a multidisciplinary perspective, we have sug-
gested that the marginal status of case studies and life
histories in personality psychology was related to their iden-
tification as preferred methods in psychiatry and in abnormal
psychology (at a time when this field was primarily a med-
ical specialty), and in sociology, where they were associated
with the emergence of empirical research. In contrast,
psychologists interested in personality adopted psychomet-
ric measures as efficient means of meeting practical goals.
Psychologists working in “applied” areas were particularly
attracted to quantitative methods that could establish their
scientific expertise and differentiate them from their “pseudo-
scientific” competitors. These preferences persisted during
the emergence of personality psychology as a separate sub-
discipline in the 1930s, despite calls for more attention to
case study methods.
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Gordon Allport’s and Henry Murray’s efforts to promote
studies of individual lives were initially less successful than
their efforts to systematize the new subfield. While generally
agreeing that the goal of personality psychology was to un-
derstand the individual person, other authors of personality
texts during this period, like Woodworth (1929) before them,
used case studies for illustrative purposes (see McAdams &
West, 1997) but continued to describe them as clinical
methods rather than as research methods. Although several
students and colleagues of Allport and Murray explored
methods of studying individual lives, attention to these meth-
ods during the 1930s and 1940s reflected primarily the inter-
ests of sociologists (particularly those involved with the
SSRC) and European psychologists rather than a more gen-
eral acceptance of these methods by American personality
psychologists.

Without these external supports, methods of studying in-
dividual lives received even less attention from personality
psychologists during the post–World War II period, which
saw an increase in the use of survey and quantitative tech-
niques in the social sciences (Platt, 1992, 1996). Although
Allport’s monograph on personal documents (G. W. Allport,
1942) fueled controversy regarding clinical versus statistical
prediction during the 1940s and 1950s, it appears to have had
more of an impact on clinical psychologists than on personal-
ity researchers (e.g., O’Connell, 1958). The post–World
War II expansion of clinical psychology contributed to the
continuation of the prediction debate, but, ironically, drew at-
tention away from Allport’s goal of developing idiographic
research methods in personality psychology. As Allport ob-
served later, “We stop with our wobbly laws of personality
and seldom confront them with the concrete person” (G. W.
Allport, 1962a, p. 407).

Revival of the Study of Individual Lives in
Personality Psychology

There are signs of a resurgence of interest in the study of
individual lives on the part of personality psychologists.
Psychobiography, a topic of special interest to political psy-
chologists and many historians, had continued to grow and
flourish since its beginnings in the early twentieth century.
Erikson’s studies of Luther (1958) and Gandhi (1969) were
widely viewed as models of how to study individuals through
the combined lenses of personality psychology and history.
Other examples include studies of Woodrow Wilson (George
& George, 1956), George Bush and Mikhail Gorbachev
(Winter, Hermann, Weintraub, & Walker, 1991a, 1991b), four
U.S. foreign policy advisors (Elms, 1986), U.S. president Bill
Clinton (Suedfeld, 1994), and Adolf Hitler (W. Langer, 1972).

(Much of Langer’s work was based on earlier studies of
Hitler by Murray, whose work was not acknowledged by
Langer; see F. G. Robinson, 1992, pp. 275–278, also Murray,
1943.) Several books and articles contain lists of psychobio-
graphical studies (Cocks & Crosby, 1987, especially pp.
217–222; Craik, 1988; Crosby & Crosby, 1981; Elms, 1994;
Friedman, 1994; Glad, 1973; Greenstein, 1969, especially
p. 72; Howe, 1997; McAdams & Ochberg, 1988; Runyan,
1982, 1988a, 1988b, 1990, 1997; Simonton, 1999; and Stone
& Schaffner, 1988). Greenstein (1969, chap. 3) provides a
model for the tasks of description and analysis in construct-
ing individual psychobiographical case studies, and Winter
(2000) reviews recent developments.

Beginning in the 1980s, however, this wave of interest in
psychobiography began to enter the mainstream, as personal-
ity psychologists explored how psychobiography and studies
of individual persons could enrich their field. Runyan (1981)
used the question of why nineteenth-century Dutch painter
Vincent van Gogh cut off his ear as the basis for a discussion
of how to gather and evaluate evidence, and how to decide
among rival explanations of specific actions of particular
individuals. In Life Histories and Psychobiography: Explo-
rations in Theory and Method, Runyan (1982) reviewed
methodological problems, addressed criticisms, and sug-
gested guidelines for the evaluation and preparation of case
studies, life histories, and psychobiographical studies. West
(1983) edited a special issue of the Journal of Personality
devoted to idiographic methods. A few years later, McAdams
and Ochberg (1988) edited another special issue of the same
journal, on psychobiography and life narratives, with papers
devoted to analysis of earlier work, methodological sugges-
tions, and studies of particular individuals. 

Over the next decade, several collections of case studies
appeared—often inspired by external intellectual influences
and trends; for example, feminist theory (e.g., Franz &
Stewart, 1994; Romero & Stewart, 1999) or hermeneutic-
interpretive and narrative methods (e.g., Josselson &
Lieblich, 1993–1999). At the same time, several new person-
ality textbooks (e.g., McAdams, 1990; Winter, 1996) gave
considerable attention to individual persons, while many
existing texts expanded their use of case study material in
new editions.

In many cases, these studies used quantitative scores from
traditional nomothetic variables to elucidate personality
change and development over time (e.g., Espin, Stewart, &
Gomez, 1990; Stewart, Franz, & Layton, 1988). Sometimes
the use of quantative data helped to resolve paradoxical
behaviors (e.g., the study of Richard Nixon by Winter &
Carlson, 1988) or explain surprising outcomes (e.g., the study
of Bill Clinton by Winter, 1998a). And studies by Stolorow
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and Atwood (1979), Alexander (1990), and Demorest and
Siegel (1996) turned personality on its head by arguing that
personality theories have personal and subjective origins in
the lives of their creators.

In 1997, Nasby and Read (1997) published a truly land-
mark case study of Dodge Morgan, who at the age of 54 sold
his electronics business for $41 million, commissioned con-
struction of a sailboat, and then completed a 150-day nonstop
solo circumnavigation of the earth (see Morgan, 1989, for his
own account of the voyage). Nasby and Read integrated a
rich and diverse array of quantitative and qualitative data:
numerous personality tests, administered before and after
(and in some cases during) the voyage; Morgan’s voyage log,
content-analyzed for a variety of themes and personality
characteristics; and Morgan’s letters and later memoir (1989)
of the voyage.

Motives That Drive Psychologists to Study Individuals

Considering all these trends together, it seems that—even
when highly abstract and nomothetic perspectives such as the
five-factor model of traits are enjoying great popularity—
there is also a revival of interest in studies of individual
persons within contemporary personality psychology. It is
worthwhile to speculate about some reasons for the coexis-
tence of these two very different trends.

Vivid Persons. First, the world is populated with many
vivid and arresting persons, people who compel our attention
because their lives depart so extensively from the ordinary
courses. History and today’s headlines are full of people whose
behaviors—hence their personalities—cry out for explanation
and understanding because they are so strange or at least do
not “make sense” by fitting into a coherent pattern. Thus, the
enigma of Adolf Hitler’s personality continues to drive inter-
pretations, psychological and otherwise, more than 55 years
after his death, as testified to by the comprehensive review of
Hitler biographies and psychobiographies by Rosenbaum
(1998), Kershaw (1999), and L. L. Langer (1999).

To take three more contemporary examples: What features
of the personality of Theodore Kaczynski led him to become
the “Unabomber,” mailing meticulously-designed explosive
packages to a miscellaneous group of people (e.g., technol-
ogy executives and at least one psychologist) as a protest
against the effects of technology? Why did Timothy McVeigh
in 1995 blow up the Murrah Federal Building in Oklahoma
City, killing 168 people (including 15 little children in a day-
care center) and injuring more than 500 others? And finally,
what personality dynamics led the mysterious figures of
Mohamed Atta and his cohort to commit suicide and mass

murder by hijacking jet airliners to fly into the World Trade
Center towers, the Pentagon, and whatever target they in-
tended for the plane that crashed in rural Pennsylvania on
September 11, 2001 (Yardley, 2001)?

Often, however, there are people who will never make
headlines or draw lengthy obituaries; yet they fascinate and
perplex their friends and acquaintances. Thus, Gordon Allport
was drawn to the personality of his college roommate’s
mother, Jenny Gove Masterson (a pseudonym that Allport
used in place of her real name), as they corresponded over a
period of 11 years. (As Winter, 1993, suggests, perhaps this
was because she resembled in some ways his own mother and
cast him in the role of “good son,” in comparison to her own
son. Unconsciously, Allport may even have experienced his
roommate as a kind of “double.”) After Jenny’s death, Allport
used the letters as case materials in his teaching and later pub-
lished them, first as journal articles (Anonymous, 1946) and
then, near the end of his own life, as a book (Allport, 1965).
At least two of his students attempted quantitative analyses of
Jenny’s personality, based on some of her letters (Baldwin,
1942; Paige, 1966). In the book version of her letters, Allport
discussed a variety of personality interpretations of Jenny.
Clearly, for Allport, Jenny was an exceptionally vivid person,
someone who drew his attention and mobilized his most
strenuous explanatory powers. As he put it in the preface:
“Invariably she pins me down with the unspoken challenge,
‘And what do you make of me?’” (Allport, 1965, p. x; em-
phasis in original). In such circumstances, everyone feels
compelled to explain (thus graduate students—in psychology,
anyway—often feel this compulsion with respect to their
mentors!). To Allport, the psychologist “has a curiosity that
drives him further, sometimes even to the point of indelicacy”
(p. 157).

When we try to explain such vivid and compelling people
with the usual resources of the personality psychologist’s
“toolbox” of nomothetic variables, the results can be quite
unsatisfying—a hollow portrait. For example, a description
of the Unabomber’s personality in terms of the popular five-
factor model of traits might run as follows: low surgency (at
least in face-to-face interactions), low agreeableness, high
conscientiousness, and high neuroticism. (His level on fac-
tor 5, openness to experience, can be debated. Was it high, as
reflected in the broad erudition in his “manifesto,” or was it
perhaps low because of the rigidity of his ideas?) While this
trait profile may be consistent with his behavior, it actually
tells us very little. For one thing, such a profile probably
fits several million middle-aged American males—most of
whom have not tried to kill other people. (Recall how many
people rush to apply the unhelpful descriptive cliché of
“loner” to assassins and those who carry out mass shootings.)
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Further, it is difficult to construct any strong explanatory
links between such broad and general terms as “introversion”
or “neuroticism,” on the one hand, and the highly differenti-
ated and specific actions of a Unabomber, a Hitler, or a Jenny,
on the other. 

“Synthesizing” the Individual Personality? The most
traditional and widespread criticism of the individual lives
approach to personality is that it does not permit generaliza-
tion (for discussions of several common criticisms, see
Runyan, 1982, 1983, and McAdams and West, 1997). Staub
(1980) put it succinctly: “If we focus on the uniqueness of
every human being, we cannot generalize from one person to
another . . . [and] the aim of science is to discover laws . . .
applicable at least to some, if not to all people” (p. 3). Such an
argument can easily be turned on its head, as follows: The ob-
ject of science is to formulate general principles that enable
us to understand concrete examples or instances. However,
the present state of personality psychology is such that we are
not really close to being able to “synthesize” a conception of
a person from knowledge of that person’s scores on any list of
component personality variables alone. At a minimum, we
need to know how these variables are structured.

Consider the following example (which is hypothetical,
but based on some real people we have known). A factor
analysis can describe how variables are grouped across large
groups of people. Thus, in most five-factor trait models,
“aggressive” and “kindly” might define two opposite poles of
an agreeableness factor (and perhaps to some extent also two
poles of an independent surgency factor). Nevertheless, while
these two traits are somewhat opposed at the group level, it is
not difficult to imagine individual persons who are both
“kindly” and “aggressive.” Such persons could express this
opposed pair of traits in a variety of quite different ways,
depending on how they are structured within the person. For
example, they could alternate between being kindly and ag-
gressive, thereby appearing inconsistent with respect to both
traits. Or they could differentiate as to other people, acting
(consistently) kindly toward some people and (consistently)
aggressive toward others. Or one trait could subsume and
incorporate the other, so that the person acts “kindly, but in
an aggressive way” or else “aggressive, albeit in a kindly
fashion.” Embodied in real persons, each of these possibili-
ties would lead to strikingly different patterns of behavior
and effects on other people; yet each could be based on the
same two trait scores.

Reconceptualizing the Goals of Personality Psychology.
Another response to the criticism that case studies do not per-
mit generalization is to take seriously Allport’s suggestion

that personality psychology has more than one goal. In
Allport’s view, these goals include not only the discovery of
general laws but also the discovery of laws pertaining to par-
ticular individuals and, more broadly, the understanding of
particular individuals (e.g., G. W. Allport, 1937b, 1962a). Re-
cently, Runyan (1997, p. 44) has proposed a conceptual
framework for personality psychology consisting of four
major objectives: the development of general theories (e.g.,
psychoanalysis), the study of individual and group differ-
ences (e.g., the “Big Five” trait factors), the analysis of
“specific processes and classes of behavior” (e.g., dreams,
motives), and the understanding of individual persons and
lives. Arguing that these four goals are interrelated but at least
partially independent of one another, Runyan suggests, “Work
on all four tasks is necessary, and the fact that inquiry at one
level does not automatically answer questions at the other lev-
els is not a telling criticism” (p. 50).

Questioning of “Science.” The Staub quotation cited
above, which is critical of the individual lives approach, is
based upon a particular (rather monolithic) conception of
what science “is,” as well as a high valuation of that concep-
tion. Without entering into the debate about those issues, we
do note that in the last decades of the twentieth century,
“science” as it has traditionally been practiced has come
under intellectual, social, and political criticism from a vari-
ety of perspectives. Postmodernists have argued that the
objectivity of “objective” science is an illusion; followers of
Foucault claim that science is always practiced in the service
of power; and feminists would refine that claim to be “in the
service of male power.” And indeed, from its very beginnings,
mainstream personality psychology has eagerly sought recog-
nition and funding by catering to the interests of the ruling
class: selecting good executives, deselecting poor soldiers,
managing industrial workers, and supplying labels used to
identify and control the behavior of members of less power-
ful, and potentially “troublesome,” groups (see above; also
Danziger, 1990, 1997; Parker, 1991; Winter & Barenbaum,
1999). Thus it was inevitable that the mainstream quantita-
tive, nomothetic approach in personality should be a target for
more general criticisms of science (or at least of “scientism”)
and that an alternative (less “scientific”) approach would be
looked upon more favorably by the critics.

Yet we must not go too far. All personality psychologists
who use the individual lives approach would insist that they
are rigorous scholars; they would also vigorously deny that in
their interpretations “anything goes,” or that, in the derisive
words of Gergen, “The case study simply allows the investi-
gator freedom to locate the facts lending support to . . .
preformulated convictions” (1977, p. 142). Most would
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maintain that they are practicing science, and many would
argue for the possibility of (in Allport’s words) “a science
treating individuals” (G. W. Allport, 1937b, p. 21). And in
fact, some of the critics of mainstream personality psychol-
ogy are really friendly critics, trying to improve the true sci-
entific credentials by taking account of these alternative
perspectives (see, e.g., Stewart, 1993, on how feminist theo-
ries can improve personality research).

Thus, personality psychology is not immune to intellec-
tual trends and fashions (albeit perhaps somewhat sluggish
and belated in its responsiveness). Currently, approaches that
involve narrative and other qualitative methods, as reflected
in the existence and importance of the Handbook of Qualita-
tive Research (Denzin & Lincoln, 2000), are enjoying rela-
tively high prestige in the academic community, particularly
in many social science fields. (For example, sociology has
seen a revival of interest in case studies and personal docu-
ments; see Platt, 1992, 1996; Plummer, 1983.) Thus, it is only
natural that such trends should give impetus to a renewed
focus on the individual lives approach (e.g., McAdams,
Josselson, & Lieblich, 2001), particularly when they can be
combined with quantitative methods (see, e.g., J. M. Healy &
Stewart, 1991).

Importance of Social Context. A final reason for the re-
newed interest in the individual lives approach to personality
is a recognition of the importance of people’s social contexts
in shaping and channeling their personality characteristics
and dynamics. Psychologists have long recognized the pow-
erful effects of immediate situations or microcontexts; for
example, things that can be manipulated in laboratory exper-
iments. Even more striking in their effects, however, are
macrocontexts, or enduring features of social structure and
culture—gender, age, social class, culture, and history. For
example, consider such personality variables as power moti-
vation, optimistic explanatory style, extraversion, and consci-
entiousness. Each is clearly defined. Each has considerable
construct validity, which means that it is associated with a
recognized and characteristic set of observable behaviors. Yet
imagine how differently each would have been expressed
on the morning of June 6, 1944, by the following two people,
in the following two situations: (1) a white 20-year-old
American man storming Utah Beach during the World War II
invasion of Normandy in France, and (2) a middle-aged
Japanese American woman in an internment camp set up in
the Utah desert at the beginning of the war by the U.S. gov-
ernment for citizens and residents of Japanese ancestry. Tak-
ing account of the enormous context differences, we could
probably recognize abstract similarities in the expression of
power motivation, optimistic explanatory style, extraversion,

and conscientiousness across the two situations. And within
each situation, we could recognize differences between peo-
ple who were high versus low in power motivation, conscien-
tiousness, and so forth.

When we consider the many different features of people’s
social contexts, each interacting with all the others, it is im-
mediately apparent that taken together, they transform and
channel the expression of nomothetic “standardized” person-
ality variables in an indefinitely large number of ways. (Of
course, the different personality variables interact with and
thereby transform each other, as well.) As a result, the con-
cepts of “personality variables” and even “personality” are
most appropriately understood not as autonomous, free-
floating entities located “within” people but rather as “bun-
dles” of potentialities, expressed in many and varied (but still
recognizable) ways in combination with features of the social
micro- and macrocontexts. The study and assessment of per-
sonality, then, become the much broader study and assess-
ment of personality-in-contexts; this, in turn, means the study
and assessment of individual lives. In other words, recogni-
tion of the importance of social context facilitates recognition
of the value of the individual lives approach.

Context and Complexity in Personality Psychology

Some psychologists have recognized, at least in principle, the
importance of context in the expression of personality. Kurt
Lewin (1935) long ago articulated the principle that behavior
is a joint function of the personality (P) and the environment
(E); in formulaic terms: B � f(P, E). This principle is often
expressed by including a person-situation interaction term in
an ANOVA or regression. However, Lewin’s simple formula
and these interaction terms are really little more than program-
matic methodological aspirations or statements of faith; as
they stand, they are of little use in the full analysis of complex
person-environment transactions in the real world. From our
perspective, Lewin’s formula is misleadingly simple: Person-
ality itself is also a function of complex and differentiated en-
vironments, past and present, as well as immediate situations.
For example, might Jenny’s personality have been different if
she had been more financially secure (M. B. Allport, 1965)?

Atkinson (1957) developed a model for relating motiva-
tion and behavior by considering the effects of context-
related variables such as expectancy and incentive as they
interacted with approach and avoidance motives. While the
model was usefully applied to the analysis of certain situa-
tions, mostly involving the achievement motive (Atkinson &
Feather, 1966; McClelland, 1985; McClelland & Winter,
1969, pp. 15–19), it, too, remained a largely programmatic
model.
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In developing his list of personality variables, Murray
made a deliberate analogy to organic chemistry (1938,
p. 142). His list of motives and traits was seen as a limited
number of elements capable of combining with each other and
environmental press, producing an almost infinite number of
complex and unique individual personality-environment
“compounds”—that is, individual lives. On the other hand,
subsequent personality psychologists mostly confined their
attention to the short list of personality elements rather than
the enormous variety of person-environment compounds.
This would be analogous to chemists focusing only on the
abstract characteristics of carbon, hydrogen, oxygen, and
nitrogen, considered in isolation—appropriate for the early
weeks of secondary school chemistry, perhaps, but hardly
organic chemistry!

Taking Murray’s metaphor seriously would lead personal-
ity psychology in the direction of studying these many and var-
ied individual lives, just as organic chemists attend to the many
and varied emergent properties of an enormous number of or-
ganic compounds. (As mentioned above, Murray actually in-
troduced several concepts, such as need-integrate, regnancy,
ordination, and gratuity, that could facilitate the study of
personality-in-context in individual lives, but these concepts
were never seriously developed and elaborated, either by
Murray or by later generations of personality psychologists.)
Asimilar perspective has emerged recently from the discovery
that human complexity is generated by a surprisingly small
number of genes:

The key to complexity is not more genes, but more combinations
and interactions generated by fewer units of code—and many of
these interactions (as emergent properties, to use the technical
jargon) must be explained at the level of their appearance, for
they cannot be predicted from the separate underlying parts
alone. So organisms must be explained as organisms, and not as
a summation of genes. (Gould, 2001)

At the beginning of the twenty-first century, then, we have
come to recognize that personality involves complex interac-
tions among elements and contexts in ways that, over time,
are to some extent irreversible (or at least only reversible
with greater difficulty than acquisition) and cannot be ade-
quately described with simplistic, positivistic conceptions of
science. We believe that these complexities—of personality
and of psychological science—have energized a renewed
interest in the individual lives approach to understanding per-
sonality. At the same time, we believe that no one should un-
derestimate the difficulty of studying lives with traditional
and valuable standards of scientific objectivity and rigor—to
develop, as Allport suggested, a true science of the single
case. Perhaps in the next century, the field will benefit from
the increased popularity and accessibility of chaos theory

(also called complexity theory) and its associated mathemat-
ical concepts (e.g., Nowak & Vallacher, 1998) as alternatives
to classical psychometric procedures and rules.

Finally, we suggest that to understand contexts and the
way they shape the level and expression of personality di-
mensions within individual lives will involve us in making
acquaintance with and giving serious study to many other
disciplines: for example, anthropology, sociology, gender
studies, political science, history, economics, religion, even
architecture and geography. To do justice to the whole range
of human experience, we believe, the study of individual
lives in personality psychology must become again, as it
originally was, an interdisciplinary endeavor.
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The onset of the twenty-first century heralds a new era for
developmental psychologists, whose work is being enriched
by new findings from such fields as behavioral and molecular
genetics, cognitive science, cultural studies, sociology, epi-
demiology, history, psychiatry, and pediatrics. At the same
time, many of our current questions owe a clear debt to our
forebears. These earlier theorists influenced thinking and re-
search in ways that are still evident today, and a review of
their contributions reminds us that many questions in our
field are recurring ones. Issues that have disappeared and
reappeared in slightly different guises at various stages of the
field’s history are still part of the contemporary scene. It’s not
that developmentalists simply recycle problems, but progress
often proceeds to a point and comes to a halt until develop-
ments in other fields, new conceptualizations and formula-
tions of a problem, or methodological and design advances
reenergize the issue and bring it to a new level of understand-
ing and investigation. By stimulating interest in the historical
roots of our discipline, we hope both to sharpen our appreci-
ation of our forebears and to develop a source of hypotheses
that may now be ripe for investigation in the current scientific
climate.

We can give only the broadest outline of the history of the
field of developmental psychology. There are many complex-
ities that we have had to ignore. We hope that this overview

will whet the reader’s appetite for further exploration. Fuller
reviews of our historical roots are available in Parke,
Ornstein, Rieser, and Zahn-Waxler (1994) and Cairns (1998),
and a reprint series of original articles and volumes by earlier
theorists is available in Wozniak (1993a, 1993b, 1994, 1995).

We have divided the history of developmental psychology
into five time periods—the beginning years of developmen-
tal psychology (1880–1914), the period of institutionaliza-
tion and fragmentation (1915–1940), the era of expansion
(1940–1960), the rise of contemporary themes (1960–1985),
and the current period (1985 to present). Across these peri-
ods, we discuss recurring issues of theory and method to
illustrate the ways in which there has been both constancy
and change in developmental psychologists’ views of the
central issues of the field. We argue that, in many regards,
there have been major strides in the subtlety of the distinc-
tions and the sophistication of the measurements and designs
brought to bear on developmental questions. At the same
time, there is much consistency between the perspectives of
our ancestors of a century ago and the views of contemporary
developmental theorists.

Another thesis is that the agenda of contemporary devel-
opmental psychology has more in common with the field’s
agenda from the turn of the century than with the agenda of
the middle era (1920–1960). This middle period, with its
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emphasis on behaviorist and normative development, its
focus on experimental child psychology and social learning
theory, was a sharp departure from the origins of the field.
What Cairns noted two decades ago is still true today: “An
overview of the past suggests that today’s investigators are as
much determined by history as they are makers of it. The
major issues of the present appear to be, in a large measure,
the same ones that thoughtful contributors to the science have
addressed in the past” (Cairns, 1983, p. 90).

Why are we returning to the concerns of our distant past?
One reason is that our forebears were wise in their choice of
questions and raised enduring issues. Another reason is that,
in the middle period, developmentalists took some detours
away from the original goals of the field in their enthusiasm
for establishing a separate science on the basis of positivistic
principles. The field’s behavioristic focus promoted a prolif-
eration of excellent methods and technological advances but
ignored basic questions of biology, consciousness, and cogni-
tion. Today, as the beneficiaries of both the early and the
middle eras, we are in a position to ask again the old ques-
tions and address them in more methodologically sophisti-
cated ways.

THE BEGINNING YEARS (1880–1914)

The beginning years of the field of development can be char-
acterized in two ways. One way is to describe the figures who
first forged the field; the other way is to describe their posi-
tions in terms of modern theoretical distinctions.

The Founders

When the field of child psychology was established as a sep-
arate and distinctive field, two sets of influential individuals
were involved. One group provided the institutional and or-
ganizational support for the new discipline of psychology;
the second group provided ideas and methods for the new sci-
ence of developmental psychology. G. Stanley Hall led the
first group; James Mark Baldwin, Sigmund Freud, and Albert
Binet formed the second.

The intellectual figure who anticipated the emergence of
the distinctive field of developmental psychology and who in-
fluenced the thinking of all these early figures was not a psy-
chologist, however, but the biologist, naturalist, and architect
of evolutionary theory, Charles Darwin (1809–1882). Darwin
provided the intellectual foundation for a science of develop-
ment by arguing that human development was governed by
a set of discoverable natural laws. This central thesis, in

combination with Darwin’s own early experimental studies of
infants’ emotional and perceptual abilities, paved the way for
later scientific analysis of children’s development.

G. Stanley Hall (1844–1924) was a cofounder and first
president of the American Psychological Association and the
founder of the first professional journal on development,
Pedagogical Seminary. In 1909, Hall, as president of Clark
University, invited Sigmund Freud to an international con-
ference involving American and European psychologists and
psychoanalysts. This was a landmark meeting; it introduced
Freud and his psychoanalytic ideas to an American audi-
ence, and those ideas shaped the thinking of developmental
scholars in the United States for the next half century. As a
theorist and methodologist, Hall made more limited contri-
butions (see Ross, 1972; White, 1992). He did introduce the
questionnaire as a way to explore the contents of children’s
minds—in fact, between 1894 and 1914 he published 194
questionnaires (White, 1992)—but his nonrandom sampling
strategies, his imprecise wording of questions, and his non-
standardized mode of administering the questionnaires made
the work more suggestive than definitive. Hall and his con-
temporaries at the turn of the century had limited knowledge
of sampling techniques and issues of generalizability, and
they chose samples of convenience; unfortunately, these
highly selected samples were of unknown representative-
ness. Hall is perhaps best known for his recognition that
adolescence is a unique period of development with a vari-
ety of concomitant shifts in biology, cognition, and social
relationships (Hall, 1904).

Hall’s contemporary, James Mark Baldwin (1860–1934),
was less of a facilitator but more of a theorist. He held posi-
tions at the University of Toronto, where he established the
first experimental psychology laboratory in North America,
and later at Princeton University and Johns Hopkins Univer-
sity. Although he was a talented experimentalist, it was his
theoretical work that secured his position in the history of
developmental psychology. In his extensive theoretical
writings, he articulated a variety of themes, which in retro-
spect appear surprisingly contemporary (Baldwin, 1894,
1895, 1897). First, he developed a stage theory of develop-
ment, which was remarkably similar to Piaget’s. As Piaget
would later do, Baldwin set out a series of stages of develop-
ment for mental processes, which were to a substantial extent
based on observations of his own children. Even more than
Piaget, he recognized the interplay between social and cogni-
tive development and championed the study of the self and
the need to examine different units of analysis (individual,
dyad, and group). Unfortunately, Baldwin’s contribution was
limited because of the short duration of his career, which
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ended abruptly as the result of a personal scandal. In 1908, he
was forced to resign from Johns Hopkins after being caught
in a raid on a house of prostitution. He spent the rest of his
career in Mexico and Europe, where he continued to write
about development as well as world peace. A second reason
for his limited influence was his failure to develop empirical
paradigms to test his ideas. As is always the case in science,
theory without a clear way of evaluating the underlying no-
tion is of limited value to the field. In spite of his lack of data,
his ideas are remarkably modern. It is now recognized that
“Baldwin stands alongside William James as one of the pri-
mary intellectual forces involved in the founding of American
psychology as a science” (Cairns, 1994, p. 129).

At the time, however, it was Sigmund Freud (1856–1939)
who influenced American developmental psychology. Freud
offered both a theory of development based on psychosexual
stages and a method of study, psychoanalysis (Freud, 1900,
1905, 1910). Freud taught at the University of Vienna but de-
voted himself largely to clinical work with neurotic patients
and to a prolific writing career. In spite of the fact that he did
not treat children, he developed a theory of early development
based on the recollections of childhood by his adult clients. In
many ways, Freud set the agenda for the next 50 years of de-
velopmental psychology by defining content domains (ag-
gression, sex roles, morality) and articulating central themes
(the importance of early experience, the formative impact of
early family relationships for later developmental outcomes).

Alfred Binet (1857–1911) was the most underappreciated
figure of this era (Siegler, 1992). Despite his lack of formal
training in psychology, Binet was a prolific contributor with
over 200 books, articles, and reviews on a wide range of psy-
chological subjects to his credit. Binet is, of course, best
known for his contributions to the assessment of intelligence
(Binet & Simon, 1905), but he was much more than the father
of IQ testing. He anticipated a number of Piaget’s views,
for example, that cognitive development is a constructive
process, that its purpose is adaptation to the physical and
social worlds, that children assimilate new experiences to
existing ways of thinking, and that intelligence pervades all
activities. Moreover, he made major contributions to various
areas of memory, particularly suggestibility and eyewitness
testimony, children’s memory for prose, and the role of
memory in mental calculation expertise (Binet, 1894, 1900).
Binet designed and conducted a variety of memory experi-
ments. At the same time, he recognized the need to apply
convergent methodological approaches to solve psychologi-
cal problems. “Our psychology is not yet so advanced that
we can limit our analyses to information attained in the
laboratory” (Binet, quoted in Cairns, 1983). It is interesting

that Binet’s demonstrations of the feasibility of an experi-
mentally based science of child development predated
Watson’s more famous experiments on conditioning of emo-
tion by nearly 20 years. “Binet was the first to provide con-
vincing evidence for the proposition that a science of human
development was possible” (Cairns, 1983, p. 51). For a vari-
ety of reasons—primarily, perhaps, his lack of a university
position—Binet’s contributions were largely forgotten until
recently (Cairns, 1983; Siegler, 1992).

Characteristics of the Early Theories

Theories of development may be characterized, most cen-
trally, by whether they posit that development is the conse-
quence of internal (nature) or external (nurture) forces.
Overton and Reese (1973) describe this dichotomy as organ-
ismic versus mechanistic. The organismic view is character-
ized by a focus on biological or endogenous accounts of
development. It has as its basic metaphor “the organism,
the living, organized system presented to experience in mul-
tiple forms. . . . In this representation, the whole is organic
rather than mechanical in nature” (Reese & Overton, 1970,
pp. 132–133). The mechanistic view is characterized by a
focus on environmental mechanisms, and development is
seen as essentially an externally controlled or driven process.
The machine is often used as the metaphor for this develop-
mental model of development. In the early era, Baldwin,
Freud, Hall, and Binet all endorsed an organismic approach.
As Cairns noted of Baldwin: “His aim was to outline ‘a sys-
tem of genetic psychology’ that would attempt to achieve a
synthesis of the current biological theory of organic adapta-
tion with the doctrine of the infant’s development” (Baldwin,
1895, p. vii, cited by Cairns, 1983, p. 54).

Another way in which theories of development can be
described is in terms of their breadth. The scope of the early
theories was notably broad. Not only did they include emo-
tions and cognitions, sex and sensation, but a century ago, the-
orists in the grand tradition assumed that large portions of
the developmental landscape could be accounted for in terms
of a limited number of general, universal principles. They
were not unaware of cross-cultural variation, but they viewed
other cultures as living laboratories that could provide oppor-
tunities to evaluate the operation of fundamental laws of de-
velopment. Freud’s use of anthropological data in Totem &
Taboo (Freud, 1918) was an attempt to describe unconscious
motivation in other cultures. This was a prime example of our
ancestors’ eagerness to seek confirmation of their theories in
other cultures. Their understanding of those cultures, how-
ever, was quite limited.
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Limited, too, was their understanding of their own cul-
ture. Contemporary developmental psychologists recognize
that societal conditions in a variety of spheres—medical, ed-
ucation, economic, political, and social—influence both
development itself and research and theory about develop-
ment. They have seen how historical conditions can shape
choices of problems and theoretical interpretations. The most
celebrated example, of course, is the influence of Victorian
Vienna on psychoanalysis (Lerner, 1986). The repressive
views concerning sex and sexuality held by European soci-
ety in the early 1900s quite clearly contributed to the symp-
toms exhibited by Freud’s patients and the focus on sexual
feelings and processes in Freud’s theory. However, Freud
himself and the other early theorists showed little awareness
of the need to acknowledge the role of societal and historical
influences in their theories of development.

As an emerging discipline, not surprisingly, developmental
psychology was also an interdisciplinary enterprise. The early
theorists looked to philosophy, biology, pedagogy, and sociol-
ogy for ideas. Hall was particularly influenced by philoso-
phy, religion, education, and evolutionary biology. Baldwin
reached out to religion. Freud incorporated anthropology. At
the same time, there was a strong push to disassociate the
emerging field from its roots—especially its philosophical
roots—and to establish the new field as a separate discipline,
especially a scientific one. Baldwin’s theories as well as
Binet’s experimental demonstrations represented clear depar-
tures from the introspectionist approach of the past.

In brief, by 1914, American psychology had become
established as an independent discipline, developmental psy-
chology as a separate science was beginning to emerge, and
the major themes of development that occupied us for the next
century were being defined. In the next phase, the institution-
alization of developmental psychology as a distinctive sub-
field within mainstream psychology began.

A PERIOD OF INSTITUTIONALIZATION AND
FRAGMENTATION (1915–1940)

Two major themes characterize the next period in the history
of developmental psychology. First, this was a period of
establishment of major research institutes. Second, it was an
era both of extraordinary theoretical and empirical advances
in developmental psychology and of multiple voices and rau-
cous cacophony.

The Institutes of Child Development

Reflecting societal concerns about ways to improve the
rearing of children, a number of research institutes were

established around the United States, including those at the
University of Iowa, the University of Minnesota, Teachers
College at Columbia, Yale, and the University of California,
Berkeley. The goals of these new institutes were research,
teaching, and dissemination. The programs were modeled
after the successful agricultural research stations. As
Mrs. Cora Bussey Hillis, an early supporter of these activities,
envisioned, “if research could improve corn and hogs, it could
improve children” (Sears, 1975, p. 19).

The institutes not only created a professional workforce of
child developmentalists but also initiated some of the major
longitudinal projects of the century. Some of these projects
were highly specialized; others were more general. At Yale,
Arnold Gesell (1880–1961) began his intensive studies
of children’s motor development, while John Anderson at
Minnesota provided detailed descriptions of personality de-
velopment (Anderson, 1937). At Berkeley, two sets of lon-
gitudinal studies began in the late 1920s and early 1930s
focusing on a variety of aspects of development—intellec-
tual, social, and motor (see Bayley, 1949; Elder, 1974).
Sontag (1944), at the Fels Research Institute, also started a
longitudinal study in the 1930s that lasted until the 1970s.
The Fels project also used a broadband approach involving
assessments of social, emotional, motoric, and physical de-
velopment. These studies were largely atheoretical and
descriptive; they provided important normative guidelines
concerning early developmental timetables.

A Triad of Towering Theorists

But theory in developmental psychology was not dead. On
the contrary, this was an era of fragmentation, and markedly
different theoretical approaches to the study of development
were all competing for support. In the United States, behav-
iorism under the leadership of John B. Watson (1878–1958)
was a force to be reckoned with, with its strict views that
children’s development was the consequence of conditioning
by the environment. According to Watson, children learn
everything, from skills to fears. All behavior begins as a sim-
ple reflex and is conditioned over time. Fears are most easily
conditioned through pairing with loud noise; love is created
by fondling; even verbal behavior and thinking begin as
babbling, then grow in complexity as they are conditioned
to objects in the environment. Watson’s (1913, 1924) ex-
perimental demonstrations of conditioning, most famously of
little Albert, did much to place the newly emerging field of
child development on a solid scientific footing.

Meanwhile, other viewpoints were emerging as significant
challenges to a behavioral view of development. Most directly
in opposition to Watson’s position was Gesell’s maturational
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approach to development, which suggested that development
unfolds in a series of steps, fixed and predetermined in order.
Only under extreme conditions, such as famine, war, or
poverty, are children thrown off this biologically programmed
timetable. According to Gesell, the tendency to grow is the
strongest force in life, and the inevitableness and surety of
maturation are the most impressive characteristics of early
development. “The inborn tendency toward optimum devel-
opment is so inveterate that [the child] benefits liberally from
what is good in our practice, and suffers less than he logi-
cally should from our unenlightenment” (Gesell, 1928,
p. 360). Gesell’s years of careful observation produced a
corpus of work that was not only a highly sophisticated
account of motor development but an early version of a dy-
namic systems view of development (Thelen, 1993).

At the same time, Jean Piaget (1896–1980) was emerging
as an influential theorist in Europe and offered a further con-
trast with prevailing American views. Piaget offered not
only a rich description of children’s cognitive progress from
infancy to adolescence but the first fully developed theory
of stages of cognitive development. In a series of books,
Piaget outlined four major stages of cognitive development,
the stages of sensorimotor development (0 to 2 years), pre-
operational development (2 to 6 years), concrete operations
(6 to 12 years), and formal operations. Children were ob-
served to pass through these stages in a fixed and sequential
order as they moved toward increasingly abstract modes of
thought. His theory and empirical demonstrations over the
span of more than half a century place him with Freud in
the forefront of child development theorists of the twentieth
century. Although there have been challenges to his origi-
nality with credible claims that much of his theory was an-
ticipated by Baldwin (Cahan, 1984), his uncanny ability to
design tasks to test his theoretical propositions secured his
scientific reputation.

An Appraisal of the Era

The marked differences among the three theorists in this pe-
riod, Watson, Gesell, and Piaget, are brought into perspective
by noting their positions on key developmental questions.
Their basic positions concerning what causes development
were in stark contrast. Watson was the archetypical mecha-
nistic theorist who believed that development occurred from
the outside in. He believed that the goal of theory was not to
understand behavior but to predict and control it. He viewed
learning and conditioning principles as the processes through
which these ends were met. In contrast, Gesell was a theorist
who was organismic in his viewpoint on the causes of devel-
opment, championing maturational processes as the key to

development. His goal was to provide a systematic account
of development, not necessarily to control or predict the
direction of development. Piaget balanced the importance of
both internal, biological processes of development and exter-
nal resources to support it. He posited biological adaptational
processes as the explanatory mechanism for development,
and his theoretical aim was understanding, not prediction or
control. Although these three theorists diverged in their as-
sessment of the nature of developmental processes, they did
agree that there are universal and historically independent
processes that account for development.

The three theorists also differed in their assumptions about
the course of development. Piaget was clearly a committed
stage theorist who endorsed the concept of discontinuity
across development. Watson, on the other hand, viewed de-
velopment as continuous. Gesell recognized both continuity
and discontinuity across development. For Gesell, there are
periods of reorganization at different points across develop-
ment but considerable continuity in terms of underlying
processes. Siegler and Crowley’s (1992) microgenetic ap-
proach might well have been championed by Gesell, with its
recognition that there is an uneven progression across devel-
opment as new skills and strategies are acquired and inte-
grated in the child’s repertoire.

The big-three theorists of this era also took somewhat dif-
ferent approaches to conducting research. Watson performed
laboratory “experiments,” which actually, because of their
lack of control, are more accurately referred to as demonstra-
tions. Gesell and Piaget, in contrast, raised systematic obser-
vation to a new level. Piaget watched, with much profit, his
own infants (Piaget, 1926), while Gesell made a career of cat-
aloging motor movements of other people’s children (Gesell,
1928). Both incorporated subtle structured interventions into
their observations—a pile of three red blocks, a matchbox, a
screen—to probe with infinite patience the minute changes in
abilities evident over the course of a week or a month in a
child’s life.

A final way in which the triad of theorists differed was in
their view of how—or whether—the principles of develop-
mental psychology should be applied to “real world” issues.
Piaget was basically uninterested in applied issues—in spite
of an abundance of efforts by others to apply his theory to
education settings in the 1960s and 1970s. He called these
concerns “the American question.” In contrast, Watson was a
strong proponent of applying learning principles to the rearing
of children. Through a series of popular books addressed to
parents, Watson tried to shape the thinking of a generation of
parents. “Parents, whether they know it or not,” he stated with
authority, “start intensive training of their children at birth. By
3 years of age, the child’s whole emotional life plan has been
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laid down. His parents have determined whether he is to grow
into a happy person, a whining, complaining neurotic, an
overbearing slave driver, or one whose every move in life is
controlled by fear.” What was most damaging, according to
Watson, was too much “mother love.” Watson’s advice on
how to run an efficient, no-nonsense household, in which in-
fants were fed and napped on schedule like efficient little ma-
chines, and no time was lost nor bad habits created by hugging
and kissing, had a widespread influence on American parents.
In spite of his maturationalist leanings, Gesell, too, was a
prolific and influential voice in the “advice to parents” move-
ment. Over a period of 40 years, Gesell and his colleagues
(Gesell & Ilg, 1946; Gesell, Ilg, & Ames, 1956) offered not
only normative guidelines to help parents anticipate the
developmental trajectories of their children but also specific
advice concerning child-rearing tactics, toys, and tomes for
children of different ages (see Clarke-Stewart, 1978, 1998).
The outreach efforts of both Watson and Gesell were consis-
tent with the tenor of the time and the American belief that the
new developmental science could and should be harnessed to
improve the lives of children.

To summarize, this period of our history was best charac-
terized as a battle among theoretical titans. A science of
development had clearly been launched, but there was little
agreement about the theoretical details.

THE ERA OF EXPANSION (1940–1960)

In the third period of our history, developmental psychology
returned to the fold of mainstream psychological thinking, as
it had been at the turn of the century. Major strides were
achieved by extending the basic tenets of learning theory to
the puzzles of development.

Fusing Learning Theory and Psychoanalysis

Classic learning theory, which dominated American psychol-
ogy from the 1930s through the 1950s, was creatively com-
bined with Freud’s theory of development to generate a new
era of research and theorizing in child psychology. At Yale,
several young psychologists, including John Dollard, Neal
Miller, Leonard Doob, Robert Sears, and later anthropologist
John Whiting, combined forces to fuse Hullian learning
concepts with Freudian psychoanalytic theory (e.g., Dollard,
Doob, Miller, Mowrer, & Sears, 1939). Their goal was to
translate Freud’s propositions into testable form by recasting
them in learning-theory terms. Freud had provided the focus
of the research on such issues as aggression, sex typing,

and dependency; Hull provided the learning mechanisms,
such as primary and secondary drives, drive reduction,
and stimulus-response associations. In one example of the
learning-psychoanalytic fusion, the Yale psychologists pro-
posed that infants’ early attachment to their mother derived
from the association of the mother with reduction of the
hunger drive through feeding. Mothers, in short, assumed
secondary reinforcement value as a result of being paired
with hunger reduction for the infant. Decades of effort fol-
lowed, in which these researchers sought to evaluate the
relations between early child-rearing practices and later per-
sonality development. Such Freudian-based concerns as the
timing of weaning and toilet training and whether the infant
was bottle- or breast-fed dominated the scientific activity
(Sears, 1944, 1975).

The major paradigm for this era is illustrated by the
classic study of child rearing organized by Robert Sears and
his colleagues Eleanor Maccoby and Harry Levin (Sears,
Maccoby, & Levin, 1957). These investigators interviewed
over 300 mothers about their child-rearing practices (wean-
ing, toilet training, discipline) and the child’s behavior
(aggression, dependency, sex roles, moral development).
Modest relations between child-rearing practices and child
outcomes were found in this and related studies (Sears,
Rau, & Alpert, 1966; Sears, Whiting, Nowlis, & Sears, 1953;
Whiting & Child, 1953), but the enterprise as a theoretical
guide was largely unsupported. Not only were the funda-
mental hypotheses probably incorrect, but the methods
themselves came under serious criticism (M. R. Yarrow,
Campbell, & Burton, 1964). Critics noted not only that con-
structs were poorly defined but also that the basic method of
using mothers’ recall of their earlier practices was fraught
with error. As Robbins (1963) showed, mothers often report
child-rearing practices that are more in agreement with cur-
rent “experts” than they are with their actual practices. Al-
though the enterprise served to bring theoretical rigor to the
study of development and move us beyond description to
learning-based explanations of development, the theoretical
limitations of the Freudian framework were bound to doom
their efforts.

An Operant Orientation

Another extension of learning theory that emerged during
this era was operant learning theory. This approach was de-
veloped by B. F. Skinner (1904–1990) at Harvard Univer-
sity. In contrast to Hullian theory, with its drive-centered
focus, Skinner’s theory emphasized contingent reinforce-
ment of behavior as the central learning mechanism.
Although Skinner was not a developmental theorist, his
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thinking had a profound impact on developmental psychol-
ogy. Such influential developmental researchers as Bijou,
Baer, and Gewirtz were all influenced by Skinner (Bijou &
Baer, 1961; Gewirtz, 1969). The modern behavior modifica-
tion approach to the control and shaping of children’s be-
havior in classrooms, homes, and institutional settings owes
a direct debt to Skinner and his theory of operant learning.

Reflections on the Era of Expansion

Under the guidance of the learning titans of this era, develop-
mentalists once again became a part of mainstream psychol-
ogy. A mechanistic orientation characterized the theorizing of
the period, whether under the guidance of Hullian-influenced
Sears or of operant-oriented Skinner. Theorists searched for
broad, universal principles of development, with little con-
cern for either culture or secular influences, although Sears
did document social-class differences in child-rearing prac-
tices in one of his studies (Sears et al., 1957). Neither Sears
nor Skinner was a prominent provider of descriptions or pre-
scriptions for parents in the tradition of Watson and Gesell,
but they both had an abiding American faith in the potential
of developmental science to help children. Skinner’s inven-
tion of the baby box and teaching machine and Sears’s hope
that his studies of child rearing would provide scientific
guidelines for future parents illustrate their commitment to an
applied developmental psychology.

In sum, during this era, developmental psychology became
recognized as part of mainstream psychology, but it had not
yet reached a mature state. In the case of Sears, there was still
too much borrowing from the past, and in the case of Skinner,
there was not enough recognition of the uniqueness of chil-
dren that might require distinctive and separate approaches.

THE RISE OF CONTEMPORARY
THEMES (1960–1985)

In the era from 1960 to 1985, a number of themes rather than
a number of theorists guided research and theory in de-
velopmental psychology. These themes were the return of a
concern about cognition, the discovery of precocity, the re-
defining of social learning, the refinement of the study of so-
cial interaction, and the emergence of an interest in emotion.

The Return of Cognition

Several significant events transformed our thinking about
development in this quarter century. The Russians launched
Sputnik, and Americans began to worry about their educa-
tional system. Coincidentally, there was a rediscovery of

Piaget by American psychologists. J. McVicker Hunt (1906–
1991) published his influential treatise, Intelligence and
Experience (1961), which reintroduced Piagetian thinking
to Americans. A few years later, a systematic overview of
Piaget’s theory was offered by John Flavell in his book The
Developmental Psychology of Jean Piaget (1963). Piaget’s
views of nature and nurture as both necessary and interactive
quickly became prevalent in developmental psychology. A
flurry of empirical work that both supported and challenged
Piagetian theory appeared in the 1960s and 1970s. This re-
vitalized interest in cognitive development coincided with
the onset of the cognitive revolution (Miller, Galanter, &
Pribram, 1960) in mainstream psychology, so it is not sur-
prising that cognitive development returned as a major theme
of research.

The Discovery of Precocity

In part the result of Piaget’s early work on infant cognitive
and perceptual development and in part the consequence of
new experimental techniques for assessing infant visual, au-
ditory, and olfactory capacities (e.g., Fantz, 1963; Lipsitt,
1963), there was a resurgence of interest in documenting in-
fant sensory and perceptual competence. Studies of infants
challenged traditional views and ushered in an era of discov-
ering the “competent infant.” In contrast to earlier views of
infants as limited, helpless, and incompetent, these new
studies revealed an infant who was biologically prepared for
social, perceptual, and cognitive encounters with the exter-
nal environment. Babies were revealed to be capable of vi-
sual and auditory discriminations (e.g., color, form, pitch)
from a much younger age than earlier theorists had assumed.
In turn, this prepared the way for a closer look at biological
contributions to early development. A similar set of ad-
vances concerning the remarkable capacity of infants to
learn was also reported (Lipsitt, 1963; Papousek, 1961;
Sameroff, 1970).

Redefining Social Learning Theory

On the socialization front, there was a serious challenge
to the Freud-Hull approach to social development. Albert
Bandura and Richard Walters, in their 1963 volume Social
Learning and Personality Development, forcefully rejected
the assumptions of the previous era. Instead of endorsing
a drive-based theory of development, they proposed that
observational learning or modeling was the major way that
children acquire new behaviors and modify old ones. As sub-
sequently developed by Bandura (1969, 1977), cognitive
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social learning theory drew much of its theoretical founda-
tion from developments in the new cognitive science, with
its insights into attention and memory. Not only were drives
and drive reduction unnecessary for learning, according to
Bandura, but reinforcement was unnecessary either for the
acquisition of new responses or the modification of old re-
sponses. Along with new mechanisms for learning, Bandura
dismissed the Freudian baggage of the earlier Sears era. In-
stead, a more eclectic theory of socialization, which drew
from sociology, anthropology, and other disciplines, served
as a guide. In a series of influential experimental studies,
Bandura and his colleagues revitalized the study of social
development by reintroducing experimental approaches in
studies of the observational learning of aggression (e.g.,
Bandura, Ross, & Ross, 1961). Unfortunately, like most
learning theory approaches, the focus was more on learning
and less on development (see Grusec, 1992).

From Social Interaction to Social Relationships

An area of intense focus in this period was the social inter-
active processes and the ways in which these face-to-face
processes develop into social relationships (Hartup &
Rubin, 1986; Hinde, 1979). A prominent issue was the un-
derstanding of social interaction patterns among infants,
children, and their social partners. Emphasis on the mutual
regulation of the partners’ behavior, concern about detailed
description, and quantification of the tempo and flow of the
interactive interchange clearly separated the current work
from its earlier antecedents (Cohn & Tronick, 1987; Field,
1991). In addition, developmental psychologists in this era
went beyond studying the process of interaction per se to
use interaction as a window into social relationships (Hinde,
1979).

The most influential theory exemplifying this theme was
John Bowlby’s (1907–1990) theory of attachment (1969,
1973, 1980). This theory offered a new account of the ways in
which infants come to form close relations with their care-
givers. Instead of a fusion between the constructs of Hull and
Freud, it represented a marriage between ethology and psy-
choanalysis. Bowlby proposed that attachment has its roots in
a set of instinctual infant responses that are important for the
protection and survival of the species. The infant responses of
crying, smiling, sucking, clinging, and following elicit the
parental care and protection that the baby needs and promote
contact between the child and the parents. Just as the infant is
biologically prepared to respond to the sights, sounds, and
nurturance provided by caregivers, parents are biologically
prepared to respond to these eliciting behaviors on the part of
the infant. As a result of these biologically programmed

responses, both parent and infant develop a mutual attach-
ment. From this perspective, attachment is a relationship, not
simply a set of behaviors of either the parent or the infant
(Sroufe & Fleeson, 1986).

Moreover, in this era, there was an increasing appreciation
of the range of characters who play a prominent role in
children’s social relationships. The definition of family
expanded to include not only the mother–infant dyad but fa-
thers, siblings, and grandparents as well (Dunn & Kendrick,
1982; Lamb, 1975; Tinsley & Parke, 1984).

There was also a growing appreciation of the embedded-
ness of children and families in a variety of social systems
outside the family, including peers, school, and kin-based
networks (Bronfenbrenner, 1986, 1989; Cochran & Brassard,
1979), which led to an interest in peer and other relationships
outside the family (Asher & Gottman, 1981). This focus on
relationships was part of a more general reorientation away
from a focus on the individual as the unit of analysis to
dyadic and larger units of analysis.

Embracing Emotion

One of the most dramatic shifts during this period was the
renewed interest in the development of emotions in infancy.
Topics such as social smiling, stranger anxiety, and fear of
heights were of interest in the 1960s (Gibson & Walk, 1960),
but the motivation for conducting such studies was to use
emotions to index something else—usually perceptual or
cognitive process (Campos & Barrett, 1985). The timing
of the development of emotions and the role of emotions in
social interaction were of little interest at that time. In the
1970s and 1980s, however, the role of affect became an
issue of increasing concern throughout psychology (e.g.,
Campos, Barrett, Lamb, Goldsmith, & Stenberg, 1983). The
developmental origins of both the production and recogni-
tion of emotions, as well as the role of emotional expres-
sions in the regulation of social interaction, became central
concerns of developmental psychologists, especially infancy
researchers.

In light of research by Ekman (Ekman & Friesen, 1978)
and Izard (1982), the older assumption that facial response
patterns are not specific to discrete emotional states was dis-
counted. Evidence suggested that facial expressions may be,
at least in part, governed by genetically encoded programs
and universally recognized (Ekman & Friesen, 1978). The
recognition that emotional expressions have a role in the reg-
ulation of social behavior, another important development in
this era, was exemplified in studies of face-to-face interaction
of parents and infants (e.g., Brazelton, Koslowski, & Main,
1974; Stern, 1977, 1985; Tronick, 1989).



The Current Period (1985–Present) 213

Advances in Theory and Method

In thisperiod, from1960 to1985,weseesignsofmaturity in the
field of developmental psychology. Instead of theories
suggesting that development is either exclusively internally
driven or entirely environmental in origin, the theories in this
period included elements of both. In addition, under the
guidance of Bronfenbrenner (1979), a commitment to contex-
tualism was evident. Lerner (1986), a major proponent of this
viewpoint, defines this position as follows:Acontextual model
assumes that there is constant change at all levels of analysis
andthateachlevel isembeddedwithinallothers.Thus,changes
in one promote changes in all. Central to the position is the in-
teraction between the organism and its context (Sameroff,
1975). Ethology, ecological systems theory, and socio-cultural
theory are examples of the contextual model.

Explanatory processes, too, were multifaceted in this pe-
riod and included cognitive, social interactional, and affective
processes. The grand claims of earlier eras were less evident,
and more limited theories, which explained smaller bands of
behavior rather than the full array of development achieve-
ments, began to emerge. A glimmer of recognition that theo-
ries may not be universally applicable appeared in this period,
and interest in cross-cultural work intensified (Greenfield,
1974; Harkness & Super, 1983). The role of historical and sec-
ular changes, such as the Great Depression, as influences on
development were recognized for the first time (Elder, 1974).
There was a return to an interest in applying basic knowledge
to practical problems of child rearing and education unseen
since the days of Gesell and Watson (e.g., research on the ef-
fects of early preschool experience on children’s development
by Ramey & Haskins, 1981). There was a shift toward a lifes-
pan view of development, and, consistent with this shift, a
reevaluation of the role of critical periods in development.
Although considerable evidence to support the critical period
hypothesis as it related to infant social development was col-
lected (e.g., Harlow & Harlow, 1962; Sackett, 1968; L. J.
Yarrow, 1961), it also became apparent in this period that sim-
ple yes-or-no questions about whether early experience played
a role in particular domains were inadequate to guide our
thinking. Rather, it was important to understand the processes
through which experiences exerted their influence on structure
and function and when they exerted that influence.

THE CURRENT PERIOD (1985–PRESENT)

In the current period, several themes characterize research
and theory in developmental psychology. These include the
rise of interest in the genetic and neurological underpinnings

of behavior, interest in the interdependency of cognition and
emotion, recognition of the role of culture, and a move to-
ward a mature interdisciplinary developmental science.

Return to the Biology of Development

Of considerable importance in the current period is the lively
interest of developmental psychologists in biology. This
interest has been expressed in many ways. One way is the in-
vestigation of psychophysiological responses associated with
different emotions and different social situations, such as
separation of a child from the mother or the entrance of a
stranger into the room (Field, 1987). These studies provide
additional evidence in support of the specificity-of-emotion
hypothesis (i.e., that different emotions may have different
elicitors and distinct psychophysiological patterns; Campos
et al., 1983).

A second way the current interest in the biological bases
of behavior is expressed is through the study of genetics.
This return to biology resulted, in part, from advances in the
field of behavior genetics, which produced a more sophisti-
cated understanding of the potential role that genetics can
play not only in the onset of certain behaviors but in the un-
folding of behavior across development (Plomin, DeFries, &
McLearn, 1990). This work has generally taken the form of
determining the possible genetic origins of certain traits,
such as extroversion and introversion, and other aspects of
temperament, as well as the age of onset of emotional mark-
ers such as smiling and fear of strangers. For example,
Plomin and DeFries (1985) found that identical twins exhibit
greater concordance than fraternal twins in the time of onset
and amount of social smiling. Similarly, identical twins are
more similar than fraternal twins in social responsiveness
(Plomin, 1986). At the same time, behavior genetic re-
searchers are documenting the clear and necessary role of
the environment in this process. Plomin’s (1994) reformula-
tion of genetic questions has led to a call for studies of
nonshared-environment effects and represents a good exam-
ple of how behavior genetics has stimulated new designs for
the assessment of both genetic and environmental influences.
Rather than returning to an old-fashioned nature-nurture de-
bate, the new behavior genetics is spurring the development
of better measures of the environment that will enable us to
assess the interactions of nature and nurture in more mean-
ingful ways. Clearly, environmental influences matter; they
simply need to be measured better. One of the ironies of
recent years is that some of the most compelling evidence
that environmental effects are important comes from behav-
ior genetics. At the same time, advances in the measurement
and conceptualization of specific environmental influences



214 Developmental Psychology

has come largely from the work of socialization scholars
interested in parental disciplinary styles and socialization
techniques and who generally used between-family than
within-family designs (Baumrind, 1973; Radke-Yarrow &
Zahn-Waxler, 1984). In fact, the reorientation of research to
a nonshared emphasis remains controversial, and there is
considerable debate about the implications and interpretation
of nonshared effects (Baumrind, 1993; Hoffman, 1991;
Scarr, 1993). Recently there has been a rise of interest in
the role of molecular genetics in developmental research
(Plomin & Rutter, 1998; Reiss, Neiderhiser, Hetherington, &
Plomin, 2000) with the goal of identifying how specific
genes or clusters of genes are linked with developmental
outcomes.

Other ways that developmentalists in the current period
focus on the biological bases of behavior is studying hor-
mones and behavior during infancy and adolescence
(Gunnar, 1987) and looking for the biological bases for tem-
perament in infancy (Rothbart & Bates, 1998). They also
study biological constraints on behavior development; for
example, developmental implications of immature sensory
systems have been related to the social world of infants (e.g.,
Aslin, 1998), the implication of immature limb systems have
been related to locomotion (Thelen & Ulrich, 1991), and the
implications of the immature cortex have been related to in-
fant search behavior (Diamond, 1990, 1991). As these last
studies indicate, recent advances in cognitive neuroscience
have also begun to influence developmental psychology
(Diamond, 1990; Greenough, Black, & Wallace, 1987), and
this is another sign of developmental psychologists’ return
to biology. Finally, the resurgence of interest in the types of
evolutionary approaches to the study of human development
represents a return to Darwin’s early efforts to apply evolu-
tionary principles to human development (Bjorklund &
Pellegrini, 2000; Hinde, 1991). Although controversial
(Hinde, 1991), this theorizing clearly illustrates one of the
myriad ways in which psychologists are returning to ques-
tions that were raised by our forebears.

Deepening the Study of Cognitive Development

As part of the current vigorous study of cognitive develop-
ment, researchers have returned to issues of consciousness,
reflection, intention, motivation, and will (Flavell, 1999).
There has been a reemergence of interest in the interplay
between conscious and unconscious processes, an indi-
cation of a willingness to tackle problems that preoc-
cupied our field’s founders but were set aside for nearly a
century. Several investigators (Greenwald, 1992; Kihlstrom,
Barnhardt, & Tataryn, 1992) have developed methods that

permit examination of the impact of unconscious processes
on a variety of cognitive and perceptual processes and allow
methodologically defensible excursions into such classic
clinical issues as repression and self-deception. These meth-
ods could be adapted usefully for developmental studies and
would provide interesting approaches to a range of current is-
sues, from eyewitness testimony to early affective memories.
In turn, such applications would have important implica-
tions for an understanding of effects of early experience and
attachment.

There is also a strong interest in the interplay between
cognition and emotion, as reflected in the activity surround-
ing children’s understanding of emotion (Harris, 1989;
Saarni, 1999). Most recently, the range of emotions under in-
vestigation has expanded to include self-conscious emotions
such as shame, guilt, pride, empathy, and envy, topics that
were anticipated by Freud and others but were of little inter-
est for many years (Denham, 1998; Eisenberg, 1991; Lewis,
1992).

Appreciation of the Role of Culture in Development

One of the major shifts in our thinking about development in
the current era is our recognition of the central role played by
culture. Since the 1980s, more attention has been given to
contributions of culture to our theoretical explanations of de-
velopment (e.g., Gauvain, 2001; Rogoff, 1990). One example
is the cross-cultural studies of infant–parent attachment, in
which wide disparities were found in the distribution of
infants in terms of their attachment classifications. Although
the measures show securely attached infant–mother relations
in 57% of American samples, the rate drops to 33% in sam-
ples tested in northern Germany (Grossman, Grossman,
Spangler, Suess, & Unzner, 1985). These and other findings
underscore the need to consider cultural influences in our
developmental theories.

Similarly, there have been advances, albeit limited, in our
understanding of intracultural and socioeconomic differences
in the United States (Parke & Buriel, 1998). Although
African American children have received the most attention,
other groups, including Latino and Asian American children,
are beginning to be more commonly included in develop-
mental investigations (McLoyd, Cauce, Takeuchi, & Wilson,
2000; Steinberg, Dornbusch, & Brown, 1992). These varia-
tions across ethnic lines represent important opportunities to
explore the universality of psychological processes and to
provide naturally occurring variations in the relative salience
of key determinants of social, emotional, and cognitive de-
velopment. These studies may provide a better basis for guid-
ing policies, programs, and culturally sensitive interventions
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on behalf of children. As our culture becomes increasingly
diverse, it is important that we begin to make a serious com-
mitment to an exploration of this diversity, both theoretically
and through systematic empirical inquiry. The search for a
balance between processes that are universal and those that
are particular to racial, and ethnic, and socioeconomic groups
probably represents one of the greatest challenges of the new
century.

Appraisal of the Current Era

The current era represents significant continuity with the
prior period and can best be characterized as eclectic in
terms of theoretical models, developmental assumptions, and
methodological approaches. As is characteristic of a more
mature science, methods and models are not perceived as
dogmatic dicta but instead are flexible guides to help formu-
late and answer new questions and address new issues as they
arise.

The retreat from grand theory that began in the 1980s has
continued, and in its place, a variety of minitheories aimed at
limited and specific aspects of development has emerged.
However, there is evidence of an attempt to link together
these minitheories. The idea of general processes as explana-
tions of development has been given up because we have
learned that they are not so general; instead, it is increasingly
evident that processes depend on the specifics of the situa-
tion, the task, and the subjects’ understanding of the task or
situation (Flavell, 1985, 1999; Siegler, 1991). It is now rec-
ognized that the domains of childhood—social, emotional,
physical, and cognitive—are interdependent and that they
overlap and influence each other mutually.

Attention to secular trends and historical contexts has ac-
celerated as the social contexts of children’s lives come under
increased scrutiny (Elder, Modell, & Parke, 1994). Shifts in
medical practices, employment patterns, and child-care
arrangements are all issues of lively debate and vigorous re-
search activity (Clarke-Stewart, 1992a, 1992b; Conger &
Elder, 1994). Moreover, researchers are giving serious con-
sideration to the role that shifts in technology (e.g., comput-
ers) have on children’s development; part of the puzzle is to
determine whether secular trends produce changes in the
timing of onset of developmental phenomena or whether de-
velopmental processes themselves are significantly altered.
Current thinking suggests that certain behavioral characteris-
tics are relatively independent of historical variations, while
others are more susceptible to these influences (Horowitz,
1987).

Collaboration between disciplines is increasingly com-
mon as the multidetermined nature of development is

increasingly appreciated. Not only are sociologists, anthro-
pologists, and historians part of new developmental research
teams, but so are neurologists, geneticists, lawyers, and epi-
demiologists. It is likely that the interesting issues and ques-
tions of the new century will arise at the boundaries between
disciplines. The dichotomy between applied and basic re-
search is fading rapidly, and child developmentalists are re-
turning in increasingly large numbers to their applied roots.
For example, research on mental-health issues among chil-
dren is prominent, and work on how to improve children’s
early development through intervention programs continues
to flourish (Coie & Jacobs, 1993).

In terms of developmental assumptions, developmental-
ists have become less interested in strong forms of disconti-
nuity organized around stage constructs. Rather, there is
growing recognition that the course of development may
vary markedly even for presumably related concepts. But
there is also recognition that the entire issues of qualitative or
quantitative change may depend on one’s point of observa-
tion. As Siegler indicated, “When viewed from afar, many
changes in children’s thinking appear discontinuous; when
viewed from close-up, the same changes often appear as part
of a continuous, gradual progression” (1991, p. 50).

Researchers in the 1980s and 1990s have taken seriously a
life-span developmental perspective (Baltes, 1987). In part,
this view emerges from a recognition that the social context
provided by caregivers varies as a function of the location
of the adults along their own life-course trajectory (Parke,
1988). The earlier view was that variations in parenting
behavior were relatively independent of adult development.
Evidence of this shift comes from a variety of sources, in-
cluding studies of the impact of the timing of parenthood and
the effects of maternal (and paternal) employment, job satis-
faction, and work involvement on children’s development
(Parke & Buriel, 1998). In addition, there is a serious return
to the study of aging (Baltes, 1987; Salthouse, 1985), espe-
cially the study of speed of processing, memory, and intel-
ligence (e.g., Hertzog, 1989) and social behavior (e.g.,
Brubaker, 1990; Hanson & Carpenter, 1994).

Consistent with the shift toward a life-span view is the
reevaluation of the role of critical periods in development.
Recent evidence suggests that a modified version of sensi-
tive, if not critical, periods is likely to emerge in contrast to a
view of unlimited plasticity across development (Bornstein,
1989). For example, Rieser, Hill, Talor, Bradfield, and Rosen
(1992) have demonstrated that adult skill in spatial represen-
tation seems to require early perceptual learning experiences
that involve self-produced movement. Johnson and Newport
(1989) found evidence for a sensitive period in grammatical
mastery in acquiring a second language. The question for this
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century is to discover which aspects of behavior are likely to
be altered by environmental events at specific points in de-
velopment and which aspects remain more plastic and open
to influence across wide spans of development.

In terms of units of analysis, researchers have begun to
conceptualize the unit of analysis as dyads within the family
system, such as the parent–child dyad, the husband–wife
dyad, and the sibling dyad (Belsky, 1984; Cowan & McHale,
1996; Parke, 1988). Moreover, units beyond the dyad have
been recognized as important as well. Several researchers
have recently begun to investigate triads (Hinde & Stevenson-
Hinde, 1988; Kreppner, 1988) as well as the family as units of
analysis (Dickstein et al., 1998).

At present, this shift toward units beyond the individual is
evident in cognitive as well as social development and is due,
in part, to the revival of interest in Vygotskian theory. Lev
Vygotsky (1896–1934), a Russian psychologist, championed
the view that mental functioning is a kind of action that may
be exercised by individuals or by dyads or larger groups
(Wertsch, 1991). His view was one in which mind is under-
stood as “extending beyond the skin.” “Mind, cognition and
memory . . . are understood not as attributes or properties of
individuals but as functions that may be carried out intermen-
tally or intramentally” (Wertsch & Tulviste, 1992, p. 549).
Such terms as socially shared cognition (Resnick, Levine, &
Teasley, 1991), socially distributed cognition (Hutchins,
1991), and collaborative problem solving (Rogoff, 1990) re-
flect the increasing awareness that cognition can be a social
as well as an individual enterprise.

In terms of methods, variety best describes the contempo-
rary period. In the 1990s, the use of longitudinal designs in-
creased markedly, motivated in part by an increased interest
in issues of developmental stability and change. Two types of
longitudinal studies are evident. Short-term longitudinal
studies, in which a particular issue is traced over a short time
period of a few months to a year, are currently popular
(Clarke-Stewart, Gruber, & Fitzgerald, 1994; Hetherington &
Clingempeel, 1992). These studies are of value for detecting
short-term stability or for tracking development across a time
period of assumed rapid change in an emerging developmen-
tal process or structure.

Other longitudinal studies have a long-term character and
have continued from infancy through childhood and into
adolescence. For example, a number of investigators have
followed families from infancy to the preadolescent or ado-
lescent years (Sameroff, 1994; Sroufe, 1996). This strategy
has permitted a more definitive evaluation of a variety of the-
oretical issues, especially those concerning the effect of early
experience, including the role of sensitive and critical periods
on later development. Nonetheless, because of the expense

and difficulty of longitudinal research, cross-sectional de-
signs still predominate among developmental investigations.
Often researchers will use both strategies, and, in an area that
is not yet well developed either theoretically or empirically,
cross-sectional studies often precede longitudinal pursuit of
an issue. A commitment to multiple design strategies rather
than a near-exclusive reliance on a single design is character-
istic of the current area.

In terms of experimental designs, a greater openness to
multiple strategies is evident. Laboratory-based experimen-
tal studies and field-based experimental investigations
coexist with nonexperimental observational field studies.
Data-collection strategies come in a variety of forms as well.
In spite of its less than stellar history, the self-report measure
has reentered our methodological repertoire; parent, teacher,
and peer reports are now commonly used. Another note-
worthy trend reflects in part the openness of researchers to
multimethod strategies as opposed to strict adherence to one
approach. Observational methods are widely used along with
verbal reports. Evidence, not just speculation, may be driving
the field to this new openness to a wide range of methods.
Some researchers have found that ratings of behavior yield
better prediction of later social behavior (Bakeman & Brown,
1980) and later cognitive assessments (Jay & Farran, 1981)
than do more microanalytic and more expensive measures of
parent–child interaction.

Finally, our sampling methods have come of age. Shifts in
awareness of the importance of sampling have led to an in-
crease in use of large representative national samples in de-
velopmental research. Although this has typically been the
domain of sociologists and survey researchers, in the early
1990s, developmentalists have shown an increased aware-
ness of the potential value of supplementing their usual
small-sample strategies with these large-sample approaches.
One prominent example is the use of the National Longitudi-
nal Study of Youth (NLSY) for the examination of develop-
mental issues, including divorce, achievement, and day care
(Brooks-Gunn, Phelps, & Elder, 1991). These surveys have
several advantages, including a large number of subjects,
more representative samples, a multifaceted range of vari-
ables, and longitudinal designs. In turn, these characteristics
permit testing of more complex models of development that
require large numbers of subjects. In addition, these studies
allow examination of connections across content-based do-
mains as well as encouraging interdisciplinary cooperation.
Finally, they permit testing of the cultural generality of the
models.

Newer, more innovative approaches that combine levels
of sampling are becoming increasingly common as well. As a
supplement to a large-scale survey approach, researchers are
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selecting subsamples of subjects for more intensive examina-
tion of a particular process of interest. For example, Beitel
and Parke (1998) conducted a survey of 300 families to as-
sess maternal attitudes toward father involvement in infant
care. To supplement this approach, in which a self-report
questionnaire was used, a subsample of 40 families was
observed in their homes as a way of validating the self-report
data. Similarly, Reiss et al. (2000) generated a nationally rep-
resentative sample of stepfamilies, and in a second stage of
their work, they observed these families in interaction tasks
in the home. These combined approaches increase the gener-
alizability of findings and, at the same time, allow us to illu-
minate basic social processes.

A GLANCE INTO THE FUTURE

Where are we going next? Today, a proliferation of minithe-
ories has replaced single dominant positions or theoretical
frameworks, and each of these smaller-scale theories ac-
counts for a limited set of issues. This domain-specific nature
of theory is one of the hallmarks of our current state of the
field. It represents a disenchantment with grand theories both
of a century ago and of our more recent past. Part of the rea-
son for the current proliferation of smaller and more modest
paradigms is the lack of a new overarching paradigm to re-
place the disfavored grand theories.

The next stage of our development as a field involves the
creation of such a new overarching paradigm or framework
to help us with our integrative efforts. There are signs that a
new integration may be emerging in the form of a systems
perspective that will bring together biological, social, cogni-
tive, and emotional minitheories into a more coherent frame-
work (Fogel & Thelen, 1987; Sameroff, 1994). Although the
promise of a general dynamic systems theory is appealing
and has been applied with considerable success to the motor
development domain, especially by Thelen (1989), it remains
to be seen whether the stringent requirements of this ap-
proach for precise parameter estimation and measurement
can be met in other domains (Aslin, 1993). Whether we have
reached the stage of being able to quantify social behavior or
children’s theories of mind with sufficient precision to make
this approach useful, beyond being merely metaphoric, is an
open question.

We are cautiously optimistic that a systems approach is a
promising one and has proven useful both in organizing data
and in pointing to new research directions in recent family
research, as well as in research on the organization and func-
tioning of social contexts. Perhaps we need to develop a family
of systems-theory integrations that would be hierarchically

organized and would represent the levels of analysis that are
intrinsic to different areas of development, just as we have
long recognized that biological, biochemical, and social levels
of inquiry may each have its own set of integrative principles
(Sameroff, 1994). Multiple integrative approaches may be
needed to cover different parts of the development terrain. The
goal is to retain the advances that our retreat to minitheories
has brought but, at the same time, to begin to put the “whole
child” back together again. Our forebears had the vision to
see this as the goal, and we should be in a better position to
achieve it now than they were a century ago.
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In an early appraisal of American social psychology, Albion
Small (1916) traced the springs of that intellectual enterprise
to the Civil War, when people “whose thought-world had
been stirred to its depths by the war found themselves in 1865
star-gazing in social heavens that had never looked so con-
fused nor so mysterious” (p. 724). The war had dispelled
American’s naive beliefs that “a constitution and laws en-
acted in the pursuance thereof would automatically produce
human welfare,” thus forcing recognition “that work was
ahead to bring American conditions into tolerable likeness
of American ideals” (pp. 724–725). Social psychology,
according to Small, was born of those social conditions, a
maturation of intellectual consciousness, including a growing
independence from European thought and, as his astronomi-
cal metaphor intimates, an appreciation of the “social” as a
phenomenon appropriate to scientific study. Another early
historical appraiser, Fay Karpf (1932), wrote that only with
these preconditions “did an American intellectual self-
conscientiousness begin to assert itself in the fields directly of
significance for social psychology” (p. 213).

This wide-angled perspective on the history of social psy-
chology appreciates the multiple and diverse efforts under-
taken in at least a half a dozen disciplines to render rational,
coherent explanations of social action and the relations
between the individual and society. It is a history that ulti-
mately must attend to classic texts as varied in their rendition

of the social world as, for example, Edward Ross’s (1901)
Social Control, William I. Thomas and Florian Znaniecki’s
(1920), The Polish Peasant in Europe and America, George
Herbert Mead’s (1934) Mind, Self, and Society, and William
James’s (1890) Principles of Psychology. With an even more
comprehensive gaze, historians also need to register more
recent “extracurricular” social psychology, which includes
texts as wide ranging as Richard Sennet’s (1974) Fall of Pub-
lic Man, Betty Friedan’s (1963) The Feminine Mystique, and
Lewis Thomas’s (1974) Lives of a Cell. On another plane,
that of discipline boundaries, historical accounting must
measure social psychology’s multiplicity: its nascent emer-
gence across the social sciences and its eventual blossoming
in sociology and psychology (Karpf, 1934; Loy, 1976). This
prospective inclusive history would consider, too, the numer-
ous blueprints for systematic theory, including pragmatism,
behaviorism, psychoanalysis, cognition, discourse, symbolic
interaction, social learning, evolution, phenomenology, dra-
maturgy, balance, and gestalt. In one sense this would yield a
historical telling that reverberates with setting the distinctly
psychological terms of modernity, principally the discipline’s
detection and naming of what comes to be taken as the “psy-
chological” in the social life of Americans. In another sense
social psychology’s story, broadly told, would contribute to
explicating late-twentieth-century America’s shift from be-
lief in a distinctly modern individual to a postmodern subject.
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This transition involves the scientific inscription of multiple
social selves, cybernetic loops between self and other, and a
reworking of psychology’s subject. Perhaps it was in recog-
nizing these civilian engagements of social psychology—its
contributions to defining psychological personhood—that
Gordon Allport revised his initial history of social psychol-
ogy with the opening claim that “Social psychology is an
ancient discipline. It is also modern—ultramodern and
exciting” (1985, p. 1).

In recognizing the material and political influences on the
intellectual conceptions of the social and individual, such his-
torical understanding comprehends how “the history of social
psychology is inseparable from much of the political history
of the twentieth century and from argument about power, jus-
tice, freedom and obligation” (Smith, 1997, p. 747). Social
psychology’s evolution must be understood, therefore, as
plural, multisited, and morally and politically inspired. Such
a historical perspective situates social psychology as one,
albeit crucial, project to understand human nature through
scientific method, and ultimately, to apply that scientific
knowledge to the enhancement of human welfare.

Contrasted with this situated historical perspective is a
narrative accounting of social psychology that charts the
field’s rise and contributions on progressive terms (Allport,
1954; Jones, 1985). In this progressive history crucial labo-
ratory experiments are named to serve as pivotal points in
social psychology’s development as scientific. Disregarded
in these scientifically internalist accounts are political and
moral as well as disciplinary conditions that compelled par-
ticular models of the individual and the social. Similarly
eschewed are empirical projects initiated but abandoned,
alternative models and research practices, and challenges to
the scientific status quo. In preparing this chapter, we were
at once pulled in one direction by the need to trace fruition of
these progressive intellectual commitments within experi-
mental work, and tugged in another by the desire to generate
an earnest account of the sociopolitical dynamics and the
vibrant intellectual enterprises that yielded multiple, some-
times controversial conceptions of social psychology. With-
out giving the chapter over to one or the other historical
narrative, we seek to chart those culminating forces in social
psychology’s subject matter, its continuing struggles over
research methods, and its stronghold in the public imagina-
tion of twentieth-century American life. Factors influencing
social psychology’s emergence, development, and paradig-
matic commitments, considered in conjunction with the so-
cial identity and demeanor of the social psychologist, frame
our review, as does social psychology’s broader concern
with the nature of what is taken as the individual and the
social.

The first section begins this charting of emergences in a
variety of proposals published in the final decade of the nine-
teenth century and the first decade of the twentieth. Factors
that shaped the contours of social psychology, choices that
delimited ideal methods, the nature of what is taken as social,
and the demeanor of the social psychologist are reviewed in
the second section. In the third part, several classic projects
undertaken prior to and during World War II are described:
These cases illuminate the interdependence of science, cul-
ture, and politics, charting the postwar emergence of a
society yearning to be understood in psychological terms
(Herman, 1995) and of a field increasingly self-aware of its
reflexive entanglements with the very subjects it sought to
study. The final two sections describe social movements and
intellectual endeavors from the 1960s to the end of the cen-
tury, highlighting cybernetic influences and wider Western
intellectual debates on the nature of knowledge as well as
more specific theories that ultimately served to transform
time and again social psychology’s subject.

SOCIAL HEAVENS AND THE NEW CENTURY

If the social confusions rent by the Civil War prompted new
observations of the “social heavens,” as Small conjectured,
then subsequent social changes certainly heightened the
sense that the “social” urgently needed to be observed, un-
derstood, and even corrected or improved. Stirring the social
order, too, were heightened industrialization, urbanization,
and immigration along with dramatic economic swings dur-
ing the final decades of the nineteenth century. In heeding
such enormous changes, “the role of knowledge must be seen
as potentially crucial, not only in bringing about social
change, but in defining identities appropriate to a changed
reality” (Rosenberg, 1979, p. 443). Social phenomena as
wide-scale as economic trends and international wars, along
with those as minute as smiling behaviors and marital rela-
tions, captured the attention of political scientists, sociolo-
gists, economists, and psychologists alike. As researchers
proceeded to generate novel theories and elaborate prole-
gomena for research programs, their energies were dedicated
to locating the causes of social processes and cataloging their
variations.

In America the social scientific mission, while displaying a
theoretical pluralism, nevertheless shared several premises
about society and individuals as social beings. These projects
drew upon new notions of human nature inspired by evolu-
tionary theory, studies of the unconscious, and major recon-
ceptualizations of the physical universe. No longer was it
assumed that human nature could be understood using notions
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of the autonomous individual, moral sentiments, rational cog-
nitions, and the unilinear causality of human action. In re-
cognizing that human nature was more complex than these
classic notions supposed, social scientists came to understand
human action as not inherently moral, rational, autonomous,
or self-conscious but rather socially interdependent, multi-
causal, nonrational, and amoral (Haskell, 1977). Religion,
morality, and philosophy consequently became inadequate
for explaining human nature; however, although human na-
ture was seen as complex, it was not deemed unknowable, and
the second premise of the new social scientific projects en-
tailed an unconditional belief that scientific method alone
could produce valid knowledge about the social world. Fi-
nally, the discovery of the complex and partially subterranean
currents of human nature along with faith in scientific ratio-
nality were, in the minds of most American social scientists,
inextricably intertwined with commitments to social reform
and human betterment (Leary, 1980; Morawski, 1982). For
John Dewey (1900), then newly elected president of the
American Psychological Association, the promise of a sci-
ence of the laws of social life was inseparable from social
change. He wrote that social psychology itself “is the recog-
nition that the existing order is determined neither by fate nor
by chance, but is based on law and order, on a system of
existing stimuli and modes of reaction, through knowledge of
which we can modify the practical outcome” (p. 313). For
William McDougall (1908) social psychology would produce
the “moralisation of the individual” out of the “creature in
which the non-moral and purely egoistic tendencies are so
much stronger than any altruistic tendencies” (p. 18). Two
decades later Knight Dunlap (1928) essentially identified the
field with social remediation, calling social psychology “but a
propadeutic to the real subject of ameliorating social prob-
lems through scientific social control” (p. xx).

American social science, including what was to take form
as social psychology, stepped onto a platform built of a sturdy
scientific rationality and a curiously optimistic anticipation
of scientifically guided social control. As J. W. Sprowls
reflected in 1930, “American politics, philanthropy, industry,
jurisprudence, education, and religion have demanded a
science of control and prediction of human behavior, not re-
quired by similar but less dynamic institutional counterparts
in other countries” (p. 380). The new understandings of
human nature as complex, amoral, and not entirely rational,
however, could have yielded other intellectual renderings.
Many European scholars constructed quite different theories,
self-consciously reflecting upon the complexities of the un-
conscious and the implications of nonlinear causality and
refusing to set aside two challenging but fundamental mani-
festations of human sociality: language and culture. They

directed their science of social phenomena toward the aims
of historical and phenomenological understanding, notably
toward hermeneutics and psychoanalysis (Bauman, 1978;
Steele, 1982).

By contrast, purchased on a stand of positivist science and
optimistic reformism, American intellectuals confronted the
apparent paradox of championing the rationality of progres-
sive democratic society while at the same time asserting the
irrationality of human action (see Soffer, 1980). These scien-
tists consequently faced an associated paradox of deploying
rational scientific procedures to assay the irrationality of
human conduct. Despite these paradoxes, or maybe because
of them, American social psychologists engineered their
examinations of the microdynamics of social thought and
action by simultaneously inventing, discovering, and repro-
ducing social life in methodically regulated research settings.
The paradoxes were overwritten by a model of reality con-
sisting of three assertions: the unquestionable veracity of the
scientific (experimental) method, the fundamental lawfulness
of human nature, and the essential psychological base of
human social life.

The early psychological perspectives on the social dynam-
ics of human nature were neither universally nor consistently
tied to these three premises about human nature, and for that
reason many of these bold pilot ventures are omitted from
conventional textbook histories of psychology’s social psy-
chology. Given that the individual was a central analytic
category in their discipline, psychologists were drawn toward
understanding the nature of the social in terms of its funda-
mental relations to the individual. By the last decade of the
nineteenth century they began to generate a variety of theoret-
ical perspectives, alternatively defining the social dimensions
of the individual as mental functions, consciousness, evolu-
tionary products (or by-products), human faculties, or histori-
cally emergent properties. A sampling of these psychological
conceptions advanced around the turn of the century illus-
trates the remarkable varieties of intellectual options available
for developing a psychological social psychology.

The Social as Dynamic and Moral: James and Baldwin

For William James, whose 1890 landmark introductory psy-
chology textbook, The Principles of Psychology, offers
provocative treatises on the social, humans are intrinsically
gregarious. This fundamental sociality includes “an innate
propensity to get ourselves noticed, and noticed favorable by
our kind” (James, 1890, I, p. 293). Although evolutionary the-
orists already had postulated a biological basis of sociality in
terms of selection and survival, James interjected a radical ad-
dendum into that postulate. While he, too, defined the social
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self as a functional property, his social was not a singular self
but rather plural selves: “Properly speaking, a man has as
many social selves as there are individuals who recognize him
and carry an image of him in their mind” (p. 294). When he
added that “To wound any one of these images is to wound
him,” plurality became the essence of the individual. James
claimed, for instance, that the personal acquaintances of an
individual necessarily result in “a division of the man into
several selves; and this may be a discordant splitting, as
where one is afraid to let one set of his acquaintances know
him as he is elsewhere; or it may be a perfectly harmonious
division of labor, as where one tender to his children is stern
to the soldiers or prisoners under his command” (p. 294).
James’s social self is complex, fragile, interdependent, and
diachronic: The social self is “a Thought, at each moment dif-
ferent from that of the last moment, but appropriative of the
latter, together with all that the latter called its own” (p. 401).
The social self constitutes an object that is not readily acces-
sible to scrutiny using scientific methods or explicable in
simple deterministic laws of action.

James’s mercurial, complex social psychological actor
bears striking similarities to James Mark Baldwin’s (1897) so-
cial individual rendered just 7 years later in Social and Ethical
Interpretations in Mental Development: A Study in Social
Psychology. Baldwin asserted the fundamental nature of the
individual and posited that psychological phenomena could
be explained only in relation to the social. In other words, the
individual self can take shape only because of and within a so-
cial world. Baldwin’s conceptualized “self” at once has
agency to act in the world as well as being an object of that
world. Delineating a “dialectic of personal growth” (p. 11),
wherein the self develops through a response to or imitation
of other persons, Baldwin challenged late-nineteenth-century
notions of an authentic or unified self and proposed, instead,
that “A man is a social outcome rather than a social unit. He
is always in his greatest part, also some one else. Social acts of
his—that is, acts which may not prove anti-social—are his
because they are society’s first; otherwise he would not have
learned them nor have had any tendency to do them” (p. 91).

Baldwin’s self was more deeply rooted in society than was
James’s; yet, they shared an overriding distrust of society and
consequently created a central place for ethics in their social
psychologies. And like James, Baldwin was a methodological
pluralist, insisting that social psychology demanded multiple
methods: historical and anthropological, sociological and sta-
tistical, and genetic (psychological and biological). Baldwin
ultimately held that individual psychology is, in fact, social
psychology because the individual is a social product and
could be understood only by investigating every aspect of
society, from institutions to ethical doctrines. It is in this

broader conception of the individual as a fundamentally
social being that Baldwin differs most strikingly from James:
His model directly suggested psychology’s social utility
through its enhanced knowledge of the individual in society,
and in this sense he shared closer kinship with John Dewey in
the latter’s call for a practical social psychology (Collier,
Minton, & Reynolds, 1991). However, in a gesture more
nineteenth century than twentieth, Baldwin placed his intel-
lectual faith in human change not in psychology’s discovery
of techniques of social regulation but rather in a Darwinian
vision of the evolution of ethics.

Scientific Specificity and the Social

James’s and Baldwin’s theories of the social self were em-
bedded in their respective programmatic statements for
psychology more generally. Other psychologists prepared
more modest treatises on the social self. Among the studies
contained in psychology journals of the last decade of the
century are various studies depicting social psychology as
anthropological-historical, as evolutionary and mechanistic,
and as experimental science. For instance, Quantz (1898)
undertook a study of humans’ relations to trees, describing
dozens of myths and cultural practices to demonstrate the
virtues of a social evolutionary explanation of customs, be-
liefs, and the individual psyche. Using historical and anthro-
pological records, he theorized that humans evolved to use
reason except under certain social circumstances, where we
regress to lower evolutionary status. Such historical re-
searches were held to inform human conduct; for instance, un-
derstanding how social evolution is recapitulated in individual
development leads us to see how “an education which crowds
out such feelings, or allows them to atrophy from disuse, is to
be seriously questioned” (p. 500). In contrast to Quantz’s de-
scriptive, historical approach but in agreement with his evolu-
tionary perspective, Sheldon (1897) reported a study of the
social activities of children using methods of quantification
and standardization to label types of people (boys and girls,
different social classes) and forms of sociality (altruism, gang
behavior). Incorporating both a mechanistic model of control
and evolutionary ideas about social phenomena (sociality),
Sheldon detected the risks of social-psychological regression
to less evolved forms and, consequently, strongly advocated
scientifically guided social regulation of human conduct.
Soon after, Triplett’s (1898) study of competition bore no
obvious evolutionary theorizing (or any other theory) but
advanced an even stronger mechanistic model and scientific
methodology. With its precise control, manipulation, and
measurement of social variables, Triplett’s experiment com-
pared a subject’s performance winding a fishing reel when
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undertaking the task alone or in competition with others. His
experimental report offers no theoretical appreciation of the
concepts of “social” or the relation of the individual to soci-
ety; instead, what is social is simply operationalized as the
residual effect when all other components of an action are
factored out. Triplett baldly concluded, “From the above facts
regarding the laboratory races we infer that the bodily pres-
ence of another contestant participating simultaneously in the
race serves to liberate latent energy not ordinarily available”
(p. 533). Here the social has no unique properties, appears to
abide by determinist laws, and requires no special investiga-
tive methods or theories.

The research projects of Quantz, Sheldon, and Triplett
along with the theoretical visions of James and Baldwin serve
not to register some distinct originating moment in psychol-
ogy’s social psychology but rather to exemplify the diversity
of theories and methodologies available as the new century
commenced. Evolution, ethics, history, and mechanics sup-
plied viable theoretical bases for social psychology, and his-
torical, observational, and experimental techniques likewise
furnished plausible methods of inquiry. These promising
foundations of a discipline were engaged in the investigation
of varied social phenomena, but these protosocial psycholo-
gists were especially attentive to two objects: the crowd or
“mob” mind and “suggestion,” a hypothesized property that
purportedly accounted for considerable social behaviors.

A decade later the field had garnered enough scholarly
interest to become the subject of two textbooks. William
McDougall’s (1908) Introduction to Social Psychology en-
gaged Darwinian theory to propose the idea of the evolution
of social forms and, more specifically, the construct of
instincts or innate predispositions. According to McDougall,
instincts— “the springs of human action” (p. 3)—consist of
cognitive, emotional, and behavioral components that have
evolved to constitute the fundamental dynamics of social be-
haviors and interactions. The same year, Edward A. Ross’s
(1908) Social Psychology, taking a more sociological orienta-
tion, proffered an interpretation of society as an aggregate of
individual social actions. Ross called his combination of soci-
ological and psychological precepts a “psycho-sociology.”

Numerous accounts record 1908, the year of the textbooks,
as the origin of the discipline. In fact, the first two decades of
the century witnessed a proliferation of studies, theories, and
pronouncements on the field. Some historians consequently
labeled this interval of social psychological work as the age of
schools and theories; they list among the new theory perspec-
tives those of instinct, imitation, neo-Hegelian or Chicago,
psychoanalytic, behaviorist, and gestalt (Faris, 1937; Frumkin,
1958; Woodard, 1945). Others have depicted the era as
conflictual, fraught with major controversies and theoretical

problems (Britt, 1937a, 1937b; Deutsch & Krauss, 1965;
Faris, 1937; Woodard, 1945). As one historical commentator
remarked, “It was around 1911 or 1912 that things really began
to happen. The second decade of the century witnessed all
kinds of ferment” (Faris, 1937, p. 155). George Herbert
Mead’s inventive theory of the social self and Charles Horton
Cooley’s conceptualization of groups mark the ingenuity cir-
culating throughout this ferment (Karpf, 1932; Meltzer, 1959;
Scheibe, 1985).

For many, eventual resolution of these varied perspectives
materialized with a metatheoretical conviction that social
psychology was essentially reductive to psychology. In the
words of one commentator, there emerged “a settled convic-
tion that patterns as matters of individual acquisition will
explain all psychological phenomena, social and individual.
As investigation proceeds, the once widely accepted notion
that individual psychology is one thing, and social psychol-
ogy another, has found a place in the scrapheap of exploded
psychological presuppositions” (Sprowls, 1930, p. 381).
Along with the benefits of a largely established niche within
universities and colleges, the discipline of psychology af-
forded would-be researchers of social life a set of scientific
practices that positioned them at the forefront of the social
science’s search for objective methods and purportedly
value-free discourse (Ross, 1979).

A SOCIAL PSYCHOLOGY TO SERVE
PSYCHOLOGY AND SOCIETY

In the years surrounding World War I and the more prosperous
1920s, many of these innovative ideas about social psy-
chology did, in fact, end up in a scrap heap, replaced by the be-
lief that psychology provided an appropriate and rich home
for social psychology. Psychology offered tantalizing re-
search methods—objective methods. More importantly, psy-
chology manifested a conviction that through this scientific
perspective, mental life could be explained as deterministic
and lawful (O’Donnell, 1979). By this time psychology was
relatively well established as a professional discipline with a
progressive scientific association, journals, textbooks, and in-
dependent departments in many colleges and universities
(Camfield, 1969; Fay, 1939; O’Donnell, 1985). Professional
security, however, was just one resource that psychology
offered social psychological inquiry. Figuring more promi-
nently among its investigative resources was psychology’s
overarching conception of the individual and the potential
utility of scientific knowledge.

By the 1920s the discipline of psychology had generated
a program for interrogating human nature that coupled the
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late-nineteenth-century recognition that humans were at once
more complex and less rational than previously was believed
with a growing sense that both individuals and society needed
scientific guidance. Moral sentiments, character, individual
autonomy, and self-reliance now seemed inadequate for the
social scientific task of understanding the dynamics, complex-
ity, and interdependence of human thought and actions
(Haskell, 1977; Ross, 1979). American psychologists were
proposing something distinctly more modern about mental
life: The functionalist idea of individual adaptations to a con-
tinually changing environment, an idea nurtured by evolution-
ary theory, promised a coherent model for penetrating beyond
proximate causes, perceiving dynamic action rather than sta-
tic structures, and observing complex connectedness rather
than unilinear causation. In turn, this functionalist viewpoint
opened a conceptual place for behaviorism with its hypothe-
sized mechanisms for explaining microscopic processes of
adaptation within the individual. Using a double discourse of
the natural and the mechanistic (Seltzer, 1992), psychology
afforded a rich, if sometimes contradictory, conception of the
individual as at once a natural organism produced through
evolution and as operating under mechanistic principles.
This “mechanical man” of behaviorism (Buckley, 1989)
was promising both as an object of scientific scrutiny and as
a target of social control despite the fact that it seemed at
odds with the white middle-class sense of psychological com-
plexity: Americans were envisioning self as personality
realized through presentation of self, consumption, fulfill-
ment, confidence, sex appeal, and popularity (Lears, 1983;
Morawski, 1997; Susman, 1985). The popularization of psy-
choanalysis promoted understandings of the self as deep,
dynamic, and nonrational and, consequently, heightened
anxieties about managing this self (Pfister, 1997).

The apparent tensions between deterministic notions of
mental life and a dynamic if anxious conception of often irra-
tional human tendencies, however, proved productive for the
social and political thinking in the first three decades of the
century. The Progressive Era, spanning 1900 to 1917, yielded
a series of social reforms marked by firm beliefs in the possi-
bility of efficient and orderly progress and equality—in social
betterment (Gould, 1974; Wiebe, 1967) and the centrality of
scientific guidance of social and political life (Furner, 1975;
Haber, 1964; Wiebe, 1967). Although World War I caused
considerable disillusionment about the possibility of rational
human conduct, it also provided concrete evidence of both
the efficacy and need for scientific expertise to design social
controls—to undertake “social engineering” (Graebner,
1980; Kaplan, 1956; Tobey, 1971). Even the acrimonious
social commentator Floyd Dell (1926) lauded the new

scientific professionals who “undertake therapeutically the
tasks of bringing harmony, order and happiness into inhar-
monious, disorderly and futile lives” (p. 248). Psychologists’
active involvement in the war effort, largely through con-
struction and administration of intelligence tests, demon-
strated their utility just as it provided them with professional
contacts for undertaking postwar projects (Camfield, 1969;
Napoli, 1975; Sokal, 1981; Samelson, 1985). It was in this
spirit that John Dewey (1922), an early proponent of psy-
chological social psychology, announced that ensuring
democracy and social relations depended on the growth of a
“scientific social psychology” (p. 323). Likewise, Floyd
Allport (1924) devoted a major part of his famous textbook,
Social Psychology, to “social control,” which he believed es-
sential for the “basic requirements for a truly democratic so-
cial order” (p. 415). Knight Dunlap (1928) pronounced that
social psychology was “but a propadeutic to the real subject”
of ameliorating social problems through techniques of con-
trol, and Joseph Jastrow (1928), another psychologist inter-
ested in social psychology, urged psychologists studying the
social to join “the small remnant of creative and progressive
thinkers who can see even this bewildering world soundly
and see it whole. Such is part of the psychologist’s responsi-
bility” (p. 436). Social psychology, then, would examine pre-
cisely those dimensions of human life that were critical to
matters of social control and, if investigated at the level of in-
dividual actors, would prescribe circumscribed remedies for
pressing social problems.

What distinguished the emerging social psychology from
earlier propositions was a set of assumptions materializing
within scientific psychology more generally: a belief in
the irrational, amoral bases of human nature; a mechanistic,
reductionist model of human thought and behavior; the sci-
entific aspirations to prediction and control; and a firm con-
viction that the resultant scientific knowledge would provide
an ameliorative guide to social practice.  Reductionist and
mechanistic models conceptualized social phenomena as
events at the level of the individual, while the associated sci-
entific aspirations to prediction and control prescribed the use
of experimental methods of inquiry. Notably absent from this
umbrella program were construals of moral agency, dynamic
selfhood, culture, and the dialectic relations between the
individual and society that were theorized just a short time
earlier. 

This rising social psychology, however, harbored several
complications and paradoxes. First, psychologists, including
the newly self-defined social psychologists, recognized a
dilemma of their own complicity: They too inhabit a social
world and sometimes act in irrational, emotional ways, but
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scientific expertise demanded something different, primarily
rationality and emotional detachment (Morawski, 1986a,
1986b). Second, the idea of having superior understandings
of the social world and the specific knowledge of what con-
stitutes optimal social relations and institutions are unequiv-
ocally evaluative claims; yet these claims stood alongside an
earnest belief that science is value free, disinterested, and
objective.  Twinning these latter two incompatible commit-
ments yielded a conflict between utopian or “Baconian”
morality, where science serves as an instrument of human
improvement, and a “Newtonian” morality, where science
serves the rational pursuit of true understandings of nature
(Leary, 1980; Toulmin, 1975). Third, the commitment to
rigorous, predictive science demanded that discrete variables
be investigated under assiduously controlled conditions
(typically in the laboratory). Ironically, these experimental
conditions actually produced new social phenomena (Suls &
Rosnow, 1988), and “The search for precise knowledge
created a new subject matter isolated from the wider society;
but the justification for the whole research was supposedly
its value to this wider world” (Smith, 1997, pp. 769–770).
Experimental social psychology, explaining social phenom-
ena in terms of the individual, was soon to dominate the field
but did not entirely escape these three tensions; they would
continue to surface intermittently. While triumphant, the
experimental psychological program for social psychology
was not without its critics, some of whom would propose
alternative scientific models.

WORK DURING THE INTERWAR YEARS

Progressive Science

Evolutionary notions of social instinct and mechanical
notions of radical behaviorism were entertained by social
psychologists and the laity alike through the 1920s, albeit
with considerable disagreement about their appropriateness.
By World War II social psychology comprised a productive
research program that in relatively little time had yielded
credible models of how individuals interact with others or
function in the social world. Appropriating the behaviorist
worldview that was rapidly ascending in psychology, Floyd
Allport defined social psychology as “the science which
studies the behavior of the individual in so far as his behav-
ior stimulates other individuals, or is itself a reaction to their
behavior; and which describes the consciousness of the indi-
vidual in so far as it is a consciousness of social objects and
social relations” (1924, p. 12). Many scholars have deemed

Allport’s Social Psychology foundational for an experimen-
tal social psychology that emphatically took the individual to
be the site of social phenomena. (For an account of the
discipline’s “origin myths,” including Allport’s work, see
Samelson, 1974, 2000.) This “asocial” social psychology
followed its parent, psychology, in its ever-growing fascina-
tion with experimentation and statistical techniques of inves-
tigation (Danziger, 1990; Hornstein, 1988; Winston, 1990;
Winston & Blais, 1996), increasing considerably after World
War II (Stam, Radtke, & Lubek, 2000). Allport’s text was
largely one of boundary charting for the researchers who ex-
plored the new field. However, it also is important to see that
during the interwar period Allport’s introduction comprised
but one scientific stream in “a set of rivulets, some of them
stagnating, dammed up, or evaporating . . . and others swept
up in the larger stream originating elsewhere, if still main-
taining a more or less distinctive coloration” (Samelson,
2000, p. 505).

One of these rivulets flowed from the Progressive Era
desiderata that social scientific experts devise scientific tech-
niques of social control and took more precise form through
the rubric of the individual’s “personal adjustment” to the
social world (Napoli, 1975). Linking social psychology to
the emerging field of personality (Barenbaum, 2000) on the
one hand, and to industrial psychology with its attendant
commercial ventures on the other, the idea of personal adjust-
ment undergirds substantial research on attitudes, opinions,
and the relations between individual personality and social
behavior. Employing the first scale to measure masculinity
and femininity, a scale that became the prototype for many
such tests, for instance, Terman and Miles (1936) were able to
observe the relations between an individual’s psychological
sex identification and problems in their social functioning
such as marital discord (Morawski, 1994). Another example
of such adjustment research is seen in what has come to be
called the “Hawthorne experiment” (purportedly the first ob-
jective social psychology experiment in the “real world”),
which investigated not individual personality but the individ-
ual’s adjustment within groups to changes in workplace con-
ditions. The experiment is the source of the eponymous
“Hawthorne effect,” the reported finding that “the workers’
attitude toward their job and the special attention they re-
ceived from the researchers and supervisors was as important
as the actual changes in conditions themselves, if not more
so” (Collier, Minton, & Reynolds, 1991, p. 139). Archival ex-
amination of the Hawthorne experiments indicates a rather
different history: These “objective” experiments actually en-
tailed prior knowledge of the effects of varying workplace
conditions, suppression of problematic and contradictory



230 Social Psychology

data, and class-based presumptions about workers, especially
female employees, as less rational and subject to “uncon-
scious” reactions (Bramel & Friend, 1981; Gillespie, 1985,
1988). Such unreported psychological dynamics of the
experimental situation, dynamics later to be called “artifacts”
(Suls & Rosnow, 1988), went undocumented in these
and other experimental ventures despite the fact that some
psychologists were describing them as methodological prob-
lems (Rosenzweig, 1933; Rudmin, Trimpop, Kryl, & Boski,
1987).

In 1936 Muzafer Sherif extended social psychology to
psychologists themselves, who, he suggested, are “no excep-
tion to the rule about the impress of cultural forces.” Sherif
admonished social psychologists for such disregard—for
their “lack of perspective”—arguing that “Whenever they
study human nature, or make comparisons between different
groups of people, without first subjecting their own norms to
critical revision in order to gain the necessary perspective,
they force the absolutism of their subjectivity or their
community-centrism upon all the facts, even those labori-
ously achieved through experiment” (p. 9).

Making and Finding Social Relevance 

Another stream of research entailed the study of “attitudes,”
which in 1935 Gordon Allport called “the most distinctive
and indispensable concept in American social psychology”
(p. 798). Scientific study of attitudes shared kinship with
Progressive ideals to scientifically assess beliefs and opinions
of the populace and ultimately was to have political and com-
mercial uses, especially in advertising and marketing (Lears,
1992). It is through controlled, quantitative attitude studies
that social psychologists significantly refined their experi-
mental techniques of control and numeric exactitude, notably
through development of sampling techniques, psychometric
scales, questionnaire formats, and technical approaches to
assessing reliability and validity (Katz, 1988). In his 1932 re-
view of social psychology L. L. Bernard wrote, “Scale and
test making is almost a science in itself utilized by social psy-
chologists in common with the educationists [sic], the indus-
trial and business management people, and in fact by most
of the vocational interests in the United States” (p. 279).
Bernard detected the wide-scale market value of these psy-
chological technologies, especially their compatibility with
and rising ethos of quantification: “There is a strong tendency
in this country to find a method of measuring all forms of
behavior and nothing is regarded as a demonstrated fact in
social psychology or elsewhere until it has been measured or
counted and classified” (p. 279).

In the 1930s social psychology’s original aim of aiding
social welfare, albeit muted by intensive efforts to realize the
challenging goal of experimentation on social processes,
became more pronounced. Throughout the remainder of the
century social psychology would exhibit similar swings
back and forth between worldly or political aspirations
and scientific ones (Apfelbaum, 1986, p. 10). A swing was in-
deed occurring in this decade: Psychologist-turned-journalist
Grace Adams (1934) chided psychologists for their failure to
predict the stock market crash of 1929 culminating in world-
wide depression, but soon after social psychologists perse-
vered in probing the depression’s complex social effects. The
commitment to investigations that more or less directly serve
social betterment grew wider in the 1930s and 1940s. How-
ever visible these reformist efforts, historians disagree about
the political philosophy underlying the research: Whereas
some scholars assume the philosophical basis was simply ob-
jective science applied to nonlaboratory conditions, others
see a more engaged politics, including a benignly democra-
tic, elitist “democratic social engineering” or “New Deal”
liberalism (Graebner, 1980; Richards, 1996; van Elteren,
1993). The political atmosphere certainly included a sense of
professional survival as evidenced by psychologists’ mobi-
lization to create an organization devoted to studying social
problems, the Society for the Psychological Study of Social
Issues (Finison, 1976, 1979; Napoli, 1975).

Aggression was a prime social problem identified in the
1930s, and the researchers who formulated what was to be-
come a dominant view in aggression research, the frustration-
aggression hypothesis, retrospectively produced a list of events
that precipitated the research. In addition to the depression, the
list included the Spanish Civil War, racism and the caste system
of the South, anti-Semitism in Germany, and labor unrest and
strikes. Combining the odd bedfellows of behavior theory and
Freudian psychoanalysis, a group of Yale University psycholo-
gists hypothesized “that the occurrence of aggressive behavior
always presupposes the existence of frustration and, contrari-
wise, that the existence of frustration always leads to some
form of aggression” (Dollard, Doob, Miller, Mowrer, & Sears,
1939). Extended to studies of concrete situations—frustrated
laboratory rats, poor southerners, unemployed husbands, and
adolescents—the frustration-aggression hypothesis consti-
tuted a truly “socially relevant” social psychology. The hypoth-
esis pressed a view of the social individual as not always aware
of his or her actions, as motivated by factors about which he or
she was not fully conscious.

Political and professional affairs inspired social psycholo-
gists to engage more directly in social-action-related research;
also influencing such research was the formation of a more
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ethnically diverse research community, including Jewish
émigrés who had fled Germany and whose backgrounds en-
tailed dramatically different personal experiences and intellec-
tual beliefs. Franz Samelson (1978) has suggested that these
new ethnic dimensions, including researchers more likely sen-
sitized to prejudice, were influential in shaping research on
racial prejudice, discrimination, and stereotypes and the con-
sequential move away from American psychology’s biologi-
cally based notion of race difference. In the case of Kurt Lewin,
heralded by many as the most important social psychologist of
the century, his own experiences, coupled with the influence of
European socialism, shaped his studies of labor conditions that
considered foremost the perspective of the workers and at-
tended to the broader context in which events, including labor,
transpire (van Elteren, 1993). The influence of émigré social
psychologists is evident in the scientific investigations of the
psychology of fascism and anti-Semitism; most notable of this
socially responsive work is the authoritarian personality the-
ory (Samelson, 1985), discussed more in a later section.

Some streams of intellectual activity, to extend Samelson’s
metaphor of the field’s watercourse, eventually evaporate or
are dammed. Despite economic scarcity or perhaps because
of it, the 1930s proved a fertile period of innovations, al-
though most of these noncanonical ideas did not survive long.
Katherine Pandora (1997) has recovered and documented
one such innovative gesture in the interwar work of Garner
Murphy, Lois Barclay Murphy, and Gordon Allport through
which they “rejected the image of the laboratory as an ivory
tower, contested the canons of objectivity that characterized
current research practice, and argued against reducing nature
and the social worlds to the lowest possible terms” (1997,
p. 3). They also questioned the prevailing conceptions of
democracy and the moral implications of social scientific
experts’ interest in adjusting individuals to their social envi-
ronment. These psychologists’ differences with the status quo
were sharp, as witnessed by Gordon Allport’s claim that “To
a large degree our division of labor is forced, not free; young
people leaving our schools for a career of unemployment be-
come victims of arrested emotional intellectual development;
our civil liberties fall short of our expressed ideal. Only the
extension of democracy to those fields where democracy is
not at present fully practiced—to industry, education and
administration, and to race relations for examples—can make
possible the realization of infinitely varied purposes and
the exercise of infinitely varied talents” (Allport, quoted in
Pandora, 1997, p. 1). His stance on the relation of the individ-
ual to society, and on the state of society, stands in stark
contrast to the elitist models of social control, personal ad-
justment, and democratic social engineering that inhered in

most social psychology. Their dismissal of the dominant
meaning of the two central terms of social psychology, the
“individual” and “social,” as well as their critiques of con-
ventional laboratory methods, enabled them to propose what
Pandora calls “experiential modernism”: the historically
guided “search for scientific forms of knowing that would
unsettle conventional ways of thinking without simultane-
ously divorcing reason from feeling, and thus from the realm
of moral sentiments” (p. 15).

Another attempt to alter mainstream social psychology is
found in Kurt Lewin’s endeavors to replace the discipline’s in-
dividualist orientation with the study of groups qua groups, to
apply gestalt principles instead of thinking in terms of discrete
variables and linear causality, and to deploy experiments in-
ductively (to illustrate a phenomenon) rather than to use them
deductively (to test hypotheses) (Danziger, 1992, 2000).
Other now largely forgotten innovations include J. F. Brown’s
(1936; Minton, 1984) proposal for a more economically
based and Lewinian social psychology, and Gustav Icheiser’s
phenomenological theories along with his social psychology
of the psychology experiment (Bayer & Strickland, 1990;
Rudmin, Trimpop, Kryl, & Boski, 1987). By the time of the
United States’ entrance into World War II in 1941, social psy-
chology had acquired both a nutrient-rich professional niche
within psychology and a set of objective techniques for prob-
ing individuals’ thoughts and actions when interacting with
other individuals. While social psychology’s ability to gener-
ate scientific knowledge still was regarded suspiciously by
some psychologists, social psychologists nevertheless be-
came actively involved in war-related research. They confi-
dently took the helm of government-sponsored studies of
propaganda, labor, civilian morale, the effects of strategic
bombing, and attitudes. The war work proved to have so
strengthened social psychologists’ solidarity that one partici-
pant claimed, “The Second World War has brought maturity
to social psychology” (Cartwright, quoted in Capshew, 1999,
p. 127). After the war psychological experts were challenged
to generate both relevant and convincingly objective research
and form alliances with those in positions of power (Harris,
1998). However promising to the field’s future, that organi-
zational gain was achieved at the cost of damming up some
of the field’s investigative channels, narrowing further the ac-
ceptable options for theory and methods alike. This scientific
service experience also permeated the core conceptions of
human kinds, and during the postwar years the conception of
the individual–social world relation would evolve signifi-
cantly from the Progressive and interwar scenario of more or
less mechanical actors needing adjustment to efforts to refine
the machinery of society.
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MIDCENTURY ON: FROM POST–WORLD WAR II
AND POST-MECHANISM TO POST-POSITIVISM

World War II Era

For many historians of social psychology, the two world wars
often bracket significant shifts within the discipline. Both
world wars brought with them pronounced expansions of
psychology, ones that eventually found their way into nearly
every facet of daily life (Capshew, 1999; Herman, 1995). In
reflecting on changes wrought by the war years to social psy-
chology, Kurt Lewin (1947/1951) speculated that new devel-
opments in the social sciences might prove “as revolutionary
as the atom bomb” (p. 188). What he seemed to have in mind
is how the social sciences informed one another in treating
social facts as a reality as worthy of scientific study as are
physical facts. He also observed developments in research
tools and techniques and a move among the social sciences
away from classification systems to the study of “dynamic
problems of changing group life” (p. 188). What Lewin could
not have imagined at the time, however, were those very
depths to which the “atomic age” would rearrange sociopolit-
ical life and the field of social psychology. In his own time
Lewin’s optimism for social psychology counterbalanced
Carl Murchison’s more gloomy tone in the 1935 edition of
The Handbook of Social Psychology: “The social sciences at
the present moment stand naked and feeble in the midst of the
political uncertainty of the world” (p. ix). The turnaround
in these intervening years was so dramatic that Gardner
Lindzey was moved to declare in the 1954 Handbook that
Murchison’s edition was not simply “out of print” but “out of
date.” Lindzey measured out social psychology’s advance by
the expansion of the handbook to two volumes. But more
than quantity had changed. Comparing the table of contents
over these years is telling of social psychology’s changing
face. In 1935 natural history and natural science methods
applied to social phenomena across species; the history of
“man” and cultural patterns were strikingly predominant
relative to experimental studies. By 1954 social psychology
was given a formal stature, deserving of a history chapter by
Gordon Allport, a section on theories and research methods
in social psychology, and a second volume of empirical,
experimental, and applied research. 

On many counts, during and after World War II experi-
mental social psychology flourished like never before under
military and government funding and a newfound mandate
of social responsibility, which, in combination, may have
served to blur the line between science and politics writ large,
between national and social scientific interests (Capshew,
1999; Finison, 1986; Herman, 1995). Questions turned to

matters of morale (civilian and military), social relations
(group and intergroup dynamics), prejudice, conformity, and
so on (Deutsch, 1954; Lewin, 1947/1951), and they often
carried a kind of therapeutic slant to them in the sense of
restoring everyday U.S. life to a healthy democracy. To quote
Herman (1995), “Frustration and aggression, the logic of per-
sonality formation, and the gender dynamics involved in
the production of healthy (or damaged) selves were legiti-
mate sources of insight into problems at home and conflicts
abroad” (p. 6). Psychologists’ work with civilians and the
military, with organizations and policy makers, parlayed into
new relations of scientific psychological practice, including
those between “scientific advance, national security, and do-
mestic tranquility” and between “psychological enlighten-
ment, social welfare, and the government of a democratic
society” (Herman, 1995, p. 9). As Catherine Lutz (1997)
writes, military and foundation funding of social psychologi-
cal research, such as Hadley Cantril’s on foreign and domes-
tic public opinion or the Group Psychology Branch of the
Office of Naval Research, once combined with the “culture
and political economy of permanent war more generally,
shaped scientific and popular psychology in at least three
ways—the matters defined as worthy of study, the epistemol-
ogy of the subject that it strengthened, and its normalization
of a militarized civilian subjectivity” (pp. 247–248).

New Ways of Seeing Individual and Social Life

Amongst historians there exists fair consensus on a reigning
social psychology of this moment as one of an overriding sen-
sibility of social engineering or a “psychotechnology” in the
service of a “liberal technocratic” America (e.g., Graebner,
1986; Rose, 1992; also see Ash, 1992). But such an exclusive
view overlooks how certain theoretical influences that in con-
cert with the times helped to shape the terms of the subject
matter, the field itself, and how the individual–social world
relation was to be construed. For Solomon Asch (1952), for
example, subject matters, such as conformity, were sites
revealing of the “intimate unity of the personal and social” in
a single act of yielding or asserting one’s independence
(p. 496). Elsewhere the personal and social became reworked
through Kenneth B. Clark’s research on race and segregation,
work that was vital to the decision in Brown v. Board of Edu-
cation; and, Gordon Allport’s (1954) The Nature of Prejudice
revealed how prejudice, hatred, and aggression rippled out
across the personal and situational to the social and national.
Another significant case is found in what has come to be
called the authoritarian personality. Early Marxist-Freudian
integrations in the study of political passivity or “authoritar-
ian character” structure in Germany by Reich and Fromm and
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subsequently in America by Horkheimer and the “Berkeley
group” yielded the 1950 edited volume The Authoritarian
Personality (Adorno, Frenkel-Brunswik, Levinson, & San-
ford, 1950). Even though “Reich’s original problem” was
refitted to “a liberal, empiricist, individual-psychology
framework” (Samelson, 1985, p. 200), study of authoritarian
personality, like other examples mentioned, made visible the
equation of “politics and psychology and the convergence of
personal and social analysis” (Herman, p. 60). The “authori-
tarian episode,” writes Graham Richards (1997), “was an
expression of a complex but fundamental set of ideological
conflicts being waged within and between industrialised
white cultures: capitalism vs. communism, democracy vs.
totalitarianism, liberalism vs. puritanism” (pp. 234–235).
Insofar as authoritarian personality hinged individual person-
ality to political ideologies and national character to inter-
group and international tensions (including racism in the
United States and leadership studies in small groups), then
Lewinian small group research’s physical and mathematical
language of space, field, forces, and tensions served to link
public and private spheres of home and work with liberal
ideals of a technocratic America (Deutsch, 1954; Gibb, 1954;
Ash, 1992; van Elteren, 1993). Together, these levels of
analysis (the individual, group, etc.) and social psychological
phenomena offered different ways to conceive of the traffic
between the individual and the social world. They also func-
tioned to remap how the social was construed to reside in or
be created by the individual, as well as the function of these
new ways of seeing individual and social life for all.

Still, once entered into, social psychology offers no
Ariadne’s thread to guide historians through its disciplinary
passageways of subject matters, epistemological shifts, and
changing notions of subjectivity. Just as cultural, social, eco-
nomic, and political life in the United States was in flux, so
the more familiar and routine in social psychology was being
tossed up and rearranged. Gender and race rearrangements
during and after the war in the division of work, in labor union
negotiations, and in domestic affairs signal incipient counter-
culture and social movements ready to burst through the ve-
neer of a culture of “containment” (Brienes, 1992; May,
1988). Much as some historians broaden out this moment’s
sensibility as “not just nuclear energy that had to be con-
tained, but the social and sexual fallout of the atomic age
itself” (May, p. 94), so others add that the “tide of black mi-
gration, coupled with unprecedented urban growth and pros-
perity, reinvigorated African American culture, leading to
radical developments in music, dance, language and fashion”
(Barlow, 1999, p. 97). American life was being recreated,
with the tug of desires for stability—cultural accommoda-
tion and civil defense—exerting as much force as the drive

for change—cultural resistance and civil rights. Margot
Henriksen (1997) writes of this tension as one between con-
sent and dissent wherein for blacks “Western powers’ racism
and destructiveness came together explicitly in the Holocaust
and implicitly in the atomic bombings of Hiroshima and
Nagasaki” (p. 282). These entanglements of postwar anxi-
eties, struggles, and dreams reverberated in America’s popu-
lar imagination, such as Frank Capra’s early postwar film It’s
a Wonderful Life, Frank Conroy’s characterizations of 1950s
America as “in a trance” and young Americans as the “silent
generation,” Salinger’s age of anxiety in The Catcher in the
Rye, the new science fiction genre film The Day the Earth
Stood Still, the rebel “beat generation” of Jack Kerouac,
bebop jazz, and a “wave of African American disc jockeys
introduc[ing] ‘rhyming and signifying’” (Barlow, p. 104;
Breines, 1992; Henriksen, 1997).

Social psychological works appealed for new approaches
to leadership and peace, group relations (at home and work),
cohesiveness, ways to distinguish good democratic consen-
sus (cooperation) from bad (compliance, conformity, and the
more evil form of blind obedience), prejudice, trust, and sur-
veillance (as, for example, in research by Allport, Asch,
Gibb, Milgram, Thibaut, and Strickland). Tacking back and
forth between social and cultural happenings marking this era
and the field’s own internal developments, social psychology
did not simply mirror back the concerns of the age but rather
was carving out its place in American life as it translated and
built psychological inroads to America’s concerns of the day.

Approaching problems of the day provoked as well cross-
disciplinary interchange for many social psychologists, such
as Kurt Lewin, Solomon Asch, Leon Festinger, Gordon
Allport, and Theodore Newcomb. One way this need was for-
malized for small group research was through centers, such
as those at Harvard University, MIT, or the University of
Michigan. Another way interdisciplinary interchange became
influential within social psychology was through the Macy
Foundation Conferences, which brought together researchers
from, for example, mathematics, anthropology, neuropsy-
chology, and social psychology for discussion on communi-
cation and human relations, which came to be regarded as
the area of cybernetics (Fremont-Smith, 1950). Amongst re-
searchers attending the Macy Conferences were those who,
such as Alex Bavelas, Gregory Bateson, and Margaret Mead,
would come to construe social psychology’s small group
concepts and dynamics through cybernetic notions of com-
munication patterns, the flow of information and human rela-
tions (Heims, 1993). Together, the concerns of the day urged
along disciplines on questions of moral certainty and episte-
mological truth as military technologies of information the-
ory and communication began to give rise to the cybernetic



234 Social Psychology

age and its corresponding challenges to notions of human
subjectivity.

Cold War, Cybernetics, and Social Psychology

When Solomon Asch (1952) well noted the very conditions of
life and beliefs in society as part and parcel of the “historical
circumstances [under which] social psychology [made] its ap-
pearance” in midcentury America (p. 4), he might have added
how the culmination of these forces made for a profound over-
haul of psychology’s object—the human. The Macy Founda-
tion Conferences, for example, incited talk of “electronic
brains” and fantasies of robots, as well as of “communica-
tion,” “cybernetics,” and “information,” all of which assumed
their collective place in social psychology’s imagination of
the human subject for decades to come (Bayer, 1999a; also see
Heims, 1993). This makeover is about assessing how, as John
Carson (1999) argues of psychology’s object, the human
mind, social psychology’s object of the individual becomes
“fashioned into different investigative objects” (p. 347). By
the mid-1950s, “Information theory and computer technol-
ogy, in addition to statistical methods, suggested a new way to
understand people and to answer the question of the mind’s re-
lation to matter” (Smith, 1997, p. 838). The older mechanistic
notion of man-as-machine was giving way to one of man-as-
an-information-processor in which the human becomes a
composite of input-output functions understood as a “homeo-
static self-regulating mechanism whose boundaries were
clearly delineated from the environment” (Hayles, 1999,
p. 34; also see Bayer, 1999a; Edwards, 1996; Smith, 1997).
Seen as forged out of a combination of cognitive psychology,
behaviorism, gestalt, information theory, mathematics, and
linguistics, this version of the nature of “man” allowed for
“man” and machine (computer) to go beyond metaphors of
mechanical man into the realm of relations between man and
machine (Edwards). Cybernetics was thus “a means to extend
liberal humanism” by “fashioning human and machine alike
in the image of an autonomous, self-directed” and “self-
regulating” individual (Hayles, p. 7). Movement between man
and machine was eased by the idea of communication denot-
ing relation, not essence; indeed, relation itself came to sig-
nify the direction of social psychology—interpersonal, group,
intergroup—as much as in communication studies (Hayles,
p. 91; Samelson, 1985). This transformation of social psy-
chology’s object also entailed a change to small groups as its
unit of study (Heims, p. 275; also see Back, 1972; Danziger,
1990), an idea resonant with an emerging idealized notion of
open communication in small communities.

Within small group laboratories, cybernetics and informa-
tion theory brought men and machines together by including

each in the loop of communication-control-command-
information (C3I) interactions. Robert Bales, for example,
translated Parson’s sexual division of labor into a language of
communication codes of instrumental and expressive interac-
tions such that together in the context of small groups they
functioned as a “mutually supporting pair” serving “stabiliz-
ing” or “homeostatic like functions” (Bales, 1955, p. 32). For
Alex Bavelas (1952) messages carried information about
status and relationship to the group and patterns of communi-
cation about networks, efficiency, and leadership. Bavelas’s
work thus marks the beginning of the sea change from
Lewin’s “Gestalt psychology to . . . ‘bits’ of information”
(Heims, 1993, p. 223).

That human and machine could interface via information
codes or messages in small groups eased the way as well
to using certain technologies as message communicators,
such as Crutchfield’s (1955) vision of an electronic commu-
nication apparatus for small group research, featuring a sys-
tem of light signals with a controlling switchboard allowing
the experimenter to control and communicate messages
among group members. Electronic apparatuses “stood in” for
other experimental group participants, creating the impres-
sion of the presence of other participants sending messages to
one another in a small group. But, just as significantly, these
apparatuses helped to fashion a human-as-information-
processor subjectivity (Bayer, 1998a). Such electronic de-
vices, along with a host of other technologies, such as audio
recordings and one-way mirrors, began to characterize small
group laboratory research as the outer world of everyday social
life was increasingly recreated inside the social psychology
laboratory (Bayer & Morawski, 1992; Bayer, 1998a). Simu-
lated laboratory small groups offered at least one way to rec-
oncile small group research with social psychology’s demands
for scientific experimental rigor and to serve as a kind of labo-
ratory in which to reconstrue communication as a social psy-
chology of social relations (Graebner, 1986; Pandora, 1991).

In retrospect, small group research of the 1950s to the
1990s seemed deeply invested in mapping a “contested ter-
rain of the social relations of selves” (Bayer & Morawski,
1991, p. 6), for which the language of communication and
control served as much to set the terms of management re-
lations as it did to masculinize communication in corporate
culture, or the thinking man’s desk job (Bayer, 2001).
Bales’s research, for example, tailored the gender terms of
social psychology’s communication, control, and command
interchanges by converting Parsonian sex roles into com-
munication labor that sorted group members’ contributions
into either the “best liked man” or the “best ideas man”—a
mutually supporting pair in corporate management. That the
typical instrumental gender role moved between private and
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public life was in keeping with a Parsonian view of normal
social arrangements. Less routine here was the translation
of social-emotional relations, the work expected of women
and thought to be suited to domestic life, into a kind of
communication labor needed in masculine corporate cul-
ture. Despite small group researchers’ reliance at times on
women, as in Lewin’s work with women and nutrition dur-
ing times of scarcity or Parson’s familial gender division,
small group research in the field and the laboratory tended,
in the early decades, to study the group life of men in the
public domain (Bayer & Morawksi, 1991). Over subsequent
decades, however, small group research became a site of
gender-difference testing, almost serving as a barometer
of the gender politicization of work spaces and women’s
movement into them (e.g., Eagly, 1987; Eagly, Karau, &
Makhijani, 1995).

Cybernetics and the “Inside-Outside Problem” 
in Times of Suspicion and Surveillance

While the cybernetic age clearly had a hand in renewed study
of boundaries between inner and outer, or the “inside-outside”
problem (Heider, citing F. Allport, 1959, p. 115; Edwards,
1996; Hayles, 1999), equally mediating were postwar and
McCarthy times in U.S. life heightening a psychological sen-
sibility around inner-outer spaces. This period was itself, to
quote M. Brewster Smith (1986), marked by a “crescendo of
domestic preoccupation with loyalty and internal security”
(p. 72). Drawing on the work of Paul Virillo, Hayles writes
that “in the post–World War II period the distinction between
inside and outside ceased to signify in the same way,” as
“cybernetic notions began to circulate . . . and connect up
with contemporary political anxieties” (p. 114). Worries over
the “inability to distinguish between citizen and alien, ‘loyal
American’ and communist spy” (Hayles, p. 114) are concerns
about distinguishing between appearances and reality, be-
tween self and other, between surface and depth, outer and
inner realms. Whereas David Riesman (1969) wrote that this
period resulted in a shift from inner to an other-directed soci-
ety, Richard Sennett (1974/1976) later countered with obser-
vations that in fact the reverse order characterized midcentury
American selves. American society had become increasingly
marked by its stress on inner-directed conditions, by what he
saw as a “confusion between public and intimate life” (p. 5).
Side by side, these interpretations tell of a magnified concern
by social psychologists and citizens alike around borders and
boundaries. Rearrangements in social divisions of private
and public life, of inner- and other-directedness in postwar
America, had at their heart a reconfiguring of inner-outer
boundaries.

The Case of Balance Theories

It may be of little surprise, given the above, that balance or
consistency theories garnered a fair bit of social psychological
attention at this time. The individual–social world relation was
depicted as a kind of juggling of internal states and external
conditions, or personal versus situational attributions played
off of one another.Against the backdrop of social and political
upheaval, then, psychological balance theories offered a feel-
ing of equipoise at some level, whether of one’s own inner and
outer life or one’s relation to others or to surrounding beliefs,
during this heated mix in America of politics, sex, and secrets.
Balance theories may thus be thought of as exerting a kind of
intuitive double-hold—first through the cybernetic revision of
homeostatic mechanisms and second through an everyday so-
cial psychology that sought perhaps to balance the day-to-day
teeter-tottering of psychological security and insecurity.
Arguably outgrowths of cybernetics and wider cultural pre-
occupations, cognitive consistency theories, such as Leon
Festinger’s cognitive dissonance theory, Frtiz Heider’s bal-
ance theories, and John Thibaut and Harold Kelley’s social
exchange theories, held out a subjectivity of rational control in
a time of the country appearing out of control.

It is possible to regard social psychology’s mix of balance
theories and cybernetic influences during the period 1945 to
the 1960s as reflecting not quite competing versions of the
human. On the one hand, as Hayles outlines them, there cir-
culated the notion of “man” as a “homeostatic self-regulating
mechanism whose boundaries were clearly delineated from
the environment and, [on the other], a more threatening,
reflexive vision of a man spliced into an informational circuit
that could change him in unpredictable ways” (Hayles, 1999,
p. 34; also see Bayer, 1999b). The former version resonates
with early balance or consistency theories for how they tried
to reconcile psychological life with observable reality. The
latter, more reflexive version carried within it the beginnings
of a critique of objectivist epistemology. Such reflexive
notions of the subject helped to recast behaviorist notions of
simple, reductionist input-output mechanisms and other cor-
respondence theories of the subject in which representations
of the world were assumed to map neatly onto internal expe-
rience. Instead, experience itself was thought to organize or
bring into being the outside—or social—world (Hayles,
1999). That attributions might arise out of common cultural
beliefs without objective or empirical real-world referents
gestures toward a more constructionist intelligibility in social
psychology, as found in theory and research on self and social
perception work by Daryl Bem and Harold Kelly in his attri-
bution research. By the 1970s Gergen was to note that had
works such as these been “radically extended,” they would
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have posed a “major threat to the positivist image of human
functioning” (1979, p. 204). One could add to this research
on sense-making the high drama of laboratory simulations,
including Milgram’s 1960s experiments on obedience (and
his film Obedience) and Zimbardo’s 1970s prison study that
augmented—however inadvertently—views of social roles
as performative.

From Rational Calculator to Error-Prone Subject

One might usefully think of the influence of computers, cy-
bernetic notions, and laboratory simulation techniques as
technologies of the social psychological subject. That is,
as Gerd Gigerenzer (1991) argues, researchers’ tools function
as collaborators in staging versions of human nature or the
human mind, what he called tools-to-theory transformations.
Looking at the case of the institutionalization of the statistic
ANOVA (Analysis of Variance) and Kelley’s attribution
theory, for example, Gigerenzer demonstrated how the statis-
tic became a version of human as an “intuitive statistician.”
Across these tool-to-theory transformations relying on com-
puters, statistics, and information theory—cybernetics—
notions of the human as a rational calculator were one side of
the coin of the social psychological subject. On its flip side
was an opposing version arising in the 1970s when political
events and social history conspired to make known man as a
fallible information processor. Irving Janis’s analyses of the
Pearl Harbor and Bay of Pigs fiascos, for example, cast a
stone into the seeming calm waters of group cohesion by re-
vealing its downside—groupthink (Janis & Mann, 1977). By
the 1970s “man” was virtually awash in characterizations as
an error-prone decision maker who fell victim to a host of bi-
ases and heuristics, such as in research by Daniel Kahneman
and Amos Tversky. Prior to the 1970s, as Lola Lopes (1991)
found, most of the research depicted a rather good decision-
making subject. By the 1980s, however, when Time maga-
zine named the computer “Man of the Year,” “man” himself
would be characterized in Newsweek as “woefully muddled
information processors who often stumble along ill-chosen
shortcuts to reach bad conclusions” (Lopes, p. 65; Haraway,
1992). This rhetoric of irrationality caught on inside the dis-
cipline as well, reframing areas such as social perception,
influence, and prejudice wherein miscalculation, mispercep-
tion, and other social psychological information errors were
taken to be the devil in the details of daily interactions. Over-
looked here as with the overemphasis on internal causes in
attribution research was, as Ichheiser argued, the power of
the American ideology of individualism in predisposing indi-
viduals and social psychologists to look for personal rather
than social-historical causes (Bayer & Strickland, 1990).

This oversight was in fact a crucial one, especially in light of
the penetrating challenges to social psychology’s subject
matters, its reigning positivist epistemology, and notions of
subjectivity from various social movements.

SOCIAL MOVEMENTS AND MOVEMENTS FOR
CHANGE IN SOCIAL PSYCHOLOGY

Individual–Social World Dualism Revisited

Changes in social psychology’s vision of man, including
ways to conceptualize the individual, social relations, and the
“ensuing riddle of their relationship”—or, “the endless prob-
lem of how the individual stood vis-à-vis the world”—would
meet additional challenges from social movements such as
second wave feminism, black civil rights, and gay and les-
bian rights, as well as from war protests (Riley, 1988, p. 15;
Richards, 1997). That social psychology suffered theoreti-
cally and research-wise on the social side of its psychological
equation was a significant part of the storm social psychology
would have to weather in the 1970s. But, the problem went
beyond the nature of the relation of this dualism’s polar
opposites. Instead, the dualism itself, as that of the nature-
nurture divide, would eventually be undermined (Henriques,
Hollway, Urwin, Venn, & Walkerdine, 1984/1998; Richards,
1997; Parker & Shotter, 1990).

Whence the Social?

For some social psychologists, the desire for a social social
psychology formed out of what was considered the disap-
pearing “social” in social psychology, which, even in the case
of small group research, seemed to have collapsed into the in-
dividual. Ivan Steiner (1974) posed the disappearance of “the
social” as a conundrum given that social movements of the
1960s might have led one to expect a more “groupy” social
psychology. In examining dissonance theory, attribution the-
ory, attitude research, and self-perception theory, Steiner
found even further evidence of social psychology’s individu-
alistic orientation. Not only had the social moved inside the
individual, but social psychology appeared to have lost sight
of its compass, all of which, he thought, might account for the
“gloomy” “self-reproach” and near “despair” among social
psychologists (Steiner, p. 106). It is curious that social psy-
chology’s object, the human, had become, at least in some
experimental quarters, a rather gloomy-looking soul too—
error prone and, if not alienated from himself, given to fail-
ures in helping (e.g., Darley & Latane, 1968). Against various
“denunciations of laboratory research to damning criticisms
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of the ethical and methodological qualities of . . . investiga-
tive strategies, and even to suggestions that [social psycholo-
gists] forsake . . . scientific tradition in favor of participation
in social movements,” however, Steiner initially held out
hope (p. 106). He saw signs of change in social movements;
the new decision-making research, such as that of Irving
Janis’s concept of groupthink; Eliot Aronson’s interest in
T-groups; and, the faint rustle of reviving interest in Hadley
Cantril’s 1941 The Psychology of Social Movements (in
which mental and social context formed the crucial frame-
work for chapters on, for example, the lynch mob, the king-
dom of father divine, the Oxford group, the Townsend plan,
and the Nazi party). These signs were read as indicative of a
rising tide of “collective action” that might displace the “self-
reliant individualism” of the 1960s (Steiner, 1974)—only to
be regrettably reinterpreted a decade later as a misreading of
the power of the individualist thesis (Steiner, 1986).

Whence the Real-World Relevance? 

Inside the discipline, critical voices grew increasingly strong
on the shortcomings of group research and experimental
methods in social psychology, as well as concern over social
psychology’s impoverished theoretical status. Experimental
set-ups that grew out of information theory and translated
into laboratory simulations came to be regarded as overly
contrived, relying on “button pressing, knob turning, note
writing, or telephonic circuits loaded with white noise”
(Steiner, 1974, p. 100). The very invented nature of experi-
mental laboratory groups was described in the 1960s as “a
temporary collection of late adolescent strangers given a puz-
zle to solve under bizarre conditions in a limited time during
their first meeting while being peered at from behind a mir-
ror” (Fraser & Foster, 1984, p. 474). These groups came to be
referred to as “nonsense” groups (Barker, cited in Fraser &
Foster), and laboratory experiments as “experiments in a vac-
uum” (Tajfel, 1972). Alternative approaches to groups began
to gather their own critical reviews, both for their ultimately
individualistic focus and for a rather narrow cognitive em-
phasis. Even Henri Tajfel’s alternative of Social Categoriza-
tion Approach and Social Identity Theory, while proposed as
putting the “social” back into the study of groups, began to
reveal itself as part of the information-processing model in
which “error becomes a theoretical catch-all for what cannot
be explained within individual-society dualism: the absence
of the ‘correct’ response” (Henriques et al., 1984/1998,
p. 78). In this framework, racial prejudice, for example,
wound up being treated as a problem in information process-
ing without “addressing either the socio-historical production
of racism or the psychic mechanism through which it is

reproduced in white people’s feelings and their relations to
black people” (p. 78). 

Crisis—What Crisis?

These criticisms of social psychology’s individualistic thesis
and nonsense laboratory groups combined with fierce debate
about social psychology’s laboratory uses of deception and
its positivist scientific practices for a full blown disciplinary
self-analysis—or crisis of knowledge in social psychology, as
it has come to be known. For some, social psychology’s lab-
oratory of “zany manipulations,” “trickery,” or “clever exper-
imentation” was regarded as ensuring the “history of social
psychology . . . [would] be written in terms not of interlock-
ing communities but of ghost towns” (Ring, 1967, p. 120; see
also, for example, Kelman, 1967; Rubin, 1983). For others,
experimental artifacts appeared almost impossible to contain
as the laboratory increasingly revealed itself as a site wherein
social psychological meanings were as likely to be created
in situ as to reveal wider general laws of individual and social
life (Suls & Rosnow, 1988; also see Rosenzweig, 1933). In a
wider sense, the field was regarded as having gone through
several phases of development as a science to arrive at what
Kurt Back (1963) identified as a “unique position” of being
able to encompass a “social psychology of knowledge as a
legitimate division of social psychology,” which would take
into account “the problem of the scientist, of his shifting
direction, his relation to the trends of the science and of soci-
ety, and his assessment of his own efforts is itself a topic of
social psychology” (p. 368).

A Social Psychology of Social Psychology

Not quite mirroring one another, social psychology’s troubles
around its individual–social world relation were becoming as
fraught as the internal–external divide constituting the imag-
ined interior of its subject. Julian Henriques (1984/1998), for
one, argues that “for psychology the belief in rationality and
in perfect representation come together in the idea of scien-
tific practice” such that with an individual subject prone to
errors “the path is set for empiricist science to intervene with
methodologies which can constrain the individual from
the non-rational as, for example, Allport has social psychol-
ogy protecting individuals against the lure of communist
misinformation and society against subversion” (p. 80).
Other analyses had begun to show in different ways prob-
lems with social psychology’s individual–social world and
person–situation dualisms. With these problems came the
appearance of splinters in social psychology’s positivist de-
sires for knowledge outside history, culture, and time. Social
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psychology’s image of positivist “man” was further uncov-
ered to be commensurate with the Western ideology of pos-
sessive individualism, an “important ingredient of political
liberalism” and “predominant ideology of modern capital-
ism,” as Joachim Israel (1979) and others traced out (e.g.,
Sampson, 1977) in dissonance theory, level of aspiration
work, and social comparison group research. “Domination-
recognition” struggles provided another case in point, regard-
ing which Erika Apfelbaum and Ian Lubek (1976) asked
whether social psychology played a repressive role. Their
concern was that social psychology detracted attention from
identity processes, such as those among women and blacks,
and so eclipsed recognition of those relational spaces where
power shapes a group’s chances for visibility and its capacity
to claim an identity of its own (also see Apfelbaum,
1979/1999). Other critical historical studies elaborated this
central critique of social psychology’s subjects and subject
matters, such as Lita Furby’s (1979) and Karen Baistow’s
(2000) examination of the cultural, historical, and political
particulars of the concept of locus of control.

The Case of Locus of Control

Furby and Baistow both recognize several main features of
concepts articulated through notions of internal psychologi-
cal control, such as locus of control, level of aspiration,
learned helplessness, and self-efficacy. First, emphases on in-
ternal control reflect the discipline’s class-based interests in
“maintaining a prevailing control ideology that is as internal
as possible” (Furby, p. 180) and contributed to a fashioning of
a “self-management subject” (Baistow). Second, emphases
on self-determinism fit well with prevailing Protestant ethic
beliefs in the value of internal control, an integral ingredient
of capitalist ideology. Third, while for Furby this promulga-
tion of a self-determining subject indicates a repressive role
of psychology’s social control interventions, Baistow takes
this one step further to show a more productive potential of
psychology’s self-control ideologies. Drawing on Nikolas
Rose’s (1992) extension of Foucauldian analysis to psychol-
ogy, Baistow (2000) shows how, for example, increased
senses of internality could eventuate in challenges to the sta-
tus quo, such as black civil rights protests and the rise of black
militancy. In these cases, increasingly widespread notions of
locus of control introduced as solutions to problems of disad-
vantaged groups may have helped to make possible empow-
erment talk, now “commonplace in political rhetoric in the
USA and the UK in recent years and a seemingly paradoxical
objective of government policy and professional activities”
(p. 112). Contrary, then, to being overly individualized and
depoliticized psychological notions of control, locus of

control discourses became instead politicized through their
use in collective action to transform being powerless into
empowerment (Baistow, 2000).

“Social Psychology in Transition” 

Reconnecting the Dots between the Personal 
and the Political

In addition to these critical histories of central social psycho-
logical concepts were those entered by women, feminist, and
black psychologists who provided detailed appreciations and
evidence on the social, cultural, historical, and political con-
tingencies of social psychology’s production of knowledge
on the one hand, and of social psychological life on the
other. Where many of these works dovetailed was on the
fallacy of attributing to nature what was instead, in their
view, thoroughly social. Psychologist Georgene H. Seward’s
1946 book Sex and the Social Order, for example, revealed
the historical contingencies of distinct sex-typed roles for
women and men by showing how these distinctions often
dissolved in times of economic or political turmoil. Just
years later, philosopher Simone de Beauvoir (1952) pub-
lished The Second Sex, whose central tenet, “woman is
made, not born,” struck a chord with Seward’s argument as
well as those who followed in subsequent decades. Betty
Friedan’s (1963) The Feminine Mystique rendered the
“woman question” anew through its language of humanistic
psychology identifying sex-role typing as stunting women’s
growth while forgoing a language of rights in favor of post-
war cultural discourse that neither wholly eschewed domes-
ticity nor wholly endorsed a single-minded pursuit of careers
for women (see Meyerowtiz, 1993). Dorothy Dinnerstein, a
student of Solomon Asch, published the feminist classic The
Mermaid and the Minotaur in 1976, a book she had been
working on since the late 1950s and that stemmed from her
thinking through the “pull between individuality and the so-
cial milieu.” The nature of her questions and concerns car-
ried clear cold war preoccupations as well as feminist ones,
influenced by de Beauvoir and Norman Brown, in her at-
tempts to “resolve the contradictions between the Freudian
and the Gestalt vision of societal processes” (p. xii) and
those of gender arrangements. Kenneth B. Clark’s (1966a,
1966b) research on psychological hurt and social-economic-
political oppression of blacks, like his writing on civil rights,
and the dilemma of power and the “ethical confusion of
man” brought together the psychological and political. By
the late 1960s the black psychology movement voiced con-
cern over the discipline’s ethnocentrism and internal racism
(Richards, 1997).



Transiting the Modern to Postmodern Era 239

In her social psychology textbook, Carolyn Wood Sherif
(1976) acknowledged both movements, asking if there
could indeed be a valid social psychology that neglected so-
cial movements, for social movements and social change
surely transform social psychological phenomena. By now,
Naomi Weisstein, as Sherif (1979/1987) reflected in her
chapter on bias in psychology, had “almost a decade
ago . . . fired a feminist shot that ricocheted down the
halls between psychology’s laboratories and clinics, hitting
its target dead center” (p. 58). Weisstein (1971) showed
that psychology’s understanding of woman’s nature was
based more in myth than in fact—and patriarchal myth at
that. She argued further that without attention to the social
context and knowledge of social conditions, psychology
would have little to offer on the woman question. For, if
anything, decades of research on experimental and experi-
menter bias had repeatedly demonstrated that instead of
offering an unfettered view of the nature of womanhood,
laboratory experiments had themselves been revealed
as sites of social psychological processes and phenomena
in-the-making.

It is interesting that the forces of feminist and black psy-
chologists would combine with results from the social psychol-
ogy of laboratory experiments for what by the 1970s became
known within the discipline as a full-blown crisis. This period
of intense self-examination from the ground of social psychol-
ogy’s paradigm on up is all too readily apparent in hindsight to
be about social psychology’s transition from the height of its
modernist commitments in midcentury America to what is
often now called postmodernism.

TRANSITING THE MODERN 
TO POSTMODERN ERA

A number of markers can be identified to indicate this transi-
tion of social psychology from the age of modernism into
postmodernism, a transition that is still very much a part of
U.S. culture, politics, and daily life. In wider Western social
psychology endeavors one of the markers of this passage
would most likely be the conference organized by Lloyd
Strickland and Henri Tajfel, held at Carleton University and
attended by psychologists from Europe, the U.K., and North
America, and from which was published the 1976 book
Social Psychology in Transition. Disciplinary parameters
considered to be in transition included the view of social
psychology’s subjects and topics as historically constituted
(e.g., Gergen, 1973) and of the laboratory as out-of-sync with
notions of an “acting, information-seeking, and information-
generating agent” (Strickland, 1976, p. 6). Others tackled

more epistemological and ontological matters facing social
psychology, querying everything from what constituted
science in social psychology to more ontological concerns. In
addressing priorities and paradigms, the conference volume
accorded with then current views on Kuhnian notions of par-
adigm shifts and with a more profound concern about what
constituted the human. Additional signposts are found in
works addressing psychology as a “moral science of action”
(e.g., Shotter, 1975), revisiting phenomena through frame-
works of the sociology of knowledge, as discussed in an ear-
lier section (e.g., Buss, 1979), and critically engaging the
reflexive nature of the field—that is, how “psychology helps
to constitute sociopsychological reality [and] . . . is itself
constituted by social process and psychological reality”
(Gadlin & Rubin, 1979, pp. 219–220). The field’s growing
recognition of its cultural and historical relativity pointed
time and again to how social psychologists need to contend
with a subject and with subject matters that are for all intents
and purposes more historical, cultural, social, and political
than not (e.g., Strickland, 2001). 

One could think of these shifts in social psychology as
working out the critical lines of its crisis, from a focus on
“bias” through to the sociology of social psychological knowl-
edge and social construction to more recent formulations of a
critical sociohistorical grounding of social psychological
worlds. But this would be a mistake. Questions of the human,
science, epistemology, the social, and the psychological each
opened in turn appreciation of how the “crisis” resided less in-
side of psychology than with practices and institutions of
“western intellectual life” (Parker & Shotter, 1991). In what
followed, the scientific laboratory in psychology as in other
sciences was revealed to be anything but ahistorical, context-
less, or culture free—the place of a “culture of no culture”
(Haraway, 1997), as were notions of scientific objectivity as a
“view from nowhere” (Nagel, 1986). One consequence of
these examinations has been an increase in epistemological
exploration almost unimagined during crisis conversations,
ones as much concerned with how to warrant our claims to
social psychological knowledge as with how to think through
what counts as human and “for which ways of life” (Haraway,
1997; Smith, 1997; see also Bayer, 1999a).

Of course, these very rethinkings and redoings of the
science of psychology have often served as lightening rods
within the field for acting out contentious views and divisive-
ness. But when they are constructive interchange, they offer
productive signs of hope. Particularly interesting is how these
very reworkings find their way, though often unacknowl-
edged and modified, across this great divide, evidencing their
influence and implied presence as more central to social psy-
chology’s conventional directions than consciously wished.
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Shelley Taylor (1998), for example, addresses variations on
the “social being in social psychology” and advances made
in social psychology in past decades. On the social being,
Taylor attends to social psychology’s more diverse subject
pool beyond a database of college students (e.g., Sears,
1986), and the area’s more complex views of persons who
“actively construe social situations” and of social contexts as
themselves invariably complex. While the changes she notes
seem more consonant with social construction than with pos-
itivist assumptions, Taylor nonetheless pursues the conven-
tionalist line, albeit morphing it to accommodate ideas on
“context,” “social construction,” “multiple effects,” and
“multiple processors.” One cannot help but hear influences
from postmodernist debate on the nature of the “subject,” in-
cluding an implied reflexive relation ostensibly not amenable
to quantification (Hayles). Seemingly at odds with positivist
assumptions and with liberal humanist notions of the subject,
Taylor’s review everywhere evidences how science in social
psychology undergoes transformation itself. Her view of sci-
entific social psychology contrasts as much with earlier
overviews of social psychology in which the methodology
was assumed unchanged and unaltered by cultural historical
conditions even as social psychology’s “insights” were to
“gradually work their way into our cultural wisdom” (Jones,
1985, p. 100) as it does with feminist and critical psycholo-
gists who explicitly engage “transformative projects”
(Morawski, 1994). As Morawski writes, such “everyday his-
tories of science, especially of psychology, presume that em-
piricism means much the same thing as it did fifty, or one
hundred fifty, years ago” (p. 50), relying, as they do, on lin-
ear, transhistorical “narratives of progression or stability.”
But changes in the language of these narratives and of the
views of the subject as of science, culture, and so on betray
the storyline of these narratives. As we have attempted to
show, the history of social psychology, its scientific practices,
and reigning views of the human have been anything but sta-
ble, linear or progressive, or science-as-usual for those who
claim the conventional or alternative practices of social psy-
chological research.

It is well worth keeping Morawki’s words on history
and historiographical practices in mind as they hold across
our theoretical, methodological, epistemological, and onto-
logical differences. Whether practitioners of social construc-
tion (e.g., Gergen, 1994); discourse social psychology
(e.g., Potter & Wetherell, 1987; Wilkinson & Kitzinger,
1995); feminist social psychology (Wilkinson, 1996; Sherif;
Morawski; Bayer); Russian/Soviet social psychology
(Strickland, 1998); or conventional social psychology, we are
engaged in what is most usefully thought of as transformative

projects. Ian Hacking (1999) writes of this in the sense of
a “looping effect”— “classifications that, when known by
people or by those around them, and put to work in institu-
tions, change the ways in which individuals experience them-
selves—and may even lead people to evolve their feelings
and behavior in part because they are so classified” (p. 104).
Ideas on looping effects hold as well for the individual–social
world divide where the framing itself may show its historical
wear and tear as much as Graham Richards writes in his his-
tory of race and psychology of the coherence of the “nature-
nurture” polarity “crumb[ling] after 1970” and that even the
“‘interactionist’ position must now be considered too crude a
formulation” given how the “notion of them being distin-
guishable . . . has been undermined” (pp. 252–253). Likewise
for the individual–social world dualism, which having been
reformulated and remade carries its own history of social
psychology, from splitting subjects off from the world
through to moving the “social” more and more into our sub-
jects’ interior life and to bringing past psychology into cur-
rent phenomena (e.g., MacIntyre, 1985). Nikolas Rose (1990,
1992) reverses typical construals of the “social” in social psy-
chology by placing psychology in the social arena, where it
serves as a relay concept between politics, ethics, economics,
and the human subject. Here the social is as much a part of in-
dividual subjectivity as notions of political and democratic
life have themselves come to be understood in psychological
ways. For Rose (1992) the matter is less about the “social
construction of persons” and more attuned to how “if we
have become profoundly psychological beings . . . we have
come to think, judge, console, and reform ourselves accord-
ing to psychological norms of truth” (p. 364). 

Social psychology’s cornerstone of the individual–social
world relation has itself therefore undergone remakings, ones
that must be considered, especially where we are oft-tempted
to line up social psychologists as falling on one or the other
side of the divide, switching positions, or indeed lamenting
the loss of the social in areas such as small group social psy-
chology or the field itself. Indeed, Floyd Allport’s (1961)
move to the individual–group as the “master” problem in so-
cial psychology as much as Ivan Steiner’s (1986) lament of
his failed prediction of a “groupy” social psychology might
usefully be rethought in terms of the changing nature of the
dualism itself, signified perhaps by talk of relations, commu-
nication, information processing, and perception in years past
(Bayer & Morawski, 1991), and by the terms of voice, sto-
ries, local histories, and discourses in matters of gender, race,
and culture today.

Insofar as the history of social psychology is tied up
in the history of this dualism, and insofar as wider critical
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discussions on the “crisis” have served to recast matters of
epistemology within disciplines, then we might well take this
one step further to consider how the timeworn narrative of a
sociological social psychology versus a psychological social
psychology simply no longer makes good sense—historical
or otherwise. Social psychology in the twenty-first century is
perhaps no more uniform than it was in the mid-1950s, or at
its outset, but this diversity of interests and approaches,
including discursive, feminist, sociocultural, hermeneutic,
ecological, critical, narrative, and the newer technocultural
studies, is part and parcel of this working out of boundaries
and problematics. To overlook this history is to run into the
same trouble of assuming social psychology weathered
storms of debate and change, arriving in the twenty-first cen-
tury stronger but basically unchanged. Or, conversely, that
social psychology’s history is one of increasing emphasis on
the individual, going from social to asocial, and a narrowing
of defined scientific practices (Samelson). But as Franz
Samelson (2000) found, neither of these histories suffices, for
each eclipses the broader and more local engaging questions.
And, as Jill Morawski (2000) writes in her assessment of
“theory biographies,” few of psychology’s leading lights
seemed to confine themselves to some hypothetical, tidy box
of social psychological theory and research. Seen histori-
cally, their work addressed connections of theory and
practice, theory and value, and theory and social control con-
sequences, however intended or unintended. Equally signif-
icant is the irony Samelson finds in textbook and “success”
histories’ omission of the “fact that some of their respected
heroes and innovators later in life found their old approaches
wanting and forswore them totally, at the same time as
novices in the field were being taught to follow in the old
(abandoned) footsteps” (p. 505). Such is the case of Leon
Festinger, who, pursuing questions on human life, turned to
historical inquiry via other fields. Further, the history of
social psychology, as Smith notes, gives the lie to social psy-
chology losing sight of or turning away from that broader
project, whether expressly or not, of “larger intellectual diffi-
culties fac[ing] the human sciences” and of being “funda-
mentally a political and moral as well as scientific subject”
(Smith, p. 747).

Social psychology has never been quite as contained,
narrow, asocial, or apolitical as construed in some of its his-
torical narratives or reviews. Inasmuch as social psychology
sought to engage its lifeworld of social meanings and doings,
it can hardly be thought of as residing anywhere but in the
very midst of these self- and world-making practices. Its the-
ories, “like life elsewhere,” writes Morawski (2000), were
“born of cultural contradictions, fixations, opportunities, and

tensions,” and have been as much transformed as transforma-
tive in effect (p. 439). And just as there is no “going back” in
our life histories (Walkerdine, 2000), so it goes for social
psychology as it confronts a changing twenty-first-century
world in which notions of culture, the global, and of human
life itself are everywhere being debated and transformed.
Epistemological matters remain as central to these questions
as they did long before the formal inception of the field.
Whereas much of social psychology has been wrought
through industrial world terms, as have many of its critical
histories, the challenge before us is about life in postindus-
trial times, challenges of human-technology interfaces only
imagined in the 1950s, and of life-generating and life-
encoding technologies, such as cloning and the Human
Genome Projects redrawing the bounds around personal, cul-
tural, social, political, and economic life and what it means to
be human (Haraway, 1997). Not unlike how social-political
reorderings called social psychology into being (Apfelbaum,
1986), so we must consider how globalization, the Internet,
and other technologies fundamentally change the nature of
social psychology today. Protests against agencies such as the
IMF and the World Bank are inviting reexamination of what
is taking place in human and environmental rights as the eco-
nomics and location of the workplace, not to mention judicial
life, become less clearly demarcated by national boundaries.
The economy of production has been morphing into one of
marketing, to a “brand name” economy of obsessional corpo-
rate proportions (Klein, 2000). Time and space alterations,
like those of human–technology boundaries, confront social
psychology anew with matters of the body and embodiment
and with changes in human-technology connections (Bayer,
1998b). Social psychology, like other human sciences, will
most likely “go on being remade as long as ways of life go on
being remade,” and, perhaps best regarded—and embraced—
as Smith characterizes the human sciences (p. 861): “The
human sciences have had a dramatic life, a life lived as an
attempt at reflective self-understanding and self-recreation”
(p. 870). Who knows, should social psychology take its lived
historical subjects and subjectivities seriously, and should
this be accompanied by recognition of the social, political,
moral, and technocultural warp and woof of life lived here in
what William James called the “blooming, buzzing confu-
sion,” we may exercise the courage, as Morawski (2002) says
of earlier theorists’ efforts, to not only meet the world
halfway but to engage it in creatively meaningful ways. An
imaginable course is suggested by Smith’s claim that the
“history of human sciences is itself a human science”
(p. 870). That would indeed be to make social psychology
history.
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In 1910, Helen Thompson Woolley rendered the following
assessment of psychology’s claims about women: “There is
perhaps no field aspiring to be scientific where flagrant per-
sonal bias, logic martyred in the cause of supporting a preju-
dice, unfounded assertions, and even sentimental rot and
drivel, have run riot to such an extent as here” (p. 340). Now,
over 90 years since Woolley’s assessment, that charge no
longer stands. Galvanized by the second wave of feminism,
the field of psychology of women and gender has produced a
large and diverse body of research, theory, and methodologi-
cal critique and innovation. Born in the late 1960s, the field is
young in comparison to many other fields of psychology;
thus, its history is short.

The field of psychology of women and gender is pluralist
and multifaceted. Psychologists have posed questions about
sex and gender in virtually every area of psychology. They
have allegiances to a broad range of intellectual frameworks,
and they espouse diverse modes of inquiry and approaches
to clinical practice. Feminism has always centered on ending
the subordination of women, but today feminism encom-
passes a wide spectrum of additional ideas, theories, and prac-
tices. Among feminist psychologists, this spectrum is fully
represented. A key strength of the field is that diverse points

of view are brought into interaction, leading to productive
intellectual interchange and new developments. Moreover,
many feminist psychologists have close connections (or joint
appointments) with women’s studies programs.These connec-
tions infuse feminist psychology with the knowledge and
perspectives of other disciplines, such as history, sociology,
and philosophy of science. An interdisciplinary stance has
prompted some to formulate innovative research questions
and to experiment with research approaches from other dis-
ciplines. For some, an interdisciplinary stance has also fos-
tered a critical consciousness of the powers and limits of
psychology’s epistemological, theoretical, and methodologi-
cal commitments.

Feminist psychologists have continually engaged in ongo-
ing critical conversations about how best to study gender and
how best to do psychology—whether as researchers, practi-
tioners, teachers, or activists. Indeed, skepticism about con-
ventional ways of doing psychology has been a hallmark of
feminist psychology. Feminists have noted that psychologi-
cal knowledge has often served the interests of social groups
of which psychologists are part. Historically, most psycholo-
gists have been white, middle or upper-middle class, and
male. Feminists also have analyzed the intellectual habits that
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led psychologists to relegate knowledge about women to the
margins and to regard questions about gender as having little
import or significance.

SETTING THE STAGE

In a later section, we describe work on women and gender
from earlier eras of psychology. As we note, there was a lack
of support for such work, and those who engaged in it found
their efforts difficult to sustain. The creation of a field of
study as it exists today had to await two developments: a crit-
ical mass of scholars devoted to questions of gender and the
political impetus of the second wave of feminism, which
emerged in the 1960s.

Until the late 1960s, graduate programs in psychology
admitted few women. Most were admitted to masters degree
programs but not to doctoral programs. The more selective the
school, the fewer women were granted access. The more pres-
tigious the specialty within psychology, the more obstacles to
women’s participation were created. Women were mostly
channeled into applied work in child psychology, school
psychology, and counseling. Training requirements and the
typical academic career trajectory suited men’s life pattern;
they were not readily compatible with the family and domes-
tic responsibilities that women were expected to shoulder.

For those women who managed to complete advanced
training in psychology, occupational barriers remained.
Women who entered academia were likely to be pigeonholed
in adjunct appointments and teaching positions, preserving
the prestigious and lucrative research positions for men.
Women were overrepresented in departments and institutions
where research was not possible. Women who entered applied
fields, such as clinical and counseling psychology, also faced
occupational discrimination and invidious stereotypes. In
clinical psychology, most doctoral-level therapists were men.
Women who were therapists had to confront the accepted wis-
dom that male therapists were more competent and more pre-
pared to deal with serious clinical disorders. Thus, a common
pattern was that of a male therapist assisted by a female
cotherapist. Also, many believed that female therapists lacked
the authority and stature to work effectively with male clients.
This stereotype limited women’s access to Veterans Adminis-
tration hospitals and thus to many internship opportunities for
clinical trainees. Ironically, a substantial number of women
had made important contributions to clinical theory and prac-
tice, as well as to the field of psychological assessment, dur-
ing the 1940s and 1950s. Nonetheless, as documented in a
number of surveys, invidious judgments about women’s abil-
ities as clinicians persisted well into the 1970s.

SECOND-WAVE FEMINISM AND PSYCHOLOGY

Women in psychology who were committed to the ideals of
equality between the sexes and solidarity among women
started to mobilize near the end of the 1960s. Many had en-
gaged in social activism—in the civil-rights movement, the
antiwar movement, and the women’s liberation movement—
in addition to their work as researchers, therapists, and teach-
ers. Transformation of the structure of society and, more im-
mediately, of the structure of the profession was on their
horizon. For example, at the Employment Bureau of the 1970
American Psychological Association (APA) convention, a
group of women protested rampant sexism in interviewing
and hiring practices. Another early initiative of fledgling fem-
inist organizations in psychology was a push for blind review
of scholarly work. In a blind review, an author’s identity is
concealed from reviewers who are judging work submitted
for publication or presentation, a procedure that limits the
possibility that knowledge about the author’s identity will
bias the judgments of the work under review. The policy of
blind review was adopted by a number of journals; some
still maintain it. Moreover, scholarly work on the topics of
women and sexism was often regarded as trivial or “too po-
litical” by psychologists. In response, feminists engaged in a
number of projects aimed at challenging sexist ideology and
practices in psychology. They produced documents that of-
fered guidelines for nonsexist therapy, counseling, research,
and language usage. They also mounted a campaign for
amendments to the ethical code that would protect women
in therapy and women students from sexual abuse and
harassment.

At the same time as feminists were trying to change psy-
chology as a whole, feminist psychology was coalescing as
an independent field. One way that this can be charted is to
note the expansion of course offerings and textbooks. Before
1970, psychology departments offered virtually no courses
on women or gender. Two decades later, an APA survey
showed that 51 percent of U.S. psychology departments of-
fered undergraduate courses on women and gender; 172
departments offered graduate courses (Women’s Programs
Office, 1991). There were no textbooks in the field until
1971. By the end of the century, there were dozens, repre-
senting varying points of view and emphases.

Although questions about sex differences and women’s
psychology have been posed throughout the history of psy-
chology, we argue that the study of women and gender as an
organized field of psychology extends back only to about
1970. Thus, the history that we recount is short relative to that
of most other fields of psychology. The remainder of this
chapter is devoted to describing the new field of psychology
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of women and gender. First, we take up research and scholar-
ship on women and gender. Next, we consider the contribu-
tions of feminist clinicians and clinical researchers. In both
domains, efforts have been two-pronged. On the one hand,
they involve critiques of conventional constructs, research
methods, and practices. On the other hand, they involve the
development of new forms of scholarship and practice that
incorporate feminist insights and feminist values. In the third
section, we describe some of the organizations, activities, and
projects that have sustained and advanced the field.

Our review covers only English-language work. It is cen-
tered on the United States but includes developments in
Canada, the United Kingdom, Australia, and New Zealand as
well. We focus on broad themes and not every individual
contribution to the field is mentioned.

FRAMEWORKS FOR STUDYING WOMEN
AND GENDER

Criticisms of psychology’s treatment of women and people
of color have been voiced intermittently throughout the his-
tory of psychology. As early as 1876, Mary Putnam Jacobi, a
physician, challenged the then-popular notion that hormonal
changes associated with the menstrual cycle handicapped
women mentally and physically. Jacobi pointed out that re-
search on the limitations of women was rarely conducted by
women themselves but rather by men, who often attributed
sex differences to nature (Sherif, 1979). In effect, Jacobi
argued that psychological knowledge is socially situated, that
is, that interpretations of data reflect the perspectives and
interests of the researcher.

The First Wave (c. 1876–1920)

Only a small cohort of American women held higher degrees
in psychology in the early years of the twentieth century.
Some women in this cohort questioned prevailing beliefs
about innate sex differences in personality and ability. For
instance, Helen Thompson Woolley conducted the first labo-
ratory study of sex differences in mental traits, developing
innovative measures in the process. Woolley stressed the
overall similarity of the sexes, critiqued biases in earlier re-
search, and discussed possible environmental determinants
of observed differences. Indeed, she argued that the experi-
mental method was of little use for studying sex differences
because it was not possible to find male and female research
subjects with equivalent social training and experiences. As
we noted earlier, Woolley did not mince her words in assess-
ing psychology’s claims about women and sex differences.

Inspired by Woolley’s work, Leta Stetter Hollingworth of-
fered a rebuttal of the variability hypothesis, the belief that
males were the more variable sex and thus responsible for the
evolutionary progress of the human species (Hollingworth,
1914, 1916). Hollingworth argued against the claim that
women’s genetic makeup made them less likely than men to
be highly creative or intelligent (Shields, 1975). Woolley and
Hollingworth pioneered the use of empirical research to chal-
lenge assertions about women’s natural limitations. The re-
search and theory they developed was necessarily reactive
rather than proactive. That is, they worked to refute claims
about female inferiority that they themselves did not origi-
nate. Because their ability and their very right to do research
and develop theory were in doubt, they were able to gain
credibility only insofar as they addressed the questions posed
by the psychological establishment.

Few women of this era gained access to positions at re-
search universities or funds for research, and few were able
to train graduate students who might have spread their ideas
or continued in their footsteps (Rosenberg, 1982). By the
1920s, there was no longer an active women’s movement
to lend political support to their ideas. Therefore, first-
wave feminism had no lasting impact on psychology. Most
of the “foremothers” of feminist psychology remained un-
known until second-wave feminist psychologists reclaimed
the early history of women in psychology (Bernstein &
Russo, 1974).

Opportunities for women remained limited during the in-
terwar years (Morawski & Agronick, 1991). Women were
channeled into applied fields, especially those connected
with children. Women in academia often held adjunct status
or unstable research positions. An important response to
women’s secondary status in psychology was the founding of
the National Council of Women Psychologists in 1941,
which we describe later.

An even greater resistance to women in the professions
marked the decades following World War II. This resis-
tance was part of the broad cultural pressure on women to
have large families and to engage in full-time homemaking.
The number of women professionals declined during the
1940s and 1950s. Indeed, many social critics and mental
health professionals pressed women into domestic roles by a
variety of dubious pronouncements issued under the guise of
science. For example, they blamed mothers for a variety of
psychological disorders, behavior problems, and social ills in
their children (Caplan & Hall-MacCorquodale, 1985). They
extolled marriage, motherhood, and subordination to men’s
interests as criteria of maturity and fulfillment for women.
Nonetheless, there were resisters like Karen Horney, Clara
Thompson, and Georgene Seward.
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The Second Wave (c. 1970–the Present)

The second wave of feminism sparked strong challenges to
psychology’s ideas about women. Feminists in psychology
openly challenged psychology’s choice of research topics,
its theoretical constructs and research methods, and its theo-
ries about women’s mental health, its modes of diagnosis,
and its therapeutic interventions. From a feminist perspec-
tive, many aspects of psychological knowledge have been
androcentric (that is, male-centered). Historically, men have
been studied much more often than women have. For exam-
ple, classic studies of personality by Murray (1938) and
Allport (1954),  as well as McClelland’s landmark study of
achievement motivation (McClelland, Atkinson, Clark, &
Lowell, 1953), excluded women. Moreover, psychological
theories about many aspects of cognition, social behavior,
emotion, and motivation have been influenced by cultural
biases against women (Crawford & Unger, 1994). Women’s
behavior has often been judged against an unacknowledged
norm based on white, middle-class men. Women’s behavior,
more often than men’s, has been seen as biologically deter-
mined, with researchers overlooking the different social situ-
ations of women and men.

Feminist psychologists quickly moved beyond critique to
focus on generating new knowledge about women and gen-
der. The psychology of women and gender is now a varied
enterprise that encompasses virtually every specialty area
and intellectual framework within psychology, that spans
international boundaries, and that has produced a large body
of research and scholarship. Our goal in this chapter is to
describe and evaluate representative approaches to research
in the field.

Recovering the Past

One early approach was to find the “great women” of the
past, that is, women who had made early contributions to
psychology that had gone unrecognized or been forgotten
(Scarborough & Furumoto, 1987). In addition to Helen
Thompson Woolley and Leta Stetter Hollingworth, several
women made substantive contributions to psychology prior to
the present period.Among them are Louise BatesAmes, Mary
Whiton Calkins, Edna Heidbreder, Else Frenkel-Brunswik,
Marguerite Hertz, Karen Machover, Anne Roe, and Bluma
Zeigarnik. Historical studies began to correct the “woman-
less” image that psychology had maintained. However, study-
ing exceptional women, past and present, can be viewed as
tokenism. It has been criticized as an “add-women-and-stir”
approach that leaves male-centered norms and power struc-
tures unexamined. When notable women’s lives are examined

in their social context, however, this work can shed light not
just on individual ability and effort but also on the conditions
of work in the profession that govern women’s accomplish-
ments and lack thereof. For many decades, for example,
women psychologists faced structural obstacles that included
lack of employment opportunities, overtly sexist attitudes and
practices of gatekeepers to the profession, and social values
that made women responsible for family care.

Woman as Problem

Given psychology’s focus on the individual and its emphasis
on inner qualities and traits, psychologists, including feminist
psychologists, have been especially susceptible to the fallacy
of accounting for women’s social position solely in terms of
personal deficiencies. This approach has been called the
woman-as-problem framework (Crawford & Marecek,
1989). There are many examples: In the area of motivational
problems or conflicts, women have been said to suffer from
fear of success (Horner, 1970), the Cinderella complex, and
the impostor phenomenon (Clance, Dingman, Reviere, &
Stober, 1995). They were characterized as lacking crucial
skills such as assertiveness (Lakoff, 1975). And they were
urged to view therapy as a form of compensatory resocializa-
tion that would rectify their deficiencies. The problems faced
by women in corporate management have also been charac-
terized in terms of individual deficits. This individual-deficit
model represented women as lacking in business skills,
leadership ability, and appropriate interpersonal skills; it
neglected structural and institutional aspects of sex discrimi-
nation (Nieva & Gutek, 1981).

Research within the woman-as-problem framework has
sought to explain psychological problems or deficits of
women in terms of socialization or upbringing. Certainly,
gender-role socialization has been a useful explanatory
device. However, it emphasizes distal causes of gender dif-
ferences, such as early socialization; this may lead to ne-
glecting immediate causes. For example, women may speak
“unassertively” as an adaptive response to the immediate so-
cial situation, not because they lack the skills to speak more
assertively. Cues in that situation may indicate that assertive
behavior is unwelcome or will be penalized. Moreover, the
emphasis on early socialization fails to challenge the use of
men’s behavior as the norm against which women are mea-
sured. That is, women’s behavior is judged as problematic in
comparison to an idealized representation of men’s behavior.
For example, the “new assertive woman” who was held up as
the ideal speaker in assertiveness-training manuals of the
1970s exhibited the characteristics attributed to masculine
speakers in North American culture (Crawford, 1995).
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Despite its drawbacks, the woman-as-problem framework
has remained prominent in the field of psychology of women.
It has extended to the realm of self-help psychology, with its
largely female audience and its offerings based on the
premise that women’s problems are of their own making
(Worell, 1988). Perhaps this framework has been so popular
because it fits comfortably within both conventional psychol-
ogy and popular culture. It is individualist, it fosters research
on sex differences, and—unlike the study of power relations
between the sexes or structural obstacles to equality—it does
not call for social change.

Sex Differences and Similarities

In the decades preceding the second wave of feminism, psy-
chologists had assumed profound differences between men
and women in cognitive capacities, emotions, personality
traits, values, and inclinations. These presumptions furnished
support for the norm of male superiority and justified a range
of inequities between men and women. Thus, one of the first
projects of feminists in psychology was a program of correc-
tive research, aimed at reexamining purported differences be-
tween men and women. In 1974, Eleanor Maccoby and Carol
Jacklin published a review of sex-difference research in psy-
chology that soon became a classic. Surveying over 1,400
studies covering more than 80 psychological traits and skills,
they found reliable evidence for sex differences in only four
areas. Indeed, many of the studies were so flawed that noth-
ing could be concluded from them.

Studies of the psychological differences and similarities
between men and women still continue. However, a number
of important methodological and conceptual advances have
been made. Feminist researchers have pointed out repeatedly
that a sex-difference finding does not signify a difference that
is inherent or biologically determined. A great deal of femi-
nist research has examined the power of roles, norms, and
expectations to influence behavior, as well as the penalties in-
curred for role violations. Indeed, the correlational design of
most sex-difference studies makes it impossible to draw any
conclusions about causality. Another significant advance is
the adaptation of meta-analysis for use in investigations of
sex differences (Hyde & Linn, 1988). Like a narrative review
of the literature, meta-analysis collates the results of selected
studies into a single integrated summary. Meta-analysis,
however, cumulates the results statistically. Meta-analysis
also calculates the size of a gender difference (Johnson &
Eagly, 2000).

Feminist psychologists challenged psychology’s con-
ception and measurement of masculinity and femininity.
Anne Constantinople (1973) pointed out that standard

psychological inventories were constructed with masculinity
and femininity as opposite ends of a single, bipolar contin-
uum. The test format rendered them mutually exclusive. Con-
stantinople argued against this built-in assumption, pointing
out that an individual could embrace both masculine and fem-
inine traits and behaviors. Going a step further, Sandra Bem
(1974) argued that optimal psychological functioning and per-
sonal adjustment required that an individual possess both
masculine and feminine qualities, that is, embrace an androg-
ynous sex-role identity. Bem designed the Bem Sex Role In-
ventory, a scale of masculinity and femininity that permitted
respondents to endorse both masculine and feminine attributes
(or neither). Bem’s ideas, her inventory, and an alternate mea-
sure of sex-related attributes, the Personal Attributes Ques-
tionnaire (Spence & Helmreich, 1978) framed much feminist
research, as well as feminist approaches to therapy, for the
next several years. Although the field has now moved beyond
the conception of androgyny, the work in this era laid the
foundation for subsequent theorizing on gender identity.

In the early 1980s, a new line of feminist inquiry emerged.
Instead of pursuing comparisons of men and women, some
researchers shifted their focus to women’s unique emotional
capacities, identities, and relational needs. In a Different
Voice (Gilligan, 1982) is a prominent example of this line of
endeavor. By putting women at the center of inquiry, re-
searchers could reexamine and reevaluate feminine qualities
that had been ignored, disdained, or viewed as deficiencies or
signs of immaturity. Gilligan’s initial investigations, for
example, put forward the notion of a distinctive feminine
mode of moral decision making, one that emphasized what
she called an ethic of care.

Questions about male-female differences and similarities
remain unresolved, even after many thousand empirical stud-
ies. Hare-Mustin and Marecek (1990) used the terms alpha
bias to indicate an inclination or tendency among some re-
searchers to maximize differences and beta bias to indicate
an inclination to minimize or overlook differences. They
pointed out that the focus on gender-as-difference diverts at-
tention away from a focus on gender as domination. That is,
questions about the differences between men and women
distract researchers from examining the power relations be-
tween them and the way in which gender serves as a vehicle
for distributing power and resources. In addition, the focus
on male-female differences presumes that each gender is
homogenous. It distracts attention from differences among
women associated with ethnicity, class, age, and other social
categories. It also distracts researchers from interrogating re-
lations of power among women. Thus, Hare-Mustin and
Marecek, as well as some other researchers, have called for
feminist psychologists to lay aside the question of gender
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differences (cf., for example, the essays collected by
Kitzinger, 1994).

The Feminist Study of Women’s Lives

Many feminist researchers have investigated the experiences
of diverse groups of women and girls, situating their research
in specific historical and cultural contexts. Often these re-
searchers have chosen to study women as intentional actors,
relying on such methods as open-ended interviews and focus
groups rather than measurement of abstract psychologi-
cal constructs. They have examined diverse experiences of
women in contemporary society: poor and working-class
young women coping with cuts in welfare (Fine & Weis,
1998); dual-career professional couples (Gilbert, 1993);
women living amidst political turmoil and state-sponsored
terrorism (Lykes, 1989); lesbian and gay teenagers and their
peer and family networks (Russell, Bohan, & Lilly, 2000);
rural working-class girls (L. M. Brown, 1998); suburban and
urban teenagers’ sexual desire (Tolman & Szalacha, 1999);
and women coping with physical illness and impairment
(Ussher, 2000). Others have examined the lives and experi-
ences of women during particular historical episodes, such as
the internment of Japanese Americans in the United States
during World War II and the civil-rights movement of the
1950s (Franz & Stewart, 1994; Romero & Stewart, 1999).
Particularly notable has been the large body of research on
violence against girls and women, including rape and sexual
assault, incest, wife battering, and sexual harassment (e.g.,
Gordon & Riger, 1989; Gutek, 1985; Herman, 1992; Koss,
1993; Walker, 1979; Yllo & Bograd, 1988).

Feminist researchers’ concern with the particulars of
women’s experiences and situations sets them apart from the
mainstream of psychological research. From the 1940s on-
ward, research in mainstream journals has relied more and
more on college student samples, even though such samples
are not representative of the population at large with regard to
age, social class, ethnicity, marital status, maturity, and many
other aspects of experience (Sears, 1986). Yet, although femi-
nist psychology has incorporated studies of women at diverse
points in the life cycle, we still know little about many aspects
of women’s lives: sexuality and sexual desire, childbirth and
motherhood, inequality in the relationships of heterosexual
couples, and midlife and aging. The gaps in knowledge about
women are especially acute when it comes to women who are
not white and women who are not middle class. As Pamela
Reid (1993) has pointed out, women who are ethnic minori-
ties, poor, or working class are given little attention by
researchers except when they are seen as creating social prob-
lems. For example, there is abundant research on out-of-
wedlock pregnancy among African American teenagers but

little research on areas of strength and resilience such as skills
for coping with racism, commitment to academic achievement
and labor force participation, and spirituality and church mem-
bership. Although minority and working-class heterosexual
couples often have unconventional divisions of domestic re-
sponsibilities and child care, this too has not been studied. In
short, feminist psychology has not yet adequately addressed
the diversity of women’s lives, despite ongoing efforts to do
so. The knowledge base, though it is expanding, is still shaped
by the priorities of academic institutions and funding agencies,
allowing limited scope for innovation.

Psychology of Gender

In an early paper, Rhoda Unger (1979) introduced psycholo-
gists to the term gender, which she defined as “those charac-
teristics and traits socio-culturally considered appropriate to
males and females.” The term was intended to set social as-
pects of maleness and femaleness apart from biological
mechanisms, so that the former could be submitted to scien-
tific scrutiny. Important in its time, Unger’s definition of
gender is only one of several in use today. Some have argued
for putting aside the definition of gender as a set of traits of in-
dividuals in favor of a view of gender as a socially prescribed
set of relations. Reviewing research on sex and gender, Kay
Deaux (1985) concluded that the research to that date had
been severely limited by the assumption that gender could be
fully understood as either a biological category, a finite list of
sex differences, or a set of stable personality traits. The model
she developed with Brenda Major (Deaux & Major, 1987)
conceptualized gender as an interactive process.

Feminist theorists have articulated a number of additional
ways to conceptualize gender that go beyond the individual
difference model. Gender has been seen as a complex set of
principles—a meaning system—that organizes male-female
relations in a particular social group or culture (Bem, 1993;
Hare-Mustin & Marecek, 1988). Gender has also been
viewed as a marker of status, hierarchy, and social power
(Henley, 1977). Others have conceptualized gender as the set
of practices that create and enact masculinity and femininity
in mundane social contexts and in social institutions such as
language and law (Bohan, 1993; West & Zimmerman, 1987).
Gender has even been conceptualized as the “incorrigible” set
of beliefs that underlie the social construction of the binary
sex categories, male and female (Kessler & McKenna, 1978).

These alternative ways to conceptualize gender have
opened new areas of research. The question is no longer
simply “How do women differ psychologically from men?”
Instead researchers are asking more radical questions: How
are women and men perceived, treated, and rewarded differ-
ently in social interactions? What are the habits, language
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practices, and social institutions by which masculinity and
femininity are constituted? How are gender distinctions sus-
tained in particular social groups? How do they come to be
seen as natural and inevitable? Construing gender as a system
of social relations opens the way to considering gender in
relation to ethnicity, class, and other dimensions of social or-
ganization and hierarchy (Landrine, 1995; Reid, 1993).

Feminist Epistemology

Some feminist psychologists have explored epistemological
and methodological alternatives to conventional ways of pro-
ducing knowledge in psychology (Hare-Mustin & Marecek,
1990; Kimmel & Crawford, 2000; Morawski, 1994). Chief
among them are redefining objectivity; reflexively exploring
the investigator’s subjectivity and social position; attention to
power relations within the research process; and openness to
methodological pluralism.

Redefining Objectivity. Feminist commentary about
science has called into question the notion of objectivity, that
is, the possibility of knowledge uninfluenced by values
(Harding, 1986). All of us necessarily perceive, think, and
speak from a standpoint generated by our social location and
experience. The scientific method does not prevent an inves-
tigator from influencing the research process and its outcome.
From the time of Helen Thompson Woolley to the present,
feminists in psychology have questioned the assumption that
facts and values could be separated. As feminist critics re-
considered the research process, they uncovered the pro-
found effects of researchers’ standpoints at every stage from
formulating questions to designing studies to interpreting
data (McHugh, Koeske, & Frieze, 1986).

Some feminists see knowledge production as a historical
process embedded in the particular situations of the partici-
pants in that process—the researchers and the researched.
Research practices, procedures, and outcomes are situated in
the social, political, economic, and ideological contexts of
their time. Thus, investigations can yield only a particular,
limited truth (Haraway, 1988). Jill Morawski (1994) offers a
thoughtful reconceptualization of objectivity, subjectivity,
and other constructs such as validity, reliability, and general-
ization. Rather than denying that human values and perspec-
tives influence the research process, many feminists strive to
discern and acknowledge their standpoint. For example, they
report who sponsors their research and who will benefit from
the findings (accountability), and they disclose their social
position, politics, and values (partiality).

Exploring Reflexivity and Subjectivity. Some femi-
nists have also advocated reflexivity (Wilkinson, 1988).

Reflexivity is a broad concept. It can refer to a researcher’s
disciplined reflection on how her identity and social location
influence her work. It can also refer to a critical analysis of
the relationships among researchers and participants. And, it
can refer to a critical perspective on the discipline of psy-
chology. We give examples of each kind of reflexivity in turn.

Personal reflexivity is a continuing process of reflection
on the part of the researcher about how her multiple identities
(her social class, gender, age, status, feminist stance, ethnic-
ity, and so on) influence her work. Psychology has long
denied that the social identity of researchers affects their
choice of research topics, theories, methods, and interpreta-
tion of research results. By contrast, in taking a reflexive
stance, a researcher acknowledges these connections, is will-
ing to explore them, and recognizes that she is not exempt
from the psychological processes she studies in others. For
example, Deborah Belle (1994) reflected on how her position
as a young, middle-class, white professional affected her re-
lationship with and understanding of the low-income white
and African American women she was interviewing. Ponder-
ing the similarities and differences between herself and her
respondents led Belle to insights about the limited utility of
conceiving of race and class merely as categories of individ-
ual difference, the complex significance of social networks
for poor women, and the inadequacy of equating poverty
with current household income.

Reflexivity also encompasses analysis of the social rela-
tionships among various participants in the research enter-
prise. Most researchers work in groups with differing levels of
experience and skill, and most work in the context of hierar-
chical institutions. These social configurations affect the
research process. Frances Grossman and her colleagues (2000)
explored how their needs for equality and intimacy affected
their research on adult women who had experienced childhood
sexual abuse. These needs affected both their understanding of
women’s accounts of abuse and their collaboration.

Reflexivity also refers to a critical stance toward the disci-
pline. Early second-wave theorists such as Naomi Weisstein
(1971) and Carolyn Sherif (1979) exemplify this critical
stance. This form of reflexivity continues to the present.
Richard Walsh-Bowers (1999), for example, has recently an-
alyzed some underlying assumptions of the APA publication
manual. Critically examining its implicit definitions of what
counts as research and the roles of researchers and partici-
pants, he discussed the manual’s function in socializing its
users into the culture of the discipline.

Methodological Pluralism. Both first- and second-
wave feminists criticized psychology’s research methods.
With the second wave, however, has come a more fundamen-
tal criticism, not merely of flaws and biases in the application
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of the methods but of the methods themselves. Psychology,
some feminist critics have charged, overrelies on laboratory
experimentation, which strips away social context (Parlee,
1979). Some feminists have pointed out that psychology has
a long but hidden tradition of inquiry that goes beyond labo-
ratory experimentation (Marecek, Fine, & Kidder, 1997).
Field research, observational techniques, content analysis,
participant-observation, focus groups, and case studies are a
few examples. A growing number of feminist researchers
use these approaches as well as new modes of inquiry,
such as discourse analysis, that draw on postmodern thought.
The call for methodological pluralism has had some ef-
fects, at least in some feminist circles. Feminism and Psy-
chology, published in the United Kingdom and intended for
an international readership, routinely publishes work using
innovative approaches. Special issues of Psychology of
Women Quarterly in 1989 and 1999 have focused on innova-
tive methods and theory.

CLINICAL PRACTICE, COUNSELING,
AND FEMINIST THERAPY

During the 1960s, the mental health professions came under
strong criticism from various social movements, including
the women’s movement. At that time, psychoanalytic theo-
ries held sway among most psychotherapists, including most
clinical psychologists. Feminists assailed these theories on a
number of grounds. They charged that they restricted women
to domestic roles; they established heterosexuality, marriage,
and motherhood as criteria for normality and maturity; they
reduced women’s ambitions and achievements to pathologi-
cal expressions of penis envy; and they blamed a wide array
of psychological problems and social ills on mothers. Mental
health professionals claimed the authority of science to back
their assertions about normality and abnormality, but femi-
nists pointed out that these assertions often were based on
cultural ideology.

One of the most powerful early critics was Naomi
Weisstein, who took clinical and personality theories to task.
“Psychology,” she said, “has nothing to say about what
women really are like, what they need, and what they want,
essentially because psychology does not know” (1971,
pp. 207, 209). Another influential critique was that of Inge
Broverman and her colleagues (Broverman, Broverman,
Clarkson, Rosenkrantz & Vogel, 1970). Using an adjective
checklist, they showed that the traits that therapists ascribed
to the ideal man resembled those they ascribed to a mentally
healthy person, while traits ascribed to the ideal woman
resembled those ascribed to “a typical mental patient.” In

Women and Madness, Phyllis Chesler (1972) charged that the
therapy professions placed women in a double bind: Women
who violated norms of femininity were stigmatized, yet such
norms (e.g., emotional expressiveness and dependence) were
also used as indicators of mental disorders such as hysteria
and dependent personality disorder.

Another concern feminists raised during the 1960s and
1970s was that men dominated the mental health field. Men
held most of the powerful positions in professional organiza-
tions, educational institutions, and mental health research
settings. Most clinical psychologists were men, yet most con-
sumers of psychotherapy were women. Feminists charged
that therapy relationships, which usually consisted of a male
therapist and a female patient, replicated the cultural norm of
male dominance and female subordination. Rather than help-
ing women to move beyond passivity and dependence, such
therapy perpetuated women’s reliance on men’s judgments of
their normality and women’s dependence on male approval
and validation. Feminists believed that if women shared con-
trol of the field and brought women-centered perspectives to
clinical psychology, patterns of knowledge and clinical care
for women would improve.

The early criticisms that feminists made touched off what
became a sustained movement to reform knowledge and
practice in clinical and counseling psychology. The concerns
raised—that cultural biases permeate scientific constructs;
that therapists too readily ignore the social context or under-
estimate its influence; that sexism and other biases are
embedded in diagnostic constructs and practices; that power
differences in therapy can work against clients’ interest—still
thread through feminist clinical psychology today. In re-
sponse to these concerns, feminists have developed alternate
theories and conducted innovative research. They have also
developed feminist-inspired therapies and diagnostic prac-
tices. Feminists have also worked to improve the conditions
of work for women who are therapists. They have addressed
the rights of therapy clients and promoted changes in the APA
ethical code in order to provide better protection for clients.

The scope of feminist knowledge in clinical psychology is
wide, and feminists have devised many approaches to under-
standing and treating individual women and girls, heterosex-
ual and same-sex couples and families, and men. There
are three journals concerned with feminist practice and
women-centered therapies: Women and Therapy, the Journal
of Feminist Family Therapy, and Affilia. In addition, Femi-
nism and Psychology and Psychology of Women Quarterly
frequently publish research on clinical disorders of women,
such as eating disorders and depression, as well as on aspects
of diagnosis and treatment. Researchers and practitioners
have developed a sophisticated understanding of how gender
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shapes stressful life experiences, patterns of distress and dys-
function, and coping efforts. They have also examined prac-
tices of diagnosis, assessment, and treatment (Worell &
Remer, 1992).

Biases in Diagnosis and Clinical Judgment

The history of mental health treatments is replete with exam-
ples of diagnostic classifications that reflected and repro-
duced cultural stereotypes about women, as well as ethnic
minority group members, immigrants, and poor people. From
the middle of the nineteenth century until well into the twen-
tieth, for example, women and girls whose sexual desire was
deemed excessive risked being diagnosed with nymphoma-
nia (Groneman, 1994). In some cases, clitoridectomy was the
treatment. Neurasthenia, a condition involving diffuse symp-
toms of low mood, nervousness, and fatigue, was diagnosed
in large numbers of American women. The treatment was a
prolonged period of enforced bed rest and social isolation,
during which reading, writing, and other forms of intellectual
stimulation were banned.

Our own times have spawned a jumble of diagnostic
categories. The Diagnostic and Statistical Manual of the
American Psychiatric Association (DSM) (American Psychi-
atric Association, 1994) lists the diagnoses that are officially
recognized. Feminists and other critics are concerned that the
scope of the DSM has widened appreciably each time it has
been revised. The first edition, published in 1952, contained
198 entries. The fourth one, published in 1994, contains 340.
The power of mental health professionals to judge, catego-
rize, and label has come to encompass more and more
domains of human experience. In addition, unofficial diag-
nostic classifications proliferate freely in popular culture and
psychotherapy vernacular—Sex Addiction, Battered Woman
Syndrome, Codependency, Abortion Trauma Syndrome, In-
ternet Addiction, and ACOA (Adult Child of an Alcoholic), to
name a few. Although such diagnoses have no official status
and little or no systematic research to substantiate them, they,
too, exert considerable cultural influence.

Feminists have looked askance at the burgeoning list of
diagnoses and pseudodiagnoses. These categories impose a
particular way of understanding one’s own and others’ suffer-
ing. They make psychological disorders akin to physical dis-
orders, seeming to exist separately from the social context in
which they arise and to be unrelated to its politics and values.

Feminists have raised additional concerns about several
specific diagnostic categories. Along with other progres-
sive social groups, they mobilized in the early 1970s to ex-
punge homosexuality from the list of psychiatric diagnoses
in the DSM. (Ultimately, the membership of the American

Psychiatric Association voted to remove homosexuality from
the DSM. However, a category called “ego-dystonic homo-
sexuality” was substituted instead.) The 1980 edition reflected
this change. Many feminists have been concerned that the di-
agnostic criteria for Premenstrual Dysphoric Disorder do not
distinguish it from premenstrual distress, a condition experi-
enced in some degree by as many as 80% of women. Mary
Parlee’s (1994) elegant account of the struggle over this diag-
nostic category reveals how the economic interests of phar-
maceutical companies and the biomedical profession handily
overruled the scientific and social-scientific evidence.

Borderline Personality Disorder (BPD) is another diagnos-
tic category of special concern, if only because three times as
many women as men receive this diagnosis (Becker, 1997).
This diagnosis carries with it a variety of negative expec-
tations: Individuals with BPD are said to be difficult and trou-
blesome therapy clients, unlikely to make progress. Yet the
criteria for BPD are vague: for example, “inappropriate”
anger, “marked” reactivity of mood, “markedly unstable”
self-image. It is left to therapists to judge whether clients’
behavior reaches the threshold for diagnosis. Also, the symp-
toms overlap with the symptoms of other disorders. A diag-
nosis of BPD is often mistakenly given to women who have
experienced sexual or physical abuse and who should be di-
agnosed as suffering from post-traumatic stress disorder
(Herman, 1992). This diagnostic error prevents women from
receiving appropriate treatment.

Apart from formal diagnoses, therapists continually make
judgments in the course of treatment: They set goals for ther-
apy, they evaluate clients’ progress, and they specify what is
healthy functioning for individuals, couples, and families.
Feminists have investigated how gender meanings and ethnic
and class differences inflect these judgments. Judgments
about healthy sexual functioning, for example, rest on the
theory of the Human Sexual Response Cycle put forward by
Masters and Johnson in 1966. Indeed, the DSM diagnostic
categories of sexual dysfunction, though purportedly atheo-
retical, rest on this implicit foundation. As Leonore Tiefer
(1995) has shown, this theory privileges forms of sexual be-
havior preferred by men and overlooks or trivializes many
sources of pleasure that women say are important. Also,
counselors and therapists who work with clients from impov-
erished backgrounds may unwittingly presume that such in-
dividuals have access to resources for coping and to avenues
of judicial redress that in fact are limited to affluent and white
members of society (Fine, 1983). Some feminists have chal-
lenged definitions of autonomy and its centrality as a cri-
terion of mental health. Autonomy may not be possible for
individuals in subordinated positions. Nor is it universally re-
garded as desirable; in many cultural groups, collective
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responsibility takes precedence over self-sufficiency (Hare-
Mustin & Marecek, 1986).

Feminist critiques have been accompanied by a variety of
efforts to change clinical training and practice. In 1977, the
Division of Counseling Psychology undertook a 2-year pro-
gram of conferences and special issues of The Counseling
Psychologist designed to provide information and skills
about women and girls and to counter sex bias in therapy and
counseling. Around the same time, the APA constituted a
Task Force on Sex Bias and Sex Role Stereotyping, which
produced and promulgated guidelines for nonsexist therapy
(American Psychological Association, 1978). In 1979, the
APA and the National Institutes of Mental Health convened
an interdisciplinary conference of mental health specialists to
identify priorities for clinical research on women. Women
and Psychotherapy, the volume resulting from that confer-
ence, served as a core text in the area of women and psy-
chotherapy for many years (Brodsky & Hare-Mustin, 1980).
Feminists “broke the silence” surrounding sexual contact in
psychotherapy (Hare-Mustin, 1974). They argued that be-
cause of the inevitable power differences in therapy relation-
ships, sexual involvement between therapist and client could
not be consensual. As a result of pressure by feminist groups,
the APA eventually altered its ethical code to include an ex-
plicit injunction against sexual contact between therapist and
client.

Feminist Approaches to Therapy

The term feminist therapy came into use in the early 1970s.
The first feminist therapists deliberately positioned them-
selves outside the system in freestanding therapy collectives.
One therapist has described the early days of feminist ther-
apy as “raggedy, boisterous, know-it-all, risky, and heady”
(Adelman, 1995). In those times, some volunteered their ser-
vices without pay. Others raised funds to be able to offer
therapy without charge or on a sliding-fee scale. Now, femi-
nist therapy has for the most part moved beyond its separatist,
grassroots beginnings and its underground aspect. Therapists
who identify themselves as feminist therapists or who spe-
cialize in women’s issues work in a variety of settings, in-
cluding universities, public and private hospitals and clinics,
private agencies, and independent practice.

Although there are a number of frameworks for fem-
inist therapy, certain concepts unite feminist approaches to
therapy. First and foremost is an ethical commitment to pro-
moting equality and social justice. Other key concepts are at-
tention to the social context, particularly to inequities in the
distribution of power and resources; respect for diversity and
cultural difference; valuing ways of being and social roles

associated with women; and a commitment to collaboration
and power sharing in therapy relationships.

Women in Context

Feminists bring to clinical practice a focus on the gender
system—the institutions, social practices, language, and nor-
mative beliefs that constitute maleness and femaleness as we
know them and that create and normalize power inequities.
The first feminist therapists incorporated consciousness rais-
ing as part of therapy with women. Consciousness raising
helped women see how “the personal is political,” that is,
how private troubles were connected to social roles and ex-
pectations and women’s subordinate status (Brodsky, 1977;
Lerman, 1976). Feminist therapists and researchers view
gender as a central feature of social life and personal iden-
tity; thus, they seek to understand clients’ difficulties and
strengths in relation to the gender system (L. S. Brown, 1994;
Lerner, 1988). This angle of vision goes beyond cataloguing
symptoms and syndromes. It sometimes dislodges conven-
tional meanings of behavior and may even overturn custom-
ary judgments about what is healthy or unhealthy.

The influence of the sociocultural context on women’s
psychological well-being can be seen with special clarity in
the case of eating problems. In the United States, more than
90% of those with clinical eating disorders are women.
Women’s eating problems are neither timeless nor univer-
sal; they are specific to contemporary Western societies (es-
pecially North America). One line of feminist work has
identified a prevailing “culture of thinness,” that is, the
glamorization of ultrathin female bodies in the mass media.
The culture of thinness promotes an intense preoccupation
with body shape and size, feelings of shame and chronic dis-
satisfaction with one’s body, and rigorous dieting in order to
achieve an ideal body (Rodin, Silverstein, & Striegel-Moore,
1984). Other feminist work has drawn attention to motifs and
themes associated with women’s body size, virtuous self-
restraint, and self-denial (Bloom, Gitter, Gutwill, Koegel, &
Zaphiropoulos, 1994). Another line of work has tied
women’s eating problems to social processes of objectifica-
tion, which set a woman’s body parts and sexuality apart
from her personhood (Frederickson & Roberts, 1997). Sexu-
alized scrutiny, sexual evaluation, and sexual objectification
are continually present in women’s lives, both in actual inter-
personal encounters and in media images (Kaschak, 1992).
Not surprisingly, many women and girls come to adopt atti-
tudes of self-scrutiny and self-evaluation, resulting in shame,
anxiety, and distortions in body image. Eating problems may
also arise as a means to relieve severe emotional strain—for
example, adolescent struggles over coming out as a lesbian or
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childhood experiences of sexual abuse (Thompson, 1995). As
Thompson points out, gender is implicated in a multiplicity
of ways in women’s eating problems.

Clinical researchers and practitioners have a unique van-
tage point for examining the corrosive effects of intimate
violence—wife beating, coercive sexual relations, sexual
abuse—on women and girls (Walker, 1999). Violence against
women is a concrete manifestation of the unequal power
relations between men and women, as well as a crucial mech-
anism of social control. Feminist theorists have probed the
intricate connections between love, attachment, and violence
and examined the cultural imperatives of masculinity and
femininity (Goldner, 1999; McLean, Carey, & White, 1996).
They also have offered accounts of the multiple ways that
women experience, interpret, and react to male violence in
their lives (Haaken, 1998; Lamb, 1996, 1999). Feminist ther-
apists have pioneered treatment programs for women who
have experienced negative effects of intimate violence, sex-
ual abuse, and rape; for couples seeking to break patterns of
violence in their relationships; and for abusive men and boys
(e.g., Courtois, 1996; Goldner, Penn, Sheinberg, & Walker,
1990; Herman, 1992).

Many problems that heterosexual couples bring to treat-
ment involve power disparities (Hare-Mustin, 1991). Power
disparities include the lopsided distribution of household and
family work and leisure time and the implicit privileging of
men’s points of view, needs, and interests. There is a long
line of feminist research concerning women’s domestic
arrangements and depression, agoraphobia, and other clinical
disorders (e.g., Radloff, 1975). From a feminist perspective,
family life is embedded within the larger society, not a pri-
vate domain set apart from it. Thus, feminists who are family
therapists have called attention to problems within families
resulting from such societal factors as women’s diminished
earning power, the simultaneous idealization and blaming of
mothers, the lack of facilities and support for caring for chil-
dren or for frail or sick family members, and the stigma faced
by families without men, such as female-headed households
and lesbian families (Goodrich, 1991).

Diversity and Cultural Difference

Gender is not the only axis of social hierarchy. To be a woman
may involve subordination, but all women are not subordi-
nated equally or in the same way. Racism, ethnic prejudice,
heterosexism, and homophobia affect clients’experiences and
contribute to the problems that bring them to therapy. Feminist
researchers have begun to compile a knowledge base that en-
compasses the diversity of women’s experiences across cul-
tural and class backgrounds (e.g., Chin, 2000; Comas-Diaz,

1987; Espín, 1997; Greene, White, Whitten, & Jackson,
2000). The goal of this work is not to describe the psychology
(let alone, the psychopathology) of “the” Hispanic woman,
“the” African American teenager, or “the” lesbian. Rather it is
to comprehend the experiences of women with varying rela-
tions to privilege in society (Hurtado, 1989): the problems
they bring to therapy, the strengths and resources available to
them, and the barriers confronting them.

Valuing Women’s Ways of Being

In Toward a New Psychology of Women, Jean Baker Miller
(1976) addressed women’s experiences of subordination in
the intimate setting of marriage and family life. Although
her observations were limited mainly to white, middle-class,
heterosexual women, she argued that women in general
were endowed with special capacities for intuition, empathy,
and relatedness, as well as a propensity for nurturing and
caring for others. Miller celebrated these universal feminine
characteristics as “closer to psychological essentials” and
“therefore, the bases of a more advanced form of living”
(p. 27). Subsequently, others put forward a variety of related
claims about women’s experience and personality. The
prime example is a model of women’s development origi-
nally called the self-in-relation model and now named the
relational/cultural model (Jordan, Kaplan, Miller, Stiver, &
Surrey, 1991). The model holds that childhood experiences,
particularly mother–daughter interactions, give rise to a
uniquely feminine psychology, one that is sustained by
and seeks out emotional connections. Although some schol-
ars have raised doubts about the model (Marecek, 2001;
Westkott, 1989), the self-in-relation model has been a popu-
lar framework for many feminist-identified therapists and
counselors.

Collaboration and Power Sharing in Therapy

Attention to the power relations between therapists and
clients has been a distinctive feature of feminist therapy.
Feminist therapists were among the first to disseminate mate-
rials to clients and potential clients informing them about the
nature of therapy, how to go about selecting a therapist, and
their rights as consumers. Feminist therapists have experi-
mented with a variety of other ways to put the therapy
relationship on a more equal footing. One is the practice of
self-disclosure, for example, the disclosure that the therapist
has struggled with issues akin to those the client faces. Other
disclosures may show clients that their therapists are ordinary
and fallible human beings. There are both ethical and theo-
retical considerations that govern the use of self-disclosure;
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the literature on feminist therapy discusses these in detail
(Wyche & Rice, 1997). More generally, feminist therapists
strive to find ways to affirm clients’ competence and their
right and responsibility to make choices about their lives.

In sum, feminist approaches to clinical psychology have
offered new perspectives on clinical disorders of women and
girls. Feminists have challenged diagnostic and treatment
practices, ethical codes, and theoretical constructs that have
worked against women’s interests. Feminist therapists have
offered new ideas about the conduct of therapy and new mod-
els for treating problems common to women. Many of their
ideas were iconoclastic when feminist therapy began in the
early 1970s; now they are widely accepted. For example, it is
no longer radical for therapists to encourage women to work
outside the home. It is no longer radical to raise questions
about equality and fairness with couples in marital therapy. It
is now unexceptional to view single life and lesbian relation-
ships as fulfilling lifestyle choices.

ORGANIZATIONS AND ACTIVISM

For many feminist psychologists, exposing inequity and in-
justices that women face is the very core of their work. They
also hold an ethic that uncovering abuses of power must be
accompanied by actions aimed at reform and redress. This
has required organizational structures that support and foster
research, practice, and activism. Several organizations have
provided venues for addressing issues of importance in the
field of the psychology of women and gender.

The National Council of Women Psychologists

The National Council of Women Psychologists (NCWP) was
founded in 1941. During World War II, women were not al-
lowed to be part of the defense system of the country.
Mildred Mitchell, who worked for the U.S. military, Gladys
Schwesinger, and other women protested the exclusion of
women (Capshew & Laszlo, 1986; Frances M. Culbertson,
personal communication, March 1, 2001). They founded the
NCWP to develop and promote emergency services that
women psychologists could render. After the war, the group
continued to carry out projects that promoted the careers of
women psychologists, such as a newsletter of employment
opportunities. In 1947, the name was changed to the Interna-
tional Council of Women Psychologists and membership
opened to women outside the United States. The organization
remained a women’s organization until 1960; at that point,
men were admitted and the group became the International
Council of Psychologists.

Society for the Psychological Study of Social Issues

Founded in 1937, the Society for the Psychological Study of
Social Issues (SPSSI) was one of the earliest groups to advo-
cate for social action research. Despite its commitment to so-
cial justice, however, SPSSI did not focus on women’s issues
until the 1970s. With the women’s movement of the 1970s,
the number of women in the discipline increased and SPSSI’s
membership changed. During the 1980s and 1990s, women
assumed leadership roles in SPSSI. The Journal of Social
Issues, as well as SPSSI’s workshops, conferences, and meet-
ing programs, have addressed issues of women and gender
(Katz, 1991). Moreover, many other topics that SPSSI has
addressed, such as poverty, homelessness, pornography, and
immigration, are directly relevant to women’s lives.

The Association for Women in Psychology

In March 1969, a group of women in the Psychologists for
Social Action formed a Women’s Consortium. They orga-
nized a symposium for the 1969 APA convention called
“Woman as Subject,” as opposed to “woman as sex object.”
Although the symposium was not sponsored by any division
and was publicized only via flyers posted in the public areas
of the hotel, 400 people, mostly women, attended (Berman,
1995). Two other groups of women independently organized
paper sessions and workshops, also unofficially. During these
sessions, a petition was circulated demanding that the APA
examine and rectify sexist discrimination in the organization
and in psychology departments. Another petition called for
the APA to pass a resolution stating that abortion (then illegal
in most states) was a civil right of pregnant women. A core
group of about 35 psychologists (women and men) continued
to meet in the months following the convention, and they laid
the groundwork for a new organization, the Association for
Women in Psychology (AWP). AWP’s purpose was defined in
an initial statement: “AWP is dedicated to maximizing the
effectiveness of, and the professional opportunities for,
women psychologists, and to exploring the contributions
which psychology can, does, and should make to the defini-
tion, investigation, and modification of current sex role stereo-
types” (Association for Women in Psychology, 1970, p. 1).

In 1970, the AWP presented 32 resolutions and 18 motions
to theAPAat the annualAPAconvention. These were designed
to overhaul the way the APA and university departments of
psychology operated (Tiefer, 1991). In response, the APA ap-
pointed a Task Force on the Status of Women, chaired by
Helen S. Astin. The Task Force Report documented inequities
within the field. Among other recommendations, it recom-
mended that a division be created to address deficiencies in
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psychological knowledge about women. Despite much skepti-
cism and covert resistance in the APA, the division, Division
35, was formally approved in 1973 (see below).

The AWP did not dissolve with the establishment of the
division; instead, it continued to exist as a parallel organiza-
tion independent of the APA. Its activities continued to focus
on efforts to reshape the APA. In addition, its members en-
deavored to devise methods to govern themselves that did not
recapitulate the hierarchical structures of the organizations
they were trying to change (Tiefer, 1991). Most important,
the AWP provided a venue for sharing feminist ideas and
knowledge and for supporting and mentoring its members.
For example, the AWP provided lesbian psychologists their
earliest organizational home. In 1973, the organization ex-
panded its by-laws to incorporate the following statement of
purpose: “Helping women create individual sexual identities
through which they may freely and responsibly express
themselves, provided such expression does not oppress other
individuals” (AWP newsletter, 1973, p. 1).

The AWP has sustained itself to the present, with a na-
tional and international membership that includes individuals
from psychology and related disciplines. The AWP holds an-
nual national conventions, as well as regional meetings, and
initiates and funds numerous projects.

The Society for the Psychology of Women
of the American Psychological Association
(Division 35)

The Society for the Psychology of Women (formerly called
the Division of the Psychology of Women) has the purpose of
“promoting research and the study of women, and encourag-
ing the integration of this information about women with cur-
rent psychological knowledge and beliefs in order to apply
the gained knowledge to the society and its institutions”
(American Psychological Association Division of the Psy-
chology of Women, 1989, p. 1).

The mission of Division 35 is multidimensional
(Mednick & Urbanski, 1991). Its founders viewed social ac-
tion research as important. They also recognized that in order
to influence the discipline and society, the field of the psy-
chology of women and gender had to become a recognized
academic field. The division has also supported the develop-
ment of clinical knowledge and principles of clinical practice
consistent with feminist ideals. Another important goal has
been placing women in leadership positions in the APA gov-
ernance structure. The division’s representatives to APA’s
governing Council of Representatives formed a Women’s
Caucus in the Council. This caucus has supported proposals
that furthered the interests of women and minority groups.

The division established a peer-reviewed journal, Psychol-
ogy of Women Quarterly, in 1976. The journal has come to oc-
cupy a visible and respected position. By 1999, it ranked 16th
out of 109 psychology journals in terms of the number of
times its articles were cited in scholarly publications. Division
35 also sponsors a program of formal and informal sessions
and social events at the annual APA convention, continuing-
education workshops on teaching and other topics, and a
yearly midwinter conference. In addition, the division gives
annual awards for excellence in feminist research, practice,
and service. In 1993, the division organized the first National
Conference on Education and Training in Feminist Practice
(defined broadly to include research, writing, clinical prac-
tice, clinical supervision, and leadership), held in Boston.
Shaping the Future of Feminist Psychology (Worell &
Johnson, 1997) is a summation of the conference.

Division 35 was one of the first divisions that gave prior-
ity to including psychologists from racial, ethnic, and other
minority groups in its membership. It also took steps to
assure that its leadership represented the diversity of women
in psychology. The division has also worked to ensure that
women from ethnic minority groups were considered for
leadership positions in the APA. It has supported APA activi-
ties that advance the interests of racial and ethnic minorities
and their full representation within organized psychology.
The division has had a Section on Women of Color for many
years; among other activities, the section has promoted re-
search on and by women of color.

The APA Committee on Women in Psychology

The Committee on Women in Psychology (CWP) began as
the task force headed by Helen Astin in 1970; it was accorded
status as a continuing committee of the APA in 1973. The
committee has worked to increase the visibility of scholar-
ship on women and gender, highlight the contributions of
women in psychology, end discrimination against women
psychologists, and promote leadership by women. More
broadly, the committee has worked to promote the psycho-
logical well-being of women. The CWP has actively pursued
its goals through symposia, conferences, task forces, and li-
aisons with government agencies and professional groups.
The CWP annually makes awards to women who have been
distinguished leaders in psychology.

The APA Women’s Programs Office

The volume and magnitude of the projects initiated by the
CWPin its early years quickly exceeded what a volunteer com-
mittee could accomplish. In response, the APA established the
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Women’s Programs Office in 1977. The office coordinates re-
sources for research and collects information and reference
material. It also gathers statistical data concerning women’s
employment in the various scientific and professional fields.
The office has compiled directories of graduate programs that
offer training in the psychology of women and gender. It has
also compiled bibliographies of research reports and pam-
phlets for the general public.

Other Activities

A number of divisions of the APA have sections or commit-
tees focused on women’s issues. One of the first ones to es-
tablish such a subgroup was the Division of Counseling
Psychology. Among divisions that have active sections are
the Society for Clinical Psychology, the Division of Psycho-
therapy, and the Division of Psychoanalysis. The groups pub-
lish newsletters, sponsor symposia and programs at the APA
conventions and other conferences, and present awards.

The Southeastern Psychological Association (SEPA) was
the site of a vibrant organization of women during the 1970s.
In 1972, at the behest of several feminist psychologists, the in-
coming president, Charles Speilberger, and the Executive
Committee appointed the first SEPACommission on the Status
of Women, chaired by Ellen Kimmel. Not only did that group
report on the status of women (Kimmel, 1974), it also initiated
a number of activities that are still in place today, including a
visiting scholars program and student research awards. The
commission was so effective in enhancing the participation
and status of women that the SEPA expanded its charge to
include other underrepresented groups in addition to women,
renaming it the Committee on Equality of Opportunity.

Another important organization is the Feminist Therapy
Institute, established in 1983, which has held conferences
and workshops, sponsored publications, and led feminists in
protesting against diagnoses detrimental to women.

Finally, an innovative series of small conferences, devel-
oped and sustained by Faye Crosby, has brought psychologists
together in informal settings around topics on women, gender,
and feminism. The conference series is called Nag’s Heart, a
name that evolved from its forerunner, a conference series in
social psychology held at Nag’s Head, North Carolina.

The Section on Women and Psychology of the Canadian
Psychological Association

The turbulence of the 1970s was felt within the Canadian
Psychological Association (CPA) just as in its American
counterpart. In 1975, upon the recommendation of its presi-
dent, Mary Wright, the CPA established a Task Force on the

Status of Women in Canadian Psychology. The task force
presented almost 100 recommendations to the board of direc-
tors in 1976. Included among them was a recommendation to
establish a special-interest group on the psychology of
women. This special-interest group, now called the Section
on Women and Psychology (SWAP), is the second largest of
the CPA’s 26 sections (Pyke, 1993). SWAP holds a daylong
institute prior to the annual CPA convention for the presenta-
tion of scholarly research and discussions on the psychology
of women. SWAP also publishes a newsletter. The CPA has
formally approved several initiatives undertaken by SWAP.
These include guidelines on the elimination of sexual harass-
ment, the conduct of nonsexist research, and the provision of
sex-fair counseling and therapy.

The Psychology of Women Section of the British
Psychological Association

The Psychology of Women Section of the British Psycholog-
ical Association (BPA) was established in 1988. The goals of
the section are to provide a forum for research, teaching, and
practice on the psychology of women and to eliminate gender
inequality in the BPA and the field of psychology (Psychol-
ogy of Women Section, 2000). The section holds conferences
and symposia annually, provides support for other events,
and works within the BPA to influence policy and promote
research on the psychology of women and gender. One pro-
ject that the section has undertaken is an investigation of the
portrayal of women in British undergraduate psychology
courses.

In sum, a number of organizations have been founded to
further the development of the field of psychology of women
and gender. Although we have not provided an exhaustive
description of their activities, all have made important contri-
butions to feminist psychology and, in turn, to changing the
field of psychology and the way its practices affect society.

SUMMING UP AND LOOKING AHEAD

The endeavors of feminist researchers, teachers, practition-
ers, and activists have reshaped the contours of the discipline
and the status of women in profession. In this final section,
we survey what has been accomplished and what, in our best
guess, lies ahead.

Research, Scholarship, and Pedagogy

When the field of psychology of women and gender was in its
infancy, the question of sex differences loomed large. Today,
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the range of questions has expanded. One significant trend has
been the shift away from studying women as if they constituted
a single, undifferentiated category. Researchers turn their
sights on specific groups of women and girls, situated in spe-
cific circumstances. Another trend is increased attention to the
lives of women beyond the borders of the United States and to
interconnections between women in the United States and
women worldwide. Issues include trafficking of women and
girls for prostitution, the systematic rape of women as part of
warfare, and the growing use of women as a pool of cheap and
mobile labor in the transnational economy. A third trend is a
focus on strength and resilience, that is, how women cope and
prevail despite hardship, discrimination, life crises, and phys-
ical illness or disability (Romero & Stewart, 1999; Johnson,
Roberts, & Worell, 1999).

The research methods employed in the psychology of
women and gender also continue to evolve. Many feminist
psychologists have moved beyond prevailing experimental
methodology. Their methods of inquiry include open-ended
interviewing and focus groups, textual analysis, field-based
research and participatory action research, and the family of
approaches called discourse analysis. These methods have
proven invaluable for studying how gendered power relations
are reproduced in everyday practice and talk. They also en-
able researchers to study the multivalent meanings of gender
that research participants hold. These methods are important
tools for understanding people not only as passive recipients
of social influences but also as effective agents. The use of al-
ternate research methods has brought increased attention to
questions about the relationship between methods of inquiry
and research outcomes. Although qualitative approaches are
not new to psychology, they have been long out of vogue in
the United States. As they are resurrected and refurbished, we
can expect to learn more about how they work. Moreover, the
powers and limits of all approaches will be thrown into
sharper relief.

Finally, the turn toward theory is another significant trend
in feminist psychology. Some feminists have found the crit-
ical psychology movement compatible with their stance
(Wilkinson, 1997). They are alert to the ways in which
psychology, even feminist psychology, may share in and
legitimate the status quo. For example, critical feminist psy-
chologists have upbraided social psychology for failing to
incorporate social, cultural, historical, and even group con-
texts in its understanding of social processes (Apfelbaum,
1999). Others have noted that the uncritical use of psycho-
logical language shunts moral and political concerns to
the side. For example, when the psychological conse-
quences of horrific events are reformulated as the medical-
ized diagnosis of Post-traumatic Stress Disorder, they lose

their moral and political import. The social, cultural, and
historical forces that shaped the event (and perhaps al-
lowed perpetrators to go unpunished) are pushed into the
background.

Feminist Clinical and Counseling Practice

As we have noted, feminists have situated women’s problems
and strengths within the context of the larger social, political,
and cultural forces surrounding them. Today, clinicians work
under strong conservative pressures from pharmaceutical
companies, managed-care companies, and a biologically ori-
ented psychiatric profession. Among other things, they press
to redefine psychological disorders as biological aberrations
to be controlled by medication. Although feminists are not
against the use of medication, this medicalized framework is
diametrically opposed to the feminist emphasis on the social
context. Thus far, organized psychology’s responses to con-
servative pressures and corporate interests have fallen short
of what feminists would wish.

Confronting the Backlash

Many of the changes promoted by the women’s movement
have become accepted practice: equal pay for equal work;
women working outside the home; the repudiation of wife
beating. These changes are no longer identified with femi-
nism. At the same time, the term feminism has come to be
disparaged, even vilified, by the mass media. By the 1990s,
the backlash against feminism in popular culture was intense
(Faludi, 1991). Moreover, the legal gains that women had
made in such areas as affirmative action and reproductive
rights have eroded. State support for poor women and their
families has been severely curtailed by the welfare reforms of
1996.

In popular culture, there has been an upsurge of claims
that masculinity and femininity, as well as sexual orientation,
are biologically determined and perhaps genetically encoded.
For example, Men are from Mars, Women are from Venus
(Gray, 1992) amounts to propaganda for male-female differ-
ence and an apologia for male privilege. Yet, many—even
some therapists—have accepted it as credible clinical theory.
Extreme and profligate claims about the evolutionary bases
of male dominance and sexual access have become the fad in
popular science. Media reports of sex differences in mathe-
matics achievement have announced a “math gene,” ignoring
the influence of social roles and differential opportunities and
expectations regarding boys’ and girls’ math performance
(Eccles & Jacobs, 1986). By now, feminists have amassed a
good deal of evidence to counter many such claims. The task
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remains, however, to translate that evidence into a form that
will be effective and persuasive.

Every movement for social change meets resistance. The
field of the psychology of women and gender is no exception.
Such resistance is an inevitable reaction to any struggle for
change. In psychology, the resistance includes disdain for
work on “women’s” topics and for feminist journals. Women,
the majority of humankind, are still considered a special pop-
ulation; research on women is seen as failing to contribute to
psychological knowledge about human behavior. An analysis
of psychology journal articles showed that when researchers
used an all-female (versus an all-male) sample, they were
more likely to provide a justification for a single-sex sample
and to point out that their results could not be generalized to
the other sex (Ader & Johnson, 1994). Finally, many feminist
psychologists value collaboration and interdisciplinary work,
research with applied potential, and the use of innovative re-
search approaches. All of these draw further antipathy.

CONCLUSION

Has the psychology of women and gender significantly al-
tered the field of psychology? With regard to psychological
knowledge, some see fundamental transformations (e.g.,
Worell & Johnson, 1997). Others argue that only weakened,
nonthreatening versions of feminist ideas have been assimi-
lated into the field as a whole (e.g., Burman, 1997). We argue
that although the alliance between psychology and feminism
has been uneasy, feminism has put on the table for psychol-
ogy a number of provocative problems and challenges. To
varying degrees, it has changed the field with respect to them.
Feminist researchers have put forth a strong claim that gender
is an important constituent of social life. They have contested
certain technologies of research, some key epistemological
assumptions, and the ethics of certain research practices. To
us, the importance of feminist psychology is not that it can
correct the omissions and biases of mainstream psychology
and produce objective truths. That is impossible. Rather, fem-
inist psychology can serve to help all psychologists become
more self-aware of their perspectives, politics, and practices
and to ask how these shape the production of knowledge.

Feminists in clinical practice have offered new perspec-
tives on disorders of women and new ideas about the conduct
of therapy. They have protested flawed diagnostic and treat-
ment practices, ethical breaches, and outmoded theoretical
constructs. Sometimes these protests have succeeded in pro-
voking change. Even when they did not succeed, they raised
awareness that policies and practices in the mental health
field are not the outcome of a pristine and unassailable

scientific consensus but rather a concatenation of scientific
evidence, popular beliefs, and the vested interests of many
parties.

Conditions for women faculty members, students, and
therapists have improved vastly since 1970, in large part be-
cause of feminist activism. Knowledge about women and
gender is now available to students of psychology at both un-
dergraduate and graduate levels. Moreover, with barriers
to women’s participation removed by the federal legisla-
tion of the 1970s, women were soon enrolling in psy-
chology graduate programs in large numbers. In 1971,
women were awarded fewer than 25 percent of doctorates in
psychology; by 1999, they received 66 percent. Furthermore,
many women have attained recognition for their academic
accomplishments—they are professors, department chairs,
program directors, and editors of journals. Many now have
influence in the publication process, as well as the awarding
of tenure and promotion, grants, and awards. Only two
women held the presidency of APA from its inception in 1892
up to 1970; five women have held the presidency since 1970.
(Mary Calkins held the presidency in 1905; Margaret Wash-
burn, in 1921. The five recent women presidents are Florence
Denmark, Janet Spence, Bonnie Strickland, Dorothy Cantor,
and Norine G. Johnson.) Many other women have held posi-
tions on boards and committees and been elected to offices in
divisions. All these developments signal substantial changes
in psychology as a whole over the past 30 years.

At its best, feminist psychology has generative capacity: It
challenges the guiding assumptions of the culture, raises
fundamental questions about social life, and provokes the
reexamination of what is taken for granted. By viewing the
knowledge, methods, and practices of psychology with a crit-
ical eye, feminist psychologists have provided generative
theory for the discipline. Their work incites debate, offers
new forms of social action, and ultimately can help to trans-
form social reality. Psychology has benefited from feminist
psychology.
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The history of educational psychology traces a path from its
origins in concerns about cultural improvement and transmis-
sion of cultural norms to philosophical issues in general
education and psychology (Berliner, 1993; Charles, 1976;
Glover & Ronning, 1987; Good & Levin, 2001; Grinder,
1989; Hilgard, 1996; Mayer, 2001; Walberg & Haertel, 1992;
Wittrock & Farley, 1989; Zimmerman & Schunk, in press).
The effects of this amalgam of antecedent contributions on its
birth and development are still evident in the difficulties en-
countered when attempting a strict definition of educational
psychology that clearly separates it from other psychological
disciplines (see Berliner & Calfee, 1996). We will return to
this issue later in this chapter.

Although it is not difficult to identify the emergence of
educational psychology as a recognized discipline, it is some-
what more difficult to determine educational psychology’s
precise lineage. It has been suggested that educational psy-
chology may have first emerged as part of a kind of folk
tradition in which adults educated their children (Berliner,
1993). This certainly makes sense intuitively, and it is quite
easy to imagine not only our own grandmothers and grandfa-
thers teaching our parents a variety of life skills but also
parents and grandparents from many previous generations
passing down what they considered to be the requisite knowl-
edge and cultural norms of their day. It also seems likely that
this knowledge was passed down in a dynamic rather than
static way, incorporating the abilities, skills, weaknesses, and
frames of reference of each generation of teacher and student.

As Berliner (1993) notes, part of the traditional Jewish
Passover service is the duty of the leader of the service to tell
the story of Passover to each of his sons in turn. The father,
however, must tell each son the story in such a way as to em-
phasize the particular son’s own strengths and weaknesses.
So, for example, the wise son may hear the entire story with
additional commentaries, while the recalcitrant son may hear
the story with an emphasis on obeying authority. 

Although the folk tradition of educational psychology has
probably existed since the earliest times of humans on the
earth and continues to this day, most formal histories of edu-
cational psychology trace its origins to ancient philosophers
and statesmen. Here we find not only the historical roots of
educational practices but also the historical roots of the psy-
chology of learning and memory.

CONTRIBUTIONS OF EARLY PHILOSOPHERS

Aristotle is sometimes pointed to as a founder of educational
psychology (Berliner, 1993; Charles, 1976; Kaur, 1972).
Aristotle’s book De Memoria et Reminiscentia (On Memory
and Reminiscence), incorporates views of learning, associa-
tion, and retention (Charles, 1976). In this book, written in
350 B.C.E., Aristotle notes that memory is a function of pre-
sentation; that is, memory is directly related to the context in
which the learning occurred. There are very few, if any,
modern-day educational psychologists who would disagree
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with this observation. Others who often share the title of
founder with Aristotle include Democritus (460–370 B.C.E.),
Quintilian (A.D. 35–100), and Comenius (1592–1671).

Each of these philosophers made contributions to philoso-
phy in general and education in particular. For example,
Democritus voiced the opinion that education is advanta-
geous and that the home environment has a substantial
impact on learning; Quintilian felt that good teachers, when
combined with a worthwhile curriculum, might help control
behavioral problems; and Comenius noted that memorization
is not the same as understanding and that teachers’ own
learning is optimized when they have the opportunity to
teach others (Berliner, 1993). Additionally, both Aristotle and
Quintilian felt that teachers should make the effort to tailor
learning to the individual, taking into account the individual
differences of their students (Berliner, 1993).

Although each of these early philosopher-educators can be
considered forefathers of modern-day educational psycholo-
gists, it may be the views of Juan Luis Vives (1492–1540)
that would resonate most closely with today’s educational
psychologist. His 1531 book, De Tradendis Disciplinus (The
Art of Teaching), has been called the first major book on psy-
chology. In this book, Vives says, “We must first examine, for
each type of instruction, the question of what, how, to what
extent, by whom and where it should be taught.” Vives goes
on to note that the teacher should be the student’s guide and
should help individual students make decisions about their
studies based on the student’s own interests and abilities
(Ibanez, 1994).

EUROPEAN INFLUENCES IN THE EIGHTEENTH
AND NINETEENTH CENTURIES

In the late eighteenth and the nineteenth centuries, there were
strong European influences on the early development path
of educational psychology as a discipline (Grinder, 1989;
Hilgard, 1996). Hilgard (1996) identified four Europeans
who he felt influenced both conceptions and practices in in-
struction, teaching, and learning: Rousseau (1712–1788)
from France, Pestalozzi (1746–1827) from Switzerland, and
Herbart (1776–1841) and Froebel (1782–1852), both from
Germany. Rousseau’s book Émile (1762/1979) emphasized
that children discover things for themselves and described
some of the instructional implications of this fundamental
assumption. Pestalozzi (1820/1977), a Swiss lawyer by train-
ing, developed a model school that incorporated many of the
ideas that are current today in educational psychology. For
example, he stressed that students must be active learners,

that education involved personal growth in addition to sim-
ple knowledge acquisition, that psychology could be used
as a guide for developing and implementing instructional
methods, and that schools should be warm, nurturing
environments.

While Rousseau and Pestalozzi made important contribu-
tions to our thinking about students, schools, subject matter,
and instruction, their ideas were primarily based on their
moral and ethical views and their experience. It remained
for Johann Friedrich Herbart of Germany to call for a more
“scientific” approach to studying educational conceptions
and practices.

In 1824, Johann Herbart published Psychology as Science,
regarded as one of the first treatises suggesting that educa-
tional conceptions and educational practices could be studied
scientifically and that the instructional process itself was
different from the subject matter being taught. Herbart was
the first to provide a psychological rather than philosophical
or moral substratum for his ideas and applications. Like
Vives, Herbart believed that educational programs should be
developed based on the interests, aptitudes, and abilities of
students. Herbart’s followers, the Herbartians, developed a
system of teaching that followed a “logical progression” of
five steps that could be applied to nearly any subject matter:
(a) prepare the student’s mind for the coming lesson (e.g.,
arouse students’ interests and relate the new material to famil-
iar ideas); (b) present the lesson (e.g., use appropriate means
such as using storytelling with young children); (c) compare,
or associate the new lesson with material previously learned
(e.g., use concrete things and experiences); (d) generalization
or abstraction (e.g., express ideas conceptually by using prin-
ciples and general rules); and, finally, (e) require that the stu-
dents use, or apply, the new material appropriately (e.g., have
students practice using varied examples) (Berliner, 1993;
Grinder, 1989; Hilgard, 1996).

The work of Friedrich Froebel had a very direct effect
on educational thinking and practice in the United States
(Hilgard, 1996). Froebel, the founder of the kindergarten
movement, was a bit of a romantic and thought of kinder-
garten as a place to train children in cooperative living. He
also wanted to foster creativity and active learning in chil-
dren. In 1873 the first public kindergarten was established in
St. Louis, and by 1880, America had over 400 private
kindergartens. At the same time, the public school system
and the idea of compulsory school attendance emerged.
Many of these ideas about universal education and its pur-
poses were influenced by the optimistic views of society and
the ideas of these European philosophers and statesmen. The
transition to a greater psychological basis for educational
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conceptions and practices was also developing during this
time in America.

EARLY DEVELOPMENTS IN AMERICA

The subtle transition from philosophy and somewhat utopian
worldviews to newer conceptions of psychology as the
framework for understanding and applying educational vari-
ables was introduced to America with William James’s
(1842– 1910) 1891 lecture series at Harvard on the “new psy-
chology.” These lectures were eventually turned into a book,
Talks to Teachers on Psychology. This book is sometimes
regarded as the first popular educational psychology text, and
there is evidence that this lecture series helped to spark the
growth of educational psychology as a movement in America.
James spoke of psychology as a science and teaching as an
art, but one that could benefit from an understanding of psy-
chological laws and human behavior. In addition, long before
the so-called cognitive revolution in psychology, James intro-
duced the idea that consciousness could control the direction
of its own attention, thus setting the stage for later work in
cognition and metacognition (Berliner, 1993; Hilgard, 1996;
Wittrock & Farley, 1989).

One of James’s students, G. Stanley Hall (1844–1924),
earned the first PhD in psychology awarded in America.
Although his degree was in psychology, Hall is most often
remembered as an educator, a label he came by quite natu-
rally. Hall, as well as his mother and father, taught school for
some time. He went on to develop the first research lab in
America at Johns Hopkins, where he introduced another
first—fellowships for graduate students (Berliner, 1993). In
Hall’s lab at Clark University (where he also served as presi-
dent), he and his students systematically researched and doc-
umented problems in higher education, thus establishing the
first formal graduate program specializing in education. This
program was designed to furnish leaders to what was called a
new educational movement in America, a movement that
would facilitate the study of and research in education for
years to come (Berliner, 1993).

FURTHER DEVELOPMENTS IN THE 
TWENTIETH CENTURY

Although his early works emphasized his interests in the
intersection of philosophy and psychology, John Dewey’s
(1859–1952) later work and publications focused more on
educational philosophies and educational practices (Hilgard,

1996). He had his greatest influence on the field after his
move to Columbia in 1904. His books Interest and Effort in
Education (1913) and Schools of Tomorrow (1915) were ex-
tremely popular and influential. Much of his work on engag-
ing children’s interest and the need for them to be active
learners can be traced to the influence of the European work
described earlier, but he went way beyond what had been
proposed through the end of the 1800s. A number of his ideas
about educational practice and ways to conceptualize educa-
tional processes are still current. However, it remained for
others to try to refine the field and give it a more “scientific”
base.

Edward Thorndike was an established researcher when he
directed his attention to educational contexts, processes, and
outcomes. In a landmark study with Woodworth, he attacked
the doctrine of formal discipline (very popular at the time)
and demonstrated that simply “exercising the mind” resulted
in only slight learning gains. In 1901, he and Woodworth
published a paper demonstrating problems of transfer of
learning and the need for “identical elements.” He published
his first educational psychology textbook in 1903 and, in
1913–1914, published a classic three-volume educational
psychology text.

In 1910, in an essay entitled “The Contribution of Psychol-
ogy to Education,” appearing in the first issue of the Journal
of Educational Psychology, Thorndike described the role he
believed that psychology could and should play in education
(Thorndike, 1910). Briefly, Thorndike suggested that psychol-
ogy could assist in making the aims of education more defin-
able and measurable and that education should promote
changes in the intellects, ideals, and behaviors of students.

In the founding issue of the Journal of Educational
Psychology, the editors ambitiously planned for future issues
to focus on the topics of mental development, heredity, ado-
lescence and child study, individual differences, and issues
related to testing and measurement. Within each of these
topics, matters involving general psychology, sensation,
instinct, attention, habit, memory, technique and economy
of learning, and perceptual processes could be explored
(Charles, 1976).

Although the discipline’s primary journal was founded in
1910, it was not until 1922 that the American Psychological
Association (APA) surveyed its members to determine the
need for an educational psychology division within the APA
(O’Donnell & Levin, 2001). It was determined, however, that
there was insufficient interest in educational psychology as a
discipline at that time. It was not until 1946 that enough APA
members cited “psychology in education” as a key concern
for psychologists that educational psychology was assigned
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division status as Division 15. Only three years later, in 1949,
Dael Wolfle, the APA executive secretary, claimed that
educational psychology had “lost its momentum,” and in
the early 1950s the suggestion was made to combine educa-
tional psychology with Division 12, Clinical Psychology
(O’Donnell & Levin, 2001).

Notwithstanding these problems, the discipline of educa-
tional psychology seemed quite defined in its early years.
Practitioners focused on problems in education and looked for
resolutions to those problems. However, these years were
marred by considerable criticism of educational psychology
and of educational psychologists, and it was much more likely
that a psychologist working in education would refer to him-
self or herself as a psychologist than as an educational psy-
chologist (Sutherland, 1988). Ironically, perhaps, America’s
consternation over Russia’s advances in science and technol-
ogy spurred a new interest in research and funding of educa-
tion, which in turn spurred a renewed interest in educational
psychology. Thus, Division 15 showed more than a seven fold
increase between the years 1959 and 1967, growing from only
525 members to almost 4,000, making it one of the largest
divisions within the American Psychological Association
(Charles, 1976).

In the 11 years between 1977 and 1988, however, Division
15 membership declined by almost 40% (Farley, 1989). Al-
though this decline was substantial, the 1,400-member loss
still left Division 15 with more total members than many
other APA divisions, and still in the top 10 in terms of total
division membership. As Farley notes, this membership loss
was largely due to many factors, including the creation of
closely related or component divisions within the APA that
drew members away from Division 15, as well as member-
ship drifts to special societies such as the Psychonomics
Society. In particular, the more education-centered organi-
zation, the American Educational Research Association
(AERA), also drew members away from the APA. Many fac-
ulty and graduate students have also elected to pursue mem-
bership in one or more additional organizations that reflect
their individual theoretical, research, or population interests. 

These organizations are as likely to be traditionally psy-
chology based (e.g., American Psychological Society,
Society for Industrial and Organizational Psychology) as
they are to be traditionally education based (e.g., National
Association of Developmental Education, the National Read-
ing Conference). Rather than reflecting disagreement or an
outgrowth of factions within educational psychology, this
diversity of organizational membership instead reflects the
growing recognition by contemporary educational psycholo-
gists that we are qualified—perhaps uniquely so—to serve a
wide variety of public interests.

TRACING PROGRESS THROUGH
THE WRITTEN RECORD

One way of tracing the history of a discipline is to examine
that discipline’s documents. In the case of educational psy-
chology, there are two primary document resources: profes-
sional journals and academic textbooks. One of the first
reviews of textbooks was by Worcester (1927). Worcester’s
1927 review found an “amazing lack of agreement” in the
content of educational psychological texts. One author, for
example, used 30% of the textbook space for psychology and
tests in primary-school subjects, while other authors ne-
glected these topics entirely. There was also marked dissimi-
larity in the discussions of laboratory practices of educational
psychologists, with some focusing on, for example, testing
of individual differences, statistical methods, and studies of
memory, while others investigated transfer of learning and
intelligence testing. Most of the approximately 37 different
textbooks used among the labs were, in practice, general
psychology texts (Worcester, 1927). And, as Charles (1976)
notes, things were not much different even 25 years later. A
1949 comparison of texts used in educational psychology
classes revealed that while one author devoted a full 20% to
the topic of intelligence testing, another author devoted a
scant 1.5% to this same topic.

Content analyses have also been performed on the found-
ing journal in the field of educational psychology, the Jour-
nal of Educational Psychology. In an examination of 641
articles reviewed by decade from 1910 to 1990, O’Donnell
and Levin (2001) delimited different “central themes.” They
found that articles in the teaching category decreased from
30% to a mere 0.03% and that articles in the intelligence-
testing category dropped from 13.3% to 0.0%. Articles in
the learning category, however, increased by almost 47 per-
centage points—from 13.3% to 60%. Ball (1984), in a
content analysis of articles published during the first 75
years of the Journal of Educational Psychology, found sim-
ilar trends.

Ball notes that while there has continued to be a strong
research content core, the emphasis of the research has
shifted over the years. For example, in the early days of the
Journal of Educational Psychology, the emphasis was on
practical issues related to teachers and teaching; the 1940s
and 1950s ushered in increased interest in personal and social
issues; and the 1970s and beyond reflected a growth in theo-
retical rather than strictly practical areas, especially in moti-
vation and psycholinguistics. Ball (1984) also noted a trend
toward both more multi-authored articles and longer articles;
additionally, he noted that the number of women in the field
had increased substantially.
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THE EFFECTS OF INSTRUCTIONAL
PSYCHOLOGY

The beginnings of instructional psychology as a field of study
are often traced to World War II and its demand for rapidly
trained soldiers and officers who could operate more techni-
cally advanced equipment. WhenArthur Melton developed the
Air Force Human Resources Lab (AFHRL), he and the people
he trained and worked with, such as Robert Glazer and Robert
Gagne, helped to develop guidelines for learning, retention,
and transfer of new knowledge and skills based on psycholog-
ical principles. After the war, AFHRL remained a vibrant
research and development center, although many of its re-
searchers and developers went into academic positions. Their
work continued as the postwar era’s GI bill gave low-cost loans
and scholarships to returning military personnel to further their
education. Methods were needed to deal with this more di-
verse and expanded population of students in America’s high
schools, community colleges, and universities.

Another boost to funding and interest in instructional psy-
chology occurred when the Russians launched an unmanned
space vehicle, Sputnik, in 1957. Along with the fears that
America was losing its technological superiority was a call for
massive increases in science and mathematics curricula and
courses, and effective teaching/learning methods. Building on
techniques developed during World War II, new types of
audio-visual aids were developed, such as motion picture pro-
jectors and audiotapes (Glaser, 1962). Given the dominance of
behaviorism in psychology during much of this period, it also
witnessed the development of programmed-instruction teach-
ing machines and, ultimately, computer-assisted instruction.
However, this is also the period during which the trend began
toward adapting classroom practices to the needs of individual
students (Gage, 1964). The field of educational psychology,
which absorbed instructional psychology, was definitely on
center stage. However, there was a lingering feeling that even
with the modern technologies, perhaps we were missing a big
piece of the learning/education/transfer puzzle.

THE INFLUENCES OF COGNITIVE PSYCHOLOGY

Cognitive psychology has had a major influence on the devel-
opment of educational psychology. In a seminal chapter in the
Annual Review of Psychology, 1977, Wittrock and Lumsdaine
pointed out the importance of a cognitive perspective and the
somewhat bankrupt contributions of behaviorism for further
development in instructional and educational psychology.
The chapter had a strong impact on educational psychologists.
Educational psychology was finally on the road to being a

discipline within psychology whose focus was on the psy-
chology of all components of educational processes and
practice. No longer was it only an application of other areas
within psychology (although these other areas continue to
influence it).

One reason the cognitive psychology revolution is viewed
by many as an improvement over the days of experimenting
with rats and pigeons is that it helped to focus researchers’
attention on realistic rather than artificial contexts. This shift
provided researchers with the opportunity to examine stu-
dents in their own environment—the classroom (Mayer,
2001). As Mayer notes, psychology needed something real to
study, and education provided it. This has, of course, proven
to be a symbiotic relationship, because psychology was able
to provide to education established scientific methodological
frameworks that education had previously lacked. Mayer’s
view of the historical relationship between education and
psychology in the twentieth century seems to be quite apt:
First, there was a time during which psychologists developed
theories and left it to educators to apply the theories; next
came a period during which psychology resolutely focused
on theoretical issues that were unrelated to educational is-
sues, and education resolutely focused primarily on practical
issues; and, now, we have an era in which psychology and
education seem to be working more hand-in-hand, combin-
ing the strengths of both groups to work for the mutual bene-
fit of each group, as well as for the public (Mayer, 1992, cited
in Mayer, 2001).

Even though the advent of cognitive psychology in the
1970s encouraged researchers to examine more realistic con-
texts and situations, many researchers still tended to decon-
struct their findings into isolated parts. Rather than viewing
students as a whole, they often broke students’ behaviors into
components, which might then be used to construct new
models, or even to reconstruct old models (Paris & Paris,
2001). Even the didactic methods and suggestions derived
from this work were often nothing more than isolated pieces
of advice. For example, common didactic methods for im-
proving students’ academic success included options such as
summarizing text, direct instruction for using specific strate-
gies, and a tendency to instruct students to employ the same
tactics and strategies across subjects and situations. And, in
spite of the rationale that cognitive psychology afforded for
using realistic situations, much of the research was still con-
ducted in laboratory contexts. It was only quite recently that
these methods changed.

Now, for example, the emphasis is more on examining
text from within the reader’s frame of reference than it is on
merely summarizing text; making strategies adaptive, func-
tional, and tailored to the individual learner is considered to
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be as important as simply teaching specific strategies; and,
finally, strategies should be dynamic rather than static across
different disciplines—elaboration strategies in math, for ex-
ample, are quite different from elaboration strategies in a
literature class. Perhaps most importantly, however, is the
acknowledgment that it is impossible to examine whether or
not specific techniques and strategies are effective unless
they are tested in the classroom or other educational settings
using students’ own curricula (Paris & Paris, 2001).

THE DISCIPLINE OF EDUCATIONAL
PSYCHOLOGY TODAY

Another approach to tracing a discipline’s history is to exam-
ine the current state of the discipline, for all disciplines are,
ultimately, a culmination of precedents. In educational psy-
chology, this current state can be represented by looking at
a small sampling of recent definitions, directives, theories,
methodologies, and applications in the field of educational
psychology.

Some of the definitions of educational psychology today
are broad: Berliner (1993), for example, states: “Our funda-
mental goal should be to understand and improve education
in our society.” Other definitions are more specific: Good
and Levin (2001) assert, “The heart of work in educational
psychology is to produce theoretical and well-researched
psychological knowledge that has the potential for enhancing
learning and socialization in various settings.”

The directives to practicing educational psychologists
come from both institutions and individuals. The mission of
the APA’s Division 15, Educational Psychology, is “to pro-
vide a collegial environment for psychologists with interests
in research, teaching, or practice in educational settings at all
levels to present and publish papers about their work in the
theory, methodology, and applications to a broad spectrum of
teaching, training, and learning issues” (American Psycho-
logical Association, 2000).

And, somewhat in contrast to the early days of educational
psychology, with its emphasis on the purely practical compo-
nents of teachers and teaching, Pintrich (2000b) directs edu-
cational psychologists, now and in the future, to do work that
merges the primarily applied goals of the past with the pre-
sent and future goals of furthering the more theoretical,
scientific, and fundamental understandings of learning, de-
velopment, cognition, and motivation. Furthermore, Pintrich
charges that, as scientists, educational psychologists should
also work to gather and provide sound evidence to support
our conclusions and conceptual models (Pintrich, 2000b).
Although there are some who believe that the discipline of

educational psychology is too often in a state of flux, others
commend the ability of the discipline to change itself in ways
appropriate to meeting the changing needs and demands of
society (O’Donnell & Levin, 2001).

Mayer (2001) suggests that educational psychology has
substantial strengths whose energies can be directed toward
making considerable contributions to both the psychology of
the subject matter itself and the teaching of cognitive strate-
gies. This is congruent with the message in Pintrich’s
farewell address after his fifth year as editor of Educational
Psychologist. In this address, Pintrich reviewed several
themes he saw as emergent in the field of educational psy-
chology. Although he cited a focus on the individual learner
as one of these themes, Pintrich emphasized that educational
psychologists could no longer consider the dimensions of
cognition, motivation, and social interaction in isolation from
the individual (Pintrich, 2000b).

This being said, however, what is the current state of edu-
cational psychology? What contributions are educational
psychologists making now? Who are these changes affect-
ing? Most importantly, perhaps, is the question about what
directions educational psychology and its practitioners will
take in the future. Again, a look at the direction of recent
research in the area provides clues that can be used to help
answer these questions.

GOALS FOR THE FUTURE: THE RESEARCH AND
DEVELOPMENT OF QUESTIONS, MODELS,
ISSUES, AND APPLICATIONS

Several recent trends in educational psychology show great
promise for the present as well as for the future. One of these
trends is greater emphasis on the development of models that
can be used not only to explain and predict students’ successes
but to aid students directly in achieving academic success.
Many of the existing and evolving models have been designed
and developed to provide an easily negotiated bridge between
the theoretical and the concrete. Thus, although these models
do explain and predict in the same way as more traditional
models, they can also be used within a curricular or other set-
ting to foster student success. Another difference is that many
of the current models are constructed such that the individual
components within the model can be assimilated and inte-
grated with the other components of the model. The focus is
not on the individual elements as much as it is upon the emer-
gent properties that are apparent when the components are
interacting. These emergent properties are similar to the con-
cept of the gestalt: The whole is greater than a simple sum of
the parts.
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Many of these newer models focus on conceptions of broad
theoretical and applied interests in the area of self-regulation.
Some of these models are instructional, emphasizing the devel-
opment of self-regulation skills through specific instruction;
other models provide teachers with directions for implement-
ing specific tools and strategies (Zimmerman, 1998).

An example of a model based on this integrative approach
to student learning that incorporates both the cognitive and
motivational aspects of learning was developed by Pintrich
and his associates (Hofer, Yu, & Pintrich, 1998). This model,
which draws on the earlier work of Garcia and Pintrich (1994),
is based on a four-by-four matrix. The resulting cells, cogni-
tive knowledge/beliefs, cognitive and metacognitive strate-
gies for regulation, motivational/self-knowledge beliefs, and
motivational strategies for regulation, can be conceptually
separated from each other. More importantly, perhaps, the
cells can be combined and recombined by students as they
learn the specific strategies congruent with each cell (Hofer
et al., 1998).

An example of a conceptual model being widely used in
practice is the Model of Strategic Learning (Weinstein,
Husman, & Dierking, 2000). Variations of this model have
been used successfully in university “learning to learn”
courses for more than 20 years. This model focuses on vari-
ables impacting strategic learning, that is, learning that is
goal driven. Weinstein’s Model of Strategic Learning has at
its core the learner: a unique individual who brings to each
learning situation a critical set of variables, including his or
her personality, prior knowledge, and school achievement
history. Around this core are four broad components focusing
on factors that, in interaction, can tremendously influence the
degree to which students set and reach learning and achieve-
ment goals. These four components are referred to as skill
(i.e., learning strategies and prior knowledge and skills), will
(i.e., motivation and positive affect toward learning), self-
regulation (i.e., metacognitive comprehension monitoring
and time management) and the academic environment (i.e.,
available resources and social support). Although instruction
is encouraged in each of the elements, the interaction among
the elements for different learning tasks and goals is most
important.

The models developed by Pintrich, Weinstein, Zimmerman,
and their associates also provide a useful illustration for
another trend in educational psychology. As previously men-
tioned, many current models in educational psychology use
theoretical underpinnings as a base from which to expand to
real-life and real-world educational and training settings.
However, these real-life and real-world settings are no longer
composed solely of formal educational settings, nor do they in-
corporate only the typically aged K–12 or college student.

A recently published book, Handbook of Self-Regulation
(2000), incorporates chapters on the relationship between per-
sonality factors and self-regulation (Kuhl, 2000; Matthews,
Schwean, Campbell, Saklofske, & Mohamed, 2000); commu-
nal models of self-regulation (as opposed to the Western, tra-
ditionally individualistic models of self-regulation) (Jackson,
MacKenzie, & Hobfoll, 2000); the use of self-regulatory
strategies in organizational settings (Vancouver, 2000); the
examination of the relationship between self-regulation and
health behaviors (Brownlee, Leventhal, & Leventhal, 2000;
Maes & Gebhardt, 2000); and the function of self-regulation
in clinical settings for the treatment of distress (Endler &
Kocovski, 2000) and chronic illnesses (Creer, 2000). Al-
though it could be argued that what has changed is more a
matter of terminology than of substance—in the early 1900s,
for example, “will psychologists” used the terms volition and
will-power in much the same way as we now use the term self-
regulation—what has changed is that in the 2000s we are
attempting to identify and describe the components of self-
regulation empirically, using sound research and statistical
methodology in favor of earlier, often faulty methods of intro-
spection and self-report (Kuhl & Beckman, 1985). We are
also focusing on these components in interaction in these
varied educational settings.

Perhaps one of the most important trends in educational
psychology has been the move away from viewing the learner
as a generic template and toward viewing the learner as an in-
dividual, each with his or her own cognitive, metacognitive,
affective, and motivational strengths and weaknesses. Part of
the task here is for educational psychologists to work to ex-
pand and move beyond the current concept of education,
which tends to focus on the core of learning, cognition, and
motivation, to a model of education that also encompasses an
individual’s affect, values, caring, mental health, adjustment,
coping, and adaptation (Pintrich, 2000b).

One way educational psychologists have succeeded in
expanding the core concepts of learning, cognition, and moti-
vation has been to use these constructs as nuclei around which
more detailed constructs are built and can revolve. Already
mentioned is the idea of a strategic learner, a student or trainee
of any age, in any setting, who becomes skilled at learning to
learn. In contrast to many earlier conceptions of education, it
is now accepted that meaningful learning is not simply the
ability to memorize chunks of material but the ability to learn,
develop, transfer, and use a wide variety of strategies that can
be adapted to both content and context in the service of learn-
ing, achievement, and performance goals. Any student’s
desire to learn, practice, and apply these strategies, however,
must also be accompanied by an appropriate motivational
system (Pintrich, 2000a). Not surprisingly, therefore, research
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in motivational theories has grown tremendously over the
past decade, and it is common for many current publications
and textbooks in the field of educational psychology to in-
clude substantial text devoted to both the theory and practice
of motivation and the regulation of motivation (Alexander,
2000).

Much of the contemporary conflict within the discipline of
educational psychology can be better understood when dif-
ferences in epistemological stances are taken into account
(O’Donnell & Levin, 2001). As O’Donnell and Levin sug-
gest, there are essentially two epistemological stances, result-
ing in two different research traditions. Some educational
psychologists take the positivistic or postpositivist position.
These researchers emphasize explanation, prediction, and
control, and research often focuses on hypotheses and exper-
iments. Researchers with a preference for critical theory and
constructivism have more interest in arriving at an under-
standing of the construct under study. Because the method
used in this research is frequently qualitative, the increased
understanding of the construct often occurs on the part of
both the researcher and the participant (McCaslin & Hickey,
2001; O’Donnell & Levin, 2001). As Pintrich (2000b) notes,
educational psychologists should, however, be well beyond
the quantitative-qualitative debate. Instead, our concern
should now be on providing valid and reliable evidence that
supports our conceptual models and conclusions.

THE FUTURE

In American society now more than ever, educational psy-
chology is moving into the public’s consciousness and into the
classroom. For example, typing the term “strategic learning”
into a public computer search engine (i.e., not PsychINFO or
a similar database) yields more than 5,000 hits; the term “self-
regulated learning” produces almost 3,200 additional hits.

The future of educational psychology is bright and full of
exciting challenges. The dawn of the Information Age is chal-
lenging our most fundamental conceptions of learning, in-
struction, assessment, and appropriate outcomes in relation
to education and training. The importance of core research
and development areas in educational psychology, such as
motivation, self-regulation and strategic learning is expand-
ing rapidly. These are exciting times to be an educational
psychologist.
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In Act I, Scene ii of Julius Caesar, Caesar observes one of his
colleagues from afar and says to Marc Antony, “Yon Cassius
has a lean and hungry look; He thinks too much: such men are
dangerous . . . seldom he smiles . . . such men as he never be
at heart’s ease whiles they behold a greater than themselves,
and therefore they are very dangerous.” In penning these
words, William Shakespeare captured the essence of psycho-
logical assessment, which consists of translating observations
of a person into inferences about the person’s nature and how
he or she is likely to behave in various situations. In more for-
mal terms, assessment psychology is the field of behavioral
science concerned with methods of identifying similarities
and differences among people in their personal character-
istics, functioning capacities, and action tendencies. Assess-
ment methods are accordingly designed to identify what
people are like and how they can be expected to conduct
themselves, specifically with respect to their disposition to
think, feel, and act in certain ways.

This chapter begins by identifying the origins of assessment
psychology and then traces the development of assessment
methods for serving four purposes: the evaluation of intellec-
tual ability; the identification of personality characteristics and
psychopathology; the monitoring of neuropsychological func-
tioning; and the measurement of aptitudes, achievement, and

interests. The chapter concludes with comments concerning
issues currently confronting assessment psychology and bear-
ing on its future prospects.

ORIGINS OF ASSESSMENT PSYCHOLOGY

Over time in recorded history and for diverse reasons, meth-
ods of assessment have been used to classify, select, diagnose,
advise, and plan services for people in all walks of life. Just as
Caesar used observation to classify Cassius as an overly
ideational and envious person not to be trusted, Gideon in a
Bible story from the Book of Judges chose his troops for bat-
tle by observing how they drank water from a stream. Those
soldiers who used one hand to bring water to their mouth
while keeping their other hand on their weapon were chosen
to fight; those who put down their weapon and used both
hands to drink were sent home.

Informal decision-making procedures of this kind define
the province of assessment psychology, but the transforma-
tion of such informal procedures into the standardized
methodology that constitutes contemporary assessment psy-
chology became possible only following a scientific prehis-
tory during which the fledgling discipline of psychology
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gradually began to address individual differences. Scientific
attention to individual differences was inspired by Charles
Darwin (1859), who in The Origin of Species encouraged
systematic study of how varying characteristics between
species and within members of species could influence which
of them survive and prosper. Intrigued by these notions of
evolution and heredity, and interested particularly in the
origins of human genius, Sir Francis Galton (1869, 1883)
proposed that differences between people in their intellectual
ability could be measured by their performance on sensory-
motor tasks like reaction time, grip strength, weight discrim-
ination, and visual acuity. Galton established a laboratory in
London to study psychophysical variations in performance,
and his creativity and initiative in this work led to the emer-
gence of scientific study of human capacities. With good
reason, Boring (1950, p. 487) in his History of Experimental
Psychology credited Galton as being the founder of individ-
ual psychology.

Subsequent progression from individual psychology to as-
sessment psychology came with the contribution of James
McKeen Cattell (1860–1944), who as a graduate student in
1883 presented himself at Wilhelm Wundt’s laboratory in
Leipzig and asked to be taken on as an assistant. The found-
ing of Wundt’s laboratory in 1879 marks the inception of
psychology as a scientific discipline, and Wundt’s goals as a
scientific psychologist were to formulate universal principles
of behavior that would account for response patterns com-
mon to all people. Like other behavioral scientists past and
present operating with this nomothetic perspective, Wundt
had little affinity for measuring differences among people,
which he regarded as a troublesome error variance. Fortu-
nately for assessment psychology, he nevertheless allowed
Cattell to conduct dissertation research on individual varia-
tions in reaction time. Returning home after completing his
doctorate in Leipzig, Cattell sought to extend the methods of
Galton, whose laboratory he had visited briefly while lectur-
ing at Cambridge in 1888. He did so with enormous energy
and success while serving as head of the Psychology Labora-
tory at Columbia University from 1891 to 1917. Cattell
(1890) introduced the term mental test to the psychological
literature, and, during a long career that included serving as
the fourth president of the American Psychological Associa-
tion (APA), he pioneered mental testing and generated scien-
tific interest in psychological tests. More than anyone else,
Cattell deserves the title “father” of assessment psychology.

In the twentieth-century wake of Cattell’s generativity, the
formal pursuit of methods of identifying similarities and dif-
ferences among people was more often than not stirred by
some practical purpose needing to be served. Assessment
consequently developed as an applied rather than a basic field

in psychology. Its theoretical underpinnings and the exten-
sive research it has generated not withstanding, assessment
psychology has been taught, learned, and practiced mainly as
a means of facilitating decisions based in part on the needs,
desires, capacities, and behavioral tendencies observed in
persons being assessed.

EVALUATING INTELLECTUAL ABILITY

The history of intellectual assessment can be traced sequen-
tially through five developments: the emergence of the Binet
scales, the construction of group-administered tests, the evo-
lution of the Wechsler scales, the appearance of the Kaufman
scales, and the quest for brief methods of measuring intelli-
gence. The sections that follow discuss each of these instru-
ments and describe surveys concerning the frequency with
which these and other tests are used. 

The Binet Scales

In 1904, the Minister of Public Instruction in Paris became
concerned about the presence in public school classrooms of
“mentally defective” children who could not benefit from
regular instruction. The Minister’s information indicated that
these “subnormal” children were detracting from the quality
of the education that elementary school teachers were able to
provide their other students and required special educational
programs tailored to “subnormal” children’s needs and capa-
bilities. Acting on this information necessitated some method
of identifying intellectually subnormal children, which led
the Minister to appoint a commission charged with develop-
ing such a method. Among those asked to serve on the com-
mission was Alfred Binet (1875–1911), a distinguished
experimental psychologist of the day well known for his
interest in higher mental processes and his research on the na-
ture of intelligence (Binet, 1903).

Binet accepted appointment to this commission and, in col-
laboration with physician colleague Theodore Simon (1873–
1961), designed a series of verbal and perceptual motor tasks
for measuring whether students’ mental abilities fell substan-
tially below expectation for their age. The Binet-Simon instru-
ment debuted in 1905 (Binet & Simon, 1905), was revised in
1908 to arrange these tasks according to mental age level, and
was expanded in 1911 to include adult as well as childhood
levels of expectation. Word spread rapidly concerning the
utility of this new instrument, which was soon translated
into several English versions. The most important of these
translations emerged from an extensive revision and standard-
ization project directed by Lewis Terman (1877–1956) at
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Stanford University and was published in 1916 as the Stanford
Revision and Extension of the Binet-Simon Intelligence
Scale, soon to become known as the Stanford-Binet (Terman,
1916). Subsequent modifications and restandardization over
the years produced several further versions of this measure,
the most recent of which was published as the Fourth Edition
Stanford-Binet in 1986 (Thorndike, Hagen, & Sattler, 1986).

Central to the conceptual basis and empirical standardiza-
tion of the Stanford-Binet is a focus on normative age-related
expectations for performance on its component tasks, which
makes it possible to translate successes and failures on these
tasks into a mental-age equivalent. While Terman was collect-
ing his standardization data, William Stern (1871–1938) ad-
vanced the notion that a “mental quotient” could be calculated
for respondents by dividing their chronological age by their
mental age and multiplying the result by 100 (Stern, 1914).
Terman endorsed this notion and included Stern’s calculation
in the 1916 Stanford-Binet. However, he decided to rename this
number an “intelligence quotient,” introducing the term IQ into
the language of psychology and into vocabularies worldwide.

Group-Administered Tests

Just one year after publication of the Stanford-Binet, public
duty once more shaped the development of intelligence test-
ing. The entry of the United States into World War I in 1917
generated a pressing need to draft and train a large number of
young men who could quickly be transformed from city boys
and farm boys into the “doughboys” who served in the
trenches. It would facilitate this process to have a measure of
intelligence that could be administered to large numbers
of recruits at a single sitting and help screen out those whose
intellectual limitations would prevent them from functioning
competently in the military, while also identifying those with
above average abilities who could be trained for positions of
responsibility. Robert Yerkes (1877–1956), then president of
the American Psychological Association, responded to the
war effort by chairing a Committee on the Psychological
Examination of Recruits, on which Terman was asked to
serve. Coincidentally, one of Terman’s graduate students,
Arthur Otis (1886–1963), had been working to develop a
group intelligence test. Otis shared his work with Yerkes’
committee, which drew heavily on it to produce what came to
be known as the Army Alpha test. The Army Alpha test was
the first group-administered intelligence test and, as noted by
Haney (1981), it was constructed quickly enough to be given
to almost two million recruits by war’s end.

As a language-based instrument that required respondents
to read instructions, however, the Army Alpha was not
suitable for assessing recruits who were illiterate or, being re-

cent immigrants to the United States, had little command of
English. This limitation of the Army Alpha led to creation of
the Army Beta, which was based on testing procedures previ-
ously developed for use with deaf persons and consisted of
nonverbal tasks that could be administered through pan-
tomime instructions, without use of language. The Army
Beta’s attention to groups with special needs foreshadowed
later attention to culture-related sources of bias in psycholog-
ical assessment and to the importance of multicultural sensi-
tivity in developing and using tests (see Dana, 2000; Suzuki,
Ponterotto, & Meller, 2000). Following the war, group testing
of intelligence continued in the form of several different mea-
sures adapted for civilian use, one of the first, fittingly
enough, was the Otis Classification Test (Otis, 1923). 

The Wechsler Scales

The Stanford-Binet was the first systematically formulated
and standardized measure of intelligence, and for many years
it was by far the most commonly used method of evaluating
intelligence in young people and adults as well. The kinds of
tasks designed by Binet have continued to the present day to
provide the foundation on which most other tests of intelli-
gence have been based. Beginning in the late 1930s, how-
ever, a new thread in the history of intelligence testing was
woven by David Wechsler (1896–1981), then chief psychol-
ogist at Bellevue Hospital in New York City. Wechsler saw
shortcomings in defining intelligence by the ratio of mental
age to chronological age, especially in the evaluation of
adults, and he developed instead a method of determining IQ
on the basis of comparing test scores with the normative dis-
tribution of these scores among people in various age groups.
The instrument he constructed borrowed subtests from the
Stanford-Binet, the Army Alpha and Beta, and some other ex-
isting scales, and thus it was not new in substance. What was
new was the statistical formulation of IQ as having a mean of
100 and a standard deviation of 15, which in turn led to the
widely accepted convention of translating IQ scores into
percentile ranks.

Also innovative was Wechsler’s belief that intellectual ca-
pacities constitute an integral feature of personality function-
ing, from which it followed that a well-designed intelligence
test could provide useful information beyond the implications
of an overall IQ score. Wechsler postulated that the pattern of
relative strengths and weaknesses across subtests measuring
different kinds of mental abilities could be used to identify
normal and abnormal variations in numerous cognitive char-
acteristics and coping capacities. Published as the Wechsler-
Bellevue, Wechsler’s (1939) test gradually replaced the
Stanford-Binet as the most widely used measure of adult
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intelligence. In addition, because of the profile of subtest
scores it offered, compared to the single IQ score or mental age
equivalent available from the Stanford-Binet, the Wechsler-
Bellevue found applications in clinical health settings as a
measure not only of intellectual ability but also of features of
neuropsychological impairment and disordered thinking.

A revised Wechsler-Bellevue-II appeared in 1946, and
three further revisions of the test were published as the
Wechsler Adult Intelligence Scale (WAIS), the most recent
being the WAIS-III (Wechsler, 1997). The basic format and
individual subtests were also extended downward to provide
versions for use with young people: the Wechsler Intelligence
Scale for Children (WISC) (Wechsler, 1949), the most re-
cent version of which is the WISC-III (Wechsler, 1991), and
the Wechsler Preschool and Primary Scale of Intelligence
(WPPSI) (Wechsler, 1967), with its most recent version
being the WPPSI-R (Wechsler, 1989).

The Kaufman Scales

Although numerous other intelligence tests employing
Binet’s mental age concept or Wechsler’s statistical approach
have appeared, none has approached the visibility or popular-
ity of these two measures. Perhaps most notable after Binet
and Wechsler among intelligence test developers is Alan
Kaufman, who in addition to writing extensively about the
assessment of intelligence (Kaufman, 1990, 1994) devel-
oped his own general intelligence measures for children—
the Kaufman Assessment Battery for Children (K-ABC)
(Kaufman & Kaufman, 1983)—and for adolescents and
adults—the Kaufman Adolescent and Adult Intelligence Test
(KAIT; Kaufman & Kaufman, 1993). Kaufman’s measures
differed in two important respects from their predecessors.
First, reflecting a theoretical rather than an empirical ap-
proach, tasks were chosen not by testing how trial par-
ticipants would respond to them, but by formulating certain
constructs concerning the nature of intellectual functioning
and using tasks that were considered likely to assess these
constructs. Second, Kaufman included subtests designed to
provide achievement as well as IQ scores, including assess-
ment of abilities in reading and arithmetic.

Brief Methods

Along with developing full-length measures, Kaufman stimu-
lated contemporary efforts to construct brief tests of intelli-
gence. A quest for brief methods has long been common to all
types of psychological assessment, and intelligence testing
provided especially fertile ground for developing short forms
of existing measures and constructing new measures that were

short to begin with. The structure of Wechsler’s scales offered
examiners obvious possibilities for replacing the full WAIS or
WISC with a selection of subtests they believed would be suf-
ficient for their purposes. As reviewed by Campbell (1998)
and Kaufman (1990), many such beliefs became formalized
as short forms comprising from two to six subtests and
achieving varying success in estimating Wechsler IQ. The
most promising compromises between saving time and ob-
taining sufficient data have been (a) the utilization of seven-
subtest short forms for the WAIS-R and the WAIS-III, which
have shown correlations in the high .90s with Full Scale IQ
and provide dependable estimates of Verbal and Performance
IQ as well (Ryan & Ward, 1999; Ward, 1990); and (b) the se-
lection of an eight-subtest short form of the WISC-III that
yields dependable estimates of both the IQ and Index Scores
calculated for this measure (Donders, 1997).

Kaufman influenced these developments by constructing a
new measure, the Kaufman Brief Intelligence Test (K-BIT),
which includes tasks measuring verbal facility and nonverbal
reasoning and provides a composite score that can be used to
estimate intellectual functioning for persons age 4 to 90
(Kaufman & Kaufman, 1990). The K-BIT became suffi-
ciently popular among practitioners to stimulate construction
of numerous other new measures consisting of a small num-
ber of traditional kinds of subtests, the most visible of these
being the Wechsler Abbreviated Scale of Intelligence (WASI;
Psychological Corporation, 1999) and the Wide-Range Intel-
ligence Test (WRIT; Glutting, Adams, & Sheslow, 1999). 

Frequency of Test Use

The frequency information given about the use of the
Stanford-Binet and Wechsler scales derives from extensive
survey data. Attention to the frequency with which various
tests are used has characterized assessment psychology at
least as far back as surveys conducted in 1934 and 1946 (see
Loutit & Browne, 1947). Sundberg (1961) expanded on these
earlier surveys with a nationwide sampling of test usage
across a variety of clinical agencies and institutions, and his
methodology was later repeated on a larger scale (Brown &
McGuire, 1976; Lubin, Larsen, & Matarazzo, 1984; Lubin,
Wallis, & Paine, 1971; and Piotrowski & Keller, 1989).

Other informative surveys have queried individual psy-
chologists rather than agencies concerning the frequency
with which they use various tests, including large samples
of clinical psychologists (Archer & Newsom, 2000; Camara,
Nathan, & Puente, 2000; Watkins, Campbell, Nieberding, &
Hallmark, 1995), neuropsychologists (Butler, Retzlaff, &
Vanderploeg, 1991; Camara et al., 2000; Lees-Haley, Smith,
Williams, & Dunn, 1995), school psychologists (Kamphaus,
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Petoskey, & Rowe, 2000; Stinnett, Havey, & Oehler-Stinnett,
1994; Wilson & Reschly, 1996), and forensic psycholo-
gists doing criminal evaluations (Borum & Grisso, 1995),
personal injury evaluations (Boccaccini & Brodsky, 1999),
and custody evaluations (Ackerman & Ackerman, 1997;
LaFortune & Carpenter, 1998). Surveys have recently been
undertaken outside of the United States as well, as illustrated
in a report by Muñiz, Prieto, Almeida, and Bartram (1999) on
test use in Spain, Portugal, and Latin American countries.
Without always repeating these reference citations, subse-
quent comments in this chapter about test use frequency are
based on the findings they report.

IDENTIFYING PERSONALITY CHARACTERISTICS
AND PSYCHOPATHOLOGY

Standardized assessment of personality characteristics and
psychopathology emerged from four separate threads of his-
tory differentiated by their distinctive procedures. A first
thread involves relatively structured procedures in which
respondents reply to a fixed number of specific questions by
selecting their answer from a prescribed list of alternatives
(e.g., Question: “Do you feel unhappy?” Answers: “Most of
the time,” “Occasionally,” “Hardly ever”). Such relatively
structured measures are commonly referred to as self-report
methods, given that the data they provide constitute what
people are able and willing to say about themselves.

A second thread consists of relatively unstructured proce-
dures in which respondents are presented with somewhat
ambiguous test stimuli and given rather vague instructions
concerning what they should say about or do with these stim-
uli (e.g., shown a picture of a boy looking at a violin, the
respondent is asked to make up a story that has a beginning
and an end and includes how the boy is feeling and what he is
thinking about). Measures of this kind have traditionally been
called “projective” tests, because they invite respondents to
attribute characteristics to test stimuli that are based on their
own impressions rather than known fact (e.g., “The boy is
feeling sad”) or give them considerable latitude to complete
tasks in whatever manner they prefer (asked by respondents
about how they should proceed on these measures, examiners
typically answer with statements like “It’s up to you” or “Any
way you like”).

However, most so-called projective tests have some
clearly defined as well as ambiguous aspects and include spe-
cific as well as vague instructions (a violin is a violin, and
“What will happen to him?” is a precise request for informa-
tion). Accordingly, instead of being labeled “projective”
measures, these relatively unstructured assessment instru-

ments are probably more appropriately classified as belong-
ing to a category of “performance-based” measures, as has
been proposed by the American Psychological Association
Work Group on Psychological Assessment (Kubiszyn et al.,
2000; Meyer et al., 2001). By contrast with self-report data,
the data obtained by performance-based measures consist not
of what people say about themselves, but of the manner in
which they deal with various tasks they are given to do.

A third thread in the history of methods for assessing per-
sonality characteristics and psychopathology comprises in-
terview procedures. Assessment interviews are similar to
self-report measures, in that respondents are asked directly
what the assessor wants to know. Unlike relatively structured
tests, however, which are typically taken in written form and
involve little interaction with the examiner, interviews are in-
teractive oral procedures in which the participants engage in
a conversational exchange. Moreover, assessment interviews
include a performance-based as well as a self-report compo-
nent, in that interviewers typically base their impressions not
only on what respondents say about themselves, but also on
how they say it and how they conduct themselves while being
interviewed.

The fourth thread consists of behavioral procedures that
epitomize performance-based assessment. In behavioral as-
sessment, the manner in which respondents conduct them-
selves is not an ancillary source of information, but instead
constitutes the core data being obtained. Respondents are
asked to perform tasks selected or designed to mimic certain
real-world situations as closely as possible, and their perfor-
mance on these tasks is taken as a representative sample of
behavior that should be predictive of how they will act in the
real-world situation. Gideon’s previously mentioned method
of selecting his troops exemplifies assessment based on ob-
serving behavior in representative circumstances. As elabo-
rated next, behavioral assessment, like the other three threads
of personality assessment history, has a unique lineage with
respect to how, why, and by whom it became established.

Relatively Structured Tests

The entry of the United States into World War I influenced as-
sessment psychology by creating an urgent need to evaluate
not only the intellectual level of draftees, as noted earlier, but
their emotional stability as well. Reports from France in 1917
indicated that the war effort was being hampered by the pres-
ence in the ranks of mentally fragile soldiers who could not
tolerate the psychological stress of combat. In response to
these reports, Robert Woodworth (1869–1962), a prominent
experimental psychologist who had done his doctoral work
with Cattell and later succeeded him as department head at
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Columbia, designed the Personal Data Sheet (Woodworth,
1920). The Personal Data Sheet consisted of a written list of
questions concerning presumed symptoms of psychological
disturbance (e.g., “Are you happy most of the time?”), which
were to be answered by checking “Yes” or “No.” Although
intended for use as a screening device to deselect emotionally
unstable draftees, Woodworth’s measure was not completed
in time to serve this purpose. Following the war, however, the
Personal Data Sheet was put to civilian use as a measure of
adjustment, and as such it was the first formal self-report
personality assessment questionnaire to become generally
available.

Although limited in scope and superficial in design,
Woodworth’s measure served as the model on which later
generations of adjustment and personality inventories were
based. Before continuing with that history, there is an his-
torical footnote to World War I that should be noted. The de-
velopment of the Personal Data Sheet as a model for an
enduring tradition in assessment psychology (i.e., personality
inventories), like the development of the Binet-Simon and
Army Alpha before it as models of other enduring traditions
(i.e., individual and group intelligence tests), bears witness to
the impetus of war and public need in evoking formal meth-
ods of psychological assessment. The tides of war inevitably
have their dark side, however, for those caught in the civilian
crossfire as well as for those coming under military attack.
In an event with broad sociopolitical implications, James
McKeen Cattell, after 26 years as a senior faculty member at
Columbia University was, according to Boring (1950,
p. 535), dismissed from his position in 1917 after taking a
pacifist stance with respect to the United States entry into
World War I.

Returning to the history of self-report measures, the next
major development following the Personal Data Sheet was the
publication by Robert Bernreuter (1901–1995) of a new Per-
sonality Inventory (Bernreuter, 1931). Unlike Woodworth’s
measure, which yielded just a single score for overall level
of adjustment, the Bernreuter was a multidimensional self-
report instrument with separate scales for several different
personality characteristics, such as neurotic tendencies, as-
cendance-submission, and introversion-extraversion. This
was the first multidimensional personality assessment mea-
sure to appear and, although the era in which it was widely
used and recognized is long past, the Bernrueter’s place in
history is assured by its having set the stage for a bevy of
similarly designed instruments that came to constitute a
cornerstone of assessment psychology. Among these many
multidimensional personality questionnaires, six currently
prominent instruments are notable for illustrating different

motivations and methodologies that have been involved in
developing such measures: the Minnesota Multiphasic Per-
sonality Inventory (MMPI), the California Psychological
Inventory (CPI), the Millon Clinical Multiaxial Inventory
(MCMI), the Sixteen Personality Factors Questionnaire
(16PF), the NEO Personality Inventory (NEO-PI), and the
Personality Assessment Inventory (PAI).

MMPI

The Minnesota Multiphasic Personality Inventory was con-
structed during the late 1930s by Starke Hathaway (1903–
1995), a psychologist, and J. Charnley McKinley, a psy-
chiatrist, while they worked together at the University of
Minnesota hospitals. Hathaway and McKinley undertook this
task for the purpose of developing a group-administered
pencil-and-paper measure that would assist in assigning pa-
tients to diagnostic categories. The measure they produced
was first published in finished form in 1943 (Hathaway &
McKinley, 1943) and has since then become the most widely
used and researched of all personality assessment instru-
ments. The manner in which Hathaway and McKinley con-
structed the MMPI was noteworthy for their total reliance on
empirical keying in the selection of test items. Empirical key-
ing was a radical departure from the logical keying approach
that had characterized construction of the Woodworth and
Bernreuter tests and other early adjustment scales and trait
measures as well. In logical keying, items are selected or
devised on the basis of some reasonable expectation or
subjective impression that they are likely to measure a partic-
ular personality characteristic. Empirical keying, by con-
trast, involves selecting items according to how well in fact
they differentiate among groups of people previously identi-
fied as having various psychological disorders or personality
characteristics.

The original MMPI of Hathaway and McKinley was
expanded over the years by the addition of many new scales
and subscales, and an extensive revision and re-norming
process produced the MMPI-2 (Butcher, Dahlstrom, Graham,
Tellegen, & Kaemmer, 1989) and an adolescent version, the
MMPI-A (Butcher et al., 1992). Having been developed with
patient populations and for clinical purposes, the MMPI/
MMPI-2/MMPI-A is generally regarded as being more suited
for evaluating psychological disturbance than for elucidating
normal variations in personality characteristics. Neverthe-
less, the instrument has proved valuable in a variety of con-
texts and is often used by psychologists doing forensic,
neuropsychological, and personnel evaluations as well as
mental health assessments.
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CPI

A significant spin-off of the MMPI resulted from the efforts
of Harrison Gough, who was interested less in identifying
patterns of psychopathology among patients than in assess-
ing personality characteristics in nonclinical populations.
Using a combination of empirical and logical keying meth-
ods, and borrowing from the MMPI many items that were
interpersonal in nature and not symptom-oriented, Gough
began in 1948 to develop scales that were published as the
California Psychological Inventory, currently in its third edi-
tion (Gough, 1957; Gough & Bradley, 1996). Whereas the
MMPI scales had been named with diagnostic labels (e.g.,
depression, schizophrenia), Gough named his scales with
commonly used terms that most people would be likely
to recognize and understand (e.g., independence, responsi-
bility). The essence of Gough’s purpose was captured in a
review by Thorndike (1959), who referred to the CPI as “the
sane man’s MMPI.”

Whereas the MMPI has been used primarily in clinical,
forensic, and health care settings, the CPI has been applied
mainly in counseling, educational, and organizational set-
tings, as a way of facilitating decisions concerning career
choice, academic planning, personnel selection, and the reso-
lution of normal range adjustment problems. The CPI has
also found considerable use as a research tool in studies of
personality dimensions associated with achievement, leader-
ship, and creativity.

MCMI

In a mode similar to Gough’s, Theodore Millon developed
the Millon Clinical Multiaxial Inventory using a combination
of empirical and logical keying procedures. As a major
difference from both the MCMI and the MMPI, however,
Millon’s scales were derived from a comprehensive theory of
personality and psychopathology that he had formulated
prior to turning his attention to developing a measuring in-
strument (Millon, 1969). First published in 1977 (Millon,
1977), the MCMI was standardized on patients receiving
mental health care and, like the MMPI, is intended for pur-
poses of psychodiagnostic screening and clinical assessment,
rather than for use with nonpatient populations. Unlike the
MMPI, however, which was designed primarily to measure
symptomatic concerns corresponding to Axis I disorders
in the Diagnostic and Statistical Manual (DSM) of the
American Psychiatric Association (2000), the MCMI is
scaled mainly to reflect disorders in personality function
as categorized on Axis II of the DSM. Although some

symptom-related scales are included in the MCMI, and some
personality disorder scales are available for the MMPI, these
are not usually regarded as a strength of either, and many
practitioners have found some advantage in using both in-
struments together in complementary fashion. 

The original MCMI has been revised twice, with the
current version, the MCMI-III, having been published in
1994 (Millon, 1994; see also Millon, 1996). Millon also
extended his test downward to include an adolescent form,
originally known as the Millon Adolescent Personality In-
ventory (MAPI) and currently in revised form as the Millon
Adolescent Clinical Inventory (MACI) (Millon & Davis,
1993; Millon, Green, & Meagher, 1982).

16PF

As an approach to constructing self-report inventories en-
tirely different from the empirical and logical keying that
characterized the MMPI, CPI, MCMI, and their predeces-
sors, Raymond Cattell (1905–1998; no relation to J. McK.
Cattell) began in the 1940s to apply factor analytic methods
to personality test construction. After drawing on a large pool
of adjectives describing personality characteristics to build a
long list of trait names, he obtained ratings on these traits
from samples of nonpatient adults. By factor analyzing these
ratings, he extracted 15 factors that he identified as “the
source traits of personality.” To these 15 factors, he added a
short measure of intelligence to produce the Sixteen Person-
ality Factors Questionnaire (16PF), which was originally
published in 1949 and most recently revised in 1993 (R. B.
Cattell, Cattell, & Cattell, 1993). 

From Cattell’s perspective, his factors captured the entire
domain of trait characteristics that underlie human personal-
ity and, in common with Gough, he intended his test to serve
as a measure of normal personality functioning, and not of
the presence or extent of psychopathology. Nevertheless, as
demonstrated by Karson and O’Dell (1989), the 16-PF can be
used by practitioners to identify aspects of personality in
disturbed as well as normally functioning persons.

NEO-PI

Cattell’s factor analytic approach from the 1940s, in addition
to being still visible in continued use of the 16-PF, had a con-
temporary renaissance in the work of Paul Costa and Robert
McCrae. Like Millon, Costa and McCrae were guided in their
test construction by a theoretical formulation of personality
functioning, in this case the Five Factor Model (FFM), some-
times referred to as the “Big Five.” The FFM emerged from
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various factor analyses of personality test and rating scale
data that recurrently identified four to six factors to which
individual differences in personality could be attributed
(see Digman, 1990). Selecting self-report items related to
their preferred five-factor formulation, Costa and McCrae
developed a questionnaire that yields scores along five trait
dimensions, which they called “domain scales”: neuroticism,
extraversion, openness, agreeableness, and conscientious-
ness. Their effort resulted in the 1985 publication of the NEO
Personality Inventory, currently available in revised form as
the NEO PI-R (Costa & McCrae, 1992).

Like the 16-PF, the NEO PI-R was intended as a measure
of normal personality characteristics but has proved useful in
evaluating personality problems in disturbed persons (see
Piedmont, 1998). Although time has yet to tell how the NEO
PR-I will eventually fare with respect to its frequency of use,
there is already an extensive literature on the Five Factor
Model to suggest that it will become well-established assess-
ment instrument. 

PAI

The last of these six self-report questionnaires to become
well-known assessment instruments is the Personality
Assessment Inventory developed by Leslie Morey (1991,
1996). The PAI is intended to provide information relevant
to clinical diagnosis, treatment planning, and screening for
adult psychopathology, and in this respect it is closely
modeled after the MMPI. Drawing on methodology used in
constructing other inventories, however, Morey formu-
lated his scales in terms of theoretical constructs and used
rational as well as quantitative criteria in selecting his
items. The PAI clinical scales are primarily symptom-
oriented and, as in the case of the MMPI, more likely to as-
sist in Axis I than Axis II diagnosis. In addition, however,
the PAI features several scales directly related to aspects of
treatment planning.

Relatively Unstructured Tests

Unlike formal tests of intelligence and self-report methods of
assessing personality, which arose in response to public
needs, relatively unstructured personality assessment meth-
ods came about largely as the product of intellectual curios-
ity. The best known and most widely used of these are the
Rorschach Inkblot Method (RIM) and a variety of picture-
story, figure drawing, and sentence completion methods, the
most prominent of these being the Thematic Apperception
Test (TAT), the Draw-a-Person (DAP), and the Rotter Incom-
plete Sentences Blank (RISB).

Rorschach Inkblot Method

As a schoolboy in late nineteenth-century Switzerland,
Hermann Rorschach (1884–1922) was known among his
classmates for his skill at a popular parlor game of the day,
which consisted of making blots of ink and suggesting what
they look like. Rorschach’s parlor game creativity reflected
his artistic bent, because he was a talented painter and crafts-
man. Some of his work is permanently displayed in the
Rorschach Archives and Museum in Bern, Switzerland. Later
on, serving as a staff psychiatrist in a large mental hospital,
Rorschach pondered whether he could learn something about
his patients’ personality characteristics and adaptive difficul-
ties by studying the perceptual style they showed in looking
at inkblots. His curiosity and scientific bent led him to
develop a standard series of inkblots and to collect responses
to them from several hundred patients and from nonpatient
respondents as well. Rorschach’s analyses of the data he
obtained culminated in the 1921 publication of Psycho-
diagnostics (Rorschach, 1921/1942), which introduced the
Rorschach Inkblot Method (RIM) in the form that the test
stimuli have retained since that date.

Following Rorschach’s death at age 37, just one year after
his monograph appeared, many different systems were devel-
oped both in the United States and around the world for ad-
ministering, coding, and interpreting Rorschach protocols.
Recognizing the potential clinical and psychometric benefit
of integrating the most informative and dependable features
of these various systems into a standardized procedure, John
Exner (1993) developed the Rorschach Comprehensive Sys-
tem, which since its original publication in 1974 has become
the predominant way of administering and coding this instru-
ment. The currently most common approach to interpreting
Rorschach data combines attention to respondents’perceptual
style in formulating what they see in the inkblots with analy-
ses of the thematic imagery contained in their responses and
the behavioral style with which they produce these responses
(see Weiner, 1998). These three data sources are then used as
a basis for inferring adaptive strengths and weaknesses in how
people manage stress, exercise their cognitive functions, deal
with affect, view themselves, and regard other people.

Periodically issues have been raised in the literature con-
cerning the psychometric soundness and utility of Rorschach
assessment, and this matter is presently the subject of some de-
bate. With due respect for differences of opinion, however, the
weight of empirical evidence documents the validity of the
RIM when used appropriately for its intended purposes
(Hiller, Rosenthal, Bornstein, Berry, & Brunell-Neuleib,
1999; Meyer & Archer, 2001; Rosenthal, Hiller, Bornstein,
Berry, & Brunell-Neuleib, 2001; Viglione & Hilsenroth, 2001;
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Weiner, 2001), and the previously referenced surveys of test
usage attest its continued widespread use in practice settings.

Picture-Story Methods

During the mid-1930s, Henry Murray (1893–1988), a psy-
choanalytically trained physician with a doctorate in bio-
chemistry who was then serving as director of the Harvard
Psychological Clinic, formulated a theory of personality that
stressed the role of idiographic needs and attitudes in deter-
mining individual differences in human behavior. In collabo-
ration with Christiana Morgan, Murray also considered the
possibility of identifying needs and attitudes, especially those
that people were reluctant to admit or unable to recognize, by
examining the fantasies they produced when asked to tell
stories about pictures they were shown. These notions led to
a seminal article about picture-story methods of studying fan-
tasy (Morgan & Murray, 1935), a classic and highly influen-
tial book called Explorations in Personality (Murray, 1938),
and eventually the publication of the Thematic Apperception
Test (TAT) (Murray, 1943/1971).

To the extent that the content of imagined stories can pro-
vide clues to a respondent’s inner life, TAT data are expected
to shed light on the particular hierarchy of a person’s needs
and the nature of his or her underlying conflicts, concerns,
and interpersonal attitudes. As was the case for the inkblot
method following Rorschach, Murray’s picture-story method
gave rise to numerous systems of coding and interpretation.
The approaches that became most commonly employed in
clinical practice were variations of an “inspection technique”
proposed by Leopold Bellak that consists of reading through
respondents’stories to identify repetitive themes and recurring
elements that appear to fall together in meaningful ways (see
Bellak &Abrams, 1997). The popularity of such a strictly qual-
itative and uncoded approach to TAT data has limited efforts to
demonstrate the psychometric soundness of the instrument or
to develop a substantial normative database for it.

On the other hand, several quantified TAT scales designed
to measure specific personality characteristics for clinical or
research purposes have shown that the instrument can gener-
ate reliable and valid findings when it is used in a standard-
ized manner. Three noteworthy cases in point are scoring
systems developed by McClelland, Atkinson, and their col-
leagues to measure needs for achievement, affiliation, and
power (Atkinson & Feather, 1966; McClelland, Atkinson,
Clark, & Lowell, 1953); a defense preference scale devel-
oped by Cramer (1999); and a measure of capacity for adap-
tive interpersonal relationships, the Social Cognition and
Object Relations Scale (SCORS) developed by Westen, Lohr,
Silk, Kerber, and Goodrich (1985).

The original TAT also spawned numerous extensions and
spin-offs of the picture-story method intended to broaden its
scope. Two variations developed by Bellak to expand the age
range for respondents are the Children’s Apperception Test
(CAT), which portrays animal rather than human characters
in the pictures, and the Senior Apperception Test (SAT),
which depicts primarily elderly people and circumstances
common in the lives of older persons (see Bellak & Abrams,
1997). As an effort to enhance multicultural sensitivity,
the TAT approach was used to develop the Tell-Me-A-Story-
Test (TEMAS), which portrays conflict situations involving
African American and Latino characters and has been found
to elicit fuller responses from minority respondents than the
all-Caucasian TAT pictures (Costantino, Malgady, & Rogler,
1988). Finally of note is the Roberts Apperception Test for
Children (RATC), which was designed specifically to im-
prove on the TAT and CAT as measures for use with children
by portraying children and adolescents in everyday interac-
tions, rather then either adult or animal figures; by providing
an alternate set of cards showing African American young
people in similar scenes; and by using a standardized scoring
system (McArthur & Roberts, 1990).

Together with the emergence of specific quantifiable
scores for the TAT, the publication of the RATC signaled
movement in picture-story assessment toward achieving psy-
chometric respectability, much in the manner that Exner’s
Comprehensive System for Rorschach assessment moved the
inkblot method in that direction. Although the TAT still lags
well behind the RIM and most relatively structured assess-
ment instruments in empirical validation, it has long been and
remains one of the most frequently used methods for assess-
ing personality functioning. Moreover, as found in a litera-
ture survey by Butcher and Rouse (1996), the volume of
research articles published on the TAT in the 20-year-period
from 1974 to 1994 numbered 998, which was third largest
among personality measures, exceeded only by the MMPI
(4,339 articles) and the Rorschach (1,969 articles).

Figure Drawing Methods

It is difficult to say who first suggested that what people
choose to draw and how they draw it reveal features of their
personality, whether the drawing is a prehistoric sketch found
on the wall of a cave, a painting by a great master, or the doo-
dles of an ordinary citizen. Whoever it was, it was long
before Florence Goodenough (1886–1959) introduced the
first formal application of figure drawings in psychological
assessment in 1926. Seeking a nonverbal measure of intellec-
tual development in children, Goodenough (1926), devel-
oped the Draw-a-Man test, in which intellectual maturity is
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measured by the amount of accurate detail in a young per-
son’s drawing of a human figure. The Draw-a-Man was later
revised by Harris (1963), who suggested having respondents
draw pictures of a woman and of themselves, in addition to
drawing a man, and expanded Goodenough’s scoring system
and standardization. Most recently the Goodenough-Harris
was further updated by Naglieri (1988) to include representa-
tive norms for assessing cognitive development in young
people age 5 to 17.

The Draw-a-Man was adapted for purposes of personality
assessment by Karen Machover (1902–1996), who in 1948
rechristened the measure as the Draw-a-Person (DAP) and
introduced the notion that human figure drawings convey in
symbolic ways aspects of a respondent’s underlying needs,
attitudes, conflicts, and concerns. She believed that for per-
sons of all ages and not just children, significant meaning can
be attached to structural features of drawings (e.g., where fig-
ures are placed on the page) and the manner in which various
parts of the body are drawn (e.g., a disproportionately large
head). Whereas Machover’s approach to DAP interpretation
consisted of qualitative hypotheses concerning the symbolic
significance of figure drawing characteristics, subsequent
developments that were focused mainly on refining this in-
strument for use in evaluating young people provided quanti-
tative scoring schemes for the instrument. Notable among
these were a formulation of 30 specific indicators of emo-
tional disturbance (Koppitz, 1968) and the construction of a
Screening Procedure for Emotional Disturbance (SPED;
Naglieri, McNeish, & Bardos, 1991). The DAP-SPED is an
actuarially derived and normatively based system comprising
55 scorable items and intended as a screening test for classi-
fying young people age 6 to 17 with respect to their likeli-
hood of having adjustment difficulties that call for further
evaluation.

Particular interest in the assessment of young people was
reflected in several other variations of Goodenough’s original
method, two of which have become fairly widely used. One
of these is the House-Tree-Person (HTP) test devised by
Buck (1948), in which children are asked to draw a picture of
a house and a tree as well as a person, in the expectation that
drawings of all three objects provide symbolic representa-
tions of important aspects of a young person’s world. The
other is the Kinetic Family Drawing (KFD) formalized by
Burns and Kaufman (1970), in which respondents are in-
structed to draw a picture of their whole family, including
themselves, doing something.

Also of note is a commonly used procedure suggested by
Machover in which people taking any of these figure drawing
tests are asked in addition to make up a story about the peo-
ple they have drawn or to answer specific questions about

them (e.g., “What is this person like?”). When this procedure
is followed, figure drawings take on some of the characteris-
tics of picture-story techniques, and, like picture stories, they
are despite recent efforts at quantification most commonly in-
terpreted in practice by an inspection technique in which per-
sonality characteristics are inferred primarily from subjective
impressions of noteworthy or unusual features of the figures
drawn. As a consequence, figure drawings remain a largely
unvalidated assessment method that has remained popular
despite having thus far shown limited psychometric sound-
ness (see Handler, 1995).

Sentence Completion Methods

Sentence completion methods of assessing personality and
psychopathology originated in the earliest efforts to develop
tests of intelligence. Herman Ebbinghaus (1897), the pioneer-
ing figure in formal study of human memory, developed a
sentence completion test for the purpose of measuring intel-
lectual capacity and reasoning ability in children, and Binet
and Simon included a version of Ebbinghaus’ sentence com-
pletion task in their original 1905 scale. Sentence comple-
tions have been retained in the Stanford-Binet, and a variety
of sentence completion tasks have also found use to the pre-
sent day as achievement test measures of language skills.

The extension of the sentence completion method to as-
sess personality as well as intellectual functioning was
stimulated by Carl Jung (1916), the well-known Swiss psy-
choanalyst and one-time close colleague of Freud who
founded his own school of thought, known as “analytic psy-
chology,” and whose writings popularized his use of a “word
association” technique for studying underlying aspects of a
person’s inner life. This technique was formalized in the
United States by Grace Kent and Aaron Rosanoff (1910),
who developed a standard 100-item list called the Free Asso-
ciation Test and compiled frequency tables for different kinds
of responses given by a sample of 1,000 nonpatient adults.

The apparent richness of word association tasks in reveal-
ing personality characteristics suggested to many assessors
that replacing the word-word format with full sentences writ-
ten as completions to brief phrases (e.g., “I like . . .”; “My
worst fear is . . .”) would result in an even more informative
assessment instrument. Numerous sentence completion tests
were constructed during the 1920s and 1930s and used for a
variety of purposes, but with little systematic effort or stan-
dardization. The first carefully constructed and validated
measure of this kind was developed in the late 1930s by
Amanda Rohde and, like other performance-based tests of
personality, was intended to “reveal latent needs, sentiments,
feelings, and attitudes which subjects would be unwilling or
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unable to recognize or to express in direct communication”
(Rohde, 1946, p. 170). The Rohde Sentence Completion Test
served as a model for many similar instruments developed
subsequently, and, as described by Rohde (1948), use of
those that were available during the 1940s was stimulated
by the impact of World War II. It has already been noted
that the impetus for designing performance-based personality
assessment instruments was largely intellectual curiosity
rather than civilian or military needs, and such was the case
with sentence completion tests. However, as a brief self-
administered measure that provided relatively unstructured
assessment of personality characteristics, the sentence com-
pletion was found to be extremely helpful in evaluating and
planning treatment for the vast number of psychological ca-
sualties seen in military installations during the war and cared
for in its aftermath in Veterans Administrations Hospitals.

For many years, the best known and most widely used
sentence completion has been the Rotter Incomplete Sen-
tences Blank (RISB), which was developed by Julian Rotter
in the late 1940s and first published in 1950, and for which
adult, college, and high school forms are available (Rotter,
Lah, & Rafferty, 1992). The authors provide a scoring system
for the RISB that yields an overall adjustment score, but in
practice the instrument is most commonly interpreted by the
inspection method that characterizes the typical application
of picture-story and figure-drawing instruments; that is, ex-
aminers read the content of the items and form impressions
of what respondents’ completions might signify concerning
their personality characteristics. Beyond published studies
demonstrating modest validity of the RISB as a measure of
adjustment, there has been little accumulation of empirical
evidence to support inferring any specific personality charac-
teristics from it, nor has there been much progress in docu-
menting the reliability of RISB findings and establishing
normative standards for them.

Interview Methods

As elaborated in Volume 10 of this Handbook, psychological
assessment is a data-gathering process that involves integrat-
ing information gleaned not only from the types of tests dis-
cussed thus far, but also from interview methods, behavioral
observations, collateral reports, and historical documents. Of
these, interviewing and observing people are the most widely
used assessment methods for attempting to learn something
about them. Although being discussed here in relation to
identifying personality characteristics and psychopathol-
ogy, interview methods are also commonly employed in as-
sessing intellectual and neuropsychological functioning and
aptitudes, achievement, and interests. Unlike psychological

testing, interviewing is not a method uniquely practiced by
psychologists, but rather an evaluative procedure employed
by many different kinds of professionals for various purposes
and by people in general who have some reason to assess
another person, like a father interviewing a suitor for his
daughter’s hand to gauge his suitability as a son-in-law.

By including both a self-report component, consisting of
what people say about themselves, and a performance-based
component, consisting of how they go about saying it, as-
sessment interviews provide abundant clues to what a person
is like. As a source of important assessment information, no
battery of psychological tests can fully replace oral interac-
tions between respondents and skilled interviewers, and most
assessment professionals consider the interview an essential
element of a psychological evaluation. In their historical
development, formal interview methods emerged first in a
relatively unstructured format and subsequently in relatively
structured formats as well.

Relatively Unstructured Formats

More than most persons using interviews for evaluative pur-
poses, psychologists and other mental health professionals
have traditionally favored relatively unstructured interview-
ing methods. The popularity of unstructured inquiry can be
credited to the influence of two of the most significant figures
in the history of psychotherapy, Sigmund Freud (1856–1939)
and Carl Rogers (1902–1987). Freud (1913/1958) recom-
mended a free association method for conducting psychoan-
alytic treatment sessions that consists of instructing people to
report whatever thoughts or feelings come to mind. Rogers
(1942, 1951) proposed a nondirective method for conducting
client-centered therapy in which the therapist’s interventions
consist mainly of reflecting clients’ statements back to them.
Although based on markedly different ways of conceptualiz-
ing human behavior and the psychotherapeutic process, free
association and nondirective methods share in common an
open-ended approach that provides minimal guidance to
people concerning what or how much they should say.

Although developed for treatment purposes, free associa-
tion and nondirective techniques subsequently proved valuable
as well for obtaining information in assessment interviews.
Even though both techniques must usually be supplemented
with focused questions to clarify specific points of information,
they typically elicit ideas, attitudes, and recollections that
would not have emerged in response to direct questioning. The
psychoanalytic tradition has generated a substantial literature
on psychodynamic approaches to assessment interviewing,
perhaps the best known and most highly respected of which is
Sullivan’s (1954) The Psychiatric Interview. Rogers’ attention
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to the interviewing process fostered not only advances in prac-
tice but also new developments in research. Unlike tests, which
entail a test form or written protocol that remains available for
future review, interviews do not produce any written record
other than whatever process notes may be made during or fol-
lowing them. Recognizing that such notes are largely inade-
quate for research purposes, Rogers, while serving as Director
of the Counseling Center at the University of Chicago, began
making tape recordings of clinical interviews as a means of
obtaining reliable data concerning their exact content. In the re-
search program developed by Rogers and his colleagues, tape
recordings were examined for various patterns of verbal inter-
action between interviewer and interviewee during treatment
sessions. This research on interactive processes in clinical in-
terviews stimulated extensive studies of what became known
as the “anatomy of the interview” (Matarazzo & Wiens, 1972;
Pope, 1979), and Rogers’ innovative work was seminal as well
in fostering systematic psychotherapy research.

Because open-ended interviews require some supplemen-
tation to serve assessment purposes adequately, various for-
mal procedures and guidelines have been inserted over
time into otherwise unstructured interviews. The most notable
of these is the Mental Status Examination (MSE), first pro-
posed in 1902 by Adolf Meyer (1866–1950), a distinguished
psychiatrist best known for championing a humane and
“common-sense” approach to seriously disturbed persons that
included thorough inquiry into their personal history and cur-
rent circumstances. The MSE took form as a series of specific
questions and tasks intended to provide a brief but standard-
ized assessment of a person’s attention, memory, reasoning
ability, social judgment, fund of knowledge, and orientation in
time and space. As elaborated by Trzepacz and Baker (1993),
a contemporary MSE also includes observations concerning a
person’s general appearance, interpersonal conduct, prevail-
ing mood, sense of reality, thought processes, self-awareness,
and intellectual level.

The MSE has become a standard mental health assessment
tool that is considered an integral part of diagnostic evalua-
tions by most psychiatrists and is often used by psychologists
as well, especially when they are not including any other for-
mal tests among their procedures. Paralleling the previously
mentioned interest in short forms of intelligence tests, the
MSE has been particularly popular in an 11-item version de-
veloped in the 1970s as the Mini Mental Status Examination
(Folstein, Folstein, & McHugh, 1975). Whatever the length
of an MSE, however, the information it provides emerges in
fuller and more reliable form in a psychodiagnostic test
battery, and psychological assessors who are including for-
mal testing among their evaluation procedures rarely find use
for it.

Along with the development of the MSE as a semi-
formal addendum, relatively unstructured assessment inter-
views have been shaped by numerous interviewing outlines
or schedules that identify topics to be covered (e.g., nature
and history of presenting complaint, educational and occupa-
tional history) and specific items of information that should
regularly be obtained (e.g., basic demography, current med-
ications, and history of substance use, suicidal behavior, and
physical or sexual abuse). Such interview guides have long
been standard topics in interviewing textbooks for mental
health professionals (e.g., Craig, 1989; Morrison, 1993;
Othmer & Othmer, 1994). From a historical perspective, one
of the most comprehensive and psychologically sensitive but
frequently forgotten contributions of this kind was made by
George Kelley (1905–1966), who is known primarily for de-
veloping personal construct theory and a personality assess-
ment instrument he based on it, the Role Construct Repertory
Test. In a classic book, The Psychology of Personal Con-
structs, Kelley (1955) included several chapters on conduct-
ing assessment interviews that provide excellent guidance by
today’s standards as well as those of a half century ago. 

Relatively Structured Formats

However rich the information obtainable from unstructured
interviews, and despite the flexibility of an unstructured ap-
proach in adapting to unpredictable variations in how inter-
viewees may present themselves, these formats lack sufficiently
standardized procedures to ensure replicable and reliable data
collection. Mounting concerns that the unreliability of diag-
nostic interviews in clinical settings were impeding mental
health research led in the 1970s to the development of the
Research Diagnostic Criteria (RDC), which comprised a set of
clearly specified descriptive behavioral criteria for assigning
participants in research studies to one of several diagnostic
categories (Spitzer, Endicott, & Robins, 1978). This descrip-
tive behavioral approach noticeably improved the interrater
reliability achieved by diagnostic interviewers, and the RDC
format, including many of its specific criteria, was subse-
quently incorporated into the Diagnostic and Statistical
Manual (DSM) of the American Psychiatric Associations, be-
ginning with DSM-II in 1980 and extending to the present
DSM-IV-TR (American Psychiatric Association, 2000).

The RDC criteria also lent themselves well to formulating
questions to be asked in diagnostic interviews, and they soon
gave rise to a new genre of assessment methods, a relatively
structured interview that consists entirely or in large part of
specific items of inquiry. Simultaneously with the publication
of the RDC criteria, Endicott and Spitzer (1978) introduced
the best known and most frequently used instrument of this
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kind, the Schedule for Affective Disorders and Schizophrenia
(SADS). Intended to assist in identifying a broad range of
symptomatic disorders in addition to affective disorders and
schizophrenia, the SADS is a semistructured interview guide
that requires professional judgment and serves clinical as
well as research purposes. Following on its heels came the
Diagnostic Interview Schedule (DIS), which is entirely struc-
tured and was designed for use by nonprofessional interview-
ers in research studies (Robins, Helzer, Croughan, & Ratcliff,
1981). Both of these measures were extended downward for
use with young people, as the Kiddie SADS (K-SADS; Puig-
Antich & Chambers, 1978) and the Diagnostic Interview for
Children (DISC; Costello, Edelbrock, & Costello, 1985). The
most comprehensive measure of this kind to emerge has been
the Structured Clinical Interview for the DSM (SCID), which
includes forms for identifying personality as well as sympto-
matic disorders (Spitzer, Williams, & Gibbon, 1987; see also
R. Rogers, 2001).

Behavioral Methods

The prescientific history of psychology aside, the formal im-
plementation of behavioral methods for assessing personality
is usually traced to the World War II activities of the United
States Office of Strategic Services (OSS), the predecessor or-
ganization to the Central Intelligence Agency. Once again the
winds of war instigated advances in the methods of behav-
ioral science, just as they have in the biological and physical
sciences. To aid in selecting operatives for covert intelligence
missions, the OSS observed how recruits behaved in a variety
of contrived problem-solving and stress-inducing situations
and on this basis predicted the likely quality of their perfor-
mance in the field (Office of Strategic Services Assessment
Staff, 1948; see also Handler, 2001). A gap of more than
20 years followed before the OSS methods led to a clearly
defined approach to assessment, mainly because the emer-
gence of systematic behavioral assessment techniques had
to await new ways of conceptualizing personality for assess-
ment purposes.

Of many contributions to the literature that reconceptual-
ized personality in ways that fostered the development of be-
havioral assessment, two can be singled out for their clarity
and influence. In 1968, Walter Mischel published Personality
and Assessment (Mischel, 1968), a book in which he argued
that personality traits are semantic fictions, that continuity in
behavior across time and place exists only as a function of sim-
ilarity across situations, and that assessment of behavior
should accordingly focus on its situational determinants. A
few years later, Goldfried and Kent (1972) drew a sharp dis-
tinction between “traditional” and “behavioral” assessment

procedures with respect to how personality is viewed. From a
traditional assessment perspective, these authors pointed out,
personality consists of characteristics that lead people to be-
have in certain ways, and understanding a person’s actions is
a product of examining his or her underlying tendencies or
dispositions. From a behavioral perspective, by contrast,
personality “is defined according to the likelihood of an
individual manifesting certain behavioral tendencies in the
variety of situations that comprise his day-to-day living”
(Goldfried & Kent, 1972, p. 412). Behaviorally speaking, then,
personality is not an a priori set of concrete action tendencies
that people have and carry around with them, but is rather a
convenient abstraction for summarizing after the fact how
people have been observed to interact with their environment.

These innovative conceptions of personality, echoed in nu-
merous other books and articles, led during the 1970s and
1980s to a dramatic growth of interest in developing assess-
ment methods in which the obtained data would consist of
representative samples of behavior that could be objectively
evaluated for their implications after the fact, as contrasted
with test responses to be interpreted inferentially as signs of
underlying states or traits they are presumed before the fact
to measure. The core techniques used to achieve this purpose
of behavioral assessment included (a) observational ratings
of person’s responses in natural and contrived situations, as
suggested by the OSS methods and by situations devised by
Paul (1966) to assess the effectiveness of systematic desensi-
tization; (b) observed conduct in role-playing exercises, based
on procedures developed by Rotter and Wickens (1948);
(c) self-report instruments focused on specific behavioral
interactions, as had earlier been exemplified by measures like
Geer’s (1965) Fear Survey Schedule; (d) psychophysiological
measurements, which were suggested by the successful em-
ployment of such techniques in the then emerging field of
behavioral medicine research (see Kallman & Feuerstein,
1977); and (e) behavioral interviews specifically focused on
how people respond to certain kinds of situations in their
lives.

The late 1980s saw gradual moderation of the original
conceptual underpinnings of behavioral assessment and con-
siderable broadening of its focus. It is currently widely rec-
ognized that people are not as “trait-less” as Mischel argued,
nor are traditional and behavioral methods of assessment as
distinct and mutually exclusive as Goldfried and Kent origi-
nally suggested. In the case of Mischel’s argument, behav-
ioral assessors rediscovered Lewin’s classic maxim that how
people behave is an interactive function of their dispositional
nature and the environmental circumstances in which they
find themselves, and the advent of cognitive perspectives in
behavioral approaches encouraged behavioral assessors to
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attend to what people are thinking and feeling as well what
they are doing. As for the Goldfried and Kent distinction, be-
havioral assessors recognized that they could extend the
practical applications of their approach by supplementing be-
havioral observations with judicious utilization of clinical
judgment. As reflected in the behavioral assessment literature
that ushered in the 1990s, strictly behavioral methods became
appreciated as having some limitations, and traditional meth-
ods as having some strengths; correspondingly, behavioral
assessment evolved into a multifaceted process comprising a
broader range of techniques and levels of evaluation than had
been its legacy (see Bellack & Hersen, 1988; Ciminero,
Calhoun, & Adams, 1986; Haynes & O’Brien, 2000). 

MONITORING NEUROPSYCHOLOGICAL
FUNCTIONING

As summarized by Boll (1983), neuropsychology emerged
both as a discipline and as an area of professional practice.
As a discipline, neuropsychology is the field of science con-
cerned with the study of relationships between brain func-
tions and behavior. As applied practice, neuropsychology
consists primarily of using various assessment procedures to
measure the development and decline of brain functions and
their impairment as a consequence of head injury, cere-
brovascular accidents (stroke), neoplastic disease (tumors),
and other illnesses affecting the central nervous system, of
which Alzheimer’s disease is the most prevalent. The histori-
cal highlights of formal neuropsychological assessment clus-
ter around the development of the Bender Visual Motor
Gestalt Test and the subsequent emergence of neuropsycho-
logical test batteries.

Bender Gestalt

Best known among the earliest formal psychological assess-
ment methods constructed to measure brain functions was the
Bender Visual Motor Gestalt Test, first described by Lauretta
Bender (1897–1987) in 1938 (Bender, 1938). Historical lore
has it that Bender, then a psychiatrist at Bellevue Hospital in
New York, became intrigued by psychomotor differences she
observed among children as they made chalk drawings on
the city sidewalks in preparation for playing hopscotch. She
noted that some of the children were more skillful than others
in executing these drawings. By and large, older children
were better at it than younger ones, but some older chil-
dren appeared to have persistent difficulty in drawing the
hopscotch designs accurately. These observations led Bender
to conclude that Gestalt principles of visual organization

and perception, as reflected in the drawing of designs, could
be applied to identifying individual differences in matura-
tion and detecting forms of organic brain disease and psy-
chopathology. Selecting for her test nine designs that had
been developed by Wertheimer, she presented in her 1938 text
illustrations of how these designs were likely to be copied by
normally developing children age 4 to 11 and by normal,
brain-damaged, and emotionally disturbed adults.

The Bender Gestalt test has fared both well and poorly
since 1946, when the stimulus cards were first published sep-
arately from Bender’s book and made generally available for
professional use. Among important refinements of the test,
Pascal and Suttell (1951) developed an extensive scoring sys-
tem for identifying brain dysfunction in adults, and Koppitz
(1975) undertook a large standardization study in the 1960s
to construct a scoring scheme that would measure both cog-
nitive maturation and neuropsychological impairment in
children. Lacks (1998) later proposed a simplified 12-item
criterion list that has proved fairly accurate in differentiating
brain-damaged from neuropsychologically intact adults. The
Bender Gestalt also became and has remained very popular
among assessment psychologists as a screening device for
brain dysfunction in adults and for developmental delay in
young people. In the recent test use surveys mentioned previ-
ously, this instrument was ranked fifth in frequency of use
among samples of clinical psychologists (Camara et al.,
2000) and experienced professionals conducting child cus-
tody evaluations (Ackerman & Ackerman, 1997), and seventh
among forensic examiners experienced in neuropsychology
(Lees-Haley et al., 1995).

On the other hand, with respect to its faring poorly, the
Bender was reported as being used by only 27% of sampled
members of the International Neuropsychological Society
(Butler et al., 1991), and a sample of the National Academy of
Neuropsychologists membership ranked the Bender 25th in
frequency among the measures they use (Camara et al.,
2000). The apparent disrepute of the Bender among main-
stream neuropsychologists, despite its extensive research
base, may have several origins. These include (a) its having
been developed prior to the emergence of neuropsychological
assessment as a well-defined practice specialty, which began
in the 1950s; (b) its having typically been interpreted by prac-
titioners on the basis of their subjective impressions rather
than one of the available scoring systems for it; and (c) its fre-
quently having been given more credence than was warranted
as a definitive and stand-alone indicator of cognitive insuffi-
ciency or brain dysfunction. Particularly relevant in this last
regard is the fact that, although the Bender provides useful
information concerning aspects of visual organization and
perceptual-motor coordination, it does not encompass the
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broad range of cognitive processes that constitute neuropsy-
chological functioning. Sufficiently broad measurement to
warrant neuropsychological inferences awaited the develop-
ment of test batteries designed for this purpose.

Neuropsychological Test Batteries

The inception of broadly based and multifaceted test batteries
for assessing neuropsychological functioning can be credited
to the efforts of Ward Halstead (1908–1969), who in 1935
established a laboratory at the University of Chicago for the
purpose of studying the effects of brain damage. Halstead’s
observations convinced him that brain damage produces
a wide range of cognitive, perceptual, and sensorimotor
deficits that cannot be identified by any single psychological
test. He accordingly devised numerous tasks for measuring
various aspects of cerebral functioning. In subsequent collab-
oration with one of his graduate students, Ralph Reitan, he
gradually reduced the number of these tasks to seven for
which empirically determined cutoff scores showed good
promise for distinguishing normal from impaired brain func-
tioning. This set of tasks became formalized as the Halstead-
Reitan Neuropsychological Test Battery (HRB) in the 1950s
and continues to have a major place in neuropsychological
assessment (see Reitan & Wolfson, 1993). Developed origi-
nally with adults, the HRB was later extended down-
ward for children age 9 to 15 (Halstead Neuropsychological
Test Battery for Children and Allied Procedures) and age 5
to 9 (Reitan-Indiana Neuropsychological Test Battery for
Children).

The primarily quantitative approach to neuropsychological
assessment represented by the HRB stimulated considerable
research and attracted to assessment practice a substantial
contingent of brain-behavior scientists who might not other-
wise have become directly involved in clinical work. Also
exerting a lasting influence on assessment methods was
a qualitative approach to identifying neuropsychological im-
pairment, which stemmed from the work of Alexander Luria
(1902–1977) in the Soviet Union. Luria believed that more
could be learned from behavioral features of how people
deal with test materials than from the scores they earn, and
he accordingly emphasized measures designed to maximize
opportunities for respondents to demonstrate various kinds
of behavior he considered relevant in diagnosing brain
dysfunction.

In Luria’s approach, conclusions are based less on psycho-
metric data than on an examiner’s observations and inferences.
Although Luria’s testing methods and his theoretical formula-
tion of functional systems in the brain date from the 1930s, it
was not until his work was first translated into English in the

1960s that his seminal contributions to neuropsychology first
became widely appreciated. The initial organization of his
procedures into a formal test manual was published in the
1970s (Christensen, 1975), and further standardization and
validation of his measures during the 1980s resulted in publi-
cation of the Luria-Nebraska Neuropsychological Battery
(LNNB; Golden, Purisch, & Hammeke, 1985).

The face of neuropsychological assessment and the uses to
which it is put have gradually changed since the early work
that led to the Halstead-Reitan and Luria-Nebraska batteries.
Consistent with the underlying premise of both batteries that
identification of brain dysfunction requires assessment of a
range of cognitive functions, many specifically focused mea-
sures of concept formation, memory, psychomotor, language,
and other related capacities were designed for use instead of
or as supplements to these batteries. The specific measures
most commonly used by contemporary neuropsychologists
include the Wechsler Memory Scale, the Boston Naming Test,
the Verbal Fluency Test, the Wisconsin Card Sorting Test, the
California Verbal Learning Test, the Rey-Osterreith Complex
Figure Test, the Stroop Neuropsychological Screening Test,
and two components of the HRB, the Finger Tapping Test
and the Trail Making Test (Butler et al., 1991; Camara et al.,
2000; for further information concerning these and other neu-
ropsychological assessment instruments, see Lezak, 1995;
Spreen & Strauss, 1998).

Along with benefiting from the availability of increasingly
refined measures, neuropsychological examiners began as
early as the 1950s to move beyond what had been their orig-
inal focus in applied practice, which was helping to deter-
mine whether a patient’s complaints were “functional” in
nature (i.e., psychologically determined) or “organic” (i.e.,
resulting from central nervous system dysfunction). Instead
of inferring from test data merely the likelihood of a patient’s
having a brain lesion, skilled neuropsychologists became
proficient in identifying which side of the brain and which
lobe were likely to contain the lesion. Over time, however,
the development of sophisticated radiographic techniques for
determining the presence, location, and laterality of brain
damage rendered neuropsychological tests all but superflu-
ous for this purpose, except as screening measures. Concur-
rently, on the other hand, contemporary neuropsychological
assessment became increasingly valuable in professional
practice by reverting to the purpose Halstead originally had
in mind back in the 1930s: namely, evaluating an individual’s
strengths and weaknesses across a broad range of perceptual,
cognitive, language, and sensorimotor functions.

With its current focus on the measurement of functioning
capacities, neuropsychological assessment provides useful
information concerning what people can be expected to do in
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educational, occupational, and other everyday life activities.
Armed with this information, psychologists and the people to
whom they consult can predict degrees of success and failure
in these activities, identify what kinds of skill improvements
are needed to enhance success level, and propose types of
intervention or training that will be likely to enhance these
deficient skills in the particular person being evaluated. In
addition to basing performance predictions and treatment
plans on the nature and extent of functioning deficits associ-
ated with brain damage from whatever source, neuropsycho-
logical examiners can use retesting data to monitor changes
in functioning capacity over time. Refined measures of neu-
ropsychological functioning can help to assess the rate and
amount of declining capacity in conditions that involve
progressive deterioration, and they can likewise quantify the
pace of progress in persons recovering from brain disease or
injury. Neuropsychological assessment has consequently be-
come common practice in diverse applied settings ranging
from forensic consultation to rehabilitation planning.

MEASURING ACHIEVEMENT, APTITUDES,
AND INTERESTS

As noted in previous sections of the chapter, intellectual and
personality assessment emerged largely out of a perceived
necessity for administrators to make decisions about people,
specifically with respect to their educational requirements
and their eligibility for military service. By contrast, methods
of assessing achievement, aptitudes, and interests were de-
veloped primarily to help people make decisions about them-
selves. To be sure, measures of what a person is able to do or
is interested in doing can be used to determine class place-
ment in the schools or personnel selection in organizations.
More commonly, however, these measures have been used to
help people plan their educational and vocational future on
the basis of what appear to be their abilities and interests.

Early formulations identified tests of achievement as ways
of measuring the effects of learning, as distinguished from
“native ability” that was independent of learning and mea-
sured by aptitude and intelligence tests. There remains a gen-
eral consensus that aptitude tests serve to predict a person’s
potential for improved performance following education or
training in some endeavor, whereas achievement tests serve
to evaluate the performance level attained at a particular
point in time. It is also widely agreed, however, that “aptitude
test” scores are influenced by learning and life experience as
well as inborn talents, and that “achievement test” scores
identify future potential as well as present accomplishment.
Accordingly, what respondents display on both kinds of tests

is the extent to which they have developed certain kinds
of abilities, and little purpose is served by rigid distinctions
between these types of measures (see Anastasi & Urbina,
1997, chap. 17). With this in mind, the discussion that fol-
lows traces briefly the development of four measures of
achievement/aptitude and interest that have deep roots in the
history of assessment psychology and enjoy continued wide-
spread use: the Wide-Range Achievement Test, the Strong
Interest Inventory, the Kuder Occupational Interest Survey,
and the Holland Self-Directed Search.

Wide-Range Achievement Test

In the United States, formal achievement testing began in the
schools during the early 1920s. Tests of specific competen-
cies (e.g., spelling) had been developed prior to that time,
but group-administered batteries for assessing a broad range
of academic skills began with the 1923 publication of the
Stanford Achievement Test (SAT), which was designed for
use with elementary school students. This was followed in
1925 by the Iowa High School Content Examination, later
called the Iowa Test of Basic Skills, designed for use with
older students. Contemporary versions of the Stanford and
Iowa scholastic achievement measures remain widely used
for group testing in elementary and secondary schools.

Individual assessment of academic skills can be traced
to the late 1930s, when Joseph Jastak (1901–1979), then
at Columbia University, became acquainted with David
Wechsler’s work on developing scales for the Wechsler-
Bellevue. Jastak came to the conclusion that fully adequate as-
sessment of cognitive functioning required supplementing
Wechsler’s scales with some measures of basic learning skills,
especially reading, writing, and calculating. To this end, he
began constructing measures that involved recognition and
pronunciation of words, a written spelling test, and a written
arithmetic test.An instrument comprising these three measures
was published as the Wide-Range Achievement Test (WRAT)
in 1946 (Jastak, 1946). Later versions of this instrument, con-
sisting of essentially the same reading, spelling, and arithmetic
tests as the original, have appeared as the WRAT-R (Jastak &
Wilkinson (1984) and the WRAT3 (Wilkinson, 1993).

In common with most of the other measures discussed in
this chapter, the WRAT has been remarkable for its longevity
and widespread use. Its normative data make it applicable for
age 5 through adulthood, and it has become a standard as-
sessment tool not only in academic settings but in clinical and
neuropsychological practice. The previously cited survey of
test usage by Camara et al. (2000) show the WRAT as the
seventh most frequently used test by clinical psychologists
and ninth most frequently used test by neuropsychologists.
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Strong Interest Inventory

During the academic year 1919–1920, E. K. Strong Jr.
(1884–1963) attended a graduate seminar on interest mea-
surement while attending the Carnegie Institute of Technol-
ogy. What he learned in this seminar peaked his curiosity
about whether interests could be measured in ways that
would predict what kinds of occupations a person would find
enjoyable. In pursuit of this goal, Strong first developed a list
of statements about various activities that test respondents
could endorse as something they liked or disliked to do. He
then keyed these statements to different occupations on the
basis of how people employed in these occupations re-
sponded to them. This latter procedure introduced empiri-
cal keying methodology to interest measurement, just as
Hathaway and McKinley would later introduce it to person-
ality measurement in constructing the MMPI. Several years
of developmental work resulted in the publication of the
Strong Vocational Interest Blank (SVIB) (Strong, 1927). For
persons taking this test, the results provided direct informa-
tion concerning the extent to which their patterns of interests
were similar to or different from those of people working as
lawyers, teachers, production managers, and the like.

Like other self-report inventories that have found an en-
during place in assessment psychology, the SVIB has been
extensively revised since its original publication. The number
of occupations in its empirical base has been increased sub-
stantially, its initially strictly empirical approach to interpret-
ing the implications of its scale scores has been amplified
by theoretical perspectives on the classification of occupa-
tional interests, and its name has evolved into the Strong
Interest Inventory (SII) (Hansen & Campbell, 1985; Harmon,
Hansen, Borgen, & Hammer, 1994). Stable since its incep-
tion, however, has been the status of Strong’s instrument as
the most frequently used among all interest inventories.

Kuder Occupational Interest Survey

Frederic Kuder (1903–2000) set about measuring occupa-
tional interests differently from Strong in two respects. First,
instead of presenting individual items to be endorsed as “like”
or “dislike,” he constructed groups of three alternative activi-
ties and asked respondents to indicate which of each triad
they would most prefer to do. Second, instead of scoring re-
spondents’ preferences for their relevance to specific occupa-
tions, he developed scales for relating them to general areas
of interest, including Outdoor, Mechanical, Computational,
Scientific, Persuasive, Artistic, Literary, Musical, Social Ser-
vice, and Clerical. A measure embodying these characteristics
was published as the Kuder Personal Preference Record

(Kuder, 1939) with scales for seven areas of interest. As an
alternative to the Strong, the Kuder pointed less directly to
specific occupations that respondents should consider but
provided more information about personal characteristics that
would be likely to have a bearing on whether they would
enjoy certain kinds of work.

Kuder’s measure was expanded in subsequent revisions to
feature 20 broad interest areas, a downward extension for
use with elementary and high school students, and its cur-
rent name, the Kuder Occupational Interest Survey (KOIS;
Kuder & Zytowski, 1991). Paralleling the evolution of the
SVIB from a strictly occupationally scaled measure to one
that incorporates as well a theoretically based classification
of occupational interests, the KOIS now includes some occu-
pational as well as basic interest scores. 

Holland Self-Directed Search

Like Strong and Kuder before him, John Holland began his
work on measuring vocational interests as an empiricist, con-
cerned with collecting data on likes, dislikes, and preferences
that would have predictive value for successful occupational
choice. Early on, however, he opted for a rational-empirical
approach to scale construction in which variables are selected
on the basis of some guiding concepts and empirical testing
with criterion groups is employed only secondarily to refine
and revise item content. Holland’s guiding concepts were
rooted in his belief that occupational preferences derive from
a person’s self-concept and personality style, and the first
product of his approach was the Vocational Preference Inven-
tory (VPI; Holland, 1953). The VPI yielded scale scores re-
lated to broad aspects of personality styles or attitudes, and in
subsequent revisions the core VPI scales evolved into the
following six: Realistic (R), Investigative (I), Artistic (A),
Social (S), Enterprising (E), and Conventional (C) (Holland,
1985). Some additional empirically derived scales were
added to the instrument, but the RIASEC group became
the model on which Holland elaborated an influential
personality-based theory of career choice and satisfaction
(Holland, 1966). Holland postulated that every individual’s
personality comprises some combination of these six styles,
and he maintained that the extent to which each style is pre-
sent provides a personality description that has direct impli-
cations for career planning.

Holland later used this model to design the Self-Directed
Search (SDS), which generates scale scores for the RIASEC
components and offers suggestions concerning the kinds
of occupations for which persons with various scale combi-
nations might find themselves suitable (Holland, 1979;
Holland, Fritzsche, & Powell, 1994). A unique feature of the
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SDS is a manual that instructs respondents not only in how to
self-administer the test but also in how to interpret the results
for themselves. Although in actual practice SDS results are
typically reviewed with an assessment professional, the self-
interpretation guidelines have the advantage of enriching a
respondent’s engagement in and understanding of a voca-
tional counseling process.

LOOKING AHEAD

Having opened with the words of one English author, this
chapter can fittingly close with the words of another: “It was
the best of times; it was the worst of times,” wrote Charles
Dickens in beginning A Tale of Two Cities. Assessment psy-
chology has arrived at the best and worst of times following
a long and distinguished history. As has been noted, the roots
of scientific and professional interest in assessing individual
differences reach almost as far back as the inception of psy-
chology as a science and preceded its initial applications in
applied practice. Advances in assessment methods were psy-
chology’s main way of responding to public and national
needs during the first half of the twentieth century, and
applied psychology was largely defined during this time by
assessment conducted in clinical, educational, and organiza-
tional settings. Students interested in practicing or studying
aspects of applied psychology were routinely trained in as-
sessment methods of various kinds, and being a competent
assessor was generally considered an integral part of being a
competent psychological practitioner.

As reviewed elsewhere in the present volume and in Vol-
ume 10 of this Handbook, applied psychology and the place
of assessment in it changed dramatically during the second
half of the twentieth century. Practicing psychologists em-
braced many new roles as therapists and consultants, and
their primary work settings evolved from a narrow range of
institutions into a broad panoply of attractive opportunities in
independent practice and in forensic, health care, governmen-
tal, and other agencies that came to appreciate the knowledge
and skills that psychologists can bring to bear. Consonant
with these new directions in practice, assessment came to
play a lesser part than before in what applied psychologists
did, and many practitioners chose not to include assessment
among the services they offered.

Despite reducing the predominance of assessment, how-
ever, these practice changes did not bring bad times with
them. To the contrary, the beginning of the twenty-first
century is in many respects the best of times for assessment
psychology, which more than ever before is a progressive,
dynamic, intriguing, challenging, and potentially rewarding

field of scientific and professional endeavor. A recent survey
by the American Psychological Association Practice Direc-
torate has indicated that, after psychotherapy, assessment is
the second most frequent service provided by psychologists
across various practice settings. Respondents to this survey
working in independent practice or in health care or govern-
ment settings reported spending 15% to 23% of their time
doing assessment, and there appears to be a stable cadre of
persons in both academic and practice positions who identify
themselves primarily as assessment psychologists (Phelps,
Eisman, & Kohout, 1998). Organizations like the Society for
Personality Assessment with more that 2,500 members and
the National Academy of Neuropsychologists with more than
3,000 members are flourishing, as are practice specialties in
which assessment plays a central role, including not only
neuropsychology but forensic psychology and school psy-
chology as well.

The thriving test publishing business bears further witness
to widespread use of many different kinds of assessment
methods. There is a steady stream of new instruments, revi-
sions of older instruments, updated normative reference data,
and advances in computer-based test interpretation with
which assessment psychologists must keep current. Compe-
tence in assessment cannot be maintained by employing
yesterday’s methods; only by incorporating rapidly emerging
improvements in assessment methods can practitioners meet
ethical standards for competent practice (see Weiner, 1989). 

The present-day vigor of assessment psychology is re-
flected not only in its applications but in a burgeoning litera-
ture as well. There are more quality journals, textbooks, and
handbooks concerned with assessment available now than
at any time in the past. The subscriber-selected journals
presently abstracted in the American Psychological Associa-
tion’s PsycSCAN: Clinical Psychology include in alphabeti-
cal order Assessment, Journal of Clinical and Experimental
Neuropsychology, Journal of Clinical Neuropsychology,
Journal of Personality Assessment, and Psychological
Assessment, and also widely referenced are the journals
Archives of Clinical Neuropsychology, Behavioral Assess-
ment, and Journal of Behavioral Assessment. The literature
includes an international array of publications as well (e.g.,
the European Journal of Psychological Assessment, official
organ of the European Association of Psychological Assess-
ment, and the International Journal of Testing, official
organ of the International Test Commission), and published
research findings are constantly expanding knowledge con-
cerning the psychometric foundations of psychological as-
sessment methods and the benefits that derive from their
appropriate use. Noteworthy in this latter regard are detailed
reports by the previously mentioned American Psychological
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Association Psychological Assessment Work Group that doc-
ument the validity of a broad range of assessment methods
and their utility in clinical health care and other applied set-
tings (Kubiszyn et al., 2000; Meyer et al., 2001). 

And yet these are also trying times for assessment, due
primarily to negative forces operating from outside psychol-
ogy and from within our own ranks as well. From the outside,
psychological assessment practice has been buffeted by the
priorities placed by managed care agencies on delivering
health services in the quickest and least expensive way possi-
ble. Such priorities severely restrict support for complex and
time-consuming evaluation procedures conducted by doc-
toral level professionals. In common with other health care
professionals specializing in evaluation procedures, assess-
ment psychologists doing primarily clinical work have had
their practices curtailed by the advent of managed care, and
there has in recent years been some decline in the frequency
with which comprehensive multimethod assessments using
full-length measures are conducted (Eisman et al., 2000;
Piotrowski, 1999; Piotrowski, Belter, & Keller, 1998). 

Within psychology’s ranks, contemporary trends in gradu-
ate education have compromised the caliber of assessment
training provided in many psychology programs. Striving to
achieve breadth and diversity in a crowded curriculum, grad-
uate faculty have been prone to undervalue assessment skills,
to disregard the unique significance of assessment for psy-
chology’s professional identity, and to consider internship
centers responsible for assessment training. These attitudes
have been reflected in reduced course offerings and decreased
requirements in assessment, sometimes consisting of little
more than exposure to the mechanics of a few selected tests,
without hands-on experience in integrating assessment data
collected from multiple sources into carefully crafted written
reports. Recent surveys of internship directors identify con-
siderable dissatisfaction on their part with the assessment
training students are receiving in many graduate programs,
and they report that the majority of graduate students arriving
at their centers come poorly prepared to conduct evaluations
(see Clemence & Handler, 2001; Stedman, Hatch, & Schoen-
feld, 2000). 

What lies ahead for assessment psychology? Although
definitely wounded by managed care, the field does not
appear to have sustained any life-threatening injuries. The
chapters in Volume 10 of the Handbook attest the continuing
breadth and vitality of the field, in productive research as
well as useful applications, and practitioners on the average
appear to have had moderate success in finding sufficient de-
mand for their services. Hence, although health maintenance
organizations have posed a distinct threat to the viability of
comprehensive assessment and disrupted the professional

lives of many psychologists, there is reason to believe that
both quality assessment and its practitioners are succeeding
in weathering this storm.

Of greater concern than managed care is the matter of
how and where the next generation of potential researchers
and practitioners will be trained in assessment psychology.
No matter how well-intended, the argument that assessment
training belongs in internships rather than in graduate pro-
grams poses a more serious threat to the future of assessment
psychology than issues of how fees for service will be paid.
Taking assessment out of the graduate curriculum separates it
from its academic base and discourages students from be-
coming involved in or enthusiastic about assessment-related
research. Relegating assessment training to the internship—
which means in many cases that the internship center must
provide basic instruction in assessment methods before in-
terns can even begin to conduct comprehensive evalua-
tions—restricts the time available for students to develop
even minimal competence as assessors. A further argument
sometimes heard, that assessment competence is a special-
ized skill to be acquired by interested students in postdoctoral
programs or workshops, is even more ill-advised. Assess-
ment being learned mainly as a postdoctoral specialty would
divorce the field even further from its research base and sub-
tract it even further from the core content of psychology with
which graduate students are made familiar.

Needed now and in the years ahead, then, to perpetuate the
scientific and professional advancement of assessment psy-
chology, is enlightened orchestration of graduate education.
Graduate programs should be carefully crafted to acquaint
students with the nature of assessment psychology and its
place in psychology’s history; to provide opportunities for
students to become involved in assessment research and to
gain appreciation for the practical value of good assessment;
and, for students in applied areas, to include pre-internship
experience in conducting multimethod psychological evalua-
tions and integrating the data obtained from them. Only then
will assessment psychology be able in the future as in the past
to contribute to expanded understanding of human behavior
and the delivery of helpful psychological services.
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In this chapter we present a history of abnormal psychology,
now commonly called psychopathology. This must be a par-
tial history, because, although contemporary psychopathol-
ogy science and practice are amply archived in scientific
journals, epidemiological surveys, hospital reports, and gov-
ernment statistics, little of the field’s history is well docu-
mented. Modern scientific method was not applied to the
investigation of disease until the nineteenth century, and it
was applied even later to the study of psychopathology.
Knowledge was authenticated by the teacher’s experience,
not by producing objective empirical evidence, impartially
gathered, and opened to criticism. Theories about psy-
chopathology and the ways to treat it during earlier periods of
history were developed by physicians, philosophers, theolo-
gians, and lawyers. Our knowledge is derived from their
extant writings, medical treatises, church and legal docu-
ments, historical narratives, diaries, and literature.

PRELIMINARY ISSUES

Historians of this field face several major problems, includ-
ing the definitions of psychopathology and the availability
and authenticity of information about the past. Also, any writ-
ten history of psychopathology must consider how culture
and class difference affect definition and treatment of psy-
chopathology, as well as the influences of contemporary
external factors in other fields, principally medicine, science,
and law.

Broadly speaking, practical definitions of psychopathol-
ogy include behavior that (a) appears injurious to the interests
of the person concerned and/or to others, (b) lacks a rational
relationship to the realities of the environment in which it
occurs, and (c) has behavioral characteristics that deviate sig-
nificantly from the norm of the culture. What may appear
pathologically deviant in one culture may appear desirable in
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another. One example is self-flagellation, in which an indi-
vidual flogs himself with whips until blood flows from his
body. Some cultures regard this as a worthy religious prac-
tice; in the downtown section of a modern American city, it
would most likely be judged pathological.

We must also note that in many cases, the accidental dis-
covery of an effective treatment has spurred the scientific
research necessary to understand why the treatment worked.
The treatment led to the theory, not vice-versa. In other cases,
a treatment derived by logical inference from a theory may
survive many years of unimpressive results. Treatment is also
constrained by the resources that the patient or the society can
command. The poor are treated differently from the rich, a sit-
uation not unknown in any branch of medicine and not a form
of discrimination directed uniquely at the mentally ill.

The reports of physicians who became famous enough to
achieve recognition are not always reliable sources of infor-
mation. Fame and fortune, then as now, awaited the clinician
who could claim cures where none had achieved them before.
Clinician self-interest in such cases was a sure obstacle to
reliable information about the actual successes and failures of
novel treatments. We shall see this phenomenon recur time
and time again, from Paracelsus to Mesmer and from psy-
choanalysis to prefrontal lobotomy. Such a history makes for
interesting reading, but it makes difficulties for the historian.

Finally, one of the greatest problems facing the historian is
the fact that only exceptional events tend to be recorded
while the mass of ordinary events does not, thereby leaving a
misleading record of what actually happened most of the time
to most of the people. From such a process has arisen a pop-
ular history of psychopathology, leaving the serious historian
to clarify what did not happen as well as to recount what did.

Popular Myths of Psychopathology

The popular theme in psychopathology is that over the cen-
turies we have become increasingly knowledgeable and hu-
mane in our treatment of mental illness. Past beliefs about the
origins of psychopathology are seen as mostly unintelligent,
and earlier treatment methods as inhumane and ineffective.

An amalgam of these histories runs somewhat thus: From
the beginning of mankind, people believed that abnormal
behavior was caused by spirit or demon possession. Until
approximately the eighteenth century, mental illness elicited
superstitious reactions, hostility, maltreatment, and even per-
secution by the community at large. One exception allowed
in this grim scenario is said to have occurred in Greece in the
fifth century B.C., when, thanks to one notable physician,
Hippocrates, a rational and scientific approach to abnormal
psychology abruptly appeared and briefly flourished.

Some texts extend this period to the time of Galen
(ca. A.D. 130–200), a Greek physician at the court of the
Roman Emperor Marcus Aurelius. They tend to claim that
after the collapse of the Roman Empire the fledgling naturalis-
tic, scientific approach to understanding psychopathology was
eclipsed by a resurgence of rampant superstition, usually
attributed to the retrograde influence of the Christian church.
Early in the fifteenth century, so the myth goes, it was a com-
mon practice to segregate the mentally ill by putting them on
“ships of fools.” Before this time Europe had virtually no
mental hospitals although thousands of asylums were built to
confine lepers, and once leprosy disappeared, the mentally ill
were confined in them. Finally, during the eighteenth century,
Philippe Pinel (1745–1826) liberated the insane from their
chains in the Salpêtrière in Paris and enlightened individuals
began moral treatment of the insane in small establishments.
Unfortunately, so the story goes, during the nineteenth century
these relatively benign institutions grew into giant warehouses
where, again, the mentally ill were maltreated. Finally, as a
result of the efforts of psychiatrists and psychologists, knowl-
edge of the causes of incrementally improved, culminating in
humane scientific understanding and treatment, and the mal-
treatment of the mentally ill ended.

In fact, improvements in the care of the mentally ill have
arisen in part as a result of advances in scientific knowledge,
in part by improvement in socioeconomic conditions which,
in turn, stem in large part from technological innovations.
How people with mental illness were treated in the past de-
pended then, as now, on their social position and their finan-
cial resources. It appears that many individuals who posed no
danger to themselves or others often had the support and care
of their families, were extended shelter by the religious com-
munity, or permitted to support themselves by begging.

Treatments accorded in the past must be compared not to
conditions today, but to the general conditions of those times.
Although past housing conditions for mentally ill people
were deplorable by modern standards, so were housing con-
ditions during the same time period for sane poor people.
Insane people were sometimes cruelly treated and sane per-
sons accused of heresy, witchcraft, treason, even petty thiev-
ery, were also subjected to great cruelties. Demons and other
supernatural causes were invoked when naturalistic explana-
tions were inadequate and rational treatments of no avail. We
tentatively suggest that before the invention of the micro-
scope, which enabled scientists to see germs, the belief that
demons inhabiting the body were responsible for serious
bodily and mental ills was not irrational.

Many of these mythical histories have a professional
or political agenda. The thesis that the times prior to the
eighteenth century were characterized by demonological
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explanations of mental illness and cruel mistreatment of the
mentally ill can be traced primarily to textbooks of psychia-
try that promulgated the value of Freudian ideas. The claim
that during the fifteenth century the mentally ill were placed
on “ships of fools” and sent out to sea derives from Michel
Foucault’s, Madness and Civilization: A History of Insanity
in the Age of Reason (1961/1965). Foucault presented his
speculations about the historical treatment of the mentally ill
to illustrate his conjecture that, in order to define themselves,
the dominant group in a culture must exclude others who do
not share the aspects they consider most important, reason, in
the case of the mentally ill. The fictitious nature of Foucault’s
ship of fools has been thoroughly demonstrated (Maher &
Maher, 1982).

No documentary evidence records prehistoric belief sys-
tems; nevertheless, the lack of evidence has not deterred writ-
ers of the history of psychopathology from making assertions
about the beliefs held by prehistoric peoples regarding the
cause and treatment of mental illness. Many such histories
open with the statement that prehistoric man believed that
deviant behavior was caused by demon-possession and so cut
a hole in the skull of a mentally ill person in order to let the
demon escape. A photograph of a prehistoric skull with a
roughly circular hole in it is presented as evidence for this
allegation. This popular myth of the trephined (or trepanned)
skull has in it all of the elements of guesswork plus ignorance
and indifference to actual evidence that characterize such
myths.

Archaeologists have unearthed a large number of such
skulls and dated them to the Neolithic period. The holes in
the skulls are usually symmetrical and are thought to have
been intentionally incised by the surgical technique of trepan-
ning. Thickening of the bone around the margins of the holes
in many of these skulls suggests healing and that the patient
survived the operation for some time. We do not know the
mental state of the patient and no direct evidence explains
why the hole was cut. (See MacCurdy (1924) for more on
trephining.)

Although we cannot prove wrong the assertion made
about the trepanned skulls, neither can we prove it correct.
It is based on an a priori assumption about prehistoric man
first advanced by the French neurologist, Paul Broca
(1824–1880), when Neolithic trepanned skulls were found
in the 1870s. Broca “felt that primitive man had made
these holes in skulls in order to liberate evil spirits who
might be causing headaches or epilepsy” (Ackerknecht,
1982, pp. 8–9). It is likely that Broca was influenced by a
widely accepted theory of stages advanced by Auguste
Comte (1798–1857), the French philosopher/sociologist
who founded the school of positivism. Comte (1830–1842),

proposed an inevitable progression in mental development of
peoples through three major stages. The first stage is the
superstitious theological stage, which progresses through
(1) animism (the belief that each object has its own will),
(2) polytheism (the belief that demons, spirits, and deities im-
pose themselves on objects), and (3) monotheism (the belief
that one God imposes his will on all things).

In the second metaphysical stage it is believed that natural
events are caused by occult physical forces. In the third sci-
entific stage, positive knowledge of natural causes replaces
superstition and metaphysics, and humans turn to the study of
laws “of relations of succession and resemblances” in order
to understand events in the natural world. It followed that
primitive humans at the animistic stage of reasoning about
the world would not react in the same way as civilized
humans. Subsequently, interpretations of Darwin’s theory of
evolution by natural selection published in 1859 reinforced
the assumption that prehistoric peoples would have been too
intellectually primitive to perform trepanation as a rational
surgical technique.

Early Attempts at Classification

For many centuries, the dominant view held that mental ill-
ness, although differing in symptoms and severity, is funda-
mentally one general disorder called melancholy. However,
in the seventeenth century, a view began to develop that
mental illness is an umbrella term encompassing a number of
distinguishable mental diseases. Robert Burton (1651/1927)
wrote, “Some confound melancholy and madness, others say
melancholy is madness differentiated not in kind but in extent
or degree, some acknowledge a multitude of kinds and leave
them indefinite.” This view became popular after the discov-
ery that mental illness as well as physical diseases differ not
only by symptoms but also by cause.

In the nineteenth century, attempts were undertaken to
identify and classify types of mental illness on the basis of
clusters of symptoms, etiology, course, and response to treat-
ment. The view that psychopathology is a general pathology
again emerged in the middle of the twentieth century when
learning theorists proposed that psychopathology represents
maladaptive responses to stress, and psychoses differ from
neuroses on a dimension of severity, unless the pathology had
been clearly determined to be caused by a demonstrable
lesion of the nervous system.

Today it is again generally held that diagnostically distinct
psychopathological disorders exist that differ in symptoms, eti-
ology, course, and response to different kinds of treatment. In
1952, the American Psychiatric Association published the first
edition of The Diagnostic and Statistical Manual of Mental
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Disorders (DSM), which listed 60 diagnostic categories. In
subsequent editions the categories have been revised and the
number enlarged; the 1968 second edition described 145 men-
tal disorders, the 1977 third edition described 230, and the
fourth 1994 edition described about 450.

Legal Views of the Mentally Ill

The legal system has classified psychopathology based on
different premises. They include the concept of responsibility
for one’s actions and the duty of society to protect those who
cannot protect themselves. The concept of responsibility is
the cornerstone of western law.

Throughout history legislation has been enacted to protect
the insane, as well as to protect society from those who are
disruptive or violent. Western law pertaining to the mentally
ill has its beginnings in the Roman law of Twelve Tables,
codified from traditional practices in the fifth century B.C.,
which provided for the appointment of guardians empowered
with authority over those regarded as incompetent to manage
their affairs. According to Neaman (1975), the Roman laws
of guardianship were designed to protect people and prop-
erty. The insane and the immature could not legally acquire
possessions, nor legally consent and dissent, because they
were presumed to lack the capacity to know what they were
doing. In cases where an insane person had committed a
crime, Roman law held that “an insane person, as well as an
infant, is legally incapable of malicious intent and the power
to insult, and therefore the action for injuries cannot be
brought against them” (p. 90).

Throughout recorded history, laws have been devised to
minimize the social impact of mental disorder. Legal records
dating from the earliest times indicate that throughout Europe
and Great Britain the family and, if family resources were
inadequate or unavailable, the community was responsible
for the care, maintenance, and supervision of incompetent or
deranged individuals. Such persons, if they were harmless to
themselves or others, were kept at home, allowed to roam
and beg, or were maintained by charity extended by members
of the community and the church. Some disruptive mentally
ill individuals may have been driven away by their families
or community—but we have no idea at all of their numbers.
In many places and times, the legal guardians of the insane
were held responsible for their actions and for conserving
their property. Insane persons considered likely to injure
themselves or others could be imprisoned. The antiquity of
such measures is indicated by the fact that mental disorders
were termed “surveillance diseases” in old Icelandic law
(Retterstol, 1975).

Laws that define culpability for criminal actions, as a mat-
ter of whether or not individuals are of sound mind and hence
responsible for their actions, are based on the doctrine of
“free will,” a concept developed by St. Augustine (354–
430 A.D.) and abandoned in scientific psychology. The doc-
trine held that the will is governed by the rational intellect,
which enables the individual to tell right from wrong, to make
judgments, and to choose to act based on rational considera-
tions. Without rational intellect, the individual is not free to
act responsibly. It was assumed that the rational intellect is
not developed in children before the age of seven, fails to
develop in “natural fools,” and is lost in the insane. Therefore,
children, “natural fools,” and the insane are incapable of free
will, and cannot be held responsible for the consequence of
their actions. Although children, natural fools, and madmen
could not be punished for their crimes, it was deemed neces-
sary to supervise and restrain them so they would not pose a
problem to society. The principle of diminished responsibility
was taken into consideration in assessing the guilt of insane
persons for criminal acts and in depriving them of certain
civil rights or obligations. Juries readily pardoned guilty per-
sons they considered demonstrably insane both before and
after the crime. Proofs of insanity most commonly used in
courtrooms were attempted suicide, violent or irrational be-
havior, and abnormal behavior accompanied by sickness.

Neugebauer (1978) reviewed extensive legislation en-
acted in medieval England intended to protect the person,
property, and civil rights of the mentally ill. The laws distin-
guished between persons suffering from congenital subnor-
mality and presumably incurable (“natural fools”) and those,
once normal, who became mentally deranged (non compos
mentis), for whom recovery might be possible. The Preroga-
tive Regis, dating from the thirteenth century, designated the
king as custodian of lands belonging to “natural fools” and
any profit therefrom rendered to the rightful heirs; the lands
of persons considered non compos mentis were to be con-
served and returned to the persons if they should come to
right mind. Judgment of mental disability relied on common
sense methods such as determining ability to perform simple
intellectual tasks.

In the nineteenth century the concept of responsibility, and
hence culpability in the case of crime, provided the basis for
England’s McNaughten Rules to handle the legal disposition
of criminals judged to be insane. These rules were estab-
lished after the 1843 trial of Daniel McNaughten in London,
which he was found McNaughten not guilty on grounds of
insanity for the murder of Edward Drummond, secretary to
Sir Robert Peel, the British prime minister. The rules hold
that persons who commit crimes while insane are not re-
sponsible for them because they lack the rational faculty
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for telling the difference between right and wrong, and, al-
though such persons must be restrained, they should be
treated for their insanity and not punished for the crime. The
McNaughten Rules are still applied in Great Britain and in
some states of the United States. (See chapter by Brigham &
Grisso in this volume.)

THEORY AND PRACTICE
IN THE CLASSICAL PERIOD

The humoral/pneumatic theory of disease, which originated
in fifth century B.C. Greece and was elaborated by Galen
in Rome in the second century, was the dominant medical
theory in the Western world until the eighteenth century—an
extraordinary longevity.

Classical Medical Theory

What we know about theories of medical practitioners in
ancient Greece we have derived from the Hippocratic Cor-
pus, a collection of 60 to 70 medical writings that includes
theoretical papers on the nature of disease in general and of
various illnesses in particular. It contains specifics of diagno-
sis, descriptions of therapies, case histories intended to teach
theory and practice to physicians, and papers apparently writ-
ten as lectures intended to publicize a physician’s work as
well as to present to laymen information about how to main-
tain health. The whole of the Corpus is often attributed to the
Greek physician Hippocrates (ca. 460–367 B.C.) but, varieties
of style of the papers make it evident that they were written
over a long time span by various people (Lloyd, 1978).

The theories of disease presented in the Corpus are bio-
logical and materialistic. No clear demarcation exists be-
tween “physical” and “psychological” disease; all disease
was attributed to some sort of imbalance in the natural state
of the body, which provided an explanation of the hidden
cause of diseases. Certain papers emphasized the importance
of the humors (fluids) in the body. They conjectured that by a
blending process called “pepis” or “coction,” various bodily
organs convert food into humors, but reached no consensus
as to the number or origin of the principal humors although
bile and phlegm were usually mentioned. Diagnosis was
based on close observation of specific symptoms, especially
of every secretion, and changes in the patient’s vital forces,
nutrition, body heat, mood, and memory.

The theory of humors, elaborated by Galen in the second
century, became the basis of medical theory and practice
until the eighteenth century. The four humors considered es-
sential for life were blood, phlegm, choler (yellow bile), and

melancholer (black bile). They were concocted by various
bodily organs from the primal elements taken into the body
from the heat of the sun, air breathed, and substances in-
gested. The humors varied in their qualities along the two
axes of hot–cold and moist–dry. Health required a balance of
the relative proportions of the humors, and anything that
interfered with proper coction of the humors resulted in dis-
ease. Three types of madness were distinguished—phrenitis,
mania, and melancholia. Phrenitis was diagnosed when fever
and delirium were present. Mania was characterized by ex-
treme excitement similar in the absence of fever. Melan-
cholia was differentiated from phrenitis by lack of either
excitement or fever and was usually attributed to an excess or
corruption of black bile (melancholer). Melancholia could
be engendered by psychological stress and could lead to
serious physical illness and even death. (The term melancho-
lia referred to a specific pathology now called depression.
The term melancholy evolved to denote a wide spectrum of
psychopathology.)

The Doctrine of Pneuma

Since living creatures die when they are deprived of air, it
followed that the life force must require a substance in the
air breathed, which led to the hypothesis of “pneuma,” a
superfine material essential to life and growth, in which
motion is inherent. It was conjectured that pneuma, distin-
guished from the psyche or soul, is present at the very begin-
ning of life, assists all physiological and psychological
functions, and is renewed by breathing and digestion. Because
blood pulses as if impelled by a vital force, it was assumed that
pneuma is transported by the blood throughout the body, and
further assumed that pneuma is stored in the ventricles of the
brain (Brett, 1963). The paper “The Sacred Disease” in the
Hippocratic Corpus states that the air breathed in leaves
behind in the ventricles of the brain “its vigour and whatever
pretains to consciousness and intelligence [and,] the move-
ment of the limbs” (Lloyd, 1978, p. 250)—for example,
pneuma. “Therefore, when the blood-vessels are shut off from
this supply of air by the accumulation of phlegm . . . the pa-
tient loses his voice and his wits” (Ibid, p. 243); hence, the
brain is the seat of the “sacred” disease (probably epilepsy).
Note that at the time, and for many centuries after, the brain tis-
sue itself was not believed to have any psychological function.

Medical and Other Treatments

Treatment consisted of bloodletting and herbal drugs with
emetic or purgative properties to remove excess or corrupt hu-
mors, and of herbal extracts, nourishing food, and stimulating
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drinks to augment depleted humors. It was generally believed
that opposites are cures for opposites, hence cold packs
and cooling drinks for fever, hot drinks and warm blankets
for chills, herbal extracts with narcotic properties (such as
opium) for agitation and excitement, and extracts with stimu-
lating properties for lethargy. If a disease is caused by a
morbid agent, the process of coction normally expels the
morbid agent in the feces, urine, and sweat, and the physician
helped by administering appropriate laxatives, diuretics, or
sudorifics. Diet, exercise, and adequate sleep, subsumed
under the concept of “regimen,” was considered of paramount
importance both in managing disease and maintaining both
mental and physical health (Lloyd, 1978).

Theories that attributed psychopathology to the failure to
use reason to control emotion, restrain impulse, and regulate
conduct date back at least as far as Plato (428–348 B.C.). He
is credited with having introduced the concept of the tripartite
soul, which, elaborated by Aristotle, persisted for centuries.
The function of the rational soul is to seek knowledge and
truth; it is intended to govern the spirited soul (mediating
sensation and movement), which in turn is intended to govern
the appetitive soul (the nutritive and reproductive functions).
Eros is the energetic force for all activity and, at its lowest
level, is sexual desire. The rational soul can seek knowledge
only if Eros is sublimated to higher ends (Plato, 1894a).

The soul, in this line of thinking, can become diseased as
a result of bodily disease: “For where the acid and briny
phlegm and other bitter and bilious humours wander about in
the body, and . . . mingle their own vapours with the motions
of the soul . . . they produce all sorts of diseases, and being
carried to the three places of the soul, whichever they may
severally assail, they create infinite varieties of ill-temper and
melancholy. . . .” In Plato’s view “excessive pains and plea-
sures are justly to be regarded as the greatest disease to which
the soul is liable . . .” and can cause madness (Plato, 1894b).
The intensity of sexual drive can cause mental disorder in
both men and women. The idea that sexual deprivation in
females is the cause of “all varieties of disease” served down
through the centuries to explain hysteria, accompanied by the
assumption that hysteria can be cured by sexual intercourse.
The view that the passions, or affective excitement (particu-
larly that arising from the sexual passion), are a significant
cause of psychopathology first described by Plato, was held
until the nineteenth century and appears in Studies on Hyste-
ria by Breuer and Freud (1895/1955).

As Rome became the center of power in the Mediter-
ranean world, the various schools of Greek medicine gradu-
ally transferred there from Alexandria. By the time the
Roman empire had been established, Greek physicians dom-
inated Roman medicine. Physicians separated into various

sects, each basing its system of treatment on a different
aspect of Greek medical philosophy. Some physicians re-
tained the theory of humors. The pneumatists believed that
disturbed pneuma flow in the body caused disease. The
methodists, who based their theory on atomism, attributed
disease to an abnormal constriction or relaxation of the solid
particles of the body. The empirical school renounced theory
in favor of devising treatments based on observation. The
eclectics took whatever seemed useful to them from the other
schools.

Aulus Cornelius Celsus, a first century Roman writer,
compiled an encyclopedia of which De Medicina, the portion
on medicine, survives. The work largely derived from the
Hippocratic Corpus. It was printed in 1478, translated into
English in 1756, and was used by physicians as a medical text
into the eighteenth century (Celsus, 1935).

Celsus made the usual distinction between insanity and
the delirium of patients suffering from high fever. Some
insane persons are sad, others hilarious; some are more read-
ily controlled and rave in words only; others are rebellious
and act with violence. Of the latter, some do harm only by
impulse whereas others, although appearing sane, seize the
occasion for mischief, and their insanity must be detected by
the result of their acts. Patients should have pleasant sur-
roundings, be provided with interesting but not overstimulat-
ing diversions, and should not be left alone or among people
whom they do not know. They should be agreed with, rather
than opposed, with the object of turning their mind slowly
and imperceptibly from irrational talk to something better.
For insane persons duped by phantoms, Celsus recommended
purging with black hellebore, a poisonous herb believed to
purge black choler. Those who are hilarious should be given
white hellebore (another poisonous herb) as an emetic. Mas-
sage should be used sparingly with patients who are over-
cheerful. Insane persons who are deceived by the mind may
benefit if forced by fear to consider what they are doing; for
example starvation or flogging might force the patient, little
by little, to fix his or her attention and learn. (Such treatments,
we note, suggest modern methods of aversive conditioning
and attempts to train attentional focusing.)

Galen of Pergamon (ca. A.D. 130–201) was considered
the greatest of the eclecticist physicians. (We note that
Hippocrates’ reputation is largely based on Galen’s frequent
citations as the authority of his own views.) He integrated the
doctrine of pneuma into an elaboration of the theory of four
humors in which different diseases are caused by different
imbalances of the normal equilibrium of the humors and their
specific qualities (“dyscrasia”). Galen emphasized that be-
cause individuals have characteristic patterns for metaboliz-
ing the elements of food, they differ in temperament, which
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accounts for individual differences in susceptibility to differ-
ent kinds of disease. Temperament is evident in body type,
and it follows that prognosis is improved if the body type is
identified.

By Galen’s time the existence of nerves had been recog-
nized. Herophilus (ca. 355–280 B.C.) and his contemporary
Erasistratus (ca. 330–250 B.C.) had traced some of the nerves
to the brain and concluded that nerves must provide the “con-
duits” for the passage of pneuma to and from the brain, hence
nerves must be hollow. They theorized that sensation occurs
when pneuma that conveys impressions of the external world
flows through the nerves toward pneuma stored in the ventri-
cles of the brain. The flow outward from the brain is directed
by the psyche through the nerves to various muscles, inflating
them to initiate action. Galen developed the final form of this
doctrine to construct a theory of psychophysiology that in its
general outline remained influential through the eighteenth
century.

According to Galen, pneuma, the basic principle of life,
and originates from the general “world spirit.” As pneuma
ascends through the body to the brain it is progressively re-
fined into natural spirit, vital spirit, and animal spirit. The
quality of pneuma could be adversely affected by a variety of
agents, including “vicious humors,” toxins, poor diet, inade-
quate sleep. Severe pain and, notably, excessive passions
(such as sexual lust, rage, greed, grief, fear, and great joy) in-
terfere with attention, memory, imagination and thought, and
could eventuate in melancholy or mania. As had Plato and the
Stoic philosophers before him, Galen viewed emotional
states as a form of mental disorder, and commented that “the
passions have increased in the souls of the majority of men to
such a point that they are incurable diseases” (Jackson, 1969,
p. 380). Hence a salubrious climate, proper diet, good diges-
tion, adequate sleep, proper exercise, and freedom from per-
turbation of the soul by the passions are essential to preserve
health. Galen recommended that those with mental health
disturbed by passions receive education designed to promote
self-understanding, governance of the expression of the pas-
sions, and capacity to delay acting when in a passionate state
in order to reflect and choose a rational course of action. Such
education ideally should be provided by a mature man, him-
self free from passion.

Galen identified three types of melancholia: one in which
the brain is directly affected by overheated blood and black
bile, one in which the brain is secondarily affected by blood
corrupted by black bile throughout the whole body, and one
(“hypochondriasis”), in which the brain is secondarily af-
fected by black bile in the abdominal organs (the hypochon-
drium), particularly in the stomach, which Galen believed to
be intimately connected to the brain. Hypochondriasis is

characterized by severe digestive disturbances and flatulence;
because proper coction of humors was assumed to depend on
good digestion, it followed that digestive disorders would be
a significant cause of melancholy. The notion of hypochon-
driacal melancholy was still current in the seventeenth cen-
tury (see Burton, 1654/1927) and being described in the
eighteenth century. By the twentieth century, hypochondria-
sis had come to mean a morbid concern about one’s health.

Melancholy tends to occur in individuals constitutionally
inclined to the disorder. Galen observed that melancholy
was more common in men but tended to be more serious in
women, and that it occurred sometimes in young persons,
was uncommon in persons in the prime of life, and was so
common in older people that it could be considered an almost
inevitable result of advancing age. Individuals who suffer
from melancholy are usually, but not always, sad and fearful;
some wish to die, others fear death. Symptoms of melancholy
described by Galen included incoherent speech, mutism,
amnesia, and elaborate delusions. A melancholy patient
might be delusional, yet be otherwise sane. Instances of delu-
sions mentioned by Galen include the conviction of a patient
that he was made of glass and feared being broken, the belief
of another patient that he had no head, and beliefs of being
poisoned or chased by demons. Galen’s case histories were
plagiarized throughout the course of medical and psychiatric
history—and were, perhaps, plagiarized by Galen from
others before him.

Galen recommended the traditional treatments of blood-
letting, purgations, herbal remedies, and a regimen of exer-
cise and nutritious diet, and suggested that sexual intercourse
could be beneficial. He is known for his emphasis on the use
of drugs (which came to be called “galenicals”) in the treat-
ment of disease, although most of the drugs he used were not
original with him. Galen discussed hysteria, believed caused
by disease of the uterus, which was not considered a form of
madness because psychological symptoms were not an es-
sential aspect of the disorder. Although Galen believed that
the uterus could be displaced from its normal position, he
rejected the ancient idea that the uterus could be freed from
its attachments to move about the body. Like earlier medical
theorists, Galen believed that hysteria was a disease of
unmarried women and widows as a result of their being
deprived of sexual intercourse.

Galen’s writings were synthesized and elaborated by later
Greek authors. Although the medical schools of Athens and
Alexandria continued to function at least until the seventh
century and some medical treatises, largely based on Galen’s
teaching were written, interest in scientific medicine de-
clined in Western Europe after the fall of the Roman Empire.
Waning interest may have derived from decreasing numbers
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of students going to medical school in Alexandria and the
dramatic increase in those entering the priesthood during the
early years of the spread of Christianity. After the fall of
Alexandria in 642, knowledge of Greek medicine and other
aspects of Greek learning were preserved by Byzantine and
Arab authors who translated and further elaborated them.
These writings were later translated into Latin in Europe, and
as a consequence Galen’s doctrines came to dominate med-
ical theory in the western world until well into the eighteenth
century.

The humoral theory provided a basis for understanding
individual differences in character and patterns of behavior.
Although Galen is credited with having emphasized the sig-
nificance of temperament, Leicester (1974) points out that he
did not name the temperamental types applied in the twelfth
century by Honorius of Autun who identified them as san-
guine, melancholic, choleric, and phlegmatic. By this time
temperament had come to refer to characteristic psychologi-
cal dispositions. Both bodily characteristics and personal
traits were believed to be determined within broad limits by
an individual’s characteristic balance of humors; therefore, to
assess body type was to obtain information usefully corre-
lated with character. Although the humoral theory was finally
abandoned, the concept of balance of bodily processes as an
explanation for a wide range of complex psychological and
physiological phenomena is still useful today. For example,
the concept of pneuma or animal spirits was a forerunner
of our current knowledge that the impulses of the brain are
electrical and transmitted by nerve fibers through the bio-
chemical substances known as neurohumors, most recently
called neurotransmitters. Classical ideas about melancholer
and its correlation with melancholia are precursors of current
hypotheses about the causes of serious depressive and schiz-
ophrenic disorders.

THE MIDDLE AGES TO THE
EIGHTEENTH CENTURY

Sometime in the sixth century, monks began copying and
translating available Greek manuscripts. Libraries of impor-
tant abbeys contained summaries of Galen and other Greek
physicians. Until approximately the twelfth century, monks
in some monasteries as well as local healers and itinerant
doctors provided any medical treatment in the Hippocratic-
Galenic tradition. From the eighth to the thirteenth century,
Arab and Jewish scholars were preeminent in medicine
and science. What came to be known as “Galenism,” was
based on Arabic syntheses and elaborations of his theories,

dominated Byzantine and Arabic medical theory. Many of
these treatises were translated into Latin in the twelfth cen-
tury and were used as medical texts in Western Europe uni-
versities established by the Roman Catholic Church. They
were, in fact, a major source of medical knowledge for
physicians in Western Europe through the seventeenth cen-
tury. In addition, many Middle Eastern doctors migrated to
Europe bringing knowledge of Arabic science with them.
Clark (1984) states that recent research has indicated that
by the late sixteenth century, with the tremendous increase
in literacy at the time (and, we add, by word of mouth) the
average European had at least a partial knowledge of the
accepted medical theory and practice.

A major tenet of Christianity was the importance of com-
passion and charity toward the unfortunate. Hospices were
established to provide shelter and succor for the destitute—
the orphaned, the aged, the disabled, the chronically ill
(including the mentally ill), and the destitute. Hospitals were
founded, originally attached to monasteries, where the in-
sane, who were usually regarded as sick, were accepted.

Many fundamental concepts of human nature, derived from
classical philosophy, were incorporated into the developing
Christian theology. St. Augustine (354–430), who was greatly
influenced by Neoplatonism, attempted to reconcile Plato’s
theories with Christian theology and St. Thomas Aquinas
(1225–1274), incorporated aspects of Aristotelian philosophy
into Christian theology. Christianity, gradually became a sin-
gle unifying ideology in Western Europe and its doctrines
came to have a pervasive influence on all aspects of human life.

The dualism of an immortal soul in a mortal body is cen-
tral to Christian theology. Christian doctrine held that salva-
tion of the soul requires renunciation of the pleasures of this
world, which are temptations to sin. Unpleasant and painful
experiences, including psychological suffering, could be in-
terpreted as punishment from God for sin. People with
clearly psychological disorders (“soul sickness”) were often
treated by a priest with prayers and counseling. Handbooks
were issued for priests with advice on how to deal with psy-
chological problems. They included guidelines for counsel-
ing, moral advice, recognition of responsibility.

Although faith healing and demonology increased with the
spread of Christianity, it did not replace medical treatment
among those who had access to and could afford it. The impor-
tance of demonological theories to the understanding of psy-
chopathology throughout the Middle Ages and Renaissance
has been greatly overemphasized. It was usually assumed that
demons could only cause symptoms indirectly by corrupting
the humors and animal spirits of the body. Demonology was
not invoked for most illness and deaths, including epidemic
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disease, but only when the usual theories were not adequate to
explain a particular illness (see Clark, 1984).

Hospitals

The London hospital of St. Mary of Bethlehem (later known
as Bethlem, or Bedlam) was founded in 1247. Originally
intended to provide accommodations for visiting clergy, it
later became a hospital, which, like most other hospitals,
cared for a certain number of mental patients. John Stow’s
1890 Survey of London stated that “. . . it was an Hospitall for
distracted people. . . . In this place people that bee distraight
in wits, are by the smite of their friends receyved and kept
as afore, but not without charges. . . .” (Clay, 1909, p. 31).
By the fourteenth century, the church had established
hospitals throughout Western Europe, some with limited ac-
commodation for the mentally ill. By the fifteenth century,
asylums for the mentally ill were founded. In the sixteenth
century, hospitals established by religious groups began to be
replaced by hospitals under secular management with the ob-
jective of providing for the sick and needy at public expense.
Affluent lunatics were boarded out with clergymen or physi-
cians, thus giving rise to the first private “madhouses.” In
England and Germany, insane persons considered not dan-
gerous wore badges that signified they were entitled to seek
alms. In England, at least as early as the sixteenth century, in-
mates confined in Bethlehem Hospital were released to beg
when they were considered no longer likely to harm them-
selves or others (Aubrey, 1813/1972).

Certain shrines became noted as centers for mental
healing. In Belgium, during the eleventh and twelfth cen-
turies, the shrine of St. Dymphna, which had been erected on
the site of Dymphna’s martyrdom at Geel, became particu-
larly known for miraculous cures of epileptics and other
“lunatics.” From the second half of the fourteenth century, the
shrine gradually became a place of pilgrimage specifically for
mental patients.

Europe’s population approximately doubled during the
sixteenth and seventeenth centuries. Poverty conditions wors-
ened and begging reached unprecedented levels, with large
numbers organized into gangs. This exacerbated a growing
resentment on the part of citizens expected to give charity to
those who asked for it. Almsgiving came to be considered the
promotion of a social evil and therefore immoral. Resources
were unified under the governance of local or national au-
thorities with the aim of eliminating begging by organizing
public assistance. In France, a royal edict issued in 1656 by
King Louis XIV ordained the confinement of beggars,
tramps, vagabonds, freethinkers, prostitutes, and the insane.

The Hôpital General of Paris was established to segregate
socially dependent or disruptive individuals from society.
La Bicêtre, for men, and the Salpêtrière, for women, often
described as asylums for the insane, were both large general
hospitals for the poor with only a few wards for the insane.
There were many paths into institutions other than that of
mental illness. A 1690 regulation decreed that children (up to
age 25) of artisans and other poor inhabitants of Paris who
“used their parents badly,” refused to work because of lazi-
ness, or, in the case of girls, were debauched, were to be
confined—the boys in the Bicêtre, the girls in the Salpêtrière
(Rosen, 1968).

The first European institutions specifically for lunatics
were established during the eighteenth century. The methods
of treatment were those traditional from the classical
period—bloodletting, emetics, purgatives, and blisters raised
on the patients’ bodies in order to draw off corrupted hu-
mors. St. Patrick’s Hospital was founded in 1746 in Dublin
with the legacy left by Jonathan Swift (1667–1745), dean of
St. Patrick’s. Swift, known for his satire Gulliver’s Travels,
was deeply concerned about the problems of mental illness.
He willed most of his estate for the foundation of a “House
for Fools and Mad.” Lunatic asylums were founded some-
what later in other large cities.

The Anatomy of Melancholy

Robert Burton (1577–1640), an English clergyman, wrote
The Anatomy of Melancholy, first published in 1621. Burton
undertook the task of “anatomizing” melancholy, a term that
embraced all kinds of madness. He compiled all the descrip-
tive and conjectural writings on the nature, causes, and cures
of melancholy, accumulated from the classical period to his
own time. His book, which went through numerous editions,
was highly regarded as a medical treaties into the eighteenth
century and is an invaluable source for information regard-
ing the history of ideas about mental illness and its treat-
ment. Largely derived from Galen and modified by Christian
theology, his work testifies to the longevity of the humoral/
pneumatic theory.

Burton, as had Galen, stated that the passions may be
called diseases, and are a frequent cause of melancholy.
Other causes include defective heredity; bad nursing in
infancy; too rigorous, severe, remiss, or indulgent education
by bad parents, step-mothers, and teachers; and loss of lib-
erty, servitude, poverty, and death of friends. He wrote that
although melancholy is difficult to treat, it may be cured or at
least mitigated if it is not hereditary, if it is treated early, and
if the patient is willing to be helped. The physician should
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seek to relieve the patient’s mind of worries, fears, and suspi-
cions, “for the body cannot be cured till the mind be satis-
fied . . . but if satisfaction may not be had . . . then . . . drive
out one passion with another, or by some contrary passion”
(Burton, 1651/1927, p. 476).

Mystical Bedlam by Michael MacDonald (1981) is an-
other source for information about concepts of abnormal
psychology in seventeenth century England. MacDonald
researched case histories recorded by Napier, a seventeenth-
century astrological physician, of some 2,000 “obscure
rustics” that Napier had treated. Napier’s diagnoses classified
mental disorders as types of sickness variously explained by
traditional cosmological and religious beliefs, and as results
of individual experiences and social actions.

Increasing city populations and sizes likewise increased
the importance attached to the physical consequences of
living in crowded urban environments and assumptions that
the humors are affected by toxins and miasmas. George
Cheyne’s The English Malady, published in 1734, refers to
depression or melancholy, then regarded as a peculiarly
British ailment not only by the English but also by the French.
Cheyne attributed the alleged prevalence of melancholy
among the English to the conditions of urban life with special
reference to London: “. . . the infinite number of fires, . . . the
clouds of stinking breaths and perspirations, . . . the stinking
butcherhouses, stables, dunghills . . . and mixture of such
variety of all kinds of atoms are more than sufficient to
putrefy . . . which in time, must alter, weaken, destroy the
healthiest constitutions of men. . . .” (quoted in Harms, 1967,
pp. 59–60). The recommendation that asylums be built in the
country comes as no surprise.

From Animal Spirits to Animal Electricity

In the sixteenth century Andreas Vesalius (1514–1564) re-
ported that nerves appear solid and therefore could not serve
as conduits for pneuma. In the seventeenth century, William
Harvey (1578–1657) discovered the circulation of the blood.
He demonstrated that the heart is a pump that propels blood
through the body by mechanical action. This ended the need
for the theory that vital spirits provide the impetus for the
pulsing of the blood. However, the concept of animal spirits
was not abandoned based on these discoveries, but continued
in use to explain psychological function and mental illness
beyond the seventeenth century. The neurology of the French
philosopher, René Descartes (1596–1650), depended on the
notion of animal spirits being shunted along tubular nerves
from the sense organs to the brain. In 1660, Highmore (cited
in Lopez-Piñero, 1983) described animal spirits as minutest
fiery particles, rarefied in the heart by fermentation and,

mixed with blood, transmitted through the arteries to the
brain where they are separated from the blood and stored in
the channels and ventricles of the brain for use under the di-
rection of the soul. Thomas Willis (1684) published a fairly
accurate description of nerves and his theories about convul-
sive diseases. He conjectured that animal spirits formed in
the brain produce motions by explosive action. When this ex-
plosive action is excessive, convulsions and mental disease
result.

After Isaac Newton (1642–1726) published his Philosophiae
Naturalis Principia Mathematica in 1687, the concept of ani-
mal spirits was redefined as a vital gravitational force (elan
vita). The Italian anatomist Luigi Galvani (1737–1798) reported
that electrical energy is propagated along the nerves and gener-
ates muscular movement, a discovery that finally led to the
abandonment of the belief that animal spirits move through
tubular nerves. However, the doctrine of animal spirits was not
wholly replaced as a physiological explanation for sensation
and action and the notion of “animal electricity” (vis nervosa)
replaced that of animal spirits. Clarke and Jacyna (1987) com-
ment as follows:

It is a remarkable fact that a concept of how a nerve functioned
should have survived almost intact from Greco-Roman antiquity
to the nineteenth century, but this was the case with the doctrine
of the hollow nerve. . . . The basic supposition was that messages
could travel along the lumen of the hollow nerve, and although
subjected to various modifications, the theory was still alive in
the early 1800s. Because it was universally accepted for so many
centuries, owing chiefly to the authority of Galen, we can con-
clude that it must have satisfied the majority of scientists and
physicians. (p. 160)

The theory was finally overthrown by research on animal
electricity first reported by Galvani in 1791.

The declining influence of the humoral theory was accom-
panied by an increasing interest in so-called nervous disease.
This rather loosely defined concept distinguished between
insanity and less disabling disturbances found with some fre-
quency in the general population.

In Britain, nervous diseases were assumed to be more
common in the leisured classes as a result of insufficient fresh
air, lack of exercise, adultery, abuse of medicine, excessive
study, and others previously listed by Burton (1651/1927) as
causes of melancholy. Robert Whytt (1765) complained,

. . . the disorders which are the subject of the following observa-
tions have been treated by authors under the names of flatulent,
hypochondriac, or hysteric. Physicians have bestowed the char-
acter of nervous on all those disorders whose nature and cause
they were ignorant of. (p. III)
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Despite Whytt’s caveat, William Cullen (1784), the influen-
tial nosologist, considered all diseases, but especially psychic
diseases, to be neuroses. For many years the term neurosis,
first coined by Cullen, referred to a biological disorder of the
nervous system, but one not localized to a specific part of the
nervous system. According to Cullen, life is maintained by
brain energy flowing from the central nervous system to
muscles and solid organs; disease results if the energy is
inadequate. The debate about the presence or absence of a
neurological disorder underlying the neuroses continued well
into the late nineteenth century.

From Magnetism and Mesmerism to Hypnosis

The sixteenth century saw the development of magnetism, a
theory and treatment of disease concurrent with, but outside
that of traditional medicine. William Gilbert (1544–1603),
English scientist and physician to the queen of England, dis-
covered the physical force of magnetism. Gilbert’s discov-
ery gave rise to the notion of a cosmic magnetic life force
that permeates the universe and controls psychological
and physiological functioning, and magnets gained popular-
ity as a means of manipulating this force to cure physical
and mental disease. During the eighteenth century this cos-
mic force was redefined as the force of gravity posited by
Newton and was regarded as a vital principle of life. The
practice of magnetism to treat disease, rationalized by
Newton’s theory, became particularly popular in Germany
and Austria. The notion relating magnetic force’s influence
on the balance of bodily spirits received renewed emphasis
with the popularity of Franz Anton Mesmer (1734–1815)
whose theory of disease and its cure combined century-old
notions from humoral theory with the idea of occult natural
forces borrowed from Newtonian physics. Mesmer identi-
fied a “subtle and mobile fluid” as the medium of the force
of universal gravity and the primeval agent of nature. He de-
scribed it as bathing the entire universe, surrounding and
penetrating all bodies that exist and particularly exercised
on the nervous system. All illness, physical and psychologi-
cal, results from an imbalance of the fluid’s distribution
within the body. Certain privileged individuals are capa-
ble of directing this fluid in the bodies of sick people to re-
store its balance. Mesmer established a medical practice in
Vienna and began using magnets to treat disease in 1774,
but soon discovered that he did not need magnets—he could
produce the same effects by passing his hands downward
over his patient’s body toward the feet, even at a distance.
He concluded that he, himself, must have an accumulation
of “animal magnetism” in his body that he could transmit to
the patient.

Mesmer moved to Paris and in 1778 established a treat-
ment salon. His famous tub, placed in the center of the
salon, contained wine bottles filled with “magnetized”
water covered with an iron lid pierced through with holes.
From each of the holes issued a long movable iron rod that
the patients applied to the parts of their body afflicted with
pain or disease. The patients sat in a circle around the tub
as close together as possible; they held each other by the
hand and pressed their knees together in order to facilitate
the passage of the magnetic fluid from one to another. Well
built, handsome young men circled the patients, pouring
onto them fresh streams of invisible “magnetic” fluid from
the tips of their fingers; they also rubbed the patients down
their spines and gazed into their eyes. All this passed in si-
lence except for occasional swelling notes from a glass
harmonica or a hidden singer. After an hour or two of this,
one or more of the patients began to convulse in epileptic-
like fits. At this point, Mesmer himself appeared, dressed
in a richly embroidered silk robe and waving a wand, and
the remaining patients, some sobbing, others laughing or
screaming, all subsided into somnambulistic trances. When
the patients regained consciousness, they described feeling
streams of cold or burning vapor passing through their bod-
ies and reported that their ailments were cured (Tinterow,
1970). Mesmer’s therapeutic technique, known as mes-
merism gained great popularity, but was vigorously criti-
cized by the leading members of the academic, scientific,
and medical establishments of the day, and by the clergy,
some of whom claimed he was in league with satanic forces
(Darnton, 1968).

In 1784, by order of King Louis XVI, a joint commission
was appointed from the Faculty of Medicine in Paris and the
Royal Academy of Science to investigate the claims of the
Mesmerists. Benjamin Franklin presided over the commis-
sion (chosen because of his investigations of electricity),
which included the French scientists Lavoisier and Guillotin.
The commission did not question Mesmer’s results but did
dispute the claim that Mesmerists could manipulate a mag-
netic fluid. They concluded that Mesmer’s claimed forces did
not exist and that the Mesmerists’ apparent successes could
be explained by suggestion and imagination.

Although the commission’s report invalidated the extrav-
agant claims made by Mesmer and his followers, the facts
of his apparent cures were left unexplained. James Braid
(1795–1860), a British surgeon, like most reputable physi-
cians, had dismissed the mesmerists’ practice as mere
chicanery and the behavior of their mesmerized subjects as
voluntary simulation. However, after attending several public
exhibitions of mesmerism he became convinced the phenom-
ena he was observing were real. Braid experimented with



314 Abnormal Psychology

family members and friends and discovered that he was able
to induce a trance state. He identified a trance as nervous
sleep and coined the term hypnosis for the induced state (see
Braidism, Oxford English Dictionary).

Moral Management and the Association Model

Although Philippe Pinel is often credited with having initi-
ated reform in institutions for the insane, agitation for reform
had begun before him in many countries where general insti-
tutional conditions had been deteriorating. In 1796, in re-
sponse to widespread publicity generated by investigations of
deplorable institution conditions, the English philanthropist,
William Hack Tuke (1732–1822) persuaded the Society of
Friends, to found the Retreat at York, planned as a therapeu-
tic environment for mentally ill Quakers. Tuke instituted a
system known as moral management, based on humanitarian
care, moral (i.e., psychological) treatment, minimal restraint,
and constructive activities.

The principles of moral management followed the con-
cepts of eighteenth century moral philosophers, and the
British concept of “associationism,” that psychological states
and processes are sequentially determined by prior experi-
ence and governed by the laws of association. Individual
differences were explained as a consequence of differing par-
ticular sequences of experiences, especially those of educa-
tion. This view led to the optimistic belief that, based on
proper education, it would be possible to plan a utopian soci-
ety to achieve a universal social harmony.

Associationism owed a debt to John Locke (1632–1704)
who, in his An Essay Concerning Human Understanding
(1700) stated that all our ideas come from experience, first
from sensation and secondly from reflection upon the ideas
furnished by sensation. Locke believed that in ordinary
thought, one idea normally succeeds another by “natural” or
rational connections. But, according to Locke, occasionally
ideas become fortuitously associated by their contiguity,
which explains how even reasonable people may come to
hold unreasonable beliefs. Locke suggested that mental
disorders are extreme instances of such unreasonable beliefs.
Although this “association model” of psychopathology
attributed sensory defects and abnormalities of movement to
structural defects in the nervous system, it explained
insanity—peculiar ideas, aberrant and incoherent thought
processes, inappropriate emotions, and bizarre behaviors—as
attributable to chains of irrational associations established by
unfortunate learning situations. Sanity was considered a mat-
ter of coherent, rational thought processes and of self-control,
with the proper use of the will in the service of reason to
control emotions and to guide action. (This view has a long

history—Plato held it and stressed the importance of inner
governance.) Insanity results from unfortunate experiences,
lack of discipline, and self-indulgence, hence it can be cured
by reeducation (Plato, 1894a).

The association model provided the rationale for moral
management. People affected with insanity, according to this
view, should be removed from the pernicious influence of
their homes and environments. They should be placed in a
well-ordered social milieu designed to gently but firmly reha-
bilitate them to the norms of society by an orchestration
of therapeutic relearning experiences and provision of firm
moral guidance in order restore mental health.

Small asylums, modeled on the York Retreat, sprang up in
Britain and the United States. Managers were often physi-
cians but also ministers, because insanity was attributed to
psychological, not biological, causes. Persons who provided
therapy for the insane had come to be known as “alienists”
because they dealt with the problems of the alienated mind.
Physical restraint and drugs were minimized in favor of
kindly supervision and methods designed to reeducate and to
instill appropriate behavior and self-discipline. Religious ser-
vices were available, although patients who tended to reli-
gious brooding might not be permitted to attend. Practitioners
made little attempt to determine specific causes for the psy-
chopathology. These measures, intended to induce habits of
self-control, did not always work, as many patients were self-
destructive or violent to others, which made restraint neces-
sary at times.

William Battie (1704–1776), an English alienist and an
early advocate of moral management, was the first in Britain to
teach psychiatry to medical students. In his A Treatise on Mad-
ness (1758), Battie made a distinction between “original” (i.e.,
organic) and “consequential” (or acquired) madness. He be-
lieved that mental disorder could be cured if patients were
treated in an asylum where they were isolated from family and
friends, were attended by asylum staff rather than their own
servants, and were managed by efforts to check their “unruly
appetites” and divert their “fixed imaginations.”

Philippe Pinel (1745–1826), the French alienist, founded a
school of psychiatry at the Salpêtrière, where he trained a
generation of psychiatrists, including Esquirol, who spread
his ideas throughout Europe. Pinel has been considered
the founder of modern psychiatry because he wrote the first
textbook of psychiatry, Traité Médico-Philosophique sur la
Manie (Pinel, 1806). Pinel is also credited with having inau-
gurated the humane care of the institutionalized insane, based
the claim that he removed the chains from the insane patients
at the Bicêtre. Weiner (1979) points out that, in fact, this
was done by Pussin, who successfully replaced chains with
straitjackets for incurable mental patients at Bicêtre. Pinel
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subsequently had Pussin transferred to the Salpêtrière to help
him reorganize the hospital.

In Italy, Vincenzo Chiarugi (1759–1820), superintendent
of the hospital of Bonifazio published his three volumes,
On Insanity and its Classification (1793/1987). He issued
hospital regulations in which he stated that mental patients
should be given humanitarian care, restraint should be kept
to a minimum, physicians should visit the wards daily, and
a program of recreation and work should be initiated. He at-
tributed insanity to congenital factors and to environmental
influences. John Conolly (1794–1866), a British physician,
practiced enlightened treatment methods for the mentally
ill, including minimal use of restraints when he became res-
ident physician at the Hanwell Asylum in 1839 (Scull,
1985).

EIGHTEENTH TO MID-NINETEENTH CENTURY

Asylums of the Era

Early nineteenth-century British asylums, conducted accord-
ing to principles of moral management, offered cures for
madness and acquired a reputation for achieving them. During
the same period private madhouses multiplied that accepted a
few mentally ill patients for payment. Many were owned or
managed by clergymen or physicians and often remained in
the same family for generations. Some were owned by rep-
utable physicians, of whom William Battie was one.

However, many private madhouses and asylums were
badly managed, and complaints about the conditions in these
places led to a parliamentary inquiry. Findings of inhumane
treatment led to government legislation aimed at providing
proper care and treatment, and establishing an efficient sys-
tem of inspection and licensing of public and private institu-
tions. The belief that the social engineering that organized
and maintained a productive economy could solve the prob-
lems of human need engendered the hope that persons put in
hospitals (and prisons) could be cured, or at least improved,
and rehabilitated to society. These institutions were, in the
main, general hospitals and workhouses intended to provide
minimal housing and care for paupers, those unable to fend
for themselves or unwilling to work.

As it became obvious that mentally deranged or incompe-
tent persons presented special problems, institutions were
built to house them. The inmates of these “lunatic asylums”
included habitual drunkards, petty offenders, vagrants, suf-
ferers of organic diseases (in particular general paresis), as
well as the mad. Over time, the increasing number of indi-
viduals judged to require institutionalization resulted in enor-

mous expansion of these asylums. As a typical example, the
West Riding Asylum in Wakefield, England was built in 1818
to care for 150 patients but within 80 years, it held almost
1,500. Moves to provide help funded by the state were en-
cumbered by problems of indifference. Under pressure of in-
creasing admissions plus accumulation of hopeless cases,
asylum architecture, initially designed to provide environ-
mental stimuli calculated to rouse pleasant and ordered
emotions, was altered. The size of public institutions eventu-
ally reflected not patient needs but cost to the public, and the
institutions tended to become custodial warehouses. Harsh
measures were often used and asylum staff as well as patients
lived a dismal existence (Russell, 1988).

Advent of Nosological Systems

In the latter half of the eighteenth century, nosological sys-
tems organized diseases, described in detail, according to the
model of systematic botany established by Linnaeus, the
Swedish botanist, physician and founder of modern taxon-
omy. William Cullen (1710–1790), a professor of medicine at
the University of Edinburgh, was the most influential classi-
fier of disease of the time. The section on medicine in the first
edition of The Encyclopædia Britannica (1771), utilizes his
system. The discussion of neuroses or nervous diseases states
that melancholy and madness are related, melancholy being
the primary disease and madness an augmentation of melan-
choly. Both are caused by an excessive congestion of blood in
the brain.

Jean Étienne Dominique Esquirol (1772–1840), Pinel’s
student and successor at the Salpêtrière, was one of the first to
apply statistical methods to clinical studies and tabulate psy-
chological causes. He elaborated the concept of monomania,
a type of insanity that does not involve loss of reason, to
designate an abnormally active, garrulous individual with
“delirium” or disturbed thought process confined to a fairly
circumscribed cluster of ideas or interests. The condition
sometimes appears abruptly and abruptly ceases, and often
does not necessitate hospitalization (Esquirol, 1838). His stu-
dent, Jules Philippe Joseph Falret (1824–1902) published a
paper in 1854 on “circular insanity,” which he described as a
clinically coherent and diagnostically distinct illness, charac-
terized by an alteration between manic excitement and de-
pression, typically with brief periods of reason (Sedler &
Dessain, 1983). The DSM-III description of bipolar affective
disorder is remarkably similar to Falret’s description of cir-
cular insanity; it appears to be a specific disease with a clus-
ter of typical symptoms, a particular course and prognosis,
and a particular response to certain somatic treatments (such
as, lithium, or electrical shock treatment).
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Descriptive psychiatry with classification of data did not
develop until, with the growth of institutions and the increas-
ing professionalization of psychiatry, a sufficient number of
mental patients were gathered for observation over a period
of time. In the second half of the nineteenth century, more
than 15 national and international psychiatric societies were
organized and almost fifty journals of psychiatry appeared in
the United States and Europe. Classifying types of mental
illness began by establishing standard ways of describing
symptoms and symptom clusters.

Emil Kraepelin (1856–1926) developed the first widely
accepted classification of mental disorders and is considered
the founder of modern psychiatric nosology. Kraepelin sys-
tematically collected and described facts, on the basis of
which he classified types of severe mental disorder. His
Compendium der Psychiatrie went through eight editions
between 1883 and 1914, growing to a multivolume textbook
of psychiatry. Kraepelin divided the major psychoses into
manic-depressive psychoses and dementia praecox, and sub-
classified dementia praecox into three types: catatonia
(characterized by mutism and maintenance of a bodily pos-
ture for long periods of time), hebephrenia (characterized by
inappropriate, often silly, speech and behavior), and paranoia
(characterized by delusions of persecution and/or grandeur).
He concluded that persons suffering from manic-depressive
disorder can recover, whereas those with dementia praecox
deteriorate, and hence hypothesized that dementia praecox
may be of metabolic origin. Kraepelin emphasized the phys-
iological causes of mental disorders and considered the per-
sonal side of a patient’s illness as incidental to understanding
psychopathology. He presented ordered groups of obser-
vations, with clear detail and fully documented statistical
tables, in order to establish that serious mental illness, like
other diseases, has a predetermined course and outcome
(Kraepelin 1915). No consistent, central system of diagnosis
was established within the United States until the appearance
of the Diagnostic and Statistical Manual: Mental Disorders
(DSM), first published in 1952 by the American Psychiatric
Association. Although this was a step forward, criticisms
attacked its inherent inconsistency because the categories
included disorders defined on the basis of etiology, on the
basis of behavioral symptomology, and on the basis of pre-
sumed psychodynamics. However, the process of defining
classification had begun, and revisions have followed
throughout the latter half of the twentieth century. Eugen
Bleuler (1857–1939), a Swiss psychiatrist, professor, and
director of Burghölzli Asylum, Zurich, from 1898 to 1927,
originated the term schizophrenia (“split-mind”) in 1908 as
a generic label for the category of mental illnesses that
Kraepelin had called dementia praecox. Bleuler believed that
schizophrenia represents a split between a person’s emotional

life and faculty of reasoning that results from morbid thought
processes that disturb the emotional integrity of the self, and
that schizophrenia is amenable to psychotherapy.

By the 1870s, the field of medicine had entered the era of
modern scientific experimentation. Claude Bernard, French
physician and physiologist considered the founder of experi-
mental medicine, published his classic Introduction to Exper-
imental Medicine in 1865, which established the value of
experimental methods for determining mechanisms regulat-
ing the activity of bodily systems and their relation to physi-
cal pathology. Medical advances, such as Pasteur’s germ
theory were based on the use of the pathogen model of dis-
ease, sometimes loosely known as the “medical model.”

Knowledge of the role of pathogens and the accompanying
social benefits of immunological procedures established this
model as the most effective strategy and has profoundly influ-
enced approaches to psychopathology. In so doing it has cre-
ated vigorous controversy. Applied to the understanding of
psychopathology the model assumes that disordered behaviors
are symptoms of a particular pathology, the hidden cause of
which must be discovered. The first step is to sort mentally ill
people into groups based on clusters of symptoms (syndromes)
common to each group. The second step is to determine the
particular pathogen that has caused the disease in order to
solve the problem of etiology. The third step, once a psy-
chopathology has been diagnosed and its etiology established,
is to determine the appropriate treatment for the condition. The
hidden pathogen may be biological (genes, for example) or
may be past stressful experience. In the psychoanalytic model,
the pathogen is an unconscious conflict, hidden from the
patient and allegedly requiring the skill of the analyst to dis-
cover. The critical difference between this metaphorical use of
the term pathogen and its original meaning is that the analyst’s
discovery cannot be visibly demonstrated to all who look, but
its presence is inferred on theoretical grounds.

Brain Pathology Model of Psychopathology
and Nervous Diseases

By the end of the eighteenth century and during the early
nineteenth century, the development of new technologies to
study the brain and nervous system produced findings that
were to provide the foundations of modern neurology. The
medical community accepted the role of electrical impulses
transmitted within central nervous system tissue in the medi-
ation of behavior, and old beliefs about the role of the blood
and generalized vis nervosa faded from the scene. It had be-
come clear that the central nervous system integrates the sen-
sory and motor systems of the higher organisms. The brain’s
importance as the organ of human thought and behavior was
firmly established and led to the emphasis on disorders of the
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brain and nervous system to account for psychopathology.
Accumulating evidence of human psychological and physi-
cal variability also produced a shift in emphasis to neurolog-
ical causes of insanity. Such evidence, it was argued, could
not be attributed solely to different experiences in basically
similar human beings. The variety and extremes of mental
disorder exceeded the apparent explanatory capacity of the
associationist psychology.

These changes led to development of the brain pathology
model of psychopathology, which held that psychopathology
represents, not unfortunate psychological processes learned
by the individual in the social milieu, but malfunction and
morbidity of the central nervous system variously caused
by hereditary faults, disease, malnutrition, toxins, and stress.
For example, Moseley (1838) stated that “. . . disease in the
organ of the brain and not in the mind is the cause of nervous
complaints and insanity is now admitted.” He believed that
the brain could be affected by environmental and psycholog-
ical factors as well as by toxic agents (e.g., if not exercised,
the brain, like other organs, becomes relaxed and sinks into a
condition of incompetency). The predisposing causes of
insanity that he lists are similar to the causes of melancholy
suggested by Robert Burton in the seventeenth century. An
extreme of this view was to trace all psychopathology to
hypothetical lesions in the brain. Writing some 40 years after
Moseley, Henry Maudsley, whose major works appeared
between 1867 and 1879, believed all psychopathology was
caused by brain disease.

Franz Joseph Gall (1758–1828), whose major work was
published between 1822 and 1825, opposed the prevailing
view that the mind is a unitary thinking thing. He asserted
that it consists of interacting separate psychological faculties,
each with a separate locus in the brain, one of each in the two
cerebral hemispheres (a theory he called organology). He
agreed with the view that each side of the brain can serve as
a complete organ, one side providing a backup for the other.
He held that derangement of thinking and behavior are
caused by disease of particular parts of the brain, notably
gross under- or overdevelopment of particular cerebral or-
gans, or to an imbalance between cerebral organs. Gall main-
tained that all humans are vulnerable to malfunction of the
brain that can result in insanity, although some people have
a greater constitutional disposition to insanity than others
(Gall, 1825/1835, Vol. 1, p. 281).

Phrenology

Johann Gaspar Spurzheim (1776–1832) had begun to col-
laborate with Gall in 1800, but Gall later severed their rela-
tionship because of his objections to modifications that
Spurzheim began introducing in Gall’s theory. Spurzheim

called his variant phrenology, a term that Gall never used
(Clark & Jacyna, 1987, p. 222). Phrenology attracted numer-
ous adherents in both England and the United States, includ-
ing influential philosophers and physicians specializing
in psychiatry. Isaac Ray (1807–1881), an American physi-
cian and well-received writer on forensic psychiatry, was
for some years an advocate of phrenology. Spurzheim’s
phrenology was used to rationalize discrimination and pre-
judice on the basis of presumed biological racial and class
differences. Victor Hilts (1982) points out that, although Gall
did not use hereditarian arguments, phrenologists such as
Spurzheim began to promote the social policy of eugenics
well before the appearance of the social Darwinists. They
popularized hereditarian ideas in the conviction that social
progress depends on the improvement of human biological
endowment through selective breeding, and warned of the
possibility of racial degeneration if this were not accepted as
a moral duty.

Brain Hemisphere Theories

Discovery of the brain’s division into two hemispheres
led to an interpretation of psychopathology as caused by a
breakdown in the activity integration between the two 
hemispheres. Esquirol (1838) attributed impairment to the
duality of the brain, whose two hemispheres, “if not equally
activated, do not act simultaneously.” Benjamin Rush (1745–
1813) speculated that the mind, like vision, is a double
organ, which could account for cases of somnambulism in
which patients seemed to experience two independent states
of consciousness. And the French neurologist, Marie
François Xavier Bichat, explained that the brain has two
hemispheres because the organism must interact with the
external world in a unified way with both sides of the body
(Harrington, 1987).

In 1844, during the autopsy of an apparently normal man,
Arthur Ladbroke Wigan reported that the man possessed only
one cerebral hemisphere, evidence that a person requires only
one to function normally. Wigan concluded that “. . . each
cerebrum is a distinct and perfect whole,” capable of inde-
pendent thought and volition, and suggested that the healthy
brain synchronizes the actions of the two hemispheres, with
one of the two dominant and controlling the volitions of the
other. He speculated that in mental disease “one cerebrum
becomes sufficiently aggravated to defy the control of the
other,” and then the two hemispheres act independently, their
separate wills conflicting, and their separate thoughts being
confused. For such cases, Wigan (1844) suggested that
“a well-managed education” might serve to “establish and
confirm the power of concentrating the energies of both
brains on the same subject at the same time.”
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Neuroscience research overturned view that the cerebral
hemispheres are identical in the latter half of the nineteenth
century. Results of neurological research, including autopsies
performed on patients with psychological deficits related to
brain tumors and traumas, correlation of behavioral changes
with ablation of particular structures of the central nervous
system, direct electrical stimulation of areas of the exposed
brain in living subjects and the corresponding techniques of
measuring degree and locus of electrical activity of the brain
evoked by systematic stimulation of areas of the body, all lent
support for the theory that different psychological functions
are localized in separate areas of the brain.

LATE NINETEENTH INTO TWENTIETH CENTURY

Theory of the Evolution of the Brain
and Psychopathology

J. Hughlings Jackson (1835–1911), an English neurologist
who specialized in neuropathology, confirmed Broca’s dis-
covery of the speech center, finding in most cases that aphasia
in right-handed persons is associated with disease of the left
cerebral hemisphere. In 1863, he observed epileptic convul-
sions that progress through the body in a series of spasms;
such convulsions are now known as “Jacksonian epilepsy.”
He theorized that the lower functional levels of the human
mind are dynamically and unconsciously present in all
healthy individuals and are temporarily released from control
of the higher cortical centers whenever the cortex is relatively
inactive, as during sleep, and in cases of cortical damage.
Jackson concluded that the behavioral symptoms of brain
damage are determined by the functioning of one or more
lower centers that have been freed from the inhibitory control
normally imposed on them by the higher brain centers. He
pointed out that this evolutionary sequence can be observed in
individual mental development and suggested that in old
age, in various neurological diseases, and in most forms of in-
sanity there occurs a general reversal of this developmental/
evolutionary process (Jackson, 1887).

The Clinico-Anatomic Method

The discovery of cerebral localization of motor, sensory, and
even integrative psychological functions supported the thesis
that psychological functions are localized in the brain. If
particular psychological functions are localized in different
parts of the brain, it follows that various manifestations of
psychopathology might be caused by diseases of specific
parts of the brain. In this view, the domain of psychopathol-

ogy represents various specific diseases to be described in
order to establish descriptive categories. The diseases can
then be related to specific underlying diagnosable neurologi-
cal pathologies. This is conceptually a “pathogen model” of
psychopathology. This view was largely hereditarian but not
necessarily so, as organically based psychopathology could
be caused by innate or acquired brain dysfunctions.

General Paresis

By the late nineteenth century large numbers of mentally ill
persons were crowded in the large public institutions, some
suffering from alcoholism, others from old age and dementia,
and still others were probably “natural fools.” Still others suf-
fered from various metabolic and neurological diseases and
brain damage. Many suffered from general paresis (originally
called “general paralysis of the insane” or GPI). Autopsy of
the brains revealed widespread brain tissue destruction, but
no one knew that general paresis had a specific pathology
linked to syphilis until Krafft-Ebing established that this
form of insanity is the tertiary stage of syphilis, a delayed,
but not inevitable, result of a syphilitic infection. In 1897,
he inoculated with the syphilis spirochete nine individuals
with general paresis and no known history of syphilitic infec-
tion. None developed secondary symptoms. Researchers
concluded that they must have been previously infected,
although they had not developed the usual symptoms of
syphilis. This finding established that an early infection
with syphilis is the cause of general paresis. The symptoms,
which begin to appear 15 to 20 years after the initial infec-
tion, include manic-like behavior, with euphoria, delusions
of grandeur and persecution and depression, and disorders of
speech and locomotion, similar to those found in some major
psychiatric disorders. The hypothesis of syphilitic infection
was not fully accepted until Noguchi and Moore produced
definitive proof by finding evidence of the spirochete in the
brains of syphilitics (Moore, 1910).

Brain Lesions and Psychopathology

Throughout the second half of the nineteenth century, many
physicians attributed all mental derangement to cerebral
pathology. Technical limitations mostly prevented physicians
from establishing the nature and location of central nervous
system pathology until after the patient had died, and so med-
ical researchers turned to autopsies to confirm the supposi-
tion that brain pathology underlay psychopathology.

D. Hack Tuke (1881), in his presidential address to the
Medico-Psychological Association, reviewed autopsy re-
search into the physical correlates of mental pathology. He
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concluded that the morphological and histological study of
the brains of idiots by Mierzejewski, Luys, and others were

. . . sufficient to prove, had we no other evidence, the fundamen-
tal truth of cerebro-mental pathology—the dependence of
healthy mind on healthy brain. . . . We are surely justified in
expecting that by a prolonged examination of every part of the
brain structure, and the notation of the mental symptoms, we
shall arrive in future at more definite results; that the locality of
special disorders will be discovered, and that the correlation of
morbid mental and diseased cerebral states will become more
and more complete that the scientific classification of mental
maladies may be one day based upon pathological as well as
clinical knowledge, and psychology be founded, in part at
least, upon our acquaintance with the functions of the brain
(pp. 330–331).

Carl Wernicke (1848–1905), a German neurologist, also
assumed that pathology of the brain causes mental disorders,
the various symptoms being expressions of disorders of differ-
ent localized cerebral functions. Wernicke analyzed symptoms
of mental disorder as to whether their causes appeared to be
pathology in the sensory, the intrapsychic, or the motor sphere
of the brain. Meyer (1904) assessed Wernicke’s work as pure
empiricism with a rather artificial and not sufficiently founded
brain pathology and psychopathology. And in 1914, David C.
Thomson said, “The knowledge of the aetiology, pathology,
and therapeutics of insanity has advanced, and can only ad-
vance, on the fundamental view that the symptom-complex in-
sanity is a disorder or disease of the brain. I do not think this
can be asserted too often in these days of fads and ’isms, such
as faith-healing, Christian science, etc.” (p. 558).

However, various failures to relate specific psychopatho-
logical symptoms to specific loci of pathology in the brain
suggested that the cerebral problems in insanity were caused
by dynamic disturbances in function rather than lesions in the
brain structure. Nevertheless by the end of the nineteenth
century most members of the medical profession subscribed
to some variant of this view. They believed psychopathology
was caused by some biological disorder, inherited or ac-
quired, which affected the functioning of the central nervous
system, either by agency of the blood or because of lesions or
physiological malfunctioning, with increasing emphasis on
heredity.

Social Darwinism

Perhaps the most important nineteenth-century development
arose from the impact of Charles Darwin’s work. Evolu-
tionary theory and the conception of man as a descendant
of earlier animal forms were not totally unknown before

Darwin. However, the evidence he adduced was powerful
and his exposition was cogent. The clear consequences his
theory held for religious views of human nature and popular
views of man’s purpose in the cosmos created a dramatic and
disturbing departure from the thinking of earlier centuries.
Natural selection, with its message of competition and con-
flict was equally disturbing. Social Darwinism, a political in-
terpretation of the principle of natural selection, was to have
serious consequences for the public perception and treatment
of the mentally ill. Social Darwinism assumed that human
society was the product of inevitable and continuous conflict
and competition. As a result, individuals formed a continuum
of the “fit” (the intelligent, physically healthy, affluent, and
powerful) at one end and the “unfit” (poor, diseased, retarded,
insane, alcoholic, criminal, and powerless) at the other that
extended to the different “races” of man. The elimination of
unfit individuals or races was interpreted as part of man’s
inevitable process of progressive improvement with an ac-
companying moral imperative to eliminate any obstacles to
this improvement.

Degeneracy Theory

One theory that was compatible with Social Darwinism was
the theory of degeneration, which rested on the belief that a
wide variety of social ills were evidence of a unitary heredi-
tary defect. Physical disease (such as tuberculosis, deformed
bone development, etc.) and insanity, alcoholism, unemploy-
ment, poverty, and crime seemed to go hand in hand. In fam-
ilies and communities in which any of these were prevalent,
the others were likely to be found.

Dowbiggin (1985) reviewed the history of degeneracy
theory in France. The psychiatrist Jacques-Joseph Moreau
de Tours (1804–1884) asserted in 1859 that all insanity is
caused by an actual alteration of the central nervous system,
and that the major cause of insanity is genetic transmission
from parents to children of a neuropathic predisposition. He
argued that “large series of organs” such as the nervous
system, rather than “isolated traits,” are transmitted from
parents to offspring, and that susceptibility to disease, partic-
ularly mental derangement, is caused by a morbid deviation
from the healthy human type. However, autopsies of patients
with mental disease had failed to discover specific lesions
or pathological structures of the brain, suggesting that
the causes of insanity might not be biological. This led to the
theory that mental disease was caused by a hereditary degen-
eracy that results in a diffuse pathological functional disequi-
librium of the nervous system not detectable by autopsy.

Dowbiggin pointed out that the theory of morbid heredity
was compatible with the idea of free will. Dualism of soul and
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body was preserved by the thesis that madness results when
pathological functioning of the nervous system deceives the
mind of the patient, interfering with the exercise of his reason
and thus his moral liberty. The exercise of free will and ratio-
nality of the mind is possible only in a healthy body, the body
(specifically the nervous system) being the instrument of the
mind. The sane person possesses rationality and free will; the
insane patient lacks both as a result of a diseased body.

Not all proponents of the hereditary degeneracy theory
were clear about what exactly began the process of degen-
eration. A significant body of opinion held that the problem
lay in the unhealthy nature of city life. The steady movement
of rural dwellers into the large cities had exacerbated the
already intense overcrowding in city slums. Low standards
of nutrition, difficulties in maintaining cleanliness, poor or
nonexistent sanitation, promiscuity, heavy drinking, and
crime were endemic in the warrens of London, New York,
and the large cities of Europe. Many argued that all this weak-
ened the constitution and morals of the previously healthy
countryman, and that this acquired debility was somehow
transmitted by hereditary to offspring, getting more intense
with each succeeding generation.

During the second half of the nineteenth century, promi-
nent French psychiatrists such as Morel and Moreau not only
endorsed the belief that insanity was caused by hereditary
transmission of a predisposition to nervous system pathol-
ogy, but further proposed that this degeneracy, endemic
among the lower classes, was the cause of political unrest in
those strata. An ideal multipurpose theory that could account
for phenomena as diverse as psychopathology and social
unrest, degeneracy theory would form a central plank in the
eugenic and racist platform.

In Germany, Darwinian ideas found a reception so enthu-
siastic that it rapidly transformed into an all-encompassing,
mystical quasi-religious system of belief. The German biolo-
gist, Ernst Haeckel, a leading proponent of this movement,
proposed that forces in nature were moving always to the im-
provement of the species, affecting man in precisely the same
way as any other animal. It was the moral duty of the people
to further nature’s purposes and to take active steps to prevent
the decay of degeneracy. This notion of a moral imperative to
further the alleged purposes of nature would appear in the de-
velopment and spread of eugenic ideas in Europe and North
America, culminating in the murder of thousands of mentally
ill in the gas chambers of Nazi Germany (Düffler, 1996).

Eugenics

The concept of eugenics was first developed in England by a
cousin of Charles Darwin’s, Francis Galton (1822–1911),

who proposed that measures be taken to prevent the spread of
hereditary defect in society. Galton’s ideas included financial
allowances for children born to “superior” parents and dis-
couragement or prohibition of marriage and reproduction
among those of lesser quality (Galton, 1909). In one essay,
Galton proposed that the value of a prospective child might
be calculated in terms of its future economic contribution or
cost to society, and this would determine what amount might
be spent to encourage the potential parents to reproduce. In
the case of severe degenerate defect, sterilization might be
considered. As the presence of a degenerate taint might not be
visible in a particular individual, a history of disorder in one’s
ancestors would be adequate grounds for the application of
eugenic measures.

Galton’s ideas found a particular promoter in Karl
Pearson, a professor of eugenics at the University of London,
who opened a eugenics laboratory and became the driving
force in the eugenics society that Galton founded. Pearson
also presented the eugenics program in a series of publica-
tions (Pearson, 1909, 1910, 1911). These ideas found support
in the United States, where some states legalized sterilization
of mentally retarded people. Goddard’s (1912) then-famous
study of the Kallikak family reinforced the argument for
sterilization.

Early Role of Hypnosis

After Mesmer was discredited in 1784, reputable study of
hypnotic phenomena in France languished until the 1870s
and the work of Jean-Martin Charcot (1825–1893), a physi-
cian and director of research in neurological disorders at the
Salpêtrière. Harrington (1987) presents a history of neomes-
merism in late nineteenth century French psychiatry, and the
background to Charcot’s involvement with hypnosis.

In 1876, Victor Burq, a physician, sent to Claude Bernard,
then president of the Sociéte de Biologie of Paris, an account
of how he had cured women who suffered from hysterical
hemianesthesia by applying metallic discs to the afflicted side
of their bodies (a procedure known as “metalloscopy”), with a
request that Bernard arrange for his work to be investigated
and validated. Bernard appointed a committee, consisting of
Charcot, Jules Bernard Luys, and Amédee Dumontpallier. A
year later, the committee reported that they had confirmed that
Burq’s claimed metallic effects were genuine, although it was
not clear if these effects were lasting. Furthermore they had
found that the symptoms of hysterical hemianesthesia could
be transferred from one side of the body to the other with ap-
plication of metal disks (and later, magnets). When sensation
was restored to a region on one side of the body, symmetrical
regions on the healthy side lost normal sensibility. It was
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suggested that the metals effected a dynamic transfer of a
functional lesion responsible for the anesthesia from one
hemisphere of the brain to the other. These findings stimu-
lated further research by Alfred Binet, Charles Féré, Joseph
Babinski, and others, and led to Charcot’s interest in hypnosis.

Jean Marie Charcot

Charcot undertook research in the use of hypnosis with a
selected group of hysterical female patients. They were typi-
cally put in the first stage of hypnosis, a cataleptic trance, by
the use of a bright light or a sudden noise. The second stage,
lethargy, was induced by having the patients shut their eyes,
and the third stage, somnambulism, by instructing the patient
to move about. Charcot believed that hysteria was caused
by a morbid organization of the nervous system, and he de-
scribed the hysterical crisis as comprised of four stages: the
epileptoid phase, the large movements phase, the passionate
attitudes phase, and the termination stage of delirium and
muscular resolution. The similarity between symptoms of
hysteria and those that can be induced by hypnotic suggestion
led Charcot to theorize that hypnosis is a form of experimen-
tal hysteria, and that susceptibility to hypnotic suggestion can
only be found in hysterical patients. He conjectured that the
hysterical symptoms are a consequence of autosuggestions
generated within a region of the patient’s mind isolated from
waking consciousness.

Charcot repeatedly performed experiments on dozens of
hypnotically susceptible patients, some of whom were paid a
fee and maintained for this purpose in the hospital. One day a
week, his clinic, with lectures on and demonstrations of
hysterical patients, was open to the general public. His clinic
became a highly fashionable event attracting a variety of
socialites, actors, authors, and others who came to observe
patients presenting dramatic portrayals of the “classical”
states of lethargy, catalepsy, somnambulism, and seizures.
Charcot was criticized for exploiting sick patients; con-
versely, Charcot faced charges that the patients learned their
symptoms as they were rehearsed repeatedly in the sorts of
responses he expected, because their welfare depended on
their displaying the behaviors he sought to validate his theo-
ries. His patients have been described as vying with each
other to produce the classical symptoms to make themselves
more interesting.

One patient, Blanche Wittmann, nicknamed the Queen of
Hysterics because of her talent in reproducing the three stages
of hypnosis with a grand finale of a hysterical “crisis,” is said
to have confessed to Jules Janet, a brother of Pierre Janet, that
even during the throes of a hypnotic trance she was aware of
her “act.” It was said that Charcot’s interns and other assis-

tants organized the experiments and demonstrations, pre-
pared the patients, and conducted the hypnotic sessions, and
that, because Charcot failed to check the conduct of the ex-
periments, he was unaware of their inadequacies. Sigmund
Freud studied with Charcot for six months in 1889. Other stu-
dents of Charcot to achieve fame include Pierre Janet, Gilles
de La Tourette, and Joseph Babinski (Harrington, 1987).

Bernheim and the Nancy School

About 1885, criticisms against metalloscopy research by
Hippolyte Bernheim (1840–1919), a physician in Nancy,
France, led to its being discredited, and further investigations
were abandoned. At about the same time Bernheim learned
that A. A. Liébault, a country doctor, was successfully
using hypnosis to cure patients. Bernheim was impressed by
Liébault’s success in curing a case of sciatica by direct
hypnotic suggestion—a case that had failed to respond to
his conventional treatment. In 1882, they opened a clinic,
known as the Nancy School. In a textbook published in 1884,
Bernheim stated that susceptibility to hypnosis does not re-
flect a pathological functioning of a morbid nervous system;
it has a mental etiology. He suggested that Charcot’s “clas-
sic” three stages of hypnosis were artifacts of specific sug-
gestions made to the patient and that Charcot’s identification
of hypnosis with hysteria was mistaken.

Bernheim believed that the phenomena of hypnotism can
only be explained ideogenically; the hypnotist’s suggestions
to the hypnotized subject cause hypnotic phenomena and
reflect normal psychological processes in a state of increased
passivity-receptivity engendered by the suggestions. Hence
hypnosis cures when the patient—in a state of increased sug-
gestibility induced by the hypnotist—uncritically accepts
new attitudes and beliefs. Statistics were compiled at the
Nancy School to demonstrate the lack of marked difference
in the proportion of men and of women susceptible to hypno-
sis, that young children are hypnotizable, and that all subjects
are more or less influenced by hypnotic procedures, with only
about 10% of persons showing no influence at all. Freud
spent several weeks with Bernheim and Liébault in 1889 in
order to perfect his hypnotic techniques. He also translated
Bernheim’s textbook into German.

Pierre Marie Félix Janet 

Neurologist and psychologist Pierre Marie Félix Janet
(1859–1947) was known for his studies of hysteria and neu-
roses and for his application of psychological theory to the
clinical treatment of hysteria. He collaborated with Charcot
at the Salpêtrière in demonstrating that no signs of actual
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neuropathy can be found in genuinely hysterical patients. In
1890 Janet succeeded Charcot as head of the psychological
laboratory.

Janet assumed that mental pathology is determined by the
functional features of the brain and a weakened and poorly
integrated nervous system. In order to determine whether
sexual factors are important in the etiology of hysteria, he
examined 120 hysterical patients. He found a preeminently
erotic disposition in only four and concluded that hysterical
patients are generally too self-centered and emotionally re-
stricted to be preoccupied with sexual interests. Janet empha-
sized the importance of psychogenic or “ideogenic” causes in
the etiology of hysteria and criticize Freud’s insistence on a
universal psychosexual etiology of the neuroses. He traced
hysterical symptoms to a system of “fixed ideas” that con-
centrated in one field of consciousness and controlled the pa-
tient’s mental life. The fixed ideas “may develop completely
during the attacks of hysteria and express themselves then by
acts and words” (Janet, 1892/1977), and are also revealed in
dreams, “natural somnambulisms,” and hypnotic states. The
fixed ideas, over which the patient has no control, arise from
a persisting traumatic memory of a series of emotionally dis-
tressing events that the patient appears to have completely
forgotten, but that can be remembered in a hypnotic state.

Janet claimed that when the patient was able to express the
traumatic memories, the symptoms improved or disappeared.
One of his therapeutic techniques involved asking his pa-
tients, usually under hypnosis, to describe the circumstances
in which a symptom first occurred. Then, to eliminate the
symptom, he gave the patient a direct hypnotic suggestion
that the circumstances the patient recalled had not actually oc-
curred. His success in treating hysterical patients with a com-
bination of hypnosis and psychological analysis led him to
devise a treatment plan for various types of hysterical symp-
toms. He stressed that each patient must be treated as a unique
case, not in terms of a generalized psychological theory.

Sigmund Freud and Psychoanalysis

For most of the first half of the twentieth century, Sigmund
Freud (1856–1939) and his speculations on the origin of
psychopathology had perhaps a more pervasive influence on
both professional and popular opinion in the United States
than any other single theorist.

Freud received his medical degree from the University
of Vienna in 1881, later deciding to specialize in neurology.
In 1885 he studied for six months at Charcot’s clinic at
the Salpêtrière, where he was impressed by Charcot’s theory
that hysterical phenomena are generated by ideas isolated

psychically in some second region of the patient’s mind that
is separate from normal waking consciousness. In 1886, he
began private practice, specializing in nervous diseases
(predominantly hysteria). In this practice he used the con-
ventional treatments for neurosis: massage, hydrotherapy,
electrical stimulation, the rest cure, and hypnosis. Freud
used hypnosis primarily to suggest to the patient that specific
symptoms would disappear. He also used a “pressure tech-
nique” in which he placed his hand on the patient’s forehead
to elicit memories.

Breuer, Freud, and the First Version of the Psychoanalytic
Theory of Psychopathology

Early in the 1890s, Freud and his colleague, Josef Breuer,
began to collaborate in developing a psychoanalytic theory
to explain hysteria. Their collaboration produced the first
version of psychoanalytic theory, On the Psychical Mecha-
nism of Hysterical Phenomena: Preliminary Communication
(Breuer & Freud, 1895/1955), in which they identified an
unconscious memory or complex of memories of a psychical
trauma as the pathogen that causes hysteria. An event (or
series of events) that causes distressing affect, such as fright,
anxiety, shame, or physical pain, can result in a psychical
trauma in a susceptible person, and if memory of the event is
repressed it acts as a determining cause of hysterical symp-
toms. They hypothesized that if the distressing affect thus
generated is discharged by energetic involuntary and/or vol-
untary reaction, the memory of the event fades. However if
no appropriate reaction occurs, either because it is prohibited
by social circumstances or the patient voluntarily suppresses
(defends against) memory of affective ideas intolerable to the
ego, the memory persists, inaccessible to consciousness, and
retains its quota of affect, which is converted into pathologi-
cal somatic symptoms.

Because patients are reluctant to talk about the event that
originally precipitated a hysterical symptom or, much more
often, are genuinely unable to remember it, the event cannot
be discovered by questioning the patient. However, if the
patient is hypnotized, the memory can be recovered. Freud
and Breuer claimed that when the patient described the
event that had provoked a hysterical symptom and expressed
the affect that had accompanied it, the symptom immedi-
ately disappeared. They conceded that new symptoms may
replace those eliminated, but considered their method supe-
rior to attempts to remove the symptoms by means of direct
suggestion.

Much of this theory relied on one particular case. Breuer
treated a young woman identified by the pseudonym Anna O.,
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for numerous disabling somatic symptoms. He found that
Anna went readily and often spontaneously into trance states,
during which she recalled the circumstances in which a par-
ticular symptom first appeared, accompanied by an emotional
reaction that had not occurred at the time, after which the
symptom improved or even disappeared. Throughout his ca-
reer, Freud continued to claim that Breuer had achieved a
great therapeutic success with Anna O. However, research un-
dertaken by Ellenberger (1972) revealed that this was not the
case; almost immediately after Breuer ended her treatment,
Anna O. was hospitalized in a sanitarium where she spent
some time under medical treatment. She finally recovered and
subsequently achieved recognition in the feminist movement
in general and with her social work with unwed mothers in
particular.

In 1895 Breuer and Freud published Studies on Hysteria
(1895/1955), which included five case histories of hysteria (the
case ofAnna O. and four treated by Freud) and his Psychother-
apy of Hysteria. In the preface to the book’s first edition,
Breuer and Freud stated that “Our view is that sexuality seems
to play a principal part in the pathogenesis of hysteria as a
source of psychical traumas and as a motive for defense, that is,
for repressing ideas from consciousness” (p. xxix). But in
order to protect the confidentiality of their patients they did not
publish details of their observations in support of this view.

The Psychoanalytic Theory of Psychopathology,
Second Version—Freud’s Seduction Theory

In 1896, Freud published The Aetiology of Hysteria (Freud,
1896/1950a), in which he stated unequivocally that the un-
conscious memories that generate hysterical symptoms are
inevitably of one or more premature actual sexual experi-
ences in early childhood (stimulation of the genitals, coitus-
like activities, etc.). Freud asserted that he could recognize
the connection between an infantile sexual experience and
every symptom in 18 cases of hysteria that he had treated,
and that this was confirmed by therapeutic success with each
patient when he brought them to recall the pathogenic mem-
ory. His discovery that infantile sexual experience is the
origin of neuropathology, Freud claimed, was a revelation as
momentous as the discovery of the source of the Nile. The
alleged sexual experience was either an isolated instance of
abuse by strangers or, much more frequently, seduction by a
caretaker, near relation, or siblings who initiated the child
into sexual intercourse and maintained a regular love-relation
with him, often for years.

Freud had had great difficulty in eliciting memories of
early sexual experience from his patients. He referred to the

fact that his patients would reproduce the scenes only under
the strongest compulsion, trying to hide the most violent sen-
sations while doing so, and claiming that they had no real
feeling of recollecting these scenes. However, he asserted that
the incidents must have been real because the recollections by
different patients displayed uniformity in certain details that
must have followed identical experiences. Uniformity of rec-
ollection is, unfortunately, more consistent with the simple
explanation that Freud’s conviction of what the memory
ought to be was determining the content of the memory.

Not long after publishing his seduction theory, Freud
began to realize that some of his patients had not in fact
actually been seduced, and in 1897, he discarded both the
theory and his pressure technique. He substituted instead the
method of free association and the procedure of interpreta-
tion, including the interpretation of dreams. 

Freud claimed in his On the History of the Psychoanalytic
Movement (1914/1950b) that he knew of no influence
that drew “my interest to [dreams] or inspired me with any
helpful expectations.” He was, however, familiar with J.
Hughlings Jackson’s theory that during sleep, the higher men-
tal processes no longer “keep down” the processes of the lower
brain centers. He had quoted Jackson’s statement, “Find out all
about dreams, and you will have found out all about insanity.”
In Freud’s view, dreams, like neurotic symptoms, provide a
conduit for the indirect discharge of accumulated nervous ex-
citations. In sleep, although the body is no longer attuned to
external stimulation, internal stimulation continues since or-
ganic needs are always signaling their presence.

The Third Version of Freud’s Psychoanalytic Theory
of Psychopathology

When Freud discarded his seduction theory, he recognized
that his patients had been right in expressing their disbelief in
the recollections he had forced upon them. However Freud
did not relinquish his belief in a universal sexual etiology for
the neuroses; instead he modified his theory. “Analysis had
led by the right paths back to these sexual traumas and yet
they were not true. At that time I would gladly have given up
the whole thing . . . perhaps I persevered only because I had
no choice and could not then begin at anything else. . . .”
(Freud, 1914/1950b, p. 299). If Freud’s theory of the sexual
etiology of neurosis, with its accompanying concepts of re-
pressed memories and resistance to recovery of repressed
memories, was invalid, it followed that his psychoanalytic
method of treating patients by retrieving repressed memories
was invalid. In that event, Freud would have had to abandon
both his method of analysis and of therapy.
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Freud rejected the possibility that in his psychoanalysis
he might have led patients to report false memories of sexual
seductions. Instead he concluded that the memories he had
elicited were real—but not of real experiences. The memo-
ries were memories of infantile fantasies of sexual seduction
created because they had wished either to be seduced or to
seduce. Why, if the patients had fantasized sexual seduc-
tion in early childhood, had they repressed the memories
of these fantasies? Freud answered this question with the
further assumption that childhood sexual fantasies are always
incestuous—hidden behind the fantasies of seduction were
infantile wishes for erotic gratification with their parents that
led to fear of parental wrath and punishment, and so the
memories of the fantasies were repressed. Freud also had to
explain why neurotic patients had incestuous sexual fan-
tasies, and this he did with the generalization that all young
children create such fantasies. Mentally healthy individuals
would show the same resistances if presented with evidence
that they had once had such fantasies. To Freud, the only dif-
ference between patients and nonpatients was that the analyst
was in a position to bring pressure to bear on patients, so as
to induce them to realize and overcome their resistances. In
short, Freud claimed that criticism of his theory by others was
itself evidence for the validity of the theory.

The Psychoses

Psychoanalytic theory was least developed in the matter of
the major psychoses, especially schizophrenia and bipolar
affective disorder. However, the central theme of psychoana-
lytic thinking about the psychoses, and the schizophrenias in
particular, determined that they arise from a massive failure
of repression of unconscious material.

From this perspective, schizophrenia symptoms are like
dream-material intruding into and controlling consciousness
in the waking state. Freud referred to psychosis as a waking
dream. The central difference between the neuroses and the
psychoses, according to Freud, was that the neurotic did not
deny the existence of reality, whereas the psychotic did deny
reality and tried to substitute something else for it.

Freud’s extensive modifications were manufactured in
order to shore up the suppositions from which the theory had
originated. And for more than a hundred years, analysts in-
doctrinated with Freudian theory or its various modifications
directed the course of therapy to the elucidation of childhood
erotic fantasies and wishes. Freud elaborated his psychoana-
lytic theory, publishing extensively, until his death in 1939.
Freud died in London, where he had moved from Vienna
after the U.S. government intervened with the German Nazi
government to permit him to do so.

Empirical Studies of Psychoanalytic Theory and Practice

The years following Freud’s death saw increasing pressure
for empirical evidence both for the hypotheses that underlay
the theory and for the claims that psychoanalytic therapy
provided an effective treatment for the neuroses. In a now
famous, albeit controversial study, Hans Eysenck (1952),
using data from the work of Denker (1946), compared out-
comes of intensive psychoanalytic treatment, brief treatment
by general practitioners, and no treatment at all for neuroses.
Denker’s study had reported that, although psychoanalysis
had produced a 44% rate of significant improvement, other
psychotherapies had produced 64%, and general practitioners
had produced the best results with 72%. Eysenck’s analysis
implied that the more intensive and prolonged the therapy
(psychoanalysis being the best example of this) the less likely
was the patient to make a significant recovery.

Eysenck’s study left reasonable grounds for criticism, in
that he failed to match the groups for severity (or anything
else), and he left the definitions of cure unreported. In spite
of these criticisms, two key conclusions could reasonably be
drawn: (a) up to that time, no systematic, methodologically
adequate attempt had been made to test the efficacy of psy-
chotherapy, and (b) the rate of improvement of the patients in
Denker’s study vastly exceeded anything reported by psycho-
analysis. References to the reports of Freud himself on the
success of his efforts provided to be seriously unreliable. The
application of Freudian ideas to the major mental illnesses
was to come later, and came fraught with problems.

One consequence of the rise of psychodynamic ideas and
practices was that, given the avoidance of biological methods
of either diagnosis or treatment, no a priori reason justified
why the practitioner should have medical training. Freud
himself was to remark that medical training was unnecessary
for the practice of psychoanalysis. In the United States, how-
ever, until the second half of the century, psychotherapy was
carefully regulated and defined as a medical technique, only
to be provided by a psychologist or social worker under the
supervision of a psychiatrist. Indeed in some jurisdictions the
supervisor needed only to be a physician without formal psy-
chiatric qualifications. (See chapters by Benjamin, DeLeon,
Freedheim, & VandenBos and Routh & Reisman in this
volume.)

Morton Prince and Multiple Personality

Boston neurologist Morton Prince (1854–1929) adapted
the theories and methods of Freud and Janet to his own inter-
ests in the study of neuroses, the unconscious, and hyp-
nosis. Prince was interested in both conversion hysteria and
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multiple personality, and his paper, written at the end of the
nineteenth century and during the first several decades of
the twentieth century, provided examples of both. His case
history of Miss Beauchamp is cited as a classic example of
multiple personality (Prince, 1975). The essential diagnostic
feature of multiple personality is the apparent existence in the
individual of two or more distinct personalities that alternate
in dominance. Each personality appears complex and inte-
grated, has memories unique to that personality, and displays
patterns of behavior, emotional expression, and ways of in-
teracting socially that differentiate it from the other personal-
ities. The personalities seem often to be opposites; a retiring,
highly moralistic person may on occasion behave in a self-
advertising and outrageously amoral manner. The transition
from one to another of the personalities is often sudden and
associated with apparent psychosocial stress. The original
personality has no knowledge of the others, whereas the sub-
personalities are usually aware of each other.

The problem with all cases of multiple personality that
have been highly publicized is that the extra personalities are
initially brought forth by the psychotherapist, usually while
the client is in a hypnotic trance and therefore suggestible.
The names of the additional personalities may be suggested
by the therapist. It is unclear whether each personality pre-
existed or was constructed and shaped by the clinician.

Spanos (1986) suggested that multiple personality is not
a disease, but a role learned in response to situations in
which this behavior is useful and considered appropriate. He
attributes the astonishing increase in frequency of reported
multiple personalities to the increased use by mental health
professionals who encourage patients to adopt this role. We
note that the motivation to present multiple personality is par-
ticularly intense when a client has been accused of a serious
crime and hopes to transfer responsibility for the crime to an
alleged alternate personality.

THE TWENTIETH CENTURY

The twentieth century saw the development of major changes
in the treatment of psychopathology and in the understanding
of the biological and psychological processes that are invol-
ved in its development.

Treatment Approaches

One significant development involved attempts to treat the
patient by direct intervention in the structure and function of
the nervous system. Brain surgery was among the first of
these interventions.

Brain Surgery

In 1890, Swiss psychiatrist G. Burkhardt, assuming that the
causes of specific kinds of abnormal behavior were located
in particular parts of the brain, removed parts of the cortex in
patients with hallucinations and other symptoms, hoping to
eliminate symptoms. He claimed that the treatment improved
patients, but he came under criticism from his colleagues
and abandoned the technique (Goldstein, 1950). Others per-
formed surgery on mental patients, including an Estonian
neurosurgeon who, in 1900, cut the connections between the
frontal and parietal lobes, but with no detectable improve-
ment in patient condition (Valenstein, 1986).

Not until the 1930s did brain surgery occur to any signifi-
cant extent. In 1935, two Portuguese physicians, Egas Moniz
and Almeida Lima, performed an operation using a procedure
that came to be known as prefrontal lobotomy (Moniz, 1937).
Walter Freeman and James Watts (1948) later modified the
method in the United States. By 1950, more than 5,000
lobotomies had been performed in the United States. An esti-
mated tens of thousands of such operations were performed
worldwide between 1948 and 1952. The surgery was per-
formed initially on patients with chronic schizophrenia, but
was later extended to patients with other psychiatric disor-
ders, as well as to criminals (Valenstein, 1986) and to hyper-
active children (Masson, 1986). In the course of time other
related forms of brain surgery such as transorbital lobotomy,
and cingulotomy were developed.

These procedures, collectively referred to as “psy-
chosurgery,” became the focus of scientific and ethical
controversy. Ethical concerns centered on the irreversible
damage done to the psychological functioning of the patient
and extended as far as the actual circumstances under which
the operations were performed, sometimes in the physician’s
office on an outpatient basis, often by physicians who were
not qualified neurosurgeons. On one occasion Freeman
administered a transorbital lobotomy in a motel room, first
anesthetizing the patient by administering electroconvul-
sive treatment (ECT) to produce coma (Valenstein, 1986).
Freeman ultimately lost his surgical privileges at a California
hospital following the death of a patient during surgery. By
that time, psychosurgery was already in decline, partly be-
cause of the extreme ethical questions raised, and partly
because emerging new medications provided safer, more ef-
fective and humane alternatives.

Fever Therapies

In 1887, Austrian psychiatrist Julius Wagner-Jauregg pub-
lished a paper on the therapeutic effects of fever on cases of
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psychosis. For some years he conducted research on the
effects of various febrile illnesses (e.g., tuberculosis) on
patients with diagnosis of psychosis, reporting some suc-
cesses and many failures. In 1917 he treated some general
paresis patients with blood from a patient infected with
malaria. Three of them died, and not until 1919 was he able
to define the kind of malarial infection that would be benefi-
cial. Others quickly accepted his technique, and in 1924 he
received the Nobel Prize for this discovery.

The exact manner in which these effects occurred was a
matter of speculation, many physicians concluding that the
high heat of the fever itself killed the organisms causing the
syphilitic infection. Other methods of generating high heat
were employed, including hot baths, hot air, radiothermy,
electric blankets, and so forth. The general success of the
fever treatment prompted an attempt to apply it to cases of
schizophrenia, manic-depressive psychosis, and other psy-
chiatric syndromes. These were unsuccessful, and the use of
malarial fever treatment in GPI was abandoned with the dis-
covery of penicillin (Shorter, 1997).

Comas and Convulsions

The first extensive systematic use of treatments intended to
induce convulsions and/or coma was reported by Manfred
Sakel (1900–1957). While treating drug addicts in a Berlin
sanitarium, Sakel accidentally gave an overdose of insulin to
one patient who also had diabetes. The patient became
comatose, but on recovery appeared to have lost her craving
for drugs. Sakel began to apply insulin as a treatment for
addiction. A later accidental overdose was given to a patient
who was also psychotic. In this case, the patient’s psychosis
appeared to be much reduced, inspiring Sakel to develop
insulin coma treatment for schizophrenia. He reported that
he had observed many successful outcomes but, as usual, no
independent objective evaluation of the improvement was
conducted (Sakel, 1935). This procedure became widespread
until it was displaced by the use of the synthetic chemical
metrazol.

In 1935, a Hungarian physician J. L. Von Meduna
(1896–1964) reported that he had discerned subtle differ-
ences in the brain cells of epilepsy and schizophrenia
patients. He inferred that epilepsy and schizophrenia were
antagonistic and that schizophrenia might be treated by in-
ducing convulsions. On the basis of experiments with ani-
mals, Meduna (1935) decided to use camphor injections but
soon switched to metrazol and reported impressive improve-
ments in his patients. By the 1940s, metrazol shock (convul-
sion) therapy was widespread in the psychiatric hospitals of
the United States. Some evidence indicated that metrazol was

effective with depressed patients, but not with schizophrenia
patients, and it was ultimately replaced with electroconvul-
sive treatment (ECT). In the case of both insulin coma and
metrazol-shock the basic initial observations had been acci-
dental; no accepted theory existed regarding the biological
mechanisms that might account for the reported effects and
little appears to have been attempted to develop one.

In 1937 two psychiatrists, Cerletti and Bini (1938), pre-
sented an account of their use of ECT of sufficient strength to
produce convulsions and coma in psychiatric patients, some
of whom showed an improvement in clarity of thinking and
general reality contact. Although the procedure was applied
rather widely to psychotic patients and especially schizophre-
nia patients, the results were discouraging. Huston and
Locher (1948), for example, found no difference in the rate of
improvement in depressed patients treated with ECT com-
pared with untreated patients. In addition, improvement in
the untreated lasted longer than in the treated patients. Later
studies of damage attributable to ECT (Alpers & Hughes,
1942) showed destructive effects to brain tissue. Again, no
satisfactory theory accounted for the effects of the treatment.
Gordon (1948) listed no fewer than 50 hypotheses, ranging
from the belief that the patient had experienced the convul-
sion as death and rebirth, to the view that the shock acted as a
stressor and stimulated stress-resistance mechanisms in bod-
ily functioning (Maher, 1966, pp. 499–500). Today, ECT is
used sparingly and then mainly with certain kinds of affective
disorder.

Experimental Psychopathology

Experimental investigation of psychopathology was stimu-
lated by the methods that were being developed to measure
the psychological processes of healthy individuals in labora-
tories of experimental psychology in the latter part of the
nineteenth century. Although its beginnings were modest,
experimental investigations of psychopathology were to
expand throughout subsequent decades.

Kraepelin

Investigation of psychopathology using the methods of scien-
tific experimental psychology began with the work of Emil
Kraepelin (1856–1926), who established a laboratory in
Heidelberg in 1890, where he conducted experimental stud-
ies of psychiatric patients. His work attracted others to join
his laboratory, notably British psychologist/anthropologist
William Rivers, and American psychiatrist, August Hoch.
Rivers (1895) and Hoch (1904) published translations of some
of the work done at Heidelberg, but much of Kraepelin’s
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experimental work, which was published from 1895 onward
in his series of volumes Psychlogischen Arbeiten, still remains
untranslated (Kraepelin, 1915).

Kraepelin’s work was guided by the basic assumption that
all psychopathological behaviors arise from some defect in
nervous system function. The task was to measure nervous
system functions as carefully and quantitatively as possible.
The kind of defect discovered could help explain the clinical
phenomena that had led to the diagnosis. Measuring proce-
dures were limited to those that could be applied externally
(i.e., without invasion of tissue). The use of experimental
methods and quantitative measurement in medical research
generally was still in an early stage. It is noteworthy that
Kraepelin had no method for observing or measuring brain
functions in the living human being. Modern methods of
electroencephalography and brain imaging lay far in the fu-
ture. Postmortem examination of the brain provided opportu-
nity to measure structure, but not function.

Kraepelin and his colleagues regarded experimental psy-
chology and experimental physiology as a unitary domain of
study. The functions examined included motor movements,
reaction time to various kinds of stimulus, memory, word
associations, and mental work (simple calculations). Control
comparisons were made between patients and nonpatients.
The diagnostic categories of the patients involved included
paresis, dementia praecox (schizophrenia), neurasthenia, and
epilepsy. Although Kraepelin emphasized quantitative mea-
surement, no statistical tests available could assess the relia-
bility of the differences that he found, which limited him to
reporting absolute differences. In this respect, too, his situa-
tion was the same as that generally prevalent in medical
research at that time.

The investigation of psychophysical and physiological
factors in mental illness became a continuing theme in the
ensuing decades. Psychological laboratories were estab-
lished in the early twentieth century at McLean Hospital in
Massachusetts, the Worcester State Hospital, and the New
York State Psychiatric Institute. Some laboratories were situ-
ated in academic institutions, notably at Yale University,
where Edward Scripture conducted studies on reaction time
in various diagnostic groups. Hunt (1936) and Shakow
(1971) include useful reviews of the development of experi-
mental psychopathology during this period.

With increasing hegemony of psychoanalysis in American
academic psychiatry in the period immediately following
World War II, experimental research into psychopathology
experienced a decline. One triumphant analyst chronicled
this change with the assertion that “psychological apparatus
had found its way to the lumber rooms of psychiatric clinics,
covered with dust and rusting away without having left

behind any gap in the resources of the research worker and
the practitioner” (Maher & Maher, 1979).

The Conditioned Reflex

Russian physiologist Ivan Pavlov (1849–1936) was one of
the most influential scientists of his time. Although his work
was almost exclusively concerned with animals, he made sig-
nificant contributions to human psychopathology. In 1914, in
the course of conducting an experimental investigation of
discrimination in a dog, Pavlov made a finding of signifi-
cance to the understanding of neurosis. While investigating
the dog’s capacity to discriminate between different shapes,
the shapes were progressively altered until no discrimination
could be made. When the hitherto quiet dog was brought
back into the laboratory room, it struggled when harnessed in
its stand, whined, and bit at the apparatus. “In short,” wrote
Pavlov, “it presented all of the symptoms of a condition of
acute neurosis.” (Pavlov, 1927/1960, p. 291). Further re-
search was undertaken with dogs differing in temperament,
one type being extremely excitable, the other type extremely
inhibitable. The results led Pavlov to conclude that experi-
mental neurosis develops only in animals of extreme types,
and the symptoms of neurosis differ in the two types and
relate to the characteristics of the animals’ different nervous
organizations.

Coincidentally, a violent storm flooded Petrograd, and the
dogs had to swim from the kennels to the laboratory. After
this experience some of them displayed disturbed behavior
similar to the “experimental neuroses” obtained in the labo-
ratory. Pavlov concluded that “. . . a development of a
chronic pathological state of the hemispheres can occur
from . . . first a conflict between excitation and inhibition
which the cortex finds itself unable to resolve; second the ac-
tion of extremely powerful and unusual stimuli.” (Pavlov,
1957, p. 318). Pavlov linked the phenomena seen in labora-
tory studies of animals with those seen in human psy-
chopathology in a manner that was to influence experimental
psychopathology for several decades to come.

Much later, Howard Liddell at Cornell University investi-
gated the adaptive behavior of sheep and goats in which the
thyroid had been removed. Using a mild shock, Liddell was
interested in how long the animal would require to make a
conditioned anticipatory response. Both animals with and
without thyroid glands learned this quite readily. Because of
time pressure to complete his experiments, he increased
the number of trials at each testing session. This had the
unexpected effect of producing an experimental neurosis in
certain sheep. They showed excitement, alarm, struggled to
escape, showed rapid heart rate and breathing, micturation
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and defecation, and so forth. The sheep from which the thy-
roid gland had been removed, however, did not show these
effects. Liddell (1944) concluded that the critical element in
the experimental neurosis was not the difficulty in making
discriminations, but the emotional reaction to the threat
posed by the electric shock. Although Liddell performed no
human studies, he made the theoretical link with human neu-
roses explicit in his reports of his animal work. W. H. Gantt
(1953) performed similar studies on dogs.

Experimental Neurosis and Approach-Avoidance Conflict

Other animal behavior studies were conducted within a
Freudian framework. They centered on the hypothesis that
a conflict between a motive toward pleasure (a “drive”) and a
fear of punishment (another “drive”) constituted the core
element of the psychodynamics of animal—and human—
neurosis. Clark Hull at Yale performed much of the initial
work. Hull took basic tenets of Pavlovian psychology and
sought to integrate them with certain Freudian concepts, with
a view to understanding how such conflicts might be reduced
by suitable environmental manipulations (Miller, 1944).
Within this framework other experimenters studied the effect
of variables designed to reduce the anxiety component of the
conflict, thereby permitting the emergence of the positive
(approach) component. These studies were attempting to dis-
cern “therapeutic” factors that might be applied to neurotic
human patients. Investigations using animals included the
effects of displacement and escape, Berkun (1957), Elder,
Noblin, and Maher (1961), Taylor and Maher (1959), and
many others. The paradigm was applied to many aspects of
human behavior, including verbal statements in psychother-
apy (Murray & Berkun, 1955), and neurotic behavior in gen-
eral (Phillips, 1956).

After 1960, this approach declined, partly because of
developing doubt about Freudian explanations of psy-
chopathology. Another reason was methodological con-
straints involved in generalizing from animals to humans and
increasing criticisms of the approach-avoidance model itself
(e.g., Atthowe, 1960; Maher, 1964). Although laboratory
animal research of this kind declined, the application of these
ideas to humans was to become one of the main themes of
behavior therapy.

Typologies of Mental Illness

The notion, embodied in the humor theory, that mental illness
proceeded from an imbalance of some internal biological
factor, survived for centuries. Its decline did not lead to the
abandonment of typology. New ones followed, each sharing

the assumption that normal personality included basic types,
each with specific biological balance, and each more liable to
a specific kind of psychopathology should the balance be
disturbed.

Pavlov

Pavlov provided one such typology. He theorized that behav-
ior, both normal and pathological, is determined by the inter-
action of three basic properties of the nervous system. These
are the strength of the excitatory and inhibitory processes, the
equilibrium of these processes, and their mobility. Pavlov ini-
tially based the typology upon observations of dogs in his
laboratory, but later extended it to humans.

Kretschmer and Sheldon

German psychiatrist and neurologist Ernst Kretschmer
(1888–1964) presented a theory of personality in which he at-
tempted to link psychological disorders to physical build. In his
1921 Körperbau und Charakter (published in English in
1925), he proposed three main body types: the asthenic (thin),
the athletic, and the pyknic (stout). Based on observations of
patients in mental hospitals, he concluded that schizophrenia is
linked to the asthenic, and manic-depression to the pyknic
body type.Although, some studies of psychiatric groups found
some support for the classification, significant criticisms pointed
to different reactions of others to people of varying body types,
and the effect of these reactions upon later behavior.

The basic idea behind his typology was developed more
quantitatively in the United States by William Sheldon
(1942). Sheldon also proposed a threefold classification
of components of body form derived from stages of embry-
ological development: the endomorphic component, with a
prominence of intestines and other visceral organs; the meso-
morphic component, with a prominence of bone and muscle;
and the ectomorphic, with delicacy of skin, fineness of hair,
and sensitivity of the nervous system. In an individual, each
component is measured on a scale of three and a body type
assigned by the three digits for each component. Sheldon
proposed temperamental classifications to correspond to the
morphological types. He published on this theme from 1927
to 1971, and in his later publications he reported findings
based on a study of patterns of psychosis as related to physi-
cal constitution.

Eysenck

Hans Eysenck (1947) developed a typology of personality
based in large part upon the Pavlovian model, together with



The Twentieth Century 329

some elements of Jung. His typology was framed within the
statistical factor-analysis approach then common in Britain,
whereby temperamental factors were defined as continua.
Eysenck recognized three major independent continua or
axes. The most basic was extraversion-introversion, in which
extraversion was defined as a balance where inhibitory
activity dominated excitatory processes, and introversion
was the reverse. The position of any individual on this axis
could be determined by various laboratory measures and
questionnaires. The other two axes were psychoticism and
neuroticism, each of which was scaled from low to high. Any
given disorder could be produced by the combination of mag-
nitudes of the three axes. Thus, antisocial personality (the
psychopath) was located in the high extraversion, moderate
psychoticism, and low neuroticism; schizophrenia was
located in the high psychoticism, high introversion, and
moderate neuroticism combination. Most of the laboratory
measures tested sensory and/or motor performance such as
critical flicker fusion, reactive inhibition in motor pursuit
tasks, and the like.

Nervous Diseases—Neurosis and Neurasthenia

The debate about neurological disorders underlying nervous
diseases, in particular hysteria and hypochondria, continued
well into the late nineteenth century. One important event in
the debate was the introduction of the concept of neurasthe-
nia (literally weakness of the nerves) by George Beard
(1880). The term had already found it way into medical lit-
erature (e.g., Kraus, 1831). Charcot’s 1888–1889 modifica-
tion (as cited in Lópes-Piñero, 1983) mentioned two major
neuroses, hysteria and neurasthenia. Both terms passed into
the twentieth century, each carrying the implication of a sep-
arate hereditary biological basis. Many psychopathologists
claimed a gender difference in these two disorders, hysteria
being a female neurosis and neurasthenia a male neurosis.

Organic versus Functional Psychoses

As brain studies of psychotic patients failed to reveal charac-
teristic patterns of neuropathology in most psychoses, re-
searchers began to recognize two kinds of psychosis. One
type, the organic psychosis, arose from demonstrable biolog-
ical origins, such as direct injury, toxic damage, or other
destructive processes acting on the brain; the other type, it
was suggested, arose from intrapsychic conflicts essentially
similar to those that produce the neuroses. By the end of
World War II, psychoanalytic conceptions had begun to dom-
inate psychiatric thinking and practice in the United States.
Although applied mainly to treatment of neuroses, some

practitioners attempted to treat psychotic patients on the as-
sumption that themajorpsychoticsyndromes—schizophrenia,
depression, and manic-depressive psychosis—were the out-
comes of severe intrapsychic conflicts and might therefore
yield to intensive psychoanalytic treatment. Freud had been
pessimistic about the possibility of such treatment, not be-
cause he thought these disorders primarily organic in nature,
but because he judged the patient to have regressed so far to
an infantile level of psychic development that the analyst
could notmake the interpersonal contactnecessary forpsycho-
analytic treatment. Nonetheless many followers of psychoana-
lytic doctrine did attempt to apply psychological treatments.
These included milieu therapy, group therapy, individual psy-
chotherapy, occupational therapy, and recreational therapy
(Shapiro, 1981).

In this context the fundamental distinction between the
“organic” psychoses and the “functional” psychoses arose.
Organic psychoses included paresis, Alzheimer’s disease,
the toxic psychoses, and other psychotic syndromes asso-
ciated with undeniable biological damage. The functional
were those for which no biological basis had been found and
included schizophrenia, manic-depressive psychosis (now
bipolar affective disorder), and psychotic depression. By de-
fault, these were regarded as having intrapsychic origins.

However, techniques to detect brain pathologies in the
living patient were crude. One was electroencephalography
(EEG), another x-ray. By midcentury, Hill and Parr (1950)
concluded that the EEG’s practical value was to enable us to
know something about organic cerebral disorder but little
else. Information also came from cases of patients who had
suffered externally inflicted damage to the brain and where
the locus of the injury could be relatively easily identified.
(German neuropsychiatrist Conrad Rieger employed a bat-
tery of such tests as early as 1888.) It was time-consuming to
administer, consisting of forty different tests (Benton, 1991).
In the aftermath of each of the two world wars much research
into brain-damaged patients provided a knowledge base
about the effects of injuries to specific psychological func-
tions. World War I gave rise to numerous neuropsychological
tests, mostly from German sources. A second major wave oc-
curred after World War II, primarily in the United States.

German psychologist Kurt Goldstein made an impor-
tant contribution to this research. In a seminal monograph,
Goldstein and Scheerer (1941) reported studies of brain-
damaged patients. Their results had led them to formulate the
hypothesis that substantial brain damage produced a loss of
“abstract attitude.” Schizophrenia patients tested with the
same tests used on brain-damaged patients performed in sim-
ilar ways, supporting the view that the functional psychoses
were essentially organic.
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By the 1940s, neuropsychological assessment of psy-
chotic patients employed a range of tests for the assessment
of brain damage (Benton & Howell, 1941). They largely fo-
cused on cognitive functions such as memory, attention, and
other components such as the subtests of general adult
intelligence tests. The combination of neuropsychological
tests, EEG and its derivatives, and clinical neurological
examination provided the main tools for investigating brain
psychopathology connections until well into the second half
of the twentieth century. After that, new techniques of brain
imaging were to revolutionize the strategies of research.

Theories of Origin and Research
in Antisocial Personality 

Much experimental research has been generated by clinical
assumptions about the characteristics and etiology of antiso-
cial personality disorder. Keep in mind that most of these
studies have been restricted to subjects in prisons or in psy-
chiatric facilities. Such subjects are not only more likely to be
extreme in their manifestation of sociopathy, but the effect of
imprisonment of hospitalization may have influenced the
obtained results.

Early theories of motivation postulated that all organisms
are driven by a need to reduce sensory stimulation. In 1949,
Hebb suggested instead that behavior can be motivated to
increase sensory stimulation. Quay (1965) hypothesized that
sociopaths, compared to normal people, have a lower basal
reactivity to stimulation and so need more intense sensory
input in order to maintain a level of cortical function ade-
quate for the subjective experience of pleasure. Hence, they
require more intense levels of stimulation.

It has also been suggested that the antisocial behavior of
sociopaths reflects their inability to delay gratification of
emotions and inhibit their impulses to action. Research re-
sults are inconsistent in their support of this hypothesis.

Behaviorism and Behavior Therapy

Neopavlovian behaviorism, in the forms developed by Hull
at Yale and Eysenck in the United Kingdom, devoted much
effort to the understanding of the processes associated with
disordered behavior. The logic underlying the application of
behavioral principles to the task of changing behavior were
relatively straightforward. Maladaptive behavior was ac-
quired (i.e., learned) and maintained in the same way that any
other behavior is learned, namely by the circumstances sur-
rounding when it first occurred and its consequences. The
maladaptive behavior was either followed by some desired
consequence (a reward), or served to avert some undesirable

consequence (a punishment). This general principle war-
ranted the deduction that treatment should consist of extin-
guishing the maladaptive behavior by removing its rewards
while, at the same time, giving rewards to the patient when-
ever normal behavior was displayed. When the behavior was
primarily avoidant, the principle was that repeated exposure
to the feared stimulus without any aversive consequences
would ultimately lead to extinction of fear and the emergence
of more adaptive behavior.

The effectiveness of these techniques had been demon-
strated in the animal laboratory, but their application to ac-
tual patients was another matter. Psychoanalytic doctrine
had asserted that the overt behavior was a “symptom” of an
underlying intrapsychic conflict, and that removing the
symptom without solving the conflict could not be curative.
Thus, it was claimed, the symptom might disappear when
treated by behavioral methods, but that a new symptom
would emerge to take its place. This hypothesized phenome-
non was called “symptom substitution.” From the behavioral
perspective, the so-called symptom was the problem, not
just an indicator of an invisible problem. Although later
studies were to show that the psychoanalytic claim was un-
founded, the hegemony of psychoanalysis in psychiatric
practice effectively prevented any extensive use of behav-
ioral methods with patients. Although Salter (1949) pub-
lished his classic Conditioned Reflex Therapy in 1949, not
until the deficiencies of psychoanalytic treatment had been
demonstrated did the way open for applying behavioral
treatment. This development did not occur until after mid-
century, and occurred at first more widely in the treatment of
children’s behavior problems in the classroom and the home,
where psychiatric influences were usually minimal.

Recent Approaches

The half century that spanned the period 1950 to 2000 saw
major changes in almost every aspect of theory and practice
in psychopathology. One of the first was the decline of
psychoanalysis.

The Decline of Psychoanalysis

It is important to note that the influence of psychoanalysis
within psychiatry in the United States far exceeded its influ-
ence in psychiatry in other countries. The combined member-
ship of the psychoanalytic societies of Austria, Denmark,
France, Germany, The Netherlands, Italy, Sweden, and
Switzerland by 1961 amounted to only 250 people (Szasz,
1961). In these countries and Great Britain, the psychoana-
lyst need not have had medical training, whereas in the
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United States psychoanalysis became a medical specialty and
also the predominant theoretical viewpoint of psychiatrists.
Theories generally do not so much decline because of their
inherent defects as because they have been replaced by better
alternatives. Psychoanalysis declined as an influence in psy-
chology for several reasons. One was the rise in psychophar-
macology, another was the spread of behaviorist techniques,
and a third was the increasingly evident defects of the theory
itself.

The Rise of Psychopharmacology

Public hospitals provided the most dramatic evidence for the
development of medications that could effectively alleviate
the symptoms of both the neuroses and the psychoses. Wortis
(1959) reported a survey of the world’s medical literature be-
tween 1930 and 1959. Before 1953, reports of pharmacolog-
ical treatments comprised less than 10% of published papers.
By 1959, they comprised more than 70%, and the number
was rising rapidly. The World Health Organization (1958) is-
sued a classification of psychopharmacological compounds
that covered seven categories, of which the most significant
category, the major tranquilizers chlorpromazine and reser-
pine, were effective with psychoses. Psychoanalysts com-
plained that medication merely removed the symptoms
without curing the patient. Because they believed that the
basic cause was psychological, they asserted that biological
treatments were therefore inherently limited to palliative
effects. As psychoanalysis itself was not achieving even pal-
liative effects with psychotic patients, the argument was
unimpressive. A more important problem with the early med-
ications was their frequent and unpleasant side effects. These
included dryness of mouth, involuntary motor movements of
the tongue and lips (tardive dyskinesia), occasional episodes
of dizziness, and such. When the psychotic symptoms sub-
sided, patients often discontinued taking the medication
because of the side effects, and relapsed into their previous
psychotic condition. Improved drugs and techniques of su-
pervised administration and/or injection of long-lasting
timed release compounds have been developed to eliminate
this cyclical effect.

The Rise of Behavior Modification 

The first to report extension of behavioral methods to hospi-
talized psychosis patients were Allyon and Haughton (1962).
Their approach consisted primarily of controlled application
of rewards to patients when they behaved in an adaptive (i.e.,
“normal”) manner. The underlying concept was that tradi-
tional treatment gave attention and care when a patient’s

behavior was maladaptive but ignored the patient when be-
havior was adaptive (“normal”) thereby serving to reinforce
symptomatic behavior and to extinguish normal behavior.
Rewarding normal behavior would provide a more rational
approach to eliminating symptoms. Studies directed toward
eliminating eating problems, mutism, and other symptoms,
reported successes (e.g., Allyon, 1963, Allyon & Haughton,
1962) and led some public hospitals to develop large-scale
“token reinforcement” programs.

Behavioral methods of this kind ran into criticism. One
criticism was that they turned the professional ethical imper-
ative to provide care and attention to the sick on its head and
therefore compromised patients’ rights. Another was that pa-
tient improvements often were specific to the hospital setting
and failed to persist after the patient was discharged. But the
main factor in limiting the spread of this approach was the
success of the new medications.

Behavior therapy proved broadly successful in treating
nonpsychotic problems such as systematic desensitization of
phobias, eliminating fear of flying, smoking reduction, and
training mentally retarded patients and passed into the reper-
toire of psychiatric practice.

The Rise of Anti-Psychiatry

A point of view arose that opposed the medical definition
of psychopathological disorders. Known as “anti-psychiatry,”
it drew inspiration from several sources. One source was
Erving Goffman’s (1961) Asylums, which described the ef-
fects of hospital rules and disciplines on patient behavior,
finding their behavior similar to the inmates of other “total in-
stitutions” such as convents, the military, and prisons. Scheff
(1966) argued that the distinction between sane and insane is
not a scientific one, but essentially a matter of social judg-
ment and social labeling of the deviant.

Perhaps the single most influential book was The Myth of
Mental Illness (Szasz, 1961), in which Thomas Szasz as-
serted that the mental illnesses had no established biological
basis and that they were not really a proper subject for
medical diagnosis and treatment. Terms such as disease,
symptom, diagnosis, therapy, and the like were therefore
metaphorical when applied to psychopathology. In support of
his contention, he pointed out the failure to find a biological
basis for the various mental illnesses. Instead, he said, the
“patient” suffers from problems of living in a stressful world,
and his behavior may be best understood as a form of both
communication and coping. While much of the work was
centered on the problematic status of hysteria as a disease,
his criticisms were addressed to the medicalization of de-
viant behavior generally. He alleged that the diagnosis that
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somebody was “mentally ill” served to limit that person’s
freedom of action and to prevent his communications from
being taken seriously. His argument went on to point out that
the practice of involuntary hospitalization meant that individ-
uals were being incarcerated against their will when they had
not committed crimes. Taken together, these were charges
that contemporary psychiatry was bad science, unreliable
practice, and an abuse of civil rights.

In this context, civil rights issues of the mentally ill at-
tained the same kind visibility as civil rights issues for mi-
norities and for women. The first redress for discrimination
against the mentally ill was deinstitutionalization. Patients
were discharged from hospitals in large numbers, some to
return to their families, but many to live as welfare recipients
or, in some cases, to live homeless on the streets. The scale of
deinstitutionalization was large, and the results varied from
striking improvements in the functioning of some patients to
tragedies of death from neglect in some of the homeless men-
tally ill. Discharge from the hospitals had become feasible
mainly because of the efficacy of the new medications. The
focus of caring for the mentally ill then shifted to problems of
medication maintenance outside the hospital and provision of
some degree of supervisory care in halfway houses or other
residential arrangements that provided transitional care be-
tween the hospital and the private home. Training in the vo-
cational and social skills necessary to obtain employment and
to get along in society outside the hospital emerged as a more
practical goal for psychological techniques than had been the
case with psychotherapy.

The Third Force and the New Therapies

One component of the antipsychiatry viewpoint was devel-
opment of therapies based upon avowedly nonscientific
principles. A spectrum of therapeutic techniques, known
sometimes as the “Third Force,” and sometimes as “human-
istic” arose. These included transactional analysis (Berne,
1961); rational psychotherapy (Ellis, 1958, 1962), logother-
apy (Frankl, 1953), gestalt psychotherapy (Perls, 1969), and
client-centered therapy (Rogers, 1951).

These approaches in general rejected the concept that
human behavior could be studied scientifically. Many hu-
manistic therapists followed the lead of Carl Rogers in aban-
doning the use of the medical term patient preferring instead
to use client. He, and they, did however retain the use of the
medical term therapy, and defined themselves as “therapists.”
These methods were not often applied to seriously disturbed
clients. The more usual clientele were primarily persons with
minor neuroses, mild anxieties, self-esteem problems, and
the like.

The Return of Diagnosis

One consequence of the hegemony of psychoanalysis in U.S.
psychiatry was the diminution of interest in formal diagnosis.
Patient evaluations typically oriented to a description of the
hypothesized psychodynamics supposed to underlie the clin-
ically manifest behavior. The decision as to what diagnostic
label to attach to the patient’s case was often considered a bu-
reaucratic requirement for statistical reports but of no great
significance in patient treatment. In 1952, the American Psy-
chiatric Association published the first Diagnostic and Statis-
tical Manual of Mental Disorders (DSM-I). The categories
employed conceived of mental disorders largely as personal-
ity reactions to various factors; biological, psychological, and
social. It was replaced in 1968 by DSM-II, to bring it into line
with the Eighth edition of the International Classification of
Diseases (ICD-8).

In later years, further revisions included DSM-III in 1980,
DSM III-R (revised) in 1987, and DSM-IV in 1994, and
DSM IV-TR in 2000. These successive versions included an
increasing number of disorders and increasingly detailed cri-
teria for definition of diagnostic categories. Research into
various forms of psychopathology based upon this classifica-
tion system has permitted more confident comparison of pa-
tient samples from different hospitals and from different
countries, an essential requirement if independent replication
of findings is to be established.

Progress in the Biological Understanding
of Psychopathology

Certainly the most significant advances in the study of psy-
chopathology have occurred in the closing decades of the
twentieth century. Progress has been made in developing tech-
niques for measuring the structure and function of the living
brain and in our understanding of the complexities of genetics.

Brain Measurement

At midcentury observation of the structure and function of
the living brain was confined to measuring the electrophysi-
ology of brain activity with the electroencephalogram (EEG)
and x-ray photography. These were replaced by various kinds
of brain imaging that depended on the availability of high-
powered computers and upon new ways of scanning the
brain’s metabolic activity. The major forms of brain imaging
(brain “scanning”) are positron emission tomography (PET),
computerized tomography (CT), single photon emission
computed tomography (SPECT) and magnetic resonance
imaging (MRI). All of these methods rely on the fact that
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brain activity requires energy and this energy comes from in-
creased metabolic activity in the brain area doing the work.

PET and CT scans begin with an injection of briefly acting
radio-active material into the blood stream to mark changes
in blood flow and blood concentration, thereby indicating
where the increased metabolic activity is taking place. These
scan methods require keeping radioactive material in the lab-
oratory, and the injections are somewhat intrusive. These
methods also are expensive and are limited as to the clarity of
the images of brain structure they provide.

For all of these reasons, use of these scans has been gen-
erally superseded by magnetic resonance imaging. Not until
1959 was MRI used for medical diagnosis, and not until the
1970s did it came into general use for body imaging. MRI
could detect natural changes in blood oxygen levels (an index
of metabolic activity) without using radioactive materials.
High-speed scanning of the whole brain in a few milliseconds
enabled the investigator to study rapid localized brain activ-
ity changes during mental activity. Additionally, improve-
ments in EEG made it possible to study the rise and fall of
electrophysiological activity at specific points in the brain in
real time. 

The New Genetics

With the discovery of the double-helix DNA, the genetics of
psychopathology passed from dependence upon inference
from studies of twins to direct identification of genetic anom-
alies. One of the first outcomes of genetic studies of the
psychoses was the evidence that no one-gene–one-disorder
relationship existed. In the case of schizophrenia alone,
Gottesman and Moldin (1998) reported on several studies be-
tween 1994 and 1997 that implicated seven different chro-
mosomal regions in the genetics of schizophrenia. 

Paradoxically, the increased sophistication of method
provided by brain imaging and genetic analysis has not
suggested that we are nearing a clear answer to the historic
questions about the biology of mental illness. Instead it has
gradually revealed the complexity of interactions between
brain areas, the heterogeneity of brain anomalies in the psy-
choses, and the heterogeneity of the genetic factors in what
appear to be unitary diagnostic categories.

Experimental Psychopathology 

Experimental psychological work in psychopathology in the
tradition of Kraepelin, Shakow, and others had also dwindled
by midcentury. Much of this reflected the influence of psy-
choanalysis, which asserted that the answers to questions of
etiology were already known and that experimental research

was not only irrelevant to the question but antithetical to the
analytic method. Experimental research in psychopathology
revived from the 1950s onward, extending in various direc-
tions, both behavioral and biopsychological. Progress of ex-
perimental work in psychopathology mirrored ongoing
changes within general psychology and the neural sciences.
Experimental work itself was greatly facilitated by the devel-
opment of desktop computers, which replaced earlier bulky
equipment. Computer portability made it possible to bring
the laboratory to the patient rather than vice versa, thereby
extending the kinds of sample that could be obtained. 

By the final decade of the twentieth century, experimental
investigations of psychotic patients focused mainly on the as-
sociation between brain structure and function, on one hand,
and cognitive and emotional processes on the other. As an il-
lustration of the changing emphases, we might note that by
1991 biological research on schizophrenia—a previously
“functional” psychosis comprised four of the five volumes of
the Handbook of Schizophrenia (Nasrallah, 1991). It was
now regarded as an obviously biological disorder.

INTO THE TWENTY-FIRST CENTURY

Looking backward from the vantage point of the new millen-
nium, we see certain themes recurring in cyclical form. The
dilemma posed by the need to care for persons unable to care
for themselves versus the need to respect individual rights and
liberties to make personal decisions leads to a cycle in which
society creates institutions to provide the necessary care and
later discharges the patients on civil rights principles. Ad-
vances made in technologies for other purposes prove to have
significant effects in forwarding our understanding of psy-
chopathology investigations and treatments. The microscope,
the x-ray, electroencephalography, and brain imaging are ex-
amples of this. The emphasis on genetics and brain function
shifts in time to an emphasis on social/environmental factors
in the genesis of behavior. Themes within psychology in gen-
eral, mostly significant but sometimes faddish, find reflection
in psychopathology research trends. What is clear is that with
progress our questions are becoming more sophisticated, and
our answers more complicated.
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Clinical psychology may be defined as “a scientific and pro-
fessional field that seeks to increase our understanding of
human behavior and to promote the effective functioning of
individuals” (Reisman, 1991, p. 3). Clinicians share with
other psychologists a valuing of truth and a commitment to
its determination, which they believe is best done through
scientific methods. However, they are also committed to
being of help to people, who often present urgent problems
that require immediate assistance. They emphasize the value
and uniqueness of each individual and so strive to provide
services to all populations. Thus, they have faced, and no
doubt will continue to face, the dilemma of addressing insis-
tent and pressing human needs with measuring instruments
and methods of treatment whose validities are questioned by
others, as well as by clinicians themselves.

In this chapter, we are going to consider the history of
clinical psychology through its various phases of develop-
ment. We will view the field in the context of the changing
milieu of attitudes and professional approaches that have
characterized the area known as mental health. Throughout
the relatively short history of the field, there have been dif-
fering views as to the roles of science and “art,” as well as
both favorable climates (which we have titled zeitgeists) and
resistance within the field. We shall also review the changing
requisites for training and qualifying clinicians and treatment
approaches and take a brief view of current and possible fu-
ture developments.

Surprisingly, the history of clinical psychology is almost
as long as the history of scientific psychology itself. Scien-
tific psychology is often said to have begun when Wilhelm

Wundt founded the first psychological laboratory at the Uni-
versity of Leipzig in 1879; clinical psychology can be said to
have originated when Lightner Witmer, who earned his doc-
torate under Wundt established the first psychological clinic
at the University of Pennsylvania in 1896 (Routh, 1996;
Routh & DeRubeis, 1998; Witmer, 1897). Since at that time
psychology itself was still in an early stage of gaining aca-
demic, scientific, and public acceptance, many psychologists
had misgivings about the prudence of establishing an applied
field of their discipline. In fact, almost a century later many
clinicians believe such misgivings continue to remain
detectable.

The early clinical psychologists thought of themselves as
researchers, psychometricians (or measurers), and reeduca-
tors in the areas of individual differences, the ways in which
people differ from one another, such as intelligence (see the
chapter by Sternberg in this volume), personality (see the
chapter by Sternberg, the chapter by Barenbaum & Winter,
and the chapter by Weinstein & Way, all in this volume), and
abnormal behaviors (see the chapter by B. Mayer & A. Mayer
in this volume). Because the histories of those topics are ad-
dressed in those and other related chapters within this volume
(e.g., see the chapter by Mandler, the chapter by Morawski &
Bayer, and the chapter by Marecek, Kimmel, Crawford, &
Hare-Mustin) our task is made easier than it might have been.
Yet it must also be pointed out and acknowledged that clini-
cians draw, more or less, from almost every area of psy-
chology, and thus every chapter is of some relevance to the
history of clinical psychology. So, recognizing the arbitrari-
ness of what we are about, let us begin.
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Wundt and many of the early psychologists regarded psy-
chology as the scientific study of consciousness. As empiri-
cists, they believed that all that we know comes to us through
our senses. Accordingly, they were interested in how we ex-
perience the world through our senses, in the acuity of our
senses, and so on. When, in about 1884, Galton sought to
measure intelligence, it seemed reasonable to do so by means
of reaction time, sensory discrimination, height, weight, and
other anthropometric indices. James McKeen Cattell, who
was among the first Americans to receive a doctorate from
Wundt, was most interested in Galton’s work and elaborated
upon it.

Cattell (1890) introduced the term mental test and sug-
gested administering a standardized battery of 10 tests, such
as Least Noticeable Difference in Weight, Reaction-Time for
Sound, and Judgment of Ten Seconds. Subsequently, in 1921,
Cattell went on to found the Psychological Corporation,
which has since become one of the world’s largest suppliers
of psychological tests, but before he did that he had as one of
his students at the University of Pennsylvania a fledgling psy-
chologist by the name of Lightner Witmer (1867–1956).

Prior to studying psychology, Witmer was teaching
English at Rugby Academy, a prep school in Philadelphia,
where one of his pupils had an articulation problem. Witmer
had been considering a career in law or business, but this
youngster’s difficulties with speech aroused his interest.
Upon investigating further, he concluded the problem derived
from a head injury suffered at the age of 2 and speculated that
with proper diagnosis and treatment, this youngster could
have avoided years of frustration and embarrassment. That
psychology might be of help to those who had such problems
was a factor in leading Witmer to major in the new science.

After he received his doctorate in 1892, Witmer returned to
the University of Pennsylvania and took over the psychology
laboratory from Cattell, who left to assume a similar position
at Columbia University. While teaching a course in psychol-
ogy at Pennsylvania, Witmer was challenged by one of his
students, Margaret Maguire, a teacher in the Philadelphia
public schools, to use psychology to be of help to children
with learning problems. Specifically, she asked Witmer to
help a 14-year-old who seemed to be of normal intelligence
yet was three grades retarded in spelling. Witmer put the ado-
lescent through a diagnostic process and found a visual anom-
aly that was partially corrected by glasses. Then, by having
the child tutored, some improvement was effected, though the
situation was considerably more complex than originally pre-
sented (McReynolds, 1997; Witmer, 1907a).

Witmer was sufficiently encouraged by this success and
sufficiently convinced that psychology could be helpful to
persuade the university administration to back the creation of
a psychology clinic in 1896. Later that year, at the American
Psychological Association (APA) convention, he reported to
his colleagues what he had done and urged them to do like-
wise. He spoke of a “clinical method,” which would educate
students through demonstrations and contacts with those who
required the services of psychologists. Thus, the psycho-
logical clinic would be an agency for instruction, original
research, and service to the community (Reisman, 1991;
Witmer, 1897).

The treatments Witmer practiced and taught were essen-
tially pedagogical. In so doing, he carried on in the tradition
of such pioneers as J. Rodriguez Pereira, who taught the deaf
to speak; J. M. G. Itard, who attempted to educate and civi-
lize Victor, the Wild Boy of Aveyron; and Edouard Seguin,
who set up the first school to train those with mental retarda-
tion (Routh, del Barrio, & Carpentero, 1996). However, it
should also be recognized that Witmer, in common with
many clinicians today, believed that a broad range of prob-
lems indicated the need for remediation and training. To
Witmer, a juvenile delinquent was deficient in moral training
or proper conduct, and he thought of a child who might be re-
garded as psychotic today as developmentally arrested in a
variety of behaviors that required correction. 

In assessing the person, Witmer at first relied upon obser-
vation and whatever psychometric devices were available,
which were then not very many. He also availed himself of
the services of social workers, teachers, and any other pro-
fessional who might be indicated, such as neurologists,
optometrists, and physicians. A few years after Alfred Binet
developed the first age scale for measuring children’s intelli-
gence in France (Binet & Simon, 1905), Witmer incorporated
a version of it into his clinical assessment procedures. An-
other important aspect of how Witmer viewed assessment
was that he saw the attempted remediation of a problem as an
opportunity to test his understanding of it. Thus, he regarded
treatment as part of assessment and to be often decisive in de-
termining the validity of one’s diagnosis.

About a decade after the founding of the clinic, Witmer ap-
pealed to Philadelphia philanthropist Mrs. J. Lewis (Mary L.)
Crozer for funds to establish a clinical journal. By then, Wit-
mer was offering courses and a training program in this new
field of psychology and appeared to be successfully serving
the community. She agreed to give him the money, and in
1907, a journal called The Psychological Clinic began publi-
cation. For the next 30 years, until it ceased publication in
1937, Witmer served as its editor, frequent contributor, occa-
sional book reviewer, and gossip columnist. In its first issue,
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Witmer (1907b) wrote what is perhaps the most significant
article in the history of clinical psychology (McReynolds,
1997).

Witmer called for the creation of the field of clinical psy-
chology as an independent profession, though grounded in
the science of psychology. While his experiences had been al-
most exclusively with children, he made it clear in the last
paragraph of the article that clinical psychology could help
others as well:

I would not have it thought that the method of clinical psychol-
ogy is limited necessarily to mentally and morally retarded
children. . . . The methods of clinical psychology are necessarily
invoked wherever the status of an individual mind is determined
by observation and experiment, and pedagogical treatment ap-
plied to effect a change, i.e., the development of such individual
mind. Whether the subject be a child or an adult, the examination
and treatment may be conducted and their results expressed in
the terms of the clinical method. (Witmer, 1907b)

Witmer also recognized that clinical psychology en-
croached to some extent upon the field of psychiatry. How-
ever, he believed that given the proper training, the clinical
psychologist could make contributions that were distinctive
and valuable. Such training was being provided under
Witmer’s direction in the psychological clinic and through
formal graduate-level course work in developmental psy-
chology, abnormal psychology, and mental and physical
defects of school children. 

By 1909, the staff of the psychological clinic consisted of
Witmer as director, an assistant director, five trained PhDs as
examiners, a social worker, and three assistant social work-
ers. They were no longer alone. The Iowa Psychological
Clinic was founded in 1913 by Carl Seashore and R. L.
Sylvester (Routh, 1984), and a psychological clinic was also
established at Clark University in 1913. Moreover, there
were courses in clinical psychology and there would soon be
clinics at the University of Minnesota and the University of
Washington (Reisman, 1991).

Also by 1909, Witmer was urging a broader goal for clin-
icians and “orthogenics” as a new designation for the field.
Orthogenics included all that is now meant by the terms
primary, secondary, and tertiary prevention, as well as the
human potential movement. This was to be a profession con-
cerned with human development, both of the individual and
the species. Whatever was determined to impede or distort
development, including social conditions and public policies
that might be damaging, was grist for the clinician’s mill and
should be identified and remedied. With regard to the nutri-
tional, intellectual, and emotional deprivations of poor chil-
dren, Witmer (1909–1910) stated, “The problem calls for

preventive social action. . . . We should offer the slum parent
something better than a choice between race suicide and child
murder.”

He began to subtitle The Psychological Clinic as A Jour-
nal of Orthogenics, and each issue thereafter carried that
subtitle and a definition of orthogenics: “While orthogenics
concerns itself primarily with the causes and treatment of
retardation and deviation, it is by definition the science of
normal development, and comprehends within its scope all
the conditions which facilitate, conserve, or obstruct the nor-
mal development of mind and body” (Witmer, 1925). Obvi-
ously, in view of the title of this chapter not too many people
warmed up to orthogenics as a new designation, but Witmer’s
vision for the scope of the field he began has gained in
acceptance over the years.

A SCIENTIFIC ART?

Scientific psychiatry is probably best regarded as originating
around the nineteenth century, though like scientific psy-
chology it can trace its origins back over 2,000 years to the
philosophers and medical practitioners of ancient Greece.
Hippocrates spoke of mania, melancholia, phrenitis, hysteria,
and paranoia and thought of these as medical disorders, prob-
ably brought about by an excess of one type or another of
humor, or bodily fluid (Routh, 1998). By and large, however,
he recommended that patients with mental disorders be
treated with kindness, soothing music, and rest. The Roman
physician Galen (A.D. 129–198), promoted the view that the
etiology of specific disorders lay with excess humors, such as
black bile, yellow bile, blood, and phlegm, which led to the
treatment of the mentally ill with purges, vomits, bleeding,
and expectorants; these were the treatments widely used in
Western societies to the end of the eighteenth century.

During the eighteenth century, there emerged on several
fronts a different way of looking at people. The philosopher
Jean-Jacques Rousseau (1712–1778) argued that people are
naturally good but that they are corrupted by their society. If
allowed to develop naturally, or freely to experience the
world and the consequences of their behaviors, a natural
goodness or nobility would be expressed. Rousseau argued it
was the artificialities of the social order that drove people
to despair and that a simple life, close to nature, was best.
Clearly Rousseau’s influence can be seen today in natural
remedies and holistic medicine.

Moral treatment, treating the mentally disturbed with kind-
ness and respect rather than with physical force, restraints, or
harsh medications, began to be practiced toward the end of the
eighteenth century. In France, Philippe Pinel (1745–1826),
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called the father of scientific psychiatry because he introduced
case histories and maintained records for his patients and
because he tried to develop a nosology, advocated humane
treatment for the mentally ill.Afamous picture of Pinel “strik-
ing off the chains” of an unfortunate patient is depicted in
many books on abnormal psychology and psychiatry. Con-
trary to legend, Pinel was not the first to unchain the insane.

In England, a Quaker tea merchant, William Tuke (1732–
1822), established the York Retreat, where kindness and de-
cency in a rural setting were provided for the disturbed. In
Italy, Vincinzo Chiarugi opposed restraints and cruel mea-
sures, and in the United States, Eli Todd urged physicians
to practice moral treatment and established the Retreat in
Hartford. Social reformers, such as Dorothea Dix, advocated
the building of mental hospitals to provide humane care for
the mentally ill, and during the nineteenth century more than
30 state institutions, as well as asylums in Europe, were
erected as a direct result of her efforts.

By the middle of the nineteenth century, moral treatment
was being employed at a number of mental hospitals amid
enthusiastic reports of high recovery and discharge rates.
During this same period, the profession of psychiatry was
also growing. The Association of Medical Superintendents of
asylums for the insane, the precursor of the American Psy-
chiatric Association, was founded in 1844, about the same
time as similar organizations were founded in France and
England. Its major publication was the American Journal of
Insanity, which became the American Journal of Psychiatry,
now in 2002 is in its 159th consecutive year of publication. 

Breakthroughs were occurring in the scientific determina-
tion of the etiologies of a variety of mental disorders. In
1826, the French physician Antoine L. Bayle found an asso-
ciation between general paresis of the insane, a psychotic
condition that led to dementia and paralysis, and chronic
inflammation of the meninges. Richard von Krafft-Ebing’s
experiments demonstrated that paresis was caused by
syphilis. Sergei Korsakov reported the harmful effects of
chronic alcoholism on brain functioning. Karl Wernicke stud-
ied the effects of lesions in different areas of the brain and
different forms of language disturbances or aphasias. It
seemed to Emil Kraepelin, and to many other psychiatrists,
that what was needed was the determination of the syn-
dromes of specific disorders, research into their etiologies
and their natural courses, and the development of their spe-
cific treatments. For a detailed review of this period, see
Alexander and Selesnik’s History of Psychiatry (1966).

Therefore, toward the end of the nineteenth century, the at-
titude toward moral treatment changed. Mental hospitals
began to be seen mainly as custodial institutions for the men-
tally ill, who required further scientific study until appropriate

treatments could be determined. It was suggested that the
improvement rates for moral treatment had not been scientif-
ically determined and were probably grossly exaggerated.
Lower rates of improvement with moral treatment were
reported, and its defenders attributed these to a more intransi-
gent and difficult patient population and to a newer genera-
tion of psychiatrists who lacked the zeal and conviction of
earlier practitioners (Levine, 1981). Sound familiar? Addi-
tional research, it was generally agreed, for this and other
questions, would soon settle matters.

The major neurosis at this time was hysteria, whose symp-
toms had an annoying similarity to those of many neurologi-
cal disorders. Jean-Martin Charcot, a leading neurologist
of his day, used a cast of hysterics who had been previ-
ously hypnotized to demonstrate to his colleagues that all
the various symptoms of hysteria—paralyses, crying spells,
anesthesias—could be produced and modified under hypno-
sis. Charcot concluded, incorrectly, that there was an intimate
relationship between hysteria and hypnosis and thus those
who could be hypnotized either had hysteria or were predis-
posed to develop this neurosis (Goetz, Bonduelle, & Gelfand,
1995). An interested spectator at some of Charcot’s demon-
strations in 1885 was the Viennese neurologist Sigmund
Freud (1856–1939).

Freud had gone to Paris to learn the latest thinking about
the treatment of hysteria. An older colleague of Freud’s, Josef
Breuer, had become involved in an interesting case, in which
the patient suggested talking about problems. This talking
seemed to be of help, and Charcot’s hypnotic demonstrations
supported Freud in his belief that whatever the etiology of
hysteria, the symptoms could be treated and reduced by ver-
bal means. By 1892, Freud abandoned hypnosis in favor of a
“concentration” technique, in which the patient was directed
to try to recall all memories in connection with a symptom.
By 1895, Freud was talking about “psychical analysis,” or
“psychoanalysis,” and his relationship with Breuer was close
to an end (Breuer & Freud, 1895/1955; Gay, 1988).

Within the first decade of the twentieth century, Freud was
rapidly developing psychoanalysis as a theory of personality,
which he regarded as his contribution to psychology; as a
method of treatment, which he believed was of limited use
because of its expense, duration, and the few analysts avail-
able; and as a way of doing research. He had achieved inter-
national recognition and had adherents throughout Europe
and in the United States. In 1909, the eminent developmental
psychologist G. Stanley Hall invited Freud to come to Clark
University to address a gathering of American psychologists
who would be participating in the celebration of the school’s
20th anniversary. One of the members of that audience was
William James.
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AN ARTISTIC SCIENCE?

William James (1842–1910), like many of the other early
psychologists such as Wundt, had originally trained to be a
physician. For 12 years, he labored to produce a psychology
text that would serve to help him appraise the field, and in
1890 his magnum opus, Principles of Psychology, was pub-
lished. It quickly became a classic, and despite the early stage
of development of scientific psychology when it was written,
much within it would be of interest to clinicians today. There
was a chapter on the unconscious mind and the evidence for
its existence: that ideas or thoughts that are seemingly forgot-
ten must be existing somewhere if they can be recalled;
sleepwalkers who have no memory for what they did; our
ability to sense the boundaries of our beds while asleep and to
awaken close to a desired time; posthypnotic suggestions and
movements carried out automatically by hysterics. In con-
trast, the unconscious mind as it would soon be conceived by
Freud affected human functioning all through the day and
night, in dreams as well as in neurotic symptoms, in daily
accidents and thoughts and memory lapses and decisions.

There was a lengthy discussion of the Self, which in
James’s view was the sum total of all that the person owned:
a Material Self consisting of the person’s clothing, property,
body, and family; a Social Self composed of the many roles
people played in different kinds of interactions; and a Spiri-
tual Self, consisting of the person’s conscience and will, val-
ues, and psychological faculties. And there was often conflict
between these different aspects of self, which had to be re-
solved by simply deciding what should be given expression
and what should be suppressed. According to James, it was
simply impossible to give expression to all aspects of oneself.

James had a much more rational view of human behavior
than Freud. In his own life, prior to becoming a psychologist,
James had overcome feelings of depression by sheer strength
of resolve. He asserted that people could control their emo-
tions if they determined to do it and by exhibiting character-
istics of the feeling they wished to have. In other words, to be
happy, smile and act happy, and you will begin to experience
happiness . . . or as Shakespeare eloquently put it in Henry V
in exhorting troops to do battle bravely: “Stiffen the sinews,
summon up the blood, Disguise fair nature with hard-favor’d
rage” (act 3, scene 1).

An equally straightforward approach was recommended
to build good habits and break bad ones. Just go to it, and
allow no exceptions to the doing of the habit you wish to
achieve and immediately stop doing the habit you want to
break. For James, it made no sense to try to gradually wean
yourself from doing what you supposedly wanted to stop
doing.

Similarly, James argued in his discussion of the self that
people had it in their power to raise their self-esteem. He rea-
soned that our feelings about ourselves are determined by our
accomplishments divided by our aspirations. If we wished to
feel better about ourselves, we could raise our self-esteem by
achieving more of our goals or—and this was the easier
course—by lowering our aspirations and pretensions.

These practical suggestions made sense to James, who
was shortly to become a leading proponent of pragmatism, a
philosophical system that stresses that the value or merit of a
truth or undertaking lies in its practical consequences. How-
ever, in the opinion of those who favored psychology as a
“pure” science, these practical matters were totally extrane-
ous to the field. James was not so sure psychology was
headed in the right direction, and in 1907 he became a pro-
fessor of philosophy. Within six years, a movement called be-
haviorism was launched against the prevailing psychology of
Wundt and introspection.

It was in 1913 that John B. Watson proclaimed psychol-
ogy to be “a purely objective experimental branch of natural
science. Its theoretical goal is the prediction and control of
behavior.” Using as his model the reflex, Watson argued that
all psychology needed to be concerned about were stimuli
and responses: given the stimuli, to determine the responses;
given the responses, to discover the stimuli. Research using
introspection was best avoided, and psychologists should en-
deavor to put their findings to practical use (Watson, 1913).
In 1915, Watson became president of the American Psycho-
logical Association (APA), while the numbers of psycholo-
gists who regarded themselves as behaviorists grew with
each year. Their focus was not on sensation or perception but
on learning, and they were not averse to seeing the process of
learning in all areas of human functioning.

A SUSTAINING ZEITGEIST

Another way of looking at the fact that Witmer was success-
ful when he approached his university looking for funds for a
psychology clinic and when he contacted a philanthropist for
money to start a journal in clinical psychology is to say the
zeitgeist was favorable. We have already considered a num-
ber of events that during the eighteenth and nineteenth cen-
turies prepared the way for the development of this field, and
here we shall note others that promoted its advance during
the early part of the twentieth century.

However, it would be incorrect to suggest the going was
smooth and easy. The APA, founded in 1892 with 31 mem-
bers, had only about 300 by 1917; its purpose was solely to
promote the advance of psychology as a science, and it was
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reluctant to become involved in what many of its members
considered extraneous issues, such as what the qualifications
of a psychological examiner were and whether clinical psy-
chologists should be supported when their expertise was
challenged by psychiatrists. Not surprisingly, while there
may have been a need for the services of clinical psycholo-
gists in the society at large, at this stage in the development of
the field there was little demand. 

Accordingly, the training of clinicians was haphazard and
without any uniformity.Afew universities provided education
for clinicians, but most professionals had to take what courses
they could in college and seek further training on the job in
mental hospitals and clinics. In the former setting, they
thought of themselves as primarily researchers in abnormal
functioning; in the latter, they regarded themselves as mainly
psychometricians and educators with children. (It should be
remembered that the first individually administered intelli-
gence scale standardized on adults, theWechsler-Bellevue, did
not become available until 1939.) With these sobering qualifi-
cations stated, let us note some of the positive influences.

Morton Prince (1854–1929), a neurologist at Tufts Med-
ical College, founded the Journal of Abnormal Psychology in
1906 and served as its editor for many years. He was particu-
larly interested in hysteria and multiple personalities and
thought that the same processes that govern learning can be
used to explain abnormal behaviors. Neuroses, for example,
were often perversions of associations, because neurotics
often had difficulties in recalling the past. Psychotherapies,
he concluded, are actually different ways of educating people
to associate differently and thus adjust better to their environ-
ments (Prince, 1909–1910). While working in Boston, Prince
met with a congenial circle of physicians and psychologists,
including Boris Sidis and William James, to discuss psy-
chopathology and its treatment. He was sympathetic to psy-
choanalysis and through his journal helped to make it known.
In 1927, he founded the Harvard Psychological Clinic, and
by making it a unit of the Department of Psychology, he
sought to ensure that the study of personality and psy-
chopathology was regarded as part of psychology rather than
psychiatry.

William James received a visit in 1906 from a former
mental patient who had written a book about his experiences
in treatment. The book was titled A Mind That Found Itself,
and its author was Clifford Beers (1908). James read the
manuscript and wrote a letter of endorsement, which be-
came part of the book’s introduction and which served to
bring others to Beers’s support. Clifford Beers (1876–1943)
wanted to establish a movement that would make the public
aware of mental illness and willing to provide for its allevi-
ation and treatment. This became known as the mental

hygiene movement, and Beers founded the first of its many
societies in Connecticut in 1908.

That same year a prominent social worker, Julia Lathrop,
met with a psychiatrist, William Healy (1869–1963), in
Chicago to consider what new approaches to juvenile delin-
quency might be of help. At that time, judges disposed of
delinquents with nothing more than the results of a physical
examination to guide them. Certainly their decisions could be
better informed, and as a first step, research might be con-
ducted to determine the causes of delinquency. Healy went
off to get ideas by meeting with James and other psycholo-
gists and by visiting the clinics of Witmer and Goddard. In-
fluenced by the favorable recommendation of William James,
Julia Lathrop asked Healy to be the director of the new clinic,
which, when it opened in 1909, was called the Juvenile Psy-
chopathic Institute and today is known as the Institute for
Juvenile Research. Its original staff consisted of Healy; a
clinical psychologist, Grace Fernald (who later moved to
California, where she developed innovative practices for
remediating reading disorders in children and where a school
was named in her honor by UCLA); and a secretary. Many
consider it the first child-guidance clinic in the world.

A number of judges visited Healy’s clinic, with the idea in
mind to assess whether a similar operation could work with
their courts. During the summers of 1912 and 1913, Healy
taught a course at Harvard describing his work, and in 1917
he and Augusta Bronner, a clinical psychologist whom he
married, moved to Boston to establish the Judge Baker Guid-
ance Clinic. The focus of these clinics affiliated with the
courts was to evaluate children by means of psychological
tests, mainly intelligence tests, and other means in order to
make recommendations to juvenile-court judges regarding
the disposition of their cases. Healy, it should be added,
thought of himself not only as a psychiatrist but also as a clin-
ical psychologist; he developed two performance measures
of intelligence, one of which, the Healy Picture Completion
Test, was quite popular in its day.

During World War I, Robert Yerkes (1876–1956), a com-
parative psychologist at Yale (who later had primate labora-
tories, now at Emory University, named in his honor) and
also a clinician who made the Binet into a point scale (Yerkes,
Bridges, & Hardwick, 1915), chaired a committee of psy-
chologists that was asked to develop a group-administered
scale of intelligence for the army. This committee produced
the Army Alpha, a verbal scale; the Army Beta, which was
nonverbal and intended for those who could not read English;
and the Personal Data Sheet, a neurotic inventory designed
by Robert Woodworth that was one of the earliest personality
questionnaires (Yerkes, 1919). Almost two million men were
assessed with the Army Alpha and Beta tests, and Yerkes
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believed the prestige of psychology had been enhanced by its
contributions to the war effort. (See Weiner’s chapter on as-
sessment in this volume for further details on the testing
movement at this time.)

On December 28, 1917, an organization known as the
American Association of Clinical Psychologists (AACP) was
founded by J. E. Wallin, Leta Hollingworth, Rudolf Pintner,
and three others. Aside from conviviality, the AACP came
into being because clinicians wanted a group that would be
forceful in addressing their concerns, such as mental tests
being administered by nonqualified examiners and clinicians
gaining legal recognition as experts in the determination of
mental retardation and psychopathology. 

Robert Yerkes, the president of the APA at the time and
also a member of AACP, negotiated with the dissidents and
convinced them their interests would be best served through
the APA. Accordingly the AACP went out of existence in
1919 and became the Clinical Section of the APA, the first of
what were to become the many divisions of that organization.
About the only activity of the AACP during its brief life was
to sponsor a symposium at the 1918 APA convention. The
room was so jammed with people that it was not possible to
present this program, but the papers were published the next
year in the Journal of Applied Psychology. David Mitchell is
regarded as the first to earn his living through private prac-
tice; he obtained his PhD from the University of Pennsylva-
nia (Meltzer, 1966; Mitchell, 1919, 1931) and reported that
his treatment approach involved strengthening and eliminat-
ing habits.

The number of child-guidance clinics began to grow dur-
ing the 1920s with the support of the Commonwealth Fund,
established by the Harkness family which also funded the
National Committee for Mental Hygiene to seek the causes
and prevention of juvenile delinquency. These clinics, usu-
ally staffed by psychiatrists, clinical psychologists, and social
workers and concerned with the diagnosis and treatment of
child problems of all sorts, from infancy through adoles-
cence, served as additional sources of employment for clini-
cians. By 1930, there were about 500 clinics in the United
States offering psychiatric services, of which about 125 were
child guidance; by 1936, there were 676 psychiatric clinics
and 87 psycho-educational clinics, the latter mostly affiliated
with colleges and directed by psychologists.

In 1924, the psychiatrist Karl Menninger met with a group
of colleagues at the Institute for Juvenile Research to form
the American Orthopsychiatric Association. Its first president
was William Healy. Although voting membership in the
group was initially restricted to psychiatrists, this restriction
was dropped within 2 years. Among the clinical psycholo-
gists in this organization were Lightner Witmer, Augusta

Bronner, Shepherd Franz (one of the first clinical neuropsy-
chologists), Henry Goddard, and Edgar Doll (1920). The as-
sociation soon began publication of a journal, The American
Journal of Orthopsychiatry, which still focuses on interdisci-
plinary research and advocacy regarding the mental health
problems of children and families.

John B. Watson returned from service in World War I and
set about to determine what unconditioned stimuli produce
what unconditioned emotional responses in infants. He was
particularly interested in fear and was aware that Freud
(1909/1959) had presented a case of a boy who had a phobia
of horses, which through analysis was discovered to be a fear
of his father. Watson found that loud noises and sudden loss of
support elicit fear in infants and that by pairing a loud noise
with a white rat, a fear response could not only be conditioned
to the rodent but could be generalized to other furry objects
(Watson & Raynor, 1920). Unfortunately the infant, Albert,
became unavailable for Watson to extinguish the response.
However, Mary Cover Jones (1924), subsequently a promi-
nent developmental psychologist, did demonstrate that a
child’s fear of rabbits could be reconditioned by bringing a
rabbit closer and closer while the boy ate lunch. Here was ev-
idence, Watson believed, to suggest that some irrational fears
in children might be brought about and treated through condi-
tioning and without any need to invoke unconscious conflicts.

Nevertheless, psychoanalytic concepts were winning the
day. They were gaining in popularity among mental health
professionals. Morton Prince was moved to remark: “Freudian
psychology had flooded the field like a full rising tide and the
rest of us were left submerged like clams in the sands at low
water” (quoted by Hale, 1971, p. 434). In 1924, William
Alanson White, then president of the American Psychiatric
Association, urged psychiatrists to incorporate psychoana-
lytic concepts into their thinking and to use analysis to gain
fresh insights into mental illness. Psychologists were im-
pressed not only by Freud’s ideas but by the ideas of those
who disagreed with Freud, such as Alfred Adler and his no-
tions about the significance of birth order and the inferiority
complex, and Carl Jung and his introvert/extrovert personal-
ity types. Moreover, there were new tests of personality, like
the Rorschach and the TAT, which relied upon an apprecia-
tion and an understanding of unconscious functioning to be
administered and interpreted. Further, there began to be a
new way of looking at neurosis, as illustrated in the analyst
Karen Horney’s (1937) book, The Neurotic Personality of
Our Time. Neuroses, Horney argued, are brought about by
disturbances in interpersonal relations, and their symptoms
are determined by their culture and period. The conditions
that existed for Freud differ from those that are current. Were
we to analyze our culture, we would find different kinds of
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confusion and conflict from those of turn-of-the-century
Vienna. Therefore, we see fewer hysterics and more neuroses
of character, whose symptoms involve difficulties in relating
to people effectively. Similar ideas were being expressed by
Franz Alexander, Erich Fromm, and Wilhelm Reich (see
Munroe, 1955).

ORGANIZATIONAL STRUGGLES AND
TRAINING MODELS

Clinicians persisted in trying to get the APA to address their
professional concerns, but the APA still wavered. In 1931, the
Clinical Psychology section of the APA tried to set standards
for a training program in clinical psychology. A committee
was appointed and within 4 years issued its report: Clinical
psychology was defined as “that art and technology which
deals with the adjustment problems of human beings”; it re-
quired of its practitioners the PhD and a year of supervised ex-
perience; an MA and a year’s experience would qualify one to
be an assistant psychologist (Report of Committee, 1935).
Then considering its task finished, this committee disbanded.

Evidently tiring of frustration, in 1937 the Clinical Psy-
chology section of the APA dissolved itself and became in-
stead a section of a new organization known as the American
Association of Applied Psychology (AAAP). This clinical
section had 229 members at its founding (Routh, 1994,
1997). When the clinical section had first affiliated with APA,
part of the agreement had been that the section would be al-
lowed to continue its focus on the professional as well as the
scientific aspects of the field. As time went on, the APA did
not live up to this agreement, and the section’s annual meet-
ing became merely a place to read scientific papers. Also, the
APA had agreed to set up a system for certifying “consulting
psychologists” as qualified to offer their services to the
public. Only 25 persons were ever so certified before the sys-
tem was discontinued in 1927. The AAAP also incorporated
the Association of Consulting Psychologists, which had been
founded in 1931, and began publishing its Journal of Con-
sulting Psychology. (It continues to enjoy a fine reputation as
a premier publication for clincians’ research as the Journal of
Consulting and Clinical Psychology.)

With all this unrest and with all the excitement psycho-
analysis and its offshoots were generating in psychiatry and
in the culture, it is small wonder that clinicians began to want
to become more involved in treatment and saw their roles as
researchers, psychometricians, and educators to be somewhat
lacking in prestige, status, and pizzazz. Could treating enure-
sis by a bell and pad apparatus (Mowrer & Mowrer, 1938)
compare in sophistication with determining why a child

unconsciously resisted the toilet-training efforts of parents?
World events would shortly push that question a bit to the
side and afford clinicians an unprecedented opportunity for
the growth of their profession. But before we consider the
momentous events that happened—U.S. participation in the
Second World War from 1941 to 1945—let us take a closer
look at the training of clinicians in the prewar period.

If we examine those clinical psychologists who achieved
eminence in the field, as indicated by recognition from their
colleagues through awards or election to office in profes-
sional organizations, we find that many of them earned their
doctorates from only a handful of schools. A list of schools
whose graduates became prominent clinical psychologists is
shown in Table 16.1. As this table shows, the University of
Pennsylvania, Columbia, and Harvard had large numbers of
successful graduates, with Columbia alone accounting for
more than twice as many as any other school (Routh, 2000).
Yet even at many of these universities, such as Harvard, there
was no prescribed course work or training to become a clini-
cal psychologist. David Shakow, for example, took what rel-
evant courses and training he could, which he described as a
“do-it-yourself program” (Shakow, 1976), and his experi-
ences were more the rule than the exception.

TABLE 16.1 Officers and Awardees of Clinical Psychology
Organizations with Doctoral Degrees Prior to 1946

University Number Well-Known Examples

Columbia 25 S. J. Beck (1932), John E. Bell (1942),
Augusta Bronner (1914), S. I. Franz 
(1899), Leta S. Hollingworth (1917), 
Anne Roe (1933), Carl R. Rogers (1931),
David Wechsler (1925), Joseph Zubin
(1932).

Harvard 9 Robert R. Holt (1944), James Grier Miller
(1943), Saul Rosenzweig (1932),
R. Nevitt Sanford (1934), David Shakow
(1942), Robert W. White (1932).

Pennsylvania 9 Francis N. Maxfield (1912), David Mitchell
(1913), Herman H. Young (1916).

Ohio State 6 Victor C. Raimy (1943).
Iowa 5 George A. Kelly (1931), Boyd R.

McCandless (1941), Marie Skodak
(1938).

Stanford 5 Robert G. Bernreuter (1931), E. Lowell Kelly
(1930), Catherine Cox Miles (1925).

Clark 5 Arnold L. Gesell (1906), Frederick
Kuhlmann (1903), Seymour B. Sarason
(1942).

Minnesota 4 Starke R. Hathaway (1932), Carney Landis
(1924), Paul E. Meehl (1945).

Note: The data is from Clinical Psychology since 1917: Science, Practice,
and Organization (pp. 237–255), by D. K. Routh, 1994, New York: Plenum.
Copyright 1994 by Kluwer Academic. Reprinted with permission. This table
is reproduced from D. K. Routh (2000), p. 238.
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The internship is generally regarded as one of the most
significant experiences in the training of clinicians (Doll,
1920). The Training School at Vineland, an institution for
persons with mental retardation, is considered the first non-
university institution to offer an internship, beginning in
1908. Routh (2000) identified 26 psychology internships that
were established before 1946. According to Morrow’s (1946)
personal communication from William Healy, psychology in-
terns would stay “for at least a year, the tenures sometimes
overlapping for considerable periods. These students en-
gaged in psychometric examinations and in research and at-
tended all staff meetings” (p. 168). What is of significance
about this description is that prior to 1946, training in psy-
chotherapy for clinical psychologists was more the exception
than the rule.

A NURTURING ZEITGEIST

World War II represents a watershed in the history of clinical
psychology. In its aftermath, clinical psychology received
something it had not received before: enormous institutional
support from the federal government, from universities, and
from the APA for the training of clinical psychologists. In
1942, Robert Yerkes chaired a committee of the National Re-
search Council, which sought to unite the AAAP and the APA
by drafting a new constitution that would be acceptable to
both groups. Such a constitution was drafted and provided for
an APA dedicated “to advance psychology as a science and as
a means of promoting human welfare.” Henceforth, the APA
would be involved in professional and scientific issues, and a
new journal, American Psychologist, would give coverage to
both concerns. In 1944, the APA accepted the new constitu-
tion, the AAAP transferred its membership of about 600 psy-
chologists to the APA, and the dues went up. American
Psychologist began publication in 1946. The new APA had a
divisional structure, in which psychologists with similar in-
terests could affiliate. Division 12 was the division (now
known as the Society) of Clinical Psychology, and it for a
time became APA’s largest division.

Even before America’s entry into the war, oppressive dic-
tatorships in Europe had brought about an influx of psycholo-
gists to the United States who did much to invigorate and
enrich American psychology. Many of the leading Gestalt
psychologists, such as Max Wertheimer, Wolfgang Kohler,
Kurt Koffka, Kurt Lewin, and many lay analysts (that is, those
without MD degrees), such as Erik Erikson, Erich Fromm,
and Hanns Sachs, immigrated to this country. Many who were
recognized psychoanalysts in Europe found their practices
impeded by the American Psychoanalytic Association, which

had a long history of opposition to lay analysts, despite
Freud’s precepts to the contrary (Freud, 1927). At training in-
stitutes under its aegis, the American Psychoanalytic Associ-
ation would admit only physicians, unless a nonphysician first
agreed to use his or her education only for purposes of re-
search or self-enlightenment and not to train nonphysician
colleagues in psychoanalysis. European psychologists such as
Theodore Reik did not accept these restrictions. Instead, Reik
founded his own psychoanalytic training institute in the
United States, which welcomed psychologists and other men-
tal health professionals.

As the war drew to a close, it was recognized that there
were going to be enormous demands for clinical psycholo-
gists to provide their services to veterans. There were 16 mil-
lion veterans of World War II and 4 million veterans of
previous wars. The Veterans Administration (VA) estimated it
alone would need 4,700 clinical psychologists and vocational
counselors, and there was nothing close to that number of clin-
icians.AjointAPAandAAAP committee, with David Shakow
as chairman, began meeting in 1944 to address the problem.
That committee decided that rather than develop new profes-
sional schools, it would be better to use existing universities
and programs. A 4-year graduate course of instruction leading
to the PhD degree was proposed: the first year to ground the
student in psychology as a science, research methodology,
and theory; clinical courses, practicums, and an internship
would be in the second and third years; and the fourth year
would involve finishing the doctoral dissertation.

All the planets and stars seemed to be in the proper
alignment. The chief of the Division of Clinical Psychology
and Neuropsychiatry at the VA was James G. Miller, who
earned simultaneously both a PhD in psychology and an
MD at Harvard; he recognized the value of clinical
psychologists, supported their training in psychotherapy,
and sought to give them equal status with psychiatrists
(Hilgard, 1987). The APA endorsed the graduate program
recommended by the committee and agreed to evaluate and
monitor schools and training facilities to ensure they were
meeting standards. Robert Felix, a psychiatrist who was the
first director of the newly created National Institutes of
Mental Health (NIMH), was also friendly toward psychol-
ogy; in 1946, the NIMH began its program of training
grants and was soon awarding over $200,000 a year to stu-
dents in clinical psychology and making funds available for
psychological research. Also in 1946, the APA published its
first list of acceptable schools for graduate training in clini-
cal psychology, realizing there was much more to be done
in setting standards.

In 1947, Carl Rogers, as president of the APA, appointed
David Shakow to chair yet another Committee on Training in
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Clinical Psychology (Shakow, 1965). This committee rec-
ommended that courses for clinicians should include psy-
chotherapy and psychodynamics, with coursework in related
areas—for example, anthropology, medicine, and sociology—
germane to the particular student. These recommendations ap-
peared to extend the duration of graduate education beyond
the bounds of what was seemly, so in 1949 the APA held a con-
ference in Boulder, Colorado, to discuss training policies in
clinical psychology.

The Boulder Conference had 73 attendees, most of whom
were intimately involved in the graduate education of clini-
cians. It was the first national meeting to consider standards
for their doctoral training. Basically, the conference decided
to endorse a solid grounding in science and practice, and this
scientist-practitioner role for the clinical psychologist came
to be called the Boulder model. (It reflected David Shakow’s
own background, which included a lengthy research-clinical
apprenticeship at Worcester State Hospital in Massachusetts,
a personal psychoanalysis undertaken in part to prepare for
research in that area, and a career dedicated largely to studies
of motor performance and attentional deficits in schizophre-
nia, both before and after he became chief psychologist at
NIMH.) Despite its endorsement of the scientist-practitioner
model, the Boulder Conference also urged graduate schools
to be flexible and innovative in their training (Benjamin &
Baker, 2000; Raimy, 1950). Of most significance was that
psychotherapy or treatment became an essential component
in the training of the clinical psychologist.

Since it is rare to find unanimity about anything, not all
clinicians welcomed this change in their profession. Hans
Eysenck (1949), for one, spoke against it. He gave three rea-
sons why it would be better for clinicians not to become ther-
apists: Treatment is a medical problem; training in therapy
reduces the time available for training in research and diagno-
sis; and becoming a psychotherapist biases the clinician from
studying its effectiveness objectively. His comments, how-
ever, had little immediate impact, and most students of clini-
cal psychology saw the learning of psychotherapy as the sine
qua non of their graduate education.

While there was concern about standards and models,
there was explosive growth in the profession. From a handful
of universities offering graduate training in clinical psychol-
ogy before the war, the number grew to 22 by 1947, 42 by
1949. Each of these programs reported it had far more appli-
cants than it could accommodate. This interest in clinical
psychology was spurred by a growing interest in psychologi-
cal matters in the culture through movies, literature, news-
paper accounts, art, self-help books, and so on. At the same
time, clinical psychologists were beginning a national drive
for legal recognition and protection of their field.

Within the states, legislators were being asked to enact
licensing and certification laws for psychologists. A certifica-
tion law restricts the use of the title “psychologist” by speci-
fying the criteria that must be met by those who wish to use
it. A licensing law restricts the performance of certain activi-
ties to members of a specific profession. Because some of the
activities of clinicians overlap with some of the activities of
other professions, the APA favored certification over licens-
ing legislation. The first state to enact a certification law for
psychologists was Connecticut in 1945; it restricted the title
of psychologist to those who had a PhD and a year of profes-
sional experience. In 1946, Virginia enacted a certification
law for clinical psychologists that required the PhD and
5 years of professional experience.

The passage of this legislation often encountered stiff re-
sistance from the medical profession. Many psychiatrists,
such as William Menninger, respected clinical psychologists
and felt they had a major contribution to give to the psychi-
atric team through their diagnostic testing and research. Ac-
cording to this view, clinical psychologists could even do
psychotherapy under medical supervision, but they should be
barred from the private practice of treatment because they
lacked the keen sense of responsibility felt by physicians for
their patients (Menninger, 1950). 

Recognizing that certification or licensure by the states
would be a difficult, lengthy process, it was decided in 1946
to establish a kind of certification by the profession, and thus
was created the American Board of Examiners in Profes-
sional Psychology (ABEPP). The board consisted of nine
APA fellows who served 3-year terms, set and administered
standards for professional competence, and awarded diplo-
mas that signified professional recognition of the quali-
fications of the applicant. At its inception, these standards
required the applicant to have: a doctorate in psychology;
APA membership; satisfactory moral, ethical, and profes-
sional standing; 5 years of professional experience; and pass-
ing scores on written and oral evaluations that included
samples of the applicant’s diagnostic and therapeutic skills.
In 1949, the first ABEPP written examinations were held.
(Subsequently, in 1968, this group became the American
Board of Professional Psychology, or ABPP).

By 1949, it was generally accepted that the roles of the
clinical psychologist were psychotherapy, diagnosis, and re-
search. Since the VA had been involved in so much of the
training of clinicians and was a major employer, clinical psy-
chology had gone from being largely a provider of services to
children to being largely a provider of services to adults, of
whom the majority were males. The membership of the APA
had increased to 6,735, and there were 1,047 in the clinical
division alone. About 149 graduate departments offered some
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training in clinical psychology to about 2,800 clinical majors.
The profession was growing at a rapid and exhilarating pace.

SUBSEQUENT PROFESSIONAL DEVELOPMENTS

In 1918, Leta Hollingworth suggested the creation of a new
doctoral degree, the PsyD, which could be awarded to psy-
chologists who sought not to be scientists but practitioners of
psychology (Hollingworth, 1918). A similar suggestion was
made by Crane (1925–1926) with a similar imperceptible
response. In 1947, a commission appointed by Harvard Uni-
versity published a report recommending that Harvard estab-
lish a PsyD program for clinical psychologists (University
Commission to Advise on the Future of Psychology at
Harvard, 1947). The report included the following statement,
which proved to be somewhat prophetic and a bit comical: “If
the best universities deliberately dodge the responsibility for
training applied psychologists, the training will be attempted
in proprietary schools but under conditions so deplorable that
the universities will either be begged to assume responsibility
or blamed for not doing so” (p. 33). However, by the time this
report was published, the Harvard psychology department
had already acted by spinning off a new Department of Social
Relations, which included the psychology clinic and its staff
and which continued to offer the PhD.

The first institution to offer a PsyD degree was the Uni-
versity of Illinois (Peterson, 1992). It began its PsyD program
in 1968 as an alternative for clinical graduate students who
might find it more appealing than its PhD program. The PsyD
program had a greater focus on training for practice and did
not require experimental research; instead, the student could
present a detailed case history or a documented attempt at
clinical intervention and be prepared to discuss its theoretical,
practical, and research implications. Eventually this program
was dropped at Illinois and its leading proponent, Donald Pe-
terson, went to Rutgers University to become dean of its
Graduate School of Applied and Professional Psychology.
(One of the illustrious PsyD graduates of the Rutgers pro-
gram was Dorothy W. Cantor, president of the APA in 1996.)

In the meantime, the California School of Professional
Psychology opened its doors in 1969, offering a 6-year PhD
program. Other universities, such as Baylor and Yeshiva,
began to offer PsyD programs, and a number of proprietary
schools of professional psychology were established, most of
which offered the PsyD. 

What seemed to spur the growth of PsyD programs was the
Vail Conference held in Colorado in 1973 (Korman, 1974).
That conference endorsed the practitioner-training model as
an alternative to the scientist-practitioner one. But of course

there was more to it than that. After the first burst of post-
war growth had waned, some universities (e.g., Chicago and
Northwestern) had dropped their clinical programs and almost
all colleges had far more applicants than they could accept; this
alarmed some clinicians into thinking their profession would
not be viable until there were independent schools for the train-
ing of clinical psychologists. The alarm proved unjustified, as
the number of graduate training programs in clinical psychol-
ogy at universities has continued to increase. As of June 2001,
some 50 years after APA approval began, 202 programs were
approved or regularly monitored for approval. (Courtesy of
Tia Scales at the Education Directorate of the American Psy-
chological Association.) In addition, 53 free-standing schools
were producing clinicians (two were counseling programs). In
August 1976, these schools banded together into an organiza-
tion of their own, the National Council of Schools of Profes-
sional Psychology, in order to ensure that their interests were
pursued and protected (Stricker & Cummings, 1992).

The trend toward state certification and licensure of psy-
chologists reached something like a conclusion when
Missouri in 1977 became the last state to enact licensing
legislation—though concerns remained about the revocation
of laws and legal challenges to them. Clinicians themselves
used legal suits to gain admission privileges in hospitals and
to be counted as part of medical staffs. Their goals were to
compel medical insurance companies to reimburse them for
their services and (in 1988 in Welch et al. v. American Psy-
choanalytic Association et al.) to force an end to the restric-
tions imposed on lay analysts and their training and practice.
Often the APA was involved in this litigation, attesting to a
growing involvement in professional issues both within that
organization and among clinical psychologists.

In the days of NIMH training grants to PhD programs in
clinical psychology, it was considered a policy failure for
graduates to enter into independent private practice. Indeed,
most of those PhDs took public-sector jobs, whether in teach-
ing, at the VA, or in community mental health centers. That is
no longer the case. More and more clinical psychologists are
in private practice, and they have promoted the passage of
freedom-of-choice legislation, mandating that if insurance
companies pay psychiatrists for psychotherapy, they must do
the same for clinical psychologists. In a world of managed
care, clinical psychologists find themselves competing vigor-
ously for their share of the market. To aid third-party payers
in determining which psychologists merit reimbursement, a
National Register of Health Service Providers was developed
by Carl Zimet and others. To be listed in the register, a psy-
chologist must hold a state license or certification, have suc-
cessfully completed at least 1 year of internship, and must
have 2 years of supervised experience in a health setting.



348 Clinical Psychology

During the 1970s, the APA was forced to become defini-
tive about what constituted a psychological training program.
This came about when graduates of guidance or counseling or
sundry other programs demanded to be certified or licensed
as psychologists and brought suit if their qualifications were
questioned. They asserted, unfortunately correctly, that the
courses that went into a psychology education were unspeci-
fied. Therefore, the APA made it known that as of 1980 all
graduate programs in psychology must require courses in the
history and systems of psychology; the biological, social,
developmental, and learned bases of behavior; and statistics
and research design. Moreover, clinical students were also
required to have instruction in psychological assessment and
intervention, individual differences and psychopathology,
practicum training, and a 1-year full-time internship.

So, what does all this suggest, aside from more regulation
and specification than anyone would have thought possible
or desirable a few years before? First, clinical psychologists
were increasing their numbers and becoming a dominant
force within American psychology and perhaps elsewhere as
well. They were evident in Canada, the United Kingdom, and
Scandinavia. Norway, for instance, was training about 100
psychologists a year at the doctoral level. These countries,
unlike the United States, had publicly supported health sys-
tems, which were major employers of clinical psychologists.

Although the United States has continued to emphasize a
rather lengthy, and somewhat indefinite, period of graduate
education leading to the doctorate for clinical psychologists, a
variety of other models exist elsewhere. In the United
Kingdom, a 3-year program leading to a doctor of clinical
psychology degree (D.Clin.Psy.) has emerged. In Germany,
Hungary, Mexico, and Spain, the PhD is usually reserved for
academicians and/or researchers; practitioners of clinical psy-
chology study in undergraduate-graduate programs lasting
up to 6 years, perhaps supplemented by postgraduate training
in psychoanalysis or behavior therapy (Donn, Routh, &
Lunt, 2000). Believing that it was about time that the largest
psychological field of specialization had its own international
organization, Routh (1998) and colleagues founded the Inter-
national Society of Clinical Psychology in 1998. This organi-
zation holds its meetings with various larger international
groups, such as the International Association of Applied Psy-
chology, the International Council of Psychologists, the Inter-
national Union of Psychological Science, or the European
Federation of Professional Psychology Associations. (See the
chapter by David & Buchanan in this volume for a full de-
scription of the international contacts in psychology.)

Second, with increasing numbers come divisions and
splits. When there are few psychologists, the interests of one
or two can be regarded as idiosyncrasies. When there are

thousands of psychologists, the interests of 1% or 2% may
constitute the beginning of a new field of specialization or a
new social grouping. APA membership has increased from
about 7,250 in 1950 to 16,644 in 1959 to 30,830 in 1970 to
50,933 in 1980 to about 150,000 in 2000. At one time, a
school psychologist was a clinical psychologist who worked
in a school setting, but eventually school psychology became
a field of specialization in its own right (Fagan, 1996, and the
chapter by Fagan in this volume). Similarly there are more
and more areas of specialization within clinical psychology
that could become separate fields, such as clinical neuropsy-
chology, clinical child psychology, and health psychology.
This differentiation is probably inevitable, but it is not with-
out the possible consequence of fostering less unity among
clinicians unless care is taken to ensure cohesiveness.

Third, there has been an increasing professionalization
within clinical psychology. Until World War II, very few
clinical psychologists were involved in private practice. The
role of the clinician changed from one of diagnosis and re-
search to diagnosis, treatment, and research. Correspond-
ingly, along the way from its inception in 1892, the APA’s
aim—“to advance psychology as a science”—has changed:
“to advance psychology as a science and as a means of pro-
moting human welfare” and “to advance psychology as a sci-
ence, as a profession, and as a means of promoting human
welfare.” As this is being written, the APA membership is
being polled on whether “health” should be inserted into the
aim of the association. Since many psychologists who ob-
jected to the growing professional interests of the APA left it
in 1989 to form a more exclusively scientific American Psy-
chological Society and since clinical psychologists constitute
more than half the APA membership, the professionalization
of the APA is not likely to be reversed. (See the chapter by
Benjamin, DeLeon, Freedheim, & VandenBos and the chap-
ter by Pickren & Fowler, both in this volume.) A concern
here is that clinicians not become divorced from their scien-
tific roots and function.

Treatment interventions can serve to illustrate much of
what we have discussed, and it is to that topic that we turn.

TREATMENT INTERVENTIONS 

By World War II, many of those who had broken with Freud
(such as, Adler, Jung, and Rank) established personality the-
ories, schools, and therapeutic systems of their own that were
unified by the importance they ascribed to unconscious moti-
vation in determining psychopathology. These “psychody-
namic” psychotherapies were augmented by those of Horney,
Sullivan, and Fromm, who, impressed by social forces and
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relationships, did much to make psychotherapy responsive to
changing conditions. Among those just mentioned, Rank and
Fromm were not physicians, and both had been trained in
Europe. As time went on, Erik Erikson’s (1950, 1959) inte-
gration of a psychosocial theory of development with Freud’s
psychosexual theory opened psychoanalysis to the concepts
of many of the rebels: an oral stage of trust versus mistrust;
an anal stage of autonomy versus shame and doubt; a phallic
stage of initiative versus guilt; a latency stage of industry ver-
sus inferiority; an adolescent stage of identity versus identity
diffusion; a young-adult stage of intimacy versus isolation; a
middle-adult stage of generativity versus stagnation; and an
old-age stage of integrity versus despair.

The first American psychologist to develop a form of
psychotherapy that was highly influential was Carl Rogers
(1902–1987), who received his PhD in 1931 from Teachers
College, Columbia University, where Leta Hollingworth su-
pervised his clinical experiences with children. He continued
clinical work with children until 1940, when he left to be-
come a professor of psychology at Ohio State University and
later the University of Chicago. By then his clinical work was
mostly with college students. Rogers was heavily influenced
by social worker Jesse Taft and especially by child psychia-
trist and former school psychologist Frederick Allen, who in
turn were much affected by what they had learned from Otto
Rank. Originally, Rogers called his system of psychotherapy
“nondirective” (Rogers, 1942). Later he called it “client-
centered therapy” (Rogers, 1951), and eventually he and his
followers referred to it as “person-centered.” No matter what
it was called, it was distinguished by Rogers’s willingness to
subject it and its practitioners to scientific scrutiny.

Rogers pioneered the recording of therapy sessions so that
they could be analyzed in detail for purposes of research, su-
pervision, and training. He argued that psychotherapy could
become a science and believed there was a discoverable
orderliness as the sessions continued to a successful end.
Hypothesis testing was one of the hallmarks of his approach,
and he tried to make explicit what conditions were essential
for personality change: the therapist’s possession and mani-
festations of unconditional positive regard, accurate empathy,
genuineness, and congruence (Rogers, 1957). A consider-
able research effort was undertaken to measure these attrib-
utes and determine if they indeed were related to effective
therapy. The results of 20 years of research led to the conclu-
sion that the relationship between these attributes and
positive change in patients remained in doubt (Parloff,
Waskow, & Wolfe, 1978).

This period, extending from the 1930s through the 1950s,
was the high-water mark in the prestige of psychotherapy,
especially psychodynamic psychotherapy. In the 1960s,

psychotherapy came under attack from four “revolutions” or
“movements”: (1) community psychology, which argued that
psychotherapy was futile and not provided to those most in
need of it, and that clinicians should direct their efforts to-
ward preventing psychopathology through bringing about
changes in deleterious social policies and conditions (see
the chapter by Wilson, Hayes, Greene, Kelly, & Iscoe in this
volume); (2) humanistic psychology, which emphasized
the importance of present experiences, ongoing events, and
confrontational approaches in groups, as contrasted with
traditional approaches to the individual’s exploration and inte-
gration of the past; (3) the increasing use of drugs, by physi-
cians and by free spirits, to alter moods, regulate behaviors,
and enhance self-esteem and experiences; and (4) behavior
therapy.

It was the English clinician Hans Eysenck who was less
than enthusiastic about clinical psychologists becoming psy-
chotherapists and raised the question of whether scientific
studies had demonstrated the effectiveness of psychotherapy
(Eysenck, 1952). Culling the research and pulling together a
motley group of studies, he concluded that they failed to
demonstrate that control groups were significantly less likely
to improve than groups that received psychotherapy. Al-
though psychotherapists strongly disagreed with his conclu-
sion and manner of arriving at it, the fact remained that it was
their responsibility to prove otherwise.

In South Africa, psychiatrist Joseph Wolpe made use of
Hullian concepts and learning principles to develop proce-
dures that would reduce neurotic symptoms. In essence, he
sought to elicit responses, such as relaxation, that would be
incompatible with or inhibit a symptom, such as anxiety or
fear. (This is similar to the previously discussed decondition-
ing or reconditioning approach of Mary Cover Jones.) After
coming to the United States to spend a year at Stanford Uni-
versity’s Center for Advanced Study in the Behavioral Sci-
ences, Wolpe (1958) published a book, Psychotherapy by
Reciprocal Inhibition, which was hailed by Eysenck as a
promising advance in effective treatment.

Wolpe took a position at the University of Virginia Med-
ical School, and in 1962, along with Salter and Reyna, spon-
sored a conference there that got the behavior therapy ball
rolling (Wolpe, Salter, & Reyna, 1964). The clinical journals
were soon filled with a variety of studies, many of them quite
ingenious, demonstrating the effectiveness of behavioral
approaches.

One of the first of these studies was one by Peter Lang and
David Lazovik (1963) of college students who were identi-
fied by a questionnaire, the Fear Survey Schedule, as being
afraid of snakes. The students were then given a Behavioral
Avoidance Test (BAT) in which they were placed in a room
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with a nonpoisonous snake and encouraged to go as close as
they could to it and, if they were willing, to pick it up. Each
student completed a Fear Thermometer, a rating of how much
fear was experienced. The therapy consisted of devising a
hierarchy of imagined scenes involving snakes, with scenes
arranged from neutral to the most fear arousing. Then the stu-
dent was taught to relax, asked to imagine the least fear-
arousing scene, asked to relax, and so on until the student
became able to imagine scenes higher and higher in the
hierarchy without feeling anxious, a procedure known as
“systematic desensitization.” Finally the BAT and Fear Ther-
mometer were readministered, and it was found that these
students had become significantly less afraid of snakes than
randomly assigned students in a control group. Critics of
such analogue studies noted that the results might have been
less impressive had neurotic patients and their fears been
tested.

Nevertheless, later research supported the effectiveness of
desensitization procedures of various kinds in dealing with a
variety of symptoms. For example, exposure with response
prevention (allowing a patient to experience what happens
when a compulsion is not permitted) is a kind of in vivo de-
sensitization that has come to be regarded as appropriate
in the treatment of obsessive-compulsive disorders (Foa &
Goldstein, 1978). 

Another major behavioral approach to treatment is behav-
ior modification, or applied behavior analysis, which comes
from the experimental work and writing of B. F. Skinner
(1938).Although Skinner’s experimental work was almost ex-
clusively with animals, neither he nor his followers have been
reluctant to apply his principles to humans, including clinical
populations (Skinner, 1971). Sidney Bijou, who served as di-
rector of clinical training when Skinner chaired the psychol-
ogy department at Indiana University, pioneered in the use of
operant conditioning with persons with mental retardation
(Bijou, 1996). Applied behavior analysis has become a main-
stay of psychological treatment of persons with mental retar-
dation and pervasive developmental disorders such as autism.
It has been used to teach social and self-help skills like dress-
ing, toileting, and proper table manners, as well as dealing
with defiant, aggressive, and self-injurious behaviors.

Nathan Azrin at Anna State Hospital in Illinois demon-
strated the utility of behavior modification with adult mental
patients (Ayllon & Azrin, 1968) and the usefulness of token
economies, in which the performance of desired behaviors
earns tokens that can be exchanged for rewards (much as oc-
curs in our society where money is given for work). Exten-
sive research on token economies in mental hospitals was
done by Gordon Paul and his colleagues (e.g., Paul & Lentz,
1977). Their research with long-term, regressed, and chronic

schizophrenics focused on developing such practical behav-
iors as making their beds, behaving well at mealtime, partic-
ipating in the classroom, and socializing with others during
free time. Paul’s research showed that his program of behav-
ior therapy and milieu therapy (moral treatment) improved
symptoms when compared with the results of routine hospi-
tal management, and that behavior therapy was more effec-
tive than milieu therapy alone in bringing about the desired
changes.

The principal assessment procedure advocated by Skin-
nerians is the functional analysis of behavior: a determination
of what may be rewarding or maintaining undesirable behav-
iors and what may serve to reward or establish the perfor-
mance of behaviors that are desired. A functional analysis
requires observation, preferably in the setting where the
behaviors are to be modified, in order to assess the frequency
of their occurrence and their consequences. Gerald Patterson
(1974) pioneered in the use of direct behavioral observations
in natural settings to record the behavior of aggressive chil-
dren and their families in their homes. His research led to a
theory of coercion in which the child is seen as both the de-
terminer and victim of episodes of escalating violence in the
family and to controlled research on the behavioral treatment
of child aggression.

Another major category of behavior therapy is cognitive
therapy or cognitive behavior therapy. Two pioneers in this
area were George A. Kelly and Albert Ellis. Kelly (1955)
viewed his clients as resembling scientists in their attempts to
make sense of the world around them. He used a diagnostic
procedure called the Role Construct Repertory Test to ascer-
tain their beliefs about themselves and others. The therapist
then negotiated with the client about what changes might be
desired and how these could be accomplished. Using fixed
role therapy, the client was encouraged to rehearse or play-
act the new role, first with the therapist, then with others.
Albert Ellis (1958) developed rational emotive therapy; here
the patient’s opinions and attitudes are explored for irrational
beliefs (“I can’t make a mistake and must be perfect. My feel-
ings are out of my control”), which the therapist then at-
tempts to make more reasonable and rational.

Martin Seligman (1975) stimulated much research on the
treatment of depression. Based upon previous research with
dogs that were prevented from avoiding or escaping an elec-
tric shock, he noted that when they were in a situation where
the shock could not be avoided, such animals simply gave up
and endured the pain. They had learned to be helpless, and
perhaps, he reasoned, the same process of ineffectiveness and
feeling unable to cope occurred among humans who were
depressed. This had obvious treatment implications, but fur-
ther study indicated the need for the concept of attribution
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(Abramson, Seligman, & Teasdale, 1978): Persons who are
likely to become depressed attribute their failures to their
own personality characteristics, while those who are not at
risk for depression attribute failures to external, transitory,
specific circumstances. Accordingly, the cognitive therapist
might help a person to be less depressed by coming to see
how failures occur in certain situations and dealing with
those events more effectively.

Cognitive behavior therapy for treating panic disorders in-
volves teaching the patient to interpret symptoms of acute
anxiety as relatively harmless rather than as indications of a
pending heart attack or psychotic episode (Craske, Brown, &
Barlow, 1991). This was found to be more beneficial than
treatment with the anti-anxiety drug Xanax (alprazolam).
More recently, Marsha Linehan (1993) developed a proce-
dure, called dialectical behavior therapy, that shows promise
in the treatment of borderline personality disorder.

Social learning is yet another major approach in behavior
therapy, which owes much to the work of Albert Bandura
(1977). The emphasis here is on learning that occurs without
obvious rewards, as when we learn what to do by observing
the consequences of behaviors performed by others (vicarious
learning); or when we imitate the behaviors of those we like,
respect, or admire (modeling); or when we have internalized
values and standards and reward or punish ourselves for our
successes or failures in living up to them, a self-regulating
process.

Susan Mineka and her colleagues (Mineka, Davidson,
Cook, & Keir, 1984) demonstrated the acquisition of fears in
rhesus monkeys through vicarious or observational learning.
When adolescent monkeys were allowed to watch their par-
ents, who had an intense fear of snakes, interact with toy
snakes and real ones, they soon exhibited the same fear, even
though they did not do so originally. Even at a 3-month
follow-up, the fear was strongly evident. Similarly, much
research was devoted to the consequences of watching
violence in movies and television, particularly for produc-
ing antisocial, aggressive behaviors in children, which are
apt to lead to such behaviors in adulthood (Huesmann,
Eron, Lefkowitz, & Walder, 1984). A final example, Peter
Lewinsohn’s research (Lewinsohn, 1975, 1988; Teri &
Lewinsohn, 1986), demonstrated a correlation between de-
pression and a reduced number of rewards: Losses of any and
every kind are risk factors for depression and frequently
involve losses of rewards, and a depressed person is less
affected by and is less apt to engage in behaviors that elicit
social rewards. By helping the person to perform behaviors
that generate social rewards, the depression can be alleviated.

Behavioral approaches in treatment have obviously in-
creased rapidly in number and applications. It was not until

1955 that the first course in behavior modification was
offered by Arthur Staats, and by the early 1970s about two-
thirds of the psychology departments in the United States of-
fered behavior therapy courses. It would be rare today for
instruction in this topic to be neglected. Equally significant
has been its acceptance in medical, psychiatric, and psycho-
dynamic settings. This acceptance has come about because
for almost any purpose—reducing stress (Lazarus, 1966),
overcoming shyness, modeling appropriate behaviors in the
hospital, or applying for a job—training procedures can be
helpful. In some circumstances, such as teaching people with
retardation or autism, behavioral techniques are among the
few means available to provide assistance.

Considerable interest was generated in the study of Smith
and Glass (1977), who through a relatively new statistical
procedure, meta-analysis, sought to determine if psychother-
apy was effective. By reexamining the data from 375 con-
trolled studies of psychotherapy and counseling, they found
that typical patients receiving therapy were rated higher than
75% of those in the control groups. They concluded this was
evidence for the effectiveness of psychotherapy, though they
did not find any support for the superiority of one type of psy-
chotherapy over another.

An alternative or supplement to psychotherapy and behav-
ior therapy is drug treatment. The first neuroleptic medications
for the treatment of psychosis were introduced in France in
1952, and by the 1960s they had revolutionized psychiatric
treatment. Psychiatry went from shock therapies and custodial
care to a “revolving door” policy in mental hospitals that sent
patients into halfway houses, where they could be maintained
on drugs. This drug revolution—this change in emphasis from
“warehousing” patients to avoiding the effects of institutional-
ization, from isolating them to returning them to society—
stimulated the field of community psychology, which was also
invigorated by the Community Mental Health Centers Act of
1963. The drugs, particularly chlorpromazine (Thorazine) and
other phenothiazines, became widely used all over the world
and led to great reductions in the numbers of patients requiring
hospitalization. Such medications did not necessarily elimi-
nate the psychosis, but they did reduce the severity of symp-
toms and so helped patients to be more acceptable to others.
Some clinicians have been involved in the study of the long-
term effects of taking neuroleptics, for example, tardive dysk-
inesia, a neurological syndrome that involves involuntary
movements of the lips and tongue (Sprague, Kalachnik, &
Shaw, 1989). Other clinical psychologists have conducted re-
search on the use of both traditional neuroleptics and the newer
drugs of this type, for example, risperidone, in the treatment of
self-injurious behaviors and aggression in individuals with
mental retardation (Schroeder, Rojahn, & Reese, 1997).
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A second category of frequently used medications is anti-
depressants, including tricyclics (Tofranil) and selective
serotonin reuptake inhibitors (Prozac). These medications
have proven to be effective in many double-blind studies,
though not more so than cognitive behavior therapy or man-
ualized interpersonal psychotherapy, according to NIMH
clinical trials. Nevertheless, they have brought about a funda-
mental change in the practice of outpatient psychiatry, which
is much more involved with adjusting drug regimens and less
involved with psychotherapy than it used to be (Shorter,
1997). Lithium seems an effective treatment for manic states
and also has prophylactic value in managing bipolar disorder.
Again, while clinicians have made contributions to this area
(Jamison, 1992; Jamison & Akiskal, 1983), its administration
was a medical responsibility. The same thing can be said
about methylphenidate or Ritalin, the most frequently pre-
scribed drug for children, used in the treatment of attention
deficit hyperactivity disorder (ADHD). Clinical psycholo-
gists have been involved in evaluating the effects of stimu-
lant drugs (Conners, Sitarenios, Parker, & Epstein, 1998) and
in determining whether behavior therapy can be an effec-
tive treatment. Barkley (1990) used Ritalin to examine the
parent–child relations in children with ADHD. The parents of
these children tend to be overcontrolling but are less so when
their child is on Ritalin, thus indicating they are responsive
to their child’s level of hyperactivity. However, not all clini-
cal psychologists were content with restricting their role to
research with drugs.

During the 1980s, a movement began to permit clinical
psychologists with proper additional training to prescribe
these medications. The government sponsored a demonstra-
tion project to show its feasibility, and with that accom-
plished a few university training programs began to offer
courses that would prepare clinical psychologists to assume
that role. Although the majority of clinical psychologists
showed little interest in gaining prescription privileges
(Piotrowski & Lubin, 1989), that interest may be more
broadly kindled in the coming generations. An APA division
for psychologists who do have an interest in prescribing psy-
chotropic medications has been recently established. In 1995
APA Division 12, the Society of Clinical Psychology, set up
a task force to identify empirically supported psychological
interventions for various types of psychopathology. Such an
identification has decided implications for health service in-
surers, who can use it to determine if practitioners are entitled
to be reimbursed for their services. A listing of such treat-
ments tends to endorse behavior therapy approaches more so
than psychotherapy, which has led to understandable anguish
among psychotherapists, who believe their effects are not
fairly evaluated when overt symptoms are the major focus.

The criteria used for selecting empirically supported treat-
ments has been much discussed (Chambless & Hollon,
1998), and an interdiciplinary movement is under way, in-
cluding representatives of psychiatry, psychology, other men-
tal health fields, managed care executives, and consumers, to
develop treatment guidelines so that health care dollars can
be rationally allocated.

CONCLUSIONS AND FUTURE TRENDS

It should be apparent that clinical psychology has come a long
way since 1896. Its growth was slow during the early years of
its development when it essentially focused on psychomet-
rics, research, and pedagogical services to children. Although
this was made clear in the chapter by Parke and Clarke-
Stewart in this volume, we should at least mention that the
major contribution of clinical psychologists at that time was
in the measurement of intelligence. The age scale of Binet-
Simon led to the revisions of Lewis Terman (the Stanford-
Binet), longitudinal studies of gifted children (Terman, 1925)
that are still being pursued, infant and adult scales that have
contributed to our understanding of intellectual functioning
throughout the life span, and fairly reliable and valid predic-
tors of success in school, work, and psychotherapy.

Following World War II, clinical psychology grew rapidly
until it became a dominant force in American psychology and
an established and legally recognized profession with a re-
spected place among the mental health disciplines. Its major
contribution in the postwar period has been in treatment for-
mulations, especially behavior therapy approaches.

Clinical psychology is now perhaps the most popular field
of psychological specialization in the world (Sexton &
Hogan, 1992). With increasing numbers of clinicians has
come a trend toward more and more areas of specialization
(e.g., school psychology, health psychology, clinical child
psychology, pediatric psychology, clinical geropsychology,
clinical neuropsychology, family psychology, psychological
hypnosis, rehabilitation psychology), many of which have
developed into fields of their own (Fagan, 1996; Wallston,
1997). In addition, the practices within the field have ex-
panded, with more sophisticated evaluation techniques (see
the chapter by Weiner in this volume), various therapeutic ap-
proaches (including use of the electronic medias), and the
possibility of prescribing psychotropic medications (see the
chapter by Benjamin, DeLeon, Freedheim, & VandenBos in
this volume).

Such growth in numbers and differentiation is to be ex-
pected. Nevertheless, care should be exercised to ensure that
psychologists are aware of their commonalties—their origins
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from a common history and their beliefs in a common set of
values. That awareness, we hope, has been enhanced by the
reading of this volume.
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Beginnings, for the most part, tend to be arbitrary. Whether
chosen for historical precision, maintenance of myth, conve-
nience, or necessity, beginnings tell us something of how we
want our story to be told. For the purposes of this chapter, the
genesis of counseling psychology is viewed through the con-
text of the Progressive Era of the early twentieth century. For
purposes of convenience the chapter will start at the begin-
ning of the twentieth century; the reader is asked to consider
that the substantive story of the history of counseling psy-
chology is a story of the twentieth century.

THE MODERN AGE

America in 1900 was embracing the modern. There was no
longer a frontier but rather a growing industrial base that
drove the economy. The technology of travel, the making of
fuel from oil, and the building of structures from steel trans-
formed the continent and the culture. The national industrial
machine cleared a path east and west, north and south, trans-
forming native lands and displacing and frequently extermi-
nating wildlife and native peoples.

The culture of change brought many to the new urban cen-
ters of the industrial Northeast and Midwest. City life amazed
with a dizzying array of new technologies, including tele-
phones, radios, movies, electricity, and automobiles. Most
believed these would improve individual lives and the collec-
tive good. Information, goods and services, and people could
move more rapidly, and processes could be mechanized.
Progress was synonymous with precision and efficiency, a

belief that became associated with the Progressive political
movement (Mann, 1975; Watts, 1994).

Achieving precision meant avoiding waste, a concept that
could be applied to products as well as people. In industry,
efficiency was embodied in the work of Frederick Taylor,
whose scientific study of jobs was designed to streamline
human performance and increase production. Taylor believed
his system would benefit management and the worker. The
better-trained worker was likely to be more productive, thus
increasing the possibility of promotion and improved wages.
Gains in productivity would translate into greater profit for
management, and at the end of the cycle, the consumer would
benefit from a better and more cost-efficient product (Taylor,
1911).

Alongside industrial efficiency was a belief in the per-
fectibility of the individual and society. The search for per-
fectibility began with the young, and America, a young nation
itself, became increasingly concerned with the promise of
youth as the hope of the nation. Child saving, as it came to
be known (Levine & Levine, 1992), was a movement that
worked to protect children from the ravages of poverty, abuse,
and neglect. The impulse toward child saving propelled the
beginnings of the vocational guidance movement, a major
precursor to the development of counseling psychology.

The city, while offering modern conveniences, was also
a place of wretched poverty and deplorable conditions.
Millions who sought refuge in America could find work in
the industrial city, although it was low paying, low skilled,
and frequently dangerous. Immigrants new to the culture and
the language could easily be exploited, and this applied to all
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members of a family. Children from poor families were espe-
cially vulnerable, frequently leaving school before the age of
12 to do menial labor. Within the culture of child saving,
these conditions created a strong rallying cry that resulted in
greater protections for some of society’s most at-risk people
(Davidson & Benjamin, 1987).

What many wanted most was a chance for children to re-
ceive an adequate education, one that would last beyond the
primary grades. Children’s leaving school to drift aimlessly
was seen as a tremendous waste of human potential and an
inefficient use of human resources. The concern over leaving
school was embedded within the larger context of the place
of public education in American society, a debate that gave
rise to a variety of visions for the future of the nation and its
youth. Many saw the school system as failing the students it
was charged with serving. They called for public education to
complement the world outside of the classroom and provide
tools for success in the new American urban industrial cen-
ters. For immigrant children, the system struggled to provide
thoughtful alternatives; for Native American, Hispanic, and
African American children, the system was and would re-
main limited, segregated, and largely indifferent.

Avariety of alternatives were offered. BookerT.Washington
called for national programs of industrial education for African
American children, psychologist Helen Thompson Woolley
conducted scientific studies of school leaving, and philan-
thropic reformers like Jane Addams established settlement
homes (Baker, in press).

In Boston, Chicago, New York, and Philadelphia, settle-
ment homes were a common feature of the progressive land-
scape at the start of the twentieth century (Carson, 1990).
Wanting to respond to the plight of poor inner-city families,
socially minded students, professors, clergy, and artists
would take up residence in working-class neighborhoods, be-
coming part of and an influence on the social, educational,
political, artistic, and economic life of the community. In this
setting, the vocational guidance movement in America began
in earnest.

THE GUIDANCE MOVEMENTS

In Boston, the Civic Service House opened in 1901. Funded
by Pauline Agassis Shaw, a philanthropist with a strong com-
mitment to children, the Civic Service House served the edu-
cational needs of immigrant adults. One goal of the Civic
Service House was to provide a semblance of a college edu-
cation to the working poor of the neighborhood (Brewer,
1942; A. F. Davis & McCree, 1969). Helping in this effort
was a frequent guest of the Civic Service House, Boston at-
torney Frank Parsons. Well educated and socially minded, he

was an advocate for the rights and needs of those he believed
were exploited by industrial monopolies.

A Plan for Guidance

Parsons was very much interested in how people chose their
life’s work, viewing vocational choice as a form of individual
and social efficiency, a part of the Progressive ideal. Talking
of the subject to students at the Civic Service House, Parsons
found many who wanted personal meetings to discuss their
vocational futures, so much so that in January 1908, he
opened the Vocational Bureau at the Civic Service House
under the motto “Light, Information, Inspiration, and Coop-
eration” (Brewer, 1942; Watts, 1994).

Parsons’ (1909) own words reflect the spirit of the times
and the themes that would come to be associated with voca-
tional psychology and guidance:

The wise selection of the business, profession, trade, or occupa-
tion to which one’s life is to be devoted and the development of
full efficiency in the chosen field are matters of the deepest mo-
ment to young men and to the public. These vital problems
should be solved in a careful, scientific way, with due regard to
each person’s aptitudes, abilities, ambitions, resources, and limi-
tations, and the relations of these elements to the conditions of
success than if he drifts into an industry for which he is not fitted.
An occupation out of harmony with the worker’s aptitudes and
capacities means inefficiency, unenthusiastic and perhaps dis-
tasteful labor, and low pay; while an occupation in harmony with
the nature of the man means enthusiasm, love of work, and high
economic values, superior product, efficient service, and good
pay. (p. 3)

Parsons’ beliefs were actualized in a program of indi-
vidual guidance that he developed based on the triadic
formulation of (a) knowledge of oneself, (b) knowledge
of occupations, and (c) the relationship between the two.
Parsons had to develop many of the methods he used or bor-
row from questionable practices such as physiognomy and
phrenology. The matching of self and job traits retained pop-
ular appeal, and Parsons earned a place of historical distinc-
tion (Baker, in press). The legacy was shortened by Parsons’
premature death in 1908.

Guidance in Education and Psychology

The institutionalization of vocational guidance began in 1917
with the transfer of the Vocational Bureau to the Division of
Education at Harvard. Here educators and psychologists
would frame some of the earliest debates about the nature of
guidance and counseling, debates that have echoed through-
out the history of counseling psychology.
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Some on the Harvard faculty, such as John Brewer, saw
vocational guidance as an educational function; others, such
as Hugo Münsterberg, saw it as a province of the new applied
psychology. Brewer argued that guidance was a part of the ed-
ucational experience, a process by which the student is an ac-
tive agent in seeking out experiences that help determine the
appropriate choice of an occupation (Brewer, 1932). Psychol-
ogists such as Münsterberg (1910) viewed guidance as an ac-
tivity well suited to the new applied psychology. Münsterberg,
director of the psychological laboratory at Harvard and an
early progenitor of applied psychology, was familiar with and
supportive of Parsons’ work but offered a warning:

We now realize that questions as to the mental capacities and
functions and powers of an individual can no longer be trusted to
impressionistic replies. If we are to have reliable answers, we
must make use of the available resources of the psychological
laboratory. These resources emancipate us from the illusions and
emotions of the self-observer. The well-arranged experiment
measures the mental states with the same exactness with which
the chemical or physical examination of the physician studies the
organism of the individual. (p. 401) 

Münsterberg was joined by colleagues such as Harry
Hollingworth and Leta Hollingworth, psychologists who had
advocated for the scientific study of vocational guidance.
Like Münsterberg, they were wary of pseudoscientific means
of assessing individual traits. They were so concerned with
the problem that in 1916, Harry Hollingworth published the
book Vocational Psychology. Designed to debunk such
character-reading techniques as physiognomy, it promoted
the benefits the new science of psychology could lend to the
assessment of individual abilities. Leta Hollingworth, an
early advocate for the psychological study of women and
women’s issues, added a chapter on the vocational aptitudes
of women. The purpose of the chapter she wrote was 

to inquire whether there are any innate and essential sex differ-
ences in tastes and abilities, which would afford a scientific basis
for the apparently arbitrary and traditional assumption that the
vocational future of all girls must naturally fall in the domestic
sphere, and consequently presents no problem, while the future
of boys is entirely problematical and may lie in any of a score of
different callings, according to personal fitness. (p. 223) 

Reflective of much of her work on gender differences and
mental abilities, she concluded that “so far as is at present
known, women are as competent in mental capacity as men
are, to undertake any and all human vocations” (p. 244).

The new applied psychology fit well with the Progres-
sive Era theme of social efficiency. The scientific study of
mental life encouraged greater understanding of adaptation

to everyday life. Psychologists such as Lightner Witmer, E.
Wallace Wallin, G. Stanley Hall, Augusta Bronner, William
Healy, Maude Merrill, Lewis Terman, and Helen Woolley in-
vestigated various aspects of the childhood experience, each
contributing in his or her own way to the child-saving move-
ment and helping to create a body of knowledge that helped
to shape social-science policy in the early decades of the
twentieth century (Baker, 2001).

While psychologists were busy with the study of individ-
ual difference in mental abilities, educators continued to de-
velop a national program of vocational guidance. Although
Frank Parsons was well regarded for developing a system of
vocational guidance, his was an individual method. In public
education, greater numbers of students could and would be
reached through the provision of group guidance. In 1907,
Jesse B. Davis became principal of Grand Rapids High
School in Michigan. Davis attempted to expose students to
vocational planning through English composition. He rea-
soned that having high school students explore their voca-
tional interests, ambitions, and character would empower
them to make informed choices about their place in the flux
of the new social order (J. B. Davis, 1914). Soon his ideas
about vocational and moral development would be translated
into a complete program of guidance (Brewer, 1942).

Between 1890 and 1920, vocational guidance would come
of age in American culture and establish itself as a permanent
fixture of the twentieth-century landscape. Individual efforts
of people like Parsons and Davis were eclipsed by the forma-
tion of national organizations concerned with vocational
guidance. In 1906, the National Society for the Promotion of
Industrial Education (NSPIE) was formed largely through the
efforts of progressive labor leaders and settlement home ad-
vocates, many with ties to the Civic Service House and its
Vocational Bureau. The NSPIE provided an organized means
of lobbying the federal government for changes in public
schooling that would accommodate industrial education and
vocational guidance (Stephens, 1970). In 1913, the National
Vocational Guidance Association was founded and provided
a clear identity for those associated with vocational guidance.
With powerful political support and an impressive set of ad-
vocates, vocational guidance found its way into most educa-
tional systems in America by 1920.

THE RISE OF PSYCHOLOGICAL TESTING

The First World War saw much less interest in the choice of a
meaningful career and much more interest in the selection of
able soldiers. The role and influence of psychologists ex-
panded greatly during this period as the new tools of the trade
were offered to the testing and classification of recruits.
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Shortly after the United States entered World War I in 1917,
American Psychological Association (APA) president Robert
Yerkes organized psychologists to assist with the war effort.
Offering the services of psychology to the nation, Yerkes es-
tablished a number of committees, including an examining
committee that he headed and a committee on the classifica-
tion of personnel under the direction of Walter Dill Scott. Scott
was not new to the venture; as a member of the Division of
Applied Psychology at the Carnegie Institute of Technology,
he was a leader in the development and evaluation of selection
methods. The program he introduced into the armed services
proved to be highly successful in classifying recruits and bol-
stered the place of psychology, especially applied psychology,
in America (Benjamin & Baker, in press; Napoli, 1981).

More than anything else, American psychologists demon-
strated the efficacy of group testing. Measures of aptitude,
adjustment, interest, and ability, while less publicized than
the development of group measures of intelligence, soon
found applications in guidance and counseling. Indeed, the
1920s and 1930s were witness to a testing craze in public ed-
ucation that provided work for secondary school counselors,
educational psychologists, and test publishers. The scientific
management of the student extended into higher education,
and soon student personnel work would flourish on college
campuses alongside the faculty who were developing the in-
struments of the new science (Baker, in press).

For all the possibilities, there were also limitations. Group
testing, still in its infancy, had problems, none more apparent
than the question of the reliability and validity of intelligence
tests that failed to recognized cultural bias. The questionable
use of questionable tests led to numerous claims of racial
differences in intelligence and education that contributed
to continued perpetuation of racial stereotyping and bias
(Guthrie, 1998).

Like the First World War, the Great Depression of the
1930s provided hardships for American citizens and opportu-
nities for applied psychology. With high rates of unemploy-
ment and the success of the classification work of Walter Dill
Scott and colleague Walter Bingham at Carnegie Tech, fed-
eral assistance was available for large-scale studies of selec-
tion procedures in industry and education. The 1930s were a
time of incredible development in the psychometrics of se-
lection. Test of interest, aptitude, and ability were developed
and studied by such well-known figures as E. K. Strong Jr.,
L. L. Thurstone, and E. L. Thorndike. The vocational guid-
ance of the early century was transforming and branching out
into areas such as student personnel work and industrial psy-
chology (Super, 1955; Paterson, 1938).

The prototype of what eventually became counseling psy-
chology can be found in these early activities and programs.

Of particular relevance was the Minnesota Employment Sta-
bilization Research Institute at the University of Minnesota. A
depression-era project, it was an early model of integration of
science and practice, designed to scientifically study occupa-
tions and employment while simultaneously finding jobs for
its unemployed subjects. The director of the program, Donald
G. Paterson, would soon merge all the branches of vocational
guidance, applied and scientific, into a program of counseling
and guidance that would serve as a model for the later formal-
ization of counseling psychology (Blocher, 2000).

The 1930s also saw a rise in the number of psychologists
interested in applying testing and counseling to those with
more severe forms of maladjustment. Most often these
psychologists were found in hospitals and clinical settings,
where they worked under the direction of a psychiatrist.
Many were linked to clinical work with children like those
associated with Lightner Witmer and his psychological clinic
at the University of Pennsylvania (Baker, 1988; McReynolds,
1997). With the aid of psychometrics (largely measures of in-
telligence, individually administered) and the clinical labora-
tory, these psychologists sought to establish an identity for
themselves, often defined in terms of clinical psychology.
Indeed, they bore a resemblance to what we would now call
school psychologists or clinical psychologists (Routh, 1994).
However, in the 1930s and 1940s such labels were not in
popular use, nor were there organized and systematic training
programs for mental health professionals. All was about to
change.

WAR AND THE TRAINING OF PSYCHOLOGISTS

The role of psychologists during the Second World War
would greatly expand. Classification and other assessment
activities remained an integral part of the work, but unlike
during the First World War, when intellectual function was
stressed, the concern shifted to the mental health of the fight-
ing force. Mental health screening of new recruits indicated
alarming rates of psychopathology, about 17% of draft-age
men (Deutsch, 1949). When anticipated casualties from the
war were added and when counts of occupied Veterans Ad-
ministration (VA) beds were made, it was clear that psychi-
atric problems were the leading cause of casualty among
soldiers. The United States Public Health Service (USPHS)
and the Veterans Administration quickly realized that there
were not enough trained mental health professionals to meet
the burgeoning need. Through joint action, the USPHS and
the VA developed a national plan of mental health. First and
foremost was the establishment of a recognized mental health
profession. The Mental Health Act of 1946 provided federal
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funds to the USPHS for an aggressive campaign of research,
training, and service to combat mental illness, and in the
process it created the National Institute of Mental Health
(NIMH). The VA offered significant financial and organiza-
tional support to psychology by supporting the creation of
accredited doctoral training programs in clinical and counsel-
ing psychology (Baker & Benjamin, in press).

The coordination of academic psychology, the APA, the
VA, and the USPHS was swift and best represented by the con-
vening of the Boulder Conference on Graduate Education in
Clinical Psychology in 1949. For 15 days, 73 representatives
of academic and applied psychology, medicine, nursing, and
education debated and discussed the establishment of the pro-
fessional psychologist. For many the most memorable out-
come was the endorsement of the scientist-practitioner model
of training. The conference, though, was about much more. In
very broad terms, it gave national policy makers the assurance
that professional applied psychology was prepared to meet the
mental health needs of the nation (Benjamin & Baker, 2000).

It is important to note that few distinctions were made be-
tween specialty areas in psychology, and if anything the call
was for an inclusive view. According to the report of the
Boulder Conference (Raimy, 1950), 

the majority of the conference was clearly in favor of encourag-
ing the broad development of clinical psychology along the lines
that extend the field of practice from the frankly psychotic or
mentally ill to the relatively normal clientele who need informa-
tion, vocational counseling, and remedial work. Specialization in
any of these less clearly defined branches has now become an
open issue that must be faced sooner or later. (pp. 112–113) 

The conferees went so far as to offer a vote of support for the
recommendation that 

the APA and its appropriate division should study the common
and diverse problems and concepts in the fields of clinical psy-
chology and counseling and guidance with a view to immediate
interfield enrichment of knowledge and methods. Consideration
should also be given to the possibility of eventual amalgamation
of these two fields. (p. 148)

Obviously such an amalgamation never occurred. The
reorganization of the APA in 1945 brought clear divisions be-
tween those who identified themselves with clinical psychol-
ogy and those who identified with counseling and guidance.
Division 17, first known as the Division of Personnel and
Guidance Psychologists (quickly changed to the Division of
Counseling and Guidance), came into existence with the
reorganization, due in large part to many faculty members
at the University of Minnesota, including Donald Paterson,
E. G. Williamson, and John Darley (Blocher, 2000).

Soon after Boulder, substantial federal dollars went to
supporting the establishment of doctoral training programs
in clinical and counseling psychology at universities across
America. The Boulder vision of the professional psychologist
was most closely associated with clinical psychology, and
clinical training programs would be the first recognized by
the USPHS and VA. Counseling psychologists eager to make
their contribution and get their share of the funding windfall
received support for training conferences of their own with
funds supplied by the USPHS.

AN IDENTITY FOR COUNSELING PSYCHOLOGY

A conference titled “The Training of Psychological Coun-
selors” was held at the University of Michigan in July 1948,
and again in January of 1949. Under the direction of
Michigan faculty member and counseling center director
Edward Bordin, the participants sought to provide a training
model that would address the unique contributions that
counseling and guidance could make to a national program
of mental health. The proposals offered at the Michigan
meeting were passed along to Division 17, which along with
the APA sponsored the Northwestern Conference in 1951. In
an effort to produce a formal statement on the training of
counseling psychologists, the participants at Northwestern
University reviewed the recommendations of the Ann Arbor
group and the Boulder Conference. Upon deliberation, they
upheld the primacy of the PhD degree and advocated train-
ing in the fashion of the scientist-practitioner. In addition,
they identified those aspects of counseling and guidance that
made it unique. It was decided to change the name of the
division from “counseling and guidance” to “counseling
psychology,” a move no doubt in concert with a desire to
have the division look more similar to clinical psychology
than educational guidance. In addressing the roles and func-
tions of the counseling psychologist, the report (APA, 1952)
stated:

The professional goal of the counseling psychologist is to foster
the psychological development of the individual. This includes
all people on the adjustment continuum from those who function
at tolerable levels of adequacy to those suffering from more se-
vere psychological disturbances. Counseling psychologists will
spend the bulk of their time with individuals within the normal
range, but their training should qualify them to work in some
degree with individuals at any level of psychological adjustment.
Counseling stresses the positive and the preventative. It focuses
upon the stimulation of personal development in order to
maximize personal and social effectiveness and to forestall psy-
chologically crippling disabilities. (p. 175)
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Northwestern brought important dividends. The VA re-
sponded by creating two new positions for psychologists,
Counseling Psychologist (Vocational) and Counseling Psy-
chologist (Vocational Rehabilitation and Education). Under
the leadership of Robert Waldrop, the VA sought to help uni-
versities establish counseling psychology doctoral training
programs that would complement existing clinical psychol-
ogy training programs. The APA followed suit and began to
accredit counseling psychology doctoral training programs in
1951. Along with this would come the need for counseling
psychologists to pass through those rites of passage that de-
fine a profession, including issues of professional ethics, li-
censure, and the like. All in all, it seemed that counseling psy-
chology was starting to come into its own.

Diversification

Not only did the federal government help to create the pro-
fession of counseling psychology, it also supported students
entering the field through training stipends provided by the
VA and the USPHS and through benefits under provisions of
the GI bill (Baker & Benjamin, in press). As counseling psy-
chology moved closer to clinical psychology, it distanced
itself from its earlier identification with the National Voca-
tional Guidance Association, which together with others in-
terested in guidance and student personnel work formed the
American Personnel and Guidance Association (now known
as the American Counseling Association). Many members of
Division 17 shared membership in these associations, often-
times serving as officers in each (Pepinsky, Hill-Frederick, &
Epperson, 1978).

The number of settings and activities that counseling
psychologists concerned themselves with seemed to ex-
plode. Many pursued the opportunities available through the
VA, others remained closer to student personnel work, and
still others, such as Donald Super, Anne Roe, and David
Tiedeman, vigorously pursued programs of research centered
around vocational development (Blocher, 2000).

The launch of the Russian satellite Sputnik on October 4,
1957, provided new opportunities for counseling psychology.
Passage of the National Defense Education Act (NDEA) of
1958 again focused considerable attention upon the nation’s
schools. There were widespread concerns that the public
schools were not producing enough students interested in
math and science. The finger of blame pointed directly at pro-
gressive education, which was faulted for failing to provide a
demanding enough curriculum that would bring out the best
in American youth. Among other things, the NDEA autho-
rized funds to identify public school students who might
show promise in math and science. To identify those

students, a national program of testing would be necessary, a
program that at its core would require significant numbers of
school counselors who could identify and direct students
with potential. Just as World War II had identified shortages
of mental health professionals, NDEA identified shortages of
school counselors and quickly supplied funding to colleges
and universities to conduct counseling and guidance insti-
tutes. Approximately 80 institutes per year were conducted.
These could be summer institutes of 6 to 8 weeks or yearlong
sequences. Participants were generally drawn from the ranks
of high school guidance counselors, who were attracted to the
opportunities and the stipends the institutes offered (Tyler,
1960).

Institute staffs were mostly educational psychologists,
counseling psychologists, and developmental psychologists.
Topics of study included tests and measurement, statistics,
and individual and group counseling methods. The use of
group experiences was common, as was supervised practicum
experience. The institutes were supported for 8 years from
1958 to 1966, at which time they continued under a variety
of educational acts. The institutes provided employment for
counseling psychologists and helped to increase the visibility
of counseling psychology, but by and large the program
increased demand for counselor educators, enhancing the
presence of such programs on university campuses and mak-
ing training requirements for graduate degrees in counseling
and guidance more concrete. In the 8 years of the program,
some 44,000 counselors were trained (Baker, 2000; Tyler,
1960).

The Question of Identity

Counseling psychology was perhaps moving along too many
paths, and in 1959, the APA’s Education and Training Board
called for an evaluation of the status of the field. The initial
report, authored by three counseling psychologists (Irwin
Berg, Harold Pepinsky, and Joe Shobin) was not flattering.
Criticisms were made about the lack of a research emphasis
and the broad meaning of counseling (to read the report see
Whitely, 1980). It was recommended that consideration be
given to dissolving Division 17 and moving it under the aus-
pices of Division 12, Clinical Psychology. This was not the
sort of amalgamation the Boulder participants had envi-
sioned. The report was never released, and after much protest
on the part of Division 17, a new report was commissioned
and published (also in Whitely, 1980). It presented a more en-
couraging view of counseling psychology and provided data
to demonstrate that the profession was alive and well.

The whole affair contributed to serious questions of iden-
tity and the place and direction of counseling psychology.
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In response, the division set about regrouping and taking
stock. The result was the convening of the Greyston Confer-
ence. Named for the Greyston Mansion, a gift to Teachers
College, Columbia University, the meeting was held over a
3-day period in January 1964. In an interview (Baker, 2001),
one of the organizers and authors of the conference report,
Albert S. Thompson, describes the nature and significance
of the meeting:

We wanted a group that would be representative of counseling
psychologists. There were 60 and it certainly was an interesting
group. When you think of it, they were a terrific group, 10 were
previous presidents of Division 17 and 11 of them later became
presidents. The conference was well organized and Don Super
really gets the most credit for that. At the end of the conference
we came up with 32 recommendations. Some were for Division
17, some for APA, some for universities, some for practicum and
internship settings, and some for employers. Most were designed
to be practical. I would like to go record to say that the recom-
mendations did stimulate further developments such as American
Board of Examiners of Professional Psychologists (ABEPP) cer-
tification, a brochure put out by Division 17 on what counseling
psychology is, and criteria for internship. There was general
agreement that counseling psychology had a special substance
and emphasis in training, which were not necessarily included in
the current preparation. (p. 318)

Greyston if nothing else helped to unite counseling psy-
chologists in a spirit of shared mission. After Greyston, there
was less talk about disbanding and more talk of identity.
The brochure that Thompson referred to appeared in 1968
(Jordaan, Myers, Layton, & Morgan, 1968). The document,
affirming the tenets of the Northwestern Conference, de-
fined the counseling psychologist in terms of three central
roles: the remedial/rehabilitative, the preventative, and the
educational/developmental.

Moving Ahead

However, it was not that simple. The expansion of private
practice, a decline in federal support of training and research,
and retrenchment in academia contributed to continued self-
doubt and a lingering unease about the future and direction of
counseling psychology. Whiteley and Fretz (1980) invited a
distinguished cohort to comment on the future of counseling
psychology, and the forecast was gloomy. Counseling psy-
chology’s lack of a clear identification with a particular role,
function, or setting made it difficult for many of the contri-
butors to see a future that made any sense. But in spite of
decades of an entrenched identity crisis, the division has
grown. There are over 2,500 members (APA, 2001), 67 active

APA-accredited doctoral programs (APA, 2000), and two
major journals (The Journal of Counseling Psychology and
The Counseling Psychologist). Counseling psychologists are
found in higher education, industry, government, and health
care (private and nonprofit). As an organization, counseling
psychology has a unified existence within Division 17, which
provides a forum for debate, sets policy through coordinated
meetings and conferences, reorganizes itself to the demands
of the times, and recognizes its members through a variety of
awards and honors (Blocher, 2000; Meara & Myers, 1999).

Since its inception, the division has worked on the issue of
identity, the most recent definition of counseling psychology
appearing in 1998 (APA, 1999):

Counseling psychology is a general practice and health service-
provider specialty in professional psychology. It focuses upon
personal and interpersonal functioning across the life span and
on emotional, social, vocational, educational, health-related, de-
velopmental and organizational concerns. Counseling psychol-
ogy centers on typical or normal developmental issues as well as
atypical or disordered development as it applies to human expe-
rience from individual, family, group, systems, and organiza-
tional perspectives. Counseling psychologists help people with
physical, emotional and mental disorders improve well being,
alleviate distress and maladjustment, and resolve crises. In addi-
tion, practitioners in the professional specialty provide assess-
ment, diagnosis and treatment of psychopathology. (p. 589)

SUMMARY

Perhaps it is most important to know that counseling psy-
chology does have a history, one that is embedded in the
American experience of the twentieth century that stressed
the triumph of turning raw materials into finished products
with precision and efficiency. The application of this to the
human experience, while a desired goal, was a messier
proposition.

The genesis of counseling psychology can be found in the
vocational guidance movement, a Progressive Era develop-
ment that sought to add a humane element to the science of
efficiency. Its adherents and practitioners saw in the progres-
sive ideal a chance for a better and more satisfying life for all
people of all ages.

Embracing the applied study of individual difference,
these prototypes of the professional psychologist found their
calling in the theory and practice of measurement of human
abilities, aptitudes, and interests. Their work had applications
in all corners of society, especially in those areas concerned
with education and rehabilitation. Over time, these coalesced
into an identify as a health service profession, aligned with a
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training model for professional psychology espoused by the
American Psychological Association.

Psychotherapy continues to grow as an area of emphasis
within counseling psychology, and counseling psychologists
have long served as active contributors to theory, research,
and practice. The same is true for vocational psychology and
career development.

Like any organization or institution, counseling psychol-
ogy has molded itself to the demands, challenges, changes,
and opportunities of the times. It is interesting to note that as
the new century begins, counseling psychology finds itself
defining as a value the priority of multicultural inclusiveness.
The template of inclusiveness is now laid over all aspects
of counseling psychology research, teaching, training, and
service. It is a point of view that expresses a concern for
the well-being of all people, a concern much like that of
100 years ago.
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The scope and present status of the science [Industrial Psychol-
ogy], the rapidity of its development, can only be fully under-
stood by considering economic, social, and psychological
factors which have contributed to this development. (Viteles,
1932, p. 5)

While studying great discoveries and individuals in the his-
tory of industrial-organizational (I-O) psychology in the past
several years, I found myself frequently asking, “Why were
psychologists studying behavior in work settings and apply-
ing psychology to improve the workplace?” To answer this
question, I realized that the evolution of I-O psychology must
be examined within the overall social, cultural, and political
contexts of the times, an approach referred to as a new his-
tory of psychology (Furumoto, 1988). Pate and Wertheimer
(1993), for example, stated, “The history of a discipline such
as psychology involves describing major discoveries, illumi-
nating questions of priority, and identifying ‘great individu-
als’ in the context of a national or international Zeitgeist”
(p. xv). This chapter is a nascent effort to describe the zeit-
geist or social-historical context of I-O psychology by identi-
fying various dynamic forces that shaped the rise of the
discipline during the past 100 years in the United States.

The history presented in this chapter is not intended to be
a comprehensive description of I-O psychology content or a
duplication of historical accounts previously written (e.g.,
Austin & Villanova, 1992; Baritz, 1960; Colarelli, 1998;

Farr & Tesluk, 1997; Ferguson, 1962–1965; Hilgard, 1987;
Katzell & Austin, 1992; Koppes, 1997; Landy, 1992, 1997;
Meltzer & Stagner, 1980; Napoli, 1981; Thayer, 1997; Van De
Water, 1997; Zickar, 2001). Katzell and Austin (1992) pro-
vided the most comprehensive review of I-O psychology’s his-
tory, and I rely heavily on their work to present the rise of I-O
psychology and to examine why I-O psychologists embraced
various issues and questions. This chapter consists of two main
sections. The first encapsulates I-O psychology’s growth; the
second describes the dynamic forces that shaped I-O psychol-
ogy and reveals that the discipline’s evolution was the result of
confluences of several external and internal forces.

THE RISE OF INDUSTRIAL-ORGANIZATIONAL
PSYCHOLOGY

The growth of I-O psychology can be ascertained from ex-
amining changes in labels and definitions, scope of content,
education, employment, and organized I-O psychology.

Labels and Definitions

During the early years, I-O psychology was labeled economic
psychology (Münsterberg, 1914) or business psychology
(Kingsbury, 1923; Münsterberg, 1917). Industrial psychol-
ogy was used infrequently before World War I but became
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more common after the war (Viteles, 1932). Other labels
were employment psychology (Burtt, 1926) and psychotech-
nology (Jenkins, 1935). When the American Association of
Applied Psychology (AAAP) formed in 1937, a section
was created and labeled Industrial and Business Psychology
(Section D). In 1945, the AAAP merged with the American
Psychological Association (APA), and Division 14, Industrial
and Business Psychology, was established. “Business” was
dropped from the division’s name in 1962. In 1973, “Organi-
zational” was added to the name, and APA Division 14
became the Division of Industrial and Organizational Psy-
chology. This label remained when Division 14 incorporated
in 1982 as the Society for Industrial and Organizational
Psychology, Inc. (SIOP), Division 14 of the APA.

In recollection of these name changes, APA-Division 14
(now SIOP) past president (1972–1973) Robert M. Guion
recalled,

In the late 1960s (the decade of the youthful revolt), youthful in-
dustrial psychologists . . . demanded a Division 14 name change
to indicate a change in the focus of the field. They opted for the
name “Division of Organizational Psychology.” Vocal adherents
did not want to eliminate the heritage. . . . There were enough
traditionalists and enough “young Turks” to make compromise
necessary. One name that was considered as more descriptive
than any of the others was “Division of the Study of the Psy-
chology of Behavior at Work.” It was never seriously considered
(it defies acronym), and thus I/O was born. I think this may have
been the most important name-change debate in I/O history dur-
ing the last half of the century. First of all, its abbreviation of
general choice was I/O. The slash, /, is a printers’ symbol for
“or.” Most of the next couple of decades were times of division,
with people being either “I’s” or “O’s”—there is still not much
real communication between the two components of the field.
The name of the division and the subsequent Society, however,
used the conjunction “and,” implying integration of these two
components. (Robert M. Guion, personal communication, July
27, 2000)

Renewed interest in renaming SIOP to accurately reflect the
scope of the science and practice recently materialized (i.e.,
Church, 2000).

During the early years, definitions described the field al-
most exclusively as a technology with a focus on practical
issues. For example, Kingsbury (1923) stated that business
psychology or psychotechnology is “interested in acquiring
facts and principles only in so far as they can be turned di-
rectly to account in the solution of practical problems, in
industry, selling, teaching, or other fields of human behavior”
(p. 5). Forty-five years later, Blum and Naylor (1968) defined
the discipline as “simply the application or extension of psy-
chological facts and principles to the problems concerning

human beings operating within the context of business and
industry” (p. 4).

Over time, definitions included science (theories and re-
search) and practice, and a wide range of work-related topics.
In both editions of the Handbook of Industrial and Organiza-
tional Psychology, Dunnette stated,

Industrial and Organizational Psychology is today an academic
discipline, an emerging blend of research, theory and practice.
The blend offers great promise, in the years ahead, for further de-
veloping and extending our knowledge of those behavioral
processes which are critical to an understanding of interactions
between persons and the institutions and organizations of a soci-
ety. (Dunnette, 1976, p. 12, 1990, p. 23)

Although the definition has expanded, a common underly-
ing theme persists: improving the workplace and work lives.

Scope of Content

A discipline is defined by the kinds of questions that are
asked, which can be determined by examining the content of
the field at different points in time. Changes in scope are evi-
dent from reviewing textbooks (e.g., Viteles, 1932) and chap-
ters in the Annual Review of Psychology and the Handbook of
Industrial and Organizational Psychology (Dunnette, 1976;
Dunnette & Hough, 1990–1992; Triandis, Dunnette, &
Hough, 1994). Table 18.1 contains the contents of Viteles’s
book. Table 18.2 contains a list of topics from the chapter
titled “Industrial Psychology” in the first volume of the An-
nual Review of Psychology (Shartle, 1950). Similar topics
were covered in chapters for the next 10 years. In 1961 and
subsequent years, multiple chapters on related areas, such as
personnel management, industrial social psychology, con-
sumer psychology, personnel selection, program evaluation,
group dynamics, and engineering psychology, were included.
In 1964, the first chapter devoted to organizational psychol-
ogy was published. Table 18.2 displays the broad range of
topics related to I-O psychology from 1961 to 2000.

Dunnette (1976) provided several observations about
changes in content by comparing the 1950 Handbook of Ap-
plied Psychology (Fryer & Henry, 1950) and the 1976 Hand-
book of Industrial and Organizational Psychology (Dunnette,
1976). He noted that the 1950 Handbook consisted of tech-
niques and applications; scant attention was given to re-
search, research methodology, or theories of individual or
organizational behavior. In contrast, the 1976 Handbook con-
tents, shown in Table 18.3, emphasized research strategies
and methods, theories of behavior, and the psychological
influences and forces of organizational characteristics on
individuals. The earlier handbook covered all areas of applied
psychology, whereas the latter included only I-O, reflecting
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TABLE 18.1 Industrial Psychology (Viteles, 1932)

Table of Contents

Section 1: The foundations of industrial psychology.
Introduction to a study of industrial psychology.
The economic foundations of industrial psychology.
Social foundations of industrial psychology.
The psychological foundations of industrial psychology.
The rise and scope of industrial psychology.
The nature and distribution of individual differences.
The origin of individual differences.

Section 2: Fitting the worker to the job.
Basic factors in vocational selection.
Job analysis.
The interview and allied techniques.
Standardization and administration of psychological tests.
Standardization and administration of psychological tests

(continued).
Tests for skilled and semiskilled workers.
Tests in the transportation industry.
Tests for office occupations, technical, and supervisory

employees.

Section 3: Maintaining fitness at work.
Safety at work.
Psychological techniques in accident prevention.
Accidents in the transportation industry.
The acquisition of skill.
Training methods.
Industrial fatigue.
The elimination of unnecessary fatigue.
Machines and monotony.
Specific influences in monotonous work.
Motives in industry.
The maladjusted worker.
Problems of supervision and management.

an increase in specialization in the domains of applied psy-
chology (Dunnette, 1976).

From 1990 to 1994, four volumes were written for the
second edition of the Handbook of Industrial and Organiza-
tional Psychology (Dunnette & Hough, 1990–1992; Triandis,
Dunnette, et al., 1994), compared to one volume in 1976. The
content of the second edition, presented in Table 18.3, reveals
significant advances in the field. Particularly noteworthy is the
increased attention given to theory (e.g., motivation, learning,
individual differences, judgment, and decision making) and re-
search methods and measurements. Additional chapters on or-
ganizational psychology (e.g., leadership, groups, productivity,
stress, conflict, organization development) are included. Most
notably, an entire volume on cross-cultural topics was included.

The scope of the field has changed significantly since
Morris Viteles wrote his first textbook. During the early years,
the discipline’s objective was to improve organizational goals
(i.e., productivity and efficiency) primarily by applying
psychology (i.e., practice) with an emphasis on individual
differences. Later, the objective was to improve both organiza-
tional goals/efficiency and employee goals/efficiency by
applying psychology and by theorizing and researching

psychology in the workplace (i.e., science), with consideration
for individual and organizational factors. Today, many com-
plex issues are addressed, and consequently, specializations
have developed in the discipline. The I-O psychologist’s im-
pact has broadened, and currently the discipline pervades
almost every aspect of organizations.

TABLE 18.2 Topics Related to Industrial and Organizational
Psychology Covered by Annual Review of Psychology in 1950
and 1961–2000

Number of
Topics Chapters

I. (1950). “Industrial Psychology” 1
Broader studies.
Interview.
Test procedures and norms.
Job analysis and evaluation.
Criteria of performance.
Training.
Motivation and morale.
Communications and advertising.
Human engineering.

II. (1961–2000). Annual Review of Psychology
Attitudes, attitude change, opinions, and motivation. 22
Attribution theory and research. 2
Behavioral decision theory. 5
Cognition (social cognition/cognitive science). 13
Community intervention. 7
Consumer psychology. 9
Counseling psychology, career development. 10
Culture/cross-cultural psychology. 6
Engineering psychology. 6
Environmental psychology. 5
Group dynamics/study of small groups/teams/intergroup relations. 13
Human abilities and individual differences. 5
Instructional psychology. 9
Judgment and decision/decision behavior. 3
Organizational behavior. 10
Organization development. 6
Organizational psychology. 3
Personality and personality measurement. 28
Personnel/human resource management. 4
Personnel selection, classification, test validation. 18
Personnel training and human resource development. 6
Psychology of men at work. 2
Program evaluation/research. 5
Scaling and test theory. 10
Statistics/statistical theory/data analysis. 14
Miscellaneous other topics (one chapter each). 13

Group awareness training.
Industrial social psychology.
Moral judgment.
Motivation and performance.
Performance evaluation in organizations.
Psychology of deception.
Psychology of law.
Psychometric methods.
Sex and gender.
Sport psychology.
Survey research.
Test validation.
Trust and distrust in organizations.
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I. Handbook of Industrial and Organizational Psychology (1976) (1 vol.)
Theory development and theory application.
Research strategies and research methodology.
Theories of individual and organizational behavior.
Job and task analysis.
Attributes of persons.
Taxonomies.
Engineering psychology.
Occupational and career choice and persistence.
Individual and group performance measurement (development of criteria).
Validity and validation strategies.
Attributes of organizations.
Communication in organizations.
Organizational socialization processes.
Behavioral responses by individuals.
Job attitudes and satisfaction.
Problem solving and decision making.
Assessment of persons.
Selection and selection research.
Strategies for training and development.
Strategies of organization change.
Consumer psychology.
Cross-cultural issues.

II. Handbook of Industrial and Organizational Psychology, Second Edition
(1990–1994) (4 vols.)

Volume 1
Blending the science and practice of industrial and organizational

psychology: Where are we and where are we going?
The role of theory in industrial and organizational psychology.
Motivation theory and industrial and organizational psychology.
Learning theory and industrial and organizational psychology.
Individual differences theory in industrial and organizational psychology.
Judgment and decision-making theory.
Research methods in the service of discovery.
Research strategies and tactics in industrial and organizational psychology.
Quasi experimentation.
Item response theory.
Multivariate correlational analysis.
Modeling the performance prediction problem in industrial and

organizational psychology.

Volume 2
Cognitive theory in industrial and organizational psychology.
Job analysis.
The structure of work: Job design and roles.
Human factors in the workplace.
Job behavior, performance, and effectiveness.
Personnel assessment, selection, and placement.
Recruitment, job choice, and post-hire consequences: A call for new

research directions.

Adaptation, persistence, and commitment in organizations.
Training in work organizations.
Utility analysis for decisions in human resource management.
Physical abilities.
Vocational interests, values, and preferences.
Personality and personality measurement.

Volume 3
Aptitudes, skills, and proficiencies.
Developmental determinants of individual action: Theory and practice

in applying background measures.
Theory and research on leadership in organizations.
Group influences on individuals in organizations.
Group performance and intergroup relations in organizations.
Organization-environment relations.
Consumer psychology.
Organizational productivity.
Employee compensation: Research and practice.
Stress in organizations.
Conflict and negotiation processes in organizations.
Organizational development: Theory, practice, and research.
Behavior change: Models, methods, and a review of evidence.
Alternative metaphors for organization design.
Strategic decision making.
Strategic reward systems.

Volume 4
Contemporary meta-trends in industrial and organizational psychology.
Cross-cultural industrial and organizational psychology.
Selection and assessment in Europe.
Technological change in a multicultural context: Implications for

training and career planning.
An underlying structure of motivational need taxonomies:

A cross-cultural confirmation.
Action as the core of work psychology: A German approach.
Time and behavior at work.
Cross-cultural leadership making: Bridging American and Japanese

diversity for team advantage.
Aging and work behavior.
Age and employment.
Toward a model of cross-cultural industrial and organizational

psychology.
The Japanese work group.
The nature of individual attachment to the organization: A review of

East Asian variations.
Culture, economic reform, and the role of industrial and organizational

psychology in China.
Culture embeddedness and the developmental role of industrial

organizations in India.
Workplace diversity (in United States).

TABLE 18.3 Comparison of Major Areas of Coverage in the Handbook of Industrial and Organizational Psychology, First Edition (1976) and the
Handbook of Industrial and Organizational Psychology, Second Edition (1990–1994)

Table of Contents

Education

Issues about training and education in I-O psychology were
raised as early as 1918 when methods of technical training
for consulting psychologists were discussed (Geissler, 1918).
During those early years, most psychologists were trained in
general experimental psychology; education in specialized
industrial psychology was not possible. The first university

program to train in the field was established in the 1920s at
Carnegie Institute of Technology (now known as Carnegie-
Mellon University), and Bruce V. Moore is credited with the
first doctorate from this program in 1921 (Farr & Tesluk,
1997). Lillian Moller Gilbreth was acknowledged for com-
pleting the first dissertation related to industrial psychology
at Brown University in 1915. She applied psychology and
scientific management principles to the work of classroom
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teachers (Koppes, 1997; Koppes, Landy, & Perkins, 1993;
Perloff & Naman, 1996).

In 1919, H. E. Burtt joined the faculty at Ohio State
University, and along with psychometric specialist H. Toops
formed the first doctoral specialization in industrial psy-
chology after the one at Carnegie Institute of Technology
(Katzell & Austin, 1992). In addition to Ohio State and
Carnegie Tech, institutions that produced industrially ori-
ented doctorates during the 1920s included the University of
Minnesota and Stanford University. In 1930, Pennsylvania
State College (now University) offered a doctorate in I-O
psychology under B. V. Moore. Throughout the 1930s, addi-
tional universities trained students who were oriented toward
I-O careers, including Purdue University, Columbia Univer-
sity, and New York University. Katzell and Austin (1992)
noted that specialization in I-O psychology during these early
years consisted mostly of a student’s choice of a principal
mentor and associated research and dissertation topics.

Immediately after World War II, the number of specialized
I-O training programs escalated, including the creation of
terminal master’s programs. Existing programs, such as the
one at Ohio State University, were expanded, and new pro-
grams were created (George Washington University in 1948,
University of Maryland in 1961, Michigan State University
in 1951) (Katzell & Austin, 1992). Additional new doctoral
programs were established during the 1960s, such as those at
Bowling Green State University in 1965, North Carolina
State University in 1966, and the University of Akron in 1968
(Katzell & Austin, 1992).

Programs in specialized I-O psychology and related fields
have proliferated in the past 30 years, which indicates contin-
ued progression in the discipline. The 1989 SIOP Graduate
Training Programs in Industrial/Organizational Psychology
and Organizational Behavior (Society for Industrial and
Organizational Psychology, Inc., 1989) lists 51 doctoral pro-
grams and 36 master’s programs in psychology departments,
and 46 doctoral programs and 8 master’s programs in busi-
ness or related departments. The 1998 SIOP Graduate Train-
ing Programs in Industrial-Organizational Psychology and
Related Fields (Society for Industrial and Organizational Psy-
chology, Inc., 1998a) lists 62 doctoral programs and 70 mas-
ter’s programs in psychology departments, and 35 doctoral
programs and 9 master’s degree programs in business and re-
lated departments.

SIOP members have discussed several education and
training issues, such as standards, accreditation, master’s
education/training, postdoctoral training, internships, and
continuing education for licensure. Programs in I-O psychol-
ogy are not accredited; however, SIOP created competency-
based guidelines according to a scientist-practitioner model.
The documents are titled the Guidelines for Education and

Training at the Master’s Level in Industrial/Organizational
Psychology (Society for Industrial and Organizational Psy-
chology, Inc., 1995) and the Guidelines for Education and
Training at the Doctoral Level in Industrial/Organizational
Psychology (Society for Industrial and Organizational Psy-
chology, Inc., 1998b). Challenges about maintaining the
scientist-practitioner model in a highly diverse and special-
ized field were expressed recently (Downey, 2000). In addi-
tion, concerns were raised about the future of I-O psychology
programs because many academic I-O psychologists are
seeking employment in business schools rather than psychol-
ogy departments due to higher salaries for business-related
faculty appointments (DeNisi, 2000; Downey, 2000).

Employment

When I-O psychology emerged, almost all psychologists
were employed in academia, and psychologists who did ap-
plied work did so on a part-time basis. Some academic psy-
chologists pursued part-time consulting work to supplement
their meager academic salaries (Goodwin, 1999). Others
sought applied work because the number of psychology
doctoral graduates quickly outgrew the number of positions in
psychology departments and laboratories. Cattell (1946)
estimated that as late as 1917 only 16 of the more than
300 members of APA were working primarily in the various
applications of psychology. Napoli (1981) revealed no full-
time I-O psychologists from 1913 through 1917; how-
ever, there were individuals practicing I-O psychology,
although their work was not labeled as such. In 1916, Walter
Dill Scott was appointed professor of applied psychology at
Carnegie Institute of Technology, the first appointment by that
title in academia (Landy, 1997).

After World War I, additional employment opportunities
became available in academia, the military, government, pri-
vate industry, and consulting organizations (e.g., the U.S.
Civil Service Commission, Kaufman Department Store,
Macy’s department store, Aetna Life Insurance, U.S. Rubber
Company, Procter & Gamble, Milwaukee Electric Railway
and Light Company) (Katzell & Austin, 1992). These oppor-
tunities paved the way for employment of women psycholo-
gists who faced barriers gaining employment in academia
(Koppes, 1997). Katzell and Austin (1992) estimated that the
total number of industrial psychologists by the end of the
1920s was approximately 50.

Employment in academia slowed during the 1930s, but
employment in other areas improved. Between 1916 and
1938, the number of APA members in teaching positions in-
creased fivefold, from 233 to 1,299; however, the number of
members in applied positions grew almost 29 times, from 24
to 694 (Finch & Odoroff, 1939). In 1940, Darley and Berdie
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(1940) found that those reporting to work in industry did not
call themselves industrial psychologists.

After World War II, employment opportunities outside of
academia exploded. Each branch of the armed services cre-
ated centers of research activity to continue the benefits of
World War II efforts. A number of psychological research or-
ganizations, consulting firms, and university research centers
were formed. Private industry continued to hire I-O psychol-
ogists, and some companies established their own research
groups. Areas of activities included job analysis and job eval-
uation, salaries and wages, selection and placement, promo-
tions, training, performance appraisal, job satisfaction and
morale, counseling and guidance, labor relations, industrial
hygiene, accidents and safety, and equipment design (e.g.,
Canter, 1948). In 1959, McCollom found at least 1,000 psy-
chologists who were employed full-time industry in the
United States (McCollom, 1959).

Thirty years later, Howard (1990) reported that of the
1,739 SIOP members who responded to her survey and were
employed full-time, 36% were employed in academic settings
and 57% reported working in industry, including private or-
ganizations (21%), public organizations (7%), and consulting
(29%). Eight percent responded that they worked in other set-
tings (e.g., health service, research organizations). O’Connor
and Ryan (1996) reported that of the 1,873 SIOP members
who responded to their survey and were employed full-time,
39.1% indicated they worked in academic settings and 54.9%
were employed in industry, including private organiza-
tions (15.1%), public organizations (7.1%), and consulting
(32.7%). Six percent responded that they worked in other set-
tings (e.g., health/clinical). Recently, the SIOP Administra-
tive Office (Lee Hakel, personal communication, August 4,
2000) reported that of the 3,286 SIOP members (89.9% of
total members) providing information about their employers,
36.1% were in academic positions, 17.1% held full-time posi-
tions in private organizations, 6.3% were in public organiza-
tions, 34.3% were in consulting, and 5.9% worked for health
care or other employers (e.g., research organizations). Two
notable shifts between 1990 and 2000 can be observed: (a) a
decrease in the relative percentage of individuals employed in
private organizations, and (b) an increase in the relative per-
centage of individuals working in external consulting. One
possible explanation is the outsourcing of work and down-
sizing of private organizations (O’Connor & Ryan, 1996).
Eminent I-O psychologists recently expressed concerns about
the multitude of inexperienced consultants (C. H. Lawshe Jr.,
personal communication, June 1, 2000; Locke, 2000).

A prodigious number of employment opportunities in
I-O psychology are apparent from examining the SIOP-
APA Division 14 membership. This data, however, may

underestimate the actual number of individuals and positions
because many I-O psychologists, especially practitioners, do
not join APA or SIOP (Finch & Odoroff, 1939; Katzell &
Austin, 1992). A perusal of the job openings on the SIOP Web
site and published in The Industrial-Organizational Psychol-
ogist (TIP) reveals a plethora of options, especially in the
past decade. London and Moses (1990) observed that the role
of I-O psychologists has evolved from that of technician-
analyst to change agent or strategist.

Organized Industrial-Organizational Psychology

As applied psychology expanded and the demand for applied
psychologists increased, interest in professional organiza-
tions flourished. Early organizations for I-O psychologists
and their dates of formation can be found in Katzell and
Austin (1992). Benjamin (1997) traced the development of
professional groups for I-O psychologists, with specific atten-
tion to the evolution of SIOP. AAAP Section D: Industrial and
Business was the professional organization for psychologists
in industry during the early years. In 1945, the AAAP merged
with APA, and Division 14, Industrial and Business, was
formed with 130 members (fellows and associates). In 1985,
shortly after SIOP incorporated in 1982 to achieve some in-
dependence from APA (Hakel, 1979), there were 2,499 mem-
bers (fellows, members, and associates). When this chapter
was written, there were 3,655 professional members (fellows,
members, and associates) (Lee Hakel, personal communica-
tion, August 4, 2000). The overall purpose of the current soci-
ety is not significantly different from the purpose established
by the AAAP Section D in 1937; clear linkages between
SIOP’s and AAAP’s objectives are obvious. The society
changed with regard to structure, membership, and activities,
primarily because of the expansion of the discipline and the
growth of membership (Benjamin, 1997). For example, the
organization evolved from one that was totally managed by
volunteers to one now staffed professionally (Koppes, 2000).

Summary

I-O psychology shifted from a simple, narrowly defined tech-
nical field focused on individual issues for accomplishing
organizational objectives to a complex, broad scientific and ap-
plied discipline emphasizing individual and organizational is-
sues for achieving both individual and organizational goals. A
challenge of the discipline is to maintain an identity as a rigor-
ous scientific discipline while at the same time providing a
growing range of professional services and applications.

A science–practice dichotomy has characterized the disci-
pline since its inception. The roots of this dichotomy can be
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traced to the founders of psychology in the late 1800s and
early 1900s, when tension existed between individuals want-
ing psychology to be a pure science (basic) separate from prac-
tical concerns and individuals wanting to apply psychology to
practical matters (Hergenhahn, 1997). Applied psychologists
did not advocate for an applied psychology instead of a pure
psychology. These psychologists, along with their scientific
contemporaries, viewed science as being first and applications
as being second (Hergenhahn, 1997). The pure psychologists
disapproved of applying psychology, however. Benjamin
(1997) noted, “The purists railed against such premature ven-
tures and warned these purveyors of suspect psychological
knowledge to stay home and perfect their science” (p. 102).

One explanation for the tension between scientists and
practitioners was the reward structure of the American scien-
tific community during 1906–1944 (Sokal, 1995). James
McKeen Cattell used a star system, in which asterisks were at-
tached to the names of individuals he identified as the preemi-
nent American scientists of the day in his American Men of
Science, first published in 1906. Ten leading representatives,
who were members of the National Academy of Science and
contributors to Science, selected these individuals. This re-
ward structure placed a high value on being a scientist. A sec-
ond explanation was the questionable scientific integrity
of applied research funded by corporations for legal and
commercial gains. Results from these studies were often dis-
credited (Benjamin, Rogers, & Rosenbaum, 1991).A third ex-
planation for the tension was the incompatible values between
scientists (pure psychologists), who pursue the advancement
of knowledge, and practitioners (applied psychologists), who
apply knowledge to solve problems (Hergenhahn, 1997).

During the early years, a prevalent distinction between
science and practice within industrial psychology did not
exist, as most industrial psychologists consulted part-time
while working full-time in university positions and con-
ducted research in field settings for the purposes of solving
problems. The dichotomy gradually emerged as the number
of individuals employed in universities, research institutions,
and applied positions grew. In the published version of her
APA Division 14 (now SIOP) presidential address entitled
“Our Expanding Responsibilities,” Marion Bills (1953) fore-
saw the developing gap between scientists and practitioners.
She argued that psychologists working in industry were not
given sufficient credit for their contributions to science. Bills
stated,

Perhaps our [psychologists in private industry] real function is
that of a liaison officer between our experimental workers and
management under which function our chief duty would be
to keep them very well informed on both sides, and display the

ingenuity to connect them, even when in many cases the connec-
tion is far from obvious. (Bills, 1953, p. 145)

On several occasions, Bruce V. Moore, the first president
of APA Division 14 (now SIOP), espoused his belief that in-
dustrial psychology as an applied discipline values equally
research and implementation (Farr & Tesluk, 1997). Moore
stated,

[The] pure scientist has no basis for intellectual snobbery or con-
tempt for the applied scientist. What both should avoid is busy
work without thinking, or activity without relating it to theory, or
the quick answer without adequate facts or basic research. . . .
The extreme applied practitioner is in danger of narrow, myopic
thinking, but the extremely pure scientist is in danger of being
isolated from facts. (Cited in Farr & Tesluk, 1997, p. 484)

The scientist-practitioner tension prevails today, as evident
by the attention it continues to receive (e.g., Dunnette &
Hough, 1990; Holland, Hogan, & Sheton, 1999; Klimoski,
1992). Hackman (1985) identified factors that contribute to the
current gap between I-O scientists and practitioners. These in-
clude corporate reward systems that compensate I-O psychol-
ogists for performing as professional practitioners rather than
as scientists, differences in the conceptual and research para-
digms of scientists and practitioners, and the failure of labora-
tory and field experiments to guide practice. J. P. Campbell
(1992) noted, however, that the latent needs of the two par-
ties are actually more similar than their surface dissimilarities
would suggest. When he was 93 years old, Morris Viteles
stated, “If it isn’t scientific, it’s not good practice, and if it isn’t
practical, it’s not good science” (cited in Katzell & Austin,
1992, p. 826). The two poles must blend in order to address the
complex work issues of organizations today.

CONFLUENCE OF DYNAMIC FORCES

Many historians contend that the rise of I-O psychology was
the result of external forces. Psychologists were pulled by the
demands and expectations of industry and of an ever-changing
society and economy (e.g., Baritz, 1960). As early as 1913,
Hugo Münsterberg, who is often referred to as the father of
I-O psychology, stated, “Our aim is to sketch the outlines of a
new psychology which is to intermediate between the modern
laboratory psychology and the problems of economics: the
psychological experiment is systematically placed at the ser-
vice of commerce and industry” (Münsterberg, 1913, p. 3).
More recently, Katzell and Austin (1992) observed, “The
field’s history reveals a proclivity for science and practice in
I-O psychology to be shaped more by external forces than by
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theories, foresight or imagination. In short, I-O psychologists
tend to be more reactive than proactive . . .” (p. 824).

Scholars also recognize that the discipline’s progression re-
sulted from internal forces or individual visionaries within the
field who advocated and pushed for the application of psy-
chology (e.g., Koppes, 1997; Landy, 1997; Van De Water,
1997). Entrepreneurial efforts by independent investigators
moved the discipline forward because of their develop-
ments in theory, research, and practice. Most historians agree,
however, that both internal and external influences shaped the
discipline. For example, Van De Water (1997) noted, “A com-
bination of internal and external forces helped transform in-
dustrial psychology from a few individuals’ visions into a
larger, self-perpetuating institution” (p. 487). To fully under-
stand the sociohistorical context of I-O psychology, both
external and internal forces must be considered.

Socioeconomic Forces

Socioeconomic forces refer to indicators of the economy
(e.g., income, the gross national product, unemployment),
societal views (e.g., with regard to workers, organizations,
environment, health) and ideologies (e.g., social Darwinism
and eugenics), and population demographics. Katzell and
Austin (1992), for example, observed that I-O topics seem to
be correlated with cycles of social or political concerns (e.g.,
labor relations with labor–management conflicts, job analysis
with fair employment issues).

In the late nineteenth century, American society experi-
enced rapid changes and developments because of industrial-
ization, immigration, a high birth rate, education reform,
and urban growth. A progressive drive for reform prevailed
(Minton, 1988), and Americans were ready for the practical
and useful. Multiple changes created problems for humanity
(Napoli, 1981), and society looked toward science for practi-
cal solutions. In addition to these societal demands, institu-
tional pressures and the desire to improve their institutional
status to keep their discipline alive forced psychologists to
popularize their science and demonstrate the value of psy-
chology in solving problems and helping society (Burnham,
1987; Goodwin, 1999). Taking psychology outside academic
laboratories and increasing psychological research on practi-
cal applications in education, medicine, criminology, busi-
ness, and industry were expressions of psychologists’ intense
desire for social recognition and support (Camfield, 1973).
One proponent of applied research stated that progress toward
the development of an applied psychology offered “the hope
of seeing greater socio-economic values placed upon the sci-
ence in American community life” (cited in Camfield, 1973,
p. 75). The intellectual, social, cultural, and economic milieu
engendered the formation of an applied psychology.

As psychology’s popularity increased, society and the
business community became skeptical and disenchanted with
the discipline because individuals not trained in psychology
began practicing to gain financial rewards. Psychologists felt
compelled to combat society’s images of psychology as com-
mon sense or as occultism and superstition (Burnham,
1987) and society’s stereotype of the psychologist as an
“absent-minded professor, preoccupied with abstruse man-
ners” (Burnham, 1987, p. 92). One response was to use ex-
perimentation to invalidate the claims of pseudoscientists
(Van De Water, 1997). Methodological developments in-
cluded measurement methods (mental tests, observations,
case studies) and statistics for measuring and analyzing indi-
vidual differences (regression, simple correlation, partial
correlation) (Cowles, 1989). Furthermore, Gillespie (1988)
noted that the decision to undertake social scientific research
in the workplace during the 1920s was a political process,
and “social and behavioral scientists believed that experi-
mentation would guarantee objectivity of their findings and
recommendations, and ensure their professional standing on
an intellectual and moral plane above that of capitalists and
workers” (p. 133).

During the 1920s, euphoria and prosperity swept the United
States. Despite a short recession in 1921–1922, the gross na-
tional product rose 39% between 1919 and 1929 (Cashman,
1989). The growth of employment associated with the rise in
the gross national product provided opportunities for indus-
trial psychologists as full-time employees or consultants in
industry. Companies were interested in psychological applica-
tions used during the war (i.e., selection and placement), and
the primary concern was finding the right employee for the job.
Articles and books on various aspects of personnel psychology
described developments and issues (e.g., Link, 1919; Pond,
1927; Scott & Hayes, 1921).

Viteles (1932) noted a shift in the social philosophy of
workers during the early part of the twentieth century.Apolicy
of noninterference shifted to a policy that emphasized the em-
ployee’s welfare. This policy of employee’s welfare was rein-
forced during the economic depression, when 25% of the
workforce was unemployed (Manchester, 1973–1974). The
depression’s adverse effects on individuals led to heightened
sensitivity to and concern for the human condition and the hu-
manization of work. Organizations and the U.S. government
felt responsible for employee welfare; thus, social issues such
as unemployment and adjustment of workers became preva-
lent. The greatest need was to find jobs for people to fill, so
there was less need for and interest in personnel selection
and training. More than 16% of the companies that had
used personnel tests dropped them during the Great De-
pression (Katzell & Austin, 1992). None of the studies cited in
an extensive review of the psychological literature on training
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in industry were published during the 1930s (Katzell &Austin,
1992; McGehee & Thayer, 1961). The social aspects of indus-
trial psychology began to emerge as industrial psychologists
developed an interest in improving an individual’s well-being
at work. According to Viteles (1932), “They [psychologists]
have definitely accepted the viewpoint that industrial practices
are to be judged not only by the criterion of economic return,
but in terms of their effects on human beings” (p. 25).

The Minnesota Employment Stabilization Research Insti-
tute (MESRI) was established in 1931 to study the psycholog-
ical and economics effects of unemployment (e.g., Paterson,
1932). The idea that individual differences could be shown by
special aptitude tests, not just intelligence tests, was formu-
lated; thus, aptitude tests (e.g., the Minnesota Clerical Test and
the Minnesota Paper Form Board) were designed.AMinnesota
perspective was created, which eventually developed into a
theory of work adjustment (Dawis & Lofquist, 1984).

The U.S. Employment Service (USES), founded in
1917, was renewed with the Wagner-Peyser Act of 1933
(Lowenberg & Conrad, 1998). Along with the Minnesota In-
stitute, this program tried to eliminate the crevasses between
the unemployed and the few available jobs. The USES is
known for developing the General Aptitude Test Battery
(GATB) and completing the first large-scale systematic
analysis of jobs, the Dictionary of Occupational Titles, pub-
lished in 1939. This project moved I-O psychologists further
toward realizing the importance of matching individual abil-
ity profiles with different job requirements (Lowenberg &
Conrad, 1998). Various methods were used to achieve this
match, such as selection and placement, vocational guidance,
and a combination of processes called differential job place-
ment (Dunnette, 1966).

A few early research studies on attitudes and morale were
conducted during this time (e.g., Hoppock, 1935), and the
measurement of attitudes was improved by the scaling
techniques of Thurstone (1927) and Likert (1932). Attitude
surveys and structured interviews were popular tools for man-
agement consulting (Houser, 1938). Kurt Lewin, a researcher
at the University of Iowa Child Welfare Research Station from
1935 to 1944, commenced research on various psychological
aspects of work such as leadership, productivity, satisfaction,
group dynamics, employee participation, and resistance to
change (Katzell & Austin, 1992).

During the depression, President Franklin D. Roosevelt’s
reform programs provided a favorable climate for organized
labor; thus, corporate America had to respond to new labor
laws and the growing muscle of unions. According to
Gillespie (1988),

The calm of the 1920s and early 1930s had been shattered by the
militancy of new industrial unions of mass-production workers

and industrial relations had been reshaped by New Deal legisla-
tion that protected workers’ rights to organize and bargain
collectively with their employers. Personnel management flour-
ished in this environment, and a function that had previously
been the responsibility of middle managers was transformed
overnight into the province of executives; henceforth, no man-
agerial decisions could be made without considering their impact
on labor relations. (p. 132)

Early efforts to minimize the distance between labor and
management were made by psychologists employed by the
Scott Company in 1919 and 1920, and some I-O psycholo-
gists were concerned with the labor-relations movement dur-
ing the 1930s and after World War II (Gordon & Burt, 1981).
The relationship between I-O psychology and labor unions
has been described as one of mutual indifference, however
(e.g., Gordon & Burt, 1981). One explanation for psychol-
ogists’ limited involvement is that I-O psychologists are
perceived as being aligned with management (Baritz, 1960;
Gordon & Burt, 1991). APA Division 14 (now SIOP) past
president (1970–1971) Herbert H. Meyer who worked nu-
merous years in industry, offered another perspective:

Unions have a vested interest in maintaining an adversarial rela-
tionship between workers and management. Thus instead of
being cooperative and committed to organizational goals, union
members are inclined to regard management as the enemy. And,
incidentally, in unionized plants, I have found that managers are
inclined to regard union employees as the enemy—a rather poor
situation in which to engender cooperation and commitment. . . .
[T]he desire of many progressive companies to stay non-union
because of the costly work rules often associated with unionism
provided for many opportunities for the employment of I/O psy-
chologists. (Herbert H. Meyer, personal communication, July 20,
2000)

Unions are important in I-O psychology’s history because
they affected organizations’ structures, policies, and the man-
agement of employees. Thus, the impact of labor unions on the
development of I-O psychology needs further investigation.

The emphasis on employee welfare during the depression
led to the development of personnel counseling as a popular
organizational intervention for helping employees solve
personal problems. Once viewed as the “new industrial psy-
chology” (Cantor, 1945), personnel counseling programs dis-
appeared from the domain of applied psychology and were
dropped by several organizations by the 1960s (Highhouse,
1999). Highhouse suggested that industrial psychologists
may have distanced themselves from personnel counseling
because of poorly trained counselors employed by organiza-
tions. Reasons for the decline of personnel counseling pro-
grams include the questionable effectiveness of the programs
and the lack of managerial support for programs addressing
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employees’ personal problems (Highhouse, 1999). A re-
newed interest in worker adjustment, work–family conflicts,
and other personal issues (e.g., mental health) has emerged in
the past decade (e.g., Zedeck, 1992).

After World War II, the economy provided for prosperity,
leisure, pleasure, affluence, education, and a heightened
awareness of the good life. A new generation of American
workers increasingly valued noneconomic outcomes and per-
sonal rewards (satisfaction, personal growth, self-fulfillment,
actualization, self-expression) instead of traditional bread-
and-butter rewards (Katzell, 1958). An increased emphasis
on workers’ attitudes and motivations and ways of improving
life in organizations became salient, with particular attention
to social and organizational contexts. The focus shifted to
topics other than those directly tied to bottom-line perfor-
mance, including the effects of work on individuals, motiva-
tion, job attitudes, life and job satisfaction, challenges of the
job, and job characteristics (Katzell & Austin, 1992).

The postwar economy provided for an explosion of psy-
chological applications and research opportunities. The focus
was on both fitting people for the job and fitting the job for
people. Military research centers were formed, psychological
research organizations were created (e.g., American Insti-
tutes for Research), consulting firms were established (e.g.,
Richardson, Bellows, Henry, & Company), and research
groups were formed within private companies (e.g., General
Electric, Standard Oil of New Jersey) (Katzell & Austin,
1992). In addition, universities organized research centers to
investigate aspects of I-O psychology. For example, in 1944,
Lewin established the Research Center for Group Dynamics
at Massachusetts Institute of Technology (MIT), where he
collaborated with a similar group in London, the Tavistock
Institute of Human Relations. Together the organizations cre-
ated the journal Human Relations in 1947. Because of the
work of Lewin and his colleagues, emphasis shifted toward
human relations rather than the technical aspects of produc-
tion. Shortly after Lewin’s death in 1947, the Research Cen-
ter for Group Dynamics was relocated to the University of
Michigan. The center joined the Survey Research Center,
which had been in existence since 1946 under the direction of
Rensis Likert (Hilgard, 1987). Other university research cen-
ters that partially devoted their efforts to I-O psychology
were located at Ohio State University with its leadership
research program, Cornell University with its studies of satis-
faction in work and retirement, Western Reserve University
with its emphasis on personnel problems and occupational
guidance, and Purdue University with its occupational
research (Katzell & Austin, 1992).

Unrest surfaced in America’s society during the 1950s
and 1960s because of changes in values and attention to

discriminatory and unfair practices. Society demanded equi-
table practices in organizations. As it had during the depres-
sion, the government intervened, and civil-rights legislation
was created. The unrest and chaos continued throughout the
1960s and 1970s as the United States entered the Vietnam
War, baby boomers entered the workforce, and international
and foreign competition became a threat. According to
Dipboye, Smith, and Howell (1994), the fabric of the
American society was disintegrating. A new generation of
employees was questioning the authority of organizations,
and a general revulsion against fascism and authoritarianism
stimulated interest in democracy and autonomy in the work-
place (Dipboye et al., 1994). These changing societal views
influenced organizations to rethink their way of dealing with
employees. How the organization could best serve the indi-
vidual became important. Theories about organizations as
open, sociotechnical systems were developed, which stimu-
lated research in areas of communication, conflict manage-
ment, socialization, and organizational climate and culture.
The development of interventions for facilitating organiza-
tional change and development (OD) resulted in an interface
of I and O approaches. During the 1980s, known as the health
decade, research was initiated on worker stress, health, and
well-being (e.g., Ilgen, 1990).

Society’s unrest and questioning raised consciousness
about many social issues, which led to additional research
and applications concerning job involvement, organizational
commitment, antisocial behaviors, the psychological con-
tract, and organizational citizenship behaviors. Muchinsky
(2000) noted, “In the past 10–15 years, we have had to ad-
dress new aspects of organizational behavior about which we
had little knowledge. The depth and magnitude of these
issues in the psychology of work have had a profound impact
on the profession of I-O psychology” (p. 295).

A socioeconomic factor that affects the work of I-O psy-
chologists is the demographics of the workforce. Two recent
changes in the workforce are worth noting: diversity and
quantity. The increasing diversity of the U.S. population cre-
ates a diverse workforce in terms of gender, age, ethnicity,
race, and culture. There are now various subgroups of em-
ployees, with minority groups increasing as a proportion of
the workforce, the bulk of the workforce (baby boomers)
aging, and life expectancies increasing (Briggs, 1987; Cohen,
1995). Diversity in the workforce can also be attributed to a
global marketplace because multinational organizations are
hiring employees from an international labor market. A di-
verse workforce has implications for both practice and re-
search in I-O psychology (see Triandis, Kurowoski, &
Gelfand, 1994). For example, organizations need to identify
ways to individualize reward systems and recruit and retain
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diverse employees. Theories, research methods, and applica-
tions will need to include individual differences with regard
to age, gender, ethnicity, race, and culture.

In addition to diversity, the supply of workers is shrinking
(Cascio, 1995; Cohen, 1995). The birth rate has declined for
the past 20 to 30 years, and individuals are retiring earlier be-
cause of the prosperous economy during the 1990s (Aiman-
Smith & Koppes, 2000). The shrinking labor force, record
low unemployment associated with a strong economy, and
accelerated global competition has engendered new topics for
I-O psychologists (e.g., acquisitions/mergers, employee re-
tention, work/family balance) and a revisiting of traditional
issues (e.g., job analysis, selection, training and develop-
ment, performance appraisal) (Cascio, 1995). I-O psychology
does not exist in a vacuum; societal forces will continue to
influence the discipline. Thus, additional research on socio-
economic forces is warranted.

Business Forces

Organizations must change their structures, technologies,
and processes to adapt to their environments and to survive
(Huber, 1984). Because I-O psychologists historically re-
sponded to business problems (e.g., Baritz, 1960), changes
in business directly affected I-O psychology. I-O psycholo-
gists provided employers techniques and information for im-
plementing an explicit scientific approach and developed
techniques to help employers make decisions (Dipboye
et al., 1994). When asked to identify an influence on the
field, SIOP past president (1991–1992) Richard J. Klimoski
responded,

The changing nature of organizing—favoring large manufactur-
ing enterprises right after the war, the rise of the large multi-
divisional firm, to the conglomerate, to the rise of service
providers, to the multinational firm, to the development of vir-
tual organizations. These affect such things as the need for I/O
services, the kinds of problems studied, the kinds of job venues
I/O types hold. (Richard J. Klimoski, personal communication,
August 27, 2000)

The Industrial Revolution at the end of the nineteenth cen-
tury created a prevailing faith in capitalism (Katzell &
Austin, 1992). The primary business objectives were to im-
prove efficiency, increase productivity, and decrease costs
through standardization and simplification (Dipboye et al.,
1994). Scientific management advocates addressed these ob-
jectives by designing work to improve efficiency (Taylor,
1947). Frank and Lillian Gilbreth, known for their time-and-
motion studies, were concerned with individual needs in
work settings. They believed that scientific management was

more than machines, tools, procedures, and inventory con-
trol. “It meant, first of all, the people who did the jobs”
(Gilbreth, 1970, p. 103). The primary importance of scientific
management for I-O psychology was the study of work
(Baritz, 1960) and the establishment of a precedent for scien-
tists to enter organizations.

The emergence of capitalism and emphasis on efficiency
forced companies to hire the most qualified employees; thus,
selection and training were critical issues. Industrial psychol-
ogists used mental tests that had been successful in education
and in the armed forces to select hardworking and committed
employees (Katzell & Austin, 1992). According to Van De
Water (1997), mental tests were the field’s first technical
product.

An emphasis on productivity during the late nineteenth
and early twentieth centuries influenced organization leaders
to explore ways to advertise, sell, and distribute their goods.
Psychologists recognized the value of their discipline to these
business issues as well. For example, Scripture (1895) wrote
in his book Thinking, Feeling, Doing that advertisers could
benefit from psychology with regard to attention and mem-
ory. A young psychologist, Walter Dill Scott, was approached
by a group of businessmen to present a speech about the
value of psychology for advertising in 1901. He did so on the
condition that his name not be published because he feared
the disdain of his colleagues. This concern soon dissipated, as
Scott in 1903 published a book titled The Theory of Advertis-
ing (Ferguson, 1962–1965).

Interest in applying psychology to business problems
provided opportunities for businesses and academic psy-
chologists to collaborate. An important program for the
development of I-O psychology was the Division of Ap-
plied Psychology at Carnegie Institute of Technology (now
Carnegie-Mellon University), which was established in 1915
with Walter VanDyke Bingham as the director (Hilgard,
1987). In 1916, a new department was formed, the Bureau of
Salesmanship Research, headed by Scott. Scott and his col-
leagues devised a multiple-component selection system for
sales personnel that included a personal history blank (bio-
data), a standard interview, a reference form, and a mental
alertness test (Katzell & Austin, 1992). Later, the bureau was
renamed the Bureau of Personnel Research. Bingham created
another program, the School of Life Insurance Salesmanship,
which trained several thousand life insurance salesmen
(Hilgard, 1987). Following World War I, the Carnegie Insti-
tute of Technology expanded its work to include sales train-
ing, with the establishment of the Research Bureau of Retail
Training. Vocational interests were researched, and E. K.
Strong along with Karl Cowdery eventually developed the
Strong Vocational Interest Blank, now known as the Strong
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Interest Inventory. The Carnegie program trained and pre-
pared future applied psychologists, especially women, and
paved the way for research, applications, and collaborative
efforts with industry (Hilgard, 1987). Despite its success, the
Division of Applied Psychology was dissolved in 1924 by a
new university president who did not support the enterprise
(Hilgard, 1987).

Following World War I, opportunities for psychology pro-
liferated because of a heightened awareness of psychological
applications and an increased concern for personnel issues by
management (Baritz, 1960; Hilgard, 1987). Forward-looking
executives wanted to extend techniques and programs devel-
oped for the army into private industry (Katzell & Austin,
1992). Consequently, consulting firms formed to respond to
the needs of business and industry. Scott and colleagues at the
Army’s Committee on Classification and Personnel formed
The Scott Company in 1919. The consultants used techniques
such as mental ability group tests, “job standards for career
progression and personnel planning, a performance rating
system, oral trade tests and apprentice training materials, and
a program of personnel administration” (Katzell & Austin,
1992, p. 807). The company advocated a future-oriented
philosophy of cooperative labor relations that was adopted in
the men’s garment industry (Gordon & Burt, 1981). Mary
Holmes Stevens Hayes, a psychologist, was hired as a con-
sultant (one of the first woman professional consultants)
(Koppes, 1997), and she collaborated with Scott in writing a
book for professional personnel managers entitled Science
and Common Sense in Working with Men (Scott & Hayes,
1921). The Scott Company disbanded in the early 1920s
because of financial difficulties and because its founder left to
become president of Northwestern University.

James McKeen Cattell organized the Psychological
Corporation in 1921. Twenty influential psychologists
were directors, and approximately 170 psychologists held
stock (Cattell, 1923). The organization was formed for the
“advancement of psychology and the promotion of the useful
applications of psychology” (Cattell, 1923, p. 165). Accord-
ing to Burnham (1987), the Psychological Corporation was
created to popularize psychology, and the founders tried to
set standards for applied psychology. The corporation failed
miserably under Cattell’s leadership, however. Although
Cattell espoused the application of psychology, he had never
himself been an applied psychologist. Consequently, he pro-
vided little direction to those who worked under him (Sokal,
1981). Sokal (1981) noted that both Cattell’s ineffective lead-
ership and the context in which the corporation existed ex-
plain the company’s failure. By the end of the 1920s, several
applied psychology endeavors and the mental-testing move-
ment had failed. Subsequent leaders (e.g., Bingham) of

the Psychological Corporation were successful in sharing
and implementing psychological techniques for 50 years
(Katzell & Austin, 1992). For example, the Differential Apti-
tude Test and the Bennett Test of Mechanical Comprehension
are widely used today.

Private companies hired full-time psychologists to handle
personnel problems (e.g., Kaufman Department Store, Aetna
Life Insurance, Procter & Gamble, Milwaukee Railway
and Light Company, Scoville Manufacturing Company)
(Katzell & Austin, 1992). In 1919, R. H. Macy and Company
in New York hired psychologist Elsie Oschrin Bregman to ex-
amine the company’s personnel processes. Bregman (1922)
wrote about disputes over the use of psychological tests for
personnel purposes in industry. She described how the com-
pany took the lead in researching tests in the field: “[A]bout
three years ago, an almost unprecedented experiment was
begun. Almost never before had a psychological laboratory
been equipped in an industrial organization, certainly not a
department store, and a psychologist commissioned to exper-
iment in his own field of science” (Bregman, 1922, p. 696).
Research on personnel issues (e.g., selection, placement, fa-
tigue, safety) in organizations flourished during the 1920s
(e.g., Bregman, 1922; Pond, 1927). The Personnel Research
Federation was created in 1921 under the auspices of the
National Research Council to advance “scientific knowl-
edge about men and women in relation to their occupations”
(Bingham, 1928, p. 299).

A widely publicized research study conducted in an orga-
nization was the Hawthorne studies (e.g., Gillespie, 1988;
Roethlisberger & Dickson, 1939). The original purpose of the
study was to examine the relationship between illumination
levels and productivity. A serendipitous finding was that work
groups and attitudes had an effect on performance. (A detailed
description of the study is presented by Roethlisberger and
Dickson, 1939, and Gillespie, 1988.) These studies were im-
portant to the evolution of I-O psychology for several reasons.
The researchers demonstrated the feasibility of conducting
scientific research in organizational settings. Personnel man-
agement as a specialized function was recognized and legit-
imized (Gillespie, 1988). Supervisory personnel training as
an important management activity was discovered (Gillespie,
1988). In addition, a human-relations movement arose in in-
dustrial psychology because of these studies. When Viteles
revised his 1932 textbook, he found that the field had changed
dramatically and in 1953 had to rename his book Motivation
and Morale in Industry to better represent the discipline
(Katzell & Austin, 1992).

Beginning in the 1950s and through the 1960s, the nation’s
manufacturing-based economy evolved into a service-based
economy, changing the economic/business objective from
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efficiency to one of quality or customer service. During the
late 1950s, more than 50% of the workforce consisted of ser-
vice employees (Katzell & Austin, 1992). This shift created
changes in the organization’s structure and the nature of work,
increasing attention to organizational characteristics and their
impact on employee attitudes and behaviors. The socioeco-
nomic forces described in the previous section combined
with business changes inspired researchers to investigate job
satisfaction, motivation, leadership, intergroup and intra-
group relations, communication, and influence and power.
The Research Center for Group Dynamics created the journal
Administrative Science Quarterly in 1955 so researchers
could share their work on various social topics.

Although numerous long-range research programs were
conducted in several organizations, an important one worth
noting here was begun at the American Telephone and Tele-
graph Company (AT&T) in 1956. The basic purpose of the
study was to discover qualities related to managerial success
and advancement in the company. Results revealed that
test and inventory scores as well as staff judgments on
several dimensions predicted salaries and advancement to
middle management over several years (Howard & Bray,
1988). This research effort by Bray and his colleagues
“stands out as one of the most carefully designed and com-
prehensive longitudinal studies ever conducted” (Dunnette,
1998, p. 140).

Flagging productivity in the 1960s and 1970s forced com-
panies to look at new ways of managing. They examined their
foreign competitors’ successes and consequently changed
from individualistic, authoritarian systems to structures em-
phasizing groups, teamwork, employee participation, and
total quality management (1986–1987 SIOP past president
Sheldon Zedeck, personal communication, July 6, 2000).
With the advent of organization development (OD) as an at-
tempt to better understand the process of group dynamics, the
assumption that developing people would create healthier and
more effective organizations changed to the assumption that
developing organizations would create healthier and more
effective people (Mirvis, 1988).

In the 1980s, stagnant productivity, threats to economic
well-being, and American companies’ failure to adapt to eco-
nomic circumstances raised concerns about productivity, util-
ity, and quality. Although the foundations for utility analyses
had been offered earlier (e.g., Brogden, 1946), it was not until
the 1980s that serious attention to utility analysis surfaced
(Cascio, 1991). In addition, a renewed interest in OD reestab-
lished the relationship between employees and organizations
(Muchinsky, 2000). Some I-O psychologists view OD as a
symbiosis of scientists and practitioners (e.g., Lowenberg &
Conrad, 1998).

For the past two decades and for the next century, the
external environment for organizations has been and will be
turbulent because of globalization, increased competition,
and rapid change. To survive, flexible organizations’ re-
sponses include restructuring, mergers and acquisitions,
downsizing (e.g., elimination of management positions in
order to reduce size and costs), and new product lines. To be
competitive, strategies for managing change and for creating
a committed and satisfied workforce will need to be devel-
oped and implemented. Cascio (1995) suggested that training
and development will emerge as the essential activity for
companies in the twenty-first century. As they did at the be-
ginning of I-O psychology, I-O psychologists will continue to
respond to business needs. Some senior SIOP members re-
cently expressed concerns that top management issues and
business demands (e.g., strategic planning, financial incen-
tives) rather than the pursuit of science will drive the work of
I-O psychologists (Locke, 2000).

Legal Forces

There is no question that the legal and political climate in the
United States influenced the evolution of I-O psychology.
According to SIOP president (2001–2002) William H. Macey,
“there were some clear watershed events in the last 35–40
years in the form of particular legislation . . . that clearly are
singular in their impact on our discipline/profession” (William
H. Macey, personal communication, August 19, 2000).

During the depression, the U.S. government strengthened
its influence by creating New Deal legislation and programs
to help the downtrodden employee. Both business leaders
and psychologists became cognizant of worker issues; thus,
attention to the social aspects of industrial psychology in-
creased. Psychologist Mary Holmes Stevens Hayes was di-
rectly involved with the New Deal. In 1935, she conducted a
research study (requested by the U.S. Congress) on problems
of the unemployed, which served as the basis for the National
Youth Administration (NYA), one of several New Deal pro-
grams created within the Works Progress Administration
(Cashman, 1989). Hayes first led the Division of Guidance
and Placement, one division of the NYA, and then in 1940,
when the NYA was placed under the auspices of the Federal
Security Agency, she was promoted to director of the
Division of Youth (Koppes, 1997).

The civil-rights movement began in the early 1950s when
the separate-but-equal doctrine in education was struck
down in the case of Brown v. Board of Education (1954).
Congressional hearings led to publications dealing with stan-
dards of testing, such as the Technical Recommendations of
Psychological Tests and Diagnostic Techniques (American
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Psychological Association, 1954) and the Ethical Principles
of Psychologists (American Psychological Association,
1953). Antidiscrimination legislation, executive orders, and
agency regulations ensued in the 1960s. Specifically, the
Civil Rights Act (CRA) of 1964, Title VII, prohibited dis-
crimination in employment because of race, color, religion,
sex, or national origin (Gutman, 2000). In 1972, the CRA
was amended to include educational institutions and state
and federal agencies (Gutman, 2000).

During the 1970s, the social and legal emphasis was on en-
suring that employers did not blatantly discriminate against
minorities and women. In 1971, in the case of Griggs v. Duke
Power Co. (1971), the Supreme Court ruled that selection
devices must be job-related. Arvey (1979) noted that this
ruling “opened the door for statistical methods in reviewing
the consequential effects of employment practices” (p. 68).
The Equal Employment Opportunity Commission (EEOC)
and the Office of Federal Contract Compliance reacted by is-
suing guidelines that included validation standards defined by
the American Psychological Association. Three key standards
documents were written: Uniform Guidelines on Employee
Selection Procedures (1978), Standards for Educational and
Psychological Testing (American Educational Research As-
sociation, American Psychological Association, & National
Council on Measurement in Education, 1999), and Principles
for the Validation and Use of Personnel Selection Procedures
(Society for Industrial and Organizational Psychology, Inc.,
1987). Other legislation was subsequently passed to address
discrimination based on age, gender, service in the Vietnam
War, disability, and others (Barrett, 1996).

It was much harder for an aggrieved party to sue and win
in the 1980s (Potter, 1989), which resulted in a succession of
changes in the legal climate. I-O activities associated with
fair employment practices generally declined because of less
aggressive enforcement. Interests in test fairness and fair em-
ployment practices were renewed, however, with the passage
of the American with Disabilities Act in 1990 and the Civil
Rights Act of 1991, along with a continued increase in the
number of lawsuits in the United States. The first executive
order of the twenty-first century, issued by President Bill
Clinton, forbids federal departments and agencies from dis-
criminating in personnel decisions based on protected genetic
information. Legislation was presented to implement similar
protections in private organizations (Fox, 2000).

The legal requirements that emerged during the past
40 years and the increase in the number of lawsuits in the
1980s and 1990s contributed to the rapid growth of I-O psy-
chology during these decades. Tenopyr (1992) noted that the
civil-rights movement and criticisms of employee selection
tools significantly advanced research in I-O psychology.

Science and scientific practices were reinforced, developed,
and further refined (Lowenberg & Conrad, 1998). When
asked to identify influences and related developments in the
field, SIOP past president (1999–2000) Angelo S. DeNisi
commented,

Without a doubt I would include the passage of the Civil Rights
Act of 1964. Before this Act, I/O psychologists were interested
in test validity, but their interest was a scientific one, not a legal
one. The CRA began a tidal wave of work on test validation, be-
ginning with discussion of criterion issues, and culminating in
the work on validity generalization and utility. Once we realized
how important it was to be able to validate tests, the race was on
to discover factors that led to lower than desired validities, and
ways to validate tests more efficiently. This was really the impe-
tus behind the VG [validity generalization] research program.
Eventually, the line of research led to more serious discussions
of intelligence and intelligence tests (i.e., the role of “g”);
searches for alternatives to intelligence tests (e.g., research on
the Big 5 Personality Factors); and research on alternative
methods for delivering tests. (Angelo S. DeNisi, personal
communication, August 15, 2000)

The emphasis on validity led to further development of
meta-analysis, refinement of job analysis methods, and re-
search on legally defensible performance appraisal systems.
In addition, a new employment opportunity for I-O psychol-
ogists emerged: as expert witnesses in court. Other legisla-
tion, court cases, and congressional hearings have influenced
I-O psychology research and practice. For example, the
Senate confirmation hearings for Supreme Court Justice
Clarence Thomas, marked by accusations by Anita Hill that
he had sexually harassed her, stimulated research on sexual
harassment in organizations, and the Occupational Safety and
Health Act, instituted in 1971, raised awareness about safety
and health issues in the workplace.

Although many I-O psychologists believe that legislation
positively impacted the evolution of I-O psychology science
and practice, some colleagues believe that legal forces inhib-
ited the discipline’s growth. Guion, for example, stated that
the Civil Rights Act constrained selection research and prac-
tice (Locke, 2000). Further discussion of legal forces is neces-
sary to better understand the legal context of I-O psychology’s
history.

Military Forces

The two world wars provided occasions for psychologists to
demonstrate psychology’s value to society during times when
skepticism about the science existed (e.g., Capshew, 1999;
Hill, 1955; von Mayrhauser, 1987). During both wars, the
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greatest need was to find people to fill jobs, so the emphasis was
on recruitment, selection, and placement. G. Stanley Hall first
suggested the use of psychology in the military in 1916 while
addressing a joint session of theAPAand theAmericanAssoci-
ation for the Advancement of Science (Hergenhahn, 1997).
When the United States declared war on Germany in April
1917, a group of psychologists led by Robert M. Yerkes (then
president of APA) and others (from the National Academy of
Sciences, the American Association for the Advancement
of Science, and theAPA) formed thePsychologyCommitteeof
the National Resource Council to evaluate a psychological ex-
amining program for recruits (von Mayrhauser, 1987). At the
same time, W. D. Scott and W. V. Bingham, faculty at Carnegie
Institute of Technology, formed the Committee on Classifica-
tion and Personnel to aid the army in the selection of officers
(von Mayrhauser, 1987). Douglas Fryer worked with a small
program in the Morale Branch of the Surgeon General’s Office
to ease the adjustment of soldiers to army life.

Although many psychologists were involved with World
War I, Yerkes and his colleagues received the most publicity
for developing the Army Alpha and Army Beta group mental
ability tests. These tests paved the way for large-scale intelli-
gence testing and for later expansion of psychological testing
into government, industry, and education (Katzell & Austin,
1992).  After the war, the military increased spending to iden-
tify ways to improve the efficiency of the fighting forces, thus
creating opportunities for psychological research and appli-
cation under the auspices of the armed forces. In addition, the
success of psychological applications during the war stimu-
lated the interests of corporate leaders to use psychology in
their businesses.

The Second World War, like the First World War, created
the opportunity for psychologists to apply their techniques.
The army sought the assistance of psychologists, who were
ready to be involved (e.g., Capshew, 1999). Significant
accomplishments included the Army General Classification
Test (AGCT), situational stress tests, assessment centers, and
simulation training. One of the first comprehensive applied
psychology programs was the Aviation Psychology Program
directed by J. C. Flanagan and published in 19 volumes
(Flanagan, 1947–1949). APA Division 14 (now SIOP) past
president (1976–1977) Paul W. Thayer recalled,

World War II had an interesting effect on I/O. . . . It threw to-
gether a number of psychologists, some industrial, some experi-
mental, some measurement, etc., in a variety of places. Wallace
and Flanagan worked with some experimental types in the Army
Air Corps (later the USAF), while McGehee and others were in
the Navy. Wherry worked with the Army in D.C., and Shartle
continued his work on job classification. . . . Experimental psy-
chologists learned to respect what applied psychologists could

do, and vice versa. (Paul W. Thayer, personal communication,
June 5, 2000)

After World War II, the economic and political division of
the world along capitalistic-communist lines, the emergence
of the Soviet Union as a superpower, and the threat of nuclear
war increased military spending (Dipboye et al., 1994). Psy-
chological research benefited from this spending as the mili-
tary sought behavioral means to improve the effectiveness of
the armed forces. Several research centers were created, such
as the Army Research Institute (ARI), the Navy Personnel Re-
search and Development Center (NPRDC), and the Air Force
Human Resources Laboratory (AFHRL). Although military
spending on research has decreased in the past 20 years, some
projects prevailed. For example, J. P. Campbell (1990) de-
scribed Project A, a large-scale project for the U.S. Army. This
effort involved several psychologists over a 10-year period to
research the selection and classification of military personnel
and develop the Armed Services Vocational Aptitude Battery
(ASVAB). Another example of military research is the exten-
sive investigation of teams completed by the U.S. Navy’s
Training Systems Center (e.g., Swezey & Salas, 1992).

One outcome of the wars that indirectly influenced I-O
psychology was the creation of the G.I. bill (e.g., Haydock,
1996). This bill allowed funded military personnel to attend
college, increasing the number of students entering graduate
programs. At 92 years of age, APA Division 14 (now SIOP)
past president (1957–1958) Charles H. Lawshe Jr. recalled,

Tiffin’s book . . . was adopted by the U.S.A.F.I. (Armed Forces
Institute) in a correspondence course for G.I.’s and was sent to
them all over the world. With the cessation of hostilities these
G.I.’s, now familiar with the book and with pockets full of cash
applied for admission to graduate schools in drones. [sic] Purdue
alone admitted 23 or 24 each year. . . . The result, a tremendous
influx of many, many very bright students, all who eventually
became available to be hired by industry. While it is no longer
true, it seemed that almost every industry had its own “in house”
industrial psychologist. (Charles H. Lawshe, Jr., personal com-
munication, June 1, 2000)

The significant impact of the two world wars and the military
on the development of I-O psychology has been documented
(e.g., Britt & Morgan, 1946; Ferguson, 1962–1965; von
Mayrhauser, 1989). The impact of other wars (e.g., Korea,
Vietnam, the Gulf War) and military efforts on I-O psychol-
ogy needs investigation.

Technological Forces

Technological forces include new processes and hard-
ware revolutions with regard to computers, transportation,
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communication, medicine, administrative systems, and the
like. Work may be redesigned or a job may become obso-
lete because of technological advances. For example, when
the typewriter was introduced in the late 1800s, the occupa-
tion of copyist became obsolete and typist emerged as a new
job (Dipboye et al., 1994). Recently, I-O psychologists
(Howard, 1995) examined the influence of computer tech-
nologies on the functioning of organizations, which in turn
affects the fundamental nature of work.

Craiger (1997) described two paradigm shifts in the his-
tory of computer technology and organizations. The first shift
occurred from the 1950s to the 1980s when computers used
for military purposes were converted to business purposes.
Initially, only the most technically skilled individuals could
use the complex technology; thus, computers were typically
housed in management information systems departments.
After IBM introduced the first stand-alone desktop personal
computer in 1981, computers appeared at a rapid rate and al-
lowed all employees to work directly with the technology;
however, employees still worked in isolation, as the comput-
ers were not connected. The second paradigm shift occurred
in the early 1980s when computer technology was installed
throughout organizations. The ubiquity of computer technol-
ogy inspired organizational leaders to reevaluate their busi-
ness practices and organizational structures (Craiger, 1997).
Then, the local area network (LAN) and client-server net-
works were introduced, allowing workers to share hardware,
software, and information. Organizations adopting this net-
work technology were called open-networked organizations.
The primary work unit was transformed from individuals
and typical department work groups to empowered work
teams (Tapscott & Caston, 1993). The rise of information
technology permitted organizations to (a) “have a high-
performance team structure,” (b) “function as integrated
businesses despite high business unit autonomy,” and (c) “to
reach out and develop new relationships with external orga-
nizations—to become an ‘extended enterprise’” (Tapscott &
Caston, 1993, p. 14).

These changes in organizational functioning affect I-O
psychology research and practice in several ways. Technol-
ogy innovations have grown rapidly in human resources
practices (Downey, 2000). More sophisticated selection tools
have been developed, validated, and implemented (e.g., in-
terview kiosks, computerized adaptive testing). New perfor-
mance criteria and methods for evaluating performance
(computer-aided performance appraisal) will need to be
generated as a result of the open-networked organization
(Craiger, 1997). Computer monitoring of efficiency and
accuracy of employees (e.g., keyboard operators) and

surveillance technologies are currently in use (Dipboye et al.,
1994). Computer-based training (CBT), Web training, and
multimedia instructional formats have become a standard in
college education and several organizations. Implications of
technology on the design of jobs and teams will need investi-
gation. With these technological advances, training for learn-
ing and adapting to changes in technology will become
essential (Cascio, 1995).

Changes in technology also impact the research and statis-
tical methods I-O psychologists use. Sophisticated statistical
methodologies blossomed with the availability of computers
and software in the 1980s and 1990s. SIOP past president
(1995–1996) Michael A. Campion noted, “The advent of
computers is certainly partially responsible for the advanced
statistics we use” (Michael A. Campion, personal communi-
cation, September 22, 2000). Examples include item re-
sponse theory, structural equation modeling, meta-analysis,
event history analysis, and other methods for the study of
change (Katzell & Austin, 1992). In addition, the Internet has
changed communication patterns and research methods by
making correspondence and information accessible. Most re-
cently, SIOP leaders recognized the importance of technol-
ogy for the discipline by devoting a portion of SIOP’s 2001
annual conference to technological issues for the first time
(SIOP Executive Committee Meeting Minutes, September,
24, 2000).

Psychological Forces

Psychological forces are developments in thought, theories,
research, and practice in psychology generally. I-O psychol-
ogy can trace its roots to the inception of psychology as a
discipline at the end of the nineteenth century, the period de-
scribed as the flowering of science (Roback, 1952). The intel-
lectual zeitgeist consisted of positivism, materialism, and
empiricism; consequently, scientists became interested in em-
pirically investigating the mind and behavior. In his Germany
laboratory, Wilhelm Wundt used the experimental method to
control observations for studying objectively mind and be-
havior in order to separate psychology from philosophy as a
scientific discipline (Hergenhahn, 1997).

During this time, functionalism, which is based on
Darwinism and individual differences, was formulated. This
school of thought emphasized the importance of adaptations,
functions, and fitness as keys to survival (Angell, 1907). Psy-
chologists became interested in how and why the mind adapts
the individual to its environment. Functionalism served as the
foundation for the mental-testing movement that took place
at the turn of the twentieth century and the birth of a second
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psychology, or applied psychology. In addition to functional-
ism and the mental-testing movement, great emphasis was
placed on empirical methods because psychologists felt com-
pelled to legitimize their science and to address society’s
skepticism of the profession. Industrial psychology evolved
from these developments in psychology (see Goodwin, 1999,
or Hergenhahn, 1997, for a lengthier discussion of the devel-
opment of American psychology).

Connections are apparent between I-O psychology and psy-
chology perspectives such as behaviorism, neobehaviorism,
gestalt, humanistic, and cognitive psychology. Behaviorism
was a catalyst for conducting objective studies of behavior,
developing practical applications, and including environmen-
tal or situational variables in theories of work behavior. For
example, I-O theorists identified behaviors and situational
conditions for effective leadership and developed behavioral
measures for evaluating performance. One manifestation of
Skinner’s neobehaviorism was organizational behavior modi-
fication (Katzell & Austin, 1992). Similarities exist between
the systems view of organizations and gestalt theory. The
humanistic perspective inspired theorists and researchers to
consider self-actualization and noneconomic motivators in
the workplace. Lord and Maher (1991) described several
developments in I-O psychology derived from the cognitive
revolution. For example, cognitive theory has helped I-O psy-
chologists understand cognitive processes in evaluating per-
formance and designing jobs. Further exploration of the links
between psychology and I-O psychology is needed.

Intradisciplinary Forces

In addition to external forces, individuals within I-O psychol-
ogy contributed to the sustained growth of research and prac-
tice. According to SIOP past president (1986–1987) Sheldon
Zedeck, “I-O psychologists have an intrinsic interest in solv-
ing problems” (Sheldon Zedeck, personal communication,
July 6, 2000). Early in the history of I-O psychology, Hugo
Münsterberg, James McKeen Cattell, Walter Dill Scott,
Walter VanDyke Bingham, Frank and Lillian Gilbreth, Kurt
Lewin, and others had the vision and initiative for developing
ways their young, evolving discipline could be applied to
business and societal needs (Koppes, 1997; Landy, 1997)
and for identifying relevant topics for scientific research
(Katzell &Austin, 1992). Münsterberg, for example, provided
the foundation for every major development in industrial psy-
chology in his books Psychology and Industrial Efficiency
(1913) and Business Psychology (1917) (Moskowitz, 1977).

Too many individuals influenced I-O psychology to men-
tion all the names here. Reviewing reference lists or the

indexes of I-O textbooks and specialized I-O books reveals
the vast number of contributors. Presidents of organized I-O
psychology (APA Division 14 and SIOP) are elected be-
cause of their significant contributions, which are described in
their autobiographies available on the SIOP Web site (www.
siop.org). SIOP members are given the distinction of fellow
because of their outstanding contributions to the discipline.
SIOP awards are named after influential individuals (Koppes,
1999), and award recipients are recognized for their contribu-
tions. Other contributors are recognized in biographies and
obituaries, which are published in TIP. In addition to individ-
ual accomplishments, I-O psychologists created ways to work
together. For example, many I-O psychologists formed pro-
fessional groups, such as the Dearborn Conference Group
(Meyer, 1997) and the No-Name Group (Benjamin, 1997), to
address concerns, discuss issues, and share research. I-O psy-
chologists have also established consulting firms, which pro-
vide for collaborations between individuals and subsequent
developments in research and practice (e.g., Center for Cre-
ative Leadership, Development Dimensions International,
Jeanneret and Associates, Inc., Personnel Research Associ-
ates, Inc., Personnel Decisions Research Institute).

An indicator of developments in the field is the number of
periodicals, books, and other sources that contain I-O-related
research and applications. In addition to the resources men-
tioned in this chapter, over 25 different journals were formed,
handbooks on related topics were created (e.g., Lorsch, 1987),
two annual series were generated (e.g., Research in Organiza-
tional Behavior and Research in Personnel and Human Re-
source Management), and two series were established by
SIOP to publish cutting-edge research and applications:
Organizational Frontiers of Industrial and Organizational
Psychology and The Professional Practice Series.

Numerous advances have been observed within the disci-
pline. Katzell and Austin (1992) and Katzell (1994) identified
metatrends such as the predominant use of sophisticated
statistical analyses (e.g., structural equation modeling, meta-
analysis) and more attention to outcomes not directly linked
to the bottom line (e.g., stress and career development).
Dunnette (1998) recognized accomplishments in his recent
review of trends and emerging issues in I-O psychology:

Most significant has been an increasingly fruitful blending of as-
pects of the science and practice of this field. Special attention
has been directed towards systematic study of issues related to
fair employment practices, and to broader recognition of the im-
portance of meta-analysis for advancing knowledge as opposed
to such simplistic approaches as statistical significance testing.
Increased attention has been focused on the importance of ge-
netic influences in areas of work behaviour. . . . Several important
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trends in the field are . . . increased use of personality measures,
360° feedback instruments, and expanding the work performance
domain to include aspects of contextual performance such as cit-
izenship behaviours. (Dunnette, 1998, pp. 129–130)

Along with the discipline’s successes, several criticisms
have been made (e.g., Dunnette, 1966). Some I-O psycholo-
gists believe that practice has outstripped research. Others
state that too much attention has been given to precision and
objectivity. Researchers disagree with respect to how to ana-
lyze, define, measure, design, and evaluate research. Excess
research has been conducted on predictors and validation
techniques; a paucity of research exists on criteria. Theories,
research methodologies, and data analyses are less applicable
for dynamic issues and thus do not account for change. Few
longitudinal studies have been conducted because they are
cumbersome and expensive. A gap is increasing between I-O
psychology and psychology (Highhouse & Zickar, 1997). In
addition, progress has been slow because of reporting to peo-
ple who are not in positions of authority (Locke, 2000) and
being too close to the client (Baritz, 1960).

One specific criticism plaguing the discipline throughout
its history is that I-O psychologists practice “dustbowl em-
piricism,” which is the process of researching relationships
between variables with scant or no attention to the logic or
theory underlying those relationships. Landy (1997) noted,
“As a sub-discipline, I/O psychologists have long had prob-
lems with theory development” (p. 472). One explanation is
that the field’s primary focus during the early years was to de-
velop solutions to practical problems to legitimize applied
psychology (Dunnette, 1976). Dustbowl empiricism may
have characterized the discipline in the early years, and some
psychologists may continue to believe that theory and re-
search have not progressed; however, since the 1960s, a
stronger orientation toward theory development and theory-
related research can be observed. One explanation is that I-O
psychologists demonstrated their usefulness, so their time
and energy could be directed toward theory (Katzell &
Austin, 1992). Other explanations for strides in theory and re-
search include (a) a growing distinction between science and
practice, (b) an increased use of laboratory experiments
because of academic pressures to publish, (c) the growth of
organizational psychology that has a theoretical slant, and
(d) unsupported theories that led to revised theories.

SUMMARY

This analysis of I-O psychology’s history demonstrates that
the rise of the discipline during the past 100 years was the

result of confluences of dynamic external (socioeconomic,
business, legal, military, technology, psychology) and inter-
nal forces (individuals, theories, and applications) at various
times. These forces, along with other influences (e.g., inter-
disciplinary fields), interacted in shaping both science and
practice. Several trends from then to now can be summarized:
(a) I-O psychologists are more proactive and less reactive,
(b) both employee goals and organizational goals are now
considered rather than only organizational goals, (c) the dis-
cipline is a blending of science and practice, (d) intricate
and integrated approaches are used to understand humans in
the workplace (i.e., broad theories and models take into
consideration the complexity of cognition and behavior in or-
ganizations) instead of a simple view, (e) specialties within
the discipline now exist, (f) an increasing objectivity and
greater accuracy of measurement (statistics) are emphasized,
(g) more and better trained I-O psychologists and teachers are
available, (h) more research is conducted on employee be-
haviors (personality traits, organizational citizenship behav-
iors) and contexts (work teams, international contexts) rather
than on theoretical constructs (e.g., motivation), and (i) the
underlying theme, improving the workplace and work lives,
remains steadfast in the discipline.

CONCLUSION: WHAT HAVE WE LEARNED?

A better understanding of what I-O psychologists did and
why they did what they did was obtained from examining the
sociohistorical context of the discipline. Have I-O psycholo-
gists made a difference in the workplace? According to
Katzell and Austin (1992),

I-O psychology has become a viable scientific discipline that has
added much to society’s knowledge about work behavior. . . .
I/O psychology has become an important contributor to manage-
ment. . . . I/O psychology has been contributing to the general
well-being of American society. It has done so by helping to
select people for work for which they are suited, training and
developing them to be more effective in their work and careers,
reducing bias in the employment of the disadvantaged, improv-
ing safety and comfort at work, and enhancing the quality of
work life. (pp. 822–823)

What can the past teach about the future of I-O psychol-
ogy? External and internal forces will continue to affect the
work of I-O psychologists. Cascio (1995) identified several
rapid changes relative to the world of work (e.g., global com-
petition, explosion of information technology, reengineering
of business processes) that have important implications for
the science and practice in I-O psychology (i.e., job analysis,



References 385

employee selection, training and development, performance
appraisal, organizational development). When asked to iden-
tify factors that will influence future developments in I-O
psychology, SIOP president (2001–2002) William H. Macey
remarked,

Technology is an easy answer. The shift in work (and educational)
interpersonal relationships occurring because of technology
implementation may be another. Also, in a related sense, the
meaning of work itself will change and by definition so will our
practice and science. . . . [A] disproportionate degree of our at-
tention may change from science to technology. Also, the hard
part of our profession will be in maintaining the scientific
integrity of our work as we move quickly to apply new technol-
ogy and media. (William H. Macey, personal communication,
August 19, 2000)

These remarks indicate that I-O psychology may come full
circle (from primarily technology to science and research,
then back to technology), and the scientist-practitioner dis-
tinction will continue to prevail. Thus, it is imperative that for
I-O psychologists to continue to make a difference, they need
to know their history to understand what was done, what was
not done, and why. After reviewing the first 50 years of the
journal Personnel Psychology, editor John R. Hollenbeck
(1998) stated, “the impact that one has on the future seems to
be closely related to one’s appreciation of the past. This
makes it all the more fitting, therefore, to reflect on and study
our past. . . .” (Editorial).
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WHAT IS FORENSIC PSYCHOLOGY?

There are two ways to ask the question “What is forensic psy-
chology?” One is to inquire about its current boundaries, and
the other is to ask when it began. Both questions can be an-
swered with a broad or a narrow perspective.

Concerning what forensic psychology is now, one per-
spective takes a broad view, equating the field roughly with
what is often termed psychology and law. Consistent with
this broad perspective, we can note that forensic comes from
the Latin forum (a place of assembly, a court of law) and
is defined as “pertaining to or employed in legal proceedings
or argumentation” (American Heritage Dictionary, 1982).
Taking this broad approach, forensic psychology began
whenever psychological concepts were first applied to the
legal system.

This broad definition is contained in the Specialty Guide-
lines for Forensic Psychologists, created by the Committee
on Ethical Guidelines for Forensic Psychologists of the
American Psychology-Law Society in 1991. The guidelines
define the field as covering “all forms of professional conduct
when acting, with definable foreknowledge, as a psychologi-
cal expert on explicitly psychological issues in direct assis-
tance to courts, parties to legal proceedings, correctional and
forensic mental health facilities, and administrative, judicial,

and legislative agencies acting in a judicial capacity” (Com-
mittee on Ethical Guidelines, 1991, p. 657 ). In a similar vein,
the American Board of Forensic Psychology on its Web site
in 1998 gave a broad definition: “The application of the
science and profession of law to questions and issues relating
to psychology and the legal system.” In The Handbook of
Forensic Psychology, Bartol and Bartol (1999, p. 3) stated,
“Forensic psychology is viewed broadly here. It is both
(a) the research endeavor that examines aspects of human
behavior directly related to the legal process . . . and (b) the
professional practice of psychology within, or in consultation
with, a legal system that encompasses both civil and criminal
law and the numerous areas where they intersect. Therefore,
forensic psychology refers broadly to the production and
application of psychological knowledge to the civil and crim-
inal justice systems.” Later, these authors suggested that
forensic psychology is “an umbrella term for psychology and
law, correctional psychology, police psychology, and the
psychology of juvenile and adult offending” (Bartol &
Bartol, 1999, p. 19).

A similarly broad perspective was provided by Hess, a
coeditor of The Handbook of Forensic Psychology (Hess &
Weiner, 1999), who asserted that a functional definition of
forensic psychology encompasses three ways in which psy-
chology and law interact: “(a) the practice of psychology in
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legal settings, (b) the effects of the law on the practice of psy-
chology, and (c) research and scholarly inquiry as applied to
legal issues” (Hess, 1999, p. 24). Elsewhere, Hess noted the
difficulty of defining forensic psychology, as he asked, “Is
there a forensic psychology? Or, Is there a set of associated
forensic psychologies? This is a crucial issue facing us”
(Hess, 1996, p. 239).

The second popular definition of forensic psychology is
more circumscribed, focusing on the clinical aspects. Many
psychologists define forensic psychology more narrowly to
refer to clinical psychologists who are engaged in clinical
practice within the legal system. The distinction here is be-
tween psychologists who bring scientific information to the
courts for their consideration in cases and psychologists who
evaluate individuals and testify about them in reference to a
legal question.

The second question, concerning when forensic psychol-
ogy began, also has a broad and narrow definition. A broad
perspective would see the starting point as that time when
psychological concepts—that is, notions of psychological
functioning—were first applied to address forensic questions.
One might qualify this by requiring that these concepts were
offered to courts by professionals. This definition would date
forensic psychology at least back to the eighteenth century
when physicians and neurologists testified in insanity cases.
The narrower view would contend that forensic psychology
cannot be said to have existed until there was a field called
“psychology.” It was not until the mid-twentieth century that
psychologists were routinely allowed to testify about insanity
and competency, roles that were the exclusive purview of
psychiatrists until then (Bartol & Bartol, 1999).

If one adopts the broad perspective, where and when did
forensic psychology begin? The beginnings of forensic
psychology could be identified at least as far back as the an-
cient Greeks, as Hippocrates (ca. 480 B.C.E.) identified two
forms of mental illness, melancholia and mania. The ancient
Romans also wrote about “madness” as a medical and legal
problem. Similarly, ancient Hebraic law stated that “idiots”
and “lunatics” should not be held criminally responsible for
their acts because they could not distinguish right from
wrong (Maeder, 1985). The issue of madness received in-
creasing scrutiny over the centuries. By the thirteenth cen-
tury, the policy in England was to use the regular system of
prosecution to determine guilt and then use “the King’s
mercy” as a possible basis for avoiding the execution of an
insane convicted person. By the sixteenth century, in England
the idea that a madman should be acquitted, not convicted,
was widely accepted (Weinreb, 1986). The evolution of this
linkage between the law and the psychological concept of
insanity will be briefly outlined in the next section.

Where does all of this leave us? For historical complete-
ness, we will begin our analysis with an overview of the early
ideas about insanity held by legal systems. We leave it to the
reader to interpret this as either the early beginnings of foren-
sic psychology or a historical precursor to the later emergence
of forensic psychology as a subfield within psychology.

EARLY ATTEMPTS TO APPLY PSYCHOLOGICAL
OR PSYCHIATRIC KNOWLEDGE TO THE
LEGAL SYSTEM

Conceptualizations of Insanity

While the ancient Greeks and Romans pioneered the use of
notions of insanity in the law, later several widely publicized
cases in Great Britain laid the groundwork for the treatment
of insanity in the American and Canadian courts. Rex v.
Arnold in 1723 involved the trial of Edward Arnold, also
known as “Mad Ned” Arnold, who shot and wounded Lord
Onslow, a nobleman closely aligned with the new British
king, George I. Justice Tracy elucidated what has become
known as the “wild beast” test, stating that in order for a per-
son to be found not liable for an offense, he must be “a man
that is totally deprived of his understanding and memory, and
doth not know what he is doing, no more than an infant, than
a brute, or a wild beast . . .” (Walker, 1968, p. 56). Arnold was
found guilty and sentenced to death, but Lord Onslow inter-
ceded and Arnold remained in prison for life. Although the
defense did not call any medical witnesses, the judge ruled
that evidence about the defendant’s behavior after the crime
was admissible, thus paving the way for medical testimony
in future trials about the results of examinations of the de-
fendant performed after the crime. Finkel (1988, p. 3) as-
serted that this case was “the Anglo-American benchmark
case most commonly cited as the historical beginning of the
insanity defense.”

In 1800, James Hadfield attempted to assassinate King
George III. Hadfield had suffered a serious head wound while
fighting for the British against the French six years earlier. As
a result of his injury, part of his skull was missing, the
membrane of his brain was exposed, and he had been dis-
charged from the army due to insanity. Now he believed that
he had been instructed by God to kill the “evil” king, and he
stated that he knew he would be executed for his act. Since
he knew what he was doing and the consequence that would
follow, he was not insane according to the “wild beast” test.
However, Hadfield’s defense attorney, Thomas Erskine, ar-
gued instead that Hadfield was a “lunatic” whose actions
were caused by a “morbid delusion.” Given the grievousness
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of his grotesque injury, and the fact that all of the witnesses’
testimony supported the notion of insanity, both sides agreed
to stop the trial and invite the jury to find Hadfield not guilty
due to insanity. The jury did so, and Hadfield was committed
to an institution. This case overturned the “wild breast” stan-
dard by finding that one did not have to be totally devoid of
reason to be found not guilty due to insanity. It showed that a
person whose behavior is controlled by a delusion, even if he
knows the difference between right and wrong, may be found
insane. The principles established in the Hadfield case were
used in the United States in 1835 in the Washington, DC, trial
of a man who had shot at President Andrew Jackson (Rieber
& Green, 1981).

In 1843, Daniel McNaughten (or M’Naghten), a wood-
turner and shopkeeper from Glasgow, Scotland, attempted to
assassinate British prime minister Robert Peel. Instead, he
mistakenly shot and killed the prime minister’s secretary,
Edward Drummond. In his only public statement about his
motives, McNaughten said, “The Tories in my native city
have compelled me to do this. They follow, persecute me
wherever I go and have entirely destroyed my peace of mind.
They followed me to France, into Scotland, and all over
England. In fact they follow me wherever I go. I cannot sleep
nor get no rest from them. I shall never be the man I was.
I used to have good health and strength, but I have not now”
(quoted in Moran, 1981, p. 10). McNaughten’s statement
formed the basis for an insanity defense at his trial.

When arrested, McNaughten had in his pocket a deposit
slip for 750 pounds, a huge sum for a man in his position.
These funds were used to hire what might be called the first
legal defense “Dream Team,” 150 years before the O. J.
Simpson murder trial. McNaughten was defended by four
barristers; they called nine medical experts who testified that
he was insane or “partially insane.” The prosecution did not
attempt to counter the defense’s medical testimony, and the
prosecutor withdrew the Crown’s case against McNaughten
after the medical testimony had been given. Not surprisingly,
the jury quickly came to a verdict (in less than 2 minutes!) of
not guilty by reason of insanity (Finkel, 1988).

Queen Victoria, who had herself been shot at by an assas-
sin three years earlier, was not amused, and neither was the
House of Lords, which discussed the issue further. The even-
tual result was the “McNaughten rule” as established by the
House of Lords, which specified that, “To establish a defense
on the ground of insanity it must be clearly proved that, at
the time of committing the act, the party accused was labor-
ing under such a defect of reason, from disease of the mind,
as not to know the nature and quality of the act he was doing,
or if he did know it, that he did not know he was doing what
was wrong” (Finkel, 1988, p. 21). This “McNaughten rule”

remains the standard for defining insanity in about half of the
U.S. states.

A fascinating sidelight to this case concerns the chaotic
political situation of the day and the mysterious 750 pounds.
Where did a lowly shopkeeper get such a huge sum of money?
Apparently, neither the defense nor the prosecution was
overly curious at the time. Much later, Moran (1981, p. 4)
suggested that the verdict was mainly the result of political
considerations rather than McNaughten’s mental state, con-
trary to the court’s stated basis for the decision. McNaughten
was not insane, Moran asserted. Given the great political tur-
moil of the times in McNaughten’s home area (riots, general
unrest and political intrigue, Tory spies and agents throughout
England and Scotland), and McNaughten’s known status as
an orator and antigovernment sympathizer, his statement may
have had the ring of truth to it. Finkel (1988, p. 18) suggested,
“Perhaps he was striking back, defending himself against a se-
ries of escalating harassments that might, if unstopped, lead to
his own murder? Was it an act of self-defense? A much-
provoked reaction? Or was the unexplained 750 pound note a
payment for a political assassination that simply did in the
wrong man?” How ironic if this landmark insanity verdict
was based upon a false premise!

Shortly before this incident, Isaac Ray (1838/1983) had
written A Treatise on Medical Jurisprudence of Insanity,
which was regarded in England and the United States as the
most influential book in this area at the time (Rieber & Green,
1981). Often described as the “father of forensic psychiatry,”
Ray wrote that no act done by a person in a state of insanity
can be punished as an offense. This approach asserted that it
was not necessary to show that the insanity caused the act or
that the act was the product of an “irresistible impulse.” This
perspective was later incorporated in the definition of insan-
ity introduced in the case of Durham v. United States (1954).
However, this approach is now used in only one U.S. state,
New Hampshire (Wrightsman, 2000).

The McNaughten rule had been adopted by the federal
courts and most U.S. state courts by 1851 (Simon, 1983).
While the McNaughten rule focused on cognitive factors
(knowing, understanding), another approach recognized a
volitional factor: whether or not the person, due to a mental
disorder that produced an “irresistible impulse,” was unable
to prevent himself from committing an act. The irresistible
impulse test was used in the United States just one year after
the McNaughten case in England and was endorsed by
the U.S. Supreme Court in 1897 in Davis v. United States
(Garrison, 1998).

With respect to psychology’s role in such proceedings, it
was not until the mid-twentieth century, a half century after
the establishment of psychology as a scientific discipline, that
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psychologists were regularly called as expert witness in such
proceedings. Until this period, in cases involving the ques-
tion of insanity, only licensed medical doctors were allowed
to testify as experts. Finally, in 1940 the Michigan Supreme
Court ruled in People v. Hawthorne that the trial court had
erred in refusing to qualify as an expert a well-credentialed
psychologist. The Court opined that a psychologist’s ability
to assess insanity should not be assumed to be inferior to that
of a medical doctor (Bartol & Bartol, 1999).

Early Enthusiasts for Applying Psychology to the Law:
Freud and Münsterberg

The early years of the twentieth century saw several signifi-
cant attempts to inject the young discipline of psychology into
the legal system. Two early leaders with very different per-
spectives, Sigmund Freud and Hugo Münsterberg (neither of
whom was shy about asserting the value and applicability of
his nascent field), argued that psychology, even in its present
early state, had important applications for the law. In a 1906
speech to Austrian judges, Freud (1906/1959) asserted that
knowledge of psychological processes was very important for
their jobs. Freud suggested that procedures adapted from psy-
choanalysis, especially the word-association technique, could
establish a “new method of investigation, the aim of which is
to compel the accused person himself to establish his own
guilt or innocence by objective signs” (p. 103). Freud sug-
gested further that “The task of the therapist . . . is the same as
that of the examining magistrate. We have to uncover the hid-
den psychical material; and in order to do this we have in-
vented a number of detective devices, some of which it seems
that you gentlemen of the law are now about to copy from us”
(p. 108). Freud’s optimism about the eagerness with which
the law would embrace psychological principles and methods
was not borne out, however.

In the early years of the twentieth century, another strong
voice asserting that psychology was of great value for the law
was that of Hugo Münsterberg. Münsterberg, a Harvard pro-
fessor, had emigrated from Germany in 1892 at the invitation
of William James. He became president of the American Psy-
chological Association (APA) a decade later. Münsterberg
had an arrogant manner and often adopted a pugnacious,
somewhat sensationalized, self-promoting stand in his writ-
ings. In his controversial book, On the Witness Stand (1908),
which was actually a collection of previously published
magazine articles, Münsterberg argued in strong terms
that lawyers should pay close attention to psychology.
Münsterberg’s arguments that psychology had much to offer
the legal system, and the legal system’s generally negative
reaction to this assertion, illustrate the often acrimonious

debate between psychologists and the legal community that
continued intermittently for the rest of the century. He as-
serted that “the lawyer alone is obdurate” in failing to recog-
nize the importance of applied psychology.

Münsterberg’s assertions were so arrogant that they pro-
voked a scathing response from legal scholar John Wigmore
(1909), who created “transcripts” of a mythical libel trial in
which Professor Münsterberg was sued for libel by the legal
field for his assertions and was found guilty of claiming
more than he could offer. The plaintiffs’ lawyer, Mr. Tyro,
criticized the lack of relevant research publications available
(none had yet been published in English when Münsterberg’s
book was published), and noted that eminent European psy-
chologists such as Sigmund Freud and Wilhelm Stern had
cautioned against overzealous application of psychological
findings. In 1906, Stern had written, “It is not yet time to
speak of the practical use of this method; neither too great
optimism nor too great skepticism is fitting. Thus far it has
not yet passed beyond the laboratory stage. An extensive
series of purely methodological work will be required before
it can be thought of for application to the larger field of
practice. . . . It is still premature to discuss its forensic use”
(quoted in Wigmore, 1909, p. 414). Mr. Tyro accused Profes-
sor Münsterberg of committing “the whimsical mistake of
bearing testimony against our innocent profession . . . for ne-
glecting to use new and ‘exact’ methods which were and are
so little ‘exact’ and so incapable of forensic use that even
their well-wishers confess that thousands of experiments and
years of research will be required before they will be practi-
cable, if ever” (Wigmore, 1909, p. 415).

It should be noted that Wigmore criticized his own field as
well. In his article, the trial judge, after receiving the jury’s
verdict in favor of the plaintiffs, pointed out that “No country
in the world was probably so far behind in the scientific study
of the criminal law as affected by the contributory sciences of
sociology, anthropology, psychology, and medicine. In no
[other] country had the legal profession taken so little interest
in finding out or using what those other sciences were doing”
(p. 433). Mr. Tyro expressed the desire that “their whole pro-
fession would expect and hope to go forward hereafter with
the other profession [psychology] in joint endeavor to fruitful
ends. They would put aside mutual distrust and public fault-
finding.” He urged the “friendly and energetic alliance of
psychology and law, in the noble cause of justice” (p. 432). 

After Wigmore’s devastating critique, American psychol-
ogists “left the law rather severely alone,” in the words of
Hutchins (1927, p. 678) two decades later. Many years later,
Bersoff (1999, p. 375) suggested that Münsterberg’s work
was so vilified by legal scholars “that it almost irreparably
damaged the nascent attempt to apply the behavioral sciences
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to the law.” Although it has been suggested (Kuna, 1978) that
Münsterberg was more an opportunist than a trailblazer,
some (e.g., Bartol & Bartol, 1999, p. 7) suggest that he still
made a major contribution by drawing attention to the possi-
bility of applying psychology to legal issues.

Amicus Curiae Briefs

At about the same time, the first legal amicus curiae (“friend
of the court”) brief that contained then-current social science
(extralegal) knowledge about an issue was submitted to
the Oregon Supreme Court by attorney (and later U.S.
Supreme Court justice) Louis Brandeis, in Muller v. Oregon
(1908). The brief argued that Oregon’s statute limiting
women to 10-hour workdays should be upheld because social
science knowledge showed that longer workdays would be
deleterious to women’s health and well-being. The court’s
decision upheld the position taken in the brief. Subsequently,
such briefs have been called “Brandeis briefs” or science-
translation briefs. The original Brandeis brief remains the
source of some controversy because of its references to
“general ‘female weakness’” and to “the periodical semi-
pathological state of women” (quoted in Monahan & Loftus,
1982, p. 463). The “evidence” presented consisted largely of
value statements and casual observations. This brief did not
instantly start a trend, as presenting extralegal information to
the courts did not become common until the late 1930s
(Hafemeister & Melton, 1987).

The Muller (1908) case is generally recognized as the first
historical example of using social science data as social
authority (Monahan & Walker, 1987) in order to create or
change a legal rule. The most famous case of this sort is prob-
ably Brown v. Board of Education (1954), the landmark
ruling that made school segregation illegal. This was also the
first application of social science to attack, rather than sup-
port, the actions of the state (Hafemeister & Melton, 1987).
The science-translation brief was known as the “Social Sci-
ence Statement.” Because this was a case with extraordinary
social, political, and societal ramifications, we will discuss it
in some detail. 

In the early 1950s, lawyers from the National Association
for the Advancement of Colored People’s Legal Defense and
Education Fund, led by Thurgood Marshall (who later be-
came a Justice on the U.S. Supreme Court), were working on
several segregation cases that they hoped would reach the
Supreme Court. Within psychology, a committee on inter-
group relations, formed by the Society for the Psychological
Study of Social Issues (SPSSI) shortly after World War II,
prepared a statement on this issue for four school segregation
cases that were moving toward the U.S. Supreme Court. The

Court agreed to hear the first two of the school segregation
cases in 1952. Three members of the committee, Kenneth B.
Clark, Isidor Chein, and Stuart Cook, drafted a statement
submitted to the Supreme Court. This appendix to the plain-
tiffs’ legal briefs, labeled the Social Science Statement, did
not discuss specific research studies but referred to the rele-
vant research in 35 footnotes. The Statement made three
central arguments (Kluger, 1976): (a) Segregation was psy-
chologically damaging to minority group children. It pro-
duced low self-esteem, self-hatred, frustration, and increased
chances of delinquency. (b) Segregation was also harmful to
majority group children, who experienced a distorted sense
of reality, confusion, and “moral cynicism.” (c) Desegrega-
tion could proceed smoothly if it were done quickly and
firmly. The third argument relied heavily on studies of
beneficial interracial contact in housing and employment sit-
uations. The Statement framed the argument strictly in scien-
tific terms rather than political, legal, or moral ones. The
Statement was subsequently signed by 32 other prominent
social scientists. Included among the signatures were those of
14 past or future presidents of SPSSI (Jackson, 1998) and
most of the psychologists who had been studying social prej-
udice since the 1930s.

During deliberations, the Supreme Court justices asked
both sides to prepare new arguments on the issue of whether
desegregation should be immediate and complete, or whether
“an effective gradual adjustment” would be better. Psychol-
ogy’s response, written by Kenneth B. Clark (1953), con-
cluded that immediate desegregation could be effective when
imposed swiftly and with firm authority from above. Five
conditions that would ensure effective desegregation were
described: (a) a clear and unequivocal statement of policy by
prestigious leaders; (b) firm enforcement of the new policy;
(c) a willingness to deal strongly with violations; (d) a refusal
to allow subterfuge or delay by local authorities; and (e) an
appeal to individuals based on their religious principles of
brotherhood and the American tradition of fair play and
justice.

On May 14, 1954, the Supreme Court ruled unanimously
that school segregation was a violation of the Fourteenth
Amendment. This was the court’s first major decision under
its new chief justice, Earl Warren. Warren wrote that “modern
authority” showed that the assumptions implicit in the 1896
Plessy v. Ferguson decision that had upheld so-called “sepa-
rate but equal” facilities were not valid. All seven sources
cited in support of this point (in footnote 11) had been dis-
cussed in the Social Science Statement.

But the psychologists’ job was not yet over. After its 1954
Brown decision, the Court asked for yet another round of
arguments focusing on the issue of immediate versus gradual
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desegregation. The resulting Social Science Memo, drafted
by Clark, Cook, and others, urged a strict 1-year deadline for
desegregation, although this point was troubling to several
group members (Jackson, 1998). The Memo also pointed out
that “There is a considerable body of evidence indicating that
where the situation demands that an individual act as if he
were not prejudiced, he will do so in spite of his continued
prejudice” (quoted in Jackson, 1998, p. 170). The Supreme
Court did not make a clear choice between “immediate” and
“gradual.” Instead, in May 1955, the court remanded the
cases back to the federal district courts, which were ordered
to desegregate the public schools “with all deliberate speed”
(Brown v. Board of Education, 1955).

Although the Social Science Statement has been widely
lauded as one of psychology’s greatest contributions to soci-
ety, it has remained controversial. Some observers argued
that the Statement really had little or no effect on the
Supreme Court; others criticized the uneven research support
for the Statement (e.g., Cahn, 1955; Karst, 1960). The attacks
on the validity of the Social Science Statement reminded one
observer (Bersoff, 1986, p. 154) of Wigmore’s (1909) rejoin-
der to Münsterberg (1908) more than four decades earlier.

Later, other psychologists (e.g., Gerard, 1983), perhaps
frustrated by the uneven results of desegregation in the two
decades after the Brown decisions, questioned whether the
points made in the Statement were valid. In reply, Cook
(1979, 1984) noted that the mixed nature of subsequent re-
search results pertaining to the effects of desegregation were
not surprising, because rarely did desegregation occur under
conditions conducive to favorable outcomes for the children
participating. Cook (1984, p. 831) suggested rather that there
had been “an evident increase in the credibility of the social
sciences as reflected by the extraordinary range of policy
questions to which social science research is now being
applied. This suggests that the social science role in public
policy has been steadily growing and will continue to do so in
the future.”

Early Research and Expert Testimony on
Eyewitness Memory

One area that Münsterberg (1908) touted as an important
field of expertise was the study of witness memory and testi-
mony. One of the first studies in this area was conducted in
1893 by J. McKeen Cattell at Columbia University, who
asked students a series of memory questions similar to those
that might be asked in a court of law. Cattell (1895) was sur-
prised at the degree of inaccuracy that his respondents
showed and by the tenuous relationship between their accu-
racy and their own certainty that they were correct. It has

been suggested that “Cattell’s study probably was the genesis
of modern forensic psychology” (Bartol & Bartol, 1999, p. 4)
because it sparked the interest of other researchers, particu-
larly those in Europe, in the psychology of testimony. Alfred
Binet in France (e.g., Binet, 1900, 1905) and Wilhelm Stern
in Germany (e.g., Stern, 1906, 1910) carried out a number of
empirical studies on memory and testimony. In Belguim in
1911, psychologist J. Varendonck presented in court the
results of several experiments indicating that children were
inaccurate in their memory of important events (Bartol &
Bartol, 1999). In the United States, Guy Whipple wrote a se-
ries of articles in the Psychological Bulletin that summarized
(mostly European) research on observation and reported
memories (Whipple, 1909, 1912, 1915, 1918). In the initial
article in this series, Wigmore (1909, p. 154) lamented “the
fact that English and American investigators are conspicuous
by their absence” in studies of the psychology of testimony.
The first recorded instance in which an American psycholo-
gist was proffered as an eyewitness expert was in Criglow v.
State, a 1931 Arkansas case (Fulero, 1993). There was a
resurgence of interest in the study of eyewitness memory and
in expert testimony on the issue by research psychologists,
beginning in the 1970s. We will briefly summarize that re-
search later.

Psychologists as Expert Witnesses: Historical Trends

It was not until 1921 that an American psychologist served as
an expert witness in a criminal case. In State v. Driver, a West
Virginia trial court qualified a psychologist as an expert on
juvenile delinquency, although the court rejected his testi-
mony, which was based on results of psychological tests. The
first psychologist to testify as an expert in a civil trial was
Karl Marbe in Germany in 1922. Marbe discussed the result
of reaction-time experiments in offering an opinion on the
effect of alcohol on an engineer’s responsibility in a train
wreck (Bartol & Bartol, 1999). As a rule, psychological ex-
pert testimony was rejected in criminal cases involving the
defendant’s mental state. The lone area in which psycholo-
gists’ observations seemed to be valued by the courts, even as
far back as the early 1900s, was in the juvenile justice sys-
tem; we will discuss this issue subsequently.

In the decade after World War I, the person most widely
known in American psychology and law was probably
William Marston, a student of Münsterberg’s who was ap-
pointed professor of legal psychology at American Univer-
sity in 1922. Marston, who had both a law degree and a PhD,
initially discovered a relationship between systolic blood
pressure and lying and subsequently developed the polygraph
(e.g., Marston, 1917, 1925). An attempt to introduce expert
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testimony based on polygraph results in 1923 was rejected,
and the decision by the District of Columbia Circuit Court
in Frye v. United States produced the venerable “Frye test”
for the admissibility of scientific expert testimony. The court
ruled that the proposed testimony must represent a position
that is generally accepted within the relevant scientific
community.

Marston (1920) also studied reaction times as indicators of
deception and reported that there was a type of person whose
reaction times during deception were shorter than while
telling the truth. Marston consulted with police and attorneys
on such matters, leading Bartol and Bartol (1999) to suggest
that he was one of the first consultants to the criminal justice
system, especially to law enforcement. Further, Marston
(1924) conducted some of the first research on the jury system.
In this research, he studied reactions to eyewitness testimony
by staging a series of events, after which witnesses reported
their memories in front of mock juries under conditions of free
narration, direct examination, and cross-examination. In dis-
cussing such research, Marston made a point that would still
be relevant to eyewitness research 75 years later. He noted that
“Experimentation upon the completeness and accuracy of
testimony, and of the findings of fact which might be based
upon the testimony, probably had its origin in an unconscious,
scientific wish to prove that our present juristic system is
incapable of achieving a decent degree of justice.” He added
that “For such observations and reports, therefore, we must
continue to depend upon human testimony. In light of this un-
deniable conclusion, it seems to me that the most profitable
subjects of psychological discussion and experiment are to be
found in the various possibilities of practical improvement in
the elicitation and use of normal, average testimony, rather
than in over-emphasizing its futility” (p. 29).

As we have seen, psychologists began to appear in some
western European courtrooms as expert witnesses at the
beginning of the twentieth century. There was some use of
psychologists as expert witnesses in the United States from
1921 to 1950; they testified mostly about cognitive processes
involved in witness memory or the psychology of crime and
criminal personality. The 1950s was labeled the “forensic
stage” by Loh (1981), because there was a dramatic increase
in the involvement of psychologists in the legal system, testi-
fying as expert witnesses in civil rights cases, about mental
disorders, and on the effects of pretrial publicity (Greenberg,
1956). The regular use of clinical psychologists as expert wit-
nesses on individual assessments of issues such as compe-
tency (to stand trial, to plead guilty, to waive rights), parental
competency, insanity, child custody, and the like became
commonplace only in the latter half of the twentieth century.
In a 1956 American Psychologist article, McCary asserted

that “An important problem in psychology today is the
legal status of the psychologist and his relationship to the
courts. . . . The use of the expert witness is a fairly modern
innovation in the field of legal evidence” (McCary, 1956,
p. 8). McCary supported moves toward the certification or li-
censing of psychologists, noting that “As long as any quack
can call himself a psychologist there is going to be resistance
to granting the mantle of the expert witness to psychologists
as a class” (p. 12).

The caution with which many courts regarded psycholo-
gists at the time may be illustrated by a 1955 decision of the
Texas Court of Criminal of Appeals in Watson v. State. The
judge wrote, “A psychiatrist is certainly best qualified to pass
upon a question of mental illness. However, we have consis-
tently accepted the testimony of medical doctors as experts.
We think that also of those qualified to give an opinion, supe-
rior to that of a layman, would be a practicing psychologist”
(p. 879). In addition to clinical psychologists making individ-
ual clinical judgments, social psychologists in this period
began to appear as experts in cases involving pretrial public-
ity and civil rights (Greenberg, 1956; Loh, 1981).

The involvement of psychologists in the legal system had
been only sporadic until the 1960s, when the social-political
activism of the times, with its emphasis on “social relevance,”
encouraged many psychologists to focus their research efforts
on the legal system. Interest in conducting legally relevant re-
search accelerated in the early 1970s, when it grew at an even
greater pace; indeed, in 1981 Loh (1981, p. 327) asserted that
since 1974, “there have been more psychologists doing more
empirical research on law-related matters that in all the pre-
ceding years combined.” The rate of law-related empirical
research has not slowed in the ensuing decades.

During this period, the scope of empirical inquiry ex-
panded beyond the traditional areas of eyewitness testimony
and evidence rules to encompass several fields relevant to
procedural justice. Loh (1981) posited that there were four
major areas: the effect of pretrial influences on the jury (e.g.,
pretrial publicity and pretrial identifications), selection of the
jury, presentation of testimony and of the law to the jury (e.g.,
judicial instructions), and decision making by the jury.

Pre-1955 Psychological Writings about Psychology
and Law

By about 1930, nearly 50 articles relating to forensic psychol-
ogy (broadly defined) had appeared in American professional
journals; about one-third were written by German psycholo-
gists. A survey of these “legal psychology” articles by
Slesinger and Pilpel (1929) found that the psychology of testi-
mony (11 articles) and the detection of deception (10 articles)
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were the most popular topics. Hutchins and Slesinger (1928a,
1928b, 1928c, 1929) carried out a series of studies on the law
of evidence, looking at “consciousness of guilt,” memory,
spontaneous exclamations, and hearsay.

The first textbook in the area written by a psychologist
was Legal Psychology by Howard Burtt (1931), also a
student of Münsterberg’s. In 1935, psychologist Edward
Robinson wrote Law and the Lawyers, in which he argued
that “every legal problem is at bottom a psychological prob-
lem and . . . every one of the many legal traditions about
human nature which are to be found in legal training needs
to be gone over from the standpoint of modern psychologi-
cal knowledge” (Robinson, 1935, p. 51). This controversial
book, like Münsterberg’s, was received negatively by legal
reviewers (e.g., Mechem, 1936), who asserted that psychol-
ogy did not have the necessary knowledge to provide “plain
psychological facts” (Robinson’s term) that would be useful
to the legal system. Robinson also recommended that psy-
chological researchers investigate the behavioral premises
implicit in legal doctrines. Loh (1981, p. 319) later pointed
out that “This modest and sensible proposition, embedded as
it was in his more impassioned diatribes against the conser-
vatism of the law, was lost on his legal critics.”

EMERGENCE OF FORENSIC PSYCHOLOGY
AS A RECOGNIZED SUBFIELD

Signs of Maturation

Among the early signs that a field is beginning to mature is
the emergence of professional organizations and publications
that provide a source of intellectual support for the field, the
identification of a specific knowledge domain that constitutes
the field, and the development of professional training pro-
grams. The 1970s and 1980s saw significant development in
all of these areas for forensic psychology and for psychology
and law.

Professional Organizations

The American Psychology-Law Society was chartered in
1969, and it soon became the organizational support for enor-
mous growth in psychology and law research and for forensic
psychology practitioners (Grisso, 1991). From an initial
12 founders, the organization grew to over 100 members
within its first year. Although most of its early members spe-
cialized in clinical forensic practice, during the 1970s the
focus of the organization swung primarily to research and ap-
plications of social, developmental, and experimental psy-
chology to legal issues.

When a number of members wished to develop a way to
certify clinical forensic psychologists, the society provided
the financial support for the development of a separate
organization, the American Board of Forensic Psychology, in
1976. This board developed a process of examination leading
to a diplomate in forensic psychology, and the board eventu-
ally became a specialty board of the American Board of
Professional Psychology.

Led by John Monahan, several psychologists in the soci-
ety successfully petitioned the American Psychological As-
sociation for a Division of Psychology and Law, which began
in 1980. Within a few years the American Psychology-Law
Society merged with the division, which is now formally
named APA Division 41—the American Psychology-Law
Society.

Journals and Textbooks

The 1970s saw the development of the first journals in
law and psychology. The American Psychology-Law Society
began publishing Law and Human Behavior, and the
American Association of Correctional Psychologists devel-
oped Criminal Justice and Behavior. They were joined by the
Law and Psychology Review, then in the 1980s by Behavioral
Sciences and the Law, and finally the APA’s new journal,
Psychology, Public Policy, and Law, in the 1990s. Several
new journals also appeared in Great Britain in the 1990s:
Criminal Behaviour and Mental Health, Legal and Crimino-
logical Psychology, and Psychology, Crime and Law.

One of the first forensic psychology texts in this modern
era of forensic psychology was Brodsky’s Psychologists in
the Criminal Justice System (1973). Few texts in psychology
and law were available until the American Psychology-Law
Society developed a book series in the mid-1970s, but by the
1980s the field had spawned enough texts to provide the field
with a body of recognized knowledge that began to forge the
field’s identity.

Basic Knowledge Domain

As the field evolved, the question of what constituted the
knowledge domain that defines forensic psychology became
more salient. This was particularly important from the per-
spective of training forensic psychologists. A National Con-
ference on Education and Training in Law and Psychology,
popularly known as the Villanova Conference, addressed this
issue in 1995. The conference participants identified five areas
crucial for properly educating a competent scholar of psy-
chology and law. The first was substantive psychology, a core
knowledge of basic areas of psychology (e.g., developmental,
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social, cognitive, and abnormal psychology), as well as an un-
derstanding of important ethical and professional issues. The
second area was knowledge of research design and statistics.
Third was basic legal knowledge, the ability to “think like a
lawyer,” learning the basic tools of law and the core substance
of the law itself. The fourth area was labeled substantive legal
psychology, which involves an understanding of how social-
scientific evidence is used in law. The final area, called
scholarship and training, included the experience of conduct-
ing original dissertation research. The conference participants
also noted that it would be especially helpful if additional
opportunities were provided for students to obtain appropriate
real-life experience in legislative, administrative, and judicial
settings. It has been asserted that the competent psycholegal
scholar must be “trilingual,” familiar with scientific psychol-
ogy, the law, and the psychology-law interface. This would
seem to be a most challenging training situation (e.g.,
see Bersoff, Goodman-Delahunty, Grisso, Hans, Roesch, &
Poythress, 1997).

Training

The 1970s and 1980s saw a proliferation of psychology and
law training programs. The prototype was developed at the
University of Nebraska by Bruce Sales in 1974, offering joint
PhD and JD degrees in a blended graduate program involving
the university’s psychology department and law school. Sev-
eral other joint-degree programs followed, but even greater
was the increase in clinical graduate programs that allowed
students to specialize in forensic psychology either formally
or informally. By 1980, about one-third of the clinical
psychology graduate programs in the United States in-
cluded courses in psychology and law or forensic psychology
in their curricula (Grisso, Sales, & Bayless, 1982). Shortly
thereafter, postdoctoral programs in psycholegal studies as
well as forensic clinical psychology began to evolve.

Currently a number of doctoral programs offer training in
“forensic psychology,” “psychology and law,” or “social sci-
ence and law.” The latter two concentrations, which Brigham
(1999) suggested could be called “legal psychology,” may be
located within social psychology programs, stand alone as an
area in psychology, or serve as a specialty within a general
psychology and law track. In contrast, graduate training
labeled as “forensic” typically is located within a clinical
psychology program. A survey of graduate student members
of the American Psychology-Law Society in the late 1990s
found that almost half (48%) of those who replied were in
clinical programs, while 18% were in social psychology pro-
grams, 10% were in joint degree programs, and 8% were in
applied graduate programs (Baldwin & Watts, 1996).

The way that forensic psychology is conceptualized will
have a strong impact on the way graduate training programs
are set up (e.g., see Bersoff et al., 1997; Ogloff, Tomkins, &
Bersoff, 1996: Roesch, Grisso, & Poythress, 1986). As the
twenty-first century began, there were at least five joint JD/PhD
programs at universities in the United States. But while joint
degree programs may represent the most direct route to achiev-
ing integration of psychology of law (Tomkins & Ogloff,
1990), such programs require from students massive amounts
of time, effort, and tuition costs (to two schools within the uni-
versity). Psycholegal scholars continue to debate whether it is
necessary to achieve terminal degrees in both psychology and
in law in order to be a competent psycholegal scholar, or
whether this represents an instance of overkill. Another issue
involves whether there are sufficient numbers of well-trained
scholars to staff joint-degree programs or general psychology-
law programs. Although such broad-based training seems to
presuppose the presence of several faculty members with var-
ied knowledge, it has been pointed out that it is a “cold fact that
most departments have only one, if any, faculty member inter-
ested in social science applications to law” (Bersoff et al.,
1997, p. 1304). Nevertheless, as has been stated elsewhere
(Brigham, 1999), there is a growing need for well-trained
psycholegal scholars to conduct policy development work, to
train law-enforcement personnel, lawyers, and judges, to
work on legislative committee staffs, and, as we discuss
below, to work in various phases of the legal process (e.g.,
jury selection, expert testimony, trial consultation, dispute
resolution).

As noted above, most training programs that call them-
selves “forensic psychology” are housed in clinical psychol-
ogy graduate programs. Presumably, these programs are
oriented toward applying the scientist-practitioner model to
psycholegal issues. A survey by a working group from the
Villanova Conference found that slightly over half of clinical
internship programs offered major forensic rotations, mostly
inpatient experiences with adult criminal forensic popula-
tions. Turning to the postdoctoral level, the working group
was able to identify only about a dozen postdoctoral forensic
training programs. They noted, though, that these programs
should be oriented toward producing the future leaders in
(clinical) forensic psychology (Bersoff et al., 1997).

Elsewhere, Brigham (1999) argued that it appears neces-
sary to maintain two, or perhaps three, categories to describe
psychologists involved in legal matters. A typology suggested
by Heilbrun (in Brigham, 1999) includes three basic areas:
clinical forensic psychology, experimental (researchers who
consult with attorneys and/or give expert testimony in their
research specialty), and legal psychologists (those with train-
ing in law and social science who work on broad psycholegal
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issues). At the level of ethical guidelines and professional
responsibilities, the broadest definition of “forensic psychol-
ogy” applies best. Any psychologist (e.g., clinical, social,
cognitive, developmental) who works within the legal system
should be held to the same high ethical and professional stan-
dards that are presented in the APA Code of Ethics and the
AP-LS Specialty Guidelines. But the clinical/nonclinical dis-
tinction is still a meaningful one. For example, education,
training, and licensing issues that are pertinent to clinical
forensic psychologists may be irrelevant or inapplicable to
nonclinical forensic psychologists (e.g., a one-year clinical
internship). Further, clinicians and nonclincians differ in their
orientation to the legal process and in the role they are likely
to play in the courtroom. Clinicians are more likely to present
assessments of specific individuals, while nonclinicians are
more likely to present research-based social-fact evidence
that applies to people in general.

Forensic Clinical Evaluations

Today many psychologists are employed full-time or part-
time to provide clinical evaluations to courts and attorneys in
addressing forensic issues. These evaluations are requested in
criminal cases (e.g., competence to stand trial, insanity, sen-
tencing), civil cases (e.g., disability claims, civil commit-
ment, competence to consent to treatment, personal injury),
and cases before juvenile, child and family, and probate
courts (e.g., child abuse and neglect, parental competence, di-
vorce custody, and various issues in delinquency cases).

The earliest involvement of psychologists in forensic clini-
cal evaluations for courts, at least in significant numbers, was
with regard to child and family cases that were before the
courts. When the American system of juvenile justice began in
the early 1900s, the original juvenile courts had court clinics at-
tached to them to serve judges in understanding youths’needs.
The earliest of these clinics was an institute developed in 1909
by William Healy, a neurologist, and Grace Fernald, a psychol-
ogist, to serve the Cook County (Chicago) Juvenile Court
(Schetky & Benedek, 1992). Using a team approach, they pro-
vided comprehensive, multidisciplinary “studies” of youths to
assist the court in arriving at rehabilitation plans. Psycholo-
gists’evaluation services to juvenile courts have continued rel-
atively unabated to the present time. In the latter half of the
twentieth century, psychologists have been the most frequent
professional providers of evaluations for disposition recom-
mendations and transfer to criminal court in delinquency cases,
as well as parental capacities in divorce custody cases.

The evolution of clinical psychology in the mid-twentieth
century brought many psychologists in contact with criminal
populations through their employment in correctional pro-

grams (Brodsky, 1973). In addition, in their clinical roles in
forensic inpatient hospitals, they began to perform psycho-
logical testing in forensic evaluation cases under the auspices
of psychiatry. At least by the 1960s, some attorneys and
courts were increasingly recognizing psychologists’ potential
as evaluation experts in criminal and civil cases. In Jenkins v.
United States (1962), the Supreme Court decided that a psy-
chologists’ testimony should not be excluded as evidence re-
garding mental illness in cases involving competence to stand
trial. The issue, the Court said, was not the individual’s degree,
but whether the person had adequate training and experience
to form an expert opinion. This ruling opened the way for psy-
chologists to step into that role as independent examiners. 

This opportunity was seized by the founders of the
American Psychology-Law Society (AP-LS), most of whom
had primary interests in promoting forensic psychology as an
evaluation resource for attorneys and courts (Grisso, 1991).
No sooner had the group of 101 charter members convened,
however, than they found that they were radically divided in
their views of psychology’s future as providers of forensic
evaluations. The majority felt that psychology’s empirical
foundation and tradition of psychological testing offered the
courts much more than did psychiatry and that psychologists
should forge ahead in their efforts to provide evaluations for
the courts. But a vocal minority (including the first president
of the AP-LS, Jay Ziskin) urged restraint until the field could
perform some research to support psychological experts’
testimony. These dissenters pointed out that psychologists
knew no more about the validity of their opinions—for
example, about predictions of dangerousness or mental states
related to criminal responsibility—than did clinicians in any
other mental health profession (Grisso, 1991).

The more conservative minority was correct. At that time,
only one major research study had been conducted on the
evaluation of competence to stand trial (directed not by a psy-
chologist, but a psychiatrist) (Laboratory for Community
Psychiatry, 1973). There was no standard way to perform an
evaluation for competence to stand trial, and the quality of
most such evaluations in must states was woefully inade-
quate by today’s standards. By the mid-1970s data were
beginning to appear that indicated that when mental health
professionals predicted that someone was going to engage in
a violent behavior, they were wrong two out of three times
(Monahan, 1981). Psychological and psychiatric analysis
of the definition and assessment of criminal responsibility
(insanity) offered no particular advances beyond those that
could be found in medical treatises of the nineteenth century
(Quen, 1994). And until the 1980s, the field had not a single
textbook on forensic psychology, much less a textbook on the
performance of specific forensic clinical evaluations.
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Despite psychology’s inability to make any claim of relia-
bility or validity for most of its forensic evaluations, it re-
quired only two decades beyond the founding of AP-LS for
psychologists’ independent forensic evaluations to be com-
monplace in all areas in which clinical expertise was needed
in criminal, civil, and juvenile courts. In many states, by
the 1990s psychologists outnumbered psychiatrists as public-
sector providers of forensic clinical evaluations for com-
petence to stand trial and criminal responsibility (Grisso,
Cocozza, Steadman, Fisher, & Greer, 1994). As we shall dis-
cuss later, the field also witnessed significant growth in re-
search that eventually allowed psychologists to correct many
of the inadequacies inherent in their forensic evaluations
before the 1980s.

New Roles for Psychologists: Expert Witness

Standards of Admissibility for Expert Testimony

Three important court decisions, separated by over 50 years,
and a federal evidence code introduced in 1975 have pro-
vided the basis for evaluating the admissibility of proposed
scientific testimony. As noted earlier, in Frye v. United States
(1923), the District of Columbia Circuit Court ruled that the
results of an early polygraph test were not admissible because
there was not general agreement within the relevant scientific
community about the validity of polygraph results as an indi-
cator of truthfulness. In the court’s words, there was not a
“commonly accepted explanatory theory” that applied to the
polygraph. Hence, the “Frye test” of admissibility depends
upon the general acceptance of a technique or finding within
the scientific community. Over the ensuing years, other psy-
chological expert testimony that has failed the Frye test has
included more complex polygraph techniques and the use of
hypnosis as a memory “refresher.”

The Frye test was one of four criteria that were applied to
proposed expert testimony in an influential decision by the
Ninth Circuit Court of Appeals in United States v. Amaral
(1973). The main issue in this case was whether the jury
would receive “appreciable help” from proffered expert testi-
mony on eyewitness research. (It should be noted that not
much solid eyewitness research had been conducted up to this
point.) The Amaral decision set out four criteria to determine
helpfulness of the proposed expert testimony: (1) whether the
expert was deemed qualified; (2) whether the testimony prof-
fered was a “proper subject matter” for expert testimony,
meaning that it would provide information that is not already
part of jurors’ “common knowledge” and would not invade
the province of the jury; (3) whether the testimony conformed
to a “generally accepted explanatory theory” (the Frye test);

and (4) whether the probative value of the testimony out-
weighed its possible prejudicial effect. Most subsequent deci-
sions based on the Amaral criteria have come down against
the admittance of expert testimony on the reliability of eye-
witnesses (Brigham, Wasserman, & Meissner, 1999).

A new evidence code for federal cases, the Federal Rules
of Evidence, was enacted in 1975 after extensive considera-
tion by a prominent advisory committee, the U.S. Supreme
Court, and both houses of Congress. The Federal Rules
describe the criteria for admission of evidence for the entire
federal court system; many states subsequently adopted sim-
ilar codes. The central theme, as summarized by Woocher
(1986, p. 48), is: “Only relevant evidence is admissible, and
all relevant evidence is admissible in the absence of some
countervailing policy” (italics in original). These relatively
liberal criteria for admissibility are established in Rule 702,
which declares that if scientific, technical, or other special-
ized knowledge would assist the trier of fact (judge, jurors) to
understand the evidence or to determine a fact in issue, then a
qualified expert may deliver expert testimony about the mat-
ter (Federal Rules of Evidence, 1975).

The U.S. Supreme Court dealt with the issue of the admis-
sibility of scientific evidence in Daubert v. Merrill Dow
Pharmaceuticals, Inc. (1993). In addressing the differences
between the Federal Rules of Evidence and the more restric-
tive Frye test, the Court faced questions central to the poten-
tial conflict between science and the law. To what extent
should judges be gatekeepers, screening out “junk science”
from naive jurors who might otherwise be misled or overly
awed by its scientific appearance? Conversely, to what extent
should juries be permitted to serve their traditional role as
fact finders by having access to any evidence that is poten-
tially relevant?

In its decision, the Court focused on the acceptability of
the techniques used to gather the scientific evidence rather
than on its “general acceptance” within the scientific commu-
nity (as in the Frye test). The Court discussed the importance
of establishing that the testimony is based on research that
adheres to the “scientific method” and is “not only relevant,
but reliable” (what is described as “reliable” by the justices
would be called “valid” by psychologists). The Court’s deci-
sion discussed several standards for evaluating the research,
including peer review of published work, its testability (or
“falsifiability”), whether it has a recognized “rate of error,”
and whether it is consistent with recognized professional
standards in the area.

Under this decision, judges must evaluate not only the
conclusions but also the methods used by scientific experts.
The Court opined that Rule 702 assigned to the trial judge the
task of ensuring that the expert’s testimony was both reliable
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and relevant to the case at hand. The Court stressed that the
“overarching subject is the scientific validity” of the research
in question rather than its general acceptance within the rele-
vant scientific community. Thus, trial judges were assigned
the role of gatekeeper, whose task is to decide, in effect,
whether the proposed testimony represents methodologically
sound research or is “junk science.”

In Kumho Tire v. Carmichael (1999), the Supreme Court
reaffirmed this aspect of the Daubert decision, ruling that
trial judges should be granted broad latitude in determining
which factors are applied in assessing the reliability of a
given expert’s testimony. The court also extended Rule 702 to
include all expert testimony, whether it is “scientific,” “tech-
nical,” or represents “other specialized knowledge.”

Because Daubert was a federal case rather than a state
case, it has been left up to nonfederal jurisdictions whether to
apply the Daubert standards or to retain the Frye test as the
arbiter of admissibility. At present it is unclear what effect the
Daubert decision will have on scientific psychological testi-
mony or on clinical expert testimony. Regarding scientific
testimony, it has been pointed out that, while the decision
may open the door to innovative, valid new evidence that has
not yet received widespread acceptance within the relevant
scientific community, it also potentially opens the door for
testimony based on questionable techniques that are unrecog-
nized by the scientific community for good reasons, reasons
that are not necessarily discernible by persons who are not
trained in scientific methodology. Other observers have wor-
ried about whether the decision may be used to exclude the
testimony of clinical psychologists expressing opinions
about specific issues, especially on such controversial foren-
sic issues as predicting dangerousness, rape, trauma, the pres-
ence of sex stereotyping, and child sexual abuse. Because
interpretations of the Daubert standards have varied widely
in the years since it was handed down, the question of its
eventual impact remains open (Grove & Barden, 1999; Mark,
1999; Shuman & Sales, 1999).

Ethical and Professional Issues in Expert Testimony

As psychologists have appeared as expert witnesses with in-
creasing frequency in recent years, attention to the ethical is-
sues involved in such testimony has increased as well. When
psychologists work in legal contexts, they may find them-
selves in situations involving unanticipated ethical or legal is-
sues. Indeed, ethics complaints against psychologists who
work in forensic contexts are among the most common made
to licensing boards (Ogloff, 1999, p. 403). The Ethical Code
of theAmerican PsychologicalAssociation applies to forensic
psychologists in all of their professional activities. However,

it was not until the 1992 revision of the Ethical Code that
issues pertaining to forensic psychology were directly ad-
dressed (Ethical Standards 7.01–7.06). The Specialty Guide-
lines for Forensic Psychologists (Committee on Ethical
Guidelines for Forensic Psychologists, 1991), formulated by
the American Psychology-Law Society, contain a more com-
prehensive analysis of ethical issues that forensic psycholo-
gists may face. However, while psychologists are obligated to
adhere to the APA’s ethical principles (American Psychologi-
cal Association, 1992), the Specialty Guidelines do not repre-
sent an official statement of the APA and are “aspirational in
nature” (Ogloff, 1999, p. 405).

The Specialty Guidelines are meant to apply to all psy-
chologists within any subdiscipline of psychology (e.g., clin-
ical, cognitive, developmental, social, experimental) who are
engaged regularly as forensic psychologists. The guidelines
discuss the issue of competence (i.e., the need to maintain
current knowledge of scientific, professional, and legal de-
velopments within the area of claimed competence), types
of relationships and potential conflicts of interest, and is-
sues regarding confidentiality and privilege. The guidelines
also note: “Forensic psychologists are aware that hearsay
exceptions and other rules governing expert testimony place
special ethical burden upon them” and they should “seek to
minimize sole reliance upon such evidence” (Committee
on Ethical Guidelines for Forensic Psychologists, 1991,
p. 662). Further, the guidelines stress the importance of
ensuring that forensic psychologists’ public statements and
professional testimony are communicated in ways that will
promote understanding and avoid deception. The guidelines
assert: “Forensic psychologists realize that their public role
as ‘expert to the court’ or as ‘expert representing the profes-
sion’ confers upon them a special responsibility for fairness
and accuracy in their public statements. . . . When testifying,
forensic psychologists have an obligation to all parties to
legal proceeding to present their findings, conclusions, evi-
dence, or other professional products in a fair manner. This
principle does not preclude forceful representation of the data
and reasoning upon which a conclusion or professional prod-
uct is based. It does, however, preclude an attempt, whether
active or passive, to engage in partisan distortion or misrep-
resentation” (p. 664).

As several writers have pointed out (e.g., Keith-Spiegel &
Koocher, 1985; Ogloff, 1999), psychologists working in the
legal system may encounter ethical situations for which their
training has not prepared them. One issue is: Who is the
client? If the psychologist has been hired to examine a job ap-
plicant as part of an employment screening process, for ex-
ample, the employer, not the job applicant, is the client. In
such a case, the employer “owns” the confidentiality, and the
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psychologist must share the results with the employer
(Ogloff, 1999, p. 407). Another issue of concern is the scope
of the psychologist’s competence and the danger that may
arise from the temptation (perhaps encouraged by an attor-
ney) to testify or work outside of the boundaries of one’s
competence. The APA Ethics Code declares that psycholo-
gists must provide services only within the boundaries
of their competence, and the Specialty Guidelines note that
“forensic psychologists have an obligation to present to
the court, regarding the specific matters to which they will
testify, the boundaries of their competence” (Specialty
Guideline III[B]).

The politically charged issue of the use of intelligence
tests with different ethnic groups is an instance where values,
psychological data, and expert opinions have clashed in the
courts. In a California case, Larry P. v. Riles (1972), the trial
court heard expert testimony from many eminent psycholo-
gists and measurement experts. Some of the experts argued
that the tests upon which school determinations were based
were racially and culturally biased, while other experts con-
curred with the school system that there was no evidence that
tests disfavored minorities because of an inherent bias in their
construction. The trial judge ruled that individual intelligence
tests discriminate against minority children and restricted
their use in California. In contrast, in the later case of PASE v.
Hannon (1980), in which many of the same experts testi-
fied, the trial judge found that such tests did not discrimi-
nate against minorities. What was particularly troubling to
some (e.g., Bersoff, 1986) was the apparently questionable
nature of the expert testimony. The judge in Hannon was very
critical of the experts’ testimony and wrote that “None of the
witnesses in this case has so impressed me with his or her
credibility or expertise that I would feel secure in basing a
decision simply on his or her opinion” (quoted in Bersoff,
1986, p. 161). Bersoff asserted that “This perception of the
behavior of the expert witnesses who testified before Judge
Grady raises some formidable and disturbing, if not painful,
ethical issues. If he is correct in that perception, each of the
psychologists who offered opinions out of a ‘doctrinaire
commitment to a preconceived idea’ rather than as a ‘result of
scientific inquiry’ may be guilty of violating several impor-
tant provisions of the Ethical Principles of Psychologists.” 

Another ethical issue that has received considerable atten-
tion in the past three decades is the duty to disclose informa-
tion in order to protect or warn third parties. The California
Supreme Court’s final decision in Tarasoff v. Regents of
the University of California (1976) may be the single court
decision that is best known to psychologists. In this case, a
therapist and university clinic were found liable for failing to
protect an identifiable third party, Tatiana Tarasoff. She was

the sometime girlfriend of a therapy client at the clinic who,
during therapy, made serious threats toward her. The therapist
told the campus police, who talked to the young man and
concluded that he was not dangerous. Ms. Tarasoff was never
told of the man’s threats; two months later he stabbed her to
death. The court ruled that the therapist “bears a duty to exer-
cise reasonable care to protect the foreseeable victim of that
danger [of violence]” (Tarasoff, 1976, p. 345). Tarasoff and
related court decisions place some limitations on the therapy
client’s right to complete confidentiality. The legal test for
knowing whether to report a threat is whether the psycholo-
gist knew or should have known (in a professional capacity)
of the client’s dangerousness (Keith-Spiegel & Koocher,
1985). All psychologists have an affirmative duty to report
suspected cases of child sexual abuse and, in many jurisdic-
tions, elder abuse as well. As a consequence, the necessity
of being able to accurately assess risk for violence has as-
sumed great importance to many forensic psychologists
(Applebaum, 1985; Ogloff, 1999). For some, the fear of
adverse legal complications or of malpractice litigation may
have produced changes in practice, such as conducting
“defensive psychotherapy” (Applebaum, 1988).

New Roles for Psychologists: Trial Consultant

Psychologists acting as trial consultants (who also may be
called litigation consultants or jury consultants) are hired
most often in civil cases, where substantial amounts of money
may be involved, although their use is increasing in criminal
cases as well. Probably the most visible trial-consultant role is
as a jury consultant who attempts to aid one side to select a
jury that is favorable to its position. The role of jury consul-
tants in the murder trial of O. J. Simpson in 1994–1995 may be
the most widely publicized instance. Other activities of trial
consultants include pretrial evaluation of attorneys’ presenta-
tions, mock-jury research, witness preparation, focus groups,
and community surveys. They may advise their clients on im-
portant areas such as identifying the major issues in the trial,
preparing witnesses for testimony, and advising on jury selec-
tion techniques. Consultants may also attempt to assist in de-
veloping effective opening statements, cross-examination
techniques, and closing statements, or in carrying out survey
research to assess whether the effects of pretrial publicity may
necessitate a change of venue. Trial consultants also may
make presentations to continuing-education seminars for at-
torneys that are intended to help them improve their court-
room presentation skills or jury selection techniques.

The systematic involvement of psychologists in so-called
scientific jury selection began in the early 1970s in a series of
politically charged trials involving persons prosecuted for
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actions protesting the war in Vietnam. Social psychologists
Jay Schulman and Richard Christie participated in several
highly visible trials, beginning with the trial of several
Catholic priests and nuns, antiwar protesters who became
known as the “Harrisburg 7” (United States v. Ahmad, 1973)
and continuing with the group of antiwar protesters known as
the “Gainesville 8” (United States. v. Briggs, 1973). In the
Harrisburg 7 trial, the social scientists, assisted by corps of
volunteers, conducted a survey of community members to
find out which demographic variables (including age, educa-
tion, religion, and gender) were associated with favorable at-
titudes toward war protesters. They then rated each prospec-
tive juror on a 1-to-5 scale in terms of favorability. The
consultants also used “information networks” in the commu-
nity, interviewing friends, neighbors, and employers, to
gather more information about prospective jurors. In-court
observations during voir dire provided the remaining infor-
mation. The jury selection techniques based on this informa-
tion were apparently successful, as the defendants were found
not guilty. The researchers also carried out follow-up inter-
views with jurors after the verdict had been reached (Christie,
1976; Schulman, Shaver, Colman, Emrick, & Christie, 1973). 

Another high-profile trial that used social scientists for the
defense was the trial of U.S. Attorney General John Mitchell
and former secretary of commerce Maurice Stans (also the
former head of Richard Nixon’s reelection committee) on
charges of conspiracy to impede a Securities and Exchange
Commission investigation of financier Robert L. Vesco in
return for a $200,000 cash contribution to Nixon’s reelection
campaign. The defense was assisted in the selection of jurors
by a public opinion survey, and the defendants were found
not guilty. The survey was originally commissioned to sup-
port a motion for change of venue from New York City.
When that motion was denied, the attorneys realized that,
with some work, the survey findings might provide guidance
in the selection of trial jurors. Additional information was
obtained from interviews with neighbors, friends, and em-
ployers of the potential jurors (Christie, 1976).

Trial consultants are not licensed or certified in any state;
therefore, anyone can proclaim himself or herself a trial con-
sultant (Wrightsman, 2000). In the role of applied researcher,
a trial consultant must follow professional standards for ethi-
cal research, which, according to Wrightsman (2000, p. 31),
have the “form of a list of moral imperatives: 1. Thou shall
not fake data. 2. Thou shall not plagiarize. 3. Thou shall not
make false conclusions on the basis of your data.” But given
the fact that the trial consultant is an entrepreneur as well as a
scientist, certain conflicts may arise. The AP-LS-sponsored
Specialty Guidelines represent one attempt to provide general
guidelines for dealing with such conflicts. One ambiguous

area concerns the sharing of data and ideas. It is a fundamen-
tal principle within the scientific community that empirical
data and scientific ideas are shared among researchers. How-
ever, trial consultants, whether working alone or for an orga-
nization, may guard their ideas closely. For example, one
consulting firm trademarked the term “shadow jury” and
informed other consultants and researchers that they were to
cease using the term “shadow jury” in their own work
(Wrightsman, 2000, p. 32).

While some see the use of trial consultants as an improve-
ment, a way to go beyond relying simply on attorneys’ stereo-
types and prejudices, others see it in a less positive light. For
example, Marcia Clark, lead prosecutor in the O. J. Simpson
criminal trial, asserted: “As far as I’m concerned, they are
creatures of the defense. They charge a lot, so the only people
who can afford them are wealthy defendants in criminal trials
or fat-cat corporations defending against class-action suits”
(M. Clark, 1997, p. 138).

CURRENT ISSUES IN FORENSIC PSYCHOLOGY

Recent Trends in Scientific Amicus Briefs

Areas Addressed by the Briefs

The past several decades, academic psychologists and psy-
chological organizations, such as the American Psychological
Association (APA), have been increasingly involved in the
submission of “friend of the court” briefs to the courts on
scientific issues. Science-translation briefs were submitted in
cases involving gay rights (Watkins v. United States Army,
1988), “hypnotically-refreshed” testimony (Rock v. Arkansas,
1987), abortion (Thornburgh v. American College of Physi-
cians and Surgeons, 1986), jury size (Ballew v. Georgia,
1978), prediction of dangerousness (Barefoot v. Estelle,
1983), treatment of mentally ill individuals (Cleburne Living
Center, Inc. v. City of Cleburne, Texas, 1985), and gender
stereotyping (Price Waterhouse v. Hopkins, 1989).

In Bowers v. Hardwick (1986), a case challenging sodomy
statutes that criminalized certain sexual behaviors, the APA,
in collaboration with the American Public Health Associa-
tion, contributed an amicus brief containing a great deal
of scientific and clinical data indicating that there was no
evidence that homosexuality or method of intercourse is
pathological in and of itself. The brief also noted the possible
harmful psychological effects of deterring such conduct.
Nevertheless, in a 5–4 decision, the Supreme Court upheld
the sodomy statutes. The Court held that the Constitution
does not confer a fundamental right upon consenting homo-
sexuals to engage in oral or anal intercourse in private. In
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Bersoff’s words (1987, p. 57), this opinion “in its most favor-
able light, can only be described as archaic, medieval, and cal-
lous. Research was ignored in favor of history and morality.”

The Lockhart v. McCree (1986) case was especially inter-
esting to many forensic psychologists because it seemed to be
one in which psychological research findings might be taken
very seriously by the U.S. Supreme Court. Two decades
earlier, the Court had upheld the legality of the process of
“death qualification” in capital cases, in which potential ju-
rors who had “scruples” against the death penalty (i.e., anti-
death-penalty attitudes that would affect their ability to reach
a guilty verdict, or would affect their willingness to ever
vote for the death penalty) were automatically excluded
from juries “for cause” (Witherspoon v. Illinois, 1968). In
Witherspoon, the U.S. Supreme Court declined to rule that
death-qualified juries were biased against defendants in the
guilt process because the research data to that point, based
upon just three empirical studies, were “tentative and frag-
mentary.” The Court wrote that it might rule differently in the
future if further research clearly demonstrated that death-
qualified juries were not neutral with regard to guilt. In the
two decades after the Witherspoon decision, a number of em-
pirical psychological studies were carried out that appeared
to clearly demonstrate that death-qualified juries were not
neutral but were “conviction prone” (e.g., see Bersoff, 1987;
Thompson 1989). The amicus brief submitted for the APA in
Lockhart summarized the results of 15 empirical studies that
led to the conclusions that: (a) death-qualified juries are con-
viction prone; (b) dealth-qualified juries are unrepresentative,
thereby threatening the defendant’s right to a jury composed
of a fair cross-section of the community; and (c) death quali-
fication interferes with the proper functioning of the jury.

In a narrow 5–4 decision, the U.S. Supreme Court upheld
the death qualification process in Lockhart v. McCree (1986).
Donald Bersoff, then general counsel for the APA, wrote that
“it is now clear that even the most unassailable and method-
ologically perfect evidence would not have convinced the
majority.” But, he added, 

even though the majority eventually concluded that the social
science evidence was not germane to its decision, it did not ig-
nore it either. It gave it a respectful hearing and, it must be said,
echoed the objective critique APA provided in its amicus brief.
The Court’s emphasis on the admitted lack of perfection in the
studies was of far greater import to it, however, than it was to
APA.

Ethical and Professional Issues

The decision whether a psychological organization should
sponsor or create an amicus brief is a thorny one. Who should

make this decision, what criteria should be used, and who
should be asked to write the brief itself? In the late 1980s, the
American Psychology-Law Society (AP-LS) initiated a pro
bono brief project to collaborate with the APA in preparing
briefs for cases involving important psychological issues
(Roesch, Golding, Hans, & Reppucci, 1991). The first such
brief was filed in Maryland v. Craig (1990), a U.S. Supreme
Court case involving the acceptability of special procedures
for the courtroom testimony of child witnesses. The brief,
written by several leading psycholegal scholars and submit-
ted on behalf of the APA, concluded that child victim-
witnesses in sexual abuse trials were especially vulnerable
and that the state “has a compelling interest in protecting a
vulnerable child victim-witness.” The brief suggested that
“multiple sources of information, including expert testimony,
should be sought in making the individualized determination
whether there is a need to limit the defendant’s right to face-
to-face confrontation [by allowing the child to testify by
means of closed-circuit television] when a particular
child victim testifies” (Goodman, Levine, Melton, & Ogden,
1991, p. 29).

This brief stimulated immediate criticism from Underwa-
ger and Wakefield (1992), who argued that the brief’s authors
had misrepresented the value and relevance of much of the
research that was cited. They also argued that the Craig
brief’s conclusions were inconsistent with those of an earlier
APA-sponsored brief in Kentucky v. Stincer (1987). Three
authors of the Craig brief replied that they had accurately de-
scribed the best scientific evidence that was available. They
wrote: “Psychology bears a social responsibility to provide
the best available evidence on important questions of legal
policy whenever it can do so (APA, Principle F). It should
proceed with caution but it should not be disabled by a
requirement for perfect evidence” (Goodman, Levine, &
Melton, 1992, p. 249). TheAPA-sponsored brief in Lockhart v.
McCree has also been criticized as possibly overstating the
value of the relevant research (Elliot, 1991a, 1991b), and those
criticisms were answered as well (e.g., Ellsworth, 1991).
It seems likely that debates will continue, both within psy-
chology and from those outside the field, about the relevance
and applicability of evidence based upon psychological
research studies.

Even when the U.S. Supreme Court chooses to pay atten-
tion to data included in a scientific brief, the Court may not
always reach the conclusion that the brief’s writers intended.
A case in point is the issue of jury size. The APA submitted an
amicus brief in Williams v. Florida (1970) presenting re-
search that, the brief’s writers felt, indicated that juries con-
sisting of fewer than 12 members were undesirable because
they were unlikely to maintain a representative cross-section
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of the community or to safeguard group deliberation pro-
cesses. The Court apparently misread the data and declared
that the difference in effects between 6- and 12-member
juries to be only “negligible.” The “naivete and ignorance of
the Court” (Bersoff, 1986, p. 155) stimulated social scientists
to conduct more research on the effects of jury size, espe-
cially differences between 6- and 12-person juries.

In a subsequent case, Ballew v. Georgia (1978), more sci-
entific data (based on 18 studies) were submitted bearing on
the differences between 6- and 12-member juries. The Court
referred to these studies in its decision but ignored any dif-
ference between 6- and 12-person juries, focusing its atten-
tion on 5-member juries (which had not been studied in the
research) and finding them unconstitutional. Although these
jury-size cases are sometimes cited by psychologists as illus-
trating that the Supreme Court may pay close attention to em-
pirical research, it is instructive that in a portion of the Ballew
opinion, three justices expressed their “reservations as to
the wisdom—as well as the necessity—of Mr. Justice
Blackmun’s heavy reliance on numerology [emphasis ours]
derived from statistical studies” (p. 246). As Loh (1981,
p. 340) summed it up, “The data were apparently used to
ornament a decision reached on other legal and policy
grounds. . . . The opinion used social science the way a drunk
uses a lamp post, for support rather than illumination.”

Perhaps researchers need to realize that attorneys and
judges, who are not strongly socialized in the value of empir-
ical research as psychological researchers are, will take a dif-
ferent perspective on the utility of empirical evidence.
Bersoff (1986, pp. 155–156) stated it well: “It is relatively
clear, then, that the relationship between experimental psy-
chologists and the courts is less than perfect. In fact, if that re-
lationship were to be examined by a Freudian, the analyst
would no doubt conclude that it is a highly neurotic, conflict-
ridden ambivalent affair (I stress affair because it is certainly
no marriage). Like an insensitive scoundrel involved with an
attractive but fundamentally irksome lover who too much
wants to be courted, the judiciary shamelessly uses the social
sciences. Courts cite the result of psychological research
when they believe it will enhance the elegance of their opin-
ions but empiricism is readily discarded when more tradi-
tional and legally acceptable bases for decision making are
available.”

Advances in Forensic Psychology Research

The past three decades saw a substantial growth in research
directed specifically toward improving psychologists’ capac-
ities to provide courts with psychological information rele-
vant to legal questions. Examples of these advances include

research in eyewitness testimony, research to improve clini-
cal forensic evaluations, and research on legal issues pertain-
ing to children and adolescents.

Eyewitness Memory

The issue of the accuracy of eyewitness memory did not re-
ceive much attention from researchers from the 1920s until
the late 1960s, when legal interest was sparked by three
Supreme Court decisions relating to eyewitness evidence
(Gilbert v. California, 1967; Stovall v. Denno, 1967; United
States v. Wade, 1967) and by legal writers’ suggestions that
eyewitness errors had led to more convictions of innocent
persons than all other judicial factors combined (e.g., Wall,
1965). Consequently, research interest increased dramati-
cally in the 1970s (e.g., see Buckhout, 1974; Loftus, 1979;
Yarmey, 1979 for reviews of this early work). By the end of
this decade, Yarmey (1979, p. 228) argued that it was already
the most advanced area of psycholegal research and the one
“most able to make a significant contribution to the legal sys-
tem.” In fact, there was such an explosion of eyewitness re-
search in the 1970s and early 1980s that Michael Saks, editor
of Law and Human Behavior, felt compelled in a 1986 edito-
rial to remind readers that “the law does not live by eyewit-
ness testimony alone” (Saks, 1986, p. 279).

Eyewitness researchers studied aspects of the acquisition
(encoding) phase, such as the witness’s opportunity to ob-
serve the criminal, level of stress, presence of a weapon, age
and race of the witness, and characteristics of the criminal.
Studies also analyzed the retention phase, the period between
witnessing an event and trying to retrieve the memory by
making an identification. Researchers studied how the length
of this interval affected memory accuracy and also looked at
effects of events that happened during this period, such as
potentially confusing or suggestive postevent information
that might cause “unconscious transfer” or memory blending.
Important aspects of the retrieval phase have included the
type of identification procedure used (e.g., showup, simulta-
neous lineup, sequential lineup), the effect of suggestive in-
structions or procedures, and the overall relationship (or lack
of it) between witnesses’ accuracy and confidence in their
identifications.

A great deal of pertinent research data have been accumu-
lated about eyewitness memory, but despite the plethora of re-
search (e.g., see Cutler & Penrod, 1995; Sporer, Malpass, &
Koehnken, 1996, for summaries), judicial acceptance of the
testimony of researchers on eyewitness memory has been
slow in coming (Brigham, Wasserman, & Meissner, 1999).
Many jurisdictions regularly rejected proposed “educational”
expert testimony by eyewitness researchers, although by 1993
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there had been at least 450 cases in 26 states in which eyewit-
ness researchers had testified as experts (Fulero, 1993). It has
been pointed out that “no such problem of admissibility was
raised in the 1950s when clinical psychologists began to tes-
tify on mental disorders or when social psychologists first
appeared to describe the debilitating personality conse-
quences of segregation” (Loh, 1981 p, 332). One reason for
the cool legal reception to eyewitness researchers is that the
law requires particularized proof rather than general proof
(e.g., average responses as shown by research), and the law is
reluctant to assume that there is a one-to-one correspondence
between potential unreliability of eyewitnesses (which is con-
ceded) and its actual impact in a particular trial (which must
be proven). Another issue is that many courts have assumed
that awareness of the fallibility of eyewitness evidence is
already within the “common knowledge” of most jurors, leav-
ing no need for expert testimony (Brigham et al., 1999).

The type of issue studied may also make a difference. Wells
(1978, 1993) asserted that psychologists should concentrate
on studying system variables, that is, factors that are change-
able within the system (e.g., police procedures, interrogation
techniques, fairness of lineups), rather than estimator vari-
ables, whose impact in any particular situation can only be
estimated (e.g., level of stress, weapon focus, race). Wells as-
serted that because of their potential usefuless for improving
procedures, the results of system-variable research would be
more readily accepted by the legal system than would
estimator-variable research. It remains to be seen whether the
legal system will become more receptive in the future to expert
testimony about the memory of eyewitnesses, or whether the
results of eyewitness research find their way into the legal sys-
tem by other means (e.g., via science-translation briefs).

Clinical Forensic Evaluations

Little research was directed toward improving clinicians’
evaluations for the courts until the 1980s. This changed
dramatically across the next 20 years, heralded by seminal
works published early in the 1980s. Among these were
Monahan’s (1981) treatise summarizing the serious limits
of our abilities to assess and predict violent behavior, the
first book to summarize what we did and did not know about
competence to stand trial as a legal and forensic assessment
issue (Roesch & Golding, 1980), the publication of a system-
atic model for the future development of instruments to as-
sess a variety of legal competencies (Grisso, 1986), and the
first comprehensive texts on the full range of forensic psy-
chological evaluations for the courts in criminal, civil, and
juvenile cases (Melton, Petrila, Poythress, & Slobogin, 1987;
Weiner & Hess, 1987).

The importance of improving psychologists’ abilities to
assess the potential for future violence among offenders and
persons with mental illnesses was driven also by legal cases
during the 1980s. Most notable among these was Barefoot v.
Estelle (1983), in which the U.S. Supreme Court acknowl-
edged experts’ inability to provide reliable predictions but,
ironically, determined that they should continue to be con-
sulted by the courts. Several large-scale research projects to
improve our abilities to assess the risk of future violence
began in the 1980s and had a major impact on practice when
their results emerged in the 1990s. Among these were the
work of researchers who developed and validated compre-
hensive violence risk assessment tools to provide estimates
of likelihood of reoffending among prisoners (e.g., Quinsey,
Harris, Rice, & Cormier, 1998), likelihood of future violence
related to psychopathy (Hare, 1996), and likelihood of vio-
lence among persons with mental disorders after their release
from psychiatric hospitals (Steadman et al., 1998).

Research to improve our conceptualization and assess-
ment of abilities related to legal competencies grew exponen-
tially throughout the 1980s and 1990s. Reviews of research
on competence to stand trial (Roesch, Zapf, Golding, &
Skeem, 1999) describe the development of important and
basic information regarding the legal process for determining
competence, as well as the validation of structured assess-
ment tools for obtaining relevant psycholegal information
on defendants in such cases (e.g., Poythress et al., 1999).
Similar advances were made in substantial research projects
culminating in data and assessment tools to improve evalua-
tions of competence of patients to consent to treatment (e.g.,
Grisso & Appelbaum, 1998).

Child and Adolescent Psycholegal Issues

Research advanced in the 1980s and 1990s in a number of
areas pertaining to children’s capacities related to psycholegal
questions. Among the most extensively researched of these
questions was children’s capacities to offer reliable testimony
as eyewitnesses or as victims (e.g., Ceci & Hembrooke, 1998;
Ceci, Toglia, & Ross, 1987). By the 1990s, developmental
and experimental psychologists were able to provide signifi-
cant information to courts regarding not only children’s
capacities to testify but also methods of investigation and
questioning that would reduce the likelihood that children’s
reports would be contaminated by their experiences between
the event and the trial.

Children’s capacities to make decisions about matters af-
fecting their welfare became a major issue in the courts in the
late 1970s in the context of debates about youths’ choices
concerning abortion (e.g., Bellotti v. Baird, 1979), medical
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treatment (e.g., Parham v. J.R., 1979), and waiver of Miranda
rights (e.g., Fare v. Michael C., 1979). Calls for research to
address these issues (e.g., Melton, Koocher, & Saks, 1983)
were answered by many researchers, and the need for further
research in this area increased as more punitive delinquency
laws of the 1990s strengthened the argument that youths had
to be competent to stand trial (Grisso & Schwartz, 2000).

FORENSIC PSYCHOLOGY IN THE
TWENTY-FIRST CENTURY

While we focused our attention on three areas above, the full
range of topics that now fall under the rubric of forensic
psychology is impressively broad. To illustrate, the second
edition of The Handbook of Forensic Psychology (Hess &
Weiner, 1999) contains sections on applying psychology to
civil proceedings, applying psychology to criminal proceed-
ings, communicating expert opinions, intervening with of-
fenders, and professional issues (legal, ethical, and moral
considerations; training in forensic psychology and the law).
Among the civil proceedings discussed are mediating domes-
tic law issues, personality assessment, educational disabili-
ties, and civil competency. Among the criminal proceedings
covered are assessing dangerousness and risk; evaluating
eyewitness testimony; assessing jury competence; recom-
mending probation and parole; assessing competency to
stand trial, diminished capacity, and criminal responsibility;
interacting with law enforcement; the “state of the art” of
polygraph testing; and forensic uses of hypnosis. The section
on interventions includes discussions of punishment, diver-
sion, and alternative routes to crime prevention, substance
abuse programs, psychotherapy with criminal offenders, and
diagnosing and treating sexual offenders.

Research is currently being carried out within each of
these areas, and the results are reported regularly in the foren-
sically oriented journals mentioned earlier, as well as in
mainstream psychology journals and, less frequently, in law
reviews and other legal journals. In addition, many psycholo-
gists now take an active role in attempting to apply research
findings and other relevant psychological knowledge to the
legal system. In addition to the wide range of situations
involving clinical psychological evaluations, these efforts
may include writing research-based articles designed to in-
form both attorneys and social scientists, delivering expert
testimony, creating science-translation briefs, consulting with
attorneys, and making presentations as part of continuing-
education programs for attorneys and judges.

The future of forensic psychology looks bright, as com-
munication between leaders in both fields appears to be

increasing in frequency and understanding. The potential for
mutually beneficial cooperation between psychology and the
legal system seems more promising than at any time since
the optimistic (though inaccurate) predictions made by Freud
and Münsterberg almost a century ago.
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WHAT IS SCHOOL PSYCHOLOGY?

School psychology is an applied psychology specialty that
blends the knowledge bases of education and psychology into
a professional practice that delivers services to clients of vari-
ous ages, primarily those of school age (preschool to college),
in a variety of settings, primarily public and private elemen-
tary and secondary schools. School psychology can be further
defined along several dimensions, including professional as-
sociation definitions, demographics, training, credentialing,
employment characteristics, and services. A career publica-
tion states that “school psychologists work directly with pub-
lic and private schools. They assess and counsel students,
consult with parents and school staff, and conduct behavioral
intervention when appropriate” (American Psychological
Association, 1998, p. 7). The Division of School Psychology
(Division 16) within the American Psychological Association
(APA) describes itself as composed of scientist-practitioner
psychologists whose major professional interests lie with
children, families, and the schooling process. The National
Association of School Psychologists (NASP) describes school
psychologists as members of a team with educators, parents,
and other mental health professionals who seek to ensure that
children learn in safe, healthy, and supportive environments.
A broad definition of school psychology appears in the Peti-
tion for Reaffirmation (1997).

Demographic Descriptions

Estimates are that there are at least 30,000 school psycholo-
gists in the United States, perhaps constituting one-third
of all school psychologists on earth (Oakland, 2000). Prac-
titioners in the field are approximately 70% female, pre-
dominantly Caucasian (at least 90%), have a median age of
about 41 to 45 years, and have a median of 11 to 15 years
of experience. School-based practitioners work within a
psychologist-to-schoolchildren ratio of 1 to 1,800–2,000.

Training and Credentialing

Practitioners are prepared in more than 200 graduate-level
school psychology programs. The programs are accredited by
one or more of the following agencies: the APA (doctoral pro-
grams only) and the National Council for Accreditation of
Teacher Education (NCATE; master’s, specialist, and doctoral
programs), and they are approved by state departments of edu-
cation. Programs exist in departments of psychology in colleges
of arts and sciences as well as various departments within
collegesofeducation(e.g.,departmentsofspecialeducation,ed-
ucational psychology). At least two-thirds of all school psy-
chologists hold a specialist degree (EdS) or its equivalent
(master’s degree plus 30 semester hours) or a higher degree; ap-
proximately 20% to 25% hold a doctoral degree (EdD, PhD,
PsyD). Specialist-level programs typically require 60 to 70
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semester hours, while doctoral programs typically require 100
or more. Both degrees require the equivalent of at least one
school year of supervised internship (a minimum of 1,200 hours
at the nondoctoral level and 1,500 hours at the doctoral level).

School psychologists are granted practice credentials (cer-
tificates or licenses) by each state’s department of education
(SDE) and/or by a separate state board of examiners in psy-
chology (SBEP). The SDE credentials school psychologists
for practice in the settings under its jurisdiction, typically all
public schools but also possibly private schools, correctional
schools, and residential schools. The SBEP credentials prac-
titioners, often referred to as health service providers, for
practice in settings under its jurisdiction, typically all non-
school settings within the state (e.g., mental health centers,
hospitals, independent private practice). In some states the
jurisdictional authority is less distinct.

Employment Characteristics and Services

School psychologists work predominately in school settings
(at least 80%), under 9- or 10-month contracts (180–200 days).
In 1999, their average salary was $49,000 per year. As school
district employees, most are subject to the district’s conditions
and receive benefits and retirement packages similar to those
of other district employees. Other school psychologists work
in a variety of nonschool settings. Among them, 3% to 5%
work full-time in private practice, and 3% to 4% in colleges or
universities.

The referrals most commonly made to school psycholo-
gists come from children in the elementary school grades and
are more often males than females. The referrals are associated
with learning and behavioral difficulties that teachers and/or
parents often suspect are related to one or more categories of
disability within the regulations of the state education agency.
Surveys of practitioners have consistently revealed that they
spend at least 50% of their time in psychoeducational assess-
ment activities related to special education referrals, per-
haps 40% of their time in consultation and direct intervention
activities, and the remaining 10% in research and evaluation,
in-service instruction, and administrative duties.

Historical Periods Defined

Although derived from similar origins and early develop-
ments, contemporary school psychology is a specialty dis-
tinct from clinical, counseling, and educational psychology.
The historical development of school psychology has been
described as consisting of two broad periods, the Hybrid
Years (1890–1969) and the Thoroughbred Years (1970–
present) (Fagan & Wise, 2000). During the Hybrid Years,

school psychology was often a blend of educational and psy-
chological practice; its dominant role was assessment to meet
public education’s need for diagnoses for special class place-
ment. Even in the latter decades of this period, school psy-
chology was a mix of practitioners trained and certified in
various fields (e.g., clinical psychology, teacher education,
and guidance counseling) as well as many whose training and
experience were specifically in school psychology. 

The Thoroughbred Years period differs from the previous
period because of the rapid growth in the number of training
programs, practitioners, and state and national associations,
the expansion of literature, and increasing professional regu-
lation from forces within and outside of the field. Collectively,
these changes contributed to a stable professional entity
known as school psychology. Since 1970, school psychol-
ogists have been more consistently employed in positions
titled “school psychologist”; they work in states offering
school psychology credentials to those who have completed
training programs specifically in school psychology and
accredited as such and whose trainers have been school psy-
chologists. This greater uniformity has been modal in the
Thoroughbred Years, although it could be observed in more
advanced locales in the latter Hybrid Years, especially in
urban and suburban areas (Mullen, 1967). The Thorough-
bred period was not achieved simply because of an identity
made possible by more purely bred school psychologists.
The Hybrid Years had many persons who championed
the cause and identity of school psychology despite their
own backgrounds in clinical and educational psychology,
teacher education, and guidance counseling. Among the nota-
bles were Harry Baker, Jack Bardon, Ethel Cornell, Susan
Gray, Leta Hollingworth, Bertha Luckey, Grace Munson,
Frances Mullen, T. E. Newland, Marie Skodak, and Percival
Symonds.

THE HYBRID YEARS

The practice of school psychology did not start abruptly.
Several factors contributed to the circumstances under which
psychological services to schools emerged.

Factors Contributing to the Origins of Practice

Era of Reform

Several factors led to the origin of school psychology as a
distinct discipline. Paramount among these was a post–Civil
War era of reform marked by the rise of juvenile courts, the
enactment of child labor laws, the growth of institutions
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serving children, the beginnings of the mental health, voca-
tional guidance, and child study movements, and the enact-
ment of compulsory school attendance laws for children.
Collectively, these efforts reflected the improving status of
children and youth in America and a growing commitment to
the viewpoint that the welfare of our children was closely
related to the long-term improvement of our society.

Compulsory Schooling

Compulsory schooling laws significantly influenced the con-
ditions under which school psychological services devel-
oped. Over the course of American history, the responsibility
for schooling had passed from parents in the home, to
schooling outside of the home, and eventually to formally
established, compulsory schooling. Even in the absence
of compulsory attendance laws, school enrollments grew
throughout the nineteenth century. The attendance reflected a
growing need for education to help children and youth meet
society’s demand for educated employees to fill newer and
more technologically demanding jobs. It also reflected the
need to inculcate a sense of moral values and character to
better ensure the survival of the nation. The concern for na-
tional survival was related to heightened U.S. immigration
during this period. These and other forces spurred the com-
pulsory schooling movement, and by 1920 all states had en-
acted such legislation. Thus, during the period 1890–1920,
increasingly large numbers of children were thrust upon the
public schools, many of whom had never before attended
school in America or elsewhere before coming to America
as immigrants. Between 1890 and 1930, public school en-
rollments increased from 12.7 to 25.7 million students, with
secondary school enrollment increasing from 203,000 to
4.4 million. The average number of days in the school year
increased from 135 to 173 (28%), and the average number of
days attended increased from 86 (64% of 135 day year) to
143 (83% of 173 day year).

Special Education

The schools were not well prepared for such rapid change.
The formal preparation of teachers was meager by contem-
porary standards, accreditation of programs and teacher cre-
dentialing were practically nonexistent, class sizes were
large, facilities were often ill equipped and unhealthy, and
large numbers of children had various mental, physical, and
other disabilities that impaired their efforts to learn.

Estimates of the number of children with disabilities were
large. For example, Wallin (1914) estimated that 12 million
pupils were handicapped by one or more physical defects

(e.g., defective vision or hearing, adenoids, teeth, lungs).
Such conditions quickly led to medical inspections for school
entrance. Noting the presence of other disabilities related to
school learning (e.g., intelligence, memory, speech, sensa-
tion), Wallin called for psychological inspections as well.
Wallin reasoned that if the child was to be compelled to at-
tend school, then it was the state’s responsibility to provide
conditions under which the child could learn the material
the state required him or her to learn. Compulsory schooling,
which led to the mass education of children, in effect created
the conditions under which other forms of educational treat-
ments would be needed for children who failed to profit from
the regular educational program. Thus was advanced the con-
cept and practice of special education and the groundwork for
what would become a growing separation of regular and spe-
cial education throughout the twentieth century. The growth
of special classes, usually segregated from the mainstream of
regular education, was gradual but persistent. Dunn (1973)
indicates that special education enrollment grew from 26,163
in 1922 to 356,093 in 1948 and to 2,857,551 by 1972.
Today more than five million school children are in special
education.

Rise of Experts

Compulsory schooling thus created a major community set-
ting, the school, within which psychologists could choose to
work. This was as significant to the future of school psychol-
ogy as the promise of the Community Mental Health Centers
Act of the 1960s was to clinical and counseling psychology.
Moreover, the conditions of the children placed demands on
educators that would require the addition of specialized
personnel in several fields, including school psychology.
These fields would soon be referred to collectively as pupil
personnel services and would include attendance officers,
truant officers, social workers, guidance counselors, voca-
tional counselors, school health workers including nurses and
physicians, speech and language clinicians, and psycholo-
gists. Schooling had not only become formalized outside of
the home, but there were now various experts to assist an
increasingly formally trained teaching force. Despite opposi-
tion from the scientific psychology community, the emer-
gence of psychological science during this period influenced
the rise of experts in applied psychology. Applied psycholo-
gists were part of a growing class of experts in many fields as
knowledge expanded rapidly and one could no longer expect
to manage the affairs of life without expert assistance. Real or
illusory, this perception grew during the twentieth century,
promoting the rise of psychological experts, specializations,
and subspecializations.
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Child Study Movement

Another potent factor in the origin of school psychological
services was the child study movement. Influenced primarily
by G. Stanley Hall, this movement served to sensitize parents
and teachers to the importance of childhood and to the
knowledge gained about children from research through
observational and questionnaire methods. Hall was interested
primarily in the normative aspects of the development of nor-
mal children and youth. By the beginning of the twentieth
century, he had supervised or conducted dozens of normative
research studies that helped to define the typical or normal
child. The child study movement had chapters in several
states, and conventions were held on child study topics.
Hall founded several professional journals and is credited
with founding the American Psychological Association
(APA) in 1892 (Ross, 1972).

Educational Psychology

Hall’s efforts and those of other psychologists of the period
(e.g., E. L. Thorndike) fostered the emergence of educational
psychology as a major field of psychological application.
Educational psychology built upon the normative notions of
child study and sought to provide educators broader under-
standing of how children learn, how curricula could be more
efficiently arranged, and how schools could be better orga-
nized. Educational psychology also served to sensitize edu-
cators and parents to the contributions that psychology could
make in the mass education movement (see e.g., Cubberly,
1909; Thorndike, 1912).

Clinical Psychology

Another highly potent factor was the emergence of clinical
psychology. Although related to the child study movement,
the emergence of clinical psychology is credited to Lightner
Witmer, and its orientation was primarily idiographic. Witmer
is considered to be the father of clinical psychology, having
founded the first psychological clinic in this country at the
University of Pennsylvania in 1896 (McReynolds, 1997).
Where Hall was concerned about the typical development of
schoolchildren, Witmer was most concerned with diagnosing
and intervening on behalf of children who did not thrive in the
regular educational environment of the mass education exper-
iment. Witmer’s efforts brought to the attention of educators
and parents the importance of studying and designing inter-
ventions for individual children with one or more atypical
characteristics. He worked in school settings on occasion and
received numerous referrals from parents and educators. By

the early twentieth century, he was training persons to pro-
vide these services on a limited basis to schoolchildren.
Though perhaps the first person to practice school psychol-
ogy, Witmer never held that title, nor did he originate the
term. Rather, the term “school psychologist” appears to
have its origins in the German literature, first translated into
English in 1911 (Stern, 1911).

Summary of Potent Factors

In summary, among the most potent factors creating the con-
ditions for school psychological services were the changing
status of children, the emphasis on the importance of child-
hood to saving adult society, and the central role of public
schooling in that process. Indeed, almost every perceived
failure or problem in society throughout the twentieth cen-
tury led to curricular and other adjustments in our schools.
These include food services for the poor, special reading pro-
grams, pupil personnel services, alcohol, drug, and tobacco
prevention programs, special programs for teen pregnancy,
delinquency and dropout prevention, and special education.
Even curricula in home economics and driver education can
be seen as reflecting societal needs.

In addition, the importance of children as emotional, as
opposed to mainly financial, assets (see e.g., Zelizer, 1985)
and the fact that they were housed for much of their childhood
and youth in school buildings helped to create a new culture of
childhood and adolescence that pervaded the twentieth cen-
tury. The emergence of adolescence as a formal developmental
stage and recognition of the significance of peer groups are, in
part, a function of the mass education movement. Formal entry
into adulthood for most children became delayed until the late
teen years or longer, and it was educational facilities that
served as warehouses for children and youth until such entry.
Needless to say, the growth of elementary enrollments would
lead to growth in secondary enrollments, then growth in the
postsecondary colleges and universities, technical schools,
and other forms of education. With this formal structure in
place, the post–World War II baby boom would accelerate
these developments. Applied psychologists would follow this
trend, and by the late twentieth century, school psychologists
were employed in preschool, elementary, secondary, and
postsecondary educational settings.

The emergence of child study and clinical and educational
psychology in the period 1890–1920 were symbiotic develop-
ments with the emergence of mass education. They were in-
strumental in advancing the organization of schools and their
curricula and in drawing attention to the needs of atypical
children through special educational programs. The disciples
of pioneers like Hall and Witmer would bring together the
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knowledge and practices of these fields into school psycho-
logical services. Most notable among these disciples was
Arnold Gesell, the first person to work with the title “school
psychologist” within a part-time practice under the supervi-
sion of the state of Connecticut. His efforts built upon those of
Witmer and Hall and helped to establish school psychology’s
connection to the individual psychoeducational diagnosis
of children with school problems and their placement in
special education. His practice from 1915 to 1919 bore
numerous similarities to contemporary school psychology
(Fagan, 1987).

Professional Developments (1890–1920)

In addition to the factors that led to the emergence of school
psychology, several other professional developments between
1890 and 1920 contributed to the discipline’s development.

Spread of Clinics

Witmer’s clinical psychology and Hall’s child study stimu-
lated the rise of clinics in hospital, residential care, college
and university, juvenile courts, and public school settings
(Wallin, 1914). The first school-based clinic, the Department
of Scientific Pedagogy and Child Study, was founded in 1899
in the Chicago public schools (Slater, 1980). Over time, this
agency shifted from a nomothetic to a more idiographic
clinical approach and still operates as the district’s Bureau of
Child Study. Cincinnati, Cleveland, Detroit, Los Angeles,
New Orleans, New York, Philadelphia, Pittsburgh, Rochester,
Seattle, St. Louis, and several other urban, and a few rural,
school systems had clinics by the end of this period. The
orientations of the school-based clinics were often nomo-
thetic and idiographic; some carried names such as “bureau
of educational research,” while others were specifically clini-
cal and referred to as psychological services. Thus, school
psychological services developed from both idiographic
clinical and nomothetic orientations. Contemporary school
psychology continues to reflect both orientations as seen
in the emphases on work with individuals and groups and
the use of normative data and instruments within a clinical
child study model. By the end of the period, several individ-
ual school districts had hired school psychologists to facili-
tate special educational placement of children, whether or not
the district had a formal clinic.

Test Development

Perhaps no other factor contributed more to the early role and
function of psychologists in schools than the development,

publication, and rapid popularity of normatively referenced
psychological and educational tests. Emerging from proce-
dures developed in laboratory settings, the use of tests gained
ascendancy from the work of Alfred Binet, whose scales were
widely used in this country following their modification and
norming by Louis Terman in 1916. The Stanford Revision of
the Binet-Simon Scales helped to define the segmentation
of children for special education and was the hallmark of
school psychology services for decades to come. Test devel-
opment also occurred in academic achievement, vocational
development, motor and sensory skills, and other areas. The
testing movement was given additional impetus by the Army
Alpha tests developed to select and classify recruits in World
War I. These tests led to further development of group and in-
dividual tests in numerous skill areas, many of which were
used with schoolchildren. The Binet scales were frequently
used by Gesell and other school psychologists of the period.
Psychoeducational tests, developed without the need for
expensive and cumbersome laboratory instruments and pro-
cedures, provided a portability to psychological services that
enhanced their development in several settings, especially in
schools throughout the country (Fagan, 2000).

Organizational Development

Although founded in 1892, the APA had a small, predomi-
nantly doctoral level, membership, and avoided for several
decades involvement in professional and applied psychology.
Few school psychologists belonged to the APA, but per-
haps some belonged to the National Education Association
founded in 1870 (which added a section on child study in
1894). Of the 100 to 200 practitioners who provided psycho-
logical services in school settings during this period, most
held no national membership, and few if any state-level or
local organizations represented their interests. The American
Association of Clinical Psychologists (AACP) was formed in
1917 to serve the interests of clinicians in various settings,
but it was short-lived, disbanding in 1919 to become the
clinical section of the APA, the first APA division.

Training and Credentialing

Formal programs of training and regulation through accredi-
tation and state-level credentialing (licensing or certification)
are among the major symbols of professionalization. At least
for school psychology, and most of applied and clinical psy-
chology, such symbols were absent in this period. Although
there were a few clinical psychology training programs, in-
cluding one developed by Lightner Witmer, no programs were
specifically titled “school psychology.” Child-study-related
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degrees under Hall at Clark University contributed to the
knowledge of some who practiced in school settings, but this
was not a “school psychology” program. Practical experi-
ences were often available beyond the training programs in
local clinics or institutions. The first formal internship appears
to have been available as early as 1908 at the Vineland Train-
ing School in New Jersey (Morrow, 1946). Also absent were
avenues for the formal granting of credentials to psycholo-
gists in school or other settings.

Literary Development

The availability of professional literature is among the few
symbols of professionalization observable in this period,
though no journals or books appear to have existed specifi-
cally for school psychologists. To the extent practitioners
sought professional information, they would have read the
available psychology journals (e.g., American Journal of
Psychology, Pedagogical Seminary, Psychological Bulletin)
and education journals (e.g., School and Society, Journal of
Educational Psychology). Perhaps the most relevant journal
was The Psychological Clinic, founded by Witmer in 1907.

Early Practice

This period lacked much theoretical development or a knowl-
edge base for the diagnosis and treatment of children’s dis-
orders. Practitioners were operating largely from their own
experience or that of mentors and used available laboratory
and psychoeducational tests, including anthropometric mea-
surements. Practice was oriented primarily toward observa-
tion and assessment of the child (e.g., a medical model) with
consideration given to some extent to school-based and fam-
ily influences. The dominant role of the school psychologist
was assessment, with lesser emphasis on remediation or ther-
apy and consultation. Research and evaluation, administra-
tion, and in-service education activities were also performed
to some degree.

School psychologists were a mix of persons trained in
psychology, teacher education, and related fields. They were
hired by school boards to administer the newly developed
Binet and other tests primarily to sort children into differ-
ent educational programs and to foster the development of
special education. Overall, the period 1890–1920 provided
a prototype from which a more identifiable school psychol-
ogy specialty would emerge. For all practical purposes,
professional development in school psychology was meager
throughout this period. Training, credentialing, literature,
organizational development, and practice identity would
advance considerably in the following decades.

Emergence of School Psychology as a 
Distinct Field (1920–1940)

The factors specific to school psychology’s origins expanded
during this period, and discernible trends for the future were
established. Despite the financial woes of education during
the Great Depression, employment opportunities for psychol-
ogists in schools expanded during this period. Although orga-
nizational representation continued to be unclear, school
psychology literature contributed to the discipline’s identity.
Training opportunities and the emergence of specific creden-
tials followed upon the growth of employment and special
educational programs.

Organizational Development

Psychologists in New York State formed the New York Asso-
ciation of Consulting Psychologists in 1921. Interest in this
group spread to other states, and in 1930 it was renamed the
Association of Consulting Psychologists (ACP). In addition
to several state affiliate groups, the ACP published a newslet-
ter and, in 1937, founded the Journal of Consulting Psychol-
ogy (now the Journal of Consulting and Clinical Psychology).
In 1937, the ACP merged with the Clinical Section of the APA
to form the American Association of Applied Psychologists
(AAAP), which had specific sections for business and indus-
try, clinical, consulting, and educational psychology (English,
1938). Psychologists practicing in school settings belonged to
the clinical and/or educational sections. The dual representa-
tion reflected the origins of the field and its growing identity
as a blend of both educational and clinical psychology. As yet,
however, there was no clear identity for school psychologists
in any national organization, and it is likely that most school
psychological practitioners still did not belong to a national
group. Even by 1940, there were no state-level organizations
specifically for school psychologists, although many practi-
tioners probably belonged to state affiliates of theAAAP (e.g.,
the Ohio Association of Applied Psychologists). Local psy-
chology groups existed in some large cities as well.

Literary Development

With few exceptions, literature related to school psychology
remained similar to that of the previous period. There were
still no journals specifically about school psychology, and
practitioners continued to read education and psychology
journals. The addition of the AAAP’s Journal of Consulting
Psychology provided a more specific focus, however. It was
also during this period that the first text about school psy-
chology was published, Psychological Service for School
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Problems by Gertrude Hildreth (1930). In addition, the first
journal article including “school psychologist” in its title ap-
peared early during this period (Hutt, 1923).

Training Program Development

For psychology trainees desiring to work in the schools, rec-
ommended curricula were available at several colleges and
universities. In the late 1920s, New York University estab-
lished the first programs specifically titled “school psychol-
ogy” leading to undergraduate and graduate degrees and even
the doctorate (Fagan, 1999). In the late 1930s, Pennsylvania
State University also established graduate sequences for school
psychologists, although a specific school psychology doctoral
program was not available until much later. By the end of
the period, few training programs were specifically titled
“school psychology,” and most personnel continued to be
trained in general experimental psychology, educational and
clinical psychology, and teacher-education-related programs.

Credentialing Development

Governmental recognition of psychologists providing ser-
vices to public schools emerged in this period. The develop-
ment of standardized tests to facilitate the proper placement
and education of children made it necessary to impose some
form of regulation on those who administered the tests. By
1925, the New York City public school system was offering a
licensing examination for persons holding a master’s degree
from an institution recognized by the state’s board of regents
and who had at least 1 year of experience in mental measure-
ment. Although specific evidence of credentialing is lacking,
it is probable that several other major cities were also imple-
menting some regulation. In some locales, especially smaller
cities and rural settings, such regulation required no more
than a teaching certificate and a special course in Binet test-
ing; the experts were often referred to as “Binet examiners.”
The title “school psychologist” was growing in use but was
not widespread.

State-level credentials for school psychologists were first
approved in New York and Pennsylvania in the mid-1930s.
Although the requirements did not include graduation from a
training program in school psychology per se, recommended
programs of preparation appropriate to such practice were
included, as were expectations for fieldwork experience.
Graduate-level work (which might lead to the master’s de-
gree) was expected in addition to an undergraduate degree. In
Pennsylvania, practitioners were called “school psychological
examiners” or “school psychologists” (depending on experi-
ence); in New York, they were called “school psychologists.”

Characteristics of Practice

Specific practice information is provided in Hildreth (1930)
and in her diary entries when she was a school psychologist
for the Okmulgee, Oklahoma, schools (1922–1923). (The
Educational Testing Service maintains her papers.) These and
other retrospective accounts reveal an expansion of services
from the previous period, though services were still domi-
nated by the psychoeducational assessment role. Newly de-
veloped tests of achievement, as well as the Binet scales,
revised in 1937 to include two forms (L and M), were in wide-
spread and frequent use. Practitioners were also involved in
group testing, academic remediation, adjustment services for
children with social and emotional problems, and consul-
tation, while administrative, in-service education, and re-
search duties continued to take up small percentages of time.
Watson’s behaviorism had a discernible impact on educators,
although it is unlikely that many practitioners were providing
behavior modification services. In comparison to psychoe-
ducational assessment services, therapeutic interventions,
behavioral or psychodynamic, were not common among
applied psychologists of this period (Loutit, 1939).

The 1935 New York State certification requirements spec-
ified the duties of the school psychologist:

Subject to the direction and supervision of the superintendent of
schools, to examine children for ungraded classes, classes of
mentally retarded or gifted children and other special classes in
which mental ability of the pupils is the main factor; diagnose
learning difficulties of children and suggest remedial treatment;
investigate causes of personality and social maladjustment; su-
pervise the diagnostic and remedial measures and procedures
used by teachers and supervisors in overcoming learning diffi-
culties or social maladjustments of pupils, and advise and assist
teachers and supervisors in the application of such measures;
give pupils individual instruction in overcoming learning diffi-
culties or other maladjustments and advise supervisors, teachers
and parents with regard to the kind of instruction given to said
pupils; confer with teachers and parents with regard to the learn-
ing and behavior problems of children; advise teachers, princi-
pals and the superintendent of schools with regard to all matters
relating to psychological problems of children; and to related
work as required. (Cooper, 1935, pp. 14–15)

The services described were probably more comprehensive
than most school psychologists were able to provide at that
time, especially in rural areas and in states less professionally
advanced than New York. The Bureau of Child Guidance in the
New York City schools and the Bureau of Child Study in
the Chicago public schools are examples of comprehensive
urban service delivery for that period (City of New York,
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Board of Education, 1938; City of Chicago, Board of Educa-
tion, 1941). These sources give clear indication that psycho-
logical workers were often providing remediation, counseling,
and in-service instruction in addition to conducting regular and
special education assessments.

Service delivery was increasingly provided by district-
based psychologists. However, services through school and
community clinics or research bureaus were common in large
and medium-sized cities, and some rural areas were served
through traveling clinics. In the latter model, services were
provided by small teams of workers (e.g., a psychiatrist, a
psychologist, and a social worker) traveling to small districts
and providing evaluations, recommendations, and consulta-
tion on a periodic basis. Such services lacked the continuity
that could be provided by a district served by its own school
psychologist. By the end of the period, as many as 500 school
psychologists may have been employed in connection with
the schools.

Emerging Symbols of Professionalization (1940–1970)

Despite the general expansion of school psychology from
1920 to 1940, only a few symbols of professionalization were
evident (training and credentialing), and they appeared in
only a few locales. Even a code of ethics had yet to be offi-
cially adopted, although the APA would celebrate its 50th
birthday in 1942. The period 1940 to 1970 would see the fur-
ther expansion of these symbols and the emergence of others
in the form of organizational identity, literature, professional
recognition, and accreditation. By the mid-1960s, the field
was rapidly expanding through training, credentialing, and
employment that set the stage for the Thoroughbred Years to
follow.

Organizational Developments

Participating in a broad effort to consolidate psychology
groups to assist with government efforts during World War II,
the AAAP, along with several smaller groups, merged with
the APA in 1945. The new APA had 19 divisions, includ-
ing the former divisions of the AAAP and Division 16,
specifically for school psychologists (Fagan, 1993). Al-
though the division struggled for survival during its first sev-
eral years, it provided a national organizational identity for
practicing school psychologists that had not been available in
the AAAP. The division was weak in comparison to those
serving clinical, educational, and counseling psychology. In
part, this was because its members were divided in their loy-
alty to other divisions (many had previously belonged to the

educational or clinical sections of AAAP) and because the di-
vision accepted as members only practicing school psycholo-
gists. The membership requirement limited the number of
academics that could join the division, which also reduced its
research contributions and scientific image. Owing to these
weaknesses and the general lack of a clear identity, the divi-
sion did not share in the professional advancements of clini-
cal and counseling psychology until the late 1960s. For
example, the division did not achieve the status of awarding
a diploma in school psychology as part of the American
Board of Professional Psychology (ABPP) until 1968, nor
did it share in accreditation until the beginning of the next
period.

Despite these weaknesses, the division accomplished
many things. In 1953, the APA adopted a code of ethics, and
the division was active in adapting the code to the needs of
school practitioners. The division’s convention programs and
professional institutes were highly successful. It broadened
membership to include academics and improved the status
of nondoctoral members. A highlight of the period was the
Thayer Conference of 1954, the proceedings of which were
widely distributed (Cutts, 1955). The conference forged an
identity for school psychology. It specified two levels of
training and credentialing, with nondoctoral personnel ex-
pected to be under the supervision of doctoral-level school
psychologists and to carry titles such as “school psychologi-
cal examiner.” Subsequently, standards for preparation at two
levels and efforts to accredit programs at two levels were im-
plemented but with little success.

Unlike clinical and counseling psychology, school psy-
chology within the APA was unable to shed its nondoctoral
practitioner advocacy, despite an allegiance to the doctoral
requirement for full status as a psychologist. By the 1960s,
fewer than 10% of the field’s practitioners held doctoral
degrees, and most positions were filled by persons with mas-
ter’s degrees who wanted better national and state-level
representation than the APA or its state affiliates provided.
The first separate state association for school psychologists
was formed in Ohio in 1943. By 1970, 17 states had separate
associations for school psychologists. In 1968, the Ohio
School Psychologists Association organized a conference
in Columbus, Ohio, attended by representatives of several
states who chose to establish in 1969 a separate national
group, the National Association of School Psychologists
(NASP). In the same year, the Division of School Psycholo-
gists changed its name to School Psychology in order to
reflect a broader representation of school psychology as a
field of study in addition to persons who worked as school
psychologists.
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Literary Developments

More literature specific to school psychology was produced
in this period than in all the previous periods combined. In
addition to the Thayer Conference proceedings, a special
issue of the Journal of Consulting Psychology (Symonds,
1942) focused on practice in the schools. The primary events,
however, were the founding of the Journal of School Psy-
chology in 1963 and Psychology in the Schools in 1964.
School psychology finally had a literature of its own. The
Division of School Psychology had a newsletter, as did
the state associations, but their content and circulation were
much narrower than these journals provided. Several books
about school psychology were published in the 1960s. Many
of these were philosophical in nature, describing the authors’
viewpoints on the appropriate roles and functions of school
psychologists and their training needs. The literature re-
flected the growing interest in the field, the need for texts in
emerging training programs, and a continuing effort to clarify
the field’s identity (Fagan, 1986).

Training Developments

Although there were only a few programs at the beginning of
this period, at least 18 (including 5 doctoral programs) were
identified by the time of the Thayer Conference, and about
100 programs specifically on school psychology existed by
1970. However, APA accreditation of school psychology pro-
grams was not accomplished until 1971. Thus, during this
period, programs were developed in the absence of official
APA curriculum standards, although some programs used the
guidelines being developed by Division 16 in its effort
to achieve accreditation. Programs were more often devel-
oped to comply with the requirements for certification and
licensure put forth by state-level education and psychology
boards. By the end of this period, school psychology pro-
grams were widespread in the more populous states, espe-
cially east of the Mississippi River, and approximately 3,000
students were in training. Locally developed and uncoordi-
nated efforts provided internships for trainees in most states,
although a few, like Ohio, developed a statewide system of
paid internships by the mid-1960s.

Credentialing Developments

As demand for practitioners grew, the need to regulate their
services and preparation increased. State education agency
credentialing of school psychological examiners and school
psychologists grew quickly. Following the examples of New

York and Pennsylvania, other states began credentialing
school psychologists so that by the mid-1940s, 13 states had
done so. That number increased to 23 states by 1960, and per-
haps 40 by the end of the period. Few of these states followed
the two levels of training, titles, and practice recommended
by Division 16, choosing instead to require training below
the doctoral degree, sometimes to include a bachelor’s degree
with additional graduate work or a master’s degree with spe-
cific training, and in some instances requiring a teaching
credential and/or experience. By the end of the period, how-
ever, the master’s degree with training in school psychology
was typical of credentialing requirements from state educa-
tion agencies, and few states were requiring prior training as
a teacher.

Credentialing for nonschool practice (e.g., community
clinics, independent private practice) followed closely upon
the success of the state education agencies. The first psychol-
ogy credentialing by a state board of examiners in psychol-
ogy (SBEP) occurred in 1945 in Connecticut. By 1960, 15
states achieved this, and 40 states had done so by 1969.
These laws tended to follow closely the APA’s expectations
for the doctoral degree, with some states allowing the title
“psychologist” at the master’s level. Most states employed
the term “psychological examiner” or “associate” for non-
doctoral persons and restricted their practice or placed their
work under doctoral supervision. The differing requirements
of the SDE and SBEP restricted or barred the practice of
most school-based school psychologists in nonschool set-
tings. This set the stage for numerous state-level conflicts in
the future.

Practice Characteristics

School psychology practice remained similar to the previous
period, although its roles and functions in the area of thera-
peutic interventions and consultation expanded somewhat.
Whereas World War I had launched the contributions of psy-
chological testing, World War II launched the contributions
of psychotherapy to war veterans and indirectly to school
psychological practice. The period 1940–1970 brought to the
fore the theories of Carl Rogers, Fritz Perls, Albert Ellis,
and others in addition to the dynamic Freudian therapies.
In addition, Skinnerian theory was advancing the position of
behavioral psychology and its applications in behavior
modification. The growth of therapeutic psychology was also
heightened by the Community Mental Health Centers Act
of 1963, which encouraged widespread development of
community-based clinics for therapy in addition to psycho-
logical assessment.
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The therapeutic expansion spilled over into the practice of
school psychology, albeit on a much narrower scale than the
traditional psychoeducational assessment role for special ed-
ucation eligibility. However, even the traditional role was
broadened by the influx of new scales, such as the Wechsler
intelligence scales; numerous personality assessment mea-
sures, including projective techniques; psychomotor and psy-
cholinguistic scales; and the Binet scales, which were revised
to a single form (L-M.). Their use was enhanced by the offi-
cial recognition of learning disability as a special education
category in the late 1960s.

The approach to practice was also expanding. The latter
portion of the Hybrid Years was characterized by renewed in-
terest in environmental influences on development and edu-
cation. Child study expanded from its traditional focus on the
child to a broader conceptualization of factors including
the ecology of the school and family variables. School failure
and child social and emotional problems were no longer
viewed simply as failures of the child. Rather, such problems
were also being attributed to teacher, classroom, family, and
environmental factors.

The post–World War II baby boom quickly raised school
enrollments and heightened the need for psychological assis-
tance in developing special educational programs. Special
education enrollments grew from 310,000 to 2 million during
this period, increasing the demand for school psychologists.
By 1950, there were about 1,000 practitioners, but by the end
of the period the number had grown to 5,000. Practitioners
worked primarily in school settings (public, private, residen-
tial), with only a fraction working in nonschool settings or in-
dependent private practice. With baby boom enrollments and
mothers increasingly working out of their homes, day care
and Head Start programs were established. As schools ex-
panded kindergarten and other preschool programs, school
psychology practice spread to those settings. School psychol-
ogists continued to be in demand because they were per-
ceived as specialists employed to assist the school system in
sorting children into more appropriate educational programs
and services and providing interventions and consultation to
children, their families, and educators.

Overview

The historical origins of school psychology from both psy-
chology and education were clearly observable in the struc-
ture of the field by the end of the Hybrid Years. Two separate
associations were now representing school psychologists at
the national level. Separate state-level organizations affiliated
with the NASP were established, whereas the state psycholog-
ical associations affiliated with the APA. School psychology

had achieved a literature distinct from mainstream psychol-
ogy’s literature, reflecting its need to have information and an
identity that focused on psychological applications to schools
and the problems of schooling.

Training programs were developing in psychology depart-
ments in colleges of arts and sciences but more rapidly in var-
ious departments of colleges of education. To the extent that
program accreditation was discernible, it was emerging at the
doctoral level from the APA and at the master’s and doctoral
levels from the National Council for Accreditation of Teacher
Education (NCATE). Two systems of credentialing in school
psychology were in place, one regulated by state departments
of education and the other by state boards of examiners in
psychology.

The prototypical developments of the early Hybrid Years
had evolved into a distinct structure of school psychology by
the end of the period. This structure would grow in strength
and complexity during the Thoroughbred Years, but the two
worlds of school psychology (education and psychology) and
the two levels of training, titles, and practice would haunt the
field for the remainder of the century and into the next. 

THE THOROUGHBRED YEARS (1970–PRESENT)

The past 30 years of school psychology’s development are
characterized by strengthened identity, consolidation of na-
tional and state-level organizations, and acquisition of the
symbols of full professionalization. Significant influencing
factors include external and internal regulation of training
and practice. Among the most influential has been the enact-
ment of federal legislation regarding the management of in-
formation and the rights of persons with disabilities. Public
Law 93-380, the Federal Educational Rights and Privacy Act
of 1974, substantially changed the manner in which public
and private agencies collected, maintained, and disseminated
information, including school psychological records. Public
Law 94-142, the Education for All Handicapped Children Act
of 1975, mandated a special education in the least restrictive
environment, including psychological services for all eligible
children of school age. Subsequent amendments to this law
broadened the age range of eligible children and the cate-
gories of special education. The most recent amendment was
Public Law 105-17, the Individuals with Disabilities Educa-
tion Act of 1997. These laws and their subsequent national
and state-level regulations reflected a growing influence of
the federal government in public education, an arena previ-
ously left largely up to state and local governments. The rip-
ple effect of such external regulation on school psychology is
observable in the content of training curricula, credentialing
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requirements, organizational advocacy and governmental
relations, literary content, and practice.

Some of the external and internal regulation was in re-
sponse to the changing structure of U.S. society. Increased
immigration contributed to a more culturally diverse school
population. School psychologists were particularly involved
in programs of bilingual education, the teaching of tolerance,
and especially the development of nondiscriminatory assess-
ment practices. Maternal employment out of the home and
the rapid rise of single-parent families, largely as a result of
divorce, also had an impact on schooling and psychological
services. These were related to concerns for “latchkey” and
“at-risk” children that necessitated school psychological ser-
vices along lines of intervention and consultation (see later
discussion of practice).

Finally, the practitioner workforce was also growing in
cultural diversity, but by the turn of the twenty-first century it
was still predominantly Caucasian. Efforts to improve minor-
ity representation have been moderately successful. Women
were always well represented in school psychology, perhaps
always at least 30% of practitioners. Many held high-ranking
administrative positions in school districts and directed de-
partments of psychological services. Female representation
in the field increased rapidly after the 1960s and was more
than 70% by the late 1990s. In the Thoroughbred Years,
women quickly acquired positions of leadership in the NASP,
the APA, and state associations, as well as editorships and
training program faculty positions.

Organizational Development

Professional progress related to school psychology organiza-
tions is one of the most dramatic historical developments of
the Thoroughbred Years. The NASP, with fewer than 1,000
members in its first year, grew to more than 21,000 by the year
2000 and dominated the organizational development of the
period. However, it struggled in its first decade to establish a
base beyond itself in public advocacy and governmental rela-
tions. Instead, the period 1970–1980 was characterized by
internal achievements, including a code of ethics, standards
for training, credentialing, and service provision, publica-
tions, conventions, and practitioner representation. Although
its efforts in governmental relations were noteworthy, partic-
ularly those efforts connected to the federal legislation men-
tioned above, in the 1980s such efforts gained in stature. In
the 1990s, these efforts blossomed with a strong Washington,
DC, presence after the NASP established its headquarters in
the DC area (Fagan, Gorin, & Tharinger, 2000).

Among the NASP’s many accomplishments in this period,
two are paramount in contributing to professionalization. The

first was its persistent effort with the NCATE to jointly and
separately recognize training programs that met NASP stan-
dards. This was achieved within the NCATE’s revised proce-
dures for unit accreditation and for programs that were in
institutions that did not participate in NCATE accreditation.
By the late 1980s, the NASP had reached an agreement with
the NCATE to identify NASP-approved programs at both the
doctoral and specialist degree levels. By 1999, approximately
half of all training programs were so approved (Fagan &
Wells, 2000). The second was the success of its National
Certification in School Psychology (NCSP) program, which
gave individual practitioners recognition for completing train-
ing consistent with the NASP’s standards. More than 50%
of NASP members held the NCSP during the 1990s.

Within a decade of its founding, NASP became the domi-
nant representative group for school psychologists at the
national level, although it shared in several collaborative
efforts with the APA and its Division of School Psychology.
Descriptions of NASP history are found in School Psychol-
ogy Digest (volume 8, number 2), School Psychology Review
(volume 18, number 2), Fagan (1993, 1994), Fagan and Bose
(2000), and Fagan, Gorin, and Tharinger (2000).

The Division of School Psychology still could not capture
a representative practitioner membership. However, most
trainers, especially those connected to doctoral programs,
held membership in the division, often also holding member-
ship in NASP. The division’s total membership persisted in
the range of 2,300–2,800 throughout the period. As an offi-
cial governance unit within the APA and accepting APA
policies with regard to doctoral training, credentialing, and
practice, the division consolidated its advocacy for doctoral
school psychology, succeeded in gaining a stronger represen-
tation on key APA boards and committees, and gained ap-
proval for doctoral program accreditation, resulting in the
first accreditation of a program at the University of Texas in
1971. The growth of APA-accredited school psychology pro-
grams was slow but steady beyond 1980, and by 1999 there
were more than 50 accredited programs (Fagan & Wells,
2000). Accounts of the division’s history appear in Fagan
(1993, 1996) and Fagan, Gorin, and Tharinger (2000).

The policies of the NASP and the APA included sharp
differences regarding the legitimacy of the nondoctoral prac-
titioner. These differences were at the center of most contro-
versies among the NASP, the APA, and the APA’s Division of
School Psychology. They influenced policies and negotia-
tions on matters of training, credentialing, titles, and practice.
For example, accreditation conflicts between the NCATE and
the APA led to the establishment in 1978 of the APA-NASP
Task Force, now titled the Interorganizational Committee
(IOC). Although such differences have yet to be resolved, the
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IOC has been an effective vehicle for several collaborative
efforts between these organizations.

Although NASP was a dominant force in many areas and
held a commanding membership representation of school
psychologists (perhaps 70%), the Division of School Psy-
chology continued to be an important representative of school
psychology to the broader arena of American psychology
within the APA. In addition, the division was the dominant
force in doctoral-level program accreditation and advocacy
efforts exclusively on behalf of doctoral school psychology.
By the 1990s, the NASP and APA Division 16 had achieved a
more comfortable relationship, despite their major policy
differences (Fagan, Gorin, & Tharinger, 2000).

With the assistance of NASP, state associations for school
psychologists thrived. While there were just 17 associations
at the end of the Hybrid Years, there were at least 50 by the
late 1990s, almost all of which had formally affiliated with
NASP. In almost every state, two systems of organizational
representation now existed via the state psychological associ-
ation and the state school psychological association. In a
few states, the school psychology affiliate was a part of the
state psychological association. In most states, however, they
were entirely separate and often in bitter competition over
practice privileges and credentialing. Every state’s psycho-
logical association was affiliated with the APA. The network
of NASP state affiliates allowed the NASP a ready avenue
for promoting its positions, products, and advocacy efforts
throughout the country. The Division of School Psychology
had little or no effectiveness in doing this because state
psychological associations did not affiliate directly with
APA divisions, and in most states few school psychologists
belonged to the state psychological association. The differ-
ences in the effectiveness of such networks for the NASP
and the division were observable in the aftermath of their
jointly sponsored futures conferences in 1980 and 1981 (see
Brown, Cardon, Coulter, & Meyers, 1982; Ysseldyke &
Weinberg, 1981).

Organizational developments outside the United States
were also occurring. Originating in the early 1970s, the inter-
national school psychology movement led to the establish-
ment of the International School Psychology Association in
1982. Relatedly, the Canadian Association of School Psy-
chology (CASP) was founded in 1985. Both groups conduct
annual meetings and have affiliate organizations (see Fagan &
Wise, 2000, chapters 9 and 10).

Literary Development

Literary development followed quickly upon the expansion
of the 1960s. The NASP founded its School Psychology

Digest (now the School Psychology Review) in 1972 as a
member subscription journal, and it has one of the largest cir-
culations of all psychology journals. The Division of School
Psychology-APA founded Professional School Psychology
(now School Psychology Quarterly) in 1986. The division’s
journal was an indirect outgrowth of its monograph series in
the 1970s. Both groups improved the content and size of their
newsletters and provided other products in print and nonprint
media. The NASP developed an array of products specifically
for school psychology training programs and practitioners,
and the APA conducted a broad expansion of its publications.
Both groups published codes of ethics, standards, and refer-
ence materials (e.g., membership, training, and credentialing
directories). Division 16 produced several “Conversation
Series” interviews on videotape that were used in training
programs in the 1990s. Also of interest to literary expansion
in the United States was the founding of School Psychology
International in 1979 and the Canadian Journal of School
Psychology in 1985.

Numerous books on school psychology and related
topics were published, including those that were revised peri-
odically, for example, Best Practices in School Psychology
(Thomas & Grimes, 1995) and The Handbook of School
Psychology (Reynolds & Gutkin, 1999). In contrast to earlier
periods, there were a considerable number of books on con-
sultation, intervention, and service delivery alternatives.

Communication among school psychologists was spurred
as well by the widespread use of computers with Internet and
electronic mail capacity. Organizations, journals, school sys-
tems, university programs, and many school psychologists
disseminated information via Web sites and listservs.

National efforts were reflected at the state association level
as well. The state school psychology associations produced a
mass of literature and products of their own, including widely
disseminated newsletters. Whereas school psychologists dur-
ing the Hybrid Years had suffered a dearth of communication,
the Thoroughbred Years approached communication over-
load, especially in print and Internet communication. In addi-
tion, practitioners with subspecialty interests often garnered
information beyond the core school psychology sources. It
was indeed the “information age” for all of psychology.

Training Development

Training programs expanded rapidly in the 1970s, and for the
remainder of the period between 200 and 230 institutions
were offering programs at the master’s, specialists, and doc-
toral levels. Program standards were proffered by the NASP
that were in contrast to those of the APA. Both organizations
offered procedures for program approval and accreditation.
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By 2000, the NCATE, with the NASP as a constituent mem-
ber, was the largest accreditor of nondoctoral programs,
although the APA maintained a stronger presence among doc-
toral programs and related internship and postdoctoral train-
ing sites. The Thoroughbred Years were characterized by
much greater consistency in training curricula, the standards
for which were increasingly interlocked with the credential-
ing expectations of the state education and psychology
boards.

Doctoral programs offered subspecializations (e.g., neu-
ropsychology, preschool) to coincide with the broadening in-
terests and practices of school psychologists and their diverse
practice settings. Many subspecializations were represented
in special-interest groups within the NASP and the APA.
Some even had their own publications. As the number of
subspecializations expanded, there was concern that the tra-
ditional specialties of clinical, counseling, and school psy-
chology might lose their identities because subspecialization
often merged the interests of two or more specialty groups
(e.g., school and child-clinical psychology along lines of
pediatric applications).

Credentialing Development

By the mid-1970s, all states had credentialing for school psy-
chologists from their respective state departments of educa-
tion (SDE) and/or state boards of examiners in psychology
(SBEP). The two credentialing structures had standards that
differed along lines of doctoral and nondoctoral preparation,
titles, and practice settings. The differences created several
state-level skirmishes over practice privileges in nonschool
settings. Some states (e.g., California, Connecticut, Illinois,
Ohio) achieved nonschool practice privileges for nondoctoral
practitioners as an outcome of state-level legislative skir-
mishes. Nevertheless, by the end of the period, credentialing
for school-based practice was almost entirely regulated by
SDEs with nondoctoral degree training requirements,
whereas nonschool practice was almost entirely regulated by
SBEPs with doctoral degree requirements. Nonpractice
recognition credentials continued to be available from the
APA in the form of the diploma from the American Board of
School Psychology (ABSP) and from the NASP in the form
of National Certification in School Psychology (NCSP).

Practice Characteristics

Concern for the appropriate roles and functions of school
psychologists was a dominant theme in the literature of the
Thoroughbred Years. Throughout the twentieth century,
school psychology practitioners expressed concern at being

identified as “gatekeepers” for special education by virtue
of their expertise with psychoeducational tests. Calls for
change, even reform, of the school psychologists’ roles per-
meated the Thoroughbred Years. In the early 1970s, the thrust
was for school psychologists to become more system focused
and to be child advocates within the system. This thrust was
related to the general zeitgeist of the 1970s to “change the
system,” whether it was the system of our schools, special
education, school psychology, or government. It was a rebel-
lious period in American history, and school psychology was
no exception. The systems and organizational psychology
approach to school psychology was popular (see e.g., Maher,
Illback, & Zins, 1984), but the historical legacy of school
psychology was reaffirmed in the service expectations re-
quired by federal legislation for children suspected of being
eligible for special education. In retrospect, this legislation
and its reauthorizations, although creating thousands of new
school psychology jobs, pitted the field against itself: The
longtime desire to expand roles and functions clashed with
the need to provide mandated traditional services for job
survival.

Local, state, and national surveys of how school psycholo-
gists spent their time consistently revealed that half to
two-thirds of their time was devoted to psychoeducational
assessment related to eligibility for special education. These
results were observed even during a period of public education
and school psychology reform in the last two decades of the
century (Reschly, 1998). Comparisons are uncertain, but the
psychoeducational assessment role during the Hybrid Years
was probably more intense than recent studies have revealed.
Nevertheless, it is clear that the assessment role dominated
practice throughout the twentieth century. Of course, unifor-
mity of practice was never observed. Evidence for consulta-
tion, intervention, research and evaluation, and other roles has
always been available. The Thoroughbred Years were fraught
with literature, expert opinion, and organizational positions
that did broaden the roles of school psychologists, even if not
to the extent many desired. For its part, the assessment role
was broadened through improved technical adequacy of nor-
mative tests, an emphasis on criterion-referenced methods,
nondiscriminatory practices, team approaches to service de-
livery, and mandatory reevaluations.

The model of child study continued to evolve and
broaden. Throughout the century, a gradual but persistent ex-
pansion of the factors involved in referrals is discernible
(Fagan, 1995). In addition to the long-standing focus on the
child, assessment and intervention functions expanded in
the Thoroughbred Years to more consistently include class-
room and teacher variables, parental and family variables,
and broader theoretical perspectives on traditional testing
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(e.g., neuropsychological and cognitive theories). Skinnerian
behaviorism, traceable to the influences of Thorndike and
Watson in child study many decades before, had a strong im-
pact on school psychology. Its offshoot, cognitive behavior
modification, found even greater acceptance by emphasizing
cognitive interactional variables of the child and the environ-
ment. Broader forms of theoretical application, including
reciprocal determinism, constructivist developmental psy-
chology, and ecological psychology, seemed well established
by the turn of the twenty-first century. School psychologists,
supported by the work of other pupil personnel special-
ists (e.g., guidance counselors, speech and language clini-
cians, social workers) were conducting more comprehensive
assessments that were better connected to interventions than
observed in the Hybrid Years.

The “gatekeeper” perception had been countered by team
approaches, especially prereferral approaches, and by the
persistent indication that school psychologists were spend-
ing at least 25% to 40% of their time in consultation and in-
tervention roles. These results reveal an expansion of the
consultation and intervention roles from data earlier in the
period (Farling & Hoedt, 1971). Part of this expansion seems
attributable to the widespread concern for “at-risk” students
during this period as opposed to the long-standing concern
for students suspected of being eligible for special education.
At-risk students (e.g., those living in poverty or single-parent
homes, students with pregnancy, substance abuse) demanded
nontraditional school psychological services, including con-
sultation and interventions with students and educators in the
regular education program. Another factor was the necessity
for crisis intervention skills that developed rapidly in the
1990s in response to a series of school violence incidents
across the country. Thus, since 1970, broader roles for many
school psychologists developed despite continued and persis-
tent demand for the traditional roles associated with special
education services.

Overview

The Thoroughbred Years brought to fruition the symbols of
professionalization emerging in the Hybrid Years and several
symbols not attained until after 1970. It was an era of estab-
lishing an identity for the field despite conflicting points of
tension along dimensions of doctoral and nondoctoral
practice, credentialing, and training. The field has survived
its divided organizational viewpoints and has continued to
thrive. Among doctoral psychology specialties, it has gained
a position of parity sought for many decades. Among non-
doctoral psychology groups, it is without peer for recognition
and stability. Nondoctoral school psychology may even have

established the model for how other nondoctoral psychology
groups (e.g., mental health workers) could better manage
their conflicts over training and credentialing.

As school psychology matured, tensions developed
along other dimensions related to practice. These included
the use of traditional normatively referenced tests versus the
use of nontraditional, criterion-referenced methods such as
curriculum-based assessment; viewing practice as primarily
related to issues of school instruction and learning versus a
school mental health orientation; viewing one’s training
orientation as primarily based in education versus in psychol-
ogy; practicing as a specialist versus as a generalist; empha-
sizing traditional psychoeducational assessment roles versus
consultation and intervention roles. These lines of tension
have not seriously threatened the vitality of school psychol-
ogy. Rather, they have signaled the diversity of the field and
its resilience against adopting a single model for its future.
The diversity is observed in the field’s organizational struc-
tures, literature, practice settings, training programs, and sub-
specialty development. The field has established an identity
that was only emerging in the late Hybrid Years and is now
poised to solidify its position among the specialties of psy-
chology and school-based pupil personnel services in the
twenty-first century.

A COMMENT ON THE FUTURE

Hindsight is everything, and forecasting the future is risky.
Nevertheless, the following general opinions about the future
of school psychology in the coming two decades are offered.
A strong demand for school psychologists provides a favor-
able employment market. The practitioner workforce may
grow to 35,000, but there will be a strong need for new prac-
titioners to replace retiring personnel. Unless the number of
graduates increases substantially, school districts find others
to provide psychological services, or such services are per-
ceived to be less needed, the current personnel shortage is
expected to continue. The field should take decisive action to
increase the number of students in training to better provide
the needed supply of future practitioners and trainers. This
effort should include stronger recruiting by training programs
and the adjustment of accreditation and credentialing require-
ments, which were increasing at the same time that personnel
shortages were becoming more acute.

The NASPand theAPADivision of School Psychology will
continue as the dominant national-level representatives and
continue to struggle at the national and state levels over policy
differences. The NASP will grow to at least 25,000 members
and the division to perhaps 3,500. They will maintain their
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state affiliations and advocacy programs much as they are.
Though many in the field would like to see a united force for
school psychology achieved by a merger of the NASP and the
Division of School Psychology-APA, this is a very remote
possibility.

The literary growth of the field will level off, at least in
quantity. There are enough journals and newsletters to main-
tain the field for many years, and additional journals specific
to school psychology are unnecessary. Books will continue to
be produced as training program needs dictate, and additional
books will be written along lines of expanding specialties,
subspecialties, proficiencies, and practitioners’ personal in-
terests. The Internet and electronic media will offer new, and
unfortunately less regulated and refereed, outlets for practi-
tioner information. The Internet as a source of information
for practitioners and trainers will be vast but will force the
consumer to be better educated about methodologies and dis-
tinguishing personal opinion and testimonials from authorita-
tive opinion and data-based outcomes. At least as far as
school psychology Web sites and listservs are concerned, the
field should develop guidelines to regulate the quality of
information available.

The number of training programs will not increase in any
appreciable way. Master’s-degree-only programs will fade out
of existence as specialist-level programs become the norm.
The NASP/NCATE will continue as the dominant accreditor
of these programs. Doctoral programs will grow in number to
about 100 in the United States. Although both the NASP/
NCATE and the APA will continue to accredit doctoral pro-
grams, the APA will continue its dominant position. All levels
of programs should increase recruitment efforts to graduate
more students to meet the current and future shortage of prac-
titioners. A strong effort should be made to increase the num-
ber of doctoral graduates interested in academic careers.

Changes in credentialing will be more qualitative than
quantitative. The two systems of credentialing (SDE and
SBEP) will continue with occasional struggles for practice
privileges. Recognition credentials (NCSP, ABSP) will in-
crease in popularity and may be extended to specialized
groups such as the supervisor credential being considered by
NASP. More states will recognize the NCSP in granting prac-
tice credentials. Efforts should continue to alleviate tensions
between state education and state psychology credentialing
boards by broader recognition of the legitimate role of non-
doctoral psychology practitioners.

Contemporary tests of ability, achievement, adaptive be-
havior, social skills, and personality will retain their market
share. Technical adequacy of tests will continue to improve,
and the significance of cognitive and neuropsychological the-
ories will continue to develop. Nevertheless, nontraditional

assessment methodologies will maintain a strong appeal as
school systems are increasingly held accountable for the pro-
cedures of assessment and intervention and the instructional
outcomes of students.

The basic roles of school psychologists will remain.
Practice will continue to focus on individual child study with
interventions delivered one-on-one or in groups. Pharmaco-
logical and genetic test developments will increase in impor-
tance, necessitating additional training and team efforts in
service delivery. Contemporary interventions of remediation
and therapy will be supplemented by these developments.
Consultation will continue at its present level, failing to ex-
pand in priority because of personnel shortages and the prior-
ity of assessment and other intervention services. Role and
function changes should ensure that school districts continue
to have sufficient diagnostic and intervention services avail-
able to the entire school population.

Finally, the field should conduct a futures conference to
better define its goals and directions. The conference should
be sponsored by several major organizational constituencies
and seek to alleviate policy differences among them. Addi-
tional discussions of the future of school psychology appear
in Fagan and Sheridan (2000), Fagan andWise (2000), Oakland
and Cunningham (1999), a special issue of Psychology in
the Schools (2000, volume 37, number 1), and Ysseldyke,
Dawson, Lehr, Reschly, Reynolds, and Telzrow (1997).

ADDITIONAL RESOURCES

There are several sources of information for studying the his-
tory and contemporary development of school psychology.
An overview of the sources, including associations, archival
collections, literature, and nonprint media, is available in
Fagan (1990). Association records for the Division of School
Psychology are available from the American Psychological
Association in Washington, D.C., and the Archives of the
History of American Psychology maintained at Akron Uni-
versity in Ohio. Those for the National Association of School
Psychologists are maintained in the Special Collections of the
University of Memphis Libraries in Memphis, Tennessee.
Trends in the field’s development as judged from its literature
are available in Fagan (1986), Fagan, Delugach, Mellon,
and Schlitt (1985), French (1986), Frisby (1998), Kraus and
Mcloughlin (1997), and Whelan and Carlson (1986). An ac-
count of the field’s general history is available in School Psy-
chology: Past, Present, and Future (Fagan & Wise, 2000),
including Canadian and international accounts and an edition
in French (1984, 1990). Rhodes (2000) describes the status of
school psychology in Mexico. Historical events, persons, and
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terminology appear in the Historical Encyclopedia of School
Psychology (Fagan & Warden, 1996). Contributions of
women appear in French (1988) and Hagin (1993). A fairly
complete literary collection of newsletters, journals, books,
and organizational publications is maintained by the author.
The NASP publishes a code of ethics, standards for training,
credentialing, and service provision, and a directory of school
psychology training programs (Thomas, 1998) and of state-
level credentialing requirements (Curtis, Hunley, & Prus,
1998). Finally, the most recent information is available on
various Internet sites, including, www.apa.org, www.indiana.
edu/~div16, and www.naspweb.org.
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EARLY DEVELOPMENTS

The field of community psychology began formally at a con-
ference in Swampscott, Massachusetts, on May 4 to May 8,
1965. The National Institute of Mental Health (NIMH)
invited 39 psychologists to attend the “Swampscott Confer-
ence” to discuss training in community mental health, a
rapidly emerging health movement. A major impetus for this
conference was that Congress was directing federal funds to
create new opportunities for mental health professionals to
staff community mental health centers. For conference par-
ticipants, the guiding question was, “What were the roles for
psychologists in such centers?”

Rather than focusing on this question, something unusual
happened at the conference. Participants shifted the agenda
and instead discussed how psychologists could play broader
and more active roles in communities. The conference par-
ticipants advocated for a new field of psychology on the

premise that such a field required additional roles than those
present in the community mental health movement (Bennett
et al., 1966; Meritt, Greene, Jopp, & Kelly, 1997). In the
35 years since Swampscott, community psychologists have
continued to expand the ways in which psychologists impact
communities through theory, research, and action.

With this chapter we will frame the development of the
field of community psychology in a historical and social con-
text. The history of community psychology is not just a his-
tory of professional developments but also a history of the
interaction of social events and the development of commu-
nity psychology. The evolution of community psychology
has been coupled with events in U.S. history beginning at
least 20 years before the field was founded. In viewing the
emergence of the field, we will underscore historical events
such as World War II, the growing malaise of the 1950s and
1960s, and the increasing discontent with the postwar ideals
of economic opportunity, personal fulfillment, and happiness.
We will examine professional movements such as the com-
munity mental health movement and note expanding con-
ceptualizations of mental health and the delivery of health
services. We will also present a sampling of events in the
United States that stirred the nation’s awareness of social
problems, such as racism and sexism. These topics, in partic-
ular, will illustrate how social conditions and social problems
can serve as catalysts for citizens and policy makers to cope

Many persons took the time to comment on early and final drafts:
Khari Hunt contributed to the prevention topics. James Dalton, Paul
Dolinko, Jack Glidewell, Rob Jagers, Chris Keys, Don Klein,
Murray Levine, Betty Lindemann, Thom Moore, Bob Newbrough,
S. Darius Tandon, Susan Ryerson-Espino, Ed Trickett, Dana
Wardlaw, Rod Watts, Rhona Weinstein, and Chris Wellin gave help-
ful suggestions on early drafts.
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more competently with many social-psychological problems
facing America.

We contend that specific moments and movements in
American history leading up to the Swampscott Conference
suggest bases for the interests of citizens, including psy-
chologists, to create such a distinct enterprise as community
psychology. At this point in the short history of the field, it is
not certain how directly these events influenced the field.
However, we expect that that external societal issues, along
with internal issues within the profession of psychology,
have contributed to the challenging and robust nature of the
field of community psychology. We hope that by highlighting
some of these social events and movements, future scholars
can build from this framework and continue to illuminate
and further specify the confluence of historical events and
processes that have contributed to the evolution of commu-
nity psychology—a field that has worked to contextually
ground our understanding of psychological processes.

Following a review of some of these sociocultural events,
particularly those of the 1950s and 1960s that preceded the
emergence of the field, we will describe the founding of the
field and articulate the historical and empirical evolution of
three defining domains of the field. These domains include
focusing on the Strengths of Persons and Communities,
which has served as a guiding value of the field; Ecological
Theory, which has developed as the major theoretical frame-
work of the field; and Preventive Interventions, which have
grown as the action arm of the field. Though these three
domains are closely identified with the evolution of the field
in a number of community psychology textbooks (e.g.,
Dalton, Elias, & Wandersman, 2000; Heller, Price, Reinherz,
Riger, & Wandersman, 1984; Levine & Perkins, 1997), we
seek to expand on the field’s conceptualization of these con-
cepts in terms of these relationships throughout the chapter.

The 1950s: Social Ferment and the Incubation of
Community Psychology

The conventional view among psychologists is that the found-
ing of the field of community psychology was a “’60s phe-
nomenon.” Accordingly, the turbulence of this decade roused
citizens and professionals to believe that communities were
important sources of well-being and that mental health ser-
vices should be directed at the level of the community rather
than at the level of the individual (Reiff, 1971). In contrast,
the 1950s are often perceived as peaceful times, relatively
free from turmoil. Against this myth, we contend that cultural
and historical events in the 1950s created a sensitivity and
consciousness about injustices that provided the basis for
more direct attacks on social issues 10 years later. To this end,
Halberstam (1993) identified the 1950s as a source of change.

“Social ferment . . . was beginning just beneath the placid sur-
face” (p. ix). Events of the 1950s foreshadowed future issues
of social dislocation, discontent, and unrest (Gitlin, 1987).
Moreover, according to Kennedy (1999), “The social and eco-
nomic upheavals of wartime laid the groundwork for the civil
rights movement as well as for an eventual revolution in
women’s status” (p. 857). These assertions testify to the sig-
nificance of the post-World War II 1950s as a major era of
incubation for the future of community psychology.

The Economic Boon and the GI Bill

Buoyed by a positive mood stimulated by the Allied victory
in World War II, the postwar economic boon and the GI
bill brought affordable housing, jobs, and educational oppor-
tunities to war veterans that were unprecedented in U.S.
history (Chamberlain & Robinson, 1997; Glidewell, 1995;
Greenberg, 1997; Kiester, 1994; Tuttle, 1993). The establish-
ment of the GI bill in part reflected a national priority to
increase educational opportunities for all citizens. This prior-
itization and valuing of higher education was markedly in-
creased in 1957 when the Russians defeated the United States
in the race to launch an orbiting satellite into space. To help
keep the United States competitive with the Soviet Union,
policy makers supported education, science, and technology
more then ever (Chomsky, 1997).

With the benefits provided by the GI bill, a generation of
over seven million returning war veterans, some of whom
were aspiring social scientists, were able to enter their chosen
profession as a result of tuition-free education, stipends, and
home loans provided by the GI bill (Greenberg, 1997). These
opportunities for a college education contributed to the major
growth of the professions, including the social sciences.
Many war veterans pursued graduate education, and for those
who obtained their PhD degrees, faculty positions were often
available because of the postwar economic boon and popular
demand for higher education. However, along with these
very positive national emphases on education and scientific
discovery, the nation was struggling with significant social
turmoil.

Race Relations

The educational opportunities and supportive atmosphere
that resulted from the economic boon and the GI bill were
mostly available for white males. As Ellison (1947) revealed,
racial minorities were “invisible” in spite of the break-
throughs that included the heroics of Jackie Robinson and
Willie Mays in baseball, Althea Gibson in tennis, and the
presence of Ralph Bunche at the United Nations. Based on a
history of prejudice and discrimination, the dominant social
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norms of the United States marginalized the achievements of
African Americans.

For many white Americans, the mid-1950s was a time in
which the nation’s history of discrimination against African
Americans and other socially oppressed groups could no
longer be ignored. The U.S. Supreme Court decision in
Brown vs. Board of Education in 1954 declared that separate
schools for white and black children were unconstitutional
and marked the beginning of the end of the Jim Crow laws,
originally enacted to force separation between the black and
white races. This bold and monumental judgment set into
motion a civil-rights movement that was more visible to
white Americans, with the aid of the media in its role as
a wide disseminator of information (Payne, 1995, 1997).
“Those two forces—a powerful surge among American
Blacks toward greater freedom, mostly inspired by the
Brown decision, and a quantum leap in the power of the
media—fed each other; each made the other more vital, and
the combination created what became known as ‘The Move-
ment’ ” (Halberstam, 1993, p. 429). Contrasting the simmer-
ings of the civil-rights movement, and in particular the
greater visibility of the social injustices faced by black
Americans, prime-time television programming “reflected
a world of warm-hearted, sensitive, tolerant Americans, a
world devoid of anger and meanness of spirit, and of course,
failure” (Halberstam, 1993, p. 514). Watching televised
news and entertainment was no doubt a disorienting experi-
ence for viewers trying to juxtapose these different and con-
flicting images of the nation. Moreover, television news
coverage of racist events made the country’s unsolved prob-
lems of racism more visible and threatening to the postwar
happiness.

One powerful example of the confluence of the power of
media and the growing civil-rights movement was the televi-
sion coverage of the Montgomery bus boycott after Rosa
Parks refused to sit in the back of a racially segregated bus
in Montgomery, Alabama, in 1955. The nationally televised
coverage documented both the success of the planned boycott
and recognition of the leadership Martin Luther King Jr. and
the women’s leadership group of Montgomery (Robinson,
1987). The triumph of this nationally visible event was a cat-
alyst for more public awareness, particularly in the North, of
the civil-rights movement, which had been active in the
South for several decades (Payne, 1995).

Increasing Malaise and Discontent

During this decade, more and more Americans felt incom-
plete, puzzled, or unhappy, if not depressed (Halberstam,
1993). Information was becoming easily available that doc-
umented the limitations of the post–World War II dream of

the long-awaited placid life. Events such as the McCarthy
hearings, the Korean War, and the duplicity in the U.S. State
Department undermining democracy in Guatemala con-
tributed to the feeling that, in fact, the country was facing se-
rious problems (Halberstam, 1993; Herman, 1999; Rovere,
1996; Schrecker, 1998; Zinn, 1999). Additionally, popular
novels like The Man in the Grey Flannel Suit (Wilson, 1955)
and Peyton Place (Metalious, 1956), as well as the inves-
tigative research of Betty Friedan (1963) on the social and
economic restraints of women, questioned the sense of jus-
tice in the lives of U.S. citizens. Further, the groundbreaking
inquiries into American sexual behavior by Alfred Kinsey
(1948, 1953) augmented Friedan’s reporting to raise aware-
ness about gender and sexual inequalities. Alternatively,
advances in reproductive biology by Gregory Pincus and
Hudson Hoagland created the birth control pill Enovid
(Asbell, 1995; Watkins, 1998). Clare Boothe Luce cap-
tured the significance of the Pill when she said, “Modern
woman is at last free as a man is free, to dispose of her
own body, to earn her living, to pursue the improvement of
her mind, to try a successful career” (Halberstam, 1993,
pp. 605–606). Each of these significant cultural events stimu-
lated increased awareness about societal problems as well as
provided new opportunities to pursue individual freedoms.

In sum, Americans’ beliefs, values, and goals in the 1950s
were being confronted; the alleged happiness with existing
gender roles and race relations were being questioned.
Americans were being forced to see the extent of violence
and racism that was prevalent. Members of the mental health
professions were also taking notice of these negative features
of American society. The eyes of these professionals were
being forced open. These events signified serious issues in
the country that needed addressing; it seems plausible that a
zeitgeist was emerging that called for a closer inspection and
appraisal of America’s communities.

The 1960s: Social Upheaval and the Birth
of Community Psychology

The issues of the 1950s that were becoming more visible to
the average citizen intensified during the 1960s. During the
late 1950s and 1960s, it was significant that throughout the
world “so many things happened at once” and that “ordinary
people had taken action” (Marwick, 1998, p. 803). The
simultaneous occurrence of political events and social move-
ments is a unique and significant chapter in U.S. and world
history (Howard, 1995; Isserman & Kazin, 2000). Todd
Gitlin, sociologist and coauthor of the Port Huron Statement
of the Students for Democratic Society, organized the first
national demonstration against the Vietnam War. He sum-
marized the spirit of the times of the 1960s and highlighted
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the significance of these powerful social movements and
processes as the field of community psychology was being
founded:

Freedom was far from the only objective that brought the sixties
to a boil. The other was an amalgam of equality and fraternity—
in particular, solidarity with the poor and the low caste. The civil
rights movement was the seedbed, the War on Poverty a contin-
uation, and a host of other projects from the Peace Corps to the
revolutionism of the Third World, whatever their obvious dif-
ferences, rang variations on the same theme. Throughout the
variations, the hope was to regenerate a public sphere: to univer-
salize political rights; to move the grass roots closer to power; to
animate public-mindedness; to oppose illegitimate authority in
the name of a public that was the proper source of sovereignty.
Individualism was suspect, value was placed on cooperative-
ness, collective projects, and at the maximum, “the beloved
community.” (Gitlin, 1997, pp. 291–292)

Embedded in the social upheaval of the 1960s was the
founding of the field of community psychology. Below are a
few events from 1965, the year of the Swampscott Confer-
ence and the dawn of a new psychology:

• A second mass civil rights march from Selma to
Montgomery, Alabama followed under National Guard
protection.

• President Johnson sent troops to Vietnam.

• Over 20,000 protesters attended a rally in Washington, DC
against the Vietnam War sponsored by the Students for a
Democratic Society.

• Poet Robert Lowell and others boycotted the White House
Festival of the Arts in protest against the Vietnam War.

• Cesar Chavez organized and unionized agricultural work-
ers in California.

• President Johnson signed the Voting Rights Act of 1965
into law.

• 20,000 faculty and students attended a teach-in, organized
by the Vietnam Day committee on the University of
California–Berkeley campus.

• The first draft card was publicly burned at a New York
protest organized by the War Resister’s League.

• Malcolm X was assassinated (Glennon, 1995; Morgan,
1991).

From Community Mental Health
to Community Psychology

The community mental health movement, which began in
earnest after the end of World War II, was evolving at the

same time as the civil-rights movement, the second wave of
the women’s movement, and protests against the Vietnam
War. The visibility of these political movements increased
the overall interest of citizens to be actively involved in
their communities and to become more informed about the
policies and social norms for justice. In addition to the long-
standing tradition of organizing in nonwhite and poor
communities, a history of grassroots community organizing
was gaining momentum in white and educated communities.
As these movements increased their visibility and impact,
more and more people became active in their local communi-
ties and in discussing or debating these national events. The
American consciousness was being raised about the impor-
tance of community.

In the context of the tumultuous events at the community,
societal, and political arenas throughout the 1950s and 1960s,
the mental health professions began to recognize the value
of an expanded perspective on the causes of and solutions
to mental health problems. The legitimacy of prevention of
mental health problems was presented in Action for Mental
Health (1961), a report published by the Joint Commission
on Mental Illness and Health, which was established in 1955.
Also in 1955, the NIMH convened a conference at Stanford
University (the “Stanford Conference”), which advocated for
more community and preventive services in contrast to indi-
vidual psychotherapy. Illustratively, at this conference, Erich
Lindemann, a Harvard psychoanalyst, presented his commu-
nity approach to the delivery of mental health services in
Wellesley, Massachusetts (Strother, 1956, 1987). 

By the early 1960s, NIMH, the primary source of funds
for the community mental health movement, was increasing
its efforts to develop a national agenda for community-
oriented mental health services. This agenda was developed
under the leadership of Robert Felix, the director of NIMH
and a public-health-trained psychiatrist who had planned the
initiative since the NIMH was created in 1949. In 1963, fed-
eral legislation was passed (Public Law 88-164) that enabled
communities to apply for funds to construct community men-
tal health centers, and in 1965, Congress amended the legis-
lation to provide grants for staffing these centers. NIMH staff
members were particularly interested in seeing that the core
mental health professions—psychiatry, psychology, social
work, and nursing—received training to ensure the quality of
these future community mental health services. During this
time, the community mental health movement also served
as the impetus for attention to mental disabilities as a national
issue and helped to provide states with funding to assist fam-
ilies and family members living with mental disorders.

Throughout the 1960s, community-oriented psycholo-
gists expressed discontent within the profession of clinical
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psychology (Korchin, 1976; Maher, 1988); psychotherapy
was viewed as too narrow a professional role by an increas-
ing number of community-oriented clinical psychologists.
The Chicago Conference on the Professional Preparation of
Clinical Psychologists (August 27 to September 1, 1965) af-
firmed the research role for the clinical psychologist, encour-
aged more training in child-clinical psychology, and noted
community psychology as one of the “new developments
in clinical psychology” (Hoch, Ross, & Winder, 1966). The
discontent with clinical psychology was a major contributing
issue that broadened the professional boundaries of clinical
psychology to consider community approaches to mental
health. Public Law 88-164 was the capstone for the commu-
nity mental health movement (Levine, 1981; Wagenfield,
Lemkau, & Justice, 1982). The law authorized federal match-
ing funds of $150 million over a three-year period for use by
states in constructing comprehensive community mental
health centers. These events created the primary context that
led to the convening of the Swampscott Conference in 1965,
which was aimed at increasing training opportunities for psy-
chologists to do community mental health work.

The Swampscott Conference

The Swampscott Conference, as mentioned, occurred at a
time when ordinary citizens were actively addressing various
forms of discrimination, racism, sexism, and classism in their
communities. There was increasing interest among some psy-
chologists and NIMH staff for all mental health professions
to become community oriented. Among mental health pro-
fessionals, it was apparent that the community mental health
movement had the potential to connect to these other social
movements and to promote social change.

At the conference, a growing consensus emerged among
the 39 invited participants that there was value, if not neces-
sity, for psychologists to move beyond the worldview of the
medical field, particularly from psychiatry. In contrast to a
medical emphasis, conference participants hoped that psy-
chologists would be doing research and designing prevention
programs in the community, following a public health or
community development orientation. They hoped to enable
citizens to be active participants in improving the strengths of
their communities. Many of the participants were excited that
a community perspective, which many had already adopted
individually, was now being proposed as a valid role for psy-
chologists (Klein, 1987). The conference affirmed the desire
for psychologists to be in the community as “participant con-
ceptualizers” (Bennett et al., 1966). Following the confer-
ence, organizers sent a report to chairs of all departments
of psychology across the country detailing aspects of the

conference and recommendations for training psychologists
to do community mental health work. In 1967, the Division
of Community Psychology (Division 27) was established
within the American Psychological Association (APA), and
Robert Reiff was appointed the first president (Meritt et al.,
1997). The division evolved into its current structure as the
Society for Community Research and Action as well as con-
tinuing to be affiliated with the APA. These developments,
along with creating biennial meetings and establishing com-
munication methods to members, are discussed in Meritt
et al. (1997).

Soon after the circulation of the Swampscott report,
M. Brewster Smith and Nicholas Hobbs (1966) prepared a
very important statement on the role of psychology and
the community mental health center. They wrote, “The more
closely the proposed [community mental health] centers
become integrated with the life and institutions of their com-
munities, the less the community can afford to turn over to
mental health professionals its responsibility for guiding the
center’s policies” (M. Smith & Hobbs, 1966, p. 501). This
statement, endorsed by the Council of Representatives of the
American Psychological Association in March 1966, inde-
pendently affirmed the values of the Swampscott participants.

In sum, this section described the establishment of the
field of community psychology. We propose that earlier cul-
tural and historical events and circumstances are important
contexts to help understand the field’s beginning at the 1965
Swampscott Conference. Furthermore, these same cultural
and historical events have provided a context for the emer-
gence of three major domains of the field, whose histories are
presented below. The first, working with the strengths of per-
sons and communities, has served as a guiding value for the
field’s development. Second, ecological theory has provided
a theoretical framework for the work that community psy-
chologists do. Finally, designing and conducting preventive
interventions has become the primary way in which commu-
nity psychology research has been translated into action.
Each of these three will be explored below.

STRENGTHS OF PERSONS AND COMMUNITIES

Throughout the course of the history of health and social
sciences, there has been a trend of moving from a deficits
perspective toward an emphasis on positive development
of people and their communities. More specifically, the
strengths perspective, and how it should be both defined and
addressed, has been discussed among community psycholo-
gists over the past 35 years since Swampscott (Bennett et al.,
1966; Chavis, 1993; Cowen, 1997, 2000b; Glidewell, 1977;
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Iscoe, 1974; Kelly, 1970, 1971, 2000; Klein, 1968; Novaco &
Monahan, 1980; Spivak & Shure, 1974, 1989). Within com-
munity psychology, the development of a strengths perspec-
tive has involved identifying the need to focus on the
strengths and resources of community structures and individ-
ual community members. The movement toward a strengths
perspective has involved terms from different areas of
knowledge. Relevant terms have included psychological
health (Jahoda, 1953, 1958), psychological wellness (Cowen,
1994, 1997, 2000b), competence (Danish, 1983; Glidewell,
1977; Iscoe, 1974; Spivack & Shure, 1989), and resilience
(Garmezy, 1991). For the purposes of this paper the term
“strengths” will be used to represent this perspective. This
perspective has served as a guiding principle for community
psychologists in their attempts to develop theory and plans
for action research. While a number of scholars have pursued
a strengths perspective as a specific research agenda (Cowen,
1997; Spivak & Shure, 1974, 1989; Weissberg, Caplan, &
Harwood, 1991), attention to this principle as a central value
in the field’s overall development has not been made explicit.

Highlighting both personal and community strengths and
resources became a priority for a number of researchers even
before the Swampscott Conference in 1965 (Bennett et al.,
1966; Cottrell, 1964; Jahoda, 1953, 1958; Lindemann, 1953;
Ojemann, 1957; White, 1952, 1959). Prior to the Swampscott
Conference, some participants were active in “such diverse
areas of national life as the Peace Corps, the anti-poverty
effort, [and] a broad movement into the field of education”
(Bennett et al., 1966, p. 4). These social change activities
began to stretch the traditional professional roles of psychol-
ogists, as well as the relationship between psychologists and
other community members who were not “clients.” Experi-
ences such as these urged psychologists to recognize and
appreciate the various strengths and resources that both com-
munities and their members possessed.

Lindemann’s Wellesley Project, as mentioned earlier in
this chapter, is an early exemplar of how social science could
pull together available community resources to promote the
mental health of community members (Lindemann, 1953).
The project began in 1948 and served as a model for shifting
the focus from disease to health. Understanding how personal
and community resources build on each other became imper-
ative to the success of the Wellesley program. Similarly,
Marie Jahoda, a social psychologist, proposed a focus on the
psychological health of individuals rather than a focus on
disease (1953, 1958). She advocated moving the definition of
psychological health beyond that of the absence of mental
disease, statistical normality, psychological well-being, or
sheer successful survival. Instead, Jahoda discussed defining
psychological health in context: “Psychological health . . .

manifests itself in behavior that has a promise of success
under favorable conditions” (1953, p. 351). In this way, she
supported investigating the environmental factors that both
facilitated and inhibited people from being successful, and
helped to launch research on individuals’ adaptive coping
strategies. Jahoda’s conceptualization of mental health vali-
dated the emerging strengths perspective.

Like Jahoda, Cottrell (1964), a sociologist, called for an
understanding of mental health in context, which required a
major shift in emphasis from traditional psychiatric training
or practice. In writing about the problems facing individuals,
Cottrell argued that the clinical solutions quite often held
by psychiatrists were “not likely to be comprehensive
enough for the requirements of the situation” (p. 392).
Cottrell called for a revolution in the way psychiatrists both
approached and dealt with people’s problems. This “revolu-
tion” involved identifying and strengthening the resources of
communities: “It is my expectation that in helping American
communities to discover the ways and means to become ar-
ticulate, knowledgeable, effective in achieving consensus on
values and their implementation, we are developing potent
capabilities for coping effectively” (Cottrell, 1964, p. 398).
Similar to Lindemann (1953), Cottrell believed that commu-
nities rather than psychiatrists would be best equipped to deal
with the issues faced by their members.

Lindemann, Cottrell, and Jahoda, though not explicitly
identified as community psychologists, provide examples of
social scientists moving beyond a deficits focus. They rede-
fined our conceptualization of health as not just the absence
of illness and laid the groundwork for future community psy-
chologists to apply a strengths perspective to community
research and action. As will be evident, throughout the evolu-
tion of the field’s theory and prevention research, this tenet of
community psychology has remained a consistent theme.

ECOLOGICAL THEORY

As noted in the introduction, community psychology was
cultivated during a period in which social inequalities were
being challenged because of their link to the health and men-
tal illness of individuals and the disintegration of communi-
ties. Commensurate with this philosophy of social change
experienced at a societal level, community psychologists
have advocated for understanding “human competencies and
problems . . . within the social, cultural, and historical con-
text” (Meritt et al., 1997, p. 74). This orientation, discussed in
terms of an ecological framework, represents one of the
major theoretical frameworks guiding the field of community
psychology. This framework reflects a focus on the strengths
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of individuals and a value in keeping communities healthy as
a means of improving the human condition. Representing the
current consensus on the importance of ecological context is
this quote from Kenneth Maton’s 1999 Society for Commu-
nity Research and Action Presidential Address: “Change in
individuals alone, transient changes in setting environments,
and interventions that do not ultimately impact community
and societal environments cannot in and of themselves make
much of a difference” (Maton, 2000, p. 26). This section will
review the 35-year evolution of theory and methods that
articulate the relationship between the individual and her or
his surrounding environment within the field. 

Examining individual behavior embedded in various so-
cial contexts has been a defining feature of community psy-
chology even before the field’s “official conception” in 1965
(Bennett et al., 1966). During the 1950s, environmental fac-
tors became widely acknowledged as substantial forces that
had impacted individual behavior and adjustment during
World War II as mental health professionals began to under-
stand the impact of war experiences on veterans’ mental
health (see this chapter’s opening section; Duffy & Wong,
1996; Ridenour, 1961; Sarason, 1978; Strother, 1987). Also
during this period, Kurt Lewin (1951), a social psychologist,
asserted his theory of human behavior that made the role of
environmental influence on individual behavior explicit (see
Swartz & Martin, 1997). In the field of ecological psychol-
ogy, Roger Barker (1963), a student of Lewin’s, also opposed
traditional psychological research that allowed “us to be
content with a psychology of people to the neglect of a psy-
chology of the environment of people” (p. 13). His research
program sparked discussions among psychologists on the ex-
tent to which immediate settings were the primary determi-
nants of behavior patterns (Holahan, Wilcox, Spearly, &
Campbell, 1979). Influential in Barker’s thinking about the
continuum along which the varying fields of psychology fall
in their approach to studying behavior was the work of Egon
Brunswick (Barker, 1963). The empirical work of Lewin
and Barker, in addition to the rarely acknowledged writings
of Brunswick, influenced the future direction of community
psychology theory and set the tone for extra-individually
oriented psychological study. It is important to note that
another parallel contribution to contextual thinking was the
emergence of the field of environmental psychology at about
the same time as community psychology (see Stokols, 1992;
Stokols & Altman, 1987).

Another influence on the “trend” to think contextually was
the series of Milbank Conferences held between 1952 and
1961. For example, the 1952 Milbank conference, “Interrela-
tions between the Social Environment and Psychiatric Disor-
ders,” was very influential as it provided the historical basis

for discussions about the person-in-context phenomenon
at the 1965 Swampscott Conference (Klein, 1987). This
Milbank conference surveyed nine research projects that ex-
amined the epidemiology of mental disorders and advocated
the use of community resources to address mental health
issues. One project discussed was Erich Lindemann’s Human
Relations Service of Wellesley. From his work on this
project, Klein explicitly described some of the functions of
the community and how these functions, such as providing
and distributing living space and shelter, distributing neces-
sary goods and services, maintaining safety and order, and
educating and acculturating newcomers, could impact com-
munity members. In this way, Lindemann and Klein took
great steps toward establishing how the community could be
seen and explored as a resource or strength in the develop-
ment of individuals.

In the early 1960s, Seymour Sarason, a clinical psy-
chologist by training, was showing psychologists how to do
community-based work (Levine, Reppucci, & Weinstein,
1990; Reppucci, 1990; Sarason, 1995). The Yale Psycho-
Educational Clinic that he directed illustrated an approach to
intervention that targeted settings rather than individuals
alone (Sarason, 1972, 1976; Sarason, Levine, Goldenberg,
Cherlin, & Bennett, 1966). Sarason contributed greatly to the
field’s emphasis on contextual factors and made explicit the
relationship between individual behavior and community set-
tings. The innovative work of Sarason and Lindemann set the
stage for ideas expressed at the Swampscott Conference
more than 10 years later and fostered the work of future eco-
logically minded community psychologists. 

Ecological Inquiry as a Defining Focus
for Community Psychology

At the 1965 Swampscott Conference, community psychol-
ogy was launched, and the goal to understand the context in
which human behavior occurs was hailed as one of the field’s
primary focuses. As noted in the Swampscott report, the new
field of community psychology was defined as “the study of
general psychological processes that link social systems with
individual behavior in complex interaction” (Bennett et al.,
1966, p. 7). The topic of the social environment was om-
nipresent at the conference because of prior scholarly and
professional activities such as the convening of the prior
Milbank Conferences, the creation of the NIMH, and the re-
cruitment of psychologists dedicated to these new initiatives
within the NIMH. Despite the seemingly unanimous consen-
sus on the valuing of contextual analysis, issues of training
and practice for community psychologists prompted discus-
sions around such questions as “Through what frameworks
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should community psychologists conduct ecological and
contextual analyses?”

Following the Swampscott Conference, the answer to this
question has primarily been the “Ecological Framework.”
Though the history of ecological theory began, in practice, in
the 1930s with the work of Lewin (see Swartz & Martin,
1997), the tradition of ecological thought in the context of
community psychology research and intervention began in
the 1960s with the work of James G. Kelly and colleagues
(Kelly, 1966, 1968; Trickett, Kelly, & Todd, 1972). Inspired
by Barker, Kelly’s (1967, 1968) translation of concepts from
biological ecology to the human social system gave commu-
nity psychologists a theoretical framework for both research
and intervention from which they could begin to conceptual-
ize persons-in-context. Kelly (1970, 1971, 1986) discussed
the purpose of ecologically oriented community research to
understand those social processes that promote the health and
well-being of individuals and organizations: “The prospect of
obtaining knowledge about the positive development of per-
sons in natural settings could be increased if psychologists
worked to create empirical data about the ways in which
communities evolve and how they establish criteria and
norms” (Kelly, 1971, p. 135). He suggested that future com-
munity psychologists be trained to recognize the existing re-
sources in communities and understand how these resources
contribute to the success of community members. Under-
standing these processes has many implications for interven-
tion initiatives, as intervention efforts are expected to be
more successful when focused on supporting the natural
strengths in a community (Cowen, 2000b; Kelly, 1968; Kelly
et al., 1988).

To illustrate, one setting selected to elaborate the ecologi-
cal perspective was schools (Chesler & Fox, 1966; Edwards &
Kelly, 1980; Kelly, 1968; B. E. Long, 1968; Schmuck,
Chesler, & Lippitt, 1966; Trickett et al., 1972). These authors
worked to identify systems-level resources and their impact
on the positive development of children. Specifically, Kelly
and colleagues (1968, 1979; Edwards & Kelly, 1980) applied
the framework to expand the understanding of the impacts of
high school settings on students’ behaviors and advance
thinking on the use of natural resources of high schools.
These scholars made meaningful contributions to the process
of conceptualizing and researching human behavior with
their sharp contrast to traditional psychological modes of
conducting research in which “context stripping” has been
part and parcel in methods of experimental design (Mishler,
1979, p. 2).

Within the field of developmental psychology, the work of
Urie Brofennbrenner made another contribution to the field’s
conceptualization of the person-in-context. Though this theory

evolved after and separately from the ecological metaphor
described by Kelly and his colleagues, Bronfenbrenner’s
developmental-ecological model also departed from Barker’s
work in the 1950s. He supported the idea that “human devel-
opment is a product of interaction between the growing human
organism and its environment” and critiqued the larger field of
psychology for focusing on “the person and only the most rudi-
mentary conception and characterization of the environment in
which the person is found” (Brofenbrenner, 1979, p. 16).

Following the theoretical and empirical work of Barker,
Kelly, and Brofenbrenner, the emphasis on studying context
and its influence on a person’s behavior became formalized in
community psychology. However, issues arose in applying
these concepts to conducting research. Tensions arose around
the extent to which the field was still wedded to individually
oriented research and practice. Beginning in 1967, a series of
conferences began to address these concerns. As Ira Iscoe
(1997) said, “There was a noted malaise that Community
Psychology was not moving ahead . . . and such terms as the
need to abandon psychic determinism for a recognition of
the environmental factors was stressed” (p. 7). In 1975, the
Austin Conference was sponsored by the University of Texas
at Austin and NIMH to “critically assess the many problems
facing community psychology and to examine community
psychology’s conceptual independence from both clinical
psychology and community mental health” (Iscoe, 1975,
p. 1193). The planning committee of Iscoe, Bernard Bloom,
Charles Spielberger, and Brian Wilcox invited 139 partici-
pants with an emphasis on recruiting new PhD’s and ethnic
minority psychologists (Iscoe, Bloom, & Spielberger, 1977).
Again the field was hearing the call to address the lack of
innovation in contextual analysis.

Ecological Assessment

Though discontent within the field around its insistent preoc-
cupation with individual-oriented variables was expressed,
several notable scholars at the time paved the way to assess-
ing contextual variables. In the 1970s, Rudolph Moos and
Edison Trickett were among the first to develop methodolo-
gies for assessing context with the “environment scales.”
Various forms of this scale have been developed to assess the
perceived climate of different environments such as class-
rooms (Trickett & Quinlan, 1979), family environments
(Moos, 1974; Moos & Moos, 1984), work settings (Moos,
1974), and group settings (Moos, 1974). The valuable work
of Moos and his colleagues made explicit the role of the en-
vironment in the study of behaviors of individuals. Though
Moos and Lemke (1996) later expanded the conceptualiza-
tion of environmental assessment, a critique of this approach
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had been that the scales were truly reflective of setting mem-
bers’ ratings of satisfaction with the setting rather than actual
characteristics of the setting (see Linney, 2000, for a more
detailed discussion).

As the field matured into the 1980s, community psycholo-
gists began to advocate for the development of more methods
that would assess the environment at an extra-individual level
(Seidman, 1988; Shinn, 1990) and have devoted conferences,
such as the 1988 Chicago Conference, to issues of theories and
methods within the community psychology framework. At
this conference, particularly notable was Edward Seidman’s
discussion of “social regularities,” a theoretical construct that
attended to the variation of individual behavior across con-
texts and over time (Linney, 1986; Seidman, 1988, 1990).

Furthering the theories established by the ecological
framework, which highlight communities and their strengths,
Chavis & Wandersman (1990) discussed improving the fit
between people and their communities. Instead of focusing
on the “people” part of the equation, they focused on the
communities: “Strengthening the ability of these institu-
tions to live up to the dreams of their members must be our
goal” (Chavis, 1993, p. 172). Whitman, White, O’Mara, and
Goeke-Morey (1999) also studied how the environment can
assist in or detract from the development of infants. Contra-
dicting previous assumptions that these infants were unaf-
fected by their surroundings, they showed how to build on
existing environmental resources to positively impact their
development. Identifying environmental resources and how
they may contribute to this positive development continues to
be an important goal for community psychologists.

Tensions around the Need to Address Diversity
in Ecological Research

In addition to assessing environments, both physical and
psychological, community psychologists have also sought to
integrate ecological theory into research through the study of
culture. Steele, Trickett, and Labarta (1981) suggested that a
focus on culture is congruent with an ecological approach
because “attention paid to the interaction of person and envi-
ronment, provides a framework from which to examine the
functional aspects of behaviors and structures in culturally
diverse environments” (p. 5). This line of inquiry seeks to
contextualize knowledge of individual behavior.

As yet, community psychology as a discipline has not made
substantial progress to understand social problems in the con-
text of cultural norms and values. Community psychologists
are part of a larger context of psychologists that have long
been criticized for not respecting diversity and viewing devia-
tions from white culture as problematic. Kingry-Westergaard

and Kelly (1990) argued that this disparity could be resolved if
community psychologists abandoned their positivist mind-
sets and attended to the varying realities in which people
live and behave. Echoing the contextualist framework
posited by Kingry-Westergaard and Kelly, Trickett, Watts,
and Birman (1994) suggested that the very reason that com-
munity psychology has not addressed issues related to diver-
sity is psychologists have been resistant to shifting their
paradigms to a more contextualist perspective. An example of
an exemplary recent effort is the work of Morris, Shinn, and
Dumont to identify contextual factors affecting the organiza-
tional commitment of diverse police officers. One of their
findings indicated that ethnicity and gender were important
factors in understanding police officers’ organizational com-
mitments (Morris, Shinn, & DuMont, 1999).

Congruent with the contextualist philosophy and ecologi-
cal theory, the use of qualitative methods in community psy-
chology research has gradually become more widespread. In
the early 1980s, with the work of Holahan and Moos (1982),
community psychologists were publishing qualitative work
in the field’s peer review journals (Cherniss, 1989; McGhee,
1984; Potasznik & Nelson, 1984). Methodologies that
most often require qualitative methods of analysis, such as
participant-observation and the use of narratives, have been
used to understand and describe social settings (Rappaport,
1995). In 1998, K. Miller and Banyard edited a special issue
of the American Journal of Community Psychology (AJCP)
dedicated to the use of qualitative methods and illustrated
the multiple ways nontraditional methods could be used in
the field’s efforts to contextualize our understanding of indi-
vidual behavior (K. Miller & Banyard, 1998). For example,
among these articles was one that focused on understanding
the educational achievement of young African American
men within their ecology, including familial, communal, and
cultural contexts (Maton, Hrabowski, & Greif, 1998). In ad-
dition, many contemporary community psychologists are
illustrating ways to approach the study of the person-in-
context through the use of both qualitative and quantitative
methods. The research of Rebecca Campbell (1998) is exem-
plary. She has sought to understand the relationships between
social system responses to rape survivors and the experiences
of the survivors through the integration of quantitative and
qualitative methods. As the field evolves into the twenty-first
century, multimethod approaches will hopefully become
more common as the field recognizes the extent to which the
context in which we collect information about individuals
and communities, including the methods used, influences our
findings and conclusions. Thus, opening up the methods tool-
box will undoubtedly broaden and deepen our understanding
of social phenomena.
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PREVENTIVE INTERVENTIONS

Paralleling the development of frameworks and methods that
represent an ecological orientation, efforts toward translating
community research into action have been an integral part of
the field’s history through the design and implementation of
preventive interventions. The history of prevention research
in the United States is a history of cultural changes, such as
the emergence of public health as an approach to disease pre-
vention and health promotion in the 1920s (Rosen, 1993).
The role of citizen advocates for prevention research also has
been critical in defining the practice of prevention (B. B.
Long, 1989). In addition, private foundations and the found-
ing of the NIMH gave prevention prominent attention
(Levine, 1981). The creation of the Joint Commission on
Mental Illness and Health to review the nation’s mental
health contributed to the gradual emergence of prevention as
a national priority in the 1960s (Goldston, 1995). Brief com-
ments will be made about each of these factors and events
prior to the Swampscott Conference, after which, the concept
of prevention will be reviewed as a defining focus for com-
munity psychology. For further discussions of the history of
prevention, the reader is referred to sources such as Caplan
(1969), Levine (1981), Levine and Perkins (1997), and
Spaulding and Balch (1983).

The emergence of prevention in the United States has
benefited from a long history of the social consciousness of
citizens and citizen groups. Notable preventionists include
Dorothea Dix, Clifford Beers, Jane Addams, the General
Federation of Women’s Clubs, the National Association of
Colored Women, and, more recently, Beverly Long, among
others (Beers, 1908; Brinkley, 1993; Dain, 1980; B. B. Long,
1989; Ridenour, 1961). These citizens, most often women,
campaigned to improve the quality of community-based ser-
vices by shifting the aim to prevention programming for the
poor and less formally educated. In 1909, the founding of the
National Mental Health Association meant that, at both na-
tional and local levels, advocates for prevention could draw
on voluntary organizations to create forums and make it eas-
ier for citizens to lobby legislatures for improved community-
based prevention services (Ridenour, 1961).

National policy began to emphasize prevention of chronic
diseases such as cancer, heart disease, and mental illness just
before World War II (Levine, 1981). The aim of public health
practice, to reduce the number of new casualties of a disease
in a community, began to be applied to mental diseases at the
time of the war. From this public health perspective, scientists
developed the concepts of primary, secondary, and tertiary
prevention (Leavell & Clark, 1965). These terms referred
to taking measures to reduce systemic factors to prevent a

problem from occurring (primary prevention); reducing a
problem from occurring for persons who have already estab-
lished risk factors for that problem (secondary prevention);
and reducing the opportunities for reappearance of a problem
for these persons (tertiary prevention). Recently these three
prevention concepts have been elaborated and discussed in
terms of risk, protection, resilience, strengths, and thriving
(Dalton et al., 2000).

World War II created an opportunity for mental health pro-
fessionals to observe the salience of public health approaches
to mental health (G. Caplan, 1964). Mental health profes-
sionals discovered that short-term therapeutic services could
reduce the number of soldiers succumbing to the stress of
battle (Grob, 1991). Given this finding, multidisciplinary
mental health teams began to organize services at or near
battlefields to reduce future mental breakdowns and hospital-
izations among soldiers (Glass, 1958). The rehabilitation of
soldiers in the armed services impacted the practice of men-
tal health services on the home front.

The experiences of mental health professionals in World
War II emphasized the significance of contextual factors
(e.g., war conditions) rather than only individual and consti-
tutional factors for the expression of mental health problems
(Grob, 1991). After the war and with a more active public
health orientation, early detection and prevention of mental
problems became operational in the mental health system. In
adopting more active and community-oriented preventive in-
terventions, mental health professionals became more aware
of the qualities of communities where interventions would
take place. Adding a focus on the qualities of communities in-
creased the sensitivities of clinicians about the relationship
between the mental health of individuals and the characteris-
tics of communities (Grob, 1991).

After World War II, the prevention perspective was bol-
stered by a combination of federal, local, and professional
interests, as well as strong support from private foundations
and national lobbying organizations (Levine & Perkins,
1997). In 1955, the congressionally mandated review of the
nation’s mental health services gave further prominence to
prevention via the work of the Joint Commission on Mental
Illness and Health. As a result of the availability of increased
funds, prevention-oriented psychologists had the resources to
develop programs and research. Research groups began em-
phasizing prevention research and services. For example,
Ralph Ojemann (1957) at the State University of Iowa
organized conferences beginning in 1957 that brought to-
gether prevention researchers interested in prevention in the
schools. The St. Louis County Mental Health Department pi-
oneered a systematic effort to assess the benefits of a preven-
tive school mental health program (Gildea, 1959; Glidewell,
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1995). Paul Lemkau (1955), a public health psychiatrist,
taught mental health professionals public health approaches
to prevention at the Johns Hopkins University School of
Public Health. A pioneer community psychologist at the Uni-
versity of Rochester, Emory Cowen, began school-based
prevention work in the 1950s with elementary school
children who were showing signs of academic difficulties
(Cicchetti, Rappaport, Sandler, & Weissberg, 2000; Cowen,
1997, 2000a, 2000b; Cowen, Hightower, Pedro-Caroll,
Work, & Wyman, 1996). Each of these early efforts, in com-
bination, helped to create the supportive background and
commitment for the passage of the Community Mental
Health Services Act of 1963. This act included prevention as
one of the 10 essential services.

Prevention as a Defining Focus
for Community Psychology

As stated earlier in the chapter, the Swampscott report em-
phasized prevention as a defining element of the field. Since
the Swampscott Conference, the prevention perspective has
become institutionalized and formalized within the field of
community psychology. This institutionalization of preven-
tion has occurred through the establishment of prevention-
focused conferences, participation of psychologists in federal
commissions, and the development of professional organiza-
tions and interest groups dedicated to prevention activities. 

At one such conference, the 1975 Austin Conference, par-
ticipants repeatedly expressed the need to identify and mobi-
lize the existing strengths and resources in a community as a
primary intervention approach (Iscoe, 1975). One working
group focused on intervention and preventive models and
discussed “competency-based programs” that aimed at in-
creasing the capacity of community members. Participants
also emphasized the role of the community psychologist as
“increasing clients’ access to resources, and promoting equal
distributions of resources” (Iscoe, 1975, p. 5). This encour-
aged the growth of “an awareness of professional responsi-
bility to the client and community” (Iscoe, 1975, p. 8).
Conference participants continued the discussions of moving
away from the disease–treatment model to a new service de-
livery system that would focus on promoting wellness and
disease prevention, and adapted an educational (training)
model rather than a treatment orientation. 

Also in 1975, George Albee, an author of one of the
influential Joint Commission publications (Albee, 1959)
convened the First Annual Vermont Conference on Primary
Prevention. These conferences, initially funded by the Waters
Foundation and later the NIMH, created opportunities for
researchers and practitioners to focus on the details of

prevention research and preventive interventions for a span
of over 15 years (Kessler & Goldston, 1986; Kessler,
Goldston, & Joffe, 1992). The Vermont Conferences were
also important because they brought together persons of dif-
ferent disciplines, including those from local and state pre-
vention programs, who had roles in policy development for
mental health services. The ability of preventionists, includ-
ing community psychologists, to influence policy at local and
national levels was essential for the widespread application
of a prevention orientation to mental health services. For
example, psychologists’ contribution on The Prevention Task
Force Report of the Carter Commission on Mental Health
Services in 1978 was influential in emphasizing the signifi-
cance of prevention, as the report recommended the creation
of field stations to do prevention research (Levine & Perkins,
1997).

Prevention was further legitimized with the creation of the
Center for Prevention Research at NIMH in 1982. Under the
leadership of Mort Silverman, research grants became avail-
able to fund Prevention Research Centers. These centers gen-
erated prevention research sites, including those at Arizona
State University, the University of Michigan, Johns Hopkins
University, Albert Einstein College of Medicine, and the
Oregon Social Learning Center. Consistent with the mission of
NIMH, much of the emphasis of these centers was to prevent
mental disorders, such as conduct problems, substance abuse,
and depression. Much of this research has been published in
scientific journals (e.g., Koretz, 1991) and has informed the
field on state-of-the-art advances in the field of prevention.

While theoretical discussions surrounding prevention
focused on communities and community members, empiri-
cally driven prevention research continued to focus primarily
on building the personal competencies of individuals. For ex-
ample, Spivack and Shure’s (1974, 1985) groundbreaking
competence-building intervention, Interpersonal Cognitive
Problem Solving (ICPS), sought to build a set of skills in
young children in order to maximize their adjustment and in-
terpersonal effectiveness. This intervention was based on a
number of problem-solving skills identified in adjusted chil-
dren and attempted to further promote these natural strategies.
After finding ICPS to be relevant to a variety of populations,
Shure spoke of the “central role that interpersonal compe-
tence plays in human adjustment, and the place of ICPS in that
competence” (Spivack & Shure, 1985, pp. 230–231). Build-
ing specifically on the work of Spivack and Shure, Weissberg
et al. (1981) developed a skills-building intervention called
the Social Problem-Solving Skills (SPS). SPS sought to teach
a group of second-, third-, and fourth-grade students a number
of skills designed to build their social problem-solving skills
and eventually improve their adjustment. Central to their



442 Community Psychology

conceptual model was the relationship between building
skills and behavioral adjustment. They found SPS increased
students’ social problem skills and behavioral adjustment
independently. Weissberg et al. noted the importance of the
findings and sought to encourage those factors in children that
were found to mediate adjustment.

Through the availability of increased funding from both
federal and private foundations, more investigators were able
to launch prevention trials. One of the concepts that helped to
bridge past research with the emphasis on prevention was the
concept of social support (Barrera, 2000; Vaux, 1988). In
early efforts at developing prevention services, psychologists
realized that recipients of prevention efforts benefited from
the active presence and caring of others. Community psy-
chologists became active contributors to this literature and
helped to establish the constructs of social support, mutual
help, and self-help as essential variables in prevention pro-
gramming (Levy, 2000). Examples of this type of work were
included in a 1991 special issue of the AJCP (Borkman,
1991). These contributions encouraged moving away from a
disease orientation to analyses of factors contributing to indi-
vidual positive health.

As mentioned earlier, Cowen has been a leading propo-
nent for the concept of wellness as a way to build a scientific
basis for discourse on and actions toward positive health
(Cicchetti et al., 2000; Cowen, 2000b). In the most recent
published literature relating to strengths and resources,
Cowen (2000b) continued to assert psychological wellness as
a primary focus for community psychologists, as he has over
the past four decades. He discussed three main terms that
have been used in connection with this concept, including
competence, empowerment, and heightened resilience in
children: “These phenotypically disparate concepts . . . find
genotypic synchrony in a framework in which routes to psy-
chological wellness is the overarching phenomenon of inter-
est” (p. 90). Cowen also advocated examining both the
personal and environmental contributors to psychological
wellness and discussed a number of sources of influence over
people’s psychological wellness, including the family con-
text, the child’s total educational experience, significant so-
cial settings and systems in which a person interacts, and the
broad societal surround.

In the last two decades, community psychologists have
developed multiple conceptions and highlighted various
facets of the prevention perspective. In his 1980 presidential
address to the Society for Community Research and Action
(SCRA, Division 27 of the APA), Julian Rappaport pre-
sented the concept of empowerment as an alternative to the
traditional medical and disease orientation of prevention
research (Rappaport, 1981; Zimmerman, 1990, 1995, 2000;

Zimmerman & Rappaport, 1988). Articulating an emerging
mood, he questioned the clinical heritage of prevention and
advocated for prevention work to be a community and en-
abling enterprise, an enterprise consistent with the values
expressed at Swampscott. Tableman (1989) emphasized the
significance of pragmatic processes of prevention programs
in her Distinguished Practice Award address to SCRA in
1988. She challenged community psychologists to emphasize
the long-term implementation of prevention programs and
not just focus on the one-time demonstration of a particular
project (Tableman, 1989).

Tensions around Two Types of Prevention Research:
Prevention Science and Action Research

Two contrasting approaches have emerged within the domain
of prevention: prevention science and action research. The
prevention scientist focuses on the technology of the inter-
vention, precision of the measuring instruments, and the
search to control confounding variables as much as possible
so as to establish the validity of the intervention. In general,
classical experimental research designs are employed. In this
work, the focus is to generate testable hypotheses and rigor-
ous quantitative analyses to be precise about the efficacy
of interventions. This approach is fundamentally concerned
with the development of measurement techniques and statis-
tical analyses, with an eye toward advancing knowledge
for the professions and increasing the scientific status of pre-
vention research among the social sciences.

Professional and scientific journals are replete with stud-
ies conducted from the perspective of the prevention scien-
tist. For example, a 1991 special issue of the AJCP presents a
review of issues related to prevention science, including such
topics as validity, short-term versus long-term effects, and the
place of random assignment in community trials (Jansen &
Johnson, 1993). Also in the AJCP (Kellam, Koretz, &
Moscicki, 1999a, 1999b), recently published work from a
conference on Prevention Science held at Johns Hopkins
University in December 1994 includes: (1) results of school-
and community-based randomized field trials; (2) studies
of antecedent risk factors in the individual and social context;
and (3) designs for future prevention trials.

In contrast to the work of the prevention scientist, the
action researcher focuses upon understanding the commu-
nity, often the host for the prevention program, so as to
develop community-based and community-sensitive pro-
grams. Swampscott Conference participants recognized the
need to use community members as resources in the research
process. “The conference was stimulated by Reiff’s discus-
sion of the indigenous nonprofessional,” and researchers
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were beginning to see community members as “effective
change agents” within their own neighborhoods (Bennett
et al., 1966, p. 16). Community researchers envisioned com-
munity members serving a double purpose. First, they would
assist in promoting researchers’ credibility and help re-
searchers maintain rapport with members of the community.
Second, these indigenous nonprofessionals possessed skills
that community researchers did not, including their intimate
knowledge about their own community. Through their sub-
jective analyses of their experiences, community members
served as resources to their communities’ health by providing
researchers valuable information about the community, its
needs, and its natural processes in efforts to develop contex-
tually grounded interventions.

The action researcher may employ multiple methods
of assessment, including both qualitative and quantitative
techniques (K. Miller & Banyard, 1998). In general, this re-
searcher attempts to define a closer relationship between pre-
vention research and the communities where the prevention
research is occurring (Kelly et al., 1988; Reason & Bradbury,
2001). Community-based action research places emphasis on
collaborating with citizens to generate prevention services;
the needs of the community are as equally salient as the sci-
entific status of the research.

In recent years, community psychologists have consis-
tently advocated for active community participation in pre-
vention research, a trademark of action-oriented research
(Muehrer, 1997; L. Smith, 1999). In his 1997 Sarason Award
address, Murray Levine (1998) affirmed that effective pre-
ventive interventions should be “built on our understanding
of the psychological sense of community” (p. 203), ideas
expressed many years before by Seymour Sarason (Sarason,
1981, 1988). Similarly, Leonard Jason (1998) made a strong
plea for collaboration with community organizations and cit-
izens in his Distinguished Award address to the SCRA in
1997.

As community psychologists become more invested in
working in communities, more attention is likely to be
devoted to listening to the community rather then seeing
communities primarily as places to test out scientific ideas
(Seidman, Hughes, & Williams, 1993). For example, these
community-centered approaches have been found to be es-
sential in working in communities impacted by HIV/AIDS
due to the culturally bound implications of preventive
interventions (Icard, Schilling, El-Bassel, & Young, 1992;
R. Miller, Klotz, & Eckholdt, 1998; Peterson, Coates,
Catania, & Hauck, 1996). In the action research approach, the
community psychologist is viewed as one resource among
many contributors, in contrast to the prevention scientist who
is viewed as the primary expert.

The differences in approaches between the prevention sci-
entist and the action researcher reflect the differences in val-
ues of the contrasting paradigms. The tensions germinating
from these two paradigms are so disparate that they may not
be reconciled in the immediate future. Instead, these two
alternative points of view about understanding the efficacy of
prevention programs are likely to continue to develop side by
side. Interestingly, these contrasting approaches to preven-
tion have parallels to research with cultural groups. Ana
Marie Cauce and colleagues have framed these differences as
the cultural equivalence approach and the cultural variance
approach. The first approach assumes that all people are
essentially similar except for differences in life circum-
stances. The second approach holds that the unique back-
ground and experiences of each subminority group produces
fundamental differences in risk and protective factors
(Cauce, Coronado, & Watson, 1998; Roosa & Gonzales,
2000). The challenge for the future is whether the second
approach will achieve increased attention as a viable and al-
ternative view of prevention.

CONCLUSION

The history of community psychology is unique in the history
of psychology. Like other fields, the development of commu-
nity psychology is not just a history of the profession but also
a reflection of the interaction of social and cultural events and
discontent within the broader field of psychology. At a time
when the nation was experiencing a cultural revolution, psy-
chologists with a community orientation were questioning the
status quo of the field. Community psychologists protested
the medical- and disease-driven model of the mental health
professions, particularly psychiatry and clinical psychology,
and rallied for ecologically sound interventions targeting
social systems and institutions rather than individuals.

In this chapter, we aimed to understand the context and
domains that have been essential to the development of the
field in a historical and social context. We began this en-
deavor with a brief historical analysis of events leading up to
the founding of the field in 1965. The founding of the field
occurred during an awesome time in U.S. history. Though it
emerged in the liberal fervor of the 1960s, psychologists’
calls for social action, social change, and social justice can be
traced to social events of the 1940s and 1950s. Events such as
World War II and the growing malaise of the 1950s, accom-
panied by the increasing discontent among oppressed groups
such as women and racial minorities, sparked creativity, in-
novation, and protest in many areas of American life, includ-
ing within the mental health professions. The zeitgeist of the
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1950s and 1960s suggests bases for the interests of citizens,
including psychologists, to create such a distinct enterprise as
community psychology. 

Embedded in the spirit of the times, the founding of com-
munity psychology at the Swampscott Conference was sup-
ported by at least two decades of exploration into community
approaches to mental health service provision. The 20 years
of scholarly and professional achievements illuminated the
connections among social structure, health, and the delivery
of community and preventive services. The founding and de-
velopment of the field both reflected and fostered a paradigm
shift in the practice of psychology. Community psychology
represented new ways to conceptualize mental illness and
mental health and news ways to approach individual, sys-
tems, and social changes. Specifically, shifts in conceptual
orientation demanded that efforts to develop theories and
preventive interventions be viewed through a nondeficits
model—a model of promoting strengths of communities and
individual community members.

Wehaveframedthefield’sdevelopmentof theoryandaction
in terms of enhancing individual and community strengths.
Community psychologists like Cowen and Weissberg have
made promoting wellness through preventive interventions
with an ecological orientation. Ecological theorists have also
suggested specific connections to a strengths perspective, most
recently in the ideas of Kelly (2000). Preventive intervention-
ists are increasingly advocating for the inherent connection
between this strengths perspective and their work (Seidman
et al., 1999; Zimmerman, Ramirez-Valles, & Maton, 1999).
The thesis of this chapter lies in the multiple ways that traces of
the principle of the interdependence of a strengths perspective
with ecological concepts and preventive interventions have
defined a major core of the work implemented throughout the
field’s history.

The importance of the strengths perspective in community
psychology is illustrated by the number of community psy-
chologists who have commented on the challenge of deve-
loping a competence approach in community research and
practice. At the symposium celebrating the 20th anniversary
of the field, Kelly (1987) echoed the Swampscott Conference
participants’ articulation of a need for a broader definition of
health and well-being. Strother (1987) discussed how the tone
at the time of Swampscott had allowed for an emphasis on the
maintenance of health rather than a sole focus on illness.
Klein (1987) repeated some of Lindemann’s thoughts by em-
phasizing that prevention or mental health promotion, the
most cost-effective early treatments, would result from fo-
cused efforts to enhance individuals’ natural support systems.
Also during this time, several chapters in the Annual Review
of Psychology focused attention on the issue of bringing a

strengths perspective into preventive interventions (Gesten &
Jason, 1987; Iscoe & Harris, 1984; Kelly, Snowden, & Munoz,
1977; Levine, Toro, & Perkins, 1993).

Considering the ecological perspective as described by
Kelly, Trickett, and colleagues and actualized by other noted
community psychologists, we see an inherent connection
between a strengths perspective and viewing the person in
context. As the strengths orientation prescribes that we attend
to the functional roles played by individuals and community
structures, so does ecologically valid work that explicitly
acknowledges the interdependent relationship between com-
munity citizens and the multiple levels of their environments.
Furthermore, the link between a strengths perspective and
ecological thinking is evident in the field’s translation of
research into action via preventive interventions and action
research. Community psychologists have illustrated such a
connection through interventions that focus on building com-
munity capacity or promoting individual strengths as strate-
gies to prevent social problems or disease.

We hope that by highlighting some of the social events
and movements that framed the emergence of the field, future
scholars can build from this enterprise. The future of com-
munity psychology is bound not only by its social, political,
and professional contexts but also by its past. Understanding
the confluence of historical events and processes that con-
tributed to the evolution of community psychology can
provide us with the insight and knowledge to continue col-
laborative research with communities that ecologically
assesses problems and competencies in efforts to prevent
social problems and promote wellness.
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Health psychology is the aggregate of the specific educational,
scientific, and professional contributions of the discipline of psy-
chology to the promotion and maintenance of health, the preven-
tion and treatment of illness, the identification of etiologic and
diagnostic correlates of health, illness and related dysfunction,
and the analysis and improvement of the health care system and
health policy formation. (Matarazzo, 1980, 1982, 2001)

Health psychology is distinguished from behavioral medicine
in that the latter is an interdisciplinary field examining rela-
tionships between behavior and health and is not limited to
psychology. Yet health psychology does have foundations in
other health and social sciences. Its core knowledge base
involves the integration of biological, cognitive, affective,
social and psychological bases of behavior with biological,
cognitive, affective, social, and psychological bases of health
and disease. Health psychology also includes knowledge
of health policy and the organization of health care delivery
systems. It is a very broad field, characterized by studies in
health behavior, behavioral risk factors for illness, response
to illness, the impact of social support on health, culture
and health, physician-patient relationships, psychoneuroim-
munology, and psychophysiology among others.

Clinical health psychology is the term used for application
of health psychology in professional practice. This specialty

is dedicated to both the development of knowledge and
the delivery to individuals, families, and health care systems
of high quality services based on that knowledge (APA,
1997).

ROOTS OF THE FIELD

The roots of health psychology are in the history of mind–body
relationships along with those of other fields such as phi-
losophy, theology, mathematics, astrology, and medicine.
Mind–body relationships were very much the concern of
priests, alchemists, shamans, or healers, and throughout his-
tory a multiplicity of views converged in two alternating ap-
proaches: a unitary view that postulates that mind and body are
indivisible and a dualistic view that sees them as separate enti-
ties. The roots of health psychology can be traced back to the
unitary view of mind–body relationships (Taylor, 1999).

Our knowledge of prehistoric societies indicates that hu-
mans considered mind and body as a unit, attributing physi-
cal and mental illnesses to demonic possession or evil spirits.
The early writings of Hebrews, Egyptians, and Chinese
confirmed this supernatural view of causality. Stone Age ar-
chaeological findings in Europe and South America show ev-
idence of a surgical procedure called trephination that some
claim shamans used to allow evil forces to leave the body
(Selling, 1940).

In ancient Greece, the unitary view evolved to include nat-
uralistic causes of disease, opening the way to modern medi-
cine. Plato (427–347 B.C.) wrote that “it is not proper to cure

We are thankful to John Weinman, Ad Kaptein, Ralf Schwarzer,
Hannah McGee, and Marie Johnston for their helpful comments on
an earlier version of the manuscript and providing historical infor-
mation regarding the development of Health Psychology in Europe.
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the eyes without the head, nor the head without the body,
so neither it is proper to cure the body without the soul.”
Aristotle, in 350 B.C., observed how emotions like joy, fear,
anger, and courage affect the body, thus linking bodily
processes to emotional states (Gentry & Matarazzo, 1981;
Lipsitt, 1999). However, it was the Greek physician
Hippocrates (460–377 B.C.), often called the father of modern
medicine, who proposed a humoral theory of illness later ex-
panded by Galen (A.D. 129–199). This was a hydraulic model
that postulated that disease would result from the imbalance
of four bodily fluids or humors—blood, black bile, yellow
bile, and phlegm (Lipowski, 1986). Galen proposed four per-
sonality types based on the predominance of one of the four
humors (choleric, melancholic, sanguine, and phlegmatic);
these types permeated European personality theories for cen-
turies thereafter. In sum, the ancient Greeks believed that
mind and body were part of one system, that a balance be-
tween physical and emotional states was fundamental to
health, and that psychological factors could influence bodily
functions or even cause disease.

Lyons and Petrucelli (1978) describe a Greek legend that
illustrates the role of behavior and balance in health and ill-
ness. According to this myth, Zeus, the chief Olympian god,
brought the healer Asclepius into the heavens because of his
healing abilities. Asclepius became a half-god and had two
famous daughters, Hygeia and Panacea. Hygeia was the god-
dess of health and prevention; she taught the Greeks they
could be healthy if they were moderate in all forms of behav-
ior. Panacea was the goddess of medicine; she represented
the continuous search for treatment of all illnesses (cited by
Maes & Van Elderen, 1998, p. 591). These views were
adopted by Roman physicians and influenced Greek and
Roman healing practices that included medical and psycho-
logical approaches such as exercise, massage, music, a warm
and soothing atmosphere, and the like.

In the Middle Ages, a holistic view of mind–body relation-
ships was reflected in the supernatural view of causality and
treatment, but holism began losing credibility as the separa-
tion between church and state became more evident and med-
ical views of illness emerged. With this separation also came
the belief that mind and body were separate entities, or what
is known as dualism. During the Renaissance, the philoso-
pher Descartes (1596–1650) proposed what is now referred to
as Cartesian dualism: the premise that mind and body are
separate entities and that the explanations for bodily pro-
cesses are to be found in the body itself. By emphasizing the
materialism of the body, Cartesian dualism de-emphasized
the importance of emotions in health (Lipsitt, 1999).

The development of physical medicine consolidated a du-
alistic approach that then became the predominant model for

medical science and practice in much of Western civilization.
The work of the Dutch physician Vesalius in the 1500s
marked the development of science in anatomy and physiol-
ogy, highlighting the importance of the scientific method and
experimentation. In the seventeenth and eighteenth centuries,
Antonie van Leeuwenhoek’s work on microscopy and
Giovanni Morgagni’s advances in autopsy both contributed
to the discrediting of the humoral theory (Kaplan, 1975). In
England, in 1628, William Harvey used the objective scien-
tific method to disprove the humoral theory by identifying
that blood circulates in the body and is propelled by the heart
(Gatchel, 1993).

During the eighteenth century, progress was made in
understanding relationships between physical reactions and
psychological phenomena. Heart rate and temperature were
measured with increased sophistication, and pathways be-
tween bodily secretions and emotional reactions were identi-
fied. Although biomedical reductionism seemed to bury
unitary views of mind–body relationships, the active in-
gredients in the clinical practice of medicine were actually
primarily psychological ones (Matarazzo, 1994). In 1747, a
professor of medicine wrote that “the reason why a sound
body becomes ill, or an ailing body recovers, very often lies
in the mind” (Gaub, cited in Lipowski, 1977, p. 234).

In the nineteenth century, the role of psychological factors
in illness revived, giving rise to a new holistic movement and
paving the way for the psychosomatic medicine movement.
The prominent physician Claude Bernard emphasized the
role of psychological factors in physical illness (Gatchel,
1993), and the psychiatrist Heinroth, in Germany, is said to
have been the first to use the term “psychosomatic” (Lipsitt,
1999). In the United States, Benjamin Rush (1746–1813),
considered the father of American psychiatry, wrote the first
textbook on the treatment of mental illness (Rush, 1812), but
he also asserted that “actions of the mind” could cause many
illnesses. In 1812, he also founded the American Medico-
Psychological Association, which later became the American
Psychiatric Association.

In Europe, the antecessors of the psychodynamic ap-
proach, Austrian physician Franz Mesmer and Parisian neu-
rologist Jean Martin Charcot, reported several instances of
hysterical states in which physical symptoms had no med-
ical explanation and could be induced or removed by
hypnosis. These observations defied the biomedical reduc-
tionism that dominated medical science in the late eigh-
teenth and early nineteenth centuries. However, it was
Freud’s theories about hysterical conversion as the expres-
sion of repressed instinctual impulses that inspired the field
of psychosomatic inquiry, which then blossomed in the fol-
lowing 50 years.
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In other developments, the change in 1889 of William
James’s title from professor of philosophy to professor of
psychology at Harvard marked the beginning of a new era
for the discipline of psychology; thought and feeling had be-
come a major focus for intensive scientific study. In addi-
tion, two independent researchers were conducting work in
psychophysiology that was to become seminal in the field.
Walter Bradford Cannon investigated visceral aspects of
emotional experiences (specifically adrenaline and the ex-
citement of the sympathetic nervous system), inventing the
term “homeostasis” to describe the balanced state that
human physiology sought to maintain (Cannon, 1915). In
Russia, Ivan Pavlov received a Nobel Prize in 1904 for his
work on the conditioned reflex and the physiology of the
digestive gland, work that had profound implications for un-
derstanding learning processes and the development of psy-
chophysiological disorders. His work led to the development
in Russia of what was named “cortical-visceral-medicine,”
which has some overlap with psychosomatic medicine
but leaves out subjective dimensions of experience and
the unconscious processes (Lipsitt, 1999). Thus, by 1900,
forces within medicine, physiology, and psychology had re-
vived an integrated perspective of health and illness, mind
and body.

Meanwhile, psychoanalysis spread in popularity in both
Europe and the United States. Adolph Meyer, a Swiss psy-
chiatrist, moved to Johns Hopkins in 1910 and continued to
build on the concept of holism (derived from the Greek holos,
or “whole”), introduced by Jan Christian Smuts in 1926
(Lipowski, 1986). Meyer proposed a new field of study, psy-
chobiology, as the study of the person as a whole and not just
the disease. Mind and body were seen as separate but inte-
grated parts constituting a psychobiological unit (Meyer,
1957). This work helped bridge the gap between psychiatry
and the other medical specialties, laying the foundation
for the development of psychosomatic medicine and liaison
psychiatry (Lipsitt, 1999).

FORMALIZATION AS A FIELD OF INQUIRY
AND PRACTICE

The more formalized field of psychosomatic medicine
emerged between 1920 and 1950, dominated by two major
frameworks: psychodynamic and psychophysiologic. Major
contributions of psychosomatic medicine were the recogni-
tion of the role of psychological and social factors in the
etiology, course, maintenance, and treatment of disease
(especially those that defied biomedical explanations), and
the promotion of behavioral health research.

Helen Flanders Dunbar, a follower of Meyer, promoted
the idea that psychosomatic symptoms were associated with
certain personality types and not just with a single conflict, as
Freud had postulated. She believed that all illnesses were
psychosomatic and worked diligently to facilitate acceptance
of that view among physicians and the general public. Her
views were popularized through her 1935 book, Emotions
and Bodily Changes, and she became the founding editor of a
new journal, Psychosomatic Medicine, at a time when men
dominated American medicine. The preface to the first issue
(1939) declared its devotion to the study of the interrelation-
ships between psychological and physiological aspects of all
normal and abnormal bodily functions and the integration of
somatic therapy and psychotherapy. It is interesting to note
that Dunbar intended to advance psychosomatic medicine not
as a new specialty within medicine but rather as a way of
educating medical professionals and scientists to view illness
as multidimensional, a perspective that can be considered a
precursor to the later systems models (Lipsitt, 1999).

In 1942, a group of researchers, including psychiatrists,
physiologists, internists, psychologists, and psychoanalysts,
founded the American Psychosomatic Society (APS). A neu-
rologist, Tracy Putnam, was its first president. Levenson
(1994) describes these early members as adventurers and ex-
perimenters who were interested in exploring the mind–body
riddle. She notes that psychiatry was not yet well accepted in
the male-dominated medical schools or teaching hospitals,
and at a time when American education and medicine was
anti-Semitic, the APS welcomed refugees fleeing Nazi
Germany. Yet the psychosomatic medicine movement did not
promote any political or feminist agenda, nor was it bound to
any one theory, as members held widely different points of
view (e.g., Pavlovians, Freudians). Some members were
interested in specific diseases, others in the connections be-
tween emotions and bodily processes. A few researchers were
interested in topics such as overutilization of health care ser-
vices, but much work consisted of pathology-oriented treat-
ment reports of the “classic” psychosomatic disorders.

Psychodynamic theory as a framework continues to
dominate psychosomatic medicine in Europe, especially in
southern European countries. Historically, both psychiatrists
and psychologists have contributed to its expansion. Some
of these were European psychoanalysts who immigrated to
the United States to flee Nazi persecution, such as Franz
Alexander. In Chicago, Alexander built upon Freud’s formu-
lation of conversion hysteria to derive the specificity theory
of psychosomatic disease. From his clinical observation of
patients undergoing psychoanalysis, he concluded that spe-
cific emotional conflicts, called nuclear conflicts, were asso-
ciated with specific physical diseases such as peptic ulcer,
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hypertension, rheumatoid arthritis, and asthma. He believed
that the repressed psychic energy could affect autonomic
nervous system functioning directly, thus altering visceral
functioning. For instance, in the case of an ulcer patient, the
repressed emotions associated with a dependency conflict
would increase the secretion of acid in the stomach, which
would in time affect the stomach lining and ultimately pro-
duce ulcers (Alexander, 1950).

In the United States, the work of Dunbar and her followers
was seriously questioned in the 1950s at the same time that
psychoanalysis was being criticized for its lack of scientific
rigor. However, more scientific psychoanalytic/psychody-
namic theories of psychosomatic illness were subsequently
developed, as reflected in the work Sifneos and Nemiah on
alexithymia (Nemiah, 1973; Sifneos, 1967) and the specific-
attitudes theory developed by Graham and his colleagues
(Graham, 1972; Graham, Stern, & Winokur, 1958). Indeed,
the idea of a relationship between personality and physical ill-
ness is present in current concepts such as Type A behavior
patterns and Type C personality. Moreover, expansion of the
field was fostered by the strengthening of other conceptual
models as well as the development of new ones that would
drive health behavior research.

As noted above, the other early theoretical framework
that contributed to the survival and expansion of the psycho-
somatic movement was psychophysiology, an approach
that provided more objective and scientific foundations for
the development of the field. Edmund Jacobson, a psycholo-
gist and physician who had studied under James and Cannon
at Harvard, examined the role of muscle tension in
relaxation (Jacobson, 1938). He also developed progressive
muscle relaxation, a behavioral intervention that is today
referred to as the aspirin of behavioral medicine. In fact, by
the 1950s the field seemed dominated by a focus on stress
and its relationship to health and bodily functioning. Hans
Selyé (1953), a physiologist, popularized stress as a cause of
illness.

In addition, Harold G. Wolff’s work on the psychology
and physiology of gastric function (Wolf & Wolff, 1947) as
well as his work on migraine, ulcer, colitis, and hypertension
provided careful examination of the physiological changes
associated with conscious emotional states such as anger and
resentment. Wolff’s 1953 book, Stress and Disease, remains
a classic. This psychophysiological approach marked the
growth of experimentation and a departure from the study of
unconscious processes and reliance on methods of clinical
observation. The use of the term psychophysiological disor-
ders also dates back to Wolff’s work and reflects an effort of
the psychosomatic movement to dissociate itself from
the psychodynamic orientation and move toward a more

cognitive behavioral framework that would characterize
much of the future work on stress and disease.

By the 1950s, the specificity theories based on psychoan-
alytic foundations also had serious competition from systems
approaches. Guze, Matarazzo, and Saslow (1953) published
a description of a biopsychosocial model as a blueprint for
comprehensive medicine, a term more favored in some
circles than the label psychosomatic. This model emphasized
the interrelationships among, and mutually interacting effects
of, multiple biological, psychological, and social processes.
Later work by Engel (1977) and Leigh and Reiser (1980) has
perhaps been more widely cited, but all were very similar
attempts to provide a unitary framework for diagnoses and
treatment of the full spectrum of health problems.

A number of other societies were developed in the mid-
1900s that reflected the expansion of interest in the psycho-
somatic movement: the American Society of Psychosomatic
Dentistry (1948), the Society for Psychosomatic Research in
Great Britain (1960), and the Swiss Society of Psychoso-
matic Medicine (1963).

As interest in stress and disease during the 1960s and
1970s grew, so did interest in coping—which in turn brought
more attention to cognitive and behavioral efforts to manage
stress. It was also recognized that illness was a part of life
that no one could escape, and that illness itself was a stressor
that required coping skills for adaptation. Coping was viewed
as a complex process that included significant cognitive, af-
fective, behavioral, and social components. The development
of the health-belief model also focused attention on cognitive
components in health and disease and fostered the interface
with public health perspectives (Rosenstock, 1966).

Concurrent with developments in stress and coping was
the pioneering work of Neal E. Miller, whose theoretical and
empirical work on the conditioning of physiological pro-
cesses laid the scientific foundation for the development of
biofeedback interventions for specific health problems
(Miller, 1969). The application of operant learning theory to
the management of chronic pain was initiated by Wilbert
Fordyce, whose work became fundamental to the design of
pain and chronic illness management programs for the rest
of the century (Fordyce, 1976).

A serendipitous event occurred in 1974 that was also to
shape future research and practice in the field. Robert Ader,
an experimental psychologist, noticed that some of his ani-
mals died unexpectedly during a conditioning experiment.
Through careful research, he subsequently determined that
those deaths had been the result of a conditioned suppression
of the immune system. As expected, this finding was greeted
with much skepticism in the field, but nevertheless it heralded
the beginning of what Ader called psychoneuroimmunology,
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an area of study that grew rapidly. As described by Levenson
(1994), Ader himself was troubled by the fact that his initial
work might have received attention in part because of his rep-
utation as a very careful, conservative scientist. He wondered
what would have happened if an unknown investigator had
come to the same conclusions.

In 1977, a number of psychologists, physicians, and other
behavioral scientists attended the Yale Conference on Behav-
ioral Medicine to give support to the birth of a new interdis-
ciplinary field labeled behavioral medicine. Many of these
attendees believed that as then conceptualized, psychoso-
matic medicine did not clearly represent the thrust of current
research and practice. Joined by others the next year at a con-
ference at the National Academy of Sciences, they adopted
the following definition for the new field:

Behavioral medicine is the interdisciplinary field concerned with
the development and integration of behavioral and biomedical
science knowledge and techniques relevant to health and illness
and the application of this knowledge and these techniques to
prevention, diagnosis, treatment and rehabilitation. (Schwartz &
Weiss, 1978)

By 1979, the explosion of research in health and behavior,
and its practical significance to medicine, was recognized by
the Institute of Medicine (IOM) of the National Academy
of Sciences. A committee was formed to review the field and
set a research agenda with psychiatrist David Hamburg as
chair and psychologist Judith Rodin as vice-chair; over half the
membership were psychologists.The subsequent report (IOM,
1982) documented that 50% of mortality from the 10 leading
causes of death could be traced to behavior. This effort, plus
support from U.S. surgeon general Joseph Califano (Healthy
People: The Surgeon General’s Report on Health Promotion
and Disease Prevention, 1979), stimulated congressional in-
terest and led to increased funding for NIH for research on be-
havioral factors in disease prevention and health promotion.

The zeitgeist transcended national boundaries. European
health psychologists have made innovative and significant
contributions in a variety of areas, especially the relationships
among personality, stress, and disease; the role of social cog-
nition in health and illness behavior; and the development and
outcome evaluation of health promotion programs in various
contexts (school, work, and community). Other contri-
butions of European health psychologists have been in mea-
surement, both in developing new measures and in adapting
and validating many English-language psychological instru-
ments to various populations in each country. The cross-
validation of measures in many cultural contexts has been an
important opportunity for testing theory and related constructs

in the domain of health psychology, as well as measurement
theory. Finally, several Europe-wide studies, some of them
under the auspices of the World Health Organization (WHO),
have increased understanding of epidemiological patterns and
their relationship to psychosocial variables. Examples are those
projects related to cardiovascular disease (WHO-MONICA
project [WHO, 2000]) and health behaviors in school-aged
children (WHO-HBSC project [Currie, Hurrelmann, Set-
tertobulte, Smith, & Todd, 2000]).

Worldwide, over the past 25 years there has been a signifi-
cant focus on research and practice related to health behaviors
such as those involved in dietary management, exercise, ad-
herence to medical regimens, and seat belt usage.Although the
term behavioral health was originally defined by Matarazzo
(1980) as a corollary to behavioral medicine in order to em-
phasize health promotion and prevention rather than illness it-
self, it was unfortunate that the term was not trademarked at
that time. In the last decade, this term has come to be used to
describe alcohol, substance abuse, and other more traditional
mental health services in the evolving health care system and
no longer conveys its distinctive meaning.

Other trends have been an increased emphasis on environ-
mental health psychology (e.g., examination of stress-related
health effects of environmental noise, Staples, 1996), occupa-
tional health psychology, and genetic testing. There has also
been increased emphasis on women’s health issues and issues
of diversity in health behavior research. In 1992, the National
Conference on Behavioral and Sociocultural Perspectives on
Ethnicity and Health was held, resulting in a special issue of
Health Psychology edited by Norman B. Anderson, the con-
ference organizer (Anderson, 1995). There has also been
more focus on the application of health behavior research
findings to public policy, of which Patrick DeLeon has been a
leader within U.S. psychology.

In conclusion, despite harsh criticism, the psychosomatic
movement within which psychology and psychologists have
played significant roles has survived and evolved to include
more social and cultural correlates of illness. The terminology
related to the field has also evolved such that terms such as
behavioral medicine, behavioral health, health psychology,
and health behavior research are more prominent. From its
initial focus on personality and disease, the movement has
given rise to work on the relationship between illness and be-
reavement, helplessness, life changes, occupational stress, so-
cial support, health beliefs, ethnicity, environmental stressors,
and others. Moreover, it has stimulated new multidisciplinary
areas of inquiry, such as psychoneuroimmunology and psy-
choneuroendocrinology. It has also been home for a wide
range of theoretical viewpoints, including psychodynamic,
psychophysiological, and cognitive-behavioral theories. It
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represents a historical landmark in the change of beliefs in
medicine, psychology, and the general public regarding
mind–body relationships.

FORMALIZATION OF THE FIELD
WITHIN PSYCHOLOGY

Historically, psychologists were active participants in the
development of psychosomatic medicine. In fact, a number of
presidents of the American Psychosomatic Society have been
psychologists, including Margaret Thaler Singer (1972, the
first PhD and the first woman to be president), Robert Ader
(1979), C. David Jenkins (1983), Bernard Engel (1985), Karen
Matthews (1990), James Blumenthal (1995), and Margaret
Chesney (1997).

Perhaps the first action of organized psychology in relation
to organized medicine was the appointment of a committee in
1911 that examined the teaching of psychology in medical
schools (Franz, 1913). This early focus was designed to pro-
mote psychological competence in medical practice through
the instruction of medical students; thus, psychology began
its role in the health care system as a teacher of medical stu-
dents. The growth of health-service-provider psychologists
came later.

American Organizational Efforts

A landmark event for health psychology within organized
psychology was a report prepared by William Schofield for
the board of directors of the American Psychological Associ-
ation (APA): The Role of Psychology in the Delivery of
Health Services (Schofield, 1969). This essay had a much
broader focus than its title implies, as it addressed both theo-
retical and research aspects of the discipline that had implica-
tions for “the promotion and maintenance of health, the
prevention and treatment of illness” (p. 565). Schofield noted
how organized psychology had been implicitly dualistic,
often contrasting mental health with physical health and dis-
tributing more discipline resources to the former. For exam-
ple, his examination of articles indexed in Psychological
Abstracts for 1966 and 1967 found three focuses in health:
schizophrenia, psychotherapy, and mental retardation. Alto-
gether, major and much more numerous health problems such
as pain, surgery, heart disease, cancer, smoking, and medical
hospitalization accounted for less than 10% of publications
in those years! He noted that only a smattering of individual
psychologists pursued interests in medical nonpsychiatric
problems and opined that with the possible exception of
involvement with the physically handicapped, the discipline

had only “superficially mined” the area of the psychology of
physical illness. He also predicted that this would not change
without change in the education and training of future
psychologists.

Scofield argued cogently for psychology to view itself as a
health science and a broadly based health profession (not just
a mental health profession); yet it would be another 30 years
before this perspective became mainstream within organized
psychology.

In 1973, another seminal event occurred when the APA
Board of Scientific Affairs established the Task Force on
Health Research upon the recommendation of the Committee
on Newly Emerging Areas of Research. Miriam Kelty (who
in 2000 received a Career Service Award for her work in
health psychology) served as APA staff liaison. Three decades
ago the societal context was increased public concern about
rising health costs and deficiencies in the way health care was
delivered in the United States. Although health had become a
social issue and was no longer solely the province of medi-
cine, psychology as a discipline was described as “surpris-
ingly slow to recognize and accept research challenges in this
problem area. Possibly the historical prominence of mental
health as a focus for applied psychology has overshadowed
other types of health-oriented psychological research” (APA,
1976, p. 264). The task force did identify nearly 500 psychol-
ogists with health research interests, but half of those were
employed outside of health settings and many were not mem-
bers of the APA, having resigned because they found no divi-
sional affiliation compatible with their interests. Moreover,
their research tended to be published in non-APA journals, a
number of which were not even included in the Psychological
Abstracts Search and Retrieval (PASAR) database and thus
not available to the average APA member.

The Task Force on Health Research found that approxi-
mately 40 health research articles were published per year
between 1966 and 1973. Of those, about 66% were related to
psychobiological aspects of health (stress, psychosomatics,
social and environmental factors, effects of illness on behav-
ior), 18% dealt with health care delivery issues (mostly
specific aspects of treatment and rehabilitation rather than
systems research), and 16% were studies of attitudes relevant
to health and health care. To foster the development of
knowledge in this area the task force made a series of recom-
mendations: (a) increase awareness among psychologists of
support for health research from agencies other than the
National Institute of Mental Health (NIMH), (b) eliminate
mind–body dualism in conceptualizing human behavior by
adopting more integrated models, (c) develop graduate edu-
cation programs to promote early awareness of opportunities
for research and practice, and (d) “find a suitable home within
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APA for . . . a distinct interest group that is likely to grow
and has need for the basic organizational supports afforded
by our major scientific and professional society” (APA, 1976,
p. 272). A direct outcome of the Task Force on Health Re-
search was the 1975 organization of the Section on Health
Research in the APA’s Division of Psychologists in Public
Service. Concomitantly, David Clayman and John Linton
were facilitating communication among clinical psycholo-
gists working in medical settings by developing the Medical
Psychologist’s Network and a related newsletter, using the
term medical psychology to describe their work.

The years 1977–1978 were a high point for the formaliza-
tion of health psychology within the discipline. Given the
growth in the field and the need to find an organization to
integrate those with both research and practice interests, in
1977 members successfully petitioned for a new division
within the APA. At the annual meeting in August, the Divi-
sion of Health Psychology (Division 38) was formally
installed by the APA Council of Representatives with Joseph
D. Matarazzo as its first president. In his charter presidential
address one year later, Matarazzo provided the foundation for
the first definition of the field to be adopted by the division.

In recognition of health psychology’s need to function
within an interdisciplinary context, two other societies were
also formed in 1978, with psychologists playing a major
role in their foundation. The Academy of Behavioral Medi-
cine was established in April with Neal E. Miller as its first
president, and on November 16, the first organizational
meeting of the Society of Behavioral Medicine was held in
Chicago. (The International Society of Behavioral Medicine
was founded in 1990.) Also in 1978, the Journal of Behav-
ioral Medicine was established, with W. Doyle Gentry as its
editor.

One might question why psychologists promoted societies
and publications with a focus on behavioral medicine versus
psychosomatic medicine, the term previously more common.
As noted previously, a group of disaffected biomedical and
behavioral scientists had met in 1977 at Yale to formally
establish the field of behavioral medicine, having been frus-
trated by the inadequacies of traditional conceptualizations of
psychosomatic medicine.

The first issue of the Division of Health Psychology’s
scientific journal, Health Psychology, was quickly organized
and published in 1982 under the editorship of George C.
Stone. Given the burgeoning of research, it quickly moved
from a quarterly publication to a bimonthly one in 1984. By
2000, Health Psychology had more individual subscriptions
than any APA journal other than American Psychologist and
Monitor, publications that are provided as part of member-
ship in the APA. In 2000, the Division of Health Psychology

had over 2,800 members and a number of formal interest
groups, including those on women’s health, minority health,
education and training, and international affairs.

International Organizational Efforts

Health psychology was also becoming more organized in
Europe during the same period of time. Six years after APA
Division 38 was founded, Professor Stan Maes organized an
international conference on health psychology in Tilburg (the
Netherlands), which then initiated the formation in 1986 of the
European Health Psychology Society (EHPS) (Schwarzer &
Johnston, 1994). At this meeting were also Marie Johnston
(UK), John Weinman (UK), Ralf Schwarzer (Germany), Ad
Kaptein (the Netherlands), Lothar Schmidt and Peter
Schwenkmezger (Germany), and Jan Vinck (Belgium), who
became key people in the development of health psychology
in Europe and in their own countries. It is interesting to note
that among the 60 participants was a large contingent from
the United States, including Charles Spielberger and Irwin
Sarason, who supported the development of a European asso-
ciation. At that conference, it also became apparent that a
substantial amount of research was being conducted in
various European countries on topics relevant to health
psychology (Maes, 1990; Maes, Spielberger, Defares, &
Sarason, 1988).

The creation of the EHPS in 1986 represents an important
landmark for the development of health psychology in Europe.
The purpose of the EHPS is “the promotion and development
within Europe of empirical and theoretical research and appli-
cations of health psychology and the interchange of informa-
tion relating to this subject between European members
and other associations throughout the world” (Schwarzer &
Johnston, 1994, p. 4). Since then, the EHPS annual confer-
ences have offered an important setting for exchange among
the major European scholars in the field. They also provide a
forum for the discussion of issues facing health psychology in
Europe, both as a science and a profession. The growing num-
ber of participants in the EHPS conferences from 1988 to 1996
illustrates the development of the field. There were 60 partici-
pants in 1986, 100 in 1989 (Utrecht, the Netherlands), and 500
in 1996 (Dublin, Ireland).

Another important landmark in the definition of health
psychology in Europe was a document written by the
European Federation of Professional Psychologist’s Associa-
tions (EFPPA) and published by the WHO Regional Office
for Europe in 1984; this document clarifies the contribution
of psychology to the health field. The EFPPA has played an
important role in the development of professional health
psychology, as will be detailed later.
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The following 10 years witnessed a rapid growth of health
psychology both within and outside the EHPS. In the 1990s,
many European countries developed their own health
psychology groups and national societies, although there
are many asymmetries among European countries in prac-
tice orientation and research. The oldest national groups were
created in Ireland and England (Johnston, 1997). In 1986, in-
terest groups in health psychology were established at the
British Psychological Society and the Psychological Society
of Ireland (Weinman, 1998). Other countries that followed
this early expansion were the Netherlands, Germany, Poland,
Finland, and Norway. Currently, there are EHPS delegates in
27 European countries, including eastern Europe (McIntyre,
Maes, Weinman, Wrzesniewski, & Marks, 2000).

Comparable developments were taking place in Asia
under the leadership of Professor Hiroshi Motoaki of Tokyo’s
Waseda University. These included his seminal roles in the
establishment in 1988 of the Japanese Association of Health
Psychology and in 2000 of the Asian Congress of Health
Psychology. Matoaki was elected charter president of each of
these groups.

Amajor contribution of the EHPS to the scientific develop-
ment of health psychology in Europe has been the publication
of the Journal of Psychology and Health, the leading Euro-
pean journal in this field since 1986 when it was founded
under editor John Weinman. Other more recent journals have
also contributed to this field, including the Journal of Health
Psychology (founding editors: Andrew Steptoe & Jane War-
dle) and Psychology, Health & Medicine (founding editor:
Lorraine Sherr). Several national health psychology journals
have been created that publish health psychology articles in
the country’s language, such as the British Journal of Health
Psychology (United Kingdom), Gedrag & Gezondheid: Tijd-
schrift voor Psychologie en Gezondheid (the Netherlands),
Revista de Psicologia de la Salud (Spain), and Zeitschrift für
Gesundheitspsychologie (Germany).

Although there are many commonalities between North
American and European health psychology, health psychol-
ogy in Europe is perhaps best characterized by its diversity
(Johnston, 1993). There is wide variation among European
countries in terms of expectation of life and patterns of dis-
ease, in health behaviors and risk behaviors, in health knowl-
edge, health beliefs and attitudes, and in service provision. As
Johnston points out, this diversity provides great potential for
science, as cross-cultural comparisons allow the testing of the
universality of psychological processes, constructs, and mod-
els. Europe thus provides a rich laboratory to undertake the
study of the impact of variation on different health processes,
such as health care provision. This asymmetry also carries

over to education, training, and practice in health psychology
in Europe. Based on the articles being published in the
Japanese Journal of Health Psychology during its first dozen
years of existence, research and education in health psychol-
ogy in Japan appear quite similar to counterparts in the
United States.

PROFESSIONAL PRACTICE

In 1984, Joseph D. Matarazzo applied to the state of Oregon
for the incorporation of the American Board of Health Psy-
chology (ABHP). His vision was that professional practice
within health psychology would soon mature sufficiently to
become a bonafide specialty worthy of board certification
from the American Board of Professional Psychology
(ABPP). The purpose of the ABHP was “(1) to define stan-
dards, conduct examinations, grant diplomas and encourage
the pursuit of excellence in the practice of Health Psychol-
ogy; (2) to serve the public welfare by preparing and furnish-
ing to proper persons and agencies lists of specialists who
have been awarded certificates” (ABHP By-laws, Section II).

In 1991, ABHP president Cynthia D. Belar and vice-
president Timothy B. Jeffrey presented a petition to ABPP
for recognition of clinical health psychology as a specialty
in professional psychology. In December of that year,
the first health psychology diplomate examinations were
held. In May 1993, after several years of fine-tuning and
monitoring, the ABPP formally admitted the ABHP into full
affiliation.

When the APA developed a formal mechanism for recog-
nition of specialties, health psychology was one of the first to
apply. Upon recommendation of the Commission on the
Recognition of Specialties and Proficiencies in Professional
Psychology, the APA Council of Representatives recognized
clinical health psychology as a specialty in professional prac-
tice in 1997. The term “clinical” had been added to the name
in this petition to avoid confusing the field and the public
about education and training standards for those preparing
for careers in practice versus those preparing for careers
solely in research. In general, health psychologists preparing
for careers in teaching and research alone were not interested
in the kinds of accreditation and credentialing processes
important to those preparing for careers in practice with the
public. Because ABPP recognized the specialty as health psy-
chology and the APA recognized it as clinical health psychol-
ogy, to maintain consistency in the profession, ABHP
changed its name in 1998 to the American Board of Clinical
Health Psychology.
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Although health psychology has become a well-established
disciplinary domain within psychology in Europe, the regula-
tion of the profession in Europe is very diverse. Some
countries, such as England, Holland, and Austria, have
licensing and registration procedures (Johnston & Weinman,
1995; Strauss-Blasche, 1998; Taal, 1998; Weinman, 1998)
whereas others, such as Greece, Romania, and Portugal, do not
(Anagnostopoulu, 1998; Baban, 1998; McIntyre, 1998). The
lack of regulation poses problems in terms of quality control of
services provided and could have damaging effects on the
credibility of the profession. In general, it appears that having
a division of health psychology within the country’s national
association is an important step towards regulation of the
profession. The position of the European Federation of
Professional Psychologists’Associations (EFPPA) is that reg-
ulation should be done at a national and not European level
(Lunt & Poortinga, 1996). However, they have established
training guidelines for professional health psychologists in an
attempt to define minimal training standards across all
European countries.

EDUCATION AND TRAINING

In the early 1980s, the first systematic attempts were made to
identify education and training opportunities in the broad area
of health psychology. Belar identified 42 doctoral programs
and 43 postdoctoral programs offering one or more elements
of such education (Belar & Siegel, 1983; Belar, Wilson, &
Hughes, 1982). Gentry, Street, Masur, and Asken (1981)
identified 48 internship programs. Within doctoral programs
of that era, the predominant model (70%) was that of a health
psychology track within another area of psychology (usually
clinical, counseling, or school psychology).

In 1983, the first national conference specifically devoted
to graduate education and training was held at Arden House,
New York. Chaired by Stephen M. Weiss, the conference de-
veloped recommendations for doctoral, internship, and post-
doctoral curricula and training experiences for those pursuing
careers in either research or the practice of health psychology
(Stone, 1983). Core curricular graduate-level components
included biological, social, and psychological bases of health
systems and behavior as well as health research training,
ethics, interdisciplinary collaboration, and access to health
care settings under the mentorship of experienced psychol-
ogy faculty. A defining text oriented to education and
training requirements also resulted from this conference:
Health Psychology: A Discipline and a Profession (Stone
et al., 1987).

In addition to the didactic educational requirements, the
professional practice specialty of clinical health psychology
requires sound training experiences in health assessment,
interventions, and consultations. Fundamental to education
and training in clinical health psychology is the scientist-
practitioner model, a biopsychosocial approach, faculty role
models for research and practice, access to health care set-
tings, participation and active supervision by a multidiscipli-
nary faculty in a health care setting, and exposure to diverse
clinical problems and populations.

The conference in 1983 also established the Council of
Health Psychology Training Directors. This group provides a
forum to discuss education and training issues across bac-
calaureate, graduate, and postgraduate levels and to develop
policy related to health psychology education and training.
The council has been involved in developing guidelines for
the accreditation of education and training programs that
would inform the APA Committee on Accreditation in their
review process. The first postdoctoral program in health
psychology was accredited by the APA in 2001.

One measure of the growth of the new field was that by
1990, Sayette and Mayne found that health psychology was
the most frequently noted area of faculty research in APA-
accredited clinical psychology doctoral programs.

The needs of already trained practitioners who wish to
develop more expertise so as to ethically expand their areas of
practice have also been recognized, especially as the knowl-
edge base for practice has expanded and the field has become
more mainstream. In 1997, Belar and colleagues developed a
model for self-assessment to facilitate practitioners’ identifi-
cation of gaps in knowledge and skills. Self-assessment could
then permit the design of appropriate continuing-education
activities for the ethical expansion of practice (Belar et al.,
2001).

Nearly 20 years after the Arden House Conference, the
APADivision of Health Psychology agreed to sponsor another
national conference under the leadership of then president
Kenneth A. Wallston (also a longtime editor of the division’s
newsletter, The Health Psychologist). The conference, held in
2000, was designed to focus future issues for the discipline
and the profession. Participants examined specific areas with
respect to implications of new research for education and
training, clinical practice, research, and public policy, includ-
ing: evolution of the biopsychosocial model; advances in
medicine; changes in population demographics, health care
economics, and the health psychology marketplace; needs and
advances in primary prevention; and developments in inter-
ventions. Participants reported that there was an increased
need for attention in the doctoral curriculum to genetics,
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advances in medical technology in assessment and treatment
(e.g., ambulatory monitoring, home testing, imaging tech-
niques, medical devices), organ and tissue transplantation,
pharmacology, telehealth, health informatics, primary care,
and issues of diversity in health care. Participants remained
excited about future opportunities for growth in the field and
for its potential to make significant contributions to the public
welfare.

Training in Europe

In Europe, education and training in health psychology is
characterized by wide variation in models and requirements
for practice across countries. Marks and colleagues (1998)
note that “many European countries still do not yet train
health psychologists in any specific and specialized manner”
(p. 156). However, the development of high-quality, formal-
ized training in health psychology has been a key concern for
the EFPA and the EHPS. Both organizations, separately and
in collaboration, have addressed these issues through the or-
ganization of task forces, committees, symposia, and publi-
cations (e.g. Johnston, 1994; Maes & Kittel, 1990; Marks,
1994a, 1994b; McIntyre et al., 2000; Methorst, Jansen, &
Kerkhof, 1991).

An important outcome that resulted from these efforts was
the creation in 1992 of a task force that had among its objec-
tives, as noted previously, the development of training guide-
lines for professional health psychologists. Requirements fall
into eight categories (Marks et al., 1998) and are very similar
to the U.S. core curriculum: academic knowledge base
(psychology), academic knowledge base (other), application
of psychological skills to health care delivery, research skills,
teaching and training skills, management skills, professional
issues, and ethical issues.

Currently, there is an effort to develop a common framework
regarding time and contents of qualification for professional
practice in psychology under the Europsych Project (Lunt,
2000). This is particularly important given the European Eco-
nomic Community (EEC) directive on free movement of pro-
fessionals between member states. The first matrix proposed
is for a 6-year minimal requirement equivalent to a master’s
degree, including generic training with later specialization,
which is the typical duration of health psychology professional
training in Europe. However, there is strong sentiment that
diversity in education and training patterns be preserved.

The EHPS has conducted two surveys regarding education
and training programs in health psychology in Europe that
demonstrate the development of the field. A survey conducted
in 1988 (Methorst et al., 1991) in 19 European countries,

North America, and Australia concluded that true specialized
training programs in health psychology existed only in the
United States and Canada. In Europe, postgraduate training
was part of clinical psychology, and doctoral training was
typically based on writing a dissertation. In 1999, the EHPS
created an Education and Training Committee that had as its
first task the development of a reference guide to postgradu-
ate programs in health psychology in Europe (McIntyre et al.,
2000). In the 23 countries surveyed, 133 programs in health
psychology or with a health psychology component
were identified. Of these programs, 86 lead to a master’s
degree and 47 to a doctoral degree. Although indicating
an impressive expansion of training in the field, doctoral
training typically consists of an independent course of study;
American-style formalized doctoral training programs in
health psychology in Europe are still scarce. In terms of mod-
els of training, the scientist-practioner model continues to be
considered central for professional training. However, the ap-
plicability of the American standard of PhD training to Euro-
pean settings has been discussed through the years (e.g.,
Maes, 1999; Maes & Kittel, 1990).

CONCLUSION

Although certainly not exhaustive, this chapter has at-
tempted to review some highlights in the history of health
psychology, respecting that its roots are as old as human his-
tory. Within health psychology, there have been a number of
trends over the past century. The influence of psychody-
namic theories and specificity theories as explanatory mod-
els has decreased. Focus on psychophysiological processes
and the identification of pathways among systems (particu-
larly neuroendocrine and immunologic) has increased. Sta-
tistical models have been developed that permit examination
of multiple variables through multivariate analyses and path
analyses, thus facilitating more sophisticated theoretical
model building. Social and ecological dimensions to under-
standing health and illness have been added. Empirically
supported psychological interventions for the prevention
and amelioration of disease and disorders have been devel-
oped. Attention to the need to apply behavioral science to the
improvement of the health care system and health policy has
increased. More attention has been focused on issues of gen-
der and ethnic cultural diversity in health behavior research
and the delivery of health care services, and culturally sensi-
tive interventions have been identified.

Historically, the reasons for the rapid growth of health
psychology in the United States and Europe (and we might
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add, Japan) over the last 30 years appear similar (Gentry,
1984; Ogden, 1996; Taylor, 1999): 

• The shift in patterns of mortality and morbidity from com-
municable diseases, such as tuberculosis and influenza, to
chronic diseases (cancer and cardiovascular disease) and
accidents.

• The recognition of behavioral causes associated with
these diseases (such as smoking, high-fat diet, lack of seat
belt use).

• The rising costs of health care and the increased support
for behavioral science approaches.

• The shift of focus from disease and remediation to health,
illness prevention, and quality of life.

• The recognition within medicine of the limitations of the
traditional biomedical model to explain health and illness.

• The development within psychology of conceptual and re-
search tools to contribute to illness, health, and health care.

• The search for alternatives to the traditional health care
system.

The reasons cited above remain challenges for the future
and thus underscore the continuing relevance of psychol-
ogy’s contributions to health, health problems, and health
care delivery. However, some additional trends will chal-
lenge and shape health psychology in the future as well: 

• The increased demands for health psychology services by
consumers, providers, and organizations related to chang-
ing models of health and health care.

• The change in epidemiological patterns related to an aging
population, with new roles emerging for health psycholo-
gists regarding the care and well-being of this age group.

• The imbalance between increased expenses in health care
and decreasing individual and social funds available that
is likely to render cost-effectiveness a top priority in
health interventions.

• New and more expensive technologies that are likely to
expand the role of health psychologists in this domain but
also raise important ethical and social dilemmas.

• The health threats related to the environment and the in-
creased mobility of people that are likely to pose new
health problems that assume a more global dimension in
terms of their understanding and proper management.

Marks (1996) proposes a new agenda for health psychol-
ogy in which “health psychology should accept its inter-
disciplinary nature, venture more often out of the clinical

arena, drop white-coated scientism, and relocate in the richer
cultural, socio-political and community contexts of society”
(p. 19).

Finally, health psychology has now become mainstream
within American and Japanese psychology and is rapidly ex-
panding in Europe. In fact, as noted elsewhere (Belar, 2001),
we may be on the brink of witnessing a figure-ground reversal
with respect to psychology’s role in health behavior research
and practice—from a focus on mental health as the domain of
psychology’s contribution to health to viewing mental health
as only one subset in the domain of psychology’s contribution
to health.
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Education is discipline for the adventure of life: research is in-
tellectual adventure; and the universities should be homes for
adventure shared in common by young and old. For successful
education, there must always be a certain freshness in the knowl-
edge dealt with. It must be either new in itself or it must be
invested with some novelty of application to the new world of
new times. Knowledge does not keep any better than fish.
(Whitehead, 1929/1952, p. 106)

Since the first undergraduate course of study at Harvard
College in 1636, American higher education faculties have
pursued Whitehead’s vision. During the past 100 years, psy-
chology has become one of the most popular pathways for
this adventure. In 1996–1997, 74,191 baccalaureates and
4,053 doctoral degrees were awarded in psychology, 6.3%
and 8.8%, respectively, of the total number of degrees
awarded at these levels (Almanac, 2000). This chapter exam-
ines the evolution of undergraduate psychology, first as a
body of knowledge implicit in courses and curricula and sec-
ond as explicit learning outcomes that faculty expected of
constantly changing student populations.

We chose the “three-legged stool of faculty activity”
metaphor to organize the chapter: teaching, scholarship, and
service. The section on teaching is a historical review of the
changing courses and degree requirements of the undergrad-
uate psychology curriculum. The section on scholarship ana-
lyzes how faculty identified and assessed specific learning
outcomes. In the section on service, we discuss how psychol-
ogists educated each other and public audiences about their
pedagogy. In a concluding section, we suggest a number of
issues on the horizon, yet to be navigated in the new century. 

We begin with a brief sketch of the historical context of
American higher education.

THE CONTEXT OF AMERICAN
HIGHER EDUCATION

“The current pattern of American undergraduate education
is a result of almost 2,500 years of historical evolution”
(Levine & Nideffer, 1997, p. 53). A long look at higher edu-
cation would begin in the Greek academy and trace its
changes in Cicero’s humanitas and ars liberalis, through the
scholarship of Constantinople and the Arab world, to
Bologna and Paris, then to Oxford and Cambridge, before ar-
riving in America. The study of the liberal arts was organized
around the verbal arts of the trivium (logic, grammar, and
rhetoric) and the mathematical arts of the quadrivium (arith-
metic, geometry, astronomy, and music) and was the core
curriculum of the medieval universities.

“Curricular history is American history and therefore car-
ries the burden of revealing the central purposes and driving
directions of American society” (Rudolph, 1977, pp. 23–24).
In the first American curriculum at Harvard College, the lib-
eral arts components were organized by the subject matter of
the European trivium and quadrivium. This became the basis
of an almost uniform course of study for America’s colonial
liberal arts and state colleges in the eighteenth century and in
the first half of the nineteenth century. Individual institutions
offered alternatives to this classical course of study in the
forms of applied knowledge such as engineering and techni-
cal and mechanical education (e.g., West Point in 1802 and
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Rensselaer Polytechnic Institute in 1824). At the University
of Virginia, 

Jefferson’s eight schools—ancient languages, modern languages,
mathematics, natural philosophy, natural history, anatomy and
medicine, moral philosophy, and law—plus the three schools of
commerce, manufacture, and diplomacy, which were missing
only because of lack of funds—constituted a design for a univer-
sity at a time when the country had not yet come to grips with what
a college was. (Rudolph, 1977, p. 81)

Such innovation was counterbalanced by staunch efforts to
maintain a uniform, classical course of study as espoused in
the Yale Report of 1828. In the post-Jacksonian era, higher
education languished with declining enrollments; the Civil
War brought some of the oldest and most distinguished insti-
tutions (e.g., The College of William and Mary) to the brink
of economic bankruptcy. Then, as Rudolph’s analysis sug-
gests, complex external forces in American society produced
positive internal effects on the institutions.

Veysey (1973) described the period from 1870 to 1910 as
the most revolutionary time for American higher education,
the fruit of which was the establishment of almost all of the
principles and processes that remain today. He attributed
change to three catalytic, often competing forces: the utilitar-
ian needs of American society “to educate a democracy of
talents and a democracy of vocations” (as cited in Rudolph,
1977, p. 111), the advent of science and an increasing respect
for empirical evidence in the construction and applications of
knowledge, and a widespread belief in the virtues of liberal
education in creating a responsible citizenry. The first force
was exemplified in the Morrill Land-Grant Act of 1862 and
its effect on creating state universities and a broader under-
standing of the academic curriculum. The second force was
illustrated in the acceptance of the German university as a
model for the American research university with its emphasis
on graduate training and increased specialization in under-
graduate education. The third force was embodied in the
1904 Wisconsin Idea, which linked universities to their state
and local communities through extension education and what
could be described as distance learning programs before the
advent of technology.

Inside institutions, undergraduate programs included com-
mon general-education courses and the selection of special-
ized concentrations of study (the Johns Hopkins 1877–1878
catalog used the term major for the first time). For faculty, an
increased emphasis on research fostered professional associa-
tions through which scholars shared their findings and built
the theoretical and methodological knowledge bases of new
intellectual fields (disciplines); inside the institution, common
intellectual pursuits led to administrative units (departments)
organized around the disciplines. Established in 1892, the

American Psychological Association (APA) was “one of
seven learned societies founded at the turn of the twentieth
century (Modern Language Association in 1883; American
Historical Association in 1884; American Economics Associa-
tion in 1884; American Philosophical Association in 1901;
American Political Science Association in 1904; and Ameri-
can Sociological Society in 1905)” (McGovern, 1992a, p. 14).
During this period, higher education was in transition, and
psychology was both a beneficiary of and a catalyst for change.

After World War II, another period of change from 1945 to
1975 was prompted by variations of the same three forces
operating from 1870 to 1910. The GI Bill of Rights was a
utilitarian initiative that brought a whole new generation of
students into higher education and prompted further expan-
sion of the curriculum. The American political response to
Sputnik in 1957 and the pervasive fear of Soviet technologi-
cal advantage resulted in increases in research funding for
science that affected graduate and undergraduate education.
Finally, student protests of the 1960s questioned the nature,
forms, and relevance of a liberal education to solve complex
social problems. Once again, psychology was a principal
beneficiary of these changes taking place on the broader
American higher education landscape, as we will describe in
the next section on curricular expansion.

In the 1980s and 1990s, the public became increasingly
critical of the academy. Numerous blue-ribbon committees of
faculty and administrators highlighted the loss of clear pur-
pose in general education, lowered student expectations and
involvement in learning (Study Group on the Conditions of
Excellence in American Higher Education, 1984), the lack
of coherence in the curriculum (Project on Liberal Learning,
Study-in-Depth, and the Arts and Sciences Major, 1991a,
1991b, 1992; Project on Redefining the Meaning and Purpose
of Baccalaureate Degrees, 1985; Zemsky, 1989), and the
challenges of integrating new knowledge and new voices into
the curriculum (Schmitz, 1992). State legislatures questioned
the spiraling costs of higher education and what they per-
ceived as the lower productivity of faculty, especially a
decreased commitment to undergraduate teaching. Some
states called for major changes in faculty personnel contracts,
including the elimination of academic tenure. Internally,
Boyer’s (1990) Scholarship Reconsidered prompted broad
discussion of the relationships among faculty teaching, re-
search, and service activities. Moreover, the utilitarian
demands of society at large again provoked conversations
about technology, distance learning, and even the value to
employers and society of the baccalaureate degree.

In the next sections, we describe how psychologists
responded to these external forces affecting the public’s
perceptions of higher education, as well as the forces within
the discipline that motivated evolving definitions of the
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curriculum, its pedagogy, and the roles of its faculty. As
Hilgard, Leary, and McGuire (1991) noted, “traditional his-
tory of science focused primarily on the so-called internal de-
velopment of scientific thought and procedure—how one idea
and method led to other ideas and methods in more or less pro-
gressive fashion” (p. 91). These authors contrast such a tradi-
tional historiography with a social history-of-ideas approach
(e.g., Ash, 1983) and the new critical history approaches
(e.g., Furumoto, 1989). As Ash noted, “the emergence of both
scientific ideas and scientific roles is a complex process of so-
cial construction, embedded not only in tradition of thought
but also in specific sociocultural contexts” (p. 179). Thus,
we examine external demands for accountability by society
(e.g., state legislatures or accrediting groups) as just as impor-
tant a catalyst for change as the internal predilections for
reflection and evaluation by departmental faculties. The cur-
riculum should be understood not only as a reflection of the
best that psychological science had to offer undergraduates
but also as a self-legitimizing strategy to preserve intra- and
interinstitutional standing in the higher education community.

TEACHING

In the Handbook of the Undergraduate Curriculum, Ratcliff
(1997) identified two curricular models. The first model he
labeled as descriptive or prescriptive; it maps the landscape
of organizational structures and elements put forward by fac-
ulty at their institutions or by disciplinary groups. Psycholo-
gists have used this model effectively for the last century.
First, the archival study of catalogs and the analysis of sur-
veys sent to campus departments asking them to describe
their requirements and courses are two methods used to de-
scribe the curriculum of a particular era. Second, periodic
gatherings of scholars and teachers in the discipline have
produced recommendations for curricular structures. In this
section, we review these two approaches to describing or pre-
scribing the undergraduate psychology curriculum.

Ratcliff (1997) labeled a second model as analytical; vari-
ables in the curriculum that affect student development are
identified, measured, and evaluated to determine their effec-
tiveness. We will use the analytical model in our discussion
of scholarship.

Courses: Catalog Studies and Surveys of the
Undergraduate Curriculum

Psychologists have been conscientious in mapping the land-
scape of their discipline’s undergraduate courses over the
past 100 years. In an APA committee report, Whipple (1910)
described the teaching of psychology from 100 normal

school responses to a questionnaire; Calkins (1910) from 47
“colleges supposed to have no laboratory” (p. 41); and E. C.
Sanford (1910) from 32 colleges and universities with labo-
ratories. Seashore (1910), the committee chair, composed a
summary report and recommendations for the elementary
course in psychology based on his three colleagues’ separate
studies. Henry (1938) examined 157 liberal arts college cata-
logs for their “plan of instruction” (p. 430). F. H. Sanford and
Fleishman (1950) examined 330 catalogs selected according
to eight institutional types; Daniel, Dunham, and Morris
(1965) replicated this study using 207 catalogs but limiting
their selection to four institutional types (universities, liberal
arts colleges, teachers colleges, and junior colleges). Lux and
Daniel (1978) examined catalogs from 56 universities, 53 lib-
eral arts colleges, and 69 two-year colleges. The APA spon-
sored surveys by Kulik (1973), Scheirer and Rogers (1985),
and Cooney and Griffith (1994). Messer, Griggs, and Jackson
(1999) reported their analysis of 292 catalogs for the pre-
valence and requirements of focused specialty-area options
versus general psychology degrees. In the same issue of
the journal Teaching of Psychology, Perlman and McCann
(1999a) examined 400 catalogs from four institutional types
for the most frequently listed courses.

We recommend all of these studies for students and scholars
of both history and program development. As Ash (1983)
noted, our self-representation is revealed in the courses
we choose to teach. How did we move from the single,
elementary course so characteristic in 1890 catalogs to
baccalaureate programs in which the “mean number of psy-
chology credits required for a major is 33.5 (SD � 7.8,
Mdn � 33,mode�30, range�7to81)” (Perlman&McCann,
1999b, pp. 172–173)? Let’s begin at the “beginning.”

Using Jastrow (1890), the 1910 studies, and Ruckmich
(1912) as starting points, McGovern (1992b) examined cata-
logs from 20 selected institutions for the years 1890 and 1900.
He found that psychology took one of three forms in 1890.
First, at Amherst, Georgia, and Grinnell, psychology was
listed as a topic or primary focus in a philosophy course. Sec-
ond, a single course in psychology was one of several philoso-
phy courses listed in the catalogs for the City College of New
York, Cincinnati, Columbia, Minnesota, New York Univer-
sity, and Ohio State University. This single course was taught
either as a requirement or elective for juniors or seniors. Third,
the first course in “elementary psychology” was followed by
some other course or courses. At Indiana, Michigan, George
Washington, and Yale, the course was in “physiological psy-
chology.” At Nebraska and Pennsylvania, the second course
was titled “experimental psychology” and had a required labo-
ratory experience.Additional courses were offered as “special
problems” at Brown, “advanced psychology” at Pennsylvania
and Yale, or selections based on faculty members’ special
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interests: “mental measurement” by James McKeen Cattell at
Pennsylvania, “psychological basis of religious faith” by
William James at Harvard, and “pedagogical psychology” by
Harry Kirke Wolfe at Nebraska.

A common developmental pattern of future psychology
curricula was captured by the Pennsylvania catalog of 1890.
Unlike other universities, Penn had its own psychology de-
partment; it was not a subset of philosophy or some other
area. A sequence of courses was listed. Psychology 1 was a
lecture course titled Elementary Psychology. Psychology 3
(no Psychology 2 was listed) was titled Experimental Psy-
chology with lectures and laboratory work. Psychology 4 was
titled Mental Measurement with lectures, reports, and ad-
vanced work in the laboratory. “Course 4 is open only to those
who have taken course 3, and will be different each year, for
a series of years. Advanced Physiological Psychology is pro-
posed for 1891–92, and Comparative, Social, and Abnormal
Psychology for 1892–3” (University of Pennsylvania Cata-
logue and Announcements 1890–1891, p. 96).

McGovern (1992b) found that by 1900, at Berkeley,
Brown, Cincinnati, Columbia, Cornell, George Washington,
Indiana, Minnesota, Nebraska, Pennsylvania, Wellesley, Wis-
consin, and Yale, the first course was followed by an “experi-
mental psychology” course. Laboratory work was required in
either this course or in an additional course sometimes titled
“laboratory in psychology.” Courses titled “advanced psy-
chology” or “advanced experimental” fostered students’ indi-
vidual research with faculty supervision. The 1900–1901
Brown catalog stated, “The aim is to make original contribu-
tions to scientific knowledge in psychology and to publish the
results” (Brown University Catalogue, 1900–1901, p. 57).

Courses in abnormal, comparative, genetic, systematic,
and psychological theory began to appear, as did more special
topics courses. At Nebraska, a course in “race psychology”
was listed. At Wisconsin, there was a course in “mental evolu-
tion”; Part I emphasized comparative psychology and Part II
emphasized anthropology. At Amherst, Cornell, and Yale, the
first course in the philosophy department was an interdiscipli-
nary offering that covered psychology, logic, and ethics.

One of the most extensive curricula was listed at Colum-
bia University in the Department of Philosophy, Psychology,
Anthropology, and Education. Fifteen separate “Courses in
Psychology” were listed, taught by an interdisciplinary fac-
ulty. The following introductory offerings were then fol-
lowed by 13 topic courses, laboratory courses, or supervised
research courses: 

A. Elements of psychology—James’s Principles of Psychol-
ogy—Discussions, practical exercises, and recitations. 3
hours. First half-year, given in 4 sections.

Professor Lord. A parallel course is given by Dr. Thorndike at
Teachers College.

1. Introduction to psychology. 2 hours, lectures and demon-
strations.

Professors Butler, Cattell, Boas, Starr, and Hyslop, Drs. Far-
rand and Thorndike, and Mr. Strong.

The object of this course is to give a summary view of the
subject-matter and methods of modern psychology. The ground
covered is as follows:

A. Prolegomena to psychology, including a sketch of the history
of psychology. Six lectures. Professor Butler.

B. Physiological psychology. Eight lectures. Dr. Farrand.

C. Experimental psychology. Eight lectures. Professor Cattell.

D. Genetic psychology. Seven lectures. Dr. Thorndike.

E. Comparative psychology. Seven lectures. Dr. Boas.

F. Pathological psychology. Three lectures. Dr. Starr.

G. General psychology. Eight lectures. Professor Hyslop.

H. Philosophy of mind. Six lectures. Mr. Strong.

Requisite: Psychology A, previously or simultaneously.
(Columbia University in the City of New York Catalogue, 1900–
1901, p. 176)

Rice’s (2000) analysis of reviews of this period by Garvey
(1929) and Ruckmich (1912) suggested that five stages of
institutional development for psychology departments were
evident by 1900. In Stage 1, mental science or mental philos-
ophy courses were being taught. In Stage 2, institutions were
offering one or more courses labeled “psychology.” Stage 3
had institutions with psychological laboratories. Stage 4 de-
partments were offering the PhD in psychology. Stage 5 rep-
resented an independent department; Rice suggested that
Clark, Columbia, Illinois, and Chicago were the only institu-
tions at this level.

The APA-sponsored reports by Calkins, Sanford,
Seashore, and Whipple in 1910, and Henry’s (1938) exami-
nation of 157 catalogs will take the reader almost to midcen-
tury in describing the courses taught to undergraduate
psychology students. Lux and Daniel (1978) consolidated
these portraits with a table of the 30 most frequent under-
graduate courses offered in 1947, 1961, 1969, and 1975.
Perlman and McCann (1999a, p. 179) continued this tradition
by identifying the 30 most frequently offered undergraduate
courses, and the percentages of colleges requiring them, in
their study of 400 catalogs for 1996–1997.

Scholars from the Carnegie Foundation for the Advance-
ment of Teaching (1977) aptly described the post–World
War II period of curricular expansion as “the academic shop-
ping center” (p. 5). Keeping in mind Veysey’s (1973) analysis
of the eras of expansion and their external stimuli, psychol-
ogy was benefiting from the utilitarian demands from more
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and different types of students and from the expansion of sci-
entific programs at the graduate level that influenced teachers
at the undergraduate level. Whether one looks at catalogs
from 1900 or more recently, a common denominator is that
new faculty, after a period of apprenticeship at an institution,
create new courses that get absorbed into a department’s cur-
riculum. For example, F. H. Sanford and Fleishman (1950)
found 261 different course titles in their study. Lux and Daniel
(1978) found 1,356 different course titles and concluded:
“Thus, we have a ‘course title inflation’ of 519%, or about
19% per year on the average, from 1947 to 1975” (p. 178). An
expanded breadth of psychology course titles accompanied
expansion in American higher education during this time.

Nevertheless, a parallel conservative force operates on the
curriculum from inside the institution as well. Rudolph (1977)
reminded us of “the academic truism that changing a curricu-
lum is harder than moving the graveyard” (p. 3). As a histo-
rian, he knew that such resistance is a complex interaction of
internal (departmental faculty and institutional priorities) and
external forces (disciplinary groups and community/public
constituencies). For psychology, Perlman and McCann
(1999a) were led to conclude:

Many frequently offered courses have been found for decades
and 13 such courses first listed by Henry (1938) are in the pre-
sent Top 30. Some courses are slowly being replaced. Thus, the
curriculum reflects both continuity and slow change, perhaps
due to the time it takes for theory, research, and discourse to de-
fine new subdiscipline areas or perhaps due to department inertia
and resistance to modifying the curriculum. (p. 181)

In the next section, we focus on the concepts of conti-
nuity and change in the curriculum, but with an eye to the
boundary-setting agendas of disciplinary groups.

The Discipline: Recommendations from the Experts

Discipline-based curricula are a social construction developed by
academics. Over time, knowledge has been organized into key
terms, concepts, models, and modes of inquiry. Academics add
to and test these knowledge constructs using their disciplinary
associations as means of verbal and written communication. Cur-
ricular change is conditioned by the role of the disciplines in con-
serving and transmitting their organization and representation of
what is worth knowing, why, and how. (Ratcliff, 1997, p. 15)

In this section, we review various statements made by psy-
chologists after World War II about what was “worth know-
ing, why, and how” in the study of undergraduate psychology.
Such statements carried added weight by virtue of discipli-
nary association (APA) or sponsorship in process (national
conferences and studies) and outcome (publication in jour-

nals such as the American Psychologist). When departmental
psychologists engaged in voluntary or required curriculum
review projects, they looked to these reports for guidance
(Korn, Sweetman, & Nodine, 1996).

At the 14th meeting of the American Psychological Asso-
ciation, E. C. Sanford (1906) offered a “sketch of a begin-
ner’s course in psychology.” He suggested that we first build
on the knowledge that students bring with them into this
course; second, that we offer a wide base of psychological
facts; third, “a genuine interest in science for its own sake is
a late development in knowledge of any kind” (p. 59). He
then suggested seven broad topics and an organizational se-
quence within which to teach them: Learning and Acquisi-
tion; Truth and Error; Emotion; Personality and Character;
Facts of the Interdependence of Mind and Body; Psychogen-
esis; and Systematic Psychology (pp. 59–60). In 1908, the
APA appointed the Committee on Methods of Teaching Psy-
chology, which decided to inventory goals and teaching prac-
tices for the elementary course (Goodwin, 1992).

Synthesizing the responses from 32 universities with
laboratories, E. C. Sanford (1910) reported that institutions
were teaching the first course in sections of 200, 300, and
400 students; Whipple (1910) reported a mean enrollment of
107 students, according to his 100 normal school respon-
dents. In institutions with laboratories, Sanford reported that
25% of the instructors saw the course as a gateway to the
study of philosophy; more than 50% wanted students to study
science for its own sake and also to appreciate the concrete
applications of psychology to life. Calkins (1910) summa-
rized the responses she received from 47 institutions with no
laboratories in this way:

First, teach psychology primarily as you would if it were an end
in itself. Second, eschew altogether the method of recitation;
lecture in order to sum up and to illustrate different topics of
study, but lecture sparingly; and cultivate constructive discussion.
Third, bar out the possibility of memorizing text-books by requir-
ing students to precede text-book study by the solution of con-
crete problems. Finally, do not tolerate inexact thinking. (p. 53)

Seashore’s (1910) summary included three aims: teach psy-
chology (i.e., not philosophy) as a science with incidental
treatment of its application; train students in observation and
the explanation of mental facts; offer a balanced survey of all
topics that psychologists study with an in-depth examination
of a few. He urged that the elementary course be taught to
sophomores in a two-semester sequence, preferably preceded
by a course in animal biology. More than for any other disci-
pline of that day, the teacher of psychology should have an ex-
ceptionally thorough preparation (because of the breadth of
topics), be one of the most mature members of the department
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(because of the direct personal influence that psychology may
have on its students), and possess both practical ingenuity and
philosophical insight (because of the complex pedagogy
required for the course). In short, “the teacher is everything”
(p. 91). Wolfle (1942) reviewed more than 100 studies on the
first course in psychology, published after the 1910 reports,
and concluded: “Now, 30-odd years later, we are still debating
many of the same issues and being embarrassed by the same
difficulties. Many of the same recommendations considered
necessary in 1909 are still necessary in 1942” (p. 686).

Intradisciplinary concerns were often matched by interdis-
ciplinary conflicts. Wolfe’s (1895) commentary on resource
allocation in the sciences for “the new psychology in under-
graduate work” (p. 382) predicted this competitive struggle
on campuses. Hill (1929) described the conflicts over control
of psychology personnel and curricular decisions in state uni-
versities. In 1945, James B. Conant, president of Harvard,
appointed six psychologists and six nonpsychologists from
university faculties, corporations, and research institutes to a
University Commission to Advise on the Future of Psychol-
ogy at Harvard. Wolfle (1948), as secretary of the APA,
reviewed The Place of Psychology in an Ideal University
(Gregg et al., 1947/1970) and said: “By all means read this
book. . . . Psychologists have been a vigorous, sometimes
belligerent, but never well united group. . . . This scattering of
psychologists all over the campus is bound to be puzzling”
(p. 61). In his presidential address for the APA Division on
the Teaching of Psychology, Pressey (1949) juxtaposed the
prestige accorded psychology in the Gregg et al. report with
an observation about Harvard’s Redbook: “Psychology ap-
pears to have no recognized place in the program presented in
General Education in a Free Society” (p. 149). Thus, on the
eve of the post–World War II boom in higher education, psy-
chology was still “getting its act together” on institutional
status and curricular coherence.

Ratcliff’s (1997) analysis of curricula focused on the con-
cept of a discipline:

A discipline is literally what the term implies. . . . Disciplines can
provide a conceptual framework for understanding what knowl-
edge is and how it is acquired. Disciplinary learning provides a
logical structure to relationships between concepts, propositions,
common paradigms, and organizing principles. Disciplines de-
velop themes, canons, and grand narratives to join different
streams of research in the field and to provide meaningful con-
ceptualizations and frameworks for further analysis. (p. 14)

Since 1950, psychologists have written several reports about
building the discipline and translating its principles and
methods into coherent undergraduate educational programs. 

Lloyd and Brewer (1992) reviewed the national confer-
ences and comprehensive reports on undergraduate psychol-
ogy: Cornell Conference (Buxton et al., 1952); Michigan
Conference (McKeachie & Milholland, 1961); Kulik, 1973;
Scheirer and Rogers, 1985; APA/Association of American
Colleges Project on Liberal Learning, Study-in-Depth, and
the Arts and Sciences Major (McGovern, Furumoto, Halpern,
Kimble, & McKeachie, 1991); and the St. Mary’s College of
Maryland Conference held in 1991. We will briefly review
the Cornell, Michigan, and St. Mary’s College of Maryland
conferences’ accomplishments as part of the continuing nar-
rative elements for this chapter—courses, discipline, out-
comes, assessment, and how service activities delivered these
findings to widening circles of psychologists.

In 1951, the Carnegie Foundation of New York and the
Grant Foundation sponsored a study group of psycholo-
gists—six primary authors and 11 consultants—to meet at
Cornell University and to conduct “an audit to determine the
objectives, examine the content, and appraise the results of
the instruction we have been giving. Against the background
of such an audit, we can then attempt to build a better cur-
riculum” (Buxton et al., 1952, p. v). Their report identified
the objectives of undergraduate psychology as: 

(1) Intellectual development and a liberal education; (2) a knowl-
edge of psychology, its research findings, its major problems,
its theoretical integrations, and its contributions; (3) personal
growth and an increased ability to meet personal and social
adjustment problems adequately; (4) desirable attitudes and
habits of thought, such as the stimulation of intellectual curios-
ity, respect for others, and a feeling of social responsibility.
(pp. 2–3)

In an interview with Jane Halonen (1992), McKeachie
commented about the conference: 

We came up with the idea of sequencing, which is why
Dael Wolfle really brought us together. He thought we were
teaching all of our courses at about one level beyond the intro-
ductory and covering the same thing in the advanced course in
order to bring people up to some common base so they could
go on to the latter part of the course. I think that was important.
(pp. 251–252)

The study group agreed on one recommended curriculum
model. The introductory course was to be followed by five in-
termediate or core courses (statistics, motivation, perception,
thinking and language, and ability), then advanced courses
in specialized areas (e.g., social, learning, comparative, phys-
iological, personnel, etc.), and finally capstone courses in
personality and history and systems. All courses should be
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taught as “experimental psychology” courses. The authors
wrote separate chapters on personal adjustment courses,
technical training, implementation problems based on institu-
tional differences, and the need for a research agenda to mea-
sure the effectiveness of undergraduate education.

A similar study group approach, the Michigan Confer-
ence, was sponsored by the National Science Foundation
10 years later and was reported in McKeachie and Milholland
(1961). This group began with data from a survey of 548 de-
partments to which 411 responded; 274 had revised their cur-
riculum since the earlier Cornell report. They found that 69%
of the respondents used the earlier recommendations. An im-
portant point to note is that the Michigan group of six psy-
chologists framed their recommendations in the context of
two critical external forces affecting psychology. First, the
demographics of higher education were changing both in
terms of increased numbers and increased diversity (specifi-
cally in age and vocational goals). Second, “more serious
than the problem of sheer numbers is the fact that teaching is
not a prestigeful occupation in psychology these days. The
research man is the status figure” (p. 6).

A compelling integration of Veysey’s (1973) three
forces—utilitarian demands, scientific advances, and values
of a liberal education—form a subtext for this entire report.
McKeachie and Milholland (1961) asserted that the psychol-
ogy curriculum “would be firmly anchored in the liberal
arts, rejecting undergraduate vocational training as a pri-
mary goal” (p. 33). This principle is operationalized in great
detail in two chapters: “The Beginning Course” and “The
Experimental-Statistical Area.” The greatest value lay in
“teaching psychology as an organized body of scientific
knowledge and method with its own internal structure for de-
termining the admissibility of materials to be taught” (p. 59).
The authors were unequivocal in their commitment to
teaching psychology as a continually advancing science,
reaffirming the Cornell group’s objectives: content knowl-
edge, rigorous habits of thought, and values and attitudes.
They expanded these general goals with a set of 16 objec-
tives, many of which are similar to statements about “critical
thinking” that emerged as part of identifying liberal arts out-
comes when assessment initiatives became so influential in
the mid-1980s and after. The Michigan authors sketched
three different curricular models because they could not
agree on a single one. In what was a utilitarian and prescient
comment, they concluded, “What is ideal, we now believe,
depends on the staff, the students, the total college curricu-
lum, and other factors” (p. 103). Into the 1990s, “staff,” “stu-
dents,” and the “total college curriculum” would play an in-
creasing role in shaping how individual institutions
communicated the discipline. “Other factors”—all external

to the discipline and to campuses—would play an even more
important role in setting the timetables and parameters for
changes in the curriculum.

The 1991 St. Mary’s College of Maryland Conference had
a long history in development, an ambitious agenda, and di-
versity in its participants. Its processes and outcomes reflect
the continuing evolution of the discipline’s attention to un-
dergraduate education. A resolution introduced to the APA
Council of Representatives by the Massachusetts Psycho-
logical Association asked the Committee on Undergraduate
Education (CUE) to examine

(1) the role and purpose of the undergraduate psychology major
in relation to traditional liberal arts education (and prepara-
tion for graduate school in psychology) and preparation for
a bachelor-degree-level job in a psychology-related field, and
(2) whether APA should set forth guidelines for curriculum mod-
els in undergraduate psychology (with an accompanying ratio-
nale). (As cited in Lloyd & Brewer, 1992, pp. 272–273)

The CUE formulated a response, approved by the Council of
Representatives in August 1985, that reaffirmed the psychol-
ogy baccalaureate as a liberal arts degree, that no prescribed
curriculum should be developed, but that guidelines or mod-
els could be considered based on continuing, periodic sur-
veys of undergraduate education. Continuing discussion led
to a conference proposal. Sixty psychologists met for one
week in a highly structured group dynamic designed to pro-
duce draft chapters of a handbook on seven topics: assess-
ment, advising, recruitment and retention of ethnic minority
faculty and students, faculty development, faculty networks,
curriculum, and active learning practices. Among the 60 par-
ticipants at St. Mary’s, 28 (47%) were women and 11 (18%)
were ethnic minority persons (neither the 1951 nor the 1960
conference had such representation). In addition to partici-
pants from liberal arts colleges and universities, there were
five faculty members from community colleges, two from
high school psychology programs, and two representatives
from Canada and Puerto Rico. As planned, a comprehensive
handbook was produced (McGovern, 1993); at the urging of
Ludy T. Benjamin, a Quality Principles document was also
produced by the steering committee and eventually approved
as APA policy by the Council of Representatives (McGovern
& Reich, 1996).

In their chapter on the curriculum, Brewer et al. (1993)
reaffirmed the importance of psychology as a liberal arts dis-
cipline. “The fundamental goal of education in psychology,
from which all the others follow, is to teach students to
think as scientists about behavior” (p. 168). They amplified
this statement with six specific goals: attention to human
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diversity, breadth and depth of knowledge, methodological
competence, practical experience and applications, commu-
nications skills, and sensitivity to ethical issues. To accom-
plish these goals, a sequence of four levels of courses was
recommended: introductory course, methodology courses,
content courses, and an integrative or capstone experience.
Content courses should be balanced between the natural sci-
ence and social science knowledge bases of an increasingly
complex discipline. A special section was devoted to the inte-
gration of the community college curriculum with upper-
division courses in the major taken at another institution.

Perlman and McCann’s (1999b) review of the structures
of the undergraduate curriculum in 500 catalogs indicated
that the St. Mary’s Conference, like its predecessors, had
some intended consequences and specific areas of minimal
influence. Although a senior capstone experience has been
advocated since the Cornell Conference, this recommenda-
tion has gone unheeded, particularly in doctoral institutions.
The same is true for the teaching of psychometric methods as
part of a core methodology trio of courses with statistics and
experimental psychology. Fiscal, staffing, and space prob-
lems were often cited as obstacles to the development and
maintenance of laboratory facilities. These authors drew the
following overall conclusions about the status of the curricu-
lum at the end of the twentieth century:

The Cornell report’s (Buxton et al., 1952) emphasis on teaching
psychology as a scientific discipline in the liberal arts tradition
remains current. The required core as recommended by the
St. Mary’s report (Brewer et al., 1993) as implemented by de-
partments seems to cover “both natural science and social sci-
ence aspects of psychology.” (p. 439, pp. 175–176)

We now turn to the ways in which psychologists evaluated
the effectiveness of their undergraduate programs.

SCHOLARSHIP

Ratcliff (1997) labeled a second curricular model as analyti-
cal. Variables in the curriculum that affect student develop-
ment are identified, measured, and evaluated to determine
their effectiveness. McGovern (1993) described an analytical
model for psychology as:

What kind of outcomes can be achieved with 
What kind of students taught by
What kind of faculty using
What kind of teaching methods as part of
What kind of curriculum? (p. 218, emphases in original)

In this section on scholarship, we first focus on faculty efforts
to identify common outcomes from the earliest days of a

single course to the contemporary “Top 30” described by
Perlman and McCann (1999a). Second, we focus on the as-
sessment of these outcomes by the faculty, but more often
mandated by external constituencies in the interests of ac-
creditation or public accountability. 

Defining the Outcomes of Undergraduate Psychology

In response to E. C. Sanford’s (1906) description of an ideal
beginner’s course, Walter T. Marvin (1906) suggested the
following:

The chief problem in any course is: What precisely does the
teacher wish the student to learn, as distinguished from all the
illustration, exposition, etc. that may be found helpful? In short,
every course should include a body of definite and precise
information to be thoroughly learned, hard as it may be to secure
such information in psychology as compared with the exact
sciences. . . . Perhaps one of the special habits we can form in the
brightest pupils is reading interesting books on psychology.
(p. 61)

Calkins (1910) was more specific:

Psychology is psychology whatever the use to be made of it.
First courses in psychology should therefore be essentially the
same in content and in method, whether they introduce the
student to advanced work in psychology or to the different prob-
lems of pedagogy, of ethics or of metaphysics. The [sic] imme-
diate purpose of every course in psychology is to make the
student expert in the study of himself: to lead him to isolate, an-
alyze, to classify, and (in the scientific, not in the metaphysical
sense) to explain his own perceiving, remembering, thinking,
feeling, and willing. (p. 45, emphasis in original)

These two psychologists’ perspectives must be understood in
historical context—the field was still in the process of distin-
guishing its content and methods from its philosophical an-
tecedents. Wolfle (1942), in his review of the literature on the
first course since the 1910 studies, identified four prevailing
objectives: teach facts and principles, develop scientific
method or habits of critical thought, prepare students for later
courses or interest in psychology, and eliminate popular su-
perstition. However, his evaluation of more than 100 studies
suggested to him the following synthesis of major objectives:

The first is to acquaint the student with the most important and
most generally accepted facts, principles, and hypotheses of psy-
chology. The attainment of this objective will contribute to the
student’s general cultural education and will increase his ability
to recognize and to deal intelligently with the psychological
problems of modern society. The second objective to be stressed
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is to develop the habit of critical and objective analysis of psy-
chological problems which arise and of the data or hypotheses
available to help solve them. The third important objective
depends on the attainment of the first two and consists of the im-
provement of the student’s ability to understand his own per-
sonal problems and to achieve personally and socially desirable
solutions of those problems. (pp. 706–707)

This ideal synthesis was accomplished after the first 50 years
of the new discipline’s history. Recalling Veysey’s (1973)
themes, psychology was in the disciplinary mainstream in pro-
viding for the utilitarian needs of society, affirming a respect
for science, and espousing the value of liberal arts education.

For 25 years after World War II, psychologists continually
refined their understanding and pedagogy for these three ob-
jectives. As it had done in the first part of the twentieth cen-
tury, the knowledge base addressed in Wolfle’s (1942) first
objective would continually expand, so much so as to suggest
that the discipline had splintered. However, as we discussed
in the introduction to the chapter, from the broader historical
perspective of American higher education, the period after
World War II would bring many different students to the cam-
pus with many different objectives. The “psychological prob-
lems of modern society” and students’ “personal problems”
of Wolfle’s objectives became more complex, and faculty
confronted them firsthand in their classrooms.

In a paper prepared for the APA Committee on Undergrad-
uate Education, Buxton (1956) asked: “Who is responsible for
determining the objectives, and the means for reaching them,
in liberal education?” (p. 84). He espoused control by each
local institution’s faculty but recommended a balance be-
tween student-centered (intellectual and personal adjustment)
and teacher-centered (content and method) curricular and
course objectives. His answer to the question “To what degree
should curricular offerings, courses, or requirements be
adapted to the student populations served?” (p. 90) focused
solely on differences in major fields and career orientations.
The student-centered versus teacher-centered curriculum
had been debated at length by the Cornell Conference group
(Buxton et al., 1952). It would be echoed by the Michigan
Conference group (McKeachie & Milholland, 1961), but their
response derived from the direct experience of increasingly
heterogeneous student populations. In describing three differ-
ent types of “first course”—elementary, introductory and “ex-
igential, or functionally oriented” (p. 47 ff.)—these authors
asserted:

The term liberal education has traditionally implied a quest for
underlying abstract principles rather than a concern with specific
problems. . . . Teaching not bound by practical concerns might
produce minds not adjusted to life as it is now lived and poorly

suited to meet in a practical way the tasks that every citizen
knows how to define. But it could also produce products who
could break up these problems and approach them from a point
of view off the cultural map commonly believed in.

Kulik’s (1973) national survey of undergraduate departments
and their highly diverse curricula led him to conclude:

It is an empirical question whether curricula like those of liberal
arts colleges best meet the ideals of liberal education. Is it con-
ceivable that for some students, occupationally oriented pro-
grams may provide a better road to personal soundness than the
traditional curricula of liberal arts colleges? (p. 202)

Developing courses that incorporated the expanding
knowledge base and met the needs of changing student
populations led to “academic shopping center” curricula
(Carnegie Foundation for the Advancement of Teaching,
1977, p. 5). The upside was that our discipline caught the
imagination of so many of the new students, especially
women, who came to higher education during the 1960s and
1970s. Faculty charged with thinking about undergraduate
education from a national (versus local) perspective made
every effort to transform the “shopping center” of courses
into a coherent discipline. Kulik’s (1973) conclusion was an
insightful one and would become an important agenda into
the 1990s: “The diverse goals of students in psychology
courses suggest that pluralism may be a valuable concept in
the design of programs in psychology” (p. 203).

As 1 of 12 learned-society task forces in the Association
of American Colleges project on the arts and sciences major,
McGovern et al. (1991) identified objectives for undergradu-
ate psychology. The authors proposed eight common goals
for the diversity of settings, students, and courses that char-
acterized psychology:

1. Knowledge base.

2. Thinking skills.

3. Language skills.

4. Information gathering and synthesis skills.

5. Research methods and statistical skills.

6. Interpersonal skills.

7. History of psychology.

8. Ethics and values.

Assessing the Outcomes of Undergraduate Psychology

As we noted in the beginning of this section on scholarship,
the desire to identify what students need to learn in their
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psychology courses and then to evaluate that learning has been
manifested throughout the twentieth century. For most of the
century, this need derived from psychologists’ scientific cu-
riosity and values as well as their penchant for testing and eval-
uating programs. Psychologists evaluated vocabulary terms
elementary psychology students needed to know (Jensen,
1933; Thornton & Thornton, 1942) and a more comprehensive
“psychological literacy” for the entire major (Boneau, 1990).
Almost 50 years before the current assessment mandates, the
APA’s Council of Representatives charged a “Committee on
the Preparation of Examination Questions in Psychology”
(1941): “(1) to explore the need and desire for comprehensive
examinations in psychology, and (2) to find out the extent to
which questions or items now exist that may be drawn upon in
constructing comprehensive examinations” (p. 838). Seventy
percent of the 411 respondents to a survey from this committee
favored such an effort, and almost 50% reported that they
would use such examinations in their programs.

Since the mid-1980s, the external forces of regional ac-
crediting associations and state legislatures have demanded
that all departments and campuses participate in regular self-
studies, a major component of which is the assessment of
student learning outcomes. Halpern et al. (1993) offered a
comprehensive outcomes assessment program for psychol-
ogy. They described the external forces calling for such ef-
forts and suggested that psychologists possess unique skills
for evaluating educational outcomes. They argued that the
desired outcomes for undergraduate psychology included a
knowledge base (e.g., content areas, methods, theory, and
history); intellectual skills (e.g., thinking, communication,
information gathering and synthesis skills, and quantitative,
scientific and technological skills); and personal characteris-
tics (e.g., interpersonal and intrapersonal skills, motiva-
tion, ethics, and sensitivity to people and cultures). The
authors advocated a multimethod matrix approach, including
archival forms of assessment data, classroom assessment,
standardized testing, course-embedded assessment, portfolio
analysis, interviews, external examiners, performance-based
assessment strategies, and assessment of critical thinking. 

Since the St. Mary’s Conference, articles regularly ap-
peared demonstrating how departments used this Halpern
et al. (1993) blueprint for assessment activities. The Quality
Principles (McGovern & Reich, 1996), endorsed as APA pol-
icy, included this statement:

Faculty establish mechanisms to assess the curriculum. Essential
elements of an assessment program include

a. clearly stated and achievable outcomes for the curriculum
and other program-related experiences.

b. multiple measures of students’ learning.

c. planned opportunities for systematic feedback to students on
their progress.

d. specific plans to use data assessment to improve individual
course instruction and the overall curriculum.

e. opportunities to communicate assessment results to multiple
constituencies of undergraduate psychology. (p. 255)

In the next section, we focus on service—how psycholo-
gists, through their communications and activities with one
another at national and regional meetings—achieved greater
sophistication and effectiveness in their pedagogy and a dis-
tinctive disciplinary character for our undergraduate acade-
mic programs.

SERVICE

A consistent problem was evident for most of the twentieth
century:

What has been the result, after 30 years, of the 1951 recommen-
dation that we give primary emphasis, in the undergraduate cur-
riculum, to the contribution psychology can make to a liberal
education, to Renaissance persons? Few contemporary psychol-
ogists, beyond those actively involved in the conferences or in
national committees explicitly charged with undergraduate edu-
cation, have an awareness that the conferences were even held,
let alone awareness of the recommendations made. A major chal-
lenge for undergraduate education in the next decade is to involve
a greater proportion of leading psychologists in discussion of
the issues in developing and maintaining effective undergraduate
education in a rapidly changing environment. (Fretz, 1982, p. 55)

Fretz’s observation in a special issue on curriculum of the
journal Teaching of Psychology should not be limited just
to one historical period; recall similar comments made by
E. C. Sanford (1910) and Wolfle (1942). However, in the last
decades of the twentieth century, there has been ample evi-
dence that a “greater proportion of leading psychologists”
have become involved in networks of service activities in be-
half of undergraduate education.

In Teaching Psychology in America: A History (Puente,
Matthews, & Brewer, 1992), numerous authors documented
how organized groups advanced the teaching and scholarship
of the discipline via service activities at the regional, state,
and national levels. We urge the reader to review other his-
torical analyses to appreciate more fully how the teaching of
psychology was portrayed in psychological journals (Beins,
1992), in undergraduate textbooks (Morawski, 1992; Weiten
& Wight, 1992) and handbooks (Pate, 1992), or in experi-
mental laboratories (Benjamin, 2000; Capshew, 1992).



Past as Prologue for the Twenty-First Century 475

Goodwin (1992) suggested that “the APA’s involvement
with teaching was sporadic at best in the years prior to
1945. . . . [T]he APA had other priorities during that time
(p. 330) . . . establishing disciplinary identity for psychology
and professional status for psychologists (p. 339).” In con-
trast, Nelson and Stricker (1992) made a persuasive case that
“the APA has demonstrated a clear commitment to issues of
teaching and the needs of teachers since 1945” (p. 346). An
Education and Training (E&T) Board became part of a reor-
ganized APA in 1951 so that “organized psychology not lose
sight of its responsibilities in addressing more fundamental
issues of education (i.e., in psychology as part of liberal edu-
cation)” (p. 348). The E&T Board was instrumental in spon-
soring the various conferences on undergraduate education
reviewed by Lloyd and Brewer (1992).

Brewer (1997) and Ernst and Petrossian (1996) also de-
scribed how the APA established in 1996 a continuing com-
mittee for Teachers of Psychology in Secondary Schools
(TOPSS). This action recognized that “an estimated 800,000
students take precollege psychology courses each year” and
that “approximately 15,000 students took the [AP] exam,
making psychology the fastest growing Advanced Placement
exam in the history of the ETS’s program” (Brewer, 1997,
p. 440).

Wight and Davis (1992) described the various stages that
Division 2, Teaching of Psychology (now the Society for the
Teaching of Psychology), went through in serving APA mem-
bers committed to learning not just about scientific method-
ologies and results from one another but about the pedagogy
by which the discipline might be more effectively communi-
cated to its students. Daniel (1992) described the evolution of
the division’s journal, Teaching of Psychology, which serves
similar needs and functions in the description, evaluation,
and dissemination of innovative pedagogical and program-
matic practice. Focusing on regional service activities, Davis
and Smith (1992) described a plethora of conferences for
teachers and students of psychology. Focusing on how psy-
chologists have gathered students to learn more about the dis-
cipline at the college and community college campus levels,
Cousins, Tracy, and Giordano (1992) described the histories
of Psi Chi and Psi Beta, the two national honor societies.

As the twentieth century came to a close, the APA Division
2, Society for the Teaching of Psychology (STP), posted a
Web site (www.teachpsych.org) available to students and fac-
ulty members for information about the division, its journal,
national and regional teaching conferences, teaching awards,
a mentoring service, a departmental consulting service, news-
letters, and a moderated discussion group for psychology
teachers at all levels of instruction. The STP Office of Teach-
ing Resources in Psychology (OTRP Online) provides

information on course syllabi, bibliographical material on di-
versity and cross-cultural issues, ethical issues in teaching,
student advising issues and practices, scientific writing, and
electronic databases for the journal Teaching of Psychology.

As another manifestation of APA’s long-range commit-
ment to academic psychology programs articulated with the
initiation of the new Education Directorate in the early
1990s, 99 participants from high school, community college,
college and research university, and other professional set-
tings met at James Madison University in 1999 for the
Psychology Partnerships Project (P3). It was the most di-
verse assembly of psychology teachers to date, building on
the group dynamic approach used at the St. Mary’s Confer-
ence of Maryland a decade earlier. Nine issues groups—
advising, curriculum, faculty development, research, tech-
nology, assessment, diversity, partnerships, and service
learning—developed projects to create networks, materials,
and strategies for promoting the teaching of psychology and
the lifelong learning needs of students and faculty in the di-
verse, changing world of the twenty-first century. 

As Weiten et al. (1993) noted, “teaching and learning are
communal activities” (p. 157). They described a portfolio of
case studies that demonstrated the movement of psycholo-
gists from isolation to increasing communication and colle-
giality. With the advent of the twenty-first century, the service
activities of psychologists have fostered increased colle-
giality in behalf of the teaching of psychology. Electronic
communication networks enable this collegiality to have un-
precedented depth and breadth.

PAST AS PROLOGUE FOR THE
TWENTY-FIRST CENTURY

Psychology is not only with us, but swamping us. Its popularity
is so great as to arouse suspicions of superficiality, or even
quackery. It has become almost a fashion, so that publishers
claim that the word psychology on the title page of a book is suf-
ficient guarantee for a substantial sale. (p. 596)

Was this an editorial from a newspaper or a speech by a leg-
islator in the year 2000? A commentary from a church pulpit
in the 1950s? The quote is from an article by a faculty mem-
ber at the Carnegie Institute of Technology, Max Schoen
(1926), writing about the purposes of elementary courses in
psychology in his era. In response to such popularity, the au-
thor suggested that the aims of psychology in colleges were
to “create an intelligent reading audience” and “to inculcate
in the student a tolerant, open-minded and broad attitude to-
wards human affairs and human problems” (p. 596).
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We suggest the following two dynamics for undergraduate
education in the future.

First, Veysey’s (1973) three catalytic forces, the external
demands on higher education, can be considered constant
after more than 200 years of influence—utilitarian needs of
American society, scientific discovery and an increasing re-
spect for empirical evidence in the construction and applica-
tions of knowledge, and the virtues of liberal education in
creating a responsible citizenry. Every generation must grap-
ple with how best to respond to these demands via curricula
and academic practices (Pascarella & Terenzini, 1991).

Second, it is the responsibility of the disciplines and the
professions, the internal forces of higher education, to create
and then to communicate increasingly complex theories and
sophisticated applications, thereby enabling students to be
lifelong problem solvers, amiable skeptics, and citizens.

The discipline of psychology is well positioned as a socio-
cultural force in the broader society to address America’s util-
itarian needs, scientific knowledge, and liberal education
values. However, we need continuing scholarship, teaching,
and service for the discipline to be more analytical in its aca-
demic program efforts. Thus, we return to McGovern’s (1993)
questions as a future teaching, research, and service agenda:

What kind of outcomes can be achieved with
What kind of students taught by
What kind of faculty using
What kind of teaching methods as part of
What kind of curriculum? (p. 218, emphases in original).

These questions need to be understood within the contexts of
external forces acting on the academy as well as internal
responses of the faculty and their institutions.

The outcomes expected of a baccalaureate education are
increasingly utilitarian. For example, consumers and sup-
porters of higher education consider the postgraduation
employment opportunities for specific majors to be very
important. This fact is especially critical for psychology to
understand, because we now award almost 75,000 baccalau-
reates annually, and the major’s popularity has not waned.
Research on alumni satisfaction is an essential element of
program evaluation (Borden & Rajecki, 2000; McGovern &
Carr, 1989). Moreover, departments’ program development
activities regularly include community employers and exter-
nal consultants (Korn et al., 1996; Walker, Newcomb, &
Hopkins, 1987).

The kinds of students taking undergraduate psychology
have changed, most notably in their gender and ethnic charac-
teristics (McGovern & Hawks, 1986, 1988). In a report titled
“The Changing Face of American Psychology,” Howard et al.

(1986) reported the growing percentages of women who re-
ceived baccalaureates in the discipline: 36.8% (1950), 41%
(1960), 46.4% (1972), 66.8% (1982). McGovern and Reich
(1996) reported 73% for 1992–1993. The percentages of doc-
torates achieved by women had similar percentage increases:
14.8% (1950), 17.5% (1960), 26.7% (1972), 50.1% (1984),
and 61% (1992–1993). Ten years after the Howard et al. re-
port, Pion et al. (1996) reported on the consequences of this
shifting gender composition, and they concluded:

Psychology, along with the majority of professions and scientific
disciplines, has undergone dramatic shifts in gender composition
over the past two decades. These changes have prompted con-
cern that this increased participation by women may lead to
erosion in the status of these occupations. . . . Societal and disci-
plinary trends are examined, along with data on the patterns of
men’s and women’s involvement in the educational pipeline and
workplace. The results provide little support for the concern over
the increasing representation of women and its impact on the
prestige of the discipline. (p. 509)

Denmark (1994) asserted, “Engendering psychology
refers to cultivating a psychology that is sensitive to issues of
gender and diversity. The increase in the number of female
psychologists does not guarantee that the discipline will be
responsive to those issues” (p. 329). In our historical review
of teaching, scholarship, and service activities, we discov-
ered significant changes in the rhetoric about women and the
discipline, but programmatic change continues to be difficult.
As McGovern et al. (1991) noted in their APA/AAC project
report:

Comments on an earlier draft of this article also pointed to dif-
ferent views on how best to integrate gender, ethnicity, culture,
and class into the study of psychology. . . . Most psychologists
would acknowledge that faculty members must challenge cam-
pus racism and sexism, but there is less agreement on how to do
so. Gender, ethnicity, culture, and class are seen by some teach-
ers as issues that challenge the contemporary curricula. Such a
challenge also questions traditional research methodologies that
are empirical, quantitative, and positivist, and may advocate al-
ternative psychological methods that are contextual, interpretive,
and more qualitative. Other psychologists believe that, although
these topics and the new knowledge generated by research have
legitimacy in the discipline, they should be subtopics best left to
treatments determined by an instructor’s sensitivities and com-
mitments. (pp. 599–600)

The above quotation captures the difficult conversations
that must be taking place in classrooms and in departmental
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meetings about the very nature of the discipline, not just stu-
dents’ demographic characteristics. In their article “The
Diversification of Psychology: A Multicultural Revolution,”
Sue, Bingham, Porche-Burke, and Vasquez (1999) identified
four major approaches to teaching about multiculturalism
and diversity: “the separate course model, the area of con-
centration model, the interdisciplinary model, and the
integration model” (p. 1066), ultimately advocating the inte-
gration model as the one best suited for the depth and breadth
of learning they hope students will achieve. Puente et al.
(1993) used the metaphor of teaching a “psychology of vari-
ance” as the means to change the epistemology of students,
departments, the curriculum, and the discipline. Enns (1994)
advocated a similar approach to challenge the cultural rela-
tivism of psychological constructs. What is consistent across
reports from academia and from the external community is
that attention to diversity issues is no longer a matter of indi-
vidual faculty sensitivity but a utilitarian requirement for em-
ployment advancement in a changing workplace. The script
for how institutions and departments will address this expec-
tation will be written in the global twenty-first century.

For the first half of the twentieth century, psychology fac-
ulties were required to be excellent teachers. “The teacher is
everything” (Seashore, 1910, p. 91). Then, as we documented
in the first section of this chapter, research became more im-
portant in academic life after World War II.

“Teaching is not a prestigeful occupation in psychol-
ogy these days. The research man is the status figure”
(McKeachie & Milholland, 1961, p. 6). Ideally, these two ac-
tivities could be synergistic and rewarded accordingly,
whether the faculty member was affiliated with a liberal arts
college or a research university. However, as the century
ended, external forces demanded that the values and time
apportioned to teaching, research, and service activities be
reconsidered. Halpern et al. (1998) concluded that a new
definition of scholarship was required, one that would main-
tain traditional benchmarks for excellence (e.g., high level of
discipline-specific expertise and peer review), but one
that would integrate teaching and scholarly activities more.
Drawing on Boyer’s (1990) treatise, the authors proposed a
five-part, expansive definition for future scholarship in psy-
chology: original research, integration of knowledge, applica-
tion of knowledge, scholarship of pedagogy, and scholarship
of teaching in psychology. In a collection of essays in response
to the report from this STP Task Force on Defining Scholar-
ship in Psychology, Girgus (1999) and Korn (1999) advised
that institutional mission should be seen as an absolutely
essential context for definitions and standards. Korn echoed
the historical trends that we discovered in our analyses in
his critical response to the “new definitions”: “I contend,

however, that the activities of teaching can and should be dis-
tinguished from research, in order to give teaching the respect
it deserves” (p. 362). Like the complex responses necessary to
meet the needs of changing students, changing demands on
faculty commitments will be debated into this century as well.

Teaching methods throughout the century included the lec-
ture, seminar or small-group discussion section, laboratory,
fieldwork and practica, and independent or supervised re-
search projects. Technological advances modestly influenced
each of these methods—better microphones, better audio-
visual systems, better textbooks and auxiliary materials, and
better observation and data-collection equipment. Then, in
the last 20 years of the twentieth century, information tech-
nology revolutionized how we conceptualize, deliver, and
evaluate teaching and learning in American higher education.
Although we characterized the 1904 Wisconsin Idea of ex-
tended education as an early example of “distance learning,”
the dairy farmers of the Midwest who gathered with faculty
members from their state’s land-grant universities’ colleges
of agriculture probably did not envision twenty-first-century
models of “asynchronous learning” accomplished on laptop
computers in their living rooms. Despite such advances, how-
ever, we are confident in returning to a timeless formula: All
teaching is mediated learning. Regardless of the nature of
what is to be learned and how, a teacher first must listen to a
student, and then together they must construct the most effec-
tive mediation so that the student learns how to learn and to
become self-motivated and self-evaluating in that effort.
Calkins (1910) had it right: “Teach psychology primarily as
you would if it were an end in itself” (p. 53).

In the latter part of the nineteenth century, the new science
of psychology emerged from its philosophical roots and
began to develop a disciplinary identity. Curriculum devel-
opment was the means by which this identity was repeatedly
communicated and modified. As we have tried to demon-
strate in our historical review of American higher education
in general, and of psychology in particular, a driving force in-
side and outside the academy was how best to define the lib-
eral arts. Although the trivium and the quadrivium no longer
define the essence of a university education, in what ways do
the goals of that medieval curriculum differ from those
proposed for a liberal arts psychology curriculum by Brewer
et al. (1993), Halpern et al. (1993), or McGovern et al.
(1991)? There were two special issues of the journal Teach-
ing of Psychology in the 1990s; one was devoted to the teach-
ing of writing across the curriculum (Nodine, 1990) and the
other to teaching critical thinking across the curriculum
(Halpern & Nummedal, 1995). We believe that higher educa-
tion’s and psychology’s responses to defining the liberal arts
not only will shape the curriculum but should guide all of our
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discussions about outcomes, kinds of students and their
needs, faculty priorities, and teaching approaches.

The teaching, scholarship, and service of American under-
graduate psychology remain a vibrant player in Whitehead’s
(1929/1952) “adventure.” When we feel an urge to boast
about our public popularity or our intellectual accomplish-
ments, we should remember his admonition:

Knowledge does not keep any better than fish. (p. 106)
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This chapter differs from the others in form and format.
Instead of having a continuous history of the field, we have
elected to present historical issues from the perspectives
of 10 authors, representing various ethnic orientations, with
views on their thoughts and experiences in dealing with eth-
nic issues in the field of psychology.

Some of these vignettes are very personal and some reflect
on important turning points in the history of psychology re-
lating to ethnic minorities. Each of the brief essays tells an
aspect of the story that should be remembered as the science
and profession of psychology moves into the twenty-first
century.

D. K. F.

The Humanizing of Psychology

ADELBERT M. JENKINS

In the nearly 40-year period of my professional career,
which began in the early 1960s, I have been privileged to
witness important social and political changes in American
society. While important to the nation generally, the events
of this period provided a context for changes within the
discipline of psychology, as well. An important expression
of these times was the civil rights movement in America.
The dynamics emerging from this crusade required psychol-
ogy to reexamine its descriptive stance toward African
Americans and people of color generally. Prior to the 1960s

if mainstream twentieth century social science turned its at-
tention to African Americans, it tended to stress the ineffec-
tualness of the adaptive abilities of ethnic minority people
(Thomas & Sillen, 1972). Typical were such comments as
those of the psychiatrists Kardiner and Ovesey (1951/1962).
Impressed with the debilitating psychological effects that
centuries of American racism had on African Americans,
they concluded that the “Negro has no possible basis for a
healthy self-esteem” (p. 297). Crain and Weisman (1972) in
their large scale study of northern Black adults noted their
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view that segregation had possibly robbed the Black person
of “some vital aspect of his personality” leaving him
deficient for adapting effectively. The prevailing picture
presented was one of human beings who were able only to
react to their environments rather than take charge of their
destinies.

Now, there is no question that African Americans as a
group have been continuously and disproportionately num-
bered among the poor, and that they suffer and have suffered
personally and collectively in the United States. Indeed, at
times it does appear that African Americans have responded
as if “shaped” by the “contingencies” imposed upon them by
the racist society (Hayes, 1991). In many instances, this has
led to features in the African American personality which
could be called “adaptive inferiority” (Pugh, 1972). But we
know, too, from a closer reading of history and from personal
observation that this has not been all there is to the psycho-
logical story of African Americans. It has taken something
more to gain the level of personal growth that many African
Americans have reached against the kinds of odds they have
faced. Ironically, it seems that the scholars that have been best
able to capture these facts have tended to be those in the hu-
manities. Thus, the African American novelist and essayist,
Ralph Ellison, commented that he set himself the goal as a
writer to “commemorate in fiction . . . that which I believe to
be enduring and abiding in our situation, especially those
human qualities which the American Negro has developed
despite and in rejection of the obstacles and meannesses
imposed upon us” (1964, p. 39; italics added). Furthermore
one of the brightest literary lights of the Harlem Renaissance
of the 1920s, Langston Hughes, proclaimed that this aspira-
tion was not just a characteristic of the literate and well-to-do.
In much of his work, he highlighted what he saw as the
attitude of triumphing over adversity that was part and parcel
of the African American’s everyday life. In one of his most
famous poems, he portrays a mother urging her son not to turn
back in his struggle for accomplishment, reminding him that
“I’se been a-climbin’ on . . . and turnin’ corners” in spite of
the fact that “Life for me ain’t been no crystal stair” (1959,
p. 187).

In the face of the inability of social science to develop a
balanced understanding of African Americans, the mood of
the 1960s provided a new impetus for African American
psychologists to express their longstanding discontent with
American social science (Guthrie, 1998). Some in the new
generation of African American scholars chose to reject
Western perspectives altogether and move in new conceptual
directions. The development of the Afrocentric perspective in
psychology is a prime example, and a considerable body of
literature has come from this point of view (for example,

Akbar, 1991; L. J. Myers, 1988; Nobles, 1991; J. L. White &
Parham, 1990). For others of us, the difficulty with the char-
acterization of African Americans was not simply a concern
about racist trends in American social science. The problem
was also that the reigning model in American psychology in
general was a “mechanistic” one, a framework that portrayed
the individual as a passive being whose responses are primar-
ily determined either by environmental factors or by internal
physiological and constitutional states.

The behaviorist position had been most clearly identified
with the mechanistic tradition. However, even classical
psychoanalytic theory showed clear evidence of such a
direction, reflected in Freud’s early efforts to develop a
“metapsychology” that would describe the basic forces dri-
ving human functioning (Holt, 1972). Freud’s thinking about
his clinical observations led him to theorize in ways that ac-
tually were opposite to the prevailing scientific viewpoints of
the day (Cameron & Rychlak, 1985; Holt, 1972). Still, in the
first half of the twentieth century, especially, the mechanistic
perspectives in Freudian thought were a considerable influ-
ence on conceptualizations of the human being. The problem
for African Americans in this context has been that when
human beings in general are not seen as taking an active, cop-
ing stance in life, then the tendency not to see active and
creative features in the behavior of African Americans fol-
lows naturally. Thus, some of us felt that what was needed
was a broader philosophical and conceptual framework
within psychology as a whole.

Fortunately, during this time such a perspective was
beginning to develop. It was being expressed in independent
quarters and in varied language by experimentalists (Sarbin,
1977) and clinicians (Rychlak, 1968). Leona Tyler encapsu-
lated the spirit of the times in the opening pages of her book
on individuality (1978) by noting that “In psychology fresh
winds are blowing, sweeping away overly restrictive as-
sumptions, dusting off concepts that had been covered over
and neglected, picking up and juxtaposing separate ideas to
produce novel combinations. . . . Pluralism is the order of the
day” (p. 1). Counterposed against this notion of humankind
portrayed in the passive, mechanistic voice was a trend of
psychological scholarship that described the “humanistic”
view, one portraying the human individual as “an active,
responsible agent, not simply a helpless, powerless reagent,”
(Chein, 1972 p. 6). The human being in this active image is
one “who actively does something with regard to some of the
things that happen to him or her . . . [and who] seeks to shape
[the] environment rather than passively permit [himself or
herself] to be shaped by the latter, a being, in short, who in-
sists on injecting [himself or herself] into the causal process
of the [surrounding] world” (p. 6).
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A number of other psychologists were developing outlooks
with similar implications for the human image. Abraham
Maslow (1968) is familiar to us as one who stressed the need
for a “third force” in psychological theory which would sys-
tematically acknowledge the importance of human strivings
for personal growth and self-realization and would supplement
the psychoanalytic and behaviorist positions. Of particular in-
terest to me was the work of Harvard psychologist, Robert
White, who also leveled a critique at both experimental and
psychoanalytic psychologies. He wrote, “Something important
is left out when we make drives the operating forces in animal
and human behavior (1959, p. 297).” To bring back what is
“left out,” White developed his view that organisms, partic-
ularly the higher mammals, strive for “competence” in their
efforts to interact “effectively” with their environments. As I
became more familiar with how these newer currents touched
various facets of psychology, I came to feel that such “human-
istic” perspectives, broadly defined, offered promise for gain-
ing a fuller grasp of the human personality in general. It also
seemed to me that such a framework would be more suitable
for capturing the functioning of African Americans as well.
The trend of thinking that is opposed to a mechanistic view has
been growing considerably in the last 15 years, well beyond
the earlier terms of this discourse (see, for example, Faulconer
& Williams, 1985; Howard & Conway, 1986; Martin &
Sugarman, 1999; Messer, Sass, & Woolfolk, 1988; Polking-
horne, 1990; Richardson, Fowers, & Guignon, 1999; Robin-
son, 1991; Rychlak, 1994].)

In my efforts to find a corrective to the traditional psycho-
logical view of the African American (Jenkins, 1995), I have
drawn on the extensive theoretical and empirical work of
Joseph Rychlak and his students (1968, 1994). His frame-
work, which he originally called a psychology of “rigorous
humanism,” furnishes a detailed conceptual perspective on
how persons are able to inject themselves into the “causal
process” of the world around. In Rychlak’s view, an agent is a
being who can behave so as to go along with, add to, oppose,
or disregard sociocultural and/or biological stimulations
(Rychlak, 1988). Key ideas that elucidate this definition are,
first, that subjectively held intentions and purposes are as im-
portant as “objective” environmental contingencies in gov-
erning the way people behave. It is in this way that the human
individual is an important causal force in his or her own life.
As we try to understand the intentions that contribute to an
individual’s actions, we necessarily take an “introspective”
point of view on that person’s life that is, a view from the
actor’s perspective. This is a “teleological” or “telic” perspec-
tive on human behavior because it emphasizes that human
behavior is always governed in part by the goal or end (telos)
the actor has in mind. A second elucidating point is that the

agent’s mentality is actively structuring, not simply passively
reactive, as it “comes at” experience. We actively organize
the world into meaningful units and then relate mentally to the
“reality” that we have constructed. “While ‘real’ external
reality may be presumed to exist independently of its appre-
hension, it cannot be known except symbolically—as part . . .
of psychic reality” (Edelson, 1971, p. 27). This is consistent
with recent “constructivist” approaches to knowledge
(Howard, 1991). Thus, people are very much engaged in the
process of coping with the world.

Third, and of particular importance in this framework,
“dialectical” thinking, the innate capacity to imagine alterna-
tive or opposing conceptions of life situations, is frequently
used by people to guide their behavior. With this capacity,
people have an independent ability to determine the meaning
of a given situation. In principle, they can fashion concep-
tions of a situation that are contradictory to those given by the
tradition of a particular authority. This mode of thought sup-
plements the capacity that we also have to define our con-
structions of the world in straightforward and unambiguous
terms in order to negotiate our circumstances (what might
be called “demonstrative” modes of thought, in Aristotelian
terms). The point here is that African Americans have sur-
vived their oppressive history in the United States because
they have actively and intentionally brought to their lives
conceptions of their competence that have been at variance
with the judgments made of them by the majority society.

Let’s pursue this perspective a bit further and conclude
with an illustration. Traditional psychological analysis has
tried to identify the factors, such as biological drives or other
kinds of contingent considerations, that necessarily deter-
mine behavior. The telic-humanistic perspective by contrast
is among those that argue that many human events happen
in a context of possibility rather than necessity (Slife &
Williams, 1995). That is to say, from a psychological point of
view many situations in our lives, even from birth, are full of
potentialities for action.

This quality of open alternatives in experience demands that the
human being affirm some . . . meaning at the outset for the sake
of which behavior might then take place . . . [Affirmation is]
one of those active roles assigned to mind by humanists because
which . . . item of . . . experience is singled out for identification
is up to the individual and not to the environment. (Rychlak,
1988, p. 295)

Such a conception highlights the place of choice and
responsibility in human action. By contrast, mechanistic
views try to account for behavior exclusively in terms of envi-
ronmental contingencies and/or constitutional drive factors.
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They rule out independent volition and choice as important
contributors to behavior. It should be noted, however, that the
humanistic view is seen as complementing and extending
rather than replacing mechanistic frameworks. For the hu-
manist, the latter views are seen as incomplete as ways of
accounting for human experience. This is because the exercise
of choice and the conceptions guiding these choices are often
not always apparent from the external observer’s view of a
given set of behaviors.

This is illustrated in a passage from the opening pages of
Ellison’s important American novel, Invisible Man (1952). A
family is gathered around the deathbed of an old southern
Black man. In his dying words to his son the man says, “I
want you to overcome ’em with yeses, undermine ’em with
grins, agree ’em to death and destruction.” The family was
stunned. “They thought the old man had gone out of his mind.
He had been the meekest of men” (pp. 19–20, italics added).
Obviously this man was advocating, among other things,
lulling his white bosses into complacency in the hope that
their system would deteriorate and blacks would then be free
of it. His underlying intent—an intent which kept him
going—was hostile, quite at variance with his superficially
obsequious manner. In addition, referring back to our earlier

discussion of meaning, this old man had taken a “dialectic”
perspective on his situation throughout his life without any-
one being quite aware of it, and he was now advocating such
a view explicitly to his family. That is to say, recognizing
fully the nature of his oppressive circumstances, this old man
had acted one way, but at the same time he had quite the op-
posite mental perspective on the racial situation. This was his
way of sustaining his human qualities “despite and in rejec-
tion of the obstacles and meannesses” that had been imposed
upon him. And he was urgently trying to pass that strategy on
to his family as a part of his legacy.

Thus, we cannot understand this man’s behavior unless we
take an “introspective” or “first-person” view. And so it is
with African Americans: If we are to have “true to life” psy-
chological descriptions, in addition to our more “objective”
descriptions, we must learn to conceptualize and align our-
selves with the inner worlds—the subjectivity—of people of
color if our theory and practice is to be relevant to their expe-
rience. This is the opportunity that the “fresh winds” in psy-
chology have brought us—the possibility of including into
our discipline a more proactive conception of the human
being that will contribute to the understanding and advance-
ment of people in all of their plurality.

CONFRONTATIONS AND CHANGE

GEORGE W. ALBEE

Opportunities in psychology were slim for African American,
Hispanic American, Asian American, Native American, and
other minorities, before the middle of the twentieth century.

Since its founding in 1892, American psychology had al-
ways been a white, male, experimentally-oriented academic
discipline. Its association, the American Psychological Asso-
ciation (APA), was run by presidents, boards, and council
members from Academe and non-academic applied psychol-
ogists were not numerous. Most of those calling themselves
“clinical psychologists” worked in schools and, occasionally,
in state mental hospitals and in institutions for the retarded
and epileptic.

Doctoral programs in psychology supplied new (white
male) faculty members for universities as replacements
were needed. Recruitment involved an “Old Boy” system of
phone calls to colleagues. Jobs in universities were rarely ad-
vertised. College jobs often asked for “Christian gentlemen”
candidates (see “Positions Available” in the early years of the

American Psychologist). Psychology was a laboratory sci-
ence before World War II and not particularly popular with
undergraduates. Then World War II suddenly created a
demand for people with skills in testing, personnel classifica-
tion, and clinical interventions. These demands were multi-
plied after the war when many of the millions of veterans
were in need of treatment for “mental disorders.” I have told
this story in some detail (Albee, 1998). The post-war explo-
sion in numbers of clinical psychologist occurred in a context
of medical domination and the insistence by psychiatry on
the established medical model and traditional treatment in
medical-psychiatric clinics and hospitals.

Between 1920 and 1966, the 10 most prestigious depart-
ments of psychology in the United States awarded just eight
PhDs in psychology to Negro [sic] candidates while confer-
ring 3,767 doctorates. Six of these 10 departments had not
had a single Negro PhD. Of all programs, fewer than 1% of
the doctorates were awarded to minorities (Albee, 1969).
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The 1954 Supreme Court Brown vs. Board decision set in
motion a mammoth pattern of change. The late 1950s saw
Governor Faubus resist school integration in Little Rock,
Arkansas, and President Eisenhower reluctantly used federal
troops to uphold the court’s decision. School busing led to
riots in Boston.

The 1960s saw a continuation of great social ferment
and change in America. The Atlanta bus boycott, the lunch
counter sit-ins, the protest demonstrations, the freedom rid-
ers, the school desegregation actions of the federal govern-
ment, the marches led by Martin Luther King Jr. and others,
the whole civil rights movement, the Great Society, all com-
bined to change America, and in the process to change
psychology. The escalating protests against the Vietnam War
were occurring at the same time as the civil rights demonstra-
tions, often on the same campuses. Some of the goals of
African American students were the opposite of the goals
of the white students. The African American students wanted
more admissions, more scholarships, more socially-relevant
classes. The white students, like Students for a Democratic
Society, wanted an end to ROTC and to support for the war in-
cluding the military draft and the increasing military presence
in Vietnam. They (the white protestors) were often willing to
close the universities. In the late-1960s, the new Association
of Black Psychologists (ABPsi) began pushing for changes
in APA that would lead to support for more African American
admissions to graduate schools and to a sharing of power in
the APA governance.

At APA’s 1968 convention in San Francisco, ABPsi pre-
sented a “Statement of Concerns” to the APA Council. At that
same time, all watched on TV the “police riot” at the Democ-
ratic party’s presidential nominating convention in Chicago.
As a direct result, the APA Council voted to move the 1969
APA convention out of Chicago. The ABPsi invited APA to
meet in Watts, a section of LosAngeles, and there was actually
some talk of this possibility, but logistical considerations led to
the choice of Washington, DC, despite threats of a lawsuit by
Chicago venders over contract violations.Actually, because of
the fortuitous August timing, APA was the first of many
national organizations to shun Chicago for meetings.

Also at the 1968 San Francisco convention, there was a
momentous confrontation. On the last day of the convention,
Tuesday afternoon, the APA board of directors was meeting,
discussing the many issues raised by the move of the next
convention, but also the increasing demands from ABPsi,
(and from radical groups like Psychologists for a Democratic
Society and Psychologists for Social Action) pushing for
increased civil rights, an end to segregation and support for
a stronger minority presence in psychology. During the
meeting, the door opened and in walked the entire board of

directors of ABPsi. They were well-prepared with the clear
facts about racism in psychology and with specific demands
for changes in APA and for changes in admissions policies
in colleges and universities that had long excluded African
Americans and other minorities. (The long-time exclusion of
women from psychology training was to assume a major
focus a year later.)

The APA board expressed general support for the issues
raised by ABPsi but argued that it could not dictate to educa-
tional institutions, and that changes in APA governance would
require by-law changes voted on by the membership. Mem-
bers of ABPsi were impatient with what they saw as conven-
tional stalling tactics. By the end of the day, it was agreed that
APA would host a “conference on recruitment of black and
other minority students and faculty” at the APA headquarters
building in Washington, DC. The conference was held April
18 to 20, 1969. TheAPAboard nominated nine white male par-
ticipants and ABPsi nominated eight black male participants
(mostly from black colleges and universities) and Ernestine
Thomas (who was active in helping organize the Black Stu-
dent Psychological Association and who was administrative
office manager at the psychology department at Case Western
Reserve University where I was then Chair).

Also invited to the conference (that I chaired) were men
from the Behavioral Science Training Branch of the National
Institute of Mental Health and male resource people from
APA’s Office of Educational Affairs and Executive Office.
(See Albee, G. W., 1969, for a complete list of participants
and a detailed report on the Conference.) The council was
urged, along with APA boards and committees to “expand op-
portunities for black and other minority group students and
faculty to enter the mainstream of psychology.” Advice was
offered to the Conference of Graduate Department Chairmen
[sic], and to other APA groups like the Committee on Sub-
doctoral Education in Psychology. Looking back with the
wisdom of hindsight, the recommendations seem mostly
bland. Among the concrete results were ensuring that there be
nondiscrimination in APA Central Office hiring and staffing,
and that a new Central Office position be created with a focus
on relating psychology and social problems, especially
including racism.

The report of this Conference was published in the
American Psychologist in August, 1969 just before the con-
vention in Washington, DC. Then things exploded! For the
first time in its 77-year history, APA meetings were physi-
cally disrupted. A group of black graduate students appeared
in force at George Miller’s presidential address, prepared to
demonstrate. After negotiation, they agreed to leave in ex-
change for an invitation to present their case to the APA coun-
cil the following day.
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Twenty-four African American students stood shoulder
to shoulder the next day in front of the council while their
statement was read. They allowed the council 24 hours to
respond. Robert Lee Green, president of ABPsi also spoke.
He demanded that APA assess each member $50.00 to aid the
black psychology cause. He also demanded that psychology
stop using the black ghetto as a research colony.

Green and I were invited guests on the Today Show that
week. Our brief exposure, broadcast from Washington, was
seen by an estimated 19 million TV viewers. We were both
nervous participants!

The black student group’s statement focused on increasing
the number of black undergraduates, graduate students, and
faculty and on establishing training programs for black
students in the black community. The Council adopted “in
principle” the black student statement and appointed George
Miller and me as a committee to negotiate with the black
students and to develop a more specific set of proposals to
present to the October council meeting. We invited the BSPA
to send negotiators to Washington to meet with us. No way.
We were invited to come to Watts, a black conclave in Los
Angeles, to negotiate. Miller and I flew to Los Angeles where
we were met at the airport and each taken to a host family in
Watts. I stayed in the home of Charles Thomas, a major fig-
ure in black psychology. We met with students for a couple
days in a small neighborhood church. Our meals were pre-
pared and served by a black “ladies group.” Discussions were
spirited, but friendly. Our evening meal was accompanied by
unlimited quantities of Cold Duck, and during the evening
numbers of black students and black psychologists joined the
group for informal, light-hearted interactions. We took back
to APA several proposed by-laws changes (that were quickly
passed by the required 2/3 majority of those voting) and
recommendations for Central Office staffing changes to
help new committees ensure priority for minority-increasing
efforts. APA agreed to provide space for a new BSPA suite of

offices and to lend money to staff them. Ernestine Thomas
moved to Washington to provide staffing support.

By the end of the 1960s, a majority of APA members were
sympathetic to the black demands. The country had wit-
nessed a decade of struggle against the defenders of segrega-
tion, Jim Crow, and racial injustice. The parallel struggle
against the Vietnam war was ongoing. The climate for change
was favorable.

During the same 1969 APA convention in Washington
there were anti-war demonstrations by psychologists. I led a
march of some 300 psychologists (many from Psychologists
for Social Action) down Connecticut Avenue to Lafayette
Park, across from the White House, where I. F. Stone and I
spoke against the war. Later in the week, a sunrise service
was held at the Lincoln Memorial when Molly Harrower,
B. F. Skinner, and I spoke against the war. Many of these
events were recorded by Bryce Nelson (1969) in Science. (In
this same issue is a report from the Department of Health,
Education and Welfare on the safety of the oral contraceptive
pill saying that the benefits outweigh the risks; and another
article on the risks of pesticides, but no restrictions yet on the
private use of DDT.) It is also worth noting that Americans
had just landed on the moon. It was clearly a decade of major
change.

Kenneth B. Clark was elected in 1969, the first African
American APA president. At the 1970 APA convention in
Miami Beach, the APA board was confronted by a militant
Association for Women in Psychology with demands for
major financial reparations fromAPAfor years of unequal pay,
discrimination in hiring and in graduate admissions, and for
blatant sexism. The registration form for the convention asked
for member’s name and wife’s name, even though 30 percent
of the APA membership was female. Texts in psychology re-
ferred to “men and girls” and sexual harassment was rife.

All of this was to change, but someone else will tell that
story.

Minority Psychologists in the Community

VERA S. PASTER

The shifting status of African American people in this coun-
try has been mirrored by our changing positions in the pro-
fession of psychology. It was not until the Emancipation in
1865 that enslaved persons could be taught to read except
under penalty of imprisonment, flogging, or other severe
punishments. In the south, schools for slaves were out of the

question, and colleges were unthinkable. In the free states,
there were a handful of colleges, including Berea and
Oberlin, that opened their doors to black persons. After the
Emancipation, in the former slave-owning states, colleges for
African Americans began to be established by missionary
groups (historically black colleges). Later, in 1890, the
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government land grant acts provided states throughout the
country with funds for colleges for their students. Many of
these admitted African Americans. But except for the histori-
cally black colleges which were located mostly in the south,
African Americans have always had to struggle to gain an
education in this country.

Even though psychology is a relatively recent scholarly
subject in academia, it has been a prominent contributor to
the country’s complex struggle with its attitudes about race.
An index of the difficulties is the fact that between 1920
and 1966, the APA reported, the 10 highest ranking gradu-
ate departments of psychology awarded just eight PhDs to
African Americans, while during the same period of time
these universities granted over 3,700 PhDs to others (Wispe
et al., 1969). During the first part of the twentieth century,
there were no welcome mats for African Americans at
the psychology department doors of the major universities
(Jay, 1971).

Further, “respected” psychological research and the best
trained psychologists used their studies, tests, and theories to
“prove,” in turn, that African American, Hispanic, Asian,
Mediterranean, and Irish peoples were socially undesirable,
mentally inferior, and corrupting of the nation’s potential
for advancement. This “science” included using African
Americans as guinea pigs in the Tuskegee study, sterilizing
“undesirable” young women, relegating members of some
racial/ethnic groups to an “uneducable” category, and similar
oppressions.

Considering this history, it is not a surprise that the influ-
ences of the racial/ethnic psychologists are directed toward
challenging traditional “rules” like those for research that
lead to invidious comparisons of African Americans to
Euroamerican. Ethnic-minority influence also includes prac-
tices that emphasize serving the unserved, understanding the
stereotyped, and expanding the scope of the theoretical in-
quiry. Following are two examples of contributions, led or
inspired, by these previously excluded people of color.

The first example is a primary prevention focus for a men-
tal health center. The center was developed in a poor, work-
ing class, mostly African American and Latino section of
New York City. The idea was to use professionals and trained
community residents to provide treatment and other services
according to community need and priority. Some examples:
dialogues between neighborhood supermarket managers and
householders; legal advice sessions with volunteer attorneys;
counseling older people at the sites of senior housing; tenant
organization to force landlords to provide needed services
like heat and sanitation; advocacy for children with the
schools, and liaisons with the police. The management of the
center was open to everyone who lived in the community

through their participation in monthly governance meetings,
termed the council. The council votes for the members of the
board of directors. They also advocate for program priorities.
For example, many members complained about the crowds
hanging out day and night in front of a neighborhood single-
room occupancy “hotel,” considered to be a menacing eye-
sore. It turned out that public agencies placed people in these
dwellings upon their release from jails, prisons, and mental
hospitals. It was housing of last resort for the troubled who
were down on their luck.

With the help of city hall, the mental health center assem-
bled the directors of the area’s city departments for the police,
fire, sanitation, health, and welfare, to improve the situation.
It was the first time they met as a group. Identifying viola-
tions on the property and sending summons to the landlord,
the building was made safer and cleaner, and an array of
services were brought into the building to engage and serve
the tenants. All of this functioned under the leadership of
the mental health center, which also assigned a multidisci-
pline team to the effort. There was an outpouring of pride at
the center and a sense of competence in the neighborhood
with the clearing of that notorious block!

The second example of the influence of African Ameri-
can leadership is one that occurred within the large child
guidance clinic of the New York City public school system.
During the 50 years since the service was established, it
functioned according to a traditional model of referring to
the school social worker or school psychologist difficult to
manage children and those who seemed to have learning
difficulties. More boys than girls were referred for behavior
problems, restlessness, rebellion, fighting, and the like, and
more minority children were referred both for behavior
and “mental retardation.” Nevertheless, the concentration of
staff was assigned to the “good” schools, meaning the
schools where the students were whiter and somewhat more
affluent. These students were more likely to receive psy-
chotherapy when needed, since the families were considered
to be more cooperative and less suspicious of a child guid-
ance referral, and to be more available and less likely to be
working or to have a job that would be jeopardized by ab-
sences for school visits. The result was a grossly inequitable
distribution of care.

When the author was awarded the directorship of the
agency, she set about changing these practices and attitudes.
She followed certain principles of continuing education: The
prospective students, adult professionals all, should have max-
imum influence over how and what should be taught, based on
clearly stated agency goals; the work should be based on the
strengths of the workers; and what is learned should be re-
warded with more successful practice. The underlying premise
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was that professionals need to feel competent, thus they will
practice in areas of competence and avoid areas of actual or
anticipated failure.

To implement an overall change, the director was awarded
a generous grant from NIMH for a three-year continuing ed-
ucation program for providing school mental health services
in schools with poor, ethnically and racially diverse students.
Concomitantly, the staff was redistributed so as to be more
equitably available throughout the city. The combination of
encouragement through training, mandate through agency
directive, and greater satisfaction for the professional
through practice of greater variety, resulted in a positive out-
come. The changes were favorably received by school

personnel and led to a fairer availability of help to all of the
city’s children.

The field of psychology has been a part of the country’s
whole, including its sad racial past. It is now only 81 years
since the first doctoral degree was awarded to an African
American, 136 years since the ending of slavery. The period
then and later has been earmarked by cruel discriminations
againstAfricanAmericans, and the support of such oppression
by psychologists with bogus “science.” But as the number and
influence of African American and other ethnic minority
psychologists has grown, so too has psychology’s reach into
previously unserved communities, and its positive influences
on the community at large. A promising start?

Organization Efforts by Asian Americans in Psychology

STANLEY SUE

During the mid-1960s to the early 1970s, I was a graduate stu-
dent at UCLAintent on becoming a clinical psychologist treat-
ing patients with schizophrenia. At this time, I was exposed to
the civil rights movement and protests against the Vietnam
War. My consciousness was raised over the injustices and op-
pression faced by African Americans, Latinos, and Native
Americans. The ideas of Martin Luther King, Caesar Chavez,
and Malcolm X were provocative and challenging. With re-
spect toAsianAmericans, not much was known about the pop-
ulation. The prevailing belief was that Asian Americans were
successful in education and occupational status, relatively
unobtrusive, and free of problems. Yet, many of us who were
familiar with Asian Americans felt that most of the issues and
problems besetting other ethnic groups were applicable.Asian
Americans had suffered the same kinds of historical and con-
temporary mistreatment as other groups (e.g., discriminatory
laws, hate crimes, inability to become citizens). Other Asian
American students complained of ethnic identity conflicts,
feelings of marginality, and difficulties in adjustment.

It was during the last two years of my graduate work that I
became interested in the psychological study of Asian Amer-
icans and other ethnic minority groups. I began to read the
works of Gordon Allport, Tom Pettigrew, and Kenneth Clark
because there was little literature on Asian Americans. What
really peaked my interest in Asian Americans was Harry
Kitano’s article (1969) on Japanese American mental illness.
The effect of this article on me was profound. I was able to re-
late personally to the cultural analysis, the reluctance of Asian

Americans to use mental health services, and the problems in
the delivery of effective services. Although other psychologi-
cal research has stimulated me either intellectually or person-
ally, Kitano’s article did both. I felt that I could contribute
something to this area of research and began my career at the
Psychology Department at the University of Washington.

It was not easy to conduct research on Asian Americans.
One major problem was the lack of other Asian Americans in
the field of psychology and of researchers interested in this
population. For example, I was told that in 1971, I was the
only tenure track Chinese American faculty in an APA ac-
credited clinical psychology program in the United States.
Collegial support and stimulation from other researchers or
from other Asian Americans were largely unavailable. Unlike
today, APA conventions did not involve many ethnic minori-
ties in general or Asian Americans in particular.

Those of us interested in Asian American research tried to
collaborate with other ethnic minority scholars. I was able to
work with Carolyn Attneave, Guy Seymour, Amado Padilla,
and Art Ruiz, to name a few. The alliances with other ethnic
scholars were very important in helping to forge collaborative
relationships and friendships. We were able to define ethnic is-
sues and to find commonality and differences in the issues fac-
ing Asian Americans as opposed to other ethnic groups.

Fortunately, my brother Derald, who was also a psycholo-
gist, had similar research interests. We could test ideas out on
each other, and my first publication was a coauthored paper
(Sue & Sue, 1971). At the University of Washington, where I
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spent the first 10 years of my academic career, the director of
the Clinical Psychology Program, Ned Wagner, encouraged
me to conduct research on Asian Americans. This encourage-
ment was critical because in the early 1970s, it was not alto-
gether clear that academic careers could be built on the study
of Asian Americans.

Was the study of Asian Americans “legitimate”? Research
on Asian Americans is based on a population rather than a
phenomenon or psychological process, such as learning, mem-
ory, schizophrenia, or marital interactions. Furthermore, eth-
nic research has also been characterized as being political,
applied, or pejorative rather than scientific in nature. Although
many of us approached the work as scientists and advocates,
it was difficult to convince some researchers that ethnic re-
search was within the domain of science. Additional research
problems that we encountered included the relatively small
numbers of Asian Americans and the diversity within Asian
American groups, which made it difficult to find adequate
samples on which to base studies. We were also uncertain
about the validity of many research instruments because they
had not been validated on an Asian American population.

ASIAN AMERICAN ORGANIZATIONAL EFFORTS

The problems encountered with respect to ethnic research in
general and Asian American research in particular forced us
to struggle. However, we felt strongly that Asian American
research could not only yield much needed knowledge about
this population and have policy and program implications,
but also it could provide insight into human beings in gen-
eral. It became clear that Asian American researchers would
have to systematize efforts and to have some clout. Derald
and I, along with two graduate students, decided to start the
Asian American Psychological Association (AAPA) in 1972.
We began by finding out how much interest there might be in
such an association. We looked through the thousands of
names in the APA Directory and tried to identify the Asian-
sounding names. This was a laborious task but we did not
know how else to proceed. Nearly 200 names were identified
in this manner. Letters were sent to find out if they might
be interested in joining an organization focusing on Asian
Americans. About 50 responded with interest, including a
few who indicated that despite their Asian-sounding name,
they were not Asians.

For the first several years, we did not ask for association
dues, because we were not sure how strong the membership
base was. A quarterly newsletter was sent to members. How-
ever, we needed money because of the expenses (which
several of us initially bore). At the suggestion of Robert Chin,

who was a past president of the Society for the Psychological
Study of Social Issues (SPSSI, APA Division 9) and one of
the first to join AAPA, we approached the Division and asked
for, and received, $300 to support the association. We were
quite impressed with SPSSI’s willingness to help. Over time,
more individuals became involved—Rodger Lum, Pat
Okura, Reiko True, and Marion Tinloy. Interestingly, many
who helped to start the association were later to become na-
tionally prominent for their work with Asian Americans.
Derald served as the first president and was followed by
others such as Robert Chin, Albert Yee, Harry Yamaguchi,
Herbert Wong, Kats Sakamoto, David Goh, Andy Chen,
Nolan Zane, Chris Hall, Reiko True, and Gayle Iwamasa.

Organizers of AAPA felt that it was critical to achieve
several goals:

• Attaining influence in the American Psychological Asso-
ciation. We felt it was necessary to have Asian Ameri-
cans on governance structures (e.g., boards, committees,
and elected offices) of APA. We tried to help elect those
who were concerned about Asian Americans to APA
boards and committees so that APA would have to deal
with Asian American issues. Because it was necessary to
convince APA that AAPA had a solid constituency, in the
early days, we told APA that we had over 300 members,
but we did not say that most of the members were not
dues paying! Recently, AAPA has been able to celebrate
its involvement with APA by noting the prominence
of some of its members such as Richard Suinn (past
president of APA) and Alice Chang (past board of direc-
tors member of APA).

• Publications in journals. Publications are important not
only for developing research careers, but also for inform-
ing others of Asian American research and issues. Some
AAPA members felt that journals were not interested in
publishing papers on Asian Americans and did not have
qualified reviewers to evaluate Asian American papers.
Therefore, another goal was to try to haveAsianAmericans
scholars named to editorial boards or as reviewers for
journals.

• Research grants. We needed money to conduct research.
We wanted to have input into funding priorities of funding
agencies (such as NIMH and NSF), to encourage grant
applications on Asian Americans, and to have some of
our members serve on research review groups for the
agencies. Research on ethnics was largely directed to
African Americans and Latino Americans. We felt left out.
While AAPA made it clear that funding for all ethnic
groups should be increased, we were particularly
concerned about the situation with Asian Americans.
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Fortunately, one of our members, Pat Okura, was execu-
tive assistant to the director of NIMH, Bertram Brown. Pat
gave us very valuable suggestions and help. 

• Research. There was little information and knowledge
about Asian Americans. No large-scale epidemiological
studies of the prevalence of mental disorders had ever been
conducted. It was not until the mid-1990s that funding
been received from NIMH to conduct the first large-scale
study of the prevalence and correlates of mental disorders
in an Asian American population (the study was conducted
by the National Research Center on Asian American
Mental Health). Funding for such research was difficult
because of the popular belief that Asian Americans were
well adjusted and relatively free of mental disorders
and such studies were unnecessary—a belief we had to
combat.

• Practice. We felt that mental health services were not
adequate to meet the needs of Asian Americans. Widely
documented was the severe lack of utilization of mental
health services on the part of Asian Americans. AAPA
tried to encourage the development of more culturally-
responsive services to Asian Americans and strategies to
increase utilization.

• Training. There were very few Asian Americans in psy-
chology, and we needed a critical mass of individuals to
achieve our goals. AAPA helped to sponsor a 1976 training
conference funded by NIMH to make recommendations
for the training of students for future roles in research,
teaching, and practice with Asian Americans.

• Networking. Also important to AAPA was networking—
providing opportunities for Asian Americans to meet and
collaborate.

Because the achievements of AAPA and its members have
been distributed over a 30-year period, it is sometimes
difficult to draw lessons from our organizational efforts.

However, there are several considerations that had a signifi-
cant effect on our growth and effectiveness:

1. A small, dedicated, and persistent group can accomplish
much. While we initially spent a great deal of time trying
to increase membership in AAPA, it was clear that a
few dedicated members would have to do most of the
work in communicating with members, writing the
newsletter, and advocating the interests of Asian
Americans to national organizations and funding agen-
cies, and so on. Time was also spent deciding courses of
action when members had grievances (complaints about
racial discrimination, documenting instances of stereo-
types, etc.), sought advice (e.g., about submitting manu-
scripts for publications), and made requests of one kind
or another.

2. Alliances must be made with members of other ethnic
groups, Whites, key leaders, and organizations.

3. The influence of a small, dedicated, and persistent group
cannot be underestimated. We had many instances of
having a few individuals taking initiative and succeeding.

4. Those who become involved in ethnic issues must realize
that such issues are unlike those typically found in psy-
chology. Ethnic issues can become very emotional and
personal, as well as intellectual. You can be subjected to
personal attacks involving whether actions help or hurt
the ethnic community. On other hand, work on Asian
Americans can be gratifying, not only professionally but
also personally.

Happily, AAPA is ready to celebrate its 30th anniversary.
It includes the involvement of hundreds of psychologists and
psychology students. It has an annual convention, a news-
letter, and an Internet listserve for members to communicate
with each other. Many of us feel a tremendous sense of pride
over AAPA’s accomplishments over the years.

The Challenge of Change: Formation of the Association of Black Psychologists

DAVID B. BAKER

In January 2001, the National Multicultural Conference and
Summit II was convened in Santa Barbara, California. The
sold-out event hosted by four divisions of the American Psy-
chological Association had as its subtitle “The Psychology of
Race/Ethnicity, Gender, Sexual Orientation, and Disability:
Intersections, Divergence, and Convergence.” Clearly, the
umbrella of inclusion is now large enough to include many

who had been marginalized, excluded, or otherwise made
invisible in psychology. In recognizing diversity as a value, it
is instructive to remember that not all that long ago there was
little celebration and plenty of struggle.

The social movements of the 1960s were about many
things, civil rights being chief among them. Civil rights based
on demographics such as age, gender, and race/ethnicity had



The Challenge of Change: Formation of the Association of Black Psychologists 493

hearings in the Supreme Court and in the court of public
opinion. Expressions of dissatisfaction with the ongoing
neglect of the rights and needs of those who fell outside the
majority culture were everywhere and the field of psychology
was no exception. Psychology, like many other disciplines
and institutions, was indicted for its neglect of issues impact-
ing its members from traditionally underrepresented groups.
African American psychologists were among the first to
organize and confront American psychology with a demand
for change.

For most of the twentieth century, the steady growth in the
number of PhDs awarded in psychology was restricted largely
to white males. The first PhD awarded to an African American
came in 1920, the recipient being Frances Cecil Sumner
(Guthrie, 1998). Between 1920 and 1966, 25 of America’s
largest doctoral granting institutions in psychology awarded
over 10,000 PhDs, 93 of which were granted to African Amer-
icans (Wispe et al., 1969). The barriers for African Americans
seeking advanced study in psychology were many and long
lasting. Those who did manage to carry on were never far
from the realization of their marginalized status within psy-
chology. This was clearly reflected in the relationship
between African American psychologists and the largest
professional organization of psychologists in America, the
American Psychological Association (APA). Like the society
in which it existed, the APA failed to address the needs of
African Americans, both as psychologists and as consumers
of psychology. Major training conferences, such as the 1949
Boulder Conference on Graduate Education in Clinical
Psychology, concerned as it was with the mental health needs
of the nation, did not include black psychologists (Baker &
Benjamin, 2000). Indeed, it was not until the Vail conference
of 1973 that issues of concern to minority psychologists
would receive an extended hearing (Hilliard, 1973).

By the late 1960s, relations between the American Psy-
chological Association and African American psychologists
were not good. Some in the majority would argue that the
organization had taken action. They would point to the policy
statement of the 1950s affirming that the association would
only hold meetings in cities where there was no discrimina-
tion based on race or religion (Newcomb, 1957). They would
hold up as evidence the efforts of the Society for the Psycho-
logical Study of Social Issues (SPSSI) that had demanded an
examination of the training and employment needs of African
American psychologists and in doing so helped to create
the Committee on Equality of Opportunity in Psychology
(CEOP) in 1963 (Guthrie, 1998).

For many African American psychologists, these deeds
were seen as minor achievements, a smattering of actions that
neglected significantly larger and far more devastating social
ills facing the African American community. Membership in

the APA was not widely sought by African American psychol-
ogists, largely based on the belief that the organization did not
care to recognize or represent them (B. H. Williams, 1997).

African American psychologists were angry, a situation
only made worse by social scientists whose reports to the
federal government blamed the African American community
for the ills that beset it. Most noticeably, the Moynihan report
of 1965 offered as social science, a theory of urban decay
based on the dysfunction of the black family. Unwilling to
accept that African American men, women, and children were
to blame for the ravages of prejudice and discrimination,
African American psychologists continued to organize.
Reacting to the victim blaming of the Moynihan report, it was
pointed out that white supremacy and racism were the culprits
needing investigation, a conclusion affirmed in part by the
Kerner Commission report of 1968 (Herman, 1995). Refusing
to accept a deficiency model, many African Americans joined
the chorus of the black identity movement, finding power and
pride in a black identity that looked to African ancestry as a
guide for life (Parham, White, & Ajamu, 2000). The synergy
of the black power and identity movement and increasing
frustration and alienation from the APA helped to set the stage
for the formal organization of the Association of Black
Psychologists (ABPsi).

In 1968, Abraham Maslow was president of the APA
which had scheduled its annual meeting in San Francisco.
Being in San Francisco in 1968 with a group of psychologists
led by the humanist Maslow would seem to have all the in-
gredients for a love in. For a group of African American psy-
chologists in attendance, the love-in was out and organization
and protestation were in.

The historical record is fairly clear in naming Charles
Williams Thomas II (1926–1990) as the key organizer of
the ABPsi (Guthrie, 1998; B. H. Williams, 1997). It was
Williams who encouraged African American psychologists to
attend the San Francisco meeting and engage in a dialogue
about the formation of a national association. On the evening
of August 31, 1968, Williams convened a small group meet-
ing to discuss the discontent of African American psycholo-
gists with the APA. The group called for the creation of a
national association of African American psychologists and
delineated a series of issues that demanded APA’s immediate
attention. These included efforts to increase recruitment of
African American students in psychology, greater representa-
tion of African American psychologists within the APA, the
development of means to provide mental health services to
the African American community, and an endorsement rec-
ognizing the black power and identity movement as a cred-
itable tool for fighting white racism.

The next day, a larger gathering convened for further dis-
cussion. In addition to conversation and debate, resolutions
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were offered and committees were formed. On September 2,
1968, the group adopted the name, The Association of
Black Psychologists and selected Charles Thomas as chair
and Robert Green as co-chair. Realizing the APA executive
board was in session at that same moment, Thomas led a
group to the meeting and the newly created Association of
Black Psychologists presented its first case before the APA.
The board agreed that Thomas and other representatives of
ABPsi should bring their concerns before the APA council
meeting in Washington, DC, scheduled for October 5–6,
1968 (B. H. Williams, 1997). 

At the October meeting, a resolution expressing apprecia-
tion for Thomas’s work was passed and the council formally
urged APA to act quickly on the concerns of the ABPsi. As
part of this, plans were made for a conference to address re-
cruitment of black and other minority students and faculty in
psychology (McKeachie, 1969). Held on April 18–20, 1969,
the conference addressed issues of training and the other con-
cerns raised by ABPsi. The meeting resulted in any number
of recommendations (see Albee, 1969). By the summer of
1969, APA was preparing to gather for the annual convention
to be held in Washington, DC. As APA President George
Miller was being introduced, members of the newly formed
Black Students Psychological Association (BSPA) walked to
the stage. More literally than perhaps he anticipated, George
Miller was quickly engaged in giving psychology away as he
yielded the podium to the student association.

Chair of the BSPA, Gary Simpkins, announced that the
BSPA would present a list of demands to the APA Council of
Representatives the next day, a task that kept the Council busy
all that day. The list was familiar and resonated with the issue
brought forth before by the ABPsi. Council voiced support for
the BSPA’s position and requested a specific proposal. APA
President George Miller and President-Elect George Albee
were appointed to meet with the BSPA and the ABPsi to work
out the details. Declining an invitation to meet in Washington,
the BSPA instead selected Watts as the meeting place. Miller
and Albee flew to Los Angeles, were hosted by local families
and engaged in two days of discussion with the BSPA and the
ABPsi (see Albee’s section in this chapter for a detailed
account of the meeting). Reporting back to theAPACouncil on
October 4, 1969, a specific plan was presented. Gary Simpkins
and Philip Raphael (1970) of the BSPA outlined the needs for:
(a) improved recruitment of black students and faculty in
psychology, (b) a centralized information center that could
disseminate information about psychology programs and
sources of financial aid, (c) field training relevant to the needs
of black students and the black community, and (d) the expan-
sion of available black mental health professionals through the
creation of terminal programs at all degree levels.

The ABPsi national chairman, Robert Williams, addressed
the Council and in a strongly worded statement decried the
misuse of psychological tests in the diagnosis and placement
of black children in educational settings. He reiterated the
commitment of the ABPsi to serve as a resource and monitor
for policies that affected African Americans, and called for
sanctions against departments of psychology that discrimi-
nated against students of color. ABPsi’s official policy state-
ment on the retention and recruitment of black students in
graduate psychology was contained in “The Ten Point Pro-
gram.” The program, mailed to all accredited doctoral train-
ing programs in psychology, contained 10 commitments
departments could make to ensure that African American stu-
dents were accepted into and supported through doctoral
training (for the list see R. L. Williams, 1974). The APA
professed sympathy to the causes of the ABPsi and the BSPA
moved quickly to endorse the presented proposals and estab-
lished the Commission for Accelerating Black Participation
in Psychology (CABPP).

In May 1970, a curious blue insert of 31 pages appeared in
the American Psychologist. Labeled as special inserts, their
purpose was to convey information quickly to members of
the association. The first special insert was a discussion
of the need for a national information system for psychol-
ogy; the second a series of reprints from the October Council
meeting. Included were the statement of the BSPA, the report
of Robert Williams, and an APA response. In that response,
the APA noted that it had given office space and funds for a
national secretariat to address acceleration of black partici-
pation in psychology, provided funding for meetings, confer-
ences, and organizing activities of the ABPsi and the BSPA,
supported the establishment of a speakers bureau, and con-
tacted psychology departments and deans to inform them of
the APA’s interest in and support of these efforts. A good
start, but nonetheless it was only a start. Ted Blau (1970)
commenting on the achievement of the CABPP noted,

A majority of the APA membership is neither aware of the impor-
tance of the problem nor involved in engineering solutions.
Despite the fact that Council has demonstrated its willingness to
act quickly and directly in the matter of the challenge of change, it
is a preliminary response only. Psychologists’ total response
should not be limited to rhetoric, commissions, ad hoc commit-
tees, or logistical support from Central Office. The small begin-
ning that has been made toward recognizing injustice and
inhumanity, rectifying these and thus truly promoting human wel-
fare, must be continued and made valid by the commitment and
involvement of individual members of the association. (p. 1103)

The ABPsi’s efforts to increase minority representation in
psychology continued unabated into the 1970s, the fruits of
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The history of ethnic minority psychological publishing has
been arduous. Navigating between the mainstream ocean
and the waters of color, scholarship of color has struggled
with dominant psychological paradigms. Mainstream mod-
els’ cultural insensitivity and irrelevance to people of color
aggravate the challenge. Since ethnic minorities are often
exposed to intellectual imperialism and domination at the
expense of their cultural values (Said, 1994), internalization
of dominant psychology frequently interferes with the pro-
motion of a culturally competent psychology. As a result of
professional socialization, many psychologists of color suffer
from cultural Stockholm syndrome, taken hostage by the
dominant cultural values—including the stereotypes of their
own group—and in turn, accepting, internalizing, and believ-
ing them (DiNicola, 1997).

Professional socialization can cause confusion and per-
plexity in the publication of scholarship of color. Looking
through a monocultural glass, dominant psychological publi-
cations have discounted and even excluded the divergent
experiences and realities of people of color. Serving two mas-
ters, ethnic minority psychologists struggle to harmonize dom-
inant and scholarship of color. In doing so, they often engage in
dualism and pluralism. Those engaged in dualism simultane-
ously publish in ethnic and mainstream journals, thus offering
a dual outlet to their work. However, to be published in main-

stream journals requires conformity with the dominant para-
digm. Dualism, however, risks segregation because it tends to
place indigenous psychological paradigms in separate ethnic
journals, rarely read by mainstream psychologists. Within plu-
ralism, on the other hand, psychologists of color offer diverse
interpretations to reality, aiming at the co-existence of ethnic
minority perspectives with dominant psychology.

As the written word is the DNA of culture, ethnic minor-
ity psychology propagates itself by publishing. However, a
history of marginalization of psychologists of color within
the publication process has hindered such process. Contem-
porary concerns about cultural appropriateness, irrelevant
application of psychological knowledge, issues of inclusion,
and equal opportunities are prompting psychology to revise
its traditional tenets and assumptions based on a limited
Western European conceptualization of humankind.

The APA officially recognized the limited number of publi-
cations on ethnic minority theory, research, and practice and
in 1984 created the Publication and Communication Board’s
Ad Hoc Committee on Increasing the Representation of
Underrepresented Groups in the Publication Process. Identify-
ing issues and concerns, the Ad Hoc Committee offered struc-
tural strategies to enhance the publication of ethnic minority
psychology. One recommendation—educating underrepre-
sented groups in the publication process—was immediately

Colors and Letters: The Development of an Ethnic Minority Psychological Publication

LILLIAN COMAS-DIAZ

We need to write before being written off.

—JANET SANCHEZ,
AFRICAN AMERICAN PSYCHOLOGIST

that labor evidenced in the predominant place ethnic minority
issues occupied in many policy decisions such as the forma-
tion of the Center for Minority Group Mental Health in 1972
under the auspices of the National Institute of Mental Health,
and the 1973 National Conference in Levels and Patterns of
Professional Training in Psychology. Strides in professional
psychology were matched with organization and leadership
in research through ABPsi’s convening of the Conference on
Empirical Research in Black Psychology in Ann Arbor,
Michigan in 1974—a conference that continues to this day
(Boykin, Franklin & Yates, 1979).

As the new century began, ABPsi was recognized as the
largest organization of African American psychologists in the

world. Embracing an Afrocentric worldview, it maintains a
steadfast commitment to work on behalf of all people of
African descent.

However one chooses to do the accounting, the founding
of the Association of Black Psychologists was remarkable, its
impact immediate and its legacy lasting. Those pioneers who
came together in a San Francisco hotel room in 1968 brought
with them an incredible intensity of purpose that was quick to
point out challenge and strong enough to create change. As
the historical record will attest, ABPsi, since its inception,
has played a significant role in shaping social science policy
and practice in America.
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adopted and continues to be implemented within the Associa-
tion’s Division 45, The Society for the Psychological Study
of Ethnic Minority Issues. The establishment of the Society
signaled that the issues and concerns of ethnic minorities
achieved a formal place within the professional organization
for psychologists, beginning to legitimize scholarship of
color as a valid field within psychology (Comas-Diaz, 1990).
Although the division embraced the need to develop an official
ethnic minority psychological journal, this priority was de-
ferred due to financial restraints.

While the American Psychological Association (1993)
developed guidelines for providers of psychological services
to ethnic, linguistic, and culturally diverse populations; the
American Psychiatric Association officially acknowledged
the significance of culture in the fourth edition of its Diag-
nostic and Statistical Manual of Mental Disorders (DSM-IV)
(Mezzich et al., 1993).

In 1994, John Wiley and Sons founded a new journal,
Cultural Diversity and Mental Health, and asked me to be its
founding editor-in-chief. An interdisciplinary endeavor, the
journal capitalized on the mental health discipline’s recogni-
tion of culture as a pivotal factor in diagnosis, treatment, and
prevention. The journal brought together an impressive edi-
torial board composed of many influential individuals in the
fields of ethnic minority psychology, cultural psychiatry, and
clinical social work. 

Up to that time, articles on cultural topics were scattered
throughout the mental health literature, often appearing in
publications focusing on one particular ethnic group. As the
first publication of its kind, Cultural Diversity and Mental
Health provided a forum for a wide array of theoretical, clin-
ical, and research articles on cultural diversity. As such, it
promoted a heightened multicultural literacy by offering the
knowledge base and therapeutic tools to access and effec-
tively treat individuals and communities of diverse back-
grounds (Comas-Diaz, Griffith, Pinderhughes, & Wyche,
1995). The Reflections feature, a memoir in which authors
reflected on how culture impacted on their life experiences
and professional development, became very popular.

After 10 years of existence, the Society for the Psycholog-
ical Study of Ethnic Minority Issues was financially secure
and confident enough to establish an official journal. After
much negotiation, John Wiley and Sons transferred the own-
ership of Cultural Diversity and Mental Health to the Society
as its official scholarly publication in 1998. The move, grace-
fully shepherded by Kelly Franklyn, senior editor at Wiley,
was an overwhelming success. Renamed Cultural Diversity
and Ethnic Minority Psychology in 1999, the journal provided
a forum for promoting cultural competency and psychological
understanding of ethnic minority groups. The journal’s aims

and scope were expanded to embrace a more general view of
ethnic minority psychology. It offered a venue for the dissem-
ination of scholarship in all aspects of ethnic minority psy-
chology, including the psychology of race, diversity, and
multiculturalism—recognizing the sociocultural, historical,
and political embeddedness of psychological theory, research,
and practice. It pledged its focus on the psychological and
societal variables affecting ethnic minority groups such as
American Indian/Alaskan Natives, Asian American/Pacific
Islanders, Black/African Americans, Latina/Latino/Hispanics
within the United States.

The journal affirmed collective identity by strengthening
people of color’s ways of knowing and promulgating their
scholarship through the publication of scholarship of color.
Embracing unity through diversity (the organization’s
motto), the Society’s executive committee appointed associ-
ate and consulting editors reflecting the diversity within
populations of color, in addition to non-ethnic minority psy-
chologists (Comas-Diaz, 1998). The executive committee
also encouraged the journal’s interdisciplinary focus and
asked me to remain as editor-in-chief.

The Society established student editor positions to mentor
and socialize psychologists-in-training into publishing. Work-
ing closely with the associate editors, the student editors em-
bodied the next stage in the journal’s progression. Forging new
passages for young scholars, educators, and clinicians, Cul-
tural Diversity and Ethnic Minority Psychology became one of
the first journals to include students on its editorial board.

In 2000, Cultural Diversity and Ethnic Minority Psychol-
ogy arrived at its first port. After founding the journal and
serving as its editor for six years, I turned the reins over to Gail
E. Wyatt. Emphasizing the journal’s commitment to scholar-
ship and research, she especially welcomed quantitative
and quantitative research manuscripts. Additionally, Wyatt
appointed a Counsel of Research Elders composed of senior
scholars across diverse fields to write about contemporary
issues that affect the psychology of ethnically diverse popula-
tions (Wyatt, 2001). Wyatt’s arrival signaled the beginning of
a new exciting era for the journal.

Ethnic minority scholarship is providing a prismatic lens
to psychological publishing. As multiculturalism becomes
officially recognized in our society, counter movements such
as faded mosaic (Clausen, 2000), presaging the death of
“American” culture by igniting an ancestral fear of a cultural
Tower of Babel, are beginning to emerge. Since “culture
matters” (Harrison & Huntington, 2000), multiculturalism
becomes the philosopher’s stone in the alchemy of life
(Comas-Diaz, 2000). In its continuing journey, Cultural
Diversity and Ethnic Minority Psychology may become the
beacon of scholarship of color.
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During the early 1980s, I participated in a symposium at the
Southeastern Psychological Association in Atlanta, Georgia.
The well-attended symposium topic was ethnic-minorities in
psychology. However, I felt very much out of place since the
other speakers were African American and only one other
Hispanic was in the audience. In many respects, this sympo-
sium represented not only my own personal feelings about
being an ethnic-minority in psychology but how psychology
and North American society viewed ethnicity as well. There
appears to have been a misunderstanding or a limited defini-
tion of what ethnicity is. In general, ethnicity has been de-
fined primarily, if not exclusively, and historically using race
and, in many instances, the focus has been African Ameri-
cans. Obviously, this approach is biased and not representa-
tive of the population that psychology seeks to understand
and serve.

Using the latest U.S. Census Bureau data (2001), Hispan-
ics now comprise the largest and fastest growing ethnic-
minority segment in the United States. African Americans
now comprise 12.3% of the population and Hispanics com-
prise 12.5% of the U.S. residents (and that figure is probably
conservative due the limited counting of illegal aliens). If
current census projections turn out to be correct, sometime
during this century, Hispanics will comprise the largest single
group in the United States. Conceivably, then, Hispanics
could represent the majority group culture, at least in terms of
population.

Is psychology ready for this paradigm shift? The answer is
unequivocally no. The reasons why the field is not ready for
this demographic change lie in the history of psychology.
The total number of Hispanics who have received PhDs in
psychology not only represents a very small portion of psy-
chology, but represents a relatively small portion of ethnic-
minorities. According to the 1999 to 2000 figures available
from the American Psychological Association, Hispanics
comprise approximately 5% of both doctoral and masters
level graduate students. And, those that do gain admittance
into doctorate programs often do not obtain the necessary
training to compete adequately in either the academic or
clinical spheres of psychology (Vazquez, 1991). Further-
more, the total number of faculty members of Hispanic origin
is similarly low—less than 10%.

If one were to examine the governance of APA, the num-
bers are disproportionately even smaller. For example, no

Hispanic has ever served on its board of directors. Only three
ethnic minorities have been president of APA in its 110-year
history; Richard Suinn (2000), Logan Wright (1986), and
Kenneth B. Clark (1971). Even in the only APA division jour-
nal focusing on ethnicity, Cultural Diversity and Ethnic
Minority Psychology, only 20% of the entire editorial board
(approximately 100) have Spanish-surnames.

This situation is further mirrored in how we have chroni-
cled the history of psychology. For example, in The American
Psychological Association: A Historical Perspective (Evans,
Sexton, & Cadwallader, 1992), no mention is made of
Hispanics in any section of the book. Even in my own
book Teaching Psychology in America: A History (Puente,
Matthews, & Brewer 1992), little reference is made to
Hispanics. In other scholarly books as well as textbooks in the
history of psychology, including Boring, Brennan, Hilgard,
Leahey, Schultz and Schultz, and Wertheimer no mention is
found in the Contents or the Indices of contributions by
Hispanics to psychology.

The assumption held by many is that the major, if not the
only difference, between mainstream society and Hispanics is
that of language. But language is only one aspect of Hispanic
culture, there is heterogeneity of Hispanics. A Cuban is quite
different from a Puerto Rican who is quite different from a
Mexican. Each subgroup has distinct cultural characteristics,
heritage, and behavioral patterns. As a consequence, Hispan-
ics need to be understood within their specific cultural context
(Shorris, 1992). Other issues also play a role. These include
the importance of family (especially of extended family),
religion, social context and rules (including the limited trust
placed on those outside the family or a circle of friends), the
appreciation of time (rather than conquering it), the value of
living (rather than just working), and a greater emphasis on
cooperation (rather than competition).

HISTORY OF HISPANIC PSYCHOLOGY

In 1980, Padilla wrote about psychologists who have con-
tributed to Latin American psychology. In the early part of
this century, Hispanic psychology drew its roots and orienta-
tion from psychology in Spain. However, the civil war in
Spain set back psychology (Carpintero, 1987). It was not
until relatively recently that psychology in Spain experienced
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a resurgence. The civil war in Spain depleted both available
resources and confidence in higher education. Psychology
was broadly considered a politically volatile discipline
and, as such, was isolated from the academic institution
geographically.

During the rebuilding years of Spanish psychology, Latin
American psychology turned more to the United States for its
focus. Initially, the focus in some countries, such asArgentina,
was psychodynamic. Later, as in the case of Mexico, the focus
shifted toward behaviorism. Areas such as cognitive and
neuropsychology have made relatively little impact within
psychology. Using neuropsychology as an example, the Latin
American Neuropsychological Society has been comprised
not only of psychologists but of physicians, speech and
language pathologists, as well as occupational therapists.
Psychology has comprised a relatively small proportion of
personnel within Latin American neuropsychology while the
opposite is true in North America.

Padilla (1999) has recently argued that within groups, com-
parisons need to be considered. Hispanics are often consid-
ered unidimensional and cohesive. In reality, there are many
Hispanic subgroups ranging from Mexicans, Central Ameri-
cans, Cubans, Puerto Ricans, and South Americans. Padilla
has also argued that oppression, eurocentricity, acculturation,
and biculturalism is often misunderstood by psychologists in
the majority group culture. American psychology has under-
stood Hispanics from the reference of American conceptual-
ization. What may be particularly ironic is that by the end of
this century, white Americans may be the minority group, at
least in terms of numbers.

A CUBAN-AMERICAN PERSPECTIVE

Since the Communist Revolution in Cuba, Cubans have mi-
grated in large numbers to the United States, primarily
Miami, Florida. They comprise a vibrant portion of ethnic-
minorities and an important subgroup within the Hispanic
culture in the United States especially in Miami and New
York. Cubans still residing in Cuba remain a vibrant aspect of
Latin America and the world. 

The history of Cuban psychology is almost as old as
American psychology starting with philosophers and educa-
tors toward the end of the nineteenth century. The best exam-
ple of a pioneer in Cuban psychology was a Enrique Varona
y Pera, a politician, educator, philosopher, and psychologist
(Puente & Puente, 2000). His first book Conferencias
Filosoficas in the 1880s marked the beginning of a strong and
independent intellectual climate in Cuba. He migrated
toward psychology because of its focus on pedagogy as well

as its scientific underpinnings. As a consequence, he went on
to become the first psychologist at the Universidad de la
Habana. In 1921, he wrote the first textbook in psychology in
Cuba, Curso de Psicologia (Varona y Pera, 1921).

Psychology grew, much like related disciplines, in Cuba
primarily at the Universidad de la Habana. While other
important universities went on to have faculty in psychology,
the central focus has been and continues to be the main
university in the capital. The focus on Cuban psychology re-
mained on pedagogical applications and strong philosophical
underpinnings. Vernon (1944) examined the state of psychol-
ogy at the time and indicated that educational psychology
was clearly the most important area within psychology.

By 1960, both Cuban psychology and society had begun to
change. The revolution shifted the role of psychology and
two major areas initially emerged. First, health care became
a critical concern for the government and, within that focus,
mental health took on an important position. Although
psychopathology may have been viewed in a largely social
context, increasing efforts were being made to develop an
experimental psychopathology (Grau Abalo, 1984). The
other issues involved the application of psychology to larger
social contexts. This included, for example, the use of psy-
chology in sports, something that has eventually occurred in
the United States. In all cases, however, Soviet psychology
played a major role. By 1964, the focus had shifted to educa-
tional, industrial, social, and clinical psychology. As Soviet
psychology became more prevalent, other areas also took on
greater importance. One example of this is clinical neuropsy-
chology; several psychologists including Eduardo Cairo went
to Moscow, some to study with Alexander Luria considered
by some as the father of clinical neuropsychology.

Currently, Cuban psychology remains a strong and inte-
gral part of the Universidad de la Habana. Scientific psychol-
ogy, rather than psychodynamic and humanism, are the
central focus of psychology today. While there have been
significant impediments to the integration of Cuban psychol-
ogy into mainstream American psychology (e.g., no Cuban
journal is abstracted by APA’s PsychLit), Cubans have made
an effort to bring their brand of thinking and health care to
other parts of the world (e.g., Gongora & Barrios-Santos,
1987).

In the United States, Cuban-Americans have comprised a
very small and relatively silent group within psychology.
Outside of isolated instances [e.g., Szapocznik & Kurtines
(1995) in Miami], few Cubans have made an impact on aca-
demic or research psychology. Most Cubans that do obtain
their doctorates (perhaps reflective of psychology as a whole)
pursue applied and clinical aspects of the discipline rather
than research or academic careers. Furthermore, those that
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do have an impact in academic and research circles, tend to
focus their work on ethnic-minority issues.

Cuban-Americans often do not identify themselves with
other Hispanics. The number of Cuban-Americans who are
part of mainstream Hispanic groups such as La Raza are
rather small. As G. C. Hall and Maramba (2001) have dis-
covered, there is highly limited overlap between cross-
cultural and ethnic-minority literature. They go on to report
that authors of cross-cultural studies tend to be white men of
European ancestry whereas ethnic-minority research tends to
be authored by ethnic-minority men and women. Further, all
ethnic-minorities with a Spanish surname in their review are
of Latino and not of Cuban descent. 

PERSONAL PERSPECTIVE

How does one integrate equally successfully into both cul-
tures, the mainstream majority culture (Anglo-Saxon) and
the mainstream minority culture (ethnic-minority)? It has
always been my intent to have an impact in the field of psy-
chology as a neuropsychologist who was Cuban. For the first
15 years of my career, I published exclusively on noncultural
issues, primarily biopsychosocial variables in neuropsycho-
logical assessment.

My service to the profession consisted of membership on
a variety of boards and committees ranging from being pres-
ident of the North Carolina Psychological Association, North
Carolina Psychological Foundation, and the National Acad-
emy of Neuropsychology (NAN) to serving on the Health
Care Finance Administration’s Medicare Coverage Advisory
Committee and the American Medical Association’s Current
Procedural Terminology Panel. However, during the last
10 years, I have become much more interested in cultural,
though not necessarily ethnic-minority issues. For example,
I presented the first workshop at a national neuropsychology
convention on cultural issues in 1993. 

All the while, I have held positions in APA governance
(e.g., two terms on Council of Representatives) and have
been mentored by Richard Suinn, past-president of APA.
In these positions, I have both self-identified and been
identified as an ethnic-minority. Though I value this work,
I often see myself as an outsider both within these ethnic-
minority groups as well as with “majority” groups whose
interests have little, if anything, to do with ethnic-minority
concerns.

Perhaps both groups, majority and minority, can consider
their mission the development of a psychology of variance
(Puente et al., 1993) rather than a psychology of central
tendencies. I believe that would make a more interesting, and
truer representation of the history of psychology.

Ethnic Minorities in Research and Organization

RICHARD M. SUINN

Psychology is defined as the study of human behavior. How-
ever, the history of psychology demonstrates that the disci-
pline has focused its study on the behavior of white people.
For instance, the early research knowledge base did not con-
sider ethnic minority populations as normative; as Guthrie
(1976) entitled his incisive discourse Even the Rat was White.

Research on ethnic minority issues was historically deval-
ued in academic circles as not meeting standards for “good
research,” and hence ignored in considerations for promotion
of faculty doing such research. Furthermore, minority schol-
ars often experienced rejection of their submitted manu-
scripts on minority samples, based on the criticism that a
white sample had not been included, and hence valid conclu-
sions could not be drawn.

A combination of the increase in minorities earning doc-
toral degrees in psychology, greater attempts by university
programs to recruit minorities, and organized activism were
among the forces gradually forcing change. What recorded
history or historical memory is available provides sources to
identify some of the minorities entering psychology in early
years (see outline in Final Report, 1997). Possibly because
minorities were not always given recognition, some informa-
tion is absent.

Francis Sumner was the first African American to earn
a PhD in psychology from an American university in 1920.
In 1933, Inez Prosser became the first African American
woman to earn a doctoral degree. Robert Chin was the first
Asian American awarded the PhD degree in 1943. In 1951,
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Efrain Sanchez-Hidalgo was the first Puerto Rican receiving
a doctorate, while in 1962 Martha Bernal was the first
Mexican American woman awarded the PhD degree.

Within the American Psychological Association, although
a woman was elected in early years as president (Mary
Calkins was the 14th president), it took nearly 80 years for
the first ethnic minority to be so elected. Kenneth B. Clark
served as president in 1971. Another 15 years was to pass
before the next ethnic psychologist would become APA
president—Logan Wright. Over a decade later, the author
was elected to the APA presidency.

ACTIVISM IN APA

It was 1963 when formal awareness of the relevance of ethnic
issues led to any active movement. APA Division 9, Society
for the Psychological Study of Social Issues, presented a pro-
posal to the American Psychological Association to study
problems encountered in education and employment associ-
ated with race. In response, APA formed the Ad Hoc Com-
mittee on Equality of Opportunity in Psychology. 

Soon after, in 1963, the Association of Black Psycholo-
gists (ABPsi) was formed at the APA Convention in San
Francisco, a group which then presented a Petition of
Concerns to the APA Council of Representatives. This set of
concerns covered the limited number of African American
psychologists and students in the profession, APA’s failure to
address social problems and racism, and the underrepresenta-
tion of African Americans in the APA governance.

A slow series of actions by APA followed such pressures
from activists. APA and ABPsi organized a Black Visiting
Scientist program, and APA established the Commission for
Accelerating Black Participation in Psychology. By 1973, the
importance of systematic attention to ethnic education and
training was recognized at the Vail Conference, with the
recommendation that an office and board on ethnic minority
affairs be formed within APA. This same recommendation
was repeated in 1978 at the Dulles Conference. An Ad Hoc
Committee on Ethnic Minority Affairs (CEMA) was formed
that year and the APA Office of Ethnic Minority Affairs
staffed the next year. In 1980, the CEMA was elevated to the
status of Board of Ethnic Minority Affairs. (In 1996, CEMA
was reinstituted as a continuing committee of the Board for
the Advancement of Psychology in the Public Interest.)

Two other events deserve mention as part of the gradual
changes within APA. The APA Minority Fellowship Program
was funded in 1974 by NIMH to provide fellowships for mi-
nority graduate students. This Fellowship has continued into
2001 and has been one of the most successful sources for sup-

porting minority graduate students. Also in 1986, Division 45
was officially approved as the Society for the Psychological
Study of Ethnic Minority Issues. This Division has become a
major home for many ethnic minority psychologists, and pro-
vides positions in its executive committee and officers for
minorities to serve.

A PERSONAL HISTORY

My own development was shaped by a series of experiences.
I was invited to the National Asian American Psychology
Training Conference in 1976, an experience which forever
molded my own identity. I cannot express how powerful it
was to walk into a room and be surrounded not only by peo-
ple who all looked like me in being Asian Americans, but
who were also all psychologists! Deep in my heart, it felt like
a homecoming—an emotion of enormous importance as it
shaped my future.

Two events motivated me to pursue higher office in APA
governance. First, I was elected president of the Association
for the Advancement of Behavior Therapy (AABT) in 1993.
The next event was an encounter at an executive committee
meeting of the APA Division 45, the Society for the Psycho-
logical Study of Ethnic Minority Issues. A past president of
the Division encouraged me to be a candidate for the APA
presidency.

I ran three consecutive years, barely losing the first time
by about 16 votes I decided to use a third try as a “tie breaker”
and to live with its results. As fortune would have it, I became
the 107th president of APA, the third ethnic minority, and the
first Asian American.

MINORITIES PROGRESS DURING 1999

The year began with an unprecedented gathering of ethnic
minority leadership, as the First National Multicultural Con-
ference and Summit was organized by the four ethnic minor-
ity past or then-current presidents of APA Divisions: Rosie
Bingham, president, Division of Counseling Psychology;
Lisa M. Porche Burke, past-president and Derald Wing Sue,
president, Society for the Psychological Study of Ethnic
Minority Issues; and Melba J. T. Vasquez, president, Division
of the Psychology of Women. The Conference was so suc-
cessful that extra room was required for additional regis-
trants, and even then many had to be turned away. In 2001,
the second Conference and Summit was organized, and once
more filled the registration to its maximum.



Treating Ethnic Minority Clients 501

Nearly a half century ago, the sociopolitical climate of the
civil rights movement set the stage for changes and the need
to work differently with people of color. In the 1950s and
1960s the public at large came to realize that race, skin color,
oppression, segregation, and discrimination issues cut across
society and impacted ethnic groups in various ways. Political
activists and peoples’ cries for help raised public conscious-
ness to the realities of racism and oppression and their role in
dealing with the problems of everyday living for people of
color in the United States.

Serious attention by psychologists to diversity issues
began in 1973 during the Vail Conference (H. F. Myers,
Echemendia, & Trimble, 1991). The recognition of a need
for change was stepped up a notch when the 1977 Presi-
dent’s Commission on Mental Health’s Special Populations
Task Force (1978) concluded that culturally different indi-
viduals were clearly underserved or inappropriately served
by the mental health system in this country. Yet in 1994, the
Center for Mental Health Services in Rockville, Maryland,
reported a bleak ratio of 3 to 1 of ethnic minorities needing
mental health services to available minority professionals.
According to Wohlford (1992), active minority mental
health professionals were around 8.8% of approximately
148,579 active mental health service providers in the United
States.

H. F. Myers et al. (1991) very poignantly summarized the
situation, “Given the present state of professional training,

the average new PhD in psychology is only slightly more
competent to meet the mental health needs of our culturally
diverse population than are psychologists who completed
training 20 years ago” (Casas, 1995, p. 311).

Two events in the last decade had a leading impact on psy-
chology and on the preparation of all psychologists to work
with ethnic minority clients, not only new students to the
field, but also those trained 20 years ago. First, the American
Psychological Association’s endorsement of the August 1990
Guidelines for Providers of Psychological Services to Ethnic,
Linguistic, and Culturally Diverse Populations; and, second,
the National Institutes of Health issuance in 1994 of guide-
lines requiring representation of women and ethnic minori-
ties in research in order to receive funding.

The significance of the APA Guidelines was documented
by surveys mailed to 500 randomly selected psychologists in
the fall of 1986 and again in the spring of 1992 (Caldwell-
Colbert, 1998). An increase in people responding from 1986
to 1992 suggested a heightened awareness to the importance
of therapy with the ethnically diverse.

Despite the apparent awareness of the needs, there were
only slight changes in the number of adult clients seen when
looked at by ethnic group. Except for Native Americans
and Asian Americans, the reported percentages of clients
treated decreased for all other ethnic groups in 1992. Native
American clients treated increased from 2% to 3% and Asian
Americans clients treated stayed the same at 2%.

Treating Ethnic Minority Clients

A. TOY CALDWELL-COLBERT AND VELMA M. WILLIAMS

During 1999, five ethnic minorities assumed office as pres-
ident of their divisions, with all four ethnic minority groups
represented. In addition to Bingham, Sue, and Vasquez,
Steven James, a Native American, accepted the presidency of
the Psychology of Religion and Siang-Yang Tan, an Asian
American, became president of the Society for the Psycholog-
ical Study of Gay, Lesbian, and Bisexual Issues.

In 1996, there were 11 ethnic minority persons holding
office in a Division (excluding Division 45, the Society for
the Psychological Study of Ethnic Minorities, which would
be expected to have elected ethnic minorities). By 1999, the
count increased to 26—a 136% increase. By 2000, the num-
bers expanded to 51.

Regarding APA standing Boards and Committees, the
number of ethnic minorities increased from 18 in 1996 to 43
in 1999 for a 139% increase. By 2000, the number increased
even further to 54. An observation was made of the contrast
between the Planning Committee members and the photo-
graphs on the wall of the APA board of directors, which were
nearly all white persons. At the 1998 APA meetings in Boston,
the presidents of the four autonomous ethnic minority psycho-
logical associations—AsianAmerican PsychologicalAssocia-
tion, Association of Black Psychologists, National Hispanic
Psychological Association, Society of Indian Psychologists—
were present to receive Presidential Citations recognizing their
associations’ contributions to ethnic minority agendas.
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Of particular interest was the likelihood of ethnic minori-
ties being treated by white therapists in comparison to clients
treated by ethnic minority therapists. Non-white therapists in
both years reported treating more ethnic minority clients than
white therapists, based on those reporting 60% or above of
their client population by ethnicity. 

Some research indicates preferences for therapists from
similar ethnic backgrounds and SES, but studies are incon-
clusive (Sue, Zane, & Young, 1994). What these increased
numbers may represent is the increased utilization of mental
health services by ethnic minority clients due to enhanced
services and access of more trained ethnic minority psychol-
ogists in 1992.

THERAPISTS’ REPORTED LEVELS OF COMFORT

Further results of the survey suggested a decrease from 1986 to
1992 in the number of respondents who reported “feeling com-
pletely comfortable” in working with any ethnic group. The
percent of respondents reporting feeling completely comfort-
able with white clients decreased from 1986 to 1992, 88.8% to
85.2%, respectively. Therapists with Native American clients
showed the least comfort with that population.

The shifts in reported levels of comfort from 1986 to 1992
suggested that both white and ethnic minority therapists were
moving away from generalized views of all clients being
inherently the same and were more closely scrutinizing them-
selves, their abilities, and their preparation for clinical work
with clients from various ethnic and cultural groups.

The release of the 1990 APA Guidelines for Providers of
Psychological Services to Ethnic, Linguistic, and Culturally
Diverse Populations challenged psychologists’ level of
knowledge and skill in working with the ethnically diverse,
thus creating uncertainties and discomfort. Even though re-
spondents reported higher levels of discomfort, they were
in fact becoming better prepared as they anticipated ethnic
and cultural issues in their clinical work, and the numerous
considerations required for applying a sociocultural frame-
work to diagnosis, assessment, and treatment of the culturally
diverse.

CLINICAL PROBLEMS FREQUENTLY PRESENTED
IN THERAPY

Our survey asked respondents how frequently 11 clinical
problems were presented by clients representing five ethnic
groups. A significant increase from 1986 to 1992 was re-
ported among African American clients for the following

four clinical problems: alcoholism, anxiety, health-related
problems, and work-related problems. For Latinos, alco-
holism was the only clinical problem showing a significant
increase. Significant increases in the reporting of health-
related problems and work-related problems were found for
Asian American clients. For Native American clients, signif-
icant increases were found on 5 of the 11 commonly reported
clinical problems: health-related problems, marital/family
related problems, stress-related problems, and work-related
problems. No significant differences were found for clinical
problems reported to white versus non-white therapists.

There is a considerable body of literature (Turner, 1996)
on ethnic/cultural differences in symptomatology for depres-
sion as well as on treatment considerations for anxiety disor-
ders and associated stress-related conditions. Asian American
clients most frequently presented marital/family problems in
therapy, which may be associated with cultural traditions that
place a high value on respecting one’s elders and a collective
approach to decision making that emphasizes the good of the
family versus the well being of the individual.

CLIENT RESISTANCE AND TREATMENT
EFFECTIVENESS

There were significantly fewer reported sources of resistance
in 1992 than in 1986, (i.e., 39% versus 61%, respectively;
n � 159). For example, attendance was one of the categories
reported less frequently in 1986. Client dropout rates and
length of treatment have been commonly reported problems
by both white and non-white therapists working with ethnic
minority clients (Sue, Zane, & Young, 1994). Based on our
results, it appears that therapists in 1992 were better prepared
to deal with resistance than those responding in 1986.

Training significantly contributed to the work of therapists
in 1992. Half of those surveyed (n � 87) indicated that they
had received training that was helpful in understanding the
therapeutic needs of ethnic minorities.

CONCLUSIONS

When comparing delivery services to ethnic minorities in
the decade of the 1980s, it appears that our preparation has
advanced. Both white and ethnic minority therapists have
positively responded to the call for increased cultural sensi-
tivity in their work with ethnically and culturally different
clients. Increased expectations for more sensitivity to cultural
and ethnic diversity, coupled with the increased number of
ethnic minorities in the field, appear to have laid a foundation
for the progress over the last decade.
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Models of ethnic and racial identity, with few exceptions,
have assumed the confabulation of race constructed by scien-
tists and government—that there is such a thing as purity,
much less race! Essentially race-specific trauma models, they
suggest that one starts out innocently believing in a “just
world” and learns by a significant experience that there is
gross injustice, particularly when it comes to the caste status
for persons with phenotypes that are not solely European in
origin.

None of the leading theorists of ethnic or racial identity
actually believes in the purity of race, but the models inad-
vertently reinforce this. Common across models is a stage of
retreat to the community of origin as a place within which
healing from socially and politically induced racial trauma
begins. Through immersion in the race and/or ethnic group,
one theoretically develops a sense of pride that will inoculate
one against the injustices that do exist. 

These models assume that by virtue of your parentage and
phenotype, you will be embraced, mentored, and empow-
ered. These models theoretically make sense, and in the era
they were produced—the end of the civil rights era or the
third quarter of the twentieth century—they worked for most
of the people deemed visible minorities. However, they per-
petuated the invisibility and marginality of persons of mixed
heritage who were not conceived from rape, slavery, or war.
Inadvertently, many of them historically have become the
oppressors of mixed heritage persons who do not conform to
rules of hypodescent (i.e., assignment to the group, and only
one group, of the lowest social status).

Notwithstanding admiring these works and the people
who have produced them, I also noticed that my experience
and many of my friends’ experience did not fit. Born in
the Korean War era in the Philippines of a Filipino mother
and a white American father, this complexity of juxtaposi-
tions (ethnicity, race, nationality, colonialism, gender, and
class) allowed me an outsider vantage from which to examine
the models that have been so foundational to some of the
work on racial and ethnic identity. For many of us who are
of mixed race, even in communities to which our families
belonged or were assigned, we were intruders or suspected as
potential betrayers of “the race.” To belong, we had less room
in which to express our individuality or the unique way in
which blending influenced us. Thus, we did not have guaran-

teed refuge in the minority group of origin unless we hid part
of ourselves or even engaged in denigration of part of our
family.

For those with Asian mothers of a different nationality, we
were culture brokers yet sometimes teased within Asian
American groups for acting in foreign or odd ways. In this
way, nation, race, and ethnicity were terribly confused. For
persons of African descent combined with any other heritage,
declaring multiple allegiances or a blended identity was in-
terpreted as confusion or a desire to divest oneself of black-
ness. Being tested by any of our groups of origin, we were
always put to more severe scrutiny or authenticity testing,
and seldom considered full and true members. In effect, the
oppressed joined ranks with the oppressors and inadvertently
served the agenda of advancing a fiction of social purity and
segregation of the races—the very system harmful to our
ancestors.

Several classic dissertations were completed in the 1980s
and formed the core for the contemporary theory and work on
what constitutes normative experience and development for
persons of mixed heritage. These dissertations largely came
out of the discipline of psychology and were groundbreaking
works of scholarship and data production (e.g., C. I. Hall,
1980; Jacobs, 1977; Murphy-Shigematsu, 1986; Thornton,
1983). They were difficult to accomplish because of the lack
of literature on the topic, the lack of random distribution
of mixed race people in the population, the few numbers of
persons identified as mixed race, and the methods required
to gain large enough samples for analysis. What changed
within a decade of the youngest of these dissertations was the
interdisciplinary interest in mixed race identity production
and meaning. There were suddenly more young scholars of
mixed heritage and the foundation had been laid in the first
of two books I edited to make these pieces of research and
others available (Root, 1992, 1996b).

My initial work on mixed race identity undertook a
departure from stage models, as many of the previous re-
searchers had done. I proposed four different types of identi-
ties that persons of mixed heritage may express at different
times in their life: (a) identify as a single race according to
rules of hypodescent; (b) identify as a single race for personal
and or political congruence; (c) identify as multiple races; or
(d) identify as a new race. Rather than being proposed as a

Updating Models of Racial and Ethnic Identity:
On the Origins of an Ecological Framework of Identity Development

MARIA P. P. ROOT
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continuum, these expressions of identity were discussed in
terms of historical feasibility, generational shifts, social func-
tionality, the increasing visibility of a mixed race population
aware of one another, and individual differences (Root,
1990).

Whereas the work on mixed race identity remained largely
obscure, by the 1990 census, it was clear that the demo-
graphic change that many of us had been observing and pre-
dicting was well underway. Interracial relationships had
significantly increased since the Supreme Court repeal of the
last antimiscegenation laws in 1967 (Root, 2001). In 1990,
more than six million people checked “other” as a race cate-
gory and many persons wrote in multiple races. Grassroots
organizations had been talking with census policymakers
since the late 1980s about the increasing need to reexamine
racial accounting by the census.

It was clear by 1990 that the political charge attached to
race and the conventional meanings attached to mixed race
identity proclamations were going to continue. Hypodescent
rules would be used to reinforce race as a caste system. The
passing narrative would be used to explain a person’s motives
who declared more than a single racial identity. 

While on a visiting professorship at the University of
Hawaii, I pondered the likelihood that mixed race identities
would be misunderstood and subsequently pathologized or
misattributed. It was clear that contemporary theory needed
to be developed and dissertation data needed to be accessible
to the next generation of researchers since it was inevitable
that mixed race people would become the subject of study.
This research could either be used to move along a dialogue
on race or to serve as a political tool to keep persons of mixed
heritage largely invisible. It would depend on who did the
research. I edited a book, Racially Mixed People in America,
published in 1992 that made available many of the disserta-
tions of the 1980s. It laid the foundation for the contemporary
research on people of mixed heritage cross-disciplinarily.
This book would be used by the Bureau of the Census as part
of consultation and deliberation for the changes to racial
classification in the 2000 Census.

Hand in hand with the slow proliferation of research about
mixed race persons, the grassroots multiracial family groups
were swelling in numbers across the country. Using the the-
ory of social movements, and the data from interviews and
social interaction, I developed the Bill of Rights for Racially
Mixed People in 1992 (Root, 1996a). It was couched in
simple language and has since become the property of many
organizations and individuals to depathologize their identity
declarations in this country. Twelve affirmative statements
are organized into three sections representing resistance,
revolution, and change. It further normalizes subverting

implicit rules to “stick with your own kind”; these rules do
not always work very well for racially mixed people. Seeking
refuge in a home community does not guarantee a warm
reception.

In 1996, I published a second edited volume that reflected
the increased politicization around mixed race identities, The
Multiracial Experience: Racial Borders as the New Frontier
(Root, 1996b). This volume included new research, analysis
of policy based on current racial classification systems,
documented grassroots mobilization as part of the place of
refuge and voice for many adult persons of mixed heritage
and interracial families, and posed many questions as the
nation struggled to recognize a growing segment of the pop-
ulation that was not adhering to conventional racial rules. My
penchant for theory development from data and participant
observation resulted in Ecological Framework for Identity
Development (Root, 1999).

The U.S. Bureau of the Census released its 2000 popula-
tion figures on race in March of 2001. Approximately 2.4%
of the nation opted to declare more than one race. This trans-
lated into 6.8 million people. Examining state by state data,
persons declaring mixed heritages are not evenly distributed
within the United States. In Hawaii, 21.4% of the population
identified themselves by more than one race. Among other
states exceeding the national average were Alaska (5.4%),
Arizona (2.9%), California (4.7%), Colorado (2.8%), Nevada
(3.8%), New Jersey (2.5%), New Mexico (3.6%), New York
(3.1%), Oklahoma (4.5%), Oregon (3.1%), Rhode Island
(2.7%), Texas (2.5%), and Washington (3.6%).

Perhaps more telling are recent birth rate figures, with
some counties in the mainland United States contending 15%
or more of babies born in 1999 and 2000 to be of mixed
heritage. It still remains to be seen if there are differences in
the proportions of people of different racial combinations
declaring more than one race.

These declarations on the census are demographic trends
rather than actual reflections of how people live their lives.
For some people, being able to declare more than one race
is politically and personally important. For other people, it is
symbolic, with no real personal significance attached (Root,
1998).

As a nation, we need to contend with a newer dialogue on
race—one that acknowledges race mixing and mixed race in
contemporary context. In her novel, Caucasia, Senna (1998)
offers a generational framework through the voice of an
African American professor who studies race. He talks to his
estranged biracial daughter describing mulattos as the ca-
naries in the coal mine, the “gauge of how poisonous Ameri-
can race relations were. The fate of the mulatto in history and
in literature, he said, will manifest the symptoms that will
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eventually infect the rest of the nation” (p. 335). It captures
the generational change that we are living amidst regarding
identity production and meaning for persons of mixed
heritage.

Root (2001) suggests that with mortality claiming an older
generation who knew segregation and lived by it, replaced by
an aged just pre-civil rights generation, a civil rights genera-
tion in power, followed by an adolescent and young adult
generation who are beneficiaries of the civil rights move-
ment, change is clearly in motion. Each generation demon-
strates a change in regard for meaning of race over the
previous one. Despite the scars of this nation’s racial legacy,
we still have hope. Paraphrasing Martin Luther King, the
issue is not whether there will be a funeral but a question of
the cost. We have a choice in how costly change continues to
be—psychology can have a role in it.
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It is a truism that science knows nothing of national boundaries,
and that the commonwealth of mind draws all men into its
domain, so that in the pursuit of truth all may join in friendly
rivalry. But it is equally true that physical remoteness, or cultural
insulation, as well as the barriers of alien tongues, still serve to
keep men from the fullest and most sympathetic understanding of
one another’s thought. (James R. Angell [1930], Opening address
to the 9th International Congress of Psyhology, 1929)

It is safe to say that psychology is as old as the inquiring, self-
conscious mind of man. (R. S. Woodworth, 1964)

In developing this chapter, two approaches are followed. The
first part, a narrative, summarizes the international roots of
psychology, beginning more than 2,000 years ago, followed
by selected highlights and vignettes retrieved from reports
and personal observations. This portion is anecdotal at times
to show the human side of international psychology by
reflecting on the interactions of colleagues seeking interna-
tional consensus. It also demonstrates how political events
gradually forced psychologists to move beyond the sheltered
world of academia to confront questions of professional ethics
and public policies impinging on personal freedom. To illus-
trate these dilemmas and successes, several U.S.-influenced

events are recalled, ending with a commentary on the increas-
ing internationalization of psychology.

Specifically discussed will be (a) the 1913 Congress that
wasn’t, (b) the U.S. Congress held in Canada, (c) the Young
Psychologists’ initiative, (d) differing views on human
rights, (e) visas and flags, (f) psychologists’ evolving stands
on social issues, and (g) the trend from Americanization to
internationalization.

The second part of the chapter is a table that consists of a
chronology of events influencing international psychology,
similar to the format pioneered by Street (1994). Included are
the founding of psychological laboratories and institutes,
national psychological organizations, journals, and first con-
gresses. Also cited are unique events of historical interest that
reflect on the tenor of the times. The language used depends
upon the sources. We assume responsibility for any inadver-
tent errors.

Writing about the history of international psychology dif-
fers from reviewing historical developments in psychological
subspecialties. Rather than being a distinct field, international
psychology spans the entire discipline. When well-informed
colleagues were asked what they meant when using the term
“international psychology,” the typical response referred to
international congresses, travel, and specialized meetings as
well as exchanges, collaborative multicultural research and
practice, and the application of psychological principles to
the development of public policy (David & Buchanan, 1999).
As noted by Denmark (1987), the term “international psy-
chology” may also refer to social psychological studies of
international relations or cross-cultural research.
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K. Freedheim, Wade Pickren, Mark Rosenzweig, and Warren R.
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There are diverse approaches to reviewing the history of
international psychology, ranging from theoretical concepts
proposed by “Great Men” and “Great Women” to an analysis
of the “Zeitgeist” in different countries or regions (e.g.,
Gilgen & Gilgen, 1987; Hilgard, Leary, & McGuire, 1991;
Pawlik & Rosenzweig, 1994; Pawlik & d’Ydewalle, 1996;
Rosenzweig, 1992; Sexton & Hogan, 1992). The only histor-
ical overviews located in the literature are those prepared on
behalf of international organizations (e.g., Cautley, 1992;
Jing, 2000; Merenda, 1995; Rosenzweig, Holtzman,
Sabourin, & Bolanger, 2000; Wilpert, 2000).

In writing this chapter, we recall Watson’s (1960) com-
ment that “it would be a serious mistake to consider the his-
tory of psychology to be limited to a mere chronology of
events or biographical chitchat” (p. 254). This is particularly
true for international psychology. In our view, psychological
contributions are embedded in the social context from which
they emerge, seen within the perspective of personal and
national values. Within that context, ours is but a first at-
tempt to record some aspects of the history of “international
psychology.”

ROOTS

The introduction of scientific psychology as we know it is a
comparatively recent phenomenon, traditionally dating to
1879 when Wundt established his laboratory in Leipzig and
attracted students from all parts of the world. On their return
home, Wundt’s disciples established the first psychological
laboratory in their country, directed the first institute of psy-
chology, and founded one or more journals of psychology
(Ardila, 1982a).

It was not until 1889 that the first International Congress
of Physiological Psychology was convened in Paris. The
closing banquet was held in the just-completed Eiffel Tower.
Most congress participants were officially identified with
philosophy, medicine, or one of the traditional sciences. Few
scientists at that time claimed the title of “psychologist”
(MacLeod, 1957). 

Historically, internationalism in psychology probably
began with the arrival of the first non-Greek visitors to the
Academy of Athens, established by Plato in 387 B.C.E. While
he would not have called it psychology, Plato’s speculations
often focused on human behavior. When Aristotle wrote De
Anima in 330 B.C.E., Greek philosophy was replete with valu-
able psychological intuitions on the nature of communication,
leadership, and social conditions affecting self-esteem. Many
psychological terms, concepts, and theories have their roots in
the thoughts of Hellenic philosophers (Georgas, 1994).

The pedigree of psychology probably reaches further back
in time to the civilizations of ancient China, India, and the
Arab world. The writings of Confucius (500 B.C.E.) contain a
wealth of psychological thought. The goodness and evil of
human nature and the essence of the human spirit were dis-
cussed in relation to ethical, political, and educational theo-
ries (Ching, 1980).

In India, the roots of psychology can be traced to the vast
storehouse of ancient philosophical and religious texts as
well as folklore (Sinha, 1986). During a period of several
centuries B.C.E., the search for an understanding of human be-
havior led to the development of a psychological system of
nature quite different from that of the Greco-Roman renais-
sance (Murphy & Kovach, 1972).

In the Arab world, philosophers inherited Greek philo-
sophical speculations and mixed them with their religious
and moral traditions. Islamic thinkers made major contribu-
tions in the Middle Ages, including recognition of the innate
psychological foundations of social life, factors affecting
group cohesion, the psychology of different cultures, and the
relationship between personality characteristics and voca-
tional success (Ahmed, 1992, 1997; Soueif, 1963).

The medieval period was followed by a revival of learning
(Watson, 1960). In the twelfth and thirteenth centuries, a re-
birth of Greek, particularly Aristotelian, ways of thinking, led
to empirical, especially experimental, ways of approaching
nature. “Out of the work of Renaissance man comes what we
know about the origins of our present knowledge” (Watson,
1960, p. 254).

THE DEVELOPMENT OF MODERN PSYCHOLOGY

International communication among psychologists has
been important to the development of modern psychology.
Communication has flourished through world congresses,
scholarly exchanges, and perhaps most importantly the es-
tablishment of ongoing international organizations. While
the chapter by Raymond Fowler and Wade Pickren (Chapter
26) details this development, it is important to highlight
here three major international organizations that have
played key roles. The oldest international organization of
psychologists is the International Association of Applied
Psychology (IAAP). The IAAP was founded in 1920 at the
first International Congress of Applied Psychology, con-
vened by E. Claparède in Geneva. The International Coun-
cil of Psychologists (ICP) traces its roots to the National
Council of Women Psychologists, established in New York
City in 1941 by a group of U.S. women psychologists who
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wished to contribute to the national war effort. The ICP be-
came an international organization in 1946 and evolved to
its current status in 1958, when it agreed to accept male
members. The International Union of Psychological Sci-
ence (IUPsyS) was founded in 1951 (then named the Inter-
national Union of Scientific Psychology) at the Thirteenth
International Congress of Psychology in Stockholm. In
1982, the IUPsyS, which has national organizations as its
members, was admitted to represent psychology at the In-
ternational Council of Scientific Unions.

James McKeen Cattell (1930), the first U.S. scholar to ob-
tain a doctorate with Wundt in 1886, noted in his presidential
address to the 1929 International Congress of Psychology at
Yale University that our psychological ancestors were mainly
concerned with themselves, with their mates and their off-
spring, and with the behavior of their fellows and their ene-
mies. Satisfaction of desires, escape from danger and pain,
and efforts to foresee and control the conduct of others were
among their earliest interests. Commenting on the world of
psychology at the time of the Congress, Cattell asserted the
U.S. view when he told his international audience (1930): 

It is not an accident that laboratory research in psychology is of
German origin, that pathological psychology has been cultivated
in France, that psychoanalysis has spread from Vienna, that
Darwin and Galton were English, that objective psychology and
the measurement of individual differences have had their chief
development in the United States. Germany may keep its Gestalt
psychology, France its hysterics, Austria its libido, England
its “g”; we shall continue to bear the burden of our meta-
behaviorism.” (p. 18)

Russian psychology developed along its own isolated
lines and independently produced surprising parallels to de-
velopments in the United States during the same time period
(Berlyne, 1968). Pavlov presented a paper at the 1929 con-
gress while claiming to be a physiologist, not a psychologist.
As acknowledged by Lomov (1982), Soviet dialectical psy-
chology was oriented to Marxist-Leninist principles and
dominated by political influences oriented to the building of
a communist society.

In the People’s Republic of China, too, the heads of
national planning expected psychologists to lend their knowl-
edge and skills to achieving the goals of the “four modern-
izations.” To do so, a culturally specific psychology had to be
created to “meet the demands of our own national condi-
tions” (Ching, 1984, p. 63).

A similar situation could be observed in Nazi Germany
and later in the German Democratic Republic (GDR), where
psychology was dependent on central-planning authorities.
The situation in Hitler’s Germany is reflected in Henle’s

(1978) recollections of the (non-Jewish) Wolfgang Köhler’s
courageous struggle against the Nazis and the destruction of
the Psychological Institute of the University of Berlin in
1935. In the GDR, the Scientific Council of Psychology, a
government agency working through the GDR Society of
Psychology, decided who could do what where with which
funds (Kossakowski, 1980; Schmidt, 1980). 

As noted by Russell (1984), psychology in Japan provides
an example of the blending of Western psychology with the
concepts and needs of a non-Western country. Azuma (1984)
analyzed the stages through which the development of psy-
chology passed in coming to grips with non-Western cultural
phenomena without forcing them into a Western mold. The
final stage was the “integration period,” when psychology is
freed to a certain extent from the rigid but otherwise un-
noticed mold of traditionally Western concepts and logic
(Azuma, 1984, p. 54).

Kagitcibasi (as cited by Sunar, 1996) observed that psy-
chology in the 1990s was a Western, primarily U.S. product.
She held that U.S. psychology was largely self-contained,
serving as its own reference group. While not very open to
knowledge created elsewhere, it is exported to the world on the
assumption that theories and findings originating in Western
research have universal validity. Her own cross-cultural stud-
ies in Turkey demonstrated otherwise, reflecting the strong in-
fluence of cultural determinants of human behavior.

The unreflective exportation of Western psychology in the
1900s often disregarded alternate cultural traditions. Citing
experience from India, from the Maoris of New Zealand, and
from Turkey, Gergen, Gukrce, Lock, and Misra (1996) pre-
sented a persuasive case for a multicultural psychology. Such
efforts counteracted the ethnocentricity of much of European
andAmerican psychology (Berry, Poortinga, Segall, & Dasen,
1992).

A special issue of the International Journal of Psychology,
edited by Sinha and Holtzman (1984), offers a range of
analyses of the impact of psychology on national develop-
ment. There is repeated emphasis that, to be accepted, psy-
chology needs to demonstrate “relevance” to the prevailing
sociocultural conditions and policies in the country or region.
Of particular interest are the comments by Melikian (1984)
on psychology in Arab Gulf oil-producing states, Mehryar
(1984) on Iran, Salazar (1984) on Venezuela, Serpell (1984)
on Zambia, and Ching (1984) on China.

In the 1950s and 1960s, the conflict with U.S. views of
psychology was particularly acute on the European conti-
nent. Many distinguished German professors continued to
endorse theoretical orientations then prevailing primarily in
central Europe (e.g., David & von Bracken, 1957; Gielen &
Bredenkamp, 1997; Graumann, 1997). Internationalization in
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Germany awaited a change in generations curious to learn
what had developed elsewhere. Gifts of textbooks, back
issues of scientific journals, and travel grants helped to over-
come the isolation imposed during the Nazi period.

As Jing (2000) observed, “Because of the questionable
applicability of Euro-American psychological theories to the
third world countries, a revolt is underway to build an indige-
nous psychology in the study of a society’s own problems by
native psychologists who are familiar with the cultural envi-
ronment and using methods suitable to the solution of these
problems” (p. 579).

As noted by Poortinga (1997), there is also a need to
demonstrate “the universal roots of human psychological
functioning underneath the rich and varied cultural variations
in behavior.” In his view, culture-comparative research is
based on the assumption of the universality of psychologi-
cal process and mechanisms shared by all human beings. Dif-
ferences in behavior are explained in terms of antecedent
conditions, of an ecological, economic, sociocultural, or his-
torical nature. Poortinga holds that criticisms raised by
schools of cultural psychology “strike at Achilles’ heels” of
cross-cultural research, “but that weaknesses are circumstan-
tial rather than essential.”

THE 1913 CONGRESS THAT WASN’T

The history of science is generally viewed in terms of theo-
ries proposed and experiments performed. It is not always
recognized that science is also a conglomeration of people
who have their own agendas, piques, jealousies, or political
idiosyncrasies. Based on access to the correspondence and
files of major figures in American psychology, Evans and
Scott (1978) relate how the idea for holding the 1913 Inter-
national Congress of Psychology in the United States was
floated during the 1905 congress in Rome and accepted at the
1909 congress in Geneva. A petition had been prepared by
Morton Prince (Harvard), which named James Mark Baldwin
(Johns Hopkins) as congress president and William James
(Harvard) as honorary president. However, the petition was
not a formal invitation, and no U.S. institution offered to host
the congress. Personal rivalries prevented effective organiza-
tion. The project was finally abandoned in 1912 with no other
country expressing willingness to assume responsibility at
such a late date. Because of World War I, no congresses were
convened between 1914 and 1923, when the International
Congress met in Oxford. It was not until 1929 that the United
States played host at Yale University in New Haven. As noted
by Rosenzweig et al. (2000), it was ironic that Cattell, who

had been embroiled in the rivalries swirling around the
ill-fated 1913 congress, having outlived his rivals, was
elected president of the 1929 congress and gave one of the
major lectures.

THE U.S. CONGRESS THAT WAS HELD IN CANADA

One of the main purposes of international congresses is to
encourage scientists and practitioners from diverse countries
to meet in an atmosphere of friendly relaxation. With rising in-
ternational tensions and growing ideological conflict in the
post–World War II years, it was inevitable that these factors
would affect international relations in psychology. North
American psychologists remember with embarrassment the
domestic political circumstances of the McCarthy era, which
made it impractical to hold the 1954 International Congress in
the United States as originally planned. The Canadian Psy-
chologicalAssociation came to the rescue with an offer to hold
the congress in Montreal, organizing it jointly with the APA.
To cope with anticipated financial problems, the Congress
Planning Committee created a category of honorary member-
ship of $15 for those psychologists who wished to contribute
despite their inability to attend. The names of the honorary
members were listed in the proceedings. Disappointment at
the small attendance was offset by the feeling of intimacy that
developed and by the general atmosphere of relaxation
(MacLeod, 1957). Conceived during the congress was the first
major volume to be published under the auspices of the Inter-
national Union of Psychological Science (IUPsyS), with 22
contributors from nine countries. All royalties were allocated
to the union to aid in the development of further international
contacts and cooperation (David & von Bracken, 1957).

YOUNG PSYCHOLOGISTS INITIATIVE

To encourage participation by younger colleagues, the steer-
ing committee for the 1963 International Congress in
Washington, DC, developed a Young Psychologists Program.
It was oriented to persons under age 30 who had received
their highest degree in psychology within the previous 5
years. Funds were raised from individual psychologists and
from regional and state associations to support 22 young col-
leagues, one from nearly each of the union’s member soci-
eties. The Canadian Psychological Association supported one
of their own. Psychologists residing in the Washington area
generously provided lodging in their homes, logistical assis-
tance, and a chance to become acquainted with the city.
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Special meetings were arranged with senior psychologists
and journal editors.

The steering committee expressed the hope that the Young
Psychologists Program would establish a precedent and that
similar endeavors would be organized at future congresses
for promising younger psychologists not normally able to at-
tend an International Congress of Psychology on their own.
Happily, a Young Psychologists Program has been organized
at each subsequent congress and has also become a feature
of the quadrennial International Congress of Applied Psy-
chology, further fostering international cooperation, commu-
nication, and exchanges.

DIFFERING VIEWS ON HUMAN RIGHTS

Experience in Germany in the 1930s, during the Stalin period
in the Soviet Union, and during the Cultural Revolution in
China demonstrated that under conditions of impaired politi-
cal and intellectual freedom, psychologists are especially
vulnerable, both as scientists and as professional service
providers. When, in the mid-1960s and 1970s, alleged viola-
tions of human rights in the Soviet Union and Chile aroused
concern, many North American psychologists experienced a
sense of frustration. They felt that “something must be done
immediately” but were unable to move beyond the formal
resolution stage. At the time, some colleagues in other lands
were perplexed by what they perceived to be unsophisticated
U.S. reactions to complicated political issues having little to
do with psychology. Individual human rights were inter-
preted differently depending on national values and ideolog-
ical perspectives.

As reports confirmed the confinement of political dissi-
dents in Soviet mental hospitals, the American Psychological
Association (APA) Council of Representatives, in January
1976, “instructed” (rather than “requested”) its representa-
tives to the IUPsyS to take the steps necessary to place on the
agenda for the 1976 IUPsyS Assembly in Paris the council’s
resolution against the use of psychiatric diagnosis and hospi-
talization to suppress political dissent wherever it occurred.
The council took this action despite the precariousness of the
APA’s position, that is, the lack of evidence that psycholo-
gists were on the staffs of the “special” psychiatric facilities
to which dissidents were confined in the Soviet Union. 

Several weeks before leaving for Paris, the APA represen-
tatives received copies of a resolution drafted by Amnesty
International and submitted to the IUPsyS by the Netherlands
Institute of Psychologists (NIP). The preamble of the NIP res-
olution began with a positive statement of ethical standards

for psychologists and ended by citing the United Nations
(UN) Declaration of Human Rights and the UN Declaration
on the Protection of All Persons from Being Subjected to
Torture and Other Cruel, Inhuman, or Degrading Punish-
ment. This was followed by an appeal condemning “any form
of torture and other cruel, inhuman, and degrading treatment
as a method employed during detention, imprisonment, con-
finement in psychiatric institutions, and under clinical cir-
cumstances generally” and any psychologists who condoned
or participated in such practices. Since the NIP resolution had
been submitted after the deadline date, an assembly vote was
required to place it on the IUPsyS agenda.

Shortly after the APA representatives arrived in Paris on
July 17, it became apparent that the APA resolution was
deemed antagonistic and inappropriate for a psychological
(rather than psychiatric) congress. It posed a threat of divid-
ing and politicizing the union. The NIP resolution was more
comprehensive and flexible, focused on the ethical responsi-
bilities of psychologists; it also represented the efforts of a
small member country while making observations similar to
the APA resolution. Thus, the APA representatives communi-
cated informally a willingness to withdraw the APA resolu-
tion if the NIP resolution could be placed on the assembly
agenda.

When the IUPsyS Assembly opened on July 19, the
secretary-general mentioned the NIP request to add an item to
the agenda and to place it before the APA agenda item. This
provoked statements that resolutions with a political content
should not be discussed at the IUPsyS Assembly, followed
by a comment from the president that the IUPsyS was not
concerned with politics but “with the correct exercise of our
profession, which is psychology.” It was decided to post-
pone a vote until July 22—thus providing more time for in-
formal discussion and the preparation of a draft statement by
the IUPsyS Executive Committee.

At the second assembly meeting on July 22, members
voted to place the NIP resolution on the agenda. At that point,
the APA representatives moved to withdraw the APA resolu-
tion in favor of discussing the NIP resolution. The IUPsyS
president then offered a substitute resolution, drafted by the
Executive Committee, covering the same points as the APA
and NIP resolutions. The IUPsyS Resolution on Human
Rights, condemning any collaboration by psychologists in
the abuse of professional practices, was adopted unani-
mously by the IUPsyS Assembly. It was subsequently pub-
lished in the American Psychologist and is reproduced in full
in Rosenzweig et al. (2000). UN declarations particularly
pertinent for psychology were previously summarized by
Rosenzweig (1988).
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VISAS AND FLAGS

Another potential conflict was quietly resolved during the
preparatory phase for the 1980 Congress in Leipzig. At the
1978 Congress of the International Association of Applied
Psychology (IAAP) in Munich, a member of the German
Democratic Republic (GDR) Program Planning Committee
informally asked one of the two APA representatives to IUP-
syS about possible APA reactions, if, for unforeseen reasons,
it should prove impossible at the last minute to grant visas to
colleagues from a country with which the GDR did not then
have diplomatic relations (meaning Israel). After consulta-
tion with IUPsyS officers, the GDR colleague was reminded
that at the time of the 1966 Moscow Congress, the USSR,
under similar circumstances, granted over 100 visas to psy-
chologists from Franco Spain. Moreover, the IUPsyS consti-
tution states specifically that a host country is obligated to
grant visas to colleagues from all IUPsyS member associa-
tions. Should visa problems prevent travel of some col-
leagues, it could probably be expected that numerous U.S.
psychologists would cancel their plans to come to Leipzig. It
was hoped that this discussion of what was deemed a trial
balloon would resolve the matter.

The Soviet invasion of Afghanistan and the January 1980
banishment of Nobel Prize–winning physicist and human
rights advocate Andrei Sakharov resulted in a worsening of
international tensions. The U.S. government threatened to
boycott (and eventually did) the Olympic Games in
Moscow and ordered a freeze on cultural and scientific
exchanges with the Soviet Union. International protests
were mounting. The APA Council was raising questions
about U.S. participation in the Leipzig congress. The visa
problem for Israeli psychologists had not been resolved.
It was in this tense atmosphere that the APA asked its
German-speaking IUPS representative, Henry P. David, to
visit Berlin for personal consultation with the congress pres-
ident and secretariat.

The APA representative was warmly received on arrival
in Berlin at the end of February 1980. During dinner at the
home of the congress president, it was noted that the only
foreign troops then occupying Afghanistan were Russian,
that the proposed U.S. sanctions did not apply to any other
country, and that an editorial in the March APA Monitor
would urge U.S. psychologists not to boycott the Leipzig
congress. The congress president was pleased and an-
nounced that arrangements had been completed for issuing
visas to Israeli psychologists on arrival in the GDR. How-
ever, the flag of Israel would not be flown with those of
other IUPsyS member countries. Although there was no
mention in the IUPsyS constitution about displaying flags,

the APA representative noted the likely protests such action
would entail, leading to embarrassment for the union. It
was eventually agreed that only the host country flag would
be flown or displayed at the congress. When asked whether
APA would invite representatives from all member coun-
tries to its usual reception, the reply was that, since the
congress would be in Leipzig and not in Moscow, Soviet
colleagues would be invited. In case of any unanticipated
problem, the reception would be canceled. Soviet col-
leagues did not, however, respond to the APA’s reception
invitation.

The Leipzig congress was a success. There were no com-
plaints about visas or the absence of national flags. When the
IUPsyS joined the International Council of Scientific Unions
(ICSU) in 1982, it accepted the responsibility of ensuring that
all congresses and meetings under its auspices would be
convened in conformity with ICSU’s Statement of the Free
Circulation of Scientists. Based on the International Bill of
Human Rights, the ICSU statement stipulates that scientists
have the right and freedom to participate in international sci-
entific activity without regard to citizenship, religion, creed,
political stance, ethnic origin, race, color, language, age, or
gender.

PSYCHOLOGISTS’ EVOLVING STAND ON
SOCIAL ISSUES

In the post–World War II era, social issues outside the labora-
tory became major areas of applied psychological research
(e.g., Cantril, 1949). Klineberg (1964, 1967) noted the pio-
neering efforts of Claparède in Switzerland and Flugel in
England in supporting psychological approaches to conflict
resolution in international relations. He went on to summa-
rize the endeavors of the World Federation for Mental Health
and the contributions of psychologists led by him in the
UNESCO project “On Tension Affecting International
Understanding.” In 1965, Klineberg fostered “An Appeal to
Psychologists,” urging the wider dissemination of relevant
information available to psychologists and encouraging fur-
ther research through “close and effective cooperation” with
colleagues in other countries.

In subsequent years, psychologists increasingly recog-
nized their responsibility to participate in social policy re-
search and service activities with longer-term potential for
affecting the well-being of society. The etiological impor-
tance of socioeconomic conditions influencing human be-
havior received more attention than in earlier years (e.g.,
David 1986; Kennedy & David, 1986). In his presidential
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address at the 1978 International Association of Applied
Psychology (IAAP) Munich congress, Fleishman (1979) re-
flected on the possibilities to apply psychological research
and knowledge to pressing global social problems. Triandis
(1994) stated a similar theme in his inaugural address at the
1994 IAAP Congress in Madrid when he stressed the need
for cooperative research on intercultural conflict resolution
and reproductive behavior. Issues of drug and alcohol abuse,
violence, women’s rights, and responsible parenthood gained
the attention of psychologists (e.g., David, 1994). There was
a realization that policy makers sought more than scientific
conclusions. They wanted recommendations for making de-
cisions. Applied research began to move beyond determining
why something is so to how it could be changed and at what
cost.

Recent years have seen a continual increase in research
related to socially significant problems of international inter-
est (e.g., Fleishman, 1999). Through diverse programs of the
United Nations and its specialized agencies, psychologists
became involved in such humanitarian endeavors as design-
ing psychological first-aid programs for children trauma-
tized by civil strife and war, facilitating mental health and
health policy deliberations, and treating survivors of war
trauma and torture (e.g., Hanscom, 2001; Kapor-Stanulovic,
1999).

One specific example of psychologists’ involvement in
social change is the case of South Africa beginning in the
1980s when the world became increasingly aware of the
injustices of the apartheid system. The presence of apartheid
resonated strongly for U.S. psychologists, especially among
African Americans, other psychologists of color, and Jewish
immigrants who had come to the United States from pre- and
post-World War II Europe.

The APA began to take action in 1981 when its finance
committee divested its holdings in five corporations with
direct assets in South Africa and agreed to bar future South
African investments until further notice. In 1986, the APA
issued a resolution urging “American psychologists to refuse
to collaborate in projects sponsored by the South African
government until human rights reforms are instituted.”
Strictly interpreted, this resolution virtually prohibited inter-
action with South African psychologists, regardless of race,
since all the country’s universities and clinics were govern-
ment sponsored.

Over the years, the APA resisted a number of pleas to
amend the resolution and generally declined invitations, even
from black-sponsored organizations, to go to meetings in
South Africa. The sole exception were several planning
meetings—convened by the culturally diverse and represen-
tative Psychology and Apartheid Committee—which led to

the 1994 inauguration of the Psychological Society of South
Africa, replacing the former Psychological Association of
South Africa. While the APA encouraged and supported a
variety of programs to bring Black South Africans to U.S.
institutions and meetings, the Association’s Council of Rep-
resentatives did not rescind either its policy or the practice of
divestiture until after the 1994 election of Nelson Mandela to
the presidency of South Africa.

THE TREND FROM AMERICANIZATION
TO INTERNATIONALIZATION

In discussions with colleagues in diverse parts of the world,
the complaint was often voiced that, particularly since the
end of World War II, psychology has been “Americanized,” a
term described by Graumann (1997) as a “critical polemic
catch-word to designate the expansion of the American way
of life” into other cultures (p. 265). Van Strien (1997) de-
scribed Americanization as a form of “scientific coloniza-
tion,” meaning intellectual domination of an existing culture
by a foreign, more powerful one. Van Strien did not mean to
imply an enforced suppression of an older culture but a more
voluntary submission to a dominant culture, a kind of “colo-
nial pact,” a term ascribed to Moscovici.

Graumann (1997) reviews what he believes “American”
means for U.S. psychologists. He cites Cattell’s recollection
that when he presented Wundt with his proposal to study “the
objective measurement of the time of reactions with special
reference to individual differences,” Wundt commented
that it was “ganz Amerikanisch” (“typically American”).
In his view, only psychologists could be the subjects in
psychological experiments. Graumann cites other examples,
noting Koch’s (1985) account of what he calls “psychology’s
American naturalization,” meaning “despite its European
origins, psychology acquired the attributes of an almost
uniquely American enterprise.” Graumann (1997) notes
that the “early generations of Wundt-trained American psy-
chologists” after their return to the United States turned to
“applied and commercial interests.” Cattell, Judd, Hall,
Witmer, and many others were all soon engaged in commer-
cializing psychology in one form or another. Graumann
(1997) sums up that “when Americans speak of American
psychology, they usually refer to features characteristic of
American culture that is seen in contrast to its European
origins” (p. 267).

There is ample evidence that following the emigration
of many leading psychologists from Hitler’s Germany and
Austria in the 1930s, the center of gravity in psychology
shifted from Europe to the United States. Triandis (1980) has
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speculated that most of the psychologists who ever lived and
who are now living can be found in the United States.
Rosenzweig (1984) noted that whereas the American Psycho-
logical Association was only one of 44 member societies
belonging to the International Union of Psychological
Science, “membership of the APA comes close to equaling
the membership of all the other 43 associations together.”
Within this context it was hardly surprising that U.S. psy-
chologists were accused of being “provincial, insular, and
ego-centered” (Sexton & Misiak, 1976). Brandt (1970)
asserted that U.S. psychology disregards almost completely
research done in other countries and published in languages
other than English. In his view, there was no English-
language market for research that conflicted with U.S. psy-
chology. Few university libraries subscribed to journals
published abroad, and even fewer U.S. psychologists regu-
larly read non-English publications. More recently, Draguns
(2001) contended that the development of international psy-
chology is obstructed by the “massive disregard” of contribu-
tions published in languages other than English.

In 1977, Diaz-Guerrero (1977) wrote that “the average
American psychologist, in spite of having the greatest re-
sources and possibly the highest levels of technical training,
may be much more ethnocentric and parochial than others”
(p. 935). Ardilla (1982b) commented that many of the values
and assumptions in English-speaking countries seem alien to
the Latin American way of thinking. Russell (1984) recalls an
incident when, in toasting colleagues at an international din-
ner, a Mexican psychologist said, “We Mexican psycholo-
gists are very humble because we are so far away from God
and so close to the United States” (p. 1021). Such remarks
may have been made only partly in jest. More recently, Jing
(2000) noted that “what goes in the name of psychology
today mainly reflects the theories and ideas of the United
States” (p. 579).

While the perceptions of U.S. psychology were often
mixed, efforts persisted to keep open and widen the channels
of communication (Rosenzweig, 1979). Russell (1984) re-
calls how at the 1957 Congress of International Psychology
in Brussels, a time when he served as APA executive officer,
he was approached by A. R. Luria, the representative of the
Society of Psychologists in the USSR. Luria expressed con-
cern not about Soviet psychologists receiving an adequate
number of U.S. publications (which were translated by the
USSR government for those of his colleagues who could not
read English) but about the fact that very few Soviet publica-
tions were available in translation for U.S. consumption. The
Brussels exchange was eventually followed 20 years later by
an article in the American Psychologist comparing American

and Soviet approaches to clinical neuropsychology (Luria &
Majovski, 1977).

In recent years, fostered by the IUPsyS and the IAAP, the
trend from Americanization to internationalization has be-
come ever stronger. One example is the growth of European
associations and international journals published in English
(Lunt & Poortinga, 1996). Another example is the European
Psychologist, which began publication in 1996 under the
auspices of the European Federation of Professional Psychol-
ogists Associations. Journals produced by the American
Psychological Association have invited non-U.S. colleagues
as associate editors and peer reviewers. The number of arti-
cles by authors residing outside the United States has steadily
increased (Fleishman, 1999). Psychology’s knowledge and
practice base is expanding through ever growing electronic
links with colleagues in developed and developing coun-
tries (Mays, Rubin, Sabourin, & Walker, 1996; Pawlick &
d’Ydewalle, 1996). Electronic communication “supplies the
means for geographically distant but intellectually close col-
laboration” (Fowler, 1996, p. 6).

Echoing Cattell (1930), Fowler (1996) noted on the 50th
anniversary of the American Psychologist that “collaboration
and contributions to the same bodies of literature by psychol-
ogists who work in different countries are at times more
difficult than in other disciplines, some of which have long
histories of international collaboration” (p. 5).As the chief ex-
ecutive officer of the APA, he pledged that “unifying the field
by forging among psychologists many long-lasting coopera-
tive efforts that span international boundaries is a goal we have
adopted and will continue to pursue vigorously” (p. 6).

Particularly noteworthy in the new millennium is the
launching of a “publication” by the International Union of
Psychological Science. As described by Rosenzweig et al.
(2000), Psychology: IUPsyS Global Resource is congruent
with electronic computer capabilities coming online through-
out the world. Disseminated in CD-ROM format, it includes
brief descriptions and histories of the state of psychology in
84 countries, contact information for national psychological
societies, a directory of international psychological societies,
an international directory with postal and electronic ad-
dresses for scholarly institutions in 147 countries, a coded
bibliography of published papers about psychology in each
country, and abstracts of all papers presented at the quadren-
nial International Congress of Psychology beginning with
1996 and to be continued into the future. Psychology, like
music, is adapting new technologies to facilitate communica-
tion of a universal message.

Table 25.1 presents a chronology of milestones in interna-
tional psychology.
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550
B.C.E.

387
B.C.E.

330
B.C.E.

1276

1557

1738

1824

1843

1850

1855

1860

1870

1873

Plato founded the Academy
in Athens.

Peter of Spain became John
XXI, the first psychologist
Pope.

Barzillai Quaife, an
immigrant British cleric,
lectured at Sydney College,
laying the groundwork for
the development of
psychology in Australia.

Wilhelm Wundt received his
MD degree at the University
of Heidelberg.

The first chair in psychology
was established at the
University of Bern,
Switzerland.

After the death of Confucius, his
disciples published his teachings in the
Analects, a guide to the proper behavior
of individuals in society.

Aristotle wrote De Anima, considered
to be the first book of psychology.

Also a physician, Peter of Spain
authored De Anima, an account of
the historical development of
psychological ideas found in Greek
and Islamic works.

Physica Speculatio was published in
Mexico. This treatise, authored by the
Catholic priest Alonzo de la Veracruz,
described behavior from an Aristotelian
perspective.

Christian von Wolff introduced the
concept of measuring mental phenom-
ena in his book Psychologia Empirica.

F. Herbart laid the foundation for
German psychology with the
publication of Psychologie als
Wissenschaft: Neu Gegründet auf
Erfahrung, Metaphysik, und
Mathematik.

Les Annales Médico-Psychologiques,
the oldest French specialized journal,
was founded.

Roberto Ardigo authored La Psicologia
come scienza positiva, the first Italian
Psychological Treatise.

T Ribot published La Psychologie
anglaise contemporaine, followed in
1879 by La Psychologie allemande
contemporaine. These texts introduced
the work of English and German
psychologists in France.

Tanzan Hara, a Zen priest, wrote
Experimental Records of Mind, one of
the first Japanese empirical studies in
psychology.

TABLE 25.1 Chronology of Milestones in International Psychology

Congresses Societies Events Publications

(continued)
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The first International Congress
of Physiological Psychology
took place in Paris, eight years
after Polish psychologist Julian
Ochorowicz first proposed
holding such a meeting.

The first International Congress
on Hypnotism took place in
Paris.

The Moscow Psychological
Society was established with a
membership of medical doctors,
philosophers, and physiologists
interested in psychological issues.

1875

1876

1879

1883

1884

1885

1886

1888

1889

William James founded the
first U.S. demonstration
laboratory of psychology
equipment at Harvard
University in conjunction
with the course he taught on
the relationship between
physiology and psychology.

The first Italian laboratory
for work in psychology was
established in the Liceo
di Mantova.

Wilhelm Wundt established
the first psychology
laboratory at the University
of Leipzig.

G. Stanley Hall founded the
first formal U.S. psychology
laboratory at The Johns
Hopkins University. The
University Trustees allocated
$250 for space and
equipment but, due to
campus politics, prohibited
calling the facility a
“laboratory.”

Influenced by Darwin’s
theories, Sir Fancis Galton
set up an anthropometric
laboratory that conducted
measurements of the physical
and mental characteristics of
nearly 10,000 persons.

Vladimir S. Bekhterev
founded Russia’s first
laboratory of experimental
psychology at the University
of Kazan.

Alfred Lehman, an engineer
who studied with Wundt,
opened the Psychophysical
Laboratory (renamed the
Psychological Laboratory in
1924) at the University of
Copenhagen.

Yujiro Motora gave the first
psychology lecture in Japan
at Tokyo University.

The French government
established the country’s first
psychological laboratory.

Mind, the first philosophical
psychology journal, began publication
in Britian.

The first Russian psychology journal,
Problems of Philosophy and
Psychology, was published.

TABLE 25.1 (Continued)

Congresses Societies Events Publications
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The International Congress of
Physiological Psychology was
renamed International Congress
of Psychology.

The American Psychological
Association was organized in the
study of G. Stanley Hall at Clark
University.

The British Psychological Society
(called The Psychological Society
until 1906) was founded at
University College of the
University of London. In 1965,
Queen Elizabeth II granted the
Society a royal charter.

The Société Francaise de
Psychologie was founded.

1890

1892

1893

1894

1895

1896

1898

1900

1901

Australia’s first part-time
lecturer in psychology was
appointed.

James Mark Baldwin
founded the first Canadian
psychological laboratory at
the University of Toronto.

A laboratory of experimental
psychology was founded at
the University of Louvain in
Belgium.

The first Dutch laboratory
was founded in Groningen.

The first Swiss laboratory
was founded by T. Flournoy
at the University of Geneva.

The World’s Colombian
Exposition in Chicago
featured a psychology
pavilion that presented a
scientific view of psychology
to the general public.

Philosopher A. Meinong
founded Austria’s first
psychology laboratory at the
University of Graz.

Freud conceived his dream
theory while dining at the
Bellevue Restaurant in
Vienna.

Lightner Witmer established
the world’s first
psychological clinic, at the
University of Pennsylvania.

Horacio Pinero founded Latin
America’s first laboratory of
experimental psychology at
the Colegio Nacional de
Buenos Aires.

The first Polish psychology
laboratory was founded by
philosopher/psychologist
K. Twardowski at Lwow
University.

The Psychological Index, an annual
bibliography of publications in
psychology and cognate fields, began
publication under the editorship of
J. Mark Baldwin at Princeton
University and James McKeen Cattell
at Columbia University.

Freud published The Interpretation
of Dreams.

(continued)

TABLE 25.1 (Continued)

Congresses Societies Events Publications
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The first International Congress
of Psychiatry, Neurology, and
Psychology took place in
Amsterdam. Carl Jung,
representing Freud, presented a
paper on his theories.

The first International Congress
of Psychoanalysis was
convened in Salzburg.

The Deutsche Gesellschaft fur
Experimentelle Psychologie was
founded. The organization
changed its name to the Deutsche
Gesellschaft für Psychologie
in 1929.

1902

1903

1904

1905

1906

1907

1908

The University of Madrid
established a chair in
psychology, the first such
position in the world at a
faculty of science.

Matataro Matsumoto,
educated at Yale, established
Japan’s first psychology
laboratories at Tokyo
University and the Tokyo
Higher Normal School
(which became the Tokyo
University of Education).

Ivan Pavlov first publicly
introduced his conditioned
reflex theory in a talk on
“Experimental Psychology
and Psychopathology of
Animals,” presented at the
International Congress of
Medicine in Madrid.

The Louisiana Purchase
Exposition, also known as
the St. Louis World’s Fair,
featured an exhibit of
psychological instruments
and sponsored a five-day
series of addresses by
prominent psychologists.

The vice-chancellor of
Calcutta University
introduced experimental
psychology as an
independent subject in the
postgraduate course syllabus.

Alfred Binet introduced the
Binet and Simon Intelligence
Scale at the 5th International
Congress of Psychology in
Rome.

Psychology in Italy was
officially acknowledged by
the establishment of chairs at
the universities of Rome,
Naples, and Italy.

The first Romanian Chair of
Psychology and Laboratory
of Experimental Psychology
were established at the
University of Bucharest.

Cairo University introduced
psychology as a minor
subject in the philosophy and
sociology curricula.

TABLE 25.1 (Continued)
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The International Psychoanalytic
Association was formed in
Nuremberg with Carl Jung as
the first president.

The Societa Italiana de Psicologia
was founded.

1909

1910

1911

1912

1915

1916

1917

A. Aall, a professor of
philosophy, founded
Norway’s first psychology
laboratory at the University
of Oslo.

The 20th anniversary
celebration of Clark
University brought together
G. Stanley Hall, William
James, and leading
Europeans. It was Freud’s
only appearance in the United
States; he called it “the first
official recognition of our
work.”

The first Czech psychological
laboratory opened in Prague
at the Physiological Institute
of the School of Medicine.

The Moscow Institute of
Psychology opened at the
University of Moscow.

The first German
psychological testing center
for armed forces was
established for the selection
of World War I motor
transport drivers.

India’s first psychology
laboratory was established at
Calcutta University.

Enrique C. Arargon founded
Mexico’s first psychology
laboratory at the Autonomous
National University’s School
of Higher Studies.

Johns Hopkins University
psychologist John B. Watson
was ordered into the military
and sent to England, where
he was assigned to test
aviators for the Signal Corps.
His service almost resulted in
a court-martial when he
proclaimed his fellow
American officers
“nincompoops” and military
service as “a nightmare.”

The first Chinese
psychological laboratory was
established at Beijing
University.

The first Japanese psychology journal,
Shinri Kenkyu, appeared.

Danish gestalt psychologist Edgar John
Rubin published the famous “vase/two
faces” figure created by an ambiguous
figure-ground relationship.
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E. Claparède convened the
first International Congress of
Applied Psychology in Geneva.
The 17 participants from eight
countries founded the
International Association of
Applied Psychology, the oldest
international organization of
individual psychologists.

The first International Congress
on Mental Hygiene met in
Washington, DC.

The International Association of
Applied Psychology was founded.

The Chinese Psychological
Society was founded but was
dissolved after a few years.

The Moscow Psychological
Society was disbanded and its
members (along with members of
the St. Petersburg Philosophical
Society) were exiled to the West.

The Indian Psychological
Association was founded.

The Japanese Psychological
Association was founded in Tokyo
at the country’s first psychology
convention.

The Hungarian Psychological
Association was founded.

The Argentine Psychological
Society was founded.

1918

1920

1921

1922

1925

1926

1927

1928

1929

1930

1935

South Africa’s first chair and
department of psychology
were established at
Stellenbosch University.

The first Chinese Department
of Psychology was
established at Nanking
Normal School.

Yugoslavia’s first psychology
institute was established at
the University of Zagreb.

The first Finnish Institute of
Psychology was founded at
the University of Turku.

Uruguay’s first psychology
chair was established at the
Institutos Normales de
Montevideo.

The first Greek psychology
laboratory was established at
the University of Athens.

China’s first psychology
laboratory was established at
Beijing University.

Ivan Pavlov addressed the 9th
International Congress of
Psychology in New Haven.
For the first and only time,
APA canceled its annual
convention to encourage its
members’ participation at the
Congress.

Swiss publisher Bircher produced
Hermann Rorschach’s
Psychodiagnostik, describing the
inkblot method of personality
assessment. Seven other publishers had
previously declined the manuscript and
accompanying cards. Rorschach died
10 months later.

The Chinese Psychological Society
published the country’s first
psychological journal, Psychology.

Psychological Abstracts was first
published under the auspice of APA.

The University of Buenos Aires
Faculty of Philosophy and letters
introduced the first Latin American
journal, Anales del Institute de
Psicologia.
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Activity in the Chinese
Psychological Society was
resumed only to be discontinued
later that year by the onset of the
Sino-Japanese War (see 1921).

The Canadian Psychological
Association was founded.

The National Council of Women
Psychologists (NCWP) was
founded in New York.

The Ecuador Society of
Psychological and Psychiatric
Studies and Related Disciplines
was established.

The Swiss Psychological Society
was founded.

The Australian Branch of the
British Psychological Society was
established.

The NCWP (see 1941) became the
International Council of Women
Psychologists.

1936

1937

1938

1941

1942

1943

1944

1945

1946

The Soviet Government
issued a resolution
condemning psychology and
the use of psychological
measurements.

Professor G. Edilian
established the first Armenian
psychology library at Yerevan
University.

The Netherlands Institute of
Psychology was founded at
the University of Amsterdam.

The Georgian Institute of
Psychology was founded in
Tbilisi.

The University of Ottawa
opened the Institute of
Psychology, leading to the
establishment of independent
psychology departments in
Canadian universities.

The American Psychological
Association established its
Committee on International
Planning for Psychology,
which later became the
Committee on International
Relations in Psychology.

Guatemala introduced the
country’s first professional
psychology training program.

The Nazi government suspended
publication, at the close of volume 112,
of the Archiv für die gesamte
Psychologie since it could no longer be
concealed that the printer’s
grandmother was Jewish.

The first psychology journal of the
Arab world, The Journal of
Psychology, was published in Egypt.
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The first Scandinavian Meeting
of Psychologists took place in
Oslo with 400 participants from
Finland, Iceland, Denmark,
Sweden, and Norway.

The first International Congress
of Gerontology took place in
Liege, Belgium.

The Association of Danish
Psychologists was founded.

The Egyptian Association for
Psychological Studies was
founded.

The Polish Psychological
Association was founded.

The World Federation for Mental
Health was founded at the Third
International Congress on Mental
Hygiene in London.

The Brazilian Association of
Applied Psychology was founded.

The Chinese Psychological
society was reorganized but was
closed again in 1966 (see 1921,
1937).

The Interamerican Society of
Psychology (known by its
Spanish-language acronym as
SIP) was founded during the
Fourth International Congress on
Mental Health in Mexico City.

The International Union of Scien-
tific Psychology, now the Interna-
tional Union of Psychological Sci-
ence (IUPsyS), was founded at the
13th International Congress of
Psychology in Stockholm. French,
Spanish, and English were the
official languages.

1947

1948

1949

1950

1951

Colombia’s first psychology
training program, the Institute
of Applied Psychology, was
established at the National
University in Bogotá.

The first post-World War II
meeting of German
psychologists took place in
Bonn, leading to the
establishment of the
Berufsverband Deutscher
Psychologen. One of the
leaders was Max Simoneit,
who had been part of the
group that plotted the July 20,
1944 attempt on Hitler’s life.

The Institute for Personnel
Selection and Guidance
opened in Rio de Janeiro. It
published Brazil’s most
important journal, and
offered a doctoral program
and applied research
activities.

The 12th International
Congress of Psychology,
originally scheduled for
Vienna in 1940, finally took
place in Edinburgh after
delays caused by WWII.

Professional training
programs for psychologists
were introduced in Chile.

The first Swedish
independent chair of
psychology was established
at the University of Uppsala.

The University of Ghana was
the first Anglophone African
institution to teach a course
in psychology. It became a
Department of Psychology in
1967.

The Israeli Institute of
Applied Social Research
opened in Jerusalem.

The Brazilian Boletim de Psicologia
was introduced in São Paulo.

The first postwar German-language
journal, Psychologische Rundschau,
was published.

Applied Psychology: An International
Review began publication under the
auspices of the International
Association of Applied Psychology.
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The first Interamerican
Congress of Psychology took
place in Ciudad Trujillo (now
Santo Domingo) in the
Dominican Republic.

Approximately 200
psychologists from Europe, the
Near East, and North America
met in Brussels at the First
International Symposium on
Military Psychology.

The Finnish Psychological
Society was founded.

The Spanish Psychological
Society was founded.

The Austrian Professional
Association of Psychologists was
founded.

The Psychological Society of
Uruguay was founded.

The Mexican Psychological
Society was founded.

The Peruvian Society of
Psychology was founded.

The Association of Icelandic
Psychologists was founded.

The Brazilian Association of
Psychologists was founded.

The Colombian Federation of
Psychology was founded.

The Swedish Psychological
Association was founded.

The International Association for
Analytical Psychology was
established in Zurich to advance
Jungian psychology.

The Turkish Psychological
Association was founded.

The Russian Soviet Federal
Socialist Republic Psychological
Society was founded by Order
495 of the Minister of Education.
The Society was a branch of the
Academy of Pedagogical
Sciences. It held its first meeting
in 1959.

The Slovak Psychological
Association was founded.

The Venezuelan Psychological
Federation was founded.

The Czechoslovak Psychological
Association was founded.

The Israeli Psychological
Association was founded.

1952

1953

1954

1955

1956

1957

1958

1959

Psychology was introduced at
the University of Indonesia
Faculty of Medicine in
Jakarta.

The Khartoum Branch of
Cairo University introduced
psychology in the Sudan as
part of the philosophy and
sociology curricula.

The Chinese Academy of
Sciences established the
Institute of Psychology in
Beijing.

Psychology was introduced
in Saudi Arabia concurrent
with the founding of the
University of Riyadh.

The Hebrew University in
Jerusalem established
Israel’s first department of
psychology.

The APA Convention
program featured the first
coffee hour for visitors from
abroad.

Iran’s first psychology
department was founded at
the National Teachers’
College.

The Russian journal Voprosy
psikhologii began publication.

The Polish journal Educational
Psychology began.

The Colombian Revista De Psichlogia
began publication.

The Chinese Psychological Society
introduced the Journal Acta Psycho-
logica Sinica, which was suspended
during the “Cultural Revolution”;
publication was resumed in 1979.
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The First Congress of the
International Ergonomics
Association took place in
Stockholm.

The first Congress of the
International Association for the
Scientific Study of Mental
Deficiency took place in
Montpelier, France.

The Society of Psychology of the
German Democratic Republic was
founded.

The Psychological Association of
the Philippines was founded.

The Tunisan Society of
Psychology was founded.

The Association of Greek
Psychologists was established.

The Cuban Union of Psychology
was founded.

The Salvadoran Society of
Psychology was founded.

The Panamanian Psychologists
Association was founded.

The Portuguese Psychological
Society was founded.

The Psychologists Association of
Romania was established.

The New Zealand Psychological
Society was founded, having
previously been a branch of the
British Psychological Society.

1960

1961

1962

1963

1964

1965

1966

1967

The American Psychological
Association sent a group of
senior psychologists to visit
laboratories in the Soviet
Union.

The Colegio of Venezuelan
Psychologists was founded.

The Max Planck Institute for
Human Development and
Education was founded in
Berlin.

The Young Psychologists
Program was organized for
the first time, in conjunction
with the XVII International
Congress of Psychology in
Washington, DC.

The University of Nigeria
established a department of
psychology in Nsukka.

The Department of
Psychology and Education
was established at Kuwait
University.

The University of Ghana
introduced a Department of
Psychology (see 1949).

Publication of Psicologia y Educacion
was initiated in Cuba.

The Anuario de Psicologia was
introduced in Guatemala. 

APA published the report, Some Views
on Soviet Psychology from its Soviet
mission in 1960. 

The Revista de Psicopatologia,
Psicologia Medica, y Psicoterapia
began publication in Peru. 

The Revista Venezolana de Psicologia
began publication.

The Revista Mexicana de Psicologia
began publication.

The International Union of
Psychological Science began
publishing the International Journal of
Psychology.

International Opportunities for
Advanced Training and Research in
Psychology was published with reports
from 87 countries. The publication was
the result of a meeting in France in
1962 of the International Union of
Psychological Science and the
American Psychological Association.
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The first Symposium of the
International Society for the
Study of Behavior Development
took place in Nijmegen, the
Netherlands.

The first Arab Conference of
Psychology took place in Cairo.

The first Interamerican
Congress of Clinical
Psychology was held in Porto
Alegre, Brazil.

The first Latin American
Conference on Training in
Psychology convened in
Bogotá, Colombia, with support
from UNESCO and the
International Union of
Psychological Science.

The African Conference on
Child Rearing took place in
Yaounde, Cameroon, with
support from the International
Union of Psychological
Science, UNESCO, and the
Population Council.

Cheiron, the International Society
for the History of the Behavioral
and Social Sciences, held its
organizational meeting at
New York University.

The Hong Kong Psychological
Society was founded.

The Psychological Society of
Ireland was established.

The International Association of
Cross-Cultural Psychology was
founded at the Association’s first
Congress in Hong Kong.

The Cuban Society of Psychology
of Health was founded.

The International Federation of
Psychological Medical
Organizations was established.

1968

1970

1971

1972

1973

1974

1975

The Netherlands Institute of
Psychology provided support
to Czech and Slovak
psychologists who, following
the Soviet occupation of their
country, remained in
Amsterdam after the
International Congress of
Applied Psychology.

The Brazilian government
established by law a National
Council of Psychology and
eight Regional Councils
charged with monitoring the
practice of psychology.

The Norwegian government
established the law regulating
the profession of psychology.

The USSR Academy of
Sciences Presidium issued
Resolution #1076 to establish
the Institute of Psychology in
Moscow.

The Qatar College of
Education introduced
psychology as a separate
discipline.

The University of Zimbabwe
established the country’s first
chair of professional
psychology.

The first Psychology
Department was established
at Makerere University in
Kampala, Uganda.

The European Journal of Social
Psychology was founded.
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The Jubilee Congress of the
Chinese Psychological Society
marked the first occasion when
invitations were issued to
colleagues from abroad.

The French-Speaking
Neuropsychological Society was
established.

The Chinese Psychological
Society was reopened and remains
open to date (see 1950).

The Colombian Society of
Psychology was founded.

The International Society for
Political Psychology was
established.

The French-Language Association
of Work Psychology was
established.

The Professional Union of
Psychologists was established in
Spain (see 1952).

The Nicaraguan Psychological
Association was founded.

The International Organization of
Psychophysiology was
established.

IUPsyS was admitted to the
International Council of Scientific
Unions (see 1951). 

The Psychological Association of
South Africa was established
(see 1994).

1977

1978

1980

1981

1982

The Venezuelan government
enacted the “Law of
Psychological Practice.”

The American Psychological
Association issued a
resolution protesting the exile
of Andrei Sakharov to Gorki
and joined with the U.S.
National Academy of
Sciences in postponing
official scientific exchanges
between the United States
and the Soviet Union.

The Max Planck Institute
opened the Berlin-based
Center for Psychology and
Human Development and the
Max Planck Institute for
Psycholinguistics in
Nijmegen, the Netherlands.

The Psychologists’ College
of Peru was founded.

The American Psychological
Association sent a delegation
to the People’s Republic of
China. This landmark visit,
occurring under newly
relaxed relations between the
two countries, led to
reciprocal scholarly
exchanges.

The German Journal of Psychology,
featuring English-language abstracts
and review articles, was launched by
C. J. Hogrefe Verlag under the auspices
of the International Union of
Psychological Science.

French Language Psychology began
publication in English under the
auspices of the International Union of
Psychological Science. The journal
ceased publication at the end of 1983.

The Psychological Journal of the USSR
began publication under the auspices of
the USSR Academy of Sciences.

Spanish Language Psychology was first
published in English under the auspices
of the International Union of
Psychological Science, but was
discontinued at the end of 1983.
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The first Gulf Conference of
Psychology took place in
Kuwait.

The first World Conference on
Behavioral Economics
convened in Princeton, New
Jersey.

The first European Congress of
Psychology, sponsored by the
European Federation of
Professional Psychology
Associations, took place in
Budapest, Hungary.

The first International Congress
of Behavioral Medicine took
place in Uppsala, Sweden.

The first International Congress
of Health Psychology convened
in Mexico City.

The International Society for
Theoretical Psychology was
founded.

The Union of Estonian
Psychologists was founded.

The International Federation for
Psychoanalytic Education held its
organizing meeting in
Washington, D.C.

The Hellenic Psychological
Society in Greece was founded
(see 1963).

The Psychological Association
of Namibia was founded.

The Yemen Psychological
Association was founded.

The Association of Albanian
Psychologists was founded.

The Georgian Psychological
Association was founded.

1983

1984

1985

1986

1988

1989

1990

1991

The American Psychological
Association issued a
resolution deploring the
apartheid system and urging
U.S. psychologists to refuse
to collaborate in projects
supported by the South
African government.

On November 16, Ignacio
Martin-Baro and five other
Jesuit priests, along with their
two housekeepers, were
murdered by the Salvadoran
military on the campus of the
University of Central
America in San Salvador.
Martin-Baro was a social
psychologist who founded
Revista de Psicologia del El
Salvador.
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The first Advanced Research
Training Seminars (ARTS) was
held, in conjunction with the
25th International Congress of
Psychology in Brussels.
Cosponsored by the Association
of Cross-Cultural Psychology,
the International Association of
Applied Psychology, the
International Union of
Psychological Sciences, ARTS
has been held every two years
in conjunction with the
International Congress of
Psychology and the
International Congress of
Applied Psychology.

The first International
Behavioral Neuroscience
Conference was held in San
Antonio, Texas.

The first International Congress
on Behaviorism and the
Sciences of Behavior took place
in Guadalajara, Mexico.

The first International Asian
Conference in Psychology
convened in Singapore.

The Asian-Pacific Regional
Conference of Psychology took
place in Guangzhou, China.
This was the first of a series of
biennial regional meetings
cosponsored by the IAAP and
IUPsyS.

The Regional Congress of
Psychology for Professionals in
the Americas, cosponsored by
the IAAP and IUPsyS, took
place in Mexico City.

The European Society for
Philosophy and Psychology held
its first meeting at the University
of Louvain, Belgium.

The Uganda National
Psychological Association was
founded.

The Psychological Society of
South Africa held its inaugural
Congress in Cape Town. The new
Society replaced the
Psychological Association of
South Africa, established in 1982.

The International Association for
Psychology and the Performing
Arts was founded. 

The Jordan Psychological
Association was founded.

1992

1994

1995

1996

1997

The European Psychologist was
published under the auspices of the
European Federation of Professional
Psychologists Associations.

The International Journal of
Psychotherapy, associated with the
European Association for
Psychotherapy, was first published in
cooperation with Carfax Publishing; it
is now independent.
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The Africa Psychology
Conference, cosponsored by the
IAAP and IUPsyS, took place in
Durban, South Africa.

An International Organization of
Students was founded at the
XXVII International Congress of
Psychology in Stockholm.

1998

1999

2000

2001

The International Psychology
Division (52) of the
American Psychological
Association was established
with over 800 charter
members.

Journal of International Women’s
Studies, an electronic online journal,
was initiated at the Massachusetts
College of Liberal Arts. It is now
located at Bridgeport College,
Bridgeport, Mass.

The International Journal of Clinical
Psychology (IJCP) published its initial
issue in January. It is available in print
or online.
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Among the scientific societies that proliferated across Europe
and North America in the latter half of the nineteenth century
were psychological societies and organizations (Appel, 1988;
Gundlach, 1997). At the beginning of the twenty-first cen-
tury, there are well over 1,000 psychological associations,
societies, or organizations. In this chapter, we will provide a
descriptive history of the development of organized psychol-
ogy, beginning with international organizations, then moving
to national, regional, and, finally, specialty organizations. We
will not be exhaustive in our description; rather, we will at-
tempt to present a representation of the various types of psy-
chological societies.

INTERNATIONAL PSYCHOLOGICAL
ORGANIZATIONS

As the possibility of a new science of psychology grew across
Europe in the late nineteenth century, the first cohort of psy-
chologists loosely organized themselves into local societies
or participated in the organizational life of other scientific so-
cieties. Improvements in transportation and communication
were instrumental in facilitating more formal associations by
making travel to distant sites quicker and safer. Beginning in
1889, psychologists began to meet their colleagues from
other cities or universities at international congresses of

psychology. The diverse interests that were represented in
these meetings reflected the heterogeneity of psychology dur-
ing the period. For example, organizers with interests as di-
verse as hypnosis and psychical research sponsored the first
two International Congresses of Psychology. Jean Martin
Charcot (1825–1893) and his colleagues in the Société de
Psychologie Physiologique organized the first International
Congress of Psychology held at the Paris World Fair of 1889.
Charcot was president of this first congress, and his research
and clinical interests in hypnosis were represented in approx-
imately one-third of the congress papers (Silverman, 1989;
Smith, 1997). The London Society for Psychical Research or-
ganized the second International Congress of Psychology in
1892. Although their themes were perhaps peripheral to the
interests of most scientific psychologists, these first two con-
gresses provided a venue for psychologists to gather, discuss
research, and make plans for future cooperation. The interna-
tional congresses helped bring together scholars with a com-
mon interest in the new discipline and played a vital role in
the establishment of psychological associations.

The International Union of Psychological Sciences

The international congresses eventually led to an umbrella
organization of psychological science. For many years, the
International Congress Committee served as the steering
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group that provided continuity from one congress to the
next. In 1948, an international organization to support and
promote psychology worldwide was formally discussed at the
first post–World War II congress in Edinburgh. The United
Nations Educational, Scientific, and Cultural Organization
(UNESCO) indicated a willingness to provide financial sup-
port for international scientific organizations. So, in 1951 the
International Union of Scientific Psychology (IUSP) was
formed at the Stockholm meeting of the International
Congress with a name change to the International Union of
Psychological Sciences in 1965. The International Union
of Psychological Sciences became a member of the Interna-
tional Council of Scientific Unions in 1982, with an attendant
change in name to the current International Union of Psycho-
logical Sciences (IUPsyS). In 1952, the IUPsyS became a
member of the International Social Science Council. The
IUPsyS is one of only two scientific unions that belong to
both the International Council of Scientific Unions and the In-
ternational Social Science Council, thus providing a bridge
between the natural sciences and the social and behavioral sci-
ences (Rosenzweig, Holtzman, Sabourin, & Belanger, 2000).

Membership in IUPsyS is by national associations rather
than individual psychologists. There were 20 initial member
nations, mostly drawn from western Europe, but also includ-
ing Canada, the United States, Egypt, Japan, Brazil, Cuba,
and Uruguay. As national associations formed over the sec-
ond half of the twentieth century, membership grew to in-
clude associations from every continent. At the beginning of
the twenty-first century, the IUPsyS represented 66 na-
tional members, which, in turn, represented most of the
500,000 or so psychologists around the world. There are 11
organizations affiliated with IUPsyS. In addition to sponsor-
ing the International Congress of Psychology every 4 years,
IUPsyS publishes The International Journal of Psychology
and facilitates communication among its national members
(Rosenzweig et al., 2000).

The International Association of Applied Psychology

The International Association of Applied Psychology (IAAP)
is the oldest international association of individual psycholo-
gists. The archives of the IAAP were destroyed during World
War II, so the full history of the early years of the association
cannot be told. What is known is that in 1920, Edouard
Claparède (1873–1940) and Pierre Bovet (1878–1965), of
the Rousseau Institute in Geneva, Switzerland, organized the
first International Conference of Psychotechnics Applied to
Vocational Guidance. Despite its impressive title, there were
fewer than 50 conference participants. The conference was
hastily arranged to coincide with the annual training course

in vocational guidance offered by the Swiss Association for
Vocational Guidance and Apprentice Welfare (Gundlach,
1998). Vocational guidance was a new area for psychologists
and educators in Europe and the United States. The concept
was pioneered in the United States by attorney Frank Parsons
(1854–1908) and experimental psychologist Hugo Münster-
berg (1863–1916). In Europe, it formed a part of the bur-
geoning field of psychotechnics, in which the apparatus of
experimental psychology laboratories were used to test voca-
tional aptitude and to assist in the selection of personnel (van
Drunen, 1997).

Although the number of participants was small, the papers
were well received and it was decided to have a second,
larger, congress the next year in Barcelona. Following this
first conference, the International Association of Psychotech-
nics was founded with Claparède as its first president, a post
he held until his death in 1941. However, the actual legal
incorporation was not until 1927, when the group merged
with the International Association for Psychology and Psy-
chotechnics (Gundlach, 1998). The name was changed to the
International Association of Applied Psychology (IAAP) in
1955 (Wilpert, 2000).

The association sponsored international meetings on an ir-
regular basis until 1976, when an agreement was reached
with the IUPsyS to hold congresses every fourth year on an
alternating basis. The International Congresses of Applied
Psychology are currently held every 4 years, 2 years after the
preceding International Congress of Psychology, so there is a
major international congress every 2 years.

At the beginning of the twenty-first century, the IAAP had
more than 2,000 members in over 90 countries. In 1978, the
association began to organize its members into divisions that
represent various fields of psychology; at the end of the twen-
tieth century there were 14 such divisions. It was also in the
late 1970s that the association began forming committees and
task forces to implement its members’ initiatives. The
mission of the IAAP is to advance scientific work in ap-
plied psychology around the world. Its publications in the
service of this mission include Applied Psychology: An Inter-
national Review and the International Journal of Applied
Psychology.

The International Council of Psychologists

The National Council of Women Psychologists (NCWP)
began in December 1941 as an organization to promote the
interests of women psychologists in the United States. The
name was changed to the International Council of Women
Psychologists after World War II and to the current Interna-
tional Council of Psychologists in 1959.
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As American psychologists began to prepare for national
service in the event of U.S. involvement in the war, women
psychologists felt excluded. One stated that she and her
women colleagues grew frustrated with male psychologists
who either wanted to go on “reading papers on rat reactions
and retroactive inhibitions as though psychology had no
concern with a world already launched into inferno” or who
sought to exclude women from war work (Schwesinger,
1943, p. 298). Women psychologists were repeatedly coun-
seled by male psychologists in leadership positions in orga-
nized psychology to wait patiently. Finally, when it became
clear that nothing was going to be done for them, a group of
50 women voted to organize as the National Council of
Women Psychologists (Capshew & Laszlo, 1986). By June
1942, membership had grown to 240 women PhD psycholo-
gists (Schwesinger, 1943). The NCWP was successful in
gaining its members useful civilian roles in wartime service.
NWCP members provided a variety of educational, assess-
ment, and placement services. However, the NWCP was un-
able to significantly increase the number of women faculty
members, even though there was a chronic shortage of quali-
fied male professors of psychology.

Membership in the NCWP declined after the war. Rather
than disband, its leaders decided to add an international focus
and took a new name, the International Council of Women
Psychologists (Carrington, 1952). The ICWP developed an
extensive educational and support role for psychologists
around the world. Included among these activities were sup-
port for displaced psychologists and the publication of a
book, Women Psychologists: Their Work and Training and
Professional Opportunities (1950), meant to encourage
young women to become psychologists.

However, the promotion of women in psychology
remained the first goal of the ICWP. The 1950s was an era
that was not sympathetic to women’s issues. Leading
male psychologists were frequently unsympathetic, if not
hostile, to women as professional colleagues (e.g., Boring,
1951). One departmental chairman stated that if “women
were really capable, nothing could hold them back and
that any effort to support women psychologists just because
they were women was a mistake” (cited in Walsh, 1985,
p. 21). Leaders of the ICWP sought divisional membership
in the American Psychological Association (APA) as a
means to gain a voice for women’s issues in psychology but
were repeatedly turned down by the APA leadership. In
1959, after considerable discussion, the ICWP changed its
constitution to allow men to become members and its name
to the International Council of Psychologists. Still, the APA
would not admit the organization to divisional status
(Walsh, 1985).

After 1959, the mission of the ICP was broadened so that
the advancement of women and men in psychology was fo-
cused on psychological science and practice in the interna-
tional arena. The ICP now has women and men members in
over 90 countries and sponsors annual meetings at various
sites around the world. The ICP is registered as a Non-
Governmental Organization with consultative status at the
United Nations and has representation on many UN initia-
tives. Members of the ICP are organized in committees
and interest groups that reflect a broad array of psychologi-
cal concerns and activities (Davis, 2000; Gielen, Adler, &
Milgram, 1992).

The ICP and the APA cohost a reception for international
visitors at each annual APA convention. The two organiza-
tions also jointly sponsor a program to donate books and
journals to libraries in third-world countries.

International Associations: Regional

The European Federation of Professional Psychology Asso-
ciations and the Interamerican Society of Psychology are the
two major regional psychological associations that hold reg-
ular conventions in years when neither the IUPsyS nor the
IAAP are holding their congresses. In addition, the IAAP and
the IUPsyS jointly sponsor regional conferences on a peri-
odic basis, usually in developing areas of the world.

The Interamerican Society of Psychology

The Interamerican Society of Psychology (usually known
by its Spanish-language acronym, SIP) was founded in De-
cember 1951 during the Congress of the World Federation
of Mental Health. The founding members intended for the so-
ciety to be a small group of prominent psychologists who
would work together to foster psychological science in the
Americas and the Caribbean. There were only 50 members in
1953, most from the United States, Mexico, and a few
Caribbean islands. However, membership grew to more than
900 by 1964, and the society was restructured to accommo-
date growth. The number of countries represented grew to
include many more Latin American countries. In 2000, the
society’s membership included approximately 1,000 individ-
uals from 26 countries.

To fulfill its mission to promote psychology in the Western
Hemisphere, the society has held the Interamerican Congress
of Psychology since 1953. For the first 7 years, the congress
was held annually, with a move to biennial meetings held in
odd-numbered years after 1959. All the major areas of psy-
chology have been historically represented in the society and
at the congresses. Focuses in the last years of the twentieth
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century included community/social psychology, psychology
applied to education, and AIDS prevention (Ferdman, 2000).

As of the beginning of the twenty-first century, the SIP re-
mained the preeminent regional psychological organization
for the Western Hemisphere. Through its journal, its Internet-
based listserv, and its congress, the SIP was able to effec-
tively promote the development of psychology in its member
nations.

The European Federation of Professional
Psychology Associations

Like the IUPsyS, the European Federation of Professional
Psychology Associations (EFPPA) restricts its membership
to national psychological associations, with only one associ-
ation per country permitted to hold membership. The EFPPA
was founded in 1981 and reflects the changes in Europe as its
countries move toward political and economic unity.

Twelve national psychology associations held charter
membership in the EFPPA. In 2000, that number had grown
to 30 member nations, whose associations represented over
100,000 individual psychologists. Professional issues such as
training, curricula, ethics, and professional regulation have
historically been the principal focus of the EFPPA, but the as-
sociation considers the integration of practice and research to
be an indispensable goal for European psychology.

A central focus of the EFPPA has been the development of
Europe-wide training standards for psychologists. This focus
reflected the political directives of the European Community
that encouraged professions in member states to develop
common standards. In psychology, this move eventuated in
the adoption in 1990 of formal guidelines under the rubric
“Optimal Standards for Training.” The goal of the EFPPA at
the end of the twentieth century was to develop a formal
framework that would lead to a European Diploma for Psy-
chologists (Lunt, 1996, 2000).

The EFPPA has held biennial assemblies since 1982. In
1996, the association began sponsoring publication of the
European Psychologist, which was a primary means of com-
munication among its members.

Other Regional Meetings

Since 1995, regional congresses of psychology have been
held, primarily in developing areas of the world, under the
cosponsorship of the IUPsyS and the IAAP. These con-
gresses usually do not involve permanent regional organi-
zations; rather, the host country organizes them, and most
participants come from the surrounding region, although psy-
chologists from other regions are welcome to register and

attend. These regional meetings are especially important for
younger psychologists and colleagues from less developed
countries who may not be able to afford the travel costs and
registration fees for world congresses. Regional congresses
have been held in Guangzhou, China (1995), Mexico City,
Mexico (1997), Durban, South Africa (1999) and Mumbai,
India (2001).

International Associations: Specialized

There are many international organizations that represent psy-
chologists who are interested in specific areas of research or
practice. Fourteen international organizations are affiliated
with the IUPsyS. In addition, there are at least 65 others,
and probably more. Also, at least 30 specialized organizations
focus primarily on members in a particular region, such as
Europe, Asia–South Pacific, and the Nordic countries. Almost
all of these organizations were established in the last half of the
twentieth century.

Among the more prominent specialized international or-
ganizations are the International Neuropsychological Society
(est. 1967), the International Society for the Study of Behav-
ioural Development (est. 1969), the Jean Piaget Society (est.
1970), the International Association for Cross-Cultural Psy-
chology (est. 1972), and the International Test Commission
(est. 1974). Examples of specialized regional associations in-
clude the European Association of Psychological Assessment
(est. 1990), the European Health Psychology Society (est.
1986), and the International Society of Political Psychology
(est. 1978).

NATIONAL PSYCHOLOGICAL ASSOCIATIONS

The first national psychological organization was the
American Psychological Association (1892). Its history will
be given in greater detail below. By 1925, eight national asso-
ciations had been established; by 2000, 66 national associa-
tions had been recognized by the IUPsyS, and there were
national associations in at least 15 other countries.

The development of national organizations outside the
United States occurred first in Europe, followed by South
America and Asia; African nations have only recently begun
to organize such associations.

Europe

In the first decade of the twentieth century, psychologists
in four European nations formed national associations:
Great Britain and France (1901), Germany (1904), and Italy
(1910). The Psychological Society, changed to the British
Psychological Society in 1906, was formed in October 1901
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by 10 psychologists who met at University College, London
(Bunn, 2000). The French Psychological Society (SFP) was
also founded in 1901. Its initial mission was to promote sci-
entific research, but over the course of the twentieth century it
has developed a greater emphasis on the practice of psychol-
ogy. In Germany, psychologists G. E. Mueller, Oswald Kulpe,
and Herman Ebbinghaus formed the Society of Experimental
Psychology (SEP) in 1904; the name was later changed to
German Society for Psychology (DGPs). As in other psycho-
logical organizations formed in this period, the emphasis in
the SEP was on scientific research. Much was lost during the
Nazi period, with the result that organized psychology had to
be completely rebuilt after World War II. Two German states
were created in 1949: the German Democratic Republic
(East Germany) and the Federal Republic of Germany (West
Germany). The DGPs continued as the primary national asso-
ciation of academic psychologists in the latter and had
approximately 1,800 members at the end of the twentieth cen-
tury. In 1946, the Professional Association of German Psy-
chologists was founded; its focus was (and is) the application
of psychology outside the universities. Its membership at the
beginning of the twenty-first century was approximately
21,000. In the German Democratic Republic, a new profes-
sional society was formed in 1962. The Society for Psychol-
ogy (GfP) was mainly concerned with scientific psychology
in adherence to Marxist-Leninist principles; it had approxi-
mately 2,500 members at the time of German reunification in
1990. The GfP dissolved at that time and its members were
able to choose to affiliate with either the DGPs or the Profes-
sional Association of German Psychologists (Dumont &
Louw, 2001; Trommsdorf & Sprung; 2000). The Italian Psy-
chological Society (SIPs) was formed in 1910 as a scientific
society. During the twentieth century, other smaller societies,
many devoted to professional practice or specialized research
areas, joined the SIPs. It had eight specialty divisions and
20 regional sections at the end of the twentieth century.

Growth in other parts of Europe came more slowly, and
only in Hungary (1928) and the Netherlands (1938) had
national organizations formed before World War II began.
The Swiss Psychological Society was formed during the
war (1943). After the war, growth was more rapid. Denmark
(1947), Poland (1948), Finland (1952), Spain (1952), Austria
(1953), Iceland (1954), and Sweden (1955) formed national
psychological societies in the first decade after the end of the
war. 

Growth in the Soviet Union was slowed by governmental
opposition to behavioral science from 1936 until 1955.
Among the various republics of the Soviet Union, Georgia
was the first to allow psychologists to organize (1941), while
Russia did not allow an association until 1957.

Since1955,nationalpsychologicalorganizationshavebeen
formed in almost every nation of Europe, including Turkey
(1956), Czechoslovakia (1958), Greece (1963), Portugal
(1965), Romania (1965), Ireland (1970), Estonia (1988), and
Albania (1991).

Asia

China was the first Asian country where psychologists
formed a national society (Chinese Psychological Society,
1921), but because of the nation’s internal political conflicts,
the organization disbanded after a few years. The society was
briefly reorganized in 1937 but was dissolved again when
Japan invaded China. The Chinese Psychological Society re-
sumed operation in 1950, only to close in 1966 for 10 years
during the Cultural Revolution. In 1977, the organization was
able to resume its activities. At the end of the twentieth cen-
tury, the society had approximately 3,000 members.

The Indian Psychological Association was formed in
1925. Psychology in Japan began with the visit of former
APA president G. T. Ladd in the late 1800s. One of his
Japanese students, M. Mastumoto, helped train the first gen-
eration of Japanese psychologists. It was not until 1927, how-
ever, that the Japanese Psychological Association was
founded. Its membership remained small until after World
War II; by the year 2000 its membership was approximately
5,000. Other more specialized psychological societies are
affiliated with the JPA, including the Japanese Association
of Educational Psychology (est. 1952) and the Association of
Japanese Clinical Psychology (est. 1982).

It was not until 1952 that psychologists in another Asian
nation, Indonesia, formed a national society. Since then,
national associations have formed in the Philippines, Hong
Kong, Bangladesh, Korea, Singapore, Mongolia, Vietnam,
and Pakistan.

The Near and Middle East

The first psychological organization in the Arab world was
established in Egypt in 1948. The Israeli Psychological Asso-
ciation was formed a decade later (1958), with Tunisian
psychologists following in 1962. In the last decade of the
twentieth century, psychologists in Yemen (1990) and Jordan
(1996) formed national societies. Other countries in the re-
gion with national associations are Iran and Morocco.

South and Central America and the Caribbean

Experimental psychology began in Latin America in 1898
with the establishment of a laboratory inArgentina. It was also
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in Argentina (1930) that the first national society of psycholo-
gists in South America was formed. Ecuador (1942) followed,
and by 1981 national organizations had formed in a number
of South and Central American countries, including Brazil
(1949),Mexico (1953),Uruguay(1953),Peru (1954),Venezuela
(1957), Cuba (1964), and Panama (1965), Colombia (1978), and
Nicaragua (1981). Chile and the Dominican Republic also have
national psychological organizations.

Africa

The South African Psychological Association (SAPA) was
formed in 1948. From its beginning, it incorporated both
academic and professional psychologists. Conflict over
apartheid led to a separate Whites only organization in 1961,
the Psychological Institute of the Republic of South Africa
(PIRSA). A new association of psychologists without racial
restrictions was formed when the two groups merged to form
the Psychological Association of South Africa (PASA) in
1983 (Dumont & Louw, 2001). At the beginning of the
twenty-first century, membership in PASA was approxi-
mately 5,000; 90% of PASA’s members were white. Other
national associations of psychologists formed in Africa were
in Zimbabwe (1971), Namibia (1990), and Uganda (1992).

Others

The Canadian Psychological Association was formed in 1938
and held its first annual meeting in 1940 (Dzinas, 2000).
Psychologists in Australia (1966) and New Zealand (1967)
formed independent national organizations after initial mem-
berships as branches of the British Psychological Society.

North America

The development and organization of psychology in the
United States is best viewed against the backdrop of changes
in American life and society. Along with a number of other
disciplines (e.g., economics, political science, biochemistry,
physiology) in the last two decades of the nineteenth century,
the new psychology grew and prospered as it responded to
the needs of American society (Appel, 1988; Kohler, 1982;
Sokal, 1992). The Progressive movement in politics was one
overt response to the calls for a more efficient, less corrupt,
social order, while in academia there was a parallel response
as American universities sought to provide trained personnel
to fill the new professional niches created by the demands for
a more efficient society.

The modern university that emerged after the U.S. Civil
War was both a product and a producer of the increasingly

rationalized society (Veysey, 1965). As Wiebe (1967) points
out, this was the era of the rise of the expert who restricted
himself to a specialized function in order to increase his au-
thority. The new graduate schools, modeled on the German
research university, provided professional training for this
new class of experts (Veysey, 1965). Psychology and other
disciplines emerged as examples of the increasing specializa-
tion of knowledge within the university. The most successful
of these new disciplines were the ones that found a way to use
their specialized knowledge in the practical service of the
larger community. Psychology was among those successful
disciplines.

In July 1892, G. Stanley Hall (1844–1924) met with a
small group of men to discuss the possibility of organizing a
psychological association (Fernberger, 1932). Although the
details of the meeting are not known, the group elected 31 in-
dividuals, including themselves, to membership, with Hall as
the first president. The first meeting of the new American
Psychological Association (APA) was held in December
1892 at the University of Pennsylvania. The basic gover-
nance of the APA consisted of a council with an executive
committee, a plan that is essentially the same as that of the
beginning of the twenty-first century: a Council of Represen-
tatives with a Board of Directors.

Membership growth of the APA was modest over the first
50 years of its existence. From 31 members in 1892, there
were 125 members in 1899, 308 in 1916, 530 in 1930, and 664
in 1940. In 1926, a new class of nonvoting membership was
formed, associate, and most of the growth occurred in that
class after 1926, so that there were 2,079 associate members in
1940. During World War II, the APA merged with other psy-
chological organizations under a reorganization plan that
broadened the scope of psychology to include professional
practice and the promotion of human welfare. The reorganized
APA was prepared for the postwar boom in psychology.

The greatest growth in APA membership came after World
War II. Returning servicemen, with federal education
benefits (e.g., the GI bill), filled the psychology graduate pro-
grams of American universities. Many of them were inter-
ested in the new clinical psychology training programs.
Training mental health personnel became a priority for the
Veterans Administration and the new National Institute of
Mental Health. Millions of dollars were poured into psychol-
ogy in the postwar period; these monies led to significant in-
creases in faculty as well as students. In the 25-year period
from 1945 to 1970, the APA experienced the most rapid
growth of its entire history. Membership grew over 630%,
from 4,183 to 30,839 members (Crawford, 1992). From 1970
to 2000, APA membership grew to 88,500, with another
70,500 affiliates.
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The divisional structure of the APA that grew out of the re-
organization plan during World War II facilitated the growth
of psychology and represented the increasing diversity of
American psychology (Benjamin, 1997b; Dewsbury, 1997).
Nineteen divisions were approved in 1944; five of them were
sections from the American Association of Applied Psychol-
ogy (AAAP), which had emerged in 1937 as the chief rival to
the APA. The two most popular divisions reflected the prac-
tice and application emphasis of the AAAP: clinical and per-
sonnel (Benjamin, 1997b). However, the number of divisions
was almost immediately reduced to 17 when the Psychomet-
ric Society (Division 4) decided not to join and Division 11,
Abnormal Psychology and Psychotherapy, merged with
Division 12, Clinical Psychology. By 1960, there were 20 di-
visions. From 1960 to 2001, 32 more divisions were formed
to bring the total to 52. Most of the growth of divisions oc-
curred in areas of psychological practice and reflected partic-
ular practice focuses, for example, Division 50, Addictions.
Until the 1990s, divisions oriented to psychological science
also experienced membership increases. However, by the end
of the twentieth century, membership in some science divi-
sions was decreasing.

The events that led to the founding of the Canadian Psy-
chological Association (CPA) began in the Spring of 1938
with the distribution of a questionnaire to Canadian psychol-
ogists seeking to determine their interest in a national organi-
zation. During a meeting held in June 1938 a motion was
approved to form a Canadian association. A group was
formed in 1939 to draft a constitution for the new society.
The constitution was ratified in December 1940 and the CPA
was incorporated in 1950 (Dzinas, 2000).

Like its neighbor the APA, the CPA was organized
over the twentieth century into divisions, with a total of
23 sections in 2000. The CPA at the end of the century pub-
lished three journals and a newsletter.

The Society for Psychological Study of Social Issues

Several of the APA divisions began as independent organiza-
tions and later joined the APA. While all of those organiza-
tions have an interesting history, we focus here on two: the
Society for Psychological Study of Social Issues (SPSSI),
which is APA’s Division 9, and the Psychology-Law Society,
APA’s Division 41.

A group of young psychologists led by Ross Stagner
and Isadore Krechevsky (who later changed his name to
David Krech) circulated a petition in 1935 that called on
the APA to become involved in the pressing social issues
of the day. Specifically, this group wanted the APA to address
the problems of unemployment among (especially young)

psychologists, to work for the inclusion of mental health ser-
vices in federal programs, and to speak out against fascism.
The leadership of the APA at the time was chiefly focused on
maintaining a public image of psychology as a natural sci-
ence and declined to act on the issues presented them. A year
later, at the APA meeting at Dartmouth College, Krech and
Stagner held a public meeting at which the SPSSI was
formed. The prominent psychologist Goodwin Watson was
named as the first president. The SPSSI sought affiliate sta-
tus with the APA, which was granted the following year
(Finison, 1986; Stagner, 1986).

When the APA was reorganized during World War II, the
SPSSI joined as Division 9. However, the SPSSI has remained
an independently incorporated organization. While all Divi-
sion 9 members must also be SPSSI members, not all SPSSI
members are Division 9 members. The number of psycholo-
gists who are members of SPSSI has fluctuated over the years,
from a high of 80% in 1980 to its current low of approximately
55% (Kimmel, 1997). The SPSSI experienced fairly consis-
tent growth in its membership over the years, with a high of
2,832 in 1985. However, the SPSSI experienced a decline in
members in the second half of the 1990s.

The focus of the division since its inception has been on
social issues. One prominent member described the interests
of SPSSI members as the “three Ps: prejudice, poverty, and
peace” (cited in Kimmel, 1997, p. 17). Labor issues served as
an initial focus in the late 1930s as the United States faced se-
vere economic hardship. The SPSSI worked to gain greater
employment for psychologists and to understand and reduce
labor conflict. SPSSI members, led by Otto Klineberg and
Kenneth and Mamie Phipps Clark, played a crucial role in the
U.S. Supreme Court decision in Brown v. Board of Education
in 1954. The research of Kenneth Clark and Mamie Phipps
Clark was critical in the Supreme Court decision to end race-
based school segregation (Jackson, 2000; Phillips, 2000).
The SPSSI has worked in support of cases of academic
freedom, early and notably in the case of the University of
California, Berkeley, professors who were fired for refusing
to sign a loyalty oath during the McCarthy “Red Hunt” era.
The SPSSI has also worked on social issues such as civil
rights, population control, antiwar activities, and the role of
science in the formation of public policy.

American Psychology-Law Society

Two young psychologists attended the 1968 APA Convention
focused on finding other psychologists who were interested
in forming an association devoted to the issues at the inter-
face of psychology and law. Eric Dreikurs and Jay Ziskin
were not acquainted prior to the meeting but quickly found
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each other and were able to gather 13 other psychologists
also interested in psychology and law. In 1969, the American
Psychology-Law Society (AP-LS) was incorporated with
101 charter members. From this small group, the AP-LS grew
to a membership of 2000 by the century’s end. In 1984, the
AP-LS merged with the three-year-old APA Division 41,
Psychology and Law (Fulero, 1999; Grisso, 1991).

Tensions between science and application were present
from the beginning of the society. A significant portion of the
membership wanted to focus on developing the forensic ap-
plication of psychology and saw the society as a means of re-
fining the role of psychologists in the legal system. An
equally significant percentage of the membership sought a
sounder basis for psychological contributions to law through
research. An early crisis between the groups was sparked by
the publication of Ziskin’s Coping with Psychiatric and Psy-
chological Testimony (1970). Ziskin challenged the reliabil-
ity and admissibility of most psychological and psychiatric
testimony and declared that serious research was needed to
bring psychological testimony up to acceptable standards.
The debate and conflict that ensued from the book’s publica-
tion led to Ziskin’s resignation from AP-LS in 1973. Para-
doxically, the effect of the book was to steer the society
toward greater support of research in the social and experi-
mental foundations of psychology and law.

By the late 1970s, a younger cohort of psychologists in-
terested in law moved into AP-LS leadership. Many of these
young psychologists were interested in the applicability
of their field to social issues, especially the improvement of
legal institutions (Grisso, 1991). The vigorous leadership of
Bruce Sales (1976–1977) energized the society. Sales had a
vision of the AP-LS as the major public organization at work
at the interface of psychology and law. Under his leadership,
new publishing ventures were begun, including the founding
of the society journal, Law and Human Behavior.

The emphasis on research and social action left many of
the forensic expert witnesses without a clear sense of their
place in AP-LS. In the last half of the 1970s, AP-LS clinical
forensic members went outside the society to start an inde-
pendent board that was charged with establishing credentials
for diplomate status in forensic psychology (Kaslow, 1989).
The AP-LS assisted with the establishment of the American
Board of Forensic Psychology but was not responsible for it.
Thus, by 1980, the AP-LS represented the major areas of psy-
chology and law.

By 1977, some psychologists were active in calling for
an APA division of psychology and law. In 1977–1978, the
AP-LS became actively involved and worked to gather
the necessary signatures to petition the APA Council of Rep-
resentatives for a new division. The council approved the

division in 1980, and Division 41, Psychology and Law, was
established in 1981. The leaders of AP-LS initially resisted a
merger between the society and the division, but by 1983 it
was clear that a merger was the most effective way for the
two groups to work together. In 1984, the two groups merged
and provision was made for AP-LS members who were not
psychologists. Most of the nonpsychologists were lawyers,
and they represented a sizable percentage of the AP-LS
membership.

The combined AP-LS/Division 41 worked on many sig-
nificant issues after their merger. Among the more salient
were ethics guidelines for forensic psychologists, syllabi for
courses in psychology and law, and the pursuit of specialty
status from APA for forensic psychology.

As in all areas of American psychology where both
clinicians and scientists are active, opportunities for conflict
have been present. At the end of the twentieth century, AL-PS/
Division 41 had successfully managed the minefield at the
borderland between science and practice.

Scientific Organizations

Although the APA was organized to promote psychology as a
science, from its inception there have been those who be-
lieved that it was not scientific enough. This has given rise
over the ensuing decades to numerous societies, both formal
and informal, that sought to create organizations devoted
solely to science. Lightner Witmer (1867–1956) tried in 1898
to organize a small group of experimental psychologists to
meet independently of the APA (Goodwin, 1985). E. B. Titch-
ener (1867–1927) successfully formed an alternative group in
1904. Although not legally formalized in his lifetime, “The
Experimentalists,” as they came to be called, did meet Titch-
ener’s desire to have a psychological club whose members
could discuss their version of psychological science in a mas-
culine, smoky, atmosphere (Boring, 1967; Goodwin, 1985).
After Titchener’s death in 1927, the club members reorga-
nized into the Society of Experimental Psychologists (SEP).
Women were admitted for the first time, and the membership
limit was set at 50. The SEP was incorporated in 1936. Over
the years, membership requirements have been slightly mod-
ified; most notably the limit has been raised, so that there were
197 fellows in 2000 (Hurvich, 2000). The SEP continued to
be primarily concerned with its maintenance as an organiza-
tion devoted to science, although its members contributed to
the application of psychology during both world wars.

For some younger psychologists in the mid-1930s, neither
the APA nor the SEP was experimental enough. This younger
group loosely organized themselves in 1936 under the name
“Society of Experimenting Psychologists” (Benjamin, 1977;
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Hardcastle, 2000). The name was a jab at the SEP, many of
whom were no longer actively engaged in experimental re-
search. The name was later changed to the Psychological
Round Table (PRT) in order to avert professional retaliation
from the senior members of the SEP. Like “The Experimen-
talists” before them, the members of PRT found the APA
meetings too bureaucratic and too inclusive of nonexperi-
mental psychology. They were also excluded from member-
ship in the SEP. The PRT organizers created a small group
based at universities in the eastern United States who met an-
nually to talk about research and socialize. Women were ini-
tially excluded. Once a member reached the age of 40, he
could no longer participate in the meetings. As a result, mem-
bership was never large and the group was never formally in-
corporated. Nevertheless, the PRT served as an important
communication network in American experimental psychol-
ogy for many years.

Dissatisfaction with the annual meetings of the APA
provided the impetus for the formation of the Psychonomic
Society in December 1959. In that sense, the Psychonomic
Society is heir to the tradition inaugurated by Titchener and
continued by the Psychological Round Table. Apparently, the
experimentalists’ dissatisfactions had been growing for years
so that by the late 1950s there was a perception that the APA
was catering to the interests of psychologists in professional
practice (Dewsbury & Bolles, 1995). The proximal stimulus
for the formation of the group was the decision by the APA
Board of Convention Affairs in 1959, later reversed, that no
one could use slides as part of his or her presentation. This,
for many experimentalists, was the last piece of evidence
needed that the APA convention was not about scientific
communication.

A small group of psychologists went to work over the
summer of 1959 to drum up support for a new, more science-
oriented society. Led by William Verplanck (b. 1916) and
Clifford Morgan (1915–1976), an organizing committee
began meeting to form the new society. When letters of invi-
tation sent out to members of the APA science divisions indi-
cated that there was more than adequate interest for such
a society, the organizing committee met in late 1959 and de-
veloped by-laws to govern the as-yet unnamed society
(Dewsbury & Bolles, 1995). The name Psychonomic Society
was agreed on in early 1960, and the society was incorpo-
rated in April of that year.

The purposes of the society were two: to conduct an an-
nual meeting to exchange research results and to develop a
journal to publish the results. In terms of structure, the Psy-
chonomic Society was the anti-APA. The group refused to
develop the bureaucratic machinery they disliked in the
larger association. Instead, they chose to govern their affairs

through a governing board, which was empowered to do busi-
ness on behalf of the society. From its inception to the time of
this writing, the society has succeeded remarkably well in
keeping its governance simple and maintaining its focus as a
hard-nosed scientific psychological organization.

The Psychonomic Society experienced rapid growth. Its
membership standards were the PhD and a record of success-
ful publication beyond the degree. Ironically, these were the
standards for APA membership prior to 1926 (Fernberger,
1932). Although membership requirements have varied
slightly over the years, including the development of an asso-
ciate membership, the basic requirements have changed little.
The membership total at the end of the first year was 772.
That number rose steadily over the years and had stabilized at
approximately 2,000 members by the 1990s. Associate mem-
bership also grew from its inception in 1975 to between 400
and 500 during the 1990s.

At the end of the twentieth century, the Psychonomic
Society published six major experimental psychology jour-
nals. Journal publication had been one of the two primary
purposes of the society at its founding, but it took several
years before the society was able to begin its publishing pro-
gram. It was able to do so through the generosity of one of its
founders, Clifford T. Morgan. Morgan began a journal, Psy-
chonomic Science, in 1964. This was followed in relatively
quick succession by Psychonomic Monograph Supplements
(1965) and Perception & Psychophysics (1966). In 1967,
Morgan gave the journals to the Psychonomic Society. The
society initially struggled with its management of the jour-
nals but by the mid-1970s had overcome most of its publica-
tion problems. The society split Psychonomic Science into
four volumes and added others, so that by 2000 it published
Animal Learning & Behavior, Behavior Research Methods, In-
struments, & Computers, Memory & Cognition, Perception &
Psychophysics, Psychobiology, and Psychonomic Bulletin &
Review (Dewsbury, 1996).

Other experimental societies have formed over the years
in reaction to the size or policies of the APA. To note one
other example, the Society of Experimental Social Psychol-
ogy formed in 1965 to promote scientific communication
among those social psychologists that viewed themselves as
experimentalists. A small group of social psychologists de-
cried the large meetings of the APA and the rapid growth of
its Division 8 (Personality and Social Psychology). They, like
the founders of the Psychonomic Society, wanted a society
whose members were experimentalists. The initial intent of
the group was to keep the society small in number. That pol-
icy has been maintained, as indicated by its membership of
only 600 by the year 2000 (Blascovich, 2000; Hollander,
1968).
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In 1988, the American Psychological Society (APS) was
founded as the major alternative to the APA. The APS was
widely perceived as a fundamental split between those psy-
chologists whose primary identity was that of psychological
scientist and those who thought of themselves as primarily
professional practitioners. The reality was much more com-
plex than that. The reorganization of the APA during the war
gave applied interests a greater voice and created the possibil-
ity of schism within the APA. The infusion of large sums of
money from various federal agencies for psychological re-
search and training, especially clinical training, raised the
stakes over psychology’s identity. The once-small field of
clinical psychology grew out of all proportion to the rest
of psychology and soon threatened the traditional centers of
power in the APA. Tension between scientists and practition-
ers grew in the decades after World War II as clinical psy-
chologists became increasingly interested in independent
practice and all the necessary accoutrements that accompany
such practice: licensure, third-party payment, and the like. In
the 1970s, practitioners began to gain greater influence in the
APA governance structure and by the 1980s were ascendant.
Some scientists and academics who felt threatened by these
changes proposed that the APA be reorganized into a looser
structure that provided more autonomy for academic psychol-
ogists. When the reorganization plan failed in 1988, a large
number of scientists/academics decided to form an alternative
organization devoted to psychological science. Initially
called the Assembly for Scientific and Applied Psychology,
the group incorporated in 1988 as the APS with 450 founding
members. That number grew rapidly to over 5,000 members
within 6 months, and by 2000 the membership was approxi-
mately 10,000. Many members of APS have also maintained
membership in the APA. Although tension between the two
groups ran high in the first years after the split, there was a
steady accommodation to each other through the 1990s.

It has been more common, however, for new organizations
to form simply around a specialty interest in psychological
science. These groups proliferated in the last decades of the
twentieth century and are too numerous to list here. The
reader is referred to the World Wide Web sites of the Federa-
tion of Behavioral, Psychological, and Cognitive Societies
(www.thefederationonline.org) and the International Union
of Psychological Sciences (www.iupsys.org) for links to
many of these societies.

Applied Psychological Organizations

Despite the rhetoric of experimentalism, American psycholo-
gists have been particularly interested in the application
of psychological science from the first days of organized

American psychology (Benjamin, 1997a; Pickren &
Dewsbury, 2002). A small number of psychologists worked in
applied and professional settings in the early years of the dis-
cipline. While many of them had free choice of career sites,
others had few work options open to them by virtue of their
gender or race (Guthrie, 1998; Stevens and Gardner, 1982).
The establishment of the Journal of Applied Psychology in
1917 provided an outlet for research and a forum for profes-
sional issues. World War I drew public attention to the poten-
tial usefulness of applied psychology, especially in mental
testing (Samelson, 1977). Two privately held companies
were started after the war in an effort to build on this atten-
tion: The Scott Company and The Psychological Corporation
(Sokal, 1981). The number of psychologists interested in pro-
fessional practice grew enough by the end of World War I to
form a new professional organization, the American Associa-
tion of Clinical Psychologists. Apparently threatened by this
move, the APA co-opted the new organization by forming a
Clinical Section in 1919 (Routh, 1994; Samelson, 1992).

During the interwar period, the number of psychologists
engaged in various professional practices dramatically in-
creased. By one count, 39% of APA members were employed
in applied work in 1940. By comparison, only 9.3% of APA
members were employed in a recognizably applied setting in
1916 (Finch & Odoroff, 1939, 1941). It should be kept in
mind that a doctoral degree and publications were required
for APA membership in this period, and many applied psy-
chologists worked at the master’s level. Four semidistinct
areas of practice emerged in this period: clinical, consulting,
educational, and industrial/business. The settings for these
practices included schools, clinics (of various kinds), homes
for the mentally retarded, courts, prisons, police departments,
psychiatric hospitals, guidance offices in educational settings,
psychotherapy offices, social agencies, state and federal
agencies, film and radio studios, personnel offices, advertis-
ing and marketing firms, life insurance companies, and pri-
vate consulting firms. At least 83 APA members earned their
living primarily from fee-based consultations in 1940.

This growth is also reflected in new psychological organi-
zations that were formed between the wars. The APA mem-
bership standards favored academic scientists engaged in
experimental research and made it difficult for psychologists
with applied expertise to either gain membership or wield
significant influence within the organization (Napoli, 1981;
O’Donnell, 1979). Finally, in 1926, the APA established a
second-class associates membership, at least in part to help
finance a new publishing venture. (In 1946, the membership
categories were revised: full members became fellows, asso-
ciates became “members,” and a new category of associates
was developed, primarily for people without doctorates.)
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Associates could not vote or hold office in the APA. Many of
the associates were psychologists interested in application
and the practice of psychology.

One new organization that formed in this era (1921), the
New York State Association of Consulting Psychologists, be-
came the leading state association for applied work in psy-
chology and was emulated by other state and regional groups.
The New York group joined with other regional groups and
reformed as the Association of Consulting Psychologists
(ACP) in 1930. The ACP promoted professional issues such
as training and licensing for all applied psychologists. In
1937, the ACP merged with other applied groups to form the
American Association for Applied Psychology (AAAP),
which, like the ACP, was concerned with issues relevant to
professional practice. The AAAP was able to develop a na-
tional voice for professional psychology before the onset of
the Second World War, though its voice was somewhat muted
by the dominance of academic psychologists and the lack of
proportionate representation of women among its leadership
(Benjamin, 1997a; Capshew, 1999).

The Journal of Consulting Psychology was the official
publication of the AAAP and reported on both research
and practice issues of professional psychology. The issue of
appropriate training for the practice of psychology, in all
fields but particularly in clinical psychology, was frequently
discussed in the pages of the journal and at the annual meet-
ings of the association. It was not directly addressed until
after World War II, when the scientist-practitioner (Boulder)
model developed by AAAP member David Shakow became
the primary model of acceptable training.

In a few short years, the AAAP made substantive progress
on behalf of its members. When the APA was reorganized
during the Second World War, the AAAP was incorporated
into the APA as part of the effort to make the APA more in-
clusive and responsive to both scientific and professional
concerns (Capshew & Hilgard, 1992). Section D, Industrial
and Business, of the AAAP became APA Division 14, Indus-
trial and Business Psychology. The new division sought to
ensure that appropriate standards of training and practice
were maintained and that industrial psychology remained on
a solid research basis.

Division 14 members decided to incorporate as a separate
society, the Society for Industrial and Organizational Psy-
chology (SIOP), in 1982. This was the result, in part, of
dissatisfaction with what was perceived as APA’s overem-
phasis on practice issues at the expense of science. When the
APS formed in 1988, SIOP membership was opened to APS
members as well as APA members. Despite these changes, it
is clear that SIOP is the historical successor to the AAAP
(Benjamin, 1997a).

During the 1930s, several states began certification
programs for school psychologists (Fagan, Hensley, &
Delugach, 1986; French, 1984). A number of those psycholo-
gists belonged to the ACP and then the AAAP. One of the
charter divisions of the reorganized APA was Division 16,
School Psychology. However, many school psychologists did
not qualify for membership in Division 16 because they did
not have a doctoral degree. Historically, school psychology
has been dominated by nondoctoral professionals (Fagan,
1996). Growth of Division 16 membership was steady but
slow, even though the number of school psychologists was
expanding rapidly. By the 1960s, it became clear that Divi-
sion 16 was not responding adequately to the needs of
nondoctoral school psychologists. As a result, a need for a na-
tional organization that could represent all school psycholo-
gists led to the founding of the National Association of
School Psychologists (NASP) in 1969 (Fagan, 1996).

Membership rose steadily from the founding of the NASP
and stood at 21,000 plus in 2000. The association devel-
oped an impressive track record of working to raise educa-
tional and training standards. Accreditation of training
programs became an important part of the NASP’s work as
well (Fagan, Gorin, & Tharinger, 2000).

Applied psychological organizations proliferated in the
last decades of the twentieth century. Space does not allow
for all of them to be described. A few chosen to serve as ex-
amples include the American Association of Correctional
Psychologists (founded 1953), the International Society of
Sport Psychology (founded 1965), the Association for the Ad-
vancement of Behavior Therapy (founded 1966), the Associa-
tion forApplied Psychophysiology and Biofeedback (founded
1969), and the Society of Psychologists in Management
(founded 1984). Hundreds of other applied psychological or-
ganizations had been established in the United States alone by
the end of the twentieth century (see VandenBos, 1989).

Psychological Organizations in the Public Interest

The 1960s were a time of social upheaval and dissent in the
United States and much of Europe. During this period, psy-
chological organizations were formed to represent groups
that had been traditionally ignored or underrepresented in
mainstream psychological organizations. In the United
States, these new organizations were typically formed as a re-
sponse to perceived problems with the APA. The APA was
perceived as insensitive to the needs and interests of women
psychologists and psychologists of color.

The Association of Black Psychologists (ABPsi) was
founded in 1968 at the annual convention of the APA. It was
not the first organization ofAfricanAmerican psychologists. In
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1938, psychologist members of the American Teachers Asso-
ciation, an all-black educational group, formed Division 6,
Department of Psychology, to facilitate communication and
strengthen their professional identity (Guthrie, 1998). Divi-
sion 6 sent representatives to the Intersociety Constitutional
Convention that led to the reorganization of the APA during
World War II (Capshew, 1999). However, theATA’s Division 6
was unable to maintain its momentum after the war.

In 1963, the APA, at the urging of the SPSSI, formed the
Committee on Equality of Opportunity in Psychology
(CEOP) to examine the status of education, training, and
career paths of African Americans in psychology (Wispe
et al., 1969). However, many black psychologists were dis-
satisfied with the slow pace of the APA committee and were
frustrated with what they perceived as the APA’s neglect of
their African American members, the low numbers of African
Americans in APA governance, and the strikingly few black
APA employees. By the second half of the 1960s, a new pride
in African American identity had emerged as was evidenced
by the focus on Black Power and Black Nationalism. Many
younger African American psychologists simply did not
identify with the APA, perceiving it as conservative and
heavily invested in white, middle-class values. Their anger
and frustration came together at the annual convention of the
APA in San Francisco (B. Williams, 1997). A small group
meeting in a hotel room during the 1968 APA convention
grew into a larger meeting of 200 African American psychol-
ogists the next day (R. Williams, 1974). Out of this meeting,
the Association of Black Psychologists was formed (Guthrie,
1998).

ABPsi grew into a thriving organization with its own
agenda, its own mission, and its own identity. It became
the professional organization of choice for many African
American psychologists. ABPsi holds annual meetings
(twice in African countries), has an active publication pro-
gram that includes the quarterly Journal of Black Psychology,
the monthly newsletter Psych Discourse, the Association of
Black Psychologists Publication Manual, and the Source-
book on the Teaching of Black Psychology.

Following a dramatic confrontation of the APA leadership
by the newly formed Black Students in Psychology Associa-
tion (BSPA) during the 1969 convention, ABPsi and BPSA
cooperated in persuading the APA to address the concerns of
black psychologists about culturally biased testing practices,
lack of employment opportunities for African Americans in
psychology, and inadequate recruitment and support of black
graduate students (R. Williams, 1974). The events of 1968
and 1969 had effects that reverberated over the next several
years. Hispanic psychologists and Asian American psycholo-
gists also formed organizations and put pressure on the APA

to become more sensitive and supportive of their issues. As a
result, the APA formed the Board of Ethnic Minority Affairs
and opened the Office of Ethnic Minority Affairs. The latter
has been an important conduit of training monies for ethnic
minority graduate students.

In the early 1970s, two brothers, Derald (b. 1942) and
Stanley (b. 1944) Sue, coordinated a series of meetings in
San Francisco that included a variety of professionals in-
volved in mental health issues in the Asian community.
These meetings eventually led to the founding of the Asian
American Psychological Association (AAPA) in 1972. Mem-
bership was small at first, and the group struggled to maintain
cohesion (Leong, 1995). Despite this small beginning, the
AAPA had a membership of over 400 by the year 2000.

Although Asian mental health was the original concern of
the AAPA, since that time the organization has diversified in
its interests. Advocacy efforts on behalf of Asian Americans
led to involvement on U.S. Census issues and to a long en-
gagement against the English-only movement in California.
Members of the AAPA developed Asian American psycho-
logical theory that was applied to a range of psychological
topics, including clinical training and social research. Lead-
ers of the association were among the very first to develop
theory and practice related to multicultural counseling. The
National Institute of Mental Health relied on the association
to assist it in its efforts to diversify its training population,
and members of the AAPA served as key liaisons to the
NIMH and other federal agencies for the development of
mental health policy.

The AAPA developed close ties with the APA very early in
its existence. AAPA members served on key boards and com-
mittees of the APA, including the Board of Ethnic Minority
Affairs, the Board for the Advancement of Psychology in
the Public Interest, and the Committee for Ethnic Minority
Recruitment, Retention, and Training. The AAPA began pub-
lishing the Journal of the Asian American Psychological
Association in 1979 and began a series of monographs in
1995 (Leong, 1995). In 1999, Dr. Richard Suinn (b. 1933)
served as the first Asian American president of the APA.

In 1971, Carolyn Attneave (1920–1992) formed the Net-
work of Indian Psychologists in the Boston area. About the
same time, Joe Trimble (b. 1938) formed a group in 1971
called the American Indian Interest Group. Trimble’s group
was formed with support from the SPSSI and was affiliated
with it. In 1973, Trimble merged his group with the Network
of Indian Psychologists. Attneave changed the name of her
group to the Society of Indian Psychologists (SIP) around
1975 (Trimble, 2000). Membership in the SIP was always
small, numbering around 100 at the end of the twentieth cen-
tury. Members of the SIP and other Indian psychologists
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worked to increase the number of American Indian psycholo-
gists in North America. One notable success was the Indians
into Psychology Doctoral Education (INDPSYDE) started by
Arthur L. McDonald (b. 1934) in the mid-1980s. By the end
of the twentieth century, INDPSYDE programs were operat-
ing at several colleges and universities in the West and there
had been a noticeable gain in the number of American Indian
psychologists. SIP members also worked with the APA and
other ethnic minority psychology groups to support the de-
velopment of rural minority mental health programs. In 1986,
Logan Wright (1933–1999) was the first person of American
Indian heritage to be elected APA president.

The National Hispanic Psychological Association grew
out of an earlier organization of Hispanic psychologists, the
Association of Psychologists Por La Raza (APLR), which
was founded in Miami in 1970 during the APA convention
(Bernal, 1994). The founding group was very small, but that
number grew to around 40 as a result of an APLR symposium
on Hispanic psychology at the 1971 APA convention. Over
the next several years, Hispanic psychologists developed a
professional network through NIMH-sponsored conferences
and involvement with the APA’s Board of Ethnic Minority
Affairs. In 1979, the National Hispanic Psychological Asso-
ciation was formed and the first issue of the Hispanic Journal
of Behavioral Science was published.

In general, all of the ethnic minority psychological associ-
ations were involved in prompting the NIMH to become
more involved with the support of training of ethnic minority
psychologists. The APA, while it initially needed to be prod-
ded by ethnic and minority psychologists, became a positive
force for promoting and supporting the diversification of psy-
chology. In 1979, the APA opened its Office of Ethnic Minor-
ity Affairs and remained a major collaborator with ethnic and
minority psychological associations.

A direct descendant of the National Council of Women
Psychologists (see above) was the Association for Women in
Psychology. The NCWP, after it changed its name to the
International Council of Psychologists, lost its main thrust of
advancing the cause of women psychologists. That charge
was taken up in the more radical and restive late 1960s by a
number of women APA members (Tiefer, 1991). The Associ-
ation for Women Psychologists (AWP) was founded by ap-
proximately 35 women and men at the 1969 APA convention.
In 1970, the group changed its name to the Association for
Women in Psychology. Many of the original members were
convinced that the APA was insensitive to the needs of
women psychologists and supported discriminatory, sexist
practices in both academic and professional psychology
(Tiefer, 1991). For the first years of its existence, the AWP
lobbied for change within the APA. Issues that were most

salient for the AWP in these years included abortion rights,
ending sexist hiring and promotion practices in acade-
mia, and adequate child care at the APA convention. One
participant-historian characterized the first years of the
AWP–APA relationship as a time of “the public airing of
women’s grievances with the APA and the profession of psy-
chology” (Tiefer, 1991, p. 637).

The AWP had immediate success in attracting many
women psychologists and a few male psychologists as mem-
bers. Thirty-five women and men formed the first membership
cohort; membership in the AWP grew to over 1,700 by the
year 2000. For many years, the AWP avoided a hierarchical
organizational power structure. All issues were open for dis-
cussion by any member during the annual meetings. The asso-
ciation was committed to feminist process and sought to be
participatory-democratic in its governance. This led to
lengthy business meetings but little activity between meet-
ings. Like other organizations of its time, tensions existed
over whether the organization should seek efficiency or
democracy as its main governing principle. A compromise
was reached in 1979 when the leadership structure was
changed to governance by the Implementation Collective.
This was a small number of AWP members who volunteered
to serve in specific roles in order to facilitate specificAWP ini-
tiatives. The collective set policy, financial guidelines,
and guidelines for forming committees to carry out various
projects. Much of the work of the AWP was carried out by
members who served on committees, most of which were gen-
erated by members themselves and not by the leadership.

The AWP worked on such salient issues as the passage of
the Equal Rights Amendment (ERA), abortion rights, and the
removal of antiwoman diagnostic categories in the various
revisions of the Diagnostic and Statistical Manual of Mental
Disorders. Members also developed guidelines for feminist
therapy and worked to reduce racism and promote multicul-
tural perspectives (Tiefer, 1991).

One major outcome of the activities of the AWP in its
early years was the formation of the APA Task Force on the
Status of Women in Psychology. The task force worked for
two years, and its report recommended that the APA act to re-
dress the inequities women faced in organized psychology. A
specific recommendation was the formation of a division to
represent the interests of women in psychology (APA, Task
Force on the Status of Women in Psychology, 1973).

Despite some resistance from the APA Council of Repre-
sentatives, some of whose members suggested that a division
for women’s issues would only ghettoize and segregate
women psychologists, the petition for a women’s division
was approved. Division 35 was approved in 1973, and its
charter called for it to work to advance the cause of women in
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psychology and to develop knowledge about women’s psy-
chological lives. Although Division 35 was born from the
tense relationship between the AWP and the APA, it was from
the first independent of the AWP. The division developed an
organizational structure that had little overlap with the AWP
(Mednick & Urbanski, 1991; Russo & Dumont, 1997). In its
first year of existence, Division 35 voted to develop a journal
to serve as the primary publication of research in the field of
feminist psychology. The division’s journal, Psychology of
Women Quarterly, began publication in 1976.

Division 35 started with over 800 members and grew
rapidly, becoming one of the largest divisions within the APA
with more than 6,000 members by the year 2000. The growth
of the division reflected the changing gender composition of
American psychology. For example, in 1971, women earned
24% of all psychology doctorates compared to 66% in 1991
(Kohout, 2001). Between 1977 and 2000, the percentage of
women APA members increased from 26.7% to 49.0%, and
the high percentage of women in graduate programs suggests
that this percentage will continue to grow.

Accreditation and Credentialing Organizations

In the United States, the growth of psychology as a mental
health profession after World War II created the need for or-
ganizations or structures to regulate and credential psycholo-
gists engaged in the practice of professional psychology. The
licensing of psychologists became a state matter and will not
be discussed here.

With the rise of professional psychology after the Second
World War, a number of organizations developed to facilitate
graduate training in professional psychology and to certify
excellence of professional skills. These included the APA, the
American Board of Professional Psychology (ABPP), the As-
sociation of Psychology Postdoctoral and Internship Centers
(APPIC), the National Register of Health Service Providers
in Psychology (NR), the Association of State and Provincial
Psychology Boards (ASPPB), and the Veterans Administra-
tion (VA) (Laughlin & Worley, 1991).

The APA accepted the mandate proposed by the VA and
the United States Public Health Service (USPHS) immedi-
ately after the World War II to develop an accreditation
process to identify those universities that were qualified to
train clinical psychologists (Capshew, 1999, Pickren &
Dewsbury, 2002; Sheridan, Matarrazo, & Nelson, 1995).
Twenty-two universities formed the first cohort of accredited
graduate clinical training programs in 1947. That number ex-
ceeded 700 by the year 2000. The scientist-practitioner train-
ing model adopted by APA and accepted by the VA and
USPHS was based on the work of David Shakow, which was

formalized at the Boulder Conference in 1949 (Raimy, 1950).
The issue of accreditation philosophy and guidelines was re-
visited over the years at a number of conferences. The 1954
Thayer Conference on School Psychology addressed the de-
sirability of accrediting school psychologist training pro-
grams. The 1973 Vail Conference on Levels and Patterns of
Professional Training laid the groundwork for the accredita-
tion of schools of professional psychology offering the doctor
of psychology degree. By the end of the century, APA
accreditation was the standard for all doctoral-level training
in the practice of psychology, including the predoctoral
internship.

Problems with the predoctoral internship led to the estab-
lishment of the Association of Psychology Internship Centers
in 1968 (Fox, 1990). The name was later changed to the As-
sociation of Psychology Postdoctoral and Internship Centers
(APPIC). The major issue that the APPIC addressed initially
was matching intern candidates with appropriate training
sites. The APPIC established a uniform notification date, the
second Monday in February. In the early 1970s, the APPIC
began publishing its internship directory. The directory
proved to be one of the most valuable contributions made by
the association. APPIC is not an accrediting agency. Rather, it
works to facilitate high-quality pre- and postdoctoral intern-
ship training.

The American Board of Professional Psychology (ABPP)
was established in 1947 as the American Board of Examiners
in Professional Psychology. The APA realized that it could
not serve as the credentialing body for individual psycholo-
gists. Yet, in order to certify proficiency in psychological
practice and to protect the public from charlatans, an inde-
pendent credentialing body was needed. The ABPP was
funded through the 1950s by the APA and through the collec-
tion of examination fees.

The ABPP established the diplomate status as the level
of certified proficiency in a psychological specialty and
left the establishment and recognition of basic competence
to the universities and eventually to the state licensing
boards. Thus, the diplomate in professional psychology was
established as a higher level of professional excellence. Three
original specialties were recognized: clinical, personnel-
industrial (later industrial-organizational), and personnel-
educational (later counseling). School psychology was
added in 1968. The ABPP acknowledged that there were
many psychologists who had developed professional compe-
tence prior to its establishment. Over 1,000 of these profes-
sional psychologists, most of them clinicians and about half
of them women, were grandparented in as the first to receive
diplomate status (see the 1949 APA Directory for a complete
listing).
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The board passed through a rather fallow period during
the 1960s and 1970s as the number of applicants declined. At
one point, the ABPP board of trustees even raised the possi-
bility of disbanding the board (Bent, Packard, & Goldberg,
1999). The examination procedures were changed; the writ-
ten exam was dropped and the oral component was changed
to allow for more in vivo assessment. Various measures to in-
crease the number of applicants and to reestablish close rela-
tionships with the APA were discussed. In 1971, the ABPP
board established a formal liaison with the APA Board of
Professional Affairs. Also in hopes of reaching more psychol-
ogists, in 1972 the board established six regional boards to re-
cruit applicants and conduct the diplomate examinations.
While the examination burden on the board of trustees was
lessened by the regional boards, there was no hoped-for in-
crease in the number of applicants, and the regional boards
were disbanded in the 1990s.

At the instigation of the health insurance industry, the
APA agreed to work toward establishing a registry of quali-
fied psychologists who would be eligible for reimbursement
for the provision of mental health services. At the request of
the APA, the ABPP agreed to develop the registry in 1974.
The ABPP board of trustees established the Council for the
National Register of Health Service Providers (NR) and
loaned the new organization money to help it get started. The
NR was successful from its beginning in attracting psycholo-
gists to membership. The ABPP and the NR soon fell into
serious disagreement over their legal relationship, with the
ABPP under the impression that the NR was a subsidiary or-
ganization. The ABPP apparently hoped that the NR would
help rescue it from its financial troubles and that it would
prove to be an enduring source of applicants for diplomate
status. However, the leaders of the NR saw the relationship
differently and in 1975 repaid the ABPP loan and declared
that the NR was an independent organization. There ensued a
period of intense acrimony between the leaders of the two
organizations that did not diminish for several years.

The ABPP recognized several more specialties in the
1980s and 1990s. By the year 2000, in addition to the four
established specialties (clinical, counseling, school, and
industrial-organizational), the ABPP had made diplomate sta-
tus available for the specialties of clinical neuropsychology,
forensic psychology, family psychology, health psychology,
behavioral psychology, psychoanalysis, rehabilitation psy-
chology, and group psychology. Each of these specialties had
its own board of examiners and was independently incorpo-
rated; thus, the ABPP served the function of general oversight
of psychological specialties (Bent et al., 1999). In order to
avoid conflict with the Commission for the Recognition of
Specialties and Proficiencies in Professional Psychology

established by the APA in 1995, the ABPP established the
policy of referring all new specialties to the APA for first
consideration.

The National Register of Health Care Providers in
Psychology quickly became a significant component of pro-
fessional psychology, as noted above. The first National Reg-
ister listed 7,000 psychologists in 1975; by 2000 the list had
grown to more than 16,000 psychologists. The National Reg-
ister was successful in providing a definition of the psychol-
ogist as a health service provider and in gaining acceptance
across North American for the definition. In 1976, the NR
was innovative in naming public members to its board of di-
rectors, being the first national psychology organization to do
so. The National Register developed predoctoral internship
criteria in 1980 and required that any psychologist who
wished to be listed in its directory must have completed such
an internship. These criteria were later adopted by the APPIC
as the criteria for membership. The National Register also
worked with the Association of State and Provincial Psy-
chology Boards (ASPPB) to establish criteria for doctoral
programs in psychology for the purpose of licensure of psy-
chologists after the doctoral degree.

The Association of State and Provincial Psychology
Boards (ASPPB) was founded in 1961 as the American As-
sociation of State Psychology Boards. In addition to its work
with the National Register and with other accrediting and cre-
dentialing organizations, the ASPPB developed the national
examination in professional psychology (Carlson, 1978). It
worked over the remainder of the twentieth century on licen-
sure reciprocity between the states, continuing-education
standards, and other professional issues. The ASPPB adopted
the APPIC internship criteria as the basic standard for deter-
mining whether an applicant for licensure met the require-
ment for a predoctoral internship.

Interdisciplinary Organizations

Psychology was an important part of many interdisciplinary
organizations that formed over the course of the twentieth
century. As of this writing, there were far too many such
organizations to even list them all. We provide a short list,
emphasizing their variety, and then provide a brief account of
two interdisciplinary organizations.

The American Orthopsychiatric Association was formed
in 1924 for mental health professionals, primarily psychia-
trists and psychologists, who were chiefly concerned with
problems of delinquency and other behavior disorders of
childhood and adolescence (Lowrey, 1948).

In 1957, the Human Factors Society of America was
formed by and for scientists and technologists working on
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problems of human–machine interaction. Disciplines or pro-
fessions represented in the society include psychologists, en-
gineers, physicians, and physiologists. The name of the group
was changed to the Human Factors and Ergonomics Society
in 1992. Membership at the end of the twentieth century was
approximately 5,200.

The Cognitive Science Society was established in 1979 to
promote interdisciplinary work in cognition. Its members in-
clude psychologists, linguists, computer scientists, educators,
and philosophers. The Society of Behavioral Medicine was
founded in 1978 for professionals and scientists from psy-
chology, medicine, public health, and nursing. The focus of
the society is on the relationships among behavior, health,
and illness.

In the 1920s, interest grew in developing a science of child
development. Both the Commonwealth Fund and the Laura
Spelman Rockefeller Foundation gave large grants to start or
sustain child development institutes (Lomax, 1977). In 1925,
the National Academy of Sciences formed a Committee in
Child Development. In 1927, the committee published the
first compendium of research in child development, Child
Development Abstracts and Bibliography. In 1933, the
Society for Research in Child Development (SRCD) was or-
ganized and the Committee on Child Development was
disbanded. After a period of growth in the 1930s, the SRCD
experienced a decrease in members and activities in the
1940s, followed by an expansion in numbers and activities
that continued to the end of the century.

In 2000, membership in the society exceeded 5,000 and
comprised scientists and professionals from many disci-
plines, including psychology. The society’s publishing pro-
gram at the beginning of the twenty-first century included
three journals: Child Development, Child Development Ab-
stracts and Bibliography, and Monographs of the Society for
Research in Child Development. Other society publications
were The Social Policy Report, a newsletter, and a member-
ship directory.

The society became active in the formulation of social
policy applications based upon child development research.
To this end, the society established a Government Fellows
Program in Child Development in 1978. The fellows worked
to keep the relevant federal agencies informed of child re-
search and to facilitate the development of social policy
based upon scientific research (Hagen, 2000).

The World Federation for Mental Health (WFMH) was or-
ganized in 1948. Its predecessor was the International Com-
mittee for Mental Hygiene, an organization founded in 1919
by Clifford Beers (Dain, 1980). Beers had been an asylum
patient as a young man and upon his discharge wrote an
exposé of the horrors and ineptitude of the asylum system.
A Mind That Found Itself (1908) was an international

best-seller. Beers took advantage of his public visibility and
founded the National Committee for Mental Hygiene
(NCMH) in 1909. The NCMH worked to reform psychiatric
institutions and treatment.

Citizen groups and medical professionals in other coun-
tries organized equivalent societies, and Beers was encour-
aged to start a new international group. He did so in 1919,
and the International Committee for Mental Hygiene (ICMH)
was formed with broad support from a wide array of mental
health professionals and citizen groups. The ICMH held the
First International Congress on Mental Hygiene in 1930 in
Washington, D.C. The congress had over 3,000 registered at-
tendees, among them all the leading figures in psychiatry,
psychology, and social work as well as many prominent po-
litical and medical figures. By the advent of the Second Inter-
national Congress on Mental Hygiene held in France in 1937,
enthusiasm and support had waned. The congress was much
smaller and bedeviled by complaints about the influence of
Nazi sympathizers (Dain, 1980). Beers made plans to hold
another congress, but World War II prevented its occurrence.
Beers died before the end of the war, and the international
movement had no effective leader.

After the war, UNESCO and the World Health Organiza-
tion (WHO) prompted mental health professionals from
many countries to convene the Third International Congress
on Mental Hygiene in London. The two UN agencies sought
to stimulate a new international mental health organization
that was less dominated by psychiatry and more inclusive of
other human and social sciences (Rees, 1963). A commission
was formed and supported by UNESCO and WHO to draw
up plans for the new organization. In 1948, the World Feder-
ation for Mental Health was founded at the Third Interna-
tional Congress for Mental Hygiene (Brody, 2000).

The federation grew after its inception to include a wide
array of individual mental health providers and researchers,
users of mental health services, and nongovernment organiza-
tions. Membership in the WFMH in the year 2000 stood at 170
national or international organizational members, 170 regional
affiliate members, and more than 2,300 individual members.
The major work of the federation is to promote mental health
worldwide through a wide array of educational and advocacy
efforts. To that end, it holds regional conferences, a biennial
congress, and publishes a newsletter. The federation is an ap-
proved mental health consultant to every major UN agency.

CONCLUSION

Scientific and professional psychological societies and asso-
ciations proliferated over the course of the twentieth century.
Organizations such as those discussed in this chapter played
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several important roles in the development of both the sci-
ence and profession of psychology. Over the course of the
nineteenth and twentieth centuries, scientific knowledge
came to form the basis for social and professional authority.
Scientific and professional organizations shared in and en-
hanced this authority by providing a communal voice for the
claims of their science or profession. This, in turn, led to in-
creased credibility for claims to expert knowledge or practice
(Appel, 1988; Hardcastle, 2000; Sokal, 1992). Scientists
have recognized this for several centuries, as witnessed by
the creation of scientific societies as each new realm of
knowledge was discovered and professionalized (Frangsmyr,
1989; Shapin, 1996; Starr, 1982).

Scientific and professional organizations also exercise a
certain measure of control over what counts as scientific
knowledge or professional expertise (Pickren, 1995). This
control allows them to exert authority over what qualifies an
individual to participate in the knowledge-production or pro-
fessional practice process. In this way, scientific and profes-
sional societies act as gatekeepers of social and professional
authority.

The society or professional organization serves to set off
areas of inquiry or practice that belong to that science or prac-
tice and thus demarcate the boundaries of knowledge and
practice (Abbott, 1988). These boundary lines allow for the
definition of problems and the delineation of methods that are
appropriate for the science or profession. In this way, they fa-
cilitate the formation of professional identity (Gieryn, 1983,
1999).

The provision of professional identity is another important
role played by organizations. A woman who belongs to the
Cognitive Science Society, for example, has as part of her
sense of professional self the identity of cognitive scientist
that such membership provides. A national psychological so-
ciety that belongs to the IUPsyS shares in the identity of in-
ternational science that the larger organization provides.
Often, there is a sense of exclusivity provided as part of this
identity. For example, only one national organization per
country can belong to the IUPsyS, and only 50 psychologists
at a time could belong to Titchener’s Experimentalists.

There is often overlap in the knowledge claims and realms
of practice among different sciences and professions. These
scientific and professional borderlands have often led to
fierce rivalry, but they also have led to the creation of inter-
disciplinary organizations (Pickren, 1995). Such interdisci-
plinary societies are more likely to form where there are
problems that are perceived as falling within the purview of
more than one science or profession. The creation of the
American Orthopsychiatric Association is one professional
example, and the Society for Research in Child Development
is another.

At the end of the twentieth century, a new pattern of sci-
entific and professional organizations had emerged. Increas-
ing specialization of knowledge led to the rapid growth of
many specialty societies. For an example, the reader is en-
couraged to visit the World Wide Web site of the Federation
of Psychological, Behavioral, and Cognitive Societies
(www.thefederationonline.org). The federation comprises 19
different societies ranging in size from the very large APA to
the very small Society of Judgement and Decision-Making.
As these specialty societies proliferate, many psychologists
have chosen to belong to only their specialty group rather
than to a larger association such as the APA or American Psy-
chological Society that represents a broader, more inclusive
view of psychology as both science and profession. A poten-
tial problem with this increased specialization is the further
fractionation of organized psychology (Fowler, 1992). It is
possible that such fractionation will weaken the authority
of psychology and psychologists in the larger society. But,
that, perhaps, will be the subject for some future history of
professional organizations.
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Handbook of Psychology Preface

Psychology at the beginning of the twenty-first century has
become a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field. 

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology. 

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that define the
fields they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective fields. Third, for psychologists seeking
to become conversant with fields outside their own specialty

ix
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature. 

The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER

Tampa, Florida
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xi

A scientific discipline is defined in many ways by the re-
search methods it employs. These methods can be said to rep-
resent the common language of the discipline’s researchers.
Consistent with the evolution of a lexicon, new research
methods frequently arise from the development of new
content areas. By every available measure—number of re-
searchers, number of publications, number of journals, num-
ber of new subdisciplines—psychology has undergone a
tremendous growth over the last half-century. This growth is
reflected in a parallel increase in the number of new research
methods available.

As we were planning and editing this volume, we dis-
cussed on many occasions the extent to which psychology
and the available research methods have become increasing
complex over the course of our careers. When our generation
of researchers began their careers in the late 1960s and early
1970s, experimental design was largely limited to simple
between-group designs, and data analysis was dominated by
a single method, the analysis of variance. A few other ap-
proaches were employed, but by a limited number of re-
searchers. Multivariate statistics had been developed, but
multiple regression analysis was the only method that was
applied with any frequency. Factor analysis was used almost
exclusively as a method in scale development. Classical test
theory was the basis of most psychological and educational
measures. Analysis of data from studies that did not meet
either the design or measurement assumptions required for an
analysis of variance was covered for most researchers by a
single book on nonparametric statistics by Siegel (1956). As
a review of the contents of this volume illustrates, the choice
of experimental and analytic methods available to the
present-day researcher is much broader. It would be fair to
say that the researcher in the 1960s had to formulate research
questions to fit the available methods. Currently, there are re-
search methods available to address most research questions. 

In the history of science, an explosion of knowledge is
usually the result of an advance in technology, new theoreti-
cal models, or unexpected empirical findings. Advances in
research methods have occurred as the result of all three fac-
tors, typically in an interactive manner. Some of the specific
factors include advances in instrumentation and measure-
ment technology, the availability of inexpensive desktop

computers to perform complex methods of data analysis, in-
creased computer capacity allowing for more intense analysis
of larger datasets, computer simulations that permit the eval-
uation of procedures across a wide variety of situations, new
approaches to data analysis and statistical control, and ad-
vances in companion sciences that opened pathways to the
exploration of behavior and created new areas of research
specialization and collaboration.

Consider the advances since the publication of the
first edition of Kirk’s (1968) text on experimental design.
At that time most studies were relatively small N experiments
that were conducted in psychology laboratories. Research ac-
tivity has subsequently exploded in applied and clinical
areas, with a proliferation of new journals largely dedicated
to quasi-experimental studies and studies in the natural envi-
ronment (e.g., in neuropsychology and health psychology).
Techniques such as polymerase chain reaction allow psychol-
ogists to test specific genes as risk candidates for behavioral
disorders. These studies rely on statistical procedures that are
still largely ignored by many researchers (e.g., logistic re-
gression, structural equation modeling). Brain imaging
procedures such as magnetic resonance imaging, magnetoen-
cephalography, and positron-emission tomography provide
cognitive psychologists and neuropsychologists the opportu-
nity to study cortical activity on-line. Clinical trials involving
behavioral interventions applied to large, representative sam-
ples are commonplace in health psychology. Research em-
ploying each of these procedures requires not only highly
specific and rigorous research methods, but also special
methods for handling and analyzing extremely large volumes
of data. Even in more traditional areas of research that con-
tinue to rely on group experimental designs, issues of mea-
suring practical significance, determination of sample size
and power, and procedures for handling nuisance variables
are now important concerns. Not surprisingly, the third edi-
tion of Kirk’s (1995) text has grown in page length by 60%.

Our review of these trends leads to several conclusions,
which are reflected in the selection of topics covered by the
chapters in this volume. Six features appear to characterize
the evolution in research methodology in psychology. 

First, there has been a focus on the development of proce-
dures that employ statistical control rather than experimental
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control. Because most of the recent growth involves research
in areas that preclude direct control of independent variables,
multivariate statistics and the development of methods such
as path analysis and structural equation modeling have been
critical developments. The use of statistical control has al-
lowed psychology to move from the carefully controlled con-
fines of the laboratory to the natural environment. 

Second, there has been an increasing focus on construct-
driven, or latent-variable, research. A construct is defined by
multiple observed variables. Constructs can be viewed as
more reliable and more generalizable than a single observed
variable. Constructs serve to organize a large set of observed
variables, resulting in parsimony. Constructs are also theoret-
ically based. This theory-based approach serves to guide
study design, the choice of variables, the data analysis, and
the data interpretation. 

Third, there has been an increasing emphasis on the de-
velopment of new measures and new measurement models.
This is not a new trend but an acceleration of an old trend.
The behavioral sciences have always placed the most empha-
sis on the issue of measurement. With the movement of the
field out of the laboratory combined with advances in tech-
nology, the repertoire of measures, the quality of the mea-
sures, and the sophistication of the measurement models have
all increased dramatically. 

Fourth, there is increasing recognition of the importance of
the temporal dimension in understanding a broad range of psy-
chological phenomena. We have become a more intervention-
oriented science, recognizing not only the complexity of
treatment effects but also the importance of the change in pat-
terns of the effects over time. The effects of an intervention
may be very different at different points in time. New statisti-
cal models for modeling temporal data have resulted.

Fifth, new methods of analysis have been developed
that no longer require the assumption of a continuous, equal-
interval, normally distributed variable. Previously, re-
searchers had the choice between very simple but limited
methods of data analysis that corresponded to the properties
of the measure or more complex sophisticated methods of
analysis that assumed, often inappropriately, that the measure
met very rigid assumptions. New methods have been devel-
oped for categorical, ordinal, or simply nonnormal variables
that can perform an equally sophisticated analysis.

Sixth, the importance of individual differences is increas-
ingly emphasized in intervention studies. Psychology has
always been interested in individual differences, but meth-
ods of data analysis have focused almost entirely on the rela-
tionships between variables. Individuals were studied as
members of groups, and individual differences served only to
inflate the error variance. New techniques permit researchers

to focus on the individual and model individual differences.
This becomes increasingly important as we recognize that in-
terventions do not affect everyone in exactly the same ways
and that interventions become more and more tailored to the
individual.

The text is organized into four parts. The first part, titled
“Foundations of Research,” addresses issues that are funda-
mental to all behavioral science research. The focus is on
study design, data management, data reduction, and data syn-
thesis. The first chapter, “Experimental Design” by Roger E.
Kirk, provides an overview of the basic considerations that
go into the design of a study. Once, a chapter on this topic
would have had to devote a great deal of attention to compu-
tational procedures. The availability of computers permits a
shift in focus to the conceptual rather than the computational
issues. The second chapter, “Exploratory Data Analysis” by
John T. Behrens and Chong-ho Yu, reminds us of the funda-
mental importance of looking at data in the most basic ways
as a first step in any data analysis. In some ways this repre-
sents a “back to the future” chapter. Advances in computer-
based graphical methods have brought a great deal of sophis-
tication to this very basic first step.

The third chapter, “Power: Basics, Practical Problems,
and Possible Solutions” by Rand R. Wilcox, reflects the crit-
ical change in focus for psychological research. Originally,
the central focus of a test of significance was on controlling
Type I error rates. The late Jacob Cohen emphasized that re-
searchers should be equally concerned by Type II errors.
This resulted in an emphasis on the careful planning of a
study and a concern with effect size and selecting the appro-
priate sample size. Wilcox updates and extends these con-
cepts. Chapter 4, “Methods for Handling Missing Data” by
John W. Graham, Patricio E. Cumsille, and Elvira Elek-Fisk,
describes the impressive statistical advances in addressing
the common practical problem of missing observations.
Previously, researchers had relied on a series of ad hoc pro-
cedures, often resulting in very inaccurate estimates. The new
statistical procedures allow the researcher to articulate the
assumptions about the reason the data is missing and make
very sophisticated estimates of the missing value based on all
the available information. This topic has taken on even more
importance with the increasing emphasis on longitudinal
studies and the inevitable problem of attrition. 

The fifth chapter, “Preparatory Data Analysis” by Linda S.
Fidell and Barbara G. Tabachnick, describes methods of pre-
processing data before the application of other methods of
statistical analysis. Extreme values can distort the results of
the data analysis if not addressed. Diagnostic methods can
preprocess the data so that complex procedures are not un-
duly affected by a limited number of cases that often are the

schi_fm.qxd  9/6/02  11:48 AM  Page xii



Volume Preface xiii

result of some type of error. The last two chapters in this part,
“Factor Analysis” by Richard L. Gorsuch and “Clustering
and Classification Methods” by Glenn W. Milligan and
Stephen C. Hirtle, describe two widely employed parsimony
methods. Factor analysis operates in the variable domain and
attempts to reduce a set of p observed variables to a smaller
set of m factors. These factors, or latent variables, are more
easily interpreted and thus facilitate interpretation. Cluster
analysis operates in the person domain and attempts to reduce
a set of N individuals to a set of k clusters. Cluster analysis
serves to explore the relationships among individuals and or-
ganize the set of individuals into a limited number of sub-
types that share essential features. These methods are basic to
the development of construct-driven methods and the focus
on individual differences.

The second part, “Research Methods in Specific Content
Areas,” addresses research methods and issues as they apply
to specific content areas. Content areas were chosen in part to
parallel the other volumes of the Handbook. More important,
however, we attempted to sample content areas from a broad
spectrum of specialization with the hope that these chapters
would provide insights into methodological concerns and
solutions that would generalize to other areas. Chapter 8,
“Clinical Forensic Psychology” by Kevin S. Douglas, Randy
K. Otto, and Randy Borum, addresses research methods and
issues that occur in assessment and treatment contexts. For
each task that is unique to clinical forensic psychology
research, they provide examples of the clinical challenges
confronting the psychologist, identify problems faced when
researching the issues or constructs, and describe not only re-
search strategies that have been employed but also their
strengths and limitations. In Chapter 9, “Psychotherapy Out-
come Research,” Evelyn S. Behar and Thomas D. Borkovec
address the methodological issues that need to be considered
for investigators to draw the strongest and most specific
cause-and-effect conclusions about the active components of
treatments, human behavior, and the effectiveness of thera-
peutic interventions.

The field of health psychology is largely defined by three
topics: the role of behavior (e.g., smoking) in the develop-
ment and prevention of disease, the role of stress and emotion
as psychobiological influences on disease, and psychological
aspects of acute and chronic illness and medical care. Insight
into the methodological issues and solutions for research in
each of these topical areas is provided by Timothy W. Smith
in Chapter 10, “Health Psychology.”

At one time, most behavioral experimentation was con-
ducted by individuals whose training focused heavily on ani-
mal research. Now many neuroscientists, trained in various
fields, conduct research in animal learning and publish

findings that are of interest to psychologists in many fields.
The major goal of Chapter 11, “Animal Learning” by Russell
M. Church, is to transfer what is fairly common knowledge in
experimental animal psychology to investigators with limited
exposure to this area of research. In Chapter 12, “Neuropsy-
chology,” Russell M. Bauer, Elizabeth C. Leritz, and Dawn
Bowers provide a discussion of neuropsychological inference,
an overview of major approaches to neuropsychological re-
search, and a review of newer techniques, including functional
neuroimaging, electrophysiology, magnetoencephalography,
and reversible lesion methods. In each section, they describe
the conceptual basis of the technique, outline its strengths and
weaknesses, and cite examples of how it has been used in
addressing conceptual problems in neuropsychology.

Whatever their specialty area, when psychologists evalu-
ate a program or policy, the question of impact is often at cen-
ter stage. The last chapter in this part, “Program Evaluation”
by Melvin M. Mark, focuses on key methods for estimating
the effects of policies and programs in the context of evalua-
tion. Additionally, Mark addresses several noncausal forms
of program evaluation research that are infrequently ad-
dressed in methodological treatises.

The third part is titled “Measurement Issues.” Advances in
measurement typically combine innovation in technology
and progress in theory. As our measures become more so-
phisticated, the areas of application also increase.

Mood emerged as a seminal concept within psychology
during the 1980s, and its prominence has continued unabated
ever since. In Chapter 14, “Mood Measurement: Current
Status and Future Directions,” David Watson and Jatin Vaidya
examine current research regarding the underlying structure
of mood, describe and evaluate many of the most important
mood measures, and discuss several issues related to the
reliability and construct validity of mood measurement. In
Chapter 15, “Measuring Personality and Psychopathology,”
Leslie C. Morey uses objective self-report methods of mea-
surement to illustrate contemporary procedures for scale
development and validation, addressing issues critical to all
measurement methods such as theoretical articulation, situa-
tional context, and the need for discriminant validity.

The appeal of circular models lies in the combination of a
circle’s aesthetic (organizational) simplicity and its powerful
potential to describe data in uniquely compelling substantive
and geometric ways, as has been demonstrated in describ-
ing interpersonal behavior and occupational interests. In
Chapter 16, “The Circumplex Model: Methods and Research
Applications,” Michael B. Gurtman and Aaron L. Pincus dis-
cuss the application of the circumplex model to the descrip-
tions of individuals, comparisons of groups, and evaluations
of constructs and their measures.
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Chapter 17, “Item Response Theory and Measuring Abili-
ties” by Karen M. Schmidt and Susan E. Embretson, de-
scribes the types of formal models that have been designed to
guide measure development. For many years, most tests of
ability and achievement have relied on classical test theory as
a framework to guide both measure development and mea-
sure evaluation. Item response theory updates this model in
many important ways, permitting the development of a new
generation of measures of abilities and achievement that are
particularly appropriate for a more interactive model of as-
sessment. The last chapter of this part, “Growth Curve Analy-
sis in Contemporary Psychological Research” by John J.
McArdle and John R. Nesselroade, describes new quantita-
tive methods for the study of change in development psy-
chology. The methods permit the researcher to model a wide
variety of different patterns of developmental change over
time.

The final part, “Data Analysis Methods,” addresses statis-
tical procedures that have been developed recently and are
still not widely employed by many researchers. They are typ-
ically dependent on the availability of high-speed computers
and permit researchers to investigate novel and complex re-
search questions. Chapter 19, “Multiple Linear Regression”
by Leona Aiken, Stephen G. West, and Steven C. Pitts, de-
scribes the advances in multiple linear regression that permit
applications of this very basic method to the analysis of com-
plex data sets and the incorporation of conceptual models to
guide the analysis. The testing of theoretical predictions and
the identification of implementation problems are the two
major foci of this chapter. Chapter 20, “Logistic Regression”
by Alfred DeMaris, describes a parallel method to multiple
regression analysis for categorical variables. The procedure
has been developed primarily outside of psychology and is
now being used much more frequently to address psycholog-
ical questions. Chapter 21, “Meta-Analysis” by Frank L.
Schmidt and John E. Hunter, describes procedures that have
been developed for the quantitative integration of research
findings across multiple studies. Previously, research findings
were integrated in narrative form and were subject to the bi-
ases of the reviewer. The method also focuses attention on the
importance of effect size estimation. 

Chapter 22, “Survival Analysis” by Judith D. Singer and
John B. Willett, describes a recently developed method for
analyzing longitudinal data. One approach is to code whether
an event has occurred at a given occasion. By switching the
focus on the time to the occurrence of the event, a much more
powerful and sophisticated analysis can be performed. Again,
the development of this procedure has occurred largely out-
side psychology but is being employed much more fre-
quently. In Chapter 23, “Time Series Analysis,” Wayne

Velicer and Joseph L. Fava describe a method for studying
the change in a single individual over time. Instead of a sin-
gle observation on many subjects, this method relies on many
observations on a single subject. In many ways, this method
is the prime exemplar of longitudinal research methods. 

Chapter 24, “Structural Equation Modeling” by Jodie B.
Ullman and Peter M. Bentler, describes a very general
method that combines three key themes: constructs or latent
variables, statistical control, and theory to guide data analy-
sis. First employed as an analytic method little more than
20 years ago, the method is now widely disseminated in the
behavioral sciences. Chapter 25, “Ordinal Analysis of Behav-
ioral Data” by Jeffrey D. Long, Du Feng, and Norman Cliff,
discusses the assumptions that underlie many of the widely
used statistical methods and describes a parallel series of
methods of analysis that only assume that the measure pro-
vides ordinal information. The last chapter, “Latent Class and
Latent Transition Analysis” by Stephanie L. Lanza, Brian P.
Flaherty, and Linda M. Collins, describes a new method for
analyzing change over time. It is particularly appropriate
when the change process can be conceptualized as a series of
discrete states. 

In completing this project, we realized that we were very
fortunate in several ways. Irving Weiner’s performance as
editor-in-chief was simply wonderful. He applied just the right
mix of obsessive concern and responsive support to keep things
on schedule. His comments on issues of emphasis, perspective,
and quality were insightful and inevitably on target.

We continue to be impressed with the professionalism of
the authors that we were able to recruit into this effort.
Consistent with their reputations, these individuals deliv-
ered chapters of exceptional quality, making our burden
pale in comparison to other editorial experiences. Because of
the length of the project, we shared many contributors’
experiences-marriages, births, illnesses, family crises. A def-
inite plus for us has been the formation of new friendships
and professional liaisons.

Our editorial tasks were also aided greatly by the generous
assistance of our reviewers, most of whom will be quickly
recognized by our readers for their own expertise in research
methodology. We are pleased to thank James Algina, Phipps
Arabie, Patti Barrows, Betsy Jane Becker, Lisa M. Brown,
Barbara M. Byrne, William F. Chaplin, Pat Cohen, Patrick J.
Curren, Glenn Curtiss, Richard B. Darlington, Susan
Duncan, Brian Everitt, Kerry Evers, Ron Gironda, Lisa
Harlow, Michael R. Harwell, Don Hedeker, David Charles
Howell, Lawrence J. Hubert, Bradley E. Huitema, Beth
Jenkins, Herbert W. Marsh, Rosemarie A. Martin, Scott E.
Maxwell, Kevin R. Murphy, Gregory Norman, Daniel J.
Ozer, Melanie Page, Mark D. Reckase, Charles S. Reichardt,
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Steven Reise, Joseph L. Rogers, Joseph Rossi, James
Rounds, Shlomo S. Sawilowsky, Ian Spence, James H.
Steiger, Xiaowu Sun, Randall C. Swaim, David Thissen,
Bruce Thompson, Terence J. G. Tracey, Rod Vanderploeg,
Paul F. Velleman, Howard Wainer, Douglas Williams, and
several anonymous reviewers for their thorough work and
good counsel. 

We finish this preface with a caveat. Readers will in-
evitably discover several contradictions or disagreements
across the chapter offerings. Inevitably, researchers in differ-
ent areas solve similar methodological problems in different
ways. These differences are reflected in the offerings of this
text, and we have not attempted to mediate these differing
viewpoints. Rather, we believe that the serious researcher
will welcome the opportunity to review solutions suggested

or supported by differing approaches. For flaws in the text,
however, the usual rule applies: We assume all responsibility.

JOHN A. SCHINKA

WAYNE F. VELICER
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SOME BASIC EXPERIMENTAL
DESIGN CONCEPTS

Experimental design is concerned with the skillful interroga-
tion of nature. Unfortunately, nature is reluctant to reveal
her secrets. Joan Fisher Box (1978) observed in her autobiog-
raphy of her father, Ronald A. Fisher, “Far from behaving
consistently, however, Nature appears vacillating, coy, and
ambiguous in her answers” (p. 140). Her most effective
tool for confusing researchers is variability—in particular,
variability among participants or experimental units. But
two can play the variability game. By comparing the variabil-
ity among participants treated differently to the variability
among participants treated alike, researchers can make in-
formed choices between competing hypotheses in science
and technology.

We must never underestimate nature—she is a formidable
foe. Carefully designed and executed experiments are re-
quired to learn her secrets. An experimental design is a plan
for assigning participants to experimental conditions and the
statistical analysis associated with the plan (Kirk, 1995, p. 1).
The design of an experiment involves a number of inter-
related activities:

1. Formulation of statistical hypotheses that are germane to the
scientific hypothesis. A statistical hypothesis is a statement

about (a) one or more parameters of a population or (b) the
functional form of a population. Statistical hypotheses
are rarely identical to scientific hypotheses—they are
testable formulations of scientific hypotheses.

2. Determination of the experimental conditions (independent
variable) to be manipulated, the measurement (dependent
variable) to be recorded, and the extraneous conditions
(nuisance variables) that must be controlled.

3. Specification of the number of participants required and
the population from which they will be sampled.

4. Specification of the procedure for assigning the partici-
pants to the experimental conditions. 

5. Determination of the statistical analysis that will be
performed.

In short, an experimental design identifies the independent,
dependent, and nuisance variables and indicates the way in
which the randomization and statistical aspects of an experi-
ment are to be carried out. 

Analysis of Variance

Analysis of variance (ANOVA) is a useful tool for under-
standing the variability in designed experiments. The seminal
ideas for both ANOVA and experimental design can be traced
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to Ronald A. Fisher, a statistician who worked at the Rotham-
sted Experimental Station. According to Box (1978, p. 100),
Fisher developed the basic ideas ofANOVAbetween 1919 and
1925. The first hint of what was to come appeared in a 1918
paper in which Fisher partitioned the total variance of a human
attribute into portions attributed to heredity, environment, and
other factors. The analysis of variance table for a two-treat-
ment factorial design appeared in a 1923 paper published with
M.A. Mackenzie (Fisher & Mackenzie, 1923). Fisher referred
to the table as a convenient way of arranging the arithmetic. In
1924 Fisher (1925) introduced the Latin square design in con-
nection with a forest nursery experiment. The publication in
1925 of his classic textbook Statistical Methods for Research
Workers and a short paper the following year (Fisher, 1926)
presented all the essential ideas of analysis of variance. The
textbook (Fisher, 1925, pp. 244–249) included a table of the
critical values of the ANOVA test statistic in terms of a func-
tion called z, where z = 1

2 (ln �̂2
Treatment − ln �̂2

Error). The statis-
tics �̂2

Treatment and �̂2
Error denote, respectively, treatment and

error variance. A more convenient form of Fisher’s z table that
did not require looking up log values was developed by
George Snedecor (1934). His critical values are expressed in
terms of the function F = �̂2

Treatment/�̂2
Error that is obtained

directly from theANOVAcalculations. He named it F in honor
of Fisher. Fisher’s field of experimentation—agriculture—
was a fortunate choice because results had immediate applica-
tion with assessable economic value, because simplifying
assumptions such as normality and independence of errors
were usually tenable, and because the cost of conducting
experiments was modest.

Three Principles of Good Experimental Design

The publication of Fisher’s Statistical Methods for Research
Workers and his 1935 The Design of Experiments gradually
led to the acceptance of what today is considered to be the
cornerstone of good experimental design: randomization.
It is hard to imagine the hostility that greeted the suggestion
that participants or experimental units should be randomly
assigned to treatment levels. Before Fisher’s work, most
researchers used systematic schemes, not subject to the laws
of chance, to assign participants. According to Fisher, ran-
dom assignment has several purposes. It helps to distribute
the idiosyncratic characteristics of participants over the treat-
ment levels so that they do not selectively bias the outcome of
the experiment. Also, random assignment permits the com-
putation of an unbiased estimate of error effects—those
effects not attributable to the manipulation of the independent
variable—and it helps to ensure that the error effects are
statistically independent.

Fisher popularized two other principles of good experi-
mentation: replication and local control or blocking. Replica-
tion is the observation of two or more participants under
identical experimental conditions. Fisher observed that repli-
cation enables a researcher to estimate error effects and
obtain a more precise estimate of treatment effects. Blocking,
on the other hand, is an experimental procedure for isolating
variation attributable to a nuisance variable. As the name
suggests, nuisance variables are undesired sources of varia-
tion that can affect the dependent variable. There are many
sources of nuisance variation. Differences among partici-
pants comprise one source. Other sources include variation
in the presentation of instructions to participants, changes in
environmental conditions, and the effects of fatigue and
learning when participants are observed several times. Three
experimental approaches are used to deal with nuisance
variables:

1. Holding the variable constant.

2. Assigning participants randomly to the treatment levels so
that known and unsuspected sources of variation among
the participants are distributed over the entire experiment
and do not affect just one or a limited number of treatment
levels.

3. Including the nuisance variable as one of the factors in the
experiment.

The last experimental approach uses local control or blocking
to isolate variation attributable to the nuisance variable so
that it does not appear in estimates of treatment and error
effects. A statistical approach also can be used to deal with
nuisance variables. The approach is called analysis of covari-
ance and is described in the last section of this chapter.
The three principles that Fisher vigorously championed—
randomization, replication, and local control—remain the
cornerstones of good experimental design. 

THREE BUILDING BLOCK DESIGNS

Completely Randomized Design

One of the simplest experimental designs is the randomization
and analysis plan that is used with a t statistic for independent
samples. Consider an experiment to compare the effectiveness
of two diets for obese teenagers. The independent variable is
the two kinds of diets; the dependent variable is the amount of
weight loss two months after going on a diet. For notational
convenience, the two diets are called treatment A. The levels
of treatment A corresponding to the specific diets are denoted
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by the lowercase letter a and a subscript: a1 denotes one diet
and a2 denotes the other. A particular but unspecified level of
treatment A is denoted by aj, where j ranges over the values 1
and 2. The amount of weight loss in pounds 2 months after
participant i went on diet j is denoted by Yij.

The null and alternative hypotheses for the weight-loss
experiment are, respectively,

H0: �1 − �2 = 0

H1: �1 − �2 �= 0,

where �1 and �2 denote the mean weight loss of the respec-
tive populations. Assume that 30 girls who want to lose
weight are available to participate in the experiment. The
researcher assigns n = 15 girls to each of the p = 2 diets so
that each of the (np)!/(n!)p = 155,117,520 possible assign-
ments has the same probability. This is accomplished by
numbering the girls from 1 to 30 and drawing numbers from
a random numbers table. The first 15 numbers drawn between
1 and 30 are assigned to treatment level a1; the remaining 15
numbers are assigned to a2. The layout for this experiment is
shown in Figure 1.1. The girls who were assigned to treat-
ment level a1 are called Group1; those assigned to treatment
level a2 are called Group2. The mean weight losses of the two
groups of girls are denoted by Y ·1 and Y ·2.

The t independent-samples design involves randomly
assigning participants to two levels of a treatment. A com-
pletely randomized design, which is described next, extends
this design strategy to two or more treatment levels. The com-
pletely randomized design is denoted by the letters CR-p,
where CR stands for “completely randomized” and p is the
number of levels of the treatment.

Again, consider the weight-loss experiment and suppose
that the researcher wants to evaluate the effectiveness of

three diets. The null and alternative hypotheses for the
experiment are, respectively,

H0: �1 = �2 = �3

H1: �j �= �j ′ for some j and j ′.

Assume that 45 girls who want to lose weight are available to
participate in the experiment. The girls are randomly as-
signed to the three diets with the restriction that 15 girls are
assigned to each diet. The layout for the experiment is shown
in Figure 1.2. A comparison of the layout in this figure with
that in Figure 1.1 for a t independent-samples design reveals
that they are the same except that the completely randomized
design has three treatment levels. The t independent-samples
design can be thought of as a special case of a completely
randomized design. When p is equal to two, the layouts and
randomization plans for the designs are identical. 

Thus far I have identified the null hypothesis that the
researcher wants to test, �1 = �2 = �3, and described the
manner in which the participants are assigned to the three
treatment levels. In the following paragraphs I discuss the com-
posite nature of an observation, describe the classical model
equation for a CR-p design, and examine the meaning of the
terms treatment effect and error effect.

An observation, which is a measure of the dependent vari-
able, can be thought of as a composite that reflects the
effects of the (a) independent variable, (b) individual charac-
teristics of the participant or experimental unit, (c) chance
fluctuations in the participant’s performance, (d) measure-
ment and recording errors that occur during data collection,

Figure 1.1 Layout for a t independent-samples design. Thirty girls are ran-
domly assigned to two levels of treatment A with the restriction that 15 girls
are assigned to each level. The mean weight loss in pounds for the girls in
treatment levels a1 and a2 is denoted by Y ·1 and Y ·2, respectively. 

Figure 1.2 Layout for a completely randomized design (CR-3 design).
Forty-five girls are randomly assigned to three levels of treatment A with the
restriction that 15 girls are assigned to each level. The mean weight loss in
pounds for the girls in treatment levels a1, a2, and a3 is denoted by Y ·1, Y ·2,
and Y ·3, respectively. 
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6 Experimental Design

and (e) any other nuisance variables such as environmental
conditions that have not been controlled. Consider the weight
loss of the fifth participant in treatment level a2. Suppose that
two months after beginning the diet this participant has lost
13 pounds (Y52 = 13). What factors have affected the value of
Y52? One factor is the effectiveness of the diet. Other factors
are her weight prior to starting the diet, the degree to which
she stayed on the diet, and the amount she exercised during
the two-month trial, to mention only a few. In summary, Y52 is
a composite that reflects (a) the effects of treatment level a2,
(b) effects unique to the participant, (c) effects attributable to
chance fluctuations in the participant’s behavior, (d) errors in
measuring and recording the participant’s weight loss, and
(e) any other effects that have not been controlled. Our con-
jectures about Y52 or any of the other 44 observations can be
expressed more formally by a model equation. The classical
model equation for the weight-loss experiment is

Yi j = � + �j + �i( j) (i = 1, . . . , n; j = 1, . . . , p),

where

Yi j is the weight loss for participant i in treatment
level aj.

� is the grand mean of the three weight-loss popula-
tion means.

�j is the treatment effect for population j and is equal to
�j − �. It reflects the effects of diet aj.

�i( j) is the within-groups error effect associated with Yi j

and is equal to Yi j − � − �j . It reflects all effects
not attributable to treatment level aj. The notation
i( j) indicates that the ith participant appears only in
treatment level j. Participant i is said to be nested
within the jth treatment level. Nesting is discussed
in the section titled “Hierarchical Designs.”

According to the equation for this completely randomized
design, each observation is the sum of three parameters
�, �j , and �i( j). The values of the parameters in the equation
are unknown but can be estimated from sample data.

The meanings of the terms grand mean, �, and treatment
effect, �j , in the model equation seem fairly clear; the mean-
ing of error effect, �i( j), requires a bit more explanation. Why
do observations, Yi js, in the same treatment level vary from
one participant to the next? This variation must be due to dif-
ferences among the participants and to other uncontrolled
variables because the parameters � and �j in the model equa-
tion are constants for all participants in the same treatment
level. To put it another way, observations in the same treatment

level are different because the error effects, �i( j)s, for the
observations are different. Recall that error effects reflect idio-
syncratic characteristics of the participants—those character-
istics that differ from one participant to another—and any
other variables that have not been controlled. Researchers at-
tempt to minimize the size of error effects by holding sources
of variation that might contribute to the error effects constant
and by the judicial choice of an experimental design. Designs
that are described next permit a researcher to isolate and re-
move some sources of variation that would ordinarily be in-
cluded in the error effects.

Randomized Block Design

The two designs just described use independent samples. Two
samples are independent if, for example, a researcher ran-
domly samples from two populations or randomly assigns par-
ticipants to p groups. Dependent samples, on the other hand,
can be obtained by any of the following procedures.

1. Observe each participant under each treatment level in
the experiment—that is, obtain repeated measures on the
participants.

2. Form sets of participants who are similar with respect to
a variable that is correlated with the dependent variable.
This procedure is called participant matching.

3. Obtain sets of identical twins or littermates in which case
the participants have similar genetic characteristics.

4. Obtain participants who are matched by mutual selection,
for example, husband and wife pairs or business partners.

In the behavioral and social sciences, the participants are
often people whose aptitudes and experiences differ markedly.
Individual differences are inevitable, but it is often possible
to isolate or partition out a portion of these effects so that
they do not appear in estimates of the error effects. One design
for accomplishing this is the design used with a t statistic for
dependent samples. As the name suggests, the design uses
dependent samples. A t dependent-samples design also uses a
more complex randomization and analysis plan than does a t
independent-samples design. However, the added complexity
is often accompanied by greater power—a point that I will de-
velop later in connection with a randomized block design.

Let’s reconsider the weight-loss experiment. It is reason-
able to assume that ease of losing weight is related to the
amount by which a girl is overweight. The design of the exper-
iment can be improved by isolating this nuisance variable.
Suppose that instead of randomly assigning 30 participants to
the treatment levels, the researcher formed pairs of participants
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Three Building Block Designs 7

Figure 1.3 Layout for a t dependent-samples design. Each block contains
two girls who are overweight by about the same amount. The two girls in a
block are randomly assigned to the treatment levels. The mean weight loss in
pounds for the girls in treatment levels a1 and a2 is denoted by Y ·1 and Y ·2,
respectively.

so that prior to going on a diet the participants in each pair are
overweight by about the same amount. The participants in each
pair constitute a block or set of matched participants. A simple
way to form blocks of matched participants is to rank them
from least to most overweight. The participants ranked 1 and 2
are assigned to block one, those ranked 3 and 4 are assigned to
block two, and so on. In this example, 15 blocks of dependent
samples can be formed from the 30 participants.After all of the
blocks have been formed, the two participants in each block
are randomly assigned to the two diets. The layout for this ex-
periment is shown in Figure 1.3. If the researcher’s hunch is
correct that ease in losing weight is related to the amount by
which a girl is overweight, this design should result in a more
powerful test of the null hypothesis, �·1 − �·2 = 0, than would
a t test for independent samples. As we will see, the increased
power results from isolating the nuisance variable (the amount
by which the girls are overweight) so that it does not appear in
the estimate of the error effects.

Earlier we saw that the layout and randomization proce-
dures for a t independent-samples design and a completely
randomized design are the same except that a completely ran-
domized design can have more than two treatment levels.
The same comparison can be drawn between a t dependent-
samples design and a randomized block design. A random-
ized block design is denoted by the letters RB-p, where RB
stands for “randomized block” and p is the number of levels
of the treatment. The four procedures for obtaining depen-
dent samples that were described earlier can be used to form
the blocks in a randomized block design. The procedure that
is used does not affect the computation of significance tests,
but the procedure does affect the interpretation of the results.
The results of an experiment with repeated measures general-
ize to a population of participants who have been exposed to
all of the treatment levels. However, the results of an experi-
ment with matched participants generalize to a population of

participants who have been exposed to only one treatment
level. Some writers reserve the designation randomized
block design for this latter case. They refer to a design with
repeated measurements in which the order of administration
of the treatment levels is randomized independently for each
participant as a subjects-by-treatments design. A design with
repeated measurements in which the order of administration
of the treatment levels is the same for all participants is
referred to as a subject-by-trials design. I use the designation
randomized block design for all three cases.

Of the four ways of obtaining dependent samples, the use
of repeated measures on the participants typically results in
the greatest homogeneity within the blocks. However, if re-
peated measures are used, the effects of one treatment level
should dissipate before the participant is observed under an-
other treatment level. Otherwise the subsequent observations
will reflect the cumulative effects of the preceding treatment
levels. There is no such restriction, of course, if carryover ef-
fects such as learning or fatigue are the researcher’s principal
interest. If blocks are composed of identical twins or litter-
mates, it is assumed that the performance of participants hav-
ing identical or similar heredities will be more homogeneous
than the performance of participants having dissimilar hered-
ities. If blocks are composed of participants who are matched
by mutual selection (e.g., husband and wife pairs or business
partners), a researcher should ascertain that the participants
in a block are in fact more homogeneous with respect to the
dependent variable than are unmatched participants. A hus-
band and wife often have similar political attitudes; the cou-
ple is less likely to have similar mechanical aptitudes. 

Suppose that in the weight-loss experiment the researcher
wants to evaluate the effectiveness of three diets, denoted
by a1, a2, and a3. The researcher suspects that ease of losing
weight is related to the amount by which a girl is overweight.
If a sample of 45 girls is available, the blocking procedure
described in connection with a t dependent-samples design
can be used to form 15 blocks of participants. The three par-
ticipants in a block are matched with respect to the nuisance
variable, the amount by which a girl is overweight. The lay-
out for this experiment is shown in Figure 1.4. A comparison
of the layout in this figure with that in Figure 1.3 for a t
dependent-samples design reveals that they are the same ex-
cept that the randomized block design has p = 3 treatment
levels. When p = 2, the layouts and randomization plans for
the designs are identical. In this and later examples, I assume
that all of the treatment levels and blocks of interest are rep-
resented in the experiment. In other words, the treatment lev-
els and blocks represent fixed effects. A discussion of the case
in which either the treatment levels or blocks or both are ran-
domly sampled from a population of levels, the mixed and
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8 Experimental Design

random effects cases, is beyond the scope of this chapter. The
reader is referred to Kirk (1995, pp. 256–257, 265–268).

A randomized block design enables a researcher to test
two null hypotheses.

H0: �·1 = �·2 = �·3
(Treatment population means are equal.)

H0: �1· = �2· = · · · = �15·
(Block population means are equal.)

The second hypothesis, which is usually of little interest,
states that the population weight-loss means for the 15 levels
of the nuisance variable are equal. The researcher expects a
test of this null hypothesis to be significant. If the nuisance
variable represented by the blocks does not account for an ap-
preciable proportion of the total variation in the experiment,
little has been gained by isolating the effects of the variable.
Before exploring this point, I describe the model equation for
an RB-p design.

The classical model equation for the weight-loss experi-
ment is

Yi j = � + �j + �i + �i j (i = 1, . . . , n; j = 1, . . . , p),

where

Yi j is the weight loss for the participant in Blocki and
treatment level aj.

� is the grand mean of the three weight-loss popula-
tion means.

�j is the treatment effect for population j and is equal to
�· j − �. It reflects the effect of diet aj.

�i is the block effect for population i and is equal to
�i · − �. It reflects the effect of the nuisance variable
in Blocki.

�i j is the residual error effect associated with Yi j and is
equal to Yi j − � − �j − �i . It reflects all effects not
attributable to treatment level aj and Blocki.

According to the model equation for this randomized block
design, each observation is the sum of four parameters:
�,�j , �i , and �i j . A residual error effect is that portion of an
observation that remains after the grand mean, treatment
effect, and block effect have been subtracted from it; that
is, �i j = Yi j − � − �j − �i . The sum of the squared error
effects for this randomized block design,∑∑

�2
i j =

∑∑
(Yi j − � − �j − �i )

2,

will be smaller than the sum for the completely randomized
design, ∑∑

�2
i( j) =

∑∑
(Yi j − � − �j )

2,

if �2
i is not equal to zero for one or more blocks. This idea is

illustrated in Figure 1.5, where the total sum of squares and
degrees of freedom for the two designs are partitioned. The F
statistic that is used to test the null hypothesis can be thought
of as a ratio of error and treatment effects,

F = f (error effects) + f (treatment effects)

f (error effects)

where f ( ) denotes a function of the effects in parentheses. It
is apparent from an examination of this ratio that the smaller
the sum of the squared error effects, the larger the F statistic
and, hence, the greater the probability of rejecting a false null

SSRES

(n � 1)(p � 1) � 28

SSWG

p(n � 1) � 42

Figure 1.5 Partition of the total sum of squares (SSTOTAL) and degrees of
freedom (np − 1 = 44) for CR-3 and RB-3 designs. The treatment and
within-groups sums of squares are denoted by, respectively, SSA and SSWG.
The block and residual sums of squares are denoted by, respectively, SSBL
and SSRES. The shaded rectangles indicate the sums of squares that are used
to compute the error variance for each design: MSWG = SSWG/p(n − 1)

and MSRES = SSRES/(n − 1)(p − 1). If the nuisance variable (SSBL) in the
randomized block design accounts for an appreciable portion of the total sum
of squares, the design will have a smaller error variance and, hence, greater
power than the completely randomized design.

Figure 1.4 Layout for a randomized block design (RB-3 design). Each
block contains three girls who are overweight by about the same amount.
The three girls in a block are randomly assigned to the treatment levels. The
mean weight loss in pounds for the girls in treatment levels a1, a2, and a3 is
denoted by Y ·1, Y ·2, and Y ·3, respectively. The mean weight loss for the
girls in Block1, Block2, . . . , Block15 is denoted by Y 1·, Y 2·, . . . , Y 15·,
respectively.
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Three Building Block Designs 9

hypothesis. Thus, by isolating a nuisance variable that ac-
counts for an appreciable portion of the total variation in a
randomized block design, a researcher is rewarded with a
more powerful test of a false null hypothesis.

As we have seen, blocking with respect to the nuisance
variable (the amount by which the girls are overweight)
enables the researcher to isolate this variable and remove it
from the error effects. But what if the nuisance variable
doesn’t account for any of the variation in the experiment? In
other words, what if all of the block effects in the experiment
are equal to zero? In this unlikely case, the sum of the squared
error effects for the randomized block and completely ran-
domized designs will be equal. In this case, the randomized
block design will be less powerful than the completely ran-
domized design because its error variance, the denominator
of the F statistic, has n − 1 fewer degrees of freedom than
the error variance for the completely randomized design. It
should be obvious that the nuisance variable should be se-
lected with care. The larger the correlation between the nui-
sance variable and the dependent variable, the more likely it
is that the block effects will account for an appreciable
proportion of the total variation in the experiment.

Latin Square Design

The Latin square design described in this section derives its
name from an ancient puzzle that was concerned with the
number of different ways that Latin letters can be arranged in
a square matrix so that each letter appears once in each row
and once in each column. An example of a 3 × 3 Latin square
is shown in Figure 1.6. In this figure I have used the letter a
with subscripts in place of Latin letters. The Latin square de-
sign is denoted by the letters LS-p, where LS stands for
“Latin square” and p is the number of levels of the treatment.
A Latin square design enables a researcher to isolate the ef-
fects of not one but two nuisance variables. The levels of one
nuisance variable are assigned to the rows of the square; the
levels of the other nuisance variable are assigned to the
columns. The levels of the treatment are assigned to the cells
of the square.

Let’s return to the weight-loss experiment. With a Latin
square design the researcher can isolate the effects of the
amount by which girls are overweight and the effects of a sec-
ond nuisance variable, for example, genetic predisposition to
be overweight. A rough measure of the second nuisance vari-
able can be obtained by asking a girl’s parents whether they
were overweight as teenagers: c1 denotes neither parent over-
weight, c2 denotes one parent overweight, and c3 denotes both
parents overweight. This nuisance variable can be assigned to
the columns of the Latin square. Three levels of the amount by
which girls are overweight can be assigned to the rows of the

Latin square: b1 is less than 15 pounds, b2 is 15 to 25 pounds,
and b3 is more than 25 pounds. The advantage of being able to
isolate two nuisance variables comes at a price. The ran-
domization procedures for a Latin square design are more
complex than those for a randomized block design. Also, the
number of rows and columns of a Latin square must each
equal the number of treatment levels, which is three in the ex-
ample. This requirement can be very restrictive. For example,
it was necessary to restrict the continuous variable of the
amount by which girls are overweight to only three levels.
The layout of the LS-3 design is shown in Figure 1.7.

Figure 1.6 Three-by-three Latin square, where aj denotes one of the
j = 1, . . . , p levels of treatment A; bk denotes one of the k = 1, . . . , p levels
of nuisance variable B; and cl denotes one of the l = 1, . . . , p levels of nui-
sance variable C. Each level of treatment A appears once in each row and
once in each column as required for a Latin square. 

Figure 1.7 Layout for a Latin square design (LS-3 design) that is based on
the Latin square in Figure 1.6. Treatment A represents three kinds of diets;
nuisance variable B represents amount by which the girls are overweight;
and nuisance variable C represents genetic predisposition to be overweight.
The girls in Group1, for example, received diet a1, were less than fifteen
pounds overweight (b1), and neither parent had been overweight as a
teenager (c1). The mean weight loss in pounds for the girls in the nine groups
is denoted by Y ·111, Y ·123, . . . , Y ·331.
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10 Experimental Design

The design in Figure 1.7 enables the researcher to test
three null hypotheses:

H0: �1·· = �2·· = �3··
(Treatment population means are equal.)

H0: �·1· = �·2· = �·3·
(Row population means are equal.)

H0: �··1 = �··2 = �··3
(Column population means are equal.)

The first hypothesis states that the population means for the
three diets are equal. The second and third hypotheses make
similar assertions about the population means for the two
nuisance variables. Tests of these nuisance variables are ex-
pected to be significant. As discussed earlier, if the nuisance
variables do not account for an appreciable proportion of the
total variation in the experiment, little has been gained by iso-
lating the effects of the variables.

The classical model equation for this version of the
weight-loss experiment is

Yi jkl = � + �j + �k + 	l + �jkl + �i( jkl)

(i = 1, . . . , n; j = 1, . . . , p; k = 1, . . . , p; l = 1, . . . , p),

where

Yi jkl
is the weight loss for the ith participant in treat-
ment level aj, row bk, and column cl.

�j is the treatment effect for population j and is equal
to �j ·· − �. It reflects the effect of diet aj.

�k is the row effect for population k and is equal
to �·k· − �. It reflects the effect of nuisance vari-
able bk.

	l is the column effect for population l and is equal
to �··l − �. It reflects the effects of nuisance vari-
able cl.

�jkl is the residual effect that is equal to �jkl − �j ··−
�·k· − �··l + 2�.

�i( jkl) is the within-cell error effect associated with Yijkl

and is equal to Yi jkl − � − �j − �k − 	l − �jkl .

According to the model equation for this Latin square design,
each observation is the sum of six parameters: �, �j , �k,

	l, �jkl, and �i( jkl). The sum of the squared within-cell error
effects for the Latin square design, ∑∑

�2
i( jkl) =

∑∑
(Yi jkl − � − �j −�k − 	l − �jkl)

2,

will be smaller than the sum for the randomized block design, ∑∑
�2

i j =
∑∑

(Yi j − � − �j − �i )
2,

if the combined effects of 
∑

�2
k,

∑
	2

l , and
∑

�2
jkl are

greater than 
∑

�2
i . The benefits of isolating two nuisance

variables are a smaller error variance and increased power. 
Thus far I have described three of the simplest experimen-

tal designs: the completely randomized design, randomized
block design, and Latin square design. The three designs are
called building block designs because complex experimental
designs can be constructed by combining two or more of these
simple designs (Kirk, 1995, p. 40). Furthermore, the random-
ization procedures, data analysis, and model assumptions for
complex designs represent extensions of those for the three
building block designs. The three designs provide the organi-
zational structure for the design nomenclature and classifica-
tion scheme that is described next.

CLASSIFICATION OF EXPERIMENTAL DESIGNS

A classification scheme for experimental designs is given in
Table 1.1. The designs in the category systematic designs do
not use random assignment of participants or experimental
units and are of historical interest only. According to Leonard
and Clark (1939), agricultural field research employing sys-
tematic designs on a practical scale dates back to 1834. Over
the last 80 years systematic designs have fallen into disuse be-
cause designs employing random assignment are more likely
to provide valid estimates of treatment and error effects and
can be analyzed using the powerful tools of statistical infer-
ence such as analysis of variance. Experimental designs using
random assignment are called randomized designs. The ran-
domized designs in Table 1.1 are subdivided into categories
based on (a) the number of treatments, (b) whether participants
are assigned to relatively homogeneous blocks prior to random
assignment, (c) presence or absence of confounding, (d) use of
crossed or nested treatments, and (e) use of a covariate.

The letters p and q in the abbreviated designations denote
the number of levels of treatments A and B, respectively. If a
design includes a third and fourth treatment, say treatments C
and D, the number of their levels is denoted by r and t,
respectively. In general, the designation for designs with two
or more treatments includes the letters CR, RB, or LS to
indicate the building block design. The letter F or H is added
to the designation to indicate that the design is, respectively, a
factorial design or a hierarchical design. For example, the F in
the designation CRF-pq indicates that it is a factorial design;
the CR and pq indicate that the design was constructed by
combining two completely randomized designs with p and q
treatment levels. The letters CF, PF, FF, and AC are added to
the designation if the design is, respectively, a confounded
factorial design, partially confounded factorial design, frac-
tional factorial design, or analysis of covariance design.
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TABLE 1.1 Classification of Experimental Designs

Abbreviated
Experimental Design Designationa

I. Systematic Designs (selected examples).
1. Beavan’s chessboard design.
2. Beavan’s half-drill strip design.
3. Diagonal square design.
4. Knut Vik square design.

II. Randomized Designs With One Treatment.
A. Experimental units randomly assigned to 

treatment levels.
1. Completely randomized design. CR-p

B. Experimental units assigned to relatively 
homogeneous blocks or groups prior to
random assignment.
1. Balanced incomplete block design. BIB-p
2. Cross-over design. CO-p
3. Generalized randomized block design. GRB-p
4. Graeco-Latin square design. GLS-p
5. Hyper-Graeco-Latin square design. HGLS-p
6. Latin square design. LS-p
7. Lattice balanced incomplete block design. LBIB-p
8. Lattice partially balanced incomplete LPBIB-p

block design.
9. Lattice unbalanced incomplete block design. LUBIB-p

10. Partially balanced incomplete block design. PBIB-p
11. Randomized block design. RB-p
12. Youden square design. YBIB-p

III. Randomized Designs With Two or More Treatments.
A. Factorial designs: designs in which all treatments 

are crossed.
1. Designs without confounding.

a. Completely randomized factorial design. CRF-pq
b. Generalized randomized block factorial design. GRBF-pq
c. Randomized block factorial design. RBF-pq

2. Design with group-treatment confounding.
a. Split-plot factorial design. SPF-p ·q

3. Designs with group-interaction confounding.
a. Latin square confounded factorial design. LSCF-pk

aThe abbreviated designations are discussed later. 

Abbreviated
Experimental Design Designationa

b. Randomized block completely confounded RBCF-pk

factorial design.
c. Randomized block partially confounded RBPF-pk

factorial design.
4. Designs with treatment-interaction confounding.

a. Completely randomized fractional CRFF-pk−i

factorial design.
b. Graeco-Latin square fractional factorial design. GLSFF-pk

c. Latin square fractional factorial design. LSFF-pk

d. Randomized block fractional factorial design. RBFF-pk−i

B. Hierarchical designs: designs in which one or 
more treatments are nested.
1. Designs with complete nesting.

a. Completely randomized hierarchical design. CRH-pq(A)
b. Randomized block hierarchical design. RBH-pq(A)

2. Designs with partial nesting.
a. Completely randomized partial CRPH-pq(A)r

hierarchical design.
b. Randomized block partial hierarchical design. RBPH-pq(A)r
c. Split-plot partial hierarchical design. SPH-p ·qr(B)

IV. Randomized Designs With One or More Covariates.
A. Designs that include a covariate have 

the letters AC added to the abbreviated
designation as in the following examples.
1. Completely randomized analysis of covariance CRAC-p

design.
2. Completely randomized factorial analysis CRFAC-pq

of covariance design.
3. Latin square analysis of covariance design. LSAC-p
4. Randomized block analysis of covariance design. RBAC-p
5. Split-plot factorial analysis of covariance design. SPFAC-p ·q

V. Miscellaneous Designs (select examples).
1. Solomon four-group design.
2. Interrupted time-series design.

choose. Because of the wide variety of designs available, it is
important to identify them clearly in research reports. One
often sees statements such as “a two-treatment factorial de-
sign was used.” It should be evident that a more precise
description is required. This description could refer to 10 of
the 11 factorial designs in Table 1.1.

Thus far, the discussion has been limited to designs with
one treatment and one or two nuisance variables. In the fol-
lowing sections I describe designs with two or more treat-
ments that are constructed by combining several building
block designs.

FACTORIAL DESIGNS 

Completely Randomized Factorial Design

Factorial designs differ from those described previously in
that two or more treatments can be evaluated simultaneously

Three of these designs are described later. Because of space
limitations, I cannot describe all of the designs in Table 1.1.
I will focus on those designs that are potentially the most
useful in the behavioral and social sciences.

It is apparent from Table 1.1 that a wide array of designs
is available to researchers. Unfortunately, there is no univer-
sally accepted designation for the various designs—some
designs have as many as five different names. For example,
the completely randomized design has been called a one-way
classification design, single-factor design, randomized group
design, simple randomized design, and single variable exper-
iment. Also, a variety of design classification schemes have
been proposed. The classification scheme in Table 1.1 owes
much to Cochran and Cox (1957, chaps. 4–13) and Federer
(1955, pp. 11–12).

A quick perusal of Table 1.1 reveals why researchers
sometimes have difficulty selecting an appropriate experi-
mental design—there are a lot of designs from which to
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Figure 1.8 Layout for a two-treatment completely randomized factorial
design (CRF-32 design). Thirty girls are randomly assigned to six combina-
tions of treatments A and B with the restriction that five girls are assigned to
each combination. The mean weight loss in pounds for girls in the six groups
is denoted by Y ·11, Y ·12, . . . , Y ·32.

in an experiment. The simplest factorial design from the
standpoint of randomization, data analysis, and model as-
sumptions is based on a completely randomized design and,
hence, is called a completely randomized factorial design. A
two-treatment completely randomized factorial design is de-
noted by the letters CRF-pq, where p and q denote the num-
ber of levels, respectively, of treatments A and B.

In the weight-loss experiment, a researcher might be inter-
ested in knowing also whether walking on a treadmill for
20 minutes a day would contribute to losing weight, as well
as whether the difference between the effects of walking or
not walking on the treadmill would be the same for each of
the three diets. To answer these additional questions, a re-
searcher can use a two-treatment completely randomized fac-
torial design. Let treatment A consist of the three diets (a1, a2,
and a3) and treatment B consist of no exercise on the tread-
mill (b1) and exercise for 20 minutes a day on the treadmill
(b2). This design is a CRF-32 design, where 3 is the number
of levels of treatment A and 2 is the number of levels of treat-
ment B. The layout for the design is obtained by combining
the treatment levels of a CR-3 design with those of a CR-2
design so that each treatment level of the CR-3 design ap-
pears once with each level of the CR-2 design and vice versa.
The resulting design has 3 × 2 = 6 treatment combinations
as follows: a1b1, a1b2, a2b1, a2b2, a3b1, a3b2. When treatment
levels are combined in this way, the treatments are said to be
crossed. The use of crossed treatments is a characteristic of
all factorial designs. The layout of the design with 30 girls
randomly assigned to the six treatment combinations is
shown in Figure 1.8.

The classical model equation for the weight-loss experi-
ment is

Yi jk = � + �j + �k + (��)jk + �i( jk)

(i = 1, . . . , n; j = 1, . . . , p; k = 1, . . . , q),

where

Yi jk is the weight loss for participant i in treatment
combination ajbk.

� is the grand mean of the six weight-loss popula-
tion means.

�j is the treatment effect for population aj and is
equal to �j · − �. It reflects the effect of diet aj.

�k is the treatment effect for population bk and is
equal to �·k − �. It reflects the effects of exercise
condition bk.

(��)jk is the interaction effect for populations aj and bk

and is equal to �jk − �j · − �·k − �. Interaction
effects are discussed later.

�i( jk) is the within-cell error effect associated with Yi jk

and is equal to Yi jk − � − �j − �k − (��)jk . It
reflects all effects not attributable to treatment
level aj, treatment level bk, and the interaction of aj

and bk.

The CRF-32 design enables a researcher to test three null
hypotheses:

H0: �1· = �2· = �3·
(Treatment A population means are equal.)

H0: �·1 = �·2
(Treatment B population means are equal.)

H0: �jk − �jk ′ − �j ′k + �j ′k ′ = 0 for all j and k
(All A × B interaction effects equal zero.)

The last hypothesis is unique to factorial designs. It states that
the joint effects (interaction) of treatments A and B are equal
to zero for all combinations of the two treatments. Two treat-
ments are said to interact if any difference in the dependent
variable for one treatment is different at two or more levels of
the other treatment.

Thirty girls are available to participate in the weight-loss ex-
periment and have been randomly assigned to the six treatment
combinations with the restriction that five girls are assigned to
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TABLE 1.2 Weight-Loss Data for the Diet (aj) and Exercise
Conditions (bk)

a1b1 a1b2 a2b1 a2b2 a3b1 a3b2

7 7 9 10 15 13
13 14 4 5 10 16
9 11 7 7 12 20
5 4 14 15 5 19
1 9 11 13 8 12

TABLE 1.3 Descriptive Summary of the Weight-Loss Data: Means
(Y) and Standard Deviations (S)

Mean
Standard

Diet a1 Diet a2 Diet a3 Deviation

No treadmill Y ·11 = 7.0 Y ·21 = 9.0 Y ·31 = 10.0 Y ··1 = 8.7
exercise (b1) S·11 = 4.0 S·21 = 3.4 S·31 = 3.4 S··1 = 3.8

Treadmill Y ·12 = 9.0 Y ·22 = 10.0 Y ·32 = 16.0 Y ··2 = 11.7
exercise (b2) S·12 = 3.4 S·22 = 3.7 S·32 = 3.2 S··2 = 4.6

Y ·1· = 8.0 Y ·2· = 9.5 Y ·3· = 13.0
S·1· = 3.8 S·2· = 3.6 S·3· = 4.4

TABLE 1.4 Analysis of Variance for the Weight-Loss Data

Source SS df MS F p

Treatment A (Diet) 131.6667 2 65.8334 4.25 .026
Treatment B (Exercise) 67.5000 1 67.5000 4.35 .048
A × B 35.0000 2 17.5000 1.13 .340
Within cell 372.0000 24 15.5000

Total 606.1667 29

each combination. The data, weight loss for each girl, are given
in Table 1.2. A descriptive summary of the data—sample
means and standard deviations—is given in Table 1.3.

An examination of Table 1.3 suggests that diet a3 resulted
in more weight loss than did the other diets and 20 minutes a
day on the treadmill was beneficial. The analysis of variance
for the weight-loss data is summarized in Table 1.4, which
shows that the null hypotheses for treatments A and B can be
rejected. We know that at least one contrast or difference
among the diet population means is not equal to zero. Also,
from Tables 1.3 and 1.4 we know that 20 minutes a day on
the treadmill resulted in greater weight loss than did the
no-exercise condition. The A × B interaction test is not
significant. When two treatments interact, a graph in which
treatment-combination population means are connected by
lines will always reveal at least two nonparallel lines for one
or more segments of the lines. The nonsignificant interac-
tion test in Table 1.4 tells us that there is no reason for be-
lieving that the population difference in weight loss between
the treadmill and no-treadmill conditions is different for the
three diets. If the interaction had been significant, our interest
would have shifted from interpreting the tests of treatments A
and B to understanding the nature of the interaction. Proce-
dures for interpreting interactions are described by Kirk
(1995, pp. 370–372, 377–389).

Statistical Significance Versus Practical Significance

The rejection of the null hypotheses for the diet and exercise
treatments is not very informative. We know in advance that

the hypotheses are false. As John Tukey (1991) wrote, “the
effects of A and B are always different—in some decimal
place—for any A and B. Thus asking ‘Are the effects differ-
ent?’ is foolish” (p. 100). Furthermore, rejection of a null
hypothesis tells us nothing about the size of the treatment
effects or whether they are important or large enough to be
useful—that is, their practical significance. In spite of numer-
ous criticisms of null hypothesis significance testing, re-
searchers continue to focus on null hypotheses and p values.
The focus should be on the data and on what the data tell the
researcher about the scientific hypothesis. This is not a new
idea. It was originally touched on by Karl Pearson in 1901
and more explicitly by Fisher in 1925. Fisher (1925) pro-
posed that researchers supplement null hypothesis signifi-
cance tests with measures of strength of association. Since
then over 40 supplementary measures of effect magnitude
have been proposed (Kirk, 1996). The majority of the mea-
sures fall into one of two categories: measures of strength of
association and measures of effect size (typically, standard-
ized mean differences). Hays (1963) introduced a measure
of strength of association that can assist a researcher in as-
sessing the importance or usefulness of a treatment: omega
squared, 
̂2

. Omega squared estimates the proportion of the
population variance in the dependent variable accounted
for by a treatment. For experiments with several treatments,
as in the weight-loss experiment, partial omega squared is
computed. For example, the proportion of variance in the
dependent variable, Y, accounted for by treatment A eliminat-
ing treatment B and the A × B interaction is denoted by

̂2

Y |A·B, AB . Similarly, 
̂2
Y |B·A, AB denotes the proportion of the

variance accounted for by treatment B eliminating treatment
A and the A × B interaction. For the weight-loss experiment,
the partial omega squareds for treatments A and B are,
respectively,


̂2
Y |A·B, AB = (p − 1)(FA − 1)

(p − 1)(FA − 1) + npq

= (3 − 1)(4.247 − 1)

(3 − 1)(4.247 − 1) + (5)(3)(2)
= 0.18
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̂2
Y |B·A, AB = (q − 1)(FB − 1)

(q − 1)(FB − 1) + npq

= (2 − 1)(4.376 − 1)

(2 − 1)(4.376 − 1) + (5)(3)(2)
= 0.10.

Following Cohen’s (1988, pp. 284–288) guidelines for inter-
preting omega squared, 

.010 is a small association

.059 is a medium association

.138 is a large association, 

we conclude that the diets accounted for a large proportion
of the population variance in weight loss. This is consistent
with our perception of the differences between the weight-
loss means for the three diets: girls on diet a3 lost five more
pounds than did those on a1. Certainly, any girl who is anx-
ious to lose weight would want to be on diet a3. Likewise, the
medium association between the exercise conditions and
weight loss is practically significant: Walking on the tread-
mill resulted in a mean weight loss of 3 pounds. Based on
Tukey’s HSD statistic, 95% confidence intervals for the three
pairwise contrasts among the diet means are

−5.9 < �·1 − �·2 < 2.9

−9.4 < �·1 − �·3 < −0.6

−7.9 < �·2 − �·3 < 0.9.

Because the confidence interval for �·1 − �·3 does not con-
tain 0, we can be confident that diet a3 is superior to diet a1.
Hedges’s (1981) effect size for the difference between diets
a1 and a3 is

g =
∣∣Y ··1 − Y ··2

∣∣
σ̂Pooled

= |8.0 − 13.0|
3.937

= 1.27,

a large effect.
Unfortunately, there is no statistic that measures practical

significance. The determination of whether results are impor-
tant or useful must be made by the researcher. However, con-
fidence intervals and measures of effect magnitude can help
the researcher make this decision. If our discipline is to
progress as it should, researchers must look beyond signifi-
cance tests and p values and focus on what their data tell them
about the phenomenon under investigation. For a fuller
discussion of this point, see Kirk (2001).

Alternative Models

Thus far, I have described the classical model equation for
several experimental designs. This model and associated

procedures for computing sums of squares assume that all
cell ns in multitreatment experiments are equal. If the cell ns
are not equal, some researchers use one of the following pro-
cedures to obtain approximate tests of null hypotheses: (a) es-
timate the missing observations under the assumption that the
treatments do not interact, (b) randomly set aside data to re-
duce all cell ns to the same size, and (c) use an unweighted-
means analysis. The latter approach consists of performing
an ANOVA on the cell means and then multiplying the sums
of squares by the harmonic mean of the cell ns. None of these
procedures is entirely satisfactory. Fortunately, exact solu-
tions to the unequal cell n problem exist. Two solutions that
are described next are based on a regression model and a cell
means model. Unlike the classical model approach, the
regression and cell means model approaches require a com-
puter and software for manipulating matrices. 

Suppose that halfway through the weight-loss experiment
the third participant in treatment combination a2b2 (Y322 = 7)

moved to another area of the country and dropped out of the
experiment. The loss of this participant resulted in unequal
cell ns. Cell a2b2 has four participants; the other cells have five
participants. The analysis of the weight-loss data using the
regression model is described next.

Regression Model

A qualitative regression model equation with h − 1 =
(p − 1) + (q − 1) + (p − 1)(q − 1) = 5 independent vari-
ables (Xi1, Xi2, . . . , Xi2 Xi3) and h = 6 parameters (�0, �1, . . . ,

�5),

Yi = �0 +
A effects︷ ︸︸ ︷

�1 Xi 1 + �2 Xi 2 +
B effects︷ ︸︸ ︷
�3 Xi 3 +

A×B effects︷ ︸︸ ︷
�4 Xi 1 Xi 3 + �5 Xi 2 Xi 3 + ei ,

can be formulated so that tests of selected parameters of the
regression model provide tests of null hypotheses for A, B,
and A × B in the weight-loss experiment. Tests of the fol-
lowing null hypotheses for this regression model are of par-
ticular interest:

H0: �1 = �2 = 0

H0: �3 = 0

H0: �4 = �5 = 0

In order for tests of these null hypotheses to provide tests
of ANOVA null hypotheses, it is necessary to establish a
correspondence between the five independent variables of
the regression model equation and (p − 1) + (q − 1) +
(p − 1)(q − 1) = 5 treatment and interaction effects of the
CRF-32 design. One way to establish this correspondence is
to code the independent variables of the regression model as
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TABLE 1.5 Data Vector, y, and X Matrix for the Regression Model

y
29×1

X
29×6

A B A×B

x0 x1 x2 x3 x1x3 x2x3

7 1 1 0 1 1 0

a1b1
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

1 1 1 0 1 1 0

7 1 1 0 −1 −1 0

a1b2
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

9 1 1 0 −1 −1 0

9 1 0 1 1 0 1

a2b1
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

11 1 0 1 1 0 1

10 1 0 1 −1 0 −1

a2b2
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

13 1 0 1 −1 0 −1

15 1 −1 −1 1 −1 −1

a3b1
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

8 1 −1 −1 1 −1 −1

13 1 −1 −1 −1 1 1

a3b2
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

12 1 −1 −1 −1 1 1

�

� � �

�
�
�
�
�

follows:

Xi1 =
{ 1, if an observation is in a1

−1, if an observation is in a3

0, otherwise

Xi2 =
{ 1, if an observation is in a2

−1, if an observation is in a3

0, otherwise

Xi3 =
{

1, if an observation is in b1

−1, if an observation is in b2

Xi1 Xi3 =
{

product of coded values
associated with a1 and b1

Xi2 Xi3 =
{

product of coded values
associated with a2 and b1

This coding scheme, which is called effect coding, produced
the X matrix in Table 1.5. The y vector in Table 1.5 contains
weight-loss observations for the six treatment combinations.
The first column vector, x0, in the X matrix contains ones; the
second through the sixth column vectors contain coded
values for Xi1, Xi2, . . . , Xi2Xi3. To save space, only a portion
of the 29 rows of X and y are shown. As mentioned earlier,
observation Y322 is missing. Hence, each of the treatment
combinations contains five observations except for a2b2,
which contains four.

F statistics for testing hypotheses for selected regression
parameters are obtained by dividing a regression mean square,
MSR, by an error mean square, MSE, where MSR = SSR/dfreg

and MSE = SSE/dferror. The regression sum of squares, SSR,
that reflects the contribution of independent variables X1 and
X2 over and above the contribution of X3, X1X3, and X2X3 is
given by the difference between two error sums of squares,
SSE, as follows:

SSR(

A︷ ︸︸ ︷
X1 X2 |

B︷︸︸︷
X3

A×B︷ ︸︸ ︷
X1 X3 X2 X3)

= SSE(

B︷︸︸︷
X3

A×B︷ ︸︸ ︷
X1 X3 X2 X3) – SSE(

A︷ ︸︸ ︷
X1 X2

B︷︸︸︷
X3

A×B︷ ︸︸ ︷
X1 X3 X2 X3)

An error sum of squares is given by 

SSE( ) = y′y − [(X′
i Xi )

−1(X′
i y)]′(X′

i y),

where the Xi matrix contains the first column, x0, of X and
the columns corresponding the independent variables con-
tained in SSE( ). For example, the X matrix used in comput-
ing SSE(X3 X1X3 X2X3) contains four columns: x0, x3, x1x3,
and x2x3. The regression sum of squares corresponding to
SSA in ANOVA is 

SSR(

A︷ ︸︸ ︷
X1 X2 |

B︷︸︸︷
X3

A×B︷ ︸︸ ︷
X1 X3 X2 X3)

= SSE(

B︷︸︸︷
X3

A×B︷ ︸︸ ︷
X1 X3 X2 X3) – SSE(

A︷ ︸︸ ︷
X1 X2

B︷︸︸︷
X3

A×B︷ ︸︸ ︷
X1 X3 X2 X3)

= 488.1538 − 360.7500 = 127.4038

with p − 1 = 2 degrees of freedom. This sum of squares
is used in testing the regression null hypothesis H0: �1 =
�2 = 0. Because of the correspondence between the regres-
sion and ANOVA parameters, a test of this regression null
hypothesis is equivalent to testing the ANOVA null hypothe-
sis for treatment A.

The regression sum of squares corresponding to SSB in
ANOVA is 

SSR(

B︷︸︸︷
X3 |

A︷ ︸︸ ︷
X1 X2

A×B︷ ︸︸ ︷
X1 X3 X2 X3)

= SSE(

A︷ ︸︸ ︷
X1 X2

A×B︷ ︸︸ ︷
X1 X3 X2 X3) – SSE(

A︷ ︸︸ ︷
X1 X2

B︷︸︸︷
X3

A×B︷ ︸︸ ︷
X1 X3 X2 X3)

= 436.8000 − 360.7500 = 76.0500

with q − 1 = 1 degree of freedom.
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The regression sum of squares corresponding to SSA × B
in ANOVA is

SSR(

A×B︷ ︸︸ ︷
X1 X3 X2 X3 |

A︷ ︸︸ ︷
X1 X2

B︷︸︸︷
X3)

= SSE(

A︷ ︸︸ ︷
X1 X2

B︷︸︸︷
X3) − SSE(

A︷ ︸︸ ︷
X1 X2

B︷︸︸︷
X3

A×B︷ ︸︸ ︷
X1 X3 X2 X3)

= 388.5385 − 360.7500 = 27.7885

with (p − 1)(q − 1) = 2 degrees of freedom.
The regression error sum of squares corresponding to

SSWCELL in ANOVA is

SSE(

A︷ ︸︸ ︷
X1 X2

B︷︸︸︷
X3

A×B︷ ︸︸ ︷
X1 X3 X2 X3) = 360.7500

with N − h = 29 − 6 = 23 degrees of freedom. 
The total sum of squares is

SSTO = y′y − y′JyN−1 = 595.7931,

where J is a 29 × 29 matrix of ones and N = 29, the number
of weight-loss observations. The total sum of squares has
N − 1 = 28 degrees of freedom. The analysis of the weight-
loss data is summarized in Table 1.6. The null hypotheses
�1 = �2 = 0 and �3 = 0 can be rejected. Hence, indepen-
dent variables X1 or X2 as well as X3 contribute to predicting
the dependent variable. As we see in the next section, the
F statistics in Table 1.6 are identical to the ANOVA F statis-
tics for the cell means model.

Cell Means Model

The classical model equation for a CRF-pq design,

Yi jk = � + �j + �k + (��)jk + �i( jk)

(i = 1, . . . , n; j = 1, . . . , p; k = 1, . . . , q),

focuses on the grand mean, treatment effects, and interaction
effects. The cell means model equation for the CRF-pq design,

Yi jk = �jk + �i( jk)

(i = 1, . . . , n; j = 1, . . . , p; k = 1, . . . , q),

focuses on cell means, where �jk denotes the mean in cell aj

and bk. Although I described the classical model first, this is
not the order in which the models evolved historically.
According to Urquhart, Weeks, and Henderson (1973),
Fisher’s early development of ANOVA was conceptualized
by his colleagues in terms of cell means. It was not until later
that cell means were given a linear structure in terms of the
grand mean and model effects, that is, �jk = � + �j + �k +
(��)jk . The classical model equation for a CRF-pq design
uses four parameters, � + �j + �k + (��)jk, to represent
one parameter, �jk . Because of this structure, the classical
model is overparameterized. For example, the expectation of
the classical model equation for the weight-loss experiment
contains 12 parameters: �, �1, �2, �3, �1, �2, (��)11, (��)12,
(��)21, (��)22, (��)31, (��)32. However, there are only six
cells means from which to estimate the 12 parameters. When
there are missing cells in multitreatment designs, a researcher
is faced with the question of which parameters or parametric
functions are estimable. For a discussion of this and other
problems, see Hocking (1985), Hocking and Speed (1975),
Searle (1987), and Timm (1975).

The cell means model avoids the problems associated with
overparameterization. A population mean can be estimated
for each cell that contains one or more observations. Thus,
the model is fully parameterized. Unlike the classical model,
the cell means model does not impose a structure on the
analysis of data. Consequently, the model can be used to test
hypotheses about any linear combination of population cell
means. It is up to the researcher to decide which tests are
meaningful or useful based on the original research hypothe-
ses, the way the experiment was conducted, and the data that
are available.

I will use the weight-loss data in Table 1.2 to illustrate the
computational procedures for the cell means model. Again,

TABLE 1.6 Analysis of Variance for the Weight-Loss Data (Observation Y322 is missing)

Source SS df MS F p

X1 X2 | X3 X1X3 X2X3 127.4038 p − 1 = 2 63.7019 4.06 .031
X3 | X1 X2 X1X3 X2X3 76.0500 q − 1 = 1 76.0500 4.85 .038
X1X3 X2X3 | X1 X2 X3 27.7885 (p − 1)(q − 1) = 2 13.8943 0.89 .426
Error 360.7500 N − h = 23 15.6848

Total 595.7931 N − 1 = 28
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we will assume that observation Y322 is missing. The null
hypothesis for treatment A is

H0: �1· = �2· = �3·.

An equivalent null hypothesis that is used with the cell means
model is

H0: �1· − �2· = 0
(1.1)

�2· − �3· = 0.

In terms of cell means, this hypothesis can be expressed as 

H0:
�11 + �12

2
− �21 + �22

2
= 0

(1.2)
�21 + �22

2
− �31 + �32

2
= 0,

where �1· = (�11 + �12)/2, �2· = (�21 + �22)/2, and so
on. In matrix notation, the null hypothesis is

C′
A

(p−1)× h
�

h×1
0

(p−1)×1

H0:
1

2

[
1 1 −1 −1 0 0
0 0 1 1 −1 −1

]



�11
�12
�21
�22
�31
�32


 =

[
0
0

]
,

where p is the number of levels of treatment A and h is the
number of cell means. In order for the null hypothesis
C′

A� = 0 to be testable, the C′
A matrix must be of full row

rank. This means that each row of C′
A must be linearly

independent of every other row. The maximum number of
such rows is p − 1, which is why it is necessary to express the
null hypothesis as Equation 1.1 or 1.2.An estimator of the null
hypothesis, C′

A� − 0, is incorporated in the formula for com-
puting a sum of squares. For example, the estimator appears
as C′

A�̂ − 0 in the formula for the treatment A sum of squares

SSA = (C′
A�̂ − 0)′[C′

A(X′X)−1CA]−1(C′
A�̂ − 0), (1.3)

where �̂ is a vector of sample cell means. Equation 1.3 sim-
plifies to

SSA = (C′
A�̂)′[C′

A(X′X)−1CA]−1(C′
A�̂)

because 0 is a vector of zeros. In the formula, C′
A is a

coefficient matrix that defines the null hypothesis, �̂ =
[(X′X)−1(X′y)] = [Y ·11, Y ·12 · · · Y ·23]′, and X is a struc-
tural matrix. The structural matrix for the weight-loss

experiment is given in Table 1.7. The structural matrix is
coded as follows:

x1 =
{

1, if an observation is in a1b1

0, otherwise

x2 =
{

1, if an observation is in a1b2

0, otherwise

x3 =
{

1, if an observation is in a2b1

0, otherwise

...

x6 =
{

1, if an observation is in a3b2

0, otherwise

For the weight-loss data, the sum of squares for treatment
A is

SSA = (C′
A�̂)′[C′

A(X′X)−1CA]−1(C′
A�̂) = 127.4038

with p − 1 = 2 degrees of freedom.
The null hypothesis for treatment B is

H0: �·1 = �·2.

TABLE 1.7 Data Vector, y, and X Matrix for the Cell Means Model

y
29×1

X
29×6

x1 x2 x3 x4 x5 x6

7 1 0 0 0 0 0

a1b1
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

1 1 0 0 0 0 0

7 0 1 0 0 0 0

a1b2
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

9 0 1 0 0 0 0

9 0 0 1 0 0 0

a2b1
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

11 0 0 1 0 0 0

10 0 0 0 1 0 0

a2b2
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

13 0 0 0 1 0 0

15 0 0 0 0 1 0

a3b1
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

8 0 0 0 0 1 0

13 0 0 0 0 0 1

a3b2
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

12 0 0 0 0 0 1

�
�
�
�
�
�
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Figure 1.9 Two interaction terms of the form �jk − �jk′− �j ′k + �j ′k′ are
obtained from the crossed lines by subtracting the two �ijs connected by a
dashed line from the two �ijs connected by a solid line. 

An equivalent null hypothesis that is used with the cell means
model is

H0: �·1 − �·2 = 0.

In terms of cell means, this hypothesis is expressed as 

H0:
�11 + �21 + �31

3
− �12 + �22 + �32

3
= 0.

In matrix notation, the null hypothesis is

C′
B

(q−1)×h
�

h×1
0

(q−1)×1

H0:
1

3
[ 1 −1 1 −1 1 −1 ]




�11
�12
�21
�22
�31
�32


= [0],

where q is the number of levels of treatment B and h is the
number of cell means. The sum of squares for treatment
B is

SSB = (C′
B�̂)′[C′

B(X′X)−1CB]−1(C′
B�̂) = 76.0500

with q − 1 = 1 degree of freedom.
The null hypothesis for the A × B interaction is 

H0: �jk − �jk ′ − �j ′k + �j ′k ′ = 0 for all j and k.

For the weight-loss data, the interaction null hypothesis is 

H0: �11 − �12 − �21 + �22 = 0

�21 − �22 − �31 + �32 = 0

The two rows of the null hypothesis correspond to the two
sets of means connected by crossed lines in Figure 1.9. In
matrix notation, the null hypothesis is 

C′
A×B

(p−1)(q−1)×h
�

h×1
0

(p−1)(q−1)×1

H0 :

[
1 −1 −1 1 0 0
0 0 1 −1 −1 1

]



�11
�12
�21
�22
�31
�32


 =

[
0
0

]
.

The sum of squares for the A × B interaction is

SSA × B = (C′
A×B�̂)′[C′

A′×B(X′X)−1CA×B]−1(C′
A×B�̂)

= 27.7885

with (p − 1)(q − 1) = 2 degrees of freedom. 
The within-cell sum of squares is 

SSWCELL = y′y − �̂′
(X′y) = 360.7500,

where y′ is the vector of weight-loss observations:
[7 13 9 . . . 12]. The within-cell sum of squares has N − h =
29 − 6 = 23 degrees of freedom.

The total sum of squares is 

SSTO = y′y − y′JyN−1 = 595.7931,

where J is a 29 × 29 matrix of ones and N = 29, the number
of weight-loss observations. The total sum of squares has
N − 1 = 28 degrees of freedom.

The analysis of the weight-loss data is summarized in
Table 1.8. The F statistics in Table 1.8 are identical to those
in Table 1.6, where the regression model was used.

The cell means model is extremely versatile. It can be
used when observations are missing and when entire cells
are missing. It allows a researcher to test hypotheses about
any linear combination of population cell means. It has an
important advantage over the regression model. With the cell
means model, there is never any ambiguity about the hypoth-
esis that is tested because an estimator of the null hypothesis,
C′�̂ − 0, appears in the formula for a sum of squares. Lack of
space prevents a discussion of the many other advantages of
the model; the reader is referred to Kirk (1995, pp. 289–301,
413–431). However, before leaving the subject, the model
will be used to test a null hypothesis for weighted means.

Occasionally, researchers collect data in which the sample
sizes are proportional to the population sizes. This might
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TABLE 1.8 Analysis of Variance for the Weight-Loss Data (Observation Y322 is missing)

Source SS df MS F p

Treatment A (Diet) 127.4038 p − 1 = 2 63.7019 4.06 .031
Treatment B (Exercise) 76.0500 q − 1 = 1 76.0500 4.85 .038
A × B 27.7885 (p − 1)(q − 1) = 2 13.8943 0.89 .426
Within cell 360.7500 N − h = 23 15.6848

Total 595.7931 N − 1 = 28

occur, for example, in survey research. When cell ns are
unequal, a researcher has a choice between computing un-
weighted means or weighted means. Unweighted means are
simple averages of cell means. These are the means that were
used in the previous analyses. Weighted means are weighted
averages of cell means in which the weights are the sample
cell sizes, njk . Consider again the weight-loss data in which
observation Y322 is missing. Unweighted and weighted sam-
ple means for treatment level a2 where observation Y322 is
missing are, respectively, 

�̂2· = �̂21 + �̂22

q
= 9.00 + 10.75

2
= 9.88

�̂2· = n21�̂21 + n22�̂22

nj ·
= 5(9.00) + 4(10.75)

9
= 9.78;

nj. is the number of observations in the jth level of treatment
A. The null hypothesis using weighted cell means for treat-
ment A is

H0:
n11�11 + n12�12

n1·
− n21�21 + n22�22

n2·
= 0

n21�21 + n22�22

n2·
− n31�31 + n32�32

n3·
= 0.

The coefficient matrix for computing SSA is

C′
A =

[ 5
10

5
10 − 5

9 − 4
9 0 0

0 0 5
9

4
9 − 5

10 − 5
10

]
,

where the entries in C′
A are ±njk/nj. and zero. The sum of

squares and mean square for treatment A are, respectively, 

SSA = (C′
A�̂)′[C′

A(X′X)−1CA]−1(C′
A�̂) = 128.2375

MSA = SSA/(p − 1) = 146.3556/(3 − 1) = 64.1188.

The F statistic and p value for treatment A are

F = MSA

MSWCELL
= 64.1188

15.6848
= 4.09 p = .030,

where MSWCELL is obtained from Table 1.8. The null hy-
pothesis is rejected. This is another example of the versatility
of the cell means model. A researcher can test hypotheses
about any linear combination of population cell means. 

In most research situations, sample sizes are not propor-
tional to population sizes. Unless a researcher has a com-
pelling reason to weight the sample means proportional to the
sample sizes, unweighted means should be used.

Randomized Block Factorial Design

Next I describe a factorial design that is constructed from two
randomized block designs. The design is called a randomized
block factorial design and is denoted by RBF-pq. The RBF-pq
design is obtained by combining the levels of an RB-p design
with those of an RB-q design so that each level of the RB-p
design appears once with each level of the RB-q design and
vice versa. The design uses the blocking technique described
in connection with an RB-p design to isolate variation attrib-
utable to a nuisance variable while simultaneously evaluating
two or more treatments and associated interactions.

In discussing the weight-loss experiment, I hypothesized
that ease of losing weight is related to the amount by which a
girl is overweight. If the hypothesis is correct, a researcher
can improve on the CRF-32 design by isolating this nuisance
variable. Suppose that instead of randomly assigning 30 girls
to the six treatment combinations in the diet experiment, the
researcher formed blocks of six girls such that the girls in a
block are overweight by about the same amount. One way to
form the blocks is to rank the girls from the least to the most
overweight. The six least overweight girls are assigned to
block 1. The next six girls are assigned to block 2 and so on.
In this example, five blocks of dependent samples can be
formed from the 30 participants. Once the girls have been
assigned to the blocks, the girls in each block are randomly
assigned to the six treatment combinations. The layout for
this experiment is shown in Figure 1.10.

The classical model equation for the experiment is

Yi jk = � + �i + �j + �k + (��)jk + (���)jki

(i = 1, . . . , n; j = 1, . . . , p; k = 1, . . . , q),
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Figure 1.10 Layout for a two-treatment randomized block factorial design (RBF-32 design). Each block contains six girls who are overweight by
about the same amount. The girls in a block are randomly assigned to the six treatment combinations.

where

Yi jk is the weight loss for the participant in Blocki

and treatment combination ajbk.

� is the grand mean of the six weight-loss popula-
tion means. 

�i is the block effect for population i and is equal
to �i ·· − �. It reflects the effect of the nuisance
variable in Blocki.

�j is the treatment effect for population aj and is
equal to �· j · − �. It reflects the effect of diet aj.

�k is the treatment effect for population bk and is
equal to �··k − �. It reflects the effects of exer-
cise condition bk.

(��)jk is the interaction effect for populations aj and bk

and is equal to �· jk − �· j · − �··k − �.

(���)jki
is the residual error effect for treatment combi-
nation ajbk and Blocki.

The design enables a researcher to test four null hypotheses:

H0: �1·· = �2·· = · · · = �5··
(Block population means are equal.)

H0: �·1· = �·2· = �·3·
(Treatment A population means are equal.)

H0: �··1 = �··2
(Treatment B population means are equal.)

H0: �· jk − �· jk ′ − �· j ′k + �· j ′k ′ = 0 for all j and k
(All A × B interaction effects equal zero.)

The hypothesis that the block population means are equal
is of little interest because the blocks represent different
amounts by which the girls are overweight.

The data for the RBF-32 design are shown in Table 1.9.
The same data were analyzed earlier using a CRF-32
design. Each block in Table 1.9 contains six girls who at
the beginning of the experiment were overweight by about
the same amount. The ANOVA for these data is given in
Table 1.10. A comparison of Table 1.10 with Table 1.4 re-
veals that the RBF-32 design is more powerful than the
CRF-32 design. Consider, for example, treatment A. The
F statistic for the randomized block factorial design is
F(2, 20) = 8.09, p = .003; the F for the completely random-
ized factorial design is F(2, 24) = 4.25, p = .026. The ran-
domized block factorial design is more powerful because
the nuisance variable—the amount by which participants
are overweight— has been removed from the residual error
variance. A schematic partition of the total sum of squares
and degrees of freedom for the two designs is shown in
Figure 1.11. It is apparent from Figure 1.11 that the
SSRESIDUAL will always be smaller than the SSWCELL if

TABLE 1.9 Weight-Loss Data for the Diet (aj) and Exercise
Conditions (bk)

a1b1 a1b2 a2b1 a2b2 a3b1 a3b2

Block1 5 4 7 5 8 13
Block2 7 7 4 7 5 16
Block3 1 14 9 13 10 12
Block4 9 9 11 15 12 20
Block5 13 11 14 10 15 19

TABLE 1.10 Analysis of Variance for the Weight-Loss Data

Source SS df MS F p

Blocks 209.3333 4 52.3333 6.43 .002
Treatments 234.1667 5

Treatment A (Diet) 131.6667 2 65.8334 8.09 .003
Treatment B (Exercise) 67.5000 1 67.5000 8.30 .009
A × B 35.0000 2 17.5000 2.15 .142

Residual 162.6667 20 8.1333

Total 606.1667 29
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the SSBLOCKS is greater than zero. The larger the SS-
BLOCKS in a randomized block factorial design are, the
greater the reduction in the SSRESIDUAL.

FACTORIAL DESIGNS WITH CONFOUNDING

Split-Plot Factorial Design

As we have just seen, an important advantage of a random-
ized block factorial design relative to a completely random-
ized factorial design is greater power. However, if either p or
q in a two-treatment randomized block factorial design is
moderately large, the number of treatment combinations in
each block can be prohibitively large. For example, an RBF-
45 design has blocks of size 4 × 5 = 20. Obtaining blocks
with 20 matched participants or observing each participant
20 times is generally not feasible. In the late 1920s Ronald
A. Fisher and Frank Yates addressed the problem of prohib-
itively large block sizes by developing confounding schemes
in which only a portion of the treatment combinations in an
experiment are assigned to each block. Their work was
extended in the 1940s by David J. Finney (1945, 1946) and
Oscar Kempthorne (1947). One design that achieves a re-
duction in block size is the two-treatment split-plot factorial
design. The term split-plot comes from agricultural experi-

mentation in which the levels of, say, treatment A are
applied to relatively large plots of land—the whole plots.
The whole plots are then split or subdivided, and the levels
of treatment B are applied to the subplots within each whole
plot.

A two-treatment split-plot factorial design is constructed
by combining two building block designs: a completely ran-
domized design having p levels of treatment A and a random-
ized block design having q levels of treatment B. The assign-
ment of participants to the treatment combinations is carried
out in two stages. Consider the weight-loss experiment again.
Suppose that we ranked the 30 participants from least to most
overweight. The participants ranked 1 and 2 are assigned to
block 1, those ranked 3 and 4 are assigned to block 2, and
so on. This procedure produces 15 blocks each containing two
girls who are similar with respect to being overweight. In the
first stage of randomization the 15 blocks of girls are randomly
assigned to the three levels of treatment A with five blocks in
each level. In the second stage of randomization the two girls
in each block are randomly assigned to the two levels of treat-
ment B.An exception to this randomization procedure must be
made when treatment B is a temporal variable such as succes-
sive learning trials or periods of time. Trial 2, for example, can-
not occur before Trial 1.

The layout for a split-plot factorial design with three
levels of treatment A and two levels of treatment B is

SSWCELL � 372.0

pq(n � 1) � 24

SSWCELL � 372.0

pq(n � 1) � 24

SSRES � 162.7

(n � 1)(pq � 1) � 20

Figure 1.11 Schematic partition of the total sum of squares and degrees of freedom for CRF-32 and RBF-32 designs.
The shaded rectangles indicate the sums of squares that are used to compute the error variance for each design:
MSWCELL = SSWCELL/pq(n − 1) and MSRES = SSRES/(n − 1)(pq − 1). If the nuisance variable (SSBL) in the
RBF-32 design accounts for an appreciable portion of the total sum of squares, the design will have a smaller error vari-
ance and, hence, greater power than the CRF-32 design.
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Figure 1.12 Layout for a two-treatment split-plot factorial design (SPF-3·2 design). The 3n
blocks are randomly assigned to the p = 3 levels of treatment A with the restriction that n
blocks are assigned to each level of A. The n blocks assigned to each level of treatment A con-
stitute a group of blocks. In the second stage of randomization, the two matched participants
in a block are randomly assigned to the q = 2 levels of treatment B.

shown in Figure 1.12. Treatment A is called a between-blocks
treatment; B is a within-blocks treatment. The designation
for a two-treatment split-plot factorial design is SPF-p ·q .
The p preceding the dot denotes the number of levels of the
between-blocks treatment; the q after the dot denotes the
number of levels of the within-blocks treatment. Hence,
the design in Figure 1.12 is an SPF-3·2 design.

An RBF-32 design contains 3 × 2 = 6 treatment combi-
nations and has blocks of size six. The SPF-3·2 design in
Figure 1.12 contains the same six treatment combinations,
but the block size is only two. The advantage of the split-
plot factorial—smaller block size—is achieved by con-
founding groups of blocks with treatment A. Consider the
sample means Y ·1· , Y ·2· , and Y ·3· in Figure 1.12. The differ-
ences among the means reflect the differences among the
three groups as well as the differences among the three
levels of treatment A. To put it another way, we cannot tell
how much of the differences among the three sample means
is attributable to the differences among Group1, Group2, and
Group3 and how much is attributable to the differences
among treatments levels a1, a2, and a3. For this reason, the
three groups and treatment A are said to be completely
confounded.

The use of confounding to reduce the block size in an
SPF-p ·q design involves a tradeoff that needs to be made
explicit. The RBF-32 design uses the same error variance,
MSRESIDUAL, to test hypotheses for treatments A and B
and the A × B interaction. The two-treatment split-plot
factorial design, however, uses two error variances.
MSBLOCKS within A, denoted by MSBL(A), is used to test

treatment A; a different and usually much smaller error
variance, MSRESIDUAL, is used to test treatment B and the
A × B interaction. As a result, the power of the tests for B
and the A × B interaction is greater than that for A. Hence,
a split-plot factorial design is a good design choice if a
researcher is more interested in treatment B and the A × B
interaction than in treatment A. When both treatments and
the A × B interaction are of equal interest, a randomized
block factorial design is a better choice if the larger block
size is acceptable. If a large block size is not acceptable and
the researcher is primarily interested in treatments A and B,
an alternative design choice is the confounded factorial
design. This design, which is described later, achieves a
reduction in block size by confounding groups of blocks
with the A × B interaction. As a result, tests of treatments
A and B are more powerful than the test of the A × B
interaction.

Earlier, an RBF-32 design was used for the weight-loss
experiment because the researcher was interested in tests of
treatments A and B and the A × B interaction. For purposes
of comparison, I analyze the same weight-loss data as if
an SPF-3·2 design had been used even though, as we will
see, this is not a good design choice. But first I describe the
classical model equation for a two-treatment split-plot facto-
rial design.

The classical model equation for the weight-loss experi-
ment is

Yi jk = � + �j + �i( j) + �k + (��)jk + (��)ki( j)

(i = 1, . . . , n; j = 1, . . . , p; k = 1, . . . , q),
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TABLE 1.11 Weight-Loss Data for the Diet (aj) and
Exercise Conditions (bk)

Treatment Treatment
Level b1 Level b2

Block1 5 4
Block2 7 7

Group1 a1 Block3 1 14
Block4 9 9
Block5 13 11

Block6 7 5
Block7 4 7

Group2 a2 Block8 9 13
Block9 11 15
Block10 14 10

Block11 8 13
Block12 5 16

Group3 a3 Block13 10 12
Block14 12 20
Block15 15 19

�
�
�

TABLE 1.12 Analysis of Variance for the Weight-Loss Data

Source SS df MS F p

1. Between blocks 373.6667 14
2. Treatment A (Diet) 131.6667 2 65.8334 [2�3]a 3.26 .074
3. Blocks within A 242.0000 12 20.1667
4. Within blocks 232.5000 15
5. Treatment B 67.5000 1 67.5000 [5�7] 6.23 .028

(Exercise)
6. A × B 35.0000 2 17.5000 [6�7] 1.62 .239
7. Residual 130.0000 12 10.8333

8. Total 606.1667 29

aThe fraction [2�3] indicates that the F statistic was obtained by dividing the
mean square in row two by the mean square in row three.

where

Yi jk is the weight loss for the participant in Blocki( j)

and treatment combination ajbk.

� is the grand mean of the six weight-loss popula-
tion means.

�j is the treatment effect for population aj and is
equal to �· j · − �. It reflects the effect of diet aj.

�i( j) is the block effect for population i and is equal to
�i j · − �· j ·. The block effect is nested within aj.

�k is the treatment effect for population bk and is
equal to �··k − �. It reflects the effects of exer-
cise condition bk.

(��)jk is the interaction effect for populations aj and bk

and is equal to �· jk − �· j · − �··k + �.

(��)ki( j)
is the residual error effect for treatment level bk

and Blocki( j) and is equal to Yi jk − � − �j −
�i( j) − �k − (��)jk .

The design enables a researcher to test three null hypotheses:

H0: �·1· = �·2· = �·3·
(Treatment A population means are equal.)

H0: �··1 = �··2
(Treatment B population means are equal.)

H0: �· jk − �· jk ′ − �· j ′k + �· j ′k ′ = 0 for all j and k
(All A × B interaction effects equal zero.)

The weight-loss data from Tables 1.2 and 1.9 are recasts in
the form of an SPF-3·2 design in Table 1.11. The ANOVA
for these data is given in Table 1.12. The null hypothesis for
treatment B can be rejected. However, the null hypothesis
for treatment A and the A × B interaction cannot be rejected.
The denominator of the F statistic for treatment A
[MSBL(A) = 20.1667] is almost twice as large as the de-
nominator for the tests of B and A × B (MSRES = 10.8333).

A feeling for the relative power of the test of treatment A for
the SPF-3·2, CRF-32, and RBF-32 designs can be obtained
by comparing their F statistics and p values:

Treatment A

SPF-3·2 design F = 131.6667/2

242.0000/12
= 65.8334

20.1667
= 3.26 p = .074

CRF-32 design F = 131.6667/2

372.0000/24
= 65.8334

15.5000
= 4.25 p = .026

RBF-32 design F = 131.6667/2

162.6667/20
= 65.8334

8.1333
= 8.09 p = .003

For testing treatment A, the SPF-3·2 design is the least
powerful. Clearly, if one’s primary interest is in the

effectiveness of the three diets, the SPF-3·2 design is a poor
choice. However, the SPF-3·2 design fares somewhat better
if one’s primary interests are in treatment B and the A × B
interaction:

Treatment B

SPF-3·2 design F = 67.5000/1

130.0000/12
= 67.5000

10.8333
= 6.23 p = .028

CRF-32 design F = 67.5000/1

372.0000/24
= 67.5000

15.5000
= 4.35 p = .048

RBF-32 design F = 67.5000/1

162.6667/20
= 67.5000

8.1333
= 8.30 p = .009

A × B interaction

SPF-3·2 design F = 35.0000/2

130.0000/12
= 17.5000

10.8333
= 1.62 p = .239

CRF-32 design F = 35.0000/2

372.0000/24
= 17.5000

15.5000
= 1.13 p = .340

RBF-32 design F = 35.0000/2

162.6667/20
= 17.5000

8.1333
= 2.15 p = .142
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The SPF-3·2 design is the first design I have described
that involves two different building block designs: a CR-p
design and an RB-q design. Also, it is the first design that
has two error variances: one for testing the between-blocks
effects and another for testing the within-blocks effects. A
weighted average of the two error variances is equal to
MSWCELL in a CRF-pq design, where the weights are the
degrees of freedom of the two error variances. This can be
shown using the mean squares from Tables 1.4 and 1.12:

p(n − 1)MSBL(A) + p(n − 1)(q − 1)MSRESIDUAL

p(n − 1) + p(n − 1)(q − 1)

= MSWCELL

3(5 − 1)20.1667 + 3(5 − 1)(2 − 1)10.8333

3(5 − 1) + 3(5 − 1)(2 − 1)
= 15.5000

A schematic partition of the total sum of squares and degrees
of freedom for the CRF-32 and SPF-3·2 designs is shown in
Figure 1.13.

Confounded Factorial Designs

As we have seen, an SPF-p·q design is not the best design
choice if a researcher’s primary interest is in testing treatments

A and B. The RBF-pq design is a better choice if blocks of size
p × q are acceptable. If this block size is too large, an alterna-
tive choice is a two-treatment confounded factorial design.
This design confounds an interaction with groups of blocks.
As a result, the test of the interaction is less powerful than tests
of treatments A and B. Confounded factorial designs are con-
structed from either a randomized block design or a Latin
square design. The designs are denoted by, respectively,
RBCF-pk and LSCF-pk, where RB and LS identify the build-
ing block design, C indicates that the interaction is completely
confounded with groups of blocks, F indicates a factorial de-
sign, and pk indicates that the design has k treatments each
having p levels. The simplest randomized block confounded
factorial design has two treatments with two levels each. Con-
sider the RBCF-22 design in Figure 1.14. The A × B interac-
tion is completely confounded with Group1 and Group2, as I
will now show. An interaction effect for treatments A and B
has the general form �jk − �jk ′ − �j ′k + �j ′k ′ . Let �i jkz

denote the population mean for the ith block, jth level of A,
kth level of B, and zth group. For the design in Figure 1.14,
the A × B interaction effect is

�·111 − �·122 − �·212 + �·221

or

(�·111 + �·221) − (�·122 + �·212).

SSWCELL � 372.0

pq(n � 1) � 24

SSBL(A) � 242.0

p(n � 1) � 12

SSRES � 130.0

p(n � 1)(q � 1) � 12

Figure 1.13 Schematic partition of the total sum of squares and degrees of freedom for CRF-32 and SPF-3·2 designs.
The shaded rectangles indicate the sums of squares that are used to compute the error variance for each design. The
SPF-3·2 design has two error variances: MSBL(A) = SSBL(A)/p(n − 1) is used to test treatment A; MSRES =
SSRES/p(n − 1)(q − 1) is used to test treatment B and the A × B interaction. The within-blocks error variance, MSRES,
is usually much smaller than the between-blocks error variance, MSBL(A). As a result, tests of treatment B and the A × B
interaction are more powerful than the test of treatment A.
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The difference between the effects of Group1 and Group2,

(�·111 − �·221) − (�·122 + �·212),

involves the same contrast among means as the A × B inter-
action effect. Hence, the two sets of effects are completely
confounded because we cannot determine how much of the
difference (�·111 + �·221) − (�·122 + �·212) is attributable to
the A × B interaction and how much is attributable to the
difference between Group1 and Group2.

The RBCF-pk design, like the SPF-p ·q design, has two
error variances: one for testing the between-blocks effects
and a different and usually much smaller error variance for
testing the within-blocks effects. In the RBCF-pk design,
treatments A and B are within-block treatments and are eval-
uated with greater power than the A × B interaction that is a
between-block component. Researchers need to understand
the tradeoff that is required when a treatment or interaction is
confounded with groups to reduce the size of blocks. The
power of the test of the confounded effects is generally less
than the power of tests of the unconfounded effects. Hence, if
possible, researchers should avoid confounding effects that
are the major focus of an experiment. Sometimes, however,
confounding is necessary to obtain a reasonable block size. If
the power of the confounded effects is not acceptable, the
power always can be increased by using a larger number of
blocks.

One of the characteristics of the designs that have been
described so far is that all of the treatment combinations
appear in the experiment. The fractional factorial design that
is described next does not share this characteristic. As the
name suggests, a fractional factorial design includes only a
fraction of the treatment combinations of a complete factorial
design.

Fractional Factorial Designs

Two kinds of confounding have been described thus far:
group-treatment confounding in an SPF-p ·q design and
group-interaction confounding in an RBCF-pk design. A third
form of confounding, treatment-interaction confounding, is
used in a fractional factorial design. This kind of confounding
reduces the number of treatment combinations that must be
included in a multitreatment experiment to some fraction—
1
2 , 1

3 , 1
4 , 1

8 , 1
9 , and so on—of the total number of treatment

combinations. A CRF-22222 design has 32 treatment combi-
nations. By using a 1

2 or 1
4 fractional factorial design, the

number of treatment combinations that must be included
in the experiment can be reduced to, respectively,
1
2 (32) = 16 or 1

4 (32) = 8.

The theory of fractional factorial designs was developed
for 2k and 3k designs by Finney (1945, 1946) and extended by
Kempthorne (1947) to designs of the type pk, where p is a
prime number that denotes the number of levels of each
treatment and k denotes the number of treatments. Fractional
factorial designs are most useful for pilot experiments and
exploratory research situations that permit follow-up experi-
ments to be performed. Thus, a large number of treatments,
typically six or more, can be investigated efficiently in an
initial experiment, with subsequent experiments designed to
focus on the most promising independent variables.

Fractional factorial designs have much in common with
confounded factorial designs. The latter designs achieve a
reduction in the number of treatment combinations that must
be included in a block. Fractional factorial designs achieve a
reduction in the number of treatment combinations in the ex-
periment. The reduction in the size of an experiment comes at
a price, however. Considerable ambiguity may exist in inter-
preting the results of an experiment when the design includes

Figure 1.14 Layout for a two-treatment randomized block confounded factorial design
(RBCF-22 design). A score in the ith block, jth level of treatment A, kth level of treatment B, and
zth group is denoted by Yijkz.
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only one half or one third of the treatment combinations.
Ambiguity occurs because two or more names can be given
to each sum of squares. For example, a sum of squares might
be attributed to the effects of treatment A and the BCDE in-
teraction. The two or more names given to the same sum of
squares are called aliases. In a one-half fractional factorial
design, all sums of squares have two aliases. In a one-third
fractional factorial design, all sums of squares have three
aliases, and so on. Treatments are customarily aliased with
higher-order interactions that are assumed to equal zero. This
helps to minimize but does not eliminate ambiguity in inter-
preting the outcome of an experiment.

Fractional factorial designs are constructed from com-
pletely randomized, randomized block, and Latin square de-
signs and denoted by, respectively, CRFF-pk–1, RBFF-pk–1,
and LSFF-pk. Let’s examine the designation CRFF-25–1. The
letters CR indicate that the building block design is a com-
pletely randomized design; FF indicates that it is a fractional
factorial design; and 25 indicates that each of the five treat-
ments has two levels. The −1 in 25−1 indicates that the design
is a one-half fraction of a complete 25 factorial design. This
follows because the designation for a one-half fraction of a 25

factorial design can be written as 1
2 25 = 2−125 = 25−1. A

one-fourth fraction of a 25 factorial design is denoted by
CRFF-p5−2 because 1

4 25 = 1
22 25 = 2−225 = 25−2.

To conserve space, I describe a small CRFF-23−1 design.
A fractional factorial design with only three treatments is un-
realistic, but the small size simplifies the presentation. The
layout for the design is shown in Figure 1.15. On close in-
spection of Figure 1.15, it is apparent that the CRFF-23−1 de-
sign contains the four treatment combinations of a CRF-22
design. For example, if we ignore treatment C, the design in
Figure 1.15 has the following combinations of treatments A
and B: a1b1, a1b2, a2b1, and a2b2. The correspondence be-
tween the treatment combinations of the CRF-22 and CRFF-
23−1 designs suggests a way to compute sums of squares for
the latter design—ignore treatment C and analyze the data as
if they came from a CRF-22 design.

Earlier, I observed that all sums of squares in a one-half
fractional factorial design have two aliases. It can be shown
(see Kirk, 1995, pp. 667–670) that the alias pattern for the
design in Figure 1.15 is as follows:

Alias (Name) Alias (Alternative name)

A B × C
B A × C

A × B C

The labels—treatment A and the B × C interaction—are two
names for the same source of variation. Similarly, B and the

A × C interaction are two names for another source of varia-
tion, as are A × B and C. Hence, the F statistics

F = MSA

MSWCELL
and F = MSB × C

MSWCELL

test the same sources of variation. If F = MSA/MSWCELL is
significant, a researcher does not know whether it is because
treatment A is significant, the B × C interaction is signifi-
cant, or both.

At this point you are probably wondering why anyone
would use such a design—after all, experiments are supposed
to help us resolve ambiguity, not create it. In defense of frac-
tional factorial designs, recall that they are typically used in
exploratory research situations where a researcher is inter-
ested in six or more treatments. In addition, it is customary to
limit all treatments to either two or three levels, thereby in-
creasing the likelihood that higher order interactions are
small relative to treatments and lower order interactions.
Under these conditions, if a source of variation labeled treat-
ment A and its alias, the BCDEF interaction, is significant, it
is reasonable to assume that the significance is probably due
to the treatment rather than the interaction.

Continuing the defense, a fractional factorial design can
dramatically decrease the number of treatment combinations
that must be run in an experiment. Consider a researcher
who is interested in determining whether any of six treat-
ments having two levels each is significant. An experiment
with six treatments and two participants assigned to each

Figure 1.15 Layout for a three-treatment completely randomized frac-
tional factorial design (CRFF-23−1 design). A score for the ith participant in
treatment combination ajbkcl is denoted by Yi jkl . The 4n participants are ran-
domly assigned to the treatment combinations with the restriction that n par-
ticipants are assigned to each combination. The mean for the participants in
the four groups is denoted by Y ·111, Y ·122, Y ·212, and Y ·221.
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treatment combination would have 64 combinations and re-
quire 2 × 64 = 128 participants. By using a one-fourth frac-
tional factorial design, CRFF-26−2 design, the researcher can
reduce the number of treatment combinations in the exper-
iment from 64 to 16 and the number of participants from
128 to 32. Suppose that the researcher ran the 16 treatment
combinations and found that none of the F statistics in the
fractional factorial design is significant. The researcher has
answered the research questions with one fourth of the effort.
On the other hand, suppose that F statistics for treatments C
and E and associated aliases are significant. The researcher
has eliminated four treatments (A, B, D, F), their aliases, and
certain other interactions from further consideration. The
researcher can then follow up with a small experiment to
determine which aliases are responsible for the significant
F statistics.

In summary, the main advantage of a fractional factorial
design is that it enables a researcher to investigate efficiently
a large number of treatments in an initial experiment, with
subsequent experiments designed to focus on the most
promising lines of investigation or to clarify the interpreta-
tion of the original analysis. Many researchers would con-
sider ambiguity in interpreting the outcome of the initial
experiment a small price to pay for the reduction in experi-
mental effort.

The description of confounding in a fractional factorial
design completes a cycle. I began the cycle by describing
group-treatment confounding in a split-plot factorial design.
I then described group-interaction confounding in a con-
founded factorial design, and, finally, treatment-interaction
confounding in a fractional factorial design. The three forms
of confounding achieve either a reduction in the size of a
block or the size of an experiment. As we have seen, con-
founding always involves a tradeoff. The price we pay for re-
ducing the size of a block or an experiment is lower power in
testing a treatment or interaction or ambiguity in interpreting
the outcome of an experiment. In the next section I describe
hierarchical designs in which one or more treatments are
nested.

HIERARCHICAL DESIGNS

All of the multitreatment designs that have been discussed
so far have had crossed treatments. Treatments A and B are
crossed, for example, if each level of treatment B appears
once with each level of treatment A and vice versa. Treatment
B is nested in treatment A if each level of treatment B appears
with only one level of treatment A. The nesting of treatment
B within treatment A is denoted by B(A) and is read “B within

A.” A hierarchical design has at least one nested treatment;
the remaining treatments are either nested or crossed.

Hierarchical Designs With One or
Two Nested Treatments

Hierarchical designs are constructed from completely
randomized or randomized block designs. A two-treatment
hierarchical design that is constructed from CR-p and CR-q
designs is denoted by CRH-pq(A), where pq(A) indicates that
the design has p levels of treatment A and q levels of
treatment B that are nested in treatment A. A comparison of
nested and crossed treatments for a CRH-24(A) design and a
CRF 22 design is shown in Figure 1.16. Experiments with
one or more nested treatments are well suited to research in
education, industry, and the behavioral and medical sciences.
Consider an example from education in which two ap-
proaches to introducing long division (treatments levels a1

and a2) are to be evaluated. Four schools (treatments levels
b1, . . . , b4) are randomly assigned to the two levels of treat-
ment A, and eight teachers (treatment levels c1, . . . , c8) are
randomly assigned to the four schools. Hence, this is a three-
treatment CRH-24(A)8(AB) design: schools, treatment B(A),
are nested in treatment A and teachers, treatment C(AB), are
nested in both A and B. A diagram of the nesting of treatments
for this design is shown in Figure 1.17.

A second example is from medical science. A researcher
wants to compare the efficacy of a new drug denoted by a1

with the currently used drug denoted by a2. Four hospitals,
treatment B(A), are available to participate in the experiment.
Because expensive equipment is needed to monitor the side
effects of the new drug, it was decided to use the new drug in
two of the four hospitals and the current drug in the other two
hospitals. The hospitals are randomly assigned to the drug
conditions with the restriction that two hospitals are assigned
to each drug. Patients are randomly assigned to the hospitals.
Panel A of Figure 1.16 illustrates the nesting of treatment B
within treatment A.

Figure 1.16 Comparison of designs with nested and crossed treatments. In
panel A, treatment B(A) is nested in treatment A because b1 and b2 appear
only with a1 while b3 and b4 appear only with a2. In panel B, treatments A and
B are crossed because each level of treatment B appears once and only once
with each level of treatment A and vice versa.

schi_ch01.qxd  8/7/02  12:13 PM  Page 27



28 Experimental Design

As is often the case, the nested treatments in the drug and
educational examples resemble nuisance variables. The re-
searcher in the drug example probably would not conduct
the experiment just to find out whether the dependent vari-
able is different for the two hospitals assigned to drug a1 or
the hospitals assigned to a2. The important question for the
researcher is whether the new drug is more effective than the
currently used drug. Similarly, the educational researcher
wants to know whether one approach to teaching long divi-
sion is better than the other. The researcher might be inter-
ested in knowing whether some schools or teachers perform
better than others, but this is not the primary focus of the re-
search. The distinction between a treatment and a nuisance
variable is in the mind of the researcher—one researcher’s
nuisance variable can be another researcher’s treatment.

The classical model equation for the drug experiment is 

Yi jk = � + �j + �k( j) + �i( jk)

(i = 1, . . . , n; j = 1, . . . , p; k = 1, . . . , q),

where

Yi jk is an observation for participant i in treatment lev-
els aj and bk( j).

� is the grand mean of the population means.

�j is the treatment effect for population aj and is
equal to �j. − �. It reflects the effect of drug aj.

�k( j) is the treatment effect for population bk( j) and is
equal to �jk − �j.. It reflects the effects of hospi-
tal bk( j) that is nested in aj.

�i( jk) is the within-cell error effect associated with Yi jk

and is equal to Yi jk − � − �j − �k( j). It reflects
all effects not attributable to treatment levels aj

and bk( j).

Notice that because treatment B(A) is nested in treatment A,
the model equation does not contain an A × B interaction
term.

This design enables a researcher to test two null hypotheses:

H0: �1· = �2·
(Treatment A population means are equal.)

H0: �11 = �12 or �23 = �24

(Treatment B(A) population means are equal.)

If the second null hypothesis is rejected, the researcher can
conclude that the dependent variable is not the same for the
populations represented by hospitals b1 and b2, that the de-
pendent variable is not the same for the populations repre-
sented by hospitals b3 and b4, or both. However, the test of
treatment B(A) does not address the question of whether, for
example, �11 = �23 because hospitals b1 and b3 were as-
signed to different levels of treatment A.

Hierarchical Design With Crossed and
Nested Treatments

In the educational example, treatments B(A) and C(AB) were
both nested treatments. Hierarchical designs with three or
more treatments can have both nested and crossed treatments.
Consider the partial hierarchical design shown in Figure 1.18.
The classical model equation for this design is

Yi jkl = � + �j + �k + 	l(k) + (��)jk + (�	)jl(k) + �i( jkl)

(i = 1, . . . , n; j = 1, . . . , p; k = 1, . . . , q; l = 1, . . . , r),

where

Yi jkl is an observation for participant i in treatment
levels aj, bk, and cl(k).

� is the grand mean of the population means. 

�j is the treatment effect for population aj and is
equal to �j ·· − �.

�k is the treatment effect for population bk and is
equal to �·k· − �.

	l(k) is the treatment effect for population cl(k) and is
equal to �·kl − �·k·.

(��)jk is the interaction effect for populations aj and bk

and is equal to �jk· − �jk ′· − �j ′k· + �j ′k ′·.
(�	)jl(k) is the interaction effect for populations aj and

cl(k) and is equal to �jkl − �jkl ′ − �j ′kl + �j ′kl ′ .

�i( jkl) is the within-cell error effect associated with
Yi jkl and is equal to Yi jkl − � − �j − �k−
	l(k) − (��)jk − (�	)jl(k).

Figure 1.17 Diagram of a three-treatment completely randomized hierar-
chical design (CRH-24(A)8(AB) design). The four schools, b1, . . . , b4, are
nested in the two approaches to introducing long division, treatment A. The
eight teachers, c1, . . . , c8, are nested in the schools and teaching approaches.
Students are randomly assigned to the pq( j)r( jk) = (2)(2)(2) = 8 treatment
combinations with the restriction that n students are assigned to each
combination.
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Figure 1.18 Diagram of a three-treatment completely randomized partial
hierarchical design (CRPH-pqr(B) design). The letter P in the designation
stands for “partial” and indicates that not all of the treatments are nested. In
this example, treatments A and B are crossed; treatment C(B) is nested in
treatment B because c1 and c2 appear only with b1 while c3 and c4 appear only
with b2. Treatment C(B) is crossed with treatment A because each level of
treatment C(B) appears once and only once with each level of treatment A
and vice versa.

Notice that because treatment C(B) is nested in treatment B,
the model equation does not contain B × C and A × B × C
interaction terms.

This design enables a researcher to test five null
hypotheses:

H0: �1·· = �2··
(Treatment A population means are equal.)

H0: �·1· = �·2·
(Treatment B population means are equal.)

H0: �·11 = �·12 or �·23 = �·24

(Treatment C(B) population means are equal.)

H0: �jk − �jk′· − �j ′k· + �j ′k ′· = 0 for all j and k
(All A × B interaction effects equal zero.)

H0: �jkl − �jkl ′ − �j ′kl + �j ′kl ′ = 0 for all j, k, and l
(All A × C(B) interaction effects equal zero.)

If the last null hypothesis is rejected, the researcher knows
that treatments A and C interact at one or more levels of treat-
ment B.

Lack of space prevents me from describing other partial
hierarchical designs with different combinations of crossed
and nested treatments. The interested reader is referred
to the extensive treatment of these designs in Kirk (1995,
chap. 11).

EXPERIMENTAL DESIGNS WITH A COVARIATE

The emphasis so far has been on designs that use experimen-
tal control to reduce error variance and minimize the effects
of nuisance variables. Experimental control can take vari-
ous forms such as random assignment of participants to treat-
ment levels, stratification of participants into homogeneous

blocks, and refinement of techniques for measuring a depen-
dent variable. In this section, I describe an alternative ap-
proach to reducing error variance and minimizing the effects
of nuisance variables. The approach is called analysis of co-
variance (ANCOVA) and combines regression analysis and
analysis of variance.

Analysis of covariance involves measuring one or more
concomitant variables (also called covariates) in addition to
the dependent variable. The concomitant variable represents
a source of variation that was not controlled in the experi-
ment and one that is believed to affect the dependent variable.
Analysis of covariance enables a researcher to (a) remove
that portion of the dependent-variable error variance that is
predictable from a knowledge of the concomitant variable,
thereby increasing power, and (b) adjust the dependent vari-
able so that it is free of the linear effects attributable to the
concomitant variable, thereby reducing bias.

Consider an experiment with two treatment levels a1 and a2.
The dependent variable is denoted by Yi j , the concomitant
variable by Xi j . The relationship between X and Y for a1 and a2

might look like that shown in Figure 1.19. Each participant in
the experiment contributes one data point to the figure as de-
termined by his or her Xi j and Yi j scores. The points form two
scatter plots—one for each treatment level. These scatter plots
are represented in Figure 1.19 by ellipses. Through each ellip-
sis a line has been drawn representing the regression of Y on X.
In the typical ANCOVA model it is assumed that each regres-
sion line is a straight line and that the lines have the same slope.
The size of the error variance in ANOVA is determined by the
dispersion of the marginal distributions (see Figure 1.19).
The size of the error variance inANCOVAis determined by the

Figure 1.19 Scatter plots showing the relationship between the dependent
variable, Y, and concomitant variable, X, for the two treatment levels. The
size of the error variance in ANOVA is determined by the dispersion of the
marginal distributions. The size of the error variance in ANCOVA is deter-
mined by the dispersion of the conditional distributions. The higher the cor-
relation between X and Y is, the greater the reduction in the error variance
due to using analysis of covariance.
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dispersion of the conditional distributions (see Figure 1.19).
The higher the correlation between X and Y, in general, the
narrower are the ellipses and the greater is the reduction in the
error variance due to using analysis of covariance.

Figure 1.19 depicts the case in which the concomitant-
variable means, X ·1 and X ·2, are equal. If participants are
randomly assigned to treatment levels, in the long run the con-
comitant-variable means should be equal. However, if random
assignment is not used, differences among the means can be
sizable, as in Figure 1.20. This figure illustrates what happens
to the dependent variable means when they are adjusted for dif-
ferences in the concomitant-variable means. In panels A and B
the absolute difference between adjusted dependent-variable
means |Y adj·1 − Y adj·2| is smaller than that between unadjusted
means |Y ·1 − Y ·2|. In panel C the absolute difference between
adjusted means is larger than that between unadjusted means.

Analysis of covariance is often used in three kinds of
research situations. One situation involves the use of intact
groups with unequal concomitant-variable means and is com-
mon in educational and industrial research. Analysis of
covariance statistically equates the intact groups so that their
concomitant variable means are equal. Unfortunately, a re-
searcher can never be sure that the concomitant variable used
for the adjustment represents the only nuisance variable or
the most important nuisance variable on which the intact

groups differ. Random assignment is the best safeguard
against unanticipated nuisance variables. In the long run,
over many replications of an experiment, random assignment
will result in groups that are, at the time of assignment, simi-
lar on all nuisance variables.

A second situation in which analysis of covariance is often
used is when it becomes apparent that even though random
assignment was used, the participants were not equivalent on
some relevant variable at the beginning of the experiment.
For example, in an experiment designed to evaluate the ef-
fects of different drugs on stimulus generalization in rats, the
researcher might discover that the amount of stimulus gener-
alization is related to the number of trials required to estab-
lish a stable bar-pressing response. Analysis of covariance
can be used to adjust the generalization scores for differences
among the groups in learning ability.

Analysis of covariance is useful in yet another research
situation in which differences in a relevant nuisance variable
occur during the course of an experiment. Consider the ex-
periment to evaluate two approaches toward introducing long
division that was described earlier. It is likely that the daily
schedules of the eight classrooms provided more study peri-
ods for students in some classes than in others. It would be
difficult to control experimentally the amount of time avail-
able for studying long division. However, each student could

Figure 1.20 Analysis of covariance adjusts the concomitant-variable means, X ·1 and X ·2, so that they equal the
concomitant-variable grand mean, X ··. When the concomitant-variable means differ, the absolute difference between ad-
justed means for the dependent variable, |Y adj·1 − Y adj·2|, can be less than that between unadjusted means, |Y ·1 − Y ·2|,
as in panels A and B, or larger, as in panel C. 

schi_ch01.qxd  8/7/02  12:13 PM  Page 30



References 31

record the amount of time spent studying long division. If test
scores on long division were related to amount of study time,
analysis of covariance could be used to adjust the scores for
differences in this nuisance variable.

Statistical control and experimental control are not mutu-
ally exclusive approaches for reducing error variance and
minimizing the effects of nuisance variables. It may be con-
venient to control some variables by experimental control
and others by statistical control. In general, experimental
control involves fewer assumptions than does statistical
control. However, experimental control requires more infor-
mation about the participants before beginning an experi-
ment. Once data collection has begun, it is too late to assign
participants randomly to treatment levels or form blocks of
dependent participants. The advantage of statistical control is
that it can be used after data collection has begun. Its disad-
vantage is that it involves a number of assumptions such as a
linear relationship between the dependent and concomitant
variables and equal within-groups regression coefficients that
may prove untenable in a particular experiment.

In this chapter I have given a short introduction to those
experimental designs that are potentially the most useful in
the behavioral and social sciences. For a full discussion of the
designs, the reader is referred to the many excellent books on
experimental design: Bogartz (1994), Cobb (1998), Harris
(1994), Keppel (1991), Kirk (1995), Maxwell and Delaney
(1990), and Winer, Brown, and Michels (1991). Experimental
designs differ in a number of ways: (a) randomization proce-
dures, (b) number of treatments, (c) use of independent sam-
ples or dependent samples with blocking, (d) use of crossed
and nested treatments, (e) presence of confounding, and (f)
use of covariates. Researchers have many design decisions to
make. I have tried to make the researcher’s task easier by em-
phasizing two related themes throughout the chapter. First,
complex designs are constructed from three simple building
block designs. Second, complex designs share similar lay-
outs, randomization procedures, and assumptions with their
building block designs.
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Quantitative research methods in the twentieth century were
marked by the explosive growth of small-sample statistics
and the expansion of breadth and complexity of models for
statistical hypothesis testing. The close of the century, how-
ever, was marked primarily with a frustration over the limita-
tions of common statistical methods and frustration with their
inappropriate or ineffective use (Cohen, 1994). Responding
to the confusion that emerged in the psychological commu-
nity, the American Psychological Association convened a
task force on statistical inference that published a report
(Wilkinson & Task Force, 1999) recommending best prac-
tices in the area of method, results, and discussion. Among
the recommendations in the area of conducting and reporting
results, the task force suggested researchers undertake a clus-
ter of activities to supplement common statistical test proce-
dures with the aim of developing a detailed knowledge of the
data, an intimacy with the many layers of patterns that occur,
and a knowledge of the implications of these patterns for sub-
sequent testing.

Unbeknownst to many psychological researchers, the gen-
eral goals recommended by the task force, as well as specific

graphical techniques and conceptual frameworks mentioned
in the report, are rooted in the quantitative tradition of ex-
ploratory data analysis (EDA). Exploratory data analysis is a
well-established tradition based primarily on the philosophi-
cal and methodological work of John Tukey. Although Tukey
is clearly recognized as the father of EDA in statistical cir-
cles, most psychologists are familiar only with small aspects
of his work, such as that in the area of multiple-comparison
procedures. Although Tukey worked in mathematical statis-
tics throughout his life, the middle of his career brought
dissatisfaction with the value of many statistical tools for un-
derstanding the complexities of real-world data. Moreover,
Tukey fought what he perceived as an imbalance in efforts
aimed at understanding data from a hypothesis-testing or
confirmatory data analysis (CDA) mode while neglecting
techniques that would aid in understanding of data more
broadly. To fill this gap and promote service to the scientific
community, as well as balance to the statistical community,
Tukey developed and implemented the processes and philos-
ophy of exploratory data analysis to be discussed shortly. To
introduce the reader to this tradition, the chapter is divided
into four parts. First, the background, rationale, and philoso-
phy of EDA are presented. Second, a brief tour of the EDA
toolbox is presented. The third section discusses computer
software and future directions for EDA. The chapter ends
with a summary and conclusion.

This work was completed while Dr. Behrens was on leave from
Arizona State University, Division of Psychology in Education. He
would like to thank the staff and administration of the department
for their support.
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HISTORY, RATIONALE, AND PHILOSOPHY
OF EDA

John Tukey and the Origins of EDA

The tradition of EDA was begun and nurtured by John Tukey
and his students through his many years at Princeton Univer-
sity and Bell Laboratories. As a young academic, Tukey was
a prodigious author and formidable mathematical statistician.
He received his PhD in mathematics from Princeton at the
age of 25 and at 35 reached the rank of full professor at the
same institution (Brillinger, Fernholz, & Morgenthaler,
1997). A sense of Tukey’s breadth and impact can be gleaned
from examination of the eight volumes of his collected
works. Volumes 1 and 2 (Brillinger, 1984, 1985) highlight his
contributions to time-series analysis (especially through
spectral decomposition). Volumes 3 (Jones, 1986a) and 4
(Jones, 1986b) address Philosophy and Principles of Data
Analysis, and volume 5 is devoted to graphics (Cleveland,
1988). Volume 6 (Mallows, 1990) covers miscellaneous
mathematical statistics, whereas volumes 7 (Cox, 1992) and
8 (Braun, 1994) cover factorial and analysis of variance
(ANOVA) and multiple comparisons, respectively. More
may appear at a future date because Tukey remained an ac-
tive researcher and writer until his death in July of 2000.

In addition to the many papers in his collected works,
Tukey authored and coauthored numerous books. In the EDA
literature his central work is Exploratory Data Analysis
(Tukey, 1977), whereas Data Analysis and Regression: A
Second Course (Mosteller & Tukey, 1977) is equally com-
pelling. Three volumes edited by Hoaglin, Mosteller, and
Tukey (1983, 1985, 1991) complete the foundational corpus
of EDA. Brillinger, Fernholz, and Morgenthaler (1997) pro-
vide a Festschrift for Tukey based on writings of his students
at the time of his 80th birthday in 1995. 

As Tukey became increasingly involved in the application
of statistics to solve real-world problems, he developed his
own tradition of values and themes that emphasized flexibil-
ity, exploration, and a deep connection to scientific goals and
methods. He referred to his work as data analysis rather than
statistics because he believed the appropriate scientific work
associated with data was often much broader than the work
that was followed by the traditional statistical community.
Tukey did not seek to supplant statistics; rather, he sought
to supplement traditional statistics by restoring balance to
what he considered an extreme emphasis on hypothesis test-
ing at the expense of the use of a broader set of tools and
conceptualizations.

Although most psychologists are unaware of the specific
proposals Tukey made for EDA (but see Tukey, 1969;

Behrens, 1997a, 2000), the work of EDA is slowly filtering
into daily practice through software packages and through
the impact of a generation of statisticians who have been
trained under the influence of Tukey and his students. For ex-
ample, although highly graphical data analysis was rare in
the 1970s, the current reliance on computer display screens
has led statistical graphics to hold a central role in data
analysis as recommended in common software packages
(e.g., Norusis, 2000; Wilkinson, 2001). Tukey’s work in-
spired entire paradigms of statistical methods, including re-
gression graphics (Cook & Weisberg, 1994), robustness
studies (e.g. Wilcox, 1997, 2001), and computer graphics for
statistical use (Scott, 1992; Wilkinson, 1999).

Despite these advances in the application of EDA-like
technique, statistical training remains largely focused on spe-
cific techniques with less than optimal emphasis on philo-
sophical and heuristic foundations (cf. Aiken, West, Sechrest,
& Reno, 1990). To prepare the reader for appropriate appli-
cation of the techniques discussed later, we first turn to a
treatment of the logical and philosophical foundations of
EDA.

Rationale and General Tenets

It’s all about the World

Exploratory data analysis is an approach to learning from
data (Tukey & Wilk, 1966/1986) aimed at understanding the
world and aiding the scientific process. Although these may
not be “fighting words” among psychologists and psycholog-
ical methodologists, they were for Tukey as he first raised his
concerns with the statistical community.

Tukey’s emphasis on the scientific context of data analysis
leads to a view of data analysis as a scientific endeavor using
the tools of mathematics, rather than a mathematical en-
deavor that may have value for some real-world applications.
A number of changes to standard statistical practice are im-
plied in this view. First, the statistician cannot serve as an
aloof high priest who swoops down to sanctify a set of proce-
dures and decisions (Salsburg, 1985). Data analysts and
scientists (not mutually exclusive categories) must work in-
teractively in a cyclical process of pattern extraction (mathe-
matics) and pattern interpretation (science). Neither can
function without the other. This view has implications for the
organization of academic departments and organization of
graduate training.

Second, because the effort of data analysis is to under-
stand data in all circumstances, the role of probability models
relates primarily to confirmatory aspects of the scientific
process. This leaves a wide swath of the scientific processes
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for which researchers are left to use nonprobabilistic methods
such as statistical graphics. This emphasis is based on the
fact that in many stages of research the working questions are
not probabilistic. When probabilistic methods are applied,
there are layers of assumptions which themselves need to be
assessed in nonprobabilistic ways to avoid an unending loop
of assumptions. Contrasting classical statistics with data
analysis, Tukey (1972/1986a) wrote, “I shall stick to ‘data
analysis’ in part to indicate that we can take probability seri-
ously, or leave it alone, as may from time to time be appro-
priate or necessary” (p. 755).

The probabilistic approaches taken in most confirmatory
work may lead to different practices than the nonprobabilistic
approaches that are more common to working in the ex-
ploratory mode. For example, a number of researchers have
looked at the issue of deleting outliers from reaction time
data. From a probabilistic view this problem is addressed by
simulating distributions of numbers that approximate the
shape commonly found in reaction time data. Next, extreme
values are omitted using various rules, and observation is
made of the impact of such adjustments on long-run decision
making in the Monte Carlo setting. As one would expect in
such simulations, estimates are often biased, leading the re-
searcher to conclude that deleting outliers is inappropriate.

Working from the exploratory point of view, the data ana-
lyst would bring to bear the scientific knowledge he or she
has about the empirical generating process of the data—for
example, the psychological process of comparison. Using
this as the primary guideline, outliers are considered observa-
tions whose value is such that it is likely they are the result of
nonexperimental attributes. If common sense and previous
data and theory suggest the reaction times should be less than
3 s, extreme values such as 6 or 10 s are most likely the result
of other generating processes such as distraction or lack of
compliance. If this is the case, then a failure to exclude
extreme values is itself a form of biasing and is deemed
inappropriate.

These divergent conclusions arise from approaching the
problem with different assumptions. From a probabilistic
view, the question is likely to be formulated as If the underly-
ing process has a distribution of X and I exclude data from it,
is the result biased in the long run? On the other hand, the
exploratory question addressed is Given that I do not know
the underlying distribution is X, what do I know about the
processes that may help me decide if extreme values are from
the same process as the rest of the data? In this way EDA
emphasizes the importance of bringing relevant scientific
knowledge to bear in the data-analytic situation rather than
depending solely on probabilistic conceptualizations of the
phenomenon under study. As with all techniques, EDA does

not reject probabilistic approaches, but rather considers them
within a larger context of the many tools and ideas that bear
on scientific work.

A central idea in the EDA corpus is the goal of developing
a detailed and accurate mental model that provides a sense of
intimacy with the nuances of the data. Such an experience as-
sists both in constructing scientific hypotheses and building
mathematical representations that allow more formal confir-
matory methods to be used later. All of these issues argue
against the routine use of statistical procedures and the lock-
step application of decision rules. Tukey (1969) saw the com-
monplace use of statistical tests to prove “truth” as a social
process of “sanctification.” In this approach, the codifying of
specific actions to be undertaken on all data obscures the
individual nature of the data, removes the analyst from
the details of the world held in the data, and impedes the de-
velopment of intimacy and the construction of a detailed
mental model of the world.

Consider the story of the researcher who sought to analyze
the ratings of university faculty of various ethnicities accord-
ing to the ethnicities of the students providing the ratings. To
make sure the job was done properly, the researcher con-
tacted the statistical consulting center and spoke with the di-
rector. After a brief description of the problem, it was clear to
the consultant that this situation required a series of two-way
ANOVAs of rating value across levels of teacher ethnicity
and student ethnicity. A graduate student was assigned to
compute the ANOVAs using commonly available statistical
software, and both the researcher and consultant were quite
pleased with the resulting list of p values and binary signifi-
cance decisions.

In this true story, as in many, it was unfortunate that the
discussion focused primarily on choosing a statistical model
(ANOVA) to fit the design, rather than being a balanced dis-
cussion of the need for a broader understanding of the data.
When the researcher later sought help in answering a re-
viewer’s question, a simple calculation of cell frequencies
revealed that the scarcity of students and faculty in many mi-
nority groups led to a situation in which almost half of the
cells in the analysis were empty. In addition, many cells that
were not empty had remarkably few data points to estimate
their means. In many ways the original conclusions from the
analysis were more incorrect than correct.

The error in this situation occurred because a series of un-
spoken assumptions propagated throughout the data analysis
processes. Both the researcher and the director were con-
cerned primarily with the testing of hypotheses rather than
with developing a rich understanding of the data. Because of
this, the statistician failed to consider some basic assump-
tions (such as the availability of data) and focused too much
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on an abstract conceptualization of the design. It was
such lockstep application of general rules (factorial means
between groups implies ANOVA) that Tukey sought to
discourage.

Unfortunately, it is not unusual that authors of papers pub-
lished in refereed journals neglect detailed examination of
data. This leads to inferior mental models of the phenomenon
and impedes the necessary assessment of whether the data
conform to parametric test assumptions. For example, after
reviewing more than 400 large data sets, Micceri (1989)
found that the great majority of data collected in behavioral
sciences do not follow univariate normal distributions.
Breckler (1990) reviewed 72 articles in personality and social
psychology journals and found that only 19% acknowledged
the assumption of multivariate normality, and fewer than
10% considered whether this assumption had been met. Re-
viewing articles in 17 journals, Keselman et al. (1998) found
that researchers rarely verified that statistical assumptions
were satisfied and typically used analyses that were nonro-
bust to assumption violations. These authors noted that many
of these types of problems could be detected by the applica-
tion of techniques from the EDA tradition.

Detective Work and the Continuum of Method

In working to learn about the world, EDA holds several com-
plementary goals: to find the unexpected, to avoid being
fooled, and to develop rich descriptions. The primary analogy
used by Tukey to communicate these goals is that of the data
analyst as detective. Detective work is held up as a valuable
analogy because the process is essentially exploratory and
interactive; it involves an iterative process of generating
hypotheses and looking for fit between the facts and the ten-
tative theory or theories; and the process is messy and replic-
able only at the heuristic level. Detective work also provides
a solid analogy for EDA because it is essentially a bottom-up
process of hypothesis formulation and data collection.

Tukey (e.g., 1972/1986a, 1973/1986b) did not consider
methodology as a bifurcation between EDA and CDA, but
considered quantitative methods to be applied in stages of
exploratory, rough confirmatory, and confirmatory data
analyses. In this view EDA was aimed at the initial goals of
hypothesis generation and pattern detection, following the
detective analogy. Rough CDA is sometimes equated with
null-hypothesis significance testing or the use of estimation
procedures such as confidence intervals with the aim to an-
swer the question, “With what accuracy are the appearances
already found to be believed?” (Tukey, 1973/1986b, p. 794).
With regard to strict confirmatory analysis Tukey notes,
“When the results of the second stage is marginal, we need a

third stage. . . . It is at this stage . . . that we require our best
statistical techniques” (Tukey, 1973/1986b, p. 795). As a re-
searcher moves through these stages, he or she moves from
hypothesis generation to hypothesis testing and from pattern
identification to pattern confirmation. 

Whereas CDA is more ambitious in developing proba-
bilistic assessments of theoretical claims, the flexibility and
bottom-up nature of EDA allows for broader application. In
many cases an appropriate model of parametric statistics may
be unavailable for full CDA, while the simpler techniques of
EDA may be of use. Under such a circumstance the maxim
should be followed that “[f]ar better an approximate answer
to the right question, which is often vague, than an exact
answer to the wrong question, which can always be made
precise” (Tukey, 1962/1986c, p. 407).

Summarization and the Loss of Information

Behrens and Smith (1996) characterize the nature of data
analysis as being oriented toward generating summary and
extracting gist. When faced with numerous pieces of data, the
goal of the analyst is to construct a terse yet rich mathemati-
cal description of the data. This is analogous to the summa-
rization process that occurs in natural language processing.
After reading a long book, one does not recall every individ-
ual word, but rather remembers major themes and prototypi-
cal events. In a similar way, the data analyst and research
consumer want to come away with a useable and parsimo-
nious description rather than a long list of data. An essential
concept associated with summarization is that every sum-
mary represents a loss of information. When some aspects of
data are brought to the foreground, other aspects are sent to
the background.

Algebra Lies, So You Need Graphics

Anscombe (1973) described a data set of numbers, each mea-
sured on the scales of x and y. He described the data as hav-
ing a mean of 9 and standard deviation of 3.3 in x and a mean
of 7.5 and standard deviation of 2.03 in y. The data were fit by
ordinary least squares (OLS) criteria to have a slope of .5, an
intercept of 3, and a correlation of .83. This allows the terse
and easily interpretable summary for the data in the form
y = 3 + .5(x) + error. As a thought experiment, we encour-
age the reader to try to visualize a scatter plot that depicts
such data.

If you imagined a scatter plot similar to that shown in
Figure 2.1, then you are quite correct, because this represents
the data Anscombe provided that met the descriptive statis-
tics we described previously. This, however, is only a small
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Figure 2.1 Plot of bivariate normal version of Anscombe data.

part of the story, for if you imagined the data to have the
shape shown in panel A of Figure 2.2 then you are also cor-
rect. If you imagined the pattern in panels B or C of Figure
2.2, you are also correct because all the patterns shown in
Figures 2.1 and 2.2 conform to the same algebraic summary
statistics given by Anscombe. Although this example speaks
to the weakness of overdependence on algebraic representa-
tions alone, it points to the larger issue that all summarization
leads to a loss of information.

Graphics Lie, So You Need Algebra 

Although graphics are a mainstay of EDA, graphics are not
immune from this general principle. Consider the follow-
ing data set: 1,1,2,2,3,3,4,4,5,5,5,5,6,6,6,6,6,6,7,7,7,7,8,8,
9,9,10,10,11,11. Entering this data into a standard statistics
package produces the display presented in Figure 2.3. As the
reader can see, a slight skew is evident that may not be de-
tected in the listing of numbers themselves. It is important to
consider the computational model that underlies this graphic.
It consists of a mapping of bar height to frequency and bar
width to bin width in the frequency table. Bin width refers to
the size of the interval in which numbers are aggregated when
determining frequencies. (The term bandwidth is similarly
used in many domains, including nonparametric smoothing;
cf. Härdle, 1991). Different bin widths and starting points for
bins will lead to different tables, and hence, different graph-
ics. Using the same data with different combinations of bin

starting point and bin widths produces the displays seen in
Figure 2.4.

In sum, all data analysis is a process of summariza-
tion. This process leads to a focus on some aspects of data
while taking focus off of other aspects. Conscious of these is-
sues, the exploratory analyst always seeks multiple represen-
tations of the data and always holds a position of skepticism
toward any single characterization of data.

The Importance of Models

Apart from the cognitive aspects of statistical information just
discussed, there is an additional epistemic layer of meaning
that must be dealt with. As George Box (1979) wrote: “All
models are wrong but some are useful” (p. 202). An important
aspect of EDAis the process of model specification and testing
with a focus on the value and pattern of misfit or residuals. Al-
though some psychologists are familiar with this view from
their experience with regression graphics or diagnostics, many
individuals fail to see their statistical work as model building.
In the EDA view, all statistical work can be considered
model building. The simple t test is a model of mean difference
as a function of group membership considered in terms of
sampling fluctuation. Regression analyses attempt to model
criteria values as a function of predictor variables, whereas
analysis of variance (ANOVA) models means and variances of
dependent variables as a function of categorical variables.

Unaware of the options, many individuals fail to consider
the wide range of model variants that are available. In re-
gression, for example, the “continuous” dependent variable
may be highly continuous or marginally continuous. If the
dependent variable is binary, then a logistic regression is ap-
propriate and a multilevel categorical dependent variable can
likewise be fit (Hosmer & Lemeshow, 2000). The closely re-
lated variant of Poisson regression exists for counts, and pro-
bit and Tobit variants also can be used.

The application of models in these instances is central to
EDA. Different models will have different assumptions and
often describe the data well in one way, but fail in others. For
example, in the world of item response theory, there is often
great consternation regarding the choice of models to use.
One-parameter models may misfit the data in some way, but
have the desirable properties of sufficiency and consistent
ordering of individuals. Two- and three-parameter models
generally fit the data more tightly but without the conceptual
advantages of the one-parameter model. From an EDA point
of view, each model is “correct” in some respect insofar as
each brings some value and loses others. Depending on the
exact scientific or practical need, the decision maker may
choose to emphasize one set of values or another.
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Figure 2.2 Additional data sets with same algebraic summaries as the data in Figure 2.1, with varying patterns and model fit.
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Figure 2.3 Histogram of small data set revealing slight skew.

Regardless of individual decisions about models, the most
important issues are that one realizes (a) that there is always
model being used (even if implicitly), (b) that for real-world
data, there is no such thing as the perfect model, and (c) that
the way in which the model is wrong tells us something about
the phenomenon.

Abduction as the Logic of EDA

Because of the rich mathematical foundation of CDA, many
researchers assume that the complete philosophical basis for
inferences from CDA have been worked out. Interestingly,
this is not the case. Fisher (1935, 1955) considered his
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Figure 2.4 Additional histograms of the same data depicted in Figure 2.3 with varying appearances as a function of bin width and bin starting value.

approach to significance testing an as implementation of “in-
ductive inference” and argued that all knowledge is gained
in this way. Neyman and Pearson (1928, 1933a, 1933b), on
the other hand, developed the concepts of power, type II
error, and confidence intervals, to which Fisher objected
(Gigerenzer, 1987, 1993; Lehmann, 1993). Neyman argued
that only deductive inference was possible in statistics, as
shown in the hypothesis testing tradition he developed.
Others argue that classical statistics involves both logical
modes, given that the hypothesis is generated deductively
and data are compared against the hypothesis inductively
(Lindsey, 1996).

Where, then, does this leave EDA? Because Tukey was
primarily a mathematician and statistician, there has been lit-
tle explicit work on the logical foundations of EDA from a
formal philosophical viewpoint. A firm basis for understand-
ing EDA, however, can be found in the concept of abduction
proposed by the American philosopher Charles Sanders
Peirce. Peirce, whose name is pronounced “pers,” was a tour
de force in American philosophy as the originator of modern
semiotics, an accomplished logician in logic of probability,
and the originator of pragmatism that was popularized by
James and Dewey. Peirce (1934/1960) explained the three
logical processes by arguing, “Deduction proves some-
thing must be. Induction shows that something actually is

operative; abduction merely suggests that something may be”
(vol. 5, p. 171). Put another way: Abduction plays the role of
generating new ideas or hypotheses; deduction functions
as evaluating the hypotheses; and induction justifies the
hypotheses with empirical data (Staat, 1993).

Deduction involves drawing logical consequences from
premises. The conclusion is true given that the premises are
true also (Peirce, 1868). For instance,

First premise: All As are Bs (True).

Second premise: C is A (True).

Conclusion: Therefore, C is B (True).

Deductive logic confines the conclusion to a dichotomous
answer (true-false). A typical example is the rejection or fail-
ure of rejection of the null hypothesis. To be specific, the for-
mulated hypothesis is regarded as the first premise. When the
data (the second premise) conform to the hypothesis, the con-
clusion must assert that the first premise is true. 

Some have argued that deduction is incomplete because
we cannot logically prove all the premises are true. Russell
and Whitehead (1910) attempted to develop a self-sufficient
logical-mathematical system. In their view, not only can
mathematics be reduced to logic, but also logic is the founda-
tion of mathematics. However, Gödel (1947/1986) found that
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it is impossible to have such a self-contained system. Any
lower order theorem or premise needs a higher order theorem
or premise for substantiation, and it goes on and on; no sys-
tem can be complete and consistent at the same time. Build-
ing on this argument, Kline (1980) held that mathematics had
developed illogically with false proof and slips in reasoning.
Thus, he argued that deductive proof from self-evident prin-
ciples in mathematics is an “intellectual tragedy” (p. 3) and a
“grand illusion” (p. 4).

For Peirce, inductive logic is based upon the notion that
probability is the relative frequency in the long run and that a
general law can be concluded based on numerous cases. For
example,

A1, A2, A3 . . . A100 are B.

A1, A2, A3 . . . A100 are C.

Therefore, B is C.

Hume (1777/1912) argued that things are inconclusive by
induction because in infinity there are always new cases and
new evidence. Induction can be justified if and only if in-
stances of which we have no experience resemble those of
which we have experience. Thus, the problem of induction is
also known as “the skeptical problem about the future”
(Hacking, 1975). Take the previous argument as an example.
If A101 is not B, the statement “B is C” will be refuted. We
never know when a line predicting future events will turn flat,
go down, or go up. Even inductive reasoning using numerous
accurate data and high-power computing can go wrong,
because predictions are made only under certain specified
conditions (Samuelson, 1967). 

Induction suggests the possible outcome in relation to
events in the long run. This is not definable for an individual
event. To make a judgment for a single event based on prob-
ability, such as saying that someone’s chance of surviving
surgery is 75%, is nonsensical. In actuality, the patient will
either live or die. In a single event, not only is the probability
indefinable, but also the explanatory power is absent. Induc-
tion yields a general statement that explains the event of ob-
serving, but not the facts observed. Josephson and Josephson
(1994) gave this example: 

Suppose I choose a ball at random (arbitrarily) from a large hat
containing colored balls. The ball I choose is red. Does the fact
that all of the balls in the hat are red explain why this particular
ball is red? No. . . “All A’s are B’s” cannot explain why “this A is
a B” because it does not say anything about how its being an A is
connected with its being a B. (p. 20)

The function of abduction is to look for a pattern in a
surprising phenomenon and suggest a plausible hypothesis
(Peirce, 1878). Despite the long history of abduction, it

remains overlooked among many texts of logic and research
methodology, while gaining ground in the areas of artificial
intelligence and probabilistic computing (e.g., Josephson &
Josephson, 1994; Schum, 1994). However, as logic is divided
into formal types of reasoning (symbolic logic) and informal
types (critical thinking), abduction is represented as informal
logic. Therefore, unlike deduction and induction, abduction
is a type of critical thinking rather than a formalism captured
by symbolic logic. The following example illustrates the
function of abduction, though illustrated with symbols for
simplification:

The surprising phenomenon, X, is observed.

Among hypotheses A, B, and C, A is capable of explain-
ing X.

Hence, there is a reason to pursue A.

At first glance, abduction may appear as no more than
an educated guess among existing hypotheses. Thagard and
Shelley (1997) addressed this concern. They argued that uni-
fying conceptions are an important part of abduction, and it
would be unfortunate if our understanding of abduction were
limited to more mundane cases where hypotheses are simply
assembled. Abduction does not occur in the context of a fixed
language, since the formation of new hypotheses often goes
hand in hand with the development of new theoretical terms
such as quark and gene. Indeed, Peirce (1934/1960) empha-
sized that abduction is the only logical operation that intro-
duces new ideas.

Although abduction is viewed as a kind of “creative intu-
ition” for idea generation and fact explanation (Hoffmann,
1997), it is dangerous to look at abduction as impulsive
thinking and hasty judgment. In The Fixation of Belief,
Peirce explicitly disregarded the tenacity of intuition as the
source of knowledge. Peirce strongly criticized his contem-
poraries’ confusion of propositions and assertions. Proposi-
tions can be affirmed or denied while assertions are final
judgments (Hilpinen, 1992). The objective of abduction is to
determine which hypothesis or proposition to test, not which
one to adopt or assert (Sullivan, 1991).

In EDA, after observing some surprising facts, we exploit
them and check the predicted values against the observed
values and residuals (Behrens, 1997a). Although there may
be more than one convincing pattern, we “abduct” only those
that are more plausible for subsequent confirmatory experi-
mentation. Since experimentation is hypothesis driven and
EDA is data driven, the logic behind each of them is quite
different. The abductive reasoning of EDA goes from data
to hypotheses, whereas inductive reasoning of experimenta-
tion goes from hypothesis to expected data. In fact, closely
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(and unknowingly) following Tukey (1969), Shank (1991),
Josephson and Josephson (1994), and Ottens and Shank
(1995) related abductive reasoning to detective work. Detec-
tives collect related “facts” about people and circumstances.
These facts are actually shrewd guesses or hypotheses based
on their keen powers of observation. 

In short, abduction can be interpreted as observing the
world with appropriate categories, which arise from the inter-
nal structure of meanings. Abduction in EDA means that
the analyst neither exhausts all possibilities nor makes hasty
decisions. Researchers must be well equipped with proper
categories in order to sort out the invariant features and pat-
terns of phenomena. Quantitative research, in this sense, is
not number crunching, but a thoughtful way of peeling back
layers of meaning in data.

Exploration, Discovery, and Hypothesis Testing

Many researchers steeped in confirmatory procedures have
appropriately learned that true hypothesis tests require true
hypotheses and that unexpected results should not be treated
with the same deference as hypothesized results. A corollary
is that one should keep clear what has been hypothesized
in a research study and not modify a hypothesis to match
data. This is certainly true and is an essential aspect of con-
firmatory inference. In some researchers, however, a neuro-
sis develops that extends the avoidance of hypothesis-
modification based on knowledge of the data to an
avoidance of intimacy with the data altogether. Sometimes
this neurosis is exacerbated by the fear that every piece of
knowledge has an amount of Type I error associated with it
and, therefore, the more we know about the data the higher
our Type I error. The key to appropriately balancing ex-
ploratory and confirmatory work is to keep clear what has
been hypothesized in advance and what is being “discov-
ered” for the first time. Discoveries are important, but do
not count as confirmations.

After years of extensive fieldwork an entomologist devel-
ops a prediction that butterflies with a certain pattern of spot-
ting should exist on top of a particular mountain, and sets off
for the mountaintop. Clearly, if the entomologist finds such
butterflies there will be evidence in support of her theory;
otherwise, there is an absence of evidence. On her way to the
mountain she traverses a jungle in which she encounters a
previously unknown species of butterflies with quite unantic-
ipated spottings. How does she handle this? Should she
ignore the butterfly because she has not hypothesized it?
Should she ignore it because it may simply be a misleading
Type I error? Should she ignore it because she may change
her original hypothesis to say she has really hypothesized this
jungle butterfly?

For most individuals it is clear that a new discovery is
valuable and should be well documented and collected.
The entomologist’s failure to have hypothesized it does not
impugn its uniqueness, and indeed many great scientific
conclusions have started with unanticipated findings
(Beveridge, 1950). Should the entomologist worry about
Type I error? Since Type I error concerns long-run error in
decision making based on levels of specific cutoff values in
specific distributions, that precise interpretation does not
seem to matter much here. If she makes an inference about
this finding then she should consider the probabilistic basis
for such an inference, but nevertheless the butterfly should
be collected. Finally, should she be concerned that this find-
ing will contaminate her original hypothesis? Clearly she
should continue her travel and look for the evidence con-
cerning her initial hypothesis on the mountaintop. If the
new butterfly contradicts the existing hypothesis, then the
entomologist has more data to deal with and additional
complexity that should not be ignored. If she is concerned
about changing her hypothesis in midstream to match the
new data, then she has confused hypothesis generation and
hypothesis testing. With regard to any new theories, she
must create additional predictions to be tested in a different
location.

EDA and Exploratory Statistics 

EDA and exploratory statistics (ES) have the same ex-
ploratory goals; thus, the question sometimes arises as to
whether ES is simply a subset of EDA or EDA is a subset of
ES. Because EDA is primarily an epistemological lens and
ES is generally presented in terms of a collection of tech-
niques, a more appropriate question is Can ES be conducted
from an EDA point of view? To this question we can answer
yes. Furthermore, EDA is a conceptual lens, and most re-
search procedures can be undertaken with an EDA slant. For
example, if one is conducting an “exploratory” factor analy-
sis without graphing of data, examination of residuals, or
attention to specific patterns of raw data underlying the cor-
relations that are central to the analysis, then little seems to be
consistent with the EDA approach. On the other hand, a
clearly probabilistic analysis can be well augmented by plots
of data on a number of dimensions (Härdle, Klinke, &
Turlach, 1995; Scott, 1992), attention to residual patterns in a
number of dimensions, and the use of detailed diagnostics
that point to patterns of fits and misfits. Regardless of
the software or specific statistical procedures used, such
activity would clearly be considered EDA and ES. ES does
not necessarily imply EDA, but ES can be conducted as EDA
if the conceptual and procedural hallmarks of EDA are
employed.
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Summary

Exploratory data analysis is a rich data-analytic tradition de-
veloped to aid practical issues of data analysis. It recom-
mends a data-driven approach to gaining intimacy with one’s
data and the phenomenon under study. This approach follows
the analogy of the detective looking for clues to develop
hunches and perhaps seek a grand jury. This counters the
more formal and ambitious goals of confirmatory data analy-
sis, which seeks to obtain and present formal evidence in
order to gain a conviction. EDA is recommended as a com-
plement to confirmatory methods, and in no way seeks to re-
place or eliminate them. Indeed, effective researchers should
incorporate the best aspects of all approaches as needed.

HALLMARKS OF EDA

In this section, the techniques and attitudes that are standard
aspects of EDA are discussed. The tools described here are
only recommendations that have worked to allow researchers
to reach the underlying goals of EDA. However, it is the un-
derlying goals that should be sought, not the particular tech-
niques. Following Hoaglin, Mosteller, and Tukey (1983), we
discuss these tools under the four Rs of EDA: revelation,
residuals, reexpression, and resistance.

Revelation

Graphics are the primary tool for the exploratory data ana-
lyst. The most widely cited reason for this is Tukey’s (1977)
statement that “The greatest value of a picture is when it
forces us to notice what we never expected to see” (p. vi). In
many ways, the graphics in Figures 2.1 and 2.2 illustrate all
the rationale of graphics in EDA. First, even though the alge-
braic summaries are “sufficient statistics,” they are sufficient
for only the very limited purpose of summarizing particular
aspects of the data. For specifying the exact form of the data
without additional assumptions regarding distributional
shapes, the summary statistics are not only “insufficient”
but are downright dangerous. Second, the indeterminacy of
the algebra calls us to fill in the details with possibly unten-
able assumptions. In the Anscombe data-thought experiment,
participants almost universally imagine the data to be of the
canonical form shown in Figure 2.1. In the absence of a skep-
tical mind and in the light of the history of statistics textbooks
that are focused on mathematical idealizations at the expense
of real-world patterns, many psychologists have developed
schemas and mental models (Johnson-Laird, 1983) that lead
to erroneous inferences.

Another psychological advantage of graphics is that it al-
lows for a parsimonious representation of the data. The facts
that are easily derivable from the image include all the indi-
vidual values, the relative position of each data point to every
other, shape-based characterizations of the bivariate distribu-
tion, and the relationship between the data and the proposed
regression line. After some practice, the trained eye can eas-
ily discern and describe the marginal distributions as well as
the distribution of residuals. The construction of a text-based
representation of all of this information would require an ex-
tensive set of text-based descriptors. In short, visual images
of the type shown here exploit the visual-spatial memory sys-
tem to support efficient pattern recognition (Garner, 1974),
problem solving (Larkin & Simon, 1987), and the construc-
tion of appropriate mental models (Bauer & Johnson-Laird,
1993).

Tukey’s early work and concomitant advances in comput-
ing have led to an explosion in graphical methods over the
last three decades. Numerous authors, including Tufte (1990,
1997, 1983/2001) and Wainer (1997; Wainer & Velleman,
2001) have worked to popularize data-based graphics.
William Cleveland has had a large impact on the statistical
community with his empirical studies of the use of graphics
(Cleveland & McGill, 1984), the initiation of cognitive mod-
els of graph perception (Cleveland, 1985), and his applica-
tion of these principles to statistical graphics (especially
Cleveland, 1993). Wilkinson (1993, 1994, 1999) made sub-
stantial contributions to the study of proper use of statistical
graphics, and has recently provided a comprehensive volume
regarding graphics in software and statistical analysis
(Wilkinson, 1999) that is required reading for anyone inter-
ested in the field. Kosslyn (1994) provided a discussion of
numerous potential rules for graph construction from a psy-
chological perspective, and Lewandowsky and Behrens
(1999) provide a recent review of cognitive aspects of statis-
tical graphs and maps.

Graphics Made for EDA

During the emergence of the EDA tradition, Tukey developed
a large number of graphical tools, some of which have be-
come commonplace, others of which have had little visibility
outside specialized applications. It is important to remember
that at the time of their original construction, much of what
Tukey sought to do was to support quick summarization and
analysis when data were available, and the analysis was to
occur by hand. 

Perhaps the best known of Tukey’s graphical devices
for EDA is the box-and-whisker plot, otherwise called the
box-plot. The box-plot is a graph based on a five-number
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Figure 2.5 Panel A consists of multiple box-plots of effect sizes in social
memory meta-analysis, organized by presentation speed (from Stangor &
McMillan, 1992). Panel B depicts the same data by plotting individual
values in a dot-plot.

summary of a distribution of data; these numbers are the me-
dian, the first and second hinges, and either the lowest and
highest number or a similar measure of range number arrived
at by separating very extreme values. The median is equal to
the 50th percentile of the distribution. The hinges are either
equal to or very close to the 25th and 75th percentiles—
although they are found using a simpler rank-based formula
for computation. To construct a box-plot, a scale is drawn,
and a box is placed on the scale with one end of the box indi-
cating the scale value of the lower hinge (25th percentile) and
the other end of the box occurring at the scale position of the
upper hinge (75th percentile). An additional line is drawn in
the middle to indicate the scale value of the median. The
scale-value difference between the two hinges is called either
the hinge spread or the interquartile range (often abbreviated
IQR), and in a normal distribution corresponds to approxi-
mately 0.67 standard deviations on each side of the mean.

Rules for the construction of the “whisker” portion of the
display vary. In the most common version, lines are extended
along the scale from the hinges to the farthest data value in
each direction up to 1.5 hinge spreads. If there are data past
that point, the whiskers extend to the farthest data point prior
to the 1.5 hinge-spread cutoff. Data points beyond the
whiskers are usually identified individually to bring attention
to their extremeness and potential characterization as
outliers.

An example of multiple box-plots is presented in Fig-
ure 2.5, panel A, with individual raw data values presented in
panel B for comparison. These graphics depict the distribu-
tions of effect sizes from the meta-analysis of social memory
conducted by Stangor and McMillan (1992). The categorical
variable on the horizontal axis is the length of stimulus pre-
sentation in seconds. The continuous variable on the vertical
axis is the size of the effect for each study included in the
meta-analysis. As the reader may see, the box-plots provide a
compact description of each distribution and allow relatively
easy comparison of both the level and spread of each distrib-
ution. The distribution farthest to the left represents all the
studies for which no presentation speed is reported. The
range is approximately from −2 to +2, with a median
slightly below zero. The second box-plot depicts the distrib-
ution of effect sizes from studies that used a 2-s presentation
speed. It is the highest distribution of all, with some positive
skew. The median of this distribution is higher than the
75th percentile of the remaining distributions, indicating a
clear trend toward larger values. The median is also higher
than the 75th percentile of the 6- and 10-s studies. The stud-
ies with presentation times of 6 s show very little variance
with the exception of two outliers, which are indicated
separately.

When two box-plots are compared, the analyst is under-
taking the graphical analog of the t test. Displays with addi-
tional boxes, as shown here, are analogous to the analysis of
variance: Group-level measures of central tendency are dis-
played relative to the amount of within-group variability in
the data.

Although the box-plots are very useful and informative in
their current state, working in the exploratory mode raises
additional issues. First, how might we be fooled by these dis-
plays? The answer to this is that there are times when the
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Figure 2.6 Panel A is two box-plots with identical summary statistics.
Panel B depicts the underlying data used to make panel A, illustrating the
possibility that different data may produce identical graphs.

five-number summaries are the same for different distribu-
tions. This leads to a case in which the box-plots look identi-
cal yet the data differ in structure. Consider the top panel of
Figure 2.6, in which each of two box-plots is identical, indi-
cating identical values of the five-number summary. The
lower panel of Figure 2.6 depicts the underlying raw data val-
ues that vary in form. Distortions can also occur if there are
very few levels of the variable being measured, because it
will cause many data points to have the same value. In some
cases the appearance of a plot may be distorted if the hinges
are equal to the minimum or maximum, because no whiskers
appear.

A second point of interest concerns how we can learn
more from the data by enhancing the box-plot. Toward this
end, recommendations abound. Tufte (1983/2001) recom-
mended the omission of the box (an idea not well supported
by empirical data; Stock & Behrens, 1991). Other suggested
improvements include indicating the sample size of the sub-
set below the box (e.g., Becker, Chambers, & Wilks, 1988),
adding confidence intervals around the median in the box, or
distorting the box shape to account both for sample size and
the confidence intervals (McGill, Tukey, & Larsen, 1978).

Berk (1994) recommended the overplotting of a dot-plot (as
seen in the lower panel of Figure 2.6) on top of the box-plot
so that two levels of detail can be seen simultaneously.
Regardless of the exact implementation used, users must be
wary that software packages vary on the algorithms used
to calculate their five-number summaries, and they may not
be looking at the summaries one expects (Frigge, Hoaglin, &
Iglewicz, 1989).

Interactive Graphics

Although much can be gained by modifying the static ap-
pearance of plots such as the box-plot, substantial gains in
data analysis can be made in computerized environments
by using interactive graphics with brushing and linking
(Cleveland & McGill, 1988). Interactive graphics are
graphic displays that respond to the brushing (selection) ac-
tion of a pointing device (such as a mouse) by modifying the
graphics in real time. Linking is the connection of values on
the same observation through brushing or selecting across
different graphics. Highlighting an observation in one display
(say, a scatter plot) causes the value of the same observation
to appear highlighted in another display (say, a histogram) as
well. In this way, an analyst working to analyze one graphic
can quickly see how information in that graphic relates to in-
formation in another graphic. For example, in Figure 2.5 the
conditional level of each distribution varies greatly. An ana-
lyst may wonder if this is primarily from the categorical
variables listed on the horizontal axis, or if there are other
variables that may also covary with these medians. One pos-
sibility is that different research laboratories tend to use dif-
ferent speeds and therefore, that laboratory covaries with
speed.

Prior to the advent of interactive graphics, one would stop
the analysis in order to look in a table to determine which
data came from which laboratory. Such a process could eas-
ily become tedious and distracting from the main task. Using
a program that has high graphical interactivity, in this case
Data Desk (Data Description, 1997), highlighting the data of
interest in one graphical display highlights the same data in
other graphical displays or in the variable listings. To accom-
plish this in Data Desk we simply turn off the box-plots using
the pull-down menu at the top of the graph window (thereby
changing panel A of Figure 2.5 to panel B), indicate “Show
identifying text” from a menu at the top of the screen, click
on the identifying variable of interest (study name), and high-
light observations to be linked. The final outcome of these
few quick hand movements is presented in Figure 2.7. Here
the graphics reveal some unexpected results. Eight of
the nine effect sizes in this group come from only two studies

schi_ch02.qxd  9/6/02  11:57 AM  Page 44



Hallmarks of EDA 45

– 2

–1

0

E
ff

ec
t s

iz
e

1

Presentation speed

5 6 7 10

Stangor&Ruble, 1989b, 10years

Stangor&Ruble, 1989b, overall
Stangor&Ruble, 1989b, 6years

Stangor&Ruble, 1989b, 4years

Signore&Ruble, 1984, Study2

Signorello&Liben, 1984, Study1, kindergarten
Signorello&Liben, 1984, Study1, overall
Signorello&Liben, 1984, Study1,

Bargh&Thein, 1985, controlled

Figure 2.7 Dot-plot with identifying text obtained by selecting and
linking.

and the studies are highly stratified by effect size. When the
eight data points of the 7-s effects are circled, the study
names indicate that all these effects come from a single study.

Moving Up the Path of Dimensionality 

Whereas box-plots are often considered univariate graphics
because they are often used to display a single variable, our
simple example has demonstrated that the box-plot can easily
function in three variables. In this case the variables are pre-
sentation speed, effect size, and study origin. In highly inter-
active environments, however, additional variables are easily
added. For example, in Data Desk, palettes available on the
desktop allow one to choose the shape or color of symbols for
individual data points. This is accomplished through select-
ing the data points of interest by circling the points on the
graphic and clicking on the desired shape or color. Symbol
coloring can also be accomplished automatically by using a
pull-down menu that indicates a desire to color symbols by
the value of a specific variable. In our meta-analysis data,
coloring the data points by sample size and varying the shape
to indicate the value of another categorical variable of inter-
est may aid in finding unanticipated patterns. In this way,
we would have created a rather usable yet complex five-
dimensional graphic representation of the data.

For combinations of categorical and measured data, the
box-plot and corresponding dot-plot provide an excellent
starting point. For analyses that focus more heavily on

measured (continuous or nearly continuous) data, the scatter
plot is the common fundamental graphic. Here variations
abound, as well. Whereas the scatter plot is often used to un-
derstand two dimensions of data, when faced with high-
dimensional data, one often uses a matrix of scatter plots to
see the multidimensionality from multiple bivariate views.
An example of a scatter plot matrix is presented in Figure 2.8.
The data portrayed here are a subset of the data that Stangor
and McMillan (1992) used in a weighted least-squares re-
gression analysis of the effect sizes. The plot can be thought
of as a graphical correlation matrix. Where we would have
placed the value of the correlation, we instead put the graph-
ical bivariate display. For each individual scatter plot, one
can identify the variable on the vertical axis by looking at the
variable named at the far left of the row. The horizontal axis
is identified by looking down the column of the matrix to the
variable identified at the bottom of the scatter plot. For exam-
ple, the plot in the upper right corner has “N” (sample size)
on the vertical axis and “con / incon” on the horizontal axis,
indicating the ratio of congruent to incongruent stimuli. The
top of the “con / incon” label is hidden due to plot size in the
plot in the lower right corner. The plots in the diagonal cells
are normal-probability plots whose interpretation is dis-
cussed below.

In this situation, as is often the case, the scatter plot matrix
does an excellent job of revealing unexpected structure. For
many of the bivariate relationships there is great departure
from bivariate normality. Of particular concern is the combi-
nation of high skew in the congruent-incongruent ratio and
the floor effect in the targets and traits variables. These issues
lead to L-shaped distributions that will present a clear chal-
lenge to any continuous linear model. Outliers and combina-
tions of missing data should also be considered carefully. Of
particular note in these data is that the higher level of the
dummy-coded delay variable exists in only two observations,
but one of those observations has no matching data on many
variables and thus functions as a single point. In a multi-
variate situation such as regression analysis, this is quite
problematic because the estimation of the relationship of this
variable with all others rests precariously on the value of the
single point. Error at this point will thereby be propagated
through the system of partial correlations used to estimate
regression effects.

Plots with multiple straight lines indicate the 0 and 1 lev-
els of dummy coding. A number of additional dummy-coded
variables subjected to simultaneous regression by Stangor
and McMillan (1992) were omitted because the number of
plots became too large to present here clearly. Earlier ver-
sions of this matrix revealed additional unusual values that
were traced back to the present authors’ transcription process
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Figure 2.8 Scatter plot matrix of meta-analysis data from Stangor and McMillan (1992).

and have been since corrected. In this case, the graphics
revealed structure and avoided error.

Going Deeper

Although the scatter plot matrix is valuable and informa-
tive, it is important that the reader recognize that a series of
two-dimensional views is not as informative as a three-
dimensional view. For example, when Stangor and McMillan
computed a simultaneous regression model, the variables in-
dicating the number of targets and traits used in each study
reversed the direction of their slope, compared with their
simple correlations. Although a classical “suppressor” inter-
pretation was given, the exploratory analyst may wonder
whether the simple constant and linear functions used
to model these data were appropriate. One possibility is
that the targets variable mediates other relationships. For
example, it may be the case that some variables are highly
related to effect size for certain levels of target, but have
different relationships with effect size at other levels of
targets.

To provide a quick and provisional evaluation of this
possibility, we created a histogram of the target variables, se-
lected those bins in the graphic that represent low levels of
targets, and chose a unique color and symbol for the observa-
tions that had just been selected. From here, one can simply
click on the pull-down menu on any scatter plot and choose
“Add color regression lines.” Because the observations
have been colored by low and high levels of the target vari-
able, the plots will be supplemented with regression lines be-
tween independent variables and the effect size–dependent
variable separately for low and high levels of targets, as dis-
played in Figure 2.9. 

Moving across the second row of Figure 2.9 (which corre-
sponds to the response variable), first we see two regression
lines with low identical slopes indicating little relationship be-
tween task and effect, which is constant across levels of target.
The delay variable in the next column shows a similar pattern,
whereas the next three variables show small indications of in-
teraction. The interaction effect is very clear in the relation-
ship between effect size and the congruent-incongruent ratio
in the rightmost column. This relationship is positive for
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observations with high numbers of targets, but negative for
low numbers of targets. Unfortunately, in failing to recognize
this pattern, one may use a model with no interactions. In such
a case the positive slope observations are averaged with the
negative slope observations to create an estimate of 0 slope.
This would typically lead the data analyst to conclude that no
relationship exists at all, when in fact a clear story exists just
below the surface (one variable down!).

Although the graphics employed so far have been helpful,
we have essentially used numerous low-dimensional views
of the data to try to develop a multidimensional conceptual-
ization. This is analogous to the way many researchers
develop regression models as a list of variables that are “re-
lated” or “not related” to the dependent variable, and then
consider them altogether. Our brushing and coding of the
scatter plot matrix has shown that this is a dangerous
approach because “related” is usually operationalized as “lin-
early related”—an assumption that is often unwarranted.
Moreover, in multidimensional space, variables may be
related in one part of the space but not in the other.

Working in an exploratory mode, these experiences sug-
gest we step back and ask a more general question about the
meta-analytic data: In what way does the size and availability
of effects vary across the variety of study characteristics? To
begin to get such a view of the data, one may find three-
dimensional plots to be useful. A graphic created using a non-
linear smoother for the effect size of each study as a function
of the number of targets and presentation speed is presented
in panel A of Figure 2.10. The general shape is similar to the
“saddle” shape that characterizes a two-way interaction in
continuous regression models (Aiken & West, 1991). The
graphic also reveals that little empirical work has been un-
dertaken with high presentation speed and a low number of
targets, so it is difficult to assess the veracity of the smooth-
ing function given the lack of data in that area. At a mini-
mum, it suggests that future research should be conducted to
assess those combinations of study characteristics. Panel B of
Figure 2.10 shows an alternate representation of the data with
a traditional linear surface function that is designed to pro-
vide a single additive prediction across all the data. 

Figure 2.9 View of computer screen using Data Desk software for selecting, brushing, and linking
across multiple plots. Several plots have been enhanced with multiple regression lines that vary by sub-
sets of selected data.
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For another impression of the data, we can take a series of
slices of the three-dimensional data cube and lay the slices
out side by side. Such an arrangement is possible using a gen-
eral framework called a trellis plot (Becker, Cleveland, &
Shyu, 1996; Clark, Cleveland, Denby, & Liu, 1999) as
implemented in Splus (Insightful, 2001) and shown in Fig-
ure 2.11. The three panels show progressive slices of the data
with linear regression lines overlaid. As the reader can see,
the plots correspond to three slices of the three-dimensional
cube shown in Figure 2.10, panel A, with changes in the re-
gression line matching different portions of the “hills” in the
data.

The simple graphics we have used here provide an excel-
lent start at peeling away the layers of meaning that reside in
these data. If nothing else is clear, the data are more complex
than can be easily described by a simple linear model in
multiple dimensions. The theoretical concerns of Anscombe
(1973) have proven to be realistic after all. Despite the inte-
rocular effect provided by these graphics, some readers will
assure themselves that such difficulties appear primarily in
data from meta-analyses and that the data they work with will
not be so problematic. Unfortunately this is not often the
case, and there is a cottage industry among EDA proponents
of reanalyzing published data with simple graphics to show
rich structure that was overlooked in original work.

Residuals and Models

In the EDA tradition, the second R stands for residual, yet
this word signifies not simply a mathematical definition, but
a foundational philosophy about the nature of data analysis.
Throughout Tukey’s writings, the theme of DATA = FIT +
RESIDUALS is repeated over and over, often in graphical
analog: DATA = SMOOTH + ROUGH. This simple for-
mula reminds us that our primary focus is on the develop-
ment of compact descriptions of the world and that these
descriptions will never be perfect; thus there will always be
some misfit between our model and the data, and this misfit
occurs with every observation having a residual. 

This view counters implicit assumptions that often arise in
statistical training. First, many students acquire an unfortu-
nate belief that “error” has an ontological status equivalent to
“noise that can be ignored” and consequently believe the
results of a model-fitting procedure (such as least squares
regression) is the “true” model that should be followed. Such
a view fails to emphasize the fact that the residuals are sim-
ply a byproduct of the model used, and that different models
will lead to different patterns of residuals. As we saw in the
previous section, different three-dimensional models provide
different degrees of hugging the data, and hence, different
amounts of residual. Second, in EDA the analyst focuses on
the size and pattern of individual residuals and subsets of
residuals. A curve that remains in a residual plot indicates the
model has failed to describe the curve. Multiple modes re-
maining in the residuals likewise suggest that a pattern has
been missed. On the other hand, if students are taught to
focus on only the gross summary of the sums of squares, they
will also miss much of the detail in the pattern that is afforded
by a careful look at residuals. For example, as indicated by
the common r among the Anscombe (1973) data sets, all four
data sets have the same sums-of-squares residual, but dra-
matically different patterns of residuals.
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Figure 2.10 Panel A is a nonlinear surface estimate of the interaction of
presentation speed, number of targets, and effect size in the Stangor and
McMillan (1992) meta-analysis data. Panel B is a completely linear predic-
tion surface as would be obtained using common least squares regression.

schi_ch02.qxd  9/6/02  11:57 AM  Page 48



Hallmarks of EDA 49

This emphasis on residuals leads to an emphasis on an iter-
ative process of model building: A tentative model is tried
based on a best guess (or cursory summary statistics), residu-
als are examined, the model is modified, and residuals are
reexamined over and over again. This process has some
resemblance to forward variable selection in multiple regres-
sion; however, the trained analyst examines the data in great
detail at each step and is thereby careful to avoid the errors that
are easily made by automated procedures (cf. Henderson &
Velleman, 1981). Tukey (1977) wrote, “Recognition of the
iterative character of the relationship of exposing and
summarizing makes it clear that there is usually much value in
fitting, even if what is fitted is neither believed nor satisfacto-
rily close” (p. 7).

The emphasis on examining the size and pattern of resid-
uals is a fundamental aspect of scientific work. Before this
notion was firmly established, the history of science was re-
plete with stories of individuals that failed to consider misfit
carefully. For example, Gregor Mendel (1822–1884), who is
considered the founder of modern genetics, established the
notion that physical properties of species are subject to hered-
ity. In accumulating evidence for his views, Mendel con-
ducted a fertilization experiment in which he followed sev-
eral generations of axial and terminal flowers to observe how
specific genes carried from one generation to another. On

subsequent examination of the data, R. A. Fisher (1936)
questioned the validity of Mendel’s reported results, arguing
that Mendel’s data seemed “too good to be true.” Using chi-
square tests of association, Fisher found that Mendel’s results
were so close to the predicted model that residuals of the size
reported would be expected by chance less than once in
10,000 times if the model were true.

Reviewing this and similar historical anomalies, Press
and Tanur (2001) argue that the problem is caused by the
unchecked subjectivity of scientists who had the confirma-
tion of specific models in mind. This can be thought of as
having a weak sense of residuals and an overemphasis on
working for dichotomous answers. Even when residuals ex-
isted, some researchers tended to embrace the model for fear
that by admitting any inconsistency, the entire model would
be rejected. Stated bluntly, those scientists had too much
focus on the notion of DATA = MODEL. Gould (1996) pro-
vides a detailed history of how such model-confirmation bi-
ases and overlooked residuals led to centuries of unfortunate
categorization of humans.

The Two-Way Fit

To illustrate the generality of the model-residual view of
EDA, we will consider the extremely useful and flexible
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Figure 2.11 Plot of presentation speed by effect size at different ranges of number of targets using a trellis display. Data are
identical with those presented in Figure 2.10.
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TABLE 2.1 Average Effect Sizes by Dependent Variable and Study
Characteristic. From Stangor and McMillan (1992).

Variable Recall Recognition Bias

Strength of expectations
a. Experimental session −0.37 −0.47 0.32
b. Existing 0.32 −0.8 0.93

Content of the stimuli
c. Behaviors −0.21 −0.1 0.66
d. Traits 0.71 −2.16 1.98

Type of behavioral inconsistency
e. Evaluative and descriptive −0.27 0.1 0.29
f. Descriptive only 0.36 −0.54 0.85

Type of target
g. Individual −0.32 −1.14 1.04
h. Group 0.22 −0.38 0.33

Processing goal
i. From impressions −0.46 0.19 0.57
j. Memorize 0.12 −0.71 1.01

Interpolated task
k. No −0.44 −0.30 0.62
l. Yes 0.06 −1.26 0.75

Type of delay
m. Within single session −0.19 −0.65 0.82
n. Separate session −0.02 −0.03 0.66

TABLE 2.2 Two-Way Decomposition of Average Effect Sizes by
Dependent Variable and Study Characteristic. From Stangor and
McMillan (1992).

Variable Recall Recognition Bias Row Effect

Strength of expectations
a. Experimental session 0.00 0.43 0.00 −0.35
b. Existing 0.08 −0.51 0.00 0.26

Content of the stimuli
c. Behaviors −0.18 0.46 0.00 −0.00
d. Traits 0.00 −2.34 0.58 0.73

Type of behavioral inconsistency
e. Evaluative and descriptive 0.00 0.90 −0.13 −0.25
f. Descriptive only 0.20 −0.17 0.00 0.19

Type of target
g. Individual 0.00 −0.29 0.67 −0.30
h. Group 0.07 0.00 −0.51 0.17

Processing goal
i. From impressions −0.34 0.84 0.00 −0.10
j. Memorize 0.00 −0.30 0.20 0.14

Interpolated task
k. No −0.37 0.30 0.00 −0.05
l. Yes 0.00 −0.79 0.00 0.08

Type of delay
m. Within single session −0.07 0.00 0.25 −0.10
n. Separate session 0.00 0.52 −0.01 0.00

Column effects 0.00 −0.53 0.69 −0.02

model of the two-way fit introduced by Tukey (1977) and
Mosteller and Tukey (1977). The two-way fit is obtained by
iteratively estimating row effects and column effects and
using the sum of those estimates to create predicted (model or
fit) cell values and their corresponding residuals. The cycles
are repeated with effects adjusted on each cycle to improve
the model and reduce residuals until additional adjustments
provide no improvement. This procedure can be applied di-
rectly to data with two-way structures. More complicated
structures can be modeled by multiple two-way structures. In
this way, the general approach can subsume such approaches
as the measures of central tendency in the ANOVA model, the
ratios in the log-linear model, and person and item parameter
estimates of the one-parameter item response theory model.

Consider the data presented in Table 2.1. It represents av-
erage effect sizes for each of a series of univariate analyses
conducted by Stangor and McMillan (1992). Such a display
is a common way to communicate summary statistics. From
an exploratory point of view, however, we would like to see
if some underlying structure or pattern can be discerned. Re-
viewing the table, it is easy to notice that some values are
negative and some positive, and that the large number of
�2.6 is a good bit larger than most of the other numbers
which are between 0 and +/− 1.0.

To suggest an initial structure with a two-way fit we cal-
culate column effects by calculating the median of each col-
umn. The median of each column then becomes the model for
that column, and we subtract that initial model estimate
from the raw data value to obtain a residual that replaces the

original data value in the data matrix. After this simple first
pass, we have a new table in which each cell is a residual and
the data from the original table are equal to the column effect
plus the cell residual. The row effects are estimated next by
calculating the median value of residuals in each row and
subtracting the cell values (first-stage residuals) from these
medians. The row effects are generally placed in the margin
of the table and the new residuals replace the residuals from
the previous stage. A similar calculation occurs on the row of
medians that represents the column effects; the median of
the column effects becomes the estimate of the overall or
“grand” effect and the estimates of the column effects are
likewise adjusted through subtraction.

This process is repeated iteratively until continued calcu-
lation of effects and residuals provides no improvement. The
result of such a summary is provided in Table 2.2. Here
we see an overall effect of −.02 as well as a characterization
of each row and column. It is clear which columns are
low, medium, and high, and likewise which rows stand out.
Each cell in the original table can be reconstructed using
the formula Data = grand effect + row effect + column
effect + residual. For example, the memorization task for the
bias condition can be recreated using the model of 1.01 =
−0.02 + 0.69 + 0.14 − 0.02.

To form a visual impression of these values, Tukey (e.g.,
Mosteller & Tukey, 1977) recommended a two-way fit plot
such as that shown in Figure 2.12, panel A. In this figure,
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Figure 2.12 Panel A is a plot of main effects of a two-way fit. The height
of the intersection of lines represents the sum of row, column, and grand
effects and the corresponding predicted value for that cell. Panel B shows
main effects of two-way fit with additional lines extending from predicted to
actual values to highlight the location and size of residuals.

there is a line for each row and column effect in the model.
For each row and column effect, the height of the intersection
of the two lines is equal to the value of the predicted value in
the model (overall effect + column effect + row effect). This
plot clearly portrays the separation of the bias, recall, and
recognition conditions, shows the clear separation of row d
(trait levels), and displays a cluster of common small effects
for rows a, g, and e. For us, this view was surprising because

when we first characterized row d, it was with a focus on the
large −2.16 value, which is the largest (negative) value in the
table. This graphic, however, suggests more needs to be con-
sidered. Reexamining the data for that row we see that not
only does that row have the largest negative value, but also
two of the largest positive values. All together, we end up
with a strong positive row effect. For individual cells, how-
ever, the effect may be low or high, depending on the column.

Because the grand, row, and column effects represent the
model, an assessment of that model requires an examination
of where the model fits and does not fit. The residuals for
these models are presented in the center of Table 2.2. Exami-
nation of these values reveals that the extreme value observed
in the raw data remains extreme in this model, and that this
value is not simply the result of combining row and column
effects. A graphical analog to the residuals can also be pro-
vided, as shown in Figure 2.12, panel B. In this diagram, lines
are drawn from the value of the predicted values (the inter-
section of row and column lines), downward or upward to the
actual data value. The length of each line thereby indicates
the size of the residual. Clearly, the size of the trait residual
for recognition tasks dwarfs the size of all other effects and
residuals in the data. Other patterns of residuals may provide
additional information about the data because they tell us
what departs from a standard description.

In this example we used simple raw residuals. In other ap-
plications, the actual value of residuals may be modified in a
number of ways. One common method is to report residuals
reexpressed as normal-deviates in the distribution of residu-
als. This approach, often used in structural equation analysis,
can help identify the locations of the extremes, but hides the
scale values of the error. In the highly developed area of re-
gression diagnostics, residuals may be adjusted for the size of
the leverage associated with the value of the criterion vari-
able (studentized residuals) or calculated using a model that
obtained predicted values without the presence of the obser-
vation in the model (externally studentized). This prevents
extreme values from distorting the model to the point that
an aberrant value leads to a small residual, as displayed in
panel C of Figure 2.2.

As illustrated previously, complementary to the notion of
patterns of residuals and meaning in individual residuals is the
emphasis on mathematical models of effects that provide rich
and parsimonious description. This view is very much in line
with the recently emerging view of the importance of effect
sizes suggested by Glass (1976) and renewed by Cohen (1994)
and the APA Task Force on Statistical Inference (Wilkinson,
1999). EDA reminds us that at the same time we focus on ef-
fects as a description of the data, we must also focus on the size
and pattern of misfits between effects and the data.
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Reexpression

The data examined previously remind us that data often come
to the exploratory data analyst in messy and nonstandard
ways. This should not be unexpected, given the common as-
sumption that the data distributions are either always well be-
haved, or that statistical techniques are sufficiently robust
that we can ignore any deviations that might arise, and there-
fore skip detailed examination. In fact, it is quite often the
case that insufficient attention has been paid to scaling issues
in advance, and it is not until the failure of confirmatory
methods that a careful examination of scaling is undertaken
(if at all). In the exploratory mode, however, appropriate scal-
ing is considered one of the fundamental activities and is
called reexpression. Although mathematically equivalent to
what is called transformation in other traditions, reexpres-
sion is so named to reflect the idea that the numerical changes
are aimed at appropriate scaling rather than radical change.

Because reexpression requires an understanding of the un-
derlying meaning of the data that are being reexpressed, the
EDA approach avoids using the common categorizations of
data as nominal, ordinal, interval, and ratio that follow
Stevens (e.g., 1951). Rather, Mosteller and Tukey (1977)
discussed broad classes of data as (a) amounts and counts;
(b) balances (numbers that can be positive or negative with
no bound); (c) counted fractions (ratios of counts); (d) ranks;
and (e) grades (nominal categories).

When dealing with common amounts and counts, Tukey
suggested heuristics that hold that (a) data should often be
reexpressed toward a Gaussian shape, and (b) an appro-
priate reexpression can often be found by moving up or down
“the ladder of reexpression.” A Gaussian shape is sought
because this will generally move the data toward more equal-
interval measurement through symmetry, will often stabilize
variance, and can quite often help linearize trend (Behrens,
1997a). In EDA, the term normal is avoided in favor of
Gaussian to avoid the connotation of prototypicality or social
desirability.

The ladder of reexpression is a series of exponents one
may apply to original data that show considerable skew. Rec-
ognizing that the raw data exists in the form of X1, moving up
the ladder would consist of raising the data to X2 or X3.
Moving down the ladder suggests changing the data to the
scale of X1/2, −X−1/2, −X−1, −X−2, and so on. Because X0 is
equal to 1, this position on the ladder is generally replaced
with the reexpression of log10 (X). To choose an appropriate
transformation, one moves up or down the ladder toward the
bulk of the data. This means moving down the ladder for
distributions with positive skew and up the ladder for distrib-
utions with negative skew. By far the most common re-

expression for positively skewed data is the logarithmic
transformation. For ratios of counts, the most common rec-
ommendation is to “fold” the counts around a midpoint
(usually .5) so that equal fractions equal 0. This generally
means using P/1 − P, where P is the proportion of the total
that the count comprises. A second step is to take the log of
this folded fraction to create a “flog” equal to log(P/1 − P).
In more common parlance, this is a logit that serves as the
basis for logistic regression, survival, or event-history analy-
sis, and measurement via item response theory. Additional
techniques recommend that balances should generally be left
alone whereas grades and ranks should be treated much like
counted fractions (see, e.g., Mosteller & Tukey, 1977).

Although reexpression is a long-standing practice in the
statistical community, going back at least to Fisher’s (1921)
construction of the r to z transformation, only recently has its
use become more widespread in psychological literature. In
fact, it often continues to arise more out of historic tradition
than as the result of careful and comprehensive analysis.
Consider, for example, the subset of data from a word-
recognition experiment recently reported by Paap, Johansen,
Chun, and Vonnahme (2000) and depicted in Figure 2.13.
The experiment reported in this paper concerns the percent-
age of times participants correctly identify word pairs (%C)
from a memory task as a function of the word pair’s correct-
incorrect confusability (CIC), percentage correct-letter dis-
tinctiveness (CD), number of neighbors (N), percentage of
friends in the lexical neighborhood (%F), number of higher
frequency neighbors (H), log of frequency of the test word
(LTF), and log of frequency formed by incorrect alternative
(LAF).

As the reader may see, although the distributions associ-
ated with the logarithmic reexpression are quite Gaussian, the
variables that are not reexpressed differ quite a bit in this
respect and lead to quite non-Gaussian bivariate distribu-
tions. The CIC variable is the most skewed. This leads to
quite distorted correlations that would suffer from variance
compression. Distributional outliers in CIC are indicated
with X symbols, and regression lines on the %C against CIC
scatter plot are present both for all data (lower line) and for
the data with the outliers removed (sloped line). 

Because these authors have already reexpressed the two
frequency (count) variables, it will be useful to reverse the
reexpression to see the original data, which are presented
in Figure 2.14. The top panels show the histograms of the
original raw data along with the quantile-quantile (QQ) plot,
which is often called the normal-probability plot in cases like
these because the ranks of the data are plotted against the z
scores of corresponding ranks in a unit-normal distribution.
When the points of the QQ plot are straight, this reflects the
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Figure 2.13 Scatter plot matrix of reaction time data from Paap, Johansen, Chun, and Vonnahme (2000).
Patterns in the matrix reflect skew and outliers in some marginal distributions as well as nonlinearity in bi-
variate distributions. Outliers are highlighted in all graphics simultaneously through brushing and linking.

match between the empirical and theoretical distributions,
which in this case is Gaussian. The data running along the
bottom of these displays reflect the numerous data values at
the bottom of the scales for the original frequency data. Pan-
els E and F show the scatter plot of the raw data before reex-
pression and the corresponding simple regression residuals,
which indicate that the spread of the error is approximately
equal to the spread of the data. Although this logarithmic
transformation is quite appropriate, it was chosen based upon
historical precedent with data of this type rather than on em-
pirical examination. Accordingly, in the view of EDA, the
outcome is correct while the justification is lacking.

Turning to how remaining variables may be improved, we
consider the four percentage variables, especially the highly
distorted CIC variable. Working directly with percentages
can be quite misleading because differences in values are not
equally spaced across the underlying continuum. For exam-
ple, it is generally easier to move from an approval rating of
50 to 55% than it is to move from 90 to 95%. All content

aside, the variance for the underlying binomial distribution is
largest around .5 and smallest near 0 and 1. As noted above,
this mathematical situation leads to a general rule for substi-
tuting logits (a.k.a., flogs) for raw percentages. Accordingly,
we move forward by converting each percentage into a pro-
portion (using the sophisticated process of dividing by 100)
and constructing the logit for each proportion. The effect of
this reexpression on the %C and CIC variables is portrayed in
Figure 2.15. As the reader can see, the distributions are
greatly moved toward Gaussian, and the appearance of the
scatter plot changes dramatically. 

The impact of this reexpression is considerable. Using the
correlation coefficient in the original highly skewed and
variance-unstable scale of percentages resulted in a measure
of association of r = .014, suggesting no relationship be-
tween these two values. However, when the scale value and
corresponding variance are adjusted using the logistic reex-
pression, the measure of relationship is r = .775—a dramatic
difference in impression and likely a dramatic effect on
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Figure 2.14 Histograms, normal-probability plots, and scatter plots for reaction time data as they would appear without the logarith-
mic reexpression used by the original authors.

theory development and testing. In a similar vein, Behrens
(1997a) demonstrated how failure to appropriately reexpress
similar data led Paap and Johansen (1994) to misinterpret the
results of a multiple regression analysis. As in this case, a
simple plotting of the data reveals gross violations of distrib-
utional assumptions that can lead to wildly compressed cor-
relations or related measures.

The H variable is likewise of interest. Because it is a
count, general heuristics suggest a square-root or logarithmic
reexpression. Such reexpressions, however, fail to improve
the situation substantially, so another course of action is re-
quired. Because the H variable is a count of high-frequency
neighbors, and this number is bounded by the number of
neighbors that exist, a logical alternative is to consider H as
the proportion of neighbors that are high frequency rather

than the simple count. When such a proportion is computed
and converted to a logit, the logit-H variable becomes very
well behaved and leads to much clearer patterns of data and
residuals. The revised scatter plot matrix for these variables is
presented in Figure 2.16. As the reader may see, a dramatic
improvement in the distributional characteristics has been
obtained.

Although some researchers may reject the notion of reex-
pression as “tinkering” with the data, our experience has been
that this view is primarily a result of lack of experience with
the new scales. In fact, in many instances individuals often
use scale reexpressions with little thought. For example,
the common practice of using a proportion is seldom ques-
tioned, nor is the more common reexpression to z scores. In
daily language many people have begun to use the log10
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Figure 2.15 Histograms, normal-probability plots, and scatter plot for percent correct (%C) and percent congruent-incongruent ratio
(CIC) following logistic reexpression.

reexpression of dollar amounts as “five-figure,” “six-figure,”
or “seven-figure.” Wainer (1977) demonstrated that the often
recommended reexpression of 1�X for reaction-time tasks
simply changes the scale from seconds per decision (time) to
decisions per second (speed). Surely such tinkering can have
great value when dramatic distributional improvements are
made and sufficient meaning is retained. 

Resistance

Because a primary goal of using EDA is to avoid being
fooled, resistance is an important aspect of using EDA tools.
Resistant methods are methods that are not easily affected by
extreme or unusual data. This value is the basis for the gen-
eral preference for the median rather than the mean. The

mean has a smaller standard error than the median, and so is
an appropriate estimator for many confirmatory tests. On the
other hand, the median is less affected by extreme scores or
other types of perturbations that may be unexpected or un-
known in the exploratory stages of research. 

In general, there are three primary strategies for improv-
ing resistance. The first is to use rank-based measures and ab-
solute values, rather than measures based on sums (such as
the mean) or sums of squares (such as the variance). Instead,
practitioners of EDA may use the tri-mean, which is the aver-
age of Q1, Q3, and the median counted twice. For measures
of spread, the interquartile range is the most common,
although the median absolute deviation (MAD) from the
median is available as well. The second general resistance-
building strategy is to use a procedure that emphasizes more
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Figure 2.16 Scatter plot matrix of reaction time data after full set of reexpressions. When compared with
the original data shown in Figure 2.13, this matrix reflects the improved ability to model the data using
linear models.

centrally located scores and that uses less weight for more
extreme values. This category includes trimmed statistics in
which values past a certain point are weighted to 0 and
thereby dropped from any estimation procedures. Less dras-
tic approaches include the use of the biweight, in which val-
ues are weighted as an exponential function of their distance
from the median. A third approach is to reduce the scope of
the data one chooses to model on the basis of knowledge
about extreme scores and the processes they represent.

Dealing with Outliers

The goal of EDA is to develop understandings and descrip-
tions of data. This work is always set in some context and
always presents itself with some assumptions about the scope
of the work, even when these assumptions are unrecognized.
Consider, for example, the task described in Behrens and
Smith (1996) of developing a model of state-level economic
aspects of education in the United States. In this analysis,

simple use of a scatter plot matrix revealed three consistent
outliers in distributions of variables measured in dollars. The
first outlier was the observation associated with the District of
Columbia. How should this extreme value be approached? If
the original intention was state-level analysis, the outlier in
the data simply calls attention to the fact that the data were not
prescreened for non-states. Here the decision is easy: Reestab-
lish the scope of the project to focus on state-level data.

The remaining two outliers were observations associated
with the states of Hawaii and Alaska. These two states had
values that were up to four times higher than the next highest
values from the set of all states. In many cases, the mean of
the data when all 50 states were included was markedly dif-
ferent from the mean computed using values from only the
contiguous 48 states. What should the data analyst do about
this problem? Here again, the appropriate role of the ex-
ploratory work has led to a scope-clarification process that
many data analysts encounter in the basic question Do I model
all the data poorly, or do I model a specific subset that I can
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describe well? Although this question needs to be answered
on a case-by-case basis, in the situation described here there is
little doubt. Alaska and Hawaii should be set aside and the re-
searcher should be content to construct a good model for the
48 contiguous states. Furthermore, the researcher should note
that he or she has empirical evidence that Alaska and Hawaii
follow different processes. This is a process of setting aside
data and focusing scope. Clearly this process of examination
and scope revision would need to be reported.

In this case, the rationale is clear and the data have seman-
tic clarity. In other cases, however, quite extreme values may
be found in data that are not simply victims of poor measure-
ment models (e.g., the end of a long tail awaiting logarithmic
reexpression). Under these circumstances the fundamental
question to ask is Do we know something about these obser-
vations that suggest they come from a different process than
the process we are seeking to understand? In experimentally
oriented psychology, rogue values could be caused by nu-
merous unintended processes: failure to understand instruc-
tions (especially during opening trials), failure to follow the
instructions, failure to pay attention to the task (especially
during closing trials), or equipment or data transcription fail-
ures. Under such circumstances, it is clear the data are not in
the domain of the phenomenon to be studied, and the data
should be set aside and the situation noted.

In other cases, extreme values present themselves with lit-
tle auxiliary information to explain the reason for the extreme-
ness. In such a situation we may first assess how much damage
the values create in the model by constructing the model with
all the data involved as well as with the questionable data
set aside. For example, Behrens (1997b) conducted a meta-
analysis of correlations between subscales of the White Racial
Identity Attitude Scale (Helms, 1997). Initial review of the
data suggested the distributions were not homogeneous and
that some study results differed dramatically from the average.
To assess the effect of these extreme values, Behrens calcu-
lated the average correlations, first, using all the data, and sec-
ond, using a 20% trimmed mean. Results were consistent
across approaches, suggesting the data could remain or be set
aside with little impact on the inferences he was to make. What
would have happened if, on the other hand, the trimmed re-
sults deviated from the full-data results? In such a case both
sets of analysis should be conducted and reported and the dif-
ference between the two results considered as a measure of the
effect of the rogue values. The most important aspect in either
case is that a careful and detailed description of the full data,
the reduced data, and the impact of the rogue data be reported.
Unfortunately, the extremely terse and data-avoidant descrip-
tions of much research reporting is inconsistent with this
highly descriptive approach.

Summary

The tools described in this section are computational and
conceptual tools intended to guide the skilled and skeptical
data analyst. These tools center on the four Rs of revelation,
residuals, reexpression, and resistance. The discussion
provided here provides only a glimpse into the range of tech-
niques and conceptualizations in the EDA tradition. In prac-
tice, the essential elements of EDA center on the attitudes of
flexibility, skepticism, and ingenuity, all employed with the
goals of discovering patterns, avoiding errors, and develop-
ing descriptions.

CURRENT COMPUTING AND FUTURE
DIRECTIONS

Computing for EDA

While EDA has benefited greatly from advances in statistical
computing, users are left to find the necessary tools and ap-
propriate interfaces spread across a variety of statistical pack-
ages. To date, the software most clearly designed for EDA is
Data Desk (Data Description, 1997). Data Desk is highly in-
teractive and completely graphical. Graphical windows in
Data Desk do not act like “static” pieces of paper with
graphic images, but rather consist of “live” objects that re-
spond to brushing, selecting, and linking. The philosophy is
so thoroughly graphical and interactive that additional vari-
ables can be added to regression models by dragging icons of
the variables onto the regression sums-of-squares table.
When this occurs, the model is updated along with all graph-
ics associated with it (e.g., residual plots). Data Desk has a
full range of EDA-oriented tools as well as many standards
including multivariate analysis of variance (MANOVA) and
cluster analysis—all with graphical aids. Because of its out-
standing emphasis on EDA, Data Desk has been slower to de-
velop more comprehensive data management tools, as has
been the case with more popular tools like those offered by
SAS, SPSS, and SYSTAT.

Both SAS (SAS Institute, 2001) and SPSS (SPSS, Inc.,
2001) have improved their graphical interactivity in recent
years. The SAS Insight module allows numerous interactive
graphics, but linking and other forms of interaction are less
comprehensive than those found in Data Desk. SYSTAT
serves as a leader in graphical and exploratory tools, placing
itself between the complete interactivity of Data Desk and the
more standard approach of SAS and SPSS.

The S language and its recent incarnation as S-PLUS
(Insightful, 2001) has long been a standard for research in
statistical graphics, although it appears also to be emerging as

schi_ch02.qxd  9/6/02  11:57 AM  Page 57



58 Exploratory Data Analysis

a more general standard for statistical research. Venables and
Ripley’s 1999 book titled Modern Applied Statistics with
S-PLUS (often called MASS) provides an outstanding intro-
duction to both the Splus language and many areas of modern
statistical computing of which psychologists are often un-
aware, including projection pursuit, spline-based regression,
classification and regression trees (CART), k-means cluster-
ing, the application of neural networks for pattern classifica-
tion, and spatial statistics.

High-quality free software is also available on the Internet
in a number of forms. One consortium of statisticians has cre-
ated a shareware language, called R, that follows the same
syntax rules as S-PLUS and can therefore be used inter-
changeably. A number of computing endeavors have been
based on Luke Tierney’s XLISP-STAT system (Tierney,
1990), which is highly extensible and has a large object-
oriented feature set. Most notable among the extensions is
Forrest Young’s (1996) ViSta (visual statistics) program,
which is also free on the Internet.

Despite the features of many of these tools, each comes
with weaknesses as well as strengths. Therefore, the end user
must have continuing facility in several computing environ-
ments and languages. The day of highly exchangeable data
and exchangeable interfaces is still far off.

Future Directions

The future of EDA is tightly bound to the technologies of
computing, statistics, and psychology that have supported its
growth to date. Chief among these influences is the rise of
network computing. Network computing will bring a number
of changes to data analysis in the years ahead because a net-
work allows data to be collected from throughout the world,
allows the data to have extensive central or distributed stor-
age, allows computing power a distributed or centralized lo-
cation, and allows distribution of results quickly around the
world (Behrens, Bauer, & Mislevy, 2001). With regard to the
increase in data acquisition, storage, and processing power,
these changes will lead to increasing availability and need for
techniques to deal with large-scale data. With increasingly
large data sets, data analysts will have difficulty gaining de-
tailed familiarity with the data and uncovering unusual pat-
terns. Hopefully, the capacity for ingenuity and processing
power will keep up with the increase in data availability. 

Data Projections

Currently, most existing visualization tools are based upon
variable space, in which data points are depicted within the
Cartesian coordinates. With the advent of high-powered

computing, more and more statistical software packages
incorporate graphical tools that utilize other spatial systems.
For example, several statistical packages implement the bi-
plot (Gabriel, 1981; Gower & Hand, 1996), which combines
variable space and subject space (also known as vector
space). In subject space each subject becomes a dimension,
and vectors are displayed according to the location of vari-
ables mapping into this subject space. In addition, SYSTAT
implements additional projections, including triangular dis-
plays, in which both the Cartesian space and the barycentric
space are used to display four-dimensional data.

Interactive methods for traversing multivariate data have
been developed as well. Swayne, Cook, and Buja (1998)
developed the X-GOBI system, which combines the high-
dimensional search techniques of projection pursuit
(Friedman & Tukey, 1974) and grand tour (Asimov, 1985).
The grand tour strategy randomly manipulates projections for
high-dimensional data using a biplot or similar plotting sys-
tem, so that the user has an experience of touring “around”
three- (or higher) dimensional rotating displays. Projection
pursuit is a computing-intensive method that calculates an
“interestingness function” (usually based on nonnormality)
and develops search strategies over the multidimensional gra-
dient of this function. Grand tour can provide interesting
views but may randomly generate noninteresting views for
quite some time. Projection pursuit actively seeks interesting
views but may get caught in local minima. By combining these
two high-dimensional search strategies and building them into
a highly interactive and visual system, these authors leveraged
the best aspects of several advanced exploratory technologies.

Data Immersion

To deal with the increasing ability to collect large data sets,
applications of EDA are likely to follow the leads developed
in high-dimensional data visualization used for physical
systems. For example, orbiting satellites send large quantities
of data that are impossible to comprehend in an integrated
way without special rendering. To address these issues,
researchers at the National Aeronautics and Space Adminis-
tration (NASA) have developed tools that generate images of
planetary surface features that are rendered in three-
dimensional virtual reality engines. This software creates an
imaginary topology from the data and allows users to “fly”
through the scenes.

Although most psychologists are unlikely to see such huge
(literally astronomical!) quantities of data, desktop computers
can provide multimedia assistance for the creation of inter-
active, three-dimensional scatter plots and allow the animation
of multidimensional data (e.g., Yu & Behrens, 1995).
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Distributed Collaboration 

Because data analysis is a social process and groups of re-
searchers often work together, EDA will also be aided by the
development of computer–desktop sharing technologies. In-
ternetworking technologies currently exist that allow individ-
uals to share their views of their computer screens so that
real-time collaboration can occur. As statistical packages be-
come more oriented toward serving the entire data-analytic
process, developers will consider the social aspects of data
analysis and build in remote data-, analysis-, image-, and
report-sharing facilities. Such tools will help highly trained
data analysts interact with subject-matter experts in schools,
clinics, and businesses.

Hypermedia Networks for Scientific Reporting 

While the natures of scientific inquiry, scientific philosophy,
and scientific data analysis have changed dramatically in the
last 300 years, it is notable that the reporting of scientific
results differs little from the largely text-based and tabular
presentations used in the eighteenth century. Modern print

journals, under tight restrictions for graphics and space, have
largely omitted the reporting of exploratory results or de-
tailed graphics. Although a textual emphasis on reporting was
necessary for economic reasons in previous centuries, the rise
of network-based computing, interactive electronic informa-
tion display, and hypertext documents supports the expansion
of the values of EDA in scientific reporting. In a paper-based
medium, narrative development generally needs to follow a
linear development. On the other hand, in a hypertext envi-
ronment the textual narrative can appear as traditionally im-
plemented along with auxiliary graphics, detailed computer
output, the raw data, and interactive computing—all at a
second level of detail easily accessed (or ignored) through
hypertext links. In this way, the rich media associated
with EDA can complement the terse reporting format of the
American Psychological Association and other authoring
styles (Behrens, Dugan, & Franz, 1997).

To illustrate the possibility of such a document structur-
ing, Dugan and Behrens (1998) applied exploratory tech-
niques to reanalyze published data reported in hypertext on
the World Wide Web. Figure 2.17 is an image of the interface

Figure 2.17 Screen appearance of electronic document created from EDA perspective by Dugan and
Behrens (1998).
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used by these authors. The pages were formatted so that the
names of variables were hyperlinked to graphics that ap-
peared on a side frame, and the names of references were hy-
perlinked to the references that appeared on the top frame of
the page. References to F tests or regression-results linked to
large and well-formatted result listings, and the data were hy-
perlinked to the paper as well.

While we wait for arrival of widespread hypertext in
scientific journals, personal Web sites for improving the re-
porting of results can be used. For example, Helms (1997)
criticized the analysis of Behrens (1997b), which questioned
the psychometric properties of a commonly used scale in the
counseling psychology racial-identity literature. Part of the
concern raised by Helms was that she expected large amounts
of skew in the data, and hence, likely violations of the statis-
tical assumptions of the meta-analyses and confirmatory fac-
tor analyses that Behrens (1997b) reported. In reply, Behrens
and Rowe (1997) noted that the underlying distributions had
been closely examined (following the EDA tradition) and
that the relevant histograms, normal-probability plots, scatter
plot matrices (with hyperlinks to close-up views), and the
original data were all on the World Wide Web (Behrens &
Dugan, 1996). This supplemental graphical archive included
a three-dimensional view of the data that could be navigated
by users with Web browsers equipped with commonly avail-
able virtual-reality viewers. Such archiving quickly moves
the discussion from impressions about possibilities regarding
the data (which can be quite contentious) to a simple display
and archiving of the data.

Summary

Emerging tools for EDA will continue to build on develop-
ments in integration of statistical graphics and multivariate
statistics, as well as developments in computer interface de-
sign and emerging architectures for collecting, storing, and
moving large quantities of data. As computing power contin-
ues to increase and computing costs decrease, researchers
will be exposed to increasingly user-friendly interfaces and
will be offered tools for increasingly interactive analysis and
reporting. In the same way that creating histograms and scat-
ter plots is common practice with researchers now, the con-
struction of animated visualizations, high-dimensional plots,
and hypertext reports is expected to be commonplace in the
years ahead. To offset the common tendency to use new tools
for their own sake, the emergence of new technologies cre-
ates an increased demand for researchers to be trained in the
conceptual foundations of EDA. At the same time, the emer-
gence of new tools will open doors for answering new scien-
tific questions, thereby helping EDA evolve as well.

CONCLUSION

Despite the need for a wide range of analytic tools, training
in psychological research has focused primarily on statistical
methods that focus on confirmatory data analysis. Ex-
ploratory data analysis (EDA) is a largely untaught and
overlooked tradition that has great potential to guard psy-
chologists against error and consequent embarrassment. In
the early stages of research, EDA is valuable to help find the
unexpected, refine hypotheses, and appropriately plan future
work. In the later confirmatory stages, EDA is valuable to
ensure that the researcher is not fooled by misleading aspects
of the confirmatory models or unexpected and anomalous
data patterns.

There are a number of missteps the reader can make when
faced with introductory materials about EDA. First, some
readers may focus on certain aspects of tradition and see their
own activity in that area as compelling evidence that they
are already conducting EDA. Chief among these aspects is
the use of graphics. By showing a broad range of graphics,
we sought to demonstrate to the reader that statistical graph-
ics has become a specialization unto itself in the statistics
literature, and that there is much to learn beyond what is
commonly taught in many introductory courses. Whereas the
exploratory data analyst may use graphics, the use of graph-
ics alone does not make an exploratory data analyst.

A second pitfall the reader should be careful to avoid is re-
jecting the relevance of the examples used in this chapter.
Some might argue that the pathological patterns seen herein
exist only in data from meta-analyses or reaction time exper-
iments, or in educational data. Our own work with many
types of data sets, and in conversations with psychologists in
numerous specializations, suggests that these are not isolated
or bizarre data sets but are quite common patterns. The reader
is encouraged to reanalyze his or her own data using some of
the techniques provided here before making judgments about
the prevalence of messy data.

A third pitfall to avoid is overlooking the fact that em-
bracing EDA may imply some confrontation with traditional
values and behaviors. If EDA is added to the methodology
curriculum then other aspects may need to be deemphasized.
If new software is desired, changes in budgets may need to
occur, with their associated social conflicts. Additionally,
conflict may arise within the researcher as he or she works
to balance the value of EDA for scientific advancement
while finding little explicit value for EDA in manuscript
preparation.

Psychological researchers address complex and difficult
problems that require the best set of methodological tools
available. We recommend EDA as a set of conceptual and
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computational tools to supplement confirmatory statistics,
and expect psychological research will increase in efficiency
and precision by its wider applications.
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There are, of course, two major types of errors one might
commit when testing any hypothesis. The first, called a Type I
error, is rejecting when in fact the null hypothesis is true, and
the second is failing to reject when the null hypothesis is
false. Certainly it is undesirable to claim that groups differ or
that there is an association between two variables when this is
false. But simultaneously, it is undesirable to fail to detect a
difference or to detect an association that is real, particularly
if the difference has important practical implications. This
latter error, failing to reject when the null hypothesis is false,
is called a Type II error, and the probability of rejecting when
the null hypothesis is false is called power. The roots of mod-
ern approaches to power date back two centuries to Laplace,
who derived the frequentist approach to computing confi-
dence intervals used today. And even before Laplace, the
basic idea can be gleaned from the work of de Moivre, who
derived the equation for the normal curve.

Consider, for example, the usual one-way analysis of vari-
ance (ANOVA) design where the goal is to test the hypothe-
sis of equal means among J independent groups. That is, the
goal is to test

H0: �1 = · · · = �J ,

where �1, . . . , �J are the corresponding population means.
Power analyses are used to plan studies with the goal that the

power of the statistical tests used will be adequate for the
smallest effect deemed to be important. Under normality and
homoscedasticity (meaning that all J groups have a common
variance), exact control over the probability of a Type I error
can be achieved with the classic ANOVA F test, as is well
known. Moreover, there is a standard method for assessing
power as well, which is described and illustrated later in
this chapter. In essence, based on a certain measure of the dif-
ference among the population means, it is possible to deter-
mine power exactly given the sample sizes and a choice for
the probability of a Type I error. In particular, the adequacy of
proposed sample sizes can be assessed by determining how
much power they provide. Today, the term power analysis
brings to mind this technique, so it is important to cover it
here.

However, a goal in this chapter is to take a broader look at
power, paying particular attention to modern insights and ad-
vances. A half century ago, the method for assessing power
mentioned in the previous paragraph was certainly reason-
able, but little was known about its properties when violating
the assumptions of normality and homoscedasticity. Indeed,
there were some indications that assumptions could be vio-
lated with impunity, but during the ensuing years there have
been many insights regarding the consequences of violating
these assumptions that have serious practical implications.

schi_ch03.qxd  8/2/02  2:44 PM  Page 65



66 Power: Basics, Practical Problems, and Possible Solutions

So one of the goals here is to summarize why there are prac-
tical concerns and how they might be addressed. The theme
in this paper is that conventional methods have proven to be
useful but that they are far from perfect and sometimes disas-
trous. Moreover, our understanding of factors that are rele-
vant to power continues to grow, as does the collection of
statistical tools for dealing with problems that have been dis-
covered. In addition, there is more to power than determining
adequate sample sizes. Generally, it is a complex problem
that requires a plethora of tools, and one goal is to describe
some of the tools that might be used.

A related issue is power when dealing with associations
among two or more variables. Again, relatively simple meth-
ods are available under normality and homoscedasticity. For
example, when testing the hypothesis that Pearson’s correla-
tion is zero, if in reality it is equal to .3, say, the sample size
can be determined so that the probability of rejecting is
equal to .8, say, or any value deemed important. But when
these assumptions are violated, practical problems are even
worse relative to ANOVA. Of course, one could simply ig-
nore these problems, so a goal in this chapter is to explain
why this strategy can be highly unsatisfactory and summarize
some of the modern methods that might be used instead. Sub-
stantial progress has been made, but it will be argued that
even more needs to be done.

Generally, achieving high power, and even judging
whether power will be high in a given situation, is an ex-
tremely complex problem that has seen many major advances
in recent years. These advances include a better understand-
ing of what affects power and how power might be maxi-
mized. Consider, for example, the problem of comparing two
groups in terms of some measure of location such as the
mean or median. A variety of factors affects power, and
some are well known whereas others are being found to be
more important than was previously thought. A basic factor is
the smallest difference between the groups deemed impor-
tant, which is reflected by some type of effect size, examples
of which will be given. Certainly the variance associated
with some outcome variable is well known to influence
power when making inferences based on sample means, and
additional factors influencing power are skewness, heavy
tailedness (roughly referring to situations where outliers are
common), and heteroscedasticity (unequal variances).
Achieving relatively high power, as well as understanding
the limitations of standard approaches to power, requires an
understanding of how these factors influence power, so
another goal here is to address this issue.

Note that at best, there is a limited amount of control one
can exert over these factors. In some situations, the outcome
variable of interest can be constructed in a way that influences

its variance, but once a population of individuals has been
selected for study, and once the outcome (dependent) variable
has been settled upon, the variance becomes an unknown
state of nature that is now beyond our control. Other factors
over which we have partial control are � (the probability of a
Type I error), the reliability of the measures being used, and
the sample sizes. Steps can be taken to improve reliability;
nevertheless, it remains an issue when dealing with power.
As is well known, the choice for � influences power, but
typically there are limits on how large � can be. And of
course there are limits on how many observations one can
obtain.

At this stage, factors that remain within our control in-
clude the estimator used (such as the mean vs. the median)
and the hypothesis-testing technique employed. It has long
been known that under normality and homoscedasticity,
Student’s T test achieves relatively high power. However, a
practical concern is that arbitrarily small departures from a
normal curve toward a heavy-tailed distribution can destroy
power when working with any method based on means. Also,
skewness can contribute to this problem in a substantial way,
and even under normality heteroscedasticity is yet another
factor that can lower power. Increasing sample sizes is one
way of dealing with these concerns, but as will be explained,
restricting attention to this one approach can be relatively
unsatisfactory.

A CONVENTIONAL POWER ANALYSIS 

Although the goal in this paper is to provide a broad perspec-
tive on power, a description of a conventional power analysis
is first presented for readers unfamiliar with it. Consider two
independent groups, assume normality and homoscedasticity,
and assume that the population means are to be compared
with Student’s T test. If the means differ, we should reject, so
the issue is the probability of rejecting as a function of the
sample sizes. For example, if the sample sizes are n1 =
n2 = 20, what is the power, and if the power is judged to be
too low, how large must the sample sizes be to correct this
problem? Typically, a researcher specifies a desired amount
of power and consults specially designed tables or software
that indicates the required sample size. Doing this requires
first specifying some difference between the means that is
judged to be important. A natural way of doing this is with the
difference between the means, �1 − �2, but it is impossible
to determine the required sample size based on this approach
(Dantzig, 1940). (Switching to a two-stage procedure, power
can be addressed based on the difference between the means,
as will be explained later.) If a standardized difference is used
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instead, namely,

� = �1 − �2

�
,

where �2 is the assumed common variance, this technical dif-
ficulty is avoided. Cohen (1977) defined a large effect as some-
thing that is visible to the naked eye and concluded that for two
normal distributions having a common variance, small,
medium, and large effect sizes correspond to � = .2,� = .5,

and � = .8, respectively. Given that the probability of a Type I
error is �, Cohen provides tables for determining the required
sample sizes (also see Kraemer & Thiemann, 1987). For ex-
ample, with n1 = n2 = 20, � = .8, and � = .05, power is
.68. Rather than specify a value for �, one can plot a so-called
power curve where power is plotted versus �, given the sam-
ple sizes and �. An advantage of this approach is that it pro-
vides a more global sense of how power is related to � based
on the sample sizes used. (For software, see Bornstein, 2000;
Elashoff, 2000; O’Brien, 1998.)

An extension of this standard power analysis to more than
two groups, still assuming normality and homoscedasticity,
has been derived. That is, given �, the sample sizes corre-
sponding to J groups, and a difference among the means
deemed to be important, power can be computed. Assuming
equal sample sizes, now the difference among the means is
typically measured with

1

�

√∑
(�j − �)2

J
,

where again �2 is the assumed common variance. There are
fundamental problems with this standard approach, not the
least of which is the interpretation of this last equation when
dealing with nonnormal distributions. Some of these prob-
lems arise under arbitrarily small departures from normality,
as will be illustrated.

FACTORS OVER WHICH WE HAVE 
LIMITED CONTROL

Achieving relatively high power requires, among other
things, a more detailed understanding about how factors over
which we have limited control are related to power so that the
relative merits of factors within our control can be under-
stood. Consider some population of individuals and suppose
that some outcome measure, X, has been chosen for study.
When working with means, it is well known that the variance
of a distribution, �2, has a direct effect on power: The larger
�2 happens to be, the lower power will be with � and the

sample sizes fixed. More generally, power is related to the
squared standard error of the measure of location being used.
For the sample mean, X, the squared standard error is the
variance of the sample mean (if a study could be repeated
infinitely many times), which is

VAR(X) = �2

n
, (3.1)

where n is the sample size. It is this connection with the vari-
ance that wreaks havoc when using any method based on
means.

A classic illustration of why is based on a particular mixed
(or contaminated) normal distribution where with probability
.9 an observation is sampled from a standard normal distrib-
ution and otherwise sampling is from a normal distribution
having a standard deviation of 10. Figure 3.1 shows the stan-
dard and mixed normal distributions. The mixed normal is
said to have thick or heavy tails because its tails lie above the
normal curve, which implies that unusually small or large
values, called outliers, are more common when sampling
from the mixed normal versus the normal. As is evident, the
two distributions are very similar in a certain sense, but there
is a crucial difference: The standard normal has variance 1,
but the mixed normal has variance 10.9. This illustrates the
well-known result that an arbitrarily small change in any dis-
tribution, including normal distributions as a special case,
can cause the variance to become arbitrarily large. That is, �2

is extremely sensitive to the tails of a distribution. One impli-
cation is that arbitrarily small departures from normality can
result in low power (relative to other methods we might use)
when comparing means.

To begin to appreciate that alternative estimators can
make a practical difference in applied work, consider the me-
dian versus the mean. Figure 3.2 shows a plot of 5,000 medi-
ans and means, each based on 20 observations randomly
sampled from the mixed normal shown in Figure 3.1. Note
that the medians are more tightly clustered around zero, the
value being estimated, than are the means. That is, the me-
dian has a much smaller standard error than the mean, which
can translate into more power. However, if observations are
sampled from a standard normal distribution instead, the plot
of the medians versus the means now appears as shown in
Figure 3.3. That is, using medians can result in low power
relative to using the mean (as well as other estimators
described later in this chapter).

To provide an explicit illustration regarding the effect of
nonnormality on power when using means, suppose that 25
observations are randomly sampled from each of two normal
distributions both having variance 1, the first having mean 0
and the second having mean 1. Applying Student’s T test with
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Figure 3.2 Distribution of the mean versus median when sampling from a mixed normal
distribution.

� = .05, the probability of rejecting (power) is .96. But if
sampling is from mixed normals instead, with the difference
between means again 1, power is only .28. (A complication
when discussing means vs. medians is that for skewed distri-
butions, each generally estimates different quantities, so it is
possible for means to have more power regardless of their
standard errors, and the reverse is true as well.)

For the situation just described, if medians are compared
with the method derived by McKean and Schrader (1984),
power is approximately .8 when sampling from the normal
distributions. So a practical issue is whether a method can be

found that improves upon the power of the McKean-Schrader
method for medians when sampling from normal distribu-
tions and continues to have relatively high power when sam-
pling from a heavy-tailed distribution such as the mixed
normal. Such methods are available and are described later in
this chapter.

Student’s T Can Be Biased

To illustrate the effects of skewness on power when using
Student’s T, suppose that 20 observations are sampled from

Figure 3.1 A mixed normal and standard normal distribution. Despite the similarity, the
mixed normal has variance 10.9, whereas the standard normal which has variance 1.
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Figure 3.3 Distribution of the mean versus median when sampling from a standard normal
distribution.

Figure 3.4 A lognormal distribution.

the (lognormal) distribution shown in Figure 3.4, which has a
mean of .4658. From basic principles, inferences about the
mean are based on

T = X − �

s/
√

n
, (3.2)

assuming T has a Student’s T distribution with n − 1 degrees
of freedom, where s is the sample standard deviation and � is
the population mean. In particular, the distribution of T is as-
sumed to be symmetric about zero, but when sampling from
an asymmetric distribution, this is not the case. For the situa-
tion at hand, the distribution of T is given, approximately, by
the asymmetric curve shown in Figure 3.5, which is based on

values for T generated on a computer. The symmetric curve
is the distribution of T under normality. The main point here
is that the mean (or expected value) of T is not 0—it is ap-
proximately −.5. This might appear to be impossible because
under random sampling the expected value of the numerator
of T, X − �, is 0, which might seem to suggest that T must
have a mean of 0 as well. However, for nonnormal distribu-
tions, X and s are dependent, and this dependence makes it
possible for the mean of T to differ from zero. (Gosset, who
derived Student’s T distribution, was aware of this issue.)
This property is important because it has practical implica-
tions about power: Power can actually decrease as we move
away from the null hypothesis. That is, situations arise where
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Figure 3.5 The ragged line is the plot of T values based on data generated from a lognormal
distribution. The smooth symmetric curve is the distribution of T under normality.

Figure 3.6 Power curve of T when sampling from a lognormal distribution.

there is a higher probability of rejecting when the null hy-
pothesis is true versus situations where the the null hypothe-
sis is false. In technical terms, Student’s T test is biased.

To provide perspective, Figure 3.6 shows the power curve
of Student’s T with n = 20 and when � is added to every ob-
servation. That is, when � = 0, the null hypothesis is true;
otherwise, the null hypothesis is false, and the difference be-
tween the true mean and the hypothesized value is �. In this
case, power initially decreases as we move away from the
null hypothesis, but eventually it goes up (cf. Sawilowsky,
Kelley, Blair, & Markham, 1994). The value � = .6 repre-
sents a departure from the null value of slightly more than
one fourth of a standard deviation. That is, moving a quarter

standard deviation from the null, power is approximately the
same as when the null hypothesis is true.

The central limit theorem implies that with a sufficiently
large sample size, the distribution of T will converge to a nor-
mal distribution. It is known that for a lognormal distribution
(which is a skewed relatively light-tailed distribution among
the class of g-and-h distribution derived by Hoaglin, 1985),
even with 160 observations, there are practical problems with
obtaining accurate probability coverage and control over the
probability of a Type I error. (Westfall & Young, 1993, note
that for a one-sided test, the actual probability of a Type I
error is .11 when testing at the .05 level.) With about 200
observations, these problems become negligible. But when

schi_ch03.qxd  8/2/02  2:44 PM  Page 70



Sample Size and Power 71

sampling from a skewed, heavy-tailed distribution, a sample
size greater than 300 might be required. It remains unclear,
however, how quickly practical problems with bias disappear
as the sample size increases.

The properties of the one-sample T test, when sampling
from a skewed distribution, have implications about compar-
ing two independent groups. To get a rough indication as to
why, consider the sample mean from two independent groups,
X1 and X2. If the two groups have identical distributions and
equal sample sizes are used, the difference between the means
has a symmetric distribution, and problems with bias and
Type I errors substantially higher than the nominal level are
minimal. But when distributions differ in skewness, practical
problems arise because the distribution of X1 − X2 will
be skewed as well. This is not to suggest, however, that bias is
not an issue when sampling from symmetric distributions. For
example, even when sampling from normal distributions, if
groups have unequal variances, the ANOVA F test can be
biased (e.g., Wilcox, Charlin, & Thompson, 1986).

A possible criticism of the problems with Student’s T
illustrated by Figures 3.5 and 3.6 is that in theory the actual
distribution of T can be substantially asymmetric, but can this
problem occur in practice? Using data from various studies,
Wilcox (2001, in press) illustrated that the answer is yes.
Consider, for example, data from a study conducted by
Pedersen, Miller, Putcha, and Yang (in press) where n = 104.

Figure 3.7 shows an approximation of the distribution of T
based on resampling with replacement 104 values from
the original data, computing T, and repeating this process
1,000 times. (That is, a bootstrap-t method was used, which is
described in more detail later.) In fact, all indications are that
problems with T are underestimated here for at least two

reasons. First, an extreme outlier was removed. If this outlier
is included, the approximation of the distribution of T de-
parts in an even more dramatic manner from the assumption
that it is symmetric about zero. Second, studies of the small-
sample properties of the bootstrap-t suggest that Figure 3.7
underestimates the degree to which the actual distribution of
T is skewed.

SAMPLE SIZE AND POWER

Perhaps the most obvious method for controlling power is
simply to adjust the sample size. This is relatively easy to do
when working with means and when sampling is from nor-
mal distributions, but such methods are fraught with peril.

Choosing Sample Sizes Before Sampling Observations

First, consider how the sample sizes might be chosen prior to
collecting data when comparing the means of two indepen-
dent normal distributions. A commonly used approach is to
characterize the difference between the groups in terms of a
standardized effect size:

� = �1 − �2

�
,

where by assumption the two groups have a common vari-
ance, �2. As mentioned, Cohen (1977) defined a large effect
as something that is visible to the naked eye and concluded
that for two normal distributions having a common variance,
small, medium, and large effect sizes correspond to � = .2,

� = .5, and � = .8, respectively. Given �, the sample sizes

Figure 3.7 An approximation of the distribution of T based on data with n = 104.
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can be chosen so that for a given value of �, power will be
equal to some specified value—assuming normality (e.g.,
Cohen, 1977; Kraemer & Thiemann, 1987).

For example, with � = 1, and � = .05, and sample sizes
of 25, power will be equal to .96 when using Student’s T, as
previously indicated. What this reflects is a solution to
choosing sample sizes under the most optimistic circum-
stances possible. In reality, when comparing means, power
will be at most .96, and a realistic possibility is that power is
substantially lower than intended if Student’s T is used. As
already noted, an arbitrarily small departure from normality
can mean that power will be close to zero. Yet another con-
cern is that this approach ignores the effects of skewness and
heteroscedasticity.

Despite its negative properties, this approach to determin-
ing sample sizes may have practical value. The reason is that
when comparing groups with a robust measure of location
(described later) by design power will be approximately
equal to methods based on means and when sampling from a
normal distribution. Unlike means, however, power remains
relatively high when sampling from a heavy-tailed or asym-
metric distribution. So a crude approximation of the required
sample size when using a modern robust method might be
based on standard methods for choosing samples sizes when
comparing means.

Stein-Type Methods for Means

When some hypothesis is rejected, power is not an issue—the
probability of a Type II error is zero. But when we fail to re-
ject, the issue becomes why. One possibility is that the null
hypothesis is true, but another possibility is that the null hy-
pothesis is false and we failed to detect this. How might we
decide which of these two possibilities is more reasonable?
When working with means, one possibility is to employ what
is called a Stein-type two-stage procedure. Given some data,
these methods are aimed at determining how large the sample
sizes should have been in order to achieve power equal to
some specified value. If few or no additional observations are
required to achieve high power, this naturally provides some
assurance that power is reasonably high based on the number
of observations available. Otherwise, the indication is that
power is relatively low due to using a sample size that is too
small. Moreover, if the additional observations needed to
achieve high power are acquired, there are methods for test-
ing hypotheses that typically are different from the standard
methods covered in an introductory statistics course.

To describe Stein’s (1945) original method, consider a sin-
gle variable X that is assumed to have a normal distribution
and suppose that the goal is to test H0: � = �0, where �0 is

some specified constant. Further assume that the Type I error
probability is to be � and that the goal is to have power at
least 1 − � when � − �0 = �. For example, if the goal is to
test H0: � = 6, it might be desired to have power equal to .8
when in reality � = 8. Here, 1 − � = .8 and � = 8 − 6 = 2.

The issue is, given n randomly sampled observations, how
many additional observations, if any, are required to achieve
the desired amount of power. If no additional observations
are required, power is sufficiently high based on the sample
size used; otherwise, the sample size was too small. Stein’s
method proceeds as follows. Let t1−� and t� be the 1 − � and
� quantiles of Student’s T distribution with ν = n − 1 de-
grees of freedom. (So if T has a Student’s T distribution with
ν = n − 1 degrees, P[T ≤ t1−�] = 1 − �.) Let

d =
(

�

t1−� − t�

)2

.

Then the required sample size is

N = max

(
n,

[
s2

d

]
+ 1

)
,

where the notation [s2/d] means that s2/d is computed and
rounded down to the nearest integer. For example, if s = 21.4,

� = 20, 1 − � = .9, � = .01,and ν = 9, then

d =
(

20

1.383 − (−2.82)

)2

= 22.6,

so

N = max(10, [21.42/22.6] + 1) = max(10, 21) = 21.

If N = n, the sample size is adequate; but in the illustration,
N − n = 21 − 10 = 11. That is, 11 additional observations
are needed to achieve the desired amount of power. With
� = 29, N = 10, and no additional observations are required.

If the additional N − n observations can be obtained,
H0: � = �0 can be tested, but for technical reasons the obvi-
ous approach of applying Student’s T is not used. Rather, a
slight modification is applied that is based on the test statistic

TA =
√

n(�̂ − �0)

s
,

where �̂ is the mean of all N observations. You test hypothe-
ses by treating Ts as having a Student’s T distribution with
ν = n − 1 degrees of freedom. What is peculiar about Stein’s
method is that the sample variance based on all N observa-
tions is not used. Instead, s, which is based on the original
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n observations, is used. For a survey of related methods, in-
cluding techniques for controlling power when using the
Wilcoxon signed rank test or the Wilcoxon-Mann-Whitney
test, see Hewett and Spurrier (1983).

Stein’s method has been extended to the problem of com-
paring two or more groups. Included are both ANOVA and
multiple comparison procedures. The extension to ANOVA,
when comparing the means of J independent groups, was
derived by Bishop and Dudewicz (1978) and is applied as
follows. Imagine that power is to be 1 − � for some given
value of � and

� =
∑

(�j − �)2,

where � = ∑
�j/J. Further assume that nj observations

have been randomly sampled from the jth group, j =
1, . . . , J. One goal is to determine how many additional ob-
servations are required for the jth group to achieve the
desired amount of power.

Let z be the 1 − � quantile of the standard normal random
distribution. For the jth group, let νj = nj − 1. Compute

� = J∑ 1
�j −2

+ 2,

A = (J − 1)ν

ν − 2
,

B = ν2

J
× J − 1

ν − 2
,

C = 3(J − 1)

ν − 4
,

D = J 2 − 2J + 3

ν − 2
,

E = B(C + D),

M = 4E − 2A2

E − A2 − 2A
,

L = A(M − 2)

M
,

C = L f,

where f is the 1 − � quantile of an F distribution with L and
M degrees of freedom. The quantity c is the critical value
used in the event that the additional observations needed

to achieve power equal to 1 − � can be obtained. Next,
compute

b = (ν − 2)c

ν
,

A1 = 1

2
{
√

2z +
√

2z2 + A(2b − J + 2)},

B1 = A2
1 − b,

d = ν − 2

ν
× �

B1
.

Then the required number of observations for the jth group is

Nj = max

{
nj + 1,

[
s2

j

d

]
+ 1

}
. (3.3)

For technical reasons, the number of observations needed for
the jth group, Nj, cannot be smaller than nj + 1. (The notation
[s2

j /d] means that s2
j /d is computed and then rounded down

to the nearest integer.) Software for applying this method
can be found in Wilcox (in press).

In the event the additional Nj − nj observations can be ob-
tained from the jth group, exact control over both the Type I
error probability and power can be achieved even when the
groups have unequal variances—still assuming normality. In
particular, for the jth group compute

Tj =
nj∑

i=1

Xi j ,

Uj =
Nj∑

i=nj +1

Xi j ,

bj = 1

Nj


1 +

√√√√nj (Nj d − s2
j )

(Nj − nj )s2
j


 ,

X̃ j = Tj {1 − (Nj − nj )bj }
nj

+ bjUj .

The test statistic is

F̃ = 1

d

∑
(X̃ j − X̃)2,

where

X̃ = 1

J

∑
X̃ j .
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The hypothesis of equal means is rejected if F̃ ≥ c and
power will be at least 1 − �.

Multiple Comparisons

Stein-type multiple comparisons procedures were derived by
Hochberg (1975) and Tamhane (1977). One crucial differ-
ence from the Bishop-Dudewicz ANOVA is that direct con-
trol over power is no longer possible. Rather, these methods
control the length of the confidence intervals, which of
course is related to power. When sample sizes are small, both
methods require critical values based on the quantiles of what
is called a Studentized range statistic. Tables of these critical
values can be found in Wilcox (in press). For the details of
how to use these methods, plus easy-to-use software, see
Wilcox (in press).

DEALING WITH SKEWNESS,
HETEROSCEDASTICITY, AND OUTLIERS

Although Stein-type methods are derived assuming normal-
ity, they deal with at least one problem that arises under non-
normality. In particular, they have the ability of alerting us to
low power due to outliers. When sampling from a heavy-
tailed distribution, the sample variance will tend to be rela-
tively large, which in turn will yield a large N when using
Equation 3.3. This is because the sample variance can be
greatly inflated by even a single outlier. In modern terminol-
ogy, the sample variance has a finite sample breakdown point
of only 1/n, meaning that a single observation can make it
arbitrarily large. As a simple example, consider the values 8,
8, 8, 8, 8, 8, 8, 8, 8, 8, 8. There is no variation among these
values, so s2 = 0. If we increase the last value to 10, the sam-
ple variance is s2 = .36. Increasing the last observation to 12,
s2 = 1.45, and increasing it to 14, s2 = 3.3. The point is that
even though there is no variation among the bulk of the ob-
servations, a single value can make the sample variance arbi-
trarily large. In particular, outliers can substantially inflate s2,
but what can be done about improving power based on the
observations available, and how might problems due to
skewness, heteroscedasticity, and outliers be approached?

Heteroscedasticity

Today, virtually all standard hypothesis-testing methods
taught in an introductory course have heteroscedastic analogs,
summaries of which are given in Wilcox (in press). This is
true for methods based on measures of location as well as for
rank-based techniques such as the Wilcoxon-Mann-Whitney

test, and even for inferential methods used in regression and
when dealing with correlations. When comparing groups hav-
ing identical distributions, homoscedastic methods perform
well in terms of Type I errors, but when comparing groups that
differ in some manner, there are general conditions under
which these techniques are using the wrong standard error,
which in turn can result in relatively lower power. For exam-
ple, when using the two-sample Student’s T test, the assump-
tion is that the distribution of the test statistic T approaches a
standard normal distribution as the sample sizes increase. In
particular, the variance of the test statistic is assumed to
converge to one, but Cressie and Whitford (1986) described
general conditions under which this is not true. In a similar
manner, the Wilcoxon-Mann-Whitney test is derived under
the assumption that distributions are identical. When distribu-
tions differ, the wrong standard error is being used, which
causes practical problems. Methods for dealing with
heteroscedasticity have been derived by Fligner and Policello
(1981), Mee (1990), and Cliff (1994), as well as by Brunner
and Munzel (1999). The techniques derived by Cliff and
Brunner and Munzel are particularly interesting because they
include methods for dealing with tied values.

Skewness and the Bootstrap

The central limit theorem says that under random sampling
and with a sufficiently large sample size, it can be assumed
that the distribution of the sample mean is normal. Moreover,
Student’s T approaches a normal distribution as well, but a
practical concern is that it approaches a normal distribution
more slowly than X does when sampling from a skewed dis-
tribution (e.g., Wilcox, 2001). The problem is serious enough
that power is affected, as previously demonstrated.

One approach is to replace Student’s T and its het-
eroscedastic analogs with a bootstrap-t method. This ap-
proach is motivated by two general results. First, the theory
indicates that problems with nonnormality will diminish
more rapidly than with more conventional methods. To pro-
vide a rough idea of what this means, note that under nonnor-
mality there will be some discrepancy between the actual and
nominal level value for �, the probability of a Type I error.
When sample sizes are large, the rate at which conventional
(heteroscedastic) methods converge to the correct nominal
level is 1/

√
n. In contrast, methods based on the bootstrap-t

converge at the rate of 1/n—namely, faster. This does not
necessarily imply, however, that with small to moderate sam-
ple sizes, problems with low power due to skewness will be
negligible with a bootstrap technique. In terms of Type I er-
rors, for example, problems are often reduced considerably,
but for skewed heavy-tailed distributions, problems can
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persist even with n = 300 when attention is restricted to
means. Nevertheless, the bootstrap-t offers a practical advan-
tage because when making inferences based on means, it
generally performs about as well as conventional techniques
and in some cases offers a distinct advantage. As for power,
the bootstrap-t reduces problems due to bias, but just how
large the sample sizes must be to eliminate all practical con-
cerns remains unclear.

In the one-sample case, the bootstrap-t is applied as fol-
lows. Resample with replacement n observations from the
observed values X1, . . . , Xn yielding a bootstrap sample:
X∗

1, . . . , X∗
n . Compute

T ∗ =
√

n(X∗ − X)

s∗ ,

where X
∗

and s∗ are the mean and sample standard deviation
based on the bootstrap sample. Repeat this process B times
yielding T ∗

1 , . . . , T ∗
B . The middle 95% of these B values pro-

vides an approximation of the .025 and .975 quantiles of the
distribution of T, which can be used to test hypotheses or
compute confidence intervals. That is, rather than approxi-
mate the distribution of T by assuming normality, approxi-
mate its distribution based on the data available.

Dealing With Low Power Using Robust Estimators

Robust estimators provide another method for dealing with
low power due to skewness, and they can provide a substan-
tial advantage in power when sampling from heavy-tailed
distributions such as the mixed normal. Moreover, some ro-
bust estimators have been designed to provide relatively high
power under normality and simultaneously provide high
power when sampling from a heavy-tailed distribution.

It is noted that three criteria are used to judge the robust-
ness of any measure of location (e.g., Huber, 1981). Roughly,
these criteria reflect how small changes in any distribution
(including normal distributions as a special case) can affect
their values. The population mean (�) and population vari-
ance (�2) are not robust because arbitrarily small changes in
a distribution can alter their values by an arbitrarily large
amount. One practical consequence is that arbitrarily small
departures from normality can result in very poor power
compared to others methods that might be used.

As previously noted, outliers inflate the sample variance,
which can result in low power when comparing groups based
on means. So dealing with this problem might seem trivial:
Check for outliers, discard any that are found, and apply
some method for means to the data that remain. In symbols,
if we begin with N observations, discard those that are
declared outliers, leaving n observations, and then estimate

VAR(X), the squared standard error of the sample mean,
with s2/n, where s2 is the sample variance based on the n
observations left after outliers are discarded. However, there
are two concerns with this approach. First, it results in using
the wrong standard error; second, discarding outliers in some
manner is often met with incredulity because it seems coun-
terintuitive based on what has become traditional training in
statistics. In particular, it might seem that this must result
in less accurate results and less power.

First consider the issue of accuracy and power when some
of the smallest and largest observations are discarded. To take
an extreme case, consider the usual sample median, which
discards all but the middle one or two values. As illustrated in
Figure 3.2, it can be more accurate on average versus the
mean, as was first noted by Laplace in 1775. By 1818
Laplace was aware of more general conditions under which
the median beats the mean in accuracy. To provide some
sense of why this occurs, imagine that 20 observations are
randomly sampled from a standard normal distribution. Now
put these values in ascending order and label the results
X(1) ≤ · · · ≤ X(20) . It can be shown that with probability
.983, the smallest value will be less than −0.9. That is,
P(X(1) ≤ −0.9) = .983. Similarly, P(X(20) ≥ 0.9) = .983.
That is, there is a high probability that the smallest and
largest observations will be relatively far from the population
mean, the value we are trying to estimate. Of course, averag-
ing these values gives a reasonable estimate of the population
mean, but the point is that in general we would expect them
to add a relatively large amount of variation versus the two
middle values, which have a much higher probability of
being close to the population mean. But as is well known, de-
spite this property, the sample mean performs much better
than does the median under normality. The concern, however,
is that for nonnormal distributions there are situations where
the opposite is true.

Why does the mean beat the median in accuracy under
normality? The answer is that when we put the observations
in order, they are no longer independent, and the correlation
among the ordered observations is such that under normality
the mean beats the median. To elaborate a bit, consider three
observations randomly sampled from a normal  distribution:
X1, X2, and X3. Then each has probability .05 of being less
than or equal to −1.645. But suppose we put the observations
in ascending order, yielding X(1) ≤ X(2) ≤ X(3). Thus, X(1) is
the smallest of the three observations, and X(3) is the largest.
To see why these three variables are no longer independent,
first note that there is some positive probability that X(2) is
less than −1.645. If X(1) is independent of X(2), then know-
ing the value of X(1) should not alter the probabilities associ-
ated with X(2). But given that X(1) is greater than −1.645, for
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example, then P(X(2) < −1.645) = 0, because by defini-
tion, X(2) ≥ X(1). That is, X(1) and X(2) are dependent. More
generally, if independent observations are put in order and
some extreme values are removed, the remaining observa-
tions are no longer independent.

When sampling from a normal distribution, or from any
light-tailed distribution, methods based on medians can have
substantially less power than do methods based on means.
Is there some alternative measure of location that performs
about as well as the mean under normality but that guards
against low power when sampling from a heavy-tailed distri-
bution? There are in fact three such measures of location that
seem to have considerable practical value: trimmed means,
M-estimators, and a modified one-step M-estimator called
MOM. Not only do they enhance power, but also excellent
methods for controlling the probability of a Type I error have
been devised that continue to perform well in situations
where methods based on means are highly unsatisfactory.

Trimmed Means

Trimmed means are characterized by trimming a fixed (pre-
determined) proportion of observations. Typically, the same
amount of trimming is done from both tails. That is, a
trimmed mean removes a specified proportion of the largest
observations and repeats this for the smallest observations;
then the remaining observations are averaged. Note that the
mean and median represent two extremes: no trimming and
the maximum amount of trimming that can be done.

Trimming 20% from both tails maintains relatively high
power under normality, but power remains fairly high when
sampling, for example, from the mixed normal. As previ-
ously mentioned, removing extreme values creates a techni-
cal problem: The remaining observations are dependent, so
there is the practical issue of how to estimate its standard
error. Tukey and McLaughlin (1963) were the first to deal
with this issue. A description of their method is given in the
next section.

Another strategy is to check empirically for outliers, re-
move any that are found, and average the values that remain.
This includes the class of skipped estimators that was origi-
nally suggested by Tukey. Recently, the particular variation of
this method called MOM has been found to be especially use-
ful (Wilcox, in press). In the past, technical problems precluded
the routine use of these estimators when testing hypotheses, but
recent advances make them a viable option.

To explain part of the motivation behind MOM requires
some preliminary remarks about detecting outliers. There are
some well known and fairly obvious ways of detecting
outliers based on the mean and variance. A commonly used

strategy is to declare the value X an outlier if it lies more than
2 standard deviations from the sample mean. That is, declare
X to be an outlier if

|X − X |
s

> 2. (3.4)

However, it has long been known that this approach is highly
unsatisfactory (e.g., Rousseeuw & Leroy, 1987) because it
suffers from what is called masking. That is, outliers can
greatly influence the sample mean, and particularly the sam-
ple standard deviation, which in turn can mask outliers. For
example, consider the values

2, 2, 3, 3, 3, 4, 4, 4, 100,000, 100,000.

Surely, 100,000 is unusual compared with the other values,
but it is readily verified that 100,000 is not declared an outlier
when using Equation 3.4. Methods for dealing with this prob-
lem are available (e.g., Barnett & Lewis, 1994), and some
variation of these methods is recommended when dealing
with power. One method that stands out is based on the me-
dian, M, and a measure of scale called the median absolute
deviation (MAD) statistic, which is just

median(|X1 − M|, . . . , |Xn − M|).

That is, MAD is the median of |X1 − M|, . . . , |Xn − M|. A
rule for detecting outliers that is a special case of a general
approach proposed by Rousseeuw and van Zomeren (1990)
is to declare X an outlier if

|X − M|
MAD/.6745

> 2.24. (3.5)

(The constant .6745 stems from the fact that under normality,
MAD/.6745 estimates the population standard deviation, �.)

Now consider using as a measure of location the mean of
the observations left after outliers identified with Equation 3.5
are removed. Called MOM, the only difference between it
and Tukey’s skipped estimators is that Tukey’s estimator
identifies outliers using a box-plot rule rather than Equa-
tion 3.5. An appealing feature of MOM is that it introduces
more flexibility than does the trimmed mean. In particular,
MOM allows the possibility of no trimming and different
amounts of trimming from each tail, and it can handle more
outliers than can the 20% trimmed mean. An inconvenience
of MOM is that an explicit expression for its standard error
has not been derived, so the more obvious approaches to test-
ing hypotheses are not readily applied. However, a percentile
bootstrap method has been found to provide excellent control
over the probability of a Type I error. Moreover, good results
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are obtained in situations where methods based on M-
estimators are unsatisfactory, and all indications are that using
MOM with a percentile bootstrap method competes well with
the best methods for comparing 20% trimmed means. By
design, methods based on MOM will have about as much
power as methods based on means when sampling from nor-
mal distributions, but power can be vastly higher when using
MOM because its standard error is relatively unaffected by
outliers. Moreover, ANOVA methods have been developed,
including methods where the goal is to compare dependent
groups; multiple comparison procedures are available also
(Wilcox, in press).

The third strategy is to alter how we measure the distance
between an observation and some constant, say c, which is
to be used as a measure of location. To elaborate, suppose
we measure the typical distance between the observations
we make and c with the sum of squared differences:∑

(Xi − c)2. The least squares principle is to choose as a
measure of location the value c that minimizes this sum and
leads to c = X , the sample mean. But if the typical distance
is measured with 

∑ |Xi − c| instead, minimizing this sum
results in c = M , the sample median. That is, different mea-
sures of location are obtained depending on how distance
is measured. Rather than use squared error or absolute error,
M-estimators use other measures of error that result in mea-
sures of location with good properties under normality as
well as when sampling from skewed or heavy-tailed distribu-
tions. The idea appears to have been first proposed by Ellis in
1844, and a modern treatment of this approach was first
developed by Huber (1964). Among the measures of distance
that have been proposed, one due to Huber currently stands
out and leads to the so-called one-step M-estimator. (For
theoretical details, see Huber, 1981; Hampel, Ronchetti,
Rousseeuw, & Stahel, 1986.) To compute it, let L be the num-
ber of observation such that

Xi − M

MAD/.6745
< 1.28, (3.6)

and let U be the number of observation such that

Xi − M

MAD/.6745
> 1.28. (3.7)

That is, these last two equations are used to determine
whether an observation is an outlier. L is the number of out-
liers less than the median, and the number of outliers greater
than the median is U. The constant 1.28 arises because it pro-
vides relatively high power under normality. Let B be the sum
of the observations not declared outliers. Then the one-step

M-estimator (based on Huber’s measure of distance) is

1.28(MADN)(U − L) + B

n − L − U
, (3.8)

where MADN = MAD/.6745. Note that if 1.28 is changed
to 2.24 in Equation 3.7 and we calculate B/(n − L − U) in
place of Equation 3.8, we get MOM.

Inferences Based on a Trimmed Mean

This section illustrates that the choice of method can make a
substantial difference in the conclusions reached. Here, for
convenience, a nonbootstrap method based on 20% trimmed
means is described, the only point being that in some situa-
tions it can have a substantially lower significance level than
can a method based on means. (The choice of 20% trimming
is made because it provides relatively high power under nor-
mality, but power remains relatively high when sampling
from heavier tailed distributions.)

First we need an estimate of the standard error of the
trimmed mean. Recall that when computing a 20% trimmed
mean, the smallest and largest 20% of the observations are re-
moved. Winsorizing the observations by 20% simply means
that rather than remove the smallest 20%, their values are set
equal to the smallest value not trimmed when computing the
20% trimmed mean. Simultaneously, the largest 20% are
reset to the largest value not trimmed. The 20% Winsorized
variance is the usual sample variance based on the
Winsorized values, which will be labeled s2

w . It can be shown
that s2

w/.36n estimates the squared standard error of Xt , the
sample trimmed mean.

Yuen (1974) proposed testing the hypothesis of equal pop-
ulation trimmed means for two independent groups with

Ty = Xt1 − Xt2√
d1 + d2

,

where

dj = (nj − 1)s2
w j

h j (hj − 1)
,

hj is the number of observations left in the jth group after
trimming, and for the jth group, s2

w j is the Winsorized
variance. The (estimated) degrees of freedom are

�̂y = (d1 + d2)2

d2
1

h1−1 + d2
2

h2−1

,
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and the hypothesis of equal population trimmed means is
rejected if

|Ty| > t,

where t is the 1 − �/2 quantile of Student’s t distribution
with �̂y degrees of freedom. (With zero trimming, Yuen’s
method reduces to Welch’s test for means.)

Consider the following data, which are from a study deal-
ing with self-awareness:

Group 1: 77 87 88 114 151 210 219 246 253
262 296 299 306 376 428 515 666 1310 2611

Group 2: 59 106 174 207 219 237 313 365 458 497 515
529 557 615 625 645 973 1065 3215

(These data were generously supplied by E. Dana and reflect
the time participants could keep a portion of an apparatus in
contact with a specified target.) Comparing means with
Welch’s heteroscedastic test, the significance level is .475.
With Yuen’s test, the significance level is .053.

Judging Sample Sizes When Using 
Robust Estimators

Stein-type methods provide a way of judging the adequacy of
a sample size based on data available. If a nonsignificant re-
sult is obtained, again there is the issue of whether this is due
to low power based on the available sample size. Under nor-
mality, and when working with means, this issue can be
addressed with Stein-type methods, but how might such tech-
niques be extended to other measures of location? Coming up
with reasonable methods for estimating power, based on esti-
mated standard errors, is a fairly trivial matter thanks to mod-
ern technology, and in fact there are many methods one might
use with robust measures of location. For example, theoreti-
cal results suggest how to extend Stein-type methods to
trimmed means, but finding a method that performs reason-
ably well with small or even moderately large sample sizes is
quite another matter. One practical difficulty is that the
resulting methods tend to be biased and that they can be rela-
tively inaccurate. For example, suppose that based on n
observations from each group being compared, the standard
error for each group is estimated, yielding an estimate of how
much power there is based on the observations available. For
convenience, let �̂ be some estimate of �, the true amount of
power. Of course there will be some discrepancy between �
and �̂, and typically it seems that this discrepancy can be
quite high. The problem is that estimated standard errors are

themselves inaccurate. That is, if the true standard errors
were known, methods for estimating power can be devised,
but because they are estimated, �̂ can be rather unsatisfactory.
Moreover, methods for deriving an appropriate estimate of �
usually are biased. Even when a reasonably unbiased estima-
tor has been found, what is needed is some method for as-
sessing the accuracy of �̂. That is, how might a confidence
interval for � be computed based on the data available?
Again, solutions are available, but the challenge is finding
methods for which the precision of �̂ can be assessed in an
adequate manner with small to moderate sample sizes.

A method that performs relatively well when working
with 20% trimmed means is described by Wilcox and
Keselman (in press). It is limited, however, to the one- and
two-sample case. A comparable method when comparing
more than two groups remains to be developed. The method,
along with easy-to-use software, is described in Wilcox
(in press) as well.

The method just mentioned could be extended to MOM
and M-estimators, but nothing is known about its small-
sample properties. This area is in need of further research.

Rank-Based Methods and Outliers

Yet another approach to low power due to outliers is to switch
to some rank-based method, but as already noted, modern
heteroscedastic methods are recommended over more tradi-
tional homoscedastic techniques. Ranks are assigned to
observations by putting the observations in ascending order,
assigning a rank of 1 to the smallest value, a rank of 2 to the
next smallest, and so on. So regardless of how extreme an
outlier might be, its rank depends only on its relative position
among the ordered values. Consider, for example, the values
198, 199, 245, 250, 301, and 320. The value 198 has a rank of
one. But if this smallest value were 2 instead, 2 is an outlier,
but its rank is still one, so when using a rank-based method to
compare groups, power is not affected. A summary of mod-
ern rank-based methods, developed after 1980, can be found
in Wilcox (in press).

REGRESSION

When dealing with regression, issues related to power be-
come more complex. To explain the basic issues, it helps to
begin with simple regression, where two variables are ob-
served, X and Y, and it is assumed that

Y = �1 X + �0 + �, (3.9)
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where �1 and �0 are the unknown population slope and
intercept, respectively; X and � are independent; and � has
variance �2. This model is homoscedastic, meaning that the
conditional variance of Y, given X, does not change with X. If
it is further assumed that � has a normal distribution, methods
for assessing power, given n, are available when the goal is to
test hypotheses about the slope and intercept based on the
randomly sampled pairs of observations (X1, Y1), . . . ,

(Xn, Yn) (e.g., Kraemer & Thiemann, 1987). But even under
normality, if the error term is heteroscedastic, meaning that
the conditional variance of Y varies with X, serious practical
problems with power can result. And under nonnormality, the
situation deteriorates even further. In fact, two fundamental
problems associated with heteroscedasticity affect power.
The first is that poor probability coverage can result when
using conventional methods for computing a confidence in-
terval for the slope or intercept. In terms of Type I errors, if
the goal is to test H0: �1 = 0 with α = .05, there are situa-
tions where the actual Type I error probability exceeds .5!
That is, when computing a .95 confidence interval for �1, the
actual probability coverage can be less than .5. Perhaps in
some situations this inadequacy unintentionally increases
power when in fact H0 is false, but it could decrease it as
well. Generally, if there is an association between two vari-
ables, there is no reason to expect homoscedasticity; under
heteroscedasticity standard hypothesis testing methods are
using the wrong standard error, and this can result in rela-
tively low power. A reasonable suggestion is to test the
hypothesis that the error term is homoscedastic and, if not
significant, to use a homoscedastic method when testing the
hypothesis of a zero slope. A practical problem, however, is
that researchers do not know how to determine whether a test
of homoscedasticity has enough power to detect situations
where heteroscedasticity creates practical problems. The sec-
ond fundamental problem is that there are situations where
the least squares estimator has a standard error thousands of
times larger than some competing method!

Heteroscedasticity and Probability Coverage

A variety of methods have been proposed for dealing with
poor probability coverage due to heteroscedasticity, several
of which were compared by Wilcox (1996) when making in-
ferences about the slope. The only method that performed
reasonably well among those that were considered is based
on a modified percentile bootstrap method. Derivation of the
method is based in part on Gosset’s approach, which led to
Student’s T distribution: When the sample size is small, make
adjustments to the critical value assuming normality and

homoscedasticity, and then hope that good probability cover-
age (and accurate control over the probability of a Type I
error) is achieved when these assumptions are violated.
Although Student’s T does not perform well when these as-
sumptions are violated, it currently seems that a similar ap-
proach is relatively effective for the problem at hand.

To provide some detail, let (X1, Y1), . . . , (Xn, Yn) be n
randomly sampled pairs of points. A bootstrap sample is ob-
tained by resampling with replacement n pairs of points from
(X1, Y1), . . . , (Xn, Yn). Let b∗

1 be the least squares estimate
of the slope based on this bootstrap sample. Next, repeat this
process 599 times, yielding b∗

11, . . . , b∗
1,599. The standard per-

centile bootstrap method uses the middle 95% of these 599
bootstrap estimates as a .95 confidence interval for �1. But
when using least squares, a modification is needed. In partic-
ular, put the 599 bootstrap estimates of the slope in ascend-
ing order yielding b∗

1(1) ≤ · · · ≤ b∗
1(599). The .95 confidence

interval is

(
b∗

1(a), b∗
1(c)

)
(3.10)

where for n < 40, a = 7 and c = 593; for 40 ≤ n < 80,

a = 8 and c = 592; for 80 ≤ n < 180, a = 11 and c = 588;
for 180 ≤ n < 250, a = 14 and c = 585; while for n ≥ 250,
a = 15 and c = 584. More recently, an alternative het-
eroscedastic method was studied and recommended by Long
and Ervin (2000). However, there are situations where it is
rather unsatisfactory, in terms of probability coverage (or
Type I error probabilities), when the bootstrap performs
fairly well, and so far no situations have been found where
the reverse is true.

In some instances, simply restricting the range of the X
values to eliminate obvious outliers can make least squares
competitive with other estimators. And the derivation of the
standard error of the least squares estimator, assuming
homoscedasticity, remains valid because the X values are
treated as constants (i.e., the variance of the least squares
estimator is derived by conditioning on X). However, this
strategy does not necessarily address problems due to het-
eroscedasticity among the points that remain, and eliminating
points for which the Y values are outliers leads to technical
problems because the derivation of the standard error of the
least squares estimator is no longer valid (for reasons similar
to why the derivation of VAR[X ] is invalid when outliers
among the X values are discarded).

Another facet to the relative merits of restricting the range
of the X values is related to good and bad leverage points. A
leverage point is an outlier among the X values. A bad lever-
age point is an outlier that is relatively far from the regression
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Figure 3.8 An example of good and bad leverage points.

line for the bulk of the points. That is, it has a relatively large
residual. A good leverage point is a leverage point that is
reasonably close to the regression line. Figure 3.8 shows
both a good and bad leverage point. An advantage of a good
leverage point is that it lowers the standard error of the least
squares estimator, which helps increase power. But a bad
leverage point can result in a poor fit to the bulk of the points,
resulting in a misleading summary of the data.

ROBUST REGRESSION ESTIMATORS AND POWER

Although it has been clearly established that in terms of
power, simply applying the least squares estimator to data
can be highly unsatisfactory, no single alternative estimator
has been found that can be recommended for general use to
the exclusion of all estimators that have been proposed. All
indications are that several estimators should be considered,
particularly in the exploratory phases of a study. Indeed, once
some familiarity with the issues that affect power has been
obtained, it seems to be an almost trivial matter to find fault
with any single strategy that might be used. That is, situations
can be found where many estimators offer substantial gains
in power versus least squares, but among these estimators,
situations can be found where method A beats method B, and
situations can be found where the reverse is true as well.
Moreover, at least for the moment, certain strategies present
computational problems and inconveniences that need to be
addressed. Nevertheless, least squares can result in relatively
low power (and a poor reflection of the association among the
majority of points). Some simple and effective methods
are available for addressing this problem, so knowing some

alternative estimators is important and can make a substantial
difference in the conclusions reached.

The Theil-Sen Estimator

There are many alternatives to least squares regression that
offer important advantages, including the possibility of rela-
tively high power. The immediate goal is to illustrate the
potential advantages of just one of these methods with the un-
derstanding that arguments for other estimators can be made.
The estimator discussed here was proposed by Theil (1950)
and Sen (1968). For comments on the relative merits of some
competing estimators, see Wilcox (in press).

The Theil-Sen estimate of the slope is the value b that
makes Kendall’s 	 statistic, between Yi − bXi and Xi, (ap-
proximately) equal to zero. Alternatively, for any Xi > Xj ,
let Sij = (Yi − Yj )/(Xi − Xj ). That is, Sij is the slope of the
line connecting the ith and jth points. Then b, the median of
the Sij values, is the Theil-Sen estimate of the slope. The
usual estimate of the intercept is My − bMx , where My and
Mx are the sample medians corresponding to the Y and X
values, respectively. (For results on extending this estimator
to more than one predictor, see Hussain & Sprent, 1983;
Wilcox, 1998.)

Because power is related to the standard error of an estima-
tor, an indirect comparison of the power associated with least
squares, versus the Theil-Sen estimator, can be obtained by
comparing their standard errors. Here, consideration is given to
n = 20 with X and � having one of four distributions: normal,
symmetric with heavy tails, asymmetric with relatively light
tails, and asymmetric with relatively heavy tails. The specific
distributions used are from the family of g-and-h distributions
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TABLE 3.2 Estimates of R, the Ratio of the Standard Errors
for Least Squares, versus Theil-Sen When the X Distribution is
Asymmetric, n = 20

X �

g h g h VP R

0.5 0.0 0.0 0.0 1 0.88
2 6.83
3 207.35

0.5 0.0 0.0 0.5 1 4.27
2 30.57
3 404.35

0.5 0.0 0.5 0.0 1 1.08
2 8.44
3 151.99

0.5 0.0 0.5 0.5 1 8.62
2 79.52
3 267.09

0.5 0.5 0.0 0.0 1 0.78
2 87.64
3 55.71

0.5 0.5 0.0 0.5 1 3.09
2 182.12
3 78.91

0.5 0.5 0.5 0.0 1 0.95
2 112.18
3 66.51

0.5 0.5 0.5 0.5 1 5.71
2 394.67
3 96.49

derived by Hoaglin (1985). The parameter g controls skew-
ness, and h controls heavy-tailedness. Here, both g and h were
taken to have one of two values: 0 and .5. Setting g = h = 0
yields a standard normal distribution. (For more details about
these distributions, see Hoaglin, 1985.) Tables 3.1 and 3.2 pro-
vide an estimate (labeled R) of the standard error of the least
squares estimator divided by the standard error of the Theil-
Sen estimator. So R < 1 indicates that least squares is more ac-
curate on average, and R > 1 indicates the opposite. Included
are values for R when there is heteroscedasticity. Specifically,
observations were generated from the model Y = X + 
(X)�

with three choices for 
(X) : 
(X) = 1 (homoscedasticity),

(X) = X2, and 
(X) = 1 + 2/(|X | + 1). For convenience,
these three function are called variance patterns (VP) 1, 2,
and 3. (The values of R in Tables 3.1 and 3.2 are based on
simulations with 5,000 replications.)

Note that under normality and homoscedasticity, Table 3.1
indicates that least squares is slightly more accurate, the value
of R being 0.91. However, even when the error term is normal
but heteroscedastic, least squares performs rather poorly—
the Theil-Sen estimator can be hundreds of times more

accurate. Among the situations considered, there are many
instances where the Theil-Sen estimator provides a striking
advantage, and there are none where the reverse is true, the
lowest value for R being 0.76. It should be remarked that di-
rect comparisons in terms of power are hampered by the fact
that for many of the situations considered in Tables 3.1 and
3.2, conventional hypothesis testing methods based on least
squares perform very poorly. Perhaps there are situations
where the very inadequacies of conventional techniques re-
sult in relatively high power. That is, probability coverage
might be extremely poor, but in a manner that increases
power. Experience suggests, however, that it is common to
find situations where the hypothesis of a zero slope is rejected
when using Theil-Sen, but not when using least squares.

A technical issue when using the Theil-Sen estimator is
that when there is heteroscedasticity, an explicit expression
for its standard error is not available. However, a percentile
bootstrap method has been found to provide fairly accurate
probability coverage and good control over the probability of
a Type I error for a very wide range of situations, including
situations where the conventional method based on least
squares is highly inaccurate. But rather than use the modified
percentile bootstrap method previously described, now it suf-
fices to use the standard percentile bootstrap method instead.

TABLE 3.1 Estimates of R, the Ratio of the Standard Errors for
Least Squares, versus Theil-Sen When the X Distribution is
Symmetric, n = 20

X �

g h g h VP R

0.0 0.0 0.0 0.0 1 0.91
2 2.64
3 202.22

0.0 0.0 0.0 0.5 1 4.28
2 10.67
3 220.81

0.0 0.0 0.5 0.0 1 1.13
2 3.21
3 183.74

0.0 0.0 0.5 0.5 1 8.89
2 26.66
3 210.37

0.0 0.5 0.0 0.0 1 0.81
2 40.57
3 41.70

0.0 0.5 0.0 0.5 1 3.09
2 78.43
3 38.70

0.0 0.5 0.5 0.0 1 0.99
2 46.77
3 39.32

0.0 0.5 0.5 0.5 1 6.34
2 138.53
3 43.63

Note. g = h = 0 is standard normal; (g, h) = (0, .5) is symmetric heavy
tailed; (g, h) = (.5, 0) is skewed light tailed; g = h = .5 is skewed heavy
tailed.
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Figure 3.9 Surface temperature and light intensity of 47 stars.

In particular, again let (X1, Y1), . . . , (Xn, Yn) be n randomly
sampled pairs of points and generate a bootstrap sample
by resampling with replacement n pairs of points from
(X1, Y1), . . . , (Xn, Yn). Let b∗

1 be the Theil-Sen estimate of
the slope based on this bootstrap sample. Next, repeat this
process B times yielding b∗

11, . . . , b∗
1B . The standard per-

centile bootstrap method uses the middle 95% of these B
bootstrap estimates as a .95 confidence interval for slope.
That is, put the B bootstrap samples in ascending order, label
the results b∗

1(1) ≤ · · · ≤ b∗
1(B) , in which case a 1 − � confi-

dence interval for the population slope is (b1(L+1), b1(U)),
where L = �B/2, rounded to the nearest integer, and
U = B − L . (B = 600 seems to suffice, in terms of accurate
probability coverage, when using Theil-Sen.) Obviously this
approach requires a computer, but even with a moderately
large sample size, execution time is fairly low.

CORRELATION

Certainly one of the most common goals is to test

H0: � = 0, (3.11)

the hypothesis that Pearson’s correlation is zero. One ap-
proach is to use what is called Fisher’s Z transformation,
which is also called the r-to-z transformation. It provides a
simple method for determining sample size when dealing
with power, but the method assumes normality. When sam-
pling from a nonnormal distribution, there are general condi-
tions under which Fisher’s Z does not converge to the correct

answer even as the sample size gets large (e.g., Duncan &
Layard, 1973).

A more general and perhaps a more serious problem is that
at least six features of data affect the magnitude of � (e.g.,
Wilcox, 2001), which in turn makes it very difficult to find a
satisfactory method for dealing with power. These six fea-
tures are (a) the slope of the line around which the points are
clustered, (b) the magnitude of the residuals, (c) outliers,
(d) curvature, (e) a restriction of range, and (f) reliability. So
if a sample size for achieving high power is determined under
normality, the extent to which power will indeed be high in
reality is far from clear.

Figure 3.9 illustrates the effect of outliers on r, the standard
estimate of �. Shown are the surface temperature and light in-
tensity of 47 stars plus the least squares regression line. As is
evident, the bulk of the points appear to have a positive asso-
ciation, but r = −.21, and Student’s T test of Equation 3.10
has a significance level of .16. The points in the upper left cor-
ner of Figure 3.9 have a tremendous influence on r. A box plot
indicates that X values less than or equal to 3.84 are outliers.
If these points are eliminated, r = .68 with a significance
level less than .001. In this case, simply restricting the range
of X seems to correct problems with detecting a positive asso-
ciation among the majority of the points, but it is well known
that restricting the range of X values can lower r as well.

Robust Correlations

Another way of dealing with low power due to outliers is to re-
place Pearson’s correlation with some type of so-called robust
estimator. Such methods include Kendall’s tau, Spearman’s
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rho, a Winsorized correlation, and what is called the percent-
age bend correlation. The first two are well known, so further
details are not given. Details about the Winsorized correlation
coefficient can be found in Wilcox (1997).

The percentage bend correlation is based in part on an
empirical check for outliers and is computed as follows: For
the observations X1, . . . , Xn , let Mx be the sample median.
Choose a value for � between 0 and 1 and compute

Wi = |Xi − Mx |,
m = [(1 − ξ)n],

where the notation [(1 − �)n] is (1 − �)n rounded down to
the nearest integer. Using � = .2 appears to be a good choice
in most situations. Let W(1) ≤ · · · ≤ W(n) be the Wi values
written in ascending order and let

̂x = W(m).

Let i1 be the number of Xi values such that (Xi − �̂)/

̂x < −1, and let i2 be the number of Xi values such that
(Xi − �̂)/̂x > 1. Compute

Sx =
n−i2∑

i=i1+1

X(i)

�̂x = ̂x(i2 − i1) + Sx

n − i1 − i2
.

Set Ui = (Xi − �̂x)/̂x . Repeat these computations for the

Yi values yielding Vi = (Yi − �̂y)/̂y . Let

�(x) = max[−1, min(1, x)].

Set Ai = �(Ui ) and Bi = �(Vi ). The percentage bend
correlation is estimated to be

rpb =
∑

Ai Bi√(∑
A2

i

) (∑
B2

i

) .

Under independence, the population percentage bend
correlation is zero. To test the hypothesis that the population
percentage bend correlation is zero, compute

Tpb = rpb

√
n − 2

1 − r2
pb

(3.12)

and reject if |Tpb| > t1−�/2, where t1−�/2 is the 1 − �/2
quantile of Student’s T distribution with n − 2 degrees of
freedom.

For the star data in Figure 3.9, rpb = .31, and the signifi-
cance level based on the method just described is .03. That is,
without restricting the range of the X values, a significant re-
sult is obtained, and the percentage bend correlation indicates
a positive association among the bulk of the observations.
Spearman’s rho and Kendall’s tau are also positive with sig-
nificance levels of .044 and .013, respectively.

There are, however, situations where outliers can affect all
three of these correlation coefficients, which in turn can affect
power. Consider, for example, the 20 pairs of observations
shown in Figure 3.10 (ignoring the point in the lower right
corner) which were generated from the standard regression

Figure 3.10 Robust measures of correlation reduce the effects of outliers, but depending on
where they are located, outliers can still have an undue influence.
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model Y = X + � where both X and � have standard normal
distributions. All three of these correlation coefficients yield
significance levels less than .05.

Now suppose that two points are added, both at
(X, Y ) = (2,−2.4), which correspond to the point in the
lower right corner of Figure 3.10. These two points are un-
usual compared to how the original 20 observations were
generated because they lie more than 4.5 standard deviations
away from the regression line. Note that in order to eliminate
these points by restricting the range of the X values, a point
that is not an outlier would be removed as well. Now the sig-
nificance levels based on Kendall’s tau, Spearman’s rho, and
the percentage bend correlation are .34, .36, and .26, respec-
tively. If these two aberrant points are moved to the left to
(X, Y ) = (1,−2.4), the significance levels are now .23, .20,
and .165. All three of these correlation coefficients offer pro-
tection against outliers among X values; they do the same for
the Y values, but none of them take into account the overall
structure of the data. That is, the power of all three methods
can be affected by unusual points that are not outliers among
the X values (ignoring the Y values), nor outliers among the Y
values (ignoring X), yet they are outliers among the scatter
plot of points. There are methods for detecting outliers that
take into account the overall structure of the data, but the bet-
ter known methods (e.g., Rousseeuw & van Zomeren, 1990)
can eliminate too many points, resulting in a poor reflection
of how the bulk of the observations are associated (Wilcox,
in press). It seems that no method is perfect in all situations,
but a technique (called the MGV regression estimator) that
addresses this issue and that seems to have practical value
can be found in Wilcox (in press).

CONCLUDING REMARKS

It would be convenient if a single method could be identified
that has the highest power relative to all other statistical meth-
ods one might use. It is evident, however, that no such method
exists. The optimal method, in terms of maximizing power,
will depend on how groups differ or how variables are related,
which of course is unknown. However, the choice of statistical
method is far from academic. A general rule is that methods
based on least squares perform well under normality, but other
methods have nearly the same amount of power for this special
case yet maintain relatively high power under arbitrarily small
departures from normality—in contrast to methods based on
means or least squares regression. At a minimum, use a het-
eroscedastic rather than a homoscedastic method. Robust
measures of location and rank-based methods represent the
two main alternatives to least squares, but in terms of power

there is no clear choice between them. Each gives a different
and useful perspective on how groups differ. There is weak
evidence that in practice, methods based on robust measures
of location are a bit more likely to reject, but we can be fairly
certain that in some situations the reverse is true.

One of the many remaining problems is finding ways of
assessing power, based on available data, when using a robust
measure of location. If a nonsignificant result is obtained,
why? If power is low, it is unreasonable to accept the null hy-
pothesis. Relevant methods have been developed when using
conventional (homoscedastic) rank-based methods, but how
should power be assessed when using more modern tech-
niques? Progress has been made when comparing two groups
with 20% trimmed means, but extensions to other measures
of location are needed, as well as extensions to more complex
designs. Of course, similar issues arise when dealing with
correlation and regression.
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A LITTLE HISTORY

In the past, when data were missing from our data sets, any
number of reactions were common. Positive emotions, such
as happiness and contentment, never occurred. Rather, the
emotions we felt (often in this order) were frustration, anger,
guilt, fear, and sadness.

When we wanted to do a particular analysis but some
data were missing, the number of cases available for the
analysis was reduced to the point that the result was often not

significant. It was particularly frustrating when data were
missing from one part of a model we might be testing, but not
from other parts, but we had to test the model using only
those cases with no missing data. Alternatively, we could test
something simpler than the preferred model. All of the
choices we seemed to face were bad. We could accept the
nonsignificant result. We could employ some procedure of
questionable validity. We could just lie. We could try again to
wade through one of the highly technical journal articles that
supposedly dealt with the issue of handling missing data.
After going around in circles, we always found ourselves
back again at the starting place, and angry.

If we tried one of the procedures that has questionable va-
lidity, we would immediately feel guilty. Questions would

This research was supported in part by grants from the Hanley
Family Foundation and The JM Foundation, and by NIDA Grants
P50-DA-10075 and R01-DA-05629.
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88 Methods for Handling Missing Data

bedevil us: Do the results represent reality? Or are they just a
figment of our imagination? Will we be able to defend our
procedure to the reviewers? If by some miracle our article is
published, will we find out later that the results were not
valid? Not everyone in psychology faces the problem of
missing data, but we do. We knew that every time we em-
barked on an analysis, we could look forward to the sequence
of frustrating setbacks, and this knowledge always made
us sad.

Four separate pieces were published in 1987 that would
forever change the way researchers looked at data analysis
with missing data. Two papers were published describing a
procedure for analyzing missing data using standard struc-
tural equation modeling (SEM) software (Allison, 1987;
Muthén, Kaplan, & Hollis, 1987). Although somewhat un-
wieldy, and extremely error prone for most real-life applica-
tions, this procedure provided researchers with the first truly
accessible and statistically sound tool for dealing with miss-
ing data. Of course, this procedure assumed that one knew
how to use the SEM programs to begin with.

Little and Rubin’s (1987) highly influential book on analy-
sis with missing data also appeared in 1987. In this book,
Little and Rubin, following Dempster, Laird, and Rubin
(1977), laid the groundwork for development of the expecta-
tion maximization (EM) algorithm for numerous missing
data applications. In addition, Rubin (1987) published the
first book on multiple imputation in 1987. Although practical
applications of multiple imputation would not appear for an-
other 10 years, this was the beginning of what would be the
most general approach to handling missing data.

Since 1987, numerous software products have become
available that address the issue of missing data. Many of the
best of these are free. For the ones that are not free, the cost
is more than offset by their usefulness. Although we need to
continue to move forward in this area, we have made tremen-
dous progress in making missing data analysis accessible to
researchers all over the world. In fact, we stand at the begin-
ning of an era in which useful and accessible missing data
procedures are an integral part of mainstream statistical
packages.

A LITTLE PHILOSOPHY

One of the concerns most frequently heard in the early days
of missing data procedures was something like, “Aren’t you
helping yourself unfairly when you use this procedure?” The
short answer to this questions is “no!” In general, use of the
prescribed missing data procedures does not give something
for nothing. These procedures simply allow one to minimize

losses. In particular, these procedures allow one to make full
use of any partial data one may have. As we shall see in the
following pages, making use of partial data often proves to be
a tremendous advantage.

A similar concern in the early days, especially with respect
to data imputation, was something along these lines: “How
can you say that this imputed value is what the person would
have given if he or she had given us data? It sounds like
magic.” Well, it would be magic if it were true. That is why
we always tell people not to focus on the imputed values
themselves. We do not impute a value because we are trying
to fathom what an individual would have said if he or she had
given us data. That would typically be impossible. Rather, we
impute in order to preserve important characteristics of the
whole data set. That is, we impute to get better estimates of
population parameters (e.g., variances, covariances, means,
regression coefficients, etc.) and distributions. As it turns out,
this is a very possible goal.

Any good procedure will yield unbiased and efficient pa-
rameter estimates. By unbiased, we mean that the expected
value of the parameter estimate (e.g., a b weight) is the
same as the true population value. By efficient, we mean
that the variability around the estimated value is small. A
second characteristic of a good missing data procedure is
that it provides a reasonable estimate of the variability
around the parameter estimate (i.e., standard errors or confi-
dence intervals).

MISSING DATA PATTERNS AND MECHANISMS

There are two general patterns of missing data. With the first
pattern, the respondent does take part in a measurement ses-
sion, but for whatever reason does not respond to some ques-
tions. This type of missingness might be referred to as item
nonresponse. With one manifestation of this pattern, the per-
son omits the last k items of a long survey, for example, due
to slow reading. Second, the respondent may fail to answer
individual items in the middle of a survey that is otherwise
complete. Third, the respondent may omit blocks of ques-
tions, but not necessarily at the end of the survey.

A second general missing data pattern occurs when the
respondent is missing from a whole wave of measurement in
a longitudinal study. This is sometimes referred to as attri-
tion and sometimes as wave nonresponse. With this sort of
missingness, the person may be absent from one or more
waves of measurement and then reappear at a later wave. Al-
ternatively, the person may fail to appear at one wave of
measurement and all subsequent waves. A third version of
this pattern occurs when the person is not present at the first
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wave of measurement but drops in to the study at a subse-
quent wave.

Numerous explanations are possible for each of these
patterns of missing data. These explanations, or missing
data mechanisms, fall into three general categories (e.g., see
Little & Rubin, 1987). First, the data may be missing
completely at random (MCAR). Data are MCAR if the
mechanism for the missingness is a completely random
process, such as a coin flip. Data are also MCAR if the cause
of missingness is not correlated with the variable containing
missingness. An important consequence of MCAR missing-
ness is that there is no estimation bias if the cause of
missingness is omitted from the missing data model.

A second missing data mechanism has been referred to as
missing at random (MAR; e.g., Little & Rubin, 1987). With
this mechanism, the cause of missingness is correlated with
the variable(s) containing the missing data, but variables rep-
resenting this cause have been measured and are thus avail-
able for inclusion in the missing data model. Inclusion of
MAR causes of missingness in the missing data model cor-
rects for all biases associated with them.

Unfortunately, the term MAR (which is sometimes
referred to as ignorable missingness) has produced consid-
erable confusion among psychologists and other social sci-
entists. First, this mechanism is neither random (at least, not
in the sense that most of us think of when we see the word
random), nor is it ignorable (at least, not in the sense in
which the word ignorable is typically used). In fact, one of
the very characteristics of this missing data mechanism is
that one must not ignore it. Rather, one must include the
cause of missingness in the model, or there will be estima-
tion bias.

Technically, MAR missingness occurs when the missing-
ness is not due to the missing data themselves. Because of
this definition, it turns out that MCAR is a special case
of MAR missingness. The term missing at random does
make sense if we realize that the missingness is condition-
ally random. That is, once one has conditioned on the cause
of missingness (which is available), the missingness is
random.

The term accessible missingness (Graham & Donaldson,
1993) was coined in an attempt to define the mechanism in a
less confusing way. However, because the term MAR is so
well established in the statistical literature, it would be a dis-
service to psychologists not to use this term. Thus, we en-
dorse the term MAR and will use it exclusively in the future
to refer to this sort of missingness.

A third missing data mechanism has been referred to as
missing not at random (MNAR; Collins, Schafer, & Kam,
2001; Schafer & Graham, in press). In this case, the cause of

missingness is correlated with the variable(s) containing
missing data, but the cause has not been measured, or it is
otherwise unavailable for inclusion in the missing data
model. This type of missingness is related to the missing
data, even after conditioning on all available data. Thus, it is
not missing at random.

Each of the two general kinds of missing data (item
nonresponse, wave nonresponse) can be caused by any of the
three missing data mechanisms (MCAR, MAR, MNAR).
Each of the six combinations may be represented in any
given data set. As we suggested above, missing data may
be due to (a) processes that are essentially random,
(b) processes that are represented by variables in the data set,
or (c) processes that have not been measured. In addition,
MCAR missingness within a wave, or even across waves, can
be part of a planned missing data design (Graham, Hofer, &
MacKinnon, 1996; Graham, Hofer, & Piccinin, 1994;
Graham, Taylor, & Cumsille, 2001; McArdle, 1994). Given
the increasing usefulness of missing data analysis proce-
dures, such as those described in this chapter, Graham,
Taylor et al. (2001) have argued that it may be time to begin
considering such designs in most research endeavors.

OLD (UNACCEPTABLE) PROCEDURES FOR
ANALYSIS WITH MISSING DATA

Complete Cases Analysis (Listwise Deletion)

Over the years, the most common approach to dealing with
missing data has been to pretend there are no missing data.
That is, researchers (including the present authors, of course),
have simply omitted any cases that are missing data on the
relevant variables. There are two possible problems with this
approach. At an intuitive level, it is easy to see that this ap-
proach could introduce estimation biases. The people who
provide complete data in a study are very likely going to be
different from those who do not provide complete data. There
has been ample evidence in the prevention literature, for ex-
ample, that people who drop out of a prevention study are
generally very different from those who remain in the study.
For example, adolescents who drop out of a longitudinal
study are much more likely to be drug users at the last wave
of measurement for which they did provide data.

Although bias with complete cases analysis is certainly a
possibility (e.g., see Schafer & Graham, in press; Wothke,
2000), we argue that for many kinds of analysis, for example,
for multiple-regression analysis, the amount of bias produced
by complete cases analysis will generally be small, even triv-
ial. For example, suppose we plan a multiple-regression
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analysis with several predictors (with no missing data) and a
dependent variable that is sometimes missing, for example,
due to attrition. If the dependent variable is missing due to an
MCAR mechanism, then complete cases analysis is known to
yield unbiased estimates. If the missing data mechanism is
MAR, that is, if the missingness on the dependent variable
is due to some combination of the predictor variables, then
the biases are completely controlled by the complete cases
analysis (e.g., see Heckman, 1979; also see Graham &
Donaldson, 1993). If the cause of missingness on the depen-
dent variable is an MNAR process, then the degree of bias
due to complete cases will be the same as the bias that will
occur with the acceptable analysis procedures described
below (e.g., Graham & Donaldson, 1993). Of course, this is
true only under somewhat limited conditions. In more
complex analysis situations, complete cases analysis could
introduce bias to the parameter estimates.

In short, we do not side with those who argue that com-
plete cases analysis should not be used because of the poten-
tial for bias. Rather, we argue that complete cases analysis
should not be used because of loss of statistical power. In
virtually all research situations, using complete cases analy-
sis means that the researcher must discard at least some in-
formation. In fact, it is becoming more and more common
that a large proportion of cases is lost if listwise deletion is
used.

In order to illustrate this issue, consider two proportions:
the proportion of complete cases, and the proportion of non-
missing data points. The latter figure is calculated easily by
considering the total number of data points in a data set,
N × k, where N is the number of cases and k is the number of
variables. One can simply divide the number of nonmissing
data points by N × k to determine the proportion of nonmiss-
ing data points. Of course, if most of the data points are
missing, the results may be suspect regardless of the analysis
used. However, there are many situations in which the pro-
portion of nonmissing data points is actually quite high
but the proportion of complete cases is disturbingly low.
Three common research situations can produce this pattern:
(a) missing data on different variables in different cases; (b) a
substantial amount of missing data in one part of a model,
with very little missing data in other parts of the model; and
(c) planned missing data designs such as the three-form
design (Graham et al., 1994, 1996, Graham, Taylor, et al.,
2001).

In sum, we argue that complete cases should not be used
as the general analysis strategy. Although bias may be mini-
mal in many research situations, the loss of power could be
tremendous. However, we explicitly stop short of saying that
complete cases analysis should never be used. First, we have

argued previously (Graham & Hofer, 2000; Graham, Taylor,
et al., 2001) that if the number of cases lost to missing data is
small, for example if 5% or fewer cases are lost, then the
amount of bias would very likely be trivial, and even the loss
of power would be minimal. Second, the standard errors (and
confidence intervals) based on complete cases are quite
reasonable (Schafer & Graham, in press).

Pairwise Deletion

Pairwise deletion (sometimes referred to as pairwise inclu-
sion) involves calculating each element of a covariance ma-
trix using cases that have data for both variables. Using this
procedure, one would then analyze the covariance matrix
using some analytic procedure that can analyze the covariance
matrix directly. Conceptually, this procedure makes sense in
that one appears to be making use of all available data. How-
ever, statistically, this is not a desirable procedure. Parameter
estimates based on pairwise deletion can be biased. More of a
problem, however, is the fact that the resulting covariance
matrix is not guaranteed to be positive definite; that is, there
may be less information in the matrix than would be expected
based on the number of variables involved.

A third problem with analysis based on pairwise deletion
is that one is limited to analyses that can be performed di-
rectly from the covariance matrix. Finally, there is no basis
for estimating standard errors of the parameters based on
the pairwise covariance matrix. Although all of these prob-
lems could be overcome—for example, standard errors
might be obtained with bootstrapping—the work required to
patch up the procedure will very likely turn out to be more
than what is involved in the preferred analyses to be de-
scribed later.

Even for quick and dirty analyses, we recommend other
procedures (see the section “A Few Loose Ends,” near the
end of this chapter).

Mean Substitution

With this procedure, whenever a value is missing for one case
on a particular variable, the mean for that variable, based on
all nonmissing cases, is used in place of the missing value.
(The term mean substitution, as it is used here, applies to
substituting the mean for the variable. It is also possible
to substitute the mean, for that particular case, of other highly
correlated variables.As described in a later section, we do rec-
ommend this latter procedure under some circumstances.)

Mean substitution has been shown in several simulation
studies to yield highly biased parameter estimates (e.g.,
Graham et al., 1994, 1996; Graham, Hofer, Donaldson,
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MacKinnon, & Schafer, 1997). We argue that it should never
be used. Even for quick and dirty analyses, and even with
small rates of missingness, we recommend the procedures
described in the following sections.

Regression-Based Single Imputation

The idea of imputation is to substitute a plausible value for
the one that is missing. One of the most plausible values, at
least in theory, is the value that is predicted by a regression
equation involving a number of other predictor variables. In
brief, suppose a variable, Y, is sometimes missing, and an-
other set of variables, X1 − Xk, is never missing. We can cal-
culate the predicted value for Y (i.e., Y-hat), based on the
cases for which we have data on Y. For cases with Y missing,
we can substitute Y-hat instead.

In theory, this is an excellent approach to doing imputa-
tion. The problem, however, is that regression-based single
imputation produces substantial bias, especially in the esti-
mates of variance (and therefore in correlations as well). Also,
it has been shown that this procedure is valid only under cer-
tain, rather limited, patterns of missing data (i.e., monotone
missing data patterns). In addition, there is no reasonable
basis for calculating standard errors. Regression-based sin-
gle imputation does form the statistical basis for many of the
acceptable procedures described below, but as a stand-alone
procedure it is not recommended. We argue that it should
never be used. Even for quick and dirty analyses, and even
with small rates of missingness, we also recommend the pro-
cedures described in the acceptable methods section.

Summary of Unacceptable Procedures

In summary, we argue that pairwise deletion, mean substitu-
tion, and regression-based single imputation should never be
used. Even for quick and dirty analyses, and even with small
rates of missingness, we recommend other procedures (see
section “A Few Loose Ends”). We do, however, conditionally
endorse the use of complete cases analysis. In particular,
when one loses only a small proportion of cases (e.g., 5% or
less), use of complete cases analysis seems reasonable. Please
note that we always prefer other methods (e.g., multiple im-
putation), even with small amounts of missing data. From our
perspective, further along on the learning curve, it costs us
very little to use the better procedures, and the payoff, how-
ever small, is worth it. However, for many researchers (nearer
the start of the learning curve), the payoff may not be worth it
under these circumstances. Still, in the very near future, these
better procedures, or at least rudimentary versions of them,
will be available in ways that are more or less transparent to
the end user. We look forward to those days.

ACCEPTABLE MODEL-BASED MISSING
DATA PROCEDURES

Before embarking on a description of acceptable procedures,
we should note that our description of acceptable procedures
is neither highly technical nor exhaustive. For more technical
and more general treatments on these topics, other publica-
tions are available (e.g., Little & Schenker, 1995; Schafer &
Graham, in press).

Model-based missing data procedures deal with the miss-
ing data at the same time that they deal with parameter esti-
mation. That is, missing data and data analysis are handled in
a single step. As we see below, most of these procedures have
been built around latent variable procedures and are thus
somewhat less accessible for the average data analyst than
are the data-based procedures described next. Still, some of
these procedures are extremely easy to use and, when used
properly, can be enormously valuable as a general tool for
dealing with missing data.

Multiple Group Structural Equation Modeling

At the outset of this chapter we mentioned this method as
being one of the first accessible approaches to analysis with
missing data. We cannot go into great detail here in describ-
ing this procedure (greater detail about this procedure
may be found in Allison, 1987; Duncan & Duncan, 1994;
Graham et al., 1994). In brief, the procedure divides up the
sample into groups containing cases with the same pattern of
missing and nonmissing values. A system of equality con-
straints is then placed on the parameter estimates across
groups, such that parameters are estimated based only on
those cases having data that bear on that parameter estimate.
This procedure has some serious limitations and has thus
been supplanted by the other procedures to be described
below. However, this procedure continues to be valuable for
particular applications.

The main limitation of this procedure is that it can be
extremely unwieldy and error prone, especially when
there are many distinct missing data patterns. Because the
SEM code must be changed in subtle ways from group to
group in the multiple group design, it is very easy to intro-
duce errors into the code. In addition, one requirement of
this procedure is that there must be more cases than vari-
ables for every group. With a typical longitudinal data set,
this means that some data must be discarded in order to
produce groups (of missing data patterns) with sufficiently
large sample sizes.

Beyond these limitations, however, this procedure can be
quite good. The parameter estimates are good (i.e., unbiased
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and efficient), and the standard errors are reasonable. This
procedure can be especially good for certain specialty mod-
els. For example, Duncan, Duncan, and Li (1998; also see
McArdle & Hamagami, 1991) have shown how this proce-
dure can be useful with cohort sequential designs in which
not all combinations of measures are available. In addition,
Graham, Taylor, et al. (2001) have shown how this proce-
dure can be extremely useful in simulation work involving
missing data.

Full-Information Maximum Likelihood for SEM

Full-information maximum likelihood (FIML) procedures
for SEM, like other model-based procedures, solve the miss-
ing data problem and the parameter estimation problem in a
single step. With all of these FIML procedures for SEM, the
program yields excellent parameter estimates and reasonable
standard errors, all in a single analysis (however, see the dis-
cussion in the later section “A Comparison of Model-Based
and Data-Based Procedures” for some limitations to these
statements).

Amos

Amos (Arbuckle & Wothke, 1999) has become one of the
more commonly used SEM programs available today. Amos
provides good, quick parameter estimation, along with rea-
sonable standard errors, in the missing data case. Two of the
most desirable features of Amos are (a) that it has an excel-
lent and extremely flexible graphical interface and (b) that it
is now part of the SPSS package. This latter fact means that
one can create one’s SPSS data set, making any desired data
modifications, and then click on Amos as one of the available
analyses within the SPSS package. Despite the drawbacks
described in the next paragraph, the array of nifty features
makes Amos a highly desirable option for researchers in the
social sciences. Amos is not free, but it is available at a rea-
sonable price, especially if one can obtain it at the same time
one obtains the latest version of SPSS.

Unfortunately, Amos is not without limitations. Perhaps
the most important limitation is that one of its most desirable
features, the graphical interface, becomes quickly loaded
down with squares, circles, and arrows when more than a few
latent variables are included in the model. For example, a
model with five independent latent variables, three latent me-
diating variables, and three latent outcomes variables, would
be a jumble of wires (regression and correlation paths) and
extremely difficult to read. This problem is further exacer-
bated if one makes use of one of the models recommended
for enhancing the missing data estimation (described later).

Fortunately, Amos provides two solutions to these prob-
lems. First, Amos warns the user whenever two variables are
not connected by correlation or regression paths. Although
we cannot guarantee that this warning catches all possible
problems, we have found it to be very useful. Second, the text
version of Amos offers a clear solution for estimation of
larger models. Although the text version is a bit clunky in
comparison to the graphical version, it is a completely ser-
viceable alternative.

A second drawback to the use of Amos is that it is not quite
up to the state of the art regarding the SEM analysis itself.
First, the goodness of fit indices are a bit nonstandard in the
missing data case. The independence or null model, on which
many goodness of fit indices are based, assumes that all means
are zero. This assumption is so far wrong (unless the input
variables are standardized) that almost any model looks very
good in comparison. The solution is to estimate one’s own in-
dependence model, which estimates all item variances and
means, but no item covariances. This corresponds to the inde-
pendence model in use by the other major SEM programs.

A second way in which Amos is not quite up to existing
SEM standards relates to its modification indices. They are
not available at all in the missing data case and are sometimes
quite misleading even in the complete data case. Also not
available in Amos 4.0 is the Satorra and Bentler (1994)
correction to standard errors when data are not normally dis-
tributed. Note that some or all of these limitations may be
resolved in newer versions of Amos.

To finish on an up note, one of the key advantages of the
Amos program is that it provides a reasonable estimate of the
chi-square in the missing data case. This is something that is
not yet available with the data-based procedures described
next. In short, where possible, we highly recommend having
Amos as one of your missing data analysis tools.

Other FIML Programs for SEM

Three other options for FIML programs for SEM are LISREL
(Jöreskog & Sörbom, 1996), Mx (Neale, Boker, Xie, &
Maes, 1999), and Mplus (Muthén, 2001; Muthén & Muthén,
1998). LISREL (Jöreskog & Sörbom, 1996) has been the
most often used of the SEM programs since its introduction
in the late 1970s. The recently released version 8.50 has both
FIML and multiple-imputation capabilities. A single state-
ment converts the standard, complete-cases version of
LISREL to its FIML counterpart. The new missing data
features of this program are very good news for the regular
LISREL users.

Mx is a free program that takes the same analysis
approach as Amos. Although Mx’s interface is not as fancy
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as Amos, it is an extremely useful program. The fact that it
is available for free makes it especially appealing for some
researchers. In addition, Mx has features that were espe-
cially designed to facilitate analysis of behavioral genetics
data.

Mplus is a flexible SEM program developed with the
intention of presenting the data analyst with a simple and
nontechnical language to model data (Muthén & Muthén,
1998). Mplus includes many of the features offered by other
SEM programs and a few that are not offered by other pro-
grams. For example, the ability to work with categorical vari-
ables is not easily implemented in other SEM programs. A
major innovation of Mplus is its ability to use mixture mod-
els to model categorical and continuous data simultaneously.
For example, Mplus allows one to model different latent
classes of trajectories in latent growth curve modeling, a kind
of model referred to as second-generation structural equation
modeling by Muthén (2001).

Mplus includes missing data analysis for continuous
outcomes under the assumption of MAR or MCAR. Parame-
ters are estimated using maximum likelihood. Mplus also
allows for missing data in categorical variables in mixture
models.

FIML for Latent Class Analysis

In addition to Mplus, which has latent class features, LTA
(Latent Transition Analysis; Collins, Hyatt, & Graham, 2000;
Hyatt & Collins, 2000) also offers missing data capabilities
in conjunction with latent class analysis. Although a full de-
scription of the capabilities of these programs is beyond the
scope of this chapter, both programs share with other FIML
procedures the feature of dealing with missing data and para-
meter estimation in a single step.

ACCEPTABLE DATA-BASED MISSING
DATA PROCEDURES

With data-based missing data procedures, the missing data
issues are handled in a preliminary step, and the main
data analysis (parameter estimation) is handled in a second,
separate step. The two procedures discussed here are
the EM algorithm for covariance matrices, and multiple
imputation.

EM Algorithm

The EM algorithm for covariance matrices reads in the data
matrix, with missing and nonmissing values, and reads out a

maximum-likelihood variance-covariance matrix and vector
of means. This variance-covariance matrix and vector of
means may then be used by other programs for further analy-
ses of substantive interest. Analyses that may be performed
with the output from the EM algorithm include SEM (e.g.,
with LISREL or EQS), multiple regression (e.g., with SAS),
exploratory factor analysis (e.g., with SAS), and coefficient
alpha analysis (e.g., with the utility ALPHNORM).

EM Algorithm in Brief

Details of the EM algorithm for covariance matrices
are given in Little and Rubin (1987; also see Graham &
Donaldson, 1993; Schafer, 1997). In brief, EM is an iterative
procedure. In the E-step, one reads in the data, one case at a
time. As each case is read in, one adds to the calculation of
the sufficient statistics (sums, sums of squares, sums of cross
products). If nonmissing values are available for the case,
they contribute to these sums directly. If a variable is missing
for the case, then the best guess is used in place of the miss-
ing value. The best guess is the predicted score based on a
regression equation with all other variables as predictors.
For sums of squares and sums of cross products, if neither
element is missing, or if just one element is missing, the
best guess is used as is. If both elements are missing, a cor-
rection term is added. This correction term amounts to added
variability.

In the m step, once all the sums have been collected, the
variance-covariance matrix (and vector of means) can simply
be calculated. Based on this covariance matrix, the regression
equation can also be calculated for each variable as a depen-
dent variable. The regression equation from iteration 1 is then
used in the next e step for iteration 2. Another (better) covari-
ance matrix is produced in the m step of iteration 2. That co-
variance matrix and regression equations are used for the
next e step, and so on. This two-step process continues until
the change in the covariance matrix from one iteration to the
next becomes trivially small.

EM provides maximum-likelihood estimates of the vari-
ance-covariance matrix elements. Some analyses that are
based on this covariance matrix are also maximum likeli-
hood. For example, if the EM covariance matrix is used to
perform a multiple-regression analysis, the resulting regres-
sion weights are also maximum-likelihood estimates. With
this type of analysis, EM and FIML procedures (e.g., Amos)
yield identical results.

However, for other analyses—for example, SEM with
latent variables—parameter estimates based on the EM
covariance matrix are technically not maximum likelihood.
Nevertheless, even these parameter estimates based on the
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EM covariance matrix are excellent in that they are unbiased
and efficient.

The biggest drawback with EM is that it typically does not
provide standard errors (and confidence intervals) as a by-
product of the parameter estimation. Thus, although the para-
meter estimation itself is excellent with EM, it is not possible
to do hypothesis testing with the EM-based estimates unless
one does a separate step specifically for that purpose, such as
the bootstrap (Efron, 1982). The more common approach to
obtaining standard errors for general analysis is a procedure
related to EM: multiple imputation (described in a later
section).

However, for special purposes, using the excellent para-
meter estimation of EM serves an extremely useful function.
If hypothesis testing is not important, for example, with ex-
ploratory factor analysis, or coefficient alpha analysis, ana-
lyzing the EM covariance matrix is an excellent option. We
present an illustration of this type of analysis later in this
chapter. In a later section (“A Few Loose Ends”), we also dis-
cuss briefly the use of the EM covariance matrix for taking a
quick and dirty look at one’s data, even when hypothesis
testing is required. Use of the EM matrix is also good for es-
tablishing goodness of fit in SEM when data are missing
(Graham & Hofer, 2000).

EM Algorithm Programs

There are many programs available for the EM algorithm for
covariance matrices. Perhaps the best option is Schafer’s
(1997) NORM program. The program is designed to perform
multiple imputation, but one of the intermediate steps is
to calculate the EM covariance matrix. Utility programs
(e.g., ALPHNORM) are easily written that allow the use of
NORM’s EM covariance matrix for performing analysis with
SAS (and other programs) and for doing coefficient alpha
analysis.

Other programs for performing EM include EMCOV
(Graham et al., 1994), SPSS, and SAS. EMCOV is a DOS-
based program that was developed in the early 1990s. Nearly
all of its functions are better handled by Schafer’s (1997)
NORM program, except that, as a stand-alone program,
EMCOV is sometimes easier to use with simulation studies.
The current implementation of the EM algorithm within
SPSS (version 10) is disappointing. First, the program is
painfully slow, and it often crashes with problems of any
size. Second, the EM routine is not integrated into the other
SPSS procedures. An excellent, but nonexistent option, for
example, would be to use the EM covariance matrix (auto-
matically) as input into the factor analysis and reliability
procedures. In fact, this should be the default for handling

missing data in these two procedures. Watch for substantial
improvements in future releases of SPSS. SAS 8.2 offers all
these functions in PROC MI. (Please check our web site,
http://methodology.psu.edu, for updated information relating
to the software described in this chapter.)

Multiple Imputation

The problem with regression-based single imputation is that
there is too little variability in the variables containing miss-
ing values. This lack of variability comes from two sources.
First, the singly imputed values lack error variance. Every
imputed value lies right on the regression line. In real (i.e.,
nonmissing) data, the data points are above or below the re-
gression line but seldom right on it. This sort of variability
can be restored simply by adding a random error term to each
imputed value (EM adds a similar kind of error to the sums of
squares and sums of cross products). This random error could
come from a distribution of the known error terms for the
variable in question, or it could simply be a value from a nor-
mal distribution. Schafer’s (1997) NORM program takes this
latter approach.

The second reason that single imputation lacks variabil-
ity is that the regression equation used for imputing values
is just one estimate of the regression equation. That is, this
regression equation is based on the data at hand, and the
data at hand represent just a single (random) draw from the
population. Another random draw from the population
would yield a slightly different regression equation. This
variability translates into slightly different imputed values.
Restoring this kind of variability could be done easily if a
person could simply make multiple random draws from the
population. Unfortunately, this is almost never possible; we
typically have just one data set to work with. However, it
may be possible to simulate multiple random draws from
the population.

One approach to this simulation is to use bootstrap meth-
ods. Creating multiple bootstrap data sets would (to an
extent) be like taking multiple random draws from the popu-
lation. Another approach is to simulate these random draws
with data augmentation (Tanner & Wong, 1987). Data
augmentation, which is used in Schafer’s (1997) NORM
program, bears some similarity to EM. Like EM, data aug-
mentation is a two-step, iterative procedure. For each step
of data augmentation, one has an i (imputation) step and a p
(posterior) step (the accepted jargon is steps of data augmen-
tation and iterations of EM). In each i step, data augmentation
simulates the data based on the current set of parameters. In
each p step, data augmentation simulates the parameters
given the current data.
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With this process, which is one in a family of Markov
Chain Monte Carlo procedures, the parameters from one step
of data augmentation are dependent upon the parameters
from the immediately preceding step. However, as one
moves more and more steps away from the original step, the
parameter estimates become less and less dependent upon
the initial estimates, until the two sets of parameter estimates,
and the imputed data sets that are generated from them, are as
independent of one another as one might find with two ran-
dom draws from the same population. It is important to dis-
cover how many steps apart two imputed data sets must be in
order for them to simulate two random draws from the popu-
lation. We will elaborate on this point during the practical
example.

Doing Multiple Imputation

The multiple-imputation process requires three steps. First,
one creates m imputed data sets, such that each data set con-
tains a different imputed value for every missing value. The
value of m can be anything greater than 1, but it typically
ranges from 5 to 20. Second, one analyzes the m data sets,
saving the parameter estimates and standard errors from
each. Third, one combines the parameter estimates and stan-
dard errors to arrive at a single set of parameter estimates and
corresponding standard errors.

Implementation of Multiple Imputation

There are many implementations of multiple imputation. An
excellent option is Schafer’s (1997) set of programs, headed
by the NORM program for multiple imputation under the
normal model. This program works with continuous data, but
it has been shown to perform well with categorical data (3+
categories with no missing data, 2− category data with miss-
ing data). NORM performs well with nonnormal data and
with small sample sizes (Graham & Schafer, 1999). NORM
can also be used with longitudinal panel data and with cluster
data, as long as the number of clusters is relatively small
(cluster membership in k clusters is modeled as k � 1 dummy
codes, which are included in the multiple-imputation model).

Schafer’s (1997) NORM program (or any normal-based
imputation procedure) is an excellent choice with most longi-
tudinal data sets. Many longitudinal models—for example,
standard growth models—are fully captured by the NORM
model. Nothing is gained in this context by using specialized,
general linear mixed model programs, such as Schafer’s PAN
program. It is only under special longitudinal circumstances
(e.g., when all cases are missing for one variable at one point
in time, or when some pair of variables is missing for all

subjects, as with cohort-sequential designs) that these spe-
cialized programs are better.

Schafer (1997) also has three other multiple-imputation
programs. PAN is available for special longitudinal panel
data situations and cluster data when there are many clusters
(Schafer, 2001; also see Verbeke & Molenberghs, 2000 for
another treatment of mixed models for longitudinal data).
CAT is available for strictly categorical data and is especially
suited for missing data when the categorical variable has
three or more levels. MIX is available for mixed categorical
and continuous data.

All four of the programs are available as Splus routines.
NORM is also available as a stand-alone Windows (95/98/
NT/2000) program, and the current implementation is ver-
sion 2.03. All of Schafer’s (1997, 2001) programs are avail-
able at no cost at http://methodology.psu.edu.

We have already mentioned that LISREL 8.50 (Jöreskog &
Sörbom, 1996) has a multiple-imputation feature. In addition,
PROC MI and PROC MIANALYZE have been implemented
in SAS version 8.2. Both of these implementations of multiple
imputation are based on Schafer (1997) and promise to in-
crease greatly the usefulness of these procedures.

A COMPARISON OF MODEL-BASED AND
DATA-BASED PROCEDURES

The conventional wisdom regarding missing data procedures
holds that the model-based procedures and data-based proce-
dures, especially multiple imputation, are essentially equiva-
lent in the quality with which they deal with missing data and
differ only in the preferences researchers may have regarding
the use of one or the other. However, recent evidence has
shown that, although the conventional wisdom remains true
in theory, there may be important differences in the quality of
these two approaches as they are typically practiced (Collins
et al., 2001). The main difference relates to the use of model-
irrelevant variables.

Model-based procedures—for example, FIML procedures
for SEM—deal with the missing data and parameter estima-
tion at the same time. Thus, by their very nature, these mod-
els tend to be limited to the variables that are deemed to be of
substantive relevance. The idea of including substantively ir-
relevant variables into the model, although quite possible
with many model-based procedures, is not typical. With mul-
tiple imputation, it is quite common, and also quite easy, to
include substantively irrelevant variables into the model.
Without understanding fully the reasons behind this,
researchers have been adding such variables for some time
under the belief that it is valuable to do so in order to help
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with the missing data aspect of the model. It is not so much
the number of variables that is important, but which variables
are or are not included.

Recent research (Collins et al., 2001) has shown that there
is good reason for including such substantively irrelevant
variables into all missing data models. Collins et al. have
shown several points relevant to this discussion. All of these
points relate to the inclusion of variables, which, although
outside the model of substantive interest, are highly corre-
lated with variables containing missing data. First, including
such variables when the missing data mechanism is MCAR
can reduce the standard errors of estimated parameters. Sec-
ond, with MAR missingness, although there is bias when the
causes of missingness are not included in the model, the bias
is much less of a problem than previously thought. Also, in-
cluding highly correlated variables into the model under
these circumstances reduces the standard errors of estimated
parameters.

Finally, Collins et al. (2001) have shown that with MNAR
missing data mechanisms, where the cause of missingness
cannot be included in the missing data model, bias can be
substantial. However, including highly correlated, substan-
tively irrelevant variables into the model can reduce this bias,
often substantially and, as with the other missing data mech-
anisms, can reduce the standard errors of estimated parame-
ters, without affecting the important parameter estimates. In
short, it is essential to include variables that, although sub-
stantively irrelevant, are highly correlated with the variables
containing missing data.

Because of these recent findings, users of model-based
missing data procedures must make every attempt to in-
clude these model-irrelevant variables. With some model-
based procedures, such as LTA (Collins et al., 2000), this is
simply not possible (at least at present). Thus, for many
analysis problems, the use of multiple imputation is clearly
preferred. However, for FIML-based SEM programs such
as Amos, Mx, LISREL 8.50, and Mplus, it is quite possible
to introduce these substantively irrelevant variables into the
model in a way that helps deal with the missing data and
does not alter the substantive aspects of the original model.
Models of this sort have been described recently by Graham
(in press).

The preliminary evidence is that the practice of adding sub-
stantively irrelevant variables has no real drawback, other
than increased model complexity. One of the problems with
multiple imputation is that as the number of variables in-
creases, EM and data augmentation require more iterations
and more time for each iteration. Thus, one practical draw-
back to adding many extra variables to the model will be that
it may take longer to run. In extreme cases, it may even be

necessary to break the problem apart in reasoned fashion (e.g.,
see Graham & Taylor, 2001) and impute the parts separately.

ILLUSTRATIONS OF MISSING DATA
PROCEDURES: EMPIRICAL EXAMPLES

In this section, we illustrate the use of two basic missing data
procedures: multiple imputation with NORM (Schafer, 1997)
and FIML with Amos (Arbuckle & Wothke, 1999). We
illustrate these procedures with two types of data analysis.
First, we illustrate the use of NORM, along with the utility
ALPHNORM, to perform basic data quality analyses (coeffi-
cient alpha). We illustrate this by analyzing the EM covari-
ance matrix directly and also by imputing a single data
set from EM parameters. Second, we illustrate a straightfor-
ward multiple-regression analysis with multiple imputation.
We illustrate this with both SAS and SPSS. For comparison,
we perform this same multiple-regression analysis using the
Amos program. Although we do not illustrate latent-variable
regression analysis, we do discuss SEM analysis with multi-
ple imputation and Amos.

Participants and Missing Data Patterns

The empirical data for these examples are drawn from the
Alcohol-Related Harm Prevention (AHP) project (Graham,
Roberts, Tatterson, & Johnston, in press; Graham, Tatterson,
Roberts, & Johnston, 2001). The participants for the AHP
study were undergraduate college students, the majority of
whom were sophomores in fall 1999. Longitudinal data are
included from five waves of data collected from September
1999 to November 2000 from the same students.

Describing the sample size in a study with missing data is
not a straightforward thing. We recommend describing the
sample size as follows. First, the population was defined as
the 1,702 students enrolled in one large college course in fall
1999. Of this number, N � 1,024 took part in at least one of
the five waves of measurement. A subset of these students
(634, 489, 707, 714, 628, respectively) participated in waves
1 through 5 of measurement. Table 4.1 summarizes the stu-
dent participation over the course of the study.

The “0” values in Table 4.1 represent wave nonresponse
or attrition. In addition to the wave nonresponse, students
may not have completed all items within the questionnaire.
For example, due to slow reading, they may have left
questions blank at the end of the survey. To minimize this
problem, the AHP questionnaire used a version of the “3-form
design” (Graham et al., 1994, 1996, 1997; Graham, Taylor,
et al., 2001). With this measurement design, the order of
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TABLE 4.1 Participation Patterns for the Five Waves of the
AHP Study

Wave

1 2 3 4 5 Frequency Percent

0 0 0 0 1 56 5.5
0 0 0 1 0 44 4.3
0 0 0 1 1 47 4.6
0 0 1 0 0 38 3.7
0 0 1 1 0 44 4.3
0 0 1 1 1 64 6.3
0 1 1 1 1 33 3.2
1 0 0 0 0 58 5.7
1 0 1 0 0 23 2.2
1 0 1 1 0 32 3.1
1 0 1 1 1 64 6.3
1 1 0 0 0 24 2.3
1 1 1 0 1 21 2.1
1 1 1 1 0 69 6.7
1 1 1 1 1 253 24.7

870 85.0

Note. 1 = participated; 0 = did not participate. The 15 patterns shown are
those involving the largest numbers of participants. Sixteen additional pat-
terns, each containing fewer than 20 students, are not shown.

presentation of the main item sets was rotated across the three
forms so that slow readers would leave different questions
blank depending upon which form they received.

Measures

Because the focus of this chapter is the methods more than
the substantive analyses, we describe the measures only
briefly. The main analysis to be described was multiple
regression.

Dependent Variable

For the main substantive analyses, we treated heavy alcohol
use at the last wave of measurement (November 2000) as the
dependent variable. This measure was made up of three ques-
tionnaire items. One question asked for the number of times in
the previous two weeks the person had consumed five or more
drinks in a row. A second asked how many times in the previ-
ous two weeks the person had consumed four or more drinks
in a row. The third question asked how many times in the pre-
vious 30 days the person had consumed enough alcohol to get
drunk. For the regression analyses, these items were summed
to form a composite scale for heavy alcohol use.

Predictors

There were six predictor variables in the multiple-regression
models. Three of these were considered background
variables: gender, religiosity, and the personality variable,

introversion. Gender was coded 1 for women and 0 for men.
The gender variable was the average of the gender question
over the five waves of measurement. For 1,021 students, this
average was exactly 1 or exactly 0, implying complete con-
sistency. For two students, the average was 0.8, meaning
that these students were most likely women but responded
male on one of the five questionnaires. For this chapter, these
were assumed to be women. For only one student was this
variable missing altogether.

The religion question was a single item asking how
important it was for the student to participate in religion at
college. Because the answer to this question was so highly
intercorrelated from wave to wave, the religion variable used
in this chapter was a simple average of this variable over the
five waves of measurement.

The introversion variable was a composite of 10 items from
a 50-item version of the Big-5 (Saucier, 1994). The items were
scored such that higher values implied greater introversion.

Also included as predictors were three other variables
from the September 1999 survey: negative attitudes about
authority (DefyAuthority), perceptions of alcohol consump-
tion by students in general at this university (PeerUse), and
intentions to intervene in possible harm situations (Intent-
Intervene). The number of items and coefficient alpha for
each scale are presented in Table 4.2.

The patterns of missing data for the variables included in
the main regression analyses (described later) are shown in
Table 4.3. Two of the predictor variables (gender and reli-
giosity), which were formed by combining data from all five
waves of measurement, had so few missing values (12 cases
were missing for religiosity and 1 case was missing for gen-
der) that they were omitted from Table 4.3. A third predictor
variable (introversion) was measured at only one time (at
whichever time was the first measurement for any given indi-
vidual) but had slightly more missing data and appears in
Table 4.3.

TABLE 4.2 Summary of Questionnaire Items and Coefficient Alpha

Coefficient Alpha

Impute Analyze
Number from EM

AHP Predictors of Items EM Directly

gender (men = 0, women = 1) 1 — —
religion (higher value = religion 1 — —

more important)
introversion 10 .89 .89
Defy Authority (Sep 1999) 3 .60 .60
Perceptions of Peer alcohol use 3 .84 .85

(Sep 1999)
Intent to Intervene (Sep 1999) 4 .74 .74
Main DV: Heavy alcohol use (Nov 2000) 3 .94 .94
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TABLE 4.3 Missing Data Patterns for Variables Included in
Main Analyses

Variables

DV Predictors

Heavy
Drinking Intro- Defy Peer Intent
Nov 2000 version Auth Use Intervene Freq Percent

0 0 1 1 1 23 2.2
0 1 0 0 0 147 14.4
0 1 1 1 1 193 18.8
1 1 0 0 0 227 22.2
1 1 0 1 1 26 2.5
1 1 1 1 1 357 34.9

Totals 973 95.0

Note. “1” means student provided data; “0” means student did not provide
data. These six patterns are those involving the largest numbers of partici-
pants. Ten additional patterns, each involving fewer than 20 students, are not
shown. The predictor variables gender and religiosity, which were formed by
combining data from all five waves, had so little missing data that they are
not shown here.

Other Variables

As we noted previously, there is value in including other vari-
ables in the missing data model, whether or not they are re-
lated to missingness, if they are highly correlated with the
variables containing missing data. In any study involving
longitudinal data, it is always possible to include measures
from all waves of measurement, even if all waves are not in-
volved in the analysis of substantive interest. Because it is
often the case that measures from one wave are rather highly
correlated with the same measures from an adjacent wave, it
is generally an excellent idea, from a missing data standpoint,
to include such variables where possible.

For our analysis of substantive interest, the dependent vari-
able was from the November 2000 measure (wave 5), and the
predictors of interest were mainly from the September 1999
measure (wave 1). In our case, we also included 21 relevant
variables from all five waves of measurement. We included
measures of alcohol use (i.e., three items measuring alcohol
consumption without focusing on heavier drinking) from all
five waves, heavy drinking (same as main dependent variable)
from waves 1–4, and defiance of authority (same as predictor
variable), perceptions of peer alcohol use (same as predictor),
and intent to intervene (same as predictor) from waves 2–5.

Data Quality Analysis with NORM

With most analyses, the researcher wishes to test hypotheses.
For these analyses, it is important to have good parameter
estimation and good estimation of standard errors (and confi-
dence intervals). However, with data quality analysis, it is

generally sufficient to have good parameter estimation. Thus,
for data quality analysis, there are two good options that are
not available for hypothesis testing. These two options are
(a) to analyze the EM covariance matrix directly and (b) to
analyze a single data set imputed from the EM parameters
(with error).

EM produces maximum-likelihood estimates of the
covariance matrix. From this, one may perform exploratory
factor analysis and may get excellent estimation of coeffi-
cient alpha in the missing data case. The main drawback to
analyzing the EM covariance matrix has been the logistics of
producing a matrix that is readable by existing software. We
will describe a solution to this logistical problem.

Producing a single imputed data set from EM parameters is
not normally a good solution to hypothesis-testing problems.
Although the data set itself is a plausible one, the fact that there
is just one data set means that it is not possible to estimate
standard errors accurately for the parameters estimated from
this data set. Nevertheless, if one must produce a single im-
puted data set, using EM parameters is the best option in that
EM parameters are, in a sense, in the center of parameter
space. Another way of thinking about this is to note that the
EM parameters are very similar to the average parameters
obtained from a large number of imputed data sets.

The key advantage of using a single data set imputed from
EM parameters is that one is dealing with a data set with no
missing data. Thus, standard statistical software (e.g., SAS or
SPSS) can be used. The only caveat is that in analyzing this
single data set, one should NOT rely on the t values and p
values generated by the analysis.

Multiple Imputation with NORM

In this section, we describe in some detail the use of the
NORM software (version 2.03; Schafer, 1997). NORM will
very likely be modified and improved in the future. In order
to maximize the value of the information provided in the pre-
sent chapter, step-by-step instructions for the operation of the
current version of NORM will be maintained at our web site,
http://methodology.psu.edu.

Although the step-by-step instructions described here
apply specifically to the NORM program, most of the issues
covered will, or should, have counterparts in any multiple-
imputation program. Thus, the instructions provided in the
following pages should be seen as being applicable in a
quite general way to other multiple-imputation software
as well.

In order to perform item analysis (coefficient alpha) or ex-
ploratory factor analysis, we must first perform the first part
of multiple imputation with NORM (Schafer, 1997). For
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more detail about the operation of NORM, please see Schafer
and Olsen (1998; also see Graham & Hofer, 2000).

Running NORM, Step 1: Getting NORM

If you do not have NORM already, it can be downloaded for
free from our web site. Please note that all software illus-
trated in this chapter (except Amos) can be downloaded for
free from this web site. Click on Software and follow the
links for NORM. Once you have it downloaded, install the
program. The defaults usually work well.

Running NORM, Step 2: Preparing the Data Set

First, one must prepare the data set. Do this by converting
all missing values in the data set to the same numeric value
(e.g., �9). Whatever value it is, this missing value indicator
should be well out of the legal range for all variables in the
data set. Next, write the data out as an ASCII, or text data set.
We find that using the suffix .dat tends to work best, but .txt
will also work. Each value in the output data set should be
separated by a space (i.e., it should be space delimited).
Be careful to write out the data for each case in one long line.

It really helps if you have a separate file containing just the
variable labels (in order) as one long column vector (i.e., one
variable name per line). This should also be an ASCII, or text
file, and it should have the same name as your data file, except
that it should have .nam as the suffix, rather than .dat or .txt.

Many of these data preparation steps, which are required
with NORM 2.03, may not be required in other programs. For
example, one clear advantage of working with PROC MI in
SAS is that the data sets are already prepared, and this step is,
to a large extent, unnecessary.

Running NORM, Step 3: Variables

For the most part, NORM is a rather user-friendly program. It
works like most Windows programs, and very often one can
simply accept the default options at each step. With NORM
2.03, begin by starting a new session. Locate your recently
created data file, and read it into NORM.

Once your data have been read into NORM, you are ready
to go. If you want to name your variables (e.g., if you have
not created a separate .nam file), look at their distributions,
perform any temporary transformations, request rounding for
imputed values, or select variables for inclusion in the model.
You can do so by clicking on the Variables tab.

We have two points to make here. First, if you have a very
large data set (e.g., 100 variables and 3,000 cases), you will
want to consider applying appropriate transformations (e.g.,

log transformation if skew is to the right or square transfor-
mation if skew is to the left) before running NORM. It will
speed up EM and data augmentation to a substantial degree.
Please note that if you choose to transform variables in
NORM, NORM uses these transformations during calcula-
tions but always writes out its imputed data sets using the
original, untransformed scales.

Second, NORM 2.03 has Not recommended for the No
rounding option. We take exactly the opposite view. Except
for special cases (e.g., needing a dichotomous dependent
variable for logistic regression), we argue that less rounding
is better. We argue that rounding is rather like adding more
random variability to a variable once it has been imputed.
This is typically not desirable. In any case, the difference be-
tween rounding and not rounding is generally small. For our
example, we changed all integer rounding (the default for in-
teger variables), to hundredths rounding.

Running NORM, Step 4: Summarize

Click on the Summarize tab, and click on Run (accepting
the defaults). The results of this summary will be much more
meaningful if you have included a .nam file with the variable
names or if you have explicitly named your variables in
the Variables tab. Otherwise, you have to know which vari-
able is which.

This summary is an extremely valuable troubleshooting
tool. Look at the number and percent missing for each vari-
able. Do the numbers make sense, given what you know
about the data set? If any variable is missing for 100% of the
cases, it may mean that you have made a coding error some-
where. If it is not an error, the variable should be omitted
from the analysis.

The matrix of missingness patterns is also very useful. If
the number of patterns is small, this could be reported, as is,
in your article where you would normally talk about the sam-
ple size. If the number of patterns is large, it might be useful
to present in table form only the patterns with the largest
numbers of cases. If there is a very large number of missing-
ness patterns, it will be necessary to summarize the patterns,
as we have done in this chapter.

Please note that the pattern representing complete data (if
it exists) always appears at the top and that the pattern with
the least data appears at the bottom. It is not good if the pat-
tern at the bottom shows all zeros (no data). If the number of
cases with no data is large or puzzling, it could be due to a
coding error somewhere. Whether or not it is an error, you
should delete such cases before continuing.

Our first example involved the 25 individual variables de-
scribed above and in Table 4.2, as well as the 21 variables
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included to help with imputation. In this first example, there
were 205 patterns of missing and nonmissing data. Most of
these patterns involved just a single individual. The largest
pattern (N � 106) was the pattern for which the cases had
complete data for all 46 variables included in the missing
data analysis.

Running NORM, Step 5: EM Algorithm

Next, click on the EM algorithm tab. It is often possible to ac-
cept all the defaults here and simply click on Run (this worked
in our example). However, there are some options you should
consider before doing this. For some of these options, click on
the Computing button. The options here are maximum itera-
tions, convergence criterion, and ML or posterior mode.

Maximum Iterations. The default here (1,000 itera-
tions) will usually be enough. However, if this is a large job
(e.g., anywhere near 100 variables), you might want to bump
this up to something larger (e.g., 2,000). Please note that you
can always stop the iterations at any point and use the interim
results as a new starting place. Also, if EM stops after 1,000
iterations and has still not converged, you can always use that
(interim) result as the new starting place.

Convergence Criterion. The default in NORM is .0001.
We have always used this default. NORM automatically stan-
dardizes all variables prior to running EM. All variables are
back-transformed to the original scales for imputation. Stan-
dardizing all variables to variance = 1 gives the convergence
criterion clear meaning. Bear in mind that other missing data
programs may not routinely standardize the variables prior to
running EM. Thus, the convergence criterion for other pro-
grams may have different meaning if the variables involved
have variances that are substantially smaller or larger than 1.
Also, note that for other programs the meaning of the conver-
gence criterion may be something different from the criterion
in NORM. With EMCOV and SAS, for example, convergence
is achieved when the largest covariance matrix element
change is smaller than the convergence criterion. However,
with NORM, convergence is achieved when the largest
change, divided by the parameter value, is smaller than the
convergence criterion. Thus, the convergence criterion in ver-
sion 2.03 of NORM is generally more conservative than the
corresponding criterion in SAS PROC MI.

ML or Posterior Mode. If you have a relatively large
number of complete cases, you should use the ML estimate
or at least try that first. Use of the ridge prior is not well
described in the substantive literature, but it is defensible if

you have relatively few complete cases. Adding a hyperpara-
meter has an effect similar to adding that number of new
(complete) cases to your data set, such that all the variables
are uncorrelated. The benefit of adding complete cases is that
it adds stability to the EM and data augmentation models.
The drawback of adding a hyperparameter is that all covari-
ances will be suppressed toward zero. For this latter reason, it
is critical that this hyperparameter be kept small. In fact,
Schafer (1997) talks about the possible benefit of a hyperpa-
rameter of less than 1. Think like a critic when selecting this
value. How would you, as a critic, react to someone’s adding
100 new (bogus) cases to a data set if the original sample
was only 200? On the other hand, how would you react to
someone’s adding 10 new (bogus) cases to a data set when
the original sample size was 1,000? We argue that the second
example is much easier to accept.

Other Options. The EM part of NORM produces two
files, em.out and em.prm. Em.out is a nicely formatted output
file that is meant to be viewed. The EM means, variances, and
covariances shown in this file are the best available single es-
timates of these values. We recommend that it is these values
that should be reported in your article. If you are interested in
seeing the EM correlations (rather than variances and covari-
ances), you can select Correlation matrix before you run EM.
The file em.prm is the parameter file and is meant to be used
in analysis, but not to be viewed. Be careful when you are
starting EM that you are not overwriting another file with the
same name. You could be throwing away hours of work! You
can rename these output files if you like.

It is also possible to specify one of these .prm files from a
previous job. For example, if you have previously allowed
EM to run for 1,000 iterations, and it did not converge, you
can rename the old em.prm file to be, say, em_old.prm, and
then specify that as your starting values for the new analysis.

Speed of EM. The speed of convergence of EM de-
pends on many factors. The most important factor is the num-
ber of variables. The number of cases does not matter as
much. Another factor that affects the speed of EM is the
amount of missing information. This is not the same as the
amount of missing data, per se, but it is certainly related to
that. If you have much missing data, EM (and data augmen-
tation) will take longer.

Our Example. In our initial example, we had 46 vari-
ables and 1,024 cases. EM converged normally in 146 itera-
tions. By normal convergence we mean that there were no
error messages and that the fit function changed monotoni-
cally throughout the iteration history.
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Pause to Perform Data Quality Analyses with Interim
Results from NORM

Coefficient Alpha Analysis: Analysis of EM Covariance
Matrix With the ALPHNORM Utility

The ALPHNORM utility can be downloaded for free
from our web site (note that the current version of
ALPHNORM works only if you have made no data trans-
formations with NORM). This utility makes use of the EM
output from NORM. The current version of the program is a
bit clunky and works only from the DOS prompt. However,
it is useful for calculating standardized coefficient alpha
and alpha-if-item-deleted from the EM covariance matrix
produced by NORM. If you have previously used a .nam
file with NORM, then ALPHNORM reads these names.
Each variable is also identified by number. You select the
number of variables to be analyzed and the corresponding
variable numbers. ALPHNORM provides the standardized
coefficient alpha, along with information about alpha-if-
item-deleted.

We do not actually describe the coefficient alpha analysis
here, but the results of these analyses appear in the rightmost
column of Table 4.2.

Exploratory Factor Analysis: Using ALPHNORM to
Create SAS-Ready Data Sets

The ALPHNORM utility can also be used simply to write out
SAS-ready data sets. Specifying 1 when prompted results in
the utility’s writing out a SAS-ready version of the EM co-
variance matrix, along with the actual SAS code needed to
read that matrix. This SAS code (see Appendix A) includes
the variable names, if available. The SAS data step should
run as is. The utility also sets up the syntax for PROC FAC-
TOR, leaving out only the variable names. The utility also
provides syntax for PROC REG, but this should be used with
caution, because there is no basis for the T and p values. The
ALPHNORM utility sets the sample size arbitrarily to 500. If
there is a good rationale, you can change this number manu-
ally to something more reasonable.

We do not actually perform an exploratory factor analysis
here, but the code provided in Appendix A will facilitate this
analysis. With version 8.2 of SAS it is very convenient to do
exploratory factor analysis based on the EM covariance ma-
trix all within SAS. First, specify PROC MI nimpute = 0;
and EM emout = sasdatasetname. Then specify PROC FAC-
TOR data = sasdatasetname (type � cov). . . . Unfortu-
nately, this shortcut is not available in earlier versions of
SAS, and a similar shortcut is not available for performing
coefficient alpha analysis.

Multiple Imputation: Running NORM, Continued

Running NORM, Step 6: Impute From EM Parameters

To impute from EM parameters in NORM, simply click on
the Impute from parameters tab, and click on the Run button.
Be sure that the window Use parameters from parameter
(*.prm) file has been selected and that em.prm is indicated.
By default, NORM writes out a data set with the root of the
data set name, followed by _0.imp. This data set may then be
analyzed using SAS, SPSS, or any program of your choosing.

Coefficient Alpha Analysis: Using NORM to Impute From
EM Parameters (Analysis With SAS or SPSS)

We have argued above that using one imputed data set based
on EM parameter estimates is a reasonable way to proceed
for analyses that require raw data but not hypothesis testing.
Because this approach is so much like analyzing a complete
cases data set, many users will find this to be a desirable al-
ternative to analyzing the EM covariance matrix for perform-
ing coefficient alpha analysis or exploratory factor analysis.

We do not actually show these analyses here, but the re-
sults of the coefficient alpha analyses (using SAS) for these
data appear in Table 4.2. Note how similar these results were
in comparison with direct analysis of the EM covariance ma-
trix. Of the five scales analyzed, coefficient alpha was the
same (to two decimal places) for four and differed by only
one one-hundredth for the remaining scale.

Many programs have the capability of imputing a single
data set from EM parameters (e.g., SPSS and EMCOV). If
programs other than NORM are used for this purpose, be cer-
tain that error is added to each imputed value. In SPSS (ver-
sion 10.1), for example, the values are imputed, but error is
not added. This will produce important biases in exploratory
analyses.

Running NORM, Step 7: Data Augmentation
and Imputation

Please note that the following analyses were based on a
slightly different data set from what we just described. The
remainder of our empirical example involves imputation of
the seven intact scales described above and in Table 4.2,
along with the 21 other variables added to help with imputa-
tion. EM analysis of the individual items was required for the
coefficient alpha analysis. However, multiple imputation of
the intact scales, which was all that was required for per-
forming the multiple regression, was much more efficient.
For example, note the difference in number of iterations re-
quired for EM to converge (42 versus 146). 

schi_ch04.qxd  8/7/02  12:15 PM  Page 101



102 Methods for Handling Missing Data

We summarize briefly the preliminary NORM analyses
with this new data set. For these analyses, there were 28
variables in total. There were 105 patterns of missing and
nonmissing values, 56 of which involved just a single indi-
vidual. The largest pattern (N � 218) was the pattern of
complete data. For this data set, EM converged normally in
42 iterations.

Once you have run EM within NORM, the next step for
multiple imputation is data augmentation. Click on the Data
augmentation tab.

The Series Button. The information here is for setting
up the diagnostics for data augmentation. In order to run the
diagnostics, you should click on one of the Save options.
Click on Save all parameters to save information about all of
the parameters (variances, covariances, and means). If the
number of variables is small, or if you have little experience
with a particular data set, this may be a good option. However,
with this option, the program saves all parameter estimates at
every step of data augmentation. Thus, with a large number of
variables and a large number of steps, the file containing this
information could be huge (e.g., 50 to 100 MB or larger).

Thus, a good compromise is to click on Save only worst
linear function. If the results for the worst linear function are
acceptable, then the results for all other parameter estimates
will be no worse than this. This file is generally very small.

The Imputation Button. Usually you will want to click
on Impute at every kth iteration. However, what value should
be used for k? We noted earlier that one of the key questions
when doing data augmentation is how many steps are re-
quired before two imputed data sets are like two random
draws from a population. There are two approaches to be
taken here: (a) One can select a conservative number of steps
between imputed data sets, or (b) one can perform the diag-
nostics to see how many steps between imputed data sets are
suggested by the data. We recommend a combination of these
two approaches.

With other implementations of multiple imputation, the
entire process may be more automated than the process de-
scribed for NORM. For example, in SAS 8.2 one runs EM,
MCMC, and imputation all in a single step without user
input. This reduction of steps, however, is only apparent.
Regardless of what software one uses, the user must, as we
describe below, make decisions along the way.

First, determine how many iterations it took EM to con-
verge. We recommend that you begin with this number for k.
For example, it took EM 42 iterations to converge in our ex-
ample. Thus, to be somewhat conservative, we began by set-
ting k to 50. That means that NORM will produce an imputed

data set every 50 steps of data augmentation. If, after viewing
the diagnostics, you believe that k should have been larger,
you can (a) redo data augmentation using the larger value for
k, or (b) simply use every imputed data set with an even num-
ber, discarding those with odd numbers. This effectively dou-
bles k. Then create as many new imputed data sets as needed
using the larger number of k between imputed data sets.

The Computing Button. The number of iterations is the
total number of iterations. For example, if k is set to 50 and
you wish to produce 20 imputed data sets, this value should
be 20 � 50 � 1,000. If you have used the ridge prior for EM,
you should use the same thing here (this will be the default).

How many imputed data sets? Schafer and Olsen (1998)
provide a table for assisting with this decision. The larger the
fraction of missing information, the greater m should be. Un-
fortunately, one obtains the estimate of the fraction of miss-
ing information only after one imputes the data. Further, the
fraction of missing information provided by NORM is itself
just an estimate. Thus, for small values of m, this estimate is
rather unstable (unreliable). Thus, our somewhat nonstatisti-
cal recommendation is to set m to at least 10 (20 is better).
You can always decide to analyze only the first m � 5 im-
puted data sets if it turns out that is all you need.

Running Data Augmentation. Once all the informa-
tion has been given, click on run. With smaller problems (rel-
atively few variables), this process will be rather quick. With
larger problems (many variables), this may take some time.
You will notice that every time the number of steps passes a
multiple of k, NORM pauses to write out an imputed data set.

Multiple-Imputation Data Sets. The result of all your
efforts will be m imputed data sets. Each data set will be like
a complete data set. For every nonmissing value, that non-
missing value will appear in each of the data sets. For every
value initially missing, an imputed value will appear. That
value will be different, sometimes quite different, across the
m different data sets. 

Our Example. In our example, we created 20 imputed
data sets. We set k = 50, and the total number of data aug-
mentation steps was 1,000. The imputation process took just
under three minutes on a 366 MHz Pentium II laptop.

Running NORM, Step 8: Data Augmentation Diagnostics

To check the diagnostics, click on the word Series at the top
of the screen. Click on Open to see a menu of the available
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series. The default name is da.prs. Once the data set is open,
click on Series again and on Plot. If you asked for the worst
linear function, that is all that will appear. Figure 4.1 shows
the diagnostic plots for the worst linear function from 1,000
steps of data augmentation for the sample data used in this
chapter. The upper plot is simply a plot of the value of the
worst linear function at each step of data augmentation.
Ideally, you will see a pattern in this upper plot that looks
something like a rectangle. The plot shown in Figure 4.1 is
reasonably close to the ideal. Schafer & Olsen (1998) show
figures of two additional NORM plots, including plots of so-
lutions that are problematic. Additional figures are presented
in the Help documentation for NORM. If the plot snakes
gradually up and down, you may have a problem. If you do
notice this sort of problem (please see Schafer & Olsen for a
particular kind of problem), you may be able to solve it ade-
quately by using the ridge prior with a small hyperparameter.

The lower plot (see Figure 4.1) is the plot of the autocorre-
lation. It is the correlation of a parameter estimate (in this case
the worst linear combination) at one step with the same esti-
mate 1, 2, 50, or 100 steps removed. When the autocorrelation
dips below the red line (and stays there), you have evidence

that this value of k (the number of steps of data augmentation
between imputed data sets) is sufficient to produce a non-
significant autocorrelation between estimates. That is, setting
k to this value will be sufficient for multiple imputation. In our
experience, this value is typically much smaller than the num-
ber of iterations it took EM to converge. In this context, we
caution that our experience is based on the use of NORM, for
which the convergence criterion is “the maximum relative
change in the value of any parameter from one cycle to the
next” (according to the NORM help documentation). That is,
the change in a parameter estimate from one iteration to the
next is scaled according to the magnitude of each parameter
estimate in question. Other software may use different conver-
gence criteria, in which case the relationship between the con-
vergence properties of EM and MCMC will be different.

In our example, it appeared that the autocorrelation plot
became nonsignificant around k = 10. That is, we would
have been justified in using k = 10 for imputing our data sets.
Thus, our original decision to use k = 50 was fully justified
and, in fact, proved to be quite conservative. Based on the
diagnostics, we retained the 20 imputed data sets without
further work.

Figure 4.1 Multiple Imputation Diagnostic Plots
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Multiple-Regression Analysis With the
Multiple-Imputation Data Sets 

The main analysis used here is one researchers use very
often. Thus, we will say only that this was a simultaneous
linear multiple-regression analysis. The dependent variable
was the composite scale for heavy alcohol use from the
November 2000 measure. The six independent variables
were described previously.

In theory, analysis with multiple imputation is extremely
easy to do. One simply runs the analysis of choice—for ex-
ample, SAS PROC REG—with one data set and then repeats
the process, changing only the input data set name. The whole
process takes only a few minutes. Because one is dealing with
raw data, it is very easy to recode the data (e.g., log transfor-
mations, reverse coding, or standardization) and to compute
new variables (e.g., averages of standardized variables).

The biggest problem one faces with multiple imputation is
saving parameter estimates and standard errors from each
analysis and combining them into a form that is usable with
NORM for hypothesis testing (MI Inference). Fortunately,
with SAS 8.2, even if one imputes the data with NORM,
analysis and MI Inference with SAS is extremely easy. This
process is outlined in the next section. With older versions of
SAS, with SPSS, and with other statistical programs, the
process is more complicated. However, SPSS and older ver-
sions of SAS do provide users with a macro language that
facilitates the process. The process of analysis and MI Infer-
ence with SPSS is described in a later section.

The SAS code we used to perform multiple imputation on
the 20 imputed data sets appears in Appendix B. SAS code
for other variations of PROC REG and for other procedures
can be found on our web site and on the SAS web site. SAS
code for the more complicated macro version (for use with
older versions of SAS) may be found on our web site. 

Preparation of NORM-Imputed Data Sets

With NORM, one creates 20 separate imputed data sets. With
SAS PROC MI, the 20 imputed data sets are stacked into a
single large data set. The special variable _imputation_ keeps
track of the 20 different data sets. In order to prepare NORM-
imputed data sets for use with SAS 8.2, one simply needs
to stack them into one large data set. A utility for this is
available at our web site. Alternatively, one could simply read
in the data sets, create the _imputation_ variable, and use
the SET statement in SAS to stack the imputed data sets.
For the example given below (statements shown in Appendix
B), we used the utility that created a stacked version of the
NORM-imputed data sets.

The SAS code (see Appendix B) reads in the _imputation_
variable and all 28 substantive variables, standardizes the
variables to be used in the analysis (to facilitate comparison
with Amos results), and performs the regression analysis.
The regression parameter estimates are written out to a data
set (named c), and the option Covout also writes out a covari-
ance matrix of estimates, the diagonal of which is the square
of the standard errors. The BY statement in PROC REG
allows the analysis to be repeated for each imputed data set.

PROC MIANALYZE reads the data set containing parame-
ter estimates and standard errors. Except for specifying which
parameter estimates are of interest (in the VAR statement), this
procedure is automatic to the user. In the output from PROC
MIANALYZE, look for the Multiple Imputation Parameter
Estimates. The usual information is all there: parameter (pre-
dictor) name, b weight, standard error, t value, degrees of free-
dom (see below), p value, and confidence intervals. These are
the values to be reported in the formal write-up of the results.

The Fraction of Missing Information (which appears
under the output section Multiple Imputation Variance Infor-
mation) is also quite useful. This fraction (presented as a per-
centage) is related to the proportion of variability that is due
to missing data. Schafer and Olsen (1998) present a table
showing the percent efficiency of multiple-imputation (MI)
estimation based on the number of imputed data sets and the
fraction of missing information. From this table one can jus-
tify choosing a particular number of imputed data sets (m).
For example, if the fraction of missing information is .5, mul-
tiple-imputation parameter estimates are 86% efficient with
only m = 3 imputed data sets. With 5, 10, and 20 imputed
data sets, the same estimates are 91, 95, and 98% efficient, re-
spectively. Thus, when the fraction of missing information
is .5, one might decide that 10 imputed data sets are suffi-
cient, because the parameter estimates are 95% efficient. 

Alternative Approach With SAS PROC MI

Although an SAS user could certainly impute with NORM
(as we have done here) and analyze the data with the proce-
dure of choice, summarizing with PROC MIANALYZE, a
second option is to impute in the first place using PROC MI.
This is indeed a desirable option for SAS users. However,
SAS users should be sure that for each decision made along
the way (described here using NORM), corresponding deci-
sions are all made with PROC MI.

Analysis of Multiple Data Sets With SPSS Regression

The SPSS version of this process was much like that just
described with SAS. However, there were some important
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TABLE 4.4 Regression Results Based on Multiple Imputation

Fraction of
Predictor b SE t df p Missing Information

religion −.160 .032 5.01 447 �.0001 21.0%
gender −.207 .034 6.00 271 �.0001 27.0%
introvert −.199 .035 5.64 158 �.0001 35.5%
defyauth .146 .036 4.07 183 .0001 32.9%
peeruse .161 .040 4.05 78 .0001 50.5%
intent −.122 .039 3.15 116 .0021 41.3%

Note. Sample size for multiple imputation was N = 1024. DV = Heavy
Alcohol Use at time 5.

differences, which we will point out here. First, the SPSS
macro language does a nice job of standardizing vari-
ables, computing the new composite scales, and performing the
regression analysis (the SPSS macro syntax for performing all
this appears in Appendix C). However, the regression results
themselves were in a form that was a bit difficult for NORM to
read directly, so a utility program, NORMSPSS.EXE, was cre-
ated to facilitate the process. This utility is available free from
our web site. The user executes NORMSPSS from the DOS
command line and is asked for a few pieces of information
along the way. In the middle of the largely automatic process,
SPSS is invoked, and the analyses are performed on the m
(e.g., 20) imputed data sets. After one (manually) closes SPSS,
the NORMSPSS utility asks how many imputations were per-
formed and then automatically performs the MI Inference for
hypothesis testing. In addition, a data set is saved that can be
used with NORM to perform a somewhat more complete ver-
sion of MI inference.

Regression Results

The summary regression results based on multiple imputa-
tion appear in Table 4.4. These are the results (after rounding)
from the output of PROC MIANALYZE, based on the SAS
PROC REG analysis. The results shown are also identical to
those obtained with the NORMSPSS utility based on the
SPSS regression results.

Meaning of Multiple Imputation Degrees of Freedom.
Degrees of freedom (DF) in the multiple-imputation analysis
are a little different from what typically appears in this sort of
analysis. It does not relate to the number of predictors, nor
does it relate to sample size. Rather, DF in the multiple-
imputation analysis relates much more closely to the fraction
of missing information in estimating a particular parameter. If
the amount of missing information is large, the DF will be
small (m � 1 is the minimum, where m is the number of
imputed data sets). If the amount of missing information

is small, the DF will be large. If the amount of missing
information is very small (e.g., if there are no missing data),
the DF will approach infinity, and the t value becomes a Z
value. Key DF values very close to the minimum (m � 1) usu-
ally imply that the estimates are still somewhat unstable and
that m should be larger.

These results show that all six predictors had a significant,
unique effect on the dependent variable, heavy drinking at the
November 2000 measure. The results are not particularly sur-
prising. Students for whom religion is important drink less.
Women students drink less. Introverts drink less. Those who
dislike authority tend to drink more. Students who perceive
their college student peers to drink more also drink more. Fi-
nally, students who would intervene to prevent harm from
coming to a friend who was drinking tend to drink less them-
selves.

Multiple Regression With Amos

Because Amos 4.0 is distributed with SPSS, a good option is
to obtain the two products as a package through your organi-
zation. For information directly from the Amos distributor,
please see http://www.smallwaters.com.

Running Amos

Running Amos is exceptionally easy. Once you have a data
set in SPSS, you can simply click on Analyze and on Amos.
When Amos comes up, you draw your model by selecting
model components from the icon list and creating the compo-
nent in the drawing area. For the regression model in our ex-
ample, we selected the box from the icon list and drew one
box. We then selected the copy machine icon to make several
copies of the box. In total, we had six boxes on the left for the
predictors and one box on the right for the dependent vari-
able. Then select the single-headed arrow icon. First, click on
a left box and drag the arrow to the right box. When all the re-
gression arrows are drawn, click on the double-headed arrow
icon. This is the part of the process during which errors are
possible with larger models. However, if you are systematic,
the risk is not substantial. Click on each box for the predictor
variables and drag the double-headed arrow to each of the
other boxes. This models the correlations among the predic-
tors. Finally, select the icon with a little box with a circle
coming out of it. Then click on the box for the dependent
variable. This models the residual variance. The final model
(without labels) is now complete, and it should look like the
model shown in Figure 4.2.

With Amos, all enclosed objects (boxes and circles) must
have labels. A nice feature when working within SPSS is that
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1

Figure 4.2

all of the variables in the SPSS data set are available for in-
clusion in the model. Select the Variables in the data set icon.
It is not easy to describe, so as an alternative, click on
View/Set and on Variables in the data set. Find the variable
names corresponding to the predictors and dependent vari-
able, and simply click and drag the variable names to the
proper boxes in the model. We had previously standardized
the seven variables to be included in order that the results of
Amos and multiple regression would be more comparable.
This would not normally be a necessary step. Finally, double-
click on the small circle connected with the dependent vari-
able box. In the Object properties dialog box that pops up,
look for the Variable name box. Enter some label. It could be
something as simple as r for residual.

Before running the job, click on the Analysis properties
icon, or find it after clicking on View/set. Click on the
Estimation tab, and click in the box for Estimate means and
intercepts. Close the box, and you are ready. Click on the aba-
cus icon, and the job will run. If it is a small job like our
example, it will run in just a few seconds. If it is a larger job,
with many parameters, it may take some time.

When the job is finished, click on the View spreadsheets
icon (or find it under View/set under Table output). The key

information for our problem will be under Regression
weights. The results for the Amos analysis are summarized
below.

Comparison of Results for MI, Amos, and
Other Procedures

For comparison, Table 4.5 presents multiple-regression
results (b weights and t values) for the same data using five
different missing data approaches. For convenience, the key
results from Table 4.4 are repeated in the leftmost column
under the MI� heading. Also presented are results based
on mean substitution, complete cases, multiple imputation on
just the seven variables included in the regression analysis
(under MI), and Amos (analysis just described). 

Time after time, simulation results involving known
parameter estimates show multiple-imputation parameter
estimates to be unbiased, that is, very close to the population
parameter values (e.g., Collins et al., 2001; Graham et al.,
1994, 1996; Graham & Schafer, 1999). In addition, in multiple
imputation, standard errors are known to perform as well as
the same analysis when there are no missing data. Finally, in-
cluding additional variables is known to improve estimation
under some circumstances. With the addition of even 20 or 30
variables, there is no known statistical down side (Collins
et al., 2001).

For these reasons, we take the multiple-imputation re-
sults (MI+) to be the standard in Table 4.5, and any differ-
ences from the MI+ values shown in Table 4.5 should be
interpreted as estimation bias or as statistical conclusion
bias. In order to provide a summary of the results for each
method, we have included two statistics at the bottom of
each column in Table 4.5. The first is the simple mean of the
absolute values of the elements in the column. The second
is the sum of the squared differences between the elements

TABLE 4.5 Comparison of Standardized b Weights and t Values

b weights t values

Mean Mean
Predictor MI+ Subst CC MI Amos MI+ Subst CC MI Amos

relig −.160 −.154 −.216 −.174 −.187 5.01 5.10 4.34 4.64 4.93
female −.207 −.162 −.156 −.220 −.206 6.00 5.24 2.92 5.71 5.14
introvrt −.199 −.148 −.142 −.181 −.177 5.64 4.89 2.79 4.97 4.64
defysep .146 .073 .114 .118 .116 4.07 2.38 2.26 2.43 2.36
pusesep .161 .089 .153 .143 .161 4.05 2.95 3.05 3.08 3.52
iintvsep −.122 −.068 −.131 −.065 −.077 3.15 2.19 2.41 1.47 1.56

mean .166 .116 .152 .150 .154 4.65 3.79 2.96 3.72 3.69
SumSq .018 .010 .005 .004 6.14 22.9 7.12 7.48

Note. MI+ = multiple imputation with 21 additional variables. Mean Subst = mean substitution. CC = complete cases (N = 357). MI = multiple imputation
with seven relevant variables only. Amos = Analysis with Amos (seven relevant variables only). Sample size for all analyses except complete cases was N =
1,024. Means shown at bottom of table are a simple average of the absolute value of the elements in that column. SumSq is the sum of squared differences be-
tween the elements in that column with those in the MI+ column. In Amos, the figure corresponding to t value is listed as CR (critical ratio).
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in that column and the corresponding elements in the MI+
column.

The results appearing in Table 4.5 show the kinds of results
that are obtained with the four other procedures. For the most
part, parameter estimates based on complete cases are similar
to those obtained with multiple imputation. However, the stan-
dard errors were consistently larger (and t values consistently
smaller) because the estimation is based on fewer cases, so that
the power to detect significant effects is reduced.

Table 4.5 also illustrates the kind of result that is obtained
with mean substitution. Note that, for all six of the predic-
tors, the b weight based on mean substitution was smaller
than that obtained with multiple imputation, sometimes sub-
stantially so. The sum of squared differences between the
mean substitution b weights and MI� b weights was the
largest of the other four methods.

Interestingly, the standard errors for the mean substitution
b weights (not shown) were smaller than what was estimated
with multiple imputation. The result was that the smallness of
the b weights was partially compensated for. However, we
view this as an example of two wrongs not making a right.
The clear bias in parameter estimates based on mean substi-
tution will be a big problem in many settings, and one cannot
count on the t values to be reasonable (although they appear
to be in this case). Thus, we continue to reject mean substitu-
tion as a reasonable alternative for dealing with missing data.

Table 4.5 also illustrates the effects of failing to include
additional variables that may be relevant to the missing data
model, even if they are not relevant to the analysis model.
Both the MI and Amos models, although having reasonably
unbiased estimates of the b weights, had noticeably lower
t values compared to the MI� analysis.

It should be noted that it is possible to include additional
variables in theAmos model (and other FIML/SEM models) in
a way that does not affect the model of substantive interest.
Graham (in press) has outlined two such models. The slightly
better of the two models, described as the “saturated correlates
model,” includes the additional variables as follows. The addi-
tional variables are all specified to be correlated with one an-
other and are specified to be correlated with all other manifest
variables in the model (or with their residuals, if they have
them). This model has been shown in simulations to perform
as well as MI+ and to have no effect on the model of substan-
tive interest when there are no missing data. This latter fact
means that any differences observed by estimating the satu-
rated correlates model are due to missing data correction, and
not to some sort of interference of the added variables. Unfor-
tunately, in the current version of Amos (4.0), this saturated
correlates model in our example with 21 extra variables would
be virtually impossible to draw with theAmos graphical inter-
face. However, it would be relatively straightforward with the

text version ofAmos, an example of which is included in Gra-
ham (in press). It is also straightforward in LISREL and other
text-based FIML procedures.

Latent-Variable Regression With Amos or With
LISREL/EQS and Multiple Imputation

A latent-variable example is beyond the scope of this chapter.
However, we would like to make a few points in this regard.
First, the extension to latent-variable analysis is trivial in
Amos (assuming prior knowledge of SEM). One simply per-
forms the analysis with individual variables as indicators of
latent variables rather than with the composite indices. Amos
handles the rest. The model for including additional variables
is the same as previously described.

With LISREL 8.50 (Mx, and the FIML aspect of Mplus),
latent-variable models with incomplete data are a trivial
extension of latent variable models with complete data. With
LISREL, one simply adds the statement “MI = −9” (assum-
ing the missing value indicator is −9) to the Data Parameters
statement. As previously mentioned, the addition of missing-
data relevant variables to the model is straightforward.

For using multiple imputation with EQS 5.x (Bentler,
1986) and Mplus (Muthén, 2001), the situation is a little more
complicated, but no more so than the analysis with SPSS pre-
viously described in this chapter. Utility programs have been
written to use these two programs with NORM (Schafer,
1997). The two utilities, NORMEQS and NORMplus, make
use of a single EQS 5.x or Mplus 2 input file to read and ana-
lyze the multiple imputed data sets, combine the results, and
provide MI inference. These utilities, along with user guides,
can be obtained free at our web site.

A FEW LOOSE ENDS

Recommendations for Quick and Dirty Analyses

In this chapter, we have said that we do not recommend pair-
wise deletion or mean substitution, even for quick and dirty
analyses. So what is the option? As we said earlier, if you do
not lose too many cases to missing data, complete cases
analysis is a quite reasonable basis for quick and dirty analy-
ses. However, what does one do if complete cases analysis is
not an option?

Perhaps the best of the quick and dirty analyses is to run
EM in NORM (or SAS) and to perform the analysis directly
from the EM covariance matrix. With NORM, this can
be done by making use of the ALPHNORM utility previ-
ously described. With SAS, the EM covariance matrix may
be used directly by certain other procedures (PROC REG,
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PROC FACTOR). The sample size can be set manually
(with NORM, this is done in the EM covariance matrix
itself; with SAS, one must add a sample size line to the out-
put EM matrix). If one is wise in choosing this sample size,
reasonable quick and dirty analyses can be done this way. It
is important to realize, however, that a different sample size
may be appropriate for different parameter estimates.

It is also possible to impute a single data set from EM pa-
rameters in NORM. This does not take long in most cases and
gives reasonable parameter estimates. Of course, it is more
difficult to adjust the sample size in this case. Still, if one is
judicious in interpreting the results, it is a reasonable option
for quick and dirty analyses.

Rubin (1987) argues that analysis based on even two im-
putations provides much better inference than analysis based
on just one. Using one of the macro language procedures de-
scribed previously for SAS or SPSS, analyzing a small num-
ber of imputed data sets (say, 2–5) would often constitute a
quite reasonable quick and dirty approach.

Some Practicalities

One of the problems that arises with missing data analysis is
the following dilemma. One would prefer to include as many
variables as possible in the missing data model, but one can-
not overload the model with estimation of massive numbers
parameters. One solution to the problem is to impute intact
scales rather than individual variables and then to create
scales. The problem is that the individual items that make up
the scale are sometimes missing. The potentially reasonable
solution is to estimate the scale score based on the variables
that are nonmissing. For example, if a scale has 10 variables
but the participant has given data for only 6, it may be rea-
sonable to estimate the scale score based on the 6 variables
for which you have data. This makes most sense when the
items are rather highly correlated, that is, when the scale has
high alpha. It also makes sense only when the variables have
equal variances and means. If the latter requirement is not
met, then the scale will have a different expected value
depending upon which items are missing. Sometimes this
procedure is used only when a certain proportion (e.g., more
than half ) of scale items have data.

This procedure may be thought of as a kind of mean sub-
stitution, but it is the mean of nonmissing variables, not the
mean of nonmissing cases. This makes all the difference. In
one sense, this is a kind of regression-based single imputa-
tion, wherein the b weights are all equal. However, this
approach does not appear to present the problem of the usual
kind of single imputation (i.e., too little variability), because
in this case we are talking about the sum of items. In this

case, a scale based on the sum of 6 items will, quite appropri-
ately, have more error variability than the corresponding
scale based on the sum of 10 items.

One possible solution to the problem of having a large
number of variables is to break up the problem into two or
more subsets of variables. The general problem of excluding
a variable (say, X) from the imputation model is that the im-
putation proceeds under assumption that X has a zero correla-
tion with all other variables in the data set. This has the effect
of biasing all correlations toward zero. Thus, if you must di-
vide up a large set of variables, it makes most sense to do so
only if you can find two subsets that are relatively uncorre-
lated anyway. One approach to this might be to perform a
principal-components analysis on the overall set and examine
the two factor solution. Multiple imputation could then be
performed separately on the two sets (which are maximally
uncorrelated). There are other versions of this approach that
could be even more acceptable. For example, it might be pos-
sible to include a small number of linear composites to repre-
sent the excluded set of items (see Graham & Taylor, 2001).
More work is certainly needed in this area.

Recommendations

It should be obvious from even a cursory reading of this
chapter that we are partial to multiple imputation with
Schafer’s (1997) suite of programs. However, please do not
get the wrong idea. The best general solution to one’s missing
data problems is to have several tools available. There are
many things that multiple imputation (i.e., with NORM or
SAS) handles best. However, there are some things that EM
does best, and some things that FIML SEM procedures do
best. In fact, there are some things that the old multiple-group
SEM procedure handles best. Our general advice is to be
ready to use whichever tool is best for the particular situation.

One big reason that using one of the prescribed missing
data procedures is advisable has to do with the ability of all of
these procedures to include additional variables. Given the
recent evidence (Collins et al., 2001) and the empirical re-
sults shown in this chapter, it is obvious that you can help
yourself, in a completely acceptable way, by adding variables
to the missing data model that are highly correlated with vari-
ables containing missingness. One of the reasons that multi-
ple imputation has such appeal is that the process of adding
these variables is relatively easy.

Other Methods

One question that often arises when we discuss multiple im-
putation and FIML methods has to do with the assumptions
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underlying them. In particular, these methods assume that the
missing data mechanism is MAR but not MNAR. Pattern-
mixture methods have been developed for dealing with such
situations (e.g., see Little, 1994, 1995), but these are beyond
the scope of this chapter.

A Look at the (Near) Future

We now have several programs that help us deal with missing
data. In the future, these programs will be imbedded into
mainstream software in ways that allow the researcher to per-
form the correct analysis (or one that is very nearly correct)
without having to jump through hoops. The unveiling of
PROC MI (multiple imputation) in SAS version 8.2 is very
good news. LISREL has also unveiled multiple imputation
and FIML features in version 8.50. EQS has also added a (non-
FIML) missing data feature in its long-awaited version 6 and
is rumored to be preparing further missing data enhancements
for future release.

We have no knowledge of plans by SPSS to update its cur-
rent, very clunky missing data procedure. However, our
guess is that they will be making important updates in the
near future. SPSS has always been at the forefront of usabil-
ity, and this is a feature they simply must have to remain com-
petitive. They will have it.

Researchers around the world will continue to stay at the
forefront of research in analysis with missing data, and it is
very likely that the very latest techniques will not be avail-
able in the mainstream packages. Schafer and his colleagues
will continue to make improvements to NORM (Schafer,
1997) and its siblings CAT, MIX, and PAN. The latter three
programs will all be released as stand-alone Windows pro-
grams in the near future. The wide availability of PAN will
greatly improve the usefulness of MAR multiple-imputation
programs.

Some Final Thoughts

It is important not to draw too many generalizations from the
empirical example given in this chapter. Different analysis

situations pose different problems and potentially different
solutions. The empirical example in this chapter poses a par-
ticular challenge. Very clearly, complete cases analysis
would just not do here. Also, because of the particular nature
of the analyses described, the 21 additional variables were
extremely helpful. This was a sample of college students, and
the measures were taken at relatively close (2- to 3-month)
intervals. For both of these reasons, a variable at one
wave was very highly correlated (often with r > .90) with
the same variable measured at another wave. Under these
circumstances, the inclusion of the additional variables was
very valuable. However, if this were a sample of adolescents,
and the measures were taken at 1-year intervals, or if this
were a cross-sectional sample, we would expect the correla-
tions to be much lower. Under such circumstances, including
the additional variables might be of much less value.

The missing data patterns in the empirical example pre-
sented here were such that the value of the missing data pro-
cedures was rather obvious. In other contexts, that value will
be less clear. If one has just two waves of data—for example,
a pretest and a single posttest—and if one has essentially
complete data at the pretest, then complete cases analysis
might be nearly as good as it gets, regardless of how much
data are missing at the posttest.

We simply cannot describe all possible missing data sce-
narios here. Suffice it to say that in some instances, the sta-
tistical advantage of the prescribed procedures will be small
in comparison to more traditional approaches (e.g., com-
plete cases analysis). However, the prescribed procedures
will always be at least as good as other approaches, and in
most circumstances, there will be a clear advantage of the
prescribed procedures, in terms of estimation bias, statistical
power, or both. In many circumstances, the advantage will
be huge.

Under these circumstances, the only reason for not em-
ploying these procedures is that they are not easy to use. As
the software developers erase this objection, and make the
best analysis more and more accessible, we end users will
begin to have the best of both worlds.

APPENDIX A: SAS PROC FACTOR CODE PRODUCED BY THE ALPHNORM UTILITY

options nocenter ls=80;
data a(type=cov);infile ‘alphnorm.cov’ lrecl=5000;input
_type_ $ 1-4 _name_ $ 6-13
relig female wa242 wa222 ra215 ra246 wa186 
ra243 ra195 wa192 wa202 ra225 we15 we16 
we17 wa127 ra128 wa129 wa23 wa24 wa27 
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wa67 wa100 wa103 wa182 defynov defyfeb defyapr 
defynv0 pusenov pusefeb puseapr pusenv0 iintvnov iintvfeb 
iintvapr iintvnv0 drunksep drunknov drunkfeb drunkapr alcsep
alcnov alcfeb alcapr alcnv0 ;
run;

proc factor data=a(type=cov) method=prin rotate=promax reorder round;var

*** Use of PROC REG with this EM covariance matrix should be done with extreme
caution, because sample size has been set arbitrarily at N=500 ***;

/*
proc reg data=a(type=cov);
model . . .
*/

APPENDIX B: SAS DATA STEP AND PROC REG CODE FOR MULTIPLE IMPUTATION

data a;infile ‘jan06all.imp’ lrecl=5000;
input
_imputation_
relig female introvrt
alcsep alcnov alcfeb alcapr alcnv0
drunksep drunknov drunkfeb drunkapr drunknv0
defysep defynov defyfeb defyapr defynv0
pusesep pusenov pusefeb puseapr pusenv0
iintvsep iintvnov iintvfeb iintvapr iintvnv0;

run;

*** The following statements standardize the variables for more
direct comparison with Amos results. ***

proc standard data=a out=b mean=0 std=1;var
drunknv0 relig female introvrt defysep pusesep iintvsep;
run;

***======================================================================;

*** This analysis is a simple regression analysis with several
predictor variables of interest, but only a single DV.

The ‘by _imputation_’ statement repeats the analysis with all 20 imputed data sets.

***======================================================================;

proc reg data=b outest=c covout noprint;model

drunknv0 = relig female introvrt defysep pusesep iintvsep;
by _imputation_;
run;

***======================================================================;
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*** PROC MIANALYZE performs the MI Inference Analysis similar to what is done with NORM.
The variables listed in the VAR statement below are the predictors in the regression analysis.

***=======================================================================;

proc mianalyze;var intercept relig female introvrt defysep
pusesep

iintvsep;
run;

APPENDIX C: SPSS MACRO AND REGRESSION CODE FOR MULTIPLE IMPUTATION

Note: This code automates the process of standardizing items, computing new scales, and
performing the regression analysis for the 20 imputed data sets. However, the immediate results
of this macro are not readable by NORM.

For these analyses, we used the utility NORMSPSS to read the SPSS Regression output, create
the NORM-readable data set, and create a partial MI Inference data set (NORMSPSS.OUT)
automatically.

The NORMSPSS utility and related files can be obtained at our web site: http://methcenter.psu.edu.

DEFINE !NORMIMP() .

*** modify the following statement (number of imputed datasets)
as needed *** .

!DO !I = 1 !TO 20 .

*** modify the /FILE = line (shown as ‘jan06’) as needed *** .
*** modify the /VARIABLES = statements as needed *** .
*** NOTE that the format given behind each variables appears to
be necessary, but arbitrary *** .
***  That is, it appears that F2.2 may be used for all numeric variables *** .

GET DATA /TYPE = TXT
/FILE = !CONCAT (‘jan06_’ , !I , ‘.IMP’ ) 
/DELCASE = LINE
/DELIMITERS = “ “
/ARRANGEMENT = DELIMITED
/FIRSTCASE = 1
/IMPORTCASE = ALL
/VARIABLES =
relig F2.2
female F2.2
introvrt F2.2
alcsep F2.2
alcnov F2.2
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alcfeb F2.2
alcapr F2.2
alcnv0 F2.2
drunksep F2.2
drunknov F2.2
drunkfeb F2.2
drunkapr F2.2
drunknv0 F2.2
defysep F2.2
defynov F2.2
defyfeb F2.2
defyapr F2.2
defynv0 F2.2
pusesep F2.2
pusenov F2.2
pusefeb F2.2
puseapr F2.2
pusenv0 F2.2
iintvsep F2.2
iintvnov F2.2
iintvfeb F2.2
iintvapr F2.2
iintvnv0 F2.2
.

*** Modify the data manipulations as needed *** .
*** The following standardizes variables for better comparison
with Amos *** .

DESCRIPTIVES
VARIABLES=
drunknv0 relig female introvrt defysep pusesep iintvsep /SAVE
/STATISTICS=MEAN STDDEV MIN MAX .

*** No computations are needed for this analysis, but if needed,
they could go here, for example *** .

*** COMPUTE fuse7=mean(zwa1,zwa3,zwa5,zwa7) .
*** EXECUTE .

*** Modify the Regression analysis as needed *** .
*** As is, the output dataset names are all1.out, all2.out, etc. 
***  Keep them like this, or modify them as needed *** .

REGRESSION
/MISSING LISTWISE
/STATISTICS COEFF OUTS R ANOVA
/CRITERIA=PIN(.05) POUT(.10)
/NOORIGIN
/DEPENDENT zdrunknv0

schi_ch04.qxd  8/7/02  12:16 PM  Page 112



References 113

/METHOD=ENTER zrelig zfemale zintrovrt zdefysep zpusesep
ziintvsep
/outfile=model(!CONCAT(‘nrmreg’ , !I, ‘.out’)) .

!DOEND .

!ENDDEFINE .

!NORMIMP .
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RATIONALE FOR PREPARATORY DATA ANALYSIS

Preparatory data analyses are conducted to locate and correct
problems in a data set prior to a main analysis. Missing data are
located and dealt with (see chapter by Graham, Cumsille, &
Elek-Fisk in this volume), and various assumptions of the
planned analyses are tested. Much of the material in this chap-
ter is adapted from Chapters 2 and 3 in Tabachnick and Fidell
(2001a) and Chapter 4 in Tabachnick and Fidell (2001b),
where more extended discussions are available.

Previous cavalier attitudes toward violation of the as-
sumptions of an analysis have given way to a growing
concern that the integrity of the inferential test depends on
meeting those assumptions (Wilkinson & the Task Force on
Statistical Inference, 1999). Inferential tests are based on es-
timating probability levels for the null hypothesis from a
sampling distribution such as F, Wilks’s lambda, or chi-
square. The distribution of a statistic (e.g., the distribution of
all possible ratios of two variances drawn from the same pop-
ulation of scores) is tested against known sampling distribu-
tions (e.g., the F ratio) to see which it most closely resembles.
If the distribution of the statistic is the same as that of a
known sampling distribution, probabilities associated with
various statistical values along the sampling distribution are
used to assess the Type I error rate. However, when the fit is

assessed, it is with assumptions about the nature of the data
that are to be processed.

For an example, it may be assumed, among other things,
that the analyzed variable has a normal distribution. When
the analyzed variable is normally distributed, the probability
value associated with the statistical test is an accurate esti-
mate of the probability under the null hypothesis. But when
the analyzed variable is not normal, the estimated probability
value may be either too conservative or too liberal. The issue,
in this example and others, is how much the distribution of
the variable can deviate from the assumption of normality
without throwing the estimated Type I probability level into
disarray.

Preparatory data analysis is usually a time-consuming and
frustrating business. It is time-consuming because numerous
features of the data need to be examined and frustrating be-
cause the main analysis that provides the answer to your main
research question is often just a few menu selections away.
Further, violation of some assumptions is more serious than
violation of others because sometimes violation leads to the
wrong inferential conclusion and other times the analysis is
correct as far as it goes but misses certain additional rela-
tionships in the data. However, a believable (and replicable)
inferential result depends on assessing the fit between the
assumptions of the analysis used and the data analyzed, with
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correction for violations applied as necessary or an alterna-
tive analytic strategy employed.

SOME CONSIDERATIONS

Screening for violation of assumptions can be conducted in
several different ways. Relevant issues in the choice of when
and how to screen depend on the level of measurement of
the variables, whether the design produces grouped or un-
grouped data, whether cases provide a single response or
more than one response, and whether the variables them-
selves or the residuals of analysis are screened.

Level of Measurement: Continuous, Ordinal, 
and Discrete Variables

One consideration in preparatory data analysis is whether the
variables are continuous, ordinal, or discrete. Continuous vari-
ables are also referred to as interval or ratio; discrete variables
are also called categorical or nominal; discrete variables with
only two levels are often called dichotomous. Continuous
variables assess the amount of something along a continuum
of possible values where the size of the observed value
depends on the sensitivity of the measuring device. As the
measuring device becomes more sensitive, so does the preci-
sion with which the variable is assessed. Examples of continu-
ous variables are time to complete a task, amount of fabric
used in various manufacturing processes, or numerical score
on an essay exam. Most of the assumptions of analysis apply
to continuous variables.

Rank-order/ordinal data are obtained when the researcher
assesses the relative positions of cases in a distribution of
cases (e.g., most talented, least efficient), when the researcher
has others rank order several items (e.g., most important to
me), or when the researcher has assessed numerical scores
for cases but does not trust them. In the last instance, the re-
searcher believes that the case with the highest score has the
most (or least) of something but is not comfortable analyzing
the numerical scores themselves, so the data are treated as
ordinal. Numbers reveal which case is in what position, but
there is no assurance that the distance between the first and
second cases is the same as, for instance, the distance be-
tween the second and third cases, or any other adjacent pair.
Only a few statistical methods are available for analysis of
ordinal variables, and they tend to have few or no assump-
tions (Siegel & Castellan, 1988). 

Discrete variables are classified into categories. There are
usually only a few categories, chosen so that every case can
be classified into only one of them. For instance, employees
are classified as properly trained or not; eggs are divided into

medium, large, and extra large; respondents answer either
“yes” or “no”; manufactured parts either pass or do not pass
quality control; or dessert choice is sorbet, tiramisu, choco-
late mousse, or apple tart. In many analyses, discrete vari-
ables are the grouping variables (treatment group vs. control)
for a main analysis such as analysis of variance (ANOVA) or
logistic regression. Assumptions for discrete variables relate
to the frequency of cases in the various categories. Problems
arise when there are too few cases in some of the categories,
as discussed later.

Grouped and Ungrouped Research Designs

Assumptions are assessed differently depending on whether
the data are to be grouped or ungrouped during analysis. The
most common goal in grouped analyses is to compare the
central tendency in two or more groups; the most common
goal in ungrouped analyses is to study relationships among
variables. Grouped data are appropriately analyzed using
univariate or multivariate analysis of variance (ANOVA and
MANOVA, including profile analysis of repeated measures),
logistic regression, or discriminant analysis. Ungrouped data
are analyzed through bivariate or multiple regression, canon-
ical correlation, cluster analysis, or factor analysis. Some
techniques apply to either grouped or ungrouped data. For
example, time-series analysis and survival analysis can be
used to track behavior over time for a single group of cases or
to compare behavior over time for different groups. Chi-
square and multiway frequency analysis can be used to com-
pare contingencies in responses among categorical variables
for a single group or to look for differences in responses
among different groups. Similarly, structural equations can
be used to model responses of a single group or compare
models among groups.

Tests of assumptions are performed differently depending
on whether data are to be grouped or ungrouped during
analysis. Basically, ungrouped data are examined as a single
set, while grouped data are examined separately within each
group or have entirely different criteria for assessing fit to
some assumptions, as discussed later. 

Single Versus Multiple Responses

Participants provide a single response in the classical between-
subjects ANOVA or chi-square designs. In other designs par-
ticipants may provide several responses, and those responses
may be measured either on the same or on different scales.
Multivariate statistical techniques deal with multiple re-
sponses on different scales and are analyzed using such
methods as MANOVA, canonical correlation, discriminant
analysis, factor analysis, and structural equation modeling.
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Multiple responses on the same scale (e.g., pretest,
posttest, and follow-up scores on a measure of depression)
are generally considered to produce univariate statistical
designs (e.g., within-subjects ANOVA), although they are
sometimes treated multivariately. Having multiple responses
complicates data screening because there are also relation-
ships among those responses to consider.

Examining the Variables or the Residuals of Analysis

Another issue is whether the examination of assumptions is
performed on the raw variables prior to analysis or whether
the main analysis is performed and its residuals examined.
Both procedures are likely to uncover the same problems. For
example, a peculiar score (an outlier) can be identified ini-
tially as a deviant score in its own distribution or as a score
with a large residual that is not fit well by the solution. 

Temptation is a major difference between these two alter-
natives. When residuals are examined after the main analysis
is performed, the results of the main analysis are also avail-
able for inspection. If the results are the desired ones, it is
tempting to see no problems with the residuals. If the results
are not the desired ones, it is tempting to begin to play with
the variables to see what happens to the results. On the other
hand, when the assumptions are assessed and decisions are
made about how to handle violations prior to the main analy-
sis, there is less opportunity for temptation to influence the
results that are accepted and reported.

Even if raw variables are screened before analysis, it is
usually worthwhile to examine residuals of the main analysis
for insights into the degree to which the final model has cap-
tured the nuances of the data. In what ways does the model
fail to fit or “explain” the data? Are there types of cases to
which the model does not generalize? Is further research
necessary to find out why the model fails to fit these cases?
Did the preparatory tests of assumptions fail to uncover vio-
lations that are only evident in direct examination of residu-
als (Wilkinson et al., 1999)? 

SCREENING CONTINUOUS VARIABLES

Univariate Assumptions

These assumptions apply to a single variable for which a con-
fidence interval is desired or, more commonly, to a single
continuous dependent variable (DV) measured for each
participant in the two or more groups that constitute the
independent variable (IV). We illustrate both statistical and
graphical methods of assessing the various assumptions.

Normality of Individual Variables (or the Residuals)

Several statistical and graphical methods are available to
assess the normality of raw scores in ungrouped data or the
normality of residuals of analysis. The next section contains
guidelines for normality in grouped data.

Recall that normal distributions are symmetrical about the
mean with a well-defined shape and height. Mean, median,
and mode are the same, and the percentages of cases between
the mean and various standard deviation units from the mean
are known. For this reason, you can rescale a normally dis-
tributed continuous variable to a z score (with mean 0 and
standard deviation 1) and look up the probability that corre-
sponds to a particular range of raw scores in a table with a
title such as “standard normal deviates” or “areas under the
normal curve.” The legitimacy of using the z-score transfor-
mation and its associated probabilities depends on the nor-
mality of the distribution of the continuous variable.

Although it is tempting to conclude that most inferential
statistics are robust to violations of normality, that conclusion
is not warranted. Bradley (1982) reported that statistical
inference becomes less robust as distributions depart from
normality—and rapidly so under many conditions. And even
with a purely descriptive study, normality of variables (as
well as pair-wise linearity and homoscedasticity, discussed in
the section titled “Multivariate Assumptions”) enhances the
analysis, particularly when individual variables are nonnor-
mal to varying degrees and in varying directions. 

Skewness and kurtosis are statistics for assessing the sym-
metry (skewness) and peakedness (kurtosis) of a distribution.
A distribution with positive skewness has a few cases with
large values that lengthen the right tail; a distribution with
negative skewness has a few cases with small values that
lengthen the left tail. A distribution with positive kurtosis is
too peaked (leptokurtic); a distribution with negative kurtosis
is too flat (platykurtic—think “flatty”). A normal distribution
is called mesokurtic. Nonnormal distributions have different
percentages of cases between various standard deviation
units than does the normal distribution, so z-score transfor-
mations and inferential tests applied to variables with non-
normal distributions are often misleading. Figure 5.1 shows
a normal curve and several that depart from normality.

In a normal distribution, skewness and kurtosis are zero.
The standard error of skewness is

sskewness =
√

6

N
(5.1)

The standard error of kurtosis is

skurtosis =
√

24

N
(5.2)
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After calculating the standard errors using Equations 5.1 and
5.2, the z score for Var_A for skewness is [0.220/0.346 =]
0.64, and the z score for kurtosis is −0.94. For Var_C (which
was generated with skewness) the z score for skewness is
3.92, and the z score for kurtosis is 2.65. (Var_D also has a z
score indicative of skewness, but it is due to the presence of
an outlier, as becomes clear in a later section.) Two-tailed
alpha levels of .01 or .001 and visual inspection of the shape
of the distribution are used to evaluate the significance of
skewness and kurtosis with small to moderate samples. There
also are formal statistical tests for the significance of the
departure of a distribution from normality such as Shapiro,
Wilks’s W statistic, and the Anderson-Darling test available
in MINITAB, but they are very sensitive and often signal
departures from normality that are not important for the
analysis.

By these criteria, Var_A is normal, but Var_C has statisti-
cally significant positive skewness. However, if the sample is
much larger, normality is assessed through inspection of the
shape of the distribution instead of formal inference because
the equations for standard error of both skewness and kurto-
sis contain N and normality is likely to be rejected with large
samples (e.g., around 300 or larger) even when the deviation
is slight. 

Graphical methods for assessing normality include
frequency histograms and normal probability plots. SPSS
FREQUENCIES produced the frequency histograms in
Figure 5.3 for Var_A, which is relatively normally distrib-
uted, and Var_C, which is not. The normal curve overlay is
selected along with the frequency histogram to assist the
judgment of normality. The positive skewness of Var_C is
readily apparent.

Normal probability plots (sometimes called normal
quantile-quantile, or QQ, plots) require some explanation. In
these plots, the scores are first sorted and ranked. Then an
expected normal value is computed and plotted against the
actual normal value for each case. The expected normal value
is the z score that a case with that rank holds in a normal
distribution; the actual normal value is the z score it has in
the actual distribution. If the actual distribution is normal, the
two z scores are similar, and the points fall along the diago-
nal, running from lower left to upper right. Deviations from
normality shift the points away from the diagonal.

When normal probability plots are inspected side by side,
the equivalence of the standard deviations is also assessed by
looking at the slope of the pattern of points for each distribu-
tion; when the slopes for several distributions are relatively
equal, so are the standard deviations (Cleveland, 1993). This
can be useful for evaluating homogeneity of variance in
grouped data.

118 Preparatory Data Analysis

Normal

Positive Skewness Negative Skewness

Positive Kurtosis Negative Kurtosis

Figure 5.1 Normal distribution, distributions with skewness, and distribu-
tions with kurtosis. Reprinted with permission of Tabachnick and Fidell
(2001b), Using multivariate statistics (Boston: Allyn and Bacon).

For the fictitious data of DESCRPT.* (downloaded from
www.abacon.com/tabachnick) where N = 50 for all vari-
ables, the standard errors of skewness and kurtosis are

sskewness =
√

6

50
= 0.346

skurtosis =
√

24

50
= 0.693

These standard errors are used to test whether a distribu-
tion departs from normal by dividing the skewness or kurto-
sis values for the distribution by their respective standard
errors and looking up the result as a z score from a standard
normal table of values. For skewness,

zskewness = skewness − 0

sskewness
(5.3)

and for kurtosis,

zkurtosis = kurtosis − 0

skurtosis
(5.4)

The output in Figure 5.2 shows, among other descriptive
statistics produced by SAS INTERACTIVE, skewness and
kurtosis values for the continuous variables in the data set.
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Figure 5.2 Syntax and descriptive statistics for VAR_A to VAR_D; produced by SAS Interactive.

Figure 5.4 contains normal probability plots (requested
as NPPLOT) for Var_A and Var_C produced by SPSS
EXPLORE.

As shown in Figure 5.4, the data points fall very close
to the diagonal for Var_A but some distance from it for
Var_C. The low values and the high values of Var_C have

z scores that are too low, whereas the z scores for the
middle values are too high. (The data point far from the
others in the upper right-hand part of the plot for Var_C
also looks suspiciously like an outlier.) If a distribution is
acceptably normal, the mean is interpreted instead of the
median.
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Normality in Grouped Data

Less stringent guidelines are used when assessing grouped
data because tests of differences in means among groups use
sampling distributions rather than raw-score distributions. If
you have several DV scores at each level of the IV, you can
estimate the mean and standard error of the sampling distrib-
ution of all possible mean differences in the population under
the null hypothesis. The central limit theorem tells us that the
shape of this sampling distribution approaches normal as
sample size increases.

The reason that the advantages of sampling distributions
(i.e., their known shapes and corresponding probabilities)
are available for grouped but not ungrouped data can be
seen in Figure 5.5. Panel A shows a potential relationship
between the IV (plotted on the x-axis) and DV scores (plot-
ted on the y-axis) for grouped data. Notice that although
each group may have a different distribution of scores (with
size of circle indicating size of sample), there are numerous
scores for each group from which to estimate the sampling
distribution. When data are not grouped, as in panel B,
some values of X (e.g., 70) have a single associated Y score;

some have no associated Y score (e.g., X = 110); and some
have two or more associated Y scores (e.g., X = 80). Thus,
it is not possible to estimate central tendency or dispersion
of a sampling distribution of scores for each value of X un-
less data are grouped.

Because the assumption of normality for grouped data
applies to the sampling distribution, and because that distribu-
tion approaches normal as sample size increases, the as-
sumption is acceptably met with large enough sample sizes. A
useful guideline for both univariate and multivariate analyses
is at least 20 deg of freedom (df ) for error. No such convenient
guideline is available for ungrouped data.

Although normality is not at issue when there are suffi-
cient df for error, it is still worthwhile to examine distribu-
tions of scores within each group for possible anomalies.
Frequency histograms may be especially interesting when
presented separately for each group on the same scale,
as in Figure 5.6, which uses the MANOVA.sas7bdat data
set (from www.abacon.com/tabachnick). The grouping
(class) variable, MASC, has two levels (high and low mas-
culinity on the Bem Sex Role Scale), and the continuous
variable ESTEEM (self-esteem) is shown for each group of

Figure 5.3 Syntax and frequency histograms with normal curve overlay for VAR_A and VAR_C; produced by SPSS
FREQUENCIES for the DESCRPT.SAV data set.
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Figure 5.4 Syntax and normal probability plots of VAR_A and VAR_C; produced by SPSS EXPLORE for the
DESCRPT.SAV data set.

women. A normal curve is superimposed over the his-
tograms by request, and the midpoints and scale intervals
(by) are defined. Remaining syntax defines the inset re-
quested for basic descriptive statistics. (This syntax also pro-
duces a great deal of statistical output that is not shown
here.)

The histograms show the lower self-esteem values for
women in group 2 (low masculinity) as well as a suggestion

of positive skewness for them, to be discussed in a later
section.

Absence of Outliers (in Variables or the Residuals)

Outliers are deviant cases with undue impact on the results of
analysis. They can either raise or lower means and, by doing
so, create artificial significance or cover up real significance.
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They almost always increase dispersion, thereby increasing
Type II errors and distorting correlations. Their inclusion in a
data set makes the outcome of analysis unpredictable and not
generalizable except to a population that happens to include
the same sort of outlier.

An outlier is a score that is far from the grand mean in un-
grouped data or from the mean of its group in grouped data,

and apparently disconnected from the rest of the scores. The
z-score (standard normal) distribution is used to assess the
distance of a raw score from its mean. In Equation 5.5, Y is
the raw score, Y is the mean, and sN−1 is the unbiased esti-
mate of the standard deviation:

z = Y − Y

sN−1
(5.5)

Figure 5.5 Grouped and ungrouped data, sampling distributions, and the central limit theorem.
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proc univariate data�SASUSER.MANOVA;
class MASC;
var ESTEEM;

histogram ESTEEM /
normal href�16.9
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run;

Figure 5.6 Syntax and frequency histograms for ESTEEM on the same scale for two groups; produced by SAS
MANOVA.
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If the sample is fairly large (e.g., 100 or more), a case with
an absolute z value of 3.3 or greater is probably an outlier be-
cause the two-tailed probability of sampling a score of this
size in random sampling from the population of interest is .001
or less. If the sample is smaller, an absolute value of z of 2.58
(p < .01, two-tailed) is appropriate. Visual inspection of the
distribution is also needed to conclude that a case is an outlier.

In DESCRIPT.*, Var_D was created with an outlying
score. Features of SPSS EXPLORE appropriate for identify-
ing outliers are shown in Figure 5.7. The PLOT instruc-
tion requests a BOXPLOT; the STATISTICS instruction

requests EXTREME values (to identify outliers) as well as
DESCRIPTIVES. Box plots from two or more groups side
by side are available through box and whisker plots under
graphing or quality control menus. The remaining instruc-
tions are default values generated by the SPSS menu system. 

The output segment labeled DESCRIPTIVES contains
most of the important descriptive statistics for a continu-
ous variable, and that labeled EXTREME values shows in-
formation relevant for identifying outliers. The case numbers
with the highest and lowest five scores are listed along
with the scores themselves. For Var_A the highest and
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Figure 5.7 Descriptive statistics and outlier identification in VAR_A and VAR_D for the DESCRPT.SAV data
set through SPSS EXPLORE.
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lowest scores do not differ much from the scores near them,
but for Var_D the lowest score of 13 (case 12) appears
disconnected from the next higher score of 32, which
does not differ much from the next higher score of 34. The
z score associated with the raw score of 13 is extreme
[z = (13 − 50.52)/9.71 = −3.86].

Further evidence comes from the box plot in Figure 5.7 for
Var_D where case 12 is identified as below the interval con-
taining the rest of the scores. In the box plot for Var_A no
case has a score outside the interval. The box itself is based
on the interquartile range—the range between the 75th and
25th percentile that contains 50% of the cases. The upper
and lower borders of the box are called hinges. The median is
the line through the box. If the median is off center, there is
some skewness to the data. The lines outside the box are
1.5 times the interquartile range from their own hinges. That
is, the top line is 1.5 × (75th percentile − 25th percentile)
above the 75th percentile, and the lower line is 1.5 × (75th
percentile − 25th percentile) below the 25th percentile.
These two lines are called the upper and lower inner fences,
respectively. (There can be outer fences, as well, which are
three times the interquartile range from their respective
hinges, but only if there are very extreme data points.) Any
score that is above or below the inner fences, such as that for
case 12, is likely to be an outlier.

Researchers often are reluctant to deal with outliers
because they feel that the sample should be analyzed as is.
However, not dealing with outliers is, in a way, letting them
deal with you because outliers potentially limit the popula-
tion to which one can generalize and distort inferential
conclusions. Once outliers are identified and dealt with, the
researcher reports the method used to reduce their impact
together with the rationale for the choices in the results
section to reassure readers concerning the generalizability
and validity of the findings.

The first steps in dealing with a univariate outlier are to
check the accuracy with which the score was entered into the
data file and then to ensure that the missing value codes have
been correctly specified. If neither of these simple alterna-
tives corrects the score, you need to decide whether the case
is properly part of the population from which you intended to
sample. If the case is not part of the population, it is deleted
with no loss of generalizability of results to your intended
population (although problems with the analysis—such as
unequal sample sizes in treatment groups—may be created).
The description of outliers is a description of the kinds
of cases to which your results do not apply. Sometimes
investigation of the conditions associated with production of
outlying scores is even more substantive because it reveals
unintended changes in your research program (i.e., shifts in

delivery of treatment). If the case is properly part of the sam-
ple, it may be retained for analysis by transforming the distri-
bution or by changing the outlying score. 

When transformation of the entire distribution is under-
taken, the outlying case is considered to have come from a
nonnormal distribution with too many cases falling at extreme
values. After transformation, the case is still on the tail of the
distribution, but it has been pulled toward the center. The
other option for univariate outliers is to change the score for
just the outlying case so that it is one unit larger (or smaller)
than the next most extreme score in the distribution. This is an
attractive alternative to reduce the impact of an outlier if mea-
surement is rather arbitrary anyway. In the example, the score
of 12 for case 13 might be changed to a score of 30, for in-
stance. Such changes are, of course, reported.

Homogeneity of Variance and Unequal Sample Sizes
in Grouped Data 

The ANOVA model assumes that population variances in
different levels of the IV are equal—that the variance of DV
scores within each level of the design is a separate estimate
of the same population variance. In fact, the error term in
ANOVA is an average of the variances within each level. If
those variances are separate estimates of the same population
variance, averaging them is sensible. If the variances are not
separate estimates of the same population variance, averag-
ing them to produce a single error term is not sensible.

ANOVA is robust to violation of this assumption as long
as there are no outliers, sample sizes in different groups are
large and fairly equal (say, ratio of largest to smallest n is not
more than about 4 to 1), a two-tailed hypothesis is tested, and
the ratio of largest to smallest sample variance between lev-
els is not more than 10 to 1. The ratio can be evaluated by
calculating the Fmax statistic, whose value should not exceed
10. If these conditions are met, there is adequate homogene-
ity of variance:

Fmax = s2
largest

s2
smallest

(5.6)

As the discrepancy between cell sizes increases (say, goes to
9 to 1 or so), an Fmax as small as 3 is associated with an in-
flated Type I error if the larger variance is associated with the
smaller cell size (Milligan, Wong, & Thompson, 1987). If
sample sizes are discrepant, a more formal test of homogene-
ity of variance is useful; some tests are described in Winer,
Brown, and Michels (1991) and in Keppel (1991). However,
all of these tests tend to be too sensitive, leading to overly
conservative rejection of ANOVA. Except for Levene’s
(1960) test, most also are sensitive to nonnormality of the
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DV. Levene’s test performs ANOVA on the absolute values of
the residuals (differences between each score and its group
mean) derived from a standard ANOVA and is available in
SPSS ONEWAY and GLM. Significance indicates possible
violation of homogeneity of variance.

Violations of homogeneity can often be corrected by
transformation of the DV scores, with interpretation, then, of
the transformed scores. Another option is to test untrans-
formed DV scores with a more stringent alpha level (e.g., for
nominal � = .05, use .025 with moderate violation and .01
with severe violation of homogeneity).

Heterogeneity of variance should always be reported and,
in any event, is usually of interest in itself. Why is spread of
scores in groups related to level of treatment? Do some levels
of treatment affect all the cases about the same, while other
levels of treatment affect only some cases or affect some cases
much more strongly? This finding may turn out to be one of
the most interesting in the study and should be dealt with as an
issue in itself, not just as an annoyance in applying ANOVA.

Homogeneity of variance is also an assumption of planned
and post hoc comparisons where groups are often pooled and
contrasted with other groups. Details of adjustment for un-
equal sample sizes and failure of the assumption in various
types of comparisons are discussed in (gory) detail in
Tabachnick and Fidell (2001a, Sections 4.5.5, 5.6.4, 5.6.5). 

Independence of Errors and Additivity in
Between-Subjects Designs 

Two other assumptions of between-subjects ANOVA are in-
dependence of errors and additivity. The first assumption is
that errors of measurement are independent of one another—
that the size of the error for one case is unrelated to the size
of the error for cases near in time, space, or whatever. This
assumption is easily violated if, for instance, equipment drifts
during the course of the study and cases measured near each
other in time have more similar errors of measurement than
do cases measured farther apart in time. Care is needed to
control such factors because violation of the assumption
can lead to both larger error terms (by inclusion of additional
factors not accounted for in the analysis) and potentially
misleading results if nuisance variables are confounded with
levels of treatment. 

Nonindependence of errors is possible also if an experi-
ment is not properly controlled. For experimental IVs, unless
all cases from all groups are tested simultaneously, errors
within groups may be related if all cases within a group are
tested together because cases tested together are subject to
the same nuisance variables. Thus, a mean difference found
between groups could be due to the nuisance variables unique

to the group rather than to the treatment unique to the group.
If there are potentially important nuisance variables, cases
should be tested individually or simultaneously for all levels,
not in groups defined by levels. This assumption rarely is ap-
plicable for nonexperimental IVs because in the absence of
random assignment to levels of treatment, there is no justifi-
cation for causal inference to the treatments and the assump-
tion of independence loses relevance.

If cases are entered into the data set in sequential order and
the problem is analyzed through regression, the Durbin-
Watson statistic is a formal test of contingencies of errors
among scores close together in the sequence. This statistic
assesses autocorrelation among residuals. If the errors
(residuals) are independent, autocorrelation is zero. If you
suspect violation of this assumption due to contingencies in
the sequence of the cases, use of this analysis is appropriate.
If violation is found, addition of another IV representing the
source of the nonindependence (e.g., time: early, middle, and
late in the study) might account for this source of variability
in the data set.

For between-subjects designs, the assumption of additiv-
ity is that all the factors that contribute to variability in scores
are identified and their effects are properly included in the
model by summing those factors. Part of the assumption is
that there are no other cross products or powers of factors
present beyond the ones that are explicitly entered into the
general linear model (GLM) as sources of variability. The
GLM for a two-factor design (where, e.g., A is type of treat-
ment and B is type of participant) is written as follows: 

Y = � + � + � + �� + e (5.7)

The sources of variability in the DV (Y) identified in this
equation are the grand mean (�), type of treatment (�), type
of participant (�), the interaction of type of treatment with
type of participant (��), and error (e). Here the interaction
term is explicitly part of the GLM and is automatically de-
veloped during the analysis. The assumption of additivity is
violated if scores are not simple sums of their components,
factors are not additive, or if cross products or powers of fac-
tors are present but not included in the analysis. In between-
subjects designs, assessment of this assumption is mostly the
logical problem of including all of the potential factors and
their interactions in an analysis.

Independence of Errors, Additivity, Homogeneity of
Covariance, and Sphericity in Within-Subjects Designs

In within-subjects ANOVA with more than two levels of the re-
peated measures, independence of errors and additivity are
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often untenable assumptions. In these designs, scores measured
more than once for each participant are almost always corre-
lated because of consistency in individual differences among
cases. Although some kinds of individual differences are re-
moved by calculating variance due to subjects in the analysis,
there are likely still correlations among the repeated measures.
When such correlations are present, the F test for the effect of
treatment is too liberal, and the probability of Type I error is
greater than the nominal value.

The relevant assumption of sphericity is violated when
the variances of difference scores among pairs of levels of a
repeated-measure IV are unequal. That is, the variance in dif-
ference scores between two adjacent levels (e.g., a1 and a2) is
likely to differ from the variance in difference scores be-
tween, say, a1 and a5 when the IV is something like time
because scores taken at adjacent periods in time are apt to be
more like each other (lower difference scores) than are scores
taken farther apart in time. 

There is some confusion in the literature regarding as-
sumptions of sphericity, additivity, and compound symmetry
(the combination of the assumption of homogeneity of vari-
ance and the assumption of homogeneity of covariance).
Often these are discussed as if they are more or less inter-
changeable. Table 5.1 describes differences among them in
greater detail (and a yet more extended discussion is avail-
able in Tabachnick & Fidell, 2001a). 

Additivity is the absence of a true treatment (A) by partici-
pant (S) interaction (i.e., AS); this serves as the error term in
standard repeated-measures ANOVA and is supposed to rep-
resent only error. However, if treatment and participants truly
interact (i.e., if some participants react differently than other
participants to the different levels of treatment), this is a
distorted error term because it includes a true source of
variance (the interaction) as well as random error. Because
the interaction means that different cases have different pat-
terns of response to treatment, a better, more powerful, and

generalizable design takes the interaction into account by
blocking on cases that have similar patterns of response to the
levels of IV. For example, if younger participants show one
consistent pattern of response over the levels of the repeated
measures IV and older participants show a different consistent
pattern of response, age should be included as an additional
between-subjects IV. This provides an explicit test of the for-
mer nonadditivity (treatment by age) and removes it from the
error term.

The relevant assumption is of sphericity—that the vari-
ances of difference scores between pairs of levels of A are
equal. This explains why the assumption does not apply
when there are only two levels of A: There is only one vari-
ance of difference scores. With complete additivity, there is
zero variance in difference scores, and because all zeros are
equal, there is also sphericity. Thus, additivity is the most re-
strictive form of the assumption. 

The next most restrictive assumption is compound sym-
metry: that both the variances in levels of A and correlations
between pairs of levels of A are equal. In this situation the
variances in difference scores are not zero (as they are with
additivity), but they are equal. With either additivity or com-
pound symmetry, then, the assumption of sphericity is met.
However, it is possible to have sphericity without having ei-
ther additivity or compound symmetry, as demonstrated in
Myers and Well (1991).

If your data meet requirements for either additivity or
compound symmetry, you can be confident about sphericity.
However, if requirements for additivity or compound sym-
metry are not met, you may still have sphericity and have a
noninflated F test of treatment. In practice, researchers rely
on the results of a combination of tests for homogeneity of
variance and the Mauchly (1940) test for sphericity.

SYSTAT ANOVA and GLM as well as SPSS GLM offer
the Mauchly test of sphericity by default; SAS GLM and
ANOVA produce it by request. In addition, all programs in
the three packages that do within-subjects ANOVA display
epsilon factors that are used to adjust degrees of freedom
should the assumption of sphericity be violated. (MINITAB
does not recognize within-subjects designs and thus offers no
information about sphericity or correction for its violation.) If
the Mauchly test is nonsignificant, if the adjustment based on
epsilon (described below) does not alter the nominal proba-
bility of rejecting the null hypothesis, and if conditions for
homogeneity of variance are met, the F test for routine
within-subjects ANOVA is appropriate. 

The Mauchly test, however, is sensitive to nonnormality
of the DV as well as to heterogeneity of covariance.
Therefore, it is sometimes significant when there is nonnor-
mality rather than failure of sphericity. If the Mauchly test is

TABLE 5.1 Definitions of Sphericity, Compound Symmetry,
and Additivity

Assumption Definition

Sphericity Variances of difference scores between
all pairs of levels of A are equal.

Compound symmetry
Homogeneity of variance Variances in different levels of A are equal.
Homogeneity of Correlations between pairs of levels of A

covariance are equal, and variances of difference 
scores between all pairs of levels of A
are equal.

Additivity There is no true AS interaction; difference
scores are equivalent for all cases.
Variances of difference scores are zero.
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significant, then, closer examination of the distribution of the
DV is in order. If it is markedly skewed, the sphericity test
should be repeated after a normalizing transformation of the
DV. If the test is now nonsignificant, the problem with the
data set is probably nonnormality rather than failure of
sphericity. If the test is still significant, there is probably
nonsphericity. The Mauchly test also has low power for small
samples and is overly sensitive with very large samples.
Thus, with large samples it is sometimes significant when de-
parture from sphericity is slight. It is always worthwhile,
then, to consider the magnitude of the epsilon factor, even
when the test of sphericity is explicitly provided.

There are five options when the assumption of sphericity
is not tenable: (a) use comparisons on the IV in question (usu-
ally trend analysis) instead of the omnibus test; (b) use an ad-
justed F test; (c) use a multivariate test of the within-subjects
effects; (d) use a maximum likelihood procedure that lets you
specify that the structure of the variance-covariance matrix is
other than compound symmetry; or (e) use a multilevel mod-
eling approach in which the multiple responses over time are
the lowest level of analyses and are nested with subjects, the
next higher level of analysis.

The first option—comparisons—takes advantage of the
fact that sphericity is not required when there is only one df
for the within-subjects IV. This option, in the form of trend
analysis, is often a good one because questions about trends
in the DV over time are usually the ones that researchers want
answered anyway, and the assumption of sphericity is most
likely to be violated when the IV is time related. Trend analy-
sis asks, “Does the DV increase (or decrease) steadily over
time?” “Does the DV first increase and then decrease (or the
reverse)?” “Are both patterns present, superimposed on each
other?” and “Are there other, more complicated, patterns in
the data?” Before the sophisticated software was available
for other options, trend analysis (or other comparisons) was
preferred on strictly computational grounds. It is still pre-
ferred if the researcher has questions about the shape of the
patterns in the DV over time. However, a disadvantage of
trend analysis (or any set of comparisons) in within-subjects
design is that each comparison develops its own error term.
This reduces the number of df for error—and consequently
the power—available for the test of the comparison. 

The second option is to use a more stringent F test of
the IV in question. Both Greenhouse-Geisser (1959) and
Huynh-Feldt (1976) adjustments are offered by all three
software packages that recognize within-subjects designs.
Both compute an adjustment factor, epsilon (�), that is used
to reduce df associated with both numerator and denomina-
tor of the F test. Reducing df makes the F test more conser-
vative. Both Greenhouse-Geisser and Huynh-Feldt compute

an epsilon value, but Greenhouse-Geisser usually produces
a stronger adjustment (larger value) than Huynh-Feldt. The
more liberal Huynh-Feldt adjustment is usually preferred be-
cause it seems to produce results closer to nominal alpha
levels.

The third option is to use the multivariate approach to re-
peated measures (a form of MANOVA called profile analysis
of repeated measures) that does not require sphericity. De-
scription of multivariate tests is available in Harris (2001),
Stevens (2001), and Tabachnick and Fidell (2001b, chaps. 9
and 10), among others. 

A fourth option is to use a maximum likelihood strategy
instead of ANOVA, in which the variance-covariance matrix
is user-specified or left unspecified. SAS MIXED, SYSTAT
MIXED REGRESSION, and SPSS MIXED MODEL pro-
duce this type of analysis. The appropriate variance-covari-
ance matrix structure for a time-related within-subjects IV,
for example, is first-order autoregressive—AR(1)—in which
correlations among pairs of levels decrease the farther apart
they are in time.

The fifth option, multilevel modeling (MLM), circum-
vents the assumption of sphericity by viewing individuals as
levels of an IV, with repeated measurements nested (and
modeled) separately within each subject. An advantage of
MLM over repeated-measures ANOVA is that there is no re-
quirement for complete data over occasions (although it is as-
sumed that data are missing completely at random); nor need
there be equal intervals between measurement occasions for
any units. That is, there is no need for equal numbers or
intervals of measurements for each case. Another important
advantage of MLM for repeated-measures data is the oppor-
tunity to test individual differences in growth curves (or
any other pattern of responses over the repeated measure).
Are the regression coefficients the same for all cases? Each
case gets its own regression equation, and it is possible to
evaluate whether individuals do indeed differ in pattern of re-
sponses over the repeated measure or in their mean response.

ANOVA programs in all three packages that recognize
within-subjects designs give trend analyses, multivariate
tests, and Huynh-Feldt adjustment by default, so the re-
searcher can easily choose any of those three options. The
fourth and fifth options, maximum likelihood analysis and
multilevel, are included in special “mixed” programs.

Multivariate Assumptions

Multivariate analyses differ from univariate analyses by
simultaneously considering two or more variables. For exam-
ple, MANOVA is the multivariate extension of ANOVA
where all participants provide scores for two or more DVs
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(e.g., speed and accuracy of response). Multiple regression is
the extension of bivariate regression to predicting the DV
from several (potentially correlated) IVs instead of from a
single IV. Most multivariate analyses have all the assump-
tions of the univariate analysis plus others due to the rela-
tionships between multiple DVs or multiple IVs. For the
most part, these assumptions are a logical extension of their
univariate counterparts.

Multivariate Normality

Multivariate normality is the assumption that all variables and
all linear combinations of those variables are normally dis-
tributed. When the assumption is met, the residuals of analy-
sis are normally distributed and independent. The assumption
of multivariate normality is not readily tested because it is im-
possible to test all linear combinations of variables for nor-
mality. Those tests that are available are overly sensitive.

The assumption of multivariate normality is partially
checked by examining the normality of individual vari-
ables and the linearity and homoscedasticity of pairs of
variables (discussed later) or by examining the residuals
of analysis. The assumption is certainly violated, at least to
some extent, if the individual variables are not normally dis-
tributed (or lack pair-wise linearity and homoscedasticity) or
the residuals are not normally distributed. Figure 5.8 shows
scatter plots of some idealized residuals from a regression
analysis in which residuals for a group of IVs are plotted
against predicted scores on a DV (Y ′). When there is multi-
variate normality, the envelope of residuals is roughly the
same width over the range of the predicted DV, and the rela-
tionship is linear. Similar residuals plots are available in
many programs of all major statistical packages.

Transformations that improve univariate normality also
facilitate multivariate normality. The analysis is likely to be
enhanced when variables are transformed to more nearly
normal, especially if the variables have different amounts and
directions of skewness and kurtosis.

Linearity and Homoscedasticity Between Pairs
of Variables

The assumption of multivariate linearity is that there are
straight-line relationships between all pairs of variables.
Multivariate analyses based on correlation capture only the
linear relationships among variables, so nonlinear relation-
ships among variables are ignored unless specifically added
into the analysis by the researcher. 

The assumption of homoscedasticity for ungrouped data is
that the variability in scores for one continuous variable is

roughly the same at all values of another continuous variable.
Failures of linearity and homoscedasticity of residuals are il-
lustrated in Figure 5.8 (panels C and D).

Heteroscedasticity, the failure of homoscedasticity, oc-
curs because one of the variables is not normally distributed
(i.e., one variable is linearly related to some transformation
of the other), because there is greater error of measurement
of one variable at some levels, or because one of the vari-
ables is spread apart at some levels by its relationship to a
third variable (measured in the design or not), as seen in Fig-
ure 5.9. An example of true heteroscedasticity is the rela-
tionship between age (X1) and income (X2), as depicted in
Figure 5.9, panel B. People start out making about the same
salaries, but with increasing age, people spread farther apart
on income. In this example, income is positively skewed,
and transformation of income is likely to improve the ho-
moscedasticity of its relationship with age. An example of
heteroscedasticity caused by greater error of measurement at
some levels of an IV might be weight. People in the age
range of 25 to 45 are probably more concerned about
their weight than are people who are younger or older. Older
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Figure 5.8 Plots of predicted values of the DV (Y ′) against residuals,
showing (A) assumptions met, (B) failure of normality, (C) nonlinearity, and
(D) heteroscedasticity. Reprinted with permission of Tabachnick and Fidell
(2001b), Using multivariate statistics (Boston: Allyn and Bacon).
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Figure 5.9 Bivariate scatter plots under conditions of homoscedasticity
and heteroscedasticity. Reprinted with permission of Tabachnick and Fidell
(2001b), Using multivariate statistics (Boston: Allyn and Bacon).
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Figure 5.10 Curvilinear and curvilinear plus linear relationships.
Reprinted with permission of Tabachnick and Fidell (2001b), Using multi-
variate statistics (Boston: Allyn and Bacon).

and younger people, then, are likely to give less reliable
estimates of their weight, increasing the variance of weight
scores at those ages.

Nonlinearity and heteroscedasticity are not fatal to an
analysis of ungrouped data because at least the linear com-
ponent of the relationship between the two variables is
captured by the analysis. However, the analysis misses the
other components of the relationship unless entered by
the researcher.

Nonlinearity and heteroscedasticity are diagnosed either
from residuals plots or from bivariate scatter plots. As seen in
Figure 5.8 (for residuals) and Figure 5.9 (for bivariate scatter
plots), when linearity and homoscedasticity are present, the
envelope of points is roughly the same width over the range
of values of both variables and the relationship is adequately
represented by a straight line. Departures from linearity and
homoscedasticity distort the envelope over certain ranges of
one or both variables. Normalizing transformations improve

linearity and homoscedasticity of the relationship and, usu-
ally, the results of the overall analysis. 

Sometimes, however, skewness is not just a statistical
problem; rather, there is a true nonlinear relationship between
two variables, as seen in Figure 5.10, panel A. Consider, for
example, the number of symptoms and the dosage of drug.
There are numerous symptoms when the dosage is low, only
a few symptoms when the dosage is moderate, and lots of
symptoms again when the dosage is high, reflecting a qua-
dratic relationship. One alternative to capture this relation-
ship is to use the square of the number of symptoms instead
of the number of symptoms in the analysis. Another alterna-
tive is to recode dosage into two dummy variables (using lin-
ear and then quadratic trend coefficients) and then use the
dummy variables in place of dosage in analysis. Alterna-
tively, a nonlinear analytic strategy could be used, such as
that available through SYSTAT NONLIN.

In panel B of Figure 5.10 two variables have both linear and
quadratic relationships. One variable generally gets smaller
(or larger) as the other gets larger (or smaller), but there is also
a quadratic relationship. For instance, symptoms might drop
off with increasing dosage, but only to a point; increasing
dosage beyond the point does not result in further change of
symptoms. In this case, the analysis improves if both the linear
and quadratic relationships are included in the analysis.

Assessing linearity and homoscedasticity through bivari-
ate scatter plots is difficult and tedious, especially with small
samples and numerous variables, and more especially when
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subjects are grouped and the search is conducted separately
within each group. If there are only a few variables, screening
all possible pairs is possible; but if there are numerous vari-
ables, you may want to use statistics on skewness to screen
for only pairs that are likely to depart from linearity. Think,
also, about pairs of variables that might have true nonlinear-
ity and heteroscedasticity and examine them through bivari-
ate scatter plots. Bivariate scatter plots are produced by
PLOT procedures in SPSS, SYSTAT, MINITAB, and SAS,
among other programs. You could also detect nonlinearity
and heteroscedasticity through residuals (cf. Figure 5.8).

Absence of Multivariate Outliers in Variables
and the Solution

A multivariate outlier is a case with a peculiar combination of
scores on two or more variables. For example, a person who
is 5 feet 2 inches tall is within normal range, as is a person
who weighs 230 pounds, but a short person who is that heavy
has an unusual combination of values. A multivariate outlier
such as this may have more impact on the results of analysis
than other cases in the sample. Consider, for example, the bi-
variate scatter plot of Figure 5.11, in which several regression
lines, all with slightly different slopes, provide a good fit to
the data points inside the swarm. But when the data point la-
beled A in the upper right-hand portion of the scatter plot is
also considered, the regression coefficient that is computed is
the one from among the several good alternatives that pro-
vides the best fit to the extreme case. The case is an outlier
because it has much more impact on the value of the regres-
sion coefficient than do any of those inside the swarm. 

One statistic used to identify multivariate outliers is
Mahalanobis distance, the distance of a case from the centroid
of the remaining cases where the centroid is the intersection of
the means of all the variables in multidimensional space. In
most data sets the cases form a swarm around the centroid in
multivariate space. Each case is represented in the swarm by a

single point at its own peculiar combination of scores on all of
the variables. A case that is a multivariate outlier lies outside
the swarm, some distance from the other cases. Mahalanobis
distance is one measure of that multivariate distance, and it
can be evaluated for each case using the chi-square distribu-
tion with a very conservative probability estimate for a case
being an outlier (e.g., p < .001).

Other statistical measures used to identify multivariate
outliers are leverage, discrepancy, and influence. Although
developed in the context of multiple regression, these mea-
sures are now available for some other analyses. Leverage is
related to Mahalanobis distance (or variations of it in the hat
matrix) and is variously called HATDIAG, RHAT, or hii.
Although leverage is related to Mahalanobis distance, it is
measured on a different scale so that significance tests based
on a chi-square distribution do not apply. Lunneborg (1944)
suggested that outliers be defined as cases with leverage
greater than 2 (k/N ), where k is the number of variables.
Equation 5.8 shows the relationship between leverage B(hii)B
and Mahalanobis distance:

Mahalanobis distance = (N − 1)(hii − 1/N ) (5.8)

Or, as is sometimes more useful if you want to find a critical
value for leverage at � = .001 by translating the critical chi-
square value for Mahalanobis distance:

hii = Mahalanobis distance

N − 1
+ 1

N
(5.9)

Cases with high leverage are far from the others, but they
can be far out along the same line as the other cases, or far away
and off the line. Discrepancy measures the extent to which
a case is in line with the others. PanelAof Figure 5.12 shows a
case with high leverage and low discrepancy; panel B shows a
case with high leverage and high discrepancy. Panel C is a case
with low leverage and high discrepancy. In all of these figures,
the outlier appears disconnected from the remaining scores.

Influence is a product of leverage and discrepancy (Fox,
1991). It assesses the change in regression coefficients when
a case is deleted; cases with influence scores larger than 1.00
are suspected of being outliers. Measures of influence are
variations of Cook’s distance and are identified in output as
Cook’s distance, modified Cook’s distance, DFFITS, and
DBETAS. Fox (1991, pp. 29–30) described these statistics in
more detail.

Leverage or Mahalanobis distance values are available as
statistical methods of outlier detection in several statistical
packages. However, some studies (e.g., Egan & Morgan,
1998; Hadi & Simonoff, 1993; Rousseeuw & van Zomeren,
1990) indicate that these methods are not perfectly reliable.

Figure 5.11 Bivariate scatter plot for showing impact of an outlier.
Reprinted with permission of Tabachnick and Fidell (2001b), Using multi-
variate statistics (Boston: Allyn and Bacon).
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Figure 5.12 The relationships among leverage, discrepancy, and influence. Reprinted with permission of Tabachnick
and Fidell (2001b), Using multivariate statistics (Boston: Allyn and Bacon).

Unfortunately, methods with greater reliability are currently
unavailable in popular statistical packages. Therefore, multi-
variate outliers are detected through Mahalanobis distance,
or one of its cousins, but cautiously.

Statistics assessing the distance for each case, in turn,
from all other cases are available through SPSS REGRES-
SION (among others) when you specify some arbitrary
variable (e.g., the case number) as DV and the set of variables
of interest as IVs. Outliers are detected by evoking
Mahalanobis, Cook’s, or Leverage values through the Save
command in the Regression menu (where these values are
saved as separate columns in the data file and examined using

standard descriptive procedures) or by examining the 10
cases with largest Mahalanobis distance printed out by SPSS
REGRESSION through the RESIDUALS subcommand. A
number of other regression programs, including those in SAS
and SYSTAT, provide a leverage value, hii, for each case that
converts easily to Mahalanobis distance (Equation 5.8).
These values are also saved to the data file and examined
using standard statistical and graphical techniques.

Figure 5.13 shows syntax and output for identifying multi-
variate outliers for ungrouped data using the downloaded
SCREEN.SAV data set (available from www.abacon.com/
tabachnick). In this data set (described more fully in

Figure 5.13 Syntax and Mahalanobis distance for ungrouped data produced by SPSS
REGRESSION for the SCREEN.SAV data set.
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Tabachnick & Fidell, 2001b), the TIMEDRS variable has been
logarithmically transformed to become LTIMEDRS. SUBNO
(case label) and is used as a dummy DV, convenient because
multivariate outliers among IVs are unaffected by the DV.
(The COLLIN instruction requests collinearity diagnostics,
described in a later section.) Mahalanobis distance is evalu-
ated as χ2 at p < .001 with degrees of freedom equal to
the number of variables, in this case five: LTIMEDRS,
ATTDRUG, ATTHOUSE, MSTATUS, and RACE. Any case
(such as cases 117 and 193) with a Mahalanobis distance
greater than 20.515 (χ2 value at α = .001 with 5 df ), then, is a
probable multivariate outlier.

In grouped data, multivariate outliers are sought sepa-
rately within each group. SYSTAT DISCRIM can be used
to print out Mahalanobis distance for each case with grouped
data. Use of other programs, including SPSS and SAS
REGRESSION, requires separate runs for each group. How-
ever, different error terms are developed, and different cases
may be identified as outliers when separate runs for each group
are used instead of a single run for within-group outliers.

Figure 5.14 shows syntax and output using SYSTAT
DISCRIM with the SCREEN.SAV data set. Mahalanobis
distance may be shown either in output or added to the data
file. Figure 5.14 shows part of the section that provides
Mahalanobis distance for each case from the centroid of
each group. The grouping variable, EMPLMNT, has two
levels, 0 (paid workers) and 1 (housewives).

Mahalanobis distance is shown first for the paid workers
(group 0) with case sequence number in the first column. The
next two columns show Mahalanobis distance (and posterior
probability) for those cases from their own group. The last
two columns show Mahalanobis distance (and posterior
probability) for those cases from the other group (group 1).
Using χ2 = 20.515 (α = .001 with 5 df ) as the criterion,
Figure 5.14 shows that case 40 (identified as SUBNO = 48 in
the data set) is a multivariate outlier among paid workers.

Sometimes multivariate outliers hide behind other multi-
variate outliers (Rousseeuw & von Zomren, 1990). When the
first few cases identified as outliers are deleted, the data set be-
comes more consistent so that other cases become extreme.

Figure 5.14 Syntax and Mahalanobis distance for grouped data produced by SYSTAT
DISCRIM for the SCREEN.SAV data set.

schi_ch05.qxd  8/2/02  2:46 PM  Page 132



Screening Continuous Variables 133

Robust approaches to this problem have been proposed (e.g.,
Egan & Morgan, 1998; Hadi & Simonoff, 1993; Rousseeuw &
von Zomren, 1990), but these are not yet implemented in pop-
ular software packages. These methods can be approximated
by screening for multivariate outliers two or more times, each
time dealing with cases identified as outliers on the previous
run, until finally no new outliers are identified. But if there
seem to be too many outliers, do a trial analysis with and with-
out later-identified outliers to see if they are truly changing re-
sults. If not, retain them in the analysis. (This is also a worth-
while strategy to apply for early-identified outliers if there
seem to be too many of them.)

Once multivariate outliers are identified, you need to dis-
cover why the cases are extreme. (You already know why
univariate outliers are extreme.) It is important to identify the
variables on which the cases are deviant to help you decide
whether the case is properly part of your sample and to pro-
vide an indication of the kinds of cases to which your results
do not generalize. If there are only a few multivariate out-
liers, it is reasonable to examine them one at a time through
multiple regression in which a dichotomous DV is formed on
the basis of the outlying case. If there are several outliers, you
may want to examine them as a group to see if there are any
variables that consistently separate the group of outliers from
the rest of the cases. These procedures are illustrated in
Tabachnick and Fidell (2001b). 

First, identify potential univariate outliers and then begin
the search for multivariate outliers. The solutions that elimi-
nate univariate outliers also tend to reduce the number of
multivariate outliers, but sometimes not completely because
the problem with a true multivariate outlier is the combina-
tion of scores on two or more variables, not the score on any
one variable. To deal with multivariate outliers, first consider
the possibility that one variable is implicated for many of
them. If so, and the variable is highly correlated with others
in a multivariate design or is not critical to the analysis, dele-
tion of it is a good alternative. Otherwise, multivariate out-
liers are usually deleted.

After the analysis is complete, look for outliers in the
solution as a hint to the kinds of cases for which the solution
does not work very well. Outliers in the solution for un-
grouped data are found through examination of residuals.
Outliers in the solution for grouped data are available as
Mahalanobis distance through SPSS DISCRIMINANT. This
program produces Mahalanobis distance based on discrimi-
nant function scores (with df = number of discriminant func-
tions) rather than raw scores and so provides information
about outliers in the solution. The lists of outliers produced
by SYSTAT DISCRIM are not the same because the program
identifies outliers among the original variables. Or you can

visually examine residuals produced by running each group
separately through any multiple regression program.

Absence of Collinearity and Singularity

Problems with collinearity and singularity occur when two or
more variables are too highly or perfectly correlated. With
collinearity, the variables are very highly correlated—for ex-
ample, scores on the Wechsler Adult Intelligence Scale
(WAIS) and scores on the Stanford-Binet Intelligence Scale.
With singularity, the variables are redundant because one
variable is a combination of two or more other variables (e.g.,
total WAIS score is a combination of subscale scores). In sta-
tistical terms, a singular correlation matrix is not of full rank
because there are not as many variables as columns.

Collinearity and singularity cause both logical and statisti-
cal problems. The logical problem is that redundant variables
are not needed in the same analysis unless you are analyzing
structure (through factor analysis, principal components
analysis, or structural equation modeling), dealing with
repeated measures of the same variable, or dealing with in-
teractions or powers of variables along with the original
variables in the same analysis (Aiken & West, 1991). Before
including two variables with a bivariate correlation of, say,
.70 or more in the same analysis, consider omitting one of the
variables or creating a composite score from the correlated
variables.

Statistical problems with a singular correlation matrix
occur because matrix inversion (the equivalent of division in
scalar algebra) is impossible and the determinant is zero.
Therefore, runs for an analysis requiring matrix inversion are
aborted until the redundant variable is eliminated. With
collinearity, the determinant is not exactly zero, but it is zero
to several decimal places. Division by a near-zero determi-
nant produces very large and unstable numbers in the in-
verted matrix that fluctuate considerably with only minor
changes (e.g., in the second or third decimal place) in the
sizes of correlations. The portions of a multivariate solution
that follow this matrix inversion are unstable. In regression,
for instance, standard error terms for the regression coeffi-
cients get so large that none of the coefficients is significant
(Berry, 1993). When r is .9 or above, the precision of estima-
tion of weighting coefficients is halved (Fox, 1991). 

Statistical problems are also present when there is
collinearity caused by interactions among continuous var-
iables or variables taken to powers. The remedy is to center
those continuous variables by replacing raw scores for
those variables with scores that are deviations from their
means (see Aiken & West, 1991, for further discussion of
centering).
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Both bivariate and multiple correlations can be collinear
or singular. A bivariate collinear relationship has a correla-
tion of .90 or above and is resolved by deletion of one of
the two variables. With a multivariate collinear relationship,
diagnosis is more difficult because the collinearity is not
necessarily apparent through examination of bivariate cor-
relations. Instead, multivariate statistics are needed, such as
squared multiple correlations (SMCs, in which each vari-
able, in turn, serves as the DV with the others as IVs), tol-
erances (1 − SMC), or collinearity diagnostics. SMCs are
available through factor analysis and regression programs
in statistical software packages. However, SMCs are not
evaluated separately for each group if you are analyzing
grouped data. PRELIS provides SMCs for structural equa-
tion modeling.

Most modern programs automatically protect against sin-
gularity. Screening for collinearity that causes statistical in-
stability is also routine with most programs because they
have tolerance criteria for inclusion of variables. If the toler-
ance is too low, the variable does not enter the analysis. De-
fault tolerance levels range between .01 and .0001, so SMCs
are .99 to .9999 before variables are excluded. You may wish
to take control of this process, however, by adjusting the tol-
erance level (an option with many programs) or deciding
yourself which variables to delete instead of letting the pro-
gram make the decision on purely statistical grounds.

SAS, SYSTAT, and SPSS have recently incorporated
collinearity diagnostics proposed by Belsley, Kuh, and
Welsch (1980) in which both a condition index and variance
proportions associated with each standardized variable are
produced for each root (dimension, factor, principal compo-
nent). Variables with large variance proportions are those
with problems. 

Condition index is a measure of tightness or dependency of
one variable on the others. The condition index is monotonic

with SMC, but not linear with it. A high condition index is as-
sociated with variance inflation in the standard error of a para-
meter estimate for a variable. As the standard error increases,
parameter estimation becomes more and more uncertain.
Each root (dimension) accounts for some proportion of the
variance of each parameter estimated. There is a collinearity
problem when a root with a high condition index contributes
strongly (has a high variance proportion) to the variance of
two or more variables. Criteria for collinearity suggested by
Belsely et al. (1980) are a condition index greater than 30 for
a given root coupled with at least two variance proportions for
individual variables greater than 0.50.

Figure 5.15 shows output of SPSS REGRESSION for
assessing collinearity for the SCREEN.SAV data set. Al-
though the last dimension (root) has a Condition Index that
approaches 30, no variable (column) has more than one
Variance Proportion greater than .50. Therefore, no collinear-
ity is evident.

Homogeneity of Variance, Homoscedasticity,
and Homogeneity of Variance/Covariance Matrices
in Grouped Designs 

The assumption of homoscedasticity for ungrouped data
becomes the assumption of homogeneity of variance for
grouped data where the variability in a DV is expected to be
about the same at all levels of an IV. As previously discussed,
heterogeneity of variance affects the robustness of ANOVA
and ANOVA-like analyses. 

In multivariate ANOVA-like analyses, homogeneity of
variance becomes homogeneity of variance-covariance
matrices because more than one DV is measured each time.
Within each cell of the design, there is a matrix of variances
and covariances for the several DVs. Homogeneity of
variance is present if each of the DVs has an Fmax value

Attitudes
toward

medication

Attitudes
toward

housework

Whether
currently
married RACE

Variance Proportions

Collinearity Diagnosticsa

TIMEDRSModel Dimension

a. Dependent Variable: Subject number

Eigenvalue
Condition

Index (Constant)

1 1
2
3
4
5
6

5.656
.210

.026E-02

.271E-02

.476E-02

.785E-03

1.000
5.193
9.688

11.508
15.113
28.872

.00

.00

.00

.00

.00

.99

.00

.00

.00

.03

.53

.43

.00

.00

.01

.29

.41

.29

.00

.01

.29

.46

.06

.18

.00

.02

.66

.16

.04

.12

.01

.92

.01

.06

.00

.00

Figure 5.15 Collinearity diagnostics produced by SPSS REGRESSION for the SCREEN.SAV data set. Syntax in
Figure 5.13.
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(Equation 5.6) of less than 10 across the cells of the design
(when there is nearly equal n). Further, within each cell, the
DVs covary (are correlated with each other) to varying
extents, and the pattern of those correlations should be about
the same across the cells. There is homogeneity of the
variance/covariance matrices, then, when the DVs have
about the same variability and are related to each other to
similar extents in all cells.

Box’s M is a formal test of homogeneity of variance/
covariance matrices, but it is too strict with the large sample
sizes and the roughly equal n often associated with multivari-
ate analyses. The researcher can, with confidence, assume
homogeneity of variance/covariance matrices if Box’s M is
not significant, if sample sizes are equal, or if larger sample
sizes are associated with larger variances. But Monte Carlo
studies by Hakstian, Roed, and Lind (1979) show that ro-
bustness is not guaranteed if Box’s M is significant, if there is
substantial unequal n, and if the larger variances are associ-
ated with smaller samples. The greater the discrepancy in cell
sample sizes is, the greater the potential Type I error rate. One
remedy is to use an alternative criterion for testing the multi-
variate significance of differences among group means such
as Pillai’s criterion instead of the more common Wilk’s
lambda (Olson, 1979). Another is to equalize sample sizes by
random deletion of cases if power can be maintained at rea-
sonable levels.

Normalizing Transformations for Minimizing
Violation of Assumptions

Transformations are often undertaken because a variable vio-
lates normality, has outliers, has heterogeneity of variance, or
has heteroscedasticity and nonlinearity in its relationship
with other variables. Transformation is a sensible practice
when variables are assessed on scales that are more or less ar-
bitrary anyway, as are many scales in psychology. However,
interpretation is of the transformed variable and may be both-
ersome for scores measured on well-known scales or scales
with carefully developed psychometric properties.

If you decide to transform, check that the distribution is
improved by transformation. If a variable is only moderately
positively skewed, for instance, a square root transformation
may make the variable moderately negatively skewed so
nothing is gained. Often, you need to try first one transforma-
tion and then another until you find the transformation that
reduces skewness and kurtosis values to near zero, has the
fewest outliers, or produces homogeneity of variance and
linearity.

The type of transformation necessary to improve the fit to
assumptions also conveys substantive information. For ex-

ample, a transformation that makes an IV-DV relationship
linear also conveys information about how much the DV is
changing with the same-sized changes in the IV. That is, the
DV may grow exponentially with linear changes in the IV,
the DV may grow linearly with exponential changes in the
IV, or there may be a linear relationship between the IV-DV
exponents. If the IV-DV relationship is linear, DV scores go
from 1 to 2 to 3 as the IV goes from 1 to 2 to 3; if the rela-
tionship is a square root, the DV scores go from 1 to 4 to 9 as
the IV goes from 1 to 3; and if the relationship is log10, the
DV scores go from 10 to 100 to 1,000. 

The log is probably the easiest transformation to under-
stand because in the simplest, most familiar situation (log10

and, e.g., a DV score of 10 associated with a score of 1 on the
IV), a change in the IV from 1 to 2 changes the DV from 10
to 100, whereas a change in the IV from 2 to 3 changes the
DV from 100 to 1,000. Two therapy sessions are 10 times
more effective than one, and three therapy sessions are
100 times more effective than one (and three therapy sessions
are 10 times more effective than two). That is, each change of
one unit in the IV increases the DV by a factor of 10. If log2

is used instead, a one-unit change on the IV changes the DV
by a factor of 2 (i.e., doubles it).

With square root transformations, the change is not as
rapid as with logs. For example, a change in the IV from 1 to
2 changes the DV from 3.16 (square root of 10) to 10 (square
root of 100) while a change from 2 to 3 changes the DV from
10 to 31.6 (square root of 1,000). That is, three therapy
sessions are 10 times more effective than one (instead of
100 times more effective than one), and two sessions are
about 3 times as effective as one. 

Figure 5.16 presents distributions of single variables that
diverge from normality to different degrees, together with
the transformations that are likely to render them normal. If
the distribution differs moderately from normal, a square
root transformation is tried first. If the distribution differs
substantially, a log transformation is tried. If the distribu-
tion differs severely, the inverse is tried; or if preserving
order is desired, the negative of the inverse is used (Tukey,
1977). According to Bradley (1982), the inverse is the best
of several alternatives for J-shaped distributions, but even it
may not render the distribution acceptably normal. Finally,
if the departure from normality is severe and no transfor-
mation seems to help, you may want to try dichotomizing
the variable.

The direction of the deviation is also considered. When
distributions have negative skewness, the best strategy is to
reflect the variable and then apply the appropriate transfor-
mation for positive skewness. To reflect a variable, find the
largest score in the distribution and add 1 to it to form a
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constant that is larger than any score in the distribution. Then
create a new variable by subtracting each score from the con-
stant. In this way, a variable with negative skewness is con-
verted to one with positive skewness prior to transformation.
When you interpret a reflected variable, be sure to reverse the
direction of the interpretation as well. For instance, if big
numbers meant good things prior to reflecting the variable,
big numbers mean bad things afterward.

Instructions for transforming variables in four software
packages are given in Table 5.2. Notice that a constant is
added if the distribution contains zero or negative numbers.
The constant (to bring the smallest value to at least 1) is
added to each score to avoid taking the log, square root, or in-
verse of zero.

This section on transformations merely scratches the sur-
face of the topic about which a great deal more is known. The

Figure 5.16 Shape of distributions and common transformations to produce normality. Reprinted
with permission of Tabachnick and Fidell (2001b), Using multivariate statistics (Boston: Allyn and
Bacon).
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TABLE 5.2 Original Distributions and Common Transformations to Produce Normality

MINITAB SPSS SAS SYSTAT
LETa COMPUTE DATA DATA TRANSFORM

Moderate positive skewness LET NEWX = SQRT(X). NEWX = SQRT(X) NEWX = SQRT(X); LET NEWX = SQR(X)
Substantial positive skewness LET NEWX = LOGTEN(X). NEWX = LG10(X) NEWX = LOG10(X); LET NEWX = L10(X)

with zero LET NEWX = LOGTEN(X + C). NEWX = LG10(X + C) NEWX = LOG10(X + C ); LET NEWX = L10(X + C)
Severe positive skewness, LET NEWX = 1/X. NEWX = 1/X NEWX = 1/X ; LET NEWX = 1/X

L-shaped
with zero LET NEWX = 1/(X + C). NEWX = 1/(X + C) NEWX = 1/(X + C); LET NEWX = 1/(X + C)

Moderate negative skewness LET NEWX = SQRT(K − X). NEWX = SQRT(K − X) NEWX = SQRT(K − X); LET NEWX = SQR(K − X)
Substantial negative skewness LET NEWX = LOG(K − X). NEWX = LG10(K − X) NEWX = LOG10(K − X); LET NEWX = L10(K − X)
Severe negative skewness, LET NEWX = 1/(K − X). NEWX = 1/(K − X) NEWX = 1/(K − X); LET NEWX = 1/(K − X)

J-shaped

a Calc provides transforms in the MINITAB Windows menu system. 
Note. C = a constant added to each score so that the smallest score is 1. K = a constant from which each score is subtracted to that the smallest score is 1; usually
equal to the largest score +1.
Source: Reprinted with permission of Tabachnick and Fidell (2001b), Using multivariate statistics (Boston: Allyn and Bacon).

interested reader is referred to Emerson (1991) or the classic
Box and Cox (1964) for a more flexible and challenging
approach to the problem of transformation. 

DISCRETE DATA AND LOG-LINEAR ANALYSES

Several analytic techniques are available for discrete vari-
ables, or data sets with a combination of discrete and contin-
uous variables. The most familiar example is chi-square, an
inferential test of the relationship between two discrete vari-
ables (where one of them may be considered a DV). An ex-
tension is multiway frequency analysis, which provides a test
of relationships in a data set with several discrete variables;
sometimes the researcher is simply interested in which of
them are related to which others, and sometimes the re-
searcher seeks to examine whether a discrete DV is related to
several other discrete IVs. Logistic regression is available to
examine whether a discrete (or ordinal) DV is related to sev-
eral other IVs, both discrete and continuous. 

Multiway frequency analysis and logistic regression de-
velop a linear equation that weights the IVs according to their
relationship with the discrete DV and with each other, similar
to the general linear model of Equation 5.7. In Equation 5.10,
Y 1

i is the predicted value on the DV for the ith case, A is the
intercept (the value of Y when all the X values are zero), the
Xs represent the various IVs (of which there are k), and the Bs
are the coefficients assigned to each of the IVs during
regression:

Y 1
i N = A + B1 X1 + B2 X2 + · · · + Bk Xk (5.10)

Equation 5.10 is the familiar equation for multiple regres-
sion, but in analyses for discrete variables the equation is
called the logit and is found in the exponents of the equation

for predicting the DV (Ŷi ). In Equation 5.11, Ŷi is the esti-
mated probability that the ith case is in one of the cells. That
is, there is a linear relationship among the IVs but it is in the
logit of the DV, and the goal of the equation is to predict the
frequencies (or probabilities) of cases falling into various
combinations of levels of variables rather than predicting the
DV score itself for each case. 

Ŷi = eA+B1 X1+B2 X2+···+Bk Xk

1 + eA+B1 X1+B2 X2+···+Bk Xk
(5.11)

These analyses have many fewer assumptions than the
corresponding analyses for continuous variables and are
therefore sometimes preferred. In this context, recall that you
always have the option of rescaling a poorly behaved contin-
uous variable into a discrete one.

Adequacy of Expected Frequencies

Thefitbetweenobservedandexpected frequencies isanempir-
ical question in tests of association among discrete variables.
Sample cell sizes are observed frequencies; statistical tests
compare them with expected frequencies derived from some
hypothesis, such as independence between variables. The re-
quirement in chi-square and multiway frequency analysis and
for discrete variables in logistic regression is that expected fre-
quencies are large enough. Two conditions produce expected
frequencies that are too small: a small sample in conjunction
with too many variables with too many levels, and rare events.

When events are rare, the marginal frequencies are not
evenly distributed among the various levels of the variables.A
cell from a low-probability row or a low-probability column
will have a very low expected frequency. One way to avoid low
expected frequencies is to attempt to determine the levels that
are likely to be rare in advance of data collection and then sam-
ple until obtained frequencies on the margins are adequate.
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For chi-square and multiway frequency analysis, examine
expected cell frequencies for all two-way relationships to
ensure that all are greater than 1 and that no more than 20%
are less than 5. Except in some applications of chi-square,
inadequate expected frequencies do not lead to increased
Type I error but rather to reduction in power, which can be-
come notable as expected frequencies for two-way associa-
tions drop below 5 in some cells (Milligan, 1980).

If low expected frequencies are encountered, several
choices are available. First, you can simply choose to accept
reduced power. Second, you can collapse categories for vari-
ables with more than two levels. For example, you could
collapse the categories “three” and “four or more” into one
category of “three or more.” The categories you collapse
should be carefully considered because it is quite possible that
associations will disappear as a result. Because this is equiva-
lent to a complete reduction in power for testing those associ-
ations, nothing has been gained.

Finally, you can delete variables to reduce the number of
cells as long as care is taken to delete only variables that are
not associated with the remaining variables. For example, in
a table with three discrete variables you might consider delet-
ing a variable if there is no three-way association and if at
least one of the two-way associations with the variable is
nonsignificant (Milligan, 1980). The common practice of
adding a constant to each cell is not recommended because it
has the effect of further reducing power. Its purpose is to sta-
bilize Type I error rate, but as noted earlier, that is generally
not the problem, and other remedies are available when it is.
Some of the programs for multiway frequency analysis, such
as SPSS LOGLINEAR and HILOGLINEAR, add the con-
stant by default anyway under circumstances that do not
affect the outcome of the analysis.

In logistic regression, when a goodness-of-fit inferential
test is planned to compare observed with expected frequen-
cies in cells formed by combinations of discrete variables, the
analysis also has little power if expected frequencies are too
small. When inference is desired, the guidelines for chi-square
and multiway frequency analysis are applicable together with
the remedies for low expected frequencies.An additional rem-
edy in logistic regression is use of a goodness-of-fit criterion
that is not based on observed versus expected frequencies, as
discussed in Hosmer and Lemeshow (1989) and Tabachnick
and Fidell (2001b, Sections 7.3.2.2, 12.6.1.1).

Absence of Collinearity

Like their counterparts for continuous variables, these analy-
ses are degraded by inclusion of collinear variables. Signals
of the presence of collinearity include failure of the analysis

to converge or extremely large estimates of standard error for
one or more parameters. The solution is to identify and elim-
inate one or more redundant variables from the analysis.

Independence of Errors

In most circumstances, these analyses are used only for
between-subjects designs in which the frequency of cases in
each cell is independent of the frequencies in all other cells. If
the same case contributes a hash mark to more than one cell,
those cells are not independent. Verify that the total N for the
analysis is equal to the number of cases before proceeding.

McNemar’s test provides chi-square analysis for some
types of repeated measures when each case is in a particular
combination of “yes-no” cells. For example, in a 2 × 2 de-
sign, a person attends karate classes but does not take piano
lessons (yes on karate, no on piano), does neither (no on
both), does both (yes on both), or takes piano lessons but not
karate (no on karate, yes on piano). Independence of errors is
preserved because each case is in only one of four cells, de-
spite having “scores” on both karate and piano.

Absence of Outliers in the Solution

Multiway frequency analysis and logistic regression often
proceed by developing a model that provides the tightest fit
between the observed frequencies and the frequencies ex-
pected from the model in the many cells of the design. Along
the way, some variables are deleted because they do not con-
tribute to the fit. After the best model is chosen, there are
sometimes still substantial differences between observed fre-
quencies and the expected frequencies for some cells. If the
differences are large enough, there may be no model that
adequately fits the data until levels of some variables are re-
defined or new variables are added. Examination of the resid-
uals of the analysis reveals the adequacy of the analysis, as
discussed in Hosmer and Lemeshow (1989) and Tabachnick
and Fidell (2001b, Sections 7.4.3.1, 7.7.2.3, 12.4.4).

SPECIAL ASSUMPTIONS FOR SPECIAL ANALYSES

ANCOVA: Homogeneity of Regression 

Analysis of covariance (ANCOVA) and multivariate analysis
of covariance (MANCOVA) are ANOVA-like analyses that
include covariates as well as the usual IVs and DVs. Covari-
ates (CVs) are variables known to be related to the DV that
increase the variability in DV scores. When CVs are assessed
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and their effects on the DV accounted for in the analysis, the
error term for the test of the effect of the IV is usually smaller
because there is less spread in the DV; this increases the
power of the analysis. In some disciplines (and software pro-
grams), all continuous predictors are called covariates. That
is, continuous IVs are labeled covariates.

Covariates are usually continuous variables. One or sev-
eral of them may be in an analysis, and they may be measured
once or more than once during the course of a study. Use of
CVs is not controversial in experimental research when care
is taken to keep assessment of the CV uncontaminated by the
effects of the IV, but their use is problematic in other research
settings. These issues and others are discussed in Myers and
Well (1991), Tabachnick and Fidell (2001a, 2001b), and
elsewhere.

The special assumption of homogeneity of regression is
that the slope of the relationship between the DV and the CVs
is the same for all cells of a design. Put another way, the
assumption is that the DV and the CV have the same rela-
tionship in all levels of the IV—that there is no CV by IV in-
teraction. Both homogeneity and heterogeneity of regression
are illustrated in Figure 5.17. During analysis, slope is com-
puted for every cell of the design and then averaged to pro-
vide the value used for overall adjustment of DV scores. It is
assumed that the slopes in different cells will differ slightly
due to chance, but they are really all estimates of the same
population value. If the null hypothesis of equality among
slopes is rejected, the analysis of covariance is inappropriate,
and an alternative strategy, such as blocking on the CV to
turn it into an additional IV, is required.

The most straightforward programs for testing homogene-
ity of regression in between-subjects designs are SYSTAT
GLM or ANOVA and SPSS MANOVA. The general strategy
involves inclusion of the IV by CV interaction in a preliminary
ANCOVA run; homogeneity of regression is signaled by a
nonsignificant interaction. Syntax for accomplishing this test

is available in the SYSTAT manual (SPSS Inc., 2000, p. I-463)
and in the SPSS Base manual (SPSS Inc., 1999, pp. 159–160);
syntax for the test through SAS GLM and SPSS MANOVA is
available in Tabachnick and Fidell (2001a). Tabachnick and
Fidell also illustrated syntax for simultaneously testing homo-
geneity of regression for multiple, pooled CVs and syntax for
testing homogeneity of regression for covariates measured re-
peatedly, both through the SPSS MANOVA program.

Logistic Regression: Linearity in the Logit

Logistic regression investigates the predictability of group
membership from a set of both discrete and continuous
predictors. Although there is no assumption that the continuous
predictors themselves have pair-wise linear relationships, there
is the assumption that each of the continuous predictors has a
linear relationship with the logit. (Recall that the logit is the
GLM prediction of Equation 5.10 in the exponent of the solu-
tion.) Using the Box-Tidell approach (Hosmer & Lemeshow,
1989), the assumption is tested by forming interactions between
each continuous variable and its own natural logarithm and
adding the interaction terms to the equation. There is linearity in
the logit when these interaction terms are not significant.

Significance for one or more of the interaction terms leads
to transformation of the continuous variable. A test of this as-
sumption through SYSTAT DATA and LOGIT is provided in
Tabachnick and Fidell (2001b).

Survival Analysis

Survival analysis is a set of techniques for analyzing the
length of time until something happens and for determining if
that time differs for different groups or for groups offered dif-
ferent treatments. An approach similar to logistic regression
is used when assessing group differences. In medical settings
survival analysis is used to determine the time course of

Figure 5.17 DV-CV regression lines for three groups plotted on the same coordinates for conditions of
(A) homogeneity and (B) heterogeneity of regression. Reprinted with permission of Tabachnick and Fidell
(2001b), Using multivariate statistics (Boston: Allyn and Bacon).
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various medical conditions and whether different modes of
treatment produce changes in that time course. In industry the
same analysis is called failure analysis and is used to deter-
mine time until failure of a specific part and whether parts
manufactured differently have different rates of failure.

An advantage of survival analysis over traditional logistic
regression is that the analysis can handle censored cases. These
are cases for which the time is not known at the conclusion of
the study either because the case is still apparently well (or the
part is still functioning) or the case has been lost to follow-up.
However, there are special assumptions related to such cases,
as well as other assumptions particular to the analysis.

Differences Between Withdrawn and Remaining Cases 

The first assumption is that the cases that have been lost to
follow-up do not differ from the cases with complete data at
the conclusion of the study. If there are systematic differences
between the two types of cases, you have a missing data
problem with nonrandom loss of cases. If the study was ini-
tially an experiment with random assignment to treatment
conditions, the advantages of random assignment have been
lost due to nonrandom loss of cases.

Change in Survival Conditions Over Time

Because these data are collected over time, it is assumed that
the factors that influence survival at the beginning of the study
are the same as the factors that influence survival at the end of
the study. Put another way, it is the assumption that the condi-
tions have not changed from the beginning to the end of the
study. If, for example, a new medical treatment is offered to
patients during the course of the study and that treatment in-
fluences survival, the assumption is violated.

Proportionality of Hazards 

If the Cox proportional-hazards model, one of the more pop-
ular models, is used to evaluate the effects of various predic-
tors on survival, there is the assumption that the shape of the
survival function over time is the same for all cases and for
all groups. That is, the time until failures begin to appear may
differ from one group to another, but once failures begin to
appear, they proceed at the same rate for all groups. This as-
sumption is violated when there is interaction between time
and group. To test the assumption, a time variable is con-
structed and its interaction with groups tested. A test of
the assumption through SAS PHREG is demonstrated in
Tabachnick and Fidell (2001b).

Time Series: Analysis of Residuals

Time series analysis is used when numerous observations
(50 or more) are made of the same event over time. The event
can be the behavior of a single case or aggregated behavior of
numerous cases. One goal is to find patterns, if any, in the
behavior of the cases over time. A second goal is to determine
if an intervention (naturally occurring or an experimental
treatment) changes the pattern over time. A third goal may be
to forecast the future pattern of events.

The overall pattern of scores over time is decomposed into
several different elements. One element is random shocks,
conceptually similar to the random errors in other analyses. A
secondelement isoverall trends (linear,quadratic) in thescores
over time; is the average generally increasing (or decreasing)
over time? A third element is potential lingering effects of ear-
lier scores. A fourth element is potential lingering effects of
earlier shocks. One popular time series model isARIMA(auto-
regressive, integrated, moving-average). The auto-regressive
part represents the lingering effects of previous scores. The in-
tegrated part represents trends in the data; the moving-average
part represents lingering effects of previous shocks.

Patterns in the data (which may be completely random or
any combination of auto-regressive, integrated, or moving-
average) produce different patterns of autocorrelations (and
partial autocorrelations) among the scores. That is, scores at
adjacent time periods correlate differently with each other
depending on the types of contingencies present. The goal is
to provide an equation that mimics the patterns in the data
and reduces the residuals to random error. When the assump-
tions are met, the residuals have a normal distribution, with
homogeneous variance and zero mean over time, and no out-
liers. There are also no lingering autocorrelations (or partial
autocorrelations) among the residuals remaining to be ana-
lyzed. Tests of the assumptions and other issues in time series
analysis are discussed in McCleary and Hay (1980) and
Tabachnick and Fidell (2001b).
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A major task of science is to develop theoretical constructs
that bring together many observed phenomena. Historical
examples of doing this include both ability and personality
research. In the former, the moderate to high correlations
observed among ability measures have led to the theoretical
construct of general intelligence. In the latter, the moderate to
high correlations among personality variables such as emo-
tionality and frustration have led to the theoretical construct
of anxiety (also called neuroticism). The construct validity
of these theoretical constructs has been examined by factor
analyses. Factor analysis is a statistical technique that repro-
duces the data by as few factors (potential theoretical
constructs or latent variables) as possible.

A popular current use for factor analysis is scale develop-
ment. When selecting a subset of the items for a scale, one
needs to know how many constructs might be measured from
the item pool and which items could measure each construct.
This information is provided by a factor analysis. The items
are factor analyzed to find the fewest number of factors that
can represent the areas covered by the items. The relationship
of each item to the factors indicates how it might be used in
measuring one of the factors.

Whereas a factor analysis might result in a scale to mea-
sure a theoretical construct in a future study, confirmatory
factor analysis and extension analysis in exploratory factor
analysis allow another option. Factor analysis can be used in
a new study to confirm or disconfirm the relationships be-
tween factors themselves or with other variables not in the
factor analysis. No sales or factor scores are needed.

Although no factor analysis is ever completely ex-
ploratory—there is always an underlying theoretical model
by which the data are collected—some factor analyses are
primarily exploratory with no hypotheses, and others are pri-
marily confirmatory, specifically testing hypotheses. Both
types of factor analysis are examined in this chapter.

The purpose of this chapter is to provide a basic but com-
prehensive treatment of factor analysis. The intention is to
give the reader the background to read, appreciate, and cri-
tique research from a factor analytic perspective, whether it
be an article using factor analysis, an article using factor
analysis inappropriately, or an article that could be strength-
ened if factor analysis were used. While no particular statisti-
cal package is assumed, this chapter also provides material
needed to select the options for a factor analysis that are most
appropriate to the purpose of the study.

The chapter starts with the basic equations and definitions
of factor analysis. This section introduces the terms needed
to understand factor analytic models and variations in the
models. The second section of the chapter presents factor
models, including component analysis (CA) and common
factor analysis (CFA). CFA includes both exploratory
(ECFA) and confirmatory (CCFA) factor analysis. In addi-
tion, all of these variants can be used with correlated or un-
correlated factor models. Presented with each model is the
essential theoretical information to understand the model and
the essential practical information to use the model.

Rather than reviewing all the possible procedures that
could apply to each model, each section includes the
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procedures that now have sufficient empirical and theoretical
support to be the generally desired procedures for that model.
In some cases, however, there are still minor variations in
what procedure is used, and these are discussed with the
model to which the variations apply.

Although the last decades have led to clear choices of
some procedures over others for one or more models, several
areas in factor analysis still present major unsolved problems.
Three such problems are addressed after the models have
been presented. The first is the continuing debate between ad-
vocates of two types of exploratory analysis: components and
common factor. Second is the issue of how many factors to
extract from a particular data set. Third is the question of how
the factors in one data set can be related to other variables
that were in the data set but were not included in the factor
analysis, and how factors may be related across studies.

The concluding section points to elements of all good re-
search designs that need to be remembered in designing a
factor analytic study. Included in this section are discussions
of the need for high-quality variables and how many cases
are needed.

Three examples are used to illustrate factor analysis. The
first example is of six psychological tests for which the struc-
ture is easily seen in the correlation matrix (Gorsuch, 1983).
Three of the variables are related to verbal ability and three to
anxiety. The second example is a case in which we know
what the factors should be: boxes (Gorsuch, 1983). Graduate
students took 10 measures from ordinary boxes they found in
their homes. Because these are all measures within three-
dimensional space, we expect the factors to be those three
dimensions: length, height, and width.

The third example uses the Canadian normative sample
for the Wechsler Adult Intelligence Scale–III (WAIS-III;
Gorsuch, 2000). The published correlation matrix among the
scaled scores form the basis of analysis. The factor structure
of the WAIS, and its children’s version, the WISC (Wechsler
Intelligence Scale for Children), have been extensively ana-
lyzed. (Detailed discussions of factor analytic topics are in
Gorsuch, 1983; when no other references are provided,
please consult that reference.)

BASICS OF FACTOR ANALYSIS

The purpose of factor analysis is to parsimoniously summa-
rize the relationships among that which is being factored, re-
ferred to here as variables, with a set of fewer constructs, the
factors. The analysis serves as an aid to theory development
and scale construction. The term variables is used because
most factor analyses are of scales and measures to which that
term is immediately applicable; however, other types of data,

such as people, can be used (see Gorsuch, 1983; Thompson,
2000).

Understanding is aided when several variables are found
to correlate sufficiently so that they are measuring the same
construct (i.e., factor). In the area of intelligence, for exam-
ple, scales with labels of vocabulary and similarities corre-
late highly together and can be considered manifestations of
verbal ability. Because vocabulary and similarities have been
found to relate to the same factor, theoretical development
may account for vocabulary and similarities simultaneously
by accounting for the factor.

Scale construction is aided when the correlations among
items show the items to fall into a certain number of clusters
or groups. In psychology of religion, motivation items, for
example, fall into groups of items representing an intrinsic
motivation (e.g., the main reason I go to church is to worship
God) and extrinsic motivations (e.g., the only reason to go to
church is to meet friends). The items fall into several groups
so that within a group the items correlate with one factor and
not with the other factors. Items can then be picked by their
correlations with the factors to form scales.

Note that there is little generalization across factors (be-
cause the variables of one factor do not correlate with the
variables of another factor) and so factor analysis identifies
qualitatively different dimensions. Within a factor there is
generalization identified with quantitative differences (i.e.,
how each variable correlates with the factor).

In addition to the classical factor analysis of scales, there
are other uses of factor analysis. It can be used to reduce sev-
eral problems encountered in data analysis.

One problem in data analysis is the multiple collinearity
problem. This occurs when several scales that are designed to
measure the same construct are used in the same study. Such
scales correlate so well that it affects the statistics, such as
multiple correlation. First, with multiple collinearity, multi-
ple regression beta weights are unstable, and therefore are
difficult to replicate. Second, another degree of freedom is
used for each additional scale that measures what one of the
other scales also measures. Yet having the additional mea-
sures is desirable because they increase the overall accuracy
of the study. Multiple collinearity can be among either the in-
dependent or dependent variables.

A solution to the multiple collinearity problem is to factor
the variables; then the factors are used instead of the variables.
The same domains are covered with the factor analysis as the
ones covered by the variables, and the factor analysis also
shows the overlap among the scales. The multiple collinearity
among the factors will be low.

Another problem with statistics such as multiple correla-
tion is that the regression weights have all the covariation
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among the variables eliminated. It does this by partialing out
the other variables from the weights. The common—that is,
predictive variance that two or more variables have in com-
mon—may not be seen at all in the beta weights. Hence, a
multiple regression can be significant even though none of
the weights are significant; it is the variance that the vari-
ables have in common that predicts the dependent variable.
The solution is to extract as many factors as there are vari-
ables and restrict the solution so that the factors are uncorre-
lated. These are then orthogonalized versions of the original
variables. When these are used as the predictors in a multiple
regression, all of the covariation is distributed among the
variables and appears in the weights.

Development of factor analysis as a statistical procedure
proceeds from the generalized least squares (GLS) model
used in regression and other least squares analyses. Assuming
all variables to be in Z score form for convenience, the model
is based on this set of equations:

Xi1 = w1A Ai + w1B Bi + w1CCi + w1D Di + · · · + ui1

Xi2 = w2A Ai + w2B Bi + w2CCi + w2D D2 + · · · + ui2

Xi3 = w3A Ai + w3B Bi + w3CCi + w3D Di + · · · + ui3

· · ·
Xiv = wvA Ai + wvB Bi + wvCCi + wvD Di + · · · + uiv

(6.1)

where, for the first line, X is the score for person i on variable
1, w is the weight for variable 1 for factor A, and A is the score
for person i on factor A. The equation shows factors A through
D and indicates that there may be more. Additional variables
are indicated, for a total of v variables in the analysis.

The last element of each equation, u, is that which is
unique to that particular variable, often called error or resid-
ual. Each u is in a separate column to indicate that each is dis-
tinct from any other u. There are as many distinct us as there
are variables. It is important to note that each variable’s
uniqueness (us) includes two sources of variance. First is ran-
dom error due to unreliability and second is that variance in
the variable that is not estimable from the factors.

When the preceding equation is solved for each dependent
variable, the multiple correlation of the factors with that vari-
able can be computed. In factor analysis, the square of that
multiple correlation is called the communality (h2) because it
is an index of how much that variable has in common with
the factors.

How high can the communality be? The absolute maxi-
mum is 1.0, because then all the variation of the variable
would be reproduced by the factor. But the psychometric
maximum is the variable’s reliability coefficient, which by de-
finition is the maximum proportion of the variable that can be

reproduced from a perfect parallel form, although occasional
capitalization on chance may produce a sample communality
slightly above the reliability. (Note: The reliability referred to
in this chapter is always the reliability in the sample for the
factor analytic study.) Of course, the reliability gives the com-
munality only if all the nonerror variance is reproduced by the
factors. The more likely result is that the factors reproduce
only part of the reliable variance, and so the communalities
are expected to be less than the reliabilities.

While Equation 6.1 gives the mathematical definition of
factor analysis in terms of the data matrix (X), the analysis
itself can, as in regression analyses, proceed mathematically
from the Pearson correlations among the variables. Factor
analysis can be presented as an analysis of correlations with-
out reference to actual scores, but that can be misleading.
Some techniques that proceed from the correlation matrix
(e.g., cluster analysis) have no direct mathematical relation-
ship to the observed variables. Factor analysis does; it is an
analysis of the observed data using correlations only as a con-
venient intermediate step. (Note that phi, Spearman rank, and
point-biserial correlations are all special cases of the Pearson
correlation coefficient and so are appropriate for factor analy-
sis. Although other coefficients, such as biserial correlations,
have been tried, they do not proceed directly from Equa-
tion 6.1 and can produce matrices that cannot be factored.)

Factor analysis could proceed from covariances instead of
correlations. If covariances are used, then the variable with
the largest variance is given more weight in the solution. For
example, if income were measured in dollars per year and
education measured in number of years spent in schooling,
the former’s variance would, being in the tens of thousands,
influence the results much more than would the latter, whose
variance would be less than 10. With social science data in
which the variances are arbitrary, weighting the solution to-
wards variables with higher variances is seldom useful. How-
ever, do note that correlations are affected by restriction of
range. When the range is less than is normally found with a
variable, the correlations are lower. When such restriction
does occur, the factor loadings will be lower than when the
range is larger. In such a situation, it is appropriate to either
correct the correlations for the restriction of range or use
covariances. Factoring covariances produces factor weights
that are the same despite restrictions of range. However, they
may, in addition to the inconvenient weighting, be more dif-
ficult to interpret because they are not in the range of �1 to 1
as are correlations. The discussion here assumes that correla-
tions are being factored unless stated otherwise.

Table 6.1 gives a simple example of six variables (Gorsuch,
1983). The left part of the table gives the observed correlation
matrix, and the second part gives the factors’correlations with
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TABLE 6.1 Factor Analysis of 6 Variables

r with Variables r with Factors

Variable 1. 2. 3. 4. 5. 6. I. II. h2

1. Information — .76 �.09 .59
2. Verbal ability .67 — .81 �.07 .66
3. Verbal analogies .43 .49 — .58 �.07 .34
4. Ego strength .11 .12 .03 — .06 �.67 .45
5. Guilt proneness �.07 �.05 �.14 �.41 — �.05 .59 .35
6. Tension �.17 �.14 �.10 �.48 .40 — �.12 .66 .45

Note. Correlation between factors � �.14.

the variables. They show that the first three variables form one
factor and the second three form another. The reason the
communalities are small is because these are all brief forms
with low to moderate reliabilities in this sample.

The results of a factor analysis includes the degree to
which each factor relates to each variable. When a factor re-
lates to a variable, the common usage is to say that the factor
loads the variable. Loading refers to the relationship of a fac-
tor to a variable in general but not to one particular numeric
values. It is appropriate to use the term loading when one
wishes to refer to whether the factor contributes to a variable.
However, whenever a number is referred to, the type of factor
loading must be reported. Thus it is appropriate to ask Does
factor A load variable 3? and appropriate to respond Yes, it
correlates .58 with the variable. There are three types of fac-
tor loadings. First are the weights for each factor’s z scores to
estimate the variable z scores. Second are the correlations of
each factor with each variable. The last, and least used, is the
partial correlation of each factor with each variable with the
other factors partialled out. (These are discussed more in this
chapter’s section on correlated factor solutions.)

There is an assumption in least squares analyses of Equa-
tion 6.1, including factor analysis. Use of the model assumes
that each equation applies equally to each person. It is difficult
for these analyses to work well if the X is a function of Factors
A and B for half the sample but a function of Factors C and D
for the other half. Such may occur, for example, when there
are multiple ways in which the variable can be changed. Con-
sider a hypothetical situation in which children in poor com-
munities only receive high exam scores if they are innately
bright (because poor communities, we shall assume, cannot
contribute much to their scores). Then those in rich communi-
ties would receive high exam scores less related to innate
brightness because of the resources that led to a strong learn-
ing environment. Because different influences are at work in
different parts of the sample, the factor analysis will be an
averaged one and not represent either community well.

In factor analysis, the desire is to find a limited number of
factors that will best reproduce the observed scores. These
factors, when weighted, will then reproduce the observed
scores in the original sample and, in new samples, will

estimate what the observed scores would be if measured. Of
course, the reverse may also be of interest: using the observed
scores to measure the factor. But in the latter case, the factor
is measured not to estimate the observed scores, but rather to
generalize to other variables that also are correlated with the
factor. These two approaches are seen in the examples. The
boxes are analyzed to identify the factors: length, height, and
width. Knowing the factors, we can in the future just measure
length, height, and width directly and compute other vari-
ables such as a diagonal. The reverse is of interest in intelli-
gence testing; scales such as Similarities and Vocabulary
are used to measure verbal capability. Psychologists then
examine, for example, a person’s college grades in courses
demanding high verbal capability to see whether they are as
expected, given the person’s verbal ability.

Note that in factor analysis, only the observed scores, the
Xs in Equation 6.1, are known; the factor scores (A, B, etc.),
the weights (the ws), and the uniquenesses (us) are unknown.
With one known and three unknowns, it is mathematically
impossible to solve for them without further restrictions. The
restrictions adopted to allow solving for both factors and
weights are a function of the factor model.

FACTOR ANALYTIC MODELS AND
THEIR ANALYSES

To solve Equation 6.1 for both the factors and the weights,
restrictions must be made. The restrictions can be minimal or
extensive. The former—minimal restrictions—includes the
class of models known as exploratory factor analysis (EFA).
Mathematical principles are selected for the restrictions but
there are no restrictions that take into account any theory that
the investigator might have. The results are based solely on the
observed data. The latter—extensive restrictions—includes
the models known as confirmatory factor analysis (CFA).
Based on theory or past research, a set of weights is proposed
and tested as to whether the weights adequately reproduce the
observed variables. Note that restrictions are not necessarily a
dichotomy between minimal and extensive. Some forms of
EFA are more restricted than others and some forms of CFA
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are less restricted than others. These variations arise out of
what the investigator is willing to or needs to specify.

Component Analysis

Component analysis (CA) restricts Equation 6.1 by dropping
the uniqueness term, u. Thus the interest is in factors (also
called components when using CA) that reproduce all of each
and every variable, and so have expected communalities of
1.0. Of course, CA users would never argue their variables
have reliabilities of 1.0 and so the actual maximum commu-
nality is generally much lower than 1.0. And CA users know
the variables will not have multiple correlations of almost 1.0
with the other variables (needed for the factors to have a mul-
tiple correlation of 1.0 with each variable). Therefore no vari-
able can, except by capitalization on chance, actually have a
communality of 1.0. But proponents feel CA gives, with solid
variables that correlate well, a reasonable approximation,
with negligible distortion from the ignored unreliability and
ignored multiple correlations less than 1.0.

Derivations easily show that the first step in all exploratory
factor analyses is to compute the correlations among the ob-
served variables. It is important to note that technically it is a
covariance matrix among Z scores that is being factored. The
main diagonal contains the variances—which are 1.0 by the
definition of Z scores. The off-diagonal elements are techni-
cally the covariances among the Z scores which, because
Z scores have variances of 1.0, are also the correlations among
the variables. Procedures mentioned below are then applied to
the correlation matrix to extract the components.

To extract factors from the data matrix, more restrictions
need to be made than just assuming the us are zero. The restric-
tions are mathematical and use one of two procedures. The
first, principal components, has the restriction that the first fac-
tor is the largest possible one, the second is the largest one after
the first has been extracted, and so forth for all the factors. The
second, maximum likelihood, adds the restriction that each
should have the maximum likelihood of that found in the pop-
ulation. The latter is more difficult to compute, but both are
quite similar—and both become more similar as the N in-
creases. It would be surprising if there were any interpretable
difference between these two procedures with a reasonable N.

The factors as extracted are seldom directly interpretable.
Hence the factors are rotated (a term which comes from a
geometric development of factor analysis; see Gorsuch,
1983, particularly chapter 4)—that is, are transformed to
meet some criterion while keeping the same communalities.
The usual criterion for rotation is simple structure, which can
be briefly defined as the maximum number of variables load-
ing only one factor with a side condition that these loadings
be spread among as many factors as possible. Table 6.1

shows excellent simple structure. Each variable is loaded by
only one factor and each factor loads a distinct set of vari-
ables. Because rotation applies to all EFA methods but has
correlated and uncorrelated models in terms of how the fac-
tors are restricted, it is discussed further in the section of this
chapter entitled “Restricting to Uncorrelated Factors” after
the other EFA methods are noted.

CA is more parsimonious than are other models based on
Equation 6.1 in that the equations are simpler when the unique
term is dropped from Equation 6.1. One of the effects is that
factor scores can be directly calculated (which, as noted
below, is not true for the other major exploratory model, com-
mon factor analysis). These factors are linear combinations of
the observed variables that can serve as summaries of the func-
tion represented by the factor. Such factors appeal to those
who wish to stay close to the data and who philosophically
hold that all constructs are just convenient summaries of data.
(This is a discussion to which we return later.)

CA has been considered to be only an EFA procedure, with
no CFA version. That is true within the narrower definition of
factor analysis generally employed. But in terms of the model
of Equation 6.1 and the logic of CA, a confirmatory compo-
nents analysis is technically possible. The problem is that no
significance tests are possible because the CA model has no
place for errors.

Common Factor Analysis

Common factor (CFA) models use Equation 6.1, including
the uniqueness term. Each uniqueness is the sum of several
types of variance not in the factor analysis. These include
random error (from unreliability and sampling error) and
residual error in the sense that part of the variable is unrelated
to the factors. The term uniqueness is used for all error be-
cause the random error, sampling error, and that which can-
not be estimated from the factors can be considered unique to
each variable. In CFA models, the focus is on the commonly
shared variance of the variables and factors, hence the name
common factor analysis.

Having the uniquenesses in the equations requires as-
sumptions to restrict the analysis sufficiently for there to be a
solution. These assumptions parallel those of residual-error-
uniqueness in regression analysis. The uniquenesses are
assumed to be both

• Uncorrelated with each other.

• Uncorrelated with the common factors.

Because nontrivial uniqueness may exist for each vari-
able, the variance associated with the factors is reduced
for each variable. The variables’ Z scores have an original
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variance of 1.0, but the part of each variable’s Z scores that
can be accounted for by the common factors is 1.0 minus u2,
and so will be less than 1.0. The importance of this for CFA
is that the correlation matrix of the observed scores needs to
be altered to take this into account. This is done by estimating
the expected communality of each variable (because that is
the squared multiple correlation of the factors with that vari-
able and so is the variance of the reproduced variable) and re-
placing the 1.0 in the main diagonal of the correlation matrix
with the communality. This is appropriate because the matrix
is technically a covariance matrix, with the main diagonal
elements being the variances of the variables.

Common factor analysis generally attracts those who wish
to acknowledge the fact that all psychological variables have
error and who prefer a model that is consistent with other
methods of analysis, such as regression analysis and struc-
tural equations modeling. Factor scores, they originally felt,
were not an issue because the factor score estimates correlate
so high with the factors that the problem of factor scores’
being only close approximations is minor; now proponents of
common factor analysis suggest that factor scores are seldom
needed because extension analysis can be used instead, and
so the factor score issue is a moot question. (We return to the
issue of CA vs. CFA later in this chapter.)

Common factor analysis has both an exploratory and a
confirmatory model. An exploratory common factor analysis
(ECFA) is one in which the restrictions are minimal both in
number and in regard to the investigator’s theories. It is an
inductive analysis, with the results coming from the data as
undisturbed by the investigator’s thinking as possible. The
advantage of not specifying an expectation is that the analy-
sis is a multitailed test of any theory or expectation the inves-
tigator might have. If the investigator’s expectations are
found by ECFA, then they would certainly be found by a con-
firmatory analysis. However, due to the lack of restrictions
and the complexities of the analyses, significance tests are
not available for ECFA, so large Ns are to be used to reduce
the need for significance tests.

Communalities could be calculated exactly if the factors
were known and vice versa: The factors could be calculated
exactly if the communalities were known. To cut this Gordian
knot, the communality can be estimated and then the factors
extracted. The observed communalities should differ only
slightly from the estimated communalities.

Communality estimation is readily done by several meth-
ods. The following are four:

• SMC: Use the squared multiple correlation (SMC) of all
other variables with that variable. This generally works
well and is independent of the number of factors.

• Pseudoiteration: Use anything as the initial estimate,
solve for the number of factors (see the following discus-
sion for how to estimate the number of factors), and cal-
culate the communalities from these factors. Then use the
observed communalities as new estimates of the commu-
nalities, extract factors again, and calculate the commu-
nalities from these factors. Continue the process until little
change is noted from one pass to the next or a maximum
number of passes has made. Note that this is not true iter-
ation. True iteration occurs when it has been proven both
that the iterated values necessarily converge and that they
necessarily converge to the right values. But neither nec-
essarily happens with pseudoiteration. Gorsuch (1974,
1983) has noted a case in which the process would not
converge, so the requirement for true iteration that the val-
ues converge is not met. The condition that they converge
to the right values is not met because they sometimes con-
verge to an impossibly large value. For example, in prac-
tice, communalities computed by this process often ex-
ceed 1.0. (Values greater than 1.0 are referred to as
Heywood cases after the author of the first published dis-
cussion of the situation. Actually, those using the criterion
of 1.0 to conclude the estimates are incorrect are opti-
mists; the actual upper limit for communalities are the re-
liabilities of the variables, which are almost always less
than 1.0. Thus, more violations of the upper limit occur
than just the Heywood cases.) The fact that the process
need not converge to values that are possible means this
process is not an iterative process in the mathematical
sense. In mathematics a procedure is iterative if and only
if it is found to converge on the population value. There-
fore the so-called iteration for communalities is only
pseudoiteration. Why is pseudoiteration widely used? I
suspect that there are two reasons. First, mathematical it-
eration is an excellent procedure, so iteration was cer-
tainly worth a try even though there is no mathematical
proof it meets mathematical criteria for iteration. Second,
when starting from 1.0 as the initial communality esti-
mate, we see that the first few pseudoiterations obviously
lower the communality estimates from the too-high value
of 1.0 to a more reasonable estimate.

• SMCs with two to three iterations: This procedure starts
with the SMC noted previously. Then the solution is iter-
ated two or three times and stopped. Although it is still a
pseudoiteration, it has never in my usage produced an
estimate over 1.0. Snook and Gorsuch (1989) found the
resulting communalities to not differ significantly from
the communalities designed into the study. This is a good
procedure.
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TABLE 6.2 EFA Communalities Using Different Initial Values

Estimation: 1.0 SMR SMR � 2 Iterations

Psychological Variables (2 Factors)
1. .73 .55 .59
2. .77 .61 .66
3. .56 .34 .34
4. .65 .41 .45
5. .57 .33 .35
6. .64 .41 .45

Boxes (3 Factors)
1. .95 .93` .91
2. .96 .93 .93
3. .93 .97 .98
4. .96 .98 .98
5. .97 .99 .99
6. .98 .98 .99
7. .91 .90 .88
8. .87 .84 .82
9. .98 .97 .97

10. .90 .73 .68

WAIS-III (4 Factors)
1. .65 .59 .60
2. .70 .51 .54
3. .76 .42 .46
4. .81 .44 .49
5. .79 .65 .66
6. .65 .52 .55
7. .69 .40 .43
8. .63 .34 .35
9. .77 .68 .69

10. .76 .51 .56
11. .84 .74 .77

• Minres analysis: This procedure minimizes the off-
diagonal elements while using no communality estimates.
Communalities result from the analysis. It is an excellent
procedure if exact communalities are desired.

Some of the concern with communality estimates has been
found to be an overconcern. Any reasonable estimate (plus
several other similar ones, including special adaptations of b.
in CFA) produces a final solution that is indistinguishable
from the others. This is probably the reason that Minres is
seldom used.

Note that the number of elements of the main diagonal of
the correlation matrix—which are replaced with the commu-
nality estimates—increases linearly with the number of vari-
ables, while the number of nondiagonal elements increases
much faster. For example, with six variables the communal-
ity estimates form 29% of the values being analyzed. With
30 variables, the communalities form only 7%. With 60 vari-
ables, the percentage is down to 4%. The impact of the com-
munality estimates becomes increasingly unimportant as the
number of variables increases.

In addition to the number of variables, a second parameter
that is important in evaluating the importance of the commu-
nality estimates is how high the communalities are. The
higher they are, the narrower the range of estimates for the
communalities. With higher communalities, it is less likely
that using a different communality estimation procedure
would result in an interpretable difference.

Table 6.2 contains communalities for the box, WAIS, and
psychological variable examples. They were computed from
three initial estimates, 1.0, SMC, and SMC plus two itera-
tions. The resulting communalities from the factors based on
each estimation procedure are given. (The 1.0 column con-
tains the actual communities from component analysis even
though they were assumed to be 1.0.)

For the psychological variables—where the communality
estimates are low to moderate and form 29% of the coeffi-
cients being analyzed—using 1.0 as the initial communality
estimate makes a difference, but there is little difference be-
tween the other two initial estimates. In both the box and the
WAIS examples, the communalities are high, so the estimates
give quite similar results. Table 6.2 contains the factor load-
ings for the SMR plus the two-iterations solution for the six
psychological variables data set.

Any of the parameters of Equation 6.1 can be zero. Now
note what happens if the variables have high multiple corre-
lations with the other variables. As the multiple correlations
increase, the uniquenesses, us, approach zero. If they were
zero, then the us would drop out and it would be a CA.
Hence, CA is a special case of ECFA. An unrestricted ECFA

will give CA if the variables have high multiple correlations
with each other. (It is for this reason that CA and ECFA are
part of the same statistical model even though it they may be
used for different purposes.)

As is the case with CA, ECFA proceeds by extracting
factors by principal or maximal likelihood methods. The re-
strictions are then changed in the rotation of the factors
(mentioned in the discussion of CA and discussed further
later in this chapter). For example, the rotation reduces the
number of factors loading each variable so that the relation-
ships will be simpler than if most factors loaded most
variables.

Confirmatory Common Factor Analysis 

Confirmatory common factor analysis (CCFA) has been
developed and used within the common factor model. It
proceeds directly from equation 6.1 and includes the unique-
nesses. But unlike ECFA, which uses mathematical restric-
tions to gain a solution, confirmatory methods use theory to
develop appropriate restrictions.
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The restrictions can be placed on any or all of the follow-
ing of Equation 6.1:

• The number of factors.

• The weights of a factor to reproduce a variable.

• The uniqueness for each variable.

• The means and standard deviations of the factor scores.
These are generally set to either Z scores (mean = 0,
SD = 1) or the mean and SD of a particular variable.

It is possible also to place restrictions in addition to the ele-
ments of equation 6.1. The prime such restrictions are on the
following:

• The correlations (or covariances, if covariances are being
analyzed) among the factors.

• The correlations (or covariances) among the unique-
nesses. These are generally restricted to 0, but they can be
placed at other values. If non-zero, they can represent cor-
related method or errors.

The restrictions vary in the values that can be used. The more
useful variations are to restrict a parameter to 1 or 0. When
the means and standard deviations of the factors are set to 0
and 1, respectively, the factors are then Z scores. The correla-
tions among the factors are set to 0 to restrict the factors to
being uncorrelated.

The weights can be restricted in multiple ways. Here are
the usual weight restrictions:

• The most widely used weight restriction is to set some
weights to 0. This means that the variable is defined with-
out regard to that factor.

• A predefined weight may be used; this is useful in evalu-
ating whether the weights from another study are cross-
validated in the current study. 

• Several weights can be restricted to being the same value,
with the value not predefined; for example, this is used if
one has two parallel forms of the same measure.

If the weight is unrestricted, then the factor extracted is
expected to have a nonzero weight on that variable, and the
investigator wishes to know if that is so. The number of re-
strictions must be sufficient to identify a unique solution.
Identification can be a problem in that no one has yet devel-
oped a formula to say when a unique solution is identified. It
has been impossible to give a specific answer because the
value depends on not just the number of restrictions but also
their location. However, a correlation-based CCFA is gener-
ally sufficiently restricted if each variable is only allowed to
be loaded by one factor and each factor has at least three

such variables. Usually the computer program reports any
problems occurring that could be caused by insufficient
restricting, referred to as underidentification.

For a CFA example, consider the six psychological vari-
able example. From general psychological knowledge, we
would expect that any factor of the verbal ability measures
would not load the psychological distress variables, and vice
versa. Hence, the hypothesized pattern would have six values
set to zero. The other three values for each factor would be al-
lowed to vary (i.e., would be set by the program). The corre-
lation between the factors is unrestricted (see Table 6.3).

Consider just the first factor in Table 6.3. What the restric-
tions in the hypothesized weights say is that the last three
variables are not to be considered in the solution of that
factor. But it does not say how the weights for the first three
variables are to be found. What is needed is the factor that
best reproduces the scores of these three variables. Note that
this is the same question asked in ECFA, and the same
restriction is used so that a solution can be found: principal
factoring (maximizing the variance that is reproduced) or
maximum likelihood factoring (maximizing the variance with
the further restriction of maximizing the generalization to the
population). To illustrate this connection with ECFA, one
principal factor was extracted from the first three variables;
then, separately, one factor was extracted from the last three
using an ECFA program (communalities were started at reli-
abilities and then iterated nine times). That is the second part
of Table 6.3. It gives the weights for each of the factors to
reproduce each of the variables. Using extension analysis
(discussed later in this chapter), the correlation between these
two so-called exploratory factors was found to be −.12.

And what if a real CCFA is computed from these data?
Using the original maximum likelihood program for CCFA
gives the final two columns of Table 6.3. The very slight
differences may be a function of the differences between
principal and maximum likelihood factors or the number of
iterations for communalities. (It does illustrate how few

TABLE 6.3 Confirmatory Common Factor Analysis of
6 Psychological Variable Problem

Hypothesized ECFA Principal Factor CCFA Weights
Weights Weights (maximum likelihood)

1. ? 0 .77 0 .77* 0
2. ? 0 .87 0 .86* 0
3. ? 0 .57 0 .57* 0
4. 0 ? 0 �.70 0 �.70*
5. 0 ? 0 .58 0 .58*
6. 0 ? 0 .69 0 .70*

r � ? r � �.12 r � �.21*

Note. * p � .05. ? means the value is left free to vary.
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differences there can be between principal and maximum
likelihood factors.)

There is a warning in the use of CCFA: Changing the
parameters of the model after looking at the data may well
lead to a nonreplicable solution. The model needs to be set
before the analysis begins. If more than one model needs to
be tested, then all models need to be completely specified in
advance.

If a hypothesized CCFA model gives a less-than-desired
fit to the data, investigators occasionally make some adjust-
ments to produce a better fitting model. This is a dangerous
practice because it capitalizes on chance. The literature sug-
gests such changes often lead the model away from the pop-
ulation model, not towards it. None of the significance tests
nor the goodness-of-fit measures take this capitalization into
account. If any changes are made to improve the fit, the report
needs to explicitly state the original model, give the basis for
all changes, and warn that some capitalization on chance will
have occurred. It is recommended that a cross-validation
sample be used to test any model containing data-based
changes.

What is the advantage of a real CCFA over just extracting
factors from subsets of the variables? The answer is signifi-
cance tests. In Table 6.3, the CCFA found all the loadings to
be statistically significant. These significance tests are possi-
ble because the solution is sufficiently restricted to be mathe-
matically tractable.

Restricting to Uncorrelated Model Factors

The previous discussion of component and common factor
models fits the general case in which there are no restrictions
on the correlations among the factors. This is appropriate in
most cases because either the variables are all drawn from the
same domain, or how the domains relate is of interest. But
allowing for correlations among the factors adds some
complexity.

The simplicity introduced by uncorrelated factors is the
same as with uncorrelated predictors in multiple regression.
Multiple regression analysis simplifies if the predictors are
uncorrelated with each other. With uncorrelated predictors,

• The correlation of the independent variable with the de-
pendent variable is also its Z score weight, and its correla-
tion when all the other predictors are partialed out (the
partial correlation).

• There is no overlapping variance among the independent
variables, so the correlation is unchanged if one of the
other independent variables is partialed out or is not in the
equation.

• The multiple correlation is the square root of the sum of
the squared correlations of the independent variables with
the dependent variable.

In factor analysis, the factors are the predictors or independent
variables, the observed variables are the dependent variables,
and the communalities are the squared multiple correlations
of the factors with the observed variables. Thus, with uncorre-
lated factors,

• The correlation of the factor with an observed variable is
also its Z score weight, and its correlation when all the
other factors are partialled out (the partial correlation).

• There is no overlapping variance among the factors, so the
correlation is unchanged if one of the other factors is par-
tialled out or is not in the equation. However, because the
uncorrelated restriction is applied to this specific set of
factors, dropping a factor from the solution can change the
weights.

• The communality is the square root of the sum of the
squared correlations of the factors with the variable.

Because the correlation is equal to the weight and is equal to
the partial correlation, there is only one interpretation for the
term loading when the factors are uncorrelated. With corre-
lated predictors or factors, the three conditions previously
noted do not hold. Instead the beta weight (in regression
analysis; factor weight in factor analysis) differs from the cor-
relation, and those differ from the partial correlation (when
the other predictors/factors are held constant). The multiple
correlation/communality is computed by a more complex for-
mula that takes the correlations among the variables/factors
into account.

In factor analysis with correlated factors, each type of
loading is put into a separate matrix. These have been named

• The factor pattern that contains the beta weights given to
the factor Z scores to reproduce the variable Z scores.

• The factor structure that contains the correlations of the
factors with the variables.

• The reference vector structure that contains the correla-
tions of each factor with the variables with all other factors
partialled out.

The factor pattern is generally considered to be the one to
interpret, but the other matrices can be of interest also. Often
the reference vector structure is clearer than that of the others
because the correlations of factors with variables solely due
to how the factors intercorrelate have been removed.
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Because uncorrelated factors are easier to work with, why
not restrict all factor solutions to being uncorrelated? The
answer is that it may lead to a misleading representation of
the data. For example, ability scales are all generally corre-
lated together. This is true of the WAIS-III data; the lowest
correlation is .22 (Digit Span with Digit Symbol) but correla-
tions in the .50s and .60s are common. This is true not only
among the scales, but also among the IQ and Index scores.
Restricting to uncorrelated factors fails to inform us that the
abilities are highly related.

Solutions restricted to uncorrelated factors are also re-
ferred to as orthogonal, a term from the geometric represen-
tation of factors. In the same manner, unrestricted solutions
are also referred to as oblique. However, that term can be
misleading. It implies that the solution is restricted to having
correlated factors, which is not the case. Unrestricted rotation
is just that: unrestricted. Factors can and often are uncorre-
lated when unrestricted factor rotation is used.

Many procedures exist for rotating factors, but the deci-
sion usually is just whether the factors will, on an a priori
basis, be restricted to being orthogonal or will be unre-
stricted. If restricted, the program of everyone’s choice is
Varimax. For unrestricted rotation, there are several options,
with most giving reasonable solutions. Some such as Obli-
max have a parameter to set that influences the degree to
which the solution is forced towards orthogonality. The most
elegant unrestricted rotation is to start with Varimax, and then
use Promax to provide an unrestricted version of the Varimax
solution. Like other unrestricted solutions, there is a parame-
ter to be set, referred to as k. Part of Promax’s advantage is
that the value of k is no longer a choice to be made because it
makes little difference . It can always set to 4. With this set-
ting, uncorrelated factors will result if appropriate, because
orthogonal rotation is a special case of unrestricted rotation.

Note that Promax may produce factors with correlations so
trivial that they can be treated as uncorrelated factors, as in
Table 6.1 in which the correlation was a trivial �.14. Milliron
(1996) found in a simulation study that Promax was good not
only for correlated factors, but also replicated the known factor
pattern better than Varimax did for factors uncorrelated in the
population. In the samples, Varimax had to slightly distort the
loadings to keep the factors correlating exactly zero, whereas
Promax allowed for chance correlations among the factors.

Occasionally there are unexpected results with Varimax.
Not only is an obvious general factor completely missed, but
also the zero correlations among the factors can disappear at
the next calculation. Several studies have used Varimax
and then estimated factor scores. The factor scores were
obviously correlated, indicating that the restriction could not
be applied through all the calculations because the restricted
rotation fit the data so poorly. Other studies have used the

orthogonal factors of a prior study in a new sample, only to
find the factors correlating .6 to .8. Highly correlated data
will not be denied. It is best to be forewarned about this situ-
ation by leaving the rotation unrestricted.

If the factors are correlated, then those correlations can be
factored (just as the original variable correlations were fac-
tored). The factors from the variables themselves are called
the primary factors, whereas those extracted from the primary
factors are called secondary factors; third-order factors would
be factors from the second-order factors, and so forth. All fac-
tors after the primary factors are referred to as higher-order
factors. Conceptually, the primary factors are more specific
than are the secondary factors and so should predict more spe-
cific variables better than do the secondary factors. With more
general variables, the secondary factors should predict better.
Using the results of a higher-order factor analysis and the de-
sired dependent variables, it is possible to show (Gorsuch,
1984) and even test (Mershon & Gorsuch, 1988) when the
primary or second-order factors are more useful.

An example of higher order factoring is the WAIS-III. The
primary factors are in Table 6.4. The four primary factors
were correlated, and a general second-order factor was ex-
tracted. This factor, the last column of Table 6.4, represents
the classical g, or general ability factor (IQ). The correlations
of the individual scales with g were computed by extension
analysis (discussed later in this chapter). It is g that has a long
history of relating to many areas of achievement.

TABLE 6.4 Higher-Order Analysis of the WAIS-III (Canadian)
First-Order Factors and Correlations of the Primary Factors

1. Verbal 2. Processing 3. Working 4. Perceptual g
Variables Comprehension Speed Memory Organization

Arithmetic .25 .02 .38 .26 .69
Block design �.08 .11 .03 .70 .63
Digit span �.01 �.02 .70 �.01 .47
Digit symbol .05 .69 .00 �.03 .46
Information .75 �.05 .09 .04 .63
Matrix reasoning .07 �.03 .05 .68 .64
Letter number �.03 .07 .61 .03 .48

cancellation
Picture .10 .01 .01 .51 .41

completion
Similarities .69 .05 �.08 .22 .46
Symbol search �.01 .68 .04 .09 .54
Vocabulary .85 .06 .03 �.03 .66

Correlations of the primary factors
1. 1.00 .44 .51 .67 .73
2. .44 1.00 .50 .56 .65
3. .51 .50 1.00 .60 .71
4. .67 .56 .60 1.00 .85

Note. The first-order and second-order factors used SMRs plus 2 iterations
as communality estimates for the ECFA using principal factors extraction
and Promax rotation. The correlations of g (i.e., the general factor) with the
scales was by extension analysis (Gorsuch, 1997).
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If one suspects that there is a general factor and CA or
ECFA is used, that general factor will usually be found if and
only if a higher-order analysis is computed from unrestricted
rotation.

Item analysis is probably the most common situation in
which a rotation restricted to orthogonality is misleading.
The author of a scale includes items that each measure the
underlying characteristic; then a total score is computed by
adding the items together. So the author is assuming that
there is a general factor—that is, one that loads all of the
items. What happens when the scale is factored? Because
factor analysis is a sensitive tool, it will take into account
the almost universal fact that some items will correlate more
highly with each other than with the rest of the items. There
are generally several subsets of items that correlate slightly
higher among themselves than with the other items because
they have the same distributions or use similar words. Then
several factors will be found. These factors may, for example,
be one for the easy items, one for the medium-difficulty
items, and one for the hard items. None of these factors will
be a general factor because, as in Table 6.4, the general factor
is found in the correlations among the factors. Varimax,
however, never allows such correlations to occur. The deci-
sion to restrict item analysis rotation to orthogonality is a
decision with major implications. It is far better to use
Promax, an unrestricted rotation, and see whether a general
factor happens to occur among the factors.

An instructive example can be drawn from the factor
analyses of the Beck Depression Inventory (BDI). Chan
(Gorsuch & Chan, 1991) ran analyses in Chinese and U.S.
samples, and computed the relationships of previous U.S. and
Canadian factor analyses to her factors. The table clearly
showed that (a) primary factors did not replicate, whether
within or across countries; (b) all primary factors correlated
highly; and (c) the second-order depression factor replicated
both within and across countries. That general factor is the
same as the total score. The prior studies missed this fact
because they only provided first-order analyses, and the erro-
neous conclusion from those would have been that there were
no replicable factors. Chan showed the correct conclusion to
be that there is one factor in the BDI, just as the author
designed it.

MAJOR UNRESOLVED ISSUES

In the previous discussion, suggestions have been made for
computing a factor analysis using reasonable and generally
accepted solutions. These include using Promax unrestricted
rotation. Also widely acceptable are squared multiple corre-
lations with two iterations for communality estimation

(although pseudoiteration is most widely used, and is alright
until it gives communalities higher than the observed
reliabilities). But some major issues are currently being
debated with little common agreement on their resolution,
although there is evidence to evaluate the usefulness of dif-
ferent methods.

Two methods are used to evaluate the usefulness of a
factor analytic technique. These are simulation studies and
plasmodes (Cattell, 1978). Simulation studies start with a
population factor pattern and factor correlations as givens
(they are selected by the investigator to be sensitive to the pa-
rameter being investigated). The pattern and correlations may
be systematically varied. Then hundreds to thousands of
samples are derived using the population parameters, but al-
lowing chance variations due to sampling. These multiple
samples are analyzed, and the conditions under which the
selected parameters are best recovered are noted.

Plasmodes are data sets in which it can be reasonably
assumed that we know what the results should be. The
examples used in this chapter fit that category. The history
of psychology suggests that verbal ability and emotional dis-
tress are separate factors (the six psychological variables),
and who would question the need for factors of length,
height, and width to underlie boxes? The WAIS family of
ability measures, of which the WAIS-III Canadian data set is
one example, has a long history of factor analysis; the four-
factor solution presented previously was replicated with
multiple samples across both the WISC and WAIS. Which of
several competing factor analytic techniques most ably find
the expected results?

Although it is easy to vary parameters in simulation stud-
ies, there is always the question of generalization to the type
of data commonly analyzed. And although plasmodes are data
like those commonly analyzed, it is difficult to systematically
vary parameters. Hence, our discussion of the problem areas
relies heavily on both simulation studies and the plasmodes
already presented as examples in this chapter.

What is the final arbitrator of factor analytic methodology?
The ultimate arbitrator in science is well established: replica-
tion. Any procedure that produces replicable results is worthy
of consideration. If several procedures lead to replicable
results, then the choice is based on fit to the investigator’s
theory and situation. If there is still a choice, then parsimony
and elegance are the deciding factors.

Component Versus Common Factor Models for
Exploratory Factor Analysis

Both CA and CFA are used for EFA. Although the existence
of two models is not surprising, the level of debate has been
extensive. For detailed discussions of the pros and cons of
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these two models, see the special issue of Multivariate Behav-
ioral Research, 1990, Volume 25, Issue 1 (also see 1996, Vol-
ume 31, Issue 4 for discussion of indeterminacy per se).

In understanding this debate, it is important to note that all
procedures for CA and ECFA are the same except for one:
CA starts with 1.0 in the main diagonal of the correlation ma-
trix and CFA starts with a communality estimate (thus taking
into account the existence of variance unique to the single
variable). This is the only mathematical difference between
the two. Everything else is the same (which is why they are
both special cases of the general factor analytic model).

The Case for Common Factor Analysis 

The rationale for CFA comes from Equation 6.1 and assump-
tions about data. Including the uniqueness term in the
equation makes it a CFA. The uniqueness term includes all of
the variable’s variance not associated with the factors, part of
which is random error. So, the CFA rationale goes, CFA
should be used whenever at least some reliabilities are less
than 1.0—that is, whenever some variables contain any ran-
dom error. Of course, this argument runs, who can show, or
assume, that all their variables are without random error?
Where is the evidence for such variables in the social sci-
ences? And if we know the variables have error, is it not ra-
tional to build that into our mathematical models?

Dropping the uniqueness term also means that the factors
and only the factors underlie the scores for each variable.
Hence in the population, the communality is to be 1.0. This is
the justification for using 1.0 in the main diagonal of the cor-
relation matrix. This means that the multiple correlation of
the factors with each of the variables is also 1.0. Unfortu-
nately, the derivative is that the variables, being sets of linear
combinations of a fewer number of factors, will form a non-
Gramian correlation matrix. Such a matrix has an infinite
number of solutions and so cannot be factored at all. There-
fore, CA is a self-contradictory model. (The only reason that
CA works is that the model is wrong for the data—no two of
the variables being analyzed have a multiple correlation of
1.0 with the same factors, so none truly fit the model.)

Although component advocates raise the problem of esti-
mating communalities and factor scores, such estimates are
consistent and easily made. The variations on factor scores
are variations among scores that generally correlate .9 or
better in simulation and plasmode studies. This is much bet-
ter than in other areas. For example, major ability tests often
correlate .7 to .8, yet are seen as interchangeable. Also the
correlation between CA factor scores from one study to the
next is much less than 1.0 and is probably no greater then that
from one CFA to another, so where is the added precision

from CA? And with extension analysis (discussed later in this
chapter), there is no need to compute factor scores because
the correlations of variables not in the factor analysis with the
factors can be mathematically computed.

The ECFA versus CA is a real question because the results
vary dramatically in a few special situations. Table 6.5 pre-
sents the results of a CA. Factor 1 has two to four good mark-
ers, Factor 2 has two excellent and one good loading, and
Factor 3 has one excellent and two moderate loadings. The
loadings are clear and both the author and the reader would
interpret them.

Unfortunately the matrix from which Table 6.5 was com-
puted has not a single significant correlation. Each and every
multiple correlation of one variable with the rest is, when
shrunken for capitalization on chance, zero. The high load-
ings come from the assumption that all the variance of each
variable is to be reproduced by the factors. Although this may
be an unusual case, ECFA is better at protecting the discipline
from such data than is CA.

There is also the principle of parsimony and elegance.
That mathematical model is more elegant when it accounts
for a wider range of situations. Equation 6.1 with the unique-
ness term is using the same model as regression analysis,
CCFA, structural equations modeling, and all other least
squares techniques. To introduce a new model is to reduce
parsimony and elegance among our statistical models.

The Case for Component Analysis 

CA is more parsimonious because its equation is simpler.
That makes it easier to teach and easier to program.

But the major arguments for CA go beyond having a
simpler equation. One such rationale is a philosophical one.
Factors are abstractions from data that we make for our con-
venience, not to be reified into realities. Factors are just

TABLE 6.5 Component Analysis of 10 Variables: Promax
Factor Pattern

Factors

Variable 1 2 3

1. Length squared .34 �.72 .09
2. Height squared .57 �.26 �.14
3. Width squared .13 .51 .16
4. Length � width .49 �.12 .26
5. Length � height .07 .61 �.06
6. Width � height .40 .18 .14

Inner diagonals
7. Longest �.24 �.12 .44
8. Shortest .59 .08 �.07
9. Space .10 �.04 �.48

10. Edge thickness .26 �.02 .80

Note. N � 100.
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TABLE 6.6 Component Analysis of WAIS-III Canadian Data

Components

Variables 1 2 3 4

Arithmetic .39 .04 .36 .21
Block design �.09 .13 .02 .81
Digit span .00 �.06 .91 �.04
Digit symbol .06 .93 �.04 �.08
Information .91 �.05 .04 �.03
Matrix reasoning .14 �.03 .04 .71
Letter-number �.06 .06 .83 .01

cancellation
Picture completion �.01 �.09 �.07 .86
Similarities .80 .04 �.10 .16
Symbol search �.04 .82 .03 .12
Vocabulary .93 .04 �.01 �.04

TABLE 6.7 Correlations Between Component Analysis and
Exploratory Common Factor Analysis Solutions

CA Solution

Psychological
Variables Boxes WAIS-III

1. 2. 1. 2. 3. 1. 2. 3. 4.

ECFA Solution
Psychological
Variables 
1. .88 �.20
2. �.18 .82

Boxes
1. .99 .67 .65
2. .60 .95 .62
3. .70 .74 .96

WAIS-III
1. .93 .45 .54 .68
2. .38 .81 .44 .49
3. .42 .43 .81 .52
4. .59 .51 .55 .85

Note. ECFA was with SMRs plus 2 iterations for communities. Correlations
computed by extension analysis (Gorsuch, 1997).

that—convenient constructs that help our generation relate
to the data consistencies we find in our discipline. And be-
cause they are our constructs, we choose to define them by
the CA model.

Another rationale for CA is a set of pragmatics. One such
pragmatic is that using CA instead of CFA seldom makes
much difference. Many factor analyses are of 25 or more
variables with, if the study is designed well, reasonably high
communalities. In such cases, the results of CA and CFA lead
to the same conclusions. Compare the CA in Table 6.6 against
the CFA of Table 6.4. Is there really an interpretable differ-
ence? And in fact do not the high loadings stand out better
from the low ones in the CA?

Other rationales for CA arise as much from classical limi-
tations of CFA as from the CA model. A major limitation
arises from the communality problem. Because we never
know the communalities but only estimate them, there are a
set of solutions that fit the data equally well. And iterating for
communalities can produce Heywood cases.

As the communalities can only be estimated, the further
mathematical conclusion is that there are an infinite number
of factor scores that could be computed that would fulfill the
ECFA model equally well for any given data set (a result of
what is called the indeterminacy problem). With CA, the fac-
tor scores are a linear combination of the variables of which
there is only one set. 

The Ongoing Debate 

While the existence and use of two models is not surprising,
the level of debate is surprising. The results from both are,
except in special cases, quite similar. Table 6.7 gives the cor-
relations between the factors of CA and ECFA for the three
examples. Particularly instructive is the psychological vari-
ables example. It has the fewest variables and the lowest

communalities, which are the conditions under which the CA
and CFA might be expected to differ. It seems that the repli-
cation of factors between CA and ECFA are good for the six
psychological variables and excellent for the other two data
sets. These are so high that we would be delighted to get them
if testing for replication from one sample to another within
either CA or CFA.

Personally, I had the good fortune both to study with a major
exponent of CFA (Cattell, 1978) and to work with a major ex-
ponent of CA (Nunnally, 1967), both scholars I respect highly.
The former was my mentor in graduate school; I was employed
by the latter to calculate all the examples for his book and gave
paragraph-by-paragraph feedback on it. (Nunnally returned
the favor by providing paragraph-by-paragraph feedback on
the first edition of my Factor Analysis; Gorsuch, 1974.) So I
heard both arguments multiple times. And in following the di-
alogue for the past 30 years, the only major change seems to be
that the heat of the debate has increased.

Professional debates are good, but the search is (should
be?) for procedures that address the critiques of both sides. I
proposed such in the Multivariate Behavioral Research spe-
cial issue (Vol. 25(1); Gorsuch, 1990): image analysis. Image
analysis is a special case of common factor analysis, which
factors the part of the variable that correlates with the other
variables. Thus, it is oriented toward the common factors
(i.e., factors that load at least two variables). The part that
does not relate to another variable is dropped from the model.
Thus, image analysis includes all that the supporters of ECFA
want. This should satisfy the proponents of ECFA. For the
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proponents of CA, image analysis answers their critiques of
ECFA because there is no communality problem and factor
scores can be calculated, not estimated. Thus image analysis
should satisfy both the common factor and component advo-
cates. Except for Velicer and Jackson (1990), this suggestion
was ignored.

Personally, I opt for CFA for two reasons. First, including
the uniqueness term means that the same equation is used for
factor analysis as is used for regression and SEM (structural
equations modeling). Second, a procedure should be as fail-
safe as possible, which means that loadings based on random
correlations (Table 6.5) should look low to reduce the chance
of believing there are significant loadings when there are no
significant correlations. The issues of estimating communali-
ties and estimating factor scores are, with contemporary pro-
cedures, trivial issues; the results correlate so highly that these
are not problems. I do find it interesting that CFAwas the orig-
inal mode of factor analysis. Little if any consideration of CA
is found before 1960. Instead common factor analysis was as-
sumed and that was the only model presented. Insomuch as
component analysis appeared at this point, it was just a special
case of common factor analysis.

In 1960 computers entered psychology, but they were sim-
ple and slow. In illustration, the 1960 computer was slower
and had less memory than the first Apple personal computer.
Hence all programs had to be kept simple—very simple. It
was then Henry Kaiser at the University of Illinois introduced
the simplest complete computer package, called “Little
Jiffy.” It was doable in those computers because it was
CA and had no communality estimation procedure (pseudo-
iterated communalities would have literally taken too long
for students to run). In his later discussions of this, he indi-
cated that it was an oversimplified model. In 1970 (Kaiser,
1970) he introduced “A Second Generation Little Jiffy” but
then it was too late. The computer packages had already
picked up the runable “Little Jiffy” and that is still often the
default in major statistical packages. My personal opinion is
that the rationales for CA developed as a post hoc explanation
because so many used a computer package which had “Little
Jiffy” as the default. BUT NOTE: the origin of any construct
in science is not judged by its history but only by its merits.

An important point to me is that CA versus CFA is a minor
point with a reasonable number of variables and reasonable
communalities. They give the same conclusions regardless of
the philosophical or theoretical model the investigator wishes
to assume. Only with a limited number of variables is there a
difference, and then the best solution seems to be CFA be-
cause CA can make insignificant correlations into loadings
that appear major. Much more important are issues such as
variable selection, sample of cases, the number of factors to

extract, whether there is warrant to restrict the solution to un-
correlated factors, and whether to run confirmatory or ex-
ploratory analyses. Particularly important is underestimating
the number of factors (see the next section) and any decision
to restrict the rotation to uncorrelated factors.

Number of Factors Issue

In the proceeding discussions, the number of factors has been
assumed. That was to enable the major points of the models
to be presented. Unfortunately, there is no adequate way of
determining the number of factors in either exploratory or
confirmatory factor analysis. It is not for want of trying, for
numerous proposals have been made and numerous simula-
tions studies have been run (Velicer, Eaton, & Fava, 2000,
summarizes the results of the simulation studies for CA and
EFA). Generally, it is recommended that the user examine
several of the following procedures in setting the number of
factors.

The following tests are only a sample of the total available
and include the most widespread and those with the best sim-
ulation results.

Eigenvalue/Characteristic Root Criteria. From a cor-
relation matrix eigenvalues can be extracted (formerly the
common name for eigenvalues was characteristic roots,
which is why the criteria in this section use the term roots so
often). These have many characteristics, with the important
one (for the present purposes) being that they are the sum of
squared correlations of the variables with a principal or max-
imum likelihood factor. Each of these factors accounts for the
maximum amount of the variance of the correlation matrix.
They are extracted in order of size. Hence, the set of roots for
a problem gives the sizes of the extracted factors from the
largest to the smallest. (Note: Rotated factors have no roots;
the term and theory apply only to factors extracted from the
correlation matrix with 1.0 in the main diagonal because the
estimated communalities depend on the number of factors.
All were originally developed for the CF model.) 

The roots for each of our examples are in Table 6.8. They
are ranked in order of size, and show the pattern typical of
roots of correlation matrices.

To put the roots into perspective, consider what the roots
would be if there were no factors at all. In that case, the cor-
relation matrix would have the variable correlations (off-
diagonal elements) all equal to zero while the diagonal
elements would be 1.0. A legitimate solution would be with
the first extracted factor loading the first variable 1.0, with all
other loadings being zero. This root, the sum of the squared
loadings, would be 1.0. The second factor would be the
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second variable, with a loading of 1.0 and a root of 1.0. The
rest of the factors would follow the same pattern, and all roots
would be 1.0.

Roots Greater Than 1.0

Because all roots would be 1.0 in a matrix with no factors,
one suggestion is that any root greater than 1.0 will reflect a
value greater than zero in the off-diagonal elements and so
will be variance that can be attributed to a common factor. In
actuality, smaller roots may also reflect correlations, so tech-
nically roots greater than 1 is the minimum number of factors
to extract, but common usage treats it as the number of fac-
tors to extract. This has been the most widely programmed,
and so the most widely used, of all the criteria. Unfortunately,
the simulation studies have found it to be the prime candidate
for the worst criterion ever tried (Gorsuch, 1983; Velicer
et al., 2000). In our examples, it is only correct with the psy-
chological variables.

Parallel Analysis 

The rationale of roots greater than 1 is for the population
matrix, not for a sample matrix. All sample matrices will have
random correlations that will produce roots greater than 1.
Parallel analysis consists of doing parallel analyses of ran-
dom data. They are parallel in that the same number of cases
and variables are used as in the factor analytic study, but they
consist of random data only. Fifty to 100 of these are run, and
the roots are averaged to show what the roots would be if the
data were only random. The roots always start over 1.0 and
then drop fairly sharply. The larger the N, the flatter the slope
of the roots.

Tables (Lauhenschlagen, Lance, & Flaherty, 1989) have
been provided so that each person does not need to compute
multiple analyses of random data. Equations can also be used
(Velicer et al., 2000). In each of these cases, the parallelism is
established by having the same number of variables and

cases. It may be more appropriate to base the parallel analy-
ses on matrices that also match the observed data in skew and
kurtosis as well.

All roots from the factors of the study that are larger than
the same numbered averaged random root are considered
valid roots. For example, for the psychological problem with
six variables and N � 147, the closest tabled values give the
first parallel roots as 1.2, 1.1, and 1.0. The first observed root
of Table 6.8 is larger than 1.2 and the second is larger than
1.1, but the third is less than 1.0. Therefore, parallel analysis
indicates that two factors should be extracted because there
are only two roots that exceed their randomly based equiva-
lent. For the box problem, it gives one factor instead of three.
The number of WAIS factors is also underestimated, giving
two instead of four. It has serious problems with small but
replicable factors.

Simulation studies have found parallel analysis to be a
prime candidate for the best procedure for estimating the
number of exploratory factors.

Scree Test

The scree test has a somewhat different logic for use of the
roots. It is assumed that the variables cover a domain of inter-
est and have at least moderately strong correlations. That
means the factors of interest should be noticeably stronger than
the factors of little interest, including random correlations. So
when the roots are plotted in order of size, the factors of inter-
est will appear first and be obviously larger than the trivial and
error roots. The number of factors is that point at which the line
formed by plotting the roots from largest to smallest stops
dropping and levels out.

The name is from an analogy. Scree refers to the rubble at
the bottom of a cliff. The cliff itself is identified because it
drops sharply. The last part of the cliff that can be seen is where
it disappears into the scree, which has a much more gradual
slope. Note that the cliff is still seen at the top of the rubble; in
the same way the number of factors includes the last factor
associated with the drop.

Following the suggested use of the scree test gives three
factors for the psychological variables and four for the boxes.
That is one more than are assumed to exist in these two data
sets. For the WAIS, the scree gives three factors, a number
that does not lead to replicable factors (Gorsuch, 2000).

The suggestion to define the number of factors as the first
factor among the trivial roots is what gives three factors for
the psychological variables instead of two. This has been
controversial in what some would see as extracting one too
many factors. That leads to the question of whether extracting
too many or too few factors would be more harmful. The

TABLE 6.8 Roots for Example Problems

Extracted Psychological
Factor Variables Boxes WAIS-III

1 2.30 8.22 5.36
2 1.63 .78 1.06
3 .71 .39 .86
4 .53 .31 .80
5 .51 .18 .64
6 .32 .05 .60
7 — .03 .43
8 — .02 .40
9 — .02 .35

10 — .01 .26
11 — — .23

schi_ch06.qxd  8/2/02  2:48 PM  Page 157



158 Factor Analysis

simulation studies have found that extraction of one too many
factors seldom does any harm, but extracting one too few
distorts the factors that are extracted.

The extraction of an extra factor in the psychological vari-
ables leaves the first two with only minor changes and the
third factor has two small loadings in the .20s. The box prob-
lem is more interesting. The fourth factor brings in a variable
not loaded highly by the previous length, height, and width
factors: thickness of the edge of the box. The fourth factor
loads thickness highly, and also width to some degree. (There
is still a factor with width as its major variable.) It seems
that boxes in our culture are likely to be stronger if they are
wider, a finding that extends the understanding of this exam-
ple. Even so, the so-called extra factor does not seem to be
a handicap in that the first three factors are essentially
unchanged.

Simulation studies have generally found the scree test to
be one of the better tests. We assume that the scree plots were
by someone with training who knew nothing about how
many factors were designed into the study, but this informa-
tion is missing from most articles. (If the scree rater or raters
were not blind as to the number of factors, that would invali-
date the ratings.) Do note that it is often a choice between
several possible screes, and several investigators may come
to a different conclusion from the same roots. This suggests
that training may be usefully investigated in future simulation
studies.

Evaluation Via Plasmodes of Roots-Based Criteria 

The three examples being used are plasmodes in the sense
that the actual number and nature of the factors are estab-
lished. The correct number of factors is two, three, and four
for the three examples.

Given the correct number of factors and the roots in
Table 6.8, it is apparent that both the criteria of roots greater
than 1 and the parallel analysis criteria are incorrect two out
of three times. The former always treat all roots less than 1 as
nonfactors and the latter usually suggests even fewer factors,
and yet two of the examples have clear and replicable factors
with roots less than 1. And the scree test suggests three fac-
tors for the first example, three or four for the second, and
three for the third, meaning it is correct for the first two
examples but misses the third.

With the different results for the simulation studies com-
pared to the three plasmodes here, what is to be concluded?
The most likely conclusion is that the simulations used fac-
tors stronger than those found in the last two examples. This
suggests that an assumption for the use of parallel analysis is
that the factors of interest are assumed to have loadings of .8

or so by at least two or three variables. That may be doable
in areas with well-established factors, but that is seldom
the case in exploratory factor analyses of little-researched
areas.

Two conclusions can be reached. The first is that simula-
tion studies should contain more small factors. The second is
that root-based criteria may be a dead end for procedures for
establishing the number of factors in EFA. (These conclu-
sions apply to both CA and CFA.)

Residual Based Criteria

The purpose of all models of factor analysis is to reproduce the
variables. The better that is done, the better the correlations
among the variables and the better the variable scores are re-
produced. When the reproduced correlation matrix is sub-
tracted from the observed correlation matrix, the result is
referred to as the residual matrix. In the perfect data set with
the perfect analysis, all of the residual correlations would be
zero. To the degree that the residuals are nonzero, then either
another factor is needed or these are the chance variations in
the correlations due to sampling error. A number of proposals
have been made for basing an index for the number of factors
on functions of the residuals.

Although the root tests have been for EFA number of fac-
tors, residual-based indices of the adequacy of the factors ex-
tracted have also been developed for CCFA. In the case of
CCFA, an index is evaluating not only the number of factors
(as in EFA), but also the adequacy of the specified factors.
Two different hypothesized patterns may produce sufficiently
different residuals so that one of the hypothesized patterns is
obviously better than the other. Hence, for CCFA the criteria
evaluate the total solution.

Statistical Significance 

The residual matrix can be tested for significance. If the test
is significant, there is more nonrandom variance that can be
extracted. If it is nonsignificant, then the extracted factors as
a set account for all the correlations among the variables. As
with all significance tests, a larger N allows detection of
smaller differences.

The psychological variables whose CCFA is presented in
Table 6.3 also had a chi-square of 5.53 with df of 8. That has
a p � .10, so the residual matrix after the hypothesized two
factors had been extracted has no covariance that could be
considered nonchance. Hence, the conclusion is that these
two factors account for all the correlations among these six
variables. Note an unusual characteristic of testing the resid-
uals for significant: A nonsignificant result is desirable.
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TABLE 6.9 Tests for the Adequacy of Fit in CCFA: WAIS-III

Chi-square RMS

Model df Value Chi/df Residual Square

Two factors 43 324.4 7.52 .051 .088
Four factors 38 232.1 6.11 .041 .075
Chi-square 5 92.3
difference

So the problems of predicting a null hypothesis occur, pri-
marily that there are many ways of getting nonsignificant re-
sults. These include having variables of low reliability and
too small an N.

The significance test of the residuals tests whether the ex-
tracted factors do account for everything. There is no other
commonly used test of significance that operates in this man-
ner; all others test whether the hypothesis accounts for some
of the variance, not all of it.

The significance test used gives a chi-square. Chi-squares
are additive, and two approaches to analyzing the goodness
of fit are based on this additivity. First, a suggestion has been
to divide the chi-square by the degrees of freedom, giving the
average chi-square (which is also F because df � 1). The ad-
vantage of the average chi-square is that it allows a compari-
son across models that have used a different number of para-
meters. The averaged chi-square for the six-variable example
is .69, because any chi-square/F this small shows no chance
of anything significant. It further reinforces the conclusion
that these two factors are sufficient to account for all the cor-
relations among the six variables.

The second use of chi-square, using the knowledge that
chi-squares are additive, notes that the chi-square can be
broken down to give a direct comparison between two mod-
els when one of the two models is a subset of the other. This
is useful because it changes the test from one that tests
whether we know everything to one that tests whether
adding the hypothesized factor helps. For example, the
WAIS began with two factors, Verbal and Performance. And
three factors is a solution suggested by the Scree test. Does
adding a third and fourth factor account for significantly
more of the correlations? That can be tested by running two
CCFAs, one for the two factors and one for the four factors
(which includes the same parameters for the first two factors
as the two-factor model). Each will give a chi-square; the
four-factor chi-square is subtracted from the two-factor chi-
square to give the chi-square of the two additional factors
(the df of the difference is computed by subtracting the
larger df from the smaller). The chi-squares and difference
for the WAIS are in Table 6.9. Using the difference chi-
square and the difference degrees of freedom allows a sig-

nificance test of adding the further specification. It does not
have the problems of the significance test of residuals,
wherein the test is of a null hypothesis. The difference in
Table 6.9 is highly significant, showing the four-factor solu-
tion to be better significantly than the two-factor solution.
But also note that, with the N of 1,105, even the four-factor
model does not account for all the significant variance. No
one has proposed more than four factors because they would
be so small that they could not be interpreted. Although a
chi-square test has been proposed for EFA, it has seldom
been found to be useful.

Size of the Residuals 

Because both EFA and CFA are to reduce the residuals to
zero, measuring the size of the residuals is another method of
evaluating the adequacy of the factor solution. There are two
major approaches, one based on the residuals themselves and
another based on the results when they are converted to par-
tial correlations. The former is used with CCFA and the later
with EFA.

Two residual-based tests are given in Table 6.9 for the
WAIS-III analyses. RMS can be interpreted as root mean
square because it is, roughly, the square root of the mean of
the squared residuals. Two varieties of this criterion are in the
table (Steiger & Lind, 1980); as can be seen, they generally
proceed in the same direction because both are related to the
same residuals. By these, it can be seen that the two addi-
tional factors do reduce the residuals. (Bentler & Bonett,
1980 give another set of useful indices for CCFA; for
overviews of the many indices available for CCFA, see
Bentler, 1989.)

An index of the residuals in EFA is Velicer’s MAP (mini-
mum averaged partial). Instead of using the residuals, MAP
standardizes the residuals by converting them to partial cor-
relations by dividing by the variances of the two variables
involved (the residuals are the variances and covariances
with the factors partialled out). These are then, in the origi-
nal MAP, squared and averaged. The logic is that each factor
that accounts for covariation among the variables will reduce
the residual covariances. As long as the main diagonal ele-
ments remain relatively stable, then each factor extracted
will lower the averaged partial. But when a factor is ex-
tracted that is based less on the covariances, then it will be
more specific to one variable and lower the variance (in the
main diagonal) of that variable. Because this is divided into
the residual covariance, dropping the variance without drop-
ping the covariance increases the partial correlations for that
variable. So the minimum averaged partial is used for the
number of factors. Minor shifts in MAP suggest that two
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solutions are about the same. The principle noted previously
that one too many factors is better than one too few suggests
that the minimum with the greater number of factors be cho-
sen. MAP is still evolving in that a version that raises the par-
tial to the fourth power (instead of the original second power)
is being tried. Evaluative studies suggest it is often helpful
(Velicer, Eaton, & Fava, 2000).

The MAPs for the three examples were computed (using
the fourth power). For the six psychological variable data, the
first three MAPs were .03, .03, and .11, thus giving two fac-
tors. For the box data, the five MAPs were .07, .08, .11, .07,
and .11, thus suggesting four factors. For the WAIS-III, they
were .002, .002, .008, .027, and .061, suggesting two or three
factors.

Simulation studies are supportive of MAP in its fourth-
power form, but it misses the WAIS factors by suggesting one
too few.

How to Select the Number of Factors 

The procedures noted previously are typical of the possibili-
ties for establishing the number of factors. Dozens of others
have been suggested. As yet, they provide no clear solution to
deciding the number of factors. For example, parallel analy-
sis has been one of the best in the simulation studies and yet
was clearly inadequate in the plasmode examples used in this
chapter. What, then, shall be done?

There are two principles that can guide in establishing the
number of factors. First, the prime criterion is the replication
of the factors. The fact that the WAIS-III four-factor solution
has been often replicated in children and adults and in the
United States and in Canada is the convincing rationale for
the number of factors. What the criteria for the number of
factors suggest is much less important than whether the fac-
tors can be replicated. The replication of EFA results can

occur through a CCFA in a new sample as long as it is ac-
cepted that the CCFA will not help in the development of the
model, only in its confirmation. More impressive is the con-
firmation of the EFA factors in new EFA analyses. EFA pre-
sents the best possible solution regardless of past results,
whereas CCFA analyzes whether the hypothesized solution is
one appropriate solution (there could be others, some even
better). Both types of confirmation are useful.

The second principle for establishing the number of fac-
tors is the interest of the investigator. In the WAIS data, one
factor gives g, general intelligence, which has been histori-
cally of considerable usefulness. Two factors gives the classi-
cal Verbal and Performance IQs. And four factors adds two
smaller factors that may be of special interest to some inves-
tigators, but without rejecting the other two factors.

Consider the three solutions for the box data in Table 6.10.
The one-factor solution is technically good. The factor, Vol-
ume, accounts for a surprising amount of the variance. It
seems that the prime difference among boxes graduate stu-
dents had available to measure was overall size. The three-
factor solution is as expected: length, weight, and height.
That also is a good solution. With the four-factor solution, the
factors are length, thickness of edge, height, and width. This
also could be a useful solution. It depends on the context of
the study and the investigator’s intent as to which solution is
preferable.

In the two examples that can have different numbers of
factors extracted, nothing is lost by going to the solution with
the greater number of factors. The four-factor box solution
still contains length, height, and width factors, and the vol-
ume factor occurs at the second-order level. The four-factor
WAIS solution still contains verbal and performance types of
factors, with g occurring at the second-order level.

It appears that taking out more factors and doing a higher-
order analysis is the best answer to the number of factors.

TABLE 6.10 Alternate Solutions for the Box Data

Factor Solutions

Variable 1 Factor 3 Factor 4 Factor

1. Length squared .84 1.02 �.08 �.02 1.07 .01 �.03 �.07
2. Height squared .85 .05 .17 .81 .05 .15 .83 .03
3. Width squared .85 .02 .98 .01 �.03 .67 .03 .51
4. Length � width .96 .73 .46 �.13 .64 .27 �.12 .38
5. Length � height .96 .69 �.04 .43 .66 �.01 .45 .00
6. Width � height .96 .18 .58 .41 .11 .77 .12 �.01

Inner diagonals
7. Longest .92 .74 .18 .11 .68 .11 .12 .17
8. Shortest .91 .49 .27 .26 .36 .05 .29 .41
9. Space .97 .76 .15 .16 .66 .03 .18 .26

10. Edge thickness .74 .03 .71 .14 .11 .77 .12 �.01

Note. The values greater than 1.0 are because the loadings are weights, not correlations, and the factors have high
intercorrelations.

schi_ch06.qxd  8/2/02  2:48 PM  Page 160



Major Unresolved Issues 161

Rotate several different numbers of factors with only causal
use of the criteria suggested for the number of factors. Repli-
cation will ultimately decide which factors are useful. 

My current conclusion is that the appropriate number of
factors is, and will be for the immediate future, a semisubjec-
tive decision—partially because our attempts to create a
universal rule for the number of factors has failed so far.
Investigators may well rotate several different numbers of
factors and pick the one that they feel is most interpretable,
just so long as it has a greater, rather than lesser, number of
factors. Indeed, it may be desirable to report the several solu-
tions that replicate. However, this position means that one
can never say that one number of factors is the only number
that can be, just that it is one of the possible replicable solu-
tions. In the WAIS-III data, one factor gives g, two factors
give the classical verbal and performance, three factors are
not replicable, and four factors give verbal, perceptual orga-
nization, working memory, and processing speed. Which
solution is best depends on the work at hand, but only the so-
lution with the greater number of factors and a higher-order
analysis gives the total story.

Relating Factors

Relating Factors to Other Available Variables 

Not all variables that may be available from the sample
should be included in a factor analysis. Nonfactored variables
may be from another domain or have correlated error with
variables being factored (as when scoring the same responses
two different ways). How do the factors relate to other data
available from the sample but that have not been included in
the factor analysis?

There are several major reasons for relating factors to
variables not in the factor analysis: Some variables cannot be
included in a factor analysis. First, variables that are a linear
combination of other variables cannot be included (principal
factor and maximum likelihood extraction methods give an
infinite number of solutions if a linear combination is in-
cluded). An example is the total score from a set of items. The
total score is a linear combination of the items and so must be
excluded. Second, any variable that has correlated error with
another variable would adversely affect a factor analysis.
One example is scoring the same items for several scales. An-
other example is including the power of a variable to test for
curvilinear relationships, which has correlated error with the
original variable. The correlated error can be modeled in a
CCFA but not in an exploratory factor analysis. The relation-
ship of factors to total scores, scores that have one or more
items in common, and powers of variables can only be ana-
lyzed using extension analysis.

Nominal variables cannot be included in a factor analysis,
but how the factors relate to such variables may be of inter-
est. Whether the nominal variable be gender, ethnicity, exper-
imental versus control groups, or some other variable, the
relationship of nominal variables can be statistically analyzed
by extension analysis.

What is the relationship of the factors to ordinal or better
variables excluded from the factor analysis? Is a factor re-
lated to age or education? Assuming that one is not interested
in an age or education factor, it is more appropriate to use ex-
tension analysis than to include such variables in the factor
analysis.

The need to relate to other variables also occurs when a
factor analysis is computed to reduce multiple colinearity or
to orthogonalize a set of variables. If the factors are of the in-
dependent variables, then those factors need to be entered
into the appropriate statistical analysis to relate them to the
dependent variables, which were not in the factor analysis. If
the dependent variables were factored, then these factors
need to be related to the independent variables. If both
independent and dependent variables were factored, then the
independent variable factors would be tested to see how they
correlate with the dependent variable factors.

Another need for extension analysis is in evaluating
proposed scales from factor analysis. The factor analysis
identifies the dimensions or constructs that can be measured.
It also provides the correlations of each item with each factor.
Items are then selected for a proposed scale for Factor A
from those items that correlate highly with Factor A but not
with the other factors. The item set for the scale would con-
tain those that show the highest correlation with the factor—
that is, have the highest factor validity. In practice, the first
several items for a proposed scale are obvious due to their
high correlations. But does adding a moderately correlated
item increase or decrease the factor validity of the proposed
scale? That question is answered by scoring the items to mea-
sure the factor both without and with the moderate item to de-
termine which version of the proposed scale gives the highest
factor validity. The set of items with the best factor validity
with Factor A is then recommended to be the scale to measure
Factor A. (Note that this cut-and-fit item selection method
requires a large N to avoid capitalizing on chance, and the
observed factor validities will shrink when computed in a
new sample. A cross-validation sample is recommended for
reporting factor validity correlations.) Relating factors to
variables not in the factor analysis is called extension analy-
sis because it extends the factors to new variables. The older
procedure for extension analysis has been based on comput-
ing factor scores (formulas can be used so the actual scores
need not be computed), and then analyzing these factor
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scores with the extension variables. There are several meth-
ods for computing factor scores, but the choice is usually be-
tween only two variations. The first is multiple regression
analysis. The variables loaded by a factor are the predictors
and the factor is the dependent variable. The regression
analysis provides the beta weights, which are then used to
calculate the factor scores. However, regression weights have
the bouncing beta problem: Unless the sample is over 400,
they bounce around when a new sample is collected or when
the variable mix is changed slightly.

The instability of beta weights has led to the other recom-
mended procedure for computing factor scores: unit weight-
ing. Unit weighing is defined as adding together the scores
of the variables that have high weights in the multiple regres-
sion from the variables to the factors, after the variables have
been converted to the same metric, e.g., Z scores. Each of
the variables clearly related to the factor is weighted �1 if the
weight is positive or –1 if the weight is negative. With sam-
ples less than 400, unit weights have higher factor validities
when cross-validated than do multiple regression weights
(due to the latter’s capitalization on chance).

Factor scores have problems. In addition to indeterminacy
of CFA scores, each variable weighted in the scoring equation
has its unique part added to the score as well as the part
loaded by the factor. This is the same problem that occurs
when the items are correlated with the total score from the
items. The item-total correlations are inflated because that
part of the item not measuring the construct is included both
in the total score and in the item. To avoid correlations in-
flated by correlated error, item-remainder correlations have
been suggested. Correlating the item with a total score from
the remaining items eliminates the inflated correlation. How-
ever, it also ignores the valid part of the item that should be
part of the total score, and so gives an underestimate of the
correlation. The same is true with factor scores: Items or vari-
ables contributing to that factor score will have higher corre-
lations due to the shared error.

In the past, extension analysis has been by factor scoring,
even when called extension analysis. For that reason it has
the problems previously noted for variable–factor score (or
item-total and item-remainder) correlations.

However, a new extension analysis procedure has been
developed without these problems (Gorsuch, 1997). The
new extension analysis can find the effect size and signifi-
cance levels between factors and any variable collected from
the same sample but not in the factor analysis. These may be
variables such as gender or age and age squared to check for
curvilinear relationships with age. For item development, it
gives the factor validity of any proposed scale (without infla-
tion from correlated error).

Extension analysis allows factor analysis to be used as a
scoring procedure. The dependent variables (or the indepen-
dent variables, or both) can be factored and then the other
variables of interest related directly to the factors. 

Extension analysis is only available at this time in one
statistical package (Gorsuch, 1994). However, a detailed
example in the original article (Gorsuch, 1997) shows how it
can, with patience, be computed even with a hand calculator.

Relating Factors to Prior Studies 

Do the factors of Study B replicate those of Study A? This
question is addressed by CCFA, which applies when the vari-
ables are the same in the two studies. The test is of the over-
all solution.

But not all situations can be solved by CCFA. What if only
part of the factors are included in the new study? Or what if
the population sampled is so different that new factors could
occur and that would be important information? In these
types of situations, some prefer another EFA as a multitailed
test that allows unexpected factors to occur. Then it is appro-
priate to use a factor score procedure. The factor score
weights from the first sample are used in the new sample to
produce first study factor scores. They are correlated with the
new study factors through the Gorsuch extension analysis
(not by new study factor scores because they would have
correlated error with the first study factor scores and so
have inflated correlations). This extension analysis extends
the factor analysis of the second study to the factor scores
created with the weights from the first study.

The only appropriate measure of how factors relate is how
they correlate. (Coefficients of congruence remain a poor
choice and cannot be recommended except in rare cases
when no estimate of the factor correlations is possible.)

RELEVANT RESEARCH DESIGN PRINCIPLES

The preceding discussion has dealt with the general models
and proceedings for factor analysis, whether it be by compo-
nents or maximum likelihood, exploratory or confirmatory
methods. There are, however, some aspects of crucial impor-
tance that have not been directly germane to the specifics of
the discussion to this point. These are mostly the same issues
as in any research study and can be summarized briefly.

The variable and case sampling are crucial to a quality so-
lution. Here is a remainder of aspects to be noted for a factor
analysis that hold true of all good research studies:

• Each variable should be interpretable so that a factor’s
loading or not loading is meaningful.
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• The higher the reliability of the variables, the higher the
correlations and the communality.

• The higher the validity of the variables, the more mean-
ingful the results.

• For significance testing, uniqueness scores should be nor-
mally distributed.

Variables should have similar distributions in the sample for
maximum correlations. They need not be normally distrib-
uted, but a variable with a skew incompatible with the major-
ity of the other variables should be avoided.

All variables need to have some cases that score high and
some that score low. Normal distribution is fine, but it is not
desired if it obscures true highs and true lows. This avoids re-
striction of range, which lowers observed correlations and so
weakens the factor structure. The sample size needs to be
large enough for stable correlations. Before the plasmode and
simulation studies, the best guess was that the N needed
would be a function of the number of variables being ana-
lyzed. Unlike multiple regression analysis and many previ-
ous discussions (e.g., Nunnally, 1967; Gorsuch, 1974, 1983),
factor analytic accuracy appears to be relatively independent
of the number of variables (with the exception that, for math-
ematical reasons, the total N must always be larger than the
total number of variables). However, both plasmode and sim-
ulation studies suggest that the N and the purpose of the study
are crucial. The N gives the stability of a correlation, and sta-
bility increases as the square root of the N decreases. A zero
correlation with an N of 100 has a standard error of .10, 150
is .08, 200 is .07, 300 is .06, and 400 is .05. This is a reason-
able guide to sample size. Because the purpose of a study is
generally to distinguish between observed correlations of .30
and .40, for example, the safe sample size is 400. If one just
wishes to determine which correlations are different from
zero and is only interested in correlations .30 and higher, an
N of 150 is reasonable. A larger sample is needed for item
factor analysis because one needs to differentiate between
correlations differing by only .10 (N � 400) and to reduce
capitalization on chance in item selection.

The number of variables that each factor is expected to
load should be in the range of three to six. Fewer than three
variables makes a factor difficult to define, so using four to
six is better. Simulation studies have suggested more vari-
ables be used, but these are only when there are available new
variables that are truly different from the original ones, ex-
cept for being loaded by the same factors. Experience sug-
gests that such a situation seldom occurs, and the variables
added after the first six lead to minor factors.

More than six variables can lead to problems due to the
sensitivity of factor analysis. In EFA, a factor with more than

six variables often gives two subfactors. Unless the factors
are restricted to being uncorrelated (in which case there is no
recovery), the factor of interest tends to be recovered as a
higher-order factor. That higher-order factor may relate well
to another analysis which, using fewer variables, finds the
factor among the primary factors. In CCFA, more than six
variables per factor often leads to statistically significant
residuals—even when they are not relevant—due to minor
factors found within the six variables.
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The purpose of this chapter is to provide a review of the cur-
rent state of knowledge in the field of clustering and classifi-
cation as applied in the behavioral sciences. Because of the
extensive literature base and the wide range of application
areas, no attempt or assurance can be made that all domains
of study in this area have been covered. Rather, the main re-
search themes and well-known algorithms are reviewed. In
addition, the chapter includes a survey of the issues critical to
the analysis of empirical data with recommendations for the
applied user. 

Clustering and classification methods as discussed here are
within a context of exploratory data analysis, as opposed to
theory development or confirmation. Some methods or strate-
gies useful for theory confirmation are included as appropriate.

One difficulty in this area is that no unifying theory for
clustering is widely accepted. An interesting result in the field
of clustering is that the standard statistical assumption of
multivariate normality as a basis for the derivation of such
algorithms has not automatically led to a superior cluster-
ing procedure. Because of derivational difficulties and empir-
ical experience with various approaches, we have today a
plethora of methods. Some of these methods work well in
certain circumstances, and some of these appear seldom if
ever to work as intended. Often, applied users of the method-
ology are unaware of various issues concerning the perfor-
mance of clustering and classification methods.

A second problem faced by researchers new to the field is
that the literature base is indeed vast and spans virtually all
fields of human endeavor. The Classification Society of
North America is now in its third decade of publishing an
annual bibliographic review called the Classification Lit-
erature Automated Search Service (Murtagh, 2000). Each
issue includes references of upwards of 1,000 scientific
articles.

The wide range of application areas creates an additional
problem for the applied researcher. Reading scientific articles
and textbooks outside of one’s own area of expertise can be
difficult yet essential to get a good mastery of the topic. Some
of the best work in this area has been published in engineering
and the biological sciences in addition to outlets normally
used by the social sciences community. The reader will see
the diversity of disciplines represented in the references sec-
tion for this chapter. It is useful to note that much of the
development of this methodology has appeared in applied
journals and less so in the mainstream statistical and mathe-
matical journals.

This chapter continues with a section on data preparation,
data models, and representation, including a discussion of dis-
tance and similarity measures. Three illustrative applications
of classification methods are presented in turn. A section on
clustering algorithms covers a wide range of classification
methods. In addition, this section includes a discussion of the
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recovery performance of clustering methods. The fourth
section covers a variety of issues important for applied
analyses such as data and variable selection, variable stan-
dardization, choosing the number of clusters, and postclassi-
fication analysis of the results. The chapter concludes with a
section that covers a variety of extensions and issues in
classification.

DATA PREPARATION AND REPRESENTATION 

The basic data for input to a cluster analysis can consist of
either a square or rectangular matrix, with or without replica-
tions. For a typical cluster analysis scenario, assume there is
a matrix of n objects measured on m features. Depending on
the context, the objects have been denoted in the literature as
items, subjects, individuals, cases, operational taxonomic
units (OTUs), patterns, or profiles, whereas the features have
been denoted variables, descriptors, attributes, characters,
items, or profiles (Legendre & Legendre, 1998). Thus, the
reader of multiple articles must be careful in interpretation, as
the same terminology has been used in the literature to refer
to both the n rows or the m columns in the data matrix, de-
pending on the specific context of the classification problem.

While is it possible for a cluster-analytic approach to ana-
lyze the data in the rows and columns of the rectangular matrix
directly, it is more typical first to transform the n × m rectan-
gular matrix into an n × n symmetric proximity matrix. Each
entry xij in the transformed matrix represents either similarity
of item i to j, in which case we call it a similarity matrix, or the
dissimilarity of item i to j, in which case we call it dissimilarity
or distance matrix. Alternatively, one could convert the n × m
rectangular matrix to an m × m symmetric matrix to measure
the similarity between features. Sneath and Sokal (1973)
denoted the analysis of an n × n matrix R analysis, whereas
the analysis of an m × m matrix was denoted Q analysis.

It is also possible to collect similarity or dissimilarity mea-
sures directly. For example, Shepard (1963) uses a confusion
matrix (Rothkopf, 1957) for the identification of Morse code as
an indication of the perceptual similarity of each pair of codes.
A matrix entry xab would indicate how many times the trans-
mitted code for letter a is perceived as letter b. Note that such a
matrix would most likely be nonsymmetric. Thus, the re-
searcher would first want to construct a symmetric matrix
through the average or weighted average of the two cells xaband
xba, unless the clustering method explicitly represents asymme-
tries in the solution (Furnas, 1980; Hirtle, 1987; Okada, 1996).

Carroll and Arabie (1980, 1998) denote the n × n matrix
as two-way, one-mode data, whereas the n × m matrix is re-
ferred to as two-way, two-mode data. That is, the number of

ways reflects the number of dimensions in the data set, while
the number of modes reflects the number of conceptual cate-
gories represented in the data set. Examples of two-way, one-
mode data include confusions, correlations, and similarity
ratings (in psychology); frequency of communication be-
tween individuals (in sociology); or the subjective distance
between locations (in behavioral geography). Examples of
two-way, two-mode data include individual responses to
questionnaire items (in psychology), n specimens measured
on m characteristics (in biology), or ratings of products by
consumers (in marketing). This terminology can be extended
to include three-way, two-mode data, for which two-way,
one-mode data is replicated for individual subjects or groups
of subjects. Examples of three-way, two-mode data include
individual ratings of similarity (in psychology), or the buying
patterns of consumer groups (in marketing).

Ultrametric and Additive Inequalities

The results of classification analyses are often represented
by tree diagrams, which reflect the inherent relationships in
the underlying model. The most common representation is a
rooted, valued tree, also called a dendrogram, as shown in
panel A of Figure 7.1. Here, each node in the tree is joined at a
specific height, as indicated by the scale on the right side of the
figure. In this case, the set of heights can be shown to satisfy
the ultrametric inequality (Johnson, 1967). Specifically, if hij

is the smallest value for which items i and j cluster, then

hij ≤ max(hik, hjk) for all i, j, k.

That is, the three heights between each pair of a triple of
points can be thought of as an isosceles triangle, with the
equal sides being at least as long as the third side.

An alternative tree model is the path-length, or additive,
tree shown in panel B of Figure 7.1. Here, the dissimilarity

Figure 7.1 Example of two rooted trees. Panel A shows an example of an
ultrametric tree, whereas panel B shows an example of a path-length or
additive tree.
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between items is reflected in length of the paths between the
terminal nodes (Buneman, 1971; Corter, 1996; Dobson,
1974). An additive tree is governed by the additive inequality,
which states that if dxy is the path length between x and y, then 

dij + dkl ≤ max(dik + djl, dil + djk) for all i, j, k, l.

The ultrametric tree is therefore a special case of the additive
tree, where the leaf nodes are all equally distant from the root
node. In an additive tree, this restriction does not hold. For
example, in the tree shown in panel B of Figure 7.1, dab = 15,
dac = 20, and the dbc = 25, whereas in panel A the dac = dbc.

In all cases just discussed, only the leaves are explicitly
labeled. The researcher may often label the internal nodes on
an ad hoc basis to assist in the readability and interpretation
of the clusters. The reader, however, should be warned that
in such cases the internal labels are arbitrary and not defined
by the clustering algorithm.

Classification Data as Tree Models

Corter (1996) argued for the acknowledgment of clustering
and trees as models of proximity relationships, rather than as
the result of an algorithm for fitting data. The distinction here
is subtle but important. Cluster analysis can begin with the
notion of some existing underlying clusters. The clusters
might be subject to noise and error and vary in dispersion and
overlap. The clusters are sampled with measurements taken
on a variety of attributes, which are then subjected to a clus-
ter analysis to recover the true clusters. This approach is
described in many of the general references in cluster analy-
sis, such as Aldenderfer and Blashfield (1984), Hartigan
(1975), or Jain and Dubes (1988).

An alternative framework proposed by Corter (1996) con-
siders the problem of representing a similarity matrix by a
structure, such as an additive or ultrametric tree. That is, the
information within a matrix has a structure that can alterna-
tively be captured in a representation with fewer parameters
than are found in the original data matrix. Pruzansky,
Tversky, and Carroll (1982), using this approach, examined
the properties of data matrices that would lead to the best fit
of spatial or tree representations. Their approach was based
on two distinct analyses. First, artificial data were generated
by choosing points either randomly from a two-dimensional
space or from a randomly generated tree. Noise, at various
levels, was then added to some of the data matrices. Not
surprisingly, they found that multidimensional scaling
algorithms, such as KYST (Kruskal & Wish, 1978), which
generated a two-dimensional solution, resulted in a better fit
for the spatially generated data, whereas a clustering method,

such as ADDTREE (Sattath & Tversky, 1977), resulted in a
better fit for the tree-generated data.

The next step was more interesting. Are there patterns in
the data matrix that would lead one to adopt one method or the
other? As diagnostic measures, they calculated the skewness
of the distances and the number of elongated triples.Atriple of
distances was said to be elongated if the medium distance was
closer to the longer distance than to the shorter distance. The
analysis by Pruzansky et al. (1982) showed that spatially gen-
erated data tended be less skewed and had fewer elongated
triples, while the tree-generated data were more negatively
skewed and had a larger percentage of elongated triples. As a
final step, these diagnostic measures were confirmed using
various empirical data sets, which were thought to be best
modeled by a tree or by a spatial representation. Thus, for de-
ciding between spatial and tree-based representations, the
analyses of Pruzansky et al. (1982) suggest that appropriate
diagnostic techniques might suggest which class of models is
more appropriate for a given a data set.

EXAMPLES

At this point, it is useful to consider three examples of cluster
analysis from the literature. The first example is based on kin-
ship data from Rosenberg and Kim (1975), which has been an-
alyzed in detail by Carroll and Arabie (1983), De Soete and
Carroll (1996), and others. The task that the subjects per-
formed in the initial study was to sort kinship terms into any
number of piles so that each pile consisted of related terms and
there were at least two piles. By taking the total number of
times that a subject put two terms in the same pile, one can con-
struct a similarity matrix between terms. Rosenberg and Kim
(1975) asked some subjects to sort the terms once, while others
were asked to sort the terms multiple times. Using the data
matrix from female subjects, De Soete and Carroll (1996) con-
structed a dendrogram, as shown in Figure 7.2, using a least-
squares ultrametric tree-fitting procedure called LSULT
(De Soete, 1984). The resulting ultrametric tree representation,
which accounts for 96.0% of the variance in the original data
matrix, encapsulates the standard anthropological model of
kinship terms (Carroll & Arabie, 1983). The tree divides direct
kin, such as grandparents, from collaterals, such as cousins. It
further divides the direct kin into the immediate family versus
±2 generations. Within these clusters, further groupings occur
on the basis of generation (e.g., mother and father are clus-
tered). In this case, there is great benefit in considering the
entire representation. That is, if one were to truncate the tree
and declare that kin terms are best represented as three clusters
or seven clusters, much information would be lost.
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Figure 7.2 Dendrogram for kinship data as produced by a least-squares
ultrametric tree-fitting procedure by De Soete and Carroll (1996).

Another example where the entire tree is important is
shown in Figure 7.3, which comes from De Soete and Carroll
(1996). Figure 7.3 displays an additive tree representation of
data collected by Arabie and Rips (1973), based on an earlier
study by Henley (1969). In the study, 53 American students
were asked to judge the similarity among 30 animals. The
representation was generated by LSADT (De Soete, 1984),
which is a least-squares additive tree-fitting procedure, and
accounts for 87.3% of the variance in the data. As in the pre-
vious example, the entire tree representation is interesting,
and truncating the tree would be misleading. In addition,
some relationships represented by the additive tree would not
be represented in an ultrametric tree. For example, dog and
cat are closer to each other in the representation than tiger
and wolf, even though dog and wolf are in one cluster of ca-
nine animals and cat and tiger are in another cluster of feline
animals. An ultrametric representation would force dog and
cat to be the same distance apart as tiger and wolf, assuming
they remained in the canine and feline clusters.

It is also worth emphasizing in both of these examples
that only the terminal nodes are labeled. However, implicit la-
bels could be generated for the internal nodes, such as grand-
parents or felines. Carroll and Chang (1973) developed one of
the few clustering methods for generating a tree representa-
tion with labeled internal nodes from a single data set. How-
ever, the method has not been widely used, in part because of

the limited number of stimulus sets that contain both terminal
and nonterminal item names.

One final example is based on a cluster analysis by
Lapointe and Legendre (1994). In their study, they produced
a classification of 109 single-malt whiskies of Scotland. In
particular, the authors of the study were interested in deter-
mining the major types of single malts that can be identified
on the basis of qualitative characteristics as described in a
well known connoisseur’s guide (Jackson, 1989). The pri-
mary data consisted of 68 binary variables, which repre-
sented the presence or absence of a particular descriptive
term, such as a smoky palate, a salty nose, bronze in color.
The 109 × 68 matrix was transformed into a 109 × 109
lower triangular matrix of proximities using the Jaccard
(1901) coefficient of similarity, which is based on the number
of attributes that a pair of items has in common. The proxim-
ity matrix was used to construct the dendrogram using
Ward’s method, which is described in the next section. The
resulting dendrogram in shown in Figure 7.4. In contrast with

Figure 7.3 Additive tree representation for the animal similarity data as
produced by De Soete and Carroll (1996).
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Figure 7.4 The Lapointe and Legendre (1994) classification of single malt scotch whiskies.
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the previous examples, the authors are less interested in the
structure of the entire tree. Instead, the goal of the study was
to identify an unknown number of distinct groups. As a result
of the analysis, the dendrogram was truncated to generate 12
identifiable classes of whiskeys, each labeled with a letter of
the alphabet in Figure 7.4.

ALGORITHMS

There are several fundamental issues relating to the selection
of a suitable clustering algorithm. First, the method must be
appropriate for the type of cluster structure that is expected to
be present in the data. Different clustering criteria and cluster
formation methods yield different types of clusters. Second,
the clustering method needs to be effective at recovering the
types of cluster structures that it was intended to find. Nearly
all clustering methods are heuristics, and there is no guaran-
tee that any heuristic is effective. Finally, software support
needs to be available for applied analyses. It is our experience
that the latter issue tends to drive method selection with only
limited regard for the first two concerns.

For those readers who wish to make a more in-depth study
of clustering algorithms, several textbooks and survey arti-
cles have been written. These include the texts by Anderberg
(1973), Everitt (1993), Gordon (1999), Hartigan (1975), Jain
and Dubes (1988), Legendre and Legendre (1998), Lorr
(1983), and Späth (1980). Survey articles include Gordon
(1987), Milligan and Cooper (1987), and Milligan (1996,
1998). Although some of these sources are more dated than
others, they include a wealth of information about the topic.

The next three sections offer a review of the major types of
clustering methods that have been proposed in the literature.
Included in each section is a discussion concerning the issue
of selecting a clustering method appropriate to the type of
cluster structure expected to be present in the data. The fourth
section reviews the performance of a range of clustering
methods in finding the correct clustering in the data.

Agglomerative Algorithms

Agglomerative algorithms are the most common among the
standard clustering algorithms found in most statistical pack-
ages. Here, each of the n objects is considered to be cluster
consisting of a single item. The algorithm then iterates
through n − 1 steps by combining the most similar pair of ex-
isting clusters into a new cluster and associating a height with
this newly formed cluster (Gordon, 1996). Different algo-
rithms use different methods for defining the most similar
pair, associating a height, and defining a proximity measure

between the new cluster and the previously established
clusters. In particular, if the new cluster is given by the ag-
glomeration of Ci and Cj, then one can define the new dissim-
ilarities measures by the general formula given by Lance and
Williams (1966, 1967) as follows:

dissim (Ci ∪ Cj , Ck)

= �i d(Ci , Ck) + �j d(Cj , Ck) + �d(Ci , Cj )

+ �|d(Ci , Ck) − d(Cj , Ck)|

Different choices of the parameters {�i , �j , �, �} define dif-
ferent clustering algorithms as shown in Table 7.1. For exam-
ple, �i = 1/2, � = −1/2, defines the single-link algorithm
where the new dissimilarity coefficient is given by the small-
est distance between clusters. This algorithm tends to gener-
ate unstable clusters, where small changes in the data matrix
result in large changes in the dendrogram (Gordon, 1996).
However, it is one of the few clustering algorithms that
would be able to detect clusters that are the result of a long
chain of points, rather than a densely packed cluster of points. 

Complete link clustering corresponds to �i = 1/2,

� = 1/2. Single and complete link clustering are based solely
on the rank order of the entries in the data matrix and thus can
be used with ordinal scale data. Most other algorithms
require interval scale data. Of the interval scale techniques,
group-average link [�i = ni/(ni + nj )] and weighted-
average link (�i = 1/2) demonstrate greater success at
cluster recovery, as shown later in this chapter, than do either
of the ordinal scale techniques. Group-average link is also
commonly denoted as UPGMA (for unweighted pair group
mean average), whereas the weighted average link method is
commonly denoted as WPGMA (weighted pair group mean
average; Sneath & Sokal, 1973). Additional information on
combinatorial clustering methods can be found in Podani
(1989).

TABLE 7.1 Coefficients to Generate Clustering Techniques Based on
the Formalization of Lance & Williams (1966)

Clustering
Method �i � �

Single link 1/2 0 −1/2

Complete link 1/2 0 1/2

Group-average link
ni

ni + nj
0 0

Weighted-average link 1/2 0 0

Centroid
ni

ni + nj

−ni nj

(ni + nj )2 0

Median 1/2 −1/4 0

�-Flexible
1 − �

2
−1 ≤ � ≤ 1 0
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Divisive Algorithms

For divisive algorithms, the reverse approach from agglom-
erative algorithms is used. Here, all n objects belong to a
single cluster. At each step of the algorithm, one of the exist-
ing clusters is divided into two smaller clusters. Given the
combinatorial explosion of the number of possible divisions,
divisive algorithms must adopt heuristics to reduce the num-
ber of alternative splittings that are considered. Such algo-
rithms often stop well before there are only single items in
each cluster to minimize the number of computations needed.
Still, the problem of finding an optimal division of clusters
for several criteria has been shown to be NP-hard (which im-
plies that the computational time will most likely grow expo-
nentially with the size of the problem) for several clustering
criteria (Brucker, 1978; Welch, 1982). 

Optimization Algorithms

An alternative approach to iterative algorithms is to recon-
sider the problem by transforming a dissimilarity matrix (di j )
into a matrix (hi j ) whose elements satisfy either the ultramet-
ric or the additive inequality. Optimization algorithms have
been developed using a least-squares approach (Carroll &
Pruzansky, 1980), a branch-and-bound algorithm (Chandon,
Lemaire, & Pouget, 1980), and other approximation ap-
proaches (Hartigan, 1967). One promising technique was an
approach developed by De Soete (1984). The technique,
which is discussed later in this chapter, has been successful at
addressing the problem of determining optimal weights for
the input variables.

Selecting a Clustering Method

This section focuses on the issue of evaluating algorithm per-
formance. One approach commonly used in the literature is
the analysis of real-life data sets. It is not unusual for various
articles to attempt to establish algorithm performance by
using only one or two empirical data sets. Thus, validating a
heuristic method is always questionable. In many cases the
results are considered valid because they correspond to some
general or intuitive perspective. Several criticisms of this ap-
proach exist. First, one must recognize that a very small sam-
ple size has been used to establish validity. Second, one can
always question the author’s a priori grouping of the data.
Third, how are we to know that clusters actually exist in
the empirical data? Few authors consider a null clustering
condition. Finally, assuming that clusters are present, how
can we determine that the correct cluster structure was
found? These criticisms can seldom if ever be addressed

properly through the use of empirical data sets for validation
purposes.

Most classification researchers have turned to the use of
computer-generated data sets for establishing clustering va-
lidity. Simulation or Monte Carlo experiments allow the re-
searcher to know the exact cluster structure underlying the
data. This strategy has the advantage that the true clustering
is known. The extent to which any given clustering algorithm
has recovered this structure can be determined. Because of
the use of artificially generated data sets, simulation results
can be based on hundreds or thousands of data sets. Thus,
sample size is not an issue.

There is a serious weakness in the use of simulation meth-
ods. In every case, such results are limited on the basis of gen-
eralizability. That is, the Monte Carlo results may be valid
only for the types of cluster structures and distributions that
were present in the generated data sets. Thus, the effectiveness
of the algorithms may not extend to other data structures that
are possible in applied analyses. Thus, it is important to estab-
lish replicability of simulation results from differing studies. It
is especially valuable when different researchers achieve sim-
ilar results using different strategies for data generation and
evaluation. Such replications offer investigators more confi-
dence in the selection of methods for applied analyses.

In terms of results on the recovery of underlying cluster
structure, agglomerative hierarchical algorithms have been
the most extensively studied. Three reviews of Monte Carlo
clustering studies covering various time frames were pub-
lished by Milligan (1981a), Milligan and Cooper (1987), and
Milligan (1996). The validation studies have examined a
number of factors that might affect recovery of the underly-
ing clusters. Many studies have included an error-free data
condition. The clustering present in the error-free data typi-
cally was so distinct that almost any method should have
been able to perform well with this sort of simple and obvi-
ous data structure. Clustering methods that fail with error-
free data would not be suitable for most applied research
settings.

A second factor examined has been the introduction of
some sort of error, either on the underlying variables or directly
to the similarity measures. This condition has the capability of
being tuned to a gradient of increasing noise.An effective clus-
tering method should be capable of finding clusters that have
been hidden by moderate amounts of error in the data.

A different sort of error involves the introduction of outly-
ing data points to a core set of elements that defines a suitable
cluster structure. Unusual observations are not unusual in
behavioral research. A clustering method used for applied
analyses should have some insensitivity to the presence of
such data points.
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The population distribution used to conceptualize and
generate the clusters themselves need not be multivariate
normal. Nonnormality may be present in many empirical
data sets, and a clustering method should be able to recover
well-defined clusters in such circumstances. Furthermore,
alternative population distributions serve to generalize the
Monte Carlo results. Few simulation studies have included
more than one type of distribution. The generalization exists
across different studies using differing underlying population
probability models.

The number of clusters in the underlying data can be var-
ied easily and, thus, can serve to ensure that a given cluster-
ing method is not sensitive to this factor. The clustering
method adopted should not have differential effectiveness on
this factor.

The relative sample size of clusters can be systematically
varied as well. Some clustering methods do not respond
properly to the presence of unequal cluster sizes. This is not a

desirable result, and it has implications for applied analyses.
The characteristic can be demonstrated most easily by gener-
ating data sets with varying cluster sizes.

Some authors have varied the number of variables that are
used to construct the artificial data. Since the data are first
transformed to a similarity measure, most clustering methods
do not directly analyze the original data. However, the num-
ber of variables may influence the information captured by
the similarity measure and, hence, influence the method’s
ability to recover the underlying clusters. Other factors have
been included in one or more studies. These include the use
of more than one similarity measure for the data and the num-
ber of underlying dimensions from a principal component
representation of the variable space, among others.

Simulation results for a set of hierarchical methods are
presented first. Validation results for five such methods are
reported in Table 7.2, adapted from Milligan and Cooper
(1987). It is important not to overinterpret the results in the

TABLE 7.2 Monte Carlo Validation Results for Hierarchical Methods

Method

Single Complete Group Ward’s Beta
Study Link Link Average Method Flexible

Baker (1974)
Low error .605 .968
Medium error .298 .766
High error .079 .347

Kuiper & Fisher (1975)
Medium size .579 .742 .710 .767
Five clusters .444 .690 .630 .707
Unequal sizes .663 .705 .702 .689

Blashfield (1976) .06 .42 .17 .77
Mojena (1977) .369 .637 .596 .840
Mezzich (1978)

Correlation .625 .973
Euclidean .648 .943

Edelbrock (1979)
Correlation .90 .80 .96 
Euclidean .62 .63 .70 .88 

Milligan & Isaac (1980) .30 .64 .70 .57
Bayne, Beauchanp, Begovich,

& Kane (1980)
Configuration 1 .53 .68 .66 .70 
Configuration 2 .55 .76 .75 .76 

Edelbrock & McLaughlin (1980)
Correlation .858 .813 .880
Euclidean .690 .780 .858 .873

Milligan (1980)
Zero error .974 .995 .998 .987 .997
Low error .902 .970 .997 .989 .994
High error .777 .880 .948 .940 .945

Scheibler & Schneider (1985)
Correlation .43 .49 .81 .78 .73
Euclidean .04 .38 .16 .79 .77

Note. For details on the nature of the recovery values, see Milligan and Cooper (1987).
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table because the recovery index is not the same across all
studies. Direct numerical comparisons should be made
within a given study, and not across different experiments.
The measures do have the common characteristic that recov-
ery performance improves as the index approaches 1.00,
which indicates perfect cluster recovery.

The simulation results in Table 7.2 contain some impor-
tant lessons for the applied user. In most cases, there appears
to be an advantage in favor of Ward’s (1963) method and the
�-flexible approach. Performing somewhat more erratically,
the group-average method can be competitive as gauged
by cluster recovery, but not always. The effectiveness of the
�-flexible approach from these studies led to some improve-
ments on this method by Milligan (1989a) and Belbin, Faith,
and Milligan (1992).

A particularly important result seen in Table 7.2 is that the
single-link method has consistently performed poorly, even
in the case of error-free data where distinct clustering exists.
Furthermore, single link is especially sensitive to most any
form of error added to the data. Cheng and Milligan (1995a,
1996a) also demonstrated that the single-link method was re-
markably sensitive to outliers present in the data. That is, the
method can be adversely affected by the presence of only one
outlier. An outlier in a clustering context refers to an entity
that does not fall within the general region of any cluster. Al-
though some authors have argued that the method possesses
optimal theoretical properties (e.g., Fisher & Van Ness 1971;
Jardine & Sibson; 1971), simulation and empirical evidence
suggest that this is an unsuitable method for most applied
research.

Simulation-based research on nonhierarchical partitioning
methods has not been as extensive as for the hierarchical rou-
tines. K-means (MacQueen, 1967) algorithms have been the
most frequently examined methods to date. Simulation results
for such methods are presented in Table 7.3. Generally, these
studies were based on error-free data sets. The simulation-
based literature indicates that the recovery performance of
some partitioning methods can be competitive with those
found for the best hierarchical procedures.As before, the reader
is warned not to overinterpret the numerical recovery values
between studies as they are based on different indices.

Most of the generated data sets used to establish the
results in Table 7.3 were multivariate normal and should
have been the ideal application context for the normal theory-
based clustering methods such as the Friedman and Rubin
(1967) and Wolfe’s (1970) NORMIX procedures. Unfor-
tunately, such methods performed inconsistently in these
studies. Less sophisticated methods, such as k-means algo-
rithms, can produce equivalent or superior recovery of cluster
structure.

One characteristic discovered from the set of studies re-
ported in Table 7.2 concerns the nature of the cluster seeds
used to start the k-means algorithms. The k-means algorithms
appear to have differential recovery performance depending
on the quality of the initial configuration. This effect was sys-
tematically studied by Milligan (1980). The results reported
by Milligan indicated that starting seeds based on randomly
selected sample points were less effective than was the use
of rational starting configurations. Rational starting seeds
markedly improved the recovery performance of all k-means
methods. In light of these results, Milligan and Sokol (1980)
proposed a two-stage clustering algorithm that was designed
to improve the recovery of the underlying clusters. Subse-
quently, other researchers have endorsed this approach or de-
veloped useful refinements (see Punj & Stewart, 1983; Wong,
1982; Wong & Lane, 1983). 

Overall, more research on the comparative evaluation
of clustering methods is needed. We have good informa-
tion on certain types of methods. However, for other methods
or approaches the current knowledge base on algorithm

TABLE 7.3 Monte Carlo Validation Results for Nonhierarchical
Clustering Methods

Average Recovery With 
Clustering Method Recovery Rational Seeds

Blashfield (1977)
Forgy k-means .585
Convergent k-means .638
CLUSTAN k-means .706 .643
Friedman-Rubin trace W .545
Friedman-Rubin |W| .705
MIKCA trace W .560
MIKCA |W| .699

Mezzich (1978)
Convergent k-means: correlation .955
Convergent k-means: Euclidean .989

distances
Ball-Hall ISODATA .977
Friedman-Rubin |W| .966
Wolfe NORMIX .443

Bayne et al. (1980)
Convergent k-means .83
Friedman-Rubin trace W .82
Friedman-Rubin |W| .82
Wolfe NORMIX .70

Milligan (1980): Low error condition
MacQueen’s k-means .884 .934
Forgy’s k-means .909 .996
Jancey’s k-means .926 .993
Convergent k-means .901 .996

Scheibler & Schneider (1985)
CLUSTAN k-means .67 .78
Späth’s k-means .55 .77

Note. Average recovery for k-means methods corresponds to random
starting seeds. “Rational Seeds” were centroids obtained from Ward’s or
group-average methods.

schi_ch07.qxd  9/6/02  12:12 PM  Page 173



174 Clustering and Classification Methods

performance is weak or badly lacking. For example, there
have been a number of recent developments. An interesting
approach to clustering, called MCLUST, has been proposed
by Raftery, Fraley, and associates (see Fraley & Raftery,
1998). To date, an independent evaluation of this approach
has not been published.

STEPS IN A CLUSTER ANALYSIS

A fundamental principle in classification is that as the level of
error increases in the data, or in the specification of one or
more factors relating to the clustering, the ability to recover
the underlying cluster structure is reduced. Thus, a number of
issues must be addressed while conducting an applied analy-
sis in addition to the choice of clustering method. 

Sometimes these decisions are not apparent to the re-
searcher. For example, a researcher may select a clustering
software package that makes one or more of these decisions
without user intervention. The researcher should be alert to
the fact that these decisions were made and that they directly
affect the quality of the clustering results.

When applied research is published using clustering
methodology, we recommend that the specific actions taken
during the classification process be clearly articulated. This
practice is essential to allow subsequent researchers the abil-
ity to evaluate, compare, and extend the results. Examples
abound in the literature where authors have failed to provide
such information (see Milligan, 1996). Critical information
includes the choice of similarity measure, the clustering algo-
rithm used to form the groups, the determination of the num-
ber of clusters, and information on the sample and variables
used in the analysis.

Several key elements or decision points in the clustering
process are reviewed in this section. Best practical sugges-
tions, based on the current state of knowledge, are offered.
These suggestions relate to the selection of the elements to be
clustered, the selection of the variables to cluster, issues con-
cerning variable standardization, the selection of the number
of clusters, and the validation of empirical analyses.

Selecting the Data Set

The issue of selecting the data elements in a cluster analysis
has seen limited research. This issue is critical because it is
the sample of data elements selected for study that define the
resulting cluster structure. Several fairly simple principles
can guide the researcher. Unlike traditional inference-based
statistical procedures, random samples are not required for an
effective cluster analysis. Certainly, the selected sample

should accurately represent the underlying clusters, but not
necessarily in proportion to their size in the larger population.
In the absence of this consideration, it is likely that small
population segments may not be detected in a cluster analy-
sis. Oversampling these small populations would likely serve
to enhance their recovery in the cluster analysis. Further-
more, some clustering methods have some bias to find clus-
ters of relatively equal size, and this tendency can be used to
good advantage.

Of course, random sampling would be desirable if it is es-
sential for the researcher to be able to generalize the results of
the study to a target population. However, doing so would
imply a more theoretically driven analysis as opposed to
a more exploratory study. Random or stratified sampling
would be useful in replication studies or in more advanced
studies attempting to validate a contextual theory.

The selection of the sample elements should consider the
overall size of the database. A second sample or a split-half
sample would be helpful for validation purposes, as dis-
cussed later in this chapter. As suggested by Milligan (1996),
one possible approach is to place artificially generated ideal-
type individuals or subjects in the data set. The researcher
specifies the values for each variable of an ideal-type individ-
ual. The ideal type would represent a subject or other experi-
mental object that would represent the norm for each group
or cluster suspected to be present in the data. One or possibly
more ideal types would be specified for each hypothesized
cluster. The presence of the correct ideal type or types in a
cluster would support the researcher’s conceptualization for
the hypothesized clustering. On the other hand, if markedly
different ideal types appear in the same cluster, then the re-
searcher’s theory or the cluster analysis is suspect. The pres-
ence of clusters without ideal types may represent groups not
yet defined by the researcher’s theory, or possibly subgroups
of a larger cluster. The user should be warned that the use of
ideal types is a temporary process. The presence of ideal
types in the final clustering may change the assignment of
other elements in the data set. The relative influence of in-
dividual data elements has been explored by Cheng and
Milligan (1995a, 1995b, 1996a, 1996b).

Related to the issue of influential data points is the issue of
outliers. Outliers in a clustering context deserve special con-
sideration. As stated previously, an outlier in a clustering
context refers to an entity that does not fall within the general
region of any cluster. Note that outliers may or may not have
influence on the clustering solution obtained, and some data
points near or in a cluster may have an influential effect on
the clustering process.

An early simulation study on the effect of outliers in
clustering was conducted by Milligan (1980). This research
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confirmed that as the percentage of outliers increased, the
ability of hierarchical clustering methods to recover the
underlying structure decreased. Some methods were less
affected than others. More recent results concerning the
effect of outliers on hierarchical methods can be found in
Milligan (1989a) and Belbin et al. (1992). This more recent
research suggests that Ward’s (1963) method may not be as
seriously affected by the presence of outliers as first sus-
pected. Similarly, Belbin et al. (1992) demonstrated desirable
characteristics with respect to outliers for two versions of the
�-flexible method. Overall, the impact of outliers appears to
be less severe for k-means methods.

The applied user of clustering methodology can adopt sev-
eral different strategies for dealing with outliers. One can
eliminate those elements that appear to be outliers to the
overall set of data. Alternatively, the relationship between the
obtained clusters and the suspected outliers can be investi-
gated after an initial clustering is completed. A third alterna-
tive is to use a clustering method resistant to the presence of
outliers. Selected parameterizations of the �-flexible hierar-
chical clustering procedure and Ward’s (1963) minimum
variance method may be good selections, as well as some of
the k-means algorithms.

Variable Selection and Weighting

Clustering methods differ profoundly from traditional statis-
tical inference models. Standard statistical requirements such
as the assumption of normally distributed data generally do
not apply within the clustering framework. That is, the meth-
ods are heuristics, and they were often developed without
consideration of an underlying probability model for the data. 

Another common misconception is that the presence of
correlated variables in the data set is somehow bad or unde-
sirable. Researchers often fail to realize that the correlations
among variables may be a result of the natural cluster struc-
ture in the data. Attempts to eliminate these correlations
would likely serve to distort or hide the structure in the data.
Numerous applied analyses have attempted to eliminate in-
tervariable correlation by means of principal components or
other multivariate methods. Unfortunately, the routine appli-
cation of principal components or other factoring techniques
prior to clustering is appropriate only in those cases where
the clusters are hypothesized to exist in the factor space and
not in the original data. Sneath (1980) has shown that clusters
embedded in a high-dimensional variable space may not
be correctly identified in a reduced number of orthogonal
components.

A different issue relates to the selection of variables to
include in the cluster analysis. Care must be exercised in

selection of the variables. Most reference works in the clus-
tering area fail to offer strong advice on this issue. Only those
variables that are believed to help discriminate among the
clusters in the data should be included in the analysis. Far too
many analyses have been conducted by including every
available variable. Some users have gone to great efforts to
collect just one more variable without considering its ability
to help find the underlying clustering. Instead, the bias should
be not to include the variable without additional information.

The difficulty in using all available data can result from
the added irrelevant variables’ serving to mask whatever ac-
tual clustering is present in a reduced number of variables.
In fact, the addition of only one or two irrelevant variables
can dramatically interfere with cluster recovery. Milligan
(1980) was the first to demonstrate this effect. In this study
only one or two random noise variables were added to data
sets where a strong and distinct clustering was present in a
reduced set of variables. Fowlkes and Mallows (1983) intro-
duced the term masking variables, which is a good descrip-
tion of the effect. Results from the Milligan (1980) study are
presented in Table 7.4.

As can be seen in Table 7.4, cluster recovery quickly de-
graded with even one random noise dimension added to the
core data containing distinct clustering. A second dimension
continued to diminish the ability to find the true structure in
the data. The core dimensions defined a strong clustering
in the data. Clearly, there are important implications for applied
analyses. The inclusion of just one irrelevant variable may
serve to mask or hide the real clustering in the data. It would

TABLE 7.4 Results From Milligan (1980): Mean Recovery Values
With Masking Variables

Clustering Error-Free 1-Dimensional 2-Dimensional
Method Data Noise Noise

Hierarchical
Single link .974 .899 .843
Complete link .995 .859 .827
Group average (UPGMA) .998 .930 .903
Weighted average .994 .917 .885

(WPGMA)
Centroid (UPGMC) .983 .808 .616
Median (WPGMC) .976 .808 .661
Ward’s method .987 .881 .855
�-flexible .997 .904 .863
Average link in cluster .985 .870 .834
Minimum total SS .935 .837 .780
Minimum average SS .993 .900 .865

Partitioning
MacQueen’s k-means .884 .793 .769
Forgy’s k-means .932 .844 .794
Jancey’s k-means .927 .867 .823
Convergent k-means .903 .849 .787

Note. Average within-cell standard deviation is .108 and was based on 108
data sets.
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be wise to provide a justification for each variable included in
the clustering process. The bias should be toward exclusion
in the case where doubt exists as to whether the variable may
contain information regarding the clustering in the data.

Fortunately, a significant contribution on the problem of
masking variables has been made. If Euclidean distances are
used with a hierarchical clustering method, then the optimal
variable weighting method of De Soete (1986, 1988) may
offer helpful protection against masking variables. De
Soete’s method computes optimal weights for the distance
equation:

dij =
⌊ nv∑

k=1

wk(xik − xjk)2

⌋.5

.

The derivation and computation of the weights are com-
plex, and the reader is referred to the work of De Soete (1986,
1988) and Makarenkov and Legendre (2000) for further de-
tails. Originally, De Soete’s procedure was not intended to
detect masking variables. Rather, the purpose was to opti-
mize the fit of the computed distances to an ultrametric struc-
ture. The application to masking variables was suggested by
one of the example analyses conducted by De Soete (1986).
Milligan (1989b) pursued this application and found evi-
dence that the method was effective at dealing with the mask-
ing problem. Makarenkov and Legendre (2000) recently
have replicated the results concerning the effectiveness of the
weights against masking variables. In addition, their work
provides an important extension to k-means methods.

The results in Table 7.5 are from Milligan’s (1989b) study
of De Soete’s algorithm. The study compared the recovery
performance using equal variable weights to that obtained
using optimal weights. As can be seen in the table, recovery
performance was greatly enhanced, even when three mask-
ing variables were added to the core cluster dimensions.
Further research revealed that De Soete’s algorithm was as-
signing effectively zero weights to the masking variables,

thus eliminating their noise contribution to the distance
computation.

There have been other attempts to deal with the problem
of optimal variable weighting. For example, DeSarbo,
Carroll, and Green (1984) proposed a procedure called
SYNCLUS. The algorithm uses a nonhierarchical k-means
method in the clustering process. To date, there has not been
a systematic validation study conducted on the SYNCLUS
algorithm. Green, Carmone, and Kim (1990) reported that the
starting configuration used for the k-means method appears
to be a critical factor for the success of the effectiveness of
the variable weighting method. Other approaches to the
masking problem do not attempt to provide differential
weighting of variables. Rather, the method of Fowlkes,
Gnanadesikan, and Kettenring (1988) attempts to include or
exclude variables in a manner analogous to that used in step-
wise regression.

Variable Standardization

With respect to variable standardization, we again find that
applied researchers bring potentially ill-advised biases to the
clustering process. First, many researchers assume that vari-
able standardization is required in order to prepare the data
for clustering. They assert that variable standardization is
necessary when the variances among variables differ to any
significant degree. Similarly, some authors will argue that
standardization is essential when substantial differences exist
in the numerical magnitude of the mean of the variables.
Otherwise, it is believed that those variables with the larger
scales or variances will have an undue influence on the clus-
ter analysis. 

Many researchers fail to consider that if the cluster struc-
ture actually exists in the original variable space, then stan-
dardization can distort or hide the clustering present in the
data. Again, as with principal components, standardization
would be appropriate if the clusters were believed to exist in

TABLE 7.5 Results From Milligan (1989b): Mean Recovery for Masking Variables Using De Soete’s (1988) Variable 
Weighting Algorithm

1 Dimension 2 Dimensions 3 Dimensions

Clustering Method Equal Weights Weighted Equal Weights Weighted Equal Weights Weighted

�-flexible = −.5 .750 .966 .673 .952 .601 .948
�-flexible = −.25 .788 .979 .716 .962 .657 .961
Single link .812 .883 .647 .840 .473 .820
Complete link .668 .977 .595 .955 .555 .930
Group average .859 .980 .809 .965 .732 .957
Ward’s method .764 .968 .675 .955 .627 .947
Column standard deviation .263 .128 .295 .163 .307 .180

Note. Each mean was based on 108 data sets.
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TABLE 7.6 Results From Milligan & Cooper (1988): Effect of
Standardization Procedure and Alternative Data Structures

Standard-
Separation Maximum Variance Global

ization
Level Ratio Variance

Formula Near Distant 16 100 Experiment

zo .662 .821 .745 .739 .621(L)

z1 & z2 .672 .837 .755 .754 .936

z3 .689* .854* .771* .772* .984*

z4 & z5 .693* .864* .778* .780* .968*

z6 .674* .836 .757 .753 .981*

z7 .639(L) .768(L) .693(L) .713(L) .839

Overall .674 .835 .754 .756 .888

Note. The asterisk indicates membership in the statistically equivalent
superior group. (L) indicates that the procedure performed significantly
worse than the other methods.

TABLE 7.7 Results From Milligan & Cooper (1988): Effect of
Standardization Procedure and Clustering Method

Clustering Method

Standardization Single Complete Group Ward’s
Formula Link Link Average Method

zo .608* .750 .811 .798(L)

z1 & z2 .577 .778 .800 .864*

z3 .622* .793* .835* .836

z4 & z5 .609* .815* .839* .851*

z6 .616* .761 .813 .828

z7 .494(L) .730(L) .810 .781(L)

Overall .589 .777 .819 .834

Note. The asterisk indicates membership in the statistically equivalent
superior group. (L) indicates that the procedure performed significantly
worse than the other methods.

the transformed variable space. This result was first demon-
strated in a simple example by Fleiss and Zubin (1969). Other
discussions on this topic appeared in Sneath and Sokal (1973)
and in Anderberg (1973).

A different bias brought to the analysis by applied re-
searchers is an assumption as to the form of variable stan-
dardization to be used. Researchers with a social science or
statistics background often assume that variable standardiza-
tion would be based on the traditional z score:

z1 = x − x

s
.

It turns out that there are number of other ways in which to
standardize data so that the influence of variance and relative
numerical values can be controlled. Milligan and Cooper
(1988) documented several other approaches to variable
standardization:

z2 = x

s
,

z3 = x

Max(x)
,

z4 = x

Max(x) − Min(x)
,

z5 = x − Min(x)

Max(x) − Min(x)
,

z6 = x∑
x
,

and z7 = Rank(x).

Milligan and Cooper (1988) evaluated the performance
of the various forms of standardization in a large-scale simu-
lation study. Included were the traditional z score (z1), z2

through z7, as well as the unstandardized data represented by
zo in their study. 

Selected simulation results from the Milligan and Cooper
(1988) article are presented in Tables 7.6 and 7.7. Each entry in
the tables represents the average obtained from 864 data sets.
Note that the rows in the tables correspond to the various forms
of standardization. The columns in Table 7.6 represent differ-
ent types of artificially generated data structures. The entries
are averages across four clustering methods. Table 7.7 presents
similar information broken down by clustering method.

The asterisk notation is unique to these tables and requires
explanation. An asterisk indicates that the corresponding
standardization method was in the statistically equivalent su-
perior group for a given column. This was, in effect, a test of
simple main effects in a factorial ANOVA design. Thus, the
asterisk indicates the best performing methods for each
condition. Across the conditions explored in Milligan and

Cooper (1988), the only standardization procedures that were
in the superior group in every case were those methods that
standardized by range, namely z4 and z5. The consistency of
the results was unexpected. Since the publication of the 1988
study, anecdotal evidence reported by numerous researchers
has supported the Milligan and Cooper results. Recently,
Mirkin (2000) has been developing a mathematical theory
as to why standardization by range has been consistently
effective. Mirkin and other researchers are likely to continue
with this line of inquiry.

Selecting the Number of Clusters

The next significant problem faced in the analysis is the de-
termination of the number of clusters to be used in the final
solution. Some clustering methods, such as k-means, require
the user to specify the number of groups ahead of time. Other
methods require the researcher to sort through and select
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TABLE 7.8 Results From Milligan & Cooper (1985): Stopping 
Rule Performance

Number of True Clusters

Stopping Rule 2 3 4 5 Overall

1. Calinski & Harabasz 96 95 97 102 390
2. Duda & Hart 77 101 103 107 388
3. C-index 71 89 91 96 347
4. Gamma 74 86 83 96 339
5. Beale 57 87 95 92 331
6. Cubic clustering criterion 67 88 82 84 321
7. Point-biserial 94 83 66 65 308
8. G(+) 52 70 79 96 297
9. Mojena 20 84 93 92 289

10. Davies & Bouldin 54 72 72 89 287
11. Stepsize 96 56 53 68 273
12. Likelihood ratio 64 72 64 68 268
13. | log( p)| 78 71 45 43 237
14. Sneath 34 51 66 83 234
15. Frey & Van Groenewoud 0 76 79 77 232
16. log(SSB/SSW) 0 104 42 66 212
17. Tau 85 77 30 10 202
18. c/

√
k 88 80 25 7 200

19. n log(|W|/|T|) 0 104 32 13 149
20. k2 |W| 0 104 15 27 146
21. Bock 74 15 31 22 142
22. Ball & Hall 0 104 23 1 128
23. Trace Cov(W) 0 104 17 0 121
24. Trace W 0 104 16 0 120
25. Lingoes & Cooper 37 30 17 16 100
26. Trace W−1B 0 52 23 9 84
27. Generalized distance 5 22 11 9 47
28. McClain & Rao 9 5 5 6 25
29. Mountford 1 6 1 2 10
30. |W|/|T| 0 0 0 0 0

from a sequence of different clustering solutions. This is the
case when hierarchical algorithms are selected and the pur-
pose is to find a coherent grouping of the data elements as
opposed to a tree representation. 

Numerous methods have been proposed for selecting the
number of clusters, especially in a hierarchical context. As
with many aspects of the clustering process, theoretical de-
velopments on this problem have been limited to date.
Rather, we have a set of ad hoc methods. The formulas are
sometimes called stopping rules for hierarchical clustering
methods. The most comprehensive study on the selection of a
suitable stopping rule in a hierarchical context is the article
by Milligan and Cooper (1985). These authors conducted a
comparative evaluation of 30 stopping rules within a simula-
tion framework. The authors considered only those rules that
were independent of the clustering method. The generated
data sets used by Milligan and Cooper (1985) consisted of
error-free structure with distinct clustering. Despite the pro-
nounced clustering present in the data, the results of their
study revealed that there was a wide range in the effective-
ness of the stopping rules. Selected results from the Milligan
and Cooper (1985) study are presented in Table 7.8. The
reader is referred to the 1985 article for more detailed perfor-
mance information and for references for each stopping rule.

The results in Table 7.8 indicate the number of times that
a given stopping rule selected the correct number of clusters
in the data. The maximum performance rate that could be ob-
tained for any specific number of clusters was 108, and 432
overall. The results in the table include a number of well
known approaches such as Mojena’s (1977) method, Beale’s
(1969) pseudo F test, and the rule developed by Calinski and
Harabasz (1974). As one reaches the least effective methods
at the bottom of the table, the chance selection rate for each
cluster level is around 9.

Certainly, more research in the area of stopping rules is
needed. The Milligan and Cooper results are from one simu-
lation study, and the potential limitation of generalizability is
an important consideration. Independent validation of the
performance of the rules with other types of simulated data
needs to be undertaken. The reader is warned not to take the
performance ranking of the stopping rules as an absolute find-
ing. The rankings produced by Milligan and Cooper (1985)
may have been a result of the specific characteristics of the
simulated data sets. On the other hand, one might argue that
those stopping rules found in the upper third of those tested
by Milligan and Cooper might be replicated to some degree in
an independent study. Similarly, it would seem unlikely that
the least effective rules in their report would perform with a
degree of distinction in a different experiment. Support for
this conjecture was found by Cooper and Milligan (1988) in a

related experiment. In this experiment, the data were sub-
jected to various levels of error perturbation. Although the
performance of the rules declined as expected, the relative
ranking of the stopping was sustained in the experiment.

For applied analyses, it is recommended that one use two
or three of the better performing rules from the Milligan and
Cooper (1985) study. The Statistical Analysis System (SAS)
(Gilmore, 1999) has implemented several of these rules as
clustering software options. When consistent results are ob-
tained from the rules, evidence exists for the selection of the
specified number of clusters. If partial agreement is found,
the user might opt for the larger number of clusters. In this
case, one may have an incomplete clustering of the data
where two or more groups still need to be merged. Their char-
acteristics will appear to be fairly similar when the researcher
is attempting to interpret each cluster. Finally, if no consis-
tency can be found among the rules, the researcher is facing
one of several possibilities. Of course, the stopping rules
might have failed on the empirical data set at hand. A differ-
ent outcome is that there is no cluster structure inherent in the
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data set. Since most clustering routines will produce a parti-
tion (or set of partitions) for any data set, a researcher might
assume that there is a significant clustering present in the
data. This belief induces a bias against a null hypothesis of no
significant clustering in the data in empirical research.

Validation of the Clustering Results

Once the clustering results are obtained, the process of vali-
dating the resulting grouping begins. Several strategies or
techniques can assist in the validation process. This section
covers the topics of interpretation, graphical methods, hy-
pothesis testing, and replication analysis.

Interpretation

An empirical classification will contribute to the knowledge
of a scientific domain only if it can be interpreted substan-
tively. To begin the evaluation process, descriptive statistics
should be computed for each cluster. The descriptive values
can be computed both on those variables used to form the clus-
ters as well as on exogenous variables not involved in com-
puting the clusters. The descriptive information can reveal
important differences and similarities between clusters, and it
can indicate the degree of cohesiveness within clusters.
Skinner (1978) refers to such characteristics as level (cluster
mean or centroid), scatter (variability), and shape (covari-
ances and distribution of data within clusters). Similarly, if
ideal type markers were used in the analysis, their cluster as-
signments can be examined for interpretive information.

A different approach is to use a block diagonal matrix dis-
play (Anderberg, 1973; Duffy & Quiroz, 1991). Although
this technique results in a matrix of numbers, the display ap-
proaches that of a graphical presentation. The process is
based on rearranging the similarity matrix according to the
groups obtained by the cluster analysis. The rows and
columns are reordered to place elements in the same cluster
in consecutive order. The result is ideally a block diagonal
matrix where within-block values represent within-cluster
distances or similarities. Entries outside of the blocks corre-
spond to between-cluster distances. If distinct clusters have
been recovered by the clustering method, the within-block
values should be distinctly different in magnitude when com-
pared to those between blocks. The permuted matrix can be
converted to a graphical display if the cells or blocks are
shaded according to some rule based on the values of the sim-
ilarity measures.

A variety of graphical displays have been proposed in the
classification literature. For example, Andrews (1972) pro-
posed a bivariate plot where data from a high-dimensional

variable space are transformed by means of selected tran-
scendental functions. Andrews argued that similar elements
should produce similar transformed profiles in the plot.
Bailey and Dubes (1982) developed a different type of dis-
play called a cluster validity profile. The profiles were in-
tended to allow for the evaluation of the relative isolation and
compactness of each individual cluster. Kleiner and Hartigan
(1981) presented a set of graphical methods based on natural-
appearing “trees” and “castles.” These displays are best
suited to hierarchical clustering results. An excellent discus-
sion on the use of graphical methods in a clustering context is
found in Jain and Dubes (1988).

Hypothesis Testing

Hypothesis testing is possible in a cluster-analytic situation,
but it can be tricky and full of pitfalls for the unsuspecting
user. Most testing procedures have been developed to deter-
mine whether a significant cluster structure has been found.
Because clustering algorithms yield partitions, applied re-
searchers who see such results tend to assume that there must
be clusters in their data. However, clustering methods will
yield partitions even for random noise data lacking structure. 

There are some significant limitations in the use of tradi-
tional hypothesis-testing methods. Perhaps the most tempting
strategy, given the context of the analysis, is to use an
ANOVA, MANOVA, or discriminant analysis directly on the
variables that were used to determine the clustering. The par-
titions obtained from the cluster analysis are used to define
the groups for the ANOVA or discriminant analysis. An
attempt is made to determine whether there are significant
differences between the clusters. Unfortunately, such an
analysis is invalid. Since the groups were defined by parti-
tions on each variable, an ANOVA or discriminant analysis
will almost always return significant results regardless of the
structure in the data, even for random noise. The fundamen-
tal problem is that one does not have random assignment to
the groups independent of the values on the variables in the
analysis. This result was noted by Dubes and Jain (1979) and
by Milligan and Mahajan (1980). It is unfortunate that many
textbooks on clustering do not emphasize this limitation.

There is a way to conduct a valid inference process in a
clustering context. Valid testing procedures take on one of
several different approaches. The first approach is called an
external analysis, and the test is based on variables not used
in the cluster analysis. The second approach is called an in-
ternal analysis and is based on information used in the clus-
tering process. These two approaches are considered in turn.

External criterion analysis can be performed using standard
parametric procedures. One can test directly for significant
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differences between clusters on variables that were not used in
the cluster analysis. It is critical for the validity of the test that
the variable not be used in forming the clusters.

A different type of external analysis is based on a data par-
tition generated independently of the data set at hand. The
partition can be specified from a theoretical model or obtained
from a clustering of a separate data set. Hubert and Baker
(1977) developed a method to test for the significance of sim-
ilarity between the two sets of partitions. The test is based on
an assumption of independent assignments to groups in the
two partition sets. It is important to note that the Hubert and
Baker method cannot be applied to two clusterings of the
same data set. Doing so would not result in two independent
groupings of the objects in the study.

An internal criterion analysis is based on information ob-
tained from within the clustering process. These analyses are
based on measures that attempt to represent in some form the
goodness of fit between the input data and the resulting clus-
ter partitions. There are numerous ways in which to measure
the goodness of fit. Milligan (1981b) conducted a study of 30
internal criterion indices for cluster analysis. For an extended
discussion of such indices, see Milligan (1981b). Milligan’s
research indicated that indices such as the gamma, C-index,
and tau measures should make an effective measure of inter-
nal consistency.

The advantage to identifying an effective internal criterion
index is that it can serve as a test statistic in a hypothesis-
testing context. The test can be used to determine whether a
significant clustering exists in the data. The main problem
with this approach is the specification of a suitable sampling
distribution for the test statistic under the null hypothesis of
no cluster structure. One can use randomization methods, or
bootstrapping, to generate an approximate sampling distribu-
tion. Milligan and Sokol (1980), Begovich and Kane (1982),
and Good (1982) have all proposed tests based on this strat-
egy. Unfortunately, software support for this form of testing
is not widely available.

Replication Analysis

Replication analysis within a clustering context appears to
have been developed by McIntyre and Blashfield (1980) and
by Morey, Blashfield, and Skinner (1983). Replication analy-
sis is analogous to a cross-validation procedure in multiple
regression. The logic behind replication analysis is that if an
underlying clustering exists in the data set, then one should
be able to replicate these results in a second sample from the
same source and set of variables. There are six steps in a
replication analysis. First, one obtains two samples. This can
be done by taking a random split-half reliability of a larger

data set. Data must be obtained on the same set of variables
in both samples. Second, the first sample is subjected to the
planned cluster process. Once the clusters have been identi-
fied, the cluster centroids are computed from the first sample.
These centroids are used in the next step. Third, the distances
between the data points in the second sample to the centroids
obtained from the first sample are computed. Fourth, each el-
ement in the second sample is assigned to the nearest centroid
determined from the first sample. This produces a clustering
of the second sample based on the cluster characteristics of
the first sample. Fifth, the second sample is subjected to the
same cluster process as used for the first sample. Note that we
now have two clusterings of the second sample. One was ob-
tained from the nearest centroid assignment process, the sec-
ond from a direct clustering of the data. The final step is to
compute a measure of partition agreement between the two
clusterings of the second sample. The kappa statistic or the
Hubert and Arabie (1985) corrected Rand index can serve as
the measure of agreement. The resulting statistic indicates the
level of agreement between the two partitions and reflects on
the stability of the clustering in the data from two samples.

Breckenridge (1989, 1993) extended this approach to
replication analysis and provided performance information
on the effectiveness of the approach. The results reported in
Table 7.9 are from his 1993 simulation study. The column la-
beled “Recovery” indicates the degree of agreement between
the true cluster assignments and the partitions obtained from
the clustering procedure. The column for “Replication” indi-
cates the degree of agreement between the direct clustering of
the second sample and the nearest centroid grouping for the
same sample. Recall that this grouping was based on the
classification from the first sample. The results indicate that
the replication means were close in value to average recovery
for each method. This finding suggests that replication analy-
sis can be used as a validation tool for applied cluster
analysis.

Breckenridge (1993) also reported that replication analysis
can be used to help determine the number of clusters in the

TABLE 7.9 Results From Breckenridge (1993): Mean Recovery and
Replication Values for Error-Free Data

Clustering Method Recovery Replication

�-flexible = −.5 .773 .750
�-flexible = −.25 .761 .738
Single link .440 .350
Complete link .695 .654
Group average .751 .740
Ward’s method .787 .766
Hartigan & Wong k-means: .785 .797

(Ward’s method seed points)

Note. Averages based on 960 data sets.
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TABLE 7.10 Results From Breckenridge (1993): Number of Clusters
Selected by the Scree Test

True
Number Chosen

Number
of Clusters 2 3 4 5 6 7 8 9

2 58 1 0 0 0 0 0 0
3 10 48 1 0 0 0 0 0
4 1 12 45 2 1 0 0 0
5 1 2 11 35 9 1 1 0
6 1 2 5 11 32 5 3 1
7 1 0 6 8 12 22 7 4
8 0 1 0 6 13 8 12 20
9 1 5 5 7 5 5 3 29

data. Results for 480 data sets are presented in Table 7.10. The
columns of the table indicate the number of clusters selected
by a scree test, and the rows represent the correct number of
clusters in the data. Thus, the diagonal of the table corre-
sponds to the correct specification of the number of clusters
identified by the scree test. A scree test is a graphical method
used for visually identifying the change in level of a statisti-
cal measure. In this application the replication values are plot-
ted across the number of groups in the clustering solution. A
notable change in level of the statistic may indicate that the
correct number of clusters has been found. The replication
scree test was able to specify the correct number of clusters in
58% of the cases. When including those cases that were
accurate to within ±1 cluster, 82% of the data sets were re-
solved correctly. Thus, further development of the replication
methodology seems warranted.

DISCUSSION AND EXTENSIONS

The recommendations presented in this chapter are simply
guidelines and not hard and fast rules in clustering. The au-
thors would not be surprised if an empirical data set can be
found for each case that would provide a counterexample
to the suggested guidelines. Since the classification area is
quite active and new research continues to appear, applied
researchers are encouraged to review more recent results as
time progresses. The journals listed as references for this
chapter can serve as a basis for following the current litera-
ture. There is no doubt that further advances will reshape our
knowledge with respect to this methodology.

Use of Clustering in Psychology and Related Fields

Clustering continues to be used heavily in psychology and
related fields. The 1994–1999 editions of the SERVICE
bibliographic database list 830 entries in the psychological

journals alone. Primary areas of application include personal-
ity inventories (e.g., Lorr & Strack, 1994), educational
styles (e.g., Swanson, 1995), organizational structures (e.g.,
Viswesvaran, Schmidt, & Deshpande, 1994), and semantic
networks (e.g., Storms, Van Mechelen, & De Boeck, 1994).
Table 7.11 lists the 130 articles in psychology journals by
subdiscipline for the publication year of 1999, as listed in the
SERVICE bibliography. One can note that the subdiscipline
list in Table 7.11 spans most of psychology with a remarkably
even distribution. In addition, although a number of articles
about clustering appear in methodological journals, this cate-
gory represents only 9% of the publications about clustering
and classification. Thus, clustering and classification research
remains very healthy in psychology with both methodologi-
cal developments and substantive applications appearing
within the literature on a regular basis.

In addition to research within the mainstream psychology
journals, there is a large body of psychological research using
classification techniques in several closely related areas. Some
of the notable areas include environmental geography, where
cluster analysis is used to identify neighborhood structures
(Hirtle, 1995); information retrieval, where clustering is used
to identify groups of related documents (Rasmussen, 1992);
marketing, where there remains a close relationship between
data analysis techniques and theoretical developments
(Arabie & Daws, 1988); social network theory (Wasserman &
Faust, 1994); and evolutionary trees (Sokal, 1985).Arabie and
Hubert (1996) emphasize the last three areas as particularly
notable for their active use of clustering and for their method-
ological advances. Psychologists with an interest in the devel-
opment or novel adaptation of clustering technique are urged
to look toward these fields for significant advances.

Relationship to Data Mining

With a recent explosion of interest in data mining, there has
also been a resurgence of interest in clustering and classifica-
tion. Data mining applies a variety of automated and statistical

TABLE 7.11 Number of Source Articles in Psychology Journals on
Clustering and Classification by Subdiscipline for 1999

Subdiscipline N %

Social/personality 28 21.5%
Cognitive/experimental 22 16.9%
Applied/organizational 16 12.3%
General 16 12.3%
Methodological 12 9.2%
Counseling 9 6.9%
Developmental 8 6.2%
Clinical 7 5.4%
Educational 6 4.6%
Neuroscience 5 3.8%
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tools to the problem of extracting knowledge from large data-
bases. The classification methods used in data mining are
more typically applied to problems of supervised learning. In
such cases, a training set of preclassified exemplars is used to
build a classification model. For example, one might have data
on high- and low-risk credit applicants. Such problems are
well suited for decision trees or neural network models
(Salzberg, 1997). In contrast, unsupervised classification is
closer to the topic of this chapter in that a large number of
cases are divided into a small set of groups, segments, or par-
titions, based on the similarity across some n-dimensional
attribute space. Data-mining problems can be extremely
large, with as many as a half million cases in the case of
astronomical data (e.g., Fayyad, Piatetsky-Shapiro, Smyth, &
Uthurusamy, 1996) or pharmacological data (e.g., Weinstein
et al., 1997). Thus, the use of efficient algorithms based on
heuristic approaches may replace more accurate, but ineffi-
cient, algorithms discussed previously in this chapter.

Han and Kamber (2000) reviewed extensions and variants
of basic clustering methods for data mining, including parti-
tioning, hierarchical, and model-based clustering methods.
Recent extensions of k-means partitioning algorithms for
large data sets include three related methods, PAM (Kaufman
& Rousseeuw, 1987), CLARA (Kaufman & Rousseeuw,
1990), and CLARANS (Ng & Han, 1994), which are based on
building clusters around medoids, which are representative
objects for the clusters. Extensions to hierarchical methods
for large databases include BIRCH (Zhang, Ramakrishnan, &
Linvy, 1996) and CHAMELEON (Karypis, Han, & Kumar,
1999), both of which use a multiphase approach to finding
clusters. For example, in CHAMELEON, objects are divided
into a relatively large number of small subclusters, which are
then combined using an agglomerative algorithm. Other data-
mining clustering techniques, such as CLIQUE (Agrawal,
Gehrke, Gunopulos, & Raghavan, 1998), are based on projec-
tions into lower dimensional spaces that can improve the abil-
ity to detect clusters. CLIQUE partitions the space into
nonoverlapping rectangular units and then examines those
units for dense collections of objects. Han and Kambar (2000)
argued that the strengths of this method are that it scales
linearly with the size of the input data and at the same time is
insensitive to the order of the input. However, the accuracy of
the method may suffer as a result of the simplicity of the
algorithm, which is an inherent problem of data-mining
techniques.

Software Considerations

Applied researchers may face significant problems of access to
user-friendly software for classification, especially for recent

advances and cutting-edge techniques. Commercially avail-
able statistical packages can seldom keep up with advances
in a developing discipline. This observation is especially true
when the methodology is not part of the mainstream statistical
tradition. It is unfortunate that research-oriented faculty are
not able to provide a greater degree of applied software sup-
port. Fortunately, the Internet can facilitate access to the
research software that is available. For example, the Classifi-
cation Society of NorthAmerica maintains a Web site that pro-
vides access to an extensive set of software programs that have
been made freely available to the research community. The site
can be located at http://www.pitt.edu/~csna/.TheWeb site also
provides useful links to commercial software packages, some
of which are not widely known. More generally, a wealth of
information on the classification community can be found at
the Web site.

We still believe that the best advice is for graduate students
to develop some skill in writing code in at least one higher
level language to support their research activities. In some
situations you may just have to write it yourself in order to get
the analysis done. One option, among several, is to gain skill
at writing macros for the S-Plus (1999) software package.
This software package provides a fairly flexible system for
handling, manipulating, and processing statistical data.
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Although clinical and experimental psychologists have made
contributions to the legal system since the early 1900s (e.g.,
see Travis, 1908; Munsterberg, 1908; Wrightsman, 2001)
clinical forensic psychology has thrived as a subspecialty
only for the past 25 years (Otto & Heilbrun, 2002). For the
purposes of this chapter, we adopt the broad definition of
forensic psychology that was crafted by the Forensic Psy-
chology Specialty Council (2000) for submission to the
American Psychological Association (APA), which was ac-
cepted by the APA Council of Representatives in August
2001. Forensic psychology is defined here as “the profes-
sional practice by psychologists within the areas of clinical
psychology, counseling psychology, neuropsychology, and
school psychology, when they are engaged regularly as ex-
perts and represent themselves as such, in an activity primar-
ily intended to provide professional psychological expertise
to the legal system” (Forensic Psychology Specialty Council,
2000). More specifically, we define clinical forensic psy-
chology as assessment, treatment, and consultation that re-
volves around clinical issues and occurs in legal contexts or
with populations involved within any sphere of the legal sys-
tem, criminal or civil. Research areas and methods common
to other applications of psychology to law (e.g., social psy-
chology, experimental psychology, cognitive psychology,
industrial-organizational psychology) are not addressed here;

in this chapter we use the terms forensic psychology and
clinical forensic psychology interchangeably.

With increasing frequency, clinical psychologists have
provided assistance to the legal system by assessing persons
involved in legal proceedings whose mental state is at issue
(e.g., in cases of competence to stand trial, criminal responsi-
bility, guardianship, child custody, personal injury, testamen-
tary capacity) and treating persons who are involved in the
legal system in some capacity (e.g., convicted adults and
juveniles, crime victims). Indicators that clinical forensic
psychology is now a unique subspecialty are numerous and
include the recent designation of forensic psychology as a
specialty area by the American Psychological Association,
development of special interest organizations (e.g., American
Psychology-Law Society–Division 41 of the American Psy-
chological Association), implementation of a specialty board
that credentials persons who practice forensic work at an
advanced level (i.e., American Board of Forensic Psychol-
ogy), establishment of graduate predoctoral, internship, and
postdoctoral specialty training programs in clinical forensic
psychology (see Cruise, 2001, and Packer & Borum, in press,
for reviews), and publication of professional books (e.g.,
Melton, Petrila, Poythress, & Slobogin, 1997; Grisso, 1986;
Rogers, 1997) and scientific journals (e.g., Behavioral Sci-
ences and the Law, International Journal of Forensic Mental
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Health Law and Human Behavior, Journal of Forensic Psy-
chology Practice) devoted to research and practice in clinical
forensic psychology.

Clinical forensic psychologists typically are involved in
one of three pursuits within the legal system—assessment,
treatment, and consultation. This chapter focuses on research
methods and issues that occur in assessment and treatment
contexts, as opposed to those in consultation, which typically
involve working with legal bodies or legal professionals (i.e.,
judges, attorneys). For each task that is unique to clinical
forensic psychology research, we provide examples of the
clinical challenges confronting the psychologist, identify
problems and challenges faced when researching the issues
or constructs, and describe research strategies that have been
employed, their strengths, and their limitations. We do not
discuss in this chapter those research endeavors that may be
relevant to clinical forensic psychology but are not unique to
the specialty.

Assessment of persons involved in the legal system in
some capacity is a major activity for forensic psychologists.
Forensic psychological assessment even has been described
by some as a cottage industry (Grisso, 1987). The majority of
forensic assessment tasks facing psychologists can be classi-
fied as descriptive or predictive. Some forensic activities are
retrospective in nature, insofar as the psychologist is asked to
offer opinions about a person’s mental state at a prior point in
time, such as in criminal responsibility and contested will
evaluations.

DESCRIPTIVE CLINICAL FORENSIC ASSESSMENT

Overview

In a subset of criminal and civil cases, a litigant’s mental state
or psychological functioning may be at issue. In these cases,
triers of fact (i.e., judges or juries) often seek the input of psy-
chologists or other mental health professionals who, as a
function of their expertise, can provide the court with infor-
mation about the person’s mental condition that otherwise
would be unavailable, based on the assumption that this input
results in a better and more accurate legal decision. For ex-
ample, in criminal cases, a defendant’s mental state and emo-
tional functioning may be relevant to his or her criminal
responsibility or competence to proceed with the criminal
process (i.e., to understand the charges or to assist in one’s
own defense). Similarly, a plaintiff’s mental state and psy-
chological functioning also can become an issue in a variety
of civil proceedings, including personal injury litigation,
cases of disputed child custody, testamentary capacity, and
guardianship.

The assessment task in all of the above cases fundamen-
tally is descriptive—that is, the legal system looks to the psy-
chologist to describe the abilities, capacities, or functioning
of the person as they affect or are related to the particular
legal issues at hand. The legally relevant behaviors, capaci-
ties, and skills that the forensic psychologist assesses have
been broadly conceived as psycholegal capacities (e.g., see
Grisso, 1986).

Exactly what the psychologist assesses and describes is
defined and identified by the law, although the assessment
techniques and approach are based on the psychologist’s
knowledge and expertise in psychopathology and human
behavior (see Grisso, 1986, for further discussion of this
issue). For example, when assessing a criminal defendant’s
competence to proceed, although the specific legally rele-
vant elements are determined by the law (i.e., the defen-
dant’s understanding of the legal proceedings, the ability to
work with counsel as it might be affected by mental disorder
or other, related factors), the potentially relevant mental
states and evaluation techniques are determined by the
psychologist. Similarly, although the law regarding testa-
mentary capacity delineates the abilities, knowledge, and
understanding one must have to execute a valid will, the
forensic psychologist examining someone in the context of a
contested will proceeding determines, based on his or her
knowledge of cognitive functioning and mental disorder,
what psychological factors will be addressed and how they
will be evaluated.

Psychologists use various techniques to assess psycholegal
capacities. In addition to employing traditional assessment
methods (i.e., clinical interview; record review; and measures
of psychopathology, intelligence, academic achievement, and
cognitive functioning) psychologists have developed a variety
of special assessment techniques, including those specifically
designed to assess psycholegal capacities (i.e., forensic as-
sessment instruments; see Grisso, 1986; Heilbrun, Rogers, &
Otto, in press).

Psychologists who research psycholegal constructs then
are faced with two separate but related tasks: (a) conducting
research that operationalizes these psycholegal capacities,
and (b) conducting research that examines the utility of vari-
ous techniques and instruments that are designed to assess
these capacities.

Challenges to Researching Psycholegal Capacities

Researching psycholegal capacities presents a number of
challenges, some of which are caused by working in a venue
that is defined by another discipline (i.e., the law), and some
of which are inherent to the task. We describe some of these
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challenges below, including (a) varying definitions of con-
structs across jurisdictions, (b) multifaceted constructs, and
(c) the lack of a gold standard.

Varying Definitions

A unique problem that may be experienced by clinical foren-
sic psychologists researching psycholegal capacities is that
the definition and conceptualization of the constructs they re-
search can vary across jurisdictions and change over time
within a particular jurisdiction as the applicable law changes.
Research focused on criminal defendants’ competence to
confess and waive their Miranda rights provides a good ex-
ample of this difficulty. 

In Miranda v. Arizona (1966) the Supreme Court deter-
mined that the United States Constitution requires that crimi-
nal defendants who waive their Fifth Amendment right to
avoid self-incrimination must do so knowingly, intelligently,
and voluntarily. To meet this requirement, arresting officers
typically inform suspects of their constitutional rights in a col-
loquy that has become well known even to laypersons (You
have the right to remain silent . . .). Less well known by the lay
public is that different jurisdictions employ various “Miranda
warnings,” although the fundamental elements of the various
warnings remain primarily the same (Oberlander & Goldstein,
2001).

Whether waiver of one’s right to avoid self-incrimination
is valid and the resulting confession admissible is determined
on case-by-case basis. The court considers the totality of the
circumstances surrounding the waiver and confession in
reaching a conclusion about admissibility factors specific to
the situation, along with the abilities of the suspect. Grisso
(1981) conducted a program of research examining the abil-
ity of adults and juveniles to comprehend their Fifth Amend-
ment right to avoid self-incrimination and developed four
instruments designed to operationalize these psycholegal
capacities as psychological constructs (Comprehension of
Miranda Rights, Comprehension of Miranda Rights–True/
False, Comprehension of Miranda Vocabulary, and Function
of Rights in Interrogation; Grisso, 1998). Grisso subse-
quently examined the psychometric properties of these in-
struments and normed them on both adults and juveniles,
some of whom were involved in the criminal justice system
and some of whom were not. Revised versions of these in-
struments are now used by psychologists in the context of
Miranda waiver evaluations. Of some interest is that the
Miranda warning language employed in Grisso’s measures is
that used by law enforcement officials in St. Louis county in
the 1980s. This language, of course, may differ from the
Miranda language provided to criminal defendants in other

jurisdictions, and this issue has been raised on occasion to
challenge the external validity of the instruments and test
findings in particular. Researchers need to be aware of these
differences as they plan studies to construct and evaluate
instruments designed to assess such capacities. 

Assessing and Researching Multifaceted Constructs 

Another challenge that clinical forensic researchers face is
operationalizing and researching multifaceted psycholegal
issues or constructs. The child custody arena provides per-
haps the best example of this challenge. In those instances
when divorcing parents cannot reach agreement about cus-
tody of their minor children, judges are left to make decisions
about custody and placement based on the “best interests of
the children.” In these cases, judges and attorneys sometimes
look to psychologists to provide the court with a better un-
derstanding of the children’s needs, the parents, and the par-
ents’ abilities to meet their children’s needs. Essentially all
states have attempted to define and operationalize what they
consider to be the best interests of the child, at least insofar as
they have identified factors that judges must consider in
making custody and placement decisions (i.e., the child’s
emotional, educational, and physical needs; the emotional
functioning and adjustment of the parents; the nature and
quality of the relationship between the parents and the child;
the stability of the child’s current and proposed environ-
ments; the willingness of each parent to foster a relationship
between the child and the other parent). Nevertheless, differ-
ent states define the standard in different ways and direct
judges to consider different factors. Even the casual observer
can conceive of circumstances in which the factors that are to
be considered may suggest different outcomes and decisions.
For example, the custody decision that might be best for a
child’s emotional adjustment may not be best with respect to
fostering a continuing relationship with the noncustodial par-
ent. Similarly, one parent may do best at meeting a child’s
educational and academic needs, while the other may most
ideally respond to the child’s emotional needs. Whether and
how the various factors are to be weighed is not specified,
and judges are not provided a legal calculus for arriving at an
ultimate decision. This makes defining, researching, and as-
sessing this psycholegal construct (the best interests of the
child) particularly difficult.

Lack of a Gold Standard

A final problem facing clinical forensic researchers is the lack
of a gold standard to define or identify a construct. This prob-
lem is not unique to research in clinical-forensic psychology.

schi_ch08.qxd  8/2/02  2:49 PM  Page 191



192 Clinical Forensic Psychology

For example, there is no gold criterion or absolute standard
for any mental disorder, despite what proponents of the
Diagnostic and Statistical Manual–Fourth Edition (DSM-IV;
American Psychiatric Association, 1994) might argue. After
all, the DSM-IV diagnoses represent little more than consen-
sus judgments. Because psycholegal capacities are based on
legal constructs, identifying a criterion is difficult. For exam-
ple, the ultimate threshold judgment of whether a criminal
defendant is competent or incompetent, whether a child’s
best interests are served by living with his or her mother or
father after a divorce, whether someone is or is not capable of
managing his or her legal and financial affairs, or whether
someone is capable of consenting to a proposed psychologi-
cal or medical intervention are all ultimately moral-legal de-
cisions that are to be made by the legal decision maker
(Slobogin, 1989). As is described in more detail in the fol-
lowing section, when developing, researching, and evaluat-
ing instruments that are designed to assess these various
capacities, forensic psychologists must operationalize ab-
stract constructs and employ proxy criteria. 

Research Strategies 1: Operationalizing
Psycholegal Constructs and Assessing the
Validity of Assessment Techniques

As noted previously, regardless of the psycholegal capacity at
issue, the researcher’s first task is to operationalize and define
a construct that ultimately is a legal one, and that has no true
or absolute definition. Next, as researchers develop instru-
ments or approaches designed to assess a particular psy-
cholegal capacity, they must evaluate the validity of their
assessment techniques. Researchers employ a variety of
strategies as they try both to operationalize psycholegal crite-
ria and to assess the validity of instruments designed to assess
particular psycholegal capacities. 

Surveys of the Literature

In some cases, researchers have attempted to operationalize
or define a particular psycholegal capacity based on a review
of the relevant scientific and legal literatures. For example,
Ackerman and Schoendorf (1992) developed the Ackerman-
Schoendorf Scales for Parent Evaluation of Custody
(ASPECT), an assessment battery designed for use in cases
of contested custody to identify the parent who is best able to
meet the child’s needs. So that their battery would identify
and assess factors that the legal decision maker (i.e., the
court) considered relevant to child custody decision making
and the best interests of the child, the authors surveyed the
published legal and mental health literatures addressing child

custody. The value of this approach is that it ensures consid-
eration of factors that are likely to be relevant to defining a
particular psycholegal capacity. Accordingly, it should result
in a conceptualization (and associated assessment approach)
that has face validity, which may be particularly important in
legal contexts (see Grisso, 1987). This approach, however,
requires considerable judgment and discretion on the part
of the professional who reviews the literature, particularly
in those instances in which there is a lack of consensus or
difference of opinion expressed. 

Polling Experts

Researchers seeking to operationalize psycholegal capacities
also have attempted to do so by surveying professionals
whose opinions are thought to be relevant to the issue of in-
terest. Those surveyed can be legal professionals, mental
health professionals, or a combination of both. An example of
this approach is provided by Jameson, Ehrenberg, and Hunter
(1997), who surveyed a sample of psychologists from British
Columbia with experience conducting child custody evalua-
tions; the psychologists were asked about their opinions
relating to child custody decision making and the standard
of the best interests of the child. Such surveys can provide
helpful information regarding how persons in the field con-
ceptualize a particular issue, but there are several limitations.
Perhaps most importantly, the value of such surveys can be
limited by the population sampled. In the example just
cited, although the opinions of psychologists from British
Columbia with respect to matters of child custody are inter-
esting, they certainly do not settle the issue because matters
of custody ultimately are moral-legal ones (Slobogin, 1989).
But even polling members of the bar (either judges or attor-
neys) can pose problems, as questions can be raised about the
representativeness of the samples utilized. Finally, questions
of sample appropriateness aside, test developers or re-
searchers may find themselves in awkward situations when
the opinions of the sample polled are discordant with the pre-
vailing law as it is understood.

Theory-Based Development

In some cases researchers attempt to define forensic psy-
cholegal constructs and to develop techniques designed to
assess these constructs based on legal theory. As an example,
the MacArthur Competence Assessment Tool–Criminal
Adjudication (MacCAT-CA; Poythress et al., 1999), which is
designed to assess a defendant’s competence to participate in
the criminal process, is based in part on Bonnie’s (1993) the-
ory of adjudicative competence. Like the literature review
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strategy previously described, this approach benefits from
face validity that is particularly important in legal contexts
(Grisso, 1987), but it is limited insofar as the assessment ap-
proach or technique developed is anchored in a particular the-
ory that may or may not be consistent with the law as it exists
or as it may evolve.

Research Strategies 2: Assessing the Utility of
Assessment Techniques

Only after a psycholegal capacity is adequately defined and
operationalized can psychologists develop approaches to as-
sess the capacity. These assessment approaches then must be
assessed and validated before they can be used for decision-
making purposes (American Educational Research Associa-
tion, American Psychological Association, National Council
on Measurement in Education, 1999). Many of the basic psy-
chometric properties of these assessment techniques (e.g.,
scale consistency, inter-rater reliability, test-retest reliability)
can be evaluated in much the same way as one evaluates tra-
ditional measures of intelligence, academic achievement, and
psychopathology. More difficult, however, is assessing the
validity of these assessment techniques given the unique
nature of the constructs they assess. 

Predicting Judges’ Decisions or Legal Outcomes

One validation strategy sometimes employed by researchers
is to examine the relationship between classifications based
on the examinee’s test performance and the legal outcome.
For example, Ackerman and Schoendorf (1992) offer as sup-
port for the validity of the ASPECT (see this chapter’s section
titled “Surveys of the Literature” for a description) that 75%
of the parents identified as the better parent by their instru-
ment were awarded custody by the court. Similarly, as evi-
dence of the validity of the Bricklin Perceptual Scales (BPS),
which are used to identify a child’s parent of choice in the con-
text of child custody, the author (Bricklin, 1990) cited a high
rate of agreement (94%) between BPS classifications and
judges’ ultimate decisions regarding custody and placement.

Although in some circumstances such analyses can be en-
lightening (e.g., it may be particularly important to know
whether judges’ decisions and classification on a particular
forensic assessment instrument are highly negatively corre-
lated), high rates of agreement between the legal decision
maker’s conclusions and classifications based on the forensic
assessment instrument do not settle the issue. If such logic is
followed and judges’ decisions are adopted as the gold stan-
dard, then there is little reason to spend time developing as-
sessment techniques to inform or influence judges’ opinions.

Of course, when such an approach is used it is particularly
important that the decisions of judges or legal decision mak-
ers’ decisions not be based, in full or in part, on how the liti-
gant performed on the assessment instrument. If such is the
case, criterion contamination occurs and renders any positive
findings of limited value (see Otto & Collins, 1995, and Otto,
Edens, & Barcus, 2000, for further discussion of this issue in
the context of the ASPECT and BPS previously described).

Evaluating Agreement Between Test Classification and
Clinicians’ Assessments of the Psycholegal Construct

Another approach similar to that previously described that has
been employed to evaluate the validity of forensic assessment
instruments is to examine agreement between the classifica-
tion offered from the assessment instrument and independent
clinical assessments of the relevant capacity. An example of
this approach is provided by Bricklin and Elliott (1997) in
their discussion of the validity of the Perception of Relation-
ships Test (PORT), which is described by the test developer as
a child custody evaluation measure that assesses the types of
interactions a child has with each parent and the degree to
which a child seeks psychological closeness with each parent.
Bricklin and Elliott reported that they administered the PORT
to a sample of 30 children in order to identify a primary care-
taker, and also had clinicians offer similar opinions based on
observed parent-child interactions. In over 90% of the cases
there was agreement between the clinicians’ identified parent
of choice and the parent of choice identified by the PORT re-
sults, leading them to conclude that the PORT validly assesses
childrens’ perceptions of their parents.

In this section, we discussed descriptive forensic psycho-
logical assessment tasks and research. These tend to focus on
psycholegal capacities at the time of the evaluation (i.e., ad-
judicative competence) or at some time in the past (i.e., men-
tal status at the time of the offense, testamentary capacity).
Some of the challenges to research include varying legal def-
initions, multifaceted constructs, and the lack of criteria es-
tablishing a gold standard. Researchers have attempted to
overcome these challenges by conducting surveys of the lit-
erature, polling experts, using theory-based development,
predicting legal outcomes, and evaluating the correspon-
dence between test classifications and clinicians’ judgments. 

In other contexts, however, a variety of other research
challenges and corresponding research strategies exist. Legal
decision makers often ask mental health professionals to in-
form decisions that are based not on current functioning, but
rather on what persons might (or might not) do at some point
in the future, how they might (or might not) behave, and how
well (or poorly) they will function in one setting versus
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another. It should be clear even before these tasks are de-
scribed that there are a number of complexities involved in
the research endeavors involved in our next main topic—
predictive forensic assessments.

PREDICTIVE CLINICAL FORENSIC ASSESSMENT

Overview

There are many circumstances in which the future behavior
or functioning of persons is a defining element of a legal deci-
sion, and for which clinicians often are called upon to offer ex-
pert opinions. The legal settings in which such decisions are
required are varied, including much more than criminal courts
and judicial decisions, such as civil courts, family courts, spe-
cialty courts (i.e., mental health courts, drug courts), and ad-
ministrative tribunals of many kinds (i.e., parole boards,
workers compensation boards). In addition, clinicians in many
applied settings, such as mental health clinics, psychiatric fa-
cilities, forensic hospitals, juvenile residential treatment facil-
ities, and correctional institutions, often are asked to forecast
the future behavior of their clients-patients, particularly with
respect to violence, suicide, and treatment response. Some of
the more common clinical questions that require predictive as-
sessments include (a) violence risk; (b) child, parental, and
family functioning; and (c) treatment and intervention re-
sponse. Concerning violence risk assessment, which has pre-
viously been described by terms such as violence prediction,
risk prediction, prediction of dangerousness, and dangerous-
ness assessment, mental health professionals are asked in
dozens of legal settings about the likelihood that persons will
act violently in the future. Shah (1978) identified 15 such set-
tings in criminal justice and mental health over 20 years ago.
Lyon, Hart, and Webster (2001) recently identified 17 points in
Canadian law in which risk assessment is required by statute
or regulation. The term violence risk assessment is used
broadly in this chapter to refer to the assessment of risk for nu-
merous types of antisocial behavior, such as general violence
(i.e., homicide, battery, armed robbery), as well as more spe-
cialized forms of violence, such as sexual violence, domestic
violence, and stalking.

In some contexts, such as civil commitment proceedings
for sexual offenders, the question is fairly narrow and specific
(is the individual likely to commit a violent sexual crime in
the future?). There are currently 16 states with such legisla-
tion. Although there are variations among these laws, most
define sexual predators as persons charged with or convicted
of sexually violent offenses who have a mental abnormality,

personality disorder, or paraphilia that makes them likely to
commit future acts of sexual violence. These laws allow for
postsentence civil commitment. 

Other contexts require consideration of different types of
violence, different severities of violence, or violence that
might take place within different time frames (imminent vs.
eventual risk). As with descriptive clinical forensic assess-
ment, there typically is some source of legal authority (i.e.,
statutes, cases, bylaws, and administrative policies) that
specifies the types of behavior that are to be forecast. How-
ever, beyond this minimum specification, the mental health
professional must decide how best to proceed to be optimally
informative to the legal decision maker. 

In some settings, the legal source is far removed. For in-
stance, the clinical management of a private psychotherapy
patient or even the inpatient management of a psychiatric or
forensic patient is not carried out in order directly to inform a
specific legal decision that must be made (as is the case in
many other risk assessment contexts). However, to the extent
that service providers have legal duties in such contexts to
prevent violence or to provide a safe workplace, then there
are existing standards under tort and malpractice law—or
perhaps professional practice and ethical standards—that
would in effect serve as the legal authority to which clini-
cians or agencies would be held.

In the child and family context, there are several instances
in which mental health professionals might be involved in
forecasting future circumstances, and the adjustment thereto
of children, parents, and families. Child custody cases are
one important example. Although involving a strong descrip-
tive assessment element, as reviewed in the previous section,
child custody assessments also involve a substantial future-
oriented component. The purpose of custody evaluations or,
more precisely, legal proceedings to determine custody, is
to decide which of numerous possible future scenarios of liv-
ing arrangements best suits the interests of the child(ren),
given the present and predicted future adjustment and social
functioning of the children and their parents under various
conditions (e.g., joint custody, sole custody with mother, sole
custody with father). 

Forecasting treatment response or amenability to certain
interventions is relevant in numerous legal contexts, just as it
is in nonlegal settings as well. In civil disputes, for example,
a plaintiff’s (i.e., the person who brings the cause of action
and alleges wrongdoing by others that caused injury) pro-
jected course of recovery often will be relevant to the legal
determinations of injury and damages. 

Under tort law, there must be some sort of injury suffered
by the plaintiff in order for that person to be compensated.
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Most relevant to the present discussion is the concept of
psychological injury, also variously known as emotional
shock, nervous shock, psychiatric damage, or emotional in-
jury. This is a controversial subject with differing legal
standards—ranging from liberal to conservative—in terms of
compensability across jurisdictions (see Douglas, Huss,
Murdoch, Washington, & Koch, 1999). Most commonly,
such injuries would arise from criminal or accidental victim-
ization. In the former cases, a defendant might be held liable
for the “intentional infliction of nervous shock,” in addition
to other injuries (such as the tort of battery). In the latter
cases, the law of negligence typically applies to psychologi-
cal injuries suffered as a result of motor vehicle and other
accidents.

In addition to descriptive assessment issues such as the
severity of psychological injury, civil courts may want to
know the typical course of psychological recovery from
the trauma at issue, promising treatment approaches, and
whether they will be able to “restore” the person’s condition
to preinjury status, which is the theoretical purpose of tort
law. These questions might relate to emotional functioning
(i.e., posttraumatic stress disorder, acute stress disorder, de-
pression) or neurocognitive functioning (i.e., executive dys-
function, memory impairment, and restoration of cognitive
function relevant to traumatic brain injury). 

Challenges to Researching Predictive Assessment

In this section, we discuss common threats to the validity and
reliability of forensic research endeavors that attempt to eval-
uate predictive assessment tasks. We recommend method-
ological or statistical procedures to safeguard against these
potential pitfalls. The context for this discussion centers pri-
marily around violence risk assessment, one of the more
common predictive forensic assessment tasks and research
endeavors.

Varying Legal Definitions of Important
Outcome Measures

Although forensic research ultimately is about human
behavior, there is a very important constraint on its
generalizability—the law. In most other research applica-
tions, concerns over external validity are based on participant
characteristics, cultural factors, or design issues (i.e., how
were participants selected for the study?). These concerns
exist in forensic assessment research as well. The law, how-
ever, imposes on the researcher an additional set of general-
izability concerns. As previously noted, research carried out

in one jurisdiction may not generalize to another for the sim-
ple reason that the laws differ between them. Similarly, legal
principles, standards, and tests may differ between related but
different legally substantive settings as well. 

To illustrate the problem that this may pose to forensic
assessment research (and practice), we can consider the case
of violence risk assessment. On its face, the task may seem
quite simple conceptually—evaluate a person by some
reasonable method and give an opinion about risk for future
violence. However, the law introduces a number of complex-
ities that belie this seeming simplicity. For instance, what is
the type of violence that is legally relevant in the particular
setting and jurisdiction? For some legal issues and in some
jurisdictions, only serious physical harm will satisfy the legal
test. For instance, although most civil commitment statutes
require risk for bodily harm or physical violence, some juris-
dictions permit less serious forms of violence to satisfy the
legislative requirement (Melton et al., 1997). The complicat-
ing nature of jurisdiction is daunting enough within the
United States. Given the global nature of research, however,
there is really no reason to fail to consider legal contexts
beyond the United States; this is particularly so given the
tendency for contemporary risk assessment instruments to be
translated for use in foreign countries. Ethical principles
about researchers’ responsibility for how their research is
used would suggest at least some cause for being aware of the
use of such research in other countries, particularly if permis-
sion is granted to translate copyrighted works (implying
preknowledge of anticipated use).

In more specialized legal settings, the nature (sexual vio-
lence), victim (domestic violence), or context (violence in the
context of stalking) of violence is specified. Further, differing
legal standards might impose constraints on the imminence
or duration of risk that is relevant. In traditional civil com-
mitment proceedings, for instance, there typically must be
some concern about a person’s imminent risk for violence.
Contrast this to civil commitment under sexual predator laws,
in which the legally relevant duration for risk can be decades
long (e.g., see Florida Statues 394.910–394.931). In certain
jurisdictions and settings, the law might require that particu-
lar risk factors form part of the assessment. Depending on the
context, there might be differing standards concerning the de-
gree of risk (or the likelihood of violence) that is required for
the law to be satisfied, and for the degree of certainty that the
court must have about this degree of risk.

In essence, risk assessment is clinically and legally com-
plex and multifaceted. Depending on legal jurisdiction and
setting, evaluators and researchers must be concerned about
different definitions and operationalizations of severity,
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imminence, duration, frequency, target, likelihood, nature,
certainty, context, and specified factors relevant to risk as-
sessment (Hart, 2001, in press; Mulvey & Lidz, 1995).
Any of these dimensions can vary across settings and juris-
dictions, and researchers and clinicians ought to be aware of
those that apply in the settings in which their work is located.
This is a problem that is inherent to research and practice
activities of clinical psychology situated within the legal con-
text (Ogloff & Douglas, in press).

How do these varying legal standards across settings and
jurisdictions translate into clinical forensic assessment prac-
tice and research? A first step to tackling the multiplicity of
relevant applications of risk assessment (and, in fact, of any
forensic assessment application) is to conduct a psycholegal
content analysis of the germane substantive area in which
research (or practice) is to be carried out (Douglas, 2000;
McNiel et al., in press; Ogloff & Douglas, in press). This in-
volves (a) identifying the relevant primary legal authority—
typically a statute—that governs the assessment task that will
be the object of study, (b) isolating the pieces of the legal au-
thority that will apply most directly to the assessment task,
(c) evaluating how sources of supporting law—typically
cases—have interpreted and applied the primary authority,
(d) distilling legal principles from the statute and support-
ing interpretive sources of law, and (e) applying psychologi-
cal knowledge to the legal concepts and principles that were
derived in steps a through d. This procedure can lay the
groundwork for conducting legally relevant and appropri-
ate research within legal or forensic settings. 

Researchers and clinicians must bear in mind that the gen-
eralizability of their findings will be limited by these legal
factors. In some cases, there is little one can do to counter this
limiting factor. For instance, research on the long-term re-
cidivism of sexual offenders will have little generalizability
to and hence be minimally informative with respect to immi-
nent risk posed by acutely mentally ill persons being consid-
ered for involuntary civil commitment. Researchers can,
however, promote the generalizability of their findings by in-
corporating, to the degree that is methodologically feasible, a
number of the aspects of risk previously described. For in-
stance, evaluating the relationship between a risk assessment
measure and differing severities or types of violence (see
Douglas, Ogloff, Nicholls, & Grant, 1999; McNiel & Binder,
1994a, 1994b) over different time periods (Quinsey, Harris,
Rice, & Cormier, 1998; Rice & Harris, 1995), and using dif-
ferent classes of persons (Estroff & Zimmer, 1994) could be
accomplished in a single research study. Similarly, evaluating
the role of different risk factors within single studies has be-
come common in risk assessment research, typically through
the construction or evaluation of risk assessment measures

(Douglas et al., 1999; McNiel & Binder, 1994a, 1994b;
Monahan et al., 2000, 2001; Quinsey et al., 1998; Steadman
et al., 2000).

Insensitive Predictor and Outcome Measures

In the context of violence risk assessment, Monahan (1988;
see also Monahan & Steadman, 1994a) wrote that previous
research efforts had suffered from “impoverished predictor
variables” and “weak criterion variables” (Monahan, 1988;
pp. 251, 253). By this he meant that complex clinical phe-
nomena such as psychopathology commonly were reduced to
gross categorizations such as psychotic-nonpsychotic. Simi-
larly, outcome measures considered only a single source
and were coded simply as violent-not violent. Clearly, such
methodological operationalizations oversimplify the con-
structs they purport to measure. As a result, they obscure
meaningful relationships that might exist among the data.

To avoid this shortcoming, Monahan encouraged re-
searchers to define and measure risk factors in more complex
ways that more accurately reflect the actual nature of the risk
factors (Monahan, 1988; Monahan & Steadman, 1994a). A
good example is psychopathology. Rather than define major
mental illness grossly as psychotic-nonpsychotic, researchers
started to evaluate the role of certain diagnostic classes of dis-
orders (Binder & McNiel, 1988; Eronen, Hakola, & Tiihonen,
1996a, 1996b; Hodgins, Mednick, Brennan, Schulsinger, &
Engberg, 1996; McNiel & Binder, 1994a, 1994b, 1995;
Räsänen et al., 1998) and certain types of psychotic symptoms
(Appelbaum, Robbins, & Monahan, 2000; Link & Stueve,
1994; Monahan et al., 2001; Swanson, 1994; Swanson,
Borum, Swartz, & Monahan, 1996). In so doing, a fairly ro-
bust relationship has been observed between certain aspects
of mental illness, rather than mental illness per se and vio-
lence. It is important to note that not all research has observed
positive relationships between indexes of disorder and symp-
toms. Nonetheless, this approach is able to evaluate which
aspects of mental disorder are and are not related to violence,
at least under certain conditions.

Researchers also have drawn on risk factors that are sup-
ported by theory. For instance, contemporary models and
measures of psychopathy (Hare, 1991, 1996), anger (Novaco,
1994), psychotic symptoms (Link & Stueve, 1994; McNiel,
1994) and impulsivity (Barratt, 1994) have promoted more
thoughtful and systematic evaluation of their contribution to
risk for violence (see Monahan & Steadman, 1994b).

Similarly, with respect to violence as an outcome, it has
come to be recognized that (a) measurement from a sin-
gle source and (b) simple operationalizations of violent-
nonviolent are not adequate. As risk is multifaceted, so too is
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violence—it can vary in severity, frequency, rate, timing, tar-
get, motivation, and context. Using a single source (e.g.,
arrest records) to measure violence is guaranteed to underes-
timate the actual occurrence of violence, and likely its actual
severity due to the fact that many violent acts go unreported.
Moreover, arrest records are often bereft of detail concerning
the nature of violence, context, targets, and so forth. Such dif-
ficulties are magnified when other sources are used as indica-
tors of violence (e.g., criminal convictions). 

Use of a single source for recording outcome criteria also
makes research subject to the peculiar biases of each type of
outcome source (Mulvey & Lidz, 1993). For instance, arrest
records may underestimate the true nature of violence, self-
reports also may underestimate occurrence and severity of
violence, and collateral reports may suffer from memory bi-
ases. Using multiple sources, each of which compensates for
the weaknesses of others, is a sound approach. Some re-
searchers (Monahan et al., 2001) have developed scales for
measuring violence that are intended to capture a range of
severities. Other researchers incorporate severity in other
ways, typically by distinguishing between physical and non-
physical violence (Douglas et al., 1999; McNiel & Binder,
1994a). Further, most studies use more than one source to de-
tect violence. For instance, in two large-scale, prospective
risk assessment projects using civil psychiatric samples, the
researchers were able to use official arrest records, collateral
interviews, and self-reports of patients (Lidz, Mulvey, &
Gardner, 1993; Monahan et al., 2000, 2001), increasing the
likelihood of adequate detection of criterion violence.

The importance of this issue cannot be overemphasized.
For instance, using official records as the only source of vio-
lence detection among a large sample of civil psychiatric pa-
tients who had been released into the community, Mulvey,
Shaw, and Lidz (1994) reported a base rate of violence of
12% (73 of 629 individuals). When the methodology was ex-
panded to include self- and collateral reports of violence, this
base rate rose dramatically to 47% (293 of 629 subjects).
Similarly, in another large-scale sample of close to 1,000
civil psychiatric patients, Steadman et al. (1998) reported a
1-year base rate of serious violence of 4.5% when using
agency reports only; when participant and collateral reports
were added, the base rate rose to 27.5%. These differences in
base rate could affect the statistical analyses used to evaluate
the predictive utility of a risk factor or assessment measure.
Such differences in base rates will affect the maximum effect
size obtainable under most statistical procedures. Rice and
Harris (1995), for example, reported that the correlational
index (�) used in their research with a large sample of foren-
sic psychiatric patients increased from .25 to .40 under corre-
sponding base rates of 15% and 50%.

Dichotomous Legal Outcomes Versus Continuous
Psychological Outcomes

Law and psychology differ on numerous conceptual and epis-
temological bases. One of these is certainty versus probabil-
ity (Haney, 1980). That is, the law demands certainty,
whereas psychology—particularly academic or research
psychology—is inherently probabilistic. Even though legal
standards such as preponderance of evidence, beyond a rea-
sonable doubt, or balance of probabilities certainly imply a
probabilistic approach to legal decision making, it is equally
clear that decisions and outcomes in law are absolute—
persons either are or are not guilty, liable, dangerous, unfit,
and so forth. There is no such thing in law as a person being
found “likely guilty, within 95% confidence.” A person is
guilty although the evidence that supports this decision only
needs proof beyond a reasonable doubt.

In some contexts, the law recognizes the continuous nature
of constructs such as risk. For instance, the language used in
many statutory regimes contains references to risk and other
related concepts. There may be some conceptual overlap
between psychology and law in these domains. Even here,
however, the law must come to an absolute, dichotomous
decision that a person is or is not at such a level of risk that sat-
isfies whatever legal test is relevant, and hence justifies state-
sanctioned deprivation of liberty or other restriction of rights.
Even though risk is inherently probabilistic and continuous,
the law must dichotomize it or cut the continuum into risk that
meets statutory requirements and risk that does not.

In general, then, the most legally relevant clinical out-
comes and criteria are dichotomous (i.e., rearrested or not). In
research, however, it is a truism that to dichotomize is to lose
information. To retain some legal external validity, however,
coding for and analyzing outcomes in legally relevant ways is
recommended, in addition to the perhaps more sophisticated
and appropriate conceptualization of human behavior as a
complex, continuous phenomenon. In this way, research can
optimally inform legal reality, as well as contribute to under-
standing of human behavior on a more basic level.

Low and Varying Outcome Base Rates

Criterion variables that occur infrequently (i.e., low base
rates) are difficult to predict. More precisely, base rates that
deviate substantially from .50, whether low or high, attenuate
effect sizes of many statistical procedures. As such, a base
rate of .95 would be as problematic as .05 in terms of pre-
dicting the occurrence of the criterion. The problem of low
base rates was in fact one of the critical focal points in early
risk assessment research. Commentators argued that violence
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by persons with mental illness was simply too rare to permit
meaningful analyses. Since that time, methodology has im-
proved substantially, and, as it turns out, base rates are not as
low as was previously believed. Steadman et al. (1998), for ex-
ample, reported that 61% of the patients in their large-scale
risk assessment study were violent in the community within
1 year of release, and 28% seriously so. Lidz et al. (1993) re-
ported a 45% base rate of violence over 6 months among 714
patients evaluated in a psychiatric emergency department.

Researchers have developed several methodological and
statistical procedures to ensure that the problem of low base
rates does not preclude meaningful scientific inquiry. First,
as suggested above, methodological procedures surrounding
data collection have been strengthened to include multiple
sources of information. In early studies, arrest records
typically were used as the sole indication of violence. As
discussed above, researchers have since recognized the inad-
equacy of this approach, and commonly employ a combina-
tion of sources—such as self-report, collateral report, clinical
files, hospital records, and incident reports (Mulvey &
Lidz, 1993).

The second general approach to deal with base rate issues
is to define outcome criteria broadly. For instance, violence
can be defined as any attempted, actual, or threatened harm to
a person that is nonconsensual (Boer, Hart, Kropp, &
Webster, 1997; Webster, Douglas, Eaves, & Hart, 1997). As
Mulvey and Lidz (1993) pointed out, however, such liberal
definitions actually may make outcome variables less rele-
vant to legal decisions by incorporating a good deal of fairly
trivial behavior that would not satisfy most legal tests. An ad-
visable procedure is to adopt a broad definition of violence,
but to distinguish between less and more serious forms of
violence in coding and analyses (i.e., Douglas et al., 1999;
McNiel & Binder, 1994a, 1994b; Monahan et al., 2000, 2001;
Steadman et al., 1998), which permits some flexibility in
terms of choosing relevant outcome variables. 

Finally, it has been common in the published risk as-
sessment research to use certain statistical procedures that
are much less sensitive to base rate problems than are tra-
ditional statistical procedures such as correlation or regres-
sion. Primary among these are the areas under receiver
operating characteristic (ROC) curves (Metz, 1978, 1984;
Mossman & Somoza, 1991). Rice and Harris (1995)
showed that across differing base rates of violence in their
sample, traditional indexes of accuracy and association
varied by up to 37.5%, whereas the areas under ROC
curves remained stable. This analysis is recommended, and
has become standard in the analysis of data in risk assess-
ment research (Douglas et al., 1999; Monahan et al., 2000,
2001; Quinsey et al., 1998; Steadman et al., 2000). In

theory, it could be applied to any data containing a di-
chotomous outcome and continuous predictor.

Ethical Constraints

In all areas of research, ethical considerations prohibit certain
methodological approaches. Although all research ethical
guidelines that apply generally in psychology also apply to
forensic assessment, some additional ethical factors delimit
the scope of research in a manner that directly affects
methodological soundness. The first has to do with restriction
of range, and is really a matter of public policy and law in ad-
dition to professional ethics. That is to say, although a given
risk assessment measure will be applied to all persons who
are, for example, referred for parole, it can only be validated
on the portion of that sample that actually is released. This re-
stricts the range of participants and likely of risk factor vari-
ance that otherwise would have been observed. Even the best
validated risk assessment instruments, then, are based on
samples of restricted range. 

The extent to which this affects the psychometric proper-
ties of instruments is unclear. Little can be done methodolog-
ically to combat this problem because to do so would require
releasing all persons from correctional and forensic institu-
tions, regardless of concerns about future violence. One strat-
egy is to measure the released and nonreleased persons on
key variables (i.e., age, race, important clinical variables and
risk factors), and control for these in analyses. 

The second methodological limit in predictive research
arising from ethical constraints is what we call intervention
effects: In most settings, when an assessment of high risk is
made, intervening steps are (and should be) taken to prevent
violence (or whatever the adverse event of concern happens
to be). To do otherwise for the sake of research would be eth-
ically impermissible. Despite our agreement with this reality
from clinical, ethical, and policy perspectives, the case re-
mains that it seriously hampers the ability to conduct predic-
tive research in forensic settings. In essence, this problem is
analogous to obtrusive measurement. By measuring a per-
son’s risk, we change his or her later behavior that would
serve as the ultimate criterion in terms of validation (because
we have to intervene to prevent the behavior we fear might
occur).

To circumvent this problem, most research adopts proce-
dures that parallel actual practice as closely as possible, but
do not actually form part of clinical practice (Douglas &
Kropp, in press). For instance, participants can be evaluated
clinically for research purposes, with information being un-
available for decision-making purposes. This is essentially
the procedure that has been followed in several contemporary
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studies of risk assessment measures (Douglas et al., 1999;
Monahan et al., 2000, 2001; Quinsey et al., 1998). However,
some fruitful research that has relied on actual practice has
been published. For instance, Dale McNiel and colleagues
have led a productive program of research on risk assessment
and violence among civil psychiatric patients (see, e.g.,
Binder & McNiel, 1988, 1990; McNiel & Binder, 1987, 1989,
1991, 1994a, 1994b, 1995; McNiel, Binder, & Greenfield,
1988; McNiel, Sandberg, & Binder, 1998) using the clinical
judgments of mental heath professionals in a large psychiatric
facility. Lidz et al. (1993) were able to use the actual clinical
judgments of psychiatrists in their study of the clinical pre-
diction of violence.

In this subsection, we have identified obstacles to sound
research endeavors in predictive assessment, including vary-
ing legal definitions of outcome criteria, insensitive predictor
and outcome measures, dichotomous versus continuous con-
ceptualizations of outcome criteria, and low or varying base
rates, as well as research limitations placed by ethical con-
cerns. We have described several strategies that can be used
to overcome—or at least minimize the harm from—these ob-
stacles. In the next subsection relevant to predictive assess-
ment, we describe in more general terms methodological and
statistical approaches that forensic researchers have taken or
could take to answer common predictive forensic assessment
research questions, including evaluations of the relationship
between (a) individual predictors and outcome, (b) multiple-
variable scales and outcome, or (c) clinical decisions (that are
based on the predictors or scales) and outcomes.

Research Methods for Predictive Assessment

Research Strategies

Given that the research task is predictive, one might assume
that most research strategies also are predictive or truly
prospective. However, given the resources required to conduct
a true predictive study, researchers have employed other
designs as well, such as retrospective and pseudoprospective
designs. The utility of repeated-measures prospective designs
and that of case-crossover designs also are discussed.

Retrospective or postdictive designs are perhaps the most
limited in terms of validating predictive forensic assessment
research questions, although they provide the benefits of low
cost and time burden. In these designs, the predictor in ques-
tion, be it a putative risk factor or a full measure, is evaluated
in terms of its ability to predict past outcome criteria. As
such, this design cannot evaluate actual prediction. However,
it can offer preliminary evidence of whether a predictor is at
least related in expected ways to outcome variables. For

example, researchers may wish to investigate whether post-
traumatic stress disorder (PTSD) subsequent to trauma will
predict other emotional problems in the future, so as to be
able to forecast, in the context of civil litigation, recovery
from such trauma. To do so, they may evaluate the prevalence
of depression in the past of persons who do and do not have
PTSD following a trauma. This study would permit evalua-
tion of whether the two constructs, PTSD and depression, are
at least related. Of course, it would not provide justification,
in a pure epidemiological sense, for calling PTSD a risk fac-
tor for subsequent depression.

Similarly, researchers may wish to know if a certain puta-
tive risk factor will predict violence, but are unable to conduct
a prospective analysis of the issue. Researchers have used
postdictive designs to evaluate the connection between psy-
chosis, variously defined, and violence. Swanson et al. (1996)
evaluated whether certain types of psychotic symptoms and
disorders were related to violence since the age of 18 in the
Epidemiological Catchment Area data set of approximately
10,000 people. They then applied those relationships to an
equation in order to estimate the predicted probability of vio-
lence, given certain risk factor combinations. Their findings
that certain combinations of symptoms and disorders were re-
lated to past violence offered support for the position that the
constructs are related and that these symptoms and disorders
might then predict violence in subsequent investigations.
Similarly, Douglas and Webster (1999b) evaluated the rela-
tionship between two violence risk assessment measures—
both intended to forecast future behavior—and past violence.
Their findings provided preliminary support for the position
that the measures relate to violence, as they should.

Researchers must be cautious in interpreting findings
from such designs because the design is vulnerable to con-
founding the predictor and the outcome. That is to say, it is
possible that because the so-called outcome occurred earlier
in time than did the predictor, the outcome actually influ-
enced scores on the predictor, rather than the other way
around. For instance, one risk factor on the risk assessment
measures used by Douglas and Webster (1999b) is substance
misuse. It is possible that a past violent episode (the outcome)
could lead a person to drink or use drugs in order to cope with
the stressful aftermath of the violence. In this way, the out-
come of violence would have actually caused, preceded, or
led to the predictor, rather than the other way around. As
such, results can only be interpreted as showing a noncausal
relationship, or that the variables or measures are associated
in some expected way. 

Researchers should take steps to remove obviously con-
flated factors from those identified as predictors if using this
design (i.e., Douglas & Webster, 1999b). For instance, most
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risk assessment measures contain risk factors relating to past
violence. Past violence is also the outcome criterion. Having
the outcome criterion also contribute to the predictor obvi-
ously is problematic and will artificially inflate effect sizes.
This is a rather straightforward example. The danger lies in
less obvious instances that might not be readily discernible to
the researcher, but that do exist.

Another problem that can arise with this research design
relates to what might be called either cohort effects, or could
be considered forms of the threats to validity called history
and selection by Cook and Campbell (1979). Whatever the
terminology, the problem stems from changes that might
occur through the passage of time. For instance, if a measure
is validated postdictively on a group of persons who were
admitted to (or released from) a facility in a particular year
(e.g., 1990, 1995, or 2000, etc), its application to persons re-
cently admitted or discharged will be suspect if there have
been any changes in the admission or discharge criteria
(which is often the case due to the modification of law and
policy). Different admission and discharge criteria could
substantially alter the prevalence among persons of impor-
tant factors such as type of disorder, history of violence,
substance use, and so forth. Given that these factors also
correlate with many criterion variables of interest, such as
violence or suicide, such a shift likely will affect the relation-
ship between a predictor and the criterion variable. Applica-
tion of a predictor or measures devised on an earlier sample
to a later sample, then, would be tenuous.

Pseudoprospective designs attempt to model true prospec-
tive designs in structure, but actually are retrospective. Typi-
cally, researchers will rate certain factors or measures based on
archival or file data that is several years old, and then conduct
what is called a retrospective follow-up for outcome criteria. In
this design, the predictor is coded from information that ex-
isted prior in time to the outcome. However, the actual coding
occurs later in time than the outcome does. For instance,
Douglas et al. (1999) completed the HCR-20 (Historical-
Clinical-Risk Management) risk assessment measure (Webster
et al., 1997) and the Hare Psychopathy Checklist: Screening
Version (PCL:SV; Hart, Cox, & Hare, 1995) based on file in-
formation of civil psychiatric patients who had applied for re-
view panels for discharge in 1994. They used multiple sources
of records to track the violence of patients until late 1996.
Harris, Rice, and Quinsey (1993; Quinsey et al., 1998) used a
similar procedure to construct a risk assessment measure
called the Violence Risk Appraisal Guide (VRAG). Although
the information upon which the measures were based existed
prior to the outcome, the actual completed measures did not.
As such, this design allows for proper temporal ordering of the
predictor and outcome, but is not truly prospective.

This design is a reasonable alternative to a true prospec-
tive design in that it is far less resource intensive and does
not require researchers to follow subjects for years before
gathering information about the predictive potential of cer-
tain factors. It therefore permits somewhat more confident
statements about the relationship between a putative predic-
tor and subsequent criteria than do postdictive designs.
However, the design suffers some weaknesses. If studies
are conducted properly, coders will be blind to outcome
status. There is a risk, however, that coders will inadvertedly
learn of the outcome, creating criterion contamination.
Perhaps the larger limitation is that the information upon
which the measures are completed is not optimally aligned
to the purpose of the study. That is, researchers have to
make do with existing data, rather than collect data in a
predefined manner. The information that exists—typically
medical, psychological, social, legal, and criminal file and
report information—was not gathered originally to complete
the measures that the researcher is investigating. As such, the
rating of some items might be less reliable than it would be
if the researcher were able to construct a priori information-
gathering mechanisms.

For instance, the assessment measures completed by
Douglas et al. (1999) and Harris et al. (1993), respectively,
require some degree of clinical inference. Risk factors on the
HCR-20 include constructs such as lack of insight and impul-
sivity. Both the HCR-20 and the VRAG require ratings of
psychopathy on a clinician-rated test. These constructs might
be difficult to rate based on preexisting reports. Additionally,
because all ratings are done from file information, patients
are not present to participate in interviews. This further limits
the type or (at least) the reliability of data that can be
collected.

Truly prospective designs compensate for the weaknesses
of both the postdictive and the pseudoprospective design. As
such, they are preferable to these other designs, but also tend
to be more time and cost intensive. In this design, collection
of all data and completion of all measures are done before
participants enter a follow-up phase. As such, there is no risk
of confounding outcome and predictor, or of contaminating
ratings with knowledge of outcome. Variables and measures
can be operationalized in optimal ways, and special-to-
purpose data collection procedures can be constructed to
allow optimal ratings of constructs. There is no built-in ne-
cessity to make do with existing information. Data can be
collected that suit the purpose of the study, eliminating
the need to conform the purposes and procedures of the study
to suit the data. For these reasons, prospective studies yield
results that allow the most confidence in the predictive utility
of variables or measures.
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To illustrate, prospective designs are common in research
on trauma secondary to accidents or crime. Ehlers, Mayou,
and Bryant (1998), for instance, evaluated approximately
1,000 victims of motor vehicle accidents who were consecu-
tively admitted to a British hospital. They then evaluated the
utility of information gathered during the hospital admission
(i.e., severity of injury, perception of accident, anger over ac-
cident, PTSD symptoms present, trait worry, coping style) to
predict PTSD incidence at 3 and 12 months postaccident. In
the violence risk assessment field, prospective studies have
been used to construct or validate predictive instruments (i.e.,
Belfrage, Fransson, & Strand, 2000; McNiel & Binder,
1994b; Monahan et al., 2000, 2001; Steadman et al., 2000)
and to evaluate the validity of clinical predictions of violence
(Lidz et al., 1993; McNiel, Sandberg, & Binder, 1998). 

Repeated-measures prospective designs offer yet more
potential. For instance, a currently important topic in risk
assessment and treatment research is the malleability of risk
factors, the relationship of such changes to frequency of
violent behavior, and the potential systematically to target
such risk factors for intervention (Douglas & Kropp, in
press; Hanson & Harris, 2000; Webster, Douglas, Belfrage, &
Link, 2000). Using this design permits such analyses. Cox
proportional-hazards survival analysis with time-dependent
covariates (i.e., the putatively changeable variables that are
measured on a repeated basis) would permit evaluation of the
relationship between changes in risk factors and the occur-
rence of violence (or changes in the hazard functions related
to changes in risk factors).

Although we are aware of no examples in forensic predic-
tion, a potentially useful methodology is the case-crossover
design. As Maclure and Mittleman (2000) explained, this
design can evaluate whether something notable happened im-
mediately prior to some event of interest (i.e., violence, treat-
ment dropout). The design is so named because at least some
of the sample will have crossed over, so to speak, from low to
high exposure on a potential trigger or risk factor (Maclure &
Mittleman, 2000, p. 196). In this design, the control condition
is time rather than participant based (i.e., it is essentially a
within-group design). Further, the design is retrospective. It
searches for what might have been present just prior to an
outcome of interest that was not present during some previ-
ous time period for the same people. The design attempts to
distill precursors to events by retrospectively examining
equal-sized time periods: one prior to the event and another at
some earlier time point. Acute or sudden events, such as a
violent act, might be particularly amenable to this design be-
cause time periods could be well defined.

Finally, some researchers have been able to take ad-
vantage of natural field experiments. These opportunities,

although rare, come about through sudden changes in the law
or through comparisons between jurisdictions. Two of the
more infamous examples in forensic psychology stem from
court decisions holding that certain state legislation violated
the Constitution. In Baxstrom v. Herold (1966), the petitioner,
Johnnie K. Baxstrom, sought a writ of habeas corpus con-
cerning his postsentence civil commitment without protec-
tions that were afforded to all persons who were subject to
civil commitment proceedings in the community. Further,
although psychiatrists had opined that he could be placed in
a civil institution, he was placed by administrators in a cor-
rectional facility. 

The U.S. Supreme Court held that this procedure denied
Baxstrom equal protection under the Constitution. Following
this holding, Baxstrom and close to 1,000 others in his situa-
tion were transferred to less secure civil hospitals or released
outright in what came to be known as Operation Baxstrom.
In the other seminal case, Dixon v. Attorney General of the
Commonwealth of Pennsylvania (1971), seven plaintiffs
brought a class action against the attorney general of the state
on their own behalf and the behalf of similarly situated per-
sons institutionalized at Farview State Hospital. The state
mental health statute permitted postsentence, indefinite
civil commitment of prisoners nearing the ends of their
sentences—without a formal hearing or process, without
even notification of prisoners or their families, and without
the right to counsel or to solicit an independent mental health
examination. On top of this, the statute permitted such com-
mitment on the basis that the person appeared to be mentally
disabled and in need of care. The United States District Court
for the Middle District of Pennsylvania held that “we enter-
tain no doubt that Section 404 of the . . . Act . . . is unconsti-
tutional on its face” (p. 972), having no semblance of due
process. As a result, the court ordered that persons were to be
discharged, or recommitted under an entirely new and fair
procedure that provided patients with the right to notification,
to counsel, to present evidence, to cross-examine witnesses,
and to retain independent experts. The standard for commit-
ment was changed to require the fact finder to establish
“clearly, unequivocally and convincingly that the subject of
the hearing requires commitment because of manifest indica-
tions that the subject poses a present threat of serious physi-
cal harm to other persons or to himself” (p. 974). Again, the
result was that numerous persons were released or transferred
to less secure facilities.

These legal cases provided natural experiments to re-
searchers. One might infer from their commitment that these
patients all had been determined (or predicted) to be danger-
ous mentally ill prisoners. Despite this, many were released,
hence minimizing the ethical concerns and restriction of
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range problem previously described. Follow-up studies of the
Baxstrom (Steadman & Cocozza, 1974; Steadman & Halfon,
1971; Steadman & Keveles, 1972) and Dixon (Thornberry &
Jacoby, 1979) patients revealed a very low rearrest rate for vi-
olent crime, leading some to conclude that the original pre-
dictions were highly inaccurate, being characterized by very
high false-positive errors (Monahan, 1981). These cases and
naturalistic research studies were largely responsible for set-
ting in motion the accrual of research and writing as well as
the conceptual and methodological developments in the field
of violence risk assessment. 

Reliability in Prediction

Of course, reliability in forensic prediction is as important as
it is in any predictive endeavor. Because most predictive
measures are not construct measures, reliability indexes from
classical test theory (i.e., internal consistency, item-total cor-
relations, item homogeneity) and modern test theory (i.e., a
and b item parameters, differential item functioning, item
characteristic curves) typically are not of paramount interest.
Rather, inter-rater reliability is most important. If clinicians
cannot agree on predictive decisions, then such decisions are
of little utility. We recommend that measures of agreement
rather than of association are used as reliability indexes.
Measures of association, such as the Pearson r or � are not
sensitive to additive and multiplicative biases between raters,
whereas measures of agreement, such as intraclass correla-
tion (ICC) and kappa (�) are. For instance, on a 10-point
scale, a correlation of unity would result from either of the
following two pairs of ratings: Rater A: 1, 2, 3, 4, 5; Rater B:
6, 7, 8, 9, 10 (additive bias) or 2, 4, 6, 8, 10 (multiplicative
bias). Clearly these pairs of ratings are associated with one
another. Equally clear, however, is that raters are not in agree-
ment. As such, measures of chance-corrected agreement,
such as ICC, �, or �weighted are recommended. 

Common Statistical Approaches

We list here the commonly used statistical approaches in pre-
dictive forensic assessment. Traditional indexes of classifica-
tion accuracy are common, such as false and true negatives
and positives, and positive and negative predictive power
(e.g., see Douglas et al., 1999; Lidz et al., 1993; McNiel &
Binder, 1994b). Discriminant function analyses have been
used as well (Klassen & O’Connor, 1989). Linear and logis-
tic regression-based models also are commonly used to test
for independent relationships between predictors and out-
comes (see, respectively, Douglas et al., 1999; Harris et al.,
1993; Kropp & Hart, 2000; Monahan et al., 2000, 2001;

Quinsey et al., 1998; Steadman et al., 2000). Hierarchical
regression models have been used to evaluate incremental
validity (Douglas et al., 1999; Kropp & Hart, 2000; Swanson
et al., 1996). As described above, ROC analysis is now fre-
quently used to estimate predictive accuracy (Douglas et al.,
1999; Monahan et al., 2001; Quinsey et al., 1998; Rice &
Harris, 1995; Steadman et al., 1998). Survival analysis has
been used to evaluate hazard rates relative to predictors
(Douglas et al., 1999). This list is not comprehensive, but
illustrative.

We have chosen to forego discussion of other method-
ological aspects of predictive forensic assessment, such as
the use of rational versus empirical scale construction, or the
evaluation of clinical versus actuarial predictions, because
these topics are discussed in other chapters and require much
more space than could be allotted here. We can offer a few
comments. First, given the numerous variations in forensic
predictive tasks created by differing legal standards across
settings and jurisdictions, discussed earlier, the generalizabil-
ity of empirically derived, actuarial instruments may be more
difficult to achieve than in other fields. This has led to a
movement to study rationally derived instruments that pro-
mote structured clinical decisions (rather than the traditional
clinical decisions that typically are described as informal,
impressionistic, and subjective—see Grove & Meehl, 1996).
These structured models of decision making (e.g., see
Augimeri, Koegl, Webster, & Levene, 2001; Boer, Hart,
Kropp, & Webster, 1997; Borum, Bartel, & Forth, 2002;
Kropp, Hart, Webster, & Eaves, 1999; Webster et al., 1997)
provide operationalized factors that evaluators must consider,
and for the scoring of which evaluators must follow standard
rules. Initial research suggests that the clinical decisions
that are based on these measures are adequately reliable
(Douglas, 2001; Kropp & Hart, 2000) and add incremental
validity to actuarial predictions (Dempster, 1998; Douglas,
2001; Kropp & Hart, 2000). For fuller treatments of this
issue, see Douglas, Cox, and Webster, 1999; Douglas and
Kropp, in press; Douglas and Webster, 1999a; Hart, 1998,
2001, in press; Melton et al., 1997; Otto, 2000.

Clinical forensic psychologists often find themselves
asked to forecast the future behavior or functioning of their
patients and clients. Often the substance of such predictive
assessments is violent behavior, future child and family func-
tioning, and response to trauma and treatment. Research ef-
forts to evaluate the reliability and validity of these efforts are
challenged by numerous factors, some of which could easily
appear in other fields of inquiry (i.e., low or varying base
rates of criteria), whereas others are more salient within
forensic settings (i.e., influence on criteria of legal standards).
We have described several methodological or statistical
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procedures to compensate for some of these shortcomings
(i.e., using multiple sources of outcome, adopting broad defi-
nitions of outcome criteria, employing particular statistical
approaches, using research strategies that parallel actual clin-
ical practice without influencing it). We also presented the
strengths and weaknesses of general research designs used
to answer predictive assessment research questions, such
as postdictive, pseudoprospective, true prospective, repeated-
measures prospective, case-crossover, and natural field
experiments.

In the next and final section—dealing with the evaluation
and validation of legally relevant diagnostic constructs and
response styles—forensic researchers are presented with yet
more research challenges. They also employ a variety of
methodological and statistical approaches in addition to those
discussed previously in order to provide reasonable answers
to important research questions. We discuss these issues in
the following section.

RESEARCH REGARDING THE ASSESSMENT
AND VALIDATION OF LEGALLY
RELEVANT DIAGNOSTIC CONSTRUCTS
AND RESPONSE STYLES

Overview

In the first section of this chapter, we discussed research ef-
forts designed to evaluate psycholegal constructs, or psycho-
logically related constructs that essentially are defined by law
(i.e., best interests of the child, fitness to stand trial). The
current section has some similarities in that it concerns psy-
chological constructs rather than the prediction of future be-
havior or functioning, as in the middle section of this chapter.
This third area of research in clinical forensic psychology—
although somewhat less distinctive than the others—pertains
to the exploration and validation of legally relevant diagnos-
tic constructs. In many ways, the conceptual and method-
ological issues are the same as those that face any researcher
seeking to understand and validate a clinical syndrome, diag-
nosis, or psychological construct, but the legal context in
which subjects are examined or in which the results would be
relevant poses some additional challenges for research design
(Moore & Finn, 1986). The two primary areas of research in
clinical forensic psychology have been (a) the search for
personality styles that place persons at risk for negative legal
outcomes, and (b) response styles aimed at manipulating
certain legal outcomes. As in the previous two sections of this
chapter, we provide a brief overview of these topics, discuss
some general research challenges within these fields, and

then present specific methodological approaches that re-
searchers have used to evaluate these topics.

In clinical forensic psychology there has been significant
interest in identifying a clinical syndrome or cluster of per-
sonality traits that distinguish individuals who are at particu-
larly high risk for negative legal outcomes (Millon, Simonsen,
Birket-Smith, & Davis, 1998; Stoff, Breiling, & Maser, 1997).
This research has proceeded along two lines. In the first, re-
searchers have attempted to identify personality traits and
characteristics that distinguish individuals who engage in
criminal or violent behavior from those who do not. Studies in
the second line of research have explored the existence of a
personality type, syndrome, or disorder that is reliably associ-
ated with criminal or violent behavior.

The research methods or statistical approaches used in the
first line are not particularly distinctive or unique to forensic
psychology (Lilienfeld, 1994). Most investigations in this tra-
dition have used one or more scales or tests designed to assess
a particular construct of interest—such as anger, hostility, or
impulsivity—and looked for mean score differences between
two criterion groups (e.g., violent offenders vs. nonviolent of-
fenders). Between-group differences are then interpreted by
inference to mean that the particular trait is somehow associ-
ated with the criterion behavior.

Another issue that has received significant research atten-
tion in clinical forensic psychology is the response style of in-
dividuals who are subjects of forensic examinations when
they are asked to complete psychological tests or report their
symptoms in interviews. The applied problem in these as-
sessments is that respondents may consciously misrepresent
their psychological status or symptoms to achieve some sec-
ondary gain. Both underreporting and overreporting of one’s
symptoms can be problematic in a forensic context. Although
it is likely that a hybrid response set, in which the examinee
is motivated to deny or minimize some problems and exag-
gerate or fabricate others, may be the most common response
style adopted in forensic evaluations (see Rogers, 1997, for a
discussion), specific response styles are more likely to occur
in particular types of evaluations. 

Concerns about underreporting and minimization—often
referred to as defensiveness or positive malingering—are
most likely to surface in three types of forensic evalua-
tions: fitness for duty, custody-dependency, and release
decision making. In evaluations of fitness for duty and in pre-
employment screening, examinees may be motivated to deny
and minimize problems they may be experiencing in order to
gain desired employment or placement. In custody and de-
pendency evaluations, parents may be motivated to present
themselves in a positive light so that they can gain custody
of their children. And in cases in which persons are being
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evaluated in order to make decisions about their appropriate-
ness for release from an institution of some type (e.g., in the
context of a parole or civil commitment hearing) they also
may be motivated to present themselves in a positive light
and deny or minimize psychopathology. Concerns about
overreporting—often referred to as malingering—occur
when potential secondary gain may accrue from a patient’s
having severe psychological impairment. In criminal cases,
such incentives may occur for defendants seeking to assert an
insanity or other mental-state defense. In civil cases, such in-
centives may occur when a plaintiff claims to have suffered
psychological damages due to the negligence of someone
else, and the degree of compensation due will be contingent
in part on the degree of severity of those damages.

Challenges to Researching Legally Relevant Diagnostic
Constructs and Response Styles

Personality-Diagnosis

As noted in the previous section, two major research chal-
lenges have beset these studies: weak predictor variables and
weak criterion variables (Monahan, 1988). These are the
same issues that have vexed research in violence prediction,
and they are problematic for many of the same reasons:

• The constructs selected as predictors are not conceptually
or empirically related to the criterion. 

• The constructs selected as predictors are related to the
criterion, but the relationship is largely nonspecific.

• The scales or tests used are poor (invalid) measures of the
construct.

• The scores themselves have very little variability (re-
stricted range) in the samples chosen for study (e.g., delin-
quent status offenders vs. violent delinquents).

• The criterion behaviors (or scores) have a restricted range
in the samples chosen for study.

• The criterion groups are poorly defined or distinguished
(e.g., using the instant offense as the sole criterion to
distinguish violent offenders and nonviolent offenders,
when many nonviolent offenders also have a history of
prior violence).

Research attempting to identify a syndrome associated
with propensity for criminality has proceeded somewhat
differently. Early efforts attempted to discover and discern
the elements of a so-called criminal personality (Eysenck,
1964; Howell, 1971). Predictably, these efforts met with
limited success because they worked backward from a

multiply-determined behavior and attempted to define and
explain its manifestation as a personality style. One would
perhaps expect similar results in attempting to define the
“addictive personality,” or the “bad driving personality.”
An extensive body of research has shown that in predicting
or explaining any form of human behavior—including
aggression—that personality variables explain very little of
the variance. Situational factors tend to have much greater
explanatory power, but they are not the focus of a criminal
personality model of behavior. 

These early efforts did, however, contribute to further
thinking about a disorder that might be associated with a par-
ticularly strong propensity for antisocial behavior—even if
most people who engaged in such behavior did not possess
the disorder. “The viability of a psychopathological construct
is based on a range of evidence. A prerequisite is the exis-
tence of a coherent syndrome, that is, a cluster of symptoms,
signs, and traits that occur together and that are distinct from
other clusters” (Cooke & Michie, 2001, p. 171). Based on
early conceptual work by Cleckley (1941), several re-
searchers, most notably Robert Hare, attempted to opera-
tionally define and measure such a syndrome; they referred to
the construct as psychopathy (Hare & Schalling, 1978). Later
in this section we use this line of research to illustrate some
methodologies for validating these constructs in forensic
clinical psychology.

Response Style

The main challenge confronting this line of research easily is
evident on the face of the problem—how do you study peo-
ple who lie? Individuals in the criterion group do not want to
be accurately identified and use deception and distortion to
avoid identification. In the previous section on researching
legally relevant capacities, we discussed the challenges
posed by the absence of a gold standard for the criterion. This
problem applies here as well. Individuals who successfully
exaggerate or minimize their symptoms—by definition—will
not be identified in real-world contexts, so that they or their
responses cannot be studied. The closest that a researcher can
come to having unequivocal evidence of extreme response
distortion (e.g., claiming to have severe impairment that is
not really present, or denying significant problems that really
are present) is either to have an admission of that distortion,
or to have compelling factual evidence that directly contra-
dicts the individual’s self report (e.g., an individual claims to
have been in a particular hospital on three occasions, but
there is no record of an admission), or to have evidence of
certain criteria that are considered to be highly specific (e.g.,
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performing at a rate significantly below chance on a symptom
validity test).

Researching Legally Relevant Diagnostic Constructs and
Response Styles

Diagnosis-Personality

A commonly used approach to the study of legally relevant
constructs is factor analysis. Using concepts derived from
Cleckley, Hare and his colleagues attempted initially to
validate the construct through the use of exploratory factor
analysis (EFA). Their work, as presented in the manual
(Hare, 1991), produced three hypothetical factor structures:
a model with three so-called facets, a model with two
distinct but correlated factors, and a hierarchical structure
in which component facets were nested within a higher-
order construct. The two-factor model—consisting of a
“selfish, callous, and remorseless use of others” factor and
a “chronically unstable and antisocial lifestyle” factor (Hare,
1991, p. 38)—gained initial ascendance in the literature on
psychopathy and the associated instrument, the Hare Psy-
chopathy Checklist–Revised (PCL-R; Hare, 1991). Hare’s
interpretation of the two-factor model was guided by a mea-
sure of factor similarity referred to as the congruence coeffi-
cient, although some critics have argued that this coefficient
should not be relied upon as an exclusive measure of factor
similarity (Floyd & Widaman, 1995). 

Subsequent analyses were conducted using confirmatory
factor analysis (CFA), with results of goodness-of-fit mea-
sures supporting the two-factor model—although no alterna-
tive or competing models were tested (Cooke & Michie,
2001). A subsequent EFA of the data from the instrument’s
standardization sample by Cooke and Michie (2001) exam-
ined the acceptability of the two-factor model using multiple
measures of fit, and the analysis found that structure to be no-
tably lacking in support. They then attempted to refine the
model by combining theoretical considerations (e.g., the
three historical domains of psychopathy and the hierarchical
nature of most models of normal and disordered personality)
and analytic methods that would produce the largest number
of factors for preliminary consideration (e.g., applying direct
oblimin criteria to obtain a solution with obliquely rotated
factors). Their data were most consistent with a three-factor
model (in essence dividing the “selfish, callous, and remorse-
less use of others” factor into two). Next, they cross-validated
the proposed structure within and across cultures, again using
multiple fit coefficients, and consistently found strongest sup-
port for their three-factor model. Among the research that has

attempted to validate the construct of psychopathy, the data
from factor analytic research has received the greatest atten-
tion. The evolution from a two-factor to three-factor model
being regarded as the dominant model demonstrates some
potential advantages to combining theoretical and statistical
considerations in model development and to using multiple
criteria and indexes of fit to enhance one’s confidence in the
viability of the solution. 

An alternative approach to validate or clarify a diagnostic
construct is prototypical analysis. This method is based on
prototype theory (Dopkins & Gleason, 1997; Hampton,
1995) and is seen as being particularly useful to bring opera-
tional clarity to constructs that may otherwise be ambiguous.
The basic approach is to generate a pool of nonredundant
items based on the empirical and theoretical literature that
may potentially characterize the construct. It is recom-
mended that one think broadly about the construct at the ini-
tial phase of item selection and to choose items that extend
beyond one’s own theoretical or conceptual view of the syn-
drome, and even to include some items that may be only mar-
ginally related (Salekin, Rogers, & Machin, 2001). The items
are presented to a sample of experts who are asked to con-
sider the most prototypical case of a person with the syn-
drome that they have seen in the recent past and to rate each
item on a Likert scale according to how strongly related or
characteristic that trait is of the overall syndrome. This
method has been applied to antisocial personality disorder in
adults (Rogers, Dion, & Lynett, 1992; Rogers, Duncan,
Lynett, & Sewell, 1994) and to the construct of psychopathy
in youth (Salekin, Rogers, & Machin, 2001). 

Response Style

Given that a definitive known groups design is typically not
feasible, researchers typically must resort to proxy criteria or
analogue (or simulation) research designs to study the prob-
lem, but each of these comes with its own set of challenges and
limitations. Proxy criteria typically used are cutting scores on
other psychometric measures of malingering and deception.
For example, the Structured Interview of Reported Symptoms
(SIRS; Rogers, Bagby, & Dickens, 1992) is one of the most
widely accepted measures for malingered psychotic symp-
toms. To validate a new instrument that assesses for malinger-
ing, an investigator might concurrently administer the SIRS,
along with the experimental measure, and designate those
with a certain predetermined SIRS score as the malingering
group (see, e.g., Miller, 2001). This would not be considered a
known groups design by conservative standards because the
condition can only be inferred indirectly from a psychometric
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measure. One’s psychological impairment, however, cannot
definitively be determined in the same way that a physical im-
pairment can be detected by diagnostic imaging techniques, so
proxy criteria often are used as alternatives.

Another option frequently used in studies of response dis-
tortion is the analogue study. In this approach, the investiga-
tor randomly assigns the sample to one of two conditions:
instructions to respond honestly or instructions to distort re-
sponses. In a typical analogue study, the experimenter would
administer a scale or measure to a sample. Half of the partic-
ipants would be given instructions to respond as honestly as
possible. The other half would be instructed to use a particu-
lar response set (e.g., you are attempting to convince the eval-
uator that you have a severe mental illness). The mean scores
of the two groups would be compared to determine whether
there were significant differences, and the presence of such a
difference would be interpreted as evidence of the scale’s
ability to distinguish honest from nonhonest (malingering)
responders. Rogers (1997) also recommended that subjects in
analogue research on malingering and deception be debriefed
following their participation in an experiment for two rea-
sons: (a) to ensure they understood and complied with the
instructions, and (b) to explore—at least qualitatively—the
different strategies that people may use to portray themselves
as being more or less troubled than they actually are. 

What are the problems with analogue research? It is per-
haps not surprising that any reasonably designed scale for
assessment of exaggerated symptoms will show large differ-
ences between normal participants asked to respond honestly
(who presumably would have few if any symptoms), and
honest participants asked to appear pathological (who pre-
sumably would seek to report a significant number of symp-
toms). In any applied context, the between-groups distinction
is likely to be much more difficult, particularly because some
people who minimize or exaggerate their problems do have
actual symptoms or disorders. Someone who uses malinger-
ing as a response style may still have a serious mental disor-
der. Thus, on its face the analogue study in this context would
not appear to be a very rigorous test for the validity of a
measure.

This dilemma is further compounded by two problems—
one conceptual and the other motivational—inherent in the
analogue design. The conceptual problem is one that some
have previously referred to as the simulation-malingering
paradox: That is, the design uses information obtained from
individuals who comply with instructions to respond dishon-
estly to make inferences about people who do not comply
with instructions to respond honestly. Arguably, this raises
a question about generalizability. Further threatening exter-
nal validity are the potential differences in motivation and

incentives between a research situation in which no real con-
sequences accrue to subjects regardless of whether they are
successful in dishonestly portraying their psychological sta-
tus, and a legal situation in which the incentives for avoiding
criminal penalties or gaining substantial monetary damages
may be quite compelling. It is not difficult to imagine how
these differences could affect one’s investment, effort, prepa-
ration, or performance.

Given that incentives may be high in legal contexts, con-
cerns have been raised that some individuals may seek to
learn—or be coached by their attorneys—about the strategies
and scales used by mental health professionals to detect the
type of deception in which they intend to engage. If that were
true, then it might be possible to defeat the detection strate-
gies. Some researchers sought to examine this issue em-
pirically by designing studies in which some subjects were
provided with instructions about how particular psychomet-
ric measures operated to detect response bias to examine
whether this knowledge enhanced one’s ability successfully
to present a distorted protocol without invalidating the mea-
sure or triggering indexes of deception. 

In presenting the results of this line of research, a funda-
mental tension is raised between the ethical obligation to pro-
tect the security of and integrity of psychometric measures
and tests, and the scientific obligation to describe one’s re-
search method and protocol in detail (Ben-Porath, 1994;
Berry, Lamb, Wetter, Baer, & Widiger, 1994). For example, if
a study finds that a certain instructional set—such as provid-
ing detailed information on how a particular validity scale
operates to detect dishonest responding—helps dishonest
responders to distort the protocol while avoiding detection, to
publish those instructions might then compromise the test
in applied settings. On balance, a researcher reading these
results would likely be interested to know the nature of the
instructions that affected the results, not simply that some un-
defined instruction produced the effect. Berry and colleagues
(1994)—after reviewing numerous options—recommended
an approach to handle this dilemma by limiting the amount of
detail provided in the publication about the specific instruc-
tions or strategy that was given to enhance the avoidance of
detection.

In summary, then, two primary issues have been the focus
of research efforts described in this section—legally relevant
diagnostic constructs and response styles. In the former,
researchers have been interested in identifying and describing
personality styles such as psychopathy that relate to meaning-
ful and important legal outcome criteria. In the latter case,
researchers have attempted to describe styles of responding
intended to mislead legal decision makers. Some of the
research challenges here were similar to those described in

schi_ch08.qxd  8/2/02  2:49 PM  Page 206



Conclusion 207

the other sections: weak predictor and criterion variables, lack
of a gold standard for outcome criteria, and the difficulty of
studying persons who are intentionally dishonest and do not
want to be detected. Common research approaches have in-
cluded exploratory and confirmatory factor analysis, proto-
typicality analysis, use of proxy criteria, and analogue studies.

CONCLUSION

Clinical forensic psychology has become a well-defined sub-
specialty of clinical psychology. It can be defined as assess-
ment, treatment, or consultation that centers around clinical
issues within legal contexts, or with populations involved in
the legal system. Psychologists who conduct research in
forensic contexts are faced with challenges that present them-
selves in any research context, as well as with some that are
unique to working within another profession’s venue. As
such, forensic researchers must be well versed in general re-
search design and methodological principles from clinical
and experimental psychology, in addition to being alive and
responsive to the unique legally related research challenges
that they will face. They must be able to apply both (a) the
general principles of research design within legal contexts,
and (b) forensic-specific approaches to research design and
methodology. 

In this chapter, we described (a) common areas of inquiry
in clinical forensic psychology (descriptive assessment and
psycholegal capacities, predictive assessment, and legally
relevant diagnostic constructs and response styles); (b) gen-
eral challenges to conducting research within these areas; and
(c) specific research designs and methodological approaches
that scholars effectively have employed within these areas. 

Concerning the first topic, clinical forensic psychologists
who are interested in the assessment of psycholegal capaci-
ties must define and operationalize these capacities based
on their understanding of both the law and of psychological
factors. After these constructs are identified and defined,
researchers must develop methods for their description and
evaluation. In addition to assessing the standard psychomet-
ric properties of these instruments (i.e., normative data, struc-
tural reliability), clinical forensic psychologists are presented
with the challenge of assessing their validity within the legal
contexts in which they are intended to be used. Many of the
research challenges that face any researchers are relevant
here as well. However, this task presents numerous forensic-
specific challenges to research, such as the lack of a gold
standard for outcome criteria, varying legal definitions of
constructs, and the legally multifaceted nature of many of
these constructs. Researchers have used various approaches

to study these issues, such as literature and expert surveys,
theory-based development, and evaluating the correspon-
dence between constructs or instruments and either judges’ or
clinicians’ decisions.

Next, clinical forensic psychologists also continue to be
called upon to develop assessment protocols designed to pre-
dict behaviors of interest. As with the other two main areas of
research activity, research on predictive forensic assessment
is beset with forensic-specific challenges, such as varying
legal definitions of outcome criteria, insensitive predictor and
outcome measures, the clash between dichotomous legal out-
comes and continuous psychological outcomes, low and
varying base rates, and limiting factors stemming from legit-
imate ethical concerns, such as restriction of range and inter-
vention effects. 

Given the sensitive and important issues with which the
courts concern themselves in such matters (e.g., risk for vio-
lent reoffending, risk for suicide, risk for sexual reoffending,
best custody arrangement for a child in the future) as well as
the challenges to researching them, psychologists research-
ing these issues must employ a variety of ingenious designs.
Researchers have used a variety of designs in this area—
ranging from the most simple and perhaps least informative
(postdictive) to more sophisticated and informative designs
(repeated-measures true prospective designs). Within these
designs, researchers attempt to counter the challenges to re-
search by employing multiple sources of outcome data, em-
ploying broad but hierarchical and multifaceted definitions of
outcome, adopting theoretically informed and complex pre-
dictor variables, and using statistical procedures such as ROC
analysis to compensate for base rate problems. 

In terms of the third area of clinical forensic research—
legally relevant constructs and response styles—researchers
face some of the same challenges as those who research
descriptive psycholegal capacities or predictive measures.
These challenges include weak predictor and criterion
variables and lack of a gold standard; in addition, taking a
“single explanation approach” (i.e., personality) to multiply-
determined behavior (criminal behavior) has posed chal-
lenges to researchers. A further difficulty in this area has been
posed by efforts to study persons who are intentionally at-
tempting to lie, and hence whose self-reports cannot be
trusted. Common research methods on this line of research
include exploratory and confirmatory factor analysis, proto-
typicality analysis, and analogue studies.

Clinical forensic psychological research seeks to promote
the understanding and optimal legal use of psychological
constructs and behaviors as they unfold in legal settings. For
a relatively young field, there has been reasonable growth in
the quantity and quality of research carried out in the service
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of this goal. All projections would lead to a forecast of con-
tinued growth in clinical forensic research, with the result, we
hope, of continued increasing understanding of the role of
psychology within law.
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Between-group outcome research is a scientific approach to
evaluating the effectiveness of psychotherapy and the mech-
anisms of change associated with those treatments for psy-
chological disorders. This area of research is replete with
important methodological issues that need to be considered
in order for investigators to draw the strongest, most specific
cause-and-effect conclusions about the active components of
treatments, human behavior, and the effectiveness of thera-
peutic interventions.

In this chapter, we present the various methodological
considerations associated with these experiments. The
chapter begins with a discussion of independent variable
considerations, including a description of the different ex-
perimental designs from which investigators may choose in
designing a therapy outcome study, as well as the method-
ological, client-participant, and therapist concerns that must
be taken into account in the design stage. Then we discuss the
measurement of change, starting with the considerations sur-
rounding dependent variables and ending with methods of
analyzing data and assessing clinically significant change.
Finally, after a presentation on small-N experimental de-
signs, we discuss the importance of scientific research in nat-
uralistic settings.
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INDEPENDENT VARIABLE CONSIDERATIONS:
BETWEEN-GROUP EXPERIMENTAL DESIGNS

The primary goal of any experimental design is to hold
constant all factors among experimental conditions except
the single factor under investigation. Such a design allows
researchers to draw cause-and-effect conclusions about that
factor, and the strength of those conclusions is a direct func-
tion of the extent to which variables other than the manipu-
lated variable were equivalent across conditions. In the strong
inference approach to scientific research (Platt, 1964), one
constructs rival hypotheses about the cause-and-effect rela-
tionship observed between variables, accordingly conducts
methodologically rigorous experiments designed to rule out
one or more of those rival hypotheses, and subsequently
conducts experiments aimed at ruling out further rival hy-
potheses about whatever remained unrejected by the previous
experiment. The process is recycled repeatedly, leading to in-
creasingly specific cause-and-effect conclusions.

The beauty of such an approach to scientific investigation
lies in its unique ability to discard rejected hypotheses in pur-
suit of highly specific pieces of knowledge about a single
causal relationship. As is the case for any class of scientific in-
vestigation, the primary goal of psychotherapy outcome re-
search is to establish such cause-and-effect relationships, and
thus the strong inference approach is the most powerful way to
pursue this ultimate goal. Through such an approach, investi-
gators are well equipped to identify the mechanisms through
which a psychotherapeutic procedure produces change. With
the identification of these mechanisms, we are able to acquire
specific knowledge about human behavior and simultaneously
enable the application of this knowledge in developing in-
creasingly effective psychotherapeutic interventions.

In the various psychotherapy outcome research designs
that we describe in this chapter, participants are randomly as-
signed to different treatment conditions in which variables
are held constant (i.e., are equivalent) to varying degrees.
Each of these designs allows investigators to draw causal
conclusions, but the specificity of those causal conclusions
varies with the type of design employed. Factors that are
equivalent between conditions cannot explain ways in which
the conditions differ in outcome. Differences in outcome can
only be causatively explained by the ways in which the con-
ditions differed. Thus, the fewer the dissimilarities and the
greater the similarities between comparison conditions, the
more specific we can be in identifying the cause of observed
differences in their outcome.

This section describes each of these research designs in
the order of the scientific rigor and specificity of causal
conclusions associated with them. Whereas the no-treatment

and common factors comparison designs allow investiga-
tors to draw the weakest, most general cause-and-effect con-
clusions due to remaining potential differences between
compared conditions, the dismantling, additive, catalytic, and
parametric designs are best suited to the application of the
strong inference approach to scientific investigation because
of the close similarities between compared conditions.
These designs enable investigators to establish specific
cause-and-effect conclusions and thus acquire knowledge
about human behavior and the mechanisms of change.

No-Treatment Comparison Design

The no-treatment comparison design compares the degree of
change caused by a particular intervention to the change that
would occur if no intervention were provided. This approach is
often used for new therapeutic techniques that have not yet
been tested in a controlled fashion but that clinical experience
and related basic scientific research suggest will probably be
useful. The design employs a condition in which participants
are assessed at pretherapy and posttherapy moments, but they
do not receive any form of intervention. Because participants
in the no-treatment condition are being denied a treatment that
might prove to be helpful for their clinical problem, investiga-
tors ordinarily have an ethical obligation to institute a waiting-
list (no-treatment) control group in place of a pure no-treatment
control group. Participants assigned to this condition are told
that they will be given therapy after the waiting period.

As in any experimental investigation, a control group is
employed in a research design in order to control for the many
variables other than the variable under investigation that
might cause change in the participants. In a waiting-list no-
treatment design, the waiting-list group is used to control for
(i.e., hold constant or equivalent) all potential causes of
change other than the reception of therapy. Such potential
causes include the effects of (a) history (any event or events
other than the independent variable that occur outside of
the experiment that may account for the results); (b) matura-
tion (processes within participants that change over time, such
as aging); (c) repeated testing (the possibility that being tested
once may influence performance on future testing); (d) instru-
mentation (changes in the instruments or procedures used to
measure participants on the dependent variables); (e) statisti-
cal regression (the tendency for extreme scores to revert
toward the mean when participants are tested again); (f ) se-
lection bias (differences in conditions that occur as a result of
having different client characteristics due to nonrandomly as-
signed groups); (g) differential attrition (different rates of
dropout between groups); and (h) interactions of selection
bias with the other factors (for a more detailed discussion of
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these variables, see Campbell & Stanley, 1963). Because par-
ticipants are randomly assigned to treatment and no-treatment
conditions, we can rule out these potential causes of change as
the explanation of any difference found in the outcome com-
parison. With random assignment, such variables can be as-
sumed to affect both conditions equally (i.e., the groups will
be equivalent in the likely influence of such factors). The
reader should, however, realize that there is no guarantee that
random assignment will in fact yield equivalent groups; it
merely (but importantly) maximizes the probability of equiv-
alence. Note also that the larger the sample size, the greater
the likelihood that equivalence will be realized. Hence, what-
ever gains the experimental group experiences beyond the
changes observed in the no-treatment condition can be attrib-
uted to something about receiving treatment.

Such an experiment has some advantages. This simple
design typically results in large between-group effect sizes,
thus rendering a small sample size acceptable, and is relatively
low in cost. Despite these clear advantages, however, some
important ethical, methodological, and practical disad-
vantages exist. From an ethical standpoint, it is important to
consider the ramifications of delaying treatment for a
group of individuals, particularly if one is studying severely
distressed populations or conditions with the potential for
deterioration during the waiting period (e.g., chronically de-
pressed, suicidal, or posttrauma individuals). Moreover, some
form of monitoring clients in a waiting-list condition needs to
be employed in order to detect any significant worsening of
the problem. If deterioration does occur, the client must be re-
moved from the protocol and immediately placed in an appro-
priate treatment for the disorder. In a similar consideration,
there may be a selection problem in this design if the waiting-
list control group consists only of clients who agreed to delay
the reception of treatment. Such a feature would of course
result in nonrandom assignment of clients to conditions. The
consequential selection bias as well as a potential need to
remove deteriorating clients from the waiting-list condition
can yield a nonequivalent control group (e.g., symptomatol-
ogy may be less severe than that displayed by the experimen-
tal group at the pretreatment assessment). This presents a
serious methodological flaw and a highly plausible alternative
hypothesis to explain any results found in the investigation.
Additionally, because no-treatment participants must be
treated at the conclusion of the study, the employment of such
a group does not allow long-term follow-up assessments. It
thus becomes impossible to examine the differential effects
of treatment over an extended posttherapy period.

Finally, an important practical disadvantage of such a
design is that it yields very little knowledge relevant to
either empirical or applied goals. Investigators can draw a

cause-and-effect conclusion from such a design, but that con-
clusion is merely that something about the provision of ther-
apy caused a change in functioning above and beyond the
change caused by such factors as the mere passage of time.
What that something is, however, remains a mystery and can-
not be determined. The no-treatment comparison group does
not control for some other potentially powerful ingredients
inherently present in clinical interventions, such as client ex-
pectancy to improve, hope and faith, demand characteristics
to report improvement at the end of therapy, and the thera-
peutic relationship that develops between clinician and client.
There is also very little applied knowledge to be gained from
such a design. It is quite unlikely that an intervention would
actually be worse than or equivalent to not being in treatment
at all, particularly in light of variables such as the therapeutic
relationship, which has been shown to be an important pre-
dictor of psychotherapy outcome (Alexander & Luborsky,
1986; Suh, Strupp, & O’Malley, 1986).

In summary, a waiting-list, no-treatment design is a
simple, low-cost experimental design that is often used when
examining new treatment techniques that have not yet been
put to empirical test. However, it is useful for researchers
employing this design to recognize its important scientific
limitations, including the potential for selection biases, the
inability to assess long-term results, and the limited amount
of attainable empirical and applied knowledge. (Due to these
limitations, we strongly suggest a discontinuation of this
type of design and instead recommend the creation of other
comparison conditions that incorporate a greater number of
potential causative factors in common with the treatment
condition under investigation.)

It should be noted at this point that all of the comparison
conditions described in the following sections do control for
the variables ordinarily held constant by the no-treatment
condition (i.e., history, maturation, etc.). They also control for
other potentially causative factors inherent to a therapy, and
the degree to which those factors are held constant is directly
related to the strength of causal conclusions investigators may
draw. Throughout this discussion, however, it is important to
keep in mind the potential presence of unmeasured variables
that may differ between groups—differences that would limit
the strength of causal conclusions (for an in-depth discussion
of these issues, the reader is referred to this chapter’s section
entitled “Random Assignment Within Waves”).

Common (Nonspecific) Factors or Placebo
Comparison Design

Whereas the no-treatment design allows researchers to
reject the hypothesis that variables associated with history,
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maturation, and so on are responsible for any greater change
observed in the experimental condition, the strong inference
approach dictates the need for ruling out further, more spe-
cific rival explanations not addressed by the no-treatment
comparison before meaningful theoretical or applied conclu-
sions are possible.

Frank (1971) identified the major elements of psychother-
apy shared by all approaches, regardless of theoretical orien-
tation: (a) the therapeutic relationship; (b) facilitation of
emotional arousal; (c) a therapist who provides a conceptual-
ization of the presenting problem, as well as a believable
rationale for treatment; (d) techniques that are implemented
to increase the client’s believability in the therapist or ther-
apy; and (e) provision of success experiences. The common
factors design provides a control condition in which partici-
pants receive only those elements of therapy that are consid-
ered to be common in (nonspecific to) nearly all forms
of psychotherapy and that are not included in the theoreti-
cal foundation of the experimental therapy. This condi-
tion was originally termed a placebo condition, because
its use was thought to be analogous to pharmacological treat-
ment trials in which an inert substance was given to control
patients. Parloff (1986), however, has argued that the use of
placebo conditions in medical research is not analogous to
their use in psychotherapy research, because in psychother-
apy research, the so-called inert factors interact with the
theory-specific factors in such a way that they are not truly
inert. For example, a strong therapeutic relationship, perhaps
in the form of trust, may well be necessary for the effective
deployment of active intervention methods. Without a strong
relationship, a client might not be willing to engage in thera-
peutic tasks both within and outside of the therapy session,
thus rendering the otherwise efficacious treatment less effec-
tive or ineffective. In such a circumstance, the therapeutic
relationship and the specific therapy techniques may interact
in such a way as to cause the observed therapeutic gains;
thus, the extent to which an investigator can conclude that
the techniques themselves caused the change is compromised
(i.e., less specificity in ruling out rival hypotheses).

The term common factors refers to those elements that
are presumably shared by most forms of psychotherapy. For
example, attention to the presenting problem, contact with
a caring and supportive individual, personal contact with a
trained professional, expectancy effects, hope and faith,
suggestion effects, and demand characteristic effects (i.e.,
reporting an alleviation of symptoms in the absence of actual
change, based on client perception that improvement is
expected and desired by the clinician) are present in all
forms of psychotherapy. The term common factors is
now often used to replace the older phrase, nonspecific

factors (cf. Castonguay, 1993 for the arguments against
the use of the latter phrase).

The common factors design employs random assignment
to experimental and control treatment conditions, wherein
participants in the control group meet with the therapist reg-
ularly to receive treatment comprised solely of those com-
mon factors previously described. Ideally, the experimental
therapy contains equivalent degrees of common factors plus
specific and theoretically driven interventions, so that any
observed differential effects can be attributed to those
presumably active ingredients. This design, in contrast to the
no-treatment design, allows more specific cause-and-effect
conclusions to be drawn. That is, superiority of the experi-
mental therapy over a common factors condition allows the
conclusion that something specific in the former intervention
caused that degree of change that exceeded the change ob-
served in the latter condition.

Ethically, the common factors design is more advanta-
geous than the no-treatment (waiting-list) design in that
clients are at least being provided with a therapeutic relation-
ship, which contains features known to contribute to the ame-
lioration of psychological problems. Clients are also less
likely to decline participation in such a condition; thus poten-
tial selection bias is minimized. However, important ethical
as well as methodological disadvantages can be present in
this design. One important ethical consideration is that in one
condition of the experiment, researchers are knowingly pro-
viding clients with a treatment that they strongly suspect
from a theoretical viewpoint may not be as efficacious as the
experimental therapy. Potential methodological limitations
also exist, beginning with important threats to internal valid-
ity. Therapists, for certain, and possibly even clients, may not
be blind to condition (Lettieri, 1992), potentially leading to
differing levels of demand characteristics and expectancy
effects across groups. As Kazdin (1992) points out, develop-
ing a common factors condition that appears equally credible
to both the therapist and the client can pose a great challenge.
Important threats to external validity can also be present.
Parloff (1986) argues that common factors conditions do not
necessarily resemble actual therapy in applied settings. Thus,
researchers may be comparing theoretically derived thera-
peutic interventions to a form of control treatment that is in
actuality almost never practiced. Most important is that this
design has a crucial scientific limitation. The data can lead
scientists to conclude that the intervention caused a degree of
change superior to that caused by elements common to most
forms of treatment, but they are still not able to conclude ex-
actly what the causative ingredients of that therapy were. The
best this design can do is provide evidence that specific
causal ingredients do indeed exist in the treatment and that
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subsequent research would profitably aim at identifying what
those ingredients are, what mechanisms underlay their causal
influence, and what this information tells us about the nature
and mechanisms of the disorder being treated. (Given the
important ethical and scientific limitations often present in
the use of pure psychological placebo conditions, a work
group from a National Institute of Mental Health confer-
ence has recently recommended a discontinuation of the
placebo control condition in psychotherapy outcome re-
search [cf. Borkovec & Onken, in press]).

Although many types of nonspecific control groups that
have been used in past research have suffered from the previ-
ously described problems, one common factors condition is
less severely handicapped by these difficulties. If one does
decide to use a common factors control group, perhaps the
best type of choice involves the provision of a nondirective or
supportive listening condition. In such a condition, the thera-
pist provides supportive and reflective statements in response
to the content and affect contained in the client’s verbal and
nonverbal communications. This condition finds its origins in
early Rogerian therapy and thus has theoretical foundations
for its change mechanisms. Secondly, the therapeutic rela-
tionship factors contained in that theory and represented by
supportive listening techniques are widely accepted by the
field as critical background elements in any specific therapeu-
tic approach; the condition thus represents a significant core
of what is often meant by the phrase common factors. Given
their ubiquitous nature throughout varying therapeutic ap-
proaches, these techniques are thus part of common clinical
practice. Finally, in this sense, the use of this particular con-
trol condition approximates the employment of the compo-
nent control (or dismantling) design, which will be described
in a moment: An experimental therapy (specific plus common
components) is being compared to one of its components (i.e.,
the set of common components). Specification of the exact
active ingredients remains impossible, but at least the other
problems previously mentioned are minimized.

In the Penn State research program investigating the treat-
ment of generalized anxiety disorder (GAD), Borkovec and
Costello (1993) compared the effectiveness of nondirective
therapy (ND), applied relaxation (AR), and a full cognitive-
behavioral package (CBT) which consisted of AR plus im-
agery rehearsal of coping skills and cognitive therapy.
Although the investigation employed a dismantling design
(described in the next section) by comparing AR to a more
complete CBT package, the ND condition was instituted in
an attempt to control for common factors. Results indicated
that both the component treatment condition (AR) and the
full CBT package were superior to ND at posttreatment, and
the full CBT package caused greater clinically significant

maintenance of treatment gains over the 12-month follow-up
period. Although the ND condition was associated with some
degree of change in participants at posttreatment, these
improvements deteriorated over the follow-up period. From
this design and its outcome, we can conclude that CBT and
AR both contain active ingredients causative of change
beyond the improvement caused by common factors at post-
treatment, and that the addition of cognitive therapy to AR
(i.e., the CBT condition) causes an increment in long-term
change.

The remaining methodological approaches described in
the following sections offer greater control for common
factors and simultaneously allow investigators to hold con-
stant several additional variables. By so doing, they are able
to isolate exactly what the active ingredients of a therapy are.
Scientifically, these designs are more elegant in that they
allow investigators to draw more specific cause-and-effect
conclusions.

Component Control (Dismantling) Comparison Design

If an investigator wishes to control for the common factors of
therapy via a control group, he or she may as well demon-
strate efficacy beyond those common factors and at the same
time establish more specific cause-and-effect conclusions
regarding the elements of a treatment package. The compo-
nent control design (also called the dismantling design) is
a scientifically rigorous method for identifying specific
causative elements; it does so by providing some participants
with all components of a treatment while providing only
some components of the treatment to other participants.

The methodological, scientific, and ethical advantages of
such a design are numerous. First, the conditions in a dis-
mantling design control for factors such as history and matu-
ration, repeated testing, and statistical regression just like any
other control condition. Moreover, its conditions maximize
the likelihood of having equivalent levels of common factors
(e.g., credibility, expectancy, and therapeutic relationship)
and minimize therapist bias effects. Because the procedures
employed across conditions of this design are highly similar
to each other, the likelihood that credibility and expectancy
will be equivalent across conditions is high. This was empir-
ically demonstrated to be the case for credibility several years
ago (Borkovec & Nau, 1972). Furthermore, therapist bias
should be minimized because therapists are delivering
components of a treatment in which they are fully and equiv-
alently trained while recognizing that the component or
combination of components most likely to be effective is
currently unknown. Most important for scientific purposes,
such a design allows for very specific cause-and-effect
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conclusions to be drawn because it holds constant all other
elements of the therapy except for the intervention’s specific
comparison component. Thus, investigators are well equipped
to identify which ingredients (alone and in combination) are
specifically causative of change. For example, if a treatment
package consisting of components A and B is dismantled via
this design, then the investigator can randomly assign partici-
pants to receive only component A, only component B, or
both components A and B. If the A � B condition is superior
to either element alone, one can conclude that (a) A � B is
causative of change beyond common factor effects and his-
tory, maturation, and so on; and (b) A � B’s combination of
elements is additively or interactively causative of change
beyond either element alone. If component A, on the other
hand, is found to be equivalent to A � B, and component B is
inferior to A and A � B, then the evidence indicates that (a) B
is not causatively contributing to the effects of A � B, (b) A is
the likely explanation of the causative effects of A � B, and
(c) both A and A � B contain active, causative ingredients
beyond the effects of common factors and of history, matura-
tion, and so on, given their superiority over B, which contains
those potential causative variables. In addition to identifying
very specific causal relationships, the beauty of the disman-
tling design from a basic knowledge perspective is that its
outcomes point future research in the direction of understand-
ing the nature of the disorder under investigation and the
nature of the mechanisms of change. If a particular component
is causative, then that component contains a mechanism for
further pursuit, and scientists can devise new investigations to
explore rival theories about what that mechanism might be
and how it generates its therapeutic impact. Notice also how
it invites further research and theoretical understandings
of the disorder itself: What is the nature of this disorder and
its maintaining conditions such that this particular compo-
nent or combination of components specifically causes its
amelioration?

In an investigation of treatment for generalized anxiety
disorder, Butler, Fennell, Robson, and Gelder (1991) com-
pared the effectiveness of a waiting-list control group
(WL); behavior therapy (BT) consisting of relaxation train-
ing, graded exposure to feared situations, and confidence-
building strategies; and a full cognitive behavior therapy
(CBT) package, which consisted of behavior therapy in addi-
tion to cognitive therapy techniques targeting anxious
thoughts. Results indicated that at posttreatment, the WL
condition was inferior to BT on 4 out of 16 main outcome
measures and inferior to CBT on 13 out of 16 of those mea-
sures. In comparing the two active treatment conditions, CBT
was superior to BT on 6 of the 16 main outcome measures at
the end of treatment, whereas it was superior to BT on 9 out

of 16 measures at the 6-month follow-up. These findings
indicate that in dismantling CBT for the treatment of GAD,
behavior therapy was not as causative of change overall as was
a more complete package incorporating cognitive therapy, and
this was particularly evident at the 6-month follow-up assess-
ment. Notice how this finding invites pursuit of what it is
in CBT (e.g., challenging automatic thoughts or decatastro-
phizing feared outcomes) that causes greater change, and what
it is about GAD such that these elements increment its amelio-
ration. Such an implementation of the strong inference ap-
proach would allow us to eventually establish increasingly
specific cause-and-effect conclusions regarding the treatment
of GAD.

In addition to offering considerable basic knowledge
about therapeutic change, the dismantling design also poten-
tially yields significant applied implications. Clinicians can
discard the elements of the original package found to be in-
active or superfluous. Moreover, scientists can attempt to
improve or add to the remaining active elements in future
empirical investigations designed to identify further causes
of change.

The dismantling approach is also advantageous from an
ethical perspective. Such a design does not require clinical
researchers to employ deception in their investigations be-
cause at the outset of the study (and as was the case when
considering therapist biases), they do not yet know which
elements of a complete therapy package will be identified as
active or inactive. Each component is potentially effective,
given that it was included in the package by its developer
based on clinical experience or prior theoretical and empiri-
cal work. Hence, no participants receive an intervention
believed to be inactive or for which evidence for lack of
effectiveness already exists.

After investigators have identified the inactive ingredients
of a treatment package and are left with the components that
were found to be active, they may separate the remaining com-
ponents into even more specific elements and repeat the pro-
cedure. Alternatively, they can generate rival hypotheses as to
why specific components are active and design experiments
to rule out one or more of these rival hypotheses (e.g., in
the aforementioned study dismantling the effects of CBT
for GAD, one could compare BT � challenging automatic
thoughts, BT � decatastrophizing, and BT � challenging
automatic thoughts � decatastrophizing). This application of
the strong inference approach to psychotherapy research is of
crucial importance in the quest to develop the best possible
treatments for individuals with clinical problems. By recy-
cling the experimental process in order to refine our treatment
packages and to increase our basic knowledge about a disor-
der, we can determine increasingly specific cause-and-effect
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relationships that will eventually lead to therapeutic interven-
tions that contain more causes of change.

The disadvantage of the dismantling design is that not all
interventions (especially nonbehavioral or noncognitive ther-
apies) are easily broken down into separate components
(Basham, 1986). When this is the case, the next two scientif-
ically rigorous experimental designs can be employed.

Additive (Constructive) Comparison Design

The goal of the additive design (also called the constructive
design) is to create a new treatment package by adding two or
more separate techniques together and then testing the com-
bined effect of those techniques against the original separate
techniques. This design is very similar to the dismantling de-
sign in its implementation, and it also has exactly the same
methodological, scientific, and ethical strengths as the dis-
mantling design; thus, these points are not to be repeated here.
The additive design improves on the dismantling design in that
it can be utilized with treatment packages in which separating
the intervention into separate components is not a feasible
option, yet the experimental quest for identifying additional
causal change elements and thus for creating more effective
therapies for application in clinical settings can continue.

Of special consideration is how researchers decide which
techniques to add to the already existing ones in order to
carry out this type of experimental approach. This is precisely
the step in the research process in which basic knowledge
about the disorder under investigation is very useful to the
decision of what technique(s) to add to the treatment pack-
age. Developers of treatment protocol manuals would ideally
have an intimate knowledge of the disorder under investiga-
tion. Familiarity with the theoretical and empirical literature
in that area can be a key to deciding what elements should be
added to the existing treatment.

The additive design is the design of choice for empirical
investigations of new components that could potentially be
added to previously existing treatment packages. It is also the
design of choice for investigations of integrative psychother-
apy, which has recently been receiving more attention in both
research and applied settings. Psychologists can improve on
existing treatment packages by adding techniques derived
from other theoretical orientations in the hope of producing
the most effective treatments possible. This is a very differ-
ent, less problematic, and much more promising design ap-
proach to evaluating different forms of psychotherapy than
the comparative design, which we describe and evaluate later
in this chapter.

Based on the hypothesis that binge eating is negatively
reinforced by the anxiety-reducing effects of purging behavior,

Agras, Schneider, Arnow, Raeburn, and Telch (1989) em-
ployed the additive design in an investigation of the potential
additive effects of response prevention on CBT for bulimia
nervosa. Participants were randomly assigned to one of four
conditions: a waiting-list control group (WL); self-monitoring
of caloric intake and purging behavior (SM, a condition which
employed the use of nondirective techniques and thus
controlled for the common factors of therapy as well as the act
of monitoring one’s own eating and purging behaviors);
cognitive-behavioral therapy (CBT, which included self-
monitoring of eating and purging behaviors in addition to the
altering of dietary habits, exposure to avoided foods, and chal-
lenging of distorted cognitions regarding diet and body
image); or CBT plus response prevention of vomiting (CBT �

RP). The investigators concluded that after 4 months of
treatment, each of the three treatment groups (i.e., SM, CBT,
CBT � RP) but not the WL group had shown significant
improvement in the frequency of purging. Furthermore, only
the CBT group experienced significantly greater reduction in
purging behavior as well as overall cessation of purging than
did the WL group, while the SM and CBT � RP groups did not
differ from the WL group at treatment termination on these
two main outcome measures. At the 6-month follow-up
assessment, only the CBT group had experienced significantly
greater cessation of purging than did the WL group. From
this study, we can conclude that (a) treatment gains were not
due solely to the passage of time, because the WL group failed
to show a significant reduction of symptoms at treatment
termination and was significantly inferior to the other treat-
ment conditions, and (b) RP did not offer therapeutic
effects above and beyond the effects of CBT alone as had
originally been expected. In fact, it may have had a limiting
effect on the improvements that clients would have experi-
enced had they received CBT alone. One important limitation
in this study was that the CBT � RP condition allotted less
time for cognitive behavioral therapy than did the CBT condi-
tion, given that part of the session was devoted to the RP com-
ponent. Thus, the lessened effectiveness of CBT � RP may
have been due to the lessened amount of CBT (for a discussion
on the importance of allotting equal amounts of time in therapy
for each condition, see this chapter’s section titled “Session
Parameters”).

Another example of an additive design can be seen in our
current investigation of the additive effects of an interper-
sonal and emotional processing component to cognitive-
behavioral therapy for generalized anxiety disorder (GAD).
Although our original dismantling study (Borkovec &
Costello, 1993) showed that CBT was more effective in terms
of clinically significant change for treating GAD in the long
run than was one of its components in isolation (i.e., applied
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relaxation), only about 50% of the clients in that study
who received CBT managed to achieved a “normal” state of
functioning on a majority of main outcome measures (i.e.,
only about 50% receiving CBT achieved high end-state func-
tioning). Extensive research on the nature of GAD led us to
conclude that worry is likely characterized by (a) a cognitive
avoidance of somatic and emotional experience, and (b) an
etiology partially consisting of deficits in interpersonal rela-
tionships with early caregivers (for a review of this literature,
see Borkovec, Alcaine, & Behar, in press). Such findings led
to the decision to add an interpersonal and emotional pro-
cessing (IEP) segment to the original CBT treatment package
for GAD in an attempt to increase the rate of improvement.
The current clinical trial is an additive design in which this
CBT � IEP condition is being compared to CBT plus a sup-
portive listening component (included to control for the
amount of time spent in session). If we find that the combined
CBT � IEP is superior to CBT without IEP, we can conclude
that IEP is the cause of the incremented improvement. We
could potentially pursue such an effect further in a subse-
quent dismantling of IEP. Clients could be randomly assigned
to CBT plus interpersonal therapy, CBT plus emotional pro-
cessing therapy, and CBT plus IEP. If, on the other hand, the
two conditions in our current trial do not differ in outcome,
we can conclude that targeting interpersonal problems and
emotional processing is unnecessary in the treatment of
GAD.

Catalytic Design

When dismantling or additive designs reveal that combined
components are superior to any of its individual components,
we remain uncertain whether this is because each component
causes a degree of improvement by itself and the effects of
each component are merely additive, or whether this is
because of an interactive effect between the components.
Researchers have the opportunity to explore this question
through the use of catalytic designs. These designs involve
the manipulation of the order of presentation of the compo-
nents in the combined condition. This paves the way for
an understanding of how one component may cause a facil-
itation effect on the mechanisms of the other component
and thus produce a degree of change that is greater than
merely the additive effects of each component. For example,
in a design consisting of components A and B, the investiga-
tor can employ one condition in which component A precedes
component B during each therapeutic hour, and another con-
dition in which component A follows component B. An ideal
rendition of this design would also include two additional
control groups, each containing only one component during

the last half of the session hour with common factor treat-
ment during the first half (thus holding constant total amount
of treatment time among all conditions).

In a study designed to test the contributions of relaxation
to systematic desensitization, Borkovec and Sides (1979)
randomly assigned speech-phobic participants to receive one
of four treatment conditions: hierarchy exposure followed by
relaxation training (E � R); relaxation training followed by
hierarchy exposure (R � E); hierarchy exposure only (E);
or no treatment (NT). Results indicated that in contrast to
the other three conditions, the R � E condition produced
the greatest reductions in subjective fear, as well as greater
vividness of imagery, greater autonomic responses to visual-
izations of scenes in the hierarchy, and greater declines in
autonomic reactions to initial visualizations of scenes as
well as declines across repetitions of the same scene. Thus,
relaxation training had a catalytic effect on phobic image
exposures. This effect was not merely due to the additive
effects of exposure and learning relaxation techniques,
because the condition in which relaxation training followed
exposure was inferior to the R � E condition.

If a catalytic effect is observed in an investigation, a pos-
sible extension of the study could involve the comparison of
two conditions: In one condition, the different components
of the treatment are allowed to occur and interact with each
other throughout the entire session; in the second condition
(like the two studies previously described), separate seg-
ments or time periods are devoted to only one component
within the session. Similar to the dismantling and additive
designs, an important consideration in such a design is the
need to ensure that an equal amount of treatment time is al-
lotted to each component despite the fact that they are being
alternately used throughout the entire session. Having the
different components interact with each other throughout
the session may offer greater external validity. Clinicians in
applied settings may find it awkward to dedicate a half hour
of therapy to behavioral interventions and then quickly shift
gears and begin discussing interpersonal concerns. Addition-
ally, having the two components in constant interaction may
make the occurrence of a catalytic effect of one component
on another more probable.

Suppose, for example, that in an investigation designed to
examine the potential catalytic effect of interpersonal and
emotional processing (IEP) on cognitive therapy (CT) in the
treatment of generalized anxiety disorder, we find that a
condition in which IEP precedes CT is superior to a condi-
tion in which it follows CT. We could further examine the
effects of having these two components in constant interac-
tion with each other. Thus, in one condition, therapists could
sensitively deploy cognitive therapy, emotional deepening, or
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interpersonal interventions depending on their reading of
clients’ cognitive, affective, and behavioral states moment to
moment in the session. In the other condition, the first half of
each session would be dedicated to IEP, whereas the second
half would be dedicated to administering CT. If the interac-
tional condition caused a degree of change superior to that
caused by the condition employing separated components, we
could conclude that interpersonal interventions, emotional
processing, and cognitive therapy interact with each other in
such a way that their interaction causes an even greater degree
of change than the catalytic effect of IEP on CT.

The catalytic design offers a very high degree of scientific
control across conditions because, like the parametric design
discussed in the next section, the only thing that varies
between two of its conditions is the order of presentation of
the components of treatment, and like the additive or disman-
tling design, single component conditions hold constant one
of the two elements in the combined condition. This design
thus allows for very specific cause-and-effect conclusions
about catalytic effects.

Parametric Design

After an active ingredient of a treatment package has been
identified, investigators can pursue further causative knowl-
edge about its specific parameters. As Kazdin (1998) asks,
“What [quantitative] changes can be made in the specific
treatment to increase its effectiveness?” Knowing, for in-
stance, that cognitive therapy is an active ingredient in a
treatment package is certainly helpful and important for the-
oretical and applied purposes. When administering cognitive
therapy, however, scientists and treatment providers might
want to know, for example, what level of assertiveness (e.g.,
low, moderate, or high) in the process of challenging cogni-
tions optimizes cognitive change. Other possible examples of
parameters include depth of addressing interpersonal issues,
depth of emotional processing, degree of therapist empathy,
and length of exposure to feared stimuli, to name just a few.
The parametric design addresses such questions by compar-
ing conditions that are created by sampling at least three
points along a theoretically important or procedurally present
dimension of a particular element of therapy.

Borkovec, Robinson, Pruzinsky, and DePree (1983)
randomly assigned high and low worriers to engage in a
worry induction for either 0-, 15-, or 30-min intervals. Results
indicated a curvilinear causal relationship: Participants who
were instructed to worry for 15 min reported increases in
negative cognitive intrusions, whereas those who were in-
structed to worry for 0- or 30-min periods experienced
reductions in negative cognitive intrusions on a subsequent

attention-focusing task. Thus, worrying for 15 min produced
an incubation of negative cognitive activity. Although this
study was not conducted as part of a psychotherapy outcome
investigation (indeed, few outcome investigations to date
have employed a parametric design), results such as these are
obtainable from outcome trials and would significantly add to
our basic knowledge about the disorder or therapeutic para-
meter under investigation.

Like the previously discussed catalytic design, the para-
metric design achieves a great amount of experimental con-
trol across conditions because the only thing that varies
between the conditions is the dimensional level of a single
technique. The content of the technique is identical across
conditions; it is simply the quantified level of the technique
that varies. Thus, although investigators must conduct a cost-
benefit analysis before carrying out this design (given that the
nature of the design is such that small effect sizes are likely,
thus requiring a larger sample and hence a greater economic
expense), this experimental approach allows for highly spe-
cific cause-and-effect conclusions to be drawn because so
much is held constant across conditions. Moreover, such a
design can elucidate laws of behavior that may not be linear
in nature, as long as its conditions sample more than two lev-
els of the parameter of interest.

Comparative Design

The comparative design contrasts the effectiveness of two
or more interventions that represent different theoretical
and historical traditions. Common examples include the
comparison of the effects of psychotherapy to psychophar-
macological interventions, of one type of psychotherapy to
another (e.g., interpersonal psychotherapy and cognitive
behavioral therapy), and of a newly developed treatment
package to treatment as usual (TAU; an approach in which
investigators compare the effects of a protocol treatment to
the effects of the non–empirically validated methods tradi-
tionally used in the practicing community to treat the disorder
under investigation).

Society and the mental health profession understandably
want to know the answers to the question Which therapy is best
for a particular disorder? Unfortunately, despite its appear-
ances, we do not believe this question can be answered directly
by the comparative design. The comparative trial does not
allow specific cause-and-effect conclusions to be drawn, it
lacks internal validity, and its outcomes (even if internally
valid) would have little useful applied significance. In the fol-
lowing discussion we detail our reasons for these conclusions.

As has been evident throughout our discussion of the
different experimental approaches to evaluating the efficacy

schi_ch09.qxd  9/6/02  12:19 PM  Page 221



222 Psychotherapy Outcome Research

of treatment packages, the goal of experimental therapy
investigations is to hold constant all variables except the
manipulated variable, allowing investigators to rule out all
rival explanations of differential outcome between conditions
and leaving the one manipulated feature as the unambiguous
explanation for the cause of that outcome difference. Such
causal conclusions can significantly enhance our knowledge
about the pathology and about the investigated intervention.
Unfortunately, in the case of a comparative design, the two
(or more) contrasted treatments are so fundamentally differ-
ent in terms of their theoretical foundations, historical tradi-
tions, and most importantly, their (often myriad) specific
techniques, that the scientific ideal of holding all variables
constant except one is not even nearly approximated. For
example, consider for a moment how many techniques are
used in psychodynamic therapy and in cognitive behavioral
therapy. If the two conditions are compared and found to dif-
fer in outcome, one cannot determine what among those
many differences caused the difference in outcome. Although
a drug condition may appear to be more simple and straight-
forward when involved in a comparative trial in its contrast to
a psychotherapy condition, there still remain several ways in
which the two conditions differ (e.g., who administers the
drug, with what types of interpersonal interaction, for how
many minutes per session and how many sessions, in what
treatment or medical context). Thus, implementation of such
a design yields almost no scientific knowledge (i.e., specific
cause-and-effect information) because so many rival hy-
potheses exist; any difference in outcome may be due to any
one or a combination of the ways in which the compared con-
ditions differ, including ways that have nothing to do with the
specific elements of the interventions.

Even more fundamental problems having to do with the
internal validity of comparative designs make their results
wholly uninterpretable. One major threat to internal validity
is potentially differential quality of treatment across condi-
tions. If one therapy is administered poorly and the other
therapy expertly, obviously this is an unfair comparison.
Even if researchers employ separate “expert” therapists from
each type of therapy, as is often done in comparative trials in
an effort to maximize quality, there is no way to know
whether the expertise of each set of therapists is equivalent.
This is because valid measurements of expertise and quality
of treatment are not yet available for any single therapy,
much less for two different therapies that might be entered
into a comparative trial. Furthermore, even if researchers
could ensure by valid measurement equivalence of expertise
and quality of the treatments offered by expert therapists, the
grave threat of a therapist-by–condition confound would

remain. One would not know whether outcome differences
were due to the type of therapy, the type of therapists, or
the interaction of these two factors. (For a more detailed
discussion on the need to unconfound therapists and therapy
conditions, see the section on therapist concerns below).
Comparison of a drug to a psychotherapy method might ap-
pear to have fewer such problems than when differing types
of psychotherapy are compared, given that at least the quality
of the medication (by its proscribed ingredients) is assured.
However, one still does not know about the quality of the
psychotherapy comparison condition. Moreover, as previ-
ously mentioned, the attending physicians providing the
medication will not likely be the same therapists administer-
ing the psychotherapy with the same common factors in the
same type of setting for the same amount of time. Conse-
quently, amount of contact time and the personal characteris-
tics of the physicians and the qualities with which they
provide common factors will be different from those of the
psychotherapists and thus represent significant potential
confounds of any outcome differences observed.

The National Institute of Mental Health Treatment of
Depression Collaborative Research Program (Elkin et al.,
1989) employed a comparative design in an attempt to evalu-
ate the relative effectiveness of cognitive-behavioral therapy
(CBT); interpersonal therapy (IPT); a tricyclic antidepressant
(imipramine hydrochloride) plus what they called a clinical
management component in which patients were provided
with a minimal supportive therapy in order to control for
common factors (IMI-CM, regarded as the reference condi-
tion based on its status as a currently accepted treatment for
depression); and a pill placebo condition that likewise in-
cluded the clinical management component (PLA-CM).
Overall results indicated no significant differences between
the two psychotherapies and the reference condition (IMI-
CM). Additionally, compared to the PLA-CM condition,
there was no strong evidence of the specific effectiveness of
either IPT or CBT. For the more severely depressed subsam-
ple, IMI-CM led to the greatest improvement, and PLA-CM
produced the poorest outcome. IPT and CBT fell in between
these two conditions, with only IPT leading to significantly
more improvement than PLA-CM. In this investigation,
the comparison of the two pharmacotherapy conditions in
isolation (IMI-CM versus PLA-CM) constitutes an addi-
tive design in which the additive effects of imipramine hy-
drochloride and clinical management were validly tested.
From this aspect of the design, we can conclude that for more
severely depressed patients, the medication did provide
effectiveness above and beyond the effects of clinical
management plus pill placebo. However, IPT and CBT are
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so fundamentally different from each other and from a phar-
macological intervention (e.g., theoretical foundations [inter-
personal versus cognitive-behavioral versus biological],
techniques [identification and modification of interpersonal
problems versus identification and modification of intraper-
sonal thought and behavioral processes versus drug], and sets
of therapists administering each condition) that the design
yields no valid scientific knowledge, much less any knowl-
edge about mechanisms of change. Thus, although this study
does allow for causal conclusions to be drawn about the
effectiveness of a particular pharmacological treatment for
depression in comparison to a pill placebo, it is not a method-
ologically valid way to test the relative effectiveness of CBT,
IPT, and tricyclic antidepressants.

One ethical advantage to a comparative design is that all
participants are placed in a treatment condition—each held
by researchers on the basis of past efficacy results, by prac-
ticing clinicians on the basis of theory and clinical experi-
ence, or both—to be an effective therapy for the disorder.
However, this advantage in and of itself is insufficient to war-
rant the use of this design, given its lack of internal validity.
Without internal validity, no scientifically meaningful results
can emerge. Moreover, in terms of applied significance, even
if the design could be carried out with internal validity, the
implications of its results would be short-lived. This is be-
cause outcome investigations often require 3–5 years just to
obtain pre-post assessments on a large number of clients (and
this time period is extended even further for obtaining fol-
low-up data). During this time, the techniques would be
changing and improving on the basis of growing clinical ex-
perience and empirical data. Thus, the design’s answer to the
question Which therapy is better? is at least several years old
and of less relevance to existing versions of the therapies.
The other, more scientifically rigorous designs described ear-
lier do not suffer from this drawback because they are estab-
lishing cause-and-effect relationships and contributing to
knowledge about the disorder and the mechanisms of change.
Such cause-and-effect links and basic knowledge about the
disorder under investigation are timeless, unaffected by
the passage of time or by any further developments and im-
provement of the specific techniques, although further elabo-
rations of their meaning will occur as further research
relevant to the underlying principles of behavior proceeds.

It may eventually be the case that some of the criticisms of
comparative designs will someday be addressed. For example,
the trend in graduate clinical programs is toward greater train-
ing in several diverse therapeutic orientations and their inte-
grative use in therapy. Indeed, there is even movement within
the American Psychological Association toward the training

of clinical psychologists to administer psychoactive medica-
tions. One future consequence of these trends is the potential
availability of protocol therapists who have been trained in a
large number of therapeutic approaches in which the quality of
their services is more likely to be equivalent across these
approaches. In such a case, therapists can then be crossed with
the treatment factor, thus eliminating the otherwise disastrous
therapist confound. The reader is reminded, however, that
some of the other problems with the comparative design will
remain. Consider the example of a contrast of a pharmacolog-
ical treatment and a psychotherapy. We will further assume
certain crucial methodological features that have never been
employed in past such comparisons—for example, practition-
ers equally trained in both interventions treat an equal number
of clients in each condition, amount of in-session contact time
and the number of sessions are held constant, and client credi-
bility and expectancy for improvement are found to be equiv-
alent. Assume that the drug yields not only a significantly
superior outcome but also a much greater degree of clinically
significant change. Although we have eliminated several
possible confounds by our methodological features, we still
have two important problems remaining. Although such an
outcome would suggest that intervening at the biological level
has value (we can rule out common factors from explanation
of its greater change and conclude that it does contain an ac-
tive ingredient attributable to pharmacological effects), we
have learned nothing about its specific ingredients, nor have
we learned about the nature of its change mechanisms, nor
about the nature of the pathology other than the vague conclu-
sion that biology plays a role in the disorder. The two condi-
tions simply differ from each other in far too many ways to
allow for specificity in conclusions. Second, as described ear-
lier, by the time the investigation is completed with long-term
follow-up, its answer to the question of which treatment is
better for the disorder is several years old.

Ultimately, in order to answer the urgent questions of what
therapies are effective and which therapies are best for a par-
ticular psychological problem, we would wisely pursue basic
knowledge about a specific therapy using the more valid and
powerful designs described earlier and building increasingly
effective (causal) therapies based upon that knowledge.
Going deeply into a specific therapy (whether psychological
or pharmacological), learning everything we can about its
techniques’ specific cause-and-effect mechanisms, and using
such knowledge to increase our understanding about the na-
ture of the pathology and how best to treat it (i.e., how to in-
clude increasing numbers of elements causative of change)
will ultimately provide answers to society’s questions and
better therapies for people suffering from psychological
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problems. Using constructive, dismantling, and parametric
designs can accomplish this without pitting two therapies
against each other in a comparative design that cannot pro-
vide any useful basic or applied knowledge.

Each of the designs described above allows investiga-
tors to draw causal conclusions of varying specificity. The
no-treatment and common factors conditions yield relatively
weak, general causal conclusions, whereas the dismantling,
additive, catalytic, and parametric designs, due to the similar-
ity between their conditions, yield highly specific causal
conclusions that are conducive to constructing further rival
hypotheses to be tested in future experiments. Within each of
these designs, several methodological considerations need to
be taken into account. The next section describes these
considerations in detail.

INDEPENDENT VARIABLE CONSIDERATIONS:
METHODOLOGICAL CONCERNS

Determining Sample Size

When determining the number of participants to include in a
treatment outcome study, the investigator should conduct
power analyses. For a detailed discussion of the use of power
analyses in determining sample size, the reader is referred to
the chapter in this volume by Behrens and Yu. Additionally,
because sample sizes typically decrease due to client dropout
(attrition), it may be beneficial for investigators to recruit
more clients than are needed so that posttherapy and follow-
up data will possess sufficient power to detect condition dif-
ferences, if indeed they exist.

Random Assignment Within Waves

As mentioned earlier, it is vitally important to the methodol-
ogy of an efficacy study that the investigator randomly as-
sign participants to conditions. In practice, this is typically
done within consecutive temporal waves of clients as they
are enrolled in the experiment. Because of the large number
of clients required for an outcome study and the limited re-
sources of the therapy project, it is unlikely that all partici-
pants in an experiment can begin receiving treatment at the
same time. So in random assignment within waves, in a
three-condition study, the first three entered clients are ran-
domly assigned to each of the three conditions, the next
three clients to each condition, and so forth. This block ran-
dom assignment also controls for several factors such as
seasonal variation, cohort effects, changes in the level of
experience or expertise of protocol therapists, changes in

the experience of assessors, and changes in personnel. As
always, controlling for any other factor that might affect
outcome reduces rival explanations of any relationships
observed.

Session Parameters

It is also essential to avoid the potential confound of differ-
ential amount of therapy time between conditions. Clearly,
if one condition of the experiment provides 2 hours of ther-
apy per week, whereas a comparison condition provides only
1 hour, any difference in outcome between the two conditions
may very well be due to the amount of therapist contact, com-
mon factors, or exposure to a treatment rather than to the
difference in their content and techniques. Thus, an important
methodological concern is to hold the number of sessions and
the number of minutes per session constant across conditions
of the experiment.

This concern raises a particularly salient consideration
when conducting a dismantling or additive design investiga-
tion. In these two designs, experimenters are testing the
effects of elements A and B against the effect of combined
elements A and B. Clearly, the combined A and B condition
will require a greater amount of time in therapy than will
either A or B alone. Because it is important to equate the
amount of time devoted to a single component in both of its
single component conditions as well as in the total package,
experimenters are faced with the question of what to do with
the remaining time in the single-component conditions. The
most common approach is to fill that time with common fac-
tors treatment (e.g., supportive listening). By instituting this
“filler,” experimenters ensure that each condition receives
equal amounts of exposure to each theoretically active ingre-
dient and equal amounts of time in each session.

Therapy Manuals

Detailed procedures to be followed in each condition of the
experiment should be provided for therapists in the form of
a protocol manual. Manuals developed for behavioral and
cognitive therapy studies have commonly contained session-
by-session outlines of goals to be accomplished and specific
techniques to be employed during each meeting with the
client participant. Such a manual typically includes the
rationale initially given to participants for the type of therapy
being administered, a description of the methods to be used
for each session, and an explanation of the theory underlying
any given technique so that the therapist can exercise flexi-
bility in therapeutic methods depending on the particular
client and situation while still being true to protocol. With
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this combination of contents, the therapy provided is struc-
tured and uniform enough to maintain a standardized imple-
mentation of the therapy constant across participants and
therapists in any given condition, while at the same time
being flexible enough to allow for the sundry challenges and
individualized circumstances that each participant brings to
the therapy room.

Therapies that are not cognitive-behavioral in nature (e.g.,
interpersonal, psychodynamic, experiential) frequently need
to employ manuals that do not outline what is to be done
session-by-session, given that these therapies are driven
more by theoretical principles than by specific techniques.
Strupp and Anderson (1997), furthermore, assert that, given
the importance of personality characteristics of the client
and therapist as well as the ensuing therapeutic interaction
and relationship that elicit change in clients, treatment man-
uals may be limited in their ability to precisely define the in-
session variables that will lead to improvement on the part of
patients. In such cases, the alternative type of treatment man-
ual provides specific operational definitions of the theoretical
principles guiding treatment, and it allows considerable flex-
ibility for specific in-session interventions while remaining
true to those underlying theoretical principles.

The use of detailed protocol manuals has important impli-
cations beyond the need to maintain standardized implemen-
tation of the independent variables. First, replication of
findings by other investigators is facilitated by the use of a
protocol manual that can be made available. Furthermore,
therapists in applied settings who wish to provide empirically
supported treatments for their clients would have protocols to
follow to allow them to adhere to the treatment as it was
implemented in the study that validated the therapy.

The inclusion of treatment manuals in therapy outcome re-
search has had a major impact on the experimental evaluation
of psychotherapy. Any experiment requires clear operational
definitions of the independent variable. The use of protocol
manuals provides the scientific and methodological rigor
necessary to do this in the case of independent variables
involving complex psychotherapy methods. Indeed, accord-
ing to the American Psychological Association Task Force
on Promotion and Dissemination of Psychological Proce-
dures, the inclusion of protocol manuals is now a criterion
for demonstrating empirical support for a therapy (1995;
Chambless et al., 1996).

Integrity and Adherence Checks

After the treatment manual has been developed and therapists
have been trained in its use, it is important to ensure that the
therapists do not break protocol so that the independent

variable is the only factor systematically varied across
conditions. Adherence checks evaluate whether cross-
contamination occurs between conditions or whether other
therapy techniques are inadvertently employed. In performing
adherence checks, typically 20–25% of the treatment session
tape recordings are randomly selected from each condition.
Staff trained in the protocols categorize each therapist’s utter-
ances against a checklist of allowed and not-allowed tech-
niques. Checklist items for not-allowed methods include
(a) those relating to techniques of the comparison conditions
(e.g., if CBT is being compared to CBT plus an interpersonal
therapy component, then statements specific to interpersonal
therapy are not allowed into the CBT—only portions of ther-
apy) and (b) any other techniques of other psychotherapies not
specifically appropriate for the employed therapy condition.
Investigators must establish a predetermined rule for how
many major and minor breaks in protocol are necessary for ex-
clusion of a client’s data from the final analyses, as well as
clear definitions of what constitutes a major or minor break of
the protocol. The more stringent the criteria, the more likely
the therapy conditions will reflect only those techniques de-
fined by the independent variable manipulation.

Several investigations have alternatively employed the
practice of condition identification as a means of performing
adherence checks. In this approach, raters who are blind to
condition listen to therapy audiotapes and then independently
determine which condition was being employed on the tape.
The percentage of reliably differentiated tapes is then re-
ported. Because it is absolutely essential that the elements of
one condition not appear in a contrasted condition, such an
approach to ensuring integrity may be too liberal. It is fairly
easy for a rater to correctly classify an audiotape if only one
or two breaks in protocol are made within a session. If several
breaks in protocol are allowed in any one condition (as may
be the case in such an approach), the ideal of having the in-
dependent variable be the only aspect of treatment that varies
between conditions is lost. Thus, we recommend that investi-
gators employ the more conservative practice of categorizing
each therapist utterance against a checklist of allowed and
not-allowed techniques.

Expectancy and Credibility Checks

Research on drug efficacy in the medical field has yielded im-
portant findings concerning the power of client expectancy
for improvement, faith, and hope. Such investigations have
traditionally found that placebos (i.e., chemically inactive
substances used in comparison to active drugs) often yield
improvements in health despite their biologically inert
natures. Given the psychological mechanisms undoubtedly
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involved in the pharmacological placebo effect, these factors
are also powerfully involved in psychotherapy effects. Thus,
all conditions involved in an experimental clinical trial need
to be equivalent in the degree to which participants in each
condition expect to improve and how credible they believe
the rationale for the conditions is. If the conditions differ on
these crucial variables, a confound potentially exists, and we
cannot rule out differential expectancy or credibility as the
sole explanation of any observed outcome differences
between conditions.

In measuring how much participants expect to change and
perceive the demand to change, investigators often adminis-
ter expectancy and credibility scales. Because such ratings
may increase or decrease over sessions as improvements
occur or do not occur, these scales are best administered early
in therapy—for example, after the first session when the ra-
tionale and description of the therapy’s techniques have been
provided to the client. Analysis indicating condition equiva-
lence on these variables is critical to ruling out the role of
these common factors in contributing to any observed differ-
ential outcome among conditions.

Dropout and Attrition

Psychotherapy outcome studies, like all longitudinal studies,
are at risk for losing clients who choose to discontinue their
participation during or after therapy. Some common reasons
for discontinuation include dissatisfaction with the therapy or
therapist, failure to experience signs of improvement, dis-
comfort with the emotions elicited in treatment, and a lack
of time to devote to sessions or out-of-session activities
(e.g., homework).

According to Lettieri (1992), dropout refers to participants
who discontinue treatment while treatment is still being ad-
ministered, whereas attrition refers to the loss of participants
during the follow-up period of assessment. Investigators
should have predetermined criteria for what constitutes a
dropout (i.e., how many missed sessions) and what consti-
tutes attrition (i.e., how many missed follow-up assessments).
Either occurrence potentially compromises the scientific in-
tegrity of the investigation. Unambiguous interpretations of
between-group differences rest upon the statistically legiti-
mate assumption that random assignment results in groups
that are identical on the host of known and unknown client
characteristics that might affect outcome, thus holding these
variables constant across conditions. Consequently, large
dropout or attrition rates undermine the likely validity of that
assumption. Separately, differential rates regardless of overall
rate particularly reduce confidence in group equivalence,
given that these groups are de facto different. Although statis-
tical comparisons between completers and noncompleters on

available pretherapy assessments and demonstration of non-
significance between these two groups is often used to argue
that overall rates or differential rates are less likely to cause
this interpretive problem, investigators need to remember that
such comparisons are only conducted on existing measures
and do not address the many other ways not assessed that
might influence outcome.

On the other hand, differential dropout rates also offer an
important dependent variable, even though the internal valid-
ity of group comparisons is severely compromised. It is im-
portant to know whether one intervention will yield higher
rates of dropout than will another therapy in applied settings.
Investigators should also keep track of and report participants’
reasons for dropout because such information might be useful
later. For example, if a treatment package requires that partic-
ipants complete very time-consuming and complex home-
work assignments between sessions, and dropout clients
report this to be a reason for discontinuing participation,
although effective for clients who complied with homework
demands, such a treatment package may not be at all effective
for clients who lacked the desire or time to comply with such
demands. With such information, investigators can work on
ways to develop interventions that address the problem, are ef-
fective, and have low rates of dropout. For example, designers
of treatment protocols may take steps such as making home-
work assignments more manageable and realistic or devising
ways to strengthen the therapeutic relationship so that clients
are more willing to remain in treatment. Kazdin (1998) has
suggested further strategies to prevent attrition, including pro-
viding reminders for appointments and instituting monetary
incentives or compensation. Developing a strong alliance be-
tween the principal investigator and participants may also
minimize attrition rates.

The methodological concerns outlined in this section are
important considerations in designing therapy outcome stud-
ies. Their implementation maximizes the likelihood that con-
ditions will be equivalent on numerous factors that would
otherwise present rival hypotheses for why between-group
differences emerged. In addition to these methodological
considerations, several client-participant characteristics also
need to be taken into account. The following section outlines
these client-participant concerns.

INDEPENDENT VARIABLE CONSIDERATIONS:
CLIENT-PARTICIPANT CONCERNS

Sources of Participants

Of special consideration in conducting psychotherapy out-
come research are the sources from which clients are drawn.
Some common sources of clients include referrals from other
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mental health agencies or private practitioners in the area, self-
referrals, and responses to media advertisements. As with all
other independent variable considerations, participant source
would ideally be distributed evenly across the conditions of
the experiment in order to avoid confounds and maximize the
strength of cause-and-effect conclusions at the study’s termi-
nation. Investigators should keep track of the sources from
which clients are drawn so that these figures can be reported
and tested for between-group equivalence and so that the gen-
eralizability of the findings can be assessed.

Client-Participant Characteristics

The means, standards deviations, ranges, and frequencies of
particular client characteristics (especially any variables
known to relate to outcome) should be reported, regardless of
whether such characteristics are a part of the selection criteria
(see next section). Variables such as age, gender, ethnicity,
medication status, marital status, educational level, socioeco-
nomic status, and sexual orientation then need to be analyzed
for equivalence across conditions in order to rule out potential
confounds. Reporting of such variables also aids in evaluating
the external validity of the findings and is indeed a criterion
for status as an empirically supported treatment (APA Task
Force on Promotion and Dissemination of Psychological Pro-
cedures, 1995; Chambless et al., 1996).

Selection Criteria

Inclusion and exclusion criteria for admittance into a research
study must be specified before selection of clients begins. Ef-
ficacy studies typically focus on a particular diagnostic group.
However, investigators need to specify which comorbid con-
ditions would or would not preclude admission to the study.
As with other variables, relatively equivalent rates of specific
comorbid disorders between conditions would optimize inter-
nal validity. Comorbidity selection criteria also affect external
validity. The more strict the exclusion criteria, the less gener-
alizable the results will be. This is of particular importance to
external validity of research on disorders with high comorbid-
ity rates. For example, if the diagnostic group under investi-
gation involves individuals with major depressive disorder,
excluding anxiety disorders would severely limit the general-
izability of the findings, given that anxiety and depression
tend to co-occur (Sanderson, DiNardo, Rapee, & Barlow,
1990). Recent emphasis at the National Institute of Mental
Health on the growing importance of effectiveness (naturalis-
tic setting) research (described later) and concerns about the
external validity of carefully controlled efficacy studies
involving homogeneous samples that are not characteristic
of clients seen in typical practice settings has resulted in

recommendations by a recent NIMH work group that selec-
tion criteria in efficacy studies be relaxed (cf. Rush, 1998).

When deciding on the selection criteria to be used for a
study, investigators face an important trade-off. The more ho-
mogeneous the sample due to restrictive selection criteria, the
less error variance is likely to be present and thus the greater
the likelihood of a strong signal-to-noise ratio for detecting
between-condition differences. However, restrictive selec-
tion criteria reduces the generalizability of the conclusions.

Representativeness

Investigators should keep track of all referred clients and the
reasons for which any were excluded. This practice aids in
determining the characteristics of the entire sample of poten-
tial participants and thus allows for an assessment of general-
izability of the final sample. Also important is that such a
practice provides heuristic data on the number of individuals
who have the target disorder or problem under investigation.

One particularly important limit to generalizability to
keep in mind is that the final sample of participants consists
of clients who were willing to participate in a research
program. This may be indicative of a higher severity of the
problem, higher motivation to change, or greater expectancy
or credibility than would normally be found in the general
population of individuals having the target disorder. There
may also be several other client characteristics associated
with this willingness that are unknown but potentially related
to treatment responsiveness.

Although the previously discussed external validity con-
cerns have important practical implications, it is imperative
not to compromise the internal validity of a study in order to
improve its external validity. Again, the primary goal of
therapy outcome research is to establish specific cause-and-
effect relationships by eliminating as many potential rival
hypotheses as possible. Researchers certainly want their
findings to have significant implications for applied settings,
but the ideals of rigorous scientific experimentation cannot
be sacrificed in order to achieve this goal. If a study has no
or limited internal validity, the issue of external validity be-
comes moot, regardless of the setting in which the investiga-
tion occurred. We discuss this issue in more detail later in
this chapter.

Severity and Duration of the Problem

A particularly important methodological concern is that
the severity and duration of the problem under investigation
be assessed, reported, and balanced across conditions.
Severity and duration of the problem are two of the most
likely and potent confounding variables if not equated across
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conditions because they are so likely to affect outcome in
and of themselves.

Concurrent and Past Treatment

Acquisition and reporting of information regarding the pres-
ence of past or concurrent psychopharmacological or psy-
chological treatment for each of the conditions under
investigation allows for the evaluation of possible influences
of such treatments on clients’ outcomes. Because excluding
clients who are currently undergoing pharmacological treat-
ment may introduce a significant threat to the generalizabil-
ity of findings (clients in naturalistic settings are often
medicated), researchers may include such clients as long as
this variable is balanced across conditions. However, hold-
ing the dosage constant (with the physician’s approval) dur-
ing the treatment period is essential so that any observed
changes can be attributed to the independent variable and are
not confounded by changes in dosage during the course of
psychotherapy or the interaction of dosage change with the
psychotherapy effects. It is also customary to allow concur-
rent pharmacological treatment only if the client has been
medicated for 1 month or longer, so that drug effects have
stabilized. Finally, daily monitoring and reporting of dosage
and frequency can be used to verify unchanging medication
levels during the trial.

Concurrent psychosocial treatment is typically an exclu-
sionary criterion based on the probability that such treatment
will interfere with the treatment package being administered.
Indeed, this is analogous to common clinical practice in
applied settings. Clinicians rarely agree to see a client in
therapy when that client is in a separate psychotherapeutic
relationship. This is due to the potential for conflict or
incompatibility of the separate clinicians’ advice or therapeu-
tic process. One especially threatening possibility occurs
when the concurrent psychosocial treatment addresses issues
that the current investigation only addresses in one of its con-
ditions. The result would be tantamount to a breach of proto-
col integrity. Because investigators cannot know how many
of these breaches have occurred, it may be most prudent
simply to exclude potential participants who are concurrently
being seen in any other psychosocial treatment. However,
if such participants are included in the investigation, it is
crucial to report this inclusion and balance the presence of
concurrent treatment across conditions. For any psycho-
logical or medical intervention variables included, the re-
search report should include statistical analyses to assess
main and interaction effects involving those variables on out-
come measures.

Diagnosis

In psychotherapy studies on the effects of an intervention on a
particular disorder, selection criteria for the central presenting
problem (typically, the principal diagnosis) are specified at the
outset of the study. Investigators need to indicate the system of
diagnosis used and the method for obtaining diagnoses. Most
therapy outcome studies conducted in the United States and
many other countries employ DSM-IV criteria and utilize pre-
viously developed semistructured interviews (e.g., the Struc-
tured Clinical Interview for DSM-IV Axis I Disorders: SCID;
First, Spitzer, Gibbon, & Williams, 1997; see also the Anxiety
Disorders Interview Schedule for DSM-IV: ADIS-IV; Di
Nardo, Brown, & Barlow, 1994) to arrive at the diagnoses. In
order to lower the likelihood of false positive diagnoses, relia-
bility checks and analyses are invaluable in reducing error
variance and increasing the validity of conclusions. In order
to perform reliability checks, ideally two independent inter-
views by different interviewers would be administered, and
reports should indicate acceptable levels of training and quali-
fications of the interviewers. Some diagnoses have high inter-
rater reliability, and thus dual interviews may be conducted on
only a randomly selected sample of potential clients (com-
monly around 20%). Other diagnoses, however, have low in-
terrater reliability and thus require dual interviews by separate
diagnostic assessors on every potential client. In these cases,
inclusion in the research study would be restricted to cases in
which both assessors agree on the diagnosis or staff discussion
and consensus takes place to resolve any disagreements.An al-
ternative to having two independent interviews is to conduct
only one interview and have a separate assessor listen to the
audiotaped interviews in order to make a diagnosis. Problems
with this approach, however, make this strategy undesirable.
First, this practice is insensitive to the possibility that clients
may change their answers from one interview to the next. In-
deed, in our own research laboratory, we have often found that,
upon hearing a question being asked a second time, clients re-
port that being asked the question the first time caused them to
think about it more carefully and thus arrive at a response dif-
ferent from the one they originally gave. Second, clients may
respond differently to different interviewers. Thus, although
dual interviews are more expensive and time consuming, they
greatly reduce the possibility of false positive diagnoses and
are particularly crucial for diagnostic categories known from
past research to have poor interassessor reliability.

When performing diagnoses on potential participants, re-
searchers should also assess the severity of the problem using
a valid and reliable measurement. Furthermore, the duration
of a problem should be assessed via interview, preferably by
more than one interviewer, in order to establish reliability of
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the client’s self-report. When possible, particularly in the
case of psychotherapy outcome research using children as
participants, corroborating evidence of severity and duration
of the problem should be obtained via reports from other
individuals who have had regular contact with the client.

The considerations outlined in this section are intended to
maximize the probability that client-participant characteris-
tics are equivalent across conditions and thus do not pose
rival hypotheses for why differences between conditions
were found. Attention to these considerations also helps to in-
crease the external validity of findings so as to make them
more generalizable to other settings. In addition to consider-
ing these important client-participant characteristics, investi-
gators should similarly pay attention to specific therapist
characteristics. These concerns are discussed in the following
section.

INDEPENDENT VARIABLE CONSIDERATIONS:
THERAPIST CONCERNS

Therapists’ characteristics introduce variables worthy of
attention in psychotherapy research. Their background, pre-
vious training, and prior experience both in general and with
regard to the current diagnosis under consideration and the
current treatment protocol should all be described. Treatment
providers are typically individually supervised by the princi-
pal investigator of the research study in order to ensure strict
adherence to the protocol and high-quality administration of
the interventions.

It is crucial for the internal validity of the investigation
that more than one therapist be employed to provide treat-
ment and that these therapists are crossed as a factor with
therapy conditions (i.e., each therapist treats an equal num-
ber of clients in each condition). Protocol clinicians bring
their own (highly numerous) individual qualities and char-
acteristics to the therapeutic process, thus introducing the
possibility of main or interaction effects based on those
variables. If only a single therapist is employed, limited
generalizability exists for the findings, and internal validity
would be compromised to the degree that this single set of
therapist characteristics interacts with conditions to yield
the observed between-condition differences. Employing
multiple therapists crossed with conditions increases exter-
nal validity and internal validity, allowing for the statistical
isolation of condition effects collapsed over the therapist
characteristics represented by the protocol clinicians. Inves-
tigators will also be able to statistically analyze for effects
involving the therapist factor. If there are main or interac-
tion effects, clues are provided for the future empirical

pursuit of what therapist characteristics were causatively in-
volved, leading to additional knowledge about mechanisms
of change.

Therapist bias in regard to preferences for one condition
of the experiment over another also introduces an important
potential confound in any intervention outcome study. Such
a bias may influence outcome by leading to subtle and un-
intentional systematic differences in the way treatment or
nonspecific processes occur across conditions. Thus, in
addition to balancing therapists across experimental condi-
tions, experimenters may want to obtain (early in therapy)
therapist ratings of how credible they perceive each treat-
ment condition to be and how much they expect their clients
to improve in each condition. Such a practice provides a
quantified means of assessing therapist bias, and equiva-
lence of ratings across conditions would increase internal
validity. On the other hand, if differential ratings are found,
there is also a rare but powerful and exciting possibility that
greater change occurs in the condition in which therapists
have the lowest expectations. This outcome is quite likely
when the therapists are newly trained in one method but
well-experienced in comparison conditions. If the unfamil-
iar experimental condition yields superior gains despite
therapist bias in favor of the other condition, then therapist
bias can be ruled out as a potential confound (cf. Paul,
1966, for an example). As mentioned previously, differential
quality of therapy due to therapist bias or differential expe-
rience is less of a danger in dismantling, additive, and para-
metric designs, due to the fact that clinicians are likely to be
equally experienced in all of the components of the design
and are cognizant of the fact that it is not yet known which
elements or parameters of an intervention are crucial to its
efficacy.

So far, we have outlined various independent variable
considerations associated with selection of a design, general
methodological concerns, as well as client-participant and
therapist concerns. The following section outlines considera-
tions associated with the selection and measurement of
dependent variables.

DEPENDENT VARIABLE CONSIDERATIONS

Multiple Domain Assessment

When assessing the amount of change exhibited by clients
undergoing therapy, it is important to use more than one
domain of assessment as well as more than one method of
assessment. Although relevance to the disorder and cost in
terms of time, expense, or availability will no doubt affect
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how many measures can be obtained, domains of assess-
ment would ideally include cognition, affect, behavior, and
physiology. Ascertaining the level at which participants are
functioning in each of these domains constitutes a more thor-
ough, comprehensive approach than does any one level in
isolation. By assessing multiple domains, the researcher will
also be able to determine whether change is occurring in a
broad range of areas or whether change is limited to a specif-
ically defined realm. NIMH has also begun to encourage out-
come researchers to investigate the effects of interventions
beyond mere symptom reduction. Thus, investigators are
asked to assess an intervention’s impact on a client’s broader
functioning in the world, such as physical health and social
role functioning.

It is also useful for investigators to rely on different
methods of assessing change. Pre- and posttherapy ques-
tionnaires, daily diaries, assessor ratings from interviews
and sessions, observational measures, third-person reports,
and physiological assessments provide just a sample of the
options available for a multimethod approach to assessing
change. Investigators can assess for a convergence or diver-
gence of findings both across the different domains of as-
sessment and across the different methods. Discrepancies
across the domains of assessment may provide important in-
formation regarding how best to improve the treatment
package in future investigations. For example, if a particu-
lar intervention yields significant behavioral changes but
fails to produce a change in cognitive or affective function-
ing, future modifications to the treatment protocol might
include previously absent techniques or more potent tech-
niques for targeting cognition (e.g., adding deeper cognitive
therapy) and emotion (e.g., adding deeper emotional pro-
cessing techniques).

In 1994, the American Psychological Association and
Vanderbilt University hosted the Core Battery Conference in
an effort to develop a standardized battery of measures in-
tended for use by psychotherapy outcome researchers. As
part of the conference, special attention was devoted to
reaching a consensus on the domains of assessment investi-
gators should measure when determining the efficacy of a
therapeutic intervention (see Horowitz, Strupp, Lambert, &
Elkin, 1997). These domains of assessment included (a) the
severity of the individual’s subjective distress; (b) the level of
impairment evident in the individual’s life functioning (e.g.,
in interpersonal relationships, self-care, and work); and
(c) the frequency of occurrence of an individual’s symptoms.
An examination of the individual’s self-evaluation and mal-
adaptive interpersonal behavior was also recommended for
investigators of therapies aimed at anxious and personality
disordered populations.

Assessors

Treatment outcome studies often require the employment of
several staff members for conducting diagnostic and other as-
sessment sessions as well as for collecting and managing the
vast amount of data typically associated with these studies.
These individuals also deserve special attention in planning
the methodology of an experiment. Assessors and data col-
lectors should always be kept blind to condition to avoid bi-
asing effects on or biased interpretations of the data procured
in the experiment. Such individuals should also be balanced
across conditions to avoid the potentially confounding factor
of assessor characteristics (analogous to crossing therapists
with conditions). Furthermore, because assessor characteris-
tics may introduce error variance for a particular client’s data,
the same individuals should be used to conduct all assess-
ments (i.e., pre-, post-, and follow-up assessments) for any
one client-participant in an effort to reduce such variance.

Follow-Up Assessment

In order to assess whether therapeutic changes are sustained
over time after treatment has ended, investigators need to
conduct follow-up assessments. This crucial phase of the
experiment is relatively low in cost and yields important in-
formation about whether observed posttreatment changes
are maintained. A minimum follow-up period of 1 year is
often recommended, although several studies have assessed
change up to 2 or 3 years after treatment has ended. It is a
good idea to include several follow-up assessments to
allow for detection of nonlinear trends. Thorough follow-up
measurement is ideal—that is to say, the same multiple
domain assessments employed at pretherapy and postther-
apy should be used at follow-up periods. Because further
psychological or pharmacological treatment subsequent to
the experimental trial and outside of the project can obvi-
ously affect follow-up improvements, investigators should
also assess types and frequencies of such interventions at
the follow-up interview. It is particularly important to ana-
lyze for between-group differences in these variables;
differential rates of subsequent treatment would indicate a
potential rival hypothesis regarding follow-up outcome
differences (or similarities) between compared conditions.
Follow-up outcome analyses may also be conducted com-
paring participants who did and did not receive further
treatment, as well as comparing conditions that in separate
analyses include and do not include clients who did receive
subsequent therapy.

The dependent variable considerations listed previously
help to ensure that the assessment of clients-participants is
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thorough and not subject to error variance. An additional con-
sideration related to dependent variables has to do with the
methods used by investigators when analyzing the data from
their studies. The next section details methods of analyzing
data from therapy outcome studies.

STATISTICAL ANALYSIS OF DATA

Many traditional and newly emerging statistical analyses
exist for the analysis of outcome data. The reader is referred
to chapters in this volume that provide a comprehensive
overview of those data-analytic techniques. In this section we
merely summarize a few traditional approaches commonly
used in past therapy research.

Before presenting outcome results, tests for condition
equivalence on pretherapy demographic and dependent vari-
ables need to be reported in order to ensure the absence of po-
tentially confounding differences between conditions prior to
the beginning of treatment. An important consideration when
conducting these analyses, however, is that there is often in-
sufficient power to detect moderate effect size differences
when comparing groups only on baseline measures. This is
due to the reduced group ns that are required as a result of re-
peated measures designs, such as those employed in therapy
outcome research. Thus, investigators are advised to practice
caution when concluding that groups did not differ on pre-
treatment variables, because in fact moderate differences
may actually exist.

After one has ensured that groups did not differ on
pretherapy variables, primary outcome analyses on base-free
measures of change should be conducted and reported. When
these analyses are performed, it is advisable to reduce as
much error variance as possible by removing the variation
shown by clients on pre-therapy scores from later assess-
ment scores. The most common choice is analysis of covari-
ance (ANCOVA). This analysis is advisable when initial tests
indicate that there were no differences in pretherapy scores,
and it is necessary when the tests indicate that differences did
exist. Random assignment typically prevents the emergence
of pretherapy differences, but it is unfortunate when such
differences do emerge. In these cases, using covariance-
adjusted postscores statistically removes the pretherapy score
influence. It should be noted, however, that this does not en-
sure that the clients in the different experimental conditions
were not psychologically different, even though their scores
were made to be mathematically equivalent. If clients differ
across conditions on any one characteristic, they may also be
different in other psychological processes and may therefore
respond to treatment differentially. Thus, when pretherapy

differences exist, investigators should exercise caution in
drawing conclusions on outcome results.

There are several statistical considerations to take into ac-
count when using multiple measures from multiple domains.
Some measures show significant condition effects merely be-
cause using a large number of measures capitalizes on chance
(Type I error), and this likelihood increases as the number of
measures utilized increases. Data analysts need to therefore
make adjustments. One option is to employ a Bonferroni ad-
justment (see Miller, 1981) in which the predetermined alpha
level is divided by the number of outcome measures to arrive
at a new alpha level for all analyses. This adjustment is
widely seen as overly conservative. An alternative is to use
Simes’ (1986) improved approach which provides adjusted
alpha levels which protect against Type I error but are less
stringent.

The best option, however, is to conduct multivariate
analyses of covariance (MANCOVA) on the set of main out-
come measures, particularly when the set of measures is
being included based on some underlying empirical or theo-
retical rationale. For example, it would be appropriate to use
MANCOVA when assessing multiple self-report measures
of anxious symptomatology. Separate MANCOVAs can be
run on sets of multiple measures reflecting areas of function-
ing that are not theoretically or empirically related to each
other. If the MANCOVA indicates that a significant condi-
tion effect is present, then the investigator has several op-
tions from which to choose when conducting post hoc
comparisons. Stevens (1996) outlines three possible post hoc
procedures, ranging from least to most conservative. The
least conservative approach is to analyze Hotelling T 2s and
univariate t tests, in which one first conducts all pairwise
multivariate tests (T 2s) to determine the pairs of groups that
differed on the set of dependent variables, and then conducts
individual univariate t tests (each at the .05 level) to deter-
mine the specific variables that are contributing to the multi-
variate pairwise differences from the first step. A moderately
conservative approach is to analyze all pairwise multivariate
tests as described above, and then construct a confidence
interval using Tukey’s simultaneous confidence interval tech-
nique in order to determine which variables are contributing
to each pairwise difference from the first step. Finally, the
most conservative approach is to create Roy-Bose simultane-
ous confidence intervals, a procedure in which all pairwise
and complex comparisons are examined for each dependent
variable of interest. Use of this more conservative procedure,
however, severely minimizes the amount of power in the
analyses, and thus Stevens argues against its use. For specific
examples of how to employ each of these follow-up proce-
dures, the reader is referred to Stevens (1996).
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Within-condition t tests are also useful for determining
whether a specific condition actually showed significant
change for any given dependent measure. This statistical
procedure is especially important for follow-up assessments
in order to ascertain whether a condition is generating in-
creased, maintained, or decreased improvement relative to
posttherapy levels.

Special consideration should be given to participants with
missing data. Investigators can usefully analyze the results
separately on (a) only clients without any missing data and
(b) all clients wherein missing data are replaced either by
regression-determined values or by using the client’s last
available assessment score (end point analysis). Of course,
the greater the amount of missing data, the less confident one
can be about one’s conclusions, especially if analyses with
and without clients having missing data yield different re-
sults. (For a detailed discussion of approaches to handling
missing data, the reader is referred to the chapter by Graham,
Cumsille, & Elek-Fisk in this volume.)

Finally, power analyses should be conducted in order to
verify a low probability of Type II error (see Cohen, 1988).
Insufficient power resulting from small sample sizes may
help to explain the absence of a difference between any two
conditions. (For a detailed discussion of power analyses, the
reader is referred to the chapter by Wilcox in this volume.)

As we have described in this section, several considera-
tions factor into the statistical analysis of data in psy-
chotherapy outcome research. An emerging recent concern,
however, has been that investigators demonstrate the practi-
cal significance of their interventions in addition to showing
statistical significance. In the next section, we present con-
siderations associated with demonstrating that a given inter-
vention leads to clinically significant change.

CLINICALLY SIGNIFICANT CHANGE

In psychotherapy outcome research, statistically significant
change does not necessarily imply clinical significance. Al-
though the convention in behavioral sciences and particularly
in treatment outcome research (Kazdin & Wilson, 1978;
Meltzoff & Kornreich, 1970) has been to employ statistical
significance tests with primary outcome measures to infer
whether differences exist between groups, such a practice
ignores the fact that statistical significance often has little
relation to the practical importance of the effect (Jacobson,
Follette, & Revenstorf, 1984). Furthermore, by relying on
statistical significance tests in order to determine the effec-
tiveness of treatment, information about the variability of
outcome among clients is de-emphasized, thus leaving no

way to determine the proportion of clients who benefited
from the treatment (Jacobson et al., 1984).

Thus, in addition to testing for the statistical significance
of a treatment, it is also important to assess to what extent
the therapy-induced change is of practical importance for the
client. Many researchers have thus advocated using clinical
significance as a criterion for evaluating the effectiveness of
psychotherapy. However, there has been much disagreement
in the field in regard to what constitutes clinical significance.
Some suggestions have included: improvement shown by a
large proportion of the clients (Hugdahl & Ost, 1981); a
change that is large in magnitude (Barlow, 1981); an improve-
ment in the everyday functioning of the client (Kazdin &
Wilson, 1978); an elimination of the presenting problem
(Kazdin & Wilson, 1978); and attaining a level of function-
ing that is indistinguishable from that of the nondeviant popu-
lation (Kazdin & Wilson, 1978; Kendall & Norton-Ford,
1982).

One common approach has been to calculate the percent-
age of clients in each condition who show an operationally
defined amount of improvement on a specified set of mea-
sures (also termed responder status). This measure of clini-
cally significant change is often arbitrarily set at 20% (i.e.,
clients achieved a 20% change from their scores at prether-
apy). Investigators differ in how many posttherapy measures
are considered in evaluating whether a given client is a re-
sponder, although most commonly investigators require that
a client show 20% improvement on the majority of main out-
come measures.

Responder status is an effective means of communicating
how many clients displayed at least some response to treat-
ment. However, it is a fairly weak means of assessing clini-
cally significant change. If reported, it should be combined
with the more stringent criterion of high end-state function-
ing, which is defined as the percentage of clients from each
condition that is now functioning at so-called normal levels
on a majority of main outcome measures. Here, normal is
typically defined as a posttherapy or follow-up score falling
within the normal or functional range. Operationally defined
normal functioning is often a score falling within one stan-
dard deviation of normative means or, in the absence of nor-
mative data, a score deemed normal on the basis of its face
validity (e.g., a daily diary anxiety score of 20 or less on a
0–100 point scale, where 20 was labeled as slight anxiety).
However, as Jacobson, Roberts, Berns, and McGlinchey
(1999) point out, the criteria chosen for such face valid mea-
sures are often arbitrary (e.g., Jansson & Ost, 1982) or highly
subjective (e.g., Barlow & Mavissakalian, 1981).

Jacobson et al. (1984) have proposed three potential
operational definitions of clinically significant change in
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functioning: (a) the level of functioning at posttherapy falls
outside the range of the dysfunctional population such that
the posttherapy score falls two standard deviations beyond
the mean (in the direction of functionality) for that pop-
ulation; (b) the level of functioning at posttherapy falls within
the range of the functional population such that functionality
begins at two standard deviations from the mean for the nor-
mal population; and (c) the level of functioning at postther-
apy suggests that the subject is statistically more likely to be
in the functional than in the dysfunctional population (i.e.,
the posttherapy score is statistically more likely to be drawn
from the functional than the dysfunctional distribution). The
authors suggest that definition (a) is a more stringent criterion
than (b) and that when the dysfunctional and functional dis-
tributions overlap, (c) is the best choice. In order to use these
criteria, however, norms need to be available on the distribu-
tions of functional and dysfunctional individuals. If norms
are unavailable (or if norms are available on a random sam-
ple of individuals such that both functional and dysfunctional
people are represented in the sample), the authors suggest
employing definition (a) in deciding the clinical significance
of a treatment (Jacobson et al., 1984; Jacobson & Truax,
1991). Importantly, however, Jacobson et al. (1999) stress
that any method of determining clinical significance can only
be as good as the psychometric properties of the instruments
of measurement.

In addition to defining clinically significant change, it is
important to know the degree of change that has taken place
as a result of therapy. To address this concern, Jacobson and
Truax (1991) suggest employing a reliable change index,
whereby the index is equal to the difference between the
pretest and posttest scores, divided by the standard error of
difference between the two test scores. Thus, in conjunction
with defining the functional performance of clients according
to the criteria above, the reliable change index provides a
measure for whether observed change is indicative of more
than mere measurement error.

In conclusion, reporting responder status and end-state
functioning is an effective means of characterizing the level
of clinically significant change from two different perspec-
tives. In addition, one may also want to consider both the
appropriate definition of functional performance and the reli-
able change index for an assessment of the degree of clinically
significant change elicited by an intervention. By reporting
the amount of clinically significant change, clients as con-
sumers are in a better position to make educated decisions
about which therapy will aid them in achieving clinically sig-
nificant—not merely statistically significant—improvement.
Additionally, scientific investigators will be able to ensure
that their treatment packages offer significant symptom

alleviation for clients while meeting the scientific goal of
establishing specific cause-and-effect conclusions about a
particular intervention.

Thus far, we have presented the various methodological
considerations associated with between-group psychotherapy
outcome research in terms of independent and dependent
variables as well as data analytic concerns. When combined,
these suggestions can yield highly controlled investigations
in which highly specific cause-and-effect conclusions can
be drawn. However, for various reasons such large studies
cannot always be conducted. In the following section, we
describe some of the commonly used small-N experimental
designs and discuss the strength of cause-and-effect conclu-
sions associated with each design.

SMALL-N EXPERIMENTAL DESIGNS

Between-group experimental designs are the most com-
monly used approaches to evaluating the efficacy of a ther-
apy. However, such highly controlled investigations may not
be conducive to research in applied settings, in which inves-
tigators may not have access to a large number of individuals
meeting the criteria for the same disorder or in which re-
sources may be limited. Moreover, scientists may wish to
conduct a rigorous scientific investigation with a small num-
ber of clients or evaluate the effectiveness of an approach in
a preliminary fashion with a few clients before embarking
on a large-scale, expensive between-group design. Finally,
there are times when the characteristics of the disorder (e.g.,
rare occurrence in the population) make it unlikely that a suf-
ficient number of participants will be available. For these
reasons, small-N designs are commonly instituted. It is pos-
sible and desirable for practicing clinicians to employ these
types of designs whenever possible both to evaluate their
therapy interventions and to contribute to science. In small-N
research, inferences are made about the effectiveness of
the treatment based on systematically presenting different
conditions to a single client-participant over time or to
different clients at systematically different times and track-
ing the clients’ progress during phases of the experiment.
Unlike most between-group investigations, small-N designs
require frequent assessments over time, sometimes as many
as several observations per day or week. The reason for this
requirement is that the investigator must examine the pattern
and stability of performance during each phase of the exper-
iment. Furthermore, because such designs often rely heavily
on behavioral assessments, they are most appropriate for
treatments targeting operant behavior and less so for emo-
tional (respondent) behavior.
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All small-N designs begin with a baseline assessment in
which the frequency, duration, and intensity of the behavior
under consideration are tracked and measured for several
days before treatment is implemented. These baseline data
serve as a prediction of what the client’s behavior would be
in the immediate future if the intervention were not insti-
tuted. It is important that the baseline measures show a stable
rate (i.e., absence of a slope in the data and little variability).
A slope would indicate that there is already a tendency for
the behavior to be increasing or decreasing over an assess-
ment period and thus changes observed after treatment im-
plementation would not be clearly interpretable. If there is
evidence of large variability (i.e., fluctuation over time) in
the baseline data, it will be more difficult to ascertain
changes due to treatment in the midst of such “noise.” The
most common small-N experimental designs include the
ABAB design, the multiple baseline design, and the chang-
ing criterion design.

ABAB Design

The ABAB design alternates the baseline condition (A) with
the intervention condition (B). Cause-and-effect inferences
can be drawn if the client’s functioning improves during the
B phase, reverts back in the direction of the baseline level
during the second A phase, and then again improves during
the second B phase. Kazdin (1998) offers variations on the
ABAB design such that if the implemented treatment (B)
fails to produce an improvement in functioning, the clinical
scientist may institute a different treatment (B2). Alternate in-
terventions (Bx) may be tested until a change in behavior is
detected. After a change in behavior has emerged, then the
no-intervention (A) phase should again be implemented and
followed again by the intervention (Bx). In every A or B
phase, it is important to wait until the behavior is stable be-
fore moving to the next phase.

The ABAB design presents a practical dilemma for the
clinical scientist. During the second A (baseline) phase of
the design, the client’s behavior must revert toward baseline
levels if causal inferences are to be unambiguously drawn.
However, from a clinical standpoint, this reversion in be-
havior is undesirable, given that a clinician hopes the
client’s behavior continues to improve or at least remains
stable even without continued intervention. From a scien-
tific standpoint, however, if the client’s behavior fails to
return to the original baseline during the second A phase, a
multitude of rival hypotheses exist for why the problematic
behavior improved during the intervention phase and
preclude drawing a cause-and-effect conclusion about the
intervention.

The most likely candidate for the ABAB design is a
problem behavior that is under the control of environmental
contingencies (i.e., operant or instrumental behavior). The
design is rarely possible with many types of emotional prob-
lems (i.e., respondent behavior). The advantage of the next
design is that it is suitable for experimental evaluations of
treatments for either operant or respondent behaviors.

Multiple Baseline Design

In the multiple baseline design, baseline data are collected
concurrently on two or more baseline targets, and the inter-
vention is applied to each target at systematically different
points in time. There are three basic versions of the multiple
baseline design, differing in what the multiple targets are:
(a) different behaviors within the same client; (b) the same
behavior among different clients; or (c) the same behavior
within the same client across different situations. Thus,
depending on the version of the design chosen, the behav-
ior, the client, or the situation is the variable that is targeted
for treatment applications at any given phase of therapy.
After the initial baselines are stable on all targets, the clinical
scientist implements intervention for one behavior, client, or
situation while leaving the other behavior(s), client(s), or sit-
uation(s) under baseline (nontreated) conditions. After the
treated target improves and stabilizes, treatment is then im-
plemented for the next behavior, client, or situation while
all measures continue to be administered. The clinician can
draw causal inferences if each target changes only when the
intervention is implemented and fails to change prior to
intervention.

Two considerations are important when conducting
multiple baseline research. First, one needs to implement
at least two baselines, but utilizing three or four baselines
may strengthen the validity of causal inferences. For ex-
ample, an investigator implementing an after-school inter-
vention with emotionally troubled children may choose
the same behavior across different children as the target. If
one child is administered the intervention, continued base-
line assessment must be performed on a minimum of one
other child. However, if the investigator collects baseline
data on two or three other children and observes that
the behavior remains stable in those children while the
treated child’s behavior improves, the strength of causal
inferences is stronger than it would be if only one other
child had been employed as a comparison. The investigator
can then go on to implement the treatment with a second
child while continuing to collect baseline data on the re-
maining two children and so on until all four children have
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been treated. By employing more than two baseline partic-
ipants, the investigator is able to assess whether those
behaviors still exposed to the baseline condition remain
stable and whether treatment initiation reliably results in
improvements in a replicable fashion. Thus, more confi-
dence exists in the inference that the intervention caused
the behavior change.

Second, it is essential that the targets be independent.
Because this design requires that a behavior changes when
and only when the treatment is implemented, investigators
need to ensure that change in one target will not likely yield
change in another target that is still being exposed to the
baseline condition. If the targets are interdependent such that
the effects of one target carry over to another, the clinician
will have less confidence in the conclusion that the interven-
tion caused the change in behavior.

Changing-Criterion Design

In the changing-criterion design, the baseline assessment is
followed by implementation of treatment, at which time a
predefined level of performance (i.e., a criterion) is estab-
lished. After the client’s performance meets or surpasses
the goal, the criterion is made more stringent. The criterion is
continuously changed until the final goal has been reached. If
the behavior changes as the criterion is changed, then it
is likely that the intervention and not some extraneous vari-
able caused the change. However, because extraneous
variables could still account for general change in any one
direction, the clinician may make bidirectional changes in
the criterion in order to assess whether the behavior follows
in the appropriate direction. The disadvantage of this practice
is that the client may begin to engage in the unwanted be-
havior again, a scientifically important change, but poten-
tially harmful clinically. It should be noted that such a design
is limited to demonstrating gradual as opposed to rapid
changes due to the need for a changing criterion (Kazdin,
1998).

A variety of more complex designs that make use of one or
more of the basic designs described previously and that allow
for outcome studies analogous to the dismantling, additive,
and parametric between-group designs are also available.
The interested reader is referred to Hersen and Barlow
(1977).

In this section, we have described the small-N ABAB,
multiple baseline, and changing-criterion designs, as well as
the methodological considerations associated with each of
these approaches. The following section provides a discus-
sion of the distinction between and considerations surround-
ing efficacy and effectiveness research.

SCIENTIFIC RESEARCH IN THE
NATURALISTIC SETTING

The present chapter has focused on the various experimental
approaches for evaluating the efficacy of therapeutic inter-
ventions and the methodological considerations necessary in
conducting such investigations. We have emphasized the im-
portance of employing rigorous scientific methodology in the
quest for increasingly specific cause-and-effect conclusions
from internally valid investigations. The types of studies that
we have been describing are often called efficacy studies and
are characterized by the high degree of methodological rigor
typical of clinical research conducted under controlled condi-
tions. Features of this kind of therapy research include the en-
rollment of carefully screened and diagnosed clients who are
given a specific number of therapy sessions in two or more
randomly assigned comparison conditions administered by
clinicians who have been thoroughly trained in each of the
highly operationally defined treatments that are described
in detail in protocol manuals, supervised closely by project
investigators, and checked for protocol adherence by inde-
pendent assessors listening to tape recordings of the therapy
sessions. All of these features are of course incorporated to
ensure the greatest degree of control over the experiment in
order to reduce error variance and to provide the most unam-
biguous conclusions from the investigation.

Among those who believe that therapy research is indeed
capable of directly answering applied questions like Is this
therapy effective? or Which therapy is most effective?, some
have argued that the results of efficacy investigations are not
relevant to the applied setting because they lack external va-
lidity (cf. Elliott, 1998). That is, the highly controlled and re-
strictive circumstances of efficacy studies are so unlike what
occurs in the real world of clinical intervention (e.g., hetero-
geneous clients with frequently complex problems and co-
morbid conditions, absence of protocol manuals defining
how to intervene, absence of supervision, and variable length
of treatment as determined by insurance policies or ability to
self-pay) that the results of rigorous efficacy experiments are
unlikely to generalize to actual clinical practice. If one is fo-
cused on the scientifically unanswerable questions about
therapy effectiveness (rather than on causal relationships),
then this criticism is well taken.

In the context of this criticism, a distinction is now often
made between efficacy investigations and what has been
termed effectiveness research (e.g., see Seligman, 1995).
Effectiveness research refers to therapy studies that are con-
ducted in real-world clinical settings. In such research, there
are often fewer or no restrictions on client participants (any-
one who comes to a clinic can participate), and participating
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therapists do not undergo any specialized training but admin-
ister their therapies as they usually do. Typically, the main
elements of the study that are controlled include the timing
and content of assessment materials used to measure out-
come and perhaps to measure client and therapist characteris-
tics. Such effectiveness research does have the advantage of
possessing greater external validity in the sense that it is more
representative of what typically occurs in practice settings
than is the case for typical clinical efficacy trials. Addition-
ally, this research approach does have the capability of
revealing potentially important correlational relationships
(e.g., assessing the predictive value of certain client charac-
teristics, therapist characteristics, and therapy process vari-
ables) that can lead the way to discovering critical moderator,
mediator, or predictor variables for further pursuit. Based on
a work group report (cf. Rush, 1998) arguing for the enor-
mous importance of obtaining valid findings about therapy in
actual clinical settings, the National Institute of Mental
Health has recently placed high priority on funding this type
of research.

Despite its potentially greater external validity, however,
three things need to be kept in mind about effectiveness
research. First, generalizability problems do not disappear.
There is no guarantee that the results discovered in one clini-
cal setting with its types of clients, therapists, and procedures
will generalize to other clinical settings that have somewhat
different characteristics. Thus, it is critical that the investiga-
tor document and report those characteristics and procedures
in order to help other researchers and clinicians to evaluate
the potential relevance of the results to their own settings.
Second, the best that effectiveness research (as it is typically
performed) is able to provide is the discovery of correla-
tional, and not cause-and-effect, relationships. Experimental
designs and carefully controlled methodologies are required
for causative conclusions. Finally, there is a danger in effec-
tiveness studies that any demonstration of significant im-
provement among client participants may be erroneously
attributed to the provision of therapy. As we have seen
throughout this chapter, such a conclusion is not possible,
given the large number of reasonable alternative explanations
for such an outcome. Without a comparison condition that
holds certain potential causes (e.g., history, maturation, pro-
vision of a sympathetic listener) constant, there is no way to
conclude unambiguously that therapy was the actual cause of
any of the observed changes. Findings that possess no inter-
nal validity are of no use, regardless of how much external
validity the study has.

Despite our obvious bias toward carefully controlled ther-
apy investigations that are focused on discovery of causal
relationships (because that is indeed the only outcome that

scientific research can yield by its very nature, cf. Borkovec &
Castonguay, 1998), it is important to point out a critical
role for applied research. Local clinical sites can conduct
research studies that are aimed at improving the quality of
their services, even if such research is designed in a way that
does not allow the types of unambiguous causal inferences
generated by the rigorous designs and methodologies
described in this chapter. One could, for example, assess client
and therapist characteristics and correlate these variables
with client outcomes to search for potential predictors of
therapeutic gains, compare masters-level therapists to PhD
therapists within an agency, contrast the improvements
observed in clients who have received psychotherapy as
customarily delivered in the agency to clients who are given
medication for their psychological problems, or even compare
the outcomes of clients who happened to have received
(nonrandomly) different forms of psychotherapy (a compara-
tive design) offered by different therapists within the agency.
Clinical sites conducting such research can use such informa-
tion to identify and make increasing use of the types of
services that are found to be associated with maximal client
outcomes. It may not matter to the researchers what the causal
elements are for maximized change; they merely wish to
determine the best services for their clientele and to constantly
improve those services. In conducting such research, two
points need to be kept in mind. First, conclusions reached by
such investigations are limited in generality only to the partic-
ular clinical site involved. Second, even for these local
conclusions, because many rival hypotheses remain, causal
conclusions are not possible. Consequently, the results do
not contribute to basic knowledge in the field. Even more
important, however, is that one cannot be certain that the vari-
ables investigated and found to be associated with better
outcomes are indeed the reason for (i.e., the cause of) the
superior improvements. Thus, maximizing their use in one’s
clinical service may not actually result in the desired incre-
ments in client change. Continued evaluation of those vari-
ables would, however, provide the necessary feedback to
allow continuing evolution of services being administered.
The reader is referred to texts by Newcomer (1997); Shadish,
Cook, and Campbell (2002); and Bickman and Rog (1998) for
information on designs, methodologies, and considerations
pertaining to applied research.

On the other hand, a new and growing movement
has been occurring within the field of clinical psychology
that gives promise to the creation of psychotherapy re-
search that can maximize both internal and external validity.
Practice research networks are being organized within prac-
tice communities and mental health agencies wherein a
common core assessment battery will be administered and
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collaborative research efforts between practicing clinicians
and clinical scientists will be established. The creation
of such a research infrastructure will provide great opportu-
nities for clinically relevant research within the naturalis-
tic setting on a large scale. The greater optimism in this
movement comes, however, from a growing recognition
that experimental studies are both necessary and possible
within such an infrastructure (cf. Borkovec, Echemendia,
Ragusea, & Ruiz, 2001). Although it remains to be seen how
this approach to clinical research unfolds, there is the real
possibility in the near future that well-designed practice re-
search networks will be established maximizing both inter-
nal and external validity in their research efforts, and that as
a consequence considerable basic knowledge about psy-
chopathology and therapeutic change mechanisms will
emerge that can contribute to the development of increas-
ingly effective forms of intervention.

CONCLUSIONS

Like any experiment, the goal of a psychotherapy outcome
investigation is to establish cause-and-effect conclusions.
Such conclusions are achievable by instituting experimental
designs in which all variables are held constant except the
single variable of interest. Additionally, through the use of
the strong inference approach, investigators can repeatedly
construct rival hypotheses about observed relationships be-
tween variables and are thus well equipped to uncover in-
creasingly specific cause-and-effect conclusions about those
relationships. Ultimately, through the use of this procedure
and a methodologically rigorous approach to outcome re-
search, investigators can obtain highly specific pieces of
knowledge about a single observed relationship.

Although the no-treatment and common factors compari-
son designs do hold constant some important variables
that may contribute to observed change, we have shown why
their employment does not allow for an examination of the
active ingredients of a treatment package. Additionally, the
comparative design contains a large number of threats to
internal validity and thus its use is problematic if one’s goal
is to establish specific cause-and-effect relationships between
variables. We have demonstrated throughout the present
chapter that the scientific ideal of holding constant all vari-
ables except the single variable of interest is best achieved by
instituting the component control (dismantling), additive
(constructive), catalytic, and parametric designs in an effort
to establish causal conclusions about the mechanisms of
change and the basic nature of a particular psychological
condition.

We have also described the various methodological con-
siderations that must be taken into account when conducting
psychotherapy outcome investigations. The application of
these prescriptions (e.g., random assignment within waves,
equation of session parameters, the use of detailed therapy
manuals, integrity checks, expectancy and credibility checks,
a standardized approach to diagnosis, crossing therapists
with conditions) strengthens the specificity of causal conclu-
sions by holding important variables constant within and
between conditions. Important dependent variable considera-
tions (e.g., assessment multiple domains of functioning,
conducting follow-up assessments, assessing clinically sig-
nificant change) ensure that investigators gather quality data
that will reflect the changes caused by a given intervention. 

Finally, we have outlined other scientific approaches to as-
sessing change, particularly in smaller groups of individuals.
Such investigations are useful in treating infrequently occur-
ring conditions or in conducting preliminary research on
potential cause-and-effect relationships in psychotherapy.
Finally, conducting methodologically rigorous studies in
naturalistic settings may optimize internal and external valid-
ity and contribute to basic knowledge about psychological
disorders and mechanisms of change.

By using a basic science approach to psychotherapy out-
come investigations and thus making the ultimate goal of
such investigations the establishment of highly specific
cause-and-effect conclusions, we consequently are able to
discover increasingly effective ways of treating individuals
who are suffering from psychological problems. It is pre-
cisely through upholding these rigorous scientific ideals that
we are able to uncover the specific nature of disorders and the
mechanisms of change necessary to alleviate the symptoms
associated with them.

APPENDIX: CHECKLIST OF RECOMMENDATIONS
FOR INVESTIGATORS OF PSYCHOTHERAPY
OUTCOME RESEARCH

1. Decide what type of design will be employed (no-
treatment, common factors, component control, additive,
catalytic, or parametric). The more elements held
constant across conditions, the more specific the cause-
and-effect conclusions that can be drawn from the design.

2. Investigators should conduct power analyses to deter-
mine sample size.

3. Participants should be randomly assigned to conditions.
Block random assignment within waves should be
employed if participants are entering the study over an
extended period of time.
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4. Conditions should be matched on length, number, and
frequency of sessions. For dismantling and additive
designs, a common factors component must be added to
single-component conditions in order to equate them on
length of sessions with the multicomponent condition.

5. Protocol manuals should be used to operationalize the
independent variable of the investigation. They should
include an outline of the rationale for treatment, theoret-
ical foundations of the therapy, and session-by-session
goals and techniques when possible.

6. Integrity and adherence checks should be performed on
20–25% of randomly selected tapes from each condition
of the study. Raters blind to condition should categorize
each therapist utterance against a checklist of allowed
and not-allowed techniques and utterances. Investigators
should make a priori decisions regarding the number of
protocol breaks allowed before a client’s data will be
excluded from the analyses.

7. Conditions should not differ in terms of clients’
expectancy to change or how credible they think the
rationale for treatment is. Thus, credibility-expectancy
scales should be administered after the rationale for
treatment has been provided (usually after the first
session).

8. Conditions should be equal in terms of how many clients
have discontinued treatment while it is being adminis-
tered, as well as how many clients have been lost during
the follow-up period of assessment.

9. Sources of participants (i.e., referrals from private practi-
tioners, self-referrals by clients, responses to media
advertisements) should be equally distributed across
conditions.

10. Demographic characteristics (e.g., age, marital status,
level of education, ethnicity) should be equivalent across
conditions.

11. Inclusion and exclusion criteria should be specified before
patient recruitment begins. Comorbidity of disorders
should be equivalent across conditions. Exclusion of co-
morbid disorders presents a limit to the generalizability of
findings; however, a more homogeneous sample reduces
the amount of error variance present.

12. To assess the representativeness of the sample under
investigation, investigators should track reasons for
participant exclusion.

13. Severity and duration of the problem should be assessed,
reported, and balanced across conditions.

14. Concurrent or past treatment must be balanced across
conditions and reported.

15. For investigations of specific diagnostic groups, opera-
tional definitions of the system employed to make diag-
noses should be specified, and reliability checks on
diagnoses should be conducted and reported.

16. Therapist characteristics should be described, and more
than one therapist must be employed.

17. Therapists should treat an equal number of clients in
each condition.

18. Therapist bias should be assessed and reported. Such rat-
ings should be equivalent across conditions.

19. Multiple domains of patient functioning (e.g., cognitive,
affective, behavioral, physiological) should be assessed,
and these assessments should take several forms (e.g.,
self-report, observational, physiological).

20. Assessors and data collectors should be kept blind to
condition and should be balanced across conditions. Fur-
thermore, the same individuals should be used to conduct
all assessments for any one client in order to reduce error
variance.

21. Follow-up assessment(s) of at least 1 year should be con-
ducted in order to determine the degree of maintenance
of change. Several follow-up assessments should be em-
ployed to allow for the detection of nonlinear trends, and
each assessment should include multiple domains.

22. Statistical tests for condition equivalence on pretherapy
variables should be conducted and reported. Nonequiv-
alence on any variables represents a potential rival
hypothesis for differential change between conditions.

23. Statistical correction methods for multiple tests (e.g.,
Bonferroni correction) must be employed when multiple
measures from multiple domains are analyzed.

24. Analyze between-condition effects using MANCOVA on
the set of main outcome measures.

25. Within-condition statistical tests should be employed to
determine the degree of change from pretreatment to
posttreatment and follow-up assessment periods.

26. Sufficient power must be demonstrated before an equiv-
alence between conditions is interpreted as indicating a
true absence of differences.

27. Operational definitions of clinically significant change
should be analyzed and reported.

REFERENCES

Agras, W. S., Schneider, J. A., Arnow, B., Raeburn, S. D., & Telch,
C. F. (1989). Cognitive-behavioral and response-prevention
treatment for bulimia nervosa. Journal of Consulting and Clini-
cal Psychology, 57, 215–221.

schi_ch09.qxd  9/6/02  12:19 PM  Page 238



References 239

Alexander, L. B., & Luborsky, L. (1986). The Penn helping
alliance scales. In L. S. Greenberg & W. M. Pinsoff (Eds.), The
psychotherapeutic process: A research handbook. New York:
Guilford.

APA Task Force on Promotion and Dissemination of Psychological
Procedures (1995). Training in and dissemination of empirically-
validated psychological treatments: Report and recommenda-
tion. The Clinical Psychologist, 48, 3–23.

Barlow, D. H. (1981). On the relation of clinical research to clinical
practice: Current issues, new direction. Journal of Consulting
and Clinical Psychology, 49, 147–155.

Barlow, D. H., & Mavissakalian, M. (1981). Directions in the
assessment and treatment of phobia: The next decade. In M.
Mavissakalian & D. H. Barlow (Eds.), Phobia: Psychological and
pharmacological treatments (pp. 199–245). New York: Guilford.

Basham, R. B. (1986). Scientific and practical advantages of com-
parative design in psychotherapy outcome research. Journal of
Consulting and Clinical Psychology, 54, 88–94.

Bickman, L., & Rog, D. J. (Eds.). (1998). Handbook of applied
social research methods. Thousand Oaks: Sage.

Borkovec, T. D., Alcaine, O., & Behar, E. (in press). Avoidance
theory of worry and generalized anxiety disorder. In R. G.
Heimberg, C. L. Turk, & D. S. Mennin (Eds.), Generalized anx-
iety disorder: Advances in research and practice. New York:
Guilford.

Borkovec, T. D., & Castonguay, L. G. (1998). What is the scientific
meaning of “empirically supported therapy”? Journal of Con-
sulting and Clinical Psychology, 66, 136–142.

Borkovec, T. D., & Costello, E. (1993). Efficacy of applied relax-
ation and cognitive-behavioral therapy in the treatment of gener-
alized anxiety disorder. Journal of Consulting and Clinical
Psychology, 61, 611–619.

Borkovec, T. D., Echemendia, R. J., Ragusea, S. A., & Ruiz, M.
(2001). The Pennsylvania Practice Research Network and future
possibilities for clinically meaningful and scientifically rigorous
psychotherapy research. Clinical Psychology: Science and Prac-
tice, 8, 155–168.

Borkovec, T. D., & Nau, S. D. (1972). Credibility of analogue ther-
apy rationales. Journal of Behavior Therapy and Experimental
Psychiatry, 3(4), 257–260.

Borkovec, T.  D., & Onken, L. (in press). Recommendations for the
use of placebos in clinical trials to test behavioral interventions.
In A. Kleinman, H. Guess, L. Engel, & J. Kusek (Eds.), The sci-
ence of placebo: Toward an interdisciplinary research agenda.
London: British Medical Journal Press.

Borkovec, T. D., Robinson, E., Pruzinsky, T., & DePree, J. A.
(1983). Preliminary exploration of worry: Some characteristics
and processes. Behaviour Research and Therapy, 21, 9–16.

Borkovec, T. D., & Sides, J. K. (1979). The contribution of relax-
ation and expectancy to fear reduction via graded, imaginal ex-
posure to feared stimuli. Behaviour Research and Therapy, 17,
529–540.

Butler, G., Fennell, M., Robson, P., & Gelder, M. (1991). Compari-
son of behavior therapy and cognitive behavior therapy in the
treatment of generalized anxiety disorder. Journal of Consulting
and Clinical Psychology, 59, 167–175.

Campbell, D. T., & Stanley, J. C. (1963). Experimental and quasi-
experimental designs for research. Chicago: Rand-McNally.

Castonguay, L. G. (1993). “Common factors” and “nonspecific vari-
ables”: Clarification of the two concepts and recommendations
for research. Journal of Psychotherapy Integration, 3, 267–286.

Chambless, D. L., Sanderson, W. C., Shoham, V., Johnson, S. B.,
Pope, K. S., Crits-Christoph, P., Baker, M., Johnson, B., Woody,
S. R., Sue, S., Beutler, L., Williams, D. A., & McCurry, S.
(1996). An update on empirically validated treatments. The
Clinical Psychologist, 49, 5–18.

Cohen, J. (1988). Statistical power analysis in the behavioral
sciences (2nd ed.). Hillsdale, NJ: Erlbaum.

DiNardo, P. A., Brown, T. A., & Barlow, D. H. (1994). Anxiety
Disorders Interview Schedule for DSM-IV. Albany, NY:
Graywind.

Elkin, I., Shea, M. T., Watkins, J. T., Imber, S. D., Sotsky, S. M.,
Collins, J. F., Glass, D. R., Pilkonis, P. A., Leber, W. R.,
Docherty, J. P., Fiester, S. J., & Parloff, M. B. (1989). National
Institute of Mental Health Treatment of Depression Collabora-
tive Research Program: General effectiveness of treatments.
Archives of General Psychiatry, 46, 971–982.

Elliott, R. (1998). Editor’s introduction: A guide to the empirically
supported treatments controversy. Psychotherapy Research, 8,
115–125.

First, M. B., Spitzer, R. L., Gibbon, M., & Williams, J. B. W. (1997).
Structured Clinical Interview for DSM-IV Axis I Disorders –
Clinician Version (SCID-CV). Washington, DC: American Psy-
chiatric Press.

Frank, J. D. (1971). Therapeutic factors in psychotherapy. American
Journal of Psychotherapy, 25, 350–361.

Hersen, M., & Barlow, D. H. (1977). Single case experimental
designs: Strategies for studying behavior change. Oxford,
England: Pergamon.

Horowitz, L. M., Strupp, H. H., Lambert, M. J., & Elkin, I. (1997).
Overview and summary of the core battery conference. In H. H.
Strupp, L. M. Horowitz, & M. J. Lambert (Eds.), Measuring
patient changes in mood, anxiety, and personality disorders:
Toward a core battery (pp. 11–54). Washington, DC: American
Psychological Association.

Hugdahl, K., & Ost, L. (1981). On the difference between statistical
and clinical significance. Behavioral Assessment, 3, 289–295.

Jacobson, N. S., Follette, W. C., & Revenstorf, D. (1984). Psy-
chotherapy outcome research: Methods for reporting variability
and evaluating clinical significance. Behavior Therapy, 15,
336–352.

Jacobson, N. S., Roberts, L. J., Berns, S. B., & McGlinchey, J. B.
(1999). Methods for defining and determining the clinical
significance of treatment effects: Description, application, and

schi_ch09.qxd  9/6/02  12:19 PM  Page 239



240 Psychotherapy Outcome Research

alternatives. Journal of Consulting and Clinical Psychology,
67(3), 300–307.

Jacobson, N. S., & Truax, P. (1991). Clinical significance: A statisti-
cal approach to defining meaningful change in psychotherapy
research. Journal of Consulting and Clinical Psychology, 59,
12–19.

Jansson, L., & Ost, L. (1982). Behavioral treatments for agorapho-
bia: An evaluative review. Clinical Psychology Review, 2,
311–336.

Kazdin, A. E. (1992). Research design in clinical psychology
(2nd ed.). Needham Heights, MA: Allyn & Bacon.

Kazdin, A. E. (1998). Research design in clinical psychology
(3rd ed.). Needham Heights, MA: Allyn & Bacon.

Kazdin, A. E., & Wilson, G. T. (1978). Evaluation of behavior ther-
apy: Issues, evidence, and research strategies. Cambridge, MA:
Ballinger.

Kendall, P. C., & Norton-Ford, J. D. (1982). Therapy outcome
research methods. In P. C. Kendall & J. N. Butcher (Eds.),
Research methods in clinical psychology (pp. 429–460). New
York: Wiley.

Lettieri, D. J. (1992). A primer of research strategies in alcoholism
treatment assessment. Rockville, MD: National Institute on
Alcohol Abuse and Alcoholism (NIAAA).

Meltzoff, J., & Kornreich, M. (1970). Research in psychotherapy.
New York: Atherton.

Miller, R. G. (1981). Simultaneous statistical inference (2nd ed.).
New York: Springer-Verlag.

Newcomer, K. E. (Ed.). (1997). Using performance measurement
to improve public and nonprofit programs. Jossey-Bass: San
Francisco.

Parloff, M. B. (1986). Placebo controls in psychotherapy research:
A sine qua non or a placebo for research problems? Journal of
Consulting and Clinical Psychology, 54, 79–87.

Paul, G. L. (1966). Insight vs. desensitization in psychotherapy: An
experiment in anxiety reduction. Stanford, CA: Stanford Univer-
sity Press.

Platt, J. R. (1964). Strong inference. Science, 146, 347–353.

Rush, A. J. (1998). Bridging science and service. The National
Advisory Mental Health Council’s Clinical Treatment and
Services Research Workgroup report. Washington, DC: National
Institute of Mental Health.

Sanderson, W. C., DiNardo, P. A., Rapee, R. M., & Barlow, D. H.
(1990). Syndrome comorbidity in patients diagnosed with a
DSM-III—R anxiety disorder. Journal of Abnormal Psychology,
99(3), 308–312.

Seligman, M. E. P. (1995). The effectiveness of psychotherapy:
The Consumer Reports study. American Psychologist, 50,
965–974.

Shadish, W. R., Cook, T. D., & Campbell, D. T. (2002). Experimen-
tal and quasi-experimental design for generalized causal infer-
ence. Boston: Houghton Mifflin.

Simes, R. J. (1986). An improved Bonferroni procedure for multiple
tests of significance. Biometrika, 73, 751–754.

Stevens, J. (1996). Applied multivariate statistics for the social
sciences (3rd ed.). Hillsdale, NJ: Erlbaum.

Strupp, H. H., & Anderson, T. (1997). On the limitations of therapy
manuals. Clinical Psychology: Science and Practice, 4(1),
76–82.

Suh, C. S., Strupp, H. H., & O’Malley, S. S. (1986). The Vanderbilt
Process Measures: The Psychotherapy Process Scale (VPSS)
and the Negative Indicators Scale (VNIS). In L. S. Greenberg &
W. M. Pinsoff (Eds.), The psychotherapeutic process: A research
handbook. New York: Guilford.

schi_ch09.qxd  9/6/02  12:19 PM  Page 240



CHAPTER 10

Health Psychology

TIMOTHY W. SMITH

241

THE SCOPE AND COMPLEXITY OF HEALTH
PSYCHOLOGY RESEARCH 242
Three Domains of Health Psychology 242
Levels of Analysis and the Biopsychosocial Model 243
Health and Disease Across the Life Span 244
Multiple Contexts of Health Psychology Research 245
Methodological Implications of the Scope and Complexity

of Health Psychology 245
HEALTH BEHAVIOR AND RISK REDUCTION 246

Conceptualizing and Measuring Outcomes in Health
Behavior Research 246

Testing Health Behavior Models 247
Behavioral Risk Reduction and Preventive

Interventions 249
STRESS AND DISEASE 251

Epidemiological Studies of Psychosocial Risk 252
Animal Models 255

Psychobiological Mechanisms 256
Stress and Risk-Reducing Intervention Research 258

PSYCHOSOCIAL ASPECTS OF MEDICAL ILLNESS
AND CARE 259
Impacts of Acute and Chronic Illness 259
Predictors of Impact 260
Design and Evaluation of Adjunctive Interventions 260

GENERAL ISSUES 261
The Active Use of Conceptual Models 261
Design and Sampling 262
Evaluating Intervention Outcomes 262
Communication 265

METHODOLOGICAL CONSIDERATIONS IN THE FUTURE
OF HEALTH PSYCHOLOGY 265

REFERENCES 265

Health psychology can be defined as the application of theo-
ries, methods, and research findings in basic and applied psy-
chology to the study and promotion of physical health. As in
the closely related interdisciplinary field of behavioral medi-
cine, health psychology is founded on the assumption that
psychological factors and physical health are reciprocally
determined. For example, daily habits (e.g., exercise, diet),
psychological processes (e.g., emotions), individual differ-
ences (e.g., personality traits), social relationships, and levels
of functional activity both influence and are influenced by
physical health. Unlike other applied subdisciplines (e.g.,
clinical and counseling psychology), health psychology con-
cerns emotional health and adjustment only to the extent that
they are influences on or consequences of physical diseases
or disorders.

Health psychology formally emerged in the 1970s, culmi-
nating in the establishment of the Division of Health Psychol-
ogy (38) of the American Psychological Association in 1978
(Wallston, 1997). It was preceded by and still enjoys close as-
sociations with a variety of psychological fields, including

pediatric psychology, rehabilitation psychology, and psy-
chophysiology. In its development, health psychology has
drawn heavily—in terms of concepts, methods, and
existing literature—from these and other psychological fields,
especially clinical, social, personality, experimental, and phys-
iological psychology. During the same period, the interdisci-
plinary field of behavioral medicine was formally established
(G. E. Schwartz & Weiss, 1978). It addresses overlapping con-
cerns, but includes methods, accumulated knowledge, re-
searchers, and practitioners from fields beyond psychology,
especially medicine, epidemiology, public health, genetics,
nursing, and other health professions and sciences. The roots
of health psychology and behavioral medicine can be traced
through older related fields (e.g., psychosomatic medicine),
many specific developments in biomedical and behavioral sci-
ence over the preceding 50 years, and the steady expansion of
psychology’s role in medical education and health care. How-
ever, research and application at this interface have expanded
at a remarkable rate since 1980, to the point that health is a pri-
mary focus in psychology and psychological considerations
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are increasingly common in biomedical research and health
services.

Given its evolution from other fields in psychology and its
location at the intersection of behavioral and biomedical
science, health psychology utilizes a very broad array of re-
search methods. This breadth of topics and methods may
indeed be the most daunting challenge to health psychology
researchers and consumers of their work. There are few, if
any, specific methods that are truly unique to the field. Most
of the topics covered in this volume, for example, are rele-
vant to health research. Hence, broad traditional methodolog-
ical training is a prerequisite for this work. Yet the application
of traditional psychological methods to problems of physical
health and illness poses many complex challenges. 

This chapter provides an overview of these issues. It
begins with a discussion of the scope and context of health
psychology research, as these are critical background consid-
erations in the design and evaluation of research in the field.
Next, key methodological issues in each of the three central
topics or domains of the field are addressed—the role of
behavior (e.g., smoking, physical activity levels) in the de-
velopment and prevention of disease, the role of stress and
emotion as more direct psychobiological influences on dis-
ease, psychological aspects of acute and chronic illness and
medical care, and the effects of psychosocial interventions as
additions to traditional care. The chapter concludes with a
review of classic issues in research design and methodology
as they relate to health psychology, followed by a discussion
of emerging and future issues. Although a thorough review of
research methods in health psychology would itself require a
sizable volume and hence is well beyond the scope of this
chapter, it is possible to introduce and illustrate the unique
methodological challenges and opportunities in this rapidly
evolving field. Indeed, one very appropriate goal of this chap-
ter could be to facilitate the application of the other topics
covered elsewhere in this volume to the specific domain of
health and disease.

THE SCOPE AND COMPLEXITY OF HEALTH
PSYCHOLOGY RESEARCH

As this volume describes, methodological principles can be
articulated in the abstract, but their effective use requires a
nuanced understanding of the specific application. The
strengths and weaknesses of any specific study design and the
value of its contribution depend heavily on the content and
context of the question. That context involves not only the
state of the prior literature on the topic, but also the broader
issues and perspectives in which it is embedded. Both the

content and context of health research are often unfamiliar to
students, practitioners, and consumers of behavioral science.
As a result, even researchers with considerable experience in
other psychological fields can have considerable difficulty
in applying their skills to the interface of the behavioral and
biomedical sciences.

Three Domains of Health Psychology

The variety of research questions in health psychology can be
organized into three broad and interconnected topics. The
first—health behavior and risk reduction—examines the
effects of daily habits and other behaviors (e.g., smoking, in-
activity, diet) on the risk of physical disease. After reliable
behavioral risk factors are identified, subsequent research
examines possible moderators of their effects (e.g., gender,
family history of specific diseases, ethnicity, etc.), in order to
identify population subgroups for whom these behavioral
risks are particularly dangerous. Other studies examine the
multiple determinants of these behavioral risk factors. These
determinants of health behavior can include a broad range of
factors, ranging from cultural, economic, and social factors
(e.g., socioeconomic status, education, ethnicity), to intra-
individual psychosocial factors (e.g., belief, attitudes) and
even biological influences (e.g., biochemistry of addiction).
Research on the nature, moderators, and determinants of be-
havioral risk factors guides the development and evaluation of
risk reducing interventions. Intervention research of this types
asks two basic questions. First, What interventions are effec-
tive in changing health behavior and maintaining these
changes? Second, Do these interventions reduce the incidence
of disease? The most common intervention approaches run the
full range from traditional psychological treatments with
individuals (e.g., counseling, behavior therapy) to population-
based interventions (e.g., public education, policy, or advertis-
ing campaigns). Although a few specific behaviors have
received the most attention because of their central role in the
most common causes of morbidity and mortality (e.g., smok-
ing, diet, exercise), interventions address a very wide variety
of end points—from the use of seatbelts and sunscreen to
participation in health risk screenings.

In addition to psychological effects on health and illness
through the pathway of lifestyle and health behavior, the sec-
ond major topic in the field—stress and health, or psychoso-
matics—concerns more direct psychobiological influences
on disease. Perhaps the oldest issue at the interface of bio-
medical and behavioral science concerns the effect of stress,
negative emotions, and related characteristics of people (e.g.,
personality traits) and their social environments (e.g., isola-
tion vs. support) on the development and course of physical
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disease. Studies in psychosocial epidemiology examine the
effects of such risk factors on the incidence of disease in ini-
tially healthy populations, and their impact on the course of
disease among individuals with a specific, established condi-
tion. These risk factors range from broad—higher-order
factors such as socioeconomic status to characteristics of in-
dividuals, such as personality and emotional adjustment.
After psychosocial risk factors (e.g., social isolation, chronic
anger, hostility) have been identified, other research exam-
ines the mechanisms underlying these statistical associations.
If the behavioral or lifestyle mechanisms described previ-
ously do not account fully for these associations, the primary
focus of mechanism studies becomes the psychobiological
correlates of psychosocial risk factors that could plausibly
affect the pathophysiology of a given disease. In a maturing
bio-behavioral science, these mechanisms are informed by
basic research in medical physiology and closely tied to cur-
rent research on the pathophysiology of specific diseases. In
addition to human epidemiological and clinical research on
psychosocial risk factors and human psychobiological re-
search on the underlying mechanisms, research in this area
often utilizes animal models that permit stronger experimen-
tal tests of psychosocial influences on disease and more
definitive albeit invasive evaluations of underlying mecha-
nisms. Animal research permits tests that would be obviously
unethical in humans, but the issue of generalizability to
human disease is a central concern. Ultimately, psychoso-
matic research in this area guides the development and eval-
uation of interventions (e.g., stress management) intended to
prevent or manage disease through the disruption of un-
healthy psychobiological processes or through the promotion
of stress-buffering resources.

This latter type of intervention research could also be
considered an example of the third major topic in health
psychology—psychosocial aspects of physical illness and
medical care. Research in this area examines the psychoso-
cial impact (e.g., emotional functioning, functional activity
levels, pain) of physical illness and other medical events on
patients and their families. Not all people with a given type
and severity of disease experience the same psychosocial im-
pact. Hence, the determinants of individual differences in
these impacts is an important topic in this area, as it identifies
high risk groups in need of assistance and guides the devel-
opment and evaluation of interventions designed to maxi-
mize functioning and well-being. A related topic addresses
the psychosocial impact of standard medical and surgical
care, again with the ultimate goal of maximizing benefits and
minimizing the negative consequences and side effects of
these regimens and procedures. In many cases (e.g., diabetes),
the standard medical care of a condition is largely behavioral,

such as modifications in diet, activity levels, and adherence to
prescribed medical regimens. The effectiveness of these
approaches and the identification of potentially modifiable
determinants of their effectiveness are important topics in
health psychology research, as such research can help to
maximize the effectiveness of standard care. Finally, the
effects of psychosocial additions or even alternatives to tradi-
tional medical and surgical care are an increasingly important
topic.

This brief review illustrates the relevance of traditional
methodological topics in psychology to research in health
psychology. Psychological, behavioral, and psychophysio-
logical assessment, measurement and analysis of determi-
nants of such variables, and the evaluation of behavioral
interventions are essential elements of the field. However,
transposing these traditional methodologies to the “new key”
of health and illness is a complex process, especially in light
of the wide range of risk factors, medical conditions, and in-
tervention approaches included in the field.

Levels of Analysis and the Biopsychosocial Model

During the emergence of health psychology and behavioral
medicine, Engel (1977) described important limitations of the
traditional biomedical model of health and illness as reflecting
alterations in biochemistry and the structure and function of
organ systems. As an alternative, Engel proposed the biopsy-
chosocial model, which describes health and disease as re-
flecting the reciprocal interplay of biological, psychological,
and sociocultural processes. This model quickly became a
cornerstone of these fields. Rather than a potentially reduc-
tionistic view of health and illness, the biopsychosocial model
is based in the broad perspective of systems theory (von
Bertalanffy, 1968), depicted in Figure 10.1. Systems theory
conceptualizes natural phenomena—including health and
disease—as involving hierarchically arranged levels of analy-
sis, ranging in complexity from small, simpler units such as
cells to large, complex, and superordinate factors such as
communities and even cultures. Each level of analysis in-
volves its own conceptual models and related research meth-
ods, but each is influenced by adjacent levels. Therefore,
processes within a given level cannot be fully understood
without consideration of the neighboring levels. Further,
models and methods traditionally belonging to separate levels
of analysis must frequently be integrated in order to investi-
gate biopsychosocial perspectives on health and behavior
more directly.

The far-reaching criticism of the traditional biomedical
model posed by Engel’s alternative is clear. Coronary heart
disease, for example, cannot be reduced simply to the biology
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Figure 10.1 Hierarchical Biophysical Model

of the slow and progressive narrowing of the arteries that
supply blood to the heart and the pathophysiology of acute
coronary events (e.g., myocardial ischemia, thrombosis,
arrhythmia). Rather, these essential considerations must be
placed in the context of individual psychosocial, interper-
sonal, and sociocultural processes. Individual health behav-
iors, psychobiological processes, and the social, cultural,
and economic factors in which they are embedded are
equally important in any comprehensive understanding of
coronary disease and virtually all of the major sources of
morbidity and mortality.

Conventional scientific training and research are usually
located comfortably within one of these various levels of
analysis. Yet, research in health psychology explicitly es-
chews the single-level approach, and must be conducted at
least with an appreciation of the embeddedness of a given
question, if not an active integration of cross-level method-
ologies. From the perspective of systems theory and the
biopsychosocial model, the challenges and burdens for
the producers and consumers of health psychology research
are obvious. The concepts, accumulated knowledge, and
methods of several disciplines are highly relevant to health
psychology. The resulting conceptual and methodological

pluralism necessary for the most informative research is in-
consistent with many traditional disciplinary identities and
conventional approaches to training. Such broad expertise
poses major demands on researchers and scholars. These
burdens are typically eased in health psychology research
through interdisciplinary collaboration. But even this strat-
egy requires broad training and expertise for the individuals
comprising a research team, in order to manage the difficul-
ties of cross-disciplinary communication.

Health and Disease Across the Life Span

For each of the major topics in health psychology, the specific
questions and methods are heavily influenced by the age of
participants and the natural history of disease. Specific mani-
festations or indications of health change across the lifespan,
as do the nature of threats to health and the prevalence of
specific diseases and disorders. For example, accidents and
violence are the main cause of morbidity and mortality in
childhood, adolescence, and young adulthood, but chronic
illnesses such as cancer and cardiovascular disease predomi-
nate later. Similarly, the determinants of behavioral risk fac-
tors, the role of psychosocial risk factors and their underlying
psychobiological mechanisms, and the appropriateness of
various intervention strategies all change in important and
far-reaching ways across the life span and the course of a
disease. The determinants of initiation of smoking in adoles-
cence are very different from the key influences on mainte-
nance and cessation of smoking in adulthood, as are the
optimal methods for intervention. Similarly, the psychosocial
challenges posed by early stages of cancer (e.g., behavioral
risk factors, early detection) are very different from those
posed by its later stages (psychobiological mechanisms in
progression, psychosocial impacts of medical and surgical
care, etc.). Further, the outcomes of interest and the optimal
methods for assessing them and their determinants vary as
well. For example, the effects of chronic headaches on acad-
emic functioning are a critical concern among school-age
children, whereas vocational functioning is obviously more
relevant for adults. In very young children, self-reports of
pain and symptoms may be problematic, whereas they are the
optimal indicators of the same condition for adults.

Because health psychology can reasonably be seen as in-
cluding pediatric psychology, geropsychology, and every age
group in between, collaborations among types of psycholo-
gists are as important and necessary as the interdisciplinary
collaborations described previously. Just as health psycholo-
gists must be cognizant of the embeddedness of their work in
biological and sociocultural levels of analysis, they must also
recognize its embeddedness in the life span and related stages
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and processes of development. The nature of research ques-
tions and the methods used to pursue them must be informed
accordingly.

Multiple Contexts of Health Psychology Research

Just as age, developmental stages, and phases of disease de-
velopment and course are key contexts for health research
within psychology, there are additional contexts outside of
psychology to be considered. They determine the relative
importance of research questions, shape the specific focus of
those questions, and influence the selection of methodolo-
gies. Public health and epidemiology are perhaps the most
obvious examples of allied disciplines that provide an essen-
tial context. The prevalence and incidence of specific threats
to health and how these patterns vary across segments of the
population shape the research agenda in health psychology.
Answers to the question What afflicts us? are a driving force
in this agenda. This includes not only the most common
causes of death, but also the most common sources of mor-
bidity, impairments in functional status or activity (i.e., dis-
ability), and threats to well-being (e.g., pain).

The epidemiological perspective explains the central
place in the field of some conditions, such as heart disease,
cancer, and chronic pain, as well as more recent topics, such
as HIV and AIDS. Variations in sources of morbidity and
mortality across age, sex, ethnicity, and socioeconomic status
provide additional guidance from the epidemiological or
public health perspective. One could argue, for example, that
the field has paid too little attention to women’s health, child-
hood injuries, the elderly, depression, drug abuse, and vio-
lence. If the public health and epidemiology perspective is
extended to a worldwide view, the field arguably pays too lit-
tle attention to many issues, including hunger, access to basic
medical care, and infectious disease in nonindustrialized
nations (Creer et al., in press). Some of these issues arguably
lie near or beyond the boundaries of traditional definitions of
health psychology, but this perspective sharpens our appreci-
ation of the field’s strengths and limitations.

A second obvious context for health psychology research
is medical science and care. Increasingly, health psychology
research must be informed by an appreciation of the patho-
physiology of specific diseases, in order to make certain that
the connections between behavior and disease are explicit
and plausible. General, black-box models in which the nature
of connections between behavior and disease are not speci-
fied rarely make valuable contributions to the field in its
current state, and if they do it is only in the beginning stage of
investigations of a new topic. Much more detailed models of
the links between psychological and biological realms are

now required as guides to theory-driven research. In studies
of predictors of specific diseases, current standards for the as-
sessment and classification of those medical conditions are
essential in order to maximize the impact of psychological
research. Similarly, studies of the psychosocial consequences
of disease must utilize current knowledge and methods of
medical science to capture adequately the nature and severity
of a given condition. Finally, questions about the value of
psychosocial interventions as additions to traditional medical
and surgical care must be informed by a clear and current un-
derstanding of that care, as well as of the specific ways in
which it is delivered. Only then can the additional role of
health psychology interventions be adequately addressed.

A final context of increasing importance is health eco-
nomics and health care financing. Additional influences on
the prioritizing of topics within the research agenda of health
psychology are answers to the questions How are we spend-
ing our money?, What are we getting for it?, and How can we
spend less without a loss of public health? Obvious and per-
vasive behavioral and psychosocial influences on sources of
health care expenditures (e.g., smoking) highlight the grow-
ing importance of the field. Economic impacts of health
psychology interventions (e.g., reductions in health care uti-
lization and expenditures) are important frameworks for
evaluations of their effects and importance, and behavioral
outcomes (e.g., functional activity levels and quality-of-
life–adjusted years) are arguably the most important and
universally relevant metric for evaluating the effects and
relative benefits of all aspects of health care (R. M. Kaplan,
1994). In a period of spiraling health care expenditures and
the rapid advance of often terribly expensive medical tech-
nologies, this perspective is essential in any substantive role
for health psychology research.

Methodological Implications of the Scope and
Complexity of Health Psychology

From even this brief review, it should be clear that the con-
cepts and methods of traditional research in psychology are
necessary but not sufficient in the study of health and illness.
Health psychology research requires breadth of knowledge
not only within psychology but also beyond it. Ironically,
research in health psychology often suffers equally from
inadequate incorporation of methods and perspectives
outside psychology and insufficient use of traditional psycho-
logical approaches. That is, long-standing concerns in psy-
chological methods (e.g., construct validity, assessment of
change) are as common a source of methodological limita-
tions as are failures to adequately incorporate methodological
considerations and approaches outside of psychology. Many
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researchers in the field identify this situation as both a
demanding challenge and a source of profound interest. Prac-
tically, it requires broad and extensive training, including
experiences that facilitate the development of interdiscipli-
nary collaborations and encourage familiarity with ongoing
developments in the neighboring fields.

HEALTH BEHAVIOR AND RISK REDUCTION

The nature of threats to the health of industrialized nations
changed profoundly during the last century. Advances in
public health and medicine (e.g., sanitation, vaccines, antibi-
otics) reduced dramatically the previous, terrible toll of
infectious disease. Replacing these conditions as the major
sources of morbidity and mortality were chronic illnesses
such as cardiovascular disease and cancer. Importantly,
epidemiological research has identified a variety of behav-
ioral factors that confer much of the risk of these conditions.
Tobacco use, a diet high in saturated fat, low levels of regular
physical activity, and other aspects of the modern lifestyle in
industrialized nations increase the risk of heart disease,
stroke, cancer, hypertension, diabetes, and several other seri-
ous illnesses. Behaviors—specifically, unsafe sexual prac-
tices and injection drug abuse—are also the primary modes
of transmission of HIV infection. Behavior (e.g., drinking
and driving, seat belt use) is also central in the risk of
accidental injury and death. Finally, knowledge of and partic-
ipation in health risk assessments (e.g., mammography, blood
pressure screening) can facilitate the potentially lifesaving
early detection of serious illnesses. These developments set
the stage for much of the current role of health psychology
(Matarazzo, 1980). The explication of the determinants of
these behaviors and the subsequent design, evaluation, and
implementation of related risk-reducing interventions com-
prise perhaps the greatest potential contribution of the field. 

Conceptualizing and Measuring Outcomes in 
Health Behavior Research

As in all areas of behavioral research, the use of reliable and
valid measures of health behavior is essential. Yet, this seem-
ingly basic task is often problematic in health behavior
research. Some of the difficulty in this area stems from
incomplete or invalid conceptual models of the nature of
health behavior. The classic literature on measurement and
its more recent refinements underscore the necessity of clear
and complete preoperational conceptual specification of the
construct to be assessed as an essential prerequisite to valid

assessment. Health behavior research has often been limited
in this regard.

For example, despite common assumptions, individual
health behaviors are not closely correlated (Norris, 1997).
People who smoke may or may not consume a high-fat diet.
Further, many individual health behaviors are not particularly
stable over time. Despite the best of intentions, high levels of
regular physical activity may wane. Hence, measurements
based on an implicit model of stable, generally healthy (vs.
unhealthy) lifestyles are not appropriate, as they may fail to
capture much of the specific and changing nature of impor-
tant health behavior. More frequent assessments of circum-
scribed behavior provide a more informative approach.

Given the rather straightforward nature of many health be-
haviors (e.g., smoking vs. nonsmoking; daily vs. infrequent
exercise; frequency of inclusion of fruits and vegetables in
one’s diet), self-reports of health behavior would seem to be
an obvious, appropriate, and inexpensive approach to assess-
ment. All of the usual threats to the reliability and validity of
self-reports (e.g., inaccuracies in recall) are relevant to this
domain. However, social desirability is particularly impor-
tant, as most health behaviors are well known by the general
public and have clear evaluative connotations (Patrick et al.,
1994). It is widely believed that smoking is unhealthy and
unwise, that exercise is good, that regular consumption of
high fat foods is bad, and that unprotected sexual intercourse
is potentially dangerous to oneself and to others. Hence, al-
ternative or additional methods of assessment are needed,
such as behavioral observations, mechanical measurement
(e.g., movement sensitive devices for activity assessments),
biochemical validation (e.g., exhaled carbon monoxide, or
plasma cotinine validation of smoking status; Glasgow et al.,
1993). In most topics in health behavior research, well-
validated assessments are available and supported by large
measurement literatures (Dubbert, in press; Niaura &
Abrams, in press; Wadden, Brownell, & Foster, in press).

In many types of studies of health behavior, technically
involved or time-consuming assessments are not feasible, as
in the case of large epidemiological studies of the prevalence
of these habits, their distribution across segments of the pop-
ulation, and predictors of their relative frequency. Such stud-
ies are often very useful, as they have adequate statistical
power to detect even small effects, and can help elucidate the
determinants and effects of these behaviors. However, when
self-reports of health behavior are used in these studies,
artifacts associated with social desirability must be consid-
ered as alternative explanation of the observed effects. For
example, the personality trait of conscientiousness is gener-
ally positively valued in Western cultures. Hence, correla-
tions between self-reports of this trait and self-reports of
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regular exercise, prudent dietary patterns, and engagement in
preventive practices (e.g., dental flossing) could be inflated
by the common or overlapping variance in socially desirable
response styles. Such alternative explanations for potentially
important associations among health behaviors and predictor
variables obtained through self-reports should be evaluated
in smaller or better-funded studies involving more com-
pelling assessments.

This potential artifact is particularly troubling in the
context of intervention research. Except for very unusual in-
stances in which the “treatment” is not communicated
directly and explicitly to participants (e.g., community or
policy-level interventions involving taxes or restrictions in
access to cigarettes), health behavior change interventions
typically convey a clear message that such change is both
highly desirable and possible. Hence, there is a clear demand
characteristic inherent in these interventions. If outcomes are
assessed primarily through self-reports, then seemingly sig-
nificant and important treatment outcome effects could be in-
flated by the tendency to respond to clear demands for
healthy behavior with socially desirable self-reports. Of
course, this alternative interpretation can be managed in part
through the inclusion of comparison conditions that differ on
the active ingredients of the intervention but are otherwise
equivalent in demands for change. Nonetheless, multimethod
assessments that go beyond self-reports are valuable addi-
tions to the outcome assessment protocol in health behavior
change studies.

More recent research evolving from the cognitive psy-
chology of memory and recall suggests another very impor-
tant caution in the use of self-reports of health behavior. If
individuals already know that they have a specific disease or
are at high risk for some reason (e.g., positive family history),
then hypothesis-driven recall could bias their self-reports of
well-established behavioral risk factors (Croyle & Loftus,
1993). That is to say, knowing that (a) one has a specific dis-
ease and (b) a particular behavior is a contributing factor in
that disease can lead to a confirmatory bias in which the indi-
vidual “finds” evidence of his or her elevated standing on this
behavioral risk factor. In epidemiological research, compar-
isons between individuals with known disease and healthy
controls on possible behavioral risk factors is a common
strategy. However, all such cross-sectional studies of risk
contain this potential interpretive limitation if they rely on
self-reports of health behavior. 

As previously noted, virtually all of the major topics in
health behavior have accumulated a fairly advanced assess-
ment literature. Clearly, the design of health behavior
research should make extensive use of these literatures
(Dubbert, in press; Kelly & Kalichman, in press; Niaura &

Abrams, in press; Wadden et al., in press). Consumers of
health behavior research should also be familiar with the
optimal methods of assessment in a given domain, as well as
with the general issues outlined in the preceding discussion.

Testing Health Behavior Models

Despite its relatively brief history, health psychology includes
several highly detailed and quite useful conceptual models of
the determinants of health behavior, as well as the processes
involved in change and maintenance of such change. The
transtheoretical or stages of change model (Prochaska &
DiClemente, 1984), self-efficacy theory (Bandura, 1977),
health belief model (Janz & Becker, 1984), and relapse pre-
vention model (Marlatt & Gordon, 1985) are perhaps the most
influential perspectives in research on various aspects of the
determinants of health behavior, the process of related
changes, and influences on maintenance of such changes
(Weinstein, Rothman, & Sutton, 1998). Clear theories that
generate specific predictions have a positive effect on the
quality of research and on the likelihood that it will produce
cumulative knowledge (Meehl, 1978). Examples of the key
constructs in these models are listed in Table 10.1.

In order to reap the benefits of such theories, the measures
of these key constructs must be reliable and valid. Yet, all
too often measures are developed for use in a single study
and are not subjected to adequate psychometric evaluation.
For example, apart from the tests of primary hypotheses in
such studies, often there is no independent evidence that
measures of the key predictors of health behavior actually
assess the specific construct of interest—that is, that they

TABLE 10.1 Psychological Influences on Health Behaviors 

Person Variable Example 

Health-relevant encodings • Internal representations of health and
risk.

• Attentional strategies in processing
health information.

Health beliefs and expectations • Outcome expectancies for health
behaviors.

• Self-efficacy for health behaviors.

Affects • Emotional impact of health 
information.

• Feelings about the self.

Health goals and values • Desired health outcomes and their
subjective importance.

• Health-relevant goals and life tasks.

Self-regulatory competencies • Knowledge and strategies for over-
and skills coming barriers to change.

• Planning and problem solving for
relapse and maintenance.

Note. Adapted from S. M. Miller, Shoda, and Hurley (1996; p. 73).
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display convergent and discriminant validity. The latter is of
particular concern, given the closely related constructs listed
in Table 10.1 (Weinstein, 1993). It is quite possible that dis-
tinctly labeled but functionally highly overlapping variables
are examined across studies, but this redundancy is not rec-
ognized due to a failure to conduct formal studies of conver-
gent and divergent validity (i.e., discriminant validity). The
broad theories of determinants of health behavior receive
much more attention than do the smaller—but critical—
measurement theories implicit in such research. However, the
extent to which the measures of health beliefs, self-efficacy,
and related constructs specifically assess the intended con-
struct is no less important a component of the nomological
net in evaluating the theory than are the primary associations
of these measures with health behavior outcomes.

Health behavior theories often specify conditions under
which a potential determinant of health behavior (e.g., out-
come expectancies) will have a larger or smaller effect on the
behavioral outcome. Other elements of these theories often
specify additional constructs through which a given determi-
nant exerts its effects. Yet, these questions of moderation and
mediation, respectively, are often confused (Weinstein, 1993),
and often they are not tested with the appropriate statistical
procedures (Baron & Kenny, 1986; Holmbeck, 1997). To have
their maximum positive effect on the cumulative value of
health behavior research, models of health behavior must gen-
erate specific conceptual questions and predictions, which are
then tied directly to appropriate statistical hypotheses and
tests. These linkages among measurement, design, and analy-
sis should be guided by conceptual models at each step.

Some models of health behavior appropriately include
biological determinants of health behavior. For example, a
growing body of research has demonstrated that smoking in-
volves genetic predispositions and addictive mechanisms
that limit or moderate the effectiveness of behavioral inter-
ventions (Niaura & Abrams, in press). Similarly, behavioral
interventions for weight loss must contend with genetic
predispositions and underlying biological impediments to
weight loss (Wadden et al., in press). The same behavioral
risk status may reflect varying levels of biological contribu-
tions, and hence comprehensive models and studies of the
determinants of risk behavior must consider such factors. For
many years, traditional biomedical research has been appro-
priately criticized for failing to include psychosocial factors;
health psychology research must avoid the parallel error.
Hence, study samples must be carefully assessed and de-
scribed on relevant biological contributions to health behav-
ior, and their role in moderating or mediating the effects of
psychosocial determinants of health behavior examined.

Some of the most influential models of the determinants
of health behavior and processes underlying change include
critical temporal dimensions. For example, stage models
posit a sequence of time-linked processes through which
health behaviors change (e.g., Prochaska & DiClemente,
1984). Often, these models are tested in cross-sectional stud-
ies, rather than the prospective research designs that provide
the strongest and most valid test of such models. In cross-
sectional tests, the predictions of stage models regarding the
discreteness, nature, and sequence of stages can be artifactu-
ally supported (T. Q. Miller, 1994; Weinstein et al., 1998).
Hence, cross-sectional tests of stage models and other tempo-
ral theories must be seen as preliminary and their findings
interpreted as providing limited support.

However, in the design and interpretation of prospective
studies, care must be taken to make sure that the timing of
assessments corresponds to the underlying model. For ex-
ample, the highly influential relapse prevention model of
Marlatt and Gordon (1985) specifies a variety of time-linked
influences on the likelihood and implications of initial fail-
ures to maintain desired changes in health behavior. Some
of the constructs are seen as exerting their effects over both
long and short periods of time (e.g., behavioral skills or
competencies). Others are equally important in the model,
but exert their effects over much briefer, delimited periods
(e.g., urges to smoke, exposure to high risk situations or
cues for smoking). Designs that assess predictors of relapse
initially and health behavior change several weeks or
months later would provide strong and sensitive tests of the
former class of predictors, but would provide much less sen-
sitive and potentially quite inaccurate tests of the impor-
tance of the more fleeting determinants of relapse. As a
complement to the more traditional prospective designs,
studies that incorporate frequent assessment of these con-
structs on a daily or even more frequent basis can be ana-
lyzed with hierarchical linear modeling (HLM) techniques
to provide very sensitive tests (e.g., Shiffman et al., 1994;
Shiffman, Paty, Gnys, Kassel, & Hickox, 1996; Shiffman
et al., 1997). A typical protocol might assess urges to smoke
or overeat on an hourly basis over several days, and exam-
ine their concurrent and prospective associations with these
unhealthy behaviors. Such designs can be constructed so as
to include even advanced questions involving mediators and
moderators of these effects, and test both intra-individual
(i.e., idiographic) and traditional interindividual (i.e., nomo-
thetic) associations. However, the measurement and analysis
challenges in this daily experience, diary, or experience
sampling research are considerable (Affleck et al., 1999;
J. E. Schwartz & Stone, 1998).

schi_ch10.qxd  9/6/02  12:22 PM  Page 248



Health Behavior and Risk Reduction 249

The explanatory value of models of health behavior likely
varies across several factors. Notably, gender, ethnicity, and
socioeconomic status are themselves important influences on
behavioral aspects of risk, but these factors might also alter
the effects of key concepts in models of health behavior. For
example, concerns about weight gain might be differentially
involved in the initiation and cessation of smoking among
adolescent girls as opposed to boys, and this difference could
alter the importance of other predictors of health behavior
(e.g., health beliefs, self-efficacy expectations). Similarly,
socioeconomic status and associated living circumstances
likely alter access to safe and enjoyable places to exercise.
These effects not only likely influence activity levels directly,
but would also likely moderate the importance of other deter-
minants of the adoption and maintenance of regular exercise.
Thus, the external validity or generalizability of health behav-
ior research is an important but understudied question.

Behavioral Risk Reduction and
Preventive Interventions

After important predictors of health behavior have been iden-
tified, interventions can be designed and evaluated in a
theory-driven manner. The range of intervention approaches
in health behavior and prevention research poses obvious
methodological challenges. For example, in smoking re-
search, traditional psychological and behavior therapy ap-
proaches delivered in individual or small group formats are a
mainstay of research (Niaura & Abrams, in press). However,
large-scale approaches (e.g., advertising, policy programs,
combined approaches) in which organizations (e.g., schools)
or communities are the unit of analysis are increasingly com-
mon. These latter approaches reflect the fact that researchers,
public health officials, and policy makers increasingly recog-
nize that prevalent behavioral risk factors must be addressed
not only at the level of individuals, but also in more
population-based approaches that incorporate behavior
change principles. Such large-scale interventions pose partic-
ular challenges in study design and quantitative evaluation,
most of which are beyond our present scope.

In the more traditional individual and small group
approaches, many issues described above and other method-
ological considerations quite familiar to intervention re-
searchers are relevant. For example, adequate assessments of
health behavior outcomes must be included, especially in
cases in which the inherent expectations or demands for
change communicated in such interventions could lead to
overestimates of treatment effects when outcomes are assessed
solely through self-reports. Independent assessments of the

integrity of intervention protocols are important in order to
establish that independent variables were implemented appro-
priately and reliably (Waltz, Addis, Koerner, & Jacobson,
1993). Similarly, comparison conditions must be carefully se-
lected so as to control nonspecific factors potentially influenc-
ing health behavior outcomes. In many cases, the intervention
research literature has matured to the point at which simple
comparisons with no-treatment or waiting-list controls are not
appropriate. Rather, designs drawing comparisons between
new interventions and standard treatments previously found to
be effective are appropriate, as are dismantling designs in
which the elements within compound effective interventions
are examined to identify the critical component or components
(Kendall, Flannery-Schroeder, & Ford, 1999). However, the
application of these classic issues in intervention research de-
sign (e.g., assessing intervention integrity, selection of com-
parison groups) must be considered carefully in some types of
health behavior change research, as when interventions are
very brief (e.g., informational or motivational interventions)
and delivered by physicians or other health professionals
during routine care. The methodological issues are clearly
relevant, but traditional strategies must be adapted to fit the
specific intervention approach and context.

Across most health behavior changes (e.g., smoking cessa-
tion, exercise, and diet programs) several common problems
emerge. First, most people can successfully initiate short-term
changes, but the maintenance of these changes is severely
limited (Brownell, Marlatt, Lichtenstein, & Wilson, 1986). In
some cases (e.g., smoking cessation, weight loss), return to
preintervention behavior or conditions are the most common
outcome (Dubbert, in press; Niaura & Abrams, in press;
Wadden et al., in press). Hence, even in well-controlled ran-
domized designs, initial health behavior changes immediately
following treatment are rarely of substantive importance. In
many cases, substantive contributions to the literature require
follow-up periods of a year or longer.

The need for longer follow-up periods exacerbates a com-
mon problem in intervention research—the statistical man-
agement of dropouts and missing outcome data. Nonrandom
attrition is a clear threat to internal validity in health behavior
change intervention, especially in light of the fact that such
dropouts can plausibly be attributed to treatment failures or
relapse. For example, participants in smoking cessation or
weight loss interventions who relapse may not return to treat-
ment for fear of embarrassment. If such failure-driven
dropouts are differentially distributed across treatment and
comparison conditions, conclusions regarding group differ-
ences can be invalid. This likelihood is the justification of
traditional intent-to-treat analyses, in which all randomized
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participants are included and pretreatment levels on key out-
comes are substituted for missing data (Flick, 1988; Kendall
et al., 1999). However, dropout status may not be equivalent
to full relapse, and in applications in which missing data may
be common and unavoidable (e.g., large-scale programs) the
traditional, conservative approach may produce highly mis-
leading results.

Hence, in recent years, this standard approach has been
challenged and a variety of potentially more informative al-
ternatives proposed (Little & Yau, 1998; Shadish, Hu, Glaser,
Kownacki, & Wong, 1998). These techniques have in com-
mon a goal of estimating the effect on outcome results of a
range of assumptions about the status of dropouts. However,
none of these techniques are substitutes for valid information
on participants. Therefore, in designing and conducting
health behavior change research, minimizing dropouts and
missing data is a paramount concern. In reporting and evalu-
ating such research, information about the degree of missing
data, its distribution across treatment arms, its correlates with
pretreatment factors (e.g., demographic characteristics, ini-
tial severity, etc.), and the potential impact on the validity of
statistical tests and related conclusions about the significance
and magnitude of intervention effects (or the lack thereof)
must be reported and considered carefully.

When interventions are delivered to more than one indi-
vidual at a time, the nesting of observations within groups
and the resulting potential dependencies among the observa-
tions must be considered. Previously unacquainted individu-
als within small groups, members of a couple or family,
students within a given classroom or school, or residents
within a community assigned to a treatment and receiving
that intervention together do not provide truly independent
observations. Hence, treatment of their data as representing
independent observations can seriously violate the underly-
ing assumptions of many traditional statistical techniques.
Typically this failure to recognize dependencies leads to an
overestimate of the significance of intervention effects (Feng,
Diehr, Peterson, & McLerran, 2001). The most common ver-
sion of this problem is when psychosocial interventions are
delivered in small groups of previously unacquainted partici-
pants. Unique features of individual groups, such as positive
versus negative group climate, cohesion, or morale, can alter
the effectiveness of treatment (Etringer, Gregory, & Lando,
1984). This issue is problematic in many areas of health be-
havior change (e.g., Rooney & Murray, 1996) and is quite fa-
miliar in other areas of traditional psychological intervention
research (Crits-Christoph & Mintz, 1991). Recent HLM
models and other techniques can be adapted to this design
problem, with additional benefits (e.g., more efficient
management of missing observations) beyond the accurate

estimate of intervention effects while recognizing depen-
dency among observations across individuals (Feng et al.,
2001).

As in all areas of psychological intervention research,
valid evidence that a treatment program produces statistically
significant changes in health behavior is important, but such
evidence begs the question of the magnitude, importance, or
clinical significance of those effects (Kendall, 1999). In the
case of health behavior change, however, many of the typical
methods of quantifying clinically significant change (e.g.,
comparisons with normal populations) are not ideal when
population norms are not necessarily desired states (e.g.,
degree of overweight, level of regular physical activity, di-
etary consumption of saturated fat). In some cases, such as
smoking cessation, clearly defined outcomes (i.e., nonsmok-
ing status) have obvious clinical significance, given their
demonstrated association with future health outcomes. In
others, such as weight loss, the levels of risk reduction can be
estimated from epidemiological evidence regarding the risk
factor. However, the degree of risk associated with excess
pounds, frequency and intensity of exercise, and intake of fat
as calculated from prospective studies of the health effects of
these risk factors provides at best an indirect indication of the
likely health benefits accruing from a change in these charac-
teristics of a given magnitude. Hence, some index of effect
size and the percentage of intervention participants display-
ing changes within each of several ranges (e.g., weight losses
of 5–10%; 10–15%, etc.) should be regularly reported and
compared to what is known about the likely health effects of
such changes. It is interesting to note that participant satis-
faction with treatment results may be a misleading index for
some types of health behavior change. For example, re-
ductions in excess body weight that have clear medical
significance for the reduction of serious health risk and im-
provements in health are actually below the level of weight
loss that participants rate as the minimal loss necessary to be
satisfactory (Wadden et al., in press).

Ideally, the impact of health behavior interventions could
be evaluated on the basis of their effects on morbidity and
mortality; in most cases, however, this is not feasible, given
that such beneficial consequences of even very effective
interventions may take many years to emerge. For example,
successful interventions for smoking cessation in young
adults would not produce notable effects on cardiac, pul-
monary, or cancer morbidity or mortality for decades.
Further, it is important to recognize that the associations be-
tween even the most well-documented and important risk
factors (e.g., smoking) and health outcomes are probabilistic,
and even the most effective interventions have effect sizes in
the small to moderate range. Hence, the likely—and usually
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modest—impact of even an effective intervention can be
estimated by the product of the effect size for the association
of the risk factor with disease and the effect size for the inter-
vention effect on the risk factor (R. M. Kaplan, 1984). This is
one reason that even in large trials, significant effects on
documented morbidity and mortality have proven elusive
(Hancock, Sanson-Fisher, & Redman, 1997). However, this
is not to say the preventive interventions are ill-advised, as
health behavior changes in a large segment of the population
would likely have important effects on the incidence of
prevalent diseases that are heavily influenced by behavior. 

STRESS AND DISEASE

Perhaps the oldest questions at the interface of behavioral
and biomedical science involve long-suspected effects of
stress, emotion, and other aspects of mind on physiological
changes, disease, and other important outcomes of the body
(McMahon, 1976); Effects of stress, emotion, social rela-
tions, and other risk and resilience factors on disease certainly
were central in the emergence of health psychology and be-
havioral medicine, as they were in the earlier field of psycho-
somatic medicine. A broad array of rapidly evolving methods
is brought to bear on such questions, producing increasingly
specific and scientifically compelling answers.

The basic model guiding this area of research holds that
characteristics of people (e.g., emotions, personality traits)
and aspects of the environment (e.g., social networks, job
stress) can affect the pathophysiology of disease. In general,
these effects are believed to occur through the intervening
effects of physiological changes associated with stress and
emotion (Lovallo, 1997). Of course, these same characteris-
tics of people and their environments could influence dis-
ease through the pathway of health behavior or lifestyle, as
described previously. For example, social support could
reduce one’s risk of heart disease because it attenuates
physiological stress responses that would otherwise acceler-
ate atherosclerosis, or because it encourages better health
behavior (e.g., a more prudent diet, less alcohol consump-
tion, and more frequent exercise). Hence, this alternative
explanation must be addressed in many studies of these
more direct psychobiological influences on disease (Adler
& Matthews, 1994; Cohen & Rodriguez, 1995; Smith &
Gallo, 2001).

Several types of research comprise this general topic in
health psychology. Psychosocial epidemiology relates person-
ality or social-environmental risk factors to health outcomes.
This work is of necessity observational and nonexperimental
in nature, and therefore provides evidence of associations

between psychosocial variables and health outcomes. Animal
research provides the opportunity for more compelling exper-
imental manipulations of psychosocial variables and invasive
assessments of disease processes and outcomes. However, as
previously noted, the generalizability of such studies to
human disease is a complex and critical question. Human
mechanism research tests models of the psychophysiological
links between psychosocial inputs and health outcomes.
Finally, intervention research examines the impact of stress-
reducing interventions and related treatments on disease
processes and outcomes.

Each of these types of research should be guided by a clear
and current model of the pathophysiology of the disease in
question, including the ways in which this process changes
over the natural history of the specific illness. In some cases,
general associations between psychosocial risk factors and
longevity or all-cause mortality are potentially quite impor-
tant. These outcomes are obviously important and any reliable
predictor of them is inherently of interest. Further, general as-
sociations with health and longevity are quite useful in initial
investigations of a potential psychosocial risk factor. How-
ever, such associations beg the question of what specific
diseases or conditions are affected, during what stage of their
development and course, and what mechanisms account for
the observed effects. Hence, more general associations, after
they are established as reliable, should be followed by tests of
more specific associations and mechanisms.

In most cases, the pathophysiology of the disease of inter-
est (e.g., coronary heart disease, cancer, HIV, hypertension) is
at least generally articulated in current biomedical research,
providing the foundations for this type of research. For exam-
ple, coronary heart disease begins with fatty deposits at the
sites of microscopic injuries to the lining of the coronary ar-
teries, appearing as early as late childhood or early adoles-
cence. The further deposition of lipids, inflammation, and
other processes at these sites leads to the slow, progressive,
but asymptomatic narrowing of the arteries as the atheroscle-
rotic plaques or lesions intrude into the artery opening. Much
later in the natural history of the disease, other events (e.g.,
myocardial ischemia, thrombosis, arrythmia) produce the
overt manifestations of coronary heart disease (e.g., chest
pain, myocardial infarction, sudden death). Hence, statistical
associations between psychosocial risk factors and coronary
heart disease outcomes (e.g., myocardial infarction, coronary
death) observed in epidemiological studies could reflect an
influence at one or more of the very different stages in this
long and complex natural history, affected through one or
more of many specific psychobiological mechanisms (Smith
& Ruiz, in press). Therefore, models of the potential effects
of a psychosocial risk factor on CHD must attend to this
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complex array of changing, medically plausible connections.
Further, the design and timing of risk-reducing interventions
would clearly depend on a more refined understanding of the
specific processes involved.

Epidemiological Studies of Psychosocial Risk

Reliable associations between psychosocial risk factors and
disease are the empirical cornerstone of research in this area.
Without such evidence, there is little justification to assert
that personality, stress, emotions, or characteristics of the so-
cial environment affect health. Studies of this type examine
characteristics that might influence the development of dis-
ease, but also of interest are the associations of these charac-
teristics with the prognosis of established disease. Studies of
both types have common potential methodological limita-
tions, as well as unique ones.

The Limitations of Cross-Sectional Designs

The potential association between psychosocial risk factors
and health outcomes has often been examined with very lim-
ited research designs and methods of assessment. For exam-
ple, cross-sectional comparisons of participants’ levels of a
given risk factor in groups with and without a given disease
have been common. However, many psychosocial variables
(e.g., negative emotions, coping strategies or styles) could
plausibly both influence and be influenced by physical illness
(Cohen & Rodriguez, 1995). Hence, the direction of causal-
ity is a very serious concern in cross-sectional designs. Fur-
ther, studies of this type (i.e., cross-sectional case-control
designs) often compare patients suffering from a specific
condition recruited from a medical clinic of some sort with
controls recruited from a convenient population (e.g., hospi-
tal employees or medical outpatients on routine visits).
Selection processes differ across such groups, and those
processes may be associated with the psychosocial risk factor
of interest. For example, patients with early stages of asymp-
tomatic cancer undergoing treatment in a specialty clinic may
be characterized by a greater degree of health worry than are
individuals with a similar level or stage of cancer who have
not yet sought medical attention. Hence, health worries and
associated variables (e.g., negative emotionality) are likely to
be overrepresented in the clinic sample. Therefore, psychoso-
cial differences between cases and controls could reflect
selection processes rather than the presence versus absence
of the disease.

Given the maturing status of the field, cross-sectional de-
signs should be used only in initial investigations, and they
should be interpreted cautiously and replicated with more

compelling prospective studies as soon as possible. Some
newer cross-sectional approaches are available that are less
susceptible to these limitations. For example, noninvasive
imaging techniques are available to assess asymptomatic
atherosclerosis in population-based samples of outwardly
healthy individuals (e.g., Iribarren et al., 2000).

The Assessment of Health End Points

Even in prospective studies, the history of health psychology
and behavioral medicine has included recurring problems
with the health outcomes assessed in studies of psychosocial
risk factors. Self-reports of physical symptoms or related be-
haviors (e.g., visits to a physician) are often interpreted as
reasonable indications of actual disease. This approach to
quantifying health outcomes blurs the critical distinction
between illness behavior and disease. Illness behavior refers
to things that people typically do when suffering from a
major or even minor disease or illness (e.g., report symptoms,
visit a doctor, etc.), whereas disease refers to the underlying
objective condition (e.g., infection, etc.). These indicators are
typically highly correlated, and self-reports of symptoms and
health status predict future health—including mortality—
even when controlling for independently assessed initial
health (Idler & Benyamini, 1997; McGee, Liao, Cao, &
Cooper, 1999). Hence, self-reports of symptoms and health
status clearly contain variance relevant to actual health and
disease.

However, illness behavior and actual illness are far from
perfectly correlated. More important is that the unique vari-
ance in illness behavior that is not associated with actual dis-
ease may itself be associated with purported psychosocial
risk factors. For example, individual differences in neuroti-
cism or negative affectivity are correlated with the tendency
to report physical symptoms in the absence of—or that
exceed—actual disease (Costa & McCrae, 1987; Watson &
Pennebaker, 1989). These same characteristics also reliably
predict actual disease and mortality (Smith & Gallo, 2001).
Hence, a statistical association between a measure of nega-
tive emotionality and self-reported physical symptoms could
reflect an actual psychosocial effect on disease, an effect on
unfounded somatic complaints, or some combination of these
very different phenomena. When the question of interest in-
volves actual disease, care should be taken to measure it di-
rectly. Further, when illness behaviors are assessed as the
outcome, generalizations about associations with actual ill-
ness and disease are unjustified. In studies of initially healthy
populations and groups with established disease, care must
be taken to distinguish between end points that might be in-
fluenced by illness behavior—such as (re)hospitalizations in

schi_ch10.qxd  9/6/02  12:22 PM  Page 252



Stress and Disease 253

response to worrisome symptom presentations—from those
that unambiguously reflect actual disease (e.g., documented
myocardial infarction).

The Assessment of Psychosocial Predictors

The assessment of psychosocial predictors of health and dis-
ease in epidemiological and clinical studies of psychosomatic
associations has also been problematic. In one common limita-
tion, measures of personality characteristics or aspects of the
social environment are often included without adequate evi-
dence that they assess the predictive construct of interest (i.e.,
convergent validity) and not a competing construct (divergent
or discriminant validity). In developing accurate statistical
accounts of risk factors, the meaning of scores on assessments
of psychosocial risk factors does not matter—only their
predictive utility is of interest. However, unlike actuaries,
researchers in health psychology are typically interested in
testing theories or models of the potential psychosocial
influences on subsequent health and disease. Therefore, the
construct validity of these assessments is a primary concern.
Obviously, reliable prospective associations between measures
of stress, emotion, personality, or social environments and sub-
sequent disease are a critical component of the empirical foun-
dation of the field. However, without independent evidence
that measures of these psychosocial factors are valid, the im-
portance of such prospective findings is severely limited.

In a closely related problem, the array of personality char-
acteristics and features of the social environment studied as
risk factors has proliferated without adequate attention to the
potential overlap or even redundancies among measures pur-
porting to assess distinct risk factors. Scales with very differ-
ent names may in fact be psychometrically indistinguishable
(Smith & Gallo, 2001). For example, measures of individual
differences in anxiety and depression may be so highly corre-
lated as to be indistinguishable, and may be more accurately
interpreted as assessing the broader trait of neuroticism or neg-
ative affectivity (Watson et al., 1995). This issue of overlap
with previously established, broad personality traits has even
been evident when scales are developed to assess very spe-
cific, novel individual differences, such as optimism (Smith,
Pope, Rhodewalt, & Poulton, 1989) and hardiness (Funk,
1992). Finally, psychosocial epidemiology implicitly parses
the list of risk factors into characteristics of individuals (e.g.,
personality, emotion) and aspects of the social environments
they inhabit (e.g., social support). However, measures of so-
cial risk factors often display evidence of heritability in be-
havioral genetics research (Kendler, 1997; Plomin, Reiss,
Heatherington, & Howe, 1994) and substantial associations
with measures of well-established personality traits (Pierce,

Lakey, Sarason, Sarason, & Joseph, 1997). Hence, even
though a measure of labeled social support or social isolation
may have a very consistent predictive association with subse-
quent health, it is not obvious that it is a characteristic of the
social environment that in fact confers that risk. Compelling
evidence of convergent and discriminant validity is quite use-
ful in strengthening that interpretation; without it, many very
different conclusions are equally plausible.

This literature could be strengthened if widely accepted
frameworks and established methods were used in the con-
struct validation process. For example, the traits and invento-
ries associated with the five-factor model of personality could
be used to examine the similarities, differences, and potential
redundancies of personality characteristics examined as po-
tential risk factors (Smith & Williams, 1992). A version of the
five-factor model that includes basic dimensions of interper-
sonal behavior (Trapnell & Wiggins, 1990) has been used in
similar evaluations of measures intended to assess aspects of
the social environment (Gallo & Smith, 1999; Trobst, 2000).
These well-established nomological nets provide a concep-
tual and methodological context for a systematic and cumula-
tive literature on psychosocial risk factors, in which construct
validity is a central concern and the overlap and alternative
interpretation of measures of psychosocial risk are identified
routinely. At a minimum, all studies of psychosocial risk
should attend directly to the issue of the validity and speci-
ficity of the main predictive measures.

Third Variables and Correlated Risk Factors

Many of these issues are inherent in or at least exacerbated
by the correlational nature of epidemiological studies. The
problem of third variables must always be considered in crit-
ical evaluation of the results of such studies. As described
previously, many of the alternative third variables are obvi-
ous confounds (e.g., initial health status, selection factors) or
are conceptually quite different from the predictor of interest
(e.g., health behaviors). Such variables provide alternative
explanations for associations observed in epidemiological
research. Careful assessment of these third variables and
their inclusion in multivariate analyses can reduce their plau-
sibility. However, their role cannot be ruled out completely,
given the possibility of their imperfect measurement and
resulting undercorrection of their contribution to observed
associations. Other third variables suggest alternative path-
ways linking psychosocial risk factors and health outcomes,
beyond the hypothesized psychobiological mechanisms in
this research area. For example, analyses that control health
behaviors associated with a psychosocial risk factor can
appropriately be seen as testing alternative models. If
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personality characteristics and features of the social environ-
ment predict subsequent health and disease, but statistical
control of smoking, diet, exercise or other lifestyle factors
eliminates this effect, then a specific mediational model
of the epidemiological association has been supported. Of
course, partial mediation in such cases may suggest multiple
mechanisms (e.g., health behavior and psychobiological
pathways) linking risk factors and health outcomes. Other
third variables take the form of correlated psychosocial risk
factors. For example, both depressive symptoms and low so-
cial support are reliable risk factors for the initial develop-
ment of CHD, and predict recurrent cardiac events and death
among patients with established cardiovascular disease
(Krantz & McCeney, 2002; Smith & Ruiz, in press). In epi-
demiology, the standard approach to correlated risk factors is
the statistical test of their independent effects, such as in
multiple linear or logistic regression models. In some in-
stances, this is quite sensible. For example, if both smoking
and low levels of physical activity predict CHD and if these
behavior are reliably correlated, then risk stratification and
prevention strategies can be effectively designed only after
their unique or independent effects are established. How-
ever, in the case of psychosocial risk factors like depression
and social isolation, the standard approach may be both use-
ful and potentially misleading. At one level, the independent
predictive effects of depression and social isolation are inter-
esting and important. If the general approach is accepted, the
validity of the findings is threatened only to the extent that
the predictors are closely correlated. In such cases, multi-
collinearity renders the effects of estimates of independent
effects unstable. However, there are many reasons that these
characteristics are related, as depression is known to be both
a cause and a consequence of problematic social relations
(Davila, Bradbury, Cohan, & Tochluk, 1997; Johnson &
Jacob, 1997). Therefore, the forced statistical separation of
the characteristics creates a counterfactual (Meehl, 1970) or
artificial circumstance in which the unique variance in either
depression or social isolation may not be representative of
the construct that confers risk. Further, the shared variance
may reflect the process most relevant to disease (e.g.,
chronic isolation and conflict engendered by and promoting
depressive behavior). Therefore, the most familiar strategy
of testing statistically created independent effects must be
viewed with caution.

Sometimes, the covariation among psychosocial risk fac-
tors occurs across levels of analysis in the biopsychosocial
model. For example, individual differences in hostility and
other negative cognitive or affective processes are associated
with low socioeconomic status. It is important to note that low
socioeconomic status not only confers risk of serious illness

and early mortality when measured at the level of individuals
(e.g., their education or income), but the SES of the individ-
ual’s place of residence (e.g., average income levels) also con-
fers independent risk (Yen & Kaplan, 1999). These recently
documented place effects raise a host of alternative interpreta-
tions in psychosocial epidemiology. For example, low neigh-
borhood SES could confer risk because it promotes stress and
negative emotions. Alternatively, reports of stress and nega-
tive emotion could be a noncausal correlate of some other
health-threatening aspect of low-SES environments (e.g., low
levels of perceived control). Some evidence suggests that reli-
gious participation (e.g., church attendance) is associated with
reduced risk of serious illness and improved longevity
(McCollough et al., 2000). Yet this could reflect either some
sort of intra-individual effect (e.g., dampened stress responses
stemming from attenuated appraisals of threat in everyday
activities) or the operation of a correlated place effect (e.g.,
increased exposure to supportive and agreeable people).

Alternative strategies for dealing with correlated psy-
chosocial risk factors are increasingly available, but not yet
widely used. For example, cluster analytic strategies and some
types of factor analysis can be used to group individuals—
rather than variables—on the basis of patterns of co-occurring
personality and social environmental characteristics (Gallo &
Smith, 1999). The covariation among individual differences
(i.e., personality traits), individual SES, and the SES of the
local environment suggest a variety of causal models. Person-
ality traits could mediate the effects of SES on health, or they
could be a noncausal marker for those effects. Hierarchical
causal models, such as SES place effects on health mediated
by personality or emotional characteristics, can be tested in
appropriate statistical models, if the sampling strategy has
been designed appropriately (i.e., individuals nested within
multiple neighborhoods). The general point to be taken from
this discussion is that correlations among psychosocial risk
factors—rather than simply a confounding nuisance—reflects
the complexities of everyday life. Hence, choices among var-
ious statistical approaches to the issue should be based on a
clear understanding of their potential limitations and prefer-
ably guided by underlying conceptual models. Ideally, the
resulting analytic approaches can be used to test directly com-
peting conceptual models of the associations between risk
factors and health outcomes.

Sampling in Epidemiological and Clinical Risk
Factor Studies

Another common limitation in epidemiological studies
involves sampling. Ideally, a large, carefully selected repre-
sentative sample is recruited, assessed with well-validated
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psychosocial measures, and then followed for the many years
necessary for the emergence of serious illness in sufficient
frequency to permit sensitive tests of prospective associa-
tions. However, this is a very slow and expensive approach
to testing hypotheses about psychosocial influences on dis-
ease process. In many instances, small samples of conve-
nience (e.g., medical students, college freshmen, military
draftees, etc.) that have undergone psychosocial screenings
for other purposes are available in archival data sets. These
archives present important opportunities to accelerate the
progress of psychosocial epidemiological research through
the time-saving process of prospective studies that are avail-
able much more rapidly and inexpensively. Current health
outcomes (e.g., survival, current diagnoses) can be related to
the psychosocial data collected years ago. However, the psy-
chosocial assessments available are quite likely less than
ideal, relative to the standards described previously. Further,
the selection process not only places the obvious limitations
on the generalizability of the results to other groups, but may
also be the source of other interpretive limitations. For exam-
ple, the validity of self-reports of negative psychosocial char-
acteristics may be suspect among individuals who underwent
such assessments as part of college admissions or similar pro-
cedures. Hence, the scientific value of studies of such conve-
nience samples involves a trade-off between a more rapid
development of the literature versus more definitive studies.

Sampling in clinical studies of psychosocial risk factors
as predictors of the course of established disease pose other
potential limitations. For example, if a risk factor (e.g.,
depression) exerts an effect on the initial development of a
life-threatening disease (e.g., CHD), persons who survive
long enough to be recruited into clinical studies will not
provide a representative sample for studying this risk factor.
Persons who survive despite a high level of the risk factor
are likely to be more resilient to its negative effects than are
those who did not survive the initial presentation of the
disease (T. Q. Miller, Turner, Tindale, Posavac, & Dugoni,
1991; R. B. Williams, 2000). Of course, questions about the
psychosocial predictors of the course of a disease are impor-
tant in and of themselves, and the appropriate sample consists
by definition of those who survived its initial presentation.
However, if a risk factor has a significant effect in initially
healthy samples and not among those with established dis-
ease, this may reflect moderation of its effects by the nonran-
dom selection into clinical populations.

Effect Sizes

Valid evidence of reliable associations between psychoso-
cial risk factors and subsequent disease or mortality raises a

final question; is the effect large enough to be of interest or
practical concern? Certainly, any significant association is
quite likely to be conceptually interesting, as it suggests a
potential influence of the mind on the body. But the clinical
or practical significance is a different matter. When the in-
dexes of effect size commonly used in epidemiology (e.g.,
relative risk ratios) are converted to metrics more familiar to
psychologists (e.g., R2), they often appear small. Very im-
portant risk factors typically explain less than 10% of the
variance in objectively measured morbidity or mortality.
However, individual predictors would not be expected to
account for a large portion of the variance in complex, mul-
tifactorial diseases. Further, even small effects take on
added importance when they predict prevalent and poten-
tially serious diseases.

Animal Models

Given the interpretive ambiguities inherent in the observa-
tional or correlational nature of epidemiological research, an-
imal models of psychosocial influences on disease provide a
valuable complementary methodological approach. Animals
can be randomly assigned to experimental manipulations of
environmental stress or other purported risk factors, and in-
vasive methods can be used to assess critical end points. The
condensed natural history of disease and life span of many
species, relative to humans, is also useful. For most of the
major diseases (e.g., atherosclerosis, hypertension, cancer,
diabetes, etc.), animal models have been developed in basic
biomedical research. These models are usually based on
rodents or nonhuman primates, and can be readily adapted to
examine psychosocial influences on the development and
progression of disease. Further, pharmacological or even sur-
gical interventions are available to manipulate the mecha-
nisms believed to link psychosocial risk factors to disease
end points. Hence, animal models are a central source of
evidence in psychosomatic research (Carroll & Overmier,
2001).

However, this approach contains obvious limitations as
well. The most basic involves the equivalence of the animal
disease or physiological mechanism and the human phenom-
enon of interest. Typically, this issue has been addressed in
the early stages of development of an animal model of a spe-
cific condition, but research should always be designed and
evaluated with this issue in mind. Further, even if basic issues
of parallel pathophysiology in humans and the animal model
are addressed adequately, the equivalence of the human
psychosocial influence of interest and its experimental ani-
mal analogue must be considered. Species-specific patterns
of social behavior, for example, must be considered in
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developing an experimental analogue of social-environmen-
tal stress.

Psychobiological Mechanisms

As noted above, most current models of psychosocial influ-
ences on the development and course of disease identify
the endocrine and autonomic correlates of stress and negative
emotion as the primary pathway or mechanism (Lovallo,
1997). Briefly, through the endocrine responses (e.g., cortisol
release), direct neural innervation by the sympathetic or
parasympathetic branch of the autonomic nervous system, or
both, the physiological effects of stress can initiate or hasten
the development of a variety of disease processes if such re-
sponses are sufficiently pronounced, frequent, and pro-
longed. These mechanisms are most clearly identified in the
case of the pathophysiological links between psychosocial
risk factors and the development of cardiovascular disease
(e.g., Krantz & McCeney, in press; Smith & Ruiz, in press)
and disease processes mediated by the immune system, such
as cancer (Andersen, in press; Andersen, Kiecolt-Glaser, &
Glaser, 1994). However, a great variety of psychobiological
models have been developed either by extending basic car-
diovascular and immunological models to other diseases or
by focusing on the physiology of other organ systems. Exam-
ples include rheumatoid arthritis (Keefe, Smith, Buffington,
Studts, & Caldwell, in press), headache, and other types of
chronic pain (Holroyd, in press; Turk & Okifuji, 2002), gas-
trointestinal disorders (Blanchard & Scharff, in press;
Levenstein, in press), diabetes (Gonder-Frederick, Cox, &
Ritterband, in press), and wound healing (Kiecolt-Glaser,
McGuire, Robles, & Glaser, in press a, in press b).

This lengthy list of conditions with widely varying patho-
physiologies underscores issues discussed earlier. Current re-
search must be based on plausible models of the potential
specific links between psychosocial processes and the patho-
physiology of specific conditions. Older black-box models
and those based on general models of stress and physiologi-
cal arousal are no longer sufficient. Further, because most of
these conditions are influenced by health behaviors and ele-
ments of lifestyle, behavioral models must be ruled out as al-
ternative explanations, just as in psychosocial epidemiology.
For example, effects of chronic stress on the immune system
could be due to disrupted sleep or reductions in exercise
rather than more direct psychobiological mechanisms (Hall
et al., 1998).

Using the cardiovascular and immune mechanisms as
examples, the stress responses linking psychosocial
inputs and pathophysiological processes are complex. Even
simple increases in heart rate in response to experimentally

manipulated stressors involve both direct sympathetic and
parasympathetic neural innervation, as well as indirect
endocrine influences via the circulation. The list of elements
of the immune system known to be influenced by stress mech-
anisms, let alone the actual neural and endocrine pathways
involved in these effects, seems to expand exponentially with
each passing year (Ader, Felten, & Cohen, 2001; Kiecolt-
Glaser et al., in press). In addition to underscoring the impor-
tance of current conceptual models of pathophysiology, this
complexity poses basic problems in design and analysis. In
nearly all cases, state-of-the-art research by necessity as-
sesses multiple correlated features of the stress response of
interest. This mosaic of interdependent outcomes often re-
quires multiple statistical tests. Atheoretical approaches to the
control of Type I error rates (e.g., Bonferroni corrections) are
one option for dealing with multiple dependent variables, but
this method results in a potentially severe loss of statistical
power. Given the time and expense involved in many studies
of this type, overly conservative approaches to the problem
are ill-advised. Clear, conceptually driven, a priori organiza-
tion or prioritization of the list of outcomes can reduce the
problem to some extent. Further, the use of multivariate pro-
cedures and the interpretation of composite outcomes can be
useful (Huberty & Morris, 1989). The least acceptable ap-
proach, however, is the assessment of multiple components of
a complex system without a priori rank ordering of their
importance, followed by consideration of the unadjusted, sig-
nificant effects among many significance tests computed.

Psychobiological mechanisms are generally conceptual-
ized in two very distinct ways in this area of research. In the
first, variation in physiological reactivity in a given system in
response to potentially stressful stimuli is seen as reflecting
an individual difference. Some individuals, for example, re-
spond to daily stressors with particularly large and prolonged
increases in blood pressure and heart rate. This stable indi-
vidual difference, in turn, is hypothesized to place them at
risk for the development of cardiovascular disease (Manuck,
1994). In tests of this conceptual model, basic issues in the
assessment of individual differences have proven to be rele-
vant. For example, estimates of this individual difference
become more reliable with the addition of multiple stressors
and occasions of measurement (Kamarck, Jennings, Pogue-
Geile, & Manuck, 1994). Failure of responses to a single task
on a single occasion of stress reactivity testing to predict an
important health outcome may reflect a basic issue in
assessment—single items typically provide unreliable esti-
mates of an individual difference—rather than disconfirming
evidence of a psychosomatic hypothesis. Hence, when phys-
iological reactivity is conceptualized as an individual differ-
ence mechanism, research protocols should be designed so as
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to provide a reliable estimate, and evidence of that reliability
becomes an important criterion in evaluating such studies. 

The second conceptual model in this area considers phys-
iological reactivity not as a stable individual difference vari-
able, but as a mediating mechanism. Briefly, a psychosocial
risk factor (e.g., social isolation, trait anger) is believed to
affect health through its intervening effects on physiological
responses. The most basic research addressing this type of
model tests the predicted association between a measured or
manipulated psychosocial risk factor—typically previously
identified in epidemiological research—with some sort of
psychophysiological response to an experimental stressor.
This general approach raises other methodological concerns.
Of course, the issue of the construct validity of the measure
or manipulation of the psychosocial risk factor is a serious
concern, as discussed previously, as is the relevance of the
physiological response to what is known about the patho-
physiology of the disease of interest. However, an often over-
looked issue is the relevance of the experimental stressor. It is
common for researchers to use easily controlled and stan-
dardized stressors, such as reaction time tasks or mental
arithmetic. This has obvious advantages for reliability of im-
plementation of independent variables and measurement of
physiological responses. Yet the psychosocial risk factors of
interest may not be clearly related to these relatively artificial
and nonsocial challenges. Modeling the psychophysiological
mechanisms underlying psychosocial risk factors arguably
requires the use of conceptually relevant laboratory stress
paradigms. For example, in tests of the hypothesis that trait
anger and hostility confer increased risk of cardiovascular
disease through the mechanism of cardiovascular and neu-
roendocrine reactivity to stressors, mental arithmetic or sig-
naled reaction time tasks may provide a poor stressor in
which to examine the expected psychophysiological re-
sponse. Stressors more clearly relevant to this risk factor
(e.g., interpersonal conflict, provocation) are more appropri-
ate. A failure to find the expected association between a risk
factor and physiological response may reflect the use of an
inappropriate context or type of stressor rather than discon-
firming evidence. Hence, a specific conceptual model of the
psychosocial risk process is as important as the conceptual
description of pathophysiology.

However, this more ecologically valid modeling of risk
factors, relevant stressors, and their association with physio-
logical response poses its own problems. In manipulating
interpersonal constructs or social interactions in the psy-
chophysiology laboratory, measured psychosocial variables
or levels of manipulated stressors may be confounded with
artifacts (e.g., speech volume or rate, movement) that alter
physiological responses (Smith, Limon, Gallo, & Ngu, 1996;

Smith, Nealy, Kircher, & Limon, 1997). These potential arti-
facts must be measured or controlled in order to rule them out
as alternative explanations for associations between psy-
chosocial risk factors and physiological responses. The eco-
logical validity of such social psychophysiological studies
can be heightened further by studying these effects in the
context of actual relationship interactions, such as those
between spouses or friends. Further, care must be taken to
assess the psychological meaning or impact of these complex
stressors, in order to provide converging, independent
evidence of the successful and specific manipulation of con-
structs of interest (Smith, Gallo, & Ruiz, in press). Manipula-
tions intended to represent provocation, support, or efforts to
exert social dominance are likely to be quite complex and
could be interpreted by research participants in a variety of
ways. Interpretations of both expected associations between
psychosocial risk factors and physiological responses and the
failure to find them are strengthened by independent evidence
of the effectiveness and specificity of manipulations.

Even the most carefully crafted and assessed laboratory
manipulations of factors hypothesized to influence psy-
chophysiological responses will not truly capture the
experience of such factors in daily life. Hence, an important
complementary approach to studying psychobiological
mechanisms involves the assessment of ambulatory physio-
logical responses. Advances in the assessment of physiologi-
cal responses during daily activities (e.g., salivary cortisol
excretion, ambulatory blood pressure monitoring, etc.) can
be combined with dairy assessments of daily experiences
related to psychosocial risk factors (e.g., episodes of interper-
sonal conflict or job stress). Covariation between physiologi-
cal responses and risk factors can be tested using appropriate
statistical models (Affleck, Zautra, Tennen, & Armeli, 1999;
Jaccard & Wan, 1993; J. E. Schwartz & Stone, 1998). The
potential benefits in ecological validity inherent in this
approach are obvious, but it is not without limitations. For
example, the daily diary assessments of psychosocial risk
factors pose their own challenges in terms of reliable and
valid measurement. Further, the time frame (i.e., number of
days of monitoring) and method (e.g., interval- vs. event-
based) for sampling must be designed so as to capture ade-
quately the independent variable of interest. Finally, a variety
of complex decisions regarding implementation of the statis-
tical analyses must be addressed in order to reach valid
conclusions about the presence and magnitude of covariation
between psychosocial processes and ambulatory physiologi-
cal responses (Affleck et al., 1999).

Each of these issues concerns the validity of tests of the
association between a risk factor and a hypothesized mediat-
ing mechanism. It is important to note that they do not
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provide an actual test of the mediational model. Research on
such models typically addresses critical strands or pathways
in such models, but formal tests of mediation require assess-
ment of psychosocial risk factors, mediating mechanisms,
and disease outcomes. Such designs are very rare, given the
inherent time and expense involved. Hence, most research
related to mediational models of psychosocial risk and un-
derlying mechanisms must be interpreted cautiously. Failures
to find predicted relationships would be strong disconfirming
evidence, but confirming evidence for components of such
model must not be mistaken for support for the full media-
tional hypothesis. More complete mediational tests of the
more influential models will be important for the future of
this research area. Until they are available, basic questions
must be posed about any mechanism research (Cohen &
Rabin, 1998). Are the physiological responses plausibly re-
lated to what is known about the specific disease? If they are
biologically plausible, are they of sufficient magnitude and
frequency as to influence the pathophysiology of disease?

Stress and Risk-Reducing Intervention Research

When reliable psychosocial predictors of disease are identi-
fied in epidemiological research and studies of mechanisms
support the likely mediating role of the psychophysiology of
stress responses, then it is appropriate to develop and test in-
terventions intended to prevent or manage the disease by
modifying the psychosocial risk factor or its underlying
mechanism(s). Intervention research of this type should
address methodological issues common to most treatment
research (Kendall et al., 1999), with particular attention to
how these issues are altered in the specific context of health
research.

For example, all intervention research should carefully
document the process by which potential participants are
identified and recruited, in order to address issues of the sam-
ple’s representativeness. In the case of stress-reducing inter-
ventions for individuals with established disease, they may
come to be recruited after a multistage process of seeking
medical attention, possibly limited response to traditional
medical care (and hence, in need of additional treatment), and
referral to specialty clinics (Turk & Rudy, 1990). This com-
plex sequence of events is difficult to identify, and hence the
representativeness of the sample can be quite difficult to
document. Therefore, generalization of the results of such
treatment studies to other populations must be made very
cautiously. In terms of an adequate sample size, the choice of
an intervention outcome is a critical consideration. If psycho-
logical outcomes (e.g., stress and levels of other risk factors)
are the primary focus, prior intervention research can provide
a reasonable estimate of likely effect sizes and hence can

guide the necessary power calculations for determining sam-
ple sizes. In many cases, however, such as new applications
to a physiological mediating mechanism, such information
may be difficult to obtain. Further, if intervention effects on
medically documented morbidity or even mortality are of in-
terest, sample size requirements for reasonably sensitive
statistical tests will likely be considerable. In some cases, in-
termediate medical outcomes provide a compromise between
the need for compelling outcomes and the cost and difficulty
in treating and following enough participants for enough time
to test effects on rare or slowly changing disease outcomes.
For example, Blumenthal, Jiang, Babyak, and Krantz (1997)
examined the effects of a stress management intervention for
coronary patients on ambulatory ischemia as assessed via
Holter monitoring. This index itself predicts risk of recurrent
cardiac events and cardiac death, but shows sufficient vari-
ability across patients and over time to permit sensitive tests
of treatment outcome with a fairly small sample studied for a
brief period of time. In evaluating the results of stress or risk-
reduction interventions that produce effects on physical dis-
ease outcomes, small samples should be an obvious reason to
consider the findings tentative, as an a priori power analysis
would likely suggest that large samples are needed to detect
effects on such variables. 

Even after careful randomization, initial differences in the
health status of participants in different intervention and
control conditions is a potential concern. The evaluation of
the initial equivalence of randomized groups should include
medical assessments that are established and accepted in the
specific disease. Without such information, potentially small
initial differences in important prognostic indicators could
serve as an explanation for treatment effects (or the lack
thereof) on physiological or disease outcomes. As in the case
of behavioral risk-reducing interventions (e.g., smoking ces-
sation) described previously, assessment of adherence to
carefully described intervention procedures and the use of
appropriate analytic strategies when interventions are deliv-
ered to more than one individual at a time (i.e., participants
nested within therapy groups) are important but often over-
looked in psychosocial risk interventions. For the assessment
of psychosocial outcomes, the obvious advantages in ex-
pense and ease of administration associated with an exclusive
reliance of self-report measures of these risk factors should
be balanced by consideration of the interpretive limitations
imposed by such a strategy. As in the case of health behavior
change, most interventions for reducing stress or psychoso-
cial risk factors communicate a clear expectation for change.
Differences across treatment and comparison groups in this
demand can combine with the limitations of self-reported
outcomes to inflate apparent intervention effects. As in most
areas of intervention research, multimethod assessments of
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intervention effects are desirable (e.g., interview or signifi-
cant other ratings of social support, anger, anxiety, or stress).

The selection of appropriate comparison or control groups
can be complicated in this context (C. E. Schwartz, Chesney,
Irvine, & Keefe, 1997). Placebo or expectancy effects on
physiological outcomes are common, making some sort of
nonspecific factor or alternative treatment comparison appro-
priate (Turner, Deyo, & Loweser, 1994). The length of
follow-up and the frequency and timing of assessments of
physiological outcomes should be guided by an understand-
ing of the typical course of the disease or physiological
outcome of interest. Finally, the magnitude and clinical sig-
nificance of intervention effects should be examined. Except
in the obvious cases of recurrent morbid events or survival,
the selection of an approach or metric for evaluating clinical
significance can be difficult. Sometimes prior conventions or
criteria used for evaluating medical interventions can be
adapted for the evaluation of psychosocial interventions. For
example, if a reduction in blood pressure of 10 mmHg
achieved with antihypertensive medication is considered
clinically significant in the medical literature, the same bene-
fit achieved through stress management should be considered
clinically significant.

PSYCHOSOCIAL ASPECTS OF MEDICAL
ILLNESS AND CARE

Acute and chronic illnesses produce a variety of important
effects, such as painful symptoms, emotional distress, and
limitations in functioning. Further, the standard medical or
surgical management of these conditions can pose further
demands, such as adherence to potentially unpleasant med-
ication regimens or significant alterations in lifestyle.
Research on these impacts, the identification of potentially
modifiable predictors of variation in these effects, and the
utility of adjunctive psychosocial interventions must begin
with a thorough understanding of the specific medical con-
text—including the disease or health event in question, as
well as the standard medical care and the context in which it
is delivered (Smith & Nicassio, 1995). These aspects of the
context of medical illness and care are far-reaching influ-
ences of the patient’s experience, the identification of impor-
tant outcomes, and the feasibility of potential interventions.

Impacts of Acute and Chronic Illness

Most specific acute and chronic conditions have been exam-
ined in health psychology research. As a result, the key out-
comes of interest (e.g., specific symptoms, limitations in areas
of functioning) have been identified in most cases and may

have even been the subject of sophisticated assessment re-
search. In designing or evaluating research on acute and
chronic medical illness, a review of the relevant outcome as-
sessment literature is critical. Increasingly, this research is
published in the relevant medical outlets in a specific area
(e.g., rheumatology, cardiology, oncology). It is important to
determine the extent to which psychometric characteristics—
especially construct validity—have been examined in the spe-
cific medical context (i.e., disease or population) of interest.

Although this assessment literature has matured, several
problems are common. Some studies of medical populations
utilize measures that were developed for use in physically
healthy mental health populations, and their construct valid-
ity may not generalize across this dimension. For example,
the somatic items on depression inventories are highly diag-
nostic among individuals who do not have serious illnesses.
Yet, in medical populations, such items are likely to tap
symptoms or impacts of the disease, rather than indicate
affective disorder. A chronically medically ill person could
produce an elevated depression score on the MMPI or Beck
Depression Inventory, simply by accurately describing the
impact of their illness on fatigue, appetite, sleep, and their
concerns about appearance (Clark, Cook, & Snow, 1998;
McDaniel, Musselman, Porter, Reed, & Nemeroff, 1995;
Mohr et al., 1997; O’Donnell & Chung, 1997; Peck, Smith,
Ward, & Milano, 1989).

A related assessment problem occurs when measures of
emotional adjustment are selected while an inappropriate
conceptual model of the domain is implicitly being used.
Sometimes reflecting their clinical training, health psycholo-
gists often assess the emotional correlates of acute or chronic
medical illness exclusively with measures of depression and
related negative emotions or general levels of maladjustment.
The implicit assumption that measures of maladjustment and
emotional distress capture the emotional sequellae of medical
conditions is debatable, as few patients suffer diagnosable
emotional disorders. Models of the structure on normal vari-
ations in mood—such as the two-dimensional model of neg-
ative and positive affect proposed by Watson and Tellegen
(1985) may be more appropriate. It is important to note that
measures of depressive symptoms correlate with both high
negative affect and low positive affect. In medical popula-
tions, positive and negative affect have distinct correlates
(Smith & Christensen, 1996; Zautra et al., 1995). Hence, use
of measures of depressive symptoms to assess the emotional
impact of acute or chronic illness not only pathologizes nor-
mal emotional adaptation, but also may result in a loss of
specificity about the determinants of the emotional impact of
a given illness or medical crisis. 

In many illnesses or medical contexts (e.g., surgery,
childbirth, etc.), the most important outcomes (e.g., pain,
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symptoms, emotional adjustment) are most appropriately as-
sessed via self-reports. Other outcomes (e.g., functional
activity levels, adherence) are readily assessed with these
methods. Yet, even when self-reports are appropriate,
methodological limitations of this method may pose prob-
lems, such as overestimates of covariation among outcome
domains due to common method variance, or inflated esti-
mates of effect sizes when predictors (e.g., coping styles, so-
cial support) are assessed with the same method. Sometimes
self-reports of conceptually distinct outcomes or predictors
contain very similar item wording, exacerbating this prob-
lem. For example, covariation between reports of pain and
depressive symptoms may reflect an actual association
between these variables, the common effects of social desir-
ability or other response styles (e.g., suppression), or the
inclusion of similarly worded items on the corresponding in-
ventories. Multimethod approaches—despite the expense
and inconvenience—have much to recommend them in this
area of health psychology research.

Predictors of Impact

Similar issues arise in the assessment of predictors of the
impact of acute and chronic medical conditions. Cognitive
models of adaptation are widespread in this area, and self-
reports are typically the main way of assessing the key
constructs (e.g., self-efficacy, problem- and emotion-
focused coping, cognitive distortions, etc.). Even when in-
terpersonal processes are identified as critical influences on
adaptation (e.g., social support, conflict, etc.), self-report
methods are the most commonly used. Again, a variety of
artifacts can lead to the overestimation of effect sizes when
single methods are utilized. Scales intended to assess cogni-
tive or social constructs often contain item wording reflect-
ing affective distress, creating thinly veiled tautologies
(Coyne & Gotlib, 1983) in which psychometrically con-
flated measures are interpreted as providing estimates of
substantive associations. Each of these issues becomes a
more likely problem when scales intended to assess influ-
ences on adaptation to illness and other medical contexts
are used without adequate psychometric evaluation and re-
finement, especially formal studies of convergent and dis-
criminant validity.

Many of the influences on adjustment (e.g., coping
responses) and outcomes involve moment-to-moment or day-
to-day processes. Yet they are often assessed via general self-
reports of typical responses over long or indefinite periods of
time. There is growing concern that this approach to assess-
ing coping and other predictors of adaptation (as well as the
outcomes of interest themselves) is seriously inaccurate

(Coyne & Gottlieb, 1996; Stone et al., 1998). Participants
may simply be unable, by describing retrospective sum-
maries of their responses, to accurately describe processes
that vary in important ways over brief periods of time. Daily
experience sampling approaches (Affleck et al., 1999; Stone
et al., 1998) offer an important alternative, although it is not
without its own methodological and quantitative challenges.
Some prospective associations between potential influences
on adaptation and psychosocial outcomes do operate over
long periods of time and are therefore amenable to infre-
quent assessments. However, many processes are not and
therefore require the more intensive approach. In all cases, a
careful analysis of the specific medical context can suggest
which approaches regarding the frequency of assessment are
appropriate.

Design and Evaluation of Adjunctive Interventions

Interventions in this area range from the brief provision of sen-
sory and procedural information (Anderson, 1987; Auerbach,
1989) as a way to reduce distress and facilitate recovery in
brief medical procedures to multisession cognitive-behavioral
interventions for pain and disability (Keefe et al., in press;
Turk & Okifuji, in press). In other cases, increased adherence
to the behavioral components of standard medical care are the
main foci (e.g., diabetes, renal dialysis; Christensen & Ehlers,
in press; Gonder-Frederick et al., in press). In many instances,
such as cancer, heart disease, and arthritis, all of these are
relevant intervention targets, as is the progression of the
underlying disease itself. The selection of outcome measures
must begin with a careful consideration of the specific disease
and medical intervention context, as these factors determine
not only the selection of specific assessments, but also general
methodological approaches. In the case of most specific
illnesses and medical contexts, well-established measures
of clinically relevant outcomes are available, with prior
evidence of their sensitivity to interventions (Smith & Ruiz,
1999).

The primary features and considerations of experimental
design in psychological intervention research (e.g., choice of
comparison conditions, sampling, implementation and as-
sessment of independent variable, etc.; Haaga & Stiles,
2000; Kendall et al., 1999) are obviously relevant in this type
of intervention research, but again they will be shaped by the
specific medical context. Interventions vary from minutes to
many hours in length, and can be delivered by a wide variety
of personnel, including family members, nurses, physicians,
or psychologists. Similarly, the appropriate follow-up may
be a matter of hours, as in the case of the painfulness of
medical procedures, to months or years, as in the case of
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psychosocial interventions intended to reduce the recurrence
of cancer or coronary disease. Although appropriate compar-
ison groups often are standard medical practice (i.e., no
adjunctive psychosocial treatment), placebo effects are well-
established in many areas of acute and chronic illness. This
necessitates the consideration of more complex comparison
conditions.

A classic issue in psychological intervention research
involves the optimal matching of clients or patients and
specific interventions. Conceptually, these moderator designs
are quite similar in the context of medical illness and care,
but the array of individual differences and interventions can
be quite different. For example, the interactive or matching
effects of psychological differences among patients (e.g.,
high vs. low preference for involvement in health care) can
be crossed with alternative medical treatment options (e.g.,
home vs. in-center renal dialysis; Christensen & Ehlers, in
press). Medical individual differences (high vs. low illness
severity) can be crossed with psychosocial interventions
(Blumenthal et al., 1997). The quantitative analysis of these
moderator designs is similar to traditional intervention re-
search, but the range of relevant person (or condition) by
(medical or psychosocial) treatment questions is broad.

As we discuss later in this chapter, the evaluation of the
clinical significance of intervention effects is important in
this context. Many specific applications or contexts provide
easily quantified, clinically meaningful outcomes (e.g.,
length of labor or incidence of complications during child-
birth; days of hospitalization following bypass surgery; re-
ductions in blood pressure). Further, prior research may have
identified accepted criteria for clinical success, even when
outcomes of interest require subjective reports (e.g., reduc-
tions in the frequency of headache; Holroyd, in press).
Although specific conditions require specific measures in
order to provide optimally sensitive outcome assessment
(e.g., pain associated with arthritis vs. cancer pain), standard-
ized measures of pain, emotion distress, and functional activ-
ity can be added in order to compare the magnitude and
clinical significance of intervention effects across diseases
and medical contexts (Bergner, Bobbit, Carter, & Gilson,
1981; Derogatis, Fleming, Sudler, & DellaPietra, 1995;
Jensen, Turner, Turner, & Romano, 1996).

GENERAL ISSUES

Clearly, a variety of classic issues in psychological methods
are relevant to health psychology, albeit in the new key, so to
speak, of the interface between behavioral and biomedical

research and practice. Several of these issues are highlighted
in the following discussion.

The Active Use of Conceptual Models

Virtually all aspects of psychological research are grounded
in theory, even if this grounding is not explicitly recognized.
Even the most basic components of the research process are
guided in this way, including the small theories about the
connections between our research operations and the con-
structs we hope to understand. This is true even for the most
basic and central construct we hope to understand in the
field—health. As noted previously, research in the field is
often limited by simplistic assumptions about the validity of
measures intended to assess actual disease, as in the case of
self-reports of physical symptoms or visits to health care pro-
fessionals. These illness behaviors clearly share variance
with the construct of actual disease, but the unique variance
may also be systematically related to factors believed to in-
fluence actual health and disease. Clearly, there is more to
health than the simple presence versus absence of disease.
Functional activity levels, physical distress, subjective well-
being, and other constructs are important aspects of broad
conceptual definitions of health (Ryff & Singer, 1998). How-
ever, the individual elements of such multidimensional con-
structs are not all relevant for a given research question, and
researchers (and consumers of their work) should not gener-
alize across these correlated yet distinct elements. 

Similar care should be taken in the development and inter-
pretation of other central constructs in psychosocial models
of health and disease. In studies of health behavior and its
predictors, of more direct psychosocial influences on disease,
and of the predictors and outcomes of adjustment to acute
and chronic illness and care, clear conceptual models should
guide the development and psychometric evaluation of
measurement scales and procedures. A key aspect of the
conceptual context in this process should be the disease or
health outcome in question, as well as its standard medical
evaluation and management. That is to say, the grounding
conceptual models should attend equally to the relevant
psychosocial and biomedical elements. The field has suffered
in many instances from inadequate attention to the quality of
measurement of key concepts, and the needed improvement
in measurement will be facilitated by attending to its ground-
ing in conceptual models.

Opportunities for theory testing are often missed when re-
searchers perform routine tasks. For example, in controlling
possible behavioral confounds such as smoking or exercise
in prospective tests of the effects of social support or depres-
sion on subsequent cardiovascular disease, these analyses
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can easily be reconceptualized as conceptually driven tests of
competing models of the effects of these psychosocial risk
factors—specifically, a model in which their effects are
mediated by health behaviors relative to one that does not
involve behavioral mediation (Smith & Gallo, 2001). Some
of the traditions in other disciplines that often collaborate
with health psychology in research efforts are not as con-
cerned with theory testing; predictive statistical models are
sufficient in these traditions, and the potential slip between
construct and research operations may be of less concern.
Given their unique methodological tradition, health psychol-
ogists can often increase the yield of multidisciplinary
research by attending to opportunities for testing conceptual
models at each step.

One common opportunity for theory testing that is often
overlooked is in the area of intervention research. In evaluat-
ing interventions in the area of health behavior change and
risk reduction, modification of psychosocial risk factors, and
psychosocial adjunctive treatments for acute and chronic
illness, the interventions evaluated are often based on con-
ceptual models that otherwise have been tested almost exclu-
sively in observational, nonexperimental designs. As a result,
intervention studies provide very rare and valuable opportu-
nities to subject the guiding model to an experimental test.
This requires the inclusion of reliable and valid measures of
the key constructs hypothesized to influence the outcomes
of interest and targeted by the intervention. Traditional tests
of the significance and importance of intervention effects can
then also be supplemented by formal mediational analyses of
the those effects, testing the underlying models. In this way,
models of the determinants of health behavior, stress and
disease, and adaptation to illness can be tested through ex-
perimental manipulations of independent variables that are
typically only observed in concurrent and at best prospective
correlational designs.

Design and Sampling

In many of the research areas discussed previously, observa-
tional designs are an important component of research. Some
influences on health either cannot ethically or practically
be manipulated experimentally, or the expense of an experi-
mental study must first be justified by consistent supportive
findings from observational studies. In cross-sectional obser-
vational studies, the potential bidirectional relationship be-
tween psychosocial variables and physical health must
always be entertained as an alternative hypothesis. Prospec-
tive designs can be less ambiguous in this regard, but inter-
pretive ambiguities remain, especially the problem of third
variables. For example, the number of times an individual has

voted in presidential elections would likely be a reliable risk
factor for CHD over the subsequent decade. Of course, asso-
ciations between voting history and age, and between age
and CHD risk are the likely explanation, rather than any ef-
fects of voting per se. Although not all third variables are this
obvious, health and disease have multifactorial influences,
and each of the relevant factors is likely associated with
many other variables. Hence, the universe of alternative ex-
planations for correlational, albeit prospective effects is diffi-
cult to define, let alone rule out. Behavioral researchers may
need to take particular care to consider medical or health
status variables, including aspects of medical treatment.

The prevalence of most serious diseases increases with
age, and such diseases reduce life expectancy. As a result, the
age of the sample can influence the presence, magnitude, and
even direction of association between a behavioral or psy-
chosocial factor and health outcomes. The predictive utility
of even well-established risk factors changes over the life
span (G. A. Kaplan, Haan, & Wallace, 1999). Behavioral risk
factors may not predict disease early in life, simply because
the disease has not yet become manifest. The same risk factor
may not predict disease late in life, because those who died
because of this risk factor may be missing from the sample;
only those who are for some reason resilient have the risk fac-
tor and have survived long enough to be included in a later
adulthood sample (e.g., R. B. Williams, 2000).

As described previously, sampling in clinical studies
poses a very difficult challenge, in that entry into clinical
samples involves a very complex, multistep process involv-
ing access to health care, seeking such service, referral by
health professionals, response to prior interventions, and pat-
terns of dropout. It can be virtually impossible to define the
population such samples meaningfully represent (Turk &
Rudy, 1990). Finally, like other aspects of psychological and
biomedical research, health psychology can be fairly accused
as studying too many White middle- and upper-class men.
Although inclusion of more diverse samples in the field has
been improving (Park, Adams, & Lynch, 1998), the problem
remains. These demographic factors (i.e., ethnicity, SES, and
gender) are themselves associated with the prevalence, inci-
dence, and prognosis of most major health threats, and may
also moderate the effects of psychosocial variables and
interventions.

Evaluating Intervention Outcomes

In each of the three major topics in health psychology, inter-
vention research is a central focus. Can we modify unhealthy
behaviors, and do such changes reduce morbidity or postpone
mortality? Can we modify stress, negative emotions, and the
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psychophysiological mechanisms through which they impact
disease, and if so, do these interventions have beneficial
effects on morbidity and mortality? Finally, can adjunctive
psychosocial treatments reduce the negative impact of acute
and chronic medical conditions, improve adherence to med-
ical regimens, or otherwise improve the quality of life among
those with medical problems? As described in the preceding
discussion, classic issues in psychological and behavioral
intervention studies are relevant in each of these areas. How-
ever, there are additional methodological issues in health
psychology interventions that require consideration in the
application of the traditional principles and emerging con-
cerns in intervention research.

First, the overwhelming majority of interventions studies
in health psychology take the form of small, well-controlled
trials, with careful assessment of intermediate outcomes,
such as behavior change, temporary changes in physiology,
or specific symptoms. In their recent review, Schneiderman,
Antoni, Saab, and Ironson (2001) emphasize that these small
studies provide important and scientifically compelling evi-
dence regarding the feasibility of interventions and condi-
tions under which psychosocial factors influence disease
processes, quality of life, and other aspects of medical care
(e.g., adherence). However, evidence of impacts on morbid-
ity and mortality—the most important end points in tradi-
tional medical research—require much larger trials, given the
requirements for statistical power to detect effects on such
end points. Health psychology interventions will have a
greater impact on health care and medical practice if they are
supported in such trials. However, unlike those involved in
traditional clinical medicine research (e.g., evaluations of
new drug treatment protocols or surgical procedures), psy-
chologists are less accustomed to the design, conduct, and
analysis of multisite trial designs often required in such
research. Further, given their relatively more complex nature
as compared to drug trials, the delivery of psychosocial inter-
ventions consistently across multiple sites is a daunting
challenge.

The recent movement to develop standards for empirically
supported therapies in mental health (Chambless & Hollon,
1998; Chambless & Ollendick, 2001) has been applied at
least initially in health psychology (Compas, Haaga, Keefe,
Leitenberg, & Williams, 1998) and has a clear parallel in the
concept of evidence-based medicine (Sackett, Richardson,
Rosenberg, & Haynes, 1997). Hence, the application of the
concept of empirically supported therapies in health psychol-
ogy is consistent with trends in the broader field of health
care, and it presents the opportunity to compare the benefits of
behavioral interventions and traditional medical approaches
on the level playing field of established methodological

principles. This is likely to have considerable advantages for
health psychology if the evidence-based practice movement
in health care challenges long-standing beliefs in the medical
community about the relative value of behavioral versus tra-
ditional medical approaches. An emphasis on evidence-based
practice applied equally to behavioral and medical interven-
tions could influence policies regarding reimbursement and
other aspects of health care resource allocation.

The criteria for the status of empirically supported thera-
pies distinguish between evidence of efficacy and effective-
ness (Kendall et al., 1999). Paralleling the distinction between
internal and external validity, efficacy refers to evidence of
significant effects in carefully controlled trials using highly
selected patients or participants and specifically trained thera-
pists or providers. In contrast, effectiveness refers to evidence
of significant treatment effects in the context of actual clinical
or applied settings, with unselected recipients and actual
health care providers. The evaluation of efficacy in health
psychology intervention research is quite similar to the con-
text of mental health intervention research (e.g., description
of sample, random assignment, evaluation of reliability of
treatment implementation, etc.), with the exception that it in-
volves a very broad array of intervention targets, types of
intervention-delivering personnel, and contexts for delivery.
Table 10.2 illustrates this range by describing interventions as
falling along two dimensions—(a) the levels of analysis as de-
scribed in the biopsychosocial model, as described by Engel
(1977) and illustrated in Figure 10.1; and (b) the particular
stage of the health versus disease, from the prevention of risk,
to the reduction of risk, and to the management of the impact
of established disease. Hence, the nature of carefully con-
trolled trials that produce evidence of efficacy will vary enor-
mously, as will the real-world studies of effectiveness. In both
cases, for example, health psychology interventions may in-
volve treatments delivered by peers, parents, spouses, other
health care professionals (e.g., nurses, physicians), or
psychologists. Further, these interventions may be targeted
toward healthy persons or chronically ill persons, and may
be delivered to individuals, families, organizations, or
communities.

As noted previously, for interventions in each of the three
main content areas, evaluations of the importance or clinical
significance of intervention effects is an important concern.
In addition to indexes specific to individual behavior change
targets (e.g., weight loss, smoking cessation, blood pressure
reduction, change in headache frequency), health psycholo-
gists should also consider the suggestion of mental health
researchers to include quality of life in evaluations of clinical
significance (Gladis et al., 1999). As noted above, quality of
life is a key element of broader views of health outcomes
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TABLE 10.2 Level of Analysis and Phase of Disease Risk as Dimensions in Health Psychology Interventions

Phase

Level Primary Secondary Tertiary 

Individual Self-instruction guide Screening and behavior- Stress management
for HIV prevention change counseling for for individuals with

mild hypertension heart disease
Group Parents’ group training Supervised exercise Couples’ group for

in communicating with program for sedentary coping with cancer
teens about risk behaviors adults

Organization Work site education and Work site incentive Physical therapy and
exercise program for program for smoking vocational retraining
injury prevention cessation for injured workers

Community Neighborhood media Neighborhood support Improving access for
campaign to promote groups for caregivers disabled persons to
exercise in minority of chronically ill recreational facilities
populations

Institution- Enforcing laws banning Increasing health insurance Mandating a course of
Policy cigarette sales to coverage for smoking rehabilitation for

minors cessation treatment stroke victims

(R. M. Kaplan, 1994). It also figures prominently in recent
efforts to capture the full impact of intervention effects,
relative to their costs.

Increasingly, the effects of health interventions are evalu-
ated relative to their costs. In a climate of limited health care
expenditures, the value of interventions with demonstrated ef-
ficacy and effectiveness must considered along with the costs
associated with the intervention, in order to inform decisions
about the distribution or allocation of finite health care re-
sources (Ramsey, McIntosh, & Sullivan, 2001). Several key
concepts are often misunderstood in evaluating the effects of
interventions relative to their costs (R. M. Kaplan & Groessel,
in press). Cost-effectiveness refers to the monetary value of
resources used, relative to the health effects produced. For
example, smoking cessation interventions could be compared
in terms of the treatment delivery costs associated with the
production of 1 year of smoking abstinence (e.g., costs of de-
livery a counseling intervention to five smokers, one of whom
quits and remains smoke free for a year). This sort of compar-
ison can suggest differing strengths and weaknesses of inter-
vention approaches. Multicomponent, cognitive-behavioral
interventions for smoking delivered to individuals or small
groups may produce greater initial and maintained cessation
rates as compared to a brief interventions consisting of physi-
cian advice and self-help manuals dispensed during routine
medical visits. However, the very low costs of the latter could
make it the more cost-effective approach.

Cost-benefit analyses compare this same monetary value
of resources consumed in treatment to the monetary value of
all resources saved or created, including the monetary value of
impacts on other health care utilization and health outcomes

(e.g., economic productivity of recipients). Comprehensive
and accurate assessments of both the costs and the benefits
pose a significant challenge in this type of analysis (R. M.
Kaplan & Groessel, in press). A closely related concept is
often referred to as cost offset, in which psychosocial inter-
ventions can produce reductions in subsequent health care
expenditures that exceed the costs associated with the psy-
chosocial treatment (Chiles, Lambert, & Hatch, 1999; Fried-
man, Subel, Meyers, Caudill, & Benson, 1995). Specifically,
this concept compares the cost of the intervention to the costs
saved by reductions in other medical care (e.g., reduction in
health care utilization or the expense of continuing care),
independent of their health benefits.

Finally, a more comprehensive approach has been pro-
posed in which intervention effects for all types of health care
are compared in a standard metric for assessing a broad defi-
nition of health benefits. Cost-utility analyses compare the
value of resources used in delivering a specific intervention
or service to an outcome that combines mortality and quality
of life, including morbidity, functional status, and subjective
symptoms (R. M. Kaplan & Groessel, in press). For example,
the Quality of Life Adjusted Year (i.e., QALY; R. M. Kaplan,
1994) weights years of life by a summary of ratings of vari-
ous aspects of morbidity and functional status. The contin-
uum is bounded by a rating of 0.0 for death and 1.0 for
asymptomatic, optimal functioning. Interventions with simi-
lar effects on mortality could have very different effects on
quality of life adjusted years, as when one intervention is as-
sociated with significant side effects, incomplete relief of
symptoms, or continuing limitations in mobility or other
aspects of functional status. This approach permits an overall,
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comprehensive assessment of intervention effects—both pos-
itive and negative—in a metric that is broadly applicable. For
example, the cost-utility of coronary artery bypass surgery
could be compared to that associated with medical or even
behavioral management of coronary disease. Comparisons of
apples and oranges, so to speak, in health care research are in-
creasingly important as we face difficult questions involving
the allocation of limited health resources. Importantly, such
standardized and comprehensive outcome assessments define
a level playing field on which psychosocial and traditional
medical interventions can be compared objectively.

Communication

An often overlooked issue in discussions of research methods
is the dissemination of research findings. In traditional be-
havioral and psychosocial research, this issue is relatively
straightforward; we are generally communicating with simi-
larly trained professionals. The optimal audience for health
psychology research is much broader. If only other psycholo-
gists hear or read about the findings of such studies, then a
major goal of the research will not be obtained. Just as the
public health and medical contexts shape the importance and
nature of health psychology research, these potential audi-
ences must guide decisions about how and where the findings
are reported. Writing for medical or epidemiological audi-
ences is usually quite different than for behavioral scientists.
As in the case of research design, interdisciplinary teams are
often needed to accomplish this complex task.

METHODOLOGICAL CONSIDERATIONS IN
THE FUTURE OF HEALTH PSYCHOLOGY

Given that the context of research questions represents a crit-
ical influence on methodological decisions, it is useful to
conclude this overview of methods in health psychology by
considering the changes in context that will impact methods
in the field. For example, as noted previously, increasing
pressure on health care financing will both increase the po-
tential importance of health psychology interventions and
motivate the comprehensive assessment of their benefits and
costs. The concern with cost containment will also prompt
studies of the effectiveness in real world health settings of
interventions found to be efficacious in carefully controlled
trials. Changing demographics represent another contextual
influence on future methodological concerns. In industrial-
ized nations, the rising average age of the population and the
increasing proportion of the population that is elderly will

increase the need for incorporation of methods from geron-
tology and life span developmental psychology (Siegler
et al., 2002). This may also change the relative importance of
various health outcomes and identify the need for improved
assessments, such as an increased emphasis on functional sta-
tus and independent living. Yet just as the aging population
calls our attention to the later stages of the life span, it is in-
creasingly clear that the most common sources of premature
mortality and excess morbidity in later adulthood are heavily
influenced by behaviors and related characteristics that
emerge in childhood and adolescence (e.g., smoking, inactiv-
ity, obesity) (P. G. Williams, Holmbeck, & Greenley, in
press). Hence, developmental methods will play an increas-
ing part in the health psychology research across the life
span. The growing recognition that women and minorities are
underrepresented in all aspects of health research including
health psychology will prompt increasing attention to related
methodological issues, especially as the ethnic minority pop-
ulation increases in the United States.

Finally, developments in basic biomedical science and
clinical medicine will shape health psychology research.
Some of these developments will prompt new psychosocial
questions, such as psychological aspects of organ transplan-
tation (Olbrisch, Benedict, Ashe, & Levenson, in press)
and genetic testing (Lerman, Croyle, Tercyak, & Hamann, in
press). Biomedical science will provide new opportunities
for answering existing questions at the interface of behav-
ioral and biomedical science, as when new medical imaging
technologies provide unprecedented opportunities to exam-
ine disease processes noninvasively. Other developments
will refine our understanding of the pathophysiology of
disease, and in the process pose new questions about the
ways in which mind and body are reciprocally related. These
developments will make the continuing methodological
education of the health psychologist a critical and ongoing
concern, but the basic concepts and methods of behavioral
research will remain an equally essential foundation.
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The purpose of this chapter is to describe how research in an-
imal learning has been conducted, not what has been discov-
ered. At one time most behavioral research was conducted by
individuals whose training was focused on the topics covered
by this chapter. Now many neuroscientists, with interest in
the functions of the brain, are also conducting research in an-
imal learning. Some of this research, even that published in
premier journals in the field, includes behavioral methods
that are flawed by problems in behavioral measurement, ex-
perimental design, or interpretation. A goal of this chapter is
to transfer what is fairly common knowledge in experimental
psychology to others who can make use of it. Often, several
alternative methods can be used to accomplish a particular
goal, and particularly for readers at the graduate level, it is
important to be able to make choices among these alterna-
tives wisely. Thus, I have included evaluative comments

about the strengths and weaknesses of the methods that are
described.

The organization of this chapter is much like the standard
organization of a journal article in experimental psychology
as described in the Publication Manual of the American
Psychological Association (American Psychological Associ-
ation, 2001a). Such articles have sections devoted to intro-
duction, method, results, and discussion. These sections are
designed to answer such questions as, What is the problem?
What apparatus is required? What animals should be used?
How should the independent and dependent variables be
measured? What procedure should be used? What experi-
mental design should be used? How should the data be ana-
lyzed? and How should the results be explained? Because
computers are being used in all stages of the research process,
a separate section is devoted to the use of computers in
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research in animal learning. The final section is a case study
of an experiment that illustrates how each of these questions
arose and how they were answered.

WHAT IS THE PROBLEM?

In any experimental study of animal learning it is important
to specify the problem under study. In some cases the prob-
lem may be simply to describe the typical behavior of
animals under well-specified conditions. In other cases the
problem may be to describe the capacity of animals to solve
well-specified problems. The early attention toward what was
called animal intelligence was an interest in the capacity of
animals (Thorndike, 1898; Washburn, 1936).

The purpose of some studies of animal learning is to
develop an apparatus, a procedure, or some measures of
behavior that provide a good basis for further experiments.
Examples of these include the development and use of the
radial arm maze for the study of working memory (Olton &
Samuelson, 1976) and the development and use of the operant
box for the study of contingencies of reinforcement (Skinner,
1938). The development of such reference experiments, which
involve a combination of apparatus, procedure, and measures,
can have an enormous influence on subsequent research. Even
the development of a procedure such as matching to sample
(Blough, 1960) or the development of a behavioral measure
such as the time at which the response rate changes from a low
to high (Schneider, 1969) can have a substantial influence on
subsequent research. The goal is to demonstrate that the new
apparatus, procedure, or measure leads to more reliable or
valid results than did previous methods.

In some cases the problem is simply to determine if two
variables, neither of which is controlled by the experimenter,
are related. In such correlational research the causes of the
behavior are unclear: Variable a may have affected variable b,
variable b may have affected variable a, or some unmeasured
variable may have affected both variables a and b. Many
studies of the relationship between brain processes are corre-
lational studies. For example, an investigator may record the
times of occurrence of spikes of a single neuron and the times
of occurrence of a behavioral response. Such a study will re-
veal the presence of a relationship between the two dependent
variables, but not a causal basis for the relationship.

Many studies are designed to identify the causes of be-
havior. The problem is to determine whether a particular in-
dependent variable controlled by the experimenter is related
to a behavioral dependent variable. To identify the specific
features of the independent variable that were responsible,
considerations of experimental design are particularly

important. In addition to determining whether a particular
variable affects a particular behavior, a more quantitative
problem is to specify the functional relationship between an
independent variable x and a behavioral dependent variable y.
The function may be linear, exponential, or any well-
specified form.

Finally, the problem of many studies is to test a particular
theory. This requires that the theory be precisely described
and that the observed variables be related precisely to
the concepts of the theory. Then the results of the experi-
ments can be compared to the predictions of the theory. In
some cases the theory may specify only that one treatment
will have a greater effect than another, but in others quantita-
tive results of an experiment can be compared to quantitative
predictions of the theory. This should include both standard
goodness-of-fit measures and considerations of model com-
plexity. An overly complex model may fit a particular set of
data but not generalize well to other data (Myung, 2000).

WHAT APPARATUS IS REQUIRED?

Field studies of animal learning provide information about
what animals do and what they are capable of learning. They
also lead to hypotheses regarding the variables responsible
for learning and performance. Tests of these hypotheses can
be carried out with field experimentation (Tinbergen, 1953).
In field experimentation the investigator manipulates some
independent variable in the animal’s natural environment;
in laboratory experimentation the investigator manipulates
some independent variable in an artificial environment. The
distinction between a natural and artificial environment is
sometimes blurred by the use of artificial environments that
have similarities to the natural environment. In some cases
these laboratory approximations to naturalistic environments
may be close approximations to the naturalistic environment;
in other cases researchers may use standard laboratory appa-
ratus. For example, the study of foraging behavior can be
conducted with field observation, field experimentation, or
laboratory experimentation. 

The two main types of laboratory apparatus for the study
of animal learning are mazes and boxes. A maze is an appa-
ratus in which the dependent variable is the location of the
animal; a box is an apparatus in which the dependent variable
is a response of the animal (i.e., what the animal does in a
location, not where it is).

Mazes

The first experimental study of learning of the white rat was
conducted in a wooden replica of a maze patterned after the
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hedge maze in the Hampton Court Palace in England (Small,
1900). This was a complex maze with many blocked paths,
but with one sequence of correct turns the rat could reach the
center of the maze, which contained food. Measures of per-
formance included the time required to reach the food and the
number of erroneous paths taken. With successive experi-
ences in the maze, the typical time to reach the goal and the
number of errors decrease. Subsequently, investigators used
much simpler mazes. A good history of the first 50 years of
the use of mazes is provided by Munn (1950). 

The simplest of all mazes is the straight runway, often
about 4 ft long, with food at the end of the runway. The mea-
sures of performance normally recorded are the response
latency (time to leave the starting chamber) and the running
speed (the time from leaving the starting chamber to reaching
the food, divided by the length of the runway). With succes-
sive experience in the runway, the typical latency decreases,
and the typical running speed decreases.

For the study of choice the simplest type of maze is the
T-maze. It consists of a straight runway and two arms to form
the shape of a T with food at the end of one of the arms. The
measures of performance normally recorded are latency, run-
ning speed, and particularly choice of the left or right arm.
The food may always be at the same arm, or it may be at the
arm that is identified by a particular stimulus that is assigned
to the arm on each trial at random.

For the study of working memory, the radial arm maze is
frequently used (Olton & Samuelson, 1976). The radial arm
maze consists of eight or more arms radiating from a central
point located in a room with distinctive cues. A standard pro-
cedure is to place food at the end of each of the arms and
record the pattern of responding to the various arms. An ani-
mal with a perfect working memory of which arms had been
visited would enter only those arms that have not yet been
visited (i.e., the arms that still have food). This apparatus is
also used for the study of reference memory with a modifica-
tion of the procedure in which some of the arms never have
food. Animals readily learn to distinguish between arms that
are sometimes baited and those that are never baited (refer-
ence memory), and they seldom reenter arms that have
already been baited (working memory).

For the study of navigation, the Morris water maze is
frequently used (Morris, 1981). This is a large round tub of
water that has been made opaque and that contains a small,
slightly submerged platform that is located in a room with
distinctive cues. The animal is typically released from
random locations around the periphery of the tub, and it
learns to swim toward the location of the submerged plat-
form and stand on it. The behavior is normally monitored
by a video camera that can be analyzed by a computer

program that identifies the location of the animal as a func-
tion of time.

Although a great deal of research in animal learning has
used the maze, three problems are notable. First, in some
cases the measure of behavior is dependent on the judgment
of the experimenter—as, for example, when time is measured
by a stopwatch or when entry into an arm is based on a deci-
sion by the investigator. This is a source of random error, and
it can lead to a biased measure of the animal’s behavior if
the experimenter has beliefs about what the animal should
be doing in a particular situation. Such measures should be
done blindly by an experimenter who cannot identify the pre-
vious treatment of the animal and who has no hypothesis
about what the animal should be doing. Some mazes have
been developed that provide a way for automatic recording of
behavior. Second, in most cases the animal must be fre-
quently handled during a session. Because it is not possible
to standardize such handling completely, it is a source of ran-
dom error, and if the experimenter has beliefs about what
the animal should be doing in a particular situation, it may
lead to biased handling of animals in the different groups.
Some mazes have been developed in which the animal does
not need to be handled between trials. Third, the stimuli
are difficult to describe in physical terms, and even more dif-
ficult to describe in terms of the proximal cues received by
the animal.

Boxes

About the same time that the first maze studies were being
conducted, research on animal learning was being conducted
in problem boxes (Thorndike, 1898). A problem box is an en-
closure with various features that can be manipulated. One of
the manipulations or a combination of several manipulations
opens the box, permitting the animal to leave the box and get
some food. Thorndike used many different problem boxes
with cats, dogs, and chickens. The primary objective measure
of performance was the latency to escape from the box.

The operant box developed by Skinner (1938) for rats is a
simplified version of a problem box that eliminates the need
to handle the animals after food reward. The box contained a
lever, a food cup, and a light. Food was delivered according
to some schedule of reinforcement based on time intervals
and numbers of responses. Four standard schedules of rein-
forcement are fixed interval, fixed ratio, variable interval, and
variable ratio. In a fixed interval schedule of reinforcement
the first response after a particular interval of time (such as
1 min) is followed by food; in a fixed-ratio schedule of rein-
forcement a particular number of responses (such as 20 re-
sponses) is followed by food. The variable interval and ratio
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schedules are specified by a distribution of time intervals or
number of responses that are characterized by the mean (such
as a 1-min variable interval schedule or a variable ratio
schedule of 20 responses). Many other schedules of rein-
forcement have also been used, but all of them are based on
contingencies of reinforcement based on times from well-
specified events and number of responses. More than a single
lever is used for choice experiments, and many experi-
ments require multiple stimuli or graded control of the di-
mensions of the stimulus. The basic data consist of the time
of occurrence of each stimulus, response, and food delivery.
These times are measured automatically when a mechanical
or electronic switch is closed with force, contact, breaking of
a photobeam, or some other means.

The operant box typically used for pigeons is similar in
concept to the one used for rats but differs in many details.
The typical response is a peck at a lighted disk, rather than
the pressing of a lever. In addition, the box is larger, and the
food typically is delivered for a fixed time (such as 3 s) rather
than a fixed amount (such as 45 mg). Other adjustments in the
details of the box must be made for other species, such as the
mouse.

In some animal learning experiments, electric shock has
been used instead of food. The shock presentation may be
contingent on a response (punishment) or on a stimulus
(conditioned emotional response); shock termination may be
contingent on a response (escape); or the shock may be omit-
ted contingent on a response (active avoidance). 

Basis for Choice of Apparatus

When it is adequate for the problem under investigation,
standard equipment should normally be used. Typically, such
equipment has gone through a long process of modification
guided by the performance by animals. For example, the
modern lever box for rats contains a lever of a particular size
located in a particular place that requires a particular force to
activate. If the lever were located higher on the wall or if it
required more force to activate, the performance of the rat
would undoubtedly be affected. Sources of fast movement
(such as rapid insertion and retraction of a lever) or loud
noises (such as solenoid activation of a feeder) have been
eliminated. With current standard equipment, there is no need
to shape the rat to press the lever—a well-handled rat on a re-
stricted diet that does not encounter frightening events such
as loud noises, fast movements, or unusual handlers, treat-
ments, or testing times will quickly learn to press the lever to
secure 45-mg pellets of food. The use of standard equipment
also facilitates attempts by other researchers to replicate the
experimental results. Of course, there are problems for which
the investigator must develop a new apparatus, but early

versions of a new apparatus are likely to contain some diffi-
culties for the animals. 

An apparatus that has typically been used for a particular
problem should generally be favored over some alternative
apparatus. This increases the comparability of results of mul-
tiple experiments within a given laboratory and between
laboratories. Of course, when sufficient understanding of a
phenomenon has been obtained with one type of apparatus, it
is often desirable to test the generality of the conclusions by
some investigation of the effect of similar treatments in a
very different apparatus.

Another consideration in the selection of testing apparatus
is the degree of the experimenter’s control of stimuli. This in-
cludes not only the control of the physical stimulus at the
source (such as the speaker or the light bulb) but also the
proximal stimulus at the location of the animal. It is generally
easier to control the proximal stimulus in a box than in a
maze, so it is better to use a box than a maze in those cases in
which either can be used.

An apparatus that requires little or no handling of the ani-
mals during the training task is highly desirable. Although in-
vestigators should make efforts to handle each animal in the
same way every day, this cannot be done precisely, and the
degree of variability cannot be properly measured. Typically,
animals trained in mazes require handling between succes-
sive trials, but animals trained in boxes require handling only
at the beginning and end of a long session. Thus, boxes are
generally better than mazes in cases in which either can be
used.

Finally, there are practical considerations in the choice
of apparatus, such as the cost and availability of the equip-
ment and the investigator’s experience with the apparatus and
with analysis of data obtained from it.

WHAT ANIMALS SHOULD BE USED?

Many investigators do research primarily or exclusively with
a single species of animals. This is often a good strategy be-
cause it is important to know the animals well. It enables the
investigator to recognize conditions that might make the ani-
mal frightened or angry, to appreciate the animal’s motiva-
tional state, and to identify health problems. With extensive
experience with a particular species an investigator can
develop an understanding of which tasks should be relatively
easy or difficult for the animal to learn.

Studies of animal learning have been conducted with
many species of mammals, birds, reptiles, amphibians, and
invertebrates. Most of the studies have been with mammals,
and the most frequently used species has been the rat. A
search of the PsychINFO database identifies thousands of
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studies of learning in the rat—many more than other mam-
malian species. The laboratory rat has been bred to be well
adapted for laboratory environments. With regular handling
it is docile, and in a relatively constant environment it is un-
afraid. Rats are easily trained to make particular responses, to
discriminate among stimuli, and to learn contingencies of re-
inforcement. They have been extensively used both for both
behavioral and for neuroscience research. Many other species
of mammals have also been used, including nonhuman pri-
mates, mice, rabbits, dogs, and cats. The choice of species
depends in part on the problem under investigation.

For the goal of extending knowledge of learning mecha-
nisms of animals to humans, nonhuman primates are pre-
sumed to be most relevant. Although most of this research
has been conducted with monkeys, such as the rhesus mon-
key, a few laboratories have the ability to conduct learning
research with gorillas, orangutans, and, particularly, chim-
panzees. The goal of such research often is to develop an
animal model of human behavior.

For the goal of understanding genetic mechanisms of be-
havior, the mouse has been the mammal of choice. Recently,
there has been a great increase in understanding the genetics
of the mouse, so more investigators have been attempting to
study the relationship of genetic manipulations to learning
mechanisms. Progress in this field has been impeded by the
limited understanding of the effects of various treatments on
the behavior of the mouse.

For the understanding of classical conditioning of a dis-
crete response (such as nictitating membrane response of the
eye, or the eyelid response), the rabbit has been found to be
an excellent animal because of its ability to be relatively
motionless under restraint. For animal learning experiments
with visual stimuli, the pigeon has been used extensively.
Many other species of birds have also been used, typically
for comparative purposes. Reptiles and amphibians have
been much less frequently used, primarily because of the
limited number of behavioral learning procedures that
are available.

Invertebrates have been used in animal learning experi-
ments for various purposes. In some cases the genetics is
particularly well understood (e.g., drosophila); in other
cases the neural mechanisms are particular well understood
(e.g., aplysia). In some cases, the results of conditioning
experiments with an invertebrate (e.g., honey bee) are
remarkably similar to the results of similar experiments
with mammals (e.g., rat). Such findings provide consider-
able support for the existence of general laws of learning
(Bitterman, 2000).

For the purposes of comparison among species it is some-
times desirable for an investigator to conduct research with
multiple species of animals. This avoids a concern that

differences in the training conditions in different laboratories,
rather than species differences, were responsible for the dif-
ference in the results. One approach is to sample a wide range
of species informally. When this is done, acquiring similar
results from the different species indicates that the phenome-
non has wide generality. Another approach is to identify
species that are similar genetically but that typically live in
different ecological niches. This provides evidence for the
relationship between ecology and behavior. Comparative
studies are difficult to interpret because of the concern that
the impact of the conditions of training were not identical.
For example, it is uncertain how to equate the motivational
level of different species.

HOW SHOULD THE INDEPENDENT AND
DEPENDENT VARIABLES BE MEASURED?

Objective recording of data requires that the behavior activate
a transducer with an output that can be stored as a number. A
mechanical switch may be used to record a rat’s pressing of a
lever or a pigeon’s pecking at a lighted disk; a photocell circuit
may be used to record the location of an animal; and other
transducers may be used to record pressures or velocities.
Objective recording reduces the possibility that the investiga-
tor’s expectations can affect the measured behavior. The
behavior is usually easy to record, and because it is originally
in numbers, it is easy to analyze. The major concern about ob-
jective recording is that it does not capture the richness of the
behavior that can be observed, although it is usually possible
to develop an objective way to measure well-defined behavior.

As an alternative to such objective recording of data, an
investigator may use subjective recording of behavior that is
observed directly or observed on videotape. One of the ad-
vantages of videotaped recordings is that the same behavior
can be scored by multiple observers, which permits correla-
tions of the scores to be used as a measure of reliability. The
major concerns about subjective recording are that the analy-
sis of the data is time-consuming, that some of the measures
may not be highly reliable, and that the measurements may
reflect, in part, the expectations of the individuals who are
scoring the behavior.

Typically, an objective measure of behavior provides in-
formation about three questions: What happened? Where did
it happen? and When did it happen? The type of response
may be identified by which transducer was activated (e.g., the
mechanical switch of the left lever response). The location of
the response may also be identified by which transducer was
activated (e.g., the photocell circuit at the food cup). The time
of the response may be measured by a clock that runs during
the session. The resolution of the clock that is used depends
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on the behavior being measured. For most behavioral pur-
poses there is no need to have resolution greater than 1 ms,
and it may be satisfactory to record data to the nearest 10 ms
or 100 ms. Thus, a single measure of behavior may consist of
a pair of numbers: one representing the behavior (the type of
response and its location) and the other representing the time
of the behavior. The procedure can also be represented by a
pair of numbers: one representing the stimulus (e.g., onset of
a light, termination of a light, and delivery of food) and the
other representing the time of the event. Thus, what happened
to the animal in a session and what the animal did can be rep-
resented in this time-event format as a list of times and the
events that occurred at each of these times.

The most detailed data that are recorded may be called the
raw data. It is now both feasible and desirable to save all of
the raw data. It is feasible because of the low cost of storage
of information in computer-readable form. Normally the data
are initially stored in computer memory and then transferred
to some mass storage device (such as magnetic disk or CD-
ROM). Storing the raw data is desirable because it makes
it possible to perform secondary data analyses that would
not be possible if only the summarized data were avail-
able. Prior to the general availability of personal computers,
the raw data consisted of what would now be considered
summary statistics. For example, the number of responses
of an animal during a session in the presence of a stimulus
and in the absence of a stimulus might be the most detailed
data that were recorded. Now it is feasible to record the time
of occurrence of each response, stimulus onset, and stimulus
termination. From these raw data it is possible to calculate the
number of responses of the animal during a session in the
presence of a stimulus and in the absence of a stimulus, and it
is also possible to calculate many other measures of behavior
such as the time from stimulus onset to the next response.
The task of the data analyst is to select and use appropriate
measures of performance based on the raw data.

Measures of learned behavior are based on time, number,
and magnitude. For example, a dependent variable might be
the latency to respond at the onset of a stimulus (a time
measure), the number of responses during the presence of a
stimulus (a number measure), or the extent of closure of the
nictitating membrane (a magnitude measure). Other mea-
sures involve a combination, such as response rate (a ratio of
number to time). Any of these measures can be expressed in
absolute or relative units.

Transformations

A transformation of a measure of learned behavior involves a
mathematical operation on the raw data. For example, an
investigator may record the times of occurrence of response,

calculate the difference between the times of successive
responses (interresponse times), calculate the reciprocal of
the interresponse times (response speeds), and use the re-
sponse speeds for further analysis. There are various reasons
for transforming a measure. In some cases the distribution of
the transformed data may be simpler than the distribution
of the raw data. For example, it may be more symmetrical, or
the ratio of the standard deviation to the mean (the coefficient
of variation) may be more constant in the transformed data
than in the raw data. In some cases a theory may make sim-
pler predictions about one dependent variable than about
another. Another reason for transforming a measure is to use
a dependent variable that is typically used by others in order
to permit direct comparison of new results with previous
ones. Probably the most important reason for transforming
data is to obtain a dependent variable that accounts for a
higher percentage of the variance in the data. For example, a
discrimination ratio, such as rate of response in the presence
of a stimulus relative to the absence of a stimulus, often
accounts for treatment effects better than an absolute mea-
sure, such as rate of response in the presence of a stimulus
(Church, 1969).

Two types of transformations have been found to be particu-
larly useful. One of them is the expression of a dependent vari-
able as a relative, rather than absolute, value. The other is a
nonlinear but order-preserving transformation. Examples are
the logarithm, reciprocal, square root, and others in a ladder
of transformations (Tukey, 1977). Some investigators are reluc-
tant to use any transformations because of concern about dis-
torting the raw data. This concern is misguided because there is
no particular reason to believe that the easiest variable to mea-
sure is the most fundamental for understanding the learning
process. Of course, it is important to specify precisely the trans-
formations that are used because the conclusions that apply to a
particular dependent variable may not apply to a transformation
of the dependent variable. For example, a significant interaction
based on one dependent variable (such as time) may not be pre-
sent on a transformation of that variable (such as speed).

Summary Measures

A measure of behavior is usually conceptualized as contain-
ing a true value plus random error. The random error is
assumed to have a mean of zero and a symmetrical (usually
normal) distribution with some standard deviation. If one ex-
amines the original measure of behavior, the true value can
be lost in the random variability. To reduce this random vari-
ability, a measure of central tendency is used. The typical
measure is the mean or the median, but variants of these mea-
sures of central tendency are sometimes used. The median
provides a way to reduce the effects of outliers. The measure
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of central tendency is normally calculated first within ani-
mals and then between animals. This provides equal weight
for each animal, rather than each response, and it provides
multiple independent measures for inferential analyses.

Two main problems have been identified with the use of
measures of central tendency. One problem is inherent in
the calculation of any summary statistic: There is some loss of
information. For example, averaging information across
several animals eliminates any individual differences in per-
formance. Thus, the analyst must decide which factors to ex-
amine and clearly specify which factors are being ignored.

Another problem is more subtle, and more serious: The
mean function may not represent the function of any of
the individuals (Bakan, 1954; Estes, 1956; Sidman, 1953).
The standard example is the following: Suppose that learning
is characterized by an abrupt acquisition of a response, but
the number of exposures to the situation required for acquisi-
tion is a random variable. If one calculates the mean of a large
number of such step functions, with some variability in the
number of exposures before the step, one obtains a gradually
rising function that is not characteristic of the shape of any
individual function. The gradually rising function is some-
times assumed to characterize the shape of the individual
functions (with random error reduced), but this is an error.
The error becomes serious when theories are designed to ac-
count for such behavior in individual animals; obviously, in
this case one would need theories that produce step functions
in individual animals.

This problem does not mean that one cannot average
performance across animals. One solution is to average with
respect to some criterion, such as the occasion on which
the animal reaches a criterion of learning. Such a backward
learning curve, in the step-function example given, would
have a low probability of responding prior to the criterion
and a high probability of responding after the criterion. Thus,
an average function with respect to a criterion may have
the same shape as the individual functions.

The same problem with averaging performance across
animals applies to averaging performance within an animal.
For example, in a fixed interval schedule of reinforcement
the first response after a particular time (such as 60 s) is
followed by food. Animals often respond at a low rate for
about two thirds of the interval and then switch to a fast
response rate (Schneider, 1969). If one calculates the mean of
a large number of such step functions, with some variability
in the number of exposures before the step, one obtains a
gradually rising function that is not characteristic of the shape
of any individual function. The gradually rising function,
often called a fixed-interval scallop, is sometimes assumed
to characterize the shape of the individual functions (with
random error reduced), but this is an error. The error becomes

serious when theories are designed to account for such
behavior on individual intervals; obviously, in this case one
would need theories that produce step functions on individual
intervals.

In addition to measures of central tendency, it is also
important to report measures of variability. This includes
both within-animal variability providing evidence regarding
the stability of the measure and between-animal variability
providing evidence regarding individual differences. If
means are used as a measure of central tendency, it is most
consistent to use standard deviations or median absolute de-
viations as a measure of variability; if medians are used as a
measure of central tendency, it is most consistent to use an
interquartile-range measure of variability. Error bars on fig-
ures provide a visualization of the amount of variability. They
may be either standard deviations or interquartile ranges to
represent the variability of the observations or the standard
errors to represent the variability of the estimate of the mean. 

WHAT PROCEDURES SHOULD BE USED?

A procedure should be chosen that is appropriate for the
problem. In some cases the judicious selection of a critical
procedure can be particularly revealing; in other cases a large
number of alternative procedures can be revealing. Ideally, a
theory would be able to make explicit predictions of perfor-
mance for any procedure within a well-specified domain.

Simple procedures may be defined in terms of the number
of stimuli required (0, 1, or more than 1) and the number of
response contingencies (0, 1, or more than 1). The number of
stimuli required is self-explanatory. A response contingency
refers to the relationship between a response and a reward. In
classical conditioning the reward is delivered independently
of a response; in instrumental conditioning the reward is
delivered contingent on a response; in choice experiments
there may be two or more response contingencies. The sim-
plest of all procedures is one in which there are no stimuli or
response contingencies. For such a procedure food is
delivered at fixed times, random times, or some other distrib-
ution. This procedure is known as context conditioning,
magazine training, and temporal conditioning. Many of the
other simple procedures also have multiple names and
separate histories. Other procedures may involve the proba-
bilistic presentation of events (as in partial reinforcement),
presentation of events in a repeating pattern, and concurrent
presentation of events.

Many procedures involve the variation of an interval of
time between two events, such as the interval between the
conditioned and unconditioned stimulus, between the stimu-
lus and the response (in the study of working memory), and
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between the response and the reward (in the study of delay of
reward). Other procedures involve manipulations of the stim-
ulus conditions (in the study of stimulus control of behavior).
These procedures often use one of the psychophysical meth-
ods that were originally developed for the study of sensory
processes.

WHAT EXPERIMENTAL DESIGN
SHOULD BE USED?

The planning of an experimental design involves many
decisions. These include decisions about whether to use an
independent group design, a repeated measure design, or
some combination of the two. If all animals are treated
alike, it is possible to describe what was done and what was
observed, but there is no basis for identifying causal vari-
ables. For the identification of causation it is necessary to
use one or more control groups, so that comparisons can be
made between the effects of different treatment compar-
isons. A simple untreated control condition can be used to
identify that something about the treatment produced the
observed differences between an experimental and control
condition, but additional control groups are essential to
identify the aspects of the treatment that were necessary and
sufficient for the observed effects. The art of experimental
design is to choose the control conditions that provide infor-
mation about essential features in an efficient way.

Independent Group Designs

Many standard experimental designs are used in the study of
animal learning (see chapter by Wilcox in this volume). To
avoid carryover effects of previous treatments, many investi-
gators typically use independent group designs. There are
three ways to deal with irrelevant variables: They may be
held constant, counterbalanced, or randomized. For example,
if the important independent variable in a particular study is
the spacing of the trials, how should the investigator deal with
possible effects of the time during the day at which the testing
occurs? One possibility is to hold the time of day constant by
testing all of the animals in both conditions at the same time;
another is to counterbalance the time of day by testing half
the animals in each condition in a morning session and half
the animals in each condition in an afternoon session; and
another is to assign the animals to the morning and afternoon
sessions randomly. Typically, investigators hold constant as
many variables as possible, although it is recognized that this
may limit the generality of the conclusions to the specific
conditions used in the experiment. Variables that are likely to

have an effect on performance typically will be counterbal-
anced. All other variables will be randomized.

To randomize all other variables, conditions are randomly
assigned to animals, often with the restriction that an equal
number are in each of the conditions. A method of doing this
is to assign a random number to each animal and put half of
the animals with the lowest random numbers in one group
and those with the highest random numbers in the other
group. This provides a way of randomizing all other factors,
both those that can be readily measured and those that cannot.
Haphazard assignment of animals to groups should never be
done. It is unlikely that a person without access to a random-
ization device can assign animals to groups in a manner such
that each animal has an equal and independent chance of
being in a particular group.

Independent group designs for the study of animal learn-
ing often involve multiple phases. This is essential for making
the important distinction between learning and performance.
The conceptual distinction is that performance refers to the
observed behavior but that learning is a theoretical variable
referring to what the animal knows rather than what the ani-
mal does. For example, rats may be trained to run to the goal
box of a straight alley that contains food. If the animals run
more rapidly with a particular drug, the drug’s effect on per-
formance can be described, but its effect on learning cannot.
To make this distinction, a second phase may be added with-
out food in which half the rats in each training group receive
the drug and half do not (see Table 11.1).

If mean testing performance depends on the conditions of
testing, but not of training (i.e., a difference between the
columns in the mean running speed, a + c vs. b + d), the
drug has influenced performance but not learning. If, on
the other hand, the mean testing performance depends on the
conditions of training, but not of testing (i.e., a difference
between the rows in the mean running speed, a + b vs.
c + d), the drug has influenced learning. This design was
used by Spence (1956) to identify factors affecting learning.
Of course, other patterns of results can occur. For example,
the performance may depend on the similarity of the condi-
tions of testing to the conditions of training (i.e., a difference
between the positive and negative diagonals of the table in

TABLE 11.1 A Two-Phase Design to Identify Factors Affecting
Learning and Performance: Mean Running Speed During Testing
as a Function of Drug Conditions During Training and Testing

Testing

Training Drug No Drug

Drug a b
No drug c d
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the mean running speed, a + d vs. b + c). This is known as
state-dependent learning. In addition to distinguishing be-
tween learning and performance, transfer designs with multi-
ple phases have been important for the assessment of what
was learned in the first phase (Rescorla, 1988). 

Repeated Measures Designs

To reduce the effect of individual differences, many investi-
gators typically use repeated measures designs. In a repeated
measures design, each of the animals receives each of the
conditions. Because of potential carryover effects, different
animals receive the conditions in different orders. They may
be counterbalanced or randomized. Other potential influenc-
ing variables may also be counterbalanced or randomized. In
some cases a mixed design may be used, which is a combina-
tion of an independent groups design and a repeated mea-
sures design.

Single-Subject Designs

Some investigators use what is sometimes called single-
subject design (Sidman, 1960). This requires that all of the
treatments be given to a single animal. Typically, such re-
search is replicated on two or three other animals to deter-
mine the generality of the conclusions. The assumption is
that most animals produce similar results, so there is no need
for larger samples. But there is also a concern about combin-
ing the results of multiple animals because the performance
of each of the animals is different. This approach is particu-
larly advocated by the Journal of the Experimental Analysis
of Behavior. Although such experiments could be conducted
with random ordering of treatments, fixed criteria for each
phase, and other features of standard experimental designs,
the approach actively encourages the decisions of investiga-
tors based on the behavior of the animals. This approach is
difficult to distinguish from pilot studies that are often con-
ducted in new situations. In a pilot study an investigator may
use a small number of animals and a large number of treat-
ments; the purpose is to develop hypotheses, not to produce
convincing and interpretable data.

Problems Common to All Experimental Designs

There are some common problems for all experimental de-
signs. These include the rationale for determining the number
of animals per group, the number of trials in a phase, and the
ways in which errors are handled.

The number of animals in an experiment is usually based
on several considerations. In the independent group designs,

investigators almost always test an equal number of animals
in each condition, and in each combination of conditions.
Although analyses can be conducted of data with unequal
numbers of animals in each cell, or even missing cells, they
require some additional assumptions; in rare cases an investi-
gator may choose to use a larger number of animals in a con-
dition likely to produce more variable data. If only a single
animal is used in each combination of conditions, there can
be no separation between interaction and random error. If two
or more animals are used in each combination of conditions,
a measure of variability within cells can be calculated.

Ideally, investigators would determine the number of ani-
mals to be tested in each condition based on an analysis of
power. To do this the investigator makes an estimate of the
within-group variability to be expected and an estimate of the
expected size of the effect. These estimates are typically
based on previous research. Alternatively, the investigator
may decide on the size of the effect that is worth identifying.
With this information and some assumptions about the form
of the error distribution, the investigator can rationally decide
on the number of animals per group. In fact, most investiga-
tors do not do a power analysis (or do not report doing so)
in deciding on the number of animals per group. Many un-
doubtedly use the number of animals typically used in simi-
lar experiments. If there are many such similar experiments,
this approach may be satisfactory because previous investi-
gators will have found by trial and error a number of animals
per condition that is sufficient to identify phenomena (i.e., a
low Type II error rate), but not many more than necessary
(i.e., a number of animals that produces an exceedingly small
p value).

The number of animals in repeated-measures designs is
based on similar considerations. In the single-subject designs,
however, the decisions are based almost entirely on conven-
tion. The term single subject refers to the fact that separate
analyses are done of each animal, not that the experiment con-
sists of only one animal. Because of concern that the behavior
of a single animal may not be representative of others, it is
typical to use three or five animals. Ideally, all of them will
show similar patterns of results. In cases in which the perfor-
mances of the animals differ, the investigator may comment
on the range of possible behaviors of different animals, and
because an odd number of animals are typically tested, the in-
vestigator may also comment on the typical pattern.

In experiments on animal learning, the investigator typi-
cally chooses a number of trials of training sufficient to
produce relatively complete learning. This is referred to as
asymptotic, steady-state, or stable behavior. This number
may be chosen before the beginning of the experiment based
on the number used in similar experiments, or it may be
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based on some formal criterion of stability. Either of these
bases is better than the informal ones involved in optional
stopping because the latter allow experimenter biases to
affect the outcomes. In some experiments the investigator
chooses a number of trials that produces incomplete learning.
For example, the blocking result is most clearly observed
with an intermediate number of presentations of paired rein-
forced stimuli. The numbers in previous similar experiments
are often used because they are assumed to be close to the
optimal.

The method section of an article on animal learning
describes the procedure that was used, but it seldom de-
scribes minor apparatus or human errors in the procedure that
are difficult to avoid. Of course, good laboratory practices
involve preventive maintenance and daily checking of the
apparatus, as well as modification of faulty equipment to
reduce errors. Good laboratory practice also involves the
recording of all known human errors that occur, such as a
dropped animal, a change in the time of testing or feeding,
and the recording of unusual events, such as construction
noise or injury or sickness of an animal. If these are rare, the
reported results will not be affected in any meaningful way
by reasonable alternative data analysis decisions. 

HOW SHOULD THE DATA BE ANALYZED?

The problems of data analysis in animal learning research
are similar to those in other psychological research. In some
cases investigators report the central tendency of a single
standard dependent variable, usually with a measure of the
variability of the variable, and then proceed to test the signif-
icance of the difference between conditions. Among the
dependent variables that may be used are absolute and rela-
tive measures of time, number, or magnitude, and trials to
criterion. These studies usually involve a large number of
carefully chosen control groups so that it is possible to iden-
tify the controlling variables for the observed effects.

Animal learning experiments involve changes in a depen-
dent variable as a function of time or trial. Thus, some inves-
tigators describe the learning curve, which is the functional
relationship between a behavioral dependent measure and
time or trial. Time-series analysis is particularly important for
such data (see chapter by Lanza, Flaherty, & Collins in this
volume).

Some investigators make extensive use of the techniques
of exploratory data analysis for the discovery of effects and
for the graphical presentation of phenomena (see chapter by
Kirk in this volume). The raw data from a session of learning
by an animal may include a large number of events that occur

at unique times. For example, a record may be kept of the
onset and termination of a light, a tone, a lever response, a
head entry into the food cup, a lick on the water bottle, and
others. The times can be recorded precisely in milliseconds
since the beginning of the session. These data provide a rich
basis for exploratory data analysis, and if these data are avail-
able in archives on the Web, they may be used by others for
secondary data analysis.

The major role of inferential data analysis in research on
animal learning is to provide a consistent standard for making
conclusions based on results. It also provides a succinct re-
port of the conclusions regarding significance, confidence in-
tervals, and magnitudes of results. Without the conventions
of inferential statistics, different investigators might reach
different conclusions from the same results. The key intuition
is that a result is significant if it is consistently observed.

HOW SHOULD THE RESULTS BE EXPLAINED?

There are several ways to explain animal behavior. They
include a description of the controlling variables, statements
of principles, and process models based on psychological,
biological, or mathematical variables. The results are facts
that have been observed; the explanations are alternative
ways to understand these results. A good explanation will
provide a succinct and accurate description of a wide range
of results.

Operational Definitions of Cognitive Factors

An unsatisfactory way to attempt to explain behavior is to
identify some particular behavior as an operational defini-
tion of a cognitive process and then use this as an explana-
tion. Various measures have been proposed for working
memory, attention, fear, and other psychological processes.
The psychological terms then can be used instead of the be-
havioral measures. This provides an alternative term for the
behavior that is short and memorable and which may or may
not serve to direct the investigator’s attention to relevant
psychological processes. The term, however, remains equiv-
alent to the particular behavior and is not an explanation of
the behavior.

Functional Relationships Between Input and
Output Variables

In animal learning experiments, the input variable is some
treatment condition, and the output variable is some measure
of behavior. Usually, both variables can be expressed on a
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quantitative scale so that it is possible to describe a functional
relationship between the input and the output. This type of
explanation is not clearly distinguished from a report of re-
sults. Typically, a functional explanation will be more general
(such that it applies to several variables), more analytical
(such that it will suggest causal variables), and more quanti-
tative (such that it will provide a simple mathematical
function).

Principles of Behavior

In an explanation of behavior, it is important to distinguish
between the procedure, the results, and the explanation.
This is made more difficult when the same word is used to
describe what is done (the procedure), what is observed
(the results), and the explanation of the results (the explana-
tion). Blocking and subjective shortening are examples of
terms that have been used for a procedure, a result, and an
explanation.

The explanation of behavior by principle is based on de-
ductive logic: If A then B, X is an example of A, then B. For
example, A = a general blocking procedure, B = a blocking
result, and X is a particular blocking procedure. The goal is to
identify principles of behavior of the form “If A then B” that
apply to many apparently different examples (X). The princi-
ples of classical conditioning are explanations of this type.

Process Models

A process model involves input, intervening, and output vari-
ables. As in the case of functional explanations, the input
variable is some treatment condition, and the output variable
is some measure of behavior. The new term is intervening
variable, and it may be psychological, biological, or mathe-
matical. In a process model, the relationship between an input
variable and at least one intervening variable must be speci-
fied, and the relationship between at least one intervening
variable and the output must also be specified. In addition,
there may be multiple intervening variables with relation-
ships that need to be specified.

Some process models involve psychological intervening
variables of perception, memory, attention, and decision.
Scalar timing theory provides an example of such a psy-
chological information-processing model. Other processes
models involve biological intervening variables related to
electrical and chemical activity in different parts of the brain.
These models involve consideration of electrophysiology,
neurochemistry, and anatomy. Finally, the intervening vari-
ables may be described in mathematical terms. They may be

stochastic models of learning based on probability theory
(Bush & Mosteller, 1955) or neural network learning models
based on linear algebra (Haykin, 1999). Of course, a process
model can be specified in psychological, biological, and
mathematical terms. This provides a way to relate the psy-
chology and biological bases of behavior and to specify them
in terms of mathematical functions.

THE USE OF COMPUTERS AT ALL STAGES
OF THE RESEARCH PROCESS

In the mid-twentieth century, computers were used in psy-
chological research primarily for data analysis. The few in-
vestigators of animal learning who used them transferred
their written records into a machine-readable form, such as
IBM cards with 10 rows and 80 columns of locations that
could be punched out. Other cards would be punched out
with the program, perhaps written in FORTRAN. Stacks of
such cards would be brought to a central computer center for
batch processing. The next day the investigator would be
given a report of the results that often indicated that a syntax
error had been made. This was superseded by time-shared
computers that permitted entries of data and programs from
remote entries from a Teletype machine, including paper tape
that could transmit data at a rate of about 10 bits per second.
The time-shared computers were convenient to access and
presented faster reports of errors that could be immediately
corrected, but they were still used almost exclusively for data
analysis.

A major change in the use of computers in psychological
research began in the mid-1960s, when a few investigators
began to use laboratory computers for multiple purposes. By
current standards, these computers were large, slow, unreli-
able, expensive, and limited. For example, the classic Link
computer had only 1,000 12-bit words of memory, and a
magnetic tape was its only permanent storage medium. The
revolutionary feature of these computers was that they could
be used for control of experiments and recording of results, as
well as for the analysis of data.

The modern personal computer is smaller, faster, more
reliable, and less expensive than previous ones. It is now
widely used by investigators in animal learning, and compe-
tence in the use of computers has become essential. Com-
puters are now used for nearly all stages of the research
process, including literature search, design of experiments,
implementation of the procedure, storage of results, analysis
of data, development of quantitative theories, comparison of
theory and data, preparation of manuscripts and graphs, and
dissemination of results (Church, 1993). As a result, many
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special-purpose devices that were used for each of these
stages have now become curiosities. These include such
items as books of tables and random numbers, india-ink
lettering sets, graph paper, calculators, counters, relays, and
typewriters. Others remain heavily used but are less essential,
such as file cabinets, telephones, and reference books.

Literature Search

As the primary literature in animal learning has grown, the
expectation that investigators of animal learning would be
scholars of this field has decreased. In fact, even the expecta-
tion that investigators in a specialized aspect of this field
(e.g., learned fear or choice) would be scholars in their more
specialized aspect has decreased. A thorough knowledge of
previous research, however, is a valuable asset. With only
printed versions of the Psychological Abstracts, the identi-
fication of relevant publications was a time-consuming
process. With the increasing availability of electronic access
to the published literature, better scholarship is feasible with-
out taking an enormous amount of time from other aspects of
the research process. This search of the literature is particu-
larly important in the planning stages of an experiment and in
the preparation of the discussion and introduction to the writ-
ten report.

Probably the most important journals specializing in stud-
ies of animal learning are (in alphabetical order) Animal
Learning and Behavior (Psychonomic Society), Behavioural
Processes (Elsevier), Journal of the Experimental Analysis of
Behavior (Society for the Experimental Analysis of Behav-
ior), Journal of Experimental Psychology: Animal Behavior
Processes (American Psychological Association), Learning
and Motivation (Academic Press), and Quarterly Journal
of Experimental Psychology B, Comparative and Physiolog-
ical Psychology (Experimental Psychology Society). Many
other journals, particularly in behavioral neuroscience, psy-
chopharmacology, and ethology, make substantial use of
behavioral methods for the study of animal learning.

The most complete source of information about articles in
animal learning is found in PsychINFO. This provides com-
plete information about the reference (author, title, source,
etc.) and an abstract. An outstanding feature of this database
is that it goes back to 1887. Search strategies may involve
getting the abstract for a particular reference, finding articles
published by a particular investigator during certain years, or
finding articles on a particular topic. Searches may be used to
find particular words in the title, author, journal, or abstract.
The Thesaurus of Psychological Index Terms (American
Psychological Association, 2001b) is helpful when searching
for key words. All of this can still be done with the printed
form of Psychological Abstracts, but it is generally much

easier to do with the electronic database. For searches in
biological areas of animal learning, MedLine (the electronic
form of Indicus Medicus) is an alternative source of informa-
tion. This information is also available from PubMed without
charge at http://www.PubMed.gov/.

One of the problems with typical search methods is that it
is much easier to search backward than forward. Thus, if one
has identified a particular article of value, one can identify
other articles of potential value in its list of references—but
how is it possible to know who subsequently referred to the
original article? One of the important features of Science
Citation Index is that one can enter a particular reference to
obtain a list of references that subsequently cited it. With this
feature one can determine what use, if any, was made of the
original article.

Another problem with typical search methods is that one
can obtain the abstract but not the content of the article.
Research libraries are purchasing more licenses for access to
the full-text version of articles controlled by commercial
publishers and scientific societies, but most people do not
have easy or inexpensive access to most of the published
literature in animal learning.

Research scholarship involves a clear understanding of
the accomplishments of others. Investigators who now have
electronic access to the references and abstracts of the pub-
lished literature, or, increasingly, even the complete text of
the articles, can easily develop a depth of understanding of
the literature that was previously possible only with exten-
sive effort. In the future, researchers may be able to retrieve
in electronic form data archives that include complex stimuli
used in an experiment, videos of performance of the animal,
interactive demonstrations of the procedure, and (of particu-
lar importance) the original raw data.

Design of Experiments

Randomization is an important feature of experimental de-
signs. In experiments in which different groups of animals re-
ceive different treatments, the animals should be assigned to
treatments at random. No firm conclusions can be made from
an experiment in which animals were assigned to treatments
haphazardly because it is impossible to rule out the possibil-
ity that the assignment was made in a way that biased the re-
sults. In experiments in which each animal receives all of the
treatments, the order of treatments for each animal should be
assigned at random. No firm conclusion can be made from an
experiment in which the order of treatments was selected
haphazardly because it is impossible to rule out the possibil-
ity that the order of the treatments (such as the characteristics
of the previous treatment) affected the performance on the
current treatment.
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Randomization is easy to implement. Before the extensive
use of computers, investigators often relied on physical
processes (e.g., flipping coins or pulling numbers out of a hat)
or random number tables that were constructed from physical
processes, such as the tables constructed by the Rand Corpo-
ration (1955), or the combination of many independent num-
bers from different databases. Now pseudorandom number
algorithms are used almost exclusively. These are iterative
equations that calculate a random real number between 0 and
1 based on the previous number. This number is represented
by a decimal with a fixed number of digits. Of course, the
number is based on a deterministic rather than a random
process. If the process is always begun with the same number
it will always produce the same sequence of numbers, and the
inevitable appearance of a second occurrence of a particular
finite set of digits means that the sequence of numbers will be
repeated forever. But by careful choice of the two constants
of the iterative equations of the pseudorandom number
algorithms, the random numbers generated by functions in
many statistical and mathematical software applications
produce sequences of numbers that pass most tests for being
random.

In a software application one simply specifies the need for
a random number (or many random numbers), and they are
supplied. A procedure for randomly assigning 10 animals to
two treatment conditions, each consisting of 5 animals, is as
follows: Generate 10 random numbers (associated with ani-
mals 1 through 10) and then assign the five animals with the
highest random numbers to the first treatment condition and
the others to the second treatment condition. This is easily
generalized for different numbers of animals or treatment
conditions. A procedure for randomly ordering five treat-
ments for a particular animal is to generate five random num-
bers (associated with the five treatment conditions), and
assign the five treatments in the order of the size of the ran-
dom number.

The goal of a random assignment of animals to groups is
to equalize the chance for each animal to be in each group
and to make the assignment of one animal to a group inde-
pendent of the assignment of any other animal. Not all as-
signment plans are successful in fulfilling this goal. Of
course, if an investigator does not adhere to the assignments
specified by the random process, but makes adjustments to
make the assignments “more random,” the process is not
random and no firm conclusions can be made from the results
of the experiment.

Implementation of Procedure

Computers are extensively used in the control of experi-
ments. For the presentation of visual stimuli to an animal,

the computer can activate a light, a slide projector, or an
external monitor; for the presentation of an auditory stimu-
lus, the computer can activate a hardware sound generator
or deliver auditory signals directly to a speaker. For the
delivery of food or water rewards, a specialized electro-
mechanical delivery device can be activated by the com-
puter interface. From the animal’s point of view, stimuli and
rewards are inputs.

In addition to the delivery of stimuli and reinforcers, the
implementation of a procedure often involves information re-
garding the responses of the animal. From the animal’s point
of view, responses are the output. Particular responses acti-
vate a switch or transducer, and this information can be sent
to the computer. Switches are often used for detecting lever
responses of rats, pecks on a lighted disk by a pigeon, and the
location of an animal on a floor that can be tilted, among
others. Photocell circuits are also extensively used for re-
sponse detection. In these circuits, the breaking of a beam of
light (often infrared) completes a circuit that is detected by
the computer. A single photocell circuit can be used to iden-
tify head entry into a food cup or other specific location; mul-
tiple photocell circuits can be used to identify the amount and
direction of activity of an animal. All of the input and output
devices should be checked prior to each session or at least on
a daily basis. The check can consist of a simple program that
permits the investigator to activate each of the input devices
and observe the programmed consequence on each of the
output devices.

To use a computer for control of an experiment, it is
necessary to have a computer, the input and output devices,
and the interface between the computer and the devices. A
standard personal computer, with an interface board, is
usually sufficient for most experiments. The interface usu-
ally consists of a specialized board (such as those made by
Computer Boards International) that may include digital
and analog input and output and an external timer. Software
can be written by the user in a general-purpose language
(such as C) or a general application program (such as
Matlab). Alternatively, a specific application program may
be used. For example, Med-PC provides a software pro-
gramming language that is well integrated with their hard-
ware input and output devices for operant conditioning
experiments.

A real-time programming environment should be evalu-
ated with respect to its simplicity, versatility, and perfor-
mance. Ideally, a program to implement a procedure would
be easy to write and easy for others to read. It should be pos-
sible to program any procedure and to modify system func-
tions as desired. Finally, the program should execute quickly
and never crash. Such performance features are critical for a
real-time program.
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Storage of Results

In many experiments, a complete record may consist of
the time of occurrence of specific responses. The format
of the record may be in terms of a list of paired numbers, one
for the time (usually in milliseconds) and the other for the
event (in terms of a numerical code or a word). The events
include both inputs, such on onset or termination of a partic-
ular stimulus, and outputs, such as the closing or opening of
a switch and the breaking of a particular photocell. Investiga-
tors often record only summary data (such as the number of
responses of one kind over some extended time period), but
these data do not make it possible for the investigator or
others to examine behavior of the animal in other ways.

To facilitate communication, the format should be one that
can be readily used by everyone, such as text instead of a pro-
prietary format that requires purchase of particular software.
In some cases, the use of open source software for data com-
pression may be justified, but space is not critical in most
applications. During the experiment, much of the data may
be stored in active memory. If the computer has insufficient
memory to hold all the information from an experimental
session, a double-buffer technique may be used to record the
data on a more permanent storage medium. With this method,
one buffer is still recording the data (in foreground) while the
other buffer is writing the data on the storage medium (in
background). At the end of an experimental session the data
should be copied, usually automatically, to a more permanent
medium. At present floppy disks, Zip drives, and CD-ROMs
are used extensively for data storage. In the future other
media will be used, and for archival purposes it is important
to maintain the data on a medium that can be readily
accessed.

Analysis of Data

Originally, computers were used primarily for the calculation
of standard inferential statistical tests. Modern statistical ap-
plication programs (such as SAS and SPSS) provide investi-
gators with a convenient way to conduct a large number of
such tests. The investigator, of course, is responsible for se-
lecting an appropriate test and for interpreting the output cor-
rectly. This is only one of several stages of analysis of data,
and it is seldom critical in the discovery of phenomena.

Exploratory data analysis is important for the early identi-
fication of problems, for the selection of measures that sepa-
rate systematic from random effects, and for the discovery of
relationships between variables. After each session, the in-
vestigator can rapidly examine major features of the data of
each animal with a program that permits examination of each

input and output employed. Substantial changes in the
behavior of a particular animal, or of many animals on a par-
ticular session, can alert the investigator to possible equip-
ment failures, procedural irregularities, or other factors that
could be interfering with the performance. Most of them
can be eliminated easily. At the end of the experiment, the
investigator should examine the performance on individual
trials before combining across trials, the performance on
individual sessions before combining across sessions, and the
performance of individual animals before combining across
animals. Summary measures across trials, sessions, and ani-
mals are necessary for succinct quantitative descriptions of
performance, but the exploratory data analysis on the original
data will guide the selection of summary measures that do
not distort the results of inspection of the individual data.
This examination of the original data can be greatly facili-
tated by computer-generated graphs that display measures
of the performance.

Many different programming languages and applications
can be effectively used for data analysis and permit ex-
ploratory data analysis. For smaller data sets, a spreadsheet
(such as Excel) may be satisfactory. For larger data sets, a
matrix-oriented program (such as MATLAB), a statistical
program (such as S+), or a general purpose language (such as
C) may be chosen. Most investigators will want to select a
single programming language or application for data analysis
and thoroughly learn how it can be effectively used for the
types of data being analyzed. The characteristics of a good
analysis program include speed of execution, readability of
programs, and adequacy of graphics.

The main purpose of inferential data analysis as a research
method in animal learning is to provide a common standard
for investigators to use in making conclusions about their ex-
perimental results. Without such a standard, different investi-
gators might reach different conclusions regarding the
presence or absence of an effect based on the same informa-
tion. Their conclusions would then reflect more about their
attitude toward their results than about the results themselves. 

Development of Theory

The development and evaluation of quantitative theories
of learning have been greatly facilitated by the use of
computers. Simulation of any well-specified quantitative
theory requires the following steps: (a) selection of a pro-
gramming language or an appropriate application program,
(b) specification of the quantitative model in the computer
program along with parameters to be estimated, (c) specifica-
tion of the procedure to be implemented in the computer
program, and (d) execution of the computer program that
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consists of modules for the theory and for the procedure. The
output of the simulation is normally compared to the records
of the behavior of the animals, and the parameters of the
model are adjusted to maximize some measure of goodness
of fit. Initially the analyst can adjust the parameters by trial
and error, but parameters should be estimated on the basis of
some automatic procedure. This may be an exhaustive search
of all combinations of parameter values within a certain
range and step size, or it may be done by a hill-climbing
search procedure.

Explicit solutions have been obtained for some quantita-
tive theories. These are equations that follow from the speci-
fications of the theory. They may require some assumptions
of distribution forms that are only approximately correct, and
they may be restricted to a particular type of procedure. They
do, however, make it possible to explore rapidly and pre-
cisely the effect of variations in the parameters on the ex-
pected behavior. Symbolic programming languages, such as
Mathematica and Maple, provide many useful facilities for
the development of explicit solutions.

Comparison of Theory and Data

The selection of a model should be based on its generaliz-
ability, as well as its fit to a particular data set. One simple
approach is to estimate the parameters on half the data and
apply the estimates to the other half of the data. Other
approaches have also been used to avoid the choice of a
model with many parameters that fit the random noise in a
particular set of data but do not reflect a systematic process.
A goal is to select a relatively inflexible model that provides
a good fit of the data (Zucchini, 2000).

Some quantitative models apply primarily to a particular
procedure, or even to a particular dependent variable. Ideally,
models should apply to a wide range of procedures and any
dependent variable based on the recorded behavior.

Preparation of Manuscripts

Computers are now routinely used for preparation of manu-
scripts, including tables and figures. This greatly facilitates
multiple revisions of a manuscript.

Dissemination of Results, Including Data Archives

Finally, computers are used for the dissemination of results.
Many full-text articles are available from scientific societies,
commercial publishers, open archives, and individual Web
sites. In some cases, the original data are available on the
Web. Although many of these resources are now restricted

because of fees, wider dissemination of articles and data with-
out cost to the user will undoubtedly occur in the near future.

A CASE STUDY

In any study of animal learning an investigator must deal
with each of these methodological problems. Here is how my
colleagues and I dealt with them in research titled “Applica-
tion of Scalar Timing Theory to Individual Trials” (Church,
Meck, & Gibbon, 1994).

What Was the Problem?

The first sentence of the abstract of the article described the
problem: “Our purpose was to infer the characteristics of the
internal clock, temporal memory, and decision processes
involved in temporal generalization behavior on the basis
of the analysis of individual trials.” We used a standard proce-
dure (the peak procedure), but instead of analyzing perfor-
mance based on data averaged across many trials, we chose to
analyze individual trials. We also used a standard theory
(scalar timing theory). The problem of this experiment was to
determine if we could identify the intervening variables of the
theory (internal clock, temporal memory, and decision
processes) based on individual trials rather than the averaged
performance.

What Apparatus Was Required?

We decided to use the 10 standard lever boxes that were
available and would be satisfactory for this problem. Other
experiments may require creativity in the selection or devel-
opment of the apparatus, but the lever boxes for this experi-
ment were selected primarily because they were convenient.

What Animals Should Be Used?

We decided to use rats because the apparatus and colony
room were adapted for rats, and rats would be satisfactory for
this problem. Other experiments may require creativity in the
selection of the species, but the rats for this experiment were
selected primarily because they were convenient.

How Should the Independent and Dependent Variables
Be Measured?

As an independent variable we decided to use three stimulus
durations (15, 30, and 60 s) to evaluate the scalar property,
and two durations of nonreinforced trials (eight times the
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stimulus duration, or 240 s) to determine whether the
absolute or relative duration of the nonreinforced trials
was relevant. According to the scalar property, measures of
behavior as a function of time since stimulus onset should
be similar if time is scaled in relative units (proportion
of the interval), but different if time is scaled in absolute
units (seconds). Two types of dependent measures were
described. One was the mean response rate as a function of
time since stimulus onset; the other involved the pattern
of responding on individual trials. An algorithm was de-
scribed that identified the time at which the animal began a
fast rate of response (start time) and the time at which it
stopped a fast rate of response (stop time). The independent
variable and the dependent variable based on mean rates of
responding were conventional ones; the dependent variables
based on individual trials were the ones that were being
evaluated.

What Procedure Should Be Used?

We decided to use the peak procedure because its character-
istics were well known for the mean response rate functions.
We decided to use 30 rats, with 10 rats randomly assigned to
each of the three conditions. No formal power analysis was
done to determine this number. Typically we have used six or
eight rats per group, and we decided to use a slightly larger
number of rats per group to have particularly reliable esti-
mates of the characteristics of individual trials. 

What Experimental Design Should Be Used?

An independent groups design was used to eliminate complex-
ities of carryover effects from one condition to another.

How Should the Data Be Analyzed?

The analysis was conducted on the last 10 sessions for which
data were available. The most important analyses were done
on the correlations of starts, stops, spreads, and middles of
the high response rate on individual trials. The treatment on
two of the sessions was correct, but the data were unavail-
able. No advance plans were made for the treatment of such
an error.

How Should the Results Be Explained?

Scalar timing theory was used to explain the data. This re-
quired that the implications of this theory for the correlations
between the starts, stops, spreads, and middles be derived and
compared to the observed correlation pattern. The conclusion

was that the individual trial analysis corroborated and ex-
tended the previous analyses based on averaged data. Most
of the methodological decisions were based on previous re-
search, and this made it possible to compare the results of this
experiment with the results of previous research. Some of the
methods were not standard, for example, the measures taken
on individual trials, the analyses of correlation patterns, and
the inferences of cognitive processes based on the correlation
patterns. The nonstandard methods led to some advance in
knowledge.
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The last decade has witnessed a significant explosion of
interest in brain research, owing in part to the appearance of
exciting new technologies and to funding initiatives made
possible by the Presidential designation of the 1990s as the
decade of the brain. Research examining the relationship
between brain function and complex behavior has exploded
and has led to new discoveries about topics of fundamental im-
portance to clinicians, cognitive scientists, and the lay public.
The decade of the brain saw the development of new method-
ological tools for investigating brain function in normal
individuals and clinical populations. For example, important
advances have been made in supplementing traditional behav-
ioral methods for analyzing normal and disordered informa-
tion processing with emergent techniques of functional
neuroimaging (e.g., positron-emission tomography, or PET;
single photon emission computed tomography, or SPECT;
functional magnetic resonance imaging, or fMRI; magnetoen-
cephalography, or MEG), electrophysiology, and reversible
lesions (e.g., transcranial magnetic stimulation, intracarotid
sodium amobarbital technique). The next decade promises

great progress in understanding normal and disordered neu-
ropsychological function by engaging in cross-platform
approaches that combine the strengths of these various tech-
niques within the same experimental investigation.

This chapter provides a broad overview of contemporary
experimental methods in neuropsychology. We first provide
a brief discussion of neuropsychological inference, focusing
on basic assumptions and on ways in which neuropsycho-
logical research can yield useful information about brain-
behavior relationships. We then provide a brief description
of major approaches to neuropsychological research, begin-
ning with the traditional information-processing approach
and its application to the evaluation of brain dysfunction
through group and single-case experiments. We then con-
sider newer techniques, including functional neuroimaging,
electrophysiology, magnetoencephalography, and reversible
lesion methods. In each section, we describe the conceptual
basis of the technique, outline its strengths and weaknesses,
and cite some examples of how it has been used in address-
ing today’s problems in neuropsychology.
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NEUROPSYCHOLOGICAL INFERENCE

Key Assumptions in Neuropsychological Research

One key assumption of neuropsychological research is that
complex abilities represent the combined and interacting ac-
tivity of several more elementary cognitive processes or
subsystems. This assumption holds that each complex abil-
ity has a cognitive architecture. This assumption leads di-
rectly to the prediction that damage to the brain will result in
performance impairments that reveal the underlying organi-
zation or functional architecture upon which complex abili-
ties are built. As one example, the complex act of recognizing
and naming faces can be thought of as being comprised of
several constituent visual, mnemonic, and linguistic pro-
cesses linked together in complex ways. On the behavioral
side, we can specify such components in a cognitive model
like the one proposed by Bruce and Young (1986), depicted
in Figure 12.1. The model contains components that are
dedicated to the visual analysis of emotional displays

(expression analysis), lipreading (facial speech analysis),
and face gender, age, and racial characteristics (structural
encoding). After visual analysis takes place, the resulting
perception is matched to stored representations of familiar
faces built up on the basis of prior experience (face recogni-
tion units). Access to the face recognition unit unlocks other
information about the person who owns the face, including
personality, occupation, and other characteristics (person
identity nodes). After this information is accessible, the
name of the person is accessed (name generation). Connec-
tions between these components of the system and other vi-
sual (directed visual processing) and cognitive components
illustrate interactions with other cognitive processes not spe-
cific to faces. Such a model not only decomposes face
recognition into its constituent components, but also leads to
predictions about how localized damage to such components
might result in specific performance deficits. One key goal
of neuropsychological research is to determine whether a
model like this has any basis in brain structure and function.
In other words, the question of how the cognitive compo-
nents of such a model map onto specific brain structures and
systems is of paramount importance in investigating brain-
behavior relationships.

A related assumption is that such correspondence does in
fact exist. The modularity assumption states that complex
functions are comprised of more elementary processors
(modules) that are dedicated to highly specific tasks and that
combine in complex ways to yield cognitive abilities. This
assumption is closely linked with the locality assumption,
which further states that such specialization of processing
is regionally localized within the brain rather than being
nonspecifically distributed throughout cortical and sub-
cortical systems. Fodor (1983) conceptualized modules as
domain-specific (i.e., performing a specific function in
response to a particular domain or type of input), innately
specified (i.e., not wholly dependent upon experience or
learning), informationally encapsulated (i.e., having a limited
set of inputs and outputs), and autonomous (i.e., operating on
the basis of an internal algorithm) processors. In our face
recognition example, the existence of localized brain regions
dedicated only to the processing of facial features or facial
identity (Perrett, Rolls, & Caan, 1982; Perrett, Hietanen,
Oram, & Benson, 1992) is consistent with a modular view
of face processing. It is important to recognize that the
modularity assumption encompasses thinking on both the
behavioral and the anatomical side of the brain-behavior in-
terface. One fundamental challenge to neuropsychological
researchers is to uncover the modular organization of com-
plex abilities and to better understand the nature of the

Expression-
Independent
Description

Viewer-
Centered

Description

STRUCTURAL
ENCODING

COGNITIVE
SYSTEM

Directed
Visual

Processing

Facial
Speech

Analysis

Face
Recognition

Units

Person
Identity
Nodes

Name
Generation

Expression
Analysis

Figure 12.1 Cognitive model of face recognition adapted from Bruce and
Young (1986).
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computation(s) that take place within the modules that make
up the cognitive or brain system. Key questions include
whether all complex functions have a modular organization
(and if they do, whether they so organized to the same ex-
tent), whether modules can be precisely localized in the
brain, and whether cognitive models of what occurs within
modules bears any direct relationship with the kinds of com-
putations performed by the physical brain.

Despite widespread adherence to the modularity assump-
tion, there is increasing recognition that certain abilities are
not represented in regionally localized brain structures, but
instead result from activity in widely distributed regions at
both the cortical and subcortical level. For example, a large
number of clinical, electrophysiological, and functional
imaging studies have revealed that memory is a distrib-
uted process dependent upon structures in the medial tem-
poral lobe, the diencephalon, the basal forebrain, and the
frontal lobe (Gabrieli, 1998; Schacter, Wagner, & Buckner,
2000). Additionally, advances in computational neuro-
science have led to increasing acceptance of distributed
processing as a useful way of modeling how the visual
system combines complex features to construct an object
(Fahle, 1994) or how memory storage is actually enacted
at a neural level (Horner, 1990). These data are not neces-
sarily contrary to a view that posits modular organization of
cognitive functions. The modularity assumption pertains
primarily to assumptions about cognitive and neural struc-
ture, and assumes little about underlying computational
processes.

A third assumption is that although there are substantial
individual differences in cognitive abilities, all humans
share a certain uniformity in underlying brain organization
(Coltheart, 2001). This can be referred to as the uniformity
assumption. Although this seems to be a reasonable assump-
tion, it might be seen as controversial in light of data sug-
gesting that early brain injury can affect cerebral organization
due to neuronal plasticity (Arendt, Bruckner, Bigl, &
Marcova, 1995; Nadel & Moscovitch, 1998; Poldrack, 2000)
and that brain injury can be met with substantial variability in
functional adaptation (Geffen, Encel, & Forrester, 1991;
Teuber, 1975). These data notwithstanding, this assumption
asserts that, all other things being equal, principles of brain
organization can be generalized across people. This is a con-
ceptually important assumption in generalizing the results of
any study to a broader population of patients.

A final assumption is that for the most part, brain injury
results in deficits or impairments, rather than in the intro-
duction of new behavior (Coltheart, 2001). This subtractiv-
ity assumption asserts that from the standpoint of cognitive

models, brain injury removes boxes or abolishes connec-
tions between components of the cognitive system, but does
not introduce new boxes or connections. Although brain in-
jury can result in the appearance of behaviors not seen in the
normal individual (e.g., intrusions in memory performance,
perseveration of a previously effective problem-solving
strategy), the subtractivity assumption asserts that these can
be understood as deficits or impairments of a normal cogni-
tive model. For example, intrusions can be seen as an impair-
ment in selective retrieval mechanisms (Kixmiller, Verfaellie,
Chase, & Cermak, 1995), and at least some varieties of per-
severation can be seen as impairments in normal inhibitory
processes (Sandson & Albert, 1987).

Associations and Dissociations in Performance

One important goal of neuropsychology is to understand the
manner in which complex cognitive processes are repre-
sented in the brain—to discover the so-called functional ar-
chitecture (Anderson, 1983) or behavioral geography (Lezak,
1995) of the brain. Although cognitive psychologists have
traditionally studied people with normal cognition as these
individuals perform certain mental tasks, neuropsychologists
have been more likely to study people with acquired or
developmental disorders of cognition (Coltheart, 2001). Sup-
pose a patient develops an inability to recognize objects
visually as a result of a bilateral posterior cerebral artery in-
farction. One important goal in the experimental evaluation
of the patient’s deficit is to design the evaluation in such a
way that the patient’s disorder can be understood from the
viewpoint of a theory about how the object recognition sys-
tem operates. Often, such an evaluation utilizes an explicit
cognitive model (like the one previously described for face
recognition) as a guide (Bruce & Young, 1986; Riddoch &
Humphreys, 1993). The model specifies the constituent cog-
nitive abilities that should be tested for purposes of localizing
and characterizing the patient’s deficit(s) in behavioral terms.
Several possible outcomes can emerge from this approach,
each of which has implications for understanding the nature
of the cognitive process and for localizing the patient’s
deficit.

A basic heuristic for understanding different possible out-
comes from neuropsychological research investigations is
depicted in Figure 12.2. Suppose, for example, that patients
are asked to perform a visual discrimination task in which
they are asked whether two depicted objects are the same or
different (Task A) and a semantic judgment task in which
they are asked to evaluate whether two simultaneously pre-
sented objects belong to the same class of objects (Task B).
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Figure 12.2 Possible outcomes in neuropsychological research with two patients (or groups) and
two tests.

If the patient is impaired on both tasks, these deficits are said
to be associated with one another. A similar situation arises
if two patients (or groups) show equal task effects, as de-
picted in the left panel of Figure 12.2. The implications of
this result for understanding the patient’s deficit are ambigu-
ous because it could mean that the two tasks both tap the
same underlying ability, or it could mean that both are de-
pendent on a third (unmeasured) ability earlier in the cogni-
tive processing chain. Thus, associations, although helpful,
may sometimes lead to results that are difficult to interpret
(Shallice, 1988).

If our patient (or group) fails Task A but performs well
on Task B, or if the patient is significantly more impaired on
Task A than on Task B, then a dissociation has occurred.
This may mean that the patient (or group) is impaired in
some cognitive process tapped by Task A but not by Task B,
which is potentially useful in our attempt to understand the
nature of the measured deficit. A similar situation arises
when one group shows task effects, whereas the other does
not, as depicted in the central panel of Figure 12.2. Such a
dissociation may occur for reasons that are less interesting
or informative, such as a difference between tasks in level of
difficulty. Thus, single dissociations are also limited in their
usefulness.

The strongest evidence for a specific relationship between
a brain lesion and behavioral dysfunction exists when a
double dissociation occurs (Teuber, 1955). Here, suppose we
test at least two different patients (or groups) on at least two
different tasks. In a double dissociation, Patient (or group) X
is impaired on Task A but performs normally on Task B,
whereas Patient (or group) Y shows the opposite pattern. In
this situation, we can logically conclude that the patients (or
groups) differed meaningfully on some cognitive variable
that was differentially tapped by the two tasks, and can rule
out task difficulty as an alternative explanation of results.
This line of reasoning is fundamental to neuropsychological
inference in both the clinic and the laboratory (Lezak, 1995),

because most neuropsychological research makes use of pat-
terns of association and dissociation in order to arrive at in-
ferences about the relationship between brain function and
behavioral function.

NEUROPSYCHOLOGICAL ANALYSIS OF BRAIN
IMPAIRMENT: THE LESION APPROACH

Key Features of the Lesion Approach

Over the last century, the study of brain-behavior relation-
ships has relied extensively on what has come to be known as
the lesion approach, in which models of cognitive function
are developed, verified, and modified through the study of pa-
tients with acquired or developmental brain lesions (Selnes,
2001). The lesion method aims at establishing a relation-
ship between “a circumscribed region of brain damage, a
lesion, and a pattern of alteration in some aspect of an exper-
imentally controlled cognitive or behavioral performance”
(Damasio & Damasio, 1997, p. 69). Because many patients
have localized damage to specific brain regions, it is possi-
ble, through dissociation logic, to make inferences about
brain function by treating the functional damage as an inde-
pendent variable in experimental investigation. An important
premise underlying lesion paradigms is that much can be
learned about normal function from the study of dysfunction
(Damasio & Damasio, 1997; McCloskey, 2001). As a result,
insight can be gained into cognitive architecture and, through
the analysis of performance associations and dissociations,
into the manner in which elementary functions interact to
yield complex neuropsychological abilities. This method of
ascribing functions to brain regions has yielded much of the
basic, fundamental knowledge that currently exists in neu-
ropsychology and cognitive neuroscience. Classic examples
of the use of the ablative paradigm in neuropsychology in-
clude Broca’s (1861) description of the patient Leborgne
(Tan), Wernicke’s (1874) monograph on aphasic syndromes,
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Harlow’s (1848, 1868) descriptions of Phineas Gage, who
suffered dramatic disturbances of personality and complex
behavior after traumatic frontal lobe injury, Scoville &
Milner’s (1957) description of the amnesic patient H.M., who
underwent bilateral resection of the hippocampus and overly-
ing temporal cortex for relief of intractable epilepsy, and
Geschwind and Kaplan’s (1962) description of left-sided
agraphia and apraxia following damage to the anterior four-
fifths of the corpus callosum.

A key feature of the lesion paradigm is its emphasis on
deficit measurement. In order to characterize or quantify be-
havioral deficits, the researcher establishes some appropriate
comparison standard against which to evaluate the patient’s
performance (cf. Lezak, 1995). Such standards may be de-
rived within subject (in which impaired abilities are com-
pared with the patient’s spared performances) or may involve
between-subject comparisons using appropriate control
groups or objective normative standards of performance de-
rived from psychometric research. Because many neuropsy-
chological abilities are at least somewhat dependent upon age
and education, it has become customary to use normative
standards that correct for these variables (Heaton, Grant, &
Matthews, 1991). Using appropriately selected control
groups and cognitive tasks designed to provide single or dou-
ble dissociations, strong forms of inference (Platt, 1966)
about brain-behavior relationships are possible.

The lesion approach encompasses experimentally induced
chemical or surgical lesions as well as so-called accidents of
nature in the form of naturally occurring disease processes
that result in damage to specific brain structures. In the case
of experimental ablation, some degree of control over the
extent of the lesion can be achieved, whereas in the case of
naturally occurring disease, the degree of control over lesion
location and extent is greatly reduced. The intrinsic variabil-
ity seen in naturally occurring lesions is in many respects a
nuisance that complicates inference within the lesion para-
digm. Nonetheless, the study of patients with naturally oc-
curring lesions can still lead to meaningful conclusions about
the underlying architecture of cognitive functions if steps are
taken to document lesion localization through neuroimaging
or postmortem analysis. Reporting affected structures using
standardized atlases or cytoarchitectonic maps has made it
possible for researchers to clearly and precisely communicate
lesion localization for purposes of comparing results across
patients (Damasio & Damasio, 2000).

Group Versus Single-Case Designs

In the lesion approach, data can be collected from a single
case of brain impairment or from a group of subjects with the

same disease or anatomical localization. Descriptive or ex-
perimental analysis of single cases is often the first step in
elucidating a cognitive deficit for purposes of describing its
characteristics and boundary conditions. Single-case analysis
is often necessary if the disorder under investigation is rare,
and single-case reports are particularly effective if they
demonstrate an exception to a universally held assumption.
For example, case reports of focal retrograde amnesia
have caused us to rethink and refine classic concepts of
anterograde and retrograde memory loss (Kapur, 1993).
Similarly, the widely held notion, that the visual recognition
of living things was somehow more vulnerable to impairment
in certain visual agnosic syndromes, has been contradicted
by single cases showing selective impairments in nonliving
objects such as medical implements (Crosson, Moberg,
Boone, Rothi, & Raymer, 1997) or artifacts (Moss & Tyler,
2000). Thus, single cases can provide important data that
constrain prevailing theory. However, they suffer from the
obvious shortcoming that it is always possible that the results
from a single case reflect something idiosyncratic about the
individual patient, and thus cannot be relied upon (by them-
selves) to yield conclusions that generalize across subjects.

Group studies rely on the classification of individual pa-
tients into groups such that everyone in a group is (theoreti-
cally) homogeneous with respect to some criterion variable.
Most often, groups are formed on the basis of the presence or
absence of a particular disease entity (e.g., Parkinson’s dis-
ease, single-event stroke, closed head injury) or damage to
particular brain structures or systems. Research using this
type of methodology can take one of two approaches. One is
primarily descriptive in nature, aiming to characterize, within
a broad assessment of neuropsychological abilities, those
impairments that are correlated with the grouping variable.
Indeed, group research is often useful in observing patterns
of symptom co-occurrence (so-called observational science)
and in refining the basis for group classification for later
study (Zurif, Swinney, & Fodor, 1991). Much of what we
know about neuropsychological correlates of neurological
diseases such as Alzheimer’s disease, epilepsy, and stroke
comes from a multitude of studies that have examined a
broad range of cognitive domains.

The other general approach to group research involves
structuring group classification around a particular theory or
hypothesis regarding the neural architecture of cognitive sys-
tems. For example, researchers interested in studying mem-
ory may select patients who, through diverse etiologies, have
lesions localized to a specific brain region (e.g., the medial
temporal lobe memory system; Squire & Zola Morgan,
1991). Alternatively, subjects may be grouped together be-
cause they share the same neuropsychological deficit (e.g., a
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problem in permanently storing new long-term memories).
One potential drawback to this approach is that because of
variability in the criteria used for group classification, it is
sometimes difficult to make comparisons across studies. For
this reason it has become customary in recent years to
provide more operational criteria that can be used to assign
patients to groups. For an example of how this has been
accomplished in research on amnesia, see Squire and
Shimamura (1986).

In recent years, controversy has existed about the relative
utility of group versus single-case studies in facilitating
progress in clinical neuropsychology. Some have argued that
both single-case and group studies are appropriate in neu-
ropsychological research, whereas others argue that only
single-case studies promote reliable inferences into cognitive
structure (McCloskey, 1993; Shallice, 1988). Those who con-
tend that only single-case studies are appropriate criticize
group research on a number of grounds. One criticism
is based on the use of syndromes, or collections of clinical
symptoms, as a basis for group classification. Cogni-
tive symptoms can co-occur after damage to the brain
because they (a) are each based on the same underlying cog-
nitive mechanism, or (b) depend on regionally adjacent brain
structures or systems. The argument against group research
is that if one studies a syndrome based on the situation
described previously in (b), one runs the risk of confusing
functional and structural associations. If such symptoms are
related simply through regional proximity, studying them
with cognitive methods may tell us little about underlying
functional architecture. This is an in-principle argument that
many neuropsychologists believe applies in general to all
syndromes used for group classification (Coltheart, 2001).
Proponents of this argument suggest that although the study
of syndromes is a useful first step in defining what cognitive
processes might be involved in the deficit, real progress is
made only through the analysis of individual cases. 

An additional problem with group research is that even
when patients are grouped in order to be homogeneous with
respect to the presence of a localized lesion, they may be
behaviorally heterogeneous with respect to the cognitive
process under study (Gazzaniga, Ivry, & Mangin, 1998). It is
widely known that individual data cannot be derived from an
exclusive study of average scores (Sidman, 1952). Thus,
even though we are capable of generating point estimates of
central tendency (e.g., means, medians, modes) from group
data, the individual data points or curves might be quite
heterogeneous with respect to these estimates. This hetero-
geneity might result, for example, from subtle individual
differences in brain organization or in the degree of func-
tional compensation. Thus, despite the fact that a group of

individuals may have received identical diagnoses, there can
be substantial behavioral variability among group members.
As a result, inferences made by averaging across individual
patients can be imprecise (Caramazza, 1986; Caramazza &
Badecker, 1989). Caramazza and Badecker (1989) argue fur-
ther that manifestations of lesions can differ across individu-
als, therefore rendering inferences about normal cognitive
function unreliable (see also Shallice, 1988). 

Some researchers therefore feel that the only way in which
to make conclusions regarding the structure of cognitive sys-
tems is to investigate single cases, and to make subsequent
comparisons across patients. This idea has led to the notion
of multiple single-case studies as an alternative to group re-
search. In this approach, each patient participates in the same
experiment, but techniques such as averaging across individ-
uals are not employed. We believe that a hybrid approach
strikes a reasonable compromise between group and single-
case advocates on this point. When predicting and analyzing
a directional group difference on some cognitive variable, it
is useful not only to report measures of central tendency
(means, medians, etc.), but also to report how many individ-
ual patients show the predicted effect. Arguments in favor
of group-based lesion studies advocate that in some in-
stances, group studies can be more effective at distinguishing
very discrete components of cognitive systems (Robertson,
Knight, Rafal, & Shimamura, 1993; Zurif et al., 1991). Al-
though these researchers do not dismiss the use of single-case
studies in drawing inferences about normal cognitive func-
tion, they believe that useful information can be obtained
from analysis of neuropsychological syndromes (Zurif et al.,
1991). One key problem in group research is the variability of
symptom presentations seen in most neuropsychological
syndromes. Thus, for example, not all patients with Broca’s
aphasia or Gerstmann’s syndrome present with precisely the
same symptoms. Thus, in searching for behavioral precision
in group studies, the need to establish necessary and suffi-
cient inclusionary and exclusionary criteria is obvious. This
issue is similar in kind to the historical controversies in clini-
cal psychiatry that led to the development of research diag-
nostic criteria for major mental disorders (Spitzer, Endicott,
& Robins, 1978). Operationally defined criteria sets have
been developed for certain neuropsychological syndromes,
such as age-associated memory impairment (Crook,
Larrabee, & Youngjohn, 1990), mild traumatic brain injury
(Paniak, MacDonald, Toller Lobe, Durand, & Nagy, 1998),
and Alzheimer’s disease (McKhann et al., 1984) in order to
achieve homogeneity in group research. 

One important difference between group and single-case
approaches involves the use of replication as a tool for vali-
dating and strengthening scientific conclusions. In group
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research, replication is the cornerstone of clinical inference
because it helps to rule out error variance as the basis for the
finding, and it helps to strengthen the notion that the finding
reflects some stable characteristic of the cognitive architec-
ture under study rather than just a chance finding. Radical pro-
ponents of single-case methodology not only de-emphasize
the importance of replication, but also have directly argued
that it is impossible (Coltheart, 2001) because single-case
studies concern themselves with unique deficits. It is true that
certain meaningful neuropsychological findings cannot be
easily replicated, but this does not logically support a whole-
sale denial of the importance of replication. As before, a com-
promise position in which both single-case investigations and
group studies are used, each capitalizing on its strengths,
seems the most appropriate agenda for the next decade of neu-
ropsychological research. It seems clear that a combination of
both approaches is relevant to the establishment and support
of models depicting the complex relationships between the
brain and cognition. For example, it may be appropriate to use
results from multiple single-case studies to develop hypothe-
ses, and then to conduct group-based studies in attempt to
confirm or disconfirm theories.

Performance Measures

The lesion approach lends itself to an almost unlimited set of
dependent variables, including behavioral performance mea-
sures, psychophysiological and electrophysiological indices,
differences in functional brain activation, and differential
treatment response measures. Thus, the lesion approach is
distinguished by the presence of a contrast between a group
with a brain lesion or disorder and an appropriate control
group, not by the use of particular sets of performance
measures. This having been said, the majority of studies con-
ducted within the lesion paradigm have used behavioral per-
formance measures. Such measures derive from one of the
three great traditions relevant to clinical neuropsychology:
the psychometric tradition within clinical psychology
(Russell, 1986), the information-processing tradition within
cognitive psychology, and cognitive neuropsychology (Ellis
& Young, 1986; R. A. McCarthy & Warrington, 1990; Rapp,
2001), or the behavioral neurology tradition of syndrome
analysis within clinical medicine (Mendez, Van Gorp, &
Cummings, 1995). Aside from basic standards of reliability
and validity, there are no explicit standards or acid tests, so to
speak, that determine which measures are suitable for a par-
ticular experimental investigation. In some cases, measures
with large-scale normative bases are selected in order to pro-
vide stable measures of deficit. In other cases, researchers
might construct an in-house measure to evaluate a function

that is thought to be uniquely affected in a single case. In
some situations, measures with a high degree of specificity or
sensitivity to the disorder under investigation might be se-
lected, whereas in other situations, the investigator might
choose to use measures with a high degree of external or eco-
logical validity. 

Regardless of the measure(s) selected, the use of appro-
priate comparison groups or a control group is critical for
interpretation and later conclusions about results. In some
cases, it is appropriate to utilize a group comprised of normal,
healthy individuals who are matched on relevant demo-
graphic variables (e.g., age, education) to compare normal
with nonnormal performance. It is also often relevant to use
an additional disease comparison group (e.g., a group with
neurologic disease not affecting the cognitive component
under investigation). This can be particularly helpful when it
is important to rule out nonspecific contributions to the pa-
tient’s deficit, and when researchers are attempting to localize
the deficit within some component of a cognitive model.
Essentially, this process allows researchers to draw conclu-
sions regarding the differential effects of brain damage on a
particular cognitive function.

Strengths and Limitations of the Lesion Method

On the one hand, the basic logic of the lesion paradigm, that
an observed cognitive or neuropsychological deficit reflects
the contribution normally given to the cognitive function by
the damaged brain region (Feinberg & Farah, 2000; Selnes,
2001), is rather straightforward. One important complication,
however, is that the behavioral consequences of damage to a
particular brain structure reflect the combined outcome of
(a) a loss of function in the damaged area and (b) the adaptive
response of the undamaged neural substrate. Depending upon
the nature of the injury, the adaptive response may entail a
large-scale physiological effect (e.g., diaschisis) in which de-
pression of neuronal activity outside the lesion site can occur
(von Monakow, 1969). Alternatively, the adaptive response
may reflect disconnection of functional areas from one an-
other due to damage to interconnecting structures or white-
matter tracts (Geschwind, 1965). These effects may differ
widely in importance depending upon the nature, severity,
and regional localization of the injury, as well as upon the
complexity of interconnections to and from the affected
structure(s). It is thus important to have a clear anatomic
understanding of the potential effect of a lesion on the re-
maining brain before attempting to interpret its behavioral
implications.

In addition to the aforementioned complexities, the lesion
paradigm, at least in its application to naturally occurring
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lesions in human research, has inherent limitations. One of
the most important problems is that as accidents of nature,
most lesions do not obey structural or architectonic bound-
aries, and as such, they function as partially uncontrolled in-
dependent variables (Gazzaniga et al., 1998). This limitation
constrains the ability to make reliable deductions about nor-
mal function or about the contribution made by the damaged
structure or brain system. Processes that occur during and
after the lesion cannot be controlled either. From a functional
standpoint, individuals react differently to injury, in part due
to overall level of cognitive ability or cognitive reserve (Satz,
1993; Stern, Albert, Tang, & Tsai, 1999). Functional compen-
sation can occur and may change the observed pattern of
deficits, making time after injury a potentially important vari-
able to control. 

In recent years, the lesion approach has been enhanced
considerably with the advent of imaging technology
(Mazziotta & Gilman, 1992). The ability to more precisely
characterize the nature and extent of the lesion has enabled
more precise interpretations of performance dissociations
and has led to the discovery of many specific relationships
between behavioral dysfunction and damage to particular
brain structures (Damasio & Damasio, 2000; Tranel, 1992).
The development of atlases for lesion localization (Damasio
& Damasio, 2000) has enhanced the ability to compare re-
sults across studies. Researchers can proceed with confidence
knowing lesion location more precisely.

REVERSIBLE LESION METHODS

In recent years, methodologies designed to create temporar-
ily abnormal brain function have been employed in neu-
ropsychological research. We call these methods reversible
lesion paradigms. These methods have the explanatory
power of the lesion approach but are without some of the
major disadvantages of the lesion method that we highlighted
earlier. A particularly important feature of the reversible le-
sion approach is that it allows for repeated measurement of
the individual both in and out of the lesioned state. This
allows for a more specific attribution of the observed deficits
to the lesion per se, provided that other factors governing
performance are adequately controlled. In this section, we
describe two representative examples of this approach: repet-
itive transcranial magnetic stimulation (rTMS) and the
intracarotid amobarbital procedure (IAP) or WADA test.

Repetitive Transcranial Magnetic Stimulation (rTMS)

Transcranial magnetic stimulation (TMS) is a relatively new
and noninvasive technique that has been increasingly used

for activating cortical neurons in normal individuals. TMS
involves applying pulses of magnetic stimulation to the brain
and examining the effects of this stimulation on motor and
cognitive processing. In some respects, TMS is the opposite
of MEG, in which magnetic fields from the brain are mea-
sured as an individual carries out some cognitive or motor
task. As described below, TMS can either transiently disrupt
ongoing cognitive processing, thereby inducing a so-called
reversible lesion, or it can activate simple motor or visual
systems.

Although it is a relatively new technique, magnetic stimu-
lation has its historical roots in the late nineteenth century
(for review, see Barker, 1991). D’Arsonval (1896) was the
first to describe visual changes (phosphenes) and vertigo
when a subject’s head was placed inside a brass coil that re-
ceived an alternating current from a power supply. During the
early 1900s, a flurry of research articles appeared in promi-
nent journals, describing visual sensations that were caused
by stimulation of the retina due to changing magnetic fields.
However, it was not until the early 1980s, when investigators
at the University of Sheffield developed a prototype magnetic
stimulator, that TMS emerged as a viable research tool for
studying brain-behavior relationships (Polson, Barker, &
Freeston, 1982). Barker and the Sheffield group (1985) pub-
lished the first report of magnetic stimulation of the cortex in
normally functioning individuals and in clinical populations.
They found that magnetic stimulation over the frontal motor
cortex could elicit motor-evoked potentials from the hand,
and they also noted differences in the latency of motor EPs
between normal individuals and patients with multiple scle-
rosis (Barker et al., 1985; Barker, Freeston, Jalinous, &
Jarratt, 1987). 

Since the mid-1980s, a virtual explosion in the number of
publications on TMS has taken place worldwide, beginning
with one article in 1985 to almost 400 published research ar-
ticles in 2001. In part, this has been prompted by technologic
advances, including the development of a device for deliver-
ing rapid rate or repetitive trains of magnetic pulses (rTMS),
as well as demonstrations that TMS is generally safe, is not
painful, and may have clinical utility and promise as a tool
for empirical investigation of cognitive and motor ability. In
the following sections, the basic principles underlying TMS
are briefly described, followed by discussion of method-
ological considerations (stimulation parameters, dependent
variables) and applications of TMS to neuropsychological
studies.

Basic Principles of rTMS

The basic principle underlying transcranial magnetic stimu-
lation (TMS) draws from Faraday’s idea that electric current

schi_ch12.qxd  8/2/02  2:53 PM  Page 296



Reversible Lesion Methods 297

passing through a coil of wire produces a magnetic field. If
the magnetic field fluctuates in magnitude, a secondary elec-
tric current is produced in nearby media. The strength of the
induced electric current is directly related to the rate of
change (on-off-on) of the magnetic field. It is but a simple
step to consider the power of this approach when applied to
study brain-behavior relationships in humans. Theoretically,
one can stimulate underlying brain tissue in a relatively non-
invasive manner and thus use this technique with normal
individuals.

In human TMS studies, an insulated coil in the shape of a
circle or figure eight is placed over the head and held in place
by the investigator or by a mechanical fixation device. When
brief pulses of electric energy pass through the coil, a chang-
ing magnetic field is created that easily penetrates the scalp
and skull. In turn, the magnetic pulses create a secondary
electric current in underlying brain and neural tissue. It is this
secondary electric current, not the magnetic field, that causes
neural excitation by influencing membrane depolarization. In
most modern devices, the strength of the magnetic field dur-
ing TMS ranges from 1 to 3 Tesla, about the same strength as
found in most MRI scanners. Although magnetic stimulation
is not painful per se, there is a loud clicking noise that is as-
sociated with the changing magnetic field. Most subjects ex-
perience a nonpainful tapping sensation on the scalp that is
related to muscle contraction. 

Magnetic stimulation can be applied in single pulses or in
repetitive trains of multiple pulses (rTMS). Single-pulse TMS
is a relatively safe procedure that has been used extensively in
clinical neurophysiology to index central cortico-motor ex-
citability in studies designed to map regions of the motor cor-
tex. Each pulse lasts approximately 100 �s and is presented at
a rate of one pulse every 3 to 4 seconds. Generally speaking,
single-pulse TMS seems to exert an excitatory effect on be-
havior when an individual is not engaged in another ongoing
behavior. For example, observable twitches of the finger,
hand, or arm can easily be elicited when single-pulse TMS is
applied over the hand area of the motor cortex.

During rTMS, multiple trains of pulses can be applied at
very high rates (up to 60/s) over various periods of time.
Repetitive transcranial magnetic stimulation (rTMS) has
been used more typically in neuropsychological studies ex-
amining language, working memory, and other cognitive
processes. In very general terms, rTMS tends to disrupt or in-
terfere with ongoing cognitive behavior, and for this reason
it has been viewed as inducing a reversible (virtual) brain
lesion. Because rTMS poses some risk for eliciting seizures
in normal individuals, very strict safety guidelines have been
developed (Wasserman, 1998; Pascual-Leone et al., 1993).
These guidelines address various stimulation parameters that
can be safely used together during a particular experiment.

Of particular importance with respect to safety issues are the
intensity of magnetic stimulation, the number of stimuli per
second (frequency) and the duration of the stimulation. 

Several important questions arise with respect to TMS.
What is the spatial resolution of magnetic stimulation within
the brain? How deep does the induced electric current extend
into the brain tissue? Are its effects excitatory, inhibitory, or
both? Does activation spread to distant brain regions that are
anatomically connected with the target site? The answers to
these questions are certainly crucial for enabling one to draw
inferences about the relationships between anatomic speci-
ficity and neurocognitive function. Although they are not
fully resolved, some progress has been made in recent years
to answer these questions.

Regarding the size of the magnetic field induced by rTMS,
it is generally believed that the spatial extent of the magnetic
field induced by various TMS coils ranges from .5 to 2 cm
wide and from 2 to 3 cm deep (Bohning, He, George, &
Epstein, 2001; Rhuohonen et al., 1995). This level of resolu-
tion is generally much smaller than are naturally occurring
brain lesions that are seen in clinical patient studies. In gen-
eral, circular magnetic coils affect larger cortical areas,
whereas figure eight coils provide more focal stimulation at
the point just beneath the intersection of the coil loops.

Although the magnetic field per se may be relatively focal,
the electric current it induces may have far-reaching effects
both spatially, temporally, and neurochemically. In recent
years, multiplatform studies combining rTMS with positron-
emission tomography (PET), EEG (electroencephalogram),
or even fMRI have attempted to address this issue. In some
studies rTMS is applied to a targeted brain areas, while EEG
or regional PET activation is simultaneously measured (Paus
et al., 1997; Sieber et al., 1998). These studies have revealed
that the effects of TMS may extend beyond the immediate
area of magnetic perturbation to include regions connected to
the stimulated region. For example, Paus et al., (1997) re-
ported that TMS applied over the frontal eye fields elicited
increased regional cerebral blood flow in distant regions to
which the frontal eye fields are presumably connected (i.e.,
visual cortex of superior parietal and medical parietal-
occipital regions). Fox et al., (1997) stimulated primary
motor cortex with TMS and found increased CBF (cerebral
blood flow; using PET) over ipsilateral primary and sec-
ondary motor and somatosensory cortices and contralateral
SMA. Taken together, such findings suggest that rTMS over
a focal cortical area may not remain strictly focal, but rather
may spread in a neuroantomically distinct manner to areas to
which it is interconnected.

Equally important have been other multiplatform studies
suggesting that TMS may exert at least short-term effects on
brain neurotransmitter systems. Strafella, Paus, Barrett, and
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Dagher (2001) used a dopamine receptor ligand ([C]raclo-
pride) to detect changes in extracellular dopamine after
30 min of rTMS over the left dorsolateral frontal lobe or over
the left occipital lobe. The dopamine receptor ligand was in-
jected within 5 min of completion of the rTMS trial, and PET
imaging took place within 30 min. The study found de-
creased dopamine uptake in the ipsilateral caudate following
left frontal TMS, with no effects seen in the putamen, nucleus
accumbens, or contralateral caudate. 

Findings from such combined TMS and PET studies can
have important implications for the cognitive neuroscientist–
neuropsychologist during experimental design of TMS
studies. First, the effects of TMS may extend well beyond the
immediate hot spot that was focally stimulated, and this con-
sideration may play a role in the design of control tasks. The
flip side of this is that rTMS may be used as a powerful tool
for studying local cortical reactivity and functional connec-
tivity (Bailey, Karhu, & Ilmoniumi, 2001; Pascual-Leone,
Walsh, & Rothwell, 2000) Finally, although the effects of
TMS may be relatively short lasting in many conditions, the
temporal course and dissipation of shorter and longer lasting
effects (e.g., in treatment of depression) has not been care-
fully studied.

Methodological Issues

How does one go about designing a TMS study? What im-
portant methodological problems must be addressed? Some
issues depend on whether TMS or rTMS is being conducted
and how the stimulation parameters temporally relate to the
particular neurocognitive task under study (e.g., naming, a
working memory n-back task, or a motor sequencing task). In
rTMS studies, decisions must be made about various stimula-
tion parameters. These include (a) the frequency (in Hz)
of TMS stimuli, (b) the duration of the train of stimulation,
(c) the interval between trains, (d) the total number of trains,
(d) the intensity of the stimulation, and (e) the total number of
stimuli in a given session, or to a specific brain region. For ex-
ample, consider the study that involves 50 2-s trains of
40 stimuli delivered at a rate of 20 Hz with an intertrain inter-
val of 28 s. In this study, a subject would receive 2 s of rTMS
(40 stimuli) that is delivered every 30 s for 25 min, resulting
in 2,000 total stimuli. These various stimulation parameters
for rTMS are guided in part by safety considerations.

For both TMS and rTMS, intensity of magnetic stimulation
is individually determined. Typically, intensity of stimulation
is based on the individual’s motor-evoked threshold (e.g.,
intensity = 70% motor-evoked potentials; MEP, or 120%
MEP). This can be quantified by attaching surface EMG elec-
trodes over the abductor policis brevis muscles in the hand

and measuring motor-evoked potentials when magnetic stim-
ulation (1 Hz) is applied over the cortical motor hand area.
Thus, threshold can be defined as the lowest intensity for elic-
iting MEPs 50% of the time. Regardless of whether a motor
study or cognitive study is planned, the intensity of stimula-
tion is based on the motor-evoked threshold.

A concern common to both TMS and rTMS studies is se-
lection of the TMS stimulation site. This can be fairly straight-
forward in TMS studies of motor cortex in which stimulation
grids (i.e., 5 × 5 cm) can be marked on a swimsuit cap that is
worn by the participant. Finding the motor hot spot involves
stimulating the various grid points in a systematic manner in
order to find the site of peak responsivity. In contrast, identi-
fying the hot spot in cognitive studies can be more subjective
and unreliable, especially when specific cortical association
areas are targeted. In most studies, the site of coil placement
is determined in reference to the location of primary motor
cortex (M1) or the International 10-20 EEG system. In other
studies, behavioral performance during a pilot task has been
used to identify the area of stimulation. For example, if one
were interested in the effects of TMS on working memory,
one could adopt a trial-and-error method for determining the
hot spot by finding an area that resulted in the most errors
during a pilot run of the working memory task (Mull & Seyal,
2001). Clearly, this approach is highly subjective. A more
sophisticated approach might use brain-based coordinate sys-
tems that employ external fiducial markers, selecting a stim-
ulation region based on available functional imaging results.
In some systems, real-time monitoring of coil position and
the person’s head is possible (see Paus, 1999).

Equally important to the selection of the TMS stimulation
site is selection of a control stimulation site. Walsh and
Rushworth (1999) have identified three ways in which a con-
trol site can be chosen—dissociation, proximity, and time.
Following the classic dissociation approach (Teuber, 1955),
one selects two brain areas thought to have different neu-
ropsychological functions and applies TMS to these two re-
gions. In the proximity approach, one assumes that Area X is
important for Task A, but neighboring areas are not. Thus, se-
lection of the control site is dictated by proximity. This ap-
proach is particularly important when MRI structural scans
are not available to help with localization. Finally, control
sites can be selected based on the idea that TMS might have
different effects across different sites, depending on when in
the temporal sequence the TMS is applied.

Applications

TMS has been applied to several areas of interest to neuropsy-
chologists. In motor mapping studies, single-pulse TMS over
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the motor cortex have been shown to produce electromyo-
graphic responses in the contralateral hand, arm, and face mus-
cles. Presumably, these motor-evoked potentials (MEPs) reflect
activation of neuronal networks in the motor cortex that link
to spinal motor neurons (Pascual-Leone et al., 1994; Roth-
well et al., 1991). Various researchers have used single-pulse
TMS to map the size of cortical motor representations (Mills
& Nithi, 1992; Triggs et al., 1994; Wasserman, McShane,
Hallett, & Cohen, 1992). For example, Triggs, Subramanium,
and Rossi (1999) mapped contralateral motor representations of
the preferred and nonpreferred hand in right- and left-handed
subjects. Although there were no handedness differences in
the size or threshold of motor-evoked potentials (MEPs), the
number of scalp stimulation sites that elicited MEPs was larger
for the preferred hand. This was true for both dextrals and
sinistrals, suggesting that handedness is associated with an
asymmetry in the area of the cortical motor representations.

Recently, several researchers have reported that single-
pulse TMS over the motor cortex can readily induce ipsilat-
eral motor-evoked potentials (MEPs) from the hands and
face (Ziemann et al., 1999). In general, ipsilateral MEPs
require higher-intensity stimulation than do contralateral
MEPs, occur more readily if the target muscle is mildly con-
tracted, and are elicited more prominently from sites lateral
to the optimal position for producing MEPs in the contralat-
eral hand (Ziemann et al., 1999). An ipsilateral, multisynap-
tic pathway from the motor cortex to the hand (or face) has
been proposed as the route for ipsilateral MEPs from mus-
cles, classically viewed as being under exclusive control of
the contralateral cortex.

Following from these observations of ipsilateral pathways
are clinical studies that have used rTMS to examine recovery
of function following acquired brain lesions (Caramia
et al., 2000; Trompetto, Assini, Ducolieri, Marchese, &
Abbruzzese, 2000). Trompetto and colleagues (2000) studied
recovery following acute stroke by comparing motor re-
sponses that had been elicited by TMS when it was applied
over the frontal regions of the damaged and nondamaged
hemisphere. Three subgroups of patients were identified. The
largest subgroup were those with poor recovery of motor
function. Their responses (motor-evoked potentials) to TMS
were absent over both the damaged and undamaged hemi-
spheres. The two remaining subgroups had good motor re-
covery. In one, patients had larger MEPs with stimulation of
the damaged (ipsilateral) than nondamaged (contralateral)
hemisphere. Their good recovery possibly related to the un-
masking of ipsilateral motor pathways. In the third recovery
group, MEPs were larger in the affected than in nonaffected
limb and possibly related to the use of alternate circuits
within the damaged hemisphere. Such studies point to the

potential of TMS for providing information about clinical
prognosis and mechanisms that might underlie recovery
following stroke.

In other clinical studies, high-frequency stimulation of
motor cortex has been used to activate the motor system and
temporarily improve motor function in patients with Parkin-
son’s disease (Pascual-Leone et al., 1994). In contrast, low-
frequency motor cortex rTMS (presumably inhibitory in
nature) improves motor function in patients with focal dysto-
nia, a disorder characterized by hyperexcitability of cortical
motor circuits (Siebner et al., 1999).

Several studies have used rTMS to induce interference in
ongoing cortical activity or behavior. When applied over the
speech area, repetitive TMS (rTMS) has been associated with
speech arrest (C. M. Epstein et al., 1996; Pascual-Leone,
Gates, & Dhuna, 1991; Wasserman et al., 1998). When ap-
plied over the left posterior temporal region (left BA37),
rTMS has slowed visual object naming with no effects on
word reading, non–word-reading, or color naming (Stewart,
Meyer, Frith, & Rothwell, 2001). Within the memory do-
main, several studies have used rTMS as a probe for studying
working and longer term memory (for review, see Grafman
& Wasserman, 1999). When applied to the frontal or tempo-
ral regions, short- and longer-term recall deficits have been
reported by some investigators. Grafman and colleagues
(1994) gave a word list learning task to normally functioning
individuals and examined the effects of timing of rTMS and
the region of stimulation (e.g., frontal, temporal). It is inter-
esting to note that rTMS over the left temporal lobe was more
effective in reducing subsequent recall when stimulation was
immediately applied at word onset (i.e., during encoding?),
whereas the effects of frontal rTMS appeared at longer de-
lays. Such findings imply that timing parameters in rTMS
studies may help dissociate temporal and frontal lobe contri-
butions to learning and memory.

In several recent studies, rTMS has been investigated for
its efficacy as an intervention for neuropsychiatric disorders.
The efficacy of rTMS as a treatment modality for major de-
pressive disorder is currently being investigated across vari-
ous centers around the country (C. Epstein et al., 1998;
George et al., 1995; Pascual-Leone, Rubio, Pallardo, & Catala,
1996; Triggs, McCoy, 1999). Early studies administered rel-
atively nonfocal rTMS using large circular coils centered
over the scalp vertex and obtained promising but inconclu-
sive evidence of improved mood in patients with severe de-
pression (Hoflich, Kasper, Hufnagel, Ruhrmann, & Moller,
1993; Kolbinger et al., 1995). More recent studies have tar-
geted the left dorsolateral frontal lobe in various treatment
studies of depression. The basis for a potential therapeutic
effect of rTMS on depression is unknown. Several lines of
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evidence have implicated hypoactivity of the left prefrontal
cortex in the pathophysiology of depression. Even so, it is
clear that the prefrontal region is just one component of a dis-
tributed network that is important for regulating mood. Al-
though rTMS appears promising, carefully controlled and
blinded studies with appropriate “sham” conditions are few
and far between, and a variety of methodological issues re-
main to be addressed before claims about efficacy of rTMS
for treating depression can be established (see Wasserman &
Lisanby, 2001). 

The WADA Technique

The intracarotid amobarbital procedure (IAP) was first devel-
oped by Wada to lateralize language function in the evalua-
tion of patients with epilepsy, but it more recently has been
used to predict the degree of postoperative amnesia in
patients being considered for epilepsy surgery (Trenerry &
Loring, 1995). Although the precise procedure varies, the
typical IAP involves the injection of sufficient barbiturate
(e.g., sodium amytal, sodium brevital) into a catheter placed
in the internal carotid artery to produce a contralateral hemi-
plegia. Memory and language testing is typically conducted
before, during, and after the period of drug action. The pro-
cedure generally results in a temporary impairment in hemi-
spheric functions subserved by the middle cerebral artery.
During injection of the language-dominant hemisphere, the
patient becomes globally aphasic. Both hemispheres are
studied sequentially in the same procedure. In addition to
predicting hemisphere dominance for language, behavioral
performance during the WADA procedure has been shown
to predict seizure outcome and verbal memory decline after
unilateral temporal lobectomy (Loring et al., 1994; Trenerry
& Loring, 1995), and is useful for determining whether the
nonaffected hemisphere can support memory function in iso-
lation. WADA test results correlate well with hippocampal
volume asymmetries in unilateral onset cases (Loring et al.,
1993).

One significant drawback of the WADA procedure is that
it is highly invasive. Because of this, it is used exclusively in
patients undergoing diagnostic evaluation for brain surgery
in which determination of language lateralization or memory
support is important for predicting outcome. In recent years,
there has been substantial interest in determining whether
less invasive functional imaging procedures can be used to
provide the same information as the IAP. Several studies
using fMRI (Binder et al., 1996; Desmond et al., 1995;
Lehericy et al., 2000), transcranial Doppler ultrasound
(Knecht et al., 1998; Rihs, Sturzenegger, Gutbrod, Schroth,
& Mattle, 1999), magnetic source imaging (Breier, Simos,

Zouridakis, Wheless, et al., 1999; Simos, Papamolaon, 2000),
and repetitive transcranial magnetic stimulation (C. M. Ep-
stein et al., 2000) to comparatively evaluate language func-
tion have been published in the last 5 years. Most studies have
shown excellent correlation between language lateralization
indices derived from WADA and functional imaging proto-
cols, but perfect agreement has not emerged. For example, C.
M. Epstein and colleagues (2000) found more right-sided in-
terruption with vocal speech in surgical epilepsy candidates
using transcranial magnetic stimulation than the interruption
that would have been predicted by the WADA results. Post-
surgical language performance correlated best with WADA
results. Thus, these less invasive functional imaging tech-
niques hold promise as alternatives to WADA testing, but the
precise relationship between WADA and these other proce-
dures remains to be understood. It should be kept in mind
that the WADA technique is a gross inactivation technique,
whereas most functional imaging approaches utilize cogni-
tive activation paradigms to provide lateralizing or localizing
information (Loring, 1997).

HUMAN LATERALITY PARADIGMS

Dichotic Listening

The dichotic listening task involves the simultaneous presen-
tation of two auditory stimuli, one to each ear (Springer, 1986).
The technique has been widely used in neuropsychological re-
search to evaluate hemispheric asymmetries for auditory pro-
cessing of speech in normal and clinical populations.

In the cognitive psychology literature, the procedure has
its roots in early research on attention. Cherry (1953) used di-
chotic listening to investigate how listeners could extract and
attend to one message in the context of many (the so-called
cocktail party effect). Cherry presented messages in the same
voice to both ears at once, and found that listeners had signif-
icant difficulty in separating the two messages. On the basis
of these findings, he argued that attention used physical char-
acteristics of the acoustic message to extract the message. In
further experiments, Cherry used the technique of shadow-
ing, in which one of the two messages had to be repeated
back as it was presented. When shadowing instructions were
added to the basic dichotic listening task, very little informa-
tion could be extracted from the nonattended ear. For exam-
ple, listeners asked to shadow the message in their right ear
seldom noticed when the left-ear message was presented in a
foreign language or when the speech presented there was gar-
bled or reversed. Later recall tests revealed that there was
very little memory for unattended words, even in situations
in which the words were presented multiple times (Moray,
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1959). These and other findings contributed to the empirical
basis for the classic bottleneck theory of attention that pre-
sumes an early mechanism whereby unattended information
is filtered from further processing and thus does not enter
conscious awareness or memory (Broadbent, 1958). Al-
though we now know this theory to be oversimplified, (i.e.,
there is substantial evidence that unattended information can
be processed rather extensively; McGlinchey Berroth et al.,
1993) the dichotic listening paradigm played a seminal role
in the development of this influential model of selective
attention.

In neuropsychological research, the dichotic listening par-
adigm primarily has been used extensively to study lateral-
ization of cognitive processes in the brain, and more recently
as a technique to study disordered brain organization in a
wide variety of clinical neurological and psychopathological
syndromes. In her seminal work with the technique, Kimura
(1961a, 1961b) presented three pairs of spoken digits to each
ear and asked subjects with unilateral right or left temporal
lobectomies to recall as many of the six digits as possible.
Two important findings emerged. First, patients with lefttem-
poral lobe damage identified fewer digits than did patients
with right temporal lobe excisions. Second, regardless of le-
sion side, stimuli presented to the right ear were more accu-
rately recalled. This right ear advantage (REA) has since
been discovered to be related to hemispheric asymmetry for
speech perception and production (Springer, 1986), verified
by both behavioral and functional imaging techniques
(Hugdahl et al., 1999) and with results of language lateraliza-
tion studies using the WADA (intracarotid amobarbital) tech-
nique (Kimura, 1961b).

Subsequent studies have found a left-ear advantage for
certain nonverbal stimuli, including emotional prosody
(Bryden, Free, Gagne, & Groff, 1991; Erhan, Borod, Tenke,
& Bruder, 1998), musical chords (H. W. Gordon, 1970), tonal
sequences (Spellacy, 1970), and environmental sounds
(Curry, 1967). It is generally more difficult to obtain a left-ear
advantage, owing possibly to variations among both stimuli
and subject abilities (Springer, 1986).

A recent trend has been to combine the behavioral task of
dichotic listening with functional imaging or electrophysio-
logical investigation to understand more precisely the neural
basis of dichotic listening effects (Jancke, Buchanan, Lutz, &
Shah, 2001). These studies have found the expected REA for
linguistic stimuli and LEA for emotional stimuli, and have
found lateralized material-specific differences in planum
temporale and Heschl’s gyrus that are in accordance with the
behavioral ear asymmetries (Jancke et al., 2001).

The reliability and validity of the dichotic listening tech-
nique has been the topic of several investigations. This has

been of some concern because about 70–80% of right-handed
normal subjects show an REA for speech stimuli, whereas
a much higher percentage (>90%) of such subjects show
left-hemisphere language lateralization on WADA testing
(Springer, 1986). Because the dichotic listening technique
evaluates speech perception (rather than production), this
may suggest that different components of language might be
differentially lateralized in the brain. Also, subjects might de-
velop strategies for dealing with dichotic listening or shad-
owing tasks that might alter the degree of lateralization.
There are some encouraging data on the validity of dichotic
listening for language lateralization, however (Geffen &
Caudrey, 1981). In this study, 27 of 28 subjects with left-
hemisphere speech showed an REA to speech stimuli,
whereas four of seven subjects with right-hemisphere speech
showed an LEA. Correct language lateralization was en-
hanced by the use of a discriminant function taking handed-
ness, hit rates, and reaction time into account, suggesting that
a simple correct recognition score may not be sufficient in
characterizing dichotic listening performance (Geffen &
Caudrey, 1981; Springer, 1986). Test-retest reliability of the
dichotic listening test has also been of some concern, as sev-
eral studies have reported reliabilities in the .70–.80 range,
dependent on the number of trials (Blumstein, Goodglass, &
Tartier, 1975; Shankweiler & Studdert-Kennedy, 1975).

To the extent that performance on dichotic listening re-
flects the lateralization of relevant cognitive processes in the
brain, the task is useful for assessing abnormalities in brain
organization in neurological and psychiatric disorders. In
recent investigations, dichotic listening has been used to
examine disordered cerebral lateralization in schizophrenia
(Bruder et al., 1995; Green, Hugdahl, & Mitchell, 1994),
mood disorder (Bruder, Wexler, Stewart, Price, & Quitkin,
1999; Pine et al., 2000), developmental dyslexia (Cohen,
Hynd, & Hugdahl, 1992; Hugdahl et al., 1998), attention-
deficit disorder (Manassis, Tannock, & Barbosa, 2000;
Manassis, Tannock, & Masellis, 1996), and other clinical
syndromes. The power of dichotic listening paradigms to dis-
cern differences in brain organization in clinical groups is
limited by aforementioned limits to the reliability and valid-
ity of the technique itself.

Tachistoscopic Visual Presentation

One complicating factor in dichotic listening studies is that
each ear sends both contralateral and ipsilateral connections
to the cortical receiving areas responsible for sound percep-
tion. Because of this, performance on dichotic listening para-
digms likely reflects either the dominance of contralateral
over ipsilateral connections, or some form of dynamic
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suppression of ipsilateral connections by contralateral ones.
In either event, the behavioral outcome is complex and often
difficult to interpret. The anatomic arrangement of the visual
system, in contrast, is simpler because each visual half-field
(VHF) projects to the contralateral cortical visual area in the
occipital lobe. Thus, stimuli exclusively presented to the left
visual field (LVF; the left hemiretinal field of each eye) is first
received in the right occipital lobe, whereas stimuli projected
to the right visual field (RVF) are first processed in the left
occipital lobe. If stimulus presentation is arranged so that a
single visual field is stimulated, the researcher can at least
know which hemisphere receives direct sensory input from
the environment. This is the basis of the tachistoscopic visual
half-field technique (McKeever, 1986). Tachistoscopic tech-
niques have been prominent in experimental neuropsycho-
logical research since the 1940s, but they have not been com-
monly used in clinical research.

Application of tachistoscopic techniques to questions of
hemispheric lateralization and specialization received impe-
tus from studies of split-brain patients who underwent surgi-
cal disconnection of the hemispheres for relief of intractable
epilepsy (Sperry, 1968), and the technique was subsequently
applied to study a broad range of questions relevant to the
concept of cerebral asymmetry. Many such studies reported
visual half-field asymmetries for verbal (for which the right
VHF excels) and nonverbal information (for which the left
VHF excels; McKeever, 1986).

Two main explanations for these asymmetries have been
offered. The first explanation was that the directional charac-
teristics of language (e.g., whether it is read right-to-left or
left-to-right) should determine the cerebral dominance pat-
tern seen when linguistic stimuli were briefly presented to the
visual half-field (Mishkin & Forgays, 1952). Thus, initial ex-
periments (reviewed in McKeever, 1986) showed different
visual half-field asymmetries for English and Yiddish words.
This view was challenged in the 1960s by several studies
suggesting RVF asymmetries for letters, words, and other lin-
guistic stimuli, consistent with an alternative explanation—
namely, that VHF asymmetries reflected cerebral dominance
for language (Bryden, 1964; McKeever, 1986). In the years
subsequent to these initial developments, it has become clear
that cerebral specialization for language influences VHF
asymmetries and that directional scanning does not account
for the majority of findings.

Like the literature on dichotic listening, one relatively sta-
ble finding in the tachistoscopic recognition literature has
been that it has been difficult to devise tasks that yield LVF-
right-hemisphere superiority of comparable magnitude to
that seen in recognition of linguistic stimuli. For example,
studies showing clear RVF asymmetries for object naming

showed little if any visual field asymmetry for geometric
drawings (Bryden & Rainey, 1963). One significant problem
in this regard is finding stimuli that cannot be verbalized.
Some studies have shown that visual half-field asymmetries
could be reversed (from LVF to RVF) when subjects were re-
quired to use an arbitrary name to identify laterally presented
forms (Hannay, Dee, Burns, & Masek, 1981). However,
some tasks have shown significant LVF asymmetries, includ-
ing line orientation (Umilta et al., 1974), face recognition
(Rizzolatti, Umilta, & Berlucchi, 1971), and emotionally
evocative material (Suberi & McKeever, 1977).

Tachistoscopic paradigms are somewhat crude measures
of hemispheric specialization or lateralization because it
cannot be assumed that the presented stimulus is processed
exclusively by the hemisphere to which the stimulus is
primarily projected. In fact, it is assumed that all stimuli are
processed by both hemispheres to some degree, and that lat-
eralized performance is a function of specialized or privi-
leged processing in the hemisphere to which presentation is
directly targeted. However, because of precise timing and
control over stimulus presentation, tachistoscopic investiga-
tions are capable of answering (at least coarsely) questions
about the time course of cognitive operations. For example,
systematic variation of the input and output requirements of
tachistoscopic recognition tasks can yield important informa-
tion about the time needed to transfer information across the
hemispheres. Suppose that a train of word and nonword stim-
uli are presented to either the RVHF or the LVHF, and the
subject is asked to respond with either the right or left hand.
In the RVHF-right-hand (uncrossed) combination using word
stimuli, the left hemisphere both receives the input, presum-
ably processes the word, and programs the motor response. In
the RVHF-left-hand (crossed) combination, the left hemi-
sphere receives the input, performs appropriate processing,
and then must send the processing result to the right hemi-
sphere for motor output. Reaction time differences between
these two conditions can be used to provide an estimate of in-
terhemispheric transfer time (Bayshore, 1981). Similarly, by
manipulating other aspects of the task, the temporal parame-
ters of input, processing, and output stages of processing can
be estimated.

The use of the classical tachistoscopic VHF technique for
determining hemispheric specialization or lateralization has
waned in recent years. However, variations of the technique
have found their way into contemporary cognitive science in-
vestigations of several topics of current interest. Prominent
examples include investigations of the interface between at-
tention and memory (Bavelier, Prasada, & Segui, 1994; Fagot
& Pashler, 1995; Park & Kanwisher, 1994), cognitive pro-
cessing without awareness (Henke, Landis, & Markowitsch,
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1994; Kunimoto, Miller, & Pashler, 2001; Monahan, Murphy,
& Zajonc, 2000), and the relationship between emotion and
cognition (Kunst-Wilson & Zajonc, 1980; Murphy, Monahan,
& Zajonc, 1995; Zajonc, 1980).

Dual-Task Paradigms

One key assumption in the application of information pro-
cessing models to neuropsychological questions is that the
brain is a limited-capacity processor. Cognitive operations
consume such information-processing resources and, if suffi-
cient numbers of operations are needed simultaneously, per-
formance may suffer. The idea that limitations or conflicts in
cognitive resource allocation might have observable effects
on behavior is the basis of dual-task paradigms (Hiscock,
1986). The strategy of having subjects perform multiple
simultaneous tasks has a long tradition in the selective atten-
tion literature, and has been used in neuropsychology to eval-
uate cerebral dominance for language and other processes.

The basic paradigm is quite simple: Subjects perform
some cognitive or motor task simultaneously with a manual
task using either the right or left hand. Interpretation of results
is based on the concept of functional cerebral distance. This
principle states that the degree to which the two tasks affect
each other varies inversely with the functional distance be-
tween the cerebral regions or systems in which the cognitive
processes are represented (Hiscock, 1986; Kinsbourne &
Hicks, 1978). Functional cerebral distance does not mean the
same thing as anatomical distance, although interference ef-
fects are generally greater when the cognitive and motor tasks
depend on resources from the same cerebral hemisphere.
Hiscock (1986) provides an excellent review of the concep-
tual and methodological issues surrounding dual-task para-
digms. His review of the available literature suggests that
verbal activity disrupts right-hand performance more than it
does left-hand performance, but that nonverbal activity pro-
duces more variable effects, sometimes disrupting left-hand
performance more than right, and sometimes affecting both
hands equally. One problem in this literature is the degree to
which factors other than the nature of verbal versus nonver-
bal processing (e.g., level of task difficulty) are appropriately
controlled.

Dual-task paradigms represent fundamentally indirect
ways of evaluating processing resources, and as such, are
subject to limitations based on a lack of knowledge of how
performance changes directly reflect differences in resource
allocation. For example, it cannot be assumed that perfor-
mance on one task will increase linearly while performance on
the other will decrease linearly as resources are allocated from
one to the other (Hiscock, 1986). Also, it cannot be assumed

that the total number of resources needed to perform two tasks
concurrently is the simple sum of resources needed to per-
form them separately (Kinsbourne, 1981; Navon & Gopher,
1979). Although these methodological problems are signifi-
cant, they do not invalidate the use of dual-task paradigms to
investigate laterality questions. Hiscock (1986) provides use-
ful recommendations for improving research design in dual-
task experiments, including the use of multiple levels of task
difficulty, multiple measures of task performance, or both as a
way of establishing reasonable parameters within which the
study of verbal and nonverbal processing can proceed.

ELECTROPHYSIOLOGICAL AND
PSYCHOPHYSIOLOGICAL APPROACHES

Electrophysiological and psychophysiological approaches
make use of the measurement of bioelectrical signals by the
placement of sensitive transducers on the body surface. In
cognitive neuroscience and neuropsychology research, the
term electrophysiology has typically referred to investiga-
tions that measure brain electrical activity (the EEG) from the
scalp (or, more rarely, from the brain itself), whereas psy-
chophysiology generally refers to investigations that measure
autonomic and somatomotor activity through devices placed
on the skin. In both domains, the goal is to define and mea-
sure psychologically relevant physiological variables and to
relate them in some way to behavioral performance. The
basic level of analysis inherent in these techniques is in un-
derstanding organism-environment transactions (Cacioppo,
Tassinary, & Berntson, 2000). Cacioppo and colleagues
regard this approach as a “top down approach within the neu-
rosciences that complements the bottom-up approach of psy-
chobiology” (p. 7). 

Electrophysiological and psychophysiological investiga-
tions have exploded over the past several decades, and in-
creasing attempts are being made to integrate the available
findings with results from neuroscientific and neuropsycho-
logical investigations. Numerous recent examples of the
application of electrophysiological approaches to the study
of clinical brain disorders (Honda, Suwazono, Nagamine,
Yonekura, & Shibasaki, 1996; Newton, Barrett, Callanan, &
Towell, 1989; O’Donnell et al., 1993; Polich & Squire, 1993)
are examples of this emerging integration.

Evoked-Potential Investigations

For several decades, measurement of brain electrical activity
has been an important component of the overall information-
processing approach to cognition (Donchin, 1979). What is
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seen in the raw EEG signal is generally believed to be the
result of summated postsynaptic potentials. To measure these
signals, electrodes are placed on the scalp in standard loca-
tions and are connected to amplifiers. In special instances,
electrodes can be implanted in the brain in the context of a di-
agnostic workup (Halgren et al., 1980). Modern computer
equipment can sample the resulting electrical potentials
many thousands of time per second and can digitize the ana-
log readout for later storage and analysis.

The raw EEG signal contains multiple sources of informa-
tion, some of which are systematic, low voltage changes in
potential that are thought to reflect neural events of psycho-
logical significance. These event-related potentials (ERPs)
can be separated from the background EEG by averaging
samples of the EEG that are time-locked to the occurrence of
a specific event in the experiment, such as the presentation of
a stimulus or the initiating or a response (Fabiani, Gratton, &
Coles, 2000; Kutas & Dale, 1997). By averaging many such
samples, random aspects of the EEG that are not time-locked
to the event will average out, leaving the ERP visible. The
topographical distribution of ERPs across the brain can yield
important information about potential localization of con-
stituent processes. In most experiments, the peaks in the ERP
are described in terms of their distribution, their polarity
(positive or negative), and their latency. For example, the
N400 refers to a negative-going peak that reaches its maxi-
mum about 400 ms after stimulus presentation, while the
P300 is a positive-going peak that tops out about 100 ms ear-
lier. Alternatively, peaks can be named in ordinal latency
(such that P3 is the third positive-going peak in the wave-
form), for their scalp distribution (e.g., frontal P300), or for
the psychological processes presumed to underlie them (e.g.,
novelty P3, mismatch negativity, etc.; Fabiani et al., 2000).

Some components of the ERP are based primarily on the
physical properties of stimuli that elicit them. Because these
components are dependent on the characteristics of an out-
side stimulus, they are referred to as exogenous potentials. In
contrast, ERP components that more directly reflect cognitive
processing or some form of interaction of the subject with the
environment are referred to as endogenous potentials. It is
primarily the latter type of potential that is of interest to neu-
ropsychologists.

ERP data are used in two main ways. First, the effects of
specific independent variables or subject characteristics can
be analyzed in terms of their separate and interacting effects
on specific ERP components. Second, the topographical pat-
tern of ERPs, in terms of latency and magnitude, can be ana-
lyzed, either separately or in combination with other imaging
methods, to model the source of the waveform.

The concept of an ERP component has come to refer to
segments of the ERP waveform that covary in response to

particular experimental manipulations (Fabiani et al., 2000).
Components can be defined as peaks occurring within a cer-
tain time window after a specific event. Several classes of
components exist, and only those relevant to neuropsycho-
logical research are mentioned here. Response-related com-
ponents include the lateralized readiness potential (LRP)
that occurs in advance of executing a motor response
(Kutas & Donchin, 1980) , the contingent negative variation
(CNV) that occurs in the period before a reaction time task
(Rohrbaugh & Gaillard, 1983), and the error-related negativ-
ity (ERN) that occurs when subjects make errors in reaction
time tasks (Falkenstein, Hohnsbein, Hoormann, & Blanke,
1990). Early negative responses in the ERP waveform have
been interpreted to reflect selective attention effects. Several
studies have indicated that attended stimuli are associated
with more negative ERP between 100–200 ms after stimulus
onset (Hilliard, Hink, Schwent, & Picton, 1973). At middle
latencies, the mismatch negativity (MMN) effect is seen,
which results from subtracting the waveform to frequent
stimuli from that generated by the presentation of rare stim-
uli. The MMN, which can occur as early as 50 ms after
stimulus onset with a peak of 100–200 ms, occurs to both at-
tended and unattended stimuli, and is thought to reflect the
operation of a preattentive mismatch or novelty detector
(Naatanen, 1995). Later components include the P300, a pos-
itive peak elicited by attended task-relevant “oddball” stimuli
(Donchin & Coles, 1988; Johnson, 1988), and the N400, a
negative component that occurs between 200–400 ms post-
stimulus that appears to reflect the detection of semantic
incongruity (Kutas & Hilliard, 1980; Van Petten & Kutas,
1987).

As might be anticipated, there has been significant interest
in applying ERP methodology to the study of cognitive dis-
orders to validate claims about impairments at particular
stages of information processing in these patients. For
example, several recent investigations have been able to dis-
tinguish between components of recollection using ERP
techniques (Allan, Wilding, & Rugg, 1998; Curran, 1999),
and others have shown that false recollection is associated
with more negativity in the ERP (Curran, Schacter, Johnson,
& Spinks, 2001; Endl, Walla, Lindinger, Deecke, & Lang,
1999). In a complementary approach, there has been interest
in applying ERP methods to the study of temporal lobe dys-
function owing in part to evidence that the P300 originates in
the temporal cortex or hippocampus (E. Gordon, Rennie, &
Collins, 1990). Surprisingly, some investigations have found
normal P300 amplitude and latency in patients with amnesia
associated with mesial temporal damage (Polich & Squire,
1993; Rugg, Pickles, Potter, & Roberts, 1991). As another
example, the N400 has been examined in normally function-
ing individuals and brain injured subjects to test hypotheses
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about semantic processing (Deacon, Hewitt, & Tamney,
1998; Grunwald et al., 1999; Tachibana et al., 1999).

Scalp recording of EEG, and the ERP data that can result
from it, has certain advantages in neuropsychological re-
search. The primary strength of the approach is its excellent
temporal resolution. With sampling rates as high as 10,000 Hz
and excellent analog-to-digital resolution common of con-
temporary computers, determination of latency and peak of
ERP components can be determined with millisecond preci-
sion. One drawback, however, is that because of the electrical
properties of the skull and scalp, spatial resolution is lower
than that which can be obtained with brain imaging methods.
This issue has received a significant amount attention in re-
cent years. Dense-array electrode montages are now avail-
able, together with statistical procedures that allow for better
spatial sampling and localization (Tucker, 1993). Also, com-
bining the excellent temporal resolution of ERP with source
localization methods or functional brain imaging approaches
is emerging as a way of combining the strengths of available
paradigms (Absher, Hart, Flowers, Dagenbach, & Wood,
2000; Heinze, Hinrichs, Scholz, Burchert, & Mangun, 1998;
Kruggel, Wiggins, Herrmann, & von Cramon, 2000; Pouthas,
Maquet, Garnero, Ferrandez, & Renault, 1999). With accu-
mulating data from electrophysiological and functional brain
imaging studies, localization of the source of neural activity
responsible for characteristic components is now becoming a
reality (Alho et al., 1998; Hopf et al., 2000; Tarkka, Stokic,
Basile, & Papanicolaou, 1995; Yamazaki et al., 2000). Inva-
sive measurement of electrographic activity, when possible,
provides an exciting new approach to the study of neural
representation that complements brain imaging methods
(Allison, Puce, Spencer, & McCarthy, 1999; Nobre, Allison,
& McCarthy, 1994) because it is not subject to limitations in
spatial resolution imposed by scalp recording.

Autonomic Psychophysiology

Research paradigms exploring autonomic and somatomotor
aspects of cognitive functioning have a long history within the
parent field of psychophysiology and have enjoyed similar ap-
plication to research questions in neuropsychology and cogni-
tive neuroscience (Cacioppo et al., 2000; Sarter, Berntson, &
Cacioppo, 1996). Psychophysiological evaluation of normal
and clinical populations has contributed substantially to our
understanding of a broad array of relevant phenomena, in-
cluding visual perception (Bauer, 1984; Tranel & Damasio,
1985), memory (Diamond, Mayes, & Meudell, 1996;
McGlinchey Berroth, Carrillo, Gabrieli, Brawn, & Disterhoft,
1997), emotion (Bradley & Lang, 2000; Davidson & Sutton,
1995; Tranel & Hyman, 1990), and decision making
(Bechara, Tranel, Damasio, & Damasio, 1996). Measurement

of organism-environment interactions can make use of a
broad array of response systems, including electrodermal re-
activity, pupillary responses, electromyographic changes, car-
diovascular changes, and effects on hormonal and endocrine
regulation.

Several issues confront the neuropsychological researcher
who is considering adopting a psychophysiological approach
to investigation. One important issue is whether the research
question demands an evaluation of time-locked (phasic)
changes in physiological reactivity or an investigation of
some generalized (tonic) level of activity in a physiological
channel. An example of the former approach would involve
questions about the degree to which remembered versus for-
gotten information was associated with time-locked physio-
logical reactivity at the time of encoding (Diamond et al.,
1996; Verfaellie, Bauer, & Bowers, 1991). An example of the
latter type of question would be an investigation of the effect
of acquired brain damage on nonspecific cardiac or hormonal
activity (e.g., Emsley, Roberts, Aalbers, Taljaard, & Kotze,
1994).

A second issue concerns the selection of specific response
systems or variables for study. Measurement selection may
be governed by a number of factors, including invasiveness,
ease of use (e.g., computational intensity), and sensitivity and
specificity to the psychological constructs under study. For
example, the measurement of electrodermal activity has been
popular in a wide range of experiments because it is easy and
inexpensive to collect and simple to quantify and because
electrodermal activity is sensitive to a wide range of manipu-
lations affecting psychological effort, arousal, surprise, and
significance detection (Dawson, Schell, & Filion, 2000).
However, within this advantage is a potential limitation: Un-
less the experimental task is appropriately controlled (for ex-
ample, controlling for task difficulty across levels of arousal),
it is sometimes difficult to precisely interpret the source of in-
creased electrodermal activity. For example, just because
some studies suggest that larger electrodermal responses
occur in situations in which novel, significant stimuli are de-
tected (Bernstein, Taylor, & Weinstein, 1975) does not mean
that electrodermal responding can be simply inferentially ap-
plied as a significance detector. An excellent review of infer-
ential concepts in psychophysiological research is given by
Cacioppo et al. (2000).

A third issue concerns the selection of an approach to in-
strumentation and data analysis. There are numerous ways to
collect psychophysiological data, and the fact is that many
neuropsychologists and cognitive neuroscientists might
want to apply these methods without the typical didactic or
empirical training that would characterize the mainstream
psychophysiological researcher. Consensus statements exist
regarding appropriate methods for instrumentation, recording,
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analysis and reporting of results for a number of response sys-
tems (Fowles et al., 1981; Jennings et al., 1981; Picton et al.,
2000; Shapiro et al., 1996), and researchers should consult
these statements when planning experiments.

A final issue has to do with the fact that changes in specific
autonomic or somatomotor response systems do not occur in
isolation, but instead occur as part of a complex set of re-
sponses. So, for example, manipulations that might increase
electrodermal responding might also be expected to have ef-
fects on blood pressure, heart rate, respiration rate, or other
psychophysiological parameters. Within individuals, these
various responses might correlate poorly with one another
(particularly at low overall levels of arousal) so that conclu-
sions about the individual’s cognitive or affective state might
be different depending upon which response system is as-
sessed. Complicating matters is that individuals tend to re-
spond in similar ways to different stimuli, a phenomenon
known as individual response stereotypy (Engel, 1960; Lacey
& Lacey, 1958). Such issues need to be taken into account
when evaluating responses of a given magnitude, particularly
in group designs.

FUNCTIONAL BRAIN IMAGING

Basis of Functional Brain Imaging

For our purposes, the term functional brain imaging refers to
any technique that provides information about neurochemical
or metabolic activity in the brain, particularly when the study
of such processes is applied to an understanding of cognitive
activity (Nadeau & Crosson, 1995). Such techniques include
direct imaging of metabolic processes by radioisotope tag-
ging of glucose uptake (e.g., [18F]fluorodeoxyglucose PET or
FDG PET), indirect imaging of metabolism via markers of
cerebral blood flow (e.g., [99mTc]-hexamethyl-propylene-
amine-oxime single photon emission computed tomography
or HMPAO SPECT; functional magnetic resonance imaging
or fMRI), and imaging of neurotransmitters (e.g., [18F]fluo-
rodopa PET; Nadeau & Crosson, 1995). In general, these
techniques image the effects of neuronal energy expenditure,
which tends to be greatest at the terminus of the axonal ar-
borization and in the dendritic tree. Thus, resulting images do
not reflect activity in the cell bodies per se, but at the projec-
tion site (Nadeau & Crosson, 1995). This is a rapidly expand-
ing field within neuroscience, with emerging applications to
the scientific study of basic cognitive processes and to clinical
research including diagnosis and outcomes assessment.

The ability to image the human brain has been a possibility
for many years, beginning with the advent of the X-ray
computed tomography (CT). From this basic technique,

which allowed researchers to obtain structural images of the
brain in order to determine areas of abnormalities based on
knowledge of anatomy (Papanicolau, 1998; Perani, 1999),
technology has advanced considerably. More sophisticated
techniques have enabled the acquisition of anatomical images
with clearer resolution, providing investigators with impor-
tant information when determining correlations or associa-
tions between neuropsychological and neurological deficits
and dysfunction in localized brain regions. In the past two
decades, advances in functional brain imaging have occurred
at such a rapid pace that this area can be said to be one of the
most rapidly developing in all of neuropsychology and cogni-
tive neuroscience. The opportunity to image in vivo activity
of the intact brain provides an exciting alternative to studying
neuropsychological function exclusively from the viewpoint
of a damaged or lesioned system. Some of the limitations of
the ablation approach (e.g., functional reorganization after
damage) are eliminated by the opportunity to study the
normal, working brain; as we shall see, however, functional
imaging methods have limitations of their own. In many
areas of inquiry, results from functional imaging studies have
served to augment, refine, and constrain the results of le-
sion and ablation studies, and thus have provided a further
basis for determining the relationship between structure and
function.

All functional imaging approaches depend on two basic
steps: recording (registration) and representation-construc-
tion (Papanicolau, 1998). In the simplest possible terms,
some type of physiological (e.g., electromagnetic) signal is
recorded from the imaged object (brain) by a sensitive device
(scanner), and the resulting signal pattern is represented in
terms of a model (atlas) of the object constructed from known
parameters. Neither recording nor representation is a perfect
reflection of reality, so that the results of such studies are, by
definition, approximations of what actually occurs in the
brain. Papanicolau (1998), in an incisive description of the
basis of functional imaging, suggests that what emerges from
this enterprise depends on (a) the relationship between the
object and the electromagnetic signal derived from it, (b) the
specific characteristics of the recording instrument, and (c)
the intentions and methods employed by the user of the de-
vice. An understanding of the contribution that functional
imaging has made (and can make) to neuropsychological
research requires at least a basic appreciation of these three
domains. Any large-scale functional imaging enterprise
depends upon the interdisciplinary cooperation of a number
of professionals, including physicists, radiologists, neurolo-
gists, neuropsychologists, cognitive scientists, mathemati-
cians, and statisticians, among others. Decisions about which
functional imaging approach to use or whether to use
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functional brain imaging at all are dependent upon many fac-
tors, including cost and availability of appropriate equip-
ment, spatial and temporal resolution, intrusiveness of the
scanning environment and repeatability of the scanning oper-
ation, and artifact susceptibility (Nadeau & Crosson, 1995).
Regardless of the specific choices that are made, neuropsy-
chologists are particularly well positioned to contribute such
functional imaging studies because of their expertise in cog-
nitive task design and behavioral measurement.

In a typical functional imaging study, metabolic aspects of
brain activity (e.g., glucose utilization) are measured indi-
rectly while the subject performs a cognitive task. The result-
ing pattern of activity is then registered and reconstructed
anatomically based either on the use of a stereotactic ap-
proach (Talairach & Tournoux, 1988) or by an individual
approach based on the establishment of skull-based markers
or fiducials (Mazziotta et al., 1982; Shukla, Honeyman,
Crosson, Williams, & Nadeau, 1992).

One key aspect of functional imaging studies is the manner
by which results are visually displayed and interpreted. For
those unaccustomed to viewing such images, it is critical to be
mindful of the distinction between images that represent some
direct or indirect readout of metabolism or CBF and images
that represent a statistical map of differences in activity be-
tween two conditions. In many instances, what is displayed in
an image does not bear a simple or direct relationship to actual
metabolic activity or CBF occurring at a specified location; in-
stead, what is displayed are probability values that describe,
on a voxel-by-voxel basis, the likelihood that differences in
activity between, say, a cognitive activation condition and a
control or resting state occurred by chance.An example of this
can be seen in Figure 12.3. This image was taken from a recent

study of memory function we recently completed using a
3 Tesla magnet (Loftis et al., 2000). Here, subjects alterna-
tively engaged in two tasks, one in which they were asked to
remember a series of complex pictures (memory condition),
and the other in which a single picture was simply repeated
over and over (repeat condition).After a number of initial data-
analytic steps, signal intensities recorded during these two
conditions were compared on a voxel-by-voxel basis using a
Bonferroni-corrected t test. The resulting image (Figure 12.3)
depicts chance probabilities that depicted voxels were more
active in the memory condition than in the repeat condition,
using a level of significance of p < .00001. Thus, the image is
a graphic presentation of probability values, not a direct read-
out of blood flow or signal intensity. This is important to keep
in mind, because such images are often compelling (or sexy, so
to speak) and can lead to inaccurate interpretations if the reader
does not clearly understand what he or she is viewing.

A number of functional imaging techniques now exist,
each of which has its own unique methods of registration and
reconstruction. In the following sections, we describe proce-
dural aspects of the major functional imaging paradigms, and
we describe their strengths and weaknesses. Regardless of
paradigm, the ability of the investigator to develop an effec-
tive and well-controlled cognitive task can be thought of as
the rate-limiting step of neuroimaging research.

Positron-Emission Tomography (PET)

Rationale

PET imaging depends upon the introduction of a positron-
emitting isotope created by bombardment of stable chemical
elements with protons (Papanicolau, 1998). Such isotopes

Figure 12.3 Results of voxel-by-voxel t test comparisons of a memory condition (remember
five pictures) and a repeat condition (remember one picture presented five times), from Loftis
et al. (2000).
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can be combined with other elements to create complex
molecules that can substitute for naturally occurring com-
pounds like water, glucose, or different neurotransmitters.
The resulting compounds are called tracers because their
tendency to shed their positive charge in the form of
positron emissions can be detected by appropriate imaging
devices and can thus reveal their relative position and con-
centration in different regions of the brain (Papanicolau,
1998). Typical compounds include oxygen-labeled (15O)
water, or 2-fluoro-2-deoxy-8-glucose (FDG). What is im-
aged in PET is the collision between an escaping positron
and an electron in the adjacent environment; when this in-
teraction occurs, both are annihilated and converted to a pair
of high-frequency photons that move at equal speed in
diametrically opposite directions. The emitted photons con-
stitute the electromagnetic signal imaged in PET, and the
surface distribution of such signals can be reconstructed to
build a model of regional activity.

PET using FDG makes use of a ligand that is taken up by
the glucose transport mechanism and that then remains
trapped until cleared by relatively slow-acting metabolic
processes. It produces high-quality images, but the slow rate
of FDG uptake requires the subject to engage in the task for a
long (30–40 min) time. Although this is a disadvantage, the
slow rate of absorption makes it possible for the subject to
engage in the cognitive task outside the scanner and to be
moved later to the scanning environment. In contrast,
15O-PET uses a radiotracer that is actively circulating within
the volume of cerebral blood and that diffuses freely into the
cerebral tissue, necessitating much briefer task and scanning
times (Nadeau & Crosson, 1995). With this technique, multi-
ple tasks are possible in the same experimental session.

Applications

PET is a leading methodology for the study and measurement
of physiological properties within the human brain (Perani,
1999), and is one of the earliest functional imaging tech-
niques to have been employed in studies of cognitive func-
tion (Raichle, 2001; Reiman, Lane, Petten, & Bandettini,
2000). The PET technique can be used to measure a variety of
different functions, including regional cerebral blood flow
(rCBF), glucose metabolism, oxygen consumption, and re-
gional neurotransmission (Paulesu, Bottini, & Frackowiak,
1997; Perani, 1999; Reiman et al., 2000). Within neuropsy-
chology, PET is most commonly utilized for studying blood
flow or glucose metabolism, because these are properties that
reflect regional neuronal activity. From the cellular level, it is
important to note that blood flow to a particular brain region
can increase or decrease in response to changes in cellular

activity (Buckner & Logan, 2001; Raichle, 2001). Studies
with rCBF usually focus on brain activation, in which sub-
jects engage in a particular cognitive task (Perani, 1999) that
is thought to call for activity in specific structures or systems.
Inferences from these paradigms are based on the idea that
when a cognitive function is performed, blood flow will in-
crease in the region responsible for that activity (Frith &
Friston, 1997; Papanicolau, 1998). The ability of the PET
scanner to detect radiation density is equal throughout the
brain, so that the obtained signal can be used in a way that al-
lows for comparisons of rCBF across different regions. A
PET scanner takes a series of scans during an experiment,
each lasting for approximately 30 s (Papanicolau, 1998). By
averaging across the scans, researchers can track patterns of
neuronal activity in response to behavioral performance.

Neuropsychological investigations of rCBF involving PET
have included studies of working memory (Baddeley, 1998;
Jonides et al., 1997; Smith, Jonides, & Koeppe, 1996), long-
term memory encoding and retrieval (Beauregard, Gold,
Evans, & Chertkow, 1998; Cabeza et al., 1997; Tulving, Habib,
Nyberg, Lepage, & McIntosh, 1999; Ungerleider, 1995), lan-
guage (Bookheimer et al., 1998; Cabeza & Nyberg, 2000;
Gabrieli, Poldrack, & Desmond, 1998; Warburton, Price,
Swinburn, & Wise, 1999), attention (Lane et al., 1998), and
mental imagery (Alivisatos & Petrides, 1997; Vingerhoets
et al., 2001). Recently, several group studies have evaluated
task-related disturbances in regional CBF in patient popula-
tions (Backman, Robins-Wahlin, Lundin, Ginovart, & Farde,
1997; Perani, 1999; Price & Friston, 2001; Zakzanis, 1998),
although use of these paradigms in patients can be difficult
depending on level of complexity of the particular task.

In a typical experiment, participants perform a control
task designed to produce a baseline level of activation against
which the experimental task is compared. Researchers then
average responses and activation sites across participants in
order to interpret and make conclusions regarding activated
regions (Raichle, 1997). Sophisticated analyses, the descrip-
tion of which is beyond the scope of this chapter, are utilized
in an effort to determine significant activation patterns while
controlling for interparticipant differences and variability, as
well as incorporating specific hypothesis testing (Perani,
1999).

Development of the appropriate control condition is criti-
cal to interpretation of the overall experiment, and great care
is needed to equate control and experimental conditions on as
many input, processing, and output variables as is possible
while varying the specific cognitive process under investiga-
tion. For example, an appropriate control task in a picture
naming experiment would attempt to equate as many stimulus
parameters as possible, would require the same or similar
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response modality, and would present the subject with a task
of equal difficulty that did not engage the specific naming
mechanism under investigation. Obviously, these require-
ments are often difficult to satisfy completely. Although
it might seem reasonable to compare the experimental task
with a simple rest condition in which the participant is asked
to do nothing, such an approach is not without its complex-
ities. Do nothing instructions might be variably interpreted
by different individuals, leading to poorly controlled activa-
tions in the control condition. For example, one participant
may think anxiously about her upcoming examination,
while another might be reliving last night’s date with much
excitement, and still another might take a short nap. If this
variability occurs, one cannot say that this so-called control
condition controls very much at all.

Still, resting state studies, in which subjects are scanned
without having to perform a task or function, have provided
neuropsychological researchers with important information
regarding structure and function. In particular, PET scans
conducted on patients with specific lesions (i.e., aphasic pa-
tients with lesions to Broca’s area, amnesic patients with me-
dial temporal lobe lesion) have allowed researchers to learn
more about regional blood flow in impaired brain regions
(Price & Friston, 2001). Many resting-state paradigms have
utilized PET to study the metabolic properties of select brain
regions. Because glucose metabolism is indirectly related to
blood flow and can interact with certain types of labeled trac-
ers, it is also possible to study metabolic properties of injured
brain tissue. An example is in the case of Alzheimer’s
disease, in which studies have found abnormal rates of glu-
cose metabolism in temporal-parietal brain regions (Perani,
1999).

Strengths and Limitations

Functional imaging using PET has inherent advantages and
disadvantages. Assuming a sufficient number of detectors in
the imaging system, PET imaging has relatively high spatial
resolution (about 4 mm), meaning that its ability to accu-
rately capture brain structures is superior to that of some
other imaging techniques (Papanicolau, 1998). With PET
CBF techniques such as 15O, it is relatively simple to obtain
absolute measures of CBF. However, temporal resolution,
(i.e., the ability to evaluate rapidly evolving cognitive
processes) is less than optimal for many experimental para-
digms (Buckner & Logan, 2001; Papanicolau, 1998). Like
many of the other functional imaging techniques that are dis-
cussed in this chapter, PET scanning is incapable of differen-
tiating the type of physiological activity that is occurring.
Essentially, it is impossible to know whether the activation

patterns represent excitatory or inhibitory neuronal transmis-
sion (Buckner & Logan, 2001). The net result, which is de-
picted in the final image, likely reflects a combination of both
excitatory and inhibitory effects. One expensive disadvan-
tage of 15O-PET is the need for an adjacent cyclotron due to
the short half-life of the radiotracer.

Single Photon Emission Computed
Tomography (SPECT)

Rationale

Single photon emission computed tomography (SPECT) is a
technique for studying radioactive tracers introduced into the
body, usually by intravenous injection or inhalation. With X-
ray CT scanning, the signal used is based on the release of
photons, transmitted from an X-ray source, that have passed
through the body. The signal detected is the decay of radioac-
tive nuclides inside the body, derived from injection or
inhalation of a tracer and distributed throughout the blood-
stream. Typical isotopes used in SPECT imaging include
xenon 133, technetium 99m-HMPAO, and receptor ligands
labeled with iodine 123 (Lassen & Holm, 1992).

HMPAO SPECT makes use of a ligand that binds to en-
dothelial cell membranes and is rapidly transported across
the membranes and altered so that it cannot back-diffuse into
the blood (Nadeau & Crosson, 1995). Because the ligand is
accumulated by endothelial membranes, it serves as an am-
plified measure of CBF with good signal-to-noise ratio. An
advantage of the technique is that because the ligand is
rapidly absorbed, short task times are possible. Another ad-
vantage is that because the ligand remains stably trapped for
several hours, a participant can be injected, can engage in a
cognitive task outside the scanner, and can then be later
moved to the scanner for imaging. HMPAO SPECT and FDG
PET are the only imaging techniques that allow the subject to
perform the cognitive task outside the potentially intrusive
scanner environment.

Applications

In recent years, SPECT imaging has been widely used in
the evaluation of metabolic correlates of seizure activity (Lee
et al., 1997; Mastin et al., 1996), and has also been useful in
evaluating disordered regional CBF in head injury (Goldenberg,
Oder, Spatt, & Podreka, 1992; Varney et al., 1995), dementia
(Costa, Ell, Burns, Philpot, & Levy, 1988; Parnetti et al., 1996),
and other neurological syndromes (Benson et al., 1996;
Chatterjee et al., 1997; Giroud, Lemesle, Madinier, Billiar, &
Dumas, 1997) and psychiatric disorders (Camargo, 2001;
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Kotrla & Weinberger, 1995; Toone, Okocha, Sivakumar, &
Syed, 2000). The psychiatric literature contains several excel-
lent examples of the use of SPECT for imaging of neurotrans-
mitter system activity rather than CBF (Bryant & Jackson,
1998; Heinz et al., 2000; Raedler et al., 1999).

Strengths and Limitations

One strength of SPECT is that it is relatively inexpensive and
relies on readily available technology. It has a moderately
high signal-to-noise ratio, but compared to other imaging
methods, SPECT has inferior spatial resolution (6–7 mm) be-
cause of a high degree of attenuation and scatter. One distinct
advantage is that the cognitive task used to generate the meta-
bolic image is conducted outside the scanner and is thus not
subject to potentially distracting stimuli in the scanner envi-
ronment or to the restrictions on movement or vocalization
imposed particularly by fMRI. Currently, SPECT is used less
commonly than are PET or fMRI in neuropsychological stud-
ies of associations between physiological properties and be-
havior. As with PET, it can be used during activation studies,
and as a resting indicator of cerebral blood flow. SPECT is
mainly used for measuring rCBF, and, as a result, its clinical
applications have most commonly been in providing evi-
dence of disturbed rCBF in various patient groups as a way of
validating behavioral hypotheses.

Functional Magnetic Resonance Imaging (fMRI)

Rationale

The basic principle behind fMRI is based on the fact that
changes in neuronal activity produce alterations in oxygen
content of local tissue (Papanicolau, 1998; Reiman et al.,
2000). Because this increase in blood flow is disproportionate
to change in oxygen consumption, the overall content of
deoxyhemoglobin is also altered (Raichle, 2000). Reduction
in hemoglobin triggers a vascular reaction resulting in an
oversupply of oxygenated blood to tissue some seconds later
(Papanicolau, 1998). Through effects on hydrogen atoms,
this overcompensation results in changes in the MR signal,
and this can be estimated and captured as an image. Changes
in localized magnetic field properties due to alterations in the
ratio of oxyhemoglobin and deoxyhemoglobin are thus de-
tected through fMRI. Although many techniques are used to
measure the hemodynamic response, the most commonly uti-
lized is the blood oxygen level dependent (BOLD) contrast
signal (Reiman et al., 2000; Turner, Howseman, Rees, &
Josephs, 1997). Other techniques, including use of blood
flow and blood volume, are also utilized (Reiman et al.,
2000).

Applications

Currently, fMRI is the leading technique for imaging local
blood flow in conjunction with performance on neuropsycho-
logical or cognitive tasks. In the recent literature, fMRI
investigations have played a critical role in lesion-deficit par-
adigms, taking localization of function to a new level. Like
PET scanning, fMRI paradigms have been used to investigate
a wide variety of cognitive functions (see Cabeza & Nyberg,
2000 for review), including short-term working memory
(Baddeley, 1998; Casey et al., 1995; D’Esposito et al., 1995;
D’Esposito, Postle, & Rypma, 2000), encoding and retrieval
into long-term memory (Gabrieli, 1998; McIntosh, 1998),
language generation and comprehension (de Zubicaray et al.,
1998; Demb et al., 1995), object recognition (Bartels
& Zeki, 2000; Courtney & Ungerleider, 1997; R. Epstein &
Kanwisher, 1998), attention (LaBar, Gitelman, Parrish, &
Mesulam, 1999; Mangun, Buonocore, Girelli, & Jha, 1998),
and emotional processing (Crosson et al., 1999; Maratos,
Dolan, Morris, Henson, & Rugg, 2001; Rama et al., 2001).
Functional MRI is also enjoying increasing use in studies of
brain-impaired patients (Monchi, Taylor, & Dagher, 2000;
Rees et al., 2000) and in studies of recovery of function after
brain injury (Poldrack, 2000).

Strengths and Limitations

Functional MRI has significant advantages, including the di-
rect mapping of blood-flow images onto anatomic images,
the fact that no radioactive tracer is involved, and the relative
speed with which images can be acquired. Compared to other
imaging methods, the signal-to-noise ratio in BOLD fMRI
is quite small, though this is becoming less of a limitation
with the development of sophisticated signal-averaging tech-
niques (Bandettini, Jesmanowicz, Wong, & Hyde, 1993;
G. McCarthy, Puce, Luby, Reiman, Lane, Van Petten, &
Bandettini, 2000). Another limitation is the intrusiveness of
the scanner environment and its possible effects on cognitive
processing. Although the spatial resolution associated with
fMRI is thought to be excellent and one of the highest among
functional neuroimaging techniques, temporal resolution,
which refers to the ability of the image to reflect adequate
sequences of activation, is a significant limitation. Neural
activity typically occurs 5–8 s before blood flow is actually
observed and recorded, meaning that brain activity (hemody-
namics) is longer than the preceding neuronal activity (Frith
& Friston, 1997). Essentially, this means that the peak of an
activation signal occurs approximately 5–10 s after presenta-
tion of an experimental stimulus (Bandettini, Rasmus, &
Donahue, 2000; Buckner & Logan, 2001; Perani, 1999). This
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results in what is often referred to as temporal blurring, indi-
cating that it is somewhat difficult to determine the exact se-
quence of events that happen in response to a probe (i.e., a
cognitive task). Investigators have developed techniques to
account for this phenomenon, which is referred to as the he-
modynamic response function (Miezin, Maccotta, Ollinger,
Petersen, & Buckner, 2000).

In addition to the problem of the delayed hemodynamic
response, one of the major limitations of fMRI is its high de-
gree of sensitivity to movement artifact. Even slight head
movements can produce artifact. There are also artifacts as-
sociated with changes in air flow (inside the scanner), as well
as with movement associated with cardiac and respiratory
processes. As a result, fMRI paradigms are restricted to ex-
periments that contain minimal movement—or in an ideal
situation, experiments that contain no movement at all. This
presents difficulty for studies designed to image higher-order,
complex cognitive properties. Because many experiments
have to be performed silently by the participant, investigators
can never be certain that participants are actually engaging in
the appropriate task. To deal with this, behavioral measures
are often taken off-line, so to speak, to ensure that the pre-
dicted behavioral effect is obtained. Also, because perfor-
mance measures are frequently not taken during actual
scanning, there is often no direct way of quantifying the rela-
tionship between successful performance and brain activa-
tion. It is possible, for example, that participants may become
more practiced or skilled at the task through the many exper-
imental repetitions that are offered during scanning. To deal
with this problem, many experiments contain a training phase
prior to the scanning session designed to stabilize task per-
formance prior to the imaging session.

Functional MRI can be used to study a variety of different
cognitive and neuropsychological functions. However, some
brain regions are more susceptible to artifact and other types of
noise than to others. Regions in close proximity to sinuses and
air-fluid interfaces, such as the anterior temporal lobes and
orbitofrontal cortex, are often difficult to image because of a
relatively high signal-to-noise ratio (Buckner & Logan, 2001).
The exact level of resolution depends on the particular
scanning equipment utilized, with more powerful scanners
(i.e., more powerful magnet) producing images with better
spatial and temporal resolution (Papanicolau, 1998), but
also producing increases in corresponding artifact.

Similar to PET, fMRI is also unable to provide information
concerning physiological properties of brain tissue (Buckner
& Logan, 2001). An image that captures brain activity is de-
picting activation of a particular region or structure. What is
unknown is what type (i.e., excitatory or inhibitory) of activa-
tion this is reflecting. This kind of information is vital to

delineating cognitive networks in particular for determining
the specific effect one region or structure has on another.

Behavioral Task Design in fMRI

In a typical fMRI paradigm, participants perform a be-
havioral task aimed at engaging the neuropsychological
processes in question. As with PET scanning, these are alter-
nated with periods of control tasks, which serve as a refer-
ence to which activation in the target tasks is compared
(Aguirre & D’Esposito, 1999; Frith & Friston, 1997; Worden
& Schneider, 1995). Several common experimental methods
for task administration have been developed. One method in-
volves a blocked paradigm, in which trials collectively de-
signed to tap a particular cognitive process are presented.
Blocks are alternated with control trials, designed to capture
identical properties as the experimental trials except for the
process of interest, and images are taken repeatedly during
both conditions (Aguirre & D’Esposito, 1999). Subtracting
images obtained in the control condition from the experimen-
tal trials or correlating brain activity with a theoretical curve
produces an activation map or image that reflects regional
differences in activity during experimental and control condi-
tions. Limitations of this type of design include the fact that
subjects may become able to anticipate trials because of the
successive, repetitive nature of the task, and therefore may
engage alternative processing strategies that confound what
would be expected with a more pure activation pattern. An
alternative approach, called event-related fMRI (ER-fMRI)
utilizes task design in which experimental and control trials
are presented alternately and at random to subjects so that the
hemodynamic response to individual items or events can be
measured (Aguirre & D’Esposito, 1999). The advantage of
ER-fMRI is that activation can be contrasted across trial
types, in addition to averaging across trials (as is done in
blocked paradigms). For example, ER-fMRI might be used to
study hemodynamic response to the encoding of items as a
function of whether they are later recalled on a delayed mem-
ory test. Studies directly contrasting ER-fMRI with tradi-
tional blocked experiments have revealed differing patterns
of activation, suggesting that at the very least, different
strategies were used (Bandettini et al., 2000).

Magnetoencephalography (MEG)

Rationale

Except for neurotransmission, all forms of signal activity in the
brain result in potentially measurable electrical currents. The
pattern of activation or neuronal signaling that accompanies
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psychological processes is contained in seemingly random
electrical activity, but gives rise to two forms of electromag-
netic energy that can be captured and recorded outside the
head. One of these types of energy, magnetic flux, can be mea-
sured through magnetoencephalography (Papanicolau, 1998).
Any current is associated with a magnetic field perpendicu-
lar to its direction. The magnetic field strength is propor-
tional to the source currents that generate it, and it dissipates
as a function of the square of the distance from the current
source. The magnetic flux lines that emanate from the head
correspond primarily to dendritic currents in synchronized
sets of cells; this is what is imaged during MEG.

The shape of the surface flux distribution can be measured
by detectors called magnetometers, which are loops of wire
placed parallel to the head surface in which current as mag-
netic flux lines thread through the loop. If sufficient numbers
of such detectors are placed at regular intervals over the en-
tire head surface, then the entire flux distribution created by a
brain activity source can be determined (Papanicolau, 1998).
Because the measured magnetic field strengths are so small,
the magnetometers that record them must offer practically
no resistance; in other words, they must be superconduc-
tive. Superconductivity is often achieved by cooling the
wires to extremely low temperatures (e.g., about 4° Kelvin).
The induced current in superconductive magnetometers is
weak and must be amplified. Special amplifiers called
SQUIDS (superconductive quantum interference devices)
are used for this purpose. A modern MEG apparatus may
contain nearly 150 magnetometers arranged so as to cover
the entire head surface for simultaneous recording of mag-
netic flux at all surface points simultaneously.

One of the primary goals of MEG imaging is source local-
ization (i.e., localizing the neural source that is generating par-
ticular characteristics of the observed distribution of magnetic
flux). A detailed description of how this is accomplished is

beyond the scope of this chapter, although knowledge of the
basic dipolar characteristics of the magnetic flux distribution
allow the dipole source to be localized from the pattern of cur-
rent induced in the magnetometer array.After such an estimate
is derived, it can be coregistered with structural MRI to pro-
vide localization in brain-anatomical terms. Coregistering re-
sults from MEG with structural brain images is known as mag-
netic source imaging (Ganslandt, Nimsky, & Fahlbusch, 2000;
Lewine & Orrison, 1995; Roberts, Poeppel, & Rowley, 1998).

Applications

MEG and magnetic source imaging have become increas-
ingly popular in recent years and have been applied to a
variety of problems in neuropsychology and in cognitive
neuroscience. For example, it has been applied to the lateral-
ization-localization of language functions in surgical plan-
ning (Breier, Simos, Zouridakis, Wheless et al., 1999;
Roberts, Ferrari, Perry, Rowley, & Berger, 2000), to localiza-
tion of memory processes in the temporal lobe (Castillo et al.,
2001), and elucidation of the processes underlying visual ob-
ject recognition (Halgren, Raij, Marinkovic, Jousmaki, &
Hari, 2000), normal and disordered reading (Breier, Simos,
Zouridakis, & Papanicolaou, 1999; Simos et al., 2000), and
attention (Assadollahi & Pulvermuller, 2001).

Choosing a Functional Imaging Strategy

The researcher who contemplates using functional brain imag-
ing as an investigative tool must consider a broad range of fac-
tors when choosing a particular strategy. Assuming unlimited
availability, as well as the extensive financial and personnel re-
sources that such techniques often require, the researcher is
faced with evaluating the relative strengths and weaknesses of
available methods. A summary of these strengths and weak-
nesses, adopted from the excellent review by Nadeau and
Crosson (1995), is presented in Table 12.1. The notion of

TABLE 12.1 Advantages and Limitations of Functional Imaging Techniques

O-PET HMPAO SPECT BOLD fMRI

Cost High Low Moderate
Availability Limited Widespread Potentially widespread
Spatial resolution Maximum < 4 mm FWHM, Maximum 6–7 mm Maximum < 1 mm

in practice 16 mm
Temporal resolution 1–2 min 3–4 min Seconds
Number of studies per session Maximum 8–10 Maximum 3–4 Unlimited
Signal-to-noise ratio Moderate Moderate Low
Measurement parameter Potential for actual CBF; in Relative counts Degree to which CBF is

practice, relative counts entrained by task
Intrusiveness of environment Moderate None High
Susceptibility to movement Low Low High
Technical support needed High Low High
State of development Advanced Limited Limited

Note. Adapted from Nadeau, S. E., & Crosson, B. (1998). A guide to the functional imaging of cognitive processes. Neuropsychiatry, Neuropsychology, and
Behavioral Neurology, 8, 143–162.
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conducting cross-platform research that utilizes multiple
imaging modalities or that combines an imaging approach
with lesion studies is becoming increasingly popular. System-
atic use of the cross-platform approach will be necessary for a
full understanding of the comparability of these different
methods.

Advances in functional brain imaging have continued to
augment lesion-deficit models and behavioral studies of nor-
mal human cognition. As our knowledge of complex neu-
ropsychological functions increases, so does the technology
capable of imaging them. The bridges between cognitive psy-
chology, neuropsychology, and neuroimaging will continue
to strengthen, and should yield exciting new discoveries in
the next decade.

SUMMARY AND CONCLUSIONS

The techniques and approaches described in this chapter re-
flect remarkable evolution over the past few decades. Each
approach has identifiable strengths and weaknesses, and
each seems particularly well-suited for studying a limited
range of questions. The particular strategy chosen for a re-
search investigation is partly driven by logistic factors and
partly by the suitability of the approach for the research do-
main. In the next decade, the limitations posed by individ-
ual approaches should be made less significant by the use of
cross-platform approaches that utilize multiple methodolo-
gies to address specific research questions. For example,
combining functional imaging and lesion-based approaches
within the same research program can allow the researcher
to draw broader conclusions. In the next decade, additional
attention will be paid to issues of external validity (general-
izability) of findings and to evaluation of the real-world
significance of results. Continued attempts to understand
how results from one method map onto others will be un-
dertaken. Ongoing interdisciplinary collaboration between
neuropsychologists, neuroscientists, cognitive scientists,
physicians, and other professionals will continue to yield
exciting new approaches to solving research problems in
neuropsychology.
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Psychologists from many different specialty areas are in-
volved with evaluation. Often, people are what psychologists
evaluate. Clinical psychologists evaluate people in terms
of whether they have some psychopathology or another.
Industrial-organizational psychologists frequently develop
systems for personnel evaluation. Educational psychologists
are commonly concerned with the evaluation of student per-
formance or with teacher performance, which is a specialized
kind of personnel evaluation. But entities other than people
can be evaluated. For example, consumer or human-factors
psychologists sometimes evaluate products.

Often, the entity that is evaluated is some sort or program
or policy. In fact, psychologists of many of the discipline’s
subareas are involved in the evaluation of policies and pro-
grams. Consider but a few of the myriad possible examples.
Many industrial-organizational psychologists have attempted
to evaluate training programs that are offered to an organiza-
tion’s employees (e.g., Eckert, 2000). Educational psycholo-
gists have evaluated a variety or educational policies and
programs. These range from preschool programs such as
Head Start (Zigler & Muenchow, 1992) to postsecondary
programs such as the Hope Scholarship program (Henry &
Rubenstein, 2002). Clinical and counseling psychologists
have evaluated a wide range of interventions, from general
psychotherapy (e.g., Smith & Glass, 1977) to specialized

forms of therapy for specific disorders (e.g., Borkovec &
Ruscio, 2001). Psychosocial interventions also include both
prevention and treatment (see, e.g., Christensen & Heavey,
1999, for reviews of both prevention and treatment in the area
of marital relations). Social psychologists have evaluated in-
terventions that are designed to improve a wide array of so-
cial problems. These include prejudice (Aronson, Blaney,
Stephan, Sikes, & Snapp, 1978), the transmission of sexually
transmitted diseases (e.g., Alstead et al., 1999), and binge
drinking among college students (e.g., Schroeder & Prentice,
1998).

Whatever their specialty area, when psychologists evalu-
ate a program or policy, the question of impact—of the inter-
vention’s effects—is often at center stage. Examples abound.
Does a particular type of training increase employee’s perfor-
mance? Does preschool increase children’s subsequent acad-
emic performance? Do certain types of cooperative learning
arrangements in schools reduce racial prejudice? Does a spe-
cific form of cognitive-behavioral therapy alleviate general-
ized anxiety disorder? It appears that causal questions usually
are central in evaluations of the kinds of interventions that are
of interest to psychologists. Given the importance of causal
questions, a major focus of this chapter is on key methods for
estimating the effects of policies and programs in the context
of evaluation.

schi_ch13.qxd  9/6/02  12:35 PM  Page 323



324 Program Evaluation

Causal questions are not, however, the only kind of con-
cern that arises in program and policy evaluation. For exam-
ple, funders sometimes want to know whether the authorized
services have been delivered to the target population. Some-
times, demands for accountability do not require the typically
intensive, difficult, and costly methods of causal analysis. In
some cases evaluation may be carried out in service of pro-
gram managers’ needs for ongoing feedback to help guide
program administration and improve program services and
operations, and causal methods may not be appropriate.
Given that evaluations should sometimes emphasize issues
other than causal questions, this chapter attends in part to
other kinds of methods that may be used for evaluation.

Whether an evaluation focuses on estimating a program’s
effects, the evaluator must consider a set of issues that rarely
arise for psychologists working in other areas. Chief among
these is that evaluators may need special skills to identify the
right evaluation questions. Unlike more basic research, eval-
uation questions do not necessarily derive from past theory
and research leavened with the researcher’s interests. Unlike
some areas of applied research, there often is not a single
client whose concerns can legitimately drive the study.
Rather, there are usually multiple groups, with at least par-
tially competing interests, who all have some legitimate
interest in the evaluation. In addition, questions are likely to
arise as to whether a causal analysis or some alternative will
have a better chance of aiding social or organizational im-
provement. Against this background, identifying the best
questions to drive an evaluation can require skillful analysis
of stakeholder needs, combined with a sort of policy analytic
perspective. Accordingly, this chapter deals also with this
ancillary topic, which goes beyond the scope of most
methodology treatises.

Finally, this chapter briefly considers possible future de-
velopments in the field of evaluations. Four general areas of
potential methodological developments are identified. Two
additional challenges for the field are discussed, along with a
possible common solution. (As an aside, although the re-
mainder of this chapter speaks to the evaluation of policies as
well as programs, for the sake of simplicity the terms pro-
gram evaluation or evaluation will generally be used.)

THE CONCEPT OF CAUSALITY IN 
PROGRAM EVALUATION

As just noted, causal questions abound in the evaluation of
programs and policies. Knowing what effects, if any, a pro-
gram has is critical for assessing the program’s merit and
worth. Whether an organization views an employee training

program positively depends, for example, on whether the
program improves the performance and retention of its
employees. Although this chapter focuses largely on methods
of causal analysis, it is important to recognize that these
methods are not always absolutely necessary in order to
judge the merit and worth of something. Indeed, when things
other than policies and programs are evaluated, causal analy-
ses may be far less common. In product evaluations, such as
Consumers Reports’ or PC Computing’s assessments of com-
puters, the methods of causal analysis are not generally used.
Instead, the evaluator assesses the computer with respect to
certain (presumably) valued attributes, such as processing
speed, multimedia quality, upgradability, and technical sup-
port. Admittedly, in some cases product evaluation does in
fact involve causal analysis (as when a car manufacturer
studies the effect of a new hood shape on air resistance),
often using relatively simple causal methods. On the other
hand, causal analyses are not so important when the charac-
teristics that people value can be assessed through simpler,
descriptive means. For computers, for example, processing
speed can be observed descriptively—by measuring how
quickly the computer performs on a standard set of software
applications—and with relatively little ambiguity. To take
another example, legroom in a car can readily be assessed
without causal means.

For social programs and policies, however, decades of
practice indicate that the things that people value, the attrib-
utes that make a program or policy worthwhile or not, are
predominantly causal. This is illustrated in the set of causal
questions given earlier, such as whether preschool causes an
increase in children’s academic success. And unlike observ-
ing a computer’s processing speed, attributing an effect to a
program is usually not a simple matter. It is not as easy as
simply seeing how a child performs academically after par-
ticipating in a preschool program. Myriad influences could
affect the child’s academic performance other than the pro-
gram. More generally, because there are many possible
causes of change in the kinds of outcomes that are of interest
in most program evaluations, causal attribution is challeng-
ing. Understanding these challenges, and the ways of dealing
with them, can be aided by some understanding of the con-
cept of causation.

However, the literature on causation is voluminous.
Philosophers, methodologists, and statisticians have given
considerable attention to what causation is and to how one
can reasonably draw a causal inference. Although practicing
evaluators need not follow every nuance of this literature,
some understanding of causation can enhance evaluation
practice. One potentially useful view suggests that causation
can best be understood through three partially overlapping
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perspectives: a counterfactualist definition of cause and ef-
fect; an emphasis on underlying generative mechanisms; and
an explicit representation of the probabalistic nature of causal
relations (Mark, Henry, & Julnes, 2000). Subsequent sections
shall deal with how these three perspectives can inform eval-
uation practice.

The Counterfactualist Definition of Cause and Effect

Imagine that we are interested in the effect of a freshman
orientation program on the drinking behavior of a new col-
lege student named Bob (cf. Schroeder & Prentice, 1998). We
want to answer the question, Did participation in the fresh-
man orientation program cause Bob to drink less alcohol? A
number of philosophers (e.g., Mackie, 1974) and methodolo-
gists (e.g., Mohr, 1995; Reichardt & Mark, 1998; Rubin,
1974; Shadish, Cook, & Campbell, 2002) suggested that a
counterfactualist perspective is needed to answer this ques-
tion and, more generally, to define causation. We can of
course observe that Bob participated in the program and also
measure, at some subsequent point in time, how often and
how much he drinks. According to the counterfactualist per-
spective, to know whether the freshman orientation program
caused Bob to drink less we would also need to know
whether Bob would have consumed more alcohol than he in
fact did after participating in the program if Bob had not par-
ticipated in the program and everything else had been just the
same. More generally, we can define an effect, and by impli-
cation a cause, as follows: The effect of causal state A (e.g.,
participating in the program), as compared to causal state B
(e.g., not participating), is the difference between (a) the out-
come that arose at time 2 after A had been administered at
time 1 and (b) the outcome that would have arisen at time 2
if, instead, B had been administered at time 1 but (c) every-
thing else at time 1 had been the same. This comparison, be-
tween what subsequently happened under condition A and
what would have happened if condition B had taken place
with everything else initially the same, is called the ideal
comparison.

Because the ideal comparison, unfortunately, cannot be
achieved in practice, Reichardt and Mark (1998) called it the
ideal but unattainable comparison. It is impossible for every-
thing else to be the same if a program is administered in one
condition and not administered in the other (or if Program A
is administered in one condition and Program B in the other).
Something else must differ when the different treatments are
introduced. For example, we could compare (a) the drinking
behavior of Bob, who participated in a freshman orientation
program, with (b) the drinking behavior of Tom, another
college freshman who did not participate in a freshman

orientation program. However, not only would the treatments
differ in the two conditions, but the individuals receiving the
treatments would also differ. Any observed difference be-
tween Bob’s and Tom’s drinking behavior might be the result
of differences between the two individuals, rather than the
result of the freshman orientation program.

The ideal but rather impractical way to obtain the ideal but
unattainable comparison would be to travel back in time and
arrange things so that Bob participated in the freshman orien-
tation in one sequence, but not in another, comparison se-
quence. The difference in the outcomes would exactly equal
the effect of the freshman orientation, according to the coun-
terfactualist definition of the effect of a cause. Any difference
in an outcome variable at time 2 could be due only to the treat-
ment differences that were introduced at time 1, because
everything else would have been the same. Lacking the ability
to travel back in time, however, we cannot have everything
else be the same in real-life comparisons. Thus, incorrect
conclusions may be drawn about causal relations. Scientists
have developed a repertoire of methods that allow us to mini-
mize the likely errors. One important step in the evolution of
these techniques has been the identification of several cate-
gories of factors, other than the program of interest, that can
vary across the treatment conditions in real-life compar-
isons. These are commonly called threats to internal validity
(Campbell & Stanley, 1966), several of which are described
later in the context of specific research designs.

Another important step in the development of causal
methods has been the invention of randomized experiments
and various alternatives that, to varying degrees, allow us to
approximate the ideal but unattainable counterfactual com-
parison. The strongest of these methods for causal analysis
ask not about effects for a single case such as Bob, but about
“average effects” combining over some population or sub-
group of individuals (Little & Rubin, 2000; Rubin, 1974).
Fortunately, this focus on average effects generally matches
the emphasis of policy and program evaluation, in that one
cannot usually tailor policies and programs to each individual
but must instead offer interventions intended for broader
groups.

Underlying Generative Mechanisms, or Mediators

Although the counterfactualist conception of cause has sev-
eral advantages, including a useful and meaningful definition
of cause and effect, it also has important limits. One short-
coming of the standard counterfactualist position is that it does
not place sufficient emphasis on addressing why the effects
have occurred, that is, on the mechanisms through which a
cause influences an effect. Working from the counterfactualist
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perspective, one can, for example, frame the question of a
freshman orientation program’s effects on drinking behavior
simply by reference to the ideal comparison. In practice, one
could attempt to approximate the ideal but unattainable com-
parison by creating two comparable groups of freshman (e.g.,
by random assignment), having one group participate in the
orientation program while the other did not, and subsequently
comparing average drinking behavior for the two groups. The
counterfactualist perspective, in short, can easily lead re-
searchers to focus on the observable cause and effects of inter-
est, with no attention to the processes that connect them. This
process-free approach is often derided as “black-box evalua-
tion,” with the underlying mechanism residing within the
metaphoric box into which the evaluator has not peered. From
one perspective, it is unfair to criticize the counterfactual
approach in this way. After all, the counterfactual approach
provides a useful and widely accepted way of defining and
estimating the effect of some causal variable of interest. On
the other hand, to think of causal analysis only in terms of
estimating the observable effects of specified causal variables
is to wear a kind of blinders—blinders that can seriously limit
the conduct of program evaluation.

Indeed, psychologists doing program evaluation are likely
to be interested in underlying mechanisms, that is, the
processes by which the program causes a difference in the
outcome of interest. In the freshman orientation case, social
psychologists would probably ask whether the program had
its effects because it (a) changed participants’ subjective
norms about the frequency of drinking among other students,
(b) changed the impact of subjective norms on behavior
(Schroeder & Prentice, 1998), (c) changed their attitudes
about the desirability of drinking, or (d) changed their per-
ception of contextual variables that may enhance or inhibit
alcohol use (Triandis, 1994). A simple counterfactualist view
of causal effects allows investigators to ignore these or other
underlying mechanisms.

Admittedly, it can be useful to know only about molar
cause-effect relations, such as whether aspirin alleviates
headache pain, even without understanding the underlying
mechanisms (Cook & Campbell, 1979). Nevertheless, it will
typically be even more useful to understand the underlying
mechanisms (Cronbach, 1982; Mark, Henry, & Julnes, 1998).
If we understand the processes that underlie a cause-effect
relationship, we can sometimes create more effective or more
efficient treatments. We can sometimes better target the inter-
vention to the right cases. We are more likely to be able to fix
things if they break. Of great importance to evaluators, a focus
on underlying mechanisms can also increase one’s confidence
that the program made a difference, especially in those cases
where it is not possible to have a strong counterfactual

comparison, as we shall see later. In addition, psychologists
will generally be more attracted to evaluation projects that
focus on underlying mechanisms because it allows for theory
testing as well as for valuable applied work (Yeh, 2000).

Moreover, a view of causation that does not emphasize
underlying generative mechanisms simply seems deficient as
a representation of causal forces in the world: Cause and ef-
fect relations happen for reasons. If an orientation program
reduces drinking in college freshman, there is some psycho-
logical process that mediates the effect, such as changes in
perceived norms (Schroeder & Prentice, 1998). In short, the
counterfactualist view of causal effects needs to be supple-
mented, and this supplementation not only enriches our view
of causation but also helps guide evaluation design in such a
way as to enhance evaluation practice. Although cause and
effect can be defined counterfactually, a complete view of
causation requires attention to underlying generative mecha-
nisms as well. In addition, at least one more piece is needed
for a satisfactory conception of causality. 

INUS Conditions: The Contingent Nature of 
Causal Relations

Cook and Campbell (1979, chap. 1), in what remains one of
the most valuable reviews of concepts of causation for social
scientists, contended that causation is probabilistic. Mackie
(1965, 1974) provided an important conceptualization of the
probabilistic nature of causal relations. Mackie claimed that
what we call causes are actually INUS conditions. That is,
they are an insufficient but necessary part of a condition that
is itself unnecessary but sufficient to cause the result. A clas-
sic example is a cigarette that is identified as the cause of a
house fire. The cigarette by itself is insufficient in that other
conditions had to occur, such as the presence of combustible
material and the absence of a sprinkler system. But the ciga-
rette was a necessary component of the specific causal pack-
age that actually caused the fire. Nevertheless, the causal
package that included the dropped cigarette was unnecessary
in the sense that in principle several other causal packages
could have led to a fire (involving, say, an electrical short
circuit or a forest fire). But the cigarette and its associated
package of conditions were sufficient to cause the house fire;
nothing else was needed. The counterfactualist approach, by
emphasizing one “cause” as the manipulable focus of inter-
est, may lead people to miss the other conditions that must be
present for the cause to produce the effect.

The logic of INUS causes applied nicely to social pro-
grams and policies. For example, consider again the question
of whether a freshman orientation program is effective in
causing Bob, our college freshman, to drink less. Perhaps for
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Bob, the freshman orientation program is effective because
Bob and his environment include the other needed compo-
nents of the relevant causal package, which might include
(a) a student who is not already alcohol dependent, (b) a local
college culture in which binge drinking is not so epidemic as
to make lowered subjective norms implausible, and (c) the
presence of some alternative social and recreational activities
for students. Thus, the freshman orientation program might
be effective for Bob, but not be effective for another fresh-
man who is already an alcoholic, or it might not be effective
in a different environment where students find nothing else to
do on a weekend night. In addition, there may be other causal
packages, which do not include a freshman orientation
program, that also cause low levels of drinking among other
students.

By highlighting the contingencies on which program ef-
fectiveness depends, the INUS approach reminds us that a
program may be effective in some contexts with some
clients, but not be effective elsewhere. The INUS approach
thus suggests modesty in our aspirations for social programs.
It also suggests modesty in our aspirations for evaluation
research, in that we can usually hope to achieve only incom-
plete knowledge about the effectiveness of programs and
policies. But incomplete knowledge of a program’s effects is
generally much better than no knowledge, and may in fact be
of great help in guiding action. Of course, it is also desirable
to try to obtain the missing knowledge about the contingen-
cies on which program success depends, and this will often
require the use of data-intensive techniques for identifying
moderators of program impact (Julnes, 1995; Mark, 2001;
Mark, Hofmann, & Reichardt, 1992; Mark, Henry, et al.,
2000), which are discussed later in the context of principled
discovery.

In sum, a useful and meaningful perspective on causation
can be achieved by integrating (a) the counterfactualist defin-
ition of cause with (b) an emphasis on underlying generative
mechanisms and (c) Mackie’s model of the contingent and el-
liptical nature of causal relations. Having considered this
threefold conceptualization of causation, let’s see how it
plays out in the context of some specific methods for causal
analysis.

DESIGNS FOR CAUSAL ANALYSIS:
APPROXIMATING THE IDEAL
COUNTERFACTUAL

In this section, selected methods for causal analysis are re-
viewed. The methods reviewed are prominent in evaluation
practice. They are reviewed here largely in terms of how well

they approximate the ideal but unattainable counterfactual
comparison that one would need for completely confident
causal inference.

The Randomized Experiment

Randomized experiments are often referred to as the gold
standard against which other methods of assessing treatment
effects are compared. In a randomized experiment, individu-
als (or other units) are randomly assigned to treatment condi-
tions. Without random assignment, selection differences are
likely to arise, which means that the cases in a treatment
group and those in a comparison group differ on the average
initially. For example, the college freshmen who choose on
their own to attend a freshman orientation would probably
differ on average in several ways from those who choose not
to attend. Random assignment is beneficial to causal infer-
ence largely because it removes systematic bias due to initial
selection differences and, thus, creates a fair comparison
(Boruch, 1997). In other words, unlike most cases in which
participants self-select into treatment, the comparison is un-
biased if the treatment and comparison groups are created at
random.

Random assignment does not, however, guarantee that
there will be no initial selection differences. Even randomly
assigned treatment and control groups are still likely to differ
somewhat initially. That is, even if the true treatment effect is
zero, the mean difference between the two groups on an
outcome variable is unlikely to be exactly zero. Random as-
signment does, however, mean that the initial selection dif-
ferences between the groups are completely random. The
second great benefit of random assignment thus arises: The
classical statistical procedures of confidence intervals and
hypothesis tests can take into account whatever random se-
lection differences exist, providing well-grounded statements
about the warrant for confidence in one’s results (Boruch,
1997; Reichardt & Mark, 1998).

Viewed from the counterfactualist perspective, the re-
sponse of the people randomly assigned to the comparison
group serves to approximate the ideal but unattainable coun-
terfactual comparison. That is, the randomized comparison
group represents what would have happened to those in the
treatment group if the treatment had not been presented. Let
us assume that a randomized experiment is carried out well—
even though meeting this assumption in evaluation can be
challenging in practice (given such potential problems as
attrition, discussed later). If the randomized experiment is
carried out well, this comparison of the treatment group’s
outcomes with those of the randomized comparison group
should be a close approximation of the ideal comparison.
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Unlike nonequivalent-groups designs, where systematic ini-
tial selection differences are likely, random assignment
precludes systematic selection in the randomized experiment.
Moreover, as just noted, classical statistical procedures pro-
vide a way of summarizing and modeling the random selec-
tion differences that remain. Because it provides a close
approximation to the ideal comparison, a randomized experi-
ment, if carried out well, provides a strong warrant for infer-
ring a cause-effect relationship.

Note, however, that this holds for the global hypothesis that
the treatment causes a difference in the outcome. For the more
specific hypotheses about the underlying mechanism, the ran-
domized experiment is not intrinsically so strong. For exam-
ple, a randomized evaluation of the impact of a freshman
orientation session on drinking behavior can demonstrate a
causal relationship while leaving completely unaddressed
whether the underlying mechanism involves subjective norms,
attitudes, or something else. (Readers familiar with Cook &
Campbell’s 1979 validity scheme will hear echoes of the dis-
tinction between internal and construct validity). In addition,
the randomized experiment does not necessarily assist in de-
scribing those characteristics, other than the treatment, that
were required for the effect to occur, which would allow the
researcher to fill in the missing knowledge about the contin-
gencies that apply to the causal relationship. (Here, readers
familiar with the Cook & Campbell validity scheme will hear
an echo involving external validity).

The randomized experiment has been soundly criticized
by some evaluators on these grounds (e.g., Pawson & Tilley,
1997). In fact, randomized experiments do, as these critics
suggest, enable researchers to examine cause-effect relation-
ships without also examining underlying mechanisms. How-
ever, this blind spot is not an inevitable product of the use of
randomized experiments (Julnes, Mark, & Henry, 1998;
Mark et al., 1998). To the contrary, the randomized experi-
ment can, if appropriately designed, be a powerful tool for
studying underlying process as well as for estimating cause-
effect relationships. Indeed, the laboratory experiment has
been used widely in psychology precisely to study underly-
ing mechanisms, with investigators using different condi-
tions chosen carefully to differentiate between alternative
mechanisms. In most evaluation contexts, however, the
between-condition differences are so coarse and multifaceted
that between-group differences are generally not very reveal-
ing about underlying processes.

Nevertheless, even in evaluation contexts, patterns of dif-
ferential effects (e.g., across client subgroups) can support
one underlying mechanism and discount others (Mark,
1990). In addition, as discussed in the next section, mediation
can be examined in the context of a randomized experiment.

This will often involve the use of adjunct techniques such as
qualitative observation (Maxwell, 1996) or structural equa-
tions modeling to test for changes in a sequence of hypothe-
sized mediating variables that occur between the intervention
and outcome variables (Fiske, Kenny, & Taylor, 1982; Mark,
1990). For example, one might measure whether students’
subjective norms about alcohol use change after participating
in a freshman orientation program and whether that change
can account statistically for any change in drinking behavior
(cf. Schroeder & Prentice, 1998). When underlying mecha-
nisms are tested in these ways within a randomized experi-
ment, one can simultaneously have considerable confidence
in the resulting estimate of the magnitude of the treatment
effect, assuming that the randomized experiment is carried
out reasonably well.

The caveat that the randomized experiment is well carried
out is very important. A randomized experiment can fall short
in several ways. These include (a) flawed methods of random
assignment, whether unintentional or because of subversion
of the assignment process by program staff not committed to
randomization; (b) differential refusal or attrition across con-
ditions, so that initial randomization is not maintained among
the participants who remain in the experiment at the end; (c)
substantial amounts of missing data, which may bias results
if not random; (d) failure of the treatment and comparison
group to be implemented as planned; (e) an inadequate num-
ber of cases for sufficiently powerful statistical tests, perhaps
because of initial overestimates of client flow; (f) resistance
to randomization as a method for assignment to groups, for
practical or ethical reasons; (g) restriction of random assign-
ment to unusual circumstances that may hinder generaliza-
tion to settings of interest; and (h) awareness by control
group participants that they did not receive the treatment,
which may lead to between-group differences that are instead
attributed to the program. These problems, and the potential
solutions to them, are discussed in several sources, including
Boruch (1997), Boruch and Wothke (1985), Braucht and
Reichardt (1993), Conner (1977), Cook and Campbell
(1979), Lipsey and Cordray (2000), and Shadish et al. (2002).
Some of the most important of these problems are discussed
momentarily.

In short, the randomized experiment is in principle an out-
standing tool for causal analysis, particularly for estimating
the effects or a program or policy, though less so for estab-
lishing underlying mechanisms. Random assignment pro-
vides a close approximation of the ideal counterfactual, as
applied to the estimate of an average treatment effect. In fact,
random assignment appears to be common in some areas,
especially those that span evaluation and more traditional
psychological research. For instance, clinical trials of various
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forms of therapy commonly involve random assignment. On
the other hand, random assignment is admittedly not feasible
in every evaluation in which causal analysis is important.
Random assignment is not possible when a treatment is ap-
plied uniformly across some geographical area, for example.
This problem is increasingly present in so-called comprehen-
sive community initiatives (Fullbright-Anderson, Kubisch, &
Connell, 1998). And it appears that random assignment is es-
pecially likely to be difficult to arrange when the evaluator is
not also the developer of the intervention being tested. (This,
incidentally, may explain why random assignment to condi-
tions is common in therapy evaluations, where the evaluator
has often developed the therapy protocol as well, but is not as
common in many other practice areas). Nevertheless, there
are a number of circumstances in which random assignment
is feasible (Boruch, 1997; Cook & Campbell, 1979; Shadish
et al., 2002), perhaps more than many practicing evaluators
believe. At the same time, conducting randomized experi-
ments effectively is not simple but entails a number of man-
agement responsibilities and challenges, some of which can
be quite problematic in some cases (Boruch, 1997; Cook &
Campbell, 1979; Shadish et al., 2002).

Attrition

One of the most common problems facing randomized eval-
uations is attrition, that is, participants who drop out over the
life of the evaluation. Attrition can reduce one’s ability to
generalize to the kind of participants who tend to drop out of
an evaluation. Attrition reduces statistical power, and with at-
trition rates of 40–50% common in some kinds of programs
(Ribisl et al., 1996), the loss of power can be considerable.
Even more important, when attrition differs across condi-
tions, the estimate of a program’s effects becomes biased.
When attrition is treatment-related, one loses the equivalence
that random assignment is designed to provide. In other
words, nonequivalent groups are created through treatment-
related attrition.

How does one deal with the possibility of attrition? As
may be obvious, the preferred strategy is to work proactively
to try to minimize attrition. Ribisl et al. (1996) provided a
very useful review of procedures that can be used to try to
retain participants and to track them over time (also see
Boruch, 1997; Shadish et al., 2002). These include obtaining
contact and location information from participants and from
their friends or relatives who are likely to know their where-
abouts in the future and obtaining permission to search other
records and contact agencies that might know their location in
the future. In addition, it is important to make involvement in
the evaluation and its associated data collection as convenient

as possible (e.g., by offering child care during interviews for
working participants, by providing transportation, or by using
phone interviews). Incentives for participation may be of-
fered. Funds to support the tracking of participants should be
included in evaluation budgets, and lower-cost options should
be attempted before moving on to more costly tracking
efforts. To prevent condition-related attrition, it is especially
important to consider the features of the different conditions
that may influence the relative desirability of participation.
Sometimes, special incentives can be offered in the otherwise
less-attractive condition, as long as this does not obscure the
program effect of interest or create any ethical problems (for
additional suggestions on reducing attrition and tracking
clients over time, see Ribisl et al., 1996).

Despite the best use of preventive steps, some attrition
may occur. One after-the-fact approach to attrition is to ana-
lyze data as though all participants received the treatment to
which they were initially assigned. This approach is often
called intent-to-treat (ITT) analysis. The ITT approach will
typically provide a conservative estimate of the treatment
effect because some portion of those assigned to the treat-
ment did not in fact receive it. Obviously, the ITT analysis
also requires that outcome measures be available even if the
person dropped out of the assigned condition (or switched to
another condition). In general, if the ITT approach is used,
the results of this analysis should be reported in conjunction
with other analyses.

Another approach is to replace missing data. Considerable
work has been done in the last two decades on data imputa-
tion (e.g., Rubin, 1987; Schafer, 1997). As Graham and
Donaldson (1993) demonstrated, taking extra steps to obtain
outcome data from a sample of dropouts can greatly aid in the
imputation of missing data. In addition, other kinds of analy-
ses, summarized next, can be used in an attempt to adjust for
any nonequivalence that is created by attrition. Again, multi-
ple analyses, using alternative ways of dealing with missing
data, are suggested as a way to increase confidence that the
conclusions of an evaluation do not ride on some single (and
perhaps incorrect) set of assumptions that underlie a single
form of analysis (Shadish et al., 2002).

Statistical Adjustments

A variety of statistical techniques, including the analysis of
covariance (ANCOVA), latent variable structural equation
modeling, selection modeling, and propensity scores, can be
used to try to adjust for nonequivalencies introduced by attri-
tion in randomized experiments. However, these techniques
are more commonly discussed in terms of their use in quasi-
experiments, where the absence of random assignment often
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means that biases will exist even if there is no attrition.
We discuss these analyses further in the context of quasi-
experiments, to which we now turn. 

Quasi-experiments

The term quasi-experiment refers to approximations of
experiments, to studies that have several but not all of the
characteristics of full-scale controlled experiments. Most
important, quasi-experiments lack random assignment. When
causal questions predominate in an evaluation and random
assignment is infeasible, evaluators commonly resort to
quasi-experiments. Contemporary knowledge about quasi-
experiments derives primarily from the work of Campbell
(1957, 1969) and his associates (Campbell & Stanley, 1966;
Cook & Campbell, 1979; Shadish et al., 2002), which can be
consulted for additional detail.

There are several different quasi-experimental designs,
ranging in complexity, and also ranging in how well on aver-
age they approximate the ideal but unattainable counterfac-
tual comparison. One relatively simple quasi-experiment,
which often can be implemented but almost as often will be
inadequate, is the pretest-posttest one-group design. Imagine
as an example that a freshman orientation program were eval-
uated by measuring students’ self-reported drinking before
the program and again after it. In the simple pretest-posttest
design, the ideal counterfactual is meant to be approximated
with the pretest observation. The posttest observation, obvi-
ously, shows what really happened after the intervention. If
the pretest observation showed what would have happened at
the time of the posttest if the intervention had in fact not oc-
curred, then the treatment effect could validly be estimated as
the difference between the pretest and the posttest. The prob-
lem, of course, is that the pretest observation may well not
represent what would have happened at the posttest if the in-
tervention had not taken place. That is, the pretest may be a
very poor and biased approximation of the ideal but unattain-
able comparison. Several generic, alternative mechanisms
exist that can lead to changes over time in students’ drinking
behavior and, more generally, in the kind of outcomes mea-
sured by evaluators and others interested in human behavior.
These forces have come to be called internal validity threats.

History, for instance, is a threat to validity that occurs
when some specific event, other than the intended treatment,
also occurred between the pretest and posttest and when this
other event caused a change in the outcome of interest. Imag-
ine that at the time of the freshman orientation program, the
local police began a well-publicized campaign against under-
age drinking. This (or another historical event) might be re-
sponsible for a drop in student drinking that could mistakenly
be attributed to the orientation program.

Alternatively, students’ drinking behavior could change
simply because they are older at the time of the posttest than
at the pretest, rather than because of a treatment effect. This
threat to internal validity is called maturation and includes a
variety of processes that can occur over time within research
participants, such as growing older, hungrier, more fatigued,
wiser, and the like. For example, it may be a typical matura-
tional pattern for drinking to increase in the first months of
college. If so, maturation could obscure any real effect of the
orientation program in the pretest-posttest design.

The simple pretest-posttest design is subject to several
internal validity threats in addition to history and maturation.
These include threats known as instrumentation, regression
to the mean, testing, and attrition (see Cook & Campbell,
1979, and Shadish et al., 2002, for descriptions and exam-
ples). These various threats do not, however, automatically
apply whenever the design is used. For example, Eckert
(2000) has argued that these threats often will not be plausi-
ble in evaluations of training programs (at least in terms of
certain key outcome variables), and that such programs can
reasonably be evaluated with this relatively practicable and
low cost pretest-posttest one-group design. For instance,
Eckert argues that maturation will not plausibly account for
improvements in immediate posttests in most training evalu-
ations because knowledge and skills generally would not rise
markedly by maturation in a short time. In most instances of
policy and program evaluation, in contrast, the threats that
apply to the simple pretest-posttest one-group design will be
sufficiently plausible that potential users of evaluation would
be well served if a more complex design were implemented
instead. Eckert’s argument stands as a valuable reminder,
though, that, as Campbell and Stanley (1966) long ago told us
and Cronbach (1982) reminded us, designs should not be se-
lected mindlessly, but instead considered relative to the likely
plausibility of validity threats in context.

A more complex design that can sometimes be imple-
mented is the interrupted time-series (ITS) design. ITS de-
signs use time-series data, that is, repeated measurement of
an outcome variable at (approximately) equally spaced inter-
vals, such as days, months, quarters, or years, to estimate the
effect of a treatment. In a simple ITS design, a series of
pretest observations is collected, a treatment is introduced,
and the series of (posttest) observations continues. In
essence, the ideal counterfactual is estimated by projecting
the trend in the pretreatment observations forward in time.
The treatment effect is then derived from the differences, if
any, between the projected and the actual posttreatment
trend.

Unlike most other quasi-experimental designs, the ITS
designs allow an evaluator to observe the temporal pattern of
the effect. This can be important. For example, the value of a
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freshman orientation program might be judged differently if
its effects die out after three or six months, rather than persist
over a longer period. Even more important, the simple ITS
design, with its series of pretest and posttest observations,
can help to strengthen causal inference. As just noted, matu-
ration is often a plausible threat for the pretest-posttest de-
sign. If the pattern of maturation is relatively steady over
time, then the ITS design allows the evaluator to estimate the
pattern of maturation from the trend in the pretreatment ob-
servations. In the case of the freshman orientation program,
the pretest time-series observations could demonstrate the
maturational change that was already underway before the
program began. To the extent that the pretreatment trend al-
lows the researcher to model and project correctly the matu-
rational trend into the posttreatment time period, maturation
is removed as a threat to internal validity in the ITS design
(see Shadish et al., 2002, and Mark, Reichardt, & Sanna,
2000, for further discussion, including the question of possi-
ble nonlinear maturation). 

Although the simple ITS design helps rule out some threats
to valid causal inference, as just illustrated with the threat of
maturation, it does not rule out all internal validity threats. In
particular, the threat of history is equally as plausible in the
simple ITS time-series design as in a pretest-posttest design,
assuming that the interval between observations is the same.
The plausibility of history and other validity threats can be
reduced, however, by the use of more complex ITS designs.
For example, one might extend the simple ITS design by
adding a control group that is not exposed to the treatment. For
more detail on the threats that apply to the simple ITS design,
on the ITS with nonequivalent control group, on other complex
ITS designs, and on data analysis with time-series observa-
tions, see Shadish et al. (2002); Marcantonio and Cook (1994);
and Mark, Reichardt, et al. (2000). Although ITS designs can
be relatively strong for causal inference, they are infeasible for
many evaluations because of the need for repeated pretest and
posttest measurements. In some cases, however, measures of
interest will already exist in time-series form (e.g., when the
outcome variable of interest involves divorce rates, crime rates,
or organizational productivity). In still other instances, the
evaluator will be able to implement repeated measurement of
important outcome variables (e.g., Kazi, 1997). Even if time-
series data are available for only one of several outcome vari-
ables, the inclusion of an ITS design as part of an evaluation
can contribute considerably to overall validity. More generally,
evaluators should be attentive to the possible use of different
designs for different outcome variables, depending on data
availability. Evaluators should recognize, however, that time
series in existing archives are not likely to include measures
of underlying processes (Mark, Sanna, & Shotland, 1992).
In addition, existing time series need to be inspected carefully

for possible instrumentation problems (i.e., possible changes in
the definition or measurement of the time series variable that
may co-occur with the intervention and could obscure the true
treatment effect).

Both the simple pretest-posttest one-group and the simple
ITS designs use comparisons across time in place of the ideal
but unattainable comparison. That is, in those designs a com-
parison is made of the same individual or aggregate units at
different points in time (i.e., before the treatment and after).
Alternatively, in other designs researchers substitute for the
ideal comparison by comparing different (groups of) individ-
uals at the same time. When assignment to the different con-
ditions is not random, designs of this sort are known as
nonequivalent-groups designs. In these quasi-experiments,
(a) individuals self-select into the different groups (e.g., indi-
viduals may choose to participate in a freshman orientation
program or not), (b) individuals are assigned in some nonran-
dom fashion into the groups by others such as program ad-
ministrators (e.g., dormitory administrators may exercise
their discretion in assigning some students to a freshman
orientation program), (c) group assignment is determined by
one’s location (e.g., the freshman orientation program is im-
plemented in one dorm but not in another one), or (d) assign-
ment to the different treatment groups takes place in some
other nonrandom fashion.

The simplest between-group design is the posttest-only
nonequivalent-groups design. In this design, individuals (or
other aggregate units, such as schools or communities) fall
into the treatment group, which receives the program, or into
the control or comparison group, which does not receive the
program (or receives some alternative program). Following
the treatment, the members of both groups are measured on
one or more outcome variables of interest. The control or
comparison group serves as the substitute for the ideal but
unattainable comparison. 

The fundamental shortcoming of this design is the validity
threat known as selection. Selection arises when the differ-
ence between the treatment group and the control (or compar-
ison) group on an outcome measure results from preexisting
differences between the groups, rather than from the effect of
the program. That is, the groups may have initial differences
that cause subsequent differences on the outcome variable. In
general, in most evaluations the threat of initial selection
differences will create great uncertainty about the program’s
effect in the posttest only nonequivalent-groups design.
Absent any other information, it is typically quite plausible
that the groups would have differed even in the absence of a
treatment effect.

In many cases, nonequivalent groups are observed on a
pretest as well as a posttest, resulting in what is called
the pretest-posttest nonequivalent-groups design. With this
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design, the pretest is used to try to take account of initial se-
lection differences. One way to do this would be to estimate
the program’s effect—not by the difference between treat-
ment and control groups at the posttest, but by the difference
between the two groups in the amount of change, on the av-
erage, between pretest and posttest. This gain-score approach
is based on the assumption that if there actually were no treat-
ment effect, the treatment group would change over time the
same amount as the control group. If this assumption is cor-
rect, gain-score analysis works well. The problem, of course,
is that the assumption that in the absence of the program
the treatment group would have changed the same amount
as the control group did may be incorrect. Perhaps, for in-
stance, the treatment group starts out 10 points ahead at the
pretest, but would have been 15 points ahead at the posttest
even if there were no treatment effect. As the old saying goes,
sometimes the rich get richer. Many differences increase with
time. For example, the difference in running speed between
the fastest and slowest eighth-grader is much greater than the
difference between the fastest and slowest preschooler. Such
possibilities led Campbell and Stanley (1966) to describe the
“selection-by-maturation interaction” as a threat to the inter-
nal validity of the pretest-posttest nonequivalent-groups de-
sign. This threat refers to the possibility that one of the
groups would change at a different rate than the other group,
even if there actually were no treatment effect. In other
words, selection by maturation occurs when one group is ma-
turing at a different rate than the other, in the absence of a
treatment effect, and this pattern of differential maturation
could obscure the true treatment effect.

Several alternatives to gain-score analysis exist for the
pretest-posttest nonequivalent-groups design. One long-
standing alternative analytic procedure is ANCOVA (e.g.,
Reichardt, 1979). More recent approaches include structural
equation modeling (e.g., Bentler, 1992), selection modeling
(e.g., Rindskopf, 1986), and the calculation and use of
propensity scores (e.g., Rosenbaum, 1995; Rosenbaum &
Rubin, 1983). Each of these involves a different approach to-
ward controlling statistically for initial selection differences.
In essence, each also involves a different implicit way of
substituting for the ideal but unattainable counterfactual
comparison. Each approach will give unbiased estimates of
the treatment effect if the assumptions underlying it hold. The
problem in practice, however, is that it will generally not be
possible to be fully confident that the assumptions underlying
a specific analysis hold in a particular evaluation (Boruch,
1997; Reichardt, 1979). Consequently, multiple analyses are
often recommended for the pretest-posttest nonequivalent-
groups design, in order to demonstrate that one’s conclusions
about the merit of a program are robust across different

analytic assumptions (e.g., Reynolds & Temple, 1995;
Wortman, Reichardt, & St. Pierre, 1981). Related analysis
issues will be addressed later.

In addition to the possible selection-by-maturation prob-
lem, the pretest-posttest nonequivalent-groups design is sus-
ceptible to other threats that also are called interactions with
selection. Selection by history refers to the possibility that the
two groups are subjected to different historical forces, so that
history may cause a larger effect in one than in the other. For
instance, if we were evaluating the effect of a freshman ori-
entation program that is implemented at one college and used
a different college as a nonequivalent control group, selection
by history might operate if there was a death by alcohol poi-
soning that was highly publicized locally at one school at
about the same time as the freshman orientation was intro-
duced. These and other interactions with selection (Cook &
Campbell, 1979; Shadish et al., 2002) may be plausible in the
pretest-posttest nonequivalent design.

Some Conclusions About Quasi-experiments

In summarizing and expanding the preceding selective re-
view of quasi-experimental designs, several conclusions can
be highlighted. First is that modifications in research design
can render specific validity threats implausible. For example,
the addition of time series to a simple pretest-posttest design
can allow an evaluator to assess the plausibility of maturation
and to control for (linear) maturation. Second, evaluators
should be careful to assess the plausibility of validity threats
in context. As Eckert (2000) illustrated in the context of World
Bank training programs, just because a validity threat can
apply to a specific design in general does not mean that it is
operating in a particular evaluation using that design (or oper-
ating powerfully enough to obscure the true treatment effect).
Third, by considering the possible effect of plausible validity
threats, one can try to develop more elaborate designs that
will better approximate the ideal counterfactual. In the case of
the possible selection-by-history problem in the freshman ori-
entation evaluation, for example, a treatment effect hypothe-
sis would predict large treatment effects among freshman
but no effects for upperclassmen who did not experience the
program. In contrast, a history effect based on a publicized
alcohol-related death would presumably lead to the predic-
tion of comparable effects across all grade levels. Careful
consideration of validity threats can lead to the development
of quasi-experimental designs especially suited to how that
threat might operate in that particular evaluation. Fourth, at-
tention should be given not simply to the potential presence of
a validity threat, such as selection or history, but to the likely
magnitude of its effect. Past writings often seem to suggest a
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dichotomous, valid-or-invalid perspective. Thinking instead
of the likely size of the effect of a validity threat can lead to
more accurate conclusions about the effects of an intervention
(Reichardt, 2002).

Analysis Techniques for Nonequivalent-Groups Designs

Discussion of quasi-experimentation sometimes includes de-
tailed discussion of analysis procedures, such as ANCOVA,
selection modeling, and propensity scores (Shadish et al.,
2002). These (and other) techniques each have advocates
who argue for them as a way to control for selection biases in
nonequivalent-groups designs. ANCOVA controls statisti-
cally for initial differences, in essence matching individuals
across treatment groups based on their pretest (or other initial
scores) and essentially taking the average difference between
the matched groups on the posttest as the estimate of the
treatment effect. Measurement error in the pretest will intro-
duce bias in these estimates (Reichardt, 1979), so latent-
variable structural-equations models are sometimes used
instead. These models use multiple measures of the construct
thought to be responsible for any selection bias, and these
measures are essentially factor analyzed in an effort to obtain
an estimate of the latent variable that effectively is without
measurement error. Latent-variable structural-equations
models also nicely support the testing of mediational models.
However, the validity of the estimates that result from these
models depends on the accuracy and thoroughness of the
model, and evaluators will rarely know enough to specify
a model accurately. An alternative approach, known as selec-
tion modeling, typically requires the estimation of two equa-
tions. In essence, the first equation is designed to predict
group membership (e.g., treatment or control), using vari-
ables that are thought to be related to the factors that deter-
mine selection into groups. In the second equation, treatment
effects are estimated as usual, but with the addition of a new
variable, which is a score taken from the first equation repre-
senting the best prediction of group membership. In a related
approach, propensity score analyses, the predicted probabil-
ity of being in the treatment (rather than the control) group is
generated by a logistic regression. Cases are then usually
stratified into subgroups (commonly five subgroups) based
on their propensity scores, and the treatment effect computed
as a weighted average based on the treatment and control-
group means within each subgroup. Alternatively, the
propensity score can be treated as a covariate in ANCOVA.
Winship and Morgan (1999) provided a very useful review of
several of these techniques, and several other recent sources
are also valuable (e.g., Little & Rubin, 2000; Shadish et al.,
2002; West, Biesanz, & Pitts, 2000).

No consensus exists yet regarding the preferable approach
to statistical analysis for nonequivalent designs. Criticisms of
each approach remain and are based on the assumptions,
mostly untestable in practice, that are built into the methods.
Three recommendations seem especially sensible for the
analysis of the pretest-posttest nonequivalent-groups design.
First, where possible, it is desirable to conduct sensitivity
analyses, that is, analyses that assess how robust a given find-
ing is to different assumptions within a single form of analy-
sis (Rosenbaum, 1995). Second, confidence will be enhanced
if different forms of analysis are employed and if the results
converge reasonably well on some estimate of the treatment
effect (e.g., Reynolds & Temple, 1995). Third, rather than
relying exclusively on statistical adjustments, it is preferable
to develop a stronger research design that better approximates
the ideal but unattainable counterfactual comparison (Shadish
et al., 2002).

TESTING MEDIATION: PROBING UNDERLYING
GENERATIVE MECHANISMS

As noted in the previous discussion of randomized experi-
ments, having a relatively strong counterfactual comparison
does not necessarily result in findings that tell us anything
about underlying mechanisms. We could observe, for instance,
that a new freshman orientation program causes a reduction in
student drinking, relative to a standard orientation program,
and not gain any insights as to why the new program is more
effective. As noted in the earlier section on underlying genera-
tive mechanisms, several advantages can result from increased
knowledge about the processes that mediate a program’s
effects.

This is reflected in the attention that many methodologists
and statisticians have given to the study of mediation, that is,
to the causal chains that connect a cause and an effect. This
has been a major focus in work on causal modeling, structural
equation modeling, and similar methods (e.g., Baron &
Kenny, 1986; Jöreskog & Sörbom, 1993; Kenny, Kashy, &
Bolger, 1998). One approach to testing hypotheses about un-
derlying generative mechanisms is to apply such methods in
the context of a randomized experiment or quasi-experiment.
In addition to the outcome variables of interest, potential
mediators are measured, and relationships are assessed to test
specific mediational models. 

For example, an evaluation might test the impact of an ex-
perimental policy that reduces class size in selected grade
school classrooms. The relevant theory may suggest that
class size reductions improve student achievement because
teachers in smaller classes spend more time on instruction
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and less time on discipline. Measures of these potential medi-
ators can be taken, in addition to the outcome measures of
interest (e.g., achievement test scores). If the mediational
measures reveal that classroom processes change as ex-
pected, with a decline in time on discipline and an increase in
time on instruction in the treatment classrooms, and if this
change in the mediators can account statistically for (all or
some) of the subsequent change in the outcome variables,
then the mediational hypothesis would be supported. In addi-
tion, demonstrating an expected mediational path can also in-
crease confidence that the difference between the treatment
and control group is actually attributable to the treatment.
This is because the treatment effect hypothesis specifically
predicts the mediational pattern, but most validity threats,
such as selection or selection maturation, usually would not.

Mediational tests are strongly recommended by many
evaluators, including many of those who advocate theory-
driven evaluation (e.g., Donaldson, in press). In fact, some
evaluators and other researchers seem to equate the study of
underlying mechanisms with the use of mediational tests
through structural equation modeling (SEM) or other related
methods. This is unfortunate for at least two reasons. First,
these quantitative mediational methods, such as SEM, are not
without limits (e.g., Freedman, 1987; Kenny et al., 1998).
Second, there are alternative approaches that evaluators (and
others) should consider.

Tests of moderated relationships can also be important for
assessing underlying mechanisms. A moderated relationship
is another name for a statistical interaction whereby the effect
of a program varies as a function of some other variable. A
hypothesized mediational process will often imply differen-
tial treatment effects. For example, a freshman orientation
program may be expected to work by changing students’ sub-
jective norms about how much others at school drink. If so,
effects should be lower for those freshman who have strongly
held subjective norms (perhaps because of an older sibling)
before starting college, compared to other freshman who are
more uncertain in their subjective norms. If analyses are con-
ducted to show that the program is less effective for those
students who initially have strong subjective norms, we can
have somewhat stronger confidence that changes in subjec-
tive norms actually are the mechanism that underlies the
treatment effect.

In addition, in many instances in evaluation, evidence
about underlying generative mechanisms will come from
qualitative observation rather than from quantitative mea-
sures and statistical tests. Evaluators often employ qualitative
methods, sometimes alone but often in conjunction with
quantitative approaches such as randomized experiments and
quasi-experiments. In some cases the causal path implied by

a program theory may be traced with qualitative observations
and interviews, which can be used to assess whether the ex-
pected sequence of changes occurred. For example, rather
than survey freshman about their subjective norms, in some
instances one might have more open-ended interviews, with
narrative reporting of representative views.

PRINCIPLED DISCOVERY: BUILDING
KNOWLEDGE IN AN INUS WORLD

Evaluations often begin, implicitly at least, with a general
form of hypothesis to be tested. For example, an evaluation
might be motivated by the general hypothesis that a particu-
lar type of freshman orientation will cause a reduction in
drinking, relative to no orientation (or relative to some alter-
native form of freshman orientation). The initial hypotheses
may on occasion be somewhat more specific, indicating that
the program will work better in some circumstances than in
others (e.g., it may be expected that the freshman orientation
will be less effective for incoming students who already drink
heavily). In many (if not all) cases, however, the initial hy-
potheses will be woefully inadequate relative to the complex-
ities and contingencies of a world of INUS causes. For the
most part, our collective knowledge about social problems
and their solutions is rather limited. How can evaluators hope
to go beyond relatively simple initial hypotheses and try to
fill in some of the missing knowledge about the rest of the
causal package within which the program, as an INUS condi-
tion, has its effects? And how can they do this without being
misled by chance findings that arise only because one has
sifted through the data so much? Mark et al. (1998, 2000;
Mark, 2001) used the term principled discovery to describe
methods that can allow for discovery, via induction, of the
complexities of an INUS world, but that are principled in
the sense of subsequently being disciplined by other data.

The standard statistical models to which quantitatively
trained evaluators are exposed in their training emphasize the
testing of a priori hypotheses and understate the importance
of discovery. As Tukey (1986) put it, “Exploration has been
rather neglected; confirmation has been rather sanctified.
Neither action is justifiable” (p. 822). Rosenthal (1994) cast
the issue in stark terms: “Many of us have been taught that it
is technically improper and perhaps even immoral to analyze
and reanalyze our data in many ways (i.e., to snoop around in
the data). We were taught to test the prediction with one par-
ticular preplanned test . . . and definitely not look further at
our data. . . . [This] makes for bad science and for bad ethics”
(Rosenthal, 1994, p. 130). Failure to explore one’s data may
especially be bad science and bad ethics in the context of
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evaluation, where any data set may be costly and difficult to
obtain, and where failure to learn inductively may mean
foregoing a valuable opportunity to create better or cheaper
programs.

Principled discovery has two primary steps. First, the re-
searcher carries out some exploratory analyses that may (a)
demonstrate the contingent limits of a causal relationship
(i.e., may identify moderators of the effect), (b) suggest an
underlying mechanism, or (c) both. Second, the researcher
then (a) replicates the initial finding, or, probably more likely
in evaluation, (b) conducts a test of a theoretical implication
of the new finding, or (c) both. It is important to note that
these two steps of principled discovery can be carried out in
conjunction with the traditional procedures used to test an a
priori hypothesis. For example, one might test the effective-
ness of a freshman orientation program using a random ex-
periment or a quasi-experimental design, and also undertake
principled discovery with the same data set. 

The first step of principled discovery (i.e., the exploratory
analyses through which discovery occurs) can be carried out
in a wide variety of ways (Mark, 2001; Mark et al., 1998).
Indeed, the methods of discovery are as varied as are the
methods of systematic inquiry. A few examples should suf-
fice. First, standard statistical techniques such as regression
and ANCOVA can be used in an exploratory fashion (Tukey,
1977). In general, this would involve exploratory tests to try
to find interactions. That is, one would use ANCOVA or an-
other method to search for moderators of treatment effective-
ness, where the potential moderating variables may consist of
client characteristics, attributes of different sites where the
program is administered, and aspects of the service delivery.
The exploratory use of familiar techniques such as regression
and ANCOVA may be the easiest approach to the first phase
of principled discovery, but many other possibilities exist.

In a second technique for discovery, the exploratory data
analyses of Tukey (1977; see also Behrens, 1997) can be used
to discover possible moderators of program effects and,
therefore, to guide informed speculation about underlying
mechanisms. Even if not predicted in advance, the observa-
tion that larger effects cluster in one subgroup or in one
setting should set off additional investigation and the search
for the underlying mechanism that could account for the ob-
served pattern of effects. A third (and conceptually related)
method of discovery involves inspecting residuals from the
original a priori hypothesis (e.g., the treatment–control group
comparison). Based on the residuals, one may be able to
identify sites or cases that have larger or smaller outcomes
than would be expected from standard predictors. These ex-
treme cases can be contrasted to see whether the variation in
outcome appears to be associated with differences in types of

participants or in treatment implementation, relying perhaps
on qualitative data from interviews or observations. This
technique is analogous to the extreme case analysis em-
ployed by some qualitative researchers.

Fourth, in cases in which multilevel modeling is appropri-
ate (e.g., Bryk & Raudenbush, 1992), similar exploratory
analyses can be carried out to assess whether higher order
variables moderate the treatment effect. For example, in a
reading-intensive math program introduced to some but not
all classes within several schools, one might use school-level
variables to probe for possible moderators (e.g., Seltzer,
1994). Fifth, techniques for classification can be applied in an
exploratory fashion. For example, one might use background
data on clients in a cluster analysis to see if distinct groups of
program clients emerge. If different subtypes of clients are
found, one would then conduct additional analyses to see
whether the program has differential effects across the client
categories. If differential effects are observed, this may in
turn lead to new hypotheses about causal mechanisms. 

In these and numerous other ways, evaluators can attempt
to discover possible variations in treatment effectiveness (see
Mark, 2001, and Mark et al., 1998, for more specific methods
that can be used for discovery). Based on any observed vari-
ations in treatment effectiveness, the evaluator would also at-
tempt to identify possible underlying mechanisms that would
generate the discovered patterns of effects. This attempt to
identify mechanisms that could account for the discovery
might be carried out in conjunction with content area special-
ists and program staff and stakeholders, which may especially
be important if the evaluator has limited content expertise. Of
course, an evaluator could stop there. The evaluation report
could describe the tests carried out to test the original hypoth-
esis, and then describe the discovery-oriented tests and find-
ings, perhaps with caveats added that the latter work was
exploratory and that the findings should be treated as hy-
potheses that should subsequently be tested in future re-
search. This approach, which may be suitable in basic
research, is generally problematic in the context of evalua-
tion. Decisions about a program usually cannot be deferred
until after a second evaluation is finished. Indeed, resources
may not be available for another major evaluation. In short,
the conventional call for future research may be inadequate as
a response to discoveries in the context of evaluation. In part,
this is because it can be difficult to persuade the consumers of
evaluation reports to give the findings of exploratory research
the same degree of uncertainty that a researcher thinks is ap-
propriate. The people who will use the evaluation are likely to
generate explanatory accounts for any exploratory findings,
and these self-generated theories may influence their subse-
quent actions.
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One reason it is dangerous for evaluation consumers to act
on an unexpected discovery is that when a discovery occurs,
chance generally exists as a plausible alternative explanation
(perhaps along with other plausible alternative explanations).
The problem that multiple tests may lead to chance findings is
sometimes referred to as multiplicity. According to Diaconis
(1985), “Multiplicity is one of the most prominent difficulties
with data-analytic procedures. Roughly speaking, if enough
different statistics are computed, some of them will be sure to
show structure” (p. 9), that is, to seem to contain something
systematic. Or as Stigler (1987, p. 148) put it more metaphor-
ically, “Beware of testing too many hypotheses; the more you
torture the data, the more likely they are to confess, but con-
fession obtained under duress may not be admissible in the
court of scientific opinion.” In the court of evaluation use,
the potential problem is that a confession obtained under
duress may actually convince the jury but that it should not be
convincing without independent collaboration.

Thus, the second step of principled discovery is needed. In
essence, this step calls for subjecting any discovery to repli-
cation or some other tests. Replication of course is widely
recommended as the ideal way to “discipline” discoveries.
Replication can in fact be valuable and in certain respects is
the preferred way to ensure that a discovery is real and not due
to chance or other artifact. On the other hand, replication may
not be feasible in evaluation before decisions must be made.
Evaluations are often costly and time consuming. It may be
politically infeasible to delay action until after a replication
has been done. Likewise, in evaluation, costs will generally
preclude replication via cross-validation with a split sample
(in which discoveries are sought through exploratory analy-
ses in half the sample and then verified in the other half); there
are, however, some cases in which evaluation involves large
data sets, and cross-validation with a split sample is the ideal
disciplining in such instances.

Even if replication is possible in a particular case, ambi-
guities in causal inference can exist if both the replication and
the original evaluation include some unrecognized validity
threat that is responsible for the original “discovery.” For ex-
ample, if a selection artifact plagues both evaluations, the
replication of a finding may simply be spurious. It can also be
difficult, in planning a replication, to decide which aspects of
the program services, clientele, and so on should be held
constant and which should be allowed to vary. 

In the absence of replication, the second step of principled
discovery will usually require that other tests be carried out
within the same data set. In general, this will require some
theory development to undergird the choice of new tests.
Although replication enables what might be called black-box
disciplining, whereby a finding is confirmed without additional

conceptualization, in general other forms of disciplining re-
quire theory development. This strategy is illustrated well by
what Julnes (1995) calls the context-confirmatory approach. In
brief, under this approach an empirical discovery (e.g., the
discovery of differential effects across subgroups on a key
outcome) is used to infer an underlying mechanism. This
newly induced mechanism is then used to generate a distinct
prediction that should be true if the mechanism is operating.
This new prediction is then tested using different variables in
the same data set.

Julnes (1995) illustrated the context-confirmatory ap-
proach in an evaluation of a “resource mother” program, in
which staff provided support to new single mothers. In the a
priori, planned test that compared program clients’ outcomes
with those of a comparison group, Julnes found that the pro-
gram was effective on average. In the discovery phase of the
inquiry, exploration revealed that the effects were larger for
older than for younger mothers. Julnes then posited that
younger mothers’ needs were more tangible and task oriented,
and not necessarily met by the resource mothers, who often
were providing primarily emotional support. To further test
this new account, Julnes differentiated the support mothers on
the basis of the extent to which they provided tangible support
versus emotional support. Subsequent tests confirmed that, as
expected, the program was especially ineffective for younger
mothers when the support mothers emphasized emotional
support.

As another example, imagine an evaluation of a boot camp
program for criminal offenders. The overall evaluation de-
sign might involve comparing the effects of the boot camp
program relative to traditional sentences. If the initial pro-
gram theory is lacking, as it is likely to be, one should also
carry out more exploratory analyses in service of discovery.
Suppose that with these exploratory analyses it was discov-
ered that compared to the traditional criminal justice system,
the boot camp program reduces recidivism for offenders with
minor criminal records but not for offenders with more se-
vere records. From that finding, the evaluator might then gen-
erate an explanatory hypothesis, say, that the mechanism
underlying the program is “labeling.” That is, the boot camp
may help prevent minor offenders from being labeled, by
themselves and by others, as criminals. Based on the newly
hypothesized potential mechanism, the evaluator would then
develop another hypothesis, such as that controlling for
offense, the program will be more effective for younger than
for older offenders because the younger ones will be less
likely to have strong labels as criminals. 

At this point the disciplining of the original discovery and
the associated explanatory account would move to the fore-
ground. In the context of the disciplining step, it is important
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also to identify any alternative mechanisms—whether drawn
from the literature, program staff, clients, or direct observa-
tion—that could account for the observed pattern of effects.
For example, the original discovery might arise because of
motivation or increased work skills instead of labeling. The
evaluator’s task then would be to find and test predictions
that can differentiate among these alternative mechanisms.
For example, a simple labeling mechanism would presum-
ably imply that the difference between younger and older of-
fenders should be similar at all sites. On the other hand, if the
underlying mechanism involved the acquisition of work
skills, the age difference is likely to depend in predictable
ways on the specific activities that are carried out at each site
to teach work skills.

Some other strategies can be used for the disciplining step
of principled discovery. In some cases, the evaluator can add
additional measures midway through an evaluation to test the
explanatory account generated to explain a discovery. Evalua-
tion contracts often require interim reports. Some exploratory
work can be carried out for an interim report, and any discov-
eries made can guide the selection of new measures. In other
cases, a discovery might suggest a more specific test, with the
increased specificity of the second test providing greater con-
fidence that the original discovery was not the result of chance.
Imagine, for example, that initial exploratory tests reveal that
an intervention was more effective when clients and therapists
were matched on some background variable, such as parental
socioeconomic status (SES), represented simply as low SES
and high SES in the initial exploratory testing. This discovery
could be disciplined to some extent by carrying out a more
specific test of the matching hypothesis, with finer gradations
of SES, and with the prediction not only that outcomes will be
better when client and therapist match but also that outcomes
should decline the worse the match (see Abelson & Prentice,
1997, on contrast coding for such a test).

Principled discovery is valuable because it can help fill in
the missing information about the contingencies of an INUS
world while reducing the likelihood of being misled by
chance findings. Moreover, although the preceding discus-
sion may suggest a sharp dichotomy between principled dis-
covery and traditional a priori hypothesis testing, the two can
and often should be integrated in practice. As the Julnes
(1995) example suggests, tests of a priori hypotheses can be
conducted virtually consecutively with the exploratory step
of principled discovery. In addition, although the present dis-
cussion has focused on the use of principled discovery to
learn about the causal contingencies of an INUS world, prin-
cipled discovery can also be used to complement the causal
analysis methods that are used to assess the overall effects of
a program or policy. In particular, some evaluations include a

large number of outcome variables, and chance is a plausible
explanation when significant differences are obtained on a
limited set of outcome measures. The disciplining techniques
(of the second step of principled discovery) can help
increase—or decrease—confidence that the observed differ-
ences are meaningful.

Despite its potential benefits, important practical limits
will often apply to principled discovery. First, existing data
sets may not include the additional variables needed to con-
duct a strong test of a new explanatory account. If Julnes
(1995) did not have information on service providers, for ex-
ample, he could not have tested to see whether the treatment
was especially ineffective when younger clients received ser-
vices from resource mothers who emphasized emotional sup-
port. Second, statistical power to detect moderator effects
may be lacking (Cohen, 1988; McClelland & Judd, 1993).
Third, a single validity threat may be shared across the test
that provided the initial discovery and the test used to disci-
pline it. Fourth, the potentially complex nature of causality
can make the relevant patterns difficult to detect. Mackie’s
INUS notion raises our awareness that more than one mecha-
nism may be operating simultaneously. Different mecha-
nisms may be operating for different subgroups of clients, or
in different circumstances (a condition that Baron & Kenny,
1986, called moderated mediation). Although such complex-
ities do not render principled discovery invalid or useless,
they may make it more complex. Finally, some aspects of
principled discovery as a research strategy are not yet well
developed. For instance, it would be useful to have user-
friendly procedures for specifying the degree to which a new
test is independent of the original discovery. Despite these
limitations, principled discovery can be a valuable approach
for evaluation, aiding in identifying the rest of the causal
package required for a program to work effectively while
minimizing false leads that otherwise would arise due to
chance.

OTHER METHODS FOR EVALUATION

As previously noted, causal methods will often be the most
appropriate methods for evaluation because people need to
know what (if any) effects a program has in order to gauge its
value. Nevertheless, a wide range of other methods can also
be used in evaluation, and there are conditions under which
methods other than causal ones are most appropriate. Some-
times evaluators use methods for classification, such as when
Kuhn and Culhane (1998) used cluster analysis to identify
different types of homeless people. Sometimes evaluators
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may assist in needs assessments to advise in decisions about
whether some new program is needed (Scriven & Roth,
1978). Sometimes evaluators, especially those trained in eco-
nomics, carry out cost-benefit analyses that, as the name im-
plies, are designed to compare the cost of a program with the
estimated benefits.

An increasingly important kind of method for evaluators
has come to be known as performance measurement. Perfor-
mance measurement refers to a set of techniques used to mea-
sure and record characteristics of the inputs, services, clients,
and increasingly the postprogram status of clients on some
outcome variables. Performance measurement has been a
growth industry in recent years for evaluators and those
working in allied areas (Newcomer, 1997). In the public sec-
tor, this is because of the Government Performance and
Results Act (GPRA) of 1993, which effectively mandates
performance measurement in all United States. Performance
measurement has been booming in agencies outside of gov-
ernment. In the case of nonprofit agencies, this has been
stimulated largely by the requirements of the United Way
(Newcomer, 1997).

Although a variety of data sources may be used in perfor-
mance measurement systems, often the central task is the de-
velopment of administrative databases. These databases can
record a variety of program-related variables ranging from
inputs (e.g., budgetary receipts) to short- and long-term out-
come indicators (e.g., the health status of clients). Wholey (in
press) persuasively illustrated the potential value of using
performance measurement systems to inform what he and
others call results-oriented management. Wholey offered the
example of the U.S. Coast Guard, which used a new perfor-
mance measurement system to discover a surprisingly high
fatality rate among commercial towing crews. They then de-
veloped interventions targeted specifically at the towing in-
dustry. A dramatic decline in fatalities followed, offering a
compelling illustration of the potential for performance mea-
surement systems to guide organizational management.

Despite successes such as that of the Coast Guard, there
are a number of concerns about performance measurement
systems and, correspondingly, about the results-oriented
management movement (e.g., Mark, Henry, & Julnes, 2000,
chap. 7; Perrin, 1998). One significant concern is whether the
complex outcomes that are the target of many programs can
be represented adequately by the kinds of indicators that can
be repeatedly measured over time in a performance measure-
ment system. A case in point involves the current controversy
over the adequacy of standardized tests as measures of learn-
ing in primary and secondary schools. A related problem in-
volves the potential for the corruption of indicators and for
goal displacement. For example, in the context of high-stakes

educational testing, in which test results can determine
whether an individual student passes on to the next grade
level and whether a local school is taken over by the state,
concerns arise about whether teachers are “teaching to the
test” rather than more broadly educating their students. 

Another potential problem with performance measure-
ment systems is the inability in most cases to draw confident
causal inference that the program, rather than other causal
forces, is responsible for any observed improvement (or de-
cline) in performance over time. Even though clients’ post-
treatment standing on outcomes variables may be measured
in a performance measurement system, it will generally not
be possible to attribute those outcomes to the program. In a
sense, performance measurement systems, as commonly
used, incorporate at best a weak quasi-experimental design.
Of course, knowing that a client has achieved a specific
health status after treatment does not mean that the treatment
caused an improvement in health. Performance measurement
systems often provide no control group at all, or at best a quite
noncomparable comparison group, and relatively little atten-
tion has been given to methods for correcting for selection
bias in the context of performance measurement systems.

On the other hand, some recent work has been directed at
integrating standard tools for causal analysis, including
quasi-experimental design (Harkreader & Henry, 2000) and
mediational analysis (Scheirer, 2000), with the use of perfor-
mance measurement systems. Moreover, performance mea-
surement systems can be useful for program management,
even in the absence of strong causal inferences. For example,
managers can identify areas where service delivery is rela-
tively low and make adjustments accordingly. In addition, in
some contexts, unambiguous attribution of effects to a pro-
gram may not be required to decide whether things seem to
be going in the right direction. Causal analyses can contribute
greatly to an assessment of the merit or worth of a program,
but at some points in the policymaking and funding process,
all that people need to know is whether things are so broke
that they need to be fixed. Performance measurement systems
should generally suffice for judgments of this kind. In this
sense program evaluators need to be policy analytic, thinking
about what type of information is needed to contribute maxi-
mally to social betterment in light of the information needs of
the moment. (See Mark, Henry, & Julnes, 2000, for a plan-
ning framework that begins with an analysis of the policy
context, generates from that an evaluation purpose, and
moves from that—plus an assessment of the degree of
methodological rigor required in light of information
needs—to a selection of methods.) As part of this planning
process, the evaluator needs to consider alternative ways to
arrive at the questions that will guide an evaluation.
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WHERE SHOULD EVALUATION 
QUESTIONS COME FROM?

In most psychological research, the driving questions come
from theory, from past research, and from the investigator’s
interests. These are the primary sources of the independent
and dependent variables of most basic research, for example.
In some cases, evaluators can safely rely on the same sources
for the driving questions in an evaluation. For instance, imag-
ine a theory-driven but multicomponent program designed to
reduce conduct disorder. The evaluator who chooses to rely
on past research to identify outcome measures of conduct dis-
order and related outcomes would probably not be subject to
much criticism. But in many cases, the decisions about the
driving questions in an evaluation are not so simple. If you
are going to evaluate a preschool program, do the relevant
outcomes involve the children’s academic skills, their social
skills, their affective regulation, the parent’s employment,
their satisfaction, the magnitude of the achievement gap be-
tween children of high and low SES parents, longer term out-
comes such as the children’s retention in school, delinquency,
and employment, or something else altogether? Although it
may be possible to measure many outcomes in an evaluation,
resource constraints will usually preclude measuring all pos-
sible outcomes. So how are evaluators to try to identify the
driving questions in an evaluation?

Evaluators have tried out many different strategies for
doing this (for more detailed reviews of the alternative strate-
gies, see House, 1980, 1993; Mark, Henry, & Julnes, 2000;
Patton, 1997). Many early evaluators looked to explicit pro-
gram goals. On the face of it, this approach seems sensible. If
a program is supposed to do X, shouldn’t the evaluator try to
see if in fact it does X? In practice, however, this approach is
riddled with problems. Formal statements about program goals
may provide a very flawed guide. In some cases, advocates
may have oversold what a program might reasonably accom-
plish in order to acquire political support for the program.
Where support was initially strong, program documents may
“set the sights low” to increase the likelihood that the program
will be considered a success. Some of the program’s objectives
may be left out of formal policy statements to reduce contro-
versy. Others may be missing because goals change or emerge
over time. Formal statements probably do not include side
effects that can be critical to judging a program’s merit
and worth. Thus, for a variety of reasons, formal statements
do not provide a compelling map that can guide evaluation
questions—although evaluators should of course consult these
documents during the planning phase of an evaluation.

Instead of formal goals, some evaluation theorists have
suggested that evaluators should focus on needs as a guide to

specifying evaluation questions (e.g., Scriven, 1993; Scriven
& Roth, 1978). This approach may seem eminently sensible:
Why not develop evaluation questions to assess a program in
terms of the most important human needs that it is meant to
address? For example, why not identify the basic human
needs that preschool programs may address and then evaluate
the program in terms of how well it meets those needs. Again,
though, problems arise. First, it is not so easy to identify, or
even to define, human needs. For example, are programs for
gifted children really directed at any needs, or do they in-
volve enrichment well beyond basic needs? In addition, how
easy is it to determine what needs a program (e.g., a
preschool intervention) does or should address? Second, our
conception of needs, both in general and in terms of a given
program, may change over time. The history of day care and
preschool evaluations presents a striking example. Although
early evaluations focused on cognitive skills, it became clear
over time that policy makers and the public were also inter-
ested in social outcomes, such as staying on grade and avoid-
ing assignment to special education (Zigler & Muenchow,
1992). Third, it can be quite difficult to establish priorities
across different needs. Which is more important as a need
that universal preschool might meet—increases in traditional
academic skills, enhanced social development, decreases in
dropout rates, improvements in parents’ SES? In short,
although it may seem sensible to use needs as a guide to eval-
uation questions, and although it is reasonable for evaluators
to think about needs when identifying evaluation questions,
this approach faces important problems.

Another alternative that some evaluators have considered
is to use program theory as a guide to direct evaluation ques-
tions (e.g., Bickman, 1987; Chen, 1990). The idea is to con-
struct, based on local program ideas, general social science
theory, or both, a kind of theoretical model of program activ-
ities, processes, and outcomes. This program theory would
then be used to help guide the evaluation, such as in the
choice of outcome measures (e.g., Bickman, 1987; Chen,
1990). Despite the potential usefulness of program theory,
theory can also have some undesirable consequences (e.g.,
Greenwald, Pratkanis, Leippe, & Baumgardner, 1986). Using
theory to guide evaluation design is unlikely to be harmful if
one’s theory is fully correct. But theories are usually only
partially correct at best, and the theory-driven evaluation may
exclude important outcome measures that the (imperfect)
theory did not specify, ignore possible mediators other than
those specified in the theory, and fail to search for important
moderators of the program’s success. Strong adherence to a
program theory can even lead one to misinterpret results or
overgeneralize conclusions (Greenwald et al., 1986). In addi-
tion, just as formal goals may sometimes be set for public
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relations purposes, so too can the rationale that underlies a
program theory. For instance, manufacturing extension pro-
grams are based on a theory involving what economists call
market failure, meaning that the market does not provide cer-
tain services that small manufacturers supposedly need. But
it is unclear whether this is truly the theoretical justification
or just part of a rationale that is required to justify funding
(Feller, 1997). Another potentially serious problem comes
into better focus once one realizes that there are often fairly
different theories that can be applied to a given program.
These competing theories may even highlight different out-
comes. Whose program theory is to dominate the design of an
evaluation?

Indeed, many evaluators have suggested that evaluation
should look directly to stakeholder input, that is, to the opin-
ions of various interested parties, to find the guiding questions
for an evaluation (e.g., Bryk, 1983; Weiss, 1983). Views have
differed as to whether one stakeholder group or another
should be given a predominant voice. Some have suggested
that stakeholders should be involved because they are influen-
tial in decision making (see Patton, 1997, and Wholey, 1994),
or alternatively because of a desire to give standing to those
without voice in the formal policymaking processes (see
House, 1995). Although stakeholder involvement is both ap-
propriate and valuable, stakeholder approaches are limited.
First, they do not provide guidance about how to differentiate
mere stakeholder preferences from stronger needs or values—
or even tell evaluators whether this is important. Second, the
nature of stakeholder involvement is often unclear, in terms of
who should be considered a stakeholder and how they should
be involved. Third, stakeholder involvement usually omits the
public (Henry, 1996; Henry & Julnes, 1998; Mark, Henry, &
Julnes, 2000) despite the important role the public plays in
democratic systems—including their holding a stake in public
programs as the party that pays the bill.

By helping to clarify the views that stakeholders have
about programs and policies, stakeholder involvement is one
method to guide evaluation questions. But other methods,
which fall under the general rubric of what Mark et al. (2000)
called values inquiry, can also go somewhat further. Values
inquiry refers to attempts to identify the values positions rele-
vant to social programs and policies and to infuse them into
evaluations. But what are values? Values can be defined sim-
ply as normative beliefs, that is, deeply held beliefs about how
things should be. Values may be deeply held and tend to be rel-
atively enduring.At the same time, values must also be subject
to reason and must be changeable for democracies to work and
for social betterment to occur (Richardson, 1997). In the con-
text of evaluating social programs, the most relevant values

are beliefs about what society’s responsibilities are and how
government should act. For some people, for example, the
belief that government should provide for a decent standard of
living after retirement is a strongly held value. Also relevant
are the values that people would use to judge the success or
failure of a given program. For instance, would the parents of
young children see a preschool program as a failure if it did not
enhance academic outcomes but promoted social skills?

The concept of values can help in sorting out some of the
problems that occur when evaluators try to select evaluation
questions. Take the case of an evaluator trying to choose out-
come variables based on an analysis of needs. As previously
noted, needs can emerge over time and can exceed the mini-
mum required to avoid malfunction. Examined from the per-
spective of values, it can be argued that perceived needs
emerge as values change. Perceived needs can exceed mini-
mums, as in the case of special educational opportunities for
talented youth, because of shared values. Bringing values
into the picture also helps evaluators to sort out criteria when
there are too many to examine, and to make sense if a pro-
gram meets one perceived need but creates another. When
there are too many criteria to examine them all, the most im-
portant ones to examine, presumably, are those that are most
highly valued. When a program meets one need but creates
another, its judged worth depends in large part on the relative
importance of the values associated with each need.

Systematic values inquiry can help alleviate some of the
more serious problems that have previously been identified
with the use of stakeholder input as a guide to evaluation
decisions (Greene, 1988; Henry & Julnes, 1998; Mark &
Shotland, 1985). As noted earlier, one of the problems with
traditional stakeholder approaches is that the public is usually
neglected as a stakeholder, even though the public is in fact a
stakeholder for any publicly funded program, and even
though the public effectively sets the direction for many
changes in public policy over time. Methods for values in-
quiry exist that readily allow the public a role in providing
input. For example, sample surveys allow evaluators to as-
sess what kinds of outcomes the public would find most im-
portant. Focus groups and other group-process techniques
(Krueger, 1994) may allow more detailed consideration and
exploration of the values of a small sample of the public.

Another problem with stakeholder approaches in practice
is that the choices that are made, and even more so the ratio-
nale for making them, are often not reported. These become
part of the implicit evaluation process rather than part of the
explicit evaluation findings. With systematic values inquiry,
stakeholder input is construed as an early finding of the
evaluation. When stakeholder input is clearly reported as a
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finding, the consequence is a kind of transparency about how
the key decisions (e.g., the choice of outcome measures)
were made. Such transparency in turn is very useful for the
purpose of accountability.

Several different methods can be used for systematic val-
ues inquiry. As already noted, the views of the public can be
examined in sample surveys. For example, one can ask a ran-
dom sample of voters to rate or rank the importance of a set of
possible outcomes of preschool programs. Special population
surveys can be conducted to obtain the views of more special-
ized stakeholder groups (e.g., college administrators could be
surveyed to identify what they see as the most valued out-
comes of freshman orientation programs). In place of (or in
addition to) surveys, group interviews can be held. The rele-
vant group methods are sometimes discussed under the banner
of focus groups (Krueger, 1994). Such group interviews may
allow more in-depth and detailed assessment of values, in-
cluding perhaps more thoughtful consideration of tradeoffs
across different values. More intense group methods can also
be implemented in an attempt to simulate dialog and delibera-
tion across members of different stakeholder groups (House &
Howe, 1999), perhaps to try to achieve consensus among the
varying groups. In addition, critical review or the application
of some formal theory, such as Rawlsian or feminist analysis,
might be undertaken to try to identify submerged values is-
sues. For instance, a feminist analysis of a freshman orientation
program might indicate inadequate attention to issues of sexual
assault (for more details on these and other methods of system-
atic values inquiry, see Mark, Henry, & Julnes, 2000).

Of course, systematic values inquiry does not magically
tell us which questions should drive an evaluation. Just as the
original stakeholder-input approach is plagued with the ques-
tion of how to weight the views of different stakeholders, the
values inquiry approach faces the challenge of weighting
the reported values of different stakeholders. If disparate
value positions are found in a given evaluation, one response
is to engage in more values inquiry (Mark, Henry, & Julnes,
2000). For example, if survey results show discrepant values
across stakeholder groups, then subsequent group discus-
sions with representatives of each stakeholder group might
be undertaken to see if some degree of consensus could be
achieved in light of the specific empirical evidence about the
value positions of each stakeholder group.

Many of the other pragmatic problems that apply to stake-
holder input apply also to values inquiry. The identification
of who should participate in values inquiry, and the difficul-
ties of successfully recruiting them, are as challenging for
values inquiry as for older forms of stakeholder involvement.
One important difference, however, comes in the position,

intrinsic within the values inquiry approach, that the proce-
dures and findings of values inquiry should explicitly be re-
ported. When these aspects of the evaluation planning
process are reported, any potential bias affecting the subse-
quent selection of evaluation questions should be more ap-
parent. Moreover, the process underlying the selection of the
driving questions in an evaluation can be debated, and the re-
sult of this process can be challenged with the same level of
rigor as for other aspects of research. Without the trans-
parency advocated by values inquiry, the evaluator in a sense
can wrap him- or herself in the cloak of stakeholder partici-
pation, with no external accountability for how well stake-
holder inquiry was conducted or translated into evaluation
questions. By increasing the degree of rigor in the stake-
holder input processes and by providing transparent reporting
of stakeholder procedures and findings, the values inquiry ap-
proach holds some promise of improving the way that the dri-
ving questions for an evaluation are selected. 

In short, although it will still be important to think about
program goals, client needs, and program theory, several dif-
ferent methods for values inquiry can be used to help guide the
questions asked in an evaluation, including the question of
which outcome variables should be measured. The argument
for the use of systematic values inquiry is probably strongest
for evaluations of publicly funded programs. Of course, eval-
uation also takes place in the private sector, as in the fairly
widespread evaluation of training programs for employees.
An argument can be made that values inquiry still fits well, at
least for those private-sector firms that subscribe to contempo-
rary business philosophy. Recent schools of thought in busi-
ness management often include efforts to reduce hierarchical
structure in organizations, initiatives to empower frontline
employees as participants in decision making, reconceptual-
izations of consumers and the public as stakeholders, and ef-
forts to realize values other than the bottom line. Businesses
that take such an approach may be responsive to systematic
values inquiry. Indeed, some experience suggests that system-
atic inquiry into different stakeholder groups’ perspectives is
worthwhile even in the case of training evaluation in the pri-
vate sector (Michalski & Cousins, 2001). On the other hand, in
principle private-sector owners and managers can choose to
ignore some stakeholders with impunity. In at least some in-
stances, evaluators may work more efficiently by focusing on
Patton’s (1997) notion of intended use by intended users,
rather than on systematic values inquiry involving a range of
stakeholders. Indeed, in some private-sector contexts the
process of identifying key evaluation questions may actually
simplify to the use of formal program goals or judged needs as
a guide to evaluation.
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FUTURE DIRECTIONS

The area of program and policy development has, to some
extent, been a fertile area for those trying to advance statisti-
cal analysis (e.g., Rubin, 1974) and research design (e.g.,
Shadish et al., 2002). The potential exists for significant
future developments. Among the areas where future develop-
ments are needed are the following four.

First, the theory and techniques of values inquiry is a fer-
tile ground for additional work. Values inquiry is a relatively
recent offshoot of stakeholder approaches. Additional experi-
ence is needed both to refine the specific methods of values
inquiry and to gain experience about how well the general
values inquiry approach works in practice.

Second, conceptual and methodological developments are
needed to help us specify what constitutes a given program or
type of program (Lipsey, 2001). Typically, we define pro-
grams in terms of either (a) a common funding stream (e.g.,
all local sites funded through Head Start are called “Head
Start”) or (b) claims that program staff are following some
named program (e.g., regardless of the funding source, drug
prevention offerings in schools are called DARE, for Drug
Abuse Resistance Training, if police officers are involved).
But how much deviation should be allowed, and on which
dimensions of service delivery, among the activities of local
sites while still justifying use of the same program name? For
example, should a local school’s drug prevention activities be
called DARE if someone other than a police officer serves as
the program staff? How far can a police officer vary from the
DARE curriculum and still have it constitute an instance
of DARE? In essence, the fundamental question is, How do
we decide that two specific cases are instances of the same
category? A related question is, In a world of hierarchically
embedded categories, how do we decide which level of cate-
gorization is more important? For example, should we be
concerned about whether a local school’s activity is an in-
stance of DARE or of the more inclusive category, “resistance
skills training approaches to drug use prevention”? Further
work on how to define the program could have beneficial
effects outside of evaluation because similar questions about
how to define constructs abound in the social and behavioral
sciences.

Third, there is need for the development of better methods
for rigorous estimates of the effects of everyday programs
(Lipsey, 2001). As Lipsey noted, it appears that, at least in
some policy areas, most of the rigorous causal evaluations are
directed at demonstration projects—interventions specially
set up in order to test their effects—rather than at everyday,
ongoing programs. Demonstration programs can facilitate the
use of random assignment, for example, in a way that is rarely

the case for everyday, ongoing programs. In part, improving
methods to evaluate everyday, ongoing programs will proba-
bly involve continued enhancement and refinement of meth-
ods for controlling for selection bias. In part, this may involve
additional work on the pragmatic problems that can limit the
implementation of rigorous methods, including randomized
experiments. Other, more creative approaches may also need
to be developed.

Fourth, evaluation practice may be enhanced in the future
by the development of better methods for combining evidence
from different kinds of methods. Although this chapter has fo-
cused on the conduct of individual evaluations, the cumulation
of evidence from multiple evaluations is critical in order to
draw the best possible inferences to guide actions. Meta-
analyses of evaluations have become relatively commonplace
since Smith and Glass’s (1977) seminal work (Lipsey &
Wilson, 1993). Meta-analytic techniques, however, are lim-
ited in terms of their ability to combine vastly different kinds
of evidence that may be obtained either within or across eval-
uations. These may be quantitative estimates of a program’s
effects, on the one hand, and qualitative evidence, on the other.
Some work has been carried out on cumulating diverse kinds
of evidence (e.g., Droitcour, Silberman, & Chelimsky, 1993),
but further advances would be welcome.

In addition to these four areas of prospective methodolog-
ical developments, the practice of evaluation will likely face
some challenges in the near future. Two potential challenges
stand out. Although these are distinguishable concerns, they
may have a common solution.

The first challenge involves recent disagreements about
the proper role of stakeholders in the conduct of evaluation.
There is a visible trend in one recent stream of evaluation the-
ory that involves a focus on a high level of direct stakeholder
participation in the evaluation. This work has occurred under
such labels as empowerment, participatory, inclusive, and
transformative evaluation (e.g., Fetterman, 2000; Mertens,
1999). Although distinct in some ways, these approaches all
give a central emphasis to stakeholder participation in evalu-
ation. Indeed, authors writing under these banners sometimes
seem to claim that an evaluation is intrinsically flawed if it is
not driven by stakeholders, often by some specific stake-
holder group favored by that approach, such as program
clients or the disadvantaged. These approaches take stake-
holder involvement both as necessary and as an intrinsic
good, and many of them seem to suggest that stakeholder
involvement should be at a high level throughout the evalua-
tion. Indeed, some recent authors seem to be suggesting that
stakeholder dialogue comprises evaluation, while others sug-
gest that the professional evaluator’s role is that of a consul-
tant to help stakeholders directly carry out all stages of an
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evaluation. In contrast, other streams of contemporary evalu-
ation theory and practice view stakeholder participation as
beneficial, but as instrumental to other evaluation activities
and to evaluation use rather than as an intrinsic and necessary
good. In addition, while the empowerment and transforma-
tive literature emphasizes stakeholder process, the rest of the
field emphasizes evaluation findings.

A second potential challenge involves the role of evalua-
tion relative to several related endeavors in service of organi-
zational learning. Several evaluators have suggested that
evaluation needs to merge with routine organizational learn-
ing and quality improvement methods (Fetterman, 2001;
Torres & Preskill, 2001). The long-term challenge raised by
this perspective involves whether the practice of evaluation
will exist separately, or will instead be subsumed by tools of
industrial engineering or quality improvement. As even ad-
vocates of integration of evaluation and organizational learn-
ing recognize (e.g., Torres & Preskill, 2001), it may be
important that evaluation as a practice area is not simply sub-
sumed within these other endeavors. Continuous quality im-
provement and organizational learning approaches may
emphasize ongoing adjustments in organizational practices in
order to try to achieve incremental improvements. Although
this kind of work certainly has its place, the field of evalua-
tion, as generally practiced by psychologists, also holds in
high regard the kind of causal methods that can be used to as-
sess the overall merit and worth of programs and policies.
The experience of DARE is illuminating. In the last two
decades DARE has come to be widely used as a drug abuse
prevention program in schools. A series of evaluations,
mostly using quasi-experimental designs, have demonstrated
that DARE was not effective and in some circumstances may
actually backfire. Attention to underlying mechanisms helped
to explain the null and occasional negative effects: By em-
phasizing the prevalence of drug use, DARE inadvertently
made drug use seem to be normative, as something that peo-
ple generally do and accept. Based on the results of these
cause-probing evaluations, major funding has been provided
to carry out a complete reformulation of the DARE program.
If the evaluation of DARE had focused on organizational
learning and continuous quality improvement, the risk is that
the evaluation results would have amounted to, as the expres-
sion goes, rearranging deck chairs on the Titanic.

In essence, these two challenges—sorting out the proper
role of stakeholder participation and defining the role of other
forms of evaluation relative to organizational learning and
quality improvement—point to the same long-term need. It is
a need to develop usable frameworks to try to help evalua-
tors, funders, and stakeholders make reasoned judgments
about what kind of evaluation activities are appropriate at a

given time in a specific context. Sometimes the methods of
causal analysis are appropriate, but certainly not in all cases.
In fact, given the complexity, cost, and challenges of rigorous
causal methods, it is important not to assume that they should
be at the center of all evaluations. Sometimes performance
measurement systems are appropriate. Sometimes stake-
holder dialogue may be exactly what is needed. Sometimes
continuous quality improvement and organizational learning
techniques should be at the fore. Sometimes one or another
combination of these approaches is called for. Although a
case could be made that the field of evaluation should en-
dorse a diversity of approaches and “let a thousand flowers
bloom,” this would provide precious little direction to those
who must commission evaluations (and to those who must
conduct them). Thus, theories and conceptual frameworks
that aid in making choices among the many available evalua-
tion options will prove increasingly important in the future
(see Mark, Henry, & Julnes, 2000, for a tentative and partial
framework of this sort).

SUMMARY AND CONCLUSIONS

Evaluation in general aims to provide information about poli-
cies and programs with the hope that the information can be
used to help make things better. For the kinds of policy and
programs psychologists evaluate, the question of effects—of
the difference the policy or program makes on valued out-
comes—is often central. Accordingly, in this chapter consid-
erable attention has been given to the methods for causal
analysis that can be used in evaluation. These methods can be
used to approximate the ideal counterfactual in order to esti-
mate a program’s effects, to study mediation in order to try to
understand the underlying mechanisms through which the
program may have its effects, and to probe the moderators of
program effectiveness in order to fill in the gaps in our
knowledge of an INUS world. When a program’s effects are
estimated (e.g., with a randomized experiment or the best
available quasi-experiment), interested parties can better
judge the program’s value and decide whether to continue its
funding.

But the knowledge of causal methods does not suffice for
evaluation practice. Unlike basic research, where research
questions reasonably derive from theory and researcher inter-
est, and unlike much applied research, where a sponsor’s
interests may reasonably guide the research question, the se-
lection of the driving questions in an evaluation can be rela-
tively challenging. Especially for publicly funded policies
and programs, there are likely to be competing stakeholders,
including the public, who may have differing values and
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perspectives. Values inquiry, with its emphasis on systematic
methods for assessing stakeholder views and on explicit
reporting to enhance transparency and accountability, is a
promising approach for guiding the choice of evaluation
questions. Values inquiry is also one of several promising
areas where methodological and theoretical developments are
desirable and may be expected in the foreseeable future.

The policies and programs that psychologists and others
evaluate are intended to make a positive difference in peo-
ple’s lives. They may be designed, for example, to reduce
prejudice (Aronson et al., 1978), to improve the educational
attainment of children (Zigler & Muenchow, 1992), and to
improve individuals’ psychological well-being (Smith &
Glass, 1977). But the good intentions of program designers
do not automatically translate into effective programs. Thus
there is a need for evaluation. High-quality evaluation can
contribute in many ways. Ineffective programs can be identi-
fied and alternatives developed (as in the case of DARE).
Effective programs, on the other hand, can be identified and
support for them increased. Underlying mechanisms can be
demonstrated, opening up the possibilities of more effective
and more efficient interventions. The contextual complexi-
ties, that is, the moderators of effectiveness in an INUS
world, can be identified, thereby raising the prospect of better
targeting interventions to those cases where they are most
likely to be effective. In all these and other ways, the ultimate
goal of evaluation is to improve the capacity of policies and
programs to achieve their intended ends to improve people’s
lives. If evaluation can achieve this goal, even in some
degree, it is no small accomplishment.
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In this chapter, we provide a basic introduction to the mea-
surement of mood. After decades of neglect, mood emerged
as a seminal concept within psychology during the 1980s,
and its prominence has continued unabated ever since. In-
deed, a PsycINFO database survey during the 5-year period
from 1996 to 2000 generated 5,563 references with the key-
word mood. Our survey of this rapidly expanding literature is
organized into three broad sections. First, because good in-
struments obviously should assess the basic constructs in a
domain, we examine current thinking and research regarding
the underlying structure of mood. Second, we briefly de-
scribe and evaluate many of the most important measures in
this area. Finally, we discuss several general issues related to
the reliability and construct validity of mood measures.

Before turning to these other matters, however, we first
need to define the domain itself. What exactly is a mood, and
how does it differ from the related concept of emotion?
Moods can be defined as transient episodes of feeling or af-
fect (Watson, 2000a). As such, moods differ from emotions in
several important ways (see Larsen, 2000; Watson, 2000a,
2000b); we will restrict ourselves here to three key differ-
ences that have important implications for measurement.
First, mood research focuses primarily—indeed, almost
exclusively—on subjective, phenomenological experience.
In contrast, emotions classically have been viewed as multi-
modal psychophysiological systems, with at least four differ-
entiable components: (a) the subjective (e.g., feelings of fear
and apprehension), (b) the physiological (e.g., activation of
the sympathetic nervous system), (c) the expressive (e.g., the

facial expression of fear), and (d) the behavioral (e.g., flight
away from danger; Watson, 2000a; Watson & Clark, 1992).
Thus, in sharp contrast to emotion research, mood measure-
ment essentially involves the assessment of subjective feel-
ings, without any systematic consideration of these other
components.

Second, emotions tend to be extremely brief, lasting per-
haps only a few seconds (Izard, 1991; Larsen, 2000). One
occasionally observes prolonged emotional states, but these
extended reactions tend to be dysfunctional manifestations of
psychopathology (see Clark & Watson, 1994; Watson,
2000a). In contrast, moods typically are much longer in dura-
tion. For example, whereas the full emotion of anger might
last for only a few seconds, an annoyed or irritable mood may
persist for several hours, or even for a few days. Because
of their longer duration, moods are more easily linked to
long-term individual differences in temperament and person-
ality. Indeed, some prominent measures in this area—such as
the Multiple Affect Adjective Checklist–Revised (MAACL-
R; Zuckerman & Lubin, 1985) and the Positive and Negative
Affect Schedule–Expanded Form (PANAS-X; Watson &
Clark, 1994)—contain alternative versions that permit one to
assess either (a) short-term fluctuations in current mood or
(b) long-term individual differences in trait affect. Accord-
ingly, we consider both state and trait affect in our review.

Third, the concept of mood subsumes all subjective feel-
ing states, not simply those experiences that accompany clas-
sical, prototypical emotions such as fear and anger. This has
caused some confusion in the literature; writers periodically
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have criticized mood measures for including nonemotion
terms (e.g., sleepy, calm, alert) as items (e.g., Lazarus, 1991;
Clore, Ortony, & Foss, 1987). This criticism is based on the
assumption that mood research should be restricted to clear
referents of emotion, which simply is not the case. Because
mood researchers seek to understand all aspects of affective
experience, it is necessary to go beyond the narrow confines
of prototypical emotions and assess a much broader array of
feelings (see Watson, 2000a). Accordingly, this does not rep-
resent a valid criticism of mood measures.

THE STRUCTURE OF AFFECTIVE EXPERIENCE

Discrete Affect Models

What are the basic constructs that need to be assessed in this
domain? Early mood research tended to emphasize the impor-
tance of discrete, specific types of affect, such as fear-anxiety,
sadness-depression, anger-hostility, and happiness-joy. This
approach was supported by an extensive array of evidence;
most notably, structural analyses of mood terms repeatedly
identified well-defined content factors corresponding to these
specific affective states. Moreover, a common core of discrete
affects—including fear, sadness, and anger—emerged consis-
tently across factor analyses reflecting different pools of items
and diverse samples of respondents (e.g., McNair, Lorr, &
Droppleman, 1971; Nowlis, 1965; Watson & Clark, 1994;
Zuckerman & Lubin, 1985).

Nevertheless, advocates of this approach eventually en-
countered a very serious problem, namely, that measures of
different specific affects are strongly interrelated and tend to
show questionable discriminant validity. Correlations among
affects of the same valence tend to be particularly strong.
For instance, people who experience significant levels of one
type of negative affect (e.g., anger) also tend to report ele-
vated levels of other negative moods (e.g., fear, sadness,
guilt); similarly, individuals who report one type of positive
mood (e.g., joy) report many others (e.g., energy, enthusiasm,
interest) as well. In fact, multitrait-multimethod analyses
consistently demonstrate much stronger evidence for non-
specificity (i.e., significant positive correlations among
measures of different, similarly valenced affects) than for
specificity (i.e., unique relations between indicators of the
same target affect) in mood data (see Bagozzi, 1993; Beren-
baum, Fujita, & Pfennig, 1995; Diener, Smith, & Fujita,
1995; Watson & Clark, 1992). We should add that cross-
valence correlations (e.g., between fear and enthusiasm) tend
to be much weaker, but often are not negligible, an issue we
shall return to later.

Dimensional Models

This enormous nonspecificity establishes that mood can be
characterized by a much smaller number of general dimen-
sions. Accordingly, researchers increasingly have turned to
dimensional models over the past two decades. Although ear-
lier approaches often posited three major dimensions (e.g.,
Engen, Levy, & Schlosberg, 1958), affect researchers gradu-
ally converged on a two-factor structure. In 1980, Russell
made a major contribution to this literature by proposing that
these two dimensions define a circumplex, that is, a model in
which mood descriptors can be systematically arranged
around the perimeter of a circle. As it is usually presented,
this circumplex actually defines four bipolar dimensions that
are spaced 45° apart: Pleasantness (pleasure versus misery),
Excitement (excitement vs. depression), Activation (arousal
vs. sleepiness), and Distress (distress vs. contentment; see
Russell, 1980, Figure 1). We must emphasize, however, that
Russell always has viewed Pleasantness and Activation as the
basic dimensions of affect (see Feldman Barrett & Russell,
1998; Russell & Carroll, 1999).

Although Russell (1980) reported some evidence suggest-
ing that this circumplex could be applied to self-rated mood,
most of his evidence actually was based on other types of
affect data (e.g., analyses of facial expressions, judged simi-
larities among mood terms). Watson and Tellegen (1985),
however, subsequently reanalyzed data from several studies
and established that the same basic two-dimensional structure
also consistently emerged in self-report data. Furthermore, on
the basis of these reanalyzed data, they presented a circular
structure that was designed to resemble Russell’s circumplex
as closely as possible. This structure is displayed in Fig-
ure 14.1. Paralleling Russell’s model, Watson and Tellegen’s
circular scheme portrays four bipolar dimensions that are
neatly spaced 45° apart: Pleasantness (happy vs. sad), Posi-
tive Affect (excited vs. sluggish), Engagement (aroused vs.
still), and Negative Affect (distressed vs. relaxed). In contrast
to Russell, however, Watson and Tellegen emphasized the im-
portance of the Positive Affect and Negative Affect dimen-
sions that are represented by the solid lines in Figure 14.1.

Although it has encountered some significant problems of
its own (which we discuss shortly; see also Watson, Wiese,
Vaidya, & Tellegen, 1999), this affect circumplex continues
to exert a dominant influence on affect assessment at the gen-
eral, higher order level (see Feldman Barrett & Russell, 1998;
Larsen & Diener, 1992; Russell & Carroll, 1999; Tellegen,
Watson, & Clark, 1999; Watson et al., 1999). We must
emphasize again that although the defined space is itself two-
dimensional, the circumplex traditionally is displayed as con-
sisting of four bipolar constructs, which essentially represent
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Figure 14.1 The two-dimensional structure of affect. Source: From
Watson and A. Tellegen (1985, p. 221). Copyright 1985 by the American
Psychological Association.
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rival two-factor schemes: one based on Pleasantness and
Engagement (to use the terminology shown in Figure 14.1),
and the other defined by Negative Affect and Positive Affect.
We shall review measures of all four constructs later.

A Hierarchical Synthesis

Watson and Tellegen (1985) further clarified the underlying
structure of the domain by pointing out that these two basic ap-
proaches—that is, general dimensions and discrete affects—
are not incompatible or mutually exclusive; rather, they reflect
different levels of a single, integrated hierarchical scheme (see
also Berenbaum et al., 1995; Diener et al., 1995; Watson &
Clark, 1992, 1994, 1997). Specifically, they proposed that the
higher order dimensions of Negative Affect and Positive
Affect each can be decomposed into several correlated—yet
ultimately distinct—affective states; the general dimension of
Negative Affect, for instance, can be subdivided into specific
negative affects such as fear, hostility, and sadness. In this hi-
erarchical scheme, the lower level reflects the specific content
of the mood descriptors (i.e., the distinctive qualities of the
individual discrete affects), whereas the higher order level
reflects their valence (i.e., whether they reflect negative or
positive states).

Subsequent studies have reported evidence that strongly
supports this hierarchical scheme. Watson and Clark (1992),
for example, reported four studies demonstrating the hierar-
chical arrangement of the negative affects. In their Study 1,

measures of sadness-depression correlated more highly with
one another than with indicators of fear-anxiety or anger-
hostility. Similarly, Studies 2 and 3 demonstrated that a given
Time-1 measure (e.g., Time-1 guilt) correlated more strongly
with its Time-2 counterpart (e.g., Time-2 guilt) than with
Time-2 measures of other negative affects (e.g., Time-2
sadness). Finally, Study 4 established that self-rated traits
(e.g., self-rated sadness) correlated more highly with their
peer-rated counterparts (e.g., peer-rated sadness) than with
parallel ratings of other target affects (e.g., peer-rated hostil-
ity). Berenbaum et al. (1995) later replicated these findings in
another series of four studies.

Consequently, both levels of this hierarchical structure
must be assessed in any comprehensive assessment of mood.
We therefore consider measures of both specific, discrete af-
fects and general dimensions in our review. Finally, it is worth
noting that Tellegen et al. (1999) recently proposed an ex-
panded three-level hierarchical scheme that incorporates im-
portant features from all of the approaches we have discussed.
A general bipolar dimension of Pleasantness versus Unpleas-
antness (a key construct in Russell’s model) comprises the
highest level of this structure; this dimension reflects the
fact that positive and negative affective states tend to be neg-
atively correlated (albeit somewhat weakly) with one another.
The intermediate level of the model consists of the Positive
and Negative Affect dimensions that were highlighted by
Watson and Tellegen (1985); this level represents the strong
within-valence correlations that were discussed earlier.
Finally, the lowest level of the hierarchy consists of discrete
affects such as fear, anger, and sadness; this level captures the
distinctive qualities of these specific types of affect.

REVIEW OF EXISTING MEASURES

Measures of the Higher Order Dimensions

Measures of Pleasantness and Activation

We begin our review by considering measures of Pleasantness
(also known as Valence or Evaluation) and Engagement
(also called Activation or Arousal). This represents a rather
puzzling area within the affect assessment literature. As we
already have discussed, Pleasantness and Engagement are im-
portant constructs that have played an influential role in mood
research for several decades. Moreover, measures of these di-
mensions have been included in numerous studies (e.g.,
Green, Goldman, & Salovey, 1993; Russell & Carroll, 1999;
Watson, 1988; Watson et al., 1999). Almost invariably, how-
ever, researchers have relied on ad hoc measures whose psy-
chometric properties have not been thoroughly established.
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Because of this, no scales have emerged as standard, widely
used measures of these constructs.

For instance, in their recent examination of affect scales,
Larsen and Fredrickson (1999) reviewed only one measure
of these dimensions, the Affect Grid (Russell, Weiss, &
Mendelsohn, 1989). The Affect Grid consists of a single item,
which is presented to respondents as a 9 × 9 matrix. Partici-
pants are instructed to place a check within the cell of this
matrix that best reflects their current feelings of pleasantness
and activation. One key advantage of this approach is that the
Affect Grid can be administered repeatedly over a relatively
short interval without taxing the patience of respondents.
This makes it ideal for intensive, massed assessments of
mood (see Russell et al., 1989). At the same time, however,
the Affect Grid suffers from two problems that lessen its
value in many assessment contexts. First, because it consists
of only a single item, its internal consistency reliability can-
not be determined. Second, because the assessment is com-
pletely undisguised (i.e., the targeted constructs of Pleasant-
ness and Engagement are explicitly presented to
respondents), its validity may be significantly compromised
in situations in which responses are likely to be substantially
influenced by expectancy effects, demand characteristics, or
social desirability concerns.

Feldman Barrett and Russell (1998; see also Yik, Russell,
& Feldman Barrett, 1999) recently introduced a promising
assessment instrument, the Current Mood Questionnaire
(CMQ), which includes measures of Pleasantness and
Engagement. The CMQ was designed to assess the affect
circumplex in a comprehensive manner, and it contains scales
assessing all of the octants displayed in Figure 14.1. One un-
usual feature of the full CMQ is that each octant can be mea-
sured using three different rating methods: (a) simple mood
adjectives that are rated on a 5-point Likert scale; (b) more
elaborate statements that are assessed using a 5-point agree-
disagree format; and (c) a similar set of statements that are
rated using a 4-point “describes me” format. Feldman
Barrett, Russell, and their colleagues also have included a
fourth measure of Pleasantness and Engagement in many of
their analyses, using six-item semantic differential scales that
originally were developed by Russell and Mehrabian (1974).
Although the use of multiple methods can be cumbersome
and time consuming, it allows one to compute corrected
correlations that control for both random and systematic (i.e.,
method variance) sources of error; we shall consider this
important issue in detail later.

The CMQ scales assessing the Pleasantness, Unpleasant-
ness, Engagement, and Disengagement octants tend to be
quite short, consisting of only two to four items within each
method. Despite their brevity, however, the Pleasantness and

Unpleasantness scales typically show excellent reliabilities.
In their Studies 2 and 3, Feldman Barrett and Russell (1998)
obtained internal-consistency reliabilities (coefficient alphas)
ranging from .79 to .91 (Mdn = .88) for their Pleasantness
scales, and from .83 to .90 (Mdn = .88) for the Unpleasant-
ness scales (Feldman Barrett, personal communication,
November 13, 2000). Moreover, the reliabilities were even
better when the items from both octants were combined into
single bipolar measures of Pleasantness versus Unpleasant-
ness, ranging from .88 to .94 (Mdn = .91).

The CMQ measures of Engagement versus Disengagement
proved to be less satisfactory, however (Feldman Barrett,
personal communication, November 13, 2000). Coefficient
alphas for the Engagement scales ranged from .63 to .83, with
a median value of only .73; similarly, the reliabilities for the
Disengagement measures ranged from .50 to .78, with a me-
dian value of .71. Moreover, combining the items from both
octants into a single bipolar measure of Engagement versus
Disengagement did not improve things much: The reliabilities
still ranged from .67 to .86, with a median value of .77. We
have collected CMQ data (using only the describes-me
response format) in a sample of 676 University of Iowa under-
graduates, and the results are even more discouraging. Coeffi-
cient alphas for the Engagement and Disengagement scales
were .59 and .58, respectively; combining the items into a
single bipolar dimension still yielded an alpha of only .66.

The CMQ Engagement and Disengagement scales appear
to work well when they are used as originally intended, that
is, as components in a multimethod approach that is designed
to control for various types of measurement error (Feldman
Barrett & Russell, 1998; Yik et al., 1999). They are less
satisfactory, however, when used separately as stand-alone
measures of these constructs. Thus, we cannot advocate
their broad use as general measures of Engagement versus
Disengagement.

We should emphasize that this problem is by no means
unique to the CMQ, but rather reflects a more general issue in
mood measurement. Although it is relatively easy to create
reliable indicators of Pleasantness versus Unpleasantness, it
has proven much more difficult to create good measures of
Engagement versus Disengagement (see Watson et al., 1999).
The assessment difficulties in this area reflect two basic prob-
lems. First, compared to the other three dimensions shown in
Figure 14.1, the available supply of good marker terms is rel-
atively limited for this dimension. In this regard, Watson
et al. (1999) measured all of the octants in the affect circum-
plex in three different samples; they analyzed these data
using CIRCUM (Browne, 1992), a structural modeling tech-
nique for testing circumplexity (see also Fabrigar, Visser, &
Browne, 1997). Rather than defining a neat circumplex,
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however, the data actually revealed the presence of two broad
superclusters (see Watson et al., 1999, Figure 2). The first
(spanning from High Negative Affect to Disengagement)
occupied only 100° of the circle (rather than the 135° de-
picted in Figure 14.1), whereas the second (ranging from
Low Negative Affect to Engagement) occupied only 105°.
These superclusters were separated by two large gaps at
the opposite ends of the space (76° between Engage-
ment and High Negative Affect, 79° between Disengagement
and Low Negative Affect); these gaps reflected the fact that
no variables fell close to the hypothesized Engagement-
Disengagement axis.

Put differently, none of the analyzed variables was affec-
tively neutral; rather, all of them could be characterized as
positively or negatively valenced. In light of this situation,
mood researchers typically have been forced to use valenced
terms in their measures of Engagement versus Disengage-
ment. The CMQ, for instance, includes a number of posi-
tively valenced items (e.g., alert, filled with energy, full of
energy) and negatively valenced items (e.g., stirred up, keyed
up) in its Engagement scales. Although this practice is prob-
lematic, researchers ultimately have little choice. As the
Watson et al. (1999) results demonstrate, it has proven very
difficult to identify affectively neutral terms that are clear,
unambiguous markers of this dimension.

The second problem concerns the relatively weak bipolar-
ity of this dimension. The accumulating data consistently
demonstrate strong negative correlations between measures
of Pleasantness and Unpleasantness. For instance, Watson
and Tellegen (1999) summarized the results of several studies
that reported latent correlations (controlling for measurement
error) between measures of Pleasantness and Unpleasant-
ness; these correlations ranged from −.84 to −.93, with a

median value of −.91 (see Watson & Tellegen, 1999, Table
1). In contrast, the correlations between measures of Engage-
ment and Disengagement tend to be much lower. Because of
this, there is little to be gained (in terms of augmenting relia-
bility) by combining the two ends of the dimension into a sin-
gle bipolar scale.

To document this important point, Table 14.1 presents
data from four samples in which respondents completed mea-
sures of all of the octants in the affect circumplex. The first
three samples were described previously by Watson et al.
(1999). Sample 1 consists of 486 undergraduates at Southern
Methodist University (SMU) who rated their current, mo-
mentary mood using a 5-point scale (1 = very slightly or not
at all, 5 = extremely); Sample 2 was composed of 317 SMU
students who completed a general, trait version of the same
questionnaire. Participants in both samples rated themselves
on the 38 affect terms shown in Figure 14.1. The descriptors
defining each octant then were summed to yield an overall
measure of that octant; however, two terms (placid and qui-
escent) had to be dropped because many respondents were
unfamiliar with them and left them blank. Sample 3 consisted
of 421 University of Iowa undergraduates who rated their
current, momentary mood on the same 5-point scale. Using
the terms presented in Russell (1980) and Feldman Barrett
and Russell (1998) as a guide, Watson et al. (1999) created
three- or four-item scales to assess each octant (the terms
included in each scale are reported in Watson et al., 1999,
p. 822). Finally, Sample 4 consisted of the 676 University of
Iowa students who rated themselves on the CMQ using the
describes-me format. Six of the octant scales were assessed
in their original form; however, the CMQ markers of High
Positive Affect and High Negative Affect were modified to
maximize their similarity to the corresponding scales in the

TABLE 14.1 Correlations Among Octant Markers of the Affect Circumplex

Correlation Sample 1 Sample 2 Sample 3 Sample 4 Mean r

Pleasantness-Engagement markers
Pleasantness vs. Unpleasantness −.47* −.37* −.36* −.65* −.50
Engagement vs. Disengagement −.20* .02 −.30* −.35* −.24
Pleasantness vs. Engagement .33* .30* .46* .31* .35
Pleasantness vs. Disengagement −.07 −.09 −.17* −.17* −.13
Unpleasantness vs. Engagement −.06 .17* −.15* −.14* −.07
Unpleasantness vs. Disengagement .15* .31* .21* .25* .23

Positive-Negative Affect markers
High PA vs. Low PA −.31* −.13 −.35* −.60* −.41
High NA vs. Low NA −.41* −.34* −.16* −.52* −.39
High PA vs. High NA .15* .01 .20* −.20* .01
High PA vs. Low NA .04 .15* .31* .52* .30
Low PA vs. High NA .23* .52* .09 .36* .30
Low PA vs. Low NA .08 −.14 −.28* −.38* −.21

Note. N = 486 (Sample 1), 317 (Sample 2), 421 (Sample 3), 676 (Sample 4). PA = Positive Affect. NA = Negative Affect.
*p < .01, two-tailed.
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Positive and Negative Affect Schedule (PANAS; Watson,
Clark, & Tellegen, 1988).

Correlations among the Pleasantness and Engagement
scales are presented in the top half of Table 14.1. The table
shows the individual correlations from each sample, as well as
weighted mean coefficients calculated across all of them
(these were computed after subjecting the individual sample
correlations to an r to z transformation). Consistent with the
evidence reviewed earlier, these data demonstrate moder-
ate to strong bipolarity between markers of Pleasantness and
Unpleasantness, with an overall mean correlation of −.50.
Corrected for measurement error, these coefficients again
would reflect a very strong inverse relation between the two
hypothesized poles of this dimension. In sharp contrast, how-
ever, the correlations between hypothesized markers of
Engagement and Disengagement ranged from .02 to −.35,
with a mean coefficient of only −.24. These correlations
reflect a rather weak level of bipolarity, and indicate that
the two hypothesized poles of this dimension do not neatly de-
fine the opposite ends of a single construct. On the basis of
these data, we strongly recommend that mood researchers
carefully examine the correlations between their Engagement
and Disengagement scales before combining them into a sin-
gle bipolar measure.

It also is noteworthy that the Engagement scales tended
to correlate more strongly with markers of Pleasantness (mean
r = .35) than with indicators of Disengagement (mean r =
−.24); conversely, the Disengagement measures correlated as
highly with Unpleasantness (mean r = .23) as with Engage-
ment. These results again demonstrate that it is exceedingly
difficult to find mood terms that truly are affectively neutral.
In these four samples, the purported markers of Engagement
clearly tended to be positively valenced, whereas the Disen-
gagement items tended to be negatively valenced.

In summary, Pleasantness and Engagement represent key
constructs within the affect literature. It is rather surprising,
therefore, that so little attention has been given to their as-
sessment, such that no scales have emerged as standard, de-
finitive measures of these constructs. Our brief survey of this
literature indicates that it is relatively easy to develop reliable
measures of Pleasantness and Unpleasantness; the CMQ, for
instance, contains three reasonably reliable measures of each
construct. Furthermore, in light of the strongly bipolar nature
of this dimension, markers of Pleasantness and Unpleasant-
ness can be safely combined into a single index to create an
even more reliable measure of the construct. In sharp con-
trast, the assessment of the Engagement dimension has
proven to be much more problematic. As we have seen, the
available supply of good marker terms is relatively limited
for this dimension. Furthermore, the two hypothesized ends

of the dimension tend to be weakly interrelated, making it
problematic to combine them into a single bipolar scale. This
is a significant assessment problem that merits far greater
attention from affect researchers in the future.

Measures of Positive and Negative Affect

The situation is quite different when one examines the litera-
ture related to the Positive and Negative Affect dimensions
depicted in Figure 14.1. Multiple measures of these con-
structs have been created, and several of these scales—
including those of Bradburn (1969), Stone (1987), and
Diener and Emmons (1984)—were frequently used in the
past (for a comparative analysis of these instruments, see
Watson, 1988). Gradually, however, the PANAS (Watson et
al., 1988) emerged as the standard measure of these con-
structs. The original PANAS (which later was subsumed into
the more comprehensive PANAS-X) contains 10-item scales
assessing each dimension. The terms comprising the PANAS
Positive Affect scale are active, alert, attentive, determined,
enthusiastic, excited, inspired, interested, proud, and strong;
the items included in the Negative Affect scale are afraid,
ashamed, distressed, guilty, hostile, irritable, jittery, nervous,
scared, and upset. These terms can be used with several dif-
ferent time instructions (e.g., how one feels right now, how
one has felt over the past week, how one feels in general). In
each case, respondents rate the extent to which they have ex-
perienced each term on a 5-point scale (1 = very slightly or
not at all, 5 = extremely). Since their introduction in 1988,
the PANAS scales have been used in hundreds of studies; in
fact, an inspection of the Institute for Scientific Information
citation database indicates that the original 1988 article now
has been cited more than 1,450 times.

The widespread popularity of the PANAS rests, in part, on
the rich body of psychometric data that have established the
reliability and validity of the scales. With regard to reliability,
Watson et al. (1988) reported that the PANAS scales showed
excellent internal consistency in six large data sets, with sam-
ple sizes ranging from 586 to 1,002. Specifically, the coeffi-
cient alphas for the Negative Affect scale ranged from .84 to
.87, whereas those for the Positive Affect scale ranged from
.86 to .90. Watson and Clark (1994) later reported a more ex-
tensive analysis of this issue, examining data from 19 sam-
ples (representing eight different time instructions) with a
combined N of 17,549. Across these samples, the coefficient
alphas ranged from .83 to .90 for Negative Affect, and from
.84 to .91 for Positive Affect (see Watson & Clark, 1994,
Table 4).

With regard to validity, Watson et al. (1988) established
that the PANAS scales were excellent measures of the
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underlying Positive and Negative Affect dimensions. Watson
et al. factor-analyzed the data from six large data sets, ex-
tracting two factors in each case. They then correlated the
PANAS scales with regression-based estimates of these fac-
tors. The PANAS Positive Affect scale had correlations rang-
ing from .89 to .95 with the Positive Affect factor scores, and
from −.02 to −.17 with the Negative Affect factor. Con-
versely, the PANAS Negative Affect scale had correlations
ranging from .91 to .93 with scores on the Negative Affect
factor, and from −.09 to −.18 with the Positive Affect factor.
Watson and Clark (1997) subsequently extended these find-
ings in 13 additional data sets. Eleven of these were between-
subject data sets with a combined sample size of 8,685.
Across these samples, the PANAS Positive Affect scale had
correlations ranging from .90 to .95 (Mdn = .93) with its cor-
responding factor score; similarly, the PANAS Negative Af-
fect scale had convergent correlations ranging from .92 to .95
(Mdn = .94) with its target factor. In the final two samples,
respondents rated themselves repeatedly over a large number
of occasions: One data set was based on momentary ratings
(10,169 observations) and the other on daily ratings (11,322
observations). The data in each sample were standardized on
a within-subject basis and then subjected to an overall factor
analysis. The PANAS Positive Affect scale had correlations
of .93 and .90 with its corresponding factor score in the
momentary and daily ratings, respectively; the convergent
correlations for the Negative Affect scale were .89 and .89,
respectively.

The construct validity of the PANAS is further supported
by a diverse array of evidence. For instance, state versions of
the scales (in which respondents rate how they are feeling
currently, or how they have felt over the course of the day)
have been shown to be sensitive to a variety of transient
situational and biological factors. Thus, PANAS Negative
Affect scores are significantly elevated in response to stress
and are reduced following moderate exercise. Conversely,
Positive Affect scores are significantly elevated following
exercise and social interactions, and show a systematic circa-
dian rhythm over the course of the day; they also have been
shown to be highly sensitive to variations in the daily body
temperature rhythm and the sleep-wake cycle (see Watson,
2000a; Watson et al., 1999).

Furthermore, trait versions of the scales (in which respon-
dents rate how they have felt over the past year, or how they
feel in general) are strongly stable over several months and
display substantial levels of stability over retest intervals as
long as 7 years (Watson & Clark, 1994; Watson & Walker,
1996). In addition, self-ratings on the scales show significant
convergent validity when correlated with corresponding
judgments made by well-acquainted peers, such as friends,

roommates, dating partners, and spouses (see Watson &
Clark, 1991, 1994; Watson, Hubbard, & Wiese, 2000). Self-
ratings on these scales also show strong convergence with the
Big Two personality traits of extraversion and neuroticism;
for instance, in a combined sample of 4,457 respondents, the
general, trait version of the PANAS Negative Affect scale
correlated .58 with neuroticism, whereas the Positive Affect
scale correlated .51 with extroversion (Watson et al., 1999).
We shall examine the construct validity of these general trait
ratings in greater detail shortly.

It also is noteworthy that Watson (2002) recently created
parallel forms of the PANAS scales. These new scales also
are composed of 10 terms each, none of which overlap with
those included in the original scales. The parallel form of the
Positive Affect scale consists of the terms bold, cheerful, con-
centrating, confident, daring, delighted, energetic, fearless,
joyful, and lively; the alternate form for the Negative Affect
scale includes angry, angry at self, blameworthy, dissatisfied
with self, disgusted, disgusted with self, frightened, loathing,
scornful, and shaky. These parallel versions also show excel-
lent psychometric properties. For instance, across 12 large
between-subject data sets with a combined sample size of
9,887, the new Positive Affect scale had coefficient alphas
ranging from .81 to .89 (Mdn = .88) and the Negative Affect
scale had alphas ranging from .85 to .91 (Mdn = .87). More-
over, these new measures are strongly convergent with the
original scales. Across the 12 data sets, the two Positive
Affect scales had convergent correlations ranging from .79 to
.87 (Mdn = .86) and the Negative Affect scales had correla-
tions ranging from .82 to .89 (Mdn = .85). Furthermore, trait
versions of these parallel forms showed levels of (a) tempo-
ral stability and (b) self-other convergence that were fully as
good as the original PANAS scales. The development of
these parallel forms represents a significant advance in the
assessment of these higher order dimensions; as noted earlier,
by using multiple indicators of a construct, one is able to
compute corrected, latent correlations that control for mea-
surement error (see Watson, 2002, for more details).

Despite (or perhaps because of) their popularity, however,
the PANAS scales have not been immune to criticism. Some
of these criticisms are terminological and need not concern us
here (for discussions, see Watson & Clark, 1997; Watson
et al., 1999). We will focus instead on one very understand-
able concern, namely, the unipolar nature of the scales. As
we have noted, the PANAS scales (and, indeed, virtually all
of the commonly used measures of these dimensions) contain
only high-end terms, such as active, interested, enthusiastic
(Positive Affect), guilty, irritable, and scared (Negative
Affect). The dimensions portrayed in Figure 14.1, however,
clearly are bipolar in nature: Low Positive Affect is defined
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by terms reflecting lassitude and lethargy (e.g., sluggish,
dull), whereas Low Negative Affect is characterized by indi-
cators of serenity (e.g., calm, relaxed). Several writers have
criticized the PANAS for excluding these low-end terms,
arguing quite plausibly that unipolar scales cannot possibly
assess bipolar dimensions validly (Larsen & Diener, 1992;
Mossholder, Kemery, Harris, Armenakis, & McGrath, 1994;
Nemanick & Munz, 1994).

Why were these low-end terms excluded from the PANAS
scales? The reason is that they subsequently were found to be
factorially complex and to correlate significantly with both of
the underlying dimensions. Their factorial complexity is well
illustrated in the bottom half of Table 14.1, which reports cor-
relations among scales assessing the High Positive Affect,
High Negative Affect, Low Positive Affect, and Low Nega-
tive Affect octants of Figure 14.1; these data are based on the
same four samples described earlier. Consistent with the
structural scheme depicted in Figure 14.1, markers of High
and Low Positive Affect do tend to be inversely related, with
a weighted mean correlation of −.41. Contrary to Figure
14.1, however, the Low Positive Affect terms also are moder-
ately correlated with markers of High Negative Affect (mean
r = .30). Similarly, the Low Negative Affect scales are mod-
erately related to both High Negative Affect (mean r = −.39)
and High Positive Affect (mean r = .30). These results estab-
lish some significant inaccuracies in the original formulation
of the affect circumplex (see Watson et al., 1999, for a
discussion).

Moreover, they further suggest that the inclusion of these
low-end terms actually would lessen the construct validity of
the PANAS scales. Watson and Clark (1997) examined this
issue by constructing a bipolar form of the PANAS. They cre-
ated a bipolar Positive Affect scale by reverse-keying ratings
on the four items comprising the PANAS-X Fatigue scale
(sleepy, tired, sluggish, drowsy) and adding them to the 10
regular high-end terms; in parallel fashion, they created a
bipolar Negative Affect scale by reverse-scoring the three
terms included in the PANAS-X Serenity scale (calm,
relaxed, at ease) and adding them to the 10 regular high-
end descriptors. Both the original unipolar PANAS scales
and these alternative bipolar versions then were correlated
with regression-based factor scores in each of 13 data sets.
The results established that the original PANAS scales were
superior measures of the underlying dimensions, in that they
consistently showed both better convergent validity (i.e.,
higher correlations with the target factor score) and superior
discriminant validity (i.e., lower correlations with the other
factor score). In other words, unipolar scales consistently
provide better measures of these dimensions than do bipolar
scales. Thus, for most assessment purposes, researchers

should continue to use only the high-end terms to measure
these constructs.

In summary, the PANAS scales—including both the
original versions and the new parallel forms—provide
reliable and valid assessment of the underlying Positive and
Negative Affect dimensions. The scales are supported by an
impressive array of psychometric evidence and currently
represent the standard measures of these constructs. In a sub-
sequent section, we will explore the construct validity of the
trait forms of the scales in greater detail.

Measures of the Lower Order Discrete Affects

Description of Individual Measures

We turn now to a consideration of inventories designed to as-
sess the specific, discrete affects within the hierarchical struc-
ture. Due to space restrictions, we cannot review all of the
available instruments, or even all of the widely used mea-
sures of affect. For instance, countless scales have been
developed to measure a single target affect, such as anxiety,
depression, or hostility. Instead, we will restrict ourselves
here to five influential multiaffect instruments that attempt to
assess the domain in a reasonably comprehensive manner.
We begin with a brief description of each individual instru-
ment, and then follow with a discussion of two general prob-
lems in this area.

The earliest of these multiaffect inventories was the Mood
Adjective Checklist (MACL), which was based on the pio-
neering factor-analytic work of Vincent Nowlis and Russel
Green (summarized in Nowlis, 1965). It must be emphasized
that despite its name, the MACL was not actually a checklist;
rather, respondents rated their current feelings using a 4-point
response format (definitely feel, feel slightly, cannot decide,
definitely do not feel) that subsequently was subjected to ex-
tensive criticism (see Meddis, 1972; Russell, 1979; Watson &
Tellegen, 1985). Nowlis and Green initially created a large
pool of 130 mood terms. Extensive factor analyses of these
terms identified 12 replicable content dimensions, which
were used to create corresponding scales consisting of two to
six items apiece: Aggression (e.g., defiant, rebellious), Skep-
ticism (e.g., dubious, skeptical), Anxiety (e.g., clutched up,
fearful), Sadness (e.g., regretful, sad), Egotism (e.g., egotis-
tic, self-centered), Fatigue (e.g., drowsy, dull), Surgency
(e.g., carefree, playful), Elation (e.g., elated, overjoyed),
Vigor (e.g., active, energetic), Social Affection (e.g., affec-
tionate, forgiving), Concentration (e.g., attentive, earnest),
and Nonchalance (leisurely, nonchalant).

The work of Nowlis and Green must be accorded a promi-
nent place in the history of affect assessment because of its sub-
stantial influence on such important mood researchers as
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Thayer (1978, 1986) and Stone (1987). Moreover, their com-
prehensive pool of mood terms was the starting point for many
later factor analyses and scale development projects in this
domain (see, e.g., McNair et al., 1971; Zuckerman, 1960). Nev-
ertheless, the MACL itself never became a standard, widely
used measure, in large part because much of the supporting
psychometric data were buried in Office of Naval Research
technical reports and unpublished conference proceedings. In-
deed, the basic psychometric properties of the MACL scales—
such as their internal consistency—never were clearly estab-
lished. Hence, we will not consider this instrument further.

A more popular assessment instrument was introduced in
1960 as the Affect Adjective Check List (AACL; Zuckerman,
1960), which provided a single measure of anxiety. The
AACL was expanded a few years later into the Multiple
Affect Adjective Check List (MAACL; Zuckerman & Lubin,
1965), a 132-item instrument that yielded separate measures
of Anxiety, Depression, and Hostility. One innovative aspect
of the MAACL was that it included both state and trait ver-
sions. In the state format respondents were asked to describe
“how you feel now—today,” whereas in the trait form they
were asked to rate “how you generally feel. Unlike the
MACL, the MAACL was a true checklist, in that participants
were asked to check only those items that apply to them.

The MAACL quickly became quite popular. In fact, Lubin,
Zuckerman, and Woodward (1985) identified 716 published
articles or doctoral dissertations that had used one or more of
the MAACL scales. With its increased use, however, it also
became apparent that the MAACL had serious psychometric
problems, many of them stemming from its use of a checklist
format. This response format is notoriously susceptible to
systematic rating biases that can lead to highly distorted
results; because of this, measurement experts now strongly
recommend that this format be avoided (see Clark & Watson,
1995; Green et al., 1993; Watson & Tellegen, 1999).

The most obvious problem with the original MAACL was
the poor discriminant validity of its scales. The MAACL
scales typically showed intercorrelations ranging from .70 to
.90 and, moreover, tended to produce identical patterns of re-
sults (see Gotlib & Meyer, 1986; Zuckerman & Lubin, 1985).
In response to this problem, Zuckerman and Lubin created
the revised MAACL (MAACL-R; Zuckerman & Lubin,
1985; see also Lubin et al., 1986; Zuckerman, Lubin, &
Rinck, 1983). The most important change in this revision was
that positive mood terms were eliminated from the three orig-
inal scales and used instead to create two new scales: Positive
Affect (e.g., friendly, happy, peaceful, secure) and Sensation
Seeking (active, adventurous, enthusiastic, wild). This modi-
fication also now permits researchers to compute overall,
nonspecific measures of negative mood (by summing the

scores on Anxiety, Depression, and Hostility) and positive
mood (by summing the responses to Positive Affect and
Sensation Seeking).

Although the MAACL-R clearly represents an improve-
ment over its predecessor, it still suffers from two noteworthy
problems. First, the correlations among the three negative
mood scales remain rather high. An inspection of the data pre-
sented in the MAACL-R manual (Zuckerman & Lubin, 1985)
indicates that the average correlations among the negative
affect scales are .61 (Anxiety vs. Depression), .61 (Anxiety
vs. Hostility), and .62 (Depression vs. Hostility; these are
weighted mean correlations—after r to z transformation—of
the data reported in Zuckerman & Lubin, 1985, Table 2). Sec-
ond, although the other scales appear to be internally consis-
tent (with coefficient alphas generally in the .70 to .95 range),
the reliability of the Sensation Seeking scale is unsatisfactory.
Across multiple samples, it has coefficient alphas ranging
from only .49 to .81 (Mdn = .65) in its state form, and from .69
to .81 (Mdn = .77) in its trait version (Lubin, personal com-
munication, August 8, 1997; see also Zuckerman & Lubin,
1985 [In his personal communication, Lubin also reported
that the coefficient alphas for the trait version of this scale are
incorrectly reported in both the 1985 MAACL-R manual and
in the accompanying 1986 article by Lubin et al.])

The Profile of Mood States (POMS; McNair et al., 1971)
is another widely used mood inventory; indeed, the keyword
Profile of Mood States generated 833 references in the
PsycINFO database covering the period from 1984 through
2000. The POMS consists of 65 mood terms that are rated on
a 5-point scale (not at all, a little, moderately, quite a bit,
extremely). The POMS terms can be used with various time
instructions, although the usual format is to have respondents
rate “how you have been feeling during the past week,
including today.” These responses are used to score six scales
(consisting of 7–15 items each): Tension-Anxiety (e.g., tense,
shaky), Depression-Dejection (e.g., unhappy, hopeless),
Anger-Hostility (e.g., angry, peeved), Fatigue-Inertia (e.g.,
worn-out, listless), Confusion-Bewilderment (e.g., confused,
muddled), and Vigor-Activity (e.g., lively, cheerful).

The POMS scales are the product of an extensive series of
factor analyses; not surprisingly, therefore, they generally
show impressive reliabilities. McNair et al. (1971), for in-
stance, report coefficient alphas ranging from .84 to .95
across two large patient samples. Similarly, in a sample of
563 undergraduates, Watson and Clark (1994) obtained coef-
ficient alphas ranging from .77 (Confusion-Bewilderment)
to .92 (Depression-Dejection), with a median value of .89.
Similar to the MAACL and MAACL-R, however, the POMS
suffers from one serious problem, namely, that many of its
negative mood scales show poor discriminant validity. For
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instance, across various samples reported in McNair et al.
(1971), the POMS Depression-Dejection scale had average
correlations of .77 with Confusion-Bewilderment, .75 with
Tension-Anxiety, .65 with Anger-Hostility, and .64 with
Fatigue-Inertia (these are weighted mean correlations—after
r to z transformation—of the data reported in McNair et al.,
1971, Table 7). We shall examine the discriminant validity of
the POMS negative mood scales in greater detail shortly.

The Differential Emotions Scale (DES) is an important
mood measure that is based on Carroll Izard’s influential
differential emotions theory (see Izard, 1977, 1991; Izard,
Libero, Putnam, & Haynes, 1993). The DES also is the prod-
uct of multiple factor analyses and exists in at least four
different versions (see Blumberg & Izard, 1985, 1986; Izard
et al., 1993). Similar to the MAACL and MAACL-R, it can
be used to assess either state or trait affect by varying the time
instructions given to respondents. Izard and his colleagues
also have used different response formats in various incarna-
tions of the DES, most commonly employing either a 5-point
frequency- or a 5-point intensity-rating format. Earlier ver-
sions of the DES contained 10 scales: Interest, Joy, Surprise,
Sadness, Anger, Disgust, Contempt, Fear, Shame-Shyness,
and Guilt. In the most recent modification (the DES-IV),
however, the instrument has been expanded to 12 scales by
(a) splitting Shame and Shyness into separate measures and
(b) adding a new scale assessing Inner-Directed Hostility
(e.g., feel mad at yourself, feel sick about yourself) (see
Blumberg & Izard, 1985, 1986; Izard et al., 1993).

Throughout these various transformations of the DES, one
constant feature is that the scales invariably are quite short,
generally consisting of only three items apiece. One unfortu-
nate consequence of their brevity is that several of the scales
do not show adequate levels of reliability. Izard et al. (1993,
Table 1), for example, report coefficient alphas of .56
(Disgust), .60 (Shame), .62 (Shyness), .65 (Surprise), .73
(Guilt), .75 (Interest), and .75 (Inner-Directed Hostility); in
fact, the median reliability across the 12 scales was only .75.
These data strongly suggest that several of the DES scales
need to be lengthened to increase their reliability.

Finally, the 60-item PANAS-X—which, as noted
earlier, subsumes the original PANAS—includes 11 factor-
analytically derived scales that assess specific, lower order
affects. As with the PANAS, respondents rate the extent to
which they have experienced each mood term on a 5-point
scale (1 = very slightly or not at all, 5 = extremely); the
items can be used with varying time instructions to assess ei-
ther state or trait affect. Four scales assess specific negative
mood states that are strong markers of the higher order Neg-
ative Affect dimension: Fear (six items; e.g., scared, ner-
vous), Sadness (five items; e.g., blue, lonely), Guilt (six

items; e.g., ashamed, dissatisfied with self ), and Hostility
(six items; e.g., angry, scornful). In addition, three scales as-
sess positively valenced states that are strongly linked to the
higher order Positive Affect factor: Joviality (eight items;
e.g., happy, enthusiastic), Self-Assurance (six items; e.g.,
confident, bold), and Attentiveness (four items; e.g., alert,
concentrating). Finally, four scales are less strongly and
consistently related to the higher order dimensions: Shyness
(four items; e.g., bashful, timid), Fatigue (four items; e.g.,
sleepy, sluggish), Serenity (three items; e.g., calm, relaxed),
and Surprise (three items; e.g., amazed, astonished).

Watson and Clark (1994, 1997) report extensive reliability
data on these scales. For instance, Watson and Clark (1997,
Table 7) present median internal consistency estimates across
11 samples (nine of students, one of adults, and one of psy-
chiatric patients), with a combined sample size of 8,194;
these data reflect eight different time frames. All of the longer
(i.e., five- to eight-item) PANAS-X scales were highly
reliable, with median coefficient alphas of .93 (Joviality), .88
(Guilt), .87 (Fear), .87 (Sadness), .85 (Hostility), and .83
(Self-Assurance). As would be expected, the reliabilities of
the shorter scales tended to be lower, but still were quite
good: .88 (Fatigue), .83 (Shyness), .78 (Attentiveness), .77
(Surprise), and .76 (Serenity). We shall examine these lower
order scales in greater detail in subsequent sections, consid-
ering various types of evidence (e.g., discriminant validity,
temporal stability, and self-other agreement) related to their
construct validity.

General Issues in Assessment at the Lower Order Level

We conclude this review by discussing two general problems
in the lower order assessment of affect. First, except for the
introduction of the PANAS-X a few years ago, it appears that
little psychometric progress has been made in this area over
the past 20 to 30 years. It is particularly disturbing that we
still lack a compelling taxonomy of affect at the specific,
lower order level (see also Watson & Clark, 1997). That is,
even after nearly 50 years of study, mood researchers still
show no consensus regarding the basic states that must be
included in any complete and comprehensive assessment of
affect. Without an organizing taxonomic scheme, it is impos-
sible to determine which of the instruments we have reviewed
ultimately provides the most valid and comprehensive assess-
ment of affect.

Our review does suggest two important points of agree-
ment. First, all four instruments in current use (i.e., MAACL-
R, POMS, DES, PANAS-X) assess a common core of sub-
jective distress defined by three specific negative affective
states: fear-tension-anxiety, sadness-depression-dejection,
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and anger-hostility-aggression. Second, all of these invento-
ries include at least one measure of positive mood. Beyond
that, however, one sees many important differences. For
instance, the PANAS-X assesses three different types of
positive mood, whereas the MAACL-R and DES include
two, and the POMS only one. The POMS, DES, and PANAS-
X all include a measure of tiredness-fatigue, whereas the
MAACL-R does not. The PANAS-X combines descriptors of
anger, disgust, and contempt into a single scale, whereas the
DES divides them into three separate scales; moreover, the
POMS and MAACL-R focus exclusively on anger and fail to
include disgust or contempt terms at all. Finally, it is note-
worthy that each of the instruments contains unique content
that is not well captured by any of the others. Thus, only the
DES contains a measure of Shame, only the POMS assesses
Confusion-Bewilderment, only the MAACL-R measures
Sensation Seeking, and only the PANAS-X includes a marker
of Serenity.

These obvious differences give rise to some important
questions: How does one choose among these measures?
Which of these assessment approaches is preferable? For
instance, is it necessary to include descriptors of contempt
and disgust in a comprehensive assessment of mood? If
so, should they be combined with terms reflecting anger (as
in the PANAS-X) or should they be analyzed separately (as in
the DES)? Unfortunately, in the absence of any clear struc-
tural consensus, it is impossible to provide any compelling
answers to these questions.

The second problem is that remarkably few studies have
directly compared the psychometric properties of two or more
instruments in the same sample and under the same assess-
ment conditions. Because of this, it is hazardous to offer any
definitive conclusions regarding the relative psychometric
merits of these inventories. For instance, our survey of the
evidence suggests that the brief DES scales typically are less
reliable than their counterparts in the other inventories;
although this makes good psychometric sense (in that shorter
scales generally have lower coefficient alphas; see Clark &
Watson, 1995), it still would be reassuring to have this point
documented under controlled conditions that eliminate possi-
ble alternative explanations.

There have been a few exceptions, however. Zuckerman
and Lubin (1985, Tables 16 and 17) report convergent corre-
lations between the POMS scales and trait and state
MAACL-R scores. Unfortunately, the sample sizes tend to be
small (e.g., one set of correlations is based on the responses
of 37 college students), and the results are complex and diffi-
cult to interpret. For instance, across four different samples,
the state version of the MAACL-R Anxiety scale had con-
vergent correlations of .09, .68, .47, and .08 with POMS

Tension-Anxiety. Corresponding correlations between the
MAACL-R Depression and POMS Depression-Dejection
scales were .13, .38, .50, and .32, respectively. Although
these convergent correlations seem quite low, it should be
noted that the two instruments reflected different time in-
structions. Specifically, respondents completed daily affect
ratings on the MAACL-R, but rated their moods over the
previous week on the POMS.

Watson and Clark (1994, Table 15) provide a more com-
pelling comparison of convergent and discriminant validity in
a sample of 563 students who rated their mood over “the past
few weeks,” using descriptors from both the POMS and
PANAS-X. Table 14.2 presents an adapted version of these
data, reporting correlations among the fear-anxiety, sadness-
depression, and anger-hostility scales from both instruments
(it also includes reliability information not previously pub-
lished). Three aspects of these data are noteworthy. First, Table
14.2 demonstrates that all of these scales are highly reliable,
with coefficient alphas ranging from .85 (PANAS-X Hostility)
to .92 (POMS Depression-Dejection). Second, the instru-
ments show impressive convergent validity. Specifically, the
convergent correlations between scales assessing the same tar-
get affect are .85 (fear-anxiety), .85 (sadness-depression), and
.91 (anger-hostility); thus, the two instruments provide very
similar coverage of these core affects. Third, the PANAS-X
scales show substantially better discriminant validity than
their POMS counterparts. The average correlation among
the PANAS-X scales (after an r to z transformation) is .56,
whereas that among the POMS scales is .66. Moreover, two of
the three individual correlations (fear-anxiety vs. sadness-
depression; anger-hostility vs. sadness-depression) are signif-
icantly lower in the PANAS-X than in the POMS. Thus, the
PANAS-X scales ultimately provide a more differentiated
assessment of essentially the same content domain.

Watson and Clark (1997) partially replicated these results
using only the fear-anxiety and sadness-depression scales in

TABLE 14.2 Correlations Among Negative Affect Scales from the
PANAS-X and POMS

Scale 1 2 3 4 5 6

PANAS-X Scales
1. Fear (.87)
2. Sadness .61 (.86)
3. Hostility .58 .49 (.85)

POMS Scales
4. Tension-Anxiety .85 .57 .62 (.85)
5. Depression-Dejection .74 .85 .66 .69 (.92)
6. Anger-Hostility .59 .51 .91 .63 .66 (.90)

Note. Convergent correlations are highlighted; coefficient alphas are in
parentheses. All correlations are significant at p < .01, two-tailed. PANAS-
X = Expanded Form of the Positive and Negative Affect Schedule (Watson
& Clark, 1994). POMS = Profile of Mood States (McNair et al., 1971).
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two new samples (521 students and 328 adults). Again, the
scales showed impressive convergent validity, with correla-
tions ranging from .77 to .89 across the two samples. More-
over, consistent with the Table 14.2 results, the correlation
between the Fear and Sadness scales of the PANAS-X was
significantly lower (.58 and .59 in the student and adult data,
respectively) than that between POMS Tension-Anxiety and
Depression-Dejection (r = .69 and .69, respectively) in both
samples.

We badly need further comparative data of this sort, repre-
senting a much broader array of scales, instruments, time
instructions, and participants. In the absence of such data, it
is impossible to offer any definitive evaluation of the relative
psychometric adequacy of these various mood inventories.
With such data, however, we finally could begin to resolve
some of the measurement differences we have noted and,
consequently, move assessment in this area forward.

GENERAL ISSUES IN CONSTRUCT VALIDITY

The Problem of Measurement Error

The Distorting Influence of Measurement Error

We turn now to an examination of several broad issues related
to the overall construct validity of mood measures. We begin
by discussing the general problem of measurement error. Thus
far, the large majority of the findings we have considered are
based on raw correlations that have not been corrected for
the influence of error. Can such uncorrected correlations be
trusted, or do they yield highly distorted results?

Mood researchers have been concerned with the effects of
both random and systematic error for more than 3 decades
(Bentler, 1969; Diener & Emmons, 1984; Russell, 1979,
1980). The general conclusion from the earlier literature on
this topic was that error exerted only a modest effect, assum-
ing that one (a) employed suitably reliable scales and
(b) avoided highly problematic response formats such as
adjective checklists (e.g., Watson & Tellegen, 1985). In a
highly influential paper, however, Green et al. (1993) chal-
lenged the prevailing practice of analyzing raw, uncorrected
data, arguing that it yielded distorted and highly misleading
results. In fact, they argued that raw data could not be trusted
at all. Green et al. (1993) were particularly interested in the
bipolarity of the Pleasantness versus Unpleasantness dimen-
sion (note that they referred to the two poles of this dimen-
sion as “positive affect” and “negative affect,” respectively).
In discussing the nature of this dimension, they made the bold
assertion that “When one adjusts for random and systematic
error in positive and negative affect, correlations between the

two that at first seem close to 0 are revealed to be closer to
−1.00 and support a largely bipolar structure” (p. 1029).

To establish the validity of their claim, Green et al. (1993)
reported supportive findings from several studies. In
discussing the results of their Study 1, for instance, they
pointed out that an observed correlation of −.25 was trans-
formed into a latent correlation of −.84 after controlling for
error (see Green et al., 1993, p. 1033). These seemingly im-
pressive results have been interpreted by subsequent writers
as establishing that raw, uncorrected correlations are highly
distorted and can be expected to yield misleading results
(Feldman Barrett & Russell, 1998; Russell & Carroll, 1999).
Feldman Barrett and Russell (1998), for example, concluded
that “Green et al. (1993) delivered the coup de grâce to all
research in which conclusions are based directly on the
observed correlations between measures of affect” (p. 968;
emphasis in original).

However, as we document in detail elsewhere (see Watson
& Clark, 1997; Watson & Tellegen, 1999; Watson et al.,
1999), these critiques have substantially overestimated the
actual effect of measurement error on mood ratings. Indeed,
corrected correlations will approach 1.00 only when the raw,
uncorrected correlations already are quite substantial. For
instance, as noted earlier, Watson and Tellegen (1999) sum-
marized the results of several studies that reported latent,
corrected correlations between measures of Pleasantness and
Unpleasantness; these correlations ranged from −.84 to −.93,
with a median value of −.91. It is noteworthy, however, that
the mean uncorrected correlations ranged from −.53 to −.78
across these same studies, with a median value of −.56 (see
Watson & Tellegen, 1999, Table 1). Thus, the bipolarity of
this dimension already is readily apparent in raw, uncorrected
data, as we already observed in our own Table 14.1 (weighted
mean r = −.50). In contrast, measures of High Positive Affect
and High Negative Affect had raw correlations ranging from
−.18 to −.36, with a median value of −.25; correcting them
for measurement error yielded latent correlations ranging
from −.43 to −.58 (Mdn = −.46). More generally, analyses
of this issue have established that controlling for measure-
ment error can transform (a) low correlations into moderate
correlations and (b) strong correlations into very strong corre-
lations, but that it will not turn (c) low correlations into strong
correlations (see Watson & Tellegen, 1999).

On the basis of these data, we can conclude that measure-
ment error exerts only a moderate influence on mood ratings,
and that raw, uncorrected correlations do not yield highly dis-
torted or misleading results. This conclusion is unsurprising
once one understands how these correlations are corrected
for measurement error; we therefore will present a brief
discussion of this topic. Recent analyses of this issue (e.g.,
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Feldman Barrett & Russell, 1998; Green et al., 1993;
Tellegen et al., 1999; Yik et al., 1999) have used multiple in-
dicators of each hypothesized construct (e.g., Pleasantness
and Unpleasantness) to define latent underlying factors in a
confirmatory factor analysis; this allows one to estimate the
correlation between these latent factors, which then is inter-
preted as the corrected correlation between the constructs.
For instance, as we discussed earlier, the CMQ provides three
different indicators (using three different response formats)
to measure both Pleasantness and Unpleasantness; these
multiple indicators then can be used to define underlying
Pleasantness and Unpleasantness factors, and the correlation
between them can be estimated.

How is the correlation between these factors estimated?
In essence, confirmatory factor analysis computes a correla-
tion that is corrected for attenuation due to unreliability
(Campbell, 1996); in this case, reliability is estimated by
treating the multiple indicators as parallel forms of the same
instrument. Suppose, for instance, that one has a data set con-
taining six variables: three are markers of Pleasantness, and
three assess Unpleasantness. Let us suppose further that (a)
each of the Pleasantness measures correlates .80 with the oth-
ers, (b) each of the Unpleasantness markers correlates .80
with the others, and (c) all of the cross-construct correlations
(i.e., those between Pleasantness and Unpleasantness) are
exactly −.50. In this simple, idealized case, the disattenuated
correlation between the factors would be estimated as
−.50/.80, or −.625.

To document this important point, we submitted a large
series of idealized correlation matrices of this type to EQS
(Bentler & Wu, 1995), a widely used structural modeling pro-
gram. As in the previous example, all of the correlations
between indicators of the same construct (e.g., between two
indicators of Pleasantness, or between two markers of Un-
pleasantness; we refer to these subsequently as convergent
correlations) were constrained to have the same value; we

tested matrices with convergent correlations ranging from a
low of .20 to a high of .90. Similarly, all of the cross-factor
correlations (e.g., between measures of Pleasantness and
Unpleasantness; we will refer to these as discriminant corre-
lations) were restricted to be the same; we tested matrices
with discriminant correlations ranging from −.10 to −.80.
Finally, we ran parallel series of matrices that included two,
three, or four indicators of each construct.

These analyses (which are summarized in Table 14.3)
yielded two noteworthy findings. First, the number of indica-
tors had no effect whatsoever on the estimated correlations;
in other words, we obtained identical results regardless of
whether we used two, three, or four indicators of each con-
struct. Accordingly, Table 14.3 presents a single matrix of
correlations collapsed across this parameter. This finding is
important because it indicates that using a large number of in-
dicators does not necessarily enhance one’s ability to model
measurement error; we return to this issue later. Second, as
we suggested earlier, the estimated factor intercorrelation can
be computed quite simply by dividing the mean discriminant
correlation by the average convergent correlation. For exam-
ple, if the discriminant correlations all are −.20—and the
convergent correlations all are .40—then the estimated factor
intercorrelation is −.50. Again, this is conceptually analo-
gous to computing the traditional correction for attenuation,
using the multiple indicators of each construct as parallel
forms to estimate reliability.

Viewed in this light, it is easy to see why mood re-
searchers actually have failed to find instances in which raw
correlations of −.25 are transformed into latent correlations
of −.84; indeed, if the average discriminant correlation was
only −.25, one would need mean convergent correlations of
approximately .296 to achieve this result. This was hardly the
case in the data reported by Green et al. (1993). In fact, al-
though they had one raw correlation of −.25 in their initial
analysis, the average uncorrected correlation was much

TABLE 14.3 Estimated Latent Correlations Between Factors as a Function of the Mean Convergent
(Within-Factor) and Discriminant (Between-Factor) Correlations

Mean Convergent
Mean Discriminant Correlation

Correlation −.10 −.20 −.30 −.40 −.50 −.60 −.70 −.80

.20 −.50

.30 −.33 −.67

.40 −.25 −.50 −.75

.50 −.20 −.40 −.60 −.80

.60 −.17 −.33 −.50 −.67 −.83

.70 −.14 −.29 −.43 −.57 −.71 −.86

.80 −.13 −.25 −.38 −.50 −.63 −.75 −.88

.90 −.11 −.22 −.33 −.44 −.56 −.67 −.78 −.89

Note. These correlations are computed from matrices in which (a) all of the convergent (within-factor) correlations are
constrained be equal and (b) all of the discriminant correlations are constrained to be equal. See text for details.
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higher (−.53). Coupled with a mean convergent correlation
of .64, this yielded an estimated factor intercorrelation of
−.84 (see Green et al., 1993, Tables 1 and 2).

Our remarks should not be interpreted as suggesting that
measurement error is unimportant. Error obviously is an im-
portant fact of life that exerts a significant influence on mood
ratings. Our point, rather, is that sweeping dismissals of raw,
uncorrected correlations are not supported by the data. In-
stead, our review of the evidence indicates that uncorrected
correlational data still can play a very useful role in mood
research, as long as one uses reliable mood measures and
adequate response formats.

Modeling Measurement Error

As we have seen, measurement error can be expected to have
a significant effect on mood ratings, and it obviously is im-
portant to be able to estimate its impact on one’s data. How
should one go about modeling the potential effects of mea-
surement error in mood data?

As we have noted, the most popular strategy has been to
adopt a multimethod approach in which a variety of different
formats (e.g., adjective checklist, Likert rating scales) are
used to measure the same constructs. For instance, the CMQ
provides three different rating formats that have been used to
compute corrected, latent correlations among the higher
order dimensions of the affect circumplex (Feldman Barrett
& Russell, 1998; Yik et al., 1999). Similarly, Green et al. used
four different rating formats (adjective checklist, a 4-point
agree-disagree rating scale, a 4-point describes-me format,
and 7-point Likert scales) to assess both Pleasantness and
Unpleasantness. If properly used, this multiformat approach
can provide an excellent way of modeling error.

However, it also suffers from two potentially important
problems. First, it requires that researchers create multiple
parallel forms of the same constructs, which is not always an
easy task. The obvious danger is that systematic differences
in content will emerge across the various formats, thereby
making the measures nonparallel and, in turn, leading to dis-
torted estimates of the interfactor correlations. As we discuss
in detail elsewhere, this appears to be a significant problem in
the CMQ’s assessment of Low Negative Affect (Watson
et al., 1999), and in Green et al.’s (1993) measurement of
High Positive Affect and High Negative Affect (Watson &
Tellegen, 1999).

Second, the use of multiple formats is cumbersome and
time consuming, and it places severe restrictions on the range
of content that can be assessed without taxing the patience of
respondents. This is a particularly vexing problem in the as-
sessment of highly evanescent phenomena such as current,
momentary mood states. It is hardly accidental, for instance,

that Green et al. (1993)—who used four different response
formats—restricted themselves to assessing only Pleasant-
ness and Unpleasantness in most of their studies. More gen-
erally, it clearly would be quite difficult to use three or four
different rating methods to assess the entire range of content
subsumed in multiaffect inventories such as the DES, POMS,
MAACL, and PANAS-X.

Fortunately, one does not necessarily need to use three or
four response formats. Indeed, we already have seen that the
estimated factor intercorrelation is unaffected by the sheer
number of indicators used to define each construct, assuming
that these indicators all show very similar convergent-
discriminant properties. To document this important point
further, we reanalyzed the correlation matrices reported by
Green et al. (1993) and Feldman Barrett and Russell (1998),
subjecting them to confirmatory factor analyses using EQS.
To simplify these analyses, we restricted ourselves to estimat-
ing the interfactor correlation between Pleasantness and
Unpleasantness and ignored other aspects of their data. We
conducted parallel analyses of four different correlation ma-
trices reported by Green et al. (1993), as well as two relevant
matrices presented in Feldman Barrett and Russell (1998).

We began by using only two indicators to define both
Pleasantness and Unpleasantness in each of the four Green
et al. data sets, using all possible pairwise combinations of
formats (e.g., adjective checklist vs. agree-disagree; adjective
checklist vs. describes-me); the mean interfactor correlations
(averaged across the six possible pairwise combinations) are
reported in the first row of Table 14.4. Next, we repeated this
process using all possible combinations of three methods; the
average correlations (computed across the four possible com-
binations) are reported in the second row of Table 14.4.
Finally, we recreated the results originally reported by Green
et al. (1993) by recalculating the interfactor correlations using
all four methods; these are shown in the third row of the table.
Similarly, we first analyzed the two Feldman Barrett and Rus-
sell (1998) data sets using all possible pairwise combinations
of indicators to estimate the factor intercorrelations; the mean
correlations (averaged across the three possible pairwise com-
binations) also are reported in the first row of Table 14.4. We
then recreated their reported results by recomputing the corre-
lations using all three available methods; these are reported in
the second row of the table.

These results clearly establish that one obtains very similar
correlations regardless of whether two, three, or four different
methods are used to define Pleasantness and Unpleasantness.
It is particularly noteworthy that two methods are sufficient to
produce very strong corrected correlations between these
constructs. Across the six data sets, the mean correlations
ranged from −.80 to −.92, with a median value of −.86.
Moreover, these values are deflated somewhat by Green
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et al.’s (1993) use of the highly problematic adjective check-
list format. We therefore reran these analyses, dropping the
checklist data and using only the other three response meth-
ods; paralleling the previous analyses, we initially ran all
possible pairwise combinations and then recomputed the cor-
relations using all three methods. The factor intercorrelations
from these analyses are displayed in the final two rows of the
table. These results are especially striking, in that the mean
two-method correlation actually exceeded the four-method
correlation in every data set. Clearly, one can model measure-
ment error quite well using only two methods.

In fact, it is unclear whether one actually needs two differ-
ent methods (in the sense of two different response formats)
at all. Thus far, we have considered the potential effects of
random error only. One purported advantage of the multifor-
mat approach, however, is that it also permits investigators to
model the effects of systematic sources of error, such as
response biases. This can be done quite easily by allowing the
monomethod error terms (e.g., those representing the adjec-
tive checklist measures of Pleasantness and Unpleasantness)
to be correlated. Somewhat surprisingly, however, Green

et al. (1993) and Feldman Barrett and Russell (1998) both
found that modeling systematic error essentially had no effect
on the interfactor correlations.

To examine this issue more closely, we reconducted all of
the Table 14.4 analyses that used either three or four rating
formats. These new analyses were identical to those reported
earlier, except that the monomethod error terms now were
allowed to be correlated, thereby modeling the effects of both
random and systematic error (we could not conduct these
reanalyses on the two-method models, however, because they
now would be underidentified; this illustrates one important
advantage of having more than two indicators per construct).
The resulting interfactor correlations are shown in Table 14.5,
which also reports the parallel findings from Table 14.4 (la-
beled here as “random error only”) for comparison purposes.
The correlations are virtually identical in every case, regard-
less of whether one controls for systematic error.

All other things being equal, it clearly is preferable to use
multiple measures—and multiple methods—to assess all of
the key constructs in a study. However, all other things rarely
are equal, such that this basic psychometric principle must be

TABLE 14.4 Estimated Latent Correlations Between Pleasantness and Unpleasantness as a Function of the
Number of Assessed Methods

Feldman Barrett 
Green, Goldman, & Salovey (1993) & Russell (1998)

Study 1

No. of Methods Time 1 Time 2 Study 2 Study 3 Study 2 Study 3

All methods
Two methods −.80 −.82 −.92 −.81 −.92 −.92
Three methods −.84 −.85 −.93 −.85 −.93 −.92
Four methods −.84 −.85 −.92 −.86 — —

Dropping Adjective Checklist
Two methods −.87 −.87 −.97 −.89 — —
Three methods −.87 −.86 −.93 −.90 — —

Note. N = 139 (Green et al., 1993, Study 1), 250 (Green et al., 1993, Study 2), 304 (Green et al., 1993, Study 3), 225
(Feldman Barrett & Russell, 1998, Study 2), 316 (Feldman Barrett & Russell, 1998, Study 3).

TABLE 14.5 The Effect of Controlling for Systematic Error on Estimated Latent Correlations Between
Pleasantness and Unpleasantness 

Feldman Barrett
Green, Goldman, & Salovey (1993) & Russell (1998)

Study 1

Type of Correction Time 1 Time 2 Study 2 Study 3 Study 2 Study 3

Three Methods
Random error only −.84 −.85 −.93 −.85 −.93 −.92
Random and systematic error −.84 −.84 −.91 −.87 −.93 −.93

Four Methods
Random error only −.84 −.85 −.92 −.86 — —
Random and systematic error −.84 −.84 −.91 −.87 — —

Note. N = 139 (Green et al., 1993, Study 1), 250 (Green et al., 1993, Study 2), 304 (Green et al., 1993, Study 3),
225 (Feldman Barrett & Russell, 1998, Study 2), 316 (Feldman Barrett & Russell, 1998, Study 3).
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weighed against pragmatic considerations. In light of the data
we have presented, we must question whether it is worth the
time and bother to create multiple parallel measures using a
variety of different response formats. In our view, a much
quicker and easier approach is to create multiple indicators of
each construct within a single rating method (e.g., unipolar
Likert rating scales). Moreover, brief validity scales can be
created within this same format to allow one to model sys-
tematic response biases such as acquiescence. An excellent
example of this approach is reported by Tellegen et al.
(1999), who constructed brief measures of Pleasantness,
Unpleasantness, and acquiescence that were embedded
within a single response format. Using this single-format ap-
proach, Tellegen et al. (1999) obtained a corrected latent cor-
relation of −.92 between Pleasantness and Unpleasantness, a
value that exceeds most of those shown in Tables 14.4 and
14.5. We strongly advocate this method as a simple, quick,
and effective alternative to the multiformat strategy.

The Problem of Social Desirability

We conclude our discussion of measurement error by consider-
ing the problem of social desirability, another potential source
of systematic bias in mood ratings. Psychologists long have
been concerned that people might have only limited insight
into their thoughts, motives, and feelings; furthermore, it has
been argued that self-raters may respond defensively and that
they may consciously or unconsciously distort their responses
in a socially desirable manner (Edwards & Edwards, 1992;
Paulhus & Reid, 1991). This would seem to be a particularly
serious problem in mood measurement, which typically in-
volves asking participants to respond to face-valid items whose
content is completely undisguised.

One way to investigate this issue is to compare overall
mean scores on affect self-ratings with the corresponding
judgments made by well-acquainted peers. Compared to self-
raters, peer judges should be more objective and relatively
free of these biasing, self-enhancing tendencies (see McCrae,
1982, 1994, for a discussion of the various biases attributed
to self- and other-raters). If this is, in fact, a substantial prob-
lem in self-ratings, then one would predict that mean self-
ratings should be tipped in the direction of greater social
desirability; that is, compared to peer judges, self-raters
should report generally higher levels of positive affectivity
and relatively lower levels of negative affectivity.

We examined this issue in four dyadic samples in which
respondents generated both self- and other-ratings on the
complete PANAS-X; all of these responses were made using
general, trait instructions (three of these samples are de-
scribed in greater detail in Watson et al., 2000; the Texas

dating sample is discussed in Watson & Clark, 1994). The
first sample consisted of 279 friendship dyads drawn from the
Iowa City area; on average, these respondents had known
each other for 33.6 months. The second sample was com-
posed of 68 currently dating couples in Dallas, Texas; at the
time of assessment, these couples had been dating for an av-
erage of 21.5 months. The third sample was composed of 136
currently dating couples from the Iowa City area; these cou-
ples had known each other for an average of 36.0 months and
had been dating for an average of 18.2 months. Finally, the
fourth sample consisted of 74 married couples drawn from
the St. Louis, Missouri, area; the mean length of marriage
was 202.6 months, that is, slightly less than 17 years.

Table 14.6 presents a comparison of the mean self- versus
other-ratings in each sample. Specifically, it indicates
whether the mean self-rating was significantly greater than
the mean other-rating (S > O), whether the mean self-rating
was significantly less than the mean other-rating (S < O), or
whether the two scores did not differ from one another (S =
O). The only real support for a self-enhancement bias comes
from the married sample; here, self-raters rated themselves as
less sad, guilty, hostile, and fatigued than did their spouses. In
sharp contrast, however, only 2 of 26 comparisons were sig-
nificant across the two dating samples: Self-raters described
themselves as more alert and attentive in the Texas sample,
and as less surprised in the Iowa sample. Finally, the friend-
ship dyads did show clear evidence of a systematic bias, but
in the direction opposite to prediction; that is, compared to
their friends, self-raters consistently described themselves as
experiencing higher levels of negative affectivity and lower
levels of positive affectivity.

On the basis of these data, we can reject the argument that
affect self-ratings are systematically biased toward greater
social desirability in relation to judgments made by well-
acquainted peers. More generally, these data lead us to
suspect that self-enhancement does not represent a serious
problem in mood measurement. Having said that, however,
we also must emphasize that our results do not necessarily
indicate that social desirability has no discernible impact on
affect ratings; that is, it remains possible that both the self-
ratings and the other-ratings were biased toward greater
social desirability in these samples.

On the Construct Validity of Trait Affect Measures

Temporal Stability

In this section, we consider several issues that are specifically
related to the construct validity of trait affect measures.
Earlier, we briefly summarized a range of evidence (e.g.,
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temporal stability, self-other convergence) that broadly estab-
lishes the validity of such measures. Our goal here is to
examine this evidence in greater detail so as to (a) evaluate
the relative merits of various approaches to trait assessment
and (b) suggest possible areas for improvement.

We begin with an examination of temporal stability, which
is an essential property of any trait dimension. Specifically,
we should expect to see substantial evidence of rank-order
stability: Individuals who initially score relatively high on
the trait should remain relatively high upon retest, whereas
those who initially are low should remain low in subsequent
assessments. We investigated this issue using two samples
who completed general, trait versions of the complete
PANAS-X on two different occasions. The first sample
(short-term stability) consisted of 409 SMU students who
were assessed across a 2-month retest interval (a slightly dif-
ferent version of these data are reported in Watson & Clark,
1994, Table 20). The second sample (long-term stability) was
composed of 396 University of Iowa students who initially
completed the PANAS-X in September, 1996, and subse-
quently were reassessed in the spring and early summer of
1999; these data therefore reflect an average retest interval
of approximately 32 months (see Vaidya, Gray, Haig, &
Watson, 2002, for more details).

Table 14.7 reports stability correlations for the PANAS-X
scales in both samples; the table also includes weighted mean
correlations (after r to z transformation) across the two data
sets. The most noteworthy aspect of these data is that all of
the PANAS-X scales show moderate to strong stability in

both samples; the short-term correlations generally fall in the
.50 to .65 range, whereas the long-term coefficients tend to be
in the .40 to .55 range. Together with other findings in this
area (e.g., Watson & Walker, 1996), these data clearly estab-
lish that general affect ratings contain a stable, dispositional
component; this, in turn, helps to establish their construct
validity as trait measures.

Beyond that, however, we also see evidence of consistent
differences in stability across the various scales. At the one

TABLE 14.6 Comparison of Mean Self- Versus Other-Ratings on the PANAS-X Scales

Texas Iowa
Friendship Dating Dating Married 

Scale Dyads Couples Couples Couples

Negative Affect scales
General Negative Affect S > O S = O S = O S < O
Fear S > O S = O S = O S = O
Sadness S > O S = O S = O S < O
Guilt S > O S = O S = O S < O
Hostility S = O S = O S = O S < O

Positive Affect scales
General Positive Affect S > O S = O S = O S = O
Joviality S > O S = O S = O S = O
Self-Assurance S > O S = O S = O S = O
Attentiveness S > O S > O S = O S = O

Other affect scales
Shyness S > O S = O S = O S = O
Fatigue S > O S = O S = O S < O
Serenity S < O S = O S = O S = O
Surprise S > O S = O S < O S = O

Note. N = 558 (Friendship Dyads), 136 (Texas Dating Couples), 272 (Iowa Dating Couples), 148 (Married
Couples). The entries in the table indicate whether the mean self-rating is significantly greater than the mean
other-rating (S > O), the mean self-rating is significantly less than the mean other-rating (S < O), or the two
means did not differ from each other (S = O).

TABLE 14.7 Retest Reliabilities of the PANAS-X Scales

Scale Short-Term Long-Term Mean r

Negative Affect scales
General Negative Affect .59 .48 .54
Fear .57 .45 .52
Sadness .59 .51 .55
Guilt .66 .46 .57
Hostility .57 .50 .54
(Mean r) (.60) (.48)

Positive Affect scales
General Positive Affect .64 .50 .57
Joviality .64 .54 .59
Self-Assurance .68 .51 .60
Attentiveness .55 .46 .51
(Mean r) (.63) (.50)

Other affect scales
Shyness .65 .58 .61
Fatigue .52 .42 .48
Serenity .51 .48 .49
Surprise .51 .43 .47
(Mean r) (.55) (.48)

Note. N = 409 (short-term), 396 (long-term). All correlations are significant
at p < .01, two-tailed.
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extreme, Shyness, Joviality, and Self-Assurance all show
average stability correlations of approximately .60; at the other
extreme, Fatigue, Serenity, and Surprise have mean retest cor-
relations below .50. In fact, the long-term (i.e., 2- to 3-year)
retest correlations of the most stable scales tend to be as high
or higher than the short-term (i.e., 2-month) correlations of the
least stable scales. These consistent differences suggest the in-
triguing possibility that certain types of affect are more stable
and traitlike than others. More fundamentally, they suggest
that the notion of trait affect can be more meaningfully applied
to some types of mood state (e.g., energy, enthusiasm, confi-
dence, and timidity) than to others (e.g., sluggishness, calm-
ness, surprise). We currently are conducting further stability
analyses to investigate the merits of this idea.

Another interesting aspect of these data is that although the
temporal stability correlations are substantial in magnitude,
they nevertheless tend to be lower than those obtained for
other trait measures. In this regard, 392 of the participants in
the long-term stability sample also completed the Big Five
Inventory (BFI; John, Donahue, & Kentle, 1991) at both as-
sessments. The BFI is a measure of the prominent five-factor
model of personality, which consists of the general dimen-
sions of Neuroticism, Extroversion, Openness, Agreeable-
ness, and Conscientiousness (John & Srivastava, 1999;
Watson, Clark, & Harkness, 1994). The stability correlations
for these broad traits tended to be significantly higher than
those of the PANAS-X scales, ranging from .59 (Agreeable-
ness, Neuroticism) to .71 (Extroversion), with a mean value
of .64.

What do these comparative data tell us about the construct
validity of trait affect scales? To a considerable extent, these
retest correlations likely reflect true, valid differences in the
actual stability of the underlying constructs. It makes sense,
for instance, that affect-centered traits would be somewhat
less stable than behavior-based dimensions such as Extrover-
sion and Conscientiousness. Thus, it is hardly surprising that
the PANAS-X Positive Affect scale (stability r = .57 in this
sample) is significantly less stable than BFI Extroversion
(r = .71).

However, it is surprising that the PANAS-X Negative
Affect scale (r = .48) is significantly less stable than BFI
Neuroticism (r = .59). These two scales correlated strongly
with each other at both Time 1 (r = .62) and Time 2 (r = .60).
Furthermore, the coefficient alphas for the 10-item PANAS-
X Negative Affect scale tend to be somewhat higher than
those of the 8-item BFI Neuroticism scale, so this stability
difference cannot be attributed to differential reliability.
Finally—and most importantly—the content of the two
scales is extremely similar. Indeed, the BFI Neuroticism
items (e.g., can be, tense. can be moody, gets nervous easily,
is depressed, blue, worries a lot) are strongly affective in

character and assess content that is quite similar to that
contained in the PANAS-X Negative Affect scale. This sug-
gests to us that subtle differences in format and presentation
(such as the nature of the instructions given to participants)
may have a significant impact on the long-term stability of
the measures (see Vaidya et al., 2002). If so, then this further
suggests that one can enhance the construct validity of trait
affect measures by introducing relatively subtle stylistic
changes. We currently are conducting research to explore this
important possibility.

Self-Other Agreement

Another traditional approach in establishing the construct
validity of trait measures is to examine the magnitude of the
correlations between self- and peer-ratings of the same tar-
gets. To the extent that these two raters agree, one can be con-
fident that trait measures are validly assessing systematic,
meaningful individual differences.

Accordingly, Table 14.8 presents self-other agreement cor-
relations in the four dyadic samples described in our earlier
discussion of social desirability; in addition, the final column
of the table shows weighted mean correlations (after r to z
transformation) computed across all of the individual data
sets. In many respects, these data closely resemble the stabil-
ity results in the previous table. Once again, the most note-
worthy aspect of these data is that—with the single exception
of Surprise—all of the PANAS-X scales show substantial con-
vergent validity, with weighted mean agreement correlations
ranging from .25 (Fear) to .42 (Self-Assurance). Moreover,
these correlations show clear evidence of the well-established
acquaintanceship effect; that is, numerous studies have shown
that self-other agreement improves with increasing levels of
acquaintance (Funder, 1995; Funder & Colvin, 1988, 1997;
Watson et al., 2000). In Table 14.8, this effect can be seen in
the elevated level of agreement among the married couples;
indeed, the convergent correlations generally fall in the .35 to
.55 range in this sample.

As in the stability data, we also see consistent differences
across the affect scales. At one extreme, Joviality and Self-
Assurance (which also showed relatively high stabilities) had
weighted mean agreement correlations of .41 and .42, respec-
tively; at the other extreme, Surprise showed an average con-
vergence of only .15 across the four samples, and even failed
to display significant self-other agreement in the married
couples. These negative findings are consistent with other
data that challenge the construct validity of trait ratings of
Surprise (Watson & Clark, 1994). In light of these data, we
can conclude that this affect does not have a meaningful dis-
positional component and we recommend that Surprise items
not be assessed in the trait version of the PANAS-X.
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In contrast, the rest of the scales show reasonable conver-
gent validity. Paralleling the stability data, however, it again
is noteworthy that these agreement correlations tend to be
significantly lower than those observed for other traits, such
as the Big Five. In this regard, Watson et al. (2000) also as-
sessed self-other convergence on the Big Five traits in the
friendship, married, and Iowa-dating samples. Across these
samples, the Big Five showed mean agreement correlations
ranging from .42 (Agreeableness) to .53 (Openness; see
Watson et al., 2000, Table 2).

Consistent with our earlier discussion of stability, these
agreement correlations surely reflect true, valid differences in
the nature of underlying constructs. In fact, the accumulating
data clearly establish the existence of a trait visibility effect—
that is, easily observable personality traits (those with clear,
frequent behavioral manifestations) yield better interjudge
agreement and higher self-other correlations than do more
internal, subjective traits (e.g., Funder, 1995; Funder &
Colvin, 1988, 1997; John & Robins, 1993; Watson et al.,
2000). Thus, it is hardly surprising that traits such as Extro-
version and Conscientiousness show better self-other agree-
ment that do measures of trait affectivity. Once again,
however, it is much more difficult to explain why self-other
agreement correlations consistently are higher for measures
of Neuroticism than for the negative affect scales of the
PANAS-X (see Watson et al., 2000). For instance, the BFI
Neuroticism scale produced a significantly higher agreement
correlation (r = .37) in the friendship sample than did the

PANAS-X Negative Affect scale (r = .20). As discussed ear-
lier, this substantial correlational gap cannot be attributed to
differential reliability or to substantial differences in item
content. Consequently, it again suggests to us that subtle dif-
ferences in format and presentation may enhance the con-
struct validity of trait affect measures; as noted previously,
we currently are conducting research to explore this impor-
tant possibility.

General Versus Aggregated Ratings of Trait Affect

Thus far, our review indicates that general trait ratings
(a) have substantial construct validity but (b) perhaps can be
improved somewhat through changes in format and presenta-
tion. We conclude this discussion by comparing the relative
merits of this approach to an alternative method for assessing
trait affect, namely, the use of aggregated, on-line ratings.

This recently has become an important topic in the affect
literature. It arose in response to evidence indicating that gen-
eral affect ratings suffer from a variety of problems that may
substantially lessen their validity (Kahneman, 1999; Russell
& Carroll, 1999; Schwarz & Strack, 1999; Stone, Shiffman, &
DeVries, 1999). Most of these problems arise from the
retrospective nature of these global ratings, which require re-
spondents to (a) recall their relevant past experiences and then
(b) draw inferences from them. This process is subject to at
least three problems. First, Fredrickson and Kahneman (1993)
demonstrated that global ratings suffer from duration neglect,

TABLE 14.8 Self-Other Agreement Correlations for the PANAS-X Scales

Texas Iowa
Friendship Dating Dating Married

Scale Dyads Couples Couples Couples Mean r

Negative Affect scales
General Negative Affect .20* .23* .22* .44* .28
Fear .20* .23* .20* .36* .25
Sadness .31* .31* .32* .47* .35
Guilt .27* .14 .26* .49* .30
Hostility .21* .30* .32* .50* .34
(Mean r ) (.24) (.25) (.26) (.45)

Positive Affect scales
General Positive Affect .30* .32* .33* .39* .34
Joviality .38* .37* .38* .51* .41
Self-Assurance .36* .43* .38* .52* .42
Attentiveness .28* .32* .29* .26* .29
(Mean r ) (.33) (.36) (.35) (.43)

Other affect scales
Shyness .37* .32* .28* .36* .33
Fatigue .13* .31* .17* .53* .29
Serenity .21* .38* .17* .38* .29
Surprise .18* .13 .17* .10 .15
(Mean r ) (.22) (.29) (.20) (.35)

Note. N = 558 (Friendship Dyads), 136 (Texas Dating Couples), 272 (Iowa Dating Couples), 148
(Married Couples). 
*p < .01, two-tailed.
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that is, from an insensitivity to the actual amount of time
that an affect was experienced (see also Kahneman, 1999;
Russell & Carroll, 1999). Second, several studies have shown
that general affect ratings are influenced by the respondents’
mood at the time of assessment (e.g., Schwarz & Clore, 1983;
Schwarz & Strack, 1999; Stone et al., 1999). Third, retrospec-
tive ratings are subject to recency effects, such that more re-
cent experiences have a greater influence than more distant
ones (Schwarz & Sudman, 1994; Stone et al., 1999).

In light of these problems, many researchers have argued
for an alternative assessment approach based on immediate,
on-line ratings of affect (e.g., ratings of one’s current, mo-
mentary mood). A single rating of current affect obviously
cannot provide a valid assessment of long-term individual
differences in trait affectivity. However, multiple on-line
judgments of this type can be averaged to create more reli-
able and valid trait measures. Note that this approach to trait
assessment neatly circumvents all of the problems associated
with retrospective judgments. Moreover, it takes advantage
of the well-established benefits of aggregation, which typi-
cally yields substantial gains in both reliability and validity
(Rushton, Brainerd, & Pressley, 1983). Consequently, after
reviewing the advantages and disadvantages associated with
both global and aggregated ratings, Stone et al. (1999) en-
couraged researchers to avoid retrospective ratings and to
“target multiple, immediate reports from people in their typi-
cal environments” (p. 26; see also Kahneman, 1999; Schwarz
& Strack, 1999).

Before proceeding further, we must emphasize that these
two approaches to trait affect assessment generally show
moderate to strong levels of convergence (see Watson &
Tellegen, 1999; Watson, Tellegen, & Cudeck, 2002). To fur-
ther establish this key point, Table 14.9 reports correlations
between general and aggregated mean ratings in two large
samples; in both cases, affect was assessed using the com-
plete PANAS-X. The first sample was composed of 251 SMU
students who initially completed a general, trait form of the
PANAS-X. They then rated their daily mood once per day
over a period of 6–7 weeks; these responses were averaged
across the entire rating period to yield mean scores on each
PANAS-X scale. To be included in the analyses reported
here, a respondent had to complete a minimum of 30 daily
assessments; overall, the participants produced a total of
11,062 observations (M = 44.1 per participant). The second
sample was composed of 187 University of Iowa students
who first rated their general affect, and then rated their moods
each week over a period of 14 weeks. To be included in these
analyses, a respondent had to complete a minimum of
10 weekly assessments; overall, these participants produced
a total of 2,544 observations (M = 13.6 per person).

Consistent with other evidence of this type (see Diener
et al., 1995; Watson & Tellegen, 1999), Table 14.9 demon-
strates that the two types of ratings converged well in both
samples. Specifically, the correlations ranged from .37 to .60
(Mdn = .51) in the daily data, and from .45 to .64 (Mdn =
.53) in the weekly ratings. These results are quite reassuring,
in that they indicate that these two assessment approaches
can be expected to yield substantially similar results.

Although these two approaches generally converge well,
however, the correlations obviously do not approach 1.00.
This raises an important question: To the extent that they dis-
agree, which assessment strategy should be given greater
credibility? Although general affect ratings clearly suffer
from several problems that render them imperfect, it would
be a mistake to conclude that aggregated, on-line judgments
therefore represent a better, more valid assessment approach.
This is because aggregated ratings have some serious prob-
lems of their own (see Watson et al., 2002).

One particularly serious problem is the reduced level of
discriminant validity among scales assessing specific, lower
order affects. Diener et al. (1995) collected both global
ratings (in which respondents indicated how they had felt
over the past month) and aggregated daily ratings (averaged
over 52 consecutive days) from 212 participants who com-
pleted measures of four different negative affects: fear, anger,
shame, and sadness. The resulting correlations are presented
in Table 14.10. It is noteworthy that the two types of ratings
again showed good convergent validity; specifically, correla-
tions between parallel measures of the same affect ranged

TABLE 14.9 Convergent Correlations Between General Trait
Ratings and Aggregated Mood Scores on the PANAS-X Scales 

Scale Daily Data Weekly Data Mean r

Negative Affect Scales
General Negative Affect .48 .63 .55
Fear .46 .63 .54
Sadness .55 .64 .59
Guilt .60 .68 .64
Hostility .44 .52 .48
(Mean r) (.51) (.62)

Positive Affect scales
General Positive Affect .54 .49 .52
Joviality .55 .53 .54
Self-Assurance .51 .51 .51
Attentiveness .53 .45 .50
(Mean r) (.53) (.50)

Other affect scales
Shyness .47 .61 .53
Fatigue .44 .59 .51
Serenity .52 .52 .52
Surprise .37 .50 .43
(Mean r) (.45) (.56)

Note. N = 251 (Daily Data), 187 (Weekly Data). All correlations are
significant at p < .01, two-tailed.
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from .52 to .69, with a mean value (after r to z transforma-
tion) of .62. The discriminant correlations differed dramati-
cally, however. In the global ratings, correlations among the
negative affect scales ranged from .54 to .61, with a mean
value of .58; note that this average coefficient reflects 33.6%
shared variance. In marked contrast, the corresponding corre-
lations in the aggregated ratings ranged from .70 to .79, with
a mean value of .75; this average coefficient represents
56.2% common variance. The reduced discriminant validity
of aggregated ratings is a very robust phenomenon: We have
replicated this finding in several analyses of the negative
affect scales of the PANAS-X, and have extended it by show-
ing that it also holds true for positively valenced states (see
Watson et al., 2002).

What causes this reduced discriminant validity in aggre-
gated mood ratings? As we discuss in detail elsewhere
(Watson et al., 2002), the most likely explanation is that it
reflects the augmented influence of systematic measurement
errors, such as acquiescence. Acquiescence represents a ten-
dency to respond to different items similarly, irrespective of
content; thus, it will bias all observed correlations toward
greater positivity (i.e., toward +1.00). If the true correlation
between two constructs is positive (as in the case of similarly
valenced affects such as fear and sadness), acquiescence will
artifactually inflate the observed coefficients.

As we already have discussed, systematic error generally
has only a modest impact on disaggregated mood ratings. It
appears, however, that acquiescence exerts a much greater in-
fluence in aggregated ratings, thereby substantially inflating
the correlations among similarly valenced affects such as fear
and sadness (and, in turn, reducing the discriminant validity
of measures of these constructs). This augmented acquies-
cence component likely is an unintended byproduct of the
aggregation process itself. Traditional discussions of aggrega-
tion have argued that it progressively eliminates measurement
error (e.g., Rushton et al., 1983). However, this generalization

applies only to random error. Because random errors are, by
definition, uncorrelated across assessments, they can be ex-
pected to cancel each other out as more observations are aver-
aged. In marked contrast, however, systematic errors (such as
acquiescence) are correlated across assessments; thus, their
influence may grow with increasing aggregation. Further-
more, if this error variance expands more rapidly than the true
score component, increasing aggregation actually may have
the paradoxical effect of lessening the validity of the resulting
measure.

An acquiescence-based explanation also can account for a
second curious property of aggregated ratings, namely, an
almost complete absence of bipolarity. As noted earlier, ac-
quiescence will bias observed correlations toward greater
positivity. If the true correlation between two constructs is
negative (as in the case of oppositely valenced affects such as
happiness and sadness), acquiescence will act to weaken the
observed coefficients so that they become more weakly
negative—or even slightly positive. Consistent with an acqui-
escence-based explanation, correlations between measures of
negative and positive affectivity repeatedly have been found
to be shifted toward greater positivity in aggregated ratings
(see Diener & Emmons, 1984; Diener, Larsen, Levine, &
Emmons, 1985; Russell & Carroll, 1999; Watson & Clark,
1997; Watson et al., 2002).

In light of these data, it seems reasonable to conclude that
response biases such as acquiescence represent a substantially
greater problem in aggregated data than in general ratings of
trait affectivity. This, in turn, suggests that despite the prob-
lems associated with this approach (see Schwarz & Sudman,
1999; Stone et al., 1999), general ratings actually provide
more valid and trustworthy data. We certainly are not arguing
that aggregated ratings be abandoned. These ratings provide
very useful information in a variety of contexts; moreover, as
we have seen, they converge well with general trait ratings.
Our point, rather, is that to the extent these two approaches
disagree, general ratings ultimately appear to have superior
construct validity, and therefore should continue to be viewed
as the gold standard in trait affect assessment.

RECOMMENDATIONS FOR FUTURE RESEARCH

The mood literature has flourished in recent years, in large
part because affect researchers have developed an impressive
array of measures to assess most of the key constructs within
this domain. Our overall evaluation of the current state of
mood assessment is positive. As we have seen, interested re-
searchers have access to a wide range of reliable measures
that show both excellent internal consistency and (in the case

TABLE 14.10 Correlations Among Negatively Valenced Scales
(Diener, Smith, & Fujita, 1995)

1 2 3 4 5 6 7

Month Ratings
1. Fear —
2. Anger .61 —
3. Shame .56 .54 —
4. Sad .59 .60 .57 —

Aggregated Ratings
5. Fear .69 .53 .46 .53 —
6. Anger .46 .61 .44 .51 .76 —
7. Shame .39 .41 .52 .41 .73 .79 —
8. Sad .42 .43 .42 .64 .70 .77 .71

Note. N = 212. Convergent correlations are highlighted. These results are
adapted from Diener et al. (1995, Table 4).
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of trait ratings) adequate temporal stability. Moreover, we
now have amassed extensive evidence (e.g., significant cor-
relations between self- and other-ratings of the same individ-
uals) to establish the convergent and discriminant validity of
many of these measures. Finally, although measurement error
is a universal problem in assessment, we see no evidence that
affect measures are especially susceptible to either random or
systematic error.

The current situation is particularly good at the higher
order level.Assessment in this area has been greatly facilitated
by the emergence of a consensual structural scheme—empha-
sizing the dominance of two general dimensions—during the
1980s (see Feldman Barrett & Russell, 1998; Larsen &
Diener, 1992; Russell & Carroll, 1999; Tellegen, et al., 1999;
Watson & Tellegen, 1985; Watson et al., 1999). This structural
consensus encouraged the development of reliable and valid
measures of Positive Affect, Negative Affect, and Pleasant-
ness.As we have seen, however, mood researchers have relied
largely on ad hoc Pleasantness measures whose psychometric
properties have not been thoroughly analyzed. Accordingly, it
would be helpful if future investigators worked to establish
standard measures of this construct.

Obviously, however, the Engagement or Activation di-
mension constitutes the major unresolved problem at this
level. Although many theorists have argued that Engagement
represents a fundamental dimension of affect (e.g., Feldman
Barrett & Russell, 1998; Larsen & Diener, 1992; Russell &
Carroll, 1999; Yik et al., 1999), no one has yet developed a
fully adequate measure of the construct; thus, we cannot rec-
ommend the routine use of any of the existing instruments.
Furthermore, as discussed earlier, interested researchers face
two formidable—and currently unresolved—assessment
problems: (a) a paucity of good marker terms and (b) the
weak bipolarity of its two hypothesized ends. In light of these
problems, we cannot be optimistic about future attempts to
measure this construct. More fundamentally, these problems
raise the issue of whether Engagement truly represents a
basic dimension of affect. It is particularly disturbing that ex-
tensive analyses have identified very few affectively neutral
terms representing pure, unambiguous markers of this di-
mension. Until good, clear markers of the construct can be
found, its status as a basic dimension remains suspect. These
clearly are crucial issues for future research.

In contrast to assessment at the higher order level, the as-
sessment of lower order, discrete affects remains less satisfac-
tory. As we indicated earlier, the key problem is that we still
lack a compelling taxonomy of affect at the specific, lower
order level. It is particularly discouraging to note that research
in this area appears to have stagnated, such that very little
progress has been made in recent years. We emphasize again

that without an organizing structural scheme, it is impossible
to evaluate the comprehensiveness and content validity of
all existing measures. For instance, should a comprehensive
measure contain descriptors related to disgust? If so, should
they be assessed separately, or instead combined with markers
of anger and contempt? In our view, the absence of a suitable
taxonomy is the single most important unresolved issue in
mood assessment, and it should be accorded top priority by
affect researchers.

In the meantime, it would be enormously helpful if inves-
tigators conducted studies that directly compared the reliabil-
ity and validity of the major instruments in this area (the
DES, MAACL-R, PANAS-X, and POMS). The limited evi-
dence that currently is available is sufficient to demonstrate
that purported measures of the same construct (e.g., fear-
tension-anxiety, sadness-depression-dejection) are not inter-
changeable and differ widely in their internal consistency,
discriminant validity, and other psychometric properties.
Comparative research would be invaluable in helping re-
searchers to identify the specific measures that best suited
their assessment needs.

Finally, trait affect assessment presents us with a paradox-
ical situation. On the one hand, extensive recent evidence has
firmly established the reliability and construct validity of
global trait ratings. Among other things, these global ratings
(a) are substantially stable over time, (b) are strongly corre-
lated with general trait measures such as Neuroticism and
Extroversion, and (c) show significant levels of self-other
convergence. Thus, we can have much more confidence in
these measures than we could 10 years ago.

On the other hand, we also are more painfully aware of their
limitations than we were 10 years ago. Thus, it now is clear
that general affect ratings suffer from a variety of problems—
including duration neglect and recency effects—that may sub-
stantially lessen their construct validity (Kahneman, 1999;
Schwarz & Strack, 1999; Stone et al., 1999). Furthermore,
general affect scales show (a) lower temporal stability and
(b) weaker self-other agreement than do other types of trait
measures, even closely related traits such as neuroticism and
extroversion. As discussed previously, these effects cannot be
attributed simply to differences in content, but reflect in part
subtle influences of format and presentation. Put differently, it
appears that we can improve the construct validity of these
measures by experimenting with various stylistic changes (see
Vaidya et al., 2002; Watson et al., 2000). In this regard, it is
noteworthy that contemporary mood researchers still rely pri-
marily on the same basic assessment instrument that was pio-
neered by Nowlis and Green more than 40 years ago.Although
this instrument generally has worked quite well over the years,
it now is time to revisit it—and, perhaps, to reinvent it.
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TRADITIONAL APPROACHES TO PERSONALITY
TEST CONSTRUCTION

Rational-Theoretical Approach

Over the past century, there have been four generations, as it
were, of approaches to the construction of personality mea-
sures. The oldest of these traditions is the rational or theoret-
ical approach. This form of test construction relies heavily
upon the developer’s notions of the concept in question, as he
or she attempts to design an instrument that reflects a partic-
ular theory about the concept. This theoretical reflection can
either be implicit or explicit. For example, the items of the
Woodworth Personal Data Sheet, assembled in response to
needs for psychiatric screening during the U.S. entry into
World War I, represented Woodworth’s implicit theory about
important indicators of psychological adjustment. Alterna-
tively, the items of the Myers-Briggs Type Indicator represent
an attempt to implement an explicit psychological theory of
personality, that of C. G. Jung. 

An important advantage of the rational approach to per-
sonality test construction is that it places an important em-
phasis upon the content validity of the resultant measure. As
will be discussed in more detail in following sections, this
important emphasis has sometimes been lost in more recent

approaches to test construction, with unfortunate conse-
quences. However, the early rational approach also suffered
from a number of drawbacks. One particular problem was the
failure to use any data-driven procedures in the development
of the measures. Thus, these measures were entirely depen-
dent upon the assumptions of the test author, and these
assumptions may or may not have been well founded.
Erroneous assumptions could take place at the level of inter-
preting the theory or at the level of generating the relevant
indicators. At the level of theory, for example, a test author
might assume two concepts are related when in fact they are
not. At the item level, an item that might appear relevant at
first glance may in fact turn out to be measuring something
other than what was intended. In the absence of any confirm-
ing data prior to the general use of the test, any instrument de-
veloped entirely by rational means is likely to contain several
such errors.

Empirical Approach

As American psychology became increasingly behavioris-
tic in outlook, a second criticism of the rationally devel-
oped measures emerged. These behavioral psychologists
were unwilling to base conclusions about personality or
psychopathology on the introspections of the respondent.
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Rather, the personality measure began to be viewed as sim-
ply another mechanism by which to observe the behavior of
the respondent. From this framework emerged the next gen-
eration of personality test construction, the empirical ap-
proach. From this perspective, the only aspect of item
responses that mattered was their correlates; the content or
theoretical applicability of the item was of no interest in con-
struction. Meehl (1945) provided a manifesto for this ap-
proach, stating that “it is suggested tentatively that the
relative uselessness of most structured personality tests is
due more to a priori item construction than to the fact of their
being structured” (p. 6).

The empirical approach to test construction is exemplified
by the creation of the Minnesota Multiphasic Personality
Inventory (MMPI; Hathaway & McKinley, 1967) and the
Strong Vocational Interest Blank (Strong, 1927). In these in-
struments, a single extratest criterion—ability to differentiate
members of a criterion group from those in a control group—
was used to select items for the final version of these tests.
For the Strong, group membership involved persons engaged
in particular occupations, whereas for the MMPI, group
membership was determined by psychiatric diagnosis. Thus,
it was this criterion correlate that determined the composition
of test items, and item content was ignored.

The potential advantages of the approach over the rational
method, as discussed by Meehl (1945), were numerous. Tests
developed from this perspective were unlikely to fall subject
to the mistaken theoretical assumptions of the test authors
(except perhaps in the generation of the initial pool of items),
because the approach was explicitly atheoretical. The ap-
proach was initially thought to be much less susceptible to at-
tempts by the respondent to falsify or distort their results, a
common concern with the earlier generation of tests that were
heavily content based. The use of empirical item selection re-
sulted in the inclusion of a number of so-called subtle items
on scales; these items had content with little apparent rela-
tionship to the construct for which it was scored. As an ex-
ample, the MMPI Depression scale included the item “I
sweat very easily even on a cool day,” which was scored for
depression if answered false.

Unfortunately, the promise of the empirical approach was
often not borne out by subsequent research, because a number
of important problems began to surface as research on such in-
struments accumulated. First, it quickly became apparent that
empirical tests were not free from distortions introduced by
efforts at impression management; such results led rather
quickly to efforts to develop so-called validity scales for the
MMPI (e.g., Meehl & Hathaway, 1946) that could assist in
identifying such distortion.Asecond shortcoming was that the

selection of items based upon their ability to make a particular
discrimination led to problems when these items were called
upon to make other discriminations. For example, the MMPI
items, selected to contrast normality with psychopathology,
tended to have difficulty making distinctions among different
forms of psychopathology, leading to efforts by some re-
searchers (e.g., Rosen, 1958) to create empirical MMPI scales
designed to make distinctions within clinical populations.
Finally, the reliance upon empirical methods to identify subtle
items appeared to lead to the inclusion of such items on scales
that appeared to have questionable validity upon cross-
validation (e.g., Lees-Haley & Fox, 1990). As problems such
as these were discovered, the field began to search for more
sophisticated, yet still empirically based, strategies that could
address these shortcomings.

Statistical Approach

This second alternative to the rational/theoretical approach
began to emerge at approximately the same time as the
empirical approach, although it gained acceptance more
slowly, perhaps because of its greater computational com-
plexity. This approach, sometimes called the statistical or
classic psychometric approach, shared a quantitative em-
phasis with the empirical perspective. However, the statisti-
cal approach received impetus from the development of the
classical approach to psychometric theory (e.g., Guilford,
1936) as well as the development of the then-novel set of
statistical techniques known as factor analyses. Rather than
emphasizing external criterion-group membership, as in the
empirical approach, the statistical approach emphasized
item intercorrelations as its basis for test construction. From
this perspective, test construction centered around a statisti-
cal search for dimensions that could summarize personality,
and items were accordingly selected on the basis of their
ability to represent these dimensions. This approach sought
to construct scales that were collections of homogeneous in-
dicators of an underlying factor (or factors). In the case of
measures of single factors (e.g., trait anxiety), the instru-
ments have sought to maximize item interrelationship,
resulting in high internal consistency and factor analysis so-
lutions suggesting a unifactorial structure. Such instruments
have often selected items by focusing upon item-scale cor-
relations and choosing those items that demonstrated the
largest correlations with the parent scale. This results in
high mean interitem correlations and consequently a large
coefficient alpha (Cronbach, 1951), which provides an esti-
mate of the average of all possible split-half combinations
of items.
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Some instruments, particularly multiscale inventories,
that were developed from this perspective have tended to rely
upon exploratory factor analysis techniques to assign items to
scales, selecting and eliminating items as part of creating
scales that are internally consistent and factorially pure. In
other words, scales for a particular factor are constructed
from items that load highly on one factor, and preferably on
only one factor. Items with multiple or ambiguous loadings
are removed from the instrument. Ideally, this will result in
an instrument whose items have what is known as simple
structure (Thurstone, 1935). One pioneering instrument de-
veloped from the statistical perspective was the Guilford-
Zimmerman Temperament Survey (Guilford & Zimmerman,
1949), for which the authors factor-analyzed items from
many different instruments to create scales representing only
those items tapping the resultant dimensions.

One of the most enduring examples of the statistical ap-
proach to constructing a personality inventory is the Sixteen
Personality Factor Questionnaire (16PF; Cattell, Cattell, &
Cattell, 1993). Developed and refined over a number of
years, the basis of the instrument was the “lexical” approach
advocated by Cattell, who sought to identify a finite number
of source traits that explained the various individual differ-
ences among people as captured by personality adjective
terms in the English language. Based upon factor analyses of
various forms of personality data (including behavioral de-
scriptions as well as questionnaire data), Cattell initially con-
cluded that 16 obliquely related source traits appeared to
serve as the basis for most observable personality differ-
ences, and he sought to construct a questionnaire that could
measure these source traits directly. For Cattell, the use of
factor analyses to construct the 16PF was a natural extension
and replication of the methods that had been used to develop
its underlying theory. However, subsequent investigations
have generally found that the 16 scales are not factorially in-
dependent, and even efforts to replicate Cattell’s results using
his original data tend to find far fewer factors than 16 (Fiske,
1949; Goldberg, 1993).

One of the most popular models of normal personality in
contemporary research is the five-factor model (FFM). The
FFM, proposed initially by Tupes and Christal (1961) and re-
fined by Norman (1963), has a number of elements in common
with other popular dimensional approaches; in fact, it resem-
bles an integration of the Eysenck (1952) model and the higher
order factors of Cattell’s (1965) theory. The five factors may
be described as follows (Costa & McCrae, 1986): neuroticism,
characterized by worry, insecurity, and self-pity, as opposed to
a calm and self-satisfied nature; extraversion, referring to a so-
ciable and affectionate nature in contrast to a sober, reserved

one; openness, implying an imaginative, independent person-
ality as contrasted to a conforming, orderly nature; agreeable-
ness, characterized by a trusting, helpful attitude in contrast to
a suspicious, exploitative orientation; and conscientiousness,
denoting a well-organized, careful, disciplined personality as
opposed to a careless, weak-willed personality.

As pointed out by McCrae and Costa (1996), the utility
and robust nature of the FFM has been supported in a number
of research studies. In addition, there is substantial evidence
to suggest that these five factors reflect enduring characteris-
tics that persist throughout much of adult life (Costa and
McCrae, 1988). There are a number of instruments available
for measuring these five dimensions, with one of the most pop-
ular being the NEO Personality Inventory (Costa & McCrae,
1985, 1992b). The emergence of this model is an interesting
example of the interaction between theory and measurement
in personality, as the emergence of the statistical–factor ana-
lytic measurement model provided the foundations for a
dimensional theory of personality. As this theory became in-
creasingly well articulated, investigators developed new and
refined measures that, while continuing to rely upon factor
analysis for development and validation, increasingly did so
within a perspective that resembled the construct validation
approach.

THE CONSTRUCT VALIDATION APPROACH

During the 1950s, the field of psychological assessment
began to move somewhat away from the behaviorally based
focus upon criterion validity, which used behavioral criteria
for test validation, moving toward the notion of construct va-
lidity, which represented the extent to which a test could be
said to reflect a theoretical (and hence not directly observ-
able) construct. A number of seminal articles (Campbell &
Fiske, 1959; Cronbach & Meehl, 1955; Loevinger, 1957)
began to describe the implications of this shift in emphasis,
which included new perspectives on how best to construct
psychological measures (Jackson, 1967a, 1970). The con-
struct validation approach as delineated in these important
works remains the state of the art in test construction today.

In working within a construct validation framework, it is
essential to understand that each of the two words—construct
and validation—is there for a reason. Neither is very useful
without the other. Constructs without validation tend to be ab-
stractions that typically have little utility in an empirical or in a
pragmatic sense; validation in the absence of a construct tends
to yield specific-use applications that have little generalizabil-
ity and do little to further an understanding of what is being
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measured. The construct validation approach emphasizes the
interplay between the theoretical elaboration of the construct
and its methodological validation, and both elements deserve
some further consideration.

Constructs

Within the construct validation framework, test development
cannot proceed without a specification and elaboration of the
construct to be measured. Although this may seem intuitively
obvious to many, the history of psychological assessment is
replete with examples to the contrary. The differences can be
seen in as basic a level as the names of scales on instruments.
Construct validation requires that the scale name reflect the
construct being measured; this contrasts with instruments in
which scale names are task descriptions (such as the sub-
scales on the Wechsler intelligence scales), factor names (as
on the 16PF), or even numerals (such as eventually became
the case with the MMPI).

When a scale is designed to measure a particular con-
struct, the scale must be evaluated within the context of a the-
oretically informed network that makes explicit hypotheses
about interrelationships among indicators of various con-
structs. I have advocated (e.g., Morey, 1991b) that our classi-
fications in personality and psychopathology be viewed
simply as a collection of hypothetical constructs that are
themselves subject to construct validation procedures. In re-
cent years, there has been increasing recognition that these
constructs are best represented by rules that are probabilistic
rather than classical (i.e., the use of necessary and sufficient
features) in nature. The resulting fuzzy quality of critical
constructs in mental health weighs against the success of
criterion-referenced approaches (e.g., those tied to specific
etiology in a strong sense) to the development and validation
of construct indicators. Despite recent efforts to increase the
rigor with which certain clinical constructs are identified,
the fact remains that no gold standard has been discovered for
use as a criterion for membership in any of the major cate-
gories of mental disorder or personality since the discovery
of the specific qualitative etiology of general paresis around
the turn of the twentieth century. Most constructs in psychi-
atric classification are “open concepts” (Meehl, 1977) with
little known about their inner nature. Thus, the construct val-
idation approach is perhaps the only viable strategy with
which to tackle this type of measurement problem.

Cronbach and Meehl (1955) suggested that assigning
variability in observable behavior to a hypothetical construct
requires a theory with respect to that construct that is
comprised of an interconnected system of laws (which
Cronbach and Meehl called a “nomological network”)

relating hypothetical constructs to one another and to behavior
observable in the environment. Skinner (1981, 1986) has de-
scribed a three-stage framework for the elaboration of psy-
chopathological constructs that follows Loevinger’s (1957)
and Jackson’s (e.g., 1971) construct validation frameworks in
psychometrics. The stage of theory formulation involves an
explication of the content domain of the construct, a delin-
eation of the nature of the classification model and the linkages
between constructs in the model, and a specification of the re-
lationship of constructs to external variables, such as etiology
or treatment outcome. The second stage, internal validation,
involves the operationalization of the constructs and the ex-
amination of various internal properties of the classification;
specific properties to be emphasized would depend on the the-
ory elaborated in the initial stage. These properties might in-
clude interrater reliability, coverage of the classification,
stability of measurement over occasions, internal correlation
matrices, internal consistency of features assumed to be indi-
cators of the same construct, or the replicability of classifica-
tion or factorial structures across different samples. The third
stage of construct validation described by Skinner (1981) in-
volves external validation.At this stage, links of the constructs
to other variables related to etiology, course, or prediction
must be tested. This process will involve both convergent and
discriminant validation (Campbell & Fiske, 1959). That is, in
addition to showing that expected relationships prevail be-
tween the construct and to conceptually similar constructs, the
process must also involve efforts to demonstrate that observed
relationships are not attributable to constructs presumed not to
be operating within the theoretical network. As empirical evi-
dence is gathered, the theoretical formulation will likely be re-
vised to accommodate new and unexpected information.

It should be noted that the links among constructs in the
theoretical network may be of many types. Historically, clas-
sification in medicine has given prominence to etiology as a
basis for organization, but there is no reason to presume that
theoretically based construct validation research must begin
and end with investigations into causation. Meehl (1977)
points out that the complexity of causation of most phenomena
in the biological and social sciences does not seem compatible
with the notion of specific etiology. Consequently, specific eti-
ology may not be a particularly promising candidate to serve
as the basis of a scientific classification of mental disorders.
Even with the presumption of multiple etiological pathways,
there seems to be a need to provide a theoretical link between
the observed phenomena and some etiologically proximal
final common pathway if the taxonomic construct is to achieve
scientific coherence. Thus, efforts directed at establishing the-
oretical links between constructs and other external validator
variables such as treatment response or personality outcome
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may have as much promise for clarifying these constructs as
do etiological investigations. As with etiological research,
there is little reason to presume to find specificity (e.g., that
disorders should respond specifically to particular treatments)
because factors such as treatment response or personality
change may involve variables fairly distal to the core of the
construct. Nonetheless, more proximal links between certain,
presumably malleable, elements of the construct and theoreti-
cal mechanisms of treatment or change are reasonable objects
of investigation for construct validation. Ultimately, those
constructs that are central in a theory that provides such link-
ages to etiology, description, and intervention should be those
that emerge as superordinate in a taxonomy of psychopathol-
ogy or personality.

Thus, development of construct-validated instruments is
possible only for constructs with some depth of elaboration in
the theoretical and empirical literature. For example, con-
struction of a measure for passive-aggressive personality is
hampered by a lack of theoretical and empirical articulation
in the scientific literature. In contrast, depression is useful as
an example of a well-articulated construct. Of all mental-
disorder concepts, its description is perhaps the most stable,
because it has been described consistently at least since the
time of the classical Greek physicians. The construct has also
received a great deal of theoretical and empirical attention,
with a host of instruments available for assessing depression,
including the self-report Beck Depression Inventory (BDI;
Beck & Steer, 1987), Zung (1965) Depression Scale, and
MMPI D scale, as well as the observer rating scales such
as the Hamilton Rating Scale for Depression (HAM-D;
Hamilton, 1960). Despite the fact that these scales are widely
used and tend to be positively correlated, they all have some-
what different characteristics (Lambert, Hatch, Kingston, &
Edwards, 1986). For example, the HAM-D is one of the most
commonly used instruments in psychopharmacologic trials
of antidepressants, perhaps because it emphasizes the mea-
surement of physiological symptoms of depression that are
reasonably responsive to such medications (a nomological
link to treatment). As an example, 3 distinct items of the
17 items on the original scale inquire about sleep distur-
bances, but none ask about negative cognitions or expectan-
cies. In contrast, the BDI tends to emphasize cognitive
features of depression, such as beliefs about helplessness and
negative expectations about the future (Louks, Hayne, &
Smith, 1989). This emphasis is not surprising, given Beck’s
theoretical elaboration (e.g., Beck, 1967) of the role of these
factors in the development and maintenance of depression
(a nomological link to etiology). Empirically, factor analyses
of the BDI support the conclusion that such cognitive
elements of depression are a major source of variance on this

instrument, with somatic and affective elements relatively
undifferentiated (Steer, Ball, Ranieri, & Beck, 1999). In con-
trast, other commonly used instruments, such as the MMPI D
scale, focus upon affective features such as unhappiness and
psychological discomfort, with limited assessment of either
the cognitive or physiological features of depression. As a re-
sult, they tend to tap more generalized distress and have little
specificity in the diagnosis of depression. 

Given the consistency of the literature on the indicators of
depression, and the convergence of empirical research on the
major grouping of these indicators, it is relatively straightfor-
ward to pursue the development of depression scales from the
construct validation perspective. For example, the construc-
tion of the Depression (DEP) scale of the Personality Assess-
ment Inventory (Morey, 1991a) proceeded with the goal of
representing these empirically related, but conceptually inde-
pendent, components of the depression construct, because the
empirical and theoretical significance of each had been estab-
lished in the literature. The initial item pool for these compo-
nents was generated by examining the literature in each area
to identify those characteristics of each that were most central
to the definition of the concept. The content of these items
was assumed to be crucial to its success, because each item
was carefully constructed to measure a reasonably well artic-
ulated facet of a complex construct.

The above discussion makes it clear that the construct vali-
dation method of test construction differs markedly from athe-
oretical methods, such as the empirically keyed method of
item selection employed in instruments such as the MMPI. In
the construct validation view, theory and measurement are in-
extricably interlinked, and an instrument is viewed as a scien-
tific theory that is open to empirical falsification. Thus, not
even instruments such as the MMPI or even the Diagnostic
and Statistical Manual of Mental Disorders, Fourth Edition
(DSM-IV; American Psychiatric Association, 1994) are truly
atheoretical (e.g., Faust & Miner, 1986; Schwartz & Wiggins,
1987), because each represents an implicit theory about the
representation of the constructs and the boundaries between
them. However, in such so-called atheoretical methods, the
theoretical networks underlying the constructs are typically
poorly articulated, and measurement problems invariably
result. Thus, for example, in constructing a measure of psy-
chopathology, the investigator may be faced with the choice of
developing a direct measure of the DSM definitions of a par-
ticular disorder or, alternatively, a representation of the disor-
der that attempts to instantiate contemporary knowledge about
the constructs. Each approach has its advantages and disad-
vantages. The DSM-based measurement approach would pro-
vide a clear link to a widely used definition of a construct.
However, the poor articulation of the constructs potentially
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complicates interpretation of psychometric properties of the
resulting measure. Would properties such as poor internal con-
sistency, limited temporal stability, or poor discriminant valid-
ity be a property of the DSM definition, or of the measure of
that definition?

In the context of a discussion of the utility of theory-based
assessment, some mention should be made of the nature of the
theories from which assessments may be derived. In general,
the nomological network for one construct may look quite dif-
ferent from that for another; for example, it is unlikely that the
same set of explanatory principles will hold for introversion,
bipolar affective disorder, posttraumatic stress disorder, and
dependent personality disorder. Consequently, many of the
theories that most help to elaborate psychopathologic con-
structs tend to be restricted in scope. Theories that are intended
to be applicable across the broad expanse of psychopathology
(e.g., early applications of psychoanalytic theory, or Millon’s
1969 model of syndromes) tend to achieve their expansive
coverage at the expense of specificity, and hence falsifiability.
Thus, in selecting a theory as a guide to test construction, the
developer must consider the relative advantages of breadth
of applicability versus specificity of articulation of the
theory. For example, the Millon Clinical Multiaxial Inventory
(MCMI; Millon, 1994) maintains a particular theoretical focus
(Millon’s theory) across scales tapping a variety of constructs,
whereas the Personality Assessment Inventory (PAI; Morey,
1991a) draws from more circumscribed theoretical models
that have shown promise for specific constructs, including
models that are psychodynamic, interpersonal, cognitive, or
psychopathologic in nature.

Normal Versus Abnormal Constructs

In designing and evaluating a personality instrument, one
must take into account the nature of the constructs being as-
sessed, and one aspect of this nature involves whether the
constructs reflect normal personality or an abnormal process
(i.e., disordered personality or psychopathology). In the psy-
chometric field it is clear that there are differences between
instruments depending on whether they are designed to mea-
sure normal or abnormal constructs; for example, catalogs
from test publishers often present such tests in separate sec-
tions. However, the distinction between normal and abnormal
aspects of personality has not been well articulated conceptu-
ally. For example, the American Psychiatric Association’s
DSM, despite admirable attempts to objectify many critical
distinctions, is still unclear on distinctions among normal
personality, abnormal personality, and clinical syndromes.
Instruments themselves are ambiguous in their terminology;

for example, the MMPI was named a personality inventory
despite the fact that it was clearly created as a clinical diag-
nostic instrument.

To assist in the delineation of personality constructs,
Morey and Glutting (1994) discussed a number of empirical
criteria that may help to identify whether a construct captures
an element of normal personality or whether it represents
something abnormal. Each of these criteria will be discussed
in some detail, because they serve to highlight some critical
differences to anticipate in the design of measures of normal-
ity versus abnormality.

1. Normal and abnormal personality constructs differ in the
distribution of their related features in the general popu-
lation. Differentiating normal and abnormal personality in
this manner is similar to the approach taken by Foulds
(1971). Foulds separated what he called personality de-
viance from personal illness (i.e., psychopathology), and
he proposed a model of the relationship between these
conditions whereby they were viewed as overlapping but
conceptually independent domains. In making this dis-
tinction, he focused upon quantitative aspects of these
conditions, namely the distributions of symptoms (fea-
tures of personal illness) and traits (features of personality
deviance) in various populations.

In distinguishing between features associated with
these conditions, Foulds hypothesized that abnormal
symptoms should have distributions that have a marked
positive skew (i.e., that occur infrequently) in normal sam-
ples, while being roughly normally distributed in clinical
samples. In contrast, normative personality traits should
be distributed in a roughly Gaussian (i.e., bell-shaped)
manner in the general population; a sample of individuals
with so-called deviant personalities is distinguished by the
personality traits’ being manifest to a degree rarely en-
countered in the general population. It should be noted
that both types of constructs may be of clinical interest.
Various regions of each type of construct may represent an
area of concern; a person can be having difficulties be-
cause he or she manifests a particular normative trait (e.g.,
introversion) to an extreme degree, or because he or she
manifests an abnormal construct (e.g., suicidal ideation) to
even a slight degree. The primary difference is in the na-
ture of the construct: The individual with a clinical trait
(i.e., psychopathology) may be somehow qualitatively dif-
ferent from normals, whereas individuals with what is
considered an abnormal amount of a normative personal-
ity trait are quantitatively distinct; that is, their trait mani-
fests a difference of degree rather than kind.
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These distributional differences will affect the desired
properties of the eventual scales. For example, a measure
of introversion-extraversion is likely to be bipolar, with a
nearly Gaussian distribution, interpretable variance at
each end of the scale, and expected scale means that fall
somewhere within the middle of the possible range. In
contrast, a measure of suicidal ideation is likely to be
unipolar, with an absolute zero point, a positively skewed
distribution in the general population, and a scale mean in
this population that may lie fairly close to this zero point.
Interpretations of the suicidal ideation scale are more
likely to be made solely in the higher ranges of the scale.
Efforts to use a normalizing transformation in standardiz-
ing a normal personality measure thus may make sense
because the underlying construct may well be normally
distributed. However, a similar transformation for a suici-
dal ideation scale would be problematic, because it would
tend to magnify small and perhaps unreliable differences
at the low end of the scale and compress differences that
might be meaningful at the higher end of the scale.

2. Normal and abnormal personality constructs differ dra-
matically in their social desirability.Assessment investiga-
tors have long recognized that self-report personality tests
can be vulnerable to efforts at impression management. In
particular, much concern has been expressed about the in-
fluence of efforts to respond in a socially desirable fashion
on such tests. Various diverse and creative efforts have
been directed at resolving this dilemma, including the em-
pirical keying strategy behind the development of the orig-
inal MMPI as well as the subsequent use of the K correction
and the forced-choice matched item alternatives employed
in the Edwards Personal Preference Schedule. However,
for self-report tests that focus on so-called abnormal con-
structs, these strategies tend not to work very well. It is sug-
gested that the reason for these problems is that abnormal
constructs are inherently socially undesirable. Thus, most
measures of social desirability responding will correlate
quite highly with measures of abnormal constructs. In con-
trast, the social desirability of normative personality fea-
tures is more ambiguous, less evaluative, and more likely to
be tied to a specific context. For example, the trait adjective
talkative might be a socially desirable characteristic in a
salesperson but not in a librarian. There is likely to be little
consensus among people as to whether talkative is a desir-
able or undesirable characteristic, whereas characteristics
such as depressed or delusional will invariably be viewed
consensually as undesirable.

This implies that the social desirability of a con-
struct may be useful as an indicator of its status in capturing

normal or abnormal variation between people. The desir-
ability of the construct may be measured in many ways; for
example, correlations with measures such as the Marlowe-
Crowne social desirability scale (Crowne & Marlowe,
1960) can yield an estimate of the desirability loading of a
measure of some construct. Another means by which to as-
sess the desirability of a construct measured by a particular
scale is to gauge the impact that efforts at impression man-
agement have upon scale scores. In establishing the dis-
criminant validity of a normal personality measure, the test
developer may wish for effect sizes of social desirability
manipulations that are close to zero, but the author of a
measure of an abnormal construct should not have this aim.
Instead, discriminant validation of the latter will focus
upon the magnitude of social desirability effects relative to
convergent validity indicators, because some relationship
to social desirability should be anticipated.

Another implication of the impact of this assumption
is that treatment of social desirability as a nuisance vari-
able should differ in measures of normal and abnormal
constructs. As an example, the Edwards Personal Prefer-
ence Schedule (EPPS; Edwards, 1959) attempts to mea-
sure the constructs of Henry Murray’s (1938) theory of
personality using a forced-choice item response format
(e.g., Edwards, 1957), where alternative item responses
are equated for social desirability valence. Such an ap-
proach makes sense if one assumes that these are normal
personality constructs, but it becomes problematic if
applied to constructs reflecting abnormality. This assump-
tion may also help clarify why psychometric efforts to
correct for stylistic aspects of response variance, such as
the MMPI’s K correction, tend to meet with failure in clin-
ical settings (Archer, Fontaine, & McCrae, 1998). Such
strategies essentially treat social desirability as a suppres-
sor variable (Wiggins, 1973) that can be added or sub-
tracted from some substantive indicator to enhance the
validity of that indicator. However, in order for this strat-
egy to be successful, it is important that the suppressor
variable be minimally correlated with the validity crite-
rion (Wiggins, 1973), and, according to the assumption
presented here, this would not be the case for most indica-
tors of abnormal constructs. Such correction strategies
may have greater promise for use as suppressor variables
in measures of normal personality, which are more likely
to meet this requirement.

3. Scores on measures of abnormal personality constructs
differ dramatically between clinical and community sam-
ples, whereas scores of normal constructs do not. This cri-
terion is based upon the assumption that, in dealing with an
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abnormal personality construct, more is worse; that is, the
more of the construct a person has, the greater the impair-
ment the person manifests and the more likely the person is
to come to the attention of mental health professionals. For
example, when one considers disordered thinking as a per-
sonal characteristic, greater amounts of thought disorder
will be associated with greater impairment and need for in-
tervention. Thus, a clinical population should invariably
obtain higher scores on measures of such constructs than a
community sample. In contrast, for a normative personal-
ity trait, the adaptive direction of scores is less clear-cut.
Given the assumption that such traits are normally distrib-
uted, then the traits are inherently bipolar, and extreme
scores at either end of the trait may be maladaptive. Thus,
even if clinical samples were restricted to persons with
problems on a particular normative trait (e.g., extreme
scores on introversion-extraversion), there would still be
no reason to suspect mean differences between clinical and
community subjects, because the extreme scores of the
clinical subjects at either end of the continuum would be
expected to balance out.

4. Measures of normative personality traits should demon-
strate factorial or correlational invariance across clinical
and community samples, whereas measures of abnormal
traits may not. The basic assumption behind this criterion
is that the correlation pattern that gives abnormal con-
structs their syndromal coherence should only emerge in
samples where there is adequate representation of individ-
uals manifesting the syndrome (i.e., clinical samples).
In community samples, which may include relatively few
individuals who have a clinical syndrome, the association
between features of the same syndrome may be no greater
than that between any two features selected randomly. As
an example, if depression were defined by five necessary
and sufficient criteria, and these five criteria were intercor-
related in a community sample that contained no depressed
subjects, the average correlation between these features
might well be zero. In a sample of nondepressed individu-
als, sleep problems and low self-esteem may be associated
only at chance levels because individuals who share the pu-
tative causal process that underlies the clinical association
of these features have been removed from the sample. It is
the convergence of these features in individuals considered
to be depressed that lends a correlation pattern to these
features. Thus, distinct sets of highly intercorrelated fea-
tures (i.e., syndromes) might emerge from a factor analysis
of clinical subjects that would not be identified in a sample
of subjects selected from the community.

In contrast, those traits that describe normal variation
in personality would be expected to capture this variability

among clinical as well as normal subjects. Even though
the clinical subjects may be, as a group, more extreme on
normal personality traits, similar correlational patterns
among elements of the trait should be obtained. For exam-
ple, the construct of extraversion/introversion should
identify meaningful differences among clinical subjects as
well as normal subjects, and the intercorrelation of the be-
haviors that make up this construct should be similar in the
two populations. This should yield predictable empirical
results with respect to the factor structure (for multifac-
eted scales or constructs) and the average item intercor-
relation (i.e., coefficient alpha, for unidimensional
constructs); for a normative trait, these results should be
similar in clinical and nonclinical samples. In contrast,
these values may well differ if an abnormal construct is
being examined.

The preceding four criteria can be useful for distinguish-
ing between normal and pathological aspects of personality,
and also for designing the type of investigations necessary to
accumulate evidence of construct validity. The important
message is that indicators of validity are not always applica-
ble across different types of constructs. Because of this, a va-
riety of commonly used criteria for scale validity, such as
factorial invariance or social desirability loading, are only
useful when justified within the theoretical context of the
construct. This points to the importance of the construct in
construct validation; the discussion now turns to the valida-
tion aspect.

Validation

The second part of the construct validation picture is the val-
idation. Once a construct has been identified and the major
elements of the construct delineated, the putative indicators
of the construct need to be examined for validity. Although
this sounds simple enough, it is critical to understand that the
validation of an indicator is a complex process, and the va-
lidity of an indicator cannot be reduced to a single coeffi-
cient. The importance of validation has been understood
since the beginnings of psychometrics, but the multifaceted
nature of validity has not been clearly recognized until rela-
tively recently. In particular, the literature on test develop-
ment and validation is replete with studies documenting
convergent validity, or the association between indicators
that supposedly measure the same construct. However, two
other important aspects of validation often receive short
shrift in the test construction literature, and the construct val-
idation approach has been central in highlighting the impor-
tance of these overlooked aspects. The following sections
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examine two of these areas, namely content validity and dis-
criminant validity.

Content Validity

The content validity of a measure involves the adequacy of
sampling of content across the construct being measured.
Often, this characteristic of a test is confused with face valid-
ity, referring to whether the instrument appears to be measur-
ing what it is intended to measure, particularly as it appears to
a lay audience. These are not synonymous terms; a test for
depression that consists of a single item such as I am unhappy
may appear to be highly related to depression (i.e., it has high
face validity) but provides a very narrow sampling of the con-
tent domain of depression (i.e., it has low content validity).
Content validity dictates that scales provide a balanced sam-
pling of the most important elements of the constructs being
measured. This content coverage should be designed to in-
clude a consideration of breadth as well as depth of the con-
struct. The breadth of content coverage refers to the diversity
of elements subsumed within a construct. For example, as de-
scribed earlier, in measuring depression it is important to in-
quire about physiological and cognitive signs of depression
as well as features of affect. Any depression scale that focuses
exclusively on one of these elements at the expense of the
others will have limited content validity, with limited cover-
age of the breadth of the depression construct.

The issue of construct breadth brings up one illustration of
a situation in which two supposedly desirable aspects of a
measure can actually be inversely related. Coefficient alpha
(Cronbach, 1951) and its dichotomous version, K-R 20, are
measures of internal consistency that provide an estimate of a
generalized split-half reliability. Many texts (e.g., Hammill,
Brown, & Bryant, 1993) state that a high coefficient alpha
(e.g., higher than .80) is a desirable property of a test, and test
construction procedures that use part-whole correlations or
factor-analytic structures essentially attempt to maximize this
psychometric property. However, sometimes internal consis-
tency can be too high, an issue described as the “attenuation
paradox” by Loevinger (1954) more than 40 years ago. High
internal consistency indicates that all test items are measur-
ing the same thing, which at its extreme can result in highly
redundant items that address a very narrow portion of a com-
plex construct. As an example, a depression test that consists
of 10 questions that all ask about difficulties in falling asleep
might be highly internally consistent, but such a test would
miss a considerable portion of the breadth of the depression
construct, including mood and relevant cognitions. 

The depth of content coverage refers to the need to sample
across the full range of intensity or severity of a particular

element of a construct. Most (if not all) interesting constructs
in personality and psychopathology have meaningful dimen-
sional variance with at least ordinal properties; in other
words, it makes sense to describe one individual as more ex-
troverted or more depressed than another. To assure depth of
content coverage, the test developer must attempt to capture
the differences that exist along the full spectrum of the char-
acteristic. One way that this is commonly done is through the
use of response options scaled to address differences in in-
tensity or severity. For example, a question about sociability
might provide a range of response options describing differ-
ing amounts of social contact during a given time period; a
question about hallucinations might capture the frequency
with which they occur (as opposed to simply whether they
occur). Such questions provide one way to capture dimen-
sional differences among respondents; different response-
scaling options are discussed in more detail later in this
chapter.

In addition to differences in intensity reflected in the re-
sponse options, items themselves are often constructed to tap
different levels of intensity or severity in the manifestation of
a characteristic. Tests have been constructed in this fashion
for many years; for example, the harbinger of standardized
intelligence tests developed by Binet and Simon in 1905 in-
cluded items scaled to capture distinctions at different levels
of intelligence. In recent years, (Hulin, Drasgow, & Parsons,
1983; Lord, 1980) has made important contributions in repre-
senting and utilizing the information inherent in this dimen-
sionality. Item response theory attempts to estimate the value
of an individual on some latent trait using information con-
tained in the responses of specific items. Tests developed
from an item response approach attempt to provide items that
sample information across the entire relevant range of the
construct, rather than including items that optimally make a
given discrimination. Scales that are developed with refer-
ence to an external criterion, such as those on the MMPI, are
examples of the latter approach; if items are selected with re-
spect to a particular discrimination (such as schizophrenic vs.
normal), they will provide only that information that is opti-
mal for that particular distinction. 

To illustrate this issue, consider the hypothetical distribu-
tions of three groups on the construct of thought disorder
shown in Figure 15.1. If items are selected on the basis of
their ability to make a discrimination between two particular
groups (e.g., schizophrenics vs. controls), those items that
provide information at the point of rarity between the dis-
tributions of the two groups on the severity continuum will
be seen as most useful. For the example in Figure 15.1, in
differentiating schizophrenia from normality, items cali-
brated around point A will provide the most information for
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Figure 15.1 Empirical item selection and discrimination.

making this distinction. However, in differentiating schizo-
phrenia from affective disorder, item information should be
maximized around point B. If a scale is intended to be useful
in making a variety of such distinctions, one would prefer a
scale to be composed of items that contain information rele-
vant to discriminations across the entire relevant range—or
the full depth—of the construct. In other words, a scale
should be composed of items sampling information across
the full spectrum of the concept if it is to be able to make a
variety of different diagnostic distinctions. 

As an example, the item response model was used as a
conceptual guide in selecting items for the final version of the
PAI (Morey, 1991a), in an attempt to select items that pro-
vided information across the full spectrum of the concept in
question. Through an examination of the item characteristic
curves of potential items, the final items were selected to
provide information across the full range of construct sever-
ity. The nature of the severity continuum varied across the
constructs on the test; for example, for the Suicidal Ideation
scale, this continuum involved the imminence of the suici-
dal threat. Thus, items on this scale varied from vague and ill-
articulated thoughts about suicide to immediate plans for
self-harm, allowing the examiner to capture information, not
only about the presence of suicidal thinking, but about its
intensity.

Discriminant Validity

A test is said to have discriminant validity if it provides a
measure of a construct that is specific to that construct; in
other words, the measurement is free from the influence of
other constructs. Although discriminant validity has long
been recognized as an important facet of construct validity, it
has not traditionally played a major role in the construction of

psychological tests. This is unfortunate, because discriminant
validity represents one of the largest challenges in the assess-
ment of psychological constructs. 

There are a variety of threats to validity where discrim-
inability plays a vital role. Three of the major areas include
discrimination among constructs, the influence of response
sets and response styles, and the operation of test bias. The
following paragraphs review these discriminant validity is-
sues and discuss potential means of handling the issues.

Discrimination Among Constructs 

This aspect of discriminant validity is a major challenge to
instruments, particularly in the realm of psychopathology.
Psychiatric diagnoses tend to be highly comorbid (e.g.,
Maser & Cloninger, 1990), which in essence means that an
individual manifesting any type of mental health problem is
at greatly increased risk of simultaneously manifesting an-
other such problem. This means that clinical problems are
positively correlated in the population at large, and some
(e.g., depression and anxiety, or the different personality dis-
orders) are quite highly correlated. This poses an obvious
challenge to the discriminant validity of any instrument that
seeks to measure such constructs.

One practice that has compromised the discriminant valid-
ity of many multiscale inventories involves the use of overlap-
ping items, that is, items that are scored on more than one
scale. Overlapping items force a certain correspondence in the
measurement of presumably distinct constructs; thus, the rela-
tionship between scales can be entirely artifactual rather than
representing a true association between distinct characteris-
tics. Given that many constructs are inherently challenging to
distinguish, a methodological handicap such as item overlap is
ill advised. Even where certain constructs may share particu-
lar behavioral manifestations (e.g., social withdrawal), instru-
ment developers should utilize distinct items that capture
manifestations typical of the constructs being considered
(e.g., social withdrawal due to anxiety vs. withdrawal due to
disinterest). Instruments that contain large amounts of item
overlap tend to display considerable discriminant validity
problems (e.g., Welsh, 1952; Retzlaff & Gilbertini, 1987). Ide-
ally, a test should allow no item overlap in order to reduce this
potential source of discrimination problems; each scale should
consist of items loading only on that scale.

There are a number of steps in the development of a test in
which procedures should be implemented in an attempt to
maximize discriminant validity. Items should be written with
particular attention to specificity concerns. Tasks involving
sorting of items into scale constructs can determine whether
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the relationship of item content to appropriate constructs is
ambiguous. Items should also be examined to insure that they
were more highly associated with their parent constructs than
with any other constructs measured by the test (e.g., Jackson,
1970, 1971). Such procedures are reviewed in more detail
later in this chapter.

Response Styles 

Over the past 30 years, the issue of response styles has been
a hotly debated topic in the field of objective psychopathol-
ogy assessment. A classic review of this area by Wiggins
(1962) distinguished among three components of variance
in responding to self-report questionnaire items: strategic,
method, and stylistic variance. Strategic variance is directly
related to the discriminative purpose of the test and is deter-
mined by the subject’s true positioning on the construct of in-
terest. Method variance is affected by structural aspects of
the instrument, such as phrasings of statements, format of
response options, and directionality of item keying. Finally,
stylistic variance consists of response consistencies that exist
independent of the test itself, and notions of such as an ac-
quiescence set or a social desirability set have been proposed
as examples. However, there have been many debates as to
whether the natures of various constructs represent strategic
or stylistic variance in the measurement of personality
(Helmes, 2000). For example, the construct of social desir-
ability has been alternatively interpreted as a tendency for in-
dividuals to endorse unrealistically positive statements when
describing themselves (e.g., Edwards, 1957) or as an indica-
tor of a personality style related to autonomy, extraversion,
optimism, and ego strength (Block, 1965; McCrae & Costa,
1983).

One useful approach involves a consideration of the pos-
sible influence of response styles as an issue of discriminant
validity. In other words, response styles are viewed neither as
totally artifactual contributions to variance to be eliminated
nor as unimportant features to be ignored. Rather, this influ-
ence can be examined at the level of the individual items,
with the aim of eliminating items that seem to measure styl-
istic or method variance to a greater extent than strategic
variance (e.g., Jackson, 1971). From this perspective, re-
sponse styles (either method or stylistic) are treated as inde-
pendent constructs from which measured constructs should
be distinguishable. The idea of eliminating all stylistic vari-
ance from a test was neither desirable nor practical, because
there is no reason to suspect that response styles such as
social desirability will be orthogonal to certain syndromes of
mental disorder or to certain personality traits. The psycho-

logical phenomena experienced by the schizophrenic will
never be seen as socially desirable, whereas the depressed in-
dividual usually manages to see the black cloud surrounding
every silver lining. With discriminant validity as an aim,
however, items can be evaluated to determine whether they
are better measures of their parent constructs than they are of
constructs representing method and stylistic variance. 

Test Bias

One implication of discriminant validity is that a test that is
intended to measure a psychological construct should not be
measuring a demographic variable, such as gender, age, or
race. This does not mean that psychological tests should
never be correlated with age, gender, or race. However, the
magnitude of any such correlations should not exceed the
theoretical overlap of the demographic feature with the con-
struct. For example, nearly every indicator of antisocial be-
havior suggests that it is more common in men than in
women; thus, it would be expected that an assessment of an-
tisocial behavior would yield average scores for men that are
higher than those for women. However, the instrument
should demonstrate a considerably greater correlation with
other indicators of antisocial behavior than it does with gen-
der; otherwise, it may be measuring gender rather than mea-
suring the construct it was designed to assess.

There are a number of procedures for attempting to exam-
ine and identify test bias. Conceptual evaluations of bias can
be accomplished by having a panel of individuals represent-
ing diverse backgrounds (e.g., both lay and professional indi-
viduals, both men and women, of diverse racial and ethnic
backgrounds) review items with regard to any potential for
bias. Empirical strategies for eliminating test bias typically in-
volve the examination of item psychometric properties as a
function of demography. For example, associations between a
given item and its corresponding full scale can be evaluated
using regression models, and items can be selected that dis-
play minimal variation in slope or intercept parameters as a
function of demographic variables (Cleary, 1968). Such
analyses can help identify and eliminate items that have dif-
ferent meanings for different demographic groups. Thus, if an
item inquiring about crying easily seemed to be related to
other indicators of depression in women but not in men, then
that item should not be included on a depression scale, be-
cause interpretation of the item would vary as a function of
gender. Note that this strategy will not eliminate mean demo-
graphic differences in scale scores. For example, an item
inquiring about stealing may have a similar meaning for iden-
tifying antisocial personality characteristics for both men
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and women, yet this behavior may still be more common
among men. In this example, the resulting gender difference
is not a function of test bias; rather, it is an accurate reflec-
tion of gender differences in the disorder. It is important to
recognize that such differences are not necessarily a sign of
bias and that a test with no such differences can in fact be quite
biased.

PROCEDURES IN TEST CONSTRUCTION

Once the test developer has arrived at a well-articulated defi-
nition of the psychological construct to measure, the next
step is to decide how it should be measured. Typically, this
involves a two-step process whereby items are generated by
the developer and then evaluated to determine whether the
items need to be revised or eliminated before the scale is
finalized. In both steps, the definition of the construct serves
as the blueprint for determining how the items should be pre-
sented, the format in which they should appear, and the crite-
ria which should be used to evaluate them.

Item Generation

Items in personality and psychopathology scales typically in-
volve two aspects: a stimulus aspect (e.g., the verbal presen-
tation of an item) and a response method (e.g., answering an
item as either yes or no). For questionnaire methods, item
stems are typically verbal statements or questions, whereas
responses are generally constrained to facilitate scoring.
Although such methods have the advantage of ease of use,
there clearly is a wide array of other forms of assessment. For
example, with respect to stimulus properties, items can in-
volve perceptual material, such as the Rorschach inkblots,
Thematic Apperception Test (TAT) pictures, or Witkin’s Em-
bedded Figures Test; or experimental situations such as the
infamous Milgram (1965) shock experiment, which was orig-
inally designed as a measure of authoritarianism. Similarly,
responses can be open-ended, behavioral, or physiological.
However, most measures involve some verbal presentation of
material and some need for scaling response alternatives. The
following sections describe some issues pertinent to each of
these aspects of measurement, particularly as they apply to
application in a questionnaire format.

Stimulus Properties of Items

Once the construct has been identified and defined and the
major theoretical facets of each construct delineated, items
must be generated to tap these constructs. The first step

involves creating a preliminary pool of stimulus items.
Because a rigorous evaluation of items is likely to reveal con-
siderable variability in the quality of the items, it is recom-
mended that the initial pool of items be considerably larger
than the desired final length of the scale. Eliminating items
from an item pool in sequential evaluation studies is rela-
tively simple, but adding new items to the pool is often not
plausible at later points in the sequence. Although practical
and procedural limitations will vary across types of mea-
sures, the initial pool should at minimum be twice as long as
the desired final scale, and an initial pool five times as large
as the final version provides a more comfortable margin for
selecting an optimum combination of items. 

In generating the initial item pool, it is helpful to keep sev-
eral guidelines in mind. The following sections describe
some of these.

1. Content of items is critical. In generating and revising test
items, it is always best to assume that the content of a self-
report item will be critical to its utility as a measure of some
phenomenon. Items should be written so that the content is
directly relevant to the construct measured by the test. Em-
pirically derived tests may include items on a scale that
have no apparent relation to the construct in question.
However, research over the years (e.g., Holden, 1989;
Holden & Fekken, 1990; Peterson, Clark, & Bennett,
1989) has continually indicated that such items add little or
no validity to self-report tests. The available empirical evi-
dence is entirely consistent with the assumption that the
content of a self-report item is critical in determining its
utility in measurement. This assumption does not preclude
the potential utility of items that are truly subtle (in the
sense that a lay audience cannot readily identify the rela-
tionship of the item to mental health status). However, the
assumption does suggest that the implications of such
items for personality or mental health status should at least
be apparent to experts in these areas if the item is to prove
useful. Thus, the process of item development should be
done with a careful eye cast toward the content validity of
the resultant scale, with respect to both breadth and depth
of the construct, as described previously.

2. Item self-report must capture phenomenology. Good items
should be written to reflect the phenomenology of various
traits and disorders in order to capture the experience of the
person manifesting these constructs. Care should be taken
not to confuse the experiences of the respondent with those
of an outside observer, such as a clinician. For example,
the experience of the paranoid individual is not one of
being unreasonably suspicious, even though this feature
is readily apparent to outside observers and is what is
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clinicians consider to be the core of the disorder. Rather,
the paranoid individual feels surrounded by obstacles and
barriers created by others who may be envious of his or her
potential.

3. Items should be reasonably specific to the construct under
consideration. As described previously, discriminant va-
lidity represents one of the largest challenges in the devel-
opment of a psychological measure. Thus, particular care
should be taken in constructing items to insure that they
capture aspects that tend to be unique or specific to the
construct in question. 

As an example, one of the subscales of the Mania scale
from the PAI is Irritability. The literature indicated that irri-
table mood quality was particularly common in patients
presenting during a manic episode (Goodwin & Jamison,
1990), and so this construct was targeted as a facet of
mania. However, irritability tends to be associated with
many forms of emotional problems—for example, it is
often found in people who are depressed, have somatic
complaints, or have drinking problems. Thus, an item such
as I am irritable might prove to converge reasonably well
with other indicators of mania, but it would likely have
poor discriminant validity. However, extending the item to
make it more characteristic of the form of irritability found
in this disorder can improve its specificity. Thus, extending
this item to something like I get very irritated when people
interfere with my plans captures the relation of the irritation
to the expansiveness and poor frustration tolerance of the
manic individual. Such an expansion can thus provide in-
formation much more specific to the construct in question,
which is likely to enhance discriminant validity.

4. Items should not reflect only the most extreme manifesta-
tions of the trait. If one assumes that there is meaningful
dimensional variability on most constructs of interest in
personality and psychopathology, then it is important to
have items that make discriminations at various points on
this dimension. This fact was described earlier as pertain-
ing to the depth aspect of content validity: Items should
sample across the full range of phenomena associated with
this dimensional variability. Perhaps the best example ap-
pears on ability or intelligence tests, in which questions are
typically ordered across different levels of item difficulty.
Assuming reasonable validity for the items, this variability
of difficulty translates into items that have the capacity to
make distinctions at differing levels of ability; so-called
easy items distinguish those with low levels of ability from
others, whereas so-called difficult items discriminate at
higher levels of ability. The same logic can be applied to
scales measuring personality or psychopathology; items
should capture the less extreme as well as the more

extreme forms of characteristics. A collection of items
written at the extreme end of a trait will be able to identify
only those individuals at that extreme, while making no
valid discriminations among individuals at lower levels of
the trait.

5. The item should not be offensive or potentially biased with
respect to any gender, ethnic, economic, religious, or other
group. Given the wide array of cultural subgroups, it is
difficult to anticipate all possible objections to various
items. A useful strategy in this regard is to have a very di-
verse group of individuals involved in generating the ini-
tial pool of items. In such a strategy, items likely to be
problematic can be discussed and revised prior to the col-
lection of any data, although it is still important to conduct
subsequent data-based evaluations of item bias later in the
development process.

6. The item should be worded simply and unambiguously. In
general, a short and simple item is preferable to one that is
complex and contains multiple clauses. To make a scale
widely applicable, and to ease any subsequent translations
of the scale that might be undertaken, items should be writ-
ten at a very basic reading level, in the 4th- to 6th-grade
range.Also, they should have no more than 10 words if pos-
sible, and 20 words at maximum. Scientific or professional
jargon should be avoided and reframed in everyday lan-
guage terms. Items with conjunctions like and and or make
it more difficult to discern the intent of the respondent from
the answer, and they also increase the probability that the
item can be misinterpreted. No double negations should be
used in an item, and single negations should be avoided
if possible. Also, no “damned-if-you-do, damned-if-you-
don’t” items, such as I have stopped abusing my children,
should be included. The meaning of endorsing an item in a
particular manner (as true, yes, or very much like me),
should be readily apparent.

7. Colloquialisms or slang should be avoided. Although the
use of colloquial terms may appear at first glance to make
the test more accessible to respondents, it typically leads
to problems in broader applications of a scale that are dif-
ficult to anticipate. The popularity of slang terminology
tends to wane quickly, resulting in items that sound dated
or peculiar in a few years. References to local social or
cultural institutions are unlikely to be interpreted similarly
in a different part of the country or world, and difficulties
are particularly likely to arise in attempts to translate a
scale into other languages. For example, the MMPI item I
liked “Alice in Wonderland” by Lewis Carroll proved dif-
ficult to translate into languages such as Chinese, because
few Chinese respondents had heard of, let alone read, this
particular book. Attempts to reword the item with a similar
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book of local importance also prove to be difficult, be-
cause there are numerous dimensions along which to
equate such works, and attempting to provide a close par-
allel proves to be a formidable task. It is simply easier to
avoid using such terminology at the outset of scale devel-
opment than to address these problems subsequently.

Response Properties of Items

Another critical step in test construction involves the selec-
tion of a response-scaling format for the test stimuli. There
are a number of methods for scaling items or combinations of
items; some are simple, whereas others are quite complex.
Simpler formats often have a number of advantages, includ-
ing being easy to score and less likely to be misinterpreted by
the respondent. However, there may also be important advan-
tages to more complex formats. Completing a more complex
scale might be more interesting, particularly for experienced
test-takers. Also, many complex response formats can be
combined later into simple (e.g., dichotomous) scales if this
appears appropriate, whereas the simpler scale cannot be
made more complex after data are collected. Finally, larger
numbers of response options can allow a scale to capture
more true variance per item, meaning that even scales of
modest length can achieve satisfactory reliability. The fol-
lowing sections describe some of the advantages and disad-
vantages of the more commonly used formats.

Binary Summative Method

The binary summative method of item scaling is one of the
most common methods used with objective personality tests.
It involves a scale score that represents the total number of
items endorsed in the direction of the construct; each item is
thus scored 1 if so endorsed and 0 if not endorsed in the critical
direction. The item response options for this scaling approach
are often binary, with yes-no, true-false, or present-absent
being common choices. However, other options are possible
as well; a multiple-choice format (with only one of several al-
ternatives indicating a response in the direction of the con-
struct) is frequently used in this type of scaling.

The binary summative method assumes that all items are
comparable indicators of the construct in question. It has
the advantage of being simple to score, which tends to en-
hance scorer reliability, and in the case of binary response
options, it is also easy for the respondent to understand. The
primary disadvantage is that a limited amount of construct
variance is captured by each item; thus, to achieve adequate
scale reliability, it is typically necessary to include a fairly
large number of items for each construct.

Binary Weighted Method

The binary weighted method of item scaling involves the use
of items that are initially scored in a binary fashion, and then
weighted according to some scaling scheme by their supposed
importance for the construct. For example, a personality char-
acteristic might be noted as either present or absent (binary),
and then a score for that item is added to the scale total that re-
flects the weighting of that characteristic. One well-known ex-
ample of such a scaling method is the Holmes and Rahe (1967)
Social Readjustment Rating Scale, which asked respondents
to indicate whether certain stressful life events had occurred in
the recent past and then weighted these binary responses ac-
cording to Life Change Units derived by the test authors.
Thus, the death of a spouse counts for 100 points in the total
Life Change Unit score, whereas a traffic violation counts for
10 points. In the Holmes and Rahe scale, these weights were
derived by survey; in other applications, weights are some-
times derived empirically, using regression coefficients, factor
loadings, or discriminant function weights.

Unlike the binary summative method, the assumption of
the binary weighted method is that not all items are compara-
ble indicators; some are assumed to be more important than
others and thus are assigned greater weight in determining the
final scale score. In principle, this may seem congruent with
theoretical assumptions; in practice, however, experimenter-
assigned weights often appear to make little difference in the
final result. For example, Skinner and Lei (1980), in studying
the Social Readjustment Rating Scale (Holmes & Rahe,
1967) previously described, found that the total Life Change
Unit score correlated .97 with an unweighted unit scoring
( present-absent) of the questionnaire. Other studies have
suggested that item weightings based upon regression coef-
ficients or factor scores tend to correlate highly with unit-
weighted versions of the scale, with these correlations nearly
always higher than the reliability of the scale. Thus, although
the binary weighted scaling method may appear to offer the
opportunity to capture true score variance more precisely
than the binary summative method, it is not clear that it typi-
cally does so to a significant extent. Any slight gain that does
occur may be offset by greater complexity in scoring and po-
tential scorer reliability problems.

Guttman Scale Method 

The Guttman scale is a unidimensional scaling procedure in
which items have a monotonic, deterministic pattern. The
basic concept is that any individual who endorses an item on
one scale will also endorse items lower on the scale. Thus, the
scale is deterministic in that, if the evaluator knows how a
person answered one item on a scale, the evaluator knows
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how all items lower on the scale were answered (for the strict
Guttman scale, no error in measurement is assumed). The
scale is monotonic in the sense that this determinism works in
only one direction; one does not know how a respondent will
answer any items higher on the scale. For example, consider
the following Guttman scale for social activity:

1. I socialize with others more than
10 times per week. T F

2. I socialize with others more than
7 times per week. T F

3. I socialize with others at least
4 times per week. T F

4. I socialize with others at
least once per week. T F

A person answering true to Item 3 must also answer true
to Item 4; in this sense, the scale is deterministic. However,
one cannot be certain how this person would answer Item 1
or Item 2, and thus in this sense the determinism is monoto-
nic, applying in only one direction.

The Guttman scale is conceptually useful in thinking about
variability of item parameters, but it is generally not very use-
ful in practice. First, the assumption that items are all perfect
indicators of the construct being assessed is questionable,
particularly in the area of personality and psychopathology
measurement. Second, aside from highly artificial construc-
tions such as the scale just presented, it is very difficult to as-
semble items that fit the model. Third, one can construct a set
of items that does fit the model but that is composed of items
that almost certainly do not form a unidimensional scale, sim-
ply by varying the base rate (i.e., the a priori probability) of
endorsing particular items. Finally, the scores provided by
such scales tend to be only ordinal in nature, restricting the
applicability of the resulting measure.

Thurstone-Type Scales

Thurstone attempted to adapt psychophysical methods to the
measurement of attitudinal judgments (Thurstone, 1959). His
work led to a number of important developments in psycho-
metrics, including efforts to develop a method of absolute
scaling whereby respondents could be placed along a fixed
continuum, rather than being scaled against a particular
group. The Thurstone-type scales represent an effort to place
individuals along such a fixed continuum by identifying the
scale values of a number of different items and placing re-
spondents on that continuum according to where agreement
with a particular attitude is expressed. This type of scaling is

nonmonotonic, in that a respondent would be expected to dis-
agree with items above his or her absolute placement on the
scale and to disagree with items below this placement. Thus,
ideally each item tends to receive agreement at only one zone
of the attribute, although in practice the model is probabilis-
tic in the sense that the probability of agreeing with a partic-
ular attitude tends to increase as the scale value of items
approaches the actual scale placement of the respondent, and
tends to decrease as the scale values get further away.

Although the Thurstone-type scale is important in concep-
tualizing how items may vary across some absolute contin-
uum, this approach is rarely used in practice. One shortcoming
is that it is very difficult to find items that fit the scale model.
The pattern of endorsement probabilities is often seen only if
items are double-barreled to cut off individuals higher and
lower on a continuum; such an item might be I like to go to
parties once in a while, but not too often. Interpretation of
responses to items phrased in this manner can be ambiguous,
because some respondents might be responding primarily to
the first part of the statement whereas others might be re-
sponding to the second part. Also, finding items that fit the
model toward the extremes of the scale can be particularly dif-
ficult. As a result, Thurstone-type scales are difficult to con-
struct and not commonly used in personality and clinical
measurement.

Rasch Scaling and Item Response Theory 

The item response models are to some extent a combination
of the Thurstone and Guttman approaches to item scaling.
These models are based upon the item characteristic curve
(ICC) that relates probability of endorsement to absolute
scale placement of the respondent; they are thus monotonic
(at least for valid items) like the Guttman scale, but proba-
bilistic and theoretically distribution free, resembling the
Thurstone approach in these respects. The Rasch approach
models the ICC with one parameter (the difficulty parame-
ter), whereas two- and three-parameter models (incorporat-
ing discrimination and chance or guessing characteristics of
items) are also used. In all three approaches, items may be
scaled by examining the item information function, which is
a function of the first derivative of the modeled item charac-
teristic curve. Each item thus contributes information toward
making distinctions along the continuum of the latent trait;
some items (e.g., those with high endorsement rates) may
make this distinction best at the low end of the continuum,
and others (e.g., those with low rates of endorsement) may
discriminate best at the upper ranges of the trait. In this fash-
ion, individuals are scaled according to the information
contained in the patterns of items endorsed.
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Likert Scaling Method

The Likert (1932) scaling method involved the use of five-
point anchored response choices for a particular item in
which each item received a scoring weight from 1 to 5 de-
pending upon the response selected. Items for a scale were se-
lected by examining relationships with the total scale score
(e.g., item discrimination or item-total correlations), and
items displaying the greatest internal consistency were re-
tained for the final version of the scale. Scale scores were then
derived when the total of the item weights was summed. In
practice, the term Likert scale has come to signify nearly any
type of item with nonbinary, graded response alternatives.

Unlike the binary weighted scaling approach, in which the
variable item weights are determined by the experimenter,
Likert scales use item weights that are dependent upon the
respondent’s behavior. Because of this, the Likert approach
can (and often does) improve the reliability of a scale by cap-
turing more respondent variability per item, particularly with
scales composed of relatively few items (Comrey, 1988). Use
of this approach can increase the depth of content validity,
because each item can capture differences in the intensity or
severity of the measured characteristic. If a scale relies upon
one or two items, it is recommended that many response al-
ternatives along the scale be offered. Guilford (1954) re-
ported that reliability increases as a function of the number of
scale steps, rapidly up to roughly 7 response alternatives, and
beginning to asymptote at about 11 alternatives. Nunnally
(1978) describes studies that suggest that overuse of a scale
midpoint may constitute a response style that may decrease
scale reliability; consequently, use of an even number of al-
ternatives may be preferable because it eliminates use of a
scale midpoint and facilitates subsequent dichotomization of
responses, if desired.

Forced-Choice Method

The forced-choice method (e.g., Edwards, 1957) requires the
respondent to select between response alternatives that differ
in their relationship to the measured construct but are equated
with respect to some nuisance variable. Typically, this nui-
sance variable is social desirability. For example, the EPPS
(Edwards, 1959) attempted to equate item response alterna-
tives based upon indicators of desirability, such as their desir-
ability ratings in a representative group, or the frequency with
which an item is endorsed in such groups. The effectiveness of
this approach was controversial, with a number of potential
shortcomings described. First, the social desirability of a re-
sponse may be strongly tied to the context of evaluation; for
example, the personality traits perceived as desirable for a

police officer and a librarian may be quite different. Thus, the
use of universal ratings to equate items is unlikely to work
across different contexts. Furthermore, it is not clear that use
of the forced-choice procedure yields results that are appre-
ciably different from those obtained under a free-response
format (Lanyon, 1966). The forced-choice format also poten-
tially loses information about the absolute strength of the
characteristic; for example, asking an individual whether
he or she would rather hallucinate than contemplate suicide
yields little information about the likelihood that the respon-
dent would do either. Finally, for many personality or psy-
chopathological characteristics, social desirability is not a
mere nuisance variable, but represents a valid aspect of the
construct. For example, many symptoms of schizophrenia or
of antisocial personality are inherently undesirable, so efforts
to remove variability associated with social desirability are
likely to remove valid variance from the scale. Even for per-
sonality traits that fall within more normative ranges of func-
tioning, it has been suggested that social desirability
represents a substantive dimension of personality (McCrae &
Costa, 1983). Perhaps because of such shortcomings, the
method has seen little use in recent years, despite its inclusion
on some widely used personality measures (e.g., the Myers-
Briggs Type Indicator).

Rank-Order Methods

Ranking response-formats ask the respondent to rank a series
of items or statements according to some characteristic, typi-
cally along dimensions such as personal preference or the ex-
tent to which the statement is descriptive of the respondent.
On such ranking scales, the score for an item is typically the
rank selected for the statement. Number of ranked statements
can vary; the standard forced-choice method is essentially
a rank-order method with two statements being ranked,
whereas other rank order procedures may involve ordering of
more than 100 statements. To facilitate comparisons with such
large numbers, some investigators use a Q-sort technique, in
which respondents are asked to sort statements, provided on
cards, into piles that conform to the normal distribution. For
example, participants would place a relatively large number of
statements into a middle pile (which might be labeled some-
what like me), while assigning a few statements to the ex-
tremes (e.g., not at all like me or very much like me). Even
where items are not sorted into a normal distribution by the
participant, they can be converted to z scores based upon the
percentile score of the rank ordering (Guilford, 1954).

Alternatively, Guilford (1954) has also suggested a
paired-comparison ranking method, whereby each stimulus
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Figure 15.2 Iterative stages in test development.

statement is paired with every other statement, with the score
for a particular statement indicated by the number of times
that the statement was selected. Because the number of pair-
wise comparisons increases exponentially with additional
statements, this method quickly becomes impractical with
larger items sets.

Rank-order techniques are primarily interpretable as ip-
sative measures, meaning that they are most informative in
making comparisons within an individual rather than across
individuals. As such, they are most often used in examining
change within a particular individual; for example, Carl
Rogers popularized the use of the Q-sort technique as a
means of describing changes occurring with psychotherapy.
However, the rank-ordering techniques are problematic for
making absolute comparisons among individuals; there is no
way of knowing whether a person who ranks a particular
statement first actually has more of that characteristic than
another person who ranked it third. Where comparisons
across subjects are desired, or where inferences about ab-
solute standings of subjects are being drawn, alternatives to
rank-ordering approaches should be considered.

Item Evaluation

After decisions about test format and response options have
been made and an initial pool of test items has been developed,
the next step typically involves an effort to refine the measure
by selecting only the best items for inclusion on the final ver-
sion of the scale. However, there is no consensual way to iden-
tify the so-called best items on a scale, nor should there be. In
selecting items, it is important to consider that no single quan-
titative item parameter should be used as the sole criterion for
item selection. An overreliance on a single parameter in item
selection typically leads to a scale with one desirable psycho-
metric property and numerous undesirable ones. By recogniz-
ing this, the application of the construct validation approach
can avoid the many pitfalls associated with naive empiricism
in test construction. In general, the test developer has the goal
of including items that strike a balance between different de-
sirable item parameters, including content coverage as well as
empirical characteristics, so that the resulting scale can be use-
ful across a number of different applications.

Because the construct validation approach emphasizes
theoretical as well as empirical strategies of test construction,
strategies for selecting items should include both conceptual
and statistical investigations. It is not necessary that all of
these evaluation strategies be applied simultaneously in se-
lecting items; for example, Figure 15.2 presents a sequential
strategy for item selection of the type used in constructing the

PAI (Morey, 1991a). In this strategy, the developer begins
with an initial pool of items that is 10 times larger than the
target length of the final instrument, then successively win-
nows down this pool using different samples and different
selection criteria. The sections that follow describe some use-
ful such criteria for assessing the quality of items on a scale.

Conceptual Evaluation of Items

As mentioned previously, implicit in the construct validation
approach is the assumption that the content of a self-report
item is critical to its utility as a measure of a subjective phe-
nomenon. Thus, the first stage of evaluation of an initial item
pool often consists of studies of the conceptual meaning of
item content, preceding any actual data collection from rep-
resentative respondents. The following procedures are com-
monly employed in these early stages of item evaluation.

Content Evaluation Ratings

One commonly employed method of evaluating items is to
obtain ratings of item quality from individuals familiar with
the theoretical domain being measured. It is critical that these
raters be given a clear and precise definition of the construct
that the items are intended to measure; if there are important
facets to the construct, each facet should be defined as well,
and the item ratings should be grouped by facet. In these de-
finitions, examples of the characteristics of individuals high
and low on the construct might be given. Also, some differ-
entiation of the construct from related but conceptually dis-
tinct concepts should be provided as a means of underscoring
the importance of discriminant validity to the raters. If possi-
ble, raters should be encouraged to provide feedback on
items that were rated as being of low quality, because such
feedback may be useful in revising the item or in identifying
other potential problems with the scale.
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Bias-Panel Review

A second conceptual study of potential items involves the use
of bias review panels, often helpful in identifying items that
might be interpreted in different ways depending upon demo-
graphic or cultural factors. Every proposed item for a scale
can be reviewed by people from a wide variety of back-
grounds, both culturally and professionally. The items should
be reviewed in the context of the intended construct; for ex-
ample, items can be presented as supposed indicators of emo-
tional problems, and people from different backgrounds
offered an opportunity to raise objections to this explanation
of the item. Such bias-panel reviews can reveal interesting
and unintended interpretations of items and can circumvent
later problems. Again, having these individuals provide feed-
back on any problem items provides information that can
serve as a guide to revising the items.

Blind Sorting Tasks

Another conceptual item evaluation involves the use of ex-
ternal experts in specific fields to appraise items via a blind
sorting of item content. A similar procedure, described as
“back translation” (Smith & Kendall, 1963), involves using
informed judges who were not involved in writing the items
to assign the items back to the hypothesized categories. For
example, in the construction of the PAI (Morey, 1991), an
expert sorting task was used to assess the appropriateness of
item content as assessed by a panel of experts in psy-
chopathology; each of these experts was internationally rec-
ognized in the assessment of constructs relevant to those
measured by the instrument. Preliminary items were divided
into contrast groups composed of items from scales on which
discriminations were thought to be particularly difficult; for
example, the items concerning schizophrenia and anxiety-
related disorders were placed within the same contrast group
to determine whether the experts could distinguish items tap-
ping schizophrenic social detachment from those tapping
heightened social anxiety and phobic avoidance. The per-
centage agreement among the experts in such studies can be

helpful in determining whether the content of items can be
reliably interpreted by leading experts in the field.

Empirical Evaluation of Items

The second aspect of item evaluation involves examining the
psychometric properties of items in samples obtained from
representative respondents. Because of the time and effort
involved in obtaining samples that are sufficiently large to
provide stable estimates of important psychometric parame-
ters, it is often most efficient to use the results of conceptual
analyses of items (as described previously) to narrow the
pool of potential items before gathering these data (although
small runs of pilot subjects can be useful in the early stages of
scale development to identify problems with administrative
aspects of the scale, such as in the instructions or in the
response format).

There are a number of empirical properties that may be
desirable for certain purposes in a scale, and the scale devel-
oper should examine many of these properties for each item
in a variety of different samples, to the extent that this is pos-
sible. In doing so, the investigator is likely to make a disqui-
eting discovery—that many of these supposedly desirable
psychometric items are unrelated or even inversely related!
For example, test sensitivity and test specificity are both
desirable test properties, and it is well known that each can
be altered through changing the cutting scores on which
decisions are based (Meehl & Rosen, 1955). Unfortunately,
changing the cutting score affects these two desirable test
properties inversely—for example, lowering a cutting score
will tend to raise sensitivity but lower specificity. Similar ef-
fects may be noted at the level of individual items: Those
items that are highly sensitive to the presence of some char-
acteristic are often not specific to that characteristic. Other
desirable but inversely related psychometric properties are
also commonly encountered; for example, items that evi-
dence good convergent validity tend to demonstrate rela-
tively poor discriminant validity. As an example, Table 15.1
lists various item characteristics for five hypothetical items;
of these items, Item 4 actually appears to be the most

TABLE 15.1 Empirical Item Characteristics for Five Hypothetical Binary Items

Selection Criterion

Item 1 2 3 4 5

Item difficulty (endorsement rate) .10 .22 .37 .48 .45
ICC discrimination threshold +2.0 SD +1.3 SD +0.4 SD −0.2 SD −0.3 SD
Item-total correlation .21 .32 .45 .67 .65
Average discriminant validity (r) .03 .17 .21 .48 .37
Response-set manipulation F value 14.54 3.21 1.07 0.56 0.75
Squared multiple correlation .18 .21 .27 .78 .61
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expendable item despite having the highest item-total corre-
lation of the five items under consideration. Despite this
one desirable property, it appears to provide information in
the same range of the construct as Item 5, but with less dis-
criminant validity and contributing less unique information
(squared multiple correlation) to the measure. In contrast,
Item 1 has a low item-total correlation but provides a useful
indicator of the higher range of the construct (with corre-
spondingly attenuated correlations) and does so with good
discriminant validity.

Thus, the goal for selecting items is to include items that
strike a balance between different desirable item parameters,
while avoiding an overreliance on a single parameter as the
criterion for item selection. The following psychometric pa-
rameters are often useful considerations in selecting test
items.

Item Distributions Across Different Samples

In selecting items, the first step generally is to examine distri-
butions, involving endorsement frequency or item difficulty
(for binary items) or item means, standard deviations, and
skew (for graded items). These distributions should be exam-
ined to determine their properties in samples that might be
expected to vary with respect to the construct of interest;
thus, for a depression measure, it would be important to ex-
amine the distributions of items in community and clinical
samples. Also, it can be useful to compare distributions in
samples that would not be expected to differ. For example, if
there is no reason to suspect true gender differences in the
construct, different item distributions in men and women
might suggest problems in the item.

In general, it is important that there be some variability in
the item when examining a sample suspected to be heteroge-
neous with respect to the construct. Items with markedly un-
balanced or skewed distributions will appear problematic in
correlational studies of item validity, because the extreme
base rates can make such correlations unstable and severely
attenuated due to restriction of range. Nonetheless, it is criti-
cal to interpret such distributions in light of the sample in-
volved, the nature of the construct, and the place of the item
in that construct. For example, items with an endorsement
frequency of 1% might appear to be of little use in measuring
differences between people. However, it is important to rec-
ognize that this requirement must be considered in the con-
texts of the sample and of the construct. Such an endorsement
frequency might well be expected for an item indicating
high-intensity symptoms of schizophrenia if the sample was
selected at random from the community, because this is
roughly the prevalence rate for this disorder.

As has been noted earlier, it is typically advantageous to
select items that discriminate along different points on a con-
tinuum when attempting to measure a continuous construct.
For example, item response theory relies upon the parameters
of the ICC to select items for this purpose. In practice, this
yields items that tend to have distributions that are quite vari-
able. Thus, in addition to avoiding item distributions that
are too extreme, the developer should also try to avoid item
distributions for a particular scale that are too similar, be-
cause this might be an indication that all items are providing
information about the construct at the same point on an inten-
sity or severity continuum. Such a concern is less an issue for
responses presented on a continuum (e.g., Likert-type scales)
than for dichotomous (binary) scaled items, because the con-
tinuous nature of the former provides some allowance for dif-
ferences in intensity for each item.

Item-Total Correlations/Factor Analyses

This commonly used family of item parameters examines
patterns of interitem correlations for item selection. Often,
developers examine the corrected part-whole correlation of
the item, reflecting the correlation of the item with the sum of
other items from the same scale; the correction thus removes
the artifactual contribution of the item to the total scale score.
Typically, items with negative values or values near zero are
considered problematic if obtained in samples with reason-
able variability in the construct in question. Scales that use
this as the sole criterion for item selection typically will
demonstrate high internal consistency (i.e., high K-R 20/
coefficient alpha).

Another related strategy involves the factor analysis of
item intercorrelation matrices, with an examination of the
factor loadings serving as the basis for item selection. Such
factor analyses can involve the use of either exploratory or
confirmatory methods, but each is typically conducted to
evaluate the hypothesis that the item set is unidimensional.
In applications of factor analysis for scale construction, it is
typical to retain items displaying a standardized factor load-
ing above some threshold (often .40) for inclusion on the
scale. As is the case with the use of item-total correlation,
reliance upon factor analysis for item selection results in
scales that demonstrate high internal consistency—in fact,
coefficient alpha is functionally related to the eigenvalue of
the first component extracted from item intercorrelations.
However, the factor-analytic approach has the added advan-
tage of potentially identifying problems in discriminant
validity, because other factors may emerge from the analy-
ses and certain items may display multiple high loadings,
suggesting ambiguity in interpretation of the item.
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These types of item selection criteria can lead to the “at-
tenuation paradox” (Loevinger, 1957) whereby increasing
item intercorrelation through the inclusion of redundant (and
hence highly correlated) items will decrease validity for mea-
surement of complex constructs. Overemphasis on item in-
tercorrelation can also impair the ability of a scale to capture
depth as well as breadth in content validity, as described pre-
viously. Waller (1999) gives an example in which factor
analysis segregates items that reflected a unidimensional con-
struct onto different factors, as a function of differing item
difficulties. Thus, overreliance on factor loadings in that in-
stance would have led to retaining only those items with
highly similar item difficulties—a problematic outcome, as
noted before. 

Suggestions for the recommended magnitude of average
item intercorrelations tend to vary widely, ranging from .15
to .50 (Briggs & Cheek, 1986; Clark & Watson, 1995). In
general, averages for broad constructs typically fall in the .15
to .30 range. As the average item intercorrelation begins to
increase above .40, the measurement of the construct is be-
coming quite narrow, and it is generally advisable to keep this
average comfortably below .50 unless the scale is quite brief
and highly specific in nature.

Squared Multiple Correlations

As a check upon the possible operation of the attenuation
paradox just described, the developer can calculate the
squared multiple correlation between each item and all other
items from the same scale. Such values are useful in identify-
ing highly redundant items, because the response to a redun-
dant item should be easily predicted from other items in the
scale. To maximize the efficiency of the scale, the ideal item
should be consistent (but not redundant) with other items
from the same scale. Where these values are large (e.g.,
higher than .70), individual item intercorrelations should be
examined to isolate redundancies; where two items are
highly redundant, the better of the two items on other para-
meters can be retained, increasing efficiency without losing
any additional information.

Item Characteristic Curve Parameters

As mentioned earlier, ICCs can be modeled by a logistic
ogive defined as having up to three parameters. These three
parameters include the point of inflection of the curve (some-
times referred to as the threshold or difficulty parameter),
the slope at this point of inflection (the discrimination para-
meter), and the intercept of the logistic function (the guess-
ing parameter). Although up to three parameters may be

estimated, the most commonly used procedure involves a
one-parameter, or Rasch, model (Rasch, 1966) that focuses
only upon the threshold parameter. In this model, only re-
spondent ability is assumed to affect responses—items are
assumed to be equally discriminating, and guessing is as-
sumed to have no influence upon responses. When a two-
parameter item response model is used, typically the
guessing parameter is excluded and item threshold and item
discrimination are each estimated. In personality and psy-
chopathology, one-parameter and two-parameter models are
most useful because the concept of guessing typically has lit-
tle meaning outside the area of ability testing. With respect to
the threshold parameter, it is advisable to select items whose
estimated thresholds fall along the full range of the construct,
so that the resulting scale can provide discriminations in a
wide range of applications; in a one-parameter model, this
can be achieved by selecting items with varying levels of
item difficulty, as described previously. For the discrimina-
tion parameter, the desired values may vary according to the
function of the scale. For example, adaptive testing, which
uses item response theory to tailor test questions to a respon-
dent by selecting the most informative item as estimated from
previous responses, works most efficiently when items are
sharply discriminating (i.e., have steeper slopes at the point
of inflection). On the other hand, a scale with relatively few
items may be able to achieve a more even assessment across
the continuum by selecting items with a less steep (although
still positive) discrimination slope.

Although item response theory is most typically applied to
scaling items with binary scoring, models have also been
developed for items with graded response options, such as
Likert-type scaling (Samijema, 1969). The Samejima graded
response model treats the graded item as a series of di-
chotomies, and models the resulting item information as a
function incorporating the component ICCs for these
dichotomies. For example, an item rated on a scale of 1 to 4
has three such dichotomies—response 1 versus responses 2,
3, and 4; responses 1 and 2 versus 3 and 4; and responses 1,
2, and 3 versus response 4. The use of the graded approach
introduces additional complexities to the interpretation of the
results, and a simpler (although less informative) alternative
is to dichotomize the graded items in some fashion. In order
for the results to be meaningful, the same dichotomizing
strategy should be employed for all items on the scale (e.g.,
responses above vs. below the midpoint of the scale). Also,
the dichotomy must be drawn based upon the raw responses
rather than on any distributional properties of the items, such
as a median split. The latter approach would artificially force
all items to appear as if they had similar item difficulties and
would seriously distort the estimation of the item parameters.
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Operation of Response Styles

The operation of response styles in measures of personality
and psychopathology has been a source of concern for many
years. For example, efforts to circumvent operation of a
social-desirability response style have included strategies
such as the forced-choice response format of the EPPS, and
the K correction of undesirable characteristics on the MMPI.
However, as noted earlier, many of these strategies create
more problems than they solve, particularly when they are
based upon the assumption that substantive aspects of
personality and psychopathology are independent of social
desirability. The construct validity approach postulates that
substantive constructs may be conceptually independent but
still correlated with social desirability. Thus, control of this
response style becomes a discriminant validity issue, with the
developer seeking to insure that the item is a better measure
of the substantive domain than of desirability responding. In
constructing the Personality Research Form, Jackson (1971)
used a differential reliability index to examine this discrimi-
nant validity issue, which is computed as follows:

(
r2
is − r2

id

)1/2
,

where the first term reflects the corrected item-total correla-
tion of the item with its parent content scale, and the second
term reflects the correlation of the item with a scale measur-
ing social desirability. Thus, the larger the difference between
these values, the greater the content saturation of the item and
the better the discriminant validity of the item with respect to
social desirability. Items are candidates for deletion if the
correlation with any such scales approaches or is larger than
its corrected part-whole correlation with the parent construct.

Impression Management and Item Transparency

Another approach to examining stylistic aspects of item re-
sponses involves studying the influence of experimentally in-
duced response sets. Items that are more transparent with
respect to evaluative valence will demonstrate a larger effect
of response sets designed to simulate positive or negative im-
pression management. Including items with varying trans-
parency on a scale may be useful for evaluating impression
management issues; for example, a comparison of subtle and
obvious item content on the MMPI has long been suggested
for such purposes (Dubinsky, Gamble, & Rogers, 1985).

If such concerns are an issue for the construct under con-
sideration, the transparency of items can be investigated. Pre-
liminary items on the PAI (Morey, 1991) were evaluated for
transparency by examination of the F value of an ANOVA

between naive subjects in standard, positive impression, and
malingering instructional conditions. Larger F values indi-
cated more transparent items, suggesting that responses to the
items could be affected by an examinee’s attempts to distort
his or her profile in either a positive or negative direction.
However, because many key symptoms of mental disorder
(such as hallucinations) are easily identified by a naive
subject as pathological, transparency alone should not be
grounds for deletion of an item from a clinical instrument.
Furthermore, the validity of subtle versus obvious distinc-
tions for identifying impression management is clearly ques-
tionable (Hollrah, Scholttmann, Scott, & Brunetti, 1995).
Although item transparency should never serve as a principal
consideration in item selection, insuring a range of trans-
parency may make future research on the topic possible.
Thus, where items are equivalent in other respects, develop-
ers may seek to include both transparent and nontransparent
indicators of a construct.

Acquiescence and Related Sets

Acquiescence refers to the tendency to agree with personality
items as being accurate self-descriptions, regardless of the
content of the particular item. Similarly, a nay-saying set can
emerge in clinical instruments, whereby respondents display
a set to deny any symptoms regardless of their specific na-
ture. It has become standard practice to address the operation
of such sets by balancing the number of true- and false-keyed
items. However, this procedure does not insure that the influ-
ence of acquiescence has been removed from the scale, as the
psychometric properties of the true- and false-keyed subsets
of items can (and often will) be different (Jackson, 1967).

Although item content is generally found to be a much more
powerful determinant of test results than such response sets
(Koss, 1979), some variation in direction of response keying
of items is advisable to insure that stimulus items are attended
to carefully and that some perseverative response set does not
emerge. The operation of response sets on a multiscale inven-
tory can be examined by calculating a score based upon the
frequency of use of different response alternatives (Morey,
1991). These scores may then be considered as discriminant
validity indicators; items should expected to demonstrate
higher correlations with other items from their own scales than
with any such indicators of response set tendencies.

Discriminant Validity Correlations

As noted earlier, discriminant validity is one of the most
difficult properties for a measure of personality or psy-
chopathology to achieve. The discriminant validity of an
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instrument can be greatly enhanced by the use of discrimi-
nant validity correlations as parameters in item selection. In
doing so, the greatest potential threats to discriminant valid-
ity of the scale should be considered, and the correlations of
potential items with indicators of these discriminant con-
structs be determined. Items should be related to the other in-
dicators of the parent construct (i.e., convergent validity) to a
greater extent than to any other construct. It should be as-
sumed that an item that demonstrates sizable correlations
with measures of other constructs will have discrimination
problems. Thus, items are candidates for deletion if they
demonstrate greater correlation with other scales than with
their own scales, or if they are highly correlated with a num-
ber of other scales in addition to their own. Jackson’s (1971)
differential reliability index, described earlier, provides a
useful metric for making this discriminative evaluation; how-
ever, rather than comparing the corrected item-total correla-
tion to a correlation with an indicator of social desirability,
in this index the latter is replaced by correlations with other
potential threats to discriminant validity.

Item Bias Analyses

One particularly important threat to test validity is the possi-
bility that some demographic feature may serve as a modera-
tor of test validity. Such a situation can lead to applications of
the test that may be biased in some manner. Often, a first step
in evaluating this possibility is to look for significant demo-
graphic differences in item endorsement. For example, mean
endorsement frequencies for items can be examined to deter-
mine whether large disparities exist as a function of gender,
race, or age. However, it is important to point out that different
endorsement rates are neither sufficient nor necessary evi-
dence of item bias. Items can be biased with equivalent en-
dorsement rates between groups, and they can also be
unbiased where observed item differences are indicative of
actual group differences on the construct. It is not necessary in
all instances to equate mean values across demographic fea-
tures, because certain characteristics are in fact associated
with such variables. For example, it is well established that an-
tisocial personality is more frequently observed in men than in
women, and also more common in younger than in older
patients—as a result, attempting to equate mean scores of
these groups would not yield results reflecting the true nature
of the disorder. However, in the absence of well-established
demographic relationships for a construct, items with no
demographic differences are preferable over those with dis-
cernible differences.

Rather than focus upon endorsement frequency of an item,
efforts should be directed at insuring that items are equally

useful indicators of the construct across different demo-
graphic groups. This process typically involves comparing
the psychometric performance of the item across groups as
gauged against some validity criterion. In some instances, the
criterion may be external to the test (as with a widely ac-
cepted alternative measure of the construct, or a specific cri-
terion behavior), but can also involve a criterion derived from
internal test properties, such as the total scale score. One such
approach involves a comparison of ICCs across demographic
group membership. Item response theory can be used to esti-
mate item parameters separately for the groups of interest,
and the resulting parameters should be linearly related across
groups (Allen & Yen, 1979). Items whose parameters are not
linearly related are potentially biased and can be revised or
deleted from the test. For graded response options, another
commonly employed method involves the use of regression,
whereby some criterion (total test score, or an external valid-
ity indicator) is regressed upon the item response (e.g.,
Cleary, 1968). Unbiased items should display identical slope
and intercept parameters across demographic groups; differ-
ences in the slope of the regression line suggest differential
item validity in the groups, whereas differences in the inter-
cept may point to problems in test fairness that may require
the use of demographic-specific norms to correct. Regardless
of whether ICC or regression approaches are used, items that
demonstrate parameters differing significantly across demo-
graphic groups are potentially biased and should be targets
for deletion.

Some authors have proposed the use of factor analysis to
investigate consistency of item validity across demographic
group membership. For example, differences in factor load-
ings might be observed in one group versus another, suggest-
ing that the meaning of item endorsement might differ in
these groups. However, true frequency differences among de-
mographic groups can result in factor solutions that are not
invariant; for example, the factor structure of a measure of
antisocial personality might look quite different at different
ages, because of restriction of range in the construct among
older respondents. Using a criterion of factorial invariance
across populations for item selection is probably most useful
when no population differences on the construct are either
expected or observed.

TEST VALIDATION AND EXTENSION

The final step in the construct validation strategy of test con-
struction involves the gathering of evidence of validity, as
gauged against expectations derived from the theoretical
nomological network. The validation is never complete, but
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rather is an ongoing process that provides feedback that is
important in refining the use and interpretation of the test.
Typically, the test developer is called upon to provide evi-
dence of the reliability and validity of the test, but neither is
truly a property of the test itself; they are properties of the
resulting scores in a given application of the instrument. Fur-
thermore, reliability and validity are not distinct, but are
simply both elements representing nodes in the aforemen-
tioned nomological net. The following sections briefly dis-
cuss some applications of these constructs, and some
potential pitfalls.

Reliability

In classical test theory, reliability is considered to be a criti-
cal aspect of an instrument inasmuch as it is interpreted as
“freedom from random measurement error,” and thus as a
constraining factor on validity. From this framework, mea-
surement error is assumed to be random, and the reliability
coefficient can be interpreted directly as the percentage of
variability in performance that could be attributed to variance
in the true scores of the individuals tested. A test-taker’s ob-
served score on a measure is thus interpreted as reflecting a
combination of the person’s true score and the influence of
random measurement error; tests with lower reliability have a
larger contribution of error to determining the observed score.

Estimating the reliability of a measure is typically per-
formed by varying some nonsubstantive facet of the scoring
process to evaluate its impact upon the consistency of scores
observed. There are four widely used methodological ap-
proaches to gathering these estimates. Test-retest reliability
examines the consistency of scores obtained on two different
occasions; thus, time is the facet varied using this approach.
Internal consistency reliability examines the consistency of
scores obtained using different subsets of items from a par-
ticular scale; this approach varies items as a potential facet of
error. Alternate-forms reliability, less widely used in the field
of personality and psychopathology, examines the consis-
tency of scores across different (but supposedly equivalent)
forms of the same test, with form as a potential source of
measurement error. Finally, scorer reliability refers to the
consistency of scores resulting from an application of the
scoring process; for example, differences in scores assigned
by different raters would reflect error associated with the
facet of rater.

One important extension of classical test theory is gener-
alizability theory (Cronbach, Gleser, Nanda, & Rajaratnam,
1972), which decomposes the different sources of error vari-
ance in a reliability design, allowing the test evaluator to
specify the possible facets of measurement error more

precisely. Generalizability theory represents a significant
advance over classical test theory, because it recognizes that
reliability depends upon a number of possible different con-
ditions of measurement, such as time, items, or raters, as
noted previously. This approach is particularly useful to the
test developer because it can point out strategies to improve
reliability estimates. Regardless of whether a classical or
generalizability approach is used, it is important to examine
critically the assumption that the error associated with the
different sources or facets are indeed random and do not
reflect substantive constructs. These assumptions must be
understood as part of the nomological net that provides the
theoretical articulation for the construct. The following sec-
tions discuss some of these issues as related to specific
procedures for estimating reliability.

Test-Retest Reliability

Any test-retest reliability study must take into account the
theoretical stability of the construct in evaluating the mean-
ing of reliability estimates. For example, assumptions about
temporal stability in the measurement of mood may be quite
different from those assumptions made in measuring intelli-
gence, yet many textbooks fail to differentiate such concepts
when discussing optimal levels of reliability for a test. 

Although personality traits are typically assumed to be
stable over time (an assumption itself the source of some con-
troversy, as witnessed by the debate triggered by Mischel’s
1968 book), constructs in psychopathology are diverse with
respect to temporal stability. Some constructs refer to states
that can be quite fleeting (e.g., acute suicidal ideation, or
transient psychotic phenomena in borderline personality),
whereas others may involve traits that can be stable over
many years (e.g., social deficits in schizophrenia). To further
complicate matters, test-retest reliability estimates of clinical
phenomena conducted in clinical settings are typically con-
founded with treatment received during the retest interval,
because it is ethically problematic to withhold treatment for
the purposes of establishing reliability. Alternatively, reliabil-
ity studies of such measures are often conducted with non-
clinical samples, but this creates a problematic restriction of
range; variances in measures of clinical constructs will be
smaller in normal than in clinical samples and this restricted
variance will attenuate all (including reliability) correlations
with scale scores. Given the diverse range of phenomena that
the psychopathologist might measure, no single, optimal
stability value can be applied equally to such theoretically
differing constructs. Textbooks often mistakenly suggest a
minimum guideline for test-retest reliability without an
adequate specification of the nature of the construct and the
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conditions of measurement under which the estimate will
be obtained.

Internal Consistency

It is also critical to examine the assumption of nonsubstantive
facets of error when examining the method of internal con-
sistency as an estimate of reliability. Internal consistency is
typically measured by splitting the items of a multi-item
scale into two parts and determining the correlations between
the parts; hence the use of the term split-half reliability to
describe this technique. Because the approach depends upon
the particular split of items involved (e.g., correlating odd
and even items will not necessarily give the same result as
correlating the first and last halves of items on the scale),
estimates of the results of all possible split-half combinations
of items can be provided by the K-R 20 formula or by coeffi-
cient alpha, the generalized form of K-R 20 for nonbinary
items with calculable item variances. These numbers are a di-
rect function of the average item intercorrelation and the
number of items on the scale; higher values for either lead to
higher estimates for coefficient alpha.

Conceptually, coefficient alpha is simply a summary met-
ric of the equivalence of items, and once again any dis-
tinctions between items are assumed to reflect random
measurement error. However, there are problems with as-
suming (or even desiring) item equivalence. Loevinger’s
classic 1954 article on the attenuation paradox pointed out
that high interitem correlations can constrain validity (al-
though they may maximize internal consistency) by narrow-
ing the measurement of complex constructs through a focus
upon redundant, albeit valid, variance. As noted previously,
the paradox is that, while under the assumptions of classi-
cal test theory, reliability is considered to be a necessary con-
dition for that sets an upper bound for validity. Loevinger
points out that interitem correlation is not conceptually nec-
essary, and that it can, in fact, lower validity. This lowering of
validity tends to work through the mechanism of reducing
content validity, because highly redundant items cannot cap-
ture a broad range of phenomena that might be associated
with a complex construct.

There are other instances in which content validity can be
compromised by the assumption of item equivalence. One
such example is provided by item response theory, whereby
items are selected to provide information at differing points
on the trait continuum, and thus are specifically assumed
not to be equivalent. Internal consistency is also influenced
by the composition of the sample in which it is determined:
Item intercorrelation should be lower in samples that are
homogeneous on the trait, and higher in heterogeneous

samples. In fact, this variability of item intercorrelation
serves as the basis of some quantitative efforts to identify the
taxonic status of a construct, such as the MAXCOV method
(Meehl, 1986). Finally, Cronbach and Gleser (1964) discuss
the bandwidth-versus-fidelity trade-off inherent in scale
construction; a developer who wishes to construct an efficient
instrument with a broad bandwidth, such as a measure that
screens for a wide variety of quite distinct physical or psy-
chological problems, often must sacrifice fidelity to achieve
this breadth—particularly if fidelity is defined by coefficient
alpha. Thus, high internal consistency could be viewed as an
undesirable aspect of a broadband screening instrument, be-
cause it would involve a sacrifice of efficient content cover-
age for the sake of redundancy.

In sum, although various references (e.g., Nunnally, 1978;
Hammill, Brown, & Bryant, 1993) are often cited stating that
a supposedly good coefficient alpha is one above .80, the re-
ality is more complex. A desirable value for internal consis-
tency statistics will vary as a function of the nature of the
phenomenon being measured, the length of the scale used to
measure it, and the composition of the sample used to calcu-
late it. Thus, the test developer is encouraged to move away
from viewing internal consistency estimates as necessarily
being an evaluative property of an instrument, and toward
viewing it more as a metric that is simply descriptive of a
particular data set.

Scorer Reliability

Scorer reliability refers to the consistency of scores resulting
from an application of the scoring process. The so-called ob-
jective tests are usually so described because the objectivity
of the scoring procedures typically results in higher scorer
reliability; but this is not always the case. Automated scor-
ing procedures such as optically scannable answer sheets
can still result in misread information if a respondent does
not use the correct type of pencil or does not erase a stray
mark cleanly. As the 2000 U.S. presidential election re-
vealed, use of automated scoring systems will not necessar-
ily result in perfect scorer reliability; thus, even with these
systems, scorer reliability should be assessed if a high
degree of precision is critical for the measurement. Such
procedures could include multiple scans of the same raw
data, or in the case of hand-entered information, double-
punched data entry, in which the data-entry technicians must
enter the same information twice (with identical results) be-
fore it is accepted into the data set.

The most common form of scorer reliability comes into
play when a human is used as a measuring device. Common
applications of this approach include the use of behavioral
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observations, psychiatric diagnoses, or construct-based
rating scales. As with other types of reliability, scorer relia-
bility values for these types of scales are typically expressed
with some form of correlation. Early reliability studies of
nominal-categorical scales, such as psychiatric diagnoses,
often reported percentage agreement statistics—that is, sta-
tistics describing the percentage of ratings on which scorers
agreed—in support of reliability. However, there were signif-
icant problems in interpreting these values because differ-
ences in the marginal probabilities of the response categories
greatly influenced the likelihood of observed agreements;
agreement by random chance was much more likely to occur
when the probabilities of the different response categories
were highly unbalanced. The kappa coefficient (Cohen,
1960), a derivative of an intraclass correlation coefficient, has
thus become somewhat of a standard for reporting scorer re-
liability for categorical judgments, because it incorporates an
adjustment to percentage agreement that accounts for the
probability of chance agreement.

Shrout and Fleiss (1979) provide a general model for the
use of intraclass correlation in the study of scorer reliability.
They provide reliability calculations for scorer reliability
under different assumptions about the nature of the scores.
For example, calculations differ depending upon whether
the rater variable is assumed to represent a random or a fixed
effect. The random effect approach assumes that the raters
studied are a sampling from the universe of possible raters,
and is more useful as an estimate of the generalizability of re-
liability estimates to other sets of raters; the fixed effect
approach provides a reliability value for a particular set of
raters in a particular study. Another calculation distinction
can be drawn depending upon whether the final scale score
reflects the ratings as provided by the mean of a group of
raters, in contrast to a score provided by a single rater. Be-
cause individual ratings tend to be less reliable, comparing
these estimates can provide the developer with information
about the improvements that can be obtained by having
multiple raters provide scores for all subjects.

Validity

The process of validating a psychological measure is a cumu-
lative process that is never complete. In part, this is because
validity is not a property of a test per se, but rather is a prop-
erty of a score obtained in a particular context. Validity is a
process that evolves as evidence begins to accumulate that
scores from a particular instrument, gathered in many con-
texts, are behaving in theoretically anticipable ways. There
are many types of evidence, both qualitative and quantitative,
that contribute to the process of validation. Messick (1995)

described six aspects of evidence of construct validity that
represent a useful starting point for validation. As might
be expected, these principles overlap considerably with
processes involved in scale construction from the construct
validation perspective. The following sections review and
discuss Messick’s types of validity evidence.

Content Aspects

Evidence of the content aspect of construct validity addresses
the relevance and representativeness of the scale content. The
content should be relevant in that it falls within the bound-
aries of the construct in question, and it should be representa-
tive in that it captures the processes and experiences of the
respondent in an ecologically valid way. Such evidence is
typically gathered through the use of tasks involving expert
professional judgment, such as the rating or sorting tasks de-
scribed earlier as item selection strategies.

Substantive Aspects

Evidence for the substantive aspect of construct validity de-
rives from theories around the processes assessed by the
scale. Such a task represents a particular challenge for objec-
tive assessments of personality, because the respondent is
typically asked to comment or introspect about response
processes (e.g., interpersonal actions) without specifically en-
gaging those processes. However, certain process aspects are
open to investigation. For example, investigators have found
that emotionally evocative personality-test items tend to dis-
play longer response latencies than neutral items (Tryon &
Mulloy, 1993). Such studies suggest that process-based ex-
aminations of self-report measures are possible and may hold
an important place in the future of construct validation as the
theoretical processes that are proximal to self-description be-
come better articulated.

Structural Aspects

Evidence for the structural aspect of construct validity per-
tains to the validation of the internal structure and scoring of
the instrument. The interrelations among elements of a mea-
sure (e.g., items or subscales) should be consistent with what
is known about the structure of the construct domain. The
many item-selection parameters discussed previously will re-
sult in items that are related to each other. However, the
means by which the items are combined into scale scores
(typically through addition) are typically not compared for
validity to alternative scorings (e.g., configural or interactive
combinations of items). 
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Researchers often perform factor analyses of instruments,
either confirmatory or exploratory, in an attempt to provide
evidence of the structural aspect of construct validity. How-
ever, as described earlier, the use of factor analysis makes
certain assumptions about scale structure that should be con-
sidered carefully. Furthermore, such factor analyses (particu-
larly the exploratory variants) are largely useless in the
absence of a well-articulated theory of the classificatory rela-
tions (Skinner, 1981) among the different elements. Factor
analysis represents a means of simplifying scale interrela-
tions and representing them as linear functions, but in the ab-
sence of a theory to explicate how the relationships should
look, it is simply a data-exploration tool and not a construct
validation one. For many tests, such relations can be articu-
lated. The NEO-PI (Costa & McCrae, 1985), for example, is
based upon a theory that posits five orthogonal factors that
underlie most stable personality characteristics. Thus, one
aspect of the construct validity of the NEO-PI can be exam-
ined by determining whether the items load on five orthogo-
nal factors (ideally, regardless of one’s choice of extraction
or rotation methods). Interestingly, even McCrae et al.
(1997) has expressed skepticism that a confirmatory ap-
proach is very useful for validating measures derived from
the five-factor model.

Generalizability Aspects

Generalizability evidence involves the extent to which score
properties and interpretations generalize across different
groups and contexts. Although many such studies should be
conducted in selecting items for the scale, it is typically not
possible to sample all population groups or all plausible con-
texts in which the scale might be used. Thus, further studies
involving stability of item or scale parameters across settings,
raters, or groups are important. Many of these investigations
may conducted under the rubric of reliability studies, but as
discussed previously, reliability itself falls within the gener-
alizability aspect of construct validation.

External Aspects

The external aspects of construct validity refer to score rela-
tionships with other measures and behaviors; these relation-
ships should reflect the relations implicit in the theory of the
construct being assessed. The classic paper by Campbell and
Fiske (1959) highlighted that both convergent and discrimi-
nant patterns of correlations are important. Convergent vali-
dation involves examining correlations with other indicators
of the same construct, and as such typically subsumes the
concept of criterion validity; discriminant validation, as

discussed previously, involves elimination of alternative
interpretations of test scores through examining correlations
with indicators of other constructs. Campbell and Fiske pio-
neered the use of the multitrait-multimethod matrix as a pow-
erful tool for examining these correlation patterns within a
single study. With this approach, the investigator assesses
two or more constructs (the traits) using two or more mea-
surement techniques (the methods) and then evaluates the in-
tercorrelations among the various measures. Campbell and
Fiske proposed four classic criteria for interpreting the matrix
as supportive of construct validity:

1. The correlations among multiple measures of the same
construct (monotrait-heteromethod correlations) should
be sufficiently large and significantly different from zero;

2. The correlations described in Criterion 1 should be larger
than correlations between differing constructs, measured
across different methods (heterotrait-heteromethod);

3. The correlations described in Criterion 1 should be larger
than correlations between different constructs as mea-
sured by the same method (monomethod-heterotrait), im-
plying that the methods are relatively free from method
variance that forces interrelationships among traits; and

4. The pattern of correlations among the different constructs
should be similar across measurement methods.

Although the Campbell and Fiske (1959) criteria are im-
portant guidelines, they are not explicit and make a number of
assumptions that often do not hold (Schmitt & Stults, 1986).
In recent years, many investigators have used confirmatory
factor analysis to model the multitrait-multimethod matrix.
This approach has a number of potential advantages, such as
allowing the researcher to distinguish the contributions of
trait, method, and error components to score variance. How-
ever, analyzing this type of matrix using confirmatory factor
analysis tends to be quite difficult in practice, because para-
meter estimates often fail to converge or yield values that
fall out of permissible ranges (Kenny & Kashy, 1992). One
confirmatory factor analysis variant that tends to provide
interpretable solutions is the correlated uniqueness model
(Marsh, 1989), which represents method variance as corre-
lation between error terms of indicators derived from the
same method. However, this model assumes independence of
method factors, which may not be the case when similar
methods are used, such as different self-report techniques
(Bryant, 2000). Although the confirmatory approach reflects
the state of the art in the analyses of matrices composed of ex-
ternal validation correlates, there are important limits to its
use, suggesting that a rigorous implementation of the original
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Campbell and Fiske (1959) criteria retains a place in con-
struct validation.

Consequential Aspects

Messick’s (1995) final aspect of construct validation in-
volves evidence to evaluate the intended and the unintended
consequences of score interpretation. Messick points out that
the social consequences of testing may be either positive,
such as greater identification and hence earlier intervention
for mental health problems, or negative, such as restriction
of access to services because of biases in interpretation or
fairness in use. Research in this area needs to establish that
any negative impact that a test score may have on an indi-
vidual or group does not derive from some failure in test va-
lidity, such as the inclusion of construct-irrelevant variance
in the scale score that is associated with demographic group
membership.

CONCLUSION

The construct validation approach to psychological assess-
ment appears deceptively simple, yet the subtleties become
much more apparent in the process of developing and validat-
ing an instrument. However, because of the application of
these procedures, psychological assessment has more to offer
the researcher and clinician today than it did four decades ago.
The construct validation approach yields instruments that are
straightforward in terms of meaning and interpretation; be-
cause the measures are tied explicitly to constructs, the inter-
pretation of a scale score generally corresponds directly to the
name of the scale, which, remarkably, has often not been
the case in the history of assessment. This parsimony of inter-
pretation should not be viewed as a limit, but rather as a solid
beginning point for any individual who seeks to learn more
about a particular personality or psychopathology construct.
Ultimately, the goal for an assessment instrument is the same
as the goal for a more general science of psychology, this
being a thorough elaboration of the nomological network
relating important constructs and their various indicators. The
process of developing and validating an instrument informs
this elaboration, and ultimately both theory and method gain
from the interaction. This chapter describes some of the
approaches and some of the pitfalls that the scale developer
can encounter. In constructing scales, as in so many other
important areas of inquiry, there is no one approach that is
superior. Each assessment problem reflects unique challenges
with diverse solutions. The developer’s goal must be to as-
semble a mosaic of indicators and studies of those indicators

that together may suggest the optimum route for assessing
the target construct.
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From the signs of the Zodiac to Jung’s mandalas to formal
geometric models with precise mathematical specification
(e.g., Gurtman & Pincus, 2000; Wiggins & Trobst, 1997),
circular representations of a variety of domains of human ex-
perience have been conceived and presented throughout
human history (Wiggins, 1991, 1996). In the field of psychol-
ogy and beyond, the appeal of circular models lies in the
combination of circle’s aesthetic (organizational) simplicity,
yet powerful potential to describe data in uniquely com-
pelling substantive and geometric ways. Gurtman (1998)
noted that, like the form of the circle itself, circumplex mod-
els intrigue by their elegant simplicity, yet at the same time
have complex features and hidden unfixed properties that
compel further exploration.

Building on the work of Louis Guttman (1954), empiri-
cally derived circumplex models describing interpersonal

behavior began to formally appear in the psychology litera-
ture in the 1950s (e.g., Leary, 1957; Schaefer, 1959). The
seminal work of Wiggins (1979, 1980, 1982) stimulated the
development of progressively diverse applications and for-
malized empirical approaches. In the last 20 years, increas-
ingly sophisticated circumplex analytic methods have been
developed.

The purpose of this chapter is to review these methods and
their research applications. We have chosen to organize the
majority of this chapter with reference to basic empirical
questions likely to underlie investigators’ applications of cir-
cumplex models and methods. Thus, after the circumplex is
defined and examples from contemporary psychological lit-
erature are described, the chapter is divided into sections re-
lated to the following basic research questions: (a) How do I
evaluate circular representations in my domain of interest?,
(b) How do I use the circumplex to describe individuals?, (c)
How do I use the circumplex to describe and compare
groups?, and (d) How do I use the circumplex to evaluate

The authors wish to thank Terence J. G. Tracey for several important
contributions to this chapter.

schi_ch16.qxd  9/6/02  12:47 PM  Page 407



408 The Circumplex Model: Methods and Research Applications

Figure 16.1 A geometric circumplex with eight variables.

TABLE 16.2 Circulant Correlation Model for an Eight-Element
Circle

v1 v2 v3 v4 v5 v6 v7 v8

v1 1
v2 �1 1
v3 �2 �1 1
v4 �3 �2 �1 1
v5 �4 �3 �2 �1 1
v6 �3 �4 �3 �2 �1 1
v7 �2 �3 �4 �3 �2 �1 1
v8 �1 �2 �3 �4 �3 �2 �1 1

Note. �1 > �2 > �3 > �4.

constructs and their measures? We conclude the chapter with
a brief discussion of future directions in the development and
application of circumplex methodology.

DEFINITION OF A CIRCUMPLEX AND EXAMPLES
FROM LITERATURE

Louis Guttman (1954) originated the term circumplex to de-
scribe a “system of variables which has a circular law of
order” (p. 325). He also proposed “a very specialized exam-
ple of a circumplex” (p. 326), having a structure definable in
terms of a uniform system of additive components. This led,
in turn, to the exposition of a particular kind of correlation
pattern among tests (“the equally-spaced, uniform, perfect,
additive circumplex,” p. 327), which he characterized on the
basis of its form (p. 328) as a circulant. Table 16.1 provides
an example of such a matrix (Guttman, 1954, p. 329).

Guttman’s (1954) work, and developments that followed
it (see, e.g., Shepard, 1978), suggest two ultimately compati-
ble conceptualizations of the circumplex model. The geomet-
ric circumplex (e.g., Conte & Plutchik, 1981) defines the
circumplex as a circular array of variables (see Figure 16.1).
More technically, the circular curve provides a basis for scal-
ing the set of similarities among variables; thus, the similar-
ity between any two variables is inversely related to their
distance apart on the circle (Browne, 1992; Fabrigar, Visser,
& Browne, 1997; Shepard, 1978). In an earlier article
(Gurtman & Pincus, 2000), and similar to Browne (1992), we
have formalized this as a highly general correlation model:

�i j = inverse ƒ(�i − �j ) (16.1)

where �i j is the correlation between variables i and j, and
�i and �j are their respective angular displacements
(0◦ ≤ � ≤ 360◦) on a circle. It is assumed that the function is
monotone in form, and that variables are distributed uni-
formly throughout the full circular continuum.

From a slightly different perspective (see Gurtman, 1994),
we note that a valid circular representation implies three

defining properties about the set of variable interrelation-
ships: that (a) the differences among variables can be reduced
to differences in two dimensions; (b) each of the variables
has an equal projection in this plane, as represented by the
variable’s distance from the origin (of a hypothetical circle);
and (c) the variables’ distribution around the hypothetical
circle is uniform, generally translated into the property of
equal spacing. These properties are increasingly specific for
a circumplex model (see Gurtman, 1994). Indeed, the third
criterion (equal spacing) is often used to differentiate
between circumplex and simple-structure models (e.g.,
Hofstee, De Raad, & Goldberg, 1992).

The second way in which the circumplex has been con-
ceptualized in the literature is as a particular kind of corre-
lation matrix. This circulant correlation model was first
presented by Guttman (1954), as noted earlier, and has been
further explored and developed by others (e.g., Browne,
1992; Cudeck, 1986; Rounds, Tracey, & Hubert, 1992;
Wiggins, Steiger, & Gaelick, 1981.) This model defines the
circumplex as a particular kind of nonrestrictive (i.e., not
fully constrained) correlation pattern characterized by a cir-
cular, repeating pattern of values in each row and column.
Table 16.2 formalizes this model for the eight-variable case;

TABLE 16.1 An Example of an Equally Spaced, Uniform, Perfect,
Additive Circumplex

v1 v2 v3 v4 v5 v6

v1 1.00
v2 .75 1.00
v3 .50 .75 1.00
v4 .25 .50 .75 1.00
v5 .50 .25 .50 .75 1.00
v6 .75 .50 .25 .50 .75 1.00

Note. Adapted from Guttman (1954), p. 329.
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Table 16.1 provides a numerical example. It may be noted
that the circulants presented in Tables 16.1 and 16.2 have the
property of equal spacing (Guttman, 1954, p. 328), as indi-
cated by the equality of values in each diagonal of the matrix
(hence the values are represented by a single parameter, as
illustrated in Table 16.2). For equally-spaced circulants, the
sum of each column or row of values will be the same
(Guttman, 1954).

Examples of Models From the Literature

In our view, the three psychological domains of interpersonal
behavior, mood and affect, and vocational preference provide
exemplars of the most well developed and empirically evalu-
ated circumplex models in psychology. 

The Interpersonal Domain

The most well-established domain for both the application of
circumplex models in psychology and the development of
circumplex methodology is the study of interpersonal behav-
ior (Wiggins, 1996). Two seminal early lines of research,
each employing a different unit of analysis (individuals or
dyads), converged in identifying a circular structure in rat-
ings of interpersonal behavior (for a full review, see Pincus,
Gurtman, & Ruiz, 1998).

Leary and colleagues (Freedman, Leary, Ossorio, &
Coffey, 1951; Leary, 1957) focused on the individual’s be-
havior and catalogued an initial taxonomy of interpersonal
mechanisms (essentially behavioral verbs) observed in group
psychotherapy sessions. Early dimension-reduction tech-
niques were applied to these ratings and to a complementary
set of trait adjectives. As noted by LaForge, Freedman, and
Wiggins (1985), “Slowly the nodal points or axes of affilia-
tion versus aggression and dominance versus submission
emerged” (p. 624).

The Leary Circle (Leary, 1957), a circumplex of inter-
personal behaviors and traits, organized all interpersonal
behaviors in a circular array around the two fundamental di-
mensions of Dominance versus Submission on the verti-
cal axis and Love versus Hate on the horizontal axis. This
model has been operationalized through a number of objec-
tive assessment instruments over the years (see Kiesler, 1996,
or Pincus, 1994, for reviews). Although considerably refined
across its near-50-year history and most commonly referred
to as the Interpersonal Circle (IPC; Kiesler, 1983), this basic
circumplex model has remained relatively unchanged in its
structural underpinnings. From the perspective of the IPC, all
interpersonal behavior can be described as a blend of the
basic dimensions of Dominance and Nurturance (Wiggins,

1979), with substantive distinctions ordered around the
perimeter of the circle typically segmenting the perimeter’s
continuum into quadrants, octants, or sixteenths. The IPC
structure has generalized across a variety of interpersonal do-
mains, including nonverbal interpersonal behaviors (Gifford,
1991), interpersonal acts (Kiesler, 1985), psychotherapy
transactions (Kiesler, 1987; Tracey & Schneider, 1995), in-
terpersonal traits (Gurtman & Pincus, 2000; Wiggins, 1979),
interpersonal problems (Alden, Wiggins, & Pincus, 1990;
Horowitz, Alden, Wiggins, & Pincus, 2000), social support
transactions (Trobst, 2000), and covert interpersonal impact
messages (Kiesler, Schmidt, & Wagner, 1997; Wagner,
Kiesler, & Schmidt, 1995).

A second early line of research focused on interpersonal
behavior within dyads. Schaefer (1959, 1961) observed the
interactions of mothers and children and catalogued behav-
iors of mothers toward their children and the reactions of
children to their mothers. His data also suggested that two
complementary circumplex models appropriately captured
maternal behavior and children’s reactions. Schaefer’s origi-
nal circumplexes of maternal behavior and child reactions
were similar to the IPC with a single difference. The funda-
mental dimensions were Hostility versus Love (converging
with the IPC on the horizontal axes) but Autonomy versus
Control (diverging with the IPC on the vertical axis). The
most detailed circumplex model of interpersonal behavior,
originally stemming from Schaefer’s work, is Benjamin’s
(1974, 1996) Structural Analysis of Social Behavior (SASB).
SASB is a three-circle (or surface) model that describes ac-
tions toward others (transitive behaviors) on one circumplex
surface, reactions to others (intransitive behaviors) on a sec-
ond surface, and introjected behaviors directed toward the
self on a third surface. Each SASB surface describes its focus
of behavior in an array of blends of the two dimensions of Af-
filiation and Interdependence. SASB has been used widely in
investigations of process and outcome in psychotherapy and
interpersonal aspects of psychopathology (e.g., Benjamin,
1996; Henry, 1996).

Mood and Affect

Like interpersonal models, circumplex models of affect have
emerged from different theoretical perspectives and pro-
grams of research. Russell (1980) and Watson and Tellegen
(1985) put forth circumplex models of affect that have
inspired a significant amount of research and debate. Russell
(1980, 1997) proposed that the basic dimensions of affect
could be labeled High Arousal versus Low Arousal and
Pleasure versus Displeasure, and demonstrated that discrete
emotions arose from blends of these two fundamental
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dimensions. For example, anxiety reflects of blend of High
Arousal and Displeasure, whereas joy reflects a blend of
High Arousal and Pleasure. Watson and Tellegen (1985)
proposed that the basic dimensions of mood could be labeled
Negative Affect (NA) and Positive Affect (PA). Similarly, dis-
crete emotions were suggested to emerge from variation in
blends of NA and PA. For example, sadness reflects a blend
of high NA and low PA, while surprise reflects a blend of
high NA and high PA.

Over the last 20 years, debates among affect researchers
have led to the recognition that these two circumplex models,
as well as other more recent two-dimensional formulations
(Larsen & Diener, 1992; Thayer, 1996), generally converge
in terms of the content of circular affect space but often differ
in terms of the identified fundamental dimensions or axes un-
derlying the circular models. Although differences in these
structural models of affect are not solely an issue of rotation
(Cacioppo, Gardner, & Bernston, 1999; Green, Salovey, &
Truax, 1999; Russell & Feldman-Barrett, 1999; Watson,
Wiese, Vaidya, & Tellegen, 1999), theoretical and empirical
efforts at integration of these perspectives continue to support
the circumplex as an appropriate structural model for the do-
main (Yik, Russell, & Feldman-Barret, 1999).

Vocational Interests

A third area in which circumplex models have emerged and
flourished is the vocational interests domain, largely on the
basis of a reconceptualization of Holland’s (1973) hexagonal
model of interests (e.g., Tracey & Rounds, 1993). According
to Holland’s highly influential theory, individuals’ occupa-
tional preferences, as well as corresponding work environ-
ments, can be categorized in terms of six major types:
Realistic (R), Investigative (I), Artistic (A), Social (S),
Enterprising (E), and Conventional (C). Holland also pro-
posed that these six occupational interests could be arranged
as a hexagon on the basis of their strength of relation (the
so-called calculus hypothesis). The Holland model, gener-
ally referred to in its duality as the RIASEC model, has be-
come the standard for the assessment of occupational
preferences, and is represented by all major vocational inter-
ests tests.

As Tracey and Rounds (1993) among others (e.g., Hogan,
1983) have duly noted, the hexagonal model is essentially a
circular model; moreover, as Prediger (1982) has shown, this
circle is situated in a two-dimensional space definable by
interests in People versus Things and Data versus Ideas. A
large number of studies have now examined the structure of
the RIASEC circumplex across different age, culture, gender,
and ethnic groups (e.g., Day & Rounds, 1998; Fouad,
Harmon, & Borgen, 1997; Rounds & Tracey, 1996; Tracey &

Ward, 1998). These structure-of-interest studies have not
always yielded consistent support for the assumed circular
structure of the traditional RIASEC, yet enough to suggest
that, perhaps with refinement, the RIASEC space can assume
an improved circular form at least in some populations
(Tracey & Rounds, 1995; however see Rounds & Day, 1999).
Indeed, Tracey and his colleagues (e.g., Tracey & Rounds,
1995) have developed an eight-scale RIASEC type of mea-
sure that appears to possess superior circumplex properties;
they have also proposed a more elaborate spherical model
(Tracey & Rounds, 1996a, 1996b) from which circumplex
measures of vocational interests can be derived. Later in this
chapter, an updated circumplex version of their measure will
be used to illustrate different analytic methods.

Others

A number of additional circular models have been proposed
in psychology and related fields, although none is as exten-
sively investigated and evaluated as those models reviewed
above. Some circular representations, such as Nobel Laureate
Charles Hartshorne’s (1980) circular model of the aesthetics
of science are purely conceptual, whereas other proposed
models are based on moderate amounts of empirical investi-
gation. These include (but are not limited to) family and mar-
ital systems (Olson, 1996), personality disorders (Millon,
1987; Plutchik & Conte, 1985; Romney & Byner, 1997), psy-
chological defenses (Benjamin, 1995; Plutchik, Kellerman,
& Conte, 1979), psychotic disturbance (Lorr, 1997), and trait
structures based on combining all possible pairs of the Five-
Factor Model of personality (Hofstee et al., 1992).

HOW DO I EVALUATE CIRCULAR
REPRESENTATIONS IN MY DOMAIN
OF INTEREST? (EVALUATING DATA FOR
GOODNESS-OF-FIT TO A
CIRCUMPLEX MODEL)

The issue of how to evaluate whether a particular data set has
circumplex properties (i.e., conforms to the circumplex
model), and hence mirrors a particular theoretical concep-
tion, has now been addressed in a number of worthwhile arti-
cles and chapters (e.g., Browne, 1992; Fabrigar et al., 1997;
Gaines et al., 1997; Gurtman, 1994; Gurtman & Pincus,
2000; Rounds et al., 1992; Tracey, 2000; Tracey, Rounds, &
Gurtman, 1996; Wiggins et al., 1981). Of these, Tracey’s
(2000) recent chapter stands out as both a technical and prac-
tical resource for researchers interested in testing for possible
circumplex structure in their measures and in the correspond-
ing domains of interest.
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Figure 16.2 The Personal Globe Inventory–Circumplex. Source:
Adapted from “Personal Globe Inventory: Measurement of the Spherical
Model of Interests and Competence Beliefs” by T. J. G. Tracey, Journal of
Vocational Behavior, in press. Adapted from original source by permission.

In general, methods of analysis can be divided into two
groups. Exploratory methods, such as multidimensional
scaling and principal components analysis, yield mainly spa-
tial representations of the sample data (Gurtman & Pincus,
2000); these representations are then evaluated informally or,
in some cases, heuristically (e.g., Pincus et al., 1998) for fit to
a circular ideal. Confirmatory methods, on the other hand,
provide formal tests of circumplex model fit to the data (e.g.,
to the correlation pattern), and are exemplified by Browne’s
(1992) CIRCUM routine and by Hubert and Arabie’s (1987)
tests of order hypotheses. Confirmatory methods often have
the added flexibility of allowing different circumplex models
to be compared and tested (e.g., Browne, 1992; Gaines et al.,
1997; Rounds et al., 1992).

Rather than being considered adversarial approaches to
model analysis (e.g., Fabrigar et al., 1997), exploratory and
confirmatory methods are arguably complementary in their
essential yields. In line with earlier description (also see
Gurtman & Pincus, 2000), we see the main role of ex-
ploratory methods as providing spatial representations of the
data structure. Today, however, any serious test of the cir-
cumplex model should also include application of confirma-
tory methods. Hence, confirmatory methods offer the logical
next step in validating the circumplex properties of a given
data set. 

In the remainder of this section, each method is briefly
described and a sample analysis is conducted for illustration.
The data for the demonstration consist of scores on a
circumplex-based measure of vocational interests, the Per-
sonal Globe Inventory–Circumplex (PGI; Kovalski, Tracey,
& Darcy, 2000; Tracey, 1998, 2002), a slightly revised ver-
sion of the Inventory of Occupational Preferences (IOP;
Tracey & Rounds, 1995). Figure 16.2 shows the hypothe-
sized structure of this scale, and its relationship to the tradi-
tional RIASEC space. For our analysis, data were available
for 253 women (henceforth female sample) and 172 men
(male sample); respondents were college students enrolled in
a career exploration class. We thank Terence Tracey for gen-
erously supplying us with these data.

Exploratory Methods

Exploratory Factor Analysis

Perhaps the most widely used method for examining data for
circumplex structure is through the application of exploratory
factor analysis, notably principal components analysis
(PCA). An excellent example is provided by Wiggins,
Phillips, and Trapnell (1989), who subjected the Interpersonal
Adjective Scales to PCA in an attempt to validate its theoret-
ical structure. The goal of PCA is to identify a small number

of orthogonal components that can account for the obtained
correlations among variables. When subjected to PCA, cir-
cumplex matrices generally yield a two-factor solution (e.g.,
Wiggins et al., 1989) or a three-factor solution (e.g., Alden
et al., 1990); if a three-factor solution, the first factor is a
general factor on which all variables manifest positive and
generally high loadings. The two nongeneral factors should
be comparable in size (eigenvalue), suggesting a circular
rather than elliptical structure (e.g., Pincus et al., 1998). In ad-
dition, when the variables are plotted in a two-dimensional
plane based on their factor loadings (using the two non-
general factors), a circular arrangement should exist—caused
by variables having roughly equal projections (communali-
ties) in that plane, and roughly equal (i.e., uniform) spacing.

Table 16.3 shows the results of a PCA conducted on the
Personal Globe Inventory–Circumplex, as described earlier.
(For brevity, only female data are presented, although the re-
sults are virtually identical for the two groups.) A scree test of
the eigenvalues suggested a three-factor solution, with the
first factor clearly a general factor and the next two factors
somewhat similar in magnitude, as expected. (The eigenval-
ues for the first four factors were as follows: 3.47, 1.90, 1.46,
and 0.39.) Although not shown, a two-dimensional plot of the
variables’ loadings on the second and third factors would re-
veal a roughly circular pattern.

Multidimensional Scaling

As Davison (1985, 1994) among others has shown, multidi-
mensional scaling (MDS) methods are especially well-suited
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TABLE 16.3 Factor Loading Matrix Based on Principal Components
Analysis of PGI Scales (Females Only)

Factor

Scale 1 2 3

Social Facilitating .55 .72 −.07
Managing .54 .63 .33
Business Detail .64 .16 .56
Data Processing .73 −.36 .39
Mechanical .75 −.49 .16
Nature/Outdoors .72 −.52 −.25
Artistic .68 −.13 −.62
Helping .57 .46 −.52

Note. n = 253; PGI = Personal Globe Inventory.

for recovering circumplex structure from data sets. Such
methods seek to identify a minimum number of dimensions
that can be used to parsimoniously represent the proximities
(e.g., correlations) among variables, and generally use non-
metric scaling algorithms. Following Davison (1985), Tracey
(2000) has noted that because MDS techniques are “data cen-
tered,” they effectively eliminate general factors from the ob-
tained solutions, and hence, compared to PCA, can bring
greater clarity to the interpretation of the results. This said,
MDS and PCA typically produce very similar solutions (i.e.,
spatial representations), except for how the general factor (if
present) is handled (Davison, 1985). A complete example of
MDS applied to a circumplex measure (again the Interper-
sonal Adjective Scales) is provided by Gurtman and Pincus
(2000).

For the present example, we subjected each of the PGI
correlation matrices to Kruskal’s nonmetric MDS procedure.
For the female data, stress values (smaller values indicating
better goodness-of-fit) were .28 in one dimension and .01 in
two dimensions, indicating an excellent fit of the proximity
data in two dimensions (proportion of variance accounted
for = 99.83%). Similarly, for the male data, stress values
were .26 in one dimension, and dropped to .02 for the two-
dimensional solution (proportion of variance accounted
for = 99.60%).

Figures 16.3 and 16.4 show the female and male plots,
respectively, of the eight PGI scales based on the scales’ ob-
tained dimensional coordinates. Circles are added by fitting
the points to a circular model, using a least-squares fit crite-
rion. (For ease of interpretation, the scales’ polar coordi-
nates were rotated so that the first scale, Social Facilitating,
was positioned at its theoretical location on the circle; see
Figure 16.2). Although not apparent in the figures, in each
solution the scales were perfectly ordered according to the
Figure 16.2 model. Visual inspections of the spatial repre-
sentations reveal a close correspondence to a circular form
in each case.

Confirmatory Methods

Covariance Modeling and CIRCUM

As described earlier and shown in Table 16.2, the circumplex
is associated with a particular kind of covariance model, re-
ferred to by Guttman (1954) as the circulant matrix. The cir-
culant is a relatively nonrestrictive model characterized by a
circular, repeating pattern of values occurring in each row
and column.

Using structural equation modeling (SEM) techniques, it is
possible to fit versions of this model to an obtained correlation
matrix. Standard SEM programs, such as LISREL (Jöreskog
& Sörbom, 1986), can and have been used for this purpose
(e.g., Romney & Byner, 1997; Rounds et al., 1992; cf. Gaines
et al., 1997). However, perhaps the best current tool for per-
forming this kind of specialized analysis is Browne’s (1992)
CIRCUM program. Fabrigar et al. (1997) provide a relatively
nontechnical introduction to the program; Browne (1992) of-
fers a more technical and detailed description. A growing
number of studies have now used CIRCUM to test for
circumplex structure in data (e.g., Carroll, Yik, Russell, &
Feldman-Barrett, 1999; Gurtman & Pincus, 2000; Pincus et
al., 1998; Schmidt, Wagner, & Kiesler, 1999; Tracey, 2000;
Watson et al., 1999; Yik et al., 1999).

Described as a covariance structure modeling technique
(Fabrigar et al., 1997), CIRCUM was developed specifically
to evaluate circumplex correlation models, as well as imple-
ment tests of Browne’s (1992) circular stochastic model of

Figure 16.3 Multidimensional scaling plot of Personal Globe Inventory
Scales (female sample).
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Figure 16.4 Multidimensional scaling plot of Personal Globe Inventory
Scales (male sample).

the circumplex. In this regard, Browne has demonstrated that
a circulant matrix (see Table 16.2) can be “reparametricized”
as a Fourier series having the following general form:

�i j = �0 +
∑

�k cos (k × �d) (16.2)

with k = 1 to m components in the Fourier series (m < 4 for
an eight-variable circumplex, such as the circumplex de-
picted in Table 16.2), and where �i j is the common-factor
correlation of variables i, j, and �d is the angular discrepancy
(0◦ ≤ �d ≤ 180◦) between their respective polar angles.

A particular advantage of this reparametricization is that it
allows for testing of different geometric versions of the
circumplex model. The most restrictive is the equally spaced
model; it assumes that variables are distributed evenly
around the circle. Hence, polar angles are fixed parameters in
the equation, and only the �s are estimated. This model

corresponds to Guttman’s (1954) equally spaced circumplex,
and is given in Table 16.2. CIRCUM can also be used to fit a
less restrictive model, the unequally spaced circumplex. Here
no constraints are placed on the variables’ polar angles; they
are also estimated, thus the model has more free parameters
(i.e., is less parsimonious) than the equally spaced alterna-
tive. Finally, it is also possible using CIRCUM to estimate
versions of the model in which neither angles nor communal-
ities (i.e., variables’ projections) are constrained (unequally
spaced, unequal communalities model). This is the least par-
simonious model, and arguably may not qualify technically
as a circumplex (because the variables are not constrained to
fall along the circumference of a circle).

As a demonstration, we subjected the two PGI data sets to a
CIRCUM analysis. For each data set, we successively tested
the three models for fit to the obtained correlation pattern.
Model fit was evaluated using multiple indices, as is common
practice in the SEM literature. The fit statistics included (a) �2;
(b) F, the maximum likelihood discrepancy function; (c) GFI,
the Goodness-of-Fit index (Jöreskog & Sörbom, 1986);
(d) AGFI, the Adjusted Goodness-of-Fit index (Jöreskog &
Sörbom, 1986); and (e) RMSEA, the Root Mean Square Error
of Approximation (Browne & Cudeck, 1992; Steiger & Lind,
1980). Three of the measures—�2, F, and GFI—are absolute
measures of model fit, whereas two measures—AGFI and
RMSEA—are parsimony-weighted and thus compensate for
the model’s complexity. (GFI and AGFI were computed from
formulas presented in Maiti and Mukherjee (1990), and based
on directions generously provided by Michael Browne.)

Table 16.4 presents the results of the CIRCUM analyses.
Considering the female sample first, none of the three models
had poor fit (e.g., GFI and AGFI generally > .9, RMSEA <

.13); but, even with adjustments made for their greater com-
plexity (i.e., more free parameters), the unequally spaced
models appeared to offer better fit than the highly constrained
equally spaced circumplex. CIRCUM also yields estimates
of the variable’s polar angles. Examining these (not shown),
it is apparent that most of the variables were indeed evenly
spaced ≈45° gaps); however, a larger-than-expected gap of

TABLE 16.4 Summary of Model-Fitting Tests for PGI Circulant Correlational Structure

Model Goodness-of-fit Measures

Sample N Spacing Communality F � 2 RMSEA GFI AGFI df P

Female 253 Equal Equal .495 124.83 .129 .918 .877 24 12
Unequal Equal .256 64.39 .105 .967 .929 17 19
Unequal Unequal .065 16.36 .050 .991 .967 10 26

Male 172 Equal Equal .239 40.80 .064 .968 .952 24 12
Unequal Equal .098 16.82 <.001 .987 .972 17 19
Unequal Unequal .035 6.02 <.001 .995 .982 10 26

Note. Analyses conducted with CIRCUM (Browne, 1992); PGI = Personal Globe Inventory, F = maximum likelihood discrepancy function, RMSEA = root
mean square error of approximation, GFI = goodness-of-fit index, AGFI = adjusted goodness-of-fit index, df = degrees of freedom, P = parameters.
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TABLE 16.5 Obtained Correlation Matrix for PGI Scales (Males Only)

Scale 1 2 3 4 5 6 7 8

Social Facilitating 1.00
Managing .66 1.00
Business Detail .35 .51 1.00
Data Processing .13 .24 .55 1.00
Mechanical .09 .17 .38 .75 1.00
Nature/Outdoors .06 .03 .24 .54 .71 1.00
Artistic .28 .11 .14 .28 .43 .68 1.00
Helping .59 .35 .19 .12 .12 .23 .57 1.00

Note. n = 172; PGI = Personal Globe Inventory.

TABLE 16.6 Reproduced Correlation Matrix for PGI Scales (Males Only)

Scale 1 2 3 4 5 6 7 8

Social Facilitating 1.00
Managing .63 1.00
Business Detail .35 .63 1.00
Data Processing .16 .35 .63 1.00
Mechanical .09 .16 .35 .63 1.00
Nature/Outdoors .16 .09 .16 .35 .63 1.00
Artistic .35 .16 .09 .16 .35 .63 1.00
Helping .63 .36 .16 .09 .16 .36 .63 1.00

Note. n = 172. Based on results of CIRCUM analysis for equally spaced, equal-communality model.

63° occurred between variables 1 and 2, and a relatively
small difference of 19° was obtained between variables 4 and
5. This finding is also evident in the earlier MDS depiction of
the proximities (Figure 16.3).

Turning to the male sample, the results here suggest a still
better overall fit of the circumplex model, with even the
highly constrained equally-spaced model approaching a
“close fit” (based on RMSEA values near .05; Browne,
1992). Allowing for (slight) unequal spacing (again, for vari-
ables 4 and 5), fit is excellent. As further evidence of this,
Tables 16.5 and 16.6 show the actual correlation matrix and
the reproduced matrix, respectively. (The reproduced values
are maximum likelihood estimates provided by CIRCUM
and assume an equally-spaced model.) The close correspon-
dence of the two tables is apparent.

In evaluating the results of model-fit tests, Gurtman and
Pincus (2000) noted that attention should also be directed
toward the issue of whether deviations from model fit also have
practical consequences for individual assessment. In this case,
it can be shown that the slight unequal spacing of the PGI data
(female sample) would have virtually no effect on individual
assessment results. Gurtman and Pincus (2000) concluded the
same was true for the Interpersonal Adjective Scales.

Circular Order Model and the Randomization Test

Tracey, Rounds, and their associates (e.g., Rounds et al.,
1992; Tracey & Rounds, 1993) have offered a less restrictive

confirmatory test based on the work of Hubert and Arabie
(1987). The test is applied to a derivative of the circumplex
model, which they term the circular order model. The
method has now been used in a number of studies, especially
in the literature on structure of vocational interests.

The circular order model involves an essentially ordinal-
level interpretation of the circumplex concept: If variables,
theoretically, are circularly ordered, it follows that variables
closer together on the circle will be more highly correlated
than are variables further apart. This prediction is then tested
for a given theoretical circle by examining all possible pair-
wise comparisons of variable intercorrelations. As Rounds
et al. (1992) and Tracey (2000) have demonstrated, for an
eight-variable circumplex, such as the PGI, this process will
lead to 288 comparisons; for a six-variable circle, such as
hypothesized for the RIASEC model, 72 possible compar-
isons are implied. Perfect fit would require that (a) correla-
tions of variables adjacent on the circle should be greater
than are correlations of variables more than one step apart;
(b) correlations of variables two steps apart on the circle
should be greater than are correlations of variables more
than two steps apart; and so on. The model does not offer
order predictions for correlations based on equidistant pair-
ings of variables.

Generally, the model is evaluated in two ways (see
Hubert & Arabie, 1987). The first is through the calculation
of a correspondence index, or CI (Hubert & Arabie, 1987),
which indicates the proportion of order predictions
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TABLE 16.7 Summary of Randomization Tests for PGI Circular-
Order Model

Model Predictions

Sample Total Confirmed Violated CI p

Female 288 282 6 .958 .0004
Male 288 277 11 .924 .0004

Note. Randomization tests conducted with RANDALL (Tracey, 1997).
CI = correspondence index, P = probability.

confirmed minus the proportion violated. Values can range
from 1.0 (all predictions met) to −1.0 (all predictions vio-
lated), with 0 indicating a random fit of the data to the model.
It is a descriptive index of model-data fit. The second is a sig-
nificance test for CI based on a randomization test strategy
(for details see Hubert & Arabie, 1987, or Tracey, 2000).
Essentially, the test determines the probability of obtaining
the given model fit in comparison to all possible permuta-
tions of the rows and columns of the matrix.

Table 16.7 shows the results of the circular model tests of
the two PGI correlation matrices. (Terence Tracey kindly per-
formed these analyses for us using RANDALL (Tracey,
1997), a program he designed specifically to do these kinds of
tests of the circular order model.) Consistent with the previ-
ous results reported, the analyses provided strong support for
the circular structure of the PGI. As can be seen, CIs were
close to the maximum values of 1 (almost all order predic-
tions confirmed); based on the randomization tests, in both
instances, the chance probabilities for the obtained model fit
were significantly small (ps = .0004).

Circular Order Versus Covariance Modeling

Circular order and covariance modeling are likely to agree
when data are a good fit to the equally-spaced circumplex
ideal. However, we note that research has yet to directly com-
pare the two approaches, especially with respect to how they
handle quasi-circumplex data and data for which the circum-
plex model is misspecified. Tracey (2000) describes some of
the advantages and disadvantages of the two approaches to
confirmatory analysis. The interested reader is referred there.

Distribution Tests

Although not a general test of circumplex structure, nor an
exploratory technique, distribution tests have recently been
used to evaluate a specific criterion for circumplexity in
data—namely, whether variables are uniformly distributed,
or spaced, when projected onto the circle. Earlier it was
noted that this property is often used to distinguish a circum-
plex structure from a simple structure or other clustered
arrangement.

As Upton and Fingleton (1989) note in their authoritative
chapter on circular statistics, numerous tests are available for
researchers interested in testing for this property. As a class,
the least restrictive are generally referred to as gap tests, be-
cause they concern the pattern of gaps (or angular separa-
tions) between adjacent variables on the circle. For example,
if variables are perfectly uniform in circular spacing, then the
gap between adjacent variables will be a constant equal to
360° / n, where n is the number of variables. Gap tests gen-
erally are used to determine the probability that the actual
distribution departs from this ideal of uniform spacing.

As an example of applications, Tracey and Rounds
(1995) examined the distribution of vocational interest items
around a RIASEC circle; using the Neaves-Selkirk gap test
(Upton & Fingleton, 1989), they determined that the
uniform distribution hypothesis could not be rejected,
thereby suggesting that contrary to typology conceptions,
vocational interests are not clustered at particular points on
the circle. In another example, Gurtman (1997) looked at the
distribution of personality items (Q-sort items) in three cir-
cumplexes based on combinations of the major personality
factors (e.g., Hofstee et al., 1992). Using a test attributed to
Rao (Upton & Fingleton, 1989), he found evidence for a
uniform distribution in two of three domains.

Gap tests generally require a relatively large number of
variables (points on the circle) in order to effectively test the
null hypothesis, especially when normal curve approxima-
tions are applied. For this reason, gap tests for six- or eight-
variable circumplex models (such as the PGI) would usually
be severely underpowered, and hence not practical.

HOW DO I USE THE CIRCUMPLEX TO
DESCRIBE INDIVIDUALS?

After it is established that a given measure has a circumplex
structure, the next issue concerns how data obtained from this
measure can be applied in research and assessment contexts.
In the next two sections we explore, respectively, two of the
more common applications—representing individuals within
a circumplex assessment space, then using the circumplex to
describe group tendencies based on the accumulation of
individual data. Both ventures involve the use of circular
statistics (e.g., Batschelet, 1981; Mardia, 1972; Upton &
Fingleton, 1989), a somewhat novel branch of statistical
analysis developed specifically to handle circularly ordered,
periodic data of the kind generated by circumplex-based
measurements.

With respect to individual assessment, nearly all of the
development in this area has been provided by psychologists
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interested in interpersonal assessment, specifically in relation
to the interpersonal circle model of personality (e.g., Kiesler,
1996; Leary, 1957; Wiggins & Trapnell, 1996). Recently,
Gurtman and Balakrishnan (1998) have provided an in-depth
introduction to circular measurement principles in interper-
sonal assessment. The present section draws heavily on that
article. The methods that will be described, however, are
general, and go beyond the purposes of interpersonal
assessment—although, interestingly, they have not (to our
knowledge) been extended yet to other circumplex domains
such as affect and vocational interest. (Perhaps the present
section can help to realize that possibility.)

Circular Profiles

When circumplex-based measures are used to measure indi-
vidual tendencies, the result is generally a profile of scores
that sample around the circular continuum of that measure.
For example, using the PGI to assess vocational interests
would lead to a profile of eight scores, each score sampling a
specific location on that circumplex. The pattern of scores is
appropriately represented by a polar coordinate plot, which
has been termed a circular profile (Gurtman, 1994; Gurtman
& Balakrishnan, 1998). Figure 16.5 shows a circular profile
for an individual case example. (We thank Terence Tracey for
supplying us with this case data.) Although raw scores can be
plotted, generally it makes sense (as we have done in the fig-
ure) to standardize (or center) scores against the group mean;
sometimes, it is also useful to double-center scores by also
expressing scores as deviations from the individual mean
(i.e., the profile elevation or level). (This was not done here.)
Note that in the circular plot of Figure 16.5, the scales are

ordered not by name but by their location—specifically, an-
gular displacement—on the circle. (Following the interper-
sonal tradition, numbering proceeds in a counterclockwise
direction from the 3:00 position.)

Dimensional and Polar Coordinate Summaries
of Profiles

Circular plots, like other psychological profiles, can be
interpreted conventionally—for example, by noting the
individual’s high-point scores in the configuration and per-
haps categorizing individuals on that basis (e.g., Holland,
1973). However, given that the scores are circularly ordered,
it becomes possible to use vector arithmetic (e.g., Mardia,
1972) to derive a concise, yet highly effective summary of
the score pattern. Applied to the circular profile, this method
of analysis yields a resultant vector indicating both the cen-
tral tendency (i.e., vector angle) and variability (vector
length) of the individual’s tendencies (e.g., Wiggins et al.,
1989). The Kaiser Research Group (e.g., Leary, 1957) is
credited with introducing this general approach for summa-
rizing circular profile data; it was routinely used in their in-
terpersonal assessments. The formulas, rather than being
arcane, involve standard trigonometric conversions.

As a demonstration of the calculations involved, Table 16.8
applies this method of circular analysis to the case shown in
Figure 16.5. The profile, again, consists of the individual’s cir-
cularly ordered set of standard scores on the PGI. The first step
is to weight each scale score (Si) according to either the cosine
(X) or sine (Y) of the scale’s angular location (�i ) on the circle,
and take their sums. Specifically,

X =
∑

(Si × cos �i ) (16.3)

Y =
∑

(Si × sin �i ) (16.4)

These weighted sums yield the person’s resultant X and Y
coordinates. To correct for scale, the results are multiplied by
a constant factor, c, where c is equal to 2 / n and n equal to
the number of scores comprising the circular profile (gener-
ally 8, hence c = .25). As shown in the table, the dimensional
coordinates are computed to be .02 and 1.58, respectively.
For the last step, these rectangular coordinates are converted
to their equivalent polar coordinates, thus defining a resultant
vector having an angular direction, �, and a length, VL. The
vector angle (expressed in degrees) can be obtained through
the arctangent function, specifically

� = tan−1(Y/X) × 180/� (16.5)

Note, however, that due to the periodicity of the sine, cosine,
and tangent functions, a correction to this result may need to

Figure 16.5 Circular profile plot for case analysis (Personal Globe Inven-
tory scores).
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TABLE 16.8 Sample Work Sheet for Calculating Vector Angle and Length: PGI Case Study

Scale � Score (s) X = s × cos(�) Y = s × sin(�)

Social Facilitating 112.5 0.80 −0.31 0.74
Managing 157.5 −0.10 0.09 −0.04
Business Detail 202.5 −1.30 1.20 0.50
Data Processing 247.5 −1.60 0.61 1.48
Mechanical 292.5 −1.60 −0.61 1.48
Nature/Outdoors 337.5 −2.00 −1.85 0.77
Artistic 22.5 0.50 0.46 0.19
Helping 67.5 1.30 0.50 1.20

.25 × Sum 0.02 1.58

Note. Angle = tan−1 (1.58/.02) = 89°. VL = sqrt (.022 + 1.582) = 1.58.

be applied depending on the respective signs of the X and Y
values.

Using the Pythagorean theorem, vector length, VL, is eas-
ily obtained as

VL = sqrt (X2 + Y 2) (16.6)

Thus, for the profile data presented in the table, � = 89◦ and
VL = 1.58.

The interpretive significance of vector angle and vector
length for profile description has been explored extensively in
the interpersonal literature (e.g., Gurtman & Balakrishnan,
1998; Leary, 1957; Wiggins et al., 1989), but not more gener-
ally. Computationally, the angle is the circular mean of the
profile (Mardia, 1972), indicating what may be construed as
the center of gravity (Gurtman & Balakrishnan, 1998) of the
profile distribution. It thus points to the predominant theme of
the profile (Gurtman & Balakrishnan, 1998), the blend of the
two dimensions that underlie the particular circumplex
domain. For example, when based on the interpersonal cir-
cumplex, the person’s vector angle may be interpreted in terms
of the individual’s standing on two major dimensions of the in-
terpersonal domain (generally Dominance and Nurturance;
e.g., see Wiggins & Trapnell, 1996). For vocational interests,
as in the present example, the circumplex is anchored by two
RIASEC dimensions (Prediger, 1982): interests in People ver-
sus Things (vertical axis) and Data versus Ideas (horizontal
axis). The case’s obtained angle of 89° (between Helping and
Social Facilitating on the circle) suggests a relatively pure in-
terest theme of People as a summary of the overall pattern.

Turning to vector length, this summary feature is some-
times thought of as a measure of profile extremity or intensity
(e.g., Kiesler, 1996). We regard vector length as more a
measure of profile definition, or, as is stated later, structured
patterning (Gurtman & Balakrishnan, 1998). High vector
length indicates a well-articulated profile, with a clear central
tendency or directional trend (as in the present case); low
vector length suggests poor definition, generally due to low

variability in the profile scores (Wiggins et al., 1989). Thus,
for a profile with low vector length, little interpretive signifi-
cance can be attached to the angle parameter.

An Alternative Approach to Profile Analysis:
Cosine Curve Model

Recently, Gurtman (1994; Gurtman & Balakrishnan, 1998)
suggested an alternative approach for analyzing circular pro-
file data, using curve modeling. Although developed with
respect to the interpersonal circumplex and the goals of inter-
personal assessment, this method is general enough so that it
could be effectively applied to any circular profile data. 

The curve modeling approach is predicated on the fact that
circumplex measures tend to produce profile patterns that are
sinusoidal in form, and hence can be modeled against the pro-
totype of a cosine function. Thus, it is possible to rewrite
a given profile of scores as the sum of a structured part (a
cosine function) plus a deviation, or more specifically:

Si = e + a × cos(�i − �) + di (16.7)

where Si is the person’s score on scale, i, of a circumplex
measure; e is the elevation, or mean level, of the profile; a is
the amplitude of the cosine curve model (the distance from
its mean level to its peak value); �i is the angle of scale, i; �

is the angular displacement, or peak shift, of the cosine
curve; and di is the deviation, generally assumed to be ran-
dom and pairwise independent. This model then has three
parameters—e, a, and �. The actual profile can be modeled
by solving for these three parameters. Finally, a goodness-of-
fit index, R2, can be calculated to indicate how well the cosine
model fits the actual profile data, in a sense, quantifying the
extent to which the profile can be reduced to its summary
features. In an earlier work, Gurtman (1994) noted that ele-
vation, amplitude, angular displacement, and goodness-of-fit
constitute what amounts to a structural summary of the indi-
vidual’s circular profile. Figure 16.6 provides an illustration
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of the cosine curve model, and Figure 16.7 shows the model
applied to the PGI scores of the earlier case study.

Solving for the curve parameters is relatively easy.
Gurtman (1994) noted that amplitude will equal vector
length, VL, as computed by the earlier vector method; and
angular displacement will equal the vector’s mean direction,
or angle. This enables amplitude and angular displacement to
be solved for directly, using Equations 16.3 through 16.6 pre-
sented previously. Because elevation is simply the profile’s
mean level, it is also directly obtained. Goodness-of-fit is cal-
culated conventionally as R2, or SSpredicted / SSactual.

Gurtman and Balakrishnan (1998) have provided a
detailed discussion of the interpretive implications of the
summary parameters. The cosine curve method of analysis
extends as well as solidifies understandings based on the vec-
tor approach. Here we focus specifically on interpretation in
the context of the case study (see again Figure 16.7). The

elevation parameter indicates the mean level of the curve,
which in this example (e = −0.5) denotes a profile level
slightly (i.e., 0.5 standard deviations) below the group mean
(of 0). Elevation is somewhat ambiguous in interpretation. It
may reflect, for example, a nonsubstantive response style
(e.g., the individual’s idiosyncratic usage of test items) or, de-
pending on the circumplex measure, may have substantive
import. In the latter case, if the circumplex includes a general
factor (i.e., a factor on which all scales are positively corre-
lated), then elevation may reflect the person’s standing on
that dimension. The earlier factor analysis (PCA) of the PGI
indeed revealed a general factor, but the test is too new for
substantive interpretations to be offered.

Turning to amplitude, this indicates the degree of struc-
tured patterning of the profile; hence, its meaning is identical
to that of vector length, as would be expected. A high value
suggests a profile that is highly differentiated to the cosine
prototype. In the present example, a = 1.58, which thus
quantifies the difference between the profile’s mean level and
its predicted peak value. Angular displacement, like vector
angle, indicates the predominant theme of the profile. As the
peak-shift of the curve, it shows the point on the circular dis-
tribution where the profile is predicted to have its highest
value (i.e., the apex of the modeled curve). In this case,
� = 89◦, which reveals that the model of the profile peaks at
a point on the circular continuum midway between Social
Facilitating and Helping. Dimensionally, as noted before,
this identifies a vocational interest in People (vs. Things).
Finally, the goodness-of-fit parameter provides a kind of
metasummary of the model, indicating how well the cosine
curve fits the actual profile. A high value (here R2 = .87,

close to the maximum of 1) shows that the model accounts for
a high proportion of the profile’s variability; thus, the profile
can be effectively reduced to its summary features (e, a, �)
with little loss of information. A low value is ambiguous, but,
as suggested elsewhere (Gurtman & Balakrishnan, 1998),
may sometimes reflect complex trends within the profile (see
also Haslam & Gurtman, 1999).

HOW DO I USE THE CIRCUMPLEX TO
DESCRIBE AND COMPARE GROUPS?

After individuals have been assessed and summarized with
respect to a circumplex measure, it becomes possible to cu-
mulate these individual data in order to now summarize
group characteristics. Groups may consist of individuals who
fall into discrete categories—for example, women, pharma-
cists, or adults meeting diagnostic criteria for social anxiety
disorder. Groups may also be created, somewhat arbitrarily,

Figure 16.6 Illustration of the cosine curve model.

Figure 16.7 Modeled curve for case study data (Personal Globe Inventory
scores).
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based on a decision applied to a continuous indicator—
for example, identifying individuals as depressed or
nondepressed according to a cutoff score on certain depres-
sion inventory.

Describing Group Tendencies

When cumulating individual data—or more specifically, the
circular profiles—there are essentially two approaches that
can be taken. Both lend themselves to graphical representa-
tion, and fortunately, the two tend to be convergent.

The first method, which we refer to as profile averaging, is
based on common practice in the psychodiagnostic test litera-
ture. Here the circular profiles of group members are averaged
on each of the scales to obtain an average or composite group
profile. The next step would be to apply the formulas of the
vector method described earlier (Equations 16.3 through
16.6) to derive a vector angle and a vector length for the group
composite. Alternatively, a cosine curve model can be fit to
the group profile, yielding the structural summary parameters
also presented earlier. As before, the vector angle (equiva-
lently angular displacement) of the group profile would sug-
gest its predominant substantive theme within the context of
the relevant circumplex domain; vector length (equivalently
amplitude) would indicate its degree of differentiation. The
interpretive implications thus are the same as with individual
data, but applied simply at the level of the group.

Although the profile averaging method is serviceable
(e.g., Gurtman, 1992b, for an example), its principal short-
coming is that it obscures individual variations. Said another
way, the group profile cannot necessarily be generalized to
the individual profiles that comprise the group average. For
example, the vector length (amplitude) of the group profile
may be low because the individuals who make up the group
are heterogeneous in their profiles, or because the average
(individual) profile is of low amplitude.

Consequently, we prefer a second approach for analyzing
group data, one based firmly on established methods of cir-
cular data analysis (e.g., Mardia, 1972; Upton & Fingleton,
1989). In this approach, each individual profile is represented
by its summary projection (point) on the circle (e.g., Leary,
1957). The projection is simply based on the vector angle
(described earlier), and ignores the variable of vector length
(i.e., each vector is of unit length). This then leads to repre-
senting the group as a circular distribution, or circular plot,
as illustrated in Figure 16.8.

The most relevant descriptive features of the circular
distribution are its mean and variance. The circular mean
indicates the average or “preferred direction” (Upton &
Fingleton, 1989) of the data points. It is calculated using

unweighted versions of Equations 16.3 and 16.4 to obtain the
relevant coordinates, or

X =
∑

(cos �i ) (16.8)

Y =
∑

(sin �i ) (16.9)

where �i is the angle of individual, i, on the circular contin-
uum. The result is then expressed as an angle (Equa-
tion 16.5). In this example, the circular mean for the group of
individuals is equal to 120◦. It can be shown (see Gurtman,
1997) that the circular mean (�M ) is also the angle that max-
imizes the sum of the cosine deviations, or

∑
cos (�M − �i ) (16.10)

This implies that the sum of the sine deviations from the cir-
cular mean will equal 0, a property analogous to that of the
familiar, linear mean.

The circular variance indicates the dispersion of the data
points about this preferred direction, and therefore is an in-
verse measure of concentration. Following Mardia (1972; see
also Gurtman, 1997), and using Equation 16.10 the circular
variance can be written as

V = 1 −
∑

cos (�M − �i )/n (16.11)

where n is equal to the number of data points (i.e., the
group n). By taking the arccosine of 

∑
cos (�M − �i )/n, the

variance can be expressed in degrees, which is generally
more easily interpreted. In our example, the circular variance
is equal to .19, or, in degrees, a dispersion of ±36◦. Finally,

Figure 16.8 Illustration of a circular plot of group data (with insert of
iconic representation).

schi_ch16.qxd  9/6/02  12:47 PM  Page 419



420 The Circumplex Model: Methods and Research Applications

Gurtman (1997) suggested iconic representations of circular
plots; these provide concise, readily understood, depictions
of the group’s central tendency and variability in the respec-
tive circular domain. The relevant iconic representation for
this example is presented as an insert to the Figure 16.8 plot.

Comparing Group Tendencies

In research contexts, it is often necessary to compare group
tendencies, usually means, to determine whether observed dif-
ferences are statistically meaningful. Here we briefly consider
this kind of hypothesis testing applied to grouped circular-
profile data.

The profile averaging method, discussed earlier, suggests
profile analysis as an appropriate statistical tool. Relevant to
this is that, Tabachnick and Fidell (1989) offered multivariate
profile analysis (MPA) as a test of group profile differences.
MPA is not specific to circular profile data, and indeed is not
optimized for such data. Nevertheless, it can be applied with
suggestive results (e.g., see Gurtman, 1992b). The value of
MPA is that it allows for comparison of two important
features of the group profile data—their mean levels and pat-
terns (or shapes). The test for differences in mean level con-
cerns group profile elevation. The test for differences in
profile pattern—or parallelism of profiles (Tabachnick &
Fidell, 1989)—is generally more important. The hypothesis
of profile parallelism can be rejected, however, on the basis
of any profile pattern factor (shape, scatter) that varies reli-
ably between groups; hence, for circular profile data, the test
is not sufficiently specific to determine which of the previ-
ously discussed profile components contribute to the ob-
served group difference.

When circular profiles are represented as distributions
(points) on the circle, then a variety of circular statistics can
be used to evaluate group differences. Generally at issue is
whether the differences in the mean directions of the respec-
tive group distributions are greater than would be expected
by chance. Upton and Fingleton (1989) provide a compre-
hensive survey of statistical tests appropriate for circular data
(see pp. 276–295), some quite arcane and complex. For tests
of mean differences, these generally fall into one of two cate-
gories: (a) nonparametric tests that make no assumptions
about underlying (i.e., population) distributions; and (b) more
powerful parametric tests that assume the respective group
populations follow a von Mises distribution (a circular ap-
proximation to the normal distribution; e.g., Mardia, 1972).
For grouped individuals, it would seem reasonable generally
to assume a von Mises distribution, and hence the class of
parametric tests would be appropriate. Stephens A-test (see
Upton & Fingleton, 1989, p. 289) is a relatively simple,

logical, and straightforward parametric test that is acceptable
in many cases, and can be extended beyond the two-group
situation; in cases that are not appropriate, corrective modifi-
cations have been proposed. Alden and Phillips (1990) used a
modified version of the A-statistic to compare the interper-
sonal circle placements of four groups of students character-
ized on the basis of level of depression and anxiety.

An alternative approach to formal hypothesis testing is
to use confidence intervals as a way of identifying reliable
differences in group means. Mardia (1972) and Upton and
Fingleton (1989) give relevant formulas for computing confi-
dence intervals for circular data. These formulas assume a
von Mises distribution for the respective population. We have
found that a close approximation to these confidence inter-
vals can often be obtained by using the circular variance (see
Equation 16.11) to estimate the standard error of the mean.
The 95% confidence interval (ci) would thus equal

95% ci = �M ± 1.96 × cos−1 (1 − V )/sqrt (n) (16.12)

where 1.96 is the multiplier factor based on a two-tailed nor-
mal curve probability, and the remaining parameters are as
defined previously. For the sample data (Figure 16.8), the
confidence interval by this method computes to ±12.00◦,
which compares favorably to that provided by a canned
program (12.31◦).

HOW DO I USE THE CIRCUMPLEX TO
EVALUATE CONSTRUCTS AND THEIR
MEASURES?

As a research tool, particularly in the areas of clinical, per-
sonality, and social psychology, the circumplex model can
aid investigators in their efforts to better understand their
measures, and, by extension, the constructs that those mea-
sures address. This is partly because, as noted earlier,
circumplex models often serve to define and represent partic-
ular domains of interest to researchers. Thus, by relating a
measure (and, indirectly, a construct) to a given circumplex,
researchers can gain important insights into that measure’s
substantive content and underlying structure.

The basic work in refining this method—and perhaps,
more important, illustrating its potential—was done by
Wiggins and Broughton (1985, 1991). In their research, they
used the interpersonal circumplex to develop a “geometric
taxonomy” of personality test measures by projecting those
measures onto the circle. For a given measure, the scale’s
location on the circular continuum, and its loading in that di-
mensional space, served to define the scale’s “interpersonal-
ness.” Their work has been succeeded by a large number of
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other studies that have applied similar methods to objectify
the interpersonal meaning of different measures and con-
structs (e.g., Bartholomew & Horowitz, 1991; Gifford, 1991;
Gurtman, 1991, 1999; Pincus & Gurtman, 1995; Pincus et al.,
1998; Soldz, Budman, Demby, & Merry, 1993). It is interest-
ing that almost all of the research applying the circumplex in
this way has been conducted in the interpersonal domain,
using various interpersonal circumplex models and mea-
sures. Nevertheless, the methods are (once again) general,
and could easily be extended to other circumplex domains.

In this section, we discuss and illustrate three general ap-
proaches for using the circumplex to evaluate measures and
their implied constructs. In actuality, the methods are simple
adaptations of those presented earlier.

Vector Method

Wiggins and Broughton (1985, 1991) suggested that a test
variable’s coordinates in a circumplex space could be estab-
lished by correlating the variable with dimensional scores
derived from the circumplex measure. This approach starts
by creating dimensional scores for each individual, using ei-
ther the formulas of Equations 16.3 and 16.4 or factor score
estimates of these based on a principal components analysis
of the circumplex measure (see Wiggins et al., 1989). The
variable’s correlations (rX , rY ) with the dimensional scores
yield the X, Y coordinates for the variable’s projection in
the circumplex space. For interpretive purposes, the rectan-
gular coordinates are converted to their polar equivalents, so
that the variable’s projection is now expressed as a vector
with a given direction (or angle, �) and length (VL). The di-
rection identifies the variable’s substantive content—its
blend of the two dimensions that define that space—and the
length indicates the degree of its loading in that space, or
how much it has in common with that domain. In an exam-
ple, Wiggins and Broughton (1991) used this technique to
categorize the interpersonal quality and loading of a large
number of personality test scales that were administered to
samples along with a standard circumplex measure of inter-
personal traits.

Cosine Curve Modeling

As an alternative, Gurtman (1992a) used the cosine modeling
method, described in detail earlier, to assess the structural
features of different personality construct measures. In this
application, the cosine function is used to model not an
individual’s pattern of scores, but a given measure’s pattern
of correlations with the (generally) eight octants of a circum-
plex. The result, essentially, is a kind of structural summary

of the measure, in relation to that circumplex domain. The
earlier Figure 16.6 illustrates the nature of the curve (see also
Gurtman, 1992a); however, in this adaptation of the method,
the dependent variables are a set of correlation coefficients
rather than individual scores.

As shown in Gurtman (1992a), there are three parameters
in the model, each relevant to understanding the nature of the
measure. Angular displacement is the peak-shift of the curve,
indicating the point on the distribution where the measure
achieves its highest predicted correlation in the circumplex
continuum. Amplitude indicates the degree to which the mea-
sure correlates differentially with the scales comprising that
circumplex, and so assesses a measure’s “discriminant valid-
ity” (Campbell & Fiske, 1959). Elevation is the measure’s
average correlation with the circumplex domain, and is re-
lated then to the measure’s correlation with the general factor
(if any) that characterizes that domain. Elevation plus ampli-
tude predicts the highest correlation (generally positive), and
elevation minus amplitude, the lowest correlation (generally
negative) of the measure with the circumplex domain.
Table 16.9, adapted from Gurtman (1992a), shows the results
of this kind of analysis conducted on a variety of putatively
interpersonal measures of adjustment, and in relation to a cir-
cumplex of interpersonal problems. For additional informa-
tion on this method, the interested reader should consult
Gurtman (1992a) or Gurtman (1999).

Item-Centric Analyses

Item-centric analysis is a third approach to the circumplex-
based study of measures and their constructs. (The term item-
centric originates here and has not been used previously to
describe the approach.) The method is covered in detail by
Pincus and Gurtman (1995), who used the approach to ana-
lyze the measurement characteristics of different personality
tests designed to assess dependency. The basic concepts are
discussed in Gurtman (1997).

In an item-centric analysis, a measure’s features are eval-
uated by examining the circular distribution of its items on a
given circumplex, as well as the items’ loadings in that do-
main. The first step is to perform a vector analysis (see previ-
ous section) on each of the items, which yields, for each item,
its angular location (�) on the circle and its vector length
(VL). To illustrate, Figure 16.9, taken from Pincus and
Gurtman (1995), shows the circular distribution (projections)
for 112 dependency items compiled from a variety of popular
measures of that trait.

Using this approach, it is possible to derive three descrip-
tive features of the measure relevant to understanding and
characterizing that scale. Following Gurtman (1997), we
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Figure 16.9 Circular plot of 112 dependency items on interpersonal
circumplex. Source: Adapted from “The Three Faces of Interpersonal
Dependency: Structural Analyses of Self-Report Dependency Measures”
by A. L. Pincus and M. B. Gurtman, Journal of Personality and Social
Psychology, 69, p. 749. Copyright 1995 by the American Psychological
Association. Adapted by permission.

TABLE 16.9 Illustration of Cosine Curve Analysis of Interpersonal Characteristics of Measures of Adjustment

Angular Positive Negative
Scale M SD Displacement Amplitude Elevation Correlation Correlation R2 Fit

Dependency
Emotional Reliance 43.02 8.45 16.4 .144 .292 .436 .148 .866
Lack of Self-Confidence 30.94 6.69 269.1 .252 .450 .701 .198 .976
Assertion of Autonomy 26.79 5.30 160.7 .160 .102 .262 −.058 .812

Empathy
Perspective-Taking 24.17 5.07 321.3 .192 −.078 .114 −.270 .848
Fantasy 24.65 5.83 0.7 .087 .108 .196 .021 .943
Empathic Concern 27.90 4.47 328.9 .290 −.085 .205 −.376 .966
Personal Distress 19.47 4.80 286.5 .180 .242 .423 .062 .970

Narcissism
Authority 3.84 2.28 86.1 .345 −.188 .157 −.533 .977
Exhibitionism 2.37 1.81 72.1 .265 −.043 .222 −.308 .932
Superiority 1.94 1.32 81.1 .179 −.164 .015 −.343 .943
Entitlement 1.71 1.50 105.2 .268 .086 .354 −.182 .946
Exploitativeness 1.60 1.36 93.3 .264 −.046 .218 −.310 .982
Self-Sufficiency 2.20 1.48 105.0 .177 −.128 .049 −.305 .954
Vanity 0.99 1.05 92.1 .120 −.067 .054 −.187 .929

Leadership-Authority 3.69 2.43 83.6 .364 −.179 .185 −.543 .971
Self-Absorption–Self-Admiration 2.98 2.03 87.2 .183 −.160 .023 −.343 .948
Superiority-Arrogance 2.29 1.80 84.5 .281 −.089 .192 −.370 .987
Exploitativeness-Entitlement 1.77 1.63 108.6 .302 .128 .430 −.174 .955

Note. Adapted from “Construct Validity of Interpersonal Personality Measures: The Interpersonal Circumplex as a Nomological Net” by M. B. Gurtman,
Journal of Personality and Social Psychology, 63, p. 111. Copyright 1992 by the American Psychological Association.

refer to these as the measure’s thematic quality, breadth of
coverage, and factorial saturation. Thematic quality, as be-
fore, concerns the trait’s predominant descriptive content, in
relation to the domain of the circumplex being used. It is
indicated by the circular mean (mean angular direction) of
the set of its items. In calculating the circular mean, each
item’s contribution may be weighted by the item’s vector

length (e.g., Pincus & Gurtman, 1995) or each item may be
weighted equally (unit weighting) as in Gurtman, 1997.
Breadth of coverage concerns how narrowly or broadly the
measure samples from that particular circumplex domain.
Narrow coverage suggests a cohesive test with “fidelity” of
measurement, whereas broad coverage suggests a test that is
less cohesive but that has greater “bandwidth.” (Cronbach,
1990). Breadth of coverage is indexed by the dispersion of
the items around the mean—that is, by its circular variance.
Finally, factorial saturation indicates the amount of variance
that the measure shares with that particular circumplex
domain—for example, how “interpersonal” it is when refer-
enced to an interpersonal circumplex (e.g., Gurtman, 1991).
It is calculated as the average vector length (VL) of the
measure’s items.

Figure 16.10, reproduced from Pincus and Gurtman
(1995), shows the results of this kind of analysis conducted
on eight popular measures of interpersonal dependency. As
can be seen, the measures’ circular means vary considerably,
although most are in the lower right quadrant of the interper-
sonal circumplex, indicating that the measures generally tap
friendly forms of submissiveness. The iconic representations,
which are based on the circular variances, suggest that mea-
sures also differ in their breadth of coverage. (The circular
variances, though not given directly, are related to the values
listed in the last two columns.) Finally, each measure’s
factorial saturation, shown by the mean item vector length,
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also varies, with some dependency measures more interper-
sonal (e.g., Social Self-Confidence) than others (e.g., Emo-
tional Reliance).

CONCLUSIONS, FUTURE DIRECTIONS, AND
ADDITIONAL RESOURCES

This purpose of this chapter has been to introduce and
demonstrate the various methods of analysis associated with
circumplex models. For the most part, we have covered
the standard ways in which researchers have tested and ap-
plied the model in pursuing their research goals. Before
closing, however, we would like to briefly suggest two di-
rections for future development of the circumplex model
and its methods.

Theory Testing

As was stated early in this chapter, the circumplex correlation
model is a relatively nonrestrictive model, in that many cor-
relation patterns ultimately satisfy the requirements of the
model (Table 16.2; e.g., Fabrigar et al., 1997). Moreover, in
its geometric version, there is no preferred orientation of
axes, because variables, by definition, are equally distributed
(Hofstee et al., 1992; Tracey, 2000). These unfixed properties
of the circumplex put special impetus on investigators to

provide appropriate theoretical foundations to support the
choice of axes (latent dimensions) and to explain the covari-
ation among variables in the domain of interest.

In a previous article (Gurtman & Pincus, 2000), we have
suggested that a necessary next step in circumplex-based re-
search programs is the testing of theories that give rise to al-
ternative circumplex models for a given domain. Within the
interpersonal domain, compelling arguments in favor of
the dominance-nurturance circumplex system (Wiggins,
1991) and a theoretical account of covariation in traits that
proposes a specific correlational pattern (Wiggins, 1979;
Wiggins & Trapnell, 1996) have been articulated. However,
even with agreement regarding the axes and their orientation,
alternative correlational patterns exist for the IPC (Gaines et
al., 1997; Gurtman, 1994; Leary, 1957; Wiggins, 1979). 

Likewise, investigators interested in the structure of af-
fect (e.g., Carroll et al., 1999; Yik et al., 1999), and of voca-
tional interests (e.g., Tracey & Rounds, 1996a, 1996b), are
addressing similar issues with regard to their circumplex
models. We suggest that directions for future research should
include evaluation of the theoretical bases of alternative cir-
cumplex models in any domain in which they are derived
and applied.

The Relational Circumplex

We use the term relational circumplex to highlight an im-
portant potential application of the circumplex model—as a

Figure 16.10 Circular analysis conducted on eight dependency scales. Source: From “The Three Faces of Interpersonal
Dependency: Structural Analyses of Self-Report Dependency Measures” by A. L. Pincus and M. B. Gurtman, Journal of Personal-
ity and Social Psychology, 69, p. 751. Copyright 1995 by the American Psychological Association. Adapted by permission.
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framework for assessing individual relations (i.e., lawful
correspondences or interdependencies) between people. For
example, in interpersonal psychology, an important theoret-
ical principle is complementarity (Benjamin, 1996; Kiesler,
1996; Leary, 1957)—interpersonal behaviors tend to elicit
or “invite” certain kinds of consequent behaviors from oth-
ers (generally, dominance elicits submissiveness and vice
versa, love and hate elicit corresponding behaviors). Com-
plementarity thus suggests a kind of fit between the behav-
iors of the interactants in the dyad. When tied to the
circumplex model (e.g., Kiesler, 1996), tests of complemen-
tarity theory would require that the circumplex model be
used relationally—that is, to chart and compare the posi-
tions of the two interactants in the common space of the in-
terpersonal circle, and generally across the span of their
interaction. A number of studies have now used the circum-
plex in this way (see Kiesler, 1996, for a review), although
until recently (Gurtman, 2001; Tracey, 1994), quantitative
methods for indexing relational fit have been relatively
crude.

Outside the interpersonal domain, the relational circum-
plex also has relevance to important research questions and
practical applications. Two quick examples are provided
here. In the affect domain, an extensive literature exists on
the phenomenon of emotional contagion, the tendency of in-
dividuals to transmit their positive and negative moods to
others in their social environment (for a review, see Hatfield,
Cacioppo, & Rapson, 1994; for a recent study, see Strack &
Neumann, 2000). Application of an affect circumplex (e.g.,
Russell, 1980) can help bring greater specificity and preci-
sion to the assessment of contagion effects. In the vocational
interests literature, it is generally assumed that the fit be-
tween an individual’s vocational interest pattern and the
affordances of the work environment is an important deter-
minant of occupational satisfaction (e.g., Holland, 1973). If
such assessments are done within the context of the respec-
tive RIASEC circles (interests, work environment), then re-
lational fit measures based on the circumplex are both
relevant and optimal.

Additional Resources

To further explore the circumplex, its applications, and its
methods, the interested reader may consult a number of use-
ful chapters, books, and articles. We especially recommend
Kiesler (1996), Tracey (2000), Wiggins and Trapnell (1996),
Wiggins and Trobst (1999), as well as a recent volume edited
by Plutchik and Conte (1997) and dedicated solely to the cir-
cumplex model.
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CLASSICAL TEST THEORY

True Score Model

The classical test theory (CTT) approach to measurement is
founded on the true score model (see Gulliksen, 1950;
McDonald, 1999, for discussions). The true score model is
based on the observed measurement of a person. This obser-
vation is considered a random variable, composed of two
other random variables, a true score and an error score, as
follows:

X = T + E, (17.1)

where X = observed score, with a mean �X and a variance
�2

X ; T = true score, with a mean �T and a variance �2
T ; and

E = error score, with a mean �E and a variance �2
E . The

expected value for the error score E is zero, which is the
mean, �E = 0; hence, the expected value of X equals the ex-
pected value of T:

E(�X ) = E(�T ) (17.2)

As with Equation 17.1, the variance of the observed score is
the sum of the true score variance and the error score vari-
ance, as follows:

�2
X = �2

T + �2
E . (17.3)

While true score theory acknowledges measurement error, in
most approaches it does not generally allow for different lev-
els of measurement error for different levels of ability (but
see Feldt & Brennan, 1989, and Lee, Brennan, & Kolen,
2000, for exceptions).

Assumptions

Applying the true and error score model of CTT requires
assuming that errors are random and therefore uncorrelated
with each other and uncorrelated with true scores. If such
errors are a combination of several factors, then a normal dis-
tribution of errors can be expected, with a mean of zero and a
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Collam and would like to thank John McArdle, John Nesselroade,
Ryan Bowles, Tracy Kline, and Wayne Velicer for helpful comments
during the writing of this chapter. She would also like to thank Bill
Stell for assistance in editing and writing style. The writing of this
chapter was partially funded by grants from the College Board and
a sesquicentennial associateship from the University of Virginia to
Karen M. Schmidt.
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variance of �2
E . Random error further implies that error

scores are not correlated with other variables. These assump-
tions about error are necessary to interpret the various indices
of reliability.

Notice that the CTT model does not include a test item’s
characteristics or content, but makes reference to item rela-
tionships with other variables. Thus, if the trait or attribute is
measured or measurable by more than one test, then equiva-
lent parallel forms (e.g., Gulliksen, 1950) or special test-
equating methods (Holland & Rubin, 1982) are necessary for
making score comparisons. Some characteristics of strictly
parallel forms include equal means, variances, and correla-
tions with other variables. To achieve this condition, item
properties (discussed later) must be matched across forms. 

Score Meaning: Norm-Referenced

In CTT, test scores derive meaning from comparisons to a
norm or standard. The normative standard is a large-scale
sampling of individuals to which the presently measured
person or group is compared. The Wechsler Adult Intelli-
gence Scales–Revised (WAIS-III; Wechsler, 1997), the Beck
Depression Inventory (BDI; Beck, Steer, & Brown, 1996),
and the Minnesota Multiphasic Personality Inventory–2
(MMPI-2; Butcher, Dahlstrom, Graham, Tellegen, &
Kaemmer, 1989) are among the most widely used tests
generating the greatest number of references for large-scale,
norm-referenced scales (see Murphy, Impara, & Blake, 1999,
for a list of tests).

Standard scores are often used in CTT references to norms
to indicate the position of test scores in a norm group. Stan-
dard scores are based on unit-normal z scores, computed
from raw scores for a particular norm group. However, nega-
tive scores are generally unacceptable to examinees, so
z scores are converted into another metric, for example, a
mean of 500 and standard deviation of 100 (e.g., SAT scores),
or a mean of 100 and standard deviation of 15 (e.g., WAIS-III
scores). A standard score, Xi, involves a target mean, �s , and
standard deviation, �s , which may be computed from a
person’s z score as follows:

Xi = �s + zi �s (17.4)

While norm-referenced assessment has dominated the
field of psychometrics for many years, the modern test theory
approach—IRT—can confer meaning to scores by reference
to items as well as to norms. That is, IRT allows person-to-
item comparisons because they are on the same measurement
scale (e.g., Embretson & Reise, 2000; Wright & Stone,
1979). A norm-referenced score relates, for example, to an

age-appropriate group but does not indicate which items a
person has successfully mastered. IRT scores also may be ref-
erenced to norms, thus allowing for two sources of meaning.

Item Properties

Although the CTT model does not include item characteris-
tics in the basic model, a set of indices and procedures for test
development are associated with CTT.

Item Difficulty: p Values

In CTT, p values, defined as the proportion of persons cor-
rectly responding to or agreeing with an item, are used to de-
termine an item’s difficulty. Values of pi range from .00 to
1.00. Table 17.1 illustrates common item analysis statistics.
In columns 2 and 3 of Table 17.1, the p values and standard
deviations are given for 30 dichotomously scored, multiple-
choice spatial ability items [SLAT (Spatial Learning Ability
Test); Embretson, 1989] for a sample of 178 adults aged 18 to
84 (McCollam, 1997). Note that Item 10 is a relatively easy

TABLE 17.1 Summary Statistics for 30 Spatial Ability Items,
N � 178

Point-Biserial Biserial
SLAT Item p-Value SD Correlation Correlation

1 .567 .497 .463 .583
2 .332 .472 .319 .414
3 .506 .501 .252 .316
4 .371 .484 .274 .350
5 .365 .483 .420 .537
6 .500 .501 .406 .509
7 .253 .436 .300 .408
8 .590 .493 .366 .463
9 .438 .498 .574 .723

10 .725 .448 .431 .576
11 .348 .478 .441 .568
12 .697 .461 .467 .614
13 .365 .483 .405 .519
14 .270 .445 .211 .284
15 .242 .429 .158 .217
16 .258 .439 .243 .329
17 .714 .453 .425 .564
18 .573 .496 .324 .409
19 .444 .498 .386 .486
20 .348 .478 .427 .550
21 .399 .491 .278 .353
22 .449 .499 .392 .492
23 .365 .483 .231 .296
24 .534 .500 .418 .525
25 .781 .415 .335 .469
26 .449 .499 .378 .475
27 .438 .498 .496 .624
28 .371 .484 .336 .429
29 .500 .501 .377 .473
30 .584 .494 .344 .435

Note. K-R 20 = .848.
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item and Item 7 is a relatively difficult item. Sometimes, ob-
served p values are adjusted for guessing factors in multiple-
choice contexts, where the adjusted proportion of people
passing the item is not the proportion of persons who know
the answer (see Crocker & Algina, 1986).

Item Discrimination: Item to Total Score Correlations

Item discrimination is the correlation between a test item
and the total score. Conceptually, good discrimination is
evidenced when passing an item positively correlates with in-
dividual overall scores. Negative discriminations indicate
faulty item design, and items should be eliminated, modified,
or examined for possible response strategy differences (e.g.,
Schmidt McCollam, 1998). With CTT, for a dichotomously
scored set of responses to a unidimensionally designed test,
an item’s effectiveness at discriminating among persons is
often indicated by biserial and point-biserial correlations.

Biserial correlations are computed under the assumption
that a continuous and normally distributed latent variable un-
derlies the item response. Column 4 of Table 17.1 gives bise-
rial correlations. Note that Item 9 demonstrates relatively
good discrimination, and Item 15 relatively poor discrimina-
tion. Among the reasons underlying item differences in effi-
ciency are poorly worded items, weak experimental item
design, response strategy differences, item multidimension-
ality, and bias.

The point-biserial correlation is a direct, Pearson product-
moment correlation of the item response with total score and
hence is readily available in standard statistical program
packages (e.g., SPSS, SAS). However, the point-biserial cor-
relation is influenced by item difficulty such that items that
are very easy or very hard will appear less discriminating.
The point-biserial correlation is slightly lower than the biser-
ial correlation for items of moderate difficulty (i.e., .20 to .80)
but becomes increasingly smaller as item difficulty becomes
more extreme. On Table 17.1, for example, Item 18 and Item
25 have about the same point-biserial correlation, but Item 25
is much easier than Item 18. Notice that the biserial correla-
tion for Item 25 is .469 while the biserial correlation for Item
18 is .409.

Several other CTT indices of discrimination are available
for the special case of criterion classification, where individ-
uals are placed into categories from cut scores on test totals.
These indices include the index of discrimination, phi corre-
lations, and tetrachoric correlations. The index of discrimina-
tion computes p-value differences by groups defined from cut
scores. Large differences in p values between groups indicate
high item discrimination. Phi correlations are product-
moment correlations between dichotomized total scores and

items. However, like point-biserial correlations, the phi cor-
relation is influenced by item difficulty such that the maxi-
mum possible correlation is often substantially less than 1.0.
Tetrachoric correlations are estimates of the product-
moment correlation if both criterion and item were continu-
ous variables. Like the biserial correlation, they can be much
higher than the direct product-moment correlation (i.e., phi)
for items with extreme difficulties or in small samples. 

Both phi and tetrachoric correlations can be computed to
intercorrelate items. Such correlations may be used for factor
analysis to determine the number of dimensions that are mea-
sured by an item set. Tetrachorics usually are preferred over
phi correlations because they are not as biased by extreme
p values. However, factor analysis using tetrachoric correla-
tions can result in statistical violations such as negative factor
variance estimates.

There are generalizations of the biserial correlation and
the tetrachoric correlation for polytomously scored items.
Polytomously scored items have multiple categories, such as
appear in rating scale items. In the ability measurement con-
text, these item responses reflect the relative degree of en-
dorsement, or partial correctness relative to the construct,
rather than absolute endorsement or correctness in dichoto-
mous items. Polyserials are correlations of continuous vari-
ables (such as total scores) with categorical variables (i.e., the
items). Polychoric correlations correlate two continuous
variables that have been divided into at least three categories.
For discussions, see McDonald (1999).

Note that adjustments can be made to the item-total corre-
lations by eliminating the item’s score from the total score in
calculation. This correction is called the corrected item-total
correlation (see Crocker & Algina, 1986). The need for such
adjustment diminishes when considering a relatively large
number of items and equally discriminating items.

Test Development With CTT

Item Selection

Earlier, an item’s discrimination was described as being indi-
cated by its biserial correlation, and item difficulty as being
indicated by its p value. Both of these CTT indices allow for
item selection for testing. In general, the goal is to select item
difficulties that are appropriate for a target population. If the
population is normally distributed and the empirical tryout of
items is based on a representative sample, a common rule of
thumb is to select most items with p values falling in the
range of .40 to .60. Item discriminations should be high. For
a test of a single ability (e.g., spatial ability for SLAT) and di-
chotomous item responses, biserial correlations should be
particularly high. 
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In Table 17.1, no negative or zero biserial correlations were
observed, thus indicating at least minimal discrimination for
all items. Overall, the set of 30 items shows a good range of
difficulty and discrimination and generally appears to be a re-
liable set. However, if only a subset of the items is needed,
then item selection could be applied to yield a set with high
psychometric quality. Considering p value and the biserial
correlation jointly, Item 9 is the best item overall, with moder-
ate difficulty and high discrimination. Biserial correlations for
three items (Item 14, Item 15, and Item 23) fall below .30,
which is relatively low for a unidimensional test of ability.
One could consider omitting these items. For item difficulty,
Table 17.1 shows that 13 items have p values below .40, while
only three have p values above .60. A total of 14 items fall in
the moderate range. Thus, to better match the population, sev-
eral hard items should be eliminated. Considering both crite-
ria, Items 14, 15, and 23 are candidates for deletion.

Norms

Since test scores mainly derive meaning from comparisons to
norms (reference to a criterion is an alternative approach), it is
very important in CTT to have reasonable normative samples
available. For example, if SLAT were to be used for selection
to military service, then a representative sample of military
applicants or young adults should be available. Most tests
have multiple norm groups so that scores can be given mean-
ing depending on test use. SLAT may also have high school
norms, college norms, engineering student norms, and more.

Test Evaluation With CTT

Reliability and validity are central to evaluating the psycho-
metric quality of a test (e.g., Anastasi & Urbina, 1997; Traub,
1994). Both reliability and validity are theoretical measure-
ment concepts that are not defined by any one study or index. 

Reliability

Conceptually, reliability is defined as the proportion of true
variance to total variance. Practically, reliability is defined as
the consistency of measurement over the conditions of test-
ing. Such conditions include time sampling, content sam-
pling, content heterogeneity, and scorer/rater differences
(Anastasi & Urbina, 1997). Since there are many testing con-
ditions, several different types of evidence are needed to sup-
port reliability. Further, reliability is also dependent on the
population being tested, so multiple studies on a single type
of reliability are often needed.

Reliability coefficients are computed for two uses. First, a
particular reliability coefficient indicates the proportion of
test variance that is due to true variance (see Equation 17.3).
Second, the reliability coefficient can be used to compute a
standard error of measurement, which thus permits a confi-
dence interval to be set around each score. Some popular re-
liability indices include the following: split-half (Rulon,
1939); Kuder-Richardson (K-R 20; Kuder & Richardson,
1937); alpha (Cronbach, 1951), which is related to K-R 20;
test-retest; alternate or parallel form; and scorer (see Gullik-
sen, 1950). Index preferences depend on the individual needs
of the researcher, available resources, and the test-scoring
method.

To estimate the impact of item heterogeneity on reliability,
two different indices of internal consistency reliability are
often applied. K-R 20 coefficients can be computed on di-
chotomous items while the Cronbach’s alpha coefficients (for
which K-R 20 is a special case) can be computed on either di-
chotomous or polytomous items. The coefficient for K-R 20
is given as follows:

rtt =
(

n

n − 1

)
SD2

t − ∑
pq

SD2
t

(17.5)

where rtt is the reliability coefficient, n is the number of
items, SD2

t is the total score variance, and ∑pq is the sum of
the proportion of those passing (p) times those failing (q)
each item (and also known as the sum of item variances). At
the bottom of Table 17.1 the K-R 20 coefficient is given for
the 30-item set, which is a moderately high .848.

Test length and population heterogeneity each affect the
size of reliability coefficients. Longer tests and hetero-
geneous populations, in general, will have higher internal
consistency (Anastasi & Urbina, 1997; Traub, 1994). The
Spearman-Brown prophecy formula (Gulliksen, 1950)
demonstrates and estimates the effect of test length on relia-
bility indices:

rSB = nrtt

1 + (n − 1)rtt
(17.6)

where rSB is the reliability estimate for the increased test
length, n is the test length change multiplier (e.g., if the test is
to be doubled in length, n is 2), and rtt is the reliability coeffi-
cient for the original test length. In the present example, the
effect of increasing the test’s length by 15 items results in a
new reliability estimate of .893. This value is close to .90,
and, by strict standards, is often regarded as a minimum for
an operational test. Decreasing the test length by 15 items
gives a new reliability estimate of .736. 

Standard errors of measurement are computed by using a
specific reliability coefficient. The general formula for the
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standard error of measurement is the following:

SEmsmt = ��(1 − rtt ), (17.7)

where rtt is the reliability coefficient and � is the population
standard deviation of the test (which is typically from stan-
dard scores). Thus, if a test has a standard deviation of 100
and a reliability coefficient of .848, the standard error of mea-
surement is 38.98.

Generalizability Theory. Generalizability theory (G-
theory) addresses the separation of different variance sources
into components, usually using a linear model (see, e.g.,
Cronbach, Glaser, Nanda, & Rajaratnam, 1972; Shavelson &
Webb, 1991). Typically, one assumes that a unidimensional
model underlies the items in the behavior domain, or the set
of all items (see McDonald, 1999, for a discussion). Ade-
quate item sampling of the item domain is essential, and in-
adequate sampling is assumed to be responsible for errors of
measurement.

A typical G-study involves determining the Guttman-
Cronbach alpha (McDonald, 1999), which assesses the score
correlation between the item sampling mean and the item do-
main mean in a given population. This correlation indicates
the relationship strength of the item sample with the entire
item domain. Next, a decision study (D-study) is made in an-
other population, based on the G-study results. If the new
population’s alpha is lower than desired, one can use the
Spearman-Brown equation in Equation 17.6 to determine the
test’s more ideal length and increase the number of items
sampled, thus reducing measurement error.

Validity

Validity refers to the extent to which theory and evidence sup-
port the test as a measure of the construct or attribute that it was
designed to measure. This general definition is usually associ-
ated with the definition of construct validity. The construct
may be a latent variable or simply a concept or characteristic
of individuals that is inferred from test scores. For example,
verbal ability may be considered a construct, defined opera-
tionally as facility with language. Construct validation begins
with a detailed conceptual framework about what the test mea-
sures to describe its scope, extent, and what is represented by
the test. It is important to note that this conceptualization of the
construct should distinguish it from other constructs (i.e., dis-
criminant validity) and how it is related to other constructs
(i.e., convergent validity). Cronbach and Meehl (1955), who
first conceptualized construct validity, outlined several rele-
vant types of evidence to support a proposed inference made

from test scores. The current Standards for Educational and
Psychological Tests (American Psychological Association,
American Educational Research Association, National Coun-
cil on Measurement in Education, 1999) list the following
types of evidence: (a) evidence based on test content, which is
usually based on expert opinion about the relationship of the
construct and the test content domain, item formats, tasks, and
so forth; (b) evidence based on response processes, the fit of
the construct definition to the processes individuals employ to
respond to the task; (c) evidence based on internal structure,
the degree to which test component and item interrelation-
ships fit the proposed construct; (d) evidence based on rela-
tions to other variables, including the relationship of test
scores to performance criteria, measures of other constructs,
and group membership; and (e) evidence based on the conse-
quences of test use, such that any discrimination between
identifiable groups has its roots only in the intended construct
and not in other unintended and irrelevant constructs.

Empirically, construct validity is assessed using a variety
of methods. For example, construct validity is assessed using
factor analysis, experimental studies, cognitive process stud-
ies (Embretson, 1983), experimental studies (Cronbach &
Meehl, 1955), structural equation models, and validity gener-
alization (Hunter, 1986). For some discussions of validity
and its methodological treatments, see Cook and Campbell
(1979), Campell and Fiske (1959), Cronbach and Meehl
(1955), Embretson (1983), and Messick (1995).

Prior to the current Standards for Educational and Psy-
chological Tests, several subvarieties of validity were distin-
guished (see Anastasi & Urbina, 1997): predictive validity,
concurrent validity, content validity, and construct validity
(defined earlier). The current interpretation in the Standards
for Educational and Psychological Tests, representing the
collective wisdom of many measurement experts, considers
them all as types of evidence for construct validity, but with
an expanded definition of the term construct. For complete-
ness, however, we will define these types of validity. Predic-
tive validity focuses on the relationship of the test with some
outcome measure occurring later in time. Concurrent validity
examines the correlation between the test and current scores
on some test or performance in some specific domain. Con-
tent validity assesses whether the sampled items represent a
content domain adequately. Construct validity, in the narrow
sense, refers to the appropriateness of inferring standing on a
latent construct from the test scores. It can be seen that the
first three types of validity are now included as types of
evidence (i.e., Examples a and b), and that construct validity
has been generalized to include the other types.

Two other validity distinctions, convergent validity and dis-
criminant validity, are included in evidence from relationships
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with other variables. Convergent validity is reflected when
tests measuring the same construct are highly correlated, and
discriminant validity is indicated by low correlations of the test
with tests of unrelated constructs.

Summary

Classical test theory has dominated the field of psychomet-
rics for most of the last century. It has provided a foundation
for psychological measurement by including (a) an empirical
basis for item evaluation and selection, (b) an objective refer-
ent for score comparisons (i.e., norms), and (c) the concep-
tual rationale and empirical basis for evaluating test quality
(i.e., reliability and validity).

The CTT model is limited in several ways. First, since the
CTT model has no allowance for possibly varying item para-
meters, item parameters must be regarded as fixed on a par-
ticular test. Thus, the generality of true score is limited to
tests with parallel or very similar collections of items. Al-
though this limitation is somewhat circumvented by sam-
pling approaches to items (i.e., in generalizability theory and
similar approaches), in a practical sense most tests cannot be
built as random samples from an item domain. Second, the
estimates for item properties and reliability are population-
specific; that is, these indices are meaningful only in refer-
ence to a particular group of individuals. In reference to
another group of individuals, the indices lose meaning. The
true and error score model is used to justify estimates of pop-
ulation statistics that require variance estimates. Third, item
properties are not directly linked to behavior. That is, know-
ing a person’s score refers to an overall level relative to a
group of persons. Nothing is known about which items the
person has likely passed or likely failed. Thus, using item dif-
ficulty and discrimination to select items is justified by their
impact on various population statistics, such as variances and
reliabilities.

However, more modern techniques developed since the
1960s have changed measurement methods in several ways.
Although item response theory (IRT) methods enhance some
CTT methods, perhaps more important is the impact of IRT
for a new basis of score meaning, item selection, and design,
as well as new methods of testing. 

ITEM RESPONSE THEORY

Item response theory methods have two distinct traditions.
In the United States, IRT is usually traced to Lord and
Novick’s (1968) classic book on measurement. Preceding
this volume was Lord’s (1953) monograph on test theory
models and Birnbaum’s (see Lord & Novick, 1968, for

references) development of estimation methods. In Europe,
IRT methods (known as latent trait theory) were first intro-
duced in 1960 by Georg Rasch, a Danish mathematician who
developed what is known as the Rasch model. For a histori-
cal account of IRT, see Bock (1997).

Since their introduction, IRT models, test procedures, and
estimation procedures have developed rapidly. Although IRT
can include CTT as a special case, it is based on qualitatively
different principles. To provide the reader some insights into
IRT, this section begins with a consideration of IRT as model-
based measurement, followed by a review of three basic mod-
els and their parameters. More complex models, appropriate
for a wide range of applications, are also reviewed briefly.

Model-Based Measurement of Ability 

Measurements of psychological constructs are usually indi-
rect; latent variables are measured by observing behavior on
relevant tasks or items. The properties of both persons and
items on a psychological dimension are inferred from behav-
ior. Thus, a measurement theory in psychology must provide
a rationale for relating behaviors to the psychological con-
struct. Typically, a measurement theory rationale includes a
model of behavior.

In IRT, like CTT, a person’s trait level is estimated from
responses to test items. However, an IRT model specifies
how both trait level(s), as well as item properties, are related
to a person’s item responses. Since trait level is estimated in
the context of an IRT model, IRT is thus a model-based
measurement.

IRT is a powerful modeling method because strong as-
sumptions must be met. The following sections describe
these assumptions and then present three unidimensional IRT
models that are appropriate for tests that measure a single la-
tent trait.

Three Basic IRT Models 

The Most Basic Model

In the simplest model, the Rasch model, a person’s item re-
sponses are modeled from a simple difference between their
ability and the item’s difficulty in the context of a logistic
model. Expressed in the form of conditional probability, giv-
ing item-characteristic curves (ICCs), the Rasch model (also
known as the one-parameter logistic model, or 1PL) is given
as follows:

P(Xi j = 1 | �j ) = exp(�j − �i )

1 + exp(�j − �i )
(17.8)
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where P(Xi j = 1 | �j ) is the probability that person j with
ability of �j answers item i correctly, �j is the ability for per-
son j, �i is the difficulty for item i, and exp is the exponent of
the constant, e (2.7181).

Three ICCs are shown in Figure 17.1. Note the differences
among the three items along the theta scale, marked in log-
odds units on the abscissa. Items 1 and 2 are centered over
values of −1.5 and −1.0, respectively. Item 3 is centered
higher on the scale, over 2.0. For the one-parameter dichoto-
mous Rasch model, the location, threshold, and difficulty of
the item refer to the same information: the point along the
scale where the probability of endorsing an item is .50. From
left to right, the scale ranges from relatively easy to relatively
hard items. Similarly, ability values range from low to high
trait levels, from left to right. Thus, for most of the ability
range, Item 3 requires a higher trait level for correct item en-
dorsement than do Items 1 and 2 and is therefore relatively
more difficult than are Items 1 and 2. 

Another feature of the ICC is that the probability of cor-
rectly endorsing an item, given theta level, never perfectly
reaches 1, and never reaches 0. Practically speaking, the pos-
sibility of error is specified even for the highest ability, and the
possibility of success is specified for even the lowest ability.

More Complex Models

The 1PL model for dichotomous responses, just described, is
based on the notion that after ability is considered, the only
parameter governing item responses is the difficulty of the
item. Item difficulty is symbolized by B, or �. More complex
IRT models incorporate more item or person parameters to
model the item response data. In this section, we describe two
more basic models—the two- and three-parameter (2PL and

3PL) logistic models—that incorporate one more item para-
meter each. However, much more complex models are avail-
able, such as multidimensional IRT models, polytomous IRT
models, and IRT models that include mathematical models of
item processes (see Andrich, 1978; Masters, 1982, for exam-
ples; see Embretson & Reise, 2000, for a survey).

The 2PL model for dichotomous responses incorporates a
� parameter, which represents item discrimination. The slope
of the logistic ICC varies as a function of �i , and each item
has its own � parameter. The 2PL model is written as follows:

P(Xi j = 1 | �j , �i , �i ) = exp �i(�j − �i )

1 + exp �i(�j − �i )
(17.9)

where P(Xi j = 1|�j , �i , �i ) is the probability that person j
with ability of �j answers item I correctly, �j is the ability es-
timate for person j, �i is the difficulty for item i, �i is the dis-
crimination (slope) for item i, and exp is the exponent of the
constant e. Figure 17.2 shows ICCs for three items estimated
from the 2PL model. Notice that � is relatively low for Item
3, indicating that the probability for solving this item is less
related to trait level differences than for the other two items.
In the Rasch model in Equation 17.8, no � parameter is in-
cluded because not only are all items assumed to be equally
discriminating, but the value is set to 1.0 for all items as well.

The 3PL model for dichotomous responses adds a lower
asymptote or guessing parameter, �, to the terms in the 2PL
model as follows:

P(Xi j = 1|�j , �i , �i , �) = � + (1 − �)
exp �i(�j − �i )

1 + exp �i(�j − �i )
(17.10)

The lower asymptote represents the probability of solving
an item at the very lowest trait levels and so is thought to
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represent guessing. Thus the ICCs would not fall below � in
the 3PL model, while for Figure 17.2 the ICCs fall very close
to zero for low ability levels.

Assumptions

Two basic assumptions must be made for applying IRT mod-
els to a test: (a) The ICCs have a specified form, and (b) local
independence has been obtained. The form of an ICC
describes how changes in trait level relate to changes in the
probability of a specified response category. The ICC
regresses the probability of item success on trait level. For
dichotomously scored items, success is “correct” or “agree-
ment” with an item. The form specified in the 1PL, 2PL, and
3PL models is logistic, which gives the S-shaped curves
shown on the figures. The case of multicategory or polyto-
mous items is considered later.

Local independence concerns the sufficiency of an IRT
model to characterize the data. Local independence is ob-
tained when the relationships among items (or persons) are
adequately reproduced by the IRT model. That is, the princi-
ple of local independence states that no further relationships
remain between items when the model parameters are con-
trolled. The pattern of correlations among test items is ex-
pected to be fully explained by their parameter differences
and by the person parameters. Achieving local independence
also implies that the number of different person variables
(traits) in the model is sufficient to reproduce the data. Thus,
if a model with only one person parameter is sufficient, then
the data are unidimensional.

Score Meaning: Item or Norm-Referenced 

Trait-level scores, �, are scaled as log-odds ratios, and they
are often set so that the mean is zero. Thus, trait level scores
are often comparable to z scores in magnitude. However,
trait-level scores differ in several ways from z scores, which
are CTT-based. First, unlike z scores, � is not linearly related
to the raw score. The intervals between scores differ because
the IRT scale generally produces greater distances between
extreme scores. Second, for more complex models, such as
2PL and 3PL, � is not monotonically related to raw score.
That is, the item discriminations weight the value of item re-
sponses. Individuals at the same raw score will have higher
�s if they pass more discriminating items. Third, the standard
error of measurement varies over levels of �, rather than hav-
ing a constant value as for typical CTT scores. The standard
error of measurement is lower for moderate abilities when the
test has mostly items of moderate difficulty. The standard
error of measurement for a particular � depends on the

appropriateness of the items and on other properties, such as
item discrimination. Fourth, trait-level scores need not be de-
rived from equivalent forms. In fact, in the case of adaptive
testing (discussed later), greater precision is obtained when
test forms vary widely in difficulty between examinees (also
see Embretson & Reise, 2000). Fifth, the trait-level score has
direct meaning for item performance. 

Table 17.2 shows raw scores, trait levels (abilities), and
standard errors of measurement for the first 15 examinees on
SLAT from the 2PL model. Several features of this table
illustrate the points just mentioned. Notice that trait-level
scores appear similar to z scores. However, note that individ-
uals with the same raw score, such as Person 2 and Person 3,
do not have the same estimated trait level. With the 2PL
model, ability estimates also depend on which items are
passed. Highly discriminating items receive more weight in
trait levels. Also notice that the standard errors of measure-
ment differ across examinees and even among examinees
with the same total score. Person 9 and Person 10, for exam-
ple, at a raw score of 12, have slightly different trait levels
and standard errors. 

Figure 17.3 presents the standard error of measurement
corresponding to various SLAT trait levels for the Rasch
model. The typical U-shaped curve, with greater measure-
ment error at the extremes, is observed. In general, fewer ap-
propriate items for the extreme scores leads to greater
measurement errors.

The last difference from z scores, a direct meaning for
item performance, merits further discussion because it
provides another basis for interpreting IRT trait levels.
Figure 17.4 shows a person-characteristic curve (PCC) for
one person. PCCs give the probability that a person with a
particular � level solves items. In the case of the Rasch

TABLE 17.2 Raw Scores, Trait Levels, and Standard Errors of
Measurement for SLAT Examinees

Person Raw Score Trait Level Standard Error

1 14.00 −.6086 .33
2 5.00 −1.6614 .35
3 5.00 −1.5669 .35
4 16.00 .0526 .30
5 4.00 −1.6787 .36
6 5.00 −1.6746 .36
7 16.00 −.0349 .36
8 3.00 −2.0214 .48
9 12.00 −.6194 .32

10 12.00 −.6513 .29
11 6.00 −1.4610 .38
12 9.00 −.7710 .26
13 16.00 .1572 .26
14 7.00 −1.4588 .38
15 7.00 −1.0268 .42

Note. First 15 persons are given.
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model, the only item parameter for the PCC is item difficulty.
Notice how a probability can be given for any item for which
difficulty is known.

Since trait level and item difficulty are on the same scale,
it is also possible to make joint distributions of trait-level fre-
quencies in some group and item difficulties. Figure 17.5
shows the joint distribution of persons and items for SLAT.
On the person side, the frequency of each trait level in the
sample is indicated. On the item side, each item is plotted by
its difficulty. The notation for each item indicates its position
on the test and two variables to represent the mental folding
process—number of surfaces carried and the degrees of rota-
tion. In this plot each trait level can be matched with the
items that are at the level (i.e., with a .50 probability). Items

Figure 17.5 Person-to-item map of adults with SLAT items.

falling below the trait level are easy, while items above the
trait level are hard. 

Like CTT scores, IRT trait levels may be linearly trans-
formed to standard score systems. However, as noted earlier,
the standard scores from IRT trait levels will not be linearly
related to CTT standard scores. The IRT score intervals are
preferable not only because they are optimal for modeling
item performance, but also, as in the case of the Rasch model,
because justifications for interval-level scale properties can
be made (discussed later).

Item Properties

The IRT models just presented are increasingly more com-
plex. In the most complex model, the 3PL, item parameters
include item difficulty (�), item discrimination (�), and lower
asymptote (guessing, �).

Table 17.3 presents item parameters from the 1PL (Rasch
model) and the 2PL model for the SLAT data. For the 1PL
model, all item discrimination parameters are equal and set to
1.0. The mean item difficulty is set to 0, but the individual
item difficulties vary substantially, with a standard deviation
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of .75. Items with negative values are relatively easy, while
items with positive values are relatively difficult. Also in-
cluded are the standard errors for each item difficulty. The
precision of the item difficulty estimates varies, which indi-
cates the appropriateness of the item difficulties for the ob-
served abilities in the sample. For the 2PL model, both item
difficulties and item discriminations vary. Low � parameters
are observed for three items, Item 3, 14, and 15. In a direct
sense, the value indicates that item-solving probabilities
change relatively more slowly with increased trait level of
these items. Stated in another way, these items are less dis-
criminating. Item difficulties for the 2PL model, �, differ
somewhat from the estimates in the 1PL due to the varying
item discriminations. However, the item difficulties have
generally the same pattern in the 2PL as in the 1PL model.
The 3PL model was not estimated for SLAT because the
sample size is too small. Adequately estimating for the 3PL
model requires large samples, such as 1,000 persons if a
unique lower asymptote is estimated for each item.

Measurement Scale Properties

Two measurement properties that result from applying IRT
models are person-free item calibration and item-free person
measurement (see Hambleton, Swaminathan, & Rogers,
1991, for a discussion). Person-free item calibration means
that the distribution of persons used to obtain item indices
does not bias the indices. For CTT, item indices, such as p
values, are directly influenced by the population. For exam-
ple, if a lower-ability population were used to estimate SLAT
p values, all values on Table 17.1 would be lower. However,
for IRT, comparable estimates for item difficulty can be ob-
tained from the lowest scoring and the highest scoring sub-
populations. Whitely and Dawis (1974) show how highly
similar item difficulties are obtained when the Rasch model
estimates are anchored to the item set (i.e., item mean is fixed
to zero).

Other indices, such as the biserial correlation, are influ-
enced by population heterogeneity. More homogeneous pop-
ulations will have lower estimates. For IRT, however, item
parameters are estimated in the context of person ability
estimates. That is, a full model of item responses includes
abilities and the item parameters. Hence, item parameter esti-
mates are controlled for trait level. 

It should be noted, however, that the standard error associ-
ated with item parameter estimates is indeed influenced by
the population distribution. Higher standard errors will be
given for difficult items, for example, when the population’s
average trait level is low.

TABLE 17.3 IRT Item Parameters for SLAT

1PL 2PL

� � � �

ITEM S.E. S.E. S.E. S.E.

1 1.000 −.530 1.410 −.582
.040 .169 .272 .190

2 1.000 .636 .819 .672
.040 .168 .177 .270

3 1.000 −.232 .670 −.341
.040 .152 .148 .154

4 1.000 .430 .754 .482
.040 .160 .172 .240

5 1.000 .459 1.094 .315
.040 .171 .220 .214

6 1.000 −.205 1.114 −.314
.040 .162 .203 .168

7 1.000 1.088 .806 1.219
.040 .187 .174 .376

8 1.000 −.639 1.003 −.746
.040 .163 .201 .191

9 1.000 .093 1.833 −.116
.040 .177 .341 .201

10 1.000 −1.349 1.575 −1.184
.040 .190 .317 .300

11 1.000 .546 1.189 .359
.040 .174 .226 .222

12 1.000 −1.190 1.64 −1.051
.040 .186 .335 .278

13 1.000 .459 1.113 .307
.040 .170 .220 .213

14 1.000 .985 .630 1.414
.040 .176 .151 .444

15 1.000 1.159 .553 1.904
.040 .182 .136 .569

16 1.000 1.053 .727 1.306
.040 .178 .180 .439

17 1.000 −1.285 1.385 −1.194
.040 .187 .288 .282

18 1.000 −.557 .880 −.697
.040 .158 .191 .186

19 1.000 .066 .977 −.034
.040 .162 .195 .173

20 1.000 .546 1.213 .351
.040 .174 .238 .223

23 1.000 .459 .634 .647
.040 .158 .148 .271

24 1.000 −.367 1.15 −.462
.040 .163 .214 .174

25 1.000 −1.696 1.188 .236
.040 .201 −.641 .349

26 1.000 .039 .942 −.054
.040 .161 .187 .170

27 1.000 .093 1.368 −.073
.040 .170 .260 .184

28 1.000 .430 .971 .341
.040 .165 .197 .213

29 1.000 −.205 .992 −.311
.040 .160 .197 .163

30 1.000 −.612 .901 −.750
.040 .160 .191 .191
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and

ln
P(Xi2)

1 − P(Xi2)
= �2 − �i , (17.11)

where �1 and �2 are ability trait level scores for person 1 and
2, �i is the difficulty of an item, and the left-hand sides of the
equations indicate the natural log odds of the item responses,
Xi1 and Xi2 for persons 1 and 2, respectively. Taking the dif-
ference between the two equations results in �1 − �2. Note
that the item drops from the comparison (see Embretson &
Reise, 2000). Restated, for any item the expected difference
in log-odds performance is given by the simple difference be-
tween their abilities. In this sense, ability differences have
justifiable interval-level scale properties.

Person-free item calibration also has a special meaning in
the Rasch model. That is, the comparison of items does not
depend on the persons used to calibrate them. This concept is
illustrated in the following:

ln
P(X1s)

1 − P(X1s)
= �s − �1

and

ln
P(X2s)

1 − P(X2s)
= �s − �2, (17.12)

where �s is person s, �1 is the difficulty of item 1, �2 is the dif-
ficulty of item 2, and the left-hand side of the equation indicates
the natural log odds of the item responses, X1s and X2s for per-
son s on items 1 and 2, respectively. Taking the difference be-
tween the two equations results in �1 − �2. Note that the
person drops from the comparison (see Embretson & Reise,
2000). Hence, for any person the difference in performance on
two items is due to their difference in item difficulty.

Estimation

Estimating Trait Level

The relationship between item responses and trait level is
fundamentally different in IRT compared with CTT. In IRT,
determining the person’s trait level is not a question of how to
add up the item responses. Instead, a somewhat different
question is asked. That is, given the observed item responses,
what is the most plausible ability? Stated in another way,
given the properties of the items and knowledge of how item
properties influence behavior (i.e., an IRT model), what is the
most likely trait level to explain the person’s responses? 

Some examples help clarify this notion. Consider the re-
sponse pattern in which a person succeeds on most items in
a very difficult test. This response pattern is not very likely if

Item-free person measurement means that the estimated
trait levels for persons are not biased by the characteristics of
the items. For CTT, raw scores are directly dependent on item
difficulty and other item properties. For example, raw scores
on an easy test are much higher than are raw scores on a hard
test. Even special equating does not fully handle difficulties
arising from differing test difficulties (see Holland & Rubin,
1982). In IRT, item properties such as item difficulty are di-
rectly included in the model. Thus, ability is estimated in the
context of item parameters. For example, a score of 5 on a
test of 10 easy items will receive a much lower trait-level es-
timate than would the same score on a test of 10 hard items.
But as for item parameter calibrations, the standard errors of
the person estimates are influenced by item parameters. That
is, much larger standard errors will be found when the items
are either much too hard or too easy for the person or when
the items are not very discriminating.

Item-free person measurement is a central measurement
property that makes adaptive testing feasible. In adaptive test-
ing, items are selected for each person to provide the most pre-
cise measurement. If the item bank is large, few persons receive
the same combination of items. IRT can provide equated trait
levels in this situation because the item-parameter estimates
are controlled for in the estimation of the persons. For adaptive
testing, however, measurement error is minimized for every-
one because of the optimal selection of items.

Special Properties of the Rasch Model

Wright and colleagues (e.g., Wright & Stone, 1979) have
given much attention to conjoint measurement, a term first
used by Luce and Tukey (1964). Conjoint measurement
allows the scores of persons and items to be measured on the
same scale (see Linacre & Wright, 2001). Originally, this
scale used a logistic function, and the logistic is still the most
often used. No other mathematical formulation for the item
ogives (ICCs) allows for independent estimation of item dif-
ficulty (�i ) and person trait level (�j ; Rasch, 1961). Other
theoretical developments of the Rasch model’s measurement
properties stem from the European measurement tradition
(see Fischer & Molenaar, 1995). 

Item-free person calibration for the Rasch model refers to
a special relationship for this model and not the other IRT
models. Stated simply, the expected difference in perfor-
mance between two persons on any item is given by the dif-
ference in their trait levels. Specifically, its meaning can be
readily shown by the following:

ln
P(Xi1)

1 − P(Xi1)
= �1 − �i
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a person has a low trait level. The likelihood that a person
with a moderate trait level could pass all the items is higher,
but the response pattern is most likely for a person with a
high trait level. 

Finding the IRT trait level for a response pattern requires
a search process instead of a scoring procedure. Trait levels
typically are estimated by a maximum likelihood method;
specifically, the estimated trait level for person s maximizes
the likelihood of his or her response pattern given the item
properties. Finding maximum likelihood estimates of trait
levels requires a computer program that (a) computes the
likelihoods of response patterns under various trait levels and
(b) conducts a search process for the trait level that gives the
highest likelihood.

To illustrate the concept of searching for a trait estimate that
yields the highest likelihood, consider Figure 17.6. This figure
shows the likelihoods for four response patterns under various
hypothetical abilities. Each likelihood shown is computed by
multiplying the probabilities for the five items. In turn, each
item probability is computed using a particular IRT model (in
this case, the Rasch model in Equation 17.8) with known item
parameters and a hypothetical ability. In Figure 17.6, likeli-
hoods are computed for 13 different hypothetical abilities for
each response pattern. The ability that gives the highest likeli-
hood would be the maximum likelihood estimate. For re-
sponse pattern 1, for example, the estimate would be 2.0.

It should be noted that computer programs like BILOG
(Mislevy & Bock, 1990), PARSCALE (Muraki & Bock,
1997), and RUMM (Sheridan, Andrich, & Luo, 1996) apply
complex numerical procedures to find maximum likelihood
estimates. Also, estimation can be conducted using prior in-
formation, such as a population ability distribution.

Estimating Item Parameters

Item parameters for IRT models are usually estimated by a
maximum likelihood (ML) method. For ML estimation, error
is defined as unlikely observed data, and a search process
yields estimates that maximize the total data likelihood. Data
likelihoods are defined somewhat differently in the various
IRT estimation methods, but in general data likelihoods
involve multiplying the response pattern probabilities over
persons.

The most frequently used ML estimation methods are
(a) joint maximum likelihood (JML), (b) marginal maximum
likelihood (MML), and (c) conditional maximum likelihood
(CML). In typical IRT applications, both item parameters and
trait levels are unknown and must be estimated from the same
data. The three ML methods handle the problem of unknown
trait levels differently. Many researchers consider MML to
be the most statistically adequate and flexible method of the
three (Holland, 1990).

Practically speaking, few differences between the esti-
mates will be observed from these different methods for
many tests. Perhaps more salient are scale differences, which
result from decisions about how to anchor the solution in the
case where both person and item parameters are unknown
(see Embretson & Reise, 2000). 

Test Development With IRT

Model Selection

Test development with IRT models begins with the selection of
an appropriate IRT model. Since SLAT is dichotomously
scored, the standard models (Rasch, 2PL, and 3PL) are gener-
ally appropriate. Selection of an appropriate model depends
not only on model fit, but on other considerations as well, such
as parsimony and test-scoring philosophy. For example, be-
cause of its simplicity and the direct relationship of raw total
scores to trait level, the Rasch model may be favored even if it
does not fit adequately. In contrast, the 2PLand 3PLmodels not
only contain more parameters but also weight the items by
their discrimination in the estimation of trait level.

Several methods exist to evaluate model fit (see Embretson
& Reise, 2000). One strategy is to compare the overall fit of
alternative IRT models by goodness-of-fit tests and by log-
likelihood comparisons. Both of these fit indices, for example,
are provided in BILOG. For the goodness-of-fit test, the
expected and observed frequencies of passing each item for
score groups are compared. The expected frequency is based
on predictions from the estimated model parameters. The
observed frequency is obtained by dividing the sample into
homogeneous groups, based on trait level, and then tabulating
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Figure 17.6 Likelihoods for four response patterns.
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the number of persons passing each item. These small calibra-
tion samples result in more heterogeneous groups, and
maintain a sufficient number of cases for stable estimates of
observed frequencies. The fit for each item and for the overall
model is indicated by a statistic that is distributed as 
2. For
SLAT, the 1PL model did not fit overall (
2

131 = 172.70,
p = .0086), and three items did not fit, as indicated by 
2s
with probabilities less than .01. In contrast, the 2PL model did
fit (
2

129 = 113.00, p = .8406), and only one item failed to fit
the model (Item 15). The log-likelihood goodness-of-fit test,
which compares the data likelihood between the two models
directly, was also statistically significant (
2

30 = 66.03,
p < .01), indicating a significant difference between models.
Therefore, on the basis of model fit, the 2PL model is
preferred over the 1PL model.

Person Fit

Another strategy to improve model fit is to exclude persons
who do not fit the standard IRT model probabilities. Person-fit
statistics are available to assess the relative likelihood of a per-
son’s response pattern (see Reise & Flannery, 1996). A person
whose responses are well predicted from the IRT model para-
meters—passing items below their trait level and failing items
above their trait level—will fit the model. However, some per-
sons fail relatively easy items but then answer correctly much
harder items. These persons do not fit the model. The reasons
for person misfit are many, including motivational problems,
unusual test-taking strategies, language problems, specialized
knowledge, and so forth. Eliminating a few poorly fitting
persons can improve model fit so that a simpler model fits
adequately. Person-fit statistics also may provide useful diag-
nostic information to accompany test scores in operational
tests (see Daniel, 1999). For example, a low score accompa-
nied with poor fit may indicate an invalid test score.

Item Selection

After selecting the most appropriate model, the item fit statis-
tics and parameter estimates can be examined. Item 15 was
the only item that failed to fit the 2PL model. Hence, it
could be eliminated. The item parameter estimates shown in
Table 17.2 indicate that some items have lower discrimina-
tions. Whether these should be eliminated depends on the
intended use of the items.

Two separate types of tests should be distinguished. A test
can be administered as a fixed content test or as an adaptive
test. In the fixed content test the same items are administered
to everyone. Therefore, both the expected population distribu-
tion and the goals of measurement are important to consider in
item selection. If the goal is to measure the whole population

adequately (vs., say, measuring well near a cut score), then the
goal is to minimize the average standard error of measurement
in the target population. Or, inversely, the items should be
maximally informative; thus, selecting items to be maximally
informative for the most frequent trait levels is an appropriate
strategy. 

The person-to-item map of Figure 17.5 shows how items
could be selected for SLAT using the Rasch model. Since
items and persons are located on the same scale, their distrib-
utions can be compared directly. It can be seen directly, for
example, that the many difficult items are not well matched
by persons at that level. Thus, one could consider deleting
some difficult items and developing items appropriate for
lower trait levels that have high frequencies but few appro-
priate items. Although beyond the scope of this overview,
IRT permits a very precise targeting of items to a population
through test and item information curves (see Hambleton,
Swaminathan, & Rogers, 1991), which are applicable to 2PL
and 3PL models, as well as the Rasch model.

In an adaptive test items are selected from an item bank
to provide the smallest standard errors possible for each ex-
aminee. To achieve optimal measurement, large numbers of
items should be available for most trait levels, including rel-
atively extreme trait levels. Obviously, 30 SLAT items do
not constitute an item bank. However, deciding whether to
add SLAT items to an existing item bank depends not only
on the quality of the SLAT item but also on the need for
items at certain difficulty levels in the item bank. Thus, un-
like CTT, extreme items may be readily selected because
they are needed to provide optimal measurement for extreme
trait levels.

Test Evaluation With IRT

Both reliability and validity are relevant and similarly evalu-
ated as for CTT, so an extended discussion is not needed.
However, one major difference concerns the evaluation
of one type of reliability and its associated standard error of
measurement. That is, since IRT provides individual standard
errors of measurement for each trait level, the most informa-
tive presentation of test quality is a chart showing the
standard error at different levels, such as shown in Figure
17.3 for SLAT. Notice that the measurement error is lowest
for the more moderate scores.

Composite standard errors for a particular population,
�pop, may still be estimated using the individual measure-
ment standard errors, �j . The following formula shows the
composite standard errors

�msmt =
√(∑

�2
j /N

)
(17.13)
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For SLAT with the 2PL model, the average standard error of
measurement was .3724. 

Reliability may also be estimated from this composite as
follows:

rtt = 1 − �2
msmt/�2, (17.14)

where �2 is the trait-level variance. For SLAT trait levels, the
variance is .823. Applying Equation 17.14 with measurement
variance (.37242 = .1387), the composite reliability is
.8315. As for CTT, lengthening the test will improve reliabil-
ity. However, improving the suitability of the items for the
persons will also improve reliability.

Advanced IRT Models

The models just presented have been useful for unidimen-
sional tests with dichotomous item-response variables.
However, many measurement problems in psychology are
more complex and require complex models to characterize the
data (see Embretson & Reise, 2000, for a review). Although
space does not permit a full review of these models, the reader
may be interested in the following models: (a) those with re-
strictions on parameters, which are used to relate item diffi-
culty to substantive sources (Fischer, 1973); (b) those for
rating scales (e.g., Samejima, 1969); (c) those for partial credit
(Masters, 1982); (d) those for multidimensional data (Bock,
Gibbons, & Muraki, 1988); (e) those for component processes
(Whitely, 1980); (f) those for measuring changes in trait
levels (Embretson, 1997; Wang, Wilson, & Adams, 1997);
and (g) those for identifying latent classes that differ qualita-
tively in the nature of test responses (Rost, 1990).

In this section we discuss two of these models: models for
rating scales and models with restrictions on parameters.

Models for Rating Scales

Models for rating scales are usually described as models for
polytomous data, which means that multiple response cate-
gories are scored. Rating scales are important in psychological
measurement, and the models for dichotomous data cannot be
applied directly to these data.

It is useful to think of polytomous IRT models as exten-
sions of standard IRT models for the multiple response cate-
gories. The class of models for rating scales is quite broad. In
fact, polytomous IRT models have been developed for many
more complex models that were originally available only for
dichotomous data, to handle restricted item parameters, mul-
tidimensionality, latent classes and much more.

In general, the polytomous model parameters relate the
various response categories to a location on the latent trait.

The polytomous models vary in specifying how the parame-
ters relate to response probabilities. For example, the graded
response model (GRM; Samejima, 1969) was proposed to re-
late the probability of responding in category x or above to
category thresholds. Thus, the model requires the categories
to be ordered for difficulty, as in typical rating scales. The
model looks like the 2PL model presented earlier for di-
chotomous data, but the item difficulty parameter is defined
differently: 

P(Xi j = 1 | �j ) = exp �i(�j − �ik)

1 + exp �i(�j − �ik)
(17.15)

where �ik is the difficulty or location of category threshold k
for item i, �i is item discrimination, and �j is trait level. No-
tice that item difficulty now refers to a response category. In
the GRM, Equation 17.15 directly models the probability that
a response falls in category k or higher. Figure 17.7 shows the
operating-characteristic curves for a rating item with five or-
dered categories. These curves appear to be ICCs for four
items. Instead, they represent the transition between adjacent
categories for one rating-scale item. Since the probability of
responding in category 1 or higher is 1.0, given no missing
data, only four curves are needed to represent the five cate-
gories in the item. The four curves model the following
response probabilities: category 2 or higher (x > 1), cate-
gory 3 or higher (x > 2), category 4 or higher (x > 3), and
category 5. In Figure 17.7 the intervals between the category
thresholds happen to be uniformly ordered on the latent trait,
but more often they are not. 

Figure 17.8 shows the category response probabilities,
which are the probabilities of responding in a particular
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Figure 17.7 Operating-characteristic curves for an item from the graded
response model.
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category on an item at various trait levels. These may
be computed in the GRM by subtracting adjacent operating
characteristic curves. Notice that five curves are given in this
case. The lowest category, x = 1, has a decreasing probabil-
ity as trait level increases. The probabilities for the middle
categories (x = 2, x = 3, and x = 4) peak at successively
higher trait levels and then decrease. For example, a response
in category 2 first increases but then decreases with trait lev-
els as responses in the higher categories gain in likelihood.
Last, the highest category probability increases steadily with
trait level.

Beyond the adaptation to a polytomous item format, the
rating scale models have the same advantages and potential
as do the binary IRT models described earlier. Item banking,
adaptive testing, population-invariance of parameter esti-
mates, and so forth are all applicable to tests built with poly-
tomous IRT models and will not be elaborated further here.

Models With Restricted Parameters:
Linear Logistic Test Model

The linear logistic test model (LLTM) was developed by
Fischer (1973) to predict item difficulty (b values) from item-
complexity design features. These complexity design features
can represent stimuli that determine the difficulty of underly-
ing cognitive processes (see Embretson, 1998). Currently,
conditional maximum likelihood is used to estimate the
LLTM weights, using software such as LPCMWin (Fischer &
Pocony-Seliger, 1998) or LINLOG (Whitely & Nieh, 1981).
LLTM also has been extended to the polytomous case.

The LLTM contains a model of item difficulty, rather than
parameters for item difficulty. The LLTM models item

difficulty as follows:

�∗
i = akqik + · · · + d (17.16)

Where �∗
i is the predicted item difficulty, �k is the LLTM

weight on the complexity factor qik, qik is the design com-
plexity score for an item i provided by the researcher, and d is
a normalization constant, given by LLTM. For example, a
test design of four complexity factors has four akqik products.

An illustration for SLAT items is given in Table 17.4. The
LLTM weights and their standard errors, as well as signifi-
cance in the model, are shown. Notice that these weights
are very similar to multiple linear regression in which the
dependent variable is item difficulty. The weights applied are
the design factor scores for Degrees and Surfaces design fac-
tors, supplied by the researcher. The predicted b value is a
sum of these four products and the normalization constant,
using Equation 17.16.

In test analysis the researcher can evaluate a set of design
factors by comparing the LLTM to a simple 1PL model using
chi-square fit statistics. A fit statistic similar to a multiple
correlation coefficient may also be applied (Embretson,
1997). In the example given in Table 17.4, the model com-
parison indicated a significantly better fit to the data by using
the LLTM (see Embretson & Schmidt McCollam, 2000).
After discovering a relatively superior LLTM fit to the data,
the researcher can use predicted b values to anticipate the dif-
ficulty of new items generated by the same design principles. 

Summary

IRT differs qualitatively from CTT because it includes a full
model of test behavior in terms of person attributes and item
properties. Three basic IRT models were introduced, as well
as some more complex models that are able to handle the di-
verse data of psychological research and testing. It was
shown that the common scale measurement of persons and
items in IRT models allows for an item-referenced basis for
score meaning, as well as the more traditional norm-refer-
enced meaning. The item properties for the basic model were
described and illustrated with an example. Some major
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Figure 17.8 Category response curves for an item from the graded re-
sponse model.

TABLE 17.4 LLTM Weights and Standard Errors for SLAT Items

Complexity Factor Weight ak Standard Error Significance, t

Degrees, linear .350 .038 9.211**

Degrees, quadratic −.029 .020 −.145
Surfaces, linear .715 .039 18.333**

Surfaces, quadratic .098 .020 4.900**

Constant .084

Note. ** p < .01.
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advantages of IRT stem from its measurement scale
properties—specifically, invariance of estimates over popula-
tions and items. For example, the capability to equate scores
over widely different item subsets results from the item in-
variance property. 

Estimation was shown to differ qualitatively from CTT; it
involves a search process to maximize data likelihood rather
than a direct calculation on the data. Specialized computer
programs are available to obtain IRT estimates. Test develop-
ment with IRT was elaborated, including the issues of model
selection, person fit, and item selection. Test evaluation was
discussed and, except for internal consistency reliability, was
comparable to CTT. Last, two IRT models for complex data
were briefly introduced: rating scales and item parameters
linked to substantive sources.

IRT differs from CTT in several ways but has three pri-
mary advantages. First, IRT measurements need not be based
on parallel or equated forms. Trait levels are estimated in the
context of an IRT model that includes the properties of the
items that were administered. Scores may be estimated on
comparable bases. Second, the estimates of reliability for
trait-level estimates are individualized, not population-
specific. Measurement error depends simply on the appropri-
ateness and quality of the items for individual trait levels.
Third, item properties are linked directly to test behavior.
Items may be selected to maximize measurement precision
for each individual, rather than a population as a whole.
These various capabilities allow for adaptive testing, where
items are selected individually to minimize measurement
error. This results in shorter and more precise measurements.
Fourth, special IRT models have capabilities to link substan-
tive aspects of test design to measurement. The LLTM was
introduced and illustrated with a spatial ability test for which
high levels of prediction of item difficulty were obtained.

OVERALL SUMMARY OF IRT AND
ABILITY MEASUREMENT

This chapter overviews two major methods involved in the
development and evaluation of psychological measures: CTT
and IRT. The former was developed at the beginning of the
last century and guided measurement practices for most of the
century, whereas the latter was developed in the last part of
the century. IRT has many advantages over CTT and is rapidly
becoming the method of choice for new or revised tests.
Although it was not possible to give extended coverage to
IRT, and although the method is admittedly complex, a brief
review of major features and some advantages was given. As
the specialized computer programs for IRT become more

user-friendly and accessible, psychologists will find IRT to be
an increasingly valuable basis for their measures.
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PREFACE

The term growth curve was originally used to describe a
graphic display of the physical stature (e.g., the height or
weight) of an individual over consecutive ages. Growth
curves have unique features: (a) The same entities are repeat-
edly observed, (b) the same procedures of measurement and
scaling of observations are used, and (c) the timing of the
observations is known. The term growth curve analysis

denotes the processes of describing, testing hypotheses, and
making scientific inferences about the growth and change
patterns in a wide range of time-related phenomena. In this
sense, growth curve analyses are a specific form of the larger
set of developmental and longitudinal research methods, but
the unique features of growth data permit unique kinds of
analyses.

Contemporary methods of growth curve analysis are con-
sidered here. Of course, the techniques to analyze growth data
are among the most widely studied and well-developed math-
ematical and statistical techniques in all scientific research—
growth curve analyses have roots in the seventeenth- and
eighteenth-century calculus of Newton and probability of
Pascal—but this chapter is concerned with more recent his-
torical developments. Techniques for the analysis of growth
curves were initiated in the physical sciences and were more

The work described here has been supported since 1980 by the
National Institute on Aging (Grant #AG-07137). This research was
made possible by the support of our many friends and colleagues,
including Steve Aggen, Dick Bell, Steve Boker, Aki Hamagami,
Earl Hishinuma, John Horn, Bill Meredith, Carol Prescott, and Dick
Woodcock.
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fully developed in the biological sciences, where they were
used in studies of the size and health of plants, animals, and
humans. In the behavioral sciences, growth curve analyses
have routinely been applied to a wide range of phenomena—
from experimental learning curves, to the growth and decline
of intellectual abilities and academic achievements, to
changes in other psychological traits over the full life span.

These formal models for the analysis of growth curves have
been developed in many different substantive domains, but all
share a common goal—to examine and uncover a fundamental
set of regularity conditions, or basic functions, responsible for
the manifest growth and change. The goals of these models
were organized in terms of five “objectives of longitudinal
research” and described by Baltes and Nesselroade (1979,
pp. 21–27) using the following enumeration:

1. The direct identification of intra- (within-) individual
change

2. The direct identification of inter- (between-) individual
differences in intra-individual change

3. The analysis of interrelationships in change

4. The analysis of causes (determinants) of intra-individual
change

5. The analysis of causes (determinants) of interindividual
differences in intra-individual change

In this chapter, growth curve analyses are related to these
objectives of longitudinal research. In current statistical
methodology, intra-individual is termed within-person and
interindividual is termed between-person, but these remain
the essential goals of most longitudinal data analyses (e.g.,
Campbell, 1988; McArdle & Bell, 2000).

This chapter is organized into the following sections:
(a) an introduction to growth curves, (b) linear models of
growth, (c) multiple groups in growth curve models, (d) as-
pects of dynamic theory for growth models, and (e) multiple
variables in growth curve analyses. The chapter then con-
cludes with a discussion of future issues raised by the current
growth models. In all sections we try to present historical
perspective to illustrate different kinds of mathematical and
statistical issues for the analyses of these data. 

The growth curve models are presented in basic algebraic
detail, but this presentation is not intended to be overly techni-
cal. Instead, we focus on the mathematical formulation, statis-
tical estimation, and substantive interpretation of latent growth
curve analyses. This focus allows us to show a range of new
models and examine why some classical data analysis prob-
lems, such as the calculation of difference scores or the unreli-
ability of errors of measurements, are no longer impediments

to development research. Other related techniques such as
time-series and dynamical systems analyses are briefly
discussed in the later sections of this chapter. All numerical
results are based on a single set of data (the longitudinal data of
Figure 18.6), and available computer software for these
analyses is described. We use these illustrations to highlight
both the benefits and limitations of contemporary growth
curve analyses.

INTRODUCTION

Classical Growth Curve Applications

The collection of growth curve data is not a new topic. The first
measurements classified as growth curve data appear to have
been collected by the French Count de Montbeillard (~1759)
and consist of semiannual measurements on the growth of the
height of his son over the course of nearly 18 years; these data
are plotted as the upper curve of Figure 18.1. As Scammon
(1927) reported, “It will be noted that the curve shows the
typical four phases which most modern students have
observed in the postnatal growth in stature of man, and which
are characteristic of the growth of so many parts of the body”
(p. 331). The first analysis of these data, by the naturalist
Buffon (~1799), “should be given full credit for the discovery
of seasonal differences in growth a full hundred years before
the modern investigation of this work” (p. 334). The lower
growth curve in Figure 18.1 is based on group averages of
physical growth obtained by Variot (~1908). As Scammon
(1927) suggests, “it is interesting to note that, while the ab-
solute values of the two series are quite different, the general

Data of Mantbeillard
on the lineal growth of a

French boy born on April 11, 1759
(record kept to November 11, 1776)

Data of Variot and Chaumet
(1906) on the mean height of male

Parisian children measured in public
schools dispensaries and outpatient
departments (based on 100 to 150

measurements for each year)
Data of Variot (1906) on the

mean height of male newborn
infants (based on 120 observations

from lying-in hospitals in Paris)
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Figure 18.1 The initial growth curves of human height data from
Scammon (1927, p. 334); the vertical (y) axis represents the height in cm and
the horizontal (x) axis represents the age in years from birth. 
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form of the curve is essentially the same in both instances”
(p. 335).

These early growth curves were precursors to the collec-
tion of an enormous body of biological data on growth and
change. More recent illustrations come from the important
work of Tanner and his colleagues (1955, 1960). In the indi-
vidual plots of height in Figure 18.2, (a) the velocity of
change is plotted at each age, and (b) these curves are plotted
against their own highest peak velocity. This display demon-
strated two interesting features of physical growth: (a) Per-
sons who start growth at the earliest ages also attain the
greatest height, but (b) all individuals share a remarkably
similar shape in the “adolescent growth spurt.” This relation-
ship between chronological time and what has been called
biological time remains an important substantive issue.

Experimental psychologists have routinely collected dif-
ferent kinds of growth curves. Among the first here were the
classical forgetting curves collected by Ebbinghaus (~1880),
and this introduced the use of quantitative methods in the
study of learning and memory and stimulated many experi-
mental data collections. Other classic examples are found in
the animal learning curve experiments of Thorndike (~1911),
in which trial-and-error learning was defined by decreasing
response time, and the lack of smooth function over trials was
considered error. Thorndike used these growth (or decline)
curves to illustrate several classical principles of learning,
including the law of exercise and the law of effect (for review,
see Garrett, 1951; Estes, 1959). Other classic examples are
found in the acquisition curves presented by Estes (1959) and
reproduced here in Figure 18.3. The data collected here (i.e.,
the dots) were measured over the same animals (rats) working

for consistent reward in a free operant Skinner box (a T-maze
learning experiment), and the four plots show different as-
pects of the behaviors (i.e., responses, reinforcements, trials,
time). These figures also show how the average probabilities
and changes in probabilities were well predicted using
mathematical models from statistical learning theory (Estes,
1959). The current emphasis on formal models for growth
and change has obvious roots in this kind of experimental
research.

Differential psychologists have also contributed growth
data in many different substantive areas. One good example
of this tradition is given in the plots of Figure 18.4 (from
work of Bayley, 1956). Individual growth curves of mental
abilities from birth to age 25 are plotted for a selected set of
boys and girls from the well-known Berkeley Growth Study.
Because mental ability was not easily measured in exactly the
same way at each age, these individual curves were created
by adjusting the means and standard deviations of different
mental ability tests (i.e., Stanford-Binet, Terman-McNemar)
at different ages into a common metric. As Bayley says,

They are not in “absolute” units, but they do give a general
picture of growth relative to the status of this group at 16 years.
These curves, too, are less regular than the height curves, but
perhaps no less regular than the weight curves. One gets the
impression both of differences in rates of maturing and of differ-
ences in inherent capacity.” (p. 66)

This application of “linked” measurement scales created a
novel set of growth data, raised many issues about the com-
parability of measurement over time, and permitted the use of
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versus the age in years (x); (b) the same curves (y) plotted around the time of maximum change in scores (x) for each individual.

schi_ch18.qxd  9/6/02  12:51 PM  Page 449



450 Growth Curve Analysis in Contemporary Psychological Research

Figure 18.4 Growth curves of intellectual abilities in selected boys and girls from the Berkeley Growth Studies of Bayley (1956, p. 67);
age 16 D scores (y) plotted as a function of age at measurement (x) for (a) five boys and (b) five girls.
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growth curve analyses initially derived in other scientific
areas.

Early work in biological research was directed at charac-
terizing the parallel properties of different growth variables.
Models were originally developed to deal with the size of
two different organs, and early nineteenth-century work was
used by Huxley (~1924, 1932) to form a classical alometric

model—two variables having a constant ratio of growth rates
throughout the growth period—and many physical processes
were found to grow in parallel, or in an ordered time-
sequence. A good example is found in the multivariate re-
search of Tanner (1955): Figure 18.5 is a plot of growth and
change in four physical variables that were found to follow a
fundamental pattern over time (i.e., a relatively invariant

Figure 18.3 Selected acquisition curves of memory from statistical learning theory by Estes (1959).
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Figure 18.5 Growth curves of tissues and different parts of the body from
Tanner (1955).
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time-based sequence within an individual). As a result, these
physical variables were thought to be indicators of some
fundamental time-based dynamic processes. These basic
multivariate findings, and questions about the underlying dy-
namics of multiple growth processes, are still key features of
current research.

Classical Growth Curve Analyses

Techniques for the analysis of growth curve analyses are not
novel. A classical paper by Wishart (1938) was one of the first
to deal with these growth curve analysis problems in an ex-
ploratory and empirical fashion. Here, Wishart extended the
classical analysis of variance (ANOVA) models to form a lin-
ear growth model with group and individual differences.
Wishart also showed how power polynomials could be used
to better fit the curvature apparent in growth data. The indi-
vidual growth curve (consisting of t = 1, T occasions) is
summarized into a small set of linear orthogonal polynomial
coefficients based on a power-series of time (t, t2, t3, . . . t p)

describing the general nonlinear shape of the growth curve.
In Wishart’s models, the basic shape of each individual’s
curve could be captured with a small number of fixed para-
meters and random variance components, and the average of
the individual parameters could represent the group growth
curve (see Cohen & Cohen, 1983; Joosens & Brems-Heynes,
1975).

More complex forms of mathematical and statistical
analyses were developed to deal with growth curve data.

In his initial growth curve analyses, Ebbinghaus (~1880)
described his forgetting curves using a form of the classic ex-
ponential growth model (see Figure 18.3) in which the rate of
change is defined as a linear function of the percentage of ini-
tial size (e.g., compound interest). The Velhurst (~1839)
curve of population growth, an S-shaped logistic curve, was
used by Pearl (~1925) for many forms of cognitive growth. In
related work, Thurstone (~1919) found that a hyperbolic
curve of learning best fit the norms of many different tests;
Peters (~1930) advocated an ogival curve of growth in
ideational learning; and Ettlinger (~1926) and Valentine
(~1930) demonstrated the relationships among these func-
tions (see Bock & Thissen, 1980; Seber & Wild, 1989).

A popular model for physical growth was initially pre-
sented by Gompertz (~1825), who described the derivative
(instantaneous rate of change) of the growth curve in terms of
two exponential accumulations of different rates toward dif-
ferent asymptotes. This flexible model was studied by Winsor
(~1932), used by Medwar (~1940) to study the growth of
chicken hearts, and used by Deming (~1957) for human
physical growth. Another popular growth model was intro-
duced by von Bertalanffy (1938, 1957) and proposed that the
individual’s change in a physical variable (e.g., weight) was
the direct result of the difference in opposing forces of an-
abolism and catabolism. Although the exact relationship
among these forces was not known, von Bertalanffy used a
fixed alliometric value (of � = 2/3) based on prior research. 

In related work on nonlinear growth models, Richards
(1959) criticized and expanded the original von Bertalanffy
model by demonstrating how all prior models can be seen as
specific solutions of a “family” of deterministic differential
equations (i.e., specific restrictions led to the exponential,
logistic, Gompertz, and von Bertalanffy equations). This
work was extended by Nelder (1961) and Sandland and
McGhilcrest (1978; for reviews, see Sieber & Wild, 1989;
Zeger & Harlow, 1987). Attempts to fit a single growth model
to observations over a wide range of ages with a minimal set
of parameters led researchers to combine aspects of other
models. A more recent expansion based on the logistic model
was developed by Preece and Baines (1978), who suggested
that all previous models could be written as a derivative
based on some predefined function of time and some asymp-
totic value. This kind of model is related to the partial ad-
justment model used in sociometrics (e.g., Coleman, 1968;
Tuma & Hannan, 1984), and has proven useful in recent stud-
ies of physical growth (see Hauspie, Lindgren, Tanner, &
Chrzastek-Spruch, 1991).

More complex linear (and nonlinear) models have been
used to represent growth. Some of these share the common
feature of a piecewise model applied to different age or time
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segments. These kinds of segmented or composite models
have also been a mainstay of nonlinear modeling. One of the
first truly nonlinear composite forms was the Jenss curve (or
normal exponential), in which a linear part (to fit the early
rapid-growth phase) was added at a particular age to an
exponential part (to fit negative acceleration of the later
slowing-down phase) by Jenss and Bayley (~1937). A more
complex composite model, the sum of multiple logistic
curves, was suggested by Robertson (~1908) and Burt
(~1937), and fully developed by the work of Bock and his
colleagues (see Bock, 1991; Bock & Thissen, 1980; Bock
et al., 1973). These composite models allowed for different
dynamics at different ages and represent a practically impor-
tant innovation.

The logic of fitting model segments was also apparent in
more recent extensions of Wishart’s (1938) polynomial
model. One model, based on the summations of latent curves,
was proposed simultaneously by both Rao (1958) and Tucker
(1958, 1966). In the early descriptions of this model, princi-
pal components analysis of the raw growth data led to the
sum of a small number of unspecified linear functions. In the
interpretation of these components, the shapes of the latent
curves are determined by the component loadings, and the in-
dividual curve parameters are the component scores. The
summation of latent curves has roots in the classical work of
Fourier (~1822), but the principal components representation
included individual differences. These kinds of linear growth
models can offer a relatively parsimonious organization of
individual differences, and we highlight these models in later
applications.

This brief historical perspective demonstrates that there
are many different approaches to the analysis of growth curve
data. We find a tendency to introduce more general and flexi-
ble forms of growth models, but these models are often com-
plex and each model has slightly different theoretical and
practical features. One common feature that does emerge is
that most growth models can be written explicitly as a set of
dynamic change equations, and we return to this issue later in
the chapter. Also, we consistently find efforts made to relate
the growth parameters to biologically or psychologically
meaningful concepts—this is a difficult but most useful goal
for any growth curve analysis.

Contemporary Issues in Statistical Data Analysis

Additional kinds of growth curve analyses are presented in
the next few sections. These models include classical linear
and nonlinear models as well as some newer models adapted
from multivariate analyses. Most of these growth models are

designed to deal with the practical issues involving (a) alter-
native models of change, (b) unequal intervals, (c) unequal
numbers of persons in different groups, (d) nonrandom attri-
tion, (e) the altering of measures over time, and (f) multiple
outcomes.

This contemporary, model-based description of change
can be used to clarify some problems inherent in observed
rates of change. The potential confounds in difference scores
have been a key concern of previous methods using observed
change scores or rate-of-change scores (e.g., Bereiter, 1963;
Burr & Nesselroade, 1990; Cronbach & Furby, 1970; Rogosa
& Willett, 1985; Willett, 1990). This research has shown
that when observed rates are used as outcomes in standard
regression analyses, the results can be biased by several fac-
tors, including residual error, measurement error, regression
to the mean, and egression from the mean (e.g., Allison,
1990; Nesselroade & Bartsch, 1977; Nesselroade & Cable,
1974; Nesselroade, Stiegler, & Baltes, 1980; Raykov, 1999;
Williams & Zimmerman, 1996). These problems can be
severe when using standard linear regression with time-
dependent variables (e.g., Boker & McArdle, 1995; Ham-
agami & McArdle, 2000).

One of the key reasons we present the contemporary mod-
eling approach is to move beyond these classical problems.
Modern statistical procedures have been developed to mini-
mize some of these problems by fitting the model of an
implied trajectory over time directly to the observed scores.
Alternative mathematical forms of growth can be considered
using different statistical restrictions. From such formal as-
sumptions we can write the set of expectations for the means,
variances, and covariances for all observed scores, and
use these expectations to identify, estimate, and examine the
goodness-of-fit of latent variable models representing change
over time. Most of these models discussed here are based on
fitting observed raw-score longitudinal growth data to a theo-
retical model using likelihood-based techniques (as in Little &
Rubin, 1987; McArdle & Bell, 2000). In general, we find it
convenient to describe the data using the observed change
scores (defined as �Yn/�t), but we make inferences about the
underlying growth processes by directly estimating parame-
ters of the latent change scores (defined as �yn/�t).

In a recent and important innovation, Meredith and Tisak
(1990) showed how the Tuckerized curve models (so named in
recognition of Tucker’s seminal contributions) could be rep-
resented and fitted using structural equation modeling of com-
mon factors. These growth modeling results were important
because this made it possible to represent a wide range of
alternative growth models. This work also led to interest in
methodological and substantive studies of growth processes
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using structural equation modeling techniques (McArdle,
1986, 1997; McArdle & Anderson, 1990; McArdle & Bell,
1980; McArdle & Epstein, 1987; McArdle & Hamagami,
1991, 1992). These latent growth models have since been ex-
panded upon and used by many others (Duncan & Duncan,
1995; McArdle & Woodcock, 1997; Metha & West, 2000; B.
O. Muthen & Curran, 1997; Willett & Sayer, 1994). The con-
temporary basis of latent growth curve analyses can also be
found in the recent developments of multilevel models (Bryk
& Raudenbush, 1987, 1992; Goldstein, 1995) or mixed-effects
models (Littell, Miliken, Stoup, & Wolfinger, 1996; Singer,
1999). Perhaps most important is that the work by Browne and
du Toit (1991) showed how the nonlinear dynamic models
could be part of this same framework (see Cudeck & du Toit,
2001; McArdle & Hamagami, 1996, 2001; Pinherio & Bates,
2000). For these reasons, the term latent growth models seems
appropriate for any technique that describes the underlying
growth in terms of latent changes using the classical assump-
tions (e.g., independence of residual errors).

The model-based fitting of structural assumptions about
the group and individual differences holds the key to later
substantive interpretations. These theoretical restrictions may
not hold exactly in the examination of real data, and this leads
to the general issues of model testing and goodness-of-fit.
Recent research has also produced a variety of new statistical
and computational procedures for the analysis of latent
growth curves, and their unique features are somewhat diffi-
cult to isolate. This means that the likelihood-based approach
to the estimation and fitting of growth curve analyses can be
accomplished using several widely available computer pack-
ages (e.g., SAS: Littell et al., 1996, Singer, 1998, and
Verneke & Molenberghs, 2000; SPlus: Pinherio & Bates,
2000; MIXREG: Hedecker & Gibbons, 1996, 1997). A few
available computer programs (e.g., Mx: Neale, Boker, Xie, &
Maes, 1998; AMOS: Arbuckle & Wotke, 1999, and Mplus:
L. K. Muthen & Muthen, 1998), can be used to estimate the
parameters of all analyses described herein.

The Bradway-McArdle Longitudinal Growth Data

To illustrate many of the issues and models in this chapter, we
use some longitudinal growth data in Figure 18.6. These are
age-plots of data from a recent study of intellectual abilities—
the Bradway-McArdle Longitudinal study (see McArdle &
Hamagami, 1996; McArdle, Hamagami, Meredith, &
Bradway, 2000). The persons in this study were first mea-
sured in 1931, when they were aged 2 to 7 years, as part of the
larger standardization sample of the Stanford-Binet test
(N = 212). They were measured again about 10 years later

by Katherine P. Bradway as part of her doctoral dissertation in
1944 (N = 138). Many of these same persons were measured
twice more by Bradway as adults at average ages of 30 and 42
using the Wechsler Adult Intelligence Scales (WAIS,
N = 111; for further details, see Bradway & Thompson,
1962; Kangas & Bradway, 1971). About half (n = 55) of the
adolescents tested in 1944 were measured again in 1984 (at
ages 55 to 57), and between 1993 and 1997 at ages ranging
from 64 to 72; 34 were tested in 1993 through 1997 on the
WAIS (McArdle, Hamagami, et al., 2001).

These plots illustrate further complexity that needs to be
dealt with in longitudinal growth curve analyses. The first
plot (Panel A of Figure 18.6) gives individual growth curve
data for verbal ability (Rasch scaled) at each age at testing for
n = 29 individuals who were measured at each time of test-
ing, and for the n = 82 persons who were measured at some
(but not all) ages of testing. The second plot of Figure 18.6
(Panel B) is a similar plot for data from nonverbal measure-
ments. The comparison of Panels A and B is informative, and
leads to important practical issues in subject recruitment and
attrition in longitudinal studies. Although not depicted here,
multiple variables from the Stanford-Binet and the WAIS
have been repeatedly measured, including separate measures
of verbal (or knowledge) ability, and of nonverbal (or reason-
ing) ability (for details, see McArdle, Hamagami, Horn, &
Bradway, 2002). 

Table 18.1 is a listing of numerical information from this
study to be used in subsequent examples of growth curve
analyses. The overall subject participation is listed in Panel A
of Table 18.1, and here we can see the nearly continual loss of
participants over time. The means and standard deviations for
two composite variables are listed in Panel B, and here we
find early increases followed by less change in the later years.
The correlations of these measures over six occasions are
listed in Panel C, and here we find a complex pattern of
results, with some correlations suggesting high stability of in-
dividual differences (e.g., r > .9) and others suggesting low
stability (r < .1). The summary information presented in
Panels B and C is limited to those n = 29 participants with
complete data at all six time points of measurement, but in-
formation on N = 111 available through adulthood is used in
the growth curve examples to follow.

As with any data-oriented study, the information in this
data set has some clear limitations (e.g., Pinneau, 1961).
Among these, the participants are all from one birth cohort
(~1928), in the same geographical area (San Francisco), of
one ethnicity (Caucasian), and come from volunteer families
with above-average socioeconomic status; moreover, most of
them score above average on most cognitive tasks. Whereas
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TABLE 18.1 Description of the Bradway-McArdle Longitudinal Study Data

A. Subject Ascertainment History

Time 1 Time 2 Time 3 Time 4 Time 5 Time 6
Age 2–7 Age 12–17 Age 28–32 Age 40–43 Age 55–58 Age 63–66

Category N (%) N (%) N (%) N (%) N (%) N (%)

Tested 212 (100.) 138 (65.) 111 (80.) 48 (43.) 53 (48.) 51 (46.)
Inaccessible 0 (0.) 0 (0.) 0 (0.) 7 (6.) 5 (5.) 6 (5.)
Deceased 0 (0.) 0 (0.) 0 (0.) 2 (2.) 9 (8.) 19 (17)
Refused testing 0 (0.) 0 (0.) 0 (0.) 7 (6.) 1 (1.) 12 (11.)
Not located 0 (0.) 74 (35.) 27 (20.) 47 (42.) 43 (39.) 23 (21.)

B. Means and Standard Deviations (N = 29)

Time 1 Time 2 Time 3 Time 4 Time 5 Time 6
Variables Age 4 Age 14 Age 30 Age 42 Age 57 Age 65

Nonverbal mean 25.55 70.40 80.06 82.99 80.60 78.64
(nonverbal S.D.) (12.61) (5.89) (7.87) (7.84) (7.53) (7.80)
Verbal means 22.22 65.84 75.65 78.76 80.70 77.97
(verbal S.D.) (8.80) (7.37) (9.20) (8.23) (7.86) (7.59)

C. Correlations of Nonverbal and Verbal Scores (N = 29)

NV4 NV14 NV30 NV42 NV57 NV65 V4 V14 V30 V42 V57 V65

NV4 1.00
NV14 .12 1.00
NV30 −.10 .37 1.00
NV42 −.04 .19 .81 1.00
NV57 −.02 .20 .85 .82 1.00
NV65 .02 .25 .78 .85 .83 1.00

V4 .92 .16 −.03 −.08 .03 .02 1.00
V14 .28 .68 .18 .05 .03 .16 .36 1.00
V30 −.02 .25 .56 .45 .41 .57 .09 .43 1.00
V42 .07 .26 .53 .37 .42 .50 .24 .27 .83 1.00
V57 −.01 .21 .50 .37 .36 .44 .15 .38 .91 .89 1.00
V65 .02 .24 .52 .46 .41 .56 .10 .35 .85 .77 .90 1.00

Figure 18.6 Growth curves of verbal (Gc) and nonverbal (Gf) abilities in complete and incomplete data from the Bradway Longitudinal
Growth Study (see McArdle, Hamagami, Bradway & Meredith, 2001); Rasch scaled scores (y) plotted as a function of age at measure-
ment (x) for (a) N = 29 participants with complete data and (b) N = 82 participants with incomplete data.
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Figure 18.7 The basic latent growth structural model as a path diagram
from McArdle & Epstein (1987) and McArdle & Hamagami (1992).
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the longitudinal age span and the number of measures taken
are large, the number of occasions of measurement was lim-
ited by practical concerns (e.g., cooperation, fatigue, and
practice effects). The benefits and limitations of these classic
longitudinal data make it possible to examine both the bene-
fits and limitations of the new models for the growth and
change discussed in this chapter.

THE BASIC STRUCTURE OF GROWTH MODELS

Growth Models of Within-Person Changes

Growth curve data are characterized as having multiple
observations based on longitudinal or repeated measures.
Assume we observe variable Y at multiple occasions (in
brackets, t = 1 to T) on some persons (in subscripts, n = 1 to
N), and we write

Y[t]n = y0,n + A[t] ys,n + e[t]n (18.1)

where the y0 are scores representing an individual’s initial
level (e.g., intercept); the ys are scores representing the indi-
vidual linear change over time (e.g., slopes); the set of coef-
ficients A[t] are termed basis weights, used to define the
timing or shape of the change over time for the group (e.g., age
at testing); and the e[t] are error scores at each measurement.

The latent-change model is constant within an individual
but it is not assumed to be the same between individuals (with
subscripts n). The unobserved variables that presumably do
not change over time are written in lowercase ( y0, ys) are
similar to the predicted (i.e., nonerror) scores in a standard
regression equation. We can write

y0,n = �0 + e0,n and ys,n = �s + es,n, (18.2)

where the group means (�0, �s) are fixed effects for the in-
tercept and the slopes and the new scores are deviations
(e0, es) around these means. We can define additional fea-
tures of these scores using standard expected value (E{y})
notation. First we presume the means of all deviations scores
are zero (i.e., E{e} = 0). Next, we define the nonzero vari-
ance and covariance terms as

E{e0, e0} = �2
0 , E{es, es} = �2

s , E{e0, es} = �0s, and

E{e[t], e[t]} = �2
e , (18.3)

so these individual differences around the means are termed
random effects (�2

0, �2
s , �0s). In many applications we as-

sume only one random error variance (�2
e) at all occasions of

measurement. As in classical regression analyses, the validity
of the interpretations is are limited by the most basic model
assumptions—for example, linearity, additivity, indepen-
dence of residuals, independence of other effects, no interac-
tions, and so on.

In order to clarify growth models, we can use a path
diagram such as the one displayed as Figure 18.7. These
kinds of diagrams were originally only used with regression
models, but more recently have been used in the context of
growth and change (e.g., see McArdle, 1986; McArdle &
Aber, 1990; Wright, 1934). In this representation the ob-
served variables are drawn as squares, the unobserved vari-
ables are drawn as circles, and the implied unit constant (i.e.,
scores of 1 before the intercept parameter in Equation 18.1) is
included as a triangle. Model parameters representing fixed
or group coefficients are drawn as one-headed arrows, while
random or individual features are drawn as two-headed ar-
rows. The observed variables (Y[t]) are seen to be produced
by latent intercepts ( y0 ) with unit weights, by the latent
slopes ( ys) with weights (A[t] = [�[1], �[2], . . . �[T]]), and
by an individual error term (e[t]).

Following Equations 18.2 and 18.3, the initial level and
slopes are often assumed to be random variables with fixed
means (�0, �s) but random variances (�2

0, �2
s ) and covari-

ances (�0,s). The standard deviations (�0, �s) are sometimes
drawn in the picture to permit the direct representation of the
covariances as scaled correlations (�0,s). The error terms are
assumed to be distributed with a mean of zero, a single vari-
ance (�2

e), and no correlation with any of the other latent
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scores (further statistical tests may assume these errors
follow a normal distribution as well). These formal structural
assumptions distinguish these latent growth models from the
other kinds of analyses of growth data.

Considering Alternative Growth Models

As in any form of data analysis, a growth model can be eval-
uated only in relation to other possibilities. A first set of
alternative models might be based on simplifications of
the previous model parameters. In this kind of trajectory
equation, the Y[t] is formed for each group and individual
from the A[t] basis coefficients. These coefficients also deter-
mine the metric or scaling and interpretation of these scores,
so alterations of A[t] can lead to many different models.

As a simple example, suppose we require all coeffecients
A[t] = 0, and effectively eliminate all slope parameters. This
leads to a simple additive model

Y[t]n = y0,n + e[t]n, (18.4)

where only the intercept y0 and the e[t] error terms are
included. As later shown, this model is termed a baseline or
no-growth alternative because it is consistent with observa-
tions only where there is no change over time in the means,
variances, or correlations. 

Other simple growth curve analyses are based on simple
mathematical functions, and the fitting of a straight line to a
set of measures is a standard procedure in scientific research.
So, as a next example, let us assume there are T = 4 time
points and we have set the basis A[t] = [0, 1, 2, 3]. Follow-
ing Equation 18.1, this leads to a set of linear equations
where

Y[1]n = y0,n + 0ys,n + e[1]n,

Y[2]n = y0,n + 1ys,n + e[2]n,

Y[3]n = y0,n + 2ys,n + e[3]n, and
(18.5)

Y[4]n = y0,n + 3ys,n + e[4]n.

At the first time point the specific coefficient a[1] = 0, so the
slope term drops out of the expression and the score at
the first time point is composed of only the intercept plus an
error. At the second time point, a[2] = 1, so the score is the
sum of the intercept ( y0) plus a change over time ( ys) plus a
new error score (e[2]). At the third time point, a[3] = 2, so
the score is the sum of the intercept ( y0) plus 2 times the prior
change over time (2ys) plus a new error (e[3]). At the fourth
time point, a[4] = 3, so the score is the sum of the intercept

( y0) plus three times the prior change over time (3ys) plus a
new error (e[4]). Each additional score would add another
weighted change and a new error term. The basic interpreta-
tion would change only slightly if we altered the linear
basis to be A[t] = [1, 2, 3, 4], because now the intercept
(where t = 0) is presumably prior to the first time point. A
different change of the linear basis to be A[t] = [0.00, 0.33,
0.67, 1.00], would have the effect of shifting the units of the
slope to units to be a proportion of the entire range of time but
we would still be considering straight-line change.

In contrast, other alterations of the basis coefficients can
alter the interpretation of the shape of the changes. For exam-
ple, if we redefine A[t] = [1, 2, 2, 1], then the model does not
represent straight-line change—instead, the basis represents
a curve that starts up (1 to 2), flattens out (2 to 2), and then
goes back down (2 to 1). Other, more complex alterations of
the basis will lead to more complex trajectory models.

As in all linear models, the set of loadings (A[t]) defines
the shape of the group curve over time. In a latent basis
model approach (Meredith & Tisak, 1990), we allow the
curve basis to take on a shape based on the empirical data. We
fit a factor model based on the standard linear model (Equa-
tion 18.1) as before, with two common factor scores, an
intercept ( y0) with unit loadings, a linear slope ( ys), and in-
dependent unique factor scores (e[t]); but the factor loadings
(A[t]) are now estimated from the data. The two common
factor scores account for the means and covariances, and the
estimated factor loadings each describe a weight or satura-
tion of the slope at a specific time of measurement. The A[t]
are estimated as factor loadings and have the usual mathe-
matical and statistical identification problems of any factor
analysis. This means we fit the latent basis model as

Y[1]n = y0,n + 0ys,n + e[1]n,

Y[2]n = y0,n + 1ys,n + e[2]n,

Y[3]n = y0,n + �[3]ys,n + e[3]n, and
(18.6)

Y[4]n = y0,n + �[4]ys,n + e[4]n.

In the typical case, at least one entry of the A[t] will be
fixed as, say, a[1] = 1, to provide a reference point for the
other model parameters. If a nonzero covariance (�0s)

among common factors is allowed, then two fixed values
(e.g., a[1] = 0 and a[2] = 1), can be used to distinguish the
factor scores and assure overall model identification (as in
McArdle & Cattell, 1994). The other parameters are allowed
to be freely estimated (e.g., Greek notation for the estimated
parameters α[3] and α[4]), so we obtain what should be an
optimal shape for the group curve. Change from any one time
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to another (�yn/�t) is a function of the slope score ( ys) and
the change in the factor loadings (�A[t]).

We may now consider a variety of more complex models.
One simple version of a quadratic polynomial growth model
can be written as

Y[t]n = y0n + A[t]y1n + 1
2

A[t]2y2n + e[t]n, (18.7)

where the A[t] are fixed at known values, and a new com-
ponent ( y2) is introduced to represent the change in the
change (i.e., the acceleration). This implies the expected
growth curve may turn direction at least once in a nonlinear
(i.e., parabolic) fashion. The additional latent score ( y2) is
allowed to have a mean (�2) and a variance (�2

2) and to be
correlated with the other latent scores (�0,2, �1,2). Any set
of growth data might require a second-order (quadratic),
third-order (cubic), or even higher order polynomial model.
In each of these alternatives, however, more complexity is
added because any pth-order model includes p latent
means, p + 1 latent variances and p(p − 1)/2 covariance
terms for the group and individual differences across all
observations.

A variety of other growth models can now be studied
using this general linear framework. For example, the linear
polynomial model (Equation 18.7) could be fitted with or-
thogonal polynomial constraints, or in an alternative form
(e.g., Stimpson, Carmines, & Zeller, 1978), or even with a
latent basis (i.e., �[t] and 1

2 �[t]2). Also, in each model listed
previously, it is possible to add assumptions about the struc-
ture of the relationships among the residual terms (e[t]). We
can consider specific-factor terms and consider alternative
mechanisms for their construction (e.g., autoregressive, in-
creasing over time, etc.). These structured residual models
are valuable in statistical efforts to improve the precision, fit,
and forecasts of the model, but they do not provide the sub-
stantive information we use here (but see Cnaan, Laird, &
Slasor, 1997; Littell et al., 1996).

Expectations and Estimation in Linear
Growth Models

The parameters of any growth model lead to a set of expecta-
tions for the observed data, and these expectations will be
used in subsequent model fitting. The previous assumptions
can be combined to form the expected trajectories over time.
This can be calculated from the algebra of expectations (with
sums of average cross-products symbolized as E{YX′}) or
from the tracing rules of path analysis (see McArdle & Aber,
1990; Wright, 1934). Using either approach, the observed
mean at any occasion can be written in terms of the linear

model parameters as

�Y[t] = E{Y[t]1′} = �0 + A[t]�s, (18.8)

(where the constant vector 1 is again used). This implies the
mean at any time (�Y[t]) is the initial-level mean (�0) plus
the slope mean (�s) weighted by the specific basis coefficient
(A[t]) that is either fixed or estimated. This also implies that
changes in the basis weights determine all changes in the
mean trajectory.

The expectation of the observed score variance at any
occasion can be written as

�2
Y[t] = E{(Y[t] − �Y[t])

2} = �2
0 + �2

y[t] + �2
e

= σ2
0 + (

A[t]σ2
s A[t] + A[t]σ0s + σ0sA[t]

) + σ2
e .

(18.9)

This implies the observed variance at any time (σ2
Y[t]) is the

sum of the initial-level variance (�2
0) plus the variance of the

latent changes (�2
y[t]; with lowercase y) plus the error vari-

ance (�2
e). Again we find changes in the basis weights ac-

count for all the changes in the variance over time. Following
this same logic, we can write the expected values for the
covariances among the same variable at two occasions, Y[i]
and Y[ j], as

�Y[i, j] = E{(Y[i] − �Y[i])(Y[ j] − �Y[ j])} = �2
0 + �y[i,j]

= �2
0 + (

A[i]�2
s A[ j] + A[i]�0s + �0sA[ j]

)
.

(18.10)

This implies the observed covariance at any time (�Y[i,j])

is the sum of the initial-level variance (�2
0) plus the covari-

ance of the latent changes (�y[i,j]); changes in the basis
weights account for all changes in the covariances over time.
Each of these Equations 18.8 through 18.10 can be traced in
the diagram (e.g., Equation 18.9 is from any Y[t] back to
itself).

These growth model expectations are useful because they
can be compared to the observed growth statistics for the es-
timation of model parameters and the evaluation of goodness-
of-fit. Whereas the summary statistics form the basis of the
expectations, recent computational techniques can be used to
estimate the model parameters directly from the entire collec-
tion of raw data. Following standard theory in this area (e.g.,
Lange,Westlake, & Spence, 1976; Lindsey, 1993), the multi-
variate normal model for an observed vector Y[t] is used
to define the maximum likelihood estimates (MLEs) of the
parameters, and a single numerical value termed the model
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likelihood (L) can be calculated to index the misfit of the
model expectations to the observed data.

Assuming we have one or more alternative models (see
next section), we can compare these models using the differ-
ences in log-likelihood (�L = L1 − L2) and the difference
in the numbers of parameters estimated (�NP = NP1 −
NP2). Under standard normal theory assumptions about the
distribution of the errors, we can compare model differences
to a chi-square distribution (�L ∼ �2, �NP ∼ df ) and
determine the accuracy (i.e., significance) of our comparison.
To index the multivariate effect sizes, we can calculate a
noncentrality index and provide the statistical power
(P = 1 − 	) for all likelihood-based comparisons (e.g.,
based on � = .01 test size). These likelihood-based calcula-
tions can answer basic questions phrased as To what degree
do the data conform to the model expectations? We can also
use this same likelihood approach to answer more complex
questions, such as Which is the best model for our data and
Do the fit statistics indicate that the same dynamic patterns
exist in different sub-groups? Although we do not need to
make a rigorous use of probability tests, we do provide infor-
mation to calculate alternative indices of fit, including test
statistics for perfect or close fit (e.g., Browne & Cudeck,
1993; Burnham & Anderson, 1998; McArdle, Prescott,
Hamagami, & Horn, 1998).

The resulting parameter estimates allow us to form ex-
pected group growth curves for both the observed and true
scores (for details, see McArdle, 1986, 2001; McArdle &
Woodcock, 1997). We can also characterize the relative size
of these parameters by calculating time-specific ratios of the
estimated variances

�2
[t] = (

�2
Y[t] − �2

e

)
/�2

Y[t] = �2
y[t]/�2

Y[t], and

��2
[i−j] = �2

[ i] − �2
[ j]. (18.11)

These growth-reliability ratios can be useful in investigat-
ing the changes in the true score variance (�2

y[t]) and changes
in the reliability of the variable at different points in time (for
examples, see McArdle, 1986; McArdle & Woodcock, 1997;
Tisak & Tisak, 1996). These simple formulas also suggest
that the parameters of the changes are difficult to consider in
isolation—that is, the variance of the changes is not equal to
the changes in the variance. In the same way, the expecta-
tions of the observed correlations over time (�Y[i, j]) can be
calculated from the basic expressions (the ratio of Equation
18.10 to a function of Equation 18.9), but the resulting ex-
pected correlations are usually a complex ratio of the more
fundamental parameters. In many growth models, it is com-
plicated to express patterns of change using only correlations.

In general, the growth pattern depends on basic model para-
meters that may have no isolated interpretation.

Initial Results From Fitting Linear Growth Models

The complete and incomplete data from the six-occasion
Bradway-McArdle longitudinal study (Figure 18.6) have
been fitted and reported in McArdle & Hamagami (1996) and
McArdle et al. (McArdle, Hamagami, et al., in press, 2002).
A selected set of these results is presented for illustration
here. On a computational note, the standard HLM, MLn,
VARCL, MX, and SAS PROC MIXED programs produced
similar results for all models with a fixed basis. The models
with estimated factor loadings (A[t]) were fitted using the
general Mx unbalanced raw data option (e.g., the variable
length approach) and with SAS PROC NLMIXED and
the results are similar. All of these programs follow the same
general procedures, so we will consider these as equivalent
procedures unless otherwise stated.

The first model (labeled M0) was a no-growth model
(Equation 18.4) fitted to the nonverbal scores of the Bradway-
McArdle data. This simple model was fitted estimated with
only three parameters, and we obtained a baseline for fit
(L = 4440). The parameters estimated include an initial-level
mean (�0 = 46.4), a small initial-level standard deviation
(�0 = 0.01), and a large error deviation (�e = 49.8).

The second model fitted was a linear growth model (M1)
with a fixed basis (Equation 18.5) and six free parameters.
This basis was first formed by using the actual age of the per-
sons at the time of measurement A[t] = [4, 14, 30, 42, 56,
64]. Estimates were obtained yielded a fit (L = 4,169) that
represented a clear improvement over the baseline (�2 = 271
on df = 3) model, and the error variance has been reduced
substantially (to �e{M1} = 18.1). The resulting parameters
lead to a straight line of expected means that increases
rapidly over age; �[t] = [45.4, 52.9, 64.7, 74.1, 84.7, 90.6].
The variance estimates of the intercept and slope parameters
were small, so we refit the model with a simpler basis: That
is, A[t] = [(Age[t] − 4)/56] = [0.00, 0.19, 0.49, 0.73, 1.00,
1.15], so the weights are proportional to the range of data be-
tween the early age of 4 and the middle age of 56. This re-
sulted in identical mean expectations, but the latent variances
were still too small to interpret.

This latent basis model (M2) was fitted next. For the pur-
poses of estimation, the A[1] = 0 (at Age = 4) and A[5] = 1
(at Age = 56) were fixed (as proportions) but the four other
coefficients were estimated from the data. This resulted in a
likelihood (L = 3,346) which is substantially better than
the baseline model (�2 = 1,094 on df = 7) and the linear
model (�2 = 823 on df = 4), and the error variance has been
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Figure 18.8 Alternative latent growth curve model expectations for the av-
erage growth curve of nonverbal abilities fitted to the complete and incom-
plete data from the Bradway-McArdle data (see Figure 18.7; see McArdle &
Hamagami, 1996).

substantially reduced (from �e{M1} = 18.1 to �e{M2} =
5.1). The estimated basis coefficients were A[t] = [= 0, 0.93,
1.01, 1.06, = 1, .97], and the estimated latent means were
�1 = 23.8 and �s = 52.8. This leads to a group trajectory
�[t] = [23.8, 69.2, 76.6, 80.8, 76.6, 75.0] that rises quickly
between ages 4 and 14, peaks at age 42, and starts a small de-
cline at ages 56 to 65. This group curve is plotted as a dashed
line in Figure 18.8 and it is very similar to the general fea-
tures of the raw data in Figure 18.6. The individual differ-
ences in this model are not seen in the means but in the large
variances for the level (�0 = 10.1) and the slope
(�s = 12.3) parameters, and the latent level and slope scores
have a high correlation (�1s = −0.82).

The improved fit of this latent basis compared to the linear
basis model suggests the need for some form of a nonlinear
curve. To explore the addition of fixed higher-order growth
components, the quadratic polynomial model (M3, Equa-
tion 18.10) was fitted to these data using the same pro-
cedures. The goodness-of-fit was slightly improved over the
linear (�2 = 7 on df = 4, �e{M3} = 18.0). Although the
latent basis (M2) and quadratic basis (M3) models are not
nested, the quadratic model did not seem as useful as the la-
tent basis model did. Also, problems arose in the estimation
of all variance terms, so the polynomial approach was not
considered further.

ADDING GROUP INFORMATION TO GROWTH
CURVE ANALYSES

Latent Path and Mixed-Effects Models

We next consider analyses which include more detailed in-
formation about group differences. In the basic growth model
(Equations 18.1–18.4), the latent variance terms in the model
tell us about the size of the between group differences at each
age (Equation 18.11), but this does not tell us the sources of
this variation. To further explore the differences between per-
sons, we can expand the basic growth model. Let us assume
a variable termed X indicates some measurable characteristic
of the person (e.g., sex, educational level, etc.). If we measure
this variable at one occasion we might like to examine its
influence in the context of a growth model for Y[t]. One pop-
ular model is written

Y[t]n = y0:x,n + A[t]ys:x,n + � Xn + e[t]n (18.12)

where the � are fixed (group) coefficients with the same-
sized effect on the measured Y[t] scores at all occasions, and
the X is an independent observed (or assigned) predictor
variable. It is useful to recognize that this model implies the
latent score change over time is independent of the X vari-
able(s). That is, the other growth parameters (�0:x, �s:x, �0:x,

�s:x, �0,s:x) are conditional on the expected values of the
measured X variable. This use of adjusted growth parameters
is popularly represented in the techniques of the analysis of
covariance, and the reduction of error variance from one
model to the next (�2

e − �2
ex) is often considered as a way to

understand the impact (see Snyders & Boskers, 1995).
An alternative but increasingly popular way to add another

variable to a growth model is to write expressions in which
the X variable has a direct effect on the individual differences
scores of the growth curve. This can be stated as

Y[t]n = y0n + A[t]ysn + e[t]n with

y0n = v00 + v0x Xn + e0n, and (18.13)

ysn = vs0 + vsx Xn + esn,

where the regression of the latent variables (y0, ys) on X in-
cludes intercepts (v00, vs0) and slopes (v0x, vsx). We can
rewrite this model into a compact reduced form,

Y[t]n = [v00 + v0x Xn + e0n] + A[t][vs0 + vsx Xn + esn]
+ e[t]n

= v00 + v0x Xn + e0n + A[t]vs0 + A[t]vsxs Xn

+ A[t]esn + e[t]n
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Figure 18.9 Latent growth as a path diagram with mixed-effects or multi-
level predictors (from McArdle & Epstein, 1987; McArdle, 1989).
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X
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= [v00 + A[t]vs0 + v0x Xn + A[t]vsx Xn]

+ [e0n + A[t]esn + e[t]n], (18.14)

and this separates the fixed-effects (first four terms) from the
random components (last three terms). This model is drawn
as a path diagram in Figure 18.9. This diagram is the same as
Figure 18.7, except here we have included the X as a predic-
tor of the levels and slope components. This diagram gives
the basic idea of external variable models, and other more
complex alternatives are considered in later sections.

In this simple latent growth model, as in more complex
models to follow, we can always add other predictors X for
the intercepts and the slopes because these models are
simply latent growth models with “extension variables”
(e.g., McArdle & Epstein, 1987). This kind of model
(Equation 18.13 or 18.14) can also be seen as having two
levels—a first-level equation for the observed scores, and a
second-level equation for the intercepts and slopes. For
these reasons, such models have been termed random-
coefficients or multilevel models, slopes as outcomes, or
mixed-effects models (Bryk & Raudenbush, 1987, 1992;
Littell et al., 1996). Variations on these models can be com-
pared for goodness-of-fit indices, and we can examine
changes in the model variance explained at both the first
and second levels (see Snyders & Boskers, 1995). In any
terminology, the between-group differences in the within-
group changes can be represented by the parameters in the
model of Figure 18.9.

Group Differences in Growth Using Multiple 
Group Models

The previous models used the idea of having a measured
variable X characterizing the group differences and then ex-
amining the effect of X on the model parameters. However,
this method is limiting in a number of important ways. For
example, some of the classical forms of growth processes,
such as examining different amplitudes and phase shifts (e.g.,
Figure 18.2) are not easy to account for within the single-
group latent growth framework. A more advanced treatment
of the group problem model uses concepts derived from
multiple-group factor analysis (e.g., Jöreskog & Sörbom,
1999; Honr & McArdle, 1992; McArdle & Cattell, 1994). In
these kinds of models, each group, g = 1 to G, is assumed to
follow some kind of latent growth model, such as

Y[t](g)
n = y(g)

0,n + A[t](g)y(g)

1,n + e[t](g)
n

for g = 1 to G, (18.15)

with basis parameters A[t](g) defined by the application.
Figure 18.10 gives a path diagram representing several kinds
of multiple-group growth models (McArdle, 1991; McArdle
& Epstein, 1987; McArdle & Hamagami, 1992). The per-
sons in the groups are assumed to be independent, so this
kind of grouping can only be done for observed categorical
variables (i.e., sex). The first two groups in Figure 18.10 can
be considered as data separated into males or females (or
experimentals and controls). Although not necessary, in
Figure 18.10 we assume some of the Y[t] occasions were
considered incomplete, possibly to represent a collection
gathered at unequal intervals of time. In structural modeling
diagrams (and programs), the unbalanced data for Y[3] and
Y[5] are simply included as latent variables (see McArdle &
Aber, 1990). In any case, this multiple-group model now
allows us the opportunity to examine a variety of invariance
hypotheses.

The multiple-group growth model permits the examina-
tion of the presumed invariance of the latent basis functions,

A[t](1) = A[t](2) = . . . A[t](g) = . . . A[t](G). (18.16)

The rejection of these constraints (based on � 2/df ) implies
that some independent groups have a different basic shape
of the growth curve. This is one kind of model that is not easy
to represent using standard mixed-effects or multilevel mod-
els (Equation 18.13). If a reasonable level of invariance is
found, we can further examine a sequence of other group
differences. For example, we may examine the equality of the
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Figure 18.10 A path diagram of a multiple-group latent growth model (Groups 1 and 2) and the inclusion of with patterns of incomplete data (Groups 3
and 4; from McArdle & Hamagami, 1991, 1992).
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variances of the latent levels and slopes by writing

�(1)

0 = �(2)

0 = . . . �
(g)

0 = . . . �(G)

0 and

�(1)
s = �(2)

s = . . . �(g)
s = . . . �(G)

s .
(18.17)

Other model combinations could include the error devia-
tions (�

(g)
e ), the total slope variance and covariances, and

functions of all the other parameters. We may still consider
the typical mixed-effects group difference parameters when
we examine the invariance of the latent means for initial
levels and slopes. If we assume invariance of latent shapes
(Equation 18.16) and latent variances (Equation 18.17), we

can meaningfully examine

�(1)

0 = �(2)

0 = . . . �
(g)

0 = . . . �(G)

0 and

�(1)
s = �(2)

s = . . . �(g)
s = . . . �(G)

s .
(18.18)

Group differences in the fixed effects can even be coded in
the same way as in the typical mixed-effects analyses. Each
of these multiple-group hypotheses represent a nonlinearity
that may not be possible to examine using a standard mixed-
effects approach.

Multiple-group models can be a useful way to express
problems of incomplete data. Longitudinal data collections

schi_ch18.qxd  9/6/02  12:51 PM  Page 461



462 Growth Curve Analysis in Contemporary Psychological Research

often include different numbers of data points for different
people and different variables, and one good way to deal with
these kinds of statistical problems is to include multiple-
group models that permit different numbers of data points on
each person (e.g., Little & Rubin, 1987; McArdle, 1994). The
third and fourth groups of Figure 18.10 represent persons
with incomplete data on some occasions. In other cases, the
data from any one age may not overlap very much with those
of another group of another age. In order to uniquely identify
and estimate the model parameters from this collection of
data (all four groups), all parameters are forced to be invari-
ant over all groups. This kind of multiple-group model can
be symbolized as

Y[t]n =
∑

g=1,G

(
F(g){y0,n + y1,nA[t] + e[t]n}

)
, (18.19)

where the F(g) is a binary filter-matrix for each group that de-
fines the pattern of complete (1) and incomplete (0) data en-
tries (for further details, see McArdle & Anderson, 1990;
McArdle & Hamagami, 1992). This multiple-group incom-
plete patterning approach is identical to the statistical models
in which we fit structural models to the raw score information
for each person on each variable at each time. The available
information for any subject on any data point (i.e., data at any
occasion) is used to build up a likelihood function, and the
numerical routine is used to optimize the model parameters
with respect to the available data (Neale et al., 1999;
Hamagami & McArdle, 2001).

This method assumes the invariance of all growth para-
meters across different patterns of data is a rigid form of
“longitudinal convergence” (after Bell, 1954; see McArdle &
Bell, 2000). Although invariance is a reasonable goal in many
studies, it is not necessarily a hypothesis that can be tested
with all incomplete patterns (McArdle & Anderson, 1990;
Miyazaki & Raudenbush, 2000; Willet & Sayer, 1995). One
key assumption in our use of these MLE-based techniques is
that the incomplete data are missing at random (MAR; Little
& Rubin, 1987). This assumption does not require the data to
be missing completely at random (MCAR), but MAR does as-
sume there is some observed information that allows us to ac-
count for and remove the bias in the model estimates created
by the lack of complete data (e.g., Hedecker & Gibbons,
1997; McArdle, 1994; McArdle & Hamagami, 1992). In
many cases, this MAR assumption is a convenient starting
point, and allows us to use all the available information in
one analysis. In other cases, invariance of some parameters
may fail for a number of reasons and it is important to evalu-
ate the adequacy of this helpful MAR assumption whenever
possible (e.g., Hedecker & Gibbons, 1997; McArdle, 1994).

Latent Groups Based on Growth-Mixture Models

Another fundamental problem is the discrimination of
(a) models of multiple curves for a single group of subjects
from (b) models of multiple groups of subjects with different
curves. For example, we could have two clusters of people,
each with a distinct growth curve, but when we summarize
over all the people we end up with poor fit because we need
multiple slope factors. One clue to this separation is based on
the higher-order distribution of the factor scores—groups are
defined by multiple peaked distributions in the latent factor
scores. In standard linear structural modeling, these higher-
order moments are not immediately accessible, so the
multiple-factor versus multiple-group discrimination is not
easy. These and other kinds of problems require an a priori
definition of the groups before we can effectively use the
standard multigroup approach.

These practical problems set the stage for a new and im-
portant variation on this multiple-group model—models that
test hypotheses about growth curves between latent groups.
The recent series of models termed growth mixture models
have been developed for this purpose (L. K. Muthen &
Muthen, 1998; Nagin, 1999). In these kinds of analyses, the
distribution of the latent parameters is assumed to come from
a mixture of two or more overlapping distributions. Current
techniques in mixture models have largely been developed
under the assumption of a small number of discrete or proba-
bilistic “classes of persons” (e.g., two classes), often based
on mixtures of multivariate normal distributions. More
formally, we can write this kind of a model as a weighted
sum of curves

Y[t]n =
∑

c=1,C

(
P{cn} · {y(c)

0,n + A[t](c) y(c)
1,n + e[t](c)

n }),

with
∑

c=1,C

(P{cn}) = 1,
(18.20)

where P{cn} is constrained to sum to unity so that it acts as
a probability of class membership for the person in c = 1 to
C classes.

Using growth-mixture models we can estimate the most
likely threshold parameter for each latent distribution (�p, for
the pth parameter) while simultaneously estimating the sepa-
rate model parameters for the resulting latent groups. The
concept of an unknown or latent grouping can be based on a
succession of invariance hypotheses about the growth para-
meters. We can initially separate latent level means and vari-
ances, then separate latent slope means and variances, then
both the level and slope, then on the basis loadings, and so
on. The resulting maximum likelihood estimates yield a fit
that can be compared to the results obtained from more
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restrictive single class models, so the concept of a mixture
distribution of multiple classes can be treated as a hypothesis
to be investigated.

In essence, this growth-mixture model provides a test of
the invariance of growth model parameters without requiring
exact knowledge of the group membership of each individ-
ual. It follows that, as we do in standard discriminant or
logistic analysis, we can also estimate the probability of as-
signment of individuals to each class in the mixture, and
this estimation of a different kind of latent trait can be a
practically useful device. A variety of new program scripts
(e.g., Nagin, 1999) and computer programs (e.g., Mplus, by
L. K. Muthen & Muthen, 1998) permit this analysis.

Results From Fitting Group Growth Models

We have studied a variety of mixed-effect or multilevel mod-
els of the Bradway data. To allow some flexibility here, we
used the same latent basis curve model (M2) but now we add
a few additional variables as predictors. These variables in-
cluded various aspects of demographic (e.g., gender, educa-
tional attainment by age 56, etc.), self-reported health
behaviors (e.g., smoking, drinking, physical exercise, etc.),
health problems (e.g., general health, illness, medical proce-
dures, etc.), and personality measures (e.g., 16 PF factors).
As one example, in a mixed-effects model (see Figure 18.9),
we added gender as an effect-coded variable (i.e., females =
−0.5 and males = +0.5). The results obtained for nonverbal
scales included the latent basis A[t] = [= 0, 0.93, 1.01,
1.06, = 1, .97] as before. But now, in the same model, we
found the males start at slightly lower initial levels
(v0x = −0.06) but had larger positive changes over time
(vsx = 0.30). The addition of gender does not produce large
changes in fit (� 2 = 10 on df = 4), so all gender mean differ-
ences may be accounted for using the latent variables, but
gender does not account for much the variance of the latent
scores (.03, .05). To account for more of this variance we pro-
ceed using basic principles of multiple regression: In a third
model we added educational attainment, in a fourth model we
added both gender and education, and in a fifth model we
added an interaction of sex and education.

Group differences in the Bradway-McArdle data were
also studied using multiple-group growth curves. In a general
model the latent means, deviations, and basis shape of the
changes were considered different for the males and the fe-
males. The key results for males and females show a lack of
invariance for the initial basis hypothesis (A[t](m) = A[t](f),
� 2 = 40 on df = 5). The separate group results show that the
females have a higher basis function, and this implies more
growth over time (e.g., McArdle & Epstein, 1987). This last

result does not deal only with mean differences, but rather
includes both mean and covariance differences, and it may be
worth pursuing. 

Multiple-group growth models have been used in all
prior analyses described here to fit the complete and
incomplete subsets of the Bradway-McArdle data (Fig-
ure 18.6). We compared the numerical results for the com-
plete data (Figure 18.6, Panel A) versus the complete and
incomplete data together (Figure 18.6, Panel A plus Panel
B), and the parameters remain the same. As a statistical test
for parameter invariance over these groups, we calculated
from the difference in the model likelihoods, and these dif-
ferences were trivial (� 2 < 20 on df = 20). This suggests
that selective dropout or subject attrition can be considered
random with respect to the nonverbal abilities. This last re-
sult allows us to combine the complete and incomplete data
sets in the hopes for a more accurate, powerful, and unbi-
ased analysis.

In our final set of multiple-group models, we used the la-
tent mixture approach to estimate latent groupings of models
results for the verbal scores, and some results are graphed
in Figure 18.11. The latent growth model using all the data
was fitted with free basis coefficients and the same fits as
were reported earlier (M2). In a first latent mixture model, we
allowed the additional possibility of two latent classes
(C = 2) with different parameters for the latent means and
variance but assuming the same growth basis. The two-class
growth model (Figure 18.11, Panel A) assumed the same free
basis coefficients as previously, smaller latent variances, and
an estimated class threshold (z = 2.48) separating (a) Class 1
with 92% of the people with high latent means
(�0 = 25, �s = 58), from (b) Class 2 with 8% of the people
with lower latent means (�0 = 16, �s = 53). This two-class
model yielded an likelihood that (assuming these two models
are nested) represents a substantial change in fit (� 2 = 30 on
df = 3). This result suggests that a small group of the
Bradway persons may have started at a lower average score
with a smaller change. A sequence of parameters were com-
pared under the assumption of two classes, and the final result
is presented in Figure 18.11, Panel B. The two-class growth
model yielded an estimated class threshold (z = −0.72) sep-
arating two classes with 33% and 67% of the people. The first
class seems to have a higher starting point and lower vari-
ability, but the plots of Figure 18.11b seem to show the two
curves converge in adulthood. Although this is an interesting
possibility, this complete two-class growth-mixture model
yielded only a small improvement in fit (L = −1628,

� 2 = 34, on df = 12), so we conclude that only one class of
persons is needed to account for the basic growth curves un-
derlying these data.
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Figure 18.11 Bradway-McArdle verbal score expectations from latent growth-mixture models; Model 1 includes two
classes with free means and covariances, and Model 2 is the same with adds four free basis coefficients.

GROWTH CURVE MODELS FROM A
DYNAMIC PERSPECTIVE

Growth Models Based on Dynamic Theory

The linear models previously presented can be used to de-
scribe a variety of nonlinear shapes, but other models have
explicitly included nonlinear functions of the parameters. The
development of many of these nonlinear models was based on
differential equations as an expression of changes as a func-
tion of time: that is, dynamic changes. For example, we can
write an exponential growth model (see Figure 18.3) as

dy/dt = 	y[t] so y[t] = y[0] + exp(−	t). (18.21)

where the instantaneous derivative (dy/dt) of the score (y) is
a proportional function (	) of the current size of the score
( y[t]). This change model leads to the integral equation with
change over time in the score based on an initial starting
point (y[0], sometimes set to zero) with an exponential accu-
mulation (exp) based directly on the growth rate parameter
(	). In classical forms of this model, the rate of change is de-
fined as a linear function of the percentage of initial size (e.g.,
compound interest).

In contemporary nonlinear model fitting, we can add indi-
vidual differences to this model in several ways. One ap-
proach that is consistent with our previous growth models is
to simply rewrite the derivative and integral equations as

dyn/dt = 	y[t]n so Y[t]n = y0,n + A[t]ys,n + e[t]n

with A[t] = 1 − exp(−	t). (18.22)

In this approach, the classic nonlinear exponential model
(Equation 18.21) is now in the form of a latent growth curve
with structured loadings (as in Browne & duToit, 1991;
McArdle & Hamagami, 1996). Individual trajectories start at
different initial levels, but then rise or fall in exponential
fashion towards some asymptotic values. In this approach,
the group curve is based on the latent means and is not based
on an averaging of exponential functions (cf. Keats, 1983;
Tucker, 1966). This common factor approach allows us to use
current computing techniques to examine the empirical fit of
this nonlinear model.

A related approach has been used with a form of the von
Bertalanffy model,

dyn/dt = (�n g[t]n) − (

n − d[t]�n

)
, so

Y[t]n = y0,n + [exp(−�t) − exp(−
t)]ys,n + e[t]n, (18.23)

where � = the rate of growth, 
 = the rate of decline, and
� = some relationship between the two components. In this
simplified form (i.e., � = 1), there is only one slope (ys) and
one nonlinear set of A[t], but we interpret this as separate
growth and decline phases of an underlying continuous latent
process. The parameters also yield estimated score peaks
(dy/dt = 0) and valleys (d2y/dt2 = 0) with individual differ-
ences (e.g., McArdle, Ferrer-Caja, Hamagami, & Woodcock,
in press; Simonton, 1989).

Several alternative growth curve models have been devel-
oped from dynamic change equations with more parameters.
A logistic curve can be written as

dyn/dt = �n y[t]n(
n − y[t]n) so

Y[t]n = y0,n + �n/[1 + exp{
n − �nt}] + e[t]n (18.24)
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with � = the asymptote, 
 = an influence on the slope (i.e.,
the slope is �
/4), and � = the location of maximum veloc-
ity. The expression allows for three individual differences
terms with structured loadings (see Browne & du Toit, 1991).
A related model is the Gompertz growth curve, written as

dyn/dt = �n y[t]n exp(
n − y[t]n) so

Y[t]n = y0,n + �n exp(−
n exp{[t − 1]�n}) + e[t]n,

(18.25)

with � = the asymptote, 
 = the distance from the asymptote
on the first trial, and � = the rate of change. Browne and duToit
(1991) clearly showed how this model could be rewritten as a
latent growth curve with structured loadings, including inter-
pretations of individual differences in the rates of growth.

The Preece-Baines family of models start with a deriva-
tive based on some predefined function of t ( f{t}) and some
asymptotic value (y[�]). To obtain logistic models (Equa-
tion 18.24), the functional form used a proportional distance
from the starting point ( f {t} = �{y0,n − y[t]}). In other mod-
els, this function was the simple rate parameter f {t} = 	, so

dyn/dt = 	{y[t]n − y[�]n} so

Y[t]n = y0,n + (exp{−(t − 1)	})y[�]n + e[t]n

(18.26)

where the amount of change is a function of the distance from
the asymptote. This approach allows us to obtain a form of
the partial adjustment model of Coleman (1968; McArdle &
Hamagami, 1996). These models seem to have practical
features for the description of individual changes over long
periods of time (see Hauspie et al., 1991; Nesselroade &
Boker, 1994).

Growth Curve Models Using Connected Segments

Complex linear and nonlinear models can be used to repre-
sent growth. Some models share the common feature of
a piecewise analysis applied to different age or time
segments—that is, the model considers the possibility that a
specific dynamic process does not hold over all time periods.
In the simplest cases, we may assume that growth is linear
over specific periods of time, and these times are connected
by a critical knot point—this leads to a conjoined or linear
spline model (e.g., Bryk & Raudenbush, 1992; Smith, 1979).
If we assume one specific cutoff time (t = C), we can write

if (t = C), then Y[t]n = y0,n + e[t]n but

if (t < C), then Y[t]n = y0,n + A1[t] y1,n + e[t]n but

if (t > C), then Y[t]n = y0,n + A2[t] y2,n + e[t]n. (18.27)

where the latent growth basis is different before (A1[t]) and
after (A2[t]) the cut point. This piecewise linear model as-
sumes the first component (y0) is the score at the cutoff, the
second component (y1) is the slope score before the cutoff,
and the third component (y2) is the slope score after the cut
point. As before, the fixed effects (means �0, �1, �2) de-
scribe the group curve, but the random coefficients (y0, y1, y2)
have variances and covariance and account for the individual
differences in curves across all observations.

In some growth data sets, it is possible to estimate optimal
cut points (t = Cn) as an operationally independent random
component (see Cudeck, 1996). Unless the cut points are es-
timated, this model may require a relatively large number of
fixed and random parameters to achieve adequate fit. In a re-
cent mixed-effects analysis, Cudeck & du Toit (2001) fol-
lowed previous work (e.g., Seber & Wild, 1989) and used a
“segmented polynomial” nonlinear mixed model based on an
individual a latent transition point for each individual. This
model can be written in our notation as

Y[t]n = y0,n + y1,n A[t] + y2,n(A[t] − y3,n)2 + e[t]n,

| A[t] ≤ y3,n and

Y[t]n = y0,n + y1,n A[t] + e[t]n, | A[t] > y3,n,

(18.28)

where the parameter y3 is the value of A[t] when the polyno-
mial of the first phase changes to the linear component of the
second phase. Important practical suggestions about fitting
multilevel nonlinear curves were presented by Cudeck and
DuToit (2001).

These segmented or composite models have also been a
mainstay of nonlinear modeling. For example, the segmented
logistic model (see Bock, 1975; Bock & Thissen, 1980) can
be written as a trajectory where

Y[t]n =
∑

k=1,K

[αk,n/(1 + exp{βk,n − γk,n t})] + e[t]n

(18.29)

is the sum of k = 1 to K logistic age-segments. Within each
segment, �k = the asymptote, 
k = an influence on the slope
(i.e., the slope is �k
k/4), �k = the location of maximum ve-
locity, and no intercept is fitted. Within each segment, the rate
of growth exhibits early increases, reaches a maximum (peak
growth velocity), and decreases towards the asymptote; the
final value of one segment is used as the starting value of the
next segment. While each segment has a simple logistic
curve, the overall curve fitted (e.g., over the full life span) has
a particularly complex nonlinear form. These composite
models allow for different dynamics at different ages, and
this represents an important innovation.
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Growth Models Based on Latent Difference Scores

The complexities of fitting and extending the previous dy-
namic models have limited their practical utility. In recent re-
search we have considered some ways to retain the basic
dynamic change interpretations but use conventional analytic
techniques. This has led us to recast the previous growth
models using latent difference scores (see McArdle, 2001).
This approach is not identical to that represented by the dif-
ferential equations considered earlier (e.g., Arminger, 1987;
Coleman, 1968), but it offers a practical approximation that
can add clear dynamic interpretations to traditional linear
growth models. 

In the latent difference approach, we first assume we have
a pair of observed scores Y[t] and Y[t − 1] measured over a
defined interval of time (�t = 1), and we write

Y[t]n = y[t]n + e[t]n, Y[t − 1]n = y[t − 1]n + e[t − 1]n

and y[t]n = y[t − 1]n + �y[t]n (18.30)

with corresponding latent scores y[t] and y[t − 1], and error
of measurements e[t] and e[t − 1]. It follows that by simple
algebraic rearrangement, we can define

y[t]n = y[t − 1]n + �y[t]n so

�y[t]n = (y[t]n − y[t − 1]n)
(18.31)

where the additional latent variable is directly interpreted as
a latent difference score. This simple algebraic device allows
us to generally define the trajectory equation as

Y[t]n = y0,n +
(∑

i=1,t

�y[i]n

)
+ e[t]n (18.32)

where the summation (
∑

i=1,t) or accumulation of the latent
changes (�y[t]) up to time t is included. In this latent differ-
ence score approach, we do not directly define the A[t] coef-
ficients, but instead we directly define changes as an
accumulation of the first differences among latent variables. 

This latent difference score (�y[t]n) of Equation 18.31 is
not the same as an observed difference score (�Y[t]n) be-
cause the latent score is considered after the removal of
the model-based error component. Although this differ-
ence �y[t]n is a theoretical score, it has practical value
because now we can write any structural model for the latent
change scores without immediate concern about the resulting
trajectory (as in McArdle, 2001; McArdle & Hamagami,
2001; McArdle & Nesselroade, 1994). For example, Coleman

(1968) suggests we write a change model for consecutive
time points as

�y[t]n = 	(ya,n − y[t − 1]n), (18.33)

where ya is a latent asymptote score that is constant over time,
and the 	 describes the proportional change based on the cur-
rent distance from the asymptote (i.e., partial adjustment; see
Equation 18.26). A slightly more general change expression
model is written as 

�y[t]n = �ys,n + 
y[t − 1]n (18.34)

where the ys is a latent slope score that is constant over time,
and the � and 
 are coefficients describing the change. This
second expression (Equation 18.34) is more general because
we can add restrictions (� = 	, 
 = −	) and obtain the first
expression (Equation 18.33). We refer to this as a dual
change score (DCS) model because it permits both a system-
atic constant change (�) and a systematic proportional
change (
) over time, and no stochastic residual is added
(i.e., z[t]; see McArdle, 2001). This is an interesting linear
model because the expectations lead to a mixed-effects
model trajectory with a distinct nonlinear form (e.g., A[t] in
Equation 18.22), but the corresponding accumulation of dif-
ferences (Equation 18.32) remains unchanged. 

One advantage of this approach is that this dynamic model
can fitted using standard structural modeling software. The
structural path diagram in Figure 18.12 illustrates how the la-
tent change score model (Equations 18.30–18.34) can be
directly represented using standard longitudinal structural
equation models. This set of equations is drawn in Fig-
ure 18.12 by using (a) unit-valued regression weights among
variables by fixed nonzero constraints (as in McArdle &
Nesselroade, 1994), (b) a constant time lag by using
additional latent variables as placeholders (as in Horn &
McArdle, 1980), (c) each latent change score as the focal
outcome variable, and (d) a repetition (by equality con-
straints) of the � and 
 structural coefficients. Following the
standard linear growth models, we assume the unobserved
initial-level component (y0) has a mean and variance 

(
i.e., �0

and �2
0

)
, while the error of measurement has mean zero, has

constant variance �2
e > 0), and is uncorrelated with every

other component. As in the linear change model of Figure
18.7, the constant change component (ys) has a nonzero mean
(i.e., �s, the average of the latent change scores), a nonzero
variance (i.e., �2

s , the variability of the latent change scores),
and a nonzero correlation with the latent initial levels (i.e.,
�0s). As in other latent growth models, the numerical values
of the parameters � and 
 can now be combined to form
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Figure 18.12 A reinterpretation and extension of the latent growth model as a latent
difference score structural model, including both additive (�) and proportional (	) change
parameters (see McArdle, 2001).

many different kinds of individual and group trajectories over
age or time, including the addition of covariates. All these
features are apparent without directly writing or specifying a
model for the full trajectory over time.

Results From Fitting Dynamic Growth Models

To illustrate some of these dynamic growth models, the
Bradway-McArdle Non-Verbal data were fitted (using Mx
and NLMIXED). A new model (M4) based on the partial ad-
justment model (as described in Equation 18.26) required
four free parameters with individual differences in the initial-
level variance (an asymptote) and in the latent slope (the dis-
tance from asymptote) parameters. This model requires all
loadings to have be an exponential function formed from a
single rate parameter (estimated at 	 = −0.16), and the
resulting expected trajectory is drawn as the solid line in Fig-
ure 18.9. In contrast to the shape of previous latent basis
model, this is an exponential shape that rises rapidly and then
stays fairly constant at the asymptote (or equilibrium point)
from age 42 to age 65.

This model fit was not as good as that of the latent basis
model, but the difference is relatively small compared to
the difference in degrees of freedom (� 2 = 59 on df = 3),
the error variance is similar (from �e{M2} = 5.1 to
�e{M4} = 6.5). Unlike the latent basis model, this negative
exponential model makes explicit predictions at all ages (e.g.,
Equation 18.26 for �[22] = 82.7). A second model was fit
allowing individual stochastic differences (random coeffi-
cients) in the rate parameter (	n). The resulting fitted curves
show only a small change in the average rate (	 = −0.15),

the random variance of these rates is very small (�	 < .01),

and the fit is not much better than that of the simpler partial
adjustment model (� 2 = 14, df = 4, σe{M5} = 5.8).

The comparison of the latent basis (M2) and the partial ad-
justment models (M4 or M5) suggests that the decline in non-
verbal intellectual abilities by age 65 is relatively small. The
expectations from these two models yield only minor depar-
tures of the exploratory latent basis model (M2) from the par-
tial adjustment model (M4). The further comparison of the
stochastic adjustment (M5) and the partial adjustment (M4)
model suggests that the same shape of change in nonverbal
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intellectual abilities call be applied to all persons. Although
these analyses illustrate only a limited set of substantive
hypotheses about dynamic growth processes, these are key
questions in aging research. 

An example of the segmented models fitted to the Bradway-
McArdle data has been published by Cudeck & DuToit (2001).
Using data from persons who had data on at least one of the last
three occasions (N = 74), these authors fit a nonlinear mixed
model based on Equation 18.32 and found an estimated transi-
tion age (
3 = 18.6, �3 = 0.60) where the polynomial of the
first phase changes to the linear decline component (
1 =
−.141, �3 = 0.05; 
2 = −.571) of the second phase. The es-
timated mean response shows a growth curve with rapid
increases and gradual decline (after Age[t] = 18.6). The vari-
ability of these estimated parameters allows for a variety of
different curves, and some of these are drawn in Figure 18.13.
“Although the trend is decreasing overall, a few individuals
actually exhibit increases, while for others the response is es-
sentially constant into old age. . . . The two individuals in Fig-
ure (A) had large differences in intercepts, 
i0 (70.8 versus
91.9); those in Figure (B) had large differences in slopes, 
i1

(−.32 versus 0.04); those in Figure (C) had large differences in
transition age, 
i3 (14.1 versus 23.6)” (Cudeck & duToit,
2001; p. 13). The addition of individual differences in transi-
tion points contributes to our understanding of these growth
curves.

Four alternative latent difference score models (Fig-
ure 18.12) were fitted to the nonverbal scores (Figure 18.6). To
facilitate computer programming (e.g., Mx) the original data
were rescaled into 5-year age segments (i.e., 30 to 35, 35 to 40,
etc.). A baseline no-change model (NCS) was fitted with only
three parameters and the results using this approach were com-
parable to those of the baseline growth model (M0). This was
also true for a constant change score (CCS; � only) model, and
the result was identical to that of the linear basis model (M1).
The proportional change model (PCS; 
 only), not fit earlier,
shows a minor improvement in fit (� 2 = 5 on df = 1).

To fit the dual change model (Equation 18.34), the addi-
tive slope coefficient was fixed for identification purposes
(� = 1), but the mean of the slopes was allowed to be free
(�s). This allowed estimation of the effects for nonverbal
with (a) inertial effects (	 = −1.38), (b) initial-level means
(�0 = 32) at Age = 5, and (c) a linear slope mean (�s = 81)
for each 5-year period after Age = 5. The goodness-of-fit of
the DCS model can be compared to that of every other nested
alternative, and these comparisons show the best fit was
achieved using this model (� 2 = 785 on df = 2; � 2 = 485
on df = 1; � 2 = 385 on df = 1). From these results we cal-
culate the expected group trajectories and the 5-year latent
change accumulation as the combination of Equations 18.32

and 18.34, and we find the expected trajectory over time for
the nonverbal variable represented in this way is the same
as the previous nonlinear solid line in Figure 18.9 (see
Hamagami & McArdle, 2001). This dynamic result is ex-
plored more in the next section.

MULTIPLE VARIABLES IN LATENT GROWTH
CURVE MODELS

Including Measurement Models Within Latent 
Growth Analyses

Previous research on growth models for multiple variables
has considered the application of standard multivariate
models to growth data (e.g., Harris, 1963; Horn, 1972). A

Figure 18.13 Fitted curves for selected individuals from the segmented
growth model (from Cudeck & du Toit, 2001).
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parsimonious alternative that has been explored in prior work
is the inclusion of a so-called measurement model embedded
in these dynamic structural models (for references, see
McArdle, 1988; McArdle & Woodcock, 1997). This can be
fitted by including common factor scores ( f [t]), proportion-
ality via factor loadings (y, x), and uniqueness (uy, ux). We
could write a model as

Y[t]n = vy + y fn + uy,n, and

X[t]n = vx + x fn + ux,n,
(18.35)

so that each score is related to a common factor ( f [t]) with
time-invariant factor loadings (j), unique components (uj),

and scaling intercepts (vj). We can then consider whether all
latent changes in these observed scores are characterized by
the growth parameters of the common factor scores

f [t]n = f0,n + Af [t] fs,n + ef [t]n. (18.36)

This common factor growth model is drawn as a path dia-
gram in Figure 18.14. We can also recast these common
factor scores into a latent difference form of

f [t]n = f [t − 1]n + �f [t]n and

� f [t]n = �f fs,n + 
f f [t − 1]n ,
(18.37)

so that the dynamic features of the common factors are
estimated directly (e.g., Figure 18.12).

The expectations from this kind of a model can be seen as
proportional growth curves, even if the model includes addi-
tional variables or factors. If this kind of restrictive model of
changes in the factor scores among multiple curves provides
a reasonable fit to the data, we have evidence for the dynamic
construct validity of the common factor (as in McArdle &
Prescott, 1992). To the degree multiple measurements are
made, this common factor hypothesis about the change pat-
tern is a strongly rejectable model (e.g., McArdle, Ferrer-
Caja et al., in press; McArdle & Woodcock, 1997). In either
form (Equation 18.36 or Equation 18.37) this multivariate
dynamic model is highly restrictive, so it may serve as a com-
mon cause baseline that can help guide the appropriate level
of analysis (as in McArdle & Goldsmith, 1990; Nesselroade
& McArdle, 1997).

One explicit assumption made in all growth models is that
the scores are adequate measures of the same construct(s)
over all time and ages. This assumption may be evalu-
ated whenever we fit the measurement hypothesis (i.e., is
�[t] = �[t + 1]?). It may be useful to examine the assump-
tion of metric factorial invariance over occasions without the

necessity of a simple structure basis to the measurement
model (Horn & McArdle, 1992; McArdle & Cattell, 1994;
McArdle & Nesselroade, 1994). However, in long-term
longitudinal data collections, we often use repeated measures
models when different variables measuring the same con-
structs were used at different ages. The basic requirements of
meaningful and age-equivalent measurement models are a
key problem in the behavioral sciences, and future research is
needed to address these fundamental concerns (see Burr &
Nesselroade, 1990; Fischer & Molenaar, 1995). 

Modeling Interrelationships Among Growth Curves

The collection of multiple variables at each occasion of mea-
surement leads naturally to questions about relationships
among growth processes and multivariate growth models.
The early work on this topic led to sophisticated models based
on systems of differential equations for the size of multiple
variables. In one comprehensive multivariate model, Turner
(1978) extended the simple growth principles to more vari-
ables, and permitted an examination of biologically important
interactions based on the size and sign of the estimated para-
meters (see Griffiths & Sandland, 1984). Multivariate re-
search in the behavioral sciences has not gone as far yet, and
seems to have relied on advanced versions of the linear
growth models formalized by Rao (1958), Pothoff and Roy
(1964), and Bock (1975).

Some recent structural equation models described in the
statistical literature have emphasized the examination of par-
allel growth curves, including the correlation of various com-
ponents (McArdle, 1988, 1990; Willett & Sayer, 1994). The
models fitted here can be represented in latent growth
notation for two variables by

Y[t]n = y0,n + Ay[t] ys,n + ey[t]n and

X[t]n = x0,n + Ax[t] xs,n + ex[t]n ,
(18.38)

where Y[t] and X[t] are two different variables observed over
time, there are two basis functions (Ay[t] and Ax[t]), and

E{y0, x0} = �y0,x0, E{y0, xs} = �y0,xs,

E{ys, x0} = �ys,x0, and E{ys, xs} = �ys,xs ,
(18.39)

and all covariances (�y[i],x[ j]) are allowed among the com-
mon latent variables. A path diagram of this bivariate growth
model is presented in Figure 18.15.

This set of structural equations has been used to examine
a variety of substantive hypotheses. One hypothesis relies on
the equality of the basis coefficients (e.g., Ay[t] = Ax[t]) to
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Figure 18.15 A path diagram representing a bivariate latent growth model for multiple vari-
ables (from McArdle, 1989). 

examine the overall shape of the two curves. Interpretations
have also been made about the size and sign of nonzero co-
variance of initial levels (i.e., |�y0,x0| > 0) and covariance of
slopes (i.e., |�ys,xs| > 0), but these interpretations are lim-
ited. These random coefficients reflect individual similarities
in the way persons start and change over time across different

variables, and these are key features for some researchers
(e.g., Duncan & Duncan, 1995; Raykov, 1999; Willet &
Sayer, 1994). However, it should be noted that this simple re-
lationship is not time-dependent, so it may not fully charac-
terize the interrelationships over time. This might lead us to
consider other, more elaborate models for the time-dependent

Figure 18.14 A path diagram of a multiple variable measurement model with a latent “curve
of factor scores” (McArdle, 1988).
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interrelationships among the measures. That is, if we think
one of these variables is responsible for the growth in the
other, then we might need to fit a related but decidedly differ-
ent set of models. The next section presents some advanced
models used to solve these kinds of problems.

Multivariate Dynamic Models of Determinants
of Changes 

The previous models use information about the time-
dependent nature of the scores, and there are several exten-
sion of these models of interest in multivariate growth curve
analysis (Arminger, 1987; Nesselroade & Boker, 1994). One
of the most basic extensions is the combination of a measure-
ment model with a dual change score model among common
factor scores. This kind of model was displayed earlier in
Figure 18.14 but can now be extended into Figure 18.15.
In other extensions, we may be interested in a combination of
several previous models, including parallel growth curves
and time-varying covariates. 

Suppose a new variable X[t] is measured at multiple occa-
sions and we want to examine its influence in the context of a
growth model for Y[t]. One popular model used in multilevel
and mixed-effects modeling is based on the analysis of co-
variance (Equation 18.13) with X[t] as a time-varying predic-
tor. In our notation we can write

Y[t]n = y0:xn + A[t]ys:x,n + � X[t]n + e[t]n (18.40)

where the � are fixed (group) coefficients with the same
effect on Y[t] scores at all occasions. In this case the growth
parameters (�0:x, �s:x, �s:x , etc.) are conditional on the ex-
pected values of the external X[t] variable. By taking first dif-
ferences we find that this model implies the true score change
over time is

�y[t]n = �A[t] ys:x,n + � �X[t]n, (18.41)

so the basis coefficients still reflect changes based on a con-
stant slope ( ys:x) independent of X[t], and the new coefficient
(�) represents the effect of changes in X (i.e., �X[t]) on
changes in Y (i.e., �y[t]). This time-varying covariate model
is relatively easy to implement using available mixed-effects
software (e.g., Sliwinski & Buchele, 1999; Sullivan,
Rosenbloom, Lim, & Pfefferman, 2000; Verbeke &
Molengerghs, 2000; cf. McArdle, Hamagami, et al., in press). 

Modeling for multiple variables over time has been con-
sidered in the structural modeling literature. For many re-
searchers, the most practical solution is to fit a cross-lagged
regression model (see Cook & Campbell, 1977; Rogosa,

1978). This model can be written for latent scores as 

y[t]n = vy + �y y[t − 1]n + �yx x[t − 1]n + ey[t]n, and

x[t]n = vx + �x x[t − 1]n + �xy y[t − 1]n + ex[t]n, (18.42)

where we assume a complementary regression model for
each variable with auto-regressions (�y, �x) and cross-
regressions (�yx, �x) for time-lagged predictors. This model
yields a set of first difference equations that are similar to
Equation 18.41, where each change model has zero intercept
and the lagged changes. The cross-lagged coefficients (�) are
interpreted as the effect of changes (e.g., �x[t]) on changes
(e.g., �y[t]), and form the basis for the critical hypotheses
(e.g., �yx > 0 but �xy = 0).

The literature on nonlinear dynamic models has also dealt
with similar multivariate issues, but clear examples are not
easy to find. One dynamic bivariate model based on the par-
tial adjustment concept was proposed by Coleman (1968)
and Arminger (1987) using different techniques for estima-
tion. This model can be written in difference score form as a
set of simultaneous equations where

�y[t]n = 	y(ya,n − y[t − 1]n) with

ya,n = �y + �yx x[t − 1]n,

and

�x[t]n = 	x(xa,n − x[t − 1]n) with

xa,n = �x + �xy y[t − 1]n. (18.43)

In this model we include pairs of latent asymptotes (ya and
xa), rates of adjustment (	y and 	x), intercepts (�y and �x),

and cross-effects (�yx and �xy). The partial adjustment sys-
tem has some features of a multilevel model for intercepts
and slopes (Equation 18.13). 

Now, following our previous latent difference scores
model, we can also write a bivariate dynamic change score
model as

�y[t]n = �y ys,n + 
y y[t − 1]n + �yx x[t − 1]n, and

�x[t]n = �x xs,n + 
x x[t − 1]n + �xy y[t − 1]n, (18.44)

where we assume a complementary dual change score model
for each variable. In the first part of each change score we as-
sume a dual change score model represented by parameters �
and 
. This model also permits a coupling parameter (�yx)

representing the time-dependent effect of latent x[t] on y[t],
and another coupling parameter (�xy) representing the time-
dependent effect of latent y[t] on x[t]. If we restrict the
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Figure 18.16 A path diagram representing a bivariate latent difference score structural model; each variable is allowed dual changes within vari-
ables (� = additive and 	 = proportional) as well as covariance (�) and coupling (� ) across variables (from McArdle & Hamagami, 2001).
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parameters of Equation 18.44 so that � = −
, then this
model is a reduced form of the partial adjustment system
(Equation 18.43). This model is close to the partial adjust-
ment system (Equation 18.43) but is not the same as time-
varying covariate models (Equation 18.41) or cross-lagged
models (Equation 18.42)—the latent changes in this system
of equations have an intercept (�) and the coupling parame-
ters (�) are direct effects from prior time-varying levels
(x[t − 1] and y[t − 1]). Results from these alternative mod-
els can be quite different (see McArdle & Hamagami, 2001).

This bivariate dynamic model is described in the path dia-
gram of Figure 18.16. Again the key features of this model
include the used of fixed unit values (to define �y[t] and
�x[t]) and equality constraints (for the �, 
, and � parame-
ters). These latent difference score models can lead to more
complex nonlinear trajectory equations (e.g., nonhomoge-
neous equations) but these can be described simply by writ-
ing the respective bases (Aj[t]) as the linear accumulation of
first differences (Equation 18.31) for each variable.

On a formal basis, however, this bivariate dynamic model
of Equation 18.44 permits hypotheses to be formed about

(a) parallel growth, (b) covariance among latent components,
(c) proportional growth, and (d) dynamic coupling over time.
That is to say, in addition to the previous restrictions on the
dynamic parameters (� = 0, � = 1, and/or 
 = 0) we can
focus on evaluating models in which one or more of the cou-
pling parameters is restricted (i.e., �yx = 0 and/or �xy = 0).

If only one of these coupling parameters is large and reliable,
we may say we have estimated a coupled dynamic system
with leading indicators in the presence of growth. To the de-
gree these parameters are zero, we can say we have estimated
an uncoupled system. Additional descriptions of the relevant
dynamic aspects of these model coefficients, including the
stability or instability of long run behaviors, can be evaluated
from additional calculations (e.g., eigenvalues and equilib-
rium formulas; Arminger, 1987; Tuma & Hannan, 1984). Ad-
ditional information can also come from a visual inspection
of the bivariate expectations (after Boker & McArdle, 1995).

By combining some aspects of the previous sections, we
can now represent a group difference dynamic change score
model in at least three different ways. Assume C is a ob-
served vector describing some kind of group differences
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(e.g., effect or dummy codes, for g = 1 to G groups.). If so,
we can consider a model whereby the group contrasts (Cn)
have a direct effect on the latent change

�y[t]n/�t = �y ys,n + 
y y[t − �t]n

+ �yx x[t − �t]n + �y Cn , (18.45)

with group coefficient �y. Alternatively, we can write a
model in which the contrasts have direct effects on the latent
slopes

�y[t]n/�t = �y ys,n + 
y y[t − �t]n + �yx x[t − �t]n

with ys,n = �0 + �cCn + ez[t]n. (18.46)

Finally, we can write a model in which multiple groups
(superscripts g) are used to indicate independent group
dynamics,

�y[t](g)
n /�t = �(g)

y y[s](g)
n + 
(g)

y y[t − �t](g)
n

+ �(g)
yx x[t − �t](g)

n . (18.47)

In the first model (Equation 18.45), we add the group con-
trasts as a covariate in the difference model. In the second
model (Equation 18.46), we add a multilevel prediction
structure of the dynamic slopes. In the third model (Equa-
tion 18.47), we indicate a potentially different dynamic para-
meter for each group. This third model can be fitted and used
in the same way as any multiple-group models can (e.g.,
McArdle & Cattell, 1995; McArdle & Hamagami, 1996).

Results From Fitting Multiple Variable Growth Models 

Measurement problems arise in the fitting of any statistical
model with longitudinal data, and these issues begin with
scaling and metrics. Our first problem with the Bradway-
McArdle data comes from the fact that the Stanford-Binet
(SB) was the measure administered at early ages (4, 14, 30)
and the Wechsler Adult Intelligence Scale (WAIS) was used
at the later ages (30, 42, 56, 64). Although these are both
measures of intellectual abilities, they are not scored in the
same way, and they may measure different intellectual abili-
ties at the same or at different ages. These data were exam-
ined using a set of structural equation models with common
factors for composite scores from the SB and the WAIS. 

The initial structural equation model was based on infor-
mation from the age 30 data in which both measurements
were made, and assumed invariance across all measures at
other occasions. In model fitting, the factor loading of the
first variable was fixed (�y = 1) to identify the factor scores,

and the other loading (�x = .84) was estimated and required
to be invariant over all times of measurement. The results
quickly showed a single common factor model does not pro-
duce a good fit (� 2 = 473, df = 34) even though most of
the parameter estimates seem reasonable (�x = 1.39;
�f = .06; �s f = 5.3). In subsequent analyses, the items in
each scale (SB & WAIS) were separated on a theoretical
basis—some were considered as verbal items, and these were
separated from the items that were considered as nonverbal
items in each scale (memory and number items were sepa-
rated; see Hamagami, 1998; McArdle et al., 2002). The
single-factor model was refitted to each new scale, and these
models fit much better than before (� 2 = 63, df = 32). At
least two separate constructs were needed to reflect the time-
sequence information in the interbattery data. 

Next we followed the early work of Bayley (1956; see
Figure 18.4), and we created longitudinal scores with equal
intervals by using some new forms of item response theory
(IRT) and latent trait models (Embretson, 1996; Fisher, 1995;
McDonald, 1999). From these analyses, we formed a scoring
system or translation table for each construct from the SB and
WAIS measures by using IRT calibration (using the MSTEPS
program) based on the data from the testing at age 30, in
which both the SB & WAIS were administered. These analy-
ses resulted in new and (we hope) age-comparable scales for
the verbal and nonverbal items from all occasions (as dis-
played in Table 18.1 and Figure 18.6). 

Several alternative verbal-nonverbal bivariate coupling
models were fitted to the data (for details, see McArdle,
Hamagami, et al., in press). A first model included all the bi-
variate change parameters described previously (Equation
18.44). This includes six dynamic coefficients (two each for
�, 	, � ), four latent means (�), six latent deviations (�), and
six latent correlations (� ). This model was fitted with
N = 111 individuals with at least one point of data and 498
individual data observations, and it yields an overall fit
(L = 7118) that was different from that of a random baseline
(� 2 = 379 on df = 16). The group {and individual} trajecto-
ries of the best-fitting model can be written for the verbal
(V[t]) and nonverbal (N[t]) scores in the following way 

V [t]n = 15.4 {±1.3} +
(∑

i=1,t

�V [t]n

)
+ 0 {±4.7}, and

N [t]n = 33.4 {±7.8} +
(∑

i=1,t

�N [t]n

)
+ 0 {±11.5}, with

σy0x0 = .77, σy0xs = .90, σysx0 = .08, σysxs = −.05.

(18.48)
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More fundamentally, the respective latent change scores
were modeled as

�V [t]n = −10.1 {±11.2}Vs,n + −0.99 V [t − 1]n

+ 1.02N [t − 1]n, and

�N [t]n = 34.6{±4.3}Ns,n + −0.28N [t − 1]n

+ −0.16 V [t − 1]n

(18.49)

The fitting of a sequence of alternative models suggested
some systematic coupling across the V[t] and N[t] variables.
Three additional models were fit to examine whether one or
more of the coupling parameters (� ) were different from
zero. In the first alternative model, the parameter represent-
ing the effect of N[t] on �V [t] was fixed to zero (�x = 0),
and this led to a notable loss of fit (� 2 = 123 on df = 1). The
second alternative assumed no effect from V[t] on
�N [t] (�y = 0), and this is a much smaller loss of fit
(� 2 = 27 on df = 1). Another model was fit in which no cou-
pling was allowed (�x = 0 and �y = 0), and this resulted in a
clear loss of fit (� 2 = 126 on df = 2). These results suggest a
dynamic system in which the nonverbal ability is a positive
leading indicator of changes on verbal ability, but the nega-
tive effect of verbal ability on the nonverbal changes is not as
strong. The parameters listed previously are specific to the
time interval chosen (i.e., �t = 5), and any calculation of the
explained latent variance requires a specific interval of age.
These seemingly small differences can accumulate over
longer periods of time, however, so the N[t] is expected to
account for an increasing proportion of the variance in �V [t]
over age.

These mathematical results of these kinds of models can
be also displayed in the pictorial form of a vector field plot of
Figure 18.17 (for details, see McArdle, Hamagami, et al., in
press). This allows us to write the model expectations in a rel-
atively scale-free form: Any pair of coordinates is a starting
point (y0, x0), and the directional arrow is a display of the
expected pair of 5-year changes (�y, �x) from this point.
These pictures show an interesting dynamic property—the
change expectations of a dynamic model depend on the
starting point. From this perspective, we can also interpret
the positive level-level correlation (�y0,x0 = .77), which de-
scribes the placement of the individuals in the vector field,
and the small slope-slope correlation (�ys,xs = −.05), which
describes the location of the subsequent scores for individu-
als in the vector field. In any case, the resulting flow shows a
dynamic process in which scores on nonverbal abilities have
a tendency to impact score changes on the verbal scores, but
there is no notable reverse effect.

Additional models were fit to examine a common growth
factor model proportionality hypothesis. In this case, the fac-
tor model has two indicators at each time, V[t] and N[t], and
it was combined with the previous dual change model (Equa-
tion 18.36). The basic model required only nine parameters in
common factor loadings (�y = 1, �x = .35) and common
factor dynamic parameters (�z = 1, 	z = .14, �sz = −0.13,
with no � ) and achieved convergence. However, the fit of this
common factor DCS was much worse than that of the bivari-
ate DCS model (� 2 = 1262 on df = 11), and this is addi-
tional evidence that separate process models are needed for
verbal and nonverbal growth processes. 

Differences between various Bradway demographic
groups were examined using the multiple-group dynamic
growth models (Equation 18.47). First we examined results
when the data for males and females were considered sepa-
rately. Here we found that an overall test of invariance across
groups now yielded only a small difference (� 2

(m+f) = 21 on
df = 20). We also find no difference in the coupling hypoth-
esis across gender groups (� 2

(m) = 10 on df = 2). The same
kinds of dynamic comparisons were calculated for partici-
pants with some college experience (ce) versus those with no
college education (nc). Here we find that an overall test of
invariance across groups yields another small difference
(� 2

(ce+nc) = 32 on df = 20). However, when we pursue this

Figure 18.17 A vector field diagram representing the expected trajectories
from the bivariate latent difference score model for nonverbal (y-axis) and
verbal (x-axis) changes (i.e., each pair of points is a starting point, and the
arrow is the directional change over the next 5 years (for details, see
McArdle, Hagamani, et al., in press; McArdle et al., 2002).
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result in more detail, we do find a large difference in the
coupling hypothesis across these groups—the nonverbal to
verbal coupling effect is enhanced in the group with some
college education (� = −.28, � 2

(ce) = 25 on df = 1) even
though both groups started at similar initial levels. 

The final group model was designed to answer several
questions about nonrandom attrition. This was addressed by
comparing results for participants with complete six-occasion
longitudinal data (n = 29) from those with some incomplete
data (n = 82). The differences in fit due to the assumption of
invariance of the dynamic process over data groups is rela-
tively small, but nontrivial (� 2

(c+i) = 54 on df = 20). This
means we did alter the results by using all available data
rather than just that for the persons with all data at all time
points. This leaves us with a complex issue that requires
further investigation.

FUTURE RESEARCH USING GROWTH
CURVE ANALYSES

Future Bases of Growth Curve Analyses

The study of behavioral development and change has come a
long way in the past few decades. After many years of debat-
ing whether and how to measure and represent change, it be-
came clear that a promising solution to many of the problems
of change measurement lay in collecting multiple rather than
just two occasions of measurement. There had long been a
mystique surrounding longitudinal methods in general, but
this became translated into a much more functional approach
to the representation and assessment of change. Change
could be conceptualized as a function defined across time,
rather than being based on a single difference score. This
meant that a researcher could gather data on 3, 4, 5, or 10 oc-
casions, often within a very short time frame, and instead of
getting bogged down in an array of different kinds of change
scores, could think in terms of fitting a curve over the multi-
ple time points to represent the course of change. Moreover,
concerns regarding individual differences could be cast in
terms of the resemblance between these idealized functions
and each person’s actual trajectory.

These realizations about how to represent change
processes were accelerated by the development of the variety
of methods we have been referring to as latent growth curves,
mixed-effect and multilevel models, and dynamic systems
models. The developments in growth curve analysis have
provided a number of key substantive and methodological
contributions, as have been referenced previously. These
developments can be classified by features of the models

themselves: (a) the degree of mathematical specification,
(b) the way these statistical models are fitted, and (c) the clar-
ity and substantive meaning of the results. These issues have
not been completely resolved, so we end with some com-
ments about each of these topics.

The Mathematical Basis of Growth Curve Analyses 

Most current growth curve models can be written in a com-
mon symbolic form (Seber & Wild, 1992). That is, a general
model for a change in the scores over time (often using de-
rivatives dy/dt or differences �y/�t) can be based on some
mathematical functional form ( f{x, t}) with unobserved
scores (x[t]) and with unknown parameters (A[t]) to be esti-
mated. Additional forms not discussed here can be included,
such as auto-regressive residual structures, Markov chains,
and Poisson processes. The list of growth functions described
here is not exhaustive, and future extensions to other general-
ized functions (e.g., Ramsey & Silverman, 1997) and dy-
namic and chaotic formulations (May, 1997) are likely.

It is now clear that growth curve models of arbitrary com-
plexity can be fitted to any observed trajectory over time
(i.e., the integral), and the unknown parameters can be esti-
mated to minimize some statistical function (e.g., weighted
least squares, maximum likelihood) using, for example, non-
linear programming. Several different computer programs
were used for the growth curve analyses discussed here. For
many of the initial analyses, standard SAS programs were
used, including PROC MIXED and PROC NLMIXED. The
Mx-SEM computer program used herein was based on a
simplified matrix approach to model expectations. All of
these programs can deal with incomplete data patterns using
the likelihood-based incomplete data approach presented
earlier. The SEM programming is not as convenient as the
mixed-effects program input scripts are, but SEM is far more
flexible for programming the dynamic models (McArdle,
2001).

Growth curve modeling as an important step—but only a
step—in the long progression toward better and better ways
to represent behavioral development and change. Indeed, it is
important to keep in mind the limitations as well as the
strengths of growth curve modeling. Growth curve analysis
per se results in a curve or curves defined over concrete
measurement intervals—that is, a particular curve or curves.
We have moved this towards a more dynamic representation
that is defined across the abstract occasions (t, t + 1, t + 2,
etc.) that can be integrated and solved for a particular solu-
tion. This kind of dynamic generalizability seems every bit as
central as the more traditional concerns of subject and vari-
able sampling.

schi_ch18.qxd  9/6/02  12:51 PM  Page 475



476 Growth Curve Analysis in Contemporary Psychological Research

The Statistical Basis of Growth Curve Analyses

The generic statistical approach featured here avoids some
problems in older techniques, such as fitting a model to a log-
scale, or directly to the velocity, or to the analysis of differ-
ence score data. These new techniques make it possible to
address the critical problems of forecasting future observa-
tions, and further research on Bayesian estimation is a proper
focus of additional efforts (for details, see Sieber & Wild,
1989).

The present model-fitting approach also permits a wide
range of new possibilities for dealing directly with unbal-
anced, incomplete, or missing data. In classical work, linear
polynomials were used extensively to deal with these kinds
of problems (e.g., Joossens & Brems-Heyns, 1975). But the
more recent work on linear and nonlinear mixed- and multi-
level models indicates that it is possible to estimate growth
curves and test hypotheses by collecting only small segments
of data on each individual (McArdle, Ferrer-Caja, et al., in
press; Pinherio & Bates, 2000; Verbeke & Molenberghs,
2000). These statistical models are being used in many
longitudinal studies to deal with self-selection and subject at-
trition, multivariate changes in dynamic patterns of develop-
ment, and the trade-offs between statistical power and costs
of person and variable sampling. The statistical power ques-
tions of the future may not be How many occasions do we
need?, but rather How few occasions are adequate? and
Which persons should we measure at which occasions?
(McArdle & Bell, 2000; McArdle & Woodcock, 1997).

In much the same way, the issues surrounding goodness-
of-fit and the choice of an appropriate model are not simply
formal statistical issues (see Burnham & Anderson, 1998).
The way we conceptualize the relationships among these
variables and the substantive issues involved has a great deal
to do with the choice of model fitted. If we think our key vari-
ables represent substantively different growth processes, we
would fit a specific growth model representing this idea
(Figure 18.15). However, if we think our key variables are
simply indicators of the same underlying common latent
variables, then we would fit a different growth model
(Figure 18.14). If we think our variables are growing and
have time-lagged features, we would fit another model (Fig-
ure 18.16). If we do not know the difference, we might fit all
kinds of models, examine the relative goodness-of-fit, and
make some decisions about the further experiments needed.
Although this exploratory approach is probably not optimal
and probably requires extensive cross-validation, it certainly
seems better to examine a large variety of possibilities rather
than to limit our perspective on theories of growth and
change (as in McArdle, 1988).

The multiple-group models presented here challenge the
current approaches to an important theoretical area in behav-
ioral science research—the study of group dynamics. Al-
though simpler models are more common in popular usage,
they seem to be special cases in a multiple-group dynamic
framework. Variations of these models can be used to exam-
ine combinations of variables, even in the context of latent
classes based on mixture models. In the future, we should
not be surprised if our best models are checked against ex-
ploratory searches for latent-mixtures within dynamic mod-
els (Equation 18.42).

The Substantive Basis of Growth Curve Analyses

Some of the most difficult problems for future work on
growth curves do not involve statistical analyses or computer
programming, but rather deal with the elusive substantive
meaning of the growth model parameters. As it turns out,
these issues are not new but are unresolved controversies that
have important implications for all other areas (Seber &
Wild, 1993): 

“It is customary to say we are ‘model-making.’ Whether or not
our model is biologically meaningful can only be tested by
experiments. Here and in subsequent models we share G. F.
Gause’s View [Gause, 1934, p. 10]: ‘There is no doubt that
[growth, etc.] is a biological problem, and that it ought to be
solved by experimentation and not at the desk of a mathemati-
cian. But in order to penetrate deeper into the nature of these
phenomena, we must combine the experimental method with the
mathematical theory, a possibility which has been created by
[brilliant researchers]. The combination of the experimental
method with the quantitative theory is in general one of the most
powerful tools in the hands of contemporary science.’ ” (p. xx)

Of course, the growth parameters will only have substan-
tive meaning if the measurements themselves and the
changes that can be inferred from these measurements have a
clear substantive interpretation and meaning. Thus, the basic
requirements of meaningful age-equivalent measurement
models are fundamental, and future measurement research is
needed to address these concerns (see Fischer & Molenaar,
1995). Some of the multivariate models presented here may
turn out to be useful, but these will need to be further
extended to a fully dynamic time-dependent form. Empirical
information will be needed to judge the utility of any growth
curve model.

As students of behavior and behavioral change continue to
improve their theoretical formulations, there will be a contin-
ued need to further strengthen the stock of available methods.
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As the late Joachim Wohlwill (1972, 1991) argued, theory
and method are partners eternally locked in a dance, with one
of them leading at one time and the other leading at another
time—neither partner leads all the time. Growth curve mod-
eling has resulted in significant substantive findings that have
further bolstered theories about development and change. We
can expect in the not-too-distant future that strengthened
theory will request even stronger methods. Until that time,
however, the promise and power of these modeling tech-
niques should be exploited. 

Given the long history of elegant formulations from math-
ematics and statistics in this area, it is somewhat humbling to
note that major aspects of the most insightful growth curve
analyses have been based on careful visual inspection of the
growth curves. The insight gained from visual inspection of a
set of growth curves is not in dispute now; in fact, obvious vi-
sual features should be highlighted and emphasized in future
research (e.g., Pinherio & Bates, 2000; Wilkinson, 1999).
Much as in the past, the best future growth curve analyses are
likely to be the ones we can all see most clearly.
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WHAT IS MULTIPLE REGRESSION ANALYSIS?

Multiple regression analysis (MR) is a general system for
examining the relationship of a collection of independent
variables to a single dependent variable. It is among the
most extensively used statistical analyses in the behavioral
sciences. Multiple regression is highly flexible and lends
itself to the investigation of a wide variety of questions. The
independent variables may be quantitative measures such as
personality traits, abilities, or family income; or they may be
categorical measures such as gender, ethnic group, or treat-
ment condition in an experiment. In the most common form
of multiple regression analysis, which we consider here, the
dependent variable is continuous. The basic ideas of multiple
regression can be extended to consider other types of depen-
dent variables such as categories, counts, or even multiple de-
pendent variables. The relationship between an independent

variable and the dependent variable may be linear, curvilin-
ear, or may depend on the value of another independent
variable.

In the context of multiple regression analysis, the indepen-
dent variables are termed predictors; the dependent variable is
termed the criterion. These terms reflect the fact that scores on
the predictors can be used to make a statistical prediction of
scores that will later accrue on the criterion: for example, how
good an employee’s job performance (the criterion) will be after
2 months on the job, based on the employee’s characteristics
measured at the outset of the job (the predictors). Multiple re-
gression analysis provides an assessment of how well a set of
predictors taken as a whole account for the criterion. It also pro-
vides assessments of the unique contribution of each individual
predictor within the set, as well as of the contribution of one sub-
set of predictors above and beyond another subset. Assessment
of the unique contribution of each individual predictor within a
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set of predictors and of subsets of predictors is a hallmark of
multiple regression analysis.

Three Uses of Multiple Regression Analysis:
Description, Prediction, and Theory Testing

Multiple regression analysis can be used for description, sim-
ply to summarize the relationships of a set of predictors to a
criterion at a single point in time, (e.g., to summarize the re-
lationship of a set of employee characteristics to job perfor-
mance). Further, multiple regression analysis can be used for
prediction, (e.g., to predict the job performance of a set of job
applicants based on their characteristics measured during
the job application process). The use of MR in theory testing
is perhaps the most important application for the development
of psychology as a science: Ideas derived from theory and
from previous research can be translated into hypotheses that
are tested using multiple regression analysis, (e.g., testing
whether each of a set of predictors of job performance identi-
fied by theory or previous empirical research actually predict
job performance across a variety of employment settings).

Two Foci of This Chapter

The testing of theoretical predictions through multiple re-
gression is the key focus of this chapter. Theory and prior
research lead to identification of predictors of interest, and, in
addition, characterization of the form of their relationships
(e.g. linear, curvilinear, interactive) to the criterion. Together,
identification of predictors and characterization of forms of
relationship are referred to as model specification. After a
model has been specified, multiple regression can be em-
ployed to test each aspect of the specification.

The second focus of the chapter is the identification of
problems with the implementation of regression analyses,
both from the perspective of the model and the perspective of
the data themselves. Problems with the model include, for ex-
ample, the incorrect specification of the form of relationship
of a predictor to the criterion. Problems with the data may
arise due to the distributions of the predictors or criterion, or
to the presence of a few extreme data points that distort the
analysis outcomes. Approaches to problem identification in-
clude both modern statistical graphics and a class of statisti-
cal measures called regression diagnostics.

We begin this chapter with an overview of multiple
regression as a general system for data analysis, limiting our
technical presentation to the most common form of regres-
sion analysis, multiple linear regression analysis. We then
introduce a numerical example drawn from health psychol-
ogy, which we use to illustrate the foci of our chapter, as well

as many of the kinds of questions that can be answered with
multiple regression.

THE STRUCTURE OF MULTIPLE
REGRESSION ANALYSIS

The Multiple Regression Equation

Multiple regression (MR) analysis involves the estimation of
a multiple regression equation that summarizes the relation-
ship of a set of predictors to the observed criterion. One gen-
eral form of the regression equation written for an individual
case i is as follows:

Ŷi = b0 + b1 Xi1 + b2 Xi2 + · · · + bj Xi j + · · · + bp Xip.

(19.1)

where Xi1, Xi2, . . . Xip are the scores of case i on the j = 1,
2, . . . p predictors; b1, b2, . . . bj . . . bp are partial regression
coefficients (or regression weights) and b0 is the regression
intercept. The regression equation combines the values of the
predictors into a single summary score, the predicted score Ŷ
(Y hat). Specifically, Ŷ is a linear combination of the predic-
tors: Each predictor Xj is multiplied by its regression weight
bj and these products are then summed across all the predic-
tors. The regression intercept b0 gives the arithmetic mean
value of Ŷ when each of the predictors has a value of zero and
serves to scale the predicted scores so that their mean equals
the mean of the observed criterion scores. The predicted
score Ŷ is the best statistical estimate of the observed crite-
rion score Y, based on the set of predictors. Each person
receives a single predicted score Ŷi based on his or her scores
on each of the predictors; the predicted score Ŷi can be com-
pared directly to the observed criterion score Yi for that per-
son. The regression equation expresses the unique linear
contribution of each X to Ŷ , above and beyond the contribu-
tion from all other predictors in the regression equation. As a
single predictor Xj increases in value by one unit, the pre-
dicted score increases by bj units, (i.e., by the value of the
partial regression coefficient). The MR equation is thus said
to be linear in the coefficients.

The Least Squares Criterion for Selection 
of Regression Coefficients 

How are the values of the intercept and regression weights
calculated? To understand this, we present a second general
form of the MR equation:

Yi = b0 + b1 Xi1 + b2 Xi2 + · · · + bp Xip + ei . (19.2)
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Note that there are two differences between Equations 19.1
and 19.2. First, the observed value of Y has replaced the
predicted value Ŷ on the left side of the equation. Second, the
residual ei has been added to the right side of the equation.
For each person in the study, the residual ei is the difference
between that person’s observed criterion value and predicted
value, ei = Yi − Ŷi for person i; the sum of these residuals
over all individuals is zero. In multiple regression, the values
of each regression weight b0, b1, . . . , bp are chosen so as to
minimize the sum of the squared residuals across the partici-
pants. That is, the regression weights b0, b1, . . . , bp are cho-
sen so that

n∑
i=1

e2
i =

n∑
i=1

(Yi − Ŷi )
2 is minimum. (19.3)

This criterion is termed ordinary least squares. MR that em-
ploys this criterion is also known as ordinary least squares
regression (OLS regression). Multiple regression computed
using ordinary least squares produces optimal estimates of
the regression weights in that the correlation between the
predicted score Ŷ and the observed criterion Y is maximized.
The weights also have desirable properties for use in testing
theoretical hypotheses when several statistical assumptions,
to be presented later in the chapter, are met. Residuals play a
special role in the detection of problems with the hypothe-
sized regression model. Examination of special plots and
diagnostic statistics based on the residuals help identify ways
in which the regression model can be modified and improved
to better capture the relationships in the data.

Nonlinear Relationships and OLS Regression

Although Equation 19.1 might seem to limit multiple regres-
sion only to the study of linear relationships, this is not the
case. We can also replace any of the Xj terms with a variety of
mathematical functions of the predictor variables in Equa-
tion 19.1 to represent other forms of relationships. For exam-
ple, a psychologist studying perceptions of the area of square
objects (Y ) as a function of their width (Xj) would include a
bj X2

j term in the regression equation given the known physi-
cal relationship for the area of squares, area = (width)2. In
general, any mathematical expression involving one or more
predictor variables may be used—

√
Xj , log (Xj), Xj

√
Xk , and

so forth. So long as the regression weight simply serves to
multiply the mathematical expression, the regression equa-
tion is linear in the coefficients and can be estimated using
ordinary least squares. Thus, although the results would
almost certainly not be theoretically meaningful, the equation
Ŷ = b0 + b1 X1 + b2

√
X2 + b3 X2

1 + b4 X1
√

X2 could be esti-
mated using OLS regression. In contrast, regression equations

that are not linear in the coefficients like Y = b0 Xb1 + e can-
not be estimated using OLS regression procedures. Such
equations require more advanced nonlinear regression tech-
niques that are beyond the scope of this chapter (see Draper &
Smith, 1998; Neter, Kutner, Nachtsheim, & Wasserman,
1996; Ryan, 1997, for accessible accounts of nonlinear
regression).

Measures of Contribution to Prediction Accuracy

In MR, we measure contributions of predictors to overall pre-
diction at three different levels. First, we measure the overall
accuracy of prediction from the full set of predictors. Second,
we measure the unique contribution of each predictor to over-
all prediction. Third, we measure how subsets of predictors
contribute above and beyond other sets of predictors.

The Squared Multiple Correlation

The correlation between the predicted score Ŷ and the ob-
served criterion score Y is called the multiple correlation. It is
the maximum possible correlation that can be attained
between Y and any linear combination of the predictors. The
OLS regression coefficients not only yield the minimum sum
of squared residuals; they also maximize the multiple corre-
lation. The multiple correlation provides a single number
summary of overall accuracy of prediction—that is, how
well the regression equation accounts for the criterion. Typi-
cally, the squared multiple correlation, the square of this
correlation, is reported. The squared measure assesses the
proportion of variation in the criterion accounted for by the
set of predictors and ranges between 0.0 indicating no linear
relationship to 1.00 indicating a perfect linear relationship
(100% of the variation in Y is explained). By variation we
mean specifically the sum of squared deviations of Y scores
about the Y mean:

SSY =
∑

(Y − MY )2 (19.4)

The notation for the squared multiple correlation varies
across sources: (a) simply R2, (b) R2

multiple, or (c) R2
Y Ŷ

to show
the correlation between Y and Ŷ , or (d) R2

Y.12...p to denote
that the criterion Y has been predicted by a set of predictors
X1, X2, . . . , Xp, (e.g., R2

Y.123 for a three-predictor regression
equation). We use R2 unless we need to indicate the specific
predictors in the equation, in which case we use R2

Y.12...p . The
squared multiple correlation provides a measure of effect size
for overall prediction. Cohen (1988) provided guidelines for
effect sizes in multiple regression: .02, .13, and .26 for small,
moderate, and large effect sizes, respectively.
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Partialed Relationships for Individual Predictors:
Partial Regression Coefficients, Partial and 
Semipartial Correlations

Three closely related measures assess the unique contribution
of individual predictors to prediction. All three measures call
upon the concept of partialing out or holding constant the over-
lapping parts of predictors. The term partial in MR signifies
that the influence of the other predictor(s) has been removed.
Insight into partialing is gleaned from the notion of holding
constant a second predictor: We can think of measuring the im-
pact of X2 on Y for individuals all of whom have the same score
on X1, so that the unique contribution of X2 on Y is measured
with no confounding from the impact of X1. We illustrate the
three measures of contribution of individual predictors with
two correlated predictors X1and X2 and the criterion Y.

First, the squared semipartial correlation of X1 with Y,
noted R2

Y (2.1) , measures the proportion of total variation in
the criterion Y—that is, SSY that is uniquely accounted for by
X2, with X1 partialed out of X2 but not out of Y (this correla-
tion is also called the squared part correlation). Put another
way, R2

Y (2.1) measures the gain in prediction from adding X2

to a regression equation that already contains X1. We compute
R2

Y 1, the squared multiple correlation or proportion of varia-
tion in Y accounted for by predictor X1 alone. Then we com-
pute R2

Y.12, the squared multiple correlation or proportion of
variation in Y accounted for by predictors X1 and X2 together.
Then the squared semipartial correlation of X2 with Y holding
X1 constant is given as R2

Y (2.1) = R2
Y.12 − R2

Y 1. The second
measure, squared partial correlation, goes a step further in
partialing out the influence of X1. The influence of X1 is par-
tialed from both predictor X2 and from the criterion Y. Thus
the squared partial correlation measures the proportion of
residual variation in the criterion Y (not accounted for by
other predictors) that is uniquely accounted for by the predic-
tor in question. Again, for X2 with Y in the two predictor case,
X1 is partialed both from X2 and Y. The standard notation
for this squared partial correlation is R2

Y 2.1 and is given
as R2

Y 2.1 = (R2
Y.12 − R2

Y 1)/(1 − R2
Y 1). Because the residual

variation in Y typically will be smaller than the total varia-
tion, the squared partial correlation will typically be larger
in value than the squared semipartial correlation. Both the
squared semipartial and squared partial correlations can
range in value from 0.00 to 1.00. Finally, the partial regres-
sion coefficient for X2 in a regression equation also containing
X1 measures the unique influence of X2 on Y with X1 partialed
out. The full notation for the b2 partial regression coefficient
for X2 in a two-predictor regression equation is bY2.1 to reflect
the influence of a one-unit change in X2 on Y with X1 par-
tialed out.

In sum, the partial regression coefficient, squared semi-
partial correlation, and the squared partial correlation all as-
sess the unique contribution of a predictor in a regression
equation containing other predictors. They all reflect the con-
ditional relationship of a predictor to the criterion; the rela-
tionship is conditional in that it depends specifically on what
other predictor(s) are partialed or held constant. In fact, all
three lead to precisely the same value of the test statistic for
significance of the predictor’s contribution.

Sets of Predictors

The notion of unique contribution of a single predictor above
and beyond other predictor(s) can be extended to the unique
contribution of a set of predictors beyond other predictor(s)—
for example, from a second set of predictors X4 and X5, above
and beyond a baseline set consisting of X1, X2, and X3. A mea-
sure of gain in prediction by the addition of the second set of
predictors to the baseline set is computed. First R2

Y.123 is com-
puted for the baseline set of predictor variables. Then R2

Y.12345

is computed for the baseline plus second set of predictors.
The gain in prediction is the difference between the R2 based
on the combined sets and the R2 based on the baseline set of
predictor variables, here R2

Y.12345 − R2
Y.123. This difference is

the squared multiple semipartial correlation R2
Y (45.123) of X4

and X5 with Y with X1, X2, and X3 partialed out. The squared
partial correlation can also be extended to sets of predictors.
However, partial regression coefficients only pertain to the
unique contribution of individual variables.

NUMERICAL EXAMPLE: PREDICTING
INTENTION TO OBTAIN A MAMMOGRAM

To provide a concrete basis for illustrating the use of multiple
regression in the behavioral sciences, we introduce an artifi-
cial data set from the health psychology area. Health psy-
chologists have conducted considerable empirical research
and have developed theory to explain the extent to which
individuals take actions to protect their health (see Aiken,
Gerend, & Jackson, 2001). Our example focuses on women’s
intentions to obtain a screening mammogram, a test that de-
tects breast cancer in its very early, treatable stages (Aiken,
West, Woodward, & Reno, 1994). The criterion Y is a scale
score on a 6-point multi-item scale of intention to obtain a
mammogram, measured on a group of N = 240 women who
are not in compliance with screening guidelines of the
National Cancer Institute at the time of data collection. There
are four predictor variables that fall into two sets. The first set
(predictor variables 1 and 2) are based on medical factors.
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The second set (predictor variables 3 and 4) are based on
psychological factors.

1. Recommendation. Recommendation for mammography
screening by a health professional is a powerful predictor
of screening compliance (Aiken, West, Woodward, & Reno
et al., 1994). Here we used a three-category recommenda-
tion predictor: (a) physician recommended a mammogram,
(b) another health professional recommended a mammo-
gram (e.g., nurse, physician assistant), (c) the woman
received no recommendation for a mammogram.

2. Medical risk. We expected intention to take health-
protective action to be related to the woman’s objective
medical risk of getting the disease. Thus we included a
10-point measure of medical risk for developing breast
cancer (see Gail et al., 1989 for an actual measure of risk
for breast cancer).

3. Perceived benefits. Based on the Health Belief Model
(Rosenstock, 1990), a well-researched model of the deter-
minants of health protective behavior, we expected that
the likelihood of protective health action would increase
with increases in the perception of the benefits of the
health action. We included scale scores on a 6-point multi-
item scale of benefits.

4. Worry. Finally, fear or worry about disease may also af-
fect protective health actions. There is disagreement as to
whether protective health behavior increases linearly with
fear or worry (Aiken et al., 2001). According to some the-
orizing (Janis & Feshbach, 1953), this relationship may
not be linear, but rather curvilinear. Health protective ac-
tions may increase as the level of fear increases only up to
a point. Beyond this point, compliance with health recom-
mendations begins to diminish as the individual increas-
ingly focuses on coping with overwhelming emotions
rather than taking health-protective actions. We included
scale scores on a 6-point multi-item scale of breast cancer
worry.

Descriptive statistics for our simulated data set are pro-
vided for each continuous predictor and the criterion in
Table 19.1. Panel A presents the possible range, mean, stan-
dard deviation, skewness, and kurtosis for the scale variables.
Of note, risk and worry are both severely nonnormal, which
can affect the ability to detect relationships and to test hy-
potheses. Panel B presents the frequency and proportion of
responses in each of the three categories of the recommenda-
tion variable, as well as the arithmetic mean intention score in
each category. Panel C presents the correlation matrix and
Panel D presents the covariance matrix for the continuous

variables, including the relation between each pair of predic-
tors and of each predictor with the criterion. Because it is not
meaningful to correlate a variable with three categories with
the criterion, we have created two predictors from recom-
mendation, our first variable. A full explanation of the ratio-
nale for creating the predictors is provided below. The first
categorical predictor any recommendation (ANYREC) con-
trasts the intention of women who receive a recommendation
from either a physician or other health professional with the
intention of women who receive no recommendation. The
second categorical predictor, physician versus other profes-
sional (PHYSOTHR), contrasts those women who received a
recommendation from a physician with those who received a
recommendation from another health professional. The cor-
relations and covariances of the ANYREC and PHYSOTHR
contrast variables with the other predictors and criterion are
included in Table 19.1, Panels C and D, respectively.

NUMERICAL EXAMPLE: 
MULTIPLE REGRESSION ANALYSES

Overview

Our strategy in this section is to work through a number of
commonly encountered types of analyses that are performed
using multiple regression. Each of these analyses is presented
in the context of testing hypotheses from health psychology
using our simulated data set. In the course of these analyses,
we introduce useful statistics that are computed in multiple
linear regression. We also introduce the use of regression
graphics and diagnostic statistics to identify problems with
the regression model.

One-Predictor Regression: Continuous Predictor
Variable—Hypothesis 1

Our first hypothesis from the medical literature is that in-
creases in medical risk increase protective health actions.
Following the precedent provided by much previous re-
search, we make the simple prediction that the relationship
between risk (X1) and intention to get a mammogram (Y) will
be linear (straight line). This leads to the specification of the
following single predictor regression equation:

Ŷ = b0 + b1 X1 (19.5)

The results of the regression analysis to test our first hypoth-
esis are summarized in Table 19.2, Panel A. In the following
discussion we explain how these values are obtained.
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The form of Equation 19.5 is very familiar from high-
school mathematics: an equation for a straight line with slope
b1 and intercept b0. The slope b1 (the regression coefficient)
indicates the change in Ŷ for a one unit increase in X. The in-
tercept b0 indicates the value of Ŷ when X = 0. The values of
b1 and b0 are chosen to meet the least squares criterion, given
in Equation 19.3. The least squares criterion leads to the fol-
lowing expressions for b1 and b0:

b1 = rXY
sY

sX
(19.6)

and
b0 = MY − b1 MX (19.7)

where rXY is the correlation between the predictor X and the
criterion Y; sX and sY are the standard deviations of predictors
X and Y, respectively; and MX and MY are the arithmetic
means of X and Y, respectively.

Table 19.1 provides the needed values for computation of b1

and b0 for the prediction of intention from risk. From the cor-
relation matrix we have rXY = .283, with standard deviations
sX = .750, sY = .914, so that b1 = (.283)(.914/.750) =.344.
From the means, we have b0 = 3.612 − (.344) × (3.989) =
3.612 − 1.376 = 2.238, yielding the regression equation
Ŷ = 2.238 + .344 RISK. For every one unit of medical risk on
the 10-point medical risk scale, intention to obtain a mammo-
gram increases by .344 points on the 6-point intention scale.
The intercept of 2.238 is the predicted value of intention when
risk = 0, here a nonsensical value, because the minimum
value on the risk scale = 1.

Centering Predictors

One way to produce an interpretable intercept is through cen-
tering the predictor—that is, putting the predictor into devia-
tion form by subtracting the arithmetic mean of the predictor

TABLE 19.1 Descriptive Statistics, Correlation, and Covariance Matrix for All Variables,
N = 240

A. Descriptive Statistics, Continuous Variables

Variable Mean Standard Deviation Skew Kurtosis Range

Risk 3.989 .750 2.146 19.634 1–10
Benefit 3.321 .900 −.027 −.515 1–6
Worry 2.373 .520 2.080 11.542 1–6
Intent 3.612 .914 −.180 .018 1–6

B. Descriptive Statistics, Categorical Variable, Recommendation

Category Frequency Proportion Intentions Mean

Recommendation by physician 96 .40 3.8949
Recommendation by other health professional 48 .20 4.1025
No recommendation 96 .40 3.0845

C. Correlation Matrix

INTENT RISK ANYRECa PHYSOTHRb BENEFIT WORRY

INTENT 1.000 .283 .472 .022 .380 .122
RISK .283 1.000 .139 −.090 .371 .523
ANYREC .472 .139 1.000 .218 .281 .072
PHYSOTHR .022 −.090 .218 1.000 −.006 −.016
BENEFIT .380 .371 .281 −.006 1.000 .402
WORRY .122 .523 .072 −.016 .402 1.000

D. Covariance Matrix

INTENT RISK ANYRECa PHYSOTHRb BENEFIT WORRY

INTENT .835 .194 .212 .008 .313 .058
RISK .194 .563 .051 −.025 .251 .204
ANYREC .212 .051 .241 .040 .124 .018
PHYSOTHR .008 .025 .040 .141 −.002 −.003
BENEFIT .313 .251 .124 −.002 .810 .188
WORRY .058 .204 .018 −.003 .188 .270

aANYREC is computed from Recommendation by the following coding: Physician recommendation =
.333333; other health professional recommendation = .333333; no recommendation = −.666667.
bPHYSOTHR is computed from Recommendation by the following coding: Physician recommendation =
.50; Other health professional recommendation = −.50; no recommendation = 0.0.
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TABLE 19.2 Regression Analyses to Test Hypotheses Concerning Relationship of Medical Factors to
Intention to Obtain a Mammogram

A. Hypothesis 1: Linear Relationship of Medical Risk to Intention

R2 .07989

Analysis of Regression

df Sum of Squares Mean Square F p

Regression 1 15.95103 15.95103 20.665 .001
Residual 238 183.70555 .77187

Regression Equation

Variable b sb 95% Confidence Interval b* t p

RISK .344424 .075766 .195167 .493681 .282652 4.545 .001
INTERCEPT 2.238386 .307494 1.632628 2.844143

B. Hypotheses 2 and 3: Relationships of Recommendation From Physician or From Other Health Professional and
Intention to Obtain a Mammogram, With Contrast Coded Predictors 

R2 .23012

Analysis of Regression

df Sum of Squares Mean Square F p

Regression 2 45.94591 22.97296 35.421 .001
Residual 237 153.71067 .64857

Regression Equation

Variable b sb 95% Confidence Interval b* t p

ANYREC .914219 .108733 .700012 1.128425 .491043 8.408 .001
PHYSOTH −.207604 .142365 −.488066 .072858 −.085166 −1.458 .146
INTERCEPT 3.693959 .054796 3.586009 3.801909

Note. b is the unstandardized regression coefficient; b* is the standardized regression coefficient; sb is the estimate of
the standard error of the regression coefficient; 95% confidence interval is on the unstandardized regression coefficient.

from each score. The predictor variable X1 is linearly trans-
formed to a centered predictor X1C, where X1C = X1 − MX1

for each participant (Aiken & West, 1991; Wainer, 2000).
Centering a predictor renders the value of 0 on the predictor
meaningful; it is the mean of the centered predictor across all
participants. Once again, we estimate the basic regression
equation (Equation 19.4) now using X1C as the predictor,

Ŷ = b̃0 + b1 X1C , (19.8)

with b̃0 and b1 respectively representing the intercept
and slope in this new equation. For our example
X1C = RISKCENTERED, and the result is Ŷ = 3.612 +
0.344 RISK CENTERED. Note that following centering of X1,
the slope is unchanged, but the intercept now equals the mean
of Y, intention to get a mammogram. An examination of
Equation 19.7 shows that when MX = 0 (which occurs when
X1 is centered), b0 will always be equal to MY. As we will see
later in the chapter, centering is often a useful procedure for
improving the interpretability of lower-order regression coef-
ficients, here b0, in regression equations that contain more

complex higher-order terms. As a final note, the changes in
the value of X1 to X1C and of b0 to b̃0 are such that the pre-
dicted scores are identical before and after centering.

Returning to our original regression equation using X1 as
the predictor (Equation 19.5), how well does this equation ac-
count for variation in the observed criterion score? To answer
this question, we compute two values based on the predicted
scores. The first is SSregression, the variation of the predicted
scores around the mean of the predicted scores (MŶ = MY ):

SSregression =
∑

(Ŷi − MŶ )2 (19.9)

The larger this value, the better the differential prediction
from the regression equation. The maximum value that
SSregression can achieve is SSY, the variation of the observed cri-
terion scores around the mean of the observed scores (MY),
given in Equation 19.4. If SSregression were to equal SSY, this
would signify that the regression equation had reproduced all
the differences among the individual scores on the observed
criterion. The second computation is the residual variation
SSresidual, a measure of failure to reproduce the observed
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criterion scores:

SSresidual = SSY−Ŷ =
∑

(Yi − Ŷi )
2 (19.10)

For the present data SSY = 199.657, SSregression = 15.951, and
SSresidual = 183.706. We note that SSY = SSregression + SSresidual,
an additive partition. This is directly analogous to the parti-
tion of SStotal = SSbetween + SSwithin in the analysis of variance
(ANOVA).

The squared multiple correlation R2 measures the propor-
tion of criterion variation accounted for by the predictor (or
predictors in the case of multiple regression). R2 is calculated
as follows:

R2 = SS regression

SSY
= 15.951

199.657
= .07989 (19.11)

We learn that approximately 8% of the variation in intention
is accounted for by medical risk. Each regression equation,
regardless of number of predictors, yields a single R2 as an
omnibus measure of overall fit. Note that centering X1 as we
did in Equation 19.8 has no effect on the value of R2 that is
obtained.

To test whether R2 differs from 0 (no prediction), we test
the null hypothesis that this value = 0 in the population:
H0 :�2 = 0. If the null hypothesis is true, then the risk scores
provide no increase in accuracy of prediction of intentions
above simply predicting the arithmetic mean of intentions for
each person. The test is an F test,

F = MS regression

MS residual
= 15.951/1

183.706/238
= 15.951

.772
= 20.665

(19.12)

where MSregression = SSregression/p and MSresidual = SSresidual/

(n − p − 1) and the degrees of freedom are dfnumerator = p and
dfdenominator = (n − p − 1). Here, with p = 1 df for the numer-
ator and (n − p − 1) = 240 − 1 − 1 = 238 d f for the de-
nominator, we reject the null hypothesis and conclude that
medical risk contributes to our differential prediction of in-
tentions across individuals. The computations involved in the
test of R2 are summarized in an analysis of regression,
illustrated in Table 19.2, Panel A. In the case of multiple
regression with more than one predictor, the test of R2 is an
omnibus test of the contribution of the set of predictors taken
together to prediction accuracy.

When we use regression analysis to test theoretical hy-
potheses, our focus is often on the question of whether spe-
cific variables contribute to the overall prediction. In the one
predictor case, the test of b1 coefficient will always be equiv-
alent to the overall test of R2. Nonetheless, we illustrate how

this test is conducted here for pedagogical purposes. We first
specify the null hypothesis that the population regression co-
efficient �1 is zero—that is to say, H0 :�1 = 0. For this test
we require an estimate of the standard error of the regression
coefficient, sb1. The standard error is a measure of instability
of the regression coefficient (i.e., how much variability we
would expect in the regression coefficient if we estimated the
same regression equation in repeated random samples from a
single population). The standard error depends upon MSresidual

and on the variation of the predictor SSX = ∑
(Xi − MX)2

and is given as

sb1 =
√

MS residual

SSx
=

√
.772

134.557
= .076 (19.13)

The denominator of this expression is informative for the sta-
bility of the regression coefficient: The more variation in the
predictor X, the more stable the regression coefficient. In
some settings, the stability of the regression coefficient may
be improved by systematically sampling over a wide range of
the predictor X (Pitts & West, 2001).

The t test for the significance of the individual predictor is
given as

tb1 = b1

sb1

== .344

.076
= 4.546 (19.14)

With (n − p − 1) = 238 degrees of freedom, we reject the
null hypothesis that this regression coefficient is zero. Given
the positive sign of b1, we conclude that medical risk has
a positive linear relationship with intention to obtain a
mammogram.

Several authors (e.g., Cohen, 1990, 1994; Wilkinson & the
Task Force for Statistical Significance, 1999) have encour-
aged the reporting of confidence intervals (CIs) because they
directly provide information about the precision of the esti-
mate. Here we consider the sample regression coefficient as
an estimator of the population regression coefficient of the
slope. We form a 95% confidence interval around the indi-
vidual regression coefficient using the following expression,

C[b1 − A ≤ �1 ≤ b1 + A] = 1 − �, (19.15)

where A = t.975(df )sb1. With df = 238, t.975(238) = 1.97,
and A = (1.97)(.076) = .150, the CI is C[.344 − .150 ≤ �1

≤ .344 + .150] = .95, or C[.194 ≤ �1 ≤ .494] = .95. Other-
wise stated, the researcher can have 95% confidence that the
population regression coefficient falls between approxi-
mately .19 and .49. Because the confidence interval does not
include zero, there is a positive effect of risk on intention,
consistent with Hypothesis 1.
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Single Categorical Predictor Variable: Regression with
Code Predictors—Hypotheses 2 and 3

Our next two hypotheses address two comparisons within the
recommendation categorical predictor variable, a nominal
variable comprised of G = 3 categories. To represent a cate-
gorical predictor variable in MR we must convert the variable
to a series of (G − 1) terms to represent the G categories. The
set of (G − 1) terms serve as predictors in the regression
equation to represent the recommendation predictor variable.
The code terms may be specified in several different ways,
depending on the researcher’s specific hypotheses (see
Cohen, Cohen, West, & Aiken, 2003, and West, Aiken, &
Krull, 1996, for complete presentations).

Here, Hypotheses 2 and 3 address the impact of the rec-
ommendations of health professionals on intention to obtain
a mammogram. Hypothesis 2 indicates that recommendation
by a physician or other health professional will increase
intention. Hypothesis 3 indicates that the physician’s re-
commendation will have a more powerful effect than will
those of other health professionals.

Contrast Codes

The hypotheses are easily translated into a coding scheme
of two orthogonal contrast codes: C1: ANYREC, and C2:
PHYSOTHR, for Hypotheses 2 and 3, respectively. The cod-
ing scheme for each contrast code is shown in the following
table (we specify many decimal points to minimize rounding
error).

Recommendation C1: ANYREC C2: PHYSOTHR

Group 1: Recommendation from .333333 .500000
physician

Group 2: Recommendation from .333333 −.500000
other health professional

Group 3: No recommendation −.666667 0.000000

Following the requirements for contrast coding, the sum
of the code values equals zero for each contrast, (e.g.,
.333333 + .333333 − .666667 = 0). We test the two hy-
potheses in a single regression equation that contains both
code terms C1 and C2. In general, the two-predictor regres-
sion equation is written as follows:

Ŷ = b0 + bY 1.2 X1 + bY 2.1 X2 (19.16)

The notation for the regression coefficients has been ex-
panded here to emphasize the fact that these are partial re-
gression coefficients. The coefficient b1 has been expanded
to bY1.2 to indicate the regression of Y on X1 with X2 held

constant or partialed out. For the two contrast codes, the
regression equation is as follows:

Ŷ = b0 + bY 1.2C1 + bY 2.1C2. (19.17)

In general, in the two-predictor regression equation, the
regression coefficient for each predictor assesses the impact
of that predictor when the effect of the other predictor is held
constant or partialed out. Any redundancy in prediction from
the predictor in question with the other predictor is taken out,
(i.e., not credited to the predictor in question). In the case of
uncorrelated predictors, there is no effect of partialing, be-
cause there is no redundancy. From the coding of ANYREC
and PHYSOTHR, it appears on the surface as if the two pre-
dictors would be uncorrelated, because the coding schemes
form orthogonal contrasts. However, because there are un-
equal sample sizes in the three categories of the recommen-
dation variable, the code terms are, in fact, correlated,
r(238) = .218. The inclusion of the two code terms in one
equation is critical. The PHYSOTHR contrast actually com-
pares the physician recommendation with other health pro-
fessional recommendation only if ANYREC is partialed out. 

Use of code terms bridges our thinking from regression
analysis in which group membership predicts the criterion Y
to an analysis of differences between means on the criterion Y
as a function of group membership. Hypothesis 2 can be re-
stated to say that the average of the arithmetic means of in-
tention in Groups 1 and 2 (having a recommendation) will
exceed the mean intention in Group 3 (no recommendation).
With the specific numerical codes employed for ANYREC,
the unstandardized regression coefficient for ANYREC will,
in fact, equal bY 1.2 = .5MY 1 + .5MY 2 − MY 3 = (MY 1+MY 2)

2 −
M3 = (3.8949+4.1025)

2 − 3.0845 = 0.9142, where MY1, MY2,
and MY3 are the mean intention in Groups 1 to 3, respectively,
as given in Table 19.1, Panel B. To achieve this equivalence
between the regression coefficient and the particular contrast
of means requires that the difference in numerical value
between the codes assigned to the groups being contrasted
equal exactly one unit. For ANYREC, the difference is
[.33333 − (−.666667)] = 1.00. The reason for this require-
ment is that the regression coefficient represents the change in
Y for a one-unit change in the predictor. In general, with K1

groups in the first set being contrasted, and K2 groups in the
second set being contrasted, the appropriate code for the
first set is K2/(K1 + K2). The code for the second set is
−K1/(K1 + K2). Here, for the K1 = 2 groups in the first set
and the K2 = 1 group in the second set, K2/(K1 + K2) = 1/

(2 + 1) = .333333, and −K1/(K1 + K2) = −2/(2 + 1) =
−.666667, respectively. The codes used in PHYSREC, that
is +.500000 and −.500000, respectively, yield a one-unit
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difference between the groups. Thus the regression coeffi-
cient for PHYSREC will equal bY 2.1 = MY 1 − MY 2 =
−0.2076. Finally the intercept b0 = (MY 1+MY 2+MY 3)

3 =
(3.8949+4.1025+3.0845)

3 = 3.6940. Thus, the regression equation
is Ŷ = 3.6940 + 0.9142 ANYREC − 0.2076 PHYSREC.

The regression analysis for the contrast coding is summa-
rized in Table 19.2, Panel B. From the section on analysis of
regression, we see that R2 = 0.23 is statistically significant,
meaning that the overall prediction using the two contrast
codes exceeds 0 in the population. Otherwise stated, there is
an overall effect of the recommendation variable on inten-
tion. The tests of the individual regression coefficients reveal
that this prediction arises from the ANYREC contrast,
t (237) = 8.41, p < .01, but not the PHYSOTHR variable,
t (237) = −1.46, ns. Equivalently, we can use Equa-
tion 19.15 to estimate the 95% confidence interval for the
population regression coefficient for each code variable. For
ANYREC, the 95% confidence interval of .70 to 1.23 does
not include 0, whereas the 95% confidence interval for the
population regression coefficient for PHYSOTHR of −0.49
to 0.07 does include 0. Hypothesis 2 is supported, but
Hypothesis 3 is not.

Model Respecification

Based on these results, we collapse the three-category recom-
mendation variable into the two categories of recommenda-
tion versus no recommendation defined by the ANYREC
contrast. This decision was made primarily for ease of pre-
sentation in the remainder of this chapter. In practice, re-
searchers should be cautious about collapsing categories
when contrasts indicate they do not differ, unless sample
sizes are very large. This caution is particularly important
when further analyses involving interactions of other predic-
tor variables with the categorical variable are planned.

Dummy Coding

Dummy coding is a second approach to developing code pre-
dictors for a categorical predictor variable. We illustrate
dummy coding here for pedagogical purposes, although in
this particular instance, the use of dummy coding does not
directly test Hypotheses 2 and 3. In dummy variable coding,
we specify a reference group to which we wish to compare
the G − 1 other groups. Here, we choose the no recommen-
dation group as the reference group. For the first code vari-
able D1, each person who received a recommendation from a
physician would be given a value of 1, and everyone else
would be given a value of 0. For the second code variable D2,

each person who received a recommendation from another
health professional would given a value of 1, and everyone
else would be given a value of 0. Each category of the rec-
ommendation variable is coded as follows:

Recommendation Category D1 D2

Group 1 Physician 1 0
Group 2 Other health professional 0 1
Group 3 No recommendation (reference group) 0 0

Note that the reference group is assigned a value of 0 on each
dummy variable, here D1 and D2. The regression equation is
specified as 

Ŷ = b0 + bY 1.2 D1 + bY 2.1 D2. (19.18)

In Equation 19.18, the intercept b0 represents the mean
value of Y when both D1 and D2 equal 0, which is the mean
intention in the reference group (no recommendation,
M = 3.0845). With both D1 and D2 in the equation, D1 is the
difference between the mean in the physician group versus
the no recommendation group (3.8949 − 3.0845 = .8104)

and D2 is the difference between the mean in the other health
professional group versus the no recommendation group
(4.1025 − 3.0845 = 1.018). Thus, the regression equation is
Ŷ = 3.0845 + .8104 D1 + 1.018 D2. The dummy codes test
the hypotheses that each recommendation group differs from
the no recommendation group. These are not the tests
required for Hypotheses 2 and 3.

Unweighted Effects Coding

A third coding scheme, unweighted effects coding, contrasts
group means with the unweighted grand mean of all the
groups. Each effects code tests the hypotheses that a recom-
mendation group differs from the unweighted grand mean.
Again, these are not the tests required for Hypotheses 2 and
3. Readers familiar with ANOVA will recall that the building
blocks of the various sums of squares in ANOVA are the
differences between each treatment mean and the grand
mean. Unweighted effects coding is, in fact, the basis of
ANOVA.

The choice among the three coding schemes depends on
the specific hypotheses being tested. As we have illustrated,
contrast codes can be developed to test any specific hypothe-
ses whatsoever about differences between groups or combi-
nations of groups. Dummy codes are useful if one wishes to
compare groups to a base reference group. Effects codes
provide a parallel to ANOVA.
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Two Continuous Predictors: High Interpredictor
Correlation—Hypothesis 4

We now turn to the two continuous psychological predictors,
benefits and worry. We can easily test the linear relationship
between each predictor and intention separately. Two ver-
sions of Equation 19.4, Ŷ = b0 + b1 X1, are estimated, the
first using scores on benefits as X1 and the second using scores
on worry as X1. The results of these one-predictor regression
analyses are given in Table 19.3, Panels A and B, respectively.
We note that the slope b1 = 0.39, t (238) = 6.34, p < .001
for benefits and that the slope b1 = 0.21, t (238) = 1.89,

p = .060 for worry.

At this point, we need to carefully consider exactly what
hypothesis the researcher wishes to test about the relation of
worry and benefits to intention. As shown in Table 19.1,
Panel C, worry and benefits are not independent predictors;
indeed r12 = .40, a magnitude between moderate and large in
terms of Cohen’s (1988) norms for the size of correlation
coefficients. These two predictors will overlap in their
prediction of intention with each providing partially redun-
dant information. Unless theory specifies that each predictor
should be considered separately, then more useful informa-
tion may often be found by considering both predictors
simultaneously in a single regression equation.

Hypothesis 4 is that benefits (X1) and worry (X2) each
provide unique prediction of intention. This hypothesis has two
parts: (a) Over and above the effects of worry, benefits is ex-
pected to have a positive linear relationship with intention,
and (b) over and above the effects of benefits, worry is also ex-
pected to have a positive linear relationship with intention. We
specify the two-predictor regression equation Ŷ = b0 + bY 1.2

BENEFIT + bY 2.1 WORRY. As shown in Table 19.3, Panel C,
when we estimate this equation, we find Ŷ = 2.44 +
0.40 BENEFIT − 0.07 WORRY. Once again, the intercept is
the predicted value of intention when both benefits and
worry = 0, not an interpretable value. The coefficient bY1.2 rep-
resents the linear effect of benefits on intention when worry is
held constant. The coefficient bY2.1 represents the linear effect
of worry on intention when benefits is held constant.

Comparing this result with the results of the two separate
one-predictor regressions, we see that the slope for benefits
hardly changes from the one-predictor to the two-predictor
model (slope = 0.39 and 0.40, respectively). In contrast,
the slope for worry decreases markedly (slope = 0.21 and
−0.07, respectively) and no longer even approaches statis-
tical significance. To understand the change in results for
worry, recall that the one predictor regression estimates the
overall linear effect of worry on intention ignoring the effects
of any other variables. The two-predictor regression de-
scribes the conditional relationship between worry and inten-
tion when the value of benefits is held constant. For example,
we might select only people who have a benefits score = 3
and study the relationship between worry and intention in this
subpopulation. The obtained pattern suggests that benefits is
contributing essentially all of the unique prediction to inten-
tion. This is apparent from R2

Y.12 from the two predictors of
.146, versus the squared correlation of benefits with intention
of R2

Y.1 = .145. The squared semipartial correlation of worry
with intentions R2

Y.(2.1) = R2
Y.12 − R2

Y.1 = (.146 − .145) =
.001, showing essentially no contribution of worry to predic-
tion in an equation already containing benefits.

TABLE 19.3 Regression Analyses to Test Hypothesis Concerning the
Linear Relationships of Benefits and Worry to Intention

A. Intention Predicted From Benefits Alone

R2 .14453

Analysis of Regression

DF Sum of Squares Mean Square F p

Regression 1 28.85571 28.85571 40.209 .001

Residual 238 170.80088 .71765

Regression Equation

Variable b sb b* t p

BENEFIT .386013 .060876 .380167 6.341 .001
INTERCEPT 2.330203 .209447 11.125 .001

B. Intention Predicted From Worry Alone

R2 .01480

Analysis of Regression

DF Sum of Squares Mean Square F p

Regression 1 2.95565 2.95565 3.576 .060

Residual 238 196.70093 .82647

Regression Equation

Variable b sb b* t p

WORRY .213877 .113097 .121670 1.891 .060
INTERCEPT 3.104729 .274716 11.302 .001

C. Hypothesis 4: Unique Contribution of Benefits and Worry to Prediction
of Intention in a Regression Equation Containing Both Predictors 

R2 .14569

Analysis of Regression

DF Sum of Squares Mean Square F p

Regression 2 29.08884 14.54442 20.209 .001

Residual 237 170.56774 .71970

Regression Equation

Variable b sb b* t p

BENEFIT .401262 .066590 .395184 6.026 .001
WORRY −.065612 .115281 −.037326 −.569 .570
INTERCEPT 2.435255 .279395 8.716 .001
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Standardized Regression Coefficients 

Although benefits and worry are each measured on similar 7-
point scales, some regression problems have predictor vari-
ables that are measured in strikingly different units. For
example, imagine that height and weight are used to predict a
measure of physical fitness. Height (millimeters) and weight
(kilograms) are in strikingly different units, so it may be dif-
ficult to interpret the meaning of the regression coefficients,
particularly in cases in which the units of the scale are not
familiar to the researcher. In such cases, it can be useful to
report standardized regression coefficients.

Conceptually, to compute standardized regression coeffi-
cients the researcher first converts X1, X2, and Y to z scores,
where zXi = (Xi −MXi )

sXi
and zY = (Y−MY )

sY
. The standardized

regression coefficient in the two predictor case is then

ẑY = b∗
Y 1.2 zX1 + b∗

Y 2.1 zX2 . (19.19)

In this equation, ẑY is the predicted score in standardized
(z score) form, b∗

Y 1.2 is the standardized regression coefficient
corresponding to zX1 and b∗

Y 2.1 is the standardized regression
coefficient corresponding to zX2 . For our example, ẑY =
0.40zX1 − .04zX2 (see Table 19.3, Panel C). Reflecting the
similarity of the rating scales for benefits and worry, the un-
standardized and standardized regression coefficients differ
only slightly. The standardized regression Equation 19.19
does not include an intercept. In general, in the two-predictor
regression equation, the intercept b0 = MY − b1 MX1−
b2 MX2 . However, because the mean z scores for X1, X2, and Y
are all 0, b0 = 0 − b1(0) − b2(0) = 0. The standardized re-
gression coefficient indicates by how many standard devia-
tions the criterion changes for a one standard deviation
change in the predictor. Thus, the predicted value of intention
changes by .40 standard deviations for each one standard de-
viation change in benefits when the value of worry is held
constant. Note that in the case of categorical predictors, with
contrast codes or dummy codes like those given previously,
the idea of a change of one standard deviation in the predic-
tor typically makes little sense.

Further insight into two-predictor regression can be
gained from examining another set of formulas for the stan-
dardized regression coefficients.

b∗
Y 1.2 = rY 1 − rY 2r12

1 − r2
12

and b∗
Y 2.1 = rY 2 − rY 1r12

1 − r2
12

(19.20)

where rY1 and rY2 are the correlations of Predictors 1 and 2 with
the criterion, respectively, and r12 is the correlation between
the predictors. The expression for b∗

Y 1.2 includes both the cor-
relation of predictor in question (rY1) and the correlation of the

other predictor with the criterion (rY2). The correlation be-
tween the predictors, r12, plays a strong role in determining the
magnitude and even the sign of each standardized regression
coefficient. Note that the standardized regression coefficient is
undefined (cannot be computed) if the correlation between the
predictors equals 1.0. In fact, there is no solution whatsoever to
the regression analysis if two predictors are correlated 1.0.
High correlation between the predictors introduces instability
into the regression coefficients. On the other hand, when
r12 = 0, then the standardized regression coefficient exactly
equals the correlation of the predictor with the criterion (i.e.,
b∗

Y1.2 = rY1 and b∗
Y 2.1 = rY2).

Standard Errors of Partial Regression Coefficients and
Interpredictor Correlation

An examination of the expression for the standard error of
each regression coefficient in the two-predictor case is also
informative as to how the correlation between two predictors
affects the stability of each regression coefficient. The stan-
dard error sb1 of the unstandardized regression coefficient b1

is a measure of instability of b1; it may be expressed as

sb1 =
√

MSresidual

SSX1

√
1

1 − r2
12

. (19.21)

Comparison of this equation to Equation 19.13 for the one
predictor case reveals that the expressions are the same, ex-
cept that Equation 19.21 contains a second term that reflects
the correlation between the two predictors. The higher this
correlation, the larger the standard error. The expression
under the square root of this second term, 1

1−r2
12

, is known as
the variance inflation factor (VIF). VIF or its reciprocal,
(1 − r2

12), which is known as tolerance, are commonly used
as indices of multicollinearity, the extent of overlap or redun-
dancy of predictors. As the value of the VIF for variable Xj in-
creases, the corresponding regression coefficient bj becomes
increasingly unstable. The VIF appears in the expression for
the standard error of the standardized regression coefficient
as well.

Detecting and Testing Nonlinear
Relationships— Hypothesis 5

Thus far, our regression models have only tested linear rela-
tionships between the predictors and the criterion. However,
past theorizing (see Janis & Feshbach, 1953) has suggested
that there may be an inverted U-shaped relationship of worry
to intention, with people at the highest levels of worry avoid-
ing screening tests.
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Figure 19.1 Scatter plot of raw data: intention as a function of worry. The
straight line is the OLS regression line from the equation, Ŷ = 3.10 + 0.21
WORRY. The curved line is the lowess fit line. The lowess line suggests a
curvilinear relationship between worry and intention.
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Figure 19.2 Scatter plot of residuals as a function of worry. The residuals
presented are from the linear regression equation, Ŷ = 3.10 + 0.21
WORRY. For each case, the residual ei = Yi − Ŷi . The horizontal line is the
point where the residuals = 0. The curved line is the lowess fit to the residu-
als. The lowess line suggests the presence of a curvilinear relationship of
worry to intentions.
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In Hypothesis 5, we test the prediction of an inverted U-
shaped relationship of worry to intention. We begin our
exploration of this possibility with a graphical display. We
initially focus only on the relationship between worry and
intention, ignoring the potential contribution of benefits. Fig-
ure 19.1 displays a scatter plot of worry versus intention. We
have superimposed two lines on this scatter plot. First is the
best-fitting straight line from the regression analysis in Table
19.3, Panel B, Ŷ = 3.10 + 0.21X. Second is a lowess smooth
(Cleveland, 1979; Fox, 2000). The lowess smooth is a non-
parametric line that follows the trend in the data. If the true
relationship in the data is linear, then the lowess smooth
should roughly approximate the straight line. Examination of
the scatter plot indicates that the data are highly right skewed,
with relatively few participants having worry scores above
about 3 (see also Table 19.1, Panel A). The lowess line indi-
cates that as worry increases up to about the value of 3.5,
intention also increases. Above this point, intention begins
to decrease consistent with the hypothesized curvilinear
relationship, although we acknowledge the sparseness of the
data (i.e., few data points) at the high end of the worry
distribution.

Figure 19.2 provides a scatter plot of the residuals from
the regression equation Ŷ = 3.10 + .021 WORRY against
WORRY. Again a lowess curve is superimposed. The lowess
curve highlights the curvilinearity to be modeled after the
linear trend in the data has been removed.

Polynomial Regression

The lowess smooth in Figure 19.1 and in Figure 19.2 leads us
to explore the curvilinear relationship further using a form of

multiple regression called polynomial regression. In polyno-
mial regression we create functions of an individual predictor
X that carry a curvilinear relationship of the predictor to the
criterion. In general the polynomial regression equation is of
the form

Ŷ = b0 + b1 X + b2 X2 + b3 X3 + · · · + bt Xt (19.22)

Equation 19.22 is a polynomial of order t, which describes a
relationship with (t − 1) bends. In psychology, at least, we
expect that our curvilinear relationships will be typically qua-
dratic so that t = 2. The specific relationships with one bend
include both U-shaped and inverted U-shaped relationships,
such as the one that appears to exist between worry and in-
tention. They also include monotonic relationships of X to Y
that accelerate or decelerate as X increases in value.

The second order polynomial is given as 

Ŷ = b0 + b1 X + b2 X2 (19.23)

This equation contains a linear b1X term and a curvilinear
(quadratic) b2X

2 term. The curvilinear term b2X
2 measures the

extent of curvilinearity in the relationship of X to Y, if and
only if the linear b1X term is included in the equation. In
other words, the curvilinear effect is a partialed effect with
the linear effect partialed out (see Cohen, 1978, for an ex-
tended discussion of partialed effects). The coefficient b2 will
be positive for U-shaped relationships; negative for inverted
U-shaped relationships. Hence, Hypothesis 5 predicts that b2

will be negative. The reader is cautioned that the b1 coefficient
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TABLE 19.4 Exploration of Curvilinear Relationship of Worry 
to Intention

Panel A. Hypothesis 5: Inverted-U-Shaped Relationship of Worry to
Intention, Examined in a Second-Order (Quadratic) Polynomial Regression
Equation

R2 .07112

Analysis of Regression

DF Sum of Squares Mean Square F p

Regression 2 14.19876 7.09938 9.072 .001

Residual 237 185.45782 .78252

Regression Equation

Variable b sb b* t p

WORRYC .501137 .133619 .285087 3.750 .001

WORRYC2 −.267887 .070674 −.288127 −3.790 .001

INTERCEPT 3.684393 .060189 61.214 .001

Panel B. Revisiting Hypothesis 4: Unique Contribution of Benefits and
Worry to Prediction of Intention in a Regression Equation Containing
Both Predictors

R2 .16299

Analysis of Regression

DF Sum of Squares Mean Square F p

Regression 3 32.54122 10.84707 15.318 .001

Residual 236 167.11537 .70812

Regression Equation

Variable b sb b* t p

BENEFITC .353639 .069484 .348283 5.090 .001

WORRYC .135010 .146053 .076805 .924 .356

WORRYC2 −.156159 .070723 −.167958 −2.208 .028

INTERCEPT 3.654315 .057560 63.487 .001

in Equation 19.23 has a very specific interpretation as the
linear regression of Y on X at the value X = 0. That is, b1 is a
conditional effect of Y on X only at X = 0, even if X = 0 is not
part of the actual scale. In this example, none of our scales
includes zero.

As we noted earlier, lower-order coefficients become
meaningfully interpretable when each of the predictors is
centered. In the present context, we again center X so that
XC = (X − MX ). This results in the regression equation.

Ŷ = b̃0 + b̃1 XC + b2 X2
C (19.24)

Once again, we use b̃0 and b̃1 to indicate that these regression
coefficients will typically differ in value from the corre-
sponding regression coefficients in Equation 19.23. In con-
trast, the b2 coefficient will be identical in the two equations.
The b̃1 coefficient still represents the regression of Y on X at
X = 0, but now X = 0 is rendered meaningful as the arith-
metic mean of the centered predictor. When predictor X is
centered, we gain a second interpretation for the b̃1 coeffi-
cient. The b̃1 coefficient represents the average linear regres-
sion of Y on X across the range of the data. The b2 coefficient
represents the extent of curvature.

Table 19.4 presents the second-order polynomial regres-
sion equation predicting intention. A new centered predictor
represented as WORRYC is employed as the linear predic-
tor, computed as WORRYC = (WORRY − MWORRY). The
square of WORRYC, WORRYC2, computed as WOR-
RYC2 = (WORRY − MWORRY)2, serves as the curvilinear pre-
dictor. Centering has a second advantage in that it decreases
the correlation between X and X2, yielding a smaller standard
error for the b̃1 coefficient. Here, the correlation between raw
(uncentered) X and X2 is .97, whereas the correlation between
XC and X2

C is .567. Aiken and West (1991) discuss the effects
of centering on interpredictor correlation in regression equa-
tions containing polynomial and interaction terms.

From Table 19.4, we see that the second-order polynomial
regression with both the linear and curvilinear terms accounts
for R2

Y.12 = R2 = .071 of the variation in intention,
F(2,237) = 9.07, p = .001. The regression coefficient for
WORRYC2 is negative, b2 = −0.27, t(237) = −3.79,
p < .001, capturing the inverted U-shaped component of the
relationship and confirming Hypothesis 5. The regression
coefficient for the linear predictor WORRYC is positive,
b1 = 0.50, t(237) = 3.75, p < .001, capturing the average
overall linear trend in the data that intention increases as
worry increases.

Note that in the present case we hypothesized a curvilinear
relationship between worry and intention, thus making the in-
terpretation of the results straightforward. Such interpretation

becomes more complex when the form of relationship has not
been hypothesized or the form may not have been correctly
specified. On one hand, using the lowess smooth provides a
powerful method of exploring the data and describing the
form of the relationship. On the other hand, powerful graphi-
cal methods like lowess can detect chance relationships that
only exist in the particular sample at hand. Unpredicted rela-
tionships detected through exploratory analyses should be
replicated using a new sample to rule out the possibility that
the results reflect relationships that are unique to the current
sample. In the present example, sampling participants so as to
include a larger number of cases with high scores on worry
would greatly improve the ability of the regression model to
distinguish between the linear and quadratic effects of worry
on intention (see Pitts & West, 2001). When a new sample
cannot be collected, a variety of resampling procedures can
be used to probe the stability of the findings across permuta-
tions of the sample. Diaconis (1985) presents an excellent
discussion of statistical inference in the context of ex-
ploratory data analysis.
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Revisiting the Unique Effects of Worry and Benefits

In our earlier section on Hypothesis 4, we showed that when
benefits and worry were both included in the regression
equation, the regression coefficient for worry no longer ap-
proached statistical significance (see Table 19.3, Panel C).
However, the regression Equation 19.16 only specified that
benefits and worry would have linear effects, and we have
seen that worry has a quadratic relationship to intention. We
now respecify Equation 19.16 so that it includes both a linear
and quadratic relationship of worry to intention. Again, for
ease of interpretation of the lower-order regression coeffi-
cients, we center both predictor variables (here, benefits
and worry, respectively): X1C = X1 − MX1 and X2C =
X2 − MX2 . This results in the following regression equation:

Ŷ = b̃0 + b̃1 X1C + b̃2 X2C + b3 X2
2C , (19.25)

Here b̃1 is the linear effect of benefits, b̃2 is the average linear
effect of worry, and b3 represents the extent of curvature for
worry. As is shown in Table 19.4, Panel B, benefits has a sta-
tistically significant linear relationship with intention, and
worry has a statistically significant quadratic relationship
with intention. This example illustrates that testing a regres-
sion model with only linear terms does not address the poten-
tial existence of higher-order relationships between a
predictor and the criterion variable. Hypothesis 4, that both
benefits and worry predict intention, is in fact supported, but
the unique relationship between worry and intention is qua-
dratic in form. We note the great flexibility of MR in uniquely
specifying the shape of the relationship of each variable to Y.

Sets of Predictors: Increment in 
Prediction—Hypothesis 6

The predictor variables fall into two distinct sets: (a) Set 1,
consisting of medical variables of risk (RISK) and recom-
mendation from a health professional (ANYREC), and
(b) Set 2, consisting of psychological variables of perceived
benefits of screening (BENEFITS) and worry about breast
cancer, now characterized by two uncentered predictors
(WORRY and WORRY2). In testing the increment in predic-
tion, centered and uncentered predictors will produce identi-
cal results. Hypothesis 6 predicts that Set 2 of psychological
variables will account for variance in intention over and
above Set 1 of medical variables; that is, even with level of
medical risk and input from a health professional accounted
for (partialed out, held constant), psychological factors will
still play a role in whether women are screened. 

We use a hierarchical regression strategy in which the con-
tribution of Set 2 of variables to an equation already containing

Set 1 is tested. Table 19.5 (Panel A) provides a regression
analysis with Set 1 predictors only; this yields R2

Y.12 = .271.

A second regression analysis in Table 19.5 (Panel B) gives the
regression analysis from both sets of predictors. This yields
R2

Y.12345 = .331. The squared semipartial correlation of Set 2
with the criterion, over and above Set 1, is R2

Y.(345.12) =
R2

Y.12345 − R2
Y.12 = .331 − .271 = .06. There is a 6% gain

in prediction by the addition of the psychological variables
(between a small and moderate effect size gain according to
Cohen, 1988).

We may test whether the squared semipartial correlation,
(i.e., the increment in prediction by Set 2 of variables over
and above Set 1) is significant, using the expression

Fgain = R2
all − R2

set1

1 − R2
all

(n − k − m − 1)

m

with [m, (n − k − m − 1)] df (19.26)

where k is the number of terms in Set 1 (here k = 2) and m is
the number in Set 2 (here m = 3 because worry is coded
with two variables, WORRY and WORRY2, in addition to
BENEFITS). R2

all is the multiple correlation for prediction
from both sets of predictors (all five terms) and R2

Set1 is the
prediction from Set 1 only.

Fgain = .331 − .271

1 − .331

240 − 2 − 3 − 1

3

= .060

.669

(
234

3

)
= 6.99

TABLE 19.5 Gain in Prediction of Intention From Psychological
Variables Above and Beyond Medical Variables

A. Prediction of Intention From Medical Variables (Set 1)

R2 .27132

Analysis of Regression

DF Sum of Squares Mean Square F p

Regression 2 54.16999 27.08500 44.122 .001

Residual 237 145.48659 .61387

B. Hypothesis 6: Prediction From Psychological Variables (Set 2) Over and
Above Medical Variables (Set 1)

R2 .33131

R2 change .06001 = .33131 − .27132

F for change F(3,234) = 6.99, p < .01

Analysis of Regression

DF Sum of Squares Mean Square F p

Regression 5 66.14839 13.22968 23.188 .001

Residual 234 133.50819 .57055

Note. The regression equation in Panel A includes predictors RISK and
ANYREC. The regression equation in Panel B includes RISK, ANYREC,
BENEFIT, WORRY, and WORRY2. Since uncentered predictors were used
in B, the regression coefficients for the individual predictors should not be
interpreted and are hence not reported.
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This test with (3, 234) degrees of freedom indicates sig-
nificant gain in prediction with the addition of the psycholog-
ical predictors (p < .01). Note that Equation 19.26 can be
extended to any number of predictors in Set 1 and Set 2.

Interaction Between Two Continuous 
Predictors—Hypothesis 7

In our considerations of what motivates individuals to protect
their health, we have argued that individuals perceive the
benefits of particular health protective actions more strongly
if they are more at risk (or perceive themselves to be more at
risk) for the disease in question (Aiken et al., 2001; Aiken,
West, Woodward, Reno & Reynolds, 1994; West & Aiken,
1997). Thus Hypothesis 7 predicts a positive or synergistic
interaction between risk and benefit. As risk increases, the
effect of benefits on intention increases as well, such that
the total effect of risk plus benefits on intention is greater than
the sum of the impacts of the two individual predictors—
hence the term synergistic interaction. Put in other terms, risk
serves as a moderator of the relationship of benefits to inten-
tion (Baron & Kenny, 1986); for each value of the moderator
(here risk), the regression of the outcome variable (here in-
tention) on the predictor in question (here benefits) takes on a
different value.

To represent an interaction in MR, we create a new term
that is a function of the two variables that are hypothesized to
interact. The interaction term is constructed as the product of
the predictors entering the interaction. In general, with X and
Z as the two predictors, the term carrying the interaction is
the product of X and Z—that is, XZ. The regression equation
containing the XZ interaction is given as follows:

Ŷ = b0 + b1 X + b2 Z + b3XZ (19.27)

The interaction is a partialed effect. The b3 partial regression
coefficient represents the interaction between X and Z if and
only if the two first order terms b1X and b2Z are included in
the equation. In general, all lower-order terms for each vari-
able involved in the interaction must be included in a regres-
sion equation containing an interaction, in order that the
regression coefficient for the interaction represent pure inter-
action variation—that is, unconfounded by first-order (main
effect) variation of the individual predictors involved in the
interaction.

Centering Predictors and Forming the Interaction Term

For our example, the interaction term is the product of risk
and benefit. Much interpretational benefit is gained by first
centering the individual predictors involved in the interaction

(by subtracting their means) and then forming the product of
the centered predictors. Here we compute centered RISKC =
(RISK − MRISK) and BENEFITC = (BENEFIT − MBENEFIT).
Then we form the crossproduct term RISKC*BENEFITC.
The regression equation containing the interaction is
Ŷ = b0 + b1 BENEFITC + b2 RISKC + b3 RISKC*BENE-
FITC. (At this point we assume that all the predictors
entering the regression equation containing an interaction
have been centered and drop the tilde notation previously
introduced).

Table 19.6 summarizes the analysis of the interaction
between centered risk and benefits. Panel A gives the means
and standard deviations of each predictor. We see that even if
the two predictors entering the interaction have been centered
and have means of zero, their crossproduct RISKC*BENE-
FITC will not generally be centered. The correlation matrix
in Panel B shows that there are quite low correlations be-
tween RISKC, BENEFITC, and the crossproduct term
RISKC* BENEFITC—that is to say, r = .148, r = −.008,
respectively. If we had not centered the predictors, then these
correlations would have been r = .760, and r = .872, for
RISK, BENEFIT with the crossproduct term, respectively.
Centering eliminates correlation due to scaling of the predic-
tors. We strongly recommend centering predictors involved
in interactions.

If only RISKC and BENEFITC are included as predictors,
without the interaction, the resulting R2

Y.12 = .168; the
regression equation is Ŷ = 3.612 + .324 BENEFITC + .200
RISKC. The regression equation containing the interaction is

Ŷ = 3.569 + .334 BENEFITC + .170 RISKC

+.175 RISKC*BENEFITC

with resulting R2
Y.123 = .186, about a 2% increment in pre-

diction (.186 − .168) due to the interaction. Although this is
a small effect size interaction, we will see that the pattern of
relationships of benefits to intention is modified by level of
risk. Consistent with Hypothesis 7, the existence of the inter-
action is supported. Having centered the predictors allows us
to interpret the regression coefficients for BENEFITC and
RISKC as the regressions of intention on these predictors at
the respective means of benefits and intention in the sample.
The reader is warned that these first-order coefficients should
only be interpreted if predictors are centered (see Aiken &
West, 1991, chap. 3, for a full explanation).

Having found a significant interaction, our next step is to
characterize its specific nature. For those familiar with analy-
sis of variance (ANOVA), the characterization of the interac-
tion in MR parallels the characterization of interactions in
ANOVA through the use of simple effects analysis (e.g., see
Kirk, 1995; Winer, Brown, & Michels, 1991). We begin by
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TABLE 19.6 Interaction Between Two Continuous Variables Benefits and Risk; RISKC*BENEFITC
Is the Crossproduct Term of RISKC With BENEFITC

A. Means and Standard Deviations of Predictors

Standard
Mean Deviation

INTENT 3.612 .914
RISKC .000 .750
BENEFITC .000 .900
RISKC*BENEFITC .250 .725
N of Cases = 240

B. Correlation Matrix Among Predictors and Criterion

INTENT RISKC BENEFITC RISKC*BENEFITC

INTENT 1.000 .283 .380 .157
RISKC .283 1.000 .371 .148
BENEFITC .380 .371 1.000 −.008
RISKC*BENEFITC .157 .148 −.008 1.000

C. Hypothesis 7: Synergistic Interaction Between Risk and Benefits

R2 .18647

Analysis of Regression

DF Sum of Squares Mean Square F p

Regression 3 37.23002 12.41001 18.031 .001
Residual 236 162.42657 .68825

Regression Equation

Variable b sb b* t p

RISKC .170410 .078090 .139848 2.182 .030
BENEFITC .334469 .064357 .329403 5.197 .001
RISKC*BENEFITC .174760 .075001 .138657 2.330 .021
INTERCEPT 3.568648 .056729 62.907 .001

D. Covariance Matrix of the Regression Coefficients

b1 b2 b3 BENEFITC RISKC RISKC*BENEFITC

b1 s11 s12 s13 BENEFITC .00414 −.00189 .0003325
b2 s21 s22 s23 = RISKC −.00189 .00610 −.0009527
b3 s31 s32 s33 RISKC*BENEFITC .0003325 −.0009527 .00563

rearranging the overall regression equation to show the re-
gression of the criterion on the predictor X in question as a
function of the moderator Z. Rearranging Equation 19.27, we
have

Ŷ = (b1 X + b3 X Z ) + (b2 Z + b0)

Ŷ = (b1 + b3 Z )X + (b2 Z + b0) (19.28)

Equation 19.28 is a simple regression equation that shows the
regression of the criterion on predictor X as a function of
the value of another predictor Z, the moderator. The simple
regression coefficient for X, given by the expression
bYX at Z = (b1 + b3 Z ), and the simple intercept (b2 Z + b0)
both depend on the value of Z. Substituting our variables,
we have

Ŷ = (b1 + b3 RISKC) BENEFITC + (b2 RISKC + b0), or

Ŷ = (.334 + .175 RISKC) BENEFITC

+ (.170 RISKC + 3.569). (19.29)

We may now compute the simple regressions of intention
on benefits at different levels of risk. By convention (Aiken
& West, 1991), we explore how benefits impacts intention
one standard deviation above and one standard deviation
below the mean of centered risk, which we term RISKCHIGH

and RISKCLOW, or in general ZHIGH and ZLOW, respectively.
The standard deviation of RISKC = .7501. We substitute this
value of RISKCHIGH = .7501 into Equation 19.29 and find

Ŷ = [.334 + .175(.7501)] BENEFITC

+ [.170(.7501) + 3.569]

Ŷ = .466 BENEFITC + 3.696, one standard
deviation above the mean of risk.

schi_ch19.qxd  8/7/02  12:35 PM  Page 499



500 Multiple Linear Regression

If we substitute the value RISKLOW = −.7501, we have

Ŷ = .203 BENEFITC + 3.440, one standard deviation
below the mean of risk.

Finally, we substitute RISKC = 0 at the mean of centered
risk into Equation 19.29 to assess the regression of Y on
BENEFITC at the mean of centered risk. This yields the sim-
ple regression equation Ŷ = .334 BENEFITC + 3.569. The
simple slope and intercept equal the corresponding terms
from the overall regression equation.

In general, the regression of Y on benefits increases as
risk increases, as is predicted by Hypothesis 7, with simple
slope coefficients bYX at ZLOW = .203, bYX at ZMEAN = .334, and
bYX at ZHIGH = .466, at low, moderate, and high levels of risk,
respectively. The synergistic nature of the interaction is sup-
ported. The interaction is illustrated in Figure 19.3; the sim-
ple slopes are shown along with the raw data.

The simple slopes may be tested for significance follow-
ing a method developed in Aiken and West (1991, chap. 2).
We require a covariance matrix of the regression coefficients,
which is given in Table 19.6, Panel D. Using the notation
given in Panel D, we have that the standard error of a simple
slope is given as 

sb at Z =
√

s11 + 2Zs13 + Z2s33 (19.30)

where Z is the moderator variable (here, risk), s11 and s33 are
the variances of the b1 and b3 regression coefficients, respec-
tively, and s13 is the covariance between these regression co-
efficients. A t test for the significance of the simple slope is
given as

tb at Z = bat Z/sb at Z (19.31)

with degrees of freedom equal to the degrees of freedom of
MSresidual from the full design, (n − p − 1), where p is the
number of predictors including the interaction.

For the regression of intention on benefits at
RISKCHIGH = .7501, one standard deviation above the mean
of risk, using the values from Table 19.6, Panel D, we have

Sb at HIGH RISK

=
√

[.00414 + 2(.7501)(.0003325) + (.7501)2(.00563)]

= .088

Then a t test for the simple slope is given as tb at RISKC HIGH =
.466/.088 = 5.30 with df = (240 − 3 − 1) = 236, p < .01.
At RISKCLOW = −.7501, we have sb at RISKC LOW = .083, and
tb at RISK LOW = .203/.083 = 2.45, p < .01. The t test of simple
slope at RISKC = 0 equals that from the overall equation,
t = 5.197, p < .001. We conclude that there is a positive effect
of benefits on intention at each level of risk, and that, as pre-
dicted, the impact of benefits on intention increases with in-
creasing risk. We note that the particular values of RISKCLOW

and RISKCHIGH arise from this particular sample and, of
course, contain sampling error. Thus, the sample simple effects
computed here are approximations to the simple effects at cor-
responding points in the population. Finally, we warn that the
standard error expression in Equation 19.30 only pertains to
the simple slope in Equation 19.28;Aiken andWest (1991) pro-
vide standard error expressions for a variety of simple slopes.

We have presented an example of the treatment of inter-
actions in MR. We provide a full presentation, which in-
cludes three-variable interactions and interactions involving
curvilinear relationships in Aiken and West (1991). A method
for estimating and testing simple regression equations by
computer is also provided in Aiken and West (1991).

Interaction Between A Categorical and 
A Continuous Variable—Hypothesis 8

Researchers often hypothesize that categorical variables may
modify the relationship between two continuous variables.
These hypotheses may be proposed both when the categori-
cal variable represents an experimental treatment and when
the categorical variable represents a natural category (e.g.,
ethnic group). Such hypotheses may be proposed even if
there is also an overall relationship between the continuous
variable and the dependent variable, or between the categori-
cal variable and the dependent variable, or both. We have al-
ready seen in our example (Table 19.3, Panel A) that there is
an overall relationship between benefits and intention. We
have also seen evidence (Table 19.2, Panel B) that there is
also a relationship between receiving a recommendation

Figure 19.3 Regression of intentions on benefits at three levels of risk: low
risk, one standard deviation below the mean of risk; mean risk, at the mean
of risk; and high risk, one standard deviation above the mean of risk.
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from a doctor or other health care professional (ANYREC)
and intention.

We hypothesize (Hypothesis 8) that there is a synergistic
interaction between benefits and recommendation such that,
if a woman has both received a recommendation and has
strong beliefs in the personal benefits of mammography, she
is more likely to obtain a mammogram.

The general procedure of specifying a regression equation
to represent an interaction between a categorical and a
continuous variable draws on several lessons from previous
sections. First, the group variable is represented by G − 1 code
terms. In line with our earlier presentation, we collapse the
physician recommendation and other health care professional
recommendation groups into a single recommendation group
(REC) that is contrasted with the no recommendation group
(NOREC). With G = 2 groups, we have one code variable.
Second, the continuous independent variable is centered,
BENEFITC = BENEFIT − MBENEFIT, where MBENEFIT =
3.321. As we indicated in the previous section, centering is
used to render the lower-order coefficients interpretable in a
regression equation containing interactions. Third, the
interaction is represented by a set of terms corresponding to the
product of each of the G − 1 code variables and the centered
continuous variable.

Because the interpretation of interactions involving cate-
gorical variables can be challenging, we present two prelimi-
nary analyses for pedagogical purposes that help provide a
foundation for our understanding. Our first preliminary
analysis examines the regression of intention on centered
benefits only for the 144 participants in the REC group (i.e.,
the combined physician and other health professional recom-
mendation groups),

Ŷ = b0 + b1 BENEFITC = 3.903 + .297 BENEFITC
(REC group only) (19.32)

BENEFITC is centered at the mean of the full sample of
240 people, MBENEFIT = 3.321. Thus, b0 = 3.903 represents
the predicted value of intention in the REC group, given that
the person’s score on benefits equals the mean benefits of
the full sample, (i.e., at MBENEFIT = 3.321). Further, b1 =
0.297 represents the regression of intention on benefits in the
REC group only—that is, the predicted amount of change in
intention for each one unit change in benefits for individuals
who received a recommendation from a health professional.

Our second preliminary analysis examines the regression
of intention on centered benefits for only the 96 participants
in the NOREC group:

Ŷ = b0 + b1 BENEFITC = 3.157 + .234 BENEFITC
(NOREC group only) (19.33)

Again, since benefits is centered at the mean of all 240 cases,
b0 = 3.157 represents the predicted value of intention in the
NOREC group, given that the person’s score on benefits
equals the mean of the full sample, MBENEFIT = 3.321. Here,
b1 = 0.234 represents the slope in the NOREC group. We
note that as we predicted, the slope of the regression of inten-
tion on benefits is larger in the group that received the rec-
ommendation; yet these two analyses provide no test of
whether the difference in slopes is large enough to achieve
conventional levels of statistical significance, a test provided
by specifying a regression equation containing the interaction
between the recommendation variable and benefits.

Contrast Code and the Interaction Test

We now examine the interaction between recommendation
and benefits to test Hypothesis 8 directly. We create a contrast
code CONTRREC for the respecified two-group recommen-
dation predictor (REC vs. NOREC). We use the formulae we
used previously to construct contrast codes for sets of groups.
With K1 = 1 group in the first set (the REC group) and
K2 = 1 group in the second set (the NOREC group), we as-
sign the code K2/(K1 + K2) = .50000 to the REC group and
−K1/(K1 + K2) = −.50000 to the NOREC group. Note that
these codes are one unit apart, following the rule we previ-
ously specified. We form the crossproduct term between the
categorical CONTRREC and continuous BENEFITC vari-
able as BENEFITC*CONTRREC, which yields the regres-
sion equation

Ŷ = b0 + b1 BENEFITC + b2 CONTRREC

+ b3 BENEFITC*CONTRREC (19.34)

A significant interaction (b3 coefficient) would signify that
the regression of intention on benefits differs in the two
groups. The numerical example using this equation is given
in Table 19.7, Panel A, with the resulting regression equation

Ŷ = 3.5300 + .2653 BENEFITC + .7461 CONTRREC

+ .0619 BENEFITC*CONTRREC (19.35)

The b3 coefficient represents the interaction and is the dif-
ference between the slopes for the two groups, b3 = .2963 −
.2344 = .0619. The absence of a significant interaction,
t(236) = 0.52, ns, indicates that the simple regression slopes
for the regression of intention on benefits in the two groups are
essentially parallel within sampling error. This is also clear
from Figure 19.4. The b2 coefficient for CONTRREC is the
difference in mean intention in the two groups, b2 = 3.9030 −
3.1569 = .7461, conditioned on both groups’ being at the
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TABLE 19.7 Interaction Between a Continuous Variable (Benefits)
and a Categorical Variable (Recommendation From a Health
Professional)

A. Hypothesis 8: Synergistic Interaction Between Recommendation and
Benefits; Contrast-Coded Recommendation CONTRREC (REC = .5,
NOREC = −.5); BENEFITC*CONTRREC Is the Crossproduct Term
Between BENEFITC and CONTRREC

R2 .29050

Analysis of Variance

DF Sum of Squares Mean Square F p

Regression 3 57.99968 19.33323 32.209 .001

Residual 236 141.65691 .60024

Regression Equation

Variable b sb b* t p

BENEFITC .265325 .059763 .261307 4.440 .001

CONTRREC .746142 .107228 .400766 6.958 .001

BENEFITC*
CONTRREC .061943 .119527 .029324 .518 .605

INTERCEPT 3.529992 .053614 65.841 .001

B. Hypothesis 8: Synergistic Interaction Between Recommendation and
Benefits; Dummy-Coded Recommendation DUMMREC (REC = 1,
NOREC = 0); BENEFITC*DUMMREC Is the Crossproduct Term
Between BENEFITC and DUMMREC

R2 .29050

Analysis of Regression

DF Sum of Squares Mean Square F p

Regression 3 57.99968 19.33323 32.209 .001

Residual 236 141.65691 .60024

Regression Equation

Variable b sb b* t p

BENEFITC .234354 .094133 .230804 2.490 .014

DUMMREC .746142 .107228 .400766 6.958 .001

BENEFITC*
DUMMREC .061943 .119527 .046616 .518 .605

INTERCEPT 3.156921 .084257 37.468 .001

Note. The continuous variable is centered benefits. The categorical variable
is the respecified categorical variable that contrasts all individuals who
received a recommendation for a mammogram with those who did not
receive a recommendation. This variable is characterized in Panel A with a
contrast code and in Panel B with a dummy code.

arithmetic mean of benefits, MBENEFIT = 3.321. This difference
is significant, t(236) = 6.96, p < .001 and is reflected in the
difference in elevations of the two simple regression lines in
Figure 19.4. Due to our use of a contrast code for group, and,
moreover, to the choice of the particular values of the codes,
the b0 and b1 coefficients give specific information about over-
all sample of N = 240 cases of which the groups are com-
prised. The intercept b0 equals the unweighted mean of the
intercepts of the regression equations within the REC and the
NOREC groups, b0 = (3.9030 + 3.1569)/2 = 3.5299. The b1

coefficient represents the unweighted mean of the slopes in the
REC and NOREC groups so that b1 = (0.2963 + 0.2344)/2 =

0.2653.As we showed above, the b2 coefficient provides infor-
mation about the difference between intercepts (means) of
the two groups; the b3 coefficient provides information about
the differences between the slopes of the two groups.

Had the interaction been significant, we could have per-
formed simple slope analyses, testing whether the slope in
each group was different from zero. We might also ask at
what particular values of benefits, if any, the two groups dif-
fered in their intention. The test of difference in intentions
across groups at particular values of benefits is given by the
Johnson-Neyman procedure, which is explained in Aiken and
West (1991, chap. 7), Pedhazur (1997), and West, Aiken, and
Krull (1996).

Dummy Coding and the Interaction

Instead of using the contrast code CONTRREC, we could
have employed a dummy code DUMMREC to represent the
respecified two-group recommendation variable, where
DUMMREC = 1 for the REC group and 0 for the NOREC
group. (Recall that the group coded 0 in a dummy-coded
scheme is the reference group.) The crossproduct term is
BENEFITC*DUMMREC. The regression equation to be es-
timated in this instance is

Ŷ = b0 + b1 BENEFITC + b2 DUMMREC

+ b3 BENEFITC*DUMMREC (19.36)

The resulting regression equation, given in Table 19.7,

Figure 19.4 Regression of intentions on benefits within each recommen-
dation group. The upper regression line is for the REC group, which received
a recommendation from a physician or other health professional for a mam-
mogram; the lower line is for the NOREC group. Raw data points are repre-
sented by Xs for the REC group and open Os for the NOREC group.
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Panel B, is

Ŷ = 3.1569 + 0.2343 BENEFITC + 0.7461 DUMMREC

+ 0.0619 BENEFITC*DUMMREC (19.37)

In Equation 19.37, b2 and b3, which are associated with the
DUMMREC variable, have the same numerical value as in
Equation 19.35 containing the contrast-coded CONTRREC;
again, they give the difference in intercept and slope, respec-
tively, in the two groups. The b0 and b1 coefficients give
information about the reference group at centered
BENEFITC = 0. Here b0 is the intercept in the reference
group (NOREC) for people for whom BENEFITC = 0; b1

gives the regression of intention on benefits in the reference
(NOREC) group.

The choice of contrast versus dummy codes for the cate-
gorical by continuous variable interaction is a matter of inter-
pretational ease and preference. Changing from contrast code
to dummy code yields the following general change: With
contrast coding, we obtain overall information about the
average of the groups, both average intercept and average
slope; with dummy coding, we obtain information about the
intercept and slope in the reference group. Only in the two-
group case do both coding schemes give identical informa-
tion about the difference in slopes (i.e., the interaction) and
about the difference between the means of the two groups on
the outcome variable when the formulas presented for estab-
lishing the values of the contrast codes are followed. West,
Aiken, and Krull (1996) include an extensive presentation of
the interpretation of regression coefficients given various
schemes for coding the categorical variable when there are
more than two groups.

MODEL CHECKING AND DETECTING
REGRESSION PROBLEMS

Model Respecification

Models we examine in regression analysis may be incorrectly
specified in terms of either the predictors included or the
form of the relationship of predictors to the criterion. In two
instances we respecified our original regression model during
the course of analysis: (a) We collapsed two of the three cat-
egories of the recommendation variable into one because we
found no statistical evidence of difference between these cat-
egories, and (b) We moved from a linear to a curvilinear spec-
ification of the relationship of worry to intention based on the
data as well as on Janis and Feshbach’s (1953) earlier theo-
retical and empirical work. A combination of statistical tests
and graphical displays led us to these model revisions. When

model respecification is accomplished in this manner, cross-
validation—that is, testing of the respecified model in a new
sample, is highly desirable.

Shrinkage of R2

Even when the regression equation has been properly speci-
fied, the sample R2 is a positively biased estimator of the
population squared multiple correlation �2—that is, R2, on
average, is larger than �2. An adjusted value of R2 is com-
puted in the sample; R2

adjusted provides a more accurate esti-
mate of �2. It is given as

R2
adjusted = 1 − (1 − R2)

(n − 1)

(n − p − 1)
(19.38)

This value is given in standard regression analysis software,
including SPSS and SAS. The difference between R2 and
R2

adjusted is an estimate of how much R2 would drop if the sam-
ple regression equation were applied to the whole population;
the drop is referred to as shrinkage. There is a second use of
the term shrinkage. In cross-validation, we apply a regression
equation developed in one sample to the data from another
sample. We again expect R2 to drop from the first to second
sample, due to the idiosyncrasies of each sample. The shrink-
age on cross-validation is expected to be larger than the
shrinkage from sample to population; (see Schmitt, Coyle, &
Rauschenberger, 1977, for estimates of the cross-validated
multiple correlation).

Assumptions of Regression Analysis and 
Detection of Violations

The OLS regression model makes a series of assumptions,
which, if they are met, yield regression coefficients that are
optimal statistically in that the coefficients have the smallest
standard errors of all linear unbiased coefficients (i.e., are
said to be best linear unbiased). These assumptions include
that the predictors are fixed, (i.e, that cases have been sam-
pled at fixed values on the predictors), that all predictors are
measured without error, that the relationships of predictors to
the criterion are linear (or can be cast into linear form, as we
saw in polynomial regression). The residuals (Yi − Ŷi ) are
the focus of an additional series of assumptions: (a) that they
are independent of one another, (b) that they exhibit homo-
scedasticity (i.e., their variance is constant for all values of
X), and (c) for purposes of statistical inference, that they are
normally distributed. Violation of these assumptions may
lead to bias in regression coefficients. Moreover, violation
may lead to bias in the standard errors of the regression coef-
ficients, which, in turn, yield biased significance tests and
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confidence intervals. Treatments of these assumptions can be
found in regression texts such as Cohen et al. (2003, chap. 4)
or Neter et al. (1996). A number of graphical displays and
statistical tests are used in the detection of violations of
assumptions.

Multicollinearity

Multicollinearity, or high redundancy among predictors,
causes great instability of regression coefficients. We have al-
ready encountered the variance inflation factor (VIF), a mea-
sure of the extent to which each predictor is redundant with
(can be predicted from) the other predictors in the set. Pre-
dictor sets should be screened for variables with very high
VIF values. These variables may be eliminated or combined
with other variables with which they are very highly corre-
lated. An extensive discussion of multicollinearity and its po-
tential remedies is given in Cohen et al. (2003, chap. 10).

Errant Data Points and Regression Diagnostics

Within a data set there may exist errant or extreme data points
that have an unduly strong effect on the outcome of a regres-
sion analysis. By outcome we mean the actual values of the
regression coefficients, including the intercept, and the size
of R2. It is possible that a single data point is responsible for
the presence of an effect (significant regression coefficient).
In contrast, a single data point may mask an effect that would
be statistically significant if the point were removed. A set
of statistical measures, termed regression diagnostics, are
employed to detect such data points and to measure their po-
tential or actual impact on the regression analysis. The diag-
nostic measures are case statistics—that is, they yield a set of
scores assigned to each individual case that characterize a va-
riety of potential or actual impacts of that case on the regres-
sion analysis. Regression diagnostic measures are of three
types. The first type, measures of leverage, assesses the
potential of a point to influence the outcome of a regression
analysis; measures of leverage are based on the predictors
only. The second type, measures of distance or discrepancy,
assesses how far the observed criterion score Y for each case
is from the predicted score Ŷ . Points with high discrepancy
are data points whose Y scores are unexpected, given their X
scores or position in the predictor space. The third type, mea-
sures of influence, assesses the actual impact of each case on
the outcome of the regression analysis. Following a regres-
sion analysis, it is strongly recommended that regression di-
agnostics be examined to determine whether there are cases
that are having an undue influence on the outcome of the

analysis, perhaps leading to conclusions that would not stand
a test of replication in the absence of the errant case.

There are a number of measures of each type of regression
diagnostic. We present a recommended choice of measure of
each type, and illustrate its use with our numerical example.
More complete treatments are given in Fox (1991) and in
Cohen et al. (2003, chap. 10).

Leverage

Measures of leverage are based on the distance between an
individual point and the centroid of the sample. The centroid
of the sample is the point representing the mean on each pre-
dictor variable. In a simple regression equation containing
only the risk and benefits predictors, the centroid is the point
at the means of these two predictors: MRISK = 3.989;
MBENEFIT = 3.321, as given in Table 19.1, Panel A. The far-
ther an individual observation is from the centroid of the pre-
dictors, the greater the potential of that case to change the
outcome of the regression analysis. We consider a measure of
leverage, referred to as hii, which is commonly employed.

Distance or Discrepancy

Measures of distance (discrepancy) are all based on the resid-
ual for a case (Yi − Ŷi ). We focus on one of a number of these
measures, the externally studentized residual (or studentized
deleted residual). This measure has two characteristics. First,
it is a standardized residual that follows a t distribution
(residual/standard deviation of residual). Second, it is based
on a regression equation derived from an analysis in which
the case in question has been deleted. The reason for the
deletion of the case during computation of the regression
model is that if the case is in the sample and if the case is un-
duly affecting the regression analysis, then the regression line
(or regression plane) will be pulled toward the point. In such
cases, the residual will be small because the point is so influ-
ential, even though the point may be grossly unrepresentative
of the remainder of the sample.

Influence

Measures of influence assess the extent to which a single case
determines the outcome of the regression analysis. The mea-
sure DFFITS is a standardized measure (in z score form) of
the difference in the predicted score for a case if the case is
included in the analysis versus if the case is excluded from
the analysis. Finally, a series of measures, DFBETAS, one for
each regression coefficient, are standardized measures of the
change in each regression coefficient if the case is included
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TABLE 19.8 Regression Diagnostics and the Impact of Individual
Cases on Regression Analysis

A. Extreme Cases 239 and 240

1. Overall diagnostic measures of leverage (hii), discrepancy (Studentized
Deleted Residual), and influence (DFFITS)

Studentized
CASE hii Deleted Residual DFFITS

239 .11163 −4.41127 −1.59640
240 .54688 −2.32443 −2.57518

2. Scores of cases on predictors and criterion 

CASE RISK BENEFIT INTENT

239 7.47 3.96 1.45
240 9.99 4.47 4.90

3. Diagnostic measures of impact on individual regression coefficients
(DFBETAS)

Intercept Risk Benefit Interaction
CASE DFBETAS0 DFBETAS1 DFBETAS2 DFBETAS3

239 −.08686 −1.31349 .28886 −.60307
240 .37806 −1.50425 .28541 −1.78621

B. Estimation of regression model with case 240 removed

R2 .19807

Analysis of Regression

DF Sum of Squares Mean Square F p

Regression 3 39.21527 13.07176 19.347 .001

Residual 235 158.77608 .67564

Regression Equation

Variable b sb b* t p

RISKC .286797 .092160 .202081 3.112 .002

BENEFITC .316269 .064244 .311714 4.923 .001

RISKC*

BENFITC .307495 .093718 .197115 3.281 .001

INTERCEPT 3.547398 .056946 62.294 .000

versus deleted from the analysis (i.e, they indicate by how
many standard deviations each point changes each of the re-
gression coefficients).

We turn to our numerical example and examine the mea-
sures of leverage, discrepancy, and influence for each case.
Table 19.8 summarizes the findings. To limit the demonstra-
tion, we adopt the strategy of identifying the case which is
most extreme on each of the three diagnostic measures. (In
usual practice, we would adopt the strategy of identifying a
few extreme cases on each diagnostic measure and examin-
ing them in detail or following some rules of thumb for se-
lecting potential problematic cases.) We also simplify matters
by focusing on the limited regression equation of intention on
centered risk, benefits, and their interaction, summarized in
Table 19.6, and given as

Ŷ = 3.569 + .170 RISKC + .334 BENEFITC 

+ .175 RISKC*BENEFITC

The diagnostic measures identify two extreme cases, Cases
239 and 240 that together exhibit the most extreme scores on
the three diagnostic measures. Information about these cases
is given in Table 19.8, Panel A. As shown in Panel A(1), Case
240 is most extreme on the measures of leverage (hii) and
overall influence (DFFITS); Case 239 is most extreme on dis-
crepancy (studentized deleted residual). Panel A(2) provides
raw scores on risk, benefit, and intention. Case 239 has the
second-highest risk score in the sample (7.47 on a 10-point
scale), a benefits score at the 74th percentile of the sample,
and a very low intention score (1.45 on a 6-point scale) at the
2nd percentile of intention in the sample. Case 240 has the
highest risk score in the sample (9.99 on a 10-point scale), a
perceived benefits score at the 90th percentile, and an inten-
tion score (4.90 on a 6-point scale) at the 93rd percentile.
Given the remarkably high risk score, we might have ex-
pected a higher intention score (the highest in the sample is
5.89 on the 6-point scale). Panel A(3) gives the DFBETAS
for the intercept and the three predictors for Cases 239 and
240. Each case has the effect of reducing the positive regres-
sion coefficient for risk—that is, making the coefficient more
than one standard deviation closer to zero than it would be if
the case were deleted. This is shown by the large negative
DFBETAS1 for risk (−1.313, −1.504, for Cases 239 and 240,
respectively). The reason is that each case has a very high
risk score relative to its lower intention score. Case 240 also
has a similar effect on the positive interaction between risk
and benefit, with a DFBETAS3 for the interaction of −1.786.

To illustrate the impact of Case 240 on the regression
equation, we repeat the regression analysis with the case
eliminated. The result is given in Table 19.8, Panel B, and

should be compared with that in Table 19.6, Panel C, which
gives the same analysis with Case 240 included. Both the
regression coefficient for RISKC and for the interaction
RISKC*BENEFITC are larger when Case 240 is removed.
We find this result comforting in that our interpretations of
positive impact of risk on intention and the synergistic inter-
action between risk and benefits from Table 19.6, Panel D
are only enhanced by the deletion of this case. We warn the
reader, however, that there can be instances in which the
removal of an influential case can completely eradicate an
effect.

What should be done about extreme errant data points?
Consideration must be made of the source of the extreme
cases. The very low intentions score for Case 239 may sim-
ply represent a clear recording or data entry error that can be
rectified. In other cases, the case may represent a rare sub-
population that is different from the general population of
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interest. For example, Case 239 may belong to a religious
group that does not believe in any form of medical testing or
intervention. If so, Case 239 and any other cases representing
this religious group should be removed from the analysis.
The analyst should then present a full explanation of the ra-
tionale for the removal and clearly indicate that the results of
the analysis can be generalized only to a population of eligi-
ble women for whom religious beliefs do not prohibit med-
ical tests. In still other cases, the analyst will have no clear
understanding of the source of the outliers. In such instances,
the analyst might repeat the analysis without the errant
case(s) and report the results of both analyses. Alternatively,
the analyst might transform the data or use robust estimation
methods that reduce the influence of the outliers on the re-
sults relative to OLS regression (Cohen et al., 2003; Wilcox,
1997). McClelland (2000) notes that some substantive psy-
chologists are concerned about the potential that unscrupu-
lous scientists could abuse these methods; however, many
statisticians tend to be more concerned about the possibility
that misleading conclusions could be reached based on a
small number of aberrant cases in the data set. Given these
conflicting concerns, we encourage researchers to make their
raw data available for secondary analysis and to follow
Kruskal’s (1960) classic advice: Always provide full infor-
mation about outliers in published research reports, “even
when one feels that their causes are known or rejects them for
whatever good rule or reason” (p. 257).

Missing Data

Throughout our presentation we have assumed that data are
complete on all variables. Certain forms of missing data may
produce sample regression coefficients that are biased esti-
mates of corresponding population values, as well as in-
creased standard errors. Graham, Cumsille, and Elek-Fisk
(this volume) and Allison (2001) provide introductions to the
treatment of missing data. Little and Rubin (1987) and Shafer
(1997) provide advanced treatments. 

SUMMARY

Regression analysis is a broad data analytic system for relat-
ing a set of independent variables (or predictors) to a single
dependent variable (or criterion) or to a set of dependent vari-
ables. We have presented the structure of regression analysis
in general and focused in detail on ordinary least squares re-
gression analysis with a single continuous dependent variable.
We have examined the squared multiple correlation as a mea-
sure of overall fit of a regression model. We have explained

the central concept of examining the effect of individual pre-
dictors with the impact of other predictors held constant or
partialed out. Using a simulated numerical example designed
to follow closely theorizing and empirical findings in health
psychology, we have illustrated the use of multiple regression
to examine relationships of both continuous and categorical
predictors to a criterion, the impact of interpredictor correla-
tion on regression results, the detection of curvilinear rela-
tionships through graphical analysis, the respecification of the
regression model to accommodate empirically derived forms
of relationship, and the detection and interpretation of interac-
tions between continuous variables and between a continuous
and a categorical variable. We have also presented methods
for detecting errant data points that may have undue influence
on regression analysis results and thus undermine conclu-
sions. Throughout the numerical example, we have attempted
to serve the aim of illustrating the interplay between theory
and empirical findings in the specification, testing, and revi-
sion of regression models.
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Categorical response variables are common in social and
behavioral research. Researchers are frequently interested in
modeling such phenomena as the initiation of sexual activity
by a certain age, whether individuals have been the victims of
various types of crimes, whether couples have experienced
violence in their relationship, and so forth. In these instances
the response variable may be binary (initiated sexual activity
by age 16, did not initiate such activity), unordered categori-
cal (not a crime victim, victim of a property crime, victim of
a violent crime, victim of a white-collar crime), or ordered
categorical (nonviolent relationship, relationship character-
ized by minor violence, relationship characterized by severe
violence). For various reasons, to be detailed later, linear re-
gression is not the optimal statistical procedure for modeling
categorical data. Instead, logistic or probit regression is pre-
ferred. In this chapter I provide a thorough introduction to lo-
gistic regression. (For probit regression, the reader is referred
to the works by Aldrich and Nelson, 1984, and Long, 1997.)

I begin with a discussion of binary response variables.
Here, I outline the pitfalls of using linear regression and
develop the logistic regression model. Subsequent sections
focus on model estimation, the interpretation of model coeffi-
cients, various inferential tests used in this type of analysis,
and analogues of R2 for assessing the discriminatory power of
a model. Discussion of binary responses then proceeds to
more advanced issues, such as modeling and interpreting in-
teraction effects, comparing models across groups, and com-
paring coefficients of focus variables across nested models. I
then treat unordered categorical variables, detailing the use of
the multinomial logistic regression model and the test of col-
lapsibility of response categories. Finally, I address the or-
dered categorical model and how to proceed when the model
is not appropriate for the data. The chapter concludes with sug-
gested readings for those interested in pursuing the topic with
greater rigor. It is assumed that readers are reasonably familiar
with multiple linear regression. Knowledge of matrix algebra
is not a requirement; however, matrix notation is introduced
in places to facilitate the compact presentation of material.

MODELS FOR A BINARY RESPONSE

Why a Linear Model Is Inappropriate

Suppose that the researcher is interested in modeling a binary
response variable, Y, coded 1 for those in the category of in-
terest, and 0 otherwise, using a set of explanatory variables,

Data for this chapter are from the National Survey of Families and
Households, which was funded by a grant (HD21009) from the Cen-
ter for Population Research of the National Institute of Child Health
and Human Development and by a grant from the National Institute
on Aging. The author wishes to thank William H. Greene for his
contribution to the section on R2 analogues and Wendy D. Manning
for her contribution to the section on comparing coefficients across
models.
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510 Logistic Regression

X1, X2, . . . , X K . One possibility is to use multiple linear re-
gression. The model for each sample observation is (omitting
the i subscript indicating each individual case):

Y = �0 + �1 X1 + �2 X2 + · · · + �K X K + �, (20.1)

where the �s, or conditional errors, are usually assumed to
be independent and identically distributed random variables
with a mean of zero, a variance of �2 that is constant across
values of the Xs, and, in small samples, a normal distribution.
The model can also be expressed in terms of the conditional
mean of the response:

E(Y ) = �0 + �1 X1 + �2 X2 + · · · + �K X K . (20.2)

In that Y is dummy coded, its mean is �, the proportion of in-
dividuals in the category coded 1. Alternatively, it is the prob-
ability that the ith case is in the category of interest. Because
this is being modeled as a linear function of the explanatory
variables (more accurately, a linear function of the model pa-
rameters), Equation 20.2 is referred to as the linear probabil-
ity model (LPM; Long, 1997). What is wrong with this
approach? There are two major problems: heteroscedastic er-
rors and incorrect functional form. As discriminant analysis
is equivalent to multiple linear regression with a dummy
response when the dependent variable is binary (Kerlinger &
Pedhazur, 1973; Stevens, 1986), it suffers from the same
drawbacks.

First, we rewrite Equation 20.2, substituting � for E(Y ):

� = �0 + �1 X1 + �2 X2 + · · · + �KX K . (20.3)

Here it is clear that what is being modeled is the probability
that Y = 1. Now Equation 20.1 becomes Y = � + �. Con-
sider the error term. Because Y is binary, the error takes on
only two values: 1 − � when Y is 1, and −� when Y is 0. The
ordinary least squares (OLS) estimators of the �s are still
unbiased because the mean of the errors is still zero. To
see this, note that the mean of the errors is E(�) =∑

� �p(�) = (1 − �)� + (−�) (1 − �) = 0. But the vari-
ance of the errors is no longer constant over levels of X. This
is evident in the expression for the error variance:
V (�) = ∑

� (� − E(�))2 p(�) = ∑
� �2 p(�) = (1 − �)2 � +

(−�)2 (1 − �) = �(1 − �)[(1 − �) + �] = �(1 − �). Be-
cause Equation 20.3 shows � to be a function of the Xs, the
error variance is, too. Thus, the LPM is inherently het-
eroscedastic. This condition has two consequences. First, the
OLS estimators are no longer efficient—there exist other
estimators with smaller sampling variance. More important,
OLS estimates of the standard errors of the coefficients are

biased (see Greene, 1997, for a discussion of standard-error
bias in the presence of heteroscedasticity). That is, the
standard-error estimates printed out by regression software
are incorrect. These problems are not insurmountable. An
alternative to OLS in this situation is to use weighted least
squares to estimate the regression coefficients, where the
weight is the inverse of the estimated error variance (see
Aldrich & Nelson, 1984, for details on using this alternative).

A more serious problem, however, is the implicit assump-
tion in Equation 20.3 that the probability is a linear function
of the explanatory variables. The difficulty is that the left-
hand side of Equation 20.3, being a probability, is bounded
between the values of zero and one. The right-hand side has
no such restriction. It is free to take on any real value. The
practical consequences of this are coefficient estimates that
often give nonsensical predicted probabilities (values less
than zero or greater than one) or indicate nonsensical impacts
of predictors. An example of the latter is found in Long
(1997). He presents an analysis using the LPM in which the
response is whether a married woman is in the labor force.
Data are from the 1976 Panel Study of Income Dynamics.
The OLS coefficient for the number of children under 5 in the
household is −.295. This means that each additional child in
the household reduces the probability of the wife’s being em-
ployed by .295. However, the reduction in the probability of
employment for having four additional children in the house-
hold is 1.18, which, of course, is impossible. These caveats
aside, conclusions reached regarding the sign and signifi-
cance of predictor effects using the LPM will typically be
consistent with those arrived at using the more sophisticated
analytic strategies discussed later.

The Logistic Regression Model

Both logistic and probit regression employ functions of the
Xs that are restricted to fall between zero and one. With one
X in the equation, the logistic regression model for the prob-
ability that Y = 1 is

� = e�0+�1 X

1 + e�0+�1 X
. (20.4)

Figure 20.1 shows the difference between the linear and lo-
gistic functions for P(Y = 1). The logistic function (as well
as the probit function) is called a sigmoid, meaning S-shaped,
curve. It should be clear that the right-hand side of Equa-
tion 20.4 can never fall outside the 0,1 range. The function
approaches 0 as �0 + �1 X becomes increasingly negative,
and approaches 1 as �0 + �1 X becomes increasingly posi-
tive, as shown in the figure. (For illustration purposes, it is
assumed that �1 is positive.) In the linear specification for
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Figure 20.1 P(Y = 1) as a linear, vs. a logistic, function of an explanatory
variable.

P(Y = 1), the impact of a unit increase in X on the probabil-
ity is a constant, �1, at every value of X . In the logit specifi-
cation, X has maximum impact on the probability in the
middle range of X values, whereas at the extremes of X , in-
creases in X have little effect. This is substantively rea-
sonable. For example, suppose that X is annual income in
thousands of dollars and Y is home ownership. We would ex-
pect that a unit (i.e., thousand-dollar) increase in income
would effect a noticeable increase in the probability of home
ownership for people with annual incomes in the range of,
say, $20,000 to $100,000. However, for those with incomes
below $20,000 annually, home ownership is relatively un-
likely, and another $1,000 probably will not make much dif-
ference. Similarly, those making more than $100,000 per
year almost certainly own a home, and $1,000 is not likely to
matter much. In sum, the logistic curve is an appealing func-
tion for modeling a probability, from a mathematical as well
as a conceptual standpoint.

Motivation to use the logit or probit formulation also fol-
lows if we consider Y to be a binary proxy for a latent con-
tinuous variable that follows the multiple linear regression
model. Suppose, for example, that the propensity for violence
toward an intimate is a continuous, unobserved variable, de-
noted Y ∗, ranging from minus infinity to plus infinity. When
Y ∗ is greater than some threshold, say, 0, we observe violence
toward an intimate partner. Otherwise, no violence is ob-
served. The model for Y ∗ is: Y ∗ = ∑

�k Xk + �, where∑
�k Xk = �0 + �1 X1 + �2 X2 + · · · + �K X K , and the dis-

tribution of � is assumed to be symmetric about zero (not
necessarily normal, however). Now the probability that vio-
lence is observed to occur is P(Y = 1) = P(Y ∗ > 0) =
P(

∑
�k Xk + � > 0) = P(� > −∑

�k Xk) = P(� <
∑

�k

Xk). This last result follows from the symmetry of the distri-
bution for � (i.e., the probability that � > −c is equal to the

probability that � < c). The probability of the event of inter-
est is therefore the probability that the error term is less than
the value given by 

∑
�k Xk . Whether logistic or probit re-

gression is used depends on the distribution assumed for the
errors. If the standard normal distribution is assumed, probit
analysis would be used. If instead we assume a logistic distri-
bution for � (also a distribution symmetric about 0, but with a
variance of �2/3 instead of 1, where in this case � is the con-
stant 3.14159), the analysis becomes a logistic regression. In
general, the logistic regression model for the probability of
an event, using K regressor variables, is

� = e
∑

�k Xk

1 + e
∑

�k Xk

. (20.5)

Modeling the Logit

Equation 20.5 is a model for probabilities. The model can
also be expressed in terms of odds. The odds of event occur-
rence is �/(1 − �). This is the ratio of the probability of
event occurrence to the probability of event nonoccurrence.
For example, if the probability that an event occurs is .2, the
odds of event occurrence is .2/.8 = .25, or 1 in 4. That is, the
event is about one fourth as likely to occur as not to occur. In
terms of model parameters, the equation for the odds is

�

1 − �
= e

∑
�k Xk = e�0 e�1 X1 e�2 X2 · · · e�K X K . (20.6)

In other words, the odds is a multiplicative function of model
parameters, where each term in the product is exp(�k Xk). If
we take natural logarithms (denoted “log” throughout the
chapter) of both sides of Equation 20.6, we have

log

(
�

1 − �

)
= �0 + �1 X1 + �2 X2 + · · · + �K X K . (20.7)

Here the resemblance to the linear regression model should
be obvious. The right-hand side is the same as in Equa-
tion 20.3. The left-hand side is the log odds of event occur-
rence, also called the logit of event occurrence. The logit can
take on any value from minus to plus infinity, and is therefore
unrestricted in value, just like the right-hand side. The betas
are interpreted just as in linear regression: A unit increase in
Xk changes the logit by �k units, controlling for other covari-
ates in the model. However, in that changes in log odds
are difficult to translate into intuitive terms, we will find it
easier to interpret variable effects in terms of Equation 20.6
(discussed later).
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Estimation

In linear regression, parameter estimates are obtained by
minimizing the sum of squared errors with respect to the pa-
rameters. In logistic regression, estimates are arrived at by
maximizing the likelihood function for the observed data
with respect to the parameters. The likelihood function plays
an important role in logistic regression and is therefore worth
discussing in some detail. Recall that the response variable Y
is coded 1 if the ith case has experienced the event of interest
(or is in the category of interest) and 0 otherwise, and the
probability that Y equals 1 is �. The probability function for
the random variable Y is then p(y) = �y(1 − �)1−y . This
function gives the probability that Y takes on either value
in its range: p(0) = �0(1 − �)1−0 = 1 − �, and p(1) =
�1(1 − �)1−1 = �. A particular collection of Y scores for N
cases can be denoted by y, indicating a vector, or collection,
of Y scores. The probability of observing a specific set
of Y scores, assuming independence of observations, is:
p(y) = ∏

�y(1 − �)1−y , where the product is over all
N cases in the sample. To write this function in terms of the
model parameters, we substitute the right-hand side of Equa-
tion 20.5 for �:

L(� | y, x) =
∏(

e
∑

�k Xk

1 + e
∑

�k Xk

)y(
1

1 + e
∑

�k Xk

)1−y

.

(20.8)

Equation 20.8 is the likelihood function. For a given sample
of Xs and Y s, the value of this expression depends only on
the model parameters. Maximum likelihood estimation
(MLE) routines find the values of the parameters that result
in the largest possible value for this function. These are then
the parameter values that make the sample data most likely to
have been observed.

Asymptotic Properties

Maximum likelihood estimators have several desirable
asymptotic, or large-sample, properties (technically, proper-
ties that hold as the sample size tends toward infinity) that
make them optimal in statistical applications (Bollen, 1989).
First, they are consistent, which means that they converge to
the true parameter value as the sample size gets ever larger.
(Technically, consistency means that the probability that the
MLE is further than some arbitrarily small distance from the
parameter value tends to zero as the sample size approaches
infinity.) Second, they are unbiased—again, in large samples.

Third, they are asymptotically efficient. This means that in
large samples they have smaller sampling variance than any
other consistent estimator. Finally, they are asymptotically
normally distributed, enabling tests of significance using the
standard normal distribution. However, these properties hold
only in larger samples. Long (1997), for example, recom-
mends having at least 10 observations per parameter esti-
mated, and never using samples smaller than 100 cases.

An Example

In the following pages I present a series of logistic regression
models for the occurrence of intimate violence among 4,401
married and unmarried cohabiting couples for the period
1987–1994. Data are from the National Survey of Families
and Households (NSFH), a two-wave panel study of a na-
tional probability sample of U.S. households conducted by
the University of Wisconsin (details of the initial survey can
be found in Sweet, Bumpass, & Call, 1988). The sample for
analyses in this chapter consists of couples who were married
or living together unmarried in the first wave of the survey
(1987–1988) who were still together in the second wave
(1992–1994). My interest is in examining what characteris-
tics of couples at time 1 are predictive of violence during the
5- to 7-year period in which the couples were followed. De-
scriptive statistics for all variables used in the following
analyses are shown in Table 20.1. The binary dependent vari-
able in the first set of analyses is whether violence was re-
ported to have occurred in at least one wave of the survey. (In
multinomial models I distinguish between two different types
of violence; for now, both types are combined into one cate-
gory, called “Violence” in the table.) Violence is coded as
having occurred if at least one of the partners reported perpe-
trating or being the victim of physical aggression in the rela-
tionship. (Details of survey items on which the coding of
violence is based can be found in DeMaris, 2000a, 2001.) Of
the 4,401 couples, 586, or 13.3%, report violence in their
relationship in at least one survey wave.

Independent variables were measured in the first wave of
the survey and pertain to sociodemographic characteristics of
couples (age at inception of the union, minority status, com-
pleted education), relationship stressors (alcohol or drug
problems in the household, the relationship of household in-
come to financial need), interdependence factors (duration of
the relationship, cohabiting status, number of children), and
aspects of the couples’ style of conflict resolution (frequency
of open disagreements, communication style, nonassertive-
ness). Generally, I expect couples to be more prone to vio-
lence if they were younger when they wed or moved in
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TABLE 20.1 Descriptive Statistics for Characteristics of 4,401 Married and Cohabiting Couples in the National
Survey of Families and Households

Variable Description (range) Mean SD

Intense male violenceD 1 if his violence is greater than her violence,
or she is the only injured partner .050 .218

Common couple violenceD 1 if violence is other than “intense male” kind .083 .276
ViolenceD 1 if either type of violence occurred .133 .340
Female’s age at union Female’s age at inception of union 24.705 7.429
Cohabiting coupleD 1 if couple is cohabiting unmarried .021 .143
Relationship duration Length of relationship, in years 16.120 13.815
Substance abuseD 1 if either partner abuses alcohol/drugs .057 .231
Minority coupleD 1 if either partner is a minority .295 .456
Number of children Number of children <18 in household 1.178 1.278
Male’s education Male’s education in years 13.216 3.115
Female’s education Female’s education in years 12.979 2.716
Income-to-needs ratio Household income divided by poverty line

for the household 4.870 4.759
Open disagreement Scale of frequency of open disagreements

in past year 10.990 3.965
Communication style Scale of positive communication style 7.354 1.384
Male nonassertiveness Frequency with which male keeps opinions

to himself 2.593 .979
Female nonassertiveness Frequency with which female keeps opinions

to herself 2.453 1.032

DDummy variable.

together, if either partner is a minority (Leonard & Senchak,
1996), or if partners are characterized by lower education
(Leonard & Senchak, 1996). Similarly, I expect violence to
be more likely in relationships experiencing more financial
stress (Dutton, 1988), as indexed by a low income-to-needs
ratio, and in those in which one or both partners are abusing
drugs or alcohol (Heyman, O’Leary, & Jouriles, 1995). On
the other hand, I expect violence to be less likely when
couples have more resources invested in their relationship
(Rusbult & Buunk, 1993), that is, when they have been to-
gether longer, are married instead of cohabiting (Stets, 1991),
and have more children in the household (MacMillan &
Gartner, 1999). Finally, several scholars have found couples’
styles of resolving conflict to be a key predictor of whether
arguments erupt in violence, as well as whether the couple re-
mains together over the long term (Gottman, Coan, Carrere,
& Swanson, 1998; Margolin, John, & Gleberman, 1988).
Hence, I expect less violence to the extent that couples have
fewer open disagreements, argue in a reasoned fashion when
they do have disagreements (i.e., have a “positive” communi-
cation style), and bring their opinions out into the open when
a difference of opinion occurs (i.e., refrain from being
“nonassertive”).

Table 20.2 presents the results of three logistic regression
models of intimate violence for these couples. (All analyses
for this chapter were performed using SAS, version 6.12 for
the PC, with procedure LOGISTIC used for the Table 20.2

results.) The response variable is the log odds of Violence (as
in Equation 20.7); the coefficients in the table are estimates of
the betas in the model. Except for the number of children, all
continuous variables have been centered, or deviated from
their means. That is, for each continuous variable X , I substi-
tute the variable X − X . Centered variables therefore have
means of zero. Model 1 includes only the focus variables in
the study—the sociodemographic, relationship stressor, and
interdependence factors. Because of centering, the intercept
is interpretable as the estimated log odds of violence for mar-
ried, nonminority couples with no children under 18 at home,
who have no substance abuse problems, and who are average
in age at entry into the union, length of relationship, educa-
tion, and income-to-needs ratio. Its value is −2.141, imply-
ing that the odds of violence for this group is exp(−2.141),
or .118. The probability is recovered from the odds by the
formula probability = odds/(1 + odds). Thus, the probabil-
ity of violence for this group is .118/(1 + .118) = .106; in
other words, this group has about a 10% chance of exhibiting
relationship violence.

Interpreting the Betas

At the simplest level, the signs of the coefficients reveal at a
glance whether increases in the predictor values raise or
lower the probability of event occurrence. Because of the
monotonic relationship between the log odds, the odds, and
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TABLE 20.2 Logistic Regression Results for Three Models of Intimate Violence

Standardized
Coefficients

Explanatory Variable Model 1 Model 2 Model 3 for Model 3

Intercept −2.141*** −2.222*** −2.210***
Female’s age at uniona −.021** −.006 −.006 −.024
Cohabiting couple .877*** .982*** 1.000*** .079
Relationship durationa −.045*** −.034*** −.035*** −.268
Substance abuse 1.095*** .766*** .766*** .098
Minority couple .234* .221* .161 .041
Number of children −.038 −.113** −.128** −.090
Male’s educationa −.033 −.031 −.029 −.049
Female’s educationa .005 .014 .019 .029
Income-to-needs ratioa −.005 −.007 .002 .004
Open disagreementa .080*** .079*** .173
Communication stylea −.410*** −.412*** −.315
Male nonassertivenessa −.041 −.035 −.019
Female nonassertivenessa −.113∗ −.115* −.065
Minority couple ×

income-to-needs ratio −.091* −.091
Model Chi-Squared 208.560*** 472.915*** 480.561***
Model d f 9 13 14
R2 analogues:

�̂ .052 .126 .128
R2

M Z .123 .240 .243

Note. N = 4,401.
aCentered predictor.
*p < .05. **p < .01. ***p < .001.

the probability, any factor that increases or decreases the log
odds also increases or decreases the odds or the probability.
So, for example, couples who were older when entering into
the union (female’s age at union is a proxy for the age of the
couple) or who have been together longer have lower proba-
bilities (odds) of violence, whereas minority couples or those
with substance abuse problems have higher probabilities
(odds) of violence.

Odds Ratios

Beta values indicate the change in the log odds for each unit
increase in a predictor, net of other predictors in the model.
However, the log odds has no intuitive meaning for most
analysts. Effects are more easily understood if couched in
terms of the odds of violence. Equation 20.6 shows that if we
exponentiate the coefficients, they indicate the multiplicative
impact (Agresti, 1989) on the odds for each unit increase in
the predictors. To make this clearer, consider an equation with
just two predictors, X and Z . The ratio of the odds of the event
for those who are a unit apart on X , controlling for Z , is

� x+1 = e�0 e�1(x+1)e�2 Z

e�0 e�1x e�2 Z
= e�1(x+1)

e�1x
= e�1 , (20.9)

where � x+1 represents the odds ratio for those who are a unit
apart on X , controlling for all other covariates in the model.
Equation 20.9 shows that the odds of the event for those with
an X value of x + 1 is higher by a factor of e�1 than for those
with an X value of x . In logistic regression, the odds ratio is
the multiplicative analogue of the unstandardized coefficient
in linear regression. Like the latter, it indicates a constant
change in the response for a unit increase in a given predictor,
except in this case it is the multiplicative, rather than addi-
tive, change in the odds.

Because the odds ratio is such a staple of interpretation in
logistic regression, it is worth exploring further. Consider the
zero-order impact of substance abuse on violence: Of the
4,151 couples with no substance abuse, 509 reported vio-
lence. For this group, then, the probability of violence is
509/4151 = .123, and the odds of violence is therefore
.123/(1 − .123) = .140. Among the 250 couples with sub-
stance abuse problems, 77 reported violence. Their probabil-
ity of violence is therefore 77/250 = .308, implying an odds
of violence of .308/(1 − .308) = .445. To quantify the
“effect” of substance abuse on violence, we take the ratio of
the odds, or .445/.140 = 3.179. That is, substance abuse
raises the odds of violence by a factor of 3.179. Or, the odds
of violence is 3.179 times higher for those with substance
abuse problems. Notice that it is incorrect to say that those
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with substance abuse problems are “3.179 times as likely” to
be violent, implying that their probability of violence is 3.179
times higher. In fact, their probability of violence is only
.308/.123 = 2.504 times higher. This ratio of probabilities,
called the relative risk, is only equivalent to the odds ratio if
the probabilities are both very small (Hosmer & Lemeshow,
1989). In sum, the odds ratio is the preferred metric for
quantifying effects of predictors in logistic regression. In
general, a unit increase in Xk raises the odds of the response
by e�k .

Additionally, it is the case that � x+c = e�k c. That is, a
c-unit increase in X elevates (reduces) the odds by a factor of
exp(�kc). Hence, in Model 1, each 1-year increase in age the
female was upon entering the union lowers the odds of vio-
lence by a factor of exp(−.021) or .979, whereas being
5 years older at entry lowers the odds of violence by a factor
of exp(−.021 × 5) = .900. Effects can be expressed also in
terms of percent changes in the odds: 100(e�1 − 1) indicates
the percent change in the odds for a unit increase in X in
Equation 20.9. So, again in Model 1, each 1-year increase in
time that the couple has been together changes the odds of
violence by 100(e−.045 − 1) = −4.4, or effects a 4.4% re-
duction in the odds of violence. Exponentiating the coeffi-
cient for a dummy variable gives the odds ratio for those in
the interest category, compared to the reference group. So the
odds of violence for minority couples is exp(.234) = 1.264
times higher (or 26.4% higher) than for nonminority couples.
Also, the odds of violence for couples with a substance
abuse problem (adjusted for other model covariates) is
exp(1.095) = 2.989 times higher (or 198.9% higher) than for
those without such problems.

Impacts on Probabilities

The odds ratio neatly encapsulates the impact of a predictor
on the odds of event occurrence, an impact that is invariant to
the values of other covariates in the model. There is no com-
parable measure for effects on the probability of event occur-
rence. The reason for this is that the logistic regression
model, unlike the linear one, is nonlinear in the parameters.
Therefore the partial derivative of � with respect to, say,
Xk—representing the effect of Xk net of other covariates—is
not a constant, as it is in the linear probability model (Equa-
tion 20.3). In fact, we saw earlier that the assumption of a
constant effect on the probability can result in nonsensical
estimates of predictor effects. In Equation 20.5 the partial
derivative of � with respect to Xk is �k[�(x) (1 − �(x))],
where �(x) indicates the probability of an event at a particu-
lar setting of the Xs in the model. Because �(x) depends on
model parameters, this expression shows that the impact of

Xk on � depends on the values of all Xs in the model, in-
cluding Xk . In other words, the model is inherently interac-
tive in the probability of event occurrence.

This phenomenon is easy to see using Model 1 in
Table 20.2. Recall that the estimated probability of violence
for married, nonminority couples with no children under 18
at home, who have no substance abuse problems, and who
are average in age at entry into the union, length of relation-
ship, education, and income-to-needs ratio, is .106. If a cou-
ple with these characteristics were together for 1 year longer,
their odds of violence would be .113 (=e−.045 × .118),
implying that their probability of violence would be
.113/(1 + .113) = .102. The change in probability for a
1-year increase in relationship duration is therefore
.106 − .102 = .004. Now consider a minority couple with
the same initial characteristics. Their odds of violence would
be .149 (= e.234 × .118), implying a probability of violence
of .130. If they were together a year longer, their odds of vio-
lence would drop to .142, implying a new probability of .124.
For these couples, a 1-year increase in relationship duration
therefore results in a change of .006 in the probability of vio-
lence. These results illustrate that the change in probability
corresponding to a unit increase in a given predictor (e.g., re-
lationship duration) depends on the values of other variables
in the model—even though there are no interaction terms in
the model.

Interpretational issues are further complicated by another
problem. Even at a particular setting of model covariates,
there is no simple expression for the change in � given a unit
increase in a particular predictor. Some have suggested that
the partial derivative, �k[�(x)(1 − �(x))], has that interpre-
tation (see, e.g., Cleary & Angel, 1984). Although the partial
derivative may closely approximate this change, it does not
represent the change exactly. In general, for an equation link-
ing Y with X , the partial derivative of Y with respect to X is
the rate of change of Y with change in X at the point x .
Specifically, it is the slope of the line tangent to the curve of
the function linking Y with X , at the point x . In simple linear
regression, the “curve” linking E(Y ) with X is already a
straight line, so the tangent line and the curve are synony-
mous. Correspondingly, the partial derivative of E(Y ) with
X is � at every x . This means that unit changes in X add � to
E(Y ) everywhere along the line. Figure 20.2 shows the tan-
gent line to the logistic curve at the point x , with just one X
in the equation. If we let P(x) indicate P(Y = 1) given
X = x , then �P = P(x + 1) − P(x) is the actual change in
probability along the logistic curve for a unit increase in x .
The derivative of P(x) with respect to X at the point x ,
P ′(x), indicates the change in P(x) along the tangent line—
not along the function—for a unit increase in X . Thus, P ′(x)
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Figure 20.2 Change in probability along the logistic curve for a unit
increase in X : exact change vs. change estimated by the partial derivative.

is not generally equal to �P . If one wants to compute the
precise change in � for a unit increase in X , one generally
must evaluate P(x + 1) − P(x); see DeMaris (1993) for an
extended discussion of this issue.

Standardized Coefficients

In linear regression, standardized coefficients are used to
compare the relative impacts of different predictors in the
same equation. The standardized coefficient is the product of
the unstandardized coefficient times the ratio of the standard
deviation of Xk to the standard deviation of Y . In logistic
regression, calculating a standardized coefficient is not as
straightforward. Recall the latent-variable formulation for the
logistic regression model, discussed earlier. The logistic
regression coefficient, �k , can, of course, be interpreted as the
change in Y ∗ for each unit increase in Xk . If we had an esti-
mate of the standard deviation of Y ∗, we could compute the
standardized version of this coefficient as

�s
k = �k

(
sXk

sY ∗

)
.

But Y ∗ is unobserved, so its standard deviation is not readily
estimated. One solution, which is found in SAS, is to stan-
dardize the coefficients partially by multiplying them by the
factor sXk

��
, where �� is the standard deviation of the con-

ditional errors, or approximately 1.814 (since the variance of
the errors is assumed to be �2/3 in the logistic distribution).
These are shown in the last column of Table 20.2 and apply
to the full model for violence—one containing the focus vari-
ables, the conflict resolution factors, and an interaction of
minority status with the income-to-needs ratio. For example,
the standardized coefficient for relationship duration is

−.035(13.815/1.814) = −.267, which agrees with the figure
of −.268 in the table (within rounding error). These coeffi-
cients perform the same function as the standardized coef-
ficients in linear regression of indicating the relative
magnitude of predictor effects within any given equation.
From their values, it appears that communication style has
the strongest impact on the log odds of violence, followed by
relationship duration and then open disagreement.

Inferences in Logistic Regression

Several statistical tests that have counterparts in linear re-
gression are of interest in logistic regression. First, it is usu-
ally important to test whether one’s model is of any utility in
predicting the response. The null hypothesis for this test is
that all of the coefficients other than the intercept equal 0.
That is, we test H0: �1 = �2 = · · · = �K = 0. If this is re-
jected, we conclude that at least one of the �k s is nonzero.
In linear regression, the F test is used to assess this hypoth-
esis. The comparable test statistic in logistic regression is
called the model chi-squared. It is based on evaluating the
likelihood function (Equation 20.8) at the MLEs for two
models. The first is a model that excludes all predictors ex-
cept the intercept, which is the correct model if the null hy-
pothesis is true. The likelihood function for this model is
denoted L0 . The second is the hypothesized model with in-
tercept plus regression coefficients, and its likelihood is de-
noted L1 . If the null hypothesis is true, the statistic
−2 log(L0/L1) is distributed asymptotically (i.e., in large
samples) as chi-squared with degrees of freedom equal to
the number of parameters (excluding the intercept) in the
model. As this statistic is based on the ratio of two likeli-
hoods, it is also referred to as the likelihood-ratio chi-
squared. Table 20.2 shows that the model chi-squared for
Model 1 is 208.560, which, with 9 degrees of freedom, is a
highly significant result.

Given a model with predictive utility, we usually wish to
know which regressors have significant effects on the re-
sponse. In linear regression, the coefficient divided by its
estimated standard error provides a t test for the null hypoth-
esis that the population coefficient is zero. Similarly, in logis-
tic regression, the coefficient divided by its estimated
standard error is a z test for the null hypothesis that the para-
meter is zero. That is, under H0: �k = 0, the statistic z = bk

�̂bk

has approximately the standard normal distribution in large
samples. Some software programs, such as SAS, print out
the square of this statistic, which is labeled the “Wald Chi-
square” on SAS printouts. Under the null hypothesis that
�k = 0, this statistic has the chi-squared distribution with
1 degree of freedom. Significant coefficients, according to
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these tests, are starred in Table 20.2. It is evident that the sig-
nificant predictors of violence in Model 1 are the female’s
age at union, whether the couple is cohabiting or married,
relationship duration, whether either partner has a substance
abuse problem, and whether the couple is a minority.

It is frequently of interest to test whether a block of vari-
ables makes a significant contribution to the model over and
above a set of initial variables. More generally, we may wish
to test whether there is a difference in predictive utility be-
tween two nested models. Formally, model B is nested inside
model A if the parameters of B can be produced by placing
constraints on those of A. The most common constraint is to
set a parameter to zero, although more complex constraints
are possible. In linear regression, we use a partial F test to
test the null hypothesis that model B fits as well as model A
or that the constraints imposed on A to create B are true
(Long, 1997). In logistic regression, we use a likelihood-ratio
chi-squared test. This time, however, the test statistic is
−2 log(L B/L A), where L B is the likelihood for the con-
strained model and L A is the likelihood for the unconstrained
model. Mathematically, this is equivalent to the difference in
model chi-squareds for the two models. Under the null hy-
pothesis that the constraints are valid, this statistic has the
chi-squared distribution with degrees of freedom equal to the
number of constraints imposed (e.g., the number of parame-
ters set to zero).

Model 2 in Table 20.2 shows the result of adding the
block of four conflict resolution variables to Model 1. The
difference in model chi-squareds for Models 1 and 2 is
472.915 − 208.56 = 264.355. With four degrees of freedom,
this difference is highly significant (p < .0001), suggesting
that one or more of the additional coefficients is different
from zero. In fact, three of the four are significant by indi-
vidual tests: open disagreement, communication style, and
female nonassertiveness. As expected, the greater the fre-
quency of open disagreements, and the poorer the communi-
cation between partners (e.g., the partners argue heatedly and
shout at each other), the greater the probability of violence.
Contrary to expectation, on the other hand, nonassertiveness
is associated with a lower chance of aggression: In particular,
the more the female partner keeps her opinions to herself, the
less likely the couple is to experience violence.

Wald Test versus Likelihood-Ratio Chi-Squared

Model 3 in Table 20.2 adds one more term to those in
Model 2: the crossproduct of minority status with the (cen-
tered) income-to-needs ratio. This term is designed to capture
interaction effects between minority status and the income-
to-needs ratio in their effects on the log odds of violence.

Although the interpretation of interaction effects is post-
poned until a later section, let’s focus on the test of this term
for the moment. There are two tests for the addition of a
single parameter to the model. One is the likelihood-ratio chi-
squared, calculated as the difference between model chi-
squareds for models with and without the term. Comparing
Models 2 and 3, its value is 480.561 − 472.915 = 7.646.

With 1 degree of freedom, this result is significant at
p < .006. The other test is the Wald chi-squared, whose
value is 6.461, also significant, at p < .02. These tests will
typically agree fairly closely. Both have asymptotic chi-
squared distributions with 1 degree of freedom under the null
hypothesis that the added term is zero in the population.
However, Wald’s test can behave in an aberrant manner if the
effect of the term in question is too large. Hauck and Donner
(1977) showed that this problem occurs because whereas the
likelihood-ratio chi-squared is a monotone increasing func-
tion of the magnitude of the parameter estimate, the Wald sta-
tistic is not. In fact, for any sample size, the Wald test statistic
decreases to zero as the absolute value of the parameter esti-
mate tends toward infinity. Moreover, when the parameter
estimate becomes too large, the power of the test decreases to
the alpha level for the test, which is typically .05. In practical
terms, this implies that the researcher could underesti-
mate the importance of a given effect if he or she were to rely
solely on the Wald test. When in doubt, the likelihood-ratio
test is always to be preferred over the Wald test for testing in-
dividual coefficients (Hauck & Donner, 1977).

Numerical Problems

Estimation of logistic regression models is frequently
plagued by numerical difficulties. Some of these are also
common to estimation with least squares. For example, mul-
ticollinearity creates the same kinds of problems in logistic
regression that it does in OLS: inflation in the magnitudes of
estimates as well as in their standard errors, or, in the extreme
case, counterintuitive signs of coefficients (Schaefer, 1986).
Collinearity diagnostics are not necessarily available in logis-
tic regression software—for example, none are provided in
SAS’s LOGISTIC procedure. However, in that collinearity is
strictly a problem connected with the explanatory variables,
it can also be addressed with linear regression software. In
SAS, I use collinearity diagnostics in the OLS regression pro-
cedure (PROC REG) to evaluate linear dependencies in the
predictors. The best single indicator of collinearity problems
is the variance inflation factor (VIF) for each coefficient. This
is the reciprocal of the tolerance, which is the proportion
of variation in the kth predictor that is not shared with the
other predictors in the model. VIFs above 10 (or tolerances
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smaller than .1) generally signal problematic multicollinear-
ity (Myers, 1986). In the current example, the VIFs for all
coefficients in Model 3 in Table 20.2 were inspected for signs
of collinearities. As all VIFs were well under 2, no such prob-
lems were evident.

Other problems are more unique to MLE. The first per-
tains to zero cell counts. If the cross-tabulation of the re-
sponse variable with a given categorical predictor results in
zero cells, it will not be possible to estimate effects associated
with those cells in a logistic regression model. In an earlier
article (DeMaris, 1995) I presented an example using the
1993 General Social Survey in which the dependent variable
is happiness, coded 1 for those reporting being “not too
happy” and 0 otherwise. Among categorical predictors, I em-
ployed marital status, represented by four dummy variables
(widowed, divorced, separated, never married) with married
as the reference group, and race, represented by two dummies
(Black, other race), with White as the reference group.
Among other models, I tried to estimate one with the interac-
tion of marital status and race. The problem is that among
those in the “other race” category who are separated, all re-
spondents report being “not too happy,” leaving a zero cell in
the remaining category of the response. I was alerted that
there was a problem by the unreasonably large coefficient
for the “other race × separated” term in the model and by its
associated standard error, which was about 20 times larger
than any other. Running the three-way cross tabulation of the
response variable by marital status and race revealed the zero
cell. An easy solution, in this case, was to collapse the cate-
gories of race into White versus non-White and then to esti-
mate the interaction again. If collapsing categories of a
categorical predictor is not possible, it could be treated as
continuous, provided that it is at least ordinal scaled (Hosmer
& Lemeshow, 1989).

A much rarer problem occurs when one or more predictors
perfectly discriminate between the categories of the re-
sponse. Suppose, as a simple example, that all couples with
incomes under $10,000 per year report violence, and all cou-
ples with incomes over $10,000 per year report being non-
violent. In this case, income completely separates the
outcome groups. Correspondingly, the problem is referred to
as complete separation. When this occurs, the MLEs do not
exist (Hosmer & Lemeshow, 1989). Finite MLEs exist only
when there is some overlap in the distribution of explanatory
variables for groups defined by the response variable. If
the overlap is only marginal—say, at a single or a few tied
values—a problem of quasi-complete separation develops. In
either case, the analyst is again made aware that something is
amiss by unreasonably large coefficient estimates and associ-
ated standard errors. SAS also provides a warning if the

program can detect this data configuration. Surprisingly, the
suggested solution for this problem is to revert to OLS
regression. One advantage of the LPM over logit or probit is
that estimates of coefficients are available under complete or
quasi-complete separation (Caudill, 1988).

An Alternative Modeling Strategy

The models examined in Table 20.2 demonstrate one type of
modeling strategy—purposive, sequential entry of variables
according to a specific theoretical framework. The entry of
sociodemographic, relationship stressor, and interdepen-
dence factors (the focus variables) as the first predictor set in
the model reflects their role as more distal influences on vio-
lence. The subsequent entry of conflict management factors
(open disagreement, communication style, and male and fe-
male nonassertiveness) is consistent with their role as media-
tors of the impact of the focus variables on violence. For
example, I expected substance abuse to elevate the likelihood
of violence by leading to more frequent heated arguments be-
tween the partners. And such arguments, in turn, become the
proximal causes of violence. To assess whether this chain of
events is plausible, I must add the conflict management fac-
tors after the focus variables and then examine whether the
impact of, say, substance abuse is reduced once conflict man-
agement factors are controlled. The fact that the coefficient
for substance abuse is indeed reduced in Model 2 suggests
that this causal chain may be supported (below I explain how
to test whether this drop in the effect of substance abuse is, in
fact, a significant reduction in the coefficient). Finally, after
all the main effects of interest are in the model, I test whether
there is an interaction between minority status and the
income-to-needs ratio.

At times, however, the analyst has no clear idea which ex-
planatory variables are likely to be important in the predic-
tion of the response. Instead, he or she may wish to engage in
a more exploratory approach to model fitting. In this case,
there is a stepwise model-fitting approach in logistic regres-
sion that is much like stepwise linear regression. This tech-
nique is particularly useful when the analyst wishes to screen
a large number of variables quickly to discern which are
the most compelling predictors of the dependent variable
(Hosmer & Lemeshow, 1989). As an example, I apply step-
wise logistic regression to Model 3 in Table 20.2 to see if a
more parsimonious set of regressors can be selected from the
14 shown there. First, however, I examine the functional
form of the relationship between the log odds of violence and
each continuous predictor (except for the cross-product term)
to ensure that any nonlinear associations are adequately
captured.
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There are several ways to examine potential nonlinearities
in the relationship between X and the logit of Y (see Hosmer &
Lemeshow, 1989, for a thorough discussion). Perhaps the sim-
plest approach is to use the Box-Tidwell transformation
(Hosmer & Lemeshow, 1989). This involves simply adding a
term of the form x log(x) (i.e., x times the natural logarithm of
x) to the model in addition to x itself, for each continuous x in
the model. If the coefficient of x log(x) is significant, then there
is nonlinearity in the relationship between x and the logit.As all
continuous predictors in Table 20.2 are centered—and thus
have both negative as well as positive values—the natural log
would not always be defined for these variables. Therefore,
I used a quadratic term (x2) in place of x log(x) to assess non-
linearity. Quadratic terms will capture any type of nonlinearity
that can be described as a curve with one bend. Of all continu-
ous predictors, only relationship duration evinced a significant
quadratic effect, suggesting a nonlinear trend in the relation-
ship between relationship duration and the log odds of vio-
lence. A quadratic term for relationship duration was therefore
added to the regressors in Model 3 prior to the stepwise run.

Stepwise logistic regression begins with a model contain-
ing only the intercept and no regressors. In the first step, the
variable is added that results in the largest model chi-
squared, compared to the intercept-only model, provided that
the p value for that chi-squared is smaller than some preset
value. (In the current example, I chose .15 as the minimum p
value for entry of variables.) In the next step, the variable is
added that produces the largest change in the model chi-
squared, compared to the model with just the first predictor
entered. Again, that variable is added if the p value for the
change is less than the preset value. At this point, there are
two predictors in the model. The program now checks
whether, with the second variable in the model, the first is
still significant. This is accomplished by examining the
change in model chi-squared resulting from deleting the first
variable entered. If the p value for that change is larger than
a second criterion value—the p value for removal of a
term—the first variable would be removed from the model.
Typically, the p value for removal is set higher than the p
value for entry to prevent adding and then dropping the same
variable in one step. For this procedure, I chose a p value of
.20 for removal of terms. The procedure continues in this
fashion, checking each subsequent variable in the candidate
pool, adding the variable resulting in the largest change in the
model chi-squared— provided that p for chi-squared is less
than the preset entry value—and dropping any variables that
do not remain significant at the p value for removal of vari-
ables, at each step. The procedure terminates when no more
variables can be entered—the p value for the largest change
in chi-squared is greater than the entry criterion—and when

no more variables can be dropped—the p value for removal
of the least significant variable is smaller than the removal
criterion.

Table 20.3 presents the results of the stepwise procedure
for the candidate variables in Model 3 in Table 20.2—plus
the quadratic effect of relationship duration. Shown are vari-
ables entered in each step, the resulting change in the score
chi-squared statistic for variable entry, and the p value for
that change. As is evident, open disagreement produces the
largest change in the likelihood function, and therefore re-
sults in the largest model chi-squared in the first step. Next, in
order, are entered communication style, relationship dura-
tion, relationship duration squared, substance abuse, cohabi-
tation, the interaction of minority status with income-
to-needs ratio, female nonassertiveness, minority couple sta-
tus, and number of children. After the entry of number of
children, no other variables cause a change in the model
chi-squared at a p value less than .15, so no further variables
are entered. Once entered, all variables appear to retain their

TABLE 20.3 Results of Stepwise Logistic Regression Applied to
Explanatory Variables in Model 3 in Table 20.2, Plus a Quadratic
Effect of Relationship Duration

Summary of Stepwise Procedure

Change in
Step Variable Entered Number in Score � 2 p Value

1 Open disagreementa 1 261.300 .0001
2 Communication stylea 2 108.900 .0001
3 Relationship durationa 3 65.187 .0001
4 Relationship duration2 4 31.181 .0001
5 Substance abuse 5 22.588 .0001
6 Cohabiting couple 6 17.753 .0001
7 Minority couple ×

income-to-needs ratio 7 7.251 .0071
8 Female nonassertivenessa 8 6.039 .0140
9 Minority couple 9 2.852 .0912

10 Number of children 10 2.246 .1339

Final Model Selected by Stepwise Procedure

Explanatory Variable b

Intercept −2.537***
Cohabiting couple .956***
Relationship durationa −.043***
Relationship duration2 .001***
Substance abuse .766***
Minority couple .185
Number of children −.065
Open disagreementa .082***
Communication stylea −.423***
Minority couple ×

income-to-needs ratio −.086*
Female nonassertivenessa −.113*

Note. N = 4,401.
aCentered predictor.
*p < .05. **p < .01. ***p < .001.
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importance, as none of the entered variables is removed in a
later step. The final model selected by the stepwise procedure
retains 10 of the original 15 variables considered.

In the current example, stepwise selection is not a particu-
larly desirable approach. To begin, several factors are omitted
that have theoretical importance. For example, male and
female education and the age at which the union was
formed—tapped by the female’s age at union—are important
background variables that could affect the couple’s style of
conflict management, and, therefore, violence. Also, male
nonassertiveness is an element in the conflict management
group that is posited to mediate the effects of other variables
on violence, and should therefore be entered with that group.
Finally, the model contains an illegitimate nonhierarchical
interaction because the cross product of minority status by
the income to needs ratio is present, but the main effect of
income to needs is omitted. The interaction term and its com-
ponent effects, could, of course, be forced into the model in
advance. Still, stepwise selection of variables should proba-
bly not be used when analyses are guided by theoretical
considerations.

Analogues of R2

Much work in linear regression relies on R2 to index a
model’s discriminatory power—the ability of a model to dis-
criminate among scores on the response. Many counterparts
have been proposed for use in logistic regression (see, e.g.,
Long, 1997), but no single measure is consistently used. Two
difficulties are paramount in fashioning a counterpart for
logistic regression. In linear regression, R2 in any given
sample is a function of the discrepancy between the observed
response, Y , and the response predicted by the model, Ŷ .
In particular, R2 = 1 − [∑

(Y − Ŷ )2/
∑

(Y − Y )2
]
. In

this case the observed score is directly modeled: Y =∑
�k Xk + �. In logistic regression, we model the probability

of an event. This is a mathematical abstraction, not an ob-
servable entity. What we do observe is only whether an event
has occurred. And although we typically assign scores of 1
and 0 to denote the occurrence or nonoccurrence of the event,
respectively, these values are purely arbitrary—although
mathematically convenient—and have no real quantitative
meaning. Constructing an R2 analogue for the logistic re-
gression model is, therefore, less straightforward.

A second concern revolves around the identity of the para-
meter that R2 is intended to estimate in logistic regression.
Recall the latent variable development of the logistic regres-
sion model, as articulated earlier. If Y is a proxy for a latent
scale, Y ∗, then it seems that the explained variance in
Y ∗, or �2 (rho-squared), is the parameter to be estimated. On

the other hand, if Y represents a qualitative change in state
(e.g., becoming pregnant before age 18), then the explained
variance in the binary indicator of event occurrence—Y
itself—is the parameter of interest. I refer to this latter quan-
tity as the explained risk of the event (following the termi-
nology used by Korn & Simon, 1991) and use � to represent
this quantity.

In a recent simulation study (DeMaris, 2000b), I investi-
gated the performance of eight popular R2 analogues as esti-
mators of each of these criteria. Of the eight measures, two
emerge as best—one for each criterion—based on the criteria
of consistency and mean-squared error. To understand these
measures, it is necessary to review the concept of explained
variance briefly.

The general expression for the decomposition of variance
in a joint distribution of Y and X1, X2, . . . , X K (Greene,
1997) is

Var(Y ) = Varx [E(Y | X)] + Ex [Var(Y | X)]. (20.10)

That is, the variance in Y equals the variance of the condi-
tional mean of Y , given X (the first term in the sum on the
right-hand side of Equation 20.10), plus the mean of the con-
ditional variance of Y , given X (the second term on the right),
where X represents the vector of covariates X1, X2, . . . , X K .

In linear regression, for example, E(Y | X) = �0 + �1 X1 +
�2 X2 + · · · + �K X K , and Var(Y | X) = �2. Dividing both
sides of Equation 20.10 by Var(Y ) results in

1 = Varx [E(Y | X)]

Var(Y )
+ Ex [Var(Y | X)]

Var(Y )
. (20.11)

The first term on the right-hand side of Equation 20.11 is
�2, the proportion of variance in Y that is due to the structural
part of the model, or the explained variance in Y . Equa-
tion 20.11 can also be expressed as follows:

�2 = 1 − Ex [Var(Y | X)]

Var(Y )
= 1 − �2

Var(Y )
. (20.12)

That is, �2 is 1 minus the ratio of the average conditional
variance of Y to the marginal variance of Y . (Note that the
conditional variance of Y is the same as the variance of the
conditional errors. And in the classic linear regression model
with constant error variance, the average of �2 is, of course,
just �2.) �2 ranges between the values of 0 (indicating that all
of the variance in Y is due to error variance) to 1 (suggesting
that all of the variance in Y is due to the model covariates).

An analogous decomposition can be applied to a binary
response variable, Y , taking on the values 0 and 1 for mathe-
matical convenience. Such a variable has the Bernoulli
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distribution with mean � and variance �(1 − �) (Hoel, Port,
& Stone, 1971), where � is the marginal probability that the
variable takes on the value 1. Assuming a model for �, based
on X , of the form � | X = F(X) (where, e.g., F[X] is the
cumulative logistic distribution function), the conditional
mean of Y given X is � | X , while the conditional variance of
Y given X is �(1 − �) | X . Equation 20.12 can be applied to
this situation, resulting in a measure of explained variance
(�) for a dichotomous variable. The formula for � is

� = 1 − Ex [�(1 − �)|X]

�(1 − �)
. (20.13)

Assuming a correctly specified model, consistent estima-
tors of P2 and � are as follows. The estimator of P2 is the
McKelvey-Zavoina (1975) pseudo-R2, or R2

MZ, defined as

R2
MZ = V

(∑
bk Xk

)
V

(∑
bk Xk

) + �2

3

, (20.14)

where the bk are the logistic regression estimates, and �2/3
is, by assumption, the underlying error variance for the logis-
tic regression model. Because the logistic regression coeffi-
cients are estimates of the betas in Y ∗ = ∑

�k Xk + �, the
numerator is a consistent estimator of the variance of the
conditional mean of the Y ∗ and the denominator is a consis-
tent estimator of the marginal variance of Y ∗. R2

MZ is there-
fore a consistent estimator of P2.

A consistent estimator of � is �̂, defined as

�̂ = 1 −
∑

�̂(1−�̂)|X
N

p(1 − p)
(20.15)

where the estimated probabilities in the numerator of the sec-
ond term on the right-hand side of Equation 20.15 are the es-
timated conditional probabilities of event occurrence, based
on the model, and p is the sample marginal probability that Y
equals 1.

Values for R2
MZ and �̂ for the models in Table 20.2 are

shown at the bottom of the table. Which measure to use de-
pends, of course, on whether violence is to be regarded as a
qualitative change in state or a proxy for a latent continuous
variable. If the former, then �̂ suggests that the different
models account for between 5% and 13% of variance in the
occurrence of violence. If a latent scale underlies the binary
indicator of violence, on the other hand, the range of varia-
tion explained in that latent scale is between 12% and 24%.
(A SAS program that estimates one’s model and prints out
R2

MZ, �̂, and six other R2 analogues is available on request
from the author.)

ADVANCED TOPICS IN BINARY
LOGISTIC REGRESSION

Modeling Interaction Effects

Interaction effects occur when the impact of one variable
depends on the values of another variable or variables. The
other variables are said to interact with, moderate, or condi-
tion the impact of the first variable. In this section I discuss
the modeling of first-order interaction effects—the case in
which the focus variable interacts with only one other vari-
able. These are the most commonly modeled types of inter-
action effects. I also discuss the case in which the model as a
whole might differ depending on group membership—that is,
the effects of possibly all model predictors depend on levels
of a grouping variable.

Interaction effects in the log odds are modeled using
cross-product terms just as in linear regression. The logistic
regression model for two predictors, X and Z , with interac-
tion between the predictors is therefore

log

(
�

1 − �

)
= �0 + �1 X + �2 Z + �3 X Z . (20.16)

To see that the impact of X (the focus variable) is dependent
upon the level of Z (the moderator variable) we write equa-
tion 16 isolating the impact of X:

log

(
�

1 − �

)
= �0 + �2 Z + (�1 + �3 Z )X. (20.17)

The partial slope for X is therefore (�1 + �3 Z), which
clearly depends on the value of Z . Recall that exponentiating
the partial slope gives us the impact on the odds of a unit in-
crease in the predictor. Similarly, e�1+�3 Z is the impact on the
odds for a unit increase in X in the interaction model. Here it
is clear that the odds ratio for those who are a unit apart on X
is a function of the value of Z . As an example, Model 3 in
Table 20.2 contains the cross product of minority status with
the income-to-needs ratio, a significant interaction effect. To
interpret the effect, it is helpful to choose one of the two vari-
ables involved in the interaction as the focus variable. Say we
pick the income-to-needs ratio. The impact of this predictor
on the log odds is .002 − .091 × minority couple. For
nonminorities, the impact is therefore .002—the impact on
the odds is exp(.002) = 1.002. For minorities, on the other
hand, it is .002 − .091 = −.089—the impact on the odds is
exp(−.089) = .915. Thus, a unit increase in the income-to-
needs ratio reduces the odds of violence by 8.5% for minori-
ties but has virtually no effect for nonminorities. Because this
interaction effect is significant, we know that the difference
in the effect of income to needs for each group is significant.
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However, is the impact of income to needs significant within
either group? To answer this question, we need to test the sig-
nificance of the partial slope for the focus variable at each
level of the moderator. In the abstract, the estimated partial
slope for the focus variable has the form b + cZ , where b is
the sample coefficient of the focus variable, c is the sample
coefficient of the cross product, and Z is the moderator
variable. Under the assumption that values of Z are fixed
over repeated sampling, the variance of the partial slope
is V (b + cZ) = V (b) + 2ZCov(b, c) + Z2V (c) (Aiken &
West, 1991). The square root of this quantity is the standard
error of the partial slope at a particular value of Z . Asymptot-
ically, the partial slope divided by its standard error is a z test
for the null hypothesis that the partial slope is zero, as noted
previously.

The test for the effect of income to needs for nonminori-
ties is just the test for the main effect of income to needs
(because Z = 0 for nonminorities), which is nonsignificant
in the table. For minorities, we need to use the sample esti-
mates of variances and covariances among parameter esti-
mates found in the “variance-covariance matrix of parameter
estimates” (optionally output in SAS using the model option
COVB). The variances of the parameter estimates for the
income-to-needs ratio and the interaction term are, respec-
tively, .000106 and .0012883, while the covariance of these
terms is −.000083. The variance of the effect for minorities
(keeping in mind that Z is now 1), is therefore, .000106 +
2(1)(−.000083) + 12(.0012883) = .0012283. The standard
error is therefore .035, and the test is −.089/.035 = −2.54,
which is significant at p < .02.

On the other hand, letting minority status be the focus
variable, its partial slope on the log odds is .161 − .091 × the
income-to-needs ratio. Aside from rendering the intercept
interpretable, centering continuous predictors has the addi-
tional advantage of making the main effects interpretable in
interaction models. Hence, .161 is the impact of minority
status on the log odds of violence at the average income-to-
needs ratio (because the mean of the centered income-to-
needs ratio is zero), a nonsignificant effect. At this level of the
moderator, minority couples are no different from nonmi-
norities in the odds of violence. But at one standard deviation
below average income to needs the impact of minority status
is .161 − .091(−4.759) = .594, implying an increase of
81% in the odds of violence. At this setting of the mod-
erator, the variance of the partial slope is .0119173 +
2(−4.759)(.0010906) + (−4.759)2(.0012883) = .0307145.

The standard error is therefore .175, and the test of this effect
is z = .594/.175 = 3.39, which is significant at p < .001. A
more complete discussion of first-order interaction in logit
models, in general, can be found in DeMaris (1991).

Two other points should be mentioned about interaction
effects in logistic regression. First, as in linear regression,
cross-product terms typically induce multicollinearity among
the regressors involved because the cross product tends to be
highly correlated with its component parts. One final advan-
tage of centering continuous predictors, as outlined by Aiken
and West (1991), is that it tends to reduce this collinearity
substantially. Second, in that the model is inherently interac-
tive in the probabilities, what changes with a cross-product
term in the model? The principal difference is that using a
cross-product term allows interaction effects in the probabil-
ities to be disordinal, whereas without it the interaction is
constrained to be ordinal. The descriptors “ordinal” and “dis-
ordinal” (Kerlinger, 1986) refer to degrees of interaction.
When  the impact of the focus variable differs only in magni-
tude across levels of the moderator, the interaction is ordinal.
If the nature (or direction) of the impact changes over levels
of the moderator, the interaction is disordinal. Without a
cross-product term, the partial slope of Xk on the proba-
bility is, as noted earlier, �k[�(x)(1 − �(x))]. Because
[�(x)(1 − �(x))] > 0, the impact of Xk on the probability al-
ways has the same sign, regardless of the settings of the Xs in
the model; that is, �k[�(x)(1 − �(x))] takes on whatever
sign �k takes. Hence, the effect of Xk can only differ in
magnitude, but not direction, with different values of the Xs.
With a cross product in the model of the form �Xk Xj , how-
ever, the partial slope for Xk on the probability becomes
(�k + �Xj )[�(x)(1 − �(x))]. In this case, because �k and �

could be of opposite signs, the impact of Xk on the probabil-
ity could change direction at different levels of Xj , producing
a disordinal interaction.

Comparing Models Across Groups

A variation on the interaction theme involves asking whether
a given model applies equally in different groups. For exam-
ple, my sample consists of minority and nonminority cou-
ples. We have seen that the impact of income to needs is
different in each group. Suppose that we wish to test the hy-
pothesis that the impacts of all predictors are different in each
group. There are two equivalent ways to proceed. Both strate-
gies assume that the underlying error variance is the same in
each group (Allison, 1999). That is, in the latent variable for-
mulation of the model, Y ∗ = ∑

�k Xk + � (outlined earlier),
it is assumed that the variance of � is the same for minority as
for nonminority couples. (See Allison, 1999, for procedures
to be used when this assumption may not be tenable.) One
strategy is to form cross products of all predictors with mi-
nority status and to test whether this block of interaction
terms is significant when added to Model 2 in Table 20.2.
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The model chi-squared for this complete-interaction model
(results not shown) is 500.177, with 25 degrees of free-
dom. The test for the interaction block is therefore
(500.177 − 472.915) = 27.262. With 25 − 13 = 12 degrees
of freedom, this is significant at p < .01. Individual cross-
product terms that are significant in the interaction model are
the cross products of minority status with income to needs
(as already discovered), communication style, and male
nonassertiveness.

An equivalent way to proceed for those who want to know
only whether the model is different across groups is to test for
group differences using an equivalent of the Chow test
(Chow, 1960) in linear regression. As outlined by Allison
(1999), the procedure is as follows. First, we estimate the
model for the combined sample with minority status as one of
the predictors (this allows the intercept to differ across
groups, as is the case in the first procedure). This is Model 2
in Table 20.2. Then we estimate the same model, minus
the dummy for minority status, in each separate sample—
minority couples versus nonminority couples. The results are
shown in Table 20.4, with Model 2 in Table 20.2 repeated as
the first column of the table (under the heading “Combined
Sample”) for comparison. The test for group differences is
then −2 log Lc − [−2 log Lm + (−2 log Lnm)], where Lc is
the likelihood for the combined sample, Lm is the likelihood
for the minority sample, and Lnm is the likelihood for the
nonminority sample, all evaluated at the MLEs. Under the
null hypothesis that model coefficients (excluding the inter-
cept) are the same across groups, this statistic is distributed as

chi-squared with degrees of freedom equal to the difference
in the number of parameters (including the intercept) esti-
mated in the combined model versus the two separate mod-
els. From Table 20.4, the test is 2980.409 − (971.412 +
1981.735) = 27.262, with (13 + 13) − 14 = 12 degrees of
freedom, which agrees with the first result. In the table I have
noted which effects are significantly different in each group.
Apparently, income to needs reduces the odds of violence
only among minority couples (as noted previously). Commu-
nication style appears to be more effective in reducing the
odds of violence among nonminority couples. And male
nonassertiveness has opposite effects in each group, enhanc-
ing the odds of violence for minority couples but reducing the
odds of violence for nonminority couples. The advantage of
using the first approach, of course, is that it allows examina-
tion of which particular effects differ across groups, whereas
the second approach provides only an omnibus test of group
difference.

Comparing Coefficients Across Models

It is often the case in regression models that interest centers
on changes in coefficients when other variables are added to
a model. Theoretically, the analyst may expect the additional
variables to confound, mediate, or suppress the effects of
variables already in the model. He or she therefore wishes to
know whether the effects of existing variables undergo sig-
nificant changes when additional variables are added. In par-
ticular, several of the focus variables in Model 1 in Table 20.2

TABLE 20.4 Logistic Regression Results for Model 2 in Table 20.2, Estimated for the
Combined Sample As Well As for Minorities and Nonminorities, Separately

Explanatory Variable Combined Sample Minority Couples Nonminority Couples

Intercept −2.222*** −1.990*** −2.259***
Female’s age at unionc −.006 −.009 −.004
Cohabiting couple .982*** .993** .938**
Relationship durationc −.034*** −.035*** −.035***
Substance abuse .766*** .830** .732***
Minority couple .221* — —
Number of children −.113** −.119 −.135*
Male’s educationc −.031 .013 −.052*
Female’s educationc .014 −.030 .059*
Income-to-needs ratioc −.007 −.085* −.000ab

Open disagreementc .080*** .071*** .083***
Communication stylec −.410*** −.312*** −.473a***
Male nonassertivenessc −.041 .211* −.115a*
Female nonassertivenessc −.113* −.014 −.156**
−2 Log L 2980.409 971.412 1981.735
Number of parameters 14 13 13
N 4,401 1300 3101

aCoefficient is significantly different for minority vs. nonminority couples.
bCoefficient is less than .0005 in absolute value.
cCentered predictor.
*p < .05. **p < .01. ***p < .001.
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are seen to change when the conflict resolution variables are
added in Model 2. Theoretically, I would expect the extent of
relationship conflict and style of conflict resolution to medi-
ate some of the effects of the focus variables. For example,
those who marry at younger ages or have been together for a
shorter period of time are more likely to fight physically
because they are too inexperienced in relationships or have
spent too little time together to have learned how to
argue constructively. Similarly, those characterized by sub-
stance abuse problems are likely to argue more frequently
and perhaps more heatedly over those difficulties. In other
words, I expect that entering the union at a younger age,
being together for less time, and having substance abuse
problems elevates the probability of physical aggression be-
cause they increase the frequency of conflict and detract from
good conflict resolution skills. Evidence for this hypothesis is
that all three effects are reduced when the conflict resolution
block is entered into the model. But, are these effects signifi-
cantly lower in model 2? In general, what is needed is a test
for significance of the changes in coefficients across models.
The issue is complicated by the fact that coefficients in the
initial model are not independent of the same coefficients
after variables have been added (Clogg, Petkova, & Haritou,
1995). Fortunately, such a test has recently been developed
by Clogg et al. (1995).

Formally, we consider two models. The reduced model
(HR) is

log

(
�

1 − �

)
= �∗

0 + �∗
1 X1 + · · · + �∗

p X p, (20.18)

whereas the full model (HF ) is

log

(
�

1 − �

)
= �0 + �1 X1 + · · · + �p X p

+ �1 Z1 + · · · + �q Zq . (20.19)

We are interested in whether the �∗
k , the coefficients of the

focus variables in the reduced model, are significantly different

from the �k—the coefficients of the same focus variables in the
full model—after the other variables (the Z1, Z2, . . . , Zq )
have been included. Therefore, we wish to test whether the co-
efficient differences, 	k = �∗

k − �k , for k = 1, 2, . . . , p, are
different from zero. Under the assumption that the full model is
the true model that generated the data, the statistic dk

�̂dk
(where

dk = b∗
k − bk is the sample difference in the kth coefficient and

�̂dk is the estimated standard error of the difference) is distrib-
uted asymptotically as standard normal (i.e., it is a z test) under
H0: 	k = 0 (Clogg et al., 1995).

Unfortunately, the standard errors of the dk are not a stan-
dard feature of logistic regression software. However, they
can be recovered via a relatively straightforward matrix
expression. If we let V(	̂) represent the estimated variance-
covariance matrix of the coefficient differences, then the for-
mula for this matrix is

V (	̂) = V (�̂) + V (�̂∗)(V (�̂))−1V (�̂∗) − 2V (�̂∗),
(20.20)

where V (�̂) is the sample variance-covariance matrix for the
bks in the full model, V (�̂

∗
) is the sample variance-

covariance matrix for the b∗
k s in the reduced model, and

(V (�̂))−1 is the inverse of the variance-covariance matrix for
the bks in the full model (Clogg et al., 1995). (A copy of a
SAS program that estimates the reduced and full models,
computes V (	̂), and produces z tests for coefficient changes
across models is available on request from the author.)

For the focus variables of Model 1 in Table 20.2,
Table 20.5 shows the coefficients in the reduced and full
models, their differences, the standard errors of the differ-
ences, and z tests for the significance of the differences. Due
to the large sample size for the current problem, all but two of
the coefficient changes (for minority status and male’s
education) are significant. As expected, the effects of age at
union, relationship duration, and substance abuse are signifi-
cantly reduced when conflict factors are added to the model.

TABLE 20.5 Comparison of Logistic Regression Coefficients for Focus Variables of
Model 1 in Table 20.2 Before and After Adding Conflict Resolution Factors in Model 2

Focus Variable (Before) Model 1 (After) Model 2 	̂ SE(	̂) z

Female’s age at uniona −.021** −.006 −.015 .001 −15.000
Cohabiting couple .877*** .982*** −.105 .028 −3.750
Relationship durationa −.045*** −.034*** −.011 .001 −11.000
Substance abuse 1.095*** .766*** .329 .020 16.450
Minority couple .234* .221* .013 .009 1.444
Number of children −.038 −.113** .074 .007 10.570
Male’s educationa −.033 −.031 −.002 .002 −1.000
Female’s educationa .005 .014 −.009 .002 −4.500
Income-to-needs ratioa −.005 −.007 .002 .001 2.000

Note. N = 4,401.
aCentered predictor.
*p < .05. **p < .01. ***p < .001.
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Unexpectedly, the effects of unmarried cohabitation and
number of children are significantly enhanced with controls
for conflict resolution. Apparently, conflict resolution factors
acted as suppressors for these latter variables.

MULTINOMIAL MODELS

Response variables may consist of more than two values but
still not be appropriate for linear regression. Unordered cate-
gorical, or nominal, variables are those in which the different
values cannot be rank ordered. Ordered categorical variables
have values that represent rank order on some dimension, but
there are not enough values to treat the variable as continuous
(e.g., there are fewer than, say, five levels of the variable).
Logistic regression models, addressed in the following sec-
tion, are easily adapted to these situations.

Unordered Categorical Variables

To this point I have been treating intimate violence as a uni-
tary phenomenon. However, in that violence by males typi-
cally has graver consequences than violence by females
(Johnson, 1995; Morse, 1995), it may be important to make
finer distinctions. For this reason, I distinguish between two
types of violence in couples. The first is “intense male vio-
lence,” which refers to any one of the following scenarios:
The male is the only violent partner; both are violent but he
is violent more often; both are violent but only the female is
injured. All other manifestations of violence are referred to as
“common couple violence,” after the terminology introduced
by Johnson (1995). My interest in this section is in examining
how characteristics of couples in the initial survey might dis-
criminate intense male from common couple violence, and
both from nonviolence. I begin by treating the trichotomous
categorization—no violence, common couple violence, in-
tense male violence—as unordered categorical. That is, these
three levels are treated as qualitatively different types of
physical aggression (or the lack of it). However, it can be ar-
gued that they represent increasing degrees of violence sever-
ity, with intense male violence being more severe than
common couple violence. In a later section, these categories
are therefore treated as ordered.

Of the 4,401 couples in the current example, 3,815
(86.7%) are nonviolent, 366 (8.3%) have experienced com-
mon couple violence, and 220 (5%) are characterized by in-
tense male violence. There are three possible nonredundant
odds that can be formed to contrast these three categories.
Each of these is conditional on being in one of two categories
(Theil, 1970). For example, there are 4,181 couples who ex-
perienced no violence or common couple violence. Given

location in one of these two categories, the odds of common
couple violence is 366/3815 = .096. This odds is also the
ratio of the probability of common couple violence to the
probability of nonviolence, or .083/.867 = .096. Similarly,
given that a couple is characterized by either nonviolence or
intense male violence, the odds of intense male violence is
220/3815 (= .05/.867) = .058. Only two of the odds are
independent: Once they are recovered, the third is just
the ratio of the first two. Thus, given some type of violence,
the odds that it is intense male violence are .058/.096 =
.604. In general, for an M-category variable, there are
M(M − 1)/2 nonredundant odds that can be contrasted, but
only M − 1 independent odds.

Modeling M − 1 Log Odds

As before, we typically wish to model the log odds as func-
tions of one or more explanatory variables. However, this
time we require M − 1 equations, one for each independent
log odds. Each equation is equivalent to a binary logistic re-
gression model in which the response is a conditional log
odds—the log odds of being in one versus being in another
category of the response variable, given location in one
of these two categories. (Indeed, the multinomial logistic
regression model can be estimated as a series of binary logis-
tic regressions—see, e.g., Begg and Gray, 1984—but it is
more efficient to estimate it by maximizing a single likeli-
hood function.) Each odds is the ratio of the probabilities of
being in the respective categories. Equations for all of the
other M(M − 1)/2 − (M − 1) dependent log odds are func-
tions of the parameters for the independent log odds, and
therefore do not need to be estimated from the data. Typi-
cally, we choose one category, say the M th, of the response
variable as the baseline and contrast all other categories with
it (i.e., the probability of being in this category forms the de-
nominator of each odds). With �1, �2, . . . , �M representing
the probabilities of being in category 1, category 2, . . . ,
category M , of the response variable, respectively, the multi-
nomial logistic regression model with K predictors is

log

(
�1

�M

)
= �1

0 + �1
1 X1 + · · · + �1

K X K

log

(
�2

�M

)
= �2

0 + �2
1 X1 + · · · + �2

K X K

...

log

(
�M−1

�M

)
= �M−1

0 + �M−1
1 X1 + · · · + �M−1

K X K ,

(20.21)
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where the superscripts on the betas indicate that effects of the
regressors can change, depending on which log odds is being
modeled.

Estimation

As before, parameters are estimated via maximum likeli-
hood. In this case, however, the likelihood being maximized
is the joint likelihood function for all of the parameters
(across the M − 1 equations), given the data (see Hosmer &
Lemeshow, 1989, for details). In SAS, one uses the proce-
dure CATMOD for estimating this model. As SAS automati-
cally chooses the highest value of the response variable as
the baseline, one controls the choice of baseline by coding
the variable accordingly. In the current example, I wanted
nonviolence to be the baseline category, so the variable vio-
lence type was coded 0 for intense male violence, 1 for com-
mon couple violence, and 2 for nonviolence. Results are
shown in Table 20.6. Coefficients in the first two columns are
for the two independent log odds contrasting each type of vi-
olence with the baseline category of nonviolence. The last
equation contrasts intense male with common couple vio-
lence. The coefficients in this column are just the differences
(within rounding error) between coefficients in the first two
columns.

Interpretation

Model coefficients are interpreted just as they are in the bi-
nary case, except that now more than two outcome categories
are being compared. For example, cohabitants are signifi-
cantly different in the odds of both intense male and common
couple violence, compared to marrieds. In particular, cohabi-
tants’ odds of intense male violence (vs. nonviolence) is
exp(1.104) = 3.016 times higher than for marrieds, while
their odds of common couple violence (vs. nonviolence) is
exp(.885) = 2.423 times higher. The odds of occurrence of
intense male violence versus common couple violence, how-
ever, is not significantly different for cohabitants, compared
to marrieds. Each additional child significantly reduces the
odds of common couple violence (vs. nonviolence) by a fac-
tor of exp(−.248) = .780, or effects a 22% reduction in the
odds of this type of violence. On the other hand, the odds of
intense male violence (vs. nonviolence) is not significantly
affected by the number of children. Relative to common cou-
ple violence, however, the odds of intense male violence is
enhanced by a factor of exp(.301) = 1.351 for each addi-
tional child. This seemingly anomalous effect is due to the
fact that the number of children only slightly increases the
odds of intense male violence but markedly reduces the odds
of common couple violence. Hence, the odds of intense male

TABLE 20.6 Multinomial Logistic Regression Results for the Prediction of Intense
Male Violence, Common Couple Violence, and Nonviolence

Intense Male
Intense Male Common Couple Violence vs.

Explanatory Violence vs. Violence vs. Common Couple
Variable Nonviolence Nonviolence Violence

Intercepta −3.723*** −2.444*** −1.278***
Female’s age at unionb −.010 −.004 −.006
Cohabiting couplea 1.104*** .885** .218
Relationship durationab −.058*** −.027*** −.031**
Substance abusea .940*** .661*** .279
Minority couple .274 .097 .176
Number of childrena .053 −.248*** .301***
Male’s educationb −.064* −.008 −.057
Female’s educationb .063 −.003 .066
Income-to-needs ratiob .007 −.003 .009
Open disagreementab .070*** .086*** −.017
Communication styleab −.476*** −.377*** −.099
Male nonassertivenessb −.159* .036 −.195*
Female nonassertivenessab −.012 −.176** .164
Minority couple × income-

to-needs ratioa −.105 −.078 −.027
Model Chi-Squared 527.999***
Model d f 28

Note. N = 4,401.
aPredictor has a significant global effect on the response variable.
bCentered predictor.
*p < .05. **p < .01. ***p < .001.
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versus common couple violence grows correspondingly
larger with each additional child. Other variables that en-
hance either type of violence (vs. nonviolence) are substance
abuse and open disagreement. Factors that reduce the odds of
either type of violence are a longer relationship duration and
a positive communication style. Only a couple of factors ap-
pear to discriminate intense male violence from common
couple violence. The longer couples have been together, and
the more that the male partner keeps his opinions to himself,
the lower the odds that their violence (if it occurs) will be
of the intense male type. The more children they have, on
the other hand, the greater the odds that their violence will be
of the intense male kind. Whether these two types of vio-
lence are really discriminated by model predictors will be
examined in more detail later.

Inferences

There are several statistical tests of interest in multinomial lo-
gistic regression. First, as in binary logistic regression, there
is a test for whether the model as a whole exhibits any pre-
dictive efficacy. The null hypothesis is that all K (M − 1) of
the regression coefficients (i.e., the betas) in Equation 20.21
equal zero. Once again, the test statistic is the model chi-
squared, equal to −2 log (L0/L1), where L0 is the likelihood
function evaluated for a model with only the MLEs for the in-
tercepts and L1 is the likelihood function evaluated at the
MLEs for the hypothesized model. This test is not automati-
cally output in CATMOD. However, as the program always
prints out −2 log L for the current model, it can be readily
computed by first estimating a model with no predictors, and
then recovering −2 log L0 from the printout (it is the value of
“−2 Log Likelihood” for the last iteration on the printout).
This test can then be computed as −2 log L0 − (−2 log L1).
For the model in Table 20.6, −2 log L0 was 4228.9316,
while −2 log L1 was 3700.9325. The test was therefore
4228.932 − 3700.933 = 527.999, with 14(2) = 28 degrees
of freedom, a highly significant result.

Second, the test for the global effect on the response vari-
able of a given predictor, say Xk , is not a single degree of
freedom test, as in the binary case. For multinomial models,
there are (M − 1)�ks representing the global effect of Xk ,
one for each of the log odds in Equation 20.21. Therefore the
test is for the null hypothesis that all M − 1 of these �ks equal
zero. There are two ways to construct the test. One is to run
the model with and without Xk and note the value of
−2 log L in each case. Then, if the null hypothesis is true, the
difference in −2 log L for the models with, and without, Xk

is asymptotically distributed as chi-squared with M − 1
degrees of freedom. This test requires running several

different models, however, and excluding one of the predic-
tors on each run. Instead, most software packages—including
SAS—provide an asymptotically equivalent Wald chi-
squared test (see Long, 1997, for its formula) that performs
the same function. Predictors having significant global ef-
fects on violence types, according to this test, are flagged
with a superscript a in Table 20.6.

A third test is the test of the effect of a predictor on a par-
ticular log odds. This is simply the ratio of a given coefficient
to its asymptotic standard error, which—as in the binary
case—is a z test. Fourth, it may be desirable to test effects of
predictors on the nonindependent log odds—the odds of in-
tense male violence versus common couple violence in the
current example. As SAS prints only coefficients and associ-
ated tests for the independent log odds in a given run (the first
two columns of Table 20.6), these are not automatically out-
put. However, it is a simple matter to obtain these tests,
simply by rerunning the program and changing the coding of
the response variable. Fifth, tests of nested models are ac-
complished the same as in the binary case. That is, if model B
is nested inside model A (because, e.g., the predictors in B are
a subset of those in A), then −2 log(L B/L A) = −2 log L B −
(−2 log L A) is a chi-squared test for the significance of the
difference in fit of the two models.

Last, there is a test of collapsibility of outcome categories.
Two categories of the outcome variable are collapsible with
respect to the predictors if the predictor set is unable to dis-
criminate between them. In the current example, it was seen
that very few of the predictors discriminate between intense
male and common couple violence. A chi-squared test for the
collapsibility of these two categories of violence can be con-
ducted as follows. First, I select only the couples experienc-
ing one or the other of these types of violence, a total of 586
couples. Then I estimate a binary logistic regression model
for the odds of intense male versus common couple violence.
The test of collapsibility is the usual likelihood-ratio chi-
squared test that all of the betas in this binary model are zero.
Under the null hypothesis that the predictors do not discrimi-
nate between these types of violence, this statistic is asymp-
totically distributed as chi-squared (Long, 1997). The test
turns out to have the value 44.835, which, with 14 degrees of
freedom, is significant at p < .001. Apparently, the model
covariates do discriminate between intense male and com-
mon couple violence. Previously, I commented on which
predictors seem to be important in this regard.

Estimating Probabilities

The probabilities of being in each category of the response
are readily estimated based on the sample log odds. That is, if
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U is the estimated log odds of intense male violence for a
given couple and V is the estimated log odds of common
couple violence for that couple, then the estimated probabili-
ties of each response for that couple are

P (intense male violence) = eU

1 + eU + eV
,

P (common couple violence) = eV

1 + eU + eV
,

P (nonviolence) = 1

1 + eU + eV
.

(20.22)

Table 20.7 presents the probabilities of each response cate-
gory based on selected profiles of the predictors, using
the coefficient estimates in Table 20.6 and Equation 20.22.
One purpose in examining the probabilities is to compare the
conclusions reached with probabilities rather than odds ra-
tios. In the table I show the probabilities associated with hav-
ing 0, 1, 2, and 3 children for nonminority married couples
without substance abuse problems, while setting all continu-
ous predictors to either their mean values, 1 standard devia-
tion below the means, or 1 standard deviation above the
means. I also show the probabilities associated with being a
minority couple versus being a nonminority couple, for mar-
rieds without substance abuse problems, at the three settings

of the continuous predictors. The exception in the latter case
is that 0 children is used in place of 1 standard deviation
below the mean number of children.

Odds ratios convey a different impression than probabili-
ties. It is therefore important to exercise care in interpreting
odds ratios because it is easy to be misled unless one under-
stands their conditional nature. For example, each additional
child raises the odds of intense male versus common couple
violence by exp (.301), or 35%, even though the probability
of intense male violence is almost always lower than the
probability of common couple violence. Given violence,
however, the odds that it is of the intense male kind are
comparatively higher with an additional child. As another
example, compared to nonminority couples, minority cou-
ples generally have higher odds of intense male violence
versus common couple violence. At the mean level of income
to needs, the odds is exp (.176) = 1.192 times higher. At 1
standard deviation below mean income to needs it is
exp [.176 − .027(−4.759)] = 1.356 higher. And at 1 stan-
dard deviation above mean income to needs it is
exp [.176 − .027(4.759)] = 1.049 higher. One might be
led to conclude that minorities have higher probabilities of
intense male violence compared to nonminorities. However,
this is not true at 1 standard deviation above the mean of
other covariates (including income to needs). At that setting,
in fact, the probability of either type of violence is actually

TABLE 20.7 Predicted Probabilities of Intense Male Violence, Common Couple Violence, and
Nonviolence for Unit Changes in the Number of Children and for Minority vs. Nonminority
Couples, Based on Multinomial Logit Model Estimates in Table 20.5

Minority Values of Probability Probability Probability
Number of Status of Other of Intense of Common of

Children Couple Predictorsa Male Violence Couple Violence Nonviolence

1 nonminority mean .023 .062 .915
0 nonminority mean .022 .078 .900
1 nonminority mean − 1 SD .080 .115 .805
0 nonminority mean − 1 SD .074 .143 .783
1 nonminority mean + 1 SD .006 .031 .963
0 nonminority mean + 1 SD .006 .039 .955
3 nonminority mean .026 .039 .935
2 nonminority mean .025 .049 .926
3 nonminority mean − 1 SD .092 .073 .835
2 nonminority mean − 1 SD .086 .092 .822
3 nonminority mean + 1 SD .007 .019 .974
2 nonminority mean + 1 SD .007 .024 .969
1.178 minority mean .031 .065 .904
1.178 nonminority mean .024 .059 .917
0 minority mean − 1 SD .136 .196 .668
0 nonminority mean − 1 SD .074 .143 .783
2.456 minority mean + 1 SD .006 .017 .977
2.456 nonminority mean + 1 SD .007 .022 .971

Note. N = 4,401.
aSubstance abuse and cohabiting couple are each set to 0 (for “no substance abuse,” and “married,”
respectively).
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slightly lower for minorities (.006 vs. .007 for intense male
violence; .017 vs. .022 for common couple violence). But the
odds of intense male violence is nevertheless higher for mi-
norities because given any type of violence, the probability of
intense male violence is higher in comparison to the proba-
bility of common couple violence than it is for nonminorities.
As long as one understands that higher odds do not always
mean higher probabilities, no confusion is likely to result.
(Note that odds ratios computed using the probabilities in
Table 20.7 may seem at variance with those based on coeffi-
cients in Table 20.6, but this is due only to rounding error. For
example, the impact on the odds of intense male violence ver-
sus nonviolence for each additional child is, according to
Table 20.6, exp (.053) = 1.054. Yet using rows 5 and 6
of Table 20.7, one gets (.006/.963)/(.006/.955) = .992.

However, if the probabilities in Table 20.7 are carried out
to five significant digits, we actually get (.0063/.96282)/
(.00593/.95483) = 1.054.)

Ordered Categorical Variables

When the values of a categorical variable are ordered, it is
usually wise to take advantage of that information in model
specification. For example, the trichotomous categorization
of violence used for the analyses in Tables 20.6 and 20.7 rep-
resents different degrees of violence severity, as mentioned
previously. In this section I treat it as an ordinal variable. The
ordered logit model is a variant of logistic regression specifi-
cally designed for ordinal-level dependent variables. Al-
though there is more than one way to form logits for ordinal
variables (see, e.g., Agresti, 1984, 1989, for other formula-
tions), I shall focus on cumulative logits. These are especially
appropriate if the dimension represented by the ordinal mea-
sure could theoretically be regarded as continuous (Agresti,
1989). Cumulative logits are defined as follows. Suppose that
the response variable consists of J ordered categories coded
1, 2, . . . , J . The j th cumulative odds is the ratio of the prob-
ability of being in category j or lower on Y to the probability
of being in category j + 1 or higher. That is, if O≤ j repre-
sents the j th cumulative odds and �j is the probability of
being in category j on Y , then

O≤ j = �1 + �2 + · · · + �j

�j+1 + �j+2 + · · · + �J
.

Cumulative odds are therefore constructed by utilizing
J − 1 bifurcations of Y. In each one, the probability of being
lower on Y (the sum of probabilities that Y ≤ j ) is contrasted
with the probability of being higher on Y (the sum of proba-
bilities that Y > j ). This strategy for forming odds makes
sense only if the values of Y are ordered. With regard to

violence, the first cumulative odds, O≤0, is the ratio of
the probability that violence type is 0 (intense male) to the
probability that violence type is 1 (common couple) or 2
(none). Using the marginal probabilities of each type of
violence from Table 20.1, the marginal sample value is
.05/(.083 + .867) = .053. The second cumulative odds,
O≤1, is the ratio of the probability that violence type is 0 or 1
to the probability that it is 2, with marginal value
(.05 + .083)/.867 = .153. In other words, each odds is the
odds of more severe versus less severe violence, with “more
severe” and “less severe” being defined using different values
of j , the cut point (Agresti, 1989), in either case. The j th cu-
mulative logit is just the log of this odds. For a J -category
variable, there are a total of J − 1 such logits that can be con-
structed. These logits are ordered because the probabilities in
the numerator of the odds keep accumulating as we go from
the first through the (J − 1)th logit. That is, if Uj is the jth cu-
mulative logit, then it is the case that U1 ≤ U2 ≤ · · · ≤ UJ−1.

One model for the cumulative logits, based on a set of K
explanatory variables is

log O≤ j = �
j

0 + �
j

1 X1 + �
j

2 X2 + · · · + �
j
K X K , (20.23)

where the superscripts on the coefficients of the regressors in-
dicate that the effects of the regressors can change, depending
on the cut point. This model is easily estimated using binary
logistic regression software, as Equation 20.23 is just a bi-
nary logistic regression based on bifurcating Y at the jth cut
point. Table 20.8 presents the results of estimating this model
for violence type. Estimates in the second column, for the log
odds of violence versus nonviolence, are just the estimates
from Model 3 in Table 20.2, repeated here for completeness.
Estimates in the first column are for the log odds of intense
male violence versus any other response.

Invariance to the Cut Point

For the most part, results suggest that predictors have the
same effect on the log odds of more severe versus less severe
violence, regardless of the cut point used to make this dis-
tinction. For example, substance abuse elevates the odds of
intense male violence versus any other response by a factor
of exp (.800) = 2.226, whereas it raises the odds of any vio-
lence versus no violence by a factor of exp (.766) = 2.151. If
the effects of predictors are invariant to the cut point, then a
more parsimonious specification of Equation 20.23 is possi-
ble. This is what we usually think of as the ordered logit
model:

log O≤ j = �
j

0 + �1 X1 + �2 X2 + · · · + �K X K . (20.24)
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TABLE 20.8 Ordered Logit Model Results for the Prediction of Intense Male Violence,
Common Couple Violence, and Nonviolence

Intense male
Explanatory Violence vs. Violence vs. More vs.
Variable Other Response Nonviolence Less Violence

Intercept −3.8144*** −2.210*** —
Intercept 1 — — −3.418***
Intercept 2 — — −2.224***
Female’s age at uniona −.011 −.006 −.006
Cohabiting couple .876** 1.000*** .946***
Relationship durationa −.055*** −.035*** −.035***
Substance abuse .800*** .766*** .767***
Minority couple .246 .161 .150
Number of children .094 −.128** −.107**
Male’s educationa −.062* −.029 −.030
Female’s educationa .065 .019 .022
Income-to-needs ratioa .007 .002 .004
Open disagreementa .052** .079*** .077***
Communication stylea −.410*** −.412*** −.404***
Male nonassertivenessa −.161* −.035 −.058
Female nonassertivenessa .020 −.115* −.097*
Minority couple ×

income-to-needs ratio −.093 −.091* −.090*
Model Chi-Squared 245.643*** 480.561*** 484.895***
Model df 14 14 14
Score test — — 44.866***
Score df — — 14

Note. N = 4,401.
aCentered predictor.
*p < .05. **p < .01. ***p < .001.

In this model, the effects of predictors are the same regardless
of the cut point for the odds. The results of estimating this
model (using procedure LOGISTIC in SAS) are shown in the
last column of Table 20.8. Notice that the intercept is allowed
to depend on the cut point, so there are two intercepts in the
equation. (In fact, there are two different equations, but the
coefficients are being constrained to be the same in each.)
In that predictors are assumed to be invariant to the cutpoint,
there is only one set of regression coefficients. Effects are in-
terpreted just as in binary logistic regression, except that the
response is the log odds of more versus less severe violence,
rather than, as in Table 20.2, violence per se. Thus, substance
abuse is seen to raise the odds of more severe violence by
exp (.767) = 2.153, or about 115%, whereas each additional
child lowers the odds of more severe violence by about 10%.

Test of Invariance

In the first two columns of Table 20.8, where effects are al-
lowed to depend on the cut point, some predictors appear to
have different effects on the odds of intense male violence,
compared to violence per se. Particularly noticeable are the
effects of number of children, which are opposite in sign and
only significant for violence per se, and nonassertiveness,

which has a differential impact on each odds, depending on
gender. Are these effects significantly different, or just the re-
sult of sampling error? This can be tested using the score test
for the proportional odds assumption (automatically pro-
vided in SAS). The test is for the null hypothesis that regres-
sor effects are the same across all J − 1 possible cut points
(i.e., H0 is that, for each of the K regressors in the model,
�

j
k = �k , for j = 1, 2, . . . , J − 1). Under the null hypothe-

sis, this statistic is asymptotically distributed as chi-squared
with degrees of freedom equal to K ( J − 2). This is the dif-
ference in the number of parameters required to estimate the
model in Equation 20.23 versus Equation 20.24: K ( J − 1) −
K = K ( J − 1 − 1) = K ( J − 2). As shown in Table 20.8 for
the current example, its value is 44.866, which, with 14 de-
grees of freedom, is quite significant. Apparently, predictor
effects in Table 20.8 are not invariant to the cut point.

In the event that the score test proves significant, the
researcher has several options. First, he or she can use the
ordered logit model anyway, especially if noninvariant ef-
fects are only peripheral to the study. As an example, if I am
primarily interested in how cohabitation, substance abuse, or
relationship duration affect violence net of conflict resolution
factors, the invariance model in column 3 of Table 20.8 sum-
marizes those effects in an elegant fashion. Particularly when
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there are several categories of the response variable, Equa-
tion 20.24 is a substantially more parsimonious description
of the data than is any of the alternatives. Nevertheless, it is
frequently desirable to use a different modeling strategy
when invariance is rejected. One alternative is therefore to
choose the most informative bifurcation of the response vari-
able and proceed with binary logistic regression. For exam-
ple, either column 1 or 2 in Table 20.8 could be a legitimate
model to estimate. However, if it is especially important to
preserve the distinctions among different response cate-
gories, the multinomial analysis (as presented in Tables 20.6
and 20.7) is a viable strategy. Of course, if the response vari-
able has at least 5 levels, its sample distribution is not too
skewed, and the sample is large, the researcher may just want
to treat it as continuous and employ OLS.

SUGGESTIONS FOR FURTHER STUDY

This chapter has been intended as an introduction to a topic
with many complex facets. To become more familiar with lo-
gistic regression, the reader may want to consult many of the
sources that have been cited throughout the chapter. Two vol-
umes that are especially informative are those by Hosmer and
Lemeshow (1989) and Long (1997). One major use of logistic
regression not covered in this chapter is in survival analysis.
This technique is used whenever one is examining the unfold-
ing of events in time. For example, one may be investigating
the factors that predict the onset of sexual intercourse among
at-risk youth or the timing of entrance into or egress from mar-
ital unions. In these analyses, the response variable can be cast
in two equivalent forms. First, it can be the length of time peo-
ple survive in a given state (celibacy, singlehood, marriage)
until the occurrence of the event of interest (sexual inter-
course, marriage, divorce). Or it can be the hazard of event
occurrence. The latter is approximately the instantaneous
probability of event occurrence at time t, given that no event
has occurred prior to t, for a group of cases at risk for the event.
Logistic regression is a convenient statistical tool for estimat-
ing survival or hazard models. For those wishing to learn about
this use of the technique, Allison (1982, 1995) and Singer and
Willett (1993) are especially good source materials.

REFERENCES

Agresti, A. (1984). Analysis of ordinal categorical data. New York:
Wiley.

Agresti, A. (1989). Tutorial on modeling ordered categorical
response data. Psychological Bulletin, 105, 290–301.

Aiken, L. S., & West, S. G. (1991). Multiple regression: Testing and
interpreting interactions. Thousand Oaks, CA: Sage.

Aldrich, J. H., & Nelson, F. D. (1984). Linear probability, logit, and
probit models. Beverly Hills, CA: Sage.

Allison, P. D. (1982). Discrete-time methods for the analysis of
event histories. In S. Leinhardt (Ed.), Sociological methodology
1982 (pp. 61–98). San Francisco, CA: Jossey-Bass.

Allison, P. D. (1995). Survival analysis using the SAS system:
A practical guide. Cary, NC: SAS Institute.

Allison, P. D. (1999). Comparing logit and probit coefficients across
groups. Sociological Methods & Research, 28, 186–208.

Begg, C. B., & Gray, R. (1984). Calculation of polychotomous
logistic regression parameters using individualized regressions.
Biometrika, 71, 11–18.

Bollen, K. A. (1989). Structural equations with latent variables.
New York: Wiley.

Caudill, S. B. (1988). An advantage of the linear probability model
over probit or logit. Oxford Bulletin of Economics and Statistics,
50, 425–427.

Chow, G. (1960). Tests of equality between sets of coefficients in
two linear regressions. Econometrica, 28, 591–605.

Cleary, P. D., & Angel, R. (1984). The analysis of relationships in-
volving dichotomous dependent variables. Journal of Health
and Social Behavior, 25, 334–348.

Clogg, C. C., Petkova, E., & Haritou, A. (1995). Statistical methods
for comparing regression coefficients between models. American
Journal of Sociology, 100, 1261–1293.

DeMaris, A. (1991). A framework for the interpretation of first-
order interaction in logit modeling. Psychological Bulletin, 110,
557–570.

DeMaris, A. (1993). Odds versus probabilities in logit equations: A
reply to Roncek. Social Forces, 71, 1057–1065.

DeMaris, A. (1995). A tutorial in logistic regression. Journal of
Marriage and the Family, 57, 956–968.

DeMaris, A. (2000a). ‘Till discord do us part: The role of physical
and verbal conflict in union disruption. Journal of Marriage and
the Family, 62, 683–692.

DeMaris, A. (2000b). Explained variance in logistic regression: A
Monte Carlo study of proposed measures. Manuscript submitted
for publication.

DeMaris, A. (2001). The influence of intimate violence on transi-
tions out of cohabitation. Journal of Marriage and the Family,
63, 235–246.

Dutton, D. G. (1988). The domestic assault of women: Psychologi-
cal and criminal justice perspectives. Boston: Allyn & Bacon.

Gottman, J. M., Coan, J., Carrere, S., & Swanson, C. (1998).
Predicting marital happiness and stability from newlywed
interactions. Journal of Marriage and the Family, 60, 5–22.

Greene, W. H. (1997). Econometric analysis (3rd ed.). Upper Saddle
River, NJ: Prentice-Hall.

schi_ch20.qxd  8/2/02  3:07 PM  Page 531



532 Logistic Regression

Hauck, W. W., & Donner, A. (1977). Wald’s test as applied to
hypotheses in logit analysis. Journal of the American Statistical
Association, 72, 851–853.

Heyman, R. E., O’Leary, K. D., & Jouriles, E. N. (1995).Alcohol and
aggressive personality styles: Potentiators of serious physical ag-
gression against wives? Journal of Family Psychology, 9, 44–57.

Hoel, P. G., Port, S. C., & Stone, C. J. (1971). Introduction to prob-
ability theory. Boston: Houghton Mifflin.

Hosmer, D. W., & Lemeshow, S. (1989). Applied logistic regres-
sion. New York: Wiley.

Johnson, M. P. (1995). Patriarchal terrorism and common couple
violence: Two forms of violence against women. Journal of
Marriage and the Family, 57, 283–294.

Kerlinger, F. N. (1986). Foundations of behavioral research (3rd
ed.). New York: Holt, Rinehart, and Winston.

Kerlinger, F. N., & Pedhazur, E. J. (1973). Multiple regression in
behavioral research. New York: Holt, Rinehart, and Winston.

Leonard, K. E., & Senchak, M. (1996). Prospective prediction of
husband marital aggression within newlywed couples. Journal
of Abnormal Psychology, 105, 369–380.

Long, J. S. (1997). Regression models for categorical and limited
dependent variables. Thousand Oaks, CA: Sage.

MacMillan, R., & Gartner, R. (1999). When she brings home the
bacon: Labor-force participation and the risk of spousal violence
against women. Journal of Marriage and the Family, 61,
947–958.

Margolin, G., John, R. S., & Gleberman, L. (1988). Affective
responses to conflictual discussions in violent and nonviolent
couples. Journal of Consulting and Clinical Psychology, 56,
24–33.

McKelvey, R. D., & Zavoina, W. (1975). A statistical model for the
analysis of ordinal dependent variables. Journal of Mathemati-
cal Sociology, 4, 103–120.

Morse, B. J. (1995). Beyond the conflict tactics scale: Assessing
gender differences in partner violence. Violence and Victims, 10,
251–272.

Myers, R. H. (1986). Classical and modern regression with appli-
cations. Boston: Duxbury.

Rusbult, C. E., & Buunk, B. P. (1993). Commitment processes in
close relationships: An interdependence analysis. Journal of
Social and Personal Relationships, 10, 175–204.

Schaefer, R. L. (1986). Alternative estimators in logistic regression
when the data are collinear. Journal of Statistical Computing and
Simulation, 25, 75–91.

Singer, J. D., & Willett, J. B. (1993). It’s about time: Using discrete-
time survival analysis to study duration and the timing of events.
Journal of Educational Statistics, 18, 155–195.

Stets, J. E. (1991). Cohabiting and marital aggression: The role
of social isolation. Journal of Marriage and the Family, 53,
669–680.

Stevens, J. (1986). Applied multivariate statistics for the social
sciences. Hillsdale, NJ: Erlbaum.

Sweet, J. A., Bumpass, L. L., & Call, V. (1988). The design and
content of the National Survey of Families and Households.
Madison, WI: University of Wisconsin, Center for Demography
and Ecology.

Theil, H. (1970). On the estimation of relationships involving qual-
itative variables. American Journal of Sociology, 76, 103–154.

schi_ch20.qxd  8/2/02  3:07 PM  Page 532



CHAPTER 21

Meta-Analysis

FRANK L. SCHMIDT AND JOHN E. HUNTER

533

WHY WE NEED META-ANALYSIS 533
The Myth of the Perfect Study 534
Some Relevant History 534

META-ANALYSIS VERSUS SIGNIFICANCE TESTING 535
IS STATISTICAL POWER THE SOLUTION? 537
ORGANIZATION OF REMAINDER OF THE CHAPTER 539
BARE BONES META-ANALYSIS 539
OTHER ARTIFACTS AND THEIR EFFECTS 540

An Example 541
MORE ADVANCED METHODS OF META-ANALYSIS 541

Methods That Correct Each r or d
Value Independently 542

Meta-Analysis Using Artifact Distributions 542

CLASSIFICATION OF META-ANALYSIS METHODS 543
Descriptive Meta-Analysis Methods 543
Meta-Analysis Methods That Focus on

Sampling Error 545
UNRESOLVED PROBLEMS IN META-ANALYSIS 547
THE ROLE OF META-ANALYSIS IN

THEORY DEVELOPMENT 548
META-ANALYSIS IN INDUSTRIAL-ORGANIZATIONAL

PSYCHOLOGY AND OTHER APPLIED AREAS 548
WIDER IMPACT OF META-ANALYSIS

ON PSYCHOLOGY 550
CONCLUSIONS 551
REFERENCES 551

The small-sample studies typical of psychological research
produce seemingly contradictory results, and reliance on sta-
tistical significance tests causes study results to appear even
more conflicting. Meta-analysis integrates the findings across
such studies to reveal the simpler patterns of relations that
underlie research literatures, thus providing a basis for theory
development. Meta-analysis can correct for the distorting ef-
fects of sampling error, measurement error, and other arti-
facts that produce the illusion of conflicting findings. This
chapter discusses these artifacts and the procedures used to
correct for them. Different approaches to meta-analysis
are discussed. Applications of meta-analysis in industrial-
organizational (IO) psychology and other areas are discussed
and evidence is presented that meta-analysis is transforming
research in psychology.

WHY WE NEED META-ANALYSIS

The goal in any science is the production of cumulative
knowledge. Ultimately this means the development of
theories that explain the phenomena that are the focus of the
scientific area. One example would be theories that explain
how personality traits develop in children and adults over

time and how these traits affect their lives. Another would be
theories of what factors cause job and career satisfaction and
what effects job satisfaction in turn has on other aspects of
one’s life. But before theories can be developed, we need to
be able to pin down the relations between variables. For ex-
ample, what is the relation between peer socialization and
level of extroversion? Or the relation between job satisfac-
tion and job performance?

Unless we can precisely calibrate such relations among
variables, we do not have the raw materials out of which to con-
struct theories. There is nothing for a theory to explain. For ex-
ample, if the relationship between extroversion and popularity
of children varies capriciously across different studies from a
strong positive to strong negative correlation and everything in
between, we cannot begin to construct a theory of how extro-
version might affect popularity. The same applies to the rela-
tion between job satisfaction and job performance.

The unfortunate fact is that most research literatures do
show conflicting findings of this sort. Some research studies
in psychology find statistically significant relationships
and some do not. In many research literatures, this split is
approximately 50–50 (Cohen, 1962, 1988; Schmidt, Hunter,
& Urry, 1976; Sedlmeier & Gigerenzer, 1989). This has been
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the traditional situation in most areas of the behavioral and
social sciences. Hence it has been very difficult to develop
understanding, theories, and cumulative knowledge.

The Myth of the Perfect Study

Before meta-analysis, the usual way in which scientists at-
tempted to make sense of research literatures was by use of
the narrative subjective review. In many research literatures,
however, there were not only conflicting findings, there were
also large numbers of studies. This combination made the
standard narrative-subjective review a nearly impossible
task—one far beyond human information-processing capa-
bilities (Hunter & Schmidt, 1990b, pp. 468–469). How does
one sit down and make sense of (for example) 210 conflicting
studies?

The answer as developed in many narrative reviews was
what came to be called the myth of the perfect study.
Reviewers convinced themselves that most—usually the vast
majority—of the studies available were methodologically de-
ficient and should not even be considered in the review. These
judgments of methodological deficiency were often based on
idiosyncratic ideas: One reviewer might regard the Peabody
Personality Inventory as lacking in construct validity and
throw out all studies that used that instrument. Another might
regard use of that same inventory as a prerequisite for
methodological soundness and eliminate all studies not using
this inventory. Thus any given reviewer could eliminate from
consideration all but a few studies and perhaps narrow the
number of studies from 210 to seven, for example. Conclu-
sions would then be based on these seven studies.

It has long been the case that the most widely read litera-
ture reviews are those appearing in textbooks. The function
of textbooks, especially advanced-level textbooks, is to sum-
marize what is known in a given field. But no textbook can
cite and discuss 210 studies on a single relationship. Often
textbook authors would pick out what they considered to be
the one or two best studies and then base textbook conclu-
sions on just those studies, discarding the vast bulk of the
information in the research literature—hence the myth of the
perfect study.

But in fact there are no perfect studies. All studies contain
measurement error in all measures used, as discussed later.
Independent of measurement error, no study’s measures have
perfect construct validity.And there are typically other artifacts
that distort study findings. Even if a hypothetical (and it would
have to be hypothetical) study suffered from none of these
distortions, it would still contain sampling error—typically a
substantial amount of sampling error, because sample sizes are
rarely very large. Hence no single study or small selected sub-

group of studies can provide an optimal basis for scientific con-
clusions about cumulative knowledge. As a result, reliance on
so-called best studies did not provide a solution to the problem
of conflicting research findings. This procedure did not even
successfully deceive researchers into believing it was a
solution—because different narrative reviewers arrived at dif-
ferent conclusions because they selected a different subset of
“best” studies. Hence the so-called conflicts in the literature
became conflicts in the reviews.

Some Relevant History

By the middle 1970s the behavioral and social sciences
were in serious trouble. Large numbers of studies had accu-
mulated on many questions that were important to theory
development, social policy decisions, or both. Results of
different studies on the same question typically were con-
flicting. For example, are workers more productive when
they are satisfied with their jobs? The studies did not agree.
Do students learn more when class sizes are smaller? Re-
search findings were conflicting. Does participative deci-
sion making in management increase productivity? Does
job enlargement increase job satisfaction and output? Does
psychotherapy really help people? The studies were in con-
flict. As a consequence, the public and government officials
were becoming increasingly disillusioned with the behav-
ioral and social sciences, and it was becoming more and
more difficult to obtain funding for research. In an invited
address to the American Psychological Association in 1970,
then-Senator Walter Mondale expressed his frustration with
this situation:

What I have not learned is what we should do about these prob-
lems. I had hoped to find research to support or to conclusively
oppose my belief that quality integrated education is the most
promising approach. But I have found very little conclusive evi-
dence. For every study, statistical or theoretical, that contains a
proposed solution or recommendation, there is always another,
equally well documented, challenging the assumptions or con-
clusions of the first. No one seems to agree with anyone else’s
approach. But more distressing I must confess, I stand with my
colleagues confused and often disheartened.

Then in 1981, the Director of the Federal Office of Man-
agement and Budget, David Stockman, proposed an 80% re-
duction in federal funding for research in the behavioral and
social sciences. (This proposal was politically motivated in
part, but the failure of behavioral and social science research
to be cumulative created the vulnerability to political attack.)
This proposed cut was a trial balloon sent up to see how much
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political opposition it would arouse. Even when proposed
cuts are much smaller than a draconian 80%, constituencies
can usually be counted on to come forward and protest the
proposed cuts. This usually happens, and many behavioral
and social scientists expected it to happen. But it did not. The
behavioral and social sciences, it turned out, had no con-
stituency among the public; the public did not care (see “Cuts
Raise New Social Science Query,” 1981). Finally, out of des-
peration, the American Psychological Association took the
lead in forming the Consortium of Social Science Associa-
tions to lobby against the proposed cuts. Although this su-
perassociation had some success in getting these cuts reduced
(and even, in some areas, getting increases in research fund-
ing in subsequent years), these developments should make us
look carefully at how such a thing could happen.

The sequence of events that led to this state of affairs was
much the same in one research area after another. First, there
was initial optimism about using social science research
to answer socially important questions. Do government-
sponsored job training programs work? We will do studies to
find out. Does Head Start really help disadvantaged kids?
The studies will tell us. Does integration increase the school
achievement of Black children? Research will provide the
answer. Next, several studies on the question are conducted,
but the results are conflicting. There is some disappointment
that the question has not been answered, but policymakers—
and people in general—are still optimistic. They, along with
the researchers, conclude that more research is needed to
identify the supposed interactions (moderators) that have
caused the conflicting findings—for example, perhaps
whether job training works depends on the age and education
of the trainees. Maybe smaller classes in the schools are
beneficial only for children with lower levels of academic
aptitude. It is hypothesized that psychotherapy works for
middle-class but not working-class patients. That is, the
conclusion at this point is that a search for moderator vari-
ables in needed.

In the third phase, a large number of research studies are
funded and conducted to test these moderator hypotheses.
When they are completed, there is now a large body of stud-
ies, but instead of being resolved, the number of conflicts in-
creases. The moderator hypotheses from the initial studies
are not borne out, and no one can make sense out of the con-
flicting findings. Researchers conclude that the question that
was selected for study in this particular case has turned out to
be hopelessly complex. They then turn to the investigation of
another question, hoping that this time the question will turn
out to be more tractable. Research sponsors, government
officials, and the public become disenchanted and cynical.
Research funding agencies cut money for research in this

area and in related areas. After this cycle has been repeated
enough times, social and behavioral scientists themselves
become cynical about the value of their own work, and they
publish articles expressing doubts about whether behavioral
and social science research is capable in principle of devel-
oping cumulative knowledge and providing general answers
to socially important questions (e.g., see Cronbach, 1975;
Gergen, 1982; Meehl, 1978).

Clearly, at this point there is a critical need for some
means of making sense of the vast number of accumulated
study findings. Starting in the late 1970s, new methods of
combining findings across studies on the same subject were
developed. These methods were referred to collectively as
meta-analysis, a term coined by Glass (1976). Applications
of meta-analysis to accumulated research literatures showed
that research findings are not nearly as conflicting as had
been thought, and that useful and sound general conclusions
can in fact be drawn from existing research. Cumulative the-
oretical knowledge is possible in the behavioral and social
sciences, and socially important questions can be answered in
reasonably definitive ways. As a result, the gloom and cyni-
cism that had enveloped many in the behavioral and social
sciences has been lifting.

META-ANALYSIS VERSUS 
SIGNIFICANCE TESTING

A key point in understanding the effect that meta-analysis has
had is that the illusion of conflicting findings in research lit-
eratures resulted mostly from the traditional reliance of re-
searchers on statistical significance testing in analyzing and
interpreting data in their individual studies (Cohen, 1994).
These statistical significance tests typically had low power to
detect existing relationships. Yet the prevailing decision rule
has been that if the finding was statistically significant, then a
relationship existed; and if it was not statistically significant,
then there was no relationship (Oakes, 1986; Schmidt, 1996).
For example, suppose that the population correlation be-
tween a certain familial condition and juvenile delinquency is
.30. That is, the relationship in the population of interest is
� = .30. Now suppose 50 studies are conducted to look for
this relationship, and each has statistical power of .50 to de-
tect this relationship if it exists. (This level of statistical
power is typical of many research literatures.) Then approxi-
mately 50% of the studies (25 studies) would find a statisti-
cally significant relationship; the other 25 studies would
report no significant relationship, and this would be inter-
preted as indicating that no relationship existed. That is, the
researchers in these 25 studies would most likely incorrectly
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state that because the observed relationship did not reach sta-
tistical significance, it probably occurred merely by chance.
Thus half the studies report that the familial factor was re-
lated to delinquency and half report that it had no relationship
to delinquency—a condition of maximal apparent conflicting
results in the literature. Of course, the 25 studies that report
that there is no relationship are all incorrect. The relationship
exists and is always � = .30. Traditionally, however, re-
searchers did not understand that a statistical power problem
such as this was even a possibility, because they did not un-
derstand the concept of statistical power (Oakes, 1986;
Schmidt, 1996). In fact, they believed that their error rate was
no more than 5% because they used an alpha level (signifi-
cance level) of .05. But the 5% is just the Type I error rate
(the alpha error rate)—the error rate that would exist if the
null hypothesis were true and in fact there was no relation-
ship. They overlooked the fact that if a relationship did exist,
then the error rate would be 1.00 minus the statistical power
(which here is 1.00 − .50 = .50). This is the Type II error
rate: the probability of failing to detect the relationship that
exists. If the relationship does exist, then it is impossible to
make a Type I error; that is, when there is a relationship, it is
impossible to falsely conclude that there is a relationship.
Only Type II errors can occur—and the significance test does
not control Type II errors.

Now suppose these 50 studies were analyzed using meta-
analysis. Meta-analysis would first compute the average r
across the 50 studies; all rs would be used in computing this av-
erage regardless of whether they were statistically significant.
This average should be very close to the correct value of .30,
because sampling errors on either side of .30 would average
out. So meta-analysis would lead to the correct conclusion that
the relationship is on the average � = .30.

Meta-analysis can also estimate the real variability of the
relationship across studies. To do this, one first computes the
variance of the 50 observed rs, using the ordinary formula for
the variance of a set of scores. One next computes the amount
of variance expected solely from sampling error variance,
using the formula for sampling error variance of the correla-
tion coefficient. This sampling variance is then subtracted
from the observed variance of the rs; after this subtraction,
the remaining variance in our example should be approxi-
mately zero if the population correlations are all .30. Thus the
conclusion would be that all of the observed variability of the
rs across the 50 studies is due merely to sampling error and
does not reflect any real variability in the true relationship.
Thus one would conclude correctly that the real relationship
is always .30—and not merely .30 on the average.

This simple example illustrates two critical points. First,
the traditional reliance on statistical significance tests in

interpreting studies leads to false conclusions about what the
study results mean; in fact, the traditional approach to data
analysis makes it virtually impossible to reach correct con-
clusions in most research areas (Hunter, 1997; Hunter &
Schmidt, 1990a; Schmidt, 1996). Second, meta-analysis
leads, by contrast, to the correct conclusions about the real
meaning of research literatures. These principles are illus-
trated and explained in more detail in Hunter and Schmidt
(1990a); for a shorter treatment, see Schmidt (1996).

The reader might reasonably ask what statistical methods
researchers should use in analyzing and interpreting the data
in their individual studies. If reliance on statistical signifi-
cance testing leads to false conclusions, what methods should
researchers use? The answer is point estimates of effect sizes
(correlations and d values) and confidence intervals. The
many advantages of point estimates and confidence intervals
are discussed in Hunter and Schmidt (1990b), Hunter (1997),
and Schmidt (1996). A recent APA Task Force report on sta-
tistical methods in research also discusses the advantages of
confidence intervals over significance tests (Wilkinson & the
Task Force on Statistical Inference, 1999).

Our example here has examined only the effects of sam-
pling error variance and low statistical power. There are other
statistical and measurement artifacts that cause artifactual
variation in effect sizes and correlations across studies—for
example, differences between studies in amount of measure-
ment error, range restriction, and dichotomization of mea-
sures. Also, in meta-analysis, mean correlations (and effect
sizes) must be corrected for downward bias due to such
artifacts as measurement error and dichotomization of
measures. There are also artifacts such as coding or tran-
scriptional errors in the original data that are difficult or
impossible to correct for. These artifacts and the complexities
involved in correcting for them are discussed later in this
chapter and are covered in more detail in Hunter and Schmidt
(1990a, 1990b) and Schmidt and Hunter (1996). This section
is an overview of why traditional data analysis and interpre-
tation methods logically lead to erroneous conclusions and
why meta-analysis can solve this problem and provide
correct conclusions.

A common reaction to the preceding critique of tradi-
tional reliance on significance testing goes something like
this: Your explanation is clear but I don’t understand how so
many researchers (and even some methodologists) could
have been so wrong so long on a matter as important as the
correct way to analyze data? How could psychologists and
others have failed to see the pitfalls of significance testing?
Over the years, a number of methodologists have addressed
this question (Carver, 1978; Cohen, 1994; Guttman, 1985;
Meehl, 1978; Oakes, 1986; Rozeboom, 1960). For one thing,
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in their statistics classes young researchers have typically
been taught a lot about Type I error and very little about
Type II error and statistical power. Thus they are unaware
that the error rate is very large in the typical study; they tend
to believe the error rate is the alpha level used (typically .05
or .01). In addition, empirical research suggests that most
researchers believe that the use of significance tests provides
them with many nonexistent benefits in understanding their
data. For example, most researchers believe that a statisti-
cally significant finding is a reliable finding in the sense that
it will replicate if a new study is conducted (Carver, 1978;
Oakes, 1986; Schmidt, 1996). For example, they believe that
if a result is significant at the .05 level, then the probability
of replication in subsequent studies (if conducted) is
1.00 − .05 = .95. This belief is completely false. The prob-
ability of replication is the statistical power of the study and
is almost invariably much lower than .95 (e.g., typically .50
or less). Most researchers also falsely believe that if a result
is nonsignificant, one can conclude that it is probably just
due to chance—another false belief, as illustrated in our
delinquency research example. There are other widespread
but false beliefs about the usefulness of information pro-
vided by significance tests (Carver, 1978; Oakes, 1986). A
recent discussion of these beliefs can be found in Schmidt
(1996).

During the 1980s and accelerating up to the present, the
use of meta-analysis to make sense of research literatures has
increased dramatically, as is apparent from reading research
journals. Lipsey and Wilson (1993) found over 350 meta-
analyses of experimental studies of treatment effects alone;
the total number is many times larger, because most meta-
analyses in psychology and the social sciences are conducted
on correlational data (as was our hypothetical example
above). The overarching metaconclusion from all these ef-
forts is that cumulative, generalizable knowledge in the be-
havioral and social sciences not only is possible but also is
increasingly a reality. In fact, meta-analysis has even pro-
duced evidence that cumulativeness of research findings in
the behavioral sciences is probably as great as in the physical
sciences. Psychologists have long assumed that their research
studies are less replicable than those in the physical sciences.
Hedges (1987) used meta-analysis methods to examine vari-
ability of findings across studies in 13 research areas in parti-
cle physics and 13 research areas in psychology. Contrary to
common belief, his findings showed that there was as much
variability across studies in physics as in psychology. Fur-
thermore, he found that the physical sciences used methods
to combine findings across studies that were essentially iden-
tical to meta-analysis. The research literature in both areas—
psychology and physics—yielded cumulative knowledge

when meta-analysis was properly applied. Hedges’s major
finding is that the frequency of conflicting research findings
is probably no greater in the behavioral and social sciences
than in the physical sciences. The fact that this finding
has been so surprising to many psychologists points to two
conclusions. First, psychologists’ reliance on significance
tests has caused our research literatures to appear much more
inconsistent than they are. Second, we have long overesti-
mated the consistency of research findings in the physical
sciences. In the physical sciences also, no research question
can be answered by a single study, and physical scientists
must use meta-analysis to make sense of their research
literature, just as psychologists do.

Another fact is relevant at this point: The physical sci-
ences, such as physics and chemistry, do not use statistical
significance testing in interpreting their data (Cohen, 1990). It
is no accident, then, that these sciences have not experienced
the debilitating problems described earlier that are inevitable
when researchers rely on significance tests. Given that the
physical sciences regard reliance on significance testing as
unscientific, it is ironic that so many psychologists defend the
use of significance tests on grounds that such tests are the
objective and scientifically correct approach to data analysis
and interpretation. In fact, it has been our experience that
psychologists and other behavioral scientists who attempt to
defend significance testing usually equate null hypothesis sta-
tistical significance testing with scientific hypothesis testing
in general. They argue that hypothesis testing is central to sci-
ence and that the abandonment of significance testing would
amount to an attempt to have a science without hypothesis
testing. They falsely believe that null hypothesis significance
testing and hypothesis testing in science in general are one
and the same thing. This belief is tantamount to stating that
physics, chemistry, and the other physical sciences are not
legitimate sciences because they are not built on hypothesis
testing. Another logical implication of this belief is that prior
to the introduction of null hypothesis significance testing by
R. A. Fisher (1932) in the 1930s, no legitimate scientific re-
search was possible. The fact is, of course, that there are many
ways to test scientific hypotheses—and that significance
testing is one of the least effective methods of doing this
(Schmidt & Hunter, 1997).

IS STATISTICAL POWER THE SOLUTION?

Some researchers believe that the only problem with signifi-
cance testing is low power and that if this problem could be
solved there would be no problems with reliance on signifi-
cance testing. These individuals see the solution as larger
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sample sizes. They believe that the problem would be solved
if every researcher before conducting each study would cal-
culate the number of subjects needed for so-called adequate
power (usually taken as power of .80) and then use that sam-
ple size. What this position overlooks is that this requirement
would make it impossible for most studies ever to be con-
ducted. At the start of research in a given area, the questions
are often of this form: Does Treatment A have an effect? (e.g.,
Does interpersonal skills training have an effect? or Does
this predictor have any validity?). If Treatment A indeed has
a substantial effect, the sample size needed for adequate
power may not be prohibitively large. But as research devel-
ops, subsequent questions tend to take this form: Is the effect
of Treatment A larger than the effect of Treatment B? (e.g., Is
the effect of the new method of training larger than that of the
old method?, or Is Predictor A more valid than Predictor B?).
The effect size then becomes the difference between the two
effects. Such effect sizes will often be small, and the required
sample sizes are therefore often quite large—often 1,000 or
2,000 or more (Schmidt & Hunter, 1978). And this is just to
attain power of .80, which still allows a 20% Type II error
rate when the null hypothesis is false—an error rate most
would consider high. Many researchers cannot obtain that
many subjects, no matter how hard they try; either it is be-
yond their resources or the subjects are just unavailable at
any cost. Thus the upshot of this position would be that
many—perhaps most—studies would not be conducted at all.
(Something like this has apparently occurred in IO psychol-
ogy in the area of validation studies of personnel selection
methods. After the appearance of the Schmidt et al. (1976) ar-
ticle showing that statistical power in criterion related valid-
ity studies probably averaged less than .50, researchers began
paying more attention to statistical power in designing stud-
ies. Average sample sizes increased from around 70 to more
than 200, with corresponding increases in statistical power.
However, the number of studies conducted declined dramati-
cally, with the result the total amount of information created
per year or per decade for entry into meta-analyses (validity
generalization) studies probably decreased. That is, the total
amount of information generated in the earlier period from
large numbers of small sample studies may have been greater
than that generated in the later period from a small number of
larger sample studies.)

People advocating the power position say this would not
be a loss. They argue that a study with inadequate power con-
tributes nothing and therefore should not be conducted. But
in fact such studies contain valuable information when com-
bined with others like them in a meta-analysis. In fact, very
precise meta-analysis results can be obtained based on stud-
ies that all have inadequate statistical power individually.

The information in these studies is lost if these studies are
never conducted.

The belief that such studies are worthless is based on two
false assumptions: (a) the assumption that every individual
study must be able to justify a conclusion on its own, without
reference to other studies, and (b) the assumption that every
study should be analyzed using significance tests. One of the
contributions of meta-analysis has been to show that no sin-
gle study is adequate by itself to answer a scientific question.
Therefore each study should be considered as a data point to
be contributed to a later meta-analysis. And individual stud-
ies should be analyzed using not significance tests but point
estimates of effect sizes and confidence intervals.

How, then, can we solve the problem of statistical power
in individual studies? Actually, this problem is a pseudoprob-
lem. It can be solved by discontinuing the significance test.
As Oakes (1986, p. 68) notes, statistical power is a legitimate
concept only within the context of statistical significance
testing. If significance testing is not used, then the concept of
statistical power has no place and is not meaningful. In par-
ticular, there need be no concern with statistical power when
point estimates and confidence intervals are used to analyze
data in studies and meta-analysis is used to integrate findings
across studies.

Our critique of the traditional practice of reliance on sig-
nificance testing in analyzing data in individual studies and in
interpreting research literatures might suggest a false conclu-
sion: the conclusion that if significance tests had never been
used, the research findings would have been consistent across
different studies examining a given relationship. Consider the
correlation between job satisfaction and job performance.
Would these studies have all had the same findings if re-
searchers had not relied on significance tests? Absolutely not:
The correlations would have varied widely (as indeed they
did). The major reason for this variability in correlations is
simple sampling error—caused by the fact that the small
samples used in individual research studies are randomly un-
representative of the populations from which they are drawn.
Most researchers severely underestimate the amount of vari-
ability in findings that is caused by sampling error. 

The law of large numbers correctly states that large random
samples are representative of their populations and yield
parameter estimates that are close to the real (population)
values. Many researchers seem to believe that the same law
applies to small samples. As a result they erroneously expect
statistics computed on small samples (e.g., 50 to 300) to be
close approximations to the real (population) values. In one
study we conducted (Schmidt, Ocasio, Hillery, & Hunter,
1985), we drew random samples (small “studies”) of N = 30
from a much larger data set and computed results on each
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N = 30 sample. These results varied dramatically from study
to study—and all this variability was due solely to sampling
error (Schmidt et al., 1985). Yet when we showed these data to
researchers they found it hard to believe that each study was a
random draw from the larger study. They did not believe sim-
ple sampling error could produce that much variation. They
were shocked because they did not realize how much varia-
tion simple sampling error produces in research studies.

A major advantage of meta-analysis is that it controls for
sampling error. Sampling error is random and nonsystematic—
over- and underestimation of population values are equally
likely. Hence averaging correlations or d values (standardized
mean differences) across studies causes sampling error to be
averaged out, producing an accurate estimate of the underlying
population correlation or mean population correlation. As
noted earlier, we can also subtract sampling error variance
from the between-study variance of the observed correlations
(or d values) to get a more accurate estimate of real variability
across studies. Taken together, these two procedures constitute
what we call bare bones meta-analysis—the simplest form of
meta-analysis. Bare bones meta-analysis is discussed in more
detail in a later section.

Most other artifacts that distort study findings are system-
atic rather than random. They usually create a downward
bias on the obtained study r or d value. For example, all vari-
ables in a study must be measured and all measures of vari-
ables contain measurement error. (There are no exceptions to
this rule.) The effect of measurement error is to downwardly
bias every correlation or d value. However, measurement
error can also contribute to differences between studies: If the
measures used in one study have more measurement error
than those used in another study, the observed rs or ds will be
smaller in the first study. Thus meta-analysis must correct for
both the downward bias and the artifactually created differ-
ences between different studies. Corrections of this sort are
discussed in this chapter under the heading “More Advanced
Forms of Meta-Analysis.”

ORGANIZATION OF REMAINDER OF
THIS CHAPTER

Different methodologists have developed somewhat different
approaches to meta-analysis (Glass, McGaw, & Smith, 1981;
Hedges & Olkin, 1985; Hunter, Schmidt, & Jackson, 1982;
Hunter & Schmidt, 1990b; Rosenthal, 1991). We first exam-
ine the Hunter-Schmidt methods, followed by an examina-
tion of the other approaches. Finally, we look at the impact of
meta-analysis over the last 20 years on the research enterprise
in psychology.

BARE BONES META-ANALYSIS

Bare bones meta-analysis corrects only for the distorting ef-
fects of sampling error. It ignores all other statistical and
measurement artifacts that distort study findings. For this rea-
son we do not recommend bare bones meta-analysis for use
in final integration of research literatures. Its primary value is
that it allows illustration of some of the key features of more
complete methods of meta-analysis. We illustrate bare bones
meta-analysis using the data shown in Table 21.1. Table 21.1
shows 21 observed correlations, each based on a sample of 68
U.S. Postal Service letter sorters. Each study presents the es-
timated correlation between the same aptitude test and the
same measure of accuracy in sorting letters by zip code. Val-
ues range from .02 to .39 and only 8 of the 21 (38%) are sta-
tistically significant. Both of these facts suggest a great deal
of disagreement among the studies.

We first compute the average correlation using the follow-
ing formula:

r =
∑

[Niri ]∑
Ni

= �̂ xy = .22 (21.1)

where r (the average observed correlation) estimates � xy , the
population mean correlation. Note that this formula weights
each correlation by its sample size—because studies with
larger Ns contain more information. (However, in this case all
N = 68, so all studies are weighted equally.) The mean value
of .22 is the meta-analysis estimate of the mean population
correlation.

We next compute the variance of the observed correlations
using the following formula:

S2
r =

∑⌊
Ni (ri − r)2⌋∑

Ni
= .0120

(21.2)

This formula also weights by sample size. The next step is to
compute the amount of variance in the observed correlations

TABLE 21.1 Validity Studies (N � 68 Each)

Observed Observed
Study Validity Study Validity

1 .04 12 .11
2 .14 13 .21
3 .31* 14 .37*
4 .12 15 .14
5 .38* 16 .29*
6 .27* 17 .26*
7 .15 18 .17
8 .36* 19 .39*
9 .20 20 .22

10 .02 21 .21
11 .23

*p < .05, two-tailed.
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expected across these studies due solely to sampling error
variance:

S2
e =

(
1 − r2)2

N − 1
= .0135 (21.3)

where N is the average sample size across studies.
Finally, we estimate the amount of between-study vari-

ance that is left after we subtract out expected sampling error
variance:

S2
�xy

= S2
r − S2

e (21.4)

where S2
�xy

estimates �2
�xy

, the population value.

S2
�xy

= .0120 − .0135 = −.0015

In this case there is slightly less variance in the observed r
than is predicted from sampling error. (This deviation from
zero is called second-order sampling error. Negative variance
estimates also occur in ANOVA and other statistical models
in which estimates are produced by subtraction; see Hunter &
Schmidt, 1990b, chap. 9). Hence we conclude that � xy = .22
and SD�xy = 0. That is, we conclude that sampling error ac-
counts for all the observed differences between the studies.
We conclude that the population �xy value underlying every
one of the studies is .22.

This example illustrates how meta-analysis sometimes re-
veals that all of the apparent variability across studies is illu-
sory. Frequently, however, there is considerable variability
remaining after correcting for sampling error. Often this re-
maining variability will be due to other variance-producing
artifacts that have not been corrected for. But sometimes
some of it might be “real.” Suppose the researcher hypothe-
sizes (e.g., based on evolutionary psychology theory) that the
results are different for males and females. He or she can then
check this hypothesis by subgrouping the studies into those
conducted on males and those conducted on females. If sex is
indeed a real moderator, then the mean correlations will be
different for males and females. The average within group
SD�xy will also be smaller than the overall SD�xy . Later in
this chapter we discuss other methods of checking for moder-
ator variables.

OTHER ARTIFACTS AND THEIR EFFECTS

Bare bones meta-analysis is deficient and should not be used
without further refinement in integrating research literatures.
It is deficient because there is no research literature in which
the only source of distortion in study findings is sampling

error. Because there are no scales that are free of measure-
ment error, the findings of every study are distorted by mea-
surement error—in both the independent variable measure
and the dependent variable measure. In addition, independent
of measurement error, no measure has perfect construct va-
lidity; all measures, even good ones, have at least some con-
struct deficiency (something left out) and some construct
contamination (something included that should not be). The
findings of most studies are also distorted by other artifacts.

Table 21.2 lists 10 of these additional artifacts. (For nota-
tional simplicity, we consider each of these as population val-
ues.) Measurement error in the independent and dependent
variable measures biases obtained correlations or d values
downward, with the amount of downward bias depending on

TABLE 21.2 Study Artifacts Beyond Sampling Error That Alter
the Value of Outcome Measures, With Examples From Personnel
Selection Research

1. Error of measurement in the dependent variable. Example:
Study validity will be systematically lower than true validity to the
extent that job performance is measured with random error.

2. Error of measurement in the independent variable. Example:
Study validity for a test will systematically understate the validity of
the ability measured since the test is not perfectly reliable.

3. Dichotomization of a continuous dependent variable. Example:
Turnover—the length of time that worker stays with the organization—
is often dichotomized into more than . . . or less than . . . , whereby the
cutoff point is some arbitrarily chosen interval such as 1 year or
6 months.

4. Dichotomization of a continuous independent variable. Example:
Interviewers are often told to dichotomize their perceptions into
acceptable versus reject.

5. Range variation in the independent variable. Example:
Study validity will be systematically lower than true validity to the
extent that hiring policy causes incumbents to have a lower variation
on the predictor than is true of applicants.

6. Attrition artifacts: Range variation in the dependent variable. Example:
Study validity will be systematically lower than true validity to the
extent that there is systematic attrition in workers on performance, as
when good workers are promoted out of the population or when poor
workers are fired for poor performance, or both.

7. Deviation from perfect construct validity in the independent variable.
Example:
Study validity will vary if the factor structure of the test differs from
the usual structure of tests for the same trait.

8. Deviation from perfect construct validity in the dependent variable.
Example:
Study validity will differ from true validity if the criterion is deficient
or contaminated.

9. Reporting or transcriptional error. Example:
Reported study validities may differ from actual study validities due to
a variety of reporting problems: inaccuracy in coding data, computa-
tional errors, errors in reading computer output, typographical errors by
secretaries or by printers. These errors can be very large in magnitude.

10. Variance due to extraneous factors. Example:
Study validity will be systematically lower than true validity if
incumbents differ in job experience at the time their performance
is measured.
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the size of the reliabilities of the measures. For example, if
both measures have reliability of .70, the downward bias
from this artifact alone will be 30%. In addition, differences
in reliability between studies will cause differences in find-
ings between studies.

Either or both of the continuous independent and depen-
dent variable measures may be dichotomized (typically at the
median). If both measures are dichotomized at the median or
mean, the underlying correlation will be reduced by the fac-
tor .80 × .80 or .64 (Hunter & Schmidt, 1990a).

Either or both of the variables may be affected by range
variation. For example, only the top 50% of test scorers
might be hired, producing a downward bias of around 30%
due to range restriction on the independent variable. In addi-
tion, those with poor job performance might be fired, produc-
ing range restriction on the dependent variable, resulting in a
further downward bias.

Deviation from perfect construct validity in the two mea-
sures produces an additional independent downward bias.
Construct validity is defined as the correlation between the
actual construct one is attempting to measure and true scores
on the scale one uses to measure that construct (Hunter &
Schmidt, 1990b). Although this correlation cannot be directly
observed, there is much empirical evidence to indicate it is
rarely perfect.

Errors in the data are not systematic in their effect on the
mean correlation or mean d value. The distortion produced in
the correlation can be in either direction. Across studies such
errors do have a systematic effect: They increase the amount of
artifactual variation. Sometimes data errors can be detected and
corrected, but usually this is not possible in meta-analysis.

An Example

Consider an example. Suppose the construct-level correlation
between two personality traits A and B is .60. (� AB = .60.)
This is the correlation that we as researchers are interested in,
the correlation between the two constructs themselves. Mea-
sure x is used to measure trait A and measure y is used to mea-
sure trait B. Now suppose we have the following situation:

a1 = .90 = the square root of the reliability of x; rxx = .81;
a2 = .90 = the square root of the reliability of y; ryy = .81;
a3 = .90 = the construct validity of x;
a4 = .90 = the construct validity of y;
a5 = .80 = the attenuation factor for splitting x at the median;
and
a6 = .80 = the attenuation factor for splitting y at the median.

This is not an extreme example. Both measures have ac-
ceptable reliability (.81 in both cases). Both measures have

high construct validity; for each measure, its true scores cor-
relate .90 with the actual construct. Both measures have been
dichotomized into low and high groups, but the dichotomiza-
tion is at the median, which produces less downward bias
than any other split.

The total impact of the six study imperfections is the total
attenuation factor A

A = (.90)(.90)(.90)(.90)(.80)(.80) = .42 (21.5)

Hence the attenuated study correlation—the expected ob-
served study correlation—is

�xy = .42� AB = .42(.60) = .25 (21.6)

That is, the study correlation is reduced to less than half the
value of the actual correlation between the two personality
traits.

This realistic example illustrates the power of artifacts
other than sampling error to severely distort study results.
These artifacts produce serious distortions and must be taken
seriously. This example contains six artifacts; the first four of
these are always present in every study. Dichotomization
does not occur in every study, but in many studies in which it
does not, other artifacts such as range restriction do occur,
and the overall attenuation factor, A, is often smaller than our
.42 here.

This example illustrates a single study. The different stud-
ies in a research literature will have different levels of arti-
facts and hence different levels of downward bias. Hence
these artifacts not only depress the overall mean observed
correlation, they also create additional variability in correla-
tions across studies beyond that created by sampling error.

MORE ADVANCED METHODS 
OF META-ANALYSIS

More advanced forms of meta-analysis correct for these arti-
facts. First, they correct for the overall downward bias pro-
duced by the artifacts. Second, they correct for the artifactual
differences between studies that these artifacts create. These
more advanced meta-analysis methods take two forms: meth-
ods in which each observed study correlation (or d value) is
corrected individually, and methods in which distributions of
artifact values are used to correct the entire distribution of ob-
served correlations (or d values) at one time. As discussed
later, both of these advanced meta-analysis methods are re-
ferred to as psychometric meta-analysis methods. These
methods are discussed in the following two sections.
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Methods That Correct Each r or d Value Independently

We will describe this form of meta-analysis for correlations
but the same principles apply when the statistic being used is
the d value. The method that corrects each statistic individu-
ally is the most direct form of the more complete methods of
meta-analysis. In this method, each individual observed cor-
relation is corrected for each of the artifacts that have biased
it. This is most easily illustrated using our example from the
last section. In that example, the underlying construct-level
correlation is .60 (� AB = .60). But the total downward bias
created by the six artifacts operating on it reduced it to .25:

�xy = .42� AB = .42(.60) = .25 (21.7)

The total attenuating or biasing factor is .42. Now in a real
study if we can compute this total biasing factor, we can cor-
rect our observed value of .25 by dividing it by this factor:

� AB = .25/.42 = .60 (21.8)

A correction of this sort is applied to each of the observed
correlations included in the meta-analysis. This correction re-
verses the downwardly biasing process and restores the cor-
relation to its actual construct-level value. In the population
(that is, when N is infinite), this correction is always accurate,
because there is no sampling error. In real studies, however,
sample sizes are not infinite, so there is sampling error. The
effect of this sampling error is that corrections of this kind are
accurate only on the average. Because of sampling error, any
single corrected value may be randomly too large or too
small, but the average of such corrected values is accurate. It
is the average of these corrected values across all the studies
in the meta-analysis that is the focus of the meta-analysis. So
our estimate of � AB is accurate in expectation. There will be
no downward or upward bias in � AB .

Meta-analysis also has a second focus—on the variability
of these corrected correlations. The variance of these cor-
rected correlations is inflated by sampling error variance. In
fact, the corrections actually increase the amount of sampling
error variance. This sampling error variance is subtracted
from the variance of the corrected rs to estimate the real vari-
ance of the construct-level correlations:

S2
� AB

= S2
�̂ AB

− S2
e �̂ AB

(21.9)

In this equation, S2
�̂ AB

is the variance of the corrected correla-
tions. This variance contains sampling error, and the amount
of that sampling error is S2

e �̂ AB
. Hence the difference between

these two figures, S2
� AB

, estimates the real (i.e., population)
variance of � AB . The square root of S2

� AB
is the estimate of

SD� AB . Hence we have � AB and SD�AB as the product of the
meta-analysis. That is, we have estimated the mean and the
SD of the underlying construct-level correlations. This is a
major improvement over bare bones meta-analysis, which
estimates the mean and SD of the downwardly biased corre-
lations (� xy and SD�xy ) and hence does not tell us anything
about the correlation between actual constructs or traits.

If SD� AB is zero or very small, this indicates that there are
no moderators (interactions) producing different values of
� AB in different studies. Hence there is no need to test mod-
erator hypotheses. If SD� AB is larger, this variation may be
due to other artifacts—such as data errors—that you have not
been able to correct for. However, some of the remaining
variation may be due to one or more moderator variables. If
there is theoretical evidence to suggest this, these hypotheses
can be tested by subgrouping the studies and performing a
separate meta-analysis on each subgroup. It may turn out that
� AB really is different for males and females, or for higher
versus lower management levels. If so, the moderator hy-
pothesis has been confirmed. Another approach to moderator
analysis is correlational: The values of �̂ AB can be correlated
with study characteristics (hypothesized moderators). Multi-
ple regression can also be used. Values of �̂ AB can be re-
gressed on multiple study characteristics. In all forms of
moderator analysis, there are statistical problems in modera-
tor analysis that the researcher should be aware of. We dis-
cuss these problems later in this chapter.

What we have presented here is merely an overview of the
main ideas in this approach to meta-analysis. A detailed dis-
cussion can be found in Hunter and Schmidt (1990b). In that
book, chapter 3 discusses application of this method to corre-
lations and chapter 7 to d values. The actual formulas are
considerably more complicated than in the case of bare bones
meta-analysis and are beyond the scope and length limita-
tions of this chapter. Several computer programs have been
created for these methods. These programs are in the public
domain and are available to anyone. They are presented in the
appendix to Hunter and Schmidt (1990b) and are available on
request from the authors.

Meta-Analysis Using Artifact Distributions

Most meta-analyses do not use the method described in the
previous section. Most meta-analyses do not correct each r or
d statistic individually for the artifactual biases that have
affected it. Probably less than 10% of advanced-level meta-
analyses correct each r or d value individually. The reason for
this is that most studies do not present all of the information
on artifacts that is necessary to make these corrections. For
example, many studies do not present information on the
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reliability of the scales used. Many studies do not present in-
formation on the degree of range restriction present in the
data. The same is true for the other artifacts.

However, artifact information is usually presented sporad-
ically in the studies included in the meta-analysis. Some stud-
ies present reliability information on the independent variable
measures and some on the dependent variable measures.
Some present range restriction information but not reliability
information. In addition, information on artifact levels typical
of the research literature being analyzed is often available
from other sources. For example, test or inventory manuals
often present information on scale reliability. Information on
typical levels of range restriction can be found in the person-
nel selection literature. Using all such sources of artifact in-
formation, it is often possible to compile a distribution of
artifacts that is representative of that research literature; for
example, a distribution of interrater reliabilities of supervi-
sory ratings of job performance; a distribution of reliabilities
typical of spatial ability tests; or a distribution of reliabilities
of job satisfaction measures.

Artifact distribution meta-analysis is a set of quantitative
methods for correcting artifact-produced biases using such
distributions of artifacts. Correlations are not corrected indi-
vidually. Instead, a bare bones meta-analysis is first per-
formed and then the mean 

(
� xy

)
and SD

(
SD�xy

)
produced by

the bare bones analysis are corrected for artifacts other than
sampling error. The formulas for this form of meta-analysis
are even more complex than those used when each correla-
tion is corrected individually. These methods are presented in
detail in Hunter and Schmidt (1990b), in chapter 4 for corre-
lations and in chapter 7 for the d value statistic. Approxi-
mately 90% of advanced-level meta-analyses use artifact
distribution meta-analysis methods. Again, several public
domain computer programs are available for implementing
this method of meta-analysis.

In addition to methods developed by the present authors,
meta-analysis methods based on artifact distribution have
been developed by Callender and Osburn (1980) and Raju
and Burke (1983). Computer simulation studies have shown
that all of these methods are quite accurate. In data sets in
which artifact information is available for each correlation, it
is possible to apply both methods of advanced-level meta-
analysis to the same set of studies. That is, each correlation
can be corrected individually and artifact distribution based
meta-analysis can also be applied in a separate analysis. In
such cases, the meta-analysis results have been essentially
identical, as would be expected.

Moderator hypotheses may also be examined when using
artifact distribution meta-analysis. With this method of meta-
analysis, subgrouping of studies is the preferred method of

moderator analysis. Regression of study correlations onto
study characteristics (potential moderators) works less well
because the study correlations in this case have not been (and
cannot be) individually corrected for artifacts and hence the
correlations are (differentially) biased as indices of actual
study findings. Hence they lack construct validity as mea-
sures of true study correlations or effect sizes.

CLASSIFICATION OF META-ANALYSIS METHODS

Meta-analysis methods can be divided into three categories:
(a) methods that are purely descriptive (and do not address
sampling error); (b) methods that address sampling error but
not other artifacts; and (c) methods that address both sam-
pling error and other artifacts that distort findings in individ-
ual studies. Figure 21.1 illustrates this classification system
and references publications that explicate each type of
method.

Descriptive Meta-Analysis Methods

Glass (1976) advanced the first meta-analysis procedures and
coined the term meta-analysis to designate the analysis of
analyses (studies). For Glass, the purpose of meta-analysis is
descriptive; the goal is to paint a very general, broad, and
inclusive picture of a particular research literature (Glass,
1977; Glass et al., 1981). The questions to be answered are
very general; for example, does psychotherapy—regardless
of type—have an impact on the kinds of outcomes that ther-
apy researchers consider important enough to measure, re-
gardless of the nature of these outcomes (e.g., self-reported
anxiety, count of emotional outbursts, etc.)? Thus Glassian
meta-analysis often combines studies with somewhat differ-
ent independent variables (e.g., different kinds of therapy)
and different dependent variables. As a result, some critics
have criticized these methods as combining apples and or-
anges. However, Glassian meta-analysis does allow for sepa-
rate meta-analyses for different independent variables (e.g.,
different types of psychotherapy). But this is rarely done for
different dependent variables. Glassian meta-analysis has
three primary properties:

1. A strong emphasis on effect sizes rather than significance
levels. Glass believed the purpose of research integration
is more descriptive than inferential, and he felt that the
most important descriptive statistics are those that indicate
most clearly the magnitude of effects. Glassian meta-
analysis typically employs estimates of the Pearson r or
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Figure 21.1 Schematic illustrating methods of meta-analysis.

Methods That Address Both Sampling Error
and Other Artifacts (Psychometric Meta-analysis

Purely Descriptive Methods

Glassian Methods
(Glass, McGaw, & Smith, 1981)

Study Effects Methods
(Bangert-Drowns et al., 1983)

Methods That Address Sampling Error

Homogeneity Test-based Methods
(Hedges & Olkin, 1985;

Rosenthal & Rubin, 1982)

(Hunter & Schmidt, 1990b;
Hunter, Schmidt, & Jackson, 1982;

Schmidt & Hunter, 1977)

Bare Bones Methods
(Hunter & Schmidt, 1990b;

Hunter, Schmidt, & Jackson, 1982)

(Callender & Osborn, 1980) (Raju & Berke, 1983)

estimates of d. The initial product of a Glassian meta-
analysis is the mean and standard deviation of observed
effect sizes or correlations across studies.

2. Acceptance of the variance of effect sizes at face value.
Glassian meta-analysis implicitly assumes that the ob-
served variability in effect sizes is real and should have
some substantive explanation. There is no attention to sam-
pling error variance in the effect sizes. The substantive
explanations are sought in the varying characteristics of the
studies (e.g., sex or mean age of subjects, length of treat-
ment, and more). Study characteristics that correlate with
study effect are examined for their explanatory power. The
general finding in applications of Glassian meta-analysis
has been that few study characteristics correlate signifi-
cantly with study outcomes. Problems of capitalization on

chance and low statistical power associated with this step
in meta-analysis are discussed in Hunter and Schmidt
(1990b, chap. 2).

3. A strongly empirical approach to determining which as-
pects of studies should be coded and tested for possible
association with study outcomes. Glass (1976, 1977) felt
that all such questions are empirical questions, and he de-
emphasized the role of theory in determining which vari-
ables should be tested as potential moderators of study
outcome (see also Glass, 1972).

One variation of Glass’s methods has been labeled study
effects meta-analysis by Bangert-Drowns (1986). It differs
from Glass’s procedures in several ways. First, only one effect
size from each study is included in the meta-analysis, thus
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ensuring statistical independence within the meta-analysis. If
a study has multiple dependent measures, those that assess the
same construct are combined (usually averaged), and those
that assess different constructs are assigned to different meta-
analyses. Second, study effects meta-analysis calls for the
meta-analyst to make some judgments about study method-
ological quality and to exclude studies with deficiencies
judged serious enough to distort study outcomes. In review-
ing experimental studies, for example, the experimental treat-
ment must be at least similar to those judged by experts in the
research area to be appropriate, or the study will be excluded.
This procedure seeks to calibrate relationships between spe-
cific variables rather than to paint a broad Glassian picture of
a research area. In this sense it is quite different from Glassian
methods and is more focused on the kinds of questions that re-
searchers desire answers to. However, this approach is like
the Glass method in that it does not acknowledge that much of
the variability in study findings is due to sampling error vari-
ance. That is, it takes observed correlations and d values at
face value. Some of those instrumental in developing and
using this procedure are Mansfield and Busse (1977), Kulik
and his associates (Bangert-Drowns, Kulik, & Kulik, 1983;
Kulik & Bangert-Drowns, 1983–1984), Landman and Dawes
(1982), and Wortman and Bryant (1985). In recent years,
fewer published meta-analyses have used Glassian methods
or study effects meta-analyses.

Meta-Analysis Methods That Focus on Sampling Error

As noted earlier, numerous artifacts produce the deceptive
appearance of variability in results across studies. The arti-
fact that typically produces more false variability than any
other is sampling error variance. Glassian meta-analysis and
study effect meta-analysis implicitly accept variability pro-
duced by sampling error variance as real variability. There
are two types of meta-analyses that move beyond Glassian
methods in that they attempt to control for sampling error
variance.

Homogeneity Test-Based Meta-Analysis

The first of these methods is homogeneity test-based meta-
analysis. This approach has been advocated independently by
Hedges (1982b; Hedges & Olkin, 1985) and by Rosenthal
and Rubin (1982).

Hedges (1982a) and Rosenthal and Rubin (1982) pro-
posed that chi-square statistical tests be used to decide
whether study outcomes are more variable than would be
expected from sampling error alone. If these chi-square tests
of homogeneity are not statistically significant, then the

population correlation or effect size is accepted as constant
across studies and there is no search for moderators. Use of
chi-square tests of homogeneity to estimate whether findings
in a set of studies differ more than would be expected from
sampling error variance was originally proposed by Snedecor
(1946).

The chi-square test of homogeneity typically has low
power to detect variation beyond sampling error (National
Research Council, 1992). (Hedges and Olkin (1985) recom-
mend that if theory suggests the existence of moderators, a
moderator analysis should be conducted even if the homo-
geneity test is not significant. However, those using their
methods typically ignore this recommendation.) Hence the
meta-analyst will often conclude that the studies being exam-
ined are homogenous when they are not; that is, the meta-
analyst will conclude that the value of �xy or �xy is the same
in all the studies included in the meta-analysis when, in fact,
these parameters actually vary across studies. A major prob-
lem here is that under these circumstances, the fixed effects
model of meta-analysis is then used in almost all cases. Un-
like random effects meta-analysis models, fixed effects mod-
els assume zero between-study variability in �xy or �xy in
computing the standard error of the r or d, resulting in un-
derestimates of the relevant standard errors of the mean. This
in turn results in confidence intervals around the r or d that
are erroneously narrow—sometimes by large amounts. This
creates an erroneous impression that the meta-analysis find-
ings are much more precise than in fact they really are. This
problem also results in Type I biases in all significance tests
conducted r or d, and these biases are often quite large
(Hunter & Schmidt, 2000). As a result of this problem, the
National Research Council (1992) report on data integration
recommended that fixed effects models be replaced by ran-
dom effects models, which do not suffer from this problem.
We have also made that recommendation (Hunter & Schmidt,
2000). However, the majority of published meta-analyses
using the Rosenthal-Rubin methods and the Hedges-Olkin
methods have used their fixed effects models. For example,
most of the meta-analyses that have appeared in Psychologi-
cal Bulletin are fixed effects meta-analysis. Most of these
analyses employ the Hedges and Olkin (1985) fixed effect
meta-analysis model.

Both Rosenthal and Rubin and Hedges and Olkin have
presented random effects meta-analysis models as well as
fixed effects methods, but meta-analysts have rarely em-
ployed their random effects methods. The Hunter-Schmidt
methods, described earlier in this chapter, are all random
effects methods.

Hedges (1982b) and Hedges and Olkin (1985) extended
the concept of homogeneity tests to develop a more general
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procedure for moderator analysis based on significance
testing. It calls for breaking the overall chi-square statistic
down into the sum of within- and between-group chi-squares.
The original set of effect sizes in the meta-analysis is divided
into successively smaller subgroups until the chi-square sta-
tistics within the subgroups are nonsignificant, indicating that
sampling error can explain all the variation within the last set
of subgroups.

Homogeneity test-based meta-analysis represents an ironic
return to the practice that originally led to the great difficulties
in making sense out of research literatures: reliance on statis-
tical significance tests. As noted previously, the chi-square
test typically has low power. Another problem is that the chi-
square test has a Type I bias. Under the null hypotheses, the
chi-square test assumes that all between-study variance in
study outcomes (e.g., rs or ds) is sampling error variance; but
there are other purely artifactual sources of variance between
studies in effect sizes.As discussed earlier, these include com-
putational, transcriptional, and other data errors, as well as
differences between studies in reliability of measurement and
in levels of range restriction—and others, as discussed earlier.
Thus, even when true study effect sizes are actually the same
across studies, these sources of artifactual variance will create
variance beyond sampling error, sometimes causing the chi-
square test to be significant and hence to falsely indicate het-
erogeneity of effect sizes. This is especially likely when the
number of studies is large, increasing statistical power to de-
tect small amounts of such artifactual variance. Another prob-
lem is that even when the variance beyond sampling error is
not artifactual, it often will be small in magnitude and of little
or no theoretical or practical significance. Hedges and Olkin
(1985) recognized this fact and cautioned that researchers
should not merely look at significance levels but should eval-
uate the actual size of the variance; unfortunately, however,
after researchers are caught up in significance tests, the usual
practice is to assume that if it is statistically significant it is
important (and if it is not, it is zero). When the major focus is
on the results of significance tests, effect sizes are usually
ignored.

Bare Bones Meta-Analysis

The second approach to meta-analysis that attempts to con-
trol only for the artifact of sampling error is what we referred
to earlier as bare bones meta-analysis (Hunter & Schmidt,
1990a; Hunter et al., 1982; Pearlman, Schmidt, & Hunter,
1980). This approach can be applied to correlations, d-values,
or any other effect size statistic for which the standard error is
known. For example, if the statistic is correlations, r is first
computed. Then the variance of the set of correlations is

computed. Next the amount of sampling error variance is
computed and subtracted from this observed variance. If the
result is zero, then sampling error accounts for all the ob-
served variance, and the r value accurately summarizes all
the studies in the meta-analysis. If not, then the square root of
the remaining variance is the index of variability remaining
around the mean r after sampling error variance is removed.
Earlier in this chapter we presented examples of bare bones
meta-analysis.

Because there are always other artifacts (such as measure-
ment error) that should be corrected for, we have consistently
stated in our writings that the bare bones meta-analysis
method is incomplete and unsatisfactory. It is useful primar-
ily as the first step in explaining and teaching meta-analysis
to novices. However, studies using bare bones methods have
been published; the authors of these studies have invariably
claimed that the information needed to correct for artifacts
beyond sampling error was unavailable to them. In our expe-
rience, this is in fact rarely the case. Estimates of artifact val-
ues (e.g., reliabilities of scales) are usually available from the
literature, from test manuals, or from other sources, as indi-
cated earlier. These values can be used to create distributions
of artifacts for use in artifact distribution-based meta-analysis
(described earlier in this chapter).

Psychometric Meta-Analysis

The third type of meta-analysis is psychometric meta-analysis.
These methods correct not only for sampling error (an unsys-
tematic artifact) but for other, systematic artifacts, such as
measurement error, range restriction or enhancement, di-
chotomization of measures, and so forth. These other artifacts
are said to be systematic because, in addition to creating arti-
factual variation across studies, they also create systematic
downward biases in the results of all studies. For example,
measurement error systematically biases all correlations
downward. Psychometric meta-analysis corrects not only for
the artifactual variation across studies, but also for the down-
ward biases. Psychometric meta-analysis is the only meta-
analysis method that takes into account both statistical and
measurement artifacts. Two variations of these procedures
were described earlier in this chapter in the section titled
“More Advanced Methods of Meta-Analysis.” A detailed pre-
sentation of these procedures can be found in Hunter
and Schmidt (1990b) or Hunter et al. (1982). Callender and
Osborn (1980), and Raju and Burke (1983) also developed
methods for psychometric meta-analysis. These methods dif-
fer slightly in computational details but have been shown to
produce virtually identical results (Law, Schmidt, & Hunter,
1994a, 1994b).
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UNRESOLVED PROBLEMS IN META-ANALYSIS

In all forms of meta-analysis, there are unresolvable prob-
lems in the search for moderators. First, when effect size
estimates are regressed on multiple-study characteristics,
capitalization on chance operates to increase the apparent
number of significant associations for those study character-
istics that have no actual associations with study outcomes.
Because the sample size is the number of studies and many
study properties may be coded, this problem is often severe
(Hunter & Schmidt, 1990b, chap. 2). There is no purely sta-
tistical solution to this problem. The problem can be miti-
gated, however, by basing choice of study characteristics and
final conclusions not only on the statistics at hand, but also on
other theoretically relevant empirical findings (which may be
the result of other meta-analyses) and on theoretical consid-
erations. Results should be examined closely for substantive
and theoretical meaning. Capitalization on chance is a threat
whenever the (unknown) correlation or regression weight is
actually zero or near zero. When there is in fact a relation-
ship, there is another problem: Power to detect the relation is
often low (Hunter & Schmidt, 1990b, chap. 2). Thus, true
moderators of study outcomes (to the extent that such exist)
may have only a low probability of showing up as statisti-
cally significant. In short, this step in meta-analysis is often
plagued with all the problems of small-sample studies. Other
things being equal, conducting separate meta-analyses on
subsets of studies to identify a moderator does not avoid
these problems and may lead to additional problems of con-
founding of moderator effects (Hunter & Schmidt, 1990b,
chap. 13).

Although there are often serious problems in detecting
moderator variables in meta-analysis, there is no approach to
moderator detection that is superior to meta-analysis. In fact,
alternative methods (e.g., quantitative analyses within individ-
ual studies, narrative reviews of literatures) have even more
serious problems and hence are inferior to meta-analysis.
Moderator detection is difficult because a large amount of
information is required for clear identification of moderators.
Even sets of 50–100 studies often do not contain the required
amounts of information.

Another issue in meta-analysis that is widely regarded as
unresolved is the issue of judgments about which studies to
include in a meta-analysis. There is widespread agreement
that studies should not be included if they do not measure the
constructs that are the focus of the meta-analysis. For exam-
ple, if the focus is on the correlation between job performance
and the personality trait of conscientiousness, correlations
based on other personality traits should be excluded from that
meta-analysis. Correlations between conscientiousness and

measures of other dependent variables—such as tenure—
should also be excluded. In addition, it should be explicitly
decided in advance exactly what kind of measures qualify as
measures of job performance. For many purposes, only mea-
sures of overall job performance will qualify; partial mea-
sures, such as citizenship behaviors on the job, are deficient in
construct validity as measures of overall job performance.
Hence there is general agreement that meta-analysis requires
careful attention to construct validity issues in determining
which studies should be included.

Most meta-analysis studies published today contain multi-
ple meta-analyses. To continue our example from the previ-
ous paragraph, the meta-analysis of the relation between
conscientiousness and job performance would probably be
only one of several reported in the article. Others would in-
clude the relationship with job performance for the other four
of the Big Five personality traits. In addition, other meta-
analyses would probably be reported separately for other de-
pendent variables: citizenship behaviors, tenure, absenteeism,
and so on. That is, one meta-analysis is devoted to each com-
bination of constructs. Again, there appears to be little dis-
agreement that this should be the case. Hence the total number
of meta-analyses is much larger than the total number of
meta-analysis publications.

The disagreement concerns whether studies that do meet
construct validity requirements should be excluded on the
basis of other alleged methodological defects. One position is
that, in many literatures, most studies should be excluded a
priori on such grounds and that the meta-analysis should be
performed only the remaining, often small, set of studies.
This position reflects the myth of the perfect study, discussed
at the beginning of this chapter. The alternative that we advo-
cate is to include all studies that meet basic construct validity
requirements, and to treat the remaining judgments about
methodological quality as hypotheses to be tested empiri-
cally. This is done by conducting separate meta-analyses on
subgroups of studies that do and do not have the method-
ological feature in question and comparing the findings. If the
results are essentially identical, then the hypothesis that that
methodological feature affects study outcomes is discon-
firmed and all conclusions should be based on combined
meta-analysis. If the results are different, then the hypothesis
that that methodological feature is important is confirmed.
(This position takes it as axiomatic that any methodological
feature that has no effect on study findings is not important
and can be disregarded.) In our experience, most method-
ological hypotheses of this sort are disconfirmed. In any case,
this empirical approach helps to settle disputes about what
methodological features of studies are important. That is, this
approach leads to advances in methodological knowledge.
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THE ROLE OF META-ANALYSIS IN 
THEORY DEVELOPMENT

As noted at the beginning of this chapter, the major task in the
behavioral and social sciences, as in other sciences, is the de-
velopment of theory. A good theory is a good explanation of
the processes that actually take place in a phenomenon. For
example, what actually happens when employees develop a
high level of organizational commitment? Does job satisfac-
tion develop first and then cause the development of commit-
ment? If so, what causes job satisfaction to develop and how
does it have an effect on commitment? How do higher levels
of mental ability cause higher levels of job performance?
Only by increasing job knowledge? Or also by directly im-
proving problem solving on the job? The researcher is essen-
tially a detective; his or her job is to find out why and how
things happen the way they do. To construct theories, how-
ever, researchers must first know some of the basic facts, such
as the empirical relations among variables. These relations
are the building blocks of theory. For example, if researchers
know there is a high and consistent population correlation be-
tween job satisfaction and organization commitment, this will
send them in particular directions in developing their theo-
ries. If the correlation between these variables is very low and
consistent, theory development will branch in different direc-
tions. If the relation is highly variable across organizations
and settings, researchers will be encouraged to advance inter-
active or moderator-based theories. Meta-analysis provides
these empirical building blocks for theory. Meta-analytic
findings tell us what it is that needs to be explained by the the-
ory. Meta-analysis has been criticized because it does not di-
rectly generate or develop theory (Guzzo, Jackson, & Katzell,
1986). This is like criticizing typewriters or word processors
because they do not generate novels on their own. The results
of meta-analysis are indispensable for theory construction,
but theory construction itself is a creative process distinct
from meta-analysis.

As implied in the language used here, theories are causal
explanations. The goal in every science is explanation, and
explanation is always causal. In the behavioral and social
sciences, the methods of path analysis (e.g., see Hunter &
Gerbing, 1982) can be used to test causal theories when the
data meet the assumptions of the method. The relationships
revealed by meta-analysis—the empirical building blocks for
theory—can be used in path analysis or structural equation
modeling to test causal theories even when all the delineated
relationships are observational rather than experimental. Ex-
perimentally determined relationships can also be entered
into path analyses along with observationally based relations
by transforming d values to correlations. Path analysis can be

a very powerful tool for reducing the number of theories that
could possibly be consistent with the data, sometimes to a
very small number, and sometimes to only one theory
(Hunter, 1988). For examples, see Hunter (1983) and Schmidt
(1992). Every such reduction in the number of possible
theories is an advance in understanding.

META-ANALYSIS IN INDUSTRIAL-
ORGANIZATIONAL PSYCHOLOGY
AND OTHER APPLIED AREAS

There have been numerous applications of meta-analysis in
industrial-organizational (IO) psychology. The most extensive
and detailed application of meta-analysis in IO psychology
has been the study of the generalizability of the validities of
employment selection procedures (Schmidt, 1988; Schmidt &
Hunter, 1981). The findings have resulted in major changes in
the field of personnel selection. Validity generalization re-
search is described in more detail in the following section.

The meta-analysis methods presented in this chapter have
been applied in other areas of IO psychology and organiza-
tional behavior. Between 1978 and 1998, there have been ap-
proximately 80 published nonselection applications. The
following are some examples: (a) correlates of role conflict
and role ambiguity (C. D. Fisher & Gittelson, 1983; Jackson
& Schuler, 1985); (b) relation of job satisfaction to absen-
teeism (Hackett & Guion, 1985; Terborg & Lee, 1982);
(c) relation between job performance and turnover (McEvoy
& Cascio, 1987); (d) relation between job satisfaction and job
performance (Iaffaldono & Muchinsky, 1985; Petty, McGee,
& Cavender, 1984); (e) effects of nonselection organizational
interventions on employee output and productivity (Guzzo,
Jette, & Katzell, 1985); (f) effects of realistic job previews on
employee turnover, performance, and satisfaction (McEvoy
& Cascio, 1985; Premack & Wanous, 1985); (g) evaluation
of Fiedler’s theory of leadership (Peters, Harthe, & Pohlman,
1985); and (h) accuracy of self-ratings of ability and skill
(Mabe & West, 1982).

The applications have been to both correlational and
experimental literatures.As of the mid-1980s, sufficient meta-
analyses had been published in IO psychology that a review of
meta-analytic studies in this area was published. This lengthy
review (Hunter & Hirsh, 1987) reflected the fact that this lit-
erature had already become quite large. It is noteworthy that
the review denoted considerable space to the development
and presentation of theoretical propositions; this was possible
because the clarification of research literatures produced by
meta-analysis provides a foundation for theory development
that previously did not exist. It is also noteworthy that the
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findings in one meta-analysis were often found to be theoreti-
cally relevant to the interpretation of the findings in other
meta-analyses.Asecond review of meta-analytic studies in IO
psychology has since been published (Tett, Meyer, & Roese,
1994).

The examples cited here applied meta-analysis to research
programs. The results of such programs can sometimes be
used as a foundation for policy recommendations. But meta-
analysis can be applied more directly in the public policy
arena. Consider one example. The Federation of Behavioral,
Psychological, and Cognitive Sciences sponsors regular
science and public policy seminars for members of Congress
and their staffs. In one seminar, the speaker was Eleanor
Chelimsky, for years the director of the General Accounting
Office’s (GAO) Division of Program Evaluation and
Methodology. In that position she pioneered the use of meta-
analysis as a tool for providing program evaluation and other
legislatively significant advice to Congress. Chelimsky
(1994) stated that meta-analysis has proven to be an excellent
way to provide Congress with the widest variety of research
results that can hold up under close scrutiny under the time
pressures imposed by Congress. She stated that General
Accounting Office has found that meta-analysis reveals both
what is known and what is not known in a given topic area,
and distinguishes between fact and opinion without being
confrontational. One application she cited as an example was
a meta-analysis of studies on the merits of producing binary
chemical weapons (nerve gas in which the two key ingredi-
ents are kept separate for safety until the gas is to be used).
The meta-analysis did not support the production of such
weapons. This was not what officials in the Department of
Defense wanted to hear, and the Department of Defense dis-
puted the methodology and the results. But the methodology
held up under close scrutiny, and in the end Congress
eliminated funds for binary weapons. By law it is the respon-
sibility of the General Accounting Office to provide policy-
relevant research information to Congress. So the adoption of
meta-analysis by the General Accounting Office provides a
clear and even dramatic example of the impact that meta-
analysis can have on public policy.

As noted above, one major application of meta-analysis to
date has been the examination of the validity of tests and other
methods used in personnel selection. Meta-analysis has been
used to test the hypothesis of situation-specific validity. In per-
sonnel selection it had long been believed that validity was
specific to situations—that is, it was believed that the validity
of the same test for what appeared to be the same job varied
from employer to employer, region to region, across time
periods, and so forth. In fact, it was believed that the same test
could have high validity (i.e., a high correlation with job

performance) in one location or organization and be com-
pletely invalid (i.e., have zero validity) in another. This belief
was based on the observation that observed validity
coefficients for similar tests and jobs varied substantially
across different studies. In some such studies there was a sta-
tistically significant relationship, and in others there was no
significant relationship—which, as noted earlier, was falsely
taken to indicate no relationship at all. This puzzling variabil-
ity of findings was explained by postulating that jobs that ap-
peared to be the same actually differed in important but subtle
(and undetectable) ways in what was required to perform them.
This belief led to a requirement for local or situational validity
studies. It was held that validity had to be estimated separately
for each situation by a study conducted in that setting; that is,
validity findings could not be generalized across settings, situ-
ations, employers, and the like (Schmidt & Hunter, 1981). In
the late 1970s, meta-analysis of validity coefficients began to
be conducted to test whether validity might in fact be general-
izable (Schmidt & Hunter, 1977; Schmidt, Hunter, Pearlman,
& Shane, 1979); these meta-analyses were therefore called
validity generalization studies. If all or most of the study-to-
study variability in observed validities was due to sampling
error and other artifacts, then the traditional belief in situa-
tional specificity of validity would be seen to be erroneous, and
the conclusion would be that validity did generalize.

Meta-analysis has now been applied to over 500 research
literatures in employment selection, each one representing a
predictor–job performance combination. These predictors
have included nontest procedures, such as evaluations of
education and experience, employment interviews, and bio-
graphical data scales, as well as ability and aptitude tests. As
an example, consider the relation between quantitative ability
and overall job performance in clerical jobs (Hunter &
Schmidt, 1996). This substudy was based on 223 correlations
computed on a total of 18,919 people. All of the variance of
the observed validities was traceable to artifacts. The mean
validity was .50. Thus, integration of these of data leads to
the general (and generalizable) principle that the correlation
between quantitative ability and clerical performance is .50,
with no true variation around this value. Like other similar
findings, this finding shows that the old belief that validities
are situationally specific is false.

Today many organizations use validity generalization
findings as the basis of their selection-testing programs.
Validity generalization has been included in standard texts
(e.g., Anastasi, 1988) and in the Standards for Educational
and Psychological Tests (1999). A report by the National
Academy of Sciences (Hartigan & Wigdor, 1989) devoted a
chapter (chapter 6) to validity generalization and endorsed its
methods and assumptions.
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WIDER IMPACT OF META-ANALYSIS 
ON PSYCHOLOGY

Some have viewed meta-analysis as merely a set of improved
methods for doing literature reviews. Meta-analysis is actually
more than that. By quantitatively comparing findings across
diverse studies, meta-analysis can discover new knowledge
not inferable from any individual study and can sometimes
answer questions that were never addressed in any of the indi-
vidual studies contained in the meta-analysis. For example, no
individual study may have compared the effectiveness of a
training program for people of higher and lower mental abil-
ity; but by comparing mean d value statistics across different
groups of studies, meta-analysis can reveal this difference.
That is, moderater variables (interactions) never studied in any
individual study can be revealed by meta-analysis. But even
though it is much more than that, meta-analysis is indeed an
improved method for synthesizing or integrating research lit-
eratures. The premier review journal in psychology is Psycho-
logical Bulletin. In viewing that journal’s volumes from 1980
to 2000, the impact of meta-analysis is apparent. Over this
time period, a steadily increasing percentage of the reviews
published in this journal are meta-analyses, and a steadily
decreasing percentage are traditional narrative subjective re-
views. Most of the remaining narrative reviews published
today in Psychological Bulletin focus on research literatures
that are not well enough developed to be amenable to quanti-
tative treatment. Several editors have told us that it is not un-
common for narrative review manuscripts to be returned by
editors to the authors with the request that meta-analysis be
applied to the studies reviewed.

As noted above, most of the meta-analyses appearing in
Psychological Bulletin have employed fixed-effects methods,
resulting in many cases in overstatement of the precision of
the meta-analysis findings (Hunter & Schmidt, 2000). De-
spite this fact, these meta-analyses produce findings and con-
clusions that are far superior to those produced by the
traditional narrative subjective method. Many other journals
have shown the same increase over time in the number of
meta-analyses published. Many of these journals, such as
Journal of Applied Psychology, had traditionally published
only individual empirical studies and had rarely published
reviews up until the advent of meta-analysis in the late 1970s.
These journals began publishing meta-analyses because
meta-analyses came to be viewed not as mere reviews, but as
a form of empirical research in themselves. Between 1978
and 1997 Journal of Applied Psychology published 60 meta-
analysis-based articles. These 60 articles contained a total of
1,647 separate meta-analyses. As a result of this change, the

quality and accuracy of conclusions from research literatures
improved in a wide variety of journals and in a corresponding
variety of research areas in psychology. This improvement in
the quality of conclusions from research literatures has
expedited theory development in a wide variety of areas in
psychology.

The impact of meta-analysis on psychology textbooks has
been positive and dramatic. Textbooks are important because
their function is to summarize the state of cumulative knowl-
edge in a given field. Most people—students and others—
acquire most of their knowledge about psychological
theory and findings from their reading of textbooks. Prior to
meta-analysis, textbook authors faced with hundreds of
conflicting studies on a single question subjectively and arbi-
trarily selected a small number of their preferred studies from
such a literature and based the textbook conclusions on only
those few studies. Today most textbook authors base their
conclusions on meta-analysis findings—making their conclu-
sions and their textbooks much more accurate. It is hard to
overemphasize the importance of this development in ad-
vancing cumulative knowledge in psychology. 

The realities revealed about data and research findings by
the principles of meta-analysis have produced changes in our
views of the individual empirical study, the nature of cumu-
lative research knowledge, and the reward structure in the
research enterprise.

Meta-analysis has explicated the role of sampling error,
measurement error, and other artifacts in determining the ob-
served findings and statistical power of individual studies. In
doing this, it has revealed how little information there is in
any single study. It has shown that, contrary to previous be-
lief, no single primary study can provide more than tentative
evidence on any issue. Multiple studies are required to draw
solid conclusions. The first study done in an area may be
revered for its creativity, but sampling error and other arti-
facts in that study will often produce a fully or partially erro-
neous answer to the study question. The quantitative estimate
of effect size will almost always be erroneous. The shift from
tentative to solid conclusions requires the accumulation of
studies and the application of meta-analysis to those study
results.

Furthermore, adequate handling of other study imperfec-
tions such as measurement error—and especially imperfect
construct validity—may also require separate studies and
more advanced meta-analysis. Because of the effects of arti-
facts such as sampling error and measurement error, the data
in studies come to us encrypted, and to understand their mean-
ing we must first break the code. Doing this requires meta-
analysis. Therefore any individual study must be considered
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only a single data point to be contributed to a future meta-
analysis. Thus the scientific status and value of the individual
study is necessarily reduced. Ironically, however, the value of
individual studies in the aggregate is increased.

Because multiple studies are needed to solve the problem
of sampling error, it is critical to ensure the availability of all
studies on each topic. A major problem is that many good
replication articles are rejected by our primary research jour-
nals. Journals currently put excessive weight on innovation
and creativity in evaluating studies and often fail to consider
either sampling error or other technical problems such as
measurement error. Many journals will not even consider
what they see as mere replication studies or mere measure-
ment studies. Many persistent authors eventually publish
such studies in journals with lower prestige, but they must
endure many letters of rejection and publication is delayed
for a long period.

To us this clearly indicates that we need a new type of jour-
nal—whether paper-based or electronic—that systematically
archives all studies that will be needed for later meta-analyses.
The American Psychological Association’s Experimental
Publication System in the early 1970s was an attempt in this
direction. However, at that time the need subsequently created
by meta-analysis did not yet exist; the system apparently met
no real need at that time and hence was discontinued. Today,
the need is so great that failure to have such a journal system
in place is retarding our efforts to reach our full potential in
creating cumulative knowledge in psychology and the social
sciences. The Board of Scientific Affairs of the American
Psychological Association is currently studying the feasibility
of such a system.

Finally, we note that meta-analysis has had important
effects on other areas of research beyond psychology; finance,
marketing, economics, and medical research are examples.
The impact has been especially great in medical research (e.g.,
see Altman, Lau, Kupelnick, Mosteller, & Chalmers, 1992).
The following Web site provides information on meta-analysis
in medical research: http://www.update-software.com/ccweb/
cochrane/general.htm. The impact of meta-analysis in these
and other areas is discussed in Hunter and Schmidt (1990b,
1996) and Schmidt and Hunter (1995).

CONCLUSIONS

Until recently, psychological research literatures appeared
conflicting and contradictory.As the number of studies on each
particular question became larger and larger, this situation be-
came increasingly frustrating and intolerable. This situation

stemmed from reliance on defective procedures for achieving
cumulative knowledge: the statistical significance test in indi-
vidual primary studies in combination with the narrative
subjective review of research literatures. Meta-analysis princi-
ples have now correctly diagnosed this problem, and, more
important, have provided the solution. In area after area, meta-
analytic findings have shown that there is much less conflict
between different studies than had been believed, that coher-
ent, useful, and generalizable conclusions can be drawn from
research literatures, and that cumulative knowledge is possible
in psychology and the social sciences. These methods have
also been adopted in other areas such as medical research. A
prominent medical researcher, Thomas Chalmers (as cited in
Mann, 1990), has stated, “[Meta-analysis] is going to revolu-
tionize how the sciences, especially medicine, handle data.
And it is going to be the way many arguments will be ended”
(p. 478). In concluding his oft-cited review of meta-analysis
methods, Bangert-Drowns (1986, p. 398) stated:

Meta-analysis is not a fad. It is rooted in the fundamental values
of the scientific enterprise: replicabililty, quantification, causal
and correlational analysis. Valuable information is needlessly
scattered in individual studies. The ability of social scientists to
deliver generalizable answers to basic questions of policy is too
serious a concern to allow us to treat research integration lightly.
The potential benefits of meta-analysis seem enormous.
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Psychologists often study whether and, if so, when events
occur. Researchers investigating the course of eating disor-
ders, for example, have examined the age of initial onset
(Stice, Killen, Hayward, & Taylor, 1998), the time to first re-
covery (Herzog, Schellberg, & Deter, 1997), the time to re-
lapse among successfully treated individuals (Strober,
Freeman, & Morrell, 1997), and whether participation in a
treatment program shortens recovery time (Wilson et al.,
1999). Similar questions about event occurrence arise in nu-
merous fields of psychological research, including the study
of addictive behaviors (e.g., illicit drugs, smoking, gambling,
and crime), the onset and course of depression, the efficacy of
psychotherapy and other clinical interventions, and employee
turnover.

Research questions about event occurrence present unique
design and analytic difficulties. The core problem is that no
matter when data collection begins, and no matter how long
any subsequent follow-up lasts, some people may not experi-
ence the target event before data collection ends—many ado-
lescents will not develop an eating disorder, some who do

will not recover, and some who recover will not relapse.
Should a researcher assume that none of these people will
ever experience the focal event? All a researcher knows is
that by the end of data collection, usually an arbitrary point in
time, the event had not yet occurred. Statisticians say that
such observations are censored.

The prospect of censoring complicates research design; the
presence of censoring complicates statistical analysis. Some
researchers have responded to these complications with a vari-
ety of ad hoc strategies, none entirely satisfactory: (a) creating
a dichotomous outcome that contrasts individuals with ob-
served and censored event times (Condiotte & Lichtenstein,
1981); (b) restricting attention to noncensored cases (Lelliott,
Marks, McNamee, & Tobena, 1989); (c) deleting censored
cases (Litman, Eiser, & Taylor, 1979); or (d) using the censored
outcome as a categorical predictor of another outcome that
varies over time (Coelho, 1984). Other researchers avoid the
“when” question and ask only the “whether” question: Does
the event occur by a particular point in time (Grey, Osborn, &
Reznikoff, 1986) or by each of several successive points in
time (Glasgow, Klesges, Klesges, & Somes, 1988)?

As early as the 1970s, psychologists recognized the severe
limitations of these strategies, most notably their sensitivityThe order of the authors was determined by randomization.
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to the length of data collection (e.g., Hunt, Barnett, &
Branch, 1971; Nathan & Lansky, 1978; Sutton, 1979). But it
is only since the 1990s, with the widespread availability of
statistical software for analyzing event occurrence, that
psychologists have begun to use more appropriate methods.
The class of methods, known variously as survival analysis,
event history analysis, and hazard modeling, were originally
developed by biostatisticians modeling human lifetimes
(Cox, 1972; Kaplan & Meier, 1958). Over the years, im-
provements in survival methodology have come from biosta-
tisticians (e.g., Therneau & Grambsch, 2000), economists
(e.g., Heckman & Singer, 1985; Lancaster, 1990), and sociol-
ogists (e.g., Tuma & Hannan, 1984). Differences in terminol-
ogy aside, these techniques use similar mathematical roots to
reach similar goals: to help researchers simultaneously ex-
plore whether events occur (do people start using illicit
drugs, stop smoking, begin drinking again?) and, if so, when.
Using specific techniques within the broad class of methods,
researchers can describe patterns of occurrence, compare
these patterns among groups, and build statistical models of
the risk of occurrence over time.

Owing to its genesis in modeling human lifetimes, where
the target event is death, survival analysis is shrouded in dark
foreboding terms. But beyond the terminology lies a power-
ful methodology that appropriately uses data from all
observations, noncensored and censored cases alike. Data
collection can be prospective or retrospective, experimental
or observational. Time can be measured continuously or dis-
cretely. The only requirements are (a) that at every time point
of interest, each individual be classified into one of two or
more mutually exclusive and exhaustive states; and (b) that
the researcher know, for at least some of these individuals,
when the transition from one state to the next occurs.

In this chapter we present a nonmathematical introduction
to survival analysis. After describing the basic concepts, we
focus on two topics—study design and data analysis—and
for each we identify the key issues researchers face and pro-
vide guidelines for making informed decisions about them. In
the process, we review how psychologists have used the
methods to date and point towards new directions for their
application. In the final section we provide additional infor-
mation for readers who want to learn more.

THE CONCEPTS UNDERLYING
SURVIVAL ANALYSIS

The concepts underlying survival analysis differ markedly
from the familiar means, standard deviations, and correla-
tions of traditional parametric statistics. We develop these

concepts here using data reported by Stevens and Hollis
(1989), who evaluated the efficacy of supplementing a smok-
ing cessation program with follow-up support sessions
designed to help ex-smokers cope with abstinence. The re-
searchers randomly assigned 587 adults who successfully
completed a 4-day program to one of three conditions: (a) no
supplemental sessions, (b) 3 weeks of coping skills training,
or (c) 3 weeks of support sessions without skills training. For
1 year after quitting, participants returned a monthly postcard
noting their smoking status. Defining abstinence as smoking
no more than five cigarettes per month, Stevens and Hollis
asked whether the follow-up support helped people remain
abstinent and if it did not, when people were most likely to
relapse.

Survivor Function

Survival analysis begins with the survivor function. When
studying abstinence after smoking cessation, as in this exam-
ple, the population survivor function assesses the probability
that a randomly selected ex-smoker will remain abstinent
over time. Given a representative sample from a target popu-
lation, the sample survivor function estimates the population
probability that a randomly selected person will remain
abstinent longer than each time assessed—in this example,
1 month, 2 months, and so on—until everyone relapses or
data collection ends (whichever comes first).

The top panel of Figure 22.1 presents the sample survivor
function for the 198 people in Stevens and Hollis’s control
group. At the beginning of the study (the beginning of
“time”), the estimated survival probability is 1.00. As time
passes and people relapse, the sample survivor function
drops toward 0. In this study, 82% successfully abstain from
smoking (“survive”) more than 1 month following cessation,
66% abstain more than 2 months, 60% abstain more than
3 months, and so forth. By 12 months, when data collection
ends, 38% remain abstinent. These individuals have
censored relapse times, either because they never relapse or
because if they do, it will be after data collection ends. Be-
cause of censoring, sample survivor functions rarely reach
zero.

The sample survivor function helps us answer a descrip-
tive question: On average, how many months pass before the
abstinent smoker relapses? When the sample survivor func-
tion reaches 0.50, half the ex-smokers have relapsed, half
have not. The estimated median lifetime identifies this
midpoint, which indicates how much time passes before half
the sample experiences the target event. As shown in Fig-
ure 22.1, among ex-smokers without follow-up support, the
answer is 4 months. The median lifetime statistic incorporates
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Figure 22.1 Sample survivor (panel A) and hazard (panel B) functions
for 198 ex-smokers (based on data from Stevens and Hollis, 1989). Note:
We estimated the sample survivor function in this figure using summary
data kindly supplied by Dr. Victor J. Stevens (Stevens & Hollis, 1989,
Figure 1, p. 422) using the Kaplan-Meier product limit method
(Kalbfleisch & Prentice, 1980). We then smoothed the obtained discrete es-
timates using a spline function (after the recommendation of Miller, 1981).
The same method was used to create Figures 22.2, 22.3, and 22.4. Our in-
tentions were strictly pedagogic—we wished to use continuous-time sur-
vivor and hazard functions to introduce the concepts of survival analysis
before discussing the differences between continuous-time and discrete-
time methods.
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data from both the 123 uncensored individuals who relapsed
within the 12 months of data collection and the 75 censored
individuals who did not.

All survivor functions have a shape similar to that dis-
played in Figure 22.1—a negatively accelerating extinction
curve, a monotonically nonincreasing function of time. This
generalization was noted by Hunt and colleagues well before
the advent of modern survival methods (Hunt et al., 1971;
Hunt & Bespalec, 1974; Hunt & Matarazzo, 1970). After
finding similarly shaped survivor functions in nearly 100
studies of smoking, heroin, and alcohol cessation, Hunt et al.
(1971) presaged the utility of another plot (to which we now
turn) when they wrote that they “hoped to use the differences
in slope between individual curves as a differential criterion
to evaluate various treatment techniques” (p. 455).

Hazard Function

If a large proportion of successful abstainers suddenly relapses
in a given month, the survivor function drops sharply, as

happens in Figure 22.1 during each of the first few months
after smoking cessation. When this happens, ex-smokers are at
greater risk of relapse. Examining the changing slope of the
survivor function is one way to identify such “risky” time
periods. But a more sensitive way to assess the risk of event
occurrence is to examine the hazard function, a mathematical
function related to the survivor function that registers these
changing slopes of the (negative log) survivor function.

Mathematical definitions of hazard differ depending on
whether time is measured discretely or continuously. In dis-
crete time, events happen during finite intervals, such as
months, semesters, or years. In continuous time, events hap-
pen at precise instants, and event occurrence is recorded using
units such as days or weeks (or perhaps even minutes or
hours). If time is measured discretely, hazard is defined as the
conditional probability that an ex-smoker will relapse in a par-
ticular time interval, given that the person has not relapsed
prior to the interval.As the interval length decreases, the prob-
ability that an event will occur during any given interval
decreases as well. In the limit, when time is measured contin-
uously, we must modify the definition of hazard because the
probability that an event occurs at any “infinitely thin” instant
of time will approach zero (by definition). So continuous time
hazard is defined as the instantaneous rate of relapse, given
uninterrupted abstinence until that time. While hazard is al-
ways nonnegative, when time is measured discretely, it can
never exceed 1; when time is measured continuously, it can
assume any value greater than, or equal to, 0.

Like the survivor function, the hazard function can be
plotted against time, yielding a profile of the risk of relapsing
each month, given uninterrupted abstinence until that month.
The magnitude of each month’s hazard indicates the risk of
relapsing in that month—the higher the hazard, the greater
the risk. Each month’s hazard is calculated using data on
only those individuals still eligible to experience the event
during the month (the risk set); individuals who have already
relapsed are not included.

The lower panel of Figure 22.1 presents the sample hazard
function corresponding to the sample survivor function in the
top panel. The risk of relapse is high in each of the first few
months of the study and then declines over time. Ex-smokers
are at greatest risk of relapse immediately after they quit;
those who successfully abstain for several months are likely
to abstain for at least a year.

The hazard function is an invaluable analytical tool be-
cause it effectively portrays variation in risk of event occur-
rence over time. We identify the moments of this variation by
locating the hazard function’s distinctive peaks and troughs.
Peaks pinpoint periods of elevated risk; troughs pinpoint pe-
riods of low risk. We illustrate this approach in Figure 22.2.
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The hazard function in the top panel comes from Hor-
vath’s (1968) classic study of the duration of wars. Using an
extensive database describing 315 conflicts that occurred be-
tween 1820 and 1949, Horvath was able to assess how long
after initiation wars are likely to end. As in Figure 22.1, this
hazard function peaks immediately and declines thereafter.
Conflicts are most likely to end shortly after they begin.
Over time, as countries stridently maintain their position,
the risk of ending a war declines. Monotonically decreasing
hazard functions are common, especially when studying re-
currence and relapse. Whether the target event is substance
abuse (Hall, Havassy, & Wasserman, 1991), mental illness
(e.g., Mojtabai, Nicholson, & Neesmith, 1997), child abuse
(e.g., Fryer & Miyoshi, 1994), or incarceration (e.g., Harris
& Koepsell, 1996), risk of recurrence is highest immediately
after treatment, identification, or release. Monotonically de-
creasing hazard functions arise when studying other events
as well. Two contrasting examples are Hurlburt, Wood, and
Hough’s (1996) study of whether and when homeless indi-
viduals find housing and Diekmann, Jungbauer-Gans,
Krassnig, and Lorenz’s (1996) study of whether and when

drivers respond aggressively to being blocked by a double-
parked car.

The hazard function in the middle panel comes from
Capaldi, Crosby, and Stoolmiller’s (1996) study of the grade
of first heterosexual intercourse among 180 at-risk boys.
When data collection ended in 12th grade, 54 (30.0%) were
still virgins (censored). This hazard function is also monoto-
nic but in the opposite direction: It begins low and increases
over time. Few boys had heterosexual intercourse in 7th or
8th grade. Beginning in 9th grade, the risk of initiation in-
creases annually among those who remain virgins. In 9th
grade, for example, an estimated 15.0% of the boys who had
not yet had sex do so for the first time; by 12th grade, 31.7%
of the remaining virgins (admittedly only 45.1% of the origi-
nal sample) do likewise. Monotonically increasing hazard
functions are common when studying events that are ulti-
mately inevitable (or near universal). At the beginning of
time few people experience the event, but as time progresses,
the decreasing pool of individuals who remain at risk suc-
cumbs. Keifer (1988), for example, found this pattern when
characterizing the time it takes to settle a labor dispute, as did
Campbell, Mutran, and Parker (1987), who studied how long
it takes workers to retire. 

The hazard function in the bottom panel comes from
Bolger, Downey, Walker, and Steininger’s (1989) study of age
at first suicide ideation. Among 406 undergraduates, 287 re-
ported having previously thought about suicide; 119 (29.3%)
were censored (had not yet had a suicidal thought). The risk of
suicide ideation is low during childhood, peaks during ado-
lescence, and then declines to near (but not quite) early child-
hood levels in late adolescence. A similar hazard function was
found by Diekmann and Mitter (1983), who also used a young
adult sample to examine event occurrence retrospectively, but
of a very different type: shoplifting. They found that the age at
first shoplift varied widely, from age 4 to 16, with a peak
during early adolescence (ages 12 to 14). In a different con-
text, Gamse and Conger (1997) found a similar shape when
following the academic careers of recipients of a postdoctoral
research fellowship. The hazard function describing time to
tenure was low in the early years of the career, peaked in years
6 through 8, and declined thereafter.

What happens if the hazard function displays no peaks or
troughs? When hazard is flat, risk is unrelated to time. Under
these circumstances, event occurrence is independent of du-
ration in the initial state, implying that events occur (seem-
ingly) at random. Because of age, period, and cohort
effects—all of which suggest duration dependence—flat haz-
ard functions are rare in the social and behavioral sciences.
Two interesting examples, however, are whether and when
couples divorce following the birth of a child (Fergusson,
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Figure 22.2 Three illustrative hazard functions: (A) duration of wars
(based on data from Horvath, 1968); (B) first suicide ideation (based on data
from Bolger et al., 1989); (C) first heterosexual intercourse (based on data
from Capaldi et al., 1996).
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Horwood, & Shannon, 1984) and whether and when elemen-
tary school children shift their attention away from their
teacher (Felmlee & Eder, 1983).

Incidence and Prevalence: An Analogy for Hazard
and Survival

Because hazard and survival functions may be unfamiliar
concepts, we offer an epidemiological analogy to concepts
that some readers may find more familiar—incidence and
prevalence. Incidence measures the number of new events
occurring during a time period (expressed as a proportion of
the number of individuals at risk), while prevalence cumu-
lates these risks to the total number of events that have
occurred by a given time (also as a proportion; see, e.g.,
Kleinbaum, Kupper, & Morgenstern, 1982; Lilienfeld &
Lilienfeld, 1980). Incidence and prevalence correspond di-
rectly to hazard and survival: Hazard represents incidence,
and survival represents cumulative prevalence.

This analogy reinforces the importance of examining both
the survivor and hazard functions. Epidemiologists have long
recognized that while prevalence assesses the extent of a
problem at a particular point in time, incidence is the key to
disease etiology (Mausner & Bahn, 1974). Why? Because
prevalence confounds incidence with duration. Conditions
with longer durations may be more prevalent, even if they
have equal or lower incidence rates. To determine when peo-
ple are at risk, epidemiologists study incidence. And when
they study incidence, they are actually studying hazard.

DESIGN: COLLECTING SURVIVAL DATA

The conduct of survival analysis requires data summarizing
the behavior of a sample of individuals over time. Data can
be collected prospectively (as in Stevens and Hollis’s smok-
ing cessation study) or retrospectively (as in Bolger’s suicide
ideation study). The best studies tailor the time frame to
the target event. When studying the side effects of a nicotine
patch, 10-day or 10-week segments might suffice; but when
studying the link between personality traits and coronary
heart disease, even a 10-year window might not. In the
following sections we discuss nine questions that arise when
designing a study of event occurrence.

Whom Will You Study?

As with any statistical method, the full advantages of survival
analysis require a representative sample of individuals se-
lected from an appropriate target population. Although data

collected from convenience samples can be used, probabilis-
tic statements, population generalizations of sample sum-
mary statistics, or statistical inferences may be rendered
incorrect. Because some psychologists work with sociolo-
gists and epidemiologists accustomed to using probabilistic
sampling schemes, there are many excellent examples of sur-
vival analyses using data collected from representative sam-
ples (e.g., Andrade, Eaton, & Chilcoat, 1996; Harris &
Koepsell, 1996; Rosenbaum & Kandel, 1990). We hope this
standard will persist as survival methods find their way into
other substantive areas. 

A more problematic issue concerns the need to define
carefully the target population from which the sample will be
selected. Subtle variations in population definitions can inad-
vertently distort the distribution of time—the very quantity of
interest. Consider the tempting strategy of eliminating cen-
soring altogether by restricting the target population to only
those individuals with known event times. A simple example
from the research literature on the duration of foster care
arrangements illustrates the problems that can arise. When
studying discharge times for children in foster care, Milner
(1987) defined his target population as the 222 children in a
state agency who were released from care between 1984 and
1985 (thus disregarding those who were not discharged).
Among a random sample of 75 of these children, he found
that 37% had entered care within 5 months of discharge, 29%
had entered care within 6 to 11 months of discharge, 14% had
entered care within 12 to 24 months of discharge, and the
remaining 20% had entered care over 25 months before
discharge.

The estimated median time to discharge in this sample
was 6 to 11 months. Should we conclude that the “average”
child stayed in foster care for under a year? Although this
study used a probability sample from a well-defined target
population, we do not know the answer to this question be-
cause the target population is unsuitable for answering it.
Milner knew about discharge times only among children
already discharged; he ignored those who remained in care.
Children in foster care for long periods of time were most
likely to be excluded from his study. Determining how long
the average child stayed in care requires a random sample of
all children in care. It is likely that Milner’s sampling strat-
egy led to an underestimate of the average duration of foster
care in the full population.

Some definitions of the target population create more sub-
tle biases. Hidden biases are especially common in retrospec-
tive studies because a population defined at a particular point
in time excludes people who already experienced an event
that made it impossible for them to enter the target popula-
tion. If a researcher conducted a retrospective study of age at
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first cocaine use based on a random sample of high school
seniors, for example, he or she would necessarily exclude
students who had already died because of cocaine use or stu-
dents who had already dropped out of school. 

When a sample excludes individuals who have already ex-
perienced the event of interest before data collection began,
statisticians say that the sample is left truncated. Left trunca-
tion has received little attention in the methodological litera-
ture, perhaps because the nature of the problem—the omission
of any information—makes its difficult to evaluate the extent
or impact of the truncation. As Hutchison (1988a, 1988b)
noted, many methodologists ignore left truncation entirely or
fail to distinguish it from another methodological difficulty
discussed later (left censoring). To avoid the complications
arising from left truncation, we offer some design advice:
Whenever possible, define the target population using delim-
iters unrelated to time; if this is impossible, fully explore the
potential biases created by whatever definition you use.

What Is the Target Event?

At every time point of interest, each individual under study
must occupy one, and only one, of two or more states. The
states must be mutually exclusive (nonoverlapping) and ex-
haustive (of all possible states). Each individual is either
depressed or well, smoking or abstinent, unemployed or
working. The target event occurs when an individual moves
from one state to the next.

States must be defined precisely, with clear guidelines
indicating the specific behaviors, responses, or scores consti-
tuting each state. The definition of states is always difficult,
even when clinical definitions of event occurrence exist.
When reviewing the literature on the onset, recovery, relapse,
and recurrence of depression, for example, members of the
MacArthur Foundation Research Network on the Psychobi-
ology of Depression concluded that “one investigator’s re-
lapse is another’s recurrence” (Frank et al., 1991, p. 851). 

Fortunately for psychologists, the specification of criteria
for defining states precisely has received much attention in
recent years (see, e.g., Langenbucher & Chung, 1995; Lavori
et al., 1996). In the drug abuse literature, for example, it is
common to use multiple classification systems based on a
combination of biochemical assays, clinical judgment, and
self-reports. Many researchers who once relied solely on a
clinical criterion, such as total abstinence, for example, now
augment this definition with a less rigid one that permits tem-
porary lapses (Baer & Lichtenstein, 1988). Similarly, many
researchers who once relied solely on self-report now aug-
ment their definition with biochemical data (Swan, Ward, &
Jack, 1996).

Regardless of the source of data, researchers must strike a
balance between restrictive definitions, which lead to under-
estimates of the time to relapse, and less rigorous definitions,
which bias estimates toward late relapse. Brownell, Marlatt,
Lichtenstein, and Wilson (1986), for example, argued that re-
searchers routinely consider at least two definitions when
studying recurrence: lapse (a temporary slip that may or may
not lead to relapse) and relapse. Velicer, Proschaska, Rossi,
and Snow (1992) provided a helpful review of the issues aris-
ing in the definition of outcome in smoking cessation studies.

Why do we, as methodologists, dwell on these definitional
issues? We do so because of their serious methodological
ramifications. It is clear, for example, that some of the ob-
served variation in relapse rates reported in the literature is
attributable not to the differential effectiveness of various in-
terventions, but to variation in the definition of event states.
Consider the different conclusions that a research reviewer
could cull from just the first month of data on unaided smok-
ing cessation collected by Marlatt, Curry, and Gordon (1988).
By the end of the month, 23% of the sample had never actu-
ally quit (they smoked again within 24 hours), 36% had quit
for at least 24 hours but subsequently relapsed within the
month, 16% had been primarily abstinent but smoked one or
two cigarettes, and only 25% had been successfully absti-
nent. In no time at all, a research reviewer could reasonably
calculate at least three different “relapse” rates: by setting
aside individuals who never really quit, by pooling the pri-
marily abstinent individuals with the relapsers, or by pooling
them with the successfully abstinent individuals.

Given the important role of substantive issues in the defi-
nition of event states, we cannot review here all the measure-
ment considerations necessary for deriving reliable and valid
definitions of event states. Instead we offer more modest
general advice: Collect your data with as much precision as
possible so that you can appropriately code transitions from
one state to the next. With refined data, you can always
collapse individuals together to derive broader definitions;
with coarse categorized data, it is difficult (and often impos-
sible) to recoup more differentiated definitions. And when
describing your results, operationalize your definitions as
precisely as possible (specifying the criteria for onset, recov-
ery, relapse, and recurrence as clearly as possible in terms of
the number, intensity and duration of symptoms) so that
others can compare their findings to yours.

When Does “Time” Begin?

The problem of starting the clock is more complex than it
may appear. Because birth is handy and often meaningful,
it is a popular start time, especially in studies that track

schi_ch22.qxd  9/6/02  1:03 PM  Page 560



Design: Collecting Survival Data 561

developmental sequences and milestones. Although it may
seem awkward to report it this way, any study that uses age as
the metric for time is actually using birth to denote time’s be-
ginning. So, for example, when Singer, Fuller, Keiley, and
Wolf (1998) examined the age at first entry into child care,
the beginning of time was the child’s birth.

The other common way of identifying the beginning of
time is to set it at the occurrence of a precipitating event—
one that places all individuals in the population at risk of ex-
periencing the target event. In a series of studies conducted as
part of the Fort Bragg Child and Adolescent Mental Health
Demonstration Project, the clock was started at different
points in time depending on the event being studied. When
assessing whether different types of care reduce inpatient
length of stay, Foster (1998) started the clock when patients
were first admitted to the hospital, but when assessing
whether aftercare services reduce inpatient readmissions,
Foster (1999) started the clock when patients were first re-
leased. The choice of precipitating event varies widely across
research questions. Some options include entry into a partic-
ular level of schooling (Rayman & Brett, 1995; Roderick,
1994), release from jail (Henning & Frueh, 1996), divorce
or separation (Wu, 1995), or report of child maltreatment
(Fryer & Miyoshi, 1994).

Consideration of the process under study usually leads to
a defensible decision. When it does not, an arbitrary time can
be used as long as that time is itself unrelated to event occur-
rence. Researchers conducting randomized clinical trials, for
example, typically use the date of randomization or interven-
tion (Hurlburt et al., 1996; Greenhouse, Stangl, Kupfer, &
Prien, 1991). But beware of the measurement imprecision
created when the chosen precipitating event only approxi-
mates the conceptual beginning of time. When modeling ill-
nesses, for example, the conceptual beginning of time is the
onset of the illness episode, yet medical researchers often use
the date of evaluation or diagnosis. Because the time between
onset and entry into treatment can vary greatly across indi-
viduals (Monroe, Simons, & Thase, 1991) and the magnitude
of this lag time may be an important predictor of a treat-
ment’s efficacy, use of these more easily measured dates may
actually add even more errors into the definition of event
occurrence.

What happens if the start date is unknown for some indi-
viduals under study? Statisticians say that such observations
are left censored (to distinguish them from right-censored ob-
servations in which the event times are unknown). Left cen-
soring presents challenges not easily addressed using even
the most sophisticated of survival methods. Little progress
has been made in this area since Turnbull (1974, 1976)
offered some basic descriptive approaches and Flinn and

Heckman (1982) and Cox and Oakes (1984) offered some
guidelines for fitting statistical models under a very restric-
tive set of assumptions. Most methodologists dismiss the
topic soon after introducing the terminology (see, e.g., Bloss-
feld, Hamerle, & Mayer, 1989, p. 29; Tuma & Hannan, 1984,
p. 135). The most common advice is that researchers should
define the beginning of time so that left censoring never
arises or set the left-censored spells aside from analysis
(Allison, 1984; Tuma & Hannan, 1984).

When Should You Collect Data?

Few researchers have the luxury of monitoring subjects con-
tinuously. Financial and logistical constraints usually de-
mand that researchers contact subjects at a finite number of
preselected intervals. Using these “chunky” data, researchers
then try to reconstruct pseudocontinuous event histories ret-
rospectively. Reconstruction can be made more effective if
researchers judiciously select the preselected intervals when
study subjects will be contacted. 

The collection of data in discrete time can add measure-
ment imprecision. If transitions occur in continuous time but
data are collected in discrete time, for example, a researcher
will never know an individual’s mental state at the moment of
transition. Such imprecision has serious consequences if in-
formation about the transition moment is critical for predict-
ing the timing of events, as when the coping skills of the
ex-smoker, gambler, drinker, eater, or drug abuser may deter-
mine whether the person succumbs to temptation. Shiffman
(1982) used an innovative design to overcome this restric-
tion; he interviewed 183 ex-smokers who called a smoking
cessation hotline because they were in crisis. His design may
be useful in other studies requiring data collected at the pre-
cise moment of transition.

Carefully constructed interview questions can improve
the quality of the event history data. Bradburn, Rips, and
Shevell (1987) provided strategies for helping respondents
construct temporal autobiographies. They recommended let-
ting respondents create their own time lines based on person-
ally salient anchors (birthdays, anniversaries, holidays) and
then sequentially placing other events (and symptoms) on this
time line (see Young, Watel, Lahmeyer, & Eastman, 1991, for
an application). In multiwave studies, bounded-recall probes
can enrich the quality of data describing behavior between
interviews.

Where should you target your limited data collection re-
sources? Although collection at equally spaced time intervals
is systematic, this strategy may omit information about the
periods of greatest interest. A simple but effective strategy
that maximizes information on the occurrence of the target
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event is to collect data more frequently when events are most
likely to occur.

Information on the anticipated shape of the hazard func-
tion provides helpful information for selecting times for data
collection. The idea is to collect data more frequently when
hazard is high and less frequently when hazard is low. This
allocation strategy was used effectively, for example, by
Hall, Rugg, Tunstall, and Jones (1984), who in their 1-year
prospective study of smoking abstinence following behav-
ioral skills training placed their four data-collection periods
at 3, 6, 26, and 52 weeks after treatment. If they had spaced
data-collection episodes equally, waiting until week 13 to
collect the first follow-up data, they would have been unable
to determine that the risk of relapse was highest in the few
weeks immediately following cessation. 

Can You Reconstruct Event Histories From
Retrospective Data Collection?

In 1837 William Farr wrote, “Is your study to be retrospective
or prospective? If the former, the replies will be general, vague,
and I fear of little value” (cited in Lilienfeld & Lilienfeld,
1980). His words remain true today. Whenever possible,
researchers should collect data prospectively. But in the study
of infrequent events—depression onset, initiation into opiate
drug use, child maltreatment—prospective data collection
may be infeasible. Many researchers therefore opt for a differ-
ent approach: Interview people and ask, “Has the event ever
occurred?” and if so, “When did it first occur?” Retrospective
data collection has been used successfully by researchers
studying the age at first use of many different addictive sub-
stances and remains a fruitful strategy for research (see, e.g.,
Adler & Kandel, 1983).

Researchers contemplating a retrospective data collection
effort should be forewarned, however, that their data will be
imperfect. Although rare events (e.g., suicide attempts or
hospitalization) may be remembered indefinitely and highly
salient events (e.g., initial use of drugs or first symptoms of
an illness) may be remembered for two or three years, habit-
ual events (e.g., ongoing symptoms and substance use) are
too embedded in an individual’s life to be remembered pre-
cisely (Bradburn, 1983; Sudman & Bradburn, 1982). The
longer the time period is, the greater the error. (And, as
noted earlier, if the target event can lead to death, the collec-
tion of retrospective data from a cohort ensures that sampling
will be biased by the omission of those who have already
succumbed.)

Three errors are common in retrospective data collection:
(a) memory failures, in which respondents forget events en-
tirely; (b) telescoping, in which events are remembered as

having occurred more recently than they actually did; and
(c) rounding, in which respondents drop fractions and report
even numbers or numbers ending in 0 or 5. These errors cre-
ate different biases: Memory failures lead to underreporting,
telescoping to overreporting, and rounding to both. Lin,
Ensel, and Lai (1996) presented an informative thorough
study of the reliability and validity of recall data.

If retrospective recall is the only alternative, is it worth the
effort? We believe it is. In their retrospective study of suicide
ideation, Bolger et al. (1989) successfully used several ap-
proaches to improve recall. Although studying a “threaten-
ing” event, they couched the study in less threatening terms,
that is, about the development of the concept of death and
suicide. They never asked about respondents’ mental health
or suicidal behavior—only about thoughts and knowledge
about others. Questionnaires were anonymous and self-
administered in a group setting. Respondents were college
students—close enough in age to the time period of interest
(adolescence) but old enough to be removed. 

How Can You Minimize Attrition?

Given the expense and difficulty of prospective data collec-
tion, researchers want to keep every case they can. It is well
known that statistical power decreases as sample size de-
creases and that generalizability may also suffer if attrition
is nonrandom. Hansen, Collins, Malotte, Johnson, and
Fielding (1985) clearly demonstrate that studies on drug
abuse prevention, for example, have been plagued by attri-
tion problems. In their review of this literature, Biglan et al.
(1991) noted several studies with attrition rates in excess
of 50%!

Researchers who are most successful at minimizing attri-
tion have used some of the following strategies: Explain to
respondents why you need to follow them; ask them to con-
tact you if they move; visit their homes and ask neighbors
for information about them; pay them for participation in
each interview; have them pay you an earnest deposit re-
fundable at the end of the last interview; offer lottery prizes
for those who successfully compete all required interviews;
mail a newsletter at regular intervals; record the names and
addresses of several relatives or friends not living with
them; record each respondent’s Social Security number;
convene reunion meetings; maintain contact at regular inter-
vals even if you are not recording data as frequently; send
birthday and seasonal greetings cards; and consult offi-
cial records (jail, hospital, welfare, driver registration).
Farrington, Gallagher, Morley, St. Ledger, and West (1990)
and M. Murphy (1990) offered many helpful strategies for
minimizing attrition.

schi_ch22.qxd  9/6/02  1:03 PM  Page 562



Design: Collecting Survival Data 563

Despite diligent effort, most researchers lose some indi-
viduals to follow-up. Researchers attempting to improve
their study by using a long follow-up period face a further co-
nundrum: The longer the follow-up is, the greater the attri-
tion. At first sight, attrition seems nonproblematic for
survival analysis because it leads to additional right-censored
event times—a problem that survival analysis was designed
to handle. But censoring due to attrition may not be the non-
informative censoring for which survival methods are valid.
Individuals lost to follow-up can differ substantially from in-
dividuals who continue to participate. In their longitudinal
study of drug abusers, for example, Biglan et al. (1991) pre-
sented clear evidence that those who remain in the sample
differed from those who did not. 

What should a researcher do with the data on individuals
lost to follow-up? While multiple imputation methods offer
much promise (Little & Rubin, 1987), three simple strategies
can sometimes suffice. One is to assign each case a censored
event time equal to the length of time the person was
observed (without the event occurring). If an individual par-
ticipated for the first 6 months of a 12-month study before at-
trition, censor the event time at 6 months. A second approach
is to use a worst-case scenario: Assume that the event actu-
ally occurred when the case was lost to follow-up. Under this
strategy, the event time is not censored. The findings from
analyses carried out under both types of recoding can then be
contrasted with each other in a sensitivity analysis. Persis-
tence of findings obtained under multiple strategies, or ex-
plainable differences between the findings, reinforces the
strength of the analytic results. The third approach is to con-
duct a competing-risks survival analysis, in which study attri-
tion is treated as another event that competes to end an
individual’s lifetime (Singer & Willett, 1991).

The appropriateness of these alternative strategies de-
pends in part on the target behavior under study. Be espe-
cially careful when assuming that the event occurred at the
time when the observation is censored because this converts
a nonevent into an event. Of course, when studying relapse,
this conclusion may be sound because former drug abusers
are notoriously unfaithful subjects and those who are clean
are more likely to stay in touch. The key idea is to let reason
be your guide. Within 12 weeks after beginning a study of
221 treated alcoholics, opiate users, and cigarette smokers,
for example, Hall, Havassy, and Wasserman (1990) lost
73 people (one third of their sample) to follow-up, despite
valiant attempts to minimize attrition. To ascertain the impact
of attrition on their findings, the researchers conducted exten-
sive sensitivity analyses, including (a) coding of relapse as
occurring the week after the last interview completed and
(b) setting aside these cases from analysis. All the analytic

findings were similar in sign and magnitude, although the
standard errors of parameter estimates were higher under the
second strategy because of a loss of statistical power.

How Can You Deal With Repeated Events?

Many events of interest to psychologists are repeatable. In-
deed, with the exception of initial onset, most other events—
ongoing use, abuse, hospitalization, treatment, relapse,
employment, unemployment—can occur over and over
throughout an individual’s lifetime. When studying the tim-
ing of potentially repeatable events, make every attempt to
note the spell number under study because the natural course
of a first spell may differ from the natural course of second
and subsequent spells. So, too, the efficacy of treatment may
vary depending on how many prior spells the individual has
experienced.

Recognizing the difficulties associated with this issue,
Kupfer, Frank, and Perel (1989) designed a study to investi-
gate differential recovery patterns across multiple spells
when studying patients with recurrent depression. Separately
analyzing the time to stabilization in two consecutive
episodes, they found virtually identical median lifetimes
(between 11 and 12 weeks). But they also found that the effi-
cacy of treatment varied across spells: Early intervention in
the second episode, as opposed to the first episode, worked
particularly well.

We believe that the unidentified presence of multiple
spells in a single data set may help explain some of the major
puzzles in psychological research. Researchers studying ad-
diction relapse, for example, have noted renewed abstinence
on the part of formerly abstinent people who relapsed early
after quitting. They argue that previous treatment, even un-
successful treatment, may increase the probability of success
of subsequent treatments. Similarly, when reviewing the lit-
erature on depression, Klerman (1978) demonstrated that
some of the observed variation in relapse rates was attribut-
able to researchers’ failure to note how many prior episodes
of depression each subject had. 

For How Long Should You Collect Data?

Once the clock starts, it must eventually stop. Clocks in ret-
rospective studies stop on the date of interview; clocks in
prospective studies can, at least in theory, continue indefi-
nitely. As a practical matter, though, most prospective studies
follow a sample for a finite period of time. The length of data
collection determines the amount of right censoring (here-
after referred to as censoring). Because longer data collection
periods yield fewer censored observations, the simple maxim
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is the longer, the better. But beware—longer studies are more
expensive, have more missing data, and may lead to outdated
results.

When deciding on the length of follow-up, remember that
before you can determine when the event is likely to occur, it
must actually occur for enough people under study. If the tar-
get event never occurs during data collection, all observa-
tions are censored. The researcher has little information,
knowing only that it generally takes longer than this period
for the event to occur. 

There is no universally appropriate length of follow-up.
The answer depends on many factors. To decide on a rea-
sonable follow-up period, you must consider the shape of
the anticipated hazard function, the probable median life-
time, the sample size, and your proposed statistical analyses.
As we show later in the section on determining sample size,
a good rule of thumb is to follow participants long enough
for at least half of them to experience the target event during
data collection. This ensures sufficient information for esti-
mating a median lifetime and provides reasonable statistical
power.

What have researchers done in practice? Noting that ex-
smokers often start smoking again soon after quitting, McFall
(1978) suggested that smoking relapse studies use a 6- to
12-month follow-up. And in our review of studies on smok-
ing relapse published during the 1980s (Singer & Willett,
1991), we found that this guideline is widely accepted; the
modal follow-up period was 1 year, and this period yielded
an average censoring rate below 50%. However, Nathan and
Skinstad (1987) noted that “3- or 6-month post-treatment
follow-ups are likely to be insufficient . . . ; 2 years or more
are probably necessary to determine the long-term effects of
a treatment program” (p. 333). When studying infrequent
events, even 5 years of data collection may be insufficient. In
their review of the link between alcoholism and suicide, for
example, G. E. Murphy and Wetzel (1990) lamented the fact
that many of the available studies “are relatively short: less
than 10 years” (p. 387).

Before deciding on the length of data collection, be sure to
consider the substantive ramifications of your choice. It is
clear that variation across studies in the length of follow-up
explains some of the seemingly discrepant conclusions about
treatment efficacy that arise in the literature. Length of
follow-up has been identified as a major explanatory factor in
several literature reviews, including G. E. Murphy and
Wetzel’s (1990) review of suicidality among alcoholics. And
even when it has not been identified as a key explanatory
factor, its impact seems certain. In their review of 26 longitu-
dinal studies of teenage alcohol and other drug use, for
example, Flay and Petraitis (1991) found that the length

of follow-up varied from a low of 5 months to a high of
19 years. Although they did not investigate the link between
length of follow-up and study findings, we suspect that this
design feature may explain why some studies successfully
predicted subsequent outcomes while others did not.

Because of the effect of design on conclusions, a re-
searcher must always note the length of follow-up. Any
relapse rate cited must be linked to a specific time period.
What can we conclude, for example, from Seltzer, Seltzer,
and Sherwood’s (1982) statement that 65% of the adults with
mental retardation under study were not reinstitutionalized,
given that we do not know the time frame being referenced?
How can we know whether this percentage is low or high?
How can we compare this rate to those found in other stud-
ies? Even well-documented longitudinal studies using so-
phisticated analytic techniques occasionally omit this
important piece of information (Zatz, 1985). The length of
data collection is key to understanding the ultimate course of
survival.

How Many People Should You Study? 

Having specified in broad outline the design of a study, the
final step is to determine how many people to include in the
sample. Statisticians determine the minimum number of
people a researcher should study by conducting a statistical
power analysis (Cohen, 1990; Kraemer & Theimann, 1988).
This requires specification of the particular hypothesis to be
tested, the desired Type I and Type II error rates, and the
minimum effect size considered important; for survival
analysis, it also requires presaging the anticipated distribu-
tion of the hazard function and the proposed length of
follow-up.

Biostatisticians have derived many methods for determin-
ing sample size for survival analysis, each applicable under
different circumstances. Donner (1984) and Lachin (1981)
reviewed the literature; Freedman (1982) provided tables for
two group comparisons; Makuch and Simon (1982) provided
formulas for multiple group comparisons; and Rubinstein,
Gail, and Santner (1981), Moussa (1988), and Lachin and
Foulkes (1986) provided formulas for complex designs with
stratification, covariate information, or allowances for loss of
individuals to follow-up. In the presentation that follows, we
have computed minimum sample sizes using the computer
program of Dupont and Plummer (1990).

No single table or formula can cover all possible design
configurations. Here we provide ballpark estimates of sample
size, similar to those we have provided elsewhere for more fa-
miliar statistical analyses (Light, Singer, & Willett, 1990). Our
discussion does not replace consultation with a statistician
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before data collection, or in Kraemer and Pruyn’s (1990)
words:

Answers to questions as to what the optimal approach is depend
on the specific research question to be addressed and can and do
not have simple answers. How to demonstrate adequate power
and how to assess power when there are multiple outcomes are
questions that must be addressed, perhaps differently, in each
research study, and these questions require the participation of
experts at addressing such issues. (p. 1169)

Rather, we hope this discussion will provide researchers with
a better sense of the factors affecting the power of survival
analyses, a general sense of how many people they must study
to ensure a reasonable chance of detecting an effect that really
exists, and a language for talking with a statistical consultant.
The need for improved design is clear. As Kazdin and Bass
(1989) noted, too many studies of differences between alter-
native treatments lack sufficient statistical power to detect the
small-to-medium effect sizes likely to occur in practice.

To conduct a power analysis, you must first specify the
smallest effect size deemed important for detection. Although
biostatisticians have developed several measures of effect
size, perhaps the simplest is the ratio of median lifetimes in
the two groups, denoted by R. Letting m1 be the median life-
time in one group and m2 the median lifetime in the other,
R = m1/m2. When R = 1.25, the median lifetime of one
group is 25% longer than the median lifetime of the other;
when R = 1.50, the median lifetime of one group is 50%
longer; when R = 2.00, the median lifetime of one group is
twice as long (100%) as the other group. 

How can you specify the minimum detectable effect size in
advance of data collection? One way is to use prior research.
Consider a two-group experiment that might follow from
Stevens and Hollis’s smoking relapse study. The median sur-
vival time in the control group of this experiment was 4 months
(m2 = 4). If the median survival time in a new experimental
group is expected to be as high as 8 months (m1 = 8), the new
study can be designed to detect an R of 2.00; if the median sur-
vival time in the new experimental group is expected to be only
6 months (m1 = 6), the study should be designed to detect an
R of 1.50. In the absence of such prior information, Schoenfeld
and Richter (1982) suggested that R = 1.50 be used because a
50% increase in survival is “clinically important and biologi-
cally feasible” (p. 163).

After specifying the minimum detectable effect size, you
must specify the length of follow-up. Because the length of
follow-up can vary greatly across studies, we need a stan-
dardized measure that is applicable to a variety of settings
and metrics. We achieve this goal by dividing the length of

follow-up by the average anticipated median lifetime in the
two groups. More precisely, letting A = (m1 + m2)/2 be the
average median lifetime in the two groups, and T be the total
length of follow-up, our standardized measure of follow-up,
F, is T/A. If a study follows individuals to only half the aver-
age median lifetime, F = 0.5; if a study follows individuals
to the average median lifetime, F = 1.0; if a study follows
individuals for twice as long as the average median lifetime,
F = 2.0. Creation of a standardized measure of the length of
follow-up allows us to use the same power tables with stud-
ies of widely varying length. We need not worry whether
the average median lifetime is 6 min, 6 days, 6 months, or
6 years. If the average median lifetime (A) is 6 (in any of
these units), a follow-up (T) of 3 yields an F of 0.5; a follow-
up of 6 yields an F of 1.0; a follow-up of 9 yields an F of 1.5;
and a follow-up of 12 yields an F of 2.0. The particular time
units cancel each other out in the standardization.

Table 22.1 presents the minimum total sample sizes neces-
sary to achieve a power of .80 for a simple two-group compar-
ison at the .05 level (two-tailed). The rows of the table indicate
minimum detectable effect sizes (R); the columns indicate the
length of follow-up (F); and the cell entries indicate the mini-
mum total sample size used in the analysis (N ). Researchers
should inflate these sample-size estimates appropriately to
adjust for cases lost to follow-up. The calculations were made
assuming a flat hazard function—a restrictive assumption,
indeed, but the simplest, and the one that researchers generally
assume in the absence of more detailed information.

Examine the minimum sample sizes presented in
Table 22.1, focusing first on differences in effect size dis-
played across the rows. Small effects (R = 1.25) are difficult
to detect. Regardless of the length of follow-up, a study must
include many hundreds or well over a thousand individuals to
have a reasonable chance of detecting such effects. Medium-
sized effects (R = 1.50 to R = 1.75) can be detected with
moderate-sized samples; somewhere between 200 to 400 in-
dividuals will generally suffice, depending on the length of
follow-up. Large effects (R = 2.00) are relatively easy to

TABLE 22.1 Minimum Total Sample Size Needed to Detect
Differences in Survival Between Two Groups

Effect
Follow-up Period

Size 0.5 1.0 1.5 2.0 2.5

1.25 >2162 1260 976 840 766
1.50 654 382 296 254 232
1.75 344 200 156 134 122
2.00 224 130 102 88 80

Note. Assuming a two-tailed test at the 0.05 level, power of 0.80, exponen-
tially distributed survival times, all individuals followed for the same period
of time.
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detect, even using small samples. If the median lifetime in
one group is twice as long as the median lifetime in the other,
you have an 80% chance of detecting this difference using
only 100 to 200 individuals.

Table 22.1 can also be used for another purpose: to decide
on the length of data collection. Reexamine the table, focus-
ing now on the variation in sample sizes across the columns,
corresponding to follow-ups of widely differing lengths. The
great variation in minimum sample sizes for a given effect
size emphasizes the importance of following individuals
under study for as long as possible. 

Consider, for example, how the minimum sample size
needed to detect an R of 1.50 depends on the length of
follow-up. If you follow a sample only halfway to the aver-
age median lifetime, F = .50, you require 654 people to
detect the 50% difference in median lifetimes. But if you
follow people for longer periods of time, you need fewer
people. If you can extend the follow-up to the average me-
dian lifetime (F = 1.00), you can achieve the same power
of .80 with almost half as many individuals (N = 382). And
if you extend the follow-up further to twice the average me-
dian lifetime (F = 2.00), the same power can be achieved
with only a third as many individuals (N = 254).

The message for research design is clear. Much statistical
power can be gained by following people for longer periods
of time. Researchers would do well to follow people for at
least as long as the average median lifetime (F = 1.00). By
doubling the length of follow-up, you can achieve the same
statistical power with approximately one-third fewer individ-
uals. If the length of follow-up is less than the average me-
dian lifetime, only studies of many hundreds of individuals
will have adequate statistical power.

ANALYZING SURVIVAL DATA

Most researchers begin their analyses with exploratory and
descriptive approaches; they move on to fitting statistical
models and testing hypotheses only after a full exploration of
the data. In the following sections we present an array of
strategies for analyzing survival data, beginning with simple
descriptive approaches and moving on to statistical model
building.

How Can You Describe Survival Data?

There is much to be learned by straightforward eyeball
analysis. Inspection of sample survivor and hazard pro-
files and comparison of these profiles computed sepa-
rately for substantively interesting subsamples can be very
informative.

Figure 22.3 presents data from Wheaton, Hall, and
Roszell (1996), who examined the link between stressful
life experiences and the risk of psychiatric disorder. After
selecting a random sample of adults, ages 17 to 59, in
metropolitan Toronto, Canada, the researchers conducted a
structured interview that allowed them to determine whether,
and if so at what age (in years), each individual first experi-
enced a depressive episode. Among the 1,393 respondents,
387 (27.8%) experienced a first onset between ages 4 and
39. The figure presents the sample survivor and hazard
functions, by gender, describing the age at first depression
onset.

These sample survivor and hazard profiles contain a great
deal of information. At birth, all individuals are “surviving”:
Not one has yet experienced a depressive episode, so the
survival probabilities for both groups are 1.00. Over time, as
individuals experience depressive episodes, the survivor
functions drop. Because most adults do not experience a de-
pressive episode at any time in their lives, the functions do
not reach 0, ending in this sample at 0.77 for men and 0.62 for
women. By subtraction, we conclude that 23% of men and
38% of women have experienced a depressive episode at
some point before their sixties.

Figure 22.3 Sample survivor (panel A) and hazard (panel B) functions
describing risk of first depression onset for 1,303 adults (based on data from
Wheaton, Roszell, & Hall, 1996).
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The subsample hazard profiles disentangle these temporal
patterns and provide a more sensitive magnifying glass for
identifying when men and women are at risk of depression
onset. For both groups, the risk of experiencing an initial
episode of depression is relatively low in childhood, in-
creases during adolescence, and then peaks in the early twen-
ties. After this point, the risk of initial onset of depression
among those individuals who have not yet had a depressive
episode is much lower. By the early forties, it declines to
preadolescent levels for men, although it rises again for
women.

Over and above these temporal patterns, the figure also
suggests a sex differential: In general, women are at greater
risk than men of experiencing a depressive episode. When we
compare hazard profiles for two groups of people, we implic-
itly treat gender as a predictor of the entire hazard profile.
The comparison of profiles illustrates how the risk of onset is
related to gender. We could divide the sample in other ways
and treat these divisions as predictors of hazard as well.

Exploratory comparisons of sample survivor and hazard
profiles provide simple persuasive descriptions of when
events occur and how the timing of event occurrence varies
across groups. Descriptive statements can then be buttressed
by simple statistical tests of between-group differences. Lee
(1992) provided a compendium of tests for comparing sur-
vivor and hazard profiles among groups, including tests that
are the survival-analytic equivalent of the t test and one-way
analysis of variance. The most popular are the Wilcoxon and
log-rank tests of homogeneity of survivor function across
populations, the former test placing more weight on early
survival times, the latter on later survival times, when the test
statistic is computed.

Graphical displays and multigroup comparisons are
limited, however, because they do not help us address the
complex questions arising in prevention research. The exam-
ination of the effects of continuous predictors on hazard
would yield a cumbersome collection of profiles, one per pre-
dictor value. Simple bivariate methods are ill suited for ex-
ploring the effects of several predictors simultaneously, or for
evaluating the influence of interactions among predictors.
Borchardt and Garfinkel (1991) encountered these problems
in their study of the relationship between adolescents’ lengths
of stay in a psychiatric hospital and two categorical predic-
tors, diagnostic category (affective, organic, conduct) and
number of prescribed medications (none, one, two or more).
While the authors elegantly displayed survival profiles for
each of these two predictors separately, they did not examine
the joint effect of both variables simultaneously or the effects
of each after controlling statistically for the other. They did
not investigate the possibility of a two-way interaction

between the predictors. Nor did they extend their survival
analyses to explore the effects of other predictors, such as
funding sources, even though their preliminary exploration
suggested that such additional variables were associated with
length of stay. To conduct further analysis, researchers re-
quire a comprehensive approach to the modeling of event
occurrence, a topic to which we now turn.

How Can You Build Statistical Models of Hazard?

Statistical models of hazard express hypothesized population
relationships between entire hazard profiles and one or more
predictors. To clarify our representation of these models, ex-
amine the two sample hazard profiles in the bottom panel of
Figure 22.3 and think of sex as a dummy variable, FEMALE,
which can take on two values (0 for men, 1 for women). From
this perspective, the entire hazard function is the conceptual
outcome, and FEMALE is a potential predictor of that
outcome.

Ignoring minor differences in shape, now consider how the
predictor seems to affect the outcome. When FEMALE = 1,
the sample hazard function is higher relative to its location
when FEMALE = 0. Conceptually, then, the predictor
FEMALE somehow displaces or shifts one sample hazard
profile vertically relative to the other. A population hazard
model formalizes this conceptualization by associating this
vertical displacement with variation in predictors in much the
same way as an ordinary linear regression model associates
differences in mean levels of a continuous (noncensored)
outcome with variation in predictors.

The difference between a hazard model and a linear re-
gression model, of course, is that the entire hazard profile is
no ordinary outcome. The continuous-time hazard profile is a
profile of risks bounded by 0. Methodologists postulating a
statistical model to represent a bounded outcome as a func-
tion of a linear combination of predictors generally transform
the outcome so that it becomes unbounded. Transformation
prevents derivation of fitted values that fall outside the range
of theoretical possibilities—in this case fitted values of haz-
ard less than 0. When time is measured continuously, we
build statistical models of the natural logarithm of hazard.
When time is measured discretely, hazard is a conditional
probability bounded by both 0 and 1; we therefore use a logit
transformation—log[p/(1 − p)]—for the same reason.

The effect of the logarithmic transformation on hazard is
illustrated in Figure 22.4, which presents sample log-hazard
functions corresponding to the plots in the bottom panel of
Figure 22.3. The log transformation has its largest effect on
rates near 0, expanding the distance between values at this
extreme. Nevertheless, in the transformed world of log

schi_ch22.qxd  9/6/02  1:03 PM  Page 567



568 Survival Analysis

hazard, we recognize that the predictor FEMALE works as it
did before. When FEMALE = 1, the log-hazard function is
generally higher relative to its location when FEMALE = 0,
indicating that among individuals who have yet to experience
a depressive episode, women are at greater risk of doing so
than are men. Still ignoring the minor differences in the
shapes of the profiles, then, the predictor FEMALE essen-
tially displaces the log-hazard profiles vertically relative to
each other.

Inspection of the sample relationship between the predic-
tor FEMALE and the entire log-hazard profile in Figure 22.4
leads to a reasonable specification for a population model of
the hazard profile as a function of predictors. Letting h(t) rep-
resent the entire population hazard profile, a statistical model
that captures this vertical displacement relates the log trans-
formation of h(t) to the predictor FEMALE as follows:

log h(t) = �0(t) + �1 FEMALE (22.1)

The model parameter �0(t) is known as the baseline log-
hazard profile. It represents the value of the outcome (the en-
tire log-hazard function) in the population when the predictor
(FEMALE) is 0 (i.e., because of the way we have coded
FEMALE, it specifies the profile for men). We write the base-
line as �0(t), a function of time, and not as �0, a single term
unrelated to time (as in regression analysis), because the out-
come, log h(t), is a temporal profile. The model specifies that
differences in the value of FEMALE “shift” the baseline log-
hazard profile up or down. The slope parameter, �1, captures
the magnitude of this shift; it represents the vertical shift in
log-hazard attributable to a one-unit difference in the predic-
tor. Because the predictor in this example (FEMALE) is a di-
chotomy, �1 captures the differential risk of onset between
men and women. If the model were fit to these data, the ob-
tained estimate of �1 would be positive because women are
generally at greater risk of first depression onset.

Hazard models closely resemble familiar regression
models. Several predictors can be incorporated by including
additional variables expressed as linear (or nonlinear) func-
tions of additional unknown slope parameters on the right-
hand side of the equation. This model expansion allows
examination of one predictor’s effect while controlling statis-
tically for others’. Inclusion of cross-product terms enables
examination of statistical interactions between predictors. It
does not seem excessive to argue that hazard models provide
the powerful, flexible, and sensitive approach to analyzing
event occurrence that many psychologists should be using.
The goodness of fit of a hypothesized population model can
be evaluated with data, allowing inferences about population
relationships between hazard and predictors. As we show
later, reconstructed survivor and hazard functions and esti-
mated median lifetimes can depict the effects of predictors,
providing answers to research questions in the original metric
of interest—time.

Are the Hazard Profiles Proportional
or Nonproportional?

Simple hazard models like that in Equation 22.1 implicitly
assume that all the log-hazard profiles corresponding to suc-
cessive values of a predictor differ only by their relative ele-
vation (described here by �1). Under such models, but in the
antilogged world of raw hazard, all the hazard profiles are
simply magnifications or diminutions of each other; that is,
they are proportional. Under this proportionality assumption,
which in continuous-time survival analysis is called the
proportional-hazards assumption, the entire family of log-
hazard profiles represented by all possible values of the pre-
dictors share a common shape and are mutually parallel.
Singer and Willett (1991, 1993) drew an analogy between
this assumption and the assumption of homogeneity of
regression slopes in the analysis of covariance.

Proportional-hazards models are the most popular sur-
vival analysis approaches used today in part because all
major statistical packages now provide programs for estimat-
ing their parameters using methods initially developed by
Cox (1972). This ingenious strategy allows estimation of
parameters such as �1 without the specification or estimation
of the shape of the baseline hazard function, �0(t). For this
reason, analogous to traditional nonparametric methods
(which make no distributional assumptions), Cox regression
is called semiparametric.

However, the tremendous boon of the semiparametric
method—its ability to evaluate the effects of predictors
without estimating the shape of baseline hazard profile—is
also its principal disadvantage. The method is so general that

Figure 22.4 Sample log-hazard functions for men and women.
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it works for an unspecified baseline hazard profile of any
shape. Without needing to explore the baseline hazard, inves-
tigators can examine effects of predictors without exploring
absolute levels of risk. Because the baseline hazard function
can be easily ignored, researchers may fail to recognize sub-
stantively and statistically important information contained
only in the baseline hazard function.

What kinds of information can be found? The baseline
hazard function and, under the proportionality assumption,
its magnified and diminished cousins describe the pattern and
magnitude of risk over time; they indicate when the target
event will occur and how likely that occurrence is (as in Fig-
ure 22.2). The hazard profiles in Figure 22.3, for example,
show that women are still at greater risk of first depression
onset even in their forties. All the predictor does is magnify
or diminish this basic pattern of risk.

The ease with which the hazard function’s shape can be
ignored under the semiparametric method has a further ill
consequence: It promotes the unthinking and dubious accep-
tance of the proportional-hazards assumption. The ease with
which a researcher can fit a proportional-hazards model
makes it all too easy to examine effects of predictors without
examining the tenability of the underlying proportional-
hazards assumption. Notice, for example, that the sample
log-hazard profiles in Figure 22.4 are neither identical in
shape nor parallel, suggesting that the proportional-hazards
assumption might not be tenable.

We believe that the tenability of the proportional hazards
assumption must be viewed with some circumspection be-
cause those few researchers who have examined its tenability
have found clear evidence of its violation. In our own research
on age at entry into child care (Singer, Fuller, et al., 1998),
teacher turnover (Murnane, Singer, Willett, Kemple, & Olsen,
1991), and physician turnover (Singer, Davidson, Graham, &
Davidson, 1998), we have found that violations of the propor-
tionality assumption are the rule rather than the exception.

We raise this issue because violation of the proportional
hazards assumption is far more than a methodological nui-
sance. The magnitude and direction of the effects of predic-
tors may be estimated incorrectly if the hypothesized
statistical model inappropriately constrains the log-hazard
profiles to be parallel with identical shapes. Ignoring such
underlying failures can lead to incorrect substantive
conclusions. In an early informative paper, Trussel and
Hammerslough (1983) documented differences in interpreta-
tion that arise when the proportional-hazards assumption is
injudiciously assumed to be tenable in a study of child
mortality (compare their Tables 3 and 4, particularly the ef-
fects of gender, birth order, and age of mother at birth). So un-
certain is the veracity of the proportional-hazards assumption

that we always begin our own data analyses with the entirely
opposite view. Along with unicorns and normal distributions
(Micceri, 1989), we regard the proportional-hazards assump-
tion as mythical in any set of data until proven otherwise.
Before adopting a proportional-hazards model, researchers
should at least subdivide their sample by substantively impor-
tant values of critical predictors and inspect the shapes of the
sample hazard profiles within these subgroups. Arjas (1988),
Grambsch and Therneau (2000), Hosmer and Lemeshow
(1999), and Willett and Singer (1993) provided methods for
exploring the tenability of the proportionality assumption.
Finally, as we discuss next, researchers can easily adopt a
broader analytic approach—one that tests the proportional-
hazards assumption and fits nonproportional hazard models
if they are required.

What Types of Predictors Can Be Included 
in Hazard Models?

One important advantage of the hazard modeling framework
is that it permits the simultaneous study of both time-
invariant and time-varying predictors. As befits their label,
time-invariant predictors describe immutable characteristics
of individuals; the values of time-varying predictors, in
contrast, may fluctuate over time. When investigating the
monthly risk of initiating marijuana use in late adolescence,
for example, Yamaguchi and Kandel (1984) examined pre-
dictors of both types. In the study, 1,325 adolescents were
interviewed once in high school and reinterviewed 9 years
later at ages 24 to 25. In the follow-up interview, respondents
retrospectively reconstructed monthly charts of their drug
and life histories. The researchers examined the effects of
truly time-invariant predictors such as race whose values are
immutable over time, but other variables such as friends’ use
of marijuana, involvement in delinquent activities, and belief
that marijuana use is not harmful were also treated as time-
invariant predictors of the risk of initiation of marijuana use
because they were measured on a single occasion during the
initial high school interview. The researchers also examined
the effects of time-varying predictors such as current alcohol
use and current cigarette use whose monthly values were
obtained during life-history reconstruction at follow-up.
Using hazard models, the researchers were able to present
convincing evidence that the “current use of alcohol and cig-
arettes has strong effects on the initiation of marijuana use
among men and women” and “controlling for selected an-
tecedent behavioral, attitudinal, and environmental factors
measured in adolescence, . . . friends’ use of marijuana has
the strongest positive influence on initiation of marijuana”
(p. 675). It is interesting to note that when the initiation of
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prescribed psychoactive drug use was examined later in the
paper, Yamaguchi and Kandel found that “multiple factors
are involved in the progression to prescribed drugs, with
adolescent depressive symptomatology and use of other
illicit drugs important for both sexes, and maternal use of
psychoactive drugs, dropping out of school, and prior use of
marijuana of additional importance for women” (p. 673).
These same authors have also used hazard modeling to study
links between time-varying drug consumption and the risk of
premarital pregnancy (Yamaguchi & Kandel, 1985) and the
risk of job turnover (Kandel & Yamaguchi, 1987).

The hazard model in Equation 22.1 includes a single time-
invariant predictor, FEMALE. The value of this predictor
obviously remains constant over time. The variable �1 quan-
tifies the time-invariant effect of this time-invariant predictor
on the risk of initial depression onset. Hazard models like
that in Equation 22.1 can be easily extended to include time-
varying predictors. Such extensions can be particularly help-
ful in psychology, where the values of important predictors
vary naturally over time.

Hazard models with time-varying predictors closely
resemble the model in Equation 22.1. In Yamaguchi and
Kandel’s study of the risk of marijuana initiation, for exam-
ple, one possible population hazard model might include
(a) FEMALE and (b) ALCOHOL, a time-varying predictor
whose monthly values assess the number of drinks consumed
per month. Such a model might be

log h(t) = �0(t) + �1FEMALE + �2 ALCOHOL(t)
(22.2)

The parenthetical t in the predictor ALCOHOL(t) indicates
that the values of this predictor may vary over time. Unit
differences in ALCOHOL correspond to shifts in the log-
hazard profile of �2. Although the values of the predictor
ALCOHOL may differ over time, each one-unit difference
anywhere produces the same shift of �2 in the appropriate
part of the log-hazard profile. So although the model includes
a time-varying predictor, the per-unit effect of that predictor
on log hazard is constant over time.

Another way to understand the effects of time-varying
predictors is to regard the outcome in Equation 22.2—the
log-hazard profile—conceptually as a temporally sequenced
list (a vector) of marijuana initiation risks. The predictors
also can be viewed as an ordered list of values that for each
person describe the values of FEMALE and ALCOHOL over
time. Each element in the hazard list corresponds to an ele-
ment in each predictor’s list. For a time-invariant predictor,
such as FEMALE, all elements in each person’s predictor list
are identical: 1 for each girl, 0 for each boy. In contrast, for a

time-varying predictor such as ALCOHOL, the values in the
predictor list may differ from month to month. If an individ-
ual does not use alcohol initially, the early elements in the
ALCOHOL vector are 0; when alcohol use begins, the values
change. Each person has his or her own alcohol use pattern;
the number of patterns across individuals is limited only by
the number of possible values and occasions of measurement.
The hazard model simply relates the values in one list (the
hazard vector) to the values in the other (the predictor vec-
tor), regardless of whether the elements in the latter list are
identical to each other.

Time itself is the fundamental time-varying predictor.
Conceptually, at least, one might argue that it, too, should be
included as a time-varying predictor in Equation 22.2, map-
ping intrinsic changes in the risk of marijuana initiation over
time. Although intuitively appealing, this approach produces
complete redundancy in the model because this time-varying
effect is already captured by the baseline log-hazard function,
�0(t), which describes the chronological pattern of baseline
risk—the differences in log hazard attributable solely to time.
Estimation of the baseline hazard function is tantamount to
estimation of the main effect of time. This analogy reinforces
the need to examine the shape of the baseline hazard, for it
provides information about the effects of the fundamental
time-varying predictor, time itself.

Can Predictors in Hazard Models Interact With Time?

Not only can predictors themselves be time-invariant or time-
varying, but their effect on hazard can also be constant or
vary over time. By including a main effect of the predictor
FEMALE in Equation 22.2, we assume that the vertical dis-
placement associated with gender is the same at age 16 and
age 24 (and equal to �1). But the assumption of temporally
immutable effects may not hold in reality: The effects of
some predictors will vary over time. The gender differential
might decline as time passes and individuals mature. If so,
the distance between hazard profiles associated with different
values of the predictor FEMALE would narrow over time.

When the effect of one predictor on an outcome differs by
levels of another predictor, statisticians say that the two pre-
dictors interact. If the effect of a predictor like FEMALE on an
outcome like the risk of marijuana initiation differs across
time, we say that the predictor FEMALE interacts with time.
Predictors that interact with time have important substantive
interpretations, allowing researchers to build complex models
of the relationship between predictors and risk. If a predictor
affects primarily early risks, the hazard profiles will be widely
separated in the beginning of time and converge as time
passes. If a predictor affects primarily late hazards, it will have
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little effect at the beginning of time but will widen the distance
between hazard functions on each subsequent occasion.

One’s understanding of event occurrence can be vastly im-
proved by exploring whether the effects of predictors remain
constant or vary over time. As Verhulst and Koot (1991)
noted, “what may be a risk factor at one developmental phase
may not be at another” (p. 363). Some recent studies that look
for such interactions are indeed finding their presence. In
their study of the age at first suicide ideation, for instance,
Bolger et al. (1989) detected interactions between two key
predictors and time. Dividing time into two broad periods—
adolescence and preadolescence—they found that the effects
of respondent race and parental absence in childhood both
differed across these periods. With regard to race, during
preadolescence Caucasian children were less likely to con-
sider suicide than were non-Caucasian children, but during
adolescence they were more likely to do so; with regard to
parental absence, the authors found that during preadoles-
cence children who experienced a parental absence were
more likely to consider suicide than were those who did not
experience such absence, but during adolescence parental ab-
sence had little impact on the risk of suicidal thought. In ad-
dition, in a reanalysis of the National Institutes of Mental
Health Collaborative Study of Maintenance Treatment of
Recurrent Affective Disorders, Greenhouse et al. (1991)
found that the efficacy of selected antidepressants in prevent-
ing recurrence was pronounced only during the first few
weeks after treatment initiation. By including interactions
between predictors and time, researchers can better identify
the predictors of risk over time.

If a predictor interacts with time, the proportionality as-
sumption is violated, and models such as the proportional
hazards model introduced in Equations 22.1 and 22.2 do not
represent reality. The proportionality assumption is easily
tested by adding an interaction with time to the hazard model
and assessing the effect of this new predictor. If the assump-
tion holds, the interaction term will have no effect and can be
removed. If the interaction term proves to be an important pre-
dictor of the hazard profile, then a violation of the proportion-
ality assumption has been detected, and the interaction with
time must remain in the model to ensure the appropriate esti-
mation of predictor effects. We recommend that researchers
routinely examine the effects of such interactions in their haz-
ard models, just as they would routinely examine interactions
among other predictors in traditional linear models.

What Is Discrete-Time Survival Analysis?

The hazard models just posited, which assume that time can
take on any nonnegative value, represent the hazard profile as

a continuous function of time (as reflected, e.g., in the paren-
thetical inclusion of the symbol t in the expression for the
baseline hazard function, �0(t)). When data are collected in
discrete time, however, either because the events only occur,
or are only measured, at specific times—perhaps every week,
month, academic semester, or year—researchers should
consider a different class of survival methods known as
discrete-time survival analysis. The method is easy to apply,
facilitates the estimation of the baseline hazard function, en-
courages the testing of the proportionality assumption, and
enables researchers to fit hazard models using procedures
available in most statistical computer packages. For all these
reasons, we encourage its wider application to studying ques-
tions about time.

We describe the discrete-time survival analysis approach
in detail in two papers (Singer & Willett, 1993; Willett &
Singer, 1993) and in a forthcoming book (Singer & Willett, in
press); here, we simply give an overview. A researcher con-
ducts a discrete-time survival analysis by altering the data
structure, transforming the standard one-person, one-record
data set (the person data set) into a one-person, multiple-
period data set (the person-period data set). In the new
person-period data set, a dichotomous variable is created to
summarize the pattern of event occurrence in each discrete
time period for every person in the sample. If relapse into co-
caine use were being studied, for instance, in each discrete
time interval this variable (RELAPSE) would be coded 0 if
no relapse occurred and 1 if it did occur. So, for instance, an
ex-addict who relapsed in the sixth month after treatment
would have six lines of data in the new person-period data
set, and in each line RELAPSE would take on a value specific
to that interval—the first five being 0, the last being 1. The
researcher also creates a set of time indicators that index and
distinguish the discrete time intervals themselves.

Under the discrete-time approach, the relationship be-
tween the dichotomous event summary (RELAPSE) and pre-
dictors (including the time indicators) can be fit using a
modification of standard logistic regression programs. Inter-
actions among predictors, and between predictors and the
time indicators, are easily included by forming cross products
in the person-period data set and using them as predictors.
Adding these interactions to main-effects models facilitates
easy testing of the proportional-hazards assumption, and if
the assumption is violated, retention of the interactions in the
fitted model ensures the appropriate estimation of the effects.

The ability to use standard logistic regression soft-
ware to fit discrete-time hazard models brings this method-
ology within easy grasp of all empirical researchers. The
logistic regression parameter estimates, standard errors, and
goodness-of-fit statistics are exactly those required for
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testing hypotheses about the effect of predictors on the dis-
crete-time hazard profile (Singer & Willett, 1993). Allison
(1982) commented that these estimates are “consistent, as-
ymptotically efficient, and asymptotically normally distrib-
uted” and that, despite the apparent inflation of sample size
on creation of the person-period data set, the estimated stan-
dard errors are consistent estimators of the true standard
errors (p. 82).

Because of the frequency with which psychologists use
discrete-time data collection strategies, we encourage readers
to learn more about discrete-time survival methods. In the
Yamaguchi and Kandel (1984) study of drug use described
earlier, for example, participants reconstructed their life his-
tories on a month-by-month basis. Many other researchers
follow subjects at discrete points in time. Somers (1996)
assessed employee turnover in 1-month intervals; Singer,
Fuller, et al. (1998) assessed child care entry in 3-month
intervals; and Capaldi et al. (1996) assessed age at first inter-
course in annual intervals (grade in school).

How Can Fitted Models Be Interpreted?

Fitting statistical models is of little use unless the researcher
can interpret the resultant information clearly and persua-
sively. Interpretation includes at least three components:
identification of statistically significant effects, computation
of numerical summaries of effect size, and graphical display
of the magnitude and direction of the effects. In traditional
analysis of variance, for example, a researcher might first
determine whether the difference in average outcome be-
tween two groups is statistically significant; if it is, he or she
might then express one group’s advantage in standard devia-
tion units and provide data plots comparing the distribution
of the outcome across groups.

The interpretation of survival analysis must also include
the same three components. But because hazard models may
be difficult to conceptualize (describing, as they do, variation
in entire hazard profiles), we believe that graphical techniques
provide a better vehicle for reporting findings. Graphics can
help communicate complex and unfamiliar ideas about
whether an event occurs, and, if so, when. Yet even the most
effective graphical displays must be supported by documenta-
tion of parameter estimates and associated standard errors. So
we begin our discussion of interpretation with the computer
output commonly generated by statistical packages.

Computer output documenting the results of fitting hazard
models closely resembles output documenting the results of
other statistical techniques. Most programs output estimates
of the slope parameters, the standard errors of these

estimates, the ratio of each parameter estimate to its standard
error (a t statistic), and a p value based on the t statistic for
testing the null hypothesis that the corresponding parameter
is zero in the population (given that the other predictors are
in the model). Some programs output a chi-square statistic
in lieu of a t statistic; the accompanying p value assesses the
improvement in fit resulting from adding the predictor to a
reduced model containing all the other predictors. 

Researchers frequently provide tables of some, or all, of
these summary statistics in the accounts of their analyses
(see, e.g., Ilardi, Craighead, & Evans, 1997, Tables 3 and 4).
When you do so, however, do not ignore the sign and magni-
tude of the slope estimate by focusing on the associated p val-
ues. Although p values can help identify critical predictors,
they tell us nothing about the direction and relative magni-
tude of effects.

Because hazard models represent relationships between
the entire hazard profile and predictors, specifying an under-
standable effect size is not easy. One useful approach is to in-
terpret the parameter estimate associated with each predictor
in a way that is similar to interpreting a regression coefficient.
In continuous-time survival analysis the parameter estimate
represents a difference in elevation of the log-hazard profile
corresponding to predictor values one unit apart. The para-
meter estimate’s sign indicates the direction of the move-
ment, telling us whether positive differences in the value of
the predictor correspond to positive or negative differences in
the risk of event occurrence. We find it helpful to imagine the
profile on a log-hazard plot moving up (or down, if the esti-
mate is negative) for a one-unit difference in the predictor.
Predictors with larger parameter estimates produce larger
elevation differences per unit difference in the predictor. (In
discrete-time survival analysis, the conceptualization is iden-
tical, but the interpreter of the findings is dealing with differ-
ences in the elevation of the logit, rather than log, hazard
profile.)

Even after considerable experience with hazard models,
however, ready visualizations in the transformed world of log
hazard may remain tortured. A mathematically complex but
intuitively simple approach involves the transformation of
the outcome back into the more familiar metric of risk, an-
tilogging parameter estimates as necessary. Of course, a
researcher must use different transformations and interpreta-
tions depending on whether continuous- or discrete-time
models have been fitted.

We illustrate these ideas with the continuous-time hazard
model in Equation 22.1. Antilogging both sides, we have

h(t) = e�0(t)e�1FEMALE.
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Because FEMALE = 1 for women and 0 for men, the hazard
functions corresponding to these two groups are

Men: h(t) = e�0(t)

Women: h(t) = e�0(t)e�1 .

Notice that the risk profile for women is just the risk profile for
men multiplied by e�1 . This multiplicative rule applies to both
categorical and continuous predictors. Thus, in continuous-
time hazard models, antilogged parameter estimates yield nu-
merical multipliers of risk per unit difference in the predictor.
If the antilogged parameter estimate is greater than 1, risk is
higher in the reference group; if it is less than 1, risk is lower.
(Note that this is not an odds ratio; it is a risk ratio.)

This transformation strategy enabled Burton, Johnson,
Ritter, and Clayton (1996) to document the strong effect of
early marijuana use on the risk of initiating cocaine use. After
controlling statistically for selected family and demographic
covariates, the authors obtained a parameter estimate of
2.354 for a predictor indicating whether the respondent had
used marijuana by age 17 ( p < .0001). Antilogging this esti-
mate (e2.354 = 10.5), we find that the risk of initiating co-
caine is 10.5 times for those whose first use of marijuana
occurred at age 17 or younger, relative to those who had
never used marijuana.

Another way to interpret hazard-model parameter esti-
mates is in terms of percentage difference in risk. Doubling
the baseline risk (multiplying by a factor of 2) is equal to a
100% increase in risk; halving the baseline risk (multiplying
by a factor of .5) is equal to a 50% decrease. So in the cocaine
initiation study of Burton et al. (1996), multiplying the base-
line hazard by 10.5 corresponds to a 950% (!) increase in the
risk of initiation for those who use marijuana by age 17. The
general rule is simple: The percentage difference in risk per
unit difference in the predictor is 100(e� − 1). Some re-
searchers automatically include these estimates of e� (or
100(e� − 1)) in tables reporting parameter estimates, stan-
dard errors, t statistics, and p values.

Similar, but modified, interpretations can be made after
fitting discrete-time hazard models. Since discrete-time haz-
ard is the conditional probability that an event will occur in a
particular time interval given that it has not yet occurred
before the interval, the discrete-time hazard model, which
uses logit hazard as the outcome, expresses the relationship
between predictors and the log odds of event occurrence. Es-
timates of e� or 100(e� − 1) are therefore multipliers of, or
percentage increases or decreases in, the odds of an event
occurring (see, e.g., Singer, Fuller, et al., 1998).

As these illustrations document, numeric and algebraic
strategies are not the last word in the clear communication of

the findings of survival analysis. Apart from being arithmeti-
cally convoluted, they have at least two other drawbacks.
First, they ignore the shape of the baseline hazard function—
they indicate only the extent to which one risk profile is a
magnification or diminution of another. As argued earlier, the
shape of the hazard profile—the temporal placement of its
peaks and valleys—tells us much about the survival process
under investigation. Second, algebraic interpretations are
useful only if the proportionality assumption is met. If the ef-
fect of predictors differs over time, risk profiles will be no
longer parallel in log or logit space, so it makes little sense to
talk about one profile being rescaled to generate the other. If
the shapes of the risk profiles differ dramatically, algebraic
interpretations may not only oversimplify findings, but may
even misrepresent them completely.

Presenting fitted hazard plots, fitted survival plots, and es-
timated median lifetimes resolves these problems. Most com-
puter programs provide procedures for recovering fitted
profiles from parameter estimates. By appropriately substi-
tuting back into the hazard model, a researcher can generate
fitted hazard profiles at substantively interesting values of
the predictors for the range of time values spanning the pe-
riod of data collection. The use of fitted hazard profiles is
clear, comprehensive, and intuitively meaningful. Fitted pro-
files demonstrate the effect of predictors on risk and pinpoint
whether these effects rise, fall, or remain constant with the
passage of time. By presenting fitted hazard functions, we
need not struggle to describe effects using abstract scaling
factors and percentage increases that ignore important inter-
actions with time. 

We illustrate the advantages of this graphical approach in
Figure 22.5 using data from Hall et al. (1991), who studied
the risk of relapse to cocaine use among 104 former users
who participated in a treatment program. Among the many
predictors Hall and her colleagues studied, there was a strong
and statistically significant effect of the route of administra-
tion prior to entry into treatment (ROUTE), here divided into
two groups: those who used cocaine intranasally and all oth-
ers. Figure 22.5 presents fitted hazard and survivor functions
based on a discrete-time hazard model that included this sin-
gle predictor. Because we have fit a discrete-time hazard
model, we join the fitted values of the survivor function and
hazard function using line segments, rather than a smooth
curve.

Comparison of the two fitted hazard functions in Fig-
ure 22.5 demonstrates the large differential in risk of relapse
associated with route of administration. In every week after
treatment, intranasal users are far less likely to relapse than
are other users. These fitted functions have the same basic
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shape, and one appears to be a magnification of the other.
Strictly speaking, however, this apparent magnification of
one hazard profile to give the other is only approximate in the
discrete-time hazard model and only holds when hazard is
small (see Willett & Singer, 1993). Were we to replot these
hazard functions on a logit hazard scale, they would have a
constant vertical separation. The functions have been con-
strained to appear this way by the proportionality assump-
tion, which we tested and found to be met.

Fitted survivor functions and estimated median lifetimes
can be reconstructed from fitted hazard profiles in order to il-
lustrate the magnitude and direction of important effects.
We believe, however, that fitted hazard profiles are generally
more informative because they identify the specific times
when the events of interest are most likely to occur. It is usually
more difficult to discern differences between fitted survivor
profiles than between fitted hazard profiles because the sur-
vivor function is smoothed by the cumulation of risk over time.
The fitted survivor plots in the bottom panel of Figure 22.5
show the cumulative effects of the large weekly differentials in
risk. Unlike the fitted hazard functions that emphasize large
and consistent differences in risk, the fitted survivor functions
condense the effects of these weekly risk differentials together
to reveal a substantial difference between the groups. Focusing
on the last fitted survival probability, for example, we estimate
that 12 weeks after treatment ended, 63% of the intranasal
users remained abstinent as compared with 28% of other users.

A third perspective on the divergent relapse patterns of
these two groups comes from comparison of the estimated
median lifetimes displayed in the bottom panel of Fig-
ure 22.5: more than 12 weeks for intranasal users versus 5.1
weeks for all other users. Even though censoring prevents us
from estimating a median lifetime precisely for intranasal
users, the large difference between these average relapse
times powerfully communicates the analytic results.

When selecting predictor values for constructing fitted
plots like these, consider your original questions and analytic
findings. Questions to ask include: Which predictors did I
emphasize in my research questions? and Which predictors
were significantly associated with hazard? Use predictors
that are substantively and statistically important when gener-
ating the fitted profiles; lesser variables can be included as
controls by equating their value to their sample averages.

IS SURVIVAL ANALYSIS REALLY NECESSARY?

The methods of survival analysis provide a powerful and
flexible set of tools for studying many questions arising in
psychological research. Although increasing numbers of re-
searchers are using the methods, many others studying onset,
duration, recovery, recidivism, relapse, and recurrence have
yet to exploit this new analytic tool.

We believe that one reason why survival methods have not
yet been used widely when studying questions about event
occurrence is that many researchers still wonder whether the
methods are really necessary. Although this view is rarely ex-
pressed explicitly, reading between the lines suggests that
many researchers believe that traditional analytic approaches
will usually suffice.

We agree that some skepticism is healthy. Why bother
with complex methods if simpler methods will do? But the
problem when studying event occurrence is that simpler
methods will not always suffice. To illustrate this point, we
conclude by describing five ways in which traditional meth-
ods can obscure important information about event occur-
rence, information that is sensitively and assuredly revealed
by survival analysis methods. 

First, answers obtained by researchers using traditional
methods are inextricably linked to the particular time frame
chosen for data collection and analysis, yet these time frames
are rarely substantively motivated. Researchers comparing
6-month, 1-year, or 5-year relapse rates for individuals par-
ticipating in different treatment programs, for example, are
simply describing cumulative differences in behavior until
these times. All other variation over time in the risk of relapse
is lost. The literature is filled with examples of disparate risk

Figure 22.5 Fitted hazard functions (top panel) and survivor functions
(bottom panel) describing the risks of relapse for 104 former cocaine abusers
following treatment, by route of cocaine administration prior to treatment
(intranasal versus all others; based on data reported by Hall et al., 1991).
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profiles that lead to comparable relapse rates at specific
points in time (e.g., Figure 1 of Cooney, Kadden, Litt, &
Getter, 1991; Table 2 of Harackiewicz, Sansone, Blair,
Epstein, & Manderlink, 1987). Just because two groups of
subjects have identical relapse rates at one point in time does
not mean that they followed similar trajectories to get there;
most of those in one group might have relapsed in the first
month, whereas those in the other might have been equally
likely to relapse at all points in time. The 6-month, 1-year,
and 2-year cut points used in the past are convenient, but not
purposeful. By documenting variation in risk over time and
by discovering what predicts variation in risk, we can better
understand why people relapse. Traditional methods disre-
gard this information; with survival methods, variation in risk
becomes the primary analytic focus.

Disregard for variation in risk over time leads to a second
problem with traditional methods: Seemingly contradictory
conclusions can result from nothing more than variations in
the particular time frames studied. Had Stevens and Hollis
(1989) computed only 1-month and 12-month relapse rates
when evaluating the efficacy of their individually tailored
skills-training technique for preventing relapse to smoking,
for example, they would have reached opposite conclusions:
The 1-month rates would have shown that subjects in the
skills group were more likely to relapse (in comparison to
those in a discussion-oriented group), whereas the 1-year
rates would have shown that they were less likely. By
thoughtfully presenting sample survivor functions, they
showed that the effectiveness of the skills-training approach
revealed itself only after several months. Researchers
using traditional methods must constantly remind them-
selves that conclusions can change as the time frame
changes. While such caveats usually appear in the “Meth-
ods” section of an article, they often disappear by the “Dis-
cussion” section. In survival analysis, the time frame itself is
integral to the answer; it highlights, rather than obscures,
variation over time.

Third, traditional analytic methods offer no systematic
mechanism for incorporating censored observations in the
analyses. If all the censored observations occur at the same
point in time, traditional data analysis can collapse the sam-
pled individuals into two groups: those who experienced the
event before the censoring point and those who did not. In
their longitudinal study of unaided smoking cessation, for
example, Marlatt et al. (1988) compared ex-smokers who re-
lapsed and those who did not at each of four points in time:
1 month, 4 months, 1 year, and 2 years. But if the first days
and weeks following cessation are the hardest, individuals
who relapse soon after cessation may differ systematically
from those who relapse subsequently. Dichotomization

conceals such differences; survival methods, which focus on
the risk of event occurrence over time, bring such differences
to light.

If censoring does not occur at the same time point for
every individual under study (as when researchers follow co-
horts of patients admitted over time until a single fixed point
in time), traditional methods create a fourth problem: If cen-
soring times vary across people, the risk periods vary as
well. People followed for longer periods of time have more
opportunities to experience the target event than do those
followed for shorter periods of time. This means that
observed differences in rates of event occurrence might be
attributable to nothing more than research design. In
Goldstein, Black, Nasrallah, and Winokur’s (1991) study of
suicidality among 1,906 Iowans with affective disorders, the
follow-up period ranged from 2 to 13 years. As they note,
“The highly variable period of follow-up is also a potential
limitation, because those patients followed up for the short-
est periods may not have been given the opportunity for their
suicidal outcome to emerge” (p. 421). Had the researchers
used survival methods instead of logistic regression, they
would have been better able to address this concern because
each person who did not commit suicide would simply have
been censored at follow-up.

Fifth, traditional analytic methods offer few mechanisms
for including predictors whose values vary over time or for
permitting the effects of predictors to fluctuate over time. To
overcome this limitation, researchers studying the effects of
time-varying variables tend to use predictor values corre-
sponding to a single point in time, the average of predictor
values over time, or the rate of change in predictor values
over time. This is not necessary in survival analysis. The an-
alytic effort is identical whether including predictors that are
static over time or predictors that change over time; so, too, it
is easy to determine whether the effects of predictors are con-
stant over time or whether they differ over time. There is no
need to create a single-number summary of the temporal
behavior of a changing predictor. Traditional methods force
researchers into building static models of dynamic processes;
survival methods allow researchers to model dynamic
processes dynamically.

We encourage psychologists to investigate the design and
analytic possibilities offered by survival methods. When
these methods were in their infancy and statistical software
was either not available or not user-friendly, researchers rea-
sonably adopted other approaches. But experience in medi-
cine and elsewhere in the social sciences shows that these
methods, originally developed to model human lifetimes,
lend themselves naturally to the study of other phenomena
as well.
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Researchers rarely ask questions that they do not have the
analytic methods to answer. We suspect that many re-
searchers interested in the timing of events have modified
their questions because they did not know how to build
appropriate statistical models. We hope that our presentation
of survival analysis will help researchers reframe these mod-
ified questions and provide them with strategies for answer-
ing those questions as simply and as directly as possible.

WHERE TO GO TO LEARN MORE ABOUT
SURVIVAL ANALYSIS

In the body of this chapter, we have purposefully avoided the
discussion of technical statistical issues that arise in survival
analysis; indeed, we have gone to great pains to ensure that
the text is relatively free of technicality. Our goal has been to
make a strong case for the use of survival methods in psy-
chological research. For readers considering actually using
survival methods, this section provides references to written
materials that they might want to consult before embarking
on a study. 

Readers interested in acquiring a more sophisticated back-
ground in these methods can choose among a wide range of
published material, both in books and in scholarly journals.
Allison’s (1984) introductory monograph and his more recent
guidebook for conducting survival analysis using the SAS
statistical package (Allison, 1995) provide excellent starting
points for readers familiar with regression. These are well-
documented, accessible, and largely nontechnical introduc-
tions to a broad range of survival methods. Allison touches on
most of the important issues facing the user of survival analy-
sis, including discrete- versus continuous-time methods, the
proportional hazards model and partial likelihood estimation
(“Cox regression”), and the analysis of competing risks and
repeated events. 

Readers wishing to supplement these introductions with
greater technical detail should consult one of the several
standard texts. The two major classics are Kalbfleisch and
Prentice (1980) and Cox and Oakes (1984). In recent years,
different teams of biostatisticians have written several more
practically oriented books, including Hosmer and Lemeshow
(1999), Klein and Moeschberger (1997), and Therneau and
Grambsch (2000). We, too, are in the process of writing a
book on the analysis of longitudinal data that discusses both
survival methods and individual growth modeling (Singer &
Willett, in press).

Researchers collecting data in discrete time rather than
continuous time should learn more about discrete-time sur-
vival analysis. In addition, because discrete-time hazard

models are easy to apply, facilitate the recapturing of the
baseline hazard and survivor functions, can be estimated
with standard logistic regression software, and allow the
testing and, if necessary, the relaxation of the proportionality
assumption, even researchers with continuous-time data
might also want to explore this approach more fully. In a pair
of papers, we provide an overview of discrete-time methods
written for empirical researchers. Willett and Singer (1993)
is the place to start for those seeking a data analytic perspec-
tive; Singer and Willett (1993) offers a more mathematical
presentation.
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Time series analysis is a statistical methodology appropriate
for an important class of longitudinal research designs. Such
designs typically involve single subjects or research units
that are measured repeatedly at regular intervals over a large
number of observations. Time series analysis can be viewed
as the exemplar of a longitudinal design. A time series analy-
sis can help us to understand the underlying naturalistic
process, the pattern of change over time, or evaluate the
effects of either a planned or unplanned intervention. This
chapter discusses time series analysis as it is commonly
employed in psychological research, detailing both the past
history and future directions of the technique. Advances in
information systems technology make time series designs an
increasingly feasible method for studying important psycho-

logical phenomena. The chapter is divided into eight sections
that carry the reader from the theoretical underpinnings of the
methodology through applied examples of time series appli-
cations to new applications and directions within time series
analysis.

The second section provides a general overview and
describes the most prevalent methodology used in time series
analysis. This section provides an introduction to the major
concepts, issues, and terminology. The major classes of re-
search questions that can be addressed by time series analysis
are also discussed. These include process analysis, interven-
tion analysis, and the analysis of treatment effects over time.
Some general guidelines are suggested to aid in determining
when a time series study and analysis might offer specific
advantages over alternative methodologies.

The third section presents a more complete and technical
discussion of the class of time series known as autoregressive
integrated moving average (ARIMA) models. These models

Grants CA27821, CA63045, CA71356, and CA50087 from the
National Cancer Institute supported this work.
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consist of several parameters that describe and provide in-
sight into the basic process of a specific time series. Defini-
tions of parameters (p, d, q) and important terms (order,
dependency) within ARIMA models are given. A more tech-
nical discussion of the model identification process is also
presented. Simulated and applied examples of time series are
used to clarify this discussion.

The fourth section provides a detailed examination of
interrupted time series analysis. This aspect of time series
analysis is especially important when an intervention is the
focus in a research study. Typically an examination of the
effects of an intervention will be concerned with changes in
the overall level or the slope of the time series, or both the
level and the slope of the measured series. Statistical tests of
significance for the intervention parameters of interest are
also available. The provision of accurate statistical tests is
dependent on transforming the time series to remove the
dependency that is usually present in the data. Selection of
an appropriate transformation matrix is a crucial aspect of
interrupted time series analysis and several approaches to
transforming a time series are presented. The discussion and
mathematical treatment of interrupted time series analysis is
facilitated with simple examples of time series.

The fifth section examines issues related to the generaliza-
tion of results to a larger population than the single individual
or unit that may be the focus of a time series. Informal meth-
ods are contrasted with the more recent formal methodolo-
gies of pooled times series and meta-analysis. A description
of the various methodologies is provided along with the lim-
itations and benefits of the different methods.

The sixth section addresses the extension of traditional
univariate time series analysis to procedures that allow for
multivariate time series analysis. These multivariate tech-
niques are still evolving and are generally at the forefront
of current time series analysis development. Multivariate
applications of time series analysis may examine the role of
covariates, involve formal modeling within a structural equa-
tion modeling format, or examine patterns of intra-individual
differences across time within a dynamic factor analysis
model.

The seventh section reviews several important and diverse
issues that can affect the meaning and interpretation of a time
series analysis solution. The first discusses the cyclic or sea-
sonal nature of some time series. The second reviews missing
data and the effects of alternative methods of imputation
within time series analysis. The last examines various com-
putational issues within time series analysis.

The eighth section provides a summary discussion of the
material on time series analysis presented in this chapter and
some general observations on this methodology.

OVERVIEW OF TIME SERIES ANALYSIS

Modern time series analysis and related research methods
represent a sophisticated leap in the ability to analyze longi-
tudinal data gathered on single subjects or units. Early time
series designs, especially as used within psychology, relied
heavily on graphical analysis to describe and interpret results.
Although graphical methods are useful and still provide im-
portant ancillary information to the understanding of a time
series process, the ability to bring a sophisticated statistical
methodology to bear on this class of data has revolutionized
the area of single subject research.

ARIMA Models

Time series analysis had been more generally developed in
areas such as engineering and economics before it came into
widespread use within social science research. The prevalent
methodology that has developed and been adapted in psy-
chology is the class of models known as ARIMA models
(Box & Jenkins, 1976; Box, Jenkins, & Reinsel, 1994; Box &
Tiao, 1965, 1975). Time series analysis belongs to the class
of new methods of data analysis that require the use of mod-
ern high-speed computers. The estimation of the basic para-
meters cannot be performed by precomputer methods.

One of the major characteristics of the data in most time
series is the inherent dependency present in a data set that re-
sults from repeated measurements over time on a single sub-
ject or unit. All longitudinal designs must take the potential
relationship between observations over time into account.
For time series analysis, the dependency precluded the use
of traditional statistical tests. An important assumption for
statistical testing, the independence of the error in the data,
was usually not met. Methods of handling this dependence
appropriate for large sample procedures could not be used.
ARIMA models have proven especially useful within time
series analysis because they provide a basic methodology to
model the effects of dependency from the data series (Glass,
Willson, & Gottman, 1975; Gottman, 1973; Gottman &
Glass, 1978) and allow valid statistical testing.

Research Applications

As the methodology for time series analysis has evolved,
there has also been an emergence of interest among applied
researchers. Many behavioral interventions occur in applied
settings such as businesses, schools, clinics, and hospitals.
More traditional between-subject research designs may not
always be the most appropriate, or in some instances can be
very difficult if not impossible to implement in such settings.
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In some cases, data appropriate for time series analysis are
generated on a regular basis in the applied setting, like the
number of hospital admissions. In other cases, a complete un-
derstanding of the process that can explain the acquisition or
cessation of an important behavior may require the intensive
study of an individual over an extended period of time. The
advances in information systems technology have facilitated
the repeated assessment of individuals in natural settings.

Figure 23.1 (from Velicer, Redding, Richmond, Greeley,
& Swift, 1992) illustrates the type of data that would be ap-
propriate for time series analysis. The dependent variable is
the number of cigarettes smoked by a single individual, code
name ROD. The data were obtained twice a day over a period
of two months (N = 124 with 3 observations missing). Four
parameters were fit to the data: The level of the series was
estimated to be 7.30, the error variance was estimated to be
15.13, the slope of the series was not statistically significant
and estimated to be 0.0, and the dependence was estimated to
be −0.67. The first two parameters are directly analogous to
parameters estimated in traditional cross-sectional statistical
analysis. Because the slope is 0.0, the level of this series is the
same as the mean. In cases in which the slope is not equal to
zero, then the level is interpreted as an intercept would be in
a regression analysis. In this case, it is the same as the mean
and the average number of cigarettes consumed in a half day
was 7.30. (Both observation periods involved approximately
the same length of time when the smoker was awake.) The es-
timate of error variance represents the variability about the
level of the series. As in cross-sectional designs, this is em-
ployed in the denominator of a statistical test. The second two
parameters represent unique aspects of longitudinal designs.
The lagged correlation between the observations provides an
estimate of the dependence in the data. The high negative

autocorrelation indicates that if the smoker consumes an
excessive number of cigarettes during one time period, con-
sumption during the next time period is likely to be low. (In
the next section, the direction and magnitude of this parame-
ter will be related to different theoretical models of smoking
behavior.) The slope indicates if there is a pattern of system-
atic change over time. If the series is stable, as in this case, the
average consumption is neither increasing nor decreasing
over the time period studied.

Process Analysis

Several important classes of research questions can be inves-
tigated using ARIMA models applied to time series data. The
first class involves using ARIMA modeling to investigate the
naturalistic process of change across time. Investigations of
this type focus on the dependency parameter and attempt to
identify the underlying nature of the series from the depen-
dency parameter. Such process investigations are strongest
if they can be linked to a priori hypotheses or established
theories. Investigations of this type can lead to a basic under-
standing of the process under investigation and may provide
a foundation to attempt an intervention to alter the process
under investigation.

Intervention Analysis

A second important class of questions that can be investigated
involves the analysis of the effects of an intervention that is
applied to an individual subject or unit. Such an investigation
is commonly referred to as an interrupted time series analysis.
The interruption refers to the intervention that is applied at
some fixed point in a process. Repeated measurements are
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Figure 23.1 Smoking behavior measured on 124 occasions: an example of time series data for a
single individual (ROD; from Velicer, Redding, et al., 1992).
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Figure 23.2 Example of an interrupted time series example: the talking out example (from Hall et al.,
1971; Glass et al., 1975).
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taken before and after the intervention in order to provide a
sufficient number of data points to conduct a statistical analy-
sis to evaluate the effects of the intervention. Such investiga-
tions can be very useful in trying to understand causality
within the process and as a result of the intervention.

Figure 23.2 illustrates the “talking out” data from Glass
Willson, and Gottman (1975), an example of an interrupted
time series design. The Glass et al. (1975) text introduced
time series analysis to the behavioral sciences and includes
multiple numeric examples in the appendix that can be used
for practice examples. The original talking out data (Hall
et al., 1971) represented 40 daily observations of disruptive
behavior (talking out) in a second-grade class. The first 20
observations were the baseline and the second 20 observa-
tions occurred after an intervention involving praise and
access to a favorite activity had been implemented. The first
panel illustrates the observed data. The second panel illus-
trates the same data with the estimate of the level and change
in level parameters. A first-order moving averages model was
fit to the data. The level of the series before intervention was
estimated to be 19.24. After the intervention, the estimated
level of the series was changed by −14.29 to 4.95. The para-
meter estimate for the error variance was 4.47. The parameter

estimate for the dependence was −0.34. If the analysis
includes estimation of slope and change in slope, these para-
meters are found to be not significant. The analysis indicates
that the intervention resulted in a large and sustained decrease
in amount of inappropriate behavior in the classroom.

Analysis of Patterns Across Time

Time series analysis allows for a broadening of the range of
questions that can be asked in a study beyond a simple investi-
gation of whether the intervention has had an effect. Time
series analysis has some important advantages over other
methodologies in that it provides the opportunity to investigate
the pattern of intervention effects across time. These patterns
can be quite varied and some questions that can be investigated
in this context include (a) Are the effects of intervention
temporary or permanent?, (b) Does the intervention cause a
change in the slope of the behavior process as well as the over-
all level?, (c) Does the intervention cause a change in any
cycling that is present in the underlying behavior process?,
(d) Does the intervention cause the variance to change?, and
(e) Does the intervention cause a change in the nature of the
dependency that is present in the time series process?
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Caveats

There are also several difficulties and weaknesses associated
with standard time series analysis that must be recognized.
First, generalizability should not be inferred from a single
study. The researcher needs to engage in systematic replica-
tion in order to demonstrate generalizability. Second, the
traditional measures employed in cross-sectional studies in
many content areas may not be appropriate for time series
designs. For time series analysis, the best measures are those
that can be repeated a large number of times on a single sub-
ject at intervals of short duration. Third, within the context of
ARIMA models a large number of equally spaced observa-
tions are required for accurate model identification. Model
identification, discussed in detail in the next section, is an im-
portant and necessary step. Advances in time series analysis
over the last decade have attempted to address these prob-
lems, and these new methodological developments are dis-
cussed in a later section of this chapter.

MODEL IDENTIFICATION

Overview of ARIMA Modeling Procedures

Time series analysis, within the ARIMA model framework,
involves two important steps that can vary in importance,
depending on the goals of the analysis. The first step is model
identification, in which the researcher tries to identify which
underlying mathematical model is appropriate for the data.
Model identification focuses on the dependency parameters,
one of the types of parameters unique to longitudinal designs.
This step can sometimes be a very difficult, complicated, and
problematic task. Model identification can represent the pri-
mary goal of the analysis, especially if a researcher is trying
to identify the basic underlying process represented in a time
series data set, and perhaps link this process with important
theoretical underpinnings. 

When the goal of the analysis involves evaluating the ef-
fects of an intervention, as in interrupted time series analysis,
then model identification represents a first step. It is prelimi-
nary to estimating and testing pre- and postintervention para-
meters (Box, Jenkins, & Reinsel 1994; Box & Tiao, 1965,
1975; Glass et al., 1975; McCleary & Hay, 1980; Velicer &
Colby, 1997; Velicer & McDonald, 1984, 1991). After the
model identification step, the researcher moves on to the sec-
ond step and implements a specific transformation appropri-
ate for the identified model that reconfigures the dependent
observed variable into a serially independent variable. After
transformation, the dependent variable or effects of interven-
tion can then be evaluated by a generalized least squares
estimate of the model parameters.

There has been extensive research developing and com-
paring procedures to aid the model identification process
(Akaike, 1974; Beguin, Courieroux, & Monfort, 1980;
Bhansali & Downham, 1977; Glass et al., 1975; Grey, Kelly,
& McIntire, 1978; Hannan & Rissanen, 1982; Kashyap,
1977; McCleary & Hay, 1980; Parzen, 1974; Pukkila, 1982;
Rissanen, 1978, 1986a, 1986b; Schwartz, 1978; Tsay, 1984;
Tsay & Tiao, 1984). Unfortunately there is not yet a clear
consensus on a best method for this important task. A simula-
tion study by Velicer and Harrop (1983) studied the model
identification process. Some of the reasons for difficulty with
this step include the large number of data points required for
accurate identification, the complexity of the procedures, and
problems with accuracy and reliability of some methods,
even under ideal circumstances. Alternative procedures that
avoid formal model identification have been proposed
(Algina & Swaminathan, 1977, 1979; Simonton, 1977;
Swaminathan & Algina, 1977; Velicer & McDonald, 1984,
1991) and are discussed in a later section.

Definition of ARIMA Parameters

The ARIMA model represents a family of models character-
ized by three parameters (p, d, q) that describe the basic prop-
erties of a specific time series model. The value of the first
parameter, p, denotes the order of the autoregressive compo-
nent of the model. If an observation can be influenced only
by the immediately preceding observation, the model is of
the first order. If an observation can be influenced by both of
the two immediately preceding observations, the model is
of the second order. The value of the second parameter, d,
refers to the order of differencing that is necessary to stabilize
a nonstationary time series. This process is described as non-
stationary because values do not vary about a fixed mean
level; rather, the series may first fluctuate about one level for
some observations, and then rise or fall about a different level
at a different point in the series. And the value of the third
parameter, q, denotes the order of the moving averages
component of the model. Again, the order describes how
many preceding observations must be taken into account.
The values of each of the parameters (p, d, q) of the model
may be designated as Order 0, 1, 2, or greater, with a para-
meter equal to zero indicating the absence of that term from
the model. Higher-order models, four and above, are gener-
ally rare in the behavioral and social sciences (Glass et al.,
1975). Box, Jenkins, and Reinsel (1994) provide a more
complete discussion of these parameters.

The order of a time series parameter reflects how far into
the past one must go to predict a present observation and thus
refers to how many preceding observations must be taken
into account to accurately describe the dependency present
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in the data series. Accuracy in determining the exact order
can be quite difficult because higher-order autocorrelation
terms are generally closer to zero than terms of earlier order.
In effect, the higher-order terms become more likely to be
included within the interval that would include an error
estimate.

Dependency and Autocorrelation

In time series analysis, dependence is assessed by calculating
the values of the autocorrelations among the data points in
the series. In contrast to a correlation coefficient, which is
generally used to estimate the relationship between two
different variables measured at the same time on multiple
subjects, an autocorrelation estimates the relationships within
one variable that is measured at regular intervals over time on
only one subject.

The degree of dependency in a time series is determined
by the magnitude of the autocorrelations that can vary be-
tween −1.00 and 1.00, with a value of 0.00 indicating no
relationship. These values can be interpreted as the strength
of relationship between consecutive measurements. The ac-
curacy of estimation improves as the number of observations
increase. Generally, 50 or more observations provide reason-
ably accurate estimates (Box & Pierce, 1970; Glass et al.,
1975; Ljung & Box, 1978). In practical terms, the degree of
dependency indicates the extent to which an observation at
any point in time is predictable from one or more preceding
observations.

The direction of dependency in a time series refers to
whether an autocorrelation is positive or negative. The direc-
tion can be determined with a high degree of accuracy when
there is strong dependency in the data. As the degree of
dependency approaches zero, the direction becomes less
important. With strong dependency, the direction has clear
implications. When the sign of the autocorrelation is nega-
tive, a high level for the series on one occasion predicts a
lower level for the series on the next occasion. When the sign
is positive, a high level of the series on one occasion predicts
a higher level on the next occasion.

In calculating an autocorrelation, the data points of the
series are paired off in a lagged manner against each other.
Figure 23.3 illustrates this process using the first 20 observa-
tions for Lag 1, Lag 2, and Lag 3. Note that for Lag 1 in this
example, the second observation is paired with the first, the
third observation is paired with the second, and so on, until
the last observation is paired with the second from the last
observation. If we now calculate the correlation between
these paired observations, we will have calculated the Lag 1
autocorrelation. If we were to pair the third observation with

the first, the fourth observation with the second, and so on,
we could then calculate the Lag 2 autocorrelation. The lag of
an autocorrelation refers to how far in the past the depen-
dency among measurements is examined. In the behavioral
sciences, the size of the autocorrelation generally decreases
as the lag increases. An exception would be with seasonal or
cyclic data, which are relatively common and are discussed
in more detail in a later section. The interpretation of the
pattern of autocorrelations within a time series provides one
diagnostic step of the model identification process.

The calculation and interpretation of the pattern of the
related partial autocorrelations calculated at each lag is em-
ployed as a second diagnostic step to aid in the identification
of the specific ARIMA model that describes the process un-
derlying the time series. Partial autocorrelations are mathe-
matically complex and are not formally defined here. They
are estimated from a solution of the Yule-Walker equation
system, and the interested reader should examine Box,
Jenkins, and Reinsel (1994), Glass et al. (1975), or West and
Hepworth (1991) for a detailed description. The interpreta-
tion of partial autocorrelations is that of a measure of the
correlation between specific lags of the time series values
after the correlation at the intervening lags has been partialled
out or controlled for. Figure 23.4 illustrates the autocorrela-
tions and partial autocorrelations for the ROD data from
Figure 23.1.

Time Series Model Identification

Model identification ultimately seeks to determine whether au-
toregressive terms or moving average terms must be included

Figure 23.3 Illustration of arrangement of data to calculate autocorrela-
tions for first three lags using first 20 observations from ROD example.

Example. Lag 1

Time X X�1
1 6 --
2 10 6
3 4 10
4 13 4
5 4 13
6 11 4
7 4 11
8 6 4
9 4 6

10 15 4
11 5 15
12 14 5
13 5 14
14 13 5
15 5 13
16 10 5
17 3 10
18 14 3
19 3 14
20 16 3

Example. Lag 2

Time X X�2
1 6 --
2 10 --
3 4 6
4 13 10
5 4 4
6 11 13
7 4 4
8 6 11
9 4 4

10 15 6
11 5 4
12 14 15
13 5 5
14 13 14
15 5 5
16 10 13
17 3 5
18 14 10
19 3 3
20 16 14

Example. Lag 3

Time X X�3
1 6 --
2 10 --
3 4 --
4 13 6
5 4 10
6 11 4
7 4 13
8 6 4
9 4 11

10 15 4
11 5 6
12 14 4
13 5 15
14 13 5
15 5 14
16 10 5
17 3 13
18 14 5
19 3 10
20 16 3

schi_ch23.qxd  9/6/02  1:08 PM  Page 586



Model Identification 587

Figure 23.4 Correlogram of the autocorrelations and partial autocorrela-
tions for the ROD example.
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to fully describe the time series data. Taken together, the dis-
tributional pattern of the autocorrelations and partial autocor-
relations provides a visual basis for making these decisions.
However, accuracy using traditional visual analysis of the
autocorrelations and partial autocorrelations conventionally
requires the consensus of three raters. The listing and graphic
plots of the autocorrelations and the partial autocorrelations
are provided in the printed output of most time series analysis
programs. For example, if an autoregressive component is
predominant, the autocorrelations will decay slowly to zero
for increasing lags and the partial autocorrelations will drop
abruptly to zero when the appropriate lag (p) is reached. The
residuals of a first-order autoregressive model, i.e., an ARIMA
(1, 0, 0) model, with negative autocorrelation will bounce from
negative to positive and back. For the moving average compo-
nent, the autocorrelations will drop abruptly to zero when the
appropriate lag (p) is reached, and the partial autocorrelations
will drop slowly to zero. Models that demonstrate no depen-
dence will have autocorrelations and partial autocorrelations
of approximately zero and are called white noise models or
ARIMA (0, 0, 0) models. The data from an ARIMA (0, 0, 0)
model could be analyzed for slope and change in slope with a
standard analysis of variance. Table 23.1 provides a useful
heuristic into the interpretation of the most common patterns
and identifying the ARIMA model that best represents a par-
ticular time series.

Four different automated methods for order identification
have also been found useful in the model identification
process: (a) PMDL (predictive minimum descriptive length;
Rissanen, 1986a); (b) PLS (predictive least squares;
Rissanen, 1986b); (c) PLAV (predictive least absolute value;
Djuric & Kay, 1992); and (d) PDC (predictive density crite-
rion; Djuric & Kay, 1992). Two additional methods have
been considered less useful: (a) AIC (Akaike information
criterion; Akaike, 1974); and (b) MDL (minimum descriptive
length; Rissanen, 1978; Schwartz, 1978). A recent simulation
study that evaluated these six automated procedures (Djuric
& Kay, 1992) found that the AIC and MDL tended to overes-
timate the order of series. One drawback of all the automated
procedures is that they are not commonly available in stan-
dard computer packages.

Although the overall goal of the model identification
process seems straightforward—that is, to determine the spe-
cific values of the ARIMA (p, d, q) parameters that most
parsimoniously describe the time series—this can be a very
difficult task in practice because the different model families
are mathematically linked. For example, a first-order autore-
gressive model (1, 0, 0) can also be represented as an infinite
order moving averages model (0, 0, ∞), or this representa-
tion can be reversed such that a first-order moving averages
model (0, 0, 1) can also be represented as an infinite-order
autoregressive model (∞, 0, 0).

Illustrations of Alternative Time Series

Figure 23.5 illustrates four different types of models using
computer-generated data (N1 = N2 = 60). The first graph (A)
represents an ideal interrupted time series example initially at
Level = 5.0 with no error and an immediate Change in Level
of 2.0 units at the time of intervention. The next three graphs
represent an ARIMA (1, 0, 0) model (i.e., an Order 1 autore-
gressive model). The second graph (B) is the same model
with the same change in level but with a random error com-
ponent added. The variance of the random error is 1.00. There
is no autocorrelation in this model. The third graph (C) is a
model with the same change in level and error variance as (B)
but with a large negative autocorrelation (−0.80). The fourth
graph (D) is a model with the same change in level and error
variance but with a large positive autocorrelation (+0.80).
The impact of dependency can be easily observed. The nega-
tive dependency results in an exaggerated sawtooth graph
with increased apparent variability. The positive dependency
results in a smoother graph with decreased apparent vari-
ability. The inclusion of an intervention effect (the change
in level) illustrates how difficult it is to determine whether an
intervention had an effect by visual inspection alone.

TABLE 23.1 Relationship Between ARIMA Models and Auto- and
Partial Autocorrelation Patterns

Model Autocorrelations Partial Autocorrelations

ARIMA (p, 0, 0) Decays slowly = 0 after p
ARIMA (0, 0, q) = 0 after q Decays slowly
ARIMA (p, 0, q) Decays slowly Decays slowly
ARIMA (0, d, 0) Does not decay Does not decay
ARIMA (0, 0, 0) = 0 = 0
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Figure 23.5 Computer-generated data for ARIMA (1, 0, 0) models for level = 5.0 and change in level = 2.0 for four time series illustrating different
degrees of dependency.
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Example of Model Identification and Theory Testing

To illustrate the use of model identification in theory testing,
in this section we present briefly the results of a study (Velicer,
Redding, et al., 1992) designed to determine which of three
models of nicotine regulation best represented most smokers.
These models seek to explain the mechanism that determines
how many cigarettes are smoked in any given time period. It
is posited that smoking rate controls the level of nicotine in
the systems. Three measures were employed in the study but
only one, number of cigarettes, is described here.

Nicotine Regulation Models

Three alternative models have been employed to account for
nicotine’s effectiveness in maintaining smoking: (a) the fixed

effect model, (b) the nicotine regulation model, and (c) the
multiple regulation model. Leventhal and Cleary (1980) pro-
vide a review of the literature and description of each of the
three models. Velicer, Redding, et al. (1992) identified each
of the three models with one of three broad classes of time
series models: (a) a positive dependency model, (b) a white
noise model (no dependency), and (c) a negative dependency
model.

The nicotine fixed effect model assumes that smoking
is reinforced because nicotine stimulates specific reward in-
ducing centers of the nervous system. These have been iden-
tified as either autonomic arousal or a feeling of mental
alertness and relaxation or both. Following this model, an
increase on one occasion should be followed by an increase
on the next occasion or a decrease on one occasion should
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be followed by decreased consumption on a subsequent
occasion if the same level of arousal is to be maintained. In
time series model terms, this would result in a positive
autocorrelation.

The nicotine regulation model assumes that smoking
serves to regulate or titrate the smoker’s level of nicotine. De-
partures from the optimal level (the set point) will stimulate
an increase or decrease in smoking to return to this optimal
nicotine level. Jarvik (1973) presents a review of a large body
of evidence that supports this model (also see Russell, 1977,
and Schachter, 1977). The model suggests that any increase
or decrease in smoking caused by events in a person’s envi-
ronment should be temporary. The person should immedi-
ately return to their personal set point when the environment
permits. In this model, only the set point or level is under
biological control. All variations are due to the environment.
This would result in a white noise model with an autocorrela-
tion of zero.

The multiple regulation model represents a more complex
model designed to overcome some of the problems of the
nicotine regulation model—specifically, how the nicotine set
point develops and how deviations from the set point gener-
ate a craving for cigarettes. Leventhal and Cleary (1980)
summarize some of the evidence that the nicotine regulation
model cannot adequately account for and suggest the multi-
ple regulation model as an alternative. This model is an elab-
oration of similar models by Tomkins (1966, 1968) and
Solomon and Corbit (1973, 1974; also see Solomon, 1980).
This model assumes that the smoker is regulating emotional
states. Drops in nicotine level stimulate craving. One way to
link craving to nicotine level is the opponent-process theory
(Solomon, 1980; Solomon & Corbit, 1973, 1974), which
posits that nicotine gives rise to an initial positive affect
reaction, which is automatically followed by a slave oppo-
nent negative affect reaction. The opponent state becomes
stronger with repeated activation and can be eliminated by re-
instating the initial positive state. External stimulus provides
an alternative source for craving. The theory would predict
that an increase (or decrease) in smoking rate caused by
events in a person’s environment should be followed by an
opposite decrease (or increase) in smoking rate. This would
result in a negative autocorrelation at Lag 1 and alternating
positive and negative autocorrelations at subsequent lags.

Participants

In order to achieve stable autocorrelations, time series analy-
sis requires a minimum of 50 data points (Box & Jenkins,
1976; Glass et al., 1975). The design of the study employed
10 smokers (4 male and 6 female), from whom measures

were collected twice daily for 2 months (62 days) for a max-
imum total of 124 observations.

Measure: Number of Cigarettes

Having participants monitor their own smoking behavior is
one of the most commonly employed measures in smoking
research (McFall, 1978; Velicer, Prochaska, Rossi, & Snow,
1992; Velicer, Rossi, Prochaska, & DiClemente, 1996). This
is an inexpensive and convenient means of gathering data.
The accuracy and reliability of data gathered through self-
monitoring are not always as high as that of data gathered
through other techniques. However, the advantages of using
self-monitoring typically outweigh the disadvantages.

Model Identification Procedures

Five procedures were employed for model identification:
(a) traditional visual analysis, (b) PMDL (Rissanen, 1986a),
(c) PLS (Rissanen, 1986b), (d) PLAV (Djuric & Kay, 1992),
and (e) PDC (Djuric & Kay, 1992). For the majority of cases,
all five procedures converged on the same answer. When
disagreement occurred, it was typically a difference of 1 in
order, and all models were reviewed. Disagreements typi-
cally involved a low autoregressive coefficient that was
approximately equal to the critical value for statistical signif-
icance. The more parsimonious fit (lower order) was em-
ployed when the evidence for the higher-order model was
weak.

Results

Seven of the participants were described by a first-order
autoregressive model with a moderate to high degree of
negative dependence (−.30 to −.80).All participants reported
on their smoking behavior in the morning and afternoon. The
data resulted in a very clear, easily identified model with a high
degree of autocorrelation. This pattern is consistent with the
multiple regulation model and the study was interpreted as
supporting that model.

Three of the participants did not show the same pattern.
One of the participants worked some weeks during the day
and some weeks at night. This individual also missed a
number of sessions and terminated prematurely. One partici-
pant was a very controlled smoker, smoking 15 cigarettes at
predetermined intervals. All three averaged less than a pack a
day. However, two subjects who demonstrated the pattern
of high negative dependence also smoked less than a pack
a day.
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The data for one participant (ROD) were presented in
Figure 23.1. Figure 23.6 presents the data graphically for
three additional subjects. Two of the participants (ROD and
RIC) were representative of the participants characterized by
a high negative dependence. The exaggerated sawtooth shape
of this type of time series is clearly observable. Two partici-
pants (ABE and WON) were representative of the three indi-
viduals who demonstrated either a zero or low positive
dependence. The time series graphs for these two participants
are much smoother and more regular.

Findings from this study were partially replicated in a
similar study conducted in Spain (Rosel & Elósegui, 1994).
This study of 29 smokers (9 men and 20 women) examined
daily records of cigarettes smoked over a 12-week period.
Virtually all of the data series (97%) were best described by
autoregressive-type models, and most (75%) of these were
Order 1 models; only one participant’s data represented a
white noise (i.e., no dependency) model.

Other findings from Rosel and Elósegui (1994) apparently
conflict with the Velicer, Redding, et al. (1992) results. The
data from the 29 smokers apparently supported the fixed-effect
model, with 21 participants’ data (73%) being described by

that model (i.e., their series had positive autocorrelations);
7 participants (24%) supported the nicotine regulation model
(i.e., no autocorrelation detected); and only 1 participant fit a
multiple-regulation model. One explanation for the differ-
ences between the two studies is the different time intervals
used. Velicer, Redding, et al. (1992) collected data twice each
day, whereas Rosel and Elósegui (1994) collected data only
once each day.Anegative autocorrelation at Lag 1, such as that
found in the Velicer, Redding, et al. (1992) study, would be a
positive autocorrelation at Lag 2, since r2

1 = r2 for an ARIMA
(1, 0, 0) model. A more direct comparison of the two studies
would be to compare the r2 value of the Velicer, Redding, et al.
(1992) with the r1 values of the Rosel and Elosegui (1994)
because these two statistics reflect the same time period. The
two are both positive and of comparable magnitude.

These apparently conflicting results highlight an important
methodological issue—what is the “correct” interval at which
to collect data? The answer to this question will depend on
one’s theoretical framework—for example, the hypothesized
influences on the behavior in question and the rate or cycle in
which a given influence affects that behavior. In this case, the
conclusion about the appropriate nicotine regulation model is
clearly affected by the choice of time interval between obser-
vations. Clearly, it is critical to pay attention to the time inter-
val when interpreting time series studies.

The other difference between the two studies was the
presence of a weekly cyclic in the Spanish study. Rosel and
Elósegui (1994) opined that “tobacco consumption is sus-
tained not only because of the effect of nicotine, but also be-
cause of the effect of personal and social demand variables,
which are reflected in weekly cyclical habits” (p. 1640).
Their study found that 45% of the sample fit different 7-day
lag models (i.e., weekly smoking patterns), which had not
been seen in the previous research. The findings of these two
studies are not necessarily at odds. Perhaps nicotine regula-
tion processes influence smoking on a more microlevel,
within broader cycles of personal and social influence. The
presence or absence of a 7-day cyclic might reflect cultural
differences. These two studies provide an excellent illustra-
tion of the potential contribution that can be made by the time
series approach to understanding the processes underlying an
addictive behavior.

INTERRUPTED TIME SERIES ANALYSIS

Often the goal of research with single subjects or units is to
determine the efficacy of a specific intervention. This can
be accomplished by employing various techniques that fall
under the nomenclature of interrupted time series analysis.
A simple example of an interrupted time series analysis is a

Figure 23.6 Three examples of smoking behavior illustrating different
patterns (from Velicer, Redding, et al., 1992).
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design that involves repeated and equally spaced observa-
tions on a single subject or unit followed by an intervention.
The intervention would then be followed by additional re-
peated and equally spaced observations of the subject or unit.
The intervention could be an experimental manipulation such
as a smoking cessation intervention for adolescents, or it
could be a naturally occurring event such as a national
change in the law regulating tobacco advertising. In order to
determine whether the intervention had an effect, an analysis
of the data series would first necessitate some preprocessing
of the data series to remove the effects of dependence. In ad-
dition to the traditional data transformation method, several
alternative procedures for removing dependency in the data
are also described in the following discussion. The actual sta-
tistical analysis used in an interrupted time series analysis
employs a general linear model analysis using a generalized
least squares or Aitken estimator (Aitken, 1934; Morrison,
1983; see Equation 23.12).

If the intervention effect is found to be statistically signifi-
cant, an important and related question concerns an evaluation
of the nature of the effect. One of the great advantages of time
series analysis is the ability to assess the pattern of the change
over time, which can involve both change in the mean level of
a measured dependent variable, change in the slope over time
of the dependent variable, or both. We present the most com-
mon variant forms of change over time and the methodology
to evaluate these forms of change within this section.

Box-Jenkins Intervention Analysis

The most common methodology employed to examine the
effects of a specific interrupted time series intervention is the
Box-Jenkins procedure. This methodology is described in
detail by Glass et al. (1975) and utilizes a two-step process.
As described in the previous section, the autocorrelations
and partial autocorrelations are calculated for various lags,
and this information is used for identification of the specific
ARIMA (p, d, q) model parameter values. Accurate model
identification is necessary to determine the specific transfor-
mation matrix to be used to remove the dependency from the
data series so that it meets the assumptions of the general lin-
ear model. The remainder of this section and parts of the next
two sections employ some matrix algebra to enhance the dis-
cussion of this and some other key aspects of time series
analysis within the context of the general linear model. The
general linear model is the general analytic procedure that
includes the statistical techniques of multiple regression,
analysis of variance, and analysis of covariance as special
cases. After transforming the data series to remove the de-
pendency in the data, the analysis follows standard estima-
tion and testing procedures, and can be analyzed with a

modified general linear model program in which the parame-
ters of interest are estimated and tested for significance.
Several variations on the procedure of choosing a data trans-
formation matrix have been proposed to eliminate the prob-
lematic model identification step, and are described later in
this section. 

A basic interrupted time series problem would be to deter-
mine whether the average level of the series has changed as a
result of the intervention. In such an analysis, two parameters
are estimated: L, the level of the series, and DL, the change in
level after intervention. A test of significance would then
examine the hypothesis of prime interest, H0: DL = 0. In
algebraic terms this can be expressed in terms of the general
linear model as

Z = Xb + a (23.1)

where Z is an N × 1 vector of observed variables, such that N
is the total number of observations, with the first zi observa-
tions occurring prior to the intervention, or

Z =




z1

z2

.

.

zi

.

.

zN




(23.2)

and X is an N × p design matrix (see Table 23.2, described in
the following discussion, for examples), where p is the
number of parameters estimated, b is the p × 1 vector of
parameters, or

b =
[

L
DL

]
(23.3)

and a is the N × 1 vector of residuals, or

a =




a1

a2

.

.

ai

.

.

aN




(23.4)

The general linear model is an approach to data analysis
that includes many familiar statistical procedures as special
cases. In a multiple regression analysis, the X matrix contains
the numeric observations for each of the p predictor variables
for the N subjects, the Z vector contains the criterion scores for
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TABLE 23.2 Examples of Common Design Matrices for Single 
Unit Analysis (N1 = N2 = 6)

(A) Immediate and constant (B) Immediate and constant
changes in level changes in level and slope

1 0 1 0 1 0
1 0 1 0 2 0
1 0 1 0 3 0
1 0 1 0 4 0
1 0 1 0 5 0
1 0 1 0 6 0
---------- ------------------------
1 1 1 1 7 1
1 1 1 1 8 2
1 1 1 1 9 3
1 1 1 1 10 4
1 1 1 1 11 5
1 1 1 1 12 6

(C) Decaying change in level (D) Delayed change in level
1 0 1 0
1 0 1 0
1 0 1 0
1 0 1 0
1 0 1 0
1 0 1 0
-------------- --------
1 1 1 0
1 .5 1 0
1 .25 1 0
1 .13 1 1
1 .07 1 1
1 .03 1 1

the N subjects, the b vector contains the regression weights,
and the a vector contains the error of prediction and represents
the difference between the actual score on the criterion and the
predicted score on the criterion. In an analysis of variance,
the X matrix would consist of indicator variables, such as the
numeric values 1 or 0, which indicate group membership, and
the Z vector contains the dependent variable observations.

For this example, the vector of parameters contains two
components, namely L, and DL. This design matrix is pre-
sented as (A) in Table 23.2.

The usual least squares solution, which minimizes the sum
of the squared errors, is

b = (X′X)−1X′Z, (23.5)

and a test of significance for the null hypothesis H0: bi = 0
(i.e., H0: DL = 0) is given by

tbi = bi/sbi (23.6)

where

s2
bi = s2

a Cii (23.7)

and s2
a is the estimate of the error variance and Cii is the ith

diagonal element of (X′X)−1. The test statistic would have a t
distribution with degrees of freedom N − p. This is the same
test of significance that is used for testing if the regression
weight for a predictor is significant in multiple regression.

Transformation of Time Series Data

The general linear model cannot be directly applied to time
series analysis because of the presence of dependency in the
residuals. It is necessary to perform a transformation on
the observed variable, Zt, to remove dependency, prior to the
statistical analysis. A transformation matrix T must be found,
yielding

Y = TZ, (23.8)

and

X∗ = TX (23.9)

The purpose of the model identification step is to deter-
mine the appropriate transformation of Z into Y. Table 23.3
presents mathematical descriptions and relevant comments
on six commonly identified ARIMA models. After model
identification, an estimation procedure is employed to deter-
mine the specific numeric values of � and � that will be used
in the appropriate transformation matrix. 

The particular ARIMA (p, d, q) model will determine the
specific content of the transformation matrix T. Because the
correction for dependency involves previous observations,
all transformation matrices will have a similar form, a lower
triangular matrix. For example, an ARIMA (1, 0, 0) model
with five observations would have the following transforma-
tion matrix

T =




1 0 0 0 0
�1 1 0 0 0
0 �1 1 0 0
0 0 �1 1 0
0 0 0 �1 1


 (23.10)

that indicates that only the previous observation is necessary
to explain the dependency in the data. For an ARIMA (2, 0, 0)
model with five observations, the transformation matrix
would be

T =




1 0 0 0 0
�1 1 0 0 0
�2 �1 1 0 0
0 �2 �1 1 0
0 0 �2 �1 1


 (23.11)
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TABLE 23.3 Common ARIMA Models

Label (p, d, q) Descriptive Formula Comment

White noise (0, 0, 0) Zt = L + at No dependency in the data

Autoregressive (1, 0, 0) Zt − L = �1(Zt−1 − L) + at Predicted from previous
Order One observations

Autoregressive (2, 0, 0) Zt − L = �1(Zt−1 − L) Predicted from previous two
Order Two + �2(Zt−2 − L) + at observations

Moving Averages (0, 0, 1) Zt − L = at − �1at−1 Proportion of previous shock
Order One affect observations

Moving Averages (0, 0, 2) Zt − L = at − �1at−1 − �2at−2 Proportion of two previous shocks
Order Two affect observations

Integrated Moving (0, 1, 1) Zt − Zt−1 = at − �1at−1 Stochastic drift and proportion of
Averages previous shock affect

observations

which indicates that the previous two observations are neces-
sary to explain the dependency in the data. Glass et al. (1975)
present an inductive derivation of the necessary transforma-
tion for these two models and other common models.

Given T, the estimate of the parameters, b, may be ex-
pressed as a generalized least squares problem—that is to say,

b = (X′T′TX)−1X′T′TZ = (X∗′X∗)−1X∗′Y. (23.12)

Parameters of Interest

For an interrupted time series analysis, there are typically
four parameters of interest, the level of the series (L), the
slope of the series (S), the change in level (DL), and the
change in slope (DS). The slope parameters represent one of
the other unique characteristics of a longitudinal design, the
pattern of change over time. Investigating the pattern of
change over time represents one of the real advantages of em-
ploying a longitudinal design.

Figure 23.7 illustrates eight different outcomes for a sim-
ple one-intervention design. In a typical experimental design,
only one follow-up assessment occurs after treatment. By in-
specting the different patterns of change over time, we can
see that selecting different points in time for the single
assessment would result in very different conclusions for four
of the examples (C, F, G, and H). For example, ignoring the
slope in C would lead the researcher to incorrectly conclude
that the intervention was effective. The evolutionary effect
(H) is a good example of where the intervention results in a
temporary negative effect, perhaps while a response pattern
is unlearned, followed by a positive effect. An early assess-
ment would conclude that the treatment had a negative effect;
a somewhat later assessment would find no treatment effect,
whereas an even later assessment would find a positive
treatment effect.

Alternative specifications of the design matrix permit the
investigation of different hypotheses concerning the nature
of the intervention. Table 23.2 presents some illustrative
examples for an N = 12 (n1 = n2 = 6) case. Only changes in
level and slope parameters are presented in Table 23.2 because
these are the most commonly examined effects in interrupted
time series designs. It should also be noted that other repre-
sentations for specific design matrices have been presented for
investigating these parameters. Huitema and McKean (2000)
present a detailed discussion of some of the issues related to
design specification for the analysis of interventions in time
series. As noted earlier, Table 23.2 (A) is the design matrix for
an immediate and constant treatment effect that tests for a
change in the level of the data series. Table 23.2 (B) is the
design matrix for testing both a change in level and a change in
slope. Table 23.2 (C) is the design matrix for examining a
decaying treatment effect. Table 23.2 (D) is the design matrix
for testing a delayed treatment effect. In addition to the designs
presented in Table 23.2, alternative time series designs can
provide an opportunity to examine additional change parame-
ters that may be impacted by the intervention (e.g., changes in
cycles, variance, and pattern or serial dependency). Although
less common, such alternative applications can help to more
fully elucidate the nature of the effects of an intervention.

Although it is the most prevalent time series methodology,
the Box-Jenkins approach to intervention analysis suffers
from a number of difficulties. First, gathering the number of
data points required for accurate model identification is often
prohibitive for research in applied settings. Second, even
with the required number of points in hand, correct identifi-
cation is problematic (Velicer & Harrop, 1983). Third, the
method is complex, making applications by the mathemati-
cally unsophisticated researcher difficult. Three alternative
approaches are described in the next section, all of which at-
tempt to avoid the problematic model identification step.
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Figure 23.7 Examples of eight different patterns of intervention effects.
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Alternative Approaches

Simonton (1977) proposed a procedure that avoids the prob-
lem of model identification by using an estimate of the
variance-covariance matrix based on pooling the observa-
tions across all subjects observed. This approach also re-
quires a basic assumption, namely that all series are assumed
to be an ARIMA (1, 0, 0) model. Although this assumption
seems to be theoretically indefensible, empirical investiga-
tions indicate that this procedure works well in a wide variety
of cases (Harrop & Velicer, 1985).

Algina and Swaminathan (1977, 1979; Swaminathan &
Algina, 1977) have proposed an alternative in which the sam-
ple variance-covariance matrix is employed as an estimator
for T′T in the modified least squares solution (see Equa-
tion 23.7). This approach, however, requires the assumption
that the number of subjects is greater than the number of
observations per subject. This is not a condition that is likely
to be met in most applied research settings, where time series
approaches are most appropriate.

Velicer and McDonald (1984) have proposed a third alter-
native. Instead of trying to determine the specific matrix, they
have proposed the use of a general transformation matrix
with the numerical values of the elements of T being esti-
mated for each problem. The rationale for a general matrix is
that all transformation matrices, T, have an identical form
and use a lower triangular matrix with equal subdiagonals.
Weight vectors with five nonzero weights were found to be
accurate for most cases. A greater number of weights can be
employed where indicated by appropriate diagnostics
(Velicer & McDonald, 1984). The accuracy of this approach
has been supported by two simulation studies (Harrop &
Velicer, 1985, 1990b), and it can be implemented with most
existing computer programs by specifying a high-order au-
toregressive model, such as an ARIMA (5, 0, 0) model.

GENERALIZABILITY ISSUES

One of the issues involved in time series analysis is generaliz-
ability. How can the results from a single individual or unit be
generalized to a larger population? Barlow and Herson (1984)
discuss the problem in terms of systematic replication. This
approach relies on logical inference rather than formal statis-
tical inference. In another context, this type of approach has
been characterized as a qualitative review. Typically, a quali-
tative review relies primarily on a count of the number of
studies that support a hypothesis (Light & Smith, 1971) and
the quality of the data is not weighted. Furthermore, the

judgment of the reviewer plays a critical role in the conclu-
sions reached. Two quantitative approaches have been devel-
oped that combine multiple replications of a time series study:
pooled time series designs and meta-analysis.

Pooled Time Series Analysis

Pooled time series analysis is a large topic with an extensive
literature. A complete coverage of the topic is beyond the
scope of this chapter. For a more complete coverage of this
topic, the reader should see Hsiao (1986) and Dielman
(1989). In this section, only one approach is described, an ex-
tension of the general transformation approach (Velicer &
McDonald, 1991). An advantage of this approach is that it
can be adapted with only minor alterations to implement ei-
ther the Box-Jenkins (1976; Glass et al., 1975) or Simonton
(1977) procedures. The method requires only the use of a
patterned transformation matrix. The specific choice of the
design matrix X and the number of units are dictated by the
particular questions of interest. The procedure will be illus-
trated by a two-unit example (K = 2), in which the design
employed involves only level and change in level (Design
Matrix A in Table 23.2).

The observations for all the units are represented in a sin-
gle vector. This vector contains the set of subvectors for the
individual units combined in the form of a single vector
rather than a matrix with multiple columns. In this case, the
vector Z is composed of a subvector of N observations (pre-
and postintervention) for each of the experimental units. For
example, where there are two experimental units or individu-
als, with n1 observations before intervention and n2 observa-
tions after intervention on both Unit 1 and Unit 2, the vector
could be represented as

Z =
[ Z1

—
Z2

]
=




z11

z21

·
Z N1

—
z12

z22

·
Z N2




(23.13)

Table 23.4 presents an example of the patterned general
transformation matrix that could be employed to transform
the serially dependent Zi variables to the serially independent
variables Yi. In this example, there are two experimental
units, each with four observations before intervention and
four observations after intervention. The wi entries represent
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the values of � and � required for any ARIMA (p, d, q)
model. For example, if an ARIMA (1, 0, 0) model was iden-
tified, the values would be w1 = �1 and w2 = w3 = w4 =
w5 = 0. Alternatively, if the general transformation approach
is employed, only the numeric values for w1, w2, w3, w4, and
w5 are estimated with no attempt to identify them as values of
� or �.

This transformation matrix will always take the form of a
partitioned matrix with repeating transformation matrices in
diagonal blocks and null matrices elsewhere. For six units,
this could be represented as

T =




T∗ O O O O O
O T∗ O O O O
O O T∗ O O O
O O O T∗ O O
O O O O T∗ O
O O O O O T∗


 (23.14)

where each T∗ is an N × N lower diagonal transformation ma-
trix (N = n1 + n2) and O is an N × N null matrix. The example
in Table 23.4 presents all the elements for a two-unit example.
The occurrence of the null matrices in all positions except the
diagonal reflects the assumption of independence of the dif-
ferent units.

The use of a properly parameterized design matrix will
permit comparisons between different units. Table 23.5 pre-
sents an illustrative example. Design Matrix A includes four
parameters that reflect level and change in level for both units
and the difference between the two units on preintervention
and postintervention change in level. If the last parameter
(i.e., the difference between the units on the postintervention

change in level) is not significant, Design Matrix B would be
adopted, reflecting no difference between the two units in in-
tervention effects (change in level). Differences between
units would seem likely to be fairly common for most prob-
lems. However, if no such differences exist, Design Matrix C
would be appropriate. Design Matrix D is appropriate if no
intervention effects or differences between units exist.

The procedure can be generalized to any number of units
and any choice of design matrix. Implicit is the assumption
that a common transformation matrix is appropriate for all

TABLE 23.4 Example of General Transformation Matrix (T) for Cross-Sectional Analysis 

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
W1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
W2 W1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
W3 W2 W1 1 0 0 0 0 0 0 0 0 0 0 0 0
W4 W3 W2 W1 1 0 0 0 0 0 0 0 0 0 0 0
W5 W4 W3 W2 W1 1 0 0 0 0 0 0 0 0 0 0
0 W5 W4 W3 W2 W1 1 0 0 0 0 0 0 0 0 0
0 0 W5 W4 W3 W2 W1 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 W1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 W2 W1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 W3 W2 W1 1 0 0 0 0
0 0 0 0 0 0 0 0 W4 W3 W2 W1 1 0 0 0
0 0 0 0 0 0 0 0 W5 W4 W3 W2 W1 1 0 0
0 0 0 0 0 0 0 0 0 W5 W4 W3 W2 W1 1 0
0 0 0 0 0 0 0 0 0 0 W5 W4 W3 W2 W1 1

Note. k = 2; n11 = n12 = n21 = n22 = 4.

TABLE 23.5 Example of Design Matrix (X) for Cross-Sectional
Problem With Level and Change in Level Analysis

B. No Difference C. No Difference D. No
A. Full in Intervention in Individual Intervention
Model Effects Effects Effects

1 0 0 0 1 0 0 1 0 1
1 0 0 0 1 0 0 1 0 1
1 0 0 0 1 0 0 1 0 1
1 0 0 0 1 0 0 1 0 1

1 1 0 0 1 1 0 1 1 1
1 1 0 0 1 1 0 1 1 1
1 1 0 0 1 1 0 1 1 1
1 1 0 0 1 1 0 1 1 1

1 0 1 0 1 0 1 1 0 1
1 0 1 0 1 0 1 1 0 1
1 0 1 0 1 0 1 1 0 1
1 0 1 0 1 0 1 1 0 1

1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1
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units. This assumption seems reasonable if the nature of the
series is viewed as determined by an underlying process spe-
cific to the construct under investigation. As with any of the
analytic approaches, diagnostic indicators such as the Ljung
and Box test (1978) may be used to test the fit of the model
(see Dielman (1989) for a more extensive discussion of
testing model assumptions). The basic form of the design ma-
trix should be based on the analyses of the individual units, a
priori knowledge when available, or both.

The approach described here has a number of advantages.
First, it represents a direct extension of the general transfor-
mation approach developed by Velicer and McDonald
(1984). This approach avoids the problematic model identifi-
cation step and has received a favorable evaluation in several
simulation studies (Harrop & Velicer, 1985, 1990b).

Second, the approach described here can also be adapted
to two of the alternative methods of analysis. For the Glass
et al. (1975) approach, a specific transformation matrix cor-
responding to a particular ARIMA (p, d, q) model would
replace the general transformation matrix. Following the
Simonton (1977) approach, the ARIMA (1, 0, 0) transforma-
tion matrix would be used for all cases instead of the general
transformation approach.

Third, the approach is a simple direct extension of existing
procedures. It can be implemented by a slight modification of
existing computer programs. The problems of adaptation will
involve problems of size and speed created by the use of long
vectors and resulting large matrices instead of a more com-
plex analysis.

Meta-Analysis

An alternative procedure to combining data from several in-
dividuals or units is meta-analysis. Procedures for perform-
ing a meta-analysis have been well developed for traditional
experimental designs (Glass, McGaw, & Smith, 1981;
Hedges & Olkin, 1985; Hunter & Schmidt, 1990; Tobler,
1994). However, meta-analysis procedures have not been
widely applied to single-subject designs. Busk and Serlin
(1992) present a discussion of the problems of applying
meta-analysis to this area. Two problems are (a) primary re-
search reports have often relied on visual analysis (Parsonson
& Baer, 1992) rather than time series analysis, resulting in a
lack of basic statistical information in the published research
reports (O’Rourke & Detsky, 1989); and (b) alternative defi-
nitions of effect size must be developed that are appropriate
for time series data. Allison and Gorman (1992) and Busk
and Serlin (1992) review some alternative effect size calcula-
tions appropriate for time series designs.

MULTIVARIATE TIME SERIES ANALYSIS

Cross-Lagged Correlations

Time series analysis on a single dependent measure involves
many of the procedures common to multivariate statistics be-
cause two vectors of unknowns must be estimated simultane-
ously: the vector of parameters and the vector of coefficients
that represent the dependency in the data. However, when as-
sessing a single unit or subject on multiple occasions, two or
more variables can be observed on each occasion. The term
multivariate time series is used here to denote the observation
of more than one variable at each point in time. The variables
may be viewed conceptually as including both dependent and
independent variables or just dependent variables. If some of
the observed variables are appropriately viewed as indepen-
dent variables, the appropriate analysis is the time series
equivalent of an analysis of covariance. If the variables can
be viewed as a set of dependent variables—that is to say, mul-
tiple indicators of one or more constructs that form the out-
come space of interest—the appropriate analysis would be
the time series equivalent of a multivariate analysis, some-
times described as a dynamic factor analysis. The next two
sections discuss these two approaches in detail.

One of the unique aspects of any time series analysis
involving multiple variables observed on each occasion in-
volves the extension of the correlation coefficient. The cross-
lagged correlation coefficient for lag = 0 is calculated the
same way as the pairwise correlation coefficient, using the
number of observations over time in place of the number of
subjects as the basis. The term lag refers to the time relation-
ship between the two variables. Lag zero means that the
observation at time t on Zi is matched with the observation at
time t on Zj . However, the appropriate relationship between
the variables may involve one variable at time t and the other
variable at time t − 1; that is, there may be a delay between a
change in one variable and the associated change in the other
variable. If Zi lags Zj , the maximum correlation would occur
between Zi at time t + 1 and Zj at time t. Alternatively, Zi

could lead Zj, producing the maximum correlation between
Zi at time t − 1 and Zj at time t.

A critical decision for any multivariate time series analysis
is determining the appropriate lag between the set of observed
variables. There are generally three alternative methods.
First, the lag could be determined on the basis of theory. In
some areas, well-established theoretical models exist like the
supply and demand models in economics. Second, the lag
could be determined on the basis of previous empirical find-
ings. If a set of variables has been extensively investigated,
the accumulated empirical evidence could serve as a guide to
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the appropriate order of the lag. Third, the appropriate lag
could be estimated as part of the model estimation procedure.
This would involve calculating the cross-lagged correlations
for a reasonable set of lags—for example, from +5 to −5.
The lag that produces the highest numeric value for the corre-
lation would be assumed to be the appropriate lag.

Covariates

When two variables are observed on each occasion, one of
the variables (Zi) may be conceptualized as the dependent
variable and any additional variables (Xj, Xk, etc.) may be
viewed as covariates. A covariate should be related to the
dependent variable but be unable to be influenced by the in-
tervention. This analysis has been labeled a concomitant
variable time series analysis (Glass et al., 1975) and is a di-
rect analogue of the analysis of covariance. The covariate is
employed to statistically remove some variation from the de-
pendent measure, thus increasing sensitivity. The design ma-
trix and parameter vector are presented in Equation 23.15 for
a N1 = N2 = 4 observation example. The first two parameters
estimate the level and change in level, and the last parameter,
�, estimates the relationship between the covariate and
dependent variable.

Xb =




1 0 X1

1 0 X2

1 0 X3

1 0 X4

1 1 X5

1 1 X6

1 1 X7

1 1 X8




[ L
DL
�

]
(23.15)

Although similar to the analysis of covariance, there are
two problems that are unique to multivariate time series
analysis. First, the investigator must determine the appropri-
ate lag between the covariate(s) and the dependent variables.
This is the same issue as discussed with the cross-lagged cor-
relation above. Second, there may be dependency present in
the covariate. It may be necessary to transform the covariate
before performing the analysis. One application of this pro-
cedure is to control the effects of seasonality in the data
(discussed later in this chapter).

Time Series Analysis Using Structural
Equation Modeling

Time series data can be represented as a special case of
structural equation modeling (SEM). Although the use of
a structural equation modeling program to perform a time
series analysis is not recommended, conceptualizing time

series models in this manner can provide researchers who are
familiar with SEM representations a way to better understand
ARIMA models. This type of representation, initially de-
scribed by van Buuren (1997), also provides a bridge to
dynamic factor analysis described in the next section.

Figure 23.8 presents the representation of five basic
ARIMA models as SEM diagrams. In SEM, unobserved or
latent variables are represented as circles and observed or
manifest variables are represented as squares. The path coef-
ficients on direct or indirect paths between variables indicate
the strength of the relationships. For time series data, the
manifest variables are the dependent variables, Zt. The error
term is the latent variable and can be divided into two parts,
the unique or uncorrelated part, and the dependent or corre-
lated part. For an ARIMA (1, 0, 0) model, the path between Ft

and Zt is fixed at 1.00 and the path between Zt−1 and Zt is es-
timated by �1. This reflects the conceptualization of an au-
toregressive model as involving prediction from the
preceding observation. For an ARIMA (0, 0, 1), the relation-
ship between Zt−1 and Zt is set to 0 and the relationship be-
tween Ft−1 and Zt is estimated by �1. This reflects the
conceptualization of a moving averages model as retaining a
proportion of the previous shock or error term. The other
three panels of Figure 23.8 present the representations for
ARIMA (2, 0, 0), (0, 0, 2), and (1, 0, 1) models.
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Ft�2

Ft�2

Ft�4 Ft�3 Ft�2 Ft�1 FtFt�1

1.0 1.0

1.01.01.0

1.01.0v
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Zt�1

Zt�1

Zt�1

Zt�2

Zt�2 Zt�1 Zt

Zt�2
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Zt

Ft

�2 �2 �2

�2 �2 �2

�2

�2

�1 �1

�1 �1

�2

�1

�1 �1

�1 �1 �1
�1�2

�2

�2 �2 �2 �2

ARIMA (1, 0, 0) ARIMA (2, 0, 0)

ARIMA (0, 0, 1) ARIMA (0, 0, 2)

ARIMA (1, 0, 1)

�2 �21.0 1.0

Figure 23.8 Five different ARIMA models represented as structural equa-
tion models.
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Dynamic Factor Analysis

Another promising and relatively new statistical technique
for the analysis of multivariate time series employs dynamic
factor models. This method involves a merging of the longi-
tudinal data approaches employed in time series analysis
with the use of latent variables or factors to organize a set of
observed variables. This methodology represents a very so-
phisticated extension of P-technique factor analysis (Cattell,
1963, 1988). P-technique factor analysis represents a type of
time series analysis that utilizes common factor analysis
methodology to examine a multivariate data set collected on
a single individual on multiple occasions. However, strong
concerns have been raised about the appropriate use of P-
technique factor analysis. The major concern centers on the
typical dependent nature of data that are gathered on a single
individual on multiple occasions and the consequent viola-
tion of the underlying traditional factor analysis model with
P-technique factor analysis when such data are analyzed
(Wood & Brown, 1994). Empirically, one consequence of
using P-technique methodology with data with positive serial
correlations at the latent variable level would be a bias that
results in substantially lowered estimates of the factor load-
ings compared to the true loading values (Wood & Brown,
1994).

The recently developed dynamic factor analysis
(Hershberger, 1998; Hershberger, Molenaar, & Corneal, 1996;
Molenaar, 1985, 1987; Molenaar, De Gooijer, & Schmitz,
1992) permits serial dependency in the data and includes P-
technique factor analysis as a special case. Dynamic factor
analysis may prove especially useful to behavioral researchers
interested in questions of growth or change over time, and their
underlying processes, because complex serial relationships
among variables can be explored utilizing this methodology.
Practically, it can be difficult to apply this model. Wood and
Brown (1994) provide a detailed description of an implementa-
tion of the dynamic factor model, present an evaluation of this
approach, and provide a set of SAS macros that make this tech-
nique much more accessible to the research community.

One of the limitations to implementing a dynamic factor
analysis in practice is the number of observations required to
provide an adequate sample estimate of the population co-
variance matrices. Nesselroade and Molenaar (1999) propose
pooling short multivariate time series from a group of indi-
viduals and provide an interesting example of this methodol-
ogy using real data. Pooling has the advantage of utilizing
shorter data series that may be more easily gathered and that
are not typically examined using traditional time series
methods. Although promising, the method requires that a
pattern of correlations at the individual level be sufficiently

homogeneous such that the individuals can be treated as rep-
resenting a common model.

Despite improvements in both methodology and the dis-
semination of program modules developed by individual re-
searchers and available as shareware, conducting a dynamic
factor analysis is still a significant, difficult, and somewhat
ambiguous undertaking. Aspects of the analyses are still in
the development stage (Nesselroade & Molenaar, 1999;
Wood & Brown, 1994). Issues to be resolved include deter-
mining the correct number of factors to extract, determining
the correct lags between the variables in the final model, and
statistically testing whether a group of individuals can be
legitimately pooled. However, the use of multiple indicators
measuring one or more latent variables represents a very
promising means of extending the focus of time series analy-
sis from univariate to multivariate outcome spaces.

OTHER ISSUES

Cyclic Data

The presence of cyclic or seasonal data is a potential con-
founding variable in time series data. Daily data gathered on
individuals often have a weekly or monthly cycle. Three al-
ternative procedures have been proposed to deal with cyclic
data.

Deseasonalization

In some content areas, the cyclic nature of the data is well
known. For example, in the economic area, much of the data
is adjusted for seasonal effects before it is reported. These
seasonal adjustments, based on a priori information, remove
cyclic trends from the data prior to any time series analysis.

Statistical Control

An alternative method of adjusting for seasonal effects is to
find some variable that is sensitive to the same seasonal
effects as the dependent measure but cannot be affected by
the intervention in the case of an interrupted series. This vari-
able could then be used as a covariate. The cyclic effects
would be statistically controlled. Some of the problems in
using a covariate are discussed later in this chapter.

Combined Models

A third alternative approach involves the use of combined
models. McCleary and Hay (l980) discuss this approach in
detail. As an example, suppose we have a time series that is
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represented by a lag one moving averages model, that is a
(0, 0, 1) model

Zt − L = At − �1 At−1. (23.16)

Furthermore, assume that a seasonal component of Lag 7 is
present. This could be modeled as

Zt − L = At − �7 At−7. (23.17)

The time series would therefore be described as an
ARIMA (0, 0, 1) (0, 0, 1)7 model or

Zt − L = ( At − �1 At−1)( At − �7 At−7). (23.18)

Unlike the first two approaches, the combined model
approach presents difficulties for the extension of this proce-
dure to either pooled procedures or multivariate time series
approaches and would require longer series.

Missing Data

Missing data are an almost unavoidable problem in time
series analysis and present a number of unique challenges.
Life events will result in missing data even for the most con-
scientious researchers. In the model identification study on
nicotine regulation (Velicer, Redding, et al., 1992) described
previously, missing data were a relatively minor problem.
Four participants had no missing data—that is, all 124 obser-
vations were available. For four other participants, four or
fewer observations were missing. Only two participants
showed significant amounts of missing data (115 and 97
observations available).

Little and Rubin (1987) provide the most thorough theo-
retical and mathematical coverage of handling missing data
in time series analysis. However, the missing data problem
for time series designs has received little attention in the
applied behavioral sciences area. Rankin and Marsh (1985)
assessed the impact of different amounts of missing data for
32 simulated time series, modeled after 16 real-world data
examples. They concluded that with up to 20% missing data
there was little impact on model identification, but the impact
is pronounced when more than 40% is missing. 

In an extensive simulation study, Velicer and Colby (2001)
compared four different techniques of handling missing data
in an ARIMA (1, 0, 0) model: (a) deletion of missing obser-
vations from the analysis, (b) substitution of the mean of the
series, (c) substitution of the mean of the two adjacent obser-
vations, and (d) maximum likelihood estimation (Jones,
1980). Computer-generated time series data of length 100
were generated for 50 different conditions representing five

levels of autocorrelation (� = −.80, −.40, 0.0, .40, or .80),
two levels of slope (slope = 0 or a positive slope of 15°), and
five levels of proportion of missing data (0%, 10%, 20%,
30%, or 40%). Methods were compared with respect to the
accuracy of estimation for four parameters (level, error vari-
ance, degree of autocorrelation, and slope).

The choice of method had a major impact on the analysis.
The maximum likelihood procedure for handling missing data
outperformed all others. Although this result was expected,
the degree of accuracy was very impressive. The method pro-
vided accurate estimates of all four parameters in the ARIMA
(1, 0, 0) model, namely level, error variance, degree of auto-
correlation, and slope. Furthermore, the method provided
accurate parameter estimates across all levels of missing data,
even when 40% of the data had been randomly eliminated.
Imputing the mean of the series is an unacceptable method for
handling missing data. Whenever a slope parameter was in-
troduced into the data, the imputed mean method led to very
inaccurate estimates of all four parameters. Severe overesti-
mates of error variance and level were obtained, which would
result in very inaccurate tests of significance. These results
reflect the fact that this procedure ignores the ordinal position
of the observations. The other two ad hoc methods also pro-
duced inaccurate estimates for some of the parameters. The
mean of adjacent observations produced reasonable estimates
of level and slope. However, the method produced extremely
inaccurate estimates of the dependency parameter. Deletion
was generally accurate for the estimation of level and error
variance but was inaccurate for the longitudinal parameters.
Deletion led to an overestimate of the slope, and was also
inaccurate for moderate and high degrees of negative depen-
dency. The results of this study demonstrated that the maxi-
mum likelihood estimation method for handling missing data
represents a substantial improvement over the available ad
hoc procedures and should be employed in all analyses when
missing data occur.

The Velicer and Colby (2001) study investigated missing
data procedures when all assumptions were met. Colby and
Velicer (2001) extended this approach to cases where one of
three assumptions was violated: (a) the ARIMA model was
not correctly specified; (b) the pattern of missing data was
systematic, rather than random; and (c) the data were not
normally distributed. For the model misspecification study,
three alternative models were fitted to all data sets: the correct
model, an ARIMA (1, 0, 0) model, and an ARIMA (5, 0, 0)
model. For the systematically missing data study, three
conditions were investigated: missing at random, systemati-
cally missing with an odd-even pattern, and systematically
missing with a block of sequential data pattern. For the non-
normality study, two distributions were considered: normal
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and lognormal. The maximum likelihood method with the
ARIMA (5, 0, 0) model specified produced very accurate re-
sults across all conditions. It was generally as good or better
than the correct model identification. The maximum likeli-
hood with the ARIMA (1, 0, 0) model generally produced a
very good approximation. Violations of the distribution as-
sumptions had no effect.

Computational Issues

Analysis of time series data requires the use of a computer
program. Fortunately, a large number of programs have be-
come available in the last two decades. Harrop and Velicer
(1990a, 1990b) evaluated five programs: BMDP (Dixon,
1985), GENTS (Velicer, Fraser, McDonald, & Harrop, 1986),
ITSE (Williams & Gottman, 1982), SAS (SAS Institute,
1984), and TSX (Bower & Glass, 1974; Glass, Bower, &
Padia, 1974). Simulated data from 44 different ARIMA mod-
els were employed to assess the accuracy of the programs
(Harrop & Velicer, 1990b). Three programs produced gener-
ally satisfactory results (TSX, GENTS, and SAS). One was
inaccurate across a wide range of models (ITSE), and one
was occasionally inaccurate and occasionally failed to com-
plete the analysis (BMDP). The original ITSE contained in-
correct formulas and an amended version of this program,
ITSACORR, is available (Crosbie, 1993). The overall evalu-
ation of the computation features and quality of documenta-
tion was not very favorable (Harrop & Velicer, 1990a). Some
of the programs evaluated in the Harrop and Velicer (1990a,
1990b) studies have been substantially modified since inclu-
sion in the study and time series analysis has since been
added to widely used statistical packages, such as SPSS
Trends (SPSS, Inc., 1988) and SYSTAT (Wilkinson, 1986).
SAS remains one of the best programs, with extensive sup-
porting features. However, a new comparative evaluation of
time series programs is needed because the Harrop and
Velicer studies are dated.

Measurement Issues

One of the impediments to the widespread use of time series
in the behavioral sciences has been the problem associated
with obtaining appropriate quantitative measures on a large
number of occasions. Measures previously employed for
time series analysis include physiological and behavioral
measures such as blood pressure, the number of cigarettes
smoked per day, and the number of standard drinks per day.
Many of the measures that have been employed in cross-
sectional research studies are simply not appropriate for time
series designs. Assessment batteries were often lengthy and

could not be repeated regularly at short intervals. Assess-
ments have also typically required contact between the re-
searcher and the subject, placing a further burden on the
research and limited the number of assessments. Self-report
measures, repeated in close proximity, may elicit recall of the
subject’s previous response rather than an accurate assess-
ment of current status. However, advances in information
systems technology are overcoming some of these barriers.
This section reviews some of the sources of data appropriate
for time series designs and some of the advances in technol-
ogy that will improve access to this type of data.

Available Data

Some types of data appropriate for time series analysis are
gathered regularly by public or private agencies. For exam-
ple, information on stock market values, number of deaths
due to cancer, and incidents of violations of laws are gener-
ally available and can be employed to assess the effectiveness
of policy decisions. One of the more unusual examples of
this approach is Simonton’s (1998a) application of time
series analysis to a well-studied problem, the recurrent at-
tacks of mental and physical illness experienced by King
George III of Great Britain. Although this problem has long
been of interest to historians and psychiatrists, the approach
employed in this paper is unique and represents an innovative
new approach, which was labeled the historiometric method.
Simonton (1998a) proposes the reasonable hypothesis that
changes in stress level precipitated dietary changes such as
increased alcoholic consumption that in turn activated
changes in liver function that activated porphyria hepatica.
Using coded historic records, the study describes the pattern
of changes over time, proposes a causal mechanism that
explains the 9-month lag, and is consistent with the known
facts. (See Simonton, 1998b, Velicer & Plummer, 1998, and
Read & Nasby, 1998 for related commentary.)

Daily Diary Methods

Self-monitoring a target behavior by recording in a daily
diary is a commonly employed method of data collection.
Participants use a diary or calendar to record the extent to
which they engage in a target behavior for specific intervals
of time. Exact dates and amounts (i.e., for drinking behavior)
will be more accurate using daily recording than those ob-
tained by retrospective assessment. However, noncompliance
with daily diary methods is often a significant problem. Re-
searchers have attempted to overcome the lack of compliance
by combining the use of diaries with frequent appointments
at the laboratory to turn in data (e.g., every 12 hours; every
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day) but the utility of this approach is likely to be limited to
special populations (e.g., college students). For most popula-
tions, transportation and time constraints are likely to result
in lack of compliance. Daily telephone calls to participants
(or call-ins by participants) can help verify compliance with
minimal additional burden on participants.

Technologically Assisted Measurement

In order to assess individuals’ naturalistic behavior over ex-
tended periods of time, yet still retain more experimental con-
trol than daily diaries permits, researchers have employed
small computers that participants can carry with them. One of
the more extensively developed examples is ecological
momentary assessment (EMA) developed by Shiffman and
colleagues (Shiffman, 1998; Shiffman et al., 1997; Shiffman,
Paty, Gnys, Kassel, & Hickcox, 1996; Stone & Shiffman,
1994). In the experience sampling paradigm, participants are
supplied with a handheld computer that beeps them at random
intervals, prompting them to complete an assessment at that
time. In addition, participants may be instructed to initiate an
assessment on the computer in response to the occurrence of
some event (e.g., smoking a cigarette). This paradigm is a
high-tech version of self-monitoring; participants enter their
data into the computer’s interactive framework rather than
writing in a diary or log.

Data from EMA would generally be appropriate for time
series analysis. One caution, however, is that EMA can pre-
sent problems for time series analysis, depending on the ex-
tent to which the prompting beeps are nonrandomly spaced.
A potential solution is to treat the intervals in which no
assessment occurred as missing at random and use a missing
data procedure. With advances in information systems tech-
nology, variations on the EMA approach are being developed
that rely on two-way pagers and digital cell phones.

Telemetrics

One of the limitations of physiological monitors has been the
restriction of the subject to the confines in the laboratory.
Data produced under such settings has limited generalizabil-
ity to the natural environment. Recent advances in telemet-
rics have the potential to overcome these limitations.
Computers and monitoring devices can now be miniaturized
and can continually transmit information to a central source.
An example of this approach is provided by the use of so-
called wearable computers for such purposes as assessing
emotional intelligence (Healy & Picard, 1998; Picard, 1997;
Picard & Healey, 1997). Some of the wearable computers that
have been developed include sensors and transmitters that
are incorporated into articles of clothing—for example, an

earring that can assess blood volume pressure; rings,
bracelets, and shoes than can monitor galvanic skin re-
sponses; a jacket that can monitor the gestural signals of a
conductor; glasses that can record a graphical display of the
wearer’s facial expressions; and miniaturized cameras and
microphones embedded in clothing that can record what a
person is seeing and hearing. The combination of such
devices can also facilitate the collection of data to study the
relationship of physiological responses to environmental
cues within the detailed context of the individual’s personal
and objective environment. This is a rapidly evolving area,
with the first IEEE International Symposium on Wearable
Computers being held in 1997. These devices produce time
series data appropriate for analysis and are likely to be a pri-
mary area of application for multivariate time series proce-
dures as the emotional and physiological responses are
related to the environmental stimulus and context.

Time as a Critical Variable

One of the critical but often overlooked aspects of longitudi-
nal designs is the importance of the choice of the units of the
time variable. Time series analysis assumes that the observa-
tions are taken in equally spaced intervals. This is a critical
assumption. Unfortunately, there is very little information
available in the behavioral sciences to guide the choice of in-
terval size. Sometimes the interval is predetermined, such as
when existing data were employed. Other times the choice of
interval is determined by the convenience of the experi-
menter or the subject. As less obtrusive methods of data col-
lection become available, the choice of interval will be able
to better reflect the needs of the research question.

The interval employed could strongly influence the accu-
racy of the conclusions that can be drawn. For example, in
Figure 23.1, the choice of two 8-hour intervals (parts of the
day when the subject was awake) strongly influenced the
results. A negative autocorrelation of −.70 would become a
positive autocorrelation of .49 if the observations had oc-
curred once a day and .24 if assessed every 48 hours. In gen-
eral, longer intervals can be expected to produce lower levels
of dependency in the data. Perhaps this explains the basis for
Huitema’s (1985) problematic observation that autocorrela-
tions should be expected to be zero. (Time series should still
be employed if the dependency is near zero.) However, if a
cyclic component is present in the data of 30 days and data
gathering occurred several times a day for 28 days, the cyclic
component would be missed.

If the focus is on the functional relationship between two
variables, the time interval can also be critical. If a change in
x produces a change in y with a 48-hour lag, observation
taken at weekly intervals might erroneously conclude that the
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variables are not related and observations taken at 24-hour
daily intervals would detect the relationship. The longer in-
terval might detect that some relationship exists between the
two variables if accumulated across subjects, but would not
be able to determine the direction of relationship. Until we
have adequate theoretical models and accumulate empirical
finding for the variables of interest, shorter intervals will be
preferable to longer intervals because it is always possible to
collapse multiple observations. It is also important that any
statements about the presence or degree of a relation between
variables based on autocorrelations and cross-lagged correla-
tions always reference the interval employed in the study.

SUMMARY AND CONCLUSIONS

Time series analysis has a tremendous potential in the behav-
ioral sciences. Longitudinal data analysis methods have the
potential to address research questions that could not be ad-
dressed, or only addressed indirectly, by cross-sectional
methods. Time series analysis is one of the large number of
computational procedures that have been developed specifi-
cally for the analysis of longitudinal data during the last 30
years. In fact, time series analysis can be viewed as the
prototypical longitudinal method. All these recently devel-
oped procedures share the common characteristic of requir-
ing a high-speed computer to perform the analysis. For time
series analysis, advances in computer technology are also
producing more sources of data for which the method is ap-
propriate. The combination of computational advances and
new sources of data has increased the range of potential ap-
plications. Two of the early drawbacks to time series analy-
sis, the large sample size required for model identifications
and problems with generalizability have been largely over-
come in the last decade. There are clearly areas in which
more work is still needed, such as pooled time series analysis
and multivariate time series analysis. Time series analysis
should now be viewed as representing one of a number of po-
tential methods of data analysis available to all researchers,
rather than as a novel and difficult procedure. We are now
reaching the point in the behavioral sciences at which the
data analysis method will be matched to the research problem
rather than the research problems being determined by the
available methods of data analysis.
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Structural equation modeling (SEM) is a collection of statis-
tical techniques that allow a set of relationships between one
or more independent variables (IVs), either continuous or dis-
crete, and one or more dependent variables (DVs), either con-
tinuous or discrete, to be examined. Both IVs and DVs can be
either measured variables (directly observed) or latent vari-
ables (unobserved, not directly observed). Structural equation
modeling is also referred to as causal modeling, causal analy-
sis, simultaneous equation modeling, analysis of covariance
structures, path analysis, or confirmatory factor analysis. The
latter two are actually special types of SEM.

At the most basic level, SEM allows questions to be an-
swered that involve multiple regression analyses. At the sim-
plest level, a researcher posits a relationship between a single
measured variable (perhaps acceptance of risky behavior) and
other measured variables (perhaps gender, academic achieve-
ment, and weak institutional bonds). This simple model is just

a multiple regression model presented in diagram form in Fig-
ure 24.1. All four of the measured variables appear in boxes
connected by lines with arrows indicating that gender, acade-
mic achievement, and weak institutional bonds (the IVs) pre-
dict acceptance of risky behaviors (the DV). Lines with
arrows at each end indicate a covariance among the IVs. The
presence of a residual indicates imperfect prediction.

A more complicated model of acceptance of risky behav-
ior appears in Figure 24.2. In this model, Acceptance of
Risky Behavior is a latent variable (a factor) that is not di-
rectly measured but rather assessed indirectly, using two
measured variables: degree of endorsement with “It is OK to
drink” and “It is OK to smoke.” Acceptance of Risky Behav-
ior is, in turn, predicted by gender and by Weak Institutional
Bonds, a second factor that is assessed through two measured
variables: bonds to family and bonds to teachers. For clarity
in the text, initial capitals are used for names of factors and
lowercase letters for names of measured variables.

Figures 24.1 and 24.2 are examples of path diagrams. These
diagrams are fundamental to SEM because they allow the re-
searcher to diagram the hypothesized set of relationships—the
model. The diagrams are helpful in clarifying a researcher’s

The authors sincerely thank Wayne Velicer and four anonymous
reviewers for helpful comments on an earlier draft. This chapter was
supported in part by NIDA grant DA 01070-28.
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Figure 24.1 Path diagram of a multiple regression model.

ideas about the relationships among variables, and they can be
directly translated into the equations needed for the analysis.

Path Diagrams and Terminology

Several conventions are used in developing SEM diagrams.
Measured variables, also called observed variables, indica-
tors, or manifest variables, are represented by squares or
rectangles. In the figure, they have verbal labels as well as
V designations. Factors have two or more indicators and are
also called latent variables, constructs, or unobserved vari-
ables. Factors are represented by circles or ovals in path
diagrams and are shown with verbal labels as well as F
designations. Relationships between variables are indicated
by lines; lack of a line connecting variables implies that no
direct relationship has been hypothesized. Lines have either
one or two arrows. A line with one arrow represents a hy-

pothesized direct relationship between two variables. The
variable with the arrow pointing to it is the DV. A line with an
arrow at both ends indicates a covariance between the two
variables with no implied direction of effect.

In the model of Figure 24.2, Acceptance of Risky Behav-
ior is a latent variable (factor) that is predicted by gender (a
measured variable) and Weak Institutional Bonds (a factor).
Notice the line with the arrow at both ends connecting Weak
Institutional Bonds and gender. This line with an arrow at
both ends implies that there is a relationship between the
variables but makes no prediction regarding the direction of
the effect. Also notice the direction of the arrows connecting
the Acceptance of Risky Behavior construct (factor) to its
indicators: The construct predicts the measured variables.
The implication is that the underlying construct, Acceptance
of Risky Behavior, drives the degree of agreement with the
statements “It is OK to drink” and “It is OK to smoke.” It is

Figure 24.2 Example of a structural equation model of Acceptance of Risky Behavior.
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impossible to measure this construct directly, so we do the
next best thing and measure indicators of Acceptance of
Risky Behavior. We hope that we are able to tap into adoles-
cents’ Acceptance of Risky Behavior by measuring several
observable indicators. In this example we use just two
indicators.

In Figure 24.2, bonds to family, bonds to teachers, degree
of endorsement of smoking and drinking, and the latent vari-
able, Acceptance of Risky Behaviors, all have one-way ar-
rows pointing to them. These variables are dependent
variables in the model. Gender and Weak Institutional Bonds
are IVs in the model; as such they have no one-way arrows
pointing to them. Notice that all the DVs, both observed and
unobserved, have arrows labeled E or D pointing toward
them. Es (errors) point to measured variables; Ds (distur-
bances) point to latent variables (factors). As in multiple
regression, nothing is predicted perfectly; there is always a
residual or error. In SEM the residual not predicted by the
IV(s) is included in the diagram with these paths. 

The part of the model that relates the measured variables
to the factors is sometimes called the measurement model. In
this example, the two constructs (factors), Weak Institutional
Bonds and Acceptance of Risky Behavior, and the indicators
of these constructs (factors) form the measurement model.
The hypothesized relationships among the constructs—in
this example, the one path between Weak Institutional Bonds
and Acceptance of Risky Behavior—is called the structural
model. Predictive relationships are examined in SEM. For
example, in this model we are interested in whether each
latent variable (Acceptance of Risky Behavior and Weak
Institutional Bonds) predicts the measured variables associ-
ated with it. Additionally, it is hypothesized that the latent
variable, Acceptance of Risky Behavior, is predicted by
Weak Institutional Bonds. Note that both models presented
so far include hypotheses about relationships among vari-
ables (covariances) but not about means or mean differences.
Mean differences associated with group membership can also
be tested within the SEM framework but are not demon-
strated in this chapter.

Advantages of Structural Equation Modeling

There are a number of advantages to the use of SEM. When
relationships among factors are examined, the relationships
are free of measurement error because the error has been es-
timated and removed, leaving only common variance. Relia-
bility of measurement can be accounted for explicitly within
the analysis by estimating and removing the measurement
error. Additionally, as was seen in Figure 24.2, complex

relationships can be examined. When the phenomena of in-
terest are complex and multidimensional, SEM is the only
analysis that allows complete and simultaneous tests of all
the relationships. In the social sciences we often pose hy-
potheses at the level of the construct. With other statistical
methods these construct-level hypotheses are tested at the
level of a measured variable (an observed variable with mea-
surement error). Mismatching the level of hypothesis and
level of analysis—although problematic, and often over-
looked—may lead to faulty conclusions. A distinct advantage
of SEM is the ability to test construct-level hypotheses at the
appropriate level.

Another critical advantage of SEM over the basic general
linear model or simple regression is that variables that are
dependent variables also can play the role of predictor vari-
ables in the model as a whole. So, in Figure 24.2 Acceptance
of Risky Behavior is a dependent variable with respect to
Weak Institutional Bonds and gender. Yet it is also a predic-
tor of “It is OK to drink” and “It is OK to smoke.” This fea-
ture uniquely allows SEM to model mediation effects. Here,
Acceptance of Risky Behavior is a mediator of the effect of
Weak Institutional Bonds and gender on degree of endorse-
ment with “It is OK to smoke” and “It is OK to drink.”

THREE GENERAL TYPES OF RESEARCH
QUESTIONS THAT CAN BE ADDRESSED WITH
STRUCTURAL EQUATION MODELING

Adequacy of Model

The fundamental question that is addressed through the use
of SEM techniques involves a comparison between a data
set, an empirical covariance matrix, and an estimated popu-
lation covariance matrix that is produced as a function of the
model parameter estimates. The major question asked by
SEM is, Is the covariance matrix that is estimated from the
model equal to the true population covariance matrix? Of
course, we do not have the true population covariance
matrix, so in practice the question is modified to, Does the
model produce an estimated population covariance matrix
that is consistent with the sample (observed) covariance
matrix? If the model is good the parameter estimates will
produce an estimated matrix that is close to the sample co-
variance matrix. In turn, the sample covariance matrix is as-
sumed to be representative of the population covariance
matrix, so it can be assumed that the model describes the
population. “Consistent” is evaluated primarily with the chi-
square test statistic and fit indices.
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Another question addressed regards adequacy of the fac-
tor structure. It is possible to estimate a model, with a factor
structure, at one time point and then test whether the factor
structure remains the same across time points. For example,
we could assess the strength of the indicators of children’s
Acceptance of Risky Behaviors (endorsement of smoking
and drinking) and Weak Institutional Bonds (bonds to family
and bonds to teachers) when children are 12 and then assess
the same factor structure when the children are 14, 16, and
18. Using this longitudinal approach we could assess whether
the factor structure, the construct itself, remains the same
across this time period or whether the relative weights of the
indicators change as children develop.

In addition to examining the factor structure longitudi-
nally, it is also possible to examine the rate of individual
change in a construct over time. Using latent growth curve
modeling we can test the hypothesis that children’s degree of
Acceptance of Risky Behavior changes at different rates. We
can also test hypotheses about the shape of change; that is, is
the change over time linear or quadratic? Other questions that
might be addressed with this approach could be, Do children
have the same rate of change in Acceptance of Risky Behav-
ior? or Are children’s initial starting levels of Acceptance of
Risky Behavior associated with their rate of change in the
construct?

Significance of Parameter Estimates

Model estimates for path coefficients and their standard
errors are generated under the implicit assumption that the
model fit is very good. If the model fit is very close, then the
estimates and standard errors may be taken seriously, and in-
dividual significance tests on parameters (path coefficients,
variances, and covariances) may be performed. Using the ex-
ample illustrated in Figure 24.2 we could test the hypothesis
that Weak Institutional Bonds predicts Acceptance of Risky
Behavior. This would be a test of the path coefficient between
the two latent variables, Acceptance of Risky Behavior and
Weak Institutional Bonds (the null hypothesis for this test
would be H0: � = 0, where � is the symbol for the path co-
efficient between an IV and a DV). This parameter estimate is
then evaluated with a z test (the parameter estimate divided
by the estimated standard error).

Comparison of Nested Models

In addition to evaluating the overall model fit and specific
parameter estimates, it is also possible to compare nested

models to one another statistically. Nested models are models
that are subsets of one another. Each model might represent a
different theory. These nested models are statistically com-
pared, thus providing a strong test for competing theories
(models). From the example in Figure 24.2, we could pose a
nested model that could be compared to the fuller model that
is illustrated. A possible nested model could remove the path
from Weak Institutional Bonds to Acceptance of Risky
Behavior. This nested model would hypothesize that gender
is the only predictor of Acceptance of Risky Behavior. To test
this hypothesis, the chi-square from the fuller model depicted
in Figure 24.2 would be subtracted from the chi-square for
the nested model that removed the path from Weak Institu-
tional Bonds to Acceptance of Risky Behavior. The corre-
sponding degrees of freedom for these two models would
also be subtracted. The difference in chi-squares, based on
the difference in degrees of freedom, would be evaluated for
significance using a chi-square table of significance. If the
difference is significant, the fuller model that includes the
removed path is needed to explain the data. If the difference
were not significant, the nested model, which is more parsi-
monious than the fuller model, would be accepted as the
preferred model. This would imply that Weak Institutional
Bonds is not needed when predicting Acceptance of Risky
Behavior.

A FOUR-STAGE GENERAL PROCESS 
OF MODELING

The process of modeling could be thought of as a four-stage
process: model specification, model estimation, model evalu-
ation, and model modification. In this section each of these
stages will be discussed and illustrated with an example based
on data collected as part of an ongoing Drug Abuse Resis-
tance Education (D.A.R.E.) evaluation (see Dukes, Ullman,
& Stein 1995, for a full description of the study). This exam-
ple uses data from students’ responses immediately following
completion of the D.A.R.E. program (see Dukes, Ullman, &
Stein, 1995).

Model Specification/Hypotheses

The first step in the process of estimating an SEM model is
model specification. This stage consists of (a) stating the
hypotheses to be tested in both diagram and equation form,
(b) statistically identifying the model, and (c) evaluating the
statistical assumptions that underlie the model. This section
contains discussion of each of these components using the
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Acceptance of Risky Behavior model (Figure 24.2) as an ex-
ample. The section concludes with discussion and illustration
of the computer process of model specification using the EQS
SEM software program.

Model Hypotheses and Diagrams

In this phase of the process, the model is specified; that is, the
specific set of hypotheses to be tested is given. This is done
most frequently through a diagram. The Acceptance of Risky
Behavior diagram given in Figure 24.2 is an example of
hypothesis specification. This example has five measured
variables: (a) FAMILY_S, the average of three responses to
statements about bonds to family, (b) TEACH_SC, the aver-
age of three responses to statements that query bonds to
teachers, (c) OKDRINK2, a Likert scale measure (1–5) of
degree of endorsement of the statement “It is OK to drink,”
(d) OKSMOKE2, a Likert scale (1–5) measure of degree
of agreement with the statement “It is OK to smoke,” and
(e) gender (boys = 1, girls = 2).

The example of Figure 24.2 contains some asterisks and
a 1. The asterisks indicate parameters (variances and covari-
ances of IVs and regression coefficients) to be estimated. The
variances of IVs are parameters of the model and are esti-
mated or fixed to a particular value. The number 1 indicates
that a parameter, either a path coefficient or a variance,
has been set (fixed) to the value of 1. (The rationale behind
“fixing” paths is discussed later in the section about
identification.)

Our example contains two hypothesized latent variables
(factors): Weak Institutional Bonds (WK_BONDS), and
Acceptance of Risky Behavior (ACCEPT_RISK). The Weak
Institutional Bonds (WK_BONDS) factor is hypothesized to
have two indicators, bonds to family (FAMILY_S) and bonds
to teachers (TEACH_SC). Weaker Institutional Bonds pre-
dicts weaker bonds to both family and teachers. Note that the
direction of the prediction matches the direction of the ar-
rows. The Acceptance of Risky Behavior (ACCEPT_RISK)
factor also has two indicators; degree of endorsement to two
statements, “It is OK to drink” (OKDRINK2) and “It is OK
to smoke” (OKSMOKE2). Greater Acceptance of Risky
Behavior predicts higher scores on both the alcohol- and
tobacco-use statements. This model also hypothesizes that
both Weak Institutional Bonds and gender are predictive of
Acceptance of Risky Behavior. Also notice the line with the
doubled-headed arrow that directly connects Weak Institu-
tional Bonds and gender. This path indicates a hypothesized
covariance between these variables. Note that this is a
covariance and that it does not imply directionality.

Bentler-Weeks Model Specification

The relationships in the diagram are directly translated into
equations, and the model is then estimated. The analysis pro-
ceeds by specifying a model as in the diagram and then trans-
lating the model into a series of equations or matrices. One
method of model specification is the Bentler-Weeks method
(Bentler & Weeks, 1980). In this method every variable in the
model, latent or measured, is either an IV or a DV. The para-
meters to be estimated are the (a) regression coefficients and
(b) variances and covariances of the independent variables in
the model (Bentler, 2001). In Figure 24.2 the regression
coefficients, variances, and covariances to be estimated are
indicated with an asterisk.

In the example, ACCEPT_RISK, OKSMOKE2,
OKDRINK2, FAMILY_S, and TEACH_SC are all DVs
because they all have at least one line with a single-headed
arrow pointing to them. Notice that ACCEPT_RISK is a
latent variable and also a DV. Whether a variable is observed
makes no difference as to its status as a DV or IV. Although
ACCEPT_RISK is a factor, it is also a DV because it has
arrows from both WK_BONDS and gender. The seven IVs in
this example are gender, WK_BONDS, D2, E1, E2, E4, E5.

Residual variables (errors) of measured variables are la-
beled E and errors of latent variables (called disturbances)
are labeled D. It may seem odd that a residual variable is
considered an IV, but remember the familiar regression
equation:

Y = X� + e, (24.1)

where Y is the DV and X and e are both IVs.
In fact, the Bentler-Weeks model is a regression model,

expressed in matrix algebra:

� = B� + ��, (24.2)

where, if q is the number of DVs and r is the number of IVs,
then � (eta) is a q × 1 vector of DVs, B (beta) is a q × q ma-
trix of regression coefficients between DVs, � (gamma) is a
q × r matrix of regression coefficients between DVs and
IVs, and � (xi) is a r × 1 vector of IVs.

In the Bentler-Weeks model only independent variables
have variances and covariances as parameters of the model.
These variances and covariances are in � (phi), an r × r ma-
trix. Therefore, the parameter matrices of the model are B, �,

and �. Unknown parameters in these matrices need to be
estimated. The vectors of dependent variables, �, and inde-
pendent variables, �, are not estimated.
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Notice that � is on both sides of the equation. This is
because DVs can predict one another in SEM. The diagram
and matrix equations are identical. Notice that the asterisks in
Figure 24.2 correspond directly to the asterisks in the matrices
and that these matrix equations correspond directly to simple
regression equations. In the matrix equations the number 1 in-
dicates that we have “fixed” the parameter, either a variance
or a path coefficient to the specific value of 1. Parameters are
generally fixed for identification purposes. Parameters can
be fixed to any number; most often, however, parameters are
fixed to 1 or 0. The parameters that are fixed to zero are also
included in the path diagram but are easily overlooked
because the zero parameters are represented by the absence of
a line in the diagram.

As stated earlier, what makes this model different from or-
dinary regression is the possibility of having latent variables
as DVs and predictors, as well as the possibility of DVs pre-
dicting other DVs. The latter occurs with nonzero elements in
B. When all elements in B are zero, no DVs are predicted by
other DVs, and the only coefficients needed are in �; these
give weights for the IVs in predicting the DVs. In such a case
the model is a set of regression equations, albeit possibly with
latent variables. But when B has nonzero elements, certain
DVs are predicted by other DVs, and the model is no longer
just regression-like. In the example, there are two nonzero
elements in B (a fixed 1 and a free parameter, *), so this is not
just a regression model. In more complex models (so-called
nonrecursive models), free parameters exist in some symmet-
ric elements of B, such as the 1,2 and the 2,1 elements (which
here would indicate that V1 predicts V2 while V2 also
predicts V1).

Carefully compare the diagram in Figure 24.2 with this
matrix equation. The 5 × 1 vector of values to the left of the
equal sign, the eta (�) vector, is a vector of DVs listed in the
following order, OKDRINK2 (V1), OKSMOKE2 (V2),
TEACH_SC (V4), FAMILY_S (V5), and ACCEPT_RISK
(F2). The beta matrix (B) is a 5 × 5 matrix of regression
coefficients among the DVs.

DVs that are associated with the rows of this matrix are in the
same order as earlier. The seven IVs that identify the columns
are, in the order indicated, GENDER (V3); WK_BONDS
(F1); the four E(errors) for V1, V2, V4, and V5; and the D(dis-
turbance) of F2. The 7 × 1 vector of IVs is in the same order.

The matrix equation summarizes compactly all the equa-
tions in the model. Each row of the matrix equation gives one
regression-like equation; with five rows there are five equa-
tions. To illustrate, the third row gives

V4 = 0V1 + 0V2 + 0V4 + 0V5 + 1F2 + 0V3
+ 0F1 + 0E1 + 0E2 + 1E4 + 0E5 + 0D2,

where the numbers in front of the variable names are coeffi-
cients taken from the row of B and � in turn and the variables
are the dependent and then the independent variables in the
sequence we have listed them. Therefore this equation sim-
plifies to V4 = 1F2 + 1E4, where 1 is a fixed path from F2 to
V4, and E4 to V4, in the model. (Later, Table 24.2 shows this
equation as one of the five equations in the EQS model file
setup.) The 7 × 7 symmetric phi matrix contains the vari-
ances and covariances that are to be estimated for the IVs,

� =

V3 or � 1

F1 or � 2

E1 or � 3

E2 or � 4

E4 or � 5

E5 or � 6

D2 or � 7




∗ 0 0 0 0 0 0
∗ 1 0 0 0 0 0
0 0 ∗ 0 0 0 0
0 0 0 ∗ 0 0 0
0 0 0 0 ∗ 0 0
0 0 0 0 0 ∗ 0
0 0 0 0 0 0 ∗




.

These equations form the basis of an EQS (a popular SEM
computer package) syntax file used to estimate the model. The
syntax for this model is presented in Table 24.1. As seen in the
table, the model is specified in EQS using a series of regres-
sion equations. In the /EQUATIONS section, as in ordinary
regression, the DV appears on the left side of the equation,
and its predictors are on the right-hand side. But unlike
regression, the predictors may be IVs or other DVs. Measured
variables are referred to by the letter V and the number corre-
sponding to the variable given in the /LABELS section.

The diagram for the example is translated into the Bentler-
Weeks model, with r = 7 and q = 5, as below,

� = B � + � �




V1 or �1

V2 or �2

V4 or �3

V5 or �4

F2 or �5


 =




0 0 0 0 1
0 0 0 0 ∗
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0







V1 or �1

V2 or �2

V4 or �3

V5 or �4

F2 or �5


 +




0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 ∗ 0 0 1 0 0
0 ∗ 0 0 0 1 0
∗ ∗ 0 0 0 0 1







V3 or � 1

F1 or � 2

E1 or � 3

E2 or � 4

E4 or � 5

E5 or � 6

D2 or � 7




.

The 5 × 7 gamma matrix (�) contains the regression coef-
ficients that are used to predict the DVs from the IVs. The five
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Errors associated with measured variables are indicated by
the letter E and the number of the variable. Factors are re-
ferred to with the letterF and a number given in the/LABELS
section. The errors, or disturbances, associated with factors
are referred to by the letter D and the number corresponding to
the factor. An asterisk indicates a parameter to be estimated.
Variables included in the equation without asterisks are con-
sidered parameters fixed to the value 1. The variances of IVs
are parameters of the model and are indicated in the /VAR
paragraph. In the /PRINT paragraph, FIT=ALL requests all
goodness-of-fit indices available. Take a moment to confirm
that the diagram relationships exactly match the regression
equations given in the syntax file.

Identification

In SEM a model is specified, parameters for the model are
estimated using sample data, and the parameters are used to
produce the estimated population covariance matrix. But
only models that are identified can be estimated. A model is
said to be identified if there is a unique numerical solution for
each of the parameters in the model. For example, say that

the variance of y = 10 and the variance of y = � + �. Any
two values can be substituted for � and � as long as they
sum to 10. There is no unique numerical solution for either �
or �; that is, there are an infinite number of combinations of
two numbers that would sum to 10. Therefore, this single
equation model is not identified. However, if we fix � to 0,
there is a unique solution for �, 10, and the equation is iden-
tified. It is possible to use covariance algebra to calculate
equations and assess identification in very simple models;
however, in large models this procedure quickly becomes un-
wieldy. For a detailed, technical discussion of identification,
see Bollen (1989). The following guidelines are rough but
may suffice for many models.

The first step is to count the number of data points and the
number of parameters that are to be estimated. The data in
SEM are the variances and covariances in the sample covari-
ance matrix. The number of data points is the number of
nonredundant sample variances and covariances:

Number of data points = p(p + 1)

2
, (24.3)

where p equals the number of measured variables. The num-
ber of parameters is found by adding together the number of

TABLE 24.1 EQS Syntax for Acceptance of Risky Behavior Model

/TITLE
basic one group model

/SPECIFICATIONS
DATA=’D:\EQS6\dare_kids.ESS’;
VARIABLES=5; CASES=4578; GROUPS=1; 
METHODS=ML,ROBUST;
MATRIX=RAW;
ANALYSIS=COVARIANCE;

/LABELS
V1=OKDRINK2; V2=OKSMOKE2; V3=GENDER2; V4=TEACH_SC; V5=FAMILY_S;
F1=WK_BONDS; F2=ACCEPT_RISK; 

/EQUATIONS
!ACCEPTANCE OF RISKY BEHAVIOR 
V1 = + 1F2 + 1E1; 
V2 = + *F2 + 1E2; 

!WEAK INSTITUTIONAL BONDS 
V4 = + *F1 + 1E4; 
V5 = + *F1 + 1E5; 
F2 = + *F1 + *V3 + 1D2; 

/VARIANCES
V3 = *; 
F1 = 1; 
E1,E2,E4,E5 = *; 
D2 = *; 

/COVARIANCES
F1,V3 = *; 

/PRINT
FIT=ALL;
TABLE=EQUATION;

/LMTEST
/WTEST
/END
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regression coefficients, variances, and covariances that are to
be estimated (i.e., the number of asterisks in a diagram). 

If there are more data points than parameters to be esti-
mated, the model is said to be overidentified, a necessary
condition for proceeding with the analysis. If there are the
same number of data points as parameters to be estimated, the
model is said to be just-identified. In this case, the estimated
parameters perfectly reproduce the sample covariance ma-
trix, the chi-square test statistic and degrees of freedom are
equal to zero, and the analysis is uninteresting because hy-
potheses about the model’s adequacy cannot be tested. How-
ever, hypotheses about specific paths in the model can be
tested. If there are fewer data points than parameters to be
estimated, the model is said to be underidentified, and para-
meters cannot be estimated. The number of parameters needs
to be reduced by fixing, constraining, or deleting some of
them. A parameter may be fixed by setting it to a specific
value or constrained by setting the parameter equal to another
parameter.

In the Acceptance of Risky Behavior example of Fig-
ure 24.2, there are 5 measured variables and thus 15 data
points: 5(5 + 1)/2 = 15 (5 variances and 10 covariances).
There are 12 parameters to be estimated in the hypothesized
model: 5 regression coefficients, 6 variances, and 1 covari-
ance. The hypothesized model has 3 fewer parameters than
data points, so the model may be identified.

The second step in determining model identifiability is to
examine the measurement portion of the model. The mea-
surement part of the model deals with the relationship be-
tween the measured indicators and the factors. It is necessary
both to establish the scale of each factor and to assess the
identifiability of this portion of the model.

To establish the scale of a factor, the variance for the fac-
tor is fixed to 1, or the regression coefficient from the factor
to one of the measured variables is fixed to 1. Fixing the re-
gression coefficient to 1 gives the factor the same variance as
the measured variable. If the factor is an IV, either alternative
is acceptable. If the factor is a DV, most researchers fix the
regression coefficient to 1. In the example, the variance of the
Weak Institutional Bonds factor was set to 1 (normalized)
while the scale of the Acceptance of Risky Behavior fac-
tor was set equal to the scale of the “It is OK to drink vari-
able” (OKDRINK2) measured variable.

To establish the identifiability of the measurement portion
of the model, look at the number of factors and the number of
measured variables (indicators) loading on each factor. If
there is only one factor, the model may be identified if the
factor has at least three indicators with nonzero loading and
if the errors (residuals) are uncorrelated with one another. If
there are two or more factors, again consider the number of

indicators for each factor. If each factor has three or more
indicators, the model may be identified if errors associated
with the indicators are not correlated, if each indicator loads
on only one factor, and if the factors are allowed to covary. If
there are only two indicators for a factor, the model may be
identified if there are no correlated errors, if each indicator
loads on only one factor, and if none of the covariances
among factors is equal to zero.

In the example, there are two indicators for each factor.
The errors are uncorrelated, and each indicator loads on only
one factor. Additionally, the covariance between the factors is
not zero. Therefore, this part of the model may be identified.
Please note that identification may still be possible if errors
are correlated or if variables load on more than one factor, but
it is more complicated.

The third step in establishing model identifiability is to ex-
amine the structural portion of the model, looking only at the
relationships among the latent variables (factors). Ignore the
measured variables for a moment; consider only the struc-
tural portion of the model that deals with the regression coef-
ficients relating latent variables to one another. If none of the
latent DVs predict each other (the beta matrix is all zeros),
the structural part of the model may be identified. The
Acceptance of Risky Behavior example has only one latent
DV, so this part of the model may be identified. If the latent
DVs do predict one another, look at the latent DVs in the
model and ask whether they are recursive or nonrecursive. If
the latent DVs are recursive, there are no feedback loops
among them and no correlated disturbances (errors) among
them. (In a feedback loop, DV1 predicts DV2 and DV2 pre-
dicts DV1; i.e., there are two lines linking the factors, one
with an arrow in one direction and the other with an arrow in
the other direction. Correlated disturbances are linked by sin-
gle curved lines with double-headed arrows.) If the structural
part of the model is recursive, it may be identifiable. These
rules apply also to path analysis models with only measured
variables. The Acceptance of Risky Behavior example is a
recursive model and therefore may be identified.

If a model is nonrecursive, there are feedback loops or
correlated disturbances among the DVs, or both. Two addi-
tional conditions are necessary for identification of nonrecur-
sive models, each applying to each equation in the model
separately. Looking at each equation separately, for identifi-
cation it is necessary that each equation has at least the num-
ber of latent DVs − 1 excluded from it. The second condition
is that the information matrix (a matrix necessary for calcu-
lating standard errors) is full rank and can be inverted. The
inverted information matrix can be examined in the output
from most SEM programs. If after examining the model the
number of data points exceeds the number of parameters
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estimated and both the measurement and structural parts of
the model are identified, there is good evidence that the
whole model is identified.

Sample Size and Power

Covariances are less stable when estimated from small sam-
ples. Structural equation modeling is based on covariances.
Parameter estimates and chi-square tests of fit are also very sen-
sitive to sample size. Therefore, SEM is a large sample tech-
nique. MacCallum, Browne, and Sugawara (1996) presented
tables of minimum sample size needed for tests of goodness of
fit based on model degrees of freedom and effect size.

Missing Data

Problems of missing data are often magnified in SEM due
to the large number of measured variables employed. The
researcher who relies on using complete cases only is often
left with an inadequate number of complete cases to estimate
a model. Therefore, adequate missing data computation is
particularly important in many SEM models. When there is
evidence that the data are missing at random (MAR; missing-
ness may depend on the IVs but not DVs) or missing com-
pletely at random (MCAR; missingness is unrelated to the
IVs or the DVs), a preferred method is to use the expectation
maximization (EM) algorithm to obtain maximum likelihood
(ML) estimates (R. J. A. Little & Rubin, 1987). Some of the
software packages now include procedures for estimating
missing data, including the EM algorithm. EQS 6 (Bentler,
2001) produces the EM-based ML solution automatically,
based on the Jamshidian-Bentler (1999) computations. It
should be noted that if the data are not normally distributed,
ML test statistics—including those based on the EM
algorithm—may be quite inaccurate.

Additionally, a missing data mechanism can be modeled
explicitly within the SEM framework. Treatment of missing
data patterns through SEM is not demonstrated in this chap-
ter, but the interested reader is referred to Allison (1987) or
Muthén, Kaplan, and Hollis (1987). All of these authors as-
sume that the data are multivariately normally distributed, a
very restrictive assumption in practice, as is discussed next.
The more general case on how to deal with missing data
when the parent distribution is possibly nonnormal is dis-
cussed in Yuan and Bentler (2000b). They provided a means
for accepting the EM-based estimates of parameters but cor-
recting standard errors and test statistics for nonnormality in
an approach reminiscent of Satorra-Bentler (1994). Their
approach has been uniquely incorporated into the EQS 6 pro-
gram (Bentler, 2001).

Multivariate Normality and Outliers

Most of the estimation techniques used in SEM assume mul-
tivariate normality. To determine the extent and shape of non-
normally distributed data, examine the data for evidence of
outliers, both univariate and multivariate, and evaluate the
skewness and kurtosis of the distributions for the measured
variables. If significant skewness is found, transformations
can be attempted; however, variables are often still highly
skewed or highly kurtotic even after transformation. Addi-
tionally, multivariate normality can be examined through the
use of Mardia’s coefficients of multivariate skewness and
kurtosis. Some variables, such as drug-use variables, are not
expected to be normally distributed in the population any-
way. If transformations do not restore normality, or if a
variable is not expected to be normally distributed in the pop-
ulation, an estimation method can be selected that addresses
the nonnormality.

Residuals

After model estimation, the residuals should be small and
centered around zero. The frequency distribution of the resid-
ual covariances should be symmetric. Residuals in the con-
text of SEM are residual covariances, not residual scores.
Nonsymmetrically distributed residuals in the frequency
distribution may signal a poorly fitting model; the model is
estimating some of the covariances well and others poorly.
Sometimes, one or two residuals remain quite large even
though the model fits reasonably well and the residuals ap-
pear to be symmetrically distributed and centered around
zero. Typically, more informative than the ordinary residuals
are the residuals obtained after standardizing the sample
covariance matrix to a correlation matrix and similarly trans-
forming the model matrix. In this metric, it is correlations
that are being reproduced, and it is easy to see whether a
residual is small and meaningless or too large for comfort.
For example, if a sample correlation is .75 and the corre-
sponding residual is .05, the correlation is largely explained
by the model. In fact, an average of these standardized root
mean square residuals (SRMS) has been shown to provide
one of the most informative guides to model adequacy (Hu &
Bentler, 1998, 1999).

The Computer Process

So far in this section we have outlined the components (spec-
ification of hypotheses, identification, and evaluation of as-
sumptions underlying the model) of the model specification
stage of the SEM process. Now we provide a brief tutorial on
the software (EQS) implementation of this stage.
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The first step of the model-fitting process, model specifi-
cation, is nicely summarized in the EQS syntax table seen
in Table 24.1. The data file is specified after the keyword
DATA =. The number of measured variables is given after
VARIABLES =, the sample size is indicated after CASES
=, and the number of samples is given after GROUPS =. The
estimation method, type of data matrix, and type of analysis
are also indicated. Labels are provided for each measured
(V) and latent (F) variable. As we stated previously, the
/EQUATIONS section specifies each predictive relationship
in the model. Notice that there are as many equations as DVs.
The asterisks indicate parameters to be estimated. Note that
in the equation for V1 the parameter estimating the relation-
ship between V1, F2 has been fixed to one for identification.
The scale of the F2 latent variable (Acceptance of Risky
Behavior) has been set equal to the variance of “It is OK to
drink” (OKDRINK2). The next section, /VARIANCES,
specifies the variances to be estimated. Notice that the vari-
ance of F1, Weak Institutional Bonds, has been fixed to 1 for
identification purposes.

Model Estimation Techniques and Test Statistics

After the model specification component is completed, the
population parameters are estimated and evaluated. In this
section we discuss several popular estimation techniques and
provide guidelines for selection of the appropriate estimation
technique and test statistic. As with the prior section we con-
clude with a computer procedure section that provides imple-
mentation guidelines using EQS.

The goal of estimation is to minimize the difference
between the observed and estimated population covariance
matrices. To accomplish this goal, a function, F, is minimized
where

F = (s − �(�))′W(s − �(�)), (24.4)

where s is the vector of data (the observed sample covariance
matrix stacked into a vector); � is the vector of the estimated
population covariance matrix (again, stacked into a vector);
and (�) indicates that � is derived from the parameters
(the regression coefficients, variances, and covariances) of
the model. W is the matrix that weights the squared differ-
ences between the sample and estimated population covari-
ance matrix.

In factor analysis the observed and reproduced correlation
matrices are compared. This idea is extended in SEM to in-
clude a statistical test of the differences between the observed
covariance matrix and the estimated population covariance
matrix that is produced as a function of the model. If the

weight matrix, W, is chosen correctly, at the minimum with
the optimal �̂ , F multiplied by (N − 1) yields a chi-square
test statistic.

The trick is to select W so that the sum of weighted
squared differences between observed and estimated popula-
tion covariance matrices has a statistical interpretation. In an
ordinary chi-square, the weights are the set of expected fre-
quencies in the denominator of the chi-square test statistic. If
we use some other numbers instead of the expected frequen-
cies, the result might be some sort of test statistic, but it
would not be a chi-square statistic; that is, the weight matrix
would be wrong.

In SEM, estimation techniques vary by the choice of W.
Unweighted least squares (ULS) estimation does not stan-
dardly yield a chi-square statistic or standard errors though
these are provided in EQS. Nor does it usually provide the
best estimates, in the sense of having the smallest possible
standard errors, and hence it is not discussed further (see
Bollen, 1989, for further discussion of ULS).

Maximum likelihood (ML) is usually the default method
in most programs because it yields the most precise (smallest
variance) estimates when the data are normal. Generalized
least squares (GLS) has the same optimal properties as ML
under normality. When the data are symmetrically but not
normally distributed, an option is elliptical distribution theory
(EDT; Bentler, 1990; Shapiro & Browne, 1987), which allows
different variables to be nonnormal but symmetric in different
ways. Another option in EQS is heterogeneous kurtosis (HK)
theory (Kano, Berkane, & Bentler, 1990), which allows dif-
ferent variables to be nonnormal but symmetric in different
ways. The asymptotically distribution free (ADF) method has
no distributional assumptions and hence is most general
(Browne, 1984), but it is impractical with many variables and
inaccurate without very large sample sizes.

Satorra and Bentler (1988, 1994, in press) and Satorra
(2000) have also developed an adjustment for nonnormality
that can be applied to the ML, GLS, EDT or HK chi-square
test statistics. Briefly, the Satorra-Bentler scaled � 2 is a
Bartlett-type correction to the chi-square test statistic. EQS
also corrects the standard errors for parameter estimates to
adjust for the extent of nonnormality (Bentler & Dijkstra,
1985).

The performance of the chi-square test statistic derived
from these different estimation procedures is affected by sev-
eral factors, among them (a) sample size; (b) nonnormality of
the distribution of errors, factors, and errors and factors; and
(c) violation of the assumption of independence of factors
and errors. The goal is to select an estimation procedure that,
in Monte Carlo studies, produces a test statistic that neither
rejects nor accepts the true model too many times. Several
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studies provide guidelines for selection of appropriate esti-
mation methods and test statistics. The following sections
summarize the performance of estimation procedures exam-
ined in Monte Carlo studies by Hu, Bentler, and Kano (1992)
and Bentler and Yuan (1999). 

Hu et al. (1992) varied sample size from 150 to 5,000, and
Bentler and Yuan (1999) examined samples sizes ranging
from 60 to 120. Both studies examined the performance of
test statistics derived from several estimation methods when
the assumptions of normality and independence of factors
were violated.

Estimation Methods/Test Statistics and Sample Size

Hu and colleagues found that when the normality assumption
was reasonable, both the ML and the Scaled ML performed
well with sample sizes over 500. When the sample size was
less than 500, GLS performed slightly better. Interestingly,
the EDT test statistic performed a little better than ML at
small sample sizes. It should be noted that the EDT estimator
considers the kurtosis of the variables and assumes that all
variables have the same kurtosis although the variables need
not be normally distributed. (If the distribution is normal,
there is no excess kurtosis.) The HK method, which allows
varying kurtosis, performed similarly. Finally, the ADF esti-
mator was poor with sample sizes under 2,500.

In small samples in the range of 60 to 120, when the num-
ber of subjects was greater than the number, ( p∗), of nonre-
dundant variances and covariances in the sample covariance
matrix—that is, p∗ = [p( p + 1)]/2, where p is the number
of variables—Bentler and Yuan found that a test statistic
based on an adjustment of the ADF estimator and evaluated
as an F statistic was best. This test statistic (Yuan & Bentler,
1999a) adjusts the chi-square test statistic derived from the
ADF estimator as

Tl = [N − ( p∗ − q)]TADF

[(N − 1) ( p∗ − q)]
, (24.5)

where N is the number of subjects, q is the number of para-
meters to be estimated, and TADF is the test statistic based on
the ADF estimator.

Estimation Methods and Nonnormality

When the normality assumption was violated, Hu et al. found
that the ML and GLS estimators worked well with sample
sizes of 2,500 and greater. The GLS estimator was a little bet-
ter with smaller sample sizes but led to acceptance of too
many models. The EDT and HK estimators accepted far too
many models. The ADF estimator was poor with sample

sizes under 2,500. Finally, the scaled ML performed about
the same as the ML and GLS estimators and better than the
ADF estimator at all but the largest sample sizes. (This is
interesting in that the ADF estimator has no distributional
assumptions and, theoretically, should perform quite well
under conditions of nonnormality.) With small samples sizes
the Yuan-Bentler test statistic performed best.

Estimation Methods and Dependence

The assumption that errors are independent underlies SEM
and other multivariate techniques. Hu et al. also investigated
estimation methods and test statistic performance when the
errors and factors were dependent but uncorrelated. Factors
were dependent but uncorrelated by creating a curvilinear
relationship between the factors and the errors. Correlation
coefficients examine only linear relationships; therefore,
although the correlation is zero between factors and errors,
they are dependent.

ML and GLS performed poorly, always rejecting the true
model. ADF was poor unless the sample size was greater than
2,500. EDT was better than ML, GLS, and ADF but still
rejected too many true models. The scaled ML was better
than the ADF estimator at all but the largest sample sizes. The
scaled ML performed best overall with medium to larger
samples sizes, and the Yuan-Bentler performed best with
small samples.

Some Recommendations for Choice of Estimation
Method/Test Statistic

Sample size and plausibility of the normality and indepen-
dence assumptions need to be considered in selection of the
appropriate estimation technique. ML, Scaled ML, or GLS
estimators may be good choices with medium to large
samples and evidence of the plausibility of the normality
assumptions. The independence assumption cannot be rou-
tinely evaluated. The Scaled ML is fairly computer intensive.
Therefore, if time or cost is an issue, ML and GLS are better
choices when the assumptions seem plausible. ML estima-
tion is currently the most frequently used estimation method
in SEM. In medium to large samples the scaled ML test sta-
tistic is a good choice with nonnormality or suspected depen-
dence among factors and errors. In small samples with
nonnormality the Yuan-Bentler test statistic seems best. The
test statistic based on the ADF estimator (without adjust-
ment) seems like a poor choice under all conditions unless
the sample size is very large (>2,500). Similar conclusions
were found in studies by Fouladi (2000), Hoogland (1999),
and Satorra (1992).
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Computer Procedure and Interpretation

The model in Figure 24.2 is estimated using ML estimation
and the Satorra-Bentler Scaled chi-square test statistic be-
cause the data are not normally distributed, thus violating
multivariate normality. In this model Mardia’s normalized
multivariate kurtosis estimate is 224.25. This can be inter-
preted like a z score. Therefore, the probability level associ-
ated with a normalized estimate of 224.25 is less than .001.
Output for the model estimation and chi-square test statistic
is given in Table 24.2.

Several chi-square test statistics are given in the full
output. In this severely edited output, only the chi-squares
associated with the Satorra-Bentler scaled chi-square are
given. The INDEPENDENCE MODEL CHI-SQUARE =
757.123, with 10 dfs tests the hypothesis that the measured
variables are orthogonal. Therefore, the probability associated
with this chi-square should be small, typically less that .05.
The model chi-square test statistic is labeledCHI-SQUARE =
14.3775 BASED ON 3 DEGREES OF FREEDOM. This chi-
square tests the hypothesis that the difference between the
estimated population covariance matrix and the unstructured
population covariance matrix (as represented by the sample
covariance matrix) is not significant. Ideally, the probability
associated with this chi-square should be large, greater than
.05. In Table 24.2 the probability associated with the model
chi-square equals p = .00243. Strictly interpreted, this indi-
cates that the estimated model-based population covariance
matrix and the unstructured population covariance matrix,
viewed through the sample covariance matrix, do differ sig-
nificantly; that is, the model does not fit the data. However, the
chi-square test statistic is strongly affected by sample size.

The function minimum multiplied by N − 1 equals the chi-
square. Therefore, we will examine additional measures of fit
before we draw any conclusions about the adequacy of the
model.

Model Evaluation

In this section we examine three aspects of model evaluation.
First, we discuss the problem of assessing fit in a SEM model.
We then present several popular fit indices. The section con-
cludes with a discussion of evaluating direct and indirect
parameter estimates.

Evaluating the Overall Fit of the Model

The model chi-square test statistic is highly dependent on
sample size; that is, the model chi-square test statistic is
(N − 1)Fmin, where N is the sample size and Fmin is the value
of Fmin, Equation 24.4, at the function minimum. Therefore,
the fit of models estimated with large samples, as seen in the
Acceptance of Risky Behavior model with N = 4,578, is
often difficult to assess. Fit indices have been developed to
address this problem. There are five general classes of fit in-
dices: comparative fit, absolute fit, proportion of variance
accounted for, parsimony adjusted proportion of variance ac-
counted for, and residual-based fit indices. A complete dis-
cussion of model fit is outside the scope of this chapter;
therefore we will focus on two of the most popular fit indices:
the comparative fit index (CFI; Bentler, 1990) and a residual-
based fit index, the root mean square error of approximation
(RMSEA; Browne & Cudeck 1993; Steiger, 2001; Steiger &

TABLE 24.2 Test Statistic and Fit Indices for Acceptance of Risky Behavior Model

GOODNESS OF FIT SUMMARY FOR METHOD = ROBUST

INDEPENDENCE MODEL CHI-SQUARE =        757.123 ON      10 DEGREES OF FREEDOM

INDEPENDENCE AIC =   737.12323     INDEPENDENCE CAIC =   663.51316
MODEL AIC =  8.37746            MODEL CAIC =   -13.70556

SATORRA-BENTLER SCALED CHI-SQUARE =   14.3775 ON      3 DEGREES OF FREEDOM
PROBABILITY VALUE FOR THE CHI-SQUARE STATISTIC IS      .00243

FIT INDICES
-----------
BENTLER-BONETT NORMED FIT INDEX =     .981
BENTLER-BONETT NON-NORMED FIT INDEX =     .949
COMPARATIVE FIT INDEX (CFI)         =     .985
BOLLEN   (IFI) FIT INDEX            =     .985
MCDONALD (MFI) FIT INDEX            =     .999
ROOT MEAN-SQUARE ERROR OF APPROXIMATION (RMSEA)  =     .030
90% CONFIDENCE INTERVAL OF RMSEA (        .016,        .046)
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Lind, 1980). See Ullman (2001) and Hu and Bentler (1999)
for more detailed discussions of fit indices.

One type of model fit index is based on a comparison of
nested models. Nested models are models that are subsets of
one another. At one end of the continuum is the uncorrelated
variables or independence model: the model that corresponds
to completely unrelated variables. This model would have
degrees of freedom equal to the number of data points minus
the variances that are estimated. At the other end of the con-
tinuum is the saturated (full or perfect) model with zero de-
grees of freedom. Fit indices that employ a comparative fit
approach place the estimated model somewhere along this
continuum, with 0.00 indicating fit equivalent to that of the
independence model (i.e., that no covariances are being
explained) and 1.00 indicating perfect fit.

The normed fit index is the easiest index to understand. It
summarizes the improvement in chi-square going from the
independence model to the model of interest, relative to the
starting point. That is, NFI = (757.1 − 14.4)/757.1 = .98,
indicating excellent fit. This index underestimates fit in small
samples. The comparative fit index (CFI: Bentler, 1990) as-
sesses fit relative to other models, as the name implies, and
uses an approach based on the noncentral chi-square distrib-
ution with the noncentrality parameter, �i . If the estimated
model is perfect, �i = 0 and the larger the value of �i , the
greater the model misspecification:

CFI = 1 − �est. model

�indep. model
(24.6)

Clearly, the smaller the noncentrality parameter, �i , is for
the estimated model relative to the �i , for the independence
model, the larger the CFI and the better the fit. The τ value
for a model can be estimated by

�̂ indep.model = � 2
indep. model − dfindep. model

�̂ est. model = � 2
est. model − dfest. model

, (24.7)

where �̂ est. model is set to zero if negative.
For the example,

�indep. model = 757.123 − 10 = 747.123 and

�est. model = 14.3775 − 3 = 11.3775 so that

CFI = 1 − 11.3775

747.123
= .985

CFI values greater than .95 are often indicative of good-
fitting models (Hu & Bentler, 1999). The CFI is normed to
the 0–1 range and does a good job of estimating model fit
even in small samples (Hu & Bentler, 1998, 1999).

The RMSEA (Steiger, 2001; Steiger & Lind, 1980) esti-
mates the lack of fit in a model compared to a perfect or
saturated model by 

estimated RMSEA =
√

�̂

Ndf model
, (24.8)

where �̂ = �̂ est. model, as defined in Equation 24.7. As noted
earlier, when the model is perfect, �̂ = 0, and the greater the
model misspecification, the larger �̂ . Hence, RMSEA is a
measure of noncentrality relative to sample size and degrees
of freedom. For a given noncentrality, large N and df imply a
better fitting model (i.e., a smaller RMSEA). Values of .06 or
less indicate a close-fitting model (Hu & Bentler, 1999). Val-
ues larger than .10 are indicative of poor-fitting models
(Browne & Cudeck, 1993). Hu and Bentler (1999) found that
in small samples the RMSEA overrejected the true model
(i.e., its value was too large). Because of this problem, this
index may be less preferable with small samples. As with the
CFI the choice of estimation method effects the size of the
RMSEA.

For the example, �̂ = 11.3775; therefore,

RMSEA =
√

11.3775

(4277)(3)
= .03

Both the CFI and RMSEA values of .98 and .03, respectively,
well exceed guideline cutoff values for evidence of good fit,
CFI .95 and RMSEA .06. Thus we can conclude that we have
adequate evidence that the model fits the data despite the
significant chi-square.

Interpreting Parameter Estimates: Direct Effects

The model fits, but what does it mean? The hypothesis is that
the observed covariances among the measured variables arose
because of the linkages between variables specified in the
model. We conclude that we should retain our hypothesized
model because the fit indices provide evidence of good fit.

Next, researchers usually examine the statistically signifi-
cant relationships within the model. Table 24.3 contains
edited EQS output for evaluation of the regression coeffi-
cients for the example. If the unstandardized parameter esti-
mates are divided by their respective standard errors, a z
score is obtained for each estimated parameter that is evalu-
ated in the usual manner:

z = parameter estimate

std error for estimate
. (24.9)

Because of differences in scales, it is sometimes difficult to
interpret unstandardized regression coefficients; therefore,
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researchers often examine standardized coefficients. Both the
standardized and unstandardized regression coefficients for
the final model are in Table 24.3 and Figure 24.3. In Fig-
ure 24.3 the standardized coefficients are in parentheses.
In the section labeled MEASUREMENT EQUATIONS WITH
STANDARD ERRORS AND TEST STATISTICS in
Table 24.3, for each dependent variable there are five pieces
of information: the unstandardized coefficient is given on the
first line; the standard error of the coefficient, given the as-
sumption of normality, is given on the second line; and the
test statistic for the coefficient, given normality, is given on
the third line. The fourth line contains the standard error after

adjustment for nonnormality (Bentler & Dijkstra, 1985), and
the fifth line gives the test statistic after adjustment for the
nonnormality. For example, for FAMILY_S (V5) predicted
from Weak Institutional Bonds (F1), if normal theory
methods are used,

.406

.018
= 22.026, p < .05,

with an adjustment to the standard error for the nonnormality:

.406

.023
= 17.404, p < .05.

TABLE 24.3 Parameter Estimates, Standard Errors, Test Statistics, and Standardized Solution for
Hypothetical Example

MEASUREMENT EQUATIONS WITH STANDARD ERRORS AND TEST STATISTICS
STATISTICS SIGNIFICANT AT THE 5% LEVEL ARE MARKED WITH @.
(ROBUST STATISTICS IN PARENTHESES)

OKDRINK2=V1   =      1.000 F2     +    1.000 E1 

OKSMOKE2=V2   =      1.584*F2     +    1.000 E2 
.109

14.499@
(  .159) 
( 9.949@ 

TEACH_SC=V4   =       .490*F1     +    1.000 E4 
.021

22.929@
( .027) 
( 18.287@ 

FAMILY_S=V5   =       .406*F1     +    1.000 E5 
.018

22.026@
( .023) 
( 17.404@ 

CONSTRUCT EQUATIONS WITH STANDARD ERRORS AND TEST STATISTICS 
STATISTICS SIGNIFICANT AT THE 5% LEVEL ARE MARKED WITH @.
(ROBUST STATISTICS IN PARENTHESES)

ACCEPT_R=F2   =      -.013*V3     +    .181*F1  +  1.000 D2 
.012             .013 

-1.036           13.870@ 
(  .012)       (   .018) 
(-1.065)       (  10.110@ 

STANDARDIZED SOLUTION:                           R-SQUARED

OKDRINK2=V1  =   .533 F2  + .846 E1                 .284 
OKSMOKE2=V2  =   .760*F2  + .650 E2                   .577 
TEACH_SC=V4  =   .572*F1  + .820 E4                  .327 
FAMILY_S=V5  =   .517*F1  + .856 E5   .268 
ACCEPT_R=F2  =  -.021*V3  + .583*F1 + .811 D2                  .342 
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It could be concluded that bonds to family (FAMILY_S)
is a significant indicator of Weak Institutional Bonds
(WK_BONDS); the weaker the Weak Institutional Bonds is,
the weaker the bonds to family (unstandardized coefficient =
.406). Bonds to teachers (TEACH_SC) is a significant indi-
cator of Weak Institutional Bonds (unstandardized coeffi-
cient = .49). Endorsement of smoking (OKSMOKE2) is a
significant indicator of Acceptance of Risky Behavior
(ACCEPT_RISK), and greater Acceptance of Risky Behav-
ior predicts stronger agreement with the acceptability of
smoking (unstandardized coefficient = 1.584). Because the
path from ACCEPT_RISK to OKDRINK2 is fixed to 1 for
identification, a standard error is not calculated. If this stan-
dard error is desired, a second run is performed with the
OKSMOKE2 path fixed to 1 instead.

As seen in Table 24.3, the relationships between the con-
structs appears in the EQS section labeled CONSTRUCT
EQUATIONS WITH STANDARD ERRORS AND TEST

STATISTICS. Weak Institutional Bonds significantly pre-
dicts greater Acceptance of Risky Behavior (unstandardized
coefficient = .181). Gender does not predict Acceptance of
Risky Behavior (unstandardized coefficient = −.013).

Indirect Effects

A particularly strong feature of SEM is the ability to test not
only direct effects between variables but also indirect effects.
Mediational hypotheses are not well illustrated in the Accep-
tance of Risky Behavior example, so a better example is
shown in Figure 24.4. Imagine that students are assigned to
one of two teaching methods for a statistics class (coded 0
and 1). Final exam scores are recorded at the end of the quar-
ter. The direct effect of teaching method on exam score is
path a. But is it reasonable to suggest that mere assignment
to a teaching method creates the change? Perhaps not.
Maybe, instead, the teaching method increases a student’s

Figure 24.3 Example with unstandardized and standardized coefficients.

Figure 24.4 Path analysis with indirect effect.
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motivational level, and higher motivation leads to a higher
grade. The relationship between the treatment and the exam
score is mediated by motivation level. Note that this is a dif-
ferent question than is posed with a direct-effect “Is there a
difference between the treatment and control group on exam
score?” The indirect effect can be evaluated by testing the
product of paths b and c. This example uses only measured
variables and is called path analysis; however, mediational
hypotheses can be tested using both latent and observed vari-
ables and can involve quite long chains of mediation across
many variables. A more detailed discussion of indirect effects
can be found in Baron and Kenny (1986); Collins, Graham,
and Flaherty (1998); MacKinnon, Krull, and Lockwood
(2000); and Sobel (1987).

Model Modification

There are at least two reasons for modifying a SEM model: to
test hypotheses (in theoretical work) and to improve fit (espe-
cially in exploratory work). Structural equation modeling is a
confirmatory technique; therefore, when model modification
is done to improve fit, the analysis changes from confirma-
tory to exploratory. Any conclusions drawn from a model that
has undergone substantial modification should be viewed ex-
tremely cautiously. Cross validation should be performed on
modified models whenever possible.

The three basic methods of model modification are the
chi-square difference, Lagrange multiplier (LM), and Wald
tests. All are asymptotically equivalent under the null hy-
pothesis but approach model modification differently. In this
section each of these approaches is discussed with reference
to the Acceptance of Risky Behavior example, and examples
will be shown where relevant.

Chi-Square Difference Test

If models are nested (i.e., models are subsets of each other),
the chi-square value for the larger model is subtracted from
the chi-square value for the smaller, nested model, and the
difference, also a chi-square, is evaluated with degrees of
freedom equal to the difference between the degrees of free-
dom in the two models. In the Acceptance of Risky Behavior
model we could test whether gender predicted Acceptance
of Risky Behavior using the chi-square difference test. The
model chi-square from the full model would be subtracted
from the chi-square from a model estimated without the
path from gender to Acceptance of Risky Behavior. This
smaller model has one more degree of freedom and is nested
within the larger model. If the chi-square difference test is

significant, we could conclude that gender does predict Ac-
ceptance of Risky Behavior. Notice that we did not delete the
gender variable from the model, just the path. Had we
deleted the variable the data would be different, and the mod-
els would not be nested.

At least two potentially problematic issues arise that are
specific to the use of chi-square difference tests. Because of
the relationship between sample size and chi-square, it is
hard to detect a difference between models when sample
sizes are small. Additionally, and perhaps somewhat less im-
portant given current computer capabilities, two models must
be estimated to use the chi-square difference test.

Lagrange Multiplier Test

The LM test also compares nested models but requires esti-
mation of only one model. The LM test asks whether the
model would be improved if one or more of the parameters in
the model that are currently fixed were estimated. Or, equiv-
alently, what parameters should be added to the model to
improve the model’s fit?

The LM test applied to the Acceptance of Risky Behavior
example indicates that if a path were added predicting bonds
to teachers (TEACH_SC) from gender, the expected drop in
chi-square value would be 12.617. This is one path, so the
chi-square value of 12.617 is evaluated with 1 df. The p level
for this difference is p < .001, implies that over and above
the covariance between gender and Weak Institutional Bonds
there is a unique, significantly nonzero relationship between
gender and bonds to teachers. If the decision is made to add
the path, the model is reestimated. In this example the deci-
sion is made not to add this path.

The LM test can be examined either univariately or multi-
variately. There is a danger in examining only the results of
univariate LM tests because overlapping variance between
parameter estimates may make several parameters appear as
if their addition would significantly improve the model. All
significant parameters are candidates for inclusion by the re-
sults of univariate LM tests, but the multivariate LM test
identifies the single parameter that would lead to the largest
drop in model chi-square and calculates the expected change
in chi-square. After this variance is removed, the next para-
meter that accounts for the largest drop in model chi-square is
assessed, similarly. After a few candidates for parameter ad-
ditions are identified, it is best to add these parameters to the
model and repeat the process with a new LM test, if neces-
sary. Ideally, with this set of procedures a new sample should
be used each time to avoid capitalizing on chance variation in
the data and to replicate the findings.
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Wald Test

While the LM test asks which parameters, if any, should be
added to a model, the Wald test asks which, if any, could be
deleted. Are there any parameters that are currently being
estimated that could, instead, be fixed to zero? Or, equiva-
lently, which parameters are not necessary in the model? The
Wald test is analogous to backward deletion of variables in
stepwise regression, where one seeks a nonsignificant change
in R2 when variables are left out.

When the Wald test is applied to the example, the only
candidate for deletion is the regression coefficient predicting
Acceptance of Risky Behavior (ACCEPT_RISK) from gen-
der. If this parameter is dropped, the chi-square value in-
creases by 1.134, a nonsignificant change ( p = .287). The
model is not significantly degraded by deletion of this para-
meter. The decision is made to keep the path because this
path was central to the hypothesis. However, if the goal is de-
velopment of a parsimonious model, it might also be reason-
able to drop the path. Notice that unlike the LM test,
nonsignificance is desired when using the Wald test. When
only a single parameter is evaluated, the Wald test is just the
square of the z test given previously (1.134 = 1.0652).

Some Caveats and Hints on Model Modification

Because both the LM test and Wald test are stepwise proce-
dures, Type I error rates are inflated with the exception of
the Scheffe-like procedure suggested by Hancock (1999).
There are, as yet, no available adjustments as in analysis of
variance (ANOVA). A simple approach is to use a conserva-
tive probability value (say, p < .01) for adding parameters
with the LM test. Cross validation with another sample is also
highly recommended if modifications are made. If numerous
modifications are made and new data are not available for
cross validation, compute the correlation between the esti-
mated parameters from the original, hypothesized model and
the estimated parameters from the final model using only
parameters common to both models. If this correlation is high
(> .90), relationships within the model have been retained
despite the modifications.

Unfortunately, the order that parameters are freed or esti-
mated can affect the significance of the remaining parame-
ters. MacCallum (1986) suggested adding all necessary
parameters before deleting unnecessary parameters. In other
words, do the LM test before the Wald test.

A more subtle limitation is that tests leading to model
modification examine overall changes in chi-square, not
changes in individual parameter estimates. Large changes in
chi-square are sometimes associated with very small changes

in parameter estimates. A missing parameter may be statis-
tically needed, but the estimated coefficient may have an
uninterpretable sign. If this happens, it may be best not to
add the parameter although the unexpected result may help
to pinpoint problems with one’s theory. Finally, if the hy-
pothesized model is wrong, tests of model modification, by
themselves, may be insufficient to reveal the true model.
In fact, the “trueness” of any model is never tested directly,
although cross validation does add evidence that the model
is correct. Like other statistics, these tests must be used
thoughtfully. 

If model modifications are done in hopes of developing a
good-fitting model, the fewer modifications there are, the
better, especially if a cross-validation sample is not avail-
able. If the LM test and Wald tests are used to test specific
hypotheses, the hypotheses will dictate the number of
necessary tests.

MULTIPLE GROUP MODELS

The example shown in this chapter uses data from a single
sample. It is also possible to estimate and compare models
that come from two or more samples, called multiple group
models (Jöreskog, 1971; Sörbom, 1974). The basic null hy-
pothesis tested in multiple group models is that the data from
each group are from the same population with the hypothe-
sized model structure. For example, if data are drawn from a
sample of boys and a sample of girls for the Acceptance of
Risky Behavior model, the general null hypothesis tested is
that the two groups are drawn from the same population. If
such a restrictive model were acceptable, a single model and
model-reproduced covariance matrix would approximate the
two sample covariance matrices for girls and boys. Typically,
identical models do not quite fit, and some differences
between models must be allowed.

The analysis begins by developing good-fitting models in
separate analyses for each group. The models are then tested
in one overall analysis with none of the parameters across
models constrained to be equal. This unconstrained multiple-
group model serves as the baseline against which to judge
more restricted models. Following baseline model estima-
tion, progressively more stringent constraints are specified by
constraining various parameters across all groups. When pa-
rameters are constrained, they are forced to be equal to one
another. In EQS, an LM test is available to evaluate whether
the constraint is acceptable or needs to be rejected. The same
result can be obtained by a chi-square difference test. The
goal is not to degrade the models by constraining parameters
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across the groups; therefore, you want a nonsignificant chi-
square. If a significant difference in chi-square is found be-
tween the models at any stage, the LM test can be examined
to locate the specific parameters that are different in the
groups. Such parameters should remain estimated separately
in each group; that is, the specific across-group parameter
constraints are released. 

Hypotheses are generally tested in a specific order. The
first step is usually to constrain the factor loadings (regres-
sion coefficients) between factors and their indices to equal-
ity across groups. In our hypothetical two-group model of
Acceptance of Risky Behavior this would be equivalent to
testing whether the factor structure (the measurement model)
of Weak Institutional Bonds and Acceptance of Risky Behav-
ior is the same for girls and boys. If these constraints are rea-
sonable, the chi-square difference test between the restricted
model and the baseline model will be nonsignificant for both
groups. If the difference between the restricted and nonre-
stricted models is significant, we need not throw in the towel
immediately; rather, results of the LM test can be exam-
ined and some equality constraints across the groups can be
released. Naturally, the more parameters that differ across
groups, the less alike the groups are. Consult Byrne,
Shavelson, and Muthén (1989) for a technical discussion of
these issues.

If the equality of the factor structure is established, there
are options in terms of the order in which to proceed to test
the equality of the samples. Often a reasonable second step is
to ask whether the factor variances and covariances are equal.
If these constraints are feasible, the third step examines
equality of the factor regression coefficients. Again, in our
hypothetical two-group model this is equivalent to testing
whether the coefficient predicting Acceptance of Risky
Behavior from Weak Institutional Bonds is the same for girls
and boys. If all of these constraints are reasonable, the last
step is to examine the equality of residual variances across
groups, an extremely stringent hypothesis not often tested. If
all of the regression coefficients, variances, and covariances
are the same across groups, it is concluded that these two
samples arise from the same population. An example of mul-
tiple group modeling of program evaluation that utilizes a
Solomon Four-Group design can found in Dukes, Ullman,
and Stein (1995).

Until this point we have discussed modeling only variances
and covariances. Means and intercepts can also be modeled
using SEM techniques. Mean structures can be employed in
single group models; however, modeling means and intercepts
is perhaps most commonly done in the context of a multiple
group model. In the next section we discuss incorporating a
mean structure within an SEM model. Following this brief

discussion we present a second example that incorporates a
completely different type of model that utilizes a mean and
covariance structure.

Incorporating a Mean and Covariance Structure

Modeling means in addition to variances and covariances re-
quires no modification of the Bentler-Weeks model. Instead a
constant, a vector or 1s, (labeled V999 in EQS) is included in
the model as an independent variable. As a constant, this in-
dependent “variable” has no variance and no covariances with
other variables in the model. Regressing a variable (either
latent or measured) on this constant yields an intercept para-
meter. The model-reproduced mean of a variable is equal to
the sum of the direct and indirect effects for that variable.
Therefore, if a variable is predicted only from the constant,
the intercept is equal to the mean; otherwise, the mean is a
function of path coefficients. In the hypothetical two-group
Acceptance of Risky Behavior model, using a mean structure
we could test the hypothesis that boys and girls have different
average levels of Acceptance of Risky Behavior.

Another type of model that incorporates a mean structure
is a latent growth curve model. Using intercept parameters,
growth curve models allow questions to be examined about
individual rate of change and average level of construct.
These are outside the scope of this chapter, but the interested
reader may want to consult Curran (2000), Duncan, Duncan,
Strycker, Li, and Alpert (1999), Khoo and Muthén (2000),
McArdle (1986), McArdle and Epstein (1987), and Mehta
and West (2000).

MULTILEVEL MODELS: AN EXTENSION OF A
BASIC MULTIPLE GROUP MODEL

A completely different type of multiple group model is called
a multilevel model. In this analysis, separate models are de-
veloped for different levels of nested data. For example, you
might be interested in evaluating an intervention given to
several classrooms of students in several different schools.
One model is estimated for the schools, another for the class-
rooms that are nested within the schools, and a third for the
children nested within the classrooms and schools. Predictors
at each level are employed to test various within-level and
across-level hypotheses.

Specifying a Hierarchical Linear Model

There are several methods of specifying hierarchical linear
models (HLMs) within a structural modeling framework. As
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with general structural equation modeling there are many types
and hypotheses relevant to HLM models (Heck & Thomas,
2000; Snijders & Bosker, 1999). A full discussion of these
different model specification methods and hypotheses is out-
side the scope of this chapter. Only one approach, with a very
simple model, will be illustrated in this example. For in-depth
discussion of multilevel approaches see Muthén (1994, 1997),
Chou, Bentler, and Pentz (1998), Bentler and Liang (in press),
and Reise (2001).

Multilevel models are appropriate with clustered data. For
example, when an intervention, such as the D.A.R.E. (Drug
Abuse Resistance Education) program, is given to classroom
of students, students are nested within the classroom. If tradi-
tional methods are employed to analyze this data, problems
may arise. If the data from an evaluation such as D.A.R.E. are
analyzed at the student level and there is a sizable intraclass
correlation, the standard errors may be too small, and inaccu-
rate conclusions may be drawn. If the data are analyzed only
at the level of the classroom then power is substantially re-
duced. Traditional methods also do not allow for cross-level
predictors (i.e., predictors from one level predicting outcomes
at another level). For example, participation in D.A.R.E.
(a classroom-level variable) may predict students’ Accep-
tance of Risky Behavior (an individual-level variable).

HLM models are specified in a multistage process. A
good-fitting model is established hierarchically. After good-
fitting models are established at each phase, a multiple group
model is tested that allows prediction across levels of mea-
surement. This ability is one of the strongest advantages of
multilevel modeling. In the example to follow, a multilevel
model will be employed to examine a two-group model of
children nested within classrooms. After establishing a good-
fitting model for the children (level 1), the second-level
model (the classrooms) is added to the model, and a multiple
group model is tested. Specifically, a level 1 (children) model
is tested for each unit (in this example, each classroom).
Then, hypothesized parameters from the individual level 1
models (regression coefficients, variances and covariances of
independent variables, and intercepts) are used as dependent
variables for second-level (classroom level) predictors.

An Empirical Example of Hierarchical Linear Models

A simple example using data from program evaluations of
Drug Abuse Resistance Education (D.A.R.E.) in Colorado
Springs will be used to illustrate an HLM model (Ullman,
Stein, & Dukes, 2001). D.A.R.E. is a drug use prevention pro-
gram that is given to classrooms of children in late elementary
school. Children are nested within classrooms. The four com-
ponents that the D.A.R.E. program targets (Self-Esteem,

Institutional Bonds, Acceptance of Risky Behavior, and Re-
sistance to Peer Pressure) as well as two D.A.R.E. curriculum
knowledge questions (“Changing the subject is a good way to
say no” and “Taking a deep breath is a good way to relax”)
were employed in this model. The primary hypothesis of in-
terest in this model is whether participation in D.A.R.E. pre-
dicts differences in these concepts and curriculum questions.
Note that although we conceptualize these components as
constructs, due to small sample sizes in some of the class-
rooms, in this model D.A.R.E. core concepts were treated as
measured variables. D.A.R.E. is given to classrooms of chil-
dren (groups); therefore, D.A.R.E. participation is considered
a level 2 (classroom level) predictor.Additionally, other class-
room predictors such as (a) size of class and (b) percentage of
minority students in the class could also be hypothesized to
predict D.A.R.E. effectiveness. These all are hypotheses in-
volving prediction of average student-level outcomes from
class-level predictors.

It is also hypothesized that variables measured at the child
level also predict changes in these components. At the
child level, the four core concepts and the two D.A.R.E. cur-
riculum questions were predicted from (a) ethnicity of child
(White, non-White), (b) gender of child, and (c) expected
grades for child. 

Model Estimation and Evaluation

We use data from 4,578 children in 144 classrooms. Further
details about these data and the D.A.R.E. program evalua-
tions can be found in Ullman, Stein, and Dukes (2000). First,
a model was estimated with only the child-level data, the four
D.A.R.E. core concepts, and two curriculum variables pre-
dicted from gender, ethnicity, and grades. The data for chil-
dren were nonnormally distributed (Mardia’s standardized
coefficient for multivariate kurtosis = 92.76, p < .001);
therefore, maximum likelihood estimation and the Satorra-
Bentler (S-B) Scaled chi-square were used to evaluate the
model (Bentler & Yuan, 1999; Satorra & Bentler, 1994).
There was evidence that the model fit the data: � 2(N =
4578, 11) = 2.90, p = .99. Although the model fit the data
well, none of the regression paths significantly predicted the
D.A.R.E. core concepts/curriculum after adjustment to the
standard errors for nonnormality. This pattern of nonsignifi-
cance is typical of research on the D.A.R.E. program (Dukes,
Ullman, & Stein, 1995).

Fundamental to a D.A.R.E. evaluation is whether
D.A.R.E. is effective in increasing Self-Esteem, Institutional
Bonds, and Resistance to Peer Pressure and in reducing
Acceptance of Risky Behaviors. D.A.R.E. is implemented at
the classroom level; therefore, participation is a level 2
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(classroom level) predictor. In addition to participation status
in D.A.R.E., it was also hypothesized that size of the class
and proportion of minority students in the class might predict
differences in the D.A.R.E. core concepts. This full, multi-
level model uses data collected at the classroom level to
predict the intercepts of the D.A.R.E. core concepts (Self-
Esteem, Institutional Bonds, Resistance to Risky Behavior,
and Acceptance of Risky Behavior) and the curriculum
questions from the student-level model. The EQS syntax for
this model is presented in the appendix. The classroom
data were also nonnormally distributed (Mardia’s stan-
dardized coefficient = 7.07); therefore, the multiple group
model was evaluated with the Satorra-Bentler scaled chi-
square. There was evidence that the HLM model fits the data,
S-B� 2(Nchildren = 4578, Nclassrooms = 144, 3) = 4.49, p =
.21, CFI = 98. However, none of the class-level variables—
participation in D.A.R.E. (yes/no), class size, and percentage
of non-White students—significantly predicted the core con-
cepts/curriculum variables. Again, these nonsignificant re-
sults are consistent with the prior D.A.R.E. literature.

A GUIDE TO SOME RECENT LITERATURE 
AND FUTURE DEVELOPMENTS

In this section we provide a guide to some recent publications
in the SEM literature, organized by a few topics that are cur-
rently the focus of methodological research. While SEM has
provided new ways to conceptualize and analyze multivariate
data, especially non- or quasi-experimental data, the method-
ology still has technical pitfalls that need resolution. In the
next several years we expect to see improvements in methods
for dealing with small samples, for dealing with missing data,
for handling outliers and unusual cases, for extending multi-
level models to less standard situations, and for dealing with
latent variable interactions and nonlinear models. We will say
a few words about these selected problems, recognizing that
our summary cannot cover many important recent develop-
ments in this growing field. For example, we do not review
important classes of methods such as growth curve modeling
(e.g., Curran, 2000; Duncan et al., 1999; Khoo & Muthén,
2000; Mehta & West, 2000), bootstrap methodology (Bollen
& Stine, 1993; Efron, 2000; Nevitt & Hancock, in press;
Yung & Bentler, 1996), or specialized applications in dozens
of fields (e.g., genetic modeling; Van den Oord, 2000). Gen-
eral reviews of the field are provided by Bentler and Dudgeon
(1996) and MacCallum and Austin (2000). Excellent collec-
tions of applications can be found in T. D. Little, Schnabel,
and Baumert (1999) and Rose, Chassin, Presson, and Sher-
man (2000). An overview of recent technical developments

can be found in Marcoulides and Schumacker (2001). For
work having a LISREL focus, see Cudeck, du Toit, and
Sörbom (2001).

Improved Methods for Small Samples

As noted earlier, SEM methodology is often applied when
sample size is small: “About 18% of the studies we reviewed
used samples of fewer than 100 individuals” (McCallum &
Austin, 2000, p. 215). The quality of results that may occur
from a given study with small samples will depend on the
features of the model of interest (parameter estimates, stan-
dard errors, z tests, test statistics, mediational effects) as well
as characteristics of the model such as the communality level
of the variables (MacCallum, Widaman, Zhang, & Hong,
1999) and the degree and kind of nonnormality that might
exist (e.g., Boomsma & Hoogland, 2001; Finch, West, &
MacKinnon, 1997; Hoogland, 1999; Yuan & Bentler, 1999b).
Ideally, SEM methods would perform well across all the
design features just mentioned, but this is not the case (e.g.,
Bentler & Yuan, 1999). At a minimum, one would like to
have enough power to reject alternative models (Hancock,
Lawrence, & Nevitt, 2000; MacCallum et al., 1996), but even
the estimation of power depends on having a test statistic that
can be relied upon under the given circumstances (i.e., typi-
cally, that correctly can be referred to the hypothesized
noncentral chi-square distribution). Because various test sta-
tistics that are presumed to have central chi-square distribu-
tions do not behave this way under realistic data-gathering
conditions (e.g., violation of normality in the case of normal
maximum likelihood), it is likely that the noncentral distribu-
tions used to calculate power also may not suffice. Clearly,
better small sample methods are needed.

Given the model characteristics, some methods are better
able to cope with small samples than are other methods. For
example, Bentler and Yuan (1999) studied the normal theory-
based likelihood ratio statistic TML, the Satorra-Bentler
rescaled statistic TSB, the Yuan and Bentler version TYB of
Browne’s (1984) residual-based ADF statistic TB, and their
F statistic derived from the residual-based ADF statistic.
They found that the F statistic performed best of all these
mentioned at the smallest sample sizes. It also performed
very well in Yuan and Bentler’s (1999a) and Nevitt’s (2000)
study, and is available in EQS 6 (Bentler, 2001). However,
Fouladi (1999) recommended using a Bartlett (1950) correc-
tion and applying it to the Satorra-Bentler (1994) scaled and
adjusted statistics. She found that the Bartlett-corrected
adjusted statistic performed best. In a related paper Fouladi
(2000) found that Bartlett and Swain rescaling was best with
small samples and very mild nonnormality, but that SB
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scaled and adjusted procedures were better with more severe
nonnormality. Nevitt (2000) also found that a Bartlett-
corrected statistic performed best in his study, which was
more extensive than that of Fouladi. Nevitt’s final conclusion
was that the k-factor-corrected Satorra-Bentler scaled (not
adjusted) test statistic is best used to evaluate model fit in
small samples. This recent work, while very promising, de-
serves extension and incorporation into standard packages.

Another interesting development that may help in small
samples is that of two-stage least squares. Although the
method is old, new implementations are distribution free and
imply some robustness to misspecification that is not avail-
able in full information methods (Bollen, 2001). Bollen’s
approach may also yield better performance with small
sample size.

Improved Methods for Missing Data

In our presentation we did not go into detail on missing data
methodology. Yet missing data are inevitable. Two promising
methods for dealing with missing data are a direct maximum
likelihood (e.g., Neale, 2000; Wothke, 2000) and a two-stage
approach based on the unstructured mean and covariance
estimates obtained by the EM-algorithm (e.g., Graham &
Hofer, 2000; see also Jamshidian & Bentler, 1999, 2000).
Enders (2001) provided a good summary. Typical assump-
tions under these two methods are ignorable nonresponse and
normality of data. Unfortunately, there is no effective way of
verifying these conditions in practice. When these conditions
are not satisfied, normal theory methods generally lead to
incorrect model and parameter evaluation and misleading
substantive conclusions even in complete data cases (e.g.,
Curran, West, & Finch, 1996; Hu et al., 1992; Yuan &
Bentler, 1998a), and it is unlikely that one can avoid such in-
correctness with an added missing data problem. As an im-
provement over current methods, Yuan and Bentler (2000b)
built on Arminger and Sobel (1990) and dropped the normal
distribution assumption and thus were able to develop several
more accurate procedures for model inference. Based on the
theory of generalized estimating equations (see Yuan &
Jennrich, 2000), they provided a way to obtain consistent
standard errors of the two-stage estimates. They also pro-
posed a minimum chi-square approach and showed that the
estimator obtained by this approach is asymptotically at least
as efficient as the two likelihood-based estimators for either
normal data or nonnormal data. Both the ML and generalized
approaches are implemented in EQS 6.

Ad hoc methods have been used in data analysis for
decades and provide another option in handling incomplete
data. These include mean imputation, listwise deletion,

pairwise computations, stochastic regression imputation, and
hot deck imputation as well as more recently developed
methods such as similar response pattern imputation or per-
son mean imputation (Bernaards & Sijtsma, 2000). In these
approaches a modified data set or a covariance matrix is cre-
ated that subsequently can be analyzed by any existing stan-
dard method designed for complete data. An advantage of
these approaches is that they are relatively practical to imple-
ment; indeed, such methods for dealing with incomplete data
can be found in most well-known statistical program pack-
ages. Furthermore, nonnormality can be routinely handled
when an imputed data matrix is analyzed with a distribution-
free method. These methods are all appropriate when the
amount of missing data is extremely small. In fact, under
some conditions there may be only marginal loss of accuracy
or efficiency when compared to maximum likelihood (see
Gold & Bentler, 2000). However, there exist several draw-
backs of these nonprincipled methods. For example, listwise
deletion can render a longitudinal study with few cases left,
resulting in grossly inefficient estimates (e.g., Brown, 1994).
When the missing data mechanism is so called missing at
random (MAR), existing simulation results indicate that list-
wise deletion causes parameter estimates to be biased even
for normal data (R. J. A. Little & Rubin, 1987; Schafer,
1997). We suspect that some technical work can render some
of these ad hoc methods more principled and hence poten-
tially competitive with the currently technically advanced
methods, especially with nonnormal data.

A problem raised by incomplete data is whether a sample
may be a missing completely at random (MCAR) sample
from a single population with a given mean vector and
covariance matrix. If this can be established, a single SEM
model for the population can be considered; if means and
covariances are not homogeneous, this may not be advisable.
There have been developments that test MCAR in several dif-
ferent areas (e.g., generalized estimating equations; Chen &
Little, 1999). In the area of multivariate normal data, there are
currently two proposed test statistics for analyzing whether
incomplete data patterns are MCAR (R. J. A. Little, 1988;
Tang & Bentler, 1998). Both R. J. A. Little and Tang-Bentler
use the EM algorithm to impute incomplete data, obtain ML
estimates of free parameters under the MCAR assumption,
and propose a test statistic to evaluate an MCAR null hypoth-
esis. R. J. A. Little’s (1988) MCAR test is based on evaluat-
ing the homogeneity of available means for different patterns
of incomplete data. R. J. A. Little also mentioned, but did not
study, a test based on both means and covariances, in which
the homogeneity of available covariance matrices is simulta-
neously studied with homogeneity of means. He expected
that this test might not perform well due to its typically large
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degrees of freedom. In quite a different context, Tang and
Bentler (1998) studied covariance structures, such as factor
analysis models, for incomplete data. When their test is spe-
cialized to that of an unstructured but common covariance
matrix for all patterns of incomplete data, it provides a test of
the MCAR assumption. In fact, their test can be shown to spe-
cialize to a test that can be constructed based on a chi-square
difference rationale applied to R. J. A. Little’s two proposed
tests. A serious problem with these likelihood approaches is
that they break down when the number of subjects for a given
pattern of incomplete data is very small. Kim and Bentler
developed a new method, included in EQS 6, that uses a gen-
eralized least squares rationale to develop tests that should be
more stable in small samples.

Extended Use of Robust Methods

Standard linear modeling methods such as ANOVA and SEM
are susceptible to catastrophic breakdown in nonregular situ-
ations. Unfortunately, those are the very situations encoun-
tered in many research situations. As noted by Wilcox (1995,
p. 57), “It should be stressed that outliers are not the only rea-
son for considering robust methods. Small shifts in a distribu-
tion can have a large impact on the mean, which might render
it a potentially misleading measure of the typical individual.”
He also raises the provocative question of whether discover-
ies have been lost due to nonuse of robust methods (Wilcox,
1998). It is known that the influence function associated with
the sample covariance is quadratic, so that a few influential
cases or outliers can lead to inappropriate solutions for virtu-
ally all standard statistical methods that rely on sample co-
variances (Hampel, Ronchetti, Rousseeuw, & Stahel, 1986;
Yuan & Bentler, in press). SEM methods, of course, rely
heavily on means and covariances as their basic data to be
modeled. It is well known that methods for handling data in
nonstandard situations, such as methods that have bounded
influence functions and can tolerate a high proportion of bad
data before breaking down, have existed for a long time (e.g.,
Hoaglin, Mosteller, & Tukey, 1983). However, in the past
these methods have been presented primarily as exploratory
and graphical methods, with little attention paid to standard
problems of inference in the multivariate case. These issues
were solved in a series of papers by Yuan and his colleagues
(Yuan & Bentler, 1998b, 1998c, 2000a; Yuan, Chan, &
Bentler, 2000). In general, these methods seek to weight cases
or observations differentially. By giving a proper weight to
each case, the influence of outliers on a robust procedure is
minimal.As an example of this approach, Yuan et al. proposed
to use the robust procedure as a transformation technique,

generating a new data matrix that can be analyzed by a variety
of multivariate methods. The sample covariance matrix of the
transformed data then becomes the robust covariance matrix,
which is generally more efficient when the sampling distribu-
tion has heavy tails. Because the transformation makes the
data approximately normal, classical normal theory–based
procedures applied to the transformed data give more accu-
rate evaluations regarding model structure. In their approach,
Mardia’s multivariate skewness and kurtosis statistics are
used to measure the effect of the transformation in achieving
approximate normality. Examples showed the useful effect of
the transformation on model evaluation.

In general, these robust methods work with a weight func-
tion that in turn generates the final case weights. Because
there are in principle a lot of potential weight functions (see,
e.g., Table 11-1 of Hoaglin et al., 1983), there are also many
different case weight vectors that could be used. Examples are
Maronna’s (1976) M-estimator weights, Huber’s (1977) type
weights, multivariate-t weights (Lange, Little, & Taylor,
1989), and Campbell’s (1980) weights. Based on good simu-
lation performance, the Campbell weighting is available in
EQS 6. However, because the distribution of the data is not
known a priori, it is hard to have a clear a priori rationale as to
which weight to use in what circumstance. In fact, this is prob-
ably an Achilles’ heel of robust methods: Because there are so
many possibilities, consensus on the use of a single method
has not been achieved, and hence their use in more applied
settings has been hindered. In the next few years one can hope
that consensus will be achieved as to the best way to do robust
mean and covariance structure modeling.

Methods for Multilevel Nonnormal Data

As we noted earlier, data sets often have a hierarchical struc-
ture; for example, students are nested within classes, classes
are nested within schools, and schools are further nested
within school districts. Strenio, Weisberg, and Bryk (1983)
noted that growth curve models and models for repeated
measures are special cases of a two-level model (see also
Chou et al., 1998). Because of such a hierarchical structure,
cases within a cluster are generally correlated. Thus, to
achieve accurate results, statistical models must explicitly ac-
count for these correlations. Using a two-level model applied
to educational data, Aitkin and Longford (1986) demon-
strated that ignoring the hierarchical structure could be mis-
leading. Assuming that data are normal, Goldstein (1986) and
Longford (1987) considered algorithms for obtaining maxi-
mum likelihood estimates in an HLM, a hierarchical linear
model. Other early developments in multilevel modeling are
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summarized in Bock (1989). More recent results can be
found in Bryk and Raudenbush (1992), Goldstein (1995), and
Kreft and deLeeuw (1998). Paralleling the development of
HLM, multilevel SEM also has grown rapidly (Goldstein &
McDonald, 1988; Lee, 1990; Longford, 1993a, 1993b;
McDonald & Goldstein, 1989; Muthén, 1994, 1997; Muthén
& Satorra, 1995; Rovine & Molenaar, 2000). An HLM-like
approach is given in Chou et al. (2000). The most popular ap-
proach is Muthén’s MUML method. This is an approximation
to maximum likelihood, and it is equivalent to it when the
data are balanced. While its “within” parameters are well be-
haved, the “between” parameters and model tests with
MUML may have some bias (e.g., Hox & Maas, 2001). A
practical, true ML approach was developed by Bentler and
Liang (in press) and is incorporated into the EQS 6 program.

Unfortunately, most approaches to multilevel models cur-
rently require a multivariate normality assumption for the hi-
erarchical data or its error structure. An exception is the
distribution free approach of Lee and Poon (1994), which,
however, is mainly applicable to data with a small number of
variables and huge sample sizes. Current research by Yuan
and Bentler is aimed at providing statistics that are robust to
violation of the normality assumption. The intent is to pro-
vide a scaling correction akin to the Satorra-Bentler (1994)
correction and to generate more adequate standard error esti-
mates with a triple product, sandwich-type matrix. These
have been found to work well in the standard situation of
independent observations.

Latent Variable Interactions and Nonlinear Models

The idea of interactions is a standard one in linear models and
ANOVA. Yet such ideas continue to be out of reach to practi-
cal SEM work. Although introduced many years ago (e.g.,
Kenny & Judd, 1984; Mooijaart & Bentler, 1986), only re-
cently has a huge and technical literature on this topic devel-
oped. See, for example, Schumacker and Marcoulides (1998)
or Yang-Wallentin (2001). It is clear from this work that pro-
posed approaches to handling interactions are very compli-
cated to implement and not yet routinely available for applied
researchers because no one has figured out how to make this
methodology convenient and easy to use in a program pack-
age using a few simple commands. It is hoped that the
technical issues will soon be solved and that practical imple-
mentations will become available (see, e.g., Wood, 2000).
Even though nonlinear models with polynomial relations go
back several decades (e.g., McDonald, 1967), today “the
most challenging problems are generalizations of structural
equation modeling that involve nonlinear functions of latent

variables” (Browne, 2000, p. 663). According to Wall and
Amemiya (2000), the challenge is basic: The Kenny-Judd
(1984) approach and its extension by others produces incon-
sistent parameter estimates unless the latent variables are
normally distributed. Although the Bollen (1995, 1996) ap-
proach is consistent, Wall and Amemiya found that it could
not be extended to general polynomial models such as they
have developed. It is possible that their approach is both
general and practical enough that if programmed in a way
to hide its own complexity, it might be amenable to use by
nonspecialists.

As discussed in this chapter, SEM is a technique for deal-
ing with linear relations among variables. Clearly this is a
strong and, no doubt, sometimes unreasonable assumption.
We hope that practical approaches will become available for
nonlinear SEM (and related) models in the next few years.
The recent literature uses advanced statistical methods to ad-
dress such problems. These are based on Bayesian theory
using the Gibbs sampler and the Metropolis-Hastings algo-
rithm (e.g., Arminger & Muthén, 1998; Lee & Zhu, 2000;
Scheines, Hoijtink, & Boomsma, 1999; Zhu & Lee, 1999).
These procedures typically involve estimation of individual
specific parameters, such as factor scores, and also take into
account the uncertainty in such estimates. Because Bayesian
theory is not generally known to applied researchers, produc-
ing a practical implementation of any of these methods that is
meaningful and accurate will be a big challenge that the field
still needs to undertake. 

CONCLUSIONS

In this chapter we attempted to introduce the reader to a
powerful statistical technique, structural equation modeling
(SEM). This technique allows examination of complex sys-
tems of variables that are both observed and unobserved. Our
goal was to provide a general overview of SEM using applied
examples. Therefore, we began the chapter with a brief intro-
duction to the method. We used a real data example to demon-
strate basic modeling techniques and issues. After introducing
the fundamental theoretical underpinnings and basic model-
ing techniques, we presented a very simple example of an ex-
citing new extension of basic SEM models, multilevel
modeling. Finally, we concluded the chapter with a section
that discussed future research directions in SEM, providing a
guide to current research as well as presenting exciting areas
for further study. Given these promising new research en-
deavors, the next several years should see continued rapid
growth in the development and use of SEM techniques.
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APPENDIX: EQS SETUP FOR HLM MULTILEVEL
MODEL SPECIFICATION

/TITLE
Kids - Level 1 

/SPECIFICATIONS
DATA=’c:\program files\spss\kidsema17.ess’;
VARIABLES=68; CASES=4578; 
multilevel=hlm; level = v64; analysis = 
moment;
METHODS=ML,ROBUST;
MATRIX=RAW;
ANALYSIS=moment;

/Equations
!Self-Esteem
V57 = *v999 + *V65 + *V43 + *V42 + e57;

!Institutional Bonds 
V66 = *V999 + *V65 + *V43 + *V42 + E66;

!Acceptance of Risky Behaviors 
V67=*V999 + *V65 + *V43 + *V42 + E67;

!Resistance to Peer Pressure 
V68=*V999 + *V65 + *V43 + *V42 + E68;

V32 = *v999 + *v65 + *v43 + *v42 + e32;
V33 = *v999 + *v65 + *v43 + *v42 + e33;
V65 = *V999 + E65;
V43 = *V999 + E43;
V42 = *V999 + E42;

/VARIANCES
E32,E33 = *;
E65,E43,E42 = *;
E57,E66,E67,E68=*;

/COVARIANCES
E32,E33 = *;
E66 TO E68 =*;
E57,E66 = *;
E57,E67=*;
E57,E68=*;

/END
/TITLE
Classes - Level 2
/SPECIFICATIONS
DATA=’c:\program files\spss\classes.ess’;
VARIABLES=20; CASES=144;
METHODS=ML;
MATRIX=RAW;
ANALYSIS=COVARIANCE;

/DEFINE                !This paragraph
pulls in parameters from the prior level
V21 = (V57,V999);
V22 = (V66,V999);
V23 = (V67,V999);
V24 = (V68,V999);
V25 = (V32,v999);
V26 = (V33,v999);

/EQUATION
V21 = *V13 + *V5 + *V12 + E21;
V22 = *V13 + *V5 + *V12 + E22; 
V23 = *V13 + *V5 + *V12 + E23;
V24 = *V13 + *V5 + *V12 + E24;
v25 = *v13 + *v5 + *v12 + e25;
v26 = *v13 + *v5 + *v12 + e26;

/VARIANCE
V13,V5,V12 = *;
E21 TO E26 = *;

/COVARIANCES
E21 TO E26 = *;

/PRINT
FIT = ALL;

/LMTEST
/END
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MOTIVES FOR ORDINAL ANALYSIS

Statistical methods that make use of ordinal information have
many desirable properties that argue for their general use.
First, much data in the social sciences has only ordinal justi-
fication. Ordinal methods are based on operations consistent
with ordinal data. Second, many research questions in the
social sciences are ordinal in nature. Ordinal methods pro-
vide answers to ordinal questions. Third, ordinal methods are
invariant under monotonic transformations. Results of ordi-
nal methods obtained on raw data are exactly the same under
any order-preserving transformation. Fourth, ordinal meth-
ods can be more robust than traditional methods when the
latter’s assumptions are violated. Ordinal methods require
fewer distributional assumptions, are not as vulnerable to
extreme values, and are valid for nonlinear but monotonic
relationships. After discussing these merits in detail, we pre-
sent two classes of methods useful in applied analyses, ordi-
nal measures of correlation and ordinal measures for group
comparisons.

Many Variables Are Ordinal

Interval-level scales are very desirable in scientific investiga-
tion because they allow the relations among empirical vari-
ables to be represented with highly specific mathematical
expressions. However, few variables in the social sciences
can be said to have interval-level scales. The reason is that
most scales do not meet the stringent conditions necessary to
attain interval status.

According to axiomatic measurement theory (Krantz,
Luce, Suppes, & Tversky, 1971), the defining characteristic
of an interval scale is the representation of the empirical
properties of order and additivity. The property of order
means that amounts of an empirical construct can be empiri-
cally realized and compared according to the ordinal rules
less than, greater than, and equal to. For example, consider
three blobs of clay, �, �, and �, as empirical realizations of
the construct weight (note that for constant downward accel-
eration, i.e., gravity, weight is proportional to mass). We
might take certain pairs of blobs of clay, (�, �), (�, � ),
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weigh them against each other on a beam balance (also
known as a pan balance), and determine their ordinal relation
by observing which blob pan hangs lower. Suppose that the
results of this operation show that � � � (� is greater than �)
and � � �. By transitivity we know that � � � (although we
can check it) and we have the empirical ordering of the blobs
by weight, � � � � �.

Additivity is the empirical representation of mathematical
addition. This means that an arbitrary unit of a construct is se-
lected and all other amounts of the construct are measured in
relation to the cumulative addition of the unit. For example,
let us arbitrarily define � as the unit. Suppose that two repli-
cas of � were in one pan of a beam balance and � was in the
other pan. If the beam was perfectly horizontal (i.e., the blob
pans were perfectly level with each other), we could say that
� = � + � = 2�. If � was arbitrarily small, then the weights
of all other blobs could be expressed by successively adding
together replicas of �.

It is an understatement to say that in most areas of the so-
cial sciences, the demonstration of empirical additivity is
very difficult, perhaps owing to the abstract nature of many of
the constructs. A significant step forward in measurement
theory was the demonstration by Luce and Tukey (1964) that
interval scales could be constructed based on an axiomatic
definition of additivity (additivity of differences) without the
requirement of empirical additivity. This is known as simul-
taneous conjoint measurement. The essential idea of simulta-
neous conjoint measurement is that given certain relational
conditions known as conjoint axioms, we can take three in-
terrelated variables whose numbers represent at least distinct
categories and simultaneously derive interval scales for all
the variables through monotonic transformation, provided
certain conditions are met. To illustrate, suppose we have
three variables, A, B, and Y that we arrange in a factorial de-
sign, with A and B as the factors (with many levels) and Y as
the dependent variable. Given that the conjoint axioms are
satisfied, it is possible to find a monotonic transformation of
Y that will induce a no interaction model (i.e., a model in
which the effects of A and B are additive). A and B are not
themselves additive in the sense of weights, but changes on A
and changes on B are. Under this additivity condition, Y =
A + B + k, where k is an arbitrary constant. The monotonic
transformation serves as a basis for an interval scaling of all
the variables.

A difficulty with simultaneous conjoint measurement is
that it is not stochastic. The conjoint axioms are deterministic
and do not allow for errors when investigating the conditions
in sample data (Nygren, 1986). An alternative to literal con-
dition checking is to assume an additive model, then use
the monotonic transformation that will best eliminate any

interaction, and then evaluate the goodness of fit of the trans-
formed data to the model. One method that does this is Rasch
scaling (Rasch, 1980), but there are others (see Cliff, 1973,
1992 for reviews).

Rasch scaling is widely used in mental testing (Wright,
1999). It begins with an additive conjoint model and uses a
specific monotonic transformation, a single-parameter logis-
tic transformation, as a basis for interval scaling (strictly
speaking, this is only possible for a dichotomous response;
see Fischer, 1995). Operating under some assumptions (e.g.,
unidimensionality), an additive model is fit to item responses
(the data) and evaluated for goodness-of-fit using probability-
based statistics. Sufficient fit is evidence that the probability
of a response can be expressed as an additive function of a
person parameter (usually an index of ability) and an item
parameter (usually an index of item difficulty; Wright, 1999).
The logistic transformation serves as a basis for an interval
scale of the latent person variable on which we can locate
individuals (the items are simultaneously scaled as well). As-
suming the Rasch model holds (which may be a rare occur-
rence in applied research; see Embretson & Hershberger,
1999), individuals can be assigned interval-scale scores on
the latent variable that are monotonically related to raw
scores, yet have more desirable properties (e.g., extreme
score unbiasedness, sample independence, and linearity).
There are problems with Rasch scaling. The most common
one is that items vary in discrimination, so that more than one
item parameter is necessary. This usually leads to a violation
of one or more of the axioms of conjoint measurement and
compromises the interval properties of the scale. Another
problem is the controversy over evaluating the goodness-of-
fit of the model to sample data (see Hambleton, 1989).
Nevertheless, Rasch scaling can be a useful tool for deter-
mining whether batches of empirical data are at least consis-
tent with a type of additive model.

The foregoing discussion should make it clear that careful
thought and planning are required for the creation of an inter-
val scale. Data collected under an additive model (either an
empirical additive model, an additive conjoint model, or an
additive scaling model) have the best chance of reflecting the
characteristics of empirical order and additivity. Such data
are amenable to highly parametric model-based methods be-
cause these methods provide explicit expressions about unit-
based functional relationships between variables. In the great
majority of instances, however, the data contradict interval
scaling. Where there is no direct contradiction, the data are
usually too sparse: They have too few levels to inspire confi-
dence in their interval properties.

Most data in the social sciences are not collected under an
additive model, nor are they scaled in accordance with such a
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model (Cliff, 1992, offers various reasons for this neglect).
Therefore, it is unlikely that most scales represent additivity
in either an empirical, conjoint, or scaled sense. On the other
hand, it seems reasonable that the property of order is repre-
sented in many cases. Order is much more easily justified
than additivity because one need only argue that two individ-
uals with different scores on a measure can be ordered in
terms of the empirical amount of the construct in question,
provided the scores are reasonably consistent. This ordering
seems sensible in many situations, even when we cannot de-
termine meaningful distance between the ordered individu-
als. Therefore, it seems realistic to assume that much of the
data in the social sciences are ordinal.

The advantage of ordinal methods is that they deal explic-
itly with the order of the data. Most of the methods to be
presented later are based on ordinal comparisons between
scores. Pairs of scores on a variable are compared in terms of
the order relations less than, greater than, and equal to. This
is the most appropriate treatment when order is the only
justified scaling property of the data.

Many Research Questions Are Ordinal

Many of the types of research questions commonly posed
tacitly acknowledge that many data are ordinal. When form-
ing research questions, few researchers take seriously the
specific interpretations provided for by highly parametric
methods. For example, rather than expressing questions
about the correlation between two variables in unit-based
functional terms, most researchers simply want to know “if
high scores on one variable tend to go with high (or low)
scores on the other variable” (Long & Cliff, 1997). The same
can be said in the case of group comparisons. Instead of ex-
pressing questions about group difference in terms of the unit
difference between two parameters, researchers often simply
want to know “if people in one group tend to score higher on
a variable than people in the other group” (Cliff, 1996a,
1996b). These common types of research questions are ordi-
nal in nature. An advantage of ordinal methods is that they di-
rectly provide answers to ordinal questions. In addition, there
is some protection from overinterpreting results. Ordinal
methods do not tempt us to the unit-based interpretations that
are not warranted when highly parametric methods are ap-
plied to ordinal data.

Invariance Under Monotonic Transformation

Affine Transformation

In his seminal work, Stevens (1951) defined various scales
of measurement in terms of what he called admissible

transformations that maintain the important information of a
scale. He proposed four main categories of scale level based
on admissible transformations: nominal, ordinal, interval,
and ratio. Because a ratio scale is an interval scale with an
empirically justified origin, and a nominal scale is not quan-
titative (at least on the surface), we focus on the important
distinction between ordinal and interval scales. We have al-
ready shown that the information to be maintained for an in-
terval scale is empirical order and additivity, which for a
scale means maintaining the rank order of scale values and
the relative distances between scale values. The transforma-
tion that maintains this scale information is the affine trans-
formation, Y = bX + a.

To illustrate the affine transformation, assume we have an
interval scale with values xh, xi, defined in arbitrary � units,
such that x i > xh. The distance between two scale values is
x i − xh. Suppose we apply the affine transformation
Y = bX + a to the values on the original scale. Replacing
the x values with the new y values, we have yh = bxh + a,
and yi = bx i + a. The affine transformation maintains the
property of order because a and b are constants that do not
affect inequalities. Therefore, given that (xi, xh > 0), when
(xi > xh), it is always the case that (yi > yh).

To see that the meaning of distance is maintained by the
affine transformation, we compute the difference between the
values of the transformed scale, yi − yh = (bxi + a) −
(bxh + a) = b(xi − xh). This means that for any given origi-
nal difference, the transformed distance is equal to the original
distance times the arbitrary scaling constant. The nature of two
differences is unchanged because the same constant multiplies
both. Therefore, the meaning of a fixed distance anywhere
along the original scale is maintained and simply rescaled by b.

Monotonic Transformation

The order of a scale is preserved with a monotonic transfor-
mation. A monotonic transformation has the form Y = f (X),
where f (X) is a one-to-one strictly increasing or decreasing
function. To illustrate, suppose in the previous example
we used the monotonic transformation Y = (X)2 instead of
the affine transformation. In this case the transformed values
are yh = (xh)2, and yi = (xi)2. Assuming that xi and xh are
positive, the property of order is maintained by the monotonic
transformation because given that xi > xh, it must be the case
that (xi)2 > (xh)2.

Information about scale distance is not maintained with a
monotonic transformation. This is evident by the fact that
when we use Y = (X)2 as our transformation, (yi − yh) is not
equal to (xi − xh) times a scaling constant. Rather, (yi − yh) =
[(xi)2 − (xh)2] = (xi − xh)(xi + xh). For any fixed original
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distance, the transformed distance increases as the values of xh

and xi increase. Therefore, the meaning of any fixed original
distance is not maintained along the transformed scale.

Monotonic Transformation and Data Analysis

A monotonic transformation of a scale maintains the property
of order but not that of distance. This fact has important
implications when using monotonic transformations with
highly parametric methods because such methods make use
of the distances of the variables (see the section in this chap-
ter entitled “Pearson’s Correlation Coefficient”). When the
distances of the variables are changed through monotonic
transformations, the results of the parametric methods (in-
cluding test statistics) will be different. Mild changes in dis-
tance produce small changes in the values of the parametric
methods, whereas extreme changes can result in very differ-
ent values. It is important for researchers to be aware of these
facts because monotonic transformations are fundamental in
two important applications: transforming to meet statistical
assumptions, and item response theory (IRT; Rasch scaling is
a special case of IRT).

With careful thought and application, monotonic transfor-
mations can be very useful in clarifying relationships and in-
terpreting variables (see Emerson & Stoto, 1983). A more
arbitrary use of monotonic transformations is to induce sam-
ple data to be consistent with parametric assumptions (e.g.,
normality). The arbitrariness arises from the fact that a trans-
formation is often determined by the sample data without
regard for replication or comparison with other analyses
(Games, 1984). Consider results of research using reaction
time measured in milliseconds (ms). It could be the case that
the transformation f (ms) = ms(.835) is used to induce nor-
mality in one data set, whereas the very different transforma-
tion f (ms) = ms(−.5) is used to induce normality in another
data set. Comparing parametric results based on these two
transformations is difficult. The two transformations produce
different distances between scale values and lead to different
parametric results. In contrast, the ordinal information is the
same regardless the monotonic transformation, so that results
based on ordinal methods are comparable. Furthermore, ordi-
nal methods make it unnecessary to use monotonic transfor-
mations to meet statistical assumptions because results will
be the same whether raw or transformed scores are the basis
of analysis.

Monotonic relationships and monotonic transformations
are also important in the stochastic item response models (IRT)
that underlie most of modern test theory. A fundamental
premise of IRT is that manifest and latent variables have a non-
linear but monotonic functional relationship (usually ogival).

Highly parametric methods, such as structural equation mod-
eling (SEM), assume linear relations between manifest and
latent variables. If IRT is taken seriously, analyzing raw scores
with methods such as SEM must lead to a misspecification of
the manifest-latent relationships. This contradiction has led
some observers to suggest that the results of highly paramet-
ric methods can be spoiled when raw scores are analyzed
(Embretson, 1996). A dilemma arises when IRT is applied
inconsistently with highly parametric methods. Because IRT
proposes that manifest (raw) scores be monotonically trans-
formed to estimate latent scores, the results of parametric
analyses using latent scores are not comparable to analyses
with manifest scores. Ordinal methods have an advantage in
this context. Because of the monotonic relation, the ordinal
information of the manifest variable is identical to the infor-
mation of the latent construct. Ordinal results will be identical
regardless of whether manifest or latent scores are the basis of
the analysis. This means that the misspecification problem
with the analysis of raw scores is avoided, and results of ordi-
nal analyses can be compared regardless of whether manifest
scores or latent scores are used.

Robustness

Under optimal conditions, parametric statistics generally
have larger absolute values than their ordinal counterparts,
and parametric inferential methods perform better than ordi-
nal inferential methods, usually in terms of higher power (but
see a contrary example in the following discussion). Higher
power under optimal conditions is probably the justification
for many applied researchers’ using parametric methods
rather than ordinal methods (Zimmerman & Zumbo, 1993).
However, the differences in power can be very small, and
when conditions are not optimal, ordinal methods can have
many superior properties, including higher power. Because
there are reasons to believe that optimal conditions rarely
hold in applied research (Micceri, 1989; Sawilowsky & Blair,
1992; Wilcox, 1990), ordinal methods may be a better choice
than are parametric methods for general use.

The ordinal methods presented in this chapter tend to be
less influenced than are parametric methods by changes in the
characteristics of the data such as nonnormality, outliers, and
monotonic nonlinearity. In this sense, the ordinal methods are
said to be more robust than their parametric counterparts.
Distributional variations in the data can considerably distort
values of parametric statistics, test values, and confidence in-
tervals. For example, monotonic transformation away from
bivariate normality can drastically reduce the value of
Pearson’s r and its t test (Long & Cliff, 2001). In contrast, the
values of ordinal statistics and their inferential methods are
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invariant under monotonic transformations, so that trans-
forming away from normality does not change their values.
Thus, ordinal methods are applicable to a wider class of
distributions than are parametric methods. 

Parametric methods are vulnerable to extreme changes in
single scores. A single extreme score can drastically affect the
value of a parametric method due to the large distance that is
introduced in the computation (see the comments regarding
Pearson’s r later in this chapter). Ordinal methods are much
more resistant to extreme values because distances are not
considered in computation (only order). A very large outlier,
for example, is simply treated as the largest rank value, and
its distance to the next-to-lowest score is irrelevant. It does
not matter if the largest value is close to the next-to-smallest
value or very far above it. 

Finally, parametric methods can be adversely affected by
nonlinear but monotonic relationships (both in the popula-
tion and the sample). Nonlinear but monotonic relationships
tend to inflate parametric standard errors and lead to lower
power (Birkes & Dodge, 1993, chap. 1). Ordinal methods
can perform much better with such relationships, due to the
fact that the ordinal information is identical for monotonic
and linear functions. Suppose we take a linear bivariate rela-
tionship and induce a nonlinear but monotonic relationship
via monotonic transformation. The parametric standard error
for the transformed relationship would tend to be larger than
the original and the power of a parametric method would
tend to be lower. On the other hand, the standard error and
power of an ordinal method would not change. The func-
tional relationship is continuously increasing or decreasing
(barring ties) in both situations, and thus the ordinal informa-
tion is the same.

Ordinal Methods to Be Presented

The methods of ordinal analysis to be presented fall into two
categories: measures of correlation and measures for group
comparison. We first consider the bivariate situation, and then
show how the methods can be extended for use in more com-
plex analyses. We believe that the ordinal statistics presented
in the following discussion have clear substantive interpreta-
tions, in contrast to traditional nonparametric methods. These
statistics should be considered as estimates of meaningful
population counterparts and not simply as devices for testing
null hypotheses. Another distinction of our presentation from
that of traditional nonparametric methods is an emphasis on
inferential methods that apply in the non-null case. Many
traditional nonparametric inferential methods rely on distrib-
utional assumptions that only hold in the null case. In con-
trast, we present inferential methods based on estimating

properties of sampling distributions from sample data that
have more general applications. In this parametric emphasis,
the chapter follows earlier publications such as Cliff (1993,
1996a, 1996b), Long (1999), and Long and Cliff (1997).

ORDINAL CORRELATION METHODS

General Form of Correlation

Most of the ordinal correlation methods presented in this sec-
tion are based on Kendall’s tau. Although it is not commonly
known, Kendall’s tau has a direct connection to the more
widely known Pearson and Spearman correlations. In fact, all
three are special cases of a general form of correlation based
on the comparison of pairs of scores. It is instructive to pre-
sent the three correlations in a general form involving pairs
of scores in order to show that their computational formulas
are directly related to assumptions about scale level. 

To introduce the general form of correlation based on
paired comparisons, let us assume we have a set of n scores
on X and Y. For any pair of scores, say the ith and the hth, we
can assign a score on X, denoted as aih, representing the com-
parison between the ith and hth observations. Likewise, we
can also assign a score on Y, denoted as bih, representing
the comparison on Y. Then general form of a correlation
coefficient derived from score comparisons is

� =
∑∑

i>h
aihbih√∑∑

i>h
a2

ih

∑∑
i>h

b2
ih

, (25.1)

where both i and h run from 1 to n, and there are (1/2) n
(n − 1) comparisons of scores on each variable for i > h.

The Pearson, Kendall, and Spearman correlations are defined
by the choice of the aih and bih comparisons in Equation 25.1.
When the ith raw score is equal in value to the hth raw score
on a variable, then the pair is tied. The treatment of tied val-
ues can be important, so comments regarding ties are selec-
tively included.

Pearson’s Correlation Coefficient

If interval variables can be assumed, then Pearson’s � is con-
sidered an appropriate measure of bivariate correlation. The
formulas for � and its sample counterpart, r, are very famil-
iar. However, our present purposes are served better if we
introduce an unnecessary complexity. Let aih and bih be dif-
ferences between raw scores. We define

aih = xi – xh, (25.2)
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where xi and xh are the ith and hth raw scores on X. Similarly,

bih = yi – yh, (25.3)

where yi and yh are the ith and hth raw scores on Y.
Making substitutions into Equation 25.1, we can compute

the sample Pearson correlation, r,

r =
∑∑

i>h
(xi − xh)(yi − yh)√∑∑

i>h
(xi − xh)2

∑∑
i>h

(yi − yh)2
. (25.4)

With a bit of algebraic manipulation, it can be shown
that Equation 25.4 is equivalent to the traditional formula of
Pearson’s r. Equation 25.4 shows that r is based on the literal
distances between values on X and Y. As was argued previ-
ously, these distances are only meaningful with interval data.
Therefore, r has an ambiguous interpretation when computed
on ordinal data. In addition, changing the distances on one or
both of the variables (e.g., by monotonic transformation) also
changes the value of r.

Spearman’s Rho

A correlation coefficient that uses ordinal information is
Spearman’s �s, which is based on the differences between
pairs of ranks. We define

aih = qix − qhx, (25.5)

where qix and qhx are the ranks of the ith and hth scores on X.
Similarly,

bih = qiy − qhy, (25.6)

where qix and qhx are the ranks of the ith and hth scores on Y.
Substituting these values into Equation 25.1 yields the sam-
ple Spearman correlation, rs,

rs =
∑∑

i>h
(qix − qhx)(qiy − qhy)√∑∑

i>h
(qix − qhx)2

∑∑
i>h

(qiy − qhy)2
. (25.7)

Perhaps an advantage of Spearman’s rs is that it is a
bridge, so to speak, between Pearson’s r and the tau
correlation because it incorporates properties of both. Like
Pearson’s r, Spearman’s rs uses distances between numbers,
and like Kendall tau, the computation of Spearman’s rs is
based on the order of the variables.

The Spearman correlation can be shown to be equivalent
to a Pearson correlation applied to ranks. Assuming no ties,

several equivalent forms of Spearman’s correlation can be
derived based on simplifying identities (see Cliff, 1996b,
pp. 51–54 for details). Algebraic manipulation of Equa-
tion 25.7 yields another form of Spearman’s correlation, 

rs = 12
[∑

i (qix − �qx)(qiy − �qy)
]

n3 − n
,

(25.8)

where �q j is the mean of the ranks of the jth variable. With
further algebra, Equation 25.8 can be expressed in its tradi-
tional form,

rs = 1 − 6
∑

i (qix − qiy)2

n3 − n
. (25.9)

It is possible to adjust Equations 25.8 and 25.9 for tied
pairs. However, when the number of ties is small, the ad-
justed equations are closely approximated by the unadjusted
equations (Kendall & Gibbons, 1990). Most often in applied
research, ties are ignored when computing Spearman’s corre-
lation. This means that Equation 25.7 is used with tied rank
values computed by taking the average of the corresponding
ranks for identical raw scores. 

Spearman’s rho has a theoretical relationship to � . In
bivariate normal populations,

�s = 6

2�
sin−1 �, (25.10)

where �s is the population form of Equation 25.9 and � is the
population form of Equation 25.4. Equation 25.10 indicates
that �s is very close in value to � (approximately .01 smaller)
over the medium values that are common in applied research. 

Correlations Based on Kendall’s Tau

When one has only ordinal information, a comparison of
pairs of scores can be performed that is consistent with the
empirical operations of greater than, less than, and equal to.
This is the basis for a class of correlations based on Kendall’s
tau, �xy. For Kendall’s tau, the aih and bih of Equation 25.1
are the signed difference between raw scores, known as the
dominance of X and Y. We define

aih = dihx = sign(xi − xh), (25.11)

where dihx = +1 when xi > xh, dihx = −1 when xi < xh, and
dihx = 0 when xi = xh. Similarly,

bih = dihy = sign(yi − yh), (25.12)

where dihy = +1 when yi > yh, dihy = −1 when yi < yh, and
dihy = 0 when yi = yh. Substituting the dominance into
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Equation 25.1, we can compute the sample Kendall’s tau,
txy, as

txy =
∑∑

i>h
dihxdihy√∑∑

i>h
d2

ihx

∑∑
i>h

d2
ihy

. (25.13)

The numerator of Equation 25.13 represents the sum of the
order agreement between corresponding pairs of scores. If
the order of the pair is the same on both variables, then
(dihx)(dihy) = +1. If the order is not the same, (dihx)(dihy) =
−1. Finally, if one or both pairs are tied, (dihx)(dihy) = 0.

There are a number of forms of Kendall’s tau that can be
defined by altering the denominator of Equation 25.13. When
there are no ties on X or Y, then the sum of squared domi-
nance scores is equal to the number of pairs for the (i > h)
comparisons, which is (1/2) n (n − 1). Therefore, tau may
be expressed in the form Kendall (1970) calls tau-a,

ta =
∑∑

i>h
dihxdihy

1
2 n(n − 1)

. (25.14)

Tau-a can be expressed in an alternate form. Suppose we
let P = the number of dominance products that are positive
(i.e., the number of corresponding pairs with the same order
on both variables) and N = the number of dominance prod-
ucts that are negative (i.e., the number of corresponding pairs
with opposite order on the variables). Then using # to indi-
cate number of,

ta = P − N

total # pairs
. (25.15)

Equation 25.15 shows that tau-a can be interpreted as the pro-
portion of pairs of scores that are in the same order minus the
proportion of scores that are in the opposite order. The corre-
sponding population probability interpretation is

�a = Pr[(xi > xh) and (yi > yh)]

– Pr[(xi > xh) and (yi < yh)]. (25.16)

Note that if X and Y are independent (and uncorrelated), in
the long run the left-hand and right-hand probabilities will
be equal and �a will be zero. If X and Y are at least monot-
onically related, then the probabilities will not be equal
and �a will not be zero. For bivariate normal populations,
tau has a theoretical relation with Pearson’s correlation
coefficient,

�a = 2

�
sin−1 � , (25.17)

meaning that �a is approximately two-thirds the size of � over
the range of moderate values most commonly found in ap-
plied research.

When there are ties on X or Y or both, tau-a cannot attain
the limits of ±1. In this case, tau-a still has a clear inter-
pretation: It is the ordinal correlation among the pairs relative
to the total possible number of pairs. When the number of ties
is very large, the largest absolute value of tau-a may be un-
comfortably small for some researchers. There are other
forms of tau that can be computed that attain the limits of ±1
in the presence of ties. One option is to simply use Equa-
tion 25.13 for txy when ties are present. Kendall (1970) calls
this form tau-b, and we can write tb = txy. Because of the pos-
sibility of ties, |tb| ≥ |ta|. Tau-b is attractive because its form
is similar to the familiar Pearson’s correlation. The problem
with tau-b is that its definition is not as simple as that of the
Pearson correlation. The geometric interpretation of a Pearson
correlation as the angle of separation of X and Y (i.e., cos �xy)
holds in tau-b between the pairwise dominance scores, not
between the values of the variables themselves.

A tie-adjusted measure that has a more attractive theoreti-
cal definition is a form of tau known as Yule’s Q (Yule, 1900),
which is also known as Goodman-Kruskal gamma (Goodman
& Kruskal, 1959). The sample version of Yule’s Q, tQ, is

tQ =
∑∑

i>h
dihxdihy∑∑

i>h
d2

ihxd2
ihy

. (25.18)

The numerator of Equation 25.18 is the same as that of the
previous tau correlations, but the denominator is equal to the
number of pairs of scores that are untied on both variables.
Thus, tQ indicates the average ordinal (dis)agreement ignor-
ing ties (or adjusting for ties) on both variables.

Similar to tau-a, tQ can also be expressed as

tQ = P − N

total # untied pairs
, (25.19)

which is the proportion of corresponding pairs of scores with
the same order minus the proportion in the opposite order for
those pairs not tied on either variable. The population proba-
bility interpretation is

�Q = Pr[(xi > xh) and (yi > yh) | (xi �= xh)

and (yi �= yh)]

− Pr[(xi > xh) and (yi < yh) | (xi �= xh)

and (yi �= yh)]. (25.20)

This probability is similar to tau-a but has the condition of no
ties on both variables.
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TABLE 25.1 Computation of Various Correlation Coefficients Based
on Paired Comparisons

Raw Scores Ranks

i,h X Y qX qY

1 41 5 5 1
2 12 8 1 2
3 26 11 4 3
4 17 14 2 4.5
5 19 14 3 4.5

Computation of Pearson correlation

i,h (xi − xh) (yi − yh) (xi − xh)(yi − yh) (xi − xh)
2 (yi − yh)

2

2,1 −29 3 −87 841 9
3,1 −15 6 −90 225 36
4,1 −24 9 −216 576 81
5,1 −22 9 −198 484 81
3,2 14 3 42 196 9
4,2 5 6 30 25 36
5,2 7 6 42 49 36
4,3 −9 3 −27 81 9
5,3 −7 3 −21 49 9
5,4 2 0 0 4 0

Sums: −525 2530 306
r = −0.597 (Equation 25.4)

Computation of Spearman correlation

(qix − qhx) ×
i,h (qix − qhx) (qiy − qhy) (qiy − qhy) (qix − qhx)

2 (qiy − qhy)
2

2,1 −4 1 −4 16 1
3,1 −1 2 −2 1 4
4,1 −3 3.5 −10.5 9 12.25
5,1 −2 3.5 −7 4 12.25
3,2 3 1 3 9 1
4,2 1 2.5 2.5 1 6.25
5,2 2 2.5 5 4 6.25
4,3 −2 1.5 −3 4 2.25
5,3 −1 1.5 −1.5 1 2.25
5,4 1 0 0 1 0

Sums: −17.5 50 47.5
rs = −0.359 (Equa-

tion 25.7)

Computation of Kendall’s correlations

i,h dihx dihy tihxy (dihx)
2 (dihy)

2 t2
ihxy

2,1 −1 1 −1 1 1 1
3,1 −1 1 −1 1 1 1
4,1 −1 1 −1 1 1 1
5,1 −1 1 −1 1 1 1
3,2 1 1 1 1 1 1
4,2 1 1 1 1 1 1
5,2 1 1 1 1 1 1
4,3 −1 1 −1 1 1 1
5,3 −1 1 −1 1 1 1
5,4 1 0 0 1 0 0

Sums: −3 10 9 9

ta = −0.300 (Equation 25.14)
tb = −0.316 (Equation 25.13)
tQ = −0.333 (Equation 25.18)
tdyx = −0.333 (Equation 25.21)

Unlike ta and tb, tQ is not strictly monotonic. This means
that very different arrays of scores, or pairs of arrays based on
different ns, may produce the same value for tQ. Therefore, tQ

does not discriminate between certain subsets of relations for
which ta and tb do (see Agresti, 1984, chapter 9). In terms of
values of the coefficients, this means that |tQ| ≥ |tb| ≥ |ta|.

Yet another type of tau correlation can be computed, one
that corrects for ties only on the response variable, Y. This
correlation is Somers’ d, which is symbolized as �dyx. The yx
in the subscript indexes the fact that the correlation adjusts
for ties on Y but not X. The sample tdyx is computed as

tdyx =
∑∑

i>h
dihxdihy∑∑

i>h
d2

ihy

, (25.21)

and can be interpreted as the average ordinal (dis)agreement
adjusting for ties on Y. Alternatively, tdyx can be expressed as

tdyx = P − N

total # untied on Y
, (25.22)

which is the proportion of corresponding pairs of scores that
are in the same order minus the proportion of corresponding
pairs that are in the opposite order for those pairs not tied on
Y. The population probability interpretation is

�dyx = Pr[(xi > xh) and (yi > yh) | (yi �= yh)]

− Pr[(xi > xh) and (yi < yh) | (yi �= yh)]. (25.23)

If one variable is arbitrarily designated the response, it
may not make sense to only adjust for ties on it (it is tempting
to use the larger of tdyx and tdxy). A situation in which the re-
sponse is not arbitrarily assigned is in group-comparison
problems. In this case, �dyx can be used as a basis for a type of
ordinal measure of location (discussed later in this chapter).

Examples of Calculations

Table 25.1 shows some hypothetical data sorted on Y and
calculations using the paired comparisons formulas for all the
correlation coefficients. The results illustrate a typical relation-
ship among the correlation coefficients: |r | ≥ |rs| ≥ |tQ| ≥
|tdyx| ≥ |tb| ≥ |ta|.

Inference in Ordinal Correlation

The focus of this section is inferential methods based on tau-
a, but methods for Spearman’s rho are also discussed. We feel
tau-a is the most interpretable of the ordinal correlations
and has favorable statistical properties such as invariance
under monotonic transformation. Although we briefly discuss
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traditional approaches to hypothesis testing, we stress infer-
ential methods that can be used in the non-null case as well,
and expanded to provide the basis for a much broader range
of application than is generally realized. Cliff (1996b, pp.
55–88) provides a more extensive discussion than can be pro-
vided here.

Traditional Randomization Approach

Kendall’s Tau-a

The most common inferential method for tau-a is the z test of
independence of X and Y. Note that independence implies
�a = 0, but is a more general assumption than is the latter.
Independence assumes that for a given order of one variable,
all possible permutations of the other are equally likely. In
this case, Kendall (1970) shows that the asymptotic variance
of ta under random permutations of X and Y is

var(ta) = 2(2n + 5)

9n(n − 1)
. (25.24)

Under H0: �a = 0, the normal distribution variate is the sam-
ple tau-a over the square root of Equation 25.24,

z = ta√
2(2n + 5)
9n(n − 1)

. (25.25)

The z test statistic of Equation 25.25 has some favorable
properties. It is invariant under monotonic transformation of
the variables, it does not require the variables to have a spe-
cific distributional shape, and it is insensitive to outlying val-
ues. The weakness of the test is the assumption of complete
independence of X and Y, which has limited applicability.
Later in this chapter we discuss a variance term that forms the
basis for methods with wider applicability.

Spearman’s Rho

Inferential methods for rs are hampered by the fact that its
sampling properties are difficult to specify. Among other
things, there is no straightforward method for determining
the standard error of rs, even assuming independence of X
and Y (Kendall, 1970). The inferential methods that do ap-
pear to have adequate performance require some strong
assumptions. For example, if one is willing to test for
independence (as previously with tau), then as n increases,
rs is approximately normally distributed with variance
1/(n − 1). Cliff (1996b) provides a table of critical values of
rs for n up to 37, reproduced from Ramsey (1989). Using the
variance term based on Pearson’s r, a more general test of

H0: �s = 0 is

z = r ′
s√
1

n−3

(25.26)

where r ′
s is Fisher’s z transformation of rs,

r ′
s =

(
1

2

)
ln

∣∣∣∣1 + rs

1 − rs

∣∣∣∣ . (25.27)

Caruso and Cliff (1997) studied a number of inferential meth-
ods based on rs and found the Equation 25.26 z test per-
formed the best in terms of actual Type I error rate and power.
Although Equation 25.26 assumes bivariate normality, it
does have at least one advantage over its counterpart based
on Pearson’s r (which requires the same assumption). Equa-
tion 25.26 will yield the same result for any data that is or can
be monotonically transformed to bivariate normality because
rs is invariant under such a transformation. In this regard,
Equation 25.26 is more general than is the corresponding test
based on Pearson’s r.

Recently, Bonett and Wright (2000) presented interval es-
timates based on rs (and ta) under rather general assumptions.
They base their interval estimate for �s on the variance term
[(1 + rs)/2]/(n − 3) and offer evidence for its accuracy.

Non-Null Inference With Tau-a

The variance term for tau-a presented previously assumes
that X and Y are completely independent. Complete indepen-
dence is usually of limited interest to the applied researcher
because it is not possible to test a general null hypothesis
such as H0: �a = c, nor is it possible to compute a confidence
interval for �a. These failings are in conflict with general
recommendations for statistical analysis in psychology and
education (Cohen, 1994; Wilkinson & the Task Force on
Statistical Inference, 1999). 

It is possible to proceed as we do with parametric meth-
ods and estimate the characteristics of the sampling distribu-
tion of ta from sample data. Specifically, when �a �= 0, we
can compute ta, estimate its variance, and use these quanti-
ties as a basis for a general hypothesis test or a confidence
interval.

A number of estimates of the variance of ta have been de-
veloped for use when �a �= 0(Cliff & Charlin, 1991; Daniels &
Kendall, 1947; Kendall, 1970). One such variance estimate is
the consistent estimate. It is simpler to discuss the consistent
estimate if we first define the dominance product

tihxy = (dihx)(dihy), (25.28)

which is 1 if dihx and dihy have the same sign, −1 if they are
opposite, and 0 if one or both are 0. Also used is ti.xy, the
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average consistency of i,

ti.xy =
∑

h tihxy

(n − 1)
. (25.29)

The consistent estimate of var(ta) is

Est[var(ta)] =
4(n − 2)s2

t i.xy
+ 2s2

t ihxy

n(n − 1)
, (25.30)

where

s2
ti.xy

=
∑

i(ti.xy − ta)2

(n − 1)
, (25.31)

and

s2
tihxy

=
2
∑∑
i>h

t2
ihxy − n(n − 1)t2

a

[n(n − 1)] − 1
. (25.32)

The appendix to this chapter illustrates the calculation of the
Est[var(ta)] using the data in Table 25.1.

The estimated variance can be used in a significance test
of H0: �a = c, or in a confidence interval of the form

ta ± x1−�/2

√
Est[var(ta)], (25.33)

where x1−�/2 is the appropriate value from Student’s distrib-
ution based on (n − 2) degrees of freedom. Long and Cliff
(1997) studied the sampling behavior of the Equation 25.33
confidence interval. A simulation study was conducted in
which samples of different sizes were drawn from popula-
tions with various values of �a. Interest was in the coverage
probability, defined as the proportion of times the �a parame-
ter was in the confidence interval, and in power, defined as
the proportion of times in which zero was not in the confi-
dence interval (the proportion of times H0: �a = 0 was re-
jected). Results showed that the confidence interval had
excellent coverage, never dropping below (1 − �) even when
the sample size was as small as 10. Power was relatively high
as compared to a number of other confidence intervals com-
puted with different variance estimates (for details, see Long
and Cliff, 1997). It appears that the Equation 25.33 confi-
dence interval based on the consistent estimate of the vari-
ance of ta is both accurate and relatively powerful under a
wide number of conditions.

Extensions of Ordinal Correlation

Comparing Two Independent Taus

The methods of the last section can be extended to other situ-
ations involving taus, as described by Cliff (1996a, 1996b).
One such situation arises when a researcher seeks to compare

tau-a correlations from two independent samples, asking
whether the correlation is equal in the two groups. When
more than one tau is considered, we must alter our previous
subscript notation to allow for multiple coefficients. Specifi-
cally, we drop the a in ta and use difference numerical sub-
scripts to designate taus from two different samples, for
example t1 and t2.

Inferential methods based on (t1 − t2) use the variance of
the sum of two independent taus, which is the sum of the
individual variances. We can use the formulas from the last
section to compute estimates of the variances of the individual
taus, Est[var(t1)] and Est[var(t2)]. The square root of the sum
of variances can be used as a basis to test H0: �1 − �2 = 0, or
to compute the 95% CI for (�1 − �2), which is

95% CI for (�1 − �2)

= (t1 − t2) ± 1.96
√

Est[var(t1)] + Est[var(t2)]. (25.34)

Comparing Two Dependent Taus

Suppose we want to see which of two predictors, X1 and X2,
correlates more highly with a dependent variable, Y. When
two taus are computed with the same sample data, they
are dependent. In this case, the var(t1y − t2y) = var(t1y) +
var(t2y) − 2cov (t1y, t2y), which is parallel to comparing two
means from the same sample. We have already shown how to
compute the estimates of the variances of the individual taus.
The estimate of the covariance between two nonindependent
taus, t1y and t2y, is similar in logic to the variance.

In this case there are two sets of tihjk—namely, tih1y and
tih2y, which are arranged in the symmetric matrices, T1y and
T2y. Using the formulas of Cliff and Charlin (1991), the esti-
mate of the covariance between t1y and t2y is

Est[cov(t1y, t2y)] = 4(n − 2)st i.1y,t i.2y + 2st ih1y,t ih2y

n(n − 1)
. (25.35)

Consistent with our previous definition of ti.xy, the ti.1y are the
row totals of T1y divided by (n − 1), and the ti.2y are the row
totals of T2y divided by (n − 1). The first term in the numer-
ator, st.1y,t.2y, is the covariance between the ti.1y and ti.2y, for-
mally defined as

sti.1y,ti.2y =
∑

i(ti.1y − t1y)(ti.2y − t2y)

(n − 1)
. (25.36)

The second term in the numerator of Equation 25.35,
stih1y,tih2y , is the covariance of the tih1y and tih2y, formally de-
fined as

stih1y,tih2y =

∑∑
i�=h

(tih1y − t1y)(tih2y − t2y)

n(n − 1) − 1
. (25.37)

which also uses the individual elements of T1y and T2y.
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To illustrate the computation of the covariance between
two dependent taus with Equations 25.35–25.37, the addi-
tional variable, X2,

X2: 9, 5, 2, 8, 7

is used with the X and Y of Table 25.1. The samples are too
small for a really meaningful comparison, but merely illus-
trate the computational process. Table 25.2 shows the Dih2

matrix, the Tih2y matrix, and the 
∑

h tih2y. The tau correlation
between X1 and X2 is t12 = (2/10) = .20, the tau correlation
between X2 and Y is t2y = (−1/10) = −.10, ti.2y =
[−1, 0, 0, .25, .25], and finally, Est[var(t2y)] = .2550.

To compute the estimated covariance between t1y and t2y,
we solve Equation 25.35 by substituting the results of Equa-
tion 25.36 and Equation 25.37. Equation 25.36, st.1y,t.2y, is the
covariance between the ti.jk of both pairs of variables. Work-
ing with the elements of the ti.1y and the ti.2y vectors and
recalling that t1y = −.3 and t2y = −.1, the data at the end of
Table 25.2 used in Equation 25.36 yields 

st.1y,t.2y

= [(−1 − (−.3))(−1 − (−.1)) + · · · + (−.25 − (−.3))(.25 − (−.1))]

4

= .1813. (25.38)

Equation 25.37, stih1y,tih2y, is the covariance between the tihjk

of both variables. Working with the tih1y and tih2y, we compute

stih1y , tih2y

= [(−1 − (−.3))(−1 − (−.1)) + · · · + (0 − (−.3))(0 − (−.1))]

5(4) − 1

= .1421. (25.39)

Finally, substituting all the elements into Equation 25.35,
the estimated covariance between t1y and t2y is

Est[cov(t1y, t2y)] = 4(n − 2)sti.1y,ti.2y + 2stih1y,tih2y

n(n − 1)

= 4(3)(.1813) + 2(.1421)

5(4)

= .1230. (25.40)

Using Equation 25.30, we find Est[var(t1y)] = .2615 (see the
appendix), and Est[var(t2y)] = .2549. Therefore,

var(t1y − t2y) = var(t1y) + var(t2y) − 2 cov(t1y, t2y)

= .2615 + .2549 − 2(.1230) = .2704.

(25.41)

Thus, the standard error of the difference is 
√

.2704 = .52,
making the CI for the difference t1y − t2y ± (1.96) (standard
error of the difference) = −.2 ± 1.02, which is very wide be-
cause of the small sample size. The estimated covariance and
variances are also the basis of an inferential method in a type
of ordinal multiple regression, to which we now turn.

Ordinal Multiple Regression

In addition to the situations just discussed, ordinal correlation
can be extended to the multivariate case in a type of ordinal
multiple regression (OMR; Cliff, 1994, 1996b). OMR has
some advantages over the traditional least squares multiple
regression (LSMR). OMR is based on ordinal operations, and
its results address the ordinal questions that researchers often
pose in multiple regression. Both the descriptive and inferen-
tial results of OMR are invariant under monotonic transfor-
mation. OMR can be more powerful than LSMR when
predictor correlations are moderate to high, and when LSMR
assumptions are violated.

LSMR is a method in which the information of a set of
predictors (X j) is combined to optimally predict the scores on
a response variable, Y. A weighted combination of predictors
is formed, Ŷi = ∑

bi X ij , which minimizes a loss function
based on the sum of squared residuals, 

∑
(Yi − Ŷi)2, thereby

maximizing the sample multiple correlation. The highly spe-
cific mathematics of LSMR means that the relationships be-
tween the predictors and the response can be expressed in
very explicit, unit-based terms. For example, it is common to
interpret an unstandardized regression weight as the pre-
dicted increase in Y for a one-unit increase in predictor X j

holding all other predictors constant (Howell, 1997, p. 516).
The other predictors are actually held constant only in the
case of strict multivariate normality, or when the predictors
have fixed values as in ANOVA. In more common situations,
the condition satisfied is that the contribution of X j is uncor-
related with the contributions of all other predictors. Further-
more, raw scores can be composed (or decomposed) from
proportions of predictors (and constants). Suppose that
Yi = b1 X i1 + b2 X i2 + b0 + ei , where b1 = .8 and b2 = .4.

This means that the ith response score is .8 of X1, plus .4 of
X2, plus a constant and a leftover.

It is rare that research questions are consistent with the
highly specific nature of LSMR. Rather, most research ques-
tions are vague, along the lines of Given a set of predictors,
can we predict who will be high and who will be low on the
response? This type of question is ordinal in nature and is
perhaps best answered with a corresponding ordinal method.
OMR is based on ordinal operations that provide results con-
sistent with these ordinal questions commonly asked in mul-
tiple regression.
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TABLE 25.2 Computation of the Estimated Covariance of Two Dependent Taus

i, h X1 X2 Y

1 41 9 5
2 12 5 8
3 26 2 11
4 17 8 14
5 19 7 14

(tih1y − t1y)×
Pair dih1 dih2 dihy tih12 tih1y tih2y (tih1y − t1y) (t

ih2y
− t2y) (tih2y − t2y)

1,2 −1 −1 1 1 −1 −1 −0.7 −0.9 0.63
1,3 −1 −1 1 1 −1 −1 −0.7 −0.9 0.63
1,4 −1 −1 1 1 −1 −1 −0.7 −0.9 0.63
1,5 −1 −1 1 1 −1 −1 −0.7 −0.9 0.63
2,3 1 −1 1 −1 1 −1 1.3 −0.9 −1.17
2,4 1 1 1 1 1 1 1.3 1.1 1.43
2,5 1 1 1 1 1 1 1.3 1.1 1.43
3,4 −1 1 1 −1 −1 1 −0.7 1.1 −0.77
3,5 −1 1 1 −1 −1 1 −0.7 1.1 −0.77
4,5 1 −1 0 −1 0 0 0.3 0.1 0.03

Sums: 2 −3 −1 2.7
tjk = 0.2 −0.3 −0.1 stih1y,tih2y = 0.1421

T1y h
∑

htih1y ti.1y (ti.1y − t1y) (ti.1y − t1y)
2

0 −1 −1 −1 −1 −4 −1 −0.7 0.49
−1 0 1 1 1 2 0.5 0.8 0.64

i −1 1 0 −1 −1 −2 −0.5 −0.2 0.04
−1 1 −1 0 0 −1 −0.25 0.05 0.0025
−1 1 −1 0 0 −1 −0.25 0.05 0.0025

Sums: −6 −1.5 0 1.175

T2y h
∑

htih2y ti.2y (ti.2y − t2y) (ti.2y − t2y)
2

0 −1 −1 −1 −1 −4 −1 −0.9 0.81
−1 0 −1 1 1 0 0 0.1 0.01

i −1 −1 0 1 1 0 0 0.1 0.01
−1 1 1 0 0 1 0.25 0.35 0.1225
−1 1 1 0 0 1 0.25 0.35 0.1225

Sums: −2 −0.5 0 1.075

(ti.1y − t1y)
×

(ti.1y − t1y) (ti.2y − t2y) (ti.2y − t2y)

−0.7 −0.9 0.63
0.8 0.1 0.08

−0.2 0.1 −0.02
0.05 0.35 0.0175
0.05 0.35 0.0175

Sum: 0.725
sti·1y,ti·2y = 0.18125

Est[covar(t1y, t2y)] = 0.1230 (Equation 25.40)

In OMR, information on the predictors is combined to op-
timally predict the order on Y, where order is defined by the
dominance on Y, dihy. Cliff (1994, 1996b) shows that the in-
formation on the predictors can be either raw differences,
aihj = (xij − xhj), rank differences, aihj = (qixj − qhxj), or

dominances, aihj = dihxj = sign(xij − xhj) . Similar to LSMR,
the information on the predictors is combined by means of a
weighted composite, d̂ ihy = ∑

wjaihj . However, unlike
LSMR, the weights are chosen so as to optimize an ordinal
loss function rather than a least-squares loss function.
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Treating the problem as a discriminant analysis with the
groups defined by the values of dihy, Cliff (1994) showed that
weights for computing the d̂ ihy can be obtained that approxi-
mately optimize the ordinal loss function,

	 =
∑∑

i>h
(dihy)(sign[d̂ ihy])

1
2 n(n − 1)

, (25.42)

where sign[·] = −1 when d̂ ihy < 0, sign[·] = +1 when
d̂ihy > 0, and sign[·] = 0 when d̂ ihy = 0 (this last value rarely
occurs in practice). 	 is analogous to a multivariate tau cor-
relation because it is the sum of the product of dominance
scores divided by the total number of pairs. When there are
tied pairs on Y, it may be desirable to alter the denominator of
Equation 25.42 as was done with the bivariate tau correlation.

The equations that are solved to obtain weights that opti-
mize Equation 25.42 are similar in form to those of LSMR. In
predicting dominances from raw score differences, we use
aihj = (xij − xhj), and the weights are similar to OMR
weights,

w1 = (2/n)S−1
x srxy, (25.43)

where Sx is the ( p × p) variance-covariance matrix among
the p predictors, and srxy is the ( p × 1) vector of covariances
between the predictors and the ranks of Y. When predicting
from the difference between ranks, we use aihj = (qixj − qhxj),
and the weights are

w2 = R−1
sx rsxy, (25.44)

where Rsx contains the Spearman rs correlations among the
predictors, and rsxy contains the Spearman rs correlations
between the predictors and Y. In the case of predicting from
dominances, we use aihj = dihxj = sign(xij − xhj), and the
weights are

w3 = T−1
x txy, (25.45)

where Tx contains the tau-a correlations among the predic-
tors, and txy contains the tau-a correlations between the
predictors and Y.

Issues Regarding OMR Weights

Although the weights obtained with Equations 25.43, 25.44,
and 25.45 are guaranteed to yield the most signed agreements
and maximize 	 only when the d̂ ihy are normally distributed
conditional on the dihy, they work well in practice (Long,
1999). It should be noted that least squares based methods

such as discriminant analysis also yield approximate weights
in any applied analysis because normality can never exactly
hold in sample data (nor in the population; e.g., see Wilcox,
1991).

In the case of predicting from dominances, a truly optimal
solution is possible. For any set of p predictors, there are a fi-
nite number of possible dominance patterns across the pre-
dictors (3p if there are ties on the predictors, 2p if not). In
principle, these can be used to define a set of inequalities on
the weights (Cliff, 1994). The least squares weights have
been found to satisfy all, or nearly all, of these inequalities in
the examples tested. However, the number of inequalities
rises rapidly with the number of predictors. A curious conse-
quence of the inequalities is that in the two-predictor
case without ties, using two predictors cannot improve on
the better of the individual predictors by the criterion of
Equation 25.42.

No Partial Tau

In the case of predicting from two dominances, the numerator
of the first OMR weight can be shown to equal t1y − t2yt12.

This numerator is identical in form to the numerator of the
LSMR standardized regression coefficient and the numerator
of the Pearson partial correlation. Given this similarity, it is
tempting to interpret OMR weights in terms of partial
relationships as is common in LSMR. However, such inter-
pretations are problematic when dealing with dominances.
The reason is that the investigation of partial relationships is
based on the analysis of residuals, and a residualized domi-
nance makes no sense. A residual of a dominance score ob-
tained with the regular least squares methods can take on any
real value. This violates the very nature of dominance as an
index of the order relations greater than, less than, and equal
to. More important is that the residuals of dominances do not
behave like residuals of raw interval scores and can cause
some curious results for partial tau correlations. For example,
in situations in which two variables are completely depen-
dent on a third, the partial Pearson correlation will always be
zero, but the value of a partial tau correlation can be nonzero
(see Nelson & Yang, 1988).

The qualifications just discussed indicate the OMR
weights should be interpreted only as practical devices for
predicting the order on the criterion. In OMR, the functional
relationship between the dominance on Y and the information
on the predictors, dihy = f (aihj), is much more vague than in
LSMR. Therefore, the OMR weights cannot be interpreted
in any causal or explanatory sense. We can safely say that the
size of an OMR weight represents the relative importance of
a predictor to the overall prediction system. A variable with a
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large weight has a relatively large influence in prediction, and
a variable with a small weight has a smaller influence in pre-
diction. However, substantive interpretations beyond this
have little or no justification. It should be noted that LSMR
weights are not without their own interpretational complica-
tions, especially when the predictors are correlated (see Cliff,
1987; Mosteller & Tukey, 1977).

Confidence Intervals for OMR Weights

Given that the order on Y can be predicted in the sense that 	
is not zero, an applied researchers may want to know which
variable(s) is(are) important to that prediction. Descriptively,
this can be addressed by observing the decrease in 	 (if any)
omitting X j. If a researcher wants to go beyond description,
this can be accomplished by computing a confidence interval
for an OMR regression weight.

The OMR CI for a single population weight, �j is

wj ± z1−�/2 
̂wj , (25.46)

where wj is a sample weight from Equation 25.45 (predicting
from dominances), z1−�/2 is the appropriate critical value
from the standard normal distribution at �, and 
̂wj is the esti-
mated standard error of wj.

Computing the Estimated Standard Error. In order to
compute the estimated standard error, 
̂wj , we assume a fixed
effects regression model (this is a common assumption in
multiple regression; see Long, 1999). Under the OMR fixed
effects model, the elements of the matrix of predictor tau cor-
relations, Tx, are constants, and so are the elements of T−1

x .
Given these assumptions, any sample weight, wj, can be
viewed as a linear combination,

wj =
p∑

k=1

t∗
jktky, (25.47)

where t∗
jk is an element from the T−1

x matrix, tjk is the tau-a
correlation between X j and Xk and tky is the tau-a correlation
between Xk and the criterion, Y.

When an OMR sample weight is defined as a linear com-
bination, then the variance of the weight can be obtained by
computing the variance of a linear combination (see Cliff,
1987, pp. 53–60). The formula for the variance of a linear
combination of wj is


2
wj

=
∑

k

(t∗
jk)2 var(tky) + 2

∑
k<m

t∗
jkt∗

jm cov(tky, tmy). (25.48)

In this equation, var(tky) is the variance of the tau validity be-
tween Xk and Y, cov(tky, tmy) is the covariance between the
two respective tau validities, and the t∗

jk are known elements

from the T−1
x matrix, so the task here is to compute estimates

of the variances using Equation 25.30 and covariances using
Equation 25.35. After this is done, the square root of Equa-
tion 25.48 can be used in the CI formula, Equation 25.46.

As an example, suppose we wanted to computed the 95%
CI for �1 based on the data in Table 25.2. The solution for the
estimated standard error of the first OMR weight, 
̂2

w1
, is


̂2
w1

= (t∗
11)2 Est[var(t1y)] + (t∗

12)2 Est[var(t2y)]

+ 2{t∗
11t∗

12 Est[cov(t1y, t2y)]}. (25.49)

From above we know that

T−1
x =

[
1.0 .2
.2 1.0

]−1

=
[

1.0417 −.2083
−.2083 1.0417

]
. (25.50)

The variances of the t1y and t2y and the covariances between
them are

�̂ =
[

.2615 .1230

.1230 .2549

]
(25.51)

Substituting all the appropriate values,


̂2
w1

= (1.0417)2(.2615) + (−.2083)2(.2550)

+ 2[(1.0417)(−.2083)(.1230)] = .2414, (25.52)

and 
̂w1 = √
.2414 = .4914.

Having computed 
̂w1 , we can use Equation 25.46 to com-
pute the 95% CI for �1. It can be shown that Equation 25.45
yields w1 = −.2917 and w2 = −.0417. Using all the rele-
vant information, the 95% CI for �1 is

w1 ± 1.96 
̂w1 = −.2917 ± (1.96)(.4914)

= [−1.2548, 0.6714] . (25.53)

This CI covers zero, so we would not reject H0: �1 = 0, but
note that n = 5 is very small, contributing to the lack of
power in detecting a false null hypothesis.

Performance of the OMR Confidence Interval. Long
(1999) studied the sampling behavior of the CI of Equa-
tion 25.46. The results of his stimulation study showed that
when sampling from population data that meet the assump-
tions of fixed effects LSMR, the OMR CI performed well in
terms of probability coverage, with the exception that cover-
age tended to be conservative as effect size increased.

The results for power were noteworthy and showed some
important contrasts with the LSMR CI. When the predictors
were not correlated, the OMR CI had slightly lower power
than the LSMR CI, which seems to confirm the conventional
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wisdom that ordinal methods are not as powerful as paramet-
ric methods when data conditions are optimal for the latter.
However, power of the OMR CI was superior to the LSMR
CI when the predictors were moderately to highly correlated.
This is an especially favorable finding for the OMR CI, given
that predictor correlations are usually nonzero and can be
quite substantial in applied research (Cohen, 1994; Meehl,
1997).

Omnibus Hypothesis Testing in OMR

If one wants to test whether any of a group of predictors is
significantly related to the criterion, one can construct a test
of the omnibus null hypothesis 

H0: �1y = �2y = · · · = �py = 0 , (25.54)

where �ky is the population tau-a correlation between the kth
predictor and Y.

Assuming that we are predicting from the dominances, let
us define the test statistic,

H = t′y(V−1)ty, (25.55)

where ty is the ( p × 1) vector of tau validities, and V is the
( p × p) variance-covariance matrix of the tau validities.
Using the formulas from the past sections,

V =




Est[var(t1y)] Est[cov(t1yt2y)] · · · Est[cov(t1ytpy)]

Est[var(t2y)]
.
.
.

. . . Est[cov(tp−1ytpy)]

Est[var(tpy)]


 ,

(25.56)

where V is symmetric.
Under the null hypothesis, if the elements of ty are nor-

mally distributed, then H ∼ � 2( p). The distribution of tky

tends towards normality as n increases. Therefore, under the
null, as n increases, H → � 2( p). H can be computed from
the sample data, and with a sufficiently large sample size, we
would reject H0 if H > tabled � 2

�( p). When n is not large, we
might use the rejection criterion of pF( p, n − p − 1) for a
fixed � (see McKean & Sheather, 1991).

An alternative approach to omnibus testing is based on a
chi-square analysis of the contingency table defined by the
dihy and the predictor dominance patterns. Assuming no ties
on Y, we can compute the entire n(n − 1) dominance vector
of Y and call it dy. In this case, half of dy will be dihy = +1
and the other half will be dihy = −1 because dihy = −dhiy. If

we also assume no ties on the predictors, we can form a con-
tingency table defined by the two values of dihy (i.e., −1, +1)
and the 2p possible predictor dominance patterns. The cell
frequencies are the tallies of the co-occurrence of a value of
dihy and one of the 2p patterns. If Y is unrelated to the predic-
tors, then half the number of a given predictor dominance
pattern should be associated with dihy = +1 and the other
half associated with dihy = –1. To test this hypothesis, we can
compute � 2[n(n − 1)]−1 as a test statistic, which can be
evaluated against � 2

�( p). A similar test can be computed
allowing for ties.

Long (2001) is currently investigating the performance
of the omnibus methods. Preliminary investigation indicates
that using pF( p, n − p − 1) to evaluate H yields good ac-
tual Type I error rate and power, but more investigation is
needed before definitive statements can be made.

ORDINAL ALTERNATIVES TO MEAN
COMPARISON: DOMINANCE ANALYSIS

Dominance Analysis for Independent Data

The Delta Measure and the d Statistic

One of the most important and frequently encountered prob-
lems in psychological and behavioral research is the so-
called two-sample problem, or location comparison. For
example, we are often interested in whether scores from one
group tend to be higher than those from the other (e.g., treat-
ment effects). This research question is usually answered by
the two-sample t test comparing means of the two groups or
the parallel one-way ANOVA. The t test requires (a) interval
level of measurement for the variables, and (b) the assump-
tions of normality and homogeneity of variance. However, as
argued earlier in the chapter, many behavioral and social
variables have only ordinal justification. Although some
studies show that Type I error rates and empirical power of
the t test are preserved for Likert-scaled data (Hsu & Feldt,
1969; Nanna & Sawilowsky, 1998), ordinal methods can be
more powerful than the t test for data of less than interval
level. In addition, the parametric assumptions are always vi-
olated to a greater or lesser extent in applied research. Non-
normality and heterogeneity of variance can inflate the actual
Type I error rate and severely reduce the power of normal-
based mean comparison procedures (e.g., Barnard, 1984;
Cressie & Whitford, 1986; Gronow, 1953; Pearson & Please,
1975; Ramsey, 1980; Tan, 1982; Wilcox, 1990, 1991, 1992).
The t test and the corresponding CI for a mean difference are
highly quantified procedures. However, as previously dis-
cussed, the question of the researcher is often formulated in a
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looser, ordinal fashion, such as Do individuals in this group
or under this condition tend to score higher than do those in
the other?

In this section we describe a measure, � often written �,
for answering research questions about central tendency of
two groups, conditions, or occasions. � and its sample coun-
terpart, d, directly reflect the tendency for one set of scores to
be higher than the other, which a mean difference does not,
unless the later is converted to some kind of correlational
index. In addition to describing d analysis, ways in which this
ordinal measure can be applied in more complex research
designs are suggested.

� is a direct quantification of the extent to which scores in
one set are higher than scores in the other. This measure has
been discussed in nonparametric statistics books for years
(Agresti, 1984; Hettmansperger, 1984; Randles & Wolfe,
1979), but it has not been widely employed. Its application
was emphasized and extended recently by Cliff (1991, 1993,
1996b). For a score X1 sampled from one population and a
score X2 from another, � is the probability that X1 is higher
than X2, minus the reverse probability:

� = Pr(X1i > X2j) − Pr(X1i < X2j). (25.57)

That is, each observation of the first population is compared
to each observation of the second population. There is a prob-
ability that the observation of the first population is higher,
and a probability that the observation of the second group is
higher. � is the difference between these two probabilities. It
runs from −1.0 (nonoverlapping distributions with the X2

observations higher) to 1.0 (nonoverlapping distributions
with the X1 observations higher). � is essentially equivalent
to p = Pr{X1 > X2} (cf. Birnbaum, 1956; McGraw & Wong,
1992; Mee, 1990). When there are no ties between X1 and X2

observations,

p = (� + 1)/2. (25.58)

(Note that p in Equation 25.58 is not to be confused with
the number of predictors discussed above.) However, we
believe � is preferable to p, particularly when there are ties
in the data. By taking the difference between the two proba-
bilities, the formula defining � includes ties but does not
count them as either higher or lower. Therefore, further mod-
ifiers to communicate the probability of ties are not neces-
sary. Also, � is equivalent to the form of Kendall’s � called
Somer’s d (Somer, 1968) for the special case in which one
variable is a dichotomy (see section in this chapter entitled
“Ordinal Correlation Methods”).

An unbiased sample estimate of �, the ordinal statistic d, is
the proportion of times a score from one group is higher than

a score from the other minus the proportion of times when the
reverse is true:

d = #(xi > xj) − #(xi < xj)

mn
, (25.59)

where xi represents any observation in the first group, xj in
the second, n and m represent the respective sample sizes,
and # denotes the number of times. That is, each of the n
scores in the first group is compared to each of the m scores
in the second, and counts are made of how many times a
score of the first group is higher and how many times it is
lower. Ties are included in the denominator, mn, but are not
counted in the numerator as either higher or lower.

Faced with a two-sample problem, an investigator is likely
to be advised to choose between the well-known t test and the
Wilcoxon-Mann-Whitney test (Mann & Whitney, 1947;
Wilcoxon, 1945). A less restrictive null hypothesis, that two
independent samples of observations have come from the
same population, is one of the reasons often cited by those
who favor the Wilcoxon-Mann-Whitney U statistic. The d
statistic is a simple transformation of U. Let n and m be the
sample sizes of the two groups being compared, and the r1 be
the ranks of the first group’s scores among all the m + n
observations, ties being given the average rank. Then
U = ∑

r1 − n(n + 1)/2, and

d = 2U/nm − 1. (25.60)

In fact, the Wilcoxon-Mann-Whitney test provides a test of
the null hypothesis that � = 0, assuming that the two popula-
tion distributions are identical. However, the distributions
could differ in shape or in spread, with or without having �
equal to 0. In other words, the Wilcoxon-Mann-Whitney test
is testing the hypothesis that the two groups represent random
samples from the same distribution, but rejection of the hy-
pothesis is sometimes taken as reflecting a difference in the
location of the two distributions. Differences between the
two distributions in shape or in spread may invalidate infer-
ences from the Wilcoxon-Mann-Whitney test. On the other
hand, the d statistic tests the H0 that � = 0 without assuming
identical distributions.

Inferences About Delta

If identical distributions are assumed, the variance of d or U
in the null case depends only on the sample sizes of the two
groups being compared, it being 
2

d = (n + m + 1)/3mn.

For large samples, the ratio d2/
2
d has a chi-square distribu-

tion with d f = 1. Tables are widely available for the U sta-
tistic in small samples. However, this kind of inference has
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limited applicability because it only allows a test of the null
hypothesis that two random samples are from the same distri-
bution. A more useful approach is to treat d as a sample esti-
mate of �, regardless of the population distributions. Then
characteristics of the sampling distribution of d can be used
in making inferences regarding �. Because the sampling dis-
tribution of d is asymptotically normal, normal-based infer-
ences can be made with 
2

d being estimated from the sample.
It should be noted that asymptotic normality of d is distinct
from normality of data. Extensive simulation studies (Feng &
Cliff, 1995) revealed that even when the distribution of the
data is far from normal, the distribution of d approaches nor-
mality pretty quickly. In fact, the distribution of the average
of d across subjects or across variables is generally platykur-
tic rather than leptokurtic.

Discussions of the sampling properties of d are aided by
the use of dominance variables that represent the direction of
differences between scores. The dominance in the two-group
case has a slightly different definition from that of the case of
ordinal correlation. Suppose that xi is a score from the first
group and xj a score from the second group, the dominance is
defined as

dij = sign(xi − xj). (25.61)

The dominance, dij, simply represents the direction of differ-
ences between the xi scores and the xj scores. A score of 1 is
assigned if xi > xj , a score of −1 is assigned if xi < xj , and a
score of 0 is assigned if xi = xj . Then a second definition of �
is the expected value of dij

� = E(dij). (25.62)

In the matrix in which dij are the elements, the row averages
are called di., and the column averages are called d.j. In sam-
ples, the di. can be estimated as the proportion of the xi being
higher than the xj minus the proportion of the reverse:

d∗
i. = #(xi > xj) − #(xi < xj)

m
, (25.63)

where “*” indicates an estimate. There is a similar definition
for the d∗

.j . Obviously, E(d∗
i. ) = di. , and E(d∗

.j ) = d.j . The
sample statistic d can be calculated as

d =
∑∑ dij

mn
. (25.64)

It can be seen that � = E(d∗
i. ) = E(d∗

.j ) = E(d).
Because it is a kind of mean, d is asymptotically normally

distributed with a sampling variance that can be expressed as


2
d =

(m − 1)
2
di.

+ (n − 1)
2
d.j

+ 
2
dij

mn
, (25.65)

where 
2
di.

= E(di. − �)2, 
2
d.j

= E(d.j − �)2, and 
2
dij

=
E(dij − �)2. If there are no ties, the variance of dij, 
2

dij
, is

1 − �2. In large samples, the variance will resemble the
variance of the difference between means, becoming approx-
imately 
2

di.
/n + 
2

d.j
/m. As m and n increase, d∗

i. = di. and
d∗

.j = d.j , so 
2
di.

, 
2
d.j

, and � can be estimated from the sample
and substituted in Equation 25.65 to give a consistent esti-
mate of 
2

d . Alternatively, without relying on asymptotic
properties, the unbiased sample estimate of 
2

d is

s2
d = m2 ∑

(d∗
i. − d)2 + n2 ∑

(d∗
.j − d)2 − ∑∑

(dij − d)2

mn(m − 1)(n − 1)
.

(25.66)

In practice, the negative sign on the last term of the numera-
tor makes it possible for the estimate of variance of d to be
negative. Thus, it is suggested that (1 − d2)/(mn − 1) is
used as the minimum allowable value for s2

d . This substitu-
tion introduces a bias, but such modification eliminates im-
possible values and usually increases the efficiency of an
estimate. In large samples, the last term of the numerator is
negligible compared to the other terms of Equation 25.66.

Adjustments to the Confidence Interval of Delta

Using a sample estimate of the variance of d, the null hy-
pothesis that � = 0 can be tested without assuming identical
distributions, and CIs for � can be formed. The CI for � is tra-
ditionally computed as (d − z�/2 sd, d + z�/2 sd), using
Equation 25.66 for sd. However, this CI was found in a
Monte Carlo study (Feng & Cliff, 1995) to be unsatisfactory
for two reasons. First, when d = ±1 (at the edge of the para-
meter space), there is a zero estimated variance for d. Thus,
the conventional CI reduces to the point � = ±1. But d = ±1
can occur when � �= ±1, particularly when � is fairly high
and the sample sizes are small. Second, the traditional con-
struction of the CI does not take into account the fact that 
2

d

and � are negatively correlated. Adjustments are suggested
that take account of these so as to improve the CI for �.

As discussed in the earlier section, the consistent estimate
of the variance of t gives an improved CI for � and obviates
the necessity of using a minimum allowable variance. A sim-
ilar modification can be made in estimating 
2

d . Individually,
s2

di· and s2
d.j

are unbiased estimates of 
2
di· and 
2

d.j
, respectively.

Let us define the sample estimate of 
2
dij

as
∑

(dij − d)2/

(nm − 1). Then we can substitute 
2
di.

, 
2
d.j

, and s2
dij

in Equa-
tion 25.65, and using their sample estimates,


̂2
d =

(m − 1)s2
di.

+ (n − 1)s2
d.j

+ 
2
dij

mn
(25.67)
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This gives the consistent estimate of 
2
d , which was found to

improve the inferential performance of d (Feng & Cliff,
1995).

To take account of the negative correlation between 
2
d

and �, an asymmetric adjustment to the CI for � was sug-
gested (Feng & Cliff, 1995). It was found that


2
d ≈ s2

d (1 − �2)

(1 − d2)
(25.68)

Again, assuming that (d − �)/
d ∼ N (0, 1), z2
�/2 =

(d − �)2/
2
d . Inserting Equation 25.68 for 
2

d , the boundaries
for the CI are taken as the roots of

z2
�/2 = (d − �)2

[(1 − �2)/(1 − d2)]s2
d

. (25.69)

Equation 25.69 can be solved to give the asymmetric CI with
the adjusted lower and upper bounds

� = d − d3 ± z�/2
d
(
1 − 2d2 + d4 + z2

�/2
2
d

)1/2

1 − d2 + z2
�/2
2

d

(25.70)

For example, for d = .5, s2
d = .04, n = m = 10, and

� = .05, the standard method, � ∈ (d − z�/2sd, d + z�/2sd)
would give a symmetric CI of (.08, .92). With the adjustment,
however, the CI would be (.05, .78), which is a little longer
on the lower end and shorter on the upper end. Note that
Type I error rate under H0: � = 0 and power are also affected
because H0: � = 0 is retained if 0 is within the CI.

Example of Delta for Independent Groups

In this section we use an artificial example to illustrate the in-
dependent groups dominance analysis. Suppose that we are
interested in the relationship between mental psychological
impairment and alcoholism, and we compared 25 female al-
coholics with 25 female nonalcoholics on time to complete a
performance test. Artificial data from the two groups are
sorted and shown in Table 25.3. The mean for the 25 alco-
holics is 23.03 min, whereas the mean for the 25 nonalco-
holics is 15.65 min.

As a useful visual aid to the analysis of d, a dominance di-
agram is constructed. In this dominance matrix, the columns
represent scores of the nonalcoholic group sorted in ascend-
ing order, with the rows representing scores of the alcoholic
group sorted in the same way. The elements of the dominance
diagram represent the dominance variable. The symbol +
stands for the dij = +1, − stands for dij = −1, and 0 stands
for dij = 0, as shown in Table 25.3 in the upper right corner.
Notice that the frequency of + is much higher than that of −,
indicating scores from the alcoholic group are generally

higher than those from the nonalcoholic group. The d∗
i. and d∗

.j

are shown and it can be seen that their variation is moderate.
As a comparison with traditional methods, an independent t

test with Welch’s adjustment of degrees of freedom was per-
formed for the same data. The quantitative results of the d
analysis including inferences about � and the components of
variance of d, as well as the inference about Welch’s t test, are
summarized in the second part of Table 25.3. The statistical de-
cision of whether to reject the null hypothesis that � is zero is
made based on the z score for d, or on whether the CI contains
zero. For this example, d for alcoholics versus nonalcoholics
on time to complete the performance test is .389, showing that
it tends to take the female alcoholics longer to complete the
test, but the two sample distributions have some overlap.

The components of the variance of d are also given in the
table. Beside each raw score in the table is di. (for the alco-
holic participants) and d.j (for the nonalcoholic participants).
The former are the proportion of nonalcoholic scores that are
above this alcoholic score, minus the proportion that is
below. The latter is the proportion of alcoholic scores that are
above this nonalcoholic score, minus those that are below.
The three variances that are combined to make up the vari-
ance of d are given in the lower part of Table 25.3. According
to Equation 25.67, the variance of the observed d is .0237, so
the standard deviation of d is .154, leading to a 95% confi-
dence interval for � of .081 to .696. The z score for the signif-
icance of d is 2.530, slightly larger than the observed t score
for mean difference (t = 2.322 with 44.484 Welch’s adjusted
df ). Both the CI for � and the z score for d indicate that the
null hypothesis � = 0 should be rejected. It should be noted
that although the d and t statistics lead to consistent statistical
decisions of rejecting the null hypotheses, the d method has
descriptive superiority and provides a more direct answer to
the research question of whether female alcoholics tend to
take more time to complete the performance test.

Extensions of d Analysis

Extension to Multiple Groups

The d analysis can be extended to multiple groups contexts
by estimating a � for each possible pairwise group compari-
son. Making inferences about multiple �s raises the issue of
controlling the experimentwise Type I error rate. When there
is a theoretical or practical basis, one should perform planned
comparison and test each hypothesis separately rather than
performing post hoc comparisons. Therefore, in many cases
in which more than one � is estimated, one should use a com-
parisonwise (or parameterwise) � level based on theoretical
or important practical issues. When there are several groups
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TABLE 25.3 An Example of d Analysis for Small Samples From Two Independent Groups

Ordered Scores

Alchoholic Nonalchol.

Score di. Score d.j Dominance Diagram

1 −1.00 3 .92 – – – – – – – – – – – – – – – – – – – – – – – –
4 −.72 3 .92 + + + 0 – – – – – – – – – – – – – – – – – – – –
6 −.56 3 .92 + + + + + 0 – – – – – – – – – – – – – – – – – –
7 −.52 4 .88 + + + + + + – – – – – – – – – – – – – – – – – –
7 −.52 5 .84 + + + + + + – – – – – – – – – – – – – – – – – –

14 −.24 6 .80 + + + + + + + + + 0 – – – – – – – – – – – – – – –
14 −.24 12 .60 + + + + + + + + + 0 – – – – – – – – – – – – – – –
18 .40 12 .60 + + + + + + + + + + + + + + + + 000 – – – – – –
19 .52 13 .60 + + + + + + + + + + + + + + + + + + + – – – – – –
20 .52 14 .52 + + + + + + + + + + + + + + + + + + + – – – – – –
21 .52 15 .44 + + + + + + + + + + + + + + + + + + + – – – – – –
24 .68 15 .44 + + + + + + + + + + + + + + + + + + + + + – – – –
25 .68 15 .44 + + + + + + + + + + + + + + + + + + + + + – – – –
26 .68 15 .44 + + + + + + + + + + + + + + + + + + + + + – – – –
26 .68 15 .44 + + + + + + + + + + + + + + + + + + + + + – – – –
26 .68 16 .44 + + + + + + + + + + + + + + + + + + + + + – – – –
27 .72 18 .40 + + + + + + + + + + + + + + + + + + + + + 0– – –
28 .84 18 .40 + + + + + + + + + + + + + + + + + + + + + + 00 –
28 .84 18 .40 + + + + + + + + + + + + + + + + + + + + + + 00 –
30 .92 23 .12 + + + + + + + + + + + + + + + + + + + + + + + + –
33 .92 23 .12 + + + + + + + + + + + + + + + + + + + + + + + + –
33 .92 27 −.32 + + + + + + + + + + + + + + + + + + + + + + + + –
44 1.00 28 −.44 + + + + + + + + + + + + + + + + + + + + + + + + +
45 1.00 28 −.44 + + + + + + + + + + + + + + + + + + + + + + + + +
50 1.00 43 −.76 + + + + + + + + + + + + + + + + + + + + + + + + +

Inferences about �
d .389
sd .154
.95 confidence interval (.081, .696)
z for d 2.530

Components of s2
d

s2
di· .394

s2
d·j .207

s2
dij .831

Mean comparisons
t for means 2.322
Welch’s df for t 44.484

and it is necessary to control familywise � in a d analysis, one
can use the Bonferroni procedure.

Extension to Factorial Designs

A common situation that occurs in behavioral and biological
science is the factorial design in which the main effects and
interactions are tested. Although the additive model that un-
derlies the full analysis of a factorial experiment is not ap-
plicable to ordinal data, Cliff (1994, 1996a, 1996b) suggests
that the d method can be easily extended to multiple groups
situations in order to answer research questions that are typi-
cally answered by factorial ANOVA.

Suppose there are two factors, A and B, in the factorial de-
sign, the main-effect sum of squares for Factor A is equiva-
lent to the between-groups sum of squares that would have
been obtained if the groups had been combined across Factor
B. The main-effect of A is often interpreted as scores on X at
A1 tend to be higher than at A2, regardless of the level of B.
In a d analysis, the main-effect of A is tested by calculating
the average d with respect to different levels of A, averaged
across all levels of B. That is, a d1 is computed by comparing
scores on X at A1 to those at A2 at B1, and a d2 is computed
by comparing scores on X at A1 to those at A2 at B2. The av-
erage of d1 and d2, which we will call d-bar, reflects the over-
all tendency for scores at A1 to be higher than those at A2,
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holding B constant. For independent data, 
2
d bar, the variance

of d-bar, can be estimated by s2
d bar = (s2

d1
+ s2

d2
)/4. Then this

sample estimate of 
2
d bar can be used to test the null hypothe-

sis that �-bar = 0 with any d-bar, and to form a CI for �-bar.
The main effect of B can be tested in the same manner.

When interaction is of interest, the research question is:
Are the differences due to Factor A the same at all levels of
B? This can be addressed by testing the null hypothesis that
�1 = �2, or H0: �1 − �2 = 0. Obviously, the unbiased sample
estimate of �1 − �2 is d1 − d2 with a sampling variance

2

d1−d2
, which can be estimated by s2

d1−d2
= (s2

d1
+ s2

d2
).

Therefore the null hypothesis can be tested with the variance
of d1 − d2 estimated from the sample, and the CI for �1 − �2

can be formed.
Supposed that in an altered version of the study of psycho-

logical impairment from alcoholism, the researcher is inter-
ested whether alcoholism has an effect on participants’
performance on the psychological test independent of gender,
and whether alcoholism affects males’ and females’ per-
formance differently. The first question is a question of the 
main-effect of alcoholism, and the latter is a question of the in-
teraction of gender and alcoholism. Suppose that in addition
to the data presented in Table 25.3, 25 male alcoholics and 25
male nonalcoholics are also given the same performance test.

To test the main-effect of alcoholism, a dominance analy-
sis is performed for males by comparing male alcoholics and
male nonalcoholics, and a similar d analysis is performed for
females. As seen, for the simulated data, df, which shows the
tendency for female alcoholics to take a longer time to com-
plete the performance test than female nonalcoholics, is .389.
The sample estimate of the variance of df is s2

df
= (.154)2 =

.0237. Analysis for male participants (data not shown)
yields dm = .425 and s2

dm
= .0328. Then, d-bar = (.389 +

.425)/2 = .407, and s2
d bar = (.0237 + .0328)/4 = .0141.

The CI for �-bar can be obtained by inserting these quantities
into Equation 25.14. Carrying out the calculation, we found
the CI for �-bar to be (.126, .674), which does not contain zero.
Therefore, the H0: �-bar = 0 should be rejected. The conclu-
sion is that male and female alcoholics tend to be slower in
completing the performance test than are male and female
nonalcoholics.

To answer the question of whether there is a gender differ-
ence in the effect of alcoholism on performance, the null
hypothesis �m − �f = 0 is tested. Here, dm − df = (.425 −
.389) = .036, s2

d1−d2
= (.0237 + .0328) = .0565. Inserting

these quantities into Equation 25.70 gives a CI for �m− �f as
(−.075, .147). Because the CI contains zero, the null hypoth-
esis is not rejected, and it is concluded that a gender differ-
ence in the effect of alcoholism on subjects’ performance is
not found.

Extension to Multiple Dependent Variables

When the analysis involves multiple correlated dependent
variables, MANOVA is traditionally performed. The d analy-
sis can be extended to this situation and an overall conclusion
can be drawn, although the predicted direction of differences
on all the dependent variables must be determined in advance
on a theoretical or practical basis. Let u be the number of
variables on which two groups are compared. An overall null
hypothesis states that the sum of the �s is zero: That is to say,
H0:

∑
�u = 0. To test this null hypothesis, we need to obtain

an estimate of the variance of 
∑

du, var(
∑

du), and then we
can use 

∑
du/var(

∑
du)1/2 as a z test. Like any other sum,

the variance of 
∑

du can be expressed as

var
(∑

du

)
=

∑
var(du) +

∑∑
cov(du, dv), (25.71)

where u and v represent the dependent variables. To estimate
the covariance term, the expression for the variance of d can
be generalized:

cov(du, dv)

= (m − 1)cov(di.u, di.v) + (n − 1)cov(d.ju , d.jv ) + cov(diju , dijv )

mn

(25.72)

The quantities in this expression can be estimated by substi-
tuting sums of squares of products of d-hat for their sums of
squares in Equation 25.66 or (preferably) Equation 25.67.
When several ds are summed, the complications involved
in constructing the asymmetric CI that are used for small-
sample ds are unlikely to be important. Therefore, the CI for∑

�u can be constructed in the traditional way.

Robustness and Power Relative to t

Feng and Cliff (1995) performed simulations to evaluate the
distributional behavior of d under various circumstances, and
compared d with the t test with Welch’s adjusted degrees of
freedom (tw). Their results are generally favorable to d,
which was found to behave well in terms of size, power, and
coverage of the CI for � in most cases. But the CI coverage
can be lower than the nominal .95 when � is high, especially
when a high � is paired with small sample size. Comparing
the dominance analysis with mean comparison, d and tw both
behave well for normal data, although tw showed slight supe-
riority. For skewed data and for data that are bounded at one
or both sides, d behaves well in almost all cases, but tw
showed empirical size that is higher than the nominal level,
and CI coverage that is lower than the nominal level, in
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several cases. Because empirical data often are nonnormal,
have heterogeneous variances, or both, d analysis seems
preferable as the method of choice.

DOMINANCE ANALYSIS FOR CORRELATED DATA

Paired Data d Analysis

This section discusses the application of d to correlated data
(e.g., repeated measures or dependent groups), as described
by Cliff (1993, 1996a, 1996b). For paired observations, � can
be used to measure the probability that a score from one oc-
casion is higher than a score from another occasion, just as in
the independent groups context. With the dominance variable
dih defined as sign(xi − xh), where xi represents any observa-
tion on the first occasion, xh in the second, � can be defined as
E(dih). For n pairs of observations, � can be estimated by
d = ∑∑

dih/n2. In other words, this definition of � com-
bines information about within-pair changes with informa-
tion about between-pair changes. The calculation of d
involves comparison of each of the scores on one occasion to
each of the scores on the other occasion. In practice, the prob-
ability that an individual changes in a certain direction could
be different from the probability that a random score from the
first occasion is higher than a random score from the second.
Therefore, for paired observations, it is necessary to distin-
guish the within-pair (or within-subject) difference from the
between-pair (or between-subject) difference. Cliff (1996b)
defined a �w reflecting the probability that individuals change
in a certain direction as:

�w = E(dii). (25.73)

Here, the subscript, ii, indicates that the ith subject’s score
from the first occasion is compared to the same subject’s
score from the second occasion. The unbiased sample esti-
mate of �w is the average within-pair dominance:

dw =
∑ dii

n
. (25.74)

It is the difference between the proportion of individuals who
change in one direction and the proportion that change in the
opposite direction. When there are no ties in the paired
observations, dw would be equivalent to the Friedman (1937)
statistic.

Separately, � which is a measure of the extent to which
the overall distribution has moved, except for the self-
comparisons, is estimated by db, the average between-pair
dominance. In the repeated measure case, db is the proportion
that individual scores on one occasion are higher than
scores of other individuals on the other occasion, minus the

proportion of the reverse:

db =

∑∑
i�=h

dih

n(n − 1)
. (25.75)

That is to say, db is a U statistic with expectation �2. A d that
was defined to include the self-comparisons has expectation
[�w + (n − 1)�]/n.

Inferences about Dependent Groups �

The sampling distributions of db and dw are asymptotically
normal (because they are average scores), with means � and
�w, and sampling variances 
2

db
and 
2

dw
, respectively. Similar

to the case of deriving the variances of t, the approach to de-
riving the variances of db and dw is based on the dominance
variables dij. By taking the expectation of d2

b , Cliff (1993)
showed that


2
db

=

2

dih
+ cov(dih, dhi) + (n − 2)

[

2

di.
+ 
2

d.i
+ 2 cov(di., d.i)

]
n(n − 1)

.

(25.76)

In the Equation 25.76, di. and d.i both have i as the subscript
because they refer to the same set of subjects. Given the way
the dominance variable dih has been defined, di. represents the
proportion of pretest scores that are lower than subject i’s
posttest scores, and d.i represents the proportion of posttest
scores that are higher than subject i’s pretest scores. When pre-
and posttest scores are positively correlated with each other,
which is usually the case in practice, the covariance of di. and
d.i is negative. Thus, unlike in the case of paired t test, the last
term of Equation 25.76 is positive. The variance of dw is


2
dw

= 
2
dii

/n, (25.77)

where 
2
dii

= E(dii − �w)2. When there are no ties, 
2
dii

=
1 − �2

w. Let p be the probability of a randomly selected sub-
ject changing in one direction without ties of pre- and posttest
scores. Then 1 − �2

w = 4p(1 − p).
Similar to the variance of d in the independent groups

case, and to that of t, unbiased estimates of 
2
db

and 
2
dw

can be
obtained based on the sample. Defining d∗

i. = di. − db, d∗
i. =

d.i − db, and d∗
ih = dih − db, it is shown that an unbiased

estimate of 
2
db

is

s2
db

=

(n − 1)2
( ∑

d∗2
i. + ∑

d∗2
.i + 2

∑
d∗

i.d
∗
.i

)
− ∑ ∑

d∗2
ih − ∑ ∑

d∗
ihd∗

hi

n(n − 1)(n − 2)(n − 3)
(25.78)
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The unbiased estimate of 
2
dw

is derived in a similar way:

s2
dw

=
∑

(dii − dw)2

(n − 1)
. (25.79)

Then, s2
db

can be used to form the CI for � as (db − z�/2 sdb ,
db + z�/2sdb ), and a hypothesis that � = �0 can be tested by
using (db − �0)/sdb as a standard normal deviate. An asym-
metric CI for � was suggested earlier to compensate for the
positive correlation between independent d and its variance
in small samples. A Monte Carlo study found that when a
similar asymmetric adjustment was applied to correlated
data, the CI coverage of db tended to be conservative, result-
ing in reduced power. Therefore, it is suggested that the ordi-
nary db ± z�/2sdb should be used in constructing a CI for � in
the paired data case. Similarly, a CI for �w can be formed, and
H0: �w = �0 can be tested, in the traditional way.

In addition to tests of within-pair changes and between-
pair changes separately, the dominance analysis provides a
test of the combined effect. That is, a null hypothesis that
� + �w = �0 can be tested. Because the two statistics dw and
db are not independent, the test of the combined effect in-
volves their covariance cov(dw, db). The variance of the sum
of the two dominance variables dw and db is

var(dw + db) = 
2
dw

+ 
2
db

+ 2 cov(dw, db). (25.80)

It can be shown that the covariance of dw and db is

cov(dw, db) = [cov(dii, di.) + cov(dii, d.i)]/n, (25.81)

and the unbiased estimate of this covariance is

Est[cov(dw, db)]

=
∑

i

(∑
h dih + ∑

j dhi

)
dii − 2n(n − 1)dbdw

n(n − 1)(n − 2)
(25.82)

Substituting the unbiased sample estimates of variances
and the covariance for their corresponding terms in Equa-
tion 25.80, we can form a CI for the sum � + �w, and test the
null hypothesis about � + �w.

The d method for paired data is closely related to the
widely applied Wilcoxon’s signed rank test (WSR), but has
some additional advantages. The WSR rank-based inference
procedure was originally proposed as a one-sample test of the
median, and has been used to test a null hypothesis of random
changes. However, because it is applied to the differences on
the dependent variable, conclusions based on the WSR test
are not invariant under monotonic transformation of the
dependent variable. When WSR is used with raw data that
are transformed into ranks, the rank transform also makes

substantive interpretation difficult. The d statistic, on the
other hand, can be used on the raw scores, and thus a rank
transformation is not necessary. The d statistic also lends it-
self to parameter estimations, and does not rely on the identi-
cal distribution assumption.

Example of Delta for Paired Groups

The dominance analysis for correlated data can be illustrated
by an artificial example of repeated measures. Suppose that
in a hypothetical experiment, the experimenter is interested
in whether intentional study and incidental study differ in ef-
fectiveness for subsequent remembering. First, the experi-
menter presents a list of 40 common words to 20 participants
and instructs them to rate each word as pleasant, neutral, or
unpleasant. Then the participants are asked to recall as many
words as they can in any order (incidental remembering).
Three days later, the same 20 participants are presented an-
other list of 40 common words of the same complexity and
popularity, but are instructed to study each word carefully for
a subsequent memory test (intentional remembering). On
both occasions, the dependent measure is the number of
words each participant can recall correctly. Simulated data
are presented in the upper left part of Table 25.4, sorted by
incidental remembering scores. The upper right part of
Table 25.4 shows the dominance diagram generated based on
these artificial data. Here, a + indicates that a subject recalls
more words correctly with intentional study, a − indicates
the opposite, and a 0 indicates a tie.

Again, to compare with traditional methods, a paired t test
was performed for the same data. The d statistics and the in-
ferences about � + �w of the dominance analysis for this
artificial example are summarized in the second part of
Table 25.4. In this example, dw is .750 with a standard error
of .143, indicating that comparing the same participants
under two experimental conditions, there is a strong tendency
for the subjects to recall more words with intentional study.
This dw is highly significant; the z score for dw is 5.25, and
the .95 CI for �w is .470 to 1.0. The tendency of the move-
ment of the whole group is reflected by db, which is .329 with
a standard error of .123. The db shows that compared with
each other, participants tend to recall more words under the
intentional remembering condition. The between-subject
change is significant with a z score 2.67, leading to CI for � of
.088 to .570. The sum of dw and db, reflecting the combined
effect of intentional study on remembering is 1.079. These
results suggest that null hypotheses � = 0, �w = 0, and
� + �w = 0 all should be rejected. It is significant with a z
score of 4.37. For comparison, the paired t test of correlated
means yields a significant t score for mean difference
(t = 3.09, df = 19).
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TABLE 25.4 An Example of d Analysis for Repeated Measures Data

Raw Scores

Subject Incidental Intentional Dominance Diagram

1 2 4 +   – – – – – – – – – – – – – – – – – – –
2 6 11 + + + + + + + + + + + + + 0 0 – – – – –
3 6 8 + + +  + + 0 0 – – – – – – – – – – – – –
4 7 9 + + + +  + + + 0 0 0 – – – – – – – – – –
5 7 10 + + + + + + + + + + 0 0 0 – – – – – – –
6 8 11 + + + + + +  + + + + + + +0 0 – – – – –
7 8 11 + + + + + + +  + + + + + + 0 0 – – – – –
8 9 5 + – – – – – – –   – – – – – – – – – –– –
9 9 14 + + + + + + + + + + + + + + + + + 0– –

10 9 12 + + + + + + + + +  + + + + + + 0 – – – –
11 10 13 + + + + + + + + + + +  + + + + + 0– – –
12 10 10 + + + + + + + + ++ 0 0 0 – – – – – – –
13 10 14 + + + + + + + + + + + + +   + + + + 0– –
14 11 16 + + + + + + + + + + + + +  + + + + ++0
15 11 14 + + + + + + + + + + + + + + +  + + 0– –
16 12 13 + + + + + + + + + + + + + + + + 0 – – –
17 13 15 + + + + + + + + + + + + + + + + + +0 –
18 14 15 + + + + + + + + + + + + + + + ++ + 0 –
19 15 16 + + + + + + + + + + + + + + + + + + + 0
20 16 10 + + + + + + + + + + 0 0 0 – – – – – – –

Inferences about �w

dw .750
sdw .143
.95 confidence interval (.470, 1.0)
z 5.25

Inferences about �
db .329
sdb .123
.95 confidence interval (.088, .570)
z 2.67

Components of s2
db

s2
di· .332

s2
d·j .323

cov(di· , d·j) −.184

s2
dij .816

cov(dih, dhi) −.282
Combined inferences

dw + db 1.079
cov(dw, db) .013
s(dw + db) .247
z 4.37

Mean comparisons
Mean difference 1.90
sdiff 2.751
SE of mean difference .615
T 3.09
Df 19

Extensions of Paired d Analysis

Extension to Multiple Groups With Repeated Measures

Cliff (1996b) suggested that the paired d analysis can be ex-
tended beyond the simple case of one-sample paired observa-
tions, including many situations usually analyzed by repeated
measures ANOVA. For instance, it may be used for two or

more groups with repeated measures, which is typically ana-
lyzed by a mixed ANOVA. Suppose two independent groups
are measured on X at two occasions (e.g., pre- and posttest),
and the investigator is interested in whether there is a group
difference in how subjects change from pretest to posttest—
that is, whether the �s for the two groups are the same.
Clearly, for each group, �w, �, (�w + �), and the variances of
dw and db can be estimated from its sample. For two inde-
pendent groups, the variance of the difference of the two ds,
whether two dws or two dbs, or two sums of dw and db, is sim-
ply the sum of the variances of the two ds:

s2
d1−d2

= s2
d1

+ s2
d2

, (25.83)

where the subscripts 1 and 2 represent the group membership.
Hence the CI for �1 − �2 can be found by (d1 − d2) ±
z�/2(s2

d1
+ s2

d2
)1/2, and null hypotheses H0: �1− �2 = 0,

H0: �w1 − �w2 = 0, and H0: (�1 + �w1) − (�2 + �w2) = 0 can
be tested.

Suppose that in an altered version of the hypothetical ex-
periment comparing the effectiveness of intentional and
incidental study on subsequent remembering, an additional
factor, the complexity of the words is examined. The design of
the experiment is the same as described earlier, except that
two groups of participants are tested. One group is presented
with a list of 40 words of high complexity, and the other group
is presented with a list of 40 words of low complexity.
Based on simulated data, the dominance analysis for the
group that is presented with simple words yields dw1 = .750,
sdw1 = .143, db1 = .329, sdb1 = .123, dw1 + db1 = 1.079, and
sdw1+db1 = .247; the analysis for the group presented with
highly complex words yields dw2 = .326, sdw2 = .105, db2 =
.227, sdb2 = .098, dw2 + db2 = .653, and sdw2+db2 = .215.
Then, the main-effect of type of study can be tested by averag-
ing ds across different levels of word complexity. For within-
subject comparisons, dw-bar = (.750 + .326)/2 = .538,
s2

dw-bar = [(.143)2 + (.105)2]/4 = .0079, sdw-bar = .089, and
z score for dw-bar is 6.04. The CI for �w-bar formed in the tra-
ditional way, dw-bar ± z�/2sdw-bar, is .364 to .712, not contain-
ing zero. For between-subject comparisons, db-bar =
(.329 + .227)/2 = .278, s2

db-bar = [(.123)2 + (.098)2]/4 =
.0062, and sdb-bar = .079. Thus, z score for db-bar is 3.52, and
the CI for �-bar is .123 to .433, which does not contain zero.
For the combined effect, [(dw1 + db1 ) + (dw2 + db2 )]/
2 = .816, standard error of the averaged sum of dw and db is
{[(.143)2 + (.105)2]/4}1/2 = .164, and the z score for this
averaged summed d is 4.98, significant at the .05 level.
Therefore, the hypotheses that �w-bar = 0, �-bar = 0, and
�w-bar + �-bar = 0, all should be rejected. The conclusion is
that averaging across two levels of word complexity, individ-
uals tend to recall more words with intentional study.
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When the interaction of word complexity and type of study is
of interest, the difference of the ds obtained based on two groups
should be calculated, and inferences about the difference of ds
should be made. For instance, an interaction of word complex-
ity and type of study for within-subject comparison can be
examined by testing the null hypothesis �w1 − �w2 = 0. For
this example, dw1 − dw2 = (.750 − .326) = .424, s2

dw1−dw2
=

(.143)2 + (.105)2 = .0315, sdw1−dw2 = .177, leading to a CI
for �w1 − �w2 as (.077, .771). Because the CI does not contain
zero, the null hypothesis is rejected, and it is concluded that
there is a difference in the effect of type of study on recall due
to word complexity. Specifically, intentional study results in
better subsequent recall, and this is particularly true with recall
of complex words. Tests of interaction for between-subject
comparisons, or for the combined effect, can be obtained in the
same manner.

It should be noted that when there are more then two
groups, an omnibus test is not available to test the null hy-
pothesis that all �s are equal. But multiple pairwise compar-
isons can be made, which may be more closely related to
the typical research question about group differences over
time.

Extension to Multiple Repeated Measures

Often of interest is whether scores on a certain measure are
expected to increase or decrease systematically over time.
When there are multiple repeated measures (e.g., a pretest, a
posttest, and one or more follow-ups), one may compute a dw

and a db between each pair of measurements, and make in-
ferences about each � and �w. The ordinary � should be used
if there is a separate interest in each planned comparison.
Otherwise, the Bonferroni procedure can be used to control
the familywise Type I errors.

Other, perhaps more interesting research questions can be
investigated by calculating sums, averages, or differences in
ds (whether dws or dbs). For example, when a single group is
measured on variable X on three occasions, there are three
pairwise ds, d12, d23, and d13, where the pairs of subscripts
refer to conditions being compared. Then the amount of over-
all trend can be represented by d12 + d23. The question of
whether trends are consistent, as opposed to leveling off or
even reversing, can be represented by d12 − d23. The same
reasoning can be applied when the various conditions reflect
different levels of some ordinal variable. In either case, one
must be careful to state conclusions in terms of �s rather than
quantitative differences.

It is conceptually simple to make inferences about sums or
averages or differences of �s. As discussed earlier, the vari-
ance of the sums (equivalently, averages) or difference of ds

can be expressed as

var
(∑

du

)
=

∑
var(du) ±

∑∑
cov(du, dv). (25.84)

Here, the subscripts u and v refer to pairs of occasions. We al-
ready discussed how to obtain an unbiased estimate of du in
the two-times-of-measurement context. Again, as seen ear-
lier, the expression for the variance of d can be generalized to
estimate the covariance of two ds:

cov(du, dv) =
cov(dihu, dihv) + cov(dihu, dhiv) + (n − 2) cov[(di.u + d.iu), (di.v + d.iv)]

n(n − 1)

(25.85)

The unbiased sample estimate of cov(du, dv) is

sdu,dbv = (n − 1)
[∑

(d∗
i.u + d∗

.iu)(d∗
i.v + d∗

.iv)
]

n(n − 2)(n − 3)

−
∑∑

d∗
ihud∗

ihv + ∑∑
d∗

ihud∗
hiv

n(n − 1)(n − 2)(n − 3)
, (25.86)

where subscripted d∗s represent the deviation of that quantity
from the corresponding mean, which here is du or dv.

The same strategy can be applied to extend the use of d in
more complex research designs, including those traditionally
analyzed by factorial or mixed ANOVA. As seen earlier, the
main-effect of a factor can be expressed by the average of the
ds for this factor at all levels of other factor (or factors). An
interaction can be tested by taking the difference of two ds. In
other words, there are corresponding d analyses that can be
applied to answer various research questions that the investi-
gator has in mind.

CONCLUSION

In this chapter, we have tried to make the case that many re-
search questions in the social sciences can best be answered
by use of ordinal methods. Ordinal methods have the benefit
that they can be more statistically robust than traditional
methods, and the conclusions of ordinal methods do not
change under monotonic transformations of the data. 

The methods presented should be viewed as valuable in
their own right, not simply as methods to be used in place of the
traditional ones. They should be regarded as parametric in that
parameters of populations are estimated with the sample data.
Furthermore, the estimation procedures are not simply conve-
nient devices conditional on unrealistic population assump-
tions. Standard errors can be estimated from the data and used
as the basis for inferences about the parameters in question.
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When only the ordinal aspects of data are considered, we
have statistical methods in which the statistical and verbal
conclusions are very close. Many parametric models are now
available for testing highly specific parametric hypotheses. If
a researcher has a carefully planned hypothesis that fits into
the framework of a highly parametric model, then he or she
should use such a model. However, we very often have more
loosely formulated hypotheses and use the highly parametric
models as a default. There usually is some sort of Procrustean
translation of the original research ideas into questions that fit
with the sophisticated models. The problem is that an analy-
sis based on a highly parametric model may not provide an-
swers that are fitting for the researcher’s original questions.
We have given a number of reasons that ordinal statistics pro-
vide results that are consistent with common types of re-
search questions. The added benefit is that the conclusions
and inferences from the ordinal methods are valid under a
wide variety of conditions. Furthermore, the results are un-
changed under monotonic transformations: They generalize
to scores of latent variables as well as observed ones.

There are SPSS macros and Fortran programs available
for a number of the methods described in this chapter.
These may be accessed through the website of J. D. Long,
http://education.umn.edu/edpsych/Faculty/long.html.

APPENDIX: COMPUTING THE ESTIMATED
VARIANCE OF ta

Here we illustrate the computation of Est[var(ta)] for the raw
data in Table 25.1. The last section of Table 25.1 shows the
calculation of the tihxy, t2

ihxy, and ta that are required to com-
pute Equations 25.31 and 25.32, and finally, the estimated
variance of Equation 25.30. Using the information from
Table 25.1, Equation 25.32 is computed as

s2
tihxy

=
2
∑∑

i>h
t2
ihxy − n(n − 1)t2

a

[n(n − 1)] − 1

= 2(9) − 5(4)(−.32)

5(4) − 1
= .8526. (A25.1)

The ti.xy in Equation 25.31 are defined by summing the tihxy

in a row of the (n × n) symmetric matrix. For the tihxy in
Table 25.1, we have

h

Txy = i




0 −1 −1 −1 −1
−1 0 +1 +1 +1
−1 +1 0 −1 −1
−1 +1 −1 0 0
−1 +1 −1 0 0


 , (A25.2)

For each row (i) of the above matrix, we sum over columns
(h) and divide by (n − 1) yielding

ti.xy: (−4/4), (2/4), (−2/4), (−1/4), (−1/4), (A25.3)

or

ti.xy: −1, .5, −.5, −.25, −.25. (A25.4)

Once we have the ti.xy we can compute Equation 25.31,

s2
ti.xy

=
∑

i(ti.xy − ta)2

(n − 1)

= (−1 − (.3))2 + · · · + (−.25 − (.3))2

4

= 1.175

4
= .2938. (A25.5)

Now we are able to substitute all the relevant results into
Equation 25.30. Doing so, we have the consistent estimate of
the variance of ta,

Est[var(ta)] =
4(n − 2)s2

ti.xy
+ 2s2

tihxy

n(n − 1)

= 4(3)(.2938) + 2(.8526)

5(4)
= 5.2308

20
= .2615.

(A25.6)

(This is an unusually high value even for such a small
sample.)
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Often quantities of interest in psychology cannot be observed
directly. These unobservable quantities are known as latent
variables. In addition to being unobservable, latent variables
tend to be complex, often multidimensional, constructs. Un-
like height, which can be measured with a single assessment,
depression or temperament cannot be adequately measured
with only one questionnaire item. This complexity can be
dealt with by using multiple items as indicators of the latent
variable; this approach provides a more complete picture of
the construct and allows estimation of measurement error.
Examples of latent variables in the psychological literature
include temperament, psychological diagnoses, attachment,
health behaviors, and attitudes. The best that researchers can
do to measure latent variables is to collect data on manifest
indicators, knowing that the available indicators are imper-
fect measures of the latent variables. When several manifest
indicators are used to assess an underlying latent variable, we
have a basis for removing measurement error, leading to bet-
ter measurement of the latent variable.

The fundamental premise of any latent variable model is
that the covariation among manifest variables is explained

by the latent variable. There are four latent variable frame-
works that model the relationship between manifest variables
and a latent variable. Figure 26.1 depicts this relationship
for the four frameworks. Which framework is appropriate
depends on whether the manifest variables and latent variable
are considered to be continuous or categorical. In factor
analysis or covariance structure analysis, observed variables,
usually continuous, map onto continuous latent variables
assumed to be normally distributed (Jöreskog & Sörbom,
1996). Latent trait analysis (Spiel, 1994) refers to discrete
observed variables mapping onto a continuous latent variable.
For example, a set of aptitude test items coded as correct or in-
correct might be seen as indicators of the underlying latent
trait, in this case ability. In latent profile analysis, continuous
observed variables map onto a discrete latent variable. Latent
class analysis (LCA) models the relationship between dis-
crete observed variables and a discrete latent variable.

The present chapter focuses on this last framework, LCA.
The first section introduces the concept of a latent class and
then presents the mathematical model. This is followed by 
a discussion of parameter restrictions, model fit, and the
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Figure 26.1 Latent variable frameworks.

measurement quality of categorical items. The second section
demonstrates LCA through an examination of the prevalence
of depression types in adolescents. This empirical example is
meant to help clarify concepts presented in the first section
and help the reader to understand the latent class model. In
the third section we present longitudinal extensions of LCA.
This section also contains an empirical example on adoles-
cent depression types; in this example we extend the previous
analysis to examine the stability and change in depression
types over time. In the final section we turn our attention to
several advanced topics in latent class models. Here several
recent developments that further extend the latent class
model are introduced.

LATENT CLASS ANALYSIS

The Concept of a Latent Class

Latent classes can be thought of as a classification system for
groups of individuals when we are classifying individuals
according to some construct that is not directly measurable.
Suppose, for example, a researcher interested in the con-
struct temperament hypothesizes that this construct is made
up of qualitatively different categories. The researcher can
measure several indicators of temperament, and then use la-
tent class analysis to try to identify two or more tempera-
mental types in which people might be classified. In the
following discussion, several examples are presented in
which latent class models have been applied in the study of
psychological and behavioral phenomena. Note that for
some constructs (such as temperament) an individual’s latent
class membership is generally expected to remain the same
over time, whereas for other constructs (such as substance
use), it is possible for individuals to move between latent
classes over time.

Theory suggests that there are two main temperamental
types of children: namely, inhibited and uninhibited, charac-
terized by avoidance or approach to unfamiliar situations

(Kagan, 1989). Stern, Arcus, Kagan, Rubin, and Snidman
(1995) used LCA to test this theory empirically, comparing a
model with two temperamental types of children to models
with three and four types. Infants in two cohorts of sample
sizes 93 and 76 were measured on three categorical variables:
motor activity, fret-cry, and fear. Two-, three-, and four-class
models were fit for each cohort. For both cohorts, a two-class
solution appeared to represent the data adequately, although
the sample size may not have provided enough power to
detect additional classes.

Latent class models have also been used to explore the
onset of substance use behaviors during adolescence. Fol-
lowing Kandel’s (1975) introduction of the concept of stages
in substance use, Collins and colleagues (Collins, Graham,
Rousculp, & Hansen, 1997; Hyatt & Collins, 2000) have
explored this construct as a categorical latent variable. Using
data from the Adolescent Alcohol Prevention Trial (Hansen
& Graham, 1991), Collins et al. (1997) identified a stage-
sequence of substance use made up of the following eight
latent classes: no use; alcohol use; alcohol use with drunken-
ness; tobacco use; alcohol and tobacco use; alcohol use with
drunkenness and advanced use; alcohol, tobacco, and ad-
vanced use; and alcohol use with drunkenness, tobacco use,
and advanced use. This model specifies that adolescents can
first move from the no use latent class to either the alcohol
use or the tobacco use latent class, and then progress to latent
classes characterized by more advanced substance use. No-
tice that not all possible combinations of substances are rep-
resented in this latent class model. For example, a latent class
characterized by alcohol and marijuana use without tobacco
use does not exist. The eight latent classes specified by this
model were sufficient to represent the data. In this study, a
relationship between heavy caffeine use during adolescence
and substance use onset was established.

This approach has been applied to various educational
studies, including an examination of the number of different
classes of teaching style in the United Kingdom conducted by
Aitkin, Anderson, and Hinde (1981). Teaching style was char-
acterized by the presence or absence of 38 different teaching
behaviors in 468 fourth-grade teachers. A latent class ap-
proach to modeling this type of data is appealing because it
summarizes data from many different questionnaire items in
a parsimonious way. Although only two teaching styles were
originally predicted, formal and informal, evidence was
found for a three-class model. The first class was a more for-
mal style, in which the teachers were expected to stick to a
firm timeline and restrict the students’ behaviors. The data
suggested that 48% of teachers had a formal style. The second
class represented an informal teaching style, in which
teachers tended to have less strict classroom organization,
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to integrate subjects, and to encourage individual work. This
class encompassed 32% of teachers. The remaining 20% of
teachers fell in the third latent class, a mixed teaching style, in
which certain behavior restrictions were enforced as in the
formal group, but grading and homework were similar to
those of the informal group.

LCA has been used to apply the transtheoretical model of
behavior change to various types of health behaviors, includ-
ing smoking cessation (Martin, Velicer, & Fava, 1996), con-
dom use (Evers, Harlow, Redding, & LaForge, 1998), and
exercise (Gebhardt, Dusseldorp, & Maes, 1999). Velicer and
colleagues used a latent class approach to test competing
models of the stages of change in smoking behavior (Martin
et al., 1996; Velicer, Martin, & Collins, 1996). Figure 26.2
shows the model that was found to represent the data best.
This model posits that individuals can move both forwards
and backwards through the stages of change, and that for-
ward movement between any two adjacent times does not
extend beyond a maximum of two stages.

Bulik, Sullivan, and Kendler (2000) used LCA to classify
eating disorders in a population-based sample. All individu-
als in the sample reporting some eating disorder symptom
were included in the analysis. Nine eating disorder symptoms
were included in the latent class model, including items such
as ever had eating binges and excessive concerns with shape
and weight. Three of the six latent classes that were identified
clearly reflected the main DSM-IV clinical eating disorders:
anorexia nervosa, bulimia nervosa, and binge eating disorder.
An interesting finding was that three additional latent classes
emerged: shape-weight preoccupied, low weight with bing-
ing, and low weight without binging. These results suggest
that the three DSM-IV categories of eating disorders alone did
not fully explain the observed data; rather, all six unobserved
latent classes were needed.

Several studies have explored subtypes of depression
using latent class analysis (e.g., Parker, Wilhelm, Mitchell,
Roy, & Hadzi-Pavlovic, 1999; Sullivan, Kessler, & Kendler,
1998). For example, Sullivan et al. (1998) used 14 DSM-III-R
depressive symptoms in an epidemiological data set to
identify six latent classes: severe typical, mild typical, severe
atypical, mild atypical, intermediate, and minimal symptoms.
Although the particular latent classes identified and the

number of classes found depend on both the sample and the
items included in the model, a latent class approach provides
a means of empirically testing competing theories about
depressive subtypes for a given data set. In a later section an
empirical example is presented of LCA applied to data on
adolescent depression.

The LCA Mathematical Model and Related Issues

Latent class theory is a measurement theory for a categorical
latent variable that divides a population into mutually exclu-
sive and exhaustive latent classes (Goodman, 1974; Lazarsfeld
& Henry, 1968). The latent variable is measured by multiple
categorical indicators. During the 1970s, two important papers
were published that together provided researchers with the the-
oretical and computational tools for estimating latent class
models. First, Goodman (1974) described a maximum likeli-
hood estimation procedure for latent class models. Second, a
broadly applicable presentation of the use of the expectation-
maximization (EM) algorithm when there is incomplete data
was introduced (Dempster, Laird, & Rubin, 1977). The EM
algorithm is an iterative technique that yields maximum likeli-
hood estimates from incomplete data. In LCAthe latent (unob-
served) variables can be considered to be missing data. Several
software packages are available for conducting latent class
analysis and its extensions, including WinLTA (Collins &
Wugalter, 1992; Hyatt & Collins, 2000), �em (Vermunt, 1993;
Vermunt, Langeheine, & Bockenholt, 1999), PANMARK
(Langeheine, 1994; Langeheine, Pannekoek, & van de Pol,
1996; van de Pol & Langeheine, 1990), and Mplus (Muthén &
Muthén, 2001).

Latent class models are particularly useful when the theo-
retical construct of interest is made up of qualitatively differ-
ent groups, but the group membership of individuals is
unknown and therefore must be inferred from the data.
Although it might be tempting to try to classify individuals
based on their manifest data, LCA has several important ad-
vantages over simple cross-tabulation methods. First, a latent
variable approach to identifying qualitatively different
classes of individuals involves using multiple indicators of
the latent variable. The use of multiple indicators provides a
basis for estimating measurement error, yielding a clearer
picture of the underlying latent variable. Second, LCA can be
a confirmatory procedure. For a set of discrete manifest
items, the user must specify the number of latent classes.
LCA then estimates the parameters and provides a fit statistic.
A confirmatory procedure provides a means of testing a priori
models and comparing the fit of different models. Third,
when measurement error is present, many individuals’ res-
ponses do not point unambiguously to membership in one

Figure 26.2 Stages of change construct from the transtheoretical model.
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particular group. A latent variable approach can help the re-
searcher interpret large contingency tables, providing a sense
of both the underlying group structure and the amount of
measurement error associated with particular items.

In latent class models, the data are used to estimate the
number of classes in the population, the relative size of each
class, and the probability of a particular response to each item,
given class membership. In this section the LCA statistical
model is presented for problems involving three manifest in-
dicators, or variables. The model can be extended directly to
problems involving fewer or more indicators. Suppose that
Item 1 has response categories i = 1, . . . , I ; Item 2 has re-
sponse categories j = 1, . . . , J ; Item 3 has response cate-
gories k = 1, . . . , K ; and the latent variable has c = 1, . . . , C
latent classes. Let y = {i, j, k} represent a particular response
pattern (i.e., a vector of possible responses to the three items),
and let Y represent the array of all possible ys. Each response
pattern y corresponds to a cell of the contingency table formed
by cross-tabulating all of the manifest items, and the length of
the array Y is equal to the number of cells in this table.

The estimated proportion of a particular response pattern,
P(Y = y), can be expressed as a function of two types of pa-
rameters. First, the latent class probabilities, which are re-
ferred to here as � parameters, represent the proportion of the
population that falls in each latent class. Because the latent
classes are mutually exclusive and exhaustive (i.e., each indi-
vidual is placed in one and only one latent class), the �

parameters sum to 1. Second, the conditional response prob-
abilities, which we refer to here as � parameters, represent
the probability of a particular response to a manifest variable,
conditioned on latent class membership. These � parameters
express the relationship between the observed variables and
the latent variable. The conditional parameters bear a close
conceptual resemblance to factor loadings in that they pro-
vide a basis for interpretation of the meaning of the latent
classes. However, it is important to remember that they
represent probabilities rather than regression coefficients. A
probability near 0 or 1 represents a strong relationship be-
tween the item and the latent construct. This would mean
that, given latent class, we can predict with near certainty
how an individual would respond to that item. On the other
hand, for dichotomous items, a probability near .5 means that
the item does not provide any information above random
chance in placing the individual in the latent class.

The probability of a particular response pattern, or cell in
the contingency table cross-classifying the three items, can
be written as

P(Y = y) =
C∑

c=1

�c�i |c� j |c�k|c (26.1)

where

• �c represents the probability of being in latent class c.

• �i |c represents the probability of response i to Item 1, con-
ditional on membership in latent class c.

• � j |c represents the probability of response j to Item 2, con-
ditional on membership in latent class c.

• �k|c represents the probability of response k to Item 3,
conditional on membership in latent class c.

The preceding parameter definitions appear in Appen-
dix A for later reference. The latent class model is defined by
making two critical assumptions. First, all individuals in a la-
tent class are assumed to have the same conditional response
probabilities for the items. For example, all individuals in
the latent class associated with an inhibited temperament
type are assumed to have the same probability of displaying
high motor activity. Second, there is an assumption of condi-
tional independence given latent class. This implies that
within each latent class, the three indicators are independent
of one another. For example, individuals’ temperament type
explains any relationship among their reports of motor activ-
ity, fret-cry, and fear. This second assumption allows us to
express the probability of a particular response pattern as
shown in Equation 26.1, without conditioning on anything in
addition to latent class.

Estimation

The EM algorithm is usually used to estimate the parameters
of latent class models (Dempster et al., 1977; Goodman,
1974). This algorithm alternates between the E-step, or ex-
pectation step, and the M-step, or maximization step. At each
step of the EM algorithm, the current set of estimates is com-
pared with the set from the previous step. When the differ-
ence between the estimates becomes smaller than a specified
criterion, the program has converged on a maximum of the
likelihood function. Depending on the likelihood function of
a given model, there may be a distinct global maximum, or
there may be one or more local maxima. The issue of local
maxima is critical in latent class models. If there are several
local maxima, which local maximum is reached will depend
on the set of starting values used. It is important to explore
multiple solutions to ensure that the maximum likelihood es-
timates represent the best solution. This can be done by esti-
mating the parameters based on several different sets of
random start values. Although we hope that only one mode is
identified, several different solutions corresponding to differ-
ent local maxima may be found. In this case there are several

schi_ch26.qxd  9/6/02  2:30 PM  Page 666



Latent Class Analysis 667

possible ways to proceed. One choice is to examine the dis-
tribution of solutions and assume that the solution reached
most often is the best one, and that one can be selected as the
final model. A second approach is to select the solution with
the best fit, which corresponds to the highest likelihood. A
third way to proceed is to simplify the model being fit, which
will reduce the number of parameters being estimated. This
often is enough to ensure that just one solution is reached.
Any combination of these approaches can be used together in
deciding upon a final solution. Fortunately, for many latent
class analyses only one solution will be identified.

Missing Data

As has been reviewed extensively in the missing data litera-
ture (e.g. Collins, Schafer, & Kam, 2001; Schafer, 1997),
there are three major classifications of missing data. If miss-
ingness on a variable Y depends on the variable itself, such as
when a drug user in a drug use prevention study avoids a
measurement session because he is using drugs, this is re-
ferred to as missing not at random (MNAR). If missingness
on Y does not depend on Y itself, this is referred to as missing
at random (MAR). One example of this would be missing-
ness caused by poor readers’ failing to finish a questionnaire.
The special case of MAR in which the cause of missingness
is completely unrelated to Y is referred to as missing com-
pletely at random (MCAR). For a thorough introduction to
modern missing data procedures, see the chapter by Graham,
Cumsille, and Elek-Fisk in this volume.

Most LCA procedures, including WinLTA (Collins &
Wugalter, 1992; Hyatt & Collins, 2000), employ a maximum
likelihood routine that adjusts for missing data. This ap-
proach adjusts for MAR missingness, but not for MNAR
missingness. Several simulation studies have documented the
success of parameter recovery under various conditions.
When the � parameters clearly define the latent classes (for
example, probabilities above .8 or below .2 for dichotomous
indicators), parameter recovery for data that are MCAR or
MAR is not substantially biased regardless of the amount of
missing data, the sample size, or the latent class model (Hyatt
& Collins, 1998; Kolb & Dayton, 1996). It is important to
point out that the maximum likelihood missing data proce-
dure will be fully successful only if all variables relevant to
missingness are included in the model being fit. If there are
variables relevant to missingness that cannot be included in
the model being fit, it may be preferable to use a multiple im-
putation approach in order to include these variables (Collins
et al., 2001). The impact of missing data on assessment of
model fit is discussed below in the section in this chapter
entitled “Advanced Topics in Latent Class Models.”

The Use of Parameter Restrictions

Restricted parameters include those that are fixed, in which
the value is set to a particular value and not estimated, and
those that are constrained to be equal to other parameters in
an equivalence set, so that only one parameter is estimated
for the entire set. In a classic article, Goodman (1974) pre-
sented the estimation of restricted latent class models using
the EM algorithm. Often latent class models are fit without
the use of any parameter restrictions. Such unrestricted mod-
els can be quite informative, and are especially useful for
exploring new models. However, parameter restrictions serve
two important roles in latent class models.

First, parameter restrictions can be used to help in achiev-
ing identification. Both fixing and constraining parameters
reduces the number of parameters to be estimated, which
helps in achieving identification. Underidentification refers
to a situation in which there are too many parameters to esti-
mate given the information available in a certain data set.
One necessary condition for identification is that the number
of independent parameters to be estimated be less than the
number of possible response patterns. However, satisfying
this condition does not ensure an identified model. Having a
large sample size relative to the number of response patterns
helps in identification. When the sample size is small relative
to the number of response patterns (i.e., the contingency
table is sparse), parameter restrictions can greatly aid in
identification.

Second, parameter restrictions are useful tools for specify-
ing or testing various features of a model. For example, the �

parameters define the meaning of the latent classes. If we have
measurement invariance across groups, meaningful compar-
isons of the latent class probabilities can then be made. Struc-
tural invariance across groups in the measurement of the
latent variable is a testable hypothesis. The parameter esti-
mates can be freely estimated in one analysis, and constrained
equal across groups in another, and the fit of the two models
can be compared. As an example, a researcher interested in
comparing sex differences in the prevalence of two tempera-
ment types in a sample of infants may wish to start by com-
paring a model with all parameters freely estimated to one in
which the conditional response patterns are constrained to be
equal across the two classes. If measurement invariance can
be established across classes, this is evidence that the same
construct is being measured in males and females, and there-
fore meaningful cross-sex comparisons of the prevalence of
the inhibited and uninhibited types can be made.

Another example of a latent class model for which there is
a theoretical justification to impose parameter restrictions
is a hierarchical, or Guttman, model (Rindskopf, 1983).
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In Guttman models, it is assumed that there is an order among
the items in a scale. In models of learning, this order corre-
sponds to the difficulty of passing each item. For example, if
three skills are measured and assumed to be hierarchical in
level of difficulty, and a pass is denoted 1 and a fail denoted 0,
we might restrict the parameters so that the only latent classes
correspond to the patterns 000, 100, 110, and 111. The fit of
such a model can then be compared to the fit of an unrestricted
model to see if the Guttman scale holds in the data.

Model Selection and Goodness-of-Fit

An important issue regarding latent class models is how many
latent classes are there? Choosing the number of latent
classes can be somewhat subjective, and the choice can be
driven by both empirical evidence and theoretical reasoning.
For example, if theory suggests that there are only two tem-
perament types, the fit of a two-class model can be assessed.
A more empirical approach would be to examine models with
two, three, and four latent classes to see which solution is
most interpretable or provides the best fit. The typical ap-
proach to model fit in latent class analysis is to compare the
response pattern frequencies predicted by the model with the
response pattern frequencies observed in the data. The pre-
dicted response pattern frequencies are computed based on
the parameter estimates produced in the LCA. The two most
common measures of fit in a contingency table analysis are
the Pearson chi-square statistic, X2, and the likelihood ratio
statistic, G2. The likelihood ratio statistic has the advantage
that nested models can be compared by a likelihood ratio test,
with the resulting statistic distributed as chi-square, and thus
is often preferred to the Pearson chi-square. The likelihood
ratio statistic is calculated by

G2 = 2
∑

y

obs log

(
obs

exp

)
(26.2)

where y represents a response pattern (i.e., a cell in the contin-
gency table formed by cross-tabulating all items). This statis-
tic expresses the degree of agreement between these predicted
frequencies and the observed frequencies. The G2 is asymp-
totically distributed as a chi-square, with degrees of freedom
equal to number of possible response patterns minus number
of parameters estimated minus 1. The term asymptotically
means that a chi-square distribution is a good approximation
when the number of observations in each cell is sufficiently
large. However, latent class models can often involve large
contingency tables, resulting in a contingency table with
many sparsely populated cells. For sparse contingency tables,
the expected counts can be very small for many cells, and thus
the distribution of the G2 is not well approximated by the chi-

squared distribution. Under such conditions, overall hypothe-
sis testing of model fit using the G2 can be done in only a
rough way (Collins, Fidler, Wugalter, & Long, 1993; Read &
Cressie, 1988). A good rule of thumb is that having the value
of the fit statistic close to or less than the degrees of freedom
is an indication that the model fits the data reasonably well.
For a G2 difference test comparing two nested models, how-
ever, the distribution usually is better approximated by the
chi-squared distribution, and thus hypothesis testing is more
reliable.

A pair of nested models consists of a simpler model and a
more complex model. The more complex model can be con-
sidered a version of the simpler model, in which some para-
meters constrained in the simpler model are estimated in the
more complex model. Two nested latent class models can be
compared statistically by taking the difference of their G2 val-
ues. This difference is distributed as a chi-square with de-
grees of freedom equal to the difference in the degrees of
freedom associated with the two G2s. If the difference in G2 is
nonsignificant, it means that the more parsimonious model
fits about as well as the more complex model, and thus there
is no benefit to estimating the parameters in the more com-
plex model. If the difference in G2 is significant, it means that
the additional parameters estimated in the more complex
model are necessary to achieve adequate fit. The G2 differ-
ence test can be quite useful when comparing various patterns
of parameter restrictions for latent class models with a given
number of classes. For example, if we are interested in con-
ducting an omnibus test for sex differences in the prevalence
of temperament types in infants, we can constrain the � para-
meters (the probability of membership in each temperament
type) to be equal across males and females in one model, and
freely estimate the � parameters in a second model. The G2

difference test will tell us whether it is reasonable to impose
this equality restriction. If the difference test reaches statisti-
cal significance, then we can conclude that the probabilities
of membership in the temperament types vary by sex. Ideally
we would like to be able to use this approach to help deter-
mine the appropriate number of latent classes by comparing
the fit of two models. For example, we might want to com-
pare a model with two temperament types to a model with
three temperament types. Unfortunately, two models with
different numbers of latent classes are not nested because pa-
rameters of the simpler model take on boundary values of the
parameter space (Everitt, 1988; Rubin & Stern, 1994).
Boundary values refer to the maximum and minimum values
a parameter can take on. Because all parameters in the latent
class model are probabilities, the boundary values are 0
and 1. For example, in order to compare a model with two
latent classes and one with three latent classes, the simpler
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two-class model would have to contain three latent classes,
one with probability of membership fixed at zero. Because
zero is a boundary value, these two models are not nested.

Various model selection information criteria have been
proposed for comparing models with different numbers of
classes, including the Akaike information criterion (AIC;
Akaike, 1974) and the Bayesian information criterion (BIC;
Schwarz, 1978). The AIC and BIC are penalized log-
likelihood test statistics, where the penalty is two times the
number of parameters estimated for the AIC and the log of
N times the number of parameters estimated for the BIC.
Results of a simulation study conducted by Lin and Dayton
(1997) suggest that, although the AIC performs better than the
BIC and the Consistent AIC (CAIC) (Bozdogan, 1987),
the AIC tends to select models that are more complex than the
true model. Another drawback to this approach is that these
methods serve only to compare the relative fit of several
models under consideration, but do not help in determining
whether a particular model has sufficiently good fit. A
Bayesian approach to model monitoring using a posterior pre-
dictive check distribution has been proposed as a method for
comparing models with different numbers of classes (Rubin
& Stern, 1994). This approach is discussed in the section
entitled “Goodness-of-Fit Issues,” under “Advanced Topics
in Latent Class Models.” Bootstrapping the goodness-of-fit
measures has also been proposed for latent class models
(Collins et al., 1993; Langeheine et al., 1996). This method,
also referred to as Monte Carlo sampling, involves repeatedly
sampling from the model-based parameter estimates to get a
distribution of the fit statistic under the assumption that the
model is true. This method yields an empirical distribution of
the fit statistic, forgoing the use of a theoretical distribution
altogether.

It may be helpful to draw a comparison between LCA and
factor analysis. In factor analysis, multiple continuous items
are mapped onto several factors. In contrast, the latent class
model maps multiple categorical items onto several cate-
gories of a latent variable. In factor analysis, both exploratory
and confirmatory approaches can be used in selecting the
number of factors. All factors with eigenvalues greater than 1
are often selected in an exploratory factor analysis. An ex-
ploratory approach to LCA might involve the user’s fitting a
two-class solution to a data set, then a three-class solution,
and so on, and comparing the various solutions and fit statis-
tics in a rough way. In this framework there is no rule of
thumb for selecting the smallest number of latent classes that
can adequately explain the structure in the data. The closest
analogue might be to create a table that summarizes the G2

value and degrees of freedom for each number of classes fit to
the data. The most parsimonious model (the model with the

smallest number of classes) that provides adequate fit could
be selected as the one with the most appropriate number of la-
tent classes. This approach is taken in the empirical example
on adolescent depression presented later in this chapter.

Assessing the Quality of Categorical Measures

Latent class models provide a basis for assessing the reliabil-
ity of categorical items (Clogg & Manning, 1996; Collins,
2001). Psychometric theory for instruments intended to mea-
sure continuous latent variables is inappropriate for instru-
ments measuring categorical latent variables (Collins, 2001).
However, reliability of such instruments can be examined by
means of the parameters in the latent class model.

Clogg and Manning (1996) present two types of reliability
for categorical items, item-specific reliability and item-set re-
liability. Item-specific reliability refers to pairwise relations
between single items and the latent class variable. For exam-
ple, consider the � parameters. These values quantify how
well membership in a latent class predicts item response,
which is one form of reliability. An item that is highly associ-
ated with a latent class is a reliable indicator of that class.
Another item-specific form of reliability presented by Clogg
and Manning (1996) is how well an item response predicts
membership in a latent class. Additional methods Clogg and
Manning present for assessing item-specific reliability in-
clude using odds ratios and transformed odds ratios that are
similar to correlations.

Item-set reliability, in contrast to item-specific reliability,
refers to the reliability of a set of items with respect to each
latent class—that is, how well a particular response pattern
predicts latent class membership. Flaherty (in press) uses
both item-specific and item-set reliability to examine the
measurement quality of four measures of tobacco use in a
national survey.

Collins (2001) has developed a reliability index that is
similar conceptually to the familiar Cronbach’s �. Rather
than examine reliability for item and class pairs, or for re-
sponse patterns and each latent class, Collins (2001) takes the
information contained in the item-set reliabilities and devel-
ops a single number that summarizes the reliability of the
items. Collins (2001) also extends this notion of reliability to
the assessment of the reliability of dynamic (changing) cate-
gorical latent variables.

Reliability analysis is closely related to item development
and selection. Biemer and Wiesen (2002) use the latent class
model to assess the consistency of people’s reports of mari-
juana use in a national survey of substance use. Using this
method, they were able to identify poor items and adjust
prevalence estimates of marijuana use.
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A LATENT CLASS EXAMPLE:
ADOLESCENT DEPRESSION

We illustrate the latent class model in this section by examin-
ing adolescent depression in data from The National Longitu-
dinal Study of Adolescent Health (Add Health; Resnick et al.,
1997). We might expect there to be an underlying latent vari-
able made up of two mutually exclusive and exhaustive
groups of individuals: those who are depressed and those who
are not. An alternate theory might hypothesize that there are
several different types or levels of depression. These two
competing theories can be examined empirically by fitting
several different latent class models to a data set.

The Add Health study was mandated by Congress to col-
lect data for the purpose of measuring the effect of social con-
text on the health and well-being of adolescents in the United
States. The first wave of the sample included 11,796 students
in grades 7 through 12 who were surveyed between April and
December of 1995, and the second wave included the same
individuals interviewed again between April and August of
1996. The sample used in the latent class analysis includes all
1,892 adolescents who were in 12th grade at Wave I, consist-
ing of all adolescents in the oldest cohort of the core data set.

The prevalence of depression in this sample of high school
seniors is explored by examining eight survey items from the
Add Health study. The items, listed in Table 26.1, include
four items related to sadness, two indicators of feeling dis-
liked by others, and two items related to feelings of failing at
life. These six-level items were recoded so that 1 represents
never or rarely experiencing the symptom in the past week,
and 2 represents experiencing the symptom sometimes, a lot,
most of the time, or all of the time during the past week.

Because latent class analysis is based on data in the form of a
contingency table, it is important to have only a few levels for
each variable. Extreme sparseness of cells can lead to prob-
lems in the estimation. As the number of levels within vari-
ables increases, so does the number of parameters in the
model. A balance between retaining information in the origi-
nal variables and collapsing categories must be struck, as
identification can be difficult to attain when too many para-
meters are estimated.

The eight questionnaire items are observed indicators of
the latent variable, depression. In our example, latent class
analysis allows us to arrive at a model that we believe best
represents the relationship between these eight items and the
latent variable depression. We will estimate the proportion of
individuals in a sample who are in each class of depression.

The Mathematical Model and Parameters Estimated

The LCA mathematical model is be presented here in terms
of our empirical example. Suppose that there are eight cate-
gorical manifest indicators with response categories i, j, k, l,
m, n, o, and p, respectively, and there are c = 1, . . . , C latent
classes. Let y = {i, j, k, l, m, n, o, p} represent a response
pattern, and let Y represent the entire array of response pat-
terns. Each individual can respond yes or no to each of the
eight indicators of depression listed in Table 26.1, so there are
28 = 256 possible ways to respond to the eight questions.
For example, an individual reporting no symptoms of depres-
sion in the past week would have the response pattern
{1, 1, 1, 1, 1, 1, 1, 1}, and someone experiencing symptoms
related to sadness but none related to being disliked or failure
might have the response pattern {2, 2, 2, 2, 1, 1, 1, 1}.

The estimated proportion of a particular response pattern,
P(Y = y), is expressed as a function of the latent class proba-
bilities (the � parameters) and the conditional response prob-
abilities (the � parameters). These � parameters express the
relationship between the eight observed variables and the
latent variable depression. The probability of a particular
response pattern is:

P(Y = y) =
C∑

c=1

�c�i |c� j |c�k|c�l|c�m|c�n|c�o|c�p|c (26.3)

where

• �c represents the probability of being in latent class c
(e.g., the probability of being in a certain latent class of
depression).

• �i |c represents the probability of response i to Item 1, con-
ditional on membership in latent class c (e.g., the proba-
bility of responding yes to Could not shake the blues given
membership in a certain latent class of depression).

TABLE 26.1 Eight Items From the Add Health Feelings Scale:
Percent of 12th-Grade Students Who Reported Symptom Sometimes,
a Lot, Most, All of the Time During the Past Week

Male (%) Female (%)

Sad:
You felt that you could not shake off the 25.7 35.1

blues, even with help from your family
and your friends.

You felt depressed. 36.2 47.0
You felt lonely. 35.6 44.7
You felt sad. 43.2 56.0

Disliked:
People were unfriendly to you. 36.8 33.5
You felt that people disliked you. 34.7 28.1

Failure:
You thought your life had been a failure. 15.4 16.2
You felt life was not worth living. 8.9 10.1

Note. All items were coded. 1 = never or rarely during the past week;
2 = sometimes, a lot, most, or all of the time during the past week.
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• � j |c represents the probability of response j to Item 2,
conditional on membership in latent class c (e.g., the prob-
ability of responding yes to Felt depressed given member-
ship in a certain latent class of depression), and so on.

For our example, we first fit a two-class solution, which
yielded a G2 of 885.1 with 238 degrees of freedom. We then
fit models with three classes, four classes, and so on, up to
eight classes. Table 26.2 reports the resulting G2s. The most
parsimonious model with a G2 value close to the degrees of
freedom is the five-class solution (G2 of 268.6 with 211 de-
grees of freedom), and thus we select this as our final model.
In order to explore the presence of multiple modes, or local
maxima, we ran the analysis 100 times using a different set of
random start values for each. If all 100 solutions were identi-
cal, then we could be confident that the global maximum of
the likelihood had in fact been identified. In other words,
there would be little doubt that we did in fact find the proper
solution for our five-class model. However, two slightly dif-
ferent modes were identified, both with reasonable parameter
estimates. In order to select the better mode we examined the

distribution of these 100 runs. One solution had a G2 of 268.6
and was reached 88 out of 100 times. A second solution,
reached 12 out of 100 times, had a G2 of 323.5. Because the
first solution was clearly dominant in frequency and had a su-
perior fit, this solution is reported as the final one. If the dom-
inant solution had an inferior fit, we might have considered
restricting the parameter estimation (e.g., imposing some
sensible equality constraints on the conditional response
probabilities). This more constrained model would then have
been run with 100 different sets of start values, and the distri-
bution of solutions would have been examined.

The Five-Class Solution

The results indicate that the observed data were best repre-
sented by five types, or levels, of depression. Table 26.3 con-
tains the parameter estimates for the five-class solution. The
matrix of conditional response probabilities shows the proba-
bility of responding yes to each of the eight items given class
membership. (The probability of responding no to each item
given class membership can be calculated by subtracting the
probability of yes from 1.) Probabilities greater than .50 are
marked in bold, indicating that individuals in that latent class
are more likely to report that symptom than not. It is interest-
ing to note that, although no restrictions were imposed on the
model parameters, the four indicators of sadness tend to op-
erate similarly, as do the two indicators of being disliked and
the two indicators of failure. Based on the pattern of condi-
tional response probabilities, the meaning of the five latent
classes can be interpreted and appropriate class labels can be
assigned. Individuals in Latent Class 1 are expected to have a

TABLE 26.2 Goodness-of-Fit for Various Models

Number of Classes Degrees of Freedom G2

2 238 885.1
3 229 567.0
4 220 351.2
5 211 268.6
6 202 237.3
7 193 206.3
8 184 187.8

TABLE 26.3 Results for Grade 12 Unconstrained Latent Class Model

Panel A. � Parameters: Probability of Yes

Sad Disliked Failure

Couldn’t Disliked Life Life not
Shake Felt Felt Felt People by was Worth
Blues Depressed Lonely Sad Unfriendly People Failure Living

Class 1 .04 .06 .12 .18 .13 .00 .02 .01
Class 2 .63 .89 .59 .80 .07 .12 .16 .07
Class 3 .07 .16 .29 .37 .63 .68 .13 .04
Class 4 .59 .83 .80 .91 .81 .66 .16 .05
Class 5 .90 .98 .95 .98 .67 .85 .88 .73

Panel B. Class Prevalence

Class Label Proportion

1 No depression .41
2 Sad .18
3 Disliked .17
4 Sad + disliked .15
5 Depression .09
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Figure 26.3 Overall prevalence of depression latent classes.

low probability of reporting any depression symptom, and
thus Latent Class 1 is called no depression. Members of
Latent Class 2 are likely to report yes to all sadness-related
symptoms and no to the other symptoms, so we call Latent
Class 2 sad. Similarly, Latent Class 3 is labeled disliked and
Latent Class 4 is called sad + disliked. Latent Class 5 is as-
sociated with a high probability of reporting all eight depres-
sion symptoms, and is called depression.

Table 26.3 also reports the � parameters, which represent
the relative size of each of the five classes. Note that these pa-
rameters must sum to 1, as they represent the distribution of a
discrete random variable. Figure 26.3 displays the prevalence
of the five depression latent classes.

The no depression latent class has the highest prevalence,
with 41% of the sample expected to be members of this class.
We expect 18%, 17%, and 15%, respectively, to be in the sad,
disliked, and sad + disliked classes. Only 9% are expected to
experience the highest level of depression. The no depression
class represents the largest segment of the population, the
depression class represents the smallest segment, and half of
the population is expected to fall somewhere in the three
middle levels.

Examining the Effect of Gender

Now that a five-class model for depression has been estab-
lished in this sample of adolescents, it may be useful to exam-
ine how the prevalence of each level of depression varies
across different groups. For example, we might be interested in
whether males or females experience higher levels of depres-
sion. This can be investigated by estimating the � and � para-
meters for each group and comparing the probabilities of latent
class membership. However, in order to make meaningful

comparisons of the prevalence of latent classes, it may be help-
ful to impose some type of structure on the conditional re-
sponse probabilities. One option is to impose measurement
invariance across sex. For latent class models, this means ap-
plying constraints such that the conditional response probabil-
ity matrix is the same for males and females. The unrestricted
five-class model in which all parameters are freely estimated
for both sexes, and an alternative model where measurement is
constrained to be equal across sex, are nested and can be com-
pared directly using a G2 difference test. Such a test indicates
whether it is reasonable to conclude that there is measurement
invariance across groups. In our example, the model with all
parameters estimated freely has a G2 of 421.3 with 422 df, and
the model that imposes measurement invariance across sex has
a G2 of 463.3 with 462 df. The difference test is not significant
(G2 of 42.0 with 40 df ), indicating that males and females have
the same probability of reporting each depression symptom
given their level of depression. Thus, measurement invariance
holds across sex, and so we constrain the � parameters to be
equal for males and females.

Table 26.4 shows results for a latent class model of depres-
sion with sex as a grouping variable. The matrix of conditional
response probabilities is very similar to that in Table 26.3. The
latent class prevalences for males and females can now be
compared. We can conduct an omnibus test for differences in
the distribution of males and females’prevalence of depression
by constraining all elements of the vector of � parameters to be
equal across sex, and comparing that to our present model. The
G2 difference test is highly significant (G2 = 80.6 with 4 df ),
indicating that the prevalences of the five latent classes of
depression differ substantially between males and females.
Table 26.4 shows that the proportion of adolescents expected
to be in the no depression latent class is similar for males and
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TABLE 26.4 Results for Grade 12 Latent Class Model, Conditional Parameters
Constrained Equal Across Sex

Panel A. � Parameters: Probability of Yes

Sad Disliked Failure

Couldn’t Disliked Life Life not
Shake Felt Felt Felt People by was Worth
Blues Depressed Lonely Sad Unfriendly People Failure Living

Class 1 .04 .06 .13 .18 .15 .01 .02 .01
Class 2 .62 .87 .59 .80 .11 .10 .16 .08
Class 3 .09 .21 .30 .39 .66 .78 .14 .04
Class 4 .61 .84 .82 .93 .78 .67 .16 .04
Class 5 .89 .98 .94 .97 .67 .85 .87 .73

Panel B. Class Prevalence

Male Female
Class Label Prevalence Prevalence

1 No depression .46 .41
2 Sad .12 .24
3 Disliked .22 .10
4 Sad + disliked .12 .14
5 Depression .08 .10

females (.46 and .41, respectively). The expected proportion in
the highest level of depression is also similar for males and
females (.08 and .10, respectively). However, gender differ-
ences appear in the middle levels of depression. Female ado-
lescents are twice as likely to be in the sad latent class (.24 vs.
.12), whereas male adolescents are twice as likely to be in the
disliked latent class (.22 vs. .10). Figure 26.4 shows the gender
differences in the prevalence of depression latent classes. A
formal test of gender differences in specific � parameters
requires estimates of each parameter’s standard error.

Although standard errors are not a byproduct of the EM
algorithm, several methods for obtaining estimates of the
standard errors have been proposed. One method involves a

Bayesian approach for obtaining standard errors. In the sec-
tion on recent developments in LCA appearing later in this
chapter, this approach is used to compare the latent class
prevalence of depression types in males and females. But first
we turn our attention to latent class models for repeated
measures.

EXTENSIONS OF LCA TO REPEATED MEASURES

Often in psychology we are interested in developmental
processes—that is, how constructs change over time. Devel-
opment is often characterized by increases or decreases in a

Figure 26.4 Sex differences in the prevalence of depression latent classes.
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particular continuous variable over time. However, qualita-
tive development can also be examined by modeling how in-
dividuals pass through qualitatively different stages over
time. Examples of stage sequences are abundant in psychol-
ogy. These include Piaget’s (1973) stage model of cognitive
development, Freud’s (1961) stages of psychosocial develop-
ment, Kohlberg’s (1966) stage sequence of moral develop-
ment, and Erikson’s (1950) stages of ego identity. Following
from our examination of adolescent depression, we might be
interested in stability and change in depression throughout
adolescence. In the following discussion we extend this pre-
vious latent class analysis by modeling transitions between
different latent classes of depression over time.

Latent Markov Models

Latent Markov modeling is a framework for examining sta-
bility and change in a categorical latent variable measured
by categorical variables repeatedly over time in the same
sample of individuals (Langeheine, 1994; van de Pol &
Langeheine, 1990). Latent Markov models assume that time
is a discrete process, rather than a continuous one, and sum-
marize change over time by estimating transitions from one
time point to the next. Traditional Markov models involve a
single indicator of class membership measured at multiple
times, in which the conditional response probabilities are
constrained to be equal over time in order to achieve identi-
fication. A multiple indicator Markov model measures class
membership at each time using a set of two or more items. In
this model the conditional response probabilities do not need
to be constrained to be equal over time in order to achieve
identification, although this constraint helps interpretability.
The multiple indicator latent Markov model (Langeheine,
1994; Langeheine & van de Pol, 1994; Macready & Dayton,
1994) is identical to the latent transition analysis framework
(Collins & Wugalter, 1992); this longitudinal approach is
presented in the following discussion.

Latent Transition Analysis

Latent class theory has been extended to a longitudinal
framework allowing modeling of change in a discrete latent
variable. This framework, called latent transition analysis
(LTA; Collins et al., 1997; Collins & Wugalter, 1992; Hyatt &
Collins, 2000), provides a way of estimating and testing mod-
els of stage-sequential development in longitudinal data. In
LTA, change is measured using multiple manifest indicators.
This approach allows researchers to estimate the prevalence
of stages (i.e., latent classes) and the incidence of transitions
to different stages over time for multiple groups. In the

following discussion, some applications of LTA in the behav-
ioral sciences are briefly described. The LTA mathematical
model and related issues are then presented by extending the
empirical example on adolescent depression.

Previously we discussed the modeling of substance use
onset and smoking cessation within the latent class frame-
work. Because individuals’ class membership in each of
these sequences can change over time, it may be interesting
to collect data at more than one wave and examine patterns of
change between consecutive times. The transtheoretical
model of behavior change presented earlier (see Figure 26.2)
is, in this case, a sequence of four stages: precontemplation,
contemplation, action, and maintenance. LTA has been used
to test competing models of smoking behavior as individuals
move from one stage to another (Martin et al., 1996; Velicer
et al., 1996). The stage-sequential model of substance use
onset has been modeled extensively using LTA. Collins et al.
(1997) examined the relationship between heavy caffeine use
and adolescent substance use. Other covariates of substance
use onset have been explored using LTA, including pubertal
timing (Hyatt & Collins, 1999), parental permissiveness
(Hyatt & Collins, 2000), and exposure to adult substance use
(Tracy, Collins, & Graham, 1997).

A similar application of LTA incorporated a DSM-IV diag-
nosis of alcohol abuse and dependence (AAD) at age 21 as the
grouping variable, and modeled group differences in the stage
sequence of alcohol use during elementary, middle, and high
school. The stage sequence of drinking behaviors included the
following four latent classes: nonuse, initiated only, initiated
and currently using, and initiated and currently using with
heavy episodic drinking. Different drinking patterns that
emerged in middle and high school were related to indi-
viduals’ subsequent AAD diagnosis (Guo, Collins, Hill, &
Hawkins, 2000). Current alcohol use in middle school was re-
lated to an AAD diagnosis at age 21, whereas heavy episodic
drinking in high school was related to AAD. This evidence
suggests the need for differential intervention programs at
various developmental periods throughout adolescence.

Children’s drawing development from ages four through
eight has been modeled as a stage-sequential developmental
process with the following stages: scribbling or prestage, pre-
schematic stage, schematic stage proper, and late schematic
stage (Humphreys & Janson, 2000). These four stages were
based on 12 items measuring features of the children’s draw-
ings at each of the five times, including head, eyes and hair.
Development was hypothesized to be cumulative: That is,
after skills are learned they are not lost. Cumulative models
of development can be specified and tested in LTA by re-
stricting the probability of movement between certain stages
over time. 
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LTA has also been used to model change from year to year
in the safety of sexual behaviors among injection drug users
(Posner, Collins, Longshore, & Anglin, 1996). Four sub-
scales were used to estimate the stage-sequence over two
times: knowledge, denial of personal risk, self-protective be-
haviors, and sexual risk behavior. A six-class solution that al-
lowed individuals to move to any stage over time was found
to fit the data well. The six stages were labeled: high risk;
knowledge only; safe sex only; sex risk; low risk, but denial;
and low risk. It was found that individuals moved to a differ-
ent stage over time quite often, indicating that sexual behav-
ior prevention efforts should be ongoing and provided to all
injection drug users regardless of the safety of their current
sexual behaviors.

LTA can be used to aid both the design and evaluation of
intervention programs. Competing models can be fit in order
to describe development in processes upon which it might be
possible to intervene. In addition, by incorporating a group-
ing variable, subgroups of the population that are at higher
risk can be identified, providing useful information to re-
searchers as they are designing interventions for prevention
or treatment. For example, Collins et al. (1994) explored
differences in substance use onset for Anglo, Latino, and
Asian-American adolescents and discussed possible implica-
tions for designing an intervention. LTA also allows re-
searchers to assess the effectiveness of interventions by
incorporating treatment as a grouping variable. Because the
outcome process is broken down into a stage sequence, we
can identify differential effects of the intervention. The Ado-
lescent Alcohol Prevention Trial (Hansen & Graham, 1991)
was a school-based substance use intervention program. LTA
was used to evaluate the effectiveness of a normative educa-
tion curriculum. An overall program effect was detected,
such that individuals who received the education were less
likely to advance in substance use between seventh and
eighth grade. More specifically, adolescents who received the
education were more likely to stay in the no use stage in
Grade 8 if they were in that stage in Grade 7, and less likely
to begin advanced use during that time (Graham, Collins,
Wugalter, Chung, & Hansen, 1991).

We present LTA by modeling change in depression from
Grade 11 to Grade 12. Building on the previously described
latent class example, we use the same eight items from the
Add Health depression index, in this case measured at two
times. The sample used in this longitudinal analysis includes
all adolescents who were in 11th grade at Wave I and 12th
grade at Wave II. The goal is to explore gender differences in
the stability of depression over time. First an overall model is
fit to the two waves of data for all adolescents, followed by a
model incorporating the grouping variable sex.

The mathematical model is presented in terms of two times
of measurement, with depression as our dynamic (changing)
latent variable measured by eight items and sex as a grouping
variable. There are eight discrete manifest indicators of
depression with response categories i, j, k, l, m, n, o, and p
respectively, which are measured at two times. The latent
classes corresponding to the dynamic part of the model are
called latent statuses. There are a = 1, . . . , S latent statuses at
Time 1 and b = 1, . . . , S latent statuses at Time 2. Suppose
also that there are c = 1, . . . , C latent classes measured by a
manifest indicator with response categories x = 1, . . . , X. In
general, y refers to a response pattern (i.e., a cell of the contin-
gency table made by cross-tabulating all items in the model).
Let y = {x, i, j, k, l, m, n, o, p, i ′, j ′, k ′, l ′, m′, n′, o′, p′) rep-
resent a response pattern, a vector of possible responses to the
latent class indicator and the eight latent status indicators at
Time 1 and the same eight indicators at Time 2. In this exam-
ple, the response pattern is a vector made up of the sex indica-
tor, the eight depression indicators at Time 1, and the same
eight indicators measured at Time 2. Let Y represent the com-
plete array of response patterns. The estimated proportion of a
particular response pattern, P(Y = y), is expressed as

P(Y = y)

=
C∑

c=1

S∑
p=1

S∑
q=1

�c�x |c�a|c�i |a,c · · · �p|a,c�b|a,c�i ′|b,c · · · �p′|b,c

(26.4)

where

• �c represents the probability of being in latent class c (e.g.,
the expected proportion of females).

• �x |c represents the probability of response x to the latent
class indicator, conditional on membership in latent class
c (e.g., the probability of responding female to the indica-
tor of sex, given membership in the female group).

• �a|c represents the probability of being in latent status a at
Time 1 conditional on membership in latent class c (e.g.,
the probability of being in the depression latent status,
given membership in the female group).

• �i |a,c represents the probability of response i to Item 1 at
Time 1, conditional on membership in latent status a at
Time 1 and membership in latent class c (e.g., the proba-
bility of responding yes to could not shake the blues, given
membership in the female group and membership in the
depression latent status); similarly, �i ′|b,c represents the
same quantity for Time 2.

• � j |a,c represents the probability of response j to Item 2 at
Time 1, conditional on membership in latent status a at
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Time 1 and membership in latent class c (e.g., the proba-
bility of responding yes to felt depressed, given member-
ship in the female group and membership in the depression
latent status); similarly, � j ′|b,c represents the same quantity
for Time 2, and so on.

• �p|a,c represents the probability of response p to Item 8 at
Time 1, conditional on membership in latent status a at
Time 1 and membership in latent class c (e.g., the proba-
bility of responding yes to life not worth living, given
membership in the female group and membership in the
depression latent status); similarly, �p′|b,c represents the
same quantity for Time 2.

• �b|a,c represents the probability of membership in latent
status b at Time 2, conditional on membership in latent
status a at Time 1 and membership in latent class c (e.g.,
the probability of membership in the depression latent sta-
tus in Grade 12, given membership in the female group
and membership in the no depression latent status in
Grade 11). The � parameters are usually arranged in the
form of a transition probability matrix.

Refer to Appendix B for a summary of the LTA mathematical
model and its associated parameters. It is worth noting that
the grouping variable can be treated as a discrete latent vari-
able measured by several indicators. Here our grouping vari-
able is sex, which is measured with a single indicator. With a
single indicator there is no basis on which to estimate mea-
surement error, so the relevant � parameters are fixed to 0 and
1. In general, there can be any number of manifest items and
response categories, and the number of response categories
can vary across items. As in LCA, LTA employs the EM al-
gorithm. Issues of model selection and fit are identical to
those in the latent class framework.

The use of parameter restrictions serves the same purpose
as in a latent class framework. However, there are several rea-
sons that these restrictions often play a larger role in LTA
models. First, because complex models are often estimated in
LTA, the number of parameters involved can be quite large.
Imposing restrictions on the parameters can greatly aid in
model identification. Second, as in all longitudinal models, it
is important to consider the issue of measurement invariance
over time. Measurement invariance over time can be explored
by imposing constraints across the sets of � parameters, or
conditional response probabilities, estimated at each time.
Constraining these parameters to be equal across time ensures
that the meaning of the latent statuses remains consistent
across time. If the measurement is structurally identical at
both times, then changes in the class membership over
time can be attributed solely to development rather than
development mixed with changes in the relations between the

indicators and the latent variable. Third, parameter restric-
tions often play an important theoretical role in the � matrix;
restrictions can be imposed to test the nature of development
over time. For example, models estimating the full � matrix
(implying that individuals can move around the stage se-
quence freely over time) can be compared to models that do
not allow backsliding to stages earlier in a stage sequence.

Table 26.5 presents results from the first longitudinal
analysis, where there is no grouping variable. This model was
estimated twice, once with all � parameters estimated freely
and once with � parameters constrained to be equal across
time, representing measurement invariance over time. The G2

difference test for these nested models is 47 with 40 df (G2 =
4,872 with 65,431 df vs. G2 = 4,919 with 65,471 df ). This is
nonsignificant, providing evidence that measurement invari-
ance over time holds. Therefore, all subsequent findings re-
ported are based on the constrained model. The matrix of
transition probabilities provides information about stability
in depression between Grades 11 and 12. Elements on the
diagonal are bolded; these numbers represent the probability
of membership in a particular depression latent status in
Grade 12, conditional on membership in the same depression
latent status in Grade 11. An interesting finding is that it is
estimated that 77% of adolescents in the no depression latent
status at Grade 11 were in that same latent status a year later.
The probability of being in the same depression latent status
at both grades is substantially lower for the other four groups.
Table 26.5 also reports the depression latent status prevalence
at each grade. The pattern appears to be similar in Grades 11
and 12, with a slightly higher proportion in the no depression
latent status at Grade 12.

TABLE 26.5 Latent Transition Model (Conditional Parameters
Constrained Equal Across Time)

Panel A. Transition Probabilities From Grade 11 to Grade 12

Grade 12

No Sad +
Grade 11 Depression Sad Disliked Disliked Depression

No depression .77 .12 .09 .02 .01
Sad .33 .49 .07 .07 .05
Disliked .24 .08 .46 .16 .06
Sad + disliked .01 .22 .28 .40 .10
Depression .07 .22 .00 .13 .58

Panel B. Class Prevalence

Prevalence Prevalence
Class Label at Grade 11 at Grade 12

1 No depression .34 .40
2 Sad .23 .22
3 Disliked .20 .18
4 Sad + disliked .13 .12
5 Depression .09 .09
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TABLE 26.6 Latent Transition Model by Sex (Conditional
Parameters Constrained Equal Across Time and Sex)

Panel A. Transition Probabilities from Grade 11 to Grade 12 for Males and
Females

Grade 12

No Sad +
Grade 11 Depression Sad Disliked Disliked Depression

No depression .71 .10 .16 .02 .01
.82 .14 .02 .02 .00

Sad .36 .39 .14 .07 .05
.30 .53 .05 .07 .05

Disliked .23 .04 .54 .15 .05
.26 .11 .38 .18 .06

Sad + disliked .02 .22 .41 .31 .04
.00 .21 .22 .43 .14

Depression .05 .13 .02 .09 .72
.08 .30 .00 .17 .46

Note. Females are in bold.

Panel B. Class Prevalence for Males and Females

Prevalence Prevalence
Class Label at Grade 11 at Grade 12

1 No depression .39 .40
.28 .37

2 Sad .17 .15
.29 .27

3 Disliked .25 .26
.18 .12

4 Sad + disliked .10 .09
.16 .14

5 Depression .09 .09
.10 .09

Note. Females are in bold.

The second longitudinal analysis incorporates sex as a
grouping variable in order to examine gender differences in
the prevalence of depression and the incidence of transitions
over time in levels of depression. The � parameters were con-
strained to be equal across time and sex so that the latent sta-
tuses of depression are defined in the same way in Grades 11
and 12 for males and females. Table 26.6 shows the transition
probabilities and latent status prevalences for males and fe-
males. The pattern of transition probabilities appears to be
quite similar for males and females. For example, 71% of
males in the no depression latent status Grade 11 are in this
same latent status in Grade 12. Similarly, 82% of females ex-
periencing no depression at Grade 11 are expected to have no
depression at Grade 12. There does, however, appear to be an
interesting but subtle gender difference in some of the transi-
tion probabilities. Notice that regardless of an individual’s
level of depression in Grade 11, males are more likely to tran-
sition to the disliked latent status in Grade 12 and females are
more likely to transition to the sad latent status in Grade 12.
For example, of individuals in the no depression latent status

in Grade 11, males are eight times more likely to be in the
disliked latent status 1 year later (16% vs. 2%), and females
are more likely to be in the sad latent status 1 year later (14%
vs. 10%). Without estimates of the parameters’ standard er-
rors, we cannot assess the statistical significance of these dif-
ferences. The Bayesian approach discussed in the next
section can be applied to both latent class and latent transition
models to obtain standard errors.

ADVANCED TOPICS IN LATENT CLASS MODELS

The final section of this chapter presents several advanced
topics in latent class models. The purpose of this section is to
give the reader an idea of how the latent class model can be
extended to answer a wider range of research questions. Most
of these extensions are relatively recent, and software is not
currently available for everything discussed here. Existing
software is pointed out as appropriate.

Bayesian Approach for Obtaining Standard Errors

Data augmentation is a Bayesian method that can be used to
obtain estimates of standard errors of LCA and LTA parame-
ters. With this approach, an individual’s class membership is
treated as missing data and imputed multiple times. By im-
puting multiple times, the uncertainty associated with latent
class membership is taken into account. An estimate of the
standard error is obtained for each parameter by combining
the average variance within each imputation and variance be-
tween imputations (Rubin, 1987). Standard errors provide in-
formation about the variability of point estimates and enable
the user to conduct hypothesis tests.

Data augmentation lends tremendous flexibility to hypoth-
esis testing. This procedure yields standard errors for each
parameter, allowing standard hypothesis tests of group differ-
ences. We know based on our G2 difference test of sex differ-
ences in the � parameters that the prevalence of the five
depressive types is different for males and females. Standard
errors from the parameter estimates can be used to compare
formally the probability of membership in each type of de-
pression for males and females. For example, based on Fig-
ure 26.4 it appears that females are more likely to be in the sad
latent class, whereas males are more likely to be members of
the disliked latent class. WinLTA (Collins & Wugalter, 1992;
Hyatt & Collins, 2000) was used to conduct data augmenta-
tion. Based on these results, differences of proportions and
relative risk ratios were calculated, along with their associated
95% confidence intervals (see Table 26.7), for each probabil-
ity of class membership. As anticipated, two differences were
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TABLE 26.7 Hypothesis Tests for Sex Differences in Levels of
Depression at Grade 12

Male Female Difference of Relative
Prevalence Prevalence Proportions Risk

Based on DA Based on DA (95% CI) (95% CI)

No depression .47 .42 −0.05 0.9
(−0.10, 0.00) (0.8, 1.0)

Sad .13 .25 0.13∗ 2.0∗
(0.09, 0.17) (1.6, 2.6)

Disliked .22 .10 −0.12∗ 0.5∗
(−0.16, −0.08) (0.3, 0.6)

Sad + disliked .11 .13 0.02 1.2
(−0.02, 0.07) (0.8, 1.7)

Depression .08 .09 0.01 1.2
(−0.02, 0.04) (0.8, 1.6)

Note. ∗Difference is statistically significant at the .05 level.

found to be statistically significant: females are twice as likely
to be in the sad latent class and half as likely to be in the dis-
liked latent class. No other effects of gender were found.

In addition to conducting hypothesis tests, more complex
tests involving multiple parameter estimates can be explored.
For example, data augmentation can be applied to LTA to de-
fine a stability parameter that is the sum of all diagonal
elements in the matrix of transition probabilities. Group dif-
ferences in stability can then be examined. An example of
this, as well as an explanation of how to calculate the differ-
ence of proportions, relative risks, and associated standard
errors for combinations of LTA parameters, appears in Hyatt,
Collins, and Schafer (1999). In this study WinLTA (Collins &
Wugalter, 1992; Hyatt & Collins, 2000) was used to examine
differences in the onset of substance use for females with
early pubertal timing and females who do not experience
early timing. It was found that early-developing females were
less likely to be in the no substance use stage and more likely
to be in the alcohol and cigarettes and alcohol, cigarettes,
drunkenness, and marijuana stage in both seventh and eighth
grades. Also, early-developing females were more likely to
begin using substances between seventh and eighth grade.
Although a group difference in the overall stability in sub-
stance use over time was found in the anticipated direction,
this difference did not reach statistical significance.

Concomitant Variables

Often there are exogenous or concomitant variables that could
be used to predict latent class membership. The terms exoge-
nous and concomitant predictors have been used interchange-
ably in the literature. Both refer to the addition of unmodeled
predictors to the latent class model. These concomitant vari-
ables have been used to predict all aspects of the latent class
model: the latent class proportions (Dayton & Macready,

1988; Melton, Liang & Pulver, 1994; van der Heijden,
Dessens, & Bockenholt, 1996), the transition probabilities
in latent transition problems (Humphreys & Janson, 2000;
Pfefferman, Skinner & Humphreys, 1998; Reboussin,
Reboussin, Liang, & Anthony, 1998) and the conditional
response probabilities (Pfefferman et al., 1998).

Concomitant predictors are added to latent class and latent
transition models via logistic or multinomial logistic regres-
sion. Because these concomitant predictors are unmodeled,
they can be discrete, continuous, or higher order terms, like
powers or interactions. For example, consider our latent class
model of depression. Perhaps it would be interesting to see
whether alcohol use predicts membership in particular depres-
sion latent classes. With this model, it is possible to investigate
questions like the following: For a unit increase in alcohol
consumption, how does the probability of membership in the
depression latent class change? The ability to include interac-
tions makes the model quite attractive. For example, it might
be reasonable to hypothesize that the effects of alcohol con-
sumption on predicting level of depression could be different
for males and females. Perhaps female alcohol-consuming
adolescents are most likely to be members of one latent class,
but male alcohol-consuming adolescents are most likely to be
members of another latent class. The interaction becomes im-
portant if non–alcohol-consuming male and female adoles-
cents are not likely to be in the same depression latent classes
as their alcohol-consuming counterparts.

Concomitant predictors can also be brought into the mea-
surement side of the latent class model—in other words, used
to predict the conditional response probabilities in a latent
class model. In a study of employment, Pfefferman et al.
(1998) included variables thought to be related to the report-
ing of employment status, such as receiving unemployment
compensation. Suppose the variable measuring whether un-
employment compensation is received is dichotomous. Then
using it as a concomitant predictor amounts to estimating the
conditional response probabilities separately for people who
do not receive unemployment compensation and for those
who do receive unemployment compensation. It is important
to note that this model would not be used to investigate
whether those receiving unemployment compensation are
more likely to be employed or not; rather, the model specifies
that the probability of a particular response to the employment
question, conditional on latent class membership, may differ
between people receiving unemployment compensation and
people not receiving unemployment compensation. One can
think of this as a differential error rate for those receiving and
those not receiving unemployment compensation.

In LTA models, concomitant predictors have been used to
predict transitions among latent statuses. Reboussin et al.
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(1998) used a latent transition model with concomitant pre-
dictors to model weapons-carrying behavior in a sample of
children ranging in age from 8 to 11. These authors included
many concomitant predictors, but for this discussion, we
choose one, feeling safe alone in one’s neighborhood. The
model presented in Reboussin et al. (1998) examined transi-
tions in weapons-carrying behavior—that is to say, given the
former time point’s weapons-carrying latent status, what
weapons-carrying latent status is someone likely to be in
now? The latent statuses in their analysis were no weapons
carrying, stick for defense, and weapons carrying. The inclu-
sion of a concomitant variable in predicting transitions in this
model amounts to addressing the question Given previous
weapons carrying latent status membership and how safe one
feels alone in one’s neighborhood, what weapons carrying
latent status are people likely to be in at the current occa-
sion? The authors found that boys were much less likely to
move into the stick-carrying latent status from the no
weapons latent status if they felt safe in their neighborhoods.
If that concomitant predictor had not been included, the tran-
sition probability from the no weapons carrying latent status
to the stick carrying latent status would have been an average
over the different levels of feeling safe in one’s neighbor-
hood. This provides a much more nuanced view of the be-
havior under study. The program �em (Vermunt, 1993) fits
models with covariates.

Additional Types of Indicators in the Latent 
Class Model

Various researchers have been working on the addition of or-
dinal and continuous indicators to the latent class model. An
advantage of expanding the types of indicators that may be
used is that more information may be brought into the analy-
sis. Until recently, it has been necessary to categorize ordinal
or quantitative variables in order to include them in the latent
class model. For the purpose of estimation, the categorized
indicator is treated as nominal level, regardless of the level of
measurement of the original variable. This can result in a loss
of information in the analysis, which in turn limits the con-
clusions that may be drawn.

Ordinal Indicators

Kim and Böckenholt (2000) presented the stage-sequential
ordinal (SSO) model. The SSO model estimates stage-
sequential development measured by one or more ordinal in-
dicators. Measurement error in the ordinal data is estimated
according to a graded-response model (Samejima, 1969),
which assumes that there is an underlying continuous charac-
teristic that is discretized to form an ordinal scale. The SSO

model can incorporate continuous covariates in the analysis
using a multinomial logit model. Like LTA, this model as-
sumes that change over time follows a first-order Markovian
process, in which stage membership at one time is predicted
by stage membership at the immediately prior time.

Kim and Böckenholt (2000) illustrate the SSO model with
an analysis of attitudes toward alcohol use among a national
sample of adolescents measured annually for 5 years. They
find that a four-stage model, in which the stages represent
levels of increasing acceptance of alcohol use, in combina-
tion with a restrictive transition probability matrix, fits the
data well. The restrictions Kim and Böckenholt place on the
� matrix is that a single � matrix describes the transitions
over the entire 5-year period. The � matrix is further re-
stricted in that individuals only change by one latent status
between assessments. That is, respondents become no more
than one step more or less accepting of alcohol use between
assessments. Also, by including covariates in the model, they
showed gender differences in initial level of acceptance of al-
cohol use (males more accepting), and cohort differences.
Cohort differences indicated that older respondents were
more accepting of alcohol use and less likely to change their
attitudes over the 5-year span. The authors demonstrated that
a similar model also fits marijuana attitudes of the same re-
spondents. Kim and Böckenholt (2000) describe how to use
the program �em (Vermunt, 1993) to do these analyses.

Continuous Indicators

Interval- and ratio-level indicators have been added by mod-
eling them as normally distributed conditional on latent class
membership (Moustaki, 1996). In this extended model, cate-
gorical indicators are treated the same as they are in the basic
latent class model, and continuous indicators are accommo-
dated by regressing them on the latent class variable. As with
the categorical indicators in the latent class model, the con-
tinuous indicators are assumed to be conditionally indepen-
dent, given latent class membership. Just as the conditional
response probabilities (� parameters) characterize the rela-
tion between the latent variable and the categorical indica-
tors, means and residual variances of the continuous
indicators characterize the relation between the continuous
indicators and the latent class variable. If the mean levels of a
continuous indicator are different across the latent classes
and the within-class residual variance is small, then that item
does a good job of discriminating among the classes.

Consider an example in which we have categorical depres-
sion items and a standard depression scale. By incorporating
continuous indicators along with the categorical indicators,
the depression scale would not require categorization. This

schi_ch26.qxd  9/6/02  2:30 PM  Page 679



680 Latent Class and Latent Transition Analysis

has the benefit of retaining all available information in the
scale. The results of this analysis for the categorical items
might look similar to the latent class analysis presented ear-
lier, but there would also be mean scale scores for each latent
class. This could be useful for validation of the categorical
measures against an established scale. Another purpose of
such an analysis could be the investigation of types of depres-
sion and the examination of response patterns including scale
means. The software program LatentGold (Vermunt &
Magidson, in press) fits latent class models involving cate-
gorical indicators, continuous indicators, or both.

Random Effects Models

Random effects (or mixed) models are currently very popular
in social science research. They provide a powerful way to ac-
commodate clustered responses, which violate the standard
data analysis assumption that observations are independently
sampled. Much of the work in this domain has been in the area
of regression modeling. In particular, Bryk and Raudenbush
(1992) have described multilevel methods for modeling quan-
titative responses and Hedeker has addressed nonmetric re-
sponses (Hedeker & Gibbons, 1994; Hedeker & Mermelstein,
1998). There has also been some development of the incorpo-
ration of random effects in latent class and latent transition
models (Humphreys, 1998; Qu, Tan, & Kutner, 1996).

By adding random effects to the latent class model, one is
able to expand the assumption of conditional independence to
include the situation in which item responses are condition-
ally independent given latent class membership and unmea-
sured, subject-specific random effects. These random effects
account for any unmeasured factors that induce relations
among item responses beyond those due to latent class mem-
bership. Two common situations that often employ random
effects are repeated measures on the same person and a design
with people nested within organizations (e.g., schools).

Consider the case of students nested within schools. The
incorporation of random effects allows one to account for the
fact that students in the same class tend to report more simi-
larly than do students in different classrooms. Rather than
measuring and modeling all the different factors that could be
causing this observed similarity, random effects models ac-
count for this similarity automatically. Note that random ef-
fects do not normally constitute factors that are of substantive
interest. If there were additional substantively interesting
variables that accounted for within-class similarity, then
these other factors should be measured and modeled explic-
itly. Random effects models are meant to provide a conve-
nient way of handling violations of the standard assumption
of the independence of respondents in a sample.

General Growth Mixture Models

Muthén (2001; Muthén & Shedden, 1999) has recently intro-
duced a new, very general framework that incorporates both
latent class models and latent growth curve models. Using
this framework, called general growth mixture modeling
(GGMM), it is possible to fit ordinary LCA and latent growth
curve models. However, the most exciting part of this ap-
proach is the combination of the two models, which allows the
user to explore interindividual differences in intra-individual
development. This is done by identifying two or more latent
classes, each of which is characterized by a different pattern
of growth. For example, Muthén (2001) identified three qual-
itatively different trajectories of growth in heavy drinking
over time in a sample of young adults from the National
Longitudinal Study of Youth: a normative trajectory of mod-
erate heavy drinking across ages 18 to 25, a second group with
an increasing trend over time, and a third group involving a
steep decline over time. Using this new framework, both pre-
dictors and consequences of latent class membership can be
explored. The Mplus software (Muthén & Muthén, 2001) can
be used to fit general growth mixture models.

Goodness-of-Fit Issues

As stated previously, standard missing data procedures are
available for LCA and LTA that successfully adjust parameter
estimates for MAR missingness. However, the G2 statistic
used to assess the fit of the resulting models is potentially mis-
leading. This is because the G2 reflects two components: devi-
ations between the expected response pattern frequencies and
the observed frequencies, and deviations from MCAR miss-
ingness. To the extent that missing data are not MCAR, the G2

can be inflated, making model fit appear poorer than it really
is. This happens even when MAR missingness has been suc-
cessfully adjusted for in the parameter estimates. By separat-
ing the two contributions to the traditional G2 statistic, lack of
fit and departures from MCAR, we can clearly assess the fit of
latent class models for incomplete data. The contribution due
to departures from MCAR can be identified by fitting the sat-
urated model to the variables in the model. By subtracting this
value from the traditional G2 value we can determine the fit of
the latent class model after taking missing data into account
(Little & Rubin, 1987). Note that when the effect of missing
data on model fit is ignored because the G2 value is inflated, in
general researchers are more likely to reject models that actu-
ally provide adequate fit to the data. Both WinLTA (Collins &
Wugalter, 1992; Hyatt & Collins, 2000) and Mplus (Muthén
& Muthén, 2001) incorporate this adjustment to model fit for
latent class models with incomplete data.
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Even without missing data, there are some serious limita-
tions associated with goodness-of-fit assessment in some
LCA and almost all LTA models. The limitations fall in two
areas. First, goodness-of-fit testing relies upon the idea that
the distribution of the G2 is approximated reasonably well by
the chi-square distribution. However, when the ratio N/k be-
comes small, where N is the sample size and k is the number
of cells in the contingency table, the distribution of the G2

deviates more and more substantially from the chi-square.
Unfortunately, under these circumstances the true distribu-
tion of the G2 is not known, rendering it of limited utility for
model selection. This applies to all contingency table models,
and is particularly a problem in latent class models with large
numbers of indicators. Second, the standard hypothesis test-
ing approach using the G2 difference test can be used to com-
pare only nested models. However, many important research
questions addressed using latent class methods call for com-
paring models that are not strictly nested. An alternative to
the standard approach to goodness-of-fit testing is badly
needed in order to overcome these two limitations.

Bayesian methods may provide the needed alternative.
Rubin (1984; Rubin & Stern, 1994) describes a general proce-
dure for model monitoring based on the posterior predictive
check distribution of any test statistic. This is an empirical,
simulation-based procedure in which the observed value of
the test statistic is compared with its posterior predictive
check distribution under the null model to determine whether
the data are consistent with the null model. The p value indi-
cates the probability of a result more extreme than the data
under the posterior predictive check distribution of the test
statistic. This is an appropriate method for comparing two
models when no single parameter, but instead a set of parame-
ters distinguishes them. For example, the posterior predictive
check distribution can be used to test the validity of a five-
class model versus a six-class model. The first step is to draw
a set of parameter values from their joint posterior distribution
using a Markov chain sampling approach, in particular a data
augmentation algorithm. The second step is to create a data set
the same size as the original using random draws from appro-
priate distributions with the chosen parameter values. The fit
of the model to this imputed data set is assessed, and this
process is repeated many times to obtain a distribution of the
fit statistic. This is a very promising but complex approach,
and widely available software for this procedure is not yet
available. Hoijtink (1998; Hoijtink & Molenaar, 1997) pre-
sents several examples in which the fits of constrained latent
class models are assessed by applying the posterior predictive
check distribution to several goodness-of-fit statistics.

A closely related area in which more work is needed is sta-
tistical power for testing the fit of complex latent class and

latent transition models. In order to assess the statistical
power of any test involving the G2, the distribution of the G2

under the alternative hypothesis, called the noncentral distri-
bution, is needed. As the central distribution of G2 is unknown
when the contingency table is sparse, it follows that the non-
central distribution is unknown as well. Of course, the usual
factors that affect statistical power operate in this context—
namely, sample size, choice of alpha, and effect size—which
in model selection is the overall difference between the true
model and the model under consideration. It is possible that
the Bayesian posterior predictive check distribution approach
to hypothesis testing discussed above will provide an avenue
for assessing statistical power for latent class models.

Sample Size and Related Considerations

In addition to statistical power considerations, other sample
size considerations come up in LCA and LTA. Sparseness can
take a toll on parameter estimation. Several simulation stud-
ies (Collins et al., 1993; Collins & Tracy, 1997; Collins &
Wugalter, 1992) have demonstrated that parameter estima-
tion in LTA remains unbiased even in very sparse data tables.
However, the standard errors of certain parameters can be-
come unacceptably large. This is particularly true for the
� parameters, as these transition probabilities are conditioned
on the latent class membership and latent status membership
at Time 1, and thus often based on considerably smaller Ns
than the other parameters. In addition, identification prob-
lems become more frequent as sparseness increases. This
means that researchers who are faced with small samples cur-
rently are unlikely to be able to make use of LCA and LTA in
their current forms. The problems with small samples are due
to a lack of information. Naturally, small samples contain less
information than do large samples. More work needs to be
done in the area of latent class and latent transition models
applied to small samples.

A Two-Sequence Latent Class Model

Previously in this chapter we discussed models using discrete
or continuous exogenous variables to predict latent class
membership. Flaherty and Collins (1999) have developed
LTA models in which one stage sequence (e.g., substance use)
can be used to predict another (e.g., depression). This two-
sequence model can address a number of interesting research
questions. Suppose we wish to examine initial level and
changes in depression (e.g., as modeled in our example dis-
cussed previously) conditional on initial level and changes in
substance use behavior. Some questions may pertain to a
single time of measurement. For example, how are people in
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various depression latent statuses at one time of measurement
distributed among substance use latent statuses (e.g., no use;
tobacco only; alcohol only; tobacco and alcohol; and tobacco,
alcohol, and marijuana)? Are tobacco users more likely to be
in one depression latent status than another? Also, are tobacco
users more likely to be in a particular depression latent status
than alcohol or marijuana users? Other questions may pertain
to change over time. With the two-sequence model, interest-
ing and complex patterns of contingent change can be exam-
ined. For example, are people who change from no use to
tobacco and alcohol, compared to those who remain in the no
use latent status, more likely to transition from no depression
to a particular depression latent status? Are people who re-
main in the alcohol only latent status more or less likely to
remain in the no depression latent status, compared with
those who advance from the alcohol only latent status to a
more advanced level of substance use? Two-sequence models
are currently an area of active inquiry, with software for
general users expected in the future.

CONCLUSIONS

The usefulness of latent class models in psychological re-
search will continue to grow as the model is extended.
Already important steps have been taken to improve the util-
ity of this method, including extensions to longitudinal data,
improvements in the assessment of model fit, and the incor-
poration of continuous predictors of latent class membership.
Additional work in areas such as estimation with small sam-
ple sizes, Bayesian methods, concomitant variables, and two-
sequence models will further increase the power of latent
class and related methods. LCA and LTA play an important
role in understanding categorical latent constructs in psychol-
ogy and their related processes of change over time.

APPENDIX A: THE LATENT CLASS MODEL
AND ASSOCIATED PARAMETERS

P(Y = y) =
C∑

c=1

�c�i |c� j |c�k|c

• �c represents the probability of being in latent class c.

• �i |c represents the probability of response i to Item 1,
conditional on membership in latent class c.

• � j |c represents the probability of response j to Item 2,
conditional on membership in latent class c.

• �k|c represents the probability of response k to Item 3,
conditional on membership in latent class c.

APPENDIX B: THE LATENT TRANSITION MODEL
AND ASSOCIATED PARAMETERS

P(Y = y)

=
C∑

c=1

S∑
p=1

S∑
q=1

�c�x |c�a|c�i |a,c · · · �p|a,c�b|a,c�i ′|b,c · · · �p′|b,c

• �c represents the probability of being in latent class c (e.g.
the expected proportion of females).

• �x |c represents the probability of response x to the latent
class indicator, conditional on membership in latent
class c.

• �a|c represents the probability of being in latent status a at
Time 1, conditional on membership in latent class c.

• �i |a,c represents the probability of response i to Item 1 at
Time 1, conditional on membership in latent status a at
Time 1 and membership in latent class c; similarly, �i ′|b,c

represents the same quantity for Time 2.

• � j |a,c represents the probability of response j to Item 2 at
Time 1, conditional on membership in latent status a at
Time 1 and membership in latent class c; similarly, � j ′|b,c

represents the same quantity for Time 2, and so on.

• �p|a,c represents the probability of response p to Item 8 at
Time 1, conditional on membership in latent status a at
Time 1 and membership in latent class c; similarly, �p′|b,c

represents the same quantity for Time 2.

• �b|a,c represents the probability of membership in latent
status b at Time 2, conditional on membership in latent
status a at Time 1 and membership in latent class c.

REFERENCES

Aitkin, M., Anderson, D., & Hinde, J. (1981). Journal of the Royal
Statistical Society, Series A, 144, 419–461.

Akaike, H. (1974). A new look at the statistical model identification.
IEEE Transactions on Automatic Control, 19, 716–723.

Biemer, P. P., & Wiesen, C. (2002). Latent class analysis of embed-
ded repeated measurements: An application to the National
Household Survey on Drug Abuse. Journal of the Royal Statisti-
cal Society, Series A, 165, 97–119.

Bozdogan, H. (1987). Model-selection and Akaike’s information
criterion (AIC): The general theory and its analytical extensions.
Psychometrika, 52, 345–370.

Bryk, A., & Raudenbush, S. W. (1992). Hierarchical linear models:
Applications and data analysis methods. Newbury Park, CA:
Sage.

schi_ch26.qxd  9/6/02  2:30 PM  Page 682



References 683

Bulik, C. M., Sullivan, P. F., & Kendler, K. S. (2000). An empirical
study of the classification of eating disorders. American Journal
of Psychiatry, 157, 886–895.

Clogg, C. C., & Manning, W. D. (1996). Assessing reliability of cat-
egorical measurements using latent class models. In A. von Eye
& C. C. Clogg (Eds.), Categorical variables in developmental
research (pp. 169–182). San Diego, CA: Academic Press.

Collins, L. M. (2001). Reliability for static and dynamic categorical
latent variables. In L. M. Collins & A. Sayer (Eds.), New meth-
ods for the analysis of change (pp. 273–288). Washington, DC:
American Psychological Association.

Collins, L. M., Fidler, P. L., Wugalter, S. E., & Long, J. D. (1993).
Goodness-of-fit testing for latent class models. Multivariate
Behavioral Research, 28, 375–389.

Collins, L. M., Graham, J. W., Rousculp, S. S., Fidler, P. L., Pan, J.,
& Hansen, W. B. (1994). Latent transition analysis and how it
can address prevention research questions. In L. M. Collins &
L. A. Seitz (Eds.), Advances in data analysis for prevention
intervention research (pp. 81–111). Rockville, MD: National
Institute on Drug Abuse.

Collins, L. M., Graham, J. W., Rousculp, S. S., & Hansen, W. B.
(1997). Heavy caffeine use and the beginning of the substance
use onset process: An illustration of latent transition analysis. In
K. J. Bryant & M. Windle (Eds.), The science of prevention:
Methodological advances from alcohol and substance abuse
research (pp. 79–99). Washington, DC: American Psychological
Association.

Collins, L. M., Schafer, J. L., & Kam, C. (2001). A comparison of
inclusive and restrictive missing-data strategies with ML and
MI. Psychological Methods, 6, 330–351.

Collins, L. M., & Tracy, A. J. (1997). Estimation in complex latent
transition models with extreme data sparseness. Kwantitatieve
Methoden, 55, 57–71.

Collins, L. M., & Wugalter, S. E. (1992). Latent class models for
stage-sequential dynamic latent variables. Multivariate Behav-
ioral Research, 27, 131–157.

Dayton, C. M., & Macready, G. B. (1988). Concomitant-variable
latent-class models. Journal of the American Statistical Associa-
tion, 83, 173–178.

Dempster, A. P., Laird, N. M., & Rubin, D. B. (1977). Maximum
likelihood estimation from incomplete data via the EM algo-
rithm. Journal of the Royal Statistical Society, Series B, 39,
1–38.

Erikson, E. H. (1950). Childhood and society. New York: W. W.
Norton.

Everitt, B. S. (1988). A monte carlo investigation of the likelihood
ratio test for number of classes in latent class analysis. Multi-
variate Behavioral Research, 23, 531–538.

Evers, K. E., Harlow, L. L., Redding, C. A., & LaForge, R. G.
(1998). Longitudinal changes in stages of change for condom
use in women. American Journal of Health Promotion, 13,
19–25.

Flaherty, B. P. (in press). Assessing reliability of categorical sub-
stance use measures with latent class analysis. Drug and Alcohol
Dependence.

Flaherty, B. P., & Collins, L. M. (1999). Modeling transitions in
two stage-sequences simultaneously (Tech. Rep. No. 99-33).
University Park, PA: The Methodology Center.

Freud, S. (1961). The Ego and the Id. Standard Edition, 19, 3–66.

Gebhardt, W. A., Dusseldorp, E., & Maes, S. (1999). Measuring
transitions through stages of exercise: Application of latent tran-
sition analysis. Perceptual and Motor Skills, 88, 1097–1106.

Goodman, L. A. (1974). Exploratory latent structure analysis using
both identifiable and unidentifiable models. Biometrika, 61,
215–231.

Graham, J. W., Collins, L. M., Wugalter, S. E., Chung, N. K., &
Hansen, W. B. (1991). Modeling transitions in latent stage-
sequential processes: A substance use prevention example. Jour-
nal of Consulting and Clinical Psychology, 59, 48–57.

Guo, J., Collins, L. M., Hill, K. G., & Hawkins, J. D. (2000). Devel-
opmental pathways to alcohol abuse and dependence in young
adulthood. Journal of Studies on Alcohol, 61, 799–808.

Hansen, W. B., & Graham, J. W. (1991). Preventing alcohol,
marijuana, and cigarette use among adolescents: Peer pressure
resistance training versus establishing conservative norms.
Preventive Medicine, 20, 414–430.

Hedeker, D., & Gibbons, R. D. (1994). A random-effects ordinal re-
gression model for multilevel analysis. Biometrics, 50, 933–944.

Hedeker, D., & Mermelstein, R. J. (1998). A multilevel thresholds of
change model for analysis of stages of change data. Multivariate
Behavioral Research, 33, 427–455.

Hoijtink, H. (1998). Constrained latent class analysis using the
gibbs sampler and posterior predictive p-values: Applications to
educational testing. Statistica Sinica, 8, 691–711.

Hoijtink, H., & Molenaar, I. W. (1997). A multidimensional item
response model: Constrained latent class analysis using the
Gibbs sampler and posterior predictive checks. Psychometrika,
62, 171–189.

Humphreys, K. (1998). A latent markov chain with multivariate ran-
dom effects. Sociological Methods and Research, 26, 269–299.

Humphreys, K., & Janson, H. (2000). Latent transition analysis with
covariates, nonresponse, summary statistics and diagnostics:
Modeling children’s drawing development. Multivariate Behav-
ioral Research, 35, 89–118.

Hyatt, S. L., & Collins, L. M. (1998). Estimation in latent transition
models with missing data (Tech. Rep. No. 98-22). University Park,
PA: Pennsylvania State University, The Methodology Center.

Hyatt, S. L., & Collins, L. M. (1999). Pubertal timing and the onset
of substance use: Detailed results based on data augmentation
(Tech. Rep. No. 99-35). University Park, PA: Pennsylvania State
University, The Methodology Center.

Hyatt, S. L., & Collins. L. M. (2000). Using latent transition
analysis to examine the relationship between parental permis-
siveness and the onset of substance use. In J. Rose, L. Chassin,

schi_ch26.qxd  9/6/02  2:30 PM  Page 683



684 Latent Class and Latent Transition Analysis

C. Presson, & S. J. Sherman (Eds.), Multivariate applications
in substance use research: New methods for new questions
(pp. 259–288). Hillsdale, NJ: Erlbaum.

Hyatt, S. L., Collins, L. M., & Schafer, J. L. (1999). Using data aug-
mentation to conduct hypothesis testing in LTA (Tech. Rep.
No. 99-34). University Park, PA: Pennsylvania State University,
The Methodology Center.

Jöreskog, K., & Sörbom, D. (1996). Lisrel 8: User’s reference guide
[Computer program manual]. Chicago: Scientific Software
International, Inc.

Kagan, J. (1989). Temperamental contributions to social behavior.
American Psychologist, 44, 668–674.

Kandel, D. (1975). Stages in adolescent involvement in drug use.
Science, 190, 912–914.

Kim, J., & Böckenholt, U. (2000). Modeling stage-sequential
change in ordered categorical responses. Psychological Meth-
ods, 5, 380–400.

Kohlberg, L. (1966). Cognitive stages and preschool education.
Human Development, 9, 5–17.

Kolb, R. R., & Dayton, C. M. (1996). Correcting for nonresponse in
latent class analysis. Multivariate Behavioral Research, 31,
7–32.

Langeheine, R. (1994). Latent variables Markov models. In A. von
Eye & C. C. Clogg (Eds.), Latent variables analysis: Applica-
tions for developmental research (pp. 373–395). Thousand Oaks,
CA: Sage.

Langeheine, R. Pannekoek, J., & van de Pol, F. (1996). Bootstrapping
goodness-of-fit measures in categorical data analysis. Soci-
ological Methods and Research, 24, 492–516.

Langeheine, R., & van de Pol, F. (1994). Discrete-time mixed
Markov latent class models. In A. Dale & R. Cavies (Eds.),
Analyzing social and political change: A casebook of methods
(pp. 170–197). London: Sage.

Lazarsfeld, P. F., & Henry, N. W. (1968). Latent structure analysis.
Boston: Houghton Mifflin.

Lin, T. H., & Dayton, C. M. (1997). Model selection information
criteria for non-nested latent class models. Journal of Educa-
tional and Behavioral Statistics, 22, 249–264.

Little, R. J. A., & Rubin, D. B. (1987). Statistical analysis with miss-
ing data. New York: Wiley.

Macready, G. B., & Dayton, C. M. (1994). Latent class models for
longitudinal assessment of trait acquisition. InA. von Eye & C. C.
Clogg (Eds.), Latent variables analysis: Applications for devel-
opmental research (pp. 245–273). Thousand Oaks, CA: Sage.

Martin, R. A., Velicer, W. F., & Fava, J. L. (1996). Latent transition
analysis to the stages of change for smoking cessation. Addictive
Behaviors, 21, 67–80.

Melton, B., Liang, K. Y., & Pulver, A. E. (1994). Extended latent
class approach to the study of familial/sporadic forms of a dis-
ease: Its application to the study of the heterogeneity of schizo-
phrenia. Genetic Epidemiology, 11, 311–327.

Moustaki, I. (1996). A latent trait and a latent class model for mixed
observed variables. British Journal of Mathematical and Statis-
tical Psychology, 49, 313–334.

Muthén, B. (2001). Second-generation structural equation modeling
with a combination of categorical and continuous latent vari-
ables: New opportunities for latent class-latent growth modeling.
In L. Collins & A. Sayer (Eds.), New methods for the analysis of
change (pp. 291–322). Washington, DC: American Psychologi-
cal Association.

Muthén, B., & Muthén, L. (2001). Mplus User’s Guide [Computer
program manual]. Los Angeles, CA: Muthén & Muthén.

Muthén, B., & Shedden, K. (1999). Finite mixture modeling with
mixture outcomes using the EM algorithm. Biometrics, 55,
463–469.

Parker, G., Wilhelm, K., Mitchell, P., Roy, K., & Hadzi-Pavlovic, D.
(1999). Subtyping depression: Testing algorithms and identifica-
tion of a tiered model. Journal of Nervous and Mental Disease,
187, 610–617.

Pfeffermann, D., Skinner, C., & Humphreys, K. (1998). The estima-
tion of gross flows in the presence of measurement error using
auxiliary variables. Journal of the Royal Statistical Society,
Series A, 161, 13–32.

Piaget, J. (1973). The child and reality. New York: Grossman.

Posner, S. F., Collins, L. M., Longshore, D., & Anglin, M. D.
(1996). The acquisition and maintenance of safer sexual behav-
iors among injection drug users. Substance Use and Misuse, 31,
1995–2015.

Qu, Y., Tan, M., & Kutner, M. H. (1996). Random effects models in
latent class analysis for evaluating accuracy of diagnostic tests.
Biometrics, 52, 797–810.

Read, T. R. C., & Cressie, N. A. C. (1988). Goodness-of-fit statistics
for discrete multivariate data. New York: Springer-Verlag.

Reboussin, B. A., Reboussin, D. M., Liang, K. Y., & Anthony, J. C.
(1998). A latent transition approach for modeling progression
of health-risk behavior. Multivariate Behavioral Research, 33,
457–478.

Resnick, M. D., Bearman, P. S., Blum, R. W., Bauman, K. E., Harris,
K. M., Jones, J., Tabor, J., Beuhring, T., Sieving, R. E., Shew, M.,
Ireland, M., Bearinger, L. H., & Udry, J. R. (1997). Protecting
adolescents from harm: Findings from the National Longitudinal
Study of Adolescent Health. Journal of the American Medical
Association, 278, 823–832.

Rindskopf, D. (1983). A general framework for using latent class
analysis to test hierarchical and nonhierarchical learning models.
Psychometrika, 48, 85–97.

Rubin, D. B. (1984). Bayesianly justifiable and relevant frequency
calculations for the applied statistician. Annals of Statistics, 12,
1151–1172.

Rubin, D. B. (1987). Multiple imputation for nonresponse in sur-
veys. New York: Wiley.

Rubin, D. B., & Stern, H. S. (1994). Testing in latent class models
using a posterior predictive check distribution. In A. Von Eye &

schi_ch26.qxd  9/6/02  2:30 PM  Page 684



References 685

C. C. Clogg (Eds.), Latent variable analysis: Applications
for developmental research (pp. 420–438). Thousand Oaks,
CA: Sage.

Samejima, F. (1969). Estimation of latent ability using a response
pattern of graded scores. Psychometrika Monograph, 17(Suppl.),
100.

Schafer, J. L. (1997). Analysis of incomplete multivariate data.
London: Chapman & Hall.

Schwarz, G. (1978). Estimating the dimension of a model. Annals of
Statistics, 6, 461–464.

Spiel, C. (1994). Latent trait models for measuring change. In A.
von Eye & C. C. Clogg (Eds.), Latent variable analysis: Appli-
cations for developmental research (pp. 274–293). Thousand
Oaks, CA: Sage.

Stern, H. S., Arcus, D., Kagan, J., Rubin, D. B., & Snidman, N.
(1995). Using mixture models in temperament research. Interna-
tional Journal of Behavioral Development, 18, 407–423.

Sullivan, P. F., Kessler, R. C., & Kendler, K. S. (1998). Latent class
analysis of lifetime depressive symptoms in the national comor-
bidity survey. American Journal of Psychiatry, 155, 1398–1406.

Tracy, A. J., Collins, L. M., & Graham, J. W. (1997). Exposure to
adult substance use as a risk factor in adolescent substance use

onset (Tech. Rep. No. 97-13). University Park, PA: Pennsylvania
State University, The Methodology Center.

van de Pol, F., & Langeheine, R. (1990). Mixed Markov latent class
models. In C. C. Clogg (Ed.), Sociological methodology
(pp. 213–247). Oxford, UK: Blackwell.

van der Heijden, Dessens, J., & Bockenholt, U. (1996). Estimating
the concomitant-variable latent-class model with the EM algo-
rithm. Journal of Educational and Behavioral Statistics, 21,
215–229.

Velicer, W. F., Martin, R. A., & Collins, L. M. (1996). Latent transi-
tion analysis for longitudinal data. Addiction, 91, S197–S209.

Vermunt, J. K. (1993). �em: Log-linear and event history analysis
with missing data using the EM algorithm (Work Paper
93.09.015/7). Tilburg University. Tilburg, The Netherlands.

Vermunt, J. K., Langeheine, R., & Bockenholt, U. (1999). Discrete-
time discrete-state latent Markov models with time-constant and
time-varying covariates. Journal of Educational and Behavioral
Statistics, 24, 179–207.

Vermunt, J. K., & Magidson, J. (in press.) Latent class cluster analy-
sis. In J. A. Hagenaars & A. L. McCutcheon (Eds.), Applied
latent class analysis. Cambridge, UK: Cambridge University
Press.

schi_ch26.qxd  9/6/02  2:30 PM  Page 685



schi_ch26.qxd  9/6/02  2:30 PM  Page 686



Author Index

687

Aalbers, C., 305
Abbruzzese, G., 299
Abelson, R. P., 337
Aber, M. S., 455, 457, 460
Abrams, D. B., 246, 247, 248, 249
Absher, J. R., 305
Ackerman, M., 192, 193
Adams, R. J., 442
Adams, S. G., 262
Addis, M. E., 249
Ader, R., 256
Adler, I., 562
Adler, N., 251
Affleck, G., 248, 257, 260
Agras, W. S., 219
Agrawal, R., 182
Agresti, A., 514, 529, 642, 650
Aguirre, G. K., 311 
Aiken, L. S., 34, 47, 133, 486, 487, 489, 491, 496,

498, 499, 500, 502, 503, 504, 506, 522
Aitken, A. C., 591
Aitkin, M., 628, 664
Akaike, H., 585, 587
Albert, M. L., 291
Albert, S., 296
Alcaine, O., 220
Alden, L. E., 409, 411, 420
Aldenderfer, M. S., 167
Aldrich, J. H., 509, 510
Alexander, L. B., 215
Alexander, M., 301
Algina, J., 431, 585, 595
Alho, K., 305
Alivisatos, B., 308
Allan, K., 304
Allison, A. B., 597
Allison, P. D., 88, 91, 452, 506, 522, 523, 531,

561, 572, 576, 615
Allison, T., 305, 310
Alpert, A., 624, 626
Alsop, D. C., 310
Alstead, M., 323
Altman, E. M., 551
Amador, X., 301
Amazon-Leece, J., 299
Amemiya, Y., 629
American Educational Research Association,

193, 433
American Psychiatric Association, 192, 381
American Psychological Association, 193, 271,

282, 433
Anastasi, A., 432, 433, 549
Anderberg, M. R., 170, 172, 179
Andersen, B. L., 256
Anderson, D., 664
Anderson, D. R., 458, 476
Anderson, E., 260, 453, 462

Anderson, J. R., 291
Anderson, N. L., 182
Anderson, T., 225
Andrade, L., 559
Andrews, D. F., 179
Andrich, D., 435, 440
Angel, R., 515
Anglin, M. D., 675
Anscombe, F. J., 36, 48
Anthony, J. C., 678, 679
Antoni, M., 263
APA Task Force on Promotion and Dissemination

of Psychological Procedures, 225, 227
Appelbaum, P. S., 196, 197, 198, 199, 201, 202
Arabie, P., 166, 167, 168, 180, 181, 411, 414, 415
Arbuckle, J. L., 92, 96, 453
Archer, R. P., 383
Arcus, D., 664
Arendt, T., 291
Arjas, E., 569
Armeli, S., 248, 257, 260
Armenakis, A. A., 358
Arminger, G., 466, 471, 472, 629
Armstrong, T., 359
Arnow, B., 219
Aronen, H. J., 310
Aronson, E., 323, 344
Ary, D., 562, 563
Ashe, K., 265
Ashton, R., 310
Asimov, D., 58
Assadollahi, R., 312
Assenheimer, J. S., 253
Assini, A., 299
Atlas, S., 310
Auer, C., 297, 299
Auerbach, E., 307
Auerbach, E. J., 310
Auerbach, S. M., 260
Augimeri, L. K., 202
Austin, J. T., 626
Axelrod, B., 308

Babb, T. L., 304
Babyak, M. A., 258, 261
Backman, L., 308
Baddeley, A., 308, 310
Badecker, W., 294
Baer, D. M., 597
Baer, J. S., 560
Baer, R., 206
Bagby, R. M., 205
Bagozzi, R. P., 352
Bahn, A. K., 559
Bailey, C. J., 298
Bailey, T. A., 179
Baines, M. J., 451

Bakan, D., 277
Bakay, R. A., 300
Baker, F. B., 180
Baker, M., 225, 227
Balakrishnan, J. D., 416, 417, 418
Ball, R., 381
Baltes, P. B., 448, 452
Bandettini, P., 308, 310
Bandettini, P. A., 310, 311
Bandura, A., 247
Bangert-Drowns, R. L., 544, 545, 551
Banks, S., 196, 197, 198, 199, 201, 202
Barbosa, J., 301
Barcus, E., 193
Barker, A. T., 296
Barlow, D. H., 227, 228, 232, 235, 595
Barnard, G., 649
Barnett, V., 76
Barnett, W., 556, 557
Baron, R. M., 248, 333, 337, 498, 622
Barratt, E. S., 196
Barrett, G., 303
Barrett, J., 297, 298
Bartel, P., 202
Bartels, A., 310
Bartholomew, K., 421
Bartlett, M. S., 626
Bartsch, T. W., 452 
Basham, R. B., 219
Basile, L. F., 305
Bass, D., 565
Basser, P., 299
Bates, D. M., 453, 476, 477
Bates, S. E., 182
Batschelet, E., 415
Battaglia, F., 299
Bauer, M., 58
Bauer, M. I., 42
Bauer, R. M., 305, 307, 310
Baum, A., 256
Bauman, K. E., 670
Baumert, J., 626
Baumgardner, M. H., 339
Bavelier, D., 302
Baxtrom v. Herold, 201
Bayley, N., 449, 450, 473
Bayshore, T. R., 302
Beale, E. M. L., 178
Bearinger, L. H., 670
Bearman, K., 301
Bearman, P. S., 670
Beauregard, M., 308
Bechara, A., 305
Beck, A. T., 381, 430
Becker, J. H., 247
Becker, R. A., 44, 48
Begg, C. B., 525

schi_ind.qxd  9/6/02  2:50 PM  Page 687



688 Author Index

Begovich, C. L., 180
Beguin, J. M., 585
Behar, E., 220
Behrens, J. T., 34, 36, 40, 42, 44, 52, 54, 56, 57,

58, 59, 60, 224, 335
Belbin, L., 173, 175
Belfrage, H., 201
Belger, A., 310
Bell, R. Q., 448, 452, 453, 462, 476
Belsley, D. A., 134
Benbadis, S., 300
Benedict, S. M., 265
Benjamin, L. S., 409, 410, 424
Bennett, B., 388
Ben-Porath, Y., 206
Benson, D. F., 309
Benson, H., 264
Benson, P. J., 290
Bentin, S., 306
Bentler, P. M., 92, 107, 159, 332, 362, 363, 611,

615, 616, 617, 618, 619, 620, 625, 626,
627, 628, 629

Bentson, J. R., 307
Bereiter, C., 452
Berenbaum, H., 352, 353
Berg, P., 306
Berg, W. K., 306
Berger, M. S., 312
Bergner, M., 261
Berk, K. N., 44
Berkane, M., 616
Berlucchi, G., 302
Bernaards, C. A., 627
Berns, S. B., 232, 233
Bernstein, A. S., 305
Berntson, G. G., 303, 305, 410
Berry, D., 206
Berry, W. D., 133
Bespalec, D. A., 557
Beuhring, T., 670
Beutler, L., 225, 227, 259
Beveridge, W. I. B., 41
Bhansali, R. J., 585
Bickman, L., 236, 339
Biemer, P. P., 669
Biesanz, J. C., 333
Bigl, V., 291
Biglan, A., 562, 563
Bild, D. E., 252
Billiar, T., 309
Binder, J. R., 300
Binder, R. L., 196, 197, 198, 199, 201, 202
Birkes, D., 639
Birket-Smith, M., 203
Birnbaum, Z. W., 650
Bishop, T., 73
Bitterman, M. E., 275
Black, C., 562, 563
Black, D. W., 575
Blair, L. W., 575
Blair, R. C., 70, 638
Blake, B. S., 430
Blalock, S., 259
Blanchard, E. B., 256
Blaney, N., 323, 344
Blanke, L., 304
Blashfield, R. K., 167, 180
Blaxton, T. A., 308
Block, J., 387

Blossfeld, H. P., 561
Blough, D. S., 272
Blum, R., 670
Blumberg, S. H., 360
Blumenthal, J. A., 258, 261
Blumstein, S. E., 301
Bobbit, R. A., 261
Bock, R. D., 434, 440, 442, 451, 452, 465,

470, 629
Böckenholt, U., 665, 678, 679
Boer, D. P., 198, 202
Bogartz, R. S., 31
Bohning, D., 297
Boker, S. M., 92, 452, 453, 462, 465, 471, 472
Bolger, N., 333, 334, 558, 562, 571
Bollen, K. A., 512, 613, 616, 626, 627, 629
Bonett, D., 643
Bonnett, D. G., 159
Bonnie, R., 192
Bookheimer, S. Y., 308
Boomsma, A., 626, 629
Boone, J. R., 293
Bootsmiller, B. J., 329
Borchardt, C. M., 567
Borgen, F. H., 410
Borgheresi, A., 299
Borkovec, T. D., 217, 219, 220, 221, 236, 237, 323
Bornstein, M., 67
Borod, J. C., 301
Boruch, R. E., 327, 328, 329, 332
Borum, R., 189, 196, 199, 202
Bosker, R., 459, 460
Bosker, R. J., 625
Bottini, G., 308
Bower, C., 601
Bowers, D., 299, 305
Box, G. E. P., 37, 137, 582, 585, 586, 589, 595, 597
Box, J. F., 3, 4
Bozdogan, H., 669
Bradburn, N., 562
Bradburn, N. M., 356, 561, 562
Bradbury, T. N., 254
Bradley, J. V., 117, 135
Bradley, M. M., 305
Bradway, K. P., 453, 454, 458, 473, 474
Brainerd, C. J., 370, 371
Brammer, M. J., 310
Branch, L. G., 556, 557
Brasil-Neto, J. P., 297, 299
Braucht, G. N., 328
Braun, H. I., 34
Brawn, C. M., 305
Breckenridge, J. N., 180, 181
Breckler, S. J., 36
Breier, J., 312
Breier, J. I., 300, 312
Brems-Heyns, E., 451, 476
Brennan, P. A., 196
Brennan, R., 429
Brennan, R. L., 429
Brett, B., 561
Bricklin, B., 193
Brieling, J., 203
Briggs, R., 307
Briggs, R. W., 310
Brillinger, D. R., 34
Brinton, L. A., 487
Broadbent, D. E., 301
Bronnick, K., 301

Broughton, R., 420, 421
Browd, S. R., 309, 310
Brown, A., 301
Brown, A. P., 310
Brown, D., 599
Brown, D. R., 31, 124, 498
Brown, G. K., 430
Brown, L., 385, 400
Brown, R. L., 627
Brown, T. A., 228
Browne, M., 453, 458, 464, 465
Browne, M. W., 354, 408, 410, 411, 412, 413,

414, 423, 615, 616, 618, 619, 626, 629 
Brownell, K. D., 246, 247, 248, 249, 250, 560
Brozovsky, P., 562, 563
Bruce, V., 290, 291
Brucker, P., 171
Bruckner, M. K., 291
Bruder, G., 301
Bruder, G. E., 301
Brunner, E., 74
Bryant, B., 201
Bryant, B. R., 385, 400
Bryant, C. A., 310
Bryant, F. B., 545
Bryden, M. P., 301, 302
Bryk, A., 680
Bryk, A. S., 335, 340, 453, 460, 465, 628, 629
Buchanan, T. W., 301
Buckner, R. L., 291, 308, 309, 310, 311
Budman, S., 421
Buffington, A. L. H., 256, 260
Buja, A., 58
Bulik, C. M., 665
Bullmore, E. T., 310
Bumpass, L. L., 512
Buneman, P., 167
Bunow, B., 182
Buolamwini, J. K., 182
Buonocore, M. H., 310
Burchert, W., 305
Burke, M. J., 543, 544, 546
Burleson, M., 259
Burnham, K. P., 458, 476
Burns, A., 309
Burns, J. W., 302
Burr, J. A., 452, 470
Burton, R. P. D., 573
Buschke, H., 471
Bush, R. R., 281
Bushnell, D. L., 309
Busk, P. L., 597
Busse, T. V., 545
Butcher, J. N., 430
Butler, G., 218
Buunk, B. P., 513
Buysse, D. J., 256
Byar, D. P., 487
Byner, J. M., 410, 412
Byrne, B. M., 624

Caan, W., 290
Cabeza, R., 308, 310
Cable, D. G., 452
Cacioppo, J. T., 303, 305, 410, 424
Caldwell, D. S., 256, 260
Calinski, R. B., 178
Call, V., 512
Callahan, A., 299

schi_ind.qxd  9/6/02  2:50 PM  Page 688



Author Index 689

Callanan, M. M., 303
Callender, J. C., 543, 544, 546 
Calvanio, R., 299
Camarda, R., 302
Camargo, E. E., 309
Cammarota, A., 299
Campbell, D. T., 200, 215, 236, 325, 326, 328,

329, 330, 331, 332, 333, 342, 363, 379,
380, 402, 403, 421, 433, 471

Campbell, N. A., 628
Campbell, R. T., 448
Campsmith, M., 323
Cao, G. C., 252
Capaldi, D. M., 558, 572
Caramazza, A., 294
Caramia, M., 299
Carlson, S., 310
Carmines, E. G., 457
Carmone, F. J., 176
Carrere, S., 513
Carrillo, M. C., 305
Carroll, J. D., 166, 167, 168, 171, 176
Carroll, J. M., 352, 353, 362, 369, 370, 371, 372,

412, 423
Carroll, M. E., 255
Carter, W. B., 261
Caruso, J., 643
Carver, R. P., 536, 537
Cascio, W. F., 548
Casey, B. J., 310
Castellan, N. J., 116
Castillo, E. M., 312
Castonguay, L. G., 216, 236
Catala, M., 299
Catala, M. D., 297, 299
Cato, M. A., 310
Cattell, A. K. S., 379
Cattell, H. E. P., 379
Cattell, R. B., 153, 155, 379, 456, 460, 469,

473, 599
Caudill, M., 264
Caudill, S. B., 518
Caudrey, R., 301
Cavender, J. W., 548
Ceballos-Baumann, A. O., 297, 299
Cermak, L. S., 291
Chalk, J. B., 310
Chalmers, T. C., 551
Chambers, J. M., 44
Chambless, D. L., 225, 227, 263
Chan, M. Y. A., 153
Chan, W., 628
Chandon, J. L., 171
Chang, J. J., 168
Chang, L., 309
Charlin, V., 643, 644
Charlin, V. L., 71
Chase, K. A., 291
Chassin, L., 626
Chatterjee, A., 309
Cheadle, A., 246
Chelimsky, E., 342, 549
Chen, H.-t., 339
Chen, H. Y., 627
Cheng, R., 173, 174
Chertkow, H., 308
Chesney, M. A., 259
Chiappa, K. H., 299
Chiarini, P., 309

Chilcoat, H. D., 559
Chiles, J. A., 264
Chou, C.-P., 625, 628, 629
Chow, G., 523
Christal, R. E., 379
Christensen, A., 323
Christensen, A. J., 259, 260, 261
Christie, M. J., 306
Chrzastek-Spruch, H., 451, 465
Chun, E., 52, 53
Chung, J. Y., 259
Chung, N. K., 675
Chung, T., 560
Church, R. M., 276, 281, 285
Cincotta, M., 299
Clark, A. G., 10
Clark, D. A., 259, 388
Clark, L. A., 48, 253, 351, 352, 353, 356, 357,

358, 359, 360, 361, 362, 363, 366, 367,
368, 372

Clarke, K., 310
Clayton, R. R., 573
Cleary, P. D., 515, 588, 589
Cleary, T. A., 387, 398
Cleckley, H., 204
Cleveland, W. S., 34, 42, 44, 48, 118, 495
Cliff, N., 74, 636, 637, 638, 639, 640, 643, 644,

645, 646, 647, 648, 650, 651, 652, 653,
654, 655, 657

Clogg, C. C., 524, 669
Cloninger, C. R., 386
Clore, G. L., 352, 370
Cnaan, A., 457
Coan, J., 513
Cobb, G. W., 31
Cochran, W. G., 11
Cocozza, J., 202
Coelho, R. J., 555
Coffey, H. S., 409
Cohan, C. L., 254
Cohen, J., 14, 33, 51, 67, 71, 72, 337, 451, 485,

490, 491, 493, 495, 497, 504, 506, 534,
535, 536, 537, 564, 643, 649

Cohen, J. D., 310
Cohen L., 299
Cohen, L. F., 297
Cohen, M., 301
Cohen, N., 256
Cohen, P., 451, 491, 504, 506
Cohen, R. A., 303
Cohen, S., 251, 252, 258
Colby, S. M., 585, 600
Coleman, J., 451, 465, 466, 471
Coles, M. G. H., 304
Collins, 280
Collins, J. F., 222
Collins, L., 304
Collins, L. M., 89, 93, 95, 96, 106, 108, 562, 622,

664, 665, 667, 668, 669, 674, 675, 677,
678, 680, 681

Collins, R., 193
Coltheart, M., 291, 294, 295
Colvin, C. R., 368, 369
Comeau, R., 297
Compas, B. E., 263
Condioote, M. M., 555
Conger, D., 558
Connell, J. P., 329
Conner, R. F., 328

Conrad, B., 297, 299
Constantinou, J. E., 300, 312
Conte, H., 410, 424
Conte, H. R., 408
Cook, A., 259
Cook, D., 58
Cook, R. D., 34
Cook, T. D., 200, 236, 325, 326, 328, 329, 330,

331, 332, 333, 342, 433, 471
Cooke, D., 204, 205
Cooney, N. L., 575
Cooper, M. C., 170, 171, 172, 177, 178
Cooper, R. S., 252
Coppola, R., 310
Corbit, J. D., 589
Cordray, D. S., 328
Corle, D. K., 487
Cormier, C. A., 196, 198, 199, 200, 202
Corneal, S. E., 599
Corter, J. E., 167
Costa, D. C., 309
Costa, P. T., 379, 387, 392
Costa, P. T., Jr., 252
Costello, E., 217, 219
Courieroux, C., 585
Courtney, S. M., 310
Cousins, J. B., 341
Cox, C. L., 410, 411, 412, 423
Cox, D. J., 256, 260
Cox, D. N., 200, 202
Cox, D. R., 34, 137, 556, 561, 568, 576
Cox, G. M., 11
Coyle, B. W., 503
Coyne, J. C., 260
Craighead, W. E., 572
Cressie, N. A. C., 74, 649, 668
Cribbie, R. A., 36
Crits-Christoph, P., 225, 227, 250
Crocker, L. M., 431
Cronbach, L. J., 326, 330, 378, 379, 380, 385,

400, 422, 432, 433, 452, 535
Crook, T. H., 294
Cros, D., 299
Crosbie, J., 601
Crosby, L., 558, 572
Crosson, B., 293, 306, 307, 308, 309, 310, 312
Crowne, D. P., 383
Croyle, R. T., 247
Croyle, T. T., 265
Cruise, K., 189
Cruise, L., 260
Cudeck, R., 370, 371, 408, 413, 453, 458, 465,

468, 618, 619, 626
Cuffin, B. N., 303
Culhane, D. P., 337
Cummings, J., 295
Cumsille, 667
Cumsille, P. E., 89, 90, 92, 96, 232
Curran, P., 453
Curran, P. J., 624, 626, 627
Curran, T., 304
Curry, F. W. K., 301
Curry, S., 560, 575

Dagenbach, D., 305
Dagher, A., 297, 298, 310
Dahlstrom, W. G., 430
Dale, A., 304
Dally, L., 299

schi_ind.qxd  9/6/02  2:50 PM  Page 689



690 Author Index

Damasio, A. R., 292, 296, 305
Damasio, H., 292, 296, 305
Daniel, M. H., 441
Daniels, H., 643
Darcy, M. U., 411
D’Arsonval, A., 296
Data Description, Inc., 44, 57
Davidson, H. S., 569
Davidson, R. J., 305
Davidson, S., 569
Davidson, W. S., 329
Davila, J., 254
Davis, F., 584
Davis, R. D., 203
Davis, R. N., 312
Davison, M. L., 411, 412
Dawes, R. M., 545
Dawis, R. V., 438
Daws, J., 181
Dawson, M. E., 305
Dawson, R., 560
Day, S. X., 410
Dayton, C. M., 667, 669, 674, 678
Deacon, D., 305
De Boeck, P., 181
Dee, H. L., 302
Deecke, L., 304
De Gooijer, J. G., 599
Delaney, H. D., 31
deLeeuw, J., 629
DellaPietra, L., 261
DeMaris, A., 512, 516, 518, 520, 522
Demb, J. B., 300, 310
Demby, A., 421
Dempster, A. P., 88, 665, 666
Dempster, R. J., 202
Denby, L., 48
Deppe, M., 300
DePree, J. A., 221
De Raad, B., 408, 410, 415, 423
De Reuck, J., 308
Derogatis, L. R., 261
DeSarbo, W. S., 176
Deshpande, S. P., 181
Desmond, J. E., 300, 308, 310
De Soete, G., 167, 168, 171, 176
D’Esposito, M., 310, 311
Dessens, J., 678
Deter, H.-C., 555
Detre, J. A., 310
Detsky, A. S., 597
DeVellis, B., 259
DeVellis, R., 259
DeVries, M. W., 369, 370, 371, 372
Deyo, R. A., 259
de Zubicaray, G. I., 310
Dhuna, A., 299
Diaconis, P., 336, 496
Diamond, B. J., 305
Dickens, S. E., 205
DiClemente, C. C., 247, 248, 589
Diehr, P., 246, 250
Diekmann, A., 558
Dielman, T. E., 595, 597
Diener, E., 352, 353, 356, 358, 362, 370, 371,

372, 410
Dierckx, R. A., 308
Dihenia, B., 299

Dijkstra, T., 616, 620
DiNardo, P. A., 227, 228
Dion, K., 205
Disterhoft, J. F., 305
Dixon v. Attorney General of the Commonwealth

of Pennsylvania, 201
Dixon, W. J., 601
Djenderedjian, A., 309
Djuric, P. M., 587, 589
Dobson, A. J., 167
Docherty, J. P., 222
Doddrell, D. M., 310
Dodge, Y., 639
Dolan, R. J., 310
Donahue, B., 36
Donahue, E. M., 368
Donahue, K. M., 310, 311
Donaldson, S. I., 89, 90, 91, 93, 96, 329, 334
Donchin, E., 303, 304, 306
Donner, A., 517, 564
Dopkins, S., 205
Douglas, K. S., 195, 196, 197, 198, 199, 200,

201, 202
Downey, G., 558, 562, 571
Downham, D. Y., 585
Drachman, D., 294
Drachman, D. A., 303
Drane, W. E., 309
Draper, N. R., 485
Drasgow, F., 385
Driver, J., 310
Droitcour, J., 342
Droppleman, L. F., 352, 359, 360, 361
Dubbert, P. M., 246, 247, 249
Dubes, R., 167, 170, 179
Ducolieri, A., 299
Dudewicz, E. J., 73
Dudgeon, P., 626
Duffy, D. E., 179
Dugan, J. G., 59, 60
Dugan, J. T., 59
Dugoni, B. L., 255
Dukes, R. L., 625
Dumas, R., 309
Duncan, G. T., 82
Duncan, J., 205
Duncan, S. C., 91, 92, 453, 470, 624, 626
Duncan, T. E., 91, 92, 453, 470, 624, 626
Dupont, W. D., 564
Durand, A., 294
Dusseldorp, E., 665
du Toit, S., 626
du Toit, S. H. C., 453, 464, 465, 468
Dutton, D. G., 513

Eastman, C. I., 561
Eaton, C. A., 156, 157, 160
Eaton, W. W., 559
Eaves, D., 198, 200, 202
Ebner, A., 300
Echemendia, R. J., 237
Eckert, W. A., 323, 330, 332
Edek-Fisk, 232, 667
Edelberg, R., 306
Edens, J. F., 192, 193
Eder, D., 559
Edwards, A. L., 366, 383, 387, 392
Edwards, B. C., 381

Edwards, L. K., 366
Efron, B., 94, 626
Egan, M. F., 310
Egan, W. J., 130, 133
Ehlers, A., 201
Ehlers, S. L., 260, 261
Ehrenberg, M. F., 192
Eikman, E. A., 309
Eiser, J. R., 555
Elashoff, J. D., 67
Elger, C. E., 305
Elkin, I., 222, 230
Ell, P. J., 309
Elliott, G., 193
Elliott, R., 235
Ellis, A. W., 295
Elósegui, E., 590
Embretson, S., 636, 638
Embretson, S. E., 430, 433, 435, 436, 439, 440,

442, 443, 473
Emerson, J. D., 137, 638
Emerson, M., 584
Emmons, R. A., 356, 362, 371
Emsley, R. A., 305
Encel, J. S., 291
Enders, C. K., 627
Endicott, J., 294
Endl, W., 304
Engberg, M., 196
Engel, B. T., 306
Engel, G. L., 243, 263
Engen, R., 352
Ensel, W. M., 562
Epstein, C., 297, 299, 300
Epstein, D., 624
Epstein, D. B., 453, 455, 460, 463
Epstein, J. A., 575
Epstein, R., 310
Erhan, H., 301
Erikson, E. H., 674
Eronen, M., 196
Ervin, L. H., 79
Escera, C., 305
Estes, W. K., 277, 449, 450
Estroff, S. E., 196
Etringer, B. D., 250
Evans, A., 297
Evans, A. C., 308
Evans, D. D., 572
Everitt, B. S., 170, 668
Evers, K. E., 665
Eysenck, H., 204
Eysenck, H. J., 379

Fabiani, M., 304
Fabrigar, L. R., 354, 408, 410, 411, 412, 423
Fagot, C., 302
Fahlbusch, R., 312
Fahle, M., 291
Faith, D., 173, 175
Falkenstein, M., 304
Farah, M. J., 295
Farde, L., 308
Farrington, D. P., 562
Faust, D., 381
Faust, K., 181
Fava, J. L., 156, 157, 160, 665, 674
Fayyad, U. M., 182

schi_ind.qxd  9/6/02  2:50 PM  Page 690



Author Index 691

Federer, W. T., 11
Feinberg, T. E., 295
Fekken, G. C., 388
Feldman-Barrett, L., 352, 354, 355, 362, 363, 364,

365, 372, 410, 412, 423
Feldt, L. S., 127, 429, 649
Felmlee, D., 559
Felten, D. L., 256
Feng, D., 651, 652, 654
Feng, Z., 250
Fennell, M., 218
Fergusson, D. M., 558, 559
Fernholz, L. T., 34
Ferrandez, A. M., 305
Ferrari, P., 312
Ferrer-Caja, E., 464, 469, 476
Feshbach, S., 487, 494, 503
Fetterman, D. M., 342, 343
Fidell, L. S., 115, 118, 125, 126, 127, 128, 129,

130, 131, 132, 133, 136, 137, 138, 139,
140, 420

Fidler, P. L., 668, 669, 675, 681
Fiester, S. J., 222
Figiel, G., 299
Figiel, L., 299
Filion, D. L., 305
Finch, J. F., 626, 627
Fingleton, B., 415, 419, 420
Finn, P., 203
Finney, D. J., 21, 25
First, M. B., 228
Fischer, G., 439, 442, 443
Fischer, G. H., 470, 476, 636
Fischer, M., 300
Fischler, I. S., 310
Fisher, C. D., 548
Fisher, L., 173
Fisher, L. A., 248
Fisher, R. A., 4, 13, 38, 49, 52, 537
Fiske, D. W., 379, 380, 402, 403, 421, 433
Fiske, S. T., 328
Fitzgerald, M. E., 312
Flaherty, 280
Flaherty, B. P., 622, 669, 681
Flaherty, V. L., 157
Flannery, W. P., 441
Flannery-Schroeder, E. C., 249, 250, 258, 260, 263
Flay, B. R., 564
Fleiss, J. L., 177
Fleming, M. P., 261
Fletcher, J. M., 300, 312
Flick, S. N., 250
Fligner, M. A., 74
Flinn, C. J., 561
Flowers, D. L., 305
Floyd, F., 205
Fodor, J. A., 290, 293, 294
Fojo, T., 182
Follette, W. C., 232, 233
Folstein, M., 294
Fontaire, J., 383
Ford, J. D., 249, 250, 258, 260, 263
Forensic Psychology Specialty Council, 189
Forgays, D. G., 302
Fornace, A. J., 182
Forrester, G. M., 291
Forth, A., 202
Foss, M. A., 352

Foster, E. M., 561
Foster, G. D., 246, 247, 248, 249, 250
Fouad, N. A., 410
Fouladi, R. T., 617, 626
Foulds, G. A., 382
Foulkes, M. A., 564
Fowles, D., 306
Fowlkes, E. B., 175, 176
Fox, D. D., 378
Fox, J., 130, 133, 495, 504
Fox, P., 297
Fox, R., 584
Frackowiak, S. J., 308
Fraley, C., 174
Frank, E., 550, 563
Frank, J. D., 216
Fransson, G., 201
Franz, S., 59
Franzini, C., 302
Fraser, C., 601
Fredrickson, B. L., 354, 369
Free, T., 301
Freedman, D. A., 334
Freedman, L. S., 564
Freedman, M. B., 409
Freeman, R., 555
Freeston, I., 296
Freeston, I. L., 296
Freud, S., 674
Friedman, H. P., 173
Friedman, J. H., 58
Friedman, M., 655
Friedman, R., 264
Friend, S. H., 182
Frigge, M., 44
Friston, K. J., 308, 309, 310, 311
Frith, C., 310
Frith, C. D., 308, 310, 311
Frith, U., 299
Frost, J. A., 300
Frueh, B. C., 561
Fryer, G. E., 558, 561
Fujita, F., 352, 353, 370
Fullbright-Anderson, K., 329
Fuller, B., 561, 569, 572, 573
Funder, D. C., 368, 369
Funk, S., 253
Furby, L., 452
Furnas, G. W., 166

Gabriel, K. R., 58
Gabrieli, J. D., 291, 300, 305, 308, 310
Gade, A., 301
Gaelick, L., 408, 410
Gagne, S., 301
Gail, M. H., 487, 564
Gaillard, A. W. K., 304
Gaillard, W. D., 308
Gaines, S. O., Jr., 410, 411, 412, 423
Gaitan, L., 299
Gallagher, B., 562
Gallagher, B. B., 300
Gallo, L. C., 251, 252, 253, 254, 257, 262
Games, P. A., 638
Gamse, B. C., 558
Ganslandt, O., 312
Gardner, W., 197, 198, 199, 201, 202
Gardner, W. L., 410

Garfinkel, B. D., 567
Garner, W. R., 42
Garnero, L., 305
Garrett, H. E., 449
Gartner, R., 513
Gates, J. R., 299
Gatto, N., 259
Gazzaniga, M. S., 294, 296
Gebhardt, W. A., 665
Geffen, G., 301
Geffen, G. M., 291
Gehrke, J., 182
Geisser, W., 127
Gelder, M., 218
George, M., 297, 299
Gerbing, D. W., 548
Gerend, M. A., 486, 487, 498
Gergen, K. J., 535
Geschwind, N., 293, 295
Getter, H., 575
Giacomini, P., 299
Gibbon, J., 285
Gibbon, M., 228
Gibbons, J. D., 640
Gibbons, R., 453, 462
Gibbons, R. D., 680
Gibson, J., 256, 260
Giedd, J., 310
Gifford, R., 409, 421
Gigerenzer, G., 39, 534
Gilbertini, M., 386
Gilman, S., 296
Gilmore, J., 178
Gilmore, R. L., 309
Gilson, B. S., 261
Ginovart, N., 308
Girelli, M., 305, 310
Giroud, M., 309
Gitelman, D. R., 310
Gittelson, R., 548
Glaser, R., 256
Glaser, R. R., 250
Glasgow, R. E., 246, 555
Glass, D. R., 222
Glass, G. V., 51, 323, 342, 344, 535, 539, 543,

544, 582, 583, 585, 586, 589, 591, 593,
595, 597, 598, 601

Gleason, T., 205
Gleberman, L., 513
Gleser, G. C., 400, 433
Glover, G. H., 300, 310
Glutting, J. H., 382
Gnanadesikan, R., 176
Gnys, M., 248, 602
Gobbi, G., 309
Gödel, C., 39
Gokcay, D., 307, 310
Gold, D., 308
Gold, M. S., 627
Goldbaum, G., 323
Goldberg, L. R., 408, 410, 415, 423
Goldenberg, G., 309
Goldman, S. L., 353, 359, 362, 363, 364, 365
Goldsmith, H. H., 469
Goldsmith, L., 584
Goldstein, H., 453, 628, 629
Goldstein, N., 191
Goldstein, R. B., 575

schi_ind.qxd  9/6/02  2:50 PM  Page 691



692 Author Index

Gonder-Frederick, L. A., 256, 260
Good, I. J., 180
Goodglass, H., 301
Goodkin, D. E., 259
Goodman, L., 641
Goodman, L. A., 665, 666, 667
Goodman, W., 299
Goodwin, F. K., 389
Gopher, D., 303
Gopinath, K., 307
Gordon, A. D., 170
Gordon, E., 304
Gordon, H. W., 304
Gordon, J., 180
Gordon, J. J., 247, 248
Gordon, J. R., 560, 575
Gorman, B. S., 597
Gorman, J. M., 301
Gormley, W., 300, 312
Gorsuch, R. L., 144, 145, 147, 148, 152, 153, 155,

157, 162, 163
Gotlib, I., 260
Gotlib, I. H., 359
Gottlieb, B. H., 260
Gottman, J. M., 513, 582, 583, 585, 586, 589,

591, 593, 595, 597, 598, 601
Gould, S. J., 49
Gower, J. C., 58
Grafman, J., 297, 299
Graham, 667
Graham, J. R., 430
Graham, J. W., 89, 90, 91, 92, 93, 94, 95, 96, 99,

106, 107, 108, 232, 329, 622, 627, 664,
674, 675

Graham, S., 569
Grambsch, P. M., 556, 576
Grant, I., 196, 198, 293
Gratton, C. A., 300
Gratton, G., 304
Gray, E. K., 367, 368, 372
Gray, R., 525
Greeley, J., 583, 588, 590, 599
Green, D. P., 353, 359, 362, 363, 364, 365, 410
Green, M. F., 301
Green, P. E., 176
Green, S. B., 487
Greene, J. G., 340
Greene, W. H., 510, 520
Greenfield, T. K., 199
Greenhouse, J. B., 561, 571
Greenhouse, S. W., 127
Greenley, R. N., 265
Greenwald, A. G., 339
Greer, R., 299
Gregory, V. R., 250
Grey, C., 555
Grey, H. L., 585
Griffiths, D., 470
Grings, W. W., 306
Grisso, T., 189, 190, 191, 192, 193, 196, 197, 198,

199, 201, 202
Groessel, E. J., 264
Groff, P., 301
Gronow, D. G. C., 649
Grossman, M., 310
Grove, W. M., 202
Grunwald, T., 305
Guilford, J. P., 378, 392, 393

Guion, R. M., 548
Gulliksen, H., 429, 430, 432
Gunopulos, D., 182
Guo, J., 674
Gurtman, M., 410
Gurtman, M. B., 407, 408, 409, 410, 411, 412,

414, 415, 416, 417, 418, 419, 420, 421,
422, 423, 424

Gutbrod, K., 300
Guttman, L., 407, 408, 409, 412, 413, 536
Guzzo, R. A., 548

Haaga, D. A., 263
Haaga, D. A. F., 260
Haan, M. N., 262
Habib, R., 308
Hackett, R. D., 548
Hacking, I., 40
Hadi, A. S., 130, 133
Hadzi-Pavlovic, D., 665
Hagner, T., 305
Haig, J., 367, 368, 372
Hakola, P., 196
Hakstian, A. R., 135
Halfon, A., 202
Halgren, E., 304, 
Hall, K., 566
Hall, M., 256
Hall, R. V., 584
Hall, S. M., 558, 562, 563, 573, 574
Hallett, M., 299
Halley, C. S., 323
Hamagami, E., 453, 455, 460, 461, 462
Hamagami, F., 92, 452, 453, 458, 459, 462, 464,

465, 466, 468, 469, 471, 472, 473,
474, 476

Hamann, H., 265
Hambleton, R., 636
Hambleton, R. K., 438, 441
Hamerle, A., 561
Hamilton, M., 381
Hammeke, T. A., 300
Hammerslough, C., 569
Hammill, D. D., 385, 400
Hampel, F. R., 77, 628
Hampton, J., 205
Han, E., 182
Han, J., 182
Hancock, G. R., 626
Hancock, L., 251
Hand, D. J., 58
Haney, C., 197
Hannan, E. J., 585
Hannan, M., 451, 472
Hannan, M. T., 556, 561
Hannay, H. J., 302
Hansen, W. B., 562, 664, 674, 675
Hanson, P. G., 359
Hanson, R. K., 201
Harabasz, J., 178
Harackiewicz, J. M., 575
Härdle, W., 37, 41
Hare, R. D., 196, 200, 204, 205
Hari, R., 312
Haritou, A., 524
Harkness, A. R., 368
Harkreader, S. A., 338
Harlow, L. L., 665

Harlow, S. D., 451
Harmon, L. W., 410
Harris, A. J. R., 201
Harris, C. W., 468
Harris, G. T., 196, 197, 198, 199, 200, 202
Harris, K. M., 670
Harris, R. J., 31, 127
Harris, S. G., 358
Harris, V., 558, 559
Harrop, J. W., 585, 593, 595, 597, 601
Hart, L. A., 305
Hart, S. D., 194, 196, 198, 200, 202
Hartfield, K., 323
Harthe, D., 548
Hartigan, J. A., 167, 170, 171, 179, 549
Hartshorne, C., 410
Haslam, N., 418
Hatch, A. L., 264
Hatch, D. R., 381
Hatfield, E., 424
Hathaway, S. R., 378
Hauck, W. W., 517
Haughton, V. M., 300
Hauspie, R. C., 451, 465
Havassy, B. E., 558, 563, 573, 574
Hawkins, J. D., 674
Hay, R. A., 140
Hay, R. A., Jr., 585, 599
Haykin, S., 281
Hayne, C., 381
Haynes, O. M., 360
Haynes, R. B., 263
Hays, W. L., 13
Hayward, C., 555
He, L., 297
Healey, J., 602
Heatherington, E. M., 253
Heaton, R., 293
Heavey, C. L., 323
Heck, R. H., 625
Heckman, J., 556
Heckman, J. J., 90, 561
Hedecker, D., 453, 462, 680
Hedges, L. V., 14, 537, 539, 544, 545, 546, 597
Heiervang, E., 301
Heilbrun, K., 189, 190
Heilman, K., 299
Heinz, A., 310
Heinze, H. J., 305
Helmes, E., 387
Helms, J. E., 57, 60
Helveston, W. R., 309
Hemphill, J., 196
Henderson, C. R., 16
Henderson, H. V., 49
Henke, K., 302, 303
Henley, N. M., 168
Henning, K. R., 561
Henningsen, H., 300
Henry, G. T., 325, 326, 328, 334, 335, 338, 340
Henry, N. W., 665
Henry, T. R., 300
Henry, W. P., 409
Henson, R. N., 310
Hepworth, J. T., 586
Herrmann, C. S., 305
Hersen, M., 235, 595
Hershberger, S., 636

schi_ind.qxd  9/6/02  2:50 PM  Page 692



Author Index 693

Hershberger, S. L., 599
Hertz-Pannier, L., 310
Herzog, W., 555
Hettmansperger, T. P., 650
Hewett, J. E., 73
Hewitt, S., 305
Heyman, R. E., 513
Hickcox, M., 602
Hickox, M., 248, 260
Hicks, R. E., 303
Hietanen, J. K., 290
Hill, K. G., 674
Hillery, J. M., 538, 539
Hilliard, S. A., 304, 306
Hilpinen, R., 40
Hinde, J., 664
Hink, R. F., 304
Hinrichs, H., 305
Hirsh, H. R., 548
Hirtle, S. C., 166, 181
Hiscock, M., 303
Hoaglin, D. C., 34, 42, 44, 70, 81, 628
Hochberg, Y., 74
Hocking, R. R., 16
Hodgins, S., 196
Hoel, P. G., 521
Hofer, S. M., 89, 90, 91, 94, 96, 99, 106, 627
Hoffman, M., 40
Hoflich, G., 299
Hofmann, D., 327
Hofstee, W. K. B., 408, 410, 415, 423
Hogan, R., 410
Hoge, S. K., 192
Hohnsbein, J., Hoorman, J., 304
Hoijtink, H., 629, 681
Hokama, H., 303
Holden, R. R., 388
Holland, J. L., 410, 416, 424
Holland, P., 430, 439
Holland, P. W., 440
Hollis, J. F., 246, 556, 557, 575
Hollis, M., 88, 615
Hollon, S. D., 263
Holm, S., 309
Holmbeck, G. N., 248, 265
Holmes, A., 308
Holmes, T. H., 390
Holroyd, K. A., 256
Honda, M., 303
Honeyman, J. C., 307
Hong, S., 626
Hood, D., 562, 563
Hoogland, J. J., 617, 626
Hopf, J. M., 305
Horn, J. L., 458, 460, 466, 468, 469
Horner, M. D., 291
Horowitz, L. M., 230, 409, 421
Horvath, W. J., 558
Horwood, L. J., 558, 559
Hosmer, D. W., 37, 138, 139, 515, 518, 519,

526, 531
Hosmer, D. W., Jr., 569, 576
Hough, R. L., 558, 561
Houle, S., 308
House, E. R., 339, 340, 341
Houser, C. M., 297
Howe, G. W., 253
Howe, K. R., 341

Howell, D., 645
Howell, R., 204
Howseman, A., 310
Hsiao, C., 595
Hsu, T. C., 649
Hu, L.-T., 615, 617, 619, 627
Hu, X., 250
Hubbard, B., 357, 366, 368, 369, 372
Huber, P., 75, 77
Huber, P. J., 628
Huber, T., 300
Hubert, L., 181, 408, 410, 411, 412, 414
Hubert, L. J., 180, 411, 414, 415
Huberty, C., 36
Huberty, C. J., 256
Hufford, M., 248, 602
Hufnagel, A., 299
Hugdahl, K., 232, 301
Huitema, B. E., 593, 602
Hulin, C. L., 385
Hume, D., 40
Humphreys, G. W., 291
Humphreys, K., 674, 678, 680
Hunt, W. A., 556, 557
Hunter, J. E., 433, 534, 536, 537, 538, 539, 540,

541, 542, 543, 544, 545, 546, 547, 548,
549, 550, 551, 597

Hunter, M. A., 192
Huotilainen, M., 305
Hurlburt, M. S., 558, 561
Hurley, K., 247
Husain, M., 310
Huss, M. T., 195, 196, 197, 198, 199, 200, 202
Hussain, S. S., 80
Hutcheson, J. S., 306
Hutchison, D., 560
Huynh, H., 127
Hyatt, S. L., 93, 664, 665, 667, 674, 677, 

678, 680
Hyde, J. S., 310
Hyman, B. T., 305
Hynd, G., 301

Iaffaldono, M. T., 548
Iani, C., 299
Iglewicz, B., 44
Ilardi, S. S., 572
Ilmoniemi, R. J., 305
Ilmoniumi, R., 298
Imber, S. D., 222
Impara, J. C., 430
Inampudi, C., 309
Ingham, J., 297
Ingham, R., 297
Insightful, 48, 57
Ireland, M., 670
Iribarren, C., 252
Ironson, G., 263
Irvine, J., 259
Isaac, P., 173
Ishii, K., 299
Isohanni, M., 196
Itti, L., 309
Ivry, R. B., 294, 296
Izard, C. E., 351, 360

Jaaskelainen, I. P., 305
Jaccard, J., 257

Jack, L. M., 560
Jackson, D. N., 156, 157, 160, 379, 380, 387,

397, 398
Jackson, G. B., 539, 544, 546
Jackson, K. M., 486, 487, 498
Jackson, S. E., 548
Jackson, S. H., 310
Jacob, T., 254
Jacobson, N. S., 232, 233, 249
Jacoby, J., 202
Jain, A. K., 167, 170, 179
Jalinous, R., 296
Jameson, B. J., 192
Jamison, K. R., 389
Jamner, L. D., 306
Jamshidian, M., 615, 627
Jancke, L., 301
Janis, I. L., 487, 494, 503
Janson, H., 674, 678
Jansson, L., 232
Janz, N. W., 247
Jardine, N., 173
Jarratt, J. A., 296
Jarrett, R. B., 550
Jarvik, M. E., 589
Jeck, R., 297
Jenkins, G. M., 582, 585, 586, 589, 595
Jennings, J. J., 256
Jennings, J. R., 306
Jennrich, R. I., 627
Jensen, M., 261
Jesmanowicz, A., 310
Jette, R. D., 548
Jezard, P., 310
Jha, A. P., 310
Jiang, W., 258, 261
Johansen, L. S., 52, 53, 54
John, O. P., 368, 369
John, R. S., 513
Johnson, B., 225, 227
Johnson, C. A., 562
Johnson, G. S., 182
Johnson, J. R., 306
Johnson, M. K., 304
Johnson, M. P., 525
Johnson, R., 306
Johnson, R. J., 573
Johnson, S. B., 225, 227
Johnson, S. L., 254
Johnson-Laird, P. N., 42
Johnston, S. E., 96
Jokeit, H., 300
Jones, D. W., 310
Jones, J., 670
Jones, L. V., 34
Jones, R. H., 600
Jones, R. T., 562
Jonides, J., 308
Joosens, J. J., 451, 476
Jöreskog, K., 663
Jöreskog, K. G., 92, 95, 333, 412, 413, 460, 623
Joseph, H. J., 253
Josephs, O., 310
Josephson, J. R., 40, 41
Josephson, S. G., 40, 41
Jouriles, E. N., 513
Jousmaki, V., 312
Judd, C. M., 337, 629

schi_ind.qxd  9/6/02  2:50 PM  Page 693



694 Author Index

Julnes, G., 325, 326, 327, 328, 334, 335, 336, 337,
338, 340

Jungbauer-Gans, M., 558

Kadden, R. M., 575
Kaemmer, B., 430
Kagan, J., 664
Kahn, D., 309
Kahneman, D., 369, 370, 372
Kaiser, H. F., 156
Kalbfleisch, J. D., 557, 576
Kalichman, S. C., 247
Kam, C., 667
Kam, C. M., 89, 95, 96, 106, 108
Kamarck, T. W., 256
Kamber, M., 182
Kandel, D., 664
Kandel, D. B., 559, 562, 569, 570, 572
Kane, V. E., 180
Kangas, J., 453
Kano, Y., 616, 617, 627
Kanwisher, N., 302, 310
Kaplan, D., 88, 615
Kaplan, E., 293
Kaplan, E. L., 556
Kaplan, G., 254
Kaplan, G. A., 262
Kaplan, R. M., 245, 251, 264
Kapur, N., 293
Karhu, J., 298
Karypis, G., 182
Kashy, D. A., 333, 334
Kashyap, R. L., 585
Kasper, S., 299
Kassel, J. D., 248, 602
Katzell, R. A., 548
Katzman, R., 294
Kaufman, L., 182
Kaufmann, C. A,. 301
Kay, S. M., 587, 589
Kaysen, D., 310
Kazdin, A. E., 216, 221, 226, 232, 234, 235, 565
Kazi, M. A. F., 331
Keats, J. A., 464
Keefe, F. J., 256, 259, 260, 263
Keiley, M. K., 561, 569, 572, 573
Keller, M. B., 550
Kellerman, H., 410
Kelley, D. L., 70
Kelly, G. D., 585
Kelly, J. A., 247
Kemery, E. R., 358
Kemple, J. J., 569
Kempthorne, O., 21, 25
Kendall, L. M., 394
Kendall, M., 643
Kendall, M. G., 640, 641, 643
Kendall, P. C., 232, 249, 250, 258, 260, 263
Kendler, K. S., 253, 665
Kenny, D. A., 248, 328, 333, 334, 337, 498,

622, 629
Kentgen, L. M., 301
Kentle, R. L., 368
Keppel, G., 31, 124
Kerlinger, F. N., 510, 522
Keselman, H. J., 36
Keselman, J. C., 36
Kessler, R. C., 665

Kettenring, J. R., 176
Ketter, T., 299
Keveles, G., 202
Khoo, S.-T., 624, 626
Kiecolt-Glaser, J. K., 256
Kiesler, D. J., 409, 412, 416, 417, 424
Killen, J. D., 555
Kim, J., 176, 679
Kim, J. Y., 309
Kim, W. J., 309
Kimura, D., 301
King, D. W., 300
Kingston, M. D., 381
Kinne, S., 246
Kinsbourne, M., 303
Kircher, J. C., 257
Kirchner, P., 309
Kirk, 280
Kirk, R. E., 3, 8, 10, 13, 14, 18, 26, 29, 31, 498
Kixmiller, J. S., 291
Klassen, D., 202
Klein, J. P., 576
Klein, R. G., 301
Kleinbaum, D. G., 559
Kleiner, B., 179
Klerman, G. L., 563
Klesges, L. M., 555
Klesges, R. C., 555
Kline, M., 40
Klinke, S., 41
Knable, M. B., 310
Knecht, S., 300
Knight, R. T., 294
Koch, W. J., 195, 196, 197, 198, 199, 200, 202
Koegl, C. J., 202
Koeppe, R. A., 308
Koepsell, T., 246
Koepsell, T. D., 558, 559
Koerner, K., 249
Koflinch, G., 299
Kohlberg, L., 674
Kohn, K. W., 182
Koivisto, J., 310
Kolb, R. R., 667
Kolbinger, H., 299
Kolen, M. J., 429
Koot, H. M., 571
Kornreich, M., 232
Kortenkamp, S., 299
Koss, M. P., 397
Kosslyn, S., 42
Kotrla, K. J., 310
Kotze, T. J., 305
Kovalski, T. M., 411
Kowalchuk, R. K., 36
Kownacki, R., 250
Kraemer, H. C., 67, 72, 79, 565
Kramer, L., 300, 312
Krantz, D. H., 635
Krantz, D. S., 254, 256, 258, 261
Krassnig, H., 558
Kreft, I., 629
Kropp, P. R., 198, 201, 202
Krueger, R. A., 340, 341
Kruggel, F., 305
Krull, J., 491, 502, 503
Krull, J. L., 622
Kruskal, J. B., 167

Kruskal, W., 641
Kruskal, W. H., 506
Kubisch, A. C., 329
Kuder, G. W., 432
Kuh, E., 134
Kuhn, R., 337
Kulik, C.-L. C., 544, 545
Kulik, J. A., 544, 545
Kumar, V., 182
Kunimoto, C., 303
Kunst-Wilson, W. R., 303
Kupelnick, B., 551
Kupfer, D. J., 256, 550, 561, 563, 571
Kupper, L. L., 559
Kurthen, M., 305
Kutas, M., 304
Kutner, M. H., 485, 504, 680
Kyllingsbaek, S., 301

LaBar, K. S., 310
Labouvie, E., 555
Lacey, B. C., 306
Lacey, J. I., 306
Lachin, J. M., 564
Lafargue, T., 310
LaForge, R., 409
LaForge, R. G., 665
Lah, J., 299
Lahmeyer, H. W., 561
Lahorte, P., 308
Lai, G. W.-F., 562
Laird, N. M., 88, 457, 665, 666
Lakey, B., 253
Lamb, D., 206
Lambert, M. J., 230, 264, 381
Lancaster, T., 556
Lance, C. E., 157
Lance, G. N., 170
Landis, T., 302, 303
Landman, J. T., 545
Lando, H. A., 246, 250
Lane, J. D., 306
Lane, R. D., 308, 310
Lane, T., 173
Lang, P. J., 305
Lang, W., 304
Langan, M. K., 259
Lange, K., 457
Lange, K. L., 628
Langeheine, R., 665, 669, 674
Langenbucher, J. W., 560
Lansky, O., 556
Lanza, 280
Larkin, J., 42
Larrabee, G. J., 294
Larsen, R. J., 351, 352, 354, 358, 371, 372, 410
Larsen, W. A., 44
Lassen, N. A., 309
Lau, J., 551
Lauber, E. J., 308
Lauhenschlagen, G. J., 157
Lavori, P. W., 550, 560
Law, I., 301
Law, K. S., 546
Layard, M. W., 82
Lazarsfeld, P. F., 665
Lazarus, R. S., 352
Leary, T., 407, 409, 416, 417, 419, 423, 424

schi_ind.qxd  9/6/02  2:50 PM  Page 694



Author Index 695

Leber, W. R., 222
Lee, B. I., 309
Lee, E. T., 567
Lee, G. P., 300
Lee, J. D., 309
Lee, J. H., 309
Lee, S. J., 309
Lee, S.-Y., 629
Lee, T. W., 548
Lee, W. C., 429
Lees-Haley, P. R., 378
Legendre, L., 166, 170
Legendre, P., 166, 170, 176
Lehmann, E. L., 39
Lehnertz, K., 305
Lehtonen, J., 196
Lei, H., 390
Leippe, M. R., 339
Leite, P., 301
Leitenberg, H., 263
Lelliott, P., 555
Lemaire, J., 171
Lemeshow, S., 37, 138, 139, 515, 518, 519, 526,

531, 569, 576
Lemesle, M., 309
Leon, A., 560
Leonard, K. E., 513
Leonard, W. H., 10
Lepage, M., 308
Lerman, C., 265
Lettieri, D. J., 216, 226
Levene, H., 124
Levenson, J. L., 265
Levenstein, S., 256
Leventhal, H., 588, 589
Levine, K. S., 202
Levine, S., 371
Levy, N., 352
Levy, R., 309
Lewandowsky, S., 42
Lewine, J. D., 312
Lewis, T., 76
Lezak, M. D., 291, 293
Li, F., 82, 624, 626
Liang, J., 625, 629
Liang, K. Y., 678, 679
Liao, Y. L., 252
Libero, D. Z., 360
Lichtenstein, E., 246, 249, 555, 560, 
Lidz, C. W., 196, 197, 198, 199, 201, 202
Light, K. C., 306
Light, R. J., 564
Likert, R., 392
Likosky, W., 259
Lilienfeld, A. M., 559, 562
Lilienfeld, D. E., 559, 562
Lilienfeld, S., 203
Lim, K. O., 471
Limon, J. P., 257
Lin, N., 562
Lin, T. H., 669
Linacre, J. M., 439
Lind, J., 413, 618, 619
Lind, J. C., 135, 159
Lindgren, G. W., 451, 465
Lindinger, G., 304
Lindsey, J. K., 39, 457
Link, B., 201

Link, B. G., 196
Linnankoski, I., 310
Linvy, M., 182
Lippa, C., 303
Lipsey, M. L., 328, 342
Lipsey, M. W., 537
Lisanby, S., 300
Litman, G. K., 555
Litt, B., 300
Litt, M. D., 575
Littell, R. C., 453, 457, 460
Little, R., 627
Little, R. J., 250
Little, R. J. A., 88, 89, 93, 109, 325, 333, 506,

563, 600, 615, 627, 628, 680
Little, R. T. A., 452, 462
Little, T. D., 626
Liu, C., 48
Liu, K., 252
Liu, X., 555
Lix, L. M., 36
Ljung, G. M., 586, 597
Lockwood, C. M., 622
Loeb, K. L., 555
Loevinger, J., 379, 380, 385, 396, 400
Loftis, C., 307
Loftus, E. F., 247
Logan, J. M., 308, 309, 310, 311
Long, J. D., 637, 638, 639, 644, 647, 648, 649,

668, 669, 681
Long, J. S., 79, 509, 510, 512, 517, 520, 527, 531
Longford, N. T., 628, 629
Longshore, D., 675
Lord, F., 434
Lord, F. M., 385
Lord, F. N., 434
Lorenz, S., 558
Loring, D. W., 300
Lorr, M., 170, 181, 352, 359, 360, 361, 410
Louks, J., 381
Lovallo, W., 251, 256
Lowenthal, D. T., 309
Loweser, J. D., 259
Lowman, L. L., 36
Lubin, B., 351, 352, 359, 361
Luborsky, L., 215
Luby, M., 310
Luce, R., 636
Luce, R. D., 439, 635
Luck, S. J., 305
Luke, D. A., 329
Lund, A., 301
Lundin, A., 308
Lunneborg, C. E., 130
Luo, G., 440
Lutz, K., 301
Lyde, M. D., 410, 411, 412, 423
Lykken, D. T., 306
Lynch, J., 262
Lynett, E., 205
Lyon, D. R., 194, 196

Ma, Y., 301
Mabe, P. A., III, 548
MacCallum, R. C., 615, 623, 626
Maccotta, L., 311
MacDonald, J., 294
MacDonnell, R. A., 299

Machin, D., 205
Mackenzie, W. A., 4
Mackie, J. L., 325, 326
MacKinnon, D. P., 89, 90, 91, 96, 106, 622, 626
Maclure, M., 201
MacMillan, R., 513
MacQueen, J., 173
Macready, G. B., 674, 678
Madinier, G., 309
Maes, H. H., 92, 453, 462
Maes, S., 665
Maggio, W. W., 300, 312
Magidson, J., 680
Mahajan, V., 179
Maiti, S. S., 413
Makarenkov, V., 176
Malaspina, D., 301
Mallows, C. L., 34, 175
Malotte, C. K., 562
Malow, B., 308
Manassis, K., 301
Manderlink, G., 575
Mangels, J., 308
Mangin, G. R., 294, 296, 305, 310
Mann, C., 551
Mann, H. B., 650
Manning, W. D., 669
Mansfield, R. S., 545
Manuck, S. B., 256
Maquet, P., 305
Marabou, P., 297
Maratos, E. J., 310
Marcantonio, R. J., 331
Marchese, R., 299
Marco, C., 260
Marcoulides, G. A., 626, 629
Marcova, L., 291
Mardia, K. V., 415, 416, 417, 419, 420
Margolin, G., 513
Marin, C., 297
Marinkovic, K., 312
Mark, M. M., 325, 326, 327, 328, 331, 334, 335,

339, 340, 341, 343
Markman, B. S., 70
Markovitz, J. H., 252
Markowitsch, H. J., 302, 303
Marks, I., 555
Marlatt, G. A., 247, 248, 249, 560, 575
Marlowe, D., 383
Maron, L., 310
Maronna, R. A., 628
Marsh, J. C., 600
Marshaw, M., 560
Martin, R. A., 665, 674
Martinkauppi, S., 310
Marzi, C., 302
Masek, B. S., 302
Masellis, M., 301
Maser, J., 203
Maser, J. D., 386
Masters, G. N., 435, 442
Mastin, S. T., 309
Matarazzo, J. D., 246, 557
Matthews, C., 293
Matthews, K., 251, 252
Mattle, H. P., 300
Mauchly, J. W., 126
Mausner, J. S., 559

schi_ind.qxd  9/6/02  2:50 PM  Page 695



696 Author Index

Mavissakalian, M., 232
Maxwell, J., 328
Maxwell, S. E., 31
May, R. M., 475
Mayberg, H., 297
Mayer, K. U., 561
Mayes, A. R., 305
Mayou, R. A., 201
Maziotta, J. C., 296, 307
McArdle, J. J., 89, 92, 448, 452, 453, 454,

455, 456, 457, 458, 459, 460, 461,
462, 463, 464, 465, 466, 467, 468,
469, 470, 471, 472, 473, 474, 475,
476, 624

McCarthy, G., 305, 310
McCarthy, R. A., 295
McCeney, M. K., 254, 256
McCleary, R., 140, 585, 599
McClelland, G. H., 337, 506
McCloskey, M., 294
McCollam, K. M., 430
McCormick, R. A., 253
McCoy, K., 299
McCrae, R. R., 252, 366, 379, 383, 387, 392
McCurry, S., 225, 227
McDaniel, J. S., 259
McDonald, R. P., 429, 431, 433, 585, 595, 597,

601, 629
McDonald, W., 299
McEvoy, G. M., 548
McFall, R. M., 564, 589
McGaw, B., 539, 543, 544, 597
McGee, D. L., 252
McGee, G. W., 548
McGilchrist, C. A., 451
McGill, R., 42, 44
McGlinchey Berroth, R., 301, 305
McGlinchey, J. B., 232, 233
McGrath, R., 358
McGraw, K. O., 650
McGuire, L., 256
McIntire, D. D., 585
McIntosh, A. R., 308, 310
McIntosh, M., 264
McIntyre, R. M., 180
McKean, J. W., 68, 593, 649
McKeever, W. F., 302
McKelvey, R. D., 521
McKhann, G., 294
McKinley, J. C., 378
McLaughlin, D. H., 76
McLerran, D., 250
McMahon, C. E., 251
McMillan, D., 43, 45, 46, 48, 50
McNair, D. M., 352, 359, 360, 361
McNamee, G., 555
McNiel, D. E., 196, 197, 198, 199, 201, 202
McShane, L., 299
Meador, K., 299
Meador, K. J., 300
Meadors, A. K., 307
Meck, W. H., 285
Meddis, R., 358
Mednick, S. A., 196
Mee, R. W., 74, 650
Meehl, P., 433
Meehl, P. E., 202, 247, 254, 378, 379, 380, 400,

535, 536, 649

Mehrabian, A., 354
Mehta, P. D., 624, 626
Meier, P., 556
Melton, B., 678
Melton, G. B., 189, 195, 202
Meltzoff, J., 232
Mena, I., 309
Mendelsohn, G. A., 354
Mendez, M., 295
Mennemeier, M., 309
Meredith, W., 452, 453, 456, 458, 471, 473, 474
Mermelstein, R. J., 680
Merry, J., 421
Mershon, B., 152
Mertens, D. M., 342
Messick, S., 433
Mesulam, M., 310
Metha, P. D., 453
Metz, C. E., 198
Meudell, P. R., 305
Meyer, B., 299
Meyer, J. P., 359, 549
Meyers, P., 264
Mg, R. T., 182
Micceri, T., 36, 569, 638
Michalski, G. V., 341
Michels, K. M., 31, 124, 498
Michie, C., 204, 205
Miezen, F. M., 311
Milano, R., 259
Milberg, W. P., 301
Milgram, S., 388
Miliken, G. A., 453, 457, 460
Miller, B. L., 309
Miller, G. A., 306
Miller, H., 205
Miller, J., 303
Miller, L. C., 71
Miller, R. G., 231
Miller, S. M., 247
Miller, T. Q., 248, 255
Milligan, G., 173, 175
Milligan, G. W., 124, 138, 170, 171, 172, 173,

174, 175, 176, 177, 178, 179, 180
Millon, T., 203, 382, 410
Mills, K., 299
Milner, J. L., 559
Minamoto, H., 305
Miner, R. A., 381
Mintz, J., 250
Miranda v. Arizona, 191
Mirkin, B., 177
Mishkin, M., 302
Mislevy, R., 58
Mislevy, R. J., 440
Mitchell, G. W., 309
Mitchell, P., 665
Mitchell, S., 301
Mitter, P., 558
Mittleman, M. A., 201
Miyata, Y., 305
Miyazaki, Y., 462
Miyoshi, T. J., 558, 561
Moberg, P. J., 293
Moeschberger, M. L., 576
Mohr, D. C., 259
Mohr, L. B., 325
Mojena, R., 178

Mojtabai, R., 558
Molenaar, I., 439, 470, 476
Molenaar, I. W., 681
Molenaar, P. C. M., 599, 629
Molenberghs, G., 95, 453, 471, 476
Moller, H., 299
Monahan, J., 192, 196, 197, 198, 199, 201, 

202, 204
Monahan, J. L., 303
Monchi, O., 310
Monfort, A., 585
Monks, A. P., 182
Monroe, S. M., 561
Mooijart, A., 629
Moore, L., 203
Moray, N., 300, 301
Morey, L. C., 180, 380, 381, 382, 386, 393,

394, 397
Morgan, S. L., 130, 133, 333
Morganstern, H., 559
Morgenthaler, S., 34
Moring, J., 196
Morley, L., 562
Morrell, M. J., 300
Morrell, W., 555
Morris, G. L., 300
Morris, J. D., 256
Morris, J. S., 310
Morris, R. G. M., 273
Morrison, D. F., 591
Morse, B. J., 525
Moscovitch, M., 291
Moss, H. E., 293
Mossholder, K. W., 358
Mossman, D., 198
Mosteller, F., 34, 42, 50, 52, 281, 551, 628, 648
Mountz, J. M., 309
Moussa, M. A. A., 564
Moustaki, I., 679
Mowbray, C. T., 329
Muchinsky, P. M., 548
Mueller, T. I., 560
Mueller, W. M., 300
Muenchow, S., 323, 339, 344
Mukherjee, B. N., 413
Mull, B., 298
Mullooly, J. P., 246
Mulloy, J. M., 401
Mulvey, E. P., 196, 197, 198, 199, 201, 202
Mulvihill, J. J., 487
Munn, N. L., 273
Munsterberg, H., 189
Munz, D. C., 358
Munzel, U., 74
Muraki, E., 440
Murdoch, L. L., 195, 196, 197, 198, 199, 

200, 202
Murnane, R. J., 569
Murphy, G. E., 564
Murphy, L. L., 430
Murphy, M., 562
Murphy, S. T., 303
Murray, D. M., 250
Murray, H. A., 383
Murray, J., 452
Murro, A. M., 300
Murtagh, F., 165
Musselman, D. L., 259

schi_ind.qxd  9/6/02  2:50 PM  Page 696



Author Index 697

Muthén, B., 88, 92, 93, 107, 624, 626, 
665, 680

Muthén, B. O., 92, 93, 453, 615, 625, 
627, 629

Muthén, L., 665, 680
Muthen, L. K., 92, 93, 453, 462, 463
Myers, J. L., 126, 139
Myers, R. H., 518
Myers, T. G., 182
Myrtek, M., 306
Myung, J., 272

Naatanen, R., 304
Nachtsheim, C. J., 485, 504
Nadeau, S., 299
Nadeau, S. E., 306, 307, 308, 309, 312
Nadel, L., 291
Nagamine, T., 303
Nagin, D., 463
Nagy, J., 294
Nanada, H., 433
Nanna, M. J., 649
Nasby, N., 601
Nasrallah, A., 575
Nathan, M., 309
Nathan, P. E., 556, 564
National Council on Measurement in Education,

193, 433
National Research Council, 545
Nau, S. D., 217
Navon, D., 303
Neale, J. M., 260
Neale, M. C., 92, 453, 462, 627
Nealey, J. B., 257
Neesmith, D. H., 558
Nelder, J. A., 451
Nelson, F. D., 509, 510
Nelson, P., 647
Nemanick, R. C., 358
Nemeroff, C. B., 259
Nesselroade, J. J., 469
Nesselroade, J. R., 448, 452, 465, 466, 469, 470,

471, 599
Neter, J., 485, 504
Neumann, R., 424
Nevitt, J., 626, 627
Newcomer, K. E., 236, 338
Newton, M. R., 303
Neyman, J., 39
Ngu, L. Q., 257
Niaura, R., 246, 247, 248, 249
Nicassio, P., 259
Nicholls, T. L., 196, 198
Nichols, M. E., 300
Nicholson, R., 192
Nicholson, R. A., 558
Nieh, K., 443
Nimsky, C., 312
Nithi, K., 299
Nobre, A. C., 305
Noll, D. C., 310
Nordby, H., 301
Norman, W. T., 379
Norton-Ford, J. D., 232
Norusis, M. J., 34
Novaco, R. W., 196
Novick, M. R., 434
Nowlis, V., 352, 358

Nunnally, J., 155, 163
Nunnally, J. C., 392, 400
Nyberg, L., 308, 310
Nygren, T. E., 636

Oakes, D., 561, 576
Oakes, M., 535, 536, 537, 538
Oberlander, L., 191
O’Brien, R. G., 67
Obrist, P., 306
Ocasio, B. P., 538, 539
Ochs, L., 562, 563
O’Connor, P. M., 182
O’Connor, W. A., 202
Oder, W., 309
O’Donnell, B. F., 303
O’Donnell, K., 259
Ogloff, J. R. P., 196, 198
Okacha, C. I., 310
Okada, A., 166
Okifuji, A., 256, 260
Okita, T., 305
Olbrisch, M. E., 265
O’Leary, K. D., 513
Olejnik, S., 36
Olkin, I., 539, 544, 545, 546, 597
Ollendick, T. H., 263
Ollinger, J. M., 311
Olsen, M. K., 99, 102, 103, 104
Olsen, R. J., 569
Olson, C. L., 135
Olson, D. H., 410
Olton, D. S., 272, 273
O’Malley, S. S., 215
Onken, L., 217
Oram, M. W., 290
O’Rourke, K., 597
Orrison, W. W., 312
Ortony, A., 352
Osborn, E., 555
Osburn, H. G., 543, 544, 546
Ossorio, A. G., 409
Ost, L., 232
Ottens, J., 41
Otto, R. K., 189, 190, 192, 193, 202
Overmier, J. B., 255
Owen, M., 584

Paap, K. R., 52, 53, 54
Pachana, N. A., 309
Packer, I., 189
Padia, W. L., 601
Pallardo, F., 299
Palmieri, M., 299
Palumbo, B., 309
Palumbo, R., 309
Pan, J., 675
Pan, J. W., 309
Paniak, C., 294
Pannekoek, J., 665, 669
Panter, A. T., 410, 411, 412, 423
Papanicolau, A. C., 300, 305, 306, 307, 308, 309,

310, 311, 312
Park, J., 302
Park, S. C., 309
Park, T. L., 262
Parker, G., 665
Parloff, M. B., 216, 222

Parnetti, L., 309
Parrish, T. B., 310
Parsons, C. K., 385
Parsonson, B. S., 597
Parzen, E., 585
Pascual-Leone, A., 297, 299
Pashler, H., 302, 303
Patrick, D. L., 246
Patton, M. Q., 340, 341
Paty, J., 260
Paty, J. A., 248, 602
Paul, G. L., 229
Paulesu, E., 308
Paulhus, D. L., 366
Paull, K. D., 182
Paus, R., 297, 298
Paus, T., 297, 298
Pawson, R., 328
Pearlman, K., 546, 549
Pearson, E. S., 39, 649
Pearson, K., 13, 246
Peck, J., 259
Pedersen, W. C., 71
Pedhazur, E. J., 502, 510
Peirce, C. S., 39, 40
Pekkonen, E., 305
Pelliccioli, G. P., 309
Pennebaker, J. W., 252
Pennell, P. B., 300
Pentz, M. A., 625, 628, 629
Perani, D. C., 306, 308, 309, 310
Perel, J. M., 563
Perez, W., 248
Perrett, D., 290
Perrett, D. I., 290
Perrin, B., 338
Perry, D., 312
Peters, L. H., 548
Petersen, S. E., 311
Peterson, A., 250, 452
Peterson, G. W., 388
Petkova, E., 524, 555
Petoskey, M. D., 36
Petraitis, J., 564
Petrides, M., 308
Petrila, J., 189, 195, 202
Petten, C., 308, 310
Petty, M. M., 548
Pezer, N., 305
Pfefferman, A., 471
Pfeffermann, D., 678
Pfennig, J., 352, 353
Phelps, M. E., 307
Phillips, N., 411, 416, 417, 420, 421
Philpot, M., 309
Piaget, J., 674
Piatetsky-Shapiro, G., 182
Picard, R. W., 602
Piccinin, A. M., 89, 90, 91, 94, 96, 106
Pickar, D., 310
Pickles, C. D., 304
Picton, T., 306
Picton, T. W., 304
Pierce, G. R., 253
Pierce, W. A., 586
Pilkonis, P. A., 222
Pincus, A. L., 407, 408, 409, 410, 411, 412, 414,

421, 422, 423

schi_ind.qxd  9/6/02  2:50 PM  Page 697



698 Author Index

Pine, D. S., 301
Pinherio, J. C., 453, 476, 477
Pitts, S. C., 333, 490, 496
Platt, J. R., 214, 293
Please, N. W., 649
Plomin, R., 253
Plummer, B. A., 601
Plummer, W. D., Jr., 564
Plutchik, R., 408, 410, 424
Pocony-Seliger, E., 443
Podani, J., 170
Podreka, I., 309
Poeppel, D., 312
Poeters, R., 297
Pogue-Geile, M., 256
Pohlman, J., 548
Poldrack, R. A., 291, 308, 310
Policello, G. E., II, 74
Polich, J., 303, 304
Polson, M. J. R., 296
Poon, W.-Y., 629
Pope, K. S., 225, 227
Pope, M. K., 253
Porcia, E., 584
Porges, S., 306
Port, S. C., 521
Porter, L., 260
Porter, M. R., 259
Posavac, E. J., 255
Posner, S. F., 675
Post, R., 299
Postle, B. R., 310
Pothoff, R. F., 470
Potter, D. D., 304
Pouget, J., 171
Poulton, J. L., 253
Pouthas, V., 305
Poythress, N., 192
Poythress, N. G., 189, 195, 202
Prasada, S., 302
Pratkanis, A. R., 339
Prediger, D. J., 410, 417
Preece, M. A., 451
Premack, S., 548
Prentice, D. A., 323, 325, 326, 328, 337
Prentice, R. L., 557, 576
Presciutti, O., 309
Prescott, C. A., 458, 469
Preskill, H., 343
Press, S. J., 49
Pressley, M., 370, 371
Presson, C. C., 626
Price, C. J., 308, 309
Price, D. J., 294
Price, L. H., 301
Prien, R. F., 550, 561, 571
Prigerson, H. G., 256
Proschaska, J. O., 247, 248, 560, 589
Pruyn, J. P., 564, 565
Pruzansky, S., 167, 171
Pruzinsky, T., 221
Puce, A., 305, 310
Pukkila, T. M., 585
Pulver, A. E., 678
Pulvermuller, F., 312
Punj, G., 173
Putcha, A. D., 71
Putnam, P., 360

Qu, Y., 680
Quinsey, V. L., 196, 198, 199, 200, 202
Quiroz, A. J., 179
Quisling, R. G., 309
Quitkin, F. M., 301

Rabin, B. S., 258
Rabinowicz, E., 301
Radonovich, K., 310
Raeburn, S. D., 219
Raedler, T., 310
Raedler, T. J., 310
Rafal, R., 294
Raftery, A. E., 174
Raghavan, P., 182
Ragusea, S. A., 237
Rahe, R. H., 390
Raichle, M. E., 308, 310
Raij, T., 312
Rainey, C. A., 301
Rajaratnam, N., 433
Raju, N. S., 543, 544, 546
Rama, P., 310
Ramakrishnan, R., 182
Ramsey, J., 475
Ramsey, P. H., 643, 649
Ramsey, S. D., 264
Rand Corporation, 283
Randall, P. H., 304
Randles, R. H., 650
Ranieri, W. F., 381
Rankin, E. D., 600
Rantakallio, P., 196
Rao, C. R., 452, 470
Rao, S. M., 300
Rapee, R. M., 227
Rapoport, J. L., 310
Rapp, B., 295
Rapson, R. L., 424
Räsänen, P., 196
Rasch, G., 434, 439, 636
Rasmus, M. B., 310, 311
Rasmussen, E., 181
Raudenbush, S. W., 335, 453, 460, 462, 465,

629, 680
Rauschenberger, J. A., 503
Raykov, T., 452, 470
Rayman, P., 561
Raymer, A., 293
Read, N. W., 601
Read, T. R. C., 668
Reboussin, B. A., 678, 679
Reboussin, D. M., 678, 679
Rechardt, C. S., 328
Redding, C. A., 583, 588, 590, 599, 665
Redman, S., 251
Reed, D. A., 259
Rees, G., 310
Reese, K., 297
Reichardt, C. S., 325, 327, 332
Reichardt, L. S., 331
Reid, D. B., 366
Reiman, E. M., 308, 310
Reinsel, G. C., 582, 585, 586
Reise, S. P., 430, 435, 436, 439, 440, 441, 442
Reiss, D., 253
Renault, B., 305
Rennie, C., 304

Reno, R. R., 34, 486, 487, 498
Rescorla, R. A., 279
Resnick, M. D., 670
Retzlaff, P., 386
Revenstorf, D., 232, 233
Reynolds, A. J., 332, 333
Reynolds, C. F., 256
Reynolds, K., 487, 498
Rezai, K., 309
Reznikoff, M., 555
Rhodewalt, F., 253
Ribinstein, L. V., 564
Ribisl, K. M., 329
Ricci, A., 307
Rice, G. T., 196, 198, 199, 200, 202
Rice, M. E., 196, 197, 198, 200, 202
Richards, F. J., 451
Richardson, H. S., 340
Richardson, M. W., 432
Richardson, W. S., 263
Richmond, R., 583, 588, 590, 599
Riddoch, M. J., 291
Rihs, F., 300
Rinck, C. M., 359
Rindskopf, D., 667
Rindskopf, D. M., 332
Ringelstein, E. B., 300
Ripley, B. D., 58
Rips, L., 168
Rips, L. J., 561
Rissanen, J., 585, 587, 589
Ritter, C., 573
Ritter, W., 306
Ritterband, L. M., 256, 260
Rizzolatti, G., 302
Robbins, P. C., 196, 197, 198, 199, 201, 202
Roberts, L. J., 232, 233
Roberts, M. C., 305
Roberts, M. M., 96
Roberts, R., 309
Roberts, R. C., 304
Roberts, T. P., 312
Robertson, L. C., 294
Robins, E., 294
Robins, R. W., 369
Robinson, E., 221
Robins-Wahlin, T. B., 308
Robles, T. F., 256
Robson, P., 218
Roby, J., 297
Roche, A., 452
Roderick, M., 561
Rodriguez, M., 251, 252
Roed, J. C., 135
Roese, N. J., 549
Rog, D. J., 236
Rogers, H. J., 438, 441
Rogers, R., 189, 190, 203, 205, 206
Rogosa, D., 452, 471
Rohrbaugh, J. W., 304
Rolls, E. T., 290
Romano, J., 261
Romney, D. M., 410, 412
Ronchetti, E. M., 77, 628
Rooney, B. L., 250
Roper, S. N., 309
Rose, J. S., 626
Rose, S. E., 310

schi_ind.qxd  9/6/02  2:50 PM  Page 698



Author Index 699

Rosel, J., 590
Roseman, J. M., 252
Rosen, A., 378
Rosenbaum, E., 559
Rosenbaum, P. R., 332, 333
Rosenberg, W., 263
Rosenbloom, M. J., 471
Rosenstock, I. M., 487
Rosenthal, R., 334, 539, 544, 545
Rossi, F., 299
Rossi, J. S., 560, 589
Rost, J., 442
Roszell, P., 566
Roth, J., 338, 339
Roth, L. H., 196, 197, 198, 199, 201, 202
Rothi, L. J., 293
Rothkopf, E. Z., 166
Rothman, A. J., 247, 248
Rothwell, J., 298, 299
Rounds, J., 408, 410, 411, 412, 414, 423
Rousculp, S. S., 664, 674, 675
Rousseeuw, P. J., 76, 77, 84, 130, 132, 133,

182, 628, 
Rovine, M. J., 629
Rowe, W., 60
Rowley, H. A., 312
Roy, K., 665
Roy, S. N., 470
Rozeboom, W. W., 536
Rubin, D., 430, 439
Rubin, D. B., 88, 89, 91, 93, 108, 325, 329, 332,

333, 342, 452, 462, 506, 544, 545, 563,
600, 615, 627, 664, 665, 666, 668, 669,
677, 680, 681

Rubin, J., 173
Rubinstein, L. V., 182
Rubio, B., 299
Ruchkin, D. S., 306
Rudy, T. E., 258, 262
Rugg, D., 562
Rugg, M. D., 304, 306, 310
Ruhrmann, S., 299
Ruiz, J. M., 251, 254, 256, 257, 260
Ruiz, M., 237
Ruiz, M. A., 409, 411, 412, 421
Rulon, P. J., 432
Rusbult, C. E., 410, 411, 412, 423, 513
Ruscio, A., 323
Rush, A. J., 227, 236, 550
Rushton, J. P., 370, 371
Rushworth, M., 298
Russell, B., 39
Russell, E. W., 295
Russell, J. A., 352, 353, 354, 355, 358, 362, 363,

364, 365, 369, 370, 371, 372, 409, 410,
412, 423, 424

Russell, M. A., 589
Ryan, T. P., 485
Ryff, C. D., 261
Rypma, B., 310
Ryu, Y. H., 309

Saab, P. G., 263
Sackett, D. L., 263
Sadek, J., 307
Sadek, J. R., 310
Salekin, R., 205
Salovey, P., 353, 359, 362, 363, 364, 365, 410

Salsburg, D. S., 34
Salzberg, S. L., 182
Samejima, F., 442, 679
Samuelson, P., 40
Samuelson, R. J., 272, 273
Sandberg, D. A., 199, 201
Sanderson, W. C., 225, 227
Sandland, R., 470
Sandland, R. L., 451
Sandson, J., 291
Sanna, L. J., 331
Sansone, C., 575
Sanson-Fisher, R. W., 251
Santens, P., 308
Santner, T. J., 564
Sarason, B. R., 253
Sarason, I. G., 253
Sarter, M., 305
SAS Institute, 57, 601
Sato, S., 297
Satorra, A., 92, 615, 616, 617, 626, 629
Sattath, S., 167
Satz, P., 296
Saucier, G., 97
Sausville, E. A., 182
Sawada, Y., 306
Sawilowsky, S., 70
Sawilowsky, S. S., 638, 649
Sayer, A. G., 453, 462, 470
Scammon, R. E., 448
Schachter, S., 589
Schacter, D. L., 291, 304
Schaefer, E. S., 407, 409
Schaefer, R. L., 517
Schafer, J. L., 89, 90, 91, 93, 94, 95, 96, 98, 99,

100, 102, 103, 104, 106, 107, 108, 109,
329, 506, 627, 667, 678

Schairer, C., 487
Schalling, D., 204
Scharff, L., 256
Scheich, H., 305
Scheines, R., 629
Scheirer, M. A., 338
Schell, A. M., 305
Schellberg, D., 555
Schenker, N., 91
Schlosberg, H., 352
Schmidt, F. L., 181, 534, 535, 536, 537, 538, 539,

540, 541, 542, 543, 544, 545, 546, 547,
548, 549, 550, 551, 597

Schmidt, J. A., 409, 412
Schmidt McCollam, K. M., 431, 443
Schmitt, N., 503
Schmitz, B., 599
Schnabel, K. U., 626
Schneider, B. A., 272, 277
Schneider, J. A., 219
Schneider, W., 311
Schneiderman, N., 263
Schoendorf, K., 192, 193
Scholz, M., 305
Schrader, R. M., 68
Schramm, J., 305
Schroeder, C. M., 323, 325, 326, 328
Schroth, G., 300
Schuler, R. S., 548
Schulsinger, F., 196
Schum, D. A., 40

Schumacher, E. H., 308
Schumacker, R. E., 626, 629
Schwartz, C. E., 259
Schwartz, G., 585, 587
Schwartz, G. E., 241, 308
Schwartz, J. E., 248, 257, 260
Schwartz, M. A., 381
Schwarz, N., 369, 370, 371, 372
Schwent, V. L., 304
Scott, D. W., 34, 41
Scriven, M. S., 338, 339
Scudiero, D. A., 182
Searle, S. R., 16
Seber, G. A. F., 448, 451, 465, 475, 476
Sechrest, L., 34
Sedlmeier, P., 534
Seever, M., 359
Segui, J., 302
Seligman, M.E.P., 235
Selnes, O. A., 292, 295
Seltzer, G. B., 564
Seltzer, M. H., 335
Seltzer, M. M., 564
Semple, J., 310
Sen, P. K., 80
Senchak, M., 513
Senin, U., 309
Serlin, R. C., 597
Severson, H., 246
Sewell, K., 205
Seyal, M., 298
Shadish, W. R., 236, 250, 325, 328, 329, 330, 331,

332, 333, 342
Shah, N. J., 301
Shah, S. A., 194
Shallice, T., 292, 294
Shane, G. S., 549
Shank, G., 41
Shankweiler, D., 301
Shannon, F. T., 558, 559
Shapiro, A., 616
Shapiro, D., 306
Shavelson, R. J., 433, 624
Shaw, E., 197
Shea, M. T., 222
Shear, P. K., 300
Sheather, S. J., 649
Shedden, K., 680
Shelley, C., 40
Shenton, M. E., 303
Shepard, R. N., 166
Sheridan, B., 440
Sherman, S. J., 626
Sherwood, C. C., 564
Shevell, S. K., 561
Shew, M., 670
Shibasaki, H., 303
Shiffman, S., 248, 260, 561, 602
Shiffman, S. S., 369, 370, 371, 372
Shimamura, A. P., 294
Shin, R. K., 310
Shoda, Y., 247
Shoham, V., 225, 227
Shotland, L. I., 297
Shotland, R. L., 331, 340
Shpaed, R. N., 408
Shukla, S. S., 307
Shyu, M. J., 48

schi_ind.qxd  9/6/02  2:50 PM  Page 699



700 Author Index

Sibson, R., 173
Sides, J. K., 220
Sidman, M., 277, 279, 294
Sidney, S., 252
Siebner, H. R., 297, 299
Siegel, S., 116
Sieving, R. E., 670
Sijtsma, K., 627
Sikes, J., 323, 324
Silberman, G., 342
Silver, E., 196, 197, 198, 199, 201, 202
Silvestrini, M., 299
Simes, R. J., 331
Simmons, A., 310
Simon, H., 42
Simonoff, J. W., 130, 133
Simons, A. D., 561
Simonsen, E., 203
Simonton, D. K., 464, 585, 595, 597, 601
Simos, P. G., 300, 312
Singer, B., 261, 556
Singer, J. D., 453, 531, 561, 563, 564, 568, 569,

571, 572, 573, 574, 576
Sivakumar, K., 310
Skinner, B. F., 272, 273
Skinner, C., 678
Skinner, H. A., 179, 180, 380, 390, 402
Skinstad, A., 564
Slasor, P., 457
Sliverman, 475
Sliwinski, M., 471
Slobogin, C., 189, 192, 195, 202
Small, W. W., 273
Smievoll, A. I., 301
Smith, C., 259
Smith, E. E., 308
Smith, F. J., 256, 260
Smith, G. A., 310
Smith, H., 352, 353, 370, 485
Smith, J., 381
Smith, J. R., 300
Smith, M. L., 36, 56, 323, 342, 344, 539, 543,

544, 597
Smith, P. C., 394
Smith, P. L., 465
Smith, T. W., 251, 252, 253, 254, 256, 257, 259,

260, 262
Smyth, P., 182
Snapp, M., 323, 344
Sneath, P. H. A., 166, 170, 175, 177
Snedecor, G. W., 4, 545
Snidman, N., 664
Snijders, T. A. B., 459, 460, 625
Snook, S. C., 148
Snow, D., 259
Snow, M., 589
Snow, M. G., 560
Sobel, M. E., 622, 627
Sokal, R. R., 166, 170, 177
Sokol, L. M., 173, 180
Soldz, S., 421
Solomon, R. L., 589
Somers, M. J., 572
Somes, G. R., 555
Somoza, E., 198
Sörbom, D., 92, 95, 333, 412, 413, 460, 623,

626, 663

Sotsky, S. M., 222
Späth, M., 170
Spatt, J., 309
Speed, F. M., 16
Spellacy, F., 301
Spence, K. W., 278
Spence, M. A., 457
Spencer, D. D., 305
Sperry, R. W., 302
Spiel, C., 663
Spinks, R., 304
Spitzer, R. L., 228, 294
S-Plus, 182
Sprent, P., 80
Springer, S. P., 300, 301
SPSS, Inc., 57, 139, 601
Spurrier, J. D., 73
Squire, L. R., 293, 294, 303, 304
Squires, N. K., 304
Srivastava, S., 368
St. Ledger, R. J., 562
St. Pierre, R. S., 332
Staat, W., 39
Stadian, E., 294
Stahel, W. A., 77, 628
Stangl, D., 561, 571
Stangor, C., 43, 45, 46, 48, 50
Stanley, J. C., 215, 325, 330, 332
Steadman, H. J., 196, 197, 198, 199, 201, 202
Steer, R. A., 381, 430
Steers, W. N., 410, 411, 412, 423
Steiger, J. H., 159, 408, 410, 413, 618, 619
Stein, C., 72
Stein, J. A., 625
Steininger, P., 558, 562, 571
Steinmetz, H., 301
Stephan, C., 323, 324
Steptoe, A., 306
Stern, H. S., 664, 668, 669, 681
Stern, Y., 296
Stets, J. E., 513
Stevens, J., 331, 510
Stevens, J. P., 127
Stevens, S. S., 52, 637
Stevens, V. J., 246, 556, 557, 575
Stevenson, J., 301
Stewart, D. W., 173
Stewart, J. W., 301
Stewart, L., 299
Stice, E., 555
Stiegler, S. M., 452
Stigler, S. M., 336
Stiles, W. B., 260
Stimson, J. A., 457
Stine, R., 626
Stock, W. A., 44
Stoff, D., 203
Stokic, D. S., 305
Stone, A. A., 248, 257, 260, 356, 359, 369, 370,

371, 372, 602
Stone, C. J., 521
Stone, M. H., 430, 439
Stoolmiller, M., 558, 572
Storms, G., 181
Stoto, M. A., 638
Stoup, W. W., 453, 457, 460
Strack, F., 369, 370, 372, 424

Strack, S., 181
Strafella, A., 297, 298
Strand, S., 201
Strauss, M. E., 253
Strenio, J.L.F., 628
Stringer, A. Y., 300
Strober, M., 555
Strong, E. R., 378
Strupp, H. H., 215, 225, 230
Strycker, L. A., 624, 626
Studdert-Kennedy, M., 301
Studts, J., 256, 260
Stueve, A., 196
Sturzenegger, M., 300
Subel, D., 264
Suberi, M., 302
Sudler, N. C., 261
Sudman, S., 370, 371, 562
Sue, S., 225, 227
Sugawara, H. M., 615, 626
Sugita, M., 305
Suh, C. S., 215
Sullivan, E. V., 471
Sullivan, L., 196
Sullivan, P. F., 40, 665
Sullivan, S. D., 264
Sum, J. M., 300
Suppes, P., 635
Sutton, S. K., 305
Sutton, S. R., 247, 248, 556
Suwazono, S., 303
Swaminathan, H., 438, 441, 585, 595
Swan, G. E., 560
Swan, S. R., 556
Swanson, C., 513
Swanson, H. L., 181
Swanson, J., 196, 199, 202
Swanson, J. W., 196
Swanson, S.J., 300
Swartz, A., 560
Swartz, M., 196, 199, 202
Swayne, D. F., 58
Sweet, J. A., 512
Swift, W., 583, 588, 590, 599
Swinburn, K., 308
Swinney, D., 293, 294
Syed, G. M., 310

Tabachnik, B. G., 115, 118, 125, 126, 127, 128,
129, 130, 131, 132, 133, 136, 137, 138,
139, 140, 420

Tabor, J., 670
Tachibana, H., 305
Takeda, M., 305
Talairach, J., 307
Taljaard, F. J., 305
Tamhane, A., 74
Tamney, T., 305
Tan, M., 680
Tan, W. Y., 649
Tang, M.-L., 627, 628
Tang, M. X., 296
Tanner, J. M., 449, 450, 451, 465
Tanner, M. A., 94
Tannock, R., 301
Tanur, J. M., 49
Tarducci, R., 309

schi_ind.qxd  9/6/02  2:50 PM  Page 700



Author Index 701

Tarkka, I. M., 305
Tartier, V., 301
Task Force on Statistical Inference, 490, 

536, 643
Tassinary, L. G., 303, 305
Tatterson, J. W., 96
Taylor, B. J., 89, 90, 92, 96, 108
Taylor, C., 555
Taylor, C. B., 555
Taylor, J. G., 310
Taylor, J. M. G., 628
Taylor, K. W., 305
Taylor, M. J., 306
Taylor, S. E., 328
Telch, C. F., 219
Tellegen, A., 259, 352, 353, 354, 355, 356, 357,

358, 359, 362, 363, 364, 366, 370, 371,
372, 409, 410, 412, 430

Temple, J. A., 332, 333
Tenke, C. E., 301
Tennen, H., 248, 257, 260
Terborg, J. R., 548
Tercyak, K. P., 265
Tett, R. P., 549
Teuber, H.-L., 292, 298
Thagard, P., 40
Thase, M. E., 561
Thayer, R. E., 359, 410
Theil, H., 80, 525
Theimann, S., 564
Theodore, W. H., 308
Therneau, T. M., 556, 576
Thiemann, S., 67, 72, 79
Thissen, D., 451, 452, 465
Thomas, S. L., 625
Thompson, B., 144
Thompson, C., 297
Thompson, C. W., 453
Thompson, D. C., 246
Thompson, K., 71
Thompson, P. A., 124
Thornberry, T., 202
Thorndike, E. L., 272, 273
Thurstone, L. L., 379, 391
Tiao, G. C., 582, 585
Tierney, L., 58
Tiihonen, J., 196
Tilley, N., 328
Timm, N. H., 16
Tinbergen, N., 272
Tindale, R. S., 255
Tisak, J., 458
Tisak, M. S., 458
Tobena, A., 555
Tobler, N., 597
Tochluk, S., 254
Toller Lobe, G., 294
Tomkins, S. S., 589
Toone, B. K., 310
Tormos, J. M., 297, 299
Torres, R. T., 343
Tournoux, P., 307
Towell, A. D., 303
Towey, J., 301
Tracey, T. J., 408, 410, 411, 412, 414, 423, 424
Tracey, T. J.G., 409, 410, 411, 412, 414, 415,

423, 424

Tracy, A. J., 674, 681
Trainor, R. J., 310
Tranel, D., 296, 305
Trapnell, P., 411, 416, 417, 421, 423, 424
Trapnell, P. D., 253
Traub, R. E., 430, 432
Travis, T., 189
Trenerry, M. R., 300
Triandis, H. C., 326
Triggs, W. J., 299
Trimble, J. L., 308
Trobst, K. K., 253, 407, 409, 424
Trompetto, C., 299
Truax, K. M., 410
Truax, P., 233
Trussel, J., 569
Tryon, W. W., 401
Tsai, W. Y., 296
Tsay, R. S., 585
Tucker, D., 305
Tucker, L. R., 452, 464
Tufte, E. R., 42, 44
Tukey, J., 636, 648
Tukey, J. W., 13, 34, 35, 36, 41, 42, 44, 49, 50, 52,

58, 76, 135, 276, 334, 335, 439, 628
Tulving, E., 308
Tuma, N. B., 556, 561
Tunstall, C., 562
Tupes, E. C., 379
Turk, D. C., 256, 262, 258, 260
Turlach, B. A., 41
Turna, N., 451, 472
Turnbull, B. W., 561
Turner, C. W., 255
Turner, J., 261
Turner, J. A., 259
Turner, L., 261
Turner, M. E., 470
Turner, R., 310
Turpin, G., 306
Tversky, A., 167, 635
Tyler, L. K., 293

Udry, J. R., 670
Ullman, J. B., 619, 625
Umilta, C., 302
Ungerleider, L. G., 308, 310
Upton, G. J. G., 415, 419, 420
Urbina, R. A., 310
Urbina, S., 432, 433
Urquhart, N. S., 16
Urry, V. E., 534, 538
Uthurusamy, R., 182

Vaidya, C. J., 310
Vaidya, J., 410, 412
Vaidya, J. G., 352, 353, 354, 355, 357, 358, 362,

364, 367, 368, 372
Valls-Sole, J., 297, 299
van Buuren, S., 598
van de Pol, F., 665, 669, 674
Van den Oord, E. J., 626
van der Heijden, 678
Van Gorp, W., 295
Van Laere, K., 308
Van Mechelen, I., 181
Van Ness, J. W., 173

van Osdol, W. W., 182
Van Petten, C., 304
Van Roost, D., 305
van Zomeren, B. C., 76, 84, 130, 132, 133
Varney, N. R., 309
Velicer, W. F., 156, 560, 583, 585, 588, 589, 590,

593, 595, 597, 599, 600, 601, 665, 674
Velleman, P., 42
Velleman, P. F., 49
Venables, P. H., 306
Venables, W. N., 58
Verbeke, G., 95, 453, 471, 476
Verfaellie, M., 291, 301, 305
Verhulst, F. C., 571
Vermunt, J. K., 665, 679, 680
Vingerhoets, G., 308
Virtanen, J., 305
Visser, P. S., 354, 408, 410, 411, 412, 423
Viswesvaran, M., 181
Viswesvaran, V. N., 182
Vogt, M., 246
Vogt, T. M., 246
von Bertalanffy, L., 243, 451, 477
von Cramon, D. Y., 305
von Monakow, C., 295
Vonnahme, P., 52, 53

Wadden, T. A., 246, 247, 248, 249, 250
Wagner, A. D., 291, 300, 310
Wagner, C. C., 409, 412
Wainer, H., 42, 55, 452, 489
Walker, E., 558, 562, 571
Walker, L. M., 357, 367
Walker, W., 309
Wall, M. M., 629
Walla, P., 304
Wallace, R. B., 262
Wallston, K., 259
Walsh, B. T., 555
Walsh, V., 298
Walton, M. A., 329
Waltz, J., 249
Wan, C. K., 257
Wang, W.-C., 442
Wanous, J. P., 548
Warburton, E., 308
Ward, C. C., 410
Ward, J. H., Jr., 173, 175
Ward, J. J., 259
Ward, M. M., 560
Warrington, E. K., 295
Washburn, M. F., 272
Washington, D. O., 195, 196, 197, 198, 199,

200, 202
Wasserman, D. A., 558, 563, 573, 574
Wasserman, E., 297, 299, 300
Wasserman, E. M., 297
Wasserman, S., 181
Wasserman, W., 485, 504
Watel, L. G., 561
Waternaux, C., 555
Watkins, J. T., 222
Watson, D., 252, 253, 259, 351, 352, 353, 354,

355, 356, 357, 358, 359, 360, 361, 362,
363, 364, 366, 367, 368, 369, 370, 371,
372, 409, 410, 412

Webb, N. M., 433

schi_ind.qxd  9/6/02  2:50 PM  Page 701



702 Author Index

Weber, K., 253
Webster, C. D., 194, 198, 199, 200, 201, 202
Wechsler, D., 430
Weeks, D., 611
Weeks, D. L., 16
Weinberger, D. R., 310
Weinstein, E., 305
Weinstein, J. N., 182
Weinstein, N. D., 247, 248
Weisberg, H. I., 628
Weisberg, S., 34
Weiss, A., 354
Weiss, C. H., 340
Weiss, S. M., 241
Weissman, J., 299
Weissman, M. M., 550
Welch, W. J., 171
Well, A. D., 126, 139
Welsch, R. E., 134
Welsh, G. S., 386
West, D. J., 562
West, S. G., 34, 47, 133, 333, 453, 486, 487, 489,

490, 491, 496, 498, 499, 500, 502, 503,
504, 506, 522, 586, 624, 626, 627

Westfall, P. H., 70
Westlake, J., 457
Wets, S. G., 548
Wetter, M., 206
Wetzel, R. D., 564
Wexler, B. E., 301
Wexler, M. O., 410, 411, 412, 423
Wheaton, B., 566
Wheless, J. W., 300, 312
Whitehead, A. N., 39
Whitely, S. E., 438, 442, 443
Whitford, H. J., 74, 649
Whitney, D. R., 650
Wholey, J. S., 340
Widaman, K., 205
Widaman, K. F., 626
Widiger, T., 206
Wiese, D., 352, 353, 354, 355, 357, 358, 362, 364,

366, 368, 369, 372, 410, 412
Wiesen, C., 669
Wigdor, A. K., 549
Wiggins, C. J., 305
Wiggins, J. S., 253, 383, 387, 407, 408, 409, 410,

411, 416, 417, 420, 421, 423, 424
Wiggins, O. P., 381
Wilcox, 278
Wilcox, R., 34
Wilcox, R. R., 71, 73, 74, 76, 77, 78, 79, 80, 82,

83, 84, 232, 507, 628, 638, 647, 649
Wilcoxon, F., 650
Wild, C. J., 448, 451, 465, 475, 476
Wilding, E. L., 304
Wilhelm, K., 665
Wilk, M. B., 34
Wilkinson, L., 33, 34, 42, 51, 115, 117, 490, 536,

601, 643

Wilks, A., 44
Willard, D., 584
Willett, J. B., 452, 453, 462, 470, 531, 563, 564,

568, 569, 571, 572, 574, 576
Williams, C. M., 307
Williams, D. A., 225, 227, 263
Williams, E. A., 601
Williams, J. B. W., 228
Williams, P. G., 253, 265
Williams, R. B., 255, 262
Williams, R. H., 452
Williams, S. C., 310
Williams, W., 299
Williams, W. T., 170
Willmore, L. J., 300, 312
Willson, V. L., 582, 583, 585, 586, 589, 591, 593,

595, 597, 598
Wilson, C. L., 304
Wilson, D. B., 342, 537
Wilson, G. T., 232, 249, 555, 560
Wilson, M., 442
Wilson, S. J., 310
Winer, B. J., 31, 124, 498
Winkler, I., 305
Winokur, G., 575
Winship, C., 333
Winter, J., 307
Wise, R. J., 308
Wish, M., 167
Wishart, J., 451, 432
Wittes, R. E., 182
Wojciulik, E., 310
Wolf, A., 561, 569, 572, 573
Wolfe, D. A., 650
Wolfe, J. H., 173
Wolfinger, R. D., 453, 457, 460
Wong, D. S., 124
Wong, E., 310
Wong, M. A., 173
Wong, S., 250
Wong, S. P., 650
Wong, W. H., 94
Wood, F. B., 305
Wood, P., 599
Wood, P. A., 558, 561
Wood, P. K., 629
Wood, R. W., 323
Woodard, J. L., 300
Woodcock, J. R., 453, 458, 469, 476
Woodcock, R. W., 464, 469, 476
Woodward, C., 486, 487, 498
Woodward, L., 359
Woody, S. R., 225, 227
Worden M., 311
Wortman, P. M., 332, 545
Wothke, W., 89, 92, 96, 328, 627
Wotke, W., 453
Wright, B., 636
Wright, B. D., 430, 439
Wright, S., 457

Wright, T., 643
Wrightsman, L. S., 189
Wu, E. J. C., 363
Wu, X., 561
Wugalter, S. E., 665, 667, 668, 669, 674, 675,

677, 678, 680, 681

Xie, G., 92, 453, 462

Yamaguchi, K., 569, 570, 572
Yang, S., 647
Yang, Y., 71
Yang-Wallentin, F., 629
Yapundich, R., 309
Yaseen, Z., 299
Yau, L. H. Y., 250
Yeh, S. S., 326
Yen, I. H., 254
Yik, M. S. M., 354, 363, 364, 372, 410, 412, 423
Yonekura, Y., 303
Young, A., 290, 291
Young, A. W., 295
Young, F. W., 58
Young, M. A., 561
Young, S. S., 70
Youngjohn, J. R., 294
Yu, C. H., 58, 224
Yuan, K.-H., 615, 617, 625, 626, 627, 628
Yuen, K. K., 77
Yule, G. U., 641
Yun, L. S., 308
Yung, Y.-F., 626

Zaharevitz, D. W., 182
Zajonc, R. B., 303
Zakzanis, K. K., 308
Zamboni, G., 302
Zatz, M. S., 564
Zautra, A., 248, 257, 259, 260
Zavoina, W., 521
Zawacki, T., 307
Zeffiro, T. A., 308
Zeger, S. L., 451
Zeki, S., 310
Zeller, R. A., 457
Zhang, S., 626
Zhang, T., 182
Zhu, H.-T., 629
Ziemann, U., 299
Zigler, E. F., 323, 339, 344
Zimmer, C., 196
Zimmerman, D. W., 452, 638
Zola Morgan, S., 293
Zouridakis, G., 300, 312
Zubin, J., 177
Zuccini, W., 285
Zuckerman, M., 351, 352, 359, 361
Zumbo, B. D., 638
Zung, W. W., 381
Zurif, E., 293, 294

schi_ind.qxd  9/6/02  2:50 PM  Page 702



703

“Application of Scalar Timing Theory to
Individual Trials,” 285

Abduction. See Exploratory data analysis (EDA),
abduction and

Accessible missingness. See Missing at random
(MAR)

Ackerman-Schoendorf Scales for Parent
Evaluation of Custody
(ASPECT), 192, 193

Acquaintanceship effect, 368
Acquiescence, 371, 387, 397
Acquisition curves, 449
Activation map, 311
Acute stress disorder, 195
Add Health study, 670–673
Additive tree, 166–167
Additivity:

factor analysis and, 159
ordinal analysis and, 635–636
preparatory data analysis and, 125–127

ADDTREE, 167
Adolescent Alcohol Prevention Trial, 664, 675
Affect Adjective Check List (AACL), 359

Multiple AACL (MAACL), 351, 359, 360, 361,
364, 372

Affect Grid, 354
Agriculture, factorial design and, 21
Akaike information criterion (AIC), 587, 589, 669

consistent AIC (CAIC), 669
Alcoholism. See Substance abuse
Alcohol-Related Harm Prevention (AHP) project,

96–107
Algebra of expectations, 457
Algorithm:

agglomerative, 170, 182
branch-and-bound, 171
divisive, 171
EDA and, 44
expectation maximization (EM)

data analysis and, 88, 93–94, 100
LCA and, 665, 666, 667, 673, 676
SEM and, 615

optimization, 171
Aliases, 26
ALPHNORM, 93, 94, 107
Alzheimer’s disease, 293, 294

glucose metabolism and, 309
American Board of Forensic Psychology, 189
American Psychiatric Association, 382
American Psychological Association (APA):

animal learning and, 282
Board of Scientific Affairs of the, 551
Division of Health Psychology, 241
Experimental Publication System, 551
forensic psychology and, 189
hypermedia and, 59
meta-analysis and, 534, 535

outcome research and, 223, 225, 230
Task Force on Promotion and Dissemination of

Psychological Procedures, 225
Task Force on Statistical Inference, 33, 51

Amnesia:
ERP methods and 304–305
focal retrograde, 293

Amos:
data analysis and, 92, 93, 96
growth curve analysis and, 453
multiple regression and, 105–106

Amplitude, 421
Analogue study, 206
Analysis of covariance (ANCOVA):

multivariate ANCOVA (MANCOVA), 231
outcome research and, 231
program evaluation and, 332, 333, 335

causal analysis, 329
Analysis of variance (ANOVA), 29–31, 138–139

cell means and, 16
cluster analysis and, 179
EDA and, 34, 35–36

regression analyses, 37
two-way fit and, 50

experimental design and, 3–4
growth curve analysis and, 451
John Tukey and, 34
measuring personality and, 397
meta-analysis and, 540
multiple linear regression and, 492, 498
multivariate ANOVA (MANOVA), 57, 116,

117, 127, 179
normality and, 120
ordinal analysis and, 654

ordinal analysis and, 645, 649, 653, 657, 658
power and, 65
preparatory data analysis and, 116, 127

additivity, 125, 126
covariance, 127
heterogeneity of variance and, 134
homogeneity of variance, 124–125
independence of errors, 125, 126
sample size, unequal, 124–125
sphericity, 126

regression model and, 14–15
SEM and, 623, 628
survival analysis and, 572
time series analysis and, 591
See also Structural equation modeling (SEM)

Animal learning:
apparatus, choosing an, 274
boxes and, 272, 273–274
case study, 285–286
computers in, use of, 281–282

archives, 285
data analysis, 284, 285
experimental design, 282–283

Subject Index

literature and, 282
manuscripts, preparation of, 285
procedure, implementing, 283
theory development, 284–285

data analysis, 280
experimental designs

independent group, 278–279
problems with, 279–280
repeated measures, 279
single-subject, 279

mazes and, 272–273, 274
measuring independent/dependent variables,

275–277
overview, 271–272
vs. performance, 278
procedures, 277–278
results, explanation of, 280–281
selecting animals for, 274–275
specifying the problem, 272

Animal Learning and Behavior, 282
Animal research, health psychology and, 251,

255–256
Aplysia, 275
Artificial intelligence (AI), 40
Assertions, 40
Asymptotically distribution free (ADF), 616, 617
Attention-deficit disorder, 301
Attrition:

data analysis and, 88, 89, 96
listwise deletion and, 90
outcome research and, 226
program evaluation and, 329, 330

Autocorrelation, time series analysis and,
586, 587

Autoregressive integrated moving average
(ARIMA) models. See Time series
analysis, autoregressive integrated moving
average (ARIMA) models

Axiomatic measurement theory, 635

Bandwidth, 37
Baseline, 456

log-hazard profile, 568–569
Baxstrom v. Herold, 201, 202
Bayesian information criterion (BIC), 669,

677–678
Beck Depression Inventory (BDI):

acute/chronic illness and, 259
CTT and, 430
factor analysis and, 153
measuring personality and, 381

Behavioral Sciences and the Law, 189
Behavior therapy (BT), 218
Behavioural Processes, 282
Bell Laboratories, 34
Bentler-Weeks model, 624
Berkeley Growth Study, 449–450

schi_ind.qxd  9/6/02  2:50 PM  Page 703



704 Subject Index

Bias:
downward, 536
test, 387–388, 398

review panels, 393
therapist, 229

Big Five Inventory (BFI), 368, 369, 379, 410
BILOG, 440
Bin width, 37
Biopsychosocial model, 243
Biplot, 58
BIRCH, 182
Bivariate dynamic change score, 471–473
Black-box disciplining, 336
Blocking:

animal learning and, 281
experimental design and, 4

randomized block design, 6–9, 24
randomized block factorial design (RBF),
19–21, 22

Blood oxygen level dependent (BOLD), 310
BMDP, 601
Bootstrapping:

cluster analysis and, 180
EM algorithm and, 94
MOM and, 76–77
multiple imputation and, 94
pairwise deletion and, 90
power analysis and, 71, 79, 81–82
SEM and, 626
skewness and, 74–75

Bottleneck theory of attention, 301
Bouncing beta problem, 162
Boundary values, 668–669
Box plots, 42–44, 45, 123–124
Bradway-McArdle Longitudinal study. See

Growth curve analysis, Bradway-McArdle
Longitudinal study and

Brain imaging, 306–307
fMRI, 310–311
MEG, 311–312
PET, 307–309
selecting a strategy, 312–313
SPECT, 309–310

Bricklin Perceptual Scales (BPS), 193
Broca’s aphasia, 294
Brushing, 44, 47

Data Desk and, 57
Bulimia nervosa, 219

CAT, 95, 109
Cats, studies involving, 275
Causality. See Program evaluation, causality and
Censorship:

due to attrition, 563
left/right, 561

Cerebral blood flow (CBF), 297, 307
regional CBF (rCBF), 308

Cerebral distance, functional, 303
CHAMELEON, 182
Chelimsky, Eleanor, 549
Chemical weapons, binary, 549
Childbirth, survival analysis and, 560–561
Child custody, 190, 191

ASPECT and, 192, 193
BPS and, 193
polling and, 192
PORT and, 193

positive malingering and, 203–204
predictive assessment and, 194

Chimpanzees, studies involving, 275
Chi-square designs, 116

factor analysis and, 159
homogeneity and, 545–546
logistic regression and, 517
SEM and, 610, 614, 615, 616, 617, 618,

622, 626
survival analysis and, 572

Circular plots, 419
CIRCUM routine, 354–355, 411

circumplex model, 412
Circumplex model:

constructs, evaluating, 420–423
defined, 408
evaluating data to fit, 410–411

confirmatory methods, 411, 412–415
distribution tests, 415
exploratory methods, 411–412

examples, 408–410
groups and, 418–420
individuals and, 415–418
overview, 407–408
relational, 423–424
resources for, 424
theory testing, 423

CLARA, 182
CLARANS, 182
Classical test theory (CTT):

assumptions, 429–430
development, test, 431–432
evaluation, test, 432–434
item properties, 430–431
overview, 434
score, meaning of, 430
true score model, 429
See also Item response theory (IRT)

Classification, methods of. See Clustering
Classification Literature Automated Search

Service, 165
Classification Society of North America, 165, 182
Cleveland, William, 42
CLIQUE, 182
Clustering:

algorithms, 170–174
data mining and, 181–182
data preparation for, 166

tree models and, 166–167
ultrametric and additive inequalities, 166–167

examples of, 167–170
overview, 165–166
in psychology and other fields, 181
software, 182
steps in, 174

data set, selecting, 174–175
number of clusters, selecting, 177–179
selection and weighting, variable, 175–176
standardization, variable, 176–177
validation of results, 179

hypothesis testing, 179–180
interpretation, 179
replication analysis, 180–181

Cocktail party effect, 300
Coding:

dummy, 502–503
effect, 15

Coefficients, partial regression, 484, 486
Cognitive therapy (CT), 220–221
Cognitive-behavioral therapy (CBT), 217, 218,

219–220, 222–223, 225
Cohort effects, 200
Collinearity:

absence of, 133, 138
diagnostics, 134
multicollinearity, 144–145, 494, 504

Common factor analysis (CFA). See Factor
analysis, common (CFA)

Communality, 153
CCFA and, 150
CFA and, 148–149, 156

vs. CA, 155
GLS model and, 145
uncorrelated model factors and, 151

Comorbid, 386
Comparative fit index (CFI), 618–619
Component analysis (CA), 143, 147, 153–155

vs. EFA, 154–155, 156
Computed tomography (CT), 306
Computer Boards International, 283
Computer graphics:

EDA and, 42–48
statistical, 34

interactive, 44–45
Computer software:

animal learning, 281–285
cluster analysis, 182
EDA and, 57–58
IRT and, 440, 443
LCA, 665, 680
power analysis and, 73
SEM, 615–616
time series analysis, 601, 602

Concomitant predictors, 678–679
Conditional distributions, 30
Condition index, 134
Conditioning:

context, 277
temporal, 277

Confidence interval (CI):
multiple linear regression and, 490
OMR and, 648–650, 651–652

Confirmatory data analysis (CDA), 33
EDA and, 36, 38

Conjoint measurement, 439
Consortium of Social Science Associations, 535
Consumer Reports, 324
Context-confirmatory approach, 336
Contingent negative variation (CNV), 304
Core Battery Conference, 230
Correlations:

biserial, 431, 432
convergent, 363
corrected item-total, 431
discriminant, 363
phi, 431
point-biserial, 431
polychoric, 431
power analysis, 82–84
squared multiple, 485
squared partial, 486
tetrachoric, 431

Correspondence index (CI), 414–415
Cost offset, 264

schi_ind.qxd  9/6/02  2:50 PM  Page 704



Subject Index 705

Cost-benefit analyses, 264
Cost-effectiveness, 264
Cost-utility analyses, 264
Counterfactualism, 325

randomized experiments and, 327–328
Covariance:

homogeneity of, 125–127
structure analysis, 663

Coverage, breadth of, 422
Critical thinking, 40
Current Mood Questionnaire (CMQ), 354, 355

measurement error and, 363, 364
Cytoarchitectonic maps, 293

Dangerousness assessment. See Violence risk
assessment

Data analysis:
animal learning and, 280
circular, 419
confirmatory. See Confirmatory data analysis

(CDA)
exploratory. See Exploratory data analysis

(EDA)
missing data and, 115

alternative methods, 108–109
common problems, 108
data-based procedures, 93–96
explanations and patterns of, 88–89
model-based procedures, 91–93, 95–96
overview, 87–88, 109
quick and dirty analyses, 107–108
recommendations, 108
sample studies, 96–107
unacceptable procedures for, 89–91

preparatory
ANOVA, 138–139
discrete variables, 137–138
levels of measurement, 116
logistic regression, 139
multivariate assumptions, 127–135
overview, 115–116
research designs, 116
responses, 116–117
survival analysis, 139–140
time series analysis and, 140
transformation normalization and, 135–137
univariate assumptions, 117–127
variables/residuals of, 117

Data Analysis and Regression: A Second
Course, 34

Data augmentation, 94–95, 96, 102, 103
Data Desk, 44, 45, 47, 57
Data mining. See Clustering, data mining and
Degrees of freedom (df). See Freedom (df),

degrees of
Deletion, 600
Dendrogram, 166–170, 181
Department of Defense, 549
Dependency, degree of, 586
Depression:

forensic assessment and, 195, 199
LCA model of, 670–673, 675–677, 682
psychosocial risk and, 254
survival analysis and, 567
See also Personality, measuring; Suicide

ideation
Depression Scale, 381

Design:
covariates and, 29–31
experimental:

completely randomized (CR), 4–6, 24
overview, 3–4
randomized block (RB), 6–9, 24

factorial
cell means model, 16–19
completely randomized (CRF), 11–14, 24
confounded, 24–25
fractional (FF), 25–27
randomized block (RBF), 19–21, 22, 24
regression model, 14–16
split-plot (SPF), 21–24, 25

forensic assessment
case-crossover, 201, 203
natural field experiments, 201, 203
repeated measures prospective, 201, 203
truly prospective, 200–201, 203

forensic psychology
postdictive, 199–200, 203
pseudoprospective , 200, 203

hierarchical, 27–29
Latin square (LS), 4, 9–10, 24
subjects-by-treatments, 7
systematic vs. randomized, 10–11

Design of Experiments, The, 4
Diagnostic and Statistical Manual of Mental

Disorders, Fourth Edition (DSM-IV), 192
LCA and, 665, 674
measuring personality and, 381–382
outcome research and, 228

Diaschisis, 295
Dichotic listening. See Neuropsychology,

dichotic listening
Difference scores, latent, 466–467
Differential Emotions Scale (DES), 360, 361, 372

measurement error and, 364
Differential reliability index, 397, 398
Discrete-time survival analysis, 571
Discrimination, index of, 431
Discriminatory power, 520
Displacement, angular, 416, 421
Dissociation:

double, 292
neuropsychological inference and, 292

Disturbances. See Variables, latent
Dixon v. Attorney General of the Commonwealth

of Pennsylvania, 201, 202
Dogs, studies involving, 275
Domestic violence. See Violence risk assessment
Doppler ultrasound, transcranial, 300
Dot-plot, 44, 45
Dropout, 226, 250
Drosophila, 275
Drug Abuse Resistance Education (DARE), 342,

610, 625–626. See also Substance abuse
Dual change score (DCS), 466
Duration neglect, 369–370
Dynamical systems analysis, 448
Dynamic generalizability, 475
Dyslexia, 301

Ecological momentary assessment (EMA), 602
Education:

program evaluation and, 323, 338, 340
causality, 324

testing mediation, 333–334, 337
teaching style and LCA, 664–665

Edwards Personal Preference Schedule (EPPS),
383, 392, 397

Effect, law of, 449. See also specific terms
Effect size, 485
Eigenvalues, 156–157

plasmodes and, 158
Electroencephalogram (EEG), 297

evoked-potential investigations, 303–305
Electrophysiology, 303–305
Elevation, 421
Elliptical distribution theory (EDT), 616, 617
Embedded Figures Test, 388
EMCOV, 94
Endogenous potentials, 304
End point analysis, 232
End-state functioning, high, 232
Epidemiological Catchment Area, 199
Epilepsy, 293, 300
EQS, 363, 615–616, 619, 623
Equation, multiple regression, 484
Error. See Residual
Error effect, 5–6
Event history analysis. See Survival analysis
Event-related fMRI (ER-fMRI), 311
Event-related potentials (ERPs), 304–305
Excel, 284
Exercise, law of, 449
Exogenous, 678–679

potentials, 304
Expectation maximization (EM) algorithm.

See Algorithm, expectation
maximization (EM)

Experimental control. See Design, experimental
Experimental Psychology Society
Experiments, quasi-, 330–333
Exploratory common factor analysis (ECFA). 

See under Factor analysis, 
common (CFA)

Exploratory Data Analysis, 34
Exploratory data analysis (EDA):

abduction and, 38–41
data immersion, 58
data projections, 58
exploratory statistics (ES) and, 41
hypermedia and, 59–60
John Tukey and, 33, 34
networking and, 59
overview, 33, 34–38, 60–61
reexpression, 52–55
residuals, 48–52
resistance, 55–57
software, 57–58

Exploratory factor analysis (EFA). See Factor
analysis, exploratory (EFA)

Extension analysis, 161, 162

Factor Analysis, 155
Factor analysis:

basics, 144–146
common (CFA), 143, 146–149, 153–155, 162

confirmatory CFA (CCFA), 143, 149–151,
154, 158, 159, 160, 161, 162

exploratory CFA (ECFA), 143, 148, 149,
153–156, 158, 159, 160, 162

forensic assessment and, 205

schi_ind.qxd  9/6/02  2:50 PM  Page 705



706 Subject Index

Factor analysis: (Continued)
current issues in, 153–162
exploratory (EFA), 146–147, 205
forensic assessment and, 205
LCA and, 663
maximum likelihood factoring, 150
measuring personality and, 378–379, 402
models of, 146–153
overview, 143–144
principal factoring, 150
research and, 162–163

Farr, William, 562
Farview State Hospital, 201
Federal Office of Management and Budget,

534, 535
Federation of Behavioral, Psychological, and

Cognitive Sciences, 549
Fences, inner/outer, 124
Finney, David J., 21
Fisher, Ronald A., 3, 4, 13, 21
Five-Factor Model (FFM). See Big Five

Inventory (BFI)
Fixed effect, 401
The Fixation of Belief, 40
Forensic psychology, clinical:

assessment
descriptive, 190–194
predictive, 194–203

and the legal system, 203–207
overview, 189–190, 207–208
psycholegal content analysis and, 196

Forensic Psychology Speciality Council, 189
Forgetting curves, 449
Fort Bragg Child and Adolescent Mental Health

Demonstration Project, 561
FORTRAN, 281
Freedom (df), degrees of:

data analysis and, 105
factor analysis and, 144
LCA and, 668, 669
logistic regression and, 516
preparatory data analysis and, 120
SEM and, 619, 622, 628

Full-information maximum likelihood (FIML)
procedures, 92–93, 95, 109. See also
Structural equation modeling (SEM)

Gender:
LCA and effect of, 672–673

substance abuse and, 678
survival analysis and, 567

Gene, 40
General Accounting Office (GAO), 549
General growth mixture modeling (GGMM), 680
General linear model (GLM), 125, 126
General Social Survey, 518
Generalizability theory (G-theory), 399, 433
Generalization studies, 549
Generalized anxiety disorder (GAD), 217, 218,

219–220
GENTS, 601
Geropsychology, 244
Gerstmann’s syndrome, 294
Gorillas, studies involving, 275
Government Performance and Results Act

(GPRA), 338
Graded response model (GRM), 442–443
Green, Russel, 358–359

Growth curve analysis:
analyses, classical, 451–452
applications, classical, 448–451
Bradway-McArdle Longitudinal study and,

453–455
dynamic theory and, 464–465

connected segments, 465
latent difference scores, 466–467
results from fitting, 467–468

future research using, 475–477
group information, adding, 459–463
issues, contemporary, 452–453
latent growth curve models, 468–475
overview, 447–448
structure

alternative models, 456–457
linear growth models, 457–459
within-person change, 455–456

Guilford-Zimmerman Temperament Survey, 379
Guttman, Louis, 407, 408
Guttman-Cronbach alpha, 433
Guttman scale, 390–391

Hamilton Rating Scale for Depression
(HAM-D), 381

Hampton Court Palace, 273
Hare Psychopathy Checklist:

Revised (PCL-R), 205
Screening Version (PCL:SV), 200

Hartshorne, Charles, 410
Hazard function, 557
Hazard modeling. See Survival analysis
Head Start, 323, 535
Health Belief Model, 487
Health psychology:

future considerations, 265
issues, 261–265
mental illness and care, psychological aspects

of, 259–261
overview, 241–246
risk reduction, 246–251
stress and disease, 251–259

Heteroscedasticity:
power analysis and, 66, 74
regression and, 79
sample size and, 72

Hierarchical linear modeling (HLM), 248,
624–625, 628

growth curve analysis and, 458
intervention research and, 250

Hinge, 124
spread, 43

Historical-Clinical-Risk Management
(HCR-20), 200

Historiometric method, 601
HIV/AIDS, 245, 246
Homogeneity, 125–127, 128–129

ANOVA and, 138–139
test-based meta-analysis and, 545–546
variance and, 134–135

covariance matrices, 134–135
Homoscedasticity:

power analysis and, 66, 67, 74
preparatory data analysis and, 128–130,

134–135
regression and, 79

Hope Scholarship, 323
Hyperbolic curve, 451

IBM, 281
Iconic representations, 420
IEEE International Symposium on Wearable

Computers, 602
Ignorable missingness. See Missing at

random (MAR)
Illness, physical. See Health psychology
Imipramine hydrochloride, 222
Impression management, 383
Incidence, 559
Independence, local, 436
Indicus Medicus, 282
Industrial-organizational (IO) psychology, 533,

538, 548–549
Information matrix, 614–615
Institute for Scientific Information, 356
Intent-to-treat (ITT) analysis, 329
International Journal of Forensic Mental Health

Law and Human Behavior, 189–190
Interpersonal and emotional processing (IEP),

220–221
Interpersonal Circle (IPC), 409, 416
Interpersonal mechanisms, 409
Interpersonal therapy (IPT), 222–223
Interquartile range (IQR). See Hinge, spread
Interrupted time-series (ITS) design, 330–331
Intervention effects, 198–199
Intervention research, 251
Intracarotid amobarbital procedure (IAP),

296, 300
Intraclass correlation (ICC), 202
INUS, 343

conditions, 326–327
principled discovery and, 334–337

Inventory of Occupational Preferences
(IOP), 411

Item-centric analysis, 421–423
Item characteristic curve (ICC), 391, 395,

396, 398
IRT and, 434–435, 442

Item-free person measurement, 439
Item information function, 391
Item nonresponse, 88, 89
Item response theory (IRT):

assumptions, 436
development, test, 440–441
estimation, 439–440
evaluation, test, 441–442
growth curve analysis and, 473
item properties, 437–438
measurement scale, properties of, 438–439
model-based measurement of ability, 434
models

advanced, 442–443
basic, 434–436

ordinal analysis and, 638
overview, 434, 443–444
personality measuring, 385, 396
score, meaning, 436–437
See also Classical test theory (CTT)

ITSACORR, 601
ITSE, 601

Jenss curve, 452
Journal of Applied Psychology, 550
Journal of the Experimental Analysis of Behavior,

279, 282
Journal of Forensic Psychology Practice, 190

schi_ind.qxd  9/6/02  2:50 PM  Page 706



Subject Index 707

Kaiser, Henry, 156
Kaiser Research Group, 416
Kappa coefficient, 401
Kempthorne, Oscar, 21
Kendall’s tau. See Ordinal analysis, Kendall’s tau
Knot point, 465
Kuder-Richardson (K-R 20), 385, 395, 432
Kurtosis:

preparatory data analysis and, 117
SEM and, 615, 616, 617, 618, 625, 628

KYST, 167

Lag, time series analysis and, 597–598
Lagrange multiplier (LM), 622, 623, 624
Latent class analysis (LCA):

adolescent depression example, 670–673
categorical measures, quality of, 669
concomitant variables, 678–679
effects models, random, 680
errors, obtaining standard, 677–678
goodness-of-fit, 680–681
growth mixture models, general, 680
indicators

continuous, 679–680
ordinal, 679

Markov models, latent, 674, 681
mathematical model and related issues,

665–667
model selection, 668–669
overview, 663–665, 682
parameter restrictions, 667–668
sample size, 681
transition analysis (LTA), latent, 93, 96,

674–677, 681, 682
two-sequence latent class model, 681–682

LatentGold, 680
Latent trait analysis, 663
Latent-variable structural-equations models, 333
Lateralized readiness potential (LRP), 304
Learning:

curve, 280
state-dependent, 279

Learning and Motivation, 282
Leary Circle, 409
Least squares:

estimate, 79, 80
generalized (GLS) model, 616, 617

factor analysis and, 145, 146
multiple regression (LSMR), 645–649
ordinary (OLS) model, 36, 484–485

logistic regression and, 510, 517, 531
predictive (PLS) model, 587, 589
regression, 48
unweighted (ULS) model, 616

Left ear advantage (LEA), 301
Left visual field (LVF), 302
Legal system. See under Forensic psychology,

clinical
Leptokurtic, 117, 651
Lesion:

brain impairment analysis
group vs. single case designs, 293–295
key features, 292–293
performance measures, 295
reversible lesion methods, 296–300
strengths/limitations of, 295–296

reversible, 289
Lifetime, median, 556–557

Likert scale, 392
Linear logistic test model (LLTM), 443, 444
Linear probability model (LPM), 510
Linearity, multivariate, 128–130
Linking, 44

Data Desk and, 57
LINLOG, 443
LISREL, 92, 95, 96, 107, 109, 626

circumplex model, 412
EM algorithm and, 93

Listwise deletion, 89–90, 91
Loading, 146, 151

social desirability, 384
Local control. See Blocking
Logic:

deductive, 39–40
inductive, 39–41
symbolic, 40

Logistic curve, 451
Logit, 137

modeling the, 511
survival analysis and, 567, 572

LPCMWin, 443
LSADT, 168
LSULT, 167

MacArthur Competence Assessment
Tool–Criminal Adjudication
(MacCAT-CA), 192–193

Magnetic flux, 312
Magnetic resonance imaging (MRI):

functional MRI (fMRI)
neuropsychology and, 289, 297, 300, 306

applications, 310
behavioral task design, 311
rationale, 310
strengths/limitations, 310–311

TMS and, 297
Magnetoencephalography (MEG), 289

applications, 312
rationale, 311–312
vs. TMS, 296

Mahalanobis distance, 130–133
Malingering, 205–206

positive, 203–204
Maple, 285
Market failure, 340
Markov Chain Monte Carlo procedure, 95
Markov models, latent. See Latent class analysis

(LCA), Markov models, latent
Marlowe-Crowne social desirability scale, 383
Masking, 76
Masking variables. See Variables, masking
Mathematica, 285
Matlab, 283, 284
Maturation, 330, 331, 332
Maximum likelihood (ML) method, 440

conditional ML (CML), 440
joint ML (JML), 440
marginal ML (MML), 440
ML estimates (MLEs)

growth curve analysis and, 457–458, 462
logistic regression and, 512, 518, 523, 527
SEM and, 615, 616, 617

MCLUST, 174
McNiel, Dale, 199
Mean:

cell, 16–19

circular, 419, 422
substitution, 90–91
trimmed, 76–77
unweighted, 19, 170
weighted, 19, 170
See also Standardized root mean square

residuals (SRMS); and under Root mean
square

Mechanism research, human, 251
Median absolute deviation (MAD), 55, 76
Mediation. See under Program evaluation, testing

mediation
MedLine, 282
Med-PC, 283
Memory:

failures, 562
working, 272, 273, 277–278

Mendel, Gregor, 49
Mesokurtic, 117
Meta-analysis:

advanced methods of, 541
correcting r and d, 542
using artifact distributions, 542–543

artifacts, other, 540–541
bare bones, 539–540, 546
function of, 533–535
impact on psychology, 550–551
methods, classification of, 543–546
overview, 533, 539, 551
problems in, 547
psychology and, other areas of, 548–549
psychometric, 546
vs. significance testing, 535–537
statistical power and, 537–539
study effects, 544–545
theory developments, role in, 548
time series analysis and, 582, 597

Metabolism, glucose, 306, 307, 308, 309
Mice, studies involving, 275
Millon Clinical Multiaxial Inventory

(MCMI), 382
Minimum averaged partial (MAP), 159–160
Minimum descriptive length (MDL), 587, 589
MINITAB, 118
Minnesota Multiphasic Personality Inventory

(MMPI):
acute/chronic illness and, impact of, 259
construct validity, 380, 285
CTT and, 430
measuring personality and, 378, 389–390, 397

Minres analysis, 149
Mismatch negativity (MMN) effect, 304
Missing at random (MAR), 89, 96, 109

growth curve analysis and, 462
LCA and, 667, 680
SEM and, 615, 627

Missing completely at random (MCAR), 89, 96
growth curve analysis and, 462
LCA and, 667, 680
SEM and, 615, 627

Missing not at random (MNAR), 96
LCA and, 667

MIX, 95, 109
MIXREG, growth curve analysis and, 453
Moderated mediation, 337
Modern Applied Statistics, 58
MOM, 76, 77, 78
Mondale, Walter, 534

schi_ind.qxd  9/6/02  2:50 PM  Page 707



708 Subject Index

Monte Carlo experiments, 95, 171–172
LCA and, 669
ordinal analysis and, 656
SEM and, 616–617

Mood Adjective Checklist (MACL), 358–359
Mood measurement:

circumplex models and, 409–410
criticisms of, 352–353
dimensional models, 352–353
discrete affect models, 352
Engagement, 353–356, 372
future research in, 371–372
hierarchical synthesis, 353
individual measures, description of, 358–360
measurement error, 362–366
Negative Affect, 352, 353, 355, 356–358, 360,

361, 372
construct validity and, 362, 364, 368

overview, 351–352, 360–362
Pleasantness, 353–356, 372
Positive Affect, 352, 353, 355, 356–358,

360, 372
construct validity, 362, 364, 368

trait affect measures, 366–371
Morris water maze, 273
Morse code, 166
Motivations, extrinsic/intrinsic, 144
Motor-evoked potentials (MEPs), 299
Motor mapping studies, 298–299
Mplus, 92, 93, 96, 665

growth curve analysis and, 463
LCA and, 680

Multicollinearity. See Collinearity,
multicollinearity

Multidimensional scaling (MDS), 411–412
Multiple Affect Adjective Checklist (MAACL).

See Affect Adjective Check List (AACL),
Multiple AACL (MAACL)

Multiple sclerosis, 296
Multiplicity, 336
Multivariate analysis of variance (MANOVA).

See under Analysis of variance (ANOVA)
Multivariate Behavioral Research, 155
Multivariate profile analysis (MPA), circumplex

model and, 420
MUML, 629
Murray, Henry, 383
Mx, 92–93, 96

growth curve analysis and, 453, 458, 467
Myers-Briggs Type Indicator, 377, 392

National Academy of Sciences, 549
National Aeronautics and Space Administration

(NASA), 58
National Cancer Institute, 486
National Institute of Mental Health (NIMH), 217,

227, 230, 236
Collaborative Study of Maintenance Treatment

of Recurrent Affective Disorders, 571
Treatment of Depression Collaborative

Research Program, 222
National Longitudinal Study of Adolescent

Health, 670
National Longitudinal Study of Youth, 680
National Survey of Families and Households

(NSFH), 512
Nay-saying set, 397
Negative Affect. See Mood measurement,

Negative Affect

NEO Personality Inventory (NEO-PI), 379, 402
Nested models:

experimental design and, 6
LCA and, 668
SEM and, 610, 619

Neuropsychiatric disorders, 299–300
Neuropsychology:

assumptions in, 290–291
dichotic listening, 300–301
dual-task paradigms, 303
electrophysiological approach, 303–306
functional brain imaging, 306–313
lesions

brain impairment and, 292–296
reversible methods, 296–300

overview, 289, 313
performance, associations/dissociations in,

291–292
psychophysiology approach, 303–306
tachistoscopic visual presentation, 301–303

Neuroticism, 143
NLMIXED, 467
No-growth alternative, 456
Nondirective therapy (NT), 217
NORM, 94, 95, 107, 109

sample study using, 98–104
Normality:

grouped data, 120–121
multivariate, 128
ordinal analysis and, 638
SEM and, 616, 620
transformations and, 135–137
univariate, 117–119

Normal probability plots, 52–53, 60, 118
NORMIX, 173
Nowlis, Vincent, 358–359

Oblimax, 152
Ogival curve, 451
Operation Baxstrom, 201
Operational taxonomic units (OTUs), 166
Orangutans, studies involving, 275
Ordinal analysis, 658–659

calculations, examples of, 642
for correlated data, 655–658
dominance analysis, 649–655
extensions of, 644–645
general form of correlation, 639
inference in ordinal correlation, 642–643

non-null inference with tau-a, 643–644
Kendall’s tau, 639, 640–642, 643
motives for, 635–639
ordinal multiple regression (OMR), 645–649
Pearson’s correlation coefficient, 639–640, 641,

642, 647
randomization, traditional, 643
Spearman’s rho, 634, 640, 642, 643

Organism-environment transactions, 306
Outcome research:

ABAB design, 234
between-group design

additive, 219–220
catalytic, 220–221
common factors, 215–217
comparative, 221–224
component control, 217–219
no-treatment, 214–215
parametric, 221

changing-criterion design, 235

client-participant concerns, 226–229
clinically significant change, 232–233
dependent variable considerations, 229–231
effectiveness research, 235–237
methodological concerns, 224–226
multiple baseline design, 234–235
overview, 213, 237–238
small-n design, 233–234
statistical analysis, 231–232
therapist concerns, 229

Outliers:
animal learning, 276
clustering and, 173, 174–175
EDA and

deleting, 35
resistant methods and, 56–57

ordinal analysis, 638, 639
power analysis and, 67, 74, 75, 76, 78, 79–80
preparatory data analysis and, 117

absence of (in the solution), 138
multivariate, absence of, 130–133
SEM and, 615, 628
univariate, 133
variables/residuals, absence in, 121–124

Pairwise deletion, 90, 91
PAM, 182
PAN, 95, 109
Panel Study of Income Dynamics, 510
PANMARK, 665
Parallel analysis, factor number and, 157, 158
Parallel growth curves, 470
Parameter estimates, 95, 96

collinearity and, 134
difficulty parameter, 396
discrimination parameter, 396
efficient, 88
EM algorithm and, 93–94
guessing parameter, 396
ICC parameter, 396
LCA and, 666, 667–668, 670–671, 676, 679
mean substitution and, 90–91
multiple imputation and, 95
pairwise deletion and, 90
SEM and, 91, 612–615, 616, 618, 619, 622,

623–624, 626
stimulation, rTMS studies and, 298
survival analysis and, 572–573
unbiased, 88

PARSCALE, 440
Participant matching, 6–7
Path analysis, 622
Path diagrams, 455, 608
Pattern:

of correlations, 421
extraction, 34
interpretation, 34
structured, 417

PC Computing, 324
Peabody Personality Inventory, 534
Pearson, Karl, 13
Pearson’s correlation coefficient. See Ordinal

analysis, Pearson’s correlation coefficient
Peirce, Charles Sanders, 39–40
Pennsylvania State, 217
Percentage agreement statistics, 401
Percentage bend correlation, 83
Perception of Relationships Test (PORT), 193
Performance measurement, 338

schi_ind.qxd  9/6/02  2:50 PM  Page 708



Subject Index 709

Personal Globe Inventory–Circumplex (PGI), 411,
413, 414, 415, 416, 418

Personality, measuring:
approaches to

construct validation, 379–380
constructs, 380–384
validity, 384–388

empirical, 377–378
rational-theoretical, 377
statistical, 378–379

overview, 403
test items

evaluation of, 393–398
generation, 388
response properties, 390–393
stimulus properties, 388–390

validation and extension, 398–403
Personality Assessment Inventory (PAI), 381, 382,

386, 389, 393, 394, 397
Personality deviance, 382
Personality disorder, 194
Personality Research Form, 397
Person-characteristic curve (PCC), 436–437
Person-free item calibration, 438
Philosophy and Principles of Data Analysis, 34
Pigeons, studies involving, 275, 283
Place effects, 254
Plasmodes, 153, 158
Platykurtic, 117, 651
Polyserials, 431
Porphyria hepatica, 601
Positive Affect. See Mood measurement,

Positive Affect
Positive and Negative Affect Schedule (PANAS),

356–358, 360
Expanded Form (PANAS-X), 351, 361, 372

measurement error and, 364, 366–368, 369,
370, 371

Positron-emission tomography (PET):
neuropsychology and, 289, 297–298, 306

applications, 308–309
fMRI and, 310
rationale, 307–308
rCBF and, 308–309
strengths/limitations, 309

Posttest-only nonequivalent-groups design,
331–332

Posttraumatic stress disorder (PTSD), 195,
199, 201

Power analysis:
correlation, 82–84
factors influencing, 67–71
heteroscedasticity and, 66, 72, 74, 79–80
lower power, 75–76
overview, 65–67, 84
probability coverage, 79–80, 81
rank-based methods, 78
regression, 78–82
robust estimators, 75–76, 78, 80–82
sample size and, 71–74, 78
skewness and, 66, 68, 72, 74–75
trimmed means, 76–78

Pragmatism, 39
Predictive density criterion (PDC), 587, 589
Predictive least absolute value (PLAV), 587, 589
Predictive minimum descriptive length (PMDL),

587, 589
Predictors, centering, 488–490
Pretest-posttest one-group design, 330

Prevalence, 559
Princeton University, 34
Principal components analysis (PCA), 411,

412, 418
Principled discovery, 334–337
PROC MI, 95, 109
PROC MIANALYZE, 95
Profile averaging, 419
Profile of Mood States (POMS), 359–360,

361, 372
measurement error and, 364

Profile, circular, 416
Program evaluation:

causality and, 324–327, 338
designs, causal analysis, 327–333

future directions, 342–343
INUS, principled discovery and, 334–337
mediation, testing, 333–334
other methods of, 337–339
overview, 323–324, 343–344
questions for, 339–341

Program theory, 339–340
Projection pursuit, 58
Promax, 152
Propensity score analyses, 333
Proportionality assumption, 568–569
Propositions, 40
Prototype theory, 205
Pseudoiteration, 148, 153, 156
PsychINFO database:

animal learning and, 274–275, 282
mood measurement and, 351, 359

Psycholegal capacities. See Forensic psychology,
clinical

Psychological Abstracts, 282
Psychological Bulletin, 545, 550
Psychonomic Society, 282
Psychopathology, risk assessment and, 196. See

also Forensic psychology, clinical;
Personality, measuring

Psychophysiology, 303, 305–306
Psychosocial epidemiology, 251
Publication Manual of the American

Psychological Association, 271
PubMed, 282

Q-sort, 392–393
Quality of Life Adjusted Year (QALY), 264
Quantile-quantile (QQ) plot, 52–53
Quark, 40
Quarterly Journal of Experimental Psychology B,

Comparative and Physiological
Psychology, 282

Rabbits, studies involving, 275
Radial arm maze, 273
RANDALL, 415
Random effect, 401
Randomization, 10

animal learning and, 278, 282–283
circumplex model and, 415
cluster analysis and, 180
experimental design and, 4–9

covariates and, 30
experiments, 327–329

Rasch, Georg, 434
Rasch scaling, 636
Rats:

boxes and, 273–274

learning vs. performance, 278
mazes and, 273
studies involving, 274–275, 283, 285

Readout, direct/indirect, 307
Receiver operating characteristic (ROC)

curves, 198
Regression analysis:

clustering and, 176
EDA and, 45, 46, 47, 51, 52

spline-based, 58
trees, 58

equation, 94
factor analysis and, 156

multiple-, 144, 151, 162
logistic, 510–512, 531

binary
alternative modeling strategies, 518–520
coefficients, comparing across models,
523–525
example of, 512–516
groups, comparing models across,
522–523
inferences in, 516–518
interaction effects, 521–522
vs. linear model, 509–510

multinomial models, 525
ordered categorical variables, 529–531
unordered categorical variables, 
525–529

survival analysis and, 571–572
measuring personality and, 398
multiple imputation and, 94–95
multiple regression (MR), 89–90, 104–106

clustering and, 180
EM algorithm and, 93
least squares multiple regression (LSMR),

645–649
numerical examples, 486–503
ordinal multiple regression (OMR), 645–649
overview, 483–484, 506
polynomial regression, 495–496
problems, detecting, 503–506
SEM and, 607–608
structure of, 484–486
time series analysis and, 591

power analysis and, 78–80
MGV regression estimator, 84

preparatory data analysis and, 116, 137,
138–139

bivariate, 128
multiple, 128
uniqueness, 147

program evaluation, 335
regression-based single imputation, 91
SEM and, 611, 614, 619–620, 624
SPSS, 104–105

Regression diagnostics, 504
Regression graphics, 34, 37
Relapse prevention model, 247, 248
Reliability, 399–401, 402

alternate-forms, 399
internal consistency, 399–400
scorer, 399, 400–401
split-half, 385, 400

clustering and, 180
CTT and, 432

test-retest, 399–400
Religion, psychology of, 144
Remembering, incidental/intentional, 656

schi_ind.qxd  9/6/02  2:50 PM  Page 709



710 Subject Index

Replication:
experimental design and, 4
factor, 160

Residuals:
CFA and, 147–148
GLS model and, 145
SEM and, 614, 617
See Exploratory data analysis (EDA), residuals

Responder status, 232
Resting state studies, 309
Restriction of range, 198
Results-oriented management, 338
RIASEC model, 410, 411, 415
Right ear advantage (REA), 301
Right visual field (RVF), 302
Risk, relative, 515
Risk prediction. See Violence risk assessment
Robustness studies, 34
Rogers, Carl, 393
Root mean square, 159

error of approximation (RMSEA), 618–619
Roots, characteristic. See Eigenvalues
Rothamsted Experimental Station, 4
Rounding, 562
RUMM, 440

Saturation:
factorial, 422
growth curve analysis and, 456

Scale development, factor analysis and, 143
Scatter plot, 45, 46, 58, 60, 495
Schizophrenia, 301, 385–386

measuring personality and, 392, 394, 395, 399
Science Citation Index, 282
Scree test, 157–158, 159

circumplex model and, 41
cluster analysis and, 181

Selection:
modeling, 333
validity threats and, 331, 332

Self-efficacy theory, 247
Semiparametric, 568
SERVICE bibliography, 181
Sexuality:

LCA and, 675
survival analysis and, 558

Sexual violence. See Violence risk assessment
Shadowing, 300–301
Shortening, subjective, 281
Shrinkage, 503
Sigmoid, 510
Simulation-malingering paradox, 206
Simultaneous conjoint measurement, 636
Single photon emission computed tomography

(SPECT), 289
applications, 309–310
rationale, 309
rCBF and, 309–310
strengths/limitations, 310

Singularity, absence of, 133–134
Sixteen Personality Factor Questionnaire

(16PF), 379
construct validity, 380

Skewness, 66, 68, 74–75
preparatory data analysis and, 117

transformation, 135
sample size and, 72
SEM and, 615, 628

Smoking:
cost-effectiveness and, 264
health across life span, 244
health behavior, 246, 247, 248, 249
LCA and, 669, 674, 682
psychosocial risk and, 254
relapses in, 249–250
survival analysis and, 556–557, 560, 561, 562,

563, 564, 569, 575
theory testing and, 261
time series analysis and, 583, 588–590, 601

Snedecor, George, 4
Social desirability, 366, 387, 397

measuring personality and, 383, 384
Social Readjustment Rating Scale, 390
Socioeconomic status (SES):

health psychology and, 254
program evaluation and, 337, 339

Software. See Computer software
Solomon Four-Group design, 624
Southern Methodist University (SMU), 355,

367, 370
Space:

subject, 58
variable space, 58
vector, 58

Spatial Learning Ability Test (SLAT):
CTT and, 430, 432
IRT and, 436, 437–438, 441, 443

Spearman-Brown prophecy formula, 432
Spearman’s rho. See Ordinal analysis,

Spearman’s rho
Sphericity, 125–127
Spline model, 465
S-PLUS, 58

EDA and, 57
growth curve analysis and, 453

SPSS, 94, 109
animal learning and, 284
CTT and, 431
EDA and, 57
GLM, 126
ordinal analysis and, 659
preparatory data analysis and, 125, 131, 138

normality, 118
sample code, 111–113
SEM analysis and, 92
time series analysis and, 601

Squared multiple correlation (SMC), 134,
148, 149

Stage-sequential ordinal (SSO) model, 679
Stakeholder input, 340
Standardized root mean square residuals

(SRMS), 615
Standards for Educational and Psychological

Tests, 433, 549
Standard structural equation modeling (SEM)

software, 88
Stanford-Binet Intelligence Scale:

collinearity and, 133
growth curve analysis and, 449, 454, 473

Statistical Analysis System (SAS), 94, 95,
107–108, 109, 178

animal learning and, 284
CTT and, 431
EDA and, 57
GLM, 126
growth curve analysis and, 453, 458, 475

logistic regression and, 516, 517, 521, 522, 524,
526, 527

preparatory data analysis and, 140
screening continuous variables, 118

sample code, 109–111
survival analysis and, 576
time series analysis and, 599, 601

Statistical graphics, multiple linear regression
and, 484

Statistical map of differences, 307
Statistical Methods for Research Workers, 4
Statistics:

circular, 415–416
exploratory, 41
person-fit, 441

Stockman, David, 534
Stress values, 412
Stroke, 293
Strong Vocational Interest Blank, 378
Structural Analysis of Social Behavior

(SASB), 409
Structural equation modeling (SEM), 91–93,

95, 96
adequacy of model, 609–610
CFA and, 156
circumplex model and, 412
four-stage general process of, 610–623
future developments, 626–629
growth curve analysis and, 475
multilevel models, 624–626
multiple group models, 623–624
nested models, comparison of, 610
ordinal analysis and, 638
overview, 607–609, 629
parameter estimates, 610
program evaluation and, 334
resources, 626–629
time series analysis and, 598
See also Full-information maximum likelihood

(FIML) procedures
Structured Interview of Reported Symptoms

(SIRS), 205
STSTAT, 129
Studentized range statistic, 74
Studentized residual, 504
Substance abuse:

LCA and, 664, 665, 669, 674–675, 678,
679, 682

ordinal analysis and, 654
program evaluation and, 342–343

binge drinking, 323, 325, 326
INUS conditions and, 327
quasi-experiments, 330, 332

survival analysis and, 557, 559–560, 569–570,
572, 573–574

violence risk assessment and, 199
Suicide ideation, 558, 571. See also Depression
Superconductive quantum interference devices

(SQUIDS), 312
Survival analysis:

data
analyzing, 566–574
collecting, 559–566

hazard function, 557–559
necessity of, 574–576
resources, 576
survival function, 556–557, 559

SYNCLUS, 176

schi_ind.qxd  9/6/02  2:50 PM  Page 710



Subject Index 711

Synergistic interaction, 498, 501
SYSTAT, 126

EDA and, 57, 58
time series analysis and, 601

Telescoping, 562
Temporal blurring, 311
Terman-McNemar, 449
Test:

adaptive, 396, 441
fixed content, 441
randomization, 415
significance, 151, 158–159, 535–537

Theil-Sen estimator, 80–82
Thematic Apperception Test (TAT), 388
Thematic quality, 422
Thesaurus of Psychological Index Terms, 282
Thought disorder, 385–386
Tierney, Luke, 58
Time, biological, 449
Time lag, constant, 466
Time series analysis, 140

animal learning and, 280
autoregressive integrated moving average

(ARIMA) models, 140, 582, 585–586,
591–592, 595–597, 600

caveats, 585
computational issues, 601
cyclic data, 599–600
generalizability issues, 595

meta-analysis, 597
pooled time series analysis, 595–597

growth curve analysis and, 448
intervention, 583–584
measurement issues, 601–602
missing data and, 600–601
model identification, time series, 586–595
multivariate, 597–599
overview, 581–582, 603
patterns, 584
process, 583
research applications, 582–583
time as a critical variable, 602–603

Timing, scalar, 285
T-maze, 273
Tolerance, 494
Tracers, 308
Training, magazine, 277
Trait models, latent, 473
Trait visibility effect, 369
Trajectory equation, 456
Transcranial magnetic stimulation (rTMS),

repetitive, 296
applications, 298–300
basic principles of, 296–298
methodological issues, 298

Transformation:
affine, 637
monotonic, 637–638
See also Exploratory data analysis (EDA),

reexpression

Transtheoretical model, 247
Treatments:

crossed, 12
hierarchical design with, 27, 28–29

effect, 5–6
nested, hierarchical design with, 27–29
treatment as usual (TAU), 221

Trellis plot, 48
TSX, 601
Tuckerized curve models, 452–453
Tukey, John, 33, 34–36, 39

EDA computer graphics and, 42–43
power analysis and, 76
reexpression and, 52

Type I/Type II error, 65. See also Power analysis

U.S. Coast Guard, 338
U.S. Postal Service, 539
Ultrametric tree, 166–167
Uniqueness, 147

CFA and, 154, 156
correlated, 402

United States Constitution, 191
University of Illinois, 156
University of Iowa, 355, 367
University of Sheffield, 296
University of Wisconsin, 512
Unweighted pair group mean average

(UPGMA), 170

Validity, 401–403
concurrent, 433
construct, 433

meta-analysis and, 534, 541
personality measurement and, 379–388

content, 377, 385, 433
mood measurement and, 362, 364, 368
personality measurement and, 385–386, 389

convergent, 384–385, 402, 433–434
cross-, 503
discriminant, 386–388, 397–398, 433–434
external, 380
face, 385
generalization studies, 549
internal, 380
predictive, 433
threats to internal, 325

quasi-experiments and, 330–333
Values inquiry, 340
Vanderbilt University, 230
Variables:

concomitant. See Design, covariates and
continuous, 116
dependent (DV), 607, 608, 609, 610, 611, 612,

614, 615, 616
discrete, 116
independent (IV), 607, 609, 610, 611, 612, 614,

615, 616
intervening, 281
latent, 611
masking, 175–176

measured, 608
nuisance

blocking and, 9
experimental design and, 3, 6

covariates and, 30
randomized block design and, 20

explanation of, 4
Latin square design and, 10

ordinal, 116
Variance:

circular, 419
inflation factor (VIF), 494, 504, 517–518
method, 387
strategic, 387
stylistic, 387

Varimax, 152
Vector field plots, 474
Violence Risk Appraisal Guide (VRAG), 200
Violence risk assessment, 194

challenges to research in, 195–199
research methods, 199–201

ViSta program, 58
Visual half-field (VHF), 302

WADA test, 296, 300
Waiting-list control group (WL), 218, 219
Wald test, 517, 622, 623
Wave nonresponse. See Attrition
Wechsler Adult Intelligence Scale (WAIS):

collinearity and, 133
factor analysis and, CFA, 149

parallel analysis, 157
scree test, 157, 159

growth curve analysis and, 453–455, 473
Wechsler Adult Intelligence Scale-III (WAIS-III):

CTT and, 430
factor analysis and, 144, 152, 153, 155, 159,

160, 161
Wechsler Intelligence Scale for Children (WISC),

factor analysis and, 144, 153
Weight loss:

experimental design and, 4–10
health psychology and, 248, 249
LCA and, 665
psychosocial risk and, 254
relapses in, 249–250

Weighted pair group mean average 
(WPGMA), 170

White Racial Identity Scale, 57
Wilcoxon’s signed rank test (WSR), 656
Windows, 95
WinLTA, 665, 667, 677–678, 680
Wohlwill, Joachim, 477
Woodworth Personal Data Sheet, 377
World Bank, 332

X-GOBI, 58
XLISP-STAT system, 58

Yates, Frank, 21
Young, Forrest, 58

schi_ind.qxd  9/6/02  2:50 PM  Page 711





HANDBOOK
of

PSYCHOLOGY

VOLUME 3

BIOLOGICAL PSYCHOLOGY

Michela Gallagher

Randy J. Nelson

Volume Editors

Irving B. Weiner

Editor-in-Chief

John Wiley & Sons, Inc.





HANDBOOK
of

PSYCHOLOGY



HANDBOOK
of

PSYCHOLOGY





HANDBOOK
of

PSYCHOLOGY

VOLUME 3

BIOLOGICAL PSYCHOLOGY

Michela Gallagher

Randy J. Nelson

Volume Editors

Irving B. Weiner

Editor-in-Chief

John Wiley & Sons, Inc.



This book is printed on acid-free paper.

Copyright © 2003 by John Wiley & Sons, Inc., Hoboken, New Jersey. All rights reserved.

Published simultaneously in Canada.

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form or by any means, electronic,
mechanical, photocopying, recording, scanning, or otherwise, except as permitted under Section 107 or 108 of the 1976 United
States Copyright Act, without either the prior written permission of the Publisher, or authorization through payment of the
appropriate per-copy fee to the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, (978) 750-8400, 
fax (978) 750-4470, or on the web at www.copyright.com. Requests to the Publisher for permission should be addressed to the
Permissions Department, John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748-6011, fax (201) 748-6008, 
e-mail: permcoordinator@wiley.com.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best efforts in preparing this book, they
make no representations or warranties with respect to the accuracy or completeness of the contents of this book and specifically
disclaim any implied warranties of merchantability or fitness for a particular purpose. No warranty may be created or extended by
sales representatives or written sales materials. The advice and strategies contained herein may not be suitable for your situation.
You should consult with a professional where appropriate. Neither the publisher nor author shall be liable for any loss of profit or
any other commercial damages, including but not limited to special, incidental, consequential, or other damages.

This publication is designed to provide accurate and authoritative information in regard to the subject matter covered. It is sold
with the understanding that the publisher is not engaged in rendering professional services. If legal, accounting, medical,
psychological or any other expert assistance is required, the services of a competent professional person should be sought.

Designations used by companies to distinguish their products are often claimed as trademarks. In all instances where John Wiley &
Sons, Inc. is aware of a claim, the product names appear in initial capital or all capital letters. Readers, however, should contact the
appropriate companies for more complete information regarding trademarks and registration.

For general information on our other products and services please contact our Customer Care Department within the U.S. at 
(800) 762-2974, outside the United States at (317) 572-3993 or fax (317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print may not be available in
electronic books.

Library of Congress Cataloging-in-Publication Data:

Handbook of psychology / Irving B. Weiner, editor-in-chief.
p. cm.

Includes bibliographical references and indexes.
Contents: v. 1. History of psychology / edited by Donald K. Freedheim — v. 2. Research

methods in psychology / edited by John A. Schinka, Wayne F. Velicer — v. 3. Biological
psychology / edited by Michela Gallagher, Randy J. Nelson — v. 4. Experimental
psychology / edited by Alice F. Healy, Robert W. Proctor — v. 5. Personality and social
psychology / edited by Theodore Millon, Melvin J. Lerner — v. 6. Developmental
psychology / edited by Richard M. Lerner, M. Ann Easterbrooks, Jayanthi Mistry — v. 7.
Educational psychology / edited by William M. Reynolds, Gloria E. Miller — v. 8.
Clinical psychology / edited by George Stricker, Thomas A. Widiger — v. 9. Health psychology /
edited by Arthur M. Nezu, Christine Maguth Nezu, Pamela A. Geller — v. 10. Assessment
psychology / edited by John R. Graham, Jack A. Naglieri — v. 11. Forensic psychology /
edited by Alan M. Goldstein — v. 12. Industrial and organizational psychology / edited
by Walter C. Borman, Daniel R. Ilgen, Richard J. Klimoski.

ISBN 0-471-17669-9 (set) — ISBN 0-471-38320-1 (cloth : alk. paper : v. 1) 
— ISBN 0-471-38513-1 (cloth : alk. paper : v. 2) — ISBN 0-471-38403-8 (cloth : alk. paper : v. 3) 
— ISBN 0-471-39262-6 (cloth : alk. paper : v. 4) — ISBN 0-471-38404-6 (cloth : alk. paper : v. 5) 
— ISBN 0-471-38405-4 (cloth : alk. paper : v. 6) — ISBN 0-471-38406-2 (cloth : alk. paper : v. 7) 
— ISBN 0-471-39263-4 (cloth : alk. paper : v. 8) — ISBN 0-471-38514-X (cloth : alk. paper : v. 9) 
— ISBN 0-471-38407-0 (cloth : alk. paper : v. 10) — ISBN 0-471-38321-X (cloth : alk. paper : v. 11) 
— ISBN 0-471-38408-9 (cloth : alk. paper : v. 12)

1. Psychology. I. Weiner, Irving B.

BF121.H1955 2003
150—dc21

2002066380
Printed in the United States of America.

10 9 8 7 6 5 4 3 2 1

➇



Editorial Board

Volume 1
History of Psychology

Donald K. Freedheim, PhD
Case Western Reserve University
Cleveland, Ohio

Volume 2
Research Methods in Psychology

John A. Schinka, PhD
University of South Florida
Tampa, Florida

Wayne F. Velicer, PhD
University of Rhode Island
Kingston, Rhode Island

Volume 3
Biological Psychology

Michela Gallagher, PhD
Johns Hopkins University
Baltimore, Maryland

Randy J. Nelson, PhD
Ohio State University
Columbus, Ohio

Volume 4
Experimental Psychology

Alice F. Healy, PhD
University of Colorado
Boulder, Colorado

Robert W. Proctor, PhD 
Purdue University
West Lafayette, Indiana

Volume 5
Personality and Social Psychology

Theodore Millon, PhD
Institute for Advanced Studies in

Personology and Psychopathology
Coral Gables, Florida

Melvin J. Lerner, PhD
Florida Atlantic University
Boca Raton, Florida

Volume 6
Developmental Psychology

Richard M. Lerner, PhD
M. Ann Easterbrooks, PhD
Jayanthi Mistry, PhD

Tufts University
Medford, Massachusetts

Volume 7
Educational Psychology

William M. Reynolds, PhD
Humboldt State University
Arcata, California

Gloria E. Miller, PhD
University of Denver
Denver, Colorado

Volume 8
Clinical Psychology

George Stricker, PhD
Adelphi University
Garden City, New York

Thomas A. Widiger, PhD
University of Kentucky
Lexington, Kentucky

Volume 9
Health Psychology

Arthur M. Nezu, PhD
Christine Maguth Nezu, PhD
Pamela A. Geller, PhD

Drexel University
Philadelphia, Pennsylvania

Volume 10
Assessment Psychology

John R. Graham, PhD
Kent State University
Kent, Ohio

Jack A. Naglieri, PhD
George Mason University
Fairfax, Virginia

Volume 11
Forensic Psychology

Alan M. Goldstein, PhD
John Jay College of Criminal

Justice–CUNY
New York, New York

Volume 12
Industrial and Organizational
Psychology

Walter C. Borman, PhD
University of South Florida
Tampa, Florida

Daniel R. Ilgen, PhD
Michigan State University
East Lansing, Michigan 

Richard J. Klimoski, PhD
George Mason University
Fairfax, Virginia

v





Handbook of Psychology Preface

Psychology at the beginning of the twenty-first century has
become a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field. 

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology. 

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that define the
fields they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective fields. Third, for psychologists seeking
to become conversant with fields outside their own specialty

vii
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature. 

The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER

Tampa, Florida
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The topic of this volume represents a perspective that can be
traced to the founding of psychology as a scientific disci-
pline. Since the late 19th century, biological psychologists
have used the methods of the natural sciences to study rela-
tionships between biological and psychological processes.
Today, a natural science perspective and the investigation of
biological processes have increasingly penetrated all areas of
psychology. For instance, social and personality psycholo-
gists have become conversant with evolutionary concepts in
their studies of traits, prejudice, and even physical attraction.
Many cognitive psychologists have forsaken black boxes in
favor of functional magnetic resonance imaging brain scans,
and clinical psychologists, as participants in the mental
health care of their clients, have become more familiar with
the basis for the action of pharmacological therapeutics on
the brain. The scientific revolution in molecular biology and
genetics will continue to fuel the biological psychology per-
spective. Indeed, it can be anticipated that some of the most
significant scientific discoveries of the 21st century will
come from understanding the biological basis of psychologi-
cal functions.

The contributors to this volume provide the reader with an
accessible view of the contemporary field of biological psy-
chology. The chapters span content areas from basic sensory
systems to memory and language and include a perspective
on different levels of scientific analysis from molecules to
computational models of biological systems. We have assem-
bled this material with a view toward engaging the field and
our readership in an appreciation of the accomplishments and
special role of biological psychology in the discipline.
Notwithstanding the trend for a greater influence of biologi-
cal studies in the field of psychology in general, biological
psychology represents a distinctive fusion of biology and
psychology in its theory and methods. For example, evolution
as a fundamental tenet in the field of biology has long perme-
ated the work of biological psychologists. The rapid growth
in publications in the area of evolutionary psychology over
the past two decades suggests a growing acceptance of the
importance of evolutionary ideas in the behavioral sciences.

In addition to this influence, the contribution of biology,
rooted in evolutionary and ethological traditions, has
sustained a broad base of comparative studies by biological

psychologists, as reflected in the contents of this volume.
Research in the field of psychology using different species
serves a dual purpose. Many studies using nonhuman species
are motivated by the utility of information that can be gained
that is relevant to humans, using a range of preparations and
techniques in research that are not otherwise possible. Of equal
importance, comparative research provides insights into vari-
ation in biological organisms. Studies of a variety of species
can show how different solutions have been achieved for both
processing input from the environment and elaborating adap-
tive behavioral strategies. The organization and content of this
volume focus squarely on the need to recognize these dual ob-
jectives in studies of biological and psychological processes.

The question of how translation is made across species is
ever more central to the undertaking of biological psychol-
ogy. In the not-distant past, most psychologists viewed re-
search using nonhuman animals as irrelevant to a broad range
of psychological functions in humans, including affective and
cognitive processes that were considered exclusive capacities
of the human mind and social lives of humans in relation-
ships. Today, animal models are increasingly recognized as
possessing at least some elements of cognitive and affective
processes that are potentially informative for understanding
normal functions and disorders in humans. This progress has
contributed to a number of research areas described in the en-
suing chapters, many of which include insights that have
come from using new gene targeting technology. Because
human studies do not provide the opportunity for rigorous ex-
perimental control and manipulation of genetic, molecular,
cellular, and brain and behavioral system processes, the use
of genetically manipulated mice has become a powerful tool
in research. At the same time, the limitations and pitfalls of
wholesale acceptance of such animal models are clear to bio-
logical psychologists. In addition to the fact that mouse
species have faced different evolutionary pressures and
adapted to different ecological niches, the use of genetically
altered systems presents new challenges because these novel
mice are likely to express new constraints and influences be-
yond their target characters. The tradition of comparative
studies of different animal species makes the role of biologi-
cal psychology central to the effort to use these new and
powerful approaches to advance scientific understanding.
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A related overriding theme in biological psychology is the
significance of translating across levels of analysis. Biologi-
cal descriptions of psychological processes are viewed
by many, particularly outside the field, as a reductionist
endeavor. As such, reductionism might represent merely a
descent to a level of description in which psychological func-
tions are translated into the physical and chemical lexicon of
molecular events. It is increasingly evident that research
directed across levels of analysis serves yet another purpose.
In addition to determining biological substrates, such investi-
gations can work in the other direction, to test between com-
peting hypotheses and models of psychological functions. It
is also the case that molecular biologists who study the brain
are increasingly seeking contact with investigators who work
at the level of systems. More genes are expressed in the brain
than in all other organs of the body combined. Gene expres-
sion is controlled by intricate information-processing net-
works within a neuron and is inextricably tied to the activity
of neurons as elements in larger information-processing sys-
tems. Psychological functions (e.g., the conditions that are
sufficient to produce long-term memory or the environmental
inputs that are necessary to elicit maternal behavior) will aid
in understanding the functional significance of complex mo-
lecular systems at the cellular level. Scientific advances are
rapidly shifting the biological psychology paradigm from one
of reductionism to an appreciation that vertical integration
across levels of analysis is essential to understand the proper-
ties of biological organisms.

In chapter 1 Russil Durrant and Bruce J. Ellis introduce
some of the core ideas and assumptions that comprise the
field of evolutionary psychology. Although they focus on re-
productive behaviors, Durrant and Ellis also illustrate how
the ideas of evolutionary psychology can be employed in the
development of specific, testable hypotheses, about human
mind and behavior. Their ideas go far past the usual mating
behaviors, and they even provide an adaptive scenario for
self-esteem studies. Durrant and Ellis note that one of the
most crucial tasks for evolutionary psychologists in the com-
ing decades will be the identification and elucidation of psy-
chological adaptations. Although most of the obvious and
plausible psychological adaptations have already been
cataloged, many more remain undiscovered or inadequately
characterized. Because adaptations are the product of natural
selection operating in ancestral environments, and because
psychological traits such as jealousy, language, and self-
esteem are not easily reconstructed from material evidence
such as fossils and artifacts, direct evidence for behavioral
adaptations may be difficult to obtain. One of the challenges
for evolutionary psychology, according to Durrant and Ellis,
is to develop increasingly more rigorous and systematic

methods for inferring the evolutionary history of psychologi-
cal characteristics, as well as to determine how best to char-
acterize psychological adaptations. 

As mentioned, within the past 10 years a novel intellectual
bridge has been formed between psychology and molecular
biology. Molecular biologists have mapped large segments of
the mouse genome as part of the ambitious Human Genome
Project. As genes have been identified and sequenced, mo-
lecular biologists have begun the difficult task of identifying
the functions of these genes. An increasingly common ge-
netic engineering technique used to discover the function of
genes is targeted disruption (knockout) of a single gene. By
selectively disrupting the expression of a single gene, molec-
ular biologists reason that the function of that targeted gene
can be determined. In other cases, a specific gene is added
(knockin). In many cases, the phenotypic description of
knockout and knockin mice includes alterations in behavior.
In chapter 2 Stephen C. Maxson explores behavior genetics,
generally, and describes the implications of molecular genet-
ics for psychology, specifically. He describes classic studies
on the heritability of behavior (viz., selective breeding) as
well as twin and adoption studies. Maxson adroitly docu-
ments gene mapping and genome projects in relation to
behavioral studies. After presenting an introduction to mo-
lecular and developmental genetics, he emphasizes the im-
portance of population genetics in studies of the evolution of
behavior. Finally, Maxson explores the ethical and legal man-
ifestations of behavioral genetics in the context of academics
and society as a whole. 

Using the comparative method has been particularly suc-
cessful for understanding the sensory and perceptual machin-
ery in animals. In chapter 3 Gerald H. Jacobs describes the
great success that he and others have had using the compara-
tive approach to elucidate the mechanisms and processes un-
derlying vision. Most studies of nonhuman vision are likely
motivated to understand human vision. The remaining stud-
ies of vision in nonhuman animals are aimed at understand-
ing comparative features of vision in their own right, often
from an evolutionary perspective with the intent to discover
common and different solutions for seeing. Jacobs considers
both approaches in his review of comparative vision. After a
description of the fundamental features of photic environ-
ments, he provides basic design features and describes the
evolution of eyes. Jacobs then focuses on photosensitivity as
a model of the comparative approach. He details photopig-
ments, ocular filtering, and the role of the nervous system in
photosensitivity. Three important issues in comparative
vision—detection of change, resolution of spatial structure,
and use of chromatic cues—are also addressed. Finally,
Jacobs includes a section on the difficulty of measuring
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animal vision, as well as his perspective of where this field is
likely to evolve.

In chapter 4 Cynthia F. Moss and Catherine E. Carr review
some of the benefits and problems associated with a compar-
ative approach to studies of hearing. Comparative audition
also has a primary goal of understanding human audition,
but a larger proportion of this field is dedicated to under-
standing the relationship between the sensory system of the
animal and its biologically relevant stimuli as compared to
comparative vision. The ability to detect and process acoustic
signals evolved many times throughout the animal kingdom,
from insects and fish to birds and mammals (homoplasies).
Even within some animal groups, there is evidence that hear-
ing evolved independently several times. Ears appear not
only on opposite sides of the head, but also on a variety of
body parts. Out of this diversity, many fascinating, specific
auditory adaptations have been discovered. A surprising
number of general principles of organization and function
have emerged from studies of diverse solutions to a common
problem. Comparative studies of audition attempt to bring
order to the variation and to deepen our understanding of
sound processing and perception. 

Moss and Carr review many common measures of audi-
tory function, anatomy, and physiology in selective species in
order to emphasize general principles and noteworthy spe-
cializations. They cover much phylogenetic ground, review-
ing insects, fishes, frogs, reptiles, birds, and mammals. The
chapter begins with a brief introduction to acoustic stimuli,
followed by a review of ears and auditory systems in a large
sample of species, and concludes with a comparative presen-
tation of auditory function in behavioral tasks. 

Behavioral studies of auditory systems reveal several
common patterns across species. For example, hearing oc-
curs over a restricted frequency range, often spanning several
octaves. Absolute hearing sensitivity is best over a limited
frequency band, typically of high biological importance to
the animal, and this low-threshold region is commonly
flanked by regions of reduced sensitivity at adjacent frequen-
cies. Absolute frequency discrimination and frequency
selectivity generally decrease with an increase in sound fre-
quency. Some animals, however, display specializations in
hearing sensitivity and frequency selectivity for biologically
relevant sounds, with two regions of high sensitivity or fre-
quency selectivity corresponding with information, for ex-
ample, about mates and predators. One important goal of
comparative audition is to trace adaptations in the auditory
periphery and merge those adaptations with central adapta-
tions and behavior. 

The history and state of the art of, as well as future studies
in, comparative motor systems are presented by Karim

Fouad, Hanno Fischer, and Ansgar Büschges in chapter 5.
The authors carefully construct an argument for a concept of
central control of locomotion and the principles of pattern-
generating networks for locomotion. In common with sen-
sory systems to understand locomotor activity, the authors
argue that a multilevel approach is needed and present data
ranging from the molecular and cellular level (i.e., identifica-
tion of the neurons involved, their intrinsic properties, the
properties of their synaptic connections, and the role of spe-
cific transmitters and neuromodulators) to the system level
(i.e., functional integration of these networks in complete
motor programs). They emphasize that both invertebrate and
vertebrate locomotor systems have been studied on multiple
levels, ranging from the interactions between identifiable
neurons in identified circuits to the analysis of gait. The re-
view focuses on (a) the principles of cellular and synaptic
construction of central pattern-generating networks for loco-
motion, (b) their location and coordination, (c) the role of
sensory signals in generating a functional network output,
(d) the main mechanisms underlying their ability to adapt
through modifications, and (e) basic features in modulating
the network function. 

Each human sensory system provides an internal neural
representation of the world, transforming energy in the envi-
ronment into the cellular coding machinery of vast networks
of neurons. In studies of sensory information processing in
nonhuman primates, particularly in the Old World monkeys,
we encounter research that brings us close to understanding
functions of the human brain. Chapters 6 through 8 provide a
current guide to sensory modalities in the primate brain that
occupy extensive cortical systems. 

Research on the visual system in primates has outpaced all
other modalities. In chapter 6 Tatiana Pasternak, James W.
Bisley, and David Calkins provide the reader with an exten-
sive background of knowledge on the neuroanatomical orga-
nization of visual pathways and functional properties of visu-
ally responsive neurons. Their chapter follows the stream of
the visual system from eye through multiple parallel process-
ing and hierarchically organized systems in cortex. It also
covers one of the most significant topics in vision research in
recent years, viz., the extent to which the properties of visu-
ally responsive neurons are psychologically tuned at virtually
all levels of cortical processing. Rather than passive process-
ing of input from the retina, neurons in the visual system are
strongly influenced by the behavioral significance of the
stimulus, manifesting effects of current attention and past
experience.

It can be anticipated that the current pace of research will
rapidly expand our understanding of other sensory modalities
with extensive cortical processing systems in the primate
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brain. In chapter 7 Troy A. Hackett and Jon H. Kaas present
an up-to-date account of the anatomy and physiology of in-
formation processing in the auditory system. Relative to the
visual and somatosensory systems, the organization of sub-
cortical auditory pathways in the primate brain is exceed-
ingly complex. At the same time, many findings on the sub-
cortical processing of auditory information in primates
complement findings in other mammalian species. By com-
parison with other species, the auditory representation in cor-
tex is greatly expanded in the primate brain. Research using
nonhuman primates supports a model of parallel and hierar-
chical organization in the auditory cortex that may broadly
share features with the visual system. The orderly topography
and pattern of cortico-cortical connections define two
streams of auditory processing. The responsiveness of neu-
rons in auditory belt and parabelt regions further indicates a
specialization for information about what and where, a dis-
tinction made in parallel streams in the visual system. The
chapter provides an interesting discussion of research using
complex stimuli, such as species-typical calls, to characterize
the auditory objects or events for which the what pathway
may be specialized in nonhuman primates. 

In dynamic and complex environments, all mammals rely
on visual and auditory systems to obtain information. In the
basic tasks of survival—whether evasion of predators, navi-
gation of territory, or location of food and water—these
modalities make it possible to identify and localize objects at
a distance. Tactile perception becomes a key modality in pri-
mates’ ability to identify and manipulate objects within arm’s
reach. In chapter 8 Steven Hsiao, Ken Johnson, and Takashi
Yoshioka focus on tactile perception, a system that begins
with the transduction of information by four types of cuta-
neous mechanoreceptors. The authors review evidence that
information from each of these receptor types serves a dis-
tinctive role in tactile perception. Among these, the rapidly
adapting class has exquisite sensitivity to minute movement
of the skin, as little as 4 �m to 5 �m. By contrast, the slowly
adapting Type 1 class operates over a greater dynamic range
of stimulation but has extraordinary spatial resolution. These
and other mechanoreceptors share virtually identical proper-
ties in humans and in nonhuman primates. As the pathways
for tactile perception are followed into cortical networks, a
theme from previous chapters recurs. Tactile responsive neu-
rons, similar to neurons in the visual and auditory cortical
systems, are strongly influenced by psychological variables
of attention and experience. 

We all learned and accepted that there are five primary
senses—that is, until we stubbed our toes and recalled our
“sixth sense.” A critical sensory system that alerts us to real
or potential tissue damage is pain. In chapter 9 Terence

Coderre, Catherine Bushnell, and Jeffrey Mogil explore the
mechanisms of pain. They note that pain has recently come to
be thought of as two separate sensory entities: (a) physiolog-
ical pain and (b) pathological pain. Physiological pain
reflects a typical reaction of the somatosensory system to
noxious stimulation. Physiological pain is adaptive. Rare in-
dividuals who cannot process physiological pain information
frequently injure themselves and are unaware of internal
damage that is normally signaled by pain. Predictably, such
individuals often become disfigured and have a significantly
shortened life span. Pathological pain reflects the develop-
ment of abnormal sensitivity in the somatosensory system,
usually precipitated by inflammatory injury or nerve damage.
The most common features of pathological pain are pain in
the absence of a noxious stimulus, increased duration of re-
sponse to brief-stimulation stimuli, or perception of pain in
response to normally nonpainful stimulation. The neurologi-
cal abnormalities that account for pathological pain remain
unspecified and may reside in any of the numerous sites
along the neuronal pathways that both relay and modulate
somatosensory inputs. 

Chapter 9 provides a comprehensive review of the current
knowledge concerning the anatomical, physiological, and
neurochemical substrates that underlie both physiological
and pathological pain. Thus, Coderre and colleagues have de-
scribed in detail the pathways that underlie the transmission
of inputs from the periphery to the central nervous system
(CNS), the physiological properties of the neurons activated
by painful stimuli, and the neurochemicals that mediate or
modulate synaptic transmission in somatosensory pathways.
The review is organized by neuroanatomy into separate sec-
tions: (a) the peripheral nervous system and (b) the CNS,
which is further divided into (a) the spinal cord dorsal
horn and (b) the brain. The authors made a special effort to
identify critical advances in the field of pain research, espe-
cially the processes by which pathological pain develops fol-
lowing tissue or nerve injury, as well as how pain is modu-
lated by various brain mechanisms. The multidimensional
nature of pain processing in the brain emphasizes the multi-
dimensional nature of pain, using anatomical connectivity,
physiological function, and brain imaging techniques.
Finally, the authors provide some insights into future pain
sensitivity and expression research, with a focus on molecu-
lar biology and behavioral genetics. 

The ability to detect chemicals in the environment likely
represents the most primitive sensory faculty and remains
critical for survival and reproductive success in modern
prokaryotes, protists, and animals. Chemicals in solution are
detected by the taste sensory system; chemical sensation has
a central role in the detection of what is edible and where it is
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found. It is well known, for example, that the flavor of food
(i.e., the combination of its taste and smell) is a major deter-
minant of ingestion. Humans are able to detect volatile chem-
icals in air with our olfactory sensory system. Individuals
may use chemical senses to protect themselves from ingest-
ing or inhaling toxins that can cause harm. The chemical
senses, olfaction and taste, are reviewed in chapter 10 by
Patricia M. Di Lorenzo and Steven L. Youngentob. 

Until recently, the study of taste and olfaction has pro-
gressed at a relatively slow pace when compared to the study
of the other sensory modalities such as vision or audition.
This reflects, in part, the difficulty in defining the physical
dimensions of chemosensory stimuli. We can use human
devices to deliver exactly 0.5-m candles of 484 �m of light
energy to the eye and then conduct appropriate psy-
chophysics studies consistently across laboratories and
across participants. Until recently, however, it has been im-
possible to present, for example, 3 units of rose smells to an
experimental participant. In the absence of confidence that
any given array of stimuli would span the limits of chemical
sensibility, investigators have been slow to agree on schemes
with which taste and olfactory stimuli are encoded by the
nervous system. As Di Lorenzo and Youngentob reveal,
technological advances, particularly in the realm of molecu-
lar neuroscience, are providing the tools for unraveling some
of the longstanding mysteries of the chemical senses.
Some of the surprising findings that have resulted from this
increasingly molecular approach to chemosensation are the
discovery of a fifth basic taste quality (i.e., umami) and the
discovery that the differential activation of different subsets
of sensory neurons, to various degrees, forms the basis for
neural coding and further processing by higher centers in
the olfactory pathway. For both olfaction and taste, the care-
ful combination of molecular approaches with precise psy-
chophysics promise to yield insights into the processing of
chemical signals. Next, we move from input to output. 

To fuel the brain and locomotor activities, we need energy.
Because most bacteria and all animals are heterotrophs, they
must eat to obtain energy. What and how much we eat
depends on many factors, including factors related to palat-
ability or taste, learning, social and cultural influences, envi-
ronmental factors, and physiological controls. The relative
contribution of these many factors to the regulation of feed-
ing varies across species and testing situations. In chapter 11
Timothy H. Moran and Randall R. Sakai detail the psychobi-
ology of food and fluid intake. They focus on three interact-
ing systems important in the regulation of feeding: (a) signals
related to metabolic state, especially to the degree adiposity;
(b) affective signals related to taste and nutritional conse-
quences that serve to reinforce aspects of ingestive behavior;

and (c) signals that arise within an individual meal that
produce satiety. Moran and Sakai also identify the important
interactions among these systems that permit the overall
regulation of energy balance. 

Individuals are motivated to maintain an optimal level of
water, sodium, and other nutrients in the body. Claude
Bernard, the 19th-century French physiologist, was the first
to describe animals’ ability to maintain a relatively constant
internal environment, or milieu intérieur. Animals are watery
creatures. By weight, mammals are approximately two-thirds
water. The cells of animals require water for virtually all
metabolic processes. Additionally, water serves as a solvent
for sodium, chloride, and potassium ions, as well as sugars,
amino acids, proteins, vitamins, and many other solutes, and
is therefore essential for the smooth functioning of the ner-
vous system and for other physiological processes. Because
water participates in so many processes, and because it is
continuously lost during perspiration, respiration, urination,
and defecation, it must be replaced periodically. Unlike min-
erals or energy, very little extra water is stored in the body.
When water use exceeds water intake, the body conserves
water, mainly by reducing the amount of water excreted from
the kidneys. Eventually, physiological conservation can no
longer compensate for water use and incidental water loss,
and the individual searches for water and drinks.

Regulation of sodium intake and regulation of water intake
are closely linked to one another. According to Moran and
Sakai, the body relies primarily on osmotic and volumetric
signals to inform the brain of body fluid status and to engage
specific neurohormonal systems (e.g., the renin-angiotensin
system) to restore fluid balance. As with food intake, signals
that stimulate drinking, as well as those that terminate drink-
ing, interact to ensure that the organism consumes adequate
amounts of both water and electrolytes. The signals for satiety,
and how satiety changes the taste and motivation for seeking
food and water, remain to be specified.

We continue with a review of motivated behavior in chap-
ter 12. Elaine M. Hull and Juan M. Dominguez review the re-
cent progress made in understanding sexual differentiation,
as well as the hormonal and neural mechanisms that drive
and direct male and female sexual behavior. They begin their
chapter by considering the adaptive function of sexual be-
havior by asking why sexual reproduction is by far the most
common means of propagating multicellular species, even
though asexual reproduction is theoretically much faster and
easier. The prevailing hypothesis is that sexual behavior
evolved to help elude pathogens that might become so
precisely adaptive to a set of genetically identical clones that
future generations of the host species would never rid them-
selves of the pathogens. By mixing up the genomic character
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of their offspring, sexually reproducing creatures could pre-
vent the pathogens—even with their faster generational time
and hence faster evolution—from too much specialization.
Pathogens that preyed on one specific genome would be ex-
tinct after the single generation of gene swapping that occurs
with each sexual union. Thus, sexual reproduction has se-
lected pathogens to be generalists among individuals, al-
though sufficiently specific to be limited to a few host
species.

Hull and Dominguez next provide a description of the cop-
ulatory patterns that are common across mammalian species
and summarize various laboratory tests of sexual behavior.
After a thorough description of sexual behavior, the mecha-
nisms underlying sexual behavior are presented. Because hor-
mones are important for sex differentiation in all mammalian
and avian species and because hormones also activate sexual
behavior in adulthood, the chapter focuses on the endocrine
mechanisms underlying sexual behavior and explores the
mechanisms by which hormones modulate brain and behavior.
The authors next describe the hormonal and neural control of
female sexual behavior, followed by a similar treatment of the
regulation of male sexual behavior. In each case, they first
summarize the effects of pharmacological and endocrine treat-
ments on sexual behavior. The pharmacological data indicate
which neurotransmitter systems are involved in the various
components of sexual behavior (e.g., sexual motivation vs.
performance). A variety of techniques has been used to deter-
mine where in the brain sexual behavior is mediated, including
lesions and stimulation, local application of drugs and hor-
mones, and measures of neural activity. Finally, Hull and
Dominguez observe that the hormonal and neural mechanisms
that control sexual behavior are similar to the mechanisms that
regulate other social behaviors.

The authors close with a series of questions and issues that
remain largely unanswered. For example, they suggest that
more neuroanatomical work is necessary to track the neural
circuits underlying sexual behavior in both females and
males. Neurotransmitter signatures of those neurons are
important pieces of the puzzle, as well as neurotransmitter re-
ceptor interactions and intracellular signal transduction acti-
vation in response to various neurotransmitter and hormonal
effects. What changes in gene transcription are induced by
specific hormones? How do rapid membrane effects of
steroids influence sexual behavior? What changes in gene
transcription mediate the effects of previous sexual experi-
ence? They close with broader questions that include the in-
terrelationships among sexual and other social behaviors, and
how species-specific differences in behavior are related to
their ecological niches. All of these issues are critical for a
full understanding of sexual behavior.

Life on Earth evolves in the presence of pronounced tem-
poral fluctuations. The planet rotates daily on its axis. Light
availability and temperature vary predictably throughout
each day and across the seasons. The tides rise and subside in
predictable ways. These fluctuations in environmental factors
exert dramatic effects on living creatures. For example, daily
biological adjustments occur in both plants and animals,
which perform some processes only at night and others only
during the day. Similarly, daily peaks in the metabolic activ-
ity of warm-blooded animals tend to coincide with the daily
onset of their physical activity. Increased activity alone does
not drive metabolic rates; rather, the general pattern of meta-
bolic needs is anticipated by reference to an internal biologi-
cal clock. The ability to anticipate the onset of the daily light
and dark periods confers sufficient advantages that endoge-
nous, self-sustained circadian clocks are virtually ubiquitous
among extant organisms In chapter 13 Federica Latta and
Eve Van Cauter discuss the importance of biological clocks
and sleep on cognition and behavior.

In addition to synchronizing biochemical, physiological,
and behavioral activities to the external environment, biolog-
ical clocks are important to multicellular organisms for syn-
chronizing the internal environment. For instance, if a spe-
cific biochemical process is most efficiently conducted in the
dark, then individuals that mobilize metabolic precursors, en-
zymes, and energy sources just prior to the onset of dark
would presumably have a selective advantage over individu-
als that organized their internal processes at random times.
Thus, there is a daily temporal pattern, or phase relationship,
to which all biochemical, physiological, and behavioral
processes are linked. 

Latta and Van Cauter provide an overview of the circadian
system, as well as its development. Then, they discuss the
regulation of sleep in the context of biological rhythms and
show how sleep-wake homeostasis interacts with alertness
and cognitive function, mood, cardiovascular, metabolic, and
endocrine regulation. Their chapter closes with a description
of sleep disorders in the context of circadian dysregulation.

Preceding chapters in the volume considered specific mo-
tivated behaviors, such as feeding and mating. In chapter 14
Krista McFarland and Peter W. Kalivas deal with neural
circuitry in the brain that is relevant to many different goal-
directed behaviors. Whether the goal is food or a sexual part-
ner, common circuitry is now believed to be required for
activating and guiding behavior to obtain desired outcomes.
This brain system, referred to here as the motive circuit, in-
volves a network of structures and their interconnections
in the forebrain that control motor output systems. The au-
thors present a scheme, based on much evidence, that the mo-
tive circuit is comprised of two separate but interactive
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subsystems. One of these provides control over goal-directed
behavior under routine circumstances, where prior experi-
ence has established efficient direct control over response
systems. The other subcortical-limbic circuit serves a com-
plementary function to allow new learning about motivation-
ally relevant stimuli.

The motive circuit described by McFarland and Kalivas
includes not only anatomically defined pathways but also
definition of the neurochemical identity of neurons in the sys-
tem. This information has proven vital because the motive
circuit is an important target for drugs of interest for their
psychological effects. Indeed, the field of psychopharmacol-
ogy has converged to a remarkable degree on the brain re-
gions described in this chapter. Substances of abuse, across
many different classes of agents such as cocaine and heroin,
depend on this neural system for their addictive properties.
Consequently, the role of subsystems within the motive cir-
cuit in drug addiction is a topic of great current interest.
Within the scheme described in the chapter, drug-seeking
behavior, including the strong tendency to relapse into addic-
tion, may reflect an inherent property of circuit function that
controls routine responses or habits. Behavioral and neural
plasticity underlying addiction is becoming an increasingly
important topic of study in this area of biological psychology
for providing an inroad to effective treatment for drug abuse. 

Emotion encompasses a wide range of experience and can
be studied through many variables, ranging from verbal de-
scriptions to the measurement of covert physiological re-
sponses, such as heart rate. In chapter 15 Michael Davis and
Peter J. Lang consider this topic, broadly spanning research
in humans and other species. From this comparative perspec-
tive, there is no doubt that emotions are fundamentally adap-
tive, capturing attention and strongly engaging a disposition
to action. Succinctly put, emotions move us. 

Davis and Lang elaborate on a useful framework for orga-
nizing the diverse phenomena of emotion, in which emotions
are considered along two dimensions. On one dimension of
valence, emotional states range from positive (happy, confi-
dent) to negative (fear, anger). These different emotional
states, in turn, are associated with different behavioral
tendencies, strongly engaging output systems based on the
integration of current information and past experience. In ad-
dition, both positive and negative emotional states can range
from relative calm to high degrees of arousal, providing a
second dimension. Finally, the topic of emotion not only en-
compasses the regulation of internal emotional states that
motivate behavior expressive of those states, but also may be
important for the cognitive evaluation of the emotional
content of complex perceptual cues. Davis and Lang are
adept guides in covering a range of psychological studies, as

well as research on neural systems involved in emotional
processes.

The authors give detailed treatment to one model of emo-
tion that has become well studied across species. Perhaps it is
not surprising that the emotion of fear, which is basic to sur-
vival, possesses many common features across mammalian
species. Research over the past decade or so has also revealed
that neural systems engaged in settings that evoke fear show
strong homology in humans and other mammals, including
laboratory rodents. The study of fear has in turn become one
of best defined models in which to study the neural basis of
learning. Circumstances associated with aversive events pro-
vide cues that become potent activators of fear, preparing or-
ganisms to deal with threat and danger. Because the circuitry
in the brain for this form of learning is delineated, scientists
are making progress in understanding the exact sites and
mechanisms where communication between neurons is al-
tered to produce this form of emotional learning. In this chap-
ter the reader encounters a field where vertical integration
from behavior to synaptic plasticity is advancing at a rapid
pace.

Life is challenging. The pressure of survival and repro-
duction takes its toll on every individual living on the planet;
eventually and inevitably the wear and tear of life leads to
death. Mechanisms have evolved to delay death presumably
because, all other things being equal, conspecific animals that
live the longest tend to leave the most successful offspring. In
the Darwinian game of life, individuals who leave the most
successful offspring win. Although some of the variation in
longevity reflects merely good fortune, a significant part of
the variation in longevity among individuals of the same
species reflects differences in the ability to cope with the de-
mands of living. All living creatures are dynamic vessels of
equilibria, or homeostasis. Any perturbation to homeostasis
requires energy to restore the original steady-state. An indi-
vidual’s total energy availability is partitioned among many
competing needs, such as growth, cellular maintenance, ther-
mogenesis, reproduction, and immune function. During envi-
ronmental energy shortages, nonessential processes such as
growth and reproduction are suppressed. If homoeostatic per-
turbations require more energy than is readily available after
nonessential systems have been inhibited, then survival may
be compromised. All living organisms currently exist be-
cause of evolved adaptations that allow individuals to cope
with energetically demanding conditions. Surprisingly, the
same neuroendocrine coping mechanisms are engaged in all
of these cases, as well as in many other situations.

The goal of chapter 16, written by Angela Liegey Dougall
and Andrew Baum, is to present the effects of stress and cop-
ing on immune function. Because description should always
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precede formal analyses in science, it is important to agree on
what is meant by stress. This first descriptive step has proved
to be difficult in this field; however, it remains critical in
order to make clear predictions about mechanisms. To evalu-
ate the brain regions involved in mediating stress, there must
be some consensus about what the components of the stress
response are. The term stress has often been conflated to in-
clude the stressor, the stress response, and the physiological
intermediates between the stressor and stress responses. The
concept of stress was borrowed from an engineering-physics
term that had a very specific meaning (i.e., the forces outside
the system that act against a resisting system). The engineer-
ing-physics term for the intrinsic adjustment is strain. For ex-
ample, gravity and wind apply stress to a bridge; the bending
of the metal under the pavement in response to the stress is
the strain. Had we retained both terms, we would not be in the
current terminological predicament. It is probably too late to
return to the original engineering-physics definition of these
terms in biological psychology because despite the confusing
array of indefinite uses of the term stress, an impressive sci-
entific literature integrating endocrinology, immunology,
psychology, and neuroscience has developed around the con-
cept of stress. What, then, does it mean to say that an individ-
ual is under stress? For the purposes of this chapter, Dougall
and Baum use some of the prevailing homeostatic notions of
stress to arrive at a flexible working definition. 

The authors next describe coping, which is a way to coun-
teract the forces of stress. Next, Dougall and Baum describe
the psychological and behavioral responses to stress and em-
phasize the effects of stress on immune function. Although
stress causes many health problems for individuals, all the
news is not bleak. Dougall and Baum review the various
stress management interventions. In some areas researchers
are making remarkable progress at identifying the genetic
and molecular mechanisms of stress with little regard for the
integrative systems to which these molecular mechanisms
contribute. In other areas scientists are still struggling to
parse out the interactive effects of behavioral or emotional
factors such as fear and anxiety on stress responsiveness. Ob-
viously, a holistic approach is necessary to understand the
brain stress system—perhaps more importantly than for other
neural systems. Acute stress can actually bolster immune
function, whereas chronic stress is always immunosuppres-
sant. One important goal of future stress research, according
to Dougall and Baum, is to determine how and when acute
stress becomes chronic and how to intervene to prevent this
transition.

As indicated throughout this volume, biological psychology
represents a distinctive fusion of biology and psychology. In
chapter 17 Peter C. Holland and Gregory F. Ball provide a syn-
thesis of perspectives on learning from these different

disciplines. The study of animal learning, firmly rooted in the
origins of psychology, has traditionally emphasized the role of
experience in shaping behavior and sought to identify general
principles that encompass the phenomena of learning. Given
their perspective, experimental psychologists have long stud-
ied laboratory animals as grist for developing a general process
theory of learning. Their studies have traditionally used tasks
in which exposure to environmental events is tightly controlled
and discrete responses are monitored. In contrast, the etholog-
ical approach based in the field of biology has historically
emphasized constraints on learning and viewed experience-
dependent adaptations in relatively specialized domains, often
studied in naturalistic settings. Holland and Ball show how
each of these approaches has contributed to our understanding
of the adaptive capacities of organisms. Studies of animal
learning have revealed a rich complexity of well-defined asso-
ciative processes, which have come to include representational
functions in the cognitive domain. At the same time, biological
psychology has become more eclectic in its approach with an
integration of the ethological perspective into the field. The
synthesis provided in this chapter is a particularly good exam-
ple of fertilization across disciplines. 

The topic of learning is continued in chapter 18 by Joseph
Steinmetz, Jeansok Kim, and Richard F. Thompson. Here the
focus is on the use of specific models of learning to investigate
biological substrates. The authors present a variety of prepara-
tions in which a neural systems analysis has shed light on the
neural circuits and mechanisms of learning. Those prepara-
tions range from research in relatively simple organisms, such
as invertebrates, to several forms of learning in mammals that
have closely tied research in laboratory animals to an under-
standing of the neural basis of learning in humans.

Among the models of learning, the authors discuss in par-
ticular depth research on eye-blink conditioning, a simple
form of Pavlovian conditioning that was first demonstrated in
humans about 70 years ago. Since that time, behavioral and
neuroscientific research has transformed eye-blink condition-
ing into a powerful paradigm for the interdisciplinary study
of brain and behavior. The operational simplicity and mini-
mal sensory, motor, and motivational demands of the proce-
dure make it applicable with little or no modification across a
range of animal species—rodents, rabbits, cats, monkeys, hu-
mans—and across the life span, from early infancy to old age.
As detailed in the chapter, we now have extensive knowledge
of the neurobiological mechanisms of eye-blink condition-
ing. Studies in both animals and humans implicate the cere-
bellum and hippocampus in eye-blink conditioning. Simple
associative learning is mediated by well-characterized brain-
stem-cerebellar circuitry, whereas more complex, higher
order conditioning phenomena appear to depend on interac-
tions of this circuitry with forebrain structures such as the
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hippocampus. This research arguably provides one of the
best-characterized models of neural systems analysis and ver-
tical integration in behavioral neuroscience.

The study of memory is now firmly grounded in the recog-
nition that multiple memory systems exist. In chapter 19
Howard Eichenbaum traces the historical antecedents of this
understanding. As a record of experience, habits and skills de-
velop with practice and are enduring forms of memory. Habits
and skills control routine simple activities as well as the ex-
quisitely refined performance of the virtuoso. Historically,
memory in the form of habits and skills can be seen as the
focus of behaviorism in which effects of experience were stud-
ied in terms of stimulus and response topographies. Such
forms of procedural memory that are exhibited in performance
have been distinguished from declarative memory. Declara-
tive memory refers to deficits encountered in amnesic
syndromes where habit and skill memory (among other proce-
dural types of memory) are entirely preserved but patients
have a profound inability either to recollect episodes of expe-
rience consciously from the past or to acquire new knowledge.

The distinction between forms of declarative and proce-
dural memory has become well established in studies of
human memory. Eichenbaum shows how these distinctions
are addressed in research on neurobiological systems. In par-
ticular, the chapter deals with the challenge of translating de-
clarative memory into studies with laboratory animals. The
neural circuitry critical for this form of memory is similarly
organized in the human brain and in the brains of other
species including laboratory rodents. Neural structures in the
medial temporal lobe, including the hippocampus, are linked
to information-processing systems in cortex. The chapter
deals with research that shows how the organization and
function of this system allows for distinctive features of cog-
nitive memory, involving representational networks that can
be flexibly accessed and used in novel situations. These prop-
erties of memory can be tested across human and nonhuman
subjects alike. The animal models, in particular, are an im-
portant setting for research on the neural mechanisms of
memory, including the cellular machinery that alters and
maintains changes in synaptic connections. 

A central problem in comparative biology and psychology
is to determine the evolutionary mechanisms underlying sim-
ilarity between species. As Marc Hauser points out in his
chapter on comparative cognition (chapter 20), there are
two categories of similarity. One category is characterized by
homologies, traits shared by two or more species that arose
from a common ancestor that expressed the same trait. The
second category is characterized by homoplasies, similar
traits that evolved independently in different taxonomic
groups usually via convergence. These distinctions are always
important in comparative approaches, but they are particularly

critical when considering primate cognition, where the bias is
to assume that homology underlies similar cognitive func-
tions. Few investigators can make this distinction, primarily
because of a lack of good comparative data. Hauser argues
that (comparative) primate cognition should make deeper
connections with studies of brain function, generally,
and human infant cognitive development, specifically.
He uses two examples: (a) the construction of a number
sense and (b) the ability to process speech, to make the case
that the apolygynous marriage between Darwin’s theory of
evolution and the representational-computational theory of
mind that tends to dominate much of current cognitive science
is a productive endeavor. In the case of number, many ani-
mals, primates included, can discriminate small numbers pre-
cisely and large numbers approximately. Hauser argues that
over the course of human evolution we acquired a mechanism
that allowed only our species to discriminate large numbers
precisely, and this capacity ultimately led to our unique gift
for complex mathematics. With respect to speech-processing
mechanisms, Hauser argues that humans share with other
animals all of the core perceptual tools for extracting the
salient features of human speech, but that more comparative
neuroanatomical work, tracing circuitry and establishing
functional connectivity, is necessary to determine the evolu-
tionary history of speech processing among primates. 

Interest in systems specialized for language in the human
brain has a long history, dating from the earliest descriptions
of aphasia by neurologists in the 19th century. In chapter 21
Eleanor M. Saffran and Myrna F. Schwartz guide the reader
through this field of study from its historical roots to the con-
temporary era, in which new tools and approaches are ad-
vancing knowledge in unprecedented ways. The chapter
deals in detail with the kinds of inferences about the funda-
mental properties of language that have been gleaned from
the patterns of language breakdown after brain damage. This
area of cognitive neuropsychology has a long tradition in the
field. The authors then describe how recent studies of brain
activation in normal subjects using functional neuroimaging
technology have confirmed many functions assigned to spe-
cific brain regions and circuits based on cases of brain dam-
age. They also consider the discrepancies that have emerged
from comparison of these different approaches. Finally, the
chapter includes a discussion of another powerful approach
in research in which computational modeling has become an
important adjunct to empirical investigations in the biologi-
cal study of language. 

A broad perspective on the use of computational models in
biological psychology is the subject of chapter 22. Randall C.
O’Reilly and Yuko Munakata discuss a variety of biologically
based models, ranging from those focused on the properties
of single neurons as information-processing units to more
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extensive models used to study the properties of neurons in
networks that serve a range of psychological functions. 

To provide a background to computational modeling of
both single neurons and networks, the authors first discuss
the biological properties that are central for defining and con-
straining models of simulated neurons. Activation functions
for such models can vary with respect to the real properties of
neurons that they incorporate, yielding an increasing com-
plexity in how a neuron is simulated. For example, they de-
scribe how variables, such as single-point integration versus
multiple compartments or biological constraints on weight-
ing of inputs, can affect the properties of a simulated neuron. 

A fundamental question in the study of neuron function is
the nature of the code for information. Firing rate, which
refers to the frequency of action potentials, has long been
studied as a coding mechanism. O’Reilly and Munakata ad-
dress the debate between models based on rate codes and
those that consider other coding possibilities such as the pre-
cise timing of spikes. 

For psychological functions, ranging from perception and
attention to learning and memory, processing systems involve
networks of large numbers of neurons. O’Reilly and Munakata
describe the basic organization and properties of network
models for the study of these functions. They then go on to de-
scribe specific implementations. For example, they provide an
extensive discussion of learning. In particular, they discuss
two influential learning devices incorporated into computa-
tional models: a Hebbian mechanism, which rapidly incul-
cates change in a network based on correlated activity, and
error-driven mechanisms that can acquire many input-output
mappings for which Hebbian mechanisms are inadequate.

Much of the material in the chapter on computational mod-
eling is relevant to empirical research discussed in other chap-
ters on sensory information processing and learning. O’Reilly
and Munakata’s discussion of modeling relevant to memory
mechanisms especially complements material discussed
by Eichenbaum in chapter 19. Computational models of the
properties of hippocampus and cortex as a system for declara-
tive memory reveal a distinctive information storage process
that can integrate information over many different experi-
ences. The interleaving process modeled in this system allows
the formation of overlapping representations that encode
shared structure across different experiences, while at the
same time minimizing interference between neural representa-
tions of different events. In this and other examples discussed
in the chapter, computational modeling provides an important
adjunct to the empirical base of research in the field.

A well-worn debate on nature versus nurture has long
occupied the field of psychology. This question is at the heart
of research on development. To what extent is development

prearranged by our genetic endowment, and to what extent
does experience play a role? In chapter 22, on experience and
development, James E. Black shows how biological psychol-
ogy has contributed to our understanding of these variables of
nature and nurture, and of their interactions. 

Black first emphasizes the degree to which brain structure
is predetermined such that early development protects against
variations in constructing complex neural systems. He next
describes how many neural systems have evolved to capture
and orchestrate carefully the role of experience in brain devel-
opment. In such cases neural systems respond to experience
only in a relatively narrow developmental window, referred to
as a sensitive or critical period. It is interesting that this expe-
rience-expectant development is biologically controlled in
many different systems by a sequence in which neural con-
nections are overproduced and experience is then allowed to
eliminate a large proportion of connections. The process of
overproduction and selective elimination of synapses at a spe-
cific developmental stage allows the brain to be shaped by ex-
perience in a specialized domain. Black illustrates this process
by drawing on studies of the effects of early experience on the
visual system. The process, however, can be extended to other
domains involving social behavior and higher cognitive func-
tions. Indeed, the scaffolding of experience-expectant devel-
opment may be such that sensitive periods are designed to
build progressively on one another.

Experience-expectant development is distinguished from
experience-dependent development. In the former case, biol-
ogy sets the stage for a modeling of brain development based
on experiences that can be anticipated to occur for all mem-
bers of a species within a limited time frame. Experience-
dependent development involves the brain’s susceptibility to
experiences that can be unique to the individual member of a
species. The brain plasticity in this case is not limited to a de-
fined critical period but is available throughout life. 

Although much of our current understanding of experi-
ence and development is based on basic research in labora-
tory animals, Black discusses in depth the evidence that these
principles also apply to humans. He carefully considers the
limitations of currently available data and the gaps that need
to be filled. 

In closing this preface, we wish to express our gratitude to
the contributing authors. This volume of the Handbook rep-
resents the field of biological psychology with its deep roots
in the history of our discipline and its vital and exciting op-
portunities for new discovery in the 21st century. 

MICHELA GALLAGHER

RANDY J. NELSON
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Evolutionary psychology is the application of the principles
and knowledge of evolutionary biology to psychological
theory and research. Its central assumption is that the
human brain is comprised of a large number of specialized
mechanisms that were shaped by natural selection over vast
periods of time to solve the recurrent information-processing
problems faced by our ancestors (Symons, 1995). These prob-
lems include such things as choosing which foods to eat,
negotiating social hierarchies, dividing investment among
offspring, and selecting mates. The field of evolutionary psy-
chology focuses on identifying these information-processing
problems, developing models of the brain-mind mechanisms
that may have evolved to solve them, and testing these models
in research (Buss, 1995; Tooby & Cosmides, 1992).

The field of evolutionary psychology has emerged dra-
matically over the last 15 years, as indicated by exponential
growth in the number of empirical and theoretical articles in
the area (Table 1.1). These articles extend into all branches
of psychology—from cognitive psychology (e.g., Cosmides,
1989; Shepard, 1992) to developmental psychology (e.g.,
Ellis, McFadyen-Ketchum, Dodge, Pettit, & Bates, 1999;
Weisfeld, 1999), abnormal psychology (e.g., Mealey, 1995;

Price, Sloman, Gardner, Gilbert, & Rhode, 1994), social
psychology (e.g., Daly & Wilson, 1988; Simpson & Kenrick,
1997), personality psychology (e.g., Buss, 1991; Sulloway,
1996), motivation-emotion (e.g., Nesse & Berridge, 1997;
Johnston, 1999), and industrial-organizational psychology
(e.g., Colarelli, 1998; Studd, 1996). The first undergraduate
textbook on evolutionary psychology was published in 1999
(Buss, 1999), and since then at least three other undergradu-
ate textbooks have been published in the area (Barrett,
Dunbar, & Lycett, 2002; Cartwright, 2000; Gaulin &
McBurney, 2000).

In this chapter we provide an introduction to the field of
evolutionary psychology. We describe the methodology that
evolutionary psychologists use to explain human cognition
and behavior. This description begins at the broadest level
with a review of the basic, guiding assumptions that are em-
ployed by evolutionary psychologists. We then show how
evolutionary psychologists apply these assumptions to de-
velop more specific theoretical models that are tested in re-
search. We use examples of sex and mating to demonstrate
how evolutionary psychological theories are developed and
tested.
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LEVELS OF EXPLANATION IN 
EVOLUTIONARY PSYCHOLOGY

Why do siblings fight with each other for parental atten-
tion? Why are men more likely than women to kill sexual
rivals? Why are women most likely to have extramarital sex
when they are ovulating? To address such questions, evolu-
tionary psychologists employ multiple levels of explanation
ranging from broad metatheoretical assumptions, to more
specific middle-level theories, to actual hypotheses and

predictions that are tested in research (Buss, 1995; Ketelaar &
Ellis, 2000). These levels of explanation are ordered in a
hierarchy (see Figure 1.1) and constitute the methodology that
evolutionary psychologists use to address questions about
human nature.

At the top of the hierarchy are the basic metatheoretical
assumptions of modern evolutionary theory. This set of guid-
ing assumptions, which together are referred to as evolution-
ary metatheory, provide the foundation that evolutionary
scientists use to build more specific theoretical models. We
begin by describing (a) the primary set of metatheoretical
assumptions that are consensually held by evolutionary sci-
entists and (b) the special set of metatheoretical assumptions
that distinguish evolutionary psychology. We use the term
evolutionary psychological metatheory to refer inclusively to
this primary and special set of assumptions together.

As shown in Figure 1.1, at the next level down in the hier-
archy, just below evolutionary psychological metatheory, are
middle-level evolutionary theories. These theories elaborate
the basic metatheoretical assumptions into a particular psy-
chological domain such as mating or cooperation. In this
chapter we consider two related middle-level evolutionary
theories—parental investment theory and good genes sexual

TABLE 1.1 Growth of Publications in the Area of Evolutionary
Psychology, as Indexed by the PsycINFO Database

Years of Publication Number of Publicationsa

1985–1988 4
1989–1992 25
1993–1996 100
1997–2000 231

aNumber of articles, books, and dissertations in the PsycINFO database that
include either the phrase evolutionary psychology or evolutionary psycho-
logical in the title, in the abstract, or as a keyword. All articles from the
Journal of Evolutionary Psychology, which is a psychoanalytic journal, were
excluded.

Evolutionary Psychological Metatheory

Middle-Level Theories

Hypotheses

Specific Predictions

Basic metatheoretical assumptions of modern evolutionary theory.
Special metatheoretical assumptions of evolutionary psychology.

Attachment theory
(Bowlby, 1969)

Parental investment theory
(Trivers, 1972)

Good genes sexual selection
theory

Individuals who more fully
display traits indicative of high

genetic quality should be
healthier and in better condition
than should conspecifics who
display these traits less fully.

The frequency and timing of
female orgasm should vary
in a manner that selectively
favors the sperm of males
who display indicators of

high genetic quality.

Males who display indicators of
high genetic quality should
have more sexual partners

and more offspring.

More symmetrical individuals
should have better mental and
physical health, better immune
system functioning, and lower
parasite loads than should less

 symmetrical individuals.

The timing and  frequency of
orgasms by women should be
patterned to selectively retain

the sperm of more
symmetrical men.

More symmetrical men should
have more lifetime sexual

partners and more extrapair
sexual partners than should

less symmetrical men.

Figure 1.1 The hierarchical structure of evolutionary psychological explanations (adapted from Buss, 1995).
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selection theory—each of which applies the assumptions of
evolutionary psychological metatheory to the question of
reproductive strategies. In different ways these middle-level
theories attempt to explain differences between the sexes as
well as variation within each sex in physical and psychologi-
cal adaptations for mating and parenting.

At the next level down are the actual hypotheses and pre-
dictions that are drawn from middle-level evolutionary theo-
ries (Figure 1.1). A hypothesis is a general statement about
the state of the world that one would expect to observe if the
theory from which it was generated were in fact true. Predic-
tions are explicit, testable instantiations of hypotheses. We
conclude this chapter with an evaluation of hypotheses and
specific predictions about sexual behavior that have been de-
rived from good genes sexual selection theory. Special atten-
tion is paid to comparison of human and nonhuman animal
literatures.

THE METATHEORY LEVEL OF ANALYSIS

Scientists typically rely on basic (although usually implicit)
metatheoretical assumptions when they construct and evalu-
ate theories. Evolutionary psychologists have often called on
behavioral scientists to make explicit their basic assumptions
about the origins and structure of the mind (see Gigerenzer,
1998). Metatheoretical assumptions shape how scientists
generate, develop, and test middle-level theories and their de-
rivative hypotheses and predictions (Ketelaar & Ellis, 2000).
These basic assumptions are often not directly tested after
they have been empirically established. Instead they are used
as a starting point for further theory and research. Newton’s
laws of motion form the metatheory for classical mechanics,
the principles of gradualism and plate tectonics provide a
metatheory for geology, and the principles of adaptation
through natural selection provide a metatheory for biology.
Several scholars (e.g., Bjorklund, 1997; Richters, 1997) have
argued that the greatest impediment to psychology’s develop-
ment as a science is the absence of a coherent, agreed-upon
metatheory.

A metatheory operates like a map of a challenging con-
ceptual terrain. It specifies both the landmarks and the bound-
aries of that terrain, suggesting which features are consistent
and which are inconsistent with the core logic of the meta-
theory. In this way a metatheory provides a set of powerful
methodological heuristics: “Some tell us what paths to avoid
(negative heuristic), and others what paths to pursue (positive
heuristic)” (Lakatos, 1970, p. 47). In the hands of a skilled re-
searcher, a metatheory “provides a guide and prevents certain
kinds of errors, raises suspicions of certain explanations or

observations, suggests lines of research to be followed, and
provides a sound criterion for recognizing significant ob-
servations on natural phenomena” (Lloyd, 1979, p. 18). The
ultimate contribution of a metatheory is that it synthesizes
middle-level theories, allowing the empirical results of a
variety of different theory-driven research programs to be
explicated within a broader metatheoretical framework. This
facilitates systematic cumulation of knowledge and progres-
sion toward a coherent big picture, so to speak, of the subject
matter (Ketelaar & Ellis, 2000).

METATHEORETICAL ASSUMPTIONS THAT
ARE CONSENSUALLY HELD BY
EVOLUTIONARY SCIENTISTS

When asked what his study of the natural world had revealed
about the nature of God, biologist J. B. S. Haldane is reported
to have made this reply: “That he has an inordinate fondness
for beetles.” Haldane’s retort refers to the extraordinary di-
versity of beetle species found throughout the world—some
290,000 species have so far been discovered (E. O. Wilson,
1992). Beetles, moreover, come in a bewildering variety of
shapes and sizes, from tiny glittering scarab beetles barely
visible to the naked eye to ponderous stag beetles with mas-
sive mandibles half the size of their bodies. Some beetles
make a living foraging on lichen and fungi; others subsist on
a diet of beetles themselves.

The richness and diversity of beetle species are mirrored
throughout the biological world. Biologists estimate that
anywhere from 10 to 100 million different species currently
inhabit the Earth (E. O. Wilson, 1992), each one in some
respect different from all others. How are we to explain this
extraordinary richness of life? Why are there so many species
and why do they have the particular characteristics that they
do? The general principles of genetical evolution drawn from
modern evolutionary theory, as outlined by W. D. Hamilton
(1964) and instantiated in more contemporary so-called self-
ish gene theories of genetic evolution via natural and sexual
selection, provide a set of core metatheoretical assumptions
for answering these questions. Inclusive fitness theory con-
ceptualizes genes or individuals as the units of selection (see
Dawkins, 1976; Hamilton, 1964; Williams, 1966). In con-
trast, “multilevel selection theory” is based on the premise
that natural selection is a hierarchical process that can oper-
ate at many levels, including genes, individuals, groups
within species, or even multi-species ecosystems. Thus, mul-
tilevel selection theory is conceptualized as an elaboration of
inclusive fitness theory (adding the concept of group-level
adaptation) rather than an alternative to it (D. S. Wilson &
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Sober, 1994). Whereas inclusive fitness theory is consensu-
ally accepted among evolutionary scientists, multilevel selec-
tion theory is not. Thus, this review of basic metatheoretical
assumptions only focuses on inclusive fitness theory.

Natural Selection

During his journey around the coastline of South America
aboard the HMS Beagle, Charles Darwin was intrigued by the
sheer diversity of animal and plant species found in the tropics,
by the way that similar species were grouped together geo-
graphically, and by their apparent fit to local ecological condi-
tions. Although the idea of biological evolution had been
around for some time, what had been missing was an explana-
tion of how evolution occurred—that is, what had been miss-
ing was an account of the mechanisms responsible for
evolutionary change. Darwin’s mechanism, which he labeled
natural selection, served to explain many of the puzzling facts
about the biological world: Why were there so many species?
Why are current species so apparently similar in many
respects both to each other and to extinct species? Why do
organisms have the specific characteristics that they do?

The idea of natural selection is both elegant and simple,
and can be neatly encapsulated as the result of the operation
of three general principles: (a) phenotypic variation, (b) dif-
ferential fitness, and (c) heritability.

As is readily apparent when we look around the biological
world, organisms of the same species vary in the characteris-
tics that they possess; that is, they have slightly different
phenotypes. A whole branch of psychology—personality and
individual differences—is devoted to documenting and un-
derstanding the nature of these kinds of differences in our
own species. Some of these differences found among mem-
bers of a given species will result in differences in fitness—
that is, some members of the species will be more likely to
survive and reproduce than will others as a result of the spe-
cific characteristics that they possess. For evolution to occur,
however, these individual differences must be heritable—
that is, they must be reliably passed on (via shared genes)
from parents to their offspring. Over time, the characteristics
of a population of organisms will change as heritable traits
that enhance fitness will become more prevalent at the
expense of less favorable variations.

For example, consider the evolution of bipedalism in
humans. Paleoanthropological evidence suggests that upright
walking (at least some of the time) was a feature of early ho-
minids from about 3.5 million years ago (Lovejoy, 1988). Pre-
sume that there was considerable variation in the propensity to
walk upright in the ancestors of this early hominid species as
the result of differences in skeletal structures, relevant neural

programs, and behavioral proclivities. Some hominids did and
some did not. Also presume that walking on two feet much of
the time conferred some advantage in terms of survival and re-
productive success. Perhaps, by freeing the hands, bipedalism
allowed objects such as meat to be carried long distances (e.g.,
Lovejoy, 1981). Perhaps it also served to cool the body by re-
ducing the amount of surface area exposed to the harsh tropi-
cal sun, enabling foraging throughout the hottest parts of the
day (e.g., Wheeler, 1991). Finally, presume that these differ-
ences in the propensity for upright walking were heritable in
nature—they were the result of specific genes that were reli-
ably passed on from parents to offspring. The individuals who
tended to walk upright would be, on average, more likely to
survive (and hence, to reproduce) than would those who did
not. Over time the genes responsible for bipedalism would be-
come more prevalent in the population as the individuals who
possessed them were more reproductively successful than
were those who did not, and bipedalism itself would become
pervasive in the population.

Several points are important to note here. First, natural
selection shapes not only the physical characteristics of
organisms, but also their behavioral and cognitive traits.
The shift to bipedalism was not simply a matter of changes
in the anatomy of early hominids; it was also the result of
changes in behavioral proclivities and in the complex neural
programs dedicated to the balance and coordination required
for upright walking. Second, although the idea of natural
selection is sometimes encapsulated in the slogan the sur-
vival of the fittest, ultimately it is reproductive fitness that
counts. It doesn’t matter how well an organism is able to
survive. If it fails to pass on its genes, then it is an evolution-
ary dead end, and the traits responsible for its enhanced
survival abilities will not be represented in subsequent gener-
ations. This point is somewhat gruesomely illustrated by
many spider species in which the male serves as both meal
and mate to the female—often at the same time. Ultimately,
although one must survive to reproduce, reproductive goals
take precedence.

Adaptation

Natural selection is the primary process which is responsi-
ble for evolutionary change over times as more favorable
variants are retained and less favorable ones are rejected
(Darwin, 1859). Through this filtering process, natural selec-
tion produces small incremental modifications in existing
phenotypes, leading to an accumulation of characteristics
that are organized to enhance survival and reproductive suc-
cess. These characteristics that are produced by natural selec-
tion are termed adaptations. Adaptations are inherited and
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reliably developing characteristics of species that have been
selected for because of their causal role in enhancing the
survival and reproductive success of the individuals that
possess them (see Buss, Haselton, Shackelford, Bleske, &
Wakefield, 1998; Dawkins, 1986; Sterelny & Griffiths, 1999;
Williams, 1966, 1992, for definitions of adaptation).

Adaptations have biological functions. The immune sys-
tem functions to protect organisms from microbial invasion,
the heart functions as a blood pump, and the cryptic coloring
of many insects has the function of preventing their detection
by predators. The core idea of evolutionary psychology is
that many psychological characteristics are adaptations—just
as many physical characteristics are—and that the principles
of evolutionary biology that are used to explain our bodies
are equally applicable to our minds. Thus, various evolution-
ary psychological research programs have investigated psy-
chological mechanisms—for mate selection, fear of snakes,
face recognition, natural language, sexual jealousy, and so
on—as biological adaptations that were selected for because
of the role they played in promoting reproductive success in
ancestral environments.

It is worth noting, however, that natural selection is not
the only causal process responsible for evolutionary change
(e.g., Gould & Lewontin, 1979). Traits may also become
fixated in a population by the process of genetic drift,
whereby neutral or even deleterious characteristics become
more prevalent due to chance factors. This may occur in
small populations because the fittest individuals may turn
out—due to random events—not to be the ones with the
greatest reproductive success. It does not matter how fit you
are if you drown in a flood before you get a chance to re-
produce. Moreover, some traits may become fixated in a
population not because they enhance reproductive success,
but because they are genetically or developmentally yoked
to adaptations that do. For example, the modified wrist bone
of the panda (its “thumb”) seems to be an adaptation for ma-
nipulating bamboo, but the genes responsible for this adap-
tation also direct the enlarged growth of the corresponding
bone in the panda’s foot, a feature that serves no function at
all (Gould, 1980).

There is much debate among evolutionary biologists and
philosophers of biology regarding the relative importance of
different evolutionary processes (see Sterelny & Griffiths,
1999, for a good introduction to these and other issues in
the philosophy of biology). The details of these disputes,
however, need not concern us here. What is important to
note is that not all of the products of evolution will be bio-
logical adaptations with evolved functions. The evolutionary
process also results in by-products of adaptations, as well as
a residue of noise (Buss et al., 1998; Tooby & Cosmides,

1992). Examples of by-products are legion. The sound that
hearts make when they beat, the white color of bones, and
the human chin are all nonfunctional by-products of natural
selection. In addition, random variation in traits—as long as
this variation is selectively neutral (neither enhancing nor re-
ducing biological fitness)—can also be maintained as resid-
ual noise in organisms.

Demarcating the different products of evolution is an
especially important task for evolutionary psychologists. It
has often been suggested that many of the important phenom-
ena that psychologists study—for example, reading, writing,
religion—are by-products of adaptations rather than adapta-
tions themselves (e.g., Gould, 1991a). Of course, even by-
products can be furnished with evolutionary explanations
in terms of the adaptations to which they are connected
(Tooby & Cosmides, 1992). Thus, for example, the whiteness
of bones is a by-product of the color of calcium salts, which
give bones their hardness and rigidity; the chin is a by-
product of two growth fields; and reading and writing are
by-products (in part) of the evolved mechanisms underlying
human language (Pinker, 1994).

The important question is how to distinguish adaptations
from nonadaptations in the biological world. Because we can-
not reverse time and observe natural selection shaping adapta-
tions, we must make inferences about evolutionary history
based on the nature of the traits we see today. A variety of
methods can (and should) be employed to identify adaptations
(see M. R. Rose & Lauder, 1996). Evolutionary psychologists,
drawing on the work of George Williams (1966), typically
emphasize the importance of special design features such
as economy, efficiency, complexity, precision, specialization,
reliability, and functionality for identifying adaptations (e.g.,
Buss et al., 1998; Pinker, 1997; Tooby & Cosmides, 1990).
One hallmark that a trait is the product of natural selection is
that it demonstrates adaptive complexity—that is, the trait
is composed of a number of interrelated parts or systems that
operate in concert to generate effects that serve specific func-
tions (Dawkins, 1986; Pinker, 1997).

Echolocation in bats is a good example of such a trait. A
collection of interrelated mechanisms allows foraging bats to
maneuver around obstacles in complete darkness and to pick
out small rapidly moving prey on the wing. Echolocating bats
have a number of specialized mechanisms that precisely, reli-
ably, and efficiently enable them to achieve the function of
nocturnal locomotion and foraging. Bats have mechanisms
that allow them to produce rapid, high-frequency, short-
wavelength cries that are reflected by small objects. More-
over, the frequency and rapidity of these cries are modified
depending on the distance of the object being detected (low-
frequency waves penetrate further but can only be used to
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detect large objects). Bats also have specialized mechanisms
that protect their ears while they are emitting loud sounds,
and their faces are shaped to enhance the detection of their
returning echoes. It is extraordinary unlikely that such a
complex array of intertwining processes could have arisen by
chance or as a by-product of evolutionary processes. Thus,
one has clear warrant in this case to assert that echolocation
in bats is a biological adaptation.

Many traits, however, may not be so clearly identifiable as
adaptations. Furthermore, there are often disputes about just
what function some trait has evolved to serve, even if one can
be reasonably sure that it is the product of natural selection.
In adjudicating between alternative evolutionary hypotheses,
one can follow the same sort of strategies that are employed
when comparing alternative explanations in any domain in
science—that is, one should favor the theory or hypothesis
that best explains the evidence at hand (Haig & Durrant,
2000; Holcomb, 1998) and that generates novel hypotheses
that lead to new knowledge (Ketelaar & Ellis, 2000).

Consider, for example, the alternative explanations that
have been offered for the origin of orgasm in human females.

• Female orgasm serves no evolved function and is a by-
product of selection on male orgasm, which is necessary
for fertilization to occur (Gould, 1991b, pp. 124–129;
Symons, 1979). 

• Orgasm is an adaptation that promotes pair-bonding in the
human species (Eibl-Eibesfeldt, 1989).

• Female orgasm is an adaptation that motivates females to
seek multiple sexual partners, confusing males about pa-
ternity and thus reducing the probability of subsequent
male infanticide (Hrdy, 1981).

• Female orgasm is an adaptation that serves to enhance
sperm retention, therefore allowing females to exert some
control over the paternity of their offspring via differential
patterns of orgasm with specific male partners, especially
those of high genetic quality (Baker & Bellis, 1993;
Smith, 1984).

Although all of these models have some plausibility, it is the
last suggestion that is beginning to be accepted as the best
current explanation. Baker and Bellis (1993) have demon-
strated that females retain more sperm if they experience
copulatory orgasms up to 45 min after—or at the same
time as—their male partners. Thus, depending on their timing,
orgasms appear to enhance the retention of sperm via the “up-
suck” from the vagina into the cervix. The selective sperm re-
tention model predicts that women will experience more
orgasms—and specifically, more high-sperm-retention
orgasms—with men who have specific indicators of genetic

quality. This prediction has been supported in research on dat-
ing and married couples (Thornhill, Gangestad, & Comer,
1995). Moreover, the occurrence of high sperm retention or-
gasms are a significant predictor of a desire for pregnancy in
women, suggesting that female orgasms are one mechanism
for increasing the likelihood of conception (Singh, Meyer,
Zambarano, & Hurlbert, 1998).

Although there are a number of theories of extrapair mat-
ing in human females (mating that occurs outside of a cur-
rent, ongoing relationship), one prominent suggestion is that
extrapair mating has evolved to enhance reproductive suc-
cess by increasing selective mating with males who demon-
strate high genetic quality (e.g., Gangestad, 1993; Greiling &
Buss, 2000). In support of this idea, men who possess indica-
tors of high genetic quality (as assessed by degree of symme-
try of bilateral physical traits) are more likely to be chosen
by women specifically as extrapair sex partners but not as
partners in long-term relationships (Gangestad & Simpson,
2000). Further, Bellis and Baker (1990) found that women
were most likely to copulate with extrapair partners but not
with in-pair partners during the fertile phase of their men-
strual cycles. Finally, as a result of the type and frequency of
orgasms experienced by women, it appears that levels of
sperm retention are significantly higher during extrapair
copulations than during copulations with in-pair partners
(Baker & Bellis, 1995).

In summary, although more research needs to be done, our
best current explanation for the human female orgasm is that
it is an adaptation specifically, precisely, and efficiently de-
signed to manipulate the paternity of offspring by favoring the
sperm of males of high genetic quality. This model (a) concurs
with what is known about female orgasm; (b) generated
specific, testable predictions about patterns of variation in fe-
male orgasm that were as yet unobserved and were not fore-
cast by competing models; (c) generated interesting new lines
of research on female orgasm that provided support for the
predictions; and (d) led to acquisition of new knowledge
about the timing and probability of female orgasm with
different partners.

Sexual Selection

Not all adaptations can be conceptualized as adaptations for
survival per se. Although the bat’s complex system of echolo-
cation enables it to navigate and forage in darkness, the
human female orgasm has no such obvious utilitarian func-
tion. As Darwin (1871) clearly recognized, many of the inter-
esting features that plants and animals possess, such as the
gaudy plumage and elaborate songs of many male birds, serve
no obvious survival functions. In fact, if anything, such traits
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are likely to reduce survival prospects by attracting predators,
impeding movement, and so on. Darwin’s explanation for
such characteristics was that they were the product of a
process that he labeled sexual selection. This kind of selection
arises not from a struggle to survive, but rather from the com-
petition that arises over mates and mating (Andersson, 1994;
Andersson & Iwasa, 1996). If—for whatever reason—having
elongated tail feathers or neon blue breast plumage enables
one to attract more mates, then such traits will increase repro-
ductive success. Moreover, to the extent that such traits are
also heritable, they will be likely to spread in the population,
even if they might diminish survival prospects.

Although there is some debate about how best to concep-
tualize the relationship between natural and sexual selection,
sexual selection is most commonly considered a component
or special case of natural selection associated with mate
choice and mating. This reflects the fact that differential fit-
ness concerns differences in both survival and reproduction.
Miller (1999) notes that “both natural selection and sexual
selection boil down to one principle: Some genes replicate
themselves better than others. Some do it by helping their
bodies survive better, and some by helping themselves repro-
duce better” (p. 334). Whereas the general processes under-
lying natural and sexual selection are the same (variation,
fitness, heritability), the products of natural and sexual selec-
tion can look quite different. The later parts of this chapter
review sexual selection theory and some of the exciting
research it has generated on human mating behavior.

To summarize, we have introduced the ideas of natural and
sexual selection and shown how these processes generate
adaptations, by-products, and noise. We have also discussed
ways in which adaptations can be distinguished from non-
adaptations and have offered some examples drawn from re-
cent research in evolutionary psychology. It is now time to
consider an important theoretical advance in evolutionary the-
orizing that occurred in the 1960s—inclusive fitness theory—
that changed the way biologists (and psychologists) think
about the nature of evolution and natural selection. Inclusive
fitness theory is the modern instantiation of Darwin’s theory
of adaptation through natural and sexual selection.

Inclusive Fitness Theory

Who are adaptations good for? Although the answer may
seem obvious—that they are good for the organisms possess-
ing the adaptations—this answer is only partially correct; it
fails to account for the perplexing problem of altruism. As
Darwin puzzled, how could behaviors evolve that conferred
advantage to other organisms at the expense of the principle
organism that performed the behaviors? Surely such acts of

generosity would be eliminated by natural selection because
they decreased rather than increased the individual’s chances
of survival and reproduction.

The solution to this thorny evolutionary problem was
hinted at by J. B. S. Haldane, who, when he was asked if he
would lay down his life for his brother, replied, “No, but I
would for two brothers or eight cousins” (cited in Pinker,
1997, p. 400). Haldane’s quip reflects the fact that we each
share (on average) 50% of our genes with our full siblings
and 12.5% of our genes with our first cousins. Thus, from the
gene’s-eye point of view, it is just as advantageous to help
two of our siblings to survive and reproduce as it is to help
ourselves. This insight was formalized by W. D. Hamilton
(1964) and has come to be known variously as Hamilton’s
rule, selfish-gene theory (popularized by Dawkins, 1976),
kin-selection theory, or inclusive fitness theory.

The core idea of inclusive fitness theory is that evolution
works by increasing copies of genes, not copies of the indi-
viduals carrying the genes. Thus, the genetic code for a trait
that reduces personal reproductive success can be selected
for if the trait, on average, leads to more copies of the genetic
code in the population. A genetic code for altruism, there-
fore, can spread through kin selection if (a) it causes an or-
ganism to help close relatives to reproduce and (b) the cost
to the organism’s own reproduction is offset by the repro-
ductive benefit to those relatives (discounted by the proba-
bility that the relatives who receive the benefit have inherited
the same genetic code from a common ancestor). For exam-
ple, a squirrel who acts as a sentinel and emits loud alarm
calls in the presence of a predator may reduce its own sur-
vival chances by directing the predator’s attention to itself;
however, the genes that are implicated in the development of
alarm-calling behavior can spread if they are present in the
group of close relatives who are benefited by the alarm
calling.

SPECIAL METATHEORETICAL ASSUMPTIONS
OF EVOLUTIONARY PSYCHOLOGY

In addition to employing inclusive fitness theory, evolution-
ary psychologists endorse a number of special metatheoreti-
cal assumptions concerning how to apply inclusive fitness
theory to human psychological processes. In particular, evo-
lutionary psychologists argue that we should primarily be
concerned with how natural and sexual selection have shaped
psychological mechanisms in our species; that a multiplicity
of such mechanisms will exist in the human mind; and that
they will have evolved to solve specific adaptive prob-
lems encountered in ancestral environments. Although these



8 Evolutionary Psychology

general points also apply to other species, they are perhaps
especially pertinent in a human context and they have
received much attention from evolutionary psychologists. We
consider these special metatheoretical assumptions, in turn,
in the following discussion.

Psychological Mechanisms as the Main Unit of Analysis

Psychological adaptations, which govern mental and behav-
ioral processes, are referred to by evolutionary psychologists
as psychological mechanisms. Evolutionary psychologists
emphasize that genes do not cause behavior and cognition di-
rectly. Rather, genes provide blueprints for the construction of
psychological mechanisms, which then interact with environ-
mental factors to produce a range of behavioral and cognitive
outputs. Most research in evolutionary psychology focuses on
identifying evolved psychological mechanisms because it is
at this level where invariances occur. Indeed, evolutionary
psychologists assert that there is a core set of universal psy-
chological mechanisms that comprise our shared human na-
ture (Tooby & Cosmides, 1992).

To demonstrate the universal nature of our psychological
mechanisms, a common rhetorical device used by evolutionary
psychologists (e.g., Brown, 1991; Ellis, 1992; Symons, 1987)
is to imagine that a heretofore unknown tribal people is sud-
denly discovered. Evolutionary psychologists are willing to
make a array of specific predictions—in advance—about the
behavior and cognition of this newly discovered people. These
predictions concern criteria that determine sexual attractive-
ness, circumstances that lead to sexual arousal, taste prefer-
ences for sugar and fat, use of cheater detection procedures in
social exchange, nepotistic bias in parental investment and
child abuse, stages and timing of language development, sex
differences in violence, different behavioral strategies for
people high and low in dominance hierarchies, perceptual
adaptations for entraining, tracking, and predicting animate
motion, and so on. The only way that the behavior and cogni-
tion of an unknown people can be known in advance is if we
share with those people a universal set of specific psychologi-
cal mechanisms.

Buss (1999, pp. 47–49) defines an evolved psychological
mechanism as a set of structures inside our heads that
(a) exist in the form they do because they recurrently solved
specific problems of survival and reproduction over evolu-
tionary history; (b) are designed to take only certain kinds of
information from the world as input; (c) process that infor-
mation according to a specific set of rules and procedures;
(d) generate output in terms of information to other psycho-
logical mechanisms and physiological activity or manifest
behavior that is directed at solving specific adaptive problems

(as specified by the input that brought the psychological
mechanism on-line).

Consider, for example, the psychological mechanisms un-
derlying disgust and food aversions in humans. These psy-
chological mechanisms, which are designed to find certain
smells and tastes more aversive than others, can be said to
have several features:

• They exist in the form they do because they recurrently
solved specific problems of survival over evolutionary
history. As an omnivorous species, humans consume a
wide variety of plant and animal substances. Not all such
substances, however, are safe to eat. Many plants contain
natural toxins, and many animal products are loaded with
parasites that can cause sickness and death. The psycho-
logical mechanisms underlying disgust and food aversions
function to reduce the probability of ingesting and digest-
ing dangerous plant and animal substances. 

• These mechanisms are designed to take a specific and lim-
ited class of stimuli as input: the sight, touch, and espe-
cially taste and smell of plant and animal substances that
were regularly harmful to our ancestors. Feces and animal
products are especially likely to harbor lethal microorgan-
isms and, cross-culturally, are most likely to elicit disgust
(Rozin & Fallon, 1987).

• Inputs to the psychological mechanisms underlying dis-
gust and food aversions are then processed according to a
set of decision rules and procedures, such as (a) avoid
plant substances that taste or smell bitter or especially pun-
gent (indicating high concentrations of plant toxins;
Profet, 1992); (b) avoid animal substances that emit smells
suggestive of spoilage (indicating high levels of toxin-
producing bacteria; Profet, 1992); (c) avoid foods that one
has become sick after consuming in the past (Seligman &
Hager, 1972); (d) and avoid foods that were not part of
one’s diet in the first few years of life (especially if it is an
animal product; Cashdan, 1994).

• When relevant decision rules are met, behavioral output is
then generated, manifested by specific facial expressions,
physical withdrawal from the offending stimuli, nausea,
gagging, spitting, and vomiting.

• This output is specifically directed at solving the adaptive
problem of avoiding consumption of harmful substances
and of expelling these substances from the body as rapidly
as possible if they have been consumed.

Evolutionary psychologists assume that humans possess a
large number of specific psychological mechanisms (e.g., the
ones underlying food aversions and disgust) that are directed
at solving specific adaptive problems. This assumption is
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commonly referred to as the domain specificity or modularity
of mind.

Domain Specificity of Psychological Mechanisms

Evolutionary psychologists posit that the mind comprises a
large number of content-saturated (domain-specific) psycho-
logical mechanisms (e.g., Buss, 1995; Cosmides & Tooby,
1994; Pinker, 1997). Although evolutionary psychologists as-
sert that the mind is not comprised primarily of content-free
(domain-general) psychological mechanisms, it is likely that
different mechanisms differ in their levels of specificity and
that there are some higher-level executive mechanisms that
function to integrate information across more specific lower-
level mechanisms.

The rationale behind the domain-specificity argument is
fairly straightforward: What counts as adaptive behavior dif-
fers markedly from domain to domain. The sort of adaptive
problems posed by food choice, mate choice, incest avoid-
ance, and social exchange require different kinds of solutions.
As Don Symons (1992) has pointed out, there is no such thing
as a general solution because there is no such thing as a gen-
eral problem. The psychological mechanisms underlying dis-
gust and food aversions, for example, are useful in solving
problems of food choice but not those of mate choice. If we
used the same decision rules in both domains, we would
end up with some very strange mates and very strange meals
indeed. Given the large array of adaptive problems faced by
our ancestors, we should expect a commensurate number of
domain-specific solutions to these problems.

A clear analogy can be drawn with the functional division
of labor in human physiology. Different organs have evolved to
serve different functions and possess properties that allow
them to fulfill those functions efficiently, reliably, and econom-
ically: The heart pumps blood, the liver detoxifies poisons, the
kidneys excrete urine, and so on.Asuper, all-purpose, domain-
general internal organ—heart, liver, kidney, spleen, and pan-
creas rolled into one—faces the impossible task of serving
multiple, incompatible functions. Analogously, a super, all-
purpose, domain-general brain-mind mechanism faces the
impossible task of efficiently and reliably solving the plethora
of behavioral problems encountered by humans in ancestral en-
vironments. Thus, neither an all-purpose physiological organ
nor an all-purpose brain-mind mechanism is likely to evolve.
Evolutionary psychologists argue that the human brain-mind
instead contains domain-specific information processing rules
and biases.

These evolved domain-specific mechanisms are often
referred to as psychological modules. The best way to
conceptualize such modules, however, is a matter of some

contention. Jerry Fodor (1983), in his classic book The Mod-
ularity of Mind, suggests that modules have the properties of
being domain-specific, innately specified, localized in the
brain, and able to operate relatively independently from other
such systems. Potentially good examples of such psychologi-
cal modules in humans include language (Pinker, 1994), face
recognition (Bruce, 1988), and theory of mind (Baron-Cohen,
1995). For example, the systems underlying language ability
are specially designed to deal with linguistic information,
emerge in development with no formal tuition, and appear
to be located in specific brain regions independent from
other systems, as indicated by specific language disorders
(aphasias), which can arise from localized brain damage.

Not all of the evolved psychological mechanisms pro-
posed by evolutionary psychologists, however, can be so
readily characterized. Many mechanisms—such as landscape
preferences, sexual jealousy, and reasoning processes—may
be domain-specific in the sense of addressing specific adap-
tive problems, but they are neither clearly localized (neurally
speaking) nor especially autonomous from other systems. It
seems most plausible to suggest that there is a considerable
degree of integration and interaction between different psy-
chological mechanisms (Karmiloff-Smith, 1992). It is this
feature of human cognitive organization that allows for the
tremendous flexibility and creativity of human thought
processes (Browne, 1996). It is also not clear whether domain
specificity is best characterized by way of specific computa-
tional mechanisms or in terms of domain-specific bodies of
mental representations (Samuels, 2000).

We should also expect—in addition to whatever taxonomy
of specialized mechanisms that is proposed for the human
mind—that there are some domain-general processes as
well. The mechanisms involved in classical and operant con-
ditioning may be good candidates for such domain-general
processes. However, even these domain-general processes
appear to operate in different ways, depending on the context
in question. As illustrated in a series of classic studies by
Garcia and colleagues (e.g., Garcia & Koelling, 1966), rats
are more likely to develop some (adaptively relevant) associ-
ations than they are others, such as that between food and
nausea but not between buzzers and nausea. Similar prepared
learning biases have been demonstrated in monkeys (Mineka,
1992) and also in humans (Seligman & Hagar, 1972). For ex-
ample, humans are overwhelmingly more likely to associate
anxiety and fear with evolutionarily relevant threats such as
snakes, spiders, social exclusion, and heights than with more
dangerous but evolutionarily novel threats such as cars, guns,
and power lines (Marks & Nesse, 1994).

In sum, although some doubt remains over the nature and
number of domain-specific psychological mechanisms that
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humans (and other animals) possess, the core idea of spe-
cialized adaptive processes instantiated in psychological
mechanisms remains central to evolutionary psychology. An
approach to the human mind that highlights the importance of
evolved domain-specific mechanisms can advance our un-
derstanding of human cognition by offering a theoretically
guided taxonomy of mental processes—one that promises to
better carve the mind at its natural joints.

The Environment of Evolutionary Adaptedness

The concept of biological adaptation is necessarily an histori-
cal one. When we claim that the thick insulating coat of the
polar bear is as an adaptation, we are claiming that possession
of that trait advanced reproductive success in ancestral envi-
ronments. All claims about adaptation are claims about the
past because natural selection is a gradual, cumulative process.
The polar bear’s thick coat arose through natural selection
because it served to ward off the bitter-cold arctic weather
during the polar bear’s evolutionary history. However, traits
that served adaptive functions and thus were selected for in
past environments may not still be adaptive in present or future
environments. In a globally warmed near-future, for example,
the polar bear’s lustrous pelt may become a handicap that
reduces the fitness of its owner due to stress from overheating.
In sum, when environments change, the conditions that proved
advantageous to the evolution of a given trait may no longer
exist; yet the trait often remains in place for some time because
evolutionary change occurs slowly. Such vestigial traits
are eventually weeded out by natural selection (if they consis-
tently detract from fitness).

The environment in which a given trait evolved is termed
its environment of evolutionary adaptedness (EEA). The
EEA for our species is sometimes loosely characterized as the
Pleistocene—the 2-million-year period that our ancestors
spent as hunter-gatherers in the African savanna, prior to the
emergence of agriculture some 10,000 years ago. The em-
phasis on the Pleistocene is perhaps reasonable given that
many of the evolved human characteristics of interest to psy-
chologists, such as language, theory of mind, sophisticated
tool use, and culture, probably arose during this period.
However, a number of qualifications are in order. First, the
Pleistocene itself captures a large span of time, in which
many changes in habitat, climate and species composition
took place. Second, there were a number of different hominid
species in existence during this time period, each inhabit-
ing its own specific ecological niche. Third, many of the
adaptations that humans possess have their origins in time
periods that substantially predate the Pleistocene era. For
example, the mechanisms underlying human attachment and

sociality have a long evolutionary history as part of our more
general primate and mammalian heritage (Foley, 1996). Fi-
nally, some evolution (although of a relatively minor charac-
ter) has also probably occurred in the last 10,000 years, as is
reflected in population differences in disease susceptibility,
skin color, and so forth (Irons, 1998).

Most important is that different adaptations will have
different EEAs. Some, like language, are firmly anchored in
approximately the last 2 million years; others, such as infant
attachment, reflect a much lengthier evolutionary history
(Hrdy, 1999). It is important, therefore, that we distinguish
between the EEA of a species and the EEA of an adaptation.
Although these two may overlap, they need not necessarily
do so (Crawford, 1998). Tooby and Cosmides (1990) sum-
marize these points clearly when they state that “the ‘envi-
ronment of evolutionary adaptedness’ (EEA) is not a place or
a habitat, or even a time period. Rather, it is a statistical com-
posite of the adaptation-relevant properties of the ancestral
environments encountered by members of ancestral popula-
tions, weighted by their frequency and fitness-consequences”
(pp. 386–387). Delineating the specific features of the EEA
for any given adaptation, then, requires an understanding of
the evolutionary history of that trait (e.g., is it shared by other
species, or is it unique?) and a detailed reconstruction of the
relevant environmental features that were instrumental in its
construction (Foley, 1996).

It is not uncommon to hear the idea that changes wrought
by “civilization” over the last 10,000 years have radically
changed our adaptive landscape as a species. After all, back
on the Pleistocene savanna there were no fast food outlets,
plastic surgery, antibiotics, dating advertisements, jet airlin-
ers, and the like. Given such manifest changes in our envi-
ronment and ways of living, one would expect much of
human behavior to prove odd and maladaptive as psycholog-
ical mechanisms that evolved in ancestral conditions struggle
with the many new contingencies of the modern world. An
assumption of evolutionary psychology, therefore, is that
mismatches between modern environments and the EEA
often result in dysfunctional behavior (such as overconsump-
tion of chocolate ice cream, television soap operas, video
games, and pornography). Real-life examples of this phe-
nomenon are easy to find. Our color constancy mechanisms,
for instance, evolved under conditions of natural sunlight.
These mechanisms fail, however, under some artificial light-
ing conditions (Shepard, 1992). Similarly, the dopamine-
mediated reward mechanisms found in the mesolimbic
system in the brain evolved to provide a pleasurable reward
in the presence of adaptively relevant stimuli like food or sex.
In contemporary environments, however, these same mecha-
nisms are subverted by the use of psychoactive drugs such as
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cocaine and amphetamines, which deliver huge dollops of
pleasurable reward in the absence of the adaptively relevant
stimuli—often to the users’ detriment (Nesse & Berridge,
1997).

Although we can detail many ways in which contempo-
rary and ancestral environments differ, much probably also
remains the same. Humans everywhere, for example, still
find and attract mates, have sex, raise families, make friends,
have extramarital affairs, compete for status, consume certain
kinds of food, spend time with kin, gossip, and so forth
(Crawford, 1998). Indeed, Crawford (1998) argues that we
should accept as our null hypothesis that current and ancestral
environments do not differ in important and relevant respects
for any given adaptation. Most important is that current and
ancestral environments do not have to be identical in every
respect for them to be the same in terms of the relevant details
required for the normal development and expression of
evolved psychological mechanisms. For example, the lan-
guages that people speak today are undoubtedly different
from the ones our ancestors uttered some 100,000 years ago.
However, what is necessary for the development of language
is not the input of some specific language, but rather any
kind of structured linguistic input. Adaptations have reaction
norms, which are the range of environmental parameters in
which they develop and function normally. For most adapta-
tions, these norms may well encompass both current and
ancestral environments (Crawford, 1998).

To summarize, in this section we have outlined three spe-
cial metatheoretical assumptions that evolutionary psycholo-
gists use in applying inclusive fitness theory to human
cognition and behavior. First, the appropriate unit of analysis
is typically considered to be at the level of evolved psycho-
logical mechanisms, which underlie behavioral output. Sec-
ond, evolutionary psychologists posit that these mechanisms
are both large in number and constitute specialized informa-
tion processing rules that were designed by natural selection
to solve specific adaptive problems encountered during
human evolutionary history. Finally, these mechanisms have
evolved in ancestral conditions and are characterized by
specific EEAs, which may or may not differ in important
respects from contemporary environments.

THE MIDDLE-LEVEL THEORY
LEVEL OF ANALYSIS

The metatheoretical assumptions employed by evolutionary
psychologists are surrounded by a protective belt, so to
speak, of auxiliary theories, hypotheses, and predictions (see
Buss, 1995; Ketelaar & Ellis, 2000). A primary function of

the protective belt is to provide an empirically verifiable
means of linking metatheoretical assumptions to observable
data. In essence, the protective belt serves as the problem-
solving machinery of the metatheoretical research program
because it is used to provide indirect evidence in support
of the metatheory’s basic assumptions (Lakatos, 1970). The
protective belt does more, however, than just protect the
meta-theoretical assumptions: It uses these assumptions to
extend our knowledge of particular domains. For example, a
group of physicists who adopt a Newtonian metatheory may
construct several competing middle-level theories concern-
ing a particular physical system, but none of these theories
would violate Newton’s laws of mechanics. Each physicist
designs his or her middle-level theory to be consistent with
the basic assumptions of the metatheory, even if the middle-
level theories are inconsistent with each other. Competing
middle-level theories attempt to achieve the best operational-
ization of the core logic of the metatheory as it applies to a
particular domain. The competing wave and particle theories
of light (generated from quantum physics metatheory) are
excellent contemporary exemplars of this process.

After a core set of metatheoretical assumptions become
established among a community of scientists, the day-to-day
workings of these scientists are generally characterized by
the use of—not the testing of—these assumptions. Metatheo-
retical assumptions are used to construct plausible alternative
middle-level theories. After empirical evidence has been
gathered, one of the alternatives may emerge as the best
available explanation of phenomena in that domain. It is this
process of constructing and evaluating middle-level theories
that characterizes the typical activities of scientists attempt-
ing to use a metatheory to integrate, unify, and connect their
varying lines of research (Ketelaar & Ellis, 2000).

Middle-level evolutionary theories are specific theoretical
models that provide a link between the broad metatheoretical
assumptions used by evolutionary psychologists and the spe-
cific hypotheses and predictions that are tested in research.
Middle-level evolutionary theories are consistent with and
guided by evolutionary metatheory but in most cases cannot
be directly deduced from it (Buss, 1995). Middle-level
theories elaborate the basic assumptions of the metatheory
into a particular psychological domain. For example, parental
investment theory (Trivers, 1972) applies evolutionary meta-
theory to the question of why, when, for what traits, and to
what degree selection favors differences between the sexes
in reproductive strategies. Conversely, attachment theory
(Bowlby, 1969; Simpson, 1999), life history theory (e.g.,
Chisholm, 1999), and good genes sexual selection theory
(e.g., Gangestad & Simpson, 2000) each in different ways ap-
plies evolutionary metatheory to the question of why, when,
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for what traits, and to what degree selection favors differ-
ences within each sex in reproductive strategies. In this
section we review parental investment theory and good genes
sexual selection theory as exemplars of middle-level evolu-
tionary theories.

Parental Investment Theory

Imagine that a man and a woman each had sexual intercourse
with 100 different partners over the course of a year. The man
could potentially sire 100 children, whereas the woman could
potentially give birth to one or two. This huge discrepancy in
the number of offspring that men and women can potentially
produce reflects fundamental differences between the sexes
in the costs of reproduction. Sperm, the sex cells that men
produce, are small, cheap, and plentiful. Millions of sperm
are produced in each ejaculate, and one act of sexual inter-
course (in principle) is the minimum reproductive effort
needed by a man to sire a child. By contrast, eggs, the sex
cells that women produce, are large, expensive, and limited in
number. Most critical is that one act of sexual intercourse
plus 9 months gestation, potentially dangerous childbirth,
and (in traditional societies) years of nursing and carrying a
child are the minimum amount of reproductive effort re-
quired by a woman to successfully reproduce. These differ-
ences in what Trivers (1972) has termed parental investment
have wide-ranging ramifications for the evolution of sex
differences in body, mind, and behavior. Moreover, these dif-
ferences hold true not only for humans but also for all mam-
malian species.

Trivers (1972) defined parental investment as “any invest-
ment by the parent in an individual offspring’s chance of sur-
viving (and hence reproductive success) at the cost of the
parent’s ability to invest in other offspring” (p. 139). Usually,
but not always, the sex with the greater parental investment is
the female. These differences in investment are manifest in
various ways, from basic asymmetries in the size of male
and female sex cells (a phenomenon known as anisogamy)
through to differences in the propensity to rear offspring. For
most viviparous species (who bear live offspring), females
also shoulder the burden of gestation—and in mammals, lac-
tation and suckling. In terms of parental investment, the sex
that invests the most becomes a limiting resource for the
other, less investing sex (Trivers, 1972). Members of the sex
that invests less, therefore, should compete among them-
selves for breeding access to the other, more investing sex.
Because males of many species contribute little more than
sperm to subsequent offspring, their reproductive success is
primarily constrained by the number of fertile females that
they can inseminate. Females, by contrast, are constrained by

the number of eggs that they can produce and (in species with
parental care) the number of viable offspring that can be
raised. Selection favors males in these species who compete
successfully with other males or who have qualities preferred
by females that increase their mating opportunities. Con-
versely, selection favors females who choose mates who have
good genes and (in paternally investing species) are likely to
provide external resources such as food or protection to the
female and her offspring (Trivers, 1972).

Parental investment theory, in combination with the
metatheoretical assumptions of natural and sexual selection,
generates an array of hypotheses and specific predictions
about sex differences in mating and parental behavior. Ac-
cording to parental investment theory, the sex that invests
more in offspring should be more careful and discriminating
in mate selection, should be less willing to engage in oppor-
tune mating, and should be less inclined to seek multiple sex-
ual partners. By contrast, the sex investing less in offspring
should be less choosy about whom they mate with, compete
more strongly among themselves for mating opportunities
(i.e., take more risks and be more aggressive in pursuing
sexual contacts), and be more inclined to seek multiple
mating opportunities. The magnitude of these sex differences
should depend on the magnitude of differences between
males and females in parental investment during a species’
evolutionary history. In species in which males only con-
tribute their sperm to offspring, males should be much more
aggressive than should females in pursuing sexual contacts
with multiple partners, and females should be much choosier
than should males in accepting or rejecting mating opportu-
nities. In contrast, in species such as humans in which both
males and females typically make high levels of investment
in offspring, sex differences in mating competition and be-
havior should be more muted. Nonetheless, the sex dif-
ferences predicted by parental investment theory are well
documented in humans as well as in many other animals. In
humans, for example, men are more likely than are women to
pursue casual mating opportunities and multiple sex partners,
men tend to have less rigid standards than women do for
selecting mates, and men tend to engage in more extreme in-
trasexual competition than women do (Buss, 1994; Daly &
Wilson, 1988; Ellis & Symons, 1990; Symons, 1979).

Among mammalian species, human males are unusual in-
sofar as they contribute nonnegligible amounts of investment
to offspring. Geary (2000), in a review of the evolution and
proximate expression of human paternal investment, has pro-
posed that (a) over human evolutionary history fathers’ in-
vestment in families tended to improve but was not essential
to the survival and reproductive success of children and
(b) selection consequently favored a mixed paternal strategy,
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with different men varying in the extent to which they allo-
cated resources to care and provisioning of children. Under
these conditions, selection should favor psychological mech-
anisms in females that are especially attuned to variation in
potential for paternal investment. This hypothesis has been
supported by much experimental and cross-cultural data
showing that when they select mates, women tend to place
relatively strong emphasis on indicators of a man’s willing-
ness and ability to provide parental investment (e.g., Buss,
1989; Ellis, 1992; Symons, 1979). These studies have typi-
cally investigated such indicators as high status, resource-
accruing potential, and dispositions toward commitment and
cooperation.

The other side of the coin is that men who invest substan-
tially in offspring at the expense of future mating opportuni-
ties should also be choosy about selecting mates. Men who
provide high-quality parental investment (i.e., who provide
valuable economic and nutritional resources; who offer phys-
ical protection; who engage in direct parenting activities such
as teaching, nurturing, and providing social support and
opportunities) are themselves a scarce resource for which
women compete. Consequently, high-investing men should
be as careful and discriminating as women are about entering
long-term reproductive relationships. Along these lines,
Kenrick, Sadalla, Groth, and Trost (1990) investigated men’s
and women’s minimum standards for selecting both short-
term and long-term mates. Consistent with many other stud-
ies (e.g., Buss & Schmitt, 1993; Symons & Ellis, 1989), men
were found to have minimum standards lower than those of
women for short-term sexual relationships (e.g., one-night
stands); however, men elevated their standards to levels com-
parable to those of women when choosing long-term mates
(Kenrick et al., 1990).

Mate Retention Strategies

In species with internal fertilization (all mammals, birds, rep-
tiles, and many fish and insects), males cannot identify their
offspring with certainty. In such species, males who invest
paternally run the risk of devoting time and energy to off-
spring who are not their own. Thus, male parental investment
should only evolve as a reproductive strategy when fathers
have reasonably high confidence of paternity—that is, males
should be selected to be high-investing fathers only to off-
spring who share their genes. When male parental investment
does evolve, selection should concomitantly favor the evolu-
tion of male strategies designed to reduce the chance of di-
verting parental effort toward unrelated young (Daly, Wilson,
& Weghorst, 1982; Symons, 1979). Mate retention strategies
(including anatomical and behavioral adaptations) are favored

by sexual selection in paternally investing species because
they increase the probability that subsequent investment made
by fathers in offspring contributes to their own fitness and not
to that of other males.

A fascinating array of mate retention strategies has been
documented in many animal species. Male damselflies, for
example, possess a dual-function penis that has special barbs
that enables them to remove any sperm from prior matings
before inseminating the female themselves. Furthermore,
male damselflies remain physically attached to the female
after mating until she has laid her eggs, thus ensuring that
other males cannot fertilize them. In many species of birds
with biparental care, males adjust their subsequent paternal
investment (e.g., feeding of nestlings) depending on their de-
gree of paternity certainty as determined by such factors as
time spent with the mate and degree of extrapair matings in
which she has engaged. The greater the likelihood that the
offspring he is raising is not his own, the less investment is
offered (e.g., Moller, 1994; Moller & Thornhill, 1998; but see
Kempenaers, Lanctot, & Robertson, 1998). Sexual jealousy
in humans has also been proposed as an evolved motivational
system that underlies mate retention behaviors and functions
to reduce the probability of relationship defection and to in-
crease certainty of paternity in males (Buss, 2000; Daly et al.,
1982). Daly et al. (1982) suggest that in men, pervasive mate
retention strategies include “the emotion of sexual jealousy,
the dogged inclination of men to possess and control women,
and the use or threat of violence to achieve sexual exclusivity
and control” (p. 11).

Females, of course, are not passive spectators to these
male manipulations, but have evolved a host of strategies
themselves to advance their own inclusive fitness. In many
species females may try to extract investment from males
through various means such as withholding sex until re-
sources are provided, obscuring the time that they are fertile
to encourage prolonged male attention, and preventing males
from investing resources in multiple females. Furthermore, in
some circumstances it may benefit females to extract mater-
ial resources from one male while pursuing extrapair matings
with other males who may be of superior genetic quality (see
early discussion of the function of female orgasm; see also
Buss, 1994; Greiling & Buss, 2000; for birds, see Moller &
Thornhill, 1998; Petrie & Kempenaers, 1998).

Although the general pattern of greater female parental
investment and less male parental investment is most com-
mon, a variety of species exhibit the opposite arrangement.
For example, in a bird species called the red-necked
phalarope, it is the male who takes on the burden of parental
investment, both incubating and feeding subsequent off-
spring. As predicted by parental investment theory, it is the
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female in this species who is physically larger, who com-
petes with other females for reproductive opportunities, and
who more readily pursues and engages in multiple matings.
In addition, levels of parental investment may vary within
a species over time, with corresponding changes in mating
behavior. For example, in katydids or bush crickets, males
contribute to offspring by offering mating females highly
nutritious sperm packages called spermatophores. When
food resources are abundant, males can readily produce these
spermatophores. Under these conditions, males compete
with each other for mating access to females and readily pur-
sue multiple mating opportunities. When food resources are
scarce, however, spermatophores are costly to produce.
Under these conditions, it is the females who compete with
each other for mating access to males with the valued sper-
matophores, and it is females who more readily engage in
multiple matings (see Andersson, 1994, pp. 100–103). These
examples of so-called sex-role reversed species illustrate that
sex differences do not arise from biological sex per se;
rather, they arise from differences between the sexes in
parental investment.

Parental investment theory is one of the most important
middle-level theories that guides research into many aspects
of human and animal behavior. Both the nature and the mag-
nitude of sex differences in mating and parental behaviors
can be explained by considering differences between the
sexes in parental investment over a species’ evolutionary his-
tory. A host of general hypotheses and specific predictions
have been derived from considering the dynamics of parental
investment and sexual selection, and much empirical evi-
dence in both humans and other animals has been garnered in
support of these hypotheses and predictions. Parental invest-
ment theory is one of the real triumphs of evolutionary biol-
ogy and psychology and gives support to a host of important
metatheoretical assumptions.

Good Genes Sexual Selection Theory

In order to adequately characterize the evolution of repro-
ductive strategies, one must consider parental investment
theory in conjunction with other middle-level theories of
sexual selection. In this section we provide a detailed
overview of good genes sexual selection theory, as well as
briefly summarize the three other main theories of sexual se-
lection (via direct phenotypic benefits, runaway processes,
and sensory bias).

The male long-tailed widowbird, as its name suggests, has
an extraordinarily elongated tail. Although the body of this
EastAfrican bird is comparable in size to that of a sparrow, the
male’s tail feathers stretch to a length of up to 1.5 meters

during the mating season. These lengthy tail feathers do little
to enhance the male widowbird’s survival prospects: They do
not aid in flight, foraging, or defense from predators. Indeed,
having to haul around such a tail is likely to reduce survival
prospects through increased metabolic expenditure, attraction
of predators, and the like. The question that has to be asked of
the male widowbird’s tail is how it could possibly have
evolved. The short answer is that female widow birds prefer
males with such exaggerated traits—that is, the male widow-
bird’s extraordinary tail has evolved by the process of sexual
selection. That such a female preference for long tails exists
was confirmed in an ingenious manipulation experiment car-
ried out by Malte Andersson (1982). In this study, some
males had their tail feathers experimentally reduced while
others had their tails enhanced. The number of nests in the ter-
ritories of the males with the supernormal tails significantly
exceeded the number of nests in the territories of those males
whose tails had been shortened. Clearly female widowbirds
preferred to mate with males who possess the superlong tails.

To explain why the female widowbird’s preference for long
tails has evolved, we need to consider the various mechanisms
and theories of sexual selection. The two main mechanisms
of sexual selection that have been identified are mate choice
(usually, but not always, by females) and contests (usually,
but not always, between males). The male widowbird’s elon-
gated tail is an example of a trait that has apparently evolved
via female choice. The 2.5-m tusk of the male narwhal, by
contrast, is a trait that appears to have evolved in the context
of male-male competition. Other, less studied mechanisms of
sexual selection include scrambles for mates, sexual coercion,
endurance rivalry, and sperm competition (Andersson, 1994;
Andersson & Iwasa, 1996). In his exhaustive review of sexual
selection in over 180 species, Andersson (1994) documents
evidence of female choice in 167 studies, male choice in
30 studies, male competition in 58 studies, and other mecha-
nisms in 15 studies. Sexual selection, as illustrated in a recent
book by Geoffrey Miller (2000), has also been proposed as an
important mechanism for fashioning many traits in our own
species, including such characteristics as music, art, language,
and humor.

Four main theories about how sexual selection operates
have been advanced: via good genes, direct phenotypic bene-
fits, runaway processes, and sensory bias. These different the-
ories, however, are not necessarily mutually exclusive and
may be used together to explain the evolution of sexually se-
lected traits. The core idea of good genes sexual selection is
that the outcome of mate choice and intrasexual competition
will be determined by traits that indicate high genetic viability
(Andersson, 1994; Williams, 1966). Males (and, to a lesser
extent, females) of many bird species, for example, possess a
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bewildering variety of ornaments in the form of wattles,
plumes, tufts, combs, inflatable pouches, elongated tail feath-
ers, and the like. Moreover, many male birds are often splen-
didly attired in a dazzling array of colors: iridescent blues,
greens, reds, and yellows. Keeping such elaborate visual orna-
mentation in good condition is no easy task. It requires time,
effort, and—critically—good health to maintain. Females
who consistently choose the brightest, most ornamented males
are likely to be choosing mates who are in the best condition,
which reflects the males’ underlying genetic quality. Even if
females receive nothing more than sperm from their mates,
they are likely to have healthier, more viable, and more attrac-
tive offspring if they mate with the best quality males.Accord-
ing to Hamilton and Zuk (1982), bright plumage and elaborate
secondary sexual characteristics, such as the male peacock’s
resplendent tail, are accurate indicators of the relative parasite
loads of different males. A heavy parasite load signals a less
viable immune system and is reflected in the condition of such
traits as long tail feathers and bright plumage.

Many secondary sexual characteristics therefore act as
indicators of genetic quality. Moreover, according to the
handicap principle developed by Amotz Zahavi (1975;
Zahavi & Zahavi, 1997), such traits must be costly to produce
if they are to act as reliable indicators of genetic worth. If a
trait is not expensive to produce, then it cannot serve as the
basis for good genes sexual selection because it will not
accurately reflect the condition of its owner. However, if the
trait relies on substantial investment of metabolic resources to
develop—as does the male widowbird’s tail—then only those
individuals in the best condition will be able to produce
the largest or brightest ornament. In this case, expression
of the trait will accurately reflect underlying condition.

In a slightly different take on the handicap principle,
Folstad and Karter (1992) have suggested that in males, high
levels of testosterone, which are necessary for the expression
of secondary sexual characteristics (those sex-linked traits
that are the product of sexual selection), also have harmful ef-
fects on the immune system. According to this immunocom-
petence handicap model, only the fittest males will be able to
develop robust secondary sexual characteristics, which accu-
rately indicate both high levels of testosterone and a compe-
tent immune system—and therefore high genetic quality.
These general hypotheses were supported in a recent meta-
analysis of studies on parasite-mediated sexual selection.
This meta-analysis demonstrated a strong negative relation-
ship between parasite load and the expression of male sec-
ondary sexual characteristics. In total, the most extravagantly
ornamented individuals are also the healthiest ones—and thus
the most preferred as mates (Moller, Christie, & Lux, 1999).
Of course in species in which there is substantial paternal

investment (including humans), males will also be choosy
about whom they mate with and will also select mates with
indicators of high genetic fitness. In many bird species, for
example, both males and females are brightly colored or en-
gage in complex courtship dances. Thus, relative levels of
parental investment by males and females substantially influ-
ence the dynamics of good genes sexual selection.

Genes, of course, are not the only resources that are trans-
ferred from one mate to another in sexually reproducing
species. Although the male long-tailed widowbird contributes
nothing but his sperm to future offspring, in many species
parental investment by both sexes can be substantial. It bene-
fits each sex, therefore, to attend to the various resources that
mates contribute to subsequent offspring; thus, one of the
driving forces behind sexual selection is the direct phenotypic
benefits that can be obtained from mates and mating. These
benefits encompass many levels and types of investment—
from the small nuptial gifts offered by many male insect
species to the long-term care and provisioning of offspring.

Homo sapiens is a species commonly characterized by
long-term pair-bonding and biparental care of offspring.
Therefore, in addition to traits that indicate the presence of
good genes, both males and females should be attentive to
characteristics that signal the ability and willingness of poten-
tial mates to devote time and external resources to future off-
spring. As has been demonstrated in many studies of human
mate preferences (see Buss, 1994), both males and females
rate kindness and warmth as the most important attributes in
long-term mates. A partner with the personality traits of kind-
ness, honesty, and warmth is someone who is both more likely
to remain in a long-term relationship and who will invest time
and resources in future offspring. Women (more so than men)
also rate the presence of status and resource-accruing poten-
tial as important attributes in potential mates (Buss, 1989),
suggesting that males with the ability to contribute external
resources to future offspring are favored.

It is important to note that some characteristics may be
indicative of both good genes and the ability to offer direct
phenotypic benefits; thus, these two different theories of sex-
ual selection are not necessarily incompatible. For example,
a male bird with bright, glossy plumage may be preferred as
a mate not only because of his high genetic quality, but also
because he is less likely to transmit parasites to prospective
sexual partners. However, compatibility between good genes
and direct benefits is often not apparent, and it is expected
that the relative importance of these two mate selection crite-
ria will vary on a species-by-species basis. We also expect
variation to occur within species in the relative weighting
of good genes versus direct phenotypic benefits in mate
selection (Gangestad & Simpson, 2000; Gross, 1996). For
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example, Gangestad and Simpson (2000) have argued that
human females make trade-offs between males with traits
indicating good genes and males with traits signaling high
likelihood of paternal investment. Some women at some
times pursue a relatively unrestricted strategy of engaging in
short-term sexual relationships with partners who may be
high in genetic quality, whereas other women may adopt a
more restricted strategy of selecting long-term partners who
are likely to offer substantial paternal investment. The preva-
lence of extrapair mating in humans suggests that both strate-
gies may be pursued simultaneously: Resources may be
extracted from one high-investing male while extrapair mat-
ings are pursued with other males who display indicators of
high genetic quality (see earlier discussion of the function of
female orgasm). Men also must make trade-offs between
seeking multiple sexual partners and investing substantially
in only one or a few mates. Which strategies are chosen is de-
termined in part by such factors as father absence, individual
differences in mate value, and availability of mates (e.g.,
Draper & Harpending, 1982; Gangestad & Simpson, 2000;
Kirkpatrick & Ellis, 2001).

So far we have discussed good genes and direct pheno-
typic benefits as ways of understanding the dynamics of sex-
ual selection. Two other processes have also been suggested
that can account for the evolution of sexually selected traits.
The first of these theories—runaway sexual selection (Fisher,
1958)—states that preferences and traits coevolve through a
feedback process that can lead to the rapid evolution of spe-
cific traits for essentially arbitrary reasons. For example, con-
sider that females of given lizard species have a preference
for males with an enlarged and elaborate head crest. This
preference may have evolved initially because such males
may have greater genetic viability (i.e., good genes) or be-
cause of some innate sensory bias (discussed further later in
this chapter). Males with the enlarged crests will become
more prevalent in the population and the female preference
for the trait will also become more widespread. Males with
large crests increase their inclusive fitness by enhanced mat-
ing opportunities and females advance their inclusive fitness
because they are more likely to have male offspring with the
enlarged crest, who will in turn be more likely to succeed in
mating contexts. After the preference is in place, however,
the elaborate crest may become decoupled from any indicator
of health or fitness and simply spread because of the prefer-
ence per se. The male crest will increase in size as the trait
and the preference for the trait coevolve until the crest be-
comes so large and elaborate that it undermines survival.

Unlike good genes sexual selection, empirical evidence
for the runaway process (in its pure form) is fairly sparse.
However, Eberhard (1985, 1993) has suggested that the evo-
lution of male genitalia may prove an instructive example of

runaway sexual selection in action. As documented in
Eberhard’s fascinating book, Sexual Selection and Animal
Genitalia, male genitalia come in a bewildering variety of
shapes and sizes—they are often decorated with knobs,
spines, hooks, and flanges that are seemingly unrelated to the
utilitarian task of sperm transfer. Eberhard (1993) argues that
it is unlikely that variations in penis morphology are useful
indicators of the ability to resist parasites or of general male
vigor (i.e., they are probably not reliable markers of good
genes). It seems plausible instead to suggest that female pref-
erences, due initially to biases towards certain kinds of tactile
stimulation, have coevolved with genitalia morphology in
classic runaway fashion, leading to the seemingly arbitrary
array of genitalia structures found in the animal world.

A key aspect of the runaway process is that traits that are
preferred are arbitrarily related to fitness in the sense that
such traits do not indicate genetic viability (as is the case with
good genes models). However, the runaway process has to
begin with a preference that is usually based on actual viabil-
ity or is the result of sensory bias. The sensory bias model of
sexual selection involves the evolution of traits via sexual se-
lection due to preferences resulting from sensory orientations
that are the product of other selective processes (Ryan &
Keddy-Hector, 1992). Whereas in good genes and runaway
sexual selection, preferences and traits coevolve, the sensory
bias theory requires the prior origin of preferences and
the latter evolution of traits that exploit those preferences.
The evolution of male calls of the Tungara frog appears to be
explained by this sensory-bias model of sexual selection.
Females prefer male frogs with low-frequency calls. Neuro-
physiological evidence indicates that the auditory system
of female frogs is tuned in a way that is biased toward the
low-frequency component of these calls. Because bigger
male frogs produce lower-frequency calls, a good genes
model of sexual selection may seem indicated. However,
Ryan and Rand (1990) argue that because closely related frog
species also demonstrate this female bias in the absence of
male calling, the male trait arose to exploit the preexisting
sensory bias of the females, which itself has arisen as the re-
sult of other selective forces.

Good genes sexual selection is another important middle-
level theory that has proven valuable in generating a number
of interesting and testable hypotheses about both human
and nonhuman animal behavior. As we have discussed, good
genes sexual selection theory is one of a number of alterna-
tive (although often compatible) middle-level theories of sex-
ual selection. Making predictions that distinguish between
these different middle-level applications of sexual selection
metatheory can sometimes be difficult. However, as reviewed
in the next section, good genes sexual selection theory (often
in conjunction with parental investment theory) enables us to
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derive a number of general hypotheses and specific predic-
tions that can be empirically tested.

THE HYPOTHESES LEVEL OF ANALYSIS

At the next level down in the hierarchy of explanation are the
actual hypotheses drawn from middle-level evolutionary the-
ories (see Figure 1.1). As noted earlier, a hypothesis is a
general statement about the state of the world that one would
expect to observe if the theory from which it was gener-
ated were in fact true. An array of hypotheses can often be de-
rived from a single middle-level theory. These hypotheses
can be considered to vary along a continuum of confidence
(Ellis & Symons, 1990). At the top of the continuum are so-
called firm hypotheses (such as the relation between relative
parental investment and intrasexual competition for mating
opportunities) that are clear and unambiguous derivations
from an established middle-level evolutionary theory. As one
moves down the continuum, however, firm hypotheses give
way to more typical formulations—hypotheses that are in-
ferred from a middle-level theory but not directly derived
from it. This distinction can be illustrated by considering the
issue of paternity uncertainty. The supposition that in species
characterized by both internal female fertilization and sub-
stantial male parental investment, selection will favor the
evolution of male mechanisms for reducing the probability of
expending that investment on unrelated young is a firm hy-
pothesis that can be directly derived from the theory. What
form these mechanisms will take, however, cannot be directly
derived from the theory because natural and sexual selection
underdetermine specific evolutionary paths. Selection could
favor the evolution of sexual jealousy, or it could favor
the evolution of sperm plugs to block the cervix of female
sexual partners following copulation (see earlier discussion
of mate retention strategies). Given the universal occurrence
of jealousy in humans (Daly et al., 1982), evolutionary psy-
chologists have hypothesized that men’s jealousy should be
centrally triggered by cues to sexual infidelity, whereas
women’s jealousy should be centrally triggered by cues to
loss of commitment and investment. This hypothesis is rea-
sonably inferred from the theory but cannot be directly de-
duced from it. We refer to this type of hypothesis as an
expectation. This hypothesis was originally proposed by Daly
et al. (1982) and has since received considerable empirical
support (Buss, Larsen, Westen, & Semmelroth, 1992; Buunk,
Angleitner, Oubaid, & Buss, 1996; DeSteno & Salovey,
1996; Wiederman & Allgeier, 1993).

As one moves farther down the continuum of confidence
into the area where inferences from middle-level theories are
drawn farther from their core, expectations grade insensibly

into interesting questions or hunches. At this level, different
interpretations of the theory can and do generate different hy-
potheses. For example, Buss and Shackelford (1997) have
proposed two competing evolutionary hypotheses concern-
ing the effects of unequal attractiveness between romantic
partners on women’s mate retention behavior. The first hy-
pothesis suggests that individuals (both women and men)
married to others who are perceived as more attractive than
the self will devote more effort to mate retention than will in-
dividuals married to others who are perceived as equally or
less attractive than the self. The logic behind this hypothesis
is that individuals who are married to relatively attractive
partners are at greater risk of losing them. The second hy-
pothesis suggests the opposite, but only for females: Women
married to men who are perceived as more attractive than
the self will relax their mate retention efforts. The logic be-
hind this hypothesis focuses on the greater ability of men to
fractionate their reproductive investment among multiple
partners. For example, a man can simultaneously beget and
raise children with three different women (a phenomenon
that is quite common in polygynous societies), whereas it
would take a woman several years to bear and raise children
with three different men. Because of the male ability to parti-
tion investment, women may face the trade-off of obtaining a
fraction of the attention and resources of a highly attractive
male or the full attention and resources of a less attractive
male. Buss and Shackelford (1997) suggest that women in
unevenly matched marriages might devote less effort to mate
retention, an implicit acknowledgment of the potential costs
involved in trying to prevent the more attractive partner from
devoting some of his resources to outside relationships.

Although this type of theorizing is admittedly speculative,
it is inevitable at the lower end of the continuum of
confidence—in domains where there is not strong middle-
level theoretical development and about which relatively lit-
tle is known. Studies designed to test these hypotheses often
have an exploratory quality. The data obtained from testing
such hypotheses, however, can work their way back up the
explanatory hierarchy to enable the development of more rig-
orous theoretical models (Ketelaar & Ellis, 2000). In the fol-
lowing section, we review hypotheses derived from good
genes sexual selection theory. We number these hypotheses
and note whether (in our opinion) they are firm hypotheses,
expectations, or hunches.

Good Genes Sexual Selection Theory: Hypotheses

The principles of good genes sexual selection theory in com-
bination with parental investment theory have been used to
generate a number of interesting hypotheses in a variety of
species, including humans. In the following discussion we
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use the term females to refer to the sex that invests more in
offspring and males to refer to the sex that invests less in off-
spring. We recognize, of course, that these sex roles are
sometimes reversed.

For a given trait to be a reliable indicator of genetic value,
it must be costly to produce. According to the handicap prin-
ciple (Zahavi & Zahavi, 1997), traits that indicate good genes
can only be maintained by individuals who are the fittest in
the population, as indicated by their ability to maintain steady
growth rates, resist parasites, compete successfully in intra-
sexual contests, and so forth. Consequently, good genes indi-
cators that are preferred by members of the opposite sex
should require substantial metabolic resources to develop and
maintain. It follows, therefore, that individuals who more
fully display traits indicative of high genetic quality should
be healthier and in better condition than should conspecifics
who display these traits less fully (H1; firm hypothesis). An
implication of this hypothesis is that individuals with elabo-
rate secondary sexual characteristics should have lower lev-
els of parasitic infection. Further, traits indicative of good
genes can only be developed to their fullest potential in
individuals with robust immune systems that are able to over-
come the immunosuppressant effects of sex hormones
such as testosterone (see earlier discussion of immunocompe-
tence handicap theory; Folstad & Karter, 1992). Expression
of traits indicative of good genes, therefore, should be posi-
tively related to effective immune system functioning.

Evidence that sexually selected traits can increase repro-
ductive success while reducing survival prospects (i.e., hand-
icap traits) has accumulated in a number of species, including
the European barn swallow. The male barn swallow is
adorned with elongated tail feathers. Males with longer tail
feathers are preferred by females and sire more offspring
(Moller, 1994). However, males with such long tails are less
efficient at foraging and are more likely to suffer predation by
birds of prey (Moller et al., 1998). Thus, female preference
for males with elongated tail feathers appears to reflect good
genes sexual selection in action. A recent meta-analysis of
studies assessing parasite load, immune function, and the ex-
pression of secondary sexual characteristics in a diverse array
of species has found that the fullest expression of sexually se-
lected traits is positively related to immune system function-
ing and negatively related to parasite load (Moller et al.,
1999)—that is, the brightest, largest, most ornamented indi-
viduals are also the ones with the smaller number of parasites
and the most robust immune systems.

An important factor influencing the intensity of good
genes sexual selection is variance in reproductive success.
Two principles are relevant here. First, there tends to be
greater variance in male than in female reproductive success;

this is because males are more able to distribute their sex
cells across multiple partners. Indeed, the ability of males to
inseminate a large number of females often results in a sexual
lottery in which some males win big while others lose out en-
tirely. For example, in one study of elephant seals, a total of
only eight males were found to be responsible for inseminat-
ing 348 females (Le Boeuf & Reiter, 1988). Second, because
of this disparity, sexual selection tends to act more strongly
on males than on females in shaping intrasexual competitive
abilities and producing specialized fitness signals for attract-
ing the opposite sex (Trivers, 1972; see also Cronin, 1991).

A core premise of good genes sexual selection is that cer-
tain traits have evolved because they are reliable indicators of
genetic quality—that is, these traits reliably signal viability
and good condition that can be passed on to offspring through
genetic inheritance. All else being equal, individuals that
possess such traits should be preferred as mates (H2; firm
hypothesis), be more successful in intrasexual contests (H3;
firm hypothesis), or both. Parental investment theory further
suggests that males will be more likely than females to pos-
sess and display indicators of genetic quality (H4; expecta-
tion), whereas females will be more likely than males to
select mates on the basis of these indicators (H5; expecta-
tion). In total, then, males that possess and display indicators
of genetic quality should have more sexual partners and more
offspring (H6; firm hypothesis). For example, among man-
drills, a primate that inhabits the rainforests of West Africa,
males who possess the brightest red and blue pigmentation on
the face, rump, and genitals (which presumably are indicators
of good genes) are more often preferred as mates by females.
Further, DNA analysis has shown that they are also more
likely than their less chromatically exuberant counterparts to
sire offspring (Dixson, Bossi, & Wickings, 1993).

In species in which females engage in nonreproductive,
situation-dependent sexual activity (rather than strictly cycli-
cal sexual activity), females’ preferences for males who dis-
play indicators of high genetic quality should vary as a
function of their phase of the reproductive cycle. Around the
time of ovulation, when females are most fertile, they should
express the strongest preference for males with good genes. At
other times in the reproductive cycle, when females are not
ovulating, this preference should be more muted (H7; expecta-
tion). Humans are the clearest example of a primate that
engages in sexual activity throughout the reproductive cycle.
Other primates tend to be more seasonal and cyclical in their
breeding activities than humans are, although not exclusively
so (see Hrdy, 1981).

We earlier discussed the selective sperm retention hypothe-
sis for female orgasm, which suggests that females exert some
control over the paternity of their offspring by differential
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patterns of orgasm with specific male partners. In species char-
acterized by female orgasm, the frequency and timing of
female orgasm should vary in a manner that selectively favors
the sperm of males who display indicators of high genetic
quality (H8; hunch).

Good genes sexual selection theory has been used to gen-
erate hypotheses about mating effort, parental effort, and
trade-offs between them. There are essentially three strate-
gies that individuals can use to increase their reproductive
success: (a) Increase the fitness of their offspring by mating
with individuals of high genetic quality, (b) increase the fit-
ness of their offspring by enhancing parental investment (by
one or both parents), or (c) increase the number of offspring
produced. No one strategy is inherently better than any other,
and the pursuit of one strategy usually involves trade-offs
with the others (see Gangestad & Simpson, 2000). For exam-
ple, individuals who produce a greater number of offspring
(c) tend to have lower fitness of offspring.

Consistent with (a), females can increase their reproduc-
tive success by preferentially investing in offspring that are
sired by males of high genetic quality. Thus, among females
there should be a positive correlation between levels of
parental investment in offspring and the genetic quality of the
offspring’s father (H9; expectation). Peahens, for example,
have been found to lay more eggs for peacocks with larger
trains and more elaborate tails (Petrie & Williams, 1993).

In species characterized by long-term pair-bonding and
biparental care of offspring, but in which individuals some-
times engage in short-term and extrapair mating, there should
be a negative correlation between the genetic quality of males
and levels of parental investment by males in offspring (H10;
expectation). There are two bases for this hypothesis. First,
males who possess reliable indicators of high genetic quality
can afford to put less direct effort into offspring; this is be-
cause they make more valuable genetic contributions to off-
spring, and thus their female partners may be willing to
tolerate less parental investment—devaluing (b)—in return
for their good genes—enhancing (a). Second, diverting effort
away from parental investment toward extrapair matings
should yield greater payoffs for males of high genetic quality
(because they are more popular on the mating market). Thus,
males with good genes can be expected to devote proportion-
ally more reproductive effort to mating (c) and less to parent-
ing (b). A corollary of this hypothesis is that males who
possess reliable indicators of good genes will engage in more
short-term and extrapair mating (H11; expectation) and be
more preferred by females as short-term and extrapair mates
(H12; expectation).

Hypotheses 10–12 have been supported in an extensive
series of studies on the European barn swallow. The barn

swallow is small, migratory, insect-eating bird, which is char-
acterized by pair-bonds that last the length of the breeding
season and biparental care of offspring. Male and female
birds are similar in many respects except that males have
much longer tails than do females, which suggests that tail
length is a sexually selected characteristic (Moller, 1994).
Males with longer tail feathers not only tend to spend less
time incubating and feeding offspring (Moller, 1994), but
also are more preferred by females as primary mates, engage
in more extrapair mating, and sire more extrapair offspring
than do males with shorter tails (Moller & Tegelstrom, 1997).
These data suggest that (a) females are willing to trade
off parental investment for good genes in their primary pair-
bonds and (b) females pursue extrapair copulations with
males who possess indicators of good genes. We find it inter-
esting that the probability of females’ pursuing extrapair
copulations decreases as a function of the length of the
tail feathers of their primary mate (Moller, 1994), suggesting
females who are already receiving high-quality genetic bene-
fits have less motivation for extrapair mating.

In sum, hypotheses derived from good genes sexual selec-
tion theory can explain the origins of a wide variety of physi-
cal and behavioral traits across a diversity of animal species,
from humans to scorpion flies. The specific ways in which
these hypotheses are played out, however, depends on the na-
ture of the species being studied. Humans and barn swallows,
for example, both engage in medium- to long-term pair-
bonding, both have greater female parental investment, and
both are characterized by relatively frequent extrapair mating.
We would expect, therefore, that females in both species will
preferentially seek extrapair sex partners who possess indica-
tors of good genes. However, specific markers of good genes
vary across species. Human males do not possess elongated
tail feathers, bright spots on their rump, or bright red faces.
Thus, although the general hypotheses derived from good
genes sexual selection theory have wide applicability, the
detailed predictions derived from these hypotheses depend on
the species under consideration. In the next section we de-
scribe specific predictions as they apply to human mating.

THE PREDICTION LEVEL OF ANALYSIS

Because hypotheses are often too general to be tested directly,
it is at the next level of explanation—the level of specific pre-
dictions—where the battles between competing theoretical
models are often played out. Predictions correspond to spe-
cific statements about the state of the world that one would
expect to observe if the hypothesis were in fact true. They
represent explicit, testable instantiations of hypotheses. One
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might argue that predictions form the substance of any theory,
for here is where most of the action takes place as specific pre-
dictions are either supported or refuted.

The performance of evolution-based predictions provides
the basis for evaluating the more general hypotheses from
which they are drawn. For example, a number of specific pre-
dictions have been derived from the evolutionary hypothesis
that men (more than women) will be intensely concerned
about the sexual fidelity of reproductive-aged partners. Some
of these predictions include (a) sexual infidelity by wives
will be a more frequent cause of divorce than will sexual infi-
delity by husbands (Betzig, 1989); (b) the use or threat of vio-
lence by husbands to achieve sexual exclusivity and control of
wives will vary as a function of wives’ reproductive value,
which peaks in the late teens and declines monotonically
thereafter (M. Wilson & Daly, 1996); and (c) in the context of
competing for romantic partners, the tactic of spreading ru-
mors that a same-sex rival is sexually promiscuous will be
more effective when performed by women than by men (be-
cause it raises the specter of cuckoldry; see Buss & Dedden,
1990). The fact that the first two predictions have been sup-
ported by extensive cross-cultural data whereas the third pre-
diction has not been supported factors into one’s evaluation of
the more general hypothesis from which these predictions
were generated. That two of the three predictions garnered
strong support provides indirect support for the hypothesis.
That the third prediction was rejected raises questions about
the hypothesis. Ultimately, the value of the more general
hypothesis and theoretical model is judged by the cumulative
weight of the evidence (Ketelaar & Ellis, 2000).

Good Genes Sexual Selection Theory: Predictions

A number of specific, testable predictions can be derived
from the hypotheses generated by good genes sexual selec-
tion theory. Although predictions can be made about the char-
acteristics of a wide array of animal species, we focus in this
section on a discussion of predictions pertaining specifically
to humans. We consider the hypotheses outlined in the pre-
ceding section (“The Hypothesis Level of Analysis”) and
derive predictions relating specifically to human health and
reproductive behavior. For each prediction we also review
studies, where relevant, that have been carried out to test
these specific predictions.

Before we examine these predictions in detail, it is worth
considering just what traits in humans—like elongated tail
feathers in male barn swallows—might be reliable indicators
of good genes. One important marker of genetic quality that
has emerged in research on a diverse array of species is a
phenomenon known as fluctuating asymmetry (Moller &

Swaddle, 1997). Fluctuating asymmetry refers to small
random deviations from perfect bilateral symmetry in differ-
ent parts of the body. Higher levels of fluctuating asymmetry
(i.e., more asymmetry) are believed to reflect developmental
instability. This developmental imprecision can arise because
of a range of factors, such as food deficiency, parasites, in-
breeding, and exposure to toxic chemicals. Biologists have
hypothesized that individuals with good genes are better able
to buffer themselves against these genetic and environmental
insults and thus tend to be more symmetrical. Because fluctu-
ating asymmetry has a heritable component, mate preference
for symmetrical, developmentally stable individuals can be
expected to result in more viable offspring (see Moller &
Swaddle, 1997). The specific predictions reviewed in this
section focus on the relations between fluctuating asymmetry
and both health and reproductive behavior. 

1. More symmetrical individuals should have better men-
tal and physical health, better immune system functioning,
and lower parasite loads than should less symmetrical indi-
viduals (from H1). Although these predictions have only
been tested in a small number of studies using human partic-
ipants, initial results have been largely supportive. In studies
of American undergraduates, levels of symmetry in both men
and women have been found to positively correlate with psy-
chometric intelligence (Furlow, Armijo-Prewitt, Gangestad,
& Thornhill, 1997) and negatively correlate with measures
of psychological, emotional, and physiological distress
(Shackelford & Larsen, 1997). In addition, more symmetrical
men have been found to have greater ejaculate size and better
sperm quality (Manning, Scutt, & Lewis-Jones, 1998) and
lower resting metabolic rates (Manning, Koukourakis, &
Brodie, 1997) than have less symmetrical men. Perceived
health has also been shown to be positively correlated with
symmetry and averageness of male faces (Rhodes et al.,
2001). Finally, in a study of men in rural Belize, the occur-
rence of life-threatening illnesses was found to be signifi-
cantly higher in men who were less symmetrical (Waynforth,
1998). Taken together, these findings suggest that more sym-
metrical individuals, as predicted, tend to be healthier and in
better physical and psychological condition than do their less
symmetrical counterparts.

The remaining hypotheses (H2–H12) focus on the rela-
tions between markers of genetic fitness and reproductive be-
havior. Because of sex differences in parental investment,
these hypotheses primarily concern female preferences for
males who possess indicators of good genes and individual
differences in male mating behavior as a function of genetic
quality. An array of specific predictions have been derived
from Hypotheses 2–12. As reviewed in the following discus-
sion, empirical tests of these predictions have generated new
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lines of research that have substantially advanced our under-
standing of behavior in sexual and romantic relationships.

2. More symmetrical men should have more lifetime sex-
ual partners (from H2–H6) and more extrapair sexual
partners (from H10) than should less symmetrical men.
These predictions have been tested in an initial series of stud-
ies on American undergraduates (reviewed in Gangestad &
Simpson, 2000; Gangestad & Thornhill, 1997a). Symmetry
was assessed by totaling right-left differences in seven bilat-
eral traits (e.g., ankle girth, wrist girth). Consistent with
the predictions, men who were more symmetrical were found
to have more lifetime sexual partners (even after control-
ling for age and physical attractiveness) and more extrapair
sexual encounters during ongoing relationships (even after
controlling for relationship length, partners’ extrapair sex,
and both partners’ physical attractiveness). In contrast, no
consistent relation was found between women’s symmetry
and number of lifetime sexual partners or extrapair sexual
relationships.

In ancestral environments, before the advent of reliable
contraceptive methods, number of sexual partners can be ex-
pected to have been positively related to number of offspring.
The finding that more symmetrical men in rural Belize both
had more sexual partners and fathered more children lends
support to this suggestion (Waynforth, 1998).

3. More symmetrical men should be more successful in
intrasexual contests than should less symmetrical men (from
H2, H4). This prediction has been tested both indirectly (by
looking at the traits associated with fluctuating asymmetry)
and directly (by examining behavior in experimental studies
on mate competition). Men who are more symmetrical have
been found to display higher levels of traits that are associ-
ated with success in intrasexual competition. Specifically,
more symmetrical men tend to be bigger, to be more muscu-
lar and vigorous, to initiate more fights with other men, and
to be more socially dominant than do less symmetrical men
(reviewed in Gangestad & Simpson, 2000). Consistent with
these correlational data, Simpson, Gangestad, Christensen,
and Leck (1999) found that more symmetrical men competed
more aggressively with other men for a lunch date with an at-
tractive woman in a laboratory experiment. Each male partic-
ipant was interviewed by the woman and then at the end of
the interview was asked by the woman why she should
choose him for the lunch date rather than the competitor (who
was ostensibly in the next room). Compared with men who
were less symmetrical, more symmetrical men tended to en-
gage in competition with the rival, such as by directly com-
paring themselves with and belittling him. In total, the
correlational and experimental data reviewed here suggest
that more symmetrical men tend to display more costly traits,

such as large size and social and physical dominance, which
facilitate success in direct intrasexual contests.

4. More symmetrical men should be preferred by women
as short-term and extrapair sexual partners (from H11).
Gangestad, Simpson, Cousins, and Christensen (1998) had
women view videotapes of men being interviewed by an at-
tractive woman (as described previously). The female partic-
ipants then rated the male interviewee’s attractiveness both as
a potential long-term mate and as a short-term mate. A short-
term mate was defined as either as a one-time sex partner or
an extrapair sex partner. Women also completed a question-
naire that assessed their general willingness to have sex with-
out commitment and emotional closeness. Women who
reported more willingness to have sex without intimacy and
commitment were categorized as being inclined toward
short-term mating, whereas women who reported less will-
ingness were categorized as being disinclined toward short-
term mating. Among women who were inclined toward
short-term mating, there was a significant positive correlation
between the male interviewee’s symmetry and the women’s
ratings of how attractive he was as a short-term mate (but not
as a long-term mate). In contrast, among women who were
disinclined toward short-term mating, male symmetry was
uncorrelated with women’s ratings of how attractive he was
as either a short-term or a long-term mate. These data suggest
that men who are more symmetrical are preferred as short-
term mates specifically by women who are most inclined to
engage in short-term mating. Moreover, Gangestad and
Thornhill (1997b) found that male symmetry predicted the
number of times that men were chosen by women as extra-
pair mates. Taken together, these data support the prediction
that more symmetrical men should be more preferred by
women as short-term and extrapair sexual partners.

5. Women’s preferences for symmetrical men should be
heightened around the time of ovulation when women are most
fertile (from H7). This prediction has been supported in
provocative new research on women’s preference for the scent
of symmetrical men as a function of variation in the menstrual
cycle. This research employed what has been called a stinky
T-shirt design, in which women sniffed shirts that had been
slept in by different men and rated them on the pleasantness,
sexiness, and intensity of their odors. The men who slept in
these shirts were also measured on fluctuating asymmetry. The
extraordinary finding was that the shirts worn by more sym-
metrical men were rated as smelling better than the shirts worn
by less symmetrical men, but only by women who were likely
to be in the fertile stage of their menstrual cycle (especially
days 6–14). This finding was originally reported by Gangestad
and Thornhill (1998a) and has since been replicated in their
own lab in the United States (Thornhill & Gangestad, 1999)
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and in an independent lab in Germany (Rikowski & Grammar,
1999). These data suggest that the smell of men who are more
symmetrical is preferred by women specifically when women
are most likely to conceive.

6. Women’s preferences for men with masculine facial
characteristics should be heightened around the time of ovu-
lation when women are most fertile (from H7). As discussed
earlier, the immunocompetence handicap model suggests that
only the fittest males will be able to develop robust secondary
sexual characteristics, which accurately indicate both high
levels of testosterone and a competent immune system (i.e.,
good genes). Exaggerated masculine facial characteristics,
such as high cheekbones and a strong jaw and chin, are asso-
ciated with high levels of testosterone and have been hypoth-
esized to be reliable indicators of immunocompetence in men
(see Folstad & Karter, 1992). Recent research in the United
Kingdom and Japan has examined variation in women’s pref-
erences for male faces as a function of women’s stage in the
menstrual cycle (Penton-Voak et al., 1999; Penton-Voak &
Perrett, 2000). Consistent with good genes sexual selection
theory, more masculine-looking faces were preferred by
women around the time of ovulation (when risk of concep-
tion is highest), especially in the context of short-term mat-
ing. In contrast, more feminine male faces, which may
indicate dispositions toward increased paternal investment,
were slightly preferred by women during other phases of the
menstrual cycle (when risk of conception is lower). These
data provide further evidence that men who display indica-
tors of good genes are most preferred by women when they
are most likely to get pregnant.

7. The timing and frequency of orgasms by women should
be patterned to selectively retain the sperm of more symmet-
rical males (from H8). Thornhill et al. (1995) have con-
ducted an initial test of this prediction on a sample of
American undergraduates. The partners of more symmetrical
men reported having more orgasms during sexual intercourse
than did the partners of less symmetrical men (even after con-
trolling for men’s physical attractiveness). More important,
levels of symmetry in male partners positively correlated
with the frequency of high-sperm-retention orgasms in
female partners (i.e., female orgasms occurring just prior to
or after male orgasm). This effect has now been replicated in
a second larger sample (Moller, Gangestad, & Thornhill,
1999). These data suggest that women increase their proba-
bility of conception when having sex with men of high ge-
netic quality.

8. More symmetrical men should allocate less investment
to ongoing relationships (from H10). Using the Partner-
Specific Investment Inventory (Ellis, 1998), Gangestad and

Thornhill (1998b) examined levels and types of investment
in long-term dating relationships. More symmetrical men,
who tended to allocate less investment to their dating rela-
tionships overall, were particularly likely to be less honest
with their partners, to sexualize other women more, and to
spend less time with their partners. The exception to this rule
was that more symmetrical men tended to provide more
physical protection to their partners. Although symmetrical
men apparently devote less time and energy to their relation-
ships overall, they may compensate (reproductively speak-
ing) for this lack of investment by providing good genes and
perhaps through their greater ability to physically protect
their partners.

In conclusion, specific predictions drawn from hypotheses
generated by good genes sexual selection theory have been
tested across a range of studies. Although research derived
from good genes sexual selection theory on humans is still in
its early stages, an accumulating body of evidence now sup-
ports the supposition that a collection of male traits (reflected
in levels of fluctuating asymmetry) have been selected for be-
cause of their role in advertising genetic quality to prospec-
tive mates. Good genes sexual selection theory has proven
valuable in guiding research in a number of ways and has led
to the detection of new phenomena. It is difficult imagine, for
example, how other approaches to human mating could have
predicted (let alone explained) the finding that men’s symme-
try is positively related to judgments of odor attractiveness by
women who are most likely to be in the fertile stage of their
menstrual cycle. Of course, there is much more to the dy-
namics of sexual and romantic relationships than can be
explained by good genes sexual selection theory. This
middle-level evolutionary theory has proved valuable, how-
ever, in both explaining and predicting a host of interesting
phenomena relating to behavior in sexual and romantic
relationships—not only in humans, but also in a wide range
of animal species.

THE FUTURE OF EVOLUTIONARY PSYCHOLOGY

Evolutionary explanations have had a long—at times acrimo-
nious—history in the behavioral sciences. Darwin’s revolu-
tionary theory of adaptation through natural selection, which
explained the origins of human mental and behavioral char-
acteristics in terms of evolution, transformed a long-standing
worldview. Before Darwin, the prevailing belief was that
“man” was created in God’s divine image and held a special
place at the center of the cosmos. Ever since Darwin, how-
ever, Homo sapiens has been viewed as firmly anchored in



The Future of Evolutionary Psychology 23

the natural world, as one species among millions in the great
tree of life.

Darwin himself saw no problem in extrapolating his evo-
lutionary ideas beyond the realm of bees, barnacles, and ba-
boons to embrace the human species as well (e.g., Darwin,
1871, 1872). Others too, such as Darwin’s protégé George
Romanes (1882), appreciated the great explanatory power
of evolutionary theory. Romanes used it to launch a compar-
ative program of research aimed at illuminating the evolu-
tionary origins of human intelligence. In America, the great
nineteenth-century psychologist and philosopher William
James (1890) also characterized human consciousness in a
Darwinian fashion as a mechanism that enables humans to
adapt to changing environments. James’s evolution-inspired
ideas were to spark the short-lived but influential functional-
ist movement in psychology in the early part of the twentieth
century. The core idea of functionalism was that mind and be-
havior have functions—they serve to adapt organisms to their
environment (e.g., Angell, 1907). Functionalist thinking in
psychology, however, fell out of favor with the rise of
behaviorism in the early part of the twentieth century. The be-
haviorist paradigm, which specified that a small number of
domain-general learning mechanisms accounted for the rich
repertoire of human (and animal) behavior, precluded an ex-
planatory role for the kinds of species-specific, domain-
specific psychological mechanisms that are central to
functionalist, evolutionary analyses.

The return of evolutionary explanations in psychology can
be traced to a number of important developments. First, be-
haviorism declined as psychology’s dominant paradigm. An-
imal behavior research in the 1950s and 1960s demonstrated
that the content-free learning processes specified by behav-
iorists simply could not account for the kinds of behaviors in
which animals actually engaged (e.g., Breland & Breland,
1961; Garcia & Koelling, 1966). Behaviorism in its pure
form also seemed unable to satisfactorily explain the origin
of complex human traits such as language, which linguists
such as Chomsky (1959) argued were built on a foundation of
innate cognitive processes. Second, the development of a
number of important middle-level evolutionary theories in
the 1960s and 1970s, such as kin selection theory (Hamilton,
1964), parental investment theory (Trivers, 1972), and recip-
rocal altruism (Trivers, 1971) provided the basis for impor-
tant new programs of research in evolutionary biology and
psychology. These middle-level theories enabled evolution-
ary scientists to generate myriad testable hypotheses and pre-
dictions that spanned a diversity of animal species.

The formulation of these middle-level theories was impor-
tant in the emergence in the late 1970s of sociobiology, which

was defined by one of its principle architects, E. O. Wilson
(1975), as “the systematic study of the biological basis of all
social behavior” (p. 3). However, sociobiology proved to be a
highly controversial discipline, especially when its adherents
extended their ideas to explanations of human mental and
behavioral characteristics. Sociobiological explanations were
variously criticized as being untestable, unfalsifiable, deter-
ministic, and ideologically unsound (e.g., S. Rose, Kamin, &
Lewontin, 1984). Evolutionary psychology, as we have intro-
duced it in this chapter, can be viewed historically as part of a
long tradition of attempts to explain human psychological
characteristics in evolutionary terms. The use of a coherent
and powerful set of middle-level theories, the focus on
evolved domain-specific psychological mechanisms, and a
commitment to rigorous empirical testing, however, sets
evolutionary psychology (in some respects) apart from its
predecessors.

Controversy nonetheless remains over evolutionary ex-
planations in psychology. Some critics continue to view evo-
lutionary psychology as supporting a view of human nature
that is based on genetic determinism—the idea that specific
traits are caused by specific genes with a limited role for en-
vironmental factors. A glance at almost any publication by
evolutionary psychologists, however, should be enough to
see that this criticism is unfounded. It is almost universally
agreed that all human traits are the result of the complex and
dynamic interplay between genetic and environmental fac-
tors. Indeed, no evolutionary psychologist would argue that
human behavior is rigidly fixed by virtue of our genetic in-
heritance; instead, much recent work in evolutionary psy-
chology has emphasized the highly flexible and contingent
nature of human psychological adaptations (e.g., Dekay &
Buss, 1992; Gangestad & Simpson, 2000).

The criticism that evolutionary explanations are somehow
untestable and lacking appropriate empirical rigor is still
asserted by some critics of evolutionary psychology. This
criticism is also unfounded (see Ketelaar & Ellis, 2000, and
Ellis & Ketelaar, 2000, for detailed treatment of the issue of
testability of evolutionary explanations). As demonstrated in
this chapter, evolutionary psychologists employ a series of
well-formulated middle-level theories that generate hypothe-
ses and specific predictions that are testable and open to poten-
tial falsification. These empirical tests enable one to evaluate
the middle-level evolutionary theories and metatheoretical
assumptions from which the hypotheses and predictions are
drawn. Despite the fact that human psychological characteris-
tics are the product of evolutionary forces operating in
ancestral environments, time machines are not essential
methodological tools because modern humans carry around
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the legacy of ancestral adaptations that can be assessed using
standard psychological methods.

The Impact of Evolutionary Psychology

Perhaps one of the most interesting questions regarding the
future of evolutionary psychology concerns its scope of in-
fluence in the behavioral sciences. There is no question that
evolutionary psychology has a broad range of applications.
Indeed, evolutionary theory has been used to generate expla-
nations of social behavior in all species, even those that are as
yet undiscovered. Although the present chapter has focused
primarily on reproductive strategies, evolutionary psycholog-
ical theory and research extends into all major branches of
psychology (e.g., Buss, 1999; Gaulin & McBurney, 2000).
Will the endeavors of evolutionary psychologists thus serve
to unify the currently fragmented discipline of psychology
under the umbrella of a single metatheory? Does evolution-
ary psychology, as some suggest (e.g., Buss, 1995; Tooby &
Cosmides, 1992), offer a radical new paradigm for psycho-
logical science?

To address this question, it is important to explicate the
difference between evolutionary (ultimate) and nonevolu-
tionary (proximate) explanations. Evolutionary psychological
explanations focus on ultimate accounts of human psycholog-
ical characteristics—that is, they explain why traits such as
language or sexual jealousy exist in terms of the functions
those traits served in ancestral environments. Nonevolution-
ary psychological explanations, by contrast, generally focus
on how traits work in terms of proximate social, developmen-
tal, cognitive, or neural processes. Consider the phenomenon
of morning sickness in pregnant women.An ultimate explana-
tion for morning sickness is that it is an adaptation that has
evolved because it helps to protect the pregnant woman and
the developing fetus from the ingestion of toxic substances
(Flaxman & Sherman, 2000; Profet, 1992). Proximate expla-
nations of morning sickness focus on current physiological
and psychological processes involved in food aversions dur-
ing pregnancy. Proximate explanations address such questions
as What are the conditions under which morning sickness
occurs, What neural circuits are involved, and What are the
chemical changes that underpin increased olfactory sensitiv-
ity during the first trimester of pregnancy? Neither type of
explanation is inherently better than the other, nor does one
preclude the other. Rather, ultimate and proximate explana-
tions are complementary and mutually enriching.

Ultimate and proximate explanations, however, are not
independent: They inform and influence each other. Discern-
ing the evolved function of a psychological mechanism, for

example, should aid in discovering how the mechanism
works—that is, understanding evolved function can generate
hypotheses about proximate mechanisms and causation.
There are various ways to conceptualize the relation between
different theories in science. Using the terminology em-
ployed by Thagard (1992), we suggest that it is unlikely that
the explanations offered by evolutionary psychologists will
entirely replace or supplant nonevolutionary explanations.
This is because the two types of explanations target different
levels of analysis (ultimate vs. proximate causation). Rather,
we suggest that the theories offered by evolutionary psychol-
ogists tend to sublate extant proximal theories—that is, evo-
lutionary psychological theories partly incorporate and partly
reject such theories. Along these lines, we suggest that there
are at least three ways in which evolutionary psychological
theory and research influences the larger field of psychology.

1. Evolutionary Psychology Opens New Lines
of Inquiry in Psychology

The use of evolutionary psychological models sometimes
generates novel hypotheses and lines of research that had
not—and in many cases could not—be derived from other the-
oretical models. One example of this point is the research on
fluctuating asymmetry and reproductive behavior that was re-
viewed in this chapter.Another example is theory and research
on father involvement and timing of daughters’ reproductive
development. Draper and Harpending (1982, 1988) have pro-
posed a middle-level evolutionary theory of the role of father
involvement in the development of female reproductive
strategies. This theory posits that individuals have evolved to
be sensitive to specific features of their early childhood envi-
ronments, and that exposure to different early environments
biases individuals toward acquisition of different reproductive
strategies. Specifically, Draper and Harpending proposed that
an important function of early experience is to induce in
girls an understanding of the quality of male-female relation-
ships and male parental investment that they are likely to
encounter later in life. According to the theory, this under-
standing has the effect of canalizing a developmental track
that has predictable outcomes for girl’s reproductive behavior
at maturity. Girls whose early family experiences are charac-
terized by father absence (where women rear their children
without consistent help from a man who is father to the chil-
dren) perceive that male parental investment is not crucial to
reproduction; these girls are hypothesized to develop in a man-
ner that accelerates onset of sexual activity and reproduction,
reduces reticence in forming sexual relationships, and ori-
ents the individual toward relatively unstable pair-bonds
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(Draper & Harpending, 1982, 1988). Belsky, Steinberg, and
Draper (1991; see also Surbey, 1990) added to this theory the
hypothesis that girls from paternally deprived homes should
also experience earlier pubertal maturation. From an evolu-
tionary perspective, early pubertal maturation, precocious
sexuality, and unstable pair-bonds are integrated components
of an accelerated reproductive strategy. During human evolu-
tion, this accelerated strategy may have promoted female
reproductive success in ecological contexts in which male
parental investment was not crucial to reproduction.

Although variation in the timing of pubertal maturation in
girls is a socially relevant topic (i.e., early-maturing girls ex-
perience relatively high rates of breast cancer, teenage preg-
nancy, depression, and alcohol consumption; e.g., Vikho &
Apter, 1986; Udry & Cliquet, 1982; Caspi & Moffitt, 1991;
Graber, Lewinsohn, Seeley, & Brooks-Gunn, 1997), there
was almost no research on the psychosocial antecedents of
this variation prior to publication of the evolutionary model.
This gulf occurred because no other theory of socialization
and child development provided a framework for studying
timing of puberty. Indeed, researchers operating outside of
the evolutionary umbrella had never thought to look at the re-
lation between fathers’ role in the family and daughters’ mat-
urational tempo. With the introduction of the evolutionary
model of pubertal timing (see especially Belsky et al., 1991),
this topic developed into a fruitful new area of research. Most
studies suggest that girls reared in father-absent homes reach
menarche several months earlier than do their peers reared in
father-present homes (Moffitt, Caspi, Belsky, & Silva, 1992;
Surbey, 1990; Wierson, Long, & Forehand, 1993). Moreover,
some of these studies have found that the longer the period of
father absence, the earlier the onset of daughters’ menstrua-
tion (Moffitt et al., 1992; Surbey, 1990). However, not all
studies (see Campbell & Udry, 1995) have found an acceler-
ating effect for years of father absence on menarcheal age.
Ellis and Garber (2000) found that years of stepfather pres-
ence, rather than years of biological father absence, best ac-
counted for girls’ pubertal timing (suggesting a possible
pheromonal effect). Finally, Ellis et al. (1999) present longi-
tudinal data showing that father-effects on daughters’ puber-
tal timing involve more than just father-absent effects: Within
father-present families, girls who had more distant relation-
ships with their fathers during the first 5 years of life
experienced earlier pubertal development in adolescence.
Consistent with the original theorizing of Draper and
Harpending (1982), the quality of fathers’ investment in the
family emerged as the most important feature of the proximal
family environment in relation to daughters’ reproductive
development (Ellis et al., 1999).

2. Evolutionary Psychology Enriches Existing Bodies
of Knowledge in Psychology

The use of an evolutionary psychological perspective may
enrich existing bodies of theory and data in psychology.
Evolutionary psychological metatheory, together with middle-
level evolutionary theories, provide a powerful set of method-
ological heuristics that can provide guidance on what paths
to follow (e.g., suggesting new hypotheses and providing
criteria for recognizing significant observations) and what
paths to avoid (e.g., raising suspicion of certain explanations
or observations).

Consider, for example, theory and research on sexual jeal-
ousy in humans. Psychologists working outside of an explicitly
evolutionary framework have contributed to our understand-
ing of jealousy in numerous ways.Alarge body of empirical re-
search has documented an array of cultural, developmental,
and personality correlates of jealousy; detailed models of the
causes of jealousy have been constructed; and the clinical man-
agement of pathological jealousy has been investigated (see
Salovey, 1991; White & Mullen, 1989). Psychologists working
inside an evolutionary psychological framework have also
addressed the topic of jealousy, and this research has enriched
the extant literature on jealousy in at least three ways.

First, the use of an evolutionary psychological framework
has led to a variety of novel hypotheses about sexual and
romantic jealousy that have generated fruitful new lines of
research on the topic (see Buss, 2000). For example, evolu-
tionary psychologists have hypothesized that levels of jeal-
ousy experienced by men (but not women) and amounts of
time and energy expended on mate retention by men (but not
women) will be negatively correlated with partner’s age, re-
gardless of one’s own age. This gender-specific, age-specific
hypothesis is based on the supposition that men with young,
reproductive-aged partners are most at risk of being cuck-
olded and thus investing in offspring who are not their own.
Consistent with this hypothesis, Flinn (1988) found that the
amount of mate guarding engaged in by men in a Caribbean
village decreased significantly when partners were pregnant
or postmenopausal. Furthermore, Buss and Shackelford
(1997) found that the amount of mate retention behavior en-
gaged in by men (but not by women) was inversely related to
the female partner’s age, even after controlling for the male
partner’s age.

Second, evolutionary psychological approaches have been
instrumental in correcting certain errors regarding the nature
of jealousy. For example, the contention that jealousy is en-
tirely a socially constructed emotion—essentially determined
by cultural factors such as social roles and political institutions
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(e.g., Hupka, 1991; Bhugra, 1993)—has been questioned by
evolutionary psychologists. Evolutionary psychologists con-
ceptualize sexual jealousy as a biological adaptation designed
by sexual selection to reduce paternity uncertainty and the
threat of relationship loss (e.g., Daly et al., 1982). Sexual jeal-
ousy should be a universal emotion that is experienced in all
cultures when a valued sexual relationship is threatened by a
rival. Although some writers have claimed that sexual jeal-
ousy does not exist in some cultural groups such as Samoans
and the Inuit, not to mention the swinging couples of the
1970s, subsequent analyses have shown that jealousy truly is a
cross-cultural universal (Buss, 2000; Daly et al., 1982) and
a major motive for homicide throughout the world (Daly &
Wilson, 1988).

Third, an evolutionary perspective may prove valuable in
integrating various middle-level theories of sexual and ro-
mantic jealousy. An extensive psychological literature has
documented that feelings of jealousy are related to such
factors as relationship quality, rival characteristics, partner
similarity, gender, and attachment style (see White & Mullen,
1989). Various social and cognitive models, such as ap-
praisal theory (White & Mullen, 1989) and self-evaluation
maintenance theory (DeSteno & Salovey, 1996), have been
suggested to account for these relations. An evolutionary psy-
chological approach to jealousy may help integrate such mod-
els by providing overarching explanations for why certain
patterns of appraisal occur in the specific contexts they do,
and why jealousy is modified by such factors as relative mate
value and the characteristics of rivals (Buss, 2000).

3. Evolutionary Psychology Radically Changes Certain
Domains of Psychological Inquiry

In some domains, evolutionary psychology has offered more
substantive changes to the kinds of explanations employed by
nonevolutionary psychologists. For example, the metatheo-
retical assumptions of sexual selection theory, as instantiated
in parental investment theory and good genes sexual selection
theory, have radically changed theory and research on mate
selection and intrasexual competition. Before the systematic
application of evolutionary theory to human mate selection,
most work in the area emphasized proximity (the tendency to
date and marry people with whom one has regular social con-
tact) and matching (the tendency to date and marry people
whose value on the mating market is similar to one’s own) as
causal agents in mate selection (e.g., Myers, 1993). The prox-
imity effect was explained as a function of the frequency of
social interaction together with the principle that familiarity
breeds fondness. The matching effect was conceptualized as
an outcome of basic principles of social exchange.

Although proximity and matching are relevant to mate se-
lection, the social models that were used to explain these phe-
nomena have largely been supplanted by current evolutionary
models of mating preferences and behavior. General princi-
ples of social exchange, familiarity, and interaction frequency
simply proved inadequate to explain the facts about human
mating. These principles could not account for universal dif-
ferences between men and women in mate selection criteria
(e.g., Buss, 1989), for systematic variation within each sex in
orientation toward long-term versus short-term mating (e.g.,
Gangestad & Simpson, 2000), of for lawful variation across
species in mating preferences and behavior (e.g., Trivers,
1985). It is just these types of questions that are addressed by
parental investment theory and good genes sexual selection
theory. Although some attempts have been made to integrate
evolutionary and social exchange perspectives (e.g., Fletcher,
in press; Kenrick, Groth, Trost, & Sadalla, 1993), the bottom
line is that evolutionary psychological models have dramati-
cally changed the nature of research on mating preferences
and behavior (as reviewed in this chapter).

Future Directions

In this chapter we have introduced some of the core ideas
and assumptions that comprise the field of evolutionary
psychology. We have also illustrated how these ideas can be
employed in the development of specific, testable hypotheses
about human mind and behavior. The rapid growth in publi-
cations in the area of evolutionary psychology over the past
decade suggests a growing acceptance of the importance
of evolutionary ideas in the behavioral sciences. What can
we expect, however, from evolutionary psychology in the
twenty-first century? What are the crucial issues that need to
be addressed by evolutionary psychologists, and how are
evolutionary psychological ideas likely to influence the vari-
ous subdisciplines of psychology?

Perhaps the most crucial task for evolutionary psycholo-
gists in the coming decades will be the identification and elu-
cidation of psychological adaptations. As Buss (1999) notes,
evolutionary psychologists have catalogued most of the obvi-
ous and plausible psychological adaptations (especially those
relating to human mating), but many more remain undiscov-
ered or inadequately characterized. The concept of biological
adaptation, as George Williams (1966) has noted, is an oner-
ous one and should only be deployed if the appropriate sorts
of evidence to make such a claim are available. Because
adaptations are the product of natural selection operating
in ancestral environments, and because psychological traits
such as jealousy, language, and self-esteem are not easily
reconstructed from fossils and artifacts, direct evidence for
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biological adaptations may be difficult to come by (Lewontin,
1998; Richardson, 1996). One of the challenges for evolu-
tionary psychology, therefore, will be to develop increasingly
more rigorous and systematic methods for inferring the
evolutionary history of psychological characteristics (see
Durrant & Haig, 2001).

How best to characterize psychological adaptations also
remains an important issue for evolutionary psychology. As
we have seen, evolutionary psychologists assume that the
human mind comprises a large number of domain-specific
psychological mechanisms that have evolved to solve spe-
cific adaptive problems in our evolutionary past. However,
many important questions remain regarding the relative
specificity of such mechanisms, the way that they might
develop over time in response to different environmental
contexts, and how these mechanisms operate in terms of
proximate cognitive and neurobiological processes.

Consider, for example, the theory that self-esteem acts
as an interpersonal monitor—or sociometer—that tracks the
membership status of individuals in social groups (Leary &
Downs, 1995; Leary, Tambor, Terdal, & Downs, 1995). Leary
and colleagues approached this well-studied psychological
phenomenon by asking the important question: What is the
(evolutionary) function of self-esteem? Their answer is that
people do not strive for self-esteem as some kind of end point
or ultimate goal. Rather, self-esteem reflects one’s level of
relative social inclusion or acceptance in social groups. Self-
esteem, therefore, functions to motivate individuals to pursue
courses of action that can restore or improve their acceptance
by relevant others. In short, the self-esteem system is charac-
terized as a psychological adaptation that has evolved to
solve the recurrent adaptive problem of social exclusion and
the fitness costs that such rejection would have entailed in an-
cestral environments.

However, many important questions remain regarding
the nature of the self-esteem system, even if it can be plausi-
bly considered a psychological adaptation. For example,
Kirkpatrick and Ellis (2001) have suggested that one should
expect self-esteem to be carved in to multiple domains to
reflect the different types of interpersonal relationships that
were important during human evolutionary history. Thus,
they argue that there will be a number of different sociome-
ters that gauge relative social inclusion in such domains as
mating relationships, family relationships, and instrumental
coalitions. Just how many different sociometers humans
possess, however, remains an open question. Furthermore,
we are only beginning to understand how the mechanisms
underlying self-esteem develop over time in response to
different environmental contexts and how they operate at
a proximate cognitive and physiological level. One of the

important challenges for evolutionary psychology, therefore,
lies in fleshing out the details of putative psychological adap-
tations such as self-esteem.

Over the next couple of decades, we expect that the coher-
ent body of theory developed by evolutionary psychologists
will be applied more regularly to many new fields in the
behavioral sciences, especially such applied domains as or-
ganizational, environmental, and clinical psychology. For ex-
ample, within clinical psychology, evolutionary explanations
have been recently advanced for a variety of specific disor-
ders, such as depression (Price et al., 1994), phobias (Marks
& Nesse, 1994), substance abuse (Nesse & Berridge, 1997),
and autism (Baron-Cohen, 1995). Even the very basis of the
classification of mental disorders has been reconceptualized
from an evolutionary perspective (Murphy & Stich, 2000).
Specifically, Murphy and Stich urge that we should draw a
fundamental distinction between mental disorders that arise
from the malfunction of specific evolved psychological
mechanisms, on the one hand, and those that occur due to a
mismatch between our evolved psychological architecture
and contemporary environments, on the other. Thus, autism
can be plausibly conceptualized as the result of a malfunc-
tioning of the theory of mind module, which has evolved to
make inferences about others’ behavior on the basis of im-
puted mental states such as beliefs and desires (Baron-Cohen,
1995). Depression, by contrast, as conceptualized by the so-
cial-competition model (Price et al., 1994), may result from
increased likelihood of drawing unfavorable comparisons
with other individuals due to the enlarged size of our poten-
tial social groups, brought about by population growth and
advances in information technology.

In suggesting that evolutionary psychology will expand
into new domains, we do not mean to imply that extant psy-
chological theories will be overthrown or replaced. Rather, as
more is known about the evolutionary origins of the human
mind, more integrated theories can be developed—ones that
recognize the important role of multiple explanations drawn
across different levels of analysis.

In conclusion, Homo sapiens, like all other species, is
the product of a history of evolution. Our opposable thumb,
bipedal stance, and color visual system are all testimony to
the gradual process of natural selection operating over vast
spans of time. Just as the anatomical and physiological fea-
tures of our bodies are explicable in evolutionary terms, so
too are the complex array of psychological processes that
make up the human brain-mind. The rapidly growing
field of evolutionary psychology—from its broad metatheo-
retical assumptions to the specific predictions that are tested
in research—offers a coherent and progressive paradigm
aimed at uncovering the origins and functions of human
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mental and behavioral characteristics. In this chapter we
have offered an introduction to some of the key ideas, is-
sues, and methods that guide applications of evolutionary
theory to human cognition and behavior. Although evolu-
tionary psychology still meets resistance on some fronts, we
believe that its value and potential for investigating ques-
tions of human nature is great.
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The field of behavior genetics is concerned with four issues
in any animal species, including humans. These issues are
(a) whether individual differences in a behavior are due to the
effects of genes, (b) what the genes are that do or can effect
individual differences in a behavior, (c) how genes and their
interactions with the environment affect the development of a
behavior, and (d) what genetic changes are involved in the
evolution of a behavior. Although some aspects of the genet-
ics of behavior have been investigated in a variety of organ-
isms (see Ehrman & Parsons, 1981), most studies have been
with four species. These are nematodes (Caenorhabditis ele-
gans), fruit flies (Drosophila melanogaster), mice (Mus mus-
culus) and humans (Homo sapiens).

The writings of two Victorians, Charles Darwin and his
cousin Francis Galton, influenced different paths in the field
of behavior genetics. One is concerned with the causes of
variation in human behaviors, especially cognition, personal-
ity, psychopathology, and addictions; this path is derived
largely from the works of Galton. The other is concerned with

the genetics of adaptive behaviors in animals and humans; this
path is derived largely from the writings of Darwin; it is the
main focus of this review. In each section of this chapter,
the relevant genetics are considered first and then their appli-
cation to some exemplar behaviors is described.

The structure of the genetic material called DNA (deoxyri-
bonucleic acid) was first proposed by Watson and Crick
(1953a). Implicit in the structure of DNA are the mechanisms
for how genes are replicated, how they mutate, and what they
do (Watson & Crick, 1953b). This discovery has had a pro-
found effect on the biological sciences and is beginning to
have one on psychology and the other behavioral sciences.
The potential impact on the behavioral sciences was de-
scribed in a seminal paper by Ginsburg (1958) that was pub-
lished just 5 years after those by Watson and Crick on the
structure and function of DNA. Ginsburg proposed that
genetics was a tool for the study of behavior in four ways.
First, it is a tool to dissect behavior into its natural units.
Second, it is a tool to study the neural and other mechanisms
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of behavior. Third, it is a tool to study the effects of the envi-
ronment on behavior. Fourth, it is a tool to study the evolution
of behavior.

THE HERITABILITY OF BEHAVIOR

Background

The methods of quantitative genetics (see Falconer &
McKay, 1997) are used to assess the relative roles of genes
and environment in individual differences in behavior. In an-
imals, inbreeding, selective breeding, and crossbreeding are
used, and in animals and humans, the resemblance among
relatives and nonrelatives is assessed. Basically, these meth-
ods allow the phenotypic variance to be partitioned into ge-
netic and environmental components. This can be expressed
as the ratio of genotypic to phenotypic variance; this ratio is
known as the heritability of the trait. This ratio can vary from
zero to one. The value is specific to the population in which it
is measured, and its estimate always has an error term depen-
dent on sample size. The following are considered in this
section as examples: mating speed in fruit flies, aggression
in stickleback fish, nest building in mice, and body weight in
humans.

Mating Speed in Fruit Flies

Manning (1961) selectively bred for fast and slow mating
speeds based on the time from being introduced to the mating
chamber to the start of copulation. From 50 pairs of flies, the
10 fastest and 10 slowest pairs were selected. From these pairs,
two fast-mating and two slow-mating lines were established,
and a randomly bred control line was also maintained.After 25
generations of selective breeding, the mean mating speed was
about 3 min in the fast line and 80 min in the slow line. The her-
itability computed from the response to selective breeding was
.30, which demonstrates low to moderate genetic variability
for this behavior. This study also demonstrated that the genes
for variability in mating speed and general activity are not the
same.

Aggression in Three-Spine Stickleback Fish

In stickleback fish, juveniles and adults of both sexes attack
other species members, and attacks by adults of both sexes
are usually territorial. Bakker (1994) selected for territorial
attacks in males and females from a population of stickleback
fish living in a fresh water stream in the Netherlands. High,

low, and control lines were developed. For adult male attacks,
there was no change in the high line across the three genera-
tions of selective breeding, but there was a decrease in the
low line over the three generations. For adult female attacks,
there was an increase in the high and a decrease in the low
lines over the three generations. Where heritability could be
calculated, it ranged from .29 to .64 (moderate to high genetic
contribution to variation). It may be concluded from these
results that (a) there is genetic variability for these behaviors
in the natural population, (b) there may have been more in-
tense selection on male than female attacks, and (c) some of
the genes for variability in male and female attacks may not
be the same.

Nest Building in Mice

Mice build nests as adaptations to the cold. In one study, mice
were selectively bred for the size of their nests as measured
by grams of cotton used to build a nest (Lynch, 1994). The
foundation population was a randomly bred heterogeneous
stock, and there were two high, two low, and two control
lines. After 15 generations of selection, the heritability com-
puted from the response to selection was .28, which is mod-
erate. There have been more than 48 generations of selection.
Thus, there is genetic variability for this trait in the founda-
tion population. Studies with natural populations of mice
show that there is less genetic variability in mice from Maine
than from Florida; this finding is consistent with there being
more selection in Maine for thermoregulatory nest size than
in Florida.

Body Weight in Humans

The regulation of body weight is an adaptive trait; this regu-
lation has behavioral components, such as eating and exer-
cise. The correlation for body weight of identical twins
raised together is .80 for identical twins reared together and
.72 for those raised apart, whereas it is .43 for fraternal twins
(Grilo & Pogue-Geille 1981). The correlation for biological
parents and adopted siblings is .23, similar to that for non-
adoptive parents and offspring (.26). Also, the correlations
for adoptive parent and child or adoptive siblings are essen-
tially zero. These findings are consistent with a heritability of
.70 for body weight and with nonshared rather than shared
environmental effects on individual differences in body
weight. The shared environment is that which differs from
one family to another; the nonshared environment is con-
ceived of as the portion of trait variance not explained by
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genetics or shared environment. For many individual differ-
ences in behavioral or mental traits of humans, most of the
variance is due to genetic and nonshared environmental
effects (Plomin, DeFries, McClearn, & McGuffin, 2000).

Summary

It is now firmly established that individual differences in
every studied behavioral trait in any animal species, includ-
ing humans, is a function of both genetic and environmental
variability. That is to say, for no trait studied is the heritabil-
ity either zero or one in outbred populations. The interesting
issues now are (a) what are the genes that do or can affect a
trait’s variability, (b) how they interact with each other and
the environment in the trait’s development, and (c) what the
genetic mechanisms are of species diversity in and evolution
of behavioral adaptations. These issues are beginning to be
understood with the aid of molecular genetics.

THE GENOME PROJECTS

An individual’s nuclear genome consists of the DNAfound on
all the chromosomes in the nucleus of its cells; there is one
molecule of DNA for each chromosome. The goal of the
genome projects is to determine the sequence of the nu-
cleotide bases—adenine, cytosine, guanine, or thymine (A, C,
G, or T)—of the nuclear genome of one or more individuals in
a species. This has been done for C. elegans with a genome
size of 100 Mb (megabases), D. melanogaster with a genome
size of 165 Mb, and Homo sapiens with a genome size of
3,300 Mb; it is nearing completion for M. musculus with a
genome size 3,300 Mb. After the entire sequence is known for
a species, it is possible to estimate the number of protein-
coding genes in the genome; this now appears to be about
35,000 for humans. Also, the amino acid sequence in each
protein can be deduced from the coding nucleotide triplets in
the gene’s structural region. Other sequences of a protein-
coding gene bind proteins known as transcription factors.
These factors and sequences together are involved in con-
trolling when and where a gene is transcribed as RNA
(ribonucleic acid). The transcribed RNA is processed into a
messenger RNA (mRNA), and the mRNA is then translated
into the sequences of amino acids in its protein. Many DNA
sequences, however, appear not to be transcribed nor to regu-
late transcription; in mice and humans, these make up about
98% of the nuclear genome.

There is also DNA in the mitochondria; this DNA codes
for the amino acid sequence of some of the proteins involved

in energy metabolism. This DNA has been sequenced for
many organisms. There are neurological effects of variants of
these mitochondrial genes (Wallace, 1999), and these genes
may also have behavioral effects.

IDENTIFYING THE GENES

Background

Genes with effects on behavior in mice can be detected by mu-
tagenizing one allele of a gene (Takahashi, Pinto, & Vitaterna,
1994). There are then two copies (variants or alleles) of the
gene, and the homozygotes for the two variants can be com-
pared for differences in one or more behaviors. One mutagen-
esis approach targets a specific gene creating an allele that
does not produce a functional protein. These are the so-called
knockout mutants. To delete a specific gene, the DNA se-
quence of the gene must be already known, and the chromoso-
mal location of the gene may or may not be known. Knockouts
with effects on mouse behavior are reviewed in Nelson and
Young (1998) and Crawley (2000). This approach is illus-
trated in the following section for genes with effects on mouse
aggression. Another approach exposes male mice of an inbred
strain to a chemical mutagen, such as N-ethyl-N-nitrosourea
(ENU), with the goal of finding most—if not all—the genes
that can cause variation in a trait such as a behavior. Dominant
mutants would be detected in the first generation of progeny,
and recessive mutants would be detected in subsequent gener-
ations of progeny. The chromosomal location and the DNA
sequence of each mutant gene with a behavioral effect are then
determined. There are large-scale behavioral mutagenesis
projects at the Jackson Laboratory, Northwestern University,
and The University of Tennessee Health Sciences Center. This
approach is illustrated later in this chapter with the circadian
rhythm gene known as Clock. Also, both mutagenesis ap-
proaches have also been used with nematodes (Segalat, 1999)
and fruit flies (Jallon, 1999).

Genes with effects on behavior can also be detected by
chromosomally mapping genes with existing allelic variants
(see Segalat, 1999, for nematodes; see Sokolowski, 1999,
for fruit flies; see Belknap, Dubay, Crabbe, & Buck, 1997, for
mice; and see Plomin & Crabbe, 2000, for humans). Single
gene variants with large effect can be mapped as illustrated for
the foraging gene in Drosophila. Polygenic variants can also
be mapped; later in the chapter, this is illustrated in mice for
quantitative trait loci (QTLs) with effects on emotionality. A
goal in mapping these is to eventually identify the actual pro-
tein coding genes with effects on a trait’s variation. The mark-
ers that are used for gene mapping to a region of a chromosome
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are usually DNA variants (Plomin et al., 2000; Plomin &
Crabbe, 2000). These include restriction fragment length
polymorphisms (RFLPs), simple sequence length poly-
morphisms (SSLPs), and single nucleotide polymorphisms
(SNPs). These markers have two advantages in mapping:
Many of them are closely spaced on the linkage map of each
chromosome, and they have no effect on the measured traits.
Another approach is to associate DNA variants of candidate
genes with behavior, as is illustrated for a human personality
trait later in this chapter. The selection of candidate genes
often depends on hypotheses about the neural and other mech-
anisms involved in a behavior.

Another approach to identifying genes with potential
effects on behavior is to look for quantitative differences in
gene expression in brains of genotypically or phenotypically
different individuals. Genes that differ across these individ-
uals in level of brain mRNA are candidates for ones with
behavioral effects. DNA microchips can be used to determine
what genes are being expressed in a tissue (e.g., as a region
of brain) and how the level of expression differs between
individuals of different genotype or phenotype (Nisenbaum,
2002). A single microchip can be used to assay for thousands
of genes simultaneously. The assay is based on specific
hybridization between some of the DNA of a gene and of that
gene’s mirror image or complimentary DNA (cDNA), which
is synthesized from the gene’s messenger RNA.

Knockout Mutants and Aggression in Mice

There is more than one type of aggression in mice and other
animals (Maxson, 1992, 1999). The research with knockout
mutants has focused on aggressive behavior known as offense,
which has the adaptive function of obtaining and retaining re-
sources such as space, food, and mates. It is also characterized
by specific motor patterns and attack targets. About 25 genes
with effects on offense in males have been identified (Maxson,
Roubetoux, Guillot, & Goldman, 2001; Miczek, Maxson,
Fish, & Faccidomo, 2001); most of these have been identified
with knockouts. Many of the genes act on either hormone or
neurotransmitter systems, and it has recently been suggested
that many such genes ultimately act on offense by affecting
one or more of the serotonergic neurotransmitter systems
(Nelson & Chiavegatto, 2001).

The effect of a knockout on a trait is determined by com-
paring mice homozygous for the knockout allele with those
homozygous for the normal or functional allele. In evaluating
results with knockouts, there are several methodological con-
cerns (Nelson, 1997):

• To avoid maternal effects, the mother of the two geno-
types must be the same, and the offspring should be the

result of the mating of a heterozygous female to a het-
erozygous male.

• Some knockout strain pairs are coisogenic, differing only
in the normal and mutant alleles of a single gene, but oth-
ers are only congenic—they differ not only in the mutant
and normal alleles of gene of interest, but also in alleles
of genes linked to it. For congenic strains, any differences
may be due to the genes linked to the knockout rather than
due to the knockout itself, as discussed by Gerlai (1996).

• Often the knockout is made in one inbred strain, such
as one of the 129 inbred strains and then transferred to
another strain. Sometimes the effect of a knockout seen
in one strain background is not detected in another. For
example, the knockout for the NOS-1 (nitric oxide
synthase-1) gene increases attacks is lost after many gen-
erations of backcrossing to C57BL6 inbred strain mice
(LeRoy et al., 2000).

• For many knockouts, the mutant gene is present from the
time of conception. Thus, it was not possible to tell when
or where in the mouse the gene was expressed with conse-
quent behavioral effect. Recently, techniques have been
developed that permit tissue- and temporal-specific knock-
outs in mice (Tsien, 1999). Similar techniques are avail-
able for C. elegans (Seglant, 1999) and Drosophila (Jallon,
1999).

Saturation Mutagenesis and Circadian Rhythms in Mice

Knockouts mutagenize a specific gene. Exposure to a chemi-
cal mutagen, such as ENU, in theory can mutagenize all the
genes that can cause a trait to vary (Takahashi et al., 1994).
This approach was first used in Drosophila (see review by
Benzer, 1971); mutants on the X chromosome were detected
for circadian rhythms, courtship, and learning-memory.
Saturation mutagenesis has also been used with nematodes
(Seglant, 1999). This approach was first used in mice to
screen for mutants with effects on circadian rhythms.

Circadian rhythms in mice can be measured by observing
their running in a wheel. Mice normally run at night in a
12 light, 12 dark schedule, with precise onset of locomotor
activity. Even when maintained in constant darkness, mice
(and all other animals examined) display this cycle of activity
that deviates only slightly from the 24-hour pattern observed
during a light-dark cycle. Because these rhythms persist in
constant conditions as well as other evidence, it is well
accepted that these rhythms are generated from within the
organism. Male mice were treated with ENU and their prog-
eny were screened for dominant mutations affecting circadian
rhythms (Vitaterna et al., 1994). One mouse out of 300 had a
circadian period that was 1 hour longer than normal. This
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mouse had a semidominant mutation that was named Clock.
When initially placed in constant darkness, homozygous
Clock mice have long circadian periods of 27 to 28 hours.
After about 2 weeks in constant darkness, the homozygous
Clock mice have a complete loss of circadian rhythms. In-
traspecic mapping crosses were used to show that the Clock
gene is located on Chromosome 5 of the mouse. It was then
possible to positionally clone the DNA and thereby to identify
the protein of this gene (King et al., 1997). Clock encodes a
member of the basic-helix-loop-helix (bHLH) PAS family of
transcription factors, and it has a key role in the regulating the
genetics mechanism of the biological clock (Allada, White,
So, Hall, & Rosbash, 2001; King & Takahashi, 2000). The
role of Clock in circadian rhythms was confirmed with trans-
genic rescue (Antoch et al., 1997); for this, the normal allele
of Clock was inserted into the Clock mutants. These mice
have normal circadian rhythms.

Natural Variants and Foraging in Fruit Flies

There is a polymorphism in the foraging behavior of larval
Drosophila (Sokolowski & Riedl, 1999). Rovers have longer
foraging trails on food than do sitters. This difference is not
seen in the absence of food. These variants occur in natural
populations of flies; in these, there are about 70% rovers and
30% sitters. Breeding experiments showed that this polymor-
phism is due primarily to allelic differences in a single gene
with a large effect, but that this trait is also influenced by other
genes that each contribute small effects. Chromosomal analy-
ses localized the gene, which was called for, to the second chro-
mosome. Because minor genes and the environment affect
the distribution of rover and sitter phenotypes, a lethal tagging
technique was used to map for to Region 24 of the polytene
chromosome map. Chromosome rearrangements were used to
further map for to region 24A3-5 of the polytene chromosome
map containing about 150 to 125 kb (kilobases) of DNA. It is
now known that the for gene is the same as the gene dg2, which
encodes a Drosophila cGMP/cGMP-dependent protein kinase
(PKG). Insertion of transposon elements into dg2 caused a
change from rover to sitter phenotypes; removal of the transpo-
son elements caused the behavior to revert back to rover.

Genome-Wide Scan to Map QTLs for
Emotionality in Mice

When confronted with a novel and unexpected situation, such
as an open field, mice may freeze, defecate and urinate, or
simply explore the new environment (Broadhurst, 1960).
These behaviors, singly or in combination, are often used
as measures of emotionality. In mice, negative correlations

between defecation and ambulation are fairly general, al-
though the association is affected somewhat by environmen-
tal variables such as light or noise (Archer, 1973). To some
extent, the relation also depends on the strain, sex, and early
experience of the subjects.

In open-field tests, C57BL6 inbred strain of mice are much
more active than BALB/c inbred strain of mice. These strains
were crossed to obtain an F3 generation, which was the base
population for selective breeding for open-field activity. Repli-
cate high and low lines were selectively bred over 30 genera-
tions for open-field ambulation (DeFries, Gervais, & Thomas,
1978). Two unselected control lines were also bred for the
30 generations. After 30 generations of selection, there was a
threefold difference between the high and low lines in ambula-
tion, and there was no overlap in distribution of ambulation
scores between the high and low lines. The defecation scores
of the low lines were seven times higher than those of the high
lines. Based on the response to selection, the heritability was
.26 for ambulation and .11 for defecation, and the genetic cor-
relation for ambulation and defecation scores was �.86.

An F3 of one of these high and low lines was bred to map
QTLs for the strain differences (Flint et al., 1995). The most
active and least active mice were screened for 84 DNA mark-
ers for which there were two alleles, and these 84 markers
were spread across the 20 chromosomes of mice; this is
known as a genome-wide scan. These were used to determine
the chromosomal region (QTLs) associated with the open-
field activity. Significant QTLs were found on Chromosomes
1, 4, 12, 15, 17, and 18. These six QTLs accounted for 26%
of the phenotypic variance. There are several issues in evalu-
ating such genome-wide scans to localize QTLs associated
with a behavior. These are

• Because the association of the behavior with many DNA
markers is tested, there is a risk of false positives (for
mice, see Belknap et al., 1997; for humans, see Plomin &
Crabbe, 2000). For this reason, QTLs should be confirmed
by additional studies.

• The QTL is often a large region on a chromosome consist-
ing of millions of base pairs of DNA and hundreds of
genes. In order to positionally clone or identify positional
candidates for the gene or genes underlying the QTL, the
map distance between the QTL to the markers needs to be
greatly reduced. The following illustrates one approach to
resolving these issues (Talbot et al., 1999). For open-field
behavior, the most active 20% and least active 20% of 751
mice of an heterogenous stock derived from an eight-way
cross were screened for SSLPs closely spaced together in
a 20 cM (centiMorgan) region of Chromosome 1. This not
only confirmed that there is a QTL on Chromosome 1 with
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an effect on ambulation, but it also mapped the QTL more
precisely.

Candidate Genes: Association of D4 Receptor Gene and
Novelty Seeking in Humans

Novelty seeking is one of four personality traits in
Cloninger’s theory of temperament development (Cloninger,
Svrakic, & Przybeck, 1993). His theory predicts that genes
acting on dopaminergic transmission would affect individual
differences in novelty seeking. Associations between allelic
variants of the dopamine D4 receptor (DRD4) were assessed
in unselected samples (Benjamin et al., 1996; Ebstein et al.,
1995). The seven alleles for the DRD4 receptor gene vary in
the number of a 48-bp (base pair) repeat. In both studies,
individuals with the longer alleles (6–8 repeats) had higher
novelty seeking scores than did those with the shorter alleles
(2–5 repeats). It may be that those with the longer alleles are
dopamine deficient and seek novelty in order to increase
dopamine release. Regardless, these variations in the D4DR
gene account for about 4% of the phenotypic variation in
novelty seeking.

The aforementioned study is a candidate gene rather than
whole genome scan approach for finding genes with effects
on individual differences in behavior; this type of approach
presents the following methodological concerns:

• For association studies using population samples of
humans, there may be artificial correlations between a
candidate gene and a trait that are due to ethnic differ-
ences in frequency of the alleles of a candidate gene. This
does not occur with within-family designs for association
between a candidate gene and a trait. The association be-
tween length of repeat of the D4DR receptor and novelty
seeking was also obtained in a within-family design.

• It is possible that an association may be a false positive.
Hence, there should be independent confirmations of each
reported association between a genetic variant and individ-
ual differences in behavior. There have been many replica-
tions of the association between length of repeat of the
D4DR receptor and novelty (Plomin & Caspi, 1998). But
there also have been a few failures to replicate this finding.
This is likely to occur when the genetic variant has small
effects on individual differences in the trait, as is the case
for the effect of D4DR variants on novelty seeking.

Differences in Expression of Genes in the Brain

The technique of using DNA microchips is illustrated here for
genes expressed in brain areas of two strains of mice. The in-
bred strains of mice are C57BL6 and 129SVEv, and the brain

regions are midbrain, cerebellum, hippocampus, amygdala,
entorhinal cortex, and cerebral cortex (Sandberg et al., 2000).
Expression of 7,000 mouse genes were detected with the
DNA microchip. Twenty-four of these were differentially
expressed in all brain regions of the two strains, and 73 were
differentially expressed in at least one of the brain regions of
the two strains. These genes may be candidates for known
behavioral differences between these strains. There are two
methodological issues with regard to this approach.

• The microchip DNA arrays will not detect genes with low
levels of mRNA. It is currently limited to detecting genes
expressed at a relative abundance of 1/100000 mRNAs.

• There may be false positives with this technique. For this
reason, findings on gene expression should be conformed
with other techniques for detecting mRNAs such as
Northern blots, RT-PCR (reverse transcriptase polymerase
chain reaction), or instu hybridization.

This technique can also be used to study gene expression
from human postmortem tissue. For example, it has been used
to suggest that there may be differences between individuals
with schizophrenia and normally functioning individuals in
brain expression of two genes involved in synaptic function
(Mirnics, Middleton, Lewis, & Levitt, 2001). But because
premortem and postmortem factors can influence the findings
with these tissues, these and similar results should be inter-
preted with caution, and genes implicated with this approach
in phenotypic differences should be confirmed with other
approaches. For example, one of the genes detected by mi-
crochip hybridization to be differentially expressed in the
brains of normal and schizophrenic individuals are in a region
on Chromosome 1 associated with the risk for schizophrenia.

Summary

Eventually, most (if not all) the genes that do or can cause
variation in behaviors of nematodes, flies, and mice will be
known, as will those that cause variation in human behavior.
Because every gene does not affect every behavior in a
species, behaviors can be grouped by the genes that cause
them to vary. This would be the basis for a behavioral taxon-
omy based on gene effects as proposed by Ginsburg in 1958.
Also, as genes with behavioral effects are identified in one
species, they may be useful in two ways in the search for
genes with behavioral effects in other species. First, DNA
hybridization techniques can be used to search for homolo-
gous genes—ones similar in base pair sequence—in two
species. For example, the period gene, which affects circa-
dian rhythms, was first identified and sequenced in flies. The



Developmental Genetics of Behavior 41

DNA sequence of the period gene of flies was then used to
see whether there were homologous genes in mice. This
approach identified three period genes in mice. Second, the
sequences of genes on chromosome segments are conserved
in mammals. These homology maps can be used to suggest
the chromosomal location in humans of a gene or QTL
mapped in mice. For example, the QTL on Chromosome 1
with effects on emotionality of mice would be located in a
specific region of human Chromosome 1.

DEVELOPMENTAL GENETICS OF BEHAVIOR

Background

Protein coding genes of eukaryotes essentially have two
parts, the structural regions and the regulatory regions. The
sequence of base pairs in the structural region codes for
the sequence of amino acids in its protein. It serves as a tem-
plate for synthesis of RNA; this is transcription. This RNA is
first processed and the resulting mRNA is translated into the
sequences of amino acids in the protein. The amino acid se-
quence of the protein is a determinant of its function. The
base pair sequences in the regulatory region of a gene bind
proteins known as transcription factors. Together, these
determine when and where in the individual a gene is tran-
scribed or expressed. In mice and humans, about 2% of the
nuclear genome codes for proteins, and in mice about half of
these genes are transcribed in adult brain. Further informa-
tion on molecular genetics can be found in Lewin (1997) and
on developmental genetics in Gilbert (2000).

In this context, three issues in developmental genetics of
behavior are considered. These issues concern identifying
(a) the pathway from DNA to a behavior, (b) the interaction
of genes or epistasis and behavior, and (c) the effects of the
interaction between genes and environments on behavior.

Pathways From the Gene to the Behavior

The initial step is to know the DNA sequences of a
gene, thereby identifying the amino acid sequence of its pro-
tein. These sequences aid in identifying the cellular function
of the gene. After this is known, the question becomes how
varying that protein has behavioral effects.

For example, the gene for the enzyme nitric oxide
synthase-1 (NOS-1) was knocked out. The homozygotes
missing the enzyme in neurons are more aggressive than are
those having the enzyme; these mice lack the gaseous neuro-
transmitter nitric oxide (NO; Nelson et al., 1995). The next
steps would be to determine how the lack of NO increases ag-
gression and how the presence of NO decreases aggression. It

has recently been shown that the knockout mice have reduced
serotonin (5-HT) turnover and are deficient in 5HT1A and
5HT1B receptor function (Chiavegatto et al., 2001). It remains
to be determined just how the presence and absence of NO af-
fects the serotonin system and just how it in turn effects ag-
gression. However, there is much evidence that the serotonin
system is a major player in regulating aggressive behavior.

Gene Interactions and Behavior

Although it is possible to trace the effect of some individual
genes from DNA to behavior, it is becoming increasingly
clear that the effects of alleles of one gene on behavior de-
pend on alleles of other genes. The interaction of the alleles
of different genes is known as epistasis. The following is an
example: The Y chromosomes of DBA1 and C57BL10 in-
bred mouse strains mice can differ in their effects on mouse
aggression (Maxson, Trattner, & Ginsburg, 1979). This dif-
ference only occurs, however, if all or half the autosomal
genes are from DBA1; it does not occur if all the autosomal
genes are from C57BL10. Also, these types of interactions
are often detected when knockout mutants in mice are trans-
ferred from one genetic background to another. For example,
the knockout for the NOS-1 gene that increases attacks in one
genetic background is lost after generations of backcrossing
to C57BL6 mice (LeRoy et al., 2000).

In these examples with mice, the interacting genes are not
known; however, interactions of pairs of genes are now being
investigated in fruit flies. Epistatic interactions have been
shown for recessive mutants with effects on olfaction
(Fedorowicz, Fry,Arholt, & McKay, 1998). Others are looking
at how allelic substitutions in a gene affect patterns of expres-
sion of many genes as a way to identify systems of interacting
genes (Wahlsten, 1999). DNA microchips are used in this
research. Greenspan (2001) has suggested that these systems
of interactions may be very complex—networks of different
genes can have the same behavioral effects and networks of
the same genes can have different behavioral effects.

Genes, Environment, and Behavior

Effects of genes on behavior are dependent on the environ-
ment, just as effects of the environment on behavior are de-
pendent on genes. For example, experience has effects on gene
expression. Some of these are due to effects of experiences on
levels of steroid hormones and thereby on gene expression in
neurons. Others are due to effects of experience on synaptic
transmission, which thereby affect gene expression in neu-
rons. In this section, the effects of experience on gene expres-
sion are described for the circadian clock in mice; maternal
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care and pup development in rats; learning of birdsong; and
long-term memory in mollusks, in fruit flies, and in mice.

If mice are kept in constant darkness, their circadian
rhythm for wheel-running activity shows a cycle of about
24 hours, but the onset of activity drifts with each day in total
darkness. The active period is known as subjective day, and
the inactive period is known as subjective night. When mice
and other rodents are exposed to light during the subjective
night, the onset time for activity is shifted and the transcrip-
tion of c-fos and several other immediate early genes in the
suprachiasmatic nucleus (SCN) is induced (Kronhauser,
Mayo, & Takahashi, 1996). Immediate early genes such as
c-fos code for transcription factors that regulate the expres-
sion of other genes. It is believed that the expression of these
genes resets the circadian clock in the SCN.

When crouching over their pups in arched-back nursing
(ABN), mother rats lick and groom (LG) their pups (Meaney,
2001). This licking subsequently affects gene expression in
the brains and the behavioral responses to stress of adult rats.
There is variation in how much a mother rat licks and grooms
her pups. As adults, pups with more LG have higher levels of
corticotropin-releasing factor (CRF) mRNA in the hypothal-
amus and of glucocorticoid receptor mRNA in the hippo-
campus than do those with less LG. As adults, those with
high-LG mothers are less fearful than are those with low-LG
mothers. Also, females that had high-LG mothers lick their
own pups more than do those that have low-LG mothers.
This may represent one type of mechanism for nongenomic
transfer of behavior across generations.

In some birds, there is a sensitive period for song learning.
If at that time canaries or zebra finches are exposed to the song
of taped tutors of their own species, the immediate early genes,
Zenk and c-fos are induced in the forebrain structures NCM
(caudal part of the neostriatum) and cHV (hyperstriatum ven-
tral; Mello, Vicario, & Clayton, 1992). These regions appear
to be involved in song learning and not in song production.
This increase does not occur when each species is exposed to
the song of another species or to simple bursts of sound.

Long-term memory for sensitization and classical condi-
tioning in the mollusk Aplysia, classical conditioning in fruit
flies, and spatial learning in mice involve changes in gene
expression in the brain (Squire & Kandel, 2000). In each of
these, the neural events of learning activate the transcription
factor CREB (cyclic adenosine monophosphate response
element binding protein); this then turns on other genes
that cause changes in structure and function of nerve cells
involved in long-term memory. For example, fruit flies are
trained to associate an odor with an electric shock and an-
other odor with the absence of an electric shock (Dubnau &
Tully, 1998). The memory for these associations is tested by

allowing them to choose between chambers with the two
different odors. Flies have short-term memory lasting less
than an hour and long-term memory lasting 24 hours or more.
Flies were engineered to make CREB in response to heat
shock. In non-heat-shocked flies, a single odor and electric
shock pairing produces short-term but not long-term mem-
ory, whereas in heat-shocked flies, a single odor and electric
shock pairing also produces long-term memory. Conversely,
flies were engineered to make a protein that blocks transcrip-
tion by CREB. Induction of this protein by heat shock
blocked long-term but not short-term memory.

Summary

Genes are being used as Ginsburg (1958) proposed as tools
to study the brain mechanisms of behavior and the effects
of the environment on the development of behavior. It is of in-
terest not only that the protein products of genes are involved
in both, but also that the expression of genes are involved in
both; this implies that although we can experimentally sepa-
rate and manipulate genes and environment, they are in fact
two sides of the same coin. For this reason, we should look
beyond the old and tired nature-nurture controversy.

THE GENETICS OF BEHAVIORAL EVOLUTION

The evolution of behavioral adaptations is due to effects of
natural selection on gene frequency. Details on population
genetics may be found in Falconer and McKay (1997) and on
molecular evolution in Page and Holmes (1998). In behavior
genetics, the goal is to identify the genes and the changes in
them that are the basis of the evolution of species differences
in behavioral adaptations. Three examples are discussed in
this section: the evolution of courtship song in fruit flies, the
evolution of mating systems in voles, and the evolution of
color vision in mammals. Respectively, these examples illus-
trate behavioral evolution due to change in the structural part
of a gene, change in the regulatory part of the gene, and gene
duplication with changes in both parts of the gene.

Evolution of the Courtship Song in Fruit Flies

Courtship by male fruit flies consists of several motor pat-
terns. In one of these patterns, the male vibrates a wing;
the sound produced is known as the courtship song. In
D. melanogaster, variants of the period (per) gene affect this
song. One of these abolishes the song; it is known as per 01.
Others change the timing of the wing vibrations and thereby
the quality of the song. The song also varies among fruit fly
species; furthermore, females of a species may prefer to mate
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with males singing their species song. This species variation
is in part due to variation in the per gene (Colot, Hall, &
Robash, 1998). When a cloned copy of the D. similans per
gene was inserted into the genome of D. melanaogaster per01,
the male courtship song is restored but it resembles that of
D. similans rather than that of D. melanogaster (Wheeler et al.,
1991). Further analysis suggested that four or fewer amino
acid substitution in a nonconserved region of the per protein
may control the species difference in courtship song.

Evolution of Mating Systems in Voles

Prairie voles are monogamous and montane voles are polyga-
mous. These two species also differ in partner preference, par-
enting, social contact, and aggression (DeVries, Taymans, &
Carter, 1997). These species differences are due—at least in
part—to species variants of an arginine vasopressin receptor
(V1aR) gene (Young, Winslow, Nilsen, & Insel, 1997). The
structural part of the gene is the same in the two species, but
the regulatory regions differ between the two species. As a
consequence, there is species variation in the expression of
mRNA in regions of the forebrain and therefore in the fore-
brain distribution of the V1aR. Several lines of evidence
suggest that this between-species neural variation may be
involved in the between-species behavioral variation:

• Injection of arginine vasopressin (AVP) into the brain facil-
itates aggression in prairie voles and not in montane voles,
whereas it facilitates auto-grooming in montane but not in
prairie voles. Also, partner preference in prairie voles is
blocked by brain injection of an AVP antagonist and facili-
tated by brain injection of AVP (Winslow et al., 1993).

• There are mice with a transgene for the prairie vole V1aR
gene (Young, Nilsen, Waymire, MacGregor, & Insel, 1999).
These mice have the same brain distribution of this receptor
as prairie voles, and these mice exhibit increased affiliative
behavior after brain injection of arginine vasopressin.

• A viral vector was used to insert another copy of the V1aR
into neurons of a region of the basal ganglia in prairie
voles (Pitkow et al., 2001). This increased V1aR binding
in this region of the basal ganglia, and these males exhib-
ited increased anxiety, affiliative behavior, and partner
preference.

Evolution of Color Vision in Mammals

Most old world monkeys, great apes, and humans can dis-
criminate between red and green, whereas all other mammals
cannot (Bowmaker, 1991); this is—at least in part—due to the
former’s having three types of cones in the retina and the

latter’s having two types of cones. Each cone has its own
opsin. Opsins are the proteins that confer spectral sensitivity
on the visual receptors. Old world monkeys, great apes, and
humans—but not other mammals—have cones with an opsin
that is sensitive to the red end of the spectrum (Nathans,
Thomas, & Hogness, 1986; Nathans, Merbs, Sung, Weitz, &
Wang, 1992). The gene for the opsin sensitive to the red end
of the spectrum is on the X chromosome of old world mon-
keys, great apes, and humans, and the gene for the opsin
sensitive to the green region of the spectrum is on the X chro-
mosome of all mammals. About 30 million years ago, the
gene for the red opsin arose by gene duplication from the gene
for the green opsin. At first, there were two green opsin genes.
Then mutations accumulated in the structural region of one of
these genes, changing its spectral sensitivity from green to
red. There are seven amino acid differences between the red
and the green opsins that appear to be critical for the differ-
ence in their spectral sensitivity. Changes in the DNA se-
quence of regulatory elements are likely; for example, the red
opsin is synthesized in one cone and the green in another.
Thus, after gene duplication, there are accumulated mutations
in both the structural and regulatory regions of the second
copy of the gene such that it came to code for a new protein
with new expression patterns. This evolution by gene dupli-
cation has occurred many other times for other genes. For
example, all the ion channel genes arose by gene duplications
in common with the evolution of most of the serotonin recep-
tor genes (Smith, 1991). Such genes are in families with
similar DNA sequences. It is very likely that there were also
behavioral consequences of these gene duplications.

Summary

It has been suggested that many genes are usually involved in
the evolution of adaptations and speciation. But sometimes,
as described previously, a single gene contributes most to the
evolution of a trait. Also, it is possible for these genes to iden-
tify the DNA variant with effect on the behavior that has been
subject to natural selection. In time, the molecular basis of
many species differences in behavior and their evolution will
be understood. For example, we will know just what are the
sequence and functions of the 2% of DNA that differs
between chimpanzees and humans and how this difference
contributes to the species differences in behaviors.

FUTURE DIRECTIONS

The completion of the respective genome projects in nema-
todes, flies, mice, and humans will make it possible to identify
all of the protein coding genes of these species as well as
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where and when the genes are transcribed, and the new protein
initiative will eventually identify the structural conformation
as well as metabolic or cellular function of each protein. This
will greatly ease the task of identifying all the genes that can
and do cause a behavior to vary in these four species, as well
as that of tracing the pathways from gene to behavior. The
great challenge will then be to understand how genes interact
with each other, how they interact with the environment in the
development and expression of behaviors, and how they relate
to behavioral evolution.

The study of the genetics of behaviors in animals can and
should be for more than just the development of models rele-
vant to human behaviors. The genetics of animal behaviors
should also be researched in order to discover general princi-
ples relating genes to behavior across animal species and to
have a comparative genetics of adaptive behaviors within
related species. For this, there will need to be genome projects
in other taxonomic groups; such work is already taking place
on bees and other insects, many farm animals, domestic dogs,
domestic cats, other rodents, and many primates; I believe that
this process represents the future of behavior genetics.
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Animals have accumulated an impressive array of sensory
capacities to support the critical choices of life, but for most
species vision provides an unparalleled source of information
allowing access to sustenance, safe havens, and mates. Quite
simply, vision is important for most species and paramount
for many. Among the latter group are the members of our own
order—the primates—and no doubt because of this there has
long been a vigorous interest in studying vision. The fruits of
this labor are represented in thousands of published studies
detailing virtually every aspect of vision. A significant frac-
tion of this work involves studies of nonhuman subjects, and
this research, though often motivated by an interest in simply
using results from other animals to infer aspects of human vi-
sion, has done much to reveal the details of visual processing
across very disparate species. In addition, a smaller (but no
less committed) group of investigators has pursued compara-
tive studies of vision as an end that is useful and important
in its own right. In this chapter I appropriate results drawn
from both of these approaches in order to summarize some
comparative features of vision with the intent of revealing ex-
amples of common solutions achieved by evolutionary exper-
iments in seeing and of noting cases where visual diversity
allows solutions to particular environmental opportunities.
Let us start by considering some basic features of photic en-
vironments and eyes.

ENVIRONMENTS AND EYES

Fundamental Features of Photic Environments

Animals have evolved a range of photoreceptive mechanisms
that allow the harvest of light to be employed toward multiple
ends—for instance, in biological timing and navigation, as
well as in seeing. In natural environments sunlight is the
principle source of photic energy. Solar radiation is heavily
filtered as it passes into earth’s atmosphere such that the
radiation spectrum of light reaching the planet surface en-
compasses only a relatively narrow range of wavelengths,
from approximately 300 nm to 1100 nm. As a result of some
additional limitations that are inherent in biological light
detectors, this range becomes further truncated. In particular,
longer wavelength lights contain insufficient energies to trig-
ger effectively a change in photopigment molecules while the
eyes of many species contain spectral filters of one sort or
another that greatly attenuate short wavelength lights and ac-
cordingly make them unavailable for further visual process-
ing. The result is that vision in animals is effectively limited to
a span of wavelengths that lay somewhere in the range from
approximately 300 nm to 700 nm, and most species do not see
well over this entire range. Within this interval, variations in
natural conditions can produce virtually infinite variations
both in the overall amount of light (the total radiance) and in
the relative distribution of light at different wavelengths (the
radiance spectrum). These possibilities are illustrated in Fig-
ure 3.1, which shows radiance spectra measured for direct
sunlight, for clouds, and for blue sky. Note, for example, that

Preparation of this chapter was facilitated by a grant from the
National Eye Institute (EY02052).
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direct sunlight and blue sky differ not only in their relative dis-
tributions of spectral energy but also in peak radiance, in this
case by more than five orders of magnitude. Examinations of
spectra like these suggest that it would be useful to design
visual systems that both allow for an analysis of variations
in the spectral distribution of light and operate efficiently over
an expanded range of overall radiance.

The variations in the spectral distribution and overall radi-
ance of ambient light are enhanced even more as a result of
fluctuations in light at different times of the daily cycle and as
a result of the physical properties of matter intervening in the
light path. For example, sunlight filtered through a canopy of
foliage is preferentially absorbed by plant pigments and con-
sequently presents a very different radiance spectrum from
that of the same sunlight viewed in an open field. Filtering
processes like these yield a wide variety of potential photic
habitats and serve to provide important constraints on the na-
ture of vision best suited to exploit local conditions. Probably
nowhere is that fact more clearly evident than in aquatic habi-
tats. Long-wavelength radiation is preferentially absorbed by
water, the result being that as one moves downward from the
surface of a body of water, the total radiance decreases, and the
spectrum of available lights also shifts toward the shorter
wavelengths. The filtering is such that in the ocean at depths of
200 m or so the total radiance has been greatly decreased and
the remaining light is more nearly monochromatic and has
energy centered near 500 nm. Systematic measurements have
been made on the nature of available light in some important
aquatic and terrestrial habitats (Endler, 1993; Jerlov, 1976).

Of course, vision results mostly not from directly viewing
light sources, but rather from observing objects in the envi-
ronment. For visual purposes objects can be characterized
by the efficiency with which they reflect light as a function
of wavelength (the reflectance spectrum). As illustrated in
Figure 3.2, the light reaching the eye of a viewer is the product
of the spectrum of the illuminant and the reflectance spectrum
of the object. Accordingly, visual stimuli may be dramatically

Figure 3.1 Radiance spectra measured for three sources of ambient light.
The units of measurement for radiance are �mol/meter2/second/steradian/
nanometer. (The data are from Endler, 1993.)
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Figure 3.2 The spectral distribution of light reaching the eye of a viewer (right) is the product of the radiance spectrum of the source (left)
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Environments and Eyes 49

0.8

0.6

0.4

0.2

0.0
400 500 600 700

R
ef

le
ct

an
ce

Wavelength (nm)

Figure 3.3 Reflectance measurements made on unripe (solid line) and ripe
(broken line) specimens of Sapotaceae, a fruit that forms part of the diet of a
number of different nonhuman primates. To a human eye the unripe fruit
appears greenish and turns to yellow as it ripens. (After Sumner & Mollon,
2000b.)

altered by changes in the quality of the illuminant, as for in-
stance at different times of the day, or by changes in the re-
flectance properties of the object. These alterations can be
employed as a means for changing the nature of signals
exchanged between animals or between an animal and a food
source. A common example is that of fruiting plants. As fruits
change from unripe to ripe, their reflectance properties are
often dramatically shifted (Figure 3.3). For people and other
species with the appropriate visual capacities (including vari-
ous species of insects, nonhuman primates, fishes, and birds),
this shift yields a large color change, and that information can
allow a viewer to evaluate quickly and easily the potential
palatability of fruit, perhaps thus guiding a decision as to
whether it is worthy of the effort of harvesting.

In addition to overall radiance and spectral variation, there
is another feature of light that can potentially provide useful
information to an animal. Light radiated from the sun is un-
polarized; that is, the electric vector (e-vector) of such light
vibrates in all directions in the plane perpendicular to the
direction of propagation. However, as light passes through
the atmosphere, it becomes polarized so that the e-vector is
oriented in a particular direction at each point in the sky
relative to the position of the sun. It has long been appreci-
ated that some species can analyze e-vector information to
orient the animal relative to these polarization patterns.
For example, honeybees are known to analyze patterns of
polarized skylight to provide directional maps that can be
used to chart the location of food sources (Rossel, 1993).
Polarization sensitivity has been claimed to exist to varying
degrees in many insects and birds, as well as in some fishes
(Hawryshyn, 1992; Labhart & Meyer, 1999; Shashar &
Cronin, 1996; Waterman, 1984). The biological mechanisms

present in the visual systems of these animals that allow for
an analysis of the plane of polarization of light are absent
from the eyes of mammals; thus, mammals are unable to ex-
ploit this potential source of visual information.

Eyes: Basic Design Features and Evolution

Although primitive devices that can detect light abound in sim-
ple organisms in the form of eyespots and eyecups, structures
that are effectively not much more than localized accumula-
tions of light-sensitive pigments on the surface of the body, the
eyes with which we are most familiar are prominent organs that
serve to collect light and focus it onto photosensitive cells. The
consensus is that such eyes first appeared in great numbers dur-
ing the Cambrian period, a time that saw an explosive diver-
gence of metazoan phyla (Fernald, 2000). Examination of
fossils from the middle Cambrian period (about 515 million
years ago, or MYA) reveals irregularities on the body surface
that have the form of a series of closely aligned parallel ridges
or grooves, perhaps permitting them to serve as diffraction
gratings. If so, these structures could have made the animals
appear iridescent in the ambient light of their watery habitats. It
has been proposed that this structural feature may have enabled
for the first time the exchange of informative visual signals be-
tween individuals (Parker, 1998). Whether this adaptation was
a trigger for a rapid evolution of eyes remains a matter for dis-
cussion, but in any case a number of phyla, including mollusks,
arthropods, and chordates, emerged from the Cambrian period
with functional eyes (Land, 1991).

Contemporary species provide examples of a variety of
different eye designs. In essence, an eye images the outside
world on a two-dimensional sheet of photoreceptor cells.
Photoreceptors form immediate neural networks with other
cells to make up the retina, and that structure constitutes the
first stage of the visual nervous system. Two basically differ-
ent kinds of optical systems have emerged to handle the task
of image formation. In one, the retina is concave in shape; in
the other, it is convex. If the retina is concave, a single opti-
cal element can be used to form an image across the retinal
surface. This is the sort of arrangement found in the camera-
type eyes of vertebrates. If the retina is convex, however,
individual photoreceptive elements will be sensitive only to a
narrow beam of incoming light, and this limitation is accom-
modated by the use of small lenses that are replicated again
and again across the surface of the eye. The latter is charac-
teristic of the compound eyes of arthropods (Goldsmith,
1990). Within these two design constraints are a number of
qualitatively different imaging strategies. Several of these are
illustrated schematically in Figure 3.4 (Land, 1991).

The top half of Figure 3.4 shows alternative versions of
retinas that maintain a basic concave shape. In each case the
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Figure 3.4 Principal mechanisms for image formation in animal eyes. The
photosensitive portions of the eyes are shaded, and light rays are drawn to
illustrate the image formation scheme. Further explanation is given in the
text. (After Land, 1991.)
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photosensitive portion of the eye appears as shaded, and light
rays have been drawn to illustrate the image formation
scheme.Apossible precursor to the more elaborate versions of
a concave retina is a simple pit (Figure 3.4, panel A), the bot-
tom surface of which is pigmented so that shadowing of light
allows the animal to gain an indication of the directionality of
a light source. Two successors to this plan are illustrated in the
middle. They each employ large refracting elements to form a
retinal image. In one (panel C) this is done with a spherical
lens (as is typical of the eyes of fishes and others); in the other
(panel D), principal refraction of light is accomplished by the
cornea. The latter arrangement is the one found in human eyes,
as indeed it is in all terrestrial vertebrates. The eye schema-
tized in panel G ingenuously accommodates the concave
retina by reflecting light back from a concave surface (a
mirror) onto the photoreceptor cells. Mirrored eyes like this
are rare; the eyes of scallops provide a well-studied contem-
porary example (Land, 1965).

The bottom half of Figure 3.4 illustrates various optical
arrangements that have evolved in conjunction with a convex
retina. The scheme shown in panel B, in which the individual
elements are tube-like structures with a photopigment accu-
mulation at the base of the tube, is again a possible primitive
precursor for more sophisticated convex retina designs.
In the middle are the two common optical arrangements
found in compound eyes. One (panel E) uses so-called appo-
sition optics, in which each of the lenses forms an image
on photosensitive pigment in individual structures called

rhabdoms. In the other version of the compound eye (panel
F), the image is formed by the superposition of rays coming
through many of the optical elements. Most insects have one
or the other of these arrangements, and a usual generalization
is that superposition eyes are found in diurnal insects
whereas apposition eyes are found mostly in nocturnal in-
sects. Finally, a reflecting-mirror version of the superposition
eye (panel H) is found in decapod crustacea (shrimps,
prawns, crayfish, and lobsters). All in all, animal eyes have
managed to exploit an impressive array of image formation
schemes—in the words of one of the foremost students of the
matter, “It does seem that nearly every method of producing
an image that exists has been tried somewhere in the animal
kingdom” (Land, 1991, p. 133).

The main business of the visual system is to detect and ana-
lyze the spatial structure of the environment. Consequently,
the details and relative merits of various types of eyes as
devices for resolving images have been the subject of intense
scrutiny (for extensive reviews of this topic see Goldsmith,
1990; Hughes, 1977; Land, 1999a). The principles governing
the potential resolution of eyes are well understood. For
instance, in single-lens eyes image resolution is conditioned
by the focal length of the lens and the physical separation of the
individual receptors. This is because a longer focal length
yields higher magnification of the image whereas a denser
packing of the receptors increases the spatial sampling of
the image. A limitation on increasing the packing density of
receptors is that as they are pushed closer together, they
must necessarily become smaller. This is a problem because
smaller receptors would enhance spatial sampling; but
because they are smaller, they also become less efficient de-
vices for trapping light. The consequence is the inevitable
tradeoff between these two features. The trade is such that, in
general, the portions of vertebrate receptors responsible for ab-
sorbing light (the outer segments) have diameters of not less
than about 1 �m and a receptor-receptor spacing of not less
than about 2 �m (Goldsmith, 1990). Examinations of single-
lens eyes suggest that the packing density of receptors has been
optimized so as to take the fullest advantage of the optical qual-
ity of the image provided by the anterior portion of the eye.

Compound eyes have a design problem not inherent in
single-lens eyes. In compound eyes, the small sizes of the op-
tical elements suffer a loss of resolution from diffraction of
the focused light. This loss of resolution could be counter-
acted by an increase in the size of individual lenses and in the
number of individual elements. Such increases in size are,
however, difficult to accommodate in small-bodied animals.
Just how difficult can be appreciated by a calculation sug-
gesting that if a compound eye were designed to yield the
same spatial resolution as that produced by the single-lens
human eye, it would have to be about 1 m in diameter
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(Kirschfeld, 1976)! This is obviously impractical, but one
means that has evolved to increase spatial resolution in com-
pound eyes without having to increase overall eye size is to
adapt small regions of compound eyes so that they can pro-
vide for localized regions of higher acuity. For example, pref-
erential increases in the sizes of some individual facets allow
some flying insects to have a zone of increased spatial acuity
that is directed toward the horizon (Land, 1999a).

Regional specializations designed to support zones of
higher acuity are common to many types of eyes whether they
are of the compound or single-lens type (Collin, 1999). For
example, in vertebrate eyes the density of retinal ganglion
cells (the output cells from the retina) can provide a rough
guide as to the way in which visual acuity varies across the vi-
sual field, with ganglion cell density highest in those regions
of most acute vision. Figure 3.5 shows a map of the retinal

distribution of ganglion cells in a large carnivore, the spotted
hyena (Crocuta crocuta). The hyena has a pronounced hori-
zontal streak that stretches across the retina and is made up of
densely packed ganglion cells. Visual streaks of this sort ap-
pear in the eyes of a number of mammals, often in animals
that live in open terrain and that may therefore be thought to
require heightened acuity along a plane parallel to the surface
of the ground where most objects of interest will appear
(Hughes, 1977). Cell distributions like those of Figure 3.5
can be used to generate quantitative estimates of the spatial
resolution capacity of the animal. This can prove useful for
predicting visual acuity and thus avoiding having to ask the
animal to serve as a subject in a behavioral test of acuity, an
invitation one might issue only with some reluctance in the
case of subjects like the spotted hyena.

Another example of regional eye specialization is a little
closer to home. Primate retinas have a fovea, a central region
that contains a heightened packing of cones, the daylight
photoreceptors. The foveal region is also free of blood ves-
sels, and these structural adaptations, in conjunction with the
superior optical quality that derives for light rays that pass
through the center of the lens as well as a robust representa-
tion of this region in the nervous system, yields a central
visual field in which visual acuity is unusually high. Studies
of structural features in the eyes of the kinds described here
for fly, hyena, and man have been used to infer the presence of
specialized visual capacities in many other animals (Ahnelt &
Kolb, 2000; Hughes, 1977).

Photosensitivity

Photopigments

The translation of energy from light into nerve signals is ini-
tiated by the activation of photopigments. Photopigments are
intrinsic membrane proteins called opsins that are covalently
bound to retinoid chromophores. Light causes an isomeriza-
tion of the chromophore, and that shape change initiates a
biochemical cascade culminating in photoreceptor activation
(Baylor, 1996). Photopigments can be characterized accord-
ing to the efficiency with which they absorb light (the spec-
tral absorption curve), and it has been known for well more
than a century that the absorption properties of photopig-
ments contain important implications for understanding
vision (Jacobs, 1998b). The essential point is that only light
that is absorbed by photopigments contributes to sight.

An example of the intimate linkage that exists between pho-
topigment absorption characteristics and vision is given in
Figure 3.6, which shows results obtained from the Syrian
golden hamster, a small rodent that is somewhat unusual
in having only a single type of photopigment active under
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Figure 3.5 Ganglion-cell isodensity map for the retina of the spotted
hyena. The tracing is of a retinal flat mount where each contour encloses the
ganglion-cell densities that are indicated in the reference bar to the right.
Note the presence of clear retinal streak with maximum ganglion-cell den-
sity located along the horizontal meridian in the temporal portion of the
retina (Calderone, Reese, & Jacobs, 1995).
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Figure 3.6 Comparison of photopigment and a behavioral sensitivity. The
continuous line is the absorption spectrum for the single type of cone
photopigment found in the eye of the Syrian golden hamster (peak value �

505 nm). The triangles show average threshold sensitivity obtained from two
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axis so that they best superimpose. (After Jacobs, 1998b.)

daylight (photopic) conditions (Calderone & Jacobs, 1999).
The solid line is the absorption spectrum of the hamster cone
photopigment. Like all photopigments, that of the hamster has
broad spectral absorption, but the efficiency with which it
absorbs light varies greatly as a function of wavelength with
peak sensitivity at about 500 nm. This species has also been the
subject of direct tests of vision, and the triangles in Figure 3.6
plot those results, indicating the sensitivity of this species to
lights of different wavelengths. It is apparent that the spectral
absorption characteristics of the hamster cone photopigment
almost perfectly predict the spectral sensitivity of the behav-
ing animal. Various assumptions and corrections are usually
required in order to compare photopigment absorption charac-
teristics and different measurements of vision legitimately, but
as the example of Figure 3.6 suggests, photopigment measure-
ments per se may be used to derive strong inferences about
the nature of vision. It is partially because of that fact that
enormous effort has been directed toward measuring and
understanding photopigments in a wide range of different
animals.

The spectral absorption properties of photopigments de-
pend on both of the essential components of photopigments.
The width of the absorption curve is determined by the struc-
ture of the chromophore. In this case nature has been econom-
ical because only four different types of chromophores are
used to construct all animal photopigments. These pigment
chromophores are (a) retinal, the chromophore widely used in
the photopigments of many vertebrates and invertebrates; (b)
3-dehydroretinal, used by most freshwater fishes, amphib-
ians, and reptiles; (c) 3-hydroxyretinal, found in the photopig-
ments of certain insects such as flies, moths, and butterflies;

and (d) 4-hydroxyretinal, a chromophore apparently used ex-
clusively by a bioluminescent squid. Some animals are able to
utilize two different chromophores to make photopigments,
and this can (and often does) yield mixtures of photopigments
in the retina based on these different chromophores. In addi-
tion, some switch from one chromophore to another at differ-
ent stages in their life cycle (e.g., during metamorphosis in
some anurans and during the migration between freshwater
and marine environments for some fishes). Changing the
chromophore can alter spectral sensitivity, sometimes drasti-
cally, and thus chromophore substitutions may significantly
impact an animal’s vision.

The spectral positioning of the absorption curve of the pho-
topigment depends on the structure of the opsin. As was noted
earlier, opsins are membrane-spanning proteins. Figure 3.7 is
a schematic of a human cone photopigment opsin. It is com-
posed of seven �-helices that weave back and forth through
the membrane. The chromophore is attached to the opsin at
the site indicated. All photopigments share this general con-
figuration, but there is individual variation in the total number
of amino acids in the polypeptide chain (from about 350 to
400 in different types of photopigment) and in their sequence.
These sequence variations determine the spectral absorption
properties of the photopigment; thus, because there are many
alternate versions of the opsin molecule, there is a corre-
spondingly large number of different photopigments.

Over the years measurements have been made of dozens
of different animal photopigments (for summaries see
Bowmaker, 1991, 1995; Briscoe & Chittka, 2001). Some gen-
eralizations can be drawn from this effort. First, most species
have more than one type of photopigment, and their visual be-
havior is controlled by some combination of signals originat-
ing in different pigment types. It is fairly typical to find three,
four, or five different kinds of photopigments in a retina, but
there is variation from that number in both directions. For in-
stance, the retinas of many deep-dwelling fishes make do with
only a single type of photopigment (Bowmaker et al., 1994),
whereas, at the other extreme, the current record for pigment
production is held by the mantis shrimps, members of a group
of crustaceans who are somehow able to make adaptive use
of at least 11 different photopigments (Cronin, Marshall, &
Caldwell, 2000). Second, although photopigments of differ-
ent species vary significantly in their spectral positioning
along the wavelength axis, the shape of the absorption curves
changes in a lawful manner as a function of the location of
their peak sensitivity (�max). This means that mathematical
expressions can be derived to produce templates to account
economically for the absorption spectra of any photopigment
(Baylor, Nunn, & Schnapf, 1987; Carroll, McMahon, Neitz,
& Neitz, 2000; Govardovskii, Fyhrquist, Reuter, Kuzmin, &



Environments and Eyes 53

Donner, 2000; Lamb, 1995; Palacios, Varela, Srivastava, &
Goldsmith, 1998; Stavenga, Smits, & Hoenders, 1993).
Finally, pigments from different animals are frequently posi-
tioned at the same spectral locations. For example, in all
cercopithecine primates (Old World monkeys, apes, and
humans) two of the classes of cone photopigment have spec-
tral locations that are virtually the same for all of the species
in this group. This reflects the fact that structural variations in
opsins specifying particular pigment positions are often con-
servatively maintained during the evolution of an animal line.

The absorption spectra for the daylight pigments of three
species (goldfish, honeybee, and macaque monkey) appear
in Figure 3.8. They exemplify the kind of variations in pho-
topigments found among animals. These species have three
or four different types of such pigment. In addition, goldfish
and monkey have a population of rods subserving vision in
low light, and this adds another pigment type to their retinal
mix. The pigments from two of these, the honeybee and the
macaque monkey, are based on retinal chromophores; gold-
fish pigments use 3-dehydroretinal. Note that the latter

allows one of the fish pigments to be shifted much further
into the long wavelengths than can be achieved for pigments
built with retinal chromophores and that the spectral absorp-
tion bandwidth is greater for these 3-dehydroretinal pig-
ments. Both goldfish and honeybee have photopigments that
absorb maximally in the ultraviolet (UV) part of the spec-
trum. Some mammals (all rodents as far as is now known)
have UV pigments, but primates are not among them
(Jacobs, 1992). The results of variations in photopigment
complements of these kinds are to provide spectral windows
to the world that can vary greatly for different animal
species. They also set the stage for significant variations in
the color vision of different animals.

Opsins are produced by actions of single genes, and the
past 15 years have witnessed significant progress in studying
and understanding these genes. Opsin genes belong to a large
family of cell surface receptors (which include a significant
number of hormone and neurotransmitter receptors as well as
other sensory receptors) and are believed to derive from a
single ancestor in this family. Many different opsin gene

Figure 3.7 Schematic diagram of the opsin molecule for the human middle (M) and long (L) wavelength sensi-
tive photopigment. Each of the 364 small circles represents an amino acid, and these pass back and forth through
the receptor membrane in the form of seven helical palisades. The chromophore is attached at position 312 (clear
circle). The other darkened sites represent the only amino acids that differ between the M and L versions of this
opsin. The amino acids at the positions numbered 180, 277 and 285 are principally responsible for establishing the
difference in spectral absorption of primate M and L pigments. (After Jacobs, 1998b.)
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sequences have been derived: As of this writing, over 1500
primary sequence for opsins have been deposited in GenBank,
a database maintained by the National Center for Biotechnol-
ogy Information (http://www.ncbi.nlm.nih.gov80/). This ac-
cumulation of opsin gene sequences for diverse species in turn
permits sequence comparisons from which ideas about the
evolution of opsins can be derived. One caution in this enter-
prise is that the timing of evolutionary events derived from
sequence comparisons depends on assumptions about the rate
of molecular evolution (the so-called “molecular clock”), and
that issue has generated considerable controversy. In particu-
lar, there is evidence that the mutation rates commonly used to
calibrate such clocks differ for different groups of animals and
thus that the assumption of a single clock rate appropriate for

all cases is unrealistic (Li, 1995). A consequence is that dates
given for various events in photopigment evolution are quite
provisional.

The eyespots of green algae contain opsins that bear sig-
nificant sequence similarity to opsins of both invertebrate and
vertebrate animals, suggesting that motile microorganisms
like them might have been the first to develop photopigments
(Deininger, Fuhrmann, & Hegemann, 2000). For historical
context, the bacteria that employ pigments for photosynthesis
can be traced back at least 3 billion years (Des Marais, 2000).
In vertebrates, a single cone photopigment appeared first.
Subsequently, this progenitor pigment gene duplicated, and
the two diverged in structure, yielding two types of cone
pigment having respective maximum sensitivity somewhere
in the short and in the long wavelengths. This early diver-
gence has been estimated to have occurred sometime
between 400 MYA and 1,000 MYA (Bowmaker, 1998;
Nathans, Thomas, & Hogness, 1986; Neitz, Carroll, & Neitz,
2001). This timing implies that two separate photopigments
would have been available for use during the explosive ex-
pansion of eyes of the Cambrian period. Rod photopigments
evolved from these early cone pigments following another
gene duplication and four families of cone pigments also later
emerged. A phylogenetic tree summarizing the inferred rela-
tionships among the vertebrate photopigments is shown in
Figure 3.9. Note that whereas all contemporary vertebrates
have rod pigments with only slightly variant spectral absorp-
tion properties, cone pigments have evolved to have maxi-
mum sensitivity over a much greater portion of the visible
spectrum. Phylogenies for insect photopigments based on
similar comparisons of opsin sequences are available else-
where (Briscoe & Chittka, 2001).

Examination of the vertebrate opsin phylogeny of Fig-
ure 3.9 reveals the important fact that photopigments are both
gained and lost during evolution. Thus, representatives of all
four families of cone photopigments appear in modern ani-
mals from several groups (e.g., birds, fishes), but mammals
have maintained pigments from only two of these families.
How did this occur? One interpretation is that early mammals
were nocturnal, and given that lifestyle, it may have been
adaptive to increase the representation of rods in the retina
in order to maximize sensitivity to the low light levels avail-
able during peak activity periods. Perhaps this change was
at the expense of losing some daylight (cone-based) vision.
Reflecting this loss, most contemporary mammals have only
two types of cone pigment (Jacobs, 1993). As we shall see,
some primates have added pigments and provide a notable
exception to this rule. At the same time, other mammals have
moved in the opposite direction; that is, they have lost a pho-
topigment and thus a class of photoreceptors as a direct result
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Figure 3.8 Absorption spectra for the cone photopigments found in three
different species. The chromophore for the photopigments of honeybee and
macaque monkey is retinal; the chromophore for goldfish photopigments is
3-dehydroretinal.
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Figure 3.9 A proposed phylogeny for vertebrate photopigments. The inter-
relationships are derived from comparisons of opsin gene sequences. Illus-
trated are the relationships between four cone opsin gene families and a
single rod opsin gene family. The peak sensitivity is a range given for pho-
topigments measured in contemporary representatives of each of the named
groups. See text for further discussion. (Modified from Bowmaker, 1998.)
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of mutational changes in short-wavelength sensitive (S) cone
opsin genes. Animals that have suffered this fate include
some rodents and nocturnal primates, as well as many (per-
haps all) marine mammals (Calderone & Jacobs, 1999;
Crognale, Levenson, Ponganis, Deegan, & Jacobs, 1998;
Fasick, Cronin, Hunt, & Robinson, 1998; Jacobs, Neitz, &
Neitz, 1996; Peichl, Behrmann, & Kroger, 2001). It is not
known why all these species have lost this particular cone
pigment. Even so, the very presence of these nonfunctional
genes makes clear that some ancestors of these animals must
have had functional versions of these genes and the pigments
they produce, and consequently these mutated genes stand as
signposts that can guide us to a better understanding of the
evolution of photosensitivity and vision. In any case, one
major lesson learned from photopigment phylogenies is that
the evolution of photopigments is not a one-way street.

Ocular Filtering

Light has to be absorbed by photopigments to contribute to
vision, but light must reach the photopigments in order to be

absorbed. The retinas of most animals contain photopigments
that have the potential to absorb significant amounts of light
well below 400 nm (see Figure 3.8), but that potential often
goes unrealized because of intraocular filtering. These filters
take many forms and can occur in any anatomical region of
both vertebrate and invertebrate eyes (for an extensive re-
view see Douglas & Marshall, 1999). Thus, the corneas or
lenses of many species contain pigments that preferentially
absorb short-wavelength radiation. An example is given in
Figure 3.10, which shows transmission curves measured for
lenses taken from the eyes of a number of different mam-
mals. Lenses of this sort are nearly transparent to longer
wavelength lights, but they begin to attenuate very steeply
at some short-wavelength location, becoming progressively
more optically dense and effectively opaque at still shorter
wavelengths. The spectral location of the transmission cutoff
varies among the species shown in Figure 3.10 such that, for
instance, a light of 350 nm will be very heavily attenuated by
the squirrel lens but hardly attenuated at all by the hamster
lens.

In some cases photoreceptors contain screening pigments.
These are called oil droplets, and they are positioned directly
in the light path to the photopigment. Many birds and reptiles,
as well as some amphibians and fishes, have oil droplets, and
frequently there are several different varieties of oil droplets
in a single retina (Douglas & Marshall, 1999). Like lens pig-
ments oil droplets serve to attenuate short-wavelength lights,
but unlike lens pigments the region of the attenuation may
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extend well out into the visible spectrum. As a consequence, a
person viewing a fresh piece of retina sees these oil droplets
as having a deeply colored appearance (red, orange, yellow,
and so on). These pigments can serve to change drasti-
cally the absorption efficiency of the photopigment lying be-
hind the droplet. There are a wide variety of other intraocular
filters found in various animals. Considered as a group, these
filters obviously greatly condition the extent to which envi-
ronmental light contributes to sight.

Intraocular filters serve to reduce the influence that light
can have on the visual system, and at first glance this might
seem maladaptive. From his studies of the eyes of many dif-
ferent animals, Gordon Walls (1942), one of the great com-
parative vision specialists of the last century, famously
suggested that “everything in the vertebrate eye means some-
thing” (p. iii). Following Walls’s dictum, many investigators
have felt impelled to try to understand what positive role in-
traocular filters might play. A variety of possibilities has been
suggested. Among the more popular are these: (a) Intraocular
filters might serve to protect the retina from high-energy (and
potentially injurious) short-wavelength lights, and this may
be particularly important for animals behaviorally active at
high light levels; (b) intraocular filters could enhance the
quality of the image formed on the photoreceptors by reduc-
ing the effects of chromatic aberrations, which are especially
troublesome for short-wavelength lights; and (c) for oil
droplets particularly, intraocular filters can effectively narrow
the spectral sensitivities of photopigments and hence may
serve to increase the number of spectral channels. There is lit-
tle evidence to indicate whether any or all of these ideas are
correct, but the presence of intraocular filters in so many dif-
ferent species makes it quite certain that they must play a va-
riety of adaptive roles.

Drawing Inferences About Animal Vision From
Photopigment Measurements

In recent years it has become possible to characterize objec-
tively the photopigments of a species by using procedures
such as spectrophotometry and electrophysiology, as well as
by applying various molecular genetic approaches. These
techniques have proven invaluable in identifying the number
of types of photopigments in a given retina and in predicting
their spectral absorption properties. Paradoxically, it is usu-
ally a much more difficult and time-consuming task to make
direct measurements of vision in most animals in a way that
permits an understanding of how these pigments are used to
allow an animal to see (Jacobs, 1981, 1993). A consequence
is that there is a near universal tendency to go directly from
measurements of photopigments to conclusions about how an

animal sees. Although there are plenty of logical and com-
pelling linkages between pigments and vision (as Figure 3.6
reveals), there is also need for caution in trying to establish
these links.

One difficulty in making the jump from pigment specifica-
tion to predictions about vision is that the techniques used for
measurement typically do not give information about the
prevalence of the receptors containing these photopigments or
of their distributions within the retina. Obviously, a small
number of receptors containing a particular photopigment that
happen to be tucked away in some corner of the retina will
have a very different potential impact than if this same pho-
topigment is present in large numbers of receptors liberally
spread across the retinal surface. Even when there is some in-
formation about photopigment prevalence and distribution,
interpretational problems may persist, as they do in the fol-
lowing example. In recent years it has become possible to use
immunostaining of opsins to identify and chart the spatial dis-
tribution of photopigments contained within a retina (Szel,
Rohlich, Caffe, & van Veen, 1996), and when this technique
was applied to a marsupial, the South American opossum
(Didelphis marsupialis aurita), it was discovered that the ani-
mal’s retina contains two classes of cones, one with maximum
sensitivity in the short wavelengths and the other in the mid-
dle-to-long wavelengths (Ahnelt, Hokoc, & Rohlich, 1995).
The presence of two classes of cone pigments would ordinar-
ily be interpreted to suggest the possibility of dichromatic
color vision. However, opossum cones were found to be
scarce, never reaching a density greater than about 3,000/mm2

(by comparison, rod densities in this same retina may reach
400,000/mm2), and of these cones there are only a handful of S
cones (never more than 300/mm2). An obvious concern is
whether there are sufficient cone photoreceptors to capture the
light needed to generate neural signals that can lead to color
vision. Perhaps even more to the point would be to ask whether
a devoutly nocturnal species like the opossum would often be
active at light levels high enough to ensure such inputs.

Asecond example of the difficulty in arguing from pigment
information to visual capacity comes from study of the coela-
canth (Latimeria chalumnae), a fish that lives at depths of 200
m or so in the Indian ocean and that has attracted much atten-
tion over the years because it is considered a living fossil, hav-
ing been little altered over the course of the last 400 million
years. Recently, investigators ingeniously succeeded in iso-
lating two opsin genes from the coelacanth, producing pho-
topigment from these genes in an artificial expression system
and then measuring the absorption characteristics of these
pigments (Yokoyama, Zhang, Radlwimmer, & Blow, 1999).
The coelacanth has two photopigments with closely spaced
absorption spectra (peaks of 478 nm and 485 nm). These
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pigments are apparently housed in cone and rod receptors, re-
spectively. What inferences can be drawn about vision in the
coelacanth from these observations? By analogy to cases in
mammals where feeble color vision may be derived from
neural comparisons of rod and cone signals, the authors sug-
gested that the pigments may give the coelacanth some color
vision. But how likely is that? For one thing, the coelacanth
has only a very small number of cone photoreceptors (Locket,
1980), so neural signals generated from one of the sets of re-
ceptors will be minimal at best. A similar reservation comes
from the fact that the spectra for two pigments are very close
together. In vertebrates, the signals used for color vision reflect
a neural computation of the differences in spectral absorption
between photopigments. Those differences will be very small
for pigments whose spectra are so greatly overlapped, and an
unavoidable consequence is that a considerable amount of
light will be required to generate reliable difference signals
(De Valois & Jacobs, 1984). Would the restricted amount of
light available at the ocean depths that mark the home of
the coelacanth be sufficient to generate such neural difference
signals?

The point to be drawn from these examples is not that
measurements of photopigments are unimportant for under-
standing animal vision. To the contrary, they are quite essen-
tial. What should be appreciated, however, is that frequently
it is not straightforward to go from photopigment information
to an understanding of how and what an animal sees. Care is
always required in this step, and whenever possible it is use-
ful to know something about visual behavior in the species
under consideration.

The Role of the Nervous System

This section has dealt with a consideration of eyes and what
can be learned about comparative vision by examining their
structures and functions. Of course, for most animals the pro-
cessing of information that leads to vision does not end with
the eye, but rather with the networks of a visual nervous sys-
tem that lie beyond the eye. These visual systems can be
compact and simple or extensive and highly elaborate, com-
prised of anywhere from dozens to billions of nerve cells.
The variations in structure and organization of visual systems
across phyla are so profound as to make impractical any com-
pact summary. Indeed, unlike the optical portions of eyes,
where the components and their principals of operation are
well understood, much of the detail of the function of visual
systems remains still poorly understood, thus making com-
parison difficult.

Certainly there are many organizational features com-
mon to the visual nervous systems of different animals. For

example, most visual systems have point-to-point topographic
mappings between the visual field and various target structures
in the visual system. Thus, topographic maps of this sort are
found in mammalian visual cortex, in fish optic tecta, and in the
optic lobes of insects. Such organization allows neural econ-
omy in the sense that information about contour boundaries in
the visual world can be processed using only short-range neural
interactions. Although perhaps less universal across phyla,
there is also frequently some sort of parallel processing in the
visual system that allows for a structural segregation of func-
tional information. In mammalian visual systems, for instance,
separate cortical regions are at least partially specialized for the
analysis of different aspects of the visual scene. In insects an
analogous segregation can be seen in the utilization of subre-
gions of the nervous system for analysis of movement infor-
mation. Finally, species having restricted nervous systems
generally accomplish much of the filtering of environmental
information using peripheral mechanisms, whereas relatively
less preprocessing is done for species with more expansive
nervous systems. The ultimate expansion is in the primate cen-
tral visual system, where a large fraction of the neocortex is
dedicated to the analysis of visual information. This extra pro-
cessing capacity allows for richness in visual behavior that
seems largely absent from animals with smaller and more hard-
wired visual systems. Indeed, it has been argued that the large
expansion of primate visual cortex principally reflects a need
for an increase in the processing of complex social-cognitive
signals that can be inferred uniquely from examination of the
visual world (Barton, 1998). See Cronly-Dillon and Gregory
(1991) for detailed information about the visual systems of
different animal groups.

Measuring Animal Vision

Two general strategies have been used in the study of animal
vision. One probes animal vision to explore capacities that
seem important based on our understanding of human vision
or those that would be useful to establish in order to under-
stand better some biological feature of the visual system. The
stimuli in such applications usually isolate some dimension
of the visual input (e.g., movement, contour orientation), and
visual behavior is most often assessed by measuring thresh-
olds using discrimination-learning paradigms of the sort de-
veloped over the years by animal behaviorists (Blake, 1998;
Jacobs, 1981). An illustration of results from a study of this
kind is shown in Figure 3.11. The goal of this particular ex-
periment was to establish the temporal sensitivity of a small
diurnal rodent, the California ground squirrel (Spermophilus
beecheyi). The stimuli were sinusoidally flickering lights that
were varied in frequency (cycles/second) and in luminance
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contrast. Through an operant conditioning procedure, ground
squirrels were trained to detect the presence of such stimuli.
The solid line in Figure 3.11 shows the sensitivity of ground
squirrels to stimulus contrast as a function of the frequency of
flicker; the dashed line shows discrimination results obtained
from a human subject who was equivalently tested. The ex-
periment indicates that although people are superior at de-
tecting flickering lights of low to moderate frequency, for
very fast flicker ground squirrels become superior and, in-
deed, people are quite blind to rapidly flickering lights that
can be seen by ground squirrels. As for most experiments
of this kind, these results were interpreted in light of details
of the biology of the visual system and, to a lesser extent, as
a step toward a better understanding of the normal visual
behavior of this species (Jacobs, Blakeslee, McCourt, &
Tootell, 1980).

A second general strategy for measuring animal vision
relies on the use of natural behaviors. These are most fre-
quently behaviors that are reliably elicited by some set of
stimulus conditions and that therefore do not require that the
animal be trained to perform an arbitrary response. Two ex-
amples illustrate this approach. The first involves an analy-
sis of feeding behavior in a teleost fish, the black bream
(Acanthopagrus butcheri; Shand, Chin, Harman, & Collin,
2000). In fish like this there are developmental changes in the
position of the portion of the retina that has the highest

ganglion-cell density (the area centralis) so that as the fish
grows, the area centralis migrates from the central retina to a
more dorsal location. As noted earlier, high ganglion-cell
density is a regional retinal adaptation associated with the
presence of heightened visual acuity. The question was
whether this developmental change is paralleled by changes
in visual behavior. To provide an answer, fish were offered
food on the surface, at middepth, and on the bottom of an
aquarium. It was discovered that as the fish grew, the pre-
ferred feeding location changes in accord with the position of
its area centralis; that is, fish exploit that portion of the field
that can be scanned with the highest visual acuity. A second
example involves the predatory behavior of an insect, the
praying mantis (Sphodromantis viridis). These insects sit in
wait and skillfully dispatch passing flies by flicking out a leg
and striking the prey in flight. The praying mantis has large
forward-looking eyes that allow considerable binocular over-
lap between the two eyes. Rossel (1986) conducted a series of
clever experiments involving the mantis’s ability to strike
flies accurately. By positioning prisms in front of the eye he
was able to demonstrate that accuracy in striking behavior
depends on the ability of the mantis’s visual system to com-
pare the angular extent of the target at the two eyes. Both of
these examples illustrate the use of natural behaviors to un-
derstand better visual problems faced by particular species.
Each also yields strong inferences about the relationships
between the visual system and behavior.

THREE ISSUES IN COMPARATIVE VISION

A significant amount of research done on human subjects
involves measurement of the limits of vision (e.g., the mini-
mal amount of light required for detection, the highest tem-
poral modulations that can be seen, the smallest wavelength
change that can be registered, etc.). This approach can have a
number of goals—for instance, to provide insights into visual
mechanisms or to serve as a prerequisite for the development
of practical applications. Studies of vision in other species
are also frequently designed to assess the limits of vision, and
these often have the goal of understanding the biology of
vision as well. Studies of nonhuman species, however, also
serve to focus attention sharply on the utility of vision. If two
insect species differ significantly in their abilities to detect
moving targets or if two rodent species have very different
absolute thresholds, it is quite natural to seek an explanation
of that fact in differences in the visual worlds of the respec-
tive species. Investigators studying animals that have more
stereotypic visual behaviors, and correspondingly more sim-
ply organized visual systems, have been particularly avid in

Figure 3.11 Temporal contrast sensitivity functions obtained from behav-
ioral measurements made on two ground squirrels (symbols and solid line)
and an equivalently tested human observer (triangles and dashed line). All
three subjects were required to discriminate the presence of a sinusoidally
flickering light varying in frequency and in luminance contrast. (After
Jacobs et al., 1980.)
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championing this kind of approach. In recent years the influ-
ence of this way of studying vision (sometimes subsumed
under the phrase ecology of vision) has been steadily expand-
ing to encompass a wider range of species, up to and includ-
ing the primates. Here I cite some examples drawn from the
comparative vision literature that are intended both to illus-
trate variations in animal vision and, where possible, to indi-
cate how these variations relate to the visual demands placed
on that animal. For convenience, these illustrations are di-
vided according to three general problems that visual systems
must solve.

Detecting Change

From a rodent searching the sky for a flying predator to a dri-
ver scanning a crosswalk for the presence of an errant pedes-
trian, success in seeing requires that novel events in the visual
world be quickly detected and accurately appreciated. It is
hardly surprising then that biological machinery appropriate
for detection of stimulus change is an integral feature of
visual systems. The importance of visual change (i.e., space-
time alterations in the distribution of light) was dramatically
underlined by early observations on human vision showing
that when there is no change in the pattern of light falling
on the photoreceptor array (a condition achieved by stabiliz-
ing the image of an object formed on the retinal surface), the
visual scene simply fades from view after a few seconds to be
replaced by a formless percept (Riggs, Ratliff, Cornsweet, &
Cornsweet, 1953). In that sense, and at least for people,
change and its detection are not just important—they are
absolute prerequisites for sight.

Good examples of the ability of animal visual systems to de-
tect change come from studies examining how animals
use movement to control behavior. Consider the visual prob-
lems encountered by an insect in flight where image motion
across the retina is a combination of inputs from stationary

backgrounds that are initiated by self-movement and from
other moving objects in the field of view. Both of these generate
complex input patterns that alter rapidly in configuration, have
very high angular velocities, and can change direction unpre-
dictably.Someof theseflightbehaviorshavebeenwell studied.
Among these, observations have been made on how houseflies
pursue one another (Land & Collett, 1974; Wagner, 1986). The
aerial pursuits of flies are quite spectacular, characterized by
quick turns made at high angular velocities often separated
by periods of little or no turning.Aclear implication is that the
fly visual system must be capable of responding to very rapid
change. Particularly intriguing is the observation that there are
characteristic differences in flight behavior between the two
sexes. Although both male and female houseflies pursue tar-
gets, males are pursuit specialists. This is because males avidly
pursue females in flight, frequently intercepting and then
mating with them.

The differences in pursuit behavior of male and female
houseflies are uniquely paralleled by anatomical differences
in the eye. In male houseflies, a region located in the fronto-
dorsal portion of the eye contains enlarged ommatidia, each of
which has a correspondingly larger facet lens (Land & Eckert,
1985). As was noted earlier, enlargement of the lens is an evo-
lutionary strategy that allows a local increase in the acuity of
compound eyes. There are other differences in the structure of
these ommatidia in eyes of males and females, and there are
also wiring differences in the visual nervous systems unique to
the two sexes. The result is that the visual systems of house-
flies show a significant sexual dimorphism that appears to cor-
relate with the differences in aerial pursuit behavior. The
portion of the eye in the male housefly that is adapted for initi-
ating visual pursuit behavior has been fittingly dubbed the
“love spot,” and direct recordings made from photoreceptors
in this region show clear differences between males and fe-
males (Hornstein, O’Carroll, Anderson, & Laughlin, 2000).
Figure 3.12 illustrates some of these differences. The left

Figure 3.12 Temporal (left panel) and spatial (right panel) resolution properties of the photoreceptors of male and female
houseflies. (After Hornstein et al., 2000.)
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panel shows an index of temporal resolution of the photore-
ceptors of male and female houseflies. The curves effectively
compare how efficiently receptors code information about
lights presented at different temporal frequencies. In general,
fly photoreceptors respond very well to high-frequency tem-
poral change (e.g., they detect changes in visual stimuli at
temporal frequencies of better than 100 Hz, a rate above what
the human eye can discern), but male photoreceptors are
clearly superior in this regard, showing about a 60% improve-
ment above that achieved by the receptors from female eyes.
The right panel of Figure 3.12 shows measurements made
of the spatial resolution of these same fly photoreceptors.
Again, the specialized photoreceptors of the male flies are
significantly better than the corresponding female receptors at
resolving spatial change. These clear differences in photore-
ceptor organization give males superior spatial and temporal
resolution, and this in turn better enables them to locate and
pursue small targets, such as females in flight.

Specialized visual adaptations always incur some cost, and
the case of the housefly provides an example. Specifically, the
faster responses of the male fly photoreceptors, involving as
they do shorter time constants and higher membrane conduc-
tances, will require greater metabolic energy. There is like-
wise the burden of increasing the size of the facet lens to
support higher acuity. It has been suggested that the better
vision these adaptations give male flies are balanced by the
energetic demands that are uniquely placed on female flies in
reproduction, including activities such as egg production and
laying (Hornstein et al., 2000).

Animals employ a variety of means to shift their direction
of gaze—direct eye movements of various kinds, movements
of the head, or indeed movements of the whole body. It is been
argued that the goal of these movements is not to scan the sur-
roundings continuously, as one might imagine, but rather to
try to keep an image relatively fixed on the retina by employ-
ing rapid adjustments of eye position followed by a period of
smooth tracking before further adjustments are initiated. In
this view animals obtain a sampling of a series of more or less
stationary images, as for instance many animals do during the
fixations that are separated by rapid saccadic eye movements.
In a recent review Land emphasized the commonality of this
strategy across many different species and pointed out several
reasons why it is advantageous to sample more or less station-
ary images than to allow continuous image movement across
the eye (Land, 1999b). For one thing, fast movement of an
image across the receptors leads to blurring. The occurrence of
motion blurring depends both on the response speed of the
eye and its spatial resolution. Eyes with higher response
speeds and lower spatial resolution can tolerate movement
at higher speeds without losing resolution. For example, at

movement speeds of only 3 deg/s much spatial detail disap-
pears from human vision, whereas insects, having lower spa-
tial resolution and receptors with faster response speeds, show
little loss of resolution for objects moving with velocities of up
to 100 deg/s (Land, 1999b). Second, measurements show that
it is easier to detect moving objects if the retinal image of the
background is held stationary, as can be achieved through
the use of compensatory eye movements. There are other,
more complicated, reasons for why it may be important to
achieve a relatively stable fixation of an object of interest.
What is remarkable is that even though the nature of their vi-
sual systems may differ drastically, most animals employ
some combination of mechanisms to reach this same goal
(Land, 1999b).

Resolving Spatial Structure

A number of features determine whether an animal will see an
object. Among these, the size of the target and the degree to
which the target contrasts with its surroundings are centrally
important. Following the trend set by studies of human vision,
early research on other animals concentrated on the utiliza-
tion of object size as a cue to detection. This was mostly
accomplished by assessing visual acuity through measure-
ment of the smallest target that could seen or, more usually,
the minimal size differences that could be detected (e.g., the
smallest separation between two parallel lines). In recent
years the contrast dimension has begun to receive equal
scrutiny. With the widespread application of linear systems
analysis to vision and the visual system, a typical contempo-
rary experiment involves the determination of detection
threshold for sinusoidal grating patterns that are jointly vari-
ant in size (spatial frequency, specified in cycles per degree
of visual angle and thus directly translatable into retinal
dimensions) and contrast (the difference in luminance or
chromaticity between the peak and trough of the sinusoid).
The results are plotted as spatial contrast sensitivity functions,
a depiction quite analogous to the temporal contrast sensitiv-
ity functions of the sort presented earlier (Figure 3.11).

Figure 3.13 shows spatial contrast sensitivity functions ob-
tained from five types of mammals. These include diurnal
(man) and nocturnal (owl monkey) primates, a nocturnal car-
nivore (cat), and diurnal (ground squirrel) and nocturnal (rat)
rodents. In each case, the animal was asked to detect the pres-
ence of a stationary sinusoidal luminance grating; the curve
plots the reciprocal of threshold contrast required to see each
grating. These functions have an inverted U shape such that
some intermediate-size grating is detectable at lowest contrast
and then visibility declines, precipitously for higher spatial
frequencies and more gradually for lower spatial frequencies.
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It has been argued that when properly scaled, contrast sensi-
tivity functions from all species have the same common shape
(Uhlrich, Essock, & Lehmkule, 1981). There is obvious large
variation in the range of spatial frequencies these species can
detect such that if viewed from the same distance, a high-
frequency grating plainly visible to primate subjects is com-
pletely invisible to the rodents. Given the shapes of these
functions, the inverse conclusion also holds; that is, a low spa-
tial frequency target seen by a cat may go undetected by a
human observer. The spatial frequency value obtained from
extrapolation of the upper limb of the curve down to maxi-
mum contrast (indicated by the dashed line for the human
observer) defines the high-frequency cutoff. It approximates
the single value obtained from standard acuity tests like the
familiar eye charts in which all the stimuli are presented at
maximum contrast.

Contrast sensitivity functions are heavily influenced by the
details of the test situation. In particular, (a) for technical rea-
sons it is hard to arrange an adequate test at the very low spa-
tial frequencies; (b) the shape and height of the function
depend on the average light level of the target; and (c) because
all retinas are to some extent heterogeneous, the details of how
the subject views the targets are important. Therefore, detailed
comparisons of functions of the sort shown in Figure 3.13 re-
quire caution. One useful feature in comparative experiments
of these types is to include a reference standard—for instance,
results from human observers tested in the same situation as
the animal of interest. In any case, there is a clear relationship
between the ranges of spatial frequencies to which an animal
is sensitive and its visual world—many objects of interest to a
primate will appear at a distance so that much of the object

will consist of higher spatial frequencies whereas for rodents
similar objects will be viewed at close range and thus have
their energies concentrated at lower spatial frequencies.

Table 3.1 provides estimates of spatial acuity in a range of
common vertebrates. Included are single values that express
(in cycles/deg) the limit of resolution in each species. These
were obtained either by extracting the cutoff frequency of
the spatial contrast sensitivity function or from a direct mea-
sure of visual acuity. Most were derived from behavioral
tests, although a few were inferred from electrophysiological
measurements. Even though the comparability of these re-
sults is subject to the reservations noted earlier, it obvious
that there is a huge ( > 8 octaves) variation in the spatial acu-
ity of these various animals.

The wedge-tailed eagle (Aquila audax) represents the
upper end of the acuity distribution of Table 3.1. Like other
raptors, this bird has phenomenal visual acuity, in this case
about two and one-half times better than that of an equiva-
lently tested human (Reymond, 1985). Raptor retinas are
bifoveate, having a deep central fovea pointing about 45 deg
away from the head axis and a shallower temporal fovea that
points within 15 deg of the head axis. Distant objects are prin-
cipally viewed with the deep foveae; near objects are princi-
pally viewed with shallow foveae (Tucker, 2000).Anumber of
adaptations in the eye of this bird support high spatial acuity.
First, cone photoreceptors are very densely packed together in
the deep fovea. Second, the axial length of the eagle eye is long
(about 35 mm vs. 24 mm in the human eye), allowing for a
large retinal image. Finally, with the fully constricted pupil
produced by high ambient light levels, the eagle eye shows
only minimal evidence of optical aberrations (Reymond,
1985). These features combine to allow eagles to specialize in
resolving high-frequency targets, such as would be presented
by a small prey viewed from great heights. An interesting lim-
itation on eagle visual acuity is its extreme dependence on
light level. As acuity targets are dimmed, there is a precipitous
decline in visual acuity so that eagle acuity actually becomes
poorer than that of human observers at low light levels.

Among the species of Table 3.1 with relatively poor spatial
vision is the opossum, a marsupial whose visual acuity barely
exceeds 1 cycle/deg. The differences between eagle and opos-
sum spatial vision and their visual worlds are instructive. As
high-flying predators that alter their position rapidly and have
to detect small targets, eagles require excellent spatial and
temporal resolution. The visual adaptations that yield these
properties (minimal spatial and temporal summation) require
bright visual environments. As noted, one cost to the eagle for
good spatial vision is much diminished capacity at low light
levels. As a slow-moving omnivorous creature with a fore-
shortened visual world, the opossum has almost the opposite
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Figure 3.13 Spatial contrast sensitivity functions obtained from five types
of mammal in behavioral tests. The continuous lines plot for each species the
sensitivity to contrast in sinusoidal grating patterns determined over a wide
range of spatial frequencies. (Data from Petry, Fox, & Casagrande, 1984.)
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TABLE 3.1 Spatial Acuity in Some Common Vertebrates

Cutoff
Frequency/Visual

Acuity
Class Species (cycle/deg) Method Reference

Mammalia Macaque monkey 50 Beh. (De Valois, Morgan, & Snodderly, 1974)
Squirrel monkey 17–35 Beh. (Merigan, 1976)
Owl monkey 10 Beh. (Jacobs, 1977)
Bush baby 4.3 Beh. (Langston, Casagrande, & Fox, 1986)
Cat 6 Beh. (Blake, Cool, & Crawford, 1974)
Lynx 5–6 Elec. (Maffei, Fiorentini, & Bisti, 1990)
Dog 11.6 Elec. (Odom, Bromberg, & Dawson, 1983)
Horse 23.3 Beh. (Timney & Keil, 1992)
Cow 2.6 Beh. (Rehkamper, Perrey, Werner, 

Opfermann-Rungeler, & Gorlach, 2000)
Sea lion (underwater) 3 Beh. (Schusterman & Balliet, 1971)
Tree squirrel 3.9 Beh. (Jacobs, Birch, & Blakeslee, 1982)
Ground squirrel 4 Beh. (Jacobs et al., 1980)
Rat (pigmented) 1.2 Beh. (Birch & Jacobs, 1979)
Rat (albino) 0.4 Beh. (Birch & Jacobs, 1979)
Mouse 0.5 Beh. (Gianfranceschi, Fiorentini, & Maffei, 1999)
Tree shrew 1.2–2.4 Beh. (Petry et al., 1984)
Opossum 1.3 Elec. (Silveira et al., 1982)
Wallaby 2.7 Beh. (Hemmi & Mark, 1998)
Numbat 5.2 Beh. (Aresse et al., 1999)

Amphibia Frog 2.8 Beh. (Aho, 1997)

Reptilia Turtle 4.4–9.9 Elec. (Northmore & Granda, 1991)

Aves Pigeon 12.6 Beh. (Hodos, Bessette, Macko, & Weiss, 1985)
Owl 8–10 Beh. (Martin & Gordon, 1974)
Eagle 140 Beh. (Reymond, 1985)
Falcon 73 Beh. (Reymond, 1987)

Pisces Goldfish 1.5–2.5 Beh. (Northmore & Dvorak, 1979)

Note. Beh.: behavioral; elec.: electrophysiological.

problem. Its nocturnal environment offers only a small
amount of light. To harvest photons efficiently, the pupillary
aperture is opened wide, and the retinal wiring is arranged to
support increased spatial summation of neural signals. The re-
sult is diminished spatial acuity but the ability to see under
very low light levels. Interestingly, unlike the eagle, spatial
acuity in the opossum changes little over a considerable range
of luminance differences (Silveira, Picanco, & Oswaldo-Cruz,
1982). Whether nocturnal species like the opossum require
increased spatial or temporal summation or some specific
combination of the two is a complex question, the answer
to which appears to depend on the details of their behavior
(Warrant, 1999).

Here we have considered the spatial resolution abilities of
various vertebrates. As indicated previously, compound eyes
present an entirely different set of restrictions and opportuni-
ties. Visual acuity in compound eyes is determined princi-
pally by the angular spacing of the ommatidia, and on average
this limits visual acuity to about 0.5 cycle/deg. Measurements
of acuity of a number of insects reveal that some exceed this

value through regional specializations of the compound eye
of the sort described earlier. On the other hand, many noctur-
nal insects also have much poorer visual acuity than this
value. In a number of cases direct correspondences can be
seen between insect spatial vision and their visual behaviors
(Land, 1997).

Exploiting Chromatic Cues

At the beginning of this chapter I noted that there is virtually
infinite variation in the spectral energy distributions from light
sources and objects and that light thus offers an immense
amount of potential information to a viewer. How much of this
potential is realized? Photopigments effectively serve as coun-
ters that initiate a photoreceptor signal whose magnitude
reflects the number of captured photons. That signal is trans-
formed by the visual system into a visual sensation corre-
spondingly varying in magnitude. If the eye has only a single
photopigment, the resulting sensation lies along a single di-
mension. In the case of human vision this is the dimension of
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brightness or lightness. For human viewers tested at any single
state of light adaptation, there are only 100 or so discrim-
inable steps along this (achromatic) dimension. Having had
only a single photopigment, it is a reasonable guess that our
earliest seeing ancestors likely were similarly limited. An
early step in the evolution of eyes was the addition of a second
type of photopigment (Figure 3.9). This provides potential
benefits because it expands significantly the size of the spec-
tral window through which photons can be captured and thus
yields a considerable visual advantage given the broad spec-
tral patterns of most naturally occurring stimuli. If the outputs
from receptors containing the two types of pigments are sim-
ply added together, the number of discriminable brightness
steps will not increase. On the other hand, if signals originat-
ing from the two photopigments are compared in the nervous
system in a fashion that computes the relative effectiveness of
any light on the two pigments, a new dimension of sensation
can emerge: color.

The mechanism allowing this new (chromatic) dimension
is the presence in the nervous system of spectrally opponent
neurons. These cells effectively subtract the (log transformed)
inputs from afferents carrying signals that originated in the
two types of pigments. Such information allows one to distin-
guish between variations in the wavelength and radiance
content of a stimulus. So, for example, color vision allows
discrimination between stimuli having their peak radiances in
the long and short wavelengths respectively (like the sun and
blue sky of Figure 3.1) regardless of their absolute radiance
levels. The effect of this arrangement is to add a second, or-
thogonal, dimension to the animals’discrimination space, and
because this chromatic dimension adds information at each of
the span-of-brightness steps, the net result is enormous ex-
pansion in the number of radiance-wavelength combinations
that can be effectively discriminated one from another. The
presence of spectrally opponent cells in the visual systems of
virtually all animals attests to the great advantage that accrues
from both adding a second pigment and then using such
mechanisms to gain a dimension of color vision. An alterna-
tive argument offered for the early evolution of spectrally op-
ponent mechanisms is that they are relatively insensitive to
fast flickering lights and thus that they may have served to re-
move the perception of flicker resulting from wave action that
is inherent in shallow water environments. Such flicker, it is
argued, would have made it difficult to detect the presence of
potential predators (Maximov, 2000).

In the course of evolution, opsin gene changes added pig-
ments to the original two with the result that, for instance,
contemporary vertebrates may have three or four separate
types of cone pigments. Through additional spectral oppo-
nency, the presence of a third pigment type can potentially

provide another dimension of color vision. This allows for
much finer discriminations among stimuli that vary in spectral
content, and the net result is that the number of differences
that can be discerned among stimuli that vary in wavelength
and radiance climbs very significantly. Humans have three
cone photopigments and two dimensions of chromatic experi-
ence (red/green and yellow/blue) in addition to an achromatic
dimension. What this does for discrimination can be inferred
from a recent estimate suggesting that people should be able
to discern as many as 2.3 million different colors (Pointer &
Attridge, 1998). This is a staggering number, and whether or
not this estimate is accurate, it underlines one of the great
advantages of acquiring a color vision capacity.

The relationship between number of photopigments and
color vision dimensionality just described was firmly estab-
lished through studies of normal and defective human color
vision. Most people have three types of cone pigments and
trichromatic color vision. Those individuals reduced to two
types of cone pigments through gene changes have a single
chromatic dimension (dichromatic color vision). Pigment
complements are now known for many species, and a basic
question is how well these relationships between pigments
and color vision hold for other animals. Studies sufficient to
establish the dimensionality of color vision have been re-
ported for a number of nonhuman species (for reviews, see
Jacobs, 1981; Menzel & Backhaus, 1991; Neumeyer, 1998).
The general outcome is that the number of photopigment types
can indeed predict the dimensionality of color vision. Thus,
for example, of the species whose pigments are represented in
Figure 3.8, the honeybee and macaque monkey have three
photopigments and are trichromatic, whereas the goldfish
with four pigments has acquired an added dimension of color
vision and is tetrachromatic. Although results from pigment
measurements and tests of color vision often line up well,
there are instances where human color vision does not provide
a very good model for color vision in other species. One ex-
ample of this comes from behavioral studies of insects show-
ing that although the utilization of signals from different
photopigment types are processed through opponent mecha-
nisms, they may be compulsively linked to specific aspects of
behavior; for example, feeding responses and egg laying in
butterflies are triggered by the activity of different combina-
tions of photopigment signals (Menzel & Backhaus, 1991).
Color vision in these species simply does not have the gener-
ality across stimulus conditions of the kind characteristic of
human color vision.

Although knowledge of the number of photopigments may
provide insight into the dimensionality of an animals’color vi-
sion, that fact by itself does not predict how acute the resulting
color vision will be. That property will depend on the number
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the cones containing different pigments types, on their spec-
tral properties and spatial distributions in the retina, and on the
nature of chromatic opponent circuits formed from their out-
puts. Domestic cats and human deuteranopes both have two
types of cone pigments with spectral properties that are not
greatly different for the two species, and both formally have
dichromatic color vision. However, with many more cones
and much more robust spectral opponency, the human dichro-
mat will have much better color vision than the cat. The point
is that the quality of the resulting color vision, and likely the
centrality of its role in vision, can be established only through
appropriate behavioral examinations.

The human model gives us great familiarity with trichro-
matic color vision, but at least among vertebrates it seems pos-
sible that tetrachromatic color vision may be at least as
widespread as trichromatic color vision. Many teleost fish
have four types of cone pigments, as do many birds, and they
could all be tetrachromats (Bowmaker, 1995; Bowmaker,
Heath, Wilkie, & Hunt, 1997; Vorobyev, Osorio, Bennett,
Marshall, & Cuthill, 1998). The question of why some animals
have dichromatic color while others are trichromats or even
tetrachromats remains unanswered. One suggested answer is
based on the nature of photopigment spectra and the spectral
band over which animals see (Kevan & Backhaus, 1998). The
spectral span covered by the photopigments of tetrachromats is
larger than that of trichromats (compare goldfish photopig-
ments to those of the other species shown in Figure 3.8). The
generation of color signals by spectral opponency requires that
the spectral sensitivities of the pigments being compared over-
lap. Because the bandwidths of pigment spectra are fixed, in
order to assure sufficient overlap to yield usable color signals
one necessarily requires additional pigments to cover a broader
spectral window. Some calculations suggest that for optimal
color discrimination one pigment is required for about every
100 nm of spectral range (Kevan & Backhaus, 1998). This ar-
gument may seem a bit circular in the sense that it does not an-
swer the question of why one needs an expanded spectral range
to begin with. The answer to that question presumably lies in
the details of how individual species use their color vision.

If adding more cone types and more dimensions in color
spaces greatly expands the range of discriminations that can
be made, why have all animals not become, say, pentachro-
mats? This, too, undoubtedly reflects the nature of discrimi-
nations that are important for survival in any particular animal
line. More generally, however, there are inevitable costs asso-
ciated with adding cone types to support a new color vision
capacity. For one thing, adding a new class of cone reduces
the number of cones containing the previous pigment types
and hence reduces the signal to noise ratio of each of the cone
types. This could make the color vision less efficient
(Vorobyev & Osorio, 1998; Vorobyev et al., 1998). For

another, in many visual systems the neural circuits required to
yield spectral opponency are quite specific, so acquiring new
color capacity may require elaborate nervous system changes
as well as pigment addition.

Opsin genes were apparently lost during the early history
of mammals (Figure 3.9), and as a result the baseline condition
for contemporary mammals is the presence of two different
types of cone photopigment in the retina. This allows many
mammals to have dichromatic color vision, although even that
capacity is often somewhat feeble because most animals of
this group do not have large numbers of cones (Jacobs, 1993).
Primates provide a striking exception to this picture: Their
retinas typically contain lots of cones, and many of them have
excellent trichromatic color vision. Because good color vision
must somehow have reemerged among the primates, the story
of color vision in this group can provide a good example of the
utility of exploiting chromatic cues.

Some 90 species of catarrhine primates (Old World mon-
keys, apes, and people) share in common their color vision
capacities (Jacobs & Deegan, 1999). It appears now that all of
these animals have keen trichromatic color vision based on
the presence of three classes of cone containing pigments
absorbing maximally in the short (S), middle (M), and long
(L) wavelengths and an associated visual system that supports
spectrally opponent comparisons of signals from these three.
The genes specifying the three opsins are located on Chromo-
some 7 (S) and at neighboring locations on the X chromosome
(M and L), the latter two being almost structurally identical
(Nathans et al., 1986). New World (platyrrhine) monkeys pre-
sent a very different picture. Most of these species have poly-
morphic color vision with individual animals having any of
several versions of trichromatic or dichromatic color vision so
that there may be as many as six discretely different forms of
color vision within a species (Jacobs, 1998a). The polymor-
phism reflects variations in the array of cone pigments found
in individual animals that in turn arise from opsin gene varia-
tions. Like the catarrhines, the S-opsin gene in these monkeys
is on Chromosome 7, but unlike the Old World primates the
platyrrhine monkeys have only a single X-chromosome opsin
gene. There is M/L gene polymorphism at that locus, account-
ing for the individual variations in color vision. As indicated
in Figure 3.14, all these monkeys share in common the S pig-
ment, but individuals have either any one of the three M/L
pigments or any pair of the three, leading to six different color
vision phenotypes. An important feature of the polymorphism
is that because males have only a single X chromosome, they
will inevitably have only a single M/L pigment and, thus,
dichromatic color vision. With the benefit of two X chromo-
somes, females may become heterozygous at the pigment
gene locus, and if they do, they have two different M/L
pigments and trichromatic color vision (Jacobs, 1984).
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There is even further variation in color vision of the New
World monkeys. Earlier I noted that some mammals have lost
functional S-cone pigments through opsin gene mutation.
One such animal is the nocturnal owl monkey (Aotus) that, by
having only a single M/L cone pigment and no S pigment,
ends up with no color vision at all (Jacobs, Deegan, Neitz,
Crognale, & Neitz, 1993). A second exception to this poly-
morphic theme is seen among howler monkeys (Alouatta).
Instead of being polymorphic, these monkeys have a gene/
photopigment/color vision arrangement that is effectively the
same as that of the Old World monkeys (i.e., they are univer-
sally trichromatic). Finally, Figure 3.14 illustrates a polymor-
phism that is based on three M/L opsin genes, but the fact is
that some species of New World monkey have only two such
genes while others may exceed three (Jacobs, 1998a).

Figure 3.15 summarizes the color vision variations so
far described among the anthropoid primates. The figure
includes results from species drawn from about half of the

43 genera that make up this group. This information, along
with comparisons of primate opsin gene sequences, can pro-
vide scenarios for the evolution of primate color vision. One
is that our earliest primate ancestors had two cone pigments
(an S and a single M/L pigment) similar to that seen in most
other mammals. Perhaps about 30 MYA to 40 MYA that sin-
gle X-chromosome gene duplicated and the newly produced
gene subsequently diverged in structure so that the pigment it
specified differed in spectral absorption from the product of
the original gene. This would allow for separate M and L
pigments and set the stage for routine trichromatic color
vision. The fact that the details of color vision are so similar
among all of the catarrhine primates is evidence that these
gene changes occurred early in catarrhine evolution. It fur-
ther seems likely that the lines to modern platyrrhines and
catarrhines diverged at a time prior to the point of gene du-
plication (Arnason, Gullberg, & Janke, 1998). An implication
of this conclusion is that the polymorphism that allows some
individuals to have trichromatic color vision was entirely a
platyrrhine invention.

Tests of dichromatic and trichromatic humans show that
there are enormous visual advantages in being trichromatic,
and the same conclusion is supported by the fact that trichro-
macy has been conservatively maintained in all of the Old
World monkeys and apes. Given that, why haven’t the New
World monkeys moved beyond the polymorphic arrangement
that allows only about half of the individuals to have a trichro-
matic capacity? It may be nothing more than a matter of bad
timing. The gene duplication that was required to convert ca-
tarrhines from dichromats to trichromats is a low probability
event. It occurred early in catarrhine history, well before the
great burst of speciation in that line, and thus all succeeding
animals were able to profit from the change. X-chromosome
opsin gene duplication has also happened at least once in
platyrrhines (in the howler monkeys, as mentioned earlier).
Unfortunately, this duplication occurred subsequent to much
of the divergence that has led to modern day platyrrhines (per-
haps only about 13 MYA), and thus no other New World mon-
keys have been able to take advantage of the color vision
arrangement that the howler monkeys invented.

Studies such as those of primate color vision provide ex-
cellent examples of evolutionary changes in an important fea-
ture of animal vision. It is clear that color vision can increase
dramatically an animal’s capability to discriminate differ-
ences in its visual world, and it is useful to consider briefly
the ends to which this enhanced capacity is directed. There is
much contemporary discussion of the practical utility of color
vision, of how a particular color capacity fits into local
need. Thus, for example, the relationships between floral
coloring and insect color vision (Kevan & Backhaus, 1998),
between bird plumage characteristics and avian color vision

Figure 3.14 Schematic representation of the photopigment basis for the
polymorphic color vision of most New World monkeys. At the top are the
spectral absorption functions of four classes of cone photopigments charac-
teristic of the species. The box at the bottom shows the six combinations of
these photopigments. Each is found in some individual animals, and each
yields a different type of color vision. (After Jacobs, 1998a.)
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(Vorobyev et al., 1998), and between fish color vision and fish
coloration (Marshall, 2000) have all been examined. For the
primates, a common hypothesis is that many primates are fru-
givorous and must find fruit—a target that is often embedded
in a sea of foliage—and therefore must determine whether
that fruit is properly ripe (Figure 3.3). The principal cues
for these tasks are the differences in the spectral reflectance

properties of the fruit and their surroundings, and, as the
argument goes, an ability to detect such differences could
be materially aided by a trichromatic color capacity (Jacobs,
1999; Mollon, 1991). Thus, it may be that this relationship
supported the evolution of primate trichromatic color vision.
A number of recent studies that consider direct measure-
ments of the spectral properties of target fruits in the context
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Figure 3.15 A tentative phylogeny of color vision for various anthropoid primates. Information is currently available for
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patterns of color vision: trichromatic (routine)—virtually all individuals share the same trichromatic color vision; trichro-
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of the details of monkey vision do find that primate trichro-
macy is well suited for these fruit-harvesting tasks (Osorio &
Vorobyev, 1996; Regan et al., 1998; Sumner & Mollon,
2000b). A problem is that most trichromatic primates are
not exclusive frugivores, and some even eschew fruits
almost completely. To account for them, it is suggested that
trichromatic color vision is also particularly well suited for
the detection and evaluation of leaves that make up a princi-
pal part of the diet of many species (Lucas, Darvell, Lee,
Yuen, & Choong, 1998), and there is evidence for that possi-
bility as well (Dominy & Lucas, 2001; Sumner & Mollon,
2000a).

CONCLUDING REMARKS

Proverbs (29:8) instructs us, “Where there is no vision, the
people perish.” In its literal sense this famous biblical citation
is incorrect, both for people and for other species. It is clearly
possible to survive and prosper without any vision at all, as
for instance some species of cave fish and burrowing rodents
are able to do. But these are clear exceptions, and the vast
majority of animals has evolved and carefully maintained the
biological machinery required to extract meaning from light.
Comparative studies of vision and the visual system of the
sort covered in this review have proven invaluable in reveal-
ing the impressive range of mechanisms that can be used to
support sight. Understanding these adaptations provides a
key to our appreciation of the natural world and is utterly
indispensable in illuminating our own vision.
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The world is filled with acoustic vibrations, sounds used by
animals for communication, predator evasion, and, in the
case of humans, also for artistic expression through poetry,
theater, and music. Hearing can complement vision and other
senses by enabling the transfer of acoustic information from
one animal to the next. In some instances, acoustic signals
offer distinct advantages over visual, tactile, and chemical
signals. Sound can be effectively transmitted in complete
darkness, quickly and over long distances. These advantages
may explain why hearing is ubiquitous in the animal world,
in air and underwater.

The ability to detect and process acoustic signals evolved
many times throughout the animal kingdom, from insects
and fish to birds and mammals. Even within some animal
groups, there is evidence that hearing evolved indepen-

dently several times. Ears appear not only on opposite sides
of the head, but also on a variety of body parts. Out of this
diversity, one finds fascinating specializations but also a
surprising number of general principles of organization and
function. Comparative studies of hearing attempt to bring
order to these findings and to deepen our understanding of
sound processing and perception.

Research on comparative hearing includes a vast number
of behavioral measures of auditory function, as well as elab-
orate neuroanatomical and neurophysiological studies of the
auditory structures and signal processing. To review all
common measures of auditory function, anatomy, and phys-
iology in all species studied to date is far beyond the scope
of this chapter. Instead, we review selected data from repre-
sentative species, which allow us to highlight general prin-
ciples and noteworthy specializations. We begin with a brief
introduction to acoustic stimuli, followed by a review of
ears and auditory systems in a large sample of species, and
we conclude with a comparative presentation of auditory
function in behavioral tasks. Due to the breadth of this
topic, we have omitted most biophysical observations. For
the reader who wishes to follow up on any or all topics cov-
ered here in more detail, we recommend Fay, Popper, and
colleagues.

The first author was supported by MH56366, and the second author
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Overview of Acoustic Stimuli

Many features of hearing organs are simple consequences of
the nature of sound waves. These are fluctuations in pressure
propagating away from the source with a certain velocity.
Therefore, devices sensitive to pressure, either pressure
receivers or pressure gradient receivers, may detect sound.
Because movement of particles in a medium is directional,
receivers sensitive to this component of sound are inherently
directional. Both types of detectors have evolved in the
animal kingdom.

Sound behaves in a complicated manner close to a sound
source (the near field) because sources are rarely the ideal
small pulsating sphere. Further away in the far field (about
1 wavelength) sound behaves more simply, especially if there
are no reflections. Sound waves can be characterized by their
intensity or sound pressure level, frequency, and wavelength,
all of which impact the detection, discrimination, and local-
ization of acoustic signals.

Sound transmission distance is influenced by the charac-
teristics of the acoustic signal and the environment (e.g.,
Wiley & Richards, 1978). These data, together with psy-
chophysical measures of auditory function, can be used to
estimate the communication range of a given species (see
Figure 4.1). For a detailed discussion of acoustics and their
constraints on hearing in different environments, we refer the

reader to comprehensive books by Beranek (1988) and Pierce
(1989).

AUDITORY PERIPHERY

Auditory hair cell bundles must be displaced for sensory
transduction to occur. Although the basics of mechanoelectri-
cal transduction are very similar among vertebrates, there are
many ways to achieve movement of hair cell cilia because
there are different physical constraints on the animals that de-
tect sound in air or water. In water, soft tissues are acousti-
cally transparent. Therefore, sound waves traveling through
the body in water cause little direct displacement of hair cell
bundles. Fish and amphibians solve this problem through rel-
ative motion between the hair cells and a denser overlying
structure called an otolith (Lewis & Narins, 1999; Popper &
Fay, 1999). In air, tympanic membranes and middle ear bones
of terrestrial vertebrates compensate for the impedance mis-
match between air and the water-filled inner ear cavities
(Fritzsch, Barald, & Lomax, 1998).

Hearing is an evolutionarily ancient sense because verte-
brate fossils possess an inner ear. Furthermore, such “primi-
tive” vertebrates as lampreys and the coelacanth have inner
ears (Popper & Fay, 1999). Modern vertebrates are thought to
have evolved from a primitive group of jawless fishes. These
early fishes gave rise to two separate evolutionary lines, the
cartilaginous fishes (Chondrichthyes) and the bony fishes
(Osteichthyes), as well as to the modern jawless fish. Early in
bony fish evolution, the crossopterygian fishes are thought to
have split off, to give rise eventually to the tetrapods. This
lineage gave rise to the amphibians and then the stem reptiles.
These early reptiles then diverged, leading to the evolution
of two groups, the birds and crocodilians and the mammals.
There have been significant modifications to the ear in all
lineages.

Insects

Insect ears appear often in evolution and generally have three
major features: (a) thinning of cuticle over the organ to form
tympanum that is moved by air pressure, (b) formation of an
air cavity of tracheal origin sometimes expanded into a cham-
ber, and (c) innervation of this complex by sensory cells.
Sound vibrates the tympanum and transmits motion to the
sensory cell. Thus unlike vertebrate ears, where airborne vi-
brations are converted into vibrations in fluid by middle ear
bones, no such conversion is required in insects. Most insect
ears do not have many receptor cells, but tonotopic organiza-
tion has developed where there are many receptors. For
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level (from Dooling et al., 2000).
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example, crickets have relatively large ears, with 60 to 70 au-
ditory receptor neurons divided into two groups. The proxi-
mal group is sensitive to lower frequencies, whereas the
larger distal population is tuned over a frequency range from
the best frequency of cricket song (�5 kHz) to ultrasound.
Another strategy has been to develop different ears with dif-
ferent sensitivities: Mantis ears exhibit sensitivity to low fre-
quencies in their mesothoracic ear and sensitivity to high
(ultrasonic) frequencies in the metathoracic ear (Yager,
1999).

Fishes

The auditory organs of fishes are the saccule, lagena, and utri-
cle. Each has sensory tissue containing hair cells and support
cells overlain by an otolith. The otolith organ most used in
hearing varies among species. In the herrings the utricle is spe-
cially adapted for receiving acoustic input, but in most fishes
the saccule is the primary auditory organ. Most bony fishes
have a swim bladder or other gas-filled “bubble” in the ab-
dominal cavity or head. As sound pressure fluctuations occur,
the bubble expands and contracts according to the amplitude
of motion characteristic of the enclosed gas. The swim bladder
thus becomes a monopole sound source. The motions of the
swim bladder walls may reach the ears of some species and
cause relative motion between the otoliths and underlying hair
cells. In this case, the sound pressure amplitude determines
hair cell stimulation. In most fishes response of the ear to
sound is determined simultaneously by the ear detecting parti-
cle motion in its “accelerometer” mode and by the ear detect-
ing sound pressure via the swim bladder response. In some
species the swim bladder is specifically linked to the ear via
specialized mechanical pathways. The best known such path-
way is the Weberian ossicle system, a series of four bones con-
necting the anterior swim bladder wall to the ears. Fishes with
such ossicles are considered to be “hearing specialists” in that
their sensitivity and bandwidth of hearing is generally greater
than for animals lacking such a system. The herrings and the
mormyrids have gas bubbles near the ears in the head and are
thus also considered to be hearing specialists (Popper & Fay,
1999).

Frogs

With the movement to land, all the major features of the
amniote ear appeared, including the tympanum, middle ear,
impedance-matching ossicles inserted in the oval window, a
tectorial body overlying the hair cells, and specialized audi-
tory end organs (Lewis & Narins, 1999). The ossicles act as
an impedance transformer because they transmit motion of

the tympanic membrane to the fluid-filled inner ear. Differen-
tial shearing between the membranes and hair cell cilia stim-
ulates the hair cells. The sensory hair cells of the frog (Rana)
have been used to identify the cellular basis of transduction,
mechanosensitive channels located at the tips of the stereo-
cilia (Hudspeth, Choe, Mehta & Martin, 2000). Hair cells are
depolarized by movement of the stereocilia and release
neurotransmitter onto their primary afferents.

Frogs have very specialized peripheral auditory systems,
with two end organs, the amphibian and basilar papillae. This
duplication may increase the frequency range because the
basilar papilla is sensitive to lower frequencies than is the
amphibian papilla (Lewis & Narins, 1999). The discovery of
a papilla structure in the coelacanth similar to the amniotic
basilar papilla suggests that this organ arose before the evo-
lution of tetrapods (Fritzsch, 1998). There is debate about the
homology of the amphibian papilla with the basilar papilla or
cochlea of amniotic vertebrates (see Lewis & Narins, 1999).
The amphibian papilla is functionally similar to the amniote
papilla, but a lack of structural similarity suggests that these
organs arose in parallel, with the common function reflecting
a basic auditory role. Paleotological evidence suggests that
the amniote tympanic ear may have evolved independently
at least 5 times, in synapsids, lepidosauromorph diapsids,
archosauromorph diapsids, probably turtles and amphibians
(Clack, 1997).

In frogs the air spaces of the middle ear open widely to the
mouth cavity via large eustachian tubes. This wide pathway
of communication between the two ears and the mouth and
lungs (and possibly the endolymphatic sac, which is located
dorsally on the animal’s neck and upper back) makes possible
several potential pathways of sound both to the outer and
inner surface of the tympanic membrane. Evidence exists that
the ears of some anurans operate both as pressure receivers
and as pressure gradient receivers in certain frequency
ranges. Because pressure gradients are vector quantities, the
ear operating in this mode is inherently directional (Lewis &
Narins, 1999).

Reptiles

The reptilian ear has a new feature: a basilar membrane, a thin
partition in the fluid partition along which alternating pres-
sures are transmitted (Wever, 1978). Despite the uncertainty
surrounding the amphibian ear, and the parallel evolution of
the middle ear in amniotes, the evolution of the stereotypical
basilar papilla of modern amniotes begins with the stem rep-
tiles (Manley, 2000; M. R. Miller, 1980). The key features of
this auditory organ are seen in turtles. The turtle basilar
papilla is a flat strip of membrane populated by approximately
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1,000 hair cells (Köppl & Manley, 1992). Salient features in
papilla evolution include lengthening and curvature of the
sensory epithelia, features thought to both enhance sensitivity
and extend the audible frequency range (Gleich & Manley,
2000). The avian-crocodilian and mammalian lineages are
thought to have diverged from the stem reptiles quite early,
and the papillae of these groups are believed to have evolved
in parallel. Elongation relative to the turtle papilla is seen in
all groups. In addition, lizards display a unique population of
freestanding hair cells that are sensitive to higher frequencies.
How is frequency tuning achieved? Recordings from turtle
hair cells show that a major part of the peripheral tuning
mechanism resides in the individual hair cells; that is, they
display electric tuning (Fettiplace, Ricci, & Hackney, 2001).
Other mechanisms may also apply (Manley, 2000).

Birds

The outer ear of birds includes an external canal and a middle
ear similar to those of the amphibians and reptiles in having a
single major ossicle, the columella. The efficiency and fre-
quency response of this system is not unlike that of mammals
in the frequency range below about 2000 Hz. The columellar
middle ear probably should not be considered the major fac-
tor limiting the frequency range of hearing because at least
one species (the barn owl) has extended its range consider-
ably without abandoning the columella design (Gleich &
Manley, 2000). The inner ear of birds includes a cochlea in
addition to an associated lagena. A cross section of the bird
basilar membrane and papilla shows many rows of hair cells
that vary in height across the membrane. There are not two
types of hair cells, like there are in mammals, but the tall hair
cells closest to the neural edge of the papilla provide the most
afferent input to the auditory nerve dendrites, whereas short
hair cells furthest from the neural edge receive purely effer-
ent innervation. In general, the height of the hair cell stereo-
cilia varies smoothly from one end of the papilla to the other.
Long stereocilia have been associated with low frequency
sensitivity, and short with high frequency sensitivity. It is
likely that a frequency analysis occurs along the basilar mem-
brane of the bird ear in much the same way that it occurs
among mammals (Fuchs, 1992).

Mammals

Mammals have three middle ear bones that work together as
a lever system to amplify the force of sound vibrations. The
inner end of the lever moves through a shorter distance but
exerts a greater force than the outer end. In combination the

bones double or triple the force of the vibrations at the
eardrum. The muscles of the middle ear also modify the am-
plification of this lever system and can act to protect the ear
from large vibrations. The stapes passes the vibrations to the
oval window or opening in the bony case of the cochlea. The
oval window is 15 to 20 times smaller than the eardrum,
which produces some of the amplification needed to match
impedances between sound waves in the air and in the
cochlear fluid and set up the traveling wave in the inner ear.

In mammals, sensory cells are organized on the basilar
membrane into one row of inner hair cells (inner because
they are closer to the central core of the cochlear) and three to
five rows of outer hair cells (Dallos, 1996). Inner hair cells in-
nervate Type 1 primary afferents and are innervated by a very
few efferents. Outer hair cells are sparsely innervated by
Type 2 primary afferents and receive more efferent terminals.
Type 1 afferents comprise 95% of total afferents, and they
convey the frequency, intensity, and phase of signal to the au-
ditory nerve. Sound frequency is encoded by place on the
cochlea; intensity is encoded by the DC component of recep-
tor potential; and timing is encoded by the AC component.
Such a system must act as a low pass filter, which places lim-
its on phase locking. There are two main theories about the
function of outer hair cells. One is that the traveling wave is
boosted by a local electromechanical amplification process;
that is, the outer hair cells act as a cochlear amplifier. The
other theory is that the outer hair cells mechanically affect
the movement of the tectorial membrane. If outer hair cells
are destroyed, frequency tuning is greatly diminished.

CENTRAL AUDITORY PATHWAYS

Auditory information is encoded in the activity of both single
neurons and arrays of neurons. This activity can be divided
into four major codes: rate, temporal, ensemble, and the la-
beled line-place principle (Brugge, 1992; Figure 4.2). These
codes assume the existence of a sensitive receiver or set of
neurons whose activity changes in response to the code.
None of the codes appear capable of transmitting the entire
array of spectral and temporal information (Brugge, 1992).
Instead, they appear to operate in various combinations de-
pending on the acoustic environment. Coding strategies also
appear to change at different levels of the central auditory
pathway, for example, when the phase-locked spikes of the
temporal code are converted to the place code output of neu-
rons sensitive to interaural time differences (ITDs). There is
no evidence that coding strategies differ among animals.

High-level neurons selective for complex stimulus fea-
tures have been found in every auditory system. These include
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Figure 4.2 Brugge (1992) has reviewed four major codes used in the auditory system: rate, temporal, ensemble, and the labeled line-place principle.

A. Rate: In the auditory nerve, sound intensity is encoded by the number of action potentials, which increase linearly with sound intensity over some range before
reaching a plateau. This plot shows a rate-intensity function for a cat cochlear afferent to a tone at best frequency. The y-axis plots discharge rate in spikes/second
(from Sachs & Abbas, 1974).

B. Temporal: Action potentials phase-lock to the waveform of the acoustic stimulus. Spikes occur most frequently at a particular phase of the tone, although not
necessarily in every tonal cycle. Thus the discharge pattern of a cochlear nerve fiber can encode the phase of a tone with a frequency above 1000 Hz even though
the average discharge rate is lower. Recording from a barn owl cochlear nucleus magnocellularis neuron plots the timing of action potentials with respect to
stimulus phase in a period histogram. The best frequency of this neuron was 5.2 kHz. From Sullivan and Konishi (1984). Copyright 1984 by the Society for
Neuroscience.

C. Ensemble: The existence of an ensemble code may be inferred or recorded with an array of microelectrodes. In the central nucleus of the inferior colliculus
of the barn owl, an array of neurons is individually sensitive to interaural phase differences, and their responses show phase ambiguity. The ensemble encodes
interaural time difference. From Wagner, Takahashi, and Konishi (1987). Copyright 1987 by the Society for Neuroscience.

D. Place: Within both the nucleus laminaris and the medial superior olive, inputs from left and right ears encode the timing of the stimulus at the two ears. This
temporal code is converted into a place code for interaural phase difference by circuit composed of delay lines and coincidence detectors (see text). Position or
place within the nucleus confers sensitivity to particular interaural phase differences (from Carr & Konishi, 1990).

the song-specific responses found in the song birds, pulse-
interval-specific neurons in the midbrain of the mormyrid
electric fish, and space-specific neurons in the space-mapped
region of the inferior colliculus of the barn owl (Figure 4.3). It
is not always clear what combination of inputs and intrinsic
properties conveys such specificity.

The basic anatomical organization of the central auditory
system does not differ greatly among vertebrates. These con-
nections are reviewed in chapters in The Mammalian Auditory
Pathway: Neuroanatomy (Webster, Popper, & Fay, 1993), in
Neurobiology of Hearing (Altschuler, Hoffman, Bobbin, &

Clopton, 1991), and in The Central Auditory System (Ehret &
Romand, 1997). The primary auditory nuclei send a predom-
inantly contralateral projection to the auditory midbrain and
in some vertebrates to second-order (olivary) nuclei and
lemniscal nuclei. The auditory midbrain generally projects
bilaterally to dorsal thalamus and then to hypothalamus and
telencephalon. Major differences among central auditory
structures appear seldom in evolution. Selective forces dri-
ving these changes have been ascribed to the development of
new end organs in the auditory periphery and to the increased
use of sound (Wilczynski, 1984).



76 Comparative Psychology of Audition

INTER-CLICK-INTERVAL (ms)

SP
IK

E
S

/T
R

A
IN

0
1 10 100

1

2

3

4

5

INTERAURAL TIME DIFFERENCE (�s)

(C)

(B)

(A)
%

 M
ax

im
um

 r
es

po
ns

e

Noise

SONG PRESENTATIONS

0
�240 240

R71

�120 1200

20

40

60

80

100

Figure 4.3 High-level neurons are sensitive or selective for complex stim-
ulus features. A combination of auditory inputs, plus cellular features of
these neurons, underlies this emergent sensitivity.

A. Selective neuron in the torus semicircularis of the mormyrid fish responds
to the temporal features of complex sounds used in acoustic displays. This
neuron was sensitive to particular interclick intervals found in the grunt ele-
ment of the courtship signal (from J. D. Crawford, 1997).

B. Selective neuron in the higher vocal center of the white crown sparrow re-
sponds to the bird’s own song. The song has three phrases: an introductory
whistle, a buzz, and a trill. Multiunit neuronal activity was elicited by five
repetitions of the bird’s own song. Arrows mark the end of each phrase (from
Margoliash & Konishi, 1985).

C. Selective response of a space-specific neuron in the external nucleus of
the inferior colliculus of the barn owl, plotted as a function of interaural time
difference. These neurons are also selective for particular interaural level dif-
ferences (not shown). When stimulated with noise, this neuron responds to a
characteristic delay of –60 µs (from Takahashi, 1989).

Fay, 1998). The tasks of the insect auditory system are to
filter important signals out of the environmental noise includ-
ing specific frequencies, patterns, and loudness and to deter-
mine the location of the sound source. Behavioral studies
have shown that crickets can phonotax, or orient toward,
sound (as shown later in Figure 3.13). These studies have
shown that crickets are sensitive to a wide range of frequen-
cies, with intraspecific signals being most important (Pollack,
1998). They recognize cricket song, particularly pulse period.
In the cricket central nervous system, there are neurons that
encode the frequency, intensity, direction, and temporal
patterns of song. These include multiple pairs of identified
interneurons, including the intrasegmental neurons that re-
spond to the temporal pattern of the song (Pollack, 1998).

Fishes

Psychophysical studies have shown that fish hear in the same
sense that other vertebrates hear (Fay, 1988). This conclusion
is based on behavioral studies of their sensitivity and dis-
criminative acuity for sound. The best sensitivity for hearing
specialists is – 40 to – 50 dB (re 1 dyne per cm2) units, be-
tween 200 Hz and 1500 Hz. Fishes without swim bladders or
without clear connections between the swim bladder and the
ear have best sensitivities between –35 dB and about 10 dB,
between 50 Hz and 500 Hz. Sound pressure thresholds for
fish that do not use the swim bladder in hearing are inade-
quate descriptors of sensitivity. The sensitivity of these ani-
mals is thus dependent on sound source distance and is better
described in terms of acoustic particle motion. Fish ears are
also inherently directional (Popper & Fay, 1999).

In all vertebrates the auditory nerve enters the brain and
divides into two (ascending and descending) branches. In
bony fish the ancestral pattern is for auditory and vestibular
inputs to project to the anterior, magnocellular, descending
and posterior nuclei of the ventral octaval column. Within
fish that are auditory specialists, new more-dorsal auditory
areas arise from the ventral column (McCormick, 1999).
Auditory projections to the descending and anterior octaval
nuclei have appeared independently many times in hearing
specialists. Both the anterior and descending nuclei project to
the auditory area of the central nucleus of the midbrain torus.
This area is located medial to the lateral line area. In hearing
specialists, secondary octaval and paralemniscal nuclei ap-
pear in the hindbrain. The secondary octaval nuclei receive
input from the descending nucleus and project to the central
nucleus. Many toral neurons phase-lock to the auditory
stimulus, and some exhibit sharp frequency tuning, although
the majority of toral units are more broadly tuned (Feng &
Schellart, 1999). Some fish use sound for communication,
and there are neurons in the central nucleus that are sensitive

Insects

Insects hear to obtain information about their environment,
so moths and mantises hear the echolocating sounds of bats,
whereas crickets localize their mates (see Hoy, Popper, &
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Figure 4.4 Simplified summary of possible acoustic circuits in otophysan
fish, modified from McCormick (1999). A secondary octaval population ap-
pears in otophysan fish and in some other bony fish. This population projects
to the midbrain, as do the anterior and descending nuclei. The major ascend-
ing projections from the midbrain is to the central posterior nucleus of the
thalamus.

Frogs (Anurans)

Psychophysical hearing data exist only for the frogs. Many
frogs vocalize during mating and other social interactions,
and they are able to detect, discriminate, and localize
species-specific vocalizations. Behavioral studies have ex-
ploited the natural tendency of frogs to orient to sounds
broadcast in a more or less natural setting (Zelick, Mann, &
Popper, 1999). In frogs afferents project to the specialized
dorsal medullary nucleus, and ventrally and laterally to the
vestibular column. The dorsal nucleus is tonotopically orga-
nized with high-frequency responses from the basilar papilla
medial and lower best-frequency responses from the am-
phibian papilla mapped laterally (McCormick, 1999), as well
as typical V-shaped tuning curves (Feng & Schellart, 1999).
A major transformation in the signal representation takes
place in the dorsal nucleus, with primary like, onset, pauser,
and chopper discharge patterns recorded (Feng & Schellart,
1999). These four discharge patterns may correspond to dif-
ferent processing streams or neural codes. The dorsal nu-
cleus projects both directly and indirectly to the auditory
midbrain torus, with projections to the superior olive and su-
perficial reticular nucleus (Figure 4.5). The superior olive re-
ceives bilateral input from the dorsal nucleus, and many
neurons there respond to a wide range of amplitude-modu-
lated stimuli. The ventral zone of the torus receives most of
the ascending inputs. It is tonotopically organized; its neu-
rons are often selective to amplitude-modulated stimuli; and
more neurons respond to complex sounds than in the
medulla (Feng & Schellart, 1999). The torus projects to the
central and posterior nuclei of the thalamus and to the stria-
tum. Recordings from the posterior nucleus show sensitivity
to the frequency combination present in the frog advertise-
ment calls, and many neurons in central thalamus are
broadly tuned and sensitive to specific temporal features of
the call (Feng & Schellart, 1999). The central thalamus pro-
jects to the striatum, the anterior preoptic area, and the ven-
tral hypothalamus. These connections may mediate control
of reproductive and social behavior in frogs (Wilcyznski et
al., 1993). The anterior thalamic nucleus supplies ascending
information to the medial pallium, although little is known
about pallial auditory processing.

Reptiles

The auditory central nervous system is organized in a com-
mon plan in both birds and reptiles, presumably due to the
conserved nature of the auditory sense and their close phylo-
genetic relationship (Carr & Code, 2000; Figure 4.6). The au-
ditory nerve projects to two cochlear nuclei, the nucleus
magnocellularis and the nucleus angularis, and sometimes to

to the grunts, moans, and howls produced by vocalizing
mormyrids (J. D. Crawford, 1997; see Figure 4.3, panel A).
The central nucleus has major ascending projections to the
dorsal thalamus (central posterior and sometimes anterior).
It also projects to the ventromedial nucleus of the ventral
thalamus, the posterior tuberculum, and the hypothalamus
(McCormick, 1999). The central nucleus and hypothalamus
are reciprocally interconnected, which may be related to the
role of sound in reproductive and aggressive behavior in
some fish. The telencephalon in bony fish is divided into dor-
sal and ventral areas, with the dorsal area proposed to be ho-
mologous to the pallium of other vertebrates, and the ventral
area to the subpallium. Two dorsal areas have been shown to
respond to sound (within dorsal medial pallium (DM) and
dorsal central pallium (DC); see Figure 4.4), but little is know
about auditory processing rostral to the midbrain.
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Figure 4.5 Simplified summary of possible acoustic circuits in ranid frogs,
modified from McCormick (1999). The midline dorsolateral nucleus pro-
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the second-order nucleus laminaris. The nucleus magnocellu-
laris projects to the nucleus laminaris that in turn projects to
the superior olive, to the lemniscal nuclei, and to the central
nucleus of the auditory midbrain (torus semicircularis, nu-
cleus mesencephalicus lateralis dorsalis, inferior colliculus).
The nucleus angularis projects to the superior olive, to the
lemniscal nuclei, and to the central nucleus of the auditory
midbrain. The parallel ascending projections of angularis and
laminaris may or may not overlap with one another, and prob-
ably do overlap in the primitive condition. Hindbrain auditory
connections are generally bilateral, although contralateral
projections predominate. The lemniscal nuclei project to mid-
brain, thalamic, and forebrain targets. The central nucleus of
the auditory midbrain projects bilaterally to its dorsal thala-
mic target (nucleus medialis or reuniens in reptiles, nucleus
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Figure 4.6 Connections of the auditory system in birds and reptiles, modi-
fied from Carr and Code (2000). The laterality of the connections is generally
indicated, with nuclei on the right given the generic terms (i.e., auditory mid-
brain) and the box on the left given the terms used in the literature (i.e., torus,
mLd, inferior colliculus). Nucleus angularis projects to the contralateral audi-
tory midbrain, with a smaller ipsilateral projection. Nucleus angularis also
projects bilaterally to the superior olive and dorsal nucleus of the lateral lem-
niscus and to the contralateral ventral nucleus of the lateral lemniscus. Projec-
tions from nucleus laminaris were demonstrated to the ipsilateral superior
olive, to the contralateral lemniscal nuclei, and to a small medial region in the
auditory midbrain bilaterally with the contralateral projection being much
denser than the ipsilateral one. Other nuclei having ascending connections
with the midbrain include the contralateral superior olive, the ipsilateral dor-
sal nucleus of the lateral lemniscus, the contralateral ventral nucleus of the lat-
eral lemniscus, and the contralateral midbrain. The ipsilateral superior olive
and ventral nucleus of the lateral lemniscus also project sparsely to the mid-
brain (Conlee & Parks, 1986). The midbrain projects to the nucleus ovoidalis,
which projects to Field L in the neostriatum. In songbirds Field L projects to
the higher vocal center (HVC), which in turn projects to the robust nucleus of
the archistriatum (RA). The descending archistriatal projections do not pro-
ject to the core of the hindbrain and midbrain auditory nuclei, but rather ter-
minate in the surrounding shell (Wild, Karten, & Frost, 1993).
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auditory stream originates with nucleus angularis (Takahashi,
1989). Auditory responses include primary like, onset, chop-
per, and complex Type IV responses (Köppl, Carr, & Soares,
2001). Recordings in the chicken cochlear nuclei have found
a similar but less clear segregation of function (Warchol &
Dallos, 1990). The similarities between the owl and the
chicken suggest that the functional separation of time and
level coding is a common feature of the avian auditory sys-
tem. The auditory system uses phase-locked spikes to encode
the timing of the stimulus (Figure 4.2, panel B). In addition to
precise temporal coding, behavioral acuity is also assumed
to depend on the activity of neural ensembles (Figure 4.2,
panel C). Phase locking underlies accurate detection of tem-
poral information, including ITDs (Klump, 2000) and gap
detection (Dooling, Lohr, & Dent, 2000). Neural substrates
for phase locking include the specialized end-bulb terminal
in the nucleus magnocellularis, termed an end-bulb of Held.
This large synapse conveys the phase-locked discharge
of the auditory nerve fibers to its postsynaptic targets in the
nucleus magnocellularis (Trussell, 1997, 1999). AMPA-type
(a-Amino-3-hydroxy-5-methyl-4-isoxazole propionic acid)
glutamate receptors contribute to the rapid response of the
postsynaptic cell by virtue of their rapid desensitization
kinetics (Parks, 2000).

Detection of Interaural Time Difference
in Nucleus Laminaris

Nucleus magnocellularis projects to the nucleus laminaris
(Rubel & Parks, 1988; Carr & Konishi, 1990). The projec-
tions from the nucleus magnocellularis to the nucleus lami-
naris resemble the Jeffress model for encoding ITDs (see
Joris, Smith, & Yin, 1998). The Jeffress model has two ele-
ments: delay lines and coincidence detectors. A Jeffress
circuit is an array of coincidence detectors, each element of
which has a different relative delay between its ipsilateral
and contralateral excitatory inputs. Thus, ITD is encoded
into the position (a place code) of the coincidence detector
whose delay lines best cancel out the acoustic ITD (for re-
views, see Joris et al., 1998; Konishi, 2000). Neurons of the
nucleus laminaris phase-lock to both monaural and binaural
stimuli but respond maximally when phase-locked spikes
from each side arrive simultaneously, that is, when the dif-
ference in the conduction delays compensates for the ITD
(Carr & Konishi, 1990). The cochlear nuclei also receive de-
scending GABAergic inputs from the superior olive that may
function as gain control elements or a negative feedback to
protect nucleus laminaris neurons from losing their sensitiv-
ity to ITDs at high sound intensities (Peña, Viete, Albeck, &
Konishi, 1996).

ovoidalis in birds). The auditory thalamus projects to the au-
ditory region of the forebrain (medial dorsal ventricular ridge
in reptiles, Field L in birds). Field L projects to other forebrain
nuclei that may be involved in the control of song and other
vocalizations. Descending projections from the archistriatum
to the intercollicular area (and directly to the hypoglossal
nucleus in some) appear to mediate vocalization.

The organization of the central auditory pathways in the
turtles is considered to be close to the ancestral plan, whereas
the brainstem auditory nuclei of lizards and snakes differ
somewhat from other reptiles and birds (Gleich & Manley,
2000). This may be because lizards usually have two types
of hair cell, tectorial and freestanding. Tectorial hair cells
resemble those found in birds and mammals. Auditory nerve
fibers that innervate them encode low center frequencies
(100–800 Hz) and have sharp asymmetric tuning curves.
Fibers from freestanding hair cells have high center frequen-
cies (900–4000 Hz), high spontaneous rates, and broad
symmetric tuning curves. Freestanding hair cells may be a
uniquely derived feature of lizards that enables this group to
respond to higher frequencies. Auditory nerve fibers from tec-
torial hair cells project to the nucleus magnocellularis and the
lateral nucleus angularis. Neurons that contact freestanding
hair cells project primarily to the nucleus angularis medialis.
There have been very few physiological investigations of the
cochlear nuclei in reptiles, although the auditory periphery has
been studied extensively (Carr & Code, 2000).

Birds

Birds use sound for communication and hear higher frequen-
cies than turtles, snakes, and lizards (Dooling, Lohr, & Dent,
2000; Klump, 2000). Most birds hear up to 5 kHz to 6 kHz,
and the barn owl has exceptional high-frequency hearing,
with characteristic frequencies of 9 kHz to 10 kHz in the
auditory nerve (Konishi, 1973). Some land birds such as
pigeons, chickens, and guinea fowl are also sensitive to infra-
sound, below 20 Hz (Carr, 1992). Infrasound signals may
travel over great distances, and pigeons may use them for
orientation.

Cochlear Nuclei Encode Parallel Ascending Streams
of Auditory Information

The auditory nerve projects to nucleus magnocellularis and
nucleus angularis in the pattern described for the bird and
reptile morphotype (as discussed earlier; see Figure 4.6). In
the owl, nucleus magnocellularis is the origin of a neural
pathway that encodes timing information, while a parallel
pathway for encoding sound level and other aspects of the
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Efferent Control

Efferent innervation of the ear characterizes all vertebrates
(Roberts & Meredith, 1992). Cochlear efferent neurons near
the superior olive innervate the avian basilar papilla (Code,
1997). Differences in the organization of the avian cochlear
efferent and the mammalian olivocochlear systems suggest
that there may be significant differences in how these two
systems modulate incoming auditory information. Abneural
short hair cells in birds have only efferent endings, and these
efferents appear act to inhibit responses of the auditory nerve
and raise auditory thresholds.

Lemniscal Nuclei

The lemniscal nuclei are ventral to the auditory midbrain.
There are two identified lemniscal nuclei in reptiles (dorsal
and ventral) and three in birds (dorsal, intermediate, and ven-
tral). These names are the same as those of the lemniscal nu-
clei in mammals, but the nuclei should not be considered
homologous. The dorsal nucleus (LLDp) mediates detection
of interaural level differences (ILDs) in the barn owl (Carr &
Code, 2000). Interaural level differences are produced by the
shadowing effect of the head when a sound source originates
from off the midline (Klump, 2000). Some owls experience
larger than predicted differences because their external ears
are also oriented asymmetrically in the vertical plane. Be-
cause of this asymmetry, ILDs vary more with the elevation
of the sound source than with azimuth. This asymmetry al-
lows owls to use ILDs to localize sounds in elevation, and
they use ITDs to determine the azimuthal location of a sound.
The level pathway begins with the cochlear nucleus angu-
laris, which responds to changing sound levels over about a
30-dB range (Carr & Code, 2000). Each nucleus angularis
projects to contralateral LLDp. The cells of LLDp are excited
by stimulation of the contralateral ear and inhibited by stim-
ulation of the ipsilateral ear. Mapping of ILDs begins in
LLDp, with neurons organized according to their preferred
ILD. LLDp neurons do not encode elevation unambiguously
and may be described as sensitive to ILD, but not selective
because they are not immune to changes in sound level. The
encoding of elevation improves in the auditory midbrain.

Midbrain and Emergence of Relevant Stimulus Features

The auditory midbrain receives ascending input and projects
to the thalamus. It is surrounded rostrally and laterally by an
intercollicular area that receives descending input from the
forebrain archistriatum (Puelles, Robles, Martinez-de-la-
Torre, & Martinez, 1994). The auditory midbrain mediates

auditory processing, whereas the intercollicular area appears
to mediate vocalization and other auditory-motor behaviors.
The auditory midbrain is divided into an external nucleus and
a central nucleus. The nucleus angularis, LLDp, and nucleus
laminaris project to regions of the central nucleus (Conlee &
Parks, 1986; Takahashi, 1989). Interaural time difference and
ILD signals are combined, and the combinations are con-
veyed to the external nucleus, which contains a map of audi-
tory space (Knudsen, 1980; Konishi, 1986). Studies of the
owl auditory midbrain have shown that most neurons are bin-
aural, excited by inputs from the contralateral ear and inhib-
ited by the ipsilateral ear, although bilateral excitation and
contralateral excitation are also present. Many neurons are
sensitive to changes in interaural level and time difference.
The tonotopic organization is consistent with the tonotopy
observed in lizards and crocodiles, and low best frequencies
are dorsal (Carr & Code, 2000).

Space-specific responses in the barn owl appear to be
created through the gradual emergence of relevant stimulus
responses in the progression across the auditory midbrain.
Information about both interaural time and level differences
project to the external nucleus, and each space-specific neuron
receives inputs from a population of neurons tuned to different
frequencies (Takahashi, 1989). The nonlinear interactions of
these different frequency channels act to remove phase ambi-
guity in the response to ITDs. The representation of auditory
space is ordered, with most of the external nucleus devoted
to the contralateral hemifield (Knudsen, 1980). The external
nucleus projects topographically to the optic tectum that
contains maps of visual and auditory spaces that are in regis-
ter. Activity in the tectum directs the rapid head movements
made by the owl in response to auditory and visual stimuli
(Knudsen, du Lac, & Esterly, 1987).

Thalamus and Forebrain

The central nucleus projects to both the external nucleus
and the nucleus ovoidalis of the thalamus. Nucleus ovoidalis in
turn projects ipsilaterally to Field L. Nucleus ovoidalis has
been homologized to the mammalian medial geniculate nu-
cleus (MGv; Karten & Shimizu, 1989). Nucleus ovoidalis
is tonotopically organized, with high best frequencies lo-
cated dorsally and low best frequencies ventrally (Proctor &
Konishi, 1997). In the barn owl all divisions of the central nu-
cleus project to ovoidalis, and the physiological responses in
ovoidalis reflect this diverse array of inputs. Most neurons had
responses to ITD or ILD, at stimulus frequencies similar to
those found in the midbrain. In contrast to the mapping found
in the midbrain, however, no systematic representation of
sound localization cues was found in ovoidalis (Proctor &
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Konishi, 1997). Nevertheless, sound localization and gaze
control are mediated in parallel in the midbrain and forebrain
of the barn owl (Carr & Code, 2000).

Field L is the principal target of ascending input from
ovoidalis. It is divided into three parallel layers, L1, L2, and
L3, with L2 further divided into L2a and L2b.Auditory units in
L2 generally have narrow tuning curves with inhibitory side-
bands, which might be expected from their direct input from
dorsal thalamus, whereas the cells of L1 and L3 exhibit more
complex responses in the guinea fowl (Scheich, Langer, &
Bonke, 1979). The general avian pattern is that Field L projects
to the adjacent hyperstriatum and to other nuclei of the caudal
neostriatum. Auditory neostriatal targets of Field L (direct and
indirect) include dorsal neostriatum in the pigeon, the higher
vocal center (HVC) in songbirds, and ventrolateral neostria-
tum in budgerigars. These neostriatal nuclei project to the au-
ditory areas of the archistriatum (intermediate archistriatum,
ventro medial part (AIVM) and the robust nucleus of the
archistriatum, or RA), which project back down to the auditory
thalamus and midbrain (Carr & Code, 2000).

Song System Is Composed of Two Forebrain Pathways

Many animals make elaborate communication sounds, but
few of them learn these sounds. The exceptions are humans
and the many thousands of songbird species, as well as par-
rots and hummingbirds, that acquire their vocal repertoire by
learning (Doupe & Kuhl, 1999). Both humans and songbirds
learn their vocal motor behavior early in life, with a strong
dependence on hearing, both of the adults that they will imi-
tate and of themselves as they practice.

The song system is composed of an anterior and a poste-
rior pathway. The posterior forebrain or motor pathway is
composed of a circuit from HVC to the RA and then to the
motor nuclei that control the syrinx and respiration (Brainard
& Doupe, 2000; Konishi, 1985; Nottebohm, 1980). The pos-
terior pathway is required throughout life for song produc-
tion. The anterior forebrain pathway is needed during song
learning, but not for normal adult song production, and is
made up of a projection from HVC to X to DLM (dorsolateral
part of the medial thalamus) to LMAN (lateral magnocellular
nucleus of the anterior neostriatum) to RA. The posterior
pathway is the presumed site where the motor program un-
derlying the bird’s unique song is stored, whereas the anterior
pathway contains neurons that respond to song stimuli, con-
sistent with the idea that this pathway is a possible site of tem-
plate storage and song evaluation (Margoliash, 1997;
Brenowitz, Margoliash, & Nordeen, 1997). The anterior path-
way projects to the posterior pathway and is well positioned
to provide a guiding influence on the developing motor

program. It is also homologous to cortical basal-ganglia
circuits in other species (Bottjer & Johnson, 1997).

Mammals

Mammals hear high frequencies and use sound for communi-
cation. Humans hear up to 20 kHz, while microchiropteran bats
have evolved high-frequency hearing for use in sonar, with
characteristic frequencies of 50 kHz to 120 kHz. Some large
mammals (elephants) are also sensitive to infrasound, which
they use for communication (K. B. Payne, Langbauer, &
Thomas, 1986).

Auditory Nerve

There are two types of auditory nerve afferents in mammals,
Type 1 and Type 2. Type 1 afferents receive sharply tuned in-
puts from inner hair cells and send thick myelinated axons
into the brain, where they divide into two. The ascending
branch goes to the anterior region of the ventral cochlear nu-
cleus and the descending branch to the posterior region of the
ventral cochlear nucleus and to the new dorsal cochlear nu-
cleus. Type 2 afferents are assumed to be unique to mammals,
are innervated by outer hair cells, and have thin, unmyeli-
nated axons. They project to granule cell caps of ventral
cochlear nucleus (VCN) and dorsal cochlear nucleus (DCN)
and are involved in the efferent feedback to the cochlea
(Ryugo, 1993). See Figure 4.7.

Tonotopy is preserved in the projections of the auditory
nerve. In mammals, the ventral part of each cochlear nucleus
receives low center frequency (CF) (apical) input, and dorsal
areas receive high CF input. These tonotopic projections are
not point to point because each point on the basilar mem-
brane projects to an isofrequency plane across the extent of
the cochlear nucleus. Thus the cochlear place representation
is expanded into a second dimension in the brain, unlike the
visual and somatosensory systems, which are point to point.
These tonotopic sheets are preserved all the way to cortex, al-
though it is not clear what features are processed in these
isofrequency slabs. Divergent and convergent connections
within isofrequency planes may be observed at all levels. The
auditory nerve forms different types of terminals onto differ-
ent cell types in the cochlear nucleus (Ryugo, 1993). End
bulbs of Held terminals are formed on bushy cells (as dis-
cussed later), whereas more varicose or bouton-like terminals
are formed on other cell types in the cochlear nuclei. The au-
ditory nerve appears to use glutamate as a transmitter, often
with the postsynaptic cell expressing “fast” AMPA-type glu-
tamate receptors that can mediate precise temporal coding
(Oertel, 1999; Parks, 2000; Trussell, 1999).
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The Cochlear Nucleus Produces Ascending
Parallel Projections

There are four major cell types in the ventral cochlear nu-
cleus (Rhode & Greenberg, 1992; Rouiller, 1997; Young,
1998). First, bushy cells respond in a primary- or auditory-
nerve-like fashion to the auditory stimulus. Second, octopus
cells respond to onsets or stimulus transients; and third,

two classes of multipolar neurons respond principally with
“chopper” firing patterns. Bushy cells receive end-bulb in-
puts from the auditory nerve and exhibit accurate temporal
coding. There are two forms of bushy cells, spherical and
globular. Spherical cells dominate the anterior ventral
cochlear nucleus, respond to lower best frequencies, and pro-
ject to the medial superior olive, which is sensitive to ITDs.
Globular bushy cells by comparison sometimes chop or ex-
hibit onset responses to the stimulus, respond to higher fre-
quencies, and project to the lateral superior olive and the
medial nucleus of the trapezoid body. These projections may
mediate detection of ILDs. Octopus cells in the posterior ven-
tral cochlear nucleus are multipolar, with thick dendrites that
extend across the nerve root (Oertel, Bal, Gardner, Smith, &
Joris, 2000). This morphology enables them to integrate au-
ditory nerve inputs across a range of frequencies. Octopus
cells encode the time structure of stimuli with great precision
and exhibit onset responses to tonal stimuli (Oertel et al.,
2000). Onsets play an important role in theories of speech
perception and segregation and grouping of sound sources
(Bregman, 1990). Two classes of multipolar neurons respond
to tones principally with “chopper” firing patterns (Doucet &
Ryugo, 1997).

The dorsal cochlear nucleus appears for the first time in
mammals, perhaps associated with the development of high-
frequency hearing and motile external ears. It is composed
of a cerebellum-like circuit in the superficial layers, with
projection cells below that receive auditory nerve inputs
(Berrebi & Mugnaini, 1991; Young, 1998). Dorsal cochlear
nucleus cells exhibit a wide variety of response types, with
one theory of function relating to echo suppression. The
granule cells in the superficial layers receive ascending so-
matosensory input that may convey information about head
and ear position. The deep portion of the dorsal cochlear nu-
cleus contains fusiform and stellate cell types. Fusiform cells
exhibit complex (Type IV) frequency tuning curves, with
small areas of excitation at best frequency and at sides. This
response is well suited to detecting the notches in sound level
created by the pinnae that provide cues for locating sound in
elevation (May, 2000).

Binaural Interactions and Feedback to the Cochlea
Originate in Periolivary and Olivocochlear Nuclei

The superior olivary complex consists of the lateral and me-
dial superior olivary nuclei and a large number of smaller cell
groups known as the periolivary nuclei, which are sources
of both ascending and descending projections (Helfert &
Aschoff, 1997). All receive input from the cochlear nuclei.

AUDITORY
NERVE

Dorsal
Intermediate
& Ventral N.

Lateral
Lemniscus

Dorsal
Intermediate
& Ventral N.

Lateral
Lemniscus

AII T INS DP AAF PAF

Dorsal
Division

Dorsal
Cortex

Central
nucleus

Dorsal
Thalamic
Auditory
Nuclei

Superior
Colliculus

Superior
Colliculus

Inferior
Colliculus

Medial
Division

Medial
Superior

Olive

Lateral
Superior

Olive

MNTB

Medial
Superior

Olive

Lateral
Superior

Olive

Peri-
olivary
nuclei

Dorsal
cochlear
nucleus

Anterior
ventral

cochlear
nucleus Posterior

ventral
cochlear
nucleus

MNTB

Ventral
Division

Ventral
Division
Medial

Geniculate

AI

Figure 4.7 Connections of the auditory system in mammals, simplified
from Winer (1991), Oliver and Huerta (1992), and de Rebaupierre (1997).
The laterality of the connections is not indicated because of the large num-
bers of structures to be shown, and many connections have been simplified.
The divisions of the cochlear nucleus are shown, not the cell types, although
individual cell types have distinct projections (see text). The projection of
the cochlear nuclei to the lemniscal nuclei and midbrain is predominantly
contralateral. The projections of the superior colliculus are not shown (see
Oliver & Huerta, 1992), nor are the projections of the efferent system. There
is variation in the number of cortical areas and in their terminology.
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Their functions are largely unknown, except for efferent con-
trol of the cochlea and encoding sound level (Warr, 1992).
The medial nucleus of the trapezoid body (MNTB) projects to
the lateral superior olive, ventral nucleus of the lateral lem-
niscus, medial superior olive, and other periolivary nuclei.
Responses of MNTB cells were similar to their primary exci-
tatory input, the globular bushy cell, which connects to the
MNTB via end-bulb synapse. The MNTB cell output forms
an important inhibitory input to a number of ipsilateral
auditory brain stem nuclei, including the lateral superior
olive. MNTB neurons are characterized by voltage-dependent
potassium conductances that shape the transfer of auditory in-
formation across the bushy cell to MNTB cell synapse and
allow high-frequency auditory information to be passed accu-
rately across the MNTB relay synapse (Trussell, 1999).

Two populations of olivary neurons project to the cochlea:
lateral and medial (Warr, 1992). Thin olivocochlear fibers
arise from the lateral olivocochlear group located ipsilaterally
in the lateral superior olive. Thick olivocochlear fibers arise
from the medial olivocochlear group located bilaterally in
the periolivary nuclei. Although they project primarily to the
cochlea, olivocochlear neurons also give off branches to a va-
riety of nuclei in the brainstem, and to inferior colliculus, thus
involving auditory and nonauditory nuclei in the olivocochlear
reflex system. Olivocochlear neurons can be activated by
sound, whereas activation of the medial olivocochlear bundle
results in suppression of spontaneous and tone-evoked activity
in the auditory nerve.

Olivary Nuclei and Interaural Interactions

The olivary nuclei regulate the binaural convergence of
acoustic information and mediate spatial hearing. Neural com-
putations of sound location take place at this first site of bin-
aural convergence. The lateral superior olive encodes ILD,
whereas the medial superior olive encodes time differences.
Thus an important transformation takes place here. Informa-
tion conveyed by temporal and rate codes is transformed in the
olivary nuclei into labeled line-place principle codes for
location.

The lateral superior olive principal cells receive excitatory
inputs from ipsilateral globular bushy cells, as well as in-
hibitory glycinergic inputs onto their cell bodies and proximal
dendrites, relayed from the contralateral ear via the MNTB.
The MNTB input acts to reverses the sign of bushy cell input
from excitatory to inhibitory to make an EI response—that is,
excited (E) by the ipsilateral ear and inhibited (I) by the con-
tralateral ear. Traditionally, the lateral superior olive has been
assigned the role of extracting azimuthal angle information of

high-frequency sound from ILD. Some sensitivity to time
differences has also been observed. Almost all lateral supe-
rior olive responses have monotonic rate-level functions,
typically with sigmoidal ILD sensitivity functions. In general,
as the strength of the contralateral input increases with in-
creasing loudness in the contralateral ear, the maximum rate
decreases. Thus the lateral superior olive rate signals a range
of ILDs (Kuwada, Batra, & Fitzpatrick, 1997).

Sensitivity to ITDs originates in the medial superior olive.
The organization of the medial superior olive circuit appears
to conform to the requirements of the Jeffress model for
transforming ITDs into a place code (Joris et al., 1998). The
Jeffress model is made up of delay lines and coincidence de-
tectors. Each coincidence detector in the array has a different
relative delay between its ipsilateral and contralateral excita-
tory inputs. Interaural time difference is encoded into the po-
sition or place in the array whose delay lines best cancels
out the ITD. Neurons of the medial superior olive act as co-
incidence detectors. They phase-lock to both monaural and
binaural stimuli and respond maximally when phase-locked
spikes from each side arrive simultaneously, that is, when the
difference in the conduction delays compensates for the ITD
(Joris et al., 1998). The overall result of this scheme is the
creation of an array of cells tuned to specific ITDs and
arranged according to their best azimuth. The azimuth of a
sound source is coded by the location of maximal activity in
the array (Joris et al., 1998).

Auditory Midbrain: Inferior Colliculus and the
Emergence of Biologically Important Parameters

The inferior colliculus is the midbrain target of ascending au-
ditory information. It has two major divisions, the central nu-
cleus and dorsal cortex, and both divisions are tonotopically
organized. The inputs from brainstem auditory nuclei are
either distributed across or superimposed on maps to form
what are believed to be locally segregated functional zones
for processing different aspects of the auditory stimulus
(Ehret, 1975; Oliver & Huerta, 1992). The central nucleus re-
ceives both direct monaural input and indirect binaural input.
Physiological studies show both binaural and monaural re-
sponses (Ehret, 1975).

Casseday and Covey (1996) proposed that tuning
processes in the inferior colliculus are related to the biologi-
cal importance of sounds. Their ideas are summarized here.
There is a change in timing properties at the inferior col-
liculus, from rapid input to slowed output, and they propose
that this transformation is related to the timing of specific
behaviors. The framework proposed by Casseday and Covey
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is useful because at least some neurons in the inferior collicu-
lus are tuned to behaviorally relevant stimuli that trigger
species-specific behavior, and the processing of these sign
stimuli triggers action patterns for hunting, escape, or vocal
communication. Evidence for the theory comes from the con-
vergence of parallel auditory pathways at the inferior collicu-
lus, the interaction of the inferior colliculus with motor
systems, tuning of auditory midbrain neurons to biologically
important sounds, the slow pace of neural processing at the
inferior colliculus, and the slow pace of motor output.

Thalamus

Three major features characterize the auditory forebrain (de
Rebaupierre, 1997; Winer, 1991). First, there is a primary,
lemniscal pathway from the cochlear nuclei to primary audi-
tory cortex (A1) with a systematic representation of tonotopy,
binaural signals, and level. Second, a parallel nonprimary
pathway arises in midbrain tegmentum, dorsal medial genic-
ulate body, and nonprimary auditory cortex with broad tuning
curves and nontopical representation predominate. Third, an
even more broadly distributed set of connections and affilia-
tions link auditory forebrain with cortical and subcortical
components of the limbic forebrain and associated auto-
nomic areas, as well as elements of the motor system that
organize behavioral responses to biologically significant
sounds (Winer, 1991).

The primary target of the inferior colliculus in dorsal thal-
amus is the medial geniculate. This nucleus has three sub-
divisions: medial, ventral, and dorsal. The ventral division
receives major ascending input from the central nucleus of the
inferior colliculus and contains sharply tuned cells like those
of the inferior colliculus. The ventral division is tonotopically
organized although the organization is not simple (there is a
concentric component with low frequencies in the center;
Imig & Morel, 1988). The cells of the dorsal and medial divi-
sions are fairly unresponsive to tones or noise and respond
with long latencies, consistent with major projection back
from perirhinal cortex. The functional role of the dorsal and
medial divisions is not clear, except to note that nonmo-
notonic (i.e., selective) responses are common there. In the
mustached bat (Pteronotus), both medial and dorsal divisions
contain fine delay-tuned neurons (Olsen & Suga, 1991; Suga,
1988). Recent studies on the bat’s auditory system indicate
that the corticofugal system mediates a highly focused
positive feedback to physiologically “matched” subcortical
neurons, and widespread lateral inhibition to physiologically
“unmatched” subcortical neurons, to adjust and improve
information processing (Suga, Gao, Zhang, Ma, & Olsen,
2000). Suga proposed that the processing of complex sounds

by combination-sensitive neurons is heavily dependent on the
corticofugal system.

Auditory Cortex

The greatest difference between mammals and other verte-
brates is the evolution of the cortex in place of the nuclear or-
ganization of the forebrain (Karten & Shimizu, 1989).
Whether or not this new structure has facilitated the creation
of new auditory areas, new areas are a feature of the mam-
malian auditory specialists. Whereas primitive mammals like
tenrecs have few auditory areas (Krubitzer, Kunzle, & Kaas,
1997), there are at least seven tonotopic maps in the cat and the
mustached bat. In the cat these areas include A1; secondary
auditory cortex (A2); the anterior auditory field; posterior,
ventral, and ventral posterior areas as well as insular; Te; and
other anterior ectosylvian fields with uncertain tonotopy
(de Rebaupierre, 1997). A1 and A2 share physiological fea-
tures of alternating bands of EE and EI neurons that are
mapped orthogonal to the tonotopic axis. In primary auditory
cortex responses tend to be more transient than auditory nerve
responses, and they show inhibition away from their best fre-
quency. Most responses are binaural and similar to responses
from brainstem. These binaural responses are generated by
short latency excitatory input from contra ear, and ipsilateral
input that might be E, I, or mixed, with the best frequency
matched to the input from the contralateral ear.

In the mustached bat there are at least seven cortical areas,
many of which are related to processing echolocation signal
components. A1 systematically represents frequency with an
enlarged representation of the Doppler shift compensation re-
gion (pulse frequency range), mapping not just frequency, but
amplitude as well. There are several maps of echo delay, for de-
lays that represent near, midrange, and far targets. There is also
a map of the contralateral azimuth and a second Doppler shift
region. Suga (1988) used these data to construct a parallel-
hierarchical scheme for signal processing. Because the differ-
ent constant-frequency and frequency-modulated components
differ in frequency, they are processed in parallel channels in
the auditory system by virtue of their tonotopy. In the cortex,
however, combination-sensitive neurons may be created by
comparing across frequency channels (Suga, 1988).

AUDITORY FUNCTION AND BEHAVIOR

Absolute Auditory Thresholds

A fundamental behavioral measure of hearing sensitivity is
the audiogram, a plot of detection thresholds for pure tones
across the audible spectrum, which provides an estimate of



Auditory Function and Behavior 85

the frequency range and limits of an animal’s hearing. These
parameters are influenced by the features of the peripheral au-
ditory system (Wever, 1949), and in mammals these features
include the size and impedance-matching characteristics of
the middle ear system (Dallos, 1973; Geisler & Hubbard,
1975; Guinan & Peake, 1967; Møller, 1983; Nedzelnitsky,
1980; Rosowski, 1994), the length and stiffness of the basilar
membrane (Békésy, 1960; Echteler, Fay, & Popper, 1994;
Manley, 1972), the size of the helicotrema (a small opening at
the cochlear apex; Dallos, 1970), the density of hair cells
(Burda & Voldrich, 1980; Ehret & Frankenreiter, 1977), and
the density of hair cell innervation (Guild, Crowe, Bunch, &
Polvogt, 1931) along the basilar membrane. In other animals,
features of the auditory periphery also play a role in defining
the limits and range of hearing in birds (Gleich & Manley,
2000), fish (Popper & Fay, 1999), anurans (Capranica &

Moffat, 1983; Lewis, Baird, Leverenz, & Koyama, 1982),
and insects (Yager, 1999).

For most vertebrates, the audiogram is a smooth U-shaped
function; thresholds are high at the lower and upper fre-
quency boundaries compared to intermediate frequencies
where thresholds are lowest (see, e.g., Masterton, Heffner, &
Ravizza, 1969). Mammals differ greatly in the octave range
over which they can hear, from as little as 3.5 octaves in the
mouse and horseshoe bat to over 8 octaves in the dolphin, rac-
coon, cat, and kangaroo rat. The smaller octave range of hear-
ing in the mouse and bat nonetheless covers a large frequency
bandwidth, as these animals hear ultrasound, in which a sin-
gle octave (frequency doubling) spans a minimum of 40 kHz.
Humans show greatest sensitivity between 1 kHz and 4 kHz
and hear over a range of about seven octaves (Sivian &
White, 1933; see Figure 4.8).
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Some animals show enhanced sensitivity nested within
their range of hearing. For instance, the audiogram of the
echolocating horseshoe bat is highly irregular in shape
(Long & Schnitzler, 1975). Between 10 kHz and 40 kHz, a
plot of threshold change with frequency resembles the stan-
dard U-shaped function of most vertebrates, but the range of
this animal’s hearing extends far above 40 kHz. Threshold
declines gradually at higher frequencies between 40 kHz
and 70 kHz before rising rapidly at approximately 81 kHz.
The audiogram then shows a very sharp peak in sensitivity at
about 83 kHz; the auditory threshold at neighboring lower
and upper bounding frequencies (81 kHz and 90 kHz) is
elevated by about 30 dB. This bat emits echolocation signals
adjusted to return at 83 kHz and has evolved a highly spe-
cialized auditory system to detect this biologically important
sound frequency. The basilar membrane of the horseshoe bat
shows considerable expansion of its frequency map in the re-
gion that responds to frequencies around 83 kHz, and this
magnification is preserved in the tonotopic organization of
the ascending auditory pathway. Thus, the unusual shape of
this animal’s audiogram reflects an adaptation to facilitate the
reception of species-specific acoustic signals (Neuweiler,
Bruns, & Schuller, 1980).

Adaptations in the auditory periphery also support spe-
cializations for low-frequency hearing. Examples are the kan-
garoo rat, mole rat, and Mongolian gerbil, small mammals
that have evolved enlarged external ears and middle ear cavi-
ties that serve to collect and amplify low-frequency sounds
(A. Ryan, 1976; H. E. Heffner & Masterton, 1980; Ravicz,
Rosowski, & Voight, 1992). In fact, these organs take up
roughly two thirds of the cross section of the Mongolian ger-
bil’s head. These animals rely on low-frequency hearing to re-
ceive warning signals from conspecifics that must carry over
long distances (Ravicz et al., 1992). Elephants also hear very
low frequencies (65 dB SPL at 16 Hz; R. S. Heffner & Heffner,
1982), which is presumably important to long-distance com-
munication through infrasound (K. B. Payne et al., 1986).

In vertebrate animals whose hearing sensitivity spans a
narrow frequency range, a communication receiver may ap-
pear to dominate the auditory system. The frequency range of
maximum sensitivity in birds is about 1 kHz to 5 kHz, with
absolute hearing sensitivity approaching 0 dB SPL (Dooling,
1980; Dooling et al., 2000). There appears to be a general cor-
respondence between a bird’s peak auditory sensitivity and
the average power spectrum of its species-specific song (e.g.,
canary, budgerigar, field sparrow, red-winged blackbird;
Dooling, Mulligan, & Miller, 1971; Dooling & Saunders,
1975; Heinz, Sinnott, & Sachs, 1977; Konishi, 1970), sug-
gesting the relative importance of a communication receiver
in the avian auditory system. Nocturnal predators (hawks and

owls) generally have lower thresholds than songbirds and
nonsongbirds, and they use acoustic signals in part to detect
and localize prey. Hearing sensitivity in birds falls off dra-
matically at 8 kHz to 12 kHz, depending on the species.

Behavioral measures of hearing in anurans (frogs and
toads) also suggest that a communication receiver dominates
the auditory system of these animals, but most data come from
experiments that have relied on behavioral responses that the
animals normally make in the context of vocal communica-
tion. One such technique, evoked calling, exploits the obser-
vation that male frogs will vocalize in response to recordings
of natural or synthetic conspecific mating calls, while record-
ings of other species’ calls fail to elicit vocalizations. In the
bullfrog the sound pressure level of a species-specific call
must be approximately 60 dB SPL to evoke calling (Megela,
1984). Another technique commonly used to measure hearing
in frogs is selective phonotaxis, which exploits the observa-
tion that a gravid female will approach a speaker that broad-
casts either natural or synthetic conspecific mating calls in
preference to one that broadcasts other acoustic stimuli. The
female green tree frog exhibits selective phonotaxis to pure
tone stimuli at frequencies corresponding to the two major
spectral peaks of the mating call, 900 Hz and 3000 Hz
(Gerhardt, 1974). The minimum sound pressure level that elic-
its selective phonotaxis from the female green tree frog is ap-
proximately 55 dB SPL for a 900-Hz pure tone and 90 dB SPL
for a 3000-Hz pure tone (Gerhardt, 1976). With a synthetic
mating call (900- and 3000-Hz tones presented together), the
phonotaxis threshold is 48 dB SPL (Gerhardt, 1981).

Using a neutral psychophysical technique that does not re-
quire behavior in the context of acoustic communication,
Megela-Simmons, Moss, and Daniel (1985) measured hear-
ing sensitivity in the bullfrog and green tree frog at frequen-
cies within and outside those used by these animals for
species-specific communication. The bullfrog’s audiogram,
like many other vertebrates, is a U-shaped function, ranging
between about 300 Hz and 3000 Hz, with highest sensitivity
between 600 Hz and 1000 Hz, where this species’s mating call
contains peak spectral energy. By contrast, the green tree
frog’s audiogram is a W-shaped function, with highest hearing
sensitivity at 900 Hz and 3000 Hz, frequencies where spectral
energy in the species-specific mating call is greatest. The dif-
ferences between the audiograms of the bullfrog and the green
tree frog can be attributed to a larger separation of frequency
tuning of the two hearing organs in the frog’s auditory periph-
ery. In both species the amphibian papillae respond to fre-
quencies up to about 1200 Hz, but the basilar papilla of the
green tree frog resonates to approximately 3000 Hz, higher
than that of the bullfrog’s basilar papilla, which resonates to
approximately 1800 Hz (Lewis, Baird, et al., 1982).
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The frequency range of hearing is generally largest in
mammals, followed by birds, frogs, fish, and insects (e.g., see
the goldfish audiogram plotted in Figure 4.8). However, there
are some noteworthy exceptions to this trend. One example is
the American shad, a fish species that shares its habitat with
the echolocating dolphin. The shad can hear sounds over a
frequency range from 100 Hz to an astonishing 180 kHz.
While this fish’s threshold is higher in the ultrasonic range
than in the audible range, this species can detect 100-kHz sig-
nals at about 140 dB re 1 Pa (Mann, Lu, Hastings, & Popper,
1998). Although a variety of fish species is subject to preda-
tion by dolphins, the shad has apparently evolved ultrasonic
hearing to detect the sonar signals of its predator.

The importance of audition for the evasion of predators is
well illustrated by insects that have evolved hearing for the
evasion of echolocating bats. The hearing range and sensitiv-
ity in insects are often inferred from responses of auditory
neurons, and many hear ultrasonic frequencies, which are pro-
duced by echolocating bats as they hunt insect prey (see Fig-
ure 4.9). Examples of insects that hear ultrasound include the
praying mantis (a single ear located on the midline of the ven-
tral thorax; Yager & Hoy, 1986), green lacewings (ears on the
wings; L. A. Miller, 1970, 1984), noctuid moths (ears on the
dorsal thorax; Roeder & Treat, 1957), hawk moths (ear built
into mouthparts; Roeder, Treat, & Vandeberg, 1970), Hedy-
loidea butterflies (ears at the base of the forewings; Yack &
Fullard, 1999), crickets (prothoracic tibia; Moiseff, Pollack, &
Hoy, 1978; Oldfield, Kleindienst, & Huber, 1986), and tiger
beetles (ears on the abdomen; Spangler, 1988; Yager, Cook,
Pearson, & Spangler, 2000; Yager & Spangler, 1995). Gener-
ally, insect auditory thresholds in the ultrasonic range are high,
at or above 50 dB SPL, and the frequency range of hearing is
typically one to two octaves (Yager, 1999).

Examples also exist for insect sound detection in the human
audio range, and often (but not exclusively), low-frequency
hearing supports species-specific acoustic communication.
Crickets and bush crickets have ears on the proximal tibiae of
the prothoracic legs, and the low-frequency range of a large set
of auditory receptors corresponds with the spectral content of
their species-specific communication calls, generally between
2 kHz and 6 kHz (Imaizumi & Pollack, 1999; Michelsen,
1992; Pollack, 1998).

Masked Auditory Thresholds

When an acoustic signal coincides with interfering back-
ground noise, its detection may be partially or completely
impaired. The process by which one sound interferes with
the detection of another is called masking. Several stimulus
parameters influence the extent to which masking occurs, in-
cluding the relation among the temporal structure, amplitude,
and frequency composition of the signal and the masker (e.g.,
Jeffress, 1970; Scharf, 1970). Predictably, the more similar the
temporal and spectral characteristics of the masker are to those
of the signal, the more effectively it interferes with the detec-
tion of the signal (e.g., Jesteadt, Bacon, & Lehman, 1982;
Small, 1959; Vogten, 1974, 1978; Wegel & Lane, 1924). And
when the sound pressure level of the masker increases, so does
the detection threshold of the signal (e.g., Egan & Hake, 1950;
Greenwood, 1961a; J. Hawkins & Stevens, 1950; B. C. J.
Moore, 1978; Vogten, 1978; Zwicker & Henning, 1984).

If a masking stimulus is broadband white noise, only a
portion of the noise band actually contributes to the masking
of a pure tone stimulus. This was originally demonstrated
by Fletcher (1940), who measured detection thresholds in
humans for pure tones against white noise of varying band-
widths. In this experiment, noise bands were geometrically
centered at the frequency of a test tone. The spectrum level of
the noise (i.e., the power of the noise in a 1-Hz band) remained
constant, but as the bandwidth varied, so did its total power.
Because the total power of white noise is proportional to its
bandwidth, it is perhaps not surprising that the threshold for
detecting the pure tone increased as the noise band widened.
The interesting observation was, however, that the detection
threshold for the pure tone increased as the noise band in-
creased only up to a critical value, beyond which the threshold
remained constant. Fletcher termed this value the critical
band—the frequency region about a pure tone that is effective
in masking that tone. This effect is illustrated in Figure 4.10,
panel A.

Figure 4.10 presents a schematic representation of the
stimulus conditions in a critical band experiment. The solid
bar in each graph (a–e) represents a pure tone of a fixed
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frequency, and the shaded area represents white noise, cen-
tered at the frequency of the tone. The spectrum level of the
noise in each graph is the same; however, the bandwidth in-
creases from a to e. Accordingly, the total power of the noise
also increases from a to e. The height of each bar indicates
the level of the pure tone at threshold, when measured against
the noise. From a to d the height of the bar increases, indicat-
ing that a higher amplitude tone is required for detection as
the noise band widens. However, in e the height of the bar is
the same as that in d, even though the bandwidth of the noise
has again increased. Below (B) the amplitude of the pure tone
at threshold is plotted for each of the five noise bandwidths.
This figure summarizes the data presented earlier, showing

that threshold increases up to bandwidth d and thereafter
remains constant. The breakpoint in the function at band-
width d represents the critical band.

The importance of the results of critical band experiments
rests on the implication that the ear sums the noise power or
energy over a limited frequency region. A large critical band
indicates that the noise must be summed over a wide fre-
quency band in order to mask the signal and therefore indi-
cates relatively poor frequency resolution of the auditory
system. By contrast, a small critical band indicates relatively
high frequency resolution.

Fletcher (1940) included in the concept of the critical band
a hypothesis proposing that the power of the noise integrated
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times greater than the spectrum level of the noise (10 log10 100 = 20). It then follows that 100 cycles of the noise must be summed to equal the power of the pure
tone. The shaded region of the noise denotes this 100-Hz band.
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over the critical band equals the power of the pure tone signal
at threshold. This implies that a critical band can be deter-
mined indirectly by measuring the detection threshold for a
pure tone against broadband masking noise, rather than di-
rectly by measuring the threshold against a variety of noise
bandwidths. If one knows the level of the tone at threshold
and the spectrum level of the noise, the ratio of the two pro-
vides the necessary information to determine the critical
bandwidth based on Fletcher’s assumptions. The level of the
tone and the spectrum level of the noise are expressed in log-
arithmic units (dB); therefore, the ratio of the two is simply
dB tone – dB noise spectrum level. Given this ratio, one can
then calculate the frequency band over which the noise must
be integrated to equal the power of the pure tone. Figure 4.10,
panel C, illustrates this analysis.

In Figure 4.10, panel C, the solid line represents a pure tone,
and the boxed-in area (both open and shaded portions) repre-
sents broadband white noise. The height of the bar denotes
the amplitude of the pure tone at threshold (50 dB SPL)
when measured against the background noise (spectrum
level 30 dB SPL/Hz), and the difference between the two is
20 dB. This ratio of 20 dB, in linear units, equals a ratio of 100
(10 log10 100 =20 dB). That is, the power of the pure tone is
100 times greater than the power in one cycle of noise; there-
fore, 100 cycles of the noise must be added together to equal the
power of the tone. The shaded portion of the noise represents the

100-Hz frequency region about the pure tone that contributes to
the masking. If Fletcher’s assumptions were correct, this value
(100 Hz) should equal the critical band, as measured directly; in
accordance with this logic, the ratio of the pure tone at threshold
to the spectrum level of the broadband noise has been termed
the critical ratio (Zwicker, Flottorp, & Stevens, 1957).

Fletcher’s assumptions have been tested, and it is now well
established that critical bands (measured directly) are in fact
approximately 2.5 times larger than estimates made from crit-
ical ratios (Saunders, Denny, & Bock, 1978; Zwicker et al.,
1957). This outcome indicates that Fletcher’s assumptions
were not entirely correct; however, the two measures do fol-
low almost parallel patterns of change with signal frequency.
Figure 4.11 illustrates this relation, summarizing data col-
lected from several vertebrate species, including humans. The
critical ratios have been transformed to estimates of critical
bands, following Fletcher’s assumption that the power of the
pure tone at threshold equals the power integrated over the
critical band of noise. For most species tested, both critical
bands and critical ratios increase systematically as a function
of signal frequency, and the proportionality between the crit-
ical band and the critical ratio exists across a wide range of
frequencies. In fact, had Fletcher assumed that the critical
band contained 2.5 times the power of the masked tone at
threshold (rather than equal power), the two functions would
overlap for human listeners at frequencies above 300 Hz.
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Figure 4.11 Critical ratios in dB (left y-axis) and corresponding critical band estimates in Hz (right y-axis; after Fletcher, 1940) plotted across test signal fre-
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There are other empirically determined parallels between
critical bands and critical ratios. Results of both critical band
and critical ratio experiments show that the threshold for de-
tecting a pure tone signal varies with the spectrum level of
the masking noise. As the power of the noise increases, there
is a proportionate increase in detection threshold (e.g.,
J. Hawkins & Stevens, 1950; Zwicker et al., 1957). More-
over, experimental findings also indicate that estimates of
both the critical band and the critical ratio are invariant
with the level of the masking stimulus, except at high noise
spectrum levels (exceeding 60–70 dB; Greenwood, 1961a;
J. Hawkins & Stevens, 1950).

Prior to Fletcher’s study of the critical band, research on
the peripheral auditory system revealed the existence of a fre-
quency map along the cochlear partition (Guild et al., 1931;
Steinberg, 1937). High frequencies are coded at the base of
the basilar membrane, and lower frequencies are coded pro-
gressively toward the apex. This place coding arises from
changes in the stiffness of the basilar membrane from base to
apex. At the base, where the membrane is stiffest, high fre-
quencies produce maximal displacement; and toward the
apex, where relative stiffness decreases, lower frequencies
produce maximal displacement (Békésy, 1960).

Fletcher approached his work on the critical band with the
assumption that this measure would permit psychophysical
estimates of the frequency coordinates of the basilar mem-
brane. Indeed, he found that the function relating stimulus
frequency to position along the basilar membrane paralleled
the function relating stimulus frequency to the width of the
critical band. Both the range of frequencies encoded by a
fixed distance along the basilar membrane and the size of the
critical band increase as an exponential function of sound
frequency (Fletcher, 1940; Greenwood, 1961b; Liberman,
1982). This observation led to the hypothesis that a critical
band represents a constant distance along the basilar mem-
brane over which the neural response is integrated (Fletcher,
1940; Zwicker et al., 1957).

Following the early psychophysical studies of critical ra-
tios and critical bands in humans, auditory masking research
began on other vertebrate species. These experiments have
permitted a comparative approach to the study of frequency
selectivity in the auditory system. Remarkably, in a variety
of vertebrates (e.g., cat: Watson, 1963; Costalupes, 1983;
Pickles, 1975; mouse: Ehret, 1975; chinchilla: J. D. Miller,
1964; rat: Gourevitch, 1965), measures of critical bands and
critical ratios show similar frequency-dependent trends, and
this pattern resembles that observed in humans—that is, in-
creasing systematically with signal frequency (3 dB/octave).
This general pattern has led to the suggestion that frequency
selectivity in the auditory systems of vertebrates depends

on a common mechanism, the mechanical response of the
cochlea (Greenwood, 1961b).

Direct measures of frequency selectivity in single VIIIth
nerve fibers differ from those obtained psychophysically, in-
dicating that critical ratios and critical bands are not simple
correlates of the tuning curves of primary fibers (Pickles &
Comis, 1976). This finding does not rule out the possibility
that neural integration along the cochlear partition lays the
foundation for frequency selectivity, although it does suggest
that other processes, such as the distribution and temporal
pattern of neural discharge in the central auditory system,
may be involved in frequency discrimination.

Although critical bands and critical ratios increase system-
atically with signal frequency in most vertebrates, there are
noteworthy exceptions. The parakeet shows a U-shaped func-
tion; critical ratios are lowest at an intermediate frequency of
this animal’s hearing range, and this frequency region corre-
sponds to the dominant frequency components of its vocal-
izations. Also in this frequency region, the parakeet’s absolute
detection thresholds are lowest (Dooling & Saunders, 1975).
A second example can be found in the echolocating horseshoe
bat, which shows a sharp decline in critical ratio (i.e., a
marked increase in frequency resolution) at 83 kHz, relative
to neighboring frequencies (Long, 1977). This specialization
for frequency resolution at 83 kHz parallels that observed for
absolute sensitivity described earlier (Neuweiler et al., 1980).

In the parakeet and the horseshoe bat, the spectral regions
of greatest frequency selectivity and absolute sensitivity coin-
cide; however, it is important to emphasize that these two mea-
sures of auditory function are not typically related. The shapes
of the audiogram and the critical ratio function differ markedly
in most animals; at frequencies where absolute sensitivity is
relatively high, frequency selectivity is not necessarily also
high. Nonetheless, measures of hearing in the parakeet and
horseshoe bat suggest that auditory specializations (possibly,
e.g., the mechanical response of the cochlea, hair cell density
and innervation patterns, tonotopic representation in the cen-
tral auditory system, etc.) do occur to facilitate discrimination
of biologically significant signals from noise.

The shape of the green tree frog’s critical ratio function
departs from that of most vertebrates. This animal shows a
W-shaped critical ratio function, with lowest critical ratios at
900 Hz and 3000 Hz, corresponding to the dominant spectral
peaks of its mating call. The smallest critical ratios obtained
in the green tree frog are approximately 22 dB, indicating
good resolving power of this animal’s ear at biologically
salient frequencies, 900 Hz and 3000 Hz. These data compare
closely with estimates from other vertebrates at 900 Hz and
3000 Hz and suggest that the ear of the anuran, despite its dis-
tinct morphology, can filter frequency as well as that of other
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vertebrates, including those that possess basilar membranes
(Moss & Simmons, 1986).

The mechanical response of the tonotopically organized
cochlea can adequately account for measures of frequency
selectivity among most vertebrates, and this implies that fre-
quency selectivity is mediated by the spatial distribution of
neural activity in the auditory system. However, data ob-
tained from fish (e.g., goldfish: Fay, 1970, 1974; cod: A. D.
Hawkins & Chapman, 1975) present a challenge to this com-
monly accepted notion. There is no biophysical evidence that
the auditory receptor organ of the fish, the sacculus (also
lacking a basilar membrane), operates on a place principle of
frequency coding like the cochlea (Fay & Popper, 1983). Yet
fish exhibit the same pattern of frequency-dependent changes
in critical ratios as do other vertebrates whose peripheral au-
ditory systems show place coding of frequency. Instead, fre-
quency selectivity in fish has been explained in terms of
temporal coding of neural discharge (Fay, 1978a, 1978b,
1983). That is, the temporal pattern of neural discharge in pri-
mary auditory fibers, regardless of their innervation sites
along the sacculus, may carry the code for frequency selec-
tivity. At present, differences and similarities in the mecha-
nisms of frequency selectivity between fish and other
vertebrates are not well understood.

Frequency Difference Limens

The discrimination of sounds on the basis of signal frequency
is a common acoustic problem solved by species throughout
the animal kingdom. In laboratory studies of frequency dis-
crimination, reference and comparison tones are typically
presented in sequence, and the listener is required to report
when there is a change in frequency (see Figure 4.12). The
data are plotted as the change in frequency required for dis-
crimination as a function of the test frequency. Frequency
difference thresholds (limen) measured in mammals, birds,
and fishes show a common trend: �F/F is approximately
constant (Weber’s law holds), with thresholds tending to
rise steadily with test frequency. In most animal groups
tested (but see the exception noted later), individual species
tend to fall within the same range, from less than 1% to about
10%. A low-frequency specialist is the pigeon, and it is hy-
pothesized that this animal uses infrasound for homing
(Quine & Kreithen, 1981). The bottlenose dolphin shows
well-developed frequency discrimination from 1000 Hz to
140 kHz (Thompson & Herman, 1975).

A cross-species comparison of sound frequency discrimi-
nation illustrates that common patterns in the data can arise
through different mechanisms. Frequency discrimination in
insects arises from different auditory receptors that are tuned

to different sound frequencies (Michelsen, 1966; Oldfield
et al., 1986). Mechanical tuning of the basilar papilla may
support frequency discrimination in birds, but other mecha-
nisms may also operate (Gleich & Manley, 2000). In the case
of frogs and toads, the tectorial membrane over the amphibian
papilla appears to support a traveling wave (Hillery & Narins,
1984; Lewis, Leverenz, & Koyama, 1982), and its mechani-
cal tuning may contribute to frequency discrimination (Fay &
Simmons, 1999), but temporal processing or hair cell tuning
may also play a role. The fish ear lacks a hearing organ that
could support a mechanical place principle of frequency
analysis (Békésy, 1960; Fay & Simmons, 1999), but nonethe-
less fish show a pattern of frequency discrimination that re-
sembles mammals and most birds. Hair cell micromechanics
(Fay, 1997), hair cell tuning (A. C. Crawford & Fettiplace,
1980), and time-domain processing (Fay, 1978b) have been
proposed as mechanisms for frequency discrimination in fish.
Frequency discrimination in mammals is generally assumed
to depend on the mechanical tuning of the basilar membrane
(Békésy, 1960), but the variety of mechanisms that presum-
ably operate in nonmammalian species challenges us to look
more closely at this problem in these animals as well.

In anurans no psychophysical studies have yet measured
frequency discrimination across the audible spectrum, as have
been conducted in mammals, birds, and fishes. However, fre-
quency discrimination data warrant mention. Evoked calling
and selective phonotaxis methods have been used to estimate
frequency discrimination in several different anuran species,
each of which was tested only over a narrow frequency range
that was appropriate for the methods that required behavioral
responses in the context of acoustic communication behavior.
Most threshold estimates were between 9% and 33%, gener-
ally higher than those taken from other species (e.g., Doherty
& Gerhardt, 1984; Gerhardt, 1981; Narins & Capranica,
1978; M. J. Ryan, 1983; Schwartz & Wells, 1984). The higher
threshold estimates may reflect the methods employed or dif-
ferences in the frequency resolving power of the anuran ear
(Fay & Simmons, 1999). The psychophysical data on critical
ratios measured in the green tree frog (Moss & Simmons,
1986), which fall within the range of birds, mammals, and
fishes, speak against the latter interpretation, but direct psy-
chophysical studies of frequency discrimination in anurans
would address the question more effectively.

Positive and negative phonotaxis have been used to mea-
sure frequency discrimination in insects. For example, the
cricket (Teleogryllus oceanicus) steers toward a 5-kHz model
of a conspecific calling song broadcast through a loud
speaker and steers away from a 40-kHz model of a bat
echolocation call. By systematically manipulating the stimu-
lus frequency between that of the conspecific call and that of
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Figure 4.12 Frequency discrimination performance (∆F/F), plotted for a number of vertebrate species, as a function of sound frequency. A. Mammals (data
from: bottlenose dolphin, Thompson & Herman, 1975; human, Weir, Jesteadt, & Green, 1976; cat, Elliott, Stein, & Harrison, 1960; elephant, R. S. Heffner &
Heffner, 1982; guinea pig, R. Heffner, H. Heffner, & Masterton, 1971; mouse, Ehret, 1975). B. Birds (data from: pigeon, Quine & Kreithen, 1981, for 1–20 Hz
and Price, Dalton, & Smith, 1967, for 500–4000 Hz; barn owl, Quine & Konishi, 1974; budgerigar, Dooling & Saunders, 1975). C. Fish (data from: sea bream,
Dijkgraaf, 1952; goldfish, Fay, 1970).

the echolocation signal, the cricket shows a shift in its phono-
taxis behavior, which is related to its frequency discrimina-
tion of these sound frequencies (Moiseff et al., 1978). This is
shown in Figure 4.13.

Temporal Resolution

Temporal processing of sound stimuli is an important as-
pect of hearing that contributes to the perception of complex
signals and the localization of sound sources (discussed

later). There are many different approaches to the study of
temporal processing in the auditory system, but not all have
been widely applied to the study of different animal species.
Because we emphasize comparative hearing in this chapter,
we selected for discussion in this section two measures of
temporal resolution that have been studied in several animal
groups: temporal modulation transfer function (TMTF) and
gap detection. Both measures require the subject to detect
changes in the envelope of acoustic stimuli. Abrupt onset
or offset of pure tones produces spectral smearing of the
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Figure 4.13 Phonotactic response of a cricket to sound frequencies used
for communication and those used for bat evasion. After Moiseff et al.
(1978).

stimulus that could provide unintended cues to the subject,
and therefore experimenters generally study temporal resolu-
tion of the auditory system using noise stimuli.

Temporal Modulation Transfer Function

Detection of the sinusoidal amplitude modulation of broad-
band noise depends on the rate and depth of stimulus modula-
tion. Measurements of the minimum amplitude modulation
depth required for modulation detection across a range of
modulation rates can be used to estimate a TMTF. Behavioral
data taken from the human, chinchilla, and parakeet all yield
TMTFs with low-pass characteristics. The rate at which tem-
poral modulation detection falls to half power (– 3dB) is 50 Hz
for the human (Viemeister, 1979), 270 Hz for the chinchilla
(Salvi, Giraudi, Henderson, & Hamernik, 1982), and 92 Hz for
the parakeet (Dooling & Searcy, 1981). At higher rates, detec-
tion of temporal modulation requires increasing depths of am-
plitude modulation up to around 1000 Hz, and thresholds
remain high up to about 3000 Hz (Fay, 1992), after which
the auditory system can no longer resolve the temporal
modulation. By contrast, the TMTF of the goldfish does not
resemble a low pass filter but rather remains relatively
constant across modulation rates between 2.5 Hz and 400 Hz
(see Figure 4.14).

Figure 4.14 Gap detection thresholds (A) and temporal modulation transfer functions (data from: human, Fitzgibbons, 1983; chinchilla, Salvi &Arehole, 1985; rat,
Ison, 1982; parakeet, Dooling & Searcy, 1981; starling, Klump & Maier, 1989; goldfish, Fay, 1985). (B) Selected vertebrate species (data from: human, Viemeister,
1979; chinchilla, Salvi et al., 1982, and Henderson, Salvi, Pavek, & Hamernik, 1984; parakeet, Dooling & Searcy, 1981; goldfish, Fay, 1985). After Fay (1992).
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In mammals, data show that detection of temporal modu-
lation of broadband noise depends on hearing bandwidth.
High-frequency hearing loss in the chinchilla produces a rise
in threshold of amplitude modulation detection across rates
and a drop in the half-power temporal modulation rate (Salvi
et al., 1982).

Gap Detection

The shortest silent interval that an animal can detect in an
acoustic signal is referred to as the gap detection threshold,
and in mammals this measure has been shown to depend
on noise bandwidth (see Figure 4.14). In both the human
(Fitzgibbons, 1983) and the chinchilla, gap detection thresh-
olds are over 10 ms for narrowband noise and systematically
decrease with noise bandwidth to a minimum of about 3.5 ms
for the human (Fitzgibbons, 1983) and 2.5 ms for the chin-
chilla (Salvi & Arehole, 1985). The minimum gap detection
threshold in the rat is 3.4 ms (Ison, 1982) and in the parakeet it
is 4.3 ms (Dooling & Searcy, 1981). Experimentally induced
hearing loss above 1 kHz in the chinchilla can raise the gap de-
tection threshold to 23 ms (Salvi & Arehole, 1985). The gold-
fish shows a gap detection threshold of 35 ms (Fay, 1985).
Striking is the very small gap detection threshold of the star-
ling: only 1.8 ms (Klump & Maier, 1989).

Gap detection, like the TMTF, depends on bandwidth, which
suggests an influence of frequency tuning in the auditory pe-
riphery on performance of these temporal tasks. Comparative
hearing loss data are not, however, entirely consistent with this
notion. Both gap detection and TMTF may also reflect limita-
tions of neural time processing in the CNS (Fay, 1992).

Localization

Sound source localization plays a central role in the lives of
many animals: to find conspecifics, to find food, and to avoid
predators. A large number of species use acoustic signals for
social communication, and commonly such signals convey the
message, “Here I am. Come find me.” For example, the adver-
tisement calls of male frogs attract gravid females to their posi-
tion along the pond (Capranica, 1976). Calls of birds serve a
similar function. Thus, localization of the sender is an impor-
tant function of acoustic communication in social animals.
Some animals detect and localize prey from the acoustic sig-
nals they produce. The barn owl, for example, listens to rustling
sounds generated by mice that move over the ground. The owl
can track and capture the prey in complete darkness (R. S.
Payne, 1971) by localizing the sounds generated by its move-
ments through the grass and leaves on the ground. Another ex-
ample of an animal that uses sound to localize prey is the
echolocating bat. The bat transmits ultrasonic acoustic signals

that reflect off the prey and uses the features of the reflected
echo to localize and capture small flying insects, and it can do
so in the absence of vision (Griffin, 1958). The acoustic signals
produced by predators can also serve as a warning to prey, and
the localization of predator-generated signals can aid in the
evasion of predators. For example, moths, crickets, and praying
mantises can detect and localize the ultrasound of an echolo-
cating bat, which can guide its flight away from the predator
(Moiseff et al., 1978; R. S. Payne, Roeder, & Wallman, 1966;
Yager & Hoy, 1986, 1989). Playing several crucial functions, it
is not surprising that the capacity to localize sound sources oc-
curs widely throughout the animal kingdom.

In most animals sound localization is enabled by the pres-
ence of two ears and a central auditory system that can com-
pare the direction-dependent signals that each receives. The
comparison of the signal arrival time (onset, amplitude peaks
in the envelope, and ongoing phase) and amplitude spectrum
at the two ears provides the basis for sound source localiza-
tion in most vertebrates, referred to as ITD and interaural in-
tensity difference cues (see Figure 4.15). Directional hearing
in some animals, however, depends on directionality of hair
cells of the auditory receptor organ (e.g., fish) or directional-
ity of the external ear (e.g., Michelsen, 1998).

The acoustic cues used by mammals for horizontal sound
localization depends on the time-frequency structure of the
signals. Ongoing phase differences between signals received
at the two ears can be discriminated unambiguously only
if the period of the signal is longer than the interaural dis-
tance. In humans the distance between the two ears is
roughly 17 cm, and the maximum interaural time delay is
therefore about 0.5 ms (sound travels in air at a speed of ap-
proximately 344 m/s). Humans can use the phase difference
of a pure tone signal to localize sound if the frequency is
below 1400 Hz (Mills, 1958). At higher frequencies humans
use interaural intensity differences for sound localization. In
all land vertebrates, interaural intensity difference cues be-
come available when wavelength of the sound is smaller
than the dimensions of the animal’s head, so that sufficient
sound shadowing occurs to produce amplitude differences
of the signal at the two ears (see Figure 4.15). Masterton
et al. (1969), H. E. Heffner and Masterton (1980), and R. S.
Heffner and Heffner (1992) reported a negative correlation
between interaural distance and high-frequency hearing and
suggested that high-frequency hearing evolved in animals
with small heads to enable sound localization using interau-
ral intensity cues.

There are many different approaches to measuring the ac-
curacy with which a listener can localize a sound source. The
listener may indicate the direction of a sound source by point-
ing or aiming the head. Here, the accuracy of the listener’s
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motor behavior is included in the localization measure. Some
tasks simply require the subject to lateralize a sound source
relative to a reference point. In many psychophysical experi-
ments, the subject is asked to indicate whether a sound source
location changed over successive presentations. Localization
resolution measured in this way is referred to as the minimum
audible angle (MAA; Mills, 1958). The MAA depends on the
sound stimulus, with pure tones generally yielding higher
thresholds than broadband signals. In mammals MAA can be
very small: about 0.8 deg in the human (Mills, 1958), 1.2 deg
in the elephant (R. S. Heffner & Heffner, 1982), and 0.9 deg
in the bottlenose dolphin (Renaud & Popper, 1975). The
macaque monkey has an MAA of 4.4 deg (R. S. Heffner &
Masterton, 1978), similar to the opossum with an MAA of
4.6 deg (Ravizza & Masterton, 1972). Data from the horse
show a surprisingly large MAA of 37 deg (R. S. Heffner &
Heffner, 1984). The pallid bat, an echolocating species that is
also known to use passive listening for prey capture, has an
MAA of 2 deg (Fuzessery, Buttenhoff, Andrews, & Kennedy,
1993), whereas the echolocating big brown bat has an MAA
of 14 deg in a passive listening paradigm (Koay, Kearns,
Heffner, & Heffner, 1998). Estimates of azimuthal localiza-
tion accuracy in the actively echolocating big brown bat are
considerably lower: 1 deg to 3 deg (Masters, Moffat, &
Simmons, 1985; Simmons et al., 1983). See Figure 4.15,
panel B.

Vertical localization in mammals depends largely on spec-
tral cues, created by the direction-dependent filtering of
acoustic signals by the external ears, head, and torso (Yost &
Gourevitch, 1987). The vertical position of a sound source
influences the travel path of the sound through the pinna,
which in turn shapes the signal spectrum (Batteau, 1967;
R. S. Heffner, Heffner, & Koay, 1995, 1996). Human listen-
ers can discriminate the vertical position of a sound source
with accuracy of about 3 deg, but performance falls apart
when pinna cues are disturbed (Batteau, 1967; R. S. Heffner
et al., 1996). Vertical localization performance in mammals is
typically poorer than horizontal localization, with thresholds
of about 2 deg in dolphin (Renaud & Popper, 1975), 3 deg in
humans (Wettschurek, 1973), 3 deg in rhesus pig tailed mon-
key (Brown, Schessler, Moody, & Stebbins, 1982), 3 deg in
bats (Lawrence & Simmons, 1982), 4 deg in cat (Martin &
Webster, 1987), 13 deg in opossum (Ravizza & Masterton,
1972), and 23 deg in chinchilla (R. S. Heffner et al., 1995).
Certainly, free movement of the head and pinnae can aid in
an animal’s localization of a sound source.

The echolocating bat’s foraging success depends on accu-
rate localization of prey in azimuth, elevation, and distance.
The bat uses the same acoustic cues described earlier for
sound source localization in azimuth and elevation. The bat
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Figure 4.15 Schematic of acoustic cues used for binaural sound localiza-
tion in the horizontal plane. Adapted from Yost and Hafter (1987). 1. Illustra-
tion of a sound source to the right of the listener’s midline, resulting in a signal
level that is greater and arrives earlier at the listener’s right ear. 2. Illustration
of interaural time differences for a signal that arrives at the right ear before the
left ear. For this sine wave stimulus only the first cycle provides a reliable in-
teraural time difference cue, after which the temporal offset of the signal at the
two ears becomes ambiguous. This ambiguity occurs for sine wave stimuli
with wavelengths shorter than the listener’s interaural separation. 3. Illustra-
tion of level differences at the right and left ears. Because the signal is stronger
at the right ear than the left ear, it exceeds auditory threshold earlier in time.
This shows how interaural intensity differences can translate into interaural
time differences.
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It is not surprising that the smallest MRAs have been mea-
sured in raptors. The barn owl, for example, is a nocturnal
predator that depends largely on hearing to find prey and has
developed exceptional sound localization abilities. It hears
higher frequency sounds than most birds (see Figure 4.8), and
it shows specializations for temporal processing in the central
auditory system that presumably supports its horizontal
sound localization (see Figure 4.15). The dominant cue used
by the barn owl for vertical sound localization is interaural
intensity cues, created by the asymmetrical positions of its
right and left ear canals. In addition, the barn owl’s feather
ruff enhances elevation-dependent changes in signal intensity
(Moiseff, 1989). Vertical sound localization thresholds, like
MRA in the horizontal plane, are lowest for broadband sig-
nals, as small as 2.2 deg for a 1,000-s noise burst (Knudsen &
Konishi, 1979).

Minimum audible or resolvable angles have not been
measured in frogs, but binaural hearing is required for sound
localization in anurans (Feng, Gerhardt, & Capranica, 1976).
Selective phonotaxis studies have been conducted to exam-
ine the female frog’s localization accuracy in approaching a
speaker that broadcasts a species-specific advertisement call.
Taking the mean error between the frog’s position and the
position of the sound source averaged across all jumps dur-
ing phonotactic approaches has yielded estimates of sound
localization accuracy in several species: dendrobatid frog,
23 deg (Gerhardt & Rheinlaender, 1980); green tree frog,
15.1 deg (Rheinlaender, Gerhardt, Yager, & Capranica,
1979); painted reed frog, 22 deg in two dimensions, 43 deg
in three dimensions (Passmore, Capranica, Telford, &
Bishop, 1984); and gray tree frog, 23 deg in three dimen-
sions (Jørgenson & Gerhardt, 1991). Sound localization by
the frog derives from a combination pressure-pressure dif-
ference system (Feng & Shofner, 1981; Michelsen, 1992;
Michelsen, Jørgenson, Christensen-Dalsgaard, & Capranica,
1986).

Fish can localize sound underwater, as they are sensitive
to the acoustic particle motion that changes with the sound
source direction. Cod can make angular discriminations
of sound source location on the order of 20 deg in the hori-
zontal plane and 16 deg in the vertical plane (Chapman &
Johnstone, 1974), and sound localization depends on the in-
tegrity of both ears (Schuijf, 1975). It appears that vector
coding within and across auditory receptor organs in the fish
ear supports sound localization: Although the underwater
acoustics that impact sound localization in fish differ from
those for sound localization in terrestrial animals, it is inter-
esting to note that similar organizational principles appear to
operate; namely, binaural cues are used by fish for azimuthal

determines target distance from the time delay between its
sonar vocalizations and the returning echoes and uses the
three-dimensional information about target location to guide
the features of its sonar vocalizations and to position itself to
grasp insect prey with its wing or tail membrane (Erwin,
Wilson, & Moss, 2001). Psychophysical studies of echo-delay
difference discrimination report thresholds as low as 30 �s,
corresponding to a range difference of 0.5 cm (reviewed in
Moss & Schnitzler, 1995).

Behavioral studies demonstrate that birds also use interau-
ral time and intensity differences to localize a sound source in
the horizontal plane; however, there is some debate over the
mechanisms. Researchers have argued that the bird’s ears are
too closely spaced to use ITDs from two independent pres-
sure receivers, and the sound frequencies that they hear are
too low for their small heads to generate sufficient sound
shadowing to use interaural intensity differences. This prob-
lem can be solved if one assumes that the bird’s ears act as
pressure difference receivers (Kühne & Lewis, 1985). A pres-
sure difference receiver is distinct from a direct pressure re-
ceiver in that the left and right ears are acoustically coupled
through an interaural canal, allowing stimulation of the tym-
panic membrane from both directions (i.e., from the outside
of the head and through the opposite ear via the interaural
canal). The interaural intensity and time cues available to the
animal are enhanced through a pressure-difference receiver,
and substantial data support this hypothesized mechanism
for sound localization in birds. However, owing largely to
methodological difficulties in fully testing this hypoth-
esis, some researchers continue to challenge the notion
(Klump, 2000).

The minimum resolvable angle (MRA) measures the ab-
solute localization performance of an animal, as opposed to
relative localization tasks that only require the subject to de-
tect a change in sound source location (e.g., MAA). The MRA
has been studied in a number of bird species, and thresholds
range from 1 deg to 3 deg in the barn owl (Knudsen &
Konishi, 1979; Rice, 1982), saw-whet owl (Frost, Baldwin, &
Csizy, 1989), and marsh hawk (Rice, 1982) to over 100 deg in
the zebra finch (Park & Dooling, 1991) and the bobwhite
quail (Gatehouse & Shelton, 1978). (See Figure 4.16.) It is not
clear whether the very high thresholds reported for some
species reflect poor localization ability or limitations in the
psychophysical methods used to study localization perfor-
mance. The great horned owl has an MRA of 7 deg (Beitel,
1991), the red-tailed hawk 8 deg to 10 deg, and the American
kestrel 10 deg to 12 deg (Rice, 1982). The budgerigar shows
an MRA of 27 deg (Park & Dooling, 1991), and the great tit
23 deg (Klump, Windt, & Curio, 1986).
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localization and monaural cues for elevational localization
(Fay & Edds-Walton, 2000).

Studies of some insect species show that despite their
small size they are able to localize sound sources. Localiza-
tion of acoustic sources is important to social communica-
tion and predator evasion in many insect species, which is
achieved largely through pressure difference receivers and
movement receivers (Autrum, 1940; Michelsen, 1998),
although experimental evidence shows that acoustic cues
are also available for some insect species to use pressure
receivers (R. S. Payne et al., 1966). Pressure difference
receivers are more sensitive than movement receivers in
acoustic far fields. As in other animals that apparently use
pressure difference receivers (e.g., frogs and birds, as dis-
cussed earlier), sound waves reach both surfaces of the tym-
panal membrane, and the directional cues are enhanced by
the different paths of acoustic activation. Long, lightly artic-
ulated sensory hairs protruding from the body surface of an
insect are inherently directional, and the activation pattern of
these movement receivers can be used to determine sound
source location, particularly at close range, where their sensi-
tivity may be comparable to that of a pressure difference re-
ceiver (Michelsen, 1992, 1998).

Some insects are capable not only of lateralizing the di-
rection of a sound source but also scaling the direction of a
phonotactic response according to the angular position of the
sound source. For example, crickets placed in an arena adjust
the angle of each turn toward a loudspeaker broadcasting
a conspecific call (Bailey & Thomson, 1977; Latimer &
Lewis, 1986; Pollack, 1998). It is noteworthy that behavioral
studies of sound localization in crickets using a treadmill ap-
paratus that can elicit and track phonotactic behavior, while
keeping the distance from the sound source fixed, have found
that localization ability is still intact after removal of one ear
or the tracheal connections between the ears. New data show
that crickets retain 1 dB to 2 dB of directionality after surgi-
cal removal of one ear, which appears to be adequate for
localization tasks in simplified laboratory tasks (Michelsen,
1998).

Auditory Scene Analysis

Auditory scene analysis involves the organization of com-
plex acoustic events that allows the listener to identify and
track sound sources in the environment. For example, at the
symphony individuals in the audience may be able to hear out
separate instruments or differentiate between music played
from different sections of the orchestra. At the same time,
each listener may also track a melody that is carried by many
different sections of the orchestra together. In effect, the

listener groups and segregates sounds, according to similarity
or differences in pitch, timbre, spatial location, and temporal
patterning, to organize perceptually the acoustic information
from the auditory scene. In animal communication systems,
auditory scene analysis allows an individual to segregate and
interpret the acoustic signals of conspecifics that may overlap
other environmental signals in frequency and time. The same
principle holds for identifying and tracking the signals pro-
duced by predators. Auditory scene analysis thus allows the
listener to make sense of dynamic acoustic events in a com-
plex auditory world (Bregman, 1990), which is essential to
the lives of all hearing animals.

Only recently have studies of animal auditory perception
examined the principles of scene analysis in nonhuman
species. Experiments with European starlings (Braaten &
Hulse, 1993; Hulse, MacDougall-Shackleton, & Wisniewski,
1997; MacDougall-Shackleton, Hulse, Gentner, & White,
1998) and goldfish (Fay, 1998, 2000) have demonstrated that
spectral and temporal features of acoustic patterns influence
the perceptual organization of sound in these animals. Using
conditioning and generalization procedures, these researchers
provided empirical evidence that both fish and birds can hear
out complex acoustic patterns into auditory streams. The use
of biologically relevant stimuli in the study of auditory scene
analysis has not been widely applied, but this approach was
adopted by Wisniewski and Hulse (1997), who examined
the European starling’s perception of conspecific song and
found evidence for stream segregation of biologically rele-
vant acoustics in this bird species. Neurophysiological studies
have also recently begun to examine the neural correlates of
scene analysis in the primate auditory system (Fishman,
Reser, Arezzo, & Steinschneider, 2001). Although the detec-
tion, discrimination, and localization of signals lay the build-
ing blocks for audition, it is clear that auditory systems across
the phylogenetic scale must also organize this information for
scene analysis to support species-specific acoustic behaviors
that are central to social behaviors and predator evasion.

SUMMARY AND CONCLUSIONS

This chapter takes a comparative approach in its review of
neurophysiological, anatomical, and behavioral studies of
auditory systems. Selective pressures to encode the salient
features of the auditory stream have produced a suite of con-
vergent physiological and morphological features that con-
tribute to auditory coding. All auditory systems, from those
of insects to those of mammals, are organized along similar
lines, with peripheral mechanisms responsive to acoustic
vibrations that serve to activate neurons in the ascending
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auditory pathway. Most auditory systems also contain effer-
ent systems that can modulate activity in the periphery and
stations of the ascending pathway. It is also noteworthy that
both invertebrate and vertebrate auditory systems appear to
use comparable neural codes to carry information about
sound source spectrum, amplitude, and location in space.

Behavioral studies of auditory systems reveal many com-
mon patterns across species. For example, hearing occurs
over a restricted frequency range, often spanning several oc-
taves. Absolute hearing sensitivity is highest over a limited
frequency band, typically of biological importance to the
animal, and this low-threshold region is commonly flanked
by regions of reduced sensitivity at neighboring frequen-
cies. Absolute frequency discrimination generally decreases
with an increase in sound frequency, as does frequency selec-
tivity. Some animals, however, show specializations in hear-
ing sensitivity and frequency selectivity for biologically
relevant sounds, with two regions of high sensitivity or fre-
quency selectivity. Often, but not always, the specializations
for sound processing can be traced to adaptations in the
auditory periphery.

In sum, this chapter reviewed the basic organization of
the auditory systems in a host of animal species. We detailed
the anatomical and physiological features of the auditory
system and described how these features support a broad
range of acoustic behaviors. We presented data from auditory
generalists and specialists to illustrate both common princi-
ples and species-specific adaptations for acoustic communi-
cation, sound source localization, predator evasion, and
echolocation. The topic of this review is so broad that we also
attempted to provide some direction for individuals who wish
to read more in-depth coverage of research in comparative
studies of audition.
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LOCOMOTOR NETWORKS: INTRODUCTION
AND HISTORY

In the animal kingdom, various kinds of locomotion—such
as swimming, walking, flight, and crawling—have evolved.
Understanding locomotor function is of vital scientific inter-
est, because locomotion serves as multipurpose behavior
in various more complex behavioral programs and issues.
Understanding the neuronal mechanisms underlying locomo-
tion has long attracted scientists as a case study well suited to
understanding nervous system function in general and for
medical use and robotics.

To understand locomotor systems requires a multilevel ap-
proach ranging from the cellular level (i.e., identifying
the neurons involved, their intrinsic properties, the properties
of their synaptic connections, and the role of particular

transmitters and neuromodulators) to the system level (i.e.,
determining the functional integration of these networks in
complete motor programs). Our current understanding of
locomotor networks is the outcome of investigating and com-
paring various invertebrate and vertebrate locomotor systems
in which rhythmic behaviors can be studied on multiple lev-
els, ranging from the interactions between identifiable neu-
rons in identified circuits to the analysis of gait. This review
will focus on (a) the principles of cellular and synaptic con-
struction of central pattern-generating networks for loco-
motion, (b) their location and coordination, (c) the role of
sensory signals in generating a functional network output,
(d) the main mechanisms underlying their ability to adapt
through modifications, and (e) basic features in modulating
the network function.

Due to the limited space available for this introduction to
this lively and fast-developing field in neurosciences, the
authors will restrict citations mostly to recent, in-depth re-
views on individual aspects mentioned and will refer to orig-
inal articles only as specifically needed.

We would like to thank M. Cohen from the Institute for Advanced
Study in Berlin for carefully editing the manuscript.
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Understanding the Act of Progression:
Historical Aspects

The problem of how locomotion is generated has been con-
sidered for more than 2,400 years, starting in the time of
Aristotle (about 400 B.C.). Between the second and third cen-
turies A.D., the Aristotelian concept of a vital pneuma
(transformed from the omnipresent ether by the lungs and
transported by the bloodstream to the muscles) as the ulti-
mate cause underlying locomotor ability was first modified
by Galen, who discovered that nerves originating in the brain
and spinal cord innervate the muscles. In the seventeenth
century, Descartes and Borelli integrated Galen’s discoveries
in a more mechanically based theory, suggesting that muscles
contract by a corpuscular animal spirit released from the ner-
vous system. In the mid-nineteenth century (and based on the
work in the eighteenth century by Schwammerdam, Galvani,
and others), Matteucci, Helmholtz, and du Bios-Reymond
discovered the electrical properties of axons and their impli-
cation for neuromuscular transmission (the modern term
synapse was adopted much later by Sherrington in 1897).
Benefiting from the general progress in detailed anatomical
knowledge and with a new basic concept (Cajal’s neuron
doctrine), late nineteenth-century physiology initiated a com-
mon understanding of the nervous system’s function and its
role in the generation and control of behavior (for an in-depth
review of the early history, see Bennett, 1999).

The Neural Basis of Locomotor Pattern Generation:
A First Concept

At the end of the nineteenth century, the discovery of propri-
oceptive pathways in the nervous system (e.g., by Bell,
Golgi, and Kühne in the mid- nineteenth century; early re-
view: Sherrington, 1900), the description of numerous differ-
ent reflex responses in the limbs of monkeys, dogs, and cats
after skin or nerve stimulation (establishing what are called
reflex laws; Pflüger, 1853) and the apparent resemblance of
these reflex responses, including scratch reflexes and spinal
stepping, to parts of the limb-movement cycle during real lo-
comotion led to the idea that the antagonistic activation of ef-
fector organs during locomotion might be triggered by
feedback from sense organs in the skin and the moving parts
of the body. Coordinated limb movement during locomotion
was thought to be the result of a chain arrangement of these
reflex arcs. Remarkably, this concept already included the
principle of a reciprocal innervation of antagonistic muscles
(Sherrington, 1905a, 1905b) and the demonstration of pos-
tural reflexes (Sherrington, 1900a).

Toward a Concept of Central Control of Locomotion

In the early twentieth century, the putative role of the spinal
cord in the basic generation of locomotion was established by
experiments in mammals, mainly in the dog and the cat, that
could still produce alternating leg movements after the brain
was disconnected (Brown, 1911, 1912; Sherrington, 1905a,
1905b). In cats, Brown (1911) demonstrated that the spinal
cord was capable of producing locomotor patterns after com-
plete deafferentation of the moving limb. He concluded that
alternating rhythmic movements derive from a central spinal
process and proposed a simple half-center model as the basis
of the alternating activity of flexors and extensors during
walking: Each half-center is responsible for activating either
flexors or extensors, and both half-centers are connected by
reciprocal inhibition in order to silence one center while the
other is active. Much later, when reciprocal inhibition was first
shown on the interneuron level in the spinal cord (Jankowska,
Jukes, Lund, & Lundberg, 1967a, 1967b), the suggested spinal
network organization incorporated the basic features of
Brown’s half-center model.

The Concept of a Central Pattern Generator (CPG)

The combined evidence from the first half of the twentieth
century suggested that the central nervous system does not
necessarily require sensory feedback to generate rhythmic
movement resembling repetitive behaviors such as locomo-
tion. This conclusion emerged from experiments in a variety
of invertebrate and vertebrate species, in which the ability to
generate a patterned rhythmic activity was not abolished by
(a) paralysis using neuromuscular blockers to prevent propri-
oceptive input evoked by movements, (b) deafferentation, or
(c) the complete physical isolation of the nervous system
from all sources of possible feedback (for a review, see Grill-
ner, 1985; see also Delcomyn, 1980). The ensemble of neu-
ronal elements necessary and sufficient for the production of
locomotor patterns was defined as a central pattern genera-
tor (CPG; Grillner & Zangger, 1975; Wilson, 1961). How-
ever, since the motor patterns observed after deafferentation
are often imprecise and sometimes even lack important ele-
ments of motor output as compared to intact conditions (e.g.,
Grillner & Zangger, 1979; Pearson, 1985; Sillar, Clarac, &
Bush, 1987), the validity of such a concept for completely
central locomotor pattern generation was questioned (e.g.,
Bässler, 1987, 1988; Pearson, 1985). At present it is clear
that, in the majority of locomotor systems, sensory feedback
and CPG networks interact to generate the functional loco-
motor program, whereby sense organs form integral elements
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of the pattern-generating mechanisms (e.g., see the review in
Büschges & El Manira, 1998; Pearson, 1995; Prochazka
& Mushahwar, 2001) with only few exceptions (e.g.,
Arshavsky, Orlovsky, Panchin, Roberts, & Soffe, 1993).

ORGANIZATION OF NEURAL NETWORKS
FOR LOCOMOTION

Most locomotor patterns have in common that they are based
on rhythmic movements (i.e., cyclic motor patterns). Each
cycle can be generally divided into two phases, a power
stroke and a return stroke. During the power stroke, locomo-
tor organs exert force against the surrounding medium and
move the organism relative to its environment; during the
return stroke, the locomotor organs are moved back to their
starting position for the next power stroke. In walking, for ex-
ample, the power stroke of the locomotor cycle is the stance
phase, when the limb is on the ground and generates force to
propel the body relative to the ground, either forward or back-
ward. The return stroke of the leg is the swing phase, during
which the leg is moved back to its starting position. In

general, antagonistic muscles of leg joints exhibit phases
of alternating activity during the generation of stepping
movements. In vertebrates like fish or agnaths, swimming is
generated by a rostral-caudally or caudal-rostrally directed
undulating contraction wave, depending on the direction of
swimming. This contraction wave wanders along the trunk
musculature. In every cycle, the myotomal musculature of
both sides of each segment contracts in an alternating fashion.

In the next section we will review the main features of cur-
rent knowledge of the construction of neural networks and
the mechanisms underlying the generation of locomotor pat-
terns in vertebrates and in invertebrates.

When considering the generation of locomotor programs,
several different aspects and levels of nervous control are im-
portant (Figure 5.1). For a very detailed review of this, see
Orlovsky, Deliagina, and Grillner (1999), where the follow-
ing summary of present knowledge was presented. The high-
est level of control is represented in the decision to locomote.
Activation of this system is mediated by external or internal
cues, such as sensory stimuli or motivation. The decision to
locomote activates two different systems of descending con-
trol. One system has command-like features and controls the
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Figure 5.1 Schematic summary of the components and functional organization of a generalized system for generation and control of locomotion (see text for
details and explanation) adapted from Orlovsky et al. (1999). Note that for multijointed locomotor organs, the controllers of the individual locomotor organs may
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starting and stopping of the locomotor program as well as
the intensity (e.g., speed) of locomotion. In vertebrates, the
reticulospinal pathways, receiving signals from the mesen-
cephalic locomotor region and the subthalamic locomotor
region and sending their axons into the spinal cord, are
elements of this system (e.g., Armstrong, 1988; Jordan,
Brownstone, & Noga, 1992; Mori, Matsuyama, Kohyama,
Kobayashi, & Takakusaki, 1992; Orlovsky et al., 1999).

In invertebrates, groups of interneurons or individual
descending interneurons have been identified that serve
command-like functions in the initiation and maintenance of
motor programs (e.g., Bowerman & Larimer, 1974a, 1974b;
Brodfuehrer & Friesen, 1986a, 1986b, 1986c; Gamkrelidze,
Laurienti, & Blankenship, 1995; Kupfermann & Weiss,
1978). The second system is in charge of generating and con-
trolling the animal’s posture and equilibrium during locomo-
tion, as well as its direction of locomotion. In vertebrates, the
cerebellum, brainstem, and spinal cord serve this system; in
invertebrates, this system is distributed among various gan-
glia. The information from these two systems is fed into the
neuronal networks of the locomotor system itself, the con-
trollers, located downstream close to the locomotor organs
in spinal segments (vertebrates) or ganglia (invertebrates).
The construction and action of these controllers will be our
main focus in the following chapters. The controllers (Fig-
ure 5.1) encompass the neuronal networks, including the
CPGs that generate activity of the locomotor organs by driv-
ing specific sets of motoneurons. These motoneurons form
the neuronal output stage and innervate the muscles moving
the locomotor organs. Rhythmic motoneuron activity is gen-
erated by alternating excitatory and inhibitory synaptic im-
pulses from the premotor neural networks, the controllers,
to the motoneurons. The generation of functional locomotor
programs often relies on feedback about the executed action
from each level to the next higher level. Information about
the activity of the controllers is fed back to the command
level. Sensory information reporting the actual movement
generated by the locomotor organs is fed back to the con-
trollers. Therefore, in many locomotor systems, sense or-
gans have to be considered important elements enabling the
systems to generate functional locomotor programs (see
also Orlovsky et al., 1999). Finally, locomotor systems con-
sisting of a multitude of locomotor organs need to generate
coordinating mechanisms to adjust and time the sequence of
movements among the individual locomotor organs (e.g.,
Cruse, 1990).

Marked differences appear to exist in the degree of
coupling between the actions of individual controllers for
locomotor systems, on the one hand, and a multitude of loco-
motor organs, on the other. For example, evidence suggests

that the wing-control system in the locust flight system acts in
general as one integrated common pattern generator for driv-
ing all four wings (Robertson & Pearson, 1983; Waldron,
1967). However, more recent evidence gathered from various
vertebrate and invertebrate organisms suggests that each
locomotor organ may indeed have its own controller—that is,
each segment of a lamprey for swimming (Grillner et al.,
1995), each leg of a vertebrate or invertebrate (Bässler &
Büschges, 1998; Orlovsky et al., 1999) and each leg of a
human (Gurfinkel, Levik, Kazennikov, & Selionov, 1998) for
walking, and each wing of an insect for flying (Ronacher,
Wolf, & Reichert, 1988). The construction of such controllers
has been well studied for the generation of the swimming
motor pattern in mollusks and lower vertebrates (Arshavsky
et al., 1993; Grillner et al., 1995) and annelids (Brodfuehrer,
Debski, O’Hara, & Friesen, 1995) and for walking pattern
generation in crustaceans (Cattaert & LeRay, 2001), insects
(Bässler & Büschges, 1998), anurans (Cheng et al., 1998),
and mammals (Orlovsky et al., 1999). In humans, less evi-
dence is presently available on the construction principles of
the limb controllers themselves, but present data suggest that
the main features in the organization of the walking control
system of humans has similarities to those of both cats and
arthropods (for a recent summary and comparison, see
Orlovsky et al., 1999).

The complexity of the controllers’ construction depends
on (a) the complexity of the locomotor organs and (b) the
requirements of the locomotor behavior to be generated out.
Thus, the complexity of the controllers increases with the
segmentation of the locomotor organs, from unitary wings
to multisegmented legs. For example, in Clione, a mollusk,
the swimming motor activity is generated by elevation
and depression of wing-like appendages (Arshavsky et al.,
1998). In invertebrates and vertebrates, however, walking is
generated by the movements of multijointed limbs, which
requires the coordination of the activities of several individ-
ual leg joints (Bässler, 1983; Grillner, 1979; Orlovsky et al.,
1999). Controllers that need minimal sensory feedback,
such as the one controlling locomotion in Clione, are con-
structed more simply than are controllers governing loco-
motor programs that depend on sensory feedback, such as
walking systems. Pattern generation in the latter locomotor
systems relies heavily on sensory signals about movements
of the joints and the limbs, signals about forces or strain
exerted on each segment of the limb, and coordinating sig-
nals between adjacent limbs (e.g., Bässler & Büschges,
1998; Pearson, 1995; Prochazka, 1996a). This also applies
to the walking system of humans (Dietz, 1992; Gurfinkel
et al., 1998; Sinkjaer, Andersen, Ladouceur, Christensen, &
Nielsen, 2000).
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Figure 5.2 A. Reciprocal inhibition as building block for pattern genera-
tion in neural networks for locomotion. Filled circles � inhibitory synapse.
Note that some tonic background excitation is needed to induce oscillatory
activity of this network. B. Wiring diagram of the CPG for swimming in the
lamprey spinal cord, based on data from Grillner and coworkers (see Grillner
et al., 1995). Each circle denotes an identified class of interneurons in the
spinal cord. EI, excitatory interneuron; LI, lateral inhibitory interneuron; CC,
contralateral crossing inhibitory interneuron. Open triangles: excitatory
synapse; filled circle, inhibitory synapse; MN, myotomal motoneuron. Con-
nections from neurons of the right half of the segment are drawn with solid
lines, connections from neurons of the right half of the segment are drawn
with broken lines. The vertical stippled line denotes the midline of the spinal
cord. The motor output of the pattern generator for swimming is exemplified
at the bottom by an intracellular recording from a left myotomal motoneuron
together with extracellular recordings from both ventral roots of the segment,
in which the motoneuron is located. Note the strictly alternating activity be-
tween both sides of the segment. Activity was initiated and maintained by
super fusion of the cord with the glutamate agonist NMDA (150 �M).

Construction Principles of Pattern-Generating
Networks for Locomotion

Central neuronal networks have been identified that are capa-
ble of generating ongoing rhythmic activity in motoneurons
that contribute to the cyclic locomotor output generated for
swimming, walking, and flying in vertebrates and inverte-
brates (described previously). These networks can also be ac-
tivated in very reduced preparations either by the application
of drugs, by sensory stimulation, or by stimulation of higher
order centers in the central nervous system (for a comparative
review, see Orlovsky et al., 1999). Using these approaches,
more or less complete patterns of a locomotor program can
be generated, allowing their detailed investigation. Neuronal
networks have been analyzed on several levels: first, the
operational level, focusing within the systems level on mech-
anisms for the generation of functional motor programs (e.g.,
Bässler & Büschges, 1998; Grillner, 1979); second, the level
of the neuronal networks themselves, analyzed by investigat-
ing the topologies of the neural network and the synaptic in-
teractions among its elements (e.g., Arshavsky et al., 1993;
Bässler & Büschges, 1998; Grillner et al., 1995; Kiehn,
Housgaard, & Sillar, 1997; Roberts, 2000); and third, a sub-
ject that has drawn a lot of attention lately: the cellular and
subcellular levels and the cellular properties of individual
neurons or neuron classes within the networks and their role
in generating rhythmic locomotor activity (e.g., Dale, 1997;
Grillner, Wallen, Hill, Cangiano, & El Manira, 2001). Fi-
nally, in the past two decades, simulation studies using artifi-
cial neural networks or computer models have increasingly
helped to investigate the necessity and sufficiency of neu-
ronal mechanisms and the construction of the neuronal net-
works underlying the generation of locomotor patterns as
presently understood (e.g., reviews in Cruse et al., 1995;
Grillner et al., 1995).

Despite differences among phyla, species, and locomotor
tasks, it has become clear by now that there are some specific
common outlines of networks generating rhythmic locomo-
tor activity. Two prominent basic neural network topologies
have been identified: mutual inhibition and forward excita-
tion–reciprocal inhibition.

Mutual Inhibition

This construction principle found in various locomotor sys-
tems is based on mutual inhibition between neurons or groups
of neurons within the neuronal networks (Figure 5.2, panelA).
Each group of neurons is in charge of generating one phase of
the locomotor activity. Through this mechanism, only one
group of neurons is active at any given time once the activity

of the network has been started. Transition between the activ-
ity of the two neurons or groups of neurons emerges through
mechanisms that either generate fatigue in the activity of the
currently active group of neurons or enable the silent, inactive
group of neurons to escape inhibition. Such topology is called
half-center construction, and, long before experimental verifi-
cation was possible, Brown (1911) conceived it for the gener-
ation of alternating activity during stepping in the cat. Mutual
inhibition has been identified as a building block underlying
the generation of alternating motor activity in the neuronal
networks for swimming in vertebrates (lampreys [Buchanan,
1982; Grillner, 1985] and tadpoles [Roberts, Dale, Evoy, &
Soffe, 1985; Soffe, Clarke, & Roberts, 1984]) and for swim-
ming and other locomotor behaviors, such as crawling, in
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invertebrates (mollusks [Arshavsky, Beloozerova, Orlovsky,
Panchin, & Pavlova, 1985a, 1985b, 1985c, 1985d; Getting,
1981; Getting, Lennard, & Hume, 1980; Katz, Getting, &
Forst, 1994] and annelids [Friesen & Hocker, 2001; Friesen,
Poon, & Stent, 1978; Stent et al., 1978]). For example, in the
lamprey, swimming-network alternating activity of both sides
of each segment is based on mutual inhibition between groups
of crossed inhibitory neurons on each side of the spinal cord
(Figure 5.2, panel B; Buchanan, 1982; Grillner, 1985).

Forward Excitation and Reciprocal Inhibition

Another identified network interaction is forward excitation
from one neuron to another neuron via a delay and reciprocal
inhibition from the second neuron to the first neuron (Fig-
ure 5.3, panel A). In the CPG network for locust flight, this
element has been found to underlie alternating activation of
wing elevator and depressor motoneurons, representing some
kind of switch-off mechanism (Figure 5.3, panel B; Robertson
& Pearson, 1983, 1985). For example, activity of one neuron
(type 301) increases and excites another neuron (type 501)
through the action of an excitatory influence with a certain
delay. At some point, neuron 501 is pushed past its spike
threshold and activated. Its activity then in turn terminates the
activity of 301 through the inhibitory synapse (Robertson &
Pearson, 1985). Ongoing rhythmic activity in such a circuit re-
lies on some mechanism that enables neuron 301 to have pace-
maker or burst-producing properties (described presently).

Finally, it is now known that other locomotor systems
also combine different types of building blocks for the gen-
eration of rhythmic motor patterns, as with the locomotor
network of the nudibranch Tritonia, which includes both
elements previously described (Getting, 1981; Getting et al.,
1980; Katz et al., 1994).

Although no definite information on network topology is
available at this time, the finding that spinalized primates can
produce locomotor patterns provides evidence that CPGs for
locomotor activity also exist in the spinal cords of higher
mammals (Fedirchuck, Nielsen, Petersen, & Hultborn,
1998). Evidence is also growing for the existence of spinal
CPGs’ controlling locomotion in humans (Calancie et al.,
1994; Dimitrijevic, Gerasimenko, & Pinter, 1998).

In general, locomotor networks are constructed
redundantly—that is, they contain multitudes of these small
neuronal circuits (e.g., five in case of the locust flight CPG;
Grimm & Sauer, 1995). They thereby gain substantial robust-
ness against synaptic noise or functional failure in individual
neuronal elements.

The pattern of activity generated by locomotor networks
need not be two-phased, as the motor output often suggests.

Locomotor networks can be constructed and operate in a way
that leads them to generate a rhythm with more than the two
phases that are obvious from the locomotor program. For ex-
ample, the locust flight system generating a two-phase motor
output for wing elevation and depression is driven by the out-
put of a three-phase neuronal network (Robertson & Pearson,
1985).

As the previous description makes clear, synaptic interac-
tions within neuronal networks are important prerequisites
for generating the rhythmic motor activity underlying loco-
motion. In addition, intrinsic properties of neurons contribute
to and cooperate with the network topology in the generation
of rhythmic motor activity. Intrinsic properties of neurons are
generated within neurons themselves and have been studied
in great detail. Some of the most prominent ones are summa-
rized in Figure 5.4 and will be briefly introduced here:

• Plateau potentials. Besides the generation of action
potentials, neurons can be capable of generating plateau
potentials, which are spike-like, quasi-stable operating
characteristics. A plateau potential is basically a pro-
longed, rather slow regenerative depolarization (Hille,
1991). It usually results from a voltage-dependent in-
ward current mechanism: Sufficient depolarization
initiates an inward current flow, which causes further de-
polarization, leading to a self-sustained depolarized state
of the neuron. The membrane potential remains in this
depolarized state for some time. Since the membrane
potential of the plateau is usually above spike threshold,
the plateau phase is characterized by burst activity of
the neuron. A sufficient hyperpolarizing synaptic input or
a mechanism for burst termination (discussed next)
can terminate the plateau by turning off the voltage-
dependent inward current. In-depth reviews on the role
of this property for pattern generation are found in Kiehn
et al. (1997), Marder and Calabrese (1996), and Pearson
and Ramirez (1992).

• Burst termination properties. In addition to inhibitory
synaptic inputs, intrinsic properties of neurons can con-
tribute to terminating bursts of activity. One example is
the calcium-dependent potassium (KCa) channel (Hille,
1991). During strong bursts of action potentials, calcium
ions enter a neuron through cation channels underlying the
depolarization and the burst of activity. Over time, this
leads to an accumulation of Ca2� ions in the neuron,
which in turn activate KCa channels. The potassium out-
ward current initiates a hyperpolarization of the neuron
below its spike threshold and thereby terminates its
depolarization and activity (e.g., Grillner & Wallen, 1985;
in-depth review by Grillner et al., 1995).
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Figure 5.3 A. Forward excitation and backward inhibition as building block for pattern generation in neural networks for locomotion. Open triangle: excita-
tory synapse; filled circle, inhibitory synapse; D, delay of unknown origin. Note that some tonic background excitation is needed to induce oscillatory activity of
this network. B. Wiring diagram of the CPG for flight in the locust thoracic ganglia, based on data from Pearson and coworkers (see Pearson & Ramirez, 1997;
Robertson & Pearson, 1985), utilizing the building block from panel A. Each circle denotes an identified interneuron in the nervous system of the locust. The
numbers denote certain types of identified interneurons. Open triangles: excitatory synapse; filled circle, inhibitory synapse; D, delay of unknown origin. El MN,
wing elevator motoneuron; Dep MN, wing depressor motoneuron. The motor output of this pattern generator is exemplified at the bottom by a paired intracellu-
lar recording from hind wing elevator and depressor motoneurons during activity of the flight CPG. Note that the membrane potential oscillations also carry
action potentials (arrowheads). Due to the fact that the recordings were made from the soma, these are very small in amplitude in invertebrates. Activity was
initiated and maintained by a wind stimulus to the head of the locust.
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• Spike frequency adaptation (SFA). There are presently
many examples of the activity of neurons adapting over
time to a given depolarization in membrane potential. The
mechanism behind this phenomenon is often the slow
after-hyperpolarization (sAHP) that follows each action
potential (Hille, 1991; Schwindt & Crill, 1984). The
sAHP is generated by KCa channels. With the generation
of action potentials, not only Na� but also Ca2� ions enter
a neuron. These Ca2� ions activate a KCa channel, which
initiates an sAHP of the neuron following spike activity.
sAHPs accumulate over time and can thereby reduce the
excitability of a neuron and thus its activity (in-depth
review in Grillner et al., 2000).

• Intrinsic oscillations or endogenous bursting. Neurons
can be capable of steadily producing phases of alternating
activity consisting of bursts and silence. This property is
called endogenous bursting or intrinsic oscillation (Hille,
1991). The underlying ionic mechanisms are diverse here,
as well. For example, the active phase of a neuron can
display similarities to plateau potentials. There are also
automatic ionic mechanisms, that is, conductances in the
neuron that terminate activity after some time by opening
ion channels (e.g., K� channels). These allow an outward
current to hyperpolarize the membrane potential below
spike threshold. The next cycle of activity is then started
either by rebound properties of the neuron or by a tonic
background excitation (Grillner & Wallen, 1985;
Hochman, Jordan, & Schmidt, 1994; Sigvardt, Grillner,
Wallen, & Van, 1985; Sillar & Simmers, 1994b).

Through the action of premotor neuronal networks, a
basic rhythmic activity is generated that must be modified for
a functional locomotor pattern, depending on the complexity
of the locomotor organs and the locomotor task executed.
Getting (1989) coined the term building block for identified
types of network connections, synaptic properties, and intrin-
sic neuronal properties in charge of generating rhythmic
motor activity.

The controllers of the locomotor organs can contain a
multitude of such pattern-generating networks. Where the
locomotor organ is segmented (e.g., for walking), the number
of pattern-generating networks can be increased as well
(Büschges, Schmitz, & Bässler, 1995; Cheng et al., 1998;
Edgerton, Grillner, Sjöström, & Zangger, 1976). For exam-
ple, in the stick insect walking system, each of the three main
joints of each leg is driven by an individual neural network
capable of generating rhythmic motor activity (Büschges
et al.). The activity of the individual pattern generators can be
coupled by sensory signals (e.g., Hess & Büschges, 1999;
summary in Bässler & Büschges, 1998; and discussed later in
this paper). Similar results have recently been presented for
the cervical spinal cord controlling the forelimb of a verte-
brate, the mudpuppy (Cheng et al.). In this investigation, ev-
idence was presented that the motoneuron pools innervating
the elbow joint, that is, the flexor and extensor, are driven by
one central pattern-generating network for each of the two
antagonistic muscle groups moving the tibia—the flexor and
the extensor. These findings verified an old hypothesis, the
unit-burst generator concept initially proposed by Edgerton
et al., who suggested that there are unitary central pattern-
generating networks present in the vertebrate spinal cord for
each muscle group of the limb.

The basic rhythmic activity of the pattern-generating net-
works is shaped for a functional locomotor output by sensory
signals from the locomotor organs and synaptically transmit-
ted to the output elements of the locomotor system, the mo-
toneurons. There are only a few examples of locomotor
systems in which motoneurons themselves are elements of
the pattern-generating networks, for example, in crustaceans
(Chrachri & Clarac, 1989), annelids (Poon, Friesen, & Stent,
1978), and a lower vertebrate, the tadpole (Perrins & Roberts,
1995a, 1995b, 1995c).

LOCATION OF PATTERN-GENERATING
NETWORKS FOR LOCOMOTION

As stated previously, rhythmic locomotor activity is gener-
ated within the controllers of the locomotor organs. These
controllers are the neuronal networks located in the central

Figure 5.4 Recording from a motoneuron in an invertebrate locomotor
network exemplifying schematically the contribution of some of the known
synaptic and intrinsic factors (i.e., building blocks) for locomotor pattern
generation. Activity in the neuron is initiated by depolarizing, excitatory
synaptic inputs (synaptic excitation); burst activity in the neuron is then sup-
ported and maintained by bistable properties of the neuronal membrane
(plateauing of the neuron); over time, spike activity of the  neuron decays
due to spike frequency adaptation (SFA), a mechanism reducing excitability
of the neuron; activity of the neuron can be terminated by inhibitory synap-
tic inputs (synaptic inhibition) and intrinsic burst-termination properties
(burst term. (KCa)), both inducing repolarization of the membrane potential
below spike threshold. For detailed description, see text.
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nervous system (CNS), mostly in close apposition to locomo-
tor organs (i.e., in the segments from which the locomotor or-
gans arise and from where they are innervated). Segmental
organization of the organism or segmental structure of the lo-
comotor organs has no prejudicative meaning for the local-
ization of the pattern-generating networks in the nervous
system. Let us consider the generation of locomotor patterns
on the level of rhythmic activity that drives one locomotor
organ, for example, the chain of myotomal segments in swim-
ming in the lamprey and the tadpole, each wing in flying (or
swimming), or each limb in terrestrial locomotion.

With few exceptions, the controllers for locomotion are
distributed across several segments of the CNS. The pattern-
generating network for locust flight is a distributed neuronal
network encompassing the three thoracic ganglia and some
condensed abdominal neuromeres attached to the metatho-
racic ganglion (Robertson & Pearson, 1985). Distribution is
also present in the walking-pattern-generating networks of
vertebrates, for example, for the forelimb in the cervical
spinal cord (Cheng et al., 1998) and for the hindlimb in the
lumbar spinal cord (e.g., Cazalets, Borde, & Clarac, 1995;
Kjaerulff & Kiehn, 1996). In the lamprey and the tadpole, the
CPG for swimming that drives the chains of myotomal seg-
ments is distributed along the segments of the spinal cord (as
discussed previously). Similarly, the pattern-generating net-
works for crawling and swimming in the leech are distributed
along the chain of segmental ganglia (comparative summary
in Orlovsky et al., 1999). However, these locomotor systems
are special in the sense that, for swimming, the motor pattern
results from the coordinated action of the subsequent seg-
ments of the organism; that is, the locomotor organ is the
organism itself. For all controllers generating swimming
movements, it is known that the nervous system of each
individual segment contains neural networks capable of
generating a rhythmic motor output for the segment. This is
most obvious in the CPG for swimming in Clione, which is
generated by a network of interneurons, most of which are lo-
cated in the pedal ganglia of the nonsegmented organism
(Arshavsky et al., 1985a, 1985b, 1985c, 1985d, 1985e). Only
in arthropod walking systems has a clear segmental organiza-
tion been found, with the controller of each leg restricted
mainly to the segmental ganglion of the locomotor organ,
which has been studied in great detail for the stick insect
(summary in Bässler & Büschges, 1998).

Regarding mammalian locomotion, important new find-
ings were recently presented on the organization and location
of the pattern-generating networks for the individual limbs.
Individual neuronal networks for the generation of rhythmic
motor activity for both elbow flexor and elbow extensor mo-
toneuron pools were identified in the mudpuppy forelimb

(Cheng et al., 1998). The data presented support the unit-
burst generator concept of locomotion described earlier. Sim-
ilarly, lesion experiments in the neonatal rat lumbar spinal
cord have revealed that the CPGs controlling hindlimb
movements are distributed throughout the hindlimb enlarge-
ment and most likely also in the lower thoracic cord (Cazalets
et al., 1995; Kjaerulff & Kiehn, 1996). Together with addi-
tional evidence, this suggests that in mammals, too, the CPG
for the hindlimb is not a unitary entity, but is again composed
of several unit-burst generators controlling single muscles or
joints. Between the lumbar segments, the capability to gener-
ate rhythmic activity declines from rostral to caudal (sum-
mary in Kiehn & Kjaerulff, 1998). In patients with spinal
cord injuries, it was reported that the higher the level of the
injury was, the more normal the locomotor pattern appeared
(Dietz, Nakazawa, Wirz, & Erni, 1999). This indicated that,
also in humans, the CPGs for locomotion are not restricted to
specific levels of the spinal cord.

SENSORY SIGNALS CONTROLLING
LOCOMOTOR ACTIVITY

In the majority of locomotor systems, sensory signals are uti-
lized, first, to generate a functional locomotor pattern, and
second, to stabilize the locomotor pattern, by adapting to bio-
mechanical changes and responding to unexpected events.
Third, sensory information plays a crucial role in controlling
the posture and equilibrium of the locomotor system during
the behavioral task (Macpherson, Fung, & Jacobs, 1997;
Orlovski et al., 1999). Such information is gathered from
multiple sensory systems and integrated in the networks con-
trolling locomotion and related to the current position and
condition of the body and the limbs (e.g., the phase of a
movement). The dependence of motor control systems on
proprioceptive signals has been well characterized in a state-
ment by Prochazka (1996b): “You can only control what you
sense.” Proprioceptors located in muscles and joints charac-
terize the positions of the limbs, and together with extero-
receptors they sense contact with the ground or obstacles
and the load carried by the limb. Their general role is to
establish the temporal order of the locomotor pattern and
to reinforce ongoing activity (Bässler & Büschges, 1998;
Duysens, Clarac, & Cruse, 2000; Grillner, 1979; Pearson,
1995; Pearson & Ramirez, 1997; Prochazka).

Other sensory information involved in the generation and
control of locomotor behavior itself is provided by visual
cues. Visual cues play a decisive role in controlling goal
direction in locomotion, allowing the preadjustment of the
locomotor activity and the interpretation of visual flow that
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yields information on walking speed and direction (review in
Rossignol, 1996b). Furthermore, together with the vestibular
apparatus or comparable gravity-sensor systems in inverte-
brates, visual input is involved in controlling the body’s ori-
entation in space. This is especially important for animals
locomoting in a three-dimensional environment (i.e., flying
or swimming; Orlovsky et al., 1992; Reichardt, 1969; Ullen,
Deliagina, Orlovsky, & Grillner, 1995).

The following sections briefly review the major sensory
systems and their roles in the control of locomotion.

Visual Regulation of Locomotion

Visual control of locomotion is very powerful. Apparently,
visual input is used to direct locomotion, to avoid obstacles
on the way to reach a target, and for orientation. Due to its
complex nature, very little was known until recently about
the visual control of locomotion; however, advances in com-
puter technology allowing artificial simulation of the optical
system (as with virtual reality; Warren, Kay, Zosh, Duchon,
& Sahuc, 2001) provided deeper insight into the mechanisms
of visuomotor control.

As introduced by Gibson (1958), movements of the body
in space generate a continuously changing pattern of motion
on the retina, a pattern referred to as optic flow. This self-
induced optic flow must be distinguished in speed and
direction from the optic flow induced by moving objects.
Confusion about this distinction is typically experienced by a
person who is sitting in one train and observing another train,
and is unable to identify which train is moving. Generally,
optical flow is used to assess the velocity of the locomotion
and the direction of self-movement. Consequently, informa-
tion gained from visual flow is used to control multiple as-
pects of locomotion, including goal-directed spatial behavior,
locomotor speed, and gross adaptation to environmental
changes. The association of changes in optic flow with
changes in movement is so strong that artificially induced or
perturbed optic flow can modulate the velocity and direction
of locomotion or even initiate locomotor behavior. This is
an observation commonly found throughout the animal king-
dom, for example in lobsters and crayfish. A front-to-rear op-
tokinetic stimulation provided by horizontal stripes on an
underlying treadmill can trigger forward locomotion with the
velocity depending on the velocity of the stripes (Davis &
Ayers, 1972). Insects flying tethered inside a striped drum
will tend to turn in the direction in which the drum is rotated
(Reichardt, 1969), and expanding the size of a target during
the time a gerbil is walking (giving the impression that
the target is getting closer) causes the animal to decrease its
velocity (Sun, Carey, & Goodale, 1992).

Powerful effects of changes in visual flow have also been
reported in humans. For example, during forward walking in
a room in which the walls can be displaced, moving them
forward (instead of backward as it would appear during for-
ward locomotion) will create the impression of walking
backward, despite contradictory proprioceptive signals from
the limbs (Lee & Thompson, 1982). Toddlers who have just
learned to walk will tip over if the walls are set in motion
(Stoffregen, Schmuckler, & Gibson, 1987). Comparable ex-
perimental approaches showed that, as in animals, walking
velocity in humans is adjusted to visually perceived walking
speed (Konczak, 1994; Prokop, Schubert, & Berger, 1997).
Thus, visual input during locomotion in vertebrates and in-
vertebrates is used not only to avoid obstacles, but also to
guide locomotor direction and velocity.

In the field of visual locomotor control, there is an ongo-
ing discussion whether visual flow is the dominant optical in-
fluence on target-directed locomotion or whether the walking
direction is simply determined by the current body orienta-
tion and the perceived direction of the target. In light of this
dispute, it has recently been demonstrated that humans do not
guide locomotion by relying either on visual flow alone or on
egocentric direction alone. Both components are probably
used in a complementary way—for example, when the
optical flow is reduced or distorted: On a grass lawn or at
night, behavior tends to be governed by egocentric direction
(Harris & Carre, 2001; Rushton, Harris, Lloyd, & Wann,
1998; Warren et al., 2001; Wood, Harvey, Young, Beedie, &
Wilson, 2000).

Visual information is also essential to perform anticipatory
foot placement in order to avoid obstacles. To avoid bumping
into an object, it is crucial to calculate how much time is left
for corrective action. The distance to the obstacle is relevant
only in relation to the speed of self-motion. Thus, visual in-
formation is used in a feed-forward rather than an on-line
control mode to regulate locomotion. Humans do not fixate
on obstacles as they step over them, but perform a planning in
the steps before (Hollands & Marple Horvat, 1996, 2001;
Patla, Adkin, Martin, Holden, & Prentice, 1996; Patla &
Vicker, 1996). This feed-forward information is very impor-
tant in the control of walking, and it is not possible to
walk more than 8 s or 5 m without visual feedback (Lee &
Thompson, 1982).

Compared to our knowledge of invertebrate systems,
knowledge about the mechanisms of visual locomotor control
in vertebrates is rather incomplete. The approach of recording
cortical cells during visually guided locomotion in cats
demonstrated increased firing in pyramidal cells when modi-
fication of the step cycle was required to clear an obstacle
(Drew, Jiang, Kably, & Lavoie, 1996). It has been suggested
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Figure 5.5 Summary of the mechanisms involved in the control of loco-
motor output by central and proprioceptive signals. When the CPG is active,
phase- or state-depending priming of mono- and polysynaptic sensory-motor
paths via interneurons (INs) between sensory neurons (SNs) and motoneu-
rons (MNs) takes place. Arrow 1 symbolizes the state- or phase-dependent
alterations in the processing of sensory information. Arrow 2 represents the
influence of premotor interneurons in sensory-motor pathways on the CPG.
Arrow 3 represents the presynaptic inhibition of afferent terminals in the
CNS. Arrow 4 represents the pathway from sensory neurons that can affect
the timing of the locomotor output. Modified from Büschges and El Manira
(1998).

that the increased discharge is used to modify the step cycle,
since it has been shown that inactivation of these cortical areas
results in the inability to clear visible obstacles. A comparable
feed-forward mechanism to anticipate collision was recently
described in locusts (Hatsopoulos, Gabbiani, & Laurent,
1995). The lobula giant motion detectors (LGMD) in the
locust optic lobe (Strausfeld & Nässel, 1981) are neurons that
receive inputs from afferents that are sensitive to local motion
over the entire visual hemifield (Rowell, O’Shea, & Williams,
1977) and that respond most strongly to objects approaching
the eye (Rind & Simmons, 1992). LGMD synapse directly to
a large neuron (descending contralateral motion detector, or
DCMD), which is involved in the generation and control of
flight and jump maneuvers (Pearson, Heitler, & Steeves,
1980; Robertson & Pearson, 1983). In the visual system of the
fly, a number of processing stages have been identified and
several interneurons with sensitivity to various directions of
motion have been found (Borst & Egelhaaf, 1989), making
the visual system of flies the best-described model in visual
processing (reviewed in Krapp, 2000).

Proprioceptive Regulation of Locomotion

The question of how proprioceptive signals regulate locomo-
tor activity has been an intensive field of research, including
studies in humans, cats, and various arthropods (reviewed in
Büschges & El Manira, 1998; Duysens et al., 2000; Pearson,
1995; Pearson & Ramirez, 1997; Prochazka, 1996b). These
studies made it clear that there are common principles in
the proprioceptive control of locomotion throughout the entire
animal kingdom, indicating their general importance in the
generation of functionally relevant locomotor movements
(Pearson, 1993). A prominent example providing evidence
that local proprioceptive reflex pathways are strongly in-
volved in the control of stepping is the finding that spinalized
cats walking with their hindlimbs on a treadmill are able to
adapt the speed of stepping to the speed of the treadmill belt
(Brown, 1911). The only explanation for this ability is that
sensory feedback from proprioceptors in the limbs is involved
in controlling the step cycle. Generally, proprioceptive feed-
back serves two separate functions in the control of locomo-
tion: (a) the control of phase transition and (b) the regulation of
the magnitude of muscle activity.

A common principle in sensory control of locomotion is
the task- or phase-dependency of sensory feedback. Trans-
mission in proprioceptive reflex pathways, for example,
strongly depends on the motor task and the phase of the move-
ment (reviewed in Büschges & El Manira, 1998; Pearson,
1995). For example, reflex pathways can generate opposite
motor outputs of varying strength or gain, depending on the

actual behavior or the phase of the movement (e.g., standing
compared with walking; Figure 5.5). This phenomenon
has been termed reflex reversal and is found in vertebrates
(Pearson, 1993, 1995; Prochazka, 1996b) as well as in inver-
tebrates (Bässler & Büschges, 1998; Cattaert & LeRay, 2001;
Clarac, Cattaert, & LeRay, 2000). This flexibility of reflex
pathways ensures that the motor output is adjusted properly to
the actual behavioral task, depending on the behavioral and
the biomechanical states of the locomotor apparatus.

Proprioceptive Control of Phase Transition

Sherrington (1910) already introduced the concept that so-
matosensory afferents from the limbs are involved in the reg-
ulation of the step cycle during walking in vertebrates. One
mechanism regulating the duration of the stance phase in ver-
tebrates is hip extension, since preventing hip extension in a
limb prevents the onset of the swing phase and thus of step-
ping in cats and rats (e.g., Fouad & Pearson, 1997a; Grillner
& Rossignol, 1978). The afferents responsible for signaling
the hip angle and subsequently for the initiation of the swing
phase are probably muscle spindles in hip flexor muscles
(Hiebert, Whelan, Prochazka, & Pearson, 1996). Another sig-
nal in the control of the step cycle in vertebrates arises from
Golgi tendon organs and muscle spindles from extensor mus-
cles (Conway, Hultborn, & Kiehn, 1987; Whelan, Hiebert, &
Pearson, 1995b). Both sensors are active during stance, with
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Figure 5.6 Illustration of the common principle of sensory feedback con-
trolling the initiation of the swing phase in invertebrates (stick insect, cock-
roach, and crayfish) and vertebrates (cat and infant). When the limb is
unloaded, and thus no force is detected in the limb, and the limb is extended,
the swing phase will be initiated. Modified from Prochazka (1996b) and
Pang and Yang (2000).

the Golgi tendon organs providing a gauge of the load carried
by the leg (reviewed in Dietz & Duysens, 2000). The excita-
tory activity during walking is opposite to its inhibiting
action during standing (reflex reversal). The functional con-
sequence is that the swing phase is not initiated until the load
is taken off the limb (otherwise, balance would be lost), as
occurs at the end of the stance phase when the weight of the
animal is borne by the other limbs.

The fact that, at the end of the stance phase, signals both
about joint and limb displacement and about load on the limb
are involved in the initiation of the swing phase is a general
rule in vertebrate and invertebrate walking systems. It has
been commonly found in stick insects, cockroaches, lobsters,
cats, and humans (Figure 5.6; Anderson & Grillner, 1983;
Bässler & Büschges, 1998; Clarac, 1982; Pang & Yang, 2000;
Pearson, 1993; Wendler, 1974). In the stick insect, for exam-
ple, two types of proprioceptors have been found to influence

the timing of the onset of the swing phase. These sensors are
(a) the campaniform sensillae, which measure load on a limb
or strain on the cuticle, in a manner analogous to the Golgi ten-
don organs in vertebrates, and (b) the femoral chordotonal
organ, which, by being stretch-sensitive in a manner analo-
gous to muscle spindles in vertebrates, signals the movement
and position of the femur-tibia joint (Bässler & Büschges).

Prochazka (1996b) has formulated a general rule for the
transition from the stance phase to the swing phase during
stepping in vertebrates:

IF extensor force low

AND hip extended

THEN initiate swing.

However, phase transitions controlled by proprioceptive
signals are not only found in walking systems (reviewed in
Pearson, 1993; Pearson & Ramirez, 1997). In the flight system
of insects, especially well studied in locusts, sensory informa-
tion about movements of the wings is also utilized for phase
transition in motor activity. Two wing-sensory systems—that
is, the wing tegulae—a hinge mechanoreceptor, and the
stretch receptors control the initiation and duration of elevator
activity during flight motor activity (Wolf & Pearson, 1988).
Similarly, in vertebrate swimming (e.g., in the lamprey spinal
locomotor network), sensory signals that report bending of the
spinal cord contribute to the alternation of motor activity be-
tween the myotomal motoneuron pools of both sides of the
spinal cord (Grillner et al., 1995).

The functional significance of regulating phase transition
by means of afferent pathways might be to limit a movement,
such as the amount of leg extension (Whelan et al., 1995b)
or the amplitude of wing depression during flight (Wolf &
Pearson, 1988), to a range compatible with effective func-
tion. A second advantage of afferent phase control is to en-
sure that a certain phase of the movement is not initiated until
a defined biomechanical state has been reached. This allows
the transition without destabilization of the system.

Regulation of the Magnitude of Muscle Activity

The second principle of locomotor control found in verte-
brates and invertebrates is the control of motor activity via
afferent feedback (Duysens et al., 2000; Pearson, 1993). A
generalization emerging from studies in various walking
systems is that afferent feedback from leg proprioceptors
contributes to the generation of stance-phase activity (see
Figure 5.6). For example, in invertebrates such as the stick
insect, the chordotonal organ in the femur of the front leg sig-
nals flexion of the femur-tibia joint during the stance phase.
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In walking animals, these sensory signals reinforce the activ-
ity in flexor motoneurons (Bässler, 1986) as a result of the ac-
tion of a parallel and distributed neuronal network driving the
leg motoneurons (Büschges, Sauer, & Bässler, 2000). Also,
in the walking system of the crayfish, sensory signals are uti-
lized to reinforce motor activity during stance (El Manira,
DiCaprio, Cattaert, & Clarac, 1991; Sillar, Skorupski, Elson,
& Bush, 1986). In vertebrates, sensory signals underlying the
reinforcement of motor activity arise both from Golgi tendon
organs and primary muscle spindle afferents (Guertin, Angel,
Perreault, & McCrea, 1995; McCrea, Shefchyk, Stephens, &
Pearson, 1995; Whelan et al., 1995b). At least three excita-
tory reflex pathways transmit proprioceptive information
from extensor muscles to motoneurons or the CPG (Fig-
ure 5.7): (a) the well-known monosynaptic pathway from
muscle spindles to motoneurons; (b) a disynaptic pathway
from spindles and Golgi tendon organs that is opened during
the stance phase; and (c) a polysynaptic pathway. The latter
pathway includes the extensor half-center in a way that also
controls the timing of the stepping pattern (Pearson &
Ramirez, 1997). The neural mechanisms that contribute
to the modulation of sensory pathways in the control of

locomotion have been investigated in great detail in the past
decade. Two key factors are currently known: (a) In many lo-
comotor systems the actual motor output is the result of the
action of a distributed neural network that can modulate the
magnitude of motor activity generated by differentially
weighting (or opening and closing) individual parallel (some-
times opposing) interneuronal pathways between sense or-
gans and motoneurons (Bässler & Büschges, 1998; Büschges
et al., 2000; Cattaert & LeRay, 2001; Pearson, 1995; also
refer to Figure 5.5). Phase dependency of this mechanism in
the locomotor cycle is generated by the action of the central
pattern generators. (b) Phasic modulation of efficacy of the
individual pathways from sense organs onto motoneurons are
the target of pre- and postsynaptic modulatory mechanisms at
the intercalated synapses, for example, presynaptic inhibition
(Clarac, El Manira, & Cattaert, 1992; Nusbaum, El Manira,
Gossard, & Rossignol, 1997; Rossignol, 1996a; and Figure
5.5). In humans, as well, the load carried by the extensor
muscles increases the magnitude of their activity (Dietz &
Duysens, 2000; Stephens & Yang, 1999). In cats, removing
feedback from these afferents reduces extensor activity by
more than 50% and, in humans, the contribution to extensor
muscle activity has been estimated to be about 30% (Yang,
Stein, & James, 1991).

The general integration of proprioceptive feedback in lo-
comotor systems throughout the animal kingdom strongly in-
dicates the functional necessity of such a feature. The benefits
are the appropriate and effective control of motor rhythm, in-
tegrating biomechanical changes and external perturbations
in the system.

Role of Exteroceptive Input

Compared to proprioceptive control, much less knowledge
has been gathered on the role of exteroceptive inputs (e.g.,
cutaneous afferents in vertebrates) in the control of locomo-
tion. Exteroceptors in the skin have a strong influence on the
central pattern generator for walking (Forssberg, 1979) and
on brainstem areas controlling locomotion (Drew, Cabana, &
Rossignol, 1996). One important function is to respond to
unpredicted perturbations from obstacles on the ground.
To be functionally meaningful, these reflexes are strongly
modulated during the gait cycle, as has been demonstrated
in cats (Abraham, Marks, & Loeb, 1985; Andersson,
Forssberg, Grillner, & Lindquist, 1978; Duysens, Loeb, &
Weston, 1980; Forssberg, 1979) and humans (Duysens,
Trippel, Horstmann, & Dietz, 1990; Yang & Stein, 1990). A
mechanical stimulus applied to the dorsal part of a paw in
cats or to a cutaneous nerve in humans during the onset and
middle of the swing phase produces a strong, short latency

Figure 5.7 Summary of the reflex circuits regulating the timing and mag-
nitude of extensor activity during walking in the cat. 1 symbolizes the exci-
tatory monosynaptic and 2 the disynaptic inhibitory pathway. Pathways 3 to
5 are opened only during locomotion. Transmission in the disynaptic path-
way 3 occurs during extension and reinforces ongoing extensor activity. One
function of excitatory pathways 4 and 5 is to regulate the duration of exten-
sor activity. Modified from Pearson (1995).
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excitement of flexor motoneurons and inhibition of extensor
motoneurons to increase elevation of the limb and clear the ob-
stacle. Forssberg introduced this reflex pattern as the stum-
bling corrective response. In contrast, the same stimulus
applied during the end of the swing phase and during the stance
phase produces the opposite response; the limb cannot be lifted
at this phase in the step cycle because otherwise the animal or
person would fall. However, the stimulus evokes increased
flexor activity in the subsequent step. This state-dependent
modulation has been found to be mediated by the convergence
of primary afferents and the output from the CPG to premotor
interneurons (Degtyarenko, Simon, & Burke, 1996).

Exteroceptive signals, such as cutaneous stimuli, are also
known to trigger swimming or turning in animals. A well-
defined system has been described for swimming behavior in
tadpoles: A brief stimulus to the skin, (e.g., of the head) can
trigger sustained swimming or struggling sequences, depend-
ing on stimulus intensity and duration (Soffe, 1991). This re-
sponse is mediated via a single skin-sensory pathway directly
accessing the CPGs in the spinal cord: the Rohon-Beard
sensory neurons.

In conclusion, in many locomotor systems, sensory input
plays a prominent role in shaping the motor output of the
controllers toward functional locomotor behavior. The major
tasks of sensory signals are (a) to control the direction of
locomotion, (b) to control posture and equilibrium, (c) to
control phase transitions in the step cycle, (d) to control the
magnitude of muscle activity, (e) to avoid obstacles, and
finally, (f ) to respond to perturbations.

PLASTICITY IN MOTOR SYSTEMS

For many years, the central nervous system in adult mammals
has been seen as a hardwired and rigid structure. The same was
believed about the nervous systems of invertebrates, whose
relatively short life spans were thought to make adaptive
processes in the nervous system unnecessary. This view has
changed, and today it is accepted that the CNS in vertebrates
and invertebrates is capable of major reorganizations in re-
sponse to injury or loss of parts of the nervous system under
experimental or pathological conditions (Meinertzhagen,
2001; Raineteau & Schwab, 2001). Theoretically, reorganiza-
tion can occur on multiple levels in preexisting neural circuits:
by changing synaptic strength (referred to as synaptic plastic-
ity), by anatomical reorganization through the sprouting of
uninjured axonal branches and dendrites (referred to as
anatomical plasticity), or by changes in neuronal properties.
Because axonal plasticity after injuries to the CNS is fre-
quently associated with functional recovery, ongoing research

in adult vertebrates focuses on understanding the mechanism
of plasticity, which could lead to new treatments for patients
suffering from stroke or traumatic injuries of the brain or
spinal cord.

This chapter will introduce examples of plastic rearrange-
ments in locomotor systems of the nervous system and dis-
cuss possible mechanisms of spontaneous recovery after
injuries to the nervous system. Lately, this topic has been ex-
tensively reviewed by Bizzi, Tresch, Saltiel, and d’Avella
(2000), Pearson (2000), and Raineteau and Schwab.

Injury-Induced Adaptations of Central
Pattern-Generating Networks

Aprominent example of plasticity in a locomotor system is the
finding that cats with complete thoracic spinal cord transec-
tion can be trained to walk on a treadmill with their hind limbs
(Barbeau & Rossignol, 1994; De Leon, Hodgson, Roy, &
Edgerton, 1998; Lovely, Gregor, Roy, & Edgerton, 1990; and
reviewed in Rossignol, 2000). Directly after spinalization,
cats that had their forelimbs placed on a platform could not
self-support their hindquarters during stepping movements on
a treadmill. Within 2 weeks, these cats gained partial weight
control and were sometimes even able to place the plantar sur-
face of the paws on the treadmill belt. After about four weeks,
the movement of the treadmill belt was able to trigger locomo-
tion, and the cats could transiently support their own weight
(Barbeau & Rossignol; Lovely et al.; De Leon et al.). Consis-
tent with the idea of the activity-dependent acquisition of a
motor task, the training effects persist. With longer delays in
training, however, the effects of the treadmill training cease
(De Leon et al., 1999). In humans, too, treadmill training has
proven its validity in the rehabilitation phase of patients with
spinal cord injuries (Behrman & Harkema, 2000; Dietz,
Colombo, & Jensen, 1994; Wernig & Muller, 1992). Regular
training with partial weight support by suspending patients in
a parachute belt over a treadmill increased the return of rhyth-
mic muscle activation, improved weight support capability,
and decreased spasticity in patients with anatomically incom-
plete spinal cord injury. A mechanism probably involved in
training-induced functional recovery is the enhanced ex-
citability of spinal pattern-generating networks after spinal
cord injury (De Leon et al., 1999; Tillakaratne et al., 2000).

Plasticity in Afferent Pathways Controlling Locomotion 

The finding that treadmill training in spinalized cats en-
hances locomotor recovery indicated that adaptive changes
in the pattern-generating networks are driven by sensory sig-
nals from the stepping limbs. A good example that afferent
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pathways are modifiable is the conditioning of the well-
known H-reflex in a learning task in rats, monkeys, and hu-
mans (Segal & Wolf, 1994; Wolpaw, 1997). It is also known
that, after injuries to the CNS (especially the spinal cord), re-
flexes are exaggerated (Burke, Gillies, & Lance, 1970;
Hochman & McCrea, 1994; Nelson & Mendell, 1979). One
factor in the increased reflex gain is the sprouting of sensory
afferents and a simultaneous increase in their effectiveness.

Another example of injury-induced reflex plasticity is the
finding that afferent pathways that are involved in the initia-
tion of the swing phase and in reinforcing extensor activity
are enhanced by partial denervation of extensor muscles
(Gritsenko, Mushahwar, & Prochazka, 2001; Pearson, Fouad,
& Misiaszek, 1999; Whelan et al., 1995a). Increases in pro-
prioceptive reflex strength occur within a week and are paral-
leled by the recovery of stepping. The location of the adaptive
changes is probably in the lumbar spinal cord, since the am-
plitudes of group I (rising from Golgi tendon organs and mus-
cle spindles) field potentials from a spared synergistic muscle
are increased in the intermediate nucleus of lumbar segments
(Fouad & Pearson, 1997b). The finding that a comparable in-
crease in the effectiveness of group I input from this muscle
can also be found in chronically spinalized cats also indicates
that reflex adaptations are occurring at the level of the spinal
cord (Bouyer, Whelan, Pearson, & Rossignol, 2001). In the
light of the adaptive capabilities of the spinal cord, Pearson
(2001) recently reviewed the role of plasticity in reflex
function and in the recovery of locomotion after injuries to
the CNS.

The fact that plasticity can occur on several levels (e.g.,
that spinal reflex pathways are able to learn) has been also
demonstrated by Lou and Bloedel (1988), who showed that
decerebrated walking ferrets were able to change the trajec-
tory of the swing phase when an obstacle was interjected into
the step cycle during the swing phase.

In insects as well, the removal of sensory organs involved
in the regulation of locomotion or even amputation of a limb
can be compensated. For example, in the locust flight system,
complete or partial removal of the tegulae (mechanoreceptors
at the wing base) leads to compensatory anatomical and
synaptic rearrangements resulting in functional recovery of
flight motor behavior within 2 weeks following the lesion
(Büschges, Ramirez, Driesang, & Pearson, 1992a, 1992b;
Fischer & Ebert, 1999; Gee & Robertson, 1996; Wolf &
Büschges, 1997). Interestingly, it is reported that this recov-
ery occurs spontaneously and does not depend on training or
activity. The plasticity of locomotor systems can also be ex-
pressed on an immediate short-term scale. An example of
such injury-induced plasticity is the recovery of walking after
leg amputation in cockroaches. The walking pattern adapts to

the loss of the limb by switching interleg locomotor coordi-
nation from hexapods to that of tetrapods (Hughes, 1957;
Wilson, 1966).

Injury-Induced Plasticity in the Corticospinal Tract

Due to limited self-repair after traumatic injuries to the CNS
in higher vertebrates, it is believed that functional recovery,
too, is rather limited. However, significant functional recov-
ery occurs after stroke (Ferrucci et al., 1993; Speach &
Dombovy, 1995) traumatic head injury (Sbordone et al.,
1995), or spinal cord injury (Bracken et al., 2000). The under-
lying mechanisms of this spontaneous recovery are rather un-
clear. A phenomenon often observed in patients and animal
models after such injuries and intensive rehabilitative training
conducted parallel to functional recovery or in training para-
digms is found at the cortical level in rearrangements of the
sensory and motor representation maps (Bruehlmeier et al.,
1998; Levy, Amassian, Traad, & Caldwell, 1990; Nudo,
Milliken, Jenkins, & Merzenich, 1996; Wu & Kaas, 1999; and
see Klintsova & Greenough, 1999, for a review). The under-
lying mechanisms of these rearrangements are probably mul-
tiple and rather unclear. It has been suggested that unmasking
horizontal connections between the cortical subregions may
play a crucial role (Chen, Corwell, Yaseen, Hallett, & Cohen,
1998; Huntley, 1997; Jacobs & Donoghue, 1991). A possible
contribution of structural plasticity in descending cortico-
spinal tract (CST) axons has been discussed since the recent
finding that the CST in adult rats has a greater potential for
anatomical rearrangements than was previously believed.
Injury-induced sprouting and increased collateralization was
found in severed CST fibers rostral to the lesion, in parallel
with shifts in hindlimb motor cortex representations (Fouad,
Pedersen, Schwab, & Brösamle, 2001). Structural adaptations
have also been reported in spared CST fibers. Significant
anatomical plasticity was correlated with spontaneous func-
tional recovery in a grasping task in adult rats (Weidner, Ner,
Salimi, & Tuszynski, 2001). It is thus currently speculated that
such spontaneous growth of lesioned and unlesioned axons
contributes to changes in cortical motor representations and to
functional recovery after incomplete spinal cord lesions.

Functional and anatomical studies clearly show that the
potential for adaptive reorganization in the adult nervous
system in vertebrates and invertebrates has been underesti-
mated. Adaptive changes can occur on several levels of the
nervous system and are often activity dependent. Current ap-
proaches to experimentally increase the plastic capabilities of
the nervous system, together with the progress in understand-
ing rehabilitative strategies, might open new avenues in the
treatment of injuries to the nervous system.
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MODULATION OF LOCOMOTOR ACTIVITY

In order to initiate, maintain, adapt, or terminate locomotor
activity to meet the requirements of the current environmental
conditions, neuronal networks for motor control must be flex-
ible. Whereas the fast, task-dependent, cycle-by-cycle adapta-
tion of locomotor activity is achieved by sensory feedback,
which, in a broad sense, can be viewed as being an integral
part of the pattern-generating networks, neuromodulatory in-
puts can reshape the motor output by affecting intrinsic net-
work properties of motor circuits and thus provide the general
flexibility observed in motor behavior. The term neuromodu-
lation has been in common usage for more than two decades
and was originally defined as the alteration of the cellular or
synaptic properties of a neuron mediated by a substance re-
leased from another neuron (Kaczmarek & Levitan, 1987;
Kupfermann, 1979). However, this definition no longer
strictly conforms to many other definitions of neuromodula-
tion used in scientific literature, primarily because in many
systems neurotransmission and neuromodulation apparently
involve common mechanisms and address common targets
(for an overview of the large variety of phenomena nowadays
referred to as neuromodulation, see Katz, 1999). This section
introduces the main mechanism of generating locomotor flex-
ibility, the modulation of locomotor network function by
neural active substances (neuromodulators).

Sources of Neuromodulators

In vertebrates and invertebrates, neuromodulators are mostly
released from cell groups consisting of relatively few neurons
located in the CNS, but outside the specific locomotor circuits
and not participating in the basic locomotor rhythm genera-
tion (referred to as extrinsic neuromodulation; Katz, 1999).
Most of the modulators of vertebrate locomotor networks are
synthesized in distinct cell clusters in the brainstem that
produce, among other things, the biogenic amines serotonin
(5-HT, nucleus raphe), noradrenaline (norepinephrine, locus
coeruleus), or dopamine. In many vertebrate systems, the
axonal projections of these relatively few cells however, can
supply large areas of the brain and spinal cord (Kuypers
& Huisman, 1982; van Mier, Joosten, van Rheden, & ten
Donkelaar, 1986). Invertebrate neuromodulators, such as the
neuropeptide proctolin, are normally released from neurosecre-
tory cells either clustered in cerebral ganglia regions or from
single, paired, or small groups of cells spread over the whole
ventral nerve cord (Beltz & Kravitz, 1987; Keshishian &
O’Shea, 1985; Stevenson & Sporhase-Eichmann, 1995). This
not only enables the coordinated release of neuromodulators

to defined targets within a particular CPG, but also underlies the
simultaneous control of locomotor networks consisting of mul-
tiple CPGs (e.g., networks driving leg joints or spinal networks
for swimming). For vertebrates and invertebrates, classic
neuromodulators associated with locomotor systems and their
controllers—that is, the spinal cord in vertebrates and the seg-
mental ganglia in invertebrates—are summarized in Table 5.1.

Effects of Neuromodulators on the Output of
Locomotor Networks

In principle, neuromodulators alter the expression of motor
patterns by affecting the controllers of a locomotor system
that drives the effector organs, such as the muscles in the body
wall or within limbs or wings. The best-recognized function
of neuromodulators in vertebrate and invertebrate motor con-
trol is the alteration of ongoing motor activity. Such alter-
ations in the intensity of locomotor activity are important, for
instance, in adjusting the instantaneous speed of locomotion,
which involves acceleration as well as deceleration and termi-
nation, or in changing locomotor intensity. Furthermore, in a
variety of vertebrate and invertebrate species, neuromodula-
tors are able to initiate locomotor activity (Table 5.1).

Initiation of Locomotor Activity

In the simplest examples, initiation of long-lasting periods of
locomotor activity often requires no more than a short external
stimulus that triggers long-lasting, self-sustained network ac-
tivity (e.g., escape swimming in tadpoles; Roberts, 1990).
However, locomotor activity can also be initiated by ad-
ministration of neuromodulators. Intravenous injection of
dopamine (L-DOPA) elicits locomotor activity in spinalized
cats on a treadmill (Forssberg & Grillner, 1973; Jankovska
et al., 1967a, 1967b). As well as in rabbits (Viala & Buser,
1969) and decerebrated adult rats (Iles & Nicolopoulos-
Stournaras, 1996). Intrathecal application of noradrenaline
(Kiehn, Hultborn, & Conway, 1992) or intravenous injection
of adrenoreceptor agonists to acutely (Forssberg & Grillner)
or chronically spinalized cats (e.g., Barbeau & Rossignol,
1991) also evokes locomotor activity (reviewed in Rossignol
et al., 1998). Sublesional transplantation of noradrenergic
embryonic neurons from the locus coeruleus into the spinal
cord (i.e., close to the locomotor networks) is also able to trig-
ger automatic locomotion in spinalized cats (Yakovleff et al.,
1989). In addition, noradrenaline or dopamine, when applied
to in vitro spinal cords of vertebrates, activate the locomotor
networks (Kiehn & Kjaerulff, 1996; Kiehn, Sillar, Kjaerulff,
& McDearmid, 1999; Squalli-Houssaini & Cazalets, 2000).
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TABLE 5.1 Neuromodulators Contributing to the Initiation and Modulation of Locomotor Network Activity

Type Motor System Function Species Selected References

Vertebrate systems
Dopamine spinal CPGs initiation rabbit Viala & Buser (1969)

spinal CPGs initiation cat Forssberg & Grillner (1973)
spinal CPGs initiation neonatal rat Kiehn & Kjaerulff (1996)
spinal networks modulation lamprey Schotland, Shupliakov, Wikström, Brodin,

Srinivasan, You, Herrera-Marschitz, Zhang,
Hökfeld, & Grillner (1995)

Serotonin (5-HT) spinal networks modulation lamprey Harris-Warrick & Cohen (1985)
spinal network modulation tadpole Sillar et al. (1992)
spinal CPGs initiation/modulation neonatal rat Kiehn & Kjaerulff (1996)
spinal CPGs initiation mouse Jiang, Carlin, & Brownstone (1999)
spinal CPGs initiation rabbit Viala & Buser (1969)
spinal CPGs modulation mudpuppy Jovanovic, Petrov, Greer, & Stein (1996)

Noradrenaline spinal CPGs modulation neonatal rat Squalli-Houssaini & Cazalets (2000)
spinal network modulation tadpole McDearmid et al. (1997)

Noradrenergic agonists spinal CPGs initiation/modulation cat Barbeau & Rossignol (1991)
Substance Pa spinal CPGs modulation neonatal rat Barthe & Clarac (1997)

spinal networks modulation lamprey Parker & Grillner (1999)

Invertebrate systems
Dopamine escape motor system modulation cockroach Goldstein & Camhi (1991)

swimmeret networks initiation lobster Barthe, Mons, Cattaert, Geffard, & Clarac (1989)

Octopamine swimmeret networks initiation/modulation crayfish Mulloney, Acevedo, & Bradbury (1987)
swim network modulation medicinal leech Mesce, Crisp, & Gilchrist (2001)
flight motor system initiation locust Ramirez & Pearson (1991a, 1991b)
leg locomotor networks modulation locust Sombati & Hoyle (1984)
escape motor system modulation cockroach Goldstein & Camhi (1991)

Proctolin swimmeret network initiation/modulation crayfish Mulloney et al. (1987)
Serotonin (5-HT) escape motor system modulation cockroach Goldstein & Camhi (1991)

swim network modulation medicinal leech Mangan, Cometa, & Friesen (1994)
swim network initiation mollusc Tritonia Katz et al. (1994)
leg locomotor networks modulation locust Parker (1995)
swimmeret network modulation crayfish Barthe, Bevengut, & Clarac (1993)

Pilocarpineb leg locomotor networks initiation locust Ryckebusch & Laurent (1993)
leg locomotor networks initiation stick insect Büschges et al. (1995)
swimmeret networks initiation crayfish Chrachri & Clarac (1989)
locomotor networks initiation tobacco hornworm Johnston & Levine (1996)

aOften colocalized with 5-HT or close to serotonergic neurons. bMuscarinic cholinergic agonist, used as a tool to activate rhythmic motor networks in
invertebrates to study locomotor pattern generation.

Serotonin (5-HT) is a neuromodulator that can initiate lo-
comotion in some vertebrates, but not in others. In the rabbit
(Viala & Buser, 1969) and the neonatal rat (Cazalets, Squalli-
Houssaini, & Clarac, 1992; Kiehn & Kjaerulff, 1996), 5-HT
induces alternating rhythmic activity in muscle antagonists.
Furthermore, sublesional transplantation of serotonergic
brain stem cells into the spinal cord of chronically spinalized
rats was shown to activate spinal locomotor networks and to
improve locomotion (Feraboli-Lohnherr, Orsal, Yakovleff,
Gimenez y Ribotta, & Privat, 1997). However, 5-HT cannot
initiate locomotion in the cat (Barbeau & Rossignol, 1991),
the lamprey (Harris-Warrick & Cohen, 1985), or the tadpole
(Sillar, Wedderburn, & Simmers, 1992). Finally, in some

vertebrates, acetylcholine can cause a strong activation of
spinal pattern generators (Cowley & Schmidt, 1994; Panchin,
Perrins, & Roberts, 1991). In invertebrates, injection or bath
application of neuromodulators to isolated nervous systems
elicits locomotion or locomotor-like pattern (summary in
Table 5.1). However, we do not at present fully understand
what mechanisms underlie such an initiation or whether neu-
romodulators function to activate locomotor networks in vivo
(e.g., Pearson, 1993). Evidence from invertebrate systems
suggests that neuromodulators might either directly alter cel-
lular properties of specific network neurons (Kleinhaus &
Angstadt, 1995; Ramirez & Pearson, 1991a, 1991b), result-
ing in locomotor activity onset, or activate modulatory
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pathways external to the locomotor network, successively
initiating pattern generation (Katz & Frost, 1995).

Modulation of Ongoing Locomotor Activity

In general, a neuromodulator can alter ongoing locomotor ac-
tivity by affecting three major parameters of the locomotor
pattern: (a) It can change the cycle period of the locomotor
pattern; (b) it can change muscle force within each activity
cycle by altering the duration and intensity of motoneuronal
activity bursts; and (c) it can change the coordination of the
activity cycles, not only between different neuron pools
driving particular muscles (e.g., within one limb during
walking) but also the longitudinal coordination of body seg-
ments (e.g., during swimming in aquatic animals).

In vertebrates, noradrenergic pathways particularly
affect the duration of the movement cycle. For example, ad-
ministration of noradrenergic agonists increases spinalized
cats’ step-cycle length during walking (reviewed in Ribotta
et al., 1998). Noradrenaline and its agonists consistently
lengthen cycle periods during swimming in amphibian
tadpoles (Fischer, Merrywest, & Sillar, 2001; McDearmid,
Scrymgeour-Wedderburn, & Sillar, 1997). However, an in-
creased duration of the movement cycles is also mediated by
5-HT and dopamine (Grillner et al., 1995; Kiehn & Kjaerulff,
1996). In a wide range of vertebrates, 5-HT increases the
duration and intensity of the activity bursts within each
movement cycle—not only in swimming animals, such as the
lamprey (Harris-Warrick & Cohen, 1985) and amphibian tad-
poles (Sillar et al., 1992), but also in the locomotor systems
of walking animals, such as rabbits (Viala & Buser, 1969),
rats (Kiehn & Kjaerulff, 1996; Squalli-Houssaini et al.,
1993), and cats (Barbeau & Rossignol, 1991). Finally, modu-
lators such as noradrenaline, 5-HT, and dopamine not only
influence the longitudinal coordination of the locomotor
pattern between successive body segments in swimming
animals (Fischer et al., 2001; Grillner et al., 1995), but also
shift the activation of particular muscles within a step cycle
and thus may alter the complete movement pattern of the
limb (Kiehn & Kjaerulff).

In many systems, the effects of neuromodulators are me-
diated via numerous pharmacologically distinct receptor
subclasses (for 5-HT see, e.g., Wedderburn & Sillar, 1994;
Wikstrom, Hill, Hellgren, & Grillner, 1995), enabling a
multimodal control of the motor pattern. In vertebrates,
direct pharmacological activation of, for example, the
adrenoreceptors, which are defined as putative target recep-
tors for catecholamines such as noradrenaline (e.g., Hirst &
Nield, 1980), can modulate motor output (Barbeau &
Rossignol, 1991; Forssberg & Grillner, 1973; Kiehn et al.,

1992), with each subclass affecting particular facets of the
motor pattern (Fischer et al.; Squalli-Houssaini & Cazalets,
2000).

Neuromodulators Affect Cellular Properties and the
Synaptic Efficacy of Network Neurons

Most of the classic neuromodulators exert their effects by
changing intrinsic properties of one or a few network neurons
or of one or more particular synaptic connections, which af-
fects the overall network output, resulting in a more or less
extensive alteration of the motor pattern (discussed previ-
ously). For many motor systems, more than one neuromodu-
latory substance is known (e.g., Grillner, Parker, & El
Manira, 1998; Schotland et al., 1995), each of which has dis-
tinct effects on the network output (Kiehn & Kjaerulff, 1996;
Sillar, Keith, & McDearmid, 1998) and must be coordinated
for proper pattern modulation. However, in the majority of
motor systems, we are just beginning to understand how such
multiple and sometimes even contradictory modulatory in-
puts are processed and integrated and thus enable a functional
pattern modulation. The following sections summarize the
most common elementary effects of neuromodulators acting
extrinsically on particular cellular and synaptic properties of
neurons within locomotor networks (for an in-depth review,
see Kiehn & Katz, 1999).

Alteration of Intrinsic Cellular Properties of
Network Neurons

Features of neuronal activity such as action potential forma-
tion, spike rate, and activity threshold of neurons may vary
widely among the different classes of neurons within a net-
work. The shape of a particular type of neuron’s characteris-
tic activity pattern in response to synaptic drive depends on
intrinsic biophysical membrane parameters, that is, on its set
of steady and transient voltage-dependent ionic conductances
within the membrane. These intrinsic cellular properties de-
termine (a) membrane resting potential (i.e., the state of ex-
citability of a neuron); (b) burst activity, including SFA (i.e.,
codetermining the activity period of a neuron); (c) mecha-
nisms underlying membrane bistability (i.e., the ability of
plateau potential generation to maintain a prolonged period
of activity); and (d) the mechanisms enabling a postin-
hibitory rebound (PIR) of a neuron (helping to escape a phase
of strong inhibition)—all of which may contribute to the
basic shaping of the network output. Most of the classic
neuromodulators alter such intrinsic cellular properties by
affecting one or more transient ionic conductances. An
overview is given in Table 5.2.
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Alteration of Synaptic Transmission Between
Network Neurons

Besides their effects on intrinsic cellular properties, neuro-
modulators can affect synaptic transmission either by targeting
presynaptic neurons (i.e., resulting in an altered amount
of transmitter release; e.g., Shupliakov, Pieribone, Gad, &
Brodin, 1995) or by changing the responses of the postsynap-
tic cell to a transmitter (e.g., by alterating particular membrane
properties; Parker, 1995). In spinal locomotor networks, bio-
genic amines such as 5-HT and noradrenaline can control lo-
comotor intensity by increasing or decreasing the amount of
the inhibitory transmitter released from neurons responsible
for the reciprocal coupling between antagonistic motoneuron
pools. Strengthening (or weakening) an inhibitory phase be-
tween two consecutive movement cycles causes a delayed (or
an earlier) onset of activity in the succeeding cycle and thus
modulates the cycle duration during ongoing locomotor activ-
ity (e.g., Sillar et al., 1998). During locomotor activity, the
properties of the synaptic transmission between neurons in
a locomotor network can also depend on the connection’s
activity history (i.e., on the previous cycles of movement in the

same episode of locomotion, so-called activity-dependent
synaptic plasticity; e.g., Parker & Grillner, 2000). Neuromod-
ulators can affect these activity-dependent properties of a
synaptic connection, enabling synaptic metaplasticity (re-
viewed in, e.g., Parker, 2001), which adds a further degree of
functional flexibility to the network output. In some cases, neu-
romodulators can even reverse the sign of a particular synaptic
connection (Johnston, Peck, & Harris-Warrick, 1993).

CONCLUSIONS

Research in the field of locomotor control has greatly bene-
fited from studies in lower vertebrates and invertebrates, such
as the lamprey and tadpole for swimming pattern generation
and the crayfish and stick insect for walking pattern genera-
tion. These animal models, in being experimentally well ac-
cessible, helped to unravel basic principles for neuronal
networks controlling locomotion. However, a major outcome
of the past research in various lower and higher animal
species is that many of the mechanisms described also con-
tribute to locomotor pattern generation in higher vertebrates

TABLE 5.2 Effects of Common Neuromodulators on Intrinsic Cellular Properties of Neurons in Locomotor Networks.

Neuromodulator Cellular Properties Affected Motor System Selected References

Serotonin (5-HT) Membrane resting potential rat Hochman & Schmidt (1998)
embryonic chick Hayashi et al. (1997)
tadpole Sillar & Simmers (1994b)
molluscs Straub & Benjamin (2001)
locust Parker (1995)

Spike afterhyperpolarisation (AHP) lamprey Wallen et al. (1989)
locust Parker (1995)

Spike narrowing during burst mollusc Satterlie et al. (2000)
Intrinsic oscillatory properties cat Hounsgaard et al. (1988)

and plateau formation rat Hochman et al. (1994)
lamprey Sigvardt et al. (1985)
turtle Hounsgaard & Kiehn (1989)
tadpole Sillar & Simmers (1994)

Noradrenaline Membrane resting potential rat Squalli-Houssaini & Cazalets
(2000)

frog Wohlberg et al. (1986)

Dopamine Membrane resting potential mollusc Lotshaw & Levitan (1988)
Spike afterhyperpolarisation (AHP) lamprey Kemnitz (1997)
Intrinsic oscillatory properties cat Schomburg & Steffens (1996)

and plateau formation Conway et al. (1988)

Octopamine Membrane resting potential crayfish Skorupski (1996)
locust Sombati & Hoyle (1984)

Spike afterhyperpolarisation (AHP) locust Parker (1996)
spike ratio locust Matheson (1997)

Bräunig & Eder (1998)
Plateau formation locust Ramirez & Pearson

(1991a, 1991b)

Proctoline spike ratio crayfish Barthe et al. (1993)
Intrinsic oscillatory properties crayfish Murchison et al. (1993)
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(including humans) that are often less accessible experimen-
tally, indicating that common principles appear to underlie
the design of locomotor networks in the entire animal king-
dom. However, it must be acknowledged that we are still far
from completely understanding the mechanisms underlying
locomotor network function, even in the few networks that
have been characterized in detail on the cellular level. Impor-
tant issues that must be addressed in the future are (a) the
mechanisms underlying descending control and action selec-
tion (e.g., changes in gait or locomotor speed and selection of
particular locomotor responses); (b) the structure and func-
tioning of pattern-generating networks for terrestrial loco-
motion, such as walking, including the level of cell-to-cell
interaction and mechanisms of coupling limbs, joints, and
segments; and (c) interactions among neuromodulatory influ-
ences on locomotor patterns and neuronal activity.

Another major outcome of recent locomotor research is that
networks are by no means hardwired but are flexible regarding
their topology and the properties of the connections between
their components. This not only enables a functional flexibil-
ity during ongoing behavior but also underlies the ability of
these networks to establish locomotor ability during the devel-
opment of an individual, to maintain locomotion throughout
its life span as well as to enable a certain degree of functional
recovery (following, e.g., the damage of peripheral nerves and
muscles or the CNS). Discovering the mechanisms underlying
such adaptive rearrangements in the adult mammalian nervous
system is of immediate clinical interest because they are fre-
quently related to functional recovery, and might offer a key to
the treatment of patients with injuries of the CNS.

New techniques that were recently established offer exper-
imental access to locomotor systems on levels required to ad-
dress all these questions. For example, the development of in
vitro preparations of the spinal cord for mammals opened new
perspectives in exploring their complex neuronal networks.
Recent advances in neurogenetics, in particular the availability
of so-called knockout mutants, offer new approaches to study-
ing a wide range of functional levels within motor systems
ranging from the role of single molecules (e.g., receptors or
transmitters) to much higher levels (e.g., supraspinal processes
involved in the generation and control of locomotion).
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The visual system is the most widely studied and perhaps the
best understood mammalian sensory system. Not only have
the details of its anatomical features been well described, but
the behavior of its neurons have also been characterized at
many stages of the neural pathway. For this reason, the visual
system has also become the system of choice for the study of
sensory coding and of such higher cognitive processes as
memory and attention. In this chapter we focus on the visual
system of nonhuman primates, because in the past 10–15 years
it has been extensively studied and because nonhuman pri-
mates provide an excellent animal model for understanding
human vision.

THE RETINA

Our visual world is complex and dynamic. To successfully
interpret this world the visual system performs the analysis
of various attributes of the visual image and then integrates
these attributes into a percept of a visual scene. The most
fundamental characteristic of our visual world is that it is not

uniform in time and space, and the visual system is well de-
signed to analyze these nonuniformities. Such fundamental
dimensions of visual stimuli as spatial and temporal variations
in luminance and chromaticity are encoded at the level of the
retina, whereas the encoding of other more complex stimulus
features such as motion, complex forms, and depth emerge at
the level of the visual cortex.

The Retinal Image

The retina is the sheet of neural tissue—some 0.3–0.4 mm
thick (300–400 �m) and about 520 mm2 in area—that lines
the back portion of the eye where the image of light rays
focused through the cornea and lens is formed. Because
the eye is first and foremost an optical system, this image on
the retina is measured in terms of visual angle, which is the
angle formed by rays emanating from an object to their point
of focus near the back surface of the lens (the so-called nodal
point; for review, see Rodieck, 1998; Wandell, 1995). Rays
diverging from the nodal point form the same angle as they
impinge on the retina. Thus, the length and height of the
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Figure 6.1 Photomicrograph of radial section through macaque (Macaca
fascicularis) retina demonstrating major cellular layers and structures. The
thin, pigment-containing outer segment (OS) and thicker, light-funneling
inner segment (IS) of each photoreceptor is separated from the cell body by
the outer limiting membrane (OLM), which stabilizes the photoreceptor
layer as it penetrates the retinal pigment epithelium (not shown). The outer
(closest to the brain) and inner (closest to the lens of the eye) retina are each
comprised of a nuclear layer, containing cell bodies, and a plexiform layer,
containing intermingled axons and dendrites of cells forming synaptic con-
tacts with one another. The outer nuclear layer (ONL) contains the cell bod-
ies of the photoreceptors, which send their axon terminals to the outer
plexiform layer (OPL) to contact the postsynaptic processes of bipolar and
horizontal cells. The inner nuclear layer (INL) contains the cell bodies of
horizontal cells—closest to the OPL—and the cell bodies of bipolar and
amacrine cells, which send their axonal processes to the inner plexiform
layer (IPL), where they contact one another and the dendrites of ganglion
cells. The ganglion cell layer (GCL) contains the cell bodies of the ganglion
cells (and some displaced amacrine cells), whereas the nerve fiber layer
(NFL) contains the axons of the ganglion cells on their way to the optic
nerve.

retinal image formed by objects of different size and distance
in the physical world will be the same if the visual angles
formed by those objects are the same. These dimensions de-
pend critically on the size of the eye. The macaque eye is
roughly 67% of the size of the human eye, and the distance
on the retina that corresponds to one degree of visual angle is
therefore about 67% of that for the human retina—200 �m
versus 290 �m (Drasdo & Fowler, 1974). Thus, how far ec-
centric an object on the retina is from the point of central fix-
ation can be described using this simple conversion either by
the angle in visual degrees that object makes with the fixation
point or by its distance from this point in �m (or mm). The
point of central fixation on the retina corresponds to the
fovea, an area about 1.5 mm (or 7°) in diameter, specialized
for the best possible optical path and high acuity (discussed
later in this chapter). Eccentricity on the retina is therefore
measured with respect to the center point of the fovea. The
conversion between linear distance and visual angle depends
somewhat on eccentricity due to changes in the eye’s optics,
especially for eccentricities greater than 50° or so (Drasdo &
Fowler, 1974).

Retinal Design

Because of its location in the eye, the retina is often miscon-
strued as a peripheral structure—more a part of the eye than
of the brain. In fact, the retina is an extension of the central
nervous system, much like the olfactory bulb. Like the rest of
the brain, the retina comprises a great diversity of neuronal
cell types (approximately 60–70) distributed across five
classes of neuron within six primary layers (Figure 6.1). A
tremendous degree of specialization for functional circuitry
is therefore obtained by permuting these types in different
combinations (reviewed in Masland & Raviola, 2000).

The basic architecture of the vertebrate retina includes
(a) an array of photoreceptors (the input element) that trans-
duces absorbed light into electrical activity and (b) an array of
ganglion cells that encodes this activity as a train of action po-
tentials carried along axonal fibers of the optic nerve. The
macaque retina contains about 50 million photoreceptors
that converge through layers of retinal circuitry upon some
1.5 million ganglion cells (Curcio, Packer, & Hendrickson,
1989; Rodieck, 1988). The output of the photoreceptor mo-
saic is carried to the ganglion cells via parallel and iterative
circuits composed of serial connections between a variety of
both excitatory and inhibitory interneurons (Figure 6.2). The
activity of a ganglion cell at a particular moment in its physi-
ological history is therefore the confluence of all excitation
and inhibition in its presynaptic circuitry. Excitation in and
from the retina is conveyed primarily through the so-called

feed-forward circuit from photoreceptors to ganglion cells via
a class of intermediate neurons called bipolar cells. In mam-
malian retina, this circuit is entirely glutamatergic—each ele-
ment transmits information from its axon terminal to the next
level of processing by the release of glutamate (Massey,
1990). Inhibition within the retina, in contrast, is conveyed
primarily through two levels of so-called feedback circuits. In
the outer retina, horizontal cells collect excitation from a large
number of photoreceptors (discussed later in this chapter) and
provide inhibition proportionally back to the photoreceptors
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Figure 6.2 Schematic diagram of a macaque retina indicating major cell
types and their circuits. Each photoreceptor synapse is marked by a dense
synaptic ribbon that facilitates the release of glutamate from the axon termi-
nal. Rod photoreceptors (R) send their signals to a specialized amacrine cell
(A) via a single type of rod bipolar cell (RB). Middle-wavelength sensitive
cones (MC) and long-wavelength sensitive cones (LC) both contact midget
ganglion cells (MG) via a narrow-field midget bipolar cell (MB) and para-
sol ganglion cells (PG) via large-field diffuse bipolar cells (DB). Short-
wavelength cones (SC) send signals for blue color vision to a specialized
bistratified ganglion cell (BG) via the so-called blue cone bipolar cell (BB).
Inhibitory horizontal cells (H) collect signals from photoreceptors over a
large area and make feedback contacts both to the photoreceptors and to the
bipolar cells. The IPL is subdivided into an OFF region—for contacts be-
tween cells used in signaling light decrements from the mean—and an ON
region—for contacts between cells used in signaling light increments from
the mean. Other abbreviations are the same as those in Figure 6.1.

themselves and to the dendritic trees of bipolar cells (Dacey
et al., 2000). This inhibition modulates the release of gluta-
mate by the photoreceptor and its excitatory effect on bipolar
cells. In the inner retina, amacrine cells collect more localized
excitation from bipolar cells and provide inhibition back to
the bipolar cell axon and to the dendritic trees of ganglion
cells (Sterling, 1998). The role of inhibition in the retina is
therefore to modulate the degree of excitation both at the re-
lease sites for glutamate and at its postsynaptic targets.

Certain fundamental properties of retinal cell populations
have bearing on the organization of higher levels of visual

processing. Cells within a type form a continuous mosaic that
determines the spacing between cells and their sampling den-
sity (typically expressed as cells mm�2 or as cells deg�2) as a
function of eccentricity. With increasing eccentricity, the
density of the mosaics for most retinal neurons decreases
(with some notable exceptions) as the spacing between neu-
rons increases. For example, ganglion cell density peaks in
the fovea at about 60,000 cells mm�2 and falls to 10,000 cells
mm�2 at 20° and to 1,000 cells mm�2 at 40° (Wässle, Grün-
ert, Röhrenbeck, & Boycott, 1990). Cells within a particular
mosaic cover the retina so that signals from each location in
the photoreceptor mosaic are represented at least once within
that mosaic; this implies that as the density of a particular cell
type decreases with increasing eccentricity, the area covered
by that cell’s processes (the so-called collecting aperture) be-
comes larger to accommodate the greater spacing between
photoreceptors. For example, as the density of horizontal
cells decreases from 20,000 cells mm�2 in the fovea to 2,000
cells mm�2 at 30° eccentricity, the area of the photoreceptor
mosaic from which their processes collect increases by a fac-
tor of 25 (Wässle, Grünert, Röhrenbeck, & Boycott, 1989).
Generally, the anatomical area covered by an individual reti-
nal neuron increases at a rate greater than the rate of decrease
in density of any retinal mosaic. This implies that the conver-
gence of presynaptic neurons to a particular cell increases
with increasing eccentricity (Calkins & Sterling, 1999). Con-
sequently, in moving from the fovea to the periphery, both the
spatial tuning of any single retinal neuron and the spatial res-
olution of that neuron’s mosaic decrease dramatically. From
a functional perspective, this natural property of retinal cell
types establishes the first limit for the well-known decrease in
spatial resolution for psychophysical channels with increas-
ing retinal eccentricity.

Retinal Cell Types

Each of the five classes of neurons in the retina is specialized
for a broad function in encoding visual information, loosely
delineated between excitation and inhibition. However, our
visual world contains a diverse spectrum of spatial, temporal,
and spectral variations, spanning a large range of contrasts and
frequencies. The most efficient means to encode such diverse
information with the highest possible fidelity is to partition the
task among different circuits, each specialized for serving a
particular portion of the visual dynamic range (Sterling,
1998). To accommodate this need for specialization, each
class of retinal neuron is comprised of several cell types, each
type demonstrating a unique combination of morphology,
connectivity, neurochemistry, and physiology (Masland &
Raviola, 2000). It is the precise connectivity between different
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types that render each retinal circuit uniquely tuned to differ-
ent aspects of visual information.

Photoreceptors

About 94% of the photoreceptors are rods, each sufficiently
sensitive to signal the absorption of even a single photon at
the absolute threshold of vision. Rods dominate the photore-
ceptor population over most of the retina, with a peak density
of 170,000 rods mm�2 at 15° eccentricity, which drops to
50,000–70,000 rods mm�2 at 45°. The fovea contains a small
region, about 150 �m in diameter, that is rod-free, com-
pletely avascular, and devoid of all postphotoreceptor ele-
ments of the retina, which are displaced laterally to form the
foveal wall. This region contains the highest density of cone
photoreceptors, which comprise the remaining 6%; each
is capable of operating at light levels eliciting as many as
10 million photon absorptions per cone each second. The
cone density peaks at about 210,000 cones mm�2 and drops
precipitously to about 5000 cones mm�2 at 20° (Curcio et al.,
1989; Wässle et al., 1990). For both rods and cones, the light-
funneling inner segment of the photoreceptor increases in
diameter the further it is from the fovea, with a fivefold in-
crease for cones and a threefold increase for rods; thus, the
collecting aperture of each photoreceptor increases with ec-
centricity as it does for other retinal neurons.

Light funneled through the photoreceptor inner segment
enters the outer segment where—if it is absorbed by the light-
sensitive photopigment—it elicits a biochemical cascade
called phototransduction. The two classes of photoreceptors,
rods and cones, show both similarities and differences in their
response to light. In the dark, rods and cones are relatively de-
polarized to a resting potential of about �40 mV due to the net
influx of positive ions through cyclic-G-gated channels in the
outer segment (for review, see chapter 6 in Rodieck, 1998).
When photons are absorbed, a G-protein coupled cascade is
initiated that ultimately results in the closure of these ion chan-
nels, thus hyperpolarizing the photoreceptor. Despite these
similarities, there are notable differences between this cascade
for rods and cones that render several distinctions in their
physiological responses to light. Key among these differences
is the more rapid activity of an enzyme in the outer segment of
the cone to maintain a steady concentration of cyclic-G.
This enhanced activity is likely to underlie the faster response
of the cone to light and its faster recovery; thus, the pathways
collecting signals from cones will be faster than are those
collecting from rods. Furthermore, unlike rods, cones will
not saturate in bright lights, and they demonstrate different
rates of adaptation to light (for review, see Baylor, Nunn, &
Schnapf, 1987).

The proportion of cyclic-G-gated channels that close for a
particular photoreceptor, and the amplitude of this hyperpolar-
ization depends upon the rate of photon absorption. The num-
ber of photons funneled through the inner segment and the
wavelength of these photons determines this rate; therefore,
the key variable in phototransduction is the spectral sensitivity
of the photopigment. Rods all contain a single photopigment
called rhodopsin with a peak sensitivity near 500 nm. Cones,
on the other hand, distribute into three types defined by differ-
ences in the photopigments they express. Cones sensitive to
short (S) wavelengths contain a pigment that peaks in sensitiv-
ity around 430 nm, near the region of the spectrum where we
perceive violet and blue. These cones comprise on average
only about 5% of all cones (reviewed in Calkins, 2001). Cones
sensitive to middle (M) wavelengths contain a pigment that
peaks at 535 nm, near where we perceive green, and cones
sensitive to long (L) wavelengths contain a pigment peaks at
567 nm, near where we perceive orange (Baylor et al., 1987).
Together, M and L cones comprise the remaining fraction of
cones and in macaque retinas are present in about equal num-
bers (Packer, Williams, & Bensinger, 1996).

The expression of different types of cones in the photore-
ceptor mosaic allows primates to discriminate surfaces based
on differences in spectral reflectance. The difference between
signals from M and L cones is fed to a mechanism underlying
discrimination between red and green (red-green), whereas
the difference between S cones and the summed signal from M
and L cones is fed to a mechanism providing the basis for dis-
criminating blue from yellow (blue-yellow). The combined
activity within the red-green and the blue-yellow channels
ultimately provides the wide range of colors we experience
(Wandell, 1995).

Horizontal Cells

In the dark, the relative depolarization of the photoreceptor—
like depolarization in other neurons—promotes an influx of
Ca2� ions into the axon terminal and a release of glutamate
from the photoreceptor synapse. Retinal neurons—with the
exception of ganglion cells—are unmyelinated and do not
produce action potentials. Instead, voltage fluctuations are
conveyed through the electrotonic spread of ions in grades
of current flow. Thus, the release of glutamate from the
photoreceptor synapse is correspondingly graded from its
highest release rate in the dark to lower rates with increasing
light absorption and hyperpolarization of the photoreceptor.
Each cone photoreceptor is coupled electrically to its neigh-
bors and to neighboring rods via small junctions of shared
membrane of the axon terminal called gap junctions
(Tsukamoto, Masarachia, Schein, & Sterling, 1992). These
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junctions are essentially electrical resistors and are thought to
allow a limited degree of spread of current from one cone to
another or from cone to rod (and vice versa). Gap junctions
probably serve to average or electrotonically smooth the con-
joint activity of the photoreceptor mosaic (Sterling, 1998).
Therefore, the release of glutamate from a photoreceptor re-
flects mostly the rate of light absorption not only within its
own outer segment, but also (to a lesser extent) the level of
light activity in its neighbors.

Closest to the point of glutamate release from the photo-
receptor synapse are the processes of horizontal cells
(Figure 6.2), which are thought to collect excitation from the
synapse and provide inhibitory (GABAergic; from gamma-
aminobutyric acid) feedback to the photoreceptor axon termi-
nal (Sterling, Smith, Rao, & Vardi, 1995; Vardi, Kaufman, &
Sterling, 1994; Vardi, Masarachia, & Sterling, 1992). This
feedback is thought to drive the photoreceptor membrane po-
tential towards its resting or dark value, thereby reducing the
release of glutamate (Kamermans & Spekreijse, 1999). There
are two types of horizontal cells in the primate retina, named
simply “HI” and “HII” and generally designated as such
(Wässle & Boycott, 1991). The HI cell has one arbor that
collects from (and feeds back to) M and L cones, but not S
cones, and a second arbor that is separated from the main
arbor by a long axon-like process that contacts rods. The HII
cell has a main arbor and a smaller arbor that both collect from
all cone types but not from rods; therefore, the spectral sensi-
tivity of both HI and HII cells is broadband (Dacey, 2000).
Each horizontal cell collects from multiple photoreceptors.
For example, the HI cell collects from some 15–25 cones in
the fovea and from 10–15 further in the periphery as the spac-
ing between cones increases (calculated from Wässle et al.,
1989). However, HI cells couple electrotonically to one an-
other via gap junctions, and HII cells are likewise intercon-
nected. This connectivity produces a large network of
horizontal cells that effectively enlarges laterally the photore-
ceptor input to any one cell. Consequently, the feedback to
any single photoreceptor reflects not only its own activity, but
also the average activity pooled across two independent net-
works of horizontal cells. Because of the intercell coupling
between horizontal cells, the feedback is not only spatially but
also temporally low-pass: The inhibition is broad and slow
(V. C. Smith, Pokorny, Lee, & Dacey, 2001).

Bipolar Cells

The release of glutamate at the photoreceptor axon terminal
fluctuates up and down from some baseline rate set by the av-
erage activity in the outer retina (for review, see Rodieck,
1998). These fluctuations constitute information, so ultimately

both directions of change in glutamate release need to be en-
coded as excitation at the photoreceptor to bipolar cell synapse.
Roughly half of the 10–12 types of bipolar cell respond with
excitation (depolarization) to increments in local light activity
(on cells), whereas the remainder responds to decrements in
activity (off cells; Boycott & Hopkins, 1991). This division of
labor is accomplished by a simple molecular trick at the bipo-
lar cell dendritic tree. On bipolar cells express metabotropic
glutamate receptors that gate cation channels with decreasing
glutamate (i.e., increasing light), whereas off bipolar cells ex-
press ionotropic receptors that gate cation channels with in-
creasing glutamate (decreasing light; Morigiwa & Vardi,
1999). In this way, only a single neurotransmitter (glutamate)
is required to encode both increments and decrements from the
average photoreceptor activity. The physiological division into
on and off also correlates with a morphological division. On
bipolar cells send long axons into the proximal half of the inner
plexiform layer, closest to the ganglion cell layer, whereas off
bipolar cells have shorter axons that stratify in the distal half of
the inner plexiform layer (Boycott & Hopkins, 1991; also see
Figure 6.2).

Rod Bipolar Cells. Each rod diverges to two to three
representatives of a single type of on bipolar cell. Each
of these so-called rod bipolar cells collects signals from
12–15 rods in the central retina, increasing gradually to
50–60 rods in the periphery (Grünert & Martin, 1991). At
night, both the absolute level of light and the contrast from a
reflective surface are far less. Thus, the retinal circuit for rod
or scotopic vision—like the rod itself—is designed to trans-
mit with the highest possible sensitivity. The convergence of
so many rods to the rod bipolar cell increases this sensitivity
so that the signal from the absorption of even a single pho-
ton of light is preserved and transmitted with great fidelity
(Makous, 1990). We find it interesting that the collected exci-
tatory signal from this pool of rods is conveyed indirectly to
different types of ganglion cells via a specialized amacrine
cell (the AII amacrine) that contacts both on and off bipolar
cells (Strettoi, Dacheux, & Raviola, 1990). The functional
significance of this divergence is not known, but it probably
serves to send copies of the signal from rare photon events in
the dark to the multiple types of ganglion cells.

Cone Bipolar Cells. Cones diverge to the remaining
9–11 types of bipolar cell. Each of these types has a unique ex-
pression of particular subunits of glutamate receptor (DeVries,
2000). This pattern bestows upon each type a unique physiol-
ogy that in turn contributes to the particular spectral, spatial,
and temporal properties of the ganglion cells to which they
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connect. To a first approximation, for a particular on type there
is an analogous off bipolar cell type. Because in the mam-
malian retina bipolar cells are likely to only use glutamate as
their neurotransmitter (Massey, 1990), their response polarity
(on or off ) is conserved in the synapse to the ganglion cell.
Thus, some 85–90% of the ganglion cells are either on or off,
while the rest are both (Dacey & Lee, 1994; Watanabe &
Rodieck, 1989). Most morphological types of ganglion cells
therefore also distribute into separate on and off mosaics that
respond, respectively, to light increments or light decrements
(Famiglietti & Kolb, 1976). Cone bipolar cells distribute into
two main categories, midget and diffuse, defined by differ-
ences in the morphology of their dendritic trees and the num-
ber of cones contacting them (for a review, see Boycott &
Hopkins, 1997). These subsystems have distinct roles in early
visual processing.

The primate retina is highly specialized for supporting the
highest possible spatial acuity. In the fovea, discrimination of
spatial patterns is limited in resolution only by the spacing of
the cone photoreceptors (Williams, 1986). This corresponds
to about 40 cycles deg�1 spatially in the macaque monkey
retina and at 60 cycles deg�1 in the human retina (Samy &
Hirsch, 1989). To support this acuity, each cone contacts a sin-
gle on and a single off midget bipolar cell and—over most of
the retina—each midget cell collects from only a single cone
(Calkins & Sterling, 1999; see Figure 6.2). Far in the periph-
ery, beyond about 45°, up to three to five cones may contact
each midget bipolar cell (Wässle, Grünert, Martin, & Boycott,
1994). In contrast, each of the six or so types of diffuse bipo-
lar cells (named simply DB1–DB6 for “diffuse bipolar”) col-
lect from 8–12 cones over the entire retina, with cell types
named DB1–DB3 providing off signals to the inner retina and
the types named DB4–DB6 providing on signals (Boycott &
Hopkins, 1991). We know very little about the separate mo-
saics and physiology of these diffuse cells. With so many
cones converging on each, however, the diffuse system ap-
pears to have sacrificed spatial resolution for higher contrast
sensitivity, and with higher sensitivity comes a sharper tem-
poral response (DeVries, 2000). These differences between
the midget and diffuse bipolar cells are apparent in the re-
sponses of ganglion cells to which they provide input (dis-
cussed in the next part of this chapter). Thus, the first
segregation of functional pathways in vision occurs where the
cone synapse diverges to different types of bipolar cell.

Ganglion Cells

Receptive Fields. The response of a particular retinal neu-
ron to a given pattern of light impinging on the photorecep-
tor array depends on the distribution of spectral, spatial, and

temporal energy within that pattern. The quality and degree
of tuning to this energy depends upon the structure of the re-
ceptive field of the neuron—consisting of (a) an excitatory
center arising from the photoreceptor to the bipolar cell to the
ganglion cell circuitry and (b) an inhibitory surround arising
from the lateral circuitry of horizontal and amacrine cells
(reviewed in Sterling, 1998). A neuron responds, therefore,
with increased activity to an appropriate stimulus imaged
upon its receptive field center and with decreased activity
when that same stimulus is imaged upon the surround.

The precise physiology of the center and surround for a
particular retinal neuron depends on the circuitry providing
its presynaptic input and on where that neuron is in the retinal
hierarchy. For example, the center of the receptive field of a
photoreceptor is formed primarily by that photoreceptor plus
the excitation pooled from its neighbors via gap junctions
(R. G. Smith & Sterling, 1990). On the other hand, the center
for a bipolar cell is comprised of the contributions from over-
lying photoreceptors (Dacey et al., 2000). Similarly, the exci-
tatory center of a ganglion cell arises from the convergence
within the photoreceptor to the bipolar cell circuitry that con-
tacts its dendritic tree, whereas much (but probably not all) of
the inhibitory surround arises in the lateral connections from
horizontal cells to photoreceptors (and bipolar cell dendrites;
Freed, Smith, & Sterling, 1992; Vardi et al., 1994). Thus, spa-
tially the center and surround are quantified in reference to
the area of the photoreceptor mosaic contributing to each.

The response amplitudes of the center and surround are
spatially nonuniform; each is roughly Gaussian in shape and
depends upon the spatial distribution of the synaptic contri-
butions from the cells contributing to each (Croner & Kaplan,
1995). Also, because of anatomical and physiological differ-
ences between the cells that comprise them, the center of the
receptive field is spatially narrower, temporally quicker, and
spectrally sharper (i.e., more wavelength dependent) than the
surround is. The center also tends to be greater in amplitude
than the surround is, generally by 35–40% for ganglion cells
(Croner & Kaplan, 1995); thus, when a stimulus fills the en-
tire receptive field, the center response dominates. In this
sense, the surround can be considered as a spatial and tempo-
ral filter for subtracting the redundancy that inevitably is
present in a typical natural scene, while the center conveys
the signal for whatever spatial and temporal contrast remains.
In other words, the surround essentially filters the back-
ground activity, and what is transmitted at the photoreceptor
axon is the contrast or edge provided by modulation of light
activity above or below this background.

Because each retinal neuron derives its input from overly-
ing photoreceptors, most often the receptive field is quantified
spatially with reference to the region of the photoreceptor



The Retina 145

mosaic that elicits a modulation of the cell’s activity. How-
ever, because stimuli are multidimensional, it is equally im-
portant to understand the spectral and temporal characteristics
of the receptive field. Because receptive fields of retinal neu-
rons are tuned to different types of information receptive field
function as a filter, passing certain bandwidths of information
while filtering out others. For example, the horizontal cell
contribution to the surround is often referred to as a low-pass
spatiotemporal filter because it is broad spatially, slow tempo-
rally, and therefore tuned to low spatial and temporal signals
(Srinivasan, Laughlin, & Dubs, 1982).

Ganglion Cell Mosaics. Even though the fovea only
comprises 1–2% of the retinal surface area, it contains more
than 35% of all retinal ganglion cells (calculated from Wässle
et al., 1989). Although the peak density of ganglion cells
(about 60,000 cells mm�2) is less than the peak cone density
by more than a factor of three, the tight packing of cells within
the fovea renders the effective sampling of the ganglion cell
mosaic much higher, with three to four ganglion cells per
cone (Wässle et al., 1989). This is sufficient to provide each
cone access to several parallel ganglion cell circuits serving
different visual functions; it also explains—at least in part—
the expansion of the foveal representation in the primary
visual cortex (V1; discussed later in this chapter). The func-
tionality of these circuits correlates strongly with ganglion
cell morphology, which in turn reflects the nature of its pre-
synaptic inputs. The number of these types depends critically
upon species. For the primate retina, the number is probably
15–20, each with a distinct pattern of presynaptic input, phys-
iology, and central projection into the thalamus (Leventhal,
Rodieck, & Dreher, 1981; Rodieck & Watanabe, 1993). The
circuits for most of these and their role in visual information
processing are unknown. Nevertheless, there are a few cir-
cuits in the primate retina about whose function we can say a
great deal, although it is probably imprudent to call them
solved. These divide broadly first into on and off, following
the pairing of on and off bipolar cell types, and this is reflected
by the level of stratification of the ganglion cell dendritic tree
in the inner retina (see Figure 6.2; Dacey & Lee, 1994). These
circuits also divide broadly according to whether the bipolar
cell input is midget or diffuse; this determines the spatiotem-
poral and spectral responses of the ganglion cell.

What the cortex ultimately reads as retinal output are
spectral, spatial, and temporal signals filtered through the re-
ceptive fields of individual ganglion cells. Because the filter
properties of ganglion cells are determined by their presyn-
aptic circuitry, this circuitry determines what specific types
of visual information are filtered at the first stage of visual
processing.

Midget or P Ganglion Cells. Midget bipolar cells col-
lect from a single cone over most of the retina, and each cone
diverges to a single on and single off midget bipolar cell
(Wässle et al., 1994). In and around the fovea, each on and off
midget bipolar cell contacts a single on or off midget gan-
glion cell, and no midget ganglion cell collects from more
than one midget bipolar cell (Calkins & Sterling, 1999). In
this way, the greatest possible spatial resolution—that of a
single cone—is afforded to the receptive field center of the
midget pathway for both light increments and decrements.
Midget ganglion cells comprise about 80% of the ganglion
cells in the foveal region (Perry, Oehler, & Cowey, 1984), so
the expansion of the foveal representation in V1 is in large
part due to the presence of the midget system (Wässle et al.,
1989). Outside the fovea, as the optics of the eye worsen and
the spacing between cones increases (Hirsch, 1984), the den-
dritic tree of the midget ganglion cell expands considerably,
and each cell collects from increasing numbers of midget
bipolar cells and cones (Calkins & Sterling, 1999). Even so,
these ganglion cells remain the smallest and most numerous,
with the least convergence of cones.

Midget ganglion cells provide the dominant retinal input to
the parvocellular region of the lateral geniculate nucleus
(LGN; discussed later in this chapter). For this reason, midget
cells are often referred to as P cells, as are the parvocellular
relay neurons to which they connect. For the most part, the
physiological properties of P cells in the LGN mimic those of
the midget/P cell in the retina. Thus, the LGN P cell also
demonstrates a small receptive field center that corresponds to
the small dendritic tree of the midget ganglion cell. In fact,
despite inevitable variation between different sets of experi-
ments, the physiological measurements of the spatial extent of
the P cell center match very well the anatomical convergence
of cones to the midget ganglion cell across retinal eccentrici-
ties (Figure 6.3). Thus, for this circuit, the anatomy reasonably
predicts the spatial properties of the receptive field center.

Over the entire retina, the receptive field center of the
midget cell is the most narrow of all ganglion cell receptive
fields and the sampling density of the midget cell mosaic es-
tablishes the limit of spatial acuity (Croner & Kaplan, 1995;
Dacey, 1993). However, because the convergence of cones to
the midget cell is minimal, its spatial contrast sensitivity is
relatively poor (Croner & Kaplan, 1995). For reasons we do
not yet understand—but no doubt arising in part from the
small number of cones converging upon it—the midget gan-
glion cell is also temporally sluggish and responds to light in
a sustained fashion. Thus, the spatiotemporal contrast sensi-
tivity of the midget cell is distributed across high spatial but
lower temporal frequencies (see Figure 6.5 later in this chap-
ter for the equivalent properties in the LGN).
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Figure 6.3 Spatial resolution of the high acuity system. The high-
frequency cutoff for spatial resolution in cycles deg�1 is plotted against reti-
nal eccentricity for three independent measures. Psychophysical acuity for
human observers (triangles) is replotted from S. A. Anderson, Mullen, and
Hess (1991), who used the drifting grating protocol to measure the upper
limit of spatial resolution. Acuity for the center fovea was adopted from
Williams (1986). Resolution of the midget ganglion cell mosaic in human
retina (circles) was measured using intercell spacing and replotted from
Dacey (1993). Resolution of physiological measurements from P cells in the
macaque retina and LGN (lines) was calculated from the diameter of the
P cell receptive field center. Cell density was estimated from the diameter as-
suming a coverage factor of unity (Watanabe & Rodieck, 1989), and resolu-
tion was calculated as the Nyquist limit assuming triangular packing
(Williams, 1986). A range of physiological measurements of macaque P cell
receptive field centers in retina and LGN was used to calculate lower and
upper bounds (Derrington & Lennie, 1984).

The mosaic of M and L cones in the primate retina is
patchy, with cones of like type distributing into small clus-
ters. Because each midget ganglion cell collects from only a
single cone in and near the fovea, their excitatory connections
are by definition finely tuned spectrally, conferring upon the
midget cell high chromatic contrast sensitivity. As the num-
ber of cones increases, some cells remain finely tuned to M
and L cone modulation (Martin, Lee, White, Solomon, &
Ruttiger, 2001), while others begin to respond preferentially
to luminance (M + L) modulation. Whether the cortex uses
whatever chromatic sensitivity is present in the midget mo-
saic as the basis for red-green color discrimination across the
retina is a matter of debate (Calkins & Sterling, 1999). What
is undeniable is that midget cells—because of their fine spa-
tial apertures (discussed previously)—are highly specialized
and probably evolved primarily as a system to support foveal
acuity limited only by the spacing of the cones.

Parasol or M Ganglion Cells. Like the midget ganglion
cell, the parasol ganglion cell comes in both on and off types,
both of which have a broad, circularly symmetric dendritic
tree that resembles a parasol one might carry to keep the rain
off. At a given retinal eccentricity, the area covered by the

dendritic tree of the parasol cell is some 20 times the area cov-
ered by a midget cell (Watanabe & Rodieck, 1989), and the
parasol mosaic is accordingly sparser, comprising some 5–8%
of all ganglion cells (Grünert, Greferath, Boycott, & Wässle,
1993). As a consequence of its size, the convergence of cones
to the parasol cell is also a factor of 20 greater. For example, in
the fovea, the parasol cell collects from 20–25 cones via
four to five diffuse bipolar cells (Calkins, 1999). Physiologi-
cally, this contributes to a broader receptive field center with
higher contrast sensitivity, about six times greater on average
than that of the midget ganglion cell (Croner & Kaplan, 1995).
It is likely that the nature of its bipolar cell input, diffuse ver-
sus midget, also contributes to its characteristic transient re-
sponse to light—the response fades for stationary stimuli and
is optimal for stimuli moving across the photoreceptor mosaic
(Kaplan et al., 1990; Kaplan, Purpura, & Shapley, 1988;
Kaplan & Shapley, 1986). Thus, the parasol cell responds best
to lower spatial frequencies, higher temporal frequencies, and
differences in retinal luminance. In terms of their projections
to the brain, parasol ganglion cells provide the dominant reti-
nal input to the magnocellular region of the LGN (Perry et al.,
1984). Thus, they are generally called M cells. Like their reti-
nal counterparts, M cells in the LGN have a receptive field
center that is much broader than that of P cells, corresponding
to the larger dendritic tree of the parasol ganglion cell. Some
evidence also suggests that some parasol cells may send axon
collaterals to the superior colliculus (for review, see Rodieck
& Watanabe, 1993).

The retinal image is constantly in motion, due to small eye
movements (for review, see Rodieck, 1998). Superposed upon
this inherent movement is the actual translation of objects in a
natural scene, or stimulus motion. This movement of stimuli
across the photoreceptor mosaic at once blurs the spatial infor-
mation contained in those stimuli while introducing light
contrast at higher temporal frequencies. Some mammalian
retinas (e.g., rabbit retinas; see Vaney, 1994; Vaney, Peichl, &
Boycott, 1981) have ganglion cells tuned to specific directions
of moving stimuli. The primate retina (to our knowledge) does
not have this type of directional selectivity. However, what
ultimately becomes a motion signal higher in the cortical
streams is likely to originate at least in part from the transient
responses propagating through the mosaic of the parasol cells
as a stimulus moves across the photoreceptor array.

Other Ganglion Cells and Their Circuits. The primary
ganglion cell input to the LGN, in terms of numbers of cells, is
provided jointly by the midget (P) and parasol (M) mosaics
(Perry et al., 1984). Nevertheless, it is incorrect to associate
only retinal midget cells with the parvocellular LGN and
only parasol cells with the magnocellular LGN. Despite the
convenience of this simplification, it remains just that—a
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simplification. Retrograde labeling of ganglion cells following
injections of markers into the LGN reveal a diverse array of
more sparsely populating ganglion cells, each with a unique
morphology and (presumably) retinal circuitry (Rodieck &
Watanabe,1993).Althoughweknowlittleabout thefunctionof
these cells, we now appreciate that some of them are likely to
project not to the primary Pand M layers of the LGN, but rather
to the intercalatedorkoniocellular layers inbetween(discussed
later in this chapter). One of these is the small bistratified gan-
glion cell that is implicated in color vision used to discriminate
blues from yellows. The receptive field of this cell is such that
signals from S cones oppose those from M and Lcones in an an-
tagonistic fashion.This antagonism is spatially overlapping, so
the small bistratified cell is tuned sharply to spectral (chro-
matic) differences and very little to spatial edges (Calkins,
Tsukamoto, & Sterling, 1998; Dacey, 1996).

What the Retina Responds To

In laying out a basic understanding of the retina, it is important
to point out that there is a difference between a perceptual at-
tribute and the physical stimulus that elicited it; the latter has
very much to do with the retina, which interfaces the brain
with the external visual world, whereas the former is some-
thing more ambiguous—ascribed to the stimulus by a host of
(we presume) physiological interactions working in concert
through higher visual areas of the brain. The former has to
fit into our internal representation of the visual world that is
built upon an earlier, more rudimentary representation in the
output of the retina. For example, color is an attribute of the in-
ternal representation of a surface that arises from the retinal
representation of the spectral reflectance of that surface. Sim-
ilarly, motion is an attribute our internal representation pro-
vides for the displacement of an object in space and time that
arises from local differences in the activity of ganglion cells as
the image of that object steps across the retinal array. Motion
is—in simple terms—something that is computed by the
cortex based on changes in retinal firing patterns in response to
the changing image upon the photoreceptor array. Certain gan-
glion cells in the primate retina may indeed respond favorably
to a moving stimulus, but this does not imply that motion is en-
coded within the retina—the stage for what will become the
perception of motion is merely set in the retina. Other cells will
respond to a stimulus that to the human observer appears col-
ored, but color is not itself assigned by retinal activity; thus,
the complexity of the retinal wiring has less to do with percep-
tion and more to do with encoding the critical events that the
cortex interprets as vision.

It is also critical to emphasize that although each of the
circuits shown in Figure 6.2 underlies tuning of ganglion cell
receptive fields for particular spatial, temporal, or spectral

frequencies, most types of ganglion cells respond in some
measure to more than one attribute of a visual stimulus. For
example, a midget ganglion cell will respond to a light moving
across its receptive field, provided that movement is within
the temporal sensitivity profile of the receptive field (see Fig-
ure 6.5 later in this chapter). Also, a parasol cell will respond
to a fine spatial pattern, even though its broad receptive field is
not necessarily specialized to convey the highest frequencies
within that pattern. The point is that what we ultimately expe-
rience as vision arises from the confluence of activity across
the mosaic of each type of ganglion cell, and rarely is any one
type completely silent in that mass contribution.

Parallel Visual Pathways From the Retina

Visual pathways comprise a massive sensory component that
involves about 90% of the retinal ganglion cells, those that
project into the LGN of the thalamus and from there to the
primary visual cortex (Figure 6.4; Hendrickson, Wilson, &
Ogren, 1978; Rodieck & Watanabe, 1993). Another compo-
nent involves the remaining 10% or so, mostly large ganglion
cells that sample the photoreceptor mosaic more sparsely
than do the major types involved in acquiring sensory infor-
mation (Rodieck & Watanabe, 1993). Relatively little is
known about the circuitry and receptive fields of these gan-
glion cells in primates. Most involve complex dendritic trees
that integrate both on and off information about light contrast,
and their central projections are similar to those of other mam-
malian species. No fewer than nine subcortical nuclei are dis-
tributed within six major regions that provide recipient zones
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Figure 6.4 Schematic of early visual pathways from retina to V1. In retina,
three main types of ganglion cell project to the P (dashed), M (solid) and
K (dotted) regions of the LGN. The six primary M and P layers of the LGN
are segregated by eye input; the input to each K layer generally reflects the
input to the primary layer just dorsal to it. See insert for color version of this
figure.



148 Visual Processing in the Primate Brain

for axon collaterals leaving the retina (reviewed in Leventhal
et al., 1981; also see Rodieck & Watanabe, 1993). Some of
these ganglion cells may send collaterals to multiple nuclei,
many of which provide projections back to the muscles of the
eye for a variety of functions, including the coordination of
eye movements and the setting of the circadian rhythm that
contributes to the modulation of retinal physiology. In this sec-
tion we focus on the retino-geniculate-cortical pathway. For
comprehensive information concerning areas outside this
pathway, the reader is referred to more specialized reviews
(Kaas & Huerta, 1988; Rodieck, 1979; Rodieck, 1998).

LATERAL GENICULATE NUCLEUS (LGN)

Anatomy

The LGN is about the size and shape of large peanut, situated
in the posterior-most quarter of the thalamus. The LGN on
each side of the thalamus receives input about the contralat-
eral visual hemifield from the retina of both eyes, ipsilaterally
from the temporal retina and contralaterally from the nasal
retina (for general overview, see Wurtz & Kandel, 2000). This
input is anatomically segregated into six primary layers, each
about 500 �m thick, with Layers 1, 4, and 6 (numbered ven-
tral to dorsal) receiving contralateral input and Layers 2, 3,
and 5 receiving (Spear, Kim, Ahmad, & Tom, 1996) ipsilat-
eral input. The number of LGN neurons that receive retinal
input and project to striate cortex is 1.0–1.5 million (Blasco,
Avendano, & Cavada, 1999; Hendry & Reid, 2000), about the
same number of retinal ganglion cells that project to the LGN.
Thus, a 1:1 relationship between retinal ganglion cell and
LGN relay neuron is usually presumed, although this is diffi-
cult to assess due to large variability in the numbers of gan-
glion cells and LGN cells between animals (Spear et al.,
1996). Layers 1–2 comprise the ventral one third of the LGN
and contain about 10% of the cortical-projecting neurons to
striate cortex. Because the bodies of these neurons are large,
Layers 1–2 are called magnocellular (or simply M). In con-
trast, Layers 3–6 comprise the dorsal two thirds of the LGN
and contain about 80% of the LGN relay neurons. The bodies
of these neurons are small by comparison, and Layers 3–6 are
termed parvocellular (or P). The remaining 10% of the LGN
relay neurons distribute nonuniformly, mostly within the in-
tercalated layers sandwiched just ventral to each of the six pri-
mary M and P layers but also within small clusters within the
primary layers. These cells can be visualized by neurochemi-
cal means (Hendry & Yoshioka, 1994) and are termed konio-
cellular (or K) because of their small size (Casagrande &
Kaas, 1994; Hendry & Reid, 2000).

The relative number of M, P, and K cells in the LGN
reflects the nature of their retinal inputs. The population of
P cells is the most numerous because most of these receive
input from a midget ganglion cell, whereas the population of
M cells is more sparse because many (but probably not all)
receive input from a parasol ganglion cell (Perry et al., 1984).
The small number of K cells, probably 3–5% (Calkins &
Sterling, 1999), receives input from the small bistratified
ganglion cell (Martin, White, Goodchild, Wilder, & Sefton,
1997). Other types of ganglion cell project to each of the M,
P, and K populations, each with a unique morphology and
presynaptic circuitry (Rodieck & Watanabe, 1993).

Functional Properties

The receptive fields of LGN neurons have center-surround or-
ganization reflecting the characteristics of the ganglion recep-
tive fields providing its input (Hubel, 1960; Kaplan et al.,
1990). Thus, neurons in the magnocellular layers of the LGN
differ from those in the parvocellular layers; the neurons
in the magnocellular layers have faster conduction velocities,
greater luminance contrast sensitivity, and greater contrast
gain control (Derrington & Lennie, 1984). Furthermore, the
parvocellular neurons show high spatial resolution, prefer
lower temporal frequencies (Derrington & Lennie, 1984;
Levitt, Schumer, Sherman, Spear, & Movshon, 2001), and
have concentric color-opponent receptive fields, whereas the
magnocellular neurons respond better to higher temporal and
lower spatial frequencies, and their responses are spectrally
broadband and not affected by chromatic stimulus modula-
tions (Derrington, Krauskopf, & Lennie, 1984; Schiller &
Colby, 1983; Schiller & Malpeli, 1978; Wiesel & Hubel,
1966). Thus, the main distinguishing characteristics between
these neurons are chromatic opponency and differences in
the spatiotemporal range of response properties (Figure 6.5).
It should be pointed out that there is a large degree of overlap
in spatiotemporal properties of the two subdivisions of the
LGN, and under many conditions the two classes of neurons
give very similar responses to the same stimuli (Levitt et al.,
2001; Spear, Moore, Kim, & Xue, 1994).

For years, similarities between the properties of retinal and
LGN receptive fields have been used to categorize LGN as a
passive relay station for signals on their way to cortex. How-
ever, recent physiological studies suggest that LGN is not a
simple, passive relay of information to cortex but instead is in-
volved in many dynamic processes that could affect the nature
of the information relayed to cortex (Sherman & Guillery,
1996). They showed that LGN and other thalamic relay neu-
rons exhibit two response modes: tonic and burst (Sherman,
1996). Basing his ideas on the properties of the two response
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Figure 6.5 Spatiotemporal sensitivity of P and M neurons recorded from the LGN of the macaque monkey. Spatial (A) and temporal (B) contrast sensitivity of
representative parvocellular (P cell) and magnocellular (M cell) neurons. Contrast sensitivity was taken as the reciprocal of the contrast that produced a criterion
modulation of discharge on 50% of trials (usually about 10 spikes/s). Each spatial and temporal sensitivity function was measured with sinusoidal gratings set at
an optimal temporal or spatial frequency, respectively. The M cells have higher peak sensitivity to contrast and respond to higher temporal frequencies than the
P cells do. On the other hand, the P cells respond to higher spatial frequencies and show higher sensitivity at the lowest temporal frequencies. Note substantial
overlap in the range of spatial and temporal frequencies to which the two classes of neurons respond. Replotted from Derrington and Lennie, 1984.

modes, Sherman proposed that the burst mode is better suited
for stimulus detection, whereas the tonic mode is suited for
faithful transmission of visual stimuli (Sherman, 2001). He
also proposed that the mechanism for switching between the
two modes is under the control of afferents from the visual cor-
tex, the brain stem, or both, and that the LGN contains the nec-
essary intrinsic circuitry to accomplish this switch. This
circuitry consists of a large number of inhibitory interneurons
(Wilson, 1993), excitatory inputs from Layer 6 of striate cor-
tex (Casagrande & Kaas, 1994), as well as inputs from the
parabrachial region of the brain stem and the thalamic reticu-
lar nucleus (Erisir, Van Horn, & Sherman, 1997). This organi-
zation allows LGN to play a more active role in transmitting
and gating the information reaching the visual cortex.

Effects of Selective Lesions

Effects of lesions restricted to the P or M layers in the LGN re-
flect the spatiotemporal properties of the affected regions. For
example, lesions restricted to the magnocellular zone produce
dramatic deficits in luminance contrast sensitivity for higher
temporal and lower spatial frequencies (Merigan, Byrne, &
Maunsell, 1991; Schiller, Logothetis, & Charles, 1990) mea-
sured with flickering or moving gratings (Figure 6.6) but do
not produce any loss in sensitivity for chromatic stimuli
(Merigan, Byrne, et al., 1991; Merigan & Maunsell, 1990) or
for luminance contrast sensitivity when measured with sta-
tionary stimuli (see Figure 6.6). These results correlate with
the physiological studies of individual parasol cells in the
retina and M cells in the LGN that show high contrast

sensitivity for high temporal and low spatial frequencies. Al-
though the effects of M lesions did not appear to have a specific
effect on motion perception (Merigan, Byrne, et al., 1991), the
spatiotemporal characteristics of the deficit support a role for
the magnocellular pathway in feeding signals to cortical
streams for motion processing (Merigan & Maunsell, 1993).

In contrast, selective lesions of the parvocellular zone pro-
duce a fourfold decrease in visual acuity, cutting off sensitiv-
ity to higher spatial frequencies (Merigan, Katz, & Maunsell,
1991). Furthermore, the parvocellular lesion also results in a
dramatic loss of both red-green and blue-yellow chromatic
sensitivity (Merigan, 1989; Schiller et al., 1990) confirming
the unique role of parvocellular neurons in carrying chro-
matic signals to cortex. However, one must keep in mind that
the lesions included the population of K cells embedded
within the dorsal two thirds of the LGN, some of which are
likely to receive inputs from the small bistratified ganglion
cell implicated in processing of blue-yellow signals (Calkins
& Sterling, 1999). The loss of these neurons could have con-
tributed to the profound loss of chromatic contrast sensitivity
reported by Merigan (1989).

CORTICAL PROCESSING

The information provided by the three major types of gan-
glion cells arrives in the visual cortex largely segregated. The
functionally distinct magnocellular and parvocellular fibers
from the LGN project to different sublamina of Layer 4 in stri-
ate cortex and this anatomical segregation of processing of
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different aspects of visual information continues to a greater
or lesser extent throughout the visual cortex. Neocortex con-
tains at least 32 distinct areas identified as areas involved in
processing of visual information (Felleman & Van Essen,
1991). A subset of these areas and a simplified diagram of
major visual cortical pathways are shown in Figure 6.7.

The information about visual motion and spatial location
generated at the earliest stages of cortical processing is di-
rected for further elaboration into the dorsal visual stream,
whereas shape, color, and texture information flow into the
ventral visual stream. The two visual pathways originate in
segregated subregions of primary visual cortex (V1) and con-
tinue to be largely distinct at the next stage of processing, in
Area V2, until they separate into the pathway streaming dor-
sally toward the parietal cortex and the pathway streaming
ventrally towards the temporal lobe. The former has been
termed the motion or where pathway; the latter is called the
color and form or what pathway (Ungerleider & Mishkin,
1982). In the following discussion we outline the functional
organization and properties of the most important and best
understood components of the two pathways.

Primary Visual Cortex (Striate Cortex; V1)

Anatomy

The first stage of cortical processing of visual signals takes
place in the area called V1 also called striate cortex because of
the prominent stripe of white matter (stria Gennari or the line
of Gennari) running through Layer 4. It is a large region that in

the macaque monkey occupies an area of 1,200 mm2 in the oc-
cipital lobe or about 12% of entire neocortex (Felleman & Van
Essen, 1991). The three types of inputs from the LGN to V1
(parvocellular, magnocellular, and koniocellular) terminate in
separate subdivisions within Layer 4 (see Figure 6.4). The
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magnocellular and parvocellular fibers project to separate sub-
lamina within Layer 4C, Layers 4C� and 4C� respectively
(Blasdel & Lund, 1983; Hendrickson et al., 1978), thus main-
taining their anatomical segregation. The koniocellular neu-
rons from the intercalated laminae in the LGN terminate in
Layers 2/3 in regions with characteristic pattern of labeling for
enzyme cytochrome oxydase, termed blobs (Horton, 1984;
Livingstone & Hubel, 1984), as well as in Layer 1 (Hendry &
Reid, 2000).

Most of V1 output is directed to the adjacent area, V2
(Livingstone & Hubel, 1983; Rockland & Pandya, 1979), al-
though it also sends direct projections to MT (the middle
temporal area; Boyd & Casagrande, 1999; Maunsell & Van
Essen, 1983a), an area specialized for processing visual mo-
tion (discussed later in this chapter). V1 sends projections
back to the LGN, to the pulvinar (a visual thalamic region im-
plicated in control of attention), and to the superior colliculus
(Casagrande & Kaas, 1994; Ungerleider, Galkin, & Mishkin,
1983). In addition, V1 maintains connections with a wide
range of other cortical and subcortical regions (Kennedy &
Bullier, 1985).

Functional Properties

V1 contains a retinotopic representation of the entire con-
tralateral visual field with a disproportionately large number
of neurons devoted to processing of information provided by
the foveal region of the retina (Azzopardi & Cowey, 1993;
Dow, Snyder, Vautin, & Bauer, 1981). Thus, six to nine cones
located near the fovea are represented by 1 mm of cortex,
whereas the same number of cones located 20° from the
fovea are represented by a region of cortex that is about five
times smaller (Dow et al., 1981; Van Essen, Newsome, &
Maunsell, 1984). This expansion of the foveal representation,
referred to as cortical magnification, is characteristic of many
cortical visual areas and indicates allocation of additional
neural circuitry for processing of information in the central
portion of the visual field. This magnification may in part be
a reflection of the great number of ganglion cells serving
foveal cones (Wässle et al., 1989).

Receptive fields in V1 representing the fovea are quite
small and increase with eccentricity in a manner that is
roughly inversely proportional to cortical magnification (Dow
et al., 1981; Hawken & Parker, 1991). Thus, foveal receptive
fields can be as small as 1–2 min of arc, about the diameter of
a single cone, and as large as 60 min of arc at 20° eccentricity
(Figure 6.8).

Although the size of a cortical receptive field has always
been considered one of its most stable features, recent studies
have revealed that it can be modulated by some properties of
its optimal stimulus (e.g., contrast), as well as by the visual

and behavioral context in which this stimulus is presented
(e.g., Bakin, Nakayama, & Gilbert, 2000; Ito & Gilbert, 1999;
Sceniak, Ringach, Hawken, & Shapley, 1999; Figure 6.9).
Such effects demonstrate the dynamic nature of cortical neu-
rons, a phenomenon most likely mediated by the feedback
projections arriving in V1 from subsequent levels of cortical
analysis (Ito & Gilbert, 1999).

A number of features not seen in the preceding stages of
analysis emerge in striate cortex. These features include se-
lectivity for stimulus orientation, size, depth, and the direc-
tion of stimulus motion; they represent the first stage of
processing leading to the perception of form and motion.

Sensitivity to Contrast and Spatiotemporal Filtering

One of the fundamental properties of retinal ganglion cells
is center-surround organization, a feature that allows the
detection of variations in luminance or chromatic contrast
across space. Neurons in the magnocellular pathway are
exquisitely sensitive and show reliable responses to contrasts
as low as 1%, whereas parvocellular neurons require higher
contrasts (Derrington & Lennie, 1984; see Figure 6.5). These
properties are reflected in the cortical layers receiving inputs
from the two pathways, with neurons in 4C� receiving inputs
from the magnocelluar neurons showing higher sensitivity to
contrast than neurons in 4C�. This segregation of regions of
low and high sensitivity to contrast is also present in neurons
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Figure 6.9 Stimuli outside the classical receptive field affect responses of orientation-selective cortical neurons.

A. Responses of a V1 neuron to a bar of preferred orientation placed inside the receptive field (dashed square) are facilitated when a stimulus of the same orien-
tation is placed outside of the receptive field. When the horizontal bar interrupts the contour formed by the two separated bars of the same orientation, the effect
of facilitation induced by the bar outside the receptive field is blocked.

B. Responses of a V2 neuron to a bar of preferred orientation in the receptive field are also facilitated by the stimulus of the same orientation placed outside the
receptive field. However, this facilitation is blocked only when the horizontal bar is placed in the same depth plane or in the far depth plane (0.16° uncrossed dis-
parity) relative to the two vertical bars. However, when the orthogonal bar is placed in the near depth plane (0.16° uncrossed disparity), facilitation by the pe-
ripheral vertical bar is reinstated. This effect illustrates that depth cues provided by stimuli from outside of the receptive field can have strong modulatory effects
on responses of cortical neurons at early stages of cortical processing and implicates neurons in Area V2 in three-dimensional representation of surfaces. Adapted
from Bakin et al., 2000.

located in more superficial layers, projecting outside of striate
cortex. Thus, although most neurons in Layers 2/3 have rela-
tively low contrast sensitivity, there is a small population of
cells clustering near the centers of the blobs (discussed later in
this chapter) with high contrast sensitivity, reminiscent of
magnocellular LGN neurons (Edwards, Purpura, & Kaplan,
1995). These cells are likely to receive inputs from the K cells,
which have been shown to have contrast sensitivity close to
that of M cells (Xu et al., 2000). This larger dynamic range in
the population of neurons within the blobs suggests that these
regions are well equipped for signaling stimulus contrast.

Measurements of contrast response are usually per-
formed with drifting or flickering sinusoidal gratings pre-
sented at spatial and temporal frequencies that are optimal for
a given neuron. Careful selection of spatial and temporal
stimulus parameters is necessary because visual neurons in
the cortex respond to a limited range of spatial and temporal
frequencies—that is, they behave like spatiotemporal filters.
With respect to the spatial parameters, V1 neurons show
sharp attenuation at both low and high frequencies (see Fig-
ure 6.10; De Valois, Albrecht, & Thorell, 1982)—unlike LGN
neurons, which show high-frequency cutoff but more modest
attenuation at low frequencies (Derrington & Lennie, 1984).

There is a correlation between the eccentricity, optimal
spatial frequency, high frequency cutoff, and size of the recep-
tive field of a given neuron. For example, an increase in eccen-
tricity that results in a twofold increase in receptive field size
is accompanied by a twofold decrease in the optimal spatial

frequency (Foster, Gaska, Nagler, & Pollen, 1985). However,
not all regions in V1 have similar spatial tuning at a given ec-
centricity. For instance, neurons in the blobs appear to be
tuned to low spatial frequencies, and the optimal spatial fre-
quency increases with distance from the blob (Born & Tootell,
1991; Edwards et al., 1995). Preferences for lower spatial
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frequencies have also been found in the subregions containing
the majority of directionally selective neurons, upper Layer 4
and Layer 6 (Hawken, Parker, & Lund, 1988). These neurons
also show high sensitivity to contrast, a property characteristic
of directionally selective neurons in MT (Sclar, Maunsell, &
Lennie, 1990), the region that receives direct inputs from V1
(Hawken et al., 1988).

With respect to temporal characteristics, cortical neurons
are similar to neurons encountered in the retina and the
LGN and show broad tuning to temporal frequencies. How-
ever, whereas LGN neurons show preferences for relatively
high frequencies of temporal modulation, 10–20 Hz (Hicks,
Lee, & Vidyasagar, 1983), cortical cells respond better to
lower temporal modulations (3–8 Hz), showing little attenu-
ation at low temporal frequencies (Foster et al., 1985).

Binocular Interactions

Information from the two eyes—segregated into separate lay-
ers in the LGN—remains segregated upon their arrival in
Layer 4C of striate cortex (Hubel & Wiesel, 1977). At this
stage of cortical processing, the signals from the two eyes
are processed separately, and the neurons are grouped accord-
ing to their eye of origin. These groupings, termed oculo-
dominance columns (Figure 6.11), are most prominent in
Layer 4C, but can be visualized as alternating bands across
the entire thickness of cortex, becoming less apparent in lay-
ers above and below because of the intermixing of inputs from
the two eyes. The amount of cortex devoted to processing the
information from each eye is nearly equal for the central 20°
of the visual field, and the width of the alternating columns
representing each eye is about 0.5 mm. The representation of
the ipsilateral eye declines at greater eccentricity and eventu-
ally disappears—only the contralateral eye is represented
(LeVay, Connolly, Houde, & Van Essen, 1985). The intermix-
ing of the inputs from the two eyes in layers above and below
Layer 4 is reflected in the properties of neurons in these re-
gions, many of which respond best when both eyes are stimu-
lated. Furthermore, many of these neurons are sensitive to the
absolute retinal disparity or the difference in the position of a
single stimulus in the two eyes (Cumming & Parker, 1999;
Livingstone & Tsao, 1999; Poggio, Gonzalez, & Krause,
1988), an early stage of processing that leads to stereoscopic
depth perception (Cumming & Parker, 2000).

Orientation Selectivity

Neurons in the input layers of striate cortex retain a concen-
tric center-surround organization similar to that observed in
the retina and LGN, whereas in other layers receptive fields
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Figure 6.11 Organization of eye and orientation preferences in Area
V1. See insert for color version of this figure.

A. Ocular dominance columns in monkey cortex seen as alternating bright
and dark patches in Layer 4 in a section cut perpendicularly to the surface.
One eye of a monkey was injected with a radioactively labeled amino acid,
which was taken up by cell bodies in the retina and transported to the LGN,
whose axons terminate in Layer 4 in the striate cortex. Areas in the cortex
that receive input from the injected eye are labeled and appear bright; the al-
ternating unlabeled patches receive input from the uninjected eye. The white
matter has a bright appearance because it contains labeled axons of LGN
neurons. Adapted from Hubel and Wiesel, 1979.

B. Orientation columns in monkeys V1 revealed by optically imaging and
comparing local changes in reflectance, which indicate activation. Imaging
of the cortical surface was performed in anesthetized monkeys presented
with stimuli of various orientations. Areas that were most active during the
presentation of a particular orientation are indicated by the color bars. Com-
plementary colors represent orthogonal orientations: Red and green indicate
maximal activity for vertical and horizontal orientations, and blue and yel-
low indicate maximal activity for right and left obliques. Adapted from
Blasdel and Salama, 1986.

C. Preferred orientation of neurons recorded with the microelectrode along
the track indicated by the white squares in the optical image shown in B. The
preferred orientations of the recorded neurons corresponds to those revealed
with optical imaging. Adapted from Blasdel and Salama, 1986.
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become elongated and the neurons display selectivity for the
orientation of the stimulus. Among orientation-selective neu-
rons, a subset of cells termed simple cells have receptive
fields consisting of distinct excitatory and inhibitory subre-
gions, whereas receptive fields of complex cells contain exci-
tatory and inhibitory subregions that are intermixed (Hubel &
Wiesel, 1968). Some orientation selective neurons, termed
hypercomplex cells (or special complex cells) are also sensi-
tive to the length of the optimally oriented stimuli and show
inhibition if the bar extends outside its receptive field (Hubel
& Wiesel, 1977).

This inhibition—produced by the stimulus extending out-
side the classical receptive field—is not the only indication of
active processes in the area surrounding the classical receptive
field. A number of recent studies have shown that responses to
stimuli placed in the receptive field are strongly modulated by
the context in which this stimulus is presented. Most of these
studies used oriented patterns centered on the classical receptive
field surrounded by a large texture and found inhibitory or exci-
tatory effects of the surrounding texture dependent on whether
the elements in the surround matched the properties of the ele-
ments in the center (Knierim & Van Essen, 1992; Nothdurft,
Gallant, & Van Essen, 1999). In some cases, these influences
were produced only by texture boundaries located close to the
borders of the receptive field, suggesting a role for V1 neurons
in the detection of texture boundaries but arguing against the
contribution of these neurons to the process of figure-ground
segregation (Rossi, Desimone, & Ungerleider, 2001). Because
this contextual modulation often emerges a relatively long time
after the stimulus onset, it is likely to be the product of the influ-
ences of subsequent stages of cortical processing sending
feedback projections to V1 (Nothdurft et al., 1999). These ob-
servations suggest that the mechanisms underlying texture seg-
mentation and possibly figure-ground segregation may already
be in place at a very early stage of cortical processing.

As for neurons with similar eye preferences, neurons with
similar orientation preferences cluster into narrow columns
extending perpendicularly from the cortical surface to the
white matter (Hubel & Wiesel, 1977). Each column is about
30–100 �m wide and 2 mm deep. Neurons in these columns
respond not only to the same orientation, but also to stimula-
tion of the same portion of the visual field. Along the cortical
surface all axes of orientations are represented, and the points
where neurons with different orientations meet form a char-
acteristic pinwheel pattern (Obermayer & Blasdel, 1993; Fig-
ure 6.11). On average, a region of 1 mm2 on the surface of
cortex contains all orientation preferences for a given point
of visual space. This periodic pattern of orientation columns
is interrupted by the cytochrome oxydase blob regions
prominent in Layers 2/3 which contain cells that are not ori-

entation selective and show some selectivity for color and re-
spond to low spatial frequencies (Edwards et al., 1995; Liv-
ingstone & Hubel, 1984).

Together, columns representing each eye, orientation
columns, and the blobs for a given portion of the visual field
form a unit termed a hypercolumn (Hubel & Wiesel, 1977);
each hypercolumn occupies 1 mm2 of striate cortex. There
is evidence that many columns and blobs with similar prefer-
encesare linkedby longhorizontal connections, although there
are also connections that would allow for the interactions be-
tween the compartments with different preferences (Yoshioka,
Blasdel, Levitt, & Lund, 1996). These horizontal connections
between individual compartments are believed to play a role in
the integration of information over many millimeters of cortex
(Gilbert, Ito, Kapadia, & Westheimer, 2000).

Direction Selectivity

A feature emerging in V1 that has major implications for the
ability to see object movement is selectivity for the direction
of stimulus motion (Hubel & Wiesel, 1968). Directionally se-
lective neurons fire vigorously to one direction of motion of
an optimally oriented bar or grating and fire less or not at all
when the same bar moves in the opposite direction. In the
monkey, directionally selective neurons are present predomi-
nantly in Layer 4C� and Layer 4B, which sends projec-
tions to MT (Hawken et al., 1988). Like the magnocellular
neurons in the LGN (Derrington & Lennie, 1984), these
neurons are sensitive to low contrasts and have relatively
poor spatial resolution (Hawken et al., 1988; Movshon &
Newsome, 1996).

Response to Color

Chromatic signals from the three cone types, combined in an
opponent fashion in the retina, arrive in Layer 4C� in striate
cortex from the parvocellular layers in the LGN; thus, it is
not surprising that chromatic properties of cortical neurons
resemble those found in parvocellular neurons in the LGN
(Derrington et al., 1984). Like the P cells, nearly all neurons
in the striate cortex show some degree of chromatic and spa-
tial opponency, which is most commonly found in Layers
4A and 4C�, as well as in the blobs (Lennie, Krauskopf, &
Sclar, 1990; Livingstone & Hubel, 1984; Ts’o & Gilbert,
1988). A less numerous group of color responsive neurons
are those sensitive exclusively to stimuli defined by color
differences (E. N. Johnson, Hawken, & Shapley, 2001).
These cells are largely nonoriented, respond to low spatial
frequencies, and are commonly found in blobs (Johnson et al.,
2001; Lennie et al., 1990; Leventhal, Thompson, Liu, Zhou,
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& Ault, 1995). A larger proportion of neurons respond ro-
bustly to stimuli defined both by color differences and by lu-
minance (E. N. Johnson et al., 2001). This group of
neurons—most commonly found in Layers 2/3—is highly
selective for stimulus form and is equipped to carry spatial
information about color and luminance to other cortical
areas (E. N. Johnson et al., 2001; see Figure 6.10). Thus,
these V1 neurons not only retain color information provided
by the LGN, but also add spatial selectivity that enables the
detection of color boundaries.

There is recent evidence that V1 neurons not only retain but
also amplify chromatically opponent signals arriving from the
LGN producing a gradual change in color tuning (Cottaris &
De Valois, 1998). This dynamic process, which is likely to in-
volve intracortical circuitry, is reminiscent of a change in ori-
entation tuning—taking place about 30–45 ms after stimulus
presentation—observed in neurons located in the output lay-
ers of striate cortex (Ringach, Hawken, & Shapley, 1997).

Effects of V1 Lesions

In the primate, most of the visual information is carried to
cortex via the retino-geniculate-striate pathway, so it is not
surprising that damage to V1 results in a profound visual loss
(Merigan, Nealey, & Maunsell, 1993; Miller, Pasik, & Pasik,
1980; Weiskrantz & Cowey, 1967). Although the loss appears
to be nearly complete and humans with damage to striate
cortex report inability to see anything in the affected portion
of the visual field (Glickstein, 1988), rudimentary visual
capacities appear to persist. Monkeys with V1 lesions can
detect rapid flicker (Humphrey & Weiskrantz, 1967), dis-
criminate simple colors (Keating, 1979; Schilder, Pasik, &
Pasik, 1972), track moving lights (Humphrey & Weiskrantz,
1967), and discriminate simple forms (Dineen & Keating,
1981). This residual visual function most likely depends on
alternative projections that reach the cortex via the superior
colliculus and thalamus. For example, the minimal color vi-
sion that survives may depend on color-opponent P ganglion
cells projecting to cortex through the pulvinar (Cowey,
Stoerig, & Bannister, 1994). On the other hand, the coarse
localization of light after V1 lesions may be maintained by
the cortical areas receiving projections from the superior col-
liculus (Walker, Fitzgibbon, & Goldberg, 1995).

Area V2

Anatomy

Area V2 is a narrow strip of cortex located anterior and adja-
cent to area V1; it is on the surface of and inside the lunate

sulcus (Essen & Zeki, 1978; Zeki & Sandeman, 1976). It
contains topographically organized representations of the
contralateral visual field (Gattass, Gross, & Sandell, 1981)
and receives its major inputs from striate cortex (Kennedy &
Bullier, 1985; Rockland, 1992; Van Essen, Newsome,
Maunsell, & Bixby, 1986). Although it also receives some
projections from the LGN (Bullier & Kennedy, 1983) and
pulvinar (Curcio & Harting, 1978), its activity appears to be
driven mainly by the inputs provided by V1 neurons (Girard
& Bullier, 1989; Schiller & Malpeli, 1977). As in Area V1,
the representation of the central 10° of the visual field is sub-
stantially expanded (Gattass et al., 1981). Area V2 projects
topographically back to Area V1 and to Areas V3, MT, and
V4, as well as to regions within parietal cortex, including the
medial superior temporal area (MST), posterior occipital area
(PO), and the ventral intraparietal area (VIP; Gattass, Sousa,
Mishkin, & Ungerleider, 1997).

Functional Properties

Although many V2 receptive field properties resemble those
found in V1, a number of new features emerge. Common to the
two areas is the presence of selectivity for stimulus orientation
and direction (Burkhalter & Van Essen, 1986). However, neu-
rons in V2 have larger receptive fields (Gattass et al., 1981; see
Figure 6.8), prefer lower spatial frequencies, and have a spa-
tial frequency tuning somewhat broader than that of V1 neu-
rons (Foster et al., 1985; Levitt, Kiper, & Movshon, 1994).
Although selectivity for stimulus orientation is present in
more than half of V2 neurons (Zeki, 1978b), only a small pro-
portion (15%) are selective for the direction of stimulus mo-
tion (Burkhalter & Van Essen, 1986; Levitt, Kiper, et al.,
1994). These directionally selective neurons are localized
largely to the thick stripes (discussed later in this chapter)
and show somewhat higher contrast sensitivity (Levitt, Kiper,
et al., 1994), suggesting influences of the M pathway.

Many neurons in V2 are sensitive to chromatic modula-
tions (Burkhalter & Van Essen, 1986) and some show strong
color opponent responses (Levitt, Kiper, et al., 1994; Zeki,
1978b). There are similarities in chromatic sensitivity of V2
neurons with that observed in Area V1, although some differ-
ences in tuning have been reported (Levitt, Kiper, et al.,
1994). There are also a greater proportion of color-oriented
cells—as well as neurons that exhibit color and disparity se-
lectivity—in comparison with V1 (Roe & Ts’o, 1997).

In contrast to cells in Area V1, most V2 cells are binocu-
larly driven, and many of these neurons are tuned to retinal
disparity (Hubel & Livingstone, 1987; Poggio, 1995; Zeki,
1979). Although most of these neurons are sensitive only to
the absolute disparity, some respond to the relative disparity
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between different locations in the visual field, a property ab-
sent from V1 neurons (Cumming & Parker, 1999). The emer-
gence of neurons sensitive to relative disparity, a property
upon which stereopsis depends, suggests that some V2 neu-
rons may be providing signals to support depth perception
(Cumming & DeAngelis, 2001).

Another feature to emerge in V2 neurons is a robust re-
sponse to illusory contours, first observed by Peterhans and
von der Heydt (1989), although there is some evidence of neu-
ronal responses to illusory contours in V1 (Grosof, Shapley, &
Hawken, 1993). Such responses are indicative of neurons’fill-
ing in the information about missing contours—a process
requiring some level of contour integration. V2 neurons have
also been shown to respond to illusory contours induced by
depth cues; these responses are present even with cues located
beyond the classical receptive field, suggesting a role of long-
range horizontal connections within Area V2 (Bakin et al.,
2000; see example in Figure 6.9).

In addition to these properties, a selectivity of V2 for com-
plex shapes has also been reported, suggesting that an
amount of integration of stimulus features encoded in Area
V1 is likely to take place in V2 neurons (Hegde & Van Essen,
2000; Kobatake & Tanaka, 1994). All these features suggest
that the information provided by V2 neurons may play a role
in coding of surface properties, including contours, opacity,
transparency, and relative depths.

Functional and Anatomical Segregation

The spatial segregation and clustering of receptive field prop-
erties characteristic of V1 is also present in V2. The first in-
sights into the anatomical and functional organization of this
region were provided by the metabolic marker cytochrome
oxydase, which revealed a characteristic pattern of labeling
consisting of a series of stripes (DeYoe & Van Essen, 1985;
Hubel & Livingstone, 1987; Livingstone & Hubel, 1984;
Olavarria & Van Essen, 1997). These stripes, consisting of
dark thin and thick regions separated by lightly stained pale
stripes, have also been visualized by optical imaging (Malach,
Tootell, & Malonek, 1994; Roe & Ts’o, 1995). The visual map
of V2 consists of three distinct maps, with every location
represented once in each of the thin, pale, and thick stripes as-
sociated with neurons selective for color, orientation, and dis-
parity respectively (Roe & Ts’o, 1995; Zeki & Shipp, 1987).
This anatomical segregation of the three modalities is not en-
tirely complete, as demonstrated by the presence of neurons
selective for more than one modality. In fact, studies utilizing
optical imaging combined with single-neuron recordings re-
vealed subcompartments within individual stripes, specific for
color, form, and disparity (Ts’o, Roe, & Gilbert, 2001). These

findings argue against the notion that processing of color, ori-
entation, and disparity is strictly localized to specific types of
stripes; this is supported by the fact that the thick stripes in V2,
known to receive inputs from Layer 4B in V1 (the magno-
cellular output layer) also receives inputs from Layer 4A, the
parvocellular output layer. Another interesting feature of
projections supplied by pyramidal V1 neurons is their rela-
tively extensive spread across V2 and the possibility that they
interconnect individual stripe-like compartments in V2, pro-
viding an anatomical substrate for interactions between
segregated channels in V1 (Levitt, Yoshioka, & Lund, 1994).
Furthermore, the intrinsic organization within V2 is such that
all three cytochrome-oxydase-rich compartments are inter-
connected by horizontal connections (Levitt, Yoshioka, et al.,
1994; Malach et al., 1994). This anatomical intermixing of
signals from the two pathways suggests that V2 may play a
role in combining these signals, a notion supported by many
receptive field properties encountered in this region.

Effects of V2 Lesions

Although a number of studies have examined the effects of
lesions on prestriate cortex—a region that in addition to V2
includes a number of other cortical areas—only one study ex-
amined the effects of lesions limited to Area V2 (Merigan
et al., 1993). This study reported depressed contrast sensitiv-
ity for orientation discrimination (measured with gratings de-
fined by luminance or color) but not for the discrimination of
the direction of motion (tested with rapidly moving stimuli).
In addition, V2 lesions also profoundly and permanently dis-
rupted the discrimination of complex forms. This profile of
visual loss is consistent with receptive field properties char-
acteristic to that area and suggests that neurons in Area V2
play an important role in processing of complex form and
color but have a lesser role in motion perception.

Area V3

Anatomy

Area V3, a narrow strip of cortex located immediately ante-
rior to V2, contains a representation of the central 40° of the
contralateral visual field split into the ventral (V3v) and the
dorsal (V3d) portions, representing the upper and lower
quadrants, respectively (see Figure 6.7; Essen & Zeki, 1978;
Zeki, 1978d). Although the ventral and dorsal subdivisions of
V3 encompass a single representation of the visual field, they
differ in their pattern of connectivity (Van Essen et al., 1986)
as well as in their receptive field properties, with V3d having
a higher incidence of directionally selective neurons but
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lower number of color-selective cells (Burkhalter & Van
Essen, 1986). Because of these differences, Burkhalter and
Van Essen (1986) argued that these areas should be treated as
separate visual areas; they termed the dorsal region V3 and
the ventral region ventral posterior area (VP). Recently, Kaas
and Lyon (2001) disputed the idea of splitting these regions
into separate visual areas and proposed an alternative scheme
that included a single but redefined Area V3. Although the
issue of what specifically constitutes Area V3 is important,
the details of this controversy are outside the scope of this
chapter; we focus here on the results of recordings performed
in this general region, treating V3d and V3v together.

This region receives major inputs from Layer 4B of V1
and projects to Areas MT, MST, and VIP (Beck & Kaas,
1999; Felleman, Burkhalter, & Van Essen, 1997), suggesting
an association with the dorsal visual stream. However, V3
also receives inputs from V2 and is strongly interconnected
with V4, the major component of the ventral visual stream
(Beck & Kaas, 1999). Because of this pattern of connectivity,
V3 is in a good position to serve as a site where the integra-
tion of various visual signals can occur.

Functional Properties

The properties of V3 neurons support the notion that this re-
gion may be one of the sites of integration between the visual
signals carried by the two major functional streams. Unfortu-
nately, only a small number of physiological studies examin-
ing visual receptive field properties have been performed on
this region, and those that did recorded from anesthetized ani-
mals (e.g., Gegenfurtner, Kiper, & Levitt, 1997).Although the
receptive fields of V3 neurons are larger than those found in
V2 (Felleman & Van Essen, 1987; Gattass, Sousa, & Gross,
1988), they share a number of similar properties with V2 neu-
rons, including a high incidence of orientation selectivity
(80%) and similar orientation tuning (Gegenfurtner et al.,
1997). On the other hand, V3 neurons prefer lower spatial and
higher temporal frequencies and exhibit a higher sensitivity to
contrast than do V2 neurons (Gegenfurtner et al., 1997). These
properties—together with the relatively high incidence of
directional selectivity (nearly 60%) and the presence of selec-
tivity for binocular disparity (Felleman & Van Essen, 1987)—
suggest a role in processing of motion information. Indeed,
Gegenfurtner et al. (1997) found that some directionally selec-
tive neurons in V3 respond to the motion of a plaid pattern
rather to its components, a feature characteristic of many MT
neurons and indicative of higher-level motion processing
(Movshon, Adelson, Gizzi, & Newsome, 1985).

In addition to motion and depth analysis, nearly half of
all neurons in V3 show selectivity for color (Burkhalter &

Van Essen, 1986; Gegenfurtner et al., 1997). It is noteworthy
that many of the neurons responding to color also show direc-
tional selectivity, and a substantial number of V3 neurons re-
sponds show directional selectivity to isoluminant gratings.
This interaction between color and motion—in addition to
motion integration—suggests that V3 represents an important
stage in processing of visual information. These properties
and the connections with Areas MT and V4, the key midlevel
components of the dorsal and the ventral cortical pathways,
places V3 at an important stage in the analysis of the visual
scene.

Area V3A

Van Essen and Zeki (1978) described a distinct region located
between Areas V3 and V4 containing separate visual field
representation; they labeled this region V3A. This region re-
ceives projections from Area V2, projects to Area V4, con-
tains a representation of both the upper and lower visual
quadrants, and has also been referred to as the posterior
intraparietal area (PIP; Colby, Gattass, Olson, & Gross,
1988; Felleman, Burkhalter, et al., 1997).

Very few functional differences have been found between
Areas V3 and V3A. These differences include the finding that
neurons in V3 become unresponsive to visual stimuli when V1
is removed, whereas a third of neurons in V3A remain
responsive(Girard,Salin,&Bullier,1991).Theactivityofneu-
rons inV3Ahas been shown to be modulated by the direction of
gaze (Galletti & Battaglini, 1989), and some of the direction-
selectiveneurons respondbetter to realmotionacross the retina
rather than to motion induced by a stationary stimulus when the
eye moved (Galletti, Battaglini, & Fattori, 1990).

Parallel Functional Streams

The inputs from the P and M pathways are segregated into
different cortical layers in the striate cortex, and an anatomi-
cal segregation of neurons with similar properties is also
apparent in Area V2. However, the segregation within the
visual system becomes most pronounced at the subsequent
stage of cortical processing, in Areas V4 and MT. At this
stage, the two areas give rise to two distinct cortical streams,
the ventral and dorsal pathways. The ventral pathway
has been termed the color and form or the what pathway
(Maunsell & Newsome, 1987) because in earlier studies both
color and shape selectivity appeared to be most prominent in
the physiological responses of neurons in the two main com-
ponents of this stream—Area V4 and the inferotemporal cor-
tex. The dorsal pathway, consisting of MT and the areas
within the posterior parietal cortex, has been termed the



158 Visual Processing in the Primate Brain

motion or the where pathway because of the prevalence of
directionally selective neurons and the evidence for encoding
of spatial location within this pathway. In the following dis-
cussion we provide a brief overview of the major properties
of the regions within the ventral and dorsal streams and dis-
cuss the current view of their role in visual function.

VENTRAL VISUAL STREAM

Area V4

Anatomy

Area V4, first identified by Zeki (1971), is located in a region
anterior to the lunate sulcus. It receives direct projections from
Areas V1, V2, and V3 (Nakamura, Gattass, Desimone, &
Ungerleider, 1993; Yukie & Iwai, 1985; Zeki, 1978c), sends
strong projections to temporal area (TEO) in the inferotemporal
cortex, and has reciprocal connections with a number of
other areas across the visual system (Distler, Boussaoud,
Desimone, & Ungerleider, 1993; Tanaka, Lindsley, Lausman, &
Creutzfeldt, 1990). Anatomical modularity, prevalent in V2 in
the form of thin, thick, and pale stripe regions, is not as apparent,
although the projections from the thin and pale stripe subdivi-
sions of V2 are distinct and there is evidence of a modular orga-
nization within V4 that reflect these inputs (Felleman, Xiao, &
McClendon, 1997; Y. Xiao, Zych, & Felleman, 1999). There is
also evidence of clustering of neurons with similar preferred ori-
entation and size (Ghose & Ts’o, 1997).

Functional Properties

Area V4 contains a complete representation of the contralat-
eral visual field with an expanded representation of its central
portion (Gattass et al., 1988). The receptive fields are well de-
fined but are larger than those encountered in Areas V1, V2,
and V3 (Desimone & Schein, 1987; Gattass et al., 1988).
Many of the properties encountered in V4 are reminiscent of
those found in the primary visual cortex; thus, many V4 neu-
rons are tuned for stimulus orientation and show selectivity for
the length and the width of oriented bars (Cheng, Hasegawa,
Saleem, & Tanaka, 1994; Desimone & Schein, 1987). In addi-
tion, about a third of V4 neurons show selectivity for the
direction of stimulus motion (Desimone & Schein, 1987;
Ferrera, Rudolph, & Maunsell, 1994), and the majority are
selective to binocular disparity (Hinkle & Connor, 2001).
Although V4 neurons respond selectively to many of the same
features as V1 neurons, a number of more complex properties
emerge that suggest specialization for the analysis of complex
forms. For example, Gallant, Connor, Rakshit, Lewis, and Van

Essen (1996) reported that V4 neurons not only are selective
for conventional Cartesian gratings, but many also respond
preferentially to more complex polar and hyperbolic stimuli.
Pasupathy and Connor (1999) found strong selectivity for spe-
cific stimulus contours such as angles and curves and showed
a bias toward convex contours—a feature that could account
for perceptual preferences for convex forms—and a recently
reported sensitivity to texture and selectivity to shading sug-
gests the involvement of V4 neurons in the extraction of shape
from shading (Hanazawa & Komatsu, 2001). An example of
selective responses of V4 neurons to complex textures is
shown in Figure 6.12. Together with sensitivity to binocular
disparity, these features could enable V4 neurons to use stereo-
scopic cues to extract object information.

From the time Area V4 was first described, it had been
thought of as the color-processing area (Zeki, 1971). However,
subsequent work has argued against this specialization. Al-
though many V4 neurons show some wavelength sensitivity
and a small proportion are color-biased or color-opponent,
similar properties have been observed in neurons in other areas
of the visual cortex (Desimone, Schein, Moran, & Ungerlei-
der, 1985). It remains to be seen whether V4 neurons show
color constancy, one of the critical features of color vision.

Effects of V4 Lesions

A number of studies have examined the effects of lesions of
this area on form and color discrimination; the results—for
the most part—support its unique contribution to processing
of form, as suggested by single-unit recordings. These stud-
ies have shown that the loss of Area V4 results in relatively
modest and often transitory deficits in the discrimination of
size and shape of simple forms (Heywood & Cowey, 1987;
Schiller, 1993; Walsh, Butler, et al., 1992). Monkeys with
V4 lesions can discriminate the orientation of simple gratings
at normal levels as long as the gratings are at relatively
high contrasts, are not masked by noise, and are defined by
luminance or color (De Weerd, Desimone, & Ungerleider,
1996; Merigan, 1996). However, the same lesions produce
severe and permanent deficits in tasks involving discrimina-
tion of illusory contours, three-dimensional forms, textures,
and groupings (De Weerd et al., 1996; Merigan, 1996, 2000).
These effects are quite selective because when the contours
are defined by motion, luminance, or color, the effects of
V4 lesions were minimal (De Weerd et al., 1996).

Lesions of V4 also affect some aspects of color vision,
although these effects are relatively modest. Walsh and
colleagues reported largely transient deficits of color dis-
crimination and modest deficits in color constancy (Walsh,
Kulikowski, Bulter, & Carden, 1992; Walsh, Carden, Butler, &
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Figure 6.12 Responses of V4 neurons to texture patterns.

A. Texture stimuli. In each row, the density of the elements doubled with each step. In each column, the size of the elements doubled and the density decreased
by one fourth with each step from top to bottom. Across all stimuli the spacing of the elements remained constant.

B. Responses of a V4 cell tuned to density and size of the elements. Histograms show the responses to stimuli corresponding to those shown in A. Bars below
histograms indicate the period of stimulus presentation. This neuron shows selectivity for textures with medium-sized elements of relatively low density, sug-
gesting integration. From Hanazawa and Komatsu, 2001.

Kulikowski, 1993). They also reported that perception of color
categories was unaffected by the absence of V4 neurons and
suggested that these categories are established by chromatic
mechanisms at earlier stages of cortical processing. Other stud-
ies have also reported relatively minor disruptions of hue-
discrimination thresholds and modest deficits in chromatic
contrast sensitivity (Dean, 1979; Heywood, Gadotti, & Cowey,
1992; Merigan, 1996). These results support the notion that al-
though V4 represents an important step in processing of com-
plex shape and texture, it is less likely to play a key role in
processing of information about color.

Inferotemporal Cortex

Anatomy

Inferotemporal (IT) cortex is the final processing stage of the
ventral visual stream and is believed to play a key role in pro-
cessing shape information. It consists of a posterior portion,
Area TEO, which in turn projects to the adjacent, more anterior
portion, Area TE. Area TEO receives its major inputs from V4
as well as from Areas V2 and V3 (Distler et al., 1993). From
there, visual information is sent to TEO, which also receives a
direct projection from V4 and from a number of areas in the
ventral and anterior portions of the temporal lobe, including

the hippocampus (Yukie & Iwai, 1988). This region also is re-
ciprocally interconnected with ventral portions of prefrontal
cortex (Bullier, Schall, & Morel, 1996; Seltzer & Pandya,
1989), with the superior temporal polysensory area (STPa)—
which also receives projections from the dorsal pathway (dis-
cussed later in this chapter)—with parahippocampal regions
(Shiwa, 1987), with the basal ganglia (Middleton & Strick,
1996), and with subcortical areas—notably, the pulvinar
(Baleydier & Morel, 1992), and portions of the amygdala
(Amaral & Price, 1984; Cheng, Saleem, & Tanaka, 1997).

Functional Properties: Area TEO

Area TEO contains an orderly representation of the entire
contralateral visual field with receptive fields that are some-
what larger than those in Area V4, increasing with eccentric-
ity from about 5° near the fovea to 60° in the far periphery
(Boussaoud, Desimone, & Ungerleider, 1991). Inputs from
V4 cluster to produce an apparent modular segregation
within TEO with respect to color and shape selectivity
(Felleman, Xiao, et al., 1997). Many characteristics of TEO
receptive fields are reminiscent of those found in V4 and
earlier stages of cortical processing; many of its cells respond
selectively to simple features such as length, width, orienta-
tion, and wavelength (Kobatake & Tanaka, 1994). However,
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selectivity for more complex patterns is also quite common
(Desimone et al., 1984; Kobatake & Tanaka, 1994). The na-
ture of this selectivity appears to be different from that en-
countered in TE (discussed in the next part of this chapter)
because neurons show less invariance in their response to
changes in the size and orientation of objects (Hikosaka,
1999).

Functional Properties: Area TE

In contrast to TEO, this region contains neurons with very
large receptive fields that almost always include the fovea and
extend into both visual hemifields covering as much as 40° of
the visual field (Boussaoud et al., 1991; Desimone & Gross,
1979). Its dorsal (TEad) and ventral (TEav) portions have
slightly different connections and show some subtle differ-
ences in response properties (Martin-Elkins & Horel, 1992;
Tamura & Tanaka, 2001), although for the purposes of this re-
view we treat them as a single area. The incidence of neurons
responding strongly to complex stimulus features increases
dramatically in Area TE (Tanaka, 1997), and although some
TE neurons show extreme selectivity for complex structures
such as faces (Desimone, Albright, Gross, & Bruce, 1984;
Figure 6.13), other neurons are much less discriminating and
respond strongly to a variety of complex patterns. Tanaka
(1997) has shown that TE neurons with preferences for simi-
lar stimulus features cluster into overlapping columns perpen-
dicular to the cortical surface and extending across all cortical
layers. There are about 1,300 of such columns, each extending
over about 400 �m (Tanaka, 1993; Figure 6.13).

Among novel features emerging in TE—and not present at
earlier stages of cortical analysis—is response invariance.
For example, there are neurons in TE with responses to
complex stimuli that are not affected by large changes in the
location of the stimulus in the visual (and receptive) field or
in retinal image size (Desimone et al., 1984; Hikosaka, 1999;
Ito, Tamura, Fujita, & Tanaka, 1995). Neurons in TE also re-
spond to three-dimensional objects and develop selectivity
for specific views of those objects, particularly for those that
the monkey learned to recognize the familiar views of those
objects (Logothetis & Pauls, 1995).

There is accumulating evidence that TE neurons acquire
preferences to specific stimulus features through learning
(Kobatake, Wang, & Tanaka, 1998; Logothetis, Pauls, &
Poggio, 1995; Sakai & Miyashita, 1994). For example, it has
been shown that exposure to a set of patterns during discrim-
ination training increases the probability that that TE neurons
will respond maximally to these stimuli (Kobatake, Wang, &
Tanaka, 1998). The finding by Logothetis et al. (1995)—that
the selectivity of TE neurons is most pronounced for objects
the monkey is able to recognize—suggests that new receptive
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Figure 6.13 A. Response of a neuron in the anterior portion of inferotem-
poral cortex (TEO) to complex stimuli. The histograms show responses of
the cell to each of the stimuli shown. The line below each histogram indi-
cates the time of stimulus presentation. The cell responded strongly to the
face of a toy monkey and to a pattern consisting of two dots and a horizontal
line arranged in a gray circle, a configuration resembling the face. Other
stimuli consisting of some but not all elements of these stimuli were ineffec-
tive in producing a response.

B. Schematic drawing of columnar organization in TE. This cortical region
consists of columns in which cells respond to similar but not identical fea-
tures. Cells in different columns respond to different features and each col-
umn extends across all cortical layers. The width of each column is greater
than 400 �m, and it has been estimated that there are 1,300 columns across
the entire surface of TE. From Tanaka, K. (1997). Columnar organization in
inferotemporal cortex. In K. S. Rockland, J. H. Kaas, & A. Peters (Eds.),
Extrastriate cortex in primates. Copyright 1997, Plenum Press.

field properties can be acquired during active learning. This
apparent ability of TE neurons to acquire new properties with
learning has also been demonstrated in tasks designed specif-
ically to test long-term memory for complex patterns (Sakai
& Miyashita, 1994).

Another striking feature of TE neurons was revealed in
experiments by Sheinberg and Logothetis (1997), who used
perceptually ambiguous stimuli induced by binocular rivalry.
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They showed that the activity of the majority of IT neurons is
determined by the perceptually dominant stimulus, a phenom-
enon only rarely observed at earlier stages of cortical analysis
(Leopold & Logothetis, 1996). This activity—together with
the complex response properties described previously—
reinforces the importance of IT neurons in the processing and
perception of complex shape and form.

Effects of IT Lesions

The role of IT in object recognition was first revealed in
studies involving damage to this region over 50 years ago
(Mishkin, 1954; Mishkin & Pribram, 1954) and in numerous
lesion studies performed since (for a review, see Merigan &
Pasternak, in press). Many of these studies reported deficits
in the discrimination of complex forms as well as in the
learning of new discriminations (e.g., Britten, Newsome, &
Saunders, 1992; Huxlin, Saunders, Marchionini, Pham, &
Merigan, 2000). These deficits were often transient, and only
a few persisted after extensive retraining. A number of stud-
ies also examined the effects of IT lesions on color vision
and found deficits in color discriminations that ranged from
profound to relatively modest (e.g., Buckley, Gaffan, &
Murray, 1997; Huxlin et al., 2000). As is the case with form
discriminations, postlesion training often resulted in im-
provements in color vision. On the whole, the effects of IT
lesions are reminiscent of effects of V4 lesions (see previous
discussion of this area), although in the case of color vision
the deficits appear to be a bit more pronounced.

DORSAL VISUAL STREAM

Area MT

Although the dorsal visual stream originates in specific layers
of striate cortex and occupies well-defined subregions (thick
cytochrome oxidase (CO) stripes) within V2, it becomes
truly distinct—both anatomically and functionally—at the
level of the middle temporal area (MT) located in the supe-
rior temporal sulcus (STS). During the past 10–15 years, MT
has become one of the most studied midlevel processing
areas in the visual system of primates. Because most of the
physiological recordings from this area are carried out in
monkeys performing behavioral tasks, this area has become a
fertile ground for establishing links between neural activity,
behavior, and perception.

Anatomy

Area MT was first described and named by Allman and
Kaas (1971) in the owl monkey. Subsequently, Zeki (1974)

identified an equivalent area in the macaque monkey and—
because of the selectivity of neurons in this area to image
motion—named it the motion area of the superior temporal
sulcus and later V5 (Zeki, 1978a). In the macaque monkey, MT
is located in the medial part of the posterior bank of the STS. It
receives strong projections from Layer 4B of the striate cortex
(Hawken et al., 1988), the recipient zone of the magnocellular
pathway, and from the thick stripes of Area V2 (DeYoe & Van
Essen, 1985; Shipp & Zeki, 1989); both regions contain a high
incidence of directionally selective neurons. MT projects to the
adjacent area, MST (Desimone & Ungerleider, 1986)—also
rich in directionally selective cells—and provides inputs to
other regions of the parietal cortex (Boussaoud, Ungerleider, &
Desimone, 1990; Gattass & Gross, 1981). Together with these
associated areas, MT constitutes an important component of
the dorsal visual stream specialized for processing of visual
motion and spatial information. MT also maintains reciprocal
connections with Area V4 (Ungerleider & Desimone, 1986),
allowing direct communication between the two streams; fur-
thermore, it interconnects with some areas in prefrontal cortex
(Schall, Morel, King, & Bullier, 1995) as well as with a number
of subcortical structures, including the superior colliculus and
pulvinar (Ungerleider, Desimone, Galkin, & Mishkin, 1984).

Functional Properties

MT contains a complete representation of the contralateral
visual field, with a disproportionately large area devoted to
central vision (Van Essen, Maunsell, & Bixby, 1981). Its
neurons have relatively large receptive fields similar in
size to those of V4 (Desimone & Ungerleider, 1986; see Fig-
ure 6.8). Selectivity for the direction and speed of stimulus
motion is the defining characteristic of the majority of MT
neurons (e.g., Albright, 1984; Maunsell & Van Essen, 1983b;
Figure 6.14), and neurons with similar directional tuning are
organized in columns (Albright, 1984). The majority of MT
neurons respond best to the stimulation of both eyes and are
selective for retinal disparity (DeAngelis & Newsome, 1999;
Maunsell & Van Essen, 1983b; Tanaka et al., 1986); neurons
with similar disparities cluster into columns, which extend
over the thickness of cortex (Figure 6.15). The two sets of
columns, direction and disparity, seem to occupy the same
subregions in MT, but the relationship between them is still
unclear (DeAngelis & Newsome, 1999).

Motion Integration

MT neurons display directional selectivity to smooth and
sampled motion of random dots, bars (Figure 6.14), and grat-
ings (Maunsell & Van Essen, 1983c; Mikami, Newsome, &
Wurtz, 1986), as well as to more complex motion consisting
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Figure 6.14 Direction-selective neuron in MT. Small slits of light (gray
bars) were moved in various directions across the receptive field (dashed
squares), and responses to individual presentations of each direction of mo-
tion were recorded. The polar plot shows average firing rates in response to
each direction. The horizontal line below each response trace represents the
stimulus duration. This neuron shows strong preference for the motion to the
left and down (firing rate = 126 impulses/s) and did not respond to the op-
posite direction (to the right and up). Over 90% of neurons in MT show
strong selectivity to stimulus direction, similar to that shown here. Adapted
from Maunsell and Van Essen, 1983b.

of multiple motion vectors at the same part of the visual space
(Albright, 1984; Britten, Shadlen, Newsome, & Movshon,
1992). This property of MT neurons was first demonstrated
by Movshon et al. (1985) and later by Rodman and Albright
(1989), who compared responses to moving gratings of
different orientations to plaid patterns consisting of two com-
ponent gratings. They found that although some MT neurons

responded only to the motion of the individual components of
the plaid, other neurons appeared capable of coding the direc-
tion of the whole plaid pattern—independent of the motions
of component gratings. In contrast, direction-selective neu-
rons in the striate cortex responded exclusively to the motion
of the components of the plaid rather to the direction of plaid
motion. It is interesting that the behavior of these pattern-
selective neurons in MT responding to the direction of the
plaid matched the percept reported by human observers view-
ing the plaid stimuli (Adelson & Movshon, 1982). These ex-
periments demonstrate the emergence of neuronal properties
that could be tied more directly to perception.

Subsequent studies have examined the responses of MT
neurons to other types of complex motion, also consisting of
multiple motion vectors presented in the same part of the vi-
sual space. For example, in contrast to V1 neurons, which re-
spond equally well to nontransparent and transparent motion,
responses of MT neurons to the motion of transparent sur-
faces formed by random dots moving in different directions
are suppressed (Snowden, Treue, Erickson, & Andersen,
1991). Similar suppression has been observed with a smaller
number of elements moving in different directions within an
MT receptive field (Recanzone, Wurtz, & Schwartz, 1997).
This suppression is reminiscent of the perception of motion
transparency observed in human psychophysical experiments
(Qian, Andersen, & Adelson, 1994) and is an example of the
way MT neurons deal with multiple directional vectors at the
same spatial location.

Another example illustrating the integrative properties of
MT neurons comes from studies utilizing stochastic random-
dot stimuli consisting of coherently and randomly moving
dots (e.g., Britten, Shadlen, et al., 1992), in which the strength
of motion is controlled by the proportion of spatiotemporally
correlated dots. Britten, Shadlen, Newsome, and Movshon
(1993) showed that the responses of MT neurons to such stim-
uli vary linearly with stimulus correlation, suggesting linear
pooling of local directional signals provided by earlier stages
of motion analysis—most likely by striate cortex neurons.
Another study involving random-dot stimuli containing mul-
tiple directions showed that responses of direction-selective
neurons in MT reflect the sum of their responses to the indi-
vidual motion components (Treue, Hol, & Rauber, 2000).

Finally, direction-selective MT receptive fields have strong
antagonistic surrounds, which—when stimulated by the same
direction, speed, or both as the excitatory center—show
strong inhibition (Allman, Miezin, & McGuinness, 1985;
D. K. Xiao, Raiguel, Marcar, Koenderink, & Orban, 1995).
This property illustrates the ability of MT neurons to integrate
local motion signals with the context in which this motion ap-
pears, suggesting a role in the detection of relative motion and
in figure-ground segregation.

Figure 6.15 Columnar organization of direction and binocular disparity
selectivity in MT. The surface of this slab corresponds to the surface of MT,
and its height represents the thickness of cortex. Arrows denote the preferred
direction of motion of MT neurons in each direction column. Preferred dis-
parity is color coded, with green representing near disparities, red represent-
ing far disparities, and yellow indicating zero disparity. Blue regions denote
portions of MT that have poor disparity tuning. From DeAngelis and
Newsome, 1999. See insert for color version of this figure.
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Processing of Depth

A large proportion of neurons in MT are tuned for depth
(DeAngelis & Newsome, 1999; Maunsell & Van Essen,
1983b; Tanaka et al., 1986) and are found clustered accord-
ing to preferred disparity (see Figure 6.15). These neurons
appear to contribute to stereoscopic depth perception; mi-
crostimulation of similarly tuned cells can bias the monkey’s
perceptual judgment of depth towards the preferred dis-
parity (DeAngelis, Cumming, & Newsome, 1998). Apart
from depth perception, the disparity tuning of these neurons
appears to be relevant to other perceptual phenomena. For
example, a difference in disparity of the display consisting of
sheets of random dots creates the percept of transparent mo-
tion (Bradley, Quian, & Andersen, 1995; Qian et al., 1994),
and changing the disparity in the surround of the classical re-
ceptive field modulates not only the response of MT neurons
to motion, but also the percept of the direction of motion
(Bradley, Chang, & Andersen, 1998; Duncan, Albright, &
Stoner, 2000). It has also been suggested that MT may be in-
volved in extracting shape from motion (Buracas & Albright,
1996; Dodd, Krug, Cumming, & Parker, 2001); furthermore,
although there is evidence of the interaction between motion
and disparity signals in the same neurons (Bradley et al.,
1995), MT neurons do not appear to be tuned to motion in
depth (Maunsell & Van Essen, 1983b).

Processing of Color

Although the activity of MT neurons is strongly influenced by
the magnocellular pathway (Maunsell, Nealey, & DePreist,
1990)—not known to carry color-opponent signals—many
MT neurons maintain significant responses to motion of
isoluminant stimuli (Gegenfurtner et al., 1994; Seidemann,
Poirson, Wandell, & Newsome, 1999; Thiele, Dobkins, &
Albright, 2001). Furthermore, the presence of chromatic in-
formation has been shown to increase neuronal direction dis-
crimination (Croner & Albright, 1999). Although chromatic
signals reaching MT are much weaker than the luminance
signals are, the activity in MT to isoluminant gratings appears
to be sufficient to explain the performance of monkeys in a
color-based motion discrimination task (Thiele et al., 2001).

Relating Activity of MT Neurons to Perception

Newsome and colleagues have used stochastic random-dot
stimuli (discussed previously) as a tool to study the rela-
tionship between the activity of single neurons and behav-
ioral performance (Britten, Shadlen, et al., 1992; Newsome,
Britten, & Movshon, 1989). They have found that single MT
neurons are able to detect the direction of motion in such

stimuli at nearly the same level as the monkeys performing
the task. They concluded that only a small number of MT
neurons are needed to explain the perceptual judgments made
by the monkeys. Subsequently, Britten and Newsome (1998)
examined directional tuning of MT neurons near psy-
chophysical threshold and modified this view, concluding
that direction discrimination near threshold is likely to de-
pend on a population of MT neurons with a wide range of
preferred directions.

Other powerful evidence that monkeys use signals from
MT during the performance of this task comes from micro-
stimulation experiments (Bisley, Zaksas, & Pasternak, 2001;
Salzman, Britten, & Newsome, 1990; Seidemann, Zohary, &
Newsome, 1998). In these studies, low-current stimulation of
physiologically identified directional columns in MT applied
during the presentation of random dots at various levels of
coherence biased the animals’ decisions toward the preferred
direction of the stimulated directional column (Salzman
et al., 1990; Salzman, Murasagi, Britten, & Newsome, 1992).
Bisley et al. (2001) recently applied higher current stimula-
tion during the performance of a discrimination task in which
the monkey compared two directions of motion separated
in time (see Figure 6.16). When stimulation was applied dur-
ing the presentation of the first of the two stimuli, the mon-
keys consistently reported that the stimulus was moving in
the direction preferred by the stimulated neurons—regardless
of the true stimulus direction (Figure 6.16, Panels B and C).
Furthermore, the monkeys reported motion in the preferred
direction of the stimulated column even when the stimulus
consisted of stationary dots. Thus, MT neurons appear to be
the main source of information used by the monkeys to judge
the directions of stimulus motion.

Effects of MT Lesions

Studies involving lesions of MT have confirmed to a large de-
gree the ideas about the role of MT in motion perception, as
suggested by the neurophysiological and microstimulation
experiments.Although some of the lesion effects were transient
and showed substantial postlesion recovery with training
(Newsome & Pare, 1988; Rudolph & Pasternak, 1999), they
were selective for the properties characteristic of MT neurons.
Thus, direction and speed discrimination, motion integration,
and the ability to extract motion from noise were selectively
affected by the damage to MT (Bisley & Pasternak, 2000;
Newsome & Pare, 1988; Pasternak & Merigan, 1994; Rudolph
& Pasternak, 1999). Deficits in processing of speed information
were also revealed by measuring saccades and smooth pursuit
of the moving targets (Dursteler, Wurtz, & Newsome, 1987;
Newsome, Wurtz, Dursteler, & Mikami, 1985; Schiller &
Lee, 1994).
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Figure 6.16 Microstimulation of a directionally selective column in MT.

A. Behavioral task. The monkeys compared two directions of moving random-dot stimuli presented in sequence and separated by a brief (1.5 s) delay. They were
rewarded for correctly reporting the two stimuli as moving in the same or different directions by pressing one of two buttons. The two stimuli always moved
either in the same or in opposite directions, and the directions of sample motion were selected on the basis of the preferred direction of the stimulated site in MT.

B. Direction selectivity profile of a representative site in MT measured by recording multiunit activity. Note that this site responds best to rightward-moving
stimuli.

C. Effect of microstimulation of the site in MT shown in B. Stimulation was applied during the entire duration of the sample on 25% of the trials. The perfor-
mance during nonstimulation trials (gray columns) was nearly perfect for the sample moving to the right (preferred direction) or to the left (null direction). Dur-
ing stimulation trials (blue columns) the monkeys performed at 100% correct when the sample moved rightward (columns on the right) but near 0% correct when
sample moved leftward.

D. Analysis of trials in which the monkey equated the direction of the sample with the direction of the test (same trials). The axes on the polar plot indicate
the direction of motion of the test stimulus. The distance from the origin shows the percent of trials in which sample direction was equated with test direc-
tion. During nonstimulation trials, the monkeys equated sample and test almost every time the sample and test both moved to the right or to the left. During
stimulation trials, the monkey always equated the sample with the rightward-moving test regardless of the true direction of the sample; this suggests that the
monkey interpreted signals produced by stimulation of the rightward directional column as directional motion signals.
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Area MST

Anatomy

Area MST, the medial superior temporal area, was first identi-
fied as the MT-recipient zone by Maunsell and Van Essen
(1983a). It communicates with the far-peripheral-field repre-
sentations of Areas V1 and V2 as well as with the parieto-
occipital visual area of the dorsal pathway (Boussaoud et al.,
1990; Maunsell & Van Essen, 1983a). MST consists of two
functionally and anatomically distinct regions: dorsal (MSTd)
and ventrolateral (MSTv or MSTl; Tanaka, Fukada, & Saito,
1989; Tanaka & Saito, 1989).

Functional Properties

Neurons in MSTd have very large receptive fields and prefer
motion of full-field stimuli (Desimone & Ungerleider, 1986;
Saito et al., 1986; Tanaka et al., 1986), whereas cells in MSTl
generally have smaller receptive fields and respond preferen-
tially to motion of small objects (Tanaka, 1998). Properties of
MSTd neurons suggest a role in integrating visual motion
signals—generated during the observer’s movement through
the environment—with eye-movement and vestibular signals
(Andersen, 1997). On the other hand, neurons in MSTl are
more likely to be involved in the analysis of object motion in
the environment (Tanaka, 1998) and in the maintenance of
pursuit eye movements associated with this motion (Komatsu
& Wurtz, 1988).

Processing of Optic Flow

MSTd neurons have been implicated in the processing of
optic flow, the motion of the visual world perceived by ob-
servers during their own movement through the environment.
This type of visual motion can be a source of information
about the direction of self-motion (Gibson, 1994).

Neurons in MSTd respond to various types of motion of
large-field flow patterns, such as expansion, contraction, rota-
tion, translation, or a combination of these (Duffy & Wurtz,
1991; Lagae, Maes, Raiguel, Xiao, & Orban, 1994; Tanaka &
Saito, 1989). In response to full-field optic flow stimuli, many
of these neurons have a preferred location of the focus of ex-
pansion (FOE), which may serve as a cue of the direction of
heading (Duffy & Wurtz, 1997; Page & Duffy, 1999; Upa-
dhyay, Page, & Duffy, 2000; see Figure 6.17). These neurons
often do not discriminate between the optic flow created by the
movement of a subject and simulated optic flow (Duffy, 1998);
their responses are largely unaffected by eye or head move-
ments (Bradley, Maxwell, Andersen, Banks, & Shenoy, 1996;
Page & Duffy, 1999; Shenoy, Bradley, & Andersen, 1999).

Although it is still not clear how the visual cues resulting from
self-motion are utilized, it appears that the computation of the
direction of heading is likely to be represented in the popula-
tion of MST neurons rather than at level of single neurons
(Paolini, Distler, Bremmer, Lappe, & Hoffmann, 2000).

Thus, MSTd has the machinery needed to extract and sig-
nal the direction of heading from optic flow stimuli (Lappe,
Bremmer, Pekel, Thiele, & Hoffmann, 1996; van den Berg &
Beintema, 2000). The evidence that the use of such informa-
tion may depend on MST has been provided by Britten and
van Wezel (1998), who took advantage of clustering of neu-
rons preferring the same direction of heading and applied
electrical microstimulation to them. This manipulation pro-
duced biased decisions about direction of heading provided
by from optic flow stimuli. It should be pointed out, however,
that there is no direct evidence that this mechanism is actu-
ally utilized during self-motion. Although some evidence
indicates that humans use optic flow to control walking
(Warren, Kay, Zosh, Duchon, & Sahuc, 2001), much more
conclusive data suggest that rather than using optic flow, hu-
mans usually aim towards an object and correct their aim as
they walk (Rushton, Harris, Lloyd, & Wann, 1998).

Retinal Disparity and Object Motion

Some properties of MSTl neurons are reminiscent of neurons
in MT. For example, in addition to similarly sized receptive
fields, many neurons in MSTl are tuned for retinal dispar-
ity, and some show a change in direction selectivity when dis-
parity is changed (Eifuku & Wurtz, 1999; Roy, Komatsu, &
Wurtz, 1992; Takemura, Inoue, Kawano, Quaia, & Miles,
2001). Also similar to MT is that neurons in this region have
antagonistic surrounds and respond very strongly to object
motion when the motion in the surround is in the opposite
direction (Eifuku & Wurtz, 1998). This sensitivity to rela-
tive motion of objects suggests that these neurons may play a
role in segmenting moving objects from backgrounds.

Involvement in Eye Movements

MSTd neurons have also been shown to participate in mecha-
nisms underlying both voluntary and involuntary eye move-
ments. They are active during smooth-pursuit eye movements
(Komatsu & Wurtz, 1988), and the ability to match the speed of
the target during pursuit is affected by lesioning (Dursteler &
Wurtz, 1988) and by electrical stimulation of these neurons
(Komatsu & Wurtz, 1989). MSTd neurons are also active
prior to the ocular following response (OFR), an involuntary
short-latency tracking eye movement evoked by a sudden move-
ment of a stable environment (Kawano, Shidara, Watanabe, &
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Figure 6.17 Neuronal responses to optic flow in MST. Responses of a single neuron recorded in the medial superior temporal area (MST) of an awake rhesus
monkey.

A. Eight optic flow stimuli were presented in a pseudorandom sequence. Each frame represents the 90° × 90° rear-projection screen as viewed by a monkey
(shaded figure) that is fixating a point at the center of the screen. The arrows in each frame illustrate the local direction of white dot movement on the otherwise
black background of the screen. The focus of expansion (FOE) at the junction of the arrows is a cue about the simulated direction of self-movement. The large
arrows indicate the heading direction of self-movement that is simulated by the adjacent optic flow pattern.

B. The responses of a neuron that showed a strong preference for the left-forward direction of simulated self-movement. Responses to repeated presentations of
the optic flow stimuli are shown as spike rasters in which each vertical deflection indicates the occurrence of a neuronal action potential. Spike density histograms
graph the average firing rate across the presentation period (shaded bar) for the stimulus at the corresponding position in A. The polar plot at the center includes
eight limbs (narrow lines) with directions that indicate the simulated heading direction in a stimulus; the lengths indicate the relative firing rate evoked by that
stimulus. The control firing rate, recorded during trials in which no optic flow stimulus was presented, is indicated by the radius of the circle. The balls at the end
of each polar limb indicate whether the response represented by that limb was significantly different from the control firing rate. The net vector (bold line) is the
sum of the stimulus vectors and indicates the preferred direction of that response and the strength of that directional preference. Courtesy of C. J. Duffy, 2001.

Yamane, 1994; Miles, Kawano, & Optican, 1986; Takemura,
Inoue, & Kawano, 2000). Because these responses are also af-
fected by MST lesions (Dursteler & Wurtz, 1988), it is likely that
this area serves a role in the circuitry subserving OFR.

In sum, the properties of this important component of the
dorsal visual stream point to its role in the processing of mo-
tion information in active observers. Neurons in MSTd are
capable of integrating visual information extracted during
movement of the observer with signals related to eye and
head movements (Andersen, Shenoy, Syder, Bradley, &
Crowell, 1999). On the other hand, MSTl may contribute to
the ability to detect and pursue motion of small objects in
complex environments.

Area LIP

Anatomy

The lateral intraparietal area (LIP) and its contribution to visu-
ally guided behavior have received a lot of attention in recent

years. Studies examining the properties of LIP neurons
have focused on its role in the encoding of a representation
of visual space, in planning eye movements, and in spatial
attention. It receives inputs from a number of cortical re-
gions, including V2, V3, V3A, V4, MT, MST, TEO, and TE
(Andersen, Asanuma, & Cowan, 1985; Andersen, Asanuma,
et al., 1990; Blatt,Andersen, & Stoner, 1990). It is reciprocally
interconnected with Areas VIP and 7a in the parietal cortex
(Blatt et al., 1990; Seltzer & Pandya, 1986), with the pre-
frontal and premotor cortex, and with the superior colliculus
and pulvinar (Cavada & Goldman-Rakic, 1989; Schall et al.,
1995).

Functional Properties

LIP contains a representation of the contralateral visual field;
more than half of its neurons are devoted to processing stim-
uli in a region of about 6° around the fovea (Ben Hamed,
Duhamel, Bremmer, & Graf, 2001). Receptive fields in LIP
are larger than those in MT, although they are well defined
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and increase in size with eccentricity from about 5° near the
fovea (Ben Hamed et al., 2001).

Neurons in LIP have a number of properties not seen at
earlier levels of visual processing. Although they respond to
the onset of visual stimuli (Robinson, Goldberg, & Stanton,
1978), they also show memory activity in tasks requiring
saccadic eye movements to remembered spatial locations
(Barash, Bracewell, Fogassi, Gnadt, & Andersen, 1991a,
1991b; Gnadt & Andersen, 1988). There is also evidence that
the activity of LIP neurons is modulated by the position of the
eye in the orbit (Andersen, Bracewell, Barash, Gnadt, &
Fogassi, 1990) and that these neurons store information not
only in eye-centered (Duhamel, Colby, & Goldberg, 1992),
but also in body-centered coordinates (Snyder, Grieve,
Brotchie, & Andersen, 1998). Another intriguing feature of
LIP neurons is that the spatial representation of the remem-
bered stimulus is dynamic and shifts to the corresponding
retinal location around the time of a saccade (Duhamel et al.,
1992; see Figure 6.18). Thus, neurons in the parietal cortex
update the retinal coordinates of remembered stimuli to
anticipate the upcoming eye movement. This remapping—
important for maintaining continuous representation of the

visual world during eye movements—is not unique to LIP; it
has also been observed in other visual areas, including V2,
V3, and V3A (Nakamura & Colby, 2000, 2002).

These properties—together with observations showing
that LIP neurons fire in preparation for a saccade—lead to the
hypothesis that the memory activity preceding the saccade
represents an intention to make a saccade to the remembered
location (Andersen, Snyder, Bradley, & Xing, 1997; Mazzoni,
Bracewell, Barash, & Andersen, 1996; Platt & Glimcher,
1997; Snyder, Batista, & Andersen, 1997). According to this
hypothesis, LIP activity is indicative of the role of LIP in sen-
sorimotor transformations that take place in preparation for
action. An alternative hypothesis is based on results showing
that the visual and memory responses are modulated by the
salience and behavioral significance of visual stimuli
(Colby, Duhamel, & Goldberg, 1996; Gottlieb, Kusunoki, &
Goldberg, 1998; Powell & Goldberg, 2000). This hypothesis
suggests that the level of activity in LIP is used by the brain to
allocate attention to the region of greatest activity—whether it
is driven by a salient stimulus, such as a saccade target, or by
top-down mechanisms. Whether LIP is involved in motor
planning, attention, or both, the activity of these neurons
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Figure 6.18 Remapping of memory trace activity in Area LIP. The top of each panel shows the task, followed by the vertical and horizontal eye traces. The thick
gray bar shows the duration of the visual stimulus. The activity in single trials is illustrated by the tick marks, and the histogram shows the mean activity in 25-ms bins.

A. During fixation, this LIP neuron responds to the stimulus in the receptive field.

B. The response following a saccade that moves the stimulus onto the receptive field.

C. The response following a saccade that moves the location where the stimulus had flashed onto the receptive field. The stimulus was presented for 50 ms and
is extinguished before the saccade begins. The response is thus to a memory trace that has been remapped from the coordinates of the initial eye position to those
of the final eye position. Adapted from Colby and Olson, 1999.
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provides the opportunity to study neural correlates of cogni-
tive behavior (Leon & Shadlen, 1998; Platt & Glimcher,
1999; Shadlen & Newsome, 1996; Shadlen & Newsome,
2001; also see Figure 6.19).

Some neurons in LIP also display properties more com-
mon in other visual areas; these areas include selectivity for
stimulus shape (Sereno & Maunsell, 1998) and the direction
of stimulus motion (Eskandar & Assad, 1999). However, it is
not clear whether these response properties represent a role in
processing this information, or whether these are just the rem-
nants of signals from the multitude of areas that project to LIP.
In summary, LIP neurons appear to carry visual-, memory-,
and saccade-related signals that are modulated by the behav-
ioral significance of the stimulus, suggesting that they are
involved in sensorimotor transformations taking place in
preparation for goal-oriented eye movements and possibly
involved in the allocation of visual attention.

Area VIP

The ventral intraparietal area (VIP) has prominent connections
from MT, MST, and FST; unlike LIP, however, it receives few
(if any) inputs from the ventral pathway (Boussaoud et al.,
1990; Colby, Duhamel, & Goldberg, 1993). This evidence and
its interactions with other parietal areas suggest that VIP plays
a role exclusively in the dorsal stream. Receptive fields of neu-
rons in this area are similar in size to those found in LIP
(Duhamel, Colby, & Goldberg, 1998) and show selectivity for
optic flow (Colby et al., 1993; Schaafsma & Duysens, 1996).
The responses of many VIP neurons are modulated by eye
position, and individual neurons can encode information in

eye-centered coordinates through to head-centered coordi-
nates (Bremmer, Graf, Ben Hamed, & Duhamel, 1999;
Duhamel, Bremmer, Ben Hamed, & Graf, 1997). Some neu-
rons have been found to prefer stimuli that are close to the an-
imal (Colby et al., 1993); most of these cells also respond to
tactile stimuli in congruent locations on the head to the visual
receptive fields (Duhamel et al., 1998). This has lead to the
suggestion that this region is involved in a construction of a
multisensory head-centered representation of near personal
space (Duhamel et al., 1998).

Area STPa

STPa receives inputs from both visual streams (Baizer,
Ungerleider, & Desimone, 1991; Boussaoud et al., 1990) and
has been proposed to be a region of convergence and integra-
tion of form and motion signals (Oram & Perrett, 1996). Its
neurons respond to visual as well as to somatosensory and au-
ditory stimuli (Bruce, Desimone, & Gross, 1981); they have
large, gaze centered, receptive fields, and they show selectiv-
ity to visual motion similar to that observed in Areas MT
and MST (K. C. Anderson & Siegel, 1999; Oram, Perrett, &
Hietanen, 1993). Some neurons also respond particularly well
to biological motion, such as that made by a walking person
(K. C. Anderson & Siegel, 1998; Perrett et al., 1985; Oram &
Perrett, 1996).

Area 7a

Area 7a constitutes the final stage in the hierarchy within
the dorsal visual stream and is interconnected with a wide
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Figure 6.19 Responses of a LIP neuron during the performance of a direction discrimination task. The monkey judged the direction of motion of a dynamic
random-dot stimulus by making saccadic eye movements to one of two targets (black spots). The targets were placed either in the LIP receptive field or in a re-
mote location. The plots show the activity of an LIP neuron during the presentation of the visual motion stimulus and during the delay prior to the saccade. The
authors suggest that this activity represents a neural correlate of the decision process that involves integration of sensory signals toward a decision appropriate
for guiding movement. Reprinted from Neuron, 21, M. I. Leon and M. N. Shadlen, Exploring the neurophysiology of decisions, 669–672, Copyright 1998, with
permission from Elsevier Science.
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range of cortical and subcortical regions providing visual and
visuomotor signals important for the execution of visually
guided behavior. It receives inputs fromAreas LIP and MST, as
well as from other visually responsive areas in the parietal cor-
tex (Andersen, Asanuma, et al., 1990; Cavada & Goldman-
Rakic, 1989). It sends ascending projections to the prefrontal
cortex (Cavada & Goldman-Rakic, 1989; Neal, Pearson, &
Powell, 1990; Selemon & Goldman-Rakic, 1988) as well as to
the inferotemporal cortex, LIP, STPa, and the basal ganglia
(for review, see Siegel & Read, 1997). Neurons in Area 7a
have large receptive fields that are often bilateral (Blatt et al.,
1990). They respond to visual stimuli (Mountcastle, Lynch,
Georgopoulos, Sakata & Acuna, 1975; Robinson et al., 1978)
and are active during fixation and visual tracking eye move-
ments (Bremmer, Distler, & Hoffmann, 1997; Kawano, Sasaki,
& Yamashita, 1984; Sakata, Shibutani, & Kawano, 1983). Be-
cause the activity of these neurons is largely not affected by
changes in body or head position during saccades to specific
retinal locations, it is likely that these cells encode information
in world-referenced coordinates (Snyder et al., 1998).

Some neurons in Area 7a possess properties similar to
those encountered at preceding stages of processing in the
dorsal visual stream. These neurons are sensitive to complex
visual motion, exhibiting selectivity to rotational motion
(Sakata, Shibutani, Ito, & Tsurugai, 1986; Sakata, Shibutani,
Ito, Tsurugai, Mine, & Kusunoki, 1994), to the optic flow pat-
terns, and to rotational motion components (Phinney &
Siegel, 2000; Read & Siegel, 1997; Siegel & Read, 1997).

A number of studies have shown that responses of 7a neu-
rons are modulated by the behavioral relevance of the stimu-
lus appearing in the receptive field (Mountcastle,Andersen, &
Motter, 1981; Robinson et al., 1978). A salient or behaviorally
relevant object appearing in a nonattended location can
enhance the activity of a neuron, whereas the same object
appearing in the attended region often reduces its activity
(Constantinidis & Steinmetz, 2001; Steinmetz, Connor,
Constantinidis, & McLaughlin, 1994). This phenomenon—
also observed in LIP neurons (Powell & Goldberg, 2000)—
suggests that Area 7a together with LIP may play a role in the
control of spatial attention.

Other Vision-Related Areas in Parietal Cortex

There are a number of less studied visually responsive areas
in the parietal cortex; little is known about their role in visu-
ally guided behavior. Some of these areas appear to be asso-
ciated with somatosensory and motor-cortical areas. Among
these areas are V6 and V6A (Galletti, Fattori, Battaglini,
Shipp, & Zeki, 1996; Nakamura, Chung, Graziano, & Gross,
1999), the medial intraparietal area (area MIP), the medial

dorsal parietal area (MDP), and Area 7m (Ferraina et al.,
1997; P. B. Johnson, Ferraina, Bianchi, & Caminiti, 1996;
Luppino, Murata, Govoni, & Matelli, 1999).

Area FST contains visually responsive neurons with large
receptive fields at the center of gaze and—unlike STPa—has
limited directional selectivity (Desimone & Ungerleider,
1986). Little is known about the function of this area, which
appears to lie at a level similar to that of MST within the
visual hierarchy.

COGNITIVE MODULATION OF CORTICAL
ACTIVITY: VISUAL ATTENTION

With the use of a number of simple but effective behavioral
paradigms such as change blindness and attentional blindness
(Rensink, 2000), it has become clear that visual attention is
necessary for the construction of the visual world we perceive.
These behavioral paradigms demonstrate that without the
ability to allocate attention, detecting even large changes in
the visual world becomes difficult. In the laboratory, directing
attention to a specific location of the visual field speeds up
detection and increases sensitivity to visual stimuli presented
at that location (Bashinski & Bacharach, 1980; Bowman,
Brown, Kertzman, Schwarz, & Robinson, 1993; Posner, 1980;
Yantis & Jonides, 1984). Neurophysiological correlates of this
enhancement have been found in many visual areas, including
V1 (Ito & Gilbert, 1999; Roelfsema, Lamme, & Spekreijse,
1998), V2 (Luck, Chelazzi, Hillyard, & Desimone, 1997;
Reynolds, Chelazzi, & Desimone, 1999), V3A (Nakamura &
Colby, 2000), V4 (Fischer & Boch, 1981; McAdams &
Maunsell, 1999; Moran & Desimone, 1985; Reynolds,
Pasternak, & Desimone, 2000), MT, and MST (Seidemann &
Newsome, 1999; Treue & Maunsell, 1996).

Effects of attention on processing of visual stimuli have
been found already at the V1 level. For example, Ito and
Gilbert (1999) have shown that although the attentional state
of an animal has no detectable effect on responses to oriented
stimuli placed in the receptive field, it affects neuronal activ-
ity when these stimuli are surrounded by flanking lines
placed outside the receptive field. The authors proposed that
this modulation is accomplished by feedback connections
from higher-order cortical areas.

The enhancement of neural activity associated with the de-
mand of the behavioral task has been studied most extensively
in Area V4. Neurons in this area show enhanced responses
to visual stimuli when they become the target of a saccade
(Fischer & Boch, 1981; Moore, Tolias, & Schiller, 1998) or
when a single stimulus used by the monkey in the discrimina-
tion task is placed in the receptive field (McAdams &
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Maunsell, 1999; Motter, 1994; Reynolds, Pasternak, &
Desimone, 2000). This attentional enhancement is great-
est when the discriminative stimulus is presented at near-
threshold contrasts, resulting in an increase in neuronal
sensitivity to contrast (Reynolds et al., 2000; Figure 6.20).
Attentional effects on neuronal firing are even more pro-
nounced when two stimuli are placed within the receptive
field of a V4 neuron; in this case, the response is primarily
driven by the attended stimulus (Moran & Desimone, 1985;
Reynolds et al., 1999). These observations lead to the hypoth-
esis that within the circuitry of extrastriate cortex, there is a
mechanism that gates out the unattended stimulus (Desimone,
1998)—and that this gating may be due to the interaction be-
tween neighboring receptive fields (Connor, Preddie, Gallant,
& Van Essen, 1997). In animals with lesions in V4, attention
appears to be automatically allocated to the most salient
stimulus, suggesting that the mechanism that controls the
gating may include neurons within V4 (De Weerd, Peralta,
Desimone, & Ungerleider, 1999; Schiller, 1993).

Although earlier studies identified V4 and the ventral vi-
sual stream as one of the main sites of attentional influences
on visual processing, a number of recent studies have
demonstrated similar influences in visual cortical areas
within the dorsal visual stream. For example, Treue and
Maunsell (1999) have shown that directing attention to the

receptive field in Areas MT and MST results in an increase
in neuronal firing. This effect was more pronounced when
two spots moving in the preferred and the nonpreferred di-
rection were placed in the receptive field; attention was di-
rected from the nonpreferred to the preferred direction. In a
subsequent study, Treue and Martinez Trujillo (1999) have
demonstrated that attention increases the gain of direction-
selective neurons. These effects are similar to those found in
V4 and show that attention enhances the representation of
the attended stimuli and reduces the influence of unattended
stimuli.

COGNITIVE MODULATION OF CORTICAL
ACTIVITY: VISUAL MEMORY

Traditionally, sensory cortical areas have not been viewed as
regions that play a role in retaining information about the
stimuli they process. However, there is now accumulating ev-
idence of the active involvement of sensory areas in neuronal
circuitry underlying temporary storage of this information
(Fuster, 1997). This type of storage—often referred to as
working memory—remains active for only a few seconds and
is distinct from long-term memory (Squire, 1987). Its major
function is to briefly retain information to be used in specific
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Figure 6.20 Effect of attention on sensitivity to contrast in Area V4. Responses of V4 neurons to stimuli across a range of luminance contrasts were recorded
while the monkey discriminated a target stimulus appearing in a sequence of nontargets. The bar-shaped patches of grating were simultaneously presented at two
locations—one in the receptive field (indicated by a dashed square) and the other at an equally eccentric position in the opposite hemifield. The monkey per-
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V4 neurons to contrast. Adapted from Reynolds et al., 2000.
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tasks, a function fundamental to the successful execution of
visually guided behaviors.

Much of the neurophysiological work studying the neural
mechanisms of visual working memory has focused on IT,
which represents a relatively advanced stage of processing
within the ventral visual stream (Merigan & Maunsell, 1993).
Such studies have reported that IT neurons of monkeys
trained to remember visual properties of objects and maintain
an elevated firing rate during the delay after a specific color,
shape, or location is presented (e.g. Fuster, 1990; Miller, Li, &
Desimone, 1993; Miyashita & Chang, 1988). These results
have been interpreted as evidence that these neurons may be
involved in the short-term storage of information about stim-
ulus form, color, or location. Neurons in V4, which provide a
major input to IT, also show enhanced responses to previously
cued visual stimuli (e.g., Ferrera et al., 1994; Motter, 1994).
Furthermore, there is also some evidence that lesions of
V4 affect performance of some memory-related tasks
(Desimone, Lehky, Ungerleider, & Mishkin, 1990; Walsh,
Le Mare, Blaimire, & Cowey, 2000).

Within the dorsal visual stream, memory-related activity
has been reported in Area 7a for motion (Ferrera et al., 1994)
and in spatial memory tasks in Areas 7a and LIP (Barash
et al., 1991b; Constantinidis & Steinmetz, 1996), although it
is not clear whether this latter activity represents short-term
memory per se or whether it is a neural mechanism used to
track the spatial locations of previously identified objects of
importance. Neurons in MT do not show the same sustained
pattern of memory-related activity as neurons in 7a, V4, or IT
(Ferrera et al., 1994). However, there is accumulating evi-
dence that this area shows a pattern of activation during the
delay that is indicative of its participation in storage of visual
information (Droll, Bisley, & Pasternak, 2000). This observa-
tion is consistent with the suggestion provided by lesion and
microstimulation studies that MT may be involved in storing
the information it encodes (Bisley & Pasternak, 2000; Bisley
et al., 2001).

CONCLUDING REMARKS

In recent years the visual system of nonhuman primates has
become the system of choice in the study of neural mecha-
nisms underlying visual perception. One reason is the appar-
ent similarity in visual function between old-world monkeys
and humans. The second reason is that the development of be-
havioral and neurophysiological procedures has provided an
opportunity to record neural activity in monkeys that can be
directly related to visually guided behavior. These techniques
have provided new insights into the properties of visually

responsive neurons at various stages of cortical analysis. The
first—and perhaps most important—realization that emerged
from these studies is that visual cortical (and probably thala-
mic) neurons are not simply passive processors of any stimu-
lus that appears on the retina as long as the stimulus matches
the preferences of its receptive field. There is now evidence
that as early in processing as the primary visual cortex,
responses of neurons are defined not only by the properties of
the visual stimulus, but also by its behavioral significance. The
modulation of neuronal responses by the behavioral signifi-
cance of a stimulus has been well documented inAreas V2 and
V4, in MT, and in the posterior parietal cortex. The results
reported by many of these studies suggest that some of the
characteristics of cortical receptive fields established in exper-
iments performed with anesthetized animals may have to be
reexamined. Another feature of visual cortical neurons that
emerged from combining neurophysiological recordings with
behavioral testing is their ability to change their receptive
fields as a result of training. This plasticity has until recently
been considered to be the property of a developing brain; how-
ever, it appears to be present in the adult inferotemporal cortex
(Kobatake et al., 1998) and has been documented in striate
cortex (Crist, Li, & Gilbert, 2001). There is also accumulating
evidence that visual cortical neurons—particularly those at
middle and later stages of analysis—not only are involved in
processing visual information, but also participate in circuits
underlying its storage (see Fuster, 1995). These results further
emphasize the dynamic and plastic nature of neural circuitry
underlying processing of visual information. They also point
to the continued participation of this circuitry in more cogni-
tive processes (e.g., memory and learning)—processes that
until recently have been thought to be localized to regions
outside of traditionally defined sensory systems.

These developments call for the application of approaches
that would allow examination of the neural basis of visually
guided behaviors by simultaneously monitoring the activity of
wider brain regions. Functional magnetic resonance imaging
(fMRI), is one such technique. Introduced only about 10 years
ago, fMRI has become widely used in the study of neural
activity-related signals associated with visual processing in
humans (Courtney & Ungerleider, 1997; Wandell, 1999). The
development of this approach with nonhuman primates should
provide an important tool for simultaneously examining
neural activity in multiple brain regions during the perfor-
mance of visual-guided behaviors; several laboratories have
recently begun successful efforts in that direction (Dubowitz
et al., 1998; Logothetis, Guggenberger, Peled, & Pauls, 1999;
Stefanacci et al., 1998). Another important approach to exam-
ining the activity of neuronal ensembles in multiple brain
regions is simultaneous microelectrode recordings from
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multiple brain regions. This valuable tool has already been
applied in several laboratories with some success (see Nowak,
Munk, James, Girard, & Bullier, 1999; Varela, Lachaux,
Rodriguez, & Martinerie, 2001) and holds great promise.
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For all mammals, including primates, the auditory system
makes it possible to obtain information from the environment
that may or may not be detected by other sensory modalities.
Sounds can be perceived, localized, and identified, often at
great distances, without confirmation by the other senses.
Depending on the species, input to the auditory system may
be crucial for navigation, evasion of predators, location of
food and water, and communication between other members
of the same species. Some species of bats, for example, rely
on auditory input for both navigating and finding food. Pri-
mates, by comparison, are not dependent on audition for
these activities but have specializations that enable vocal
communication between individuals (Ghazanfar & Hauser,
1999). Auditory-related specializations such as these equip
each species with unique mechanisms that ultimately en-
hance survival and propagation.

To accomplish these tasks, the auditory system must en-
code the relevant acoustic cues and distribute this informa-
tion to the auditory and multisensory areas of the brain that
make use of it. This complex process involves a wide variety
of neuronal cell types, specialized circuitry, and vast net-
works of subcortical nuclei and cortical fields. These path-
ways and their elements are only partially understood, but the
available data allow us to describe certain processes compe-
tently. For the purposes of this chapter, therefore, we discuss
auditory-related processing and behaviors in terms of the two
major tasks of the auditory system: object recognition and
sound localization. We highlight the subcortical and cortical
mechanisms that underlie these aspects of audition, in gen-
eral, with special emphasis given to the organization of the
auditory system in primates.

THE AUDITORY PATHWAYS

In mammals the major components of the auditory system are
the outer ear, middle ear, inner ear, and central pathways, in-
cluding the cerebral cortex. Peripherally, the outer and middle
ears are responsible for the conduction of sound energy to the
inner ear, where the signal is encoded by specialized sensory
receptors (hair cells) and the eighth cranial nerve (CN VIII).
The central auditory pathways consist of an elaborate network
of interconnected nuclear complexes in the brain stem and
thalamus and a number of cortical areas or fields (Figure 7.1).
Serial and parallel inputs to each level are processed and
passed on to other nuclei or fields, where additional process-
ing occurs. In addition to the ascending network for the pro-
cessing of sensory input, there is an extensive descending
network that modulates activity at all levels, including the
cochlea, enabling neurons to modify their input.

Subcortical Auditory Processing

Compared to the somatosensory and visual systems, the
organization of the subcortical auditory pathways is excep-
tionally complex. The pathways involve five major nuclear
groups, each of which can be parceled into discrete subdivi-
sions. In addition, the pathways from each ear cross the mid-
line shortly after entering the brain stem; thus, input from
both ears is available to both sides of the brain at nearly every
level of processing. This complexity creates an abundance of
opportunities for signal processing below the level of cortex;
thus our discussion of auditory processing would be incom-
plete without the inclusion of this information.
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Compared with some other mammals, anatomical and
physiological studies of subcortical auditory structures in
primates are relatively few in number. Most of what is known
about subcortical auditory processing in mammals comes
from studies of nonprimates, especially cats, bats, and ro-
dents. The findings from primate studies largely complement
those of other mammals; thus it has been common to general-
ize principles of auditory subcortical organization across tax-
onomic groups, including humans. The extent to which this
is valid depends on the presence of species-dependent spe-
cializations are expressed in the organization of the subcorti-
cal auditory pathways. Because of the lack of relevant
primate data, however, such differences cannot be ruled out,
so we must rely on data from nonprimates to discuss subcor-
tical auditory processing in primates. In contrast, functional
specializations are well known in the organization of auditory
cortex, where the number of cortical fields devoted to a given
sensory modality varies across taxa, and animals with larger

brains tend to have more neocortical areas (Kaas, 1993,
2000). We must remind ourselves, however, that the identifi-
cation of species differences in cortical organization does not
rule out attendant subcortical differentiation. It may be that
technical limitations hinder identification of the subcortical
substrates that underlie, or contribute to, cortical specializa-
tions. Nevertheless, for our purposes we assume that the
functional organization of subcortical auditory structures in
primates corresponds to that of species for which data are
more abundant. We begin with an overview of the sensory
transduction process in the cochlea, followed by a brief de-
scription of auditory processing associated with each nuclear
complex. Although much of the information is based on find-
ings in nonprimates, we make reference to relevant primates
studies where appropriate.

Cochlea

The cochlea is a coiled fluid-filled tubular structure carved
out of the petrous portion of the temporal bone. The sensory
receptors responsible for neural transduction of the acoustic
signal, the hair cells, are located in the cochlea within the
organ of Corti. The organ of Corti rests on the basilar mem-
brane, which runs the entire length of the cochlear spiral. In
primates the length of the basilar membrane is about 20 mm
(Fernandez, Butler, Konishi, & Honrubia, 1962; Rose, Hind,
Anderson, & Brugge, 1971). Deflection of the basilar mem-
brane by fluid movements within the cochlea depolarizes the
hair cells, giving rise to the neural signal. Afferent innerva-
tion of the cochlea is mediated by bipolar neurons located in
the spiral ganglion of the cochlea within its central bony core.
The distal (peripheral) processes of these neurons terminate
on the hair cells. The proximal (central) processes comprise
the auditory portion of CN VIII and synapse with neurons of
the ipsilateral cochlear nucleus in the medulla. A single row
of inner hair cells is the principal source of afferent informa-
tion in the auditory system. Each inner hair cell is innervated
by approximately 10 to 20 myelinated afferent fibers (Type I).
The three rows of outer hair cells are innervated by a differ-
ent class of afferent neurons (Type II). Type II neurons are un-
myelinated, and collaterals of a single fiber innervate many
outer hair cells; thus, the afferent contribution of the outer
hair cells is minor compared with that of the inner hair cells.
A more important function of the outer hair cells may be re-
lated to their efferent innervation. Efferent modulation of
outer hair cell properties affects the physical attributes of the
organ of Corti and appears to serve as a mechanism for fine
tuning the afferent output of the cochlea (discussed later).

One important property of the cochlea concerns the
arrangement of hair cells along the basilar membrane. Be-
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Figure 7.2 Tuning curves from neurons in the inferior colliculus (solid
lines) and auditory core (dashed line) of the marmoset monkey. Receptive
field properties vary by stimulus intensity.
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Figure 7.3 Schematic diagram of major and some minor brain-stem
pathways from one cochlea to the level of the inferior colliculus. Subdivisions
of nuclear complexes and some of their connections are shown. C, cochlea;
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cause of the physical properties of the cochlear structures,
hair cells at the base of the cochlea (i.e., nearest the stapes
bone and middle ear) are maximally responsive to high-
frequency sounds, whereas hair cells at the apex of the
cochlea respond to low-frequency sounds. This feature en-
ables the cochlea to separate a complex acoustic signal into
its component frequencies. The resulting tonotopic organiza-
tion of the cochlea is preserved in CN VIII and subsequent
stages of central auditory processing and therefore represents
an important organizational feature of the auditory system.

Eighth Cranial Nerve

Also known as the vestibulocochlear nerve, CN VIII has two
divisions containing fibers from the vestibular and cochlear
structures of the inner ear. CN VIII passes through the tem-
poral bone via the internal auditory canal in the skull base,
exiting medially at the junction of the medulla, pons, and
cerebellum. Alving and Cowan (1971) estimated that the
number of fibers in the macaque monkey ranges from about
28,000 to 33,500, considerably less than the 50,000 to 55,000
estimated for cats (Gacek & Rasmussen, 1961). The auditory
division of CN VIII is comprised of two classes of bipolar
neurons. Type I auditory neurons comprise 90% to 95% of
the total fiber population and carry most of the afferent infor-
mation from the inner hair cells of the cochlea. Type II affer-
ent and efferent neurons make up the rest. Type I neurons can
be subclassified on the basis of spontaneous activity, activa-
tion threshold, and spectral response profile. The spectral and
temporal features of the acoustic signal are preserved in the
firing patterns and topography of CN VIII neurons. Consis-
tent with the tonotopic organization of the cochlea, units
that innervate hair cells in the basal segment of the cochlea
respond best to high-frequency stimuli, whereas those that
innervate the apical portion of the cochlea are most sensitive
to low-frequency stimuli. Typically, CN VIII neurons re-
spond to a narrow range of frequencies over a broad intensity
range. The spectral response profile of each neuron is com-
monly referred to as its receptive field. The frequency to
which the neuron is most sensitive (i.e., lowest threshold) is
known as the characteristic frequency (CF). The unit also re-
sponds to frequencies above and below the CF, but response
thresholds are higher (i.e., greater intensity is required to
elicit a response). By plotting response frequency as a func-
tion of threshold intensity, the receptive field of the unit can
be represented in the form of a tuning curve (Figure 7.2).
Tuning curves can be obtained from auditory-responsive neu-
rons at all levels of the central auditory system, and the dis-
tributions of CFs are used to construct tonotopic maps of a
given nucleus or cortical field.

Cochlear Nucleus

The cochlear nucleus represents only the first stage of sub-
cortical auditory processing, yet the anatomical and physio-
logical diversity of this structure indicates that substantial
auditory processing is mediated at this level. The cochlear
nuclei contain several subdivisions and a wide variety of cell
types (Figure 7.3). The tonotopic organization of CN VIII is
maintained in the orderly pattern of projections of Type I
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and II fibers among the various subdivisions of the cochlear
nucleus, which bifurcate on entering the brain stem. The as-
cending branches innervate the anteroventral division of the
cochlear nucleus (AVCN). The posterior branches synapse
in the posteroventral (PVCN) and/or dorsal (DCN) divi-
sions. Neurons in the cochlear nuclei project to nearly every
auditory nucleus on both sides of the brain stem, including
the reticular formation. Each division exhibits a distinct pat-
tern of projections to higher auditory centers and also re-
ceives patterned modulatory projections from higher
auditory and nonauditory centers. Three major fiber bundles
form the principal output connections of the cochlear nuclei.
The largest band from the AVCN forms the trapezoid body
with bilateral projections to the superior olivary complexes
(SOCs), and contralateral projections to the lateral lemnis-
cus and inferior colliculus (IC). Fibers from the PVCN form
the intermediate acoustic stria of Held with projections to
the contralateral lateral lemniscus and IC. The dorsal
acoustic stria of von Monakow is formed by fibers of the
DCN that also project primarily to the contralateral lateral
lemniscus and IC. The anatomical features of the cochlear
nuclei are generally consistent across primate species
(Barnes, Magoun, & Ranson, 1943; Moskowitz & Liu,
1972; Strominger & Strominger, 1971; Strominger, Nelson,
& Dougherty, 1977) and compare well with nonprimates, al-
though some structural variations have been found (e.g.,
J. K. Moore, 1980).

In the cochlear nucleus each of the major cell types is as-
sociated with a unique response profile reflecting particular
attributes of the original acoustic signal. Different popula-
tions of neurons appear to be specialized to extract particular
aspects of the encoded auditory stimulus for delivery to
other centers for further processing (Romand & Avan,
1997). In the AVCN, for example, only the globular and
bushy spherical cells exhibit a primary-like response similar
to that of CN VIII fibers (Smith, Joris, Carney, & Yin, 1991).
By comparison, certain pyramidal cells in the DCN respond
only after a variable delay (Oertel & Wu, 1989; Rhode,
Smith, & Oertel, 1983). The distribution and connectivity of
each cell type varies among the subdivisions of the cochlear
nucleus and contributes to the range of response properties
observed; thus each subdivision has a unique anatomical and
physiological profile. The diverse cell populations also give
rise to a number of segregated pathways that are functionally
distinct (Figure 7.3). Division of the auditory pathways into
multiple subsystems has been observed at all levels of sub-
cortical processing; however, one pathway may not be func-
tionally independent of the others at any level, nor must a
pathway be strictly hierarchical across levels. The complex
network of connections between auditory nuclei provides

numerous opportunities for interaction between pathways at
all levels.

Superior Olivary Complex

The next major level of auditory brain-stem processing in-
volves the SOC. The primary ascending pathway from the
contralateral AVCN synapses in the SOC and then projects to
the ipsilateral central nucleus of the IC (ICc; see Figure 7.3).
Additional ascending pathways also synapse in the SOC,
whereas others bypass the SOC with targets in the lateral
lemniscus or IC. The SOC consists of several nuclei that vary
morphologically among mammals, birds, reptiles, and am-
phibians. In mammals the three main subnuclei are the lateral
(LSO) and medial (MSO) superior olivary nuclei and the me-
dial nucleus of the trapezoid body (MNTB). These nuclei are
surrounded by a variable number of periolivary nuclei, de-
pending on the species. Anatomical studies in several primate
species recognize the three major divisions, but descriptions
of the periolivary nuclei reveal some variations (Barnes et al.,
1943; Harrison & Irving, 1966; Irving & Harrison, 1967;
J. K. Moore & Moore, 1971; J. K. Moore, 2000). The major
divisions of the SOC are tonotopically organized and can be
distinguished on the bases of their anatomy and physiology;
however, their small size has limited their study to some ex-
tent, and only anatomical data are available for primates.

One of the primary functions associated with the SOC is
the encoding of auditory cues pertaining to sound location.
The SOC is the lowest level of central auditory processing at
which inputs from both ears are represented on both sides of
the brain stem. Tonotopic inputs to the MSO and LSO origi-
nate bilaterally in the AVCN and MNTB. The interaural dif-
ferences associated with the location of a sound source can be
resolved by the circuitry of the LSO and MSO. The LSO can
detect interaural differences in time and intensity. The major-
ity of LSO neurons sensitive to these differences are inhibited
(I) by contralateral stimulation and excited (E) by ipsilateral
stimulation (Type IE; Caird & Klinke, 1983; Tsuchitani,
1977). By comparison, most of the neurons in the MSO are
excited by ipsilateral and contralateral stimulation (Type EE)
and sensitive to interaural differences in time or phase
(Guinan, Guinan, & Norris, 1972; Guinan, Norris, & Guinan,
1972; Yin & Chan, 1990) but relatively insensitive to differ-
ences in intensity. The interaural differences encoded by the
LSO and MSO are the primary auditory cues used by later
stages of processing to identify the location of a sound source
in three-dimensional space. The principal cells in the LSO
project tonotopically to the ICc bilaterally via the lateral
lemniscus (Glendenning & Masterton, 1983; Henkel &
Brunso-Bechtold, 1993). These projections are inhibitory to
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the ipsilateral ICc (Saint-Marie & Baker, 1990; Saint-Marie,
Ostapoff, Morest, & Wenthold, 1989) and excitatory to the
contralateral ICc (Glendenning, Baker, Hutson, & Masterton,
1992). Significant projections also target the dorsal nucleus
of the lateral lemniscus (DNLL). The majority of MSO neu-
rons project tonotopically to the ipsilateral ICc and DNLL,
whereas minor projections target the contralateral ICc
(Brunso-Bechtold, Thompson, & Masterton, 1981; Goldberg
& Moore, 1967; Henkel & Spangler, 1983). Subsequent pro-
jections to the superior colliculus and motor nuclei in the
brain stem mediate various reflexive and nonreflexive move-
ments of the eyes, head, and limbs in response to particular
types of auditory stimuli.

A second important function of the SOC is related to its
centrifugal projections. There is evidence for the modulation
of ascending activity by descending inputs at nearly every
level of the central and peripheral auditory system. One of the
most well-studied pathways involves direct projections from
the periolivary region of the SOC to the cochlea. The
olivocochlear bundle (OCB) was originally described by
Rasmussen (1946, 1953) and has since been the subject of in-
tense study. Activation of the OCB produces a variety of
inhibitory effects on the cochlea thought to protect the
cochlea from acoustic trauma and possibly improve auditory
acuity in the presence of background (masking) noise. Two
primary pathways comprise the olivocochlear system (for a
review, see Warr, 1992). The lateral olivocochlear system
(LOS) is largely uncrossed and involves projections from
cells in the vicinity of the LSO to the ipsilateral cochlea. Most
of these fibers terminate on the dendrites of Type I auditory
neurons innervating the inner hair cells. The medial olivo-
cochlear system (MOS) includes projections from medial
periolivary neurons to the contralateral (approximately two
thirds) and ipsilateral (approximately one third) cochleas.
These fibers terminate primarily at the base of outer hair cells.
The LOS and MOS systems of cochlear projections are tono-
topic (Guinan, Warr, & Norris, 1983; Guinan, Warr, & Norris,
1984; Robertson, Anderson, & Cole, 1987). The modulation
of OHC activity is thought to alter cochlear mechanics in a
manner that decreases the sensitivity of inner hair cells (M. C.
Brown, Nuttall, & Masta, 1983; Brownell, Bader, Bertrand,
& de Ribaupierre, 1985). Activation of the crossed OCB pro-
jections by electrical or acoustic stimulation raises response
thresholds and reduces the spontaneous activity of Type I af-
ferents (Buno, 1978; Galambos, 1956; Guinan & Gifford,
1988; Liberman, 1989; Wiederhold & Kiang, 1970). In the
presence of continuous background noise, OCB activation
suppresses responses to the noise but enhances responses to
transients by decreasing adaptation in the auditory nerve
(Kawase & Liberman, 1993; Kawase, Delgutte, & Liberman,

1993). This antimasking mechanism could actually improve
auditory discrimination in noise (Winslow & Sachs, 1987,
1988). OCB-mediated response suppression has also been
shown to protect the inner ear from certain types of acoustic
trauma (Rajan, 1988a, 1988b, 2000; Rajan & Johnstone,
1988a, 1988b, 1988c, 1989; Reiter & Liberman, 1995;
Trahiotis & Elliott, 1970).

Nuclei of the Lateral Lemniscus

The lateral lemniscus is the principal fiber tract between
the SOC and IC. In most species at least two primary subnu-
clei are recognized. The ventral nucleus (VNLL) receives
inputs primarily from the contralateral ventral cochlear
nuclei (Adams & Warr, 1976; Friauf & Ostwald, 1988;
Glendenning, Brunso-Bechtold, Thompson, & Masterton,
1981). Output projections target mainly the ipsilateral ICc
(Brunso-Bechtold et al., 1981; Covey & Casseday, 1986;
Kudo, 1981). The dorsal nucleus (DNLL) receives bilateral
inputs from the AVCN and LSO, an ipsilateral projection
from the MSO, and additional inputs from the contralateral
DNLL (Adams & Warr, 1976; Glendenning et al., 1981;
Henkel & Spangler; 1983: Schneiderman, Oliver, & Henkel,
1988). The major DNLL projections are tonotopically orga-
nized and target the ICc bilaterally, with minor outputs to the
deep layers of the superior colliculus bilaterally and the ipsi-
lateral medial geniculate complex (Bajo, Merchan, Lopez, &
Rouiller, 1993; Brunso-Bechtold et al., 1981; Coleman &
Clerici, 1987; Hackett, Neagu, & Kaas, 1999; Hutson,
Glendenning, & Masterton, 1991; Kudo, 1981; Merchan,
Saldana, & Plaza, 1994; Schneiderman et al., 1988).

The VNLL is one of the few auditory nuclei that does not
appear to be tonotopically organized (Aitkin, Anderson, &
Brugge, 1970; Glendenning & Hutson, 1998; Whitley &
Henkel, 1984). Most neurons in the VNLL are monaural and
respond only to contralateral stimulation (Aitkin et al., 1970;
Guinan, Norris, et al., 1972). Neurons in the DNLL are tono-
topically organized, and most are of the EI type (Aitkin et al.,
1970; Markovitz & Pollak, 1993, 1994; Merchan et al.,
1994). Brugge, Andersen, and Aitkin (1970) reported that
88% of DNLL neurons sampled were responsive to binaural
stimulation. Many units were sensitive to interaural differ-
ences in either intensity or phase, reflecting the projections of
the LSO and MSO. The DNLL performs a wide range of in-
tegrative functions (see Pollak, 1997) and has an important
influence on the activity of neurons in the IC (Kelly & Li,
1997; van Adel, Kidd, & Kelly, 1999). Its anatomical and
physiological profile is consistent with a role in binaural au-
ditory processing, but the precise functions of the lateral lem-
nisens remain unclear.
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Figure 7.4 Schematic diagram of major ascending auditory pathways
between the inferior colliculus and auditory cortex (subcollicular input from
one cochlea). Subdivisions of nuclear complexes and some minor pathways
are shown. ICc, central nucleus inferior colliculus; ICx, external nucleus
inferior colliculus; ICdc, dorsal cortex, inferior colliculus; MGv, ventral
division medial geniculate complex; MGm, medial/magnocellular division
medial geniculate complex; MGd, dorsal division medial geniculate com-
plex; Core, Belt, Parabelt, major regions of auditory cortex.

Inferior Colliculus

Multiple ascending and descending auditory pathways con-
verge in the IC (Figures 7.3 and 7.4). Nearly all projections
from the cochlear nuclei, SOC, and lateral lemniscus
terminate in the IC, as do descending inputs from superior
colliculus, thalamus, and cortex (for reviews, see Ehret,
1997; Huffman & Henson, 1990; Spangler & Warr, 1991).
Accordingly, the IC is the principal source of ascending input
to the medial geniculate complex (MGC) and descending
projections to lower levels of the brain stem. As the connec-
tion patterns indicate, the IC plans a major role in the inte-
gration of monaural and binaural information processed by
lower and higher auditory centers, including cortex.

The IC is most commonly divided into three subnuclei:
central (ICc), external (ICx), and pericentral (ICp) or dorsal
cortex (ICdc). Ipsilateral and contralateral inputs to the ICc
originate in the cochlear nuclei, SOC, and lateral lemniscus,
as described earlier. Most major projections to the ICc are
tonotopically organized. Within the ICc neurons are narrowly
tuned and topographically arranged by CF (Aitkin, Webster,
Veale, & Crosby, 1975; Fitzpatrick, 1975; Merzenich & Reid,
1974; Rose, Greenwood, Goldberg, & Hind, 1963; Webster,
Serviere, Crewther, & Crewther, 1984). Manley and Muller-
Preuss (1981) studied single-unit responses to tones, clicks,
white noise, and species-specific vocalizations in the squirrel
monkey IC. Most of the neurons sampled (>90%) were re-
sponsive to all classes of stimuli. One review of the literature

(Irvine, 1986) indicated that about 75% of the units in the ICc
are binaural (types EE and EI) and sensitive to interaural dif-
ferences in level and phase. By comparison, tuning curves in
the ICdc and ICx are broad and variable in shape (Aitkin
et al., 1975; Merzenich & Reid, 1974) and tend to be more
sensitive to complex sounds than pure tones. Some units in
the ICx respond to both auditory and somatic stimulation
(Aitkin, Dickhaus, Schulz, & Zimmerman, 1978). Experi-
ments in the barn owl (Knudsen & Konishi, 1978a, 1978b)
and guinea pig (Binns, Grant, Withington, & King, 1992)
have shown that the auditory midbrain contains a representa-
tion of auditory space that is computed from the map of stim-
ulus frequency. In the ICx spatial cues are combined across
frequency channels and transformed into a topographic code
of auditory space where neurons are tuned for location in-
stead of frequency (for reviews, see Cohen & Knudsen, 1999;
Knudsen, du Lac, & Esterly, 1987). As shown in Figure 7.5,
the output of these neurons targets the superior colliculus,
where there is a coregistration of auditory and visual space
(e.g., Hyde & Knudsen, 2000; King & Palmer, 1983). De-
scending inputs to the IC target the dorsomedial and pericen-
tral regions. The ventrolateral ICc is virtually devoid of
descending inputs; thus the ascending and descending tracks
in the IC are largely segregated (see Huffman & Henson,
1990; Spangler & Warr, 1991). The major ascending projec-
tions of the IC target the MGC bilaterally. Other outputs tar-
get the superior colliculi, reticular formation, periaqueductal
gray, contralateral IC, and lower auditory nuclei.

The integration of inputs is a key feature of signal pro-
cessing in the IC, reflected in the wide variety of response
patterns among its neurons. Patterns vary with the frequency,
intensity, temporal, and binaural characteristics of the sound
and reflect a broad range of acoustic features. In addition to
stimulus frequency some of these features, including latency,
response threshold, tuning bandwidth, and best azimuth, ap-
pear to be arranged topographically in distinct maps in the
ICc (Aitkin, Pettigrew, Calford, Phillips, & Wise, 1985;
Schreiner & Langner, 1988; Stiebler, 1986). Thus, different
acoustic stimuli would be expected to activate unique spatial
domains in each feature map, and the resulting pattern of
activation would constitute an abstraction of the original
stimulus. At higher levels of processing the integration of
coactivation patterns across maps could underlie the forma-
tion of feature combination maps (see Kohonen & Hari,
1999; Suga, 1988).

Medial Geniculate Complex

The MGC is the final stage of subcortical processing of as-
cending auditory information. The primary input to the MGC
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Figure 7.5 An anatomic framework for calibrating the auditory map of
spatial location with the visual map. The superficial layers of the optic tec-
tum (OTS) or superior colliculus receive an orderly, topographic pattern of
connections from the retina (1–5) of the contralateral eye, and, to species-
varying extents, the ipsilateral eye, to form a retinotopic map (1–5) of visual
space. Auditory inputs to the external nucleus of the inferior colliculus (ICx)
form a map of auditory space (1�–5�) that matches the retinal map in the
OTS. The deep layers of the optic tectum (OTD) form a multimodal premo-
tor map that mediates head and eye movements. Neurons in the intermediate
layers of the optic tectum (OTI) detect mismatches in the auditory and visual
maps and bring the maps into congruence via feedback projections to the
ICx. Adapted from Kaas and Hackett (2000a) based on the findings of Hyde
and Knudsen (2000).

arises bilaterally from the IC (Figure 7.4). Outputs target pri-
mary and nonprimary auditory cortical fields. In primates the
MGC is commonly divided into three or four divisions: ven-
tral (MGv), dorsal (MGd; anterodorsal, MGad; posterodor-
sal, MGpd), and magnocellular or medial (MGm; Burton &
Jones, 1976; Fitzpatrick & Imig, 1978; Jordan, 1973). These
divisions are distinguished on the bases of their unique archi-
tecture, patterns of cortical and subcortical connections, and
neurophysiological properties. In addition to the MGC, the
connection patterns of the suprageniculate nucleus (Sg),
posterior nucleus (PO), and medial pulvinar (PM) indicate
that these nuclei, among others, also play a role in thalamic
auditory processing, although their significance is more un-
certain. The functional organization of the MGC incorporates

multiple parallel pathways in which distinct aspects of audi-
tory processing appear to be mediated (Andersen, Knight, &
Merzenich, 1980; Calford & Aitkin, 1983; Morest, 1965).

The principal target of the primary ascending pathway
through the ICc is the MGv. Neurons in the MGv are arranged
in distinct laminae corresponding to the tonotopic organiza-
tion of the MGv and ICc (Calford & Aitkin, 1983; Morest,
1965). The input from the ipsilateral ICc is much stronger than
the contralateral projection (monkeys: Hackett, Neagu, et al.,
1999; cats: Andersen, Roth, Aitkin, & Merzenich, 1980;
Rouiller & de Ribaupierre, 1985). In primates the thalamocor-
tical projections of the MGv target areas in the primary
auditory region, known as the core, while the surrounding nar-
row belt of cortex adjacent to the core has few connections
with the MGv (see Hackett, Stepniewska, & Kaas, 1998b, for
review). The MGad and MGpd receive inputs from the ICdc
(Andersen, Roth, et al., 1980; Calford & Aitkin, 1983; Kudo &
Niimi, 1980) and project primarily to the belt and parabelt re-
gions surrounding the core (Molinari et al., 1995; Morel, Gar-
raghty, & Kaas, 1993). The MGm receives projections from
the ICc and ICx (Calford & Aitkin, 1983; Kudo & Niimi,
1980). In contrast to the ventral and dorsal divisions of the
MGC, the MGm projects diffusely to the core, belt, and para-
belt fields of the primate auditory cortex (see Hackett, Step-
niewska, et al., 1998b). The heterogeneous cell populations of
the MGm project to the supragranular layers of cortex (Oliver,
1984), and there is some evidence that different classes of neu-
rons project to different cortical layers (Hashikawa, Molinari,
Rausell, & Jones, 1995; Molinari et al., 1995).

Neurons in the MGv are tonotopically arranged in distinct
laminae (Gross, Lifschitz, & Anderson, 1974). Tuning curve
configurations vary widely among MGv cells (Morel,
Rouiller, de Ribaupierre, & de Ribaupierre, 1987) and with
anesthetic conditions (Allon, Yeshurun, & Wollberg, 1981;
see also Rouiller, 1997), thus a range of response types has
been observed. Symmes, Alexander, and Newman (1980)
found that units in the squirrel monkey MGv were responsive
to tones, clicks, white noise, and species-specific vocaliza-
tions. Neurons were most responsive to vocalizations that
contained significant spectral energy at the CF of the unit, but
neurons were generally not selective for particular vocal
stimuli. The majority of cells are binaural (EE or EI) and
are sensitive to interaural differences in intensity or time
(Heierli, de Ribaupierre, & de Ribaupierre, 1987; Imig &
Adrian, 1977; Ivarsson, de Ribaupierre, & de Ribaupierre,
1988), but there is no evidence for a map of auditory space in
the MGC. As in the ICc, response features such as stimulus
frequency, tuning bandwidth, latency, and binaural class
are distributed as gradients within isofrequency laminae in
the MGv (Rodrigues-Dagaeff et al., 1989). Thus, the MGv
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appears capable of simultaneous processing of complex sig-
nals. In the MGm neuron response properties vary widely,
and patterns of organization are difficult to identify. There is
some evidence of tonotopic organization rostrally (Rouiller
et al., 1989), but tuning curves are often broad or multi-
peaked, and response latencies are highly variable (Aitkin,
1973; Gross et al., 1974; Symmes et al., 1980). Some units in
the MGm respond also to vestibular and somatic stimulation
(Blum, Abraham, & Gilman, 1979; Curry, 1972; Love &
Scott, 1969; Wepsic, 1966), reflecting connections with mul-
tisensory nuclei such as the ICx; however, it is unclear how
these inputs influence the processing of auditory information.
The dorsal nuclei of the MG have not been found to be tono-
topically organized. Most units are broadly tuned and do
not respond well to simple acoustic stimuli like pure tones
(Calford & Aitkin, 1983; Toros-Morel, de Ribaupierre, &
Rouiller, 1981), and many units respond selectively to com-
plex sounds (e.g., Buchwald, Dickerson, Harrison, & Hin-
man, 1988).

Serial and Parallel Processing in Subcortical Pathways

Although it may be tempting to ascribe a specific function to
individual nuclei, it is important to emphasize that in the
SOC, like most other auditory structures, each nuclear subdi-
vision contains a variety of cell types that contribute to major
and minor pathways. Most participate in diverse circuits in-
volving feed-forward and feedback connections linking mul-
tiple levels of processing. Thus, the full scope of auditory
processing mediated by any given nucleus is indefinite be-
cause comprehensive descriptions are lacking.

The picture of auditory processing that emerges is that
each major stage of hierarchical processing in the brain stem
and thalamus initiates and integrates multiple segregated par-
allel pathways involving functionally distinct populations of
neurons. These pathways are responsible for the distribution
of specialized acoustic information to higher centers, includ-
ing cortex, and to lower stages, including the cochlea. Thus,
the modulation and integration of auditory input occurs in
multiple pathways at all levels, indicating that the system is
not strictly hierarchical. Although the unique anatomical and
physiological features of these pathways support their segre-
gation into functionally distinct subsystems, interpretations
vary. Poljak (1926) proposed that the pathways originating in
the ventral and dorsal cochlear nuclei may mediate process-
ing related to auditory localization and discrimination, re-
spectively. Subsequent anatomical and physiological studies
were used to support the notion that separate pathways
were specialized for the extraction of features important for
sound localization and pattern recognition (see Evans, 1974).

Parallel channels were also included in subsequent proposals,
but less emphasis was placed on their putative functional sig-
nificance. Andersen, Knight, et al. (1980) identified two seg-
regated pathways in their study of the thalamic connections
with auditory cortex in cats: a cochleotopic system involving
AI (auditory area 1), MGv, and ICc; and a diffuse system with
uncertain cochleotopic organization involving AII (auditory
area 2), medial geniculate divisions outside of the ventral di-
vision, and ICp. Calford and Aitkin (1983) identified four tec-
tothalamic pathways through the MGv, MGd, MGm, and Sg
in cats. Their proposal included a core pathway through the
ICc and MGv and a diffuse pathway involving the ICp and
subdivisions of the MGC surrounding the MGv. Rouiller,
Simm, Villa, de Ribaupierre, and de Ribaupierre (1991) orga-
nized the auditory pathways into three parallel channels: a
tonotopic system involving the MGv, a nontonotopic/diffuse
system involving the MGd, and a polysensory system involv-
ing the MGm. The various proposals share obvious anatomi-
cal and physiological similarities, but it remains unclear
whether spatial and nonspatial auditory functions, for exam-
ple, are mediated by separate parallel channels, as suggested
by Poljak. Some clues may lie in the functional organization
of the auditory cortex, described in the next section.

Cortical Auditory Processing

The organization of the auditory cortex in humans and non-
human primates has received sporadic attention for more than
100 years (for reviews, see Aitkin, 1990; Hackett, 2002; Kaas
& Hackett, 1998; Newman, 1988; Woolsey & Walzl, 1982).
Early anatomical and lesion studies were useful in identifying
the location of the auditory cortex in the brain, and subse-
quent studies have refined and expanded certain details of its
organization. Studies of auditory cortex in other mammals,
however, have outpaced work in primates both in number and
in scope. Consequently, more is known about the organiza-
tion of auditory cortex in cats and bats, for example, than in
any primate species. Fortunately, interest in primate auditory
cortex is rising, and considerable progress has been made in
recent years. In the following sections we present what is cur-
rently known about the functional organization of the primate
auditory cortex and relate these details to more general issues
of auditory processing in the brain.

Anatomical Organization

In humans and nonhuman primates the auditory cortex
occupies a large portion of the superior temporal region in
which a network of interconnected fields processes informa-
tion in parallel three or more serial stages. Corticocortical
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Figure 7.6 Schematic view of the macaque left hemisphere showing the location and intrinsic connections of auditory cortex. The dorsal bank of the lateral
sulcus has been removed (cut) to expose the superior temporal plane (LS ventral bank). The floor and outer bank of the circular sulcus (CiS) have been flattened
to show the medial auditory fields. The core region (dark shading) contains three subdivisions (AI, R, RT). In the belt region (light shading) seven subdivisions
are proposed (CM, CL, ML, AL, RTL, RTM, RM). The parabelt region (no shading) occupies the exposed surface of the superior temporal gyrus (STG). The
core fields project to surrounding belt areas (arrows). Inputs to the parabelt arise from the lateral and medial belt subdivisions. Connections between the parabelt
and medial belt fields are not illustrated to improve clarity. Tonotopic gradients in the core and lateral belt fields are indicated by the letters H (high frequency)
and L (low frequency). Adapted from Hackett et al. (2001).

connections of these areas include auditory-related fields in
frontal, parietal, and temporal cortex, whereas corticofugal
projections target numerous subcortical nuclei. Based on
anatomical and physiological data from several primate
species, including our own recent studies, we have developed
a working model of auditory cortical processing in pri-
mates to provide a platform for more detailed investigation
(Hackett, Stepniewska, & Kaas, 1998a; Hackett, Preuss, &
Kaas, 2001; Kaas & Hackett, 1998; Kaas, Hackett, & Tramo,
1999). In the schematic diagram of this model (Figure 7.6)
auditory cortex contains three hierarchically arranged re-
gions: core, belt, and parabelt. The core region is comprised
of two or three primary-like areas (AI, R, [RT]), each of
which has independent parallel inputs from the MGv. The
core is surrounded by a belt region of possibly seven or eight
areas (CM, CL, ML, AL, RTL, RTM, RM) at a second level
of processing with major inputs from the core, MGd, MGm,
Sg, and uncertain inputs from the MGv. The lateral portion of
the belt region is bordered by a parabelt region of at least two
divisions (RP, CP) located on the exposed superior temporal
gyrus. The parabelt receives direct projections from the belt,
MGd, MGm, Sg, and PM, but not the core or MGv; thus, it
represents a third stage of auditory cortical processing. The

patterns of thalamocortical and corticocortical connections
suggest that areas within a region may process information in
parallel before output to a later stage. This parallel arrange-
ment is not known to constrain activity to the simultaneous
processing of identical information; rather, significant differ-
ences are likely given the topographically distinct patterns of
cortical connections noted among areas at all levels.

Adjacent areas within and between regions tend to share the
densest connections (Figure 7.6). AI, for example, appears to
have denser connections with R, CM, CL, and ML than with
nonadjacent areas RT, RM, AL, RTM, and RTL. Similarly, the
caudal belt areas (CM, CL, ML) have stronger connections with
areas in the caudal belt and parabelt (CPB) than with fields
in the rostral belt and parabelt (RPB; Hackett et al., 1998a). The
topographical differences between the rostral and caudal audi-
tory fields is maintained in their projections to other cortical
regions, including the prefrontal cortex (Hackett, Stepniewska,
& Kaas, 1999; Romanski, Bates, & Goldman-Rakic, 1999;
Romanski, Tian, et al., 1999) and ventral intraparietal cortex
(Lewis &Van Essen, 2000).The orderly topography of auditory
cortical connections among functionally distinct cortical re-
gions has been used to support the hypothesis that there are two
streams of processing in primate auditory cortex: one devoted
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to spatial processing, the other involved with nonspatial audi-
tory processing (Colombo, Rodman, & Gross, 1996; Hackett,
Stepniewska, et al., 1999; Kaas & Hackett, 1998, 2000b;
Rauschecker, 1998; Rauschecker, Tian, Pons, & Mishkin,
1997; Romanski, Bates, et al., 1999; Romanski, Tian, et al.,
1999). This idea is analogous to the ventral “what” and dorsal
“where” pathways of the visual system (Mishkin, Ungerlei-
der, & Macko, 1983; Ungerleider & Mishkin, 1982). In the
visual system these functionally distinct pathways originate in
visual area 1 (VI) and form dual streams through ventral and
dorsal visual cortical areas subserving visual object (what) and
visual spatial (where) processing, respectively. The evidence
for the segregation of auditory function into dual processing
streams is discussed later.

Functional Organization

Microelectrode mapping studies of auditory cortex have
focused primarily on the tonotopic organization of the
core and belt regions (Aitkin, Merzenich, Irvine, Clarey, &
Nelson, 1986; Brugge, 1982; Imig, Ruggero, Kitzes, Javel, &
Brugge, 1977; Kosaki, Hashikawa, He, & Jones, 1997;
Luethke et al., 1989; Merzenich & Brugge, 1973; Morel &
Kaas, 1992; Morel et al., 1993; Pfingst & O’Connor, 1981;
Rauschecker, Tian, & Hauser, 1995; Rauschecker et al., 1997;
Recanzone, Guard, & Phan, 2000; Tian, Reser, Durham,
Kustov, & Rauschecker, 2001). Each of the core areas is tono-
topically organized, and the tuning curves of single neurons
tend to be narrow, especially when compared with units in ad-
jacent belt fields. In AI, neurons with higher CFs are located
caudomedially in curved isofrequency lines, and lower fre-
quencies are represented rostrolaterally (Figure 7.6). At the
border with R the tonotopic gradient is reversed such that AI
and R share a low CF border. The tonotopic organization of
RT is not clear, but another reversal in the CF gradient may be
present at the border of R and RT (Morel & Kaas, 1992). Map-
ping in the belt areas surrounding the core has also produced
evidence of tonotopic organization. Although less responsive
to pure tones, neurons in the belt can also be driven by noise
bands (e.g., 1�3 octave, 1�2 octave) with a defined center fre-
quency. Experiments using tones and narrow bands of noise
have shown that the tonotopic gradient in a given belt area is
parallel to that of the adjacent core area (Figure 7.6). Thus,
tonotopic organization represents an underlying functional
property that is maintained in the auditory cortex through the
second major stage of processing in the belt.

Other aspects of functional organization have also been
explored in the core and belt regions using stimuli other
than pure tones and noise bands. Many of these findings have
been interpreted as relevant to the processing of either spatial

or nonspatial auditory information, as neurons in some areas
are more responsive to certain classes of acoustic stimuli than
to others. Accordingly, these findings relate in various ways
to the dual-streams hypothesis pertaining to functional segre-
gation in auditory cortex.

Nonspatial Processing

Primates produce a repertoire of species-specific calls that, for
at least some species, may refer to objects or events in the en-
vironment and may thus convey “what” information about
food, predators, social relationships, the caller’s identity, and
the caller’s emotional state (Ghazanfar & Hauser, 1999). Calls
produced by other animals and a wide range of environmental
sounds are also likely to provide useful “what” information.
For these sounds to be meaningful, they must ultimately be as-
sociated with a specific entity or event. However, because the
acoustic structure of a given auditory object (e.g., a “grunt”
call) varies significantly within and between sources, the audi-
tory system must be able to extract and make use of the invari-
ant acoustic cues that convey meaning (see Beecher, Petersen,
Zoloth, Moody, & Stebbins, 1979; Green, 1975; May, Moody,
& Stebbins, 1989; Wang, 2000; Zoloth et al., 1979). The dy-
namic nature of the natural acoustic environment suggests that
both hardwired and plastic mechanisms contribute to this
process in development and throughout life.

Attempts to understand these mechanisms have produced
a wide range of findings. Ablation studies of primate audi-
tory cortex indicate that lesions of auditory cortex disrupt
auditory pattern discrimination. Animals with unilateral or bi-
lateral ablation of core, belt, or parabelt regions exhibit prob-
lems discriminating between sounds ranging in complexity
from pure tones to vocalizations (Colombo et al., 1996; Cowey
& Dewson, 1972; Cowey & Weiskrantz, 1976; Dewson,
Pribram, & Lynch, 1969; Dewson, Cowey, & Weiskrantz,
1970; Heffner & Heffner, 1984, 1986; Hupfer, Jurgens, &
Ploog, 1977; Iversen & Mishkin, 1973; Jerison & Neff, 1953;
Massopust, Wolin, Meder, & Frost, 1967; Massopust, Wolin,
& Frost, 1970; Pratt & Iversen, 1978; Symmes, 1966;
Wegener, 1976), although they are still able to detect an
auditory stimulus. Microelectrode recordings within the core
region have revealed neurons responsive to a similar broad
range of acoustic stimuli, including species-specific calls
(Funkenstein & Winter, 1973; Glass & Wollberg, 1983; Lu &
Wang, 2000; Manley & Muller-Preuss, 1978; Newman, 1978a,
1978b; Newman & Symmes, 1979; Newman & Wollberg,
1973a, 1973b; Pelleg-Toiba & Wollberg, 1991; Wang,
Merzenich, Beitel, & Schreiner, 1995; Winter & Funkenstein,
1973; Wollberg & Newman, 1972). Because many neurons in
the core were found to be responsive to vocalizations, it was



The Auditory Pathways 197

initially proposed that these neurons may also be selective for
a particular vocalization (i.e., “call detectors”), but this hy-
pothesis was not supported by subsequent studies. Based on
the wide range of response types encountered in AI, for exam-
ple, Newman (1978b, 1979) classified neurons into seven cat-
egories: (a) tuned filters, responsive to stimuli restricted to a
particular bandwidth; (b) specialists, responsive only to a sin-
gle vocalization; (c) class detectors, responsive to all tonal or
atonal calls, but not both; (d) complex-feature detectors, re-
sponsive to tonal, atonal, and mixed vocalizations; (e) general-
ists, responsive to all vocalizations and possibly responsive to
tones or noise; (f) amplitude modulation (AM) detectors, re-
sponsive to most stimuli and with a response pattern that
matches the temporal pattern of the stimulus; and (g) variant
detectors, discriminately responsive to variants within a class
of vocalizations. The specialists and class detectors repre-
sented 33% and 20% of the sampled population, respectively.
In later studies (Glass & Wollberg, 1983; Pelleg-Toiba &
Wollberg, 1991; Wang et al., 1995), however, most AI neurons
were found to be equally responsive to vocalizations presented
normally and in reverse temporal order. These results suggest
that only subpopulations of neurons at the first stage of cortical
processing in the core function as call detectors in the repre-
sentation of complex vocalizations. Their contribution is aug-
mented by the activity of synchronized cell assemblies that are
spatially distributed along and across the tonotopic axis, as de-
scribed in marmoset monkeys by Wang et al. (1995). Their
findings suggest that the spectral and temporal discharge pat-
tern of a large population of AI neurons forms an abstract rep-
resentation of the acoustic pattern of the vocalization.Although
abrupt changes in complex waveforms can be followed for
some stimuli (Bieser & Muller-Preuss, 1996; Steinschneider,
Arezzo, & Vaughan, 1980; Steinschneider, Reser, Fishman,
Schroder, &Arezzo, 1998; Steinschneider, Reser, Schroeder, &
Arezzo, 1995; Steinschneider, Schroeder, Arezzo, & Vaughan,
1995), precise replication of the spectrotemporal acoustic pat-
tern is not preserved because few cortical neurons are able to
follow rapid temporal changes faster than 20 ms to 30 ms (Lu
& Wang, 2000). The collective findings indicate that a smaller
population of neurons inAI is more selective to specific calls or
callers and that a larger nonselective population is responsive
to a wide range of sounds (Wang, 2000). The selective popula-
tion could signal the detection of a specific call or caller,
whereas the nonselective population processes and distributes
detailed information about the sound (Suga, 1994).

Outside of the core, neuron response profiles are no-
tably different, and greater selectivity has been observed.
Symmes, Newman, and Alexander (1976) reported that neu-
rons in cortex lateral to AI of squirrel monkeys were generally
less responsive to acoustic stimulation, but the incidence of

call-selective units was two to three times higher than in AI.
This may be related to spectrotemporal integration by neurons
in the belt areas, where tuning has been found to be broader
(Kosaki et al., 1997; Merzenich & Brugge, 1973; Morel et al.,
1993; Rauschecker et al., 1995, 1997; Recanzone, Guard, &
Phan, 2000). Recording from fields in the lateral belt region of
macaques, Rauschecker et al. (1995) reported that neurons
were generally much more responsive to narrow bands of
noise with a defined center frequency than to pure tones.
Moreover, neurons were found to be cochleotopically
arranged by best center frequency (BFc). On the basis of re-
versals in BFc, Rauschecker et al. identified three lateral belt
areas (AL, ML, CL) adjacent to areas R, AI, and CM, respec-
tively. The tonotopic gradient in each lateral belt field
matched that of the adjacent core field (see Figure 7.6). The
anterior (AL) and caudal (CL) fields of the lateral belt could
also be distinguished by preference for frequency modulated
(FM) sweep rates (Tian & Rauschecker, 1995). Neurons in
AL responded better to lower sweep rates (approximately
10 kHz/s), whereas units in CL preferred higher rates (ap-
proximately 100 kHz/s). Most lateral belt neurons also re-
sponded better to species-specific vocalizations than to
energy-matched tones or noise bands and preferred certain
calls to others. Call preferences could often be predicted from
the spectral composition of the call given the frequency re-
sponse area (receptive field) of the neuron. In addition, tem-
poral integration was found to characterize the responses of
some neurons. For example, response strength was greater
when both syllables of a two-syllable vocalization were pre-
sented in their correct temporal sequence than when either
syllable was presented alone. Although response specificity
for calls might be expected to increase as a result of spectral
and temporal integration, most neurons in the lateral belt re-
sponded to several calls, and few responded exclusively to a
single call or to all calls. Support for the dual streams hypoth-
esis can be found in a recent study of the lateral belt fields
(Tian et al., 2001). Neurons in AL were found to be more se-
lective for a particular call than were neurons in CL, which are
more selective for the spatial location (azimuth) of the call.
However, neurons rarely responded to a single call. Further
integration and greater specificity may be found at later stages
of processing (e.g., parabelt, superior temporal sulcus, insula)
or among networks of neurons in one or more areas.

In the multimodal insular cortex of squirrel monkeys, neu-
rons respond to simple and complex auditory stimuli, includ-
ing species-specific vocalizations (Bieser, 1998; Bieser &
Muller-Preuss, 1996; Pribram, Rosner, & Rosenblith, 1954;
Sudakov, MacLean, Reeves, & Marino, 1971). There is
some evidence for cochleotopic organization in the granular
insula (Bieser & Muller-Preuss, 1996;). Neurons in AI and
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the insula exhibited phase-locked encoding of periodic FM
stimuli (e.g., tones and twitter calls) at repetition rates up to
about 16 Hz (Bieser, 1998). Using AM stimuli, the temporal
resolution of AI neurons had a mean best modulation fre-
quency of 17.8 Hz, compared to a mean of 9.9 Hz for insular
neurons (Bieser & Muller-Preuss, 1996). These results sug-
gest that complex sound integration in squirrel monkeys oc-
curs in a time window of about 50 ms and that the temporal
resolution of insular neurons is sufficient to encode the tran-
sient features of a complex call. Interestingly, in AI, R, and
the insula, the phase-locked response to the natural call,
which is comprised of both AM and FM elements, was better
than the response to an FM stimulus alone. These results are
comparable to human psychophysical data showing that
mixed AM-FM modulated stimuli were easier to detect than
were AM or FM stimuli alone, suggesting related mecha-
nisms of detection (B. C. J. Moore & Sek, 1992; Sek &
Moore, 1994). Overall, then, these findings indicate that in-
sular neurons are involved in the processing of complex au-
ditory stimuli. Further, as found for most mammals, these
auditory cortical neurons appear best suited to process slow
temporal modulations of simple and complex acoustic stim-
uli (see Langner, 1992).

Spatial Processing

Like most mammals, primates are able to localize sounds in
space with high precision (C. H. Brown, Beecher, Moody, &
Stebbins, 1978; C. H. Brown, Beecher, Moody, & Stebbins,
1980; C. H. Brown, Schessler, Moody, & Stebbins, 1982). In
addition to the contribution of subcortical mechanisms of
spatial encoding, numerous studies suggest that the auditory
cortex plays a role in sound localization. Lesion studies have
shown that bilateral (Heffner & Heffner, 1990; Heffner &
Masterton, 1975; Ravizza & Diamond, 1974) and unilateral
(Thompson & Cortez, 1983) ablation of the auditory cortex
caused deficits in sound localization. Unilateral lesions cause
greater deficits for sounds presented in the hemisphere con-
tralateral to the lesion, whereas bilateral lesions have more
global effects. The deficits observed across studies are some-
what task dependent, and lesions involved multiple fields;
thus, the functional implications are uncertain, but it seems
clear that lesions of auditory cortex tend to reduce spatial
acuity and performance in tasks requiring accurate sound lo-
calization. Spatial discrimination of sounds near the midline
may be less affected by a bilateral cortical lesion than sounds
in the same hemifield further from midline (Heffner &
Heffner, 1990).

In experiments using microelectrode recordings, Brugge
and Merzenich (1973) found that cells in the core and belt

regions of macaque monkeys were sensitive to interaural dif-
ferences in time and intensity, and many units were most sen-
sitive to a particular stimulus intensity or interaural delay.
Recording from the caudal superior temporal gyrus in the
area known as the temporoparietal area (Tpt), Leinonen,
Hyvarinen, and Sovijarvi (1980) found neurons responsive to
auditory, somatosensory, and visual stimuli. Unimodal and
bimodal units were encountered for each modality. Most of
the auditory responsive neurons in this area were selective
for a particular azimuth of the sound source, typically in
the contralateral hemifield. In a survey of 196 single units,
Benson, Hienz, and Goldstein (1981) found that a majority of
units sampled in cortex outside of the core were spatially
tuned, but there was no correlation between tuning properties
and the cortical field in which the neuron was isolated. More
recently, however, the connections of auditory fields in the
caudal belt and parabelt regions were correlated with pre-
frontal (see Hackett, Stepniewska, et al., 1999; Romanski,
Bates, et al., 1999; Romanski, Tian, et al., 1999) and parietal
(Lewis & Van Essen, 2000) areas involved in auditory and
multimodal spatial processing. Such findings have generated
renewed interest in the possibility that certain areas of pri-
mate auditory cortex are specialized for the processing of
spatial information (for reviews, see Rauschecker & Tian,
2000; Recanzone, 2000; Tian et al., 2001). One of these areas
is the caudomedial area, CM, adjacent to the caudal and me-
dial borders of AI. Single- and multiple-unit recordings in
CM have consistently reported that neurons in CM are gener-
ally broadly tuned and respond more variably to pure tones
than to complex acoustic stimuli (Imig et al., 1977; Morel &
Kaas, 1992; Kosaki et al., 1997; Merzenich & Brugge,
1973; Morel, Garraghty, & Kaas, 1993; Rauschecker et al.,
1997; Recanzone, Guard, & Phan, 2000). In addition,
Rauschecker et al., 1997 demonstrated that CM is dependent
on inputs from AI for responsiveness to tonal stimuli. In these
experiments ablation of AI abolished tonal responses in CM,
but not the adjacent core field. Rauschecker (1998) reported
finding neurons tuned to specific spatial locations in CM,
suggesting that CM may represent the beginning of the spa-
tial pathway in auditory cortex. Support for this hypothesis
can be found in a recent study correlating single-unit activity
of neurons in AI and CM with sound localization in awake
behaving macaque monkeys (Recanzone, Guard, Phan, &
Su, 2000). The responses of about 80% of the neurons sam-
pled in AI and CM were correlated with a particular azimuth
or elevation (spatially sensitive), usually in the contralateral
hemifield. On the psychophysical detection task perfor-
mance was best for broadband stimuli, and compared with
neurons in AI, a slightly greater percentage of neurons in CM
were sensitive to the spatial location of both tone and noise
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stimuli. Further, neurons in AI and CM could predict behav-
ioral thresholds for spatial location, but neurons in CM were
generally better predictors of performance. The CM area is
also unique among auditory belt fields for its bimodal re-
sponse properties. Several studies have shown that neurons
in CM are responsive to auditory and somatosensory stimu-
lation (Fu et al., 2001; Robinson & Burton, 1980a, 1980b;
Schroeder et al., 2001). The significance of bimodal conver-
gence in CM with respect to its role in spatial localization
is currently unclear as there is not yet evidence for a corre-
spondence in spatial tuning among the auditory and so-
matosensory responsive neurons. One possibility is that such
convergence would be useful in networks computing head
and body position from somatosensory, auditory, visual, and
vestibular inputs because neurons in this region have been
shown to be responsive to vestibular stimulation (for review,
see Gulden & Grusser, 1998). Another caudal auditory field
has been shown to demonstrate spatial selectivity. Tian et al.
(2001) found a clear dissociation of auditory spatial tuning
between neurons in the anterolateral (AL) and caudolateral
(CL) auditory belt fields. Neurons in CL were much more se-
lective for spatial location of species-specific vocalizations
than were neurons in AL, which responded equally to calls at
any azimuth but were more selective for the type of call than
were neurons in CL.

Auditory Processing in Prefrontal Cortex

Anatomical and functional connections between nonprimary
auditory cortex and the frontal lobe are well established in
primates, dating back to some early studies of macaque mon-
keys (Hurst, 1959; Mettler, 1935; Sugar, French, & Chusid,
1948; Ward, Peden, & Sugar, 1946). Pandya and Kuypers
(1969) and Pandya, Hallett, and Mukherjee (1969) subse-
quently showed that the rostral and caudal auditory regions
projected to different domains of frontal cortex. The distinc-
tive patterns of prefrontal projections from rostral and caudal
auditory regions have since been elucidated in greater detail
(see Hackett, Stepniewska, et al., 1999; Romanski, Bates,
et al., 1999; Romanski, Tian, et al., 1999). Rostral belt and
parabelt fields are most densely connected with orbitofrontal
cortex and Areas 10, 12, 45, and rostral 46 within the inferior
convexity and frontopolar cortex (Figure 7.7). By compari-
son, caudal belt and parabelt fields are primarily connected
with the dorsolateral periprincipal region (e.g., caudal 46)
and prearcuate cortex (e.g., Area 8). The rostrocaudal topog-
raphy of auditory corticofrontal connections has been used to
support the dual-streams hypothesis (Hackett, Stepniewska,
et al., 1999a; Kaas & Hackett, 1998, 2000b; Rauschecker,
1998; Rauschecker et al., 1997; Romanski, Bates, et al.,
1999; Romanski, Tian, et al., 1999). Rostral auditory fields
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target inferior, polar, and orbital prefrontal domains involved
in auditory memory, discrimination, and language process-
ing, whereas the caudal auditory fields target dorsolateral and
periarcuate prefrontal areas involved in multimodal spatial
tasks. The segregation of pathways is not complete, however,
as there are connections between rostral and caudal auditory
domains and notable overlapping projections from auditory
cortex to the dorsal superior temporal sulcus and prefrontal
Area 46 (principal sulcus region). Thus, there are numerous
opportunities for interaction between streams and for other
streams, as well (see Kaas & Hackett, 1999). Nevertheless,
there is compelling support for the segregation of spatial and
nonspatial processing in some form as revealed by anatomi-
cal and physiological studies of the frontal lobe.

Microelectrode recordings have uncovered unimodal and
multimodal neurons responsive to auditory, visual, and so-
matic stimulation throughout the frontal lobe of monkeys
(e.g., Tanila, Carlson, Linnankoski, & Kahila, 1993). Some
but not all of these studies used methods and produced
data relevant to the dual-streams hypothesis. Newman and
Lindsley (1976) recorded from the periarcuate and periprin-
cipalis regions in squirrel monkeys. They obtained responses
in both regions to pure tones, clicks, and species-specific vo-
calizations, although a greater proportion of cells around
the principal sulcus responded to vocalizations. Units respon-
sive to clicks and tones were more evenly distributed be-
tween the two regions. Ito (1982) studied unit activity in the
prearcuate and caudal principalis regions of macaque mon-
keys during auditory and visual reaction time tasks. Uni-
modal and bimodal neurons were found in both regions, but
unimodal units tended to exhibit a phasic onset response,
whereas a tonic response profile characterized most bimodal
units. It was suggested that unimodal phasic units modulated
activity of multimodal tonic units to initiate behaviors such
as gaze control. Azuma and Suzuki (1984) and Suzuki
(1985) recorded from neurons in the caudal principal sulcus
and prearcuate regions of prefrontal cortex. The frontal eye
field (FEF), associated with visual saccade initiation, is lo-
cated within the prearcuate cortex. Most of the units they
encountered responded maximally in the contralateral hemi-
field within an azimuthal range of less than 45 deg. Vaadia,
Benson, Heinz, and Goldstein (1986) studied the responses
of neurons in the periarcuate region of rhesus monkeys in
passive and active localization tasks using auditory and vi-
sual stimulation. They found that it was more common for
units to respond to both auditory and visual modalities in the
active tasks. Further, during active localization many units
were tuned to one or more spatial locations (i.e., 0, 30, 60, or
90 deg contralateral), whereas the same units exhibited little
spatial tuning in the passive detection task. These findings

suggest that location-encoding mechanisms in this region are
not necessarily based on location-specific units, but on the
coordinated activity of multiple neurons that have broad spa-
tial tuning. In a subsequent report expanding on the former,
Vaadia (1989) described a large population of bimodal peri-
arcuate units with similar visual and auditory spatial tuning
that were not responsive to passive auditory or visual stimu-
lation but exhibited enhanced responses during an active
localization task. Russo and Bruce (1994) found that neurons
in the FEF that exhibited movement activity prior to saccades
to a visual target were also active prior to saccades made to
auditory targets, suggesting that targeting signals from both
modalities converge at or before this level of processing (see
also Hyde & Knudsen, 2000; Kaas & Hackett, 2000b; Schall,
1991; Schall, Morel, King, & Bullier, 1995).

Such results provide strong support for auditory and visual
spatial processing in these prefrontal regions; however, uni-
modal and bimodal units active in passive and nonspatial
tasks have been found within fields of the periprincipalis,
prearcuate, postarcuate, and inferior convexity regions
(Watanabe, 1992; Wollberg & Sela, 1980). Under passive lis-
tening conditions in awake squirrel monkeys, Wollberg and
Sela (1980) found units responsive to clicks, species-specific
vocalizations, and visual stimuli in pre- and postarcuate cor-
tex. Vocalizations and light flashes were the most effective
stimuli in generating a response. About 50% of the cells
responded to only one or two vocalizations, and the re-
searchers found just one cell responsive to all seven of the
calls tested. Thus, there was some selectivity for particular
calls. In a study of units in the periprincipal, prearcuate,
postarcuate, and inferior prefrontal cortex, Watanabe (1992)
studied the encoding of the associative significance (i.e.,
whether the stimulus was associated with a reward) of audi-
tory and visual stimuli. Bimodal units were found in all four
regions, but the highest proportions were found in postarcu-
ate cortex anterior to primary motor cortex. The second high-
est proportion was found in prearcuate cortex. About one
third of the bimodal units were sensitive to associative signif-
icance independent of the stimulus properties and were con-
sidered to be involved in cross-modal coding of this
parameter. Although the paradigms used in both of these
studies were not designed to test the spatial properties of au-
ditory stimuli, the influence of spatial cues on neuronal re-
sponses cannot be ruled out because directional information
was inherent in the acoustic stimuli. Indeed, the location of a
species-specific vocalization is a behaviorally important
component of the auditory percept that cannot be reliably ig-
nored or discounted under those experimental conditions.

Other studies of rostral, inferior, and orbital prefrontal
regions utilizing auditory stimuli are few in number, so little
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is known about auditory function in areas with connections
favoring the rostral auditory fields of the temporal lobe.
Benevento, Fallon, Davis, and Rezak (1977) reported that
many units in the orbitofrontal cortex respond to auditory or
visual stimuli. Over half of these were bimodal and often
showed auditory-visual interactions. For example, presenta-
tion of an auditory stimulus resulted in inhibition of excitation
produced by concurrent visual stimulation and vice versa.
Subsequently, Thorpe, Rolls, and Maddison (1983) showed
that the selectivity of bimodal neurons in the orbitofrontal
cortex could be matched. A unit that responded selectively to
the sight of a banana also could exhibit the same selectivity
for the taste of the banana (i.e., cross-modal matching). All of
these functional data, coupled with the distinctive connec-
tional patterns described earlier, suggest that the inferior and
orbital prefrontal cortex may play a role in the processing of
nonspatial information involving several sensory modalities,
including audition. However, a role in the processing of
spatial-related information cannot be ruled out at this time.

Auditory Processing in Parietal Cortex

The posterior parietal cortex contains several functionally
distinct areas that contribute to a multimodal representation
of space used by motor structures to guide movements. One
of these areas, the lateral intraparietal area (LIP), has connec-
tions with extrastriate visual cortex and projections to pre-
frontal and motor areas involved in movements of the eyes,
including the frontal eye field (for review, see Andersen,
Snyder, Bradley, & Xing, 1997). Connections between the
caudal superior temporal gyrus and the LIP region have been
known for many years (Divac, Lavail, Rakic, & Winston,
1977; Hyvarinen, 1982; Lewis & Van Essen, 2000; Pandya &
Kuypers, 1969). Physiological investigations of LIP were not
able to locate auditory responsive neurons (Hyvarinen, 1982;
Koch & Fuster, 1989; Mountcastle et al., 1975). In more re-
cent studies, however, auditory responsive neurons have been
identified in macaque monkeys performing auditory and
auditory-visual spatial tasks (Grunewald, Linden, &
Andersen, 1999; Linden, Grunewald, & Andersen, 1999;
Mazzoni, Bracewell, Barash, & Andersen, 1996; Stricanne,
Andersen, & Mazzoni, 1996). Grunewald et al. (1999)
demonstrated that auditory responses appear in LIP only after
training on spatial tasks requiring saccades to a remembered
location after a variable delay. In a companion study, Linden
et al. (1999) showed that neurons exhibited greater response
strength during the memory-saccade task than during a sim-
ple fixation task. Thus, auditory responses in LIP appear to be
dependent on both training and the behavioral task. These
findings led the investigators to conclude that the auditory

responses in LIP are supramodal (cognitive or motor) and not
modality-specific sensory responses. Thus, it seems clear that
the cortical processing of spatial-related auditory information
involves circuitry linking the caudal auditory belt and para-
belt fields, the lateral intraparietal area, and prefrontal cortex
(Rauschecker & Tian, 2000). The extent to which these cir-
cuits constitute a “where” pathway for audition is the subject
of ongoing investigations.
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In this chapter, we discuss the neural mechanisms of tactile per-
ception. In each of the sensory systems, information about the
external world is analyzed into separate processing streams.
In the somatosensory system, that division begins at the very
first stage of sensory processing. Nociceptors, thermorecep-
tors, proprioceptors, and cutaneous mechanoreceptors trans-
duce different stimulus features and channel their information
into separate, parallel streams. We focus here on the four cuta-
neous mechanoreceptors that are responsible for tactile percep-
tion. Evidence from psychophysical and neurophysiological
studies, reviewed here, suggests that they serve distinctly sepa-
rate functions. We first describe the four mechanoreceptor
types and discuss their roles in tactile perception. Then we dis-
cuss the anatomy and functions of the central pathways.We end
with a discussion of the role of attention in tactile information
processing. Throughout the chapter we focus on the processing
of information about surface features and object form.

PERIPHERAL NEURAL MECHANISMS
OF TACTILE PERCEPTION

Mechanoreception

Tactile perception is based on four cutaneous mechanorecep-
tive afferent neuron types: slowly adapting type 1 (SA1),

rapidly adapting (RA), Pacinian (PC), and slowly adapting
type 2 (SA2) afferents (see Table 8.1). Two of the four, the
RA and PC afferents, respond only to skin motion; they are
classed as rapidly adapting because they respond transiently
to sudden indentation. The other two, the SA1 and SA2 affer-
ents, are classed as slowly adapting because they respond to
sustained skin deformation with a sustained discharge that
declines slowly, although they (particularly SA1 afferents)
are more sensitive to skin movement than to static deforma-
tion. The neural response properties of these cutaneous affer-
ents have been studied extensively in both human and
nonhuman primates, and—except for the SA2 afferents,
which are not found in nonhuman primates—there are no
interspecies differences. We use the terms SA1, SA2, RA,
and PC systems throughout this chapter (Johnson & Hsiao,
1992). By SA1 system, for example, we mean the SA1 recep-
tors (the Merkel-neurite complex), the SA1 afferent nerve
fiber population, and all the ascending and central neuronal
pathways that convey the SA1 signal used for memory and
perception. We do not mean to imply that there is no central
convergence between these systems or that the systems do
not overlap.

SA1 afferent fibers branch repeatedly before they lose
their myelin and terminate in the basal layer of the epidermis.
There, they are enveloped by specialized (Merkel) epidermal
cells that enfold the unmyelinated ends of the SA1 axons
(Iggo & Andres, 1982). Although there are synapse-like junc-
tions between the Merkel cells and the axon terminals, action
potentials appear to arise as the result of mechanosensitive
ion channels in the bare nerve endings (Diamond, Mills, &
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Mearow, 1988; Ogawa, 1996). SA1 afferents innervate the
skin of the fingerpad densely and have small receptive fields.
As a consequence of these two properties, they transmit a
high-resolution spatial neural image of a stimulus contacting
the fingerpad. A striking response property of these afferents
is surround suppression (Vega-Bermudez & Johnson, 1999b),
which is similar to surround inhibition. In the central nervous
system, surround inhibition in the receptive field of visual or
somatosensory neurons is the result of an excitatory center
and an inhibitory surround produced by inhibitory synaptic
mechanisms. Surround inhibition makes a neuron sensitive to
local curvature and—depending on the balance between exci-
tation and inhibition—insensitive to uniform stimulation.
In touch, surround suppression confers similar response
properties to SA1 afferents; instead of being based on synap-
tic mechanisms, however, it is based entirely on mechanore-
ceptor sensitivity to a specific component of tissue strain near
the nerve ending (strain energy density or a closely related
component of strain; Phillips & Johnson, 1981; Srinivasan &
Dandekar, 1996). As a consequence, SA1 afferents fire vigor-
ously to points, edges, and curvature, and these responses are
suppressed by the presence of stimuli in the surrounding skin
(illustrated in Figure 8.2). Also, because of surround suppres-
sion, SA1 afferents are minimally responsive to uniform skin
indentation; therefore, local spatial features such as edges and
curves are represented strongly in the neural image conveyed
by the peripheral SA1 population response. Combined psy-
chophysical and neurophysiological experiments (reviewed
later in this chapter) indicate that the SA1 system is responsi-
ble for form and texture perception.

RA afferent fibers also branch repeatedly as they near the
epidermis. Each RA afferent ends in 30–80 Meissner’s cor-
puscles (Johnson, Yoshioka, & Vega-Bermudez, 2000), which
occur in dermal pockets between the sweat duct and adhesive
ridges (Guinard, Usson, Guillermet, & Saxod, 2000; Munger
& Ide, 1988). This puts Meissner’s corpuscles, which lie in
the dermis, as close to the surface of the epidermis as is
possible (Quilliam, 1978); this may account, in part, for the
RA’s greater sensitivity to minute skin deformation relative
to SA1 afferents, whose receptors are located on the tips of

the sweat-duct ridges. RA afferents innervate the skin of the
fingerpad more densely than do the SA1 afferents. Based
on combined data from humans and monkeys (Darian-Smith
& Kenins, 1980; Johansson & Vallbo, 1976; Johansson &
Vallbo, 1979b), which are not significantly different, the
best estimates at the fingertip are 100 SA1 and 150 RA
afferents/cm2. This greater innervation density suggests a role
for RA afferents in the two-dimensional representation of
stimulus form, but RA afferents resolve the spatial details of
tactile stimuli more poorly than do SA1 afferents. Their recep-
tive field sizes depend strongly on stimulus intensity and are
much larger than SA1 receptive fields at indentation levels that
occur in ordinary tactile experience. The striking feature of
RA responses is their sensitivity to minute skin motion. The
effective operating range of indentations for RAs is about
4–400 �m; the comparable SA1 range is about 15–1,500 �m
or more (Blake, Johnson, & Hsiao, 1997; Johansson, 1979;
Mountcastle, Talbot, & Kornhuber, 1966; Vega-Bermudez &
Johnson, 1999a). Thus, the SA1 and RA response properties
are complementary. The RA and SA1 systems are in some
ways like the scotopic and photopic systems in vision. The
RA system, like the scotopic system, has greater sensitivity
but poorer spatial resolution and limited dynamic range.
The SA1 system, like the photopic system, is less sensitive but
has higher spatial resolution and operates over a wider dy-
namic range. The neural response properties of RA afferents
make them ideally suited for motion perception. In fact, com-
bined psychophysical and neurophysiological studies show
that the RA system is responsible for the perception of
events that produce low-frequency, low-amplitude skin mo-
tion; that includes the detection of microscopic surface fea-
tures, the detection of low-frequency vibration, and the
detection of slip, which is critical for grip control (reviewed in
Johnson et al., 2000).

Each PC afferent terminates in a single Pacinian corpuscle,
which occurs in the dermis or the deeper tissues. The history,
structure, and electrophysiological properties of this receptor
are reviewed by Bell, Bolanowski, and Holmes (1994). The
most striking feature of the PC response is its extreme sensi-
tivity, which derives from mechanosensitive ion channels

Table 8.1 Properties of mechanoreceptors that innervate the hand

Afferent Adaptation to Steady RF Spatial Temporal
Type Receptor Deformation Size Resolution Sensitivity (Hz) Function

SA1 Merkel slow small 0.5 mm 0–100 form & texture perception

RA Meissner rapid small 3–5 mm 2–100 motion perception, grip control

PC Pacinian rapid large 2 cm 10–1000 transmitted vibration, tool use

SA2 Ruffini slow large 1 cm 0–20 lateral force, hand shape,
motion direction
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located in the unmyelinated ending within the corpuscle.
Pacinian corpuscles respond with action potentials to vibra-
tory amplitudes as small as 3 nm applied directly to the cor-
puscle (Bolanowski & Zwislocki, 1984) and 10 nm applied to
the skin (Brisben, Hsiao, & Johnson, 1999). The corpuscles
comprise multiple layers of fluid-filled sacs; these sacs act as
a cascade of high-pass filters that shield the unmyelinated
ending from the large, low-frequency deformations that ac-
company most manual tasks (Hubbard, 1958; Loewenstein &
Skalak, 1966). If not for this intense filtering, the transducer,
which is two orders of magnitude more sensitive than the
other mechanoreceptive transducers, would be overwhelmed
by most cutaneous stimuli. Because of their extreme sensitiv-
ity, receptive field boundaries are difficult to define. Some PCs
have receptive fields that encompass an entire hand or even an
entire arm; other PC’s have receptive fields restricted to a sin-
gle phalanx. There are about 2,500 Pacinian corpuscles in the
human hand and they are about twice as numerous in the fin-
gers as in the palm (about 350 per finger and 800 in the palm;
reviewed in Brisben et al., 1999). Because of its small num-
bers and its large receptive fields, the PC population transmits
little (if any) useful information about the spatial properties of
a stimulus. Instead, it transmits very effectively information
communicated by vibrations in objects, tools, or probes held
in the hand (reviewed in Johnson et al., 2000).

SA2 afferents are distinguished from SA1 afferents by four
properties: (a) Their receptive field areas are about five times
larger than SA1 receptive fields and have borders that are not
clearly demarcated (Johansson & Vallbo, 1980); (b) they are
about six times less sensitive to skin indentation (Johansson &
Vallbo, 1979a; Johansson, Vallbo, & Westling, 1980); (c) they
are two to four times more sensitive to skin stretch (Edin,
1992); and (d) their interspike intervals are more uniform
(Chambers, Andres, von Duering, & Iggo, 1972; Edin, 1992).
SA2 afferents are thought to end in Ruffini complexes (Iggo
& Andres, 1982), although the association of afferents with
these response properties with a specific receptor is not as se-
cure as it is with other cutaneous mechanoreceptors. Both
SA1 and SA2 afferents respond to forces orthogonal and par-
allel to the skin surface, but between them the SA1 afferents
are biased toward responsiveness to orthogonal forces, and
SA2 afferents are biased toward parallel forces (Macefield,
Hager-Ross, & Johansson, 1996). The poor SA2 responses to
raised dot patterns (e.g., Braille patterns in Figure 8.4) and to
curved surfaces suggest that they play no role in form percep-
tion (Phillips, Johansson, & Johnson, 1990). Because of SA2
responses to curved surfaces, Goodwin, Macefield, and Bisley
(1997, p. 2887) conclude that “SA2 responses are unlikely
to signal information to the brain about the local shape of an
object.” Because of their sensitivity to skin stretch, SA2s are

well suited to signaling lateral forces such as active forces
pulling on an object held in the hand. An interesting possibil-
ity is that they send a neural image of the pattern of skin
stretch to the central nervous system when the hand moves
about and that this neural image plays a significant or possibly
even the dominant role in our perception of hand conforma-
tion (reviewed in Johnson et al., 2000) and of the direction
of motion of an object moving across the skin (Olausson,
Wessberg, & Kakuda, 2000).

Form and Texture Perception

The distinction between form and texture perception is that
form perception concerns perception of the geometric struc-
ture of a surface or object, whereas texture perception corre-
sponds to the subjective feel of a surface or object. Form
perception depends on the specific geometry of a surface or
object; texture perception depends on its distributed, statisti-
cal properties. Form perception has many dimensions; tex-
ture perception has only two or possibly three dimensions
(see this chapter’s section entitled “Texture Perception”).
Form perception can be studied with objective methods (i.e.,
the subject’s responses can be scored for accuracy); texture
perception cannot. A sheet of Braille text provides an exam-
ple of the distinction. After scanning a Braille passage with
the fingertip, a Braille reader can be asked to report the con-
tent of the passage or to report how rough it felt. The subject’s
character- or word-recognition abilities can be scored for ac-
curacy; the report of roughness cannot. Similarly, reports
about the spacing or density of the Braille dots would be a
product of form and not of texture perception.

Form Perception 

Form perception is constant over a wide range of stimulus con-
ditions. The ability to discriminate object or surface features
and the capacity for pattern recognition at the fingertip are the
same whether the object is contacted by active touch or is ap-
plied to the passive hand. Form perception is affected only
marginally by whether the object is stationary or moving rela-
tive to the skin; it is unaffected by scanning speed up to
40mm/s; it isunaffectedbycontact force, at leastover the range
from 0.2–1.0 N; and it is affected only marginally by the height
(relief)of spatial featuresoverawide rangeofheights (Johnson
& Lamb, 1981; Loomis, 1981, 1985; Phillips, Johnson, &
Browne, 1983;Vega-Bermudez, Johnson, & Hsiao, 1991).The
evidence presented in the following discussion shows that the
SA1 system is responsible for form perception.

Figure 8.1 shows the results of three psychophysical studies
of the human ability to discriminate stimuli with the distal pad
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Figure 8.1 Human performance in gap detection (open circles), grating
orientation discrimination (filled squares), and letter recognition (open
squares) tasks. The abscissa represents the fundamental element width for
each task, which was gap size for the gap detection task, bar width (half the
grating period) for the grating orientation discrimination task, and the aver-
age bar and gap width within letters (approximately one fifth the letter
height) for the letter recognition task. Threshold is defined as the element
size producing performance midway between chance (50% correct for the
gap and grating tasks, 1�26 for letter recognition) and perfect performance.
Adapted from Johnson and Phillips, 1981.

of the index finger. In all three studies, the element width that
resulted in performance midway between chance and perfect
discrimination was between 0.9 and 1.0 mm, which is close to
the theoretical limit set by the innervation density of SA1 and
RA primary afferents at the fingertip. Acuity declines progres-
sively from the index finger to the fifth finger (Vega-Bermudez
& Johnson, 2001) and it declines progressively with age
(Sathian, Zangaladze, Green, Vitek, & DeLong, 1997; J. C.
Stevens & Choo, 1996; Wohlert, 1996). Whether these de-
clines are due to differences in innervation density is not
known. Spatial acuity at the lip and tongue is significantly bet-
ter than that at the fingertip (Essick, Chen, & Kelly, 1999;
Sathian & Zangaladze, 1996; Van Boven & Johnson, 1994).
Tactile spatial acuity is the same in human and nonhuman pri-
mates (Hsiao, O’Shaughnessy, & Johnson, 1993).

The ability to discriminate gratings and letters with ele-
ment widths around 1 mm means that at least one of the
afferent systems must sustain a neural image with 1 mm res-
olution or better. That requires an innervation density of at
least one afferent per square mm; it also requires that indi-
vidual afferents be able to resolve the spatial details with a
resolution that accounts for human discrimination perfor-
mance. Neither the PC system nor the SA2 system comes
close on either score (Johansson & Vallbo, 1979b). Note that
the human performance illustrated in Figure 8.1 begins to rise
above chance at element sizes around 0.5 mm, which means
that either the SA1 or RA system must begin to resolve

Figure 8.2 Responses of monkey SA1, RA, and PC afferents to a grating
pressed into the skin. The grating is shown in cross-section beneath each
response profile. The bars are 0.5 mm wide; the grooves are deeper than
illustrated (2.0 mm deep) and are 0.5, 0.5, 0.75, 1.0, 1.5, 2.0, 3.0, and
5.0 mm wide. The responses displayed in each profile were obtained by in-
denting the skin to a depth of 1 mm, holding the indentation for 1 s, raising
the grating, and then moving it laterally by 0.2 mm before the next inden-
tation. The horizontal dimension of the response profile represents the
location of the center of the receptive field relative to the grating; for ex-
ample, the left peak in the SA1 response profile (approximately 95 imp/s)
occurred when the center of the SA1 receptive field was directly beneath
the left edge of the grating. The RA illustrated here was the most sensitive
to the spatial structure of the grating of the 12 RA afferents that were stud-
ied. Some RAs barely registered the presence of the 5 mm gap even though
they responded vigorously at all grating positions. Adapted from Phillips
and Johnson, 1981.

spatial detail at about 0.5 mm. Evidence that only the SA1
afferents account for the human performance illustrated in
Figure 8.1 comes from neurophysiological experiments in
which SA1 and RA afferents were studied with periodic
gratings. SA1 responses to a periodic grating convey infor-
mation about spatial structure when the groove and ridge
widths are 0.5 mm wide (Figure 8.2). When the grooves and
ridges are 1 mm wide, SA1s provide a robust neural image of
the stimulus. In contrast, RAs require grooves that are 3 mm
wide or more before their responses begin to distinguish a
grating from a flat surface; most RAs fail even to register
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grooves 3 mm wide. The RA response illustrated in Fig-
ure 8.2 was the most sensitive to spatial detail of the 12 RAs
that were studied. PC afferents were unable to resolve
grooves that were 5 mm wide (Figure 8.2). Kops and Gardner
(1996) obtained nearly identical results with an Optacon,
which is a dense array of vibrotactile probes designed as a
reading aid for the blind (Bliss, 1969).

The human ability to recognize raised letters of the alpha-
bet when the letter heights are near threshold is illustrated in
Figure 8.3. In this figure, we also show the response of a typ-
ical SA1 afferent to repeated scans of the same raised letters
(Vega-Bermudez et al., 1991). In that study, Vega-Bermudez
et al. (1991) showed that there was no detectable difference
in human performance between active and passive touch and

Figure 8.3 Confusion matrix of responses obtained from human letter recognition task (top) and responses of a monkey SA1 afferent to letter stimuli (A–Z),
which approximates the neural image of letter stimuli conveyed to the brain (bottom). The confusion matrix is derived from the pooled results of 64 subjects who
performed either the active or passive letter identification task. The letters were raised 0.5 mm above the background and were 6 mm high. Matrix entries repre-
sent the frequencies of all possible responses to each letter (e.g., the letter A was called N on 8% of presentations). The numbers in the bottom row represent col-
umn sums. The numbers in the rightmost column represent the number of presentations for each stimulus. Boxes around entries represent letter pairs whose mean
confusion rates exceed 8%. For example, the mean confusion rate for B and G is 8% because G is called B on 11% of trials and B is called G on 5% of trials. The
neural image (bottom) was derived from action potentials recorded from a single SA1 afferent fiber in a monkey. The stimuli consisted of the same embossed
letters as in the letter recognition task scanned repeatedly from right to left across the receptive field of the neuron. Each black tick in the raster represents the
occurrence of an action potential (see caption in Figure 8.4 for details). Adapted from Vega-Bermudez et al., 1991.
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that the confusion matrix shown in Figure 8.3 is characteris-
tic of human letter recognition performance across a wide
range of stimulus conditions. Even the detailed patterns of
identifications and errors were identical between active and
passive touch. Accuracies in letter recognition ranged from
15% (N) to 98% (I) and more than 50% of the confusions
were confined to 7% of all possible confusion pairs (22 out of
325 possible confusion pairs), which are enclosed in boxes in
Figure 8.3. The confusions in all but 5 of those 22 pairs are
highly asymmetric ( p < 0.001). The frequency of occurrence
of letters in English bears no relationship to the rates of cor-
rect responses, false positives, or total responses. Further-
more, excluding I, J, and L, which had high hit rates and low
false-positive rates, there was no relationship between hit and
false-positive rates. All of this evidence suggests that the re-
sponse patterns are not the result of cognitive biases.

The pattern of confusions seems to be explained by the re-
sponse of SA1 afferents to the letters, which is illustrated at
the bottom of Figure 8.3. For example, B is identified as B on
only 18% of trials; instead, it is called D 50% more often
than it is called B. Conversely, D is virtually never called B
(Figure 8.3 top). This pattern of confusion can be explained
by the SA1 surround suppression mechanism discussed ear-
lier, which suppresses the response to the central, horizontal
bar of the B. The neural representation of the B resembles a D
more than it does a B (see rasters at bottom of Figure 8.3),
which accounts for the strong bias in the psychophysical
studies towards the letter D. For another example, C is often

called G or Q, but G and Q are almost never called C. An ex-
planation is that the participant learns quickly that internal
and trailing features are often represented weakly or not at
all; therefore, when the participant is presented with the letter
C, lack of the features expected of a G or a Q in the neural
representation is not a strong reason to not respond G or Q.
Conversely, the strong representation of the distinctive fea-
tures of the G and Q make confusion with a C unlikely. The
performance illustrated in Figure 8.3 is for naive subjects in
their first testing session. Performance improves steadily on
repeated testing (Vega-Bermudez et al., 1991). One possible
reason for the improvement is that subjects may learn the
idiosyncracies of the neural representations (e.g., as soon as a
participant recognizes the distinctive feature of the G in the
neural representation, he or she is less likely to mistake a C
for a G).

Figure 8.4 shows the responses of typical human cuta-
neous afferent responses to Braille symbols (top row)
scanned over their receptive fields (Phillips et al., 1990). The
responses of human afferents to these raised-dot patterns
are indistinguishable from the responses of monkey affer-
ents to similar patterns (Johnson & Lamb, 1981). SA1 affer-
ents provide a sharp, isomorphic representation of the Braille
patterns, RA provide a less sharply defined isomorphic
representation, and PCs and SA2’s provide no useful spatial
information.

Neurophysiological studies with the Optacon show that
it activates the RA and PC systems well but not the SA1

Figure 8.4 Responses of human SA1, RA, SA2, and PC afferent fibers to the Braille symbols corresponding to the letters A–R. The Braille symbols were
scanned (60 mm/s) repeatedly from right to left over the afferent fibers’ receptive fields (in effect, the receptive fields scanned from left to right). After each scan,
the Braille pattern was shifted 0.2 mm at right angles to the scanning direction. Each black tick in the impulse rasters represents the occurrence of an action po-
tential. Each row of the raster represents the response to a separate scan. The receptive fields were all on the distal fingerpads. Adapted from Phillips et al., 1990.
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Figure 8.5 Population response of peripheral SA1 afferents to indentation with spheres of varying curvature. The left plot shows the mean responses of SA1
afferents as a function of proximal-distal distance from the center of indentation. Data are shown for seven curved surfaces with radii ranging from 1.4 mm
(curvature = 694 m�1) to a flat surface (curvature = 0 m�1). The right plot shows population response profiles in proximal-distal slices at varying distances from
the center of indentation. Adapted from Goodwin et al., 1995.

system; furthermore, these studies demonstrate that only the
RA system can account for spatial pattern recognition perfor-
mance with the Optacon (Gardner & Palmer, 1989; Palmer &
Gardner, 1990). Therefore, the psychophysical studies em-
ploying the Optacon (J. C. Craig & Rollman, 1999) are stud-
ies of the form-processing capacity of the RA system. The
results of those studies are exactly what one would predict
based on the RA responses illustrated in Figure 8.2. For
example, humans cannot discriminate the orientation of an
Optacon grating pattern until the gaps in the grating exceed
5 mm width (Kops & Gardner, 1996).

Studies of curvature perception also implicate the SA1
system in form processing (Goodwin, Browning, & Wheat,
1995; Goodwin, John, & Marceglia, 1991; Goodwin &
Wheat, 1992a, 1992b). Those studies show that estimates of
curvature are unaffected by changes in contact area and force,
and—conversely—estimates of force are unaffected by
changes in curvature. This latter finding is particularly sur-
prising, considering that SA1 firing rates are strongly af-
fected by curvature and that SA1 mean firing rates are the
most likely neural code for the perception of force (Goodwin
et al., 1995; LaMotte & Srinivasan, 1993; Srinivasan &
LaMotte, 1987). The psychophysical observations showing
that curvature perception is unaffected by changes in contact
area or force suggest that the spatial profile of neural activity
is used for the perception of curvature and that a different
neural code (e.g., total discharge rate) is used for the percep-
tion of force. Only the SA1 population response provides a

veridical representation of curvature that can account for the
psychophysical observations (Dodson, Goodwin, Browning,
& Gehring, 1998; Goodwin et al., 1995). The SA1 popula-
tion responses to a wide range of curvatures are shown in
Figure 8.5. RAs respond poorly to such stimuli and provide
no signal that might account for the ability of humans to
discriminate curvature (Goodwin et al., 1995; Khalsa,
Friedman, Srinivasan, & LaMotte, 1998; LaMotte, Friedman,
Lu, Khalsa, & Srinivasan, 1998).

Texture Perception

Multidimensional scaling studies have shown that texture
perception includes soft-hard and smooth-rough as indepen-
dent perceptual dimensions—surface hardness and rough-
ness can occur in almost any combination, and they account
for most or all of texture perception (Hollins, Bensmaïa,
Karlof, & Young, 2000; Hollins, Faldowski, Rao, & Young,
1993). A third dimension (sticky-slippery) improves the mul-
tidimensional scaling fit in some subjects. Thus, it appears
that texture perception has two strong dimensions and possi-
bly a third weaker dimension.

Roughness. Roughness perception has been studied ex-
tensively (Blake, Hsiao, & Johnson, 1997; Connor, Hsiao,
Phillips, & Johnson, 1990; Connor & Johnson, 1992; Hollins
et al., 2000; Lederman, 1974; Meenes & Zigler, 1923;
Meftah, Belingard, & Chapman, 2000; Sathian, Goodwin,
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John, & Darian-Smith, 1989; S. S. Stevens & Harris, 1962;
Yoshioka, Dorsch, Hsiao, & Johnson, 2001). These studies
demonstrate that roughness perception is unidimensional (the
test of unidimensionality being the ability to assign numbers
on a unidimensional continuum and to make greater-than and
less-than judgments); that it depends on element height, di-
ameter, shape, compliance, and density; and that the relation-
ship between roughness and the different element parameters
is complex and nonlinear. Important early observations were
that scanning velocity, contact force, and friction between
the finger and a surface have minor or no effects on rough-
ness magnitude judgments (Lederman, 1974; Taylor &
Lederman, 1975).

The neural mechanisms of roughness perception have been
studied in a series of combined psychophysical and neuro-
physiological studies (reviewed in Johnson et al., 2000).
These studies suggest strongly that the neural mechanisms un-
derlying roughness perception depend on the spatial variation
(mean absolute difference) in firing rates between SA1 affer-
ents with receptive field centers separated by 2–3 mm. This
conclusion was derived through the use of the method of
successive falsification (Platt, 1964; Popper, 1959), whereby
psychophysical data from human participants were tested
against neurophysiological data recorded from monkeys
using the exact same stimuli and stimulus conditions. In this
method, multiple working hypotheses are proposed, and a
hypothesis is rejected only when there is no consistent (one-
to-one) relationship between the neural measure and human
performance. The favored hypothesis is the one that survives
the hypothesis testing. The first study (Connor et al., 1990) re-
jected neural codes based on mean firing rate; the second
study (Connor & Johnson, 1992) rejected all neural codes that
depend on the temporal fluctuations in firing rates of the affer-
ent fibers; the third study (Blake, Hsiao, et al., 1997) rejected
all neural codes based on the firing of RA afferent fibers; the
fourth study (Yoshioka et al., 2001) rejected all neural codes
based on the firing of PC afferent fibers. The only neural code
that consistently accounts for human roughness perception
over surfaces with individual elements spaced from 0.1 to
6.2 mm apart and heights from 0.28 to 2.0 mm is one based on
spatial variation of firing among SA1 afferent fibers. The cor-
relation between the psychophysical roughness magnitude es-
timates and spatial variation in the SA1 discharge was greater
than 0.97 in all four studies (see Figure 8.6).

Recent studies, reviewed in the following discussion,
have shown that a subpopulation of neurons in area 3b of
primary somatosensory cortex (SI) have receptive fields
composed of spatially separated regions of excitation and in-
hibition. These neurons have discharge rates that are propor-
tional to the difference in discharge rates that one would

expect between SA1 afferent fibers with receptive fields sep-
arated by 2–3 mm (DiCarlo & Johnson, 2000)—that is, the
mechanism underlying their firing rates is exactly the one that
was discussed earlier as the neural basis for roughness judg-
ments. The mean firing rate of a population of such neurons
would correspond closely to subjects’ roughness judgments;
moreover, like roughness perception, the mean firing rate
would be affected only secondarily by scanning velocity and
contact force (DiCarlo & Johnson, 1999). These results sug-
gest that roughness perception may be based on the responses
of a subpopulation of neurons in area 3b.

Softness. Softness (or its reciprocal, hardness) is the
second major dimension of texture (Hollins et al., 2000).
Softness is the subjective impression of the progressive
change in conformation of a surface to the contours of the
fingers that accompanies changes in contact force. The per-
ception of softness is not to be confused with the perception
of compliance. Although both are dependent on changes in
contact force, compliance is a physical property of the sur-
face being touched—consequently, discrimination of compli-
ance, like dot spacing, is objective (i.e., can be scored
for accuracy). In contrast, softness, like roughness, is a
subjective sense. Perceived softness does not depend on the
relationship between force and object displacement—the fact
that the space bar on a computer keyboard gives way easily
(is compliant) does not make it soft. A soft object conforms to
the finger or hand as it is manipulated, but conformation is
not sufficient; the keyboard keys that are molded to conform
to the skin of a fingertip feel as hard as flat keys. A working
hypothesis is that softness is signaled by the rate of growth of
contact area with contact force and by the uniformity of pres-
sure across the contact area.

The neural mechanisms of softness perception have not
been studied systematically. Except for a study by Harper and
Stevens (1964), most psychophysical studies have focused on
the objective ability to discriminate compliance. Harper and
Stevens showed that subjective softness judgments were
related to the compliance of their test objects by a power func-
tion and that hardness and softness judgments were recipro-
cally related.The most extensive study of the ability of humans
to discriminate compliance is by Srinivasan and LaMotte
(1995), who used cutaneous anesthesia and various modes of
stimulus contact to show that cutaneous information alone is
sufficient to discriminate the compliance of objects with de-
formable surfaces. Subjects discriminate softness when an ob-
ject is applied to the passive, immobile finger as accurately as
they do when they actively palpate the object. Moreover, the
study showed that this ability is unaffected when the velocity
and force of application are randomized.
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Figure 8.6 Human subjective magnitude roughness estimates and measures of spatial variation in firing rates among SA1 afferents of the monkey in four
studies that used different textured surfaces. The left ordinate in each graph is the mean reported roughness. The right ordinate is the spatial variation in SA1
firing rates. The surface pattern used in each study is illustrated below the data to which it applies. The top row (A) shows results from Connor et al. (1990),
who used 18 raised dot patterns with different dot spacings and diameters. The middle row (B) shows results from Blake, Hsiao, et al. (1997), who used 18
raised dot patterns with different dot heights and diameters. The two left graphs in the bottom row (C) show results from Connor and Johnson (1992), who
varied pattern geometry to distinguish temporal and spatial neural coding mechanisms. The right graph shows data from Yoshioka et al. (2001), who used fine
gratings with spatial periods ranging from 0.1 to 2.0 mm. The lines connect stimulus patterns with constant spatial periods.
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There are no combined psychophysical and neurophysio-
logical experiments that systematically address the neural
mechanisms of softness perception, but the likely mechanism
can be inferred from what we know about the response prop-
erties of each of the afferent types. Just as in roughness per-
ception, the a priori possibilities are intensive, temporal, or
spatial neural codes in one or more of the cutaneous afferent
populations. Intensive codes are unlikely because random
changes in velocity and force, which do not affect discrimi-
nation performance, have strong effects on afferent impulse
rates (Srinivasan & LaMotte, 1996). Purely temporal codes
seem unlikely because perceived softness (or hardness) is
based on perceived changes in object form with changing
contact force. Hence, the most likely mechanism is that soft-
ness is based on the dynamic changes in the profile of the
population response of the SA1 afferents that occur when the
finger comes into contact with a surface.

Texture Perception With a Probe. When we use a tool
or probe, we perceive distant events almost as if our fingers
were present at the working surfaces of the tool or probe. An
early demonstration of this was made by Katz (1925/1989),
who showed that we can discriminate one textured surface
from another as well with a probe as with a finger applied di-
rectly to the surfaces. He showed further that this capacity is
lost when vibrations in the probe are damped. A recent study
(Brisben et al., 1999) has shown that when subjects grasp a
probe, transmitted vibrations with amplitudes less than 10 nm
at the hand can be detected (the mean is 30 nm; see Figure
8.7). Only the PC system can account for this capacity.

The hypothesis that the PC system is responsible for the per-
ception of vibrations transmitted through an object held in the
hand supposes not only that Pacinian receptors detect the trans-
mitted vibration, but also that the PC population transmits a
neural representation of the vibratory signal sufficient to
account for this perceptual capacity. Work on the human abil-
ity to detect and discriminate complex vibratory stimuli sup-
ports this idea by showing that we are sensitive to the temporal
structure of high-frequency stimuli that only activate PC affer-
ents (Formby, Morgan, Forrest, & Raney, 1992; Lamore,
Muijser, & Keemink, 1986; Weisenberger, 1986); for example,
humans can discriminate the frequency with which a 250-Hz
carrier stimulus is modulated for modulation frequencies as
high as 60 Hz (Formby et al., 1992). In contrast, Bensmaïa and
Hollins (2000) have shown that the discrimination of complex
waveforms composed of high frequencies is poor; they have
suggested that RAafferents may play a role in temporal coding.

CENTRAL MECHANISMS OF FORM AND
TEXTURE PERCEPTION

Central Pathways 

A principle of organization within the somatosensory system
is that neurons responsible for the different aspects of sensory
perception are separated into separate anatomical pathways
that are modality specific. The division begins at the level of
the peripheral nerves and continues as axons leaving the dor-
sal root ganglion send their projections into the spinal cord.
Axons entering the spinal cord separate into two parallel
paths (Figure 8.8). One—the dorsal-column-medial-lemnis-
cal pathway—contains large- and medium-diameter myeli-
nated fibers that ascend in the ipsilateral dorsal column to
synapse on neurons in the dorsal column nuclei (DCN). This
pathway is responsible for conveying information concerning
both mechanoreceptive and proprioceptive function. The
other pathway—the spinothalamic tract (STT)—conveys in-
formation from unmyelinated C fibers and small myelinated
A-delta fibers that enter and terminate in the dorsal horn of the
spinal cord. From there, the axons of the STT cross the midline
to ascend in the anterolateral quadrant of the spinal cord. This
pathway is primarily responsible for conveying information
about pain and temperature. The division of function contin-
ues as second-order neurons in the DCN and dorsal horn send
their axons to the thalamic nuclei (A. D. Craig & Dostrovsky,
1999; Jones, 1990; Jones & Friedman, 1982; Perl, 1998;
Poggio & Mountcastle, 1960). For the dorsal-column-medial-
lemniscal pathway, the second-order neurons terminate at the
contralateral ventral posterior lateral nucleus of the thalamus
(VPL), where afferents from the deep tissues are segregated
from the cutaneous inputs (Jones & Friedman, 1982). Neurons

Figure 8.7 Vibratory detection for subjects grasping a rod 35 mm in
diameter. Adapted from Brisben et al., 1999.



Central Mechanisms of Form and Texture Perception 221

Figure 8.8 Schematic diagram of the somatosensory system. Arrowheads
represent feed-forward projections (i.e., projections terminating in Layer IV
of the target area). The two arrowheads in the connection between SII and 7b
indicate that both areas have been reported to receive feed-forward projec-
tions. Feedback projections are not shown.

in VPL then send their projections to primary (SI) somatosen-
sory cortex, whereas neurons in ventral posterior inferior
nucleus (VPI) project to secondary (SII) somatosensory cor-
tex (Friedman, Murray, O’Neill, & Mishkin, 1986; Jones &
Burton, 1976; Jones & Friedman, 1982).

SI cortex is composed of four cytoarchitectonic areas (3a,
3b, 1, and 2) that receive the majority of their inputs from
VPL. The connectivity is highly specific, with neurons in 3a
and 2 receiving inputs from neurons in VPL that respond to
proprioceptive stimuli and neurons in 3b and 1 receiving in-
puts from neurons in VPL that respond to cutaneous stimuli.
The four areas of SI are also interconnected; neurons in 3a
send a large projection to area 2 and a small projection to 1,
neurons in 3b send their outputs to 1 and 2, and 1 sends its
outputs to 2 (for a review, see Felleman & Van Essen, 1991).
Based on these connections alone, one can infer that areas 3b
and 1 are important for mechanoreceptive functions and that
neurons in 3a and 2 are important for functions like stereog-
nosis that require proprioceptive information (Landgren,
Silfvenius, & Olsson, 1984).

There are two main projections from SI. One is toward
areas 5, Ri, and 7b; the other is toward SII. SII also receives
inputs from Ri and 7b and along with these areas sends its
outputs to two separate divisions of the insula. Although in
Figure 8.8 we have depicted SII as a single area, it is com-
posed of two or more areas (reviewed later in this chapter). A
working hypothesis with extensive support from both neuro-
physiological and ablation studies is that the main pathway
underlying form and texture perception proceeds from the
thalamus to SI cortex, then to SII cortex, and finally to the in-
sula (Schneider, Friedman, & Mishkin, 1993).

SI Cortex

The segregation of function between the SA1, RA, SA2, and
PC systems suggests that these afferent systems remain seg-
regated to some degree in the central nervous system. How-
ever, considering how distinctly separate are the functions of
the four afferent systems, it is surprising that there is little ev-
idence to support the notion that these systems are segregated
within SI cortex. One of the few definite claims that can
be made is that 3b is important for form perception. In the re-
mainder of this section on SI cortex, we review the neural
mechanisms of form processing in area 3b.

Area 3b. Removal of area 3b produces profound behav-
ioral deficits in all somatosensory tasks tested, whereas re-
moval of other SI areas appears to produce more specific
deficits in the tactile discrimination of textures (area 1) and
three-dimensional forms (area 2; Randolph & Semmes, 1974).
Neurophysiological studies have shown that 3b has smaller
receptive fields (Paul, Goodman, & Merzenich, 1972; Sur,
Garraghty, & Bruce, 1985; Sur, Merzenich, & Kaas, 1980) and
a higher proportion of cells responding to static skin indenta-
tion (Paul et al., 1972; Sur, Wall, & Kaas, 1984) than do other
SI cortical areas. However, none of these observations is espe-
cially indicative of 3b playing a role in spatial information pro-
cessing. The smaller receptive fields in 3b are almost certainly
a consequence of 3b being at an earlier stage of processing
within the somatosensory pathways (Bankman, Johnson, &
Hsiao, 1990; Johnson, Hsiao, & Twombly, 1995). A continued
response to sustained, steady indentation does imply that neu-
rons in 3b receive inputs from slowly adapting afferents, but
the converse is not true—a transient response may result from
lack of slowly adapting input or, just as likely, delayed
inhibition that shuts off the response to a sustained input
(Andersson, 1965; DiCarlo & Johnson, 2000; Gardner &
Costanzo, 1980; Innocenti & Manzoni, 1972; Sur et al., 1984).

Aclue that 3b is specialized for processing spatial informa-
tion comes from the relative expansions of the representations
of the digits in areas 3b and 1. The cortical magnification
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Figure 8.9 Responses of two SA neurons to letter stimuli (U–Z: top neuron; B–H: bottom neuron) recorded from Area 3b of the awake monkey. Letter height:
8.5 mm; scanning velocity: 50 mm/s; contact force: 60 g. Shown for each neuron are the neural responses without (top row) and with the stimulus letters. Details
are the same as those in Figure 8.4.

factors (unit cortical area per unit body surface area) in areas
3b and 1 are approximately equal over most of the postcentral
gyrus, except in the finger region, where spatial acuity is high-
est and the magnification in 3b climbs to approximately five
times that in area 1 (Sur et al., 1980).Another clue comes from
the response properties of neurons in 3b. When neurons with
receptive fields on the fingerpads are stimulated with scanned,
complex spatial stimuli, almost all of them yield responses
that are more complex than can be accounted for by simple,
excitatory receptive fields. It is evident from these responses
that many neurons in 3b are responding to specific spatial fea-
tures of the stimuli (Bankman et al., 1990; Hsiao, Johnson,
Twombly, & DiCarlo, 1996; Johnson et al., 1995; Phillips,
Johnson, & Hsiao, 1988). Responses of two SA neurons in
area 3b are illustrated in Figure 8.9. The neuron illustrated in
the top two rows of Figure 8.9 is clearly responding to the ori-
entations of letter segments. The neuron illustrated in the bot-
tom two rows has a complex response that is not easily

interpreted; for example, the central response to the letters ap-
pears to be completely suppressed by the horizontal bars
within the B, E, and F but not the H. Thus, the neuronal re-
sponses in 3b suggest specialization for form processing
rather than (for example) motion processing.

Receptive Fields in Area 3b. A recent series of studies
with controlled, scanned stimuli has confirmed that there is
little or no directional selectivity in area 3b and that 3b neu-
ronal discharge rates are affected only mildly by changes
in stimulus velocity across the skin (DiCarlo & Johnson,
1999, 2000; DiCarlo, Johnson, & Hsiao, 1998). They also
show, however, that all neurons in 3b are selectively respon-
sive to particular spatial patterns of stimulation, that they
are sensitive to the orientation of these patterns, and that this
selectivity is shaped as much by inhibition as it is by excita-
tion. Previous studies have generally failed to identify this in-
hibition using a simple probe because it is manifested only as
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a reduction of the response to a stimulus that simultaneously
contacts both the excitatory and inhibitory parts of the recep-
tive field. Ninety-five percent of 3b neuronal receptive fields
have three components: (a) a single, central excitatory region
of short duration (10 ms at most), (b) one or more inhibitory
regions that are adjacent to and synchronous with the excita-
tion, and (c) a larger inhibitory region that overlaps the exci-
tation partially or totally and is delayed with respect to the
first two components (by 30 ms on average). The remaining
5% have two or more regions of excitation.

The receptive fields of 247 area 3b neurons mapped with
scanned, random-dot stimuli are illustrated in Figure 8.10,
which shows that virtually all receptive fields are character-
ized by a single central region of excitation with inhibition on

one, two, or three sides. Surround inhibition occurred rarely.
The inhibitory area was, on average, about 30% larger than
the excitatory area (means were 18 and 14 mm2) and—like
the excitatory area—varied greatly (from 1–47 mm2). The in-
hibitory mass (absolute value of inhibition integrated over
the entire inhibitory field), like the excitatory mass (compara-
ble definition), varied by 50 to 1 between neurons (125–6,830
mass units; mean 1,620 mass units). There was no evidence
of clustering into distinct receptive field types. The distribu-
tions of excitatory and inhibitory areas and masses were all
Gaussian in logarithmic coordinates (i.e., lognormal); the
excitatory and inhibitory masses were more closely corre-
lated (� = 0.56) than were the areas (� = 0.26). Receptive
fields mapped in this way accurately predict neuronal re-
sponses to stimulus features such as orientation (DiCarlo &
Johnson, 2000).

Delayed Inhibition. Area 3b neurons have two striking
response properties that are not evident in Figure 8.10. The
first is that the spatiotemporal structure of their neuronal
responses and the spatial structures of their receptive fields
are virtually unaffected by the velocity with which a stimulus
moves across the skin or (conversely) how rapidly a finger
is scanned over a surface for velocities up to at least 80 mm/s
(DiCarlo & Johnson, 1999)—that is, the spatial structure of
responses like the ones illustrated in Figure 8.9 are unaffected
by changes in scanning velocity. Increasing scanning velocity
causes a marked increase in the intensities of the excitatory
and inhibitory subfields without affecting their geometries;
this results in increased firing rates without any loss of the re-
sponse selectivity conferred by the receptive field geometry.
The mechanism of this increased responsiveness with in-
creased velocity lies in an interaction between the excitation
and the delayed inhibition (DiCarlo & Johnson, 1999).

The delayed inhibition confers a second property, which
causes the geometry of the receptive field to be strongly
scanning-direction-dependent (DiCarlo & Johnson, 2000). A
typical example of a response that is dependent on scanning
direction is shown in Figure 8.11. The receptive field at the
left of each group of three receptive field diagrams is the re-
ceptive field obtained directly from the neuron’s responses to
random-dot stimuli scanned in one of the eight directions.
This figure illustrates that regardless of scanning direction,
there is a fixed region of inhibition distal and left of the cen-
tral region of excitation. It can also be seen that there is a
region of inhibition displaced in the scanning direction
(opposite to the finger motion) from the region of excitation.
To visualize this more clearly, each neuron’s response was
fitted with a three-component receptive field model compris-
ing a Gaussian excitatory region and two Gaussian inhibitory

Figure 8.10 Receptive fields in Area 3b of the alert monkey. Each panel
illustrates a typical example of a receptive field type, the total number of
receptive fields of that type, and their percentage of the total receptive field
sample (n = 247) from distal fingerpads. The gray scale represents the grid of
excitation and inhibition (25 × 25 bins � 10 × 10 mm) that best described the
neuron’s response to a random stimulus pattern. Dark regions represent exci-
tatory regions; lighter regions represent inhibitory regions. The uniform back-
ground gray level represents the region where stimuli had no effect. The types
are shown in decreasing order of frequency: A. a single inhibitory region lo-
cated on the trailing (distal) side of the excitatory region (left); B. a region of
inhibition located on one of the three nontrailing sides of the excitatory
region; C. two regions of inhibition on opposite sides of the excitatory region;
D. inhibition on three sides of the excitatory region; E. inhibition on two
contiguous sides of the excitatory region; F. a complete inhibitory surround;
G. an excitatory region only; H. receptive field dominated by inhibition; and
I. receptive fields not easily assigned to one of the preceding categories.
Reprinted by permission from DiCarlo, J. J., Johnson, K. O., and Hsiao, S. S.
(1998). Structure of receptive fields in area 3b of primary somatosensory cor-
tex in the alert monkey. Journal of Neuroscience, 18, 2626–2645. Copyright
1998 by the Society for Neuroscience.



224 Processing of Tactile Information in the Primate Brain

Figure 8.11 Receptive fields from a single Area 3b neuron of the alert monkey determined with the stimulus scanned in eight directions. The three squares in
each group display the receptive field estimated from the raw data (left), the receptive field predicted by the three-component model (middle), and the positions
of the model Gaussian components (right). The ellipses in the right square in each group are isoamplitude contours at 1.5 SD. The scanning direction is shown
above each group. Each receptive field is plotted as if it were viewed through the dorsum of the finger with the finger pointed toward the top of the figure; the ef-
fect of relative motion between the finger and the stimulus pattern on the receptive field can be visualized by placing a fingerpad in the center of the figure and
sliding it along the arrow labeled finger motion toward the receptive field of interest. Note how the locations of the model’s excitatory (solid ellipse) and fixed
inhibitory components (dashed ellipse) are unaffected by scanning direction and—similarly—how the lagged inhibitory component (dotted ellipse) trails the lag
center by a fixed distance in each direction (the lag distance is the same in all directions because the scanning velocity was constant, 40 mm/s). The arrow in each
right-hand square shows the displacement of the lagged inhibitory component due to scanning. The degree to which the model accounts for receptive field struc-
ture in each direction can be seen by comparing the left and middle panels in each group. Reprinted by permission from DiCarlo, J. J., and Johnson, K. O. (2000).
Spatial and temporal structure of receptive fields in primate somatosensory area 3b: Effects of stimulus scanning direction and orientation. Journal of Neuro-
science, 20, 495–510. Copyright 2000 by the Society for Neuroscience.

regions—one to simulate the region of fixed, synchronous in-
hibition and one to simulate the region of delayed inhibition.
This model is illustrated by the simulated receptive field in
the central panel in each group of three panels and by the
corresponding diagram in the right panel. The degree to

which the model description accounts for the observed recep-
tive fields can be seen by comparing the model receptive field
in the central panel and the actual receptive field in the left
panel. This comparison shows that the three-component
model explains the effect of scanning direction on receptive
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field shape well. The correlation between the model and ob-
served receptive fields averaged 0.81 in 62 neurons studied
with four or more scanning directions. Neurons with lower
correlations all had a third, fixed region of inhibition not ac-
counted for by the three-component model (i.e., they would
have been described by the three components enumerated
previously if the model had allowed for more than one region
of fixed inhibition).

Functional Implications. The wide range of receptive
field geometries and the wide range of responses to complex,
scanned stimuli found in 3b shows that the initial, isomorphic
neural representation of spatial form that prevails in the pe-
riphery gives way to an altered form of representation in
which neuronal responses represent the presence of specific
features. The more complex responses observed in SII cortex
(Hsiao et al., 1996) suggest that 3b is an intermediate step in
a series of transformations leading to a more complex form of
representation (Bankman et al., 1990; DiCarlo et al., 1998;
Johnson et al., 1995).

The fixed inhibitory components of each neuron’s recep-
tive field interacts with the central excitation to act as a spa-
tial filter, conferring selectivity for particular spatial features
or patterns regardless of scanning direction and velocity. For
example, when the fixed inhibition lies on two adjacent sides,
the neuron is more responsive to corners that protrude into
the excitatory subfield without activating the inhibitory sub-
regions. When the fixed inhibitory subfield occupies a single
location on one side of the excitatory subfield, both tend to
be elongated and to lie parallel to one another; as a result, the
neuron is more responsive to edges oriented parallel to
the two subregions (DiCarlo & Johnson, 2000; DiCarlo et al.,
1998).

The delayed inhibitory component serves three functions.
First, it confers sensitivity to stimulus gradients in the scan-
ning direction, regardless of that direction. The delayed inhi-
bition suppresses the response to uniform surfaces and
thereby emphasizes the effects of spatial or temporal novelty.
When scanning the finger over a surface, features first activate
the regions of excitation and fixed inhibition and then 30 ms
later activate the lagged inhibition. Second, when the delayed
inhibition is centered on the excitation it produces a progres-
sive increase in discharge rate with increasing scanning veloc-
ity. The acquisition of tactile spatial information by scanning
one’s finger over a surface compensates for the very limited
field of view provided by a single fingerpad. It is clearly an ad-
vantage to be able to scan one’s fingers over an object or a sur-
face rapidly without loss of information. Psychophysical
experiments demonstrate that performance in pattern recogni-
tion is unaffected as scanning rate increases from 20 to
40 mm/s, and then only a small loss is observed as the rate is

increased to 80 mm/s (Vega-Bermudez et al., 1991). In the ab-
sence of a compensatory mechanism, rapid scanning has a
substantial cost.As scanning velocity increases, each stimulus
element spends less time within the receptive field (reduced
dwell time) and the element is represented by fewer action
potentials. The delayed inhibition provides a compensatory
mechanism that increases the firing rate with increasing scan-
ning velocity. As velocity increases, the delayed inhibition
lags progressively to expose more excitation. Consequently,
the excitatory and inhibitory components of the receptive field
grow rapidly in intensity, with no effect on receptive field
geometry. The result is a representation of spatial form that is
invariant with scanning velocity and that is more intense
than it would be without this mechanism (DiCarlo & Johnson,
1999). Third—and least significant—is that direction sensitiv-
ity occurs when the delayed inhibition is displaced from
the center of excitation (Barlow & Levick, 1965; DiCarlo
& Johnson, 2000; Gardner & Costanzo, 1980; Warren,
Hämäläinen, & Gardner, 1986); this is because motion in the
direction of the displacement exposes progressively more ex-
citation, which produces a progressively greater discharge
rate. Motion in the opposite direction shifts the delayed inhi-
bition over the center of excitation, thereby reducing the dis-
charge rate. The center of the delayed inhibition in area 3b is,
with few exceptions, close to the center of excitation, which
may explain why so few neurons in 3b exhibit directional se-
lectivity. When the center of the delayed inhibition is dis-
placed from the center of excitation, it predicts the neuron’s
directional selectivity accurately (DiCarlo & Johnson, 2000).

SII Cortex

SII was first described in the early 1940s. Adrian (1941) re-
ported a second tactile area in the ectosylvian gyrus of the cat;
he hypothesized that this area was specialized for processing
information from the animal’s paw. Woolsey (1943) studied
this area more extensively and reported that it also existed in
both dogs and monkeys; furthermore, he found that it con-
tained a complete somatotopically organized representation of
the body surface. Since those initial studies, the functional role
and detailed organization of SII has remained elusive. Neuro-
physiological mapping studies (Robinson & Burton, 1980c;
Whitsel, Petrucelli, & Werner, 1969), anatomical tracer stud-
ies in macaque monkeys (Burton, Fabri, & Alloway, 1995;
Friedman & Murray, 1986; Krubitzer, Clarey, Tweedale,
Elston, & Calford, 1995), and recent neural imaging studies in
humans (Disbrow, Roberts, & Krubitzer, 2000) show that SII
cortex extends approximately 10 mm across the upper bank of
the lateral sulcus and that what was initially identified as SII
cortex comprises two separate areas—SII and parietal ventral
cortex (Krubitzer et al., 1995), which are also called SIIp and
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SIIr (Burton & Sinclair, 1996; Whitsel et al., 1969). Although
these areas have separate somatotopic maps, the functional
roles that they play in tactile perception are not known.

Evidence from anatomical tracer studies (Friedman &
Murray, 1986) and from studies in which areas of cortex
were selectively deactivated by cooling suggest that SI and
SII process information in parallel (G. M. Murray, Zhang,
Kaye, Sinnadurai, Campbell, & Rowe, 1992; Zhang et al.,
1996), whereas lesion (Pons, Garraghty, Friedman, &
Mishkin, 1987) and neurophysiological studies (Burton &
Sinclair, 1990; Hsiao et al., 1993) suggest otherwise. In the
cooling studies, Rowe and his colleagues were unable to
abolish SII responses by cooling SI cortex, which suggests
that SI and SII process information in parallel (Zhang et al.,
1996). In contrast, Pons et al. (1987) provided strong evi-
dence for serial processing. When SI is ablated, neurons in
SII become silent; when SII is ablated, neurons in SI remain
active (Pons, Wall, Garraghty, Cusick, & Kaas, 1987). In
other studies they showed that selective lesions in the subre-
gions that constitute SI result in modality-selective deficits
in the response properties of neurons in SII (Garraghty,
Pons, & Kaas, 1990; Pons, Garraghty, & Mishkin, 1992).
Neurophysiological evidence from single-cell studies sup-
ports the hypothesis that SII lies at a processing stage higher
than that of SI. Neurons in SI tend to have small, simple re-
ceptive fields confined to one (area 3b) or a few digits on a
single hand (Iwamura, Tanaka, Sakamoto, & Hikosaka,
1983; Sur et al., 1984). In contrast, neurons in SII tend to
have larger and more complex receptive fields that span
multiple digits on one or both hands (reviewed in the next
section of this chapter). A third line of evidence supporting
the serial hypothesis is that almost all of the neurons in SII
are strongly affected by the animal’s focus of attention, sug-
gesting that this area is closely related to higher cognitive
aspects of tactile perception.

Role of SII in Tactile Processing. SII cortex plays an
important role in texture and two- and three-dimensional
shape processing. Ettlinger and his colleagues demonstrated
that monkeys with ablations of SII were unable to perform al-
most all tactile tasks that required touch (Garcha & Ettlinger,
1978; Ridley & Ettlinger, 1976). In addition, they found that
animals that had SII cortex ablated were impaired in their
ability to learn new tasks and were unable to do tasks that
required intermanual transfer of information. Murray and
Mishkin (1984) showed that when SII was ablated, monkeys
were unable to discriminate texture (hard vs. soft and rough
vs. smooth), form (square vs. diamond and convex vs. con-
cave shapes), and object orientation (horizontal vs. vertical)
and were significantly impaired in size discrimination (small

vs. large objects). Furthermore, they showed that SII and not
area 5 is important for these functions because animals with
lesions confined to area 5 showed no deficits on the same
tasks (Murray & Mishkin, 1984).

Neurophysiological studies support the idea that SII is fur-
ther along the pathways responsible for processing tactile
form. Neurons in SII tend to have large receptive fields
that often span multiple digits on the same hand (receptive
fields < 10 cm2, Robinson & Burton, 1980a) and respond to
stimulation of both hands (Burton & Carlson, 1986; Cusick,
Wall, Felleman, & Kaas, 1989; Robinson & Burton, 1980a;
Whitsel et al., 1969; Sinclair & Burton, 1993). Stimulus
selectivity varies widely in SII cortex. Some SII neurons are
activated by light touch, whereas others require complex
stimuli (Burton & Sinclair, 1990, 1991; Chapman, Zompa,
Williams, Shenasa, & Jiang, 1996; Ferrington & Rowe, 1980;
Fitzgerald, Lane, Yoshioka, Nakama, & Hsiao, 1999; Hsiao
et al., 1993; Pruett, Sinclair, & Burton, 2000; Robinson &
Burton, 1980b; Sinclair & Burton, 1993).

Recently Fitzgerald et al. (1999) used oriented bars as
stimuli and found that approximately 30% of the neurons in
SII cortex showed orientation-tuned responses. The preferred
orientations of these neurons were approximately uniformly
distributed across the eight orientations that were tested. In
addition, they found that most of those neurons showed
similar orientation tuning preferences between phalanges and
between digits. They hypothesized that these orientation-
sensitive neurons could be part of a network that is involved
in generating a positionally invariant representation of tactile
stimuli or could be involved in representing shape informa-
tion for objects that span multiple digits. The results from
studies in SII using embossed letters suggest that SII lies at a
processing stage higher than that of SI. First, unlike neurons
in SI, none of the neurons in SII show isomorphic responses.
Instead, the responses tend to be highly nonisomorphic and
feature selective. Examples of two neuronal responses to
scanned letters are shown in Figure 8.12. These neurons
responded well to trailing features and to specific local fea-
tures such as the leading parts of the letters C and D but not
to the leading parts of the letters B and E (Figure 8.12).

Several studies have investigated the responses of neurons
in SII to vibration and to textured patterns. Two separate
studies that used vibratory stimuli report that many neurons
in SII show phase-locking to both low- and high-frequency
vibrations (Burton & Sinclair, 1991; Ferrington & Rowe,
1980). The degree of phase-locking was greater for SII neu-
rons than for SI neurons, suggesting that vibratory informa-
tion may bypass SI cortex (Ferrington & Rowe, 1980).
Studies using active and passive scanning of gratings suggest
that neurons in SII are sensitive to textured stimuli (Jiang,
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Figure 8.12 Responses of two SA neurons in Area SII of the alert monkey
to letters 8 mm high, scanned at 20 mm/s. Superimposed over the rasters are
the stimulus letters ABCDE. Adapted from Hsiao, S. S., Johnson, K. O.,
Twombly, I. A., & DiCarlo, J. J. (1996). Form processing and attention
effects in the somatosensory system. In O. Franzén, R. S. Johansson, &
L. Terenius (Eds.), Somesthesis and the neurobiology of the somatosensory
cortex (pp. 229–247). Basel, Switzerland: Birkhäuser Verlag.

Tremblay, & Chapman, 1997; Pruett et al., 2000; Sinclair &
Burton, 1993). These studies demonstrated that the firing
rates of many neurons in SII show monotonic increases (or
decreases) in firing rate as the spatial period of a grating is
increased. One of these studies (Jiang et al., 1997) re-
ported that the majority of the neurons in SII that responded
to the textured surfaces showed responses that were more re-
lated to the differences in spatial periods than to the spatial
periods themselves.

ATTENTION

Psychophysics of Tactile Attention

Selective attention plays an important role in sensory pro-
cessing. Cross-modal studies in which attention is switched
between touch and a visual or auditory stimulus suggest that
attention has a limited capacity. In one series of studies,
Chapman and her colleagues asked participants to direct or
divide their focus of attention between the onset of either a
40-Hz vibration or a light (Post & Chapman, 1991) or detect
the occurrence of a textured stimulus and a light (Zompa &
Chapman, 1995). In both studies, the stimuli were preceded
with cues that directed participants’ attention either toward or
away from the correct stimulus or directed their attention to
both stimuli (divided attention task). They found that the

attentional resources are limited and that subjects had
the shortest reaction times when cued correctly, intermediate
reaction times when given the neutral cue, and the longest re-
action times when cued incorrectly. Different results are
found when attention is switched between tactile stimuli at
multiple skin sites. Shiffrin, Craig, and Cohen (1973) had
participants detect the occurrence of vibrations presented at
three different locations on the body (thenar eminence of the
right hand, tip of left index finger, and the forearm); partici-
pants were cued either to direct their attention to the correct
site or to divide their attention between the three sites. In con-
trast to the cross-modal studies, they found that there was no
difference in performance in the directed and divided condi-
tions. Similarly, J. C. Craig (1985) found that there were min-
imal differences in performance when attention was directed
to a single hand or was divided between the two hands. These
studies suggest that under certain circumstances the capacity
of attention may be large.

Focus of Attention

Several studies show that attention may function like a cog-
nitive spotlight, so to speak. Lakatos and Shepard (1997) re-
ported that the time it takes to discriminate the presence or
absence of a tactile stimulus depends on the distance between
the cued site and the test locations. A surprising finding was
that the critical distance was not related to the somatotopic
distance (i.e., anatomical distance along the body surface be-
tween the tested sites) but instead was related to the straight-
line distance between the two test sites (Lakatos & Shepard,
1997). Driver and Grossenbacher (1996) reported similar
results in studies in which they delivered vibrotactile stimuli
to hands that were either together or spread apart. They also
showed that reaction times for detecting stimuli on the rele-
vant hand decreased when participants oriented their heads
toward the hand; these results were unaffected when the par-
ticipants were blindfolded. These studies indicate that the
coordinate system for attention is based on an internal repre-
sentation of extrapersonal space and that proprioception
plays a role in selective attention.

The spotlight of attention appears to have a minimum
aperture size. The fundamental finding is that vibrotactile
stimuli presented on a single hand tend to interact. For exam-
ple, J. C. Craig (1985) showed that there is a decrement in
performance when individuals are told to attend to a single
finger and competing stimuli are presented on other fingers of
the same hand; if identical stimuli are presented on target and
nontarget fingers, then performance is improved. Similar
results were reported by Franzén, Markowitz, and Swets
(1970), who showed that vibrotactile stimuli presented to two
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fingers on the same hand interact. These studies suggest that
the hand may be under a single attentional focus. In contrast,
there appears to be minimal interference when stimuli are
presented simultaneously to both hands. Evans and Craig
(1991) reported that nontarget distractors have minimal ef-
fects when stimuli are presented to fingers on different hands.
Similarly, J. C. Craig (1985) asked participants to combine
pattern fragments presented to two fingers on the same or op-
posite hands. He found that individuals integrated the pattern
fragments with greater accuracy when they were presented to
two fingers on opposite hands than when they were presented
to adjacent fingers of the same hand. He also showed that
the participants’ performance on tasks in which the stimuli
were presented on fingers on opposite hands was unaffected
by the spatial separation between the two hands.

Using a search task, Klatzky, Lederman, and O’Neil
(1996) showed that features based on surface properties (e.g.,
rough-smooth, hard-soft, and cool-warm) and surface discon-
tinuities tended to have flat reaction time slopes (RT slopes
< 30 ms per distractor item), whereas other features such as
bar orientation have steep reaction time slopes. Features
based on three-dimensional contours had intermediate reac-
tion times. Whang, Burton, and Shulman (1991) and Sathian
and Burton (1991) performed similar studies using vibratory
and textured stimuli; they showed that selective attention is
only minimally required to detect a change in texture or vi-
bration (Sathian & Burton, 1991; Whang et al., 1991). Re-
cently Sinclair, Kuo, and Burton (2000) showed that attention
can selectively separate vibration frequency and roughness
from stimulus duration.

Effects of Attention on Responses of Neurons
in the Somatosensory System

The focus of attention has been shown to affect even the
earliest stages of information processing within the so-
matosensory system. Hayes, Dubner, and Hoffman (1981)
reported that the neuronal responses in the dorsal horn of the
spinal cord were modulated by the attentional focus of ani-
mals performing thermal and light discrimination tasks. Al-
though Poranen and Hyvärinen (1982) reported no effects of
attention on neurons in the ventral posterior area of the thal-
amus (VP), other studies have reported that attention has
small but significant effects on the response of these neu-
rons. Bushnell, Duncan, Dubner, Fang, and He (1984) found
a small number of neurons that were affected by the ani-
mal’s attentional focus, and recently Morrow and Casey
(2000) showed that a small but significant number of neu-
rons (7/18) in VPL showed attention-modulated responses.

Similar descriptions of attention-modulated responses
have been reported in SI cortex. In an early study, Hyvärinen,
Poranen, and Jokinen (1980) recorded from neurons in SI
cortex of animals trained to perform a vibration detection
task; they found that about 8% of the neurons in area 3b and
about 22% of the neurons in area 1 were affected by the ani-
mals’ focus of attention. Furthermore, they reported that all
of these neurons showed enhanced responses. In another
study, Poranen and Hyvärinen (1982) found that the atten-
tional state had minimal effects on the neural responses. In
both of those studies, the effects could have been due to
arousal because the effects were assessed by comparing
neural responses when the animals were performing the de-
tection task with responses while the animal sat passively.
Hsiao et al. (1993) controlled for arousal effects by recording
from animals trained to perform a tactile letter discrimination
task and a visual detection task. During both tasks, the same
tactile stimuli were scanned across the distal pads of the ani-
mals’ hands, and the effects of attention were assessed by
comparing the responses recorded during the two attentional
states. They found that 50% of SI neurons had increased fir-
ing rates when the animal attended to the tactile stimulus.
Furthermore, the firing rates were increased only during the
presentation of letters that counted toward receiving a re-
ward. For example, during the reward period or during time-
out periods triggered by a false-positive response, the neural
response rates were the same as they were when the animal
was performing the visual task. Figure 8.13 shows examples
of the effect of attention on the responses of neurons in SI and
SII cortex. This figure shows the responses of neurons to a
target letter (*) and the following nontarget letter that the an-
imal learned was behaviorally irrelevant (i.e., the animal
learned it could not receive a reward for letters following tar-
get letters). Both neurons showed a significant increase in
neural activity when the animal performed the tactile task rel-
ative to the visual task. The effect was not simply a change in
gain; it was also a change in the form of the neural response
to the stimulus (Figure 8.13). Burton and Sinclair (2000)
recorded from neurons in animals trained to detect a change
in vibratory amplitude. They also reported that about 50% of
neurons in SI cortex are affected by the animal’s focus of
attention.

Recent studies indicate that neurons in SI cortex have al-
tered responses during the delay period in a memory-related
task (Zhou & Fuster, 1996, 1997). In those studies, animals
were trained to perform either a tactile-tactile match or a
cross-modal visual-tactile match. They found that during the
delay period between the stimuli, many neurons in all four
areas of SI cortex showed sustained rate changes. These
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studies suggest that neurons in SI may participate in the
short-term memory of tactile stimuli.

Studies in SII show that attention has more profound ef-
fects on the responses of neurons in SII than in SI cortex.
Based on multiunit recordings, Poranen and Hyvärinen
(1982) found that whereas attention had minimal effects on

the responses of neurons in SI, all of the neurons in SII were
affected. Similarly, Hsiao et al. (1993) reported that 80% of
the neurons in SII were affected by attention and that the ef-
fects were divided between increased (58%) and decreased
(22%) neural firing rates. Burton, Sinclair, Hong, Pruett, and
Whang (1997) studied animals performing a vibration detec-
tion task and found that 45% of the neurons in SII cortex
were affected by the animal’s focus of attention. They
showed that the responses were generally suppressed dur-
ing the early phases and enhanced during the late phases of
a trial.

A modification of impulse rate is only one of the ways
that attention might affect the responses of a neuron. Stud-
ies in SI and SII cortex employing multiple electrodes have
shown that synchronous firing between neurons may play
an important role in tactile information processing (A. Roy,
Steinmetz, Hsiao, Johnson, & Niebur, 2001; S. Roy & Al-
loway, 1999; Steinmetz et al., 2000). S. Roy and Alloway
(1999) observed that more than 60% of the neuron pairs in
SI fired synchronously and that the degree of synchronous
firing increased when stimuli were moved across the skin.
Steinmetz et al. (2000) investigated the synchrony of neu-
ronal discharge in SII cortex in animals trained to switch
their attention between a visual task and a tactile discrimi-
nation task. They reported that a large fraction of the neu-
ron pairs in SII cortex fired synchronously and—more
important—that the degree of synchrony was affected by
the animal’s focus of attention (Figure 8.14). On average
17% of the neuron pairs that fired synchronously showed
changes in the degree of synchrony when the animal
switched its focus of attention from the visual to the tactile
task. In addition, the percentage of neurons that showed
changes in synchrony differed between the three animals in
a predictable way. Thirty-five percent of the neuron pairs
showed changes in synchrony in the animal performing
the most difficult tactile task, whereas only 9% of the
neuron pairs were affected in the animal performing the
easiest task.

These findings suggest that attention may operate by
changing the synchrony of firing of selected neurons. Syn-
chronous firing between neurons that have a common target
produces larger excitatory postsynaptic potentials in the tar-
get neuron than does asynchronous firing and is therefore
more effective at driving the target neuron. Hence, when the
firing in a subpopulation is made more synchronous by
attention, the message contained in that subpopulation is
selected preferentially for further processing. Changes in
firing synchrony may be the neural correlate of selective
attention.

Figure 8.13 Effects of attention on neural responses of neuron in SI (B)
and SII cortex (A) of an awake, behaving monkey. The animal is engaged in
either a tactile letter discrimination task or visual detection task. In the tac-
tile task, the animal was rewarded for responding to the target letters (indi-
cated by *) that scanned across its distal fingerpad. In the visual task, the
animal was rewarded for responding when a light dimmed. The abscissa in
each panel represents the linear positions of the raised letters within the en-
tire stimulus pattern (mm). The pattern was scanned repeatedly across the
neuron’s receptive field (15 mm/s) while the animal’s attention was directed
back and forth between the tactile and visual tasks at 3-min intervals. The or-
dinate represents mean impulse rate evoked by the letters during repeated
scans of the drum. The thick solid, dashed, and thin solid lines represent im-
pulse rates during and after hits and misses and during the visual task.
The arrow on each abscissa represents the mean location of the monkey’s
response to the target letters in the tactile task. Adapted from Hsiao et al.
(1993).
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Figure 8.14 Effect of attention on synchrony in firing of a typical neuron pair (red and green in A and B) in monkey cortical SII. The response rasters are trig-
gered at the onsets of 50 tactile stimulus periods while the monkey performs the tactile letter discrimination task (A) and the visual dim detection task (B; see leg-
end for Figure 8.13). Each row in the raster represents one stimulus period, 2.5 s long, corresponding to the presentation of one letter. The letter enters the receptive
field at about 1.25 s. Red and green dots represent the action potentials of the two neurons. Peristimulus time histograms are shown below each raster plot with
corresponding colors. Synchronous events, defined as spikes from each neuron within 2.5 ms of each other, are represented as blue diamonds. The number of syn-
chronous events is much higher when attention is directed towards the tactile stimuli. This change in synchrony is also apparent in plots of rates of synchronous
events shown in C: blue curve—tactile task, red curve—visual task, violet curve—coincidences expected by chance. Reprinted by permission from Nature, 404,
Steinmetz et al., Attention modulates synchronized neuronal firing in primate somatosensory cortex, 187–190. Copyright 2000 Macmillan Magazines Ltd.

SUMMARY

In this chapter we have reviewed the peripheral neural mech-
anisms of tactile sensation, the neural mechanisms in SI and
SII cortex, and the effects of attention on information process-
ing in the somatosensory pathways. Three decades of com-
bined psychophysical and neurophysiological experiments
suggest a sharp division of function among the four cutaneous
afferent systems that innervate the human hand. The SA1 sys-
tem provides a high-quality neural image of the spatial struc-
ture of objects and surfaces that contact the skin; this is the
basis of form and texture perception. The RA system provides
a neural image of motion signals from the whole hand. From
this image, the brain extracts information that is critical for
grip control and also information about the motion of objects
contacting the skin. The PC system provides a neural image of

vibrations transmitted from objects grasped in the hand. The
SA2 system provides a neural image of skin stretch, which
changes as hand conformation changes. The evidence is less
secure, but the most likely hypothesis is that the brain extracts
information from the SA2 population response about hand
conformation and the direction of motion of objects moving
across the skin. SI and SII cortex transform information from
the four afferent systems to an altered form of representation
that is still not well understood.

This review concentrated on the processing of spatially
patterned stimuli. Neurons in Area 3b of SI cortex, which is
the first cortical somatosensory processing area, have small
receptive fields restricted to a single finger. These neurons
have responses that are selective for the local spatial features
of a stimulus. Neurons in SII cortex have more complex re-
sponses and often have receptive fields that span multiple fin-
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gers or both hands. Neurons in SII cortex are—like neurons
in SI cortex—orientation selective, and the orientation selec-
tivity is consistent over multiple fingers on the same hand.
These responses may represent a mechanism that confers po-
sition invariance (i.e., responses to a stimulus are the same re-
gardless of position), or they may indicate a mechanism that
integrates information across multiple fingers, which is nec-
essary for object recognition. Selective attention is an impor-
tant mechanism in sensory processing. Neurophysiological
studies show that attention affects neuronal responses at the
very first level of processing within the somatosensory path-
ways (the dorsal horn of the spinal cord) and becomes pro-
gressively more important at higher levels within the system.
In SII cortex, the focus of attention has a profound affect on
the responses of single neurons and on the temporal pattern-
ing of neural activity between neurons.
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Pain has been defined by the International Association for the
Study of Pain as “an unpleasant sensory and emotional expe-
rience associated with actual or potential tissue damage, or
described in terms of such damage.” However, like many
other sensations, pain is subjective; its quality, intensity, and
emotional effects can only be truly realized by the perceiver.
Biologists recognize that those stimuli that cause pain nor-
mally are likely to damage tissue. However, an individual
learns the application of the word through experiences
related to injury in early life and beyond. Pain is unquestion-
ably a sensation within the body, but it is also unpleasant and
therefore reflects an emotional experience. Although pain is
often directly associated with tissue injury, it is also true that

pain cannot be equated with or predicted by the amount of
tissue injury. Some individuals with severe injuries experi-
ence little pain, and some with minor injury experience
excruciating pain. Indeed, pain often persists long after dam-
aged tissue has healed (Merskey & Bogduk, 1994).

Recently, it has been proposed that pain be considered
as two separate sensory entities: (a) physiological pain and
(b) pathological pain (Woolf, 1991). Physiological pain
reflects a normal reaction of the somatosensory system to
noxious stimulation, which alerts the individual to actual or
potential tissue damage. It serves a protective function of
informing organisms of injury or disease and usually remits
when healing is complete or the condition is cured. The
importance of physiological pain to the health and integrity of
the individual is illustrated by the rare syndrome of congenital
insensitivity to pain. These individuals lack small-diameter
primary afferent fibers that transmit information about tissue-
damaging stimuli. People with this syndrome frequently injure

T. J. C. and M. C. B. receive grant support from the Canadian Insti-
tutes of Health Research (CIHR); J. S. M. receives grant support
from the National Institutes of Health (USA). T. J. C. is a CIHR
Investigator.



238 The Biological Psychology of Pain

themselves and are unaware of internal injury or disease, when
the sole symptom alerting these conditions is pain. These indi-
viduals often become disfigured, develop severe joint deformi-
ties, and have a significantly shortened life span.

Pathological pain occurs with the development of abnor-
mal sensitivity in the somatosensory system, usually precipi-
tated by inflammatory injury or nerve damage. Pathological
pain is characterized by one or more of the following: pain
in the absence of a noxious stimulus (spontaneous pain),
increased duration of response to brief stimulation (hyper-
pathia), perception of pain in response to normally non-
painful stimulation (allodynia), increased responsiveness to
noxious stimulation (hyperalgesia), and spread of pain and
hyperalgesia to uninjured tissue (referred pain and secondary
hyperalgesia). The abnormality that underlies pathological
pain may reside in any of numerous sites along the neuronal
pathways that both relay and modulate somatosensory inputs.
Indeed, the most intractable pains are those that result
from injury to the nerves (neuropathic pain) and central ner-
vous system (CNS) structures (central pain) that subserve
somatosensory processing.

This chapter provides a comprehensive review of the cur-
rent knowledge concerning the anatomical, physiological,
and neurochemical substrates that underlie both physiologi-
cal and pathological pain; thus, we describe in detail the path-
ways that underlie the transmission of inputs from the
periphery to the CNS, the physiological properties of the neu-
rons activated by painful stimuli, and the neurochemicals that
have been found to mediate or modulate synaptic transmis-
sion in somatosensory pathways. Much like the field of pain
research itself, we have broken down our review into sepa-
rate sections on the peripheral nervous system and the CNS,
with a further breakdown of the CNS into sections on the
spinal cord dorsal horn and the brain. A special effort has
been made to identify critical advances in the field of pain
research, which point to the processes by which pathological
pain develops following tissue or nerve injury, as well as how
pain is modulated by various brain mechanisms. In our re-
view of the peripheral nervous system, we have concentrated
on differences in the properties of the primary afferent neu-
rons that transduce and relay painful messages to the CNS;
we also discuss how their responses are affected by injuries
that produce inflammation. In our review of the spinal cord
dorsal horn, we concentrate on what is known about the neu-
rochemical influences on synaptic transmission and how
neurochemical processes are affected by inflammatory and
nerve injuries in the periphery. Our review of pain processing
in the brain focuses on the role of various brain regions in the
determination of the multidimensional nature of pain, as dis-
cerned by anatomical connectivity, physiological function,

and brain imaging. Finally, we provide some insights into the
future of pain research—with a focus on molecular biology
and behavioral genetics—as a means to understand individ-
ual differences in pain sensitivity and expression.

THE PERIPHERAL NERVOUS SYSTEM

Primary Afferent Fibers

Under normal circumstances, nociceptive inputs are trans-
mitted to the spinal cord dorsal horn or brain stem trigeminal
nuclei (for inputs from the neck, face, and head) by primary
afferent nerve fibers in skin, muscle, joint, viscera, and vas-
culature (see Figure 9.1). Each individual fiber extends from

Figure 9.1 Schematic diagram illustrating the projection of primary affer-
ent fibers (A�, A�, C, group Ia,b) from their site of origin in the skin, mus-
cle, and viscera to their target cells in the dorsal horn of the spinal cord.
Primary afferent fibers with their cell bodies (dorsal root ganglion cells) in
the spinal ganglion project through the dorsal or posterior roots. The periph-
eral axon branch originates in skin receptors, muscle spindles, tendon bun-
dles, and so on. The central axon branch terminates on spinal cord neurons
that project to the thalamus and brain through various ascending tracts, in-
cluding the spinothalamic tract (STT), or ascend to the caudal medulla
through the dorsal columns (DC). Also shown is the ventral or anterior root
through which efferent motor fibers (A�) project to skeletal muscle and sym-
pathetic efferent (C) fibers project through the sympathetic ganglion to blood
vessels and viscera. Reprinted with permission from Bonica, J. J. (1990).
The management of pain: Vol. 1. Copyright 1990, Lea and Febiger.

[Image not available in this electronic edition.]
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its tissue of origin (e.g., skin, joint, etc.) to its CNS target
(e.g., spinal cord dorsal horn), and makes its first synapse at
that level. The cell bodies of these neurons are grouped
together to form the dorsal root ganglia, with the peripheral
axonal branch extending to the tissue of origin, and the cen-
tral axonal branch extending to the CNS. Primary afferent
fibers are bundled together to form nerves that are often
combined with efferent (or descending) fibers (muscle and
sympathetic) to form mixed nerves.

Primary afferent fibers in the skin include large-diameter
(> 10 �M) myelinated A� fibers that conduct impulses
quickly (30–100 m/s); medium-diameter (2–6 �M) myeli-
nated A� fibers with an intermediate conduction velocity
(12–30 m/s); and small-diameter (0.4–1.2 �M) unmyelinated
C fibers that are slowly conducting (0.5–2.0 m/s; Willis &
Coggeshall, 1991). Primary afferent fibers in muscle and
joint are subdivided into three groups of myelinated axons
with the corresponding conduction velocities in parentheses:
I (72–120 m/s), II (24–71 m/s), III (6–23 m/s), and IV, which
are unmyelinated axons (< 2.5). Group II fibers in muscle and
joint are analogous to A� in skin, whereas Group III and
Group IV are comparable to A� and C fibers, respectively.
Group I fibers, of which there are few in joints, do not have
analogous skin fibers, but they are comparable to A� muscle
efferent fibers. They are also separated into Ia and Ib, which
contribute to the stretch or myotatic reflex and the inverse
myotatic reflex, respectively. Visceral nerves share the same
terminology as cutaneous nerve fibers (Bonica, 1990; Willis
& Coggeshall, 1991).

A� fibers are linked with various cutaneous mechanore-
ceptors (Type I, Type II, D hair, G1, G2 hair, T hair, Field, G1,
G2, Krause’s end-bulbs, Merkel’s cells, Meissner’s corpus-
cles, Pacinian corpuscles) and a small number of visceral
mechanoreceptors (mesenteric Pacinian corpuscles), whereas
Group I and II large-diameter myelinated fibers are linked
with muscle mechanoreceptors (primary and secondary mus-
cle spindles, Golgi tendon organs), and joint mechanorecep-
tors (Ruffini endings, Golgi tendon organs, Paciniform
endings, Golgi-Mazzoni endings). Normally, A� and Group I
and II axons are low-threshold fibers that carry somatosensory
inputs that encode nonnoxious cutaneous mechanical (e.g.,
skin indentation, skin or hair movement, vibrations of the skin
and hair) and nonnoxious stimulation in muscle (normal
changes in length, tension, contraction, or vibration), joint
(normal flexion, extension, pressure, or vibration), and vis-
cera (normal distension, contraction, or vibration; Burgess &
Perl, 1973).

A� and C cutaneous fibers as well as Group III muscle-
joint and Group IV muscle fibers are free nerve endings, and
they are typically high threshold (higher intensity stimulation

is required to activate these fibers). It is believed that A�

fibers evoke a rapid early pain response that is sharp in nature,
whereas C fibers elicit a later, dull, burning “second” pain
(Bishop, 1946; Burgess & Perl, 1973). A� fibers include sep-
arate classes of cutaneous fibers or cutaneous nociceptors—
that is, receptors that encode noxious mechanical (Types I
and II), heat, and cold stimulation of the skin. C fibers include
separate cutaneous nociceptors that encode noxious mechan-
ical, heat, or cold stimulation of the skin, as well as C poly-
modal nociceptors (also known as CMH fibers, for noxious
cold, mechanical, and heat stimuli) that respond to noxious
heat, severe cold, mechanical damage, and noxious chemical
stimulation of the skin.

In addition to transmitting inputs centrally or orthodromi-
cally to signal pain (afferent function), heat-sensitive C noci-
ceptors and polymodal C nociceptors have an efferent
function as well; thus, these fibers propagate impulses an-
tidromically (towards the periphery) within their branches and
mediate a phenomenon known as neurogenic inflammation,
which is responsible for the axon flare response elicited by tis-
sue injury. A� and C fibers also act as cutaneous thermorecep-
tors, with cold receptors innervated by A� and C fibers and
warm receptors innervated by C fibers. Group III small myeli-
nated and Group IV unmyelinated joint fibers respond to ex-
treme bending or probing of joints, but many also respond to
innocuous movements of the joint. Group III and IV muscle
fibers respond to intense pressure, ischemia, or damage to
the muscle. However, both Group III and IV muscle fibers
encode polymodal inputs (including chemical stimulation),
and many respond also to nonnoxious muscle stretch, contrac-
tions, and pressure (Groups III and IV) and thermal stimuli
(Group IV; Burgess & Perl, 1973; Willis & Coggeshall, 1991).

It is important to note that the aforementioned classifica-
tions are only relative; exceptions do exist. The classifications
and their descriptions are complicated by various factors in-
cluding differences between species, differences in the termi-
nology used, and different properties of similar fibers in
various tissues, including hairy versus nonhairy or glabrous
skin. The response characteristics of individual fibers can also
change following tissue or nerve injury. For example, repeti-
tive thermal stimulation will sensitizeA� fiber mechanorecep-
tors (discussed later in this chapter) so that they respond
to heat as well as respond more vigorously to noxious me-
chanical stimulation (LaMotte, Thalhammer, Torebjörk, &
Robinson, 1982). In contrast, repetitive heat stimulation often
leads to a decreased responsiveness in C polymodal nocicep-
tors (Meyer & Campbell, 1981). It is important to note that al-
though A� fibers are low threshold and typically transmit
inputs signaling the perception of touch, after tissue or
nerve injury these fibers change their phenotype and may
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become important in the signaling of abnormal pain inputs in
response to normally nonnoxious stimuli (Neumann, Doubell,
Leslie, & Woolf, 1996; Woolf, 1996).

Inflammation and Peripheral Sensitization

Following an injury to cutaneous tissue, a series of defensive
reactions serve as a protective mechanism against further skin
injury. Lewis (1942) described a triple response of injured
skin—a local reddening at the site of injury; followed by a
weal characterized by swelling, tenderness, and redness just
around the injury; and a subsequent flare or spreading of red-
ness to surrounding tissue. These reactions demonstrate the
four classic signs of inflammation: redness, heat, swelling, and
pain. The redness and heat are caused by a dilation of blood
vessels (vasodilitation) and by the large amounts of warm
blood close to the skin surface. Swelling or edema is due to
plasma extravasation (the leakage of fluids) from the blood
vessels into the tissue. Pain is caused by a direct activation of
peripheral nociceptors by the noxious stimulus, as well as by
stimulation from substances released in response to the injury.

Along with inflammation, the cutaneous tissue becomes
hyperalgesic or more sensitive to cutaneous stimulation.
Painful responses to both noxious mechanical and thermal
stimuli are enhanced. The hyperalgesia is present not only at
the site of injury (primary hyperalgesia), but also spreads to
surrounding uninjured tissue (secondary hyperalgesia).
Whereas primary hyperalgesia depends entirely on peripheral
sensitization, secondary hyperalgesia probably depends on
both peripheral and central sensitization (Meyer, Campbell, &
Raja, 1994).

Nociceptor Sensitization

Following tissue injury there is an increase in the excitability
of high-threshold primary afferent fibers, which is known as
peripheral or nociceptor sensitization. Nociceptor sensitiza-
tion is reflected by one or more of the following changes in the
properties of neuronal firing: a decrease in threshold, an in-
crease in impulse frequency to the same stimulus, a decrease
in latency of the first impulse, an afterdischarge following ex-
tended or intense stimulation, and the appearance of sponta-
neous firing in primary afferent fibers (Beitel & Dubner,
1976). Repeated heat stimulation produces sensitization that
develops within 1 min and lasts for hours. Following heating
of the skin, sensitization to further heat stimuli has been
demonstrated in C fiber polymodal nociceptors,A� fiber high-
threshold mechanoreceptors, and cold receptors. Cutaneous
nociceptors have also been found to be sensitized to mechan-
ical stimulation following injury of the skin by scraping.
However, it has been suggested that both C polymodal

nociceptors and high-threshold mechanoreceptors do not be-
come sensitized to mechanical stimuli following heat injury,
although this idea has been questioned (Meyer et al., 1994;
Treede, Meyer, Raja, & Campbell, 1992).

Various studies have attempted to demonstrate a correlation
between nociceptor sensitization and reports of hyperalgesia
following a cutaneous injury. Initially this was performed by
comparing magnitude estimations of hyperalgesia in humans
with neurophysiological recordings in nerve fibers of monkeys
(see Figure 9.2). More recent studies have examined the corre-
lation between human sensory judgements and evoked re-
sponses from primary afferent fibers in the same subjects using
percutaneous recording techniques (microneurography). The
results of these studies have been controversial. Whereas
Meyer and Campbell (1981) reported that hyperalgesia is asso-
ciated with a sensitization of A� fibers and a desensitization of
C fibers, LaMotte, Thalhammer, and Robinson (1983) and
Torebjörk, LaMotte, and Robinson (1984) suggested that hy-
peralgesia is related to a sensitization of C fibers and not A�

fibers. This discrepancy may depend on either the type of skin
(hairy vs. glaborous) injured or the intensity of the stimulus
producing the injury.

Silent Nociceptors

It has recently been found that there are nociceptors that are
normally unresponsive to acute noxious stimuli but that be-
come capable of responding to noxious stimulation following
injury or inflammation. These C fiber nociceptors have been
called silent or sleeping nociceptors and have been detected in
skin, joints, and viscera. Nociceptors typically have a small,
restricted receptive field (i.e., the tissue area in which noxious
stimulation activates the fiber). It has been argued that the re-
ported expansion of the receptive fields of primary afferent
fibers, which occurs after injury or inflammation, reflects the
recruitment of previously silent branches of the fiber. Clearly,
the recruitment of additional fibers not previously contributing
to the afferent signal would enhance the opportunity for tem-
poral and spatial summation and enhance the afferent barrage
transmitted to the spinal cord dorsal horn (Treede et al., 1992).

Neuroactive Substances

Evidence suggests that nociceptor sensitization and hyperal-
gesia at the site of injury are partly mediated by the release of
neuroactive substances from cells damaged by the injury (see
Figure 9.3). Exposure to severe or prolonged noxious stimula-
tion results in tissue damage. The damage is reflected by a
destruction of cells as well as nerve endings at the site of
injury. The chemicals potassium (K�) and adenosine triphos-
phate (ATP), which are contained in the cells of tissue, are
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Figure 9.2 Magnitude estimates of pain in human subjects and responses of a C fiber mechanoheat (CMH) nociceptor in a monkey to graded noxious heat stim-
uli before and after heat injury. The heat injury was produced by 50 °C heating for 100 s. The tests shown were made before and 10 min after the injury. The
human subject was stimulated on the volar forearm. The receptive field of the monkey afferent fiber was on the hairy skin of a finger. A. Hyperalgesia had de-
veloped by 10 min, as indicated by a lowering of pain threshold from 43 °C to 39 °C and enhanced ratings of suprathreshold stimuli. B. The nociceptor had be-
come sensitized, as evidenced by a lowering of threshold and enhanced frequency of discharge to suprathreshold stimuli. Reprinted with permission from
LaMotte, R. H., Thalhammer, J. G., and Robinson, C. J. (1983), Peripheral neural correlates of magnitude of cutaneous pain and hyperalgesia: A comparison of
neural events in monkey with sensory judgment in human, Journal of Neurophysiology.

released following injury. The release of K� and ATP causes a
sensitization of nerve endings and likely produces pain sensa-
tions because each chemical has been found to produce pain
when applied to the exposed base of a blister. There is also an
accumulation of protons (H�) in injured tissue, which lowers
the pH of the tissue and activates primary afferent fibers by
stimulating various ion channels discussed later in this chap-
ter. Protons contribute to inflammation and hyperalgesia fol-
lowing tissue injury. Blood and damaged tissue locally release
serotonin and bradykinin, and damaged mast cells release his-
tamine and serotonin. Bradykinin and histamine sensitize
C fiber nociceptive units and produce pain following intrader-
mal injection. Serotonin causes a sensitization of cutaneous
nociceptors and pain sensations when applied to a blister base
(Coderre, 1992; Rang, Bevan, & Dray, 1994).

Tissue damage is also followed by the production and
accumulation of arachidonic acid metabolites in inflam-
matory perfusate. The cyclooxygenase products of arachi-
donic acid metabolism (prostaglandins and prostacyclins)
as well as the lipoxygenase products (leukotrienes and
dihydroxy-eicosatetraenoic acid; diHETE), cause a sensitiza-
tion of C fiber nociceptors and produce pain or hyperalgesia
when administered intradermally or subcutaneously. Further-
more, during inflammation there is an upregulation of an

inducible form of cyclooxygenase (COX-2), which produces
large amounts of prostaglandins (Hla & Neilson, 1992). The
importance of prostaglandins to the sensitization of primary
afferent fibers during inflammation is highlighted by the sig-
nificant anti-inflammatory and analgesic effects of aspirin
and other nonsteroidal anti-inflammatory drugs (NSAIDs),
which inhibit the synthesis of prostaglandins by blocking
the cyclooxygenase metabolism of arachidonic acid. The
promise of new NSAIDs that selectively block COX-2 is that
they will produce analgesia without producing stomach ul-
cers, a side effect that has been attributed mostly to inhibition
of COX-1 (Masferrer et al., 1994).

Primary afferent fibers can also be activated or sensitized by
products from activated immune cells that are either resident or
attracted to the site of injury or infection. Keratinocytes and fi-
broblasts in the skin produce and release a precursor of inter-
leukin-1 (pro-IL-1), which is cleaved by the chymase released
from damaged mast cells to produce interleukin-1� (IL-1�).
Damaged mast cells also release the pro-inflammatory cy-
tokines IL-1�, IL-6, and tumor necrosis factor alpha (TNF�;
L. R. Watkins, Maier, & Goehler, 1995). These cytokines acti-
vate primary afferent fibers and stimulate the release of sub-
stance P. The substance P released from primary afferent fibers
further stimulates mast cells and attracts macrophages from the
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Figure 9.3 Simplified scheme showing some of the local mediators that may act on nociceptive nerve terminals under conditions of tissue damage and inflam-
mation, as discussed in text. Abbreviations: B1, bradykinin1 receptor; COX-2, cyclooxygenase-2; CGRP, calcitonin gene-related peptide; H+, hydrogen ions; IL,
interleukin, NGF, nerve growth factor; PGs, prostaglandins; TNF, tumor necrosis factor, 5HT, 5-hydroxytryptamine (serotonin). [Reprinted with permission from
Dray, A., and Bevan, S. (1993), Inflammation and Hyperalgesia: Highlighting the team effort. Trends in Pharmacological Sciences, 14, 287–290. Copyright 1993,
Elsevier Science].

bloodstream to release even more IL-1�, IL-6, and TNF�

(L. R. Watkins et al., 1995). These inflammatory cytokines are
known to facilitate pain transmission and blocking their activ-
ity reduces hyperalgesia associated with various inflammatory
stimuli (Cunha, Lorenzetti, Poole, & Ferreira, 1991; Ferreira,
Lorenzetti, & Poole, 1993).

It has also been shown that the neurotrophin nerve growth
factor (NGF) is up-regulated in inflamed skin in response to
the increase in inflammatory cytokines. NGF is released by
Schwann cells and fibroblasts in inflamed skin and produces
thermal and mechanical hyperalgesia either by direct activat-
ing tyrosine kinase A (trkA) or p75 receptors on primary af-
ferent fibers or by stimulating the release of inflammatory
mediators from mast cells (Shu & Mendell, 1999). Additional
neurotrophins, brain-derived neurotrophic factor (BDNF),
and neurotrophin-4 (NT-4) also are found to sensitize pri-
mary afferent fibers and evoke thermal hyperalgesia most
likely by activating trkB receptors on mast cells (Shu &
Mendell, 1999). NGF also stimulates the enhanced synthesis
of neuropeptides such as substance P and calcitonin gene-
related peptide (CGRP) in primary afferent fibers.

Mediators that stimulate primary afferent fibers not only
cause a facilitation of nociceptive signals, but also enhance
the release of neuropeptides from the peripheral terminals of
C fibers in skin, viscera, muscle, or joints. Neuropeptides such
as substance P, CGRP, and neurokinin A (NKA) induce va-
sodilatation and plasma extravasation as well as nociceptor
activation (or sensitization) and pain (or hyperalgesia; Dray &
Urban, 1996). Glutamate is also released from the peripheral
terminals of activated primary afferent fibers and can con-
tribute to injury-induced sensory changes (Jackson, Graff,
Durnett-Richardson, & Hargreaves, 1995).

Heat, Acid, and Voltage-Gated Ion Channels in Primary
Afferent Fibers

Recent evidence suggests there are specific receptors and ion
channels that enable A� and C fibers to detect and transmit
nociceptive stimuli (see Figure 9.4). Ion channels are either
regulated by receptors (heat, acid, or ligand-gated) or by the
voltage of the neuron (voltage-gated) and allow ions such as
sodium (Na�), calcium (Ca2�), or potassium (K�) to flow in
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Figure 9.4 Roles of diverse receptors and intracellular signals (ionic conductance or second messenger activation) in mediating the actions of pronociceptive
mediators at nocisponsive, polymodal C fiber terminals. Abbreviations are defined in the text of this chapter. The mechanisms indicated relate to common modes
of action and not necessarily to common loci of action. For example, Ca2�-permeable ion channels coupled to vanilloid receptors are distinct from Ca2�-perme-
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poses. Reprinted from Progress in Neurobiology, 57, M. J. Millan, The induction of pain: An integrative review, 1–164. Copyright 1999, with permission from
Elsevier Science.

or out of the cell. Many of these receptors and channels are
modified during tissue injury and contribute to increased sen-
sitivity of primary afferent fibers; thus, the vanniloid receptor
(VR-1), which mediates the nociceptive response to cap-
saicin (the active ingredient in hot chili peppers), is activated
naturally by intense heat stimulation (Caterina et al., 1997).
Heat stimuli cause an exaggerated activation of this receptor
after tissue injury, when the pH of the tissue is low. ASIC
(acid-sensing ionic channel) and DRASIC (dorsal root acid-
sensing ionic channel) are also sensitive to low pH (when
protons collect and increase the acidity of the tissue) and
account for the chemosensitivity of some C polymodal
nociceptors (Waldmann & Lazdunski, 1998).

Voltage-gated Na� channels are responsible for the initial
phase of the nerve’s action potential and play an essential role
(along with K� channels) in determining the excitability of
primary afferent fibers, and the transfer of the action potential
along its axon. Voltage-gated Ca2� channels—along with Na�

channels—are critical to the process of exocytosis, or trans-
mitter release from the presynaptic terminal, and they also
contribute to the depolarization and increases in excitability of
the postsynaptic neuron. Na� channels with varying proper-
ties are differentially expressed in normal conditions or fol-
lowing tissue or nerve injury; this leads to differences in the
excitability of various primary afferent fibers. Indeed, some
evidence suggests that following nerve damage, Na� channels

accumulate at the site of injury and may underlie the develop-
ment of abnormal spontaneous activity (ectopic firing) and
mechanical sensitivity of the damaged nerve fibers (England
et al., 1996; Novakovic et al., 1988).

Ligand-Gated Receptors, G Protein-Coupled Receptors,
and the Phosphorylation of Ion Channels

There are also receptors on primary afferent fibers that are
sensitive to chemical stimulation associated with the afore-
mentioned neuroactive substances—that is, excitatory amino
acids (EAAs), histamine, serotonin, bradykinin, purines
(ATP), prostaglandins, cytokines, and neurotrophins. These
substances typically activate receptors on primary afferent
fibers that increase neuronal excitability by increasing flow
or currents through ligand-gated ion channels (i.e., the ion
channel is opened or closed directly by the substance). Alter-
natively, they may act at G protein-coupled receptors, which
increase the affect of ion channels directly or affect the
production of second messengers that phosphorylate either
ligand-gated or voltage-gated ion channels. Phosphorylation
results in changes in the properties of ligand- or voltage-
gated ion channels increasing or decreasing ion currents
across the channel (Woolf & Costigan, 1999).

Thus, it has recently been demonstrated that various
substances (EAAs, ATP, serotonin) act at specific receptors
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((�)-�-amino-3-hydroxy-5-methlisoxazole-4-propionic acid
(AMPA)/kainate/N-methyl-D-aspartate or NMDA, P2X2/X3,
and 5-HT3, respectively) to enhance ion flow through Na�

and Ca2� channels in primary afferent fibers. Other sub-
stances (substance P, bradykinin, prostaglandin, ATP, hista-
mine) act at specific receptors (NK1, BK1/2, EP3, P2Y2, and H1,
respectively) that are positively coupled to phospholipase C
(PLC). The enzyme PLC triggers an increased release of
intracellular Ca2+ and protein kinase C (PKC), which pro-
duces a phosphorylation of neuronal membranes leading to
increased Na� and Ca2� currents and decreased K� currents
in the primary afferent fibers.

Other substances (adenosine, calcitonin gene-related pep-
tide (CGRP), histamine, prostaglandin, and serotonin) act at
additional receptors (A2A, CGRP1/2, H2, EP2/4, and 5-HT4/7,
respectively) that are positively coupled to adenylate cyclase.
The enzyme adenylate cyclase increases cyclic-adenosine
monophosphate (cAMP), which also causes membrane
phosphorylation that enhances Na� and Ca2� currents and
decreases K� currents in primary afferent fibers. Finally, sub-
stances including substance P and serotonin may also act
at additional receptors (neurokinin-1; NK1, 5-HT2A) to
decrease K� channels currents in primary afferent fibers
(Millan, 1999; Wood & Docherty, 1997).

Phenotype Changes

Changes in the sensitivity of primary afferent fibers after tis-
sue injury or inflammation may also depend on alteration in
the phenotype (i.e., a change in gene expression) of the neu-
rons. An up-regulation of various transmitters (substance P,
CGRP, glutamate, nitric oxide), receptors (NK1, galanin-1,
neuropeptide Y1; NPY1), ion channels (VR1, sensory neuron-
specific (SNS) Na� channels), and growth factors (NGF,
brain derived neurotrophic factor (BDNF)) has been demon-
strated in primary afferent fibers in response to inflammation
(Millan, 1999). In addition, various peptides—including sub-
stance P, CGRP, and somatostatin—are down-regulated,
while others including galanin, NPY, vasoactive intestinal
polypeptide (VIP), pituitary adenylate cyclase activating
peptide (PACAP), and cholecystokinin (CCK) are up-
regulated in dorsal root ganglion cells after nerve injury
(Hökfelt, Zhang, & Wiesenfeld-Hallin, 1994; as is discussed
later in this chapter).

Recently it has been demonstrated that specific primary
afferent fibers may even be able to switch their phenotype;
thus, it has been shown that after inflammatory injury, A�

fibers begin to produce and release substance P (which they
normally do not contain)—a phenomenon that has important
implications for the development of mechanical allodynia

(believed to be mediated largely by A� fibers). Evidence sug-
gests that growth factors or neurotrophins may play a critical
role in the development of these injury-induced phenotype
changes (Woolf, 1996).

The Sympathetic Nervous System

The sympathetic nervous system consists of efferent fibers
that are critical in the control of the body’s blood flow. For
years it has been known that the sympathetic nervous system
influences chronic pain and inflammation. Evidence indicates
that the primary transmitter released from sympathetic fibers,
noradrenaline, enhances the activity of primary afferent fibers
in inflamed tissue, despite its vasoconstrictive actions that re-
duce inflammation. Primary afferent fibers damaged by trau-
matic nerve lesions are also activated either by sympathetic
stimulation or by noradrenaline (Sato & Perl, 1991). Nor-
adrenaline contributes to inflammatory hyperalgesia through
its actions on �1 receptors (coupled to PLC) and may con-
tribute to neuropathic pain by an action at upregulated �2 re-
ceptors (coupled positively to Na� channels and negatively to
K� channels) on primary afferent fibers. Sympathetic neurons
are also known to release ATP, neuropeptide Y (NPY), nitric
oxide, and prostaglandin—substances known to directly or in-
directly sensitize primary afferent fibers (Raja, 1995).

THE SPINAL CORD DORSAL HORN

Afferent Input

The majority of primary afferent fiber axons project from the
dorsal root ganglion to the spinal cord through the dorsal root
(see Figure 9.1). As the root approaches the spinal cord, the
small-diameter myelinatedA� and unmyelinated C fibers seg-
regate from the larger diameter A� fibers. The A� fibers send
central processes ascending and descending in the dorsal
columns, with collateral branches penetrating the spinal cord
dorsal horn. The small-diameter fibers also send ascending
and descending branches in the tract of Lissauer, but these
only extend one or two spinal segments (Coggeshall, Chung,
Chung, & Langford, 1981). Primary afferent fiber input to the
spinal cord dorsal horn is for the most part ipsilateral (project-
ing to the dorsal horn on the same side of the body). However,
there are also some contralateral inputs (to the dorsal horn on
the opposite side of the body), which may underlie a phenom-
enon known as mirror image pain and may explain bilateral
neurochemical, anatomical, and functional changes that can
occur after unilateral stimulation of peripheral tissue and
nerves (Willis & Coggeshall, 1991).
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Primary afferent fibers from the neck, face, and head that
make up the cranial nerves (including the trigeminal or Vth
cranial nerve) carry somatosensory inputs to the main sensory
nucleus of V in the pons, or the spinal trigeminal nucleus,
which is partly in the cervical spinal cord (C1 and C2) and
partly in the medulla (known as the medullary dorsal horn).
This region plays a role similar to that of the spinal cord dorsal
horn—receiving, processing, and transmitting somatosensory
and nociceptive inputs (Dubner & Bennett, 1983).

The dendrites and cell bodies of spinal cord neurons con-
stitute the grey matter of the spinal cord, which has a charac-
teristic butterfly-like shape when observed on cross-section.
Primary afferent fibers terminate and make synapses with
spinal cord neurons that are in the two regions (left and right)
at the back (humans) or top (animals) of the grey matter (i.e.,
the posterior or dorsal horns). The grey matter of the spinal
cord is divided into 10 laminae that can be distinguished mor-
phologically. The dorsal horn consists of Lamina I (marginal
layer), II (substantia gelatinosa), III and IV (nucleus pro-
prius), and V and VI (deep layers). Lamina VII is referred to
as the intermediate grey matter, Laminae VIII and IX are
called the medial and lateral ventral horns, and Lamina X is
the region surrounding the central canal. The shape of these
laminae vary considerably throughout the length of the spinal
cord along the cervical, thoracic, lumbar, and sacral spinal
segments, and Lamina VI is only clearly defined in the lum-
bar and cervical segments of the spinal cord (Rexed, 1952;
Willis & Coggeshall, 1991).

Nociceptive inputs are for the most part received in
Lamina I and the outer part of Lamina II (IIo), known together
as the superficial dorsal horn, as well as the deeper laminae,
V, VI, and X (see Figure 9.5). Generally, cutaneous C fibers
terminate predominantly in Lamina IIo and to a lesser extent
in Laminae I and V, whereas cutaneous A� fibers terminate
largely in Laminae I and V and sparsely in Laminae IIo and X.
C fibers from viscera, joints, and muscle terminate mostly in
Laminae I, V, and VI (Christensen & Perl, 1970).

Individual dorsal horn neurons may receive converging in-
puts from primary afferent fibers originating in cutaneous
tissue and those originating in viscera or muscle. This con-
vergence probably underlies a phenomenon known as
referred pain, whereby inputs from injured viscera are mis-
takenly interpreted as coming from skin regions with primary
afferent fibers that converge on the same neurons as the
primary afferent fibers from the injured viscera. A familiar
example of referred pain is the pain of myocardial infarction,
in which many patients report pain not only in the chest and
upper abdomen, but also along the ulnar aspect of the left
arm. Nonnociceptive inputs from A� fibers mostly terminate
in Laminae III and IV, although there are limited projections

to Laminae I, IIi (inner), V, and VI. The ventral horn
(Laminae VIII and IX) contains predominantly motoneurons,
which transmit efferent motor activity required for reflex and
voluntary movements (Besson & Chaouch, 1987; Dubner &
Bennett, 1983).

Dorsal Horn Neurons

There are three classes of dorsal horn neurons that receive
input from primary afferent fibers. Nonnociceptive neurons
(NON-N)—found primarily in Laminae II, III, and IV—
receive input from A� fibers. These neurons are activated by
nonnoxious mechanical and thermal stimuli. Nociceptive-
specific (NS) neurons, found mostly in Laminae I and IIo but
also in V and VI receive inputs from A� and C fibers. Nor-
mally, these neurons respond only to high-intensity, noxious
stimuli. The small receptive fields and specific response
properties of these neurons render them suitable to signal
the location and physical characteristics of noxious stimuli.
Wide dynamic range (WDR) neurons—found predominantly
in Lamina V—receive inputs from A� fibers as well as from
A� and C fibers. These neurons respond in a graded fashion
to nonnoxious as well as noxious mechanical, thermal, and
chemical stimuli. WDR neurons, which are important for
encoding stimulus intensity, often receive convergent input
from cutaneous, muscle, and visceral tissue and are heavily
implicated in central sensitization following tissue or nerve
injury (discussed later in this chapter; Dubner & Bennett,
1983; Willis & Coggeshall, 1991).

Neurotransmitters and Neuromodulators Released From
the Central Terminals of Primary Afferent Fibers

Primary afferent fibers release a variety of substances that act
either as neurotransmitters or as neuromodulators in the
spinal cord dorsal horn (see Figure 9.6). Neurotransmitters
and neuromodulators involved in synaptic transmission in-
clude EAAs (aspartate, glutamate), neuropeptides (substance
P, NKA, CGRP, NPY, galanin, VIP, CCK, endomorphin-2),
purines (ATP, adenosine), neurotrophins (NGF, BDNF), and
second messengers that include gas molecules (nitric oxide),
arachidonic acid metabolites (prostaglandin), phospholipases
(PLs; PLA2, PLC), cyclic nucleotides (adenylate cyclase,
cAMP) and protein kinases (PKs; PKA, PKC, PKG).

EAAs, neuropeptides, and purines act at receptors that are
coupled to ion channels, G proteins, or both; they alter ionic
currents or the activity of second messengers and affect the
neuronal excitability in various ways. Generally, neuronal
excitability is enhanced by activity at receptors that increase
Na� or Ca2� currents or decrease K� currents across ion
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Figure 9.5 Organization of cutaneous, primary afferent input to the dorsal horn of the spinal cord. The top left panel depicits the termination of A� fibers. On
entering the spinal cord these fibers proceed medially and bifurcate into short descending and long ascending branches in the dorsal columns. Before entering the
dorsal column, they give off collaterals, some of which penetrate the dorsal horn and terminate largely in Laminae IIi, III, and IV and to a lesser extend in Lam-
ina V. The top right panel depicits the termination of A� fibers. On entering the spinal cord, these fibers run laterally into the medial aspect of the tract of Lis-
sauer, where they divide into short ascending and descending branches that run for one or two segments. Collaterals of the A� nociceptors penetrate the lateral
aspect of the dorsal horn and terminate in Laminae I, IIo, V, and X. The bottom panel depicits the termination of C fibers. Collaterals of C fibers penetrate the
dorsal gray matter from the medial tract of Lissauer and appear to terminate exclusively in Laminae I, IIo, and V of the dorsal horn. Reprinted with permission
from Bonica, J. J. (1990). The management of pain: Vol. 1. Copyright 1990, Lea and Febiger.

channels or that are positively coupled to G proteins, which
enhance activity of the various second messengers mentioned
previously. Conversely, decreases in neuronal excitability
generally occur after activation of receptors that increase K�

currents, decrease Na� or Ca2� currents, or are negatively
coupled with the second messenger adenylate cyclase and
decrease cAMP. Second messengers typically alter neuronal
excitability for prolonged periods by phosphorylating
voltage- or ligand-gated ion channels (often resulting in
increased Na� or Ca2� currents across the channels).

Excitatory Amino Acids

Aspartate and glutamate are released from the central termi-
nals of primary afferent fibers in response to noxious thermal

and chemical stimulation and act at both ionotropic and
metabotropic glutamate receptors in the spinal cord dorsal
horn. Ionotropic glutamate receptors are ligand-gated ion
channels and include subtypes of receptors that have been
classified according to synthetic agents that selectively acti-
vate these receptors—that is, (�)-alpha-amino-3-hydroxy-
5-methlisoxazole-4-propionic acid (AMPA), kainate and
N-methyl-D-aspartate (NMDA). Metabotropic glutamate
receptors (mGluR) are directly coupled via G proteins to
intracellular second messengers and include eight subtypes
that have been grouped into three classes—Group I (mGluR1
and 5), Group II (mGluR2–3), and Group III (mGluR4 and
mGluR6–8; Coderre, 1993; J. C. Watkins & Evans, 1981).

AMPA and kainate receptors are for the most part only per-
meable to Na� ions and are believed to act as fast transmitters

[Image not available in this electronic edition.]
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Figure 9.6 Neurotransmitters, neuromodulators, and signal transduction in the spinal cord dorsal horn. See text for details on neurotransmitters, neuromodu-
lators, and second messengers. Also included in the figure is a schema illustrating the ability of neurotrophins and increased intracellular Ca2� to trigger the in-
duction of immediate early genes (IEG), whose protein products are instrumental in the gene transcription needed for the production of new gene products. This
gene transcription is required for the up-regulation of transmitters and receptors and for changes in neuronal phenotype that occur after tissue injury leading to
pathological pain. Intracellular actions indicated on the postsynaptic neuron occur also on the presynaptic neuron but are not shown. Also not discussed is the
role of phosphatases counteracting the effects of kinases which phosphorylate various ion channels. Modified and reprinted from Progress in Neurobiology, 57,
M. J. Millan, The induction of pain: An integrative review, 1–164, Copyright 1999, with permission from Elsevier Science.

because they are inactivated quickly. For this reason, it is
believed that activation of AMPA and kainate receptors is in-
volved in the transmission of nonnoxious and acute noxious
stimulation. In contrast, NMDA receptors have high perme-
ability to Ca2� as well as Na� and are slowly inactivated. They
are also subject to voltage-sensitive Mg� block of the ion
channel, such that the receptors are not able to respond fully
until the neuron is partially depolarized; thus, NMDA recep-
tors are not fully activated until there is excessive aspartate or
glutamate release, which by repeatedly stimulating AMPA
and kainate receptors, produces enough depolarization of the

neuron to free the NMDA channels from their Mg� block. As
a result, NMDA receptors play a critical role in persistent
pain, which is associated with excessive release of aspartate
and glutamate. Also, the high permeability to Ca2� ensures
that NMDA receptor activation leads to long-term cellular
changes that result when various excitatory second messen-
gers (nitric oxide, prostaglandin, PKC) are activated by high
intracellular Ca2� concentrations. Indeed, considerable evi-
dence suggests that NMDA receptors play a critical role in
persistent pain and in central sensitization that contributes to
hyperalgesia (Coderre, 1993; Watkins & Evans, 1981).
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Metabotropic glutamate receptors are also believed to
have long-lasting effects through their stimulation of intracel-
lular second messengers. However, the overall effects are de-
pendent on specific class of mGluRs that are activated. Thus,
cellular excitation occurs following activation of Group I
mGluRs that are positively coupled to PLC, an enzyme that
catalyzes phosphotidylinositol hydrolysis and activates PKC.
However, cellular inhibition occurs following activation of
Group II and III mGluRs, which are negatively coupled to
adenylate cyclase and reduce the production of cAMP. It is
believed that aspartate and glutamate act at Group I mGluRs
to enhance nociceptive transmission but also that they regu-
late this process through actions at Group II and III mGluRs.
It is important to note that Group III mGluRs have a signifi-
cant role as autoreceptors in many CNS regions; thus, aspar-
tate and glutamate act at Group III mGluRs on primary
afferent fibers to inhibit their own further release (Coderre,
Fisher, & Fundytus, 1997).

Neuropeptides

The neuropeptides substance P, neurokinin A, and CGRP are
colocalized with aspartate and glutamate in a subset of small-
diameter primary afferent fibers. Substance P and neurokinin
A act primarily at NK1 and NK2 receptors in the spinal cord,
respectively, and are coupled by G proteins to PLC. These
neuropeptides have been found to produce a slow, long-
lasting depolarization of dorsal horn neurons; they are gener-
ally believed to act as neuromodulators, which enhance the
response of dorsal horn neurons to excitatory input. These
excitatory neuropeptides may act to relieve NMDA receptors
of their voltage-gated block and may enhance the release
of aspartate and glutamate from primary afferent fibers.
Preventing the activation of substance P at NK1 receptors
effectively alleviates nociception in various experimental
models of persistent pain, hyperalgesia, or both. CGRP,
which exists in two isoforms (� and �), acts at two known
receptors CGRP1 and CGRP2. These are also G protein-
coupled receptors but are positively linked with adenylate cy-
clase, the enzyme that stimulates the production of cAMP,
which has excitatory effects (Dray, 1996; Millan, 1999).

Additional neuropeptides that have been shown to have
significant effects in the spinal cord dorsal horns include
NPY, galanin, VIP, and CCK. The levels of these neuropep-
tides are affected by both tissue or nerve injury and probably
influence the hyperalgesia and allodynia associated with in-
jury. Thus, the spinal level of NPY, which is normally quite
low, is dramatically increased after peripheral nerve injury
(particularly in A� fibers; Hökfelt et al., 1994). NPY acts at
several receptor subtypes that are negatively coupled to

adenylate cyclase and by lowering cAMP, it tends to decrease
nociception. Nociception is also decreased by the action of
NPY at receptors coupled to ion channels that enhance K�

currents or decrease Ca2� currents. Galanin is found in both
A� and C fibers and normally contributes to spinal nocicep-
tion. Conversely, after nerve injury there is an up-regulation
of galanin in primary afferent fibers, and galanin appears
to have an antinociceptive effect in neuropathic rats (Xu,
Wiesenfeld-Hallin, Villar, Fahrenkrug, & Hökfelt, 1990).
The separate nociceptive and antinociceptive effects may de-
pend partly on galanin’s action at two separate receptors. It is
likely that galanin produces its nociceptive effects at a Gal-2
receptor, which is coupled by a G protein to PLC, and results
in increases in intracellular Ca2� and PKC (Ahren, 1996). In
contrast, galanin’s action at a Gal-1 receptor may be anti-
nociceptive because activity at this receptor produces an
inhibition of voltage-gated Ca2� channels and increased K�

currents—effects that would hyperpolarize the target neuron,
and reduce its activity (Kask, Langel, & Bartfai, 1995).

VIP is also found both in A and C fibers, but is more abun-
dant in visceral primary afferent fibers than it is in cutaneous
ones. Generally, it produces nociceptive effects on spinal
neurons, although these effects are attenuated in neuropathic
rats, despite the fact that there is an up-regulation of VIP in
A� and C fibers (Hökfelt et al., 1994). VIP is structurally sim-
ilar to PACAP and shares actions with PACAP at two VIP-
PACAP receptor subtypes. These receptors are positively
coupled to adenylate cyclase, and their activation causes
increases in cAMP, which tends to have nociceptive effects
(Rawlings & Hezarch, 1996). CCK is also normally quite low
in primary afferent fibers and is markedly increased follow-
ing nerve injury. It is believed that CCK produces antiopioid
effects, reducing the release of endogenous opioids or their
postsynaptic effects on spinal neurons, possibly after stimu-
lating PLC. The reduced effects of opiates in neuropathic rats
have been attributed in part to the increased levels of spinal
CCK and may be influenced by other peptides such as
Phe-Met-Arg-Phe-amide (FMRFamide) and Phe-Leu-Phe-
Gln-Pro-Gln-Arg-Phe-amide (neuropeptide FF, NPFF). In
contrast, the increased potency of opiates in rats with periph-
eral inflammation has been attributed to inflammation-
induced decreases in spinal CCK (Stanfa, Dickenson, Xu, &
Wiesenfeld-Hallin, 1994).

Endomorphin-1 and 2 are recently discovered peptides that
act selectively at the �-opioid receptor, which is the primary
receptor that mediates the analgesia effects of opiates.
Endomorphin-2 is highly expressed in primary afferent fibers
and is released into the spinal cord dorsal horn after stimula-
tion of the dorsal roots (Dun, Dun, Wu, Williams, & Kwok,
2000). It has been found that endomorphin-2 acts back on
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primary afferent fibers to suppress transmitter release, as well
as on postsynaptic neurons causing a hyperpolarization. Acti-
vation of the �-opioid receptor inhibits Ca2� currents, en-
hances K� currents, and inhibits the production of cAMP by
suppressing adenylate cyclase activity—all effects that hyper-
polarize the target neuron (Zadina et al., 1999). Enkephalins
acting at �-opioid receptors and dynorphins acting at 	-opioid
receptors produce similar effects, although actions at these re-
ceptors do not have as potent analgesic effects.

Purines

Purines active in the spinal cord dorsal horn include ATP and
its metabolite adenosine. ATP may act in the spinal cord
dorsal—similar to its action at the peripheral terminal of
primary afferent fibers—to produce excitatory or nociceptive
effects (Gu & MacDermott, 1997; Li & Perl, 1995). These
excitatory effects are mediated through a variety of receptor
subtypes that include both ionotropic (P2X) and metabotropic
(P2Y) receptors. The P2X receptors are coupled to Ca2� chan-
nels, and excitatory effects follow increased influx of Ca2�.
The P2Y receptors are coupled to PLC and have excitatory
effects by enhancing glutamate transmission in the dorsal
horn. In contrast to ATP, spinal adenosine tends to produce
antinociceptive effects at an A1 receptor that is negatively
coupled to adenylate cyclase and whose activation inhibits
and enhances Ca2� and K� currents, respectively (Sawynok
& Sweeney, 1989).

Neurotrophins

Neurotrophins are growth factors that stimulate neuronal
growth in embryonic development and maintain neuronal vi-
ability in adult tissues. Neurotrophins include NGF, which
acts selectively at trkA receptors; BDNF, NT-4, and NT-5,
which act at trkB receptors; and NT-3, which acts at trkC
receptors in spinal cord. An additional neurotrophin, glial de-
rived neurotrophic factor (GDNF) binds to the receptor
GDNF family receptor-alpha1. Small-diameter unmyelinated
primary afferent fibers generally fall into two groups: One
contains CGRP, substance P, and trkA receptors and depends
on NGF for its development; a second contains the lectin
isolectin B-4 and trkB receptors and is dependent on GDNF
for its development (McMahon, Armanini, Ling, & Philips,
1994). These neurotrophic factors are required not only for
neuronal development; they also continue to be produced by
numerous types of cells, produce excitatory effects on pri-
mary afferent fibers, and are required to maintain normal neu-
ronal function of primary afferent fibers. BDNF has been
found to be expressed in primary afferent fibers (particularly

C fibers containing CGRP and substance P) and to act in the
spinal cord to enhance neuronal excitability.

It has been hypothesized that hyperalgesia after inflamma-
tory injury is influenced by an up-regulation of BDNF in pri-
mary afferent fibers that occurs in response to peripheral
stimulation of primary afferent fibers with NGF. Thus, in-
flammation leads to increased production of NGF in periph-
eral tissue, which stimulates trkA receptors on the first group
of primary afferent fibers described previously. The stimula-
tion of trkA receptors results in increased BDNF production
in this group of C fibers and precipitates enhanced BDNF re-
lease and a subsequent sensitization of dorsal horn neurons
(Thompson, Bennett, Kerr, Bradbury, & McMahon, 1999).

Second Messengers

As noted previously, excitatory amino acids, neuropeptides,
and purines act at receptors that are coupled to G proteins and
alter the activity of second messengers affecting neuronal ex-
citability in various ways. Some also have associated ion
channels that are permeable to Ca2�, which itself is an im-
portant activator of various second messengers; thus, recep-
tors positively coupled by G proteins to adenylate cyclase
tend to have excitatory effects associated with the increase in
intracellular cAMP, whereas those negatively coupled to
adenylate cyclase have the opposite effect. Receptors cou-
pled to PLC also tend to have excitatory effects associated
with increases in the release of Ca2� from intracellular stores
and with the activation of PKC. An increase in the flux of
Ca2� through receptor-operated Ca2� channels—like NMDA
receptor channels—also stimulates PLC and results in increa-
sed release of Ca2� from internal stores as well as an in-
creased activation of PKC.

Increases in Ca2� influx also stimulate PLA2, which metab-
olizes arachidonic acid into prostaglandins, which produce ex-
citatory effects in the dorsal horn. Finally, increased Ca2�

influx also stimulates nitric oxide synthase to breakdown argi-
nine into the gas molecule nitric oxide. Nitric oxide produces
excitatory effects either by stimulating the production of
cGMP in the postsynaptic cell and phosphorylating ion chan-
nels or by acting as a retrograde transmitter that diffuses into
the presynaptic neuron to enhance synaptic release directly or
by stimulating cGMP. Generally, each of these second messen-
gers (PKC, prostaglandins, nitric oxide, cAMP, cGMP) alter
neuronal excitability for prolonged periods by phosphorylat-
ing voltage- or ligand-gated ion channels (often resulting in in-
creased Na� or Ca2� currents across the channels). Each of
these second messengers has been found to play a role either in
pain transmission or the development of sensitization in spinal
cord dorsal horn neurons (Coderre, 1993; Millan, 1999).
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Central Sensitization

Various studies indicate that following injury, noxious stimu-
lation, or C fiber afferent electrical stimulation, there is a sen-
sitization of neurons in the dorsal horn of the spinal cord and
other areas in the somatosensory pathway. This sensitization is
reflected by increased spontaneous activity, reduced thresh-
olds or increased responsiveness to afferent inputs, prolonged
after-discharges to repeated stimulation, the expansion of the
peripheral receptive field of CNS neurons, and an increased
excitability of flexion reflexes. After repeated high-frequency,
C fiber strength inputs, spinal cord dorsal horn neurons also de-
velop a cumulative depolarization that results in bursts of fir-
ing known as windup, a phenomenon that may contribute to
some pathological pains that are paroxysmal (shock-like) in
nature (Coderre, Katz, Vaccarino, & Melzack, 1993).

Central sensitization and the neuroplasticity it reflects are
dependent on neurochemical, cellular, and molecular events
in the CNS systems described previously in this chapter
(Coderre et al., 1993). The discovery of long-term changes in
the CNS after acute injury has led to the use of preemptive
analgesia, in which a local anesthetic, analgesic agents, or
both are given before surgery—even when a general anes-
thetic is used—with the aim of preventing central sensitiza-
tion. Studies in animals and humans show that postoperative
pain is reduced when nociceptive input is blocked during the
surgical procedure (Richmond, Bromley, & Woolf, 1993).

Neuronal Changes Underlying Neuropathic Pain

Damage to peripheral nerves can result in spontaneous pain,
hyperalgesia, and allodynia (when innocuous stimulation is
felt as noxious), that persists for years or decades after the orig-
inal injury. Syndromes such as causalgia, postherpetic neural-
gia, painful diabetic neuropathy, and phantom limb pain are all
associated with damage to peripheral nerves and with abnor-
mal pain sensations. Evidence suggests that although sensi-
tized primary afferent fibers or ectopic firing in neuromas can
account for some symptoms, other symptoms depend on plas-
tic changes in the CNS. For example, the phenomenon of dy-
namic mechanical allodynia, in which excruciating pain is
evoked by lightly brushing the skin, is mediated by A� fibers,
which normally transmit tactile information acting on sensi-
tized central neurons (Gracely, Lynch, & Bennett, 1992).

Two categories of changes have been proposed to occur at
the level of the spinal cord dorsal horn: (a) central sensitiza-
tion, whereby the neuronal response to normal pain input is
augmented, producing hyperalgesia; and (b) structural reorga-
nization, whereby previously nonexistent connections are
formed between A� fibers and nociceptive neurons, producing
allodynia (Woolf, Shortland, & Coggeshall, 1992). Further-
more, as described previously, there are considerable changes
in the expression of various peptides contained in primary af-
ferent fibers that determine the excitability of those fibers and
their net effect on spinal projection neurons (see Figure 9.7).

Figure 9.7 Plastic changes following nerve injury. Within the small and large sensory neurons of the dorsal root ganglia (DRG), a number of neurochemical
changes occur. Within the large-diameter DRG cells there is a particularly marked increase in the levels of neuropeptide Y (NPY) and cholecystokinin (CCK),
whereas the levels of calcitonin gene-related peptide (CGRP) are seen to decrease. In small-diameter DRG cells, the levels of substance P (SP), CGRP, and
somatostatin (SOM) decrease, while the levels of galanin, vasoactive intestinal polypeptide (VIP), and pituitary adenylate cyclase-activating polypeptide (PACAP)
are all markedly increased. Several morphological and phenotypic changes can also be observed within the spinal cord and the injured peripheral nerve, including
alterations in the expression of a number of neuropeptide receptors. These various neurochemical changes coincide with various morphological (demyelination,
peripheral and central sprouting, neuronal cell death) and physiological (ectopic discharge in neuroma and DRG) changes that underlie hyperexcitability and loss
of inhibition, and contribute to the development of allodynia, hyperalgesia, and spontaneous pain. Reprinted from Trends in Pharmacological Sciences, 20, T.
Dickinson and S. M. Fleetwood-Walker, VIP and PACAP: Very important in pain? 324–330, Copyright 1999, with permission from Elsevier Science.
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Interneurons and Descending Fibers Within
the Dorsal Horn

In addition to the previously described classification of dorsal
horn neurons based on the inputs they receive (i.e., NON-N,
NS, and WDR), dorsal horn neurons can also be classified by
their output destination. Generally, there are projection neu-
rons, which transmit information supraspinally, and interneu-
rons (excitatory or inhibitory), which project inputs locally or
within the spinal cord. Projection neurons are found predom-
inantly in Laminae I, V, and VI, whereas interneurons are
concentrated in Lamina II. Although some projection neu-
rons are contacted directly (monosynaptically) by primary af-
ferent fibers, others receive indirect (polysynaptic) input
from excitatory interneurons. It has been suggested that
excitatory interneurons play a large role in allowing WDR
neurons to receive inputs from both A� and C fibers.
These excitatory interneurons are believed to use neuropep-
tides such as substance P, VIP, and CCK, and purines (ATP)
or second messengers (nitric oxide, prostaglandins) as
their neurotransmitters-modulators. (Cervero & Iggo, 1980;
Willis & Coggeshall, 1991).

Inhibitory Interneurons

Various classes of inhibitory interneurons have been identi-
fied that regulate nociceptive transmission by targeting post-
synaptic neurons (i.e., NS and WDR projection neurons) or
presynaptic neurons (i.e., the central terminals of primary af-
ferent fibers). These classes include interneurons that release
gamma-aminobutyric acid (GABA), glycine, opioid peptides,
or acetycholine (ACh). GABA is a major inhibitory transmit-
ter that binds at two receptor subtypes (GABAA and GABAB).
GABAA receptors have a chloride-(Cl
-) permeable ion chan-
nel that when activated hyperpolarizes the neuron causing
inhibition. GABAB receptors are negatively coupled by G
proteins to adenylate cyclase and inhibit cAMP; they also
reduce Ca2� currents and increase K� currents, which hyper-
polarizes the neuron and decreases transmitter release.
Like GABA, glycine is a major inhibitory transmitter that
is linked to a Cl
-permeable ion channel. Although glycine
acts primarily at Gly1 (strychnine-sensitive) receptors to hy-
perpolarize neurons by increasing flux through Cl
 channels,
it also acts at Gly2 (strychnine-insensitive) receptors as a co-
transmitter at the NMDA receptor, enabling aspartate and glu-
tamate to produce excitatory effects at this site (Hammond,
1997).

Enkephalin and dynorphin are opioid peptides contained
within inhibitory interneurons in the spinal cord dorsal horn.
These peptides act primarily at �- and 	-opioid receptors,

respectively (but also at �-opioid receptors), and produce in-
hibitory effects on both primary afferent fibers and spinal
cord neurons. Like the endormorphin released from primary
afferent fibers, these opioid peptides cause hyperpolarization
of target neurons by enhancing K� currents and decreasing
Ca2� currents and adenylate cyclase activity. Additional in-
terneurons release ACh, which acts at both muscarinic and
nicotinic receptors to hyperpolarize primary afferent fibers
and spinal cord neurons (Fields & Basbaum, 1994).

Descending Fibers

Spinal cord dorsal horn neurons and the central terminals of
primary afferent fibers also receive inhibitory input from
fibers that descend from supraspinal structures (cortex, mid-
brain, and brain stem). Fibers that descend from the periaque-
ductal gray (PAG) activate serotoninergic neurons in the
rostroventral medulla or noradrenergic neurons in the dorso-
lateral pontine reticular formation. These neurons descend to
the spinal cord and release serotonin and noradrenaline,
respectively. Serotonin and noradrenaline act directly, or they
act indirectly through enkephalinergic and possibly GABA-
ergic inhibitory interneurons to inhibit the release of transmit-
ters from primary afferent fibers or to inhibit the activation of
spinal cord projection neurons (see Figure 9.8 and this chap-
ter’s section titled “Pain Modulation”). Although these de-
scending fiber tracts play a large role in the inhibitory
modulation of input to the spinal cord, there is also evidence
that parallel fibers are capable of producing a descending fa-
cilitation of spinal transmission. However, the actions of sero-
tonin and noradrenalin are dependent on the subtypes of
the receptors on which they act. Thus, whereas inhibition oc-
curs through actions at �2 and 5-serotonin1A (5-HT1A) recep-
tors, facilitation occurs at �1 and 5-HT2/3 receptors (Millan,
1999).

The Gate Control Theory of Pain

Much of the research underlying the discovery of the de-
scending pain modulation system was prompted by theoreti-
cal pain-gating mechanisms that were proposed in the gate
control theory of pain proposed by Melzack and Wall in 1965
(see Figure 9.9). This theory basically proposed that the
transmission of nerve impulses from spinal cord nociceptive
projection neurons are modulated by a spinal gating mecha-
nism in the dorsal horn. According to Melzack and Wall, the
gating mechanism is influenced by the relative amount of ac-
tivity in large-diameter and small-diameter primary afferent
fibers, with large-fiber activity tending to close the gate and
small-fiber activity opening the gate.
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In order to explain the powerful influence of cognitive
processes on pain perception, Melzack and Wall also pro-
posed that the spinal gating mechanism was influenced by de-
scending modulation (or central control) from the brain;
indeed, they proposed that a large fiber pathway (called the
central control trigger) rapidly conveyed inputs to the brain
and allowed for activation of this descending modulatory
system. This theory has provided a justification for the devel-
opment of transcutaneous electrical nerve stimulation (to
stimulate large fibers and close the gate), dorsal column stim-
ulation (to activate the central control trigger), and deep brain
stimulation (to activate the descending modulatory system)
as means to alleviate intractable pain by modulating inputs
from the spinal cord (Melzack & Wall, 1965).

THE BRAIN

Transmission of Nociceptive Inputs
to Supraspinal Centers

Axons of projection neurons in the spinal cord dorsal horn pro-
ject to the brain along a number of different fiber tracts (see
Figure 9.10). The spinothalamic tract is the main spinal cord
pathway for pain transmission. Its cells of origin are located
primarily in Laminae IV and V; the majority of axons cross
within the spinal segment they originate, and they ascend in
the contralateral anterolateral quadrant of the spinal cord.
Many spinothalamic fibers terminate in a somatotopic fashion
in the ventral posterior (VP) thalamic nucleus, which also

Figure 9.8 Descending endogenous pain control (inhibitory systems). The
most extensively studied and probably the most important descending sys-
tem is composed of four tiers, including the mesencephalon (midbrain),
rostral medulla, caudal medulla, and cervical spinal cord. The ascending an-
terolateral fasciculus (ALF), composed of the spinothalamic (STT), spino-
reticular (SRT) and spinomesencephalic (SMT) tracts, has important inputs
into the nucleus raphe magnus (NRM), nucleus magnocellularis (NMC), nu-
cleus reticularis gigantocellularis (NGC), and periaqueductal gray (PAG).
The ALF also has input to the medullary-pontine reticular formation (MRF).
The PAG receives important input from such rostral structures as the frontal
and insular cortex (and other parts of the cerebrum involved in cognition)
and from the limbic system, the thalamus, and—most important—the hypo-
thalamus, which sends beta-endorphin axons to the PAG. The locus
coeruleus in the pons is a major source of noradrenergic (NE) input to the
PAG and dorsal horn (tract labeled NE). These mesencephalic structures
(PAG, NRD, MRF) contain enkephalin (ENK), dynorphin (DYN), serotonin
(5HT), and neurotensin (NT) neurons, but only the latter two send axons that
project to NRM and NGC. Here they make synapses with neurons that are
primarily serotonergic, whose axons project to the medullary dorsal horn and
descend in the dorsolateral funiculus to the spinal cord. Modified and
reprinted with permission from Bonica, J. J. (1990). The management of
pain: Vol. 1. Copyright 1990, Lea and Febiger.

Figure 9.9 Gate control theory of pain. Circuit proposed by Melzack
and Wall (1965) for a gating system that might determine the output of the
“action system.” Large (L) fiber inputs close the gate and hyperpolarize
transmission (T) cells by activating inhibitory interneurons in the substantia
gelatinosa (SG), while small (S) fibers open the gate and depolarize T cells
by suppressing the activation of inhibitory neurons in the SG. Reprinted with
permission from Melzack, R., and Wall, P. D. (1965). Pain mechanisms: A
new theory. Science, 150, 971–979. Copyright 1965 American Association
for the Advancement of Science.

[Image not available in this electronic edition.]

[Image not available in this electronic edition.]
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receives the main output of tactile information from the dorsal
column nuclei. Cells in VP, including those responsive to nox-
ious stimuli, send axons to the somatosensory cortex in the
postcentral gyrus. Generally, these inputs carry information
about the intensity and specific location of the pain stimulus
(Bushnell, 1995). Other spinothalamic fibers terminate in the
posterior thalamus. A nucleus in the posterior thalamus (ven-
tromedial posterior thalamus, VMpo) has recently been iden-
tified that receives specific pain and temperature information
from Lamina I of the dorsal horn and sends projections to the
insular cortex (Craig, Bushnell, Zhang, & Blomqvist, 1994).

Spinothalamic fibers also terminate in medial thalamic
intralaminar nuclei, including parafascicularis (Pf) and the
ventrocaudal portion of the medialis dorsalis (MDvc).
Whereas nociceptive neurons in VP have small receptive
fields and are highly somatotopic, those in medial thalamus
have large receptive fields and little somatotopic organiza-
tion. Neurophysiological studies in awake monkeys indicate
that the responsiveness of medial thalamic neurons to nox-
ious stimuli is influenced by behavioral state. When a

Figure 9.10 Schematic of ascending pathways, subcortical structures, and
cerebral cortical structures involved in processing pain. PAG, periaqueductal
gray; PB, parabrachial nucleus of the dorsolateral pons; VMpo, ventrome-
dial part of the posterior nuclear complex; MDvc, ventrocaudal part of the
medial dorsal nucleus; VPL, ventroposterior lateral nucleus; ACC, anterior
cingulate cortex; PCC, posterior cingulate cortex; HT, hypothalamus; S-1
and S-2, first and second somatosensory cortical areas; PPC, posterior pari-
etal complex; SMA, supplementary motor area; AMYG, amygdala; PF,
prefrontal cortex. Reprinted with permission from Price, D. D. (2000).
Psychological and neural mechanisms of the affective dimension of pain.
Science, 288, 1769–1772. Copyright 1965 American Association for the
Advancement of Science.

monkey is attending to a noxious stimulus, the activity of
these neurons is greater than that when the monkey is dis-
tracted (Bushnell & Duncan, 1989). Neurons in the VMpo
may be particularly important for determining stimulus
modality and may be important for the determination of
whether a stimulus is potentially harmful (Bushnell, 1995).
Regions of medial thalamus that receive nociceptive input
project to a diversity of cortical and subcortical sites, includ-
ing limbic and motor regions. The diversity of these projec-
tions may reflect the rich variety of emotional and motoric
responses that pain evokes.

Although the spinothalamic tract is the best understood
pain pathway, nociceptive information reaches the brain by a
number of other routes. Two such pathways, the spinoreticular
and spinomesencephalic tracts, are located in the anterolateral
quadrant of the spinal cord, along with the spinothalamic tract.
Some spinoreticular neurons terminate on cells involved in
descending pain modulation pathways (described previ-
ously), but most terminate in the brain stem reticular forma-
tion and play a role in the affective or emotional response to
pain. Other spinoreticular neurons make up the spinoreticu-
lothalamic tract, which terminates in medial thalamus, along
with the spinothalamic neurons. The spinomesencephalic
tract terminates primarily in the superior colliculus and the
PAG. Nociceptive activity in the superior colliculus could be
involved in multisensory integration, behavioral reactions,
and orienting to painful stimuli. Projections to the PAG termi-
nate in a region critical to the endogenous pain-modulating
system (Bushnell, 1995).

A surgical procedure used for almost a century for the
treatment of severe intractable pain is the anterior cordot-
omy, in which the anterolateral quadrant of the spinal cord
is lesioned and the spinothalamic, spinoreticular, and spino-
mesencephalic pathways are interrupted. Although this neu-
rosurgical procedure is one of the most successful, frequently
the patient’s pain returns after months or years. This delayed
return of pain can best be explained by functional changes in
other pathways that convey nociceptive information to the
brain. One pathway by which nociceptive input could reach
the thalamus, bypassing the anterolateral quadrant, is via the
dorsal columns to the DCN in the caudal medulla. Although
the vast majority of fibers ascending in the dorsal columns are
axon collaterals of large-diameter primary afferents, some
nociceptive neurons in Lamina V project axons in this path-
way to the cuneate and gracile (dorsal column) nuclei.

Recent evidence suggests that the DCN may be particu-
larly important for the transmission of visceral pain. Another
pathway often spared after anterolateral cordotomy is the
spinocervical tract, which terminates in the thalamus
after synapsing in the lateral cervical nucleus (LCN) in the

[Image not available in this electronic edition.]
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cervical spinal cord. The dorsal columns and the spinocervi-
cal tract are not affected by anterolateral cordotomy because
these tracts project ipsilaterally to their relay centers in the
DCN and LCN, respectively, before crossing over to the con-
tralateral side and ascending to the thalamus (Berkley, 1997).
Projections of these pathways to the lateral thalamus (VP) are
believed to be involved in the sensory-discriminative aspects
of pain, whereas those to the medial thalamus and VMpo are
proposed to influence the motivational-affective dimension
of pain (Melzack & Casey, 1968; see Figure 9.11).

Another important pain pathway is the spinopontoamyg-
daloid system, originating in Laminae I and V of the dorsal
horn, ascending in the dorsolateral funiculus (DLF) and
synapsing in the parabrachial area of the pons before reach-
ing the amygdaloid complex. Besson, Bernard, and col-
leagues, who have studied the pathway extensively, suggest
that this system normally is involved in the fear and memory
of pain as well as in behavioral and autonomic reactions to
noxious events, such as vocalization, flight, freezing, pupil
dilation, and cardiorespiratory responses (Bernard & Besson,
1990). A parallel pathway is the spinoparabrachiohypothala-
mic tract that also ascends via the DLF to the parabrachial
area but carries on to the hypothalamus. This pathway—
along with the spinohypothalamic tract, which projects

directly to the hypothalamus—is also involved in the affec-
tive or emotional reaction to pain. Due to connections of the
hypothalamus with the pituitary, ascending inputs in both of
these tracts may be critical in the triggering of endocrine and
adrenocortical responses to painful stimuli.

Cortical Processing of Pain

Until recently, there has been little consensus about the role
of the cerebral cortex in pain processing. Early in the twenti-
eth century, Head and Holmes (1911) observed that soldiers
who had extensive injuries of the cerebral cortex continued to
perceive pain, leading Head and Holmes to conclude that the
cortex played only a minimal role in pain perception. Penfield
and Boldrey (1937) reached a similar conclusion based on
findings that patients rarely reported sensations of pain upon
electrical stimulation of their exposed cerebral cortex during
surgery to remove brain tissue with epileptic seizure foci.
Despite these observations, anatomical and physiological
data show that nociceptive information reaches a number of
cortical areas. Recent studies of the human brain using
positron-emission tomography (PET) to measure the relative
cerebral blood flow (rCBF)—and more recently, functional
magnetic resonance imaging (fMRI) to show changes in
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Figure 9.11 Conceptual model of the structures underlying the multidimensional nature of pain, according to Melzack and Casey (1968). The output of the
T cell in the dorsal horn projects to the sensory-discriminative system via the lateral ascending system and to the motivational-affective system via the medial as-
cending system. The central control trigger—composed of the dorsal column and the dorsolateral projection systems—is represented by a line running from the
large fibers (L) to the central control processes in the brain. These central processes project back to the dorsal horn as well as to the sensory-discriminative and
motivational-affective systems. Added to the scheme of Melzack and Casey is the brain stem inhibitory control system (see Figure 9.8), which provides
descending control on the dorsal horn. As indicated by arrows, there is also an interaction between the motivational-affective and the sensory-discriminative sys-
tems. The net effect of these interacting systems is activation of the motor (action) system. From Melzack, R., and Casey, K. L. Sensory, motivational and central
control determinants of pain. In D. R. Kenshalo (Ed.), The skin senses (pp. 423–443), 1968. Courtesy of Charles C Thomas, Ltd., Springfield, Illinois.
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blood oxygenation—now reveal that a number of cortical re-
gions are activated during pain. PET studies show that even
during the simple presentation of a noxious heat pulse, nu-
merous cortical and subcortical brain regions are activated
(Casey, Minoshima, Morrow, & Koeppe, 1996; Jones,
Brown, Friston, Qi, & Frackowiak, 1991; Talbot et al., 1991).

Figure 9.12 shows an fMRI revealing four cortical regions
that were activated by noxious heat repeatedly presented to the
calf during 6-min sequences. Areas activated by noxious heat
include the primary and secondary somatosensory cortex (SI
and SII), anterior cingulate cortex, and rostral (anterior) insu-
lar cortex, all contralateral to the stimulated limb. Other recent
investigations demonstrate cerebral blood flow changes re-
lated to a number of different noxious stimuli, including per-
sistent noxious cold and heat stimulation, electrical muscle
stimulation, cutaneous capsaicin or ethanol injection, and
esophageal or colonic distention and ischemia, as well as
cutaneous pain described as an illusion produced by adjacent
combinations of innocuous hot and cold temperatures (ther-
mal grill illusion; Bushnell, Duncan, Ha, Chen, & Olausson,
2000; Coghill et al., 1994). Although various differences
were found in the results of these studies, contralateral SI, SII,
anterior cingulate (ACC), and insular (IC) cortices were

consistently activated by a variety of painful stimuli, thus
strongly implicating these regions in pain processing.

Although other cortical regions—including parts of pre-
frontal cortex and premotor areas such as the supplemental
motor cortex—are activated in some pain studies (Craig,
Chen, Bandy, & Reiman, 2000; Derbyshire, 2000; Derbyshire
et al., 1994), these responses are less reliable, suggesting that
their activation may not be directly related to the essential
pain experience. Neurophysiological and anatomical studies
further support a direct role of S1, S2, ACC, and IC in pain
perception. Data from anesthetized animals reveal neurons in
each of these regions that respond best when noxious stimuli,
such as pinching or heating the skin, are presented (Burkey,
Carstens, Wenniger, Tang, & Jasmin, 1996; Dong et al., 1989;
Kenshalo & Isensee 1983). Similar nociceptive neurons have
been recorded in the ACC of awake human subjects undergo-
ing neurosurgical procedures (Hutchison, Davis, Lozano,
Tasker, & Dostrovsky, 1999).

The distributed cerebral activation probably reflects the
complex nature of pain, involving discriminative, affective,
autonomic, and motoric components. Anatomical connectiv-
ity suggests that SI and SII cortices may contribute primarily
to spatial, temporal, and intensity discrimination of painful

Figure 9.12 Functional magnetic resonance imaging (fMRI) data from a single subject. Each image shows a slice of the anatomical MRI data with the super-
imposed functional data. Statistical activation maps are generated and presented using color codes from blue to red, with neural activity subtracted from pain-
related activity. Sites of pain-related activation are circled. These sites include the anterior cingulate (ACC) and anterior insular (Ant. Ins.) cortices of the frontal
lobe and the primary and sensory somatosensory cortices of the parietal lobe (SI and SII). Painful heat (46 °C) and neutral (36 °C) stimuli were applied to the
left calf using a 9-cm2 aluminium heating block. Adapted with permission from Bushnell, M. C., Duncan, G. H., Hofbauer, R. K., Ha, B., Chen, J., and Carrier,
B. (1999). Pain perception: Is there a role for primary somatosensory cortex? Proceedings of the National Academy of Sciences, U.S.A, 96, 7705–7709.
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stimuli. Indeed, evidence suggests that lesions to SI may re-
duce only the ability to judge the intensity of a noxious stim-
ulus but not affect clinical pain (Devinsky, Morrell, & Vogt,
1995). The rostral insular cortex may be involved in pain af-
fect by integrating somatosensory information with memory,
whereas the anterior cingulate cortex may be implicated in
both pain affect and the modulation of motoric and auto-
nomic reactions to pain. Both the insular cortex and anterior
cingulate cortex have extensive connections to the limbic
system and therefore probably play an important role in the
effects of painful stimulus on attention, cognition, and mood
(Casey & Minoshima, 1995).

Anatomical data show a high degree of connectivity
among these cortical areas, and discrete lesions to any of
these regions do not produce a precise, permanent deficit in
pain perception. Chronic pain may initially be alleviated by
lesions to SI, SII, ACC, or IC, but usually the pain returns
after several months. These findings suggest that pain is
processed by complex cortical and subcortical networks. Fur-
thermore, the resilience of chronic pain may involve plastic-
ity in pain pathways, whereby functions usually performed
by one region are taken over by another. Such redundancy
and resiliency are of obvious evolutionary value because no-
ciception is essential for survival. However, this resiliency
may contribute to the refractoriness of various chronic pain
syndromes (Bushnell et al., 1999).

Role of the Cerebral Cortex in Aberrant Pain Processing

Brain imaging studies now allow us to ask questions about
pain that is experienced in the absence of peripheral nocicep-
tor stimulation. Is central pain real or imaginary? Does the
pain of fibromyalgia have a neurophysiological basis? Is the
illusion of pain produced by the thermal grill real? Human
brain imaging studies show that there is a neurophysiological
basis for such aberrant pain states. For example, PET studies
reveal that when people experience the thermal grill pain
illusion (produced by stimulating the skin with an alternat-
ing grid of warm and cool bars), regions of the cerebral cor-
tex normally activated by noxious stimulation are activated
during the illusion of pain (Craig, Reiman, Evans, &
Bushnell, 1996).

Several investigators have used PET in patients with pe-
ripheral neuropathic pain or central pain to examine changes
in pain processing that could account for such symptoms as
ongoing pain, hyperalgesia, and allodynia. Abnormal fore-
brain responsiveness include decreased spontaneous thala-
mic activity (Iadarola et al., 1995) and increases in blood
flow to a number of pain-related cortical regions, including
ACC and IC (Hsieh, Belfrage, Stone-Elander, Hansson, &
Ingvar, 1995). In studies of patients with central pain,

hyperexcitability has been observed in the thalamus (Cesaro
et al., 1991) and the cerebral cortex (Canavero et al., 1993).

Some data suggest that allodynia—whether related to neu-
ropathic pain or to capsaicin application to the skin—is
processed differently in the cerebral cortex from nociceptive
pain. Whereas the ACC is almost always activated in PET or
fMRI studies of nociceptive pain, Peyron et al. (1998, 2000)
failed to find ACC activation during allodynia in patients
with central pain. Similarly, Baron, Baron, Disbrow, and
Roberts (1999) failed to observe ACC activation during dy-
namic tactile allodynia after capsaicin application in normal
subjects and suggested that A�-mediated pain has a unique
cortical presentation. Nevertheless, other data suggest that
pain arising from aberrant or normal processes ultimately ac-
tivates the same cortical structures. For example, ACC has
been reported to be activated during dynamic tactile allody-
nia produced by capsaicin injection in normal subjects
(Iadarola et al., 1998), as well as by a large cortical lesion in
patients with central pain (Olausson et al., 2001).

PAIN MODULATION

As complex as the systems mediating the transmission of no-
ciceptive information are now known to be, it is clear that the
perception of pain is a function not only of activity in these
ascending systems but also of that in a number of modulatory
systems. To account for the influence of cognitive and emo-
tional processes on pain, the gate control theory postulated
the influence of central control (i.e., from the brain) on spinal
nociceptive gating mechanisms. This prediction has been
clearly confirmed and the underlying mechanisms widely
studied, because many clinical analgesics are thought to exert
their actions on descending pain-inhibitory pathways.

Opiate Analgesia, Stimulation-Produced Analgesia,
and Stress-Induced Analgesia

It was discovered in 1969 that electrical stimulation of the
midbrain periaqueductal gray matter (PAG) produced potent
analgesia in laboratory rats (Reynolds, 1969). Comprehensive
study of this phenomenon, dubbed stimulation-produced
analgesia (SPA; e.g., Mayer, Wolfle, Akil, Carder, &
Liebeskind, 1971), revealed a number of parallels with opiate
analgesia—for example, its sensitivity to blockade by
naloxone, the opioid receptor antagonist (Akil, Mayer, &
Liebeskind, 1976). It seemed clear that SPA revealed the
existence of neural circuits providing the central control pre-
dicted by gate control theory—circuits that morphine and its
congeners can activate. The subsequent isolation of opioid
receptors (Pert & Snyder, 1973) and endogenous opioid
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peptides (e.g., endorphins and enkephalins; Hughes et al.,
1975) solidified the notion that morphine’s analgesic action
was explained at least partly by activation of these descending
circuits. What remained unclear were the circumstances that
would cause the release of the endogenous opioids, but it was
soon demonstrated that environmental stressors could pro-
duce analgesia via the activation of these same mechanisms, a
phenomenon known as stress-induced analgesia (SIA; Kelly,
1982). The adaptive value of temporarily inhibiting pain per-
ception in an animal facing life-or-death circumstances is ob-
vious, although SIA can be reliably elicited in the laboratory
by a number of more modest stressors (Bodnar, 1984). It is
now clear that stress need not always produce analgesia,
sometimes producing short- or long-lasting hyperalgesia in-
stead (Jorum, 1988; Quintero et al., 2000). Also, pain modula-
tion systems can be affected by psychological factors other
than stress per se, including attention, anxiety, and pain itself
(probably explaining the clinical phenomenon of counter-
irritation).

Neuroanatomy and Neurochemistry of Pain Inhibition

The neuroanatomy and neurochemistry of these descend-
ing pain inhibition systems are now known in some degree of
detail (see Basbaum & Fields, 1984; Willis & Westlund,
1997; see Figure 9.8). Cortical and limbic system structures
such as the amygdala are critically involved (e.g., Manning,
1998). Although ascending modulatory systems are known
to exist (see Andersen & Dafny, 1983; Gear, Aley, & Levine,
1999; Morgan, Sohn, & Liebeskind, 1989), the most well-
characterized is the descending midbrain to brain stem to
spinal cord circuit involving the midbrain PAG and the brain
stem rostroventral medulla (RVM) or dorsolateral pontine
reticular formation. Activation of these brain stem sites re-
sults in release of serotonin or norepinephrine, respectively,
in the dorsal horn of the spinal cord (via the dorsolateral fu-
niculus). These monoamines act directly, or they can act indi-
rectly through enkephalinergic or GABAergic inhibitory
interneurons to inhibit the firing of spinal cord projection
neurons, or may inhibit transmitter release from primary af-
ferent fibers. The participation of serotonin and norepineph-
rine in descending pain inhibition mechanisms may explain
the clinical efficacy of antidepressants (monoamine reuptake
inhibitors) and intrathecal clonidine, an �2-adrenergic recep-
tor agonist. The relevant circuitry is known in greatest detail
in the RVM, where elegant work by Fields and colleagues has
characterized the local action of �-opioids like morphine as a
combination of direct inhibition of descending fibers whose
firing is correlated with nocifensive responses (i.e., on cells,
facilitating pain) and disinhibition of descending fibers
whose firing is correlated with the absence of such responses

(i.e., off cells, producing analgesia; e.g., Heinricher, Morgan,
Tortorici, & Fields, 1994; Pan & Fields, 1996). Even at this
level of analysis, the influence of psychological factors is ev-
ident because the RVM has been shown to modulate nocicep-
tion in restrained (i.e., stressed) but not unrestrained rats
(Milne & Gamble, 1990; Mitchell, Lowe, & Fields, 1998).

Although neural circuits involving opioid peptides and re-
ceptors are comparatively well studied, it was clear from the
earliest research into both SPA and SIA that parallel nonopi-
oid mechanisms exist. By altering the anatomical location of
the electrodes in SPA (e.g., dorsal vs. ventral PAG; Cannon,
Prieto, Lee, & Liebeskind, 1982) or the precise parameters
of the stressor in SIA (Lewis, Cannon, & Liebeskind, 1980),
one can selectively elicit either naloxone-sensitive or
naloxone-insensitive analgesia. Nonopioid SIA may be selec-
tively mediated by GABAA receptors (L. R. Watkins et al.,
1997), histamine H2 receptors (Gogas, Hough, Glickl, & Su,
1986), serotonin 5-HT1A or 5-HT3 receptors (Rodgers &
Shepherd, 1989; Rodgers, Shepherd, & Randall, 1990),
NMDA receptors (Marek, Mogil, Sternberg, Panocka, &
Liebeskind, 1992; Marek, Page, Ben-Eliyahu, & Liebeskind,
1991), and may occur in parallel to activation of opioid
receptors (�, �, 	; L. R. Watkins, Wiertelak, Grisel, Silbert, &
Maier, 1992). There is evidence pointing to major sex differ-
ences in the neurochemical mediation of nonopioid SIA, in
that females do not appear to use NMDA receptors to mediate
this phenomenon as males do (Kavaliers & Galea, 1995;
Mogil, Sternberg, Kest, Marek, & Liebeskind, 1993). The elu-
cidation of the neurochemistry of nonopioid analgesia could
have major clinical implications because the efficacy of this
system is known to exceed that of its opioid counterpart (e.g.,
Mogil, Sternberg, Balian, Liebeskind, & Sadowski, 1996).

Tonic Activation?

One intriguing and elusive question regarding endogenous
pain inhibitory systems is whether they are tonically active—
that is, are these systems contributing to pain sensitivity at all
times, providing an analgesic tone—or only when activated,
for example, by stress? This question has been addressed by
considering whether administration of broad-spectrum opioid
receptor antagonists, naloxone or naltrexone, produces a rela-
tive hyperalgesic state. Generally speaking, such experiments
have failed to demonstrate a reliable effect of these drugs (see,
however, Buchsbaum, Davis, & Bunney, 1977), although in-
terpretation may be confounded by the “paradoxical” analge-
sia that naloxone and naltrexone can produce (see Crain &
Shen, 2000; Gillman & Lichtigfeld, 1989). Recent evidence
with cannabinoid (CB) receptor antagonists have revived
the notion of analgesic tone, however, suggesting that CB1
receptors may be filling this role (Richardson, Aanonsen, &
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Hargreaves, 1997; Zimmer, Zimmer, Hohmann, Herkenham,
& Bonner, 1999).

Conditioning, Antianalgesia Mechanisms,
and Descending Facilitation

Although endogenous analgesic mechanisms probably
evolved to participate in emergent, fight-or-flight situations,
they play a broader role by virtue of the efficient one-trial
learning that stress exposure can engender. Previously neutral
stimuli paired with painful stressors may acquire the ability to
produce conditioned fear and analgesia, and this type of learn-
ing can guide adaptive species-specific defensive reactions
(Fanselow, 1986). Just as so-called danger signals can be con-
ditioned to evoke analgesia, an intriguing experiment by
Wiertelak, Maier, and Watkins (1992) demonstrated that pre-
viously neutral safety signals can be conditioned to evoke an-
tianalgesia. The ability of certain peptides to block opioid
analgesia had been known for some time (e.g., Faris,
Komisaruk, Watkins, & Mayer, 1983; Friedman, Jen, Chang,
Lee, & Loh, 1981; Gispen, Buitellar, Wiegant, Terenius, & De
Wied, 1976), but it now seems clear that antianalgesia is pro-
duced by activation of a separate circuit rather than simply by
modulating the analgesia circuitry per se. Antianalgesic
mechanisms have been implicated in the phenomena of
opiate tolerance and dependence, which limit the clinical
utility of this class of drugs. This hypothesis posits that re-
peated administration of an analgesic elicits increasing
release of antianalgesic peptides, whose opposing actions
make it appear that the analgesic is losing efficacy (Rothman,
1992). Peptides so implicated include adrenocorticotrophic
hormone (ACTH), cholecystokinin, dynorphin, FMRFamide,
�-melanocyte stimulating hormone (�-MSH), Tyr-Pro-
Leu-Gly-NH2 (Tyr-MIF), NPFF, neurotensin, and tyrosine-
releasing hormone (TRH; Rothman, 1992).

Cognitive Modulation of Pain Perception

Clinical and experimental evidence shows that an individ-
ual’s cognitive state has a profound influence on pain percep-
tion. Diverse studies show that cognitive manipulations, such
as hypnosis, behavioral modification, relaxation training,
biofeedback, operant conditioning, and cognitive-behavioral
therapy alter a person’s experience of pain. One simple vari-
able that is common to many of these psychological proce-
dures is attentional state. Experimental studies reveal that
people report lower pain when they are distracted from the
pain and higher pain when they attend closely to the nocicep-
tive stimulus (Leventhal, Brown, Shacham, & Engquist,
1979; Levine, Gordon, Smith, & Fields, 1982; McCaul &
Haugtvedt, 1982).

Cognitive processes other than distraction also can en-
hance or reduce pain perception. Hypnosis has been used as a
cognitive intervention to produce analgesia in a variety of set-
tings. Experimental studies of hypnotic analgesia show not
only that hypnosis reduces pain, but also that different
hypnotic suggestions can be used to reduce independently
the perceived intensity of a painful stimulus (sensory dimen-
sion) and its perceived unpleasantness (affective dimen-
sion; Rainville, Duncan, Price, Carrier, & Bushnell, 1997;
Hofbauer, Rainville, Duncan, & Bushnell, 2001).

Human brain imaging studies reveal that there is a clear
neurophysiological basis for psychological modulation of
pain. When attention is directed away from a painful heat
stimulus presented on a person’s arm, his or her evaluation of
the intensity of the pain is decreased, and the activity of SI
cortex elicited by the painful stimulus is dramatically reduced
(Bushnell et al., 1999; also see Figure 9.13). Other studies
have found attention-related modulation of pain induced ac-
tivity in other brain areas, such as the thalamus, ACC, and IC
(Petrovic, Petersson, Ghatan, Stone-Elander, & Ingvar, 2000;

Attention to pain Attention to tones

Figure 9.13 Pain-related activity when attention was directed to a painful heat stimulus (left) or to an auditory stimulus (right) is revealed by subtracting PET
data recorded when a warm stimulus (32–38 °C) was presented from those recorded when a painfully hot stimulus (46.5–48.5 °C) was presented during each at-
tentional state. PET data, averaged across 9 subjects, is illustrated against an MRI from 1 subject. Coronal slices through SI cortex are centered at the activation
peaks. Red circles surround the region of SI. There was a significantly greater pain-evoked SI activation when subjects attended to the pain than when they at-
tended to the auditory stimuli. Adapted with permission from Bushnell, M. C., Duncan, G. H., Hofbauer, R. K., Ha, B., Chen, J., and Carrier, B. (1999). Pain per-
ception: Is there a role for primary somatosensory cortex? Proceedings of the National Academy of Sciences, U.S.A, 96, 7705–7709.
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Peyron et al., 1999). These findings are consistent with other
evidence suggesting that the afferent nociceptive signals are
reduced by a cognitively activated descending control system
in the brain.

Other imaging data show that hypnotic suggestions alter
pain-evoked cortical activity and that this alteration depends
on the nature of the hypnotic suggestions (Rainville et al.,
1997; Hofbauer et al., 2001). Hypnotic suggestions can be
given that reduce how much a painful stimulus bothers the
person (i.e., the unpleasantness), while the person still feels a
pain sensation, such as burning. When subjects are given such
suggestions, activity in the ACC is reduced, but activity in the
SI is not. In contrast, when suggestions are given to reduce the
intensity of the burning pain sensation, SI activity is dramati-
cally reduced, just as it is when subjects are distracted.

Cognitive factors other than attention or hypnotic
suggestion—such as mood, emotional state, attitudes, and
expectations—also have been shown to alter pain perception.
Clinical studies reveal that emotional state and attitudes of pa-
tients have an effect on postsurgical analgesic requirements
and pain associated with chronic diseases (Fernandez &
Milburn, 1994; Haythornthwaite & Benrud-Larson, 2000;
Kvaal & Patodia, 2000). In the experimental context, manipu-
lations that alter mood or emotional state, such as pleasant
music or humorous films, reduce pain perception (Good, 1996;
Magill-Levreault, 1993; Zillmann, De Wied, King-Jablonski,
& Jenzowsky, 1996). The neural circuitry underlying such pain
modulation is not known, although ACC and prefrontal cortex
might be important regions for hedonic modulation of pain.

Thus, in stark contrast to the Cartesian view of pain pro-
cessing as simply involving the faithful passage of informa-
tion from the periphery to the brain via the spinal cord, a
modern view needs to account for the powerful modulatory in-
fluences exerted by endogenous mechanisms of analgesia and
antianalgesia. The situation becomes yet more complicated
after tissue or nerve injury. We have described at great length
how plastic changes in the neural circuitry subserving pain
transmission can result in hyperalgesia and allodynia. Recent
data have shown that injury can also cause the inappropriate
tonic activation of descending pain facilitatory mechanisms
in the brain stem. These mechanisms may or may not be simi-
lar to the antianalgesic systems described above. The impor-
tance of descending pain facilitatory systems is shown by the
demonstration that lesions of the DLF—the pathway by which
pain-modulatory information descends to the spinal cord—
block neuropathic pain after spinal nerve injury (Ossipov,
Sun, Malan, Lai, & Porreca, 2000). Thus, it seems that the
DLF provides a pathway for descending facilitation as well as
inhibition. On cells in the RVM are probably involved in this
facilitation (Porreca et al., 2001), as are cholecystokinin

CCKB receptors (Kovelowski et al., 2000) and dynorphin act-
ing at NMDA receptors (Wang et al., 2001). Descending facil-
itation may hold the key to explaining a number of puzzling
features of neuropathic pain, including the greatly prolonged
time course of the pain relative to that of the ectopic discharge
of injured afferents and the poor efficacy of opioids against
neuropathic pain.

NEW DIRECTIONS IN PAIN RESEARCH

Most pain research has been conducted at the level of the pro-
tein (i.e., receptors, neurotransmitters, second messengers),
using pharmacological, physiological, and anatomical ap-
proaches. Largely due to the availability of new techniques,
many of the new directions in pain research involve the study
of pain phenomena at higher (systems-wide), and lower (mo-
lecular genetic) levels. Results from modern fMRI studies,
wherein the impact of pain on multiple cortical and subcorti-
cal nervous system structures can be evaluated simultane-
ously, have been provided. We turn now to the implications of
the ability to clone and manipulate individual pain-relevant
genes.

Molecular Studies of Pain

The development of large-capacity cloning vectors and the
polymerase chain reaction have made it possible to isolate and
sequence any of the 30,000 genes in the mammalian genome.
After this is accomplished, two very powerful experimental
strategies become feasible: (a) to measure the expression, in
particular tissues and under particular conditions, of the mes-
senger RNAs of these genes; and (b) to render these genes
nonfunctional by transgenesis or antisense oligonucleotide
administration.

The study of gene expression has revealed the existence
of a few genes in the dorsal root ganglion (DRG) that appear
to be expressed selectively in small-diameter nociceptors.
For example, mRNAs encoding the SNS and NaN/SNS2
tetrodotoxin-resistant Na� channel subunits are found no-
where else but the DRG and may play a critical role in
chronic pain (see McCleskey & Gold, 1999). Other pain-
relevant proteins that were identified largely by molecular
genetic techniques include the capsaicin-sensitive, heat trans-
ducer channel VR-1 (Caterina et al., 1997), the ATP-gated
purinersic receptor (P2X3) (Cook, Vulchanova, Hargreaves,
Elde, & McCleskey, 1997) and the acid-sensing ion channel
ASIC1 (Waldmann, Champigny, Bassilana, Heurteaux, &
Lazdunski, 1997). In addition to these examples of expres-
sion cloning, in which novel genes are identified via a defined
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physiological screening assay, molecular techniques can be
applied to the identification of all genes whose expressions
are altered in a particular pain-related state. The power of
this latter strategy to identify the molecular “players” in pain
is enhanced by the development of microarrays, in which vir-
tually all genes—known and unknown—can be studied si-
multaneously (Schena, Shalon, Davis, & Brown, 1995). Such
gene expression profiling will no doubt lead to major ad-
vances. At this point in time, however, there exist no pub-
lished studies of this strategy as applied to pain.

In contrast, upwards of 500 studies have been published
since 1996 describing the effects of knocking out (i.e., by pro-
ducing transgenic mutant mice) or knocking down (i.e., by
administering antisense) the expression of particular genes
(see Mogil & Grisel, 1998; Mogil & McCarson, 2000; Mogil,
Yu, & Basbaum, 2000). Although these techniques cannot
identify truly novel pain-related genes, they are proving
very useful in elucidating the role of known genes in pain,
especially in cases in which pharmacological tools are lack-
ing or unsatisfactory. The great advantage of transgenic
and antisense studies is their unsurpassed specificity on the
molecular level, and although these approaches are associ-
ated with certain interpretational challenges (Lariviere,
Chesler, & Mogil, 2001; Mogil & McCarson, 2000), many
recent experiments could not have been performed any
other way. The utility of transgenic and antisense tech-
1niques will only increase, as inducible knockout technology
limits the problems of compensation in the former (e.g.,
Kuhn, Schwenk, Aguet, & Rajewsky, 1995), and new chemi-
cal modifications reduce the toxicity of the latter (e.g.,
Wahlestedt et al., 2000).

Individual Differences in Pain

Pain—probably more than most sensory systems, but simi-
lar to many complex biobehavioral phenomena—exhibits
robust individual differences. The seminal demonstration that
responders and nonresponders to pain exist was probably that
of Libman (1934), who reported that pressure applied to the
mastoid bone towards the styloid process produced marked
pain in 60–70% of his patients, whereas the remainder felt lit-
tle or no pain from the same stimulus. The existence of pain-
sensitive and pain-resistant individuals has subsequently
been demonstrated with more modern algesiometric assays
(Chen, Dworkin, & Haug, 1989) and may be reflected in vari-
able cortical imaging data (Zubieta et al., 2001). Also show-
ing marked individual differences are analgesic responses to
opiates (Galer, Coyle, Pasternak, & Portenoy, 1992; Lasagna
& Beecher, 1954) and NSAIDs (Walker, Sheather-Reid,

Carmody, Vial, & Day, 1997). Most strikingly, less than 15%
of peripheral nerve injuries develop into chronic pain syn-
dromes (Richards, 1967).

Such interindividual variability is frustrating to the clini-
cian and puzzling to the scientist. Until very recently, how-
ever, the topic was ignored in pain research, with experimental
results from particular populations of rat generalized to all rats
and then to all humans. Just as the advent of molecular genetic
tools have facilitated the bottom-up study of pain genes (e.g.,
knockout mice), they have also allowed the top-down study of
classical (Mendelian) pain genetics.

The application of Mendelian genetics to a pain trait re-
quires a prior determination that the trait is heritable. It is im-
portant to remember that the demonstration that a pain trait
runs in families is not prima facie evidence of heritability be-
cause familial modeling (e.g., learned illness behavior) may
be a sufficient explanation (see Turk, Flor, & Rudy, 1987). A
wide range of heritability estimates has been reported in hu-
mans for clinical pain. Inherited genetic variation accounts
for most of the overall variance in migraine, menstrual pain,
back pain, and fibromyalgia (Bengtsson & Thorson, 1991;
Buskila, Neumann, Hazanov, & Carmi, 1996; Peroutka,
1998; Treloar, Martin, & Heath, 1998). At the other end of the
spectrum, variability in experimental pressure pain sensitiv-
ity and in the prevalence of trigeminal neuralgia and myofa-
cial temporomandibular disorder has been reported to be
almost exclusively environmental in origin (MacGregor,
Griffiths, Baker, & Spector, 1997; Raphael, Marbach,
Gallagher, & Dohrenwend, 1999; Rasmussen, 1990).

A number of inherited pain-related pathologies have re-
cently been explained on the genetic level. For example, con-
genital insensitivity to pain with anhidrosis (hereditary
sensory neuropathy Type IV) is now known to be due to any
one of a number of single base-pair mutations of the NTRK1
gene (Indo et al., 1996), which encodes the high-affinity,
nerve growth factor-specific tyrosine kinase receptor. Hered-
itary sensory neuropathies Type I and III, also featuring
abnormalities in pain perception, have been attributed to mu-
tations in the SPTLC1 and IKAP genes, respectively
(Anderson et al., 2001; Bejaoui et al., 2001; Dawkins,
Hulme, Brahmbhatt, & Auer-Grumbach, 2001; Slaugenhaupt
et al., 2001). An inherited form of hemiplegic migraine is
now known to be due to mutations in the gene encoding the
P/Q-type, calcium channel �1 subunit, CACNL1A4 (Ophoff,
Terwindt, Frants, & Ferrari, 1998).

As impressive as these demonstrations are, there is
little evidence that any of these genes are involved in vari-
ability in pain responses in the normal range. For research in
this domain and for progress in the pharmacogenetics of



References 261

analgesics, animal models are necessary. The mouse in par-
ticular is a useful model species, largely because of the exis-
tence of over 30 major inbred strains in which each mouse is
a clone of every other. The nociceptive sensitivity of a large
number of inbred mouse strains on multiple algesiometric as-
says in this species has been documented (Lariviere, Wilson,
et al., 2001; Mogil et al., 1999). Impressive strain differences
were noted in every assay, corresponding to rough heritabil-
ity estimates (i.e., the proportion of variance accounted for by
inherited genes) of 28–76% depending on the measure, with
an average heritability of 46%.

Such strain differences have been exploited toward the
genomic localization and eventually the identification of the
genes responsible for the genetic component of these strain
differences. Progress has been reported for thermal nocicep-
tion (Mogil, Richards, O’Toole, Helms, Mitchell, & Belknap,
1997), chemical-inflammatory nociception (Wilson et al.,
2001), neuropathic pain behavior (Seltzer, Wu, Max, & Diehl,
2001), stress-induced analgesia (Mogil, Richards, O’Toole,
Helms, Mitchell, Kest, et al., 1997) and morphine analgesia
(Belknap et al., 1995; Bergeson et al., 2001; Hain, Belknap, &
Mogil, 1999). Morphine analgesia is a notable case because
pharmacological evidence has been provided to support par-
ticular candidate genes in genomic regions statistically asso-
ciated with the trait, including the Oprm gene encoding the
mouse �-opioid receptor (Belknap et al., 1995), and the
Htr1b gene encoding the serotonin-1B receptor (Hain et al.,
1999).

Although considerable progress is being made in identify-
ing so-called pain genes, it should be borne in mind that the
majority of the observed variability is environmental in ori-
gin. Such factors may include past pain experience, age, diet,
demographic status, and culture. Some of the variance is
likely explained by factors influenced by (and interacting
with) genetics but not pain genes per se; such factors include
sex, hormonal status, personality, coping styles, cognition,
and stress. A true understanding of individual differences in
pain—and of the full complexities of the biopsychology of
pain more generally—will require the identification of all
factors affecting the phenomenon, both intrinsic and extrinsic
to the organism.
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TASTE

Taste Stimuli

Before one can define a taste stimulus, one must define what
constitutes a taste sensation. From a purely literal view a
taste sensation is the sum of the neural activity in a taste-
related pathway in the nervous system. Obviously, this defi-
nition is circular in that taste-related pathways are defined
by the observation that their activation produces a taste sen-
sation. The chemosenses have this tautology in common with
all sensory systems. Thus, the definition of a taste stimulus is
a stimulus that evokes a taste sensation or, by extension, any
stimulus that evokes activity in a taste-related portion of the
nervous system. Historically, some sensations that we think
of as taste, such as metallic or alkaline, have turned out not to
be taste sensations at all, but rather arise from the concurrent
stimulation of trigeminal or olfactory pathways. In fact, most
of what we think of ordinarily as taste sensations are actually
combinations of taste, olfactory, tactile, and thermal sensa-
tions; there are very few purely taste sensations. In part, that
accounts for the observation that an individual can lose a
large part of his or her sense of taste and not be aware of any
loss at all (Kveton & Bartoshuk, 1994).

From a practical point of view taste stimuli are chemicals
that are capable of dissolving in saliva because saliva is the
medium that conveys the stimulus to the taste receptors. Taste
stimuli express a variety of chemical structures but, as some
would argue, evoke only a handful of different sensations.

The ability to detect and interpret the chemicals in our envi-
ronment affects nearly every aspect of our survival. Most im-
portant, perhaps, is the central role of chemical sensation in
the detection of what is edible and where it is located. It is
well known, for example, that the flavor of our food (i.e., the
combination of its taste and smell) is a major determinant of
ingestion. One need consider only what happens to our ap-
petite and our affect (see Toller, 1999) when these sensibili-
ties are lost or altered to realize just how essential the
chemical senses are to our well-being. Conversely, we utilize
our chemical senses to protect us from ingesting or inhaling
toxins that can harm us.

Historically, the study of taste and olfaction has progressed
at a relatively slow pace when compared to the study of the
other sensory modalities such as vision or audition. The rea-
son has been in part the difficulty in defining the dimensions
of the stimulus domain of the chemical senses. The original
hypotheses regarding chemical structure as a predictor of per-
ceptual quality have at times led to some anomalous results.
Likewise, psychophysical analysis of tastes and smells has
sometimes produced controversy. Without adequate confi-
dence that any given array of stimuli would span the limits of
chemical sensibility, investigators have been slow to agree on
schemes with which taste and olfactory stimuli are encoded
by the nervous system. However, as the present review of the
recent scientific literature hopefully reveals, technological ad-
vances, particularly in the realm of molecular neurobiology,
are providing the tools for unraveling some of the long-stand-
ing mysteries of the chemical senses.
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These are commonly known as the four basic taste qualities:
sweet, sour, salty, and bitter. Prototypical stimuli associated
with these basic qualities are sucrose (sugars) for sweet, citric
or hydrochloric acid for sour, sodium chloride (NaCl) for
salty, and quinine for bitter. Many have argued that another
taste, called umami and exemplified by monosodium gluta-
mate (MSG) and L-aspartate, is unique enough to be consid-
ered a fifth basic taste quality. Although it was discovered
nearly 100 years ago, investigation of umami in this regard has
intensified only in the last two decades (Brand, 2000; Kurihara
& Kashiwayanagi, 2000; Yamaguchi, 1991). Table 10.1
shows a list of chemicals that have been used in experiments
on the gustatory system.

Defining what constitutes a taste stimulus is not a trivial
exercise because it affects an entire cascade of research on
the taste system. For example, if one argues that a group of
chemicals taste alike, say salty, then psychophysicists will
study the “salty” sensation of fluids; chemists will look for
molecular similarities that define whether a chemical tastes
salty; cell biologists will look for salt receptors on the taste
receptor cells; physiologists will look for nerve fibers and
neurons that respond well to salt; and theorists will devise
schemes for how salt is encoded. To provide guidance as to
how the taste world is organized, students of gustation have
turned to the field of psychophysics.

A Word About Psychophysics

Early psychophysicists set about to examine the inherent or-
ganization of the world of sapid (defined as having a taste)
stimuli. They quickly discovered that there were groups of
stimuli that tasted alike and that each group could be char-
acterized by a single descriptor (e.g., sweet or salty). From
these observations came the idea of taste primaries, defined
as qualities that in combination could reconstruct any gusta-
tory experience. The most active challenge to this idea has
been offered by Erickson (2000) and Schiffman (2000), who
argued that the taste world is organized as a continuum,
rather than parceled into discrete groups. Their argument, in
part, is that the historical categorization into four taste qual-
ities is an artifact of our language, in that the English lan-

guage has a limited number of words available to describe a
taste and that most of us have a long history of describing
what we taste using just these few words. It has been shown,
for example, that in Asian cultures umami is a commonly
recognized taste whereas in the United States the taste of
umami is described as salty-bitter (O’Mahony & Ishii,
1986).

In general, the problem of reconciling language with
function is thorny and not easily solved, though many have
tried. Many studies of the organization of the taste world
ask subjects to describe the taste stimulus presented to them
without giving any specific suggestions. In that case, one
cannot divorce the subject’s history from the likelihood of
his or her choices of descriptors. This inherent conflict
may be reinforced in studies where subjects are asked to
choose from among a list of descriptors that are restricted to
those associated with the four or five basic taste qualities.
Erickson (2000) discussed this point in detail in a recent
review.

One of the more persuasive paradigms that has been used
to study the idea that there are four (or five) independent taste
qualities is that of adaptation. The phenomenon of adaptation
is defined as a response decrement following prolonged ex-
posure to a given stimulus. The overall strategy is to adapt the
tongue to one stimulus and test for a response to another; if
the adapting and test stimuli share a common receptor mech-
anism, the response to the test stimulus should be attenuated.
If the two stimuli are independent in the sense that they evoke
independent (i.e., nonoverlapping) sensations, adaptation to
one will not alter the perception of the other. In general, re-
sults of this kind of experiment have concluded that, psy-
chophysically, there is little cross-adaptation among the four
basic taste qualities and, conversely, much cross-adaptation
among stimuli classified as belonging to the same class of
taste quality (e.g., McBurney & Bartoshuk, 1973).

In addition to producing an outline of the taste world,
modern psychophysicists have identified several areas of
research where their contributions can have potentially sig-
nificant medical and societal impact. One of these areas is in
the genetic variability of taste as a marker for people who are
at risk for a variety of disorders. For example, it has been

TABLE 10.1 Examples of Stimuli That Are Commonly Used in Taste Experiments

Salty Salts Bitter Salts Sour Sweet Bitter Other

NaCl KCl HCl sucrose quinine HCl monosodium glutamate
LiCl CaCl2 citric acid fructose quinine SO4 maltose
Na2SO4 NH4Cl malic acid glucose urea polycose
NaNO3 NH4Br HNO3 dl-alanine Sucrose octa-acetate ethanol

MgCl2 NaOH glycine caffeine
tartaric acid
lactic acid
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known since the 1930s that the ability to perceive phenylthio-
carbamide (PTC) and the chemically related 6-n-propylthio-
uracil (PROP) as bitter is genetically transmitted through a
dominant gene (Bartoshuk, Duffy, Reed, & Williams, 1996).
More recently, the study of people who taste PROP, called
tasters, has suggested that there is a subset of tasters who ex-
perience PROP as extremely bitter (i.e., more bitter than most
other tasters do). This group of supertasters has not only an
enhanced perception of PROP but also a greater number of
fungiform taste papillae than do medium tasters or non-
tasters, as well as an enhanced perception for other bitter
compounds, for salty, sweet, fatty, and viscous substances,
and for oral burn produced by capsaicin (Bartoshuk, Duffy,
Lucchina, Prutkin, & Fast, 1998). In the United States about
25% of the public are nontasters; 50% are medium tasters;
and 25% are supertasters. There is some evidence that the
ability to perceive PROP may be a genetic marker for the
propensity to become alcoholic (DiCarlo & Powers, 1998;
Pelchat & Danowski, 1992), although this remains controver-
sial (see Kranzler, Moore, & Hesselbrock, 1996). In any case,
these studies suggest that genetic variability in taste percep-
tion may prove to be a useful marker for at-risk populations
for a variety of behavioral problems.

Another application for the study of taste psychophysics
has been in the study of the relationship of taste perception
to the molecular biology of signal transduction. In general,
there is an interplay between the perceptual phenomena that
psychophysicists can define (i.e., commonalities among the
things we taste) and the transduction mechanisms that molec-
ular biologists search for and study to account for these com-
monalities. A good example of this is the study of the
perception of saltiness. When the amiloride-sensitive sodium
channels were discovered, it was widely hypothesized that
the direct entry of Na� ions through these channels could
account entirely for salt perception (see Halpern, 1998, for a
review). However, when it turned out that amiloride mixed
with a NaCl solution did not eliminate the perception of salti-
ness entirely, it became apparent that additional transduction
mechanisms for NaCl must be present. Indeed, it is now
known that NaCl can affect neurotransmitter release from
receptor cells through other pathways (as discussed later).

Transduction of Taste Stimuli

Some of the most exciting discoveries in the field of taste in
recent years have been in the study of transduction mecha-
nisms. A thorough treatment of these advances is beyond the
scope of the present chapter; however, the reader is referred to
some excellent reviews (Brand, 2000; Gilbertson, Damak, &
Margolskee, 2000; Herness & Gilbertson, 1999; Kinnamon &

Margolskee, 1996; Lindemann, 1996; Miyamoto, Fujiyama,
Okada, & Sato, 2000; Spielman, 1998; R. E. Stewart,
DeSimone, & Hill, 1997).

Most treatments of the subject of taste transduction mech-
anisms are divided into sections according to taste quality.
That is, there are usually separate sections for encoding of
sweet, sour, salty, and bitter substances. This is partly a nat-
ural extension of the results from psychophysical work, as
mentioned earlier, and it has proven a fruitful strategy, all
things considered. However, as this work has unfolded, it has
become clear that there may be more than one transduction
mechanism for each of the basic tastes. The fact that multiple
transduction pathways contribute to a taste experience may
underlie the singular taste experiences.

Saltiness

The sensation of saltiness in its purest form is produced by
NaCl or lithium chloride (LiCl; Murphy, Cardello, & Brand,
1981). Other salts produce taste qualities (e.g., bitter or sour)
in addition to saltiness. The rather narrow spectrum of pure
tastants associated with saltiness endows the system with
the ability to pick out NaCl specifically when needed, as in the
case of Na� deprivation (Fitzsimmons, 1979). This ability
may be beneficial to survival because NaCl is essential for a
variety of biological functions, including nervous function and
homeostatic regulation of water in the body.

The transduction of NaCl is thought to involve the entry of
Na� ions directly into the taste receptor cell (TRC) through
two separate pathways. The first is through Na� channels that
are reversibly blockable by the diuretic amiloride. These
amiloride-sensitive channels (ASCs) are located on the apical
portion of the TRC. There are large species differences in the
effectiveness of amiloride to block these channels, and these
differences are reflected in the varying effectiveness of
amiloride to block the perception of saltiness (see Halpern,
1998, for a review). Na� is thought to enter the TRC through
these channels and depolarize the TRC membrane, causing
voltage-sensitive Na�, K�, and Ca�� channels to open. The
entry of Ca�� into the TRC then causes the release of trans-
mitter from the TRC onto the taste nerve endings. The second
transduction pathway for NaCl is by Na� entry through Na�

channels located on the basolateral TRC membrane below
the tight junctions.

There is also a role for the anion in the transduction and
subsequent perception of saltiness. Small anions such as
Cl� act through a paracellular shunt by diffusing past the tight
junctions. This produces a negative region at the basal por-
tion of the TRC that further promotes the influx of positive
ions. The tight junctions control this diffusion and current
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flow; they pass small cations more freely than they do larger
ones. This accounts for the observation that salts with larger
cations (e.g., sodium gluconate) do not taste as salty as do
those with smaller ones (e.g., NaCl).

Sourness

The sensation of sourness is produced by acids. Sourness is
thought to be associated with rotting fruit and, by extension,
with toxicity. Its detection is therefore important for survival.

The perception of sourness appears to be directly related to
the concentration of the hydrogen ion (Ganzevles & Kroeze,
1987). A variety of transduction mechanisms have been stud-
ied for sourness, and it appears that there are large species dif-
ferences in the mechanisms that are present. For example, in
the mud puppy (Kinnamon, Dionne, & Beam, 1988) and tiger
salamander (Sugimoto & Teeter, 1991), H� ions block a nor-
mally open K� channel located on the apical region of the
TRC. This then depolarizes the TRC, resulting in the eventual
entry of Ca�� and subsequent release of neurotransmitter.
In the hamster there is good evidence that H� enters the TRC
through amiloride-blockable channels that may be identical
to those involved in Na� transduction (Gilbertson, Avenet,
Kinnamon, & Roper, 1992); however, this mechanism is not
present in the rat (DeSimone, Calahan, & Heck, 1995). Still
other mechanisms that have been proposed include a proton
exchange mechanism, a stimulus-gated Ca�� channel, and
the direct entry through a H� channel that has yet to be
identified (see Lindemann, 1996). Clearly, there is much
work yet to be done in this area.

Bitterness

As is the case for sweet substances, a wide variety of chemi-
cals produces a bitter sensation. These include some plant
alkaloids such as the prototypical bitter substance quinine,
nicotine, strychnine, and caffeine, as well as hydrophilic salts
of Ca��, Mg��, Ba��, Cs�, K�, and NH4 (R. E. Stewart et al.,
1997). Other compounds such as urea, sucrose octa-acetate
(SOA), denatonium, and many of the D-isomers of amino
acids also taste bitter. The variety of chemical structures rep-
resented by bitter substances has led investigators to conclude
that many different receptors must be involved in their trans-
duction. Furthermore, observations that some bitter tastants
utilize more than one transduction pathway (see R. E. Stewart
et al., 1997) only complicate the question of how bitterness is
encoded at the TRC level.

Fortunately, some dramatic discoveries in the last
decade have significantly advanced our knowledge of the
transduction of bitterness. These began with the cloning of a

G protein called gustducin, which is localized exclusively in
TRCs (Spielman, 1998) and was reported by McLaughlin,
McKinnon, and Margolskee in 1992. Gustducin shares an
80% homology with transducin, the G protein once thought
to be restricted to the retina. In fact, transducin has also
been found in TRCs (McLaughlin, McKinnon, Spickofsky,
Danho, & Margolskee, 1994). Because of the gustducin’s
similarity to transducin, the former is thought to work in
much the same way: Binding of a bitter substance to a recep-
tor (discussed later) would cause gustducin to activate phos-
phodiesterase, which would then decrease the level of a
cyclic nucleotide. Lower levels of cyclic nucleotides would
affect a cyclic nucleotide-activated membrane channel and
thereby depolarize the membrane potential. Conversely, high
levels of cyclic nucleotides in frog TRCs produce a decrease
in conductance (Kolesnikov & Margolskee, 1995).

In addition to the cyclic nucleotide pathway for bitter
transduction, other transduction mechanisms are also under
investigation. For example, there is evidence that some bit-
ter substances, such as SOA (Spielman, Huque, Nagai,
Whitney, & Brand, 1994) and denatonium (Akabus, Dodd, &
Al-Awqati, 1988), stimulate the inositol triphosphate (IP3)
system to increase Ca�� levels derived from intracellular
stores. SOA is also known to block K� channels directly
(Spielman, Huque, Whitney, & Brand, 1992), as does quinine
at low concentrations (Ozeki, 1971).

Sweetness

A wide variety of compounds produces a sweet sensation, in-
cluding mono-, di-, and polysaccharides, polyalcohols, amino
acids, peptides, and some proteins. In addition to the variety
of chemical structures, there are wide species differences in
sensitivity to sweet-tasting substances. For example, it is
well known that gerbils are about 40 times more sensitive
to sucrose than are humans. However, some chemicals that
taste sweet to humans, such as aspartame, probably do
not taste sweet to rats. For example, Sclafani and Abrams
(1986) demonstrated that rats showed only a weak preference
for aspartame over water when aspartame was presented at a
variety of concentrations in a two-choice paradigm. It is inter-
esting to note that cats do not have any sweet taste receptors
and thus are completely insensitive to sweetness.

Considering the diversity of the molecular structure of this
group of chemicals, it is not surprising that a number of trans-
duction mechanisms exist. There is growing evidence that
natural sweeteners like sucrose activate the production of
cAMP through a receptor–G protein interaction. The produc-
tion of cyclic adenosine monophosphate (cAMP) would
then activate protein kinase A, leading to the closure of
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K� channels. The subsequent depolarization would result in
Ca�� entry through voltage-activated Ca�� channels and
eventual neurotransmitter release. There is also evidence that
a decrease in cAMP may be involved in sweet taste transduc-
tion. This evidence is derived from the observation by Wong,
Gannon, and Margolskee (1996) that knockout mice that are
lacking gustducin are also deficient in their sensitivity to
sweet-tasting compounds. As with bitter compounds, gust-
ducin may activate a phosphodiesterase and thereby decrease
the concentration of cyclic nucleotides. The resolution of ev-
idence implying both an increase and a decrease in cyclic nu-
cleotides in response to sweet substances requires additional
investigation.

Yet another transduction mechanism for sweet tastes in-
volves the IP3 cascade. Sweet chemicals such as saccharin
and amino acids also close K� channels but do not activate
cAMP. These substances stimulate Ca�� release from intra-
cellular stores (Bernhardt, Naim, Zehavi, & Lindemann,
1996). There is evidence (Behe, DeSimone, Avenet, &
Lindemann, 1990) that TRCs may contain the molecular ma-
chinery for both cAMP and IP3 transduction pathways.

Finally, there is evidence that sugars stimulate an influx
of cations through an ASC in dogs but not in rats (Simon,
Labarca, & Robb, 1989).

Umami

Although still controversial to some, it has been argued that
the taste of umami is just as distinct as that of salty, sweet,
bitter, or sour and should therefore be considered a fifth basic
taste quality. The prototypical stimulus for umami is MSG,
although L-aspartate also evokes umami. Other amino acids
evoke umami as well.

The transduction of MSG as a tastant is presumably ac-
complished through a glutamate receptor. Although much of
the work on glutamate receptors related to gustation has been
done in the channel catfish (see Caprio et al., 1993, for a re-
view), studies in mammalian systems have also begun to bear
fruit. In this context there is evidence for both ionotropic and
metabotropic receptors in TRCs. Recently, a G-protein cou-
pled receptor for MSG that is localized to mouse TRCs
(Chaudhari, Landin, & Roper, 2000) has been identified, and
evidence has been provided implicating it as a taste receptor
for MSG.

The Search for Taste Receptors

Researchers have only recently begun to identify candidate
genes and their respective proteins that may serve as taste re-
ceptors. The first of these is a small family of two G-protein

coupled receptors, T1R-1 and T1R-2, which have been local-
ized specifically to TRCs (Hoon et al., 1999). Each of these
has a differential spatial distribution across the receptive
fields of the oropharyngeal area: T1R-1 is expressed primarily
in the fungiform papillae and palatal taste buds, and T1R-2 is
expressed more prominently in foliate and circumvallate taste
buds. This regional specificity led Hoon et al. (1999) to sug-
gest that these putative receptors encode sweet and bitter
modalities; however, this idea remains speculative at present.
It is interesting that these proteins are absent from TRCs
expressing gustducin.

Another recent report has identified a family of putative
taste receptors, called T2Rs, that are specifically localized to
TRCs in the mouse (Adler et al., 2000). Further evidence sug-
gested that TRCs may express a large repertoire of T2Rs,
which may account for the ability to perceive a wide variety
of substances as bitter (Chandrashekar et al., 2000). This line
of research is quite recent and can certainly be expected to
progress rapidly in the next few years.

Anatomy of the Taste System

Peripheral Nervous System

Taste buds are located in the oropharyngeal area in structures
called papillae. Papillae can be seen as bumps on the surface
of the tongue. Filliform papillae do not contain any taste buds
and are located on the dorsal middle of the tongue. Fungiform
papillae, found on the tip and sides of the tongue, resemble
mushrooms in shape. In the rat only one taste bud is located in
each fungiform papilla, and nearly all fungiform papillae
have taste buds in them (Mistretta & Oakley, 1986). In hu-
mans, however, fungiform papillae contain on average one to
four taste buds each (Arvidson, 1979; Miller, 1986). In gen-
eral, only about one third of these papillae contain any taste
buds (Cheng & Robinson, 1991). The great majority of fungi-
form papillae and the taste buds contained in them are located
on the tip of the tongue in both rat (Miller & Preslar, 1975)
and human (Cheng & Robinson, 1991). Circumvallate papil-
lae are located at the rear of the tongue and look like flattened
disks; taste buds are also located in surrounding trenches as
with fungiform papillae. In the human they are arranged in an
inverted V with the apex oriented toward the back of the
tongue. Foliate papillae are located along the sides of the
tongue behind the molar teeth. They appear as parallel folds
and ridges with taste buds buried in the folds. There are also
taste buds on the soft palate and epiglottis.

In general, there is a good deal of variation from person
to person in the number of papillae and in the number of
taste buds per papillae; this variation may be genetically
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Figure 10.1 Schematic diagram of the structure of the taste bud showing
light and dark taste receptor cells, surrounding epithelial cells, and periph-
eral nerve innervation. Adapted from Brand (1997).

determined and may be related to taste sensitivity (Bartoshuk,
2000a, 2000b). For an excellent review of the location and
distribution of papillae and taste buds in the human, see Miller
and Bartoshuk (1991). Stimulation of individual taste papillae
and individual taste buds can evoke all four taste qualities
(Bealer & Smith, 1975).

One of the most common misconceptions about taste is that
different parts of the tongue are differentially sensitive to the
various taste qualities. For example, it is usually stated that the
tip of the tongue is most sensitive to sweet, the back to bitter,
and so on. These assertions are based on work in the nineteenth
century showing that there are differences in taste thresholds
for the basic taste qualities across different regions of the
tongue. In truth, these differences are slight, and all of the
basic taste qualities may be perceived everywhere there are
taste buds (Collings, 1974).

The sensory organ that contains the receptor cells for taste
is the taste bud. The arrangement of the spindle-shaped TRCs
within the taste bud is usually described as resembling the
slices of an orange (see Figure 10.1). Slender cilia protrude
from the apical end of TRCs into the oral environment through
the taste pore. Tight junctions between TRCs prevent taste
stimuli from entering the taste bud. There are generally three
types of TRCs described in mammalian taste buds: Type I
(dark), Type II (light), and Type III, which synapse on the
gustatory nerves. These types are generally considered to rep-
resent different developmental stages; TRCs are known to
have a life span of about 10 days. In the mouse all types of taste
cells receive synapses from gustatory nerve fibers (Royer &
Kinnamon, 1994). In the basal portion of the taste bud in the
rat, nerve fibers form a dense plexus, sending thin beaded

branches between the taste cells to synapse on Type III cells
(Kanazawa &Yoshie, 1996; Muller & Jastrow, 1998). It is now
known that TRCs can contain the transduction mechanisms for
all four taste qualities, can produce action potentials them-
selves, and can thus respond broadly across the basic taste
qualities. For a recent review of this topic see Herness (2000).

Three cranial nerves innervate taste buds. The first is the
facial (VII) with the greater superficial petrosal branch inner-
vating taste buds within the nasoincisor ducts and the chorda
tympani (CT) innervating the rostral two thirds of the tongue.
The rat CT contains about 1,500 fibers (Ferrell, Tsuetaki, &
Chole, 1985), whereas the human CT contains about 5,500
fibers (Ylikoski, Gamoletti, & Galey, 1983). The second is
the glossopharyngeal (IX), or GP, with the lingual branch in-
nervating the caudal third of the tongue. The remaining taste
buds are innervated by the superior laryngeal branch of the
vagus (X) nerve. The VIIth, IXth, and Xth nerve innervations
of the oropharyngeal area project to the medulla via the
geniculate, petrosal, and nodose ganglia, respectively.

Central Taste Pathways

Figure 10.2 is a schematic diagram of the central neural path-
ways associated with gustation in the rodent.

The three cranial nerves associated with taste terminate
centrally in a roughly topographical arrangement within the
rostral portion of the nucleus of the solitary tract (NTS),
although there is considerable overlap (Halsell, Travers, &
Travers, 1993; McPheeters et al., 1990; S. P. Travers &
Norgren, 1995). These primary afferents form excitatory
synapses on the distal dendrites and spines of cells in the

VPMpc

GN

NTS

CNA LH

PbN

chorda tympani

glossopharyngeal

vagus

Figure 10.2 Schematic diagram of the anatomical pathways associated
with taste in the rodent brain. Abbreviations are as follows: NTS, nucleus of
the solitary tract; PbN, parabrachial nucleus of the pons; VPMpc, ventropos-
teromedial nucleus of the thalamus, parvocellular region; GN, gustatory neo-
cortex; CNA, central nucleus of the amygdala; LH, lateral hypothalamus.
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rostral central and rostral lateral subdivisions of the NTS
(Whitehead, 1986; Whitehead & Frank, 1983). They termi-
nate in glomeruli in which a variety of synaptic relationships
is located (Davis, 1998; Whitehead & Frank, 1983). These in-
clude both axodendritic (possibly inhibitory) and dendroden-
dritic connections (Whitehead & Frank, 1983).

Most investigations of the morphological characteristics
of neurons in the gustatory NTS have identified three cell
types: fusiform (elongate), stellate (multipolar), and ovoid.
Fusiform cells have at least two primary dendrites that are
preferentially oriented in the mediolateral plane, are perpen-
dicular to the solitary tract, and can extend distances of several
hundred micrometers (Whitehead, 1986; Whitehead & Frank,
1983). (More recent evidence using three-dimensional recon-
struction of neurobiotin-labeled cells suggests that very few
NTS cells are actually bipolar; Renehan, Jin, Zhang, &
Schweitzer, 1994.) It has been suggested that this arrangement
maximizes the opportunity to synapse with a large number of
incoming fibers (Davis & Jang, 1986; Whitehead, 1986;
Whitehead & Frank, 1983).Amore recent analysis of the mor-
phology of NTS cells has defined six cell types, based on a
cluster analysis of six morphological features (Renehan et al.,
1994). One of these features, cell size, may correlate with im-
munohistochemical features (i.e., large cells are associated
with immunoreactivity to tyrosine hydroxylase; Davis, 1998),
and small cells are immunoreactive to gamma-aminobutyric
acid (GABA; Davis, 1993; Lasiter, & Kachele, 1988b) and
may be inhibitory interneurons (Whitehead, 1986).

A significant proportion of cells in the rostral central and
rostral lateral subdivisions of the NTS are responsive to ex-
ogenously applied GABA (Davis, 1993; Liu, Behbehani, &
Smith, 1993; Smith & Li, 1998, 2000). Evidence that both
GABAA and GABAB receptors are present has been reported
(Liu et al., 1993; Smith & Li, 1998). These observations have
fueled speculation that inhibitory processes may be important
in the neural processing of gustatory stimuli in the NTS.

From the NTS the gustatory pathway in the rodent is
known to project mainly to the parabrachial nucleus of the
pons (PbN; Norgren, 1974; Saper & Loewy, 1980). Some
taste-sensitive projections from the NTS, however, may by-
pass the PbN and terminate in the lateral hypothalamus (LH),
central nucleus of the amygdala (CNA), and the gustatory
neocortex (GN; Horst, de Boer, Luiten, & van Willigen,
1989; Ricardo & Koh, 1978). (In the primate, the main pro-
jection of the taste-related pathway from the NTS is directly
to the thalamus without a synapse in the PbN; see Pritchard,
1991.) Approximately one third of the taste-responsive NTS
cells send axons to the PbN (Monroe & Di Lorenzo, 1995;
Ogawa, Imoto, & Hayama, 1984; Ogawa, Imoto, Hayama, &
Kaisaku, 1982; Ogawa & Kaisaku, 1982). Anatomical studies

have shown that only fusiform and stellate cells send axons to
the gustatory portions of the PbN (Whitehead, 1990). These
cells receive input also from primary gustatory afferents and
are therefore second-order neurons in the gustatory pathway.

In the PbN taste-responsive cells are found in the medial
and lateral subdivisions and scattered among the fibers of the
brachium, in the so-called waist area (Davis, 1991; Lasiter &
Kachele, 1988a). Two types of cells in the areas that receive
afferents from the gustatory portions of the NTS have been
described: fusiform and multipolar cells (Davis, 1991;
Lasiter & Kachele, 1988a). Compared with cells in the NTS,
neurons in gustatory subdivisions of the PbN apparently
show more elaborate dendritic arborizations that do not ex-
tend large distances (Davis, 1991).

From the PbN gustatory neurons project rostrally in the cen-
tral tegmental bundle and terminate bilaterally in the parvicellu-
lar region of the ventromedial thalamus (VPMpc; Bester,
Bourgeais,Villanueva, Besson, & Bernard, 1999; Karimnamazi
& Travers, 1998; Krout & Loewy, 2000; Norgren, 1974). In ad-
dition, ascending fibers from the PbN project also to the GN
(Saper, 1982), the LH (Bester, Besson, & Bernard, 1997), the
CNA (Bernard, Alden, & Besson, 1993; Karimnamazi &
Travers, 1998), the substantia innominata (Karimnamazi &
Travers, 1998), and the bed nucleus of the stria terminalis
(Alden, Besson, & Bernard, 1994). From the VPMpc there is a
reciprocal connection with the GN (Norgren & Grill, 1976;
Wolf, 1968). The GN in the rodent is located in the agranular
and dysgranular insular cortex, on either side of the middle
cerebral artery, just above the rhinal fissure. (See also the later
discussion of the location of the GN in primates.)

Centrifugal Influence in Relation to Gustation

Like all sensory systems, the gustatory system is character-
ized by a rich centrifugal influence. In addition to projections
to the VPMpc (Norgren & Grill, 1976; Shi & Cassell, 1998;
Wolf, 1968), the GN projects to the CNA (Norgren &
Grill, 1976; Shi & Cassell, 1998) and to the PbN (Lasiter,
Glanzman, & Mensah, 1982; Norgren & Grill, 1976; Wolf,
1968). The LH (Bereiter, Berthoud, & Jeanrenaud, 1980;
Hosoya & Matsushita, 1981) also sends direct input to
the PbN. Direct projections from the LH (Bereiter et al.,
1980; Hosoya & Matsushita, 1981; Whitehead, Bergula, &
Holliday, 2000), the CNA (Whitehead et al., 2000), and the
GN (Norgren & Grill, 1976; Whitehead et al., 2000) to
the NTS have been described. Additionally, projections from
the contralateral NTS have recently been discovered in the
hamster (Whitehead et al., 2000).

Although centrifugal input to gustatory neural struc-
tures has been described anatomically, little is known of the
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physiological mechanisms involved or of their functional sig-
nificance. A few studies, however, have been reported. For
example, Yamamoto, Matsuo, and Kawamura (1980) investi-
gated the effects of electrical stimulation of the GN on the
VPMpc. They found two types of changes in excitability of
thalamic cells: inhibitory (for about 60 ms) and inhibitory
(for about 10 ms)-facilitory (for about 60 ms). The re-
searchers suggested that their results could be partially ex-
plained by a corticofugal feedback loop. In an earlier study,
Ganchrow and Erickson (1972) recorded synaptic activation
from the GN of some cells in the VPMpc, which might
involve thalamic interneurons.

Corticofugal input to the CNA has also been investigated.
Although anatomical evidence suggests a direct input from
the GN to the CNA (Norgren & Grill, 1976; Shi & Cassell,
1998), Yamamoto, Azuma, and Kawamura (1984) found evi-
dence only for a mutual polysynaptic relationship between
these structures. They reported that 13 out of 18 CNA units
showed facilitation or inhibition to electrical shocks in the
GN. These effects occurred with a mean latency of 16 ms.
Behavioral data suggested that interruption of the cortico-
amygdaloid projection impairs conditioned taste-aversion
retention. A polysynaptic influence of the GN on the LH has
also been reported (Kita & Oomura, 1981), which showed
two types of responses in the LH following GN stimulation:
initial excitation followed by inhibition and inhibition alone.

The GN is also known to affect the processing of taste
stimuli in the brain stem. When taste responses were recorded
in the NTS before and after infusions of procaine (a local,
short-acting anesthetic) into the GN on both sides of the brain,
22 of 30 units (73%) were affected by infusions on at least one
side of the brain (Di Lorenzo & Monroe, 1995). Both infu-
sions had the effect of decreasing the number of taste stimuli
to which a unit responded. It is interesting that the most pro-
found effects of the elimination of GN input were seen in taste
responses in those units that did not evidence projections
to the PbN (as determined by the lack of an antidromically
driven response to electrical stimulation of the PbN). It is
therefore likely that the influence of the GN in the NTS is on
interneurons, many of which may be inhibitory.

More recently, Smith and Li (2000) recorded from taste-
responsive cells in the NTS following stimulation of the ipsi-
lateral GN. They found that spontaneous activity was both
enhanced and attenuated by cortical input in 34% of 50 cells
in the NTS. Infusion of bicuculline, a GABAA antagonist,
into the NTS blocked only the inhibition. This inhibitory in-
fluence was found to be most often associated with NaCl best
cells. These results confirm previous reports (Smith & Li,
1998) showing that GN input is selective in that it affects nei-
ther all taste-responsive NTS cells nor the responses to all

taste stimuli within a cell (Di Lorenzo, 1990; Di Lorenzo &
Monroe, 1995).

In a similar experiment 40 of 42 (95%) of the taste-
responsive units in the PbN were affected by procaine infu-
sions into the ipsilateral GN (Di Lorenzo, 1990). As in the
NTS, taste responses could be either enhanced or attenuated,
and the effects were stimulus selective within the response
profile of a given cell. Only about one third of the taste-
responsive units in the PbN could be directly activated by elec-
trical stimulation of the GN (Di Lorenzo & Monroe, 1992).
These results imply that much of the corticofugal influence of
the GN on the PbN is relayed through the NTS.

Physiology of Taste

Studies of the physiology of the taste system show that par-
ticipants are multisensitive at all levels of processing from
receptor cell to cortex. That is, they respond to more than one
of the representatives of the four basic taste qualities. How-
ever, within each structure the breadth of tuning across taste
qualities can vary widely among the responsive elements, as
well as the preponderance of sensitivity to one taste quality or
another. For example, the majority of fibers in the CT of the
rat generally respond well to NaCl and to acid (Frank, 1973,
1974; Frank, Bieber, & Smith, 1988; Frank, Contreras, &
Hettinger, 1983) and less well to sucrose and quinine. The GP
nerve also responds well to salt and acid but is more sensitive
to quinine than are the other nerves (Frank, 1991; Hanamori,
Miller, & Smith, 1988). In the monkey there is a similar divi-
sion of sensitivity between the CT and GP nerves (Hellekant,
Danilova, & Ninomiya, 1997). The greater superficial pe-
trosal nerve, on the other hand, is relatively more sensitive
to sucrose and NaCl (S. P. Travers & Norgren, 1991; S. P.
Travers, Pfaffmann, & Norgren, 1986). Collectively, it ap-
pears that although the peripheral nerves that convey taste in-
formation are multisensitive, some specialization in their
sensitivity among taste qualities is apparent. These special-
izations are reflected in the effects of selective nerve cuts on
the perceptual capabilities of animals.

For example, behavioral assessments of taste perception
have suggested that damage to the facial nerve (VII), com-
posed of the greater superficial ptrosal (GSP) and CT
branches, or to the GP nerve has distinctly different effects.
In both hamsters (Barry, Larson, & Frank, 1996) and rats
(Spector & Grill, 1992), transection of the CT nerve disrupts
the discrimination of NaCl versus KCl. Recovery of this task
depends on the regeneration of the CT (St. John, Markison,
& Spector, 1995). Damage to the GP nerve had no effect on
discrimination between NaCl and KCl (Spector & Grill,
1992). Transection of the CT nerve in hamsters (Barry,
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Larson, & Frank, 1993) has been shown to disrupt condi-
tioned taste aversions to NaCl but not KCl. The opposite
finding has been reported in rats (St. John, Markison, &
Spector, 1997). However, sensitivity to low concentrations
of NaCl, but not sucrose, was disrupted (O’Keefe, Schumm,
& Smith, 1994), and the threshold for detection of NaCl, but
not sucrose, was elevated in rats with CT damage (Spector,
Schwartz, & Grill, 1990). NaCl appetite was also impaired
after CT, but not GP, transection (Markison, St. John, &
Spector, 1995). Whereas these studies point to a role of the
CT nerve in the perception of salt, other work suggests that
a combined CT and GSP transection is required to disrupt
the sensitivity to sweet tastes (Spector, Markison, St. John,
& Garcea, 1997; Spector, Redman, & Garcea, 1996; Spector,
Travers, & Norgren, 1993). Likewise, combined CT and GP
transection is most effective in disrupting the perception of
quinine (St. John & Spector, 1996; St. John, Garcea, &
Spector, 1994).

There is some evidence that GP nerve damage alone has
disruptive effects on the processing of quinine. For example,
Markison, St. John, and Spector (1999) showed that rats
without any preexposure to quinine drank more of high-
concentration quinine solutions after GP transection than did
sham-operated controls. Furthermore, recent work in rats has
shown that GP damage eliminates the expression of fos pro-
duced by quinine in the NTS (King, Travers, Rowland,
Garcea, & Spector, 1999) and that this returns after GP
regeneration (King, Garcea, & Spector, 2000).

Several reports in the literature point to the idea that input
from the CT can affect the responses produced by GP stimu-
lation, and vice versa, at their central projection sites in the
brain stem. Perhaps the first hint of such an interaction was
published by Halpern and Nelson (1965), who reported that
anesthetization of the CT in rats enhanced taste responses in
the NTS produced by stimulation of the posterior tongue.
They interpreted their results as indicating a general in-
hibitory influence of the CT input on the input from the GP.
This interpretation has been buttressed by psychophysical
studies using anesthesia of the CT in humans (Kroeze &
Bartoshuk 1985; Lehman, Bartoshuk, Catalanotto, Kveton, &
Lowlocht, 1995). The appearance of taste phantoms follow-
ing such a procedure has prompted these authors to suggest
also that the input from the CT inhibits the input from the GP.
Since the early work of Halpern and Nelson (1965), several
other physiological studies in rodents have reported results
here and there that have been consistent with the idea that
such an interaction occurs (e.g., Sweazy & Smith, 1987).

However, in a study designed to test the idea of CT inhibi-
tion of GP input directly, Dinkins and Travers (1998) failed
to replicate Halpern and Nelson’s (1965) earlier findings.

Dinkins and Travers recorded the multiunit and single-unit
responses to a cocktail of taste stimuli before and after anes-
thetization of the CT. Receptive fields within the oropharyn-
geal area innervated by different taste nerves were tested
individually. Results showed that CT anesthesia produced
pervasive attenuation, rather than enhancement, of taste re-
sponses in NTS cells that received input from the CT and
the GP. These data suggest that, rather than input from the
CT inhibiting input from the GP, these inputs may instead be
additive.

Grabauskas and Bradley (1996) showed that electrical
stimulation of the solitary tract at levels where either the CT
or GP input terminate produced both excitatory postsynaptic
potentials (EPSPs) or inhibitory postsynaptic potentials
(IPSPs) in NTS cells in vitro. Their evidence suggests that
both excitatory and inhibitory input from both the CT and GP
are combined in complex ways.

In the brain stem, taste responses reflect convergence of
input from the various peripheral taste fields. Neurons in the
NTS, for example, are more broadly tuned than are those of
peripheral nerve fibers that drive them (see J. B. Travers,
Travers, & Norgren, 1987, for a review). In addition, the over-
all magnitude of response is magnified in the NTS compared
with peripheral nerve responses (Ganchrow & Erickson,
1970). In the rat only about one third of the taste-responsive
NTS neurons project directly to the PbN (Monroe &
Di Lorenzo, 1995; Ogawa et al., 1984; Ogawa et al., 1982).
PbN cells with a given response profile (e.g., NaCl best or HCl
best) receive direct input from cells in the NTS with a variety
of response profiles, both those with the same and those with
different best stimuli (Di Lorenzo & Monroe, 1997). This
suggests that there is a convergence of cell types at the level
of the PbN. Taste responses in the PbN are again amplified
with respect to the NTS (Di Lorenzo & Monroe, 1997), but
this amplification is already apparent in the enhanced re-
sponses of NTS-PbN relay neurons. This implies that taste
responses are enhanced before they are relayed to the PbN.

Similarly, taste responses in PbN-thalamic relay neurons
(about 60% of all PbN taste-responsive cells) were larger
than were nonrelay neurons (Ogawa, Hayama, & Ito, 1987).
PbN-thalamic relay neurons respond to taste stimuli at about
a threefold amplification compared with NTS-PbN neurons.

At the level of the thalamus, taste-responsive cells retain
their broad sensitivity across taste qualities. In the rat, taste-
evoked response magnitude is attenuated with respect to the
PbN (Nomura & Ogawa, 1985; Scott & Erickson, 1971). This
deamplification results in more similar response magnitudes
for all taste stimuli as well as broader tuning compared with
cells in the PbN (Scott & Erickson, 1971). In the monkey,
electrophysiological data suggest that taste stimuli are
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processed similarly in the thalamus and brain stem (Pritchard,
Hamilton, & Norgren, 1989). In both rat (Scott & Erickson,
1971) and monkey (Pritchard et al., 1989) there appears to be
a more prominent response to sucrose in the thalamus com-
pared with lower centers; however, the relatively small sensi-
tivity of the brain stem to sucrose may be a by-product of
anesthetics. Recordings from the NTS (Nakamura & Norgren,
1991, 1993) and PbN (Nishijo & Norgren, 1997) from awake,
unanesthetized rats show a significantly larger proportion of
sucrose best cells and an overall larger response magnitude
associated with sucrose compared with recordings from
anesthetized rats. Approximately 56% of the taste-responsive
neurons in the thalamus project to the GN (Ogawa & Nomura,
1988). Thalamocortical relay neurons do not differ from
nonrelay neurons in their response properties (Ogawa &
Nomura, 1988).

Reponses of GN neurons in rats show a trend toward equal-
ization of effectiveness among the four basic taste qualities.
As a result, cells in the GN are more broadly tuned than taste-
responsive cells at lower levels (reviewed in Ogawa, 1994).
Two areas within the GN have been identified: the granular in-
sula, where fine gustatory discrimination is thought to occur,
and the dysgranular insula, where integration of taste infor-
mation occurs (Ogawa, Hasegawa, & Murayama, 1992). Cells
in the dysgranular insula have larger receptive fields in the
oral cavity than do those in the granular insula, although no
evidence of orotopic mapping was found in either area of cor-
tex (Ogawa, Murayama, & Hasegawa, 1992). Attempts to dis-
cover a columnar organization within the GN have revealed
that adjacent neurons can show overlapping sensitivities
(Kosar & Schwartz, 1990). Cross-correlational analyses of si-
multaneously recorded pairs of cortical neurons have, how-
ever, provided some evidence for the existence of functional
columns measuring about 50 �m in diameter (T. Nakamura &
Ogawa, 1997).

In the macaque monkey two cortical areas have been iden-
tified that process information about taste. In the primary
GN (rostrodorsal insula and frontal opercular cortex) only a
small percentage of cells (6%) respond to gustatory stimuli,
and their response profiles are more narrowly tuned than those
in lower structures (Scott & Plata-Salaman, 1999; Yaxley,
Rolls, & Sienkiewicz, 1990). Cells in the secondary GN (cau-
dolateral orbitofrontal cortex) are the first in the gustatory
pathway to reflect motivational variables associated with food
(Rolls, Yaxley, & Sienkiewicz, 1990).

The investigation of taste processing in the human cortex is
ongoing (see Small et al., 1999, for a review). In general, a pri-
mary GN has been located in the insula and the parietal and
opercular region of the neocortex using magnetic imaging
(Faurion et al., 1999; Faurion, Cerf, Le Bihan, & Pillias, 1998;

Kobayakawa et al., 1999; Small et al. 1999) and positron-
emission tomography (PET) scans (Frey & Petrides, 1999;
Kinomura et al., 1994).An area that may correspond to the sec-
ondary GN described in monkey cortex has been localized to
the caudolateral orbitofrontal cortex in the right hemisphere
(Small et al., 1999).There seems tobesome lateralizationasso-
ciatedwith thecortical representationofgustation in thehuman
(Faurion et al. 1999; Pritchard, Macaluso, & Eslinger, 1999).

Theories of Taste Coding

In the study of the gustatory system two main theories of
neural coding have dominated the literature. Both of these the-
ories were originally based on observations of the taste sensi-
tivity of single fibers in the CT nerve of the rodent. Both are
based on the observation that nearly all fibers are multisensi-
tive. That is, they respond to tastants representing more than
one taste quality when stimuli are presented at midrange con-
centrations. (The relative response rates evoked by the spec-
trum of taste stimuli representing the various taste qualities
define a unit’s response profile.) Because other studies have
shown that neural elements at all levels of the taste pathway—
from the TRCs to the cortex—are generally multisensitive,
these two theories have also been used to account for taste
coding in all parts of the system (see Scott & Giza, 2000, for a
recent review).

One theory, called the labeled line (LL) theory, empha-
sizes the commonalities among response profiles. That is,
given a fixed array of taste stimuli, cells that respond most
vigorously to a particular stimulus will tend to respond simi-
larly to the other tastants in the array. Cells may then be
grouped according to their best stimuli. For example, know-
ing that a taste cell responds to sucrose as its best stimulus
will predict that its second best stimulus will be NaCl. In ef-
fect, the implication of these observations is that groups of
units that share the same best stimulus represent unit “types”
that are functionally homogeneous in that they serve the same
role in the coding process. Original conceptualizations iden-
tified four groups or neuron types, each labeled by one of the
four tastants that are prototypical of the four basic taste qual-
ities (e.g., NaCl for salty, sucrose for sweet, HCl for sour, and
quinine for bitter). In its extreme incarnation each neuron
type was posited to be exclusively responsible for encoding
the taste quality represented by its best stimulus.

More recent investigations have divided fiber types in the
CT (see Frank, 2000; M. Sato, Ogawa, & Yamashita, 1994)
and cell types in the geniculate ganglion (Lundy & Contreras,
1999) into specialists and generalists. Specialists, as one might
imagine, respond nearly exclusively to a single class of taste
stimuli representing a single basic taste quality. Generalists
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respond well to several tastants but are named for their best
stimuli. In the rat and hamster CT there are sucrose and NaCl
specialists and HCl and quinine generalists (see Frank, 2000,
for a review). Contreras and Lundy (2000) have recently iden-
tified a class of NaCl generalists in the rat geniculate ganglion.

In aid of the LL theory many studies have aimed at identi-
fying functional characteristics, other than the response prop-
erties under normal conditions, that would correlate with a
neuron’s best stimulus and thus contribute to the definition of
these types as distinct. Some manipulations, such as salt dep-
rivation (Contreras, 1977; Contreras & Frank, 1979; Jacobs,
Mark, & Scott, 1988; McCaughey, Giza, & Scott, 1996;
Shimura, Komori, & Yamamoto, 1997; Tamura & Norgren,
1997) and conditioned taste aversion (Chang & Scott, 1984;
McCaughey, Giza, Nolan, & Scott, 1997), have effects on
only one best-stimulus neuron type, whereas others, such
as hormonal manipulations (Di Lorenzo & Monroe, 1989,
1990) and adaptation (Di Lorenzo & Lemon, 2000), have
more widespread effects across these putative neuron types.
At present there seems to be ample evidence that not all units
behave in the same way under all experimental conditions.
That implies that there are types of units, defined function-
ally. Although most investigators still use the best-stimulus
nomenclature to define these types, other, less theoretically
laden labels may be more appropriate.

The second major theory of taste coding, the across-fiber
(or -neuron) pattern (AFP) theory emphasizes the differences
or varieties among response profiles. Proponents of this the-
ory suggest that the perception of a given tastant is captured
by the pattern of firing across the population of fibers or neu-
rons. To compare AFPs generated by two taste stimuli, most
investigators have used the Pearson correlation coefficient.
Support for the AFP theory has been derived from the obser-
vation that correlation coefficients of AFPs generated by
similar-tasting stimuli tend to be larger than those gener-
ated by dissimilar tastants (e.g., Doetsch & Erickson, 1970;
Ganchrow & Erickson, 1970; Woolston & Erickson, 1979).
The observation that tastants evoking similar AFPs also
evoke similar behavioral reactivity (Scott, 1974; Yamamoto
& Yuyama, 1987; Yamamoto, Yuyama, Kato, & Kawamura,
1985) has lent further support to this theory.

In its purest form the AFP theory assumes that all neural
elements within a taste-related nerve or neural structure
contribute equivalently to the neural code for a taste stimulus.
That includes both fibers and neurons that respond and those
that do not. In a slight variation of this idea, Erickson and Gill
(Erickson, 1986; Gill & Erickson, 1985) proposed that the dis-
crimination between two taste stimuli is encoded by the differ-
ence in the amount of neural activity produced by both tastants
across neurons. They called this quantity the neural mass dif-

ference. It is calculated as the difference between the responses
evoked by two taste stimuli for each unit in a sample, averaged
across units. In the description of the rationale behind this met-
ric, the authors proposed that the absolute amount, rather than
the relative amount, of neural activity produced by a taste stim-
ulus is an important feature of the neural code.

Despite several decades of research, there is still debate
over whether the LL or AFP theories are closer to the truth.
Recent studies have produced interpretations that incorporate
some aspects of both theories. One of these lines of research
has involved the use of amiloride, a Na� channel blocker.
Because it is believed that NaCl is transduced through these
amiloride-sensitive Na� channels (as discussed earlier), it
has been argued that recording the electrophysiological re-
sponses to NaCl before and after blocking these channels can
provide insight into how NaCl is encoded. Whereas some re-
ports concluded that only NaCl responses in NaCl best neu-
rons in the NTS were affected by amiloride (Giza & Scott,
1991; Scott & Giza, 1990), more recent studies in the hamster
concluded that NaCl responses in both NaCl best and sucrose
best NTS neurons were modified by amiloride (Boughter &
Smith, 1998; Smith, Liu, & Vogt, 1996). The upshot of these
studies is that the neural code for NaCl is represented by the
neural activity that is distributed across both types of neurons
(Smith, St. John, & Boughter, 2000). The idea of neuron
types is retained, but it is the pattern of activity across these
types that conveys the information.

A third aspect of the neural code for taste is based on the
observation that different taste stimuli appear to produce dif-
ferent temporal patterns of response. The first strategy for the
investigation of temporal patterns has been to find ways to
quantify the time-dependent aspects of the response (Bradley,
Stedman, & Mistretta, 1983; Nagai & Ueda, 1981; Ogawa,
Sato, & Yamashita, 1973; Ogawa, Yamashita, & Sato, 1974).
In most cases this process combines some sort of standard-
ization with various methods of comparison of sequences of
increases and decreases in firing rate across the time course
of the response. The results of these studies, although sug-
gestive, have not definitively determined that information
contained in the temporal pattern of response can be used un-
ambiguously to identify a taste stimulus (Di Lorenzo &
Schwartzbaum, 1982; Nagai & Ueda, 1981). As an alterna-
tive, some accounts suggest that the temporal pattern may
signal the hedonic properties of taste stimuli (Di Lorenzo &
Schwartzbaum, 1982). That is, those tastants that are rejected
(expelled from the mouth) by an organism may produce a dif-
ferent temporal pattern of response than do those that are
accepted (ingested).

Two experiments thus far have produced evidence that the
temporal pattern of a taste response may have some function
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in determining the type of behavioral reactivity to a taste
stimulus. The first is the work in which Covey (1980) first
recorded the electrophysiological responses to a variety of
tastants in the NTS. She then used the temporal patterns of
response evoked by each tastant to produce electrical pulse
trains that followed these temporal patterns. These unique
pulse trains were then delivered to the CT of an awake decer-
ebrate rat. Results showed that these rats displayed orofacial
reactions that were appropriate to the taste stimuli whose
temporal patterns of response were used to drive the electri-
cal pulse trains.

The second example of a study of the functional signifi-
cance of temporal patterns of response (Di Lorenzo & Hecht,
1993) involved the presentation of lick-contingent electrical
pulse trains to the NTS through chronically implanted micro-
electrodes in awake, intact rats. In that experiment the elec-
trophysiological response to sucrose recorded from the NTS
of an anesthetized animal was used as a template for the tem-
poral arrangement of electrical pulses in a 1-s train of electri-
cal stimulation. Animals learned to avoid lick-contingent
electrical stimulation when it was paired with injections of
LiCl in a conditioned aversion paradigm. When the temporal
pattern of electrical stimulation was switched from one that
mimicked a sucrose response to one that mimicked a quinine
response, the animals avoided the lick-contingent stimulation
without any prior training. Collectively, these studies imply
that the temporal pattern of response may provide some in-
formation that may be used as a guide for behavioral reactiv-
ity. Whether the temporal pattern of response is used also to
identify more precisely a taste stimulus remains an open
question.

Conclusions

To conclude this survey of the study of the gustatory system, it
is perhaps fitting to highlight the frontiers of the field because
they will undoubtedly be the subject of future reviews. First is
the study of the biology of the TRC, aided in recent times by
stunning advances in molecular biology. These advances have
opened the door to studies on the transduction mechanisms as-
sociated with taste and have, for the first time, enabled the
study of the genetics of chemoreception. Future research will
define the structure and physiology of taste receptor mole-
cules, the interrelationship of the various transduction path-
ways within the receptor cells and the neurotransmitters that
are released. Second, the study of the regeneration of TRCs
and their innervation is already a very active and exciting field
of study, and it promises to become even more so in the future.
Again, molecular biology has finally provided the tools for ex-
amining how old receptor cells die and how new ones are born,

mature, and are innervated to replace the old ones. Finally,
there is the study of the relationship of psychophysics to health
and disease. In this regard, psychophysicists have already
begun to link the genetic variability in chemical receptivity to
a variety of behavioral and physical conditions and abnormal-
ities (see Bartoshuk, 2000b; Reed et al., 1999). The further
study of what our individual receptive profiles can tell us about
our susceptibility to disease and the normal functioning of the
body will certainly yield some exciting developments.

OLFACTION

Overview

The Role of the Olfactory System

Of the senses we possess, the olfactory system is, in evolution-
ary terms, an ancient sensory system capable of detecting and
discriminating among thousands of different odorants. It is
well established that olfaction is critical to the survival of many
lower animals ranging from insects to mammals. Proper olfac-
tory function is basic to the maintenance of life in a variety
of ways, namely, the regulation of reproductive physiology,
food intake, and social behaviors (Brown, 1979; Doty, 1986;
Hudsen & Distel, 1983). It is essential for finding food, and it is
the first line of defense from becoming food. Even the basic
foundation of animal communication is chemical, relying on
odors produced by body glands, feces, and urine (Mech &
Peters, 1977; Muller-Schwartz, 1977; Yahr, 1977). For exam-
ple, the male gypsy moth uses olfactory cues to find his mate
many miles away (D. Schneider, 1969), as does the adult
salmon to return to its spawning ground (Harden-Jones, 1968).
Several species as diverse as cats, dogs, and deer mark their
territory with urine or other secretions (Mech & Peters, 1977;
Muller-Schwartz, 1977; Yahr, 1977). These chemical signa-
tures provide the animal sampling the scent mark with infor-
mation regarding whether it came from a conspecific, whether
the depositor was male or female, and even the social and
reproductive status of the animal.

Studies in a number of different species have also shown a
well-documented dependency of reproductive and sexual be-
havior on olfactory cues. Odors are involved at almost all
stages of mammalian reproduction, from initial attraction of
the sexes to induction of estrus, maintenance or termination
of pregnancy, and maternal-neonate imprinting. For example,
introducing the odor of a male mouse or his urine can induce
and even accelerate the estrus cycle of a female (Whitten,
1956). In addition, appropriate odor cues from a female are
important in attracting the male’s interest during estrus and
promoting copulation. Male hamsters will display mating
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behavior, even with anesthetized males, when presented with
vaginal discharge from receptive females (Darby, Devor, &
Chorover, 1975).

The importance of this type of chemical communication
cannot be overstated. In some animals a reduction or loss of ol-
faction can result in sexual dysfunction and even altered sex-
ual development (Brown, 1979; Doty, 1986; Hudsen & Distel,
1983). Although not as extensively documented as in lower
animals, a relationship between olfaction and sex has been
demonstrated in humans. Olfactory acuity in women appears
better at ovulation than during menstruation (Henkin, 1974;
Schneider & Wolf, 1955), and there is emerging strong evi-
dence that olfactory cues (i.e., human pheromones) among
women can synchronize the menstrual cycle (McClintock,
1983; Stern & McClintock, 1998). Similarly, odors in humans
may play a role in attracting the opposite sex (Gangestad &
Thornhill, 1998).

In humans the sense of smell is generally considered less
critical to survival, even though there are times when the de-
tection of odors associated with a potential danger such as
smoke, gas, or decaying food can prevent bodily injury. In
contrast to the lower animals, the potential importance of
this sense should be given consideration because of the
tremendous impact it has on our quality of life. In other words,
modern society seems to emphasize the hedonic effect of ol-
faction.As examples of the positive hedonic effect, people add
a variety of spices to their foods, often creating dishes with
complex aromas and flavors (as discussed later), perfume their
bodies, and add pleasing odors to a variety of things such as
their cars, homes, and even shopping malls. In contrast, the
importance of the negative effect is illustrated by the vast
number of commercial products available today that are di-
rected toward eliminating offensive odors. These preferences,
of course, depend on a number of variables such as age, sex,
socioethnic background, and prior odor experience (Wysocki,
Pierce, & Gilbert, 1991).

One instance in which olfaction has been shown to play a
major role is in flavor perception (i.e., the integration of taste
and smell) and the recognition of tastes (Mozell, Smith,
Smith, Sullivan, & Swender, 1969). In fact, people are actu-
ally smelling much of what they think they are tasting. That
is, individuals often confuse the concept of taste perception
(i.e., the identification of salty, sour, bitter, and sweet) with
flavor perception. In the Mozell et al. study (1969) subjects
were asked to identify 21 common food substances placed on
the tongue. The results were rather intriguing in that there
was a decrease from an average of 60% correct to 10% cor-
rect when, experimentally, no odor vapors given off by the
test stimuli were allowed to reach the nasal cavity (i.e., there
was no access in either the ortho- or retronasal direction).

Even coffee and chocolate, which were correctly identified
by greater than 90% of the test subjects when odorant mole-
cules had access to the nasal cavity, were not identified cor-
rectly when the nose was made inaccessible. Thus, at least for
humans, olfaction appears to have a tremendous impact on
the quality of life, and anything that interferes with proper
functioning can be very distressing. Consider what happens
to simple food appreciation when people have colds or nasal
allergies.

Basic Anatomy

The olfactory organ of vertebrates is a complex structure
designed to collect odorant molecules and direct them to the
sensory neurons. Although the chemoreceptive endings and
neural projections of the olfactory nerve carry the primary in-
formation of the sense of smell, other cranial nerves are in-
volved, namely, the trigeminal, GP, and vagus. These cranial
nerves, which innervate different regions of the respiratory
tract (i.e., nose, pharynx, and larynx) give rise to the pungent or
irritating quality often experienced as part of an odor sensation
(Cain, 1976, 1990). In addition, they also mediate a variety of
reflexes in response to chemical stimulation (James & Daley,
1969). These reflexes serve to minimize the effects of noxious
stimuli and protect the animal from continued exposure.

The primary olfactory receptive area is the region of the
nasal cavity subserved by the olfactory nerve (cranial nerve I).
In humans the olfactory receptors lie deep within the nasal
cavity and are confined to a patch of specialized epithelium,
the olfactory epithelium, covering roughly 5 cm2 of the dorsal
posterior recess of the nasal cavity (Moran, Rowley, & Jafek,
1982). In other lower mammals, such as rats and mice, the
olfactory epithelium extends throughout the rostrocaudal ex-
tent of the nasal cavity occupying the superior and lateral por-
tions of all nasal turbinates (Pedersen, Jastreboff, Stewart, &
Shepherd, 1986; W. B. Stewart & Pedersen, 1987).

Figure 10.3 illustrates that the olfactory epithelium proper
is a pseudostratified structure comprised of three principal
cell types: (a) receptor cells, (b) supporting cells, and (c)
basal cells. The olfactory receptor is a bipolar neuron that has
a short peripheral process and a long central process. The
short peripheral process or dendrite extends to the surface of
the epithelium (which is in contact with the air space of the
nasal cavity), where it ends in an expanded olfactory knob.
This knob, in turn, gives rise to several cilia that, along
with the cilia from other receptor cells, form a dense mat at
the epithelial surface (Moran et al., 1982; Morrison &
Costanzo, 1990). Odor transduction is initiated in these cilia
as a result of the interaction of odorant molecules with
specialized receptor proteins within the ciliary membrane
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Figure 10.4 The vertebrate olfactory bulb is a laminated structure contain-
ing both secondary projection neurons and a highly ordered microcircuitry.
The axons of the sensory neurons contact the primary dendrites of mitral and
tufted cells (the output neurons of the bulb), as well as periglomerular cells,
in a specialized neuropil structure called the glomerulus. Periglomerular
cells and granule cells are inhibitory interneurons that participate in the
sharpening of information at the level of the output neurons. Adapted from
Shepherd (1972).

(Buck & Axel, 1991). The longer central process of the
olfactory receptor is an unmyelinated axon that projects
through the cribriform plate to synapse in the olfactory bulb.
In contrast to the receptor cells, supporting cells do not have
an axon, nor are they believed to mediate any sensory infor-
mation. The supporting cells, as their name implies, surround
the receptor cells in a columnar fashion. In addition to their
role as supporting elements, they also have secretory proper-
ties (M. L. Getchell, Zelinski, & Getchell, 1988). Basal cells
or stem cells, on the other hand, are found either singly or in
clusters next to the basal lamina of the epithelium. Basal cells
are mitotically active and give rise to new neurons and sup-
porting cells throughout life and at a markedly increased
rate after injury (Huard, Youngentob, Goldstein, Luskin, &
Schwob, 1998; Schwob, Youngentob, & Mezza, 1995). This
process for self-renewal is quite remarkable because the de-
veloping receptor cell must send its newly formed dendrite to-
ward the surface of the epithelium and its axon in the opposite
direction to synapse appropriately in the olfactory bulb.

The first relay station in the olfactory pathway is the ol-
factory bulb, a distinctly laminated structure that receives

direct axonal projections from the peripheral sensory neurons
(Figure 10.4; Shepherd, 1972). The unmyelinated axons of
the olfactory nerve synapse on secondary projection neurons
(i.e., mitral and tufted cells) within the bulb. In addition to the
massive input from the periphery, the olfactory bulb contains
a highly ordered synaptic microcircuitry. Following interac-
tion with local circuits within the olfactory bulb (Shepherd &
Greer, 1990), the mitral and tufted cell axons project to
higher cortical regions including the piriform cortex, olfac-
tory tubercle, anterior olfactory nucleus, amygdala, and en-
torhinal cortex (Price, 1987).

Analytical Problem

The olfactory system is a molecular detector of great sensi-
tivity. It has the capacity to discriminate among literally mil-
lions of different odorants and can often detect them at
concentrations well below the levels of physical instrumenta-
tion. It has not been an easy task to understand the mecha-
nisms by which the olfactory system encodes odorant quality
information due to the absence of a clear physical energy

Figure 10.3 Schematic of the vertebrate olfactory epithelium illustrating
that mature sensory neurons are imbedded among supporting cells, basal
cells, and immature developing neurons. The cilia of the mature neurons
form a dense mat at the epithelial surface, which is bathed in mucus. To reach
the specialized receptor proteins in the ciliary membrane, odorant molecules
must move from the air phase above the cilia into the liquid phase of the
mucus. Adapted from Andres (1966).
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continuum to describe and control odorant stimuli. In contrast
to other sensory systems such as vision and audition, there is
no metric analogous to wavelength for color or frequency for
pitch. Moreover, unlike mixtures of light or sound, odorant
mixtures do not result in predictable perceptions. The situa-
tion is further confounded by the knowledge that essentially
identical chemical substances can have different quality per-
ceptions. For example, the enantiomers d-carvone and l-
carvone have very different odors (Pike, Enns, & Hornung,
1988). D-carvone smells like caraway, whereas l-carvone
smells like spearmint. Enantiomers are stereoisomers; that
is, their formulas are the same, but the two molecules are
mirror images. Precisely why these odorants smell perceptu-
ally different still remains unanswered. In contrast, some
substances with very different chemical formulas, such as
carborane, trisallylrhodium, and cyclopentadienyl-tricarbon
monoxide-manganese, all have perceptually the same
odor (i.e., camphor; Beets, 1971). How does the olfactory
system handle the transduction and encoding of odorant
information?

Processing of Odorant Stimuli

Signal Recognition and Transduction

In terrestrial animals, in order for airborne odorant mole-
cules to gain access to the olfactory receptors, these mole-
cules must first traverse the mucus layer covering the
olfactory epithelium. The time it takes for odorant molecules
to enter and exit the epithelium, as well as the dwell
time within the receptor environment, is considered to be
an important part of the initial reception process (T. V.
Getchell, Margolis, & Getchell, 1984). The discovery of
abundant small, water-soluble proteins in the mucus of
the vertebrate nasal cavity led to the hypothesis that odorant-
binding proteins (OBPs) may accommodate and enhance
the access of odorant molecules to the receptors (Pevsner &
Snyder, 1990). To date, however, no direct physiological
demonstration of function has been reported for verte-
brate OBPs. Nonetheless, given the time frame in which ol-
factory events occur, translocation of odorants from the
mucus surface to the receptors must be achieved either by
some kind of carrier-bound delivery system or by facilitated
diffusion.

The mechanism by which thousands of different odorants
that vary widely in structure are readily detected and identi-
fied has long been a key problem in understanding the en-
coding of odorants. However, it is now well established that
odorant receptors are G-protein coupled receptors, encoded
by a large olfactory-specific multigene family numbering

between 500 and 1,000 genes (Buck & Axel, 1991). In addi-
tion to being large in number, molecular sequence compari-
son among members of the receptor gene family has
indicated that they are highly divergent. Therefore, it ap-
pears that the extremely large size and diversity of this gene
family provide the necessary breadth to interact with an im-
mense number of different odorants. Unfortunately, although
vigorously characterized, most of these odorant receptors
have remained, for the most part, functionally anonymous.
That is, there has been a paucity of information regarding the
relationship between individual odorant receptors and that
portion of the odorant universe to which they respond. One
recent study, however, established a relationship between
one rat odorant receptor, I7, and the transduction of a re-
stricted odorant set (Zhao et al., 1998). This particular
odorant receptor appears to be sensitive to a small subset of
aldehydes with chain lengths between 7 and 10 carbons.
Aldehydes with both longer and shorter chain lengths failed
to elicit responses. Thus, odorant receptors may be highly
selective for particular molecular features of an odorant, in-
cluding chain length.

The expression pattern of the large multigene family of
receptors also likely plays an important role in the encod-
ing process. In situ hybridization studies examining spatial
expression patterns of olfactory receptors in the epithelium
indicate that each olfactory receptor gene is expressed by a
small subset of sensory neurons (Ressler, Sullivan, & Buck,
1993; Strotmann, Wanner, Helfrich, Beck, & Breer, 1994).
On average, each olfactory receptor gene is expressed in ap-
proximately 0.1% to 0.2% of the total olfactory sensory neu-
ronal population (or approximately 5,000–10,000 neurons).
In addition, neurons expressing a given olfactory receptor are
restricted to one of four expression zones within the epithe-
lium (Figure 10.5). Each expression zone occupies a different
anatomical domain within the nasal cavity, and each encom-
passes approximately 25% of the epithelial surface area. In
general, within a zone each of the different odorant receptors
is homogeneously distributed with each receptor neuron
surrounded by other sensory neurons expressing a different
receptor type, although exceptions to this rule have been
observed (Kubick, Strotmann, Andreini, & Breer, 1997;
Strotmann, Wanner, Krieger, Raming, & Breer, 1992). Thus,
each receptor zone forms a mosaic of different subtypes
of sensory neurons expressing different odorant receptor
proteins.

Binding of odorant molecules to the odorant receptor pro-
tein sets into motion an intracellular signal cascade leading to
the depolarization of olfactory sensory neurons. This depo-
larization, in turn, is converted into action potentials that
are transmitted via olfactory axons to the olfactory bulb.
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Figure 10.6 Dual transduction pathways have been implicated in the intra-
cellular events that follow odorant stimulation. On binding of odorant lig-
ands, the specialized receptor proteins in the ciliary membrane (odor R) act
through G proteins (activation of Golf results in the dephosphorylation of
guanosine triphosphate, or GTP) to stimulate either (A) an olfactory-specific
adenylate cyclase (AC) generating cyclic adenosine monophosphate
(cAMP) or (B) phospholipase C (PLC), which converts membrane-bound
phosphotidyl inositol biphosphate (PIP2) into the second messenger inositol
triphosphate (IP3). Both cAMP and IP3 open different ion channels permit-
ting calcium to enter the cell, thereby changing membrane potential.
Adapted from Mori and Yoshihara (1995).

Figure 10.6 illustrates that two different intracellular
messengers, cAMP and IP3, have been implicated in the
transduction process that follows odorant stimulation, with
cAMP generating the response to some odorants (Breer,
Boekoff, & Tareilus, 1990; Lowe, Nakamura, & Gold, 1989)
and IP3 mediating the response to others (Breer & Boekoff,
1991; Restrepo et al., 1992). At present, the duality of the sec-
ond messenger system in mammals remains somewhat con-
troversial (Firestein, Darrow, & Shepherd, 1991; Lowe &
Gold, 1993; T. Nakamura, Lee, Kobayashi, & Sato, 1996),
with recent evidence suggesting that the cyclic nucleotide-
gated channel subserves excitatory olfactory signal transduc-
tion and that cAMP is the sole second messenger mediating
the process (Brunet, Gold, & Ngai, 1996). Nonetheless, in
either cascade, odorant ligand receptor interactions lead to
the activation of G-protein coupled cascades with the former
producing cAMP and the latter producing IP3. In turn, these
cascades open calcium channels on the plasma membrane, re-
sulting in membrane depolarization and axon potential
generation.

In vertebrates, olfactory receptor neurons differ in the
number and profile of odorants to which they respond
(Firestein, Picco, & Menini, 1993; T. V. Getchell & Shepherd,
1978; Revial, Sicard, Duchamp, & Holley, 1982, 1983). The
earliest single-cell recordings showed that individual sensory
neurons typically responded to a range of odorants that varied
from cell to cell. For example, one such study of single neu-
ron responses to 20 different stimuli demonstrated that indi-
vidual neurons responded to as few as two of the odorants
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Figure 10.5 Schematic representation of olfactory information processing. Information coming from the receptors is broadly organized into four spatial ex-
pression zones within the epithelium. Within an expression zone neurons expressing the same odorant receptor gene (indicated by shading) are widely distrib-
uted. The zonal organization of incoming information is preserved in the olfactory bulb, and each expression zone projects to a corresponding zone in the bulb.
Axons of sensory neurons expressing the same odorant receptor converge onto one or a few defined glomeruli. Adapted from Mori, Nagao, and Yoshihara (1999).
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Figure 10.7 Using a 10 × 10 photodiode array matrix, fluorescence re-
sponses were recorded from a 6-mm by 6-mm area of the olfactory epithe-
lium lining a rat’s nasal septum in response to ethylacetoacetate (A) and
propyl acetate (B). Array C is the pixel-by-pixel subtraction of response
heights of A–B. As noted in the text, all regions of the septal epithelium re-
sponded to stimulation with either odorant. Nonetheless, as highlighted in
array C, for each odorant there existed a distinct spatial distribution pattern
of activity with each having a unique region of maximum sensitivity. The
positive bars indicate the relative area of increased sensitivity for ethylace-
toacetate, whereas the negative bars indicate this for propyl acetate. Adapted
from Youngentob et al. (1995).

within the panel (Gesteland, Lettvin, Pitts, & Rojas, 1963).
Furthermore, even though more than 50 neurons were sam-
pled, each had a distinct odorant response profile. Thus, it
would appear that olfactory neuronal responses define the
range of odorants that can elicit a response in a given cell
(termed its molecular receptive range, or MRR, and analo-
gous to the spatial receptive field in the visual, auditory, or so-
matosensory systems; Mori, Imamura, & Mataga, 1992; Mori
& Shepherd, 1994; Mori & Yoshihara, 1995).

Emerging evidence further suggests that a cell’s MRR re-
flects interactions with particular ligand determinants. Stud-
ies of olfactory sensory neurons using homologous series of
odorants have demonstrated regular patterns of neuronal re-
sponses to compounds with a similar organization of carbon
atoms or functional groups (T. Sato, Hirano, Tonoike, &
Takebayashi, 1994). The importance of ligand determinants
to the encoding of odorant quality was further extended
by the work of Malnic, Hirano, Sato, and Buck (1999) using
calcium imaging and single-cell reverse transcription-
polymerase chain reaction (RT-PCR). In keeping with prior
electrophysiology (Firestein et al., 1993; T. V. Getchell &
Shepherd, 1978; Revial et al., 1982, 1983), this study demon-
strated, at a molecular level, that different odorants are rec-
ognized by different combinations of odorant receptors.

In short, the body of evidence suggests that the features of
an odorant are dissected and encoded by the types of odorant
receptors with which they interact and by the sensory neurons
expressing those receptors. Accordingly, if receptor neurons
are to be classified as to type on the basis of their response to
the odorant universe, then the number of categories might
very well approximate the number of different odorant recep-
tors types encoded by the large multigene family (Buck &
Axel, 1991).

Processing of Information in the Epithelium and Bulb

In other sensory systems (i.e., audition, vision, and somesthe-
sis), receptor cells encode specificity about the sensory stim-
ulus by virtue of their exact placement in the receptor sheet.
In contrast, the receptor sheet in olfaction does not form a
spatial map about the environment. Instead, as previously
noted, the responsivity of olfactory neurons results from the
affinity of their receptors for a particular odorant ligand. So,
how is this molecular information mapped into the nervous
system? Studies of the ensemble properties of the olfactory
epithelium suggest that odorant quality information is en-
coded in large-scale spatial patterns of neural activity. That is,
direct presentation of odorants to the exposed olfactory ep-
ithelium revealed intrinsic spatial and temporal differences in
the sensitivity to different odorants across this neural tissue

(MacKay-Sim & Kesteven, 1994; MacKay-Sim & Kubie,
1981; Moulton, 1976; Mozell et al., 1987; Youngentob, Kent,
Sheehe, Schwob, & Tzoumaka, 1995).

In exploring these differential patterns of sensitivity to dif-
ferent odorants, one approach has utilized optical recordings
from rat olfactory epithelium stained with a voltage-sensitive
dye (Kent, Mozell, Murphy, & Hornung, 1996; Kent,
Youngentob, & Sheehe, 1995; Youngentob et al., 1995). The
strategy in each of these studies was simultaneously to mon-
itor 100 mucosal sites in an optical matrix and to record the
fluorescence changes in response to different odorants. As il-
lustrated in Figure 10.7, different odorants gave their maxi-
mal responses at different mucosal regions, even though they
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gave at least some response in all regions. These activity pat-
terns, which reflect the differential odorant responsiveness of
the receptor cell in different regions, were termed inherent
activity patterns by Moulton (1976), who initially observed
them on the olfactory epithelium of the salamander.

At a molecular level, the underlying mechanism by which
these spatial patterns are established appears to be based
on the differential responsiveness of different odorant recep-
tor types to different odorants (Malnic et al., 1999) and on the
observation that some odorant receptors have topographi-
cally distinct clustered patterns of expression, unlike the
generally described broad expression zones (Dear, Boehm,
Keverne, & Rabbitts, 1991; Kubick et al., 1997; Nef et al.,
1992; Strotmann et al., 1992).

Even though the vertebrate olfactory system does not
process information about odors by virtue of a single type of
receptor neuron’s placement in the receptor sheet, a degree of
rhinotopy (analogous to retinotopy in the visual system) does
exist in the organization of the central projection. The founda-
tion for this rhinotopy lies in the topographical organization of
bulbar glomeruli (neuropil structures comprised of olfactory
receptor neuron axon terminals and the distal dendrites of mi-
tral, tufted, and periglomerular cells) in relation to the expres-
sion of odorant receptor type in the epithelium. As illustrated
in Figure 10.5, an entire subset of olfactory sensory neurons
expressing a particular odorant receptor sends its axons to con-
verge on one medially and one laterally positioned glomerulus
in each olfactory bulb (Mombaerts et al., 1997; Vassar et al.,
1994). With input ratios on the order of, for example, 25,000
receptors to 1 glomerulus in rabbits (Allison, 1952), mam-
malian glomeruli therefore represent a very large input con-
vergence of information.

More important, this convergence of axons from neurons
expressing the same odorant receptor type results in a precise
spatial map of olfactory information within the glomerular
layer of the bulb, with information gathered by thousands of
neurons in the epithelium projecting to precise foci in each
bulb. As a result, the odorant information contained in the
large-scale differential activation of subsets of olfactory
sensory neurons seen in the periphery can be encoded by pro-
ducing differential spatial patterns of activity across the
glomerular layer of the olfactory bulb. Indeed, several lines of
evidence using physiologic (Cinelli & Kauer, 1994) and meta-
bolic (Johnson & Leon, 2000; Johnson, Woo, & Leon, 2000)
techniques indicate that glomeruli are functional units in odor
processing and that each odorant produces a unique pattern of
glomerular activation. This activity is further sharpened in the
relay neurons of the bulb via complicated local circuits that
act both locally and laterally on the signals impinging on the
bulb (Mori & Shepherd, 1994; Mori & Takagi, 1978).

In the simplest terms, then, the extraction of odorant fea-
tures begins with the differential binding affinities of the
odorant receptors, which in turn are reflected in the differen-
tial activation of the epithelium by different odorants. This
information is directly reflected spatially in the olfactory bulb
through the existence of anatomically and functionally dis-
tinct glomeruli and their associated output neurons, the mitral
and tufted cells, dedicated to receiving information from a
single receptor type. Studies of the electrophysiological re-
sponse properties of bulbar output neurons are consistent
with this model, indicating that mitral cells are highly selec-
tive for particular odorant determinants and respond to
similar odorants that have these determinants in common
(Imamura, Mataga, & Mori, 1992; Katoh, Koshimoto, Tani,
& Mori, 1993; Mori et al., 1992). More important, through
the activation of lateral inhibitory mechanisms, the contrast
between strongly activated and weakly activated glomeruli is
enhanced, thereby sharpening the tuning specificity of indi-
vidual mitral and tufted cell output neurons to odorant mole-
cules (Buoniviso & Chaput, 1990; Kashiwadani, Sasaki,
Uchida, & Mori, 1999; Yokoi, Mori, & Nakanishi, 1995).
The second-order mitral and tufted cells may therefore be
more sharply tuned to specific molecular features than the
sensory neurons themselves. As a result, the ability of the ol-
factory bulb glomeruli and their output neurons to encode the
features of an odorant may allow for an exceedingly large
number of odorants to be discriminated.

From Molecules to Perception

In the final analysis, the reception of odorant molecules in the
nasal cavity must be translated into a psychological percep-
tion. One approach to this problem was directed toward un-
derstanding the perceptual coding of olfactory information
by comparing the structure of chemical compounds that
smelled alike. On the basis of Henning’s (1922) success with
primary tastes, the hope was that after ordering a large series
of substances into as few groups as possible, based on the
perceptual similarity of their odors, one would be able to
specify the physical or chemical similarity of the substances
in each class. Amoore (1962a, 1962b) examined over 600 dif-
ferent odorants and, on the basis of this work, proposed a
stereochemical classification model for describing odor qual-
ity and similarity. In this model odorants with similar odors
have similar molecular configurations. Amoore first proposed
to explain all odor qualities on the basis of a set of seven pri-
mary odors or odor dimensions: ethereal, camphoraceous,
musky, floral, minty, pungent, and putrid. His concept was
that the sense of smell operated on the basis of a limited num-
ber of discrete primary odor sensations that can be combined
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in different proportions to give a large range of distinguish-
able odors. In this manner, smell would be analogous to taste
with its four classic primaries of salty, sour, bitter, and sweet
or to color vision with its three primaries of red, yellow, and
blue. This would be in contrast to audition, which depends on
a continuum of frequencies and has no primary elements.

The evidence for primary odors was provided by a detailed
study of smell blindness or specific anosmias (unfortunately
misnamed because they actually represented a reduced sensi-
tivity to one or a very limited number of odors in the presence
of otherwise normal olfactory functioning; Amoore, 1967,
1977). Amoore believed that these observations were genetic
in origin and involved primary odors transduced by specific
receptors. Subsequent psychophysical research has, in fact,
suggested that a larger number of primaries are needed to ac-
count for all of the different perceptual qualities we appreciate
and that the number of specific anosmias is far greater than
seven (Amoore, 1977). This later observation was consistent
with the finding that although many odors fell within the orig-
inal seven categories, there were, nonetheless, many excep-
tions. So the original notion of seven primaries appeared to be
wrong even though the basic concept might be correct. In this
regard, recall that molecular biological techniques have been
used to identify a large family of receptor proteins in the
olfactory epithelium, which numbers somewhere on the order
of 500 to 1,000 (Buck & Axel, 1991). In fact, there may be as
many as 500 to 1,000 different odor primaries, each corre-
sponding to a particular receptor protein. Why such a complex
system may have developed is unclear. Once again, it can
be suggested that in order to detect a wide range of com-
pounds with the necessary high sensitivity, a large number of
primary odor receptor types would be necessary.

Others have attempted to understand the perception of
odorant quality by presenting stimuli and monitoring both
neurophysiological and behavioral responses. The question
of course is whether a relationship exists between a candidate
coding mechanism, such as the large-scale distributed pat-
terns of neural activity outlined earlier, and the perception of
the animal.

To explore this hypothesis, Kent et al. (1995) trained rats
to report differentially (i.e., identify) either a qualitatively un-
related set of five odorants or a homologous series of alde-
hydes. Once trained, the animals were tested using a
confusion matrix design, and the resultant data were used to
measure the degree of perceptual dissimilarity between any
pair of the five odorants in each set (Youngentob, Markert,
Mozell, & Hornung, 1990). The dissimilarity measures were,
in turn, subjected to multidimensional scaling analysis in
order to establish a perceptual odor space for each animal. At
the completion of behavioral testing, optical recording tech-

niques were used to monitor the large-scale activity patterns
across a large expanse of epithelium in response to the same
odorants. Comparison of these patterns of neural excitation
also yielded dissimilarity measures that were subjected to
multidimensional scaling analysis in order to establish a
neural odorant space for each animal.

Analysis of the behavioral and neurophysiological data in-
dicated a highly significant predictive relationship between
the relative position of an odorant’s location in neural space
and the relative position of the same odorant in a psycho-
physically determined perceptual odor space. In other
words, the more similar the large-scale activity patterns of
two odorants were, the greater was their perceptual similarity.
Conversely, the more different the activity patterns of two
odorants were, the greater was their degree of perceptual dis-
similarity. Thus, on the basis of these data it was suggested
that the epithelial representation of an odorant is indeed dis-
tributed such that large-scale spatial patterns of activation
serve as the basis of odor perceptual space. The results also
suggested that the relational information encoded in the odor-
ant-induced mucosal activity patterns were preserved through
further neural processing. These conclusions were consistent
with observations outlined earlier that there is an organized
and stereotyped patterning of information that occurs at the
level of the peripheral projection from the olfactory epithe-
lium onto the bulb. That is, a fixed map of bulbar activation
would permit the relational information laid down at the level
of the epithelium to be transmitted to the brain.

Conclusions

Growing awareness of the importance of olfaction in the lives
of many animals, including humans, has led to an increased
interest in the study of odor perception and its neural basis.
With regard to the olfactory stimulus itself, the olfactory sys-
tem is faced with a unique problem, namely, the large diver-
sity and potentially unpredictable nature of the odorant
universe. As outlined in the foregoing, the basic principles
underlying the encoding of odorant quality perception at the
level of the olfactory epithelium and bulb are slowly begin-
ning to emerge. The fundamental units of odorant informa-
tion appear to be contained in the determinants on the odorant
molecule. Using a combinatorial code, the molecular features
of an odorant are dissected and encoded by the types of odor-
ant receptors with which they interact and the sensory neu-
rons expressing those receptors. The odorant receptors, being
members of a large olfactory-specific multigene family,
provide the necessary diversity to interact with the breadth
of molecular features required to define an immensely
large number of odorants. The differential response of the
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epithelium to different odorants, in turn, can be traced
through successive stages of processing in the olfactory bulb.
In these processing steps the molecular features of an odorant
molecule are first mapped onto bulbar glomeruli and their as-
sociated output neurons, constructing a spatial map of activ-
ity that is unique for each odorant. Further, the synaptic
circuits of the bulb contain mechanisms for fine-tuning the
responses of the output neurons and also for comparing the
responses of different subsets.

In short, the prevailing data suggest that the differential
activation of different subsets of sensory neurons forms the
basis for neural coding and further processing by higher cen-
ters in the olfactory pathway. Unfortunately, to date, no direct
behavioral tests of this emerging model of odorant qual-
ity coding have been performed, although a relationship be-
tween dissimilarities in epithelial activity patterns and
perceptual dissimilarities among odorants has been demon-
strated. Nonetheless, it is clear that the integration of data
from anatomical, molecular biological, neurophysiological,
and behavioral studies are beginning to unravel the basic
principles of processing and organization in this phylogenet-
ically ancient sensory system.
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Ingestive behaviors play primary roles in the maintenance
of fluid homeostasis and energy balance. Feeding and drink-
ing are intermittent behaviors that both renew and antici-
pate depletions. Their controls are complex and redundant.
Early views of homeostasis focused on physiological mech-
anisms in the body for maintaining constant internal states.
Claude Bernard (1859) and Walter Cannon (1932) put forth
the concept of homeostasis as the maintenance of the inter-
nal milieu within fixed limits through the coordination of
controlled physiological processes. Although Bernard and
Cannon recognized a role for behavior in these processes,
Curt Richter (1943) expanded the view of physiological de-
fenses of the internal milieu to include behavior as a major
regulating factor. For Richter, the role of behavioral regula-
tors in homeostasis was broadly conceived and studied. A
focus on the behavior itself has revealed that both food in-
take and water intake have multiple levels of control that in-
teract to ensure that the body has adequate hydration and
energy stores.

In the following sections we focus on the major physiolog-
ical systems involved in the controls of food and fluid intake,
identify the systems that monitor available nutrient and hydra-
tional stores, discuss systems that respond to the consequences
of food and fluid intake, and identify how interactions among
these systems produce behavioral outcomes that result in ade-
quate and appropriate food and fluid intake.

FOOD INTAKE AND ENERGY BALANCE

What and how much we eat depend on a wide variety of
factors. These include factors related to palatability or taste,
learning, social and cultural influences, environmental factors,
and physiological controls. The relative contributions of these
many factors to feeding control vary across species and test-
ing situations. We concentrate on the roles of three interacting
systems important in feeding control. These are systems that
mediate (a) signals related to metabolic state, especially to the
degree of adiposity; (b) affective signals related to taste and
nutritional consequences that serve to reinforce aspects of in-
gestive behavior; and (c) signals that arise within an individ-
ual meal and produce satiety. We also identify the important
interactions among these systems that permit the overall regu-
lation of energy balance.

Metabolic Signals and Their Mediation

A role for signals related to the availability of energy stores in
the control of food intake has long been postulated. Depletion-
repletion models tied to carbohydrate availability (Mayer,
1953) and fat stores (Kennedy, 1953) have been proposed.
Although neither of these individual models is sufficient to
explain the multiple variations in food intake that occur
throughout the life cycle, evidence for food intake controls
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that depend upon monitoring fuel availability and utilization
is strong. Administration of metabolic inhibitors that act on
differing metabolic pathways stimulate food intake. For
example, treatment with either 2-deoxy-D-methyl glucose
(2-DG), which inhibits glucose utilization, or methyl pal-
moxirate, which suppresses fatty acid oxidation, stimulates
food intake in satiated animals. Sites of action in both the liver
and brain have been identified (Ji, Graczyk-Milbrandt, &
Friedman, 2000; Ritter, Dinh, & Zhang, 2000).

Alterations in circulating glucose have been tied to meal
initiation in both rats and humans. Campfield and colleagues
have shown that transient declines and partial restorations
in blood glucose levels reliably predict meal initiation
(Campfield & Smith, 1986; Melanson, Westerterp-Plantenga,
Saris, Smith, & Campfield, 1999). Demonstrations that ex-
perimentally induced declines in blood glucose can result in
meal initiation suggest that the relationship may be more than
correlational (Smith & Campfield, 1993).

Studies of genetic obesity models had long suggested the
importance of circulating factors in overall body weight con-
trol. Having identified two different mutations in mice that led
to obesity, Coleman (1973) conducted parabiotic experiments
involving two strains of obese (obese, ob/ob, and diabetic,
db/db) and normal mice in which the blood supply between the
two mice in a parabiotic pair was shared. The results showed
that when paired with db/db mice, ob/ob mice became hypo-
glycemic, lost weight, and eventually died—a similar response
to that seen in normal mice combined with db/db mice. In con-
trast, when combined with normal mice, ob/ob mice gained
less weight than they otherwise would but were fully viable.
The results led Coleman to conclude that the ob/ob mouse
lacked a circulating satiety factor that, in its absence, results in
hyperphagia and obesity whereas the db/db mouse produced
the factor but lacked the ability to respond appropriately to it.

The positional cloning of leptin as the product of the ob
gene (Zhang et al., 1994) and subsequent identification of the
leptin receptor as the product of the db gene (Chua et al.,
1996; Tartaglia et al., 1995) has provided the basis for
Coleman’s observations. Leptin not only normalizes food in-
take and body weight in ob/ob mice but also reduces food
intake in normal mice and rats (Campfield, Smith, Guisez,
Devos, & Burn, 1995; Seeley et al., 1996). Leptin is produced
in white adipose tissue, and circulating leptin levels correlate
positively with adipose mass as animals and humans become
obese (Maffei et al., 1995). Thus, leptin signals the availabil-
ity of body energy stores.

Leptin is currently viewed as the major adiposity factor
important for the long-term control of energy balance. Leptin
receptors are members of the cytokine-receptor superfamily.
Multiple leptin receptor isoforms that arise from differential

splicing have been identified. The predominant form of the
leptin receptor is the short form (Ob-Ra), which is widely ex-
pressed in multiple areas including the choroid plexus and
brain microvasculature (Bjorbaek et al., 1998). These binding
sites are likely to function as a part of a saturable transport sys-
tem for circulating leptin to gain access into the brain. The long
form of the leptin receptor (Ob-Rb) can activate Janus kinase
(JAK) signal transduction and signal transducers and activators
of transcription (STAT) elements to mediate leptin’s cellular
actions (Bjorbaek, Uotoni, da Silva, & Flier, 1997). Ob-Rb is
highly expressed within hypothalamic nuclei with identified
roles in energy balance. Highest concentrations of the long
form of the leptin receptor are found within the arcuate, para-
ventricular, and dorsomedial hypothalamic nuclei as well as
within the lateral hypothalamus (LH; Elmquist, Bjorbaek,
Ahima, Flier, & Saper, 1998). Interactions of leptin with Ob-Rb
receptors within these hypothalamic nuclei result in the activa-
tion or inactivation of hypothalamic pathways containing vari-
ous orexigenic and anorexigenic peptides (M. W. Schwartz,
Seeley, Campfield, Burn, & Baskin, 1996).

Hypothalamic Systems Involved in Food Intake

The role of the hypothalamus in food intake control was es-
tablished through the classic experiments of Heatherington
and Ranson (1940) and Anand and Brobesck (1951). Using
stereotaxically placed lesions, they demonstrated that bilateral
lesions of the medial hypothalamus resulted in hyperphagia
and obesity whereas lesions of the LH produced profound
anorexia and weight loss. Subsequent work demonstrated that
stimulation of these hypothalamic regions had the opposite
effects. Medial hypothalamic stimulation inhibited food in-
take whereas stimulation of the LH produced food intake. Re-
sults such as these led Stellar (1954) to propose the classic
dual center hypothesis for the role of the hypothalamus in
food intake. The ventromedial region (VMH) was viewed as a
satiety center, and the LH was viewed as a feeding center.

The roles of various hypothalamic nuclei in food intake
are now much better understood, and many of the peptide
neurotransmitters through which these actions are mediated
have been identified. Table 11.1 depicts the variety of the

TABLE 11.1 Hypothalamic Peptides That Affect Food Intake

Orexigenic Anorexigenic

Neuropeptide Y (NPY) Alpha-melanocyte stimulating hormone
Agouti-related protein (AgRP) (�-MSH)
Galanin Corticotrophin-releasing hormone (CRH)
Orexins or hypocretins Urocortin
Melanin concentrating Cocaine and amphetamine regulated

hormone (MCH) transcript (CART)
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hypothalamic peptides that have effects on food intake. These
may be broadly classified as falling into two categories:
orexigenic, or those that stimulate or increase food intake,
and anorexigenic, or those that decrease food intake.

Among the orexigenic peptides, the one that has received
the most attention is neuropeptide Y (NPY). Intracerebroven-
tricular or direct hypothalamic injection of NPYpotently stim-
ulates feeding (Clark, Kalra, Crowley, & Kalra, 1984; Morley,
Levine, Gosnell, Kneip, & Grace, 1987; Stanley, Krykouli,
Lampert, & Leibowitz, 1986), and repeated or chronic
NPY administration results in obesity (Stanley et al., 1986;
Zarjevski, Cusin, Vetter, Rohner-Jeanrenaud, & Jeanrenaud,
1993). Hypothalamic NPY gene expression and secretion in-
crease in response to food deprivation (Kalra, Dube, Sahu,
Phelps, & Kalra, 1991; White & Kershaw, 1989) or exercise
(Lewis et al., 1993) and decrease in response to overconsump-
tion of a highly palatable high-energy diet (Widdowson et al.,
1999). Cell bodies of neurons expressing NPY are found in
multiple hypothalamic nuclei including the arcuate and dorso-
medial hypothalamic nuclei (Chornwall et al., 1985). Impor-
tant projection sites for these neurons in mediating the feeding
stimulatory actions of NPY are the paraventricular nucleus
and perifornical region of the LH (Stanley & Leibowitz, 1985;
Stanley, Magdalin, Seirafi, Thomas, & Leibowitz, 1993).
Whereas chronic treatment with NPY results in obesity, ab-
sence of NPY or its receptors does not result in the absence of
food intake or wasting. Murine knockout models that do not
express NPY or NPY receptors are viable (Erikson, Clegg, &
Palmiter, 1996; Marsh, Hollopeter, Kafer, & Palmiter, 1998;
Pedrazzini et al., 1998). Rather than suggesting that NPY does
not play a role in food intake control and energy balance, these
results should be interpreted as suggesting that there are mul-
tiple redundant systems available for stimulating food intake
and that the absence of one is not sufficient to block this criti-
cal behavior significantly.

Other hypothalamic orexigenic peptides have been identi-
fied and their roles in food intake investigated. These include
galanin, hypocretin 1 and 2 (also known as orexin A and B)
and melanin concentrating hormone (MCH). Galanin stimu-
lates food intake following either intraventricular or hypo-
thalamic administration (Crawley et al., 1990; Kyrkouli,
Stanley, & Leibowitz, 1986). Galanin levels and mRNA ex-
pression are elevated in rats consuming a high-fat diet but do
not appear to be affected by food deprivation (Beck, Burlet,
Nicolas, & Burlet, 1993; Mercer, Lawrence, & Atkinson,
1996). Whereas galanin antagonists block the actions of ex-
ogenous galanin on food intake, little effect of the antagonists
alone have been demonstrated (Crawley, 1999).

Hypocretin 1 and 2 (i.e., orexin A and B) are recently iden-
tified peptides that are coded from same prepro-mRNA

(Sakurai et al., 1998). Both compounds increase food intake
when centrally administered, but orexin A is much more po-
tent (Sakurai et al., 1998; Sweet, Levine, Billington, & Kotz,
1999). Orexin-containing neurons are found in the periforni-
cal area of the hypothalamus and project throughout the
hypothalamus (Peyron et al., 1998). Prepro-orexin expres-
sion is increased in response to deprivation (Lopez et al.,
2000), and administration of an orexin A antagonist has been
demonstrated to inhibit food intake, suggesting a role for en-
dogenous orexin A in food intake control (Haynes et al.,
2000).

Intraventricular MCH administration increases food in-
take in a dose-related fashion in short-term tests but does not
alter 24-hr food intake, and chronic administration does not
result in significant weight gain (Rossi et al., 1997). MCH
expression is increased in obesity, and levels are modulated
by fasting (Qu et al., 1996). MCH neurons in the LH are a
distinct population from those expressing hypocretin/orexin;
like orexin neurons, however, they are innervated by arcu-
ate nucleus NPY-containing fibers (Broberger, DeLecea,
Sutcliffe, & Hokfelt, 1998).

Endogenous melanocortins have both feeding-stimulatory
and feeding-inhibitory actions. Pro-opiomelanocortin
(POMC) is the precursor for a variety of peptides. Among
these is the anorexigenic peptide alpha-melanocyte stimulat-
ing hormone (-MSH). Central administration of -MSH or
synthetic melanocortin agonists potently inhibits food intake
(Benoit et al., 2000; Fan, Boston, Kesterson, Hruby, &
Cone, 1997). The feeding inhibitory actions of central
melanocortins are mediated primarily through interactions
with the melanocortin-4 (MC-4) receptors. Within the hypo-
thalamus, POMC expression is limited to the arcuate nucleus.
Arcuate POMC expression decreases with food deprivation
(Kim, Welch, Grace, Billington, & Levine, 1996) and in-
creases with overfeeding (Hagan et al., 1999), suggesting a
regulatory role for this peptide in feeding control. Important
roles for melanocortin signaling in energy balance are
demonstrated in experiments examining the effects of POMC
(Yaswen, Diehl, Brennan, & Hochgeschwender, 1999) or
MC-4 receptor (Huszar et al., 1997) knockouts. Unlike many
other peptide-signaling systems that affect food intake, the
melanocortin system has an endogenous receptor antagonist
that is orexigenic. Agouti-related protein (AgRP) is localized
to the arcuate nucleus, and its expression is up-regulated by
fasting (Hahn, Breininger, Baskin, & Schwartz, 1998). AgRP
or synthetic melanocortin antagonists increase food intake
when administered centrally, and their effects are long lasting
(Fan et al., 1997).

Other hypothalamic anorexigenic peptides have been
identified. These include corticotrophin-releasing hormone
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(CRH), urocortin, and cocaine and amphetamine regulated
transcript (CART). Central administration of each of these
peptides decreases food intake. The expression of each is de-
creased in response to food deprivation and increased in
states of positive energy balance.

A number of these hypothalamic orexigenic and anorexi-
genic peptides have been implicated in the actions of leptin.
Thus, a primary site of leptin action is within the arcuate nu-
cleus. Ob-Rb receptors are localized to two distinct arcuate
nucleus neuronal populations. Within the medial arcuate,
Ob-Rb is expressed in cells that also express the orexigenic
peptides NPY and AgRP. In more lateral aspects of the arcu-
ate, Ob-Rb is expressed in cells containing the anorexigenic
peptides CART and the anorexigenic peptide precursor
POMC. Leptin up-regulates POMC- and CART-containing
neurons and down-regulates NPY- and AgRP-containing
neurons resulting in increased anorexigenic and decreased
orexigenic activity (Kristensen et al., 1998; M. J. Schwartz
et al., 1996, 1997). Leptin also affects the activity of MCH
(Sahu, 1998), orexins (Beck & Richy, 1999) and CRH (van
Dijk et al., 1999), down-regulating the expression of the
orexigenic peptides and up-regulating the activity of CRH.
Thus, as shown in Table 11.2, many of these hypothalamic
signaling pathways are responsive to the overall level of adi-
posity as reflected by circulating leptin levels.

Although leptin is the adiposity signal that has received
the most attention, insulin also acts in the hypothalamus as an
adiposity signal. Insulin is secreted from pancreatic beta cells
rather than adipose tissue. However, insulin levels increase
with increased adiposity in response to growing insulin resis-
tance. Insulin is transported from the circulation into the
brain, and insulin receptors are localized to the hypothalamus
with a high concentration in the arcuate nucleus (Corp et al.,
1986). Central insulin inhibits food intake (Woods, Lotter,
McKay, & Porte, 1979) and decreases NPY mRNA expres-
sion (M. W. Schwartz et al., 1992).

Whereas the hypothalamus has been the main focus of
study for anorexigenic and orexigenic peptides, a number of
these also have ingestive effects when delivered to the dorsal
hindbrain. Thus, fourth-cerebroventricular administration of
NPY (Corp, Melville, Greenberg, Gibbs, & Smith, 1990) or a
melanocortin antagonist (Grill, Ginsburg, Seeley, & Kaplan,

1998) potently increases food intake, whereas a melanocortin
agonist (Grill et al., 1998), CART (Aja, Sahandy, Ladenheim,
Schwartz, & Moran, 2001), and urocortin (Grill, Markison,
Ginsberg, & Kaplan, 2000) inhibit food intake when admin-
istered at this site. These hindbrain actions suggest that the
central feeding regulatory system is a distributed one. How
these hindbrain and hypothalamic systems interact with one
another remains to be determined.

The Role of Reward in Food Intake Control

Taste and palatability play major roles in dietary choices and
in the amount of a particular food that is consumed. The
effects of taste on ingestion are best demonstrated under
conditions in which the feedback effects of postingestional
consequences are minimized. A number of paradigms that
specifically assess the effects of palatability on ingestion
have been commonly used. The first of these is the sham
feeding paradigm in which animals have an esophageal or
gastric fistula so that consumed liquid nutrients drain out of
the fistula and do not accumulate in the stomach. Such a
preparation was first employed by Pavlov (1910). Pavlov
demonstrated that dogs with open esophageal fistulas did not
develop satiety but continued to eat for hours. The sham feed-
ing paradigm has clearly demonstrated the important role of
orosensory stimuli in ingestion. Increasing the concentration
of saccharide solutions or oil emulsions increases the amount
consumed in a linear fashion over extensive concentration
ranges (Grill & Kaplan, 1992; Mook, 1963; Weingarten &
Watson, 1982).

A second method for assessing the effects of palatability
on ingestion involves examining rates of ingestion when ac-
cess is limited to a brief time period or examining ingestion
rates at the very beginning of an ingestive bout. Both of these
allow ingestion to be monitored at times during which the in-
hibitory effects of postoral feedback are minimized. In such
tests, increasing concentrations of sugars or adding saccharin
to sugar solutions can be shown to produce more rapid rates
of licking in rats (Breslin, Davis, & Rosenak, 1996; Davis &
Levine, 1977).

The effects of palatability on ingestion have both opioid
and dopaminergic mediations. It has long been known that
opiate agonists can increase feeding whereas antagonists de-
crease food intake. The effects of opioid ligands on ingestion
appear to occur through alterations in palatability. Morphine
enhances the intake of preferred over nonpreferred diets
(Gosnell, Krahn, & Majchrzak, 1990) and enhances hedonic
responses to sweet solutions as measured in taste reactivity
tests (Doyle, Berridge, & Gosnell, 1993). In contrast, admin-
istration of the opiate antagonist naloxone specifically

TABLE 11.2 Leptin’s Effects on Hypothalamic Orexigenic
and Anorexigenic Peptides

Leptin Down-Regulates Leptin Up-Regulates

NPY POMC
AgRP CART
MCH CRH
Orexin
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reduces the intake of a preferred diet while not affecting the
intake of a nonpreferred diet in a choice paradigm in 24-hr
deprived rats (Glass et al., 1996).

Although there has been significant interest in the hypoth-
esis that opioids specifically affect the intake of fats deriving
from studies demonstrating specific increases or decreases
in fat intake with morphine or naloxone in nutrient self-
selection paradigms (Marks-Kaufman & Kanarek, 1990),
analyses of baseline nutrient preferences have indicated that
morphine stimulates fat intake in fat-preferring rats and car-
bohydrate intake in carbohydrate-preferring rats (Gosnell
et al., 1990). Such results have led to the conclusion that opi-
oid effects on macronutrient selection and overall food intake
are mediated through their actions in modulating food reward
(Glass, Billington, & Levine, 2000).

Dopaminergic mediation of aspects of palatability has also
been documented. Low doses of dopamine agonists increase
food intake (Sills & Vaccarino, 1996), and animals with se-
vere neurotoxin-induced dopamine depletions (Ungerstedt,
1971) or dopamine deficiency through gene knockout (Zhou
& Palmiter, 1995) fail to consume food independently. Feed-
ing increases extracellular dopamine within the nucleus ac-
cumbens, and the increase is greater with the consumption of
a highly palatable food (Martel & Fantino, 1996), suggesting
a specific role for mesolimbic dopamine in mediating food
reward. A specific role for dopamine in signaling the incen-
tive value of foods is also supported by work with dopamine
antagonists. Dopamine antagonists potently reduce the sham
intake of palatable diets. An ID50 dose of the dopamine
2 (D2) antagonist raclopride produces the same effect on
both overall intake and the microstructure of licking as does
halving the sucrose concentration (Schneider, Davis, Watson,
& Smith, 1990). The consumption of 10% sucrose with raclo-
pride resembles the consumption of 5% sucrose without an-
tagonist pretreatment. Such data have been interpreted as
suggesting that dopamine plays a critical role in the hedonic
processing of orosensory stimuli. However, unlike opioids
that can be shown to shift the hedonic response to ingestants
in taste reactivity tests, dopamine antagonists suppress both
hedonic and aversive responses (Pecina, Berridge, & Parker,
1997), suggesting alterations in intake through a change in
sensorimotor responses rather than through a shift in taste
palatability. Such data have been interpreted to suggest that
dopaminergic antagonists reduce ingestion of palatable diets
by affecting the incentive salience rather than by shifting the
hedonic value of palatable diets.

The nutrient consequences of ingestion can also serve
to reinforce dietary choice. This is best demonstrated in ex-
periments that pair a novel taste with an intragastric nutrient
infusion. Rats prefer the taste that has been associated with

intragastric nutrient (Bolles, Hayward, & Crandall, 1981;
Sclafani, 1991). Such nutrient conditioning has been demon-
strated with simple and complex carbohydrates (Elizalde &
Sclafani, 1990; Perez, Lucas, & Sclafani, 1998), proteins
(Perez, Ackroff, & Sclafani, 1996), and fats (Lucas &
Sclafani, 1989). Although the phenomena of flavor condition-
ing are well documented, the neural mediation is not well un-
derstood. There is some evidence that such preference
conditioning can alter the taste responses to the paired flavor
at the level of the nucleus of the solitary tract (Giza, Ackroff,
McCaughey, Sclafani, & Scott, 1997). However, these effects
are relatively weak. Potential opioid mediation of nutrient
conditioning has also been investigated. The opioid antago-
nist naltrexone fails to block either the acquisition or the ex-
pression of a flavor preference conditioned by intragastric
nutrients (Azzara, Bodnar, Delameter, & Sclafani, 2000),
arguing for a nonopioid mediation of nutrient conditioning.

Satiety Signaling

In many species, including humans, food intake occurs in
distinct bouts or meals. Meal initiation is determined by a
variety of factors, especially food availability. During a
meal, ingested nutrients contact a variety of receptors within
the oral cavity and gastrointestinal tract, resulting in neural
and hormonal signals that contribute to the determination of
meal size. Meal size can be highly variable, and alterations
in meal size appear to be a major determinant of overall
food intake.

Taste plays an important role in determining meal size.
Palatable or good-tasting substances are consumed more
rapidly and in greater amounts than are unpalatable foods.
Analyses of patterns of sham feeding not only have demon-
strated effects of palatability on ingestion but also have re-
vealed pregastric contributions to satiety. Sham feeding does
eventually stop, and a number of processes have been pro-
posed to contribute to the cessation of sham feeding, includ-
ing oral metering (Mook, 1990), habituation (Swithers &
Hall, 1994), and sensory-specific satiety (decreasing pleas-
antness of a specific food as more is ingested; B. J. Rolls,
1986). The amount that is sham fed depends also on the ex-
perience of the animal with the sham feeding paradigm.
Although the rats’ intakes double the first time that they sham
feed, continued experience with sham feeding significantly
increases intake over the next three or four tests. These data
demonstrate the presence of a conditioned inhibition on food
intake that is due to an association of the oral stimulation
with postingestive negative feedback. Only with continued
experience is this conditioned inhibition on intake overcome
(Davis & Smith, 1990; Weingarten & Kulikovsky, 1989).
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In normal ingestion, consumed nutrients contact mechano-
and chemosensitive receptors that provide feedback informa-
tion to the brain that is important to the control of meal size.
The potential range of feedback mechanism that could be op-
erating to lead to meal termination is dependent on the distrib-
ution of ingested nutrients during the meal. Kaplan, Spector,
and Grill (1992) demonstrated in the rat that when the stomach
is filled at rates mimicking normal ingestion rates, gastric
emptying during the period of gastric fill is much more rapid
than following fill, occurs at a constant rate for the duration of
the fill period, and is not affected by nutrient concentration.
Similar results were found whether the meal was infused or in-
gested by the rat (Kaplan, Seimers, & Grill, 1997). These data
demonstrate that a significant portion of ingested nutrients (in
the rat as much as 30%) enters the duodenum, contacts duode-
nal receptors, and is available for absorption. Similar dynam-
ics of gastric emptying during fill have been demonstrated in
rhesus monkeys; however, although volume is a main deter-
minant, nutrient concentration also plays a significant role
(Moran, Knipp, & Schwartz, 1999). Thus, the stomach and a
significant proportion of the upper intestine are potential sites
for within-meal generation of feedback signals.

The vagus nerve (Xth cranial nerve) is the major neu-
roanatomical link between the gastrointestinal tract and
the brain. Vagal afferent fibers with cell bodies in the nodose
ganglion arise from the digestive organs and project to the
nucleus of the solitary tract (NTS) with a rough viscerotopic
representation of the alimentary canal (Altschuler, Bao,
Bieger, Hopkins, & Miselis, 1989). The response properties
of vagal afferents depend in part on the target organ from
which they arise. Although there are also significant spinal
gut neural connections, the response properties of this system
have not been well characterized.

Mechanosensitive gastric vagal afferents increase their fir-
ing in response to increasing gastric load volume. Slowly
adapting mechanoreceptive fibers increase their response rate
with increasing gastric volume (Andrews, Grundy, &
Scratcherd, 1980). The fibers remain active while load vol-
ume is retained and show an off response in which activity
briefly drops below baseline levels when the load volume is
removed. Individual afferents are differentially tuned such
that there are differences in their dynamic ranges (G. J.
Schwartz, McHugh, & Moran, 1993). Some afferents reach
their maximal activity at small intragastric volumes, whereas
others do not begin to respond until a significant gastric load
is present. Gastric mechanoreceptive vagal afferents do not
respond directly to the chemical character of the gastric load.
Response rate is similarly increased by nutrient and nonnutri-
ent load volumes that are restricted to the stomach by a
pyloric noose (Mathis, Moran, & Schwartz, 1998).

Duodenal vagal afferents are activated by both intralumi-
nal load volume and nutrient character. Slowly adapting
mechanoreceptive fibers in the duodenum have been identi-
fied. Similar to gastric mechanoreceptive fibers, activity
increases with increases in load volume. Duodenal vagal
afferents are also directly responsive to nutrient character.
For example, both intestinal casein (Eastwood, Maubach,
Kirkup, & Grundy, 1998) or lipid infusions (Randich et al.,
2000) increase vagal afferent activity. Although gastric vagal
activity is not directly responsive to intragastric nutrient
character, gastric afferent responsivity can be altered by duo-
denal nutrient (G. J. Schwartz & Moran, 1998). Thus, gastric
vagal afferent activity is modulated in the presence of duode-
nal nutrients.

These alterations in vagal afferent activity may reflect
the actions of duodenal nutrient-induced release of gastro-
intestinal (GI) peptides. For example, the brain-gut peptide
cholecystokinin (CCK) is released by the duodenal presence
of nutrient digestion products. Local arterial CCK adminis-
tration results in increases in vagal gastric mechanoreceptive
afferent activity similar to those produced by intragastric load
(G. J. Schwartz, McHugh, & Moran, 1991). Combinations of
gastric load and CCK produce greater degrees of activity than
either alone (G. J. Schwartz et al., 1991). CCK also modifies
responses to subsequent intragastric load such that load vol-
ume results in greater degrees of activity following CCK ad-
ministration than prior to it even at times when the initial
response has disappeared (G. J. Schwartz et al., 1993). Duo-
denal vagal afferents also are activated by CCK; combina-
tions of load and CCK combine to produce greater duodenal
vagal afferent activity than either alone, and CCK affects
the response to subsequent load volumes (G. J. Schwartz,
Tougas, & Moran, 1995). CCK also plays a role in the re-
sponse of duodenal afferents to nutrients. Administration of a
CCK antagonist blocks the increase in vagal afferent activity
produced by intraduodenal casein (Eastwood et al., 1998).

CCK-induced changes in gastric vagal afferent activity
appear to result from a direct action of the peptide on the
vagal afferent fibers. Vagal afferents contain CCK receptors
(Moran, Norgren, Crosby, & McHugh, 1990), and CCK in-
duces decreases in intragastric pressure that would not be ex-
pected to result in a secondary increase in vagal afferent
activity (G. J. Schwartz, Moran, White, & Ladenheim, 1997).
In contrast, gastrin-releasing peptide (GRP) induced in-
creases in gastric vagal activity appear to be secondary to
local peptide-induced changes in gastric motility. GRP in-
creases gastric wall tension and intragastric pressure, and the
increases in vagal afferent activity are correlated with these
changes. In addition, GRP receptors are not found on vagal
afferents (G. J. Schwartz et al., 1997).
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Elimination of aspects of vagal afferent or peptide-
induced feedback can result in significant alterations in the
way that rats pattern their food intake. Surgical vagal deaf-
ferentation results in alterations in meal patterns in rats
maintained on liquid diet in that such rats consume larger,
less frequent meals than do sham-operated controls (G. J.
Schwartz, Salorio, Skoglund, & Moran, 1999). Meal fre-
quency is reduced in response to these increases in meal
size such that overall food intake is unchanged. Similar
alterations in meal size have been reported in response to
capsaicin-induced chemical deafferentation. Following cap-
saicin treatment, rats consume larger meals on a novel diet
(Chavez, Kelly, York, & Berthoud, 1997) or with calorically
dilute sucrose access (Kelly, Morales, Smith, & Berthoud,
2000). These data demonstrate a role for vagal afferent feed-
back in the controls of meal size.

Peripheral Peptide Satiety Signaling

Anumber of peripherally acting peptides with roles in the con-
trols of food intake have been identified. The best character-
ized of these is the brain-gut peptide CCK. Exogenously
administered CCK was originally demonstrated to decrease
food intake in rats (Gibbs, Young, & Smith, 1973). This
feeding-inhibitory action of CCK and CCK agonists has been
demonstrated in a variety of species including humans and
nonhuman primates (Moran & McHugh, 1982; Pi-Sunyer
et al., 1982). Exogenously administered CCK reduces meal
size and results in an earlier appearance of a behavioral satiety
sequence (Antin, Gibbs, Holt, Young, & Smith, 1975). A role
for CCK in the control of the size of individual meals was
confirmed by experiments examining the effects of repeated,
meal-contingent CCK administration. CCK consistently
reduced meal size without producing a significant change in
overall daily food intake (West, Fey, & Woods, 1984).

The satiety actions of CCK depend on interactions with
multiple receptor sites. CCK-A receptors, the receptor sub-
type through which the satiety actions of CCK are mediated,
are found on vagal afferent fibers and on circular muscle cells
within the pyloric sphincter. As discussed earlier, CCK acti-
vates vagal afferents. Surgical or chemical disruption of
subdiaphragmatic vagal afferent innervation significantly af-
fects the ability of CCK to inhibit food intake (Ritter &
Ladenheim, 1985; Smith, Jerome, & Norgren, 1985; Moran,
Baldessarini, Solorio, Lowerry, & Schwartz, 1997). The na-
ture of this disruption is a reduction in CCK’s potency. Low
doses of CCK that inhibit food intake in intact rats are inef-
fective following vagal afferent lesions. Higher doses inhibit
intake but to a smaller degree. In contrast, surgical removal
of the pyloric sphincter does not affect the ability of low

doses of CCK to inhibit intake but truncates the dose-effect
curve such that the additional suppression that normally
accompanies higher CCK doses is eliminated (Moran,
Shnayder, Hostetler, & McHugh, 1988). Results such as these
have led to the proposal that the satiety actions of CCK are
multifaceted and are, in part, secondary to its local gastroin-
testinal effects (Moran & McHugh, 1992).

A role for endogenous CCK in satiety is supported by data
demonstrating that administration of CCK antagonists with
specificity for the CCK-A receptor results in increases in food
intake (Moran, Ameglio, Peyton, Schwartz, & McHugh,
1993; Reidelberger & O’Rourke, 1989). In the primate, the
effects have been demonstrated to be dose related with a
maximum increase of around 40% in daily food intake in
monkeys with 4-hr daily food access. This increase is almost
completely accounted for by an increase in the size of their
first meal (Moran et al., 1993). Alterations in meal patterns
are also evident in rats lacking CCK-A receptors. Otsuka
Long Evans Tokushima Fatty (OLETF) rats have been
demonstrated to have approximately a 6-kb (kilobase) dele-
tion in the CCK-A receptor gene spanning the promotor re-
gion and the first and second exons. This deletion prevents
protein expression resulting in a CCK-A receptor knockout
rat (Takiguchi et al., 1997). OLETF rats are obese and hyper-
phagic. Characterization of their spontaneous solid food in-
take has revealed a 35% increase in daily food intake
resulting from a 78% increase in meal size combined with an
insufficient decrease in meal frequency. Similar results are
obtained when OLETF rats are maintained on liquid diet.
Meal size, expressed as the number of licks, is increased by
93% (Moran, Katz, Plata-Salaman, & Schwartz, 1998).

Satiety actions have also been demonstrated for the mam-
malian bombesin-like peptides GRP and neuromedin-B
(NMB). These peptides reduce food intake following periph-
eral exogenous administration (Gibbs, Fauser, Rowe, Rolls, &
Maddison, 1979; Ladenheim, Taylor, Coy, & Moran, 1994;
Stein & Woods, 1982). Bombesin is the most potent—an
effect that can be best explained by its high affinity for both
GRP and NMB receptors. Bombesin activates both mam-
malian pathways and produces an effect similar in magnitude
to combined GRP and NMB administration (Ladenheim,
Wirth, & Moran, 1996). Both vagal and spinal afferents con-
tribute to the mediation of the satiety actions of abdominal
bombesin-like peptides. Either combined vagotomy, dorsal
rhizotomy, and cord section or neonatal capsaicin administra-
tion are necessary to abolish the effects of bombesin on food
intake (Stuckey, Gibbs, & Smith, 1985; Michaud,Anisman, &
Merali, 1999). Bombesin-like peptides also inhibit food intake
following central administration, and the site of action for this
effect is within the caudal hindbrain (F. W. Flynn, 1989;
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Ladenheim & Ritter, 1988). There does appear to be a
relationship between the central and peripheral actions
of these peptides because central antagonist administration
can block the effect of peripherally administered peptides
(Ladenheim, Taylor, Coy, Moore, & Moran, 1996). Such re-
sults suggest the possibility that peripherally administered
bombesin-like peptides may exert some of their actions
through a central site.

A role for endogenous mammalian bombesin-like peptides
in satiety is supported by data demonstrating increases in
food intake following antagonist administration. Central
GRP (F. W. Flynn, 1992; Merali, Moody, & Coy, 1993) and
NMB receptor antagonists (Ladenheim et al., 1997) have
been demonstrated to increase food intake in a variety of feed-
ing paradigms. These data provide further support for a central
site of action as being important for the feeding effects of
bombesin-like peptides and are consistent with a role for en-
dogenous bombesin-like peptides in the controls of meal size.

Satiety actions for the pancreatic peptides glucagon
and amylin have also been demonstrated. Rapidly eating elic-
its an increase in pancreatic glucagon secretion (Langhans,
Pantel, Muller-Schell, Effengerger, & Scharrer, 1984). Be-
cause an increase in plasma glucagon is also stimulated by
sham feeding, this appears to be a cephalic phase response
(Nilsson & Uvnas-Wallenstien, 1977). Glucagon is rapidly
cleared from the circulation by the liver (Langhans et al.,
1984), which appears to be the site of glucagon’s satiety action
(Geary, 1998). Hepatic-portal infusion of glucagon at meal
onset elicits a dose-related reduction in meal size (Geary &
Smith, 1982a), and glucagon’s satiety actions have been
demonstrated in human subjects (Geary, Kissileff, Pi-Sunyer,
& Hinton, 1992). Glucagon’s satiety action requires the pres-
ence of other forms of ingestional consequences because
glucagon does not affect sham feeding (Geary & Smith,
1982b). A role for endogenous glucagon in the control of meal
size is supported by data demonstrating the ability of hepatic
portal infusions of glucagon antibody to increase meal size
(LeSauter, Noh, & Geary, 1991).

Amylin inhibits feeding in a dose-dependent and behav-
iorally specific manner following either peripheral or central
administration (Lutz, Geary, Szabady, Del Prete, & Scharrer,
1995; Lutz, Rossi, Althaus, Del Prete, & Scharrer, 1998). Al-
though meal-related amylin release has not been specifically
shown, amylin is obligatorily cosecreted with insulin by pan-
creatic beta cells (Cooper, 1994). Thus, amylin levels rise
rapidly with meal onset and remain elevated for a significant
period of time during and following meals. Amylin’s site of
action is within the area postrema, a hindbrain structure lack-
ing a blood-brain barrier. The area postrema contains amylin
receptors, and lesions of the area postrema block the feeding-
inhibitory actions of peripherally administered amylin (Lutz,

Senn, et al., 1998). A physiological role for endogenous
amylin in feeding controls is supported by experiments
demonstrating increases in food intake in response to admin-
istration of amylin antagonists (Rushing et al., 2001).

Unlike these peptides that play roles in limiting food in-
take, ghrelin, a brain-gut peptide that is primarily synthesized
in the stomach, has recently been shown to stimulate food in-
take following peripheral or central administration (Tschop,
Smiley, & Heiman, 2000; Wren et al., 2000). Ghrelin synthe-
sis and plasma ghrelin levels are increased by food depriva-
tion and reduced by refeeding (Tschop et al., 2000). Systemic
and central ghrelin administration produce c-fos activation
within the arcuate nucleus (Hewson & Dickson, 2000;
Nakazato et al., 2001), and central ghrelin administration in-
creases arcuate NPY expression (Shintani et al., 2001), sug-
gesting a hypothalamic site of action. A physiological role for
ghrelin in feeding initiation or maintenance is supported by
data demonstrating that ghrelin antibodies suppress food in-
take (Nakazato et al., 2001). Together, these data suggest a
novel action for a gastric peptide in stimulating food intake.

Interactions Among Control Systems

With food intake being influenced by these seemingly sepa-
rate neural systems, the question of how they interact with
one another is important. A number of the clearest demon-
strations of interactions involve the adiposity signal leptin.
As noted earlier, leptin circulates in direct relation to the de-
gree of adiposity serving as a feedback signal for the overall
regulation of energy balance. Both peripheral and central lep-
tin administration reduce food intake, and a number of exper-
iments have demonstrated that leptin’s effects on feeding are
specific to reducing meal size without changing meal fre-
quency (Eckel et al., 1998; M. C. Flynn, Scott, Pritchard, &
Plata-Salaman, 1998; Kahler et al., 1998).

How does a signal that is critically involved in regulating
hypothalamic pathways involved in energy balance result in
reductions in the size of individual meals? Recent experi-
ments have suggested multiple mechanisms through which
leptin may affect food intake. Leptin’s actions may depend in
part on its interactions with within-meal signals. For example,
central administration of leptin at doses that are subthreshold
for inhibiting feeding when administered alone enhance the
satiating potential of peripheral CCK or an intragastric pre-
load (Emond, Schwartz, Ladenheim, & Moran, 2001; Emond,
Schwartz, & Moran, 1999). This action of leptin appears to
depend on its ability to enhance the degree of NTS neural
activation produced by these peripheral manipulations. That
is, leptin enhances the dorsal hindbrain representation of
ascending vagal afferent feedback signals arising from CCK
or gastrointestinal stimulation induced by gastric preload.
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Reducing leptin levels through food deprivation has the
opposite result: The satiating potency of CCK is reduced
(Billington, Levine, & Morley, 1983; McMinn, Sindelar,
Havel, & Schwartz, 2000). This effect may be mediated
through enhanced NPY signaling because NPY administra-
tion has the opposite effect to that of leptin on both the behav-
ioral and neural activation potencies of CCK. NPY reduces
the degree of NTS activation in response to CCK (McMinn
et al., 2000).

Leptin also may result in reductions in meal size through
its direct actions on taste sensitivity. Leptin specifically re-
duces chorda tympani and glossopharyngeal sensitivity to
sweet stimuli without altering responses to other tastants
(Kawai, Sugimoto, Nakashima, Mura, & Ninomiya, 2000).
This appears to be a direct effect at the level of the taste bud
because leptin hyperpolarizes the taste cell. Finally, leptin
may decrease meal size by altering the reinforcing effects of
ingestion. Leptin reduces the rewarding efficacy of electrical
brain stimulation (Fulton, Woodside, & Shizgal, 2000). Thus,
a signal derived from fat stores serving as a long-term regu-
lator of energy balance has multiple actions. Many of these
may contribute to its reductions in food intake in ways that
enhance the negative feedback effects of ingestion while also
reducing the positive feedback effects. Together these actions
result in consistent reductions in meal sizes that over the long
term serve to constrain energy intake and contribute to over-
all energy balance.

Satiety signals can also affect the efficacy of adiposity sig-
nals. For example, not only does leptin enhance the potency of
CCK within an individual meal situation, but also CCK en-
hances the leptin’s ability to reduce food intake and decrease
body weight over the longer term (Matson, Reid, Cannon, &
Ritter, 2000; Matson & Ritter, 1999). A dose of CCK that
alone has no effect on 24-hr food intake or body weight sig-
nificantly increases leptin’s effects on food intake and body
weight. The site of action for this effect is yet to be deter-
mined, but it may be hypothalamic because in a short-term test
CCK significantly enhances the leptin-induced neural activa-
tion within the paraventricular nucleus (Emond, Schwartz, &
Moran, 1998).

Other kinds of interactions have also been demonstrated.
As ingestion continues, the perceived pleasantness or palata-
bility of foods can change. That is, feedback signals arising
from ingestion or ingestive consequences can alter aspects of
taste processing. This may occur at multiple levels of the
neural axis. For example, continued consumption of a single
food results in that food’s being perceived as less pleasant in
comparison to other nonconsumed foods. Such a phenomenon
is referred to a sensory-specific satiety (B. J. Rolls, 1986).
These changes are rapid and do not depend on the nutritional
value of the consumed food, indicating that they likely arise

from the sensory properties of the food, or on cognitive
processes involved in assessing that enough of a particular
type of food has been consumed. Sensory-specific satiety has
been proposed to be an important mechanism for ensuring that
a variety of foods are consumed, increasing the likelihood that
an organism will maintain nutritional balance (B. J. Rolls,
1986). Sensory-specific satiety has a neurophysiological basis
in that LH neurons that have ceased to respond to the taste of
one food will respond to a different food (E. T. Rolls, Murzi,
Yaxley, Thorpe, & Simpson, 1986).

Perceived pleasantness or palatability can also be reduced
by gastrointestinal nutrient stimulation—a phenomena that
has been termed alliesthesia (Cabanac, 1971). Thus, human
subjects rate a sweet solution as less pleasant following a gas-
tric glucose load (Cabanac & Fantino, 1977). Similar findings
have been obtained in rats, using orofacial responses as a
measure of the perceived pleasantness of taste stimuli (see
Grill & Norgren, 1978). Gastric or intestinal nutrient infu-
sions reduce the incidence of positive orofacial responses and
increase the incidence of negative responses to an oral sucrose
infusion (Cabanac & LaFrance, 1992). Similar results are
produced by exogenous CCK, and the phenomenon is
blocked by vagotomy (Cabanac & Zhao, 1994). Thus, one of
the ways that within-meal negative feedback signaling affects
ingestion is through a change in the perceived pleasantness of
ingestive stimuli. In primates, the orbitofrontal cortex appears
to be the likely neural site where such effects are mediated.
Taste-evoked activity in the orbitofrontal cortex is suppressed
by gastrointestinal nutrients (Scott, Yan, & Rolls, 1995).

A final example of interactions among signaling systems
suggests a role for central reinforcing pathways in mediating
the feeding actions of hypothalamic signaling systems. The
opiate antagonist naloxone blocks the feeding stimulatory ac-
tion of NPY (Kotz, Grace, Briggs, Levine, & Billington,
1995). The site of action for naloxone for this effect is within
the medial subnucleus of the NTS (Kotz, Glass, Levine, &
Billington, 2000). The site of action for the interaction ap-
pears to be within the amygdala. Naloxone does not affect
NPY’s ability to induce c-fos within the hypothalamic
paraventricular nucleus, but both NPY and naloxone induce
c-fos within the central nucleus of the amygdala but do so in
different cellular population (Pomonis, Levine, & Billington,
1997). Together, these data suggest that neural systems nor-
mally involved in palatability-induced feeding stimulation
also play a modulatory role in the feeding induced by the
hypothalamic signaling system’s response to adiposity stores.

Summary

The body contains multiple systems for regulating overall
energy balance. These systems derive from and control
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different aspects of ingestive behavior and its consequences.
Although adiposity, satiety, and reinforcement signaling have
different primary sites of mediation within the brain, they are
interacting systems that together ensure that the organism
consumes an adequate amount and variety of nutrients. Al-
though such interactions can now be demonstrated, little is
known about the underlying cellular mechanisms through
which they are mediated. Furthermore, how these interac-
tions at the level of individual neurons are translated into be-
havioral outcomes remains to be determined. These are the
two major issues currently facing investigators involved in
research on the controls of food intake.

Over the past 10 years our knowledge of the brain sites
and signaling systems involved in energy balance has grown
exponentially. This has provided multiple targets for poten-
tial treatment development in obesity and eating disorders. A
more complete understanding of how these systems respond
under multiple metabolic states and interact with one another
will be necessary to provide a rational base for such eventual
treatment development.

WATER INTAKE AND FLUID BALANCE

The amount of water that we drink, like the amount of food
that we eat, depends on a rich variety of factors that include
homeostatic controls, learning and experience, and environ-
mental social and cultural influences. Although there is ample
evidence that the contribution of each of these factors is neu-
rally mediated in the control of water intake, we concentrate
here on the role of three relatively well-characterized systems
that interact among themselves and that are important in the
control of water balance. These three systems include, re-
spectively, (a) neural and hormonal signals related to the de-
tection of plasma osmolality and extracellular fluid volume
that influence the initiation of bouts of ingestion, (b) neural
and hormonal signals related to myriad factors that lead to
satiety and thus terminate bouts of drinking, and (c) brain
sites that receive and integrate these signals and that elicit ap-
propriate physiological and behavioral responses. We also
discuss the important interactions among these systems that
permit overall regulation of body fluid balance.

Osmotic and Hypovolemic Signals That Stimulate
Water Intake

All physiological processes occur in one or another internal
sea consisting of mild salt solutions, and maintenance of the
appropriate volume and concentration of the various fluid
compartments in the body is essential for these processes to

occur. Regulation occurs at the cellular level, enabling nor-
mal intracellular processes to occur, as well as at the level of
the fluids that interconnect the cells, such that the formation
and maintenance of extracellular fluid is a high priority. In
this regard, maintenance of adequate blood volume is partic-
ularly essential for the delivery of nutrients to tissues and for
the removal of metabolites for excretion. Thus, when body
fluid balance is compromised, both physiological and behav-
ioral responses are initiated to defend further aberrations in
body fluid balance and to replenish lost body fluid stores.
This could occur when fluid is shifted between compartments
within the body (as in edema), when excess fluid is lost from
the body (as occurs following hemorrhage or extreme vomit-
ing), or when insufficient water and minerals are available for
consumption. If water or sodium is lacking, the antidiuretic
hormone arginine vasopressin (AVP) and the antinatriuretic
hormone aldosterone work together to promote renal conser-
vation of both water and sodium, thus preventing further
body fluid depletion and maintaining the best possible level
of osmolality. The behavioral responses of thirst and sodium
appetite can also be engaged to restore lost water or salt be-
cause this is the only mechanism by which the lost fluids and
electrolytes can be replaced. Both the physiological and the
behavioral responses to perturbations of body fluid balance
are under tight control by the brain. Although the careful bal-
ance of ingesting both water and salt is necessary for mainte-
nance of extracellular fluid volume and concentration, this
chapter focuses on the endocrine and neural controls of water
intake.

Contemporary understanding of the physiology of
water intake began with Andersson’s (1953; Andersson &
Wyrwicka, 1957) report of the elicitation of drinking follow-
ing the administration of hyperosmotic solutions to the brain
of goats. Although the conscious goats had no apparent inter-
est in water under basal conditions, they drank avidly when
stimulated briefly within the anterior hypothalamus by small
volumes of hypertonic saline. In later experiments drinking
was elicited by weak electrical currents applied to the same
anatomical sites. These reports demonstrated that water in-
take could be elicited by direct stimulation of the brain, and
they thereby challenged the prevailing view that water intake
was merely a sensation or a reflexive response to reduced
salivary flow produced by dehydration (Cannon, 1918). In
addition, these studies heralded the modern investigation of
water intake by exploring its central neural basis and its
instinctive (Lashley, 1938) and motivated (Stellar, 1954)
origins. In the mid 1950s and early 1960s research focused
on investigations of the water intake that accompanies cellu-
lar dehydration. This concept was initially proposed by
Wettendorff (1901) and then established as a mechanism of



Water Intake and Fluid Balance 309

water intake by Gilman’s (1937) well-known experiments
demonstrating that the administration of solutes that are ex-
cluded from cells (such as sodium) elicit cellular dehydration
and are consequently highly effective dipsogens.

The more molar context of current research on the
neural mechanisms of water intake was not achieved until
Fitzsimons (1961) established hypovolemia (reduced blood
volume) as an independent stimulus for thirst. He accom-
plished this by eliciting water intake in rats using several ex-
perimental manipulations that all resulted in reduced blood
volume (e.g., hemorrhage, ligation of the inferior vena cava,
hyperoncotic colloid dialysis). It is important that all of these
paradigms resulted in reduced blood volume with no change
of osmolarity of the remaining plasma, and hence with no
change of cell volume. This essential point has been con-
firmed more clearly by the work of Tang (1976), who found
(a) that these treatments reduce the plasma volume of rats
without altering serum electrolytes or osmolarity and (b) that
drinking is suppressed if the reduction in intravascular vol-
ume is prevented by intravenous infusion of an isotonic
plasma substitute. Although earlier research had suggested
that the causes of thirst are necessarily complex and that
changes in extracellular volume, among others, must be con-
sidered (e.g., Adolph, Barker, & Hoy, 1954), the concept that
hypovolemia is a second and potent cause of water intake—
that hypovolemia operates under normal conditions of dehy-
dration and has an independent sensory system utilizing
detectors of reduced blood volume—was not considered.
Rather, these concepts were elaborated by Fitzsimons (see
Fitzsimons, 1979, for a full review) along with the subse-
quent proof of concept by Stricker (1968). Together, their
work demonstrated that hypovolemia lowers the threshold
for the initiation of drinking, that the water intake that is gen-
erated is a function of the magnitude of the reduction in blood
volume, and that hypovolemia elicits drinking with the ex-
pected properties of motivation. In addition, the pioneering
studies of hypovolemia-induced water intake also revealed
the role of the renin angiotensin hormone system as an
important systemic system that accesses the brain and
stimulates water intake (Fitzsimons, 1969). Ultimately, the
demonstration that cellular dehydration and extracellular
volume loss can independently elicit water intake was sug-
gested by the double depletion hypothesis of thirst (Epstein,
Kissileff, & Stellar, 1973). Over a lengthy series of experi-
ments, it was demonstrated that water intake in many natu-
ralistic situations, and especially water deprivation, could be
precisely predicted by this hypothesis. The bottom line is
that cellular dehydration locally in the brain and systemic hy-
povolemia combine to produce the urge to drink, and the
concurrent restoration of each deficit results in a summative

suppression of drinking. The nature of the two depletions, the
portions of the brain devoted to their regulation, and the man-
ner of their joint function in the control of spontaneous drink-
ing behavior directed much of the subsequent research on the
physiology of water intake.

Cellular Dehydration and Brain Osmosensors

Cellular dehydration-induced water intake requires that the
brain somehow detect water loss from osmosensitive or
volume-sensitive cells and to generate a signal that leads to
drinking. Studies in the early 1970s focused on cells within
the brain that could be sensors that arouse drinking as a con-
sequence of cellular water loss. Experiments by Peck and
Novin (1971) and Blass and Epstein (1971) demonstrated
that cells in the lateral preoptic area of the hypothalamus con-
tained a large concentration of osmosensitive cells. When hy-
perosmotic solutions were applied locally in the vicinity of
these cells, water intake was elicited. Conversely, when the
cell group in the lateral preoptic area was selectively le-
sioned, the animals demonstrated impaired drinking stimu-
lated by sudden increases in the osmolarity of the blood
reaching the brain, whereas drinking elicited by hypovolemia
remained intact.

Although more recent data have continued to support a
role of the lateral preoptic area as a major osmosensitive
area in the brain that elicits drinking, there remains consider-
able uncertainty about the location of the specific osmosensi-
tive neurons that stimulate vasopressin secretion to promote
water retention by the kidney. Candidate brain areas for these
osmoreceptors are other subnuclei of the hypothalamus (in-
cluding the lamina terminalis and the supraoptic nucleus) and
the circumventricular organs (CVOs). The latter are impli-
cated because they lack a blood-brain barrier and hence are
sensitive to both plasma and brain interstitial osmotic influ-
ences. Further, they have axonal connections to areas that
control drinking behavior.

Circumventricular Organs and Hypovolemic
Water Intake

The demonstration that hypovolemia-induced intake is inde-
pendent of cellular dehydration-induced intake arose from
experiments in which rats drank water in response to an iso-
tonic reduction of blood volume (Fitzsimons, 1961; Stricker,
1969; Tang, 1976). Because the osmolarity of the plasma is
not increased as a function of reduced blood volume per se,
the water intake cannot be attributed to dehydration of cells.
The discovery of a hormonal control over this kind of drink-
ing came from Fitzsimons’s (1964, 1969) demonstrations
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that the kidneys must be attached to the general circulation in
order for hypovolemic treatments to have their full dipso-
genic effects. This was demonstrated most clearly in follow-
ing caval ligation, a procedure in which the inferior vena cava
is occluded, preventing the return of the blood from the ab-
domen and lower limbs and thus reducing cardiac output by
approximately 40%. The ensuing water intake that develops
is dependent on access of the kidneys to the circulation.
Because nephrectomy reduces caval ligation–induced intake,
Fitzsimons reasoned not only that the kidney is necessary for
eliciting hypovolemia-induced water intake but also that it
does so as an endocrine rather than as an exocrine organ. The
subsequent identification of renin, a peptide hormone pro-
duced by the kidney, and the demonstration that its levels are
the rate-limiting step in the renin-angiotensin cascade that
produces a powerful dipsogenic action, completed the story
(Fitzsimons & Simons, 1969). It was subsequently found that
renin acts as an enzyme that causes the formation of the pep-
tide angiotensin II in the blood and that angiotensin II in turn
gains access to the brain and stimulates drinking by acting on
receptors in the CVOs.

The CVO that was initially observed to be particularly
sensitive to the local application of angiotensin II in terms of
eliciting a dipsogenic response was the subfornical organ
(SFO; Simpson & Routtenberg, 1974). Using novel neu-
ropharmacological application techniques, Simpson and his
colleagues subsequently demonstrated that the SFO is ex-
quisitely sensitive to the dipsogenic actions of angiotensin II
as well as to other known dipsogenic agents such as the
cholinomimetic carbachol. That group also found that lesions
of the SFO rendered animals less responsive to hypovolemic
stimuli as well as to intravenously administered angiotensin
II, while still being responsive to cellular dehydration–
induced stimuli (Simpson, Epstein, & Camardo, 1978). Sub-
sequently, receptors that specifically bind angiotensin II have
been localized in high concentrations in the SFO as well as in
other brain areas. The distribution of angiotensin II receptors
in the brain is of interest because many of the brain sites
that contain high concentrations of these receptors receive
direct projections from the SFO and are in other areas that
lack a blood-brain barrier (Mendelsohn, Quirion, Saavedra,
Aguiler, & Catt, 1984; Miselis, 1981).

The activation of these additional brain sites by an-
giotensin II is thought to occur by endogenous angiotensin II
that is centrally generated because all of the components that
are required to produce angiotensin II are present within the
brain (Ganten, Hutchinson, Schelling, Ganten, & Fischer,
1975). Subsequent pharmacological studies have now
revealed that there are at least two subtypes of angiotensin II
receptors, designated angiotensin AT1 and AT2 receptors.

Although both receptor subtypes bind the native ligand an-
giotensin II with equal affinity, they differ in their amino acid
sequences by over 70%. Based on this, the synthesis of non-
peptidergic ligands for each receptor subtype has become
possible, and it is now recognized that the two receptors differ
in binding affinity for these novel ligands and engage differ-
ent second-messenger signaling systems once activated. Due
in part to the widespread interest in these receptor subtypes in
the control of various physiological functions, both AT1 and
AT2 receptors have been cloned and sequenced. Subsequent
research utilizing specific antisense oligodeoxynucleotide se-
quences has allowed both in vitro and in vivo receptor knock-
down of each angiotensin receptor subtype. The bottom
line from many experiments is that over 95% of the biological
actions of angiotensin II appear to be mediated through its
binding at the AT1 receptor. The physiological role of activa-
tion of the AT2 receptor subtype remains unclear. In sum, the
SFO is a major site of action for peripherally generated an-
giotensin II in response to hypovolemia. The stimulation of
the SFO, an area that contains high concentrations of an-
giotensin AT1 receptors, by systemic angiotensin II may also
trigger the central angiotensin system to stimulate drinking as
well as other physiological responses (such as the release of
vasopressin) to maintain fluid homeostasis in response to
hypovolemia.

Satiety Signals for Water Intake

The intake of water, like the intake of food, is under the con-
trol of diverse signals, some of which initiate the behavior
and others of which stop it (i.e., satiety signals). Unlike the
well-described satiety signals that terminate feeding, how-
ever, the satiety signals that terminate drinking are much less
clear. A thirsty animal allowed the opportunity to drink water
will rapidly consume sufficient water to restore the lost flu-
ids. Although the animal may ingest a large quantity of fluid,
satiation generally occurs several minutes prior to the time
that substantial water is absorbed from the digestive system
(Ramsay, Rolls, & Wood, 1977). Thus, the possibility that
some sort of oral metering of ingested fluids provides a least
one level of input to the satiation of thirst has been consid-
ered. Support for this concept derives from the data of
Nicolaidis (1968), who demonstrated that infusions of water
into the oral cavity of dehydrated rats produced rapid
decreases in plasma vasopressin prior to any substantial ab-
sorption of the fluid by the digestive system. Although recep-
tors in the mouth and throat can be demonstrated to influence
the amount of water an animal ingests, receptors in the stom-
ach, small intestine, and liver are also critically involved in
the normal satiation of drinking. That is, preloads of water
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given by gastric gavage (thereby bypassing oral stimulation)
also reduce drinking. Unlike the signals that lead to satiation
of food intake, there is no clear evidence that receptors in the
duodenum are involved in satiation of water intake.

The site of integration of the satiety signals for drinking is
also unclear, although recent data have implicated the lateral
parabrachial nucleus in the caudal brain stem as being impor-
tant. This nucleus receives gustatory input from the tongue
and appears to be an important site for the integration of sig-
nals that control fluid intake. Data from Menani and col-
leagues have demonstrated that this brain area may be
producing a tonic serotonergic inhibitory tone on fluid intake
(Menani, Colombari, Beltz, Thunhorst, & Johnson, 1998).
During episodes of hypovolemia, parabrachial serotonergic
tone is decreased, thus allowing the expression of drinking.
Other neurotransmitters have also been found to inhibit fluid
intake, including oxytocin, which is generated in forebrain
areas and is projected to caudal brain sites to inhibit fluid in-
gestion. The identification of satiety signals for drinking
awaits future research.

Interactions Among Other Control Systems

Besides being mediated by both osmotic and hypovolemic
signals, the controls of water intake interact with other home-
ostatic control systems as well. Sodium homeostasis and its
behavioral counterpart, sodium appetite, provide an impor-
tant example of how the controls of water intake interact with
other systems. Recall that for adequate reestablishment of ex-
tracellular fluid volume, electrolytes that act as osmotic
agents are essential for maintaining water within the extra-
cellular fluid compartment. There is ample evidence that the
angiotensin II that is secreted in response to hypovolemic
signals also stimulates a specific appetite for sodium as
well as for water (Weisinger, Blair-West, Burns, Denton, &
Tarjan, 1997). In addition, many of the same brain areas
(SFO, other CVOs, several hypothalamic nuclei) at which the
actions of angiotensin II regulate water intake also alter
sodium appetite. For example, the expression of angiotensin
II receptors can be differentially regulated by circulating lev-
els of adrenal steroids such as aldosterone in sodium-
depleted rats, and sex steroids such as estrogen can modulate
the dipsogenic potency of angiotensin II in the normally
cycling female rat (Kisley, Sakai, & Fluharty, 1999).

Summary

In summary, we have reviewed the multiple mechanisms
known to influence the elicitation and cessation of drinking.
Because the maintenance of blood volume and osmotic

pressure is so critical to the functioning of every organ sys-
tem, and because even small deviations from the ideal can
soon incapacitate an organism, the control system is exquis-
itely sensitive and fast to respond. In an ideal world, water
and electrolytes would be consumed in the right volumes and
concentrations to preclude having to monitor and adjust their
levels constantly, and at one level of control this is what ac-
tually happens. Most individuals, when they are able, con-
sume sufficient electrolytes and water with their food to
ensure adequate regulation. In fact, estimates of the percent-
age of total daily water that is consumed when food is being
eaten (i.e., at meal times) under conditions of ad libitum ac-
cess range from 70% to 90% or more. Any excess water or
electrolytes that are consumed during meals are rapidly and
efficiently excreted from the body in the urine.

Unfortunately, few organisms live in such luxury and thus
cannot rely on prandial consumption of sufficient water and
electrolytes. As a result, they fall back on the control systems
described in this chapter. In this process, the brain relies pri-
marily on osmotic and volumetric signals arising in key sen-
sory receptors in strategic locations in the body, as well as in
the brain itself, to determine body fluid status. When devia-
tions from the ideal are detected, the brain has a complex ar-
mamentarium of responses on which it can draw to reverse
the problem and preclude its worsening. Hence, the brain can
engage specific neurohormonal systems such as the renin-
angiotensin system to restore fluid balance.

As with food intake, there are signals that stimulate drink-
ing, as well as signals that terminate drinking; the two inter-
acting types of signals maximize the likelihood of consuming
adequate amounts of water and electrolytes. The normal inte-
gration of these stimuli ensures that behavioral and physio-
logical responses occur, in many cases, in anticipation of
need states such that the individual is protected from large
demands to defend homeostatic processes. That is, in a pre-
dictable environment, when an inadequate supply of water
and electrolytes is inevitable, animals learn to activate the ap-
propriate regulatory responses in anticipation of the situation
and hence circumvent problems of fluid balance before they
arise. These vital and complex regulatory processes are con-
trolled, in many cases, utilizing redundant systems such that
even in the case of disease or injury the individual is still able
to function and respond normally.

One area in fluid balance that is not yet well understood
is the nature of the controls involved in prandial drink-
ing (drinking in association with meals). We do not know
whether prandial drinking is elicited by the osmotic load of
the meal or if the drinking occurs in anticipation of the os-
motic load. We also do not yet appreciate whether the neuro-
transmitters and hormones that we normally associate with
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controlling water intake specific to fluid balance are involved
in prandial drinking or whether this represents a unique situ-
ation. These issues remain to be investigated.

The investigation of water and sodium ingestion has pro-
vided insights into how the brain controls motivated behavior.
A number of points are obvious. The first is that the controls
over fluid balance in the body parallel in many ways those in-
volved in energy regulation. Just as the body monitors key pa-
rameters such as blood glucose and body adiposity, it tracks
osmolarity and blood volume. The second is that the central
control over all homeostatically regulated systems, including
fluid balance, is integrated such that water and electrolyte in-
take and excretion do not occur in a vacuum. Rather, the brain
takes into account all of the key systems, compromises where
necessary, and ensures the long-term survival of the organ-
ism. The study of water intake has also provided a model sys-
tem to examine how peptide and steroid hormones interact
with neural signals in the control of behavior. Specific brain
areas that are critical in the control of these behaviors, as well
as specific chemical signals that mediate this control (hor-
mones and neurotransmitters), have been identified through
the incorporation of modern biochemical and molecular bio-
logical tools. Because of the explosion of new techniques
available in the last decade, great advances into how this
complex behavior is governed have been forthcoming. As we
look to the future, studies examining the interactions among
the controls over caloric, thermal, and fluid needs, including
the various neurochemical systems that mediate them, will be
more clearly examined. Finally and most important, given the
increasing knowledge of the controls of ingestive behavior,
we hope to begin to use this information to develop rational
and viable treatments for common human disorders such as
obesity and hypertension.
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In this review we summarize the progress that has been made
in understanding sexual differentiation, as well as the hor-
monal and neural mechanisms that drive and direct male and
female sexual behavior. We begin with the question of why
sexual reproduction is by far the most common means of prop-
agating multicellular species even though asexual reproduc-
tion is theoretically much faster and easier. We then describe
copulatory patterns that are common across mammalian

species and summarize various laboratory tests of sexual
behavior. Because hormones are important for sex differenti-
ation in all mammalian and avian species, and because hor-
mones also activate sexual behavior in adulthood, we discuss
the means by which hormones exert their influence. We next
describe the hormonal and neural control of female sexual be-
havior, followed by a similar treatment of the control of male
sexual behavior. In each case, we first summarize the effects of
systemically administered drugs and hormones or other treat-
ments that affect more than one brain area. We then review the
information concerning the specific brain areas that are impli-
cated in the control of the behavior, including effects of
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lesions and stimulation, local application of drugs and hor-
mones, and measures of neural activity. Finally, we observe
that the hormonal and neural mechanisms that control sexual
behavior are similar to the mechanisms that regulate other so-
cial behaviors. We close with a series of questions that remain
unanswered and that may form a basis for future research. We
hope that the reader will gain an understanding of the theoret-
ical context in which sexual reproduction is embedded as well
as an appreciation for both the similarities and the variations
in the means by which sexual motivation is translated into suc-
cessful reproduction.

Why Sex?

Why is sexual reproduction so prevalent? Asexual reproduc-
tion potentially results in twice as many offspring per genera-
tion and costs much less time and energy. Most multicellular
animals spend large amounts of time and energy sizing up the
field of potential mates and then preparing to copulate with the
most desirable of the lot. The fact that sexual reproduction per-
sists in the face of obvious disadvantages suggests that very
important benefits accrue to sexually produced offspring. One
advantage of sexual reproduction is that the recombination
of genes promotes survival in times of environmental change.
It also promotes differential adaptation to various niches in
a time of relative constancy and decreases the ability of
pathogens to exploit a single genotype. Another advantage is
that some offspring will inherit fewer harmful mutations than
either parent and will therefore be advantaged, whereas other
offspring inherit more than the average number of harmful
mutations and are more likely to die before reproducing,
thereby carrying a large load of mutations to the grave
(Kondrashov, 1988). In addition, meiotic recombination
allows for repair of DNA. Lack of such recombination of the
Y chromosome has resulted in evolutionary degeneration so
that it is now only a shadow of its partner, the X chromosome,
with which it now aligns only in the uppermost region.

Sex Differentiation

Fish and Reptiles

Sexual reproduction implies differentiation into different
sexes. One might think that because of the importance of sex
differentiation, evolutionarily early mechanisms for differen-
tiation would have been conserved. However, a brief perusal
of such mechanisms provides a richly varied list. Among fish
there are both simultaneous and sequential hermaphrodites.
Simultaneous hermaphrodites have ovotestes that produce
both eggs and sperm; these fish alternate between masculine

and feminine patterns of behavior. Sequential hermaphro-
dites begin life as one sex and then change to the other in
response to environmental or genotypic influences. Among
other species of fish, males are polymorphic; that is, there are
two male phenotypes. For example, among plainfin midship-
men, Type I males are larger and are territorial, whereas
Type II males resemble females and sneak into the nest sites
of Type I males and release their sperm (reviewed in Nelson,
2000).

Among some species of reptiles, sex differentiation is
determined genetically, as in birds and mammals. However, in
many species of lizards, turtles, and crocodiles, the ambient
temperature during incubation of the eggs determines whether
offspring will be male or female. In some species, warmer
temperatures produce females; in others, warm temperatures
produce males. In snapping turtles and crocodiles, females
are produced if temperatures are either very high or very low.
Apparently, the temperature influences the differentiation of
the embryonic gonad into either a testis or an ovary; however,
the mechanism for this influence is not known (Crews, Bull, &
Billy, 1988).

As in fish, the males of some species of lizards exhibit
multiple phenotypes. High levels of both testosterone and
progesterone during early posthatching development result in
territorial males with orange and blue dewlaps (skin flaps)
attached to their throats (Moore, Hews, & Knapp, 1998). Low
levels of testosterone and progesterone produce nonterritorial
males with plain orange dewlaps. The presence of high corti-
costerone as a result of stress in adulthood determines
whether nonterritorial males are sedentary or nomadic. Thus,
interactions between early and late hormonal influences and
environmental factors determine the coloration and behavior
of these lizards.

Birds

In birds a ZZ chromosomal configuration confers maleness,
whereas females have a ZW chromosomal pattern. The ho-
mogametic sex (the sex with two of the same type of sex chro-
mosomes) is the default sex for reproductive behavior patterns
(Balthazart & Ball, 1995). Thus, birds with two Z chromo-
somes will develop male-typical reproductive behaviors in
the absence of gonadal secretions. Secretion of estrogen
by ovaries of ZW individuals organizes female-typical repro-
ductive behavior patterns. However, for singing behavior, fe-
male-typical lack of singing is the default condition, unless
testosterone masculinizes the song-producing neural circuits.
For other types of behavior, neither the male- nor female-
typical pattern is the default condition. The W chromosome
directs the differentiation of the left primitive gonad to
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become an ovary, which secretes estrogen, causing the right
Müllerian duct to degenerate. The lack of a W chromosome,
and of the resultant production of estrogen, results in retention
of both Müllerian ducts.

Mammals

In mammals the homogametic sex is the female, with an
XX chromosomal pattern. In the absence of hormones, a phe-
notypic female develops. A gene on the Y chromosome, the
sex-determining region of the Y chromosome (SRY), pro-
duces a locally acting protein that causes the primitive gonads
to differentiate into testes. The testes then secrete androgens
and peptide hormones that produce masculine differentiation.
Differentiation of the external genitalia is mediated primarily
by a metabolite of testosterone, 5-alpha-dihydrotestosterone
(DHT), which binds with higher affinity than testosterone
to the intracellular androgen receptor. Testosterone is con-
verted to DHT by the enzyme 5-alpha-reductase, which is pre-
sent in the genital skin of embryonic males and females. Under
androgenic influence the genital folds that would become labia
in females fuse into a scrotum; the genital tubercle enlarges
into a penis, rather than a smaller clitoris; and the genital
groove fuses to become a duct for both urine and semen.

Because females possess 5-alpha-reductase and androgen
receptors, their genitalia may be partially masculinized if
they are exposed to high concentrations of androgens during
development, as in congenital adrenal hyperplasia (CAH).
Individuals with CAH lack or have insufficient amounts of
the enzyme that produces cortisol, the major glucocorticoid
in humans. As a result of the lack of negative feedback from
cortisol, blood concentrations of adrenocorticotropic hor-
mone (ACTH) are high; they stimulate the adrenal cortex to
produce excess adrenal androgens that partially masculinize
a female fetus’s genitalia. Conversely, if males lack 5-alpha-
reductase, their genitalia will be incompletely masculinized,
and they may be thought to be female at birth (Imperato-
McGinley, Guerrero, Gautier, & Peterson, 1974). However,
the pubertal surge of testosterone is sufficient to masculinize
the genitals, and the individuals become phenotypically, as
well as genotypically, male.

Another disorder of differentiation is androgen insensitiv-
ity syndrome, in which a genetic male (XY chromosome pat-
tern) lacks androgen receptors. As a result, the testosterone
produced by internal testes cannot masculinize the body, and
the individual is phenotypically female. However, she lacks
female internal genitalia and is sterile.

Individuals whose genitals are ambiguous at birth are
called intersexes. Controversy has arisen over the medical
and psychological treatment of intersexes. Often, babies born

with small penises or large clitorises have been subjected to
surgical “correction,” usually reducing the size of the penis
or clitoris and forming a vagina. It was thought that gender
identity is very malleable and that an individual could easily
adopt the gender role that was assigned. However, this surgi-
cal reconstruction usually left the individual with greatly di-
minished, or absent, genital sensations, and frequently with
little information, counseling, or medical follow-up (Fausto-
Sterling, 2000). Because of these problems, new guidelines
for the management of intersexuality have been proposed
(Diamond & Sigmundson, 1997).

In most male rodents, differentiation of brain mechanisms
controlling sexual behavior and endocrine function is medi-
ated by estradiol, which is produced from testosterone by the
enzyme aromatase. Females usually are not masculinized by
their own and their mother’s estradiol because estradiol is
bound to alpha-fetoprotein, which keeps estradiol circulating
in the blood, rather than entering cells to bind to estrogen
receptors. Exposure to excess estradiol during early develop-
ment can masculinize female rodents so that they display
masculine sexual preferences and behavior patterns if they
are given estradiol or testosterone in adulthood (McCarthy,
Schlenker, & Pfaff, 1993). Among primates and guinea pigs,
androgens, rather than estradiol, are the primary masculiniz-
ing and defeminizing hormones (Goy & McEwen, 1980).

Although the neural bases of reproductive behavior are
permanently differentiated early in life, hormones are re-
quired during adulthood in order to activate the patterns that
were previously organized. This finding has been referred to
as the organizational-activational distinction.

PATTERNS OF SEXUAL BEHAVIOR IN MAMMALS

Female Reproductive Cycles

Female reproductive cycles consist of a preovulatory follicu-
lar phase, during which the follicle surrounding the oocyte
(immature egg) secretes increasing amounts of estrogen and
promotes the development of the oocyte. Following ovula-
tion, the remnant of the follicle, the corpus luteum, secretes
progesterone, which prepares the uterus for implantation of a
fertilized egg.

There are three types of reproductive cycles in female
mammals. Type 1 cycles, characterized by spontaneous ovu-
lation and a spontaneous luteal phase, are exhibited by pri-
mates (including women), dogs, and guinea pigs. As the
follicle grows, it secretes more and more estrogen in response
to follicle-stimulating hormone (FSH) from the anterior pitu-
itary. When the level of estrogen rises high enough, it triggers
a positive feedback response, in which a surge of luteinizing
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hormone (LH), accompanied by a smaller surge of FSH, is
released from the anterior pituitary. Luteinizing hormone
causes the oocyte to undergo its first meiotic division and to
break free of the surrounding follicle. The follicle then
becomes the corpus luteum (yellow body) and secretes pro-
gesterone and smaller amounts of estrogen, which increase
the vascularization of the uterus. If the oocyte is fertilized by
a sperm, it will undergo its second meiotic division, develop
into a blastocyst in the fallopian tube or uterine horn, and im-
plant in the highly vascularized uterus. If fertilization does
not occur, the lining of the uterus is either sloughed off, as in
humans and other great apes, or resorbed.

Type 2 cycles require the stimuli derived from copulation
in order to induce ovulation, but when ovulation does occur,
the luteal phase is spontaneous. Type 2 cycles are character-
istic of animals that live solitary lives, including cats, rabbits,
voles, and ferrets. Thus, ovulation, and in some cases behav-
ioral estrus as well, occurs only when a male is present.

Animals with Type 3 cycles ovulate spontaneously but re-
quire copulatory stimuli to induce a luteal phase. Rats, mice,
and hamsters exhibit Type 3 cycles. Both Type 2 and Type 3
cycles minimize the amount of time spent in a nonpregnant
state and are seen in animals that tend to be short-lived and to
produce a large number of offspring.

Because females are fertile for only a relatively brief pe-
riod, it is usually important for them to advertise their sexual
interest. Attractive chemosensory pheromones are released,
and in some species physical changes in the genital region
occur. In addition, the female may engage in a series of pro-
ceptive behaviors, which are defined as those that indicate the
female’s motivation to engage in sexual activity. These behav-
iors may include approaches to a male, alternating approaches
and withdrawals, prolonged eye contact, vocalizations, and
presentation of the genital region. The third component of fe-
male sexuality, in addition to attractivity and proceptivity, is
receptivity. Behaviors associated with receptivity include
postures that permit the male to copulate successfully. All
three components of female sexuality (attractivity, proceptiv-
ity, and receptivity) are enhanced by estrogen, which also
leads to ovulation and therefore fertility. It is not surprising
that evolutionary processes ensure that the most attractive fe-
males, from a male’s perspective, are those that are the most
fertile and also those that display the greatest sexual motiva-
tion and responsiveness.

Copulatory Patterns Common Across
Mammalian Species

Some patterns of copulation are common across species. In
many mammals copulation is preceded by the male’s inves-
tigation of the female’s genitals, which allows him to determine

whether she is receptive and provides him with sexually arous-
ing stimuli. If the female is receptive, the male will mount from
her rear, clasp her flanks with his forepaws, and begin a series of
rapid, shallow thrusts with his pelvis. Usually, the male’s penis
is at least partially erect during this thrusting. In response to
flank contact or the actual mount, the female will typically dis-
play lordosis, a rather rigid posture in which her back is flat or
concave and her tail is deflected. By exposing the vagina, lordo-
sis makes it possible for the male to achieve intromission (inser-
tion of his penis into the female’s vagina).

If the male does not detect the vagina with his penis soon
after he begins thrusting, he usually dismounts and either
reapproaches the female or engages in other activities. If a
male rodent does detect the female’s vagina, he typically per-
forms a deeper, intravaginal thrust, followed immediately by
a springing dismount. This springing dismount is usually
used as the measure of intromission in rats and many other
rodents because it is reliably associated with penile insertion
(Sachs, 1983). After an intromission male rodents typically
groom their genitals and wait for a minute or two before
mounting again. Male rats ejaculate after about 10 such in-
tromissions. Ejaculation is characterized by a deeper intra-
vaginal thrust, a much slower dismount, prolonged genital
grooming, and ultrasonic vocalizations during the postejacu-
latory interval of quiescence.

In other species, such as mice, the male maintains the in-
tromission and shows repeated intravaginal thrusting before
ejaculating (Mosig & Dewsbury, 1976). Male ungulates may
ejaculate immediately after intromission (Lott, 1981). Dogs
and other canids begin to ejaculate soon after penile inser-
tion, but their penis swells to such an extent that it remains
locked in the vagina for up to 30 min, thereby promoting
sperm transport (Beach & LeBoeuf, 1967). Ejaculation is
usually accompanied by rhythmic contractions of skeletal
muscles and the striated muscles of the perineal area.

Ejaculation is typically followed by genital grooming and
a period of sexual quiescence. The postejaculatory interval
of quiescence may last for less than 30 s in Syrian hamsters
(Bunnell, Boland, & Dewsbury, 1976), for 5 to 10 min in rats,
or hours or days in other species (Dewsbury, 1972). During
this time male rats make ultrasonic calls, and male gerbils
stomp their feet. Toward the end of the period, introduction of
a novel female may elicit renewed copulation. The lack of
copulation during the postejaculatory interval does not result
from erectile failure, at least in some species. In rats, for
example, ex copula touch-based erections are actually en-
hanced following an ejaculation (O’Hanlon & Sachs, 1980).
At the end of the postejaculatory interval, copulation is likely
to occur again.

Amale rat may achieve up to seven or eight ejaculations be-
fore reaching sexual satiety, which lasts for several days.After
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reaching satiety with one female, some males can be induced
to begin copulating with a new female. This phenomenon is
sometimes referred to as the Coolidge effect, a reference to an
anecdote involving President and Mrs. Calvin Coolidge.
When visiting a farm, Mrs. Coolidge observed that one rooster
mated repeatedly during her visit to the chicken pen and asked
the farmer to call Mr. Coolidge’s attention to the rooster’s
activities when the President visited the facility. When the
farmer relayed the message later that day, Mr. Coolidge asked
the farmer to point out to Mrs. Coolidge that the repeated
activity was directed toward many different hens.

Females with Type 2 or Type 3 reproductive cycles re-
quire the stimulation of copulation to trigger ovulation or a
luteal phase, respectively. For example, spines on the male
cat’s penis scratch the female’s vagina, a rather painful
way to induce ovulation (Type 2 cycle). Female rats
typically require five or six intromissions, separated by ap-
proximately 2-min intervals, to elicit a luteal phase (Type 3
cycle). In the wild, or in seminatural environments, female
rats pace their interactions with males in order to achieve
the correct timing and number of intromissions before ejac-
ulation (McClintock, 1987). Indeed, there was a higher rate
of pregnancy in females receiving 5 paced intromissions
than in those receiving 10 nonpaced intromissions (Erskine,
1985). Females tested in a place-conditioning apparatus
spent more time in the paced mating compartment, but not
in the nonpaced mating compartment, compared to a neutral
compartment (Paredes & Alonso, 1997). Females developed
place preferences even if they were not actively pacing, if
males were placed into their compartments at their preferred
intervals (Jenkins & Becker, 2001b). Thus, copulation was
rewarding only if it occurred at the female’s preferred inter-
copulatory interval.

In addition to triggering a luteal phase, multiple intromis-
sions or intravaginal thrusting may increase the number of
sperm in the male’s ejaculate and facilitate sperm transport in
the female’s reproductive tract (Adler & Toner, 1986), or pro-
mote male-female bonding (reviewed in Carter, DeVries, &
Getz, 1995). On the other hand, copulation is energetically
expensive, and lengthy copulation may expose the animals to
predation. Therefore, copulatory behavior reflects a balance
of selection pressures imposed by the physical, biological,
and social environments.

Testing Paradigms

Use of a Limited Number of Species

As in other areas of biology, most research on sexual behavior
has been done on a limited number of species, most of them
rodents. The rat is a common model because it is relatively

inexpensive and there is currently much information on
its neural and endocrine systems. However, focusing on a
limited number of species limits the opportunities to identify
interesting variations and to correlate neural and behavioral
variations.

Tests of Sexual Motivation

It is useful to distinguish between sexual motivation and cop-
ulatory performance. However, these concepts may be diffi-
cult to measure. Lesions or drugs may alter the ability to
detect or interpret stimuli, perform copulatory movements, or
remember stimuli associated with previous sexual encoun-
ters. Drugs or lesions may cause general malaise, and altered
stimuli from one partner may inhibit the behavior of the
other, thereby compounding the copulatory deficits.

Mount and intromission latencies are common measures
of sexual motivation. However, intromission latency depends
on the ability to achieve an erection, as well as on motiva-
tion. There are several tests of sexual motivation that are not
based directly on copulatory behavior. In place-preference
tests one partner is initially allowed to copulate in one of two
interconnected areas and to be alone in the other area. The
subject later spends time in the side previously associated
with copulation or in the side it inhabited alone. In a second
technique a subject must cross an obstruction in order to
reach a sexual partner. Another test of sexual motivation is
the X-maze or cross-maze, in which a sexual partner is
placed into one of four interconnected goal boxes; the other
three goal boxes contain different objects or remain empty.
The number of choices of each goal box, the latencies to
reach each goal box, and the number of no-choice trials are
measured. A fourth technique uses a bilevel apparatus in
which a male and female are initially allowed to copulate
throughout the apparatus. The subject is later placed alone
into the apparatus, and the number of times he or she changes
levels, presumably in search of the partner, is tabulated. A
final measure is lever pressing for a secondary reinforcer that
has been paired with copulation. In several of these tasks mo-
tivational factors are confounded with motor ability or with
the ability to learn the secondary reinforcement task. There-
fore, care must be given to the choice of test to be used and
to the interpretation of results.

Tests of Female Attractivity

Female attractivity is measured primarily by allowing a male
to spend time with one female or another. In some tests the
bedding from a female’s home cage, which presumably con-
tains the pheromones excreted either directly from the
anogenital region or in the urine, is presented to a male, who
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spends time in contact with the bedding of the estrous female
or that of a nonestrous female, a male, or clean bedding.

Tests of Female Proceptivity

Female proceptivity is measured by direct observation of be-
haviors that increase the likelihood of sexual contact. These
include approach to the male, display of the genital region,
and species-typical behaviors, such as hopping and darting
by female rats and increased eye contact and tongue flicking
by primates.

Tests of Female Receptivity

Female receptivity is usually measured as the number of re-
ceptive postures displayed divided by the number of mounts
by a male (lordosis quotient). Some tests of receptivity in-
clude a quantification of lordosis quality, ranging from 0 (no
lordosis behavior) to 1 (brief stationary posture with flat
back), 2 (slightly concave back), 3 (markedly concave back),
and 4 (markedly concave back, a posture that is held for
several seconds).

Tests of Male Copulatory Behavior

Male copulatory behavior is usually quantified in tests that use
both temporal and behavioral criteria to determine test length.
In this way the initiation of sexual behavior can be distin-
guished from the ability to copulate to ejaculation after copula-
tion has begun. Other test paradigms allow the male to mate
until he achieves sexual satiety, defined as failure to resume
copulation within a specified time after the last ejaculation.

Male rat copulatory behavior has been analyzed into four
weakly correlated factors (Sachs, 1978). First, a copulatory
rate factor includes the interintromission interval, the ejacu-
lation latency, the time from an ejaculation to the termination
of ultrasonic vocalization, and the postejaculatory interval
before the next intromission. These four measures are highly
correlated in tests of normal males, but they can be dissoci-
ated by experimental treatments; therefore, they may be con-
trolled by separate physiological mechanisms. Three other
factors included an initiation factor based primarily on mount
and intromission latencies, an intromission ratio factor based
on the number of intromissions divided by the number of
mounts plus intromissions, and an intromission count factor
based on the number of intromissions preceding ejaculation.
A later factor analysis, based on copulation tests in bilevel
chambers, identified an anticipatory factor, reflecting the
number of times the male changed levels, in addition to the
four factors just noted (Pfaus, Damsma, et al., 1990).

Tests of Penile Function

Erection, intromission, and ejaculation can be easily ob-
served in studies of monkeys, dogs, cats, and many other
species, including humans. However, in rodents these penile
components of copulation are more often inferred than ob-
served. In some experiments an angled mirror was placed
under a clear floor of a test cage to facilitate observation of
penile actions; in other experiments the female’s vagina was
inspected after copulation for evidence of sperm. Because
genital reflexes are difficult to measure while the male is
copulating, paradigms have been developed for monitoring
them ex copula. However, different physiological mecha-
nisms may control erection in different contexts (reviewed in
Sachs, 2000).

Spontaneous erections can occasionally be observed
when a male is alone in his home cage or in a neutral arena.
Such erections can be increased by various drugs, in which
case they are called drug-induced erections. The number of
spontaneous erections is increased in the presence of an inac-
cessible estrous female (Sachs, Akasofu, Citron, Daniels, &
Natoli, 1994) or the volatile odors of an estrous female
(Kondo, Tomihara, & Sakuma, 1999). These noncontact erec-
tions are a model for psychogenic erections in humans and
appear to have physiological bases similar to those of sponta-
neous and drug-induced erections.

Touch-based erections have been elicited by manually
stimulating the penes of dogs or other species. However, tac-
tile stimulation of the penis in rats and other rodents inhibits
erection. Therefore, Hart developed a technique that exerts
pressure at the base of the penis of rats (1968) or mice (Sachs,
1980). The male is restrained in a supine position, and the pe-
nile sheath is retracted, exposing the glans penis. The contin-
uing pressure of the retracted sheath around the base of the
penis elicits a series of erections. Penile anteroflexions (flips)
may also occur. Occasionally, semen is emitted, usually as a
result of drug administration. These ex copula reflexes are
similar in form and mechanical basis to those used in copula
(Holmes, Chapple, Leipheimer, & Sachs, 1991); however,
the temporal relations are different, as are the hormonal
mechanisms of control (Sachs, 1983).

The Urethrogenital Reflex

Another ex copula genital response is the urethrogenital
reflex, which has been proposed as a model for the human
orgasmic reflex. This reflex has been elicited in both male
and female rats that had been anesthetized and spinally tran-
sected (McKenna, Chung, & McVary, 1991). Typically, the
urethra is filled with saline under pressure, and then the pres-
sure is rapidly released. The reflex consists of rhythmic
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contractions of the pelvic muscles, with similar timing as in
human orgasm.

PRINCIPLES OF HORMONAL ACTION

Genomic Effects

Hormones are blood-borne chemical messengers that are pro-
duced and released by endocrine glands and that act on tis-
sues located at some distance from the secreting gland.
Because they circulate throughout the body, the specificity of
their action depends on the presence of specialized receptors
in the target tissues or organs. Most of the cellular receptors
that are important for sexual behavior act by initiating or re-
pressing transcription of certain genes. According to the most
widely accepted model of hormonal action, a steroid hor-
mone molecule binds to its cognate receptor in the cytoplasm
of the cell. The hormone-receptor complex then enters the
cell nucleus, where it dimerizes (links to another hormone-
receptor complex); the dimer then binds to a hormone re-
sponse element upstream of a structural gene and initiates
transcription of the appropriate mRNA, which is in turn
translated into a protein. The resultant protein may be a regu-
lator of transcription of additional genes, or it may be an en-
zyme, a receptor, or a structural protein. Some hormonal
effects may be exerted indirectly by increased activity im-
pinging on downstream neurons.

The importance of steroid receptors has been demon-
strated by profound deficits in masculine and feminine sexual
behavior observed in male and female mice that lack the clas-
sic estrogen receptor (ER�). These knockout (ER�KO) ani-
mals usually exhibit little or no copulatory behavior (Ogawa
et al., 1998; Wersinger et al., 1997). Administration of estra-
diol, with or without progesterone, to ovariectomized female
ER�KO mice did not result in receptivity (Rissman, Early,
Taylor, Korach, & Lubahn, 1997). Furthermore, male mice
frequently behaved aggressively toward ER�KO female in-
truders but never to wild-type females, suggesting that attrac-
tivity was also impaired by the lack of estrogen receptors
(Ogawa et al., 1996).

Animals lacking progesterone receptors (progesterone re-
ceptor knockout mice, or PRKOs) have also been produced.
PRKO females do not ovulate, and after ovariectomy they do
not respond behaviorally to estradiol or progesterone injec-
tions (Mani, Blaustein, & O’Malley, 1997). Similar results
were obtained when estrogen-primed female rats were in-
jected with antisense to the progesterone receptor into the
ventromedial nucleus of the hypothalamus (VMH), an im-
portant area for the control of receptivity (Ogawa, Olazabal,
Parhar, & Pfaff, 1994). (Antisense oligonucleotides bind
to mRNA for the designated protein, thereby preventing

translation of the protein.) Male PRKO mice, however,
showed a copulatory deficit only on their first copulatory tests
(Phelps, Lydon, O’Malley, & Crews, 1998).

Rapid, Nongenomic Effects

Besides their slow, genomically mediated effects, steroid
hormones may have rapid effects. For example, estrogen had
very rapid effects on neuron membranes (Xiao & Becker,
1998). In addition, progesterone and its metabolites acted in
an agonist-like manner to increase functioning of gamma-
aminobutyric acid (GABAA) receptors (Majewska, Harrison,
Schwartz, Barker, & Paul, 1986), thereby increasing chloride
influx and hyperpolarizing neurons. Testosterone has affected
cell firing in the medial preoptic area (MPOA) of castrated
male rats within minutes (Pfaff & Pfaffman, 1969) or seconds
(Yamada, 1979). Furthermore, neurons in slices from the
MPOA showed changes in firing rates within minutes of es-
trogen or testosterone administration via the perfusion
medium (Silva & Boulant, 1986). On the other hand, hours or
days of steroid hormone replacement are required to restore
copulation in gonadectomized animals. Although rapid mem-
brane effects of estrogen are not sufficient for induction of es-
trus in female rats and rapid effects of testosterone are not
sufficient to restore sexual behavior of castrated male rats,
they may contribute to such facilitation. For example, rapid
effects of progesterone in the ventral tegmental area (VTA) of
the midbrain prolonged lordosis in female rats and hamsters
(Frye & Vongher, 1999).

There is evidence for a rapid effect of testosterone on erec-
tile function (Sachs & Leipheimer, 1988). Electromyograph
(EMG) recordings during tests of touch-based erections re-
vealed penile muscle activity in some testosterone-treated
castrated rats within 5 min after injection. However, testos-
terone did not restore erection at that time. Inhibition of pro-
tein synthesis by the antibiotic anisomycin did not affect the
short-latency (within 24 hr) activation of touch-based erec-
tions by testosterone (Meisel, Leipheimer, & Sachs, 1986).
Therefore, protein synthesis was not a necessary component
of the hormonal activation of touch-based erections.

ACTIVATION OF FEMALE SEXUAL BEHAVIOR
BY GONADAL HORMONES

Dependence of Most Nonprimate Species
on Steroid Hormones

Females of virtually all nonmammalian species that have
been tested mate only during a period of elevated blood es-
trogens (Crews & Silver, 1985). Most nonprimate female
mammals are also completely dependent on hormones to
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elicit proceptive and receptive sexual behaviors. The es-
trous cycles of rats are typically four (occasionally five) days
long. During two days of diestrus, plasma concentrations
of estrogen and progesterone are low, although estrogen be-
gins to rise during the second day of diestrus. On the day of
proestrus, estrogen peaks in the afternoon, followed several
hours later by progesterone. Hormone levels then fall precip-
itously, so that estrogen is at basal levels by the beginning of
the day of estrus; progesterone declines to its nadir by the
middle of the day of estrus. Female rats are receptive only
during the evening of proestrus. Some ovariectomized fe-
male rats can be induced to become receptive following in-
jections of low doses of estrogen alone, but most require a
subsequent surge of progesterone. One function of the initial
surge of estrogen is to up-regulate the production of proges-
terone receptors, stimulation of which then elicits the procep-
tive and receptive behaviors.

On the other hand, female sheep require progesterone be-
fore estrogen (Robinson, 1954). Other rodents, such as prairie
voles (Carter, Witt, Auksi, & Casten, 1987) and hamsters
(Wynne-Edwards, Terranova, & Lisk, 1987), require only
estrogen for receptivity. Female musk shrews aromatize cir-
culating testosterone to estradiol in the preoptic area and hy-
pothalamus (Rissman, 1991). Thus, there is much variability
in the pattern of hormone secretion, but females of most non-
primate species require hormones associated with ovulation
in order to become sexually receptive.

Increased Likelihood of Copulation by Periovulatory
Female Primates

Sexual behavior in female primates is less dependent on hor-
mones. Female monkeys readily display proceptive and re-
ceptive behaviors throughout their 28-day cycle in laboratory
tests with a single male partner. However, sexual interest is
heightened during the periovulatory period. This increase is
especially noticeable in female monkeys in the wild or in
seminatural environments, where females are subjected to
aggression and harassment by other females if they show pro-
ceptive behaviors toward a male (Wallen, 1990). As a result,
females are willing to risk this aggression only around the
time of ovulation, when high levels of estrogen increase sex-
ual motivation.

In humans, too, there may be increased sexual interest
around the time of ovulation. Among women in stable sexual
relationships, there is relatively little variation in the frequency
of copulation throughout the menstrual cycle (Adams, Gold, &
Burt, 1978). However, there is a peak in erotic thoughts and
in autoerotic activity around the time of ovulation and a
smaller increase shortly before menstruation (Adams et al.,

1978; Slob, Bax, Hop, Rowland, & Van der Werff ten Bosch,
1996). This pattern of increased periovulatory sexual interest
and of a secondary peak shortly before the onset of menstrua-
tion was also observed among lesbians (Matteo & Rissman,
1984).

Hormonal Control of Sensory Processes

One way in which hormones facilitate sexual behavior is by
enhancing the processing of sensory information. Females
have generally greater sensitivity for chemosensory stimuli,
including species-specific pheromones, than do males (Doty,
Applebaum, Zusho, & Settle, 1985). This sensitivity is further
enhanced by increased periovulatory estrogen concentrations.
Both female mice and women are able to use chemosensory
stimuli to express preferences for males with certain immune
system markers that are different from their own (reviewed in
Wedekind & Penn, 2000). The resultant increase in ability of
the offspring’s immune system to recognize a greater variety
of invaders contributes to their survival. Males are unable to
detect these differences.

Somatosensory input from the flank area is also enhanced
by estrogen in female rats. Pressure on the flank before and
during a mount increases the likelihood or intensity of lordo-
sis. The size of the receptive fields (the areas on the skin
that elicit an electrophysiological response) of sensory nerves
increases following estrogen administration to ovariec-
tomized females (Kow, Montgomery & Pfaff, 1979). As a re-
sult, the flanks become more sensitive to the stimuli that elicit
lordosis.

SYSTEMICALLY ADMINISTERED DRUGS AFFECT
FEMALE SEXUAL BEHAVIOR

The slow, genomically mediated effects of steroid hormones
on copulatory behavior are mediated primarily by up- or
down-regulation of some aspect of neurotransmitter function.
Because neurotransmitters often act synergistically in more
than one site and because the site of action often is not known
a priori, systemic administration of drugs can be advanta-
geous. However, drugs can have interfering actions at different
sites. Therefore, to gain a full understanding of neurotrans-
mitter influences, some experiments should administer drugs
widely throughout the system, whereas in other experiments
drugs should be targeted to specific sites. Table 12.1 summa-
rizes the effects on female sexual behavior of drugs and treat-
ments that affect neurotransmitter function in more than one
brain area.
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BRAIN AREAS IMPLICATED IN THE ACTIVATION
OF FEMALE SEXUAL BEHAVIOR

Neural Control of Proceptivity

Medial Preoptic Area and Ventromedial Hypothalamus

Pfaff (1999) suggested that the MPOA is important for active
proceptive behaviors; it then must decrease its activity during
the stationary lordosis posture, which is promoted by the
ventromedial hypothalamus (VMH). Estrogen increased the
facilitative effect of the preoptic area on the midbrain loco-
motor region, thereby enhancing proceptive behaviors
(Takeo & Sakuma, 1995).

Dopamine release in the MPOA of ovariectomized female
rats increased with the onset of sexual receptivity following
estrogen and progesterone injections (Matuszewich, Lorrain,
& Hull, 2000). Dopamine concentrations increased further
when a male was introduced and the animals copulated; how-
ever, a significant increase occurred only in a nonpacing

environment, although dopamine metabolites increased in
both pacing and nonpacing conditions. Perhaps the lack of an
increase in dopamine was related to the smaller number of
copulatory behaviors in the pacing environment.

Nucleus Accumbens

Dopamine release in the mesolimbic dopamine tract, which
ends in the nucleus accumbens (NAcc) and several other lim-
bic sites, may be critical for the rewarding aspects of paced
mating. Dopamine is released in the NAcc and dorsal striatum
of female rats (Mermelstein & Becker, 1995; Pfaus, Damsma,
Wenkstern, & Fibiger, 1995) and hamsters (Meisel, Camp, &
Robinson, 1993) during paced, but not during nonpaced,
copulation. Furthermore, paced copulation is rewarding for
female rats, but nonpaced copulation is not (Oldenburger,
Everitt, & de Jonge, 1992; Paredes & Alonso, 1997). Even
when the female is not actively in control of copulatory inter-
vals and the male is removed and replaced at her preferred

TABLE 12.1 Effects of Systemically Administered Drugs or Treatments Affecting More Than One Brain Area on Female Sexual Behavior

Transmitter Altering Effects on 
Drugs Sexual Behavior References Remarks

Dopamine
Neurotoxic DA lesions � [2] [13] The apparently contradictory effects may be related to
Systemic DA antagonists � [1] the female’s initial state of receptivity, or perhaps to
Systemic D1/D2 agonist � [5] differential effects on different brain areas, which may
ICV D1 agonist � [8] reflect hormonal influences on receptors.

Norepinephrine
Lesions of the VNAB � [6]
Systemic NE antagonist � [7]
Systemic NE agonist � [3]

Serotonin
Lesions of 5-HT cell bodies � Serotonergic
Stimulation of 5-HT1A � effects reviewed
Stimulation of 5-HT1B � in [14]
Stimulation of 5-HT2 �

Stimulation of 5-HT3 �

Acetycholine
Intraventricular M2 agonists � [4] This facilitation was independent of progesterone [12].
Intraventricular M1 agonists n/e

GABA
Inhibit GABA degradation � [11]
GABAA agonist � [11]

Opiates
Systemic morphine (� agonist) � [10]
Peptide �-receptor agonist � [10]
Low levels of morphiceptin � [9] [15]
Higher levels of morphiceptin � [9] This facilitation was blocked by a � antagonist, but

not a � antagonist [9].

Note. + = facilitation; – = inhibition;  n/e, no effect; VNAB, ventral noradrenergic bundle, the major source of norepinephrine input to the hypothalamus.
References: [1] Ahlenius, Engel, Eriksson, Modigh, & Sodersten (1972); [2] Caggiula et al. (1979); [3] Crowley, Nock, & Feder (1978); [4] Dohanich, McMul-
lan, Cada, and Mangum, 1991; [5] Hamburger-Bar & Rigter (1975); [6] Hansen, Stanfield, & Everitt (1980); [7] Nock & Feder (1979); [8] Mani, Allen, Clark,
Blaustein, & O’Malley (1994); [9] Pfaus, Pendleton, & Gorzalka (1986); [10] Pfaus & Gorzalka (1987); [11] Qureshi, Bednar, Forsberg, & Sodersten (1988);
[12] Richmond & Clemens (1986); [13] Sirinathsinghji, Whittington, & Audsley (1986); [14] Uphouse (2000); [15] Wiesner & Moss (1986).
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interval, dopamine is released (Becker, Rudick, & Jenkins,
2001), and the female develops a conditioned place prefer-
ence for the copulatory arena (Jenkins & Becker, 2001b).

Neural Control of Receptivity

Pfaff and Schwartz-Giblin (1988) have provided a thorough
and elegant model of the neural mechanisms that control
lordosis (see Figure 12.1). The functions of the five modules
that they identified range from slow hormone-mediated
disinhibition of behavior to moment-to-moment postural
adjustments.

The Forebrain Module

The forebrain exerts primarily inhibitory effects, but there are
selective facilitative effects. Electrolytic lesions of the lateral
septum increased receptivity in female rats (Nance, Shryne,
Gordon, & Gorski, 1977), whereas electrical stimulation in-
hibited lordosis in female hamsters (Zasorin, Malsbury, &
Pfaff, 1975). Thus, the septal area is generally inhibitory
to receptivity in female rodents. Olfactory bulbectomy in-
creased lordosis responses in hormone-primed female rats
(Lumia, Meisel, & Sachs, 1981) and in gonadally intact, cy-
cling female rats (Al Satli & Aron, 1977). However, removal
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Figure 12.1 Summary of neural circuitry that activates lordosis. Somatosensory information from the flanks and perineum ascends to the lower brain stem and
midbrain modules. Estrogen-concentrating neurons in the hypothalamic module disinhibit neurons in the midbrain module, enabling them to respond to the sen-
sory input. Descending output from the midbrain facilitates the brain stem module, which organizes the rapid responses of motor neurons in the spinal cord that
control the deep back muscles that produce the lordosis posture. The forebrain module, which is largely inhibitory to lordosis, is not shown. Adapted from Pfaff
et al. (1994).
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of only vomeronasal input inhibited responding in female
hamsters (Mackay-Sim & Rose, 1986).

The Hypothalamic Module

The hypothalamic module is the primary site for slow
hormone-mediated effects. Estradiol and progesterone bind to
their respective receptors in the VMH and the preoptic area
and initiate RNA transcription and protein synthesis. These
hormones also alter the electrophysiological responsiveness
of neurons in the hypothalamus. There are apparently contra-
dictory reports concerning the role of the preoptic area in con-
trolling lordosis behavior of female rats. On the one hand,
lesions of the MPOA facilitated lordosis responding in hor-
monally primed females, and electrical stimulation inhibited
lordosis (Takeo, Chiba, & Sakuma, 1993). However, in an-
other study MPOA lesions inhibited lordosis (Bast, Hunts,
Renner, Morris, & Quadagno, 1987). Even in animals whose
receptive behavior was enhanced by MPOA lesions, procep-
tive behavior was suppressed (Hoshina, Takeo, Nakano,
Sato, & Sakuma, 1994), suggesting that the intact MPOA in-
hibits receptivity and facilitates proceptivity. A single-neuron
recording experiment suggests a resolution of the apparent
contradiction: Different groups of neurons, located in slightly
different subregions of the preoptic area, may promote pro-
ceptive behavior and lordosis (Kato & Sakuma, 2000).

Lesions of the VMH have consistently impaired lordosis
responses and also increased male-typical behavior (Dörner,
Döcke, & Götz, 1975). Conversely, electrical stimulation
facilitated lordosis (Pfaff & Sakuma, 1979). Sequential
implantation of estradiol and progesterone into the VMH
was sufficient to restore receptivity in ovariectomized rats
(Rubin & Barfield, 1983). Furthermore, estrogen injections
in ovariectomized female rats induced transcription of RNA
for the progesterone receptor selectively in the ventromedial
hypothalamus of females, but not in males (Lauber,
Romano, & Pfaff, 1991). Progesterone’s ability to facilitate
behavior was blocked by administration of antisense to the
progesterone receptor into the VMH (Ogawa et al., 1994).
Estradiol also increased mRNA for preproenkephalin (the
precursor of enkephalin) in the VMH (Romano, Harlan,
Shivers, Howells, & Pfaff, 1988). Enkephalin mRNA syn-
thesis in the VMH was highly correlated with the female rat
estrous cycle (Funabashi, Brooks, Kleopoulos, Grandison,
Mobbs, & Pfaff, 1995).

Estradiol priming is essential for the release of nor-
epinephrine in the VMH of female rats during copulation
(Vathy & Etgen, 1988). Norepinephrine stimulates (α1 recep-
tors, which are associated with increased neural activity of the
VMH and with the activation of lordosis (Kow, Weesner, &

Pfaff, 1992). Microinjection of an (α1 antagonist (prazosin)
into the VMH inhibited receptivity (Etgen, 1990).

The effects of several other neurotransmitters on lordosis
are mediated by the VMH. Acetylcholine, possibly acting via
muscarinic M3 receptors, and serotonin, acting via 5-HT2C

receptors, increased neural activity in the VMH and increased
lordosis; conversely, stimulation of 5-HT1A receptors inhib-
ited VMH neural activity and lordosis (reviewed in Pfaff,
Schwartz-Giblin, McCarthy, & Kow, 1994; Uphouse, 2000).
Oxytocin also increased both VMH neural activity (Kow,
Johnson, Ogawa, & Pfaff, 1991) and lordosis (Witt & Insel,
1991) and may override the inhibitory effects of stress
(McCarthy, McDonald, Brooks, & Goldman, 1996). The
oxytocinergic neurons that innervate the VMH are located in
the paraventricular nucleus of the hypothalamus (PVN).
Oxytocin neurons in the PVN also project to the spinal cord,
where they promote lordosis responding.

The Midbrain Module

The primary role of the midbrain module is to transform the
slow effects of hormonal stimulation of the hypothalamus
into the rapid, behaviorally relevant activity that mediates re-
ceptive behavior. Major output neurons from the preoptic
area and VMH to the midbrain central gray contain substance
P, prolactin, and gonadotropin releasing hormone (GnRH), all
of which are important facilitators of lordotic responding (re-
viewed in Pfaff et al., 1994). Microinjection of GnRH into the
central gray facilitated lordosis, whereas microinjection of an
antiserum to GnRH blocked lordosis (Sakuma & Pfaff, 1980).
Similar results were observed with substance P (Dornan,
Malsbury, & Penney, 1987) and prolactin (Harlan, Shivers, &
Pfaff, 1983) and antibodies to these peptides. Within the cen-
tral gray acetylcholine (Richmond & Clemens, 1986) and
GABA (McCarthy, Pfaff, & Schwartz-Giblin, 1991) also con-
tribute to the facilitation of lordosis. The central gray in
turn sends output to the reticulospinal neurons of the lower
brain stem module. Lesions of the central gray impair lordotic
responding (Hennessey, Camak, Gordon, & Edwards, 1990)
and abolish the facilitative effects of VMH stimulation
(Sakuma & Pfaff, 1979).

The Lower Brain Stem Module

The lower brain stem module integrates sensory input from
the spinal cord in order to perform moment-to-moment cor-
rections of posture. The vestibular organs and proprioceptors
throughout the body also provide input that is essential for
maintaining the rigid lordotic posture and accommodating
the weight of the male.
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The Spinal Cord Module

The spinal cord receives and processes the relevant somatosen-
sory input; it also receives descending facilitative input and
generates the motor output. The characteristic dorsiflexion of
lordosis requires intersegmental coordination. The important
sensory stimuli are pressure applied to the flanks, posterior
rump, and perineal area. Estrogen increases the size of the re-
ceptive fields of neurons in these areas (Kow et al., 1979). Be-
cause the combined sensory input from several nearby regions
summates to elicit the lordosis response, this increase in recep-
tive field size greatly increases the probability that mounting by
the male will elicit lordosis.

The Urethrogenital Reflex

As noted earlier, the urethrogenital reflex has been proposed
as a model for the human orgasmic reflex (McKenna et al.,
1991). It can be elicited in both male and female rats and ap-
pears to have similar mechanisms of control in both sexes
(Vathy & Marson, 1998).

Summary of Circuitry Controlling Female Proceptive
and Receptive Behavior

In summary, most of the forebrain inhibits receptive behav-
ior. The hypothalamus, especially the VMH, is the primary
site at which estrogen and progesterone have their slow, ge-
nomically mediated facilitative effects on lordosis. Some
neurons in the MPOA may facilitate proceptive behavior and
inhibit lordosis, and others may do the opposite. The VMH
communicates with the midbrain module, particularly the
central gray, via axons carrying neuropeptides including
GnRH, substance P, and prolactin. These neuropeptides alter
the responsiveness of neurons to the rapid, behaviorally rele-
vant stimuli that control the behavior. The central gray, in
turn, interacts with the lower brain stem, which produces the
postural changes of lordosis. The spinal cord both receives
the somatosensory input that initiates the lordosis response
and also transmits the motor signals to the deep back muscles
that produce the response.

ACTIVATION OF MALE SEXUAL BEHAVIOR
BY GONADAL HORMONES

Dependence of Copulation on Recent Exposure
to Testosterone

Male sexual behavior is heavily dependent on hormones. In-
creasing production of testosterone at puberty increases sex-
ual activity; after castration, sexual activity declines. There

is usually more testosterone than is necessary to facilitate
sexual behavior; the excess is necessary for sperm production
in the testes. Thus, small reductions of testosterone typically
do not affect behavior.

Time Course of Changes in Copulation
Following Castration

Although androgens are almost completely eliminated from
the body within 24 hr after castration (Krey & McGinnis,
1990), male rats often continue to copulate for days or weeks.
The threshold for ejaculation (number of intromissions re-
quired to trigger ejaculation) actually decreases for some days
after castration, whereas intromission latencies and postejacu-
latory intervals increase (Davidson, 1966).

The behavioral changes following castration occur in a
characteristic sequence. Ejaculation is lost first, then intro-
mission, and mounting last. This sequential loss occurs in
part because the different behavioral elements depend on dif-
ferent peripheral target mechanisms. For example, unlike in-
tromission, mounting is not dependent on tactile sensitivity
of the penis or erectile function, and ejaculation requires even
more sensory and motor competence than does intromission.
The various elements may also depend on different central
circuits, which have different hormonal requirements.

The effects of castration in men are more variable than in
animals. Kinsey concluded, on the basis of anecdotal ac-
counts, that castration had relatively little effect on sexual
function in most men (Kinsey, Pomeroy, & Martin, 1948).
However, a review of prospective studies of men castrated as
“treatment” for sexual offenses revealed that half to two
thirds of the men rapidly lost sexual interest, whereas the rest
reported a gradual waning of sexual activity, with 10% con-
tinuing to have intercourse for up to 20 years (Heim &
Hursch, 1979).

Time Course of Changes in Copulation Following
Testosterone Restoration

After copulation has been lost, exogenous testosterone re-
stores copulatory elements in the reverse order in which they
were lost. Restoration occurs over 5 to 10 days (Putnam, Du,
Sato, & Hull, 2001), which suggests that long-term genomic
effects mediate the restoration of copulation. In support of
this conclusion, inhibition of protein synthesis with ani-
somycin blocked the effects of testosterone on copulatory
behavior (McGinnis & Kahn, 1997). However, anisomycin
did not disrupt, and in some cases even facilitated, tes-
terone’s restoration of touch-based erections (Meisel et al.,
1986).
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The Role of Testosterone Metabolites in Maintaining
and Restoring Copulation

Testosterone works primarily via metabolism to either estra-
diol or DHT. Unlike testosterone, DHT cannot be aromatized
to estradiol; therefore, it can be used to differentiate andro-
genic versus estrogenic effects of testosterone. Some target
cells produce both estradiol and DHT and have both estrogen
and androgen receptors.

Estrogen and DHT differentially affect copulation and ex
copula reflexes. In male rats estrogen maintained or restored
most copulatory elements (Davidson, 1969). Furthermore,
systemic inhibition of aromatase or administration of estrogen
receptor antagonists inhibited restoration of copulation by
testosterone (Vagell & McGinnis, 1997). Similar inhibitory
effects of aromatase inhibition were found in castrated,
testosterone-treated monkeys (Zumpe, Clancy, Bonsall, &
Michael, 1996). Neither DHT (Beyer, Larsson, Perez-Pala-
cios, & Morali, 1973) nor another nonaromatizable androgen
(methlytrienolone, R1881; Baum, Kingsbury, & Erskine,
1987) restored or maintained copulation in castrated male rats.
DHT and R1881 were also ineffective in male gerbils (Yahr &
Stephens, 1987), hamsters (Christensen, Coniglio, Paup, &
Clemens, 1973), pigs (Levis & Ford, 1989), and rams (Parrott,
1986). Finally, several synthetic androgens (5-alpha-
androstanediols) that can be aromatized to estradiol, but not
5-alpha-reduced to DHT, were even more effective than
testosterone in restoring sexual behavior in castrated rats
(Morali et al., 1993) or mice (Ogawa et al., 1996). The effec-
tiveness of estradiol, and the ineffectiveness of DHT, gave
rise to the aromatization hypothesis. That is, the aromatization
of testosterone to estradiol is the critical step in the mainte-
nance or restoration of copulation in males of numerous
species.

However, estrogen cannot maintain full copulatory behav-
ior. Estrogen-treated castrates displayed fewer behavioral
ejaculation patterns than did males treated with testosterone
or a combination of estrogen and DHT (Putnam, Panos, &
Hull, 1998; Vagell & McGinnis, 1997). Furthermore, estra-
diol alone was unable to restore partner preference, and
the nonsteroidal aromatase inhibitor fadrozole failed to
block the effects of testosterone on partner preference
(Vagell & McGinnis, 1997). The estrogen receptor antagonist
RU-58668 also did not block testosterone’s restoration of
copulation or partner preference in male rats, but it did inhibit
restoration of scent marking (Vagell & McGinnis, 1998).
Similar results were observed in male hamsters; fadrozole
failed to inhibit testosterone’s restoration of copulation or
anogenital investigation of an estrous female hamster
(Cooper, Clancy, Karom, Moore, & Albers, 2000). Therefore,

the activation of estrogen receptors is not always sufficient to
stimulate copulation or partner preference in male rats or
hamsters, and estrogen receptor antagonists do not always
render testosterone ineffective.

Furthermore, stimulation of androgen receptors does
sometimes contribute to testosterone’s effects. For example,
the nonsteroidal antiandrogen flutamide reduced testos-
terone’s ability to restore copulation in castrated male rats
(Vagell & McGinnis, 1998). It also inhibited the restoration
of partner preference, scent marking, and 50-kHz (“attrac-
tion”) vocalizations. An antiandrogen with greater affinity for
the androgen receptor (���-trifluoro-2-methyl-4�-nitro-m-
lactoluidide, SCH-16423) eliminated all copulatory behavior
in most male rats treated with a dose of testosterone that re-
stored ejaculation in all control males (McGinnis & Mirth,
1986). Therefore, stimulation of estrogen receptors is not
sufficient for full restoration of copulation in male rats or
hamsters.

In a number of other species, the aromatization hypothesis
has little or no support. DHT is sufficient for maintenance or
restoration of copulation in mice (Luttge & Hall, 1973), deer
mice (Clemens & Pomerantz, 1982), rabbits (Ågmo &
Södersten, 1975), guinea pigs (Butera & Czaja, 1989), and
monkeys (Phoenix, 1974).

Effects of Hormone Deprivation and Replacement on
Ex Copula Penile Responses

Animal Studies

Compared to copulation, touch-based reflexes could be rein-
stated much more rapidly. In castrated male rats, touch-based
erections were increased 24 hr after testosterone replace-
ment, with normal levels of erections reached by 48 hr (Gray,
Smith, & Davidson, 1980). The same males were tested for
copulation 52 hr after testosterone replacement, and only 1 of
10 males mounted. Noncontact erections were also lost more
rapidly after castration, and were restored sooner by testos-
terone, compared to copulation (Manzo, Cruz, Hernandez,
Pacheco, & Sachs, 1999). Therefore, the hormonal stimula-
tion of noncontact and touch-based erections may be similar
but may differ from hormonal control of copulation, at least
with regard to temporal factors.

Another difference in hormonal control of penile reflexes,
compared to copulation, is the ineffectiveness of estrogen and
the effectiveness of DHT in restoring or maintaining touch-
based (Gray et al., 1980; Meisel, O’Hanlon, & Sachs, 1984)
or noncontact (Manzo et al., 1999) erections in rats. DHT
was the active androgen that also maintained nitric oxide–
mediated erections in rats (Lugg, Rajfer, & Gonzalez-Cadavid,
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1995), as discussed later. The DHT regimens that maintained
or restored reflexes were ineffective in copulation tests (Gray
et al., 1980; Meisel, O’Hanlon, et al., 1984). Furthermore,
treatment of testosterone-replaced castrated rats with the an-
drogen receptor antagonist flutamide (Gray et al., 1980) or
with a 5-alpha-reductase inhibitor (Bradshaw, Baum, & Awh,
1981) blocked the restorative effects of testosterone. There-
fore, as with temporal factors, the hormonal mechanisms that
control ex copula erections are different from those that reg-
ulate copulation.

Although estrogen is ineffective in ex copula reflex tests,
it can maintain erections during copulation. The fact that an
erection actually occurred during copulation, and not just the
behavioral pattern associated with intromission, was verified
by placing nontoxic tempera paint into the female’s vagina
(O’Hanlon, Meisel, & Sachs, 1981). Estrogen-treated males
had as high a percentage of intromission patterns in which
they actually achieved insertion as did control males. Fur-
thermore, EMG recordings from the bulbospongiosus muscle
revealed that the duration, frequency, and average amplitude
were at least as great in estrogen-treated castrates as in
testosterone-treated castrates (Holmes & Sachs, 1992). Sachs
(1983) suggested that a copulatory behavioral cascade was
organized in the brain and included activation of reflexes that
were not observable in noncopulatory contexts. Elicitation of
reflexive erections may depend primarily on disinhibition of
the lumbosacral spinal circuits. Whereas estrogen cannot dis-
inhibit reflexes in ex copula tests, it can apparently activate
those same reflexes in the context of copulation.

Studies on Human Males

There is usually little (Raboch, Mellan, & Starka, 1975) or no
(Pirke, Kockott, Aldenhoff, Besinger, & Feil, 1979) differ-
ence in testosterone concentrations in men with erectile dys-
function compared with normally functioning men. However,
testosterone replacement in hypogonadal men increased erec-
tile function (Davidson, Camargo, & Smith, 1979; O’Carroll,
Shapiro, & Bancroft, 1985). Furthermore, the loss of erection
in hypogonadal men is restricted to nocturnal and sponta-
neous erections and not erections stimulated by fantasizing
or viewing erotic films (Bancroft & Wu, 1983; LaFerla,
Anderson & Schalch, 1978). Thus, the effect of androgen on
erection in men is context-sensitive, as it is in rats.

Exogenous testosterone treatments in eugonadal men
(which produced supraphysiological concentrations), as well
as in hypogonadal men (which produced normal concentra-
tions), increased subjective sexual arousal ratings in response
to sexual audiotapes (Alexander et al., 1997). These treat-
ments also increased the bias to attend to sexual auditory
stimuli in a dichotic listening task. However, there did not

appear to be a strong correlation between endogenous testos-
terone levels in eugonadal men and sexual behavior (Brown,
Monti, & Corriveau, 1978).

Testosterone and DHT were equally effective in stimulat-
ing sexual activity in agonadal men, and in normal men treat-
ment with an estrogen receptor blocker or an aromatase
inhibitor had no effect on sexual function (Gooren, 1985). An
exception to this finding comes from an unusual case of a
man receiving combined estrogen and progesterone to allevi-
ate menopausal-like symptoms after undergoing castration
(Davidson et al., 1979). In this man a normal level of sexual
activity was maintained without androgen treatment. How-
ever, because progesterone is a precursor of testosterone, a
slight increase in testosterone may have been sufficient to
stimulate sexual function.

EFFECTS OF SYSTEMICALLY ADMINISTERED
DRUGS ON MALE SEXUAL BEHAVIOR

Table 12.2 summarizes the effects on male sexual behavior of
systemically administered drugs and of treatments that affect
neurotransmitter function in more than one brain area.

BRAIN AREAS IMPLICATED IN CONTROL
OF MALE SEXUAL BEHAVIOR

Sensory Systems

Chemosensory Systems

The main and accessory olfactory bulbs receive chemosen-
sory information from receptors in the nasal epithelium and
vomeronasal organ, respectively. Generally, damage to the
olfactory system impairs male sexual behavior. In male ham-
sters, bilateral bulbectomy abolished copulation (Murphy,
1980; Winans & Powers, 1974). When destruction of recep-
tors in the nasal epithelium was combined with vomeronasal
nerve cuts or deafferentation of the vomeronasal pump, cop-
ulation was also severely disrupted (Meredith, Marques,
O’Connell, & Stem, 1980). In rats the primary effects of
olfactory bulbectomies were a reduction in the percentage of
rats that copulated to ejaculation and a slowing of copulation
(reviewed in Meisel, Sachs, & Lumia, 1984). Early reports of
sexual impairment by bulbectomy attributed the effects to
anosmia alone. However, the olfactory bulbs also have non-
sensory influences because peripheral deafferentation was
often less debilitating than was olfactory bulbectomy (re-
viewed in Cain, 1974). Olfaction plays a less critical role in
the control of male sexual behavior in nonrodent species
(reviewed in Hull, Meisel, & Sachs, 2002).
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TABLE 12.2 Effects on Male Sexual Behavior of Systemically Administered Drugs or Treatments Affecting More Than One Brain Area

Transmitter Altering Effects on 
Drugs Sexual Behavior References Remarks

Dopamine
DA agonists � [7] [17] [22] DA agonists also facilitated copulation in short-term (Malmnas, 1976)
DA antagonists � [2] [5] and long-term (Scaletta & Hull, 1990) castrated rats.

Norepinephrine
NE agonists � [13] [14] [15] [33] Although noradrenergic drugs appear to facilitative male sexual 
NE antagonists � [13] [35] behavior, high levels of peripheral NE activity inhibit erections

(Stefanick, Smith, & Davidson, 1983) by vasoconstricting penile
arteries.

Serotonin
Lesions of 5-HT cell bodies � [6] [27]
5-HT reuptake inhibitors � In rats, [11] [37];

in humans, reviewed 
in [34]

Stimulation of 5-HT1A �/� [16] [20] Stimulation of 5-HT1A may promote ejaculation but inhibit erections.
Stimulation of 5HT2C �/� [26] [31] Stimulation of 5-HT2C may facilitate erections but inhibit ejaculations.

Acetylcholine
Systemic ACh agonists � [1] Systemically administered muscarinic agonists may facilitate copulation
Systemic ACh antagonists � [1] [10] and erections, although contradictory results have been reported.
Stim. of muscarinic ACh rec. � [24] [32] [38] These effects may be mediated in part by peripheral influences on 
Inhibiting ACh degradation � [38] penile muscle or the parasympathetic nervous system.

GABA
Systemic GABAA agonist � [4] Because GABA is so widespread, it is not clear that systemic
Systemic GABAB agonist � [29] administration of GABA agonists or antagonists would affect sexual
Inhibit GABA catabolism � [30] behavior in a specific manner.
Inhibit GABA synthesis � [30]

Opiates
Opiate agonists � [3] [23] A possible explanation for these apparently contradictory effects is that
Opiate antagonists �/� [3] [25] [28] [36] low to moderate levels of endogenous opioids may facilitate sexual

motivation and genital reflexes; however, exogenous opiates or high
levels of endogenous opioids may inhibit those same functions.

Nitric Oxide
NO agonists � [12] [18] [19] Although NO is a major facilitator of parasympathetically mediated
NO antagonists � [8] [9] [21] erections, it may inhibit sympathetically mediated seminal emission

and ejaculation (Moses & Hull, 1999).

Note. + = facilitation; – = inhibition; n/e = no effect. References: [1] Ågmo (1976); [2] Ågmo & Picker (1990); [3] Ågmo, Paredes, & Contreras (1994); [4]
Ågmo, Paredes, Sierra, & Garces (1997); [5] Ahlenius & Larson (1990); [6] Albinsson, Andersson, Andersson, Vega-Matuszczyk, & Larsson (1996); [7] Barbeau
(1969); [8] Benelli et al. (1995); [9] Bialy, Beck, Abramczyk, Trzebski, & Przybylski (1996); [10] Bignami (1966); [11] Cantor, Binik, & Pfaus (1999); [12]
Christiansen, Guirguis, Cox, & Osterloh (2000); [13] Clark (1995); [14] Clark, Smith, & Davidson (1984); [15] Clark, Smith, & Davidson (1985); [16] Coolen
et al. (1997); [17] Dula et al. (2000); [18] Giuliano, Montorsi, Mirone, Rossi, & Sweeney (2000); [19] Goldstein et al. (1998); [20] Haensel & Slob (1997); [21]
Hull et al. (1994); [22] Lal et al. (1987); [23] Leyton & Stewart (1992); [24] Maeda, Matsuoka, & Yamaguchi (1994); [25] McIntosh, Vallano, & Barfield (1980);
[26] Millan et al. (1997); [27] Monaghan et al. (1993); [28] Myers & Baum (1979); [29] Paredes & Ågmo (1995); [30] Paredes, Karam, Highland, & Ågmo
(1997); [31] Pomerantz et al. (1993); [32] Retana-Marquez & Velasquez-Moctezuma (1997); [33] Rodriguez-Manzo (1999); [34] Rosen, Lane, & Menza (1999);
[35] Tallentire, McRae, Spedding, Clark, & Vickery (1996); [36] van Furth & van Ree (1994); [37] Vega Matusczyk, Larsson, & Eriksson (1998); [38]
Zarrindast, Mamanpush, & Rashidy-Pour (1994).

Cells in the olfactory bulbs are activated after copulation
and after exposure to a sexually relevant olfactory stimulus.
Fos immunoreactivity (ir) is used as a measure of region-
specific cellular activity following a stimulus, in this case
sexual behavior. (See Figure 12.2 for a diagram of the brain
areas activated by sexual behavior in male or female
rodents.) In the accessory olfactory bulb of male hamsters,
Fos-ir increased after copulation; this increase was also ob-
served in males whose main olfactory system was ablated
with zinc sulfate (Fernandez-Fewell & Meredith, 1994).
Thus, pheromonal stimulation of the vomeronasal organ
and the accessory olfactory bulb is sufficient for cellular

activation in the central vomeronasal pathway of male
hamsters. In male rats, Fos-ir was increased in the accessory
olfactory bulbs after exposure to bedding from an estrous
female; an even higher amount of Fos-ir was observed after
copulation (Kelliher, Liu, Baum, & Sachs, 1999).

Somatosensory Systems

Mechanoreceptors in the penis supply somatosensory in-
formation to the brain and contribute to sexual arousal.
These receptors are more responsive when the penis is erect
(Johnson, 1988) or near core body temperature, as it is during
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erection (Johnson & Kitchell, 1987). Major somatosensory
input from the penile skin, prepuce, and glans penis enter the
central nervous system in the spinal cord mainly via the dor-
sal nerve of the penis (reviewed in Steers, 2000).

Auditory System

Male and female rats produce ultrasonic vocalizations during
copulation; these vocalizations are believed to facilitate cop-
ulation (reviewed in Barfield & Thomas, 1986). During mat-
ing, the male produces a 50-kHz vocalization, which is
associated with arousal, and a 22-kHz vocalization following
ejaculation (Barfield & Geyer, 1972). There is also increased
vocalization by the female in response to the male’s vocaliza-
tions (White, Gonzales, & Barfield, 1993).

Amygdala

Basolateral Nuclei

Lesions of the basolateral amygdala did not impair copula-
tion in male rats (Kondo, 1992) or hamsters (Lehman &
Winans, 1982), but did inhibit bar pressing for a secondary
reinforcer that had been paired with access to a female
(Everitt, 1990). Therefore, the basolateral amygdala may be
important for the motivational aspects of male sexual behav-
ior or for learning the appropriate associations, but not for
copulatory performance.

Corticomedial Nuclei

Unlike lesions of the basolateral amygdala, lesions of the cor-
ticomedial nuclei clearly impaired male sexual behavior in
rats (Dominguez, Riolo, Xu, & Hull, 2001; Kondo, 1992),
hamsters (Lehman, Winans, & Powers, 1980), and gerbils
(Heeb & Yahr, 2000). These animals required more time to
reach an ejaculation and displayed fewer ejaculations than
did control animals. Furthermore, medial amygdala lesions
blocked the facilitative effects on copulation of preexposure
to an estrous female (de Jonge, Oldenburger, Louwerse, &
Van de Poll, 1992) and reduced the number of noncontact
erections (Kondo, Sachs, & Sakuma, 1997). Thus, the medial
amygdala facilitates the response to and assimilation of sexu-
ally exciting stimuli.

The medial and anterior cortical nuclei of the amygdala re-
ceive projections from the olfactory system (reviewed in
McDonald, 1998). Both exposure to chemosensory stimuli
from estrous female rats and increasing amounts of copulation
elicited increasing amounts of Fos-ir in the medial amygdala
and in several downstream sites that are important for male
sexual behavior (Baum & Everitt, 1992; Robertson et al.,
1991; Veening & Coolen, 1998). Chemosensory stimuli and
copulation also induced increasing Fos-ir patterns in hamsters
(Kollack-Walker & Newman, 1997), gerbils (Heeb & Yahr,
1996), prairie voles (Wang, Hulihan, & Insel, 1997), and musk
shrews (Gill, Wersinger, Veney, & Rissman, 1998).

Figure 12.2 Regions in a horizontal section of rat brain in which Fos induction is observed after sexual behavior in females and males. With some exceptions,
Fos has been observed in similar regions in hamsters and gerbils. Reprinted from Brain Research Bulletin, 44, J. G. Pfaus & M. M. Heeb, “Implications of
immediate-early gene induction in the brain following sexual stimulation of female and male rodents,” 397–407, Copyright 1997, with permission from Elsevier
Science.
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The posterodorsal region of the medial amygdala (MeApd)
contains a high concentration of androgen receptors. Andro-
gen-sensitive neurons in this region that project to the MPOA
are activated selectively by ejaculation (Gréco, Edwards,
Zumpe, & Clancy, 1998). The MeApd is part of an intercon-
nected ejaculation-specific circuit that may promote sexual
satiety in rats (Coolen, Olivier, Peters, & Veening, 1997),
hamsters (Parfitt, Coolen, Newman, & Wood, 1996; Parfitt &
Newman, 1998), and gerbils (Heeb & Yahr, 1996).

Bed Nucleus of the Stria Terminalis

The bed nucleus of the stria terminalis (BNST) has reciprocal
connections with the medial amygdala and the MPOA.
Lesions of the BNST increased the number of intromissions
required to elicit an ejaculation, increased postejaculatory in-
tervals, and decreased the number of ejaculations (Emery &

Sachs, 1976); these effects are similar to those observed fol-
lowing lesions of the medial amygdala. In addition, exposure
to a sexually relevant olfactory stimulus, noncontact erec-
tions, or mating increased Fos-ir in the BNST of male rats
(Kelliher et al., 1999) and hamsters (Fernandez-Fewell &
Meredith, 1994).

Medial Preoptic Area

The MPOA is perhaps the most important integrative site for
the regulation of male sexual behavior in all vertebrate
species that have been tested. It receives indirect input from
every sensory modality (Simerly & Swanson, 1986) and
sends projections to structures that are critical for the initia-
tion and patterning of copulation (Simerly & Swanson,
1988). See Figure 12.3 for interconnections of the MPOA and
other areas important for the control of male sexual behavior.

Figure 12.3 Schematic overview of neural activation in circuits underlying male sexual behavior. Areas where Fos is induced following exposure to chemosen-
sory cues are illustrated by diagonal stripes from upper left to lower right. Areas where Fos is induced primarily following ejaculation are illustrated in dark shad-
ing. Areas where Fos is induced by all consummatory elements of behavior are illustrated by diagonal stripes from lower left to upper right. AOB, accessory
olfactory bulbs; MPN, medial preoptic nucleus; PD, posterodorsal preoptic nucleus; BNSTpm, posteromedial bed nucleus of the stria terminalis; MEApd,
posterodorsal medial amygdala; CTF, central tegmental field; LSSC, lumbosacral spinal cord; v3, third ventricle; fx, fornix; vl, lateral ventricle; st, stria termi-
nalis; sm, stria medularis; ot, optic tract; aq, aqueduct; Fr, fasciculus retroflexus; ml, medial lemniscus. Figure courtesy of Lique Coolen, reprinted from Hull
et al. (2002).
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Effects of Lesions

Damage to the MPOA has consistently impaired male sexual
behavior in rats, monkeys, goats, dogs, cats, mice, guinea pigs,
hamsters, ferrets, gerbils, snakes, birds, lizards, and fish (re-
viewed in Hull et al., 2002). Because the nature of the sexually
relevant stimuli and the motor patterns that express copulation
vary greatly among species, the fact that MPOA damage im-
pairs sexual behavior in all these different species confirms the
MPOA’s role as a central integrative node for the regulation of
male sexual behavior. The severity of sexual impairment by
MPOA lesions is dependent on the lesion’s size and location.
Smaller MPOA lesions have variable and less severe effects
than do larger lesions (Arendash & Gorski, 1983; Heimer &
Larsson, 1966/1967). Lesions of the caudal MPOA, including
the rostral anterior hypothalamus, impaired copulation more
severely than did those of the rostral MPOA (Van de Poll &
van Dis, 1979).

There has been disagreement as to whether the MPOA is
important for the appetitive as well as the consummatory as-
pects of male sexual behavior. Everitt (1990) suggested that
the MPOA controls only copulatory performance and is not
important for motivation. This was supported by reports that
male rats with MPOA lesions pursued estrous females and in-
vestigated their anogenital regions (Hansen & Hagelsrum,
1984; Heimer & Larsson, 1966/1967). Similar patterns of be-
havior were observed in cats (Hart, Haugen, & Peterson, 1973)
and dogs (Hart, 1974) with MPOA lesions. Furthermore,
MPOA lesions did not affect the frequency of masturbation in
monkeys (Slimp, Hart, & Goy, 1978) or noncontact erections
in rats (Liu, Salamone, & Sachs, 1997b). On the other hand,
MPOA lesions diminished preference for a female partner in
rats (Edwards & Einhorn, 1986; Edwards, Walter, & Liang,
1996; Paredes, Tzschentke, & Nakach, 1998) and ferrets
(Kindon, Baum, & Paredes, 1996; Paredes & Baum, 1995),
decreased pursuit of a female by male rats (Paredes, Highland,
& Karam, 1993), and precopulatory behavior in marmosets
(Lloyd & Dixson, 1988), suggesting that the MPOA is indeed
important for sexual motivation.

Effects of Stimulation

Stimulation of the MPOA enhances sexual activity. In rats,
electrical stimulation of the MPOA reduced the number of in-
tromissions preceding ejaculation, the ejaculation latency,
and the postejaculatory interval (Malsbury, 1971; Rodriguez-
Manzo, Pellicer, Larsson, & Fernandez-Guasti, 2000). How-
ever, MPOA stimulation did not restore copulation in males
that had reached sexual satiety (Rodriguez-Manzo et al.,
2000), suggesting that sexual inhibition due to satiety is not

mediated by the MPOA. Stimulation of the MPOA has also
elicited erection (Giuliano et al., 1997) and the urethrogenital
reflex (Marson & McKenna, 1994b).

Fos Studies

Exposure to the odor of an estrous female and increasing
amounts of copulation induced increasing amounts of Fos-ir
in the MPOA of male rats (Baum & Everitt, 1992; Bressler &
Baum, 1996; Robertson et al., 1991; Veening & Coolen,
1998), hamsters (Kollack-Walker & Newman, 1997), and
gerbils (Heeb & Yahr, 1996). Noncontact erections and expo-
sure to the bedding of an estrous female also induced Fos-ir
in the MPOA of male rats, but the effects were less dramatic
than those observed following copulation (Kelliher et al.,
1999). Ejaculation-induced Fos-ir in the MPOA was de-
creased by a D1 antagonist and by lack of previous sexual
experience (Lumley & Hull, 1999). In one subregion, the
posterodorsal preoptic nucleus, Fos-ir was significantly in-
creased only following ejaculation in male rats (Coolen,
Peters, & Veening, 1996), hamsters (Kollack-Walker &
Newman, 1997), and gerbils (Heeb & Yahr, 1996).

Microinjection Studies

Microinjection of the classic dopamine agonist apomorphine
into the MPOA of male rats facilitated copulation (Hull,
Bitran, Pehek, Warner, & Band, 1986) and touch-based geni-
tal reflexes (Pehek, Thompson, & Hull, 1989a), whereas a
dopamine antagonist impaired appetitive and consummatory
measures of sexual behavior, as well as genital reflexes
(Warner et al., 1991). Stimulation of D1 receptors in the
MPOA promoted parasympathetically mediated erections
and speeded copulation, whereas stimulation of D2 receptors
shifted the autonomic balance to favor sympathetically
mediated seminal emission and ejaculation (Hull, Eaton,
Markowski, Moses, Lumley, & Loucks, 1992; Hull et al.,
1989; Markowski, Eaton, Lumley, Moses, & Hull, 1994).

Microdialysis Studies

Extracellular dopamine increased in the MPOA of male rats
during exposure to an estrous female and during copulation
(Hull, Du, Lorrain, & Matuszewich, 1995). Both basal
(Lorrain & Hull, 1993) and mating-induced (Lorrain,
Matuszewich, Howard, Du, & Hull, 1996) dopamine levels
were decreased by reverse dialysis of a nitric oxide synthase
(NOS) inhibitor and by castration (Du, Lorrain, & Hull,
1998; Hull et al., 1995). Lesions of the medial amygdala
blocked the mating-induced increase but did not affect basal
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dopamine levels in the MPOA; therefore, the mating-induced
dopamine increase was mediated by input from the medial
amygdala (Dominguez et al., 2001). These lesions also im-
paired copulation; microinjection of the dopamine agonist
apomorphine into the MPOA restored copulatory ability
(Dominguez et al., 2001).

Paraventricular Nucleus of the Hypothalamus

Effects of Lesions

Lesions of the parvocellular PVN inhibited noncontact erec-
tions (Liu, Salamone, & Sachs, 1997a) and decreased the
quantity of seminal emission during ejaculation (Ackerman,
Lange, & Clemens, 1997) but did not impair copulation
(Ackerman et al., 1997; Liu et al., 1997a).

Microinjection and Microdialysis Studies

Microinjections of either oxytocin, the classic D1/D2

dopamine agonist apomorphine, or the D2 agonist quinpirole
into the PVN facilitated drug-induced and noncontact
erections (Argiolas, Melis, Mauri, & Gessa, 1987; Melis,
Argiolas, & Gessa, 1987). PVN microinjections of apomor-
phine (Pehek et al., 1989a) or the D3/D2 agonist quinelorane
(Eaton et al., 1991) also increased touch-based erections and
seminal emissions. These effects were blocked by intraven-
tricular, but not PVN, administration of an oxytocin antago-
nist (Melis, Succu, Spano, & Argiolas, 1999b), suggesting
that oxytocinergic axon terminals ending outside the PVN,
perhaps in the hippocampus (Melis, Stancampiano, &
Argiolas, 1992), promote noncontact erections.

Nitric oxide (NO) in the PVN also promotes erections.
Microinjection of an NOS inhibitor (L-NAME) into the
PVN decreased noncontact erections and impaired copula-
tion (Melis, Succu, Mauri, & Argiolas, 1998). Both noncon-
tact erections and copulation increased NO production
in the PVN (Melis et al., 1998; Melis, Succu, Spano, &
Argiolas, 1999a). However, reverse dialysis of a different
NOS inhibitor (L-NMMA) into the PVN failed to impair
copulation, although it did inhibit noncontact erections (Sato
et al., 1999), and similar treatment in the MPOA did inhibit
copulation (Sato, Horita, Kurohata, Adachi, & Tsukamoto,
1998). Systemic injections of either apomorphine or the D2

agonist quinpirole increased NO production in the PVN and
elicited drug-induced erections (Melis, Succu, & Argiolas
1996). Similarly, microinjections of the glutamate agonist
N-methyl-D-aspartate (NMDA) into the PVN increased
erections and increased NO production in the PVN (Melis,
Succu, Iannuci, & Argiolas, 1997). Finally, oxytocin and

NOS are colocalized in the PVN (Yamada, Emson, &
Hokfelt, 1996).

These studies provide a consistent model of PVN func-
tion, in which dopamine (via D2 receptors) or glutamate (via
NMDA receptors) activates NO production in oxytocinergic
neurons. This intracellular NO increases the release of oxy-
tocin from axon terminals ending elsewhwere, perhaps the
hippocampus, where they promote noncontact and drug-
induced erections and may produce some facilitation of cop-
ulation. In addition, oxytocinergic neurons descending from
the PVN to the spinal cord may promote seminal emission
and ejaculation.

Anterior Lateral Hypothalamus

Important reciprocal connections between the MPOA and
several more caudal sites pass through the lateral hypothala-
mus (Simerly & Swanson, 1988). Lesions that sever these
connections are as destructive to copulation as are MPOA
lesions (Scouten, Burrell, Palmer, & Cegavske, 1980). How-
ever, cell bodies in the anterior lateral hypothalamus (LHA)
also influence sexual behavior. Serotonin is released in the
LHA at the time of ejaculation, and a selective serotonin re-
uptake inhibitor (SSRI) microinjected into the LHA delayed
the onset of copulation and delayed ejaculation after the male
did begin to copulate (Lorrain, Matuszewich, Friedman, &
Hull, 1997). Thus, the LHA appears to be one site at which
SSRI antidepressants inhibit sexual motivation and ejacula-
tion. One means by which SSRIs in the LHA inhibit sexual
motivation may be by decreasing dopamine release in the
mesolimbic tract, which is important for many motivated be-
haviors. Reverse dialysis of serotonin into the LHA resulted
in a decrease in dopamine release in the NAcc, a major
terminus of the mesolimbic dopamine tract (Lorrain, Riolo,
Matuszewich, & Hull, 1999). Thus, serotonin release in the
LHA may inhibit sexual motivation by inhibiting dopamine
release in the NAcc.

Nucleus Accumbens and Ventral Tegmental Area

Effects of Lesions and Electrical Stimulation

The mesolimbic dopamine tract arises from cell bodies in the
VTAand ascends to several forebrain structures, including the
NAcc. It is important for behavioral activation, reward, and
incentive learning for a variety of motivated behaviors. NAcc
lesions decreased noncontact and apomorphine-stimulated
erections (Liu, Sachs, & Salamone, 1998). Copulation
was unaffected, except for increased intromission latency;
amphetamine-stimulated locomotion was also decreased,
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suggesting a general deficit in behavioral activation. Lesions
of the VTA increased the postejaculatory interval but did not
affect other measures of copulation (Brackett, Iuvone, &
Edwards, 1986). Conversely, electrical stimulation of the
NAcc decreased the latencies to mount, intromit, and ejacu-
late and to resume copulation after ejaculating (Eibergen &
Caggiula, 1973; Markowski & Hull, 1995).

Microinjection Studies

Stimulating inhibitory autoreceptors on mesolimbic cell bod-
ies in the VTA delayed the start of copulation and slowed its
rate (Hull, Bazzett, Warner, Eaton, & Thompson, 1990);
however, it did not affect genital reflexes or the percentage of
X-maze trials on which the male chose the goal box contain-
ing the female (Hull et al., 1991). Therefore, behavioral acti-
vation, rather than sexual motivation or reflexes, was affected
by inhibition of mesolimbic activity. Similarly, microinjec-
tion of the opioid antagonist naloxone into the VTA de-
creased level changing in search of a female but did not affect
copulation (van Furth & van Ree, 1996).

Manipulations of the NAcc resulted in similar conclu-
sions. Amphetamine shortened the latency to begin copulat-
ing, and a dopamine antagonist (cis-flupenthixol) or selective
neurotoxic lesions delayed it (reviewed in Everitt, 1990). Mi-
croinjection of a D3/D2 agonist (quinelorane) into the NAcc
increased the number of trials on which the male did not
leave the start area of the X maze but did not affect his choice
of the female or copulation after the male reached the female
(Moses, Loucks, Watson, Matuszewich, & Hull, 1995). It is
not clear whether quinelorane’s effects resulted from stimula-
tion of inhibitory presynaptic autoreceptors or postsynaptic
receptors in the NAcc. However, the pattern is consistent
with a role for the mesolimbic dopamine system in activation
of motivated behaviors, rather than specifically sexual moti-
vation or the pattern of copulatory behavior.

Microdialysis Studies

Dopamine is released in the NAcc of male rats when they are
exposed to the odor of a receptive female, but not that of a
nonreceptive female or a male, and during copulation
(Fumero, Fernandez-Vera, Gonzalez-Mora, & Mas, 1994;
Mas, Gonzalez-Mora, Louilot, Sole, & Guadalupe, 1990;
Mitchell & Gratton, 1991; Pfaus, Damsma,  et al., 1990;
Wenkstern, Pfaus, & Fibiger, 1993). Finer temporal analysis,
achieved with in vivo voltammetry (Blackburn, Pfaus, &
Phillips, 1992; Mas et al., 1990) or microdialysis with
capillary chromatography (Lorrain et al., 1999), revealed
that dopamine rose with the initial presentation of a female,

increased further during copulation, decreased during each
postejaculatory interval, and increased again as copulation
resumed. Reverse dialysis of serotonin into the LHA de-
creased extracellular dopamine in the NAcc and prevented
the increase during copulation (Lorrain et al., 1999). There-
fore, one factor promoting sexual quiescence after ejacula-
tion may be the decreased dopamine release in the NAcc
caused by serotonin in the LHA.

Sexually satiated males showed a slight increase in NAcc
dopamine when they were presented with a novel female;
dopamine rose further during copulation with the new female
(Fiorino, Coury, & Phillips, 1997). In addition, repeated in-
jections of amphetamine increased (“sensitized”) the loco-
motor response to amphetamine and also increased the
dopamine response to a female (Fiorino & Phillips, 1999).
Sensitized males also had shorter intromission latencies and
more copulatory behaviors. Therefore, sensitization to a
stimulant drug cross-sensitized to a natural behavior. 

Nigrostriatal Dopamine Tract

The nigrostriatal dopamine tract arises from cell bodies in the
substantia nigra, adjacent to the VTA, and projects to the
caudate-putamen (dorsal striatum). It contributes to the initi-
ation and control of movement. Degeneration results in
Parkinson’s disease, which is characterized by difficulty
initiating movements, slowing of movement, and tremor
at rest. Bilateral lesions of the substantia nigra slowed copu-
lation and decreased the number of ejaculations (Brackett
et al., 1986). In contrast to the immediate release of dopamine
in the NAcc when a receptive female was presented,
dopamine in the dorsal striatum rose only with the onset of
copulation (Damsma, Pfaus, Wenkstern, Phillips, & Fibiger,
1992). This pattern suggests that the nigrostriatal tract is
more important for the motor aspects of copulation than for
sexual motivation.

Thalamus and Brain Stem

Subparafascicular Nucleus of the Thalamus

The medial parvocellular portion of the subparafascicular nu-
cleus of the thalamus (SPFp) is part of a circuit that responds
specifically to ejaculation in rats (Coolen et al., 1996, 1997),
hamsters (Kollack-Walker & Newman, 1997), and gerbils
(Heeb & Yahr, 1996). Bilateral lesions of the SPFp in gerbils
did not affect copulatory performance, suggesting that the
SPFp is more important for processing the sensory informa-
tion resulting from ejaculation than for control of the behav-
ior (Heeb & Yahr, 1996).
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Central Tegmental Field and Dorsolateral Tegmentum

The midbrain tegmentum receives sensory input from the
genitals, which it relays to the MPOA and anterior hypothal-
amus; in turn, it receives input from the MPOA, which it
sends to the brain stem and spinal cord (Simerly & Swanson,
1986, 1988). Subregions of the tegmentum have been re-
ferred to as the central tegmental field (CTF) or the dorsolat-
eral tegmentum (DLT). Combined ipsilateral lesions of the
medial amygdala and the CTF abolished copulation-induced
Fos-ir in the MPOA, although lesion of either structure alone
did not affect Fos-ir (Baum & Everitt, 1992). Unilateral
MPOA lesions did not affect Fos-ir in either of those struc-
tures; thus, the main flow of information is from CTF and
medial amygdala to the MPOA.

Periaqueductal Gray

The periaqueductal gray (PAG) has extensive reciprocal
connections with the MPOA (Rizvi, Murphy, Ennis,
Behbehani, & Shipley, 1996; Simerly & Swanson, 1986).
Bilateral PAG lesions facilitated copulation (Bracket et al.,
1986). The caudal two thirds of the PAG contain many andro-
gen and estrogen receptors (Murphy, Shupnick, & Hoffman,
1999). Furthermore, projections from the MPOA terminated
in close proximity to steroid-receptor containing PAG neu-
rons, and almost half of the neurons that projected to the nu-
cleus paragigantocellularis (nPGi; discussed next) contained
androgen or estrogen receptors (Murphy & Hoffman, 2001).

Nucleus Paragigantocellularis

The nPGi of the medulla contributes to the tonic inhibitory con-
trol of spinal mechanisms that control erection and ejaculation.
Bilateral lesions of the nPGi increased the number of sexually
naive male rats that ejaculated during their first exposure to a
receptive female (Yells, Hendricks, & Prendergast, 1992).
These lesions also decreased the time and number of intromis-
sions before ejaculation, increased copulatory efficiency, and
delayed sexual satiety. Similar lesions decreased the latency to
the first touch-based erection and increased the number of an-
teroflexions (Marson, List, & McKenna, 1992); they also disin-
hibited the urethrogenital reflex as effectively as did spinal
transection (Marson & McKenna, 1990).

Spinal Cord

The spinal cord provides initial processing of somatic and
visceral stimuli from the genitals and is the site of somatic
and autonomic nuclei that control erection, ejaculation, and

detumescence. Both local reflex loops and descending axons
from the brain are important for these functions (reviewed in
Giuliano & Rampin, 2000).

Effects of Lesions

Transection of the spinal cord dramatically increased touch-
based erections (Sachs & Garinello, 1979) and disinhibited
the urethrogenital reflex (McKenna et al., 1991). However,
acute injections of a local anesthetic decreased the number
and magnitude of touch-based erections, in addition to short-
ening the latency to the first erection (Sachs & Bitran, 1990).
The decrease in latency probably resulted from the removal
of a supraspinal inhibitory influence; however, the decrease
in erections suggests that there is also a descending facilita-
tive influence. The previously observed increase in erections
following spinal transection probably resulted from neural
reorganization within the spinal cord during the interval be-
tween the transection and the test.

Descending serotonergic axons mediate much of the in-
hibitory influence on touch-based erections and on the ure-
throgenital reflex. Either intrathecal (around the spinal cord)
or intracerebroventricular injections of a serotonin neuro-
toxin (5,7-dihydroxytryptamine, or 5,7-DHT) disinhibited
the urethrogenital reflex in otherwise intact male rats (Marson
& McKenna, 1994a), and lesions of the median raphe nu-
clei (a major source of serotonin neurons) increased the
number of touch-based erections (Monaghan, Arjomand, &
Breedlove, 1993). In addition to the median raphe nuclei, the
nPGi may contribute to the serotonergic inhibition of genital
reflexes. A majority of the axons from the nPGi contain sero-
tonin (Marson & McKenna, 1992), and as noted earlier, le-
sions of the nPGi disinhibited both the urethrogenital reflex
and touch-based erections.

Serotonin Receptor Subtypes

Paradoxically, stimulation of 5-HT2C receptors may facilitate
erection. Immunoreactivity for 5-HT2C receptors was found
on all neurons that projected from the sacral parasympathetic
nucleus to the corpus cavernosum and from the motor neu-
rons to the striated penile muscles (Bancilla et al., 1999).
Thus, the neurons that are known to control the hemody-
namic and striated muscle actions that produce erections
possess 5-HT2C receptors, and a systemically administered
5-HT2C agonist (mCPP) facilitated erections in monkeys
(Pomerantz, Hepner, & Wurtz, 1993) and rats (Millan,
Peglion, Lavielle, & Perrin-Monneyron, 1997).

Intrathecal administration of the 5-HT1A agonist 8-OH-
DPAT decreased the number of rats that displayed touch-based
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erections or seminal emissions; however, similar administra-
tion of 8-OH-DPAT resulted in a dramatic facilitation of copu-
lation (Lee, Smith, Mas, & Davidson, 1990). The basis for this
discrepancy is not clear; however, a similar discrepancy was
observed with intrathecal administration of the dopamine ag-
onist apomorphine, which inhibited touch-based erections but
facilitated copulation (Pehek, Thompson, & Hull, 1989b). In
addition, intrathecal administration of a GABAB agonist in-
hibited touch-based erections but had no effect on copulation;
a GABAA agonist was almost completely ineffective (Bitran,
Miller, McQuade, Leipheimer, & Sachs, 1988).

Oxytocin

Oxytocin, carried by axons from the PVN, provides a major
facilitative influence on erection. Administration of oxytocin
in the lumbosacral region increased intracavernous pres-
sure (Giuliano, Bernabé, McKenna, Longueville, & Rampin,
2001). Section of the pelvic nerve, the major parasympathetic
input to the pelvis, blocked the effect. However, blockade of
striated muscle activation did not diminish oxytocin’s effects,
providing further evidence that those effects were mediated
by the parasympathetic nervous system, rather than by stri-
ated penile muscles.

Summary of Circuitry Underlying Mammalian Male
Sexual Behavior

The MPOA is the central hub for the control of male copula-
tory behavior. There are two main sources of sensory input to
the MPOA of male rodents. Chemosensory information is
processed by the main olfactory system and the vomeronasal
system and is relayed via the medial amygdala to the MPOA,
BNST, NAcc, and other sites. Somatosensory input from the
genitals is processed initially in the dorsal horn of the spinal
cord and ascends to the MPOA via the nPGi, CTF, SPFp, and
PVN. One circuit, including the SPFp, the posterodorsal me-
dial amygdala, and the posterodorsal preoptic nucleus, re-
sponds specifically to ejaculation and may contribute to
sexual satiety. Output from the MPOA is routed via the me-
dial forebrain bundle to the PVN, the midbrain PAG, the
midline raphe nuclei, and the nPGi. Many of the neurons
responding to sexually relevant sensory input and those pro-
viding output to downstream structures contain steroid hor-
mone receptors. Therefore, hormones are able to increase
sensitivity to sexually relevant stimuli and to increase re-
sponsiveness of motoric output. This circuitry has been
highly conserved during evolution, as MPOA lesions in
fishes, birds, lizards, and numerous mammals, including
humans, impair or abolish male sexual behavior, and lesions

of input and output structures also produce similar effects
across species.

SEXUAL BEHAVIOR IN THE CONTEXT
OF MAMMALIAN SOCIAL BEHAVIOR

Brain areas that are important for male sexual behavior also
contribute to female sexual behavior, aggression, and territo-
rial marking (reviewed in Newman, 1999). Furthermore,
these areas are richly interconnected, and most contain
steroid hormone receptors. Perinatal and adult hormones pre-
dispose the network to produce particular patterns of behav-
ior. It is not clear whether each cell contributes to multiple
behaviors or whether labeled-line neurons specific for each
type of behavior are intermingled within the same structures.
Because all of these behaviors contribute to the survival of
the species, it may be wise to attend to the common themes
underlying these various social behaviors, as well as using
analytic techniques for each behavior.

UNANSWERED QUESTIONS AND FUTURE
DIRECTIONS OF RESEARCH

Both in spite of and as a result of the impressive advance-
ments in understanding the physiological bases of sexual
behavior, many questions remain partially or completely
unanswered. First, there is much to be learned about the
anatomical interconnections that control both female and
male sexual behavior. Both the neural connections from one
place to the next and the neurotransmitter signatures of those
neurons are important pieces of the puzzle. There are also
questions concerning neurotransmitter interactions. Which
neuropeptides are released with classical neurotransmitters
and under what circumstances? Which receptor subtypes me-
diate each effect? There are also questions concerning the
intracellular mediators of neurotransmitter and hormonal ef-
fects. What changes in gene transcription are induced by spe-
cific steroid hormones? How do rapid membrane effects of
steroids influence sexual behavior? What changes in gene
transcription mediate the effects of previous sexual experi-
ence? How does activation of c-fos and other immediate-
early genes influence sexual behavior? Finally, broader
questions include the interrelationships among sexual and
other social behaviors, how species-specific differences in
behavior are related to their ecological niches, and how, ex-
actly, motivational fervor elicits particular behavioral re-
sponses. These questions should provide the framework for
research in the years to come.
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One of the most remarkable characteristics of life on earth is
the ability of almost all species to change their behavior on a
24-hour basis. Not only are daily rhythms observed in organ-
isms as diverse as algae, fruit flies, rodents, and humans, but
every aspect of the internal environment of the organism
also undergoes pronounced fluctuations over the course of
the 24-hour day. These fluctuations or oscillations are called
circadian rhythms. Circadian, from the Latin circa diem,
means approximately one day. An oscillation is defined by its
period (i.e., the time interval after which the wave shape of
the oscillation recurs), by its range (i.e., the difference be-
tween the maximal and minimal values within one period),
and by its mean value (i.e., the arithmetic mean of all instan-
taneous values of the oscillating variable within one period).
Half the range of oscillation is called the amplitude. The peak
value is often referred to as the acrophase, and the lowest
value is often called the nadir of the oscillation.

An immense variety of circadian rhythms have been ob-
served in humans—from physiological variables such as body
temperature, heart rate, and blood pressure to behavioral vari-
ables such as mood, vigilance, and cognitive performance.
The temporal organization of behavioral and physiological
variables across the 24-hour cycle ultimately results from the

activity of two interacting time-keeping mechanisms in the
central nervous system: endogenous circadian rhythmicity
and sleep-wake homeostasis. Depending on the parameter
under consideration, the wave shape of the rhythm may also
be affected by food intake, postural changes, changes in inten-
sity of physical activity, and effects of stress. In mammals, en-
dogenous circadian rhythmicity is generated by a pacemaker
located in the paired suprachiasmatic nucleus (SCN) of the
hypothalamus (Turek, 1998). Sleep-wake homeostasis refers
to an hourglass-like mechanism relating the amount and qual-
ity of sleep to the duration of prior wakefulness (Borbély,
1998). Both processes interact to control temporal changes in
essentially all behavioral and physiological variables across
the 24-hour day, but the relative contributions of each of these
factors vary from one variable to the other.

In the following three sections, we review current notions
on the human circadian system, sleep regulation, and the in-
teraction of circadian rhythmicity and sleep in the control of
the 24-hour profiles of behavioral and physiological vari-
ables under normal conditions. The last section is dedicated
to abnormal conditions of circadian rhythmicity, sleep, or
both, either behaviorally induced or resulting from patholog-
ical alterations.

CIRCADIAN RHYTHMICITY 356
Overview 356
The Organization of the Mammalian

Circadian System 356
Ontogeny of Circadian Rhythms 358
Aging of the Circadian System 359

SLEEP 360
Sleep Regulation 360
Ontogeny of Sleep 361
Sleep and Aging 362

BEHAVIORAL AND PHYSIOLOGICAL PROCESSES
MODULATED BY CIRCADIAN RHYTHMICITY
AND SLEEP-WAKE HOMEOSTASIS 363



356 Sleep and Biological Clocks

CIRCADIAN RHYTHMICITY

Overview

Circadian rhythms are endogenous—that is, they originate
from within the organism and persist even under constant en-
vironmental conditions. The endogenous nature of human
circadian rhythms has been established by experiments in
which subjects were isolated with no access to the natural
light-dark (LD) cycle and no time cues. Such experi-
ments were first performed in natural caves, then in under-
ground bunker laboratories, and finally in specially designed
windowless soundproof chambers. The results of such ex-
periments showed that circadian rhythms continue to be ex-
pressed even in the absence of external time-giving cues.
However, under such constant environmental conditions, the
period of the rhythm in humans has been commonly observed
to be slightly longer than 24 hours. When a circadian rhythm
is expressed in the absence of any 24-hour signals in the en-
vironment, it is said to be free-running (i.e., the rhythm is not
synchronized or entrained by any cyclic change in the physi-
cal environment). The period length of a free-running rhythm
varies between individuals.

The fact that the endogenous circadian period observed
under constant conditions is not exactly equal to 24 hours im-
plies that periodic changes in the physical environment must
synchronize or entrain the internal-endogenous clock system
regulating circadian rhythms. A clock with a period even only
a few minutes shorter or longer than 24 hours would other-
wise be soon out of synchrony with the environmental day.
Factors that are capable of entraining or synchronizing circa-
dian rhythms are called zeitgebers, a German word for time
giver. For the vast majority of mammalian species, the LD
cycle is the most powerful environmental factor that syn-
chronizes the endogenous biological clock, but entrainment
by other periodic factors in the environment (e.g., social cues,
feeding schedules) has been demonstrated. In rodents and
other mammals, social and behavioral cues that alter the rest-
activity cycle—either by eliciting activity during the normal
rest period or by preventing activity during the normal active
period—result in phase shifts of circadian rhythms. In hu-
mans, there is evidence to indicate that exposure to dark or
sleep during the usual active period and exposure to high lev-
els of physical activity during the usual rest period can phase-
shift circadian rhythms.

The direction and magnitude of the shifts resulting from
exposure to a zeitgeber depend on the circadian time at which
the zeitgeber is presented. A plot of the phase shift induced by
an environmental perturbation as a function of the circadian
time at which the perturbation is given is called a phase

response curve (PRC). The upper left panel of Figure 13.1
shows a typical response of the rhythm of locomotor activity
to a pulse of bright light in a hamster. The animal is kept in
constant darkness for 16 days and the rhythm of locomotor
activity free-runs. A pulse of light presented at the end of the
17th subjective day results in a phase advance of the onset of
locomotor activity. The lower panel of Figure 13.1 shows a
typical PRC to pulses of bright light (closed symbols) in the
hamster derived from experiments such as that illustrated in
the upper left panel. The PRC to light pulses for all organisms
share certain characteristics including the fact that light
pulses presented near the onset of the subjective night induce
phase delays, whereas light pulses presented in the late sub-
jective night or early subjective day induce phase advances.
Light pulses presented during most of the subjective day in-
duce no phase shifts. The upper right panel of Figure 13.1
shows the phase advance of the onset of locomotor activity
when a bout of activity is pharmacologically induced during
the normal rest period. The PRC to this nonphotic zeitgeber is
shown (open symbols) in the lower panel of Figure 13.1 (Van
Cauter & Turek, 1995).

Circadian rhythms have evolutionary importance and func-
tional significance because they provide synchronization with
the pronounced periodic fluctuations in the external environ-
ment and organize the internal milieu so that there is coordi-
nation and synchronization of internal processes. The external
synchronization is of obvious importance for the survival of
the species and ensures that the organism does the right thing
at the right time of the day. The internal synchronization en-
sures temporal organization between the myriad of biochemi-
cal and physiological systems in the body. The physical and
mental malaise occurring following rapid travel across time
zones (i.e., jet lag) and the pathologies associated with long-
term shift work are assumed to be due in part to the misalign-
ment between various internal rhythms.

The Organization of the Mammalian Circadian System

As previously noted, the endogenous component of mam-
malian 24-hour rhythms originates from a pacemaker located
in the paired SCN of the anterior hypothalamus (Turek,
1998). The two halves of the SCN each contain about 8,000
neurons, and it appears that many SCN neurons are capable
of independent oscillatory behavior (Dunlap, 2000). There is
strong evidence to indicate that the SCN is the master pace-
maker involved in the generation and entrainment of circa-
dian rhythms. Indeed, when the SCN is destroyed in rodents,
circadian rhythmicity is abolished or markedly disrupted.
Circadian rhythmicity can be restored in adult arrhythmic
SCN-lesioned rodents by transplanting fetal SCN tissue into
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Figure 13.1 Upper left: Continuous record of locomotor activity in a hamster maintained under free-running conditions for 16 days and exposed to a pulse of
bright light (indicated by a dark circle) at the end of the subjective day, resulting in an advance of about 2 hours in the rhythm of locomotor activity. Upper right:
Continuous record of locomotor activity in a hamster maintained under free-running conditions for 16 days who received an intraperitoneal injection of triazo-
lam (indicated by a dark circle) in the later part of the inactive period. Injection of the benzodiazepine was associated with a bout of activity and an approximate
2-hour advance of the rhythm of locomotor activity. Lower panel: Typical phase response curves to light (closed circles) and induced activity (open circles) in
the hamster. Circadian time 12 corresponds to the onset of locomotor activity. From Van Cauter and Turek, 1995.

the region of the SCN. Moreover, if tissue from a fetus with a
mutant clock (i.e., an animal that when adult shows an abnor-
mal circadian rhythm) is used, the host animal will show
the rhythm of the donor genotype (Ralph, Foster, Davis, &
Menaker, 1990). Finally, a number of SCN rhythms persist in
vitro, including those of neural firing, vasopressin release,
and glucose metabolism.

Figure 13.2 provides a schematic representation of the cur-
rent understanding of the organization of the mam-
malian circadian system (Van Cauter & Turek, 2001). The
SCN receives light information from the retina via the retino-
hypothalamic tract (RHT) using glutamatergic neurotrans-
mission. In addition to the RHT, the SCN also receives retinal

information indirectly from the intergeniculate leaflet (IGL)
of the thalamus, which receives direct light input from
the retina. Transmission from the IGL to the SCN involves
both neuropeptide Y (NPY) and gamma-aminobutyric acid
(GABA) inputs. Photic information received by the SCN
is transmitted to the pineal gland, which does not receive
any direct photic input in mammals. The pineal gland releases
the hormone melatonin, which is secreted during the dark
period only and has sedative properties. Some evidence
indicates that melatonin exerts phase-setting effects on
circadian function, and melatonin receptors have been identi-
fied in the SCN. The SCN also receives a direct serotonin-
ergic (5-HT [5-hydroxytryptamine]) input from the raphe
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Figure 13.2 Schematic representation of the organization of the mam-
malian circadian system. SCN: suprachiasmatic nucleus; NPY: neuropeptide
Y; 5-HT: serotonin; RHT: retino-hypothalamic tract; IGL: intergeniculate
leaflet; VLPO: ventro-lateral preoptic area; LH: lateral hypothalamus; LC:
locus coeruleus; EAA: excitatory amino acids; NPY: neuropeptide Y; MEL:
melatonin; GABA: gamma-aminobutyric acid; RN: raphe nucleus.
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nucleus (RN). The median and dorsal raphe nuclei send ro-
bust 5-HT projections to the ventrolateral SCN and the IGL.
Recent studies indicate that photic information can influence
the effects of 5-HT stimulation on circadian rhythmicity, and
5-HT inputs can alter the response of the clock to the entrain-
ing effects of light (Turek & Van Reeth, 1996). One of the
pathways by which 5-HT information may mediate the ef-
fects of activity-inducing stimuli on the circadian clock may
involve the NPY projection from the IGL to the SCN. Thus,
the IGL is currently seen as a putative integrator of photic and
nonphotic information in the circadian system.

Circadian control of the sleep-wake cycle is likely to
involve several pathways. There is a prominent indirect
projection from the SCN to the locus coeruleus (LC), a
noradrenergic center that plays a major role in the control of
arousal (Aston-Jones, Chen, Zhu, & Oshinsky, 2001). The
ventrolateral preoptic (VLPO) area of the hypothalamus con-

tains sleep-active neurons, which provide GABAergic inner-
vation to inhibit the ascending arousal monoamine systems,
including the LC (Gallopin et al., 2000; Sherin, Shiromani,
McCarley, & Saper, 1996). There is a circadian rhythm in
c-fos expression in the VLPO, suggesting that this area could
also be involved in the circadian control of sleep and wake
states. Recent work also suggests that the SCN may modulate
activity in an area of the lateral hypothalamus where neurons
containing the neuropeptide orexin appear to participate in
the regulation of sleep and wakefulness.

The past decade has seen a great deal of progress in the
understanding of the molecular and genetic mechanisms un-
derlying circadian rhythmicity. The first mammalian clock
gene, Clock, was identified and cloned in the mouse. The
identification of the other known mammalian circadian
genes (bmal, tim, cry1, cry2, per1, per2, per3), and the study
of the interactions of these genes and their protein products,
led to the elucidation of a transcription-translation autoregu-
latory loop (King & Takahashi, 2000). This complex, nega-
tive feedback loop generates a remarkably precise
oscillation of about 24-hour CLOCK and BMAL proteins
bind together to activate expression of the per1, per2, per3
genes. The PER proteins form dimers with other proteins
(PER, TIM, CRY1, CRY2), reenter the nucleus, and in turn
suppress the CLOCK and BMAL complex, eventually halt-
ing per gene production. As PER protein levels decline, the
inhibition of CLOCK and BMAL is released and the loop
begins anew. A recently discovered mammalian circadian
gene, casein kinase I epsilon (Lowrey et al., 2000), modu-
lates the timing of this feedback loop by phosphorylation
and degradation of PER protein.

The plant photopigment-like molecules from the crypto-
chromes GENES (cry1 and cry2) also appear to play a role in
the light input pathway to the SCN (Sancar, 2000). The
mechanisms by which the central circadian pacemaker drives
downstream effector systems are poorly understood.

Ontogeny of Circadian Rhythms

The SCN is formed in the rat between embryonic day 14
(E14) and E17 (approximately 5 days before birth; Davis,
Frank, & Heller, 1999; Turek & Van Reeth, 1996). Between
E17 and postnatal day 10 (P10), the SCN enlarges and as-
sumes its adult appearance. Synaptogenesis occurs primarily
after birth, because it has been estimated that each adult SCN
neuron has 300–1,200 synaptic contacts, and at E19 there ap-
pears to be less than one synapse per SCN neuron. This is
particularly interesting in view of the fact that rhythmicity
within the SCN is present before this time. In addition, the
innervation of the SCN by the RHT is a postnatal event and
becomes clearly present by P4.
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In several mammalian species, circadian oscillations are
present in the SCN already during fetal life (Reppert & Weaver,
1991). The fetal SCN is entrained by circadian signals from the
mother, and although rhythms develop normally in pups born
to SCN-lesioned mothers, fetal SCN rhythms cannot be en-
trained without the presence of the maternal SCN (Reppert &
Weaver, 1991). It seems likely that the fetal SCN is entrained
by multiple circadian signals from the mother, and at least in
rats, the maternal influence on rhythmicity persists after birth
for about a week. After a week, the pups become capable of
responding to the entraining effects of the light-dark cycle.

Despite the early development of circadian rhythms within
the SCN, the ability of the SCN to regulate overt behavioral
and physiological rhythms does not occur until much later. For
example, in rats, most endocrine and behavioral rhythms do
not appear until the second or third weeks of life. Therefore,
the circadian clock in the SCN becomes a circadian pace-
maker when it develops sufficient afferent, intrinsic, and effer-
ent neural connections to be entrained and to regulate effector
systems (Moore, 1991). However, it has been demonstrated
that the phase of specific rhythms can be set long before the
appearance of the rhythms (Davis et al., 1999; Reppert &
Weaver, 1991; Turek & Van Reeth, 1996).

Moore (1991) divided the development of circadian func-
tion regulated by the SCN into four components. First, the
cells in the SCN are formed, they grow and mature, and rhyth-
mic function is established within the nucleus before major
synaptic contacts either between SCN cells or with the rest of
the brain are formed. Second, there is the development of en-
trainment pathways to the SCN (that is primarily the RHT)
with the resultant ability of the SCN to respond to environ-
mental cues. Third, SCN projections develop, resulting in the
coupling of the SCN to effector systems, often before the ef-
fector systems are able to express rhythms. Fourth, the matu-
ration of the output systems reaches the point at which they
can express circadian function.

Aging of the Circadian System

Age-related changes have been documented in metabolic, en-
docrine, and behavioral circadian rhythms in a variety of
species, including humans (Brock, 1991; Carrier, Monk,
Buysse, & Kupfer, 1996; Copinschi, Leproult, & Van Cauter,
2001; Czeisler, Chiasera, & Duffy, 1991; Kolker & Turek, 2001;
McGinty & Stern, 1988). Among the observed age-related alter-
ations are reduced amplitude, increased day-to-day variability,
changes in intrinsic endogenous period, changes in the phase
angle of entrainment, and diminished responses to synchroniz-
ing factors, including the light-dark cycle. The nature and sever-
ity of age-related disturbances appear to vary from one overt
rhythm to another and there seem to be important species differ-

ences, in addition to the individual variability that is typical of
age effects. The most frequently observed age-related alteration
is a reduction in amplitude.

Changes in the waveshape or amplitude of a given circa-
dian rhythm do not necessarily imply a change that is intrinsic
to the circadian clock system itself. These changes could be
explained by age-related changes that are either upstream
(inputs to the pacemaker system) or downstream (outputs
from the pacemaker system) from the circadian clock. For
example, age-related changes in amplitude or entrainment
of circadian rhythms can be caused by a decrease in the
perception of light (as occurs in many older adults) or can re-
flect an alteration in the function of the effector system, such
as a reduced ability to sustain locomotor activity, as has been
observed in older laboratory rodents.

Nevertheless, there is evidence in rodents that the circadian
pacemaker system itself is altered in aging. A number of stud-
ies have demonstrated that the free-running period of the cir-
cadian rhythms of locomotor activity, body temperature, or
both becomes shorter with age in rats, field mice, and hamsters
(reviewed in Kolker & Turek, 2001). It is possible that the
shortening of the intrinsic period of the circadian clock with
age underlies the advance of circadian phase that is observed
under entrained conditions in a number of species, including
humans. Evidence for age-related changes in the clock itself
has also been provided by Wise and her colleagues (Wise,
Cohen, Weiland, & London, 1988), who found that aging al-
ters the circadian rhythms of glucose utilization in the SCN. In
both rats and hamsters, there are age differences in the ampli-
tude of the firing rhythms of the SCN (Satinoff et al., 1993),
but the number of neurons within the SCN does not appear to
decrease with advanced age. Such differences in amplitude of
intrinsic SCN rhythmicity are best explained by an age-related
alterations of the coupling of the individual neuronal oscilla-
tors within the SCN. In humans, the most recent estimations
of the length of the endogenous circadian period have sug-
gested that the period remains constant across adulthood, at
least for individuals that are typical of successful aging
(Czeisler et al., 1999). Therefore, the well-documented age-
related phase-advances and decreases in amplitude of human
circadian rhythms may reflect a modification of entrainment
mechanisms, function of effector systems, or both.

In addition to intrinsic changes that may take place in the cir-
cadian pacemaker with senescence, there are also alterations in
the response of the pacemaker to environmental stimuli. Old
hamsters, rats, and mice show a decreased response to the
phase-shifting effects of light pulses (Kolker & Turek, 2001).
Aging also appears to attenuate the phase shifts induced by
activity-inducing stimuli (Mrosovsky, 1996; Penev, Zee,
Wallen, & Turek, 1995; Van Reeth, Zhang, Reddy, Zee, &
Turek, 1993; Van Reeth, Zhang, Zee, & Turek, 1992).
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Behavioral changes in older adults may also lead to
changes in environmental inputs to the biological pacemaker
system. In older persons, exposure to bright light and social
cues is markedly diminished when compared with young
adults (Ancoli-Israel, Kripke, Jones, Parker, & Hanger, 1991;
Campbell, Kripke, Gillin, & Hrubovcak, 1988; Ehlers, Frank,
& Kupfer, 1988). Absence of professional constraints, re-
duced mobility due to illness, and decreased socialization
and outdoor activities are all hallmarks of old age. Therefore,
diminished exposure to environmental stimuli that entrain
circadian rhythms could contribute to the disruptions in
circadian rhythmicity. The use of exposure to bright light in
the elderly in order to reinforce circadian rhythmicity and to
improve both daytime alertness and nighttime sleep has
proved beneficial (Campbell, Dawson, & Anderson, 1993).
Similarly, increases in physical and social activity have
beneficial effects on daytime function and nighttime sleep
(Naylor et al., 2000).

SLEEP

Sleep Regulation

The sleep-wake cycle is one of the circadian rhythms that is
driven by the circadian pacemaker and synchronized to the
day-night cycle. Sleep is a rhythmic behavioral and physio-
logical process. Historically, sleep was long considered to be a
passive brain state, resulting from the withdrawal of activity in
waking centers. This concept was disproven by the pioneering
experiments of Bremer in 1930 and by Morruzzi and Magoun
in 1940–1950, and it was recognized that sleep is actively gen-
erated by activity in specific brain regions (Rechtschaffen &
Siegel, 2000). In 1953, Nathaniel Kleitman, a professor of
physiology at the University of Chicago, and his graduate
student Eugene Aserinsky observed the occurrence of rapid
eye movements in sleeping infants. This discovery lead to the
identification of two separate states within sleep: rapid eye
movement (REM) sleep and non-REM (NREM) sleep.

The electroencephalogram (EEG) to record brain waves,
the electrooculogram (EOG) to record eye movements,
and the electromyogram (EMG) to record chin muscle ten-
sion have become the primary means of monitoring the
stages of human sleep. This set of recordings is called
polysomnography. In 1968, Rechtschaffen and Kales defined
standard criteria to score an epoch of polysomnographic
recording in five stages, allowing for the determination of the
macrostructure of sleep (Figure 13.3).

The EEG pattern in NREM is described as synchronous and
it is conventionally subdivided into four stages. The four
NREM stages can be considered as a continuum in depth of

sleep, with the lowest arousal thresholds in Stage 1 and the
highest in Stage 4. Often Stages 3 and 4 are lumped together
and are called slow wave sleep (SWS) because the EEG is char-
acterized by waves of high amplitude and low frequency (delta
waves; 0.5–4.0 Hz). During SWS, the muscles are relaxed, and
the autonomic system shows a parasympathetic dominance.

REM sleep is characterized by a desynchronized EEG
pattern, defined by irregular waves of higher frequency and
lower amplitude, similar to brain activity during waking or
the lighter stage of NREM sleep. This brain pattern is associ-
ated with strong sympathetic activation, muscle atonia, and
episodic bursts of rapid eye movements. The middle ear
muscles are also phasically active, and both REM and middle
ear muscle activity appear to be driven by phasic bursts of
electrical activity that can be recorded in animals from
the pons, oculomotor nuclei, thalamus, and visual cortex, and
are referred to as pontine-geniculate-occipital (PGO) spikes
(Rechtschaffen & Siegel, 2000).

The adult human enters sleep through NREM sleep, begin-
ning with Stage 1, and continuing with Stages 2, 3, and 4 (Fig-
ure 13.3). Spindle activity appears in Stage 2 of NREM sleep.
External stimuli can interrupt the progression from the lighter
to the deeper stages of NREM sleep. About 60–80 minutes
after going to sleep, the individual begins gradually to cycle
back from Stage 4 through Stages 3 and 2, and then enters a pe-
riod of REM. NREM and REM sleep continue to alternate
through the night in cyclic fashion with a period of 90 to
110 minutes. REM sleep in the first cycle episode is usually
quite short, lasting only a few minutes, but its length increases
across the night; it is greatest towards the early morning hours.
As the night progresses, NREM sleep becomes more shallow
and REM sleep more prominent. In young adults, wakeful-
ness after sleep onset normally accounts for less than 5% of
the night, REM sleep occupies approximately 25% (about four
to six discrete episodes per night), while SWS constitutes

Figure 13.3 Typical polysomnogram of a normal young adult.
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approximately 20%. Thus, 50% of the night is usually spent in
the lighter stages of NREM sleep.

There are specific brain mechanisms that generate NREM
and REM sleep (Rechtschaffen & Siegel, 2000). Studies
using lesions, electrical stimulation, and chemical stimula-
tion have shown that the major brain regions involved in
NREM sleep generation are the anterior hypothalamus and
the basal forebrain. These NREM sleep mechanisms involve
GABAergic inhibitory neurons that inhibit waking centers in
the hypothalamus and in the midbrain. The nucleus of the
solitary tract and the VLPO also participate in NREM sleep
regulation (Gallopin et al., 2000; Sherin et al., 1996). It thus
appears that several widely separate brain regions are in-
volved and interact to initiate and maintain NREM sleep.
During NREM sleep, slow waves in the EEG reflect the syn-
chronized firing of thalamocortical neurons. In contrast to
those involved in NREM sleep, the brain mechanisms gener-
ating REM sleep appear to be critically located in a small area
of the lateral pontine tegmentum. This area contains cholin-
ergic cells that discharge at a high rate during REM sleep
(REM-on cells) and inhibit serotonergic and noradrenergic
activity as well as motor neurons. Although other brain re-
gions distant from the pons appear to participate in the con-
trol of REM sleep, the small pontine area including the
REM-on cells appears to be critical. It is important to note
that the three characteristics of REM sleep (i.e., desynchro-
nized EEG, PGO waves, and atonia) can be evoked sepa-
rately by cholinergic stimulation of the pons.

Humans awakened during REM report dreaming 80–90%
of the times, often including elaborate visual imagery and
complicated plots (Hobson, 1995; Rechtschaffen & Siegel,
2000). Awakenings from SWS are less frequently associated
with oniric activity than are awakenings from REM sleep,
and the dreams are generally simpler and shorter than the
dreams reported after REM sleep.

In addition to the alternation of NREM and REM states,
sleep is regulated by two basic processes: (a) a homeostatic
process determined by the prior duration of wakefulness
and largely independent of the circadian system, and (b) a cir-
cadian process that modulates sleep propensity and duration
independently of homeostatic sleep pressure. The homeosta-
tic process is thought to involve one or several putative
neural sleep factors (factor S), which rise during periods of
wakefulness and decay exponentially during sleep (Borbély,
1998). Sleep propensity is increased when sleep is curtailed
or absent, and it is decreased in response to sleep. The timing,
the amount and the intensity of SWS are primarily under the
control of the homeostatic process, whereas circadian rhyth-
micity plays an important role in sleep timing, sleep duration,
sleep consolidation, and the distribution of REM sleep.

After sleep deprivation, NREM and REM sleep are en-
hanced; in particular, a remarkable increase in slow waves
has been documented during recovery sleep in rodents, rab-
bits, cats, mice, and humans (Tobler, 2000). The neuroana-
tomical and neurochemical basis of homeostatic sleep
regulation is not entirely understood; however, it appears to
involve the basal forebrain cholinergic region and adenosine,
a neuromodulator whose extracellular concentrations in this
region rise during sustained wakefulness and decrease during
sleep (Porkka-Heiskanen et al., 1997).

It is safe to assume that all mammals sleep, even though
there are large variations in the amount of sleep exhibited by
different species, and sleep may be difficult to observe or rec-
ognize in some species like cetaceans (Zepelin, 2000). Sleep
can usually be identified by sustained quiescence in a
species-specific posture accompanied by reduced responsive-
ness to external stimuli. For mammals, the definition of sleep
requires the additional criteria of quick reversibility to the
wakeful condition (unlike hibernation or coma) and charac-
teristic changes in the EEG activity (Zepelin, 2000). Spin-
dling and slow waves are the hallmarks of mammalian
NREM sleep, but there are considerable interspecies varia-
tions in their amplitudes. REM sleep is clearly present in all
mammals studied so far, but some of the characteristics of
REM sleep (frequency of eye movements and muscular
atonia) as well as the relative amount of REM sleep and the
duration of the REM-NREM cycle vary widely across
species (Zepelin, 2000). The amount of REM sleep is posi-
tively correlated with total sleep time, and total sleep time
and NREM sleep are negatively correlated with body
weight—that is, heavier animals sleep less. Altricial animals
(animals born in a relatively immature state and unable to
care for themselves) have large amounts of REM sleep at
birth; furthermore, although these amounts decrease with
maturity, the amount of REM sleep in adults of altricial
species are remarkably higher than in adults of precocial
species (Siegel, 1995, 1999). Zepelin (2000) showed that
throughout life immaturity at birth is the single best predictor
of REM sleep time. It appears that REM sleep time correlates
with the security of the sleep site. Predators and animals with
secure sleep have greater amounts of REM sleep.

The cyclic organization of sleep is also present in birds, al-
though the sleep cycles are much shorter than in mammalian
sleep. Behavioral and EEG criteria for sleep that apply to
mammals can be applied to birds. However, avian sleep has
no spindling activity and lacks the differentiation in NREM
sleep stages. But the main difference that distinguishes avian
from mammalian sleep is the much lower percentage of REM
sleep (about 5% of sleep time on average for birds, versus
15–30% in mammals) and much shorter REM periods, often
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less than 10 s (Zepelin, 2000). Very little is known about the
sleep of fish, amphibians, and reptiles.

Ontogeny of Sleep

Sleep changes dramatically during the course of development.
For the first days of life, the sleep of infants is characterized
by two different types of sleep: active sleep and quiet sleep
(Hobson, 1995). In the first weeks of their lives, infants
spend about half of their sleeping time in active sleep. The
EEG pattern of active sleep in infants is similar to that seen
in adult REM sleep. However, the appearance of rapid eye
movements is not associated with a complete motor paralysis
as it is in adults, because the cerebral inhibitory mechanisms
that block the transmission of nerve impulses to the skeletal
muscles are still immature. Thus, small body movements—
particularly in the fingers and toes and facial muscles—are
possible.Active sleep decreases gradually during the first year,
stabilizing at about 25–30% at 1 year of age. At this age body
movements during REM sleep gradually disappear, and mus-
cle atonia is observed as in adults. Quiet sleep of infants is anal-
ogous to NREM sleep in adults, but well-defined delta waves
and sleep spindles cannot be discerned during the first weeks of
life because electrical brain activity is still irregular and disor-
ganized at this time. REM sleep depends on the activity of the
reticular neurons in the pons, which are already relatively ma-
ture at birth; however, it is only when the cells in the cortex be-
come extensively interconnected and when their connections
to and from the thalamus are developed that the typical EEG
patterns of SWS are observed and distinct sleep Stages 2, 3,
and 4 develop from quiet sleep (Hobson, 1995).

The cyclic alternation of NREM-REM sleep is present from
birth, but the period in the newborn is of about 50–60 minutes.
A consolidated nocturnal sleep cycle is gradually acquired,
and the fully developed EEG patterns of NREM sleep stages
emerge over the first 2–6 months of life. Another major differ-
ence between infant and adult sleep is that in newborns the
transition from wake to sleep is often accomplished through
active sleep.

The declining levels of REM sleep during the first year of
life are in part the result of an increase in the noradrenergic
and serotonergic inhibitory control of REM and in part the
result of neurons becoming less sensitive to acetylcholine, a
neurotransmitter that enhances REM sleep (Hobson, 1995).

When brain structure and function achieve a level that can
support the high-voltage characteristic of SWS, then Stages 3
and 4 become quite prominent in young children. In addition,
their SWS is much deeper than the SWS of older adults, with a
very high arousal threshold. The amount of SWS achieved per
night is maximal in young children but decreases markedly

with age; it decreases by nearly 40% during the second decade
of life (Carskadon & Dement, 1987).

Sleep and Aging

Decreased subjective sleep quality is one of the most common
health complaints of older adults (Prinz, 1995). The most con-
sistent alterations associated with normal aging include in-
creased number and duration of awakenings and decreased
amounts of deep SWS (Benca, Obermeyer, Thisted, & Gillin,
1992; Bliwise, 1994; Feinberg, Koresko, & Heller, 1967).
REM sleep appears to be relatively better preserved dur-
ing aging (Benca et al., 1992; Bliwise, 1994; Ehlers & Kupfer,
1989; Feinberg, 1976; Landolt, Dijk, Achermann, & Borbely,
1996). There are gender differences in sleep quality in
normal adults; premenopausal women have more SWS
than do men.

The results of a recent analysis of polygraphic sleep record-
ings from 149 normal men ages 16–83 years are shown in Fig-
ure 13.4 (Van Cauter, Leproult, & Plat, 2000). It can be seen
that age-related changes in SWS and REM sleep occur with
markedly different chronologies. SWS decreases markedly
from early adulthood (16–25 years) to midlife (36–50 years)
and is replaced by lighter sleep (Stages 1 and 2) without
significant increases in sleep fragmentation or decreases in
REM sleep. The transition from midlife to late life involved an
increase in wake at the expense of both NREM and REM
sleep. This age-related increase in awakenings appears pri-
marily related to an inability of maintaining NREM sleep
(Dijk, Duffy, & Czeisler, 2001). The decrease in REM sleep at
night has been correlated with intellectual functioning in older
persons; patients with a diagnosis of probable senile dementia
of Alzheimer’s type have very little REM sleep compared to
healthy control subjects (Prinz et al., 1982).

Studies in laboratory rodents have also documented a de-
crease in SWS activity in old age (Mendelson & Bergmann,
1999). The circadian control of the sleep-wake cycle appears
to be weaker in old age. A decrease in the amplitude of the
circadian fluctuations of SWS and wakefulness has been ob-
served in old rats (Rosenberg, Zepelin, & Rechtschaffen,
1979; Van Gool & Mirmiran, 1986). When older mice were
compared to young mice, they spent more time asleep during
the normal active period, whereas they spent more time
awake during the normal sleep period (Welsh, Richardson, &
Dement, 1986). Similarly, in elderly adults, nocturnal sleep
becomes highly fragmented, and daytime naps become more
frequent. This phenomenon is particularly prevalent in cogni-
tively impaired older adults. Sleep disruption, nocturnal wan-
derings, restlessness, and daytime sleepiness constitute a
major reason for institutionalization (Sanford, 1975).



Figure 13.4 Percentages of the sleep period spent in wake, Stages 1 and 2,
SWS, and REM sleep as a function of age in 149 healthy nonobese men ages
16–83 years. Means (+ SEM [standard error of measurement]) for each age
group are shown for each age bracket in each panel. From Van Cauter et al.,
2000, Journal of the American Medical Association 284 (pp. 861–868).
Copyrighted 2000, American Medical Association.
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BEHAVIORAL AND PHYSIOLOGICAL PROCESSES
MODULATED BY CIRCADIAN RHYTHMICITY AND
SLEEP-WAKE HOMEOSTASIS

As stated earlier in this chapter, the temporal organization of
behavioral and physiological variables across the 24-hour
cycle reflects primarily the interaction of endogenous circa-
dian rhythmicity and sleep-wake homeostasis. There are two
features of the interaction between these two time-keeping
systems that appear to be fairly unique to the human species
(Van Cauter & Turek, 2001). First, human sleep is generally
consolidated in a single 6- to 9-hour period, whereas frag-
mentation of the sleeping period is the rule in other mam-
mals. Possibly as a result of this consolidation of the sleep
period, the wake-sleep and sleep-wake transitions in humans
are associated with physiological changes that are usually
more marked than those observed in the animals. Second, hu-
mans are also unique in their capacity to ignore circadian
signals and to maintain wakefulness for prolonged periods of
time despite an increased pressure to go to sleep.

Depending on the parameter under consideration, variabil-
ity across the 24-hour day may also reflect—in addition to
circadian and homeostatic regulation—effects of food intake,
postural changes, changes in intensity of physical activity,
light-dark transitions, and other stimuli. Therefore, to facili-
tate the detection of circadian and homeostatic inputs, many
investigators have used so-called constant routine conditions,
a regimen of 24 hours or more of continuous quiet wakeful-
ness at bed rest in dim indoor light, with constant caloric in-
take under the form of hourly snacks, intravenous glucose
infusion at a constant rate, or constant enteral nutrition. Con-
stant routine conditions attempt to minimize the effects of ex-
ternal stimuli that could alter the expression of endogenous
circadian rhythmicity and sleep-wake homeostasis.

To tease apart homeostatic effects from circadian inputs,
other studies have taken advantage of the fact that the circa-
dian pacemaker takes several days to adjust to a large abrupt
shift of sleep-wake and light-dark cycles. The protocols used
in these shift studies allow for the effects of sleep to be ob-
served at an abnormal circadian time and for the effects of
circadian modulation to be observed in the absence of sleep.
Constant routine conditions are generally applied during
scheduled wakefulness periods. A third type of protocol used
in studies designed to delineate the relative contributions of
the circadian clock and the sleep homeostat in the temporal
organization of behavioral and physiological variables are
so-called forced desynchrony protocols in which the sleep-
wake cycles of the research subjects are scheduled to be
either too long (typically 28 hours) or too short (typically
20 hours) to entrain the endogenous circadian oscillator.

[Image not available in this electronic edition.]



Figure 13.5 Mean profiles of subjective sleepiness (using the Stanford
Sleepiness Scale), performance on a vigilance task, positive affect (using the
Positive And Negative Affect Schedule), self-perceived stress (on a 10-cm
visual analog scale) and body temperature in normal young men studied dur-
ing 40 consecutive hours of continuous wakefulness under constant routine
conditions. Data are represented as mean (black bar) and SEM (open bar) for
each 2-hour interval.
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Under such conditions, the circadian system free-runs with a
period of approximately 24.2 hours, and the effects of sleep-
ing and waking can be observed at all circadian phases
(Dijk & Czeisler, 1995).

Alertness and Cognitive Performance

A number of studies under constant routine conditions have de-
lineated the temporal variations of subjective alertness (or its
antonym, subjective sleepiness) and cognitive performance
(i.e., objective alertness or vigilance) on a wide variety of
paper-and-pencil as well as computerized cognitive perfor-
mance tasks across 24 to 40 hours of extended wakefulness
(Carrier & Monk, 2000; M. P. Johnson et al., 1992; Leproult,
Van Reeth, Byrne, Sturis, & Van Cauter, 1997; Monk et al.,
1997; Wright, Badia, Myers, Plenzler, & Hakel, 1997). The re-
sults have been remarkably consistent and have indicated that
subjective and objective alertness vary in parallel; detectable
decreases start around the usual bedtime, when the circulating
levels of melatonin, a hormone with sedative properties (Ca-
jochen, Krauchi, & Wirz-Justice, 1997; Sack, Hughes, Edgar, &
Lewy, 1997), are increasing. The decrease in subjective and ob-
jective alertness continues until a minimum is attained in the
early morning hours—that is, between 5:00 and 8:00 a.m. in the
majority of adults (Dijk, Duffy, & Czeisler, 1992; Gillberg,
Kecklund, &Akerstedt, 1994; Leproult, Van Reeth, et al., 1997;
Monk et al., 1997). Both subjective and objective alertness then
improve—despite continued wakefulness—suggesting the ex-
istence of a waking signal originating from the circadian pace-
maker. The two upper panels of Figure 13.5 provide a good
illustration of this typical temporal pattern in normal young
men who were studied under constant routine conditions for 40
hours (Van Cauter & Turek, 2001). Subjective sleepiness was
assessed hourly using a standardized 7-point scale, the Stanford
Sleepiness Scale, wherein 1 is “feeling active and vital, alert,
wide awake” and 7 corresponds to “almost in reverie, sleep
onset soon, lost struggle to remain awake.” Objective alertness
was also estimated hourly using a computerized simple atten-
tion-dependent vigilance task. The throughput was calculated
as the number of correct responses per unit of time. Maximum
sleepiness coincided with minimum throughput in the early
morning. Both sleepiness and performance had markedly im-
proved by midday. Studies using forced desynchrony protocols
confirmed that the temporal variations of both subjective and
objective alertness during extended wakefulness are under the
dual control of the homeostatic process and of a circadian
rhythm promoting alertness across the usual waking period
(Dijk & Edgar, 1999; Dijk & Czeisler, 1994, 1995; Dijk et al.,
1992; Monk, Buysse, Reynolds, Jarrett, & Kupfer, 1992; Monk,
Moline, Fookson, & Peetz, 1989).



Mood

Studies performed under constant routine conditions
showed that a marked mood impairment occurs in the
early morning hours when wakefulness is extended across
the night (Monk et al., 1997). The lowest mood scores
coincide with maximum subjective sleepiness. Similar to
cognitive performance, mood then improves during the day-
time hours despite continued sleep deprivation, and effects of
sleep loss may no longer be detectable. The improvement in
mood parallels the improvement in cognitive performance
and the decrease in subjective sleepiness, as illustrated in
Figure 13.5, in which the third and fourth panels from the top
show the temporal variation of scores of positive affect on the
Positive Affect and Negative Affect Schedule (PANAS;
Clark, Watson, & Leeka, 1989) and of scores of self-per-
ceived stress on a 10-cm visual analog scale for tense. It is
apparent that the decrease in positive affect in the early morn-
ing hours following a sleepless night is not related to an in-
crease in subjective stress.

The relative contributions of effects of time of day (i.e.,
circadian) as compared to effects of duration of time awake
(i.e., homeostatic) were examined in healthy adults who were
studied on a forced desynchrony protocol involving a 28- or
30-hour sleep-wake schedule preventing entrainment of cir-
cadian rhythmicity (Boivin et al., 1997). Mood varied pri-
marily with circadian phase rather than with duration of prior
wakefulness. However, there was a significant interaction be-
tween time of day and duration of prior wakefulness such that
the impact of sleep loss on mood can be positive, nil, or neg-
ative, depending on circadian phase. In addition, the time
during which the circadian variation in mood is at its nadir is
prolonged with increased durations of prior wakefulness, im-
plying that subjects who are more sleep-deprived will have
greater difficulties shaking the blues of the early morning
hours. These observations may be relevant to the high preva-
lence of mood disorders in shift workers.

Cardiovascular Function

There is a robust diurnal variation in blood pressure and heart
rate across a normal 24-hour cycle when subjects are awake
and active during the day and asleep at night. Figure 13.6
shows the mean 24-hour profiles of systolic and diastolic
blood pressure and of heart rate measured at 10-min intervals
in 31 young men who were studied in a standard social and
physical environment but slept in the laboratory (Degaute,
van de Borne, Linkowski, & Van Cauter, 1991). Blood
pressure decreased by 10–15 mm Hg (mercury) during the
sleep period, and heart rate decreased by up to 20 beats per
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min. Studies performed under constant routine conditions
(Kerkhof, Van Dongen, & Bobbert, 1998; Van Dongen,
Maislin, & Kerkhof, 2001) have revealed that there is no
significant endogenous circadian variation in blood pressure.
The nocturnal decline in blood pressure appears related to
postural changes and sleep, with the lowest blood pressure
being recorded during the deeper stages of NREM sleep. In
contrast, a robust circadian variation of heart rate persists
under constant routine conditions. The amplitude of the
nocturnal decrease in heart rate in subjects who remain
awake at bed rest across the night is approximately half of the
amplitude observed when the effects of postural changes and
sleep are not eliminated. So far, there is no evidence for a
contribution of duration of prior wakefulness in the temporal
variation of cardiovascular parameters, but few studies have
rigorously addressed this issue.

Figure 13.6 Mean 24-hour profiles of systolic and diastolic blood pressure
and of heart rate measured at 10-min intervals in 31 healthy young men.
The vertical line at each time point represents the SEM. The black bars illus-
trate the bedtime period. From Degaute et al., 1991.

[Image not available in this electronic edition.]
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Endocrine and Metabolic Regulation

A prominent feature of the endocrine system is its high de-
gree of temporal organization. Indeed, hormonal concentra-
tions in the peripheral circulation undergo pronounced
temporal oscillations over the 24-hour cycle. The characteris-
tics of the 24-hour patterns of hormonal secretions vary from
one hormone to the other and exhibit a high degree of day-to-
day reproducibility; thus, while one endocrine gland may be
actively secreting in a complex, pulsatile pattern, another
may be in a quiescent state, and this intricate temporal
program of the endocrine system is likely to be of functional
significance.

As for neurobehavioral and cardiovascular parameters,
the 24-hour secretory profiles of many hormones and meta-
bolic parameters are controlled by the interaction of circadian

rhythmicity and sleep-wake homeostasis. The overall wave-
shape of the profile may also reflect—to varying degrees—
modulatory effects from rhythmic and nonrhythmic factors,
such as periodic food intake, postural changes, levels of
physical activity, and—within the sleep state—the alterna-
tion between NREM and REM stages.

The four upper panels of Figure 13.7 illustrate mean
profiles of the plasma levels of hormones secreted by the
pituitary or under direct pituitary control—cortisol, thy-
rotropin (TSH), prolactin (PRL), and growth hormone
(GH)—observed in normal subjects who were studied before
and during an abrupt 12-hour shift of the sleep-wake and
dark-light cycle. The study period extended over a 53-hour
span and included an 8-hour period of nocturnal sleep start-
ing at 11:00 p.m., a 28-hour period of continuous wakeful-
ness, and a daytime period of recovery sleep starting 12 hours

Figure 13.7 Mean ( + SEM) profiles of plasma cortisol, thyrotropin (TSH), prolactin, growth hormone (GH), glucose, and insulin secretion rates (ISR) in nor-
mal young men who were studied over a 53-hour period including 8 hours of nocturnal sleep (black bars), 28 hours of continuous wakefulness, and 8 hours of
daytime recovery sleep (stippled bars). Caloric intake was exclusively in the form of an intravenous glucose infusion at a constant rate. This experimental pro-
tocol allowed for the effects of time of day (i.e., circadian) to be observed in the absence of sleep and for the effects of sleep to be observed at an abnormal
circadian time (i.e., 12 hours out of phase with habitual bedtime). Adapted from Van Cauter et al., 1991 and from Van Cauter and Turek, 2001.
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out of phase with the usual bedtime—that is, at 11:00 a.m.
(Van Cauter et al., 1991). Constant routine conditions were
enforced during scheduled waking periods. To allow for the
observation of circadian variations in glucose tolerance in
the absence of the effects of feeding and fasting, caloric in-
take was exclusively in the form of an intravenous glu-
cose infusion at a constant rate. The two lower panels of
Figure 13.7 illustrate the temporal profiles of blood glucose
and insulin secretion rates (ISR).

The upper panel of Figure 13.7 show that the 12-hour
shift of the sleep-wake schedule had relatively little effect
on the waveshape of the cortisol profile—consistent with nu-
merous studies indicating that the temporal organization of
the hypothalamic-pituitary axis is primarily dependent on
circadian timing. Nevertheless, modest modulatory effects
of wake-sleep and sleep-wake transitions on corticotropic
activity have been clearly demonstrated. Sleep onset is reli-
ably associated with a short-term inhibition of cortisol secre-
tion (Born, Muth, & Fehm, 1988; Van Cauter et al., 1991;
Weitzman, Zimmerman, Czeisler, & Ronda, 1983), although
this effect may not be detectable when sleep is initiated at
the time of the daily maximum of corticotropic activity—that
is, in the morning (Weibel, Follenius, Spiegel, Ehrhart, &
Brandenberger, 1995). Under conditions of normal nocturnal
bedtimes, because cortisol secretion is already quiescent in
the late evening, this inhibitory effect simply prolongs the
quiescent period of cortisol secretion. This inhibition of
hypothalamic-pituitary-adrenal (HPA) activity during sleep
occurs during SWS (Follenius, Brandenberger, Bardasept,
Libert, & Ehrhart, 1992). Conversely, awakening at the end
of the sleep period is consistently followed by a pulse of cor-
tisol secretion. Several studies have shown that awakenings
interrupting the sleep period consistently trigger pulses of
cortisol secretion (Van Cauter, Copinschi, & Turek, 2001).
Thus, sleep fragmentation—as it occurs in normal aging and
in persons with insomnia—is associated with increased noc-
turnal corticotropic activity (Vgontzas et al., 2001).

The contribution of both circadian inputs and sleep-
dependent modulation can easily be recognized in the tem-
poral profiles of TSH concentrations. Low and relatively
stable daytime TSH levels are followed by a rapid elevation
starting in the early evening and peaking around the time of
habitual sleep onset (second panel from the top in Figure
13.7). The timing of the nocturnal TSH elevation appears to
accurately reflect circadian timing and shifts with the
rhythms of body temperature and melatonin (Allan &
Czeisler, 1994; Van Cauter et al., 1994). The normal sleep
period is associated with a progressive decline in TSH lev-
els, which is related to a consistent decrease of TSH levels
during SWS. Daytime basal values resume shortly after

morning awakening. The inhibitory effect of sleep on TSH
secretion becomes clearly apparent when nocturnal levels
are observed during acute sleep deprivation—then TSH se-
cretion is increased by as much as 200% over the levels ob-
served during nocturnal sleep. When sleep occurs during
daytime hours, TSH secretion is not suppressed significantly
below normal daytime levels.

Contrasting with the strong circadian modulation of activ-
ity in the corticotropic and thyrotropic axes, the temporal
organization of the release of prolactin and GH is primarily
driven by sleep-wake homeostasis (Van Cauter, Plat, &
Copinschi, 1998). As can be seen from Figure 13.7, a large
portion of the daily output of both hormones occurs during
sleep, and the secretory pattern shifts immediately following
the shift of the sleep-wake cycle. In both men and women,
prolactin levels during sleep correspond to an average
increase of more than 200% above daytime levels. Increases
in prolactin secretion during sleep are consistently associ-
ated with SWS. A modest circadian component in the tem-
poral organization of prolactin secretion can sometimes
be detected—particularly in women (Waldstreicher et al.,
1996)—but sleep onset, regardless of time of day, is invari-
ably associated with prolactin release. Decreased dopaminer-
gic inhibition of prolactin is the most likely mechanism
underlying the sleep-related prolactin elevation. Nocturnal
prolactin release is decreased in older adults, consistent with
the decrease in sleep intensity and consolidation.

For GH, there is a consistent temporal association be-
tween increased pulsatile release and periods of SWS, partic-
ularly during the first NREM-REM cycle (Van Cauter et al.,
1998). In men, 60–70% of the daily GH secretion occurs dur-
ing the first hours of sleep. In women, daytime GH pulses are
more frequent. Sleep onset will elicit a pulse in GH secretion
whether sleep is advanced, delayed, or interrupted and re-
initiated. Whereas sleep-wake homeostasis is clearly the
major factor controlling the temporal organization of GH re-
lease, the inhibitory control of GH secretion by somatostatin
appears to be influenced by circadian rhythmicity, with lower
nocturnal somatostatinergic tone facilitating growth hormone
releasing hormone (GHRH)-dependent release of GH during
sleep. Sleep fragmentation and reduced amounts of SWS
will generally decrease nocturnal GH secretion. In healthy
older adults, the total amount of GH secreted over the
24-hour span is often less than one third of the daily output of
young men; the amount of SWS is similarly reduced (Van
Cauter et al., 2000; van Coevorden et al., 1991). There is a
remarkable parallelism between chronological alterations
of GH levels and SWS across adulthood, and correlative
evidence suggests that age-related alterations in the soma-
totropic axis are partly caused by reduced sleep quality.
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As seen in the two lower panels of Figure 13.7—despite the
fact that glucose was infused at a constant rate through-
out the study period—there were robust changes in plasma
glucose levels and insulin secretion rates. Under these experi-
mental conditions, hepatic glucose production is markedly
suppressed; therefore, changes in plasma glucose levels re-
flect primarily changes in glucose utilization (Van Cauter,
Polonsky, & Scheen, 1997). Glucose levels increase from
morning to evening, indicating a decrease in glucose tolerance
as the day progresses, reach a maximum around midsleep, and
then decrease toward morning values. The pattern of insulin
secretion parallels the changes in glucose levels. The noctur-
nal glucose and insulin elevations readily shift with the shift of
sleep-wake schedule, indicating a major effect of the sleep
state regardless of time of day (Van Cauter et al., 1991).
Nevertheless, in the absence of sleep, an elevation of glucose
and insulin secretion from morning until the early part of the
usual sleep period can be clearly seen (Figure 13.7). Detailed
studies have indicated that when sleep occurs at the normal
circadian time, decreased glucose tolerance during the first
part of the night is due to decreased glucose utilization in
both peripheral tissues—a result of muscle relaxation, anti-
insulin-like effects of sleep-onset GH secretion, and reduced
cerebral glucose uptake during SWS (Van Cauter et al., 1997).
During the second part of the night, these effects subside as
sleep becomes shallow, movements and awakenings increase,
REM sleep is predominant, and GH secretion is minimal.
Thus, complex interactions of circadian and sleep effects—
partly mediated by cortisol and GH—result in a consistent
pattern of changes of set-point of glucose regulation over the
24-hour period.

CONDITIONS OF ABNORMAL SLEEP AND
CIRCADIAN REGULATION

Behavioral Alterations

Acute Sleep Deprivation and Chronic Sleep Curtailment

Immediate effects of acute total sleep deprivation on a variety
of neurobehavioral and physiological parameters are well
recognized. The adverse effects on subjective alertness, cog-
nitive performance, and mood have been described in previ-
ous sections of this chapter. In the absence of sleep, the
nocturnal declines in body temperature and heart rate are
considerably dampened, and blood pressure does not dip. As
illustrated in Figure 13.7, the secretions of GH and prolactin
normally associated with sleep onset are largely suppressed.

Until recently, the only well-documented effects of sleep
loss on human physiological function were the absence of

immediate responses to sleep-wake transitions in conditions
of total sleep deprivation and changes in markers of immune
function that become evident after prolonged sleep depriva-
tion (Dinges, Douglas, Hamarman, Zaugg, & Kapoor, 1995).
Because recovery sleep on the subsequent night is associated
with normal temperature and cardiovascular changes and
because rebound secretions of hormones normally released
during sleep are usually observed, it has often been implicitly
assumed that there is no net effect of sleep loss on human
physiological function and endocrine status. Nevertheless,
acute sleep deprivation—whether total or partial—is associ-
ated with an alteration in hypothalamic-pituitary-adrenal
(HPA) function on the following day, consisting of an eleva-
tion of evening cortisol concentrations (Leproult, Copinschi,
Buxton, & Van Cauter, 1997). Because deleterious central as
well as metabolic effects of HPA hyperactivity are more pro-
nounced at the time of the usual trough of the rhythm (i.e., in
the evening) than at the time of the peak (i.e., in the morning),
modest elevations in evening cortisol levels could facilitate
the development of central as well as peripheral disturbances
associated with glucocorticoid excess, such as memory
deficits and insulin resistance (Dallman et al., 1993; McEwen
& Sapolsky, 1995). Morning oral glucose tolerance is de-
creased after a sleepless night as compared to a normal night
(VanHelder, Symons, & Radomski, 1993).

Although there have been numerous studies of the effects
of acute total sleep deprivation, the much more common real-
life condition of chronic partial sleep curtailment has received
much less attention. Voluntary sleep restriction is, however, an
increasingly common behavior in industrialized societies.
Due to socioeconomic and cultural pressures, many individu-
als tend to curtail sleep to the shortest amount tolerable
(Bliwise, 1996; Bonnet & Arand, 1995; Wehr et al., 1993).
Sleep duration in America decreased from 9.1 hours in 1910
to less than 7 hours in 2000. In support of sleep curtailment
as both harmless and efficient, it has been proposed that a so-
called normal (approximately 8-hour) night of sleep is com-
posed of core sleep, a 4- to 5-hour period including most of
deep NREM sleep, and optional sleep, which could—with
adequate amounts of motivation—be progressively removed
without producing increased daytime sleepiness, mood
changes, or detectable decrements in cognitive function
(Horne, 1988). More recent studies have disproved this con-
cept and demonstrated that 7–8 consecutive days of sleep cur-
tailment by as little as 2–3 hours per night results in marked
decrements in mood and performance (Dinges et al., 1997).
Although the consequences of endemic sleep loss for human
performance and safety have recently received public atten-
tion, it is generally thought that physiological function and
health are affected little or not at all.



A recent study from our laboratory examined metabolic
and hormonal parameters in healthy young adults studied
after 1 week of bedtimes restricted to 4 hours per night and
then after 1 week of bedtimes extended to 12 hours per night
(Spiegel, Leproult, & Van Cauter, 1999). The upper panels of
Figure 13.8 compare the glucose and insulin responses to an
intravenous glucose tolerance test performed at 9:00 a.m. on
the 5th day of sleep restriction and the 5th day of sleep
extension. The parameters of glucose tolerance in the state
of sleep debt were consistent with the clinical condition of
impaired glucose tolerance. Insulin secretion during the first
phase of the response was markedly dampened, as occurs in
the early stages of diabetes. The lower panels of Figure 13.8
compares the profiles of sympatho-vagal balance, evening
cortisol levels, and nocturnal GH secretion for the two
bedtime conditions. In the state of sleep debt (compared to
the fully rested condition), sympathetic nervous activity was
elevated, evening cortisol levels were higher, and nocturnal
GH secretion was prolonged (Spiegel et al., 2000). All three
alterations are likely to have contributed to the decrease
in glucose tolerance. Decreased brain glucose utilization,
which has been documented in sleep-deprived subjects by
PET (positron-emission tomography) studies (Thomas et al.,
2000), probably contributed also to this metabolic alteration.
These results indicate that partial sleep loss under chronic
conditions could have long-term adverse health effects and
accelerate the development or increase the severity of age-
related diseases such as diabetes and hypertension.

Profound alterations of neurobehavioral function were also
observed after 1 week of sleep restriction. Ratings of subjec-
tive sleepiness and reaction times on tests of cognitive perfor-
mance were markedly increased, whereas mood scores were
significantly lower. These alterations were more severe in the
morning than they were later in the day, and a robust diurnal
variation of mood and vigilance similar to that seen in de-
pressed subjects was apparent. Remarkably, many of the en-
docrine, neurobehavioral, and metabolic alterations observed
in these healthy young adults after 1 week of severe sleep cur-
tailment were similar to well-documented markers of aging.

Shift Work

Although shift work has been part of modern life for
several decades and is voluntarily accepted by millions of
workers, it is a major health hazard involving an increased
risk of cardiovascular illness, gastrointestinal disorders, in-
somnia, mood disorders, and infertility (Knutsson, Akerstedt,
Jonsson, & Orth-Gomer, 1986). The consequences of shift
work are associated with the chronic misalignment of physi-
ological circadian rhythms, the activity-rest cycle, and the

unavoidable sleep loss that results. Shift work creates condi-
tions in which some zeitgebers (e.g., an artificial LD cycle)
and additional phase-setting factors such as the rest-activity
cycle, are shifted while others remain unaltered—for exam-
ple, the natural LD cycle and the routines of family and social
life. Nearly all shift work schedules involve days off every
few days, and the worker then usually attempts to revert to
daytime activity and nighttime sleep. Thus, shift workers live
in an unstable situation of conflicting zeitgebers that almost
never allow a complete alignment of endogenous circadian
rhythmicity with the sleep-wake/rest-activity cycle and is
characterized by a chronic internal desynchrony (Weibel,
Spiegel, Follenius, Ehrhart, & Brandenberger, 1996). Com-
ponents of overt rhythms that are controlled primarily by
sleep-wake homeostasis (such as sleep-related GH and pro-
lactin secretion) adapt to the shifted schedule, whereas com-
ponents reflecting circadian timing (such as the diurnal
variation of cortisol secretion) showed little (if any) adapta-
tion. Recent polls have indicated that shift workers are also
among the most sleep-deprived segment of the population,
with mean sleep duration averaging only 6.5 hours in 2000
(E. O. Johnson, 2000). Thus, in addition to circadian mis-
alignment, shift work is also a condition of chronic sleep
debt. Not surprisingly, night work is associated with deficits
in performance and vigilance, diminished productivity, and
increased accident rates.

The need for strategies to cope with shift work is obvious,
particularly in view of the fact that the chronic use of hyp-
notics in shift work has deleterious rather than beneficial
effects. Scheduled exposure to bright light during night
work and complete darkness during daytime sleep can accel-
erate circadian adjustment to a night schedule and improve
nighttime alertness and performance (Czeisler et al., 1990;
Dawson & Campbell, 1991; Eastman, Stewart, Mahoney,
Liu, & Fogg, 1994). This strategy is of limited use for the ma-
jority of shift workers, who rarely stay long enough on a given
schedule to benefit from this type of intervention. Another ex-
perimental approach for improving adaptation to night work
is the use of melatonin (Folkard, Arendt, & Clark, 1993). This
treatment theoretically combines the phase-shifting effects of
the drug with the facilitation of daytime sleep. However, the
few controlled trials performed have given mixed results;
moreover, optimization of timing of administration, dosage,
and formulation need to be evaluated further (Arendt, Skene,
Middleton, Lockley, & Deacon, 1997).

Transmeridian Flights and Jet Lag

Upon arrival of a transmeridian flight, the travelers are
confronted with a desynchronization between their internal

Conditions of Abnormal Sleep and Circadian Regulation 369



370 Sleep and Biological Clocks

Sleep Restriction

Response to Intravenous Glucose at 09

Morning Sympatho-Vagal Balance

Evening Free Cortisol Levels in Saliva

Nocturnal Growth Hormone Secretion

Sleep Extension

Time (min)

G
lu

co
se

(m
g

/d
l)

In
su

lin
(p

M
)

C
o

rt
is

o
l

(n
g

/m
l)

G
H

 S
ec

re
to

ry
 R

at
e

Time (min)

Clock Time Clock Time

Clock Time Clock Time

Figure 13.8 Upper panels: Glucose and insulin responses to an intravenous glucose tolerance test performed at 9:00 a.m. on the 5th day of sleep restriction to
4 hours per night and the 5th day of sleep extension to 12 hours per night in 11 healthy young men. Adapted from Spiegel et al., 1999. Lower panels: Profiles of
sympatho-vagal balance (derived from measures of heart rate variability), evening cortisol levels, and nocturnal GH secretion for the two bedtime conditions.
Adapted from Spiegel et al., 1999.
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circadian rhythms and the periodicity of the new external en-
vironment. The lack of synchronization is associated with
symptoms of fatigue, impaired mental and psychomotor
performance, subjective discomfort, sleep disturbances, and
gastrointestinal disorders. Phase-shifts of human circadian
rhythms have been studied after actual jet lag as well as
after abrupt displacements of the LD cycle, the sleep-wake
cycle, or both, designed to reproduce in the laboratory the
desynchrony that occurs in jet lag.After an abrupt shift caused
by real or simulated jet lag, adaptation is not immediate and
requires several days. The rate at which reentrainment occurs
differs among variables, and in general it is slower for overt
rhythms that are strongly dependent on the circadian system
(such as those of cortisol and melatonin secretions) than it is
for those that are markedly modulated by sleep-wake homeo-
stasis (such as prolactin and GH secretions).

As a result of differences in the rate of adaptation for dif-
ferent physiological subsystems, abnormal phase relation-
ships between overt rhythms occur during the period of
adaptation. Therefore, jet lag involves not only desynchro-
nization between internal and external rhythms, but also a
perturbation of internal temporal organization of physiologi-
cal functions. The overall rate of adaptation depends on the
strength of the zeitgebers, and it can be as low as half an hour
per day or as high as 3 hours per day. Moreover, the rate of
adaptation is not constant: Adaptation occurs at a faster pace
during the first few days and progresses at a slower rate there-
after (Aschoff, Hoffmann, Pohl, & Wever, 1975). The rate of
adaptation is also dependent on the direction of the shift:
Adaptation usually occurs faster after a delay shift (traveling
westward) than after an advance shift (traveling eastward;
Aschoff et al., 1975). This difference is generally believed to
be due to the fact that the endogenous circadian period of hu-
mans is longer than 24 hours; therefore, adjustment by delays
is more easily achieved than is adjustment by advances. There
is strong evidence to suggest that reentrainment after a trans-
meridian flight is facilitated by exposure to bright light at ap-
propriate circadian phases (Hirschfeld et al., 1996; Wever,
1986). The major difficulty is the timing of light exposure on
successive days after the shift. As circadian phase dynami-
cally changes, it is practically impossible (given our current
state of knowledge) to predict the optimal timings of light ex-
posure beyond the first day after the shift. It is widely believed
that adherence to the local social and meal schedule upon ar-
rival will accelerate the adaptation to jet lag, but this has not
been rigorously demonstrated. Laboratory studies suggest
that physical exercise scheduled during the period corre-
sponding to the nighttime prior to travel is capable of phase-
delaying human rhythms and therefore facilitates adaptation
to a delay (i.e., westward) shift (Buxton et al., 1997; Van

Reeth et al., 1994). Appropriately timed use of benzodi-
azepine hypnotics can also facilitate adaptation to jet lag
(Buxton, Copinschi, Van Onderbergen, Karrison, & Van
Cauter, 2000).

Pathological Alterations

Insomnia

Insomnia is the experience or complaint of poor quality or
quantity of sleep. Three categories of insomnia can be distin-
guished: onset insomnia (difficulty falling asleep), mainte-
nance insomnia (waking up frequently during the night), and
termination insomnia (waking up too early and not being able
to fall asleep again). Insomnia is one of the most common
complaints encountered by physicians working in primary
care settings. In Western industrial countries, approximately
one third of the adult population reports at least occasional
difficulties sleeping (Ancoli-Israel & Roth, 1999). The preva-
lence of chronic insomnia is approximately 10% (Hajak,
2000; E. O. Johnson, 2000; Stepanski, Zorick, Roehrs, &
Roth, 2000) and increases with age: Approximately one third
of subjects older than 65 years are estimated to suffer from
chronic insomnia. Insomnia occurs about 1.5 times more
often in women than in men; this is especially true for peri-
menopausal and postmenopausal women (Hublin, Kaprio,
Partinen, & Koskenvuo, 2001).

Untreated insomnia may have severe consequences for
the health and well-being of the patient. Insomnia is fre-
quently associated with sleepiness, fatigue, impairments in
daytime functioning, inability to concentrate, lack of alert-
ness, memory troubles, and mood disorders (DSM-IV, 1994).
Individuals with chronic insomnia report elevated levels of
stress, depression, anxiety, muscle aches, and medical ill-
nesses (Aldrich, 2000). In addition, those with chronic in-
somnia reported 2.5 times more fatigue-related car accidents
than did good sleepers. A recent study has demonstrated that
the HPA axis is hyperactive in persons with insomnia
(Vgontzas et al., 2001). As in studies of experimental sleep
deprivation or sleep restriction, cortisol levels are higher in
the evening and during the night. This endocrine alteration
could play a role in the mood and memory disturbances that
are frequently associated with insomnia, as well as promote
the development of insulin resistance.

Obstructive Sleep Apnea

Obstructive sleep apnea syndrome (OSAS) is characterized
by episodes of complete or partial pharyngeal obstruction
during sleep accompanied by excessive daytime sleepiness.
The main symptoms of OSAS are loud and irregular snoring,
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restless and nonrefreshing sleep, and daytime fatigue. A char-
acteristic pattern of apneic episodes is brief gasps or loud
snoring that alternate with episodes of silence typically
lasting 20–30 s. Breathing is impaired because there is a
reduction in muscle tone at sleep onset and a change in the
central control of respiration during sleep (Roth & Roehrs,
2000). These two events result in an abnormality in the
anatomy of the upper airway—specifically, the narrowing of
the pharynx. The prevalence of the syndrome is between 2%
and 5% of the population, but it may be as much as 8% in
men 40–59 years of age (Hublin et al., 2001). The strongest
risk factors for OSAS are obesity and age of more than
65 years; male gender has also been shown to be a risk factor.
Sleep apnea is a major risk factor for hypertension, heart at-
tacks, and stroke. The severe daytime sleepiness that is often
associated with OSAS results in a major safety risk for the
patient and his or her environment.

The established treatment for moderate to severe OSAS is
continuous positive airway pressure (CPAP) therapy via
nasal masks. OSAS causes sleep fragmentation and is usually
associated with suppression of SWS sleep, REM sleep, or
both. Successful treatment of OSAS (as with CPAP) pro-
duces a more consolidated sleep pattern with huge rebounds
of SWS or REM sleep and prompt relief of daytime sleepi-
ness (Carskadon & Dement, 2000). In addition, treatment
with CPAP resulted in a clear increase in the amount of GH
secreted during the first few hours of sleep (Cooper, White,
Ashworth, Alberti, & Gibson, 1995; Saini et al., 1993).

Delayed and Advanced Sleep Phase Syndrome

Delayed sleep phase syndrome is considered a circadian
rhythm sleep disorder. It is characterized by a chronic inability
to fall asleep at a normal bedtime and to awake in the morning
(Weitzman et al., 1981). It has been proposed that the basis of
this disorder is an inability to advance the timing of the circa-
dian sleep-wake cycle after it has been delayed to an abnormal
phase by late bedtimes during a weekend or after transmerid-
ian travel. Nonpharmacological chronotherapy involving re-
peated scheduled exposure to bright light is the treatment of
choice for this disorder (Rosenthal et al., 1990).

In contrast, in the advanced sleep phase syndrome, the
timing of the major sleep episode is advanced in relation to
normal bedtime, resulting in symptoms of extreme evening
sleepiness and early morning awakening. The complaint of
waking up earlier than desired is common in older adults, but
extreme cases of advance sleep phase are very rare. Two re-
cent studies (Jones et al., 1999; Reid et al., 2001) have de-
scribed families with the advanced sleep phase syndrome;
both have concluded that the trait segregates with an autoso-

mal dominant mode. At least one form of familial advanced
sleep phase syndrome appears related to an abnormally short
endogenous circadian period (Jones et al., 1999) apparently
caused by a mutation altering the function of a circadian
clock gene, hPer2 (Toh et al., 2001).

CONCLUSIONS

The present review has attempted to summarize the evidence
indicating that every facet of our neurobiology and psychol-
ogy undergoes consistent temporal variations on a 24-hour
time scale. These temporal variations are largely determined
by the interaction of two central nervous systems that keep
track of time—circadian rhythmicity and sleep homeostasis.
The impact of these two time-keeping systems is ubiqui-
tous across all aspects of human function and—for some
systems—the combined effects of circadian rhythmicity and
sleep regulation may result in modulatory effects that are as
large as those associated with the transition from normal to
pathological function. The advent of artificial light and the
emergence of a 24-hour society in industrialized countries
have resulted in major disruptions of the natural control of the
temporal organization of human activities, with major conse-
quences for mental and physical well-being, safety, and pro-
ductivity. During recent years, there has been a rapid increase
in the understanding of the neuroanatomical and molecular
mechanisms underlying the generation and transmission of
the circadian signal and the initiation, duration, and quality of
sleep. These advances offer the hope that strategies that im-
prove sleep quality—particularly in older adults and in those
suffering from chronic sleep loss—will have benefits for
mental and physical health. The rapid progress in basic circa-
dian biology holds the promise that conditions of circadian
misalignment such as those that occur in jet lag and shift
work will become treatable in a not-so-distant future.
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One of the cardinal features of behavior is that it is goal-
directed. Animals seek food or water; they avoid predators
and explore novel environments. Humans work overtime to
buy a new home, get up early to go to the gym, or put their
health and happiness in jeopardy to get drugs. The study of
motivation attempts to explain why such behaviors occur.
From early in the twentieth century when the term motivation
was first popularized, scholars have consistently described
both activation and direction as the key components of moti-
vated states (e.g., Bindra, 1969; Lashley, 1938; Woodworth,
1918). This notion suggests that in order to understand the
antecedent conditions that elicit behavior, one must be able to
explain how behavior is stimulated or initiated (i.e., activa-
tion) and the reason behavior takes one particular form over
another (i.e., direction).

The difficulty inherent in the study of such questions is ob-
vious: Hunger and craving are internal states and thus are not
directly observable or measurable. Early in the twentieth cen-
tury, when psychology was struggling to gain acceptance as a
science, J. B. Watson (Watson, 1913, 1919) and later B. F.

Skinner (Skinner, 1950) convincingly argued that psychol-
ogy must restrict itself to the study of observable, quantifi-
able phenomena in order to survive. For psychology this
subject matter was behavior. Skinner suggested that the sci-
ence of behavior would exclude “anything of an observed
fact which appeals to events taking place somewhere else,
at some other level of observation, described in different
terms, and measured, if at all, in different dimensions” (1950,
p. 193). In other words, he argued that anything falling
within the mental or neurobiological realms—and therefore
unobservable—should not be studied within psychology.

This argument had a profound effect on the study of moti-
vation. As motivation is essentially an unobservable phenom-
enon, many in the field eschewed its study in favor of more
observable and describable processes. Instead, research
focused on reward and reinforcement. As illustrated in Fig-
ure 14.1, motivation is an antecedent condition that instigates
behavior. In contrast, reinforcement is a consequence of in-
teraction with the goal object that presumably affects learn-
ing and subsequent motivation. In short, reinforcement
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affects learning, whereas motivation affects the performance
of learned behaviors. Unfortunately, inquiry into the neural
mechanisms involved in the production of goal-directed
behavior has predominantly ignored this distinction; the
primary reason was that reinforcement can be operationally
defined and measured. Thus, amount of reinforcement (e.g.,
number of food pellets) and consequent changes in behavior
(e.g., number of lever presses or time required to traverse an
alley) can be quantified. For this reason, Skinner (and those
who followed in his tradition) argued that motivationally
significant stimuli should be treated strictly as behavioral
reinforcers (Skinner, 1959).

The goal of the present chapter is to review the behavioral,
anatomical, and neurobiological evidence regarding the neural
substrates of motivated behavior. This involves examination
of a motive circuit within the basal forebrain. The motive cir-
cuit consists of two parallel circuits that play important roles in
the production of motivation and goal-directed behavior—one
predominantly associated with motor function and the other
primarily associated with limbic functions (see Figure 14.2,
Panel A). It is hypothesized that the motor circuit is critical for

Figure 14.1 Schematic of the relationship between motivation, goal-
directed motor behavior, and reinforcement. This chapter focuses on the mo-
tive circuit involved in translating motivationally relevant environmental
stimuli into goal-directed action.

Figure 14.2 Motivational circuitry illustrating the limbic and motor subcircuits (Panel A) and the primary neurotransmitters (Panel B) utilized by the
circuit. MD: mediodorsal nucleus of the thalamus; NA: nucleus accumbens; PFC: prefrontal cortex; PFCd: dorsal prefrontal cortex; PFCV: ventral pre-
frontal cortex; S Nigra: substantia nigra; VP: ventral pallidum; VPl: dorsolateral ventral pallidum; VPm: ventromedial ventral pallidum; VTA: ventral tegmental
area.
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the production of well-learned behavioral responses, whereas
the limbic circuit is important for processing environmental
stimuli and transmitting this information to portions of the
motor circuit, thus instigating novel and practiced adaptive
motor responses. Within this circuit, dopamine, glutamate,
gamma-aminobutyric acid (GABA), and neuropeptides are
neurotransmitters (see Figure 14.2, Panel B), each conveying
potentially distinct information affecting motivation. The pre-
sent review is organized around the neruotransmitters in this
circuit and in reference to the following hypotheses.

1. Glutamate stimulates behavior and the anatomical origin
of the activated glutamatergic afferents provides motor
memory to provoke the appropriate behavioral response.
In addition, under the appropriate conditions glutamate
transmission promotes neuroplasticity permitting learning
and behavioral adaptations to occur.

2. Dopamine supports plasticity and learning by engaging
the appropriate cellular machinery to modify neuronal
communication, especially excitatory trasmission.

3. GABA regulates overall circuit tone and thereby serves to
bind or sustain an animal’s motivational state until the
goal object can be achieved.

4. Neuropeptides contribute to subjective valence.

Thus, the neuroanatomical and neurochemical organization of
the motive circuit provides the neural basis of motivation and
reinforcement and functions to elicit adaptive motor responses
in the presence of motivationally significant stimuli.

ANATOMY OF THE MOTIVE CIRCUIT

Historical Perspectives

Early biological studies of motivated behavior focused on the
importance of a few individual nuclei in the production of
adaptive motor responses. In this respect, the amygdala gar-
nered early attention—beginning with demonstration that bi-
lateral ablation of temporal lobe, including the amygdala,
resulted in dramatic changes in emotionality. Formerly ag-
gressive monkeys became tame and willing to approach
normally fear-inducing objects (Klüver & Bucy, 1939). Sub-
sequently, animals with amygdala lesions were shown to
have impaired avoidance responding to stimuli that signaled
shock (Weiskrantz, 1956) as well as impaired visual discrim-
ination for food reward (B. Jones & Mishkin, 1972). Thus,
amygdaloid lesions seemed to produce a deficit in the ability
to identify and respond appropriately to biologically signifi-
cant stimuli. These studies, when combined with anatomical

studies demonstrating the amygdala’s connectivity with
sensory, autonomic, and motor structures (e.g., Aggleton,
Burton, & Passingham, 1980; Herzog & Van Hoesen, 1976;
Nauta, 1961) suggested a critical modulatory function in reg-
ulating motivated behavior.

The other brain region most frequently implicated in the
control of motivated behavior was the nucleus accumbens
(NA). In 1954, Olds and Milner discovered that animals would
work for electrical simulation of the medial forebrain bundle
(Olds & Milner, 1954). Later demonstrations that this effect
was largely due to stimulation of dopaminergic afferents to the
NA (e.g., Corbett & Wise, 1980; Fibiger & Phillips, 1986)—
coupled with emerging evidence that the neurochemical mode
of action of many drugs of abuse depended on the accumbens
(e.g., Kornetsky & Espositio, 1979; Wise, 1982)—indicated a
central role in goal-directed behavior. Behavioral evidence,
considered in conjunction with the connectivity of the NA
with limbic and cortical structures, suggested a probable role
in behavior elicited by at least positive motivational stimuli.

Whereas research on the functions of the amygdala arose
from a tradition interested in examining its emotional and
motivational properties, research on the NA arose from a tra-
dition primarily interested in identifying the neural substrates
of reinforcement and reward, an endeavor that has only re-
cently begun to implicate the amygdala. Thus, one perspec-
tive valued motivation as a concept, whereas the other was
more Skinnerian in orientation. In the now-classic formula-
tion, Mogenson, Jones, and Yim (1980) moved beyond both
the separate ideologies and the single nucleus approach in
order to suggest that the amygdala and NA form part of a cir-
cuit that functions to integrate limbic information and elicit
appropriate behavioral responses. This circuit—termed
herein the motive circuit—was presumed to integrate signals
from limbic structures about motivationally important stim-
uli and recruit motor structures to elicit adaptive behavioral
output (i.e., translate motivation into action). More recently,
Heimer, Alheid, and Zahm (1993) formalized the anatomical
interrelationships between the amygdala and NA in motiva-
tion as the extended amygdala. This interconnected series of
nuclei—including the central nucleus of the amygdala, bed
nucleus of the stria terminalis, medial ventral pallidum (VP),
and ventromedial NA—is hypothesized to be a prime con-
tributor of emotional context.

Subcortical Circuitry

Figure 14.2 shows a schematic picture of the circuitry that
has been implicated in translating motivational stimuli into
the production of goal-directed behavior. A central compo-
nent of the motive circuit is a trio of interconnected nuclei
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that display tight topographical organization such that they
form two parallel loops through the ventral mesencephalon,
ventral striatum, and ventral pallidum (see Figure 14.2,
Panel A). The mesoaccumbens system consists of a well-
documented dopaminergic projection from the ventral
tegmental area (VTA) to the nucleus accumbens in the ven-
tral striatum (Beckstead, Domesick, & Nauta, 1979; Fallon &
Moore, 1978), although up to 20% of the pathway contains
GABA (Carr & Sesack, 2000a). This projection is reciprocal
and topographically organized such that the VTA innervates
and receives innervation from ventromedial portions of the
nucleus accumbens, termed the shell (NAs; Heimer, Zahm,
Churchill, Kalivas, & Wohltmann, 1991; Swanson, 1982).
Accumbal projections to the VTA contain GABA, dynorphin,
and substance P (Churchill, Dilts, & Kalivas, 1990; Napier,
Mitrovic, Churchill, Klitenick, & Kalivas, 1995). While the
VTA also innervates the medial portions of the accumbens,
termed the core (NAc; Heimer et al., 1991), reciprocal pro-
jections with the NAc arise from the substantia nigra (SN),
which is classically considered a component of the ex-
trapyramidal motor system (Heimer et al., 1991).

The topography of the loop is maintained in the efferents
from the NA to the VP. Thus, the NAs projects to ventrome-
dial portions of the VP (VPm), while the NAc projects pri-
marily to the dorsolateral, subcomissural VP (VPl; Zahm &
Heimer, 1990). The striatopallidal projections have been
shown to contain GABA, enkephalin, substance P, and neu-
rotensin (NT; Churchill et al., 1990; Napier et al., 1995),
whereas reciprocal projections seem to be primarily
GABAergic (Churchill & Kalivas, 1994). Like the NA, the
VP exhibits medioloateral topography in its innervation of
the mesencephalon, with the VPm providing GABAergic
innervation of the VTA and the VPl innervating the SN
(Kalivas, Churchill, & Klitenick, 1993b; Zahm & Heimer,
1990). However, reciprocal innervation of the VP is not as
discrete. The VTA projects to both the VPm and the VPl,
while the SN shows little if any innervation of the VP
(Klitenick, Deutch, Churchill, & Kalivas, 1992).

Prefrontal Cortical Input

Afferent innervation of the subcortical circuit arises from a
number of sources. Primary among these is the medial pre-
frontal cortex (PFC) because it maintains topographic con-
nectivity with both the VTA and the NA, and thus forms an
extension of the parallel subcortical circuitry. Both the dorsal
(PFCd) and ventral (PFCv) prefrontal cortices receive meso-
cortical dopamine projections from the VTA (Füxe, Hökfelt,
Johannson, Lidbrink, & Ljungdahl, 1974), which—like the
mesoaccumbens system—has a significant (up to 40%)

GABAergic component (Carr & Sesack, 2000a). Addition-
ally, both the PFCd and the PFCv send reciprocal projections
back to the VTA, and the PFCd also sends a projection to SN
(Sesack, Deutch, Roth, & Bunney, 1989). Whereas the PFCv

and PFCd show some degree of mediolateral topography in
corticofugal innervation of the ventral mesencephalon, the
PFC displays very discrete target specificity in its innervation
of the NA. The dorsal PFCd projects selectively to the NAc,
and the PFCv projects to the NAs (Berendse, Galis-de Graaf,
& Groenewegen, 1992; Sesack et al., 1989). The main trans-
mitter of the efferent PFC projections is glutamate (e.g.,
Christie, Summers, Stephenson, Cook, & Beart, 1987;
Fonnum, Storm-Mathiasen, & Divac, 1981).

Allocortical Afferents

In addition to excitatory afferents arising from the PFC are al-
locortical glutamatergic inputs, including those from the baso-
lateral amygdala (BLA) and the hippocampus (Figure 14.3).
The BLA sends excitatory glutamatergic projections to
many nuclei within the motive circuit, including the NA
(Wright, Beijer, & Groenewegen, 1996), medial prefrontal
cortex (mPFC; Bacon, Headlam, Gabbott, & Smith, 1996;
McDonald, 1996), VTA (Otake & Nakamura, 2000), VP
(Grove, 1988) and mediodorsal thalamus (MD; Reardon &
Mitrofanis, 2000). In turn, the BLA receives a reciprocal
dopaminergic projection from the VTA (Brinley-Reed &
McDonald, 1999), as well as afferents from the mPFC
(Groenewegen, Berendse, Wolters, & Lohman, 1990;
McDonald, Mascagni, & Guo, 1996) and VP (Groenewegen,
Berendse, & Haber, 1993). Notably, the BLA is also densely
innervated by thalamus and sensory cortex (Groenewegen
et al., 1990), suggesting that it integrates sensory informa-
tion about reinforcing stimuli and can then relay this informa-
tion to the motive circuit.

In addition to the BLA, it is also important to consider the
innvervation of the VTA and substantia nigra from the central
nucleus of the amygdala (Haber & Fudge, 2000). This is
thought to be a primary source of enkephalin and neurotensin
innervation to the VTA. Likewise, the VTA has a substantive
dopaminergic and GABAergic projection to the central nu-
cleus. As part of the extended amygdala (discussed later in
this chapter), the central nucleus also provides innervation to
the VPm and NAs (Heimer et al., 1993). Precisely how the
BLA and central nucleus integrate motivationally relevant
stimuli and promote learning is a subject of much recent ex-
perimental scrutiny; the reader is referred to excellent articles
on this topic (Hatfield, Han, Gallagher, & Holland, 1996;
Hitchcott & Phillips, 1998; Parkinson, Robbins, & Everitt,
2000). However, it is noteworthy for purposes of this review
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Figure 14.3 Overall view of the motive circuit highlighting the translation of motivational stimuli into adaptive behavioral responses. The stimuli are processed
in cortical and allocortical regions and transmitted to the subcortical nuclei, which then communicate to the motor systems. The mediodorsal thalamus is illus-
trated between cortical and subcortical structures due to its role as a conduit of information back to the cortex from subcortical circuitry.

that the central nucleus receives dense excitatory input from
the BLA and not only acts as a conduit for providing
peptidergic modulation of some nuclei in the motive cir-
cuit, but also provides adaptive modulation of autonomic re-
sponses to motivationally relevant stimuli.

The hippocampus—primarily via the ventral subiculum—
sends glutamatergic efferents to the NA (Groenewegen,
Vermeulen-Van der Zee, Te Kortschot, & Witter, 1987;
Kelley & Domesick, 1982) and PFC (Carr & Sesack, 1996),
but not to the VP (Yang & Mogenson, 1985). It receives a
dopaminergic projection from the VTA (Gasbarri, Verney,
Innocenzi, Campana, & Pacitti, 1994).

Motor and Limbic Subcircuits

An inspection of Figure 14.2 (A) and the preceding descrip-
tion reveals that there are two subcircuits that comprise the
larger motive circuit—one comprosed of predominantly lim-
bic structures and one of primarily of motor structures. Thus,
the VTA, NAs, and VPm are associated with limbic structures
like the PFCv, BLA, hippocampus, and bed nucleus of the
stria terminalis (BNST). In fact, recent conceptualizations of

the ventral forebrain suggest that the centromedial amygdala,
sublenticular VP, BNST, and NAs form a continuous network
termed the extended amygdala (Kalivas, Churchill, &
Klitenick, 1993a). Conversely, the PFCd, NAc, VPl form con-
tacts with motor structures like the SN, motor cortex, pedun-
culopontine nucleus (PPN) and subthalamic nucleus. Thus,
there are two relatively closed loop systems that can integrate
motor and limbic information separately (see Kalivas et al.,
1993a, for more details).

Of course, for an individual to effectively integrate in-
coming motivational stimuli and emit appropriate behavioral
responses, there must be interplay between the motor and
limbic systems. There are two major pathways that permit
such interaction. The first is via the VTA that forms recipro-
cal connections with both the PFCd and the PFCv, as well as
both the NAc and NAs. Additionally, although it receives a
projection only from the VPm, it sends projections to both the
VPm and VPl. Thus the permissive topography of VTA effer-
ent projections within the motive circuit positions it to influ-
ence the activity of both the motor and limbic subcircuits.
The second means of interaction between these two systems
is the MD. The VP sends a prominent GABAergic efferent to
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the MD, with the primary contribution coming from the VPm

and only minor involvement of the VPl (Mogenson, Ciriello,
Garland, & Wu, 1987; Zahm, Williams, & Wohltman, 1996).
The MD does not send a reciprocal projection to the VP, but
there is reciprocal glutamatergic innervation of the PFCd

(Groenewegen, 1988; Kuroda, Murakami, Shinkai, Ojima, &
Kishi, 1995). Thus, the MD receives information from the
limbic circuit via the VPm but sends a projection to the motor
associated PFCd, consequently forming a bridge between
limbic and motor circuitry.

It is noteworthy that communication between the limbic
and motor subcircuits is rectified to permit more direct infor-
mation flow from limbic to motor, whereas flow in the re-
verse direction requires multisynaptic communication. Three
rectified projections service this preferential flow from limbic
to motor subcircuits, including (a) the dopaminergic and
GABAergic innervation by the VTA of the NAc and VPm,
(b) the GABAergic projection from the VPm to the MD, and
(c) the glutamatergic projection from the PFC to the NA. The
location of rectified information flow is strategic for the
movement of information from limbic to motor subcircuit,
and it has been suggested that information may spiral out-
wards from the more medial limbic nuclei to the more lateral
and dorsal motor nuclei in the motive circuit (Haber &
Fudge, 1997; Zahm & Brog, 1992).

Motivationally relevant information can exit the motive
circuit to the motor system via a number of different path-
ways. Hence, the VPl projects to the PPN, subthalamic nu-
cleus, SN, and subsequently to all parts of the extrapyramidal
motor system (Haber, Groenewegen, Grove, & Nauta, 1985).
There is also a projection to motor cortex that arises from the
PFCd (Zahm & Brog, 1992). Finally, the SN receives a pro-
jection directly from the NAc. Thus, the motive circuit has
several conduits by which it can influence motor behavior
following presentation of motivationally relevant stimuli.

DOPAMINERGIC EFFECTS ON
MOTIVATED BEHAVIOR

There is abundant evidence that midbrain dopamine systems
play an important role in motivated behavior (for reviews, see
Ettenberg, 1989; Koob, 1992; Wise, 1982). Thus, administra-
tion of dopamine receptor antagonist drugs has been shown to
disrupt responding for a variety of reinforcers, including food
and water (e.g., Ettenberg & Horvitz, 1990; Gerber, Sing, &
Wise, 1981), electrical brain stimulation (e.g., Fouiezos,
Hansson, & Wise, 1978; Stellar, Kelley, & Corbett, 1983), and
drugs of abuse (e.g., Bozarth & Wise, 1981; de Wit & Wise,
1977; Yokel & Wise, 1976). Despite the well-documented role

of dopamine (DA) in regulating goal-directed behavior, the
specific function that DA serves is emerging, but remains un-
certain. Theories suggest a role for DA in everything from
reward (e.g., Schultz, 1998; Wise & Rompre, 1989) to re-
sponse initiation or selection (Beninger, 1983; Salamone,
Kurth, McCullough, Sokolowski, & Cousins, 1993) to
motivation-wanting (Robinson & Berridge, 1993). The fol-
lowing is an attempt to integrate what is known about
dopaminergic function in order to frame its role in the produc-
tion of motivated behavior.

Many postulates suggest that midbrain DA neurons func-
tion in reward, indicating that they govern behavior di-
rected toward appetitive (rather than aversive) stimuli. Such
suggestions seem at best incomplete because DA neurons
have been shown to respond to presentation of aversive as
well as appetitive stimuli (e.g., Doherty & Gratton, 1992;
Louilot, Le Moal, & Simon, 1986). Additionally, DA receptor
antagonism has been shown to disrupt learning about aver-
sive stimuli (Salamone, 1994). Furthermore, DA neurons do
not fire in a temporal pattern consistent with a role in pleasure
or hedonics. Thus, after reward is expected, DA neurons have
been shown to respond not to presentation of the reward itself
but instead to presentation of a stimulus that is most predic-
tive of the reward—even before it is presented (Schultz,
Apicella, & Ljungberg, 1993). For these reasons, theories of
DA function that depend on notions of hedonics and reward
have largely been dismissed. However, the notion that DA
serves to increase the frequency of future behavior directed
toward a stimulus suggests in essence that DA functions in
appetitive learning situations is a topic to which we return
later in this chapter.

Dopamine Mediates the Learning of Motivational
Responding but Not the Emission of Motivated Behavior

Purported roles for DA in wanting or craving, as well as in re-
sponse initiation or response selection, are versions of moti-
vational theories of DAergic function and are very influential
in contemporary thinking about motivated behavior. They
suggest that DA is involved in the energizing or directing of
behavior toward the appropriate goal. However, behavioral
evidence suggests that DA receptor antagonism leaves moti-
vational processes very much intact. For example, animals
can be trained to run a straight alley when presented with an
olfactory cue (S+ ) predictive of either food or drug rein-
forcement in the goal box. Following DA receptor antagonist
treatment, such animals still traverse the alley normally when
presented with the reinforcement-predictive cue (McFarland
& Ettenberg, 1995, 1998). Furthermore, in subjects having
undergone training to run an alley for heroin reinforcement
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and a subsequent period of extinction (with no cues or
reinforcement available), haloperidol does not block the abil-
ity of the S + to reinstate drug-seeking behavior (McFarland
& Ettenberg, 1997). Additionally, the ability of an S + con-
ditioned in this fashion to elicit conditioned locomotor acti-
vation and a conditioned place preference remain intact
during dopamine receptor antagonist treatment (McFarland
& Ettenberg, 1999). Together these data strongly suggest that
the motivational capacity of the S + stimulus (i.e., its ability
to activate and direct behavior) remains intact despite DA
receptor blockade.

Studies examining the role of conditioned stimuli in
behavioral activation have produced comparable results.
Horvitz and Ettenberg (1991) showed that administration
of pimozide did not reduce locomotor activity in the presence
of a stimulus previously paired with food delivery. This
suggests that the motivational properties of food-paired
stimuli are left intact. Such data are also consistent with
demonstrations that environments or stimuli previously paired
with amphetamine reinforcement retained their conditioned
behavior-activating effects under dopamine receptor antago-
nist challenge (Beninger & Hahn, 1983; Beninger & Herz,
1986). Additionally, preferential responding on a lever associ-
ated with conditioned reinforcement is preserved following
dopaminergic denervation of the ventral striatum (Everitt &
Robbins, 1992; Robbins, Cador, Taylor, & Everitt, 1989).
Thus it seems that the motivating capacity of reinforcement-
associated cues remains intact following disruption of DA
function.

When subjects are actively engaged in operant responding,
administrationofaDAreceptorantagonistproducesoneof two
behavioral patterns. Low doses produce increases in respond-
ing similar to those seen when the reinforcer is diminished
(e.g., Ettenberg, Pettit, Bloom, & Koob, 1982; Schneider,
Davis, Watson, & Smith, 1990). High doses produce within-
session declines in operant behavior, similar to extinction
curves that result fromremovalof the reinforcer (e.g.,Gallistel,
Boytim, Gomita, & Klebanoff, 1982; Gerber, Sing, & Wise,
1981;Wise, 1978).The fact that in both situations, animals will
initiate responding and do so with normal (or near-normal) re-
sponse latencies suggests that the motivation of these subjects
to engage in goal-oriented behavior is very much intact.

Franklin and McCoy (1979) trained animals to press a lever
in order to receive electrical brain stimulation. They demon-
strated that when pretreated with pimozide, animals showed
an extinction-like pattern of responding. However, presenta-
tion of a conditioned stimulus (CS) that was previously paired
with brain stimulation reward successfully reinstated operant
responding. Thus, subjects maintained motivational respond-
ing to a reward-paired stimulus despite the reinforcement

decrement that presumably led to the progressive decline in
responding through the initial course of the session. Simi-
larly, Gallistel et al. (1982) showed that although dopamine
antagonists elevated brain reward thresholds for intracranial
stimulation in a runway paradigm, they did not prevent the
motivational effects of priming stimulation that incited
animals to run the alley in the first place. Taken together,
these data suggest that DA receptor antagonism—although it
is capable of blocking the ability of reinforcing stimuli to
maintain responding—does not alter the motivation to seek
reinforcement.

Further evidence that motivational processes remain intact
during DA receptor antagonism comes from choice experi-
ments. In such experiments, subjects are allowed to choose
between two alternative responses: one that leads to rein-
forcer delivery and one that does not. Doses of dopamine
receptor antagonist drugs that are sufficient to disrupt oper-
ant response rates have little effect on response choices in
lever-press (Bowers, Hamilton, Zacharo, & Anisman, 1985;
Evenden & Robbins, 1983) or T-maze (Tombaugh, Szostack,
& Mills, 1983) tasks. Rats still prefer to make a response that
has previously led to reinforcement over one that has not,
even following challenge with DA receptor antagonists.
Taken together, the data described suggest that the funda-
mental aspects of motivation remain intact despite disruption
of DA transmission.

Although the midbrain DA system does not seem to signal
either reward or motivation, it is clear that intact DAergic
function is important for both the acquisition and mainte-
nance of operant responding (for reviews, see Beninger,
1983; di Chiara, Acquas, Tanda, & Cadoni, 1993; Kiyatkin,
1995). Thus, DA must serve a function related to the learning
and maintenance of motivated responding, while the emis-
sion of previously learned behavior progresses independent
of dopamine receptor activation.

Dopamine-Stimulated Plasticity Within
Motivational Circuitry

An examination of the firing pattern of DA neurons reveals
that most DA neurons display phasic activation after novel
stimuli and after delivery of primary reinforcers (e.g., food).
Additionally, when a biologically significant stimulus is pre-
dicted by an environmental cue, with experience DA neurons
come to respond to the predictive cue rather than to the rein-
forcer itself. Such changes in firing rate produce a pattern of
responding whereby DA neurons increase firing to better-
than-expected outcomes, remain unaffected by predictable
outcomes, and decrease firing in response to worse-than-
expected outcomes (for a review, see Schultz, 1998). Thus,
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DA neurons respond to the difference between actual reward
and expected reward, not the presence of reward itself. This
suggests that the function of DAwithin the production of goal-
directed behavior is to signal the need to create an adaptive be-
havioral response—that is, to promote neuronal plasticity.

Such a suggestion is consistent with evidence regarding
the anatomical location of DA synapses. As described earlier,
the primary dopaminergic projections within the motive cir-
cuit are the mesolimbic and mesocortical systems (Beckstead
et al., 1979; Fallon & Moore, 1978; Füxe et al., 1974). Thus,
dopamine synapses form on medium spiny neurons of the
NA (both core and shell) as well as pyramidal neurons of PFC
(both dorsal and ventral). Additionally, the BLA receives
dopaminergic innervation. Anatomical studies indicate that
DA afferents are well situated to modulate or gate the proba-
bility of cells being activated (O’Donnell & Grace, 1995).
Thus, DA synapses in both the PFC and NA tend to be located
proximal to excitatory contact (Sesack & Pickel, 1990; Yang,
Seamans, & Gorelova, 1999)—for example, in the NA, exci-
tatory inputs form on the head of the spine and dopamine
terminals synapse on the neck (Carr, O’Donnell, Card, &
Sesack, 1999; Smiley & Goldman-Rakic, 1993). Thus, from
a purely anatomical perspective, DA synapses seem to be
poised to modulate incoming excitatory information.

Ample electrophysiological data also suggest that DA is
capable of modulating the efficiency of neuronal responses to
other inputs—particularly to glutamate—either supporting or
diminishing neuronal activity, depending on the quality of ex-
citatory inputs received by target cells (O’Donnell & Grace,
1995). Both pyramidal cells in the mPFC and spiny cells
of the accumbens have been shown to exist in a bistable
state (Bazhenov, Timofeev, Steriade, & Sejnowski, 1998;
O’Donnell & Grace, 1995; Timofeev, Grenier, & Steriade,
1998; Yim & Mogenson, 1988). Thus, cells fluctuate between
a down state in which membrane potential is relatively hyper-
polarized and an up state in which membrane potential is rel-
atively depolarized. Dopamine tends to inhibit cells in the
down state but tends to excite cells in the up state (Hernandez-
Lopez, Bargas, Surmeier, Reyes, & Galarraga, 1997; Kiyatkin
& Rebec, 1999, O’Donnell, Greene, Pabello, Lewis, & Grace,
1999; Yang & Seamans, 1996). Thus, if there is more depolar-
izing (i.e., glutamatergic) input to a cell, DA D1 receptor acti-
vation increases the duration of depolarization via increasing
a calcium conductance (Hernandez-Lopez et al., 1997). In the
absence of depolarizing input, DA will support the inactive
state via D2 receptor activation of potassium conductances
(O’Donnell & Grace, 1996).

Dopamine appears to serve a similar role within the BLA,
where there are two types of neurons—inhibitory interneurons

and pyramidal-like projection neurons. Stimulation of DA re-
ceptors in the BLA increases the firing rate of interneurons,
thereby decreasing the firing rate of projection neurons. Fur-
thermore, DA attenuates activation of pyramidal cells in the
BLA that is elicited by electrical stimulation of the PFC and
MD while potentiating the responses evoked by electrical
stimulation of sensory association cortex (Rosenkrantz &
Grace, 1999). This organization is suggested to produce a
global filtration of inputs such that—upon presentation of an
affective stimulus—there is a potentiation of the strongest
sensory input and a concomitant dampening of cortical inhibi-
tion, thereby augmenting the response to affective stimuli.
When considered as a whole, DAseems to increase the signal-
to-noise ratio and consequently gate the flow of information
within the motive circuit (Le Moal & Simon, 1991;
Rosenkrantz & Grace, 1999).

The pattern of DAinnervation of its target structures is also
consistent with a general filtration and modulatory function.
Dopaminergic projections to target structures are very diver-
gent, with each axon being highly ramified (Anden, Füxe,
Hamberger, & Hökfelt, 1996; Percheron, Francois, Yelnik, &
Fenelon, 1989). Nearly every striatal neuron and many corti-
cal neurons receive dopaminergic innervation. Additionally,
these neurons display homogeneous and synchronous respon-
sivity following presentation of motivationally significant
stimuli that activate DA cells. Thus, DA neurons broadcast a
global wave of activity to the NA and PFC, rather than a stim-
ulus- or response-specific signal (Schultz, 1998). Such a pat-
tern of responding is suited to simultaneous modulation of
ongoing activity in these forebrain and allocortical structures.

A Role for Dopamine-Induced Plasticity in
the Acquisition of Adaptive Behavior

The data previously outlined suggest that behavioral re-
sponding to motivationally relevant stimuli proceeds in at
least two phases: the acquisition of a response and the main-
tenance of a response. During the acquisition phase, synaptic
DA is increased by presentation of primary reinforcers or
novel stimuli. This DA signal can specifically strengthen
those synapses receiving simultaneous excitatory glutamater-
gic input (e.g., corticostriatal or amygdalostriatal). In this
fashion, DA would serve to facilitate the learning of adaptive
behavioral responses, as well as increase access of limbic and
cortical structures to the motor system. With repeated presen-
tations of motivationally relevant stimuli (either primary or
conditioned), these same excitatory inputs would be recruited
and strengthened such that they no longer require DAergic
influence to elicit motor output. Thus, the primary function of
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DA is to facilitate synaptic (and behavioral) plasticity, rather
than to directly elicitat motor responses. This helps to explain
why behavioral data show that animals do not acquire behav-
ioral responses when DA transmission is disrupted and nev-
ertheless exhibit previously learned behaviors (discussed
previously). This explanation is also consistent with the ob-
servation that the activity of DA neurons fails to discriminate
among different salient stimuli—regardless of valence—or
among different sensory modalities. Thus, DA facilitates the
learning of goal-directed responses in general, rather than
specific motor responses to specific stimuli.

The involvement of DA in both the acquisition and main-
tenance of operant responding has been difficult to explain
with a single theory of DA function. Theories emphasizing
the modulatory effects of DA in learning can explain acquisi-
tion effects; however, they typically fail to explain effects on
maintenance. Thus, if the inhibition of DA neurotransmission
blocks plasticity, it should cause a kind of behavioral and
neuronal inflexibility that leads to a decrease in responding
for reinforcers and a perseverance in previously learned be-
havioral patterns. However, if one remembers that both in-
creases and decreases in firing rates of DAergic neurons have
functional implications, then a possible explanation presents
itself. As discussed earlier, increases in DA firing rates seem
able to support behavioral and neuronal plasticity leading to
the learning of new adaptive responses. Similarly, depressed
DA transmission (like that resulting from DA receptor antag-
onism) provides a signal indicating a less-than-expected out-
come. From a functional perspective, such an error signal
could lead to compensatory adaptations that would weaken
the strength and persistence of the preceding behavior. Thus,
it seems possible that both an augmentation and a diminution
in DA cell firing rates would elicit behavioral plasticity re-
sulting in a change in behavioral output.

GLUTAMATE AND MOTIVATED BEHAVIOR

Evidence regarding the role of glutamate in the production of
motivated behavior has been slower to emerge; this is largely
due to the ubiquitous distribution of glutamate within the brain
and the relative difficulty in interpreting neurochemical
changes in glutamate transmission (McGeer, Eccles, &
McGeer, 1987; Timmerman & Westerink, 1997). The presence
of glutamate in so many regions has made systemic adminis-
tration of glutamatergic drugs difficult to characterize in terms
of site of action. For this reason, many of the behavioral data
helping to elucidate the role of glutamate in goal-directed be-
havior are indirect. Some information comes from the memory

literature, in which food reinforcement is used to encourage
subjects to engage in memory-related tasks, and glutamate
plays a critical function in long-term potentiation (LTP), which
serves as a cellular model of learning and memory (Bliss &
Collingridge, 1993; Fonnum, Myhrer, Paulsen, Wangen, &
Oksengard, 1995). Thus, glutamate activity is required for the
cellular changes that are presumed to underlie learning and
memory. Additionally, alterations in glutamate function have
been shown to produce concomitant changes in goal-directed
behavioral indexes of memory function. Glutamate receptor
antagonists have been shown to impair LTP and the establish-
ment of spatial memory in mice (Morris, Anderson, Lynch, &
Baudry, 1986), whereas drugs that increase glutamate trans-
mission have been shown to improve memory performance in
both mice and individuals with schizophrenia (Firth et al.,
1995; Nishikawa, Takasima, & Toru, 1983). Glutamate recep-
tor agonists have been shown to increase speed of performance
in a radial-arm maze task and to improve retention of spatial
information (Davis et al., 1997). Thus, it seems that increased
glutamate transmission facilitates—whereas decreased gluta-
mate transmission impairs—a subject’s ability to earn rein-
forcement in a memory task.

Modulating Glutamate Transmission in
the Motive Circuit

The majority of evidence that glutamate acts in motiva-
tional circuitry to modulate motivated behavior comes from
studies of motor activity. Glutamate receptors are both
metabotropic (mGluR) and ionotropic (iGluR), and both
classes of receptor have been implicated in the production
of locomotor activation. Infusion of the iGluR agonistsAMPA
(alpha-amino-3-hydroxy-5-methyl-4-isoxazolepropionate)
and NMDA (N-methyl-D-aspartate) directly into the NA
results in locomotor activation that is DA dependent
(e.g., Boldry, Willins, Wallace, & Uretsky, 1991; Donzanti &
Uretsky, 1983). Stimulation of iGluRs in the VTA also
elicits motor activation, and this effect arises primarily via ac-
tivating dopamine neurons (Kalivas, Duffy, & Barrow, 1989).
Additionally,AMPAand NMDAboth stimulate motor activity
when infused into the VP (Churchill & Kalivas, 1999; Shreve
& Uretsky, 1989). This motor stimulation is blocked by inacti-
vation of the midbrain extrapyramidal area, but not by
inactivation of the MD (Churchill & Kalivas, 1999), suggest-
ing that glutamate receptor activation within the VP directly
activates motor output to the extrapyramidal motor system.
Whereas activation of the NA, VTA, or VP with iGluR ago-
nists elicit locomotor behavior, the infusion of AMPA
and NMDA receptor antagonists into the NA or VP decreases
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the hypermotility elicited by psychomotor stimulant drugs
(Willins, Wallace, Miller, & Uretsky, 1992). Furthermore,
either pharmacological or electrical stimulation of the ventral
subiculum results in hypermotility that is reversed by block-
ade of ionotropic receptors in the NA (Mogenson & Nielson,
1984; Pornnarin, Floresco, & Phillips, 2000), suggesting that
activation of the NA via stimulating glutamatergic afferents
also elicits locomotor activation.

Akin to iGluR stimulation, the ability of mGluR agonists
to elicit motor activation can be demonstrated in studies
showing that intra-accumbens infusion produces increased
locomotion when infused bilaterally (Attarian & Almaric,
1997; Kim & Vezina, 1997) and contralateral rotation when
infused unilaterally (Kaatz & Albin, 1995; Sacaan, Bymaster,
& Schoepp, 1992). Similarly, mGluR activation in the VTA is
capable of inducing dopamine-dependent motor activity
(Sacaan et al., 1992; Vezina & Kim, 1999), whereas blocking
mGluRs in the VTA produced no change in ongoing motor
activity (Kim & Vezina, 1998). Together, these studies
demonstrate that activating glutamate transmission can elicit
motor-activating effects in all subcortical nuclei of the mo-
tive circuit, including the VTA, nucleus accumbens, and VP.

Although the behavioral studies directly examining the
role of glutamate in the production of goal-directed behavior
are sparse relative to those investigating dopamine, recent
data suggest it plays a crucial role. Thus, in animals trained to
self-administer cocaine, stimulation of ionotropic glutamate
receptors within the NA elicits a reinstatement of drug-
seeking behavior following a period of abstinence (Cornish,
Duffy, & Kalivas, 1999). Furthermore, AMPA—but not
DA—receptor antagonism within the NA blocks the rein-
statement of drug-seeking elicited by cocaine injection
(Cornish & Kalivas, 2000). Moreover, blockade of NMDA
receptors—but not D2—receptors disrupts the guidance of
instrumental behavior in a reaction time task. Thus, in well-
trained animals, stimuli predicting larger or more favorable
reinforcement elicit faster responding than do stimuli predict-
ing smaller or less preferred reinforcement. Administration
of APV (2-amino-5-phosphonoraleric acid, an NMDA recep-
tor antagonist)—but not haloperidol—into the NA blocked
this shortening of reaction times, suggesting that glutamate
receptor activation was critically involved in eliciting such
fast responding (Hauber, Bohn, & Giertler, 2000). Addition-
ally, it has been demonstrated that blockade of AMPA-
kainate receptors within the NAs—but not the NAc—elicits
feeding behavior even in satiated rats (Maldonado-Irizarry,
Swanson, & Kelley, 1995), an effect that has been attrib-
uted to disruption of a tonic excitatory input to the shell,
thereby inhibiting the firing rate of a population of neurons
within the NA. Taken together, these behavioral data suggest

that glutamate input to the NA plays a critical role in elicit-
ing of goal-directed behaviors, including feeding and drug
seeking.

Organization of Glutamatergic Projections Within the
Motive Circuit

Some of the best evidence implicating glutamate in the con-
trol of motivated behavior is anatomical. Glutamate provides
the major excitatory input to the ventral striatum, arising
from the PFC, BLA, and hippocampus (for a review, see
Parent & Hazrati, 1995). Additionally, neurons within each of
these regions respond to presentation of motivationally rele-
vant stimuli. Some BLA neurons have been shown to respond
generally to presentation of both positive and negative rein-
forcers, as well as unfamiliar stimuli, whereas others respond
more specifically only to a single reinforcing stimulus. No-
tably, stimulus-specific neurons show reversible firing rates
when the affective value of the stimulus is diminished (e.g.,
salting a piece of watermelon). Furthermore, activity of neu-
rons within the amygdala does not relate directly to motor
output; thus, firing seems to signal ongoing recognition of the
affective significance of complex stimuli (for a review, see
Ono, Nishijo, & Nishino, 2000).

Firing of pyramidal neurons within the PFC (or orbital
prefrontal cortex in primates) has been correlated with pre-
sentation of a reinforcer and a stimulus predictive of rein-
forcer delivery (i.e., reward expectancy; Gray, Maldonado,
Wilson, & McNaughton, 1995; Watanabe, 1996). The firing
rates of these neurons have been shown to be sensitive to re-
ward preference, stressing the importance of motivational
value for responsiveness (Tremblay & Schultz, 1999). Simi-
lar to those in the amygdala, neurons in the PFC showed
rapid response modifications that were partially reversible
following reinforcer devaluation (Rolls, Critchlet, Mason, &
Wakeman, 1996).

Processing and anticipation of reward have also been
shown to affect firing patterns of hippocampal neurons
(Tamura, Ono, Fukuda, & Nishijo, 1992); this has partic-
ular relevance for our understanding of motivated behav-
ior because hippocampal—but not cortical, amygdaloid or
thalamic—glutamatergic afferents to the nucleus accumbens
have the ability to regulate the transition of medium spiny
neurons into the up state (O’Donnell & Grace, 1995). Thus,
stimulation of the fornix induced bistable cells to switch to
the depolarized (active) state, and following transection of
the fornix, no bistable cells were observed. More recently,
stimulation of BLA afferents has been shown to result in a
(comparatively brief) transition to the up state in accumbal
neurons (Grace, 2000). Thus, it seems that the glutamatergic
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afferents to the NA are all sensitive to aspects of motivation-
ally significant stimuli and send excitatory inputs to the NA
that are integrated in the production of goal-directed behav-
ior. Consistent with this notion are data demonstrating that
glutamate release is responsible for the excitation of medium
spiny neurons that occur in response to somatosensory stim-
uli and during behavior (Calabresi, Pisani, Centonze, &
Bernardi, 1997; Wilson & Kawaguchi, 1996).

When considered as a whole, the electrophysiological
and behavioral data suggest that activation of glutamatergic
afferents to the accumbens produces a state of behavioral ac-
tivation. Thus, activation of locomotor and goal-directed
behavior seems to depend upon glutamatergic input to the
NA. Within this context, it seems that the function of gluta-
mate is to activate the production of motivated behavior.
Remember that activating or energizing behavior was one of
the principal features of motivation. Presumably, the direc-
tion is coded in the source of the glutamatergic input that is
activated by the eliciting stimulus. Because the PFC, BLA,
and hippocampus have been associated with different func-
tional inputs (Kalivas et al., 1993a; Mogenson, Brudzynski,
Wu, Yang, & Yim, 1993), it seems likely that these inputs
code the memory and motor patterns activated by motiva-
tionally significant stimuli.

Glutamate and Plasticity

Although a primary function of glutamate within the motive
circuit is activation of preexisting goal-directed behavior,
glutamate has a clear and well-characterized role in synaptic
and behavioral plasticity. Tetanic stimulation produces both
long-term depression or potentiation in various nuclei in mo-
tive circuitry, and most studies reveal that these events are
blocked by antagonizing excitatory amino acid transmission
(Calabresi, Centonze, Gubellini, Marfia, & Benardi, 1999;
Geiger et al., 1995). It is significant that recent studies have
demonstrated modulation of excitatory transmission-based
synaptic plasticity by mesocorticolimbic dopamine transmis-
sion (Bonci & Malenka, 1999; Thomas, Malenka, & Bonci,
2000), especially with regard to corticostriatal glutamatergic
afferents (Calabresi, de Murtas, & Bernardi, 1997). Consis-
tent with a role for glutamate in behavioral plasticity are data
demonstrating that the initiation of long-term behavioral
changes associated with chronic drug exposure for cocaine,
amphetamine, and opioids is dependent upon glutamate re-
ceptor stimulation (Cornish & Kalivas, 2000; Wolf, 1998).
Most consistently, glutamatergic neuroplasticity involves
NMDA receptor stimulation, although an increasing role for
mGluRs—perhaps in concert with iGluR activation—is
being recognized (Anwyl, 1999).

GABA AND MOTIVATED BEHAVIOR

Behavioral studies, although they are not numerous, suggest
an important role for GABA in the control of goal-directed
behavior. Like glutamate, GABA is widely distributed
throughout the brain and in vivo neurochemical evaluation
of GABA transmission is difficult, making interpretations
problematic. It is the most abundant inhibitory neurotrans-
mitter and hyperpolarizes both projection and interneurons
(Calabresi, Mercuri, de Murtas, & Bernardi, 1990; M. W.
Jones, Kilpatrick, & Phillipson, 1988; Napier, Simson, &
Givens, 1991). Consistent with the role of GABA as an in-
hibitory transmitter, stimulation of GABA receptors in the
NA results in a decrease in firing frequency of neurons
throughout the motive circuit. In some instances, biphasic ef-
fects are observed in projection cells, which results from rel-
atively greater efficacy of GABA agonists or GABA receptor
subtypes on GABAergic inhibitory interneurons (Grace &
Bunney, 1985). Thus, low levels of GABAergic tone serve to
stimulate projection neurons via inhibiting GABAergic in-
terneurons, whereas greater levels of GABAergic tone di-
rectly hyperpolarize the projection cells.

Modulating GABA Transmission in the Motive Circuit

Consistent with the role of GABA as an inhibitory transmit-
ter, electrical or pharmacological stimulation of the NA
activates GABAergic projection cells, resulting in the sup-
pression of firing in pallidal neurons that is reversed by ap-
plication of GABA antagonists (D. L. Jones & Mogenson,
1980; Lamour, Dutar, Rascol, & Jobert, 1986). Similarly,
stimulation of the VTA inhibits the firing of PFC neurons in a
GABA- (and DA-) dependent fashion (Schilstrom et al.,
2000). Stimulation of neurons in the NA that project to the
VTA produces a more complicated effect on neurons in the
VTA, where both excitation of dopamine cells by disinhibi-
tion and direct inhibition of secondary (GABAergic) cells is
observed (Kalivas, 1993).

The most well-developed pharmacological literature re-
garding the effects of GABAon motivational circuitry is based
on the role of GABA in regulating locomotor activity. In gen-
eral, stimulating either GABAA or GABAB receptor subtypes
produces a decrease in motor activity in most nuclei in the mo-
tive circuit. Thus, stimulating GABAB receptors in the VTA
inhibits motor activity, whereas stimulation of GABAA recep-
tors in the NA or VP inhibits activity (Kalivas, 1993). A no-
table exception to these observations is the effect of GABAB

receptor activation in the MD, where a potent locomotor stim-
ulation is observed (Churchill, Zahm, Duffy, & Kalivas,
1996). Thus, inhibition of the glutamatergic projection from
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the MD to the PFC promotes locomotor activity, an effect me-
diated in part by increasing mesoaccumbens dopamine trans-
mission (Chuchill et al., 1996; M. W. Jones et al., 1988).

Direct infusion of either the GABAA agonist muscimol or
the GABAB agonist baclofen into the NAS elicits a feeding
behavior in satiated rats (Stratford & Kelley, 1997). These
effects are probably due to presynaptic inhibition of excita-
tory glutamatergic drive because baclofen has been shown to
inhibit glutamate release in the NA (Uchimura & North,
1991). It has also been demonstrated in striatal spiny neurons
that baclofen administration inhibits stimulation-induced
excitatory postsynaptic potentials without affecting resting
membrane potential, again indicating a presynaptic GABAB-
mediated effect on glutamate release (Nisenbaum, Berger, &
Grace, 1993). These data suggest that either direct post-
synaptic inhibition of NA neurons (GABAA) or presynaptic
inhibition of glutamate release (GABAB) can elicit feeding
behavior, indicative of a modulatory role for GABA in main-
taining tone within the accumbens on the production of be-
havior. Consistent with this explanation, blockade of GABAA

receptors in the VPm (which would be functionally equivalent
to inhibition of GABA projection neurons within the NAs)
has also been shown to elicit feeding behavior (Stratford,
Kelley, & Simansky, 1999).

GABA receptor activation also appears to have a role in
modulating drug self-administration. Thus, baclofen admin-
istration into the NA has been shown to inhibit heroin self-
administration (Xi & Stein, 1999), whereas administration of
muscimol into the VTA blocks ethanol self-administration
(Hodge, Hraguchi, Chappelle, & Samson, 1996). Similarly,
the systemic administration of baclofen inhibits cocaine self-
administration (Brebner, Phelan, & Roberts, 2000; Roberts &
Andrews, 1997).

Considering the pharmacological data previously out-
lined, it can be concluded that GABA has a modulatory role
in the production of goal-directed behavior. Moreover, in
general increasing GABA transmission appears to diminish
motivated behavior, a notable exception being in the MD or
GABA-mediated disinhibition of dopamine cell firing.

GABA and the Binding of Motivational Information

One necessary function of any circuit designed to integrate
information and guide behavior is to provide a means to bind
information over time. The binding of information in motiva-
tional circuitry permits an organism to persevere in goal-
directed behavior in the presence of changes in external and
internal stimuli. Similar binding of information has been
characterized in visual circuitry in which topographically
organized feedback loops are proposed to sustain information

over time and facilitate the integration of previous visual
stimuli with immediate stimuli, thereby permitting a coherent
flow of information over time (Herrnstein, 1971; Yeomans,
1990). It has been proposed that such a topographically orga-
nized reciprocal feedback loop in motivational circuitry is
formed by part of the limbic subcircuit consisting of the
VTA, NAs, and VPm (see Figure 14.2, Panel A; Kalivas et al.,
1993a). As described previously, tone within this subcircuit is
maintained by reciprocal GABAergic interconections be-
tween these nuclei, and motivated behaviors can be disrupted
or promoted by pharmacologically manipulating GABA
transmission in any of these nuclei.

GABAergic Interconnection Between the Nucleus
Accumbens and Ventral Pallidum

A difficulty arises in interpreting the effects of GABA on be-
havior when considering the effects of GABAergic tone in
the NA and VP. Thus, one would expect inhibition of NA
neurons to decrease activity in the GABAergic projection to
the VP, thereby increasing activity within the VP via disinhi-
bition (Mogenson et al., 1993). However, inhibition of the VP
generally causes the same decrease in behavioral responding
seen following inhibition of the NA. Thus, drug administra-
tion that results in opposite effects on neuronal activity in the
VP produces very similar effects on responding.

This paradox is most apparent when examining the effects
of GABA function on locomotor activity. Thus, treatments in
the NA that increase motor activity are generally known to be
excitatory on spiny cells projecting to the VP, including glu-
tamate receptor agonists, nicotinic agonists, GABA antago-
nists, and D1 agonists (Austin & Kalivas, 1988; Clarke &
White, 1987; Willins, Narayanan, Wallace, & Uretsky, 1993).
However, other treatments known to hyperpolarize spiny
cells such as D2 and mu opioid agonists also elicit motor acti-
vation when microinjected into the NA (Clarke & White,
1987; Hakan & Eyl, 1995). It is noteworthy, however, that the
increase in motor activity by D2 agonists in the NA is state-
dependent and is only observed in animals with an initial high
level of activity (Brudzynski, Wu, & Mogenson, 1993). Also,
the motor stimulant response elicited by mu opioid receptor
activation is delayed and generally manifested 20–30 min
after focal microinjection into the NA (Vezina, Kalivas, &
Stewart, 1987). Thus, in contrast to the drugs that electro-
physiologically activate spiny cell firing and produce rapid
activation of motor activity, those drugs that acutely inhibit
cell firing have a state-dependent or modulatory role that may
not be indicative of the acute pharmacological inhibition.

Regardless of the ultimate effect the drugs have on the fir-
ing frequency of spiny cells, in every instance examined,
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Figure 14.4 Pattern of peptidergic projections from the NA to the VP and
VTA. These peptides are colocalized with GABA and can have presynaptic
actions to regulate GABA release, as well as postsynaptic effects. Microin-
jection of peptide agonists into these nuclei can promote (+ ) or inhibit (– )
motor activity (Kalivas, Churchill, & Klitenick, 1993). *Although they are
found in the VTA, these neuropeptides are not colocalized in the GABAer-
gic projection from the NA.

stimulating GABAA receptors in the VP prevents the stimula-
tion of motor activity by simultaneous drug administration
into the NA. Moreover, the infusion of muscimol into the VP
by itself has been shown to produce a decrease (Austin &
Kalivas, 1990), no effect (Shreve & Uretsky, 1990), or an in-
crease (Baud, Mayo, le Moal, & Simon, 1989) in locomotor
activity—depending on the dose administered. These data
seem to indicate that whether motor behavior is induced de-
pends more on the fact that a drug changes ongoing
GABAergic tone in the NA to VP projection, regardless of
whether the change is an increase or decrease in tone.

Thus, the regulation of behavior by the GABAergic pro-
jection from the NA to VP can be excitatory or inhibitory, de-
pending upon the situation. This speaks to a modulatory role
for GABA in which either an increase or decrease in back-
ground tone can have effects on behavioral responsivity. The
state-dependent effects of GABA transmission may be in part
due to the fact that spiny cells colocalize GABA with a num-
ber of different neuropeptides. Thus, divergent behavioral
outcomes could potentially be due to differential activity of
various peptides.

GABA-Neuropeptide Colocalization and Valence

There are a variety of neuropeptides within the motive circuit
that colocalize with the more traditional transmitters already
discussed. Because of their topographical distribution and
interaction with these transmitter systems, investigators have
examined a role for neuropeptides in the production of goal-
directed behavior. The most well-described neuropeptide pro-
jections arise from the striatum (including the NA). About
90–95% of striatal neurons are GABAergic projection neu-
rons. These projections neurons can be divided into two sub-
types depending upon their projection targets, expression of
DA receptors and peptide content. One subtype projects to the
SN (striatonigral neurons), whereas the other projects to the VP
(striatopallidal neurons; Gerfen, 1993; Kawaguchi, Wilson, &
Emson, 1990). These have been termed the direct and indirect
pathways, respectively (Albin, Young, & Penny, 1989).

These two classes of neurons are differentially affected by
dopamine based on the classes of DA receptor subtypes that
they express. Striatonigral neurons mainly express D1 recep-
tors that are positively coupled to adenylate cyclase, whereas
striatopallidal neurons express D2 receptors that are negatively
coupled to adenylate cyclase activity (Hersch et al., 1995; Le
Moine & Bloch, 1995). Discretion in peptide localization is
also observed in the striatonigral neurons that express dynor-
phin and substance P, whereas striatopallidal neurons express
enkephalin and neurotensin (Beckstead & Kersey, 1985;
Fallon & Leslie, 1986). It is notable that in the more ventral

part of the striatum—especially in the shell of the NA—the
projection to the VP is more promiscuous with respect to
peptide content. Thus the NA to VP projection contains D1

receptors, substance P, and dynorphin, as well as enkephalin,
neurotensin, and D2 receptors (Lu, Ghasemzadeh, & Kalivas,
1998). In contrast, the neurons projecting from the NAs to the
VTA do not contain D2 receptors or enkephalin. Figure 14.4
illustrates this projection and also indicates whether stimula-
tion of various peptidergic receptors activates (+ ) or inhibits
(– ) motor activity in the NA, VTA, or VP.

It seems plausible that the differential distribution of neu-
ropeptides within the spiny cells of the NA reflects a func-
tional difference in the regulation of goal-directed behavior.
Consistent with this notion are data showing that the level of
DA expression affects the level of peptide expression. For ex-
ample, 6-hydroxydopamine depletion leads to a decrease in
substance P and dynorphin expression in nigrostriatal neu-
rons but results in increased levels of enkephalin expression
in striatopallidal neurons (Gerfen et al., 1990; Engber, Boldry,
Kuo, & Chase, 1992). Additionally, transgenic animals lack-
ing D1 receptors show decreased expression of substance P
and dynorphin, with minimal or no effect on enkephalin ex-
pression (Drago, 1994; Drago, Gerfen, Westphal, & Steiner,
1996; Xu et al., 1994). On the other hand, mice that lack D2

receptors show mostly increased enpkephalin expression
(Baik et al., 1995). Thus, neuropeptide levels in the striatum
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are dynamically and differentially regulated by the amount of
DA receptor activation.

Not only can DA function affect peptides, but peptide ac-
tivity can also regulate the function of striatal projection neu-
rons. Dynorphin receptor stimulation in the striatum inhibits
the expression of immediate early genes (IEGs) typically in-
duced by cocaine or D1 receptor agonists (Steiner & Gerfen,
1998). These results indicate that dynorphin acts as a nega-
tive feedback mechanism that regulates the activity of stria-
tonigral neurons. In contrast, enkephalin receptor stimulation
inhibits the expression of IEGs normally elicited by D2 re-
ceptor blockade, indicating that enkephalin acts as a negative
feedback mechanism regulating striatopallidal neurons. We
find it interesting that these adaptive changes in gene regula-
tion are induced by situations that are also known to alter mo-
tivated behavior—chronic drug use (dynorphin) and chronic
loss of D2 receptor function (enkephalin).

From the previous discussion, it seems that different
classes of peptides can have opposing neuronal effects.
This opposition seems to hold true for their electrophysiolog-
ical effects as well. Iontophoretic application of morphine
(a mu opioid receptor agonist) or enkephalin (a delta opioid
receptor agonist) into the VTA increased the firing rate of
mesolimbic DA neurons (Gysling & Wang, 1983). In con-
trast, kappa opioid receptor agonists decrease neuronal firing
rates (Walker, Thompson, Frascella, & Friederich, 1987).
These data suggest that mu and kappa opiates have opposing
effects on dopaminergic activity, in addition to being differ-
entially regulated be DA receptor activity.

Opioid peptides also have opposite roles in the regulation
of certain types of behavioral learning that depend on affec-
tive valence. When a novel environment is repeatedly paired
with a positive outcome, animals form a preference for that
location and choose to spend time in it over an environment
paired with a neutral outcome. Similarly, if an environment is
paired with an aversive outcome, subjects avoid it when
given a choice between that environment and a neutral one.
Research has demonstrated that mu receptor agonists elicit
place preferences, whereas kappa agonists elicit place aver-
sions. Similarly, animals form a preference for tastes associ-
ated mu agonists and an aversion to tastes paired with
kappa agonists (Mucha & Herz, 1985). These data indicate
that mu activation produces a positive affective state,
whereas kappa activation produces a negative one. This sug-
gestion is consistent with reports from human subjects in
which dynorphin (and other kappa agonists) has been shown
to elicit dysphoria (Pfeiffer, Brandt, & Herz, 1986).

Neuropeptides have similarly been shown to regulate the
production of goal-directed behaviors like cocaine seeking.
Thus, with repeated exposure to cocaine, animals show an

augmented responsivity to its behavioral activating effects.
Enkephalin facilitates this phenomenon (Sala et al., 1995),
whereas it is attenuated by kappa agonists (Heidbreder,
Bobovic-Vuksanovic, Shoaib, & Shippenberg, 1995; Heid-
breder, Goldberg, & Shippenberg, 1993). Furthermore,
enkephalin and cocaine produce cross-sensitization when in-
fused into the VTA (DuMars, Rodger, & Kalivas, 1988). In
fact, repeated administration of enkephalin produced behav-
ioral sensitization (Kalivas, Taylor, & Miller, 1985). Alterna-
tively, the kappa agonist, U69593, blocks the reinstatement
of coaine-seeking behavior following a period of drug absti-
nence (Schenk, Partridge, & Shippenberg, 2000).

Infusion of substance P, the enkephalin analog D-Ala(2)-
methionine(2)-enkephalinamide, or mu or delta opioid re-
ceptor agonists into the VTA produces locomotor activity
(Joyce & Iversen, 1979; Joyce, Koob, Strecker, Iversen, &
Bloom, 1981; Kalivas, Widerlov, Stanley, Breese, & Prange,
Jr., 1983). Additionally, enkephalin infusion into the NA or
SN facilitates spontaneous motor activity (Kalivas, 1985).
However kappa opioid agonists attenuate the locomotor ac-
tivation produced by morphine (Pearl & Glick, 1996), once
again suggesting an opposite modulation of behavioral out-
put by neuropeptides.

When considered as a whole, neuropeptides within the
motive circuit clearly play a role in regulating behavioral
output. Furthermore, whereas mu or delta opioid receptor ac-
tivation seems to play a generally facilitory role, kappa opi-
oid receptor activation seems to be primarily inhibitory.
Thus, at least with the opioid peptides it is plausible that an
important function of these peptides within the motive circuit
is to provide valence. However, the neurobiological under-
pinnings to evaluate this hypothesis are largely missing. For
example, it is not clear under what electrophysiological or
behavioral conditions are the cotransmitted peptides released
with or in lieu of GABA. Moreover, in certain instances,
notably mu opioid receptor stimulation in the VP, the neu-
ropeptide has both a pre- and postsynaptic action producing
opposite effects on projection cells (Napier & Mitrovic,
1999; Olive, Anton, Micevych, Evans, & Maidment, 1997),
and it is unclear under what circumstances one or the other
receptor population is preferentially activated.

SUMMARY

This review has endeavored to outline the basic circuitry
most consistently identified as being important in regulating
motivation. It is notable that the circuit contains two overlap-
ping orientations: (a) cortical and subcortical circuitry and
(b) limbic and motor circuitry. Moreover, at the outset we
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hypothesized distinct roles for the major neurotransmitters
within the circuit, including dopamine, glutamate, GABA,
and various neuropeptides. In this summary we briefly revisit
the literature according to these organizing principles.

Cortical and Subcortical Circuitry

Figure 14.2 shows that there exists an interconnected circuit
between subcortical nuclei such as the VTA, NA, VP, and
MD, and cortical or allocortical structures such as the PFC,
amygdala, and hippocampus. To some extent the relationship
between the cortical and subcortical nuclei is rectified in that
the flow of information is more direct from the cortex to sub-
cortical nuclei than from the subcortical nuclei back to the
cortex (the notable exception being the VTA, which projects
to all cortical regions). Based upon this anatomy and the con-
tributions that all three cortical regions provide in terms of
cognition and memory, it can be proposed that the cortical
regions imbue the motivational state with memories linked to
the environmental stimulus, ranging from conditioned behav-
ioral responses to salient stimuli provided by the amygdala to
incorporating recent information stored as working memory
by the prefrontal cortex. The information transmitted by these
glutamatergic cortical afferents is integrated in the subcortical
nuclei and directed into motor circuitry to facilitate adaptive
behavioral responding. Of course, memories are most rele-
vant in guiding behavioral responding to familiar stimuli—
and the more novel a stimulus, the less valuable previous
experiences will be in generating appropriate behavioral
responses. In situations of high novelty, behavior appears to
be guided more by subcortical regions of motivational cir-
cuitry. Thus, exploratory behavior in response to a novel en-
vironment is disrupted most effectively by pharmacological
interventions in the VTA, NA, or VP (Hooks & Kalivas,
1995). It is notable that numerous data support a role for
dopamine neurons in the VTA in organizing or signaling be-
havioral responses to novel stimuli (Schultz, 1998).

Motor Versus Limbic Circuitry

The fact that there are two separate, but interactive subcir-
cuits within the motive circuit suggests that they have separa-
ble functions in the production of goal-directed behaviors.
Limbic structures, like the VTA, BLA, and hippocampus are
more intimately connected with the PFCv, NAs, and VPm,
whereas motor structures like primary motor cortex, SN, and
the PPN are more intimately connected with the PFCd, NAc,
and VPl. This leads to the suggestion that the motor loop is
more directly involved in sending information about the
well-learned responses to motor systems (i.e., procedural

memory), whereas the limbic loop is more directly involved
in learning about motivationally relevant stimuli and subse-
quently integrating incoming information about such stimuli
when they are presented. This role for the limbic loop is con-
sistent with information showing that animals will learn to
self-administer a variety of drugs directly into the NAs but
not the NAc (for a review, see McBride, Murphy, & Ikemoto,
1999), suggesting that the learning necessary for animals to
form an association between their behavior and intracranial
drug delivery requires the involvement of limbic processing.

A potential role for the motor loop in the performance of
procedural memory is consistent with recent evidence from
our laboratory showing that cocaine-induced reinstatement
of drug-seeking behavior is mediated by a series circuit from
the PFCd through the NAc and then out to the motor system
via the VPl (McFarland & Kalivas, 2001). Thus, well-learned
behaviors are relatively automatic and can be elicited inde-
pendent of limbic input. However, reinstatement elicited by
drug-predictive cues has been shown to critically depend
upon the BLA, a limbic structure (Meil & See, 1997; Grimm
& See, 2000), indicating that multiple structures can be in-
volved in the production of behavior. The limbic structure(s)
most critical would depend upon the type of sensory and
memory processing required for production of the goal-
directed behavior. Thus, a stimulus with motivational signifi-
cance triggers behavior within the limbic subcircuit to the
motor subcircuit to initiate the behavioral output.

Within this framework, the PFCd plays a particularly im-
portant role in the initiation of well-learned responses. The
PFCd is a primary projection target of the MD, which forms a
rectified bridge between the limbic and motor loops, presum-
ably allowing processing to move from limbic to motor sub-
circuits. Consistent with an important role by the PFCd

are data demonstrating that damage to the PFC results in
deficits in response inhibition (e.g., Bussey, Muir, Everitt, &
Robbins, 1997; Roberts & Wallis, 2000; Seamans, Floresco,
& Phillips, 1998). Electrophysiological studies examining
neuronal activation patterns within the PFC have found that
some neurons consistently exhibit altered firing rates immedi-
ately preceding the emission of lever-press behavior resulting
in delivery of cocaine or heroin (Chang, Zhang, Janak, &
Woodward, 1997; Chang, Janak, & Woodward, 2000). It is in-
teresting that many of these neurons show correlated activity
with NA neurons. These data are consistent with the notion
that the PFC plays an important role in response initiation.
Furthermore, in human subjects, regional activation studies
have shown that the prefrontal cortex is associated with prepa-
ration of motor responses and inhibition of inappropriate
responses (Chang et al., 2000; de Zubicaray, Zelaya, Andrew,
Williams, & Bullmore, 2000).



394 Motivational Systems

Functions for Neurotransmitters in the Motive Circuit

Various hypotheses were proposed at the outset of this review
regarding the role of each transmitter. The following sum-
mary evaluates the veracity of each hypotheses based upon
the key findings previously described.

• Glutamate stimulates behavior, and the anatomical origin
of the activated glutamatergic afferents provides motor
memory to provoke the appropriate behavioral response.
In addition, under the appropriate conditions glutamate
transmission promotes neuroplasticity permitting learn-
ing and behavioral adaptations to occur. This hypothesis
is directly supported by the anatomical organization of
glutamate projections in the motive circuit in that all glu-
tamate derives from cortical and allocortical structures or
within thalamic projections to the cortex. Thus, glutamate
is involved primarily in driving and maintaining learned
behavioral responses to familiar motivationally relevant
stimuli. Indeed, at a cellular level, learned behaviors are
thought to great extent to be encoded in changes in excit-
atory transmission, indicating that neuroadaptations in
glutamate transmission contribute to cellular memory.
However, in addition to mediating established behaviors,
substantial data indicate that glutamate is critical for initial
neuroplastic events associated with establishing adaptive
behavioral responses. Thus, many changes in gene expres-
sion elicited by novel motivational stimuli depend on
glutamate transmission, and glutamate receptor antago-
nists prevent the enduring establishment of adaptive be-
havioral responses.

• Dopamine supports plasticity and learning by engag-
ing the appropriate cellular machinery to modify neu-
ronal communication, especially excitatory trasmission.
Dopamine is the most widely studied neurotransmitter in
regulating motivation and at various times has been as-
signed a primary role in most aspects of motivation. Con-
sidering the data outlined previously, it can be argued that
the primary role for dopamine is in the acquisition of
adaptive behavioral responses to motivationally relevant
behaviors, with a lesser role in the maintenance of behav-
ioral responding. Thus, dopamine neurons are activated in
response to novel, motivationally relevant stimuli and by
stimuli that signal an impending reward. In contrast,
dopamine has little role in carrying out a well-established
adaptive behavioral response.

• GABA regulates overall circuit tone and thereby serves to
bind or sustain an animal’s motivational state until the goal
object can be achieved. The most striking anatomical char-
acteristic of GABA neurons within the circuit is the triad of
subcortical nuclei that are interconnected by GABAergic

projections, including the VTA, NA, and VP. As described
previously, this subcortical triad is not involved in the long-
term storage of information required for eliciting estab-
lished adaptive responses. However, it is critical for the
execution of both new and established behavioral responses
to motivationally relevant stimuli. GABA transmission
within each nucleus is responsible for maintaining these
behaviors over time. Given the topographic connectivity of
the GABAprojections, this triad has the potential to provide
background tone or state-dependence of responding to mo-
tivationally relevant stimuli. Thus, under conditions of high
GABA tone, less vigorous behavioral responses would be
expected and vice versa. A gradual shifting in GABAergic
tone depending on the changing temporal quality of a stim-
ulus would act as an information buffer to maintain conti-
nuity of the motivational state over time.

• Neuropeptides contribute to subjective valence. The study
of neuropeptides has been the least informative to a unified
hypothesis of how they may function in the motive circuit.
The colocalization of neuropeptides in GABAergic neu-
rons in the NA has been the most carefully studied. At
least with regards to the behavioral effects of enkephalin
and dynorphin in the NA, the data support a role for the
neuropeptides in providing valence to a given stimulus.
However, the overall dearth of knowledge regarding the
cellular and behavioral regulation of peptide release makes
an overarching hypothesis of neuropeptide function impos-
sible to evaluate. Indeed, given the wide variety of neu-
ropeptides within the motive circuit, it seems unlikely that
any overarching hypothesis encompassing all of the pep-
tides will be validated.

Conclusions

Although we have now achieved a state of knowledge per-
mitting some general characteristics to be assigned to moti-
vational circuitry, emerging subtleties in how the circuit
functions will profoundly impact the generalizations outlined
previously. Significant sources of information currently
emerging are in at least two arenas: 

• In vivo electrophysiological studies that permit the evalu-
ation of ensembles of neurons within a single nucleus or
between multiple nuclei will provide direct testing of the
postulated roles assigned to the nuclei and transmitters
within the circuit. However, the data to date reveal sub-
stantial heterogeneity in neuronal responses to various
motivationally relevant stimuli, indicating that a large
amount of data will be required to accurately describe the
patterns of interactions within the circuit. 
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• Establishing behavioral responses to motivationally rele-
vant stimuli requires both short-term and long-term neuro-
plasticity. The neurosciences are currently engaged in a
revolution affecting our understanding of how changes in
gene expression and protein trafficking mediate synaptic
plasticity. As this process becomes better understood, it
will be applied to behavioral plasticity and the neuro-
sciences will likely experience a large leap forward in com-
prehending the role of motive circuitry in the acquisition of
behavioral responding for motivationally relevant stimuli.
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Fundamental concepts are often the hardest to define. Emo-
tion seems to be one of these concepts. Most people’s first try
at a definition is to say, “Emotion is what I feel when I see or
think about something, the way I react.” It’s also something
hard to control. We get carried away in emotional experience.
The sight of a snake frightens us; the smell of a rose pleases
us. We all agree that words like love, adore, cherish, hate, and
abhor describe our experiences of things we see or imagine.
We know what it is to be joyful, happy, anxious, and de-
pressed, and we agree that these mental states can fundamen-
tally change our well-being. When we think further about
emotion, we also realize that it is more than mental experi-
ence. It is something biological that humans certainly have
but machines do not. And emotion is something we feel also
going on in other people: We have no trouble inferring that a

baby who coos and smiles is happy, even though the baby
does not tell us so verbally—although we may be less certain
looking at an animal that can never speak to us.

It seems that everyone knows instinctively what emotion
is, yet among scholars the concept of emotion has been the
subject of huge debate. Few agree on the proper taxonomy.
Are there two fundamental emotions or four or six or many
more? Do animals have emotions like people do? Can we have
emotion without consciousness? Are emotions innate, or are
they all learned? All of these questions have consumed theo-
rists over the years, and a rich literature explores the issues.

It is not the aim of this discourse to resolve these many
knotty problems. Rather, it is our purpose to present an orga-
nizational framework that will help understanding of the
biological foundations of emotion. Considering the data of
emotion to be threefold (Lang, 1985, 1994)—affective lan-
guage, behavior, and physiology—our emphasis here is on
the latter two sources. We start with the view that emotions
are products of evolution and that their expression in action
and physiology is determined in significant part by brain
structures and circuits that we share with other species.
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Although we cannot know whether animals experience
emotion in the same way that humans do, it is clear that the ex-
pression of emotion can be very similar across the mammalian
phyla. When a rat is confronted with a predatory cat, the ani-
mal’s behavioral and physiological reactions are highly simi-
lar to those displayed, for example, by a human confronted
with an intruder in the night. Members of both species freeze,
and both show a change in heart rate and in breathing. Both re-
lease similar chemicals into their blood streams. In each case
these events prepare the organism to attend to the potential
threat and to ready the body for quick action. Furthermore, if
animal and human escape the danger, both organisms will
learn to be aroused and wary if cues related to that context
should again be presented. These are patterns of behavior that
have been carefully preserved in evolution because they are
successful in promoting survival. Thus, much can be learned
about the subject of this chapter, the biological basis of emo-
tion, by studying the responses that commonly occur (and
their determining neural circuitry) when humans and lower
animals confront appetitive or aversive events.

A WORKING DEFINITION OF EMOTION

For the purpose of scientific study, emotion is best defined
not as a single reaction, but as a process: Emotion involves
multiple responses, organized according to temporal and
spatial parameters. Thus, events that are positive-appetitive or
aversive-threatening engage attention. They prompt informa-
tion gathering, and do so more than other less motivationally
relevant stimuli. Motive cues also occasion metabolic arousal,
anticipatory responses that are oriented towards the engaging
event, and this mobilization of the organism can lead to some
action. Human beings report emotional experience, often the
same emotion (e.g., fear, joy), while the multiple—and very
different—components of the process unfold.

Imagine that you are sitting on a park bench reading the
newspaper, and you hear voices in the distance. You immedi-
ately stop reading the paper, turn your head to the source of
the voices, and try to figure out who is approaching. You soon
realize it is a group of school children, talking amiably with
each other as they approach. You go back to reading the paper
and feel little reaction as they pass by.

Now imagine that you hear voices again. You stop reading
the paper, turn your head in the direction of the voices, and
listen and watch intently. You see a group of teenaged and
even older men. They all have studded leather jackets, shaven
heads, and heavily tattooed arms. It is clear that they have been
drinking, and they are loud and lewd, and two of them are
carrying something you cannot quite identify. As they come

closer you see the two are carrying baseball bats, and one of
them, who seems to be their leader, is staring directly at you.
As they get closer and closer you begin to feel more and more
apprehensive—you break out in a cold sweat and your breath-
ing deepens. Suddenly you pick up your paper and quickly
cross the street, trying not to look back to make it appear as if
you intended to cross the street at that moment anyway. One of
them shouts something that makes you pick up your pace even
more in order to get around the corner out of sight.

In the third scenario you are back on the park bench,
and you hear voices once again. You stop reading the paper,
turn your head to the voices, and listen and watch intently.
Again you hear the voices of a group of young adults, laugh-
ing and talking. As they get closer you notice they are your
old high school friends, to whom you once were very close.
Suddenly you recognize one of your very best friends in high
school, whom you have not seen in many years. As he ap-
proaches you put down your paper and run to him and give
him a big hug.

Emotional processing can be compressed into fractions of
a second or can be considerably extended in time. The longer
scenarios described here were chosen to highlight emotion’s
separate components. The sound of distant voices captured
attention. This resulted in a cessation of what you were doing
(reading the paper) and an active change in your behavior to
allow you to take in information about the source of sound.
You turned your head and listened and looked intently. Once
you had stopped doing what you were doing and oriented to
the voices, your brain began processing the input, automati-
cally resolving its motivational relevance. Is the situation in-
nocuous, positive, and potentially pleasant, or negative and
threatening? As the various groups came closer, more infor-
mation was available, and different behaviors resulted. Thus,
attention was soon disengaged from the school children, and
you continued reading. However, as evidence increased for
either a happy encounter or a dangerous confrontation, moti-
vation intensified. That is, the brain was more and more ac-
tive, orchestrating a variety of changes in your body, initially
in facilitating sensory acuity and attention, and then, more
and more, to mobilize for action. These preparatory changes
were physiologically widespread, involving cardiovascular
and other autonomic responses, hormonal release into the
blood stream, and a decrease and then a progressive increase
in muscle tension. It is interesting to note that the two pat-
terns of change—as you began anticipating a happy reunion
or feared facing the dangerous-looking men—were in some
ways similar (e.g., in initial sensory system response), and in
other ways quite different (e.g., in hormonal biochemistry,
and clearly in the final action). In this chapter we try to show
that these two general reactions are mediated by overlapping
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brain circuits, connecting some unique and some common
neural structures. That is, emotions are associated with two
different but interdependent neural networks, activated either
by appetitive or by aversive events.

Before leaving these examples it must also be noted that in
many instances of emotional arousal the completing actions
do not occur. The dangerous-looking men may change their
direction, and you need not flee; when the anticipated friend
gets closer, you realize that he is actually a stranger, and you
return to your reading. More often, action is simply inhibited:
If you run, the chase is on. Perhaps it is best to sit here quietly
and wait for the danger to go away. Humans find many rea-
sons to report states of affective arousal that are not followed
by an action outcome. Indeed, much of emotional life occurs
when cues mobilize us for approach or defense, but—for
better or for worse—we do not act.

In this chapter we try to explicate what is special about
emotional information processing in the brain. We propose
that neural networks underlying emotion include direct con-
nections to the brain’s primary motivational systems: appeti-
tive and defensive. These neural circuits were laid down early
in our evolutionary history, in primitive cortex, subcortex,
and midbrain, to mediate behaviors basic to the survival of in-
dividuals and species. Unconditioned and conditioned appeti-
tive and aversive stimuli activate these motivational circuits.
They determine the general mobilization of the organism, the
deployment of reflexive attentional, approach, and defensive
behaviors, and mediate the formation of conditioned associa-
tions originally based on primary reinforcement.

AFFECTIVE VALENCE, AROUSAL, AND
THE PSYCHOPHYSIOLOGY OF EMOTION

The words emotion and motivation are both derived from the
Latin word for move: movere. In fact, the behavior of a sim-
ple organism such as a flatworm can be characterized almost
entirely by two survival movements: direct approach to ap-
petitive stimuli and withdrawal from aversive stimuli (see
Schneirla, 1959). This modest motivational repertoire would
not, however, implement the many subgoals of more com-
plex beings, nor effectively cope with a richly perceived sen-
sory environment. Chained instrumental acts, behavioral
delay, and response inhibition have all evolved, greatly elab-
orating the simple bidirectional paths of goal-related behav-
ior. Thus danger cues, for example, can prompt an array of
coping behaviors—freezing, defensive displays, and fight as
well as flight.

Motivated behavior in humans is more adaptive, creative,
and less predictable than is that in less evolved species.

Its most singularly human feature is the use of complex
language—to communicate, to manipulate symbols in prob-
lem solving, and to label and catalog experiences of the world.
Furthermore, as already noted, language is one of the major
mediums through which we can know the emotional feelings
of others. Indeed, for many psychologists and laypeople alike,
understanding reported feelings is the cornerstone of emotion
studies. Thus, despite our focus on the biological foundations
of emotion, it will be useful to consider first how, in general,
the self-evaluative language of emotion relates to the sensory
system adjustments and autonomic and somatic responses that
occur when humans confront emotionally arousing cues.

Feelings are often described as if they were actions. We
say we were moved by a story we read or a play we enjoyed.
It is not difficult to see in words such as love, adore, and
cherish a common desire to approach some object or to think
about a pleasant event. Words like hate, abhor, and detest all
suggest a desire to avoid some object or thought. Indeed, the
view that affects—subjective reports of emotion—might be
organized by overarching motivational factors has been a
common theoretical view at least since Wundt’s (1896)
mental chemistry. Contemporary studies of natural language
categories (Ortony, Clore, & Collins, 1988; Shaver,
Schwartz, Kirson, & O’Connor, 1987) suggest that emotional
knowledge is hierarchically organized and that the superordi-
nate division is between positivity (pleasant states: love, joy)
and negativity (unpleasant states: anger, sadness, fear).
Using the semantic differential, Osgood and his associates
(e.g., Osgood, Suci, & Tannenbaum, 1957) showed that
emotional descriptors were primarily distributed along a bipo-
lar dimension of affective valence—ranging from attraction
and pleasure to aversion and displeasure. A dimension of
activation—from calm to aroused—also accounted for sub-
stantial variance. Similar conclusions have been drawn by
other investigators using factor analysis of verbal reports (e.g.,
Mehrabian & Russell, 1974; Tellegen, 1985) as well as facial
expressions (Schlosberg, 1952).

Emotional language appears highly differentiated and
subtle; nevertheless, researchers concur that a single domi-
nant factor accounts for a very considerable proportion of the
variance in evaluative reports: Feelings are either pleasant or
unpleasant. We either want more or less of an affect-arousing
stimulus. Indeed, we may want very much more of a pleasant
stimulus—or very much less of one that is unpleasant. Incen-
tives can be scaled as more or less intense, and both pleasant
and unpleasant stimulation can lead to different levels of
arousal or activation. In the analysis of evaluative language,
affective valence is primary, followed by affective arousal.
No other factors have ever approached the generality and sig-
nificance of these two simple variables.
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We should not be too surprised, perhaps, to learn that af-
fective valence and arousal find a parallel in motivational
theories based on behavioral research with animals. For ex-
ample, Konorski (1967) founded a motivational typology of
unconditioned reflexes, keyed to the reflex’s survival role.
Exteroceptive reflexes were either preservative (e.g., inges-
tion, copulation, nurture of progeny) or protective (e.g., with-
drawal from or rejection of noxious agents). He further
suggested that affective states were consistent with this
biphasic typology: Preservative emotions include such af-
fects as sexual passion, joy, and nurturance; fear and anger
are protective affects. Dickinson and Dearing (1979) devel-
oped Konorski’s dichotomy into a theory of two opponent
motivational systems, aversive and attractive, each activated
by a different but equally wide range of unconditioned stim-
uli that determine perceptual-motor patterns and the course
of learning. In this general view, affective valence is deter-
mined by the dominant motive system: the appetitive system
(preservative-attractive) prompts positive affect; the defense
system (protective-aversive) is the source of negative affect.
Affective arousal reflects motivational mobilization, appeti-
tive or defensive, modulated by changes in survival need or
in the probability of nociception or appetitive consummation.

Attention and Emotion

As our opening scenarios suggested, emotion begins when at-
tention is captured by a provocative stimulus. Following
Pavlov (1927), attention begins with reflexive orienting of the
activated sense receptors. Sokolov (1963) later developed a
cortical model of this orienting reflex, suggesting that the brain
held a template of the current sensory environment. He pro-
posed that the reflex was evoked whenever a change in the per-
ceptual field occurred (a pattern modification that did not
match the template). Sokolov also described a second sensory
reaction that had a protective function—the defense reflex—
evoked when stimuli were intense, approaching the threshold
of pain. These concepts of orienting and defense have proved
useful even though the underlying phenomena are more com-
plex than was at first appreciated.

Orienting is not, of course, a single reflex arc. Rather, this
initial reaction to stimulation involves many subreflexes. In re-
acting to visual input, for example, there is a muscular aiming
of the eye and pupillary dilation, coincident with a general in-
hibition of the gross somatic muscle activity, with accompany-
ing vascular and cardiac changes.As a stimulus is conceptually
resolved, the reflex pattern changes. On the one hand, if input
has no motivational relevance, the initial attentional response
soon habituates. Cues of appetite or aversion, on the other
hand, lead to more sustained, singular patterns of attentional

processing. For example, an animal (reptile or mammal) ori-
enting to a distant predator or other danger cue shows a pro-
found deceleration in heart rate—fear bradycardia—not
found in response to other events (Campbell, Wood, &
McBride, 1997). This heart rate change is accompanied by
freezing—a statue-like arresting of movement—and a general
increase in sensitivity of all the sense receptors. If the predator
approaches (shows stalking behavior), there is a increase in
systemic activation that culminates in defensive action.

Attentional changes that are similar to the previous—in au-
tonomic and somatic reflexes—occur when humans process
affectively engaging stimuli. Furthermore, we respond reflex-
ively even if the stimuli are not actual events, but media rep-
resentations. Stories, pictures, and films all prompt patterns of
bodily change that vary systematically with the reported af-
fective valence (pleasant or unpleasant) and arousal (inten-
sity) of the evoked reactions.

Valence and Arousal

In recent years the psychophysiology of emotional perception
has been systematically studied by researchers using a set of
standard photographic picture stimuli calibrated for affective
response. There are currently over 700 pictures in the Inter-
national Affective Picture System (IAPS; Lang, Bradley, &
Cuthbert, 1998), and each picture is rated for experienced
pleasure and arousal by a large normative subject sample. A
representative group of IAPS pictures is presented in Fig-
ure 15.1 (Bradley, 2000) located in a Cartesian space formed
by independent dimensions of rated pleasure and arousal. The
distribution of these picture stimuli has an overall boomerang
shape. Its two arms extend from a common calm, nonaffec-
tive base to either the high-arousal pleasant or high-arousal
unpleasant quadrant. This distribution is curiously suggestive
of an underlying two-system motivational structure: That
is, affective pictures appear to be organized around two
vectors—one that reflects a parameter of increasing appeti-
tive motivation (higher self-ratings of arousal with increasing
pleasantness) and a mirror image of increasing motivation for
defense (higher arousal with ratings of increasing unpleasant-
ness). The slopes of these vectors recall Neal Miller’s (1959)
description of approach and avoidance gradients, represent-
ing response strength over distance, from a remote site to
the place of reward or punishment. In Miller’s behavioral
research, animals showed a precipitous increase in avoidance
motivation with greater proximity to a site of punishment; the
gradient of approach to a reward was significantly less steep.
Similarly, for the picture distribution, the slope of the pleas-
ant (appetitive input) vector is less steep than that of the un-
pleasant (aversive input) vector, consistent with the view that
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Figure 15.1 Pictures from the International Affective Picture System (Lang, Bradley, & Cuthbert, 1998) are plotted in a two-dimensional (Cartesian) space.
Picture location is defined by mean ratings of judged pleasure and emotional arousal as reported by a normative sample. The vectors in the upper and lower
portions of the affective space describe hypothesized increasing activation levels in appetitive and defensive motivation that covary with reported arousal.

defense motivation may increment more rapidly with in-
creases in the incentive value of stimuli. Despite considerable
effort to fill gaps in the affective picture space (e.g., in the
unpleasant–low arousal quadrant) with a wider range of im-
ages, this vector pattern has remained stable over repeated
studies. Similar distributions have also been obtained for col-
lections of acoustic stimuli (International Affective Digitized
Sounds, or IADS; Bradley, Cuthbert, & Lang, 1998) as well
as verbal materials (Affective Norms for English Words, or
ANEW; Bradley, Lang, & Cuthbert, 1998).

The Psychophysiology of Picture Perception

Studies of IAPS picture stimuli have uncovered highly reli-
able patterns of physiological and behavioral responses that
vary systematically with experienced emotion (see Fig-
ure 15.2; Bradley et al., 2001; Greenwald, Bradley, Cuthbert,
& Lang, 1998; Greenwald, Cook, & Lang, 1989). Thus, when
affective valence ratings are ranked by picture from the most
to the least pleasant image, facial muscle activity for each
subject during picture viewing shows a strong monotonic re-
lationship with level of affective valence: Corrugator (frown)

muscle action increases linearly as pictures are rated more
unpleasant; conversely, zygomatic (smile) muscle activity in-
creases with judged pleasantness. Heart rate is also respon-
sive to differences in affective valence: Unpleasant pictures
generally prompt marked deceleration during viewing (re-
calling the fear bradycardia seen in animals), less than is seen
when subjects view pleasant pictures.

Other physiological responses vary with changes in
rated emotional arousal, rather than affective valence. Skin
conductance—agoodgeneral indexofautonomicactivation—
increments monotonically with increases in rated arousal, re-
gardless of picture valence. Electroencephalographic (EEG)
measurement shows a distinct, voltage-positive cortical re-
sponse, evoked directly by the picture stimuli, that is also posi-
tively correlated with stimulus arousal (i.e., it is similarly
enhanced for both pleasant and unpleasant arousing pictures;
Cuthbert, Schupp, Bradley, Birbaumer, & Lang, 1998). These
measures appear to index the intensity or activation level of the
current motivational state, but they are silent about motiva-
tional direction (i.e., appetitive or defensive).

Behaviors elicited in the context of emotional picture
perception also covary with motivational parameters. When
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Figure 15.2 Covariation of physiological and self-reported emotional responses when pictures are rank ordered by pleasure or emotional arousal ratings for
each subject, and these judgments are averaged over ranks. The mean change in corrugator EMG (top left) and zygomatic EMG (top right) is plotted as a func-
tion of the mean pleasure rating when pictures are ranked by pleasantness ratings for each individual. Peak heart rate (HR) change (bottom left) and the mean
change in skin conductance (bottom right) are plotted as a function of the mean emotional arousal rating when pictures are ranked by arousal ratings for each
individual. In each case, the correlations are significant.

people are first exposed to a new picture, reaction time
responses to probes are significantly slower for emotion-
ally arousing than for affectively calm pictures (Bradley,
Greenwald, Petry, & Lang, 1992). These data suggest that
new activating images may require more attentional resources

at encoding. The amount of time that observers choose to
view different pictures also covaries with arousal. When nor-
mal subjects are placed in a free-viewing context, arousing
unpleasant pictures are viewed as long as arousing pleasant
pictures, and both are viewed for a longer duration than are
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unarousing pictures. As might be inferred from the popularity
of slasher movies or from the habitual slowing of traffic at
roadside accidents, normal subjects allocate more process-
ing time to arousing, intense images, regardless of affective
valence. This relationship does not persist if pictures evoke
very high levels of distress: When individuals with pho-
bias view pictures specific to their fears, viewing time is dra-
matically reduced (see Hamm, Cuthbert, Globisch, & Vaitl,
1997). They also show heart rate acceleration (rather than de-
celeration), consistent with a precipitous increase in defense
motivation and mobilization for active escape.

As the phobia data imply, relationships between specific
measures can vary widely for individuals, and to some extent
between particular groups. Gender effects are clear. For ex-
ample, pleasantness ratings covary more closely with facial
muscle activity in females than in males; on the other hand,
skin conductance changes are more closely correlated with
arousal ratings in males than in females (Lang, Greenwald,
Bradley, & Hamm, 1993). Overall, however, motivational
variables of affective valence and arousal predominate in or-
ganizing the picture perception data.

The results of factor analyses of self-report, physiological,
and behavioral measures of affect are presented in Table 15.1.
The data were obtained from large groups of young, healthy
participants. The obtained two-factor solution is clearly very
strong: Pleasantness ratings, heart rate, and facial muscles
load on a first affective valence factor; arousal and interest
ratings, viewing time, skin conductance, and cortical EEG
load on a second affective arousal factor. The cross-loadings

for all measures are very low. The data are consistent with the
view that reported affective experience is determined in sig-
nificant part by the individual’s motivational state. That is,
negative affective valence (unpleasant feelings) is associated
with activation of the defense system; positive valence
(pleasant feelings) is associated with activation of the appeti-
tive system. Reports of arousal are associated with both
states, reflecting an increase in incentive strength and organ-
ismic mobilization. The motivational states elicited by these
affective cues (and the somatic, cortical, and autonomic sub-
strates of their perception) appear to be fundamentally simi-
lar to those occurring when other complex animals stop, look,
and listen, sifting through the environmental buzz for cues of
danger, social meaning, or incentives to appetite.

NEURAL SUBSTRATES OF AFFECT: ATTENTION,
ACTION, AND THE ROLE OF THE AMYGDALA

Humans and animals show great similarity in behavioral and
physiological response patterns to appetitive and defensive
cues. Furthermore, the reports of affect that only humans pro-
vide seem to covary systematically with these shared motiva-
tional reactions and hence must involve homologous neural
pathways. Thus, it is pertinent to ask, What can the neuro-
physiological study of animals tell us about human emotion?
How are the autonomic and somatic reflex reactions in emo-
tion—the signatures of feeling and affect—determined in the
brain?

Much recent research has shown that a brain area called
the amygdala is a crucial nodal point in a neural network
that mediates motivated attention and preparation for action
(i.e., what we have called emotional processing). In man,
the amygdala lies deep in the brain’s temporal lobe (Fig-
ure 15.3). Although this small, almond-shaped structure is
made up of several different nuclei, it is popularly imagined
as a single unit. Recent research suggests, however, that in-
dividual nuclei play very different functional roles. The ba-
solateral amygdala is of particular significance. It projects to
several target areas (other amygdala nuclei and nuclei else-
where in the brain), forming a broad neural network that
serves a variety of specialized functions (Figure 15.4). The
network is activated by information that comes to the baso-
lateral nucleus (either directly or via the amygdala’s lateral
nucleus) from the thalamus, hippocampus, and cerebral cor-
tex (for a highly comprehensive review in rats, monkeys,
and cats, see McDonald, 1998). The basolateral nucleus then
projects to several brain areas, mediating memory and an
array of reflex responses that are the basic stuff of emotional
processing.

TABLE 15.1 Factor Analyses of Measures of Emotional Picture
Processing Sorted Loadings of Dependents Measures on
Principal Components

Measure Factor 1 (Valence) Factor 2 (Arousal)

From Lang Greenwald, Bradley, & Hamm (1993)
Valence ratings .86 �.00
Corrugator muscle* �.85 .19
Heart rate .79 �.14
Zygomatic muscle* .58 .29

Arousal ratings .15 .83
Interest ratings .45 .77
Viewing time �.27 .76
Skin conductance �.37 .74

From Cuthbert, Schupp, Bradley, Birbaumer, & Lang (1998)
Valence ratings .89 .07
Corrugator muscle* �.83 �.10
Heart rate .73 �.02

Arousal ratings �.11 .89
Cortical slow wave �.06 �.79
Skin conductance .19 .77

*Bioelectrical potentials from muscles that mediate facial expression.
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Figure 15.3 Schematic diagram of the amygdaloid complex in the human brain. (From Davis, 2000,
with permission, Oxford University Press.)

Figure 15.4 Schematic diagram of the outputs of the basolateral nucleus of the amygdala to
various target structures and possible functions of these connections.
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The Anatomy of Emotion: Projections from
the Amygdala’s Central Nucleus and the
Extended Amygdala

We are now ready to consider more specifically how this
emotion network, activated when an animal is under threat or
stress, mediates the reflex responses of defense—responses
that we often see also in humans when they report unpleas-
ant affect. As noted in Figure 15.4, the projection from the
basolateral nucleus to the central nucleus of the amygdala
provides a path to target areas that mediate many of the auto-
nomic and somatic changes found in fear and anxiety. A
nearby structure, the bed nucleus of the stria terminalis
(BNST; sometimes called part of the extended amygdala) has
similar projections. Figure 15.5 is a schematic diagram of
outputs from the central nucleus (CeA) and the BNST. These
nuclei project to specific hypothalamic and brain-stem target
areas that mediate most of the visceral and striate muscle
events that index emotional processing.

Autonomic and Hormonal Measures of Fear

The amygdala’s central nucleus, as well as the BNST, sends
prominent projections to the lateral hypothalamus—a key
center activating the sympathetic branch of the autonomic
nervous system in emotion (LeDoux, Iwata, Cicchetti, &
Reis, 1988). In addition, direct projections from the lateral
extended amygdala go to the dorsal motor nucleus of the
vagus, the nucleus of the solitary tract, and the ventrolateral
medulla. These brain-stem nuclei are known to regulate heart
rate and blood pressure (Schwaber, Kapp, Higgins, & Rapp,
1982) and may thus modulate cardiovascular responses in
emotion. Projections to the parabrachial nucleus are likely to
be involved in emotion’s respiratory changes (with addi-
tional effects, perhaps indirect, on the cardiovascular sys-
tem), as electrical stimulation and lesions of this nucleus alter
breathing patterns. Finally, indirect projections from the
amygdala’s central nucleus to the paraventricular nucleus
(via the BNST and preoptic area) may mediate the slower
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neuroendocrine responses that are particularly prominent
when emotional stimuli are sustained.

Attention, Vigilance, and Conditioned Fear

During emotional stimulation, projections from the central
nucleus or BNST to the ventral tegmental area appear to me-
diate increases in dopamine metabolites in the prefrontal
cortex (Goldstein, Rasmusson, Bunney, & Roth, 1996). Cells
in the locus coeruleus are also activated, perhaps mediated
by projections to its dendritic field or indirectly via projec-
tions to the paragigantocellularis nucleus (Aston-Jones,
Rajkowski, Kubiak, Valentino, & Shipley, 1996; Redmond,
1977). Furthermore, there are direct projections to the lateral
dorsal tegmental nucleus and parabrachial nuclei. These lat-
ter nuclei have cholinergic neurons that project to the thala-
mus and could mediate increased synaptic transmission of its
sensory relay neurons. The sensory thalamus is, of course, a
primary processor of environmental input. Thus, this se-
quence of projections, by augmenting cholinergic activation
and facilitating thalamic transmission, may contribute to the
increased vigilance and superior signal detection found in the
attentional phase of emotional processing.

As already noted, most animals and reptiles react to the ap-
pearance of a predator in the distance with immobility and
sensory orientation toward the threat. This behavioral pattern
is accompanied by a profound decrease in heart rate, referred
to as fear bradycardia (Campbell et al., 1997). A similar
change in heart rate is associated with increased attention in

humans (Graham & Clifton, 1966); furthermore, a greater de-
celeration is generally found in response to stimuli judged to
be unpleasant (Bradley, 2000; Lang et al., 1993). Several lines
of research suggest that this cardiac response can be mediated
by the central nucleus of the amygdala. During Pavlovian
aversive conditioning in rabbits, one sees a rapid development
of conditioned bradycardia. Pascoe and Kapp (1985) found a
high correlation (.71) between the firing frequency of a popu-
lation of individual neurons in the amygdala’s central nucleus
and the degree to which heart rate decelerated in response to
the conditioned stimulus. Furthermore, as emphasized by
Kapp and colleagues (Kapp, Whalen, Supple, & Pascoe,
1992), the central nucleus of the amygdala also has the poten-
tial for indirect but widespread effects on cortical activity—
mediated by projections to cholinergic neurons that in turn
project to the cortex. This is a probable path, prompting the
low-voltage, fast-EEG activity that readies the cortex for sen-
sory information processing. These changes in the EEG wave-
form are acquired during Pavlovian aversive conditioning at
the same rate as conditioned bradycardia.

Changes in Motor Behavior

Emotional processing involves both attentional engagement
and behaviors preparatory to, or part of, motivated action.
Emotion’s attentional phase is characterized by immobility.
Research by many investigators has implicated projections
from the central nucleus of the amygdala to the ventral peri-
aqueductal gray in the freezing response of the rat, whereas

Figure 15.5 Output pathways from the amygdala complex
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projections to the dorsal periaqueductal gray appear to medi-
ate active fight-flight responses. The latter, defensive actions
must often be engaged quickly, and both norepinephrine and
serotonin facilitate excitation of motor neurons (McCall &
Aghajanian, 1979; White & Neuman, 1980). This enhanced
motor performance in emotion could be mediated by the lat-
eral extended amygdala’s activation of norepinephrine re-
lease in the locus coeruleus, or via its projections to serotonin
containing raphe neurons.

Experimental Elicitation of Emotional Responses:
Amygdala Stimulation

Electrical and Chemical Stimulation

Electrical stimulation of the amygdala (or abnormal electrical
activation via temporal lobe seizures) can produce a complex
pattern of behavioral and autonomic changes that, taken
together, resemble a state of heightened emotion. This ef-
fect is probably attributable to amygdala outputs that simul-
taneously activate the many target areas seen in Figure 15.4.
In humans the most common emotional experience reported
after electrical stimulation of the amygdala is one of fear
or apprehension, accompanied by autonomic reactions
(Chapman et al., 1954; Gloor, Olivier, & Quesney, 1981). In
animals, electrical or chemical stimulation of the amygdala
produces prominent cardiovascular effects that depend on the
species, site of stimulation, and state of the animal. Persistent
stimulation can also produce gastric ulceration, increases in
blood levels of cortisol and epinephrine, and sustained
changes in respiration.

Studies in several species indicate that electrical stimula-
tion of the amygdala’s central nucleus increases processes
associated with attention. Thus, stimulation of the same sites
in the central nucleus can produce both bradycardia (Kapp,
Wilson, Pascoe, Supple, & Whalen, 1990) and low-voltage,
fast-EEG activity in rabbits (Kapp, Supple, & Whalen, 1994)
and in rats (Dringenberg & Vanderwolf, 1996). Furthermore,
depending on the state of sleep, electrical stimulation of the
amygdala in some species activates cholinergic cells that are
involved in arousal-like effects. Overall, the orienting reflex
has been described as the most common response elicited by
electrical stimulation of the amygdala (Applegate, Kapp,
Underwood, & McNall, 1983; Ursin & Kaada, 1960).

In many species, electrical or chemical stimulation of the
amygdala produces a palpable cessation of ongoing behavior.
This immobility facilitates sensory orienting and is a critical
attentional component of emotion. In rats, the response is
measured by freezing, or by the cessation of operant bar press-
ing. Electrical stimulation of the amygdala also activates facial

motoneurons, eliciting jaw movements, and may be the path-
way mediating the facial expressions that characterize emo-
tional states. In fact, amygdala stimulation appears to have
very broad effects on the motor system, including the modula-
tion brain-stem reflexes, such as the massenteric, baroreceptor
nictitating membrane, eye-blink, and startle reflexes.

In summary, the stimulation data show that the amygdala
projects to a variety of target areas, each of which is critical
for a different aspect of emotional processing. Moreover, it
must be assumed that these connections are already formed in
an adult organism, as electrical and chemical stimulation pro-
duce these effects in the absence of explicit prior learning.
This suggests that a significant part of the behavioral pattern
evoked by emotional stimuli may have been hardwired dur-
ing evolution. Thus, it is only necessary that an initially neu-
tral stimulus activate the amygdala—in association, for
example, with an aversive event—for this formerly neutral
cue then to produce the full constellation of emotional ef-
fects. The complex patterns of behavioral changes seen dur-
ing emotional processing—the modulation of afferent and
efferent systems—are produced by virtue of the innate con-
nections between the amygdala and the implementing brain
target sites.

Effects of Amygdala Lesions and Drug Infusion on the
Emotion Circuit

Attention to Motivational Cues

If the emotion circuit that we have described is truly a unique,
hardwired set of connections, then destruction of the amyg-
dala can be expected to disrupt or eliminate emotion’s sen-
sory processing and motor output. Various investigators
have provided data in support of this hypothesis, showing, for
example, that lesions of the amygdala block attentional
responses to stimuli paired with food (cf. Gallagher, Graham,
& Holland, 1990). In general, rats with these lesions fail
to benefit from procedures that normally facilitate attention
to stimuli conditioned to primary reinforcers (Holland &
Gallagher, 1993a, 1993b).

As already noted, however, the amygdala is a complex
structure in which the different nuclei play different roles.
Thus, lesions of the central nucleus and the basolateral nu-
cleus each have unique effects on the phenomenon known as
taste-potentiated odor aversion learning. In this test, which re-
quires processing information in two sensory modalities,
rats develop aversions to a novel odor paired with illness
only when the odor is presented in compound with a distinc-
tive gustatory stimulus. Electrolytic (Bermudez-Rattoni,
Grijalva, Kiefer, & Garcia, 1986) or chemical lesions
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(Hatfield, Graham, & Gallagher, 1992) of the basolateral but
not the central nucleus blocked taste-potentiated odor aver-
sion learning even though they had no effect on taste aversion
learning itself. Local infusion of N-methyl-D-aspartate
(NMDA) antagonists into the basolateral nucleus also blocked
the acquisition but not the expression of taste-potentiated odor
aversion, but again had no effect on taste aversion learning
(Hatfield & Gallagher, 1995). Based on these and other data,
Hatfield, Han, Conley, Gallagher, and Holland (1996) sug-
gested that the amygdala’s central nucleus “regulates atten-
tional processing of cues during associative conditioning”
(p. 5265), whereas the basolateral nuclei are critically in-
volved in “associative learning processes that give condi-
tioned stimuli access to the motivation value of their
associated unconditioned stimuli” (p. 5264). Thus, the differ-
ent amygdalar nuclei work in concert, orchestrating the com-
ponents of emotional learning that determine the motivational
significance of input and act to maintain the relevant cue as a
focus of attention.

Conditioned Emotional States

One of the most widely studied examples of emotion in ani-
mals is conditioned fear. Fear is here defined by the pattern of
behavior evoked by stimuli previously paired with an aver-
sive event (e.g., electric shock). A large literature indicates
that lesions of the amygdala block many measures used to as-
sess conditioned and unconditioned fear (cf. Davis, 2000).
These include autonomic measures such as changes in heart
rate, blood pressure, ulcers, respiration, and secretion of
adrenocorticotropic hormone (ACTH), or corticosteroids into
the blood or release of dopamine, norepinephrine, or sero-
tonin in certain brain areas. They include behavioral measures
such as freezing, fear-potentiated startle and vocalization, and
several operant measures (operant conflict test, conditioned
emotional response, avoidance of a electrified shock probe).
Furthermore, lesions of the amygdala cause a general taming
effect in many species (Goddard, 1964), perhaps analogous to
the increase in trust found in humans following surgical
amygdala lesions (Adolphs, Tranel, & Damasio, 1998).

Effects of Local Infusion of Drugs

Fear levels vary depending on many circumstances, and they
can be mild or extremely intense. It is not surprising, therefore,
that the intensity of fear is determined by the interplay of a
variety of chemicals in the brain, many of which act directly in
the amygdala. Local infusion of compounds that inhibit
neuronal activity in the amygdala by acting through gamma-
aminobutyric acid (GABA), a major inhibitory neuro-

transmitter in the brain, reduce fear. These include GABA it-
self, GABA agonists, and benzodiazepines, such as valium,
which increase GABA transmission. Drugs that decrease exci-
tatory transmission in the amygdala, such as glutamate antago-
nists, have similar actions. Neurotransmitters that modulate
glutamate excitation or GABAinhibition in the amygdala, such
as norepinephrine, dopamine and serotonin, and peptides such
as corticotropin-releasing hormone (CRH), cholecystokinin
(CCK), neuropeptide Y, vasopressin, thyroid-releasing hor-
mone (TRH), and opiates also are important.

Table 15.2 gives selected examples of some of these stud-
ies in which local infusion of various compounds reduces
measures of fear. These include GABA or GABA agonists,
benzodiazepines, CRH antagonists, opiate agonists, neuro-
peptide Y, dopamine antagonists, and glutamate antago-
nists. Table 15.3 gives selected examples of studies in which
local infusion of various compounds increase measures of
fear. These include GABA antagonists, CRH or CRH ana-
logues, vasopressin, TRH, opiate antagonists, CCK, and
CCK analogues. More extensive tables can be found in Davis
(2000).

The Role of the Central Nucleus of the Amygdala in
Appetitive and Approach Behavior

In a systematic and comprehensive series of experiments,
Barry Everitt, Trevor Robbins, and colleagues (cf. Everitt,
Cardinal, Hall, Parkinson, & Robbins, 2000) provided a new
and very important theory about the role of the amygdala in
appetitive conditioning. These studies emphasize the projec-
tion from the central nucleus of the amygdala to dopamine
neurons in the ventral tegmental area that project to the ven-
tral striatum (nucleus accumbens), a region of the brain that
is important for approach behavior when Pavlovian condi-
tioning is measured in appetitive situations.

In one series of experiments using the phenomenon of
autoshaping, a light (CS+ ) is presented followed by delivery
of food in a different location, regardless of what the rat is
doing. Another stimulus (CS– ) is also presented but never
followed by food. Under these conditions, rats learn to ap-
proach the CS + light before going to the food hopper to re-
trieve the food. Bilateral lesions of the central nucleus of the
amygdala, but not lesions of the basolateral nucleus of the
amygdala (Bla), markedly disrupted this approach behavior
(Parkinson, Robbins, & Everitt, 2000). The importance of 
the central nucleus in this form of approach behavior seems
to be mediated by its projection to dopamine-containing neu-
rons in the ventral tegmental area and the consequent release
of dopamine in the nucleus accumbens because depletion of
dopamine in the nucleus accumbens core eliminates the



TABLE 15.2 Effects of Local Infusion Into the Amygdala of Various Neurotransmitter Agonists on Selected Measures of Fear and Anxiety

Substance S Site Effect of Substance Infused Reference

GABA or
chlordiazepoxide

GABA or
Benzodiazepines

Benzodiazepines

Midazolam

Diazepam

Diazepam

Muscimol

Muscimol

a-CRH

a-CRH

a-CRH

a-CRH

CRH receptor
antisense

a-CRH

a-CRH

Enkephalin
analog

Opiate agonists

Morphine

Neuropeptide Y

Neuropeptide
Y1 agonist

Oxytocin

SCH 23390

SCH 23390

CNQX

NBQX

AP 5

AP5 or 
CNQX

CNQX

R

R

R

R

R

Mice

R

R

R

R

R

R

R

R

R

R

Rb

R

R

R

R

R

R

R

R

R

R

R

Ce

Bla

Ce

Bla

Ce or
Bla

AC

Bla

Bla

Ce

Ce

Ce

Ce

Ce

Ce

Ce

Ce

Ce

Ce

Bla,
Not Ce

Ce

Ce

AC

AC

Bla

Bla or
Ce

Bla

Bla

Ce

Decrease stress-induced gastric ulcers

Increase punished responding in operant
conflict test (Anticonflict effect)

Increase punished responding in operant
conflict test (Anticonflict effect)

More time on open arms in plus-maze, no
effect on shock probe avoidance

Decrease freezing to footshock

More time in light side in light-dark box test
(Anxiolytic effect)

Anxiolytic effect in the social interaction test.
No effect in Ce

Increase punished responding in operant conflict
test (Anticonflict effect). No effect in Ce

Block noise-elicited increase in tryptophan
hydroxylase in cortex

Anxiolytic effect (plus maze) in socially defeated rat

Anxiolytic effect in plus maze during ethanol
withdrawal in ethanol dependent rats. No effect
in plus maze in non-dependent rats

Decrease behavioral effects of opiate
withdrawal

Anxiolytic effect in the plus maze in rats that
previously experienced defeat stress

Decrease duration of freezing to an initial shock
treatment or to re-exposure to shock box 24 hrs later

No effect on grooming and exploration activity
under stress-free conditions

Decrease stress-induced gastric ulcers,
prevented by 6-OHDA or clozapine

Block acquisition of conditioned bradycardia

Anxiolytic effect in social interaction test

Anxiolytic effect in social interaction test,
blocked by Y-1 antagonist

Anxiolytic effects in conflict test. NPY-Y2 agonist
much less potent

Decrease stress-induced bradycardia and
immobility responses

Decrease expression of fear-potentiated startle

Decrease acquisition and expression of freezing to
tone or context. Not due to state dependent learning

Blocks expression of fear-potentiated startle
(visual or auditory CS)

Blocks expression of fear-potentiated
startle (visual CS)

Block facilitation of eyeblink conditioning by prior
stress when given prior to stressor session

Anxiolytic effect in social interaction test

Decrease naloxone precipitated withdrawal
signs in morphine dependant rats

(Sullivan, Henke, Ray, Hebert, & Trimper, 1989)

(Green & Vale, 1992; Hodges, Green, & Glenn,
1987; Petersen, Braestrup, & Scheel-Kruger, 1985;
Scheel-Kruger & Petersen, 1982; Thomas,
Lewise, & Iversen, 1985)

(Shibata, Kataoka, Yamashita, & Ueki, 1986; Takao,
Nagatani, Kasahara, & Hashimoto, 1992)

(Pesold & Treit, 1995)

(Helmstetter, 1993; Young, Helmstetter,
Rabchenuk, & Leaton, 1991)

(Costall, Kelly, Naylor, Onaivi, & Tyers, 1989)

(Sanders & Shekhar, 1995)

(Scheel-Kruger & Petersen, 1982)

(Boadle-Biber, Singh, Corley, Phan, & Dilts, 1993)

(Heinrichs, Pich, Miczek, Britton, & Koob, 1992)

(Rassnick, Heinrichs, Britton, & Koob, 1993)

(Heinrichs, Menzaghi, Schulteis, Koob, &
Stinus, 1995)

(Liebsch et al., 1995)

(Swiergiel, Takahashi, & Kalin, 1993)

(Wiersma, Baauw, Bohus, & Koolhaas, 1995)

(Ray & Henke, 1990; Ray & Henke, 1991;
Ray, Sullivan, & Henke, 1988)

(Gallagher, Kapp, McNall, & Pascoe, 1981;
Gallagher, Kapp, & Pascoe, 1982)

(File & Rodgers, 1979)

(Sajdyk, Vandergriff, & Gehlert, 1999)

(Heilig et al., 1993)

(Roozendaal, Wiersma, Driscoll, Koolhaas, &
Bohus, 1992)

(Lamont & Kokkinidis, 1998)

(Guarraci, Frohardt, & Kapp, 1999)

(Kim, Campeau, Falls, & Davis, 1993)

(Walker & Davis, 1997)

(Shors & Mathew, 1998)

(Sajdyk & Shekhar, 1997b)

(Taylor, Punch, & Elsworth, 1998)

416



TABLE 15.3 Effects of Local Infusion Into the Amygdala of Various Neurotransmitter Antagonists on Selected Measures of Fear and Anxiety

Substance S Site Effect of Substance Infused Reference

Bicuculline,
picrotoxin

Bicuculline

Bic (un)

Bic (un)

Bic,
NMDA ,
AMPA (un)

CRH

CRH, TRH
or CGRP

Urocortin
or CRH

CRH

CRH

CRH or Urocortin

Vasopressin

Vasopressin

Vasopressin

Vasopressin

TRH

TRH or
physostigmine

TRH analogue

TRH

TRH analogue

Naloxone

Naloxone

Methyl-
naloxonium

Methyl-
naloxonium

Yohimbine

CCK analogues

Pentagastrin

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R

R

Bla

Bla

Bla
Not Ce

Bla

Bla

Ce

Ce

Bla

Ce,
not Bla

Ce

Bla

Ce

Ce

Ce

Ce

Ce

Ce

Ce

Ce

AC

Ce

AC

AC

AC

Ce

AC

AC

Anxiogenic effects in the social interaction test.
Repeated infusion led to sensitization

Anxiogenic effects in social interaction,  blocked
by either NMDA or non-NMDA antagonists
into the amygdala

Increases in blood pressure heart rate and
locomotor activity. Bigger effect with repeated
infusions

Increases in blood pressure, heart rate. Blocked
by infusion of either NMDA or non-NMDA
antagonists into the amygdala

Increases in blood pressure, heart rate blocked by
either NMDA or non-NMDA antagonists infused
into Bla or the dorsomedial hypothalamus

Increase heart rate. Effect blocked by a-CRH
into Ce

Increase in blood pressure, heart rate and plasma
catecholamines

After repeated subthreshold doses get increase in
blood pressure to systemic lactate

Increased grooming and exploration in animals
tested under stress-free conditions (i.e., in the
home cage)

Increase defensive burying

Anxiogenic effect in plus maze, sensitization with
repeated subthreshold doses. Now get behavioral
and cardiovascular effects to systemic lactate

Increased stress-induced bradycardia and immobil-
ity responses in rats bred for low rates of avoidance
behavior but not the more aggressive rats that show
high avoidance rates

Bradycardia (low doses) or tachycardia and release
of corticosterone (high dose). Tachycardia blocked
by oxytocin antagonist

Immobility, seizures second infusion

Immobility in rats bred for low rates of avoidance
but not bred for high avoidance rates

Increase stress-induced gastric ulcers

Increase stress-induced gastric ulcers, blocked by
muscarinic or benzodiazepine agonists

Increase gastric contractility, blocked by vagotomy

Produce gastric lesions and stimulated acid secretion

No effect on gastric secretion, whereas large effect
after infusion into dorsal vagal complex or nucleus
ambiguus

Increase  stress-induced gastric ulcers

Elicit certain signs of withdraw (depending on site)
in morphine dependant rats (unilateral)

Place aversion to context where injections given to
morphine dependant rats

Weak withdrawal signs in morphine dependant rats

Facilitation of the startle reflex

Anxiogenic effect in plus maze but not clear
because significant decrease in overall activity

Increase acoustic startle, blocked by CCK B antago-
nist that also blocked effect of pentagastrin (icv)

(Sanders & Shekhar, 1995)

(Sajdyk & Shekhar, 1997a)

(Sanders & Shekhar, 1991; Sanders &
Shekhar, 1995)

(Sajdyk & Shekhar, 1997a)

(Soltis, Cook, Stratton, & Flickinger, 1998; Soltis,
Cook, Gregg, & Sanders, 1997)

(Wiersma, Bohus, & Koolhaas, 1993)

(Brown & Gray, 1988)

(Sajdyk, Schober, Gehlert, & Shekhar, 1999)

(Wiersma et al., 1995; Wiersma, Tuinstra, &
Koolhaas, 1997)

(Wiersma, Bohus, & Koolhaas, 1977)

(Sajdyk et al., 1999a)

(Roozendaal et al., 1992)

(Roozendaal, Schoorlemmer, Koolhaas, &
Bohus, 1993)

(Willcox, Poulin, Veale, & Pittman, 1992)

(Roozendaal et al., 1992)

(Ray & Henke, 1991; Ray et al., 1988)

(Ray, Henke, & Sullivan, 1990)

(Morrow, Hodgson, & Garrick, 1996)

(Hernandez, Salaiz, Morin, & Moreira, 1990)

(Ishikawa, Yang, & Tache, 1988)

(Ray & Henke, 1991; Ray et al., 1988)

(Calvino, Lagowska, & Ben-Ari, 1979)

(Stinus, LeMoal, & Koob, 1990)

(Maldonado, Stinus, Gold, & Koob, 1992)

(Fendt, Koch, & Schnitzler, 1994)

(Belcheva, Belcheva, Petkov, & Petkov, 1994)

(Frankland, Josselyn, Bradwejn, Vaccarino, &
Yeomans, 1997)
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acquisition of autoshaping (Parkinson et al., 1998). In con-
trast, the approach behavior itself seems to be mediated by
the anterior cingulate cortex (Bussey, Everitt, & Robbins,
1997) via projections to the nucleus accumbens core (Parkin-
son, Willoughby, Robbins, & Everitt, 2000).

In another series of experiments, rats were first trained to
associate an auditory CS with delivery of food. In a second
phase these rats were trained to press a lever to obtain food.
In the test phase, presentation of the auditory CS led to an
increase in lever pressing for food. Lesions of the central nu-
cleus of the amygdala, but not the Bla, reduced this facilita-
tory effect (Everitt et al., 2000). These authors speculate that
this is mediated by projections from the central nucleus to the
mesolimbic dopamine system.

On the other hand, just the opposite effects have been re-
ported when a CS previously paired with food increases the
actual consumption of food (Gallagher, 2000). In this case,
projections from the posterior division of the basolateral
amygdala to the hypothalamus are thought to be involved.

The Basolateral Nucleus Projects Beyond the Amygdala
and the Extended Amygdala

It is clear that connections between the amygdala’s central
nucleus and the BNST are critically involved in many of the
autonomic and motor responses seen in emotion. As de-
scribed earlier, projections from the central nucleus to the
mesolimbic dopamine system are involved in modulating
certain types of approach behavior, as well as the invigorat-
ing effects of a stimulus previously paired with reward on in-
strumental behavior. However, it is also the case that there are
direct connections between the basolateral nucleus and other
target areas in the brain. These latter targets are also impor-
tant mediators of emotional behaviors (see Figure 15.4).

The Ventral Striatum Pathway: Secondary Reinforcement

The Bla projects directly to the nucleus accumbens in the
ventral striatum (McDonald, 1991), in close apposition to
dopamine terminals of A10 cell bodies in the ventral tegmen-
tal area (cf. Everitt & Robbins, 1992). Morgenson and col-
leagues suggested that the ventral striatum was the site where
affective processes in the limbic forebrain gained access to
subcortical elements of the motor system that resulted in ap-
petitive actions (cf. Morgenson, 1987).

Projections from the Bla to the nucleus accumbens are
critically involved in secondary reinforcement. In this para-
digm, a light is paired with food. Animals are then presented
with two levers. Pressing one lever turns on the light,
whereas pressing the other one does not. Normal rats press

the lever that turns on the light much more often than they
press the other lever. Hence, the light serves to reinforce new
behavior via its prior association with food and is called a
secondary reinforcer. Rats with lesions of the Bla fail to learn
this discrimination, whereas rats with lesions of the CeA do
(Burns, Robbins, & Everitt, 1993; Cador, Robbins, & Everitt,
1989). Connections between the Bla and the ventral striatum
also are involved in conditioned place preference (Everitt,
Morris, O’Brien, & Robbins, 1991).

However, the central nucleus of the amygdala also has an
important modulatory role on instrumental behavior in these
secondary reinforcement paradigms. Drugs that release
dopamine (e.g., amphetamine) increase the rate of bar press-
ing for a light previously paired with food. These facilita-
tive effects also occur after local infusion of amphetamine
into the nucleus accumbens (Taylor & Robbins, 1984) and
are blocked by local depletion of dopamine in this area via
6-hydroxydopamine (6-OHDA; Taylor & Robbins, 1986).
However, 6-OHDA did not block the expression of condi-
tioned reinforcement itself, consistent with the idea that the
reinforcement signal comes from some other brain area, such
as the Bla, that projects to the nucleus accumbens. These re-
sults suggest that two relatively independent processes oper-
ate during conditioned reinforcement. First, information
from the amygdala concerning the CS-US association is sent
to the nucleus accumbens to control instrumental behavior as
a conditioned reinforcer. Second, dopamine in the nucleus
accumbens modulates this instrumental behavior. The central
nucleus of the amygdala, via its projections to the mesolim-
bic dopamine system, seems to be critical for this invigorat-
ing or arousing effect of dopamine. Thus, lesions of the
central nucleus block the increase in bar pressing normally
produced by infusion of amphetamine into the nucleus ac-
cumbens (Robledo, Robbins, & Everitt, 1996), probably by
preventing dopamine in the nucleus accumbens shell (Everitt
et al., 2000).

The Dorsal Striatum Pathway

As emphasized by McGaugh, Packard, and others, the amyg-
dala modulates memory in a variety of tasks such as in-
hibitory avoidance and motor or spatial learning (Cahill &
McGaugh, 1998; McGaugh et al., 1993; McGaugh, Introini-
Collison, Cahill, Kim, & Liang, 1992; Packard, Cahill, &
McGaugh, 1994; Packard & Teather, 1998). For example,
posttraining intracaudate injections of amphetamine en-
hanced memory in a visible platform water maze task but had
no effect in the spatially guided hidden-platform task
(Packard et al., 1994; Packard & Teather, 1998). Conversely,
posttraining intrahippocampal infusion of amphetamine
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enhanced memory in the hidden-platform water-maze task
but not in the visible-platform task. However, posttraining
intra-amygdala injections of amphetamine enhanced memory
in both water-maze tasks (Packard et al., 1994; Packard &
Teather, 1998). These findings indicate that the amygdala ex-
erts a modulatory influence on both the hippocampal and cau-
date-putamen memory systems. Indeed, more recent brain
imaging studies in humans show correlations between mem-
ory recall of emotional stories and blood flow in the amyg-
dala (Cahill, 2000).

Perhaps similarly, lesions of the central nucleus block
freezing but not escape to a tone previously paired with shock,
whereas lesions of the basal nucleus of the basolateral com-
plex have just the opposite effect (Amorapanth, LeDoux, &
Nader, 2000). However, lesions of the lateral nucleus, which
receive sensory information required by both measures, block
both freezing and escape. Lesions of the Bla, but not the CeA,
also block avoidance of a bar associated with shock (Kill-
cross, Robbins, & Everitt, 1997). Thus basolateral outputs to
the dorsal or the ventral striatum may mediate escape or
avoidance behavior, given the importance of the striatum in
several measures of escape or avoidance learning.

Projections to the Cortex

Research with primates has shown that the basal nucleus of
the amygdala projects to several areas in the inferior tempo-
ral cortex, continuing into prestriate and striate areas of the
occipital lobe (Amaral & Price, 1984; Iwai & Yukie, 1987).
Furthermore, the lateral nucleus of the amygdala gets input
from an adjacent site in the visual system, which in turn re-
ceives hierarchical projections from the several nuclei along
the ventral visual stream, extending to the retinal mapping
area of the calcarine fissure. These projections could poten-
tially close the loop with the visual system (Amaral, Price,
Pitkanen, & Carmichael, 1992), representing an amygdala
feedback circuit that may be significant for the sustained
perceptual evaluation seen in the early stages of emotional
processing.

Following Pavlovian conditioning, presentation of a con-
ditioned stimulus appears to elicit some neural representation
of the unconditioned stimulus (US) with which it was paired.
In the family cat, for example, the sound of an electric can
opener or of a refrigerator door opening may elicit a neural
representation of food. This representation prompts prediges-
tive responses and leads the cat to come into the kitchen in
expectation of dinner. Based on a procedure called US deval-
uation, several studies suggest that the basolateral amyg-
dala—perhaps via connections with cortical areas such as the
perirhinal cortex (cf. Gewirtz & Davis, 1998)—is critical for

retaining these US representations (e.g., Hatfield et al.,
1996). Second-order conditioning also depends on a US rep-
resentation elicited by a conditioned stimulus. Again, lesions
of the Bla, but not the central nucleus, block second-order
conditioning (Everitt, Cador, & Robbins, 1989; Everitt et al.,
1991; Hatfield et al., 1996). This same effect occurs with
local infusions of NMDA antagonists into the basolateral
nucleus of the amygdala (Gewirtz & Davis, 1997).

Converging evidence also now suggests that the connec-
tion between the basolateral nucleus and the prefrontal cortex
is critically involved in the way in which a representation of
an unconditioned stimulus (e.g., very good, pretty good, very
bad, pretty bad) guides approach or avoidance behavior.
Analogous to the animal data, patients with late- or early-
onset lesions of the orbital regions of the prefrontal cortex
frequently ignore important information that could usefully
guide their actions and decision making (S. W. Anderson,
Bechara, Damasio, Tranel, & Damasio, 1999; Bechara,
Damasio, Tranel, & Damasio, 1997; Damasio, 1994). For ex-
ample, on a gambling task the patients chose high, immediate
reward associated with long-term loss rather than low reward
associated with positive long-term gains. Clinically, they are
reported to have a severe deficit in social skills, to fail to an-
ticipate future consequences, and to make poor life decisions.

Studies using single-unit recording techniques in rats indi-
cate that cells in both the Bla and the orbitofrontal cortex fire
differentially to an odor, depending on whether the odor pre-
dicts a positive (e.g., sucrose) or negative (e.g., quinine) US.
These differential responses emerge before the development
of consistent approach or avoidance behavior elicited by that
odor (Schoenbaum, Chiba, & Gallagher, 1998). Many cells in
the Bla reverse their firing patterns during reversal training
(i.e., the cue that used to predict sucrose now predicts quinine
and vice versa; Schoenbaum, Chiba, & Gallagher, 1999), al-
though this has not always been observed (e.g., Sanghera,
Rolls, & Roper-Hall, 1979). In contrast, many fewer cells in
the orbitofrontal cortex showed selectivity before the behav-
ioral criterion was reached, and many fewer reversed their
selectivity during reversal training (Schoenbaum et al.,
1999). These investigators suggest that cells in the Bla en-
code the associative significance of cues, whereas cells in
the orbitofrontal cortex are active when that information, re-
layed from the basolateral nucleus, is required to guide moti-
vated choice behavior, presumably via both the motor cortex
and the dorsal striatum.

Taken together, these data suggest that the connection be-
tween the basolateral complex and the frontal cortex could
determine how an expected US is represented in memory,
and thus play an important role in guiding motivated behav-
ior and determining the choices that animals make. The effect
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may depend, however, on direct communication between an
amygdala (right or left side) and the adjacent frontal cortex.
Thus, when rhesus monkeys had amygdala lesions on one
side of the brain and lesions of the frontal cortex on the other
side, the degree of unconditioned stimulus devaluation was
decreased (Baxter, Parker, Lindner, Izquierdo, & Murray,
2000). That is, lesioned monkeys continued to approach ob-
jects signalling a food on which they had recently been sati-
ated (whereas control monkeys consistently chose objects not
associated with satiated food).

STUDIES OF THE AMYGDALA IN HUMANS

Neurological Disorders

Clinical studies of neurological patients have shown that
some aspects of emotional behavior, particularly the percep-
tion of fear, may depend on an intact amygdala. Thus, removal
of the amygdala (e.g., in the context of surgery for epilepsy)
has been associated both with impairment of emotional face
recognition, and with misinterpretation of another’s gaze
angle (Broks et al., 1998; Calder et al., 1996; A. W. Young
et al., 1995). In a very rare case involving a confined, bilateral
calcification of the amygdala (Urbach-Wiethe disease), the
patient (SM046) could not identify the emotion of fear in
pictures of human faces. Moreover, she could not draw a fear-
ful face, even though other emotional faces—happy, sad,
angry, and disgusted—were identified and more successfully
rendered (Adolphs, Tranel, Damasio, & Damasio, 1994,
1995). Curiously, this patient had no deficit in judging the
emotional quality of music (Adolphs & Tranel, 1999). An-
other patient (SP) with extensive bilateral amygdala damage
showed a deficit in her ability to rate levels of fear in human
faces. Nevertheless, she had not lost the ability to evaluate
vocal expressions of fear correctly (A. K. Anderson & Phelps,
1998), and she appeared perfectly normal in generating a fear-
ful facial expression (A. K. Anderson & Phelps, 2000).

Bilateral amygdalotomy has recently been employed as a
treatment for intractable aggression: It is reported that indi-
viduals who have undergone this surgery show both a reduc-
tion in autonomic arousal levels in response to stressful
stimuli and a reduction in the number of aggressive outbursts.
The behavior pattern is not, however, wholly suppressed,
as these patients continue to have difficulty controlling
aggression (G. P. Lee et al., 1998). Patients with unilateral
(LeBar, LeDoux, Spencer, & Phelps, 1995) or bilateral
(Bechara et al., 1995) lesions of the amygdala are reported to
have deficits in classical aversive conditioning of the skin
conductance response. In another patient with resection of
the right temporal lobe (including the amygdala), M. Morris,

Bradley, Bowers, Lange, and Heilman (1991) found both re-
duced skin conductance responses and low arousal ratings to
unpleasant emotional pictures.

Overall, the effects of amygdala lesions in neurological
patients suggest the presence of an emotional deficit. How-
ever, the pattern of results is less consistent and specific than
that found in experimentally lesioned animals. There is agree-
ment that loss of an amygdala may compromise a patient’s
ability to interpret facial expression (notably the fear face).
However, patients with this difficulty—which could relate to
more general visual discrimination problems or difficulty
discriminating among facial expressions—do not have prob-
lems interpreting emotional cues that come through other
sensory systems (e.g., the auditory system). Furthermore,
they usually show no deficit in overt expression emotion. The
skin conductance data are suggestive. However, given the
great variance in skin conductance responding in the normal
population (which also includes many nonresponders), they
are difficult to evaluate. Finally, although radical amygdalo-
tomy appears to alter some features of aggression, the loss did
not have a persistent effect on emotion regulation.

There are of course many reasons why the neurological
data may be less robust and less clear in their implications
than are the results of animal experimentation. It is important
to consider that the primary lesions in patients are random
and that the secondary surgical lesions can rarely be wholly
precise in terms of the anatomical structure ablated. Further-
more, clinical considerations must always rule over experi-
mental control. Drug intake, the general health status of
patients, and the time since the lesion and its evaluation can
all be highly variable. Surgery (as in epilepsy) is usually re-
served for patients intractable to other treatments. In these
cases, the brain disorder has persisted for a considerable time,
with unknown effects on brain structure and organization.
Thus, defining a comparison group and replicating a result
exactly are often not feasible. Finally, it should also be con-
sidered that the brain changes with development and often
has redundant neural circuits. Although the amygdala may be
necessary—in humans as it is in animals—in much basic
emotional learning, its functional role in emotional expres-
sion could be less critical in the mature human adult.

Brain Imaging

The emergence of neuroimaging technologies has opened
a new window into the human brain. Positron-emission to-
mography (PET) and functional magnetic resonance imag-
ing (fMRI) are two technologies that make possible
functional analysis of the amygdala and other brain struc-
tures in intact, normal human beings. It is significant that



Figure 15.6 Extent of functional activity in visual cortex varies with the rated arousal of picture stimuli. Thus, the most activation (and presumably the most
extensive sensory processing) was found for positive erotic pictures and for negative pictures of threatening animals and humans and of human mutilation. This
graph represents the proportion of cortical activation across all sampled areas (at a probability threshold of p < .01) during picture viewing compared to fixation
in a sample of 18 males. In each participant, seven 5-mm coronal slices were acquired, originating 1 cm anterior to the occipital pole and terminating, in most
subjects, at the splenium. This proscription covers primary, secondary, and tertiary visual processing areas in occipital, occipitoparietal, and ventral temporal
cortex (Bradley, Codispoti, Sabatinelli, Cuthbert, & Lang, 2001).
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neither method directly assesses neural activation. Rather,
fMRI and PET measure regional blood flow in the capillaries
of the cerebral parenchyma associated with stimulus presen-
tation. This BOLD (blood oxygen level–dependent) effect
has been shown to be systematically correlated with neural
firing. Thus, it is possible to assess indirectly the activation
of brain structures that mediate the language, the reflexes
(autonomic and somatic), and the behavioral acts that are
emotion’s output.

For technical reasons, the functioning of cortical motor and
sensory systems are the easiest to image, and considerable
progress has been made in, for example, mapping visual func-
tioning in the human brain (Schneider, Noll, & Cohen, 1993).
As already noted, appetitive and threatening stimuli capture
attention and appear to accentuate processing in primary sen-
sory areas. Primate research indicates, furthermore, that the
amygdala projects to occipital and ventral temporal process-
ing areas of the visual system (Amaral et al., 1992). To evalu-
ate emotional processing in the visual system, Lang, Bradley,
Fitzsimmons, et al. (1998) presented evocative picture stimuli
(from the IAPS) to normal subjects, recording blood flow

changes in the caudal cortex. Compared to affectively neutral
pictures, participants showed dramatically larger areas of acti-
vation for picture stimuli rated pleasant or unpleasant. These
fMRI findings were particularly strong in areas 18 and 19 of
the occipital cortex, as well as in the fusiform cortex. More re-
cent research by this group (Sabatinelli, Bradley, Cuthbert, &
Lang, 1996) examined different categories of picture stimuli,
confirming previous results and indicating clearly that activa-
tion increases monotonically with emotional arousal (see
Figure 15.6). Thus, the greatest activity was found for pictures
of attack (animal or human) made toward the viewer, for
erotic pictures, and for pictures of mutilated bodies. Pictures
rated less affectively arousing—household objects, neutral
and angry faces, or mildly pleasant family groups showed—
significantly less activation. Consistent with these results, PET
studies have shown greater activation in the occipital visual
system with individuals with phobias viewing pictures of rele-
vant phobic objects (Fredrikson, Wik, Annas, Ericson, & Stone-
Elander, 1995; Fredrikson et al., 1993), as well as increased ac-
tivation, relative to neutral stimulation, in normal subjects
viewing a range of unpleasant pictures (Lane et al., 1997).
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Structures more anterior in the cortex, and ventrally near
the midline where the amygdala is found, generally show
smaller, less reliable BOLD effects in fMRI. Nevertheless,
human neuroimaging studies generally support a role for the
amygdala that may be particular to the processing of emo-
tional stimuli. Irwin et al. (1996) reported that fMRI signal in-
tensity is greater when subjects view graphic photographs of
negative material (e.g., mutilated human bodies) compared to
when they view neutral pictures. PET images suggest that
metabolic activity increases during film clips (Reiman et al.,
1997) or IAPS picture stimuli (Lane et al., 1997) that are
unpleasant in content, and some data suggest that the amount
of amygdala activity during affect-arousing film clips predicts
later recall (Cahill et al., 1996). Furthermore, following
Pavlovian fear conditioning, the formerly neutral, condi-
tioned stimuli prompt increased fMRI signal intensities from
the amygdala (cf. Davis & Whalen, 2001).

There are several studies (e.g., Whalen, 1998) suggesting
that pictures of emotional faces engage the amygdala. These
are interesting data, as face stimuli generally do not arouse
strong emotion as defined by peripheral physiology, activa-
tion of the cortical visual system, or verbal report. One hypo-
thesis is that the amygdala serves as a first-stage stimulus
discriminator that screens stimuli of potential motivational
significance. The finding that fearful faces are sometimes
more effective (than other expressions) in activating the
amygdala may reflect the inherent ambiguity of the fear face,
rather than the exact content of the emotion itself as first
suggested by Whalen (1998). Thus, angry faces might be less
effective, paradoxically, because they provide more complete
information. That is, they suggest a threat presence and
also define the source of that threat. Fearful faces provide
information about threat presence but give less information
about the source, and thus require further amygdalar analysis.
For similar reasons, amygdalaactivationmightbeexpected to be
greatest early in training,whenreinforcement schedules arevari-
able, or when stimulus contingencies change—all examples of
ambiguity. In fact, in both nonhuman and human subjects, sev-
eral amygdala-mediated responses (Applegate et al., 1983;
Whalen & Kapp, 1991) reach their peak during early condition-
ing trials and subside thereafter (Masur, Dienst, & O’Neal,
1974; Schneiderman, 1972; Weisz & McInerney, 1990; see also
Kapp et al., 1990). Moreover, when stimulus contingencies
change (e.g., when a CS is suddenly not followed by shock at
the beginning of extinction), there is a reemergence of single-
unit activity in the lateral amygdala nucleus in rats (Quirk,
Repa, & LeDoux, 1995). In analogous conditions, humans
show a resurgence of amygdalar blood flow (LeBar, Gatenby,
Gore, LeDoux, & Phelps, 1998).

The imaging results are exciting. However, a more detailed
explication of these issues may well require a more refined

analysis than imaging technology can currently deliver. As
the animal model informs us, the amygdala is not a single
structure, but a collection of many nuclei with different func-
tions. Based on imaging and neurological findings, we might
speculate that emotional face recognition requires, in particu-
lar, activation of the basolateral nuclei of the amygdala. Fur-
thermore, we might conclude that such activation occurs
without a coincident transmission to the central nucleus (i.e.,
the structure that has consequences for the autonomic and so-
matic reflexes and the experience of emotion). Unfortunately,
the gross spatial resolution provided by PET permits us to say
only that activation is in the region of the amygdala, and even
fMRI cannot yet discriminate individual nuclei.

Emotional Arousal and Emotional Memory

From the perspective of the animal model presented here,
input to the amygdala’s basolateral nucleus begins the se-
quence of neural events that underlay emotion, namely,
orienting and attention, approach, and defensive behaviors
such as avoidance. Basolateral outputs to the central nu-
cleus and the extended amygdala appear to be critical in
the increased processing of emotionally significant stimuli,
whether pleasant or aversive. Outputs from the central nu-
cleus and BNST in turn mediate many of the autonomic and
somatic components of overt action. Direct output to the
dorsal striatum, or indirect output via the orbital frontal cor-
tex, appears to be involved in the actual avoidance response.
Furthermore, output from the central nucleus and the BNST
to the ventral striatum, as well as the orbitofrontal cortex, is
also a likely contributor to the execution of approach and
choice behavior.

The circuitry just described constitutes a motivational sys-
tem that is finely tuned to the probability that events will re-
quire survival action (e.g., that a remote threat will become
an imminent danger or that a sexual provocation will likely
to lead to pleasant consummation). In animals, increasing
imminence prompts a more general mobilization of the
organism, mediated by various neurotransmitters such as
acetylcholine, dopamine, norepinephrine, and many peptides
such as CRH. These substances act either within the amyg-
dala or at various central target areas to facilitate neural trans-
mission, and they are associated with increasing intensity of
appetitive or defensive motivation (and are also roughly
correlated with reports of increasing arousal in humans).

This of course is not a new idea. There is a large literature
on the role of neurotransmitters and neuromodulators in acti-
vating the organism, especially as they pertain to the sleep-
wakefulness continuum. However, it is activation specific to
emotional arousal that is under consideration, as well as how
the strength of this activation might vary with different
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provocations. For example, what differentiates our remem-
brance of a walk in the park from our recall of an erotic en-
counter? What is different about looking at a picture of a
garbage can and looking at a picture of a mutilated body?
Most of us would say immediately that for each comparison,
the latter experience (the erotic encounter or the mutilated
body) is more emotionally arousing. What is the physiology
of this experience? How does looking at a picture lead to a re-
lease of acetylcholine, dopamine, norepinephrine, or CRH?

From the perspective of animal research, we know that the
central nucleus of the amygdala and the BNST have direct
connections to the neurons in the brain stem that release
acetylcholine, dopamine, and norepinephrine and to neurons
in the basal forebrain that release ACH. Electrical stimulation
of the amygdala has been shown to increase cell firing in
many of these neuronal groups. In addition, cells in the lateral
division of the amygdala’s central nucleus sends CRH-
containing terminals to the BNST (Sakanaka, Shibasaki, &
Lederis, 1986), where many of the actions of CRH may actu-
ally be mediated (Y. Lee & Davis, 1996). Thus, more arousing
images and thoughts could activate more cells in amygdala
that automatically lead to a release of these neurochemicals.

However, it seems more difficult to account for why one
image is considered emotionally upsetting to almost every-
one whereas another is not (e.g., a picture of a dental chair vs.
a picture of a rocking chair)—or why representation connotes
more excitement than another picture (e.g., a picture of a
chair on a roller coaster vs. a picture of a rocking chair). In
addition, it seems more difficult to account for why one
image is especially frightening in one situation but not in
another. A picture of a chainsaw in a hospital operating room
might well generate a stronger emotional reaction than a
picture of the same chainsaw in a hardware store. In addition,
it is not obvious why, neurophysiologically, one picture is es-
pecially frightening to one individual but less so to another.
That is, a picture of a chainsaw in a hospital operating room
produces considerably more emotion to the patient facing an
amputation than the same picture does to a surgeon who has
carried out this operation many times before. The intensity of
an emotion generated by a picture depends not only on the
particular item (e.g., chainsaw) but also on the content of the
picture (hospital operating room vs. hardware store), as well
as on the history of the person viewing the picture (future am-
putee vs. doctor). How then does this translate into levels of
transmitter release, producing the many outputs of emotion,
with varying affective intensity, almost instantly?

Cognitive Networks

These considerations raise fundamental questions about how
information is processed and memories are stored in the

human brain. Cognitive psychologists (e.g., J. R. Anderson &
Bower, 1974; Kintsch, 1974) suggest that knowledge about
events is represented in networks of representations linked by
laws of association. They are instantiated by stimuli that
match elements in the network. Lang (1994) suggested that
emotional memories may be considered networks of this type.
These networks include associated information about emo-
tional episodes, coding stimulus events and context, behavior,
and interpretive elaborations. When cues match units in the
network (e.g., chainsaw, surgical operating room), network
processing is initiated: Activity in one unit is transmitted to
adjacent units, and depending on the strength of activation, the
entire structure may be engaged. The probability of network
processing is likely to be increased with the number of units
initially stimulated. A hypothesized fear memory network for
a snake-phobic individual is presented in Figure 15.7. It can be
thought of as a net of linked representations (which, in turn,
might be individual neural subnetworks). Only a fraction of its
representational units may have higher level language repre-
sentation, and thus—passing through awareness—be the for-
mative stuff of affective reports.

How do emotional networks differ from other knowledge
structures in the brain? It is proposed that emotion networks
are singular because they include associative connections to
the primary motivational systems in the brain that are the
focus of this discourse. In brief, reciprocal projections from
cortex to the amygdalar circuit engage the somatic and
autonomic reflexes that evolved to ensure the survival of in-
dividuals and species.

Levels of Activation

It may be that differences in level of arousal occur because
networks activate different numbers of cells in the amygdala
depending on the associative history of those stimuli. In fact,
most stimuli or situations that produce an emotional reaction
do so by virtue of prior conditioning. Monkeys reared in the
lab, where serpents are not normally encountered, are gener-
ally not afraid of snakes compared with monkeys raised in
the wild (Mineka, Davidson, Cook, & Keir, 1984). A baby
with his or her finger in a light socket does not feel afraid
when the light switch is turned on, whereas a child who was
once shocked in a similar situation certainly does. After this
association is formed, putting a finger in a socket may be pre-
sumed to engage many cells in the amygdala, leading to a
large release of neurochemicals and strong activation of the
defense motivation system.

Similar amygdala activations can be assumed to occur
when we think about an unpleasant experience or look at
emotional pictures. The site of a chainsaw in an operating
room would activate a neural representation of pain or blood
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Figure 15.7 Top panel: The cognitive elements of a fear network (Lang, 1985), showing response representations (ovals outlined in heavy black), stimulus rep-
resentations (gray ovals), and meaning representations (clear ovals). Information units are linked associatively and coded in long-term memory. Thus, through
spreading activation, the entire network is activated when stimuli are perceived that match some of its representations. The fear network is here rendered in nat-
ural language, with propositional notation. However, it is fundamentally a cortical neural network, with reciprocal connections to primary motivational circuits
(appetitive and defensive) in deep cortex, subcortex, and brain stem. Bottom panel: A general schematic of an emotional memory network. Emotional networks
differ from other memory networks in the brain in that they include strong associative connections to the motivational circuits that mediate reflexive survival
behaviors in most animals. The diagram highlights the interface between the higher order cognitive representations (stimulus, response, and meaning units) that
define context and action procedures—and the motivational reflex circuit that is explicated neurophysiologically in the animal model.

FEEL

FEAR

AWAY I - ME

EYES

HEART UNPREDICTABLE

I’M
AFRAID

SAY

RUN

ACCEL.

MOVE

MOVES

SEE

FOLLOW

ADVANCE ON

AM

IN IN
IS IS

IS

IS

DANGEROUS

Meaning representations
(Declarative knowledge)

Response representations
(Procedures, physiology)

Stimulus representations
(Visual, acoustic, tactile, etc.)

Motivational Circuit
(Appetitive or defensive)

ALONE QUICKLY

SNAKE

LARGEWOODED
AREA

DIAMOND
BACKED

and mutilation, which would activate the amygdala by virtue
of prior association. The site of a chainsaw in a hardware
store would activate a network of cutting wood, which would
probably not include strongly associated representations—
pain, blood, and mutilation—that may be unconditioned in-
stigators of amygdala activation.

In summary, emotional arousal occurs when a stimulus ac-
tivates a matching representation in an emotional network.
The immediacy and intensity of the affective reaction de-
pends on the general associative strength of the network, and
specifically on the associative strength of connections to the
amygdala circuit. In humans, this net is broadly cast. Affects
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can be instantiated vicariously, by language representation
and other media or, indeed, by cues not discriminated linguis-
tically (and therefore outside awareness). Thus, many differ-
ent stimuli, varying across individuals, can prompt an
amygdala-dependent release of neurochemicals, with a poten-
tially widespread modulation of sensory and motor systems.

MEASURING EMOTIONAL AROUSAL IN RATS
AND HUMANS: THE STARTLE REFLEX AND
THE MOTIVATIONAL PRIMING HYPOTHESIS

From an evolutionary perspective, human emotions such as
fear or anger are usefully considered as dispositions to action.
That is, they may have evolved from preparatory states
evoked by threat cues, in which survival depended on delay
or inhibition of overt behavior. In this sense, they derive from
the first stage of defense that is associated with vigilance and
immobility, when the organism is primed to respond, but not
yet active.

In most mammals, any abrupt sensory event will prompt
a startle response, a chained series of rapid extensor-flexor
movements that cascade throughout the body (Landis &
Hunt, 1939). This reaction is a defensive reflex, facilitating
escape in simpler organisms, and perhaps still serving a pro-
tective function in more complex animals (i.e., in avoiding
organ injury as in the eye blink or in retraction of the head
and torso in the full body startle reflex to avoid attack from
above; Li & Yeomans, 1999). Abruptness is the key to startle
elicitation: To be effective, the rise time of the eliciting
stimulus should be perceptually instantaneous. In human
subjects, sudden closure of the eyelids is one of the first,
fastest (occurring within 25 ms to 40 ms after startle stimulus
onset), and most stable elements in the reflex sequence. It is
the preferred measure of startle in humans. In rats, whole
body startle is measured in specially designed cages.

When under threat (of pain or predation), animals show an
exaggerated startle reflex. As first described by Brown,
Kalish, and Farber (1951), the amplitude of the acoustically
elicited startle reflex in rats is increased when elicited in the
presence of a light previously paired with foot shock. This ef-
fect is considered an animal model of fear or anxiety because
drugs that reduce fear or anxiety in humans, such as di-
azepam or buspirone, block the increase in startle in the pres-
ence of the conditioned light stimulus but do not affect the
basic startle reflex itself (see Davis, Falls, Campeau, & Kim,
1993, for a review). In contrast, during an appetitive state, the
startle reflex appears to be partially inhibited; that is, startle
amplitude is reduced when elicited in the presence of a light
previously paired with food (Schmid, Koch, & Schnitzler,

1995) or rewarding electrical brain stimulation (Yeomans,
Steidle, & Li, 2000).

These effects are very like what cognitive psychologists
call priming in research on human associative behavior. Cog-
nitive priming occurs when a prior stimulus raises the activa-
tion level of an associated S-R event. For example, the prime
“bread” prompts a faster reaction time response to the word
“butter.” States of the organism may also prime particular be-
havior. Thus, clinically depressed individuals respond to
nearly all cues with associations that are affectively negative.
The potentiated startle observed in animal conditioning can
be understood as an instance of motivational state priming.
That is, the induced defensive state of the organism primes
(increments) an independently instigated reflex that is con-
nected to the defense system (i.e., the startle response).

According to the motivational priming hypothesis (Lang,
Bradley, & Cuthbert, 1990, 1997), the defensive startle reflex
will be of significantly greater amplitude (and faster) when a
prior stimulus has induced a consonant, defensive motiva-
tional state. Alternatively, if the appetitive system has been ac-
tivated, as in states of pleasure, the defensive startle reflex
should undergo a reciprocal attenuation. Assuming our postu-
late that emotions are driven by underlying motive systems,
any instance of emotional perception should prompt startle re-
flex modulation—increasing with unpleasant percepts and de-
creasing with pleasant percepts. Thus, the startle reflex can
serve as a remarkably simple, objective measure of affective
valence. It is also a powerful tool for assessing the role of the
amygdala circuit in emotion, as well as the premier method
that solidly links animal neuroscience research and human
psychophysiology.

Startle Modulation in Humans

Like rats, human subjects also show elevated startle ampli-
tude in the presence of cues previously paired with shock
(Grillon & Davis, 1997; Hamm, Greenwald, Bradley, & Lang,
1993; Lipp, Sheridan, & Siddle, 1994) or simply when they are
told they might receive a shock (Grillon, Ameli, Woods,
Merikangas, & Davis, 1991; Grillon, Ameli, Merikangas,
Woods, & Davis, 1993). Lang et al. (1990) further theorized
that startle modulation was a more general phenomenon
and that this reflex could be used to probe the full range of af-
fective responses. That is, to the extent that any perceptual
event evoked a state of unpleasant arousal, the probe startle re-
sponse would be increased in magnitude; to the extent that a
foreground stimulus is pleasantly arousing, the startle probe
response would be diminished.

When startle probes are administered while subjects view
pictures that vary systematically in emotional arousal, results
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have consistently conformed to the motivational priming hy-
pothesis. As Figure 15.8 illustrates, there is a startle inhibition
during pleasant stimuli and potentiation when pictures were
judged to be unpleasant: The largest startle blink responses
occurred during unpleasant content, and the smallest during
pleasant pictures (e.g, Lang, 1995; Lang et al., 1990; Vrana,
Spence, & Lang, 1988; and see Bradley, 2000, for a recent
review). These emotion-perceptual effects have also been re-
ported in 5-month-old infants viewing smiling, neutral, and
angry faces (Balaban, 1995).

Affective modulation of startle is observed for picture
stimuli regardless of whether the startle probe is visual,
acoustic, or tactile (e.g, Bradley, Lang, & Cuthbert, 1990;
Hawk & Cook, 1997), suggesting that modality-specific
processes are not primary in these modulatory effects. Fur-
thermore, affective modulation is not confined to visual per-
cepts: When the foreground stimuli consist of short, 6-s
sound clips of various affective events (e.g., sounds of love
making, babies crying, or bombs bursting) and the startle
probe is a visual light flash, the same affect-reflex effect is
obtained (Bradley, Zack, & Lang, 1994). Other researchers
have found startle potentiation in subjects smelling unpleas-
ant odors (Ehrlichman, Brown, Zhu, & Warrenburg, 1995;
Miltner, Matjak, Braun, & Diekmann, 1994), supporting the
view that affective reflex modulation is broadly motivational
and thus consistent across affective foregrounds of different
stimulus modalities.

Emotional Arousal

Consistent with the motivational priming hypothesis, modu-
latory effects on the startle reflex appear to increase with
greater activation in each motive system. Probe startle poten-
tiation is largest for unpleasant pictures that are rated most
arousing; conversely, the most arousing pleasant pictures
prompt the greatest probe startle inhibition (Cuthbert,
Bradley, & Lang, 1996). Thus, individuals with specific
phobias who look at pictures of the phobic object (e.g.,
snakes or spiders) show startle potentiation well beyond that
routinely seen in normal subjects (Hamm et al., 1997). The
potentiation is, however, clearly selective: Individuals with
phobias show normal reflex inhibition to startle probes when
looking at arousing pleasant stimuli (Sabatinelli et al., 1996).

Probe reflex inhibition reflects attentional engagement
(Graham, 1992), as well as an appetitive motive state.
Consistent with this view, probes presented during less arous-
ing, unpleasant stimuli—pictures of sad events, pollution, ill
people—tend to prompt some reflex inhibition. Startle mag-
nitude then increases progressively with reported arousal,
and the strongest potentiation occurs during viewing of the
most arousing unpleasant stimuli (Cuthbert et al., 1996). In
contrast, the most pleasantly arousing percepts show the
largest probe startle inhibition.

Emotional Perception

Startle probes have been used to examine the time course of
emotional perception (Bradley et al., 2001), beginning with
the first apprehension of a cue meaning, milliseconds after
an image first appears, and continuing until the percept is
fully resolved (Figure 15.9). In this paradigm, startle probes
are presented at various times in the stimulus presentation
interval on different trials. For early probes, picture onset
constitutes a prepulse, clearly drawing attentional resources
away from the startle stimulus, resulting in a partial probe
startle inhibition for all image contents, whether emotional
or not. This diminished reflex in the first few hundred mil-
liseconds of picture exposure is nevertheless significantly
more profound for emotionally arousing than for neutral
stimuli. That is, compared to neutral pictures, the pleasant
and unpleasant stimuli appear already to receive more pro-
cessing, even though their motivational type, appetitive or
defensive, has not yet been determined. This early discrimi-
nation of motivationally relevant stimuli has been confirmed
by EEG studies. Evoked potential analyses of dipole sources
show a distinct difference in bioelectric activity, relative to
neutral input, for pictures described as more emotionally
arousing—in occipital and parietal cortex—between 150 ms

Figure 15.8 Startle reflexes are potentiated when viewing unpleasant
pictures and inhibited when viewing pleasant pictures, compared with neu-
tral images. This affective modulation of the startle reflex permits an assess-
ment of emotional state in the context of a perceptual task.
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both the dorsal lateral geniculate nucleus and lateral posterior
nucleus of the thalamus. The dorsal lateral geniculate nucleus
projects to the visual cortex, whereas the lateral posterior nu-
cleus projects directly to the basolateral nucleus of the amyg-
dala as well as the perirhinal cortex (Shi & Davis, 1996), which
then projects to the lateral or basolateral nuclei of the amyg-
dala. The basolateral nucleus then projects to the central
nucleus, which in turn has neural projections to the startle path-
way. Electrolytic or chemical lesions of visual thalamus (Shi &
Davis, 1996), perirhinal cortex (Campeau & Davis, 1995a;
Rosen et al., 1992), or basolateral amygdala (Campeau &
Davis, 1995b; Sananes & Davis, 1992) completely block the
expression of fear-potentiated startle using a visual CS. None
of these lesions affect startle amplitude itself. Lesions
(Campeau & Davis, 1995b; Hitchcock & Davis, 1986) and
local infusion of glutamate antagonists into the amygdala’s
central nucleus (Kim, Campeau, Falls, & Davis, 1993;
Walker & Davis, 1997) also block fear potentiated startle.

Both conditioned fear and sensitization of startle by foot
shocks appear to modulate startle at the level of the nucleus
reticularis pontis caudalis (Berg & Davis, 1985; Boulis &
Davis, 1989; Krase, Koch, & Schnitzler, 1994). The central
nucleus of the amygdala projects directly to the nucleus
reticularis pontis caudalis (Rosen, Hitchcock, Sananes,

Figure 15.9 Blink reflexes to startle probes presented during viewing of pleasant, neutral, or unpleasant pictures at each of six different times after slide onset.
Inset: Probe reflex magnitude averaged over the first two probes (300 ms and 800 ms, postonset: “Early”) and the last two probes (i.e., 1300 ms and 3,800 ms:
“Late”). In the temporally early prepulse region, greater orienting prompts probe inhibition during emotional picture viewing, regardless of affective valence. In
the affect region, the startle probe is potentiated uniquely during unpleasant pictures.

and 250 ms after picture onset (Junghoefer, Bradley, Elbert,
& Lang, 2001).

As can be seen in Figure 15.9, when startle is elicited
after longer picture exposure and the picture has been re-
solved as to exact content, the decrease in startle amplitudes
continues for pleasurable stimuli; however, unpleasant,
arousing stimuli now prompt startle potentiation. In a more
than symbolic way, this progression from attentive evalua-
tion of potentially motivationally relevant stimuli to clear
emotional content discrimination—with potentiated startle
(a motor action) consequent on a resolved unpleasant cue—
seems like a microcosm of the defense motivational se-
quence (attention to action) discussed previously. That is,
this rapid change in processing parallels events in a slower
time frame, for example, as a friend or possible foe ap-
proaches us in the park.

The Role of the Amygdala in Startle Modulation in Rats

Conditioned Fear

Figure 15.10 is a diagrammatic sketch of the pathways that we
believe mediate fear-potentiated startle in rats using visual con-
ditioned stimuli. Visual information from the retina projects to
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Miserendino, & Davis, 1991), and electrolytic lesions along
this pathway block the expression of fear-potentiated startle
(Hitchcock & Davis, 1991). However, an obligatory synapse
appears to exist in this pathway because fiber-sparing chemi-
cal lesions in the deep layers of superior colliculus or peri-
aqueductal gray also block fear-potentiated startle (Fendt,
Koch, & Schnitzler, 1996; Frankland & Yeomans, 1995), as
does local infusion of muscimol into the same general area
(Meloni & Davis, 1999).

Pleasure-Attenuated Startle

As mentioned earlier, startle amplitude is decreased when
elicited in the presence of a cue previously paired with food
(Schmid et al., 1995). Moreover, the nucleus accumbens is
important for this pleasure-attenuated startle effect because
pretraining local infusion of the neurotoxin 6-OHDA into the
nucleus accumbens blocks pleasure-attenuated startle (Koch,
Schmid, & Schnitzler, 1996). It is possible that the connec-
tion between the basolateral nuclei and the ventral striatum
may be involved in pleasure-attenuated startle. Unilateral le-
sions of the basolateral nuclei on one side of the brain, and
the nucleus accumbens ablation on the other, would test this
hypothesis.

Emotion and the Amygdala in Humans

There are still only a few studies with human subjects
that have attempted to relate the startle response directly to
amygdala function. Bower et al. (1997) studied a group of
18 epilepsy patients who had undergone anterior temporal
resections, involving the amygdala, and who were subse-
quently evaluated for acoustic startle reactivity (binaurally
presented white noise bursts). Volumetric measures of the
amygdala were obtained before and after surgery. These in-
vestigators reported a significant relationship between a re-
duction in base startle magnitude and the extent of amygdala
loss—a relationship that was particularly strong for the right
amygdala. Funayama, Grillon, Davis, and Phelps (2001) re-
ported that epilepsy patients, treated by resection of the right
temporal lobe, failed to show an increase in startle amplitude
when they viewed highly unpleasant, arousing pictures.
Nevertheless, they did show potentiated startle when pre-
sented with a light cue that they were told signaled possible
electric shock. In dramatic contrast, patients with resection of
the left temporal lobe showed normal startle potentiation
when viewing highly unpleasant, arousing pictures, but not
when exposed to the light-shock paradigm. Thus, the results
indicated a double dissociation in affective modulation of

Figure 15.10 Schematic diagram of pathways believed to be involved in the fear-potentiated startle effect in rats using a visual conditioned stimulus. Visual
information goes from the retina through the lateral posterior nucleus of the thalamus either directly to the basolateral amygdala or indirectly through the perirhi-
nal cortex to the amygdala. Visual information also goes from the retina to the dorsal lateral geniculate nucleus to the visual cortex and then through the perirhi-
nal cortex to the amygdala. Shock information goes through a series of parallel pathways to reach eventually the basolateral amygdala. The basolateral nucleus
of the amygdala projects to the central nucleus, which then projects directly to the startle pathway at the level of the nucleus reticularis pontis caudalis (PnC), as
well as indirectly via a synapse in the deep layers of the superior colliculus and mesencephalic reticular formation (Deep SC/Me). The startle reflex itself is
mediated by a pathway in the brain stem and spinal cord. Afferents from the cochlea synapse onto a small group of neurons embedding the auditory nerve called
cochlear root neurons (CRN), which send heavy projections to the PnC. Axons from cells in the PnC form part of the reticulospinal tract and make both mono-
synaptic and polysynaptic connections in the spinal cord onto motoneurons.
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startle eye blink, mediated separately by the two amygdalae.
In humans, the amygdala’s role in startle potentiation ap-
peared to depend on both laterality and type of task. These
ablation data are consistent with a recent fMRI study show-
ing preferential activation of the left amygdala when subjects
see a cue that they are told may predict shock (Phelps et al.,
2001), a procedure that consistently increases the startle
reflex (Grillon et al., 1991).

Phelps et al. (2000) used the startle response as an implicit
measure of good-bad evaluative judgments, hypothesizing
that one race might view other races negatively. While in a
MRI scanner, White American participants viewed pictures
of Black and White male faces. The pictures were presented
again to the same subjects one week later, and during this
viewing, startle was elicited by brief bursts of white noise.
Focusing on the two amygdalae, the strength of activation to
Black versus White faces was correlated with startle potenti-
ation to these same stimuli. The highest correlation with star-
tle potentiation was found for the left-superior amygdala and
two small regions in the right insular cortex. An interesting
result was that this relationship was not found in a second
control experiment in which the Black and White faces were
of famous, positively evaluated people.

These data encourage the general hypothesis that startle
potentiation in humans is associated with amygdala activa-
tion. The laterality effects are provocative but currently hard
to interpret. Lateralization of the brain varies widely across
species, suggesting that research with mammals other than
humans will offer limited guidance. Nevertheless, other in-
vestigators have reported differences between the amygdalae
in human emotional perception. For example, using PET,
J. S. Morris, Frith, Perrett, and Rowland (1996) found more
activation (regional cerebral blood flow, or rCBF) in the left
amygdala when subjects viewed fearful as opposed to happy
facial expressions. In contrast, Cahill et al. (1996) found no
increase in either amygdala while their subjects watched un-
pleasant, arousing films (compared to neutral documen-
taries). During a subsequent film-recall session, however,
these same subjects showed significant relative activation
uniquely in the left amygdala when they were cued to re-
trieve memories of the unpleasant films. J. S. Morris,
Ohman, and Dolan (1998) also reported lateralized activa-
tion that, curiously, depended on whether previously condi-
tioned pictures of faces (electric shock used as an
unconditioned stimulus) were presented masked, and pre-
sumably subliminal (right amygdala), or unmasked and
supraliminal (left amygdala). Given these provocative but
highly various results, laterality will surely continue to be a
focus in research, and these efforts should in future yield a
better understanding of the phenomenon.

EMOTIONAL PROCESSING: FROM ATTENTION
TO ACTION (WITH STOPS ALONG THE WAY)

When a wild rat sees a human at some distance away, the rat
freezes in a highly alert, attentive posture. As the human
gradually approaches, the rat suddenly darts away if escape is
possible. If escape is not possible and the human gets very
close, the rat will attack (Blanchard, Flannelly, & Blanchard,
1986). These observations lead Caroline and Robert
Blanchard to note that defensive behaviors increase system-
atically with a reduction in distance from predators and
other dangerous or potentially painful stimuli (Blanchard &
Blanchard, 1988). Let us recall the scenarios that we dis-
cussed at the outset of this chapter—the feelings one might
have as the dangerous-looking men approached. Given an
available escape route, proximity is associated with an in-
creased probability of active flight. In the absence of an es-
cape option, the best defense may be attack. When the threat
stimulus is distant, not clearly discriminable, an animal such
as the rat “freezes while oriented toward the predator”
(p. S5). The Blanchards noted further that increases in “the
amplitude of the startle response to sudden stimuli accom-
pany decreasing defensive distance” (p. S5).

Using the concepts introduced by Timberlake (1993;
Timberlake & Lucas, 1989), Fanselow (1991, 1994) has
made a parallel analysis of fear behavior, describing three
behavioral stages, increasingly proximal to a predator: pre-
encounter defense, preemptive behavior that occurs in a for-
aging area where predators were previously encountered;
postencounter defense, responses prompted by the detection
of a distant predator; circa-strike defense, behaviors such as
defensive attack that occur in the region of physical contact or
its close imminence. Behaviorally, there is a shift from non-
specific threat vigilance at preencounter, to postencounter
freezing and orienting to a specific predator or predator cue, to
the circa-strike stage when the organism is beyond vigilance
and engaged in vigorous defensive action.

During mild electrical stimulation of the amygdala the first
reaction is an arrest of ongoing behavior (freezing), bradycar-
dia, and EEG activation. As stimulation increases, the animal
suddenly becomes very active and at high levels of stimulation
vigorously attempts to escape from the source of stimulation.
One may thus conjecture that the site of a predator at some dis-
tance leads to a mild activation of the amygdala that produces
an increase in attention. As the predator comes closer, activa-
tion of the amygdala increases to the point where it now leads
to active defensive behavior, including escape.As suggested by
Fanselow (1991, 1994) this switch from an attentional mode to
an active defense mode may involve a switch from activation
of the ventral to the dorsal periaqueductal gray. Work by
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Figure 15.11 A schematic presentation of the defense response cascade
generated by increasingly arousing aversive stimuli. The arousal dimension
(monotonically covarying with SCR increase) is viewed here as analogous to
the distance dimension of predator imminence, as described in studies of an-
imal fear. Stimuli presented in the postencounter period occasion an initial,
partial inhibition of startle probe reflexes, freezing, immobility, fear brady-
cardia, and a focused attentive set. The probability of an overt defensive ac-
tion increases with imminence of threat (or aversive stimulus arousal). This
motor disposition is reflected by an increase in potentiated startle to probe
stimuli. Heart rate acceleration and a general sympathetic dominance of the
autonomic system are characteristic of the circa-strike period, just prior to
overt fight or flight (from Lang et al., 1997).
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Bandler and many others (cf. Bandler & Shipley, 1994) has
shown that the ventral periaqueductal gray projects to car-
diovascular centers that mediate bradycardia as well as motor
systems that mediate freezing. In contrast, the dorsal periaque-
ductal gray projects to cardiovascular systems that mediate
tachycardia and active escape behavior. If one assumes that the
ventral periaqueductal gray has a lower threshold for amygdala
activation, this would explain why we initially go into an atten-
tional mode as the amygdala is activated by a novel stimulus
and sends signals to the periaqueductal gray. As the level of
amygdala activation increases as a potential predator ap-
proaches, suddenly the higher threshold of activation of the
dorsal periaqueductal gray is exceeded, leading to an abrupt
switch from a high level of attention to action (e.g., quickly
crossing the street to avoid the dangerous-looking men).

Lang et al. (1997) recently proposed an adaptation of the
predator stage model for explicating human psychophysio-
logical reactions to unpleasant and threatening stimuli. They
suggest that the human laboratory participant, responding to
stimuli presented by the experimenter, is functioning at a re-
sponse stage analogous to postencounter responses; that is,
like the freezing rat, he is immobile and vigilant, with easy
escape blocked (in this case by instructions and social com-
pliance). For the animal subject, increasing proximity to an
aversive stimulus (greater nociceptive imminence) prompts
an increase in general activation or arousal. It is proposed
that this same effect is generated in the human psychophysi-
ological laboratory because social compliance constrains
participants to be passive and stimuli are presented that are
less or more threatening or aversive. As illustrated in Fig-
ure 15.11, the increased vigilance in the postencounter period
is characterized by a progressive augmentation of physiolog-
ical indexes of attention—greater skin conductance, in-
creased heart rate deceleration, and inhibition of the probe
startle reflex when arousal is still relatively low.

The arousal abscissa of Figure 15.11 also constitutes a di-
mension of greater probability of motor action that modulates
the startle response. Thus, as a close encounter becomes more
imminent, the direction of the probe response reverses. In place
of motor inhibition, the startle reflex now shows a potentiation
that progressively increases in magnitude as probes occur more
proximal to actual, overt defensive action. Startle potentiation
begins in the context of freezing and vigilance and could be
viewed as a premature triggering of defensive action. With a
further increment in threat the heart rate response also reverses
the direction of change from orienting to defense (Graham,
1979; Sokolov, 1963)—from a vigilance-related fear brady-
cardia to action mobilization and cardiac acceleration.

The biological model of emotion presented here suggests
that, depending on level of stimulus aversion (threat, appre-

hension), patterns of physiological change (and in humans,
reports of experienced emotional arousal) will systematically
vary with the level of defense system activation. Further-
more, the overt behaviors that may result with increasing
imminence (circa-strike region) could look fearful, angry,
or—given overwhelming stress and no available coping
behavior—autonomic and somatic collapse, hopelessness,
and depression.

The model’s assumed predator is, of course, engaged in
parallel dance—first observing quietly the distant prey, stalk-
ing forward slowly, increasingly mobilized for what be-
comes, at circa-strike, a final charge. Overall, it is a parallel
progression from attention to action, with a staged increment
in appetitive arousal. Although there is currently little data
on the predator’s anticipatory pleasures—joy of the hunt,
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satisfaction in its consumation—the neurophysiology of the
process is likely to be, in part, similar to what is observed in
defense. In general, we have focused in this chapter on the de-
fensive emotions at the expense of positive, pleasant states. As
the allusion to predatory pleasures implies, this is mainly at-
tributable to the larger, more programmatic literature on neg-
ative emotion. It is fondly to be wished that neuroscientists,
cognitive scientists, and other researchers will in future have
more time for consideration of the appetitive-positive affects.

EMOTION AND THE BRAIN:
CONCLUDING THOUGHTS

We have proposed here that basic emotions are founded on
brain circuitry in which the amygdala is a central
component. We conceive emotion not as a single reaction, but
as a process: In addition to reports of affective experience,
emotions engage sequenced somatic and autonomic re-
sponses, organized by brain circuits that developed over
evolutionary history to ensure the survival of individuals and
species. Thus, events that are positive-appetitive or aversive-
threatening have an initial advantage in capturing attention.
As their affective valence is resolved, these events prompt fur-
ther information gathering—more according to their degree of
motivational significance. Motive cues also occasion the re-
lease of neurochemicals, metabolic arousal, anticipatory re-
sponses that are oriented toward the engaging event, and a
mobilization of the organism that can lead to some action.
Sometimes these motivational sequences play out in humans,
in the same stimulus-driven way that they occur in less com-
plex organisms. More often, given an elaborate brain that is
equipped with language, an interactive memory storage, and a
vast behavioral repertoire, motivational reflexes are only
being engaged in part, and action is inhibited, delayed, or
complexly adapted to the context. Nevertheless, it is this re-
flex bedrock that generally prompts humans to say that they
are emotionally aroused. We may feel joyful, angry, fearful,
anxious, or sad and hopeless. Regardless of how the state is la-
beled, true to emotion’s reflex automaticity, we often feel less
in control, as if something is happening to us, rather than that
emotion is something we are doing—carried along in pleasure
and in pain by the very human experience of emotion.
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The term stress has been criticized for being too general or
nonspecific. For some it is a stimulus, whereas for others it
is a response or a combination of stimulus and response. For
some it is an inherently psychological process mediated
solely by the nervous system and affecting mental health,
whereas for others it is a physical syndrome due primarily to
exercise or physical insult and mediated by damage or in-
jury to bodily tissue. Over the past 10–20 years, however,
depictions of stress and discussions of how it operates and
affects us have become more integrated and have been in-
creasingly used as an exemplar or illustration of important
mind-body connections or pathways linking environments,
behaviors, and biological changes to health and well-being.
These characterizations describe stress as a relatively non-
specific series of biological and psychological changes that
support coping and adaptation to threat, harm, danger, or de-
mand posed by the environment. The evolution of concep-
tions of stress and the increasing focus on stress-related
changes in the immune system are the principal topics of
this chapter.

Stress is derived from an inherently adaptive process. Peo-
ple live in a constantly changing world in which physical and
social conditions require continuous adjustment and adapta-
tion. Many of these changes are small and some are imper-
ceptible, involving little effort in adjusting to them. When
people drive their cars, they must make more-or-less continu-
ous, small adjustments with the steering wheel; they are often
unaware of these adjustments. However, the sudden appear-
ances of major barriers or obstacles (turns, other vehicles,

potholes) ordinarily require bigger adjustments that demand
more effort and awareness. These are similar to more sub-
stantial environmental changes that call for more effort for
successful adaptation. Mental and physical resources must be
marshaled to support this effort, and this mobilization in-
cludes many cognitive and bodily changes associated with
stress. Some changes are disruptive and are perceived as
aversive either because they produce harm or loss or because
they pose a threat for future harm or loss (e.g., Lazarus &
Folkman, 1984). In response to such appraisals, psychologi-
cal, behavioral, and physiological responses are activated that
enable people to engage in coping strategies that promote
adaptation to or accommodation to the situation.

The general readying responses and nonspecific activation
associated with coping constitute what most theorists call
stress; it helps people achieve adaptation. Stress becomes
detrimental when coping strategies are ineffective, demands
exceed ability to cope, or activation of psychological, behav-
ioral, and physiological response systems is sustained or un-
usually intense. Among the systems affected is the immune
system, a key component of overall survival because of its
critical role in protection from disease. Although all stress
response systems work in concert, the immune system has re-
ceived considerable attention because of its role in infection
and disease. The relationships among stress, coping, and im-
munity are explored after separate discussions of major con-
ceptual models of stress, the strategies people use to cope
with stress, and the growing literature on stress-related im-
mune changes.
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THE STRESS CONSTRUCT

Although the concept of stress is widely acknowledged, there
is little scientific consensus about its definition. Most theo-
rists agree that stress can be adaptive, that it is precipitated by
demand or by threatening or harmful events, and that it is
often associated with negative moods. Because both biologi-
cal and psychological response systems are activated, some
theorists argue that stress is an emotion. Others maintain that
stress is best described as a general state of arousal that
prompts and supports action directed toward dealing with the
stimulus (e.g., Baum, 1990; Mason, 1971). Operational defi-
nitions of stress also vary and can include measures of pre-
cipitating events (such as the number of major life changes a
person experiences in a given time frame); psychological,
physiological, or behavioral responses common in stress; or
both the event and the responses. Regardless of how it has
been measured, stress appears to be a fundamental compo-
nent of adjustment and adaptation to environmental change.
Theories of stress have evolved over the past 100 years to de-
scribe the variety of response patterns to threat, harm, or loss
that occur, and work by Cannon, Selye, and Mason in partic-
ular has set the stage for modern depictions of stress.

Cannon (1914) was one of the first scientists to study
stress. He agreed with major theorists of his time that the
body needed to maintain a state of equilibrium. Anything
that disturbed or threatened this equilibrium prompted the
organism to respond in ways that would restore homeostasis.
Some stressful events elicited negative emotions such as
anger and fear, and these emotions were associated with ac-
tivation of the sympathetic nervous system (SNS) and the re-
lease of hormones that stimulated other areas in the body.
These neurohormonal changes prepared the organism to en-
gage in one of two adaptive behavioral responses: fight or
flight. The organism was readied either to stand its ground
and fight off the stressor or to flee the situation. Much of this
work was based on crude bioassay techniques and an incom-
plete knowledge of sympathetic physiology, but much of
what Cannon proposed has been verified by more recent re-
search. For example, we now know that catecholamines (i.e.,
epinephrine and norepinephrine) are released during stress or
arousal and accomplish many of the actions proposed by
Cannon.

Selye (1956/1984) developed a different model of stress,
the general adaptation syndrome (GAS), based on activity in
the hypothalamic-pituitary-adrenocortical (HPA) axis. Begin-
ning his work in the 1930s, Selye characterized stress as a triad
of physiological responses to noxious events that included ul-
ceration of the digestive system, enlargement of the adrenal
gland, and involution of lymphoid tissues (Selye, 1936). He
argued that these responses were driven by activation of the

HPA axis and were seen regardless of the type of stressor
presented. During initial stages of alarm, large increases in
corticosteroids were seen immediately following presentation
of the stressor, signifying resource mobilization. After mobi-
lization was accomplished, responding shifted to the second
stage, during which the organism resisted or acted to over-
come the stressor. Corticosteroids in the adrenal cortex were
replenished and adaptation was usually achieved. If adapta-
tion was precluded—as in cases of extreme or persistent stress
exposure—exhaustion was reached. This final stage was char-
acterized by a depletion of resources and could result in
chronic debilitating disease or death.

Mason (1971) expanded on these models by examining
stress responding in a variety of physiological systems.
Building on Cannon’s work and investigating other bodily
systems not directly related to arousal of the SNS or HPA
axis, he showed that predictable changes occurred in many
systems. Different kinds of stressors elicited different kinds
of changes, but emotional responses to stressors such as
anger and fear were not specific to the stressor. This meant
that the emotional arousal that characterized different stress-
ors made them feel the same across different situations. He
concluded that stress was a unified catabolic response serving
to maintain the high levels of circulating glucose needed by
the body in order to sustain prolonged resistance.

Cannon (1914) and Selye (1956/1984) accurately identi-
fied the SNS and the HPA axis as principal drivers of stress
responding. Activation of these systems continues to be the
focus of studies examining physiological pathways by which
stress is induced. Mason’s (1971) work integrated these two
systems and expanded prevailing views of stress to include
general activation across a multitude of biological systems.
Other response pathways such as psychological and behav-
ioral responses received less attention in these earlier models.
Cannon and Mason incorporated emotional responses such as
fear and anger into their theories, considering negative emo-
tions as mechanisms through which threatening stimuli
evoked physiological responses. Mason went further in inte-
grating these levels of response, but the conceptions of stress
that grew in the fields of biology and medicine were funda-
mentally different from those developing simultaneously in
psychology and psychiatry.

Psychological theories of stress developed independently
of these biological models and focused on individual vari-
ability in stress responding. Lazarus (1966) argued that stress
was the product of the interaction between the person and his
or her environment. It was not enough for a stimulus to occur;
people had to appraise the event as stressful and—through
processes of secondary appraisals—decide on what available
coping strategies could be used to deal with the situation and
whether the problem should be attacked or accommodated.
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These appraisal processes then elicited appropriate psycho-
logical, physiological, and behavioral responses.

Central to this model were the processes of cognitive ap-
praisals and coping, both of which were important psycho-
logical variables that moderated the relationship between
stressful events and bodily reactions. Lazarus (1966) re-
garded stress as a transactional process in which an individual
was constantly acquiring new information and reappraising
the situation. Lazarus and Folkman (1984) later expanded on
this model and defined stress as the “particular relationship
between the person and the environment that is appraised by
the person as taxing or exceeding his or her resources and
endangering his or her well-being” (p. 19).

This model of stress (Lazarus, 1966; Lazarus & Folkman,
1984) has been the foundation for much of the stress research
conducted in the past 40 years. However, it has not been with-
out critics; moreover, as new information has been discovered
about the myriad of cognitive processes involved and of bod-
ily responses and health-related outcomes associated with
stress, researchers have modified and expanded on this model.
Hobfoll (1989) and Hobfoll and Lily (1993) have defined
stress in the context of resource loss and conservation. Indi-
viduals actively sought to gain and maintain resources; stress
was the result of the loss, the threat of loss, or the lack of gain
of these resources. In response to stress, individuals acted to
minimize the amount of loss experienced. Rahe and Arthur
(1978) based their model of stress on the occurrence of major
life changes as precipitating events and defined coping as the
conscious efforts people used to try to reduce these responses.
In contrast, psychological defenses such as denial and repres-
sion were unconscious efforts that helped to deflect the initial
perception of the significance of the events. Although long-
term use of these psychological defenses could result in
pathology, short-term use was beneficial in reducing initial
psychophysiological responses. Sustained psychophysiologi-
cal responding not alleviated by coping or defensive efforts
lead to illness symptoms, behavior, and disease.

More recently, McEwen (1998; McEwen & Stellar, 1993)
proposed a model of allostasis and allostatic load to explain
the relationship between stress and disease. Like the earlier
biological models of stress proposed by Selye (1936) and
Cannon (1914), allostatic load theory focused on physiologi-
cal response pathways—in particular, those regulatory sys-
tems that were highly reactive to external stimuli (e.g., the
SNS and the HPA axis). Adaptation to challenges was
achieved through changes in these allostatic systems, and this
process was termed allostasis. Allostasis corresponded to
Cannon’s notion that organisms respond in ways to restore
homeostasis when equilibrium was threatened or disturbed; it
also corresponds to Selye’s conceptualization of the phases of
alarm and resistance. Also similar to these earlier theories,

allostasis models assumed that prolonged activation of a phys-
iological system could promote disease. Prolonged activation
may have been caused by episodic or repeated acute activa-
tion, lack of adaptation, or the failure of the system to shut
off or turn on properly. It caused wear and tear on the body,
termed allostatic load.Allostatic load represented the cumula-
tive effects of stressful life challenges as well as biological,
lifestyle, and environmental risk factors for disease such as ge-
netics, health behaviors (smoking, diet, drinking), and disrup-
tions in the sleep-wake cycle. Although the general concept of
allostatic load was appealing because it offered a broad frame-
work for studying risk factors for disease, it was difficult to
operationalize and study.

All of the aforementioned theories characterize the pro-
cesses through which stress unfolds differently, but they all
assume that stress has an adaptive function involving arousal of
bodily response systems that prompt changes that reestablish
homeostasis. When stress is unusually intense or sustained, it
can cause pathology. Integrative depictions of stress define it as
“a negative emotional experience accompanied by predictable
biochemical, physiological, and behavioral changes that are di-
rected toward adaptation either by manipulating the situation to
alter the stressor or by accommodating its effects” (Baum,
1990, p. 653).After an appraisal of a situation as threatening or
harmful, activation of both specific and nonspecific responses
continues until the source of stress is eliminated or its effects
have been accommodated. This catabolic fight-or-flight reac-
tion is beneficial in the short term but can result in negative
physical and mental health effects if these emergency re-
sponses are extreme or prolonged. Variability in the stress
process occurs through environmental and personal factors that
alter stress appraisals and choice of coping efforts.

COPING

Coping is central to most modern conceptions of stress. Stress
motivates people to adapt and reduce the aversive effects of a
stressor or one’s reactions to it; the biological changes that
occur support these efforts to manipulate or accommodate
these aversive conditions. There are many ways in which
people cope, and these methods have been divided into two
broad categories based on whether the action is directed at
manipulating-altering the situation or at palliating negative
emotions (Lazarus & Folkman, 1984; Steptoe, 1989). The
first of these actions is problem-focused coping, which in-
cludes using overt or covert behavioral or cognitive strategies
designed to alter the situation or people’s relationship to the
situation. Behavioral strategies are usually purposeful efforts
to eliminate or change the stressor or its proximity; such
strategies include running away, avoiding the location of the
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stressor, and using aggressive behaviors such as fighting an
attacker. Manipulations of the event or attempts to terminate
the stressor are also used. Cognitive strategies often focus on
plans of action or on redefining the situation in a less threat-
ening manner. Specific strategies include seeking information
about the problem, selectively attending to certain aspects of
the situation, or using cognitive reappraisal and reframing.
Problem-focused strategies are more likely to be chosen than
are more emotion-focused options and appear to be the most
effective when people have some control over the situation
(DeGroot, Boeke, Bonke, & Passchier, 1997; Folkman &
Lazarus, 1980). For example, breast cancer patients who
viewed their disease as controllable and used problem-
focused coping reported fewer symptoms of depression and
anxiety soon after their diagnosis (Osowiecki & Compas,
1999). In another study, breast cancer patients reported better
adjustment to their disease if they engaged in planning or pos-
itive reinterpretation (Ben-Zur, Gilbar, & Lev, 2001).

Attempts to decrease emotional responses to an aversive
event without altering the situation are termed emotion-
focused coping. These are generally accommodative in nature
and are designed to alter reactions to a stressor rather than the
stressor itself. If problem-focused coping can be thought of as
danger control or attempts to change the source of a threat,
emotion-focused coping would be distress control or action
taken to minimize upset or unhappiness (Leventhal, 1980).
People may increase their alcohol consumption, cigarette
smoking, eating, and use of other substances during stress
(e.g., Alexander & Walker, 1994; Greeno & Wing, 1994).
Engaging in these appetitive behaviors allows for a temporary
respite from dealing with the stressful situation; these behav-
iors do nothing to change or improve the situation, however,
and some are independently associated with health risks. Peo-
ple may also use cognitive emotion-focused strategies such as
denial, wishful thinking, and rationalization.

If effective, emotion-focused coping should decrease psy-
chophysiological responding. The term repressive-defensive
coping has been used to describe people who report low levels
of anxiety (i.e., negative emotion) but who exhibit high physi-
ological arousal at the same time. Repressors are also identi-
fied by their reports of low anxiety but high defensiveness or
social desirability (e.g., King, Taylor, Albright, & Haskell,
1990). This emotion-focused coping style is associated with
greater resting cardiovascular arousal as well as with greater
increases in cardiovascular reactivity and greater immunosup-
pression in response to a stressful task (e.g., Jammer & Leigh,
1999; King et al., 1990).

In hindsight, some emotion-focused strategies appear to be
maladaptive. While people are engaging in these strategies,
little or nothing is done to improve the situation, which has

remained the same or has worsened because no counteract-
ions have been taken (Brenner, Melamed, & Panush, 1994;
Redeker, 1992). Consistent with this idea is that emotion-
focused coping is often associated with worsening of stress
symptoms and disease outcomes. For example, use of avoid-
ance and self-blame has been positively associated with blood
pressure reactivity to acute tasks, use of denial has been posi-
tively associated with progression to AIDS in patients with
HIV infection, and use of wishful thinking coping prospec-
tively predicted symptoms of posttraumatic stress disorder
in victims of motor vehicle accidents (Dolan, Sherwood, &
Light, 1992; Dougall, Ursano, Posluszny, Fullerton, & Baum,
2001; Kohlman, Weidner, & Messina, 1996; Leserman et al.,
2000). Prolonged use of these strategies may preclude the use
of more effective strategies, especially if something could
have been done to control the situation (Lazarus, 1993). How-
ever, in situations in which stressors are short-lived, dissipate
on their own (without any problem-focused coping), or both,
emotionally focused strategies that insulate people from threat
and make distress less likely may be very adaptive (DeGroot
et al., 1997). Similarly, in situations characterized by little or
no control, these strategies are often preferred and can be
adaptive (DeGroot et al., 1997; Folkman & Lazarus, 1980).
For example, use of avoidance was associated with less per-
ceived stress in people donating blood, and patients with
terminal illnesses who perceived that they had little control
over their illness used more emotion-focused coping and less
problem-focused coping than did patients who had nontermi-
nal diseases (Kaloupek & Stoupakis, 1985; Kausar & Akram,
1998). When stressors or responses are extreme or prolonged,
emotion-focused coping may help to diffuse psychophysio-
logical arousal enough so that the person can conserve energy,
reappraise the situation, and decide on more appropriate
strategies (cf. Pilette, 1983; Rahe & Arthur, 1978).

Problem-focused and emotion-focused coping are not mu-
tually exclusive and are typically used together or sequentially
to alleviate stress. Although many specific types of these
strategies have been identified, no single strategy has been
found to be universally effective or ineffective. Coping is a dy-
namic process that constantly changes as the person discovers
new information and tries new techniques for dealing with the
situation (Aldwin & Brustrom, 1997). Rather than consistency
in use of coping, flexibility in the types of strategies used and
the relative use of problem-focused and emotion-focused
coping appears to be more adaptive (Cantor & Norem, 1989;
Lester, Smart, & Baum, 1994; Vitaliano, Maiuro, Russo, &
Becker, 1987). Choice of coping can be influenced by the
person’s perceived control over the situation (as mentioned
previously) and by a myriad of other event and person charac-
teristics such as perceived self-efficacy, social support, and
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personality (e.g., Fleishman, 1984; Gerin, Litt, Deich, &
Pickering, 1995; Thoits, 1986). This variability in coping
helps to explain the variability seen in psychological, behav-
ioral, and physiological responses to stress.

RESPONSES TO STRESS

As suggested earlier, stress is driven by biological changes
that affect a number of bodily systems and prepare organisms
to act quickly and decisively. Recently, there has been a bur-
geoning interest in the possible consequences of stress on im-
mune outcomes. The relatively new interdisciplinary field of
psychoneuroimmunology examines the bidirectional interac-
tions among the immune system and other psychological and
physiological response patterns. The immune system works in
concert with other stress systems as a sensory and regulatory
system (see Figure 16.1) and is the body’s primary defense
against infection and disease. Before immune changes in re-
sponse to stress are described, changes in other psychological,
behavioral, and physiological systems are reviewed.

Psychological and Behavioral Responses and Stress

Stressors or appraisals of them as posing threat or excess de-
mand elicit a broad array of responses, including disturbances
in mood and behavior. Increases in negative emotions such as
anxiety, depression, fear, or anger are often reported during
stressor exposure and can persist in some cases long after
exposure has ceased (e.g., Delahanty, Dougall, et al., 2000;
Dew & Bromet, 1993; Ursano, Fullerton, Kao, & Bhartiya,
1995). During periods of stress, people also experience in-
creases in negative cognitions such as unwanted or uncontrol-
lable thoughts and memories of the stressor (e.g., Dougall,
Craig, & Baum, 1999). These cognitions can help people
process and cope with the event (Creamer, Burgess, &

Pattison, 1992; Greenberg, 1995; Horowitz, 1986). However,
some of these thoughts are unwanted, unbidden, and uncon-
trollable; they may become acute stressors in their own rights,
helping to perpetuate chronic stress (Baum, Cohen, & Hall,
1993; Craig, Heisler, & Baum, 1996). For example, the occur-
rence of event-related intrusive thoughts predicted long-term
distress and physiological responding in victims who were in-
jured in motor vehicle accidents, who were recovery workers
at an airplane crash site, and who experienced personal loss as
a result of a hurricane (Dougall et al., 1999). Stress associated
with these intrusive thoughts may also interfere with decision-
making processes, problem solving, or judgments, contribut-
ing to new sources of stress and impairing overall efficiency.

Consistent with this prediction, some research has found
that stress can be manifested as disruption of behavior and per-
formance. Because attention is typically focused on dealing
with stressors when they are present, people who are experi-
encing stress often report trouble concentrating and poor
performance on mundane tasks such as balancing a check-
ing account, monitoring computer screens, or assembling a
product (for reviews, see Baba, Jamal, & Tourigny, 1998;
Cooper, 1988; Kompier & DiMartino, 1995; Krueger, 1989;
McNally, 1997). These effects are likely to be minor but can be
detrimental if they are work- or safety-related (e.g., writing a
report or driving an automobile). Even transient performance
decrements induced by laboratory challenges can persist
well after physiological and emotional responding has habitu-
ated (Glass & Singer, 1972). Additionally, some people
cope with stress by increasing their use of drugs such as alco-
hol and nicotine, eating diets with less nutritional value, and
decreasing physical exercise (Alexander & Walker, 1994;
Rosenbloom & Whittington, 1993; Willis, Thomas, Garry, &
Goodwin, 1987). Other behavioral changes include increases
in aggressive behaviors and deterioration of sleep quality and
quantity (e.g., Conway, Vickers, Weid, & Rahe, 1981; Ganley,
1989; Grunberg & Baum, 1985; Mellman, 1997; Sadeh, 1996;
Spaccarelli, Bowden, Coatsworth, & Kim, 1997). Prolonged
changes in these behaviors may have negative health effects
and may potentiate other stress-related responses such as alter-
ations in immunity and other neuroendocrine systems.

Neuroendocrine Responses and Stress

The seminal work of Selye (1956/1984) and Cannon (1914)
introduced the now accepted effects of stress on the SNS and
the HPA axis. Both of these systems are mobilized when an in-
dividual encounters a stressor. Increases in heart rate and blood
pressure as well as increases in the release of catecholamines—
particularly norepinephrine and epinephrine—are hallmark
indicators of SNS arousal. Activation of the HPA axis results

Figure 16.1 The central nervous system, endocrine system (primarily sym-
pathetic hormones and the hypothalamic-pituitary-adrenocortical axis), and
the immune system interact through direct innervation, endocrine activity,
and release of cytokines and other messengers from immune cells.
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in the release of glucocorticoids (e.g., cortisol in humans) from
the adrenal cortex. More recent research has demonstrated that
these two systems do not function independently; they com-
municate with one other. For example, catecholamines affect
the release of ACTH (adrenocorticotropic hormone) from the
pituitary, and corticosteroids enhance the cardiovascular ef-
fects of epinephrine and norepinephrine (e.g., Axelrod &
Reisine, 1984; Davies & Lefkowitz, 1984; Szafarczyck,
Malaval, Laurent, Gibaud, & Assenmacher, 1987). Likewise,
the SNS and the HPA axis connect with other bodily systems,
including (but not limited to) the gastrointestinal system, the
hypothalamic-pituitary-gonadal axis and the immune system
(de la Torre, 1994; Weiner, 1992). The generalized activation
that results from stimulation of one or the other system is con-
sidered to be adaptive in that it serves to mobilize physiological
resources enabling the person to cope more effectively. Other
neurohormones and peptides that are altered during stress in-
clude growth hormone, prolactin, vasopressin, endogenous
opioids, thyrotropin-releasing hormone, thyroid-stimulating
hormone, somatostatin, insulin, glucagon, glucose, testoster-
one, follicle stimulating hormone, and luteinizing hormone
(for reviews, see de la Torre, 1994; Lundberg, 1984; Weiner,
1992). These psychological, behavioral, and physiological re-
sponse systems work in concert to help the individual adapt to
stress, and many are directly tied to changes in immune status.

Immune Responses and Stress

The immune system is constantly surveying the body—
fending off foreign pathogens such as viruses and bacteria and
clearing away bodily cells that have died or have mutated or

been altered, as in the case of viral host cells or cancer cells.
The continuum of health and disease is maintained in part by
the immune system’s ability to detect and eliminate these in-
fectious and noninfectious agents and to provide mechanisms
through which healing can occur. These immune activities
have been broken down into two types of immunity—innate
and acquired—based on how the cells, structures, and factors
in each of these processes counter incursions of pathogens.
Innate or natural immunity represents the body’s first line
of defense against a pathogen. As the name implies, innate
immunity does not require prior exposure to a particular
pathogen, nor is it specific to the type of pathogen encoun-
tered. A similar cascade of events occurs after each foreign
substance is encountered. In contrast, an acquired immune re-
sponse is specific to the pathogen and usually requires other
cells to present the pathogen to the agents of acquired immu-
nity. Acquired immunity also has the ability to remember a
pathogen after the immune system has encountered it, result-
ing in faster and stronger defensive responses upon subse-
quent exposures. Acquired responses are generally stronger
and more effective than innate defenses after exposure has
created memory for a particular pathogen, and these aspects of
immunity are the basis for vaccination and inoculation.

A variety of cells and structures comprise the immune
system. Most research in psychoneuroimmunology focuses
on the number and function of lymphocytes, the specialized
white blood cells that recognize antigens and are key compo-
nents of acquired immunity. There are three major types of
lymphocytes: natural killer cells, B lymphocytes, and T lym-
phocytes (see Figure 16.2). Natural killer (NK) cells are large,
granular lymphocytes that do not require prior exposure to a

Figure 16.2 Major components of the immune system. T and B cells require prior sensitization by contact with a particular antigen, but NK cells do not. Other
cells, including scavenger monocytes and macrophages or neutrophils, are also important; all secrete cytokines that facilitate interaction among cells and with
the immune system.
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pathogen or altered cell; they function as agents of innate im-
munity by recognizing and killing virally infected cells and
tumor cells spontaneously. They have become popular targets
for research in psychoneuroimmunology because of their
great sensitivity to stress or psychological variables and be-
cause of their apparent relevance to several important disease
processes.

The B and T lymphocytes are agents of acquired immu-
nity. Both originate in the bone marrow, but T cells migrate to
the thymus (hence the name T lymphocyte), where they ma-
ture into either helper T cells or cytotoxic T cells. Along with
different maturational sites, T and B cells have different
mechanisms of action. Upon activation and recognition of an
antigen, B cells secrete antibodies (or immunoglobulins) that
bind to antigens and trigger a cascade of immune events that
lead to the elimination of the antigen. This form of immunity
is referred to as humoral because the antibodies are free in
body fluids (humors). In contrast, T lymphocytes are the
major components of cellular immunity and have both regu-
latory and killer functions. Regulatory T lymphocytes are
called helper T cells and recognize nonself pathogens through
their presentation by the major histocompatibility complex
(MHC). Helper T cells then secrete cytokines that serve to
activate B cells and other T cells preferentially. Killer T
lymphocytes (cytotoxic T cells) lyse and kill cells that exhibit
markers of a specific antigen complex.

Effects of stress on immune system activity vary in a num-
ber of different ways depending on the type of immune
marker measured, the timing of the assessment, and the type
of stressful situation encountered. Considerable research has
examined immune reactivity to brief laboratory tasks that are
thought to be stressful or challenging. These acute stressors
are brief, typically 5–30 min long (e.g., Breznitz et al., 1998;
Delahanty, Dougall, Browning, Hyman, & Baum, 1998).
Immune changes observed during or immediately after acute
stress generally include increases in the numbers of some
circulating lymphocytes in the peripheral blood, especially
NK cells and cytotoxic T cells (e.g., Breznitz et al., 1998;
Herbert et al., 1994; Naliboff et al., 1991). Increases in cell
numbers are due in part to migration of lymphocytes into
the blood stream from lymphoid organs such as the spleen
and lymph nodes (Benschop, Rodriguez-Feuuerhahn, &
Schedlowski, 1996). One possible reason for these increases
is that lymphocytes travel through the blood during periods
of acute stress to reach areas of the body such as the gas-
trointestinal system and the skin, where they act to ward off
infection and to promote healing (Dhabhar, 1998).

Despite these increases in numbers, the functional ability of
T and B lymphocytes in the peripheral blood is impaired as
evidenced by the decreased proliferative response of lym-
phocytes to mitogen presentation in vitro (e.g., Herbert et al.,

1994; Manuck, Cohen, Rabin, Muldoon, & Bachen, 1991;
Zakowski, Cohen, Hall, Wollman, & Baum, 1994). At any
given time an individual typically has only a handful of T and
B cells with memory for a specific antigen. However, thou-
sands or millions of cells are often needed to mount an effective
defense when the antigen is encountered. To accomplish this,
immune cells in circulation proliferate when they encounter
specific antigens or very strong mitogens, and the ability to
proliferate has been used as a measure of immunocompetence.
During or after stress, these lymphocytes appear to be inhibited
in some way, possibly by concomitant stress-related increases
in hormones such as epinephrine and cortisol that bind to im-
mune cell membrane receptors and are associated with
changes in cell migration and decreased proliferation (e.g.,
Crary, Borysenko, et al., 1983; Crary, Hauser, et al., 1983;
Daynes, Araneo, Hennebold, Enioutina, & Mu, 1995; Kappel,
Poulsen, Galbo, & Pedersen, 1998; Sondergaard, Ullum,
Skinhoj, & Pedersen, 1999). In contrast, the cytotoxic activity
of NK cells appears to incrementally change in proportion to
the number of NK cells in the blood. Like stress-induced
changes in NK cell numbers, NK cell cytotoxicity increases
during exposure to an acute stressor and then rebounds to
below baseline levels after stressor termination (Breznitz et al.,
1998; Delahanty, Wang, Maravich, Forlenza, & Baum, 2000;
Schedlowski et al., 1993). This change in overall activity
appears to be due to changes in cell number—that is, overall
cytotoxicity increases if there are more cells available to kill
pathogens and cytotoxicity decreases if there are fewer cells
available to kill pathogens (Delahanty, Wang, et al., 2000). In
sum, acute stressors elicit mobilization of lymphocytes and
transitory increases in some agents of innate immunity. In con-
trast, episodic or chronic stressors such as bereavement, acad-
emic stress, and caregiving for ill family members are
associated with general immunosuppression.

Chronic stress is generally associated with lower numbers
of peripheral blood lymphocytes—in particular, NK cells and
cytotoxic T cells—as well as lower levels of NK cell cytotox-
icity and lymphocyte proliferation (e.g., Esterling, Kiecolt-
Glaser, Bodnar, & Glaser, 1994; Herbert & Cohen, 1993;
Kiecolt-Glaser et al., 1987). In addition, chronic stress appears
to affect immune responses during acute stressors—in partic-
ular, decreasing rather than increasing numbers of T cells
and blunting the increases in NK cell numbers and overall cy-
totoxicity following acute stressor exposure (e.g., Brosschot
et al., 1994; Pike et al., 1997). Evidence for chronic stress-
related immunosuppression has also been found using indirect
measures of immune functioning. Chronic stress has been
associated with impairments in the ability of wounds to heal,
declines in seroconversion as evidenced by antibody titers
6 months after vaccination, and reactivation and recurrence of
latent viruses such as herpes simplex and Epstein-Barr virus
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(e.g., Glaser, Sheridan, Malarkey, MacCallum, & Kiecolt-
Glaser, 2000; Jenkins & Baum, 1995; Kiecolt-Glaser et al.,
1987; Kiecolt-Glaser et al., 1988; Kiecolt-Glaser, Marucha,
Malarkey, Mercado, & Glaser, 1995; Marucha, Kiecolt-
Glaser, & Favagehi, 1998).

Relationships Between Immune Responses and Other
Response Systems

The immune system has bidirectional relationships with other
stress response systems; many of these relationships appear to
be mechanisms through which stress-related immune changes
occur. For example, SNS activation is associated with in-
creases in cell mobilization and decreases in cell proliferation
during and shortly after acute stress and with decreases in cell
mobilization and decreases in lymphocyte activity as a func-
tion of chronic stress (Delahanty, Wang, et al., 2000; Manuck
et al., 1991; McKinnon, Weisse, Reynolds, Bowles, & Baum,
1989). Similarly, alterations in other physiological systems
such as the HPA axis and the hypothalamic-gonadal axis have
direct effects on immunity and may be important mecha-
nisms in stress-related immune responding (Daynes et al.,
1995; Paavonen, 1994; Schuurs & Verheul, 1990). Negative
mood and recurrent negative thoughts about the stressor (e.g.,
Delahanty, Dougall, Craig, Jenkins, & Baum, 1997; Solomon,
Segerstrom, Grohr, Kemeny, & Fahey, 1997) and stress-
related changes in behaviors such as decreases in sleep qual-
ity and quantity, decreases in exercise, and increases in the
intake of recreational drugs may also contribute to immuno-
suppression (e.g., Eisenstein, & Hilburger, 1998; Galloway &
Jokl, 2000; Ironson et al., 1997; Klein, Friedman, & Specter,
1998; McAllister-Sistilli et al., 1998; Watson, Eskelson, &
Hartmann, 1984). Not surprisingly, coping styles and re-
sources such as a pessimistic disposition and less available
social support have also been associated with immune alter-
ations (e.g., Byrnes et al., 1998; Sieber et al., 1992; Uchino,
Cacioppo, & Kiecolt-Glaser, 1996). Clearly, there are multiple
pathways through which stress may alter immunity. This
cocktail of causal agents contributes to the variability in the re-
lationship between stress and disease processes and suggests
several appropriate areas for intervention.

Immune Responses and Health Outcomes

As noted previously, acute exposures to stress appear to mo-
bilize immune cells and to increase some aspects of innate
immunity. These changes may be beneficial in warding off
opportunistic infections or in guarding against an incursion
of pathogens during or shortly after a challenge. In contrast,

chronic stress and associated changes in immunity have
largely negative effects on resistance to disease processes. If
the immune system is not functioning at its optimal level,
pathogens and mutated self-cells may escape detection, elim-
ination, or both, and recovery from injuries may be impeded.
In fact, people who are experiencing ongoing stress are more
susceptible to infectious diseases such as colds, flu, and HIV
disease (e.g., Cohen et al., 1998; Stone et al., 1992; for re-
views, see Dorian & Garfinkel, 1987; O’Leary, 1990). Addi-
tionally, stress has been linked to tumor growth and cancer
progression as well as impairments in wound healing (e.g.,
Ben-Eliyahu, Yirmiya, Liebeskind, Taylor, & Gale, 1991;
Bohus, Koolhaas, de Ruiter, & Heijnen, 1992; Kiecolt-Glaser
et al., 1995; Marucha et al., 1998; Stefanski & Ben-Eliyahu,
1996). Given these relationships among stress, immunity,
and disease, there has been increasing interest in designing
and implementing interventions aimed at preventing or mini-
mizing stress-related immune changes.

STRESS MANAGEMENT INTERVENTIONS

Interventions that decrease potentially toxic elements of stress
(e.g., anxiety, depression, elevations in blood pressure) should
also prevent or reduce stress-related immunosuppression.
Probably the most effective way to reduce stress responding is
to remove the stimulus. If your car breaks down and you are
without transportation, you can either fix it or buy a new one.
However, many situations are not easily changed—especially
in cases of sudden, acute stressors like assault. A traumatic
event like rape can never be undone. Given that direct action is
not always feasible or likely to be successful, secondary inter-
vention programs are often used to reduce ongoing stress.
These stress management techniques capitalize on the relation-
ships among appraisals, coping, and stress responses. By alter-
ing characteristics of the situation or of the person such as felt
arousal, perceived control, social support, self-efficacy, and
cognitive processes, people learn to reappraise the situation
and to deal with a stressor more effectively. As a consequence,
reductions in psychological, behavioral, and physiological
stress responding are seen.

Research examining changes in immunological indexes
after stress management interventions have used cognitive
and somatic stress reduction techniques. Cognitive tech-
niques are designed to alter appraisals of the situation and the
choice of coping strategies in order to reduce or eliminate
perceptions of stress (harm, loss, threat, or challenge) or to
help people match their coping efforts to the situation at hand
(Fava, 2000). These techniques often enhance perceptions
of control, predictability, and social support—all important
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buffers of stress and its associated consequences. Somatic
techniques target physiological arousal and use behavioral
strategies such as relaxation training, meditation, biofeed-
back, and exercise to decrease arousal and facilitate appropri-
ate emotional and behavioral responses (e.g., Carrington
et al., 1980; Kiecolt-Glaser et al., 1985; LaPerriere et al.,
1990; Murphy, 1984).

A number of recent studies have demonstrated that stress
management interventions can be effective in buffering im-
mune changes that occur with stress. Fawzy (1994) con-
ducted a group intervention for patients with malignant
melanoma and found that 6 months after the intervention,
patients displayed increases in numbers of NK cells and large
granular lymphocytes, increases in NK cell cytotoxicity, and
decreases in numbers of helper T cells. Increases in large
granular lymphocytes and NK cell cytotoxicity were associ-
ated with decreases in depression and anxiety, and increases
in NK cell cytotoxicity predicted lower rates of cancer recur-
rence. Similarly, Kiecolt-Glaser et al. (1985) found increases
in NK cell cytotoxicity and decreases in distress and antibody
titers to herpes simplex virus following 1 month of relaxation
training. Elderly residents of the same independent-living
facilities who were randomly assigned to a social contact
group or to a control group exhibited no changes in these
stress measures.

Research conducted by Antoni and colleagues (e.g.,
Antoni et al., 2000; Cruess et al., 2000) has demonstrated
that cognitive-behavioral stress management intervention
techniques are effective in buffering stress-related immune
changes in patients with HIV disease. They found decreases
in negative mood, norepinephrine levels, and cortisol to
dehydroepiandrosterone sulfate (DHEA-S) ratio levels as
well as decreases in antibody titers to herpes simplex virus
Type 2 in HIV-positive patients following completion of their
multimodal intervention (Antoni et al., 2000; Cruess et al.,
2000). In addition to showing these short-term immune
changes, patients in the intervention group had greater num-
bers of cytotoxic T cells than did the waiting-list control pa-
tients 6–12 months after the intervention ended (Antoni et al.,
2000). Other research groups have found increases in num-
bers of helper T cells (the cells that are infected by HIV) in
HIV-positive patients who participated in stress management
interventions (e.g., Eller, 1995; Taylor, 1995). Stress reduc-
tion techniques have also been used to prevent stress-related
immune changes associated with notification of HIV serosta-
tus. Asymptomatic, healthy gay men who completed an
aerobic exercise training program did not experience the in-
creases in negative affect and decreases in NK cell numbers
that were observed in the seropositive control group after no-
tification of HIV serological status (LaPerriere et al., 1990).

Although they are promising, these findings need to be in-
terpreted with caution. Many studies have not found changes
in immunity following psychological interventions (e.g.,
Coates, McKusick, Kuno, & Sites, 1989), and a recent meta-
analysis found that stress reduction interventions do not reli-
ably alter immunity (Miller & Cohen, 2001). The effectiveness
of stress management interventions in buffering immune re-
sponses could be determined by a number of variables. One
factor is the extent of stress responding preceding the inter-
vention. In order to reduce stress, the people participating in
the intervention need to be experiencing stress. When Miller
and Cohen (2001) reexamined the studies they included in
their meta-analysis of immune changes following psychologi-
cal interventions, they found that the few studies that targeted
stressed populations demonstrated reliable changes following
a stress management intervention. The effectiveness of an
intervention also depends on whether immune changes are
attributable to stress. Some of the immunosuppression ex-
perienced may be a product of chronic disease processes or
medical treatment regimens that independently alter immu-
nity, as in the case of cancer or HIV disease. Additionally,
stress management interventions are most effective if the par-
ticipants practice the techniques they learn. In HIV-positive
patients, increases in cytotoxic T cells found 6–12 months after
a cognitive-behavioral stress management intervention were
predicted by greater frequency of use of relaxation techniques
at home (Antoni et al., 2000). Likewise, greater practice of
relaxation techniques was associated with increases in the per-
centage of helper T cells during examination stress in medical
students (Kiecolt-Glaser et al., 1986). Therefore, depending on
the situation, a number of factors may interact to determine the
efficacy of a stress management intervention in preventing or
counteracting stress-related immunosuppression.

CONCLUSIONS

Stress is a fundamental process characterizing people’s inter-
actions with their environments and responses to challenge.
Appraisals of threatening or harmful challenges motivate
people to take action to either eliminate these stressors (i.e.,
problem-focused coping) or protect themselves from the
stressor’s negative impact (i.e., emotion-focused coping).
These appraisals and coping efforts elicit a series of specific
and nonspecific cognitive, behavioral, and physiological
responses. Stress responses in turn promote adaptation by
mobilizing catabolic energies that support coping efforts. In
most cases, people are able to effectively deal with all types of
stressors—from minor irritations such as misplacing one’s car
keys to extreme stressors such as assault or disaster. People
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learn from these experiences and move on to encounter new
challenges, giving credence to the belief that stress is an in-
herently adaptive process. Stress becomes detrimental to
mental and physical functioning when stressor demands ex-
ceed the person’s abilities to cope and responding is pro-
longed or unusually intense.

One response system that has received considerable atten-
tion is the immune system because of its role in the detection
and elimination of pathogenic agents. Repeated or protracted
exposures to stress appear to suppress immune system func-
tioning and may contribute to increased vulnerability to in-
fection and disease. Alterations in other stress response
pathways have important effects on immunity as well and ap-
pear to be mechanisms through which many of these stress-
related immune changes occur. By decreasing cognitive,
behavioral, and physiological responding, stress reduction
interventions are used to facilitate adaptation and have im-
portant implications for decreasing vulnerability to disease
processes.

FUTURE DIRECTIONS

Although we have learned a great deal about how the immune
system responds during and after stress and how it interacts
with other bodily systems, many questions still need further
inquiry. Some basic questions about the reciprocal nature of
brain-immune system interactions, about mediators between
emotional processes or other psychological phenomena
and immune system change, and about basic stress-related
immunomodulation of disease vulnerability remain to be
studied. Gray areas in existing data suggest future directions
for both theory and research—not only in psychoneuroim-
munology, but also in related disciplines. For example, one
question that has plagued chronic stress researchers is how and
when acute stress becomes chronic. We know that stress can
be an adaptive process, especially in the short-term; moreover,
some immune changes during acute stress seem consistent
with a mobilization of cells and innate immunity and may
provide enhanced protection against opportunistic infections.
However, chronic stress responding is associated with a
broader, longer-term immunosuppression in which some of
the conditions for a reduction in host defense are met. When
and how does this transition take place? Research has identi-
fied event and person variables such as the duration and nature
of the stressor and duration of the perceived threat as determi-
nants of chronic stress responding (Baum et al., 1993; Baum,
O’Keeffe, & Davidson, 1990). However, these risk factors
do not explain all of the variability seen in stress responding.
For example, traumatic events that begin and end within

minutes, such as powerful storms or tornados, can elicit long-
term stress responding in some victims while the majority of
victims recover rapidly. These seemingly inconsistent find-
ings are the impetus for research on identifying both situation
and person variables that either promote or inhibit chronic
stress responding. The coping skills, strategies, and resources
people use to deal with a situation have been a prime target
of these investigations. Coping has the added advantage of
being modifiable, and teaching people appropriate coping
strategies is a basic component of many stress management
and mental health interventions. Future research designs need
to incorporate more frequent longitudinal assessments and ex-
amine multimodal assessments of stress responding (i.e., psy-
chological, behavioral, neuroendocrine, and immunological
responses) as well as moderating variables such as coping
strategies and resources in order to better characterize the time
course of stress responding.

Unfortunately, longitudinal psychoneuroimmunological
investigations can become very costly and burdensome to
study participants. Researchers need to carefully select out-
come variables to minimize cost and burden and to maximize
relevance, especially with regard to immune indexes. A sub-
stantial challenge is that the interaction between the immune
system and stress or other psychological and psychobiologi-
cal processes is still relatively unexplored when compared
with stress and other bodily systems such as the cardiovascu-
lar system. Investigation of consistent relationships among
stress-sensitive systems such as common regulatory features
and processes (e.g., sympathetic innervation, endocrine re-
sponsivity, distribution of endocrine and neuropeptide recep-
tors, and HPA axis activity) and shared outcomes may yield
additional important information about mechanisms underly-
ing immune system changes and about general markers for
organismic vulnerability to disease.

Translational research is also integral to psychoneuroim-
munology. Investigations of the complex interactions among
psychological, neuroendocrine, and immune systems bear
directly on basic research on how immune cells react to
antigens and interact with each other. However, these basic
investigations have undeniable applied or clinical implica-
tions and concurrent and derivative translational research that
begins to view real-world infectious phenomena in broader
terms represents a critical outcome of this research enter-
prise. For example, research on periodic exacerbations of au-
toimmune disorders or reactivation of latent viruses provides
important basic data about clinical phenomena and their
physiological bases; such research suggests important pre-
dictive and ameliorative strategies (e.g., Ackerman, Heyman,
Rabin, & Baum, 2000; Jenkins & Baum, 1995; Kiecolt-
Glaser & Glaser, 1987). Additionally, as advancements in
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immunoassays and assessment techniques occur, psychoneu-
roimmunology research can better focus on the most appropri-
ate components of immunity for each hypothesis being tested.

Interventions designed to reduce overall stress responding
can be effective in minimizing stress-related changes in immu-
nity. However, as we have discussed, these effects on the
immune system are dependent on several factors (i.e., the pop-
ulation has to be experiencing stress, the immune changes have
to be associated with stress, and the population has to actively
participate and practice the intervention techniques). Future re-
search needs to thoroughly assess whether stress management
interventions are first likely to affect immunity and then to
identify barriers to participation within the target population.
For example, some populations may be more willing to exer-
cise for an hour than to attend a group session and talk about
private issues. Barriers related to ethnic, cultural, and socio-
economic factors also need to be considered. Additionally, it
may be prudent to reevaluate the outcome measures used and
the timing of the assessments. In some instances, such as a pre-
ventive intervention in which people are not likely to experi-
ence a great deal of stress, immediate measures of stress
responding, including immunity, should be unaffected. How-
ever, days or weeks later when they next encounter a major
stressor, if they use what they learned in the intervention, im-
mune changes should be attenuated. Researchers need to de-
velop longitudinal designs that incorporate these types of
issues related to the timing of the intervention in relation to the
stressor of interest.

Related to this concern is the fact that the majority of re-
search examining immune changes following psychological
interventions have considered populations that are enduring
chronic illnesses, such as cancer and HIV disease. Although
such research is appropriate and worthwhile, more of this work
needs to be done with other chronically stressed populations—
including physically healthy people dealing with a stressor—
so that immune processes independent of disease processes
can be better understood. Research by Cohen and his col-
leagues (e.g., Cohen, Doyle, & Skoner, 1999; Cohen et al.,
1998) on stress-related vulnerability to experimentally applied
viruses has begun to address this concern, as have studies of
chronically stressed caregivers or of marital conflict (e.g.,
Esterling et al., 1994; Kiecolt-Glaser et al., 1987; Kiecolt-
Glaser et al., 1988). Studies of psychological trauma and stress-
related immune system change as well as trauma-related health
outcomes are also important in this regard (e.g., Inslicht,
Hyman, Larkin, Jenkins, & Baum, 2001; Ironson et al., 1997;
McKinnon et al., 1989; Segerstrom, Solomon, Kemeny, &
Fahey, 1998).

As research continues to explain the complex interactions
among stress response pathways and how these responses are

altered by appraisal and coping, our understanding of the
stress process and its effects on health and disease will in-
crease. Continued characterization of the beneficial as well as
harmful effects of stress will improve our ability to identify
modifiable risk factors (e.g., lifestyle, appraisal, coping, and
social resources) and will advance the design and implemen-
tation of interventions to reduce the negative consequences
of stress and promote adaptation.
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The study of learning in animals most frequently concerns
the adaptation of an individual to its environment through ex-
perience (Thorpe, 1963). It has been variously described as
experimental epistemology (Hilgard & Bower, 1975), that is,
the study of the acquisition of knowledge, as the “strengthen-
ing . . . or setting up of receptor-effector connections” (C. L.
Hull, 1943, p. 69), and as “what happens between the percep-
tion of information by our sense organs and the ultimate stor-
age of some part of that information in our brains” (Gould,
1982, p. 260). Regardless of how it was described, it is fair to
say that the study of learning in animals was a cornerstone
of experimental psychology for many decades, beginning
in the early part of the last century. Although it no longer
commands as dominant a role in the field of experimental
psychology as a whole, its legacy remains in cognitive psy-
chology through its contributions to connectionist model-
ing of cognitive processes. Furthermore, the study of brain
mechanisms of learning and memory remains a major part of
biological psychology. In the field of neuroscience, the study
of the neural mechanisms of learning has attracted a wide
range of investigators from molecular biologists focusing on
changes in gene expression in isolated synapses in vitro, to
neurophysiologists studying plasticity in brain slices, to cog-

nitive neuroscientists using neuroimaging methods to iden-
tify brain areas involved in human learning processes. It is
clear that the study of learning will continue to be a major re-
search topic for investigators interested in behavior or neuro-
science in the twenty-first century.

There are two major traditions in the study of learning in
animals, one within experimental psychology, and one within
zoology, especially ethology. Although for several decades
the orientations and work of these two traditions seemed an-
tithetical, more recently the study of animal learning has
profited from a greater synthesis of these approaches. In this
chapter we first develop a few key ideas within each of the
separate traditions and then provide three case studies that
show how a more synthetic approach, combined with an in-
terest in the neural organization of learning, can provide im-
portant insights into the nature of learning. Because this is a
handbook of psychology, we emphasize the tradition of ex-
perimental psychology.

ETHOLOGICAL APPROACHES TO LEARNING

Ethology has made a key contribution to the study of animal
learning. At the same time, the investigation of learning has
played an important role in the development of ethological
theory. The many exchanges that occurred between ethologists
and experimental psychologists just after World War II were
especially important in sharpening the research approaches
that were adopted by ethologists for the study of learning

This chapter evolved from the authors’ lectures for the Cold Spring
Harbor Laboratories summer course, “The Biology of Learning and
Memory: From Molecules to Behavior.” The authors thank the stu-
dents and faculty of that course over the years for their questions and
stimulation.
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(e.g., Lehrman, 1953; Schneirla, 1956). In this section we con-
sider generally the ethological approach to the study of behav-
ior and more specifically how this approach manifested itself
in studies of animal learning conducted by ethologists. We
address these issues by first asking, “What is ethology?” and
then discussing the ethological view of learning and its
application to the study of learning.

What Is Ethology?

Perhaps the briefest definition of ethology to be commonly
adopted is that it is “the biological study of animal behavior”
(e.g., Immelman & Beer, 1989; Tinbergen, 1963). This defin-
ition fails to capture important nuances that distinguish ethol-
ogy from other fields in the behavioral and neural sciences
that also consider nonhuman animals as subjects. The quali-
fier that ethology represents a zoological approach to the
study of behavior provides a useful additional insight (Beer,
1963; Thorpe, 1979). Zoologists are intrinsically interested in
the study of animals for their own sake and on their own
terms, rather than as a model system to understand some
basic biological process that will be broadly applicable to
many life forms including humans. In other words, viewing
behavior in zoological terms means that ethologists take an
animal-centered view of the study of behavior.

Ethologists therefore first and foremost are interested in
understanding how an animal behaves under natural condi-
tions. Thorpe (1979) has observed that ethology along with
ecology can be viewed as the scientific legacy of a fascina-
tion with natural history in Western culture that can be traced
back at least to the 12th century and Francis of Assisi. It is
this natural-history orientation toward behavior that all au-
thorities agree is one of the central features of ethology (e.g.,
Hinde, 1982).

How is a natural-history orientation manifested in the sci-
entific study of behavior? Combining a thorough description
of behavior under natural conditions with an understanding
of the sensory abilities (and limitations) that an animal pos-
sesses is an essential first step in any detailed study of behav-
ior. Such descriptive data are usually collected under field
conditions where one can appreciate the challenges that an
animal faces. One’s appreciation for the possible behavioral
capabilities an animal possesses increases markedly when
one actually experiences the challenges that an animal nor-
mally faces. Adopting a natural-history orientation does not
mean that one eschews experimentation. On the contrary,
ethologists have often performed experiments and manipula-
tions of various sorts. But an ethologist will always be con-
cerned about the relevance of such manipulations to the
natural situation. Just because one can reliably observe an

animal engage in certain behaviors under certain environ-
mental conditions does not mean that one has learned any-
thing of value of the causes of behavior. A good ethologist is
always concerned about artifactual responses that might be
observed under artificial conditions that can fool one about
the actual capabilities that an animal possesses. Finally, the
natural-history orientation adopted by ethologists means that
they are interested in not only the causes and development of
behavior (sometimes called proximate causes), as are many
other behavioral scientists, but also the adaptive significance
and evolution of behavior (sometimes called ultimate causes
of behavior).

Many ethologists have stressed that this interest in multi-
ple levels of analysis is a key aspect of core ethology (e.g.,
Hinde 1982; Lorenz, 1981; Tinbergen, 1963). Lorenz (1981)
phrased this notion in a way that clearly illustrates the link
between ethology and Darwin. He contended that ethology
applies to behavior “all those questions asked and those
methodologies used as a matter of course in all the other
branches of biology since Charles Darwin’s time” (p. 1). This
interest in the evolution of behavior has framed the ethologi-
cal approach to the study of learning and has also set the stage
for some of the conflicts that occurred between ethologists
and experimental psychologists.

To understand ethological approaches to the study of
learning we should be familiar with some basic ethological
concepts about how behavior is organized. One impor-
tant notion is that behavior is often packaged into highly
stereotyped patterns known as fixed action patterns (Lorenz,
1950; Tinbergen, 1951). As observed by Lorenz (1950) and
others, the patterning of these fixed action patterns is gener-
ally species-specific and can therefore be used as a trait
along with morphological and genetic characters to build a
taxonomy. Fixed action patterns are often preceded by more
variable behavioral responses, known as appetitive re-
sponses, that put the animal in the situation to express a
fixed action pattern (Craig, 1918; Hinde, 1970; Marler &
Hamilton, 1966). The fundamental idea is that some stereo-
typed behaviors result in a functional outcome that is asso-
ciated with a reduction in motivation whereas other more
variable behaviors allow an individual to converge on this
functional outcome (Timberlake & Silva, 1995). Although
dichotomizing behavior in this way is problematic in some
cases (Hinde, 1953), the distinction has been useful to
both ethologists and experimental psychologists for the
elucidation of the mechanisms mediating many motivated
behaviors such as food-seeking and ingestive behavior
(Timberlake & Silva, 1995). Furthermore, the study of these
species-typical motor behaviors has provided us with insight
into how motor systems are organized by the central
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nervous system to implement complex patterns of behavior
(Hinde, 1953; Tinbergen, 1951).

An idea closely related to the fixed action pattern, which
was also articulated early in the history of ethology, is that
such species-typical behaviors are elicited by environmental
stimuli in a highly selective manner. A famous example con-
cerns the territorial responses of male robins. Lack (1939)
presented male robins on their territories with a stuffed juve-
nile robin that had drab brown plumage, with a stuffed male
robin with a red breast, or with just a bunch of red feathers.
The territorial male robin responded aggressively to the
model of the breeding male and ignored the model of a juve-
nile robin. However, his response to the bunch of red feathers
was nearly equal to his response to the male model. This led
Lack to conclude that the red breast was the key stimulus out
of the myriad of stimuli that might be relevant that the male
robin used to guide his aggressive responses. Stimuli like
these are known as sign stimuli. Many other examples of
these sorts of highly selective responses to stimuli in the en-
vironment have been reported since they were first described
in detail by von Uexkull, a teacher of Lorenz, in the 1920s
and 1930s (see Schiller, 1957). A sign stimulus is currently
defined as “a single simple feature or a compound of a few
simple features that provide only a small fraction of the total
sensory input from a situation to an animal, but to which the
animal’s specific reaction pattern is tuned, so that the stimu-
lus selectively elicits this pattern” (Immelman & Beer, 1989,
p. 270). The mechanistic basis of this selective stimulation
has been studied to some extent. The simplest examples in-
volve limitations in the relevant sensory receptors or in the
tuning of sensory fibers so that the animal can detect only a
very restricted part of the sensory world (Marler, 1961). In
the case of the male robin, it is clear that the male is able to
perceive colors besides red. One can therefore reject the ob-
vious explanation that there is some sort of limitation of sen-
sory receptors responsible for such selective responding. The
neural basis of selective responding to stimuli can involve
many different mechanisms besides just biases in sensory re-
ceptors, including learning processes such as sensitization or
habituation.

What is apparent is that complex interpretations of sensory
information are being made by the central nervous system to
mediate many of these selective responses. Originally, it was
thought that these sign stimuli worked via an “innate releas-
ing mechanism” to release action-specific energy that would
“fuel” behavioral production (e.g., Lorenz, 1950). This en-
ergy model of motivation has been criticized and is no longer
held as valid by most ethologists (e.g., Hinde, 1970). How-
ever, there are certainly endogenous processes involved in the
motivation of fixed action patterns. Most neuroethologists

now avoid the terms motivation and drive and instead
try to explain these endogenous processes in physiological
terms.

The Ethological View of Learning

Many behavioral and neural scientists continue to think about
variation among animals in hierarchical terms. Although the
problems with this sort of reasoning have been discussed for
many years, going back to Lovejoy’s classic monograph
(1936; see also Hodos & Campbell, 1969), it is still not un-
usual to hear about different species being compared on the
basis of being “higher” or “lower” vertebrates. Higher and
lower in this context refers to the scale of nature in which
mammals are high on the scale (with primates at the top) and
birds reptiles, amphibians, and fish are lower on the scale
(Hodos & Campbell, 1969). Invertebrates are of course lower
still. There is also an implicit assumption associated with the
embrace of hierarchical thinking that the ability to learn a
particular behavior is somehow superior or more sophisti-
cated than engaging in a similar behavior when it is un-
learned to a large degree. Learning is thought to be associated
with more complex nervous systems (such as those possessed
by humans), so studying learning in any form will be valu-
able in understanding human behavior, and one might expect
“higher” vertebrates to exhibit more learning and more com-
plex learning than “lower” vertebrates.

With this reasoning in mind it is understandable how
many experimental psychologists started to focus on the
study of learning in a few convenient species of higher verte-
brates so that generalizable principles of learning could be
discerned. Even neurobiologists who adopted a reductionist
approach to the study of learning and focused on invertebrate
species such as the mollusks Aplysia (Hawkins & Kandel,
1984; Kandel, 1976) and Hermissenda (Alkon, 1983) argued
that by studying the cellular and molecular bases of learning
in these species, one could gain insight into fundamental
processes of brain plasticity that would be widely applicable
to many species, including humans. Again in this literature
there is an implicit and in some cases explicit assumption that
neuroplasticity is an advantageous trait and that the amount
of plasticity that a nervous system is capable of is some
gauge of the level of sophistication or complexity of that ner-
vous system. At times it seems that in the scientific commu-
nity the idea that learning and the associated neural plasticity
must be a good trait is accepted as being as obvious as the no-
tion that motherhood is a valuable trait as perceived by the
community at large.

Ethology adopted a very different view of learning. If
one views these issues from the perspective that the function
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of behavior is to maximize individual reproductive success,
then the widespread occurrence of learning is potentially
very dangerous. Animals in a given population, in a given
habitat, have evolved a particular repertoire of morphologi-
cal adaptations that make successful reproduction possible.
Similarly, as previously discussed, ethologists have argued
that species-typical behaviors are also adaptations that have
evolved to complement these morphological adaptations to
promote individual reproductive success. Learning is a way
to bring about behavioral change based on experience.
Behavioral change can potentially disrupt adaptive com-
plexes of behavior and have disastrous consequences for the
functional outcomes of behavior (i.e., reproductive success).
Learning may indeed be advantageous or necessary for
certain aspects of the behavior, but it should be highly
controlled and limited so that the right sort of learning
occurs at the right stage in the life history of the animal.
It seems unlikely that open programs of neuroplasticity that
facilitate unguided learning would be advantageous in
many cases, and therefore they are unlikely to evolve very
often.

The ethological argument concerning learning was per-
haps most forcefully articulated by Konrad Lorenz, who
pointed out that the “more complicated an adapted process,
the less chance there is that a random change will improve its
adaptiveness” (1965, p. 12). He goes on to point out that there
are “no life processes more complicated than those which
take place in the central nervous system and control behavior.
Random change must, with an overpowering probability, re-
sult in their disintegration” (p. 12). These statements suc-
cinctly summarize the notion that learning should not
necessarily be viewed as a useful trait. The related idea is that
when learning does occur, it should be directed. With a rather
high degree of invective, Lorenz states, “To anyone tolerably
versed in biological thought, it is a matter of course that
learning, like any function of comparably high differentiation
and survival value, must necessarily be performed by a very
species-specific mechanism built into the organic system in
the course of its evolution” (p. 12).

The Ethological Approach to the Study of Learning:
The Case of Imprinting

The ethological view of learning was perhaps best illustrated
by the study of imprinting, first by Konrad Lorenz and then
by a variety of other investigators (Bateson, 1966; Hess,
1973). Imprinting involves the formation of an attachment by
progeny early in life for their mother and then later in life for
a mating partner. Imprinting on a mother figure is known as

filial imprinting, whereas an attachment for a mating partner
is known as sexual imprinting. Imprinting has been studied
in the most detail among bird species with precocial young,
such as members of the galliform order (e.g., chickens,
turkeys, or quail) as well as members of the anseriform order
(e.g., ducks and geese). Imprinting clearly can be considered
an example of a learning process because the object that a
young animal becomes attached to and will follow around is
based on the objects it experiences just after hatching or birth.
Lorenz was famous for illustrating how he was able to get
young goslings to form attachments to him. Many textbooks
of psychology and biology include a picture of Lorenz lead-
ing a group of young goslings. This behavior resulted from
the fact that the mother was removed so that at hatching the
first moving object the goslings encountered was Lorenz, and
they did indeed form an attachment with him. Similarly, he
demonstrated how these goslings would later court him when
they reached sexual maturity.

Filial imprinting can be measured in a variety of ways.
The first way involves following the object of attachment. It
can also be assessed by behaviors exhibited in the presence of
the object (usually indicative of contentment) and behaviors
exhibited toward other salient objects in the environment that
it is not attached to (usually avoidance behaviors or even fear
and panic). Sexual imprinting is measured later in life as a be-
havioral preference for a mating partner that resembles the
object of filial imprinting to some degree.

When Lorenz investigated imprinting in the 1930s, he
stressed the aspects of imprinting that made it different from
general learning processes. He observed that the learning oc-
curred with a minimal amount of experience (a single expo-
sure for a limited amount of time is sufficient), that the ability
to learn was optimal during a restricted period of time
early in life (the so-called critical period), that this learning
was irreversible (a new stimulus could not replace the origi-
nal imprinting stimulus), and that it has effects on certain be-
haviors (sexual behaviors) that are not—indeed cannot
be—produced at the time the learning occurs. However,
modern results from a series of elegant experiments, carried
out primarily by ethologists but also by experimental psy-
chologists, indicate that the differences between imprinting
and other examples of learning about single events may not
be qualitative, but rather a matter of degree. Variables that in-
fluence the imprinting process also influence learning about
single events in general. These variables include the quantity
and quality of the stimulation, the duration of the stimulation,
the animal’s state (age and past experience), and events that
occur between when the animal has an experience and when
it is tested (see Bolhuis, 1991, and Shettleworth, 1998, for
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reviews). The imprinting saga illustrates how the natural-
history approach advocated by ethologists can lead to a rigor-
ous experimental analysis of the variables influencing a
learned behavior.

GENERAL PROCESS APPROACHES TO LEARNING

In contrast to the ethologists of the time, early experimental
psychologists celebrated the role of individual adaptation to a
changing world. Although they seldom articulated these atti-
tudes, it is probably fair to say that for them, evolution pro-
vided only the raw materials, the bits and pieces of behavior,
and that experience provided the opportunity for organized,
adaptive behavior. Far from being a potential threat to sur-
vival, learning was the key to behavioral adaptation.

Indeed, as late as the middle of the twentieth century,
many psychologists were optimistic that a full understanding
of behavior, mind, and brain could be derived from a few
basic and universal principles of learning. Thus, this orienta-
tion to the study of learning was sometimes termed general
process theory. For example, Clark Hull wrote his classic
Principles of Behavior (1943) “on the assumption that all be-
havior, individual and social, moral and immoral, normal and
psychopathic, is generated from the same primary laws; that
the differences in the objective behavioral manifestations are
due to the differing conditions under which habits are set up
and function” (p. v). Moreover, these “primary laws” were
derivable from study of extremely simplified “model sys-
tems,” such as rats pressing levers and dogs salivating in an-
ticipation of food. Early study of learning focused on animals
not because of any intrinsic interest in animal behavior per se
but because animal models provided a much greater degree
of experimental control over past and present experience.
Thus, in contrast to the animal-centered view of ethologists,
experimental psychologists largely ignored their subjects’
natural histories and may be said to have adopted an experi-
menter-centered approach to the study of behavior.

The Reflex T\radition

These optimistic views were based in part on the successes of
nineteenth-century physiological reflex theory (e.g., Sechenov,
1863/1965; Sherrington, 1906). In the extreme, the belief was
that the activity of the brain (or mind) could be reduced to the
translation of stimulus input into particular behavioral re-
sponses. Thus, the primary goal of psychology was to specify
the relation between explicit stimulus inputs and response
outputs. In this section we first consider the traditional models

for the study of these input-output relations and then consider
in depth some key ideas that have guided recent study of sim-
ple learning processes in animals within this tradition.

Classical and Operant Conditioning

The study of learning in experimental psychology has
been dominated by two models, that of classical (or
Pavlovian) and operant (or instrumental) conditioning. In
classical conditioning a relation or contingency is arranged
between two events over which the subject has no control.
For example, in Pavlov’s laboratory (Pavlov, 1927), the
sound of a metronome, the conditioned stimulus (CS), was
repeatedly followed by the delivery of a food, the uncondi-
tioned stimulus (US), to a hungry dog. Eventually, the sound
of the metronome alone came to elicit components of behav-
ior previously controlled by the food (e.g., secretions of the
stomach and salivary glands). In operant conditioning a rela-
tion is arranged between the animal’s behavior and the occur-
rence of some event (e.g., food is delivered to a hungry rat
each time it presses a lever). In both cases, the arrangement
of the appropriate contingencies results in the develop-
ment of a conditioned reflex, habit, or association such that
some stimulus comes to provoke a particular behavioral re-
sponse automatically. Furthermore, the products of learning
were characterizable in a single dimension, the strength of
that habit, reflex, or association.

Although proponents of each model often attempted to de-
scribe the other model as a special case of their own (e.g., C. L.
Hull, 1943; Sheffield, 1965), some key differences are worth
noting. Within the Pavlovian model, classical conditioning in-
volved a process whereby the control of existing behavior is
transferred from one stimulus to another. In the example de-
scribed earlier, the metronome may be said to come to substi-
tute for the food in controlling behavior (e.g., Mackintosh,
1974). Although it was widely recognized (C. L. Hull, 1943)
that the conditioned (learned) response (CR) to the CS and the
original, unconditioned response (UR) to the US need not be
identical, the nature of learned behavior was nevertheless
determined by the choice of US.

By contrast, within the operant model the learned re-
sponse was assumed to be unconstrained by the reinforcer,
limited only by the subject’s behavioral repertoire and the
experimenter’s skill in extracting the desired behavior from
that repertoire. The important feature of events that served as
USs or reinforcers was not that they themselves uncondition-
ally controlled behavior, but rather that they “stamped in”
associations between stimuli (e.g., the sight of the lever) and
responses (pressing the lever) on which they were made
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contingent, according to a law of effect (Thorndike, 1898).
By this law, stimuli and responses are associated when they
are followed by a “pleasurable event” (p. 103). More gener-
ally, behavior is governed by its consequences—its fre-
quency depending on whether it has in the past produced
reinforcing events. From the perspective of early learning
theorists, it is this ability of animals’ behavior to be influ-
enced by its consequences that formed the basis of adaptive
behavior in individuals.

Both models emphasized experimental control over the
animal’s experience and behavior. By isolating the animal
from its natural environment in laboratories and still further
in relatively small and sterile experimental chambers, influ-
ences on behavior other than those of immediate interest to
the experiment at hand were thought to be minimized. These
extraneous influences included not only distractions such as
sights, sounds, or the presence of conspecifics, but also the
opportunity to engage in other species-typical behaviors.

Learning, Motivation, and Emotion

Early study of conditioning was intertwined with the study of
motivation. It was apparent that the effect of a stimulus on
behavior was often modulated by various “states” of the ani-
mal, for example, those corresponding to food or water de-
privation. The construct of motivation, both championed
(Lorenz, 1950) and rejected (Hinde, 1960) in ethology as a
device for explaining the generation and organization of be-
havior, served critical, but fairly proscribed, roles in experi-
mental psychologists’ accounts for learning and action. First,
motivation was often thought to act as a performance vari-
able energizing behavior at the time of action. Issues that at-
tracted investigation included the specificity of motivational
states in modulating behavior (e.g., do motivational states
irrelevant to the task solution influence behavior?; Kendler,
1946), whether motivational states would energize behavior
in the absence of explicit eliciting cues for that behavior
(Sheffield & Campbell, 1954), and whether the energizing
properties of motivational states could come to be controlled
by external stimuli as a result of conditioning (Seligman,
Bravman, & Radford, 1970). Although often framed in very
different ways, these questions remain with us (Holland,
1991; Swithers & Hall, 1994).

Second, the establishment of associations was often
thought to require the operation of some motivationally based
reinforcement process to serve as a catalyst for, or to stamp in,
stimulus-response (S-R) associations. The nature of this rein-
forcement process was the subject of great theoretical debate
and spanned a range of possibilities including both the reduc-
tion (C. L. Hull, 1943) and the induction (Sheffield & Roby,

1950) of drive states (e.g., hunger, thirst, pain, fear, frustra-
tion), as well as the occurrence of consummatory behaviors.
The 1950s saw the performance of a variety of experiments
designed to test the reinforcement powers of events that, for
example, reduced drives but failed to elicit consummatory
behaviors (e.g., the delivery of food directly to the stomach
or blood stream) or vice versa (e.g., the use of tasty but
noncaloric foods, or sham feeding). The issue persists, albeit
with altered terminology and purpose; for example, Myers
and Hall (2000) found that the sensory and postingestive prop-
erties of sucrose can serve different roles in reinforcing
Pavlovian conditioning in rats.

By the 1960s, emphasis shifted to concern for the interplay
of learning and emotional processes. According to two-
process theorists (e.g., Mowrer, 1947; Rescorla & Solomon,
1967), a major role of Pavlovian conditioning was the condi-
tioning of emotional responses (CERs). These CERs were
manifested not only in characteristic motor and autonomic re-
sponses, but also in the modulation of other, ongoing behavior,
including learned operant behavior and unlearned consumma-
tory behavior. Fear conditioning—in which, for example,
tone-shock pairings endow the tone with the ability to elicit
freezing or crouching responses and heart rate changes, to
suppress lever pressing for food reward and drinking for its
own sake, and to enhance responding to avoid shocks (see
Mackintosh, 1974, for examples)—remains one of the more
popular preparations for the study of conditioning and its neu-
robiological bases.

Learning and Temporal Contiguity

Early theories of learning agreed that the formation of associ-
ations was critically influenced by time, especially the tempo-
ral arrangement of the CS (or an operant response) and the US.
Early work with eye-blink conditioning and other prepara-
tions suggested that conditioning occurred only when the
CS/response occurred slightly before the US, on the order of a
few seconds at most. The optimal CS-US interval was de-
scribed as approximately half a second, with a rapid drop in the
rate or amount of conditioning obtained with shorter or longer
intervals. However, by the 1960s the most popular laboratory
for Pavlovian conditioning procedures (see Mackintosh,
1974, for examples) routinely used CS-US intervals that were
one or two orders of magnitude greater (10–100 s). Indeed, the
greatest blow to the claim that strict temporal contiguity of CS
and US was critical to conditioning was struck by Garcia,
Erving, and Koelling (1966), who showed that flavor aversion
learning, whereby animals learn to reject flavors that are
paired with the induction of illness, occurs readily over inter-
vals measured in hours.
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Figure 17.1 shows a set of graphs in which some perfor-
mance measure is plotted as a function of the CS-US interval
in a variety of conditioning preparations. Clearly, there is no
best interval for conditioning; rather, different conditioning
preparations reveal different parameter spaces. This observa-
tion is consistent with Lorenz’s claim that characteristics of
learning must be highly species specific and task specific.
Nevertheless, it is notable that despite the substantial variation
in the absolute time intervals over which those functions
apply, the functions are remarkably similar in form across a
range of preparations. Each is bitonic, with conditioning best
at intermediate values, declining rapidly with shorter intervals
and declining more slowly with longer intervals.

Another important early finding about the effects of time
on conditioning was that the interval between condition-
ing episodes (the intertrial interval, or ITI) is important as
well. Generally, conditioning is facilitated by longer ITIs
(Gormezano & Moore, 1969); indeed, the aphorism that
spaced practice is better than massed practice survives as a
principle in education.

Recent research has indicated a more complex relation be-
tween the ITI and the CS-US interval. In many conditioning

preparations the CS-US interval function is modulated by the
ITI such that the effectiveness of any given CS-US interval
in producing conditioning depends on the ITI (Gibbon,
Baldock, Locurto, Gold, & Terrace, 1977). Specifically, the
ratio between the CS-US interval and the ITI is often a better
predictor of conditioning than is either interval alone (for
illustrations, see Gallistel & Gibbon, 2000; Holland, 2000;
Rescorla, 1988a).

Cognitive Reformulations of Conditioning

Modern thinking about associative learning has taken a dif-
ferent track, following the lead of classical association theory
rather than of reflexology. Most contemporary theorists de-
scribe conditioning as “the learning of relations among
events so as to allow the organism to represent its environ-
ment” (Rescorla, 1988b, p. 157). Within this perspective, op-
erant and classical conditioning are models of animals’
learning of relations between their own behavior and envi-
ronmental events, and among environmental events out of
their control, respectively. In Tolman and Brunswik’s (1935)
terms, they model processes whereby animals become sensi-
tive to the “causal texture” of their environment (p. 43).

Figure 17.1 Pavlovian conditioning as a function of CS-US interval in six preparations. Each preparation shows an interval function with similar bitonic form, in
which there is less conditioning if the interval is too long or too short, but the abscissa time scales differ greatly. Eyelid data, with shock US, are taken from Smith,
Coleman, and Gormezano (1969). Licking data, with water US, from Boice and Denny (1965). Pecking data, with food US, from Gibbon et al. (1977). Rear data,
with food US, from Holland (1980a). Conditioned suppression data, with shock US, from Yeo (1974). Conditioned flavor aversion data from Barker and Smith
(1974). See text for discussion. With permission, from the Annual Review of Neuroscience, Volume 11 © 1988 by Annual Reviews www.AnnualReviews.org.
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This description differs in two important ways from ear-
lier ones. First, it stresses a more abstract view of learning,
dispensing with the primacy of transfer of control of reflexes
or stamping in of habits. Learning a relation between a
metronome and food might permit transfer of a salivary reflex
controlled initially by the food, but it might also produce a
range of other behavioral changes. Quantitative models
within this perspective seldom relate learning directly to the
performance or probability of a response, but instead are
couched in terms of constructs like associative strength, sig-
nal value, and expectancy. Although these models assume
that these constructs are related in some lawful manner to an-
imals’ behaviors, they typically voice little concern for the
nature or function of the behavioral consequents of associa-
tion. Behavior is often reduced to a necessary but occasion-
ally inconvenient assay of underlying associative learning.

Second, these more cognitive descriptions of learning em-
phasize the construction of internal representations of events
and their relations, which may then guide behavior. Instead of
learning to perform particular behaviors because of an
arrangement between various events, the animal is assumed
to learn about the events and their relations. The consequent
representational structure then may be used to guide behavior
in a more flexible fashion than is accorded by the simple
transfer of a reflex from one stimulus to another, or the at-
tachment of a new response to a discriminative stimulus. As
a result, more emphasis has been placed on the nature and
richness of representational processes, in addition to the rules
by which associations are formed.

For the most part, both of these trends have been salutary.
The reformulation of the problems of associative learning not
only has broadened the domain of inquiry and application of
simple learning principles but also has brought learning and
behavior theory into more fruitful contact with other
branches of psychology. On the other hand, this reformula-
tion has often been construed as leaving behavior itself out of
the picture, further separating psychological and ethological
approaches. Nevertheless, by freeing associative learning
from the confines of the reflex tradition, cognitive reformula-
tions opened the door for considering the behavioral products
of learning from ethological perspectives. In a later section
we describe several examples in which cognitive perspec-
tives have been combined with interests in behavior and its
functions.

Beyond Temporal Contiguity: Information
and Contingency

As shown in Figure 17.1, strict temporal contiguity is not nec-
essary for associative learning. Likewise, it is now clear that

mere contiguity of two events is also not sufficient for associa-
tive learning; rather, in some sense one stimulus must provide
information about the occurrence of the other. We illustrate
this point with two important phenomena, Rescorla’s (1968)
contingency effect and Kamin’s (1968) blocking effect.

Rescorla (1967, 1968, 1969a) found that the associative
learning that developed from repeated pairings of a CS and a
US depended on the probability of US presentation in the ab-
sence of the CS, in the ITI. Figure 17.2, panel A, shows a car-
toon of two conditions in this experiment. In both conditions
rats received the same number of US presentations during
the CS. Those procedures differed, however, in the probabil-
ity of US presentation in the ITI. In Group E the US was less
probable in the ITI than during the CS, and in Group R the
US was equiprobable in the presence and absence of the CS.
Despite the identical numbers of CS-US pairings, only rats in

Figure 17.2 A. Schematic representation of a training segment from
Rescorla’s (1968) contingency experiment, including five CS presentations.
In the sequence labeled E the probability of receiving the US during a CS
presentation is 1.0, and the probability of receiving the US in the absence
of the US is 0. These probabilities produce excitatory conditioning. In the
sequence labeled R the probability of receiving the US is 1.0 both during
the CS and during equivalent periods in the absence of the CS. This proce-
dure typically produces little or no conditioning asymptotically, despite the
same number of CS-US pairings as in the E procedure. B. Fear conditioning
as a function of the probability of receiving the US in the presence of the
CS (abscissa) and in its absence (parameter). Fear is expressed as the sup-
pression of lever-press responding for a food reward; a suppression ratio of
0 indicates strong conditioning, and a ratio of 0 indicates little or no condi-
tioning. From Rescorla (1968). See text for discussion. With permission,
from the Annual Review of Neuroscience, Volume 11 © 1988 by Annual
Reviews www.AnnualReviews.org.
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Group E acquired a CR. Indeed, parametric studies showed
that the asymptotic level of conditioning attained was a regu-
lar function of the probabilities of US delivery during the
presence and absence of the CS (Figure 17.2, panel B), as
would be expected if animals were calculating the correla-
tion, or contingency, of CS and US.

The Kamin (1968) blocking effect may be the most widely
studied example of the insufficiency of temporal contiguity
for associative learning. In a basic blocking study two groups
of animals each receive pairings of a compound stimulus
with a US (e.g., tone + light → food). Prior to this compound
training, animals in the Blocking treatment received pairings
of one of the stimulus elements (e.g., the light) with the same
US, whereas the animals in a Control condition did not. Prior
conditioning of the light blocks conditioning to the tone: A
test of responding to the tone alone at the end of the experi-
ment showed considerably more responding after the Control
treatment than after the Blocking treatment, despite identical
conditioning experience with the tone.

In both the contingency and blocking effects, condition-
ing appears to depend not just on CS-US contiguity alone, but
also on the amount of information the target CS provides
about the occurrence of the US. When the US is equiprobable
in the presence and absence of the CS or when the US is al-
ready perfectly predicted by another CS, the target CS fails to
acquire conditioning. The development of quantitative learn-
ing theories to deal with phenomena like these has led to im-
portant advances in the understanding of associative learning.
Interestingly, most of these theories have embraced these phe-
nomena by reformulating the idea of contiguity so that it ap-
plies to mental events instigated by CSs and USs, rather than
the events themselves. One class of theories emphasizes the
role of past learning in modulating the effectiveness of rein-
forcers (USs), whereas another class focuses on changes in
the ability of CSs to participate in associative learning.

Variations in the Effectiveness of Reinforcers:
The Rescorla-Wagner Model

The Rescorla-Wagner (1972) model has been the most influ-
ential modern learning theory. Not only did it provide simple
accounts for contingency, blocking, and other puzzling
phenomena, but also it led to predictions of a large number
of new phenomena, many of which were counter to the in-
tuitions derived from previous conceptualizations of con-
ditioning. Within this model the amount of learning that
occurs on a conditioning trial is a simple function of the
discrepancy between the expected and actual values of the
reinforcer presented on that trial. More formally, �VA =
�A�1(�1 – V�A..Z), where �VA refers to the change in the

associative strength (V) of the CS “A” on a given trial, �A and
�1 are constants that describe the rate of learning about the CS
“A” and the US “1,” respectively, �1 is the maximum amount
of associative strength supportable by the US “1,” and V�A..Z

refers to the aggregate (total) strength of all CSs (A through
Z) present on that trial. The aggregate strength is obtained by
a simple summation rule by which the strength of a com-
pound of several elemental CSs is the sum of the strengths of
those constituent elements, for example, VAB = VA + VB.

The key to the Rescorla-Wagner model is that the efficacy
of a US in establishing learning on a given conditioning trials
depends not just on its intrinsic reinforcing value (�) but also
on the extent to which that value is already anticipated as a
consequence of CSs that signal it (V�A..Z). Thus, the effec-
tiveness of a US as a reinforcer is modulated by prior learn-
ing. Consider first the course of simple acquisition of
conditioning to a CS, A. Because the strength of CSA is ini-
tially zero and there are no other CSs present, the amount of
learning about CSA on the first conditioning trial is large. As
associative strength accrues to CSA, the discrepancy between
the actual value of the US (�) and its expected value (V�A..Z),
and hence the increments in learning about CSA, become pro-
portionally smaller on each successive trial. Thus, this model
anticipates the frequently observed, negatively accelerated
growth function, or law of diminishing returns. The rein-
forcer is maximally effective when it is unexpected and grad-
ually becomes ineffective as it becomes better predicted by
the CS.

The observation of blocking follows just as simply. In the
first phase of a blocking experiment the associative strength
of CSA, VA, will approach �. Thus, when the novel CSB is
compounded with CSA in Phase 2, the US will already be
well anticipated on the basis of CSA; that is, the expression
(� – VAB) will be small. As a result, the US will be ineffective
as a reinforcer, and CSB will acquire little or no associative
strength despite repeated CSAB-US pairings. Likewise, CSA

will acquire little additional associative strength.
By contrast, the rats trained with the Control procedure

enter Phase 2 with no conditioning to either CSA or CSB.
Consequently, for these rats the US is an effective reinforcer
at the beginning of Phase 2, allowing both CSA and CSB to
acquire associative strength on each trial until the US is well-
predicted by the CSAB compound, that is, when VAB = �. The
amount that each element (A and B) acquires is a function of
its intrinsic rate parameter, �. If �A = �B, then each will ac-
quire conditioning at the same rate, and the asymptotic
strengths of CSA and CSB will be equal, VA = VB = 0.5�.
Recall that learning will cease when the US is perfectly an-
ticipated, that is, when � – (V A+VB) = 0. Thus, the Control
rats acquire considerably more strength to the added CSB



466 The Psychology and Ethology of Learning

than do the Blocking rats, an outcome that defines the occur-
rence of blocking.

At the same time, note that asymptotically the strength of
CSA is lower in the Control rats (VA = 0.5�), which received
initial conditioning of CSA in compound with CSB, than in
the Blocking rats (VA =  �), which received initial condition-
ing of CSA alone. This observation of greater conditioning to
a CS when it is separately paired with a US than when it is
presented in compound with other cues defines another com-
mon phenomenon of compound conditioning, overshadow-
ing. Within the Rescorla-Wagner model this phenomenon
occurs because the US is rendered ineffective as a reinforcer
before each individual element can reach �.

In each of the previous examples, the discrepancy or error
term (�1 – V�A..Z) ranged from 0, which supported no addi-
tional learning, to �, which permitted maximum increments
in associative strength. If, however, the aggregate prediction
(V�A..Z) is greater than �, this error term will have a negative
value, and �VA will be negative. Within the Rescorla-
Wagner model, this loss of associative strength is equated
with the acquisition of an opposing tendency: conditioned
inhibition. If VA is driven below zero, CSA is said to be a
conditioned inhibitor. Notably, the conditions under which
conditioned inhibition develops—overexpectation of the
reinforcer (the aggregate prediction is greater than �)—are
complementary to those that are necessary for the establish-
ment of excitation (the underexpectation of the reinforcer,
when the aggregate prediction is less than �).

Unfortunately, when presented by itself, a stimulus with
negative associative strength may not control behavior, and
thus may be indistinguishable from a cue with no strength. As
a result, a number of indirect tests of inhibitory condition-
ing have been used. The most common are summation and
retardation tests (Rescorla, 1969b). In a summation test, a
suspected inhibitor (CSA) is presented in compound with
a known exciter. By the Rescorla-Wagner summation rule
(VAB = VA + VB), if VA < 0, then VAB will be less than VB, so
CSA will suppress responding to CSB. In a retardation test, the
suspected inhibitor is paired directly with a US, and the
course of excitatory learning is examined. If the stimulus ini-
tially possessed inhibitory strength, then it would need to first
regain zero strength before showing acquisition of positive
associative strength. Thus, relative to controls, acquisition of
new excitatory learning would appear slower.

The integration of excitation and inhibition within a com-
mon, symmetrical framework permits the model to make
some of its most counterintuitive predictions. For example,
consider an experiment in which CSA and CSB are each first
separately paired with a US. As a result VA and VB each will
approach �. Next, CSA and CSB are combined, and the CSAB

compound is again paired with the US. By the Rescorla-
Wagner model, the aggregate prediction provided by CSAB is
now 2�, whereas the US supports only �. Consequently, pair-
ing of the AB compound with the US results in losses of as-
sociative strength of CSA and CSB (Kremer, 1978; Rescorla,
1970). More surprisingly, if a novel CSC is added to the com-
pound along with CSA and CSB, losses in the strengths of all
three stimuli will occur, again proportional to the �s associ-
ated with those cues. Because CSC was novel, loss in its as-
sociative strength would lead to its acquiring net conditioned
inhibition. Thus, the same physical US may produce new ex-
citatory learning when it is underexpected, no learning when
it is perfectly predicted, and inhibitory learning when it is
overexpected.

With an additional assumption, the Rescorla-Wagner
model was also able to deal with the contingency data des-
cribed earlier. That assumption was that the experimental con-
text (e.g., the experimental chamber) itself could serve as a
CS, like any other event, and hence could potentially modu-
late conditioning to explicit CSs. Rescorla and Wagner sug-
gested that simple conditioning procedures could then be
described as involving various discriminations between a
compound of CS + Context and the Context alone. If the US
is equiprobable in the presence of the explicit CS (CS + Con-
text) and in its absence (Context), then a situation very much
like blocking obtains, in which both a compound stimulus and
one element of that compound are reinforced. According to
the Rescorla-Wagner model, the explicit CS, like the added
CSB in blocking, should display little evidence of conditioning
asymptotically. Not only did the model do an excellent job of
predicting the asymptotic levels of conditioning to an explicit
CS obtained with different reinforcement probabilities in the
presence and absence of the CS (Figure 17.2, panel B), but
it also described the trial-by-trial dynamics of acquisition
(Rescorla, 1973b). Furthermore, the model correctly predicted
that the CS should become inhibitory if the probability of the
US was greater during the absence of the CS than in its pres-
ence. In that case, because the context alone acquires associa-
tive strength, presenting the CS + Context compound with no
US (which cannot support conditioning and thus would have a
� of 0) would produce an overexpectation of the US, eventu-
ally driving the strength of the explicit CS below zero.

In summary, Rescorla and Wagner (1972) described a sim-
ple model that both accounted for an array of otherwise puz-
zling data and provided a simple trial-by-trial mechanism
for their occurrence. Perhaps most important, within this
model the conditions for the development of excitation and
inhibition are not the occurrence and nonoccurrence of phys-
ical events, as in earlier theories, but rather the under- and
overexpectation of those events as a result of past learning.
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The general notion of error-correction routines, by which
the aggregate strength is adjusted to match that supportable
by the reinforcer, has had a broad impact on behavior theory.
For example, Wagner (1978) presented substantial evidence
that the variations in processing of events depending on how
well they are predicted on the basis of past learning goes be-
yond the reinforcement power of stimuli and includes their
persistence in memory and their ability to elicit responses.
Thus, a surprising event not only is a more effective rein-
forcer than is an expected event, but, ceteris paribus, also
generates larger CRs and is more persistent in memory.

Problems With the Rescorla-Wagner Model

The Rescorla-Wagner model is not perfect. Miller, Barnett,
and Grahame (1995) provided an overview of the strengths
and weaknesses of this model; we mention four weaknesses.
First, although the model gained considerable power by pro-
viding symmetrical conditions for the establishment and defi-
nition of excitatory and inhibitory learning and by placing
excitatory and inhibitory associative strength along the same
scale, there is considerable evidence against such symmetry.
For example, within the model, presentation of a conditioned
inhibitor (a CS with net negative associative strength) by it-
self should extinguish that inhibition, as the discrepancy be-
tween the expected negative value is followed by nothing, an
event with a zero �. But under most circumstances this proce-
dure does not reduce the ability of the conditioned inhibitor to
act in summation and retardation tests (e.g., Zimmer-Hart &
Rescorla, 1974). Likewise, much data support the claim that
the loss of conditioned responding when a previously trained
CSA is no longer followed by the US (extinction) involves
not just the reduction in VA as claimed in the model, but rather
the acquisition of a parallel inhibitory structure, maintaining
much of the original excitatory learning (Rescorla, 1993).
Second, although the Rescorla-Wagner model attributes
blocking, overshadowing, and related phenomena to varia-
tions in the acquisition of associations, some evidence sug-
gests that they may instead be related to failures in the
retrieval of associations (e.g., Miller, McKinzie, Kraebel, &
Spear, 1996; but see Holland, 1999). Third, there is ample ev-
idence that the summation assumptions of the Rescorla-
Wagner model are unrealistic. Recent data (e.g., Rescorla,
2000) show that apportionment of changes in associative
strength among the elements of compounds depends on the
training history of those elements, not just on their saliences
(�s). Furthermore, it is often simplistic to treat a compound
stimulus as no more than the sum of its elements; we discuss
some aspects of this notion of configuration later. Finally, al-
though in the interests of simplicity Rescorla and Wagner

(1972) assumed �—the rate parameter for learning about a
CS—to be constant, there is compelling evidence that � can
vary as a function of experience (e.g., Dickinson & Mackin-
tosh, 1978; Rescorla & Holland, 1982). Indeed, as noted in the
next section, many theorists attempted to account for phe-
nomena like blocking by positing learned variations in pro-
cessing of the CSs, rather than of the US.

Variations in Processing of Conditioned Stimuli

Another class of conditioning theories attributes variations in
conditioning in blocking, overshadowing, and related proce-
dures to variations in processing of the CSs, rather than of
the US. These models are often termed attentional models
because the learned alterations in CS processing can be
described as learning to direct attention toward or away from
particular stimuli, so that certain stimuli are “selected” for
controlling action or acquiring learning in blocking-like tasks.

The earliest attentional models relied on the notion of a
limited attentional resource to account for stimulus selection
effects. For example, Sutherland and Mackintosh (1971) as-
sumed that the acquisition of a CS-US association is accom-
panied by increased attention to that CS. To the extent that
attention is directed to that stimulus, less attention is avail-
able for learning about other CSs. As a result, in a blocking
experiment an animal fails to learn about the added B stimu-
lus because all of its CS processing resources are consumed
by A, leaving no opportunity for B to be associated with the
reinforcer. Thus, within this approach, blocking occurs be-
cause the added CS is not effectively processed in contiguity
with the US.

Subsequent attentional models explored other origins for
alterations in effective processing of CSs. For example,
Mackintosh (1975) suggested that animals evaluate the abil-
ity of each individual CS to predict the US on each condi-
tioning trial, increasing attention (�) to the more predictive
cues and decreasing attention to the less predictive cues. In a
blocking experiment, prior training of CSA makes it an excel-
lent predictor of the US. Because the added CSB is a rela-
tively poor predictor of the US, the animal rapidly learns to
ignore it (i.e., reduces its �), so little is learned about it.

Perhaps the most successful approach to variations in pro-
cessing of CSs is that described by Pearce and Hall (1980).
They posited that attention to CSs is a function of how sur-
prising the US is: � is directly related to the absolute value of
the Rescorla-Wagner error term, |� – V�A..Z|. Thus, the pre-
sentation of a surprising US maintains or enhances the ability
of CSs to enter into new associations (�), whereas � is driven
low when the US is well predicted. Within this theory, the ad-
dition of CSB when the US is already well predicted in a
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blocking experiment results in the loss of �CSB so that little
CSB-US learning can occur. Likewise, if the US is changed
(such that �2 
 �1) when CSB is introduced, then �CSB will
remain high, allowing CSB to be associated with the US.
Notably, consistent with much data (e.g., Pearce & Hall,
1980), either increases or decreases in � will maintain �CSB

within this model. By contrast, within the Rescorla-Wagner
model, although increases in � would permit additional learn-
ing about CSB, decreases in � would result in inhibitory
learning about CSB. Thus, the observation of this “unblock-
ing” phenomenon when the US is replaced by one with a
lower � has frequently been cited as evidence for enhance-
ments of CS processing. In a later section we show how a
combination of behavioral and neurobiological investiga-
tions has provided evidence for key portions of these claims.

Representation of CSs: Elemental and Configural Views

Psychologists have taken a number of approaches to how
compound CSs are represented. At one extreme, models like
the Rescorla-Wagner model describe compound CSs as sim-
ply the sum of their elements. This elemental description
worked well in characterizing early conditioning data. Nev-
ertheless, there is ample evidence that animals frequently
treat compound stimuli as very different from their elements.
A commonly cited example is that negative patterning (some-
times called exclusive-or) discriminations are often learned
very readily. In these discriminations, CSA and CSB are each
reinforced when presented alone, but nonreinforced when
presented in compound (CSAB). Clearly, no simple summa-
tion rule can predict that the strength of a compound of two
cues will be less than that of either one alone.

At the other extreme, Pearce (1987) suggested that all
stimuli are unitary or configural and cannot be decomposed
into separable elements. Thus, training a negative patterning
discrimination is in principle no different from training any
other discrimination. At the same time, this approach recog-
nizes that a compound may generalize considerably to stim-
uli that might otherwise be described as its elements, than to
other stimuli. This approach has fared remarkably well in
predicting the outcomes of a variety of compound condition-
ing experiments (Pearce, Aydin, & Redhead, 1997), although
other data clearly favor more elemental views (Rescorla,
1997).

Other descriptions of compound stimulus processing
borrow from both extremes. For example, Rescorla sug-
gested a “unique stimulus” account, in which an AB com-
pound stimulus is described as embracing both the explicit A
and B elements and also a perceptually generated configural
cue unique to the compound. Within this view, the unique cue

acts like any other stimulus and thus is conceived of as just
one more stimulus element within a compound. Rescorla
(1972, 1973a) showed how the addition of a unique cue to the
Rescorla-Wagner model permitted that elemental model to
account for a number of compound conditioning phenomena
normally thought to be outside its purview, including nega-
tive patterning discriminations.

In response to results from investigations of brain func-
tion, a number of theorists have suggested that the elemental
and configural aspects of stimulus compounds are processed
by different brain systems, and hence may follow different
rules. For example, Rudy and Sutherland (1995) suggested
that animals acquire both simple elemental associations and
configural associations, but that under normal conditions the
output of the configural association system suppresses that of
the elemental system. In a more elaborate manner, Schmajuk
and DiCarlo (1991) formulated a detailed quantitative neural
network model in which stimulus elements form both simple
associations with output units (the US) and associations
with configural, hidden units, which are themselves associ-
ated with other stimulus elements and the output units. It is
important that although in this model the simple and config-
ural units compete for association in much the same way as
specified by Rescorla, they are assumed to be anatomically
and functionally distinct, and hence may follow somewhat
different rules.

Representation of the Reinforcer

Within the dominant view of associative learning of the
1950s and 1960s, the reinforcer served primarily as a catalyst
for the formation of S-R associations between the CS and a
response (Figure 17.3, panel A), which Dickinson (1980)
termed procedural learning. By contrast, most recent learn-
ing theories assume that animals learn about the events they
associate, not just because of them.

From this modern perspective, classical CS-US pairings
result in the formation of S-S associations between internal
representations of the CS and US (Figure 17.3, panel A),
which Dickinson (1980) described as declarative learning.
By this view, the elicitation of CRs by a CS is mediated by its
activation of a representation of the US, which in turn evokes
those CRs. Evidence for this assertion comes primarily from
reinforcer revaluation experiments, in which posttraining
changes in the value of the US are spontaneously reflected in
later CRs. For example, using rats, Colwill and Motzkin
(1994) first paired an auditory CS with food pellets and a
visual CS with liquid sucrose. Then, one of the reinforcers
was devalued by pairing it with the toxin LiCl in the absence
of either of the CSs. Finally, responding to the CSs was
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Figure 17.3 A. Schematic representation of stimulus-stimulus (S-S) and
stimulus-response (S-R) associations (arrows). The circles indicate hypo-
thetical internal representations of the conditioned stimulus (CS), uncondi-
tioned stimulus (US), and a response generator (R). Conditioned responding
(CR) is mediated by the US representation when S-S associations are learned
but not when S-R associations are learned. B. Test responding elicited by
first-order and second-order CSs in a reinforcer revaluation experiment
(Holland & Rescorla, 1975). Prior to the test, the food US was devalued by
pairing it with rotation-induced illness in rats labeled DEV; illness was in-
duced in the absence of food in the CTL rats. The data indicate that first-
order, but not second-order, CRs were mediated by a representation of the
food US. C. Test responding in reinforcer revaluation experiments conducted
with normal (sham) rats and rats with excitotoxic lesions of the basolateral
amygdala (ABL) or the orbitofrontal cortex (OFC). DEV signifies rats for
which the food US was devalued by pairings with the toxin lithium chloride;
CTL rats received the food and toxin on separate days. The data show that
CRs of the sham rats were sensitive to posttraining changes in the value of
the US, but CRs of lesioned rats were not. See text for discussion (from
Hatfield et al., 1996; Gallagher, McMahan, & Schoenbaum, 1999).

reassessed in the absence of either of the reinforcers. Rats
showed a spontaneous loss in responding to the CS that had
been paired with the devalued US, relative to responding to
the other CS. Comparable results are observed when one of
the reinforcers is revalued by a motivational manipulation,
for example, selective satiation of the subjects on one food
(Holland, 1988; Malkova, Gaffan, & Murray, 1997) or selec-
tive enhancement of the value of one of the reinforcers by
inducing a specific motivational state (Coldwell & Tordoff,
1993; Rescorla & Freberg, 1978).

Analogous findings suggest that operant responding is also
often mediated by activation of an internal representation of

the reinforcer. For example, Colwill and Rescorla (1985)
trained rats to perform one response for food pellets and an-
other for liquid sucrose. Devaluation of the food pellets by
pairing with toxin produced a spontaneous reduction in the
frequency of the first but not the second operant response.
Studies like these imply that animals can learn about the con-
sequences of their actions (i.e., response-reinforcer associa-
tions), not just because of the rewarding consequences of
those actions (i.e., S-R associations stamped in by the food
reinforcer).

The results of other studies suggest that associatively acti-
vated representations of events may substitute for their refer-
ents in a variety of learning functions (see G. Hall, 1996, for
a review). For example, Holland (1981a, 1990a) showed that
rats could acquire an aversion to a food flavor if they were
made ill in the presence of an auditory CS previously paired
with that food. Likewise, presentation of an auditory signal
for a particular food could substitute for the food itself in the
extinction of a previously established aversion to that food
(Holland & Forbes, 1982b) and in the overshadowing of
learning of an aversion to another food flavor (Holland,
1983b). Furthermore, in many circumstances learned ex-
pectancies of particular events can control ongoing behavior
(Holland & Forbes, 1982a; Trapold, 1970).

Representation of CS-US Relations: Occasion Setting

Holland (1983a) suggested that under some circumstances a
CS acquires the ability to modulate the action of an associa-
tion between another CS and the US. This modulatory power,
often termed occasion setting, is typically studied with con-
ditional discrimination procedures, in which the relation of
one CS with the US depends on the presence or absence of
another CS. For example, in a serial feature positive (FP) dis-
crimination, a target CS is paired with food only when it is
preceded by another feature CS (feature → target → food,
target-alone → nothing). If the feature-target interval is suffi-
ciently long, rats solve this discrimination by using the fea-
ture to set the occasion for conditioned responding based on
target-US associations. By contrast, if the feature and target
are delivered simultaneously on food-reinforced trials, rats
instead form associations between the feature and the US, as
anticipated by theories like the Rescorla-Wagner model.

Several kinds of evidence support a distinction between
simple association and occasion setting (see Holland, 1992,
and Swartzentruber, 1995, for reviews). Perhaps most con-
vincing is the observation that the ability of a stimulus to act
as an occasion setter is independent of any simple associa-
tions it may have with the US. For example, after serial FP
training, repeated nonreinforced presentations of the feature
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alone typically have little lasting effect on its ability to mod-
ulate responding to the target cue, despite eliminating any
CRs due to simple feature-US associations. A more dramatic
example is found after feature negative (FN) discrimination
training, in which the target is reinforced when presented
alone but not reinforced when presented in compound with
the feature CS. Analogous to FP discriminations, simultane-
ous FN discriminations establish inhibitory feature-US asso-
ciations, whereas serial FN discriminations endow the
feature with the ability to inhibit the action of the target-US
association. After simultaneous FN training, direct feature-
US pairings destroy the feature’s inhibitory powers, as mea-
sured by summation and retardation tests (Holland, 1984a).
By contrast, after serial FN training, direct countercondi-
tioning of the feature in this way often leaves intact (or even
enhances) the feature’s ability to inhibit responding to the
target (Holland, 1984a; Holland, Thornton, & Ciali, 2000;
Rescorla, 1991). Thus, a negative occasion setter may at the
same time elicit a strong CR and inhibit the ability of other
CSs to elicit that CR.

Occasion-setting phenomena have been found in a variety
of conditioning preparations, including, for example, auto-
shaped key pecking in pigeons, conditioned suppression of
lever pressing in rats, rabbit eyelid conditioning, and drug
discrimination training in rats (see Schmajuk & Holland,
1998, for examples). Not surprisingly, the conditions under
which these phenomena are established, as well as the details
of the phenomena themselves, vary from preparation to
preparation. Nevertheless, the evidence suggests that modula-
tory functions of CSs are pervasive and substantial. Many in-
vestigators have suggested that experimental contexts, which
may include spatial, geometric, and other features of the con-
ditioning chamber, time of day, and so forth, are especially
likely to play modulatory roles in conditioning (G. Hall &
Mondragon, 1998; Holland & Bouton, 1999). Likewise, sev-
eral researchers (e.g., Davidson, 1993; Holland, 1991; D. M.
Skinner, Goddard, & Holland, 1998) have suggested that in-
ternal states, like hunger or thirst, may often act by modulat-
ing the effectiveness of other cues in eliciting learned or
unlearned behaviors.

Researchers have proposed a variety of theoretical accounts
of what is learned in occasion setting (see Holland, 1992;
Schmajuk, Lamoureux, & Holland, 1998; Swartzentruber,
1995, for reviews). Holland (1983a) and Bonardi (1998) sug-
gested that occasion setters involve hierarchical representa-
tion of specific event relations such that the occasion setter
is associated with or modulates the activity of a particular CS-
US association. Rescorla (1985) suggested that occasion set-
ters act more broadly by modifying a threshold for activation of
the US representation by eliciting CSs. A number of accounts

for occasion setting relate it to configural learning more
generally (e.g., Brandon & Wagner, 1998; Pearce, 1987, 1994).
Within this approach, occasion setters and their targets are con-
figured into a single unit that is distinct from the individual
event representations. Each of these approaches captures a por-
tion of the available data, but none is supported unequivocally.
Perhaps the most comprehensive and detailed account for oc-
casion-setting phenomena is a neural network model offered
by Schmajuk et al. (1998), which expands on the Schmajuk and
DiCarlo (1991) model mentioned earlier by combining the
modulatory and configural approaches.

The Representation of Temporal Relations

As noted earlier, within most theories of learning, the interval
between CS and US was a critical variable in determining the
rate or asymptote of learning. However, temporal intervals
themselves were not thought to be represented by the animal:
The only effect of arranging different temporal relations
among events was the establishment of different associative
strengths. These differences in associative strength were not
distinguishable from those resulting from manipulation of
any other variable, such as the amount of training or CS
salience.

Contemporary research has shown that CSs also provide
information about the time of US delivery. That is, animals
learn not only because of the arrangement of temporal rela-
tions among events, but also about those relations (Gallistel &
Gibbon, 2000; Gibbon & Church, 1990; Miller & Barnet,
1993; Savastano & Miller, 1998). The most obvious evidence
for this assertion comes from studies of response timing. In
many conditioning preparations, both operant and classical,
the magnitude of conditioned responding increases systemat-
ically, exhibiting a peak near the time of US delivery (Fig-
ure 17.4, panel A). This temporal distribution of responding
within the CS-US interval often displays what is known as
the scalar property (Gibbon, 1977): Its variance is propor-
tional to its mean. When normalized proportionally to the
CS-US interval, the resultant distributions are identical, re-
gardless of CS-US interval (Figure 17.4, panel B). There is
currently a great deal of interest in the psychological mecha-
nisms of timing in these circumstances (see Higa, 1998, for a
review).

Evidence for timing of US delivery exists even in condi-
tioning situations in which there is no clear-cut temporal
gradient of responding. For example, Miller and his col-
leagues have found that a variety of conditioning phenomena
that involve the addition of new stimuli to previously trained
CSs in a serial fashion, such as blocking and second-order
conditioning, depend on the contiguity of the added stimulus
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and the expected time of the US provided by the trained cue,
rather than on the temporal relation between the CSs them-
selves (e.g., Savastano & Miller, 1998).

SYNTHETIC APPROACHES TO THE STUDY
OF LEARNING IN ANIMALS

Although modern associationism’s emphasis on signal value,
associative strength, and so forth seems a far cry from etho-
logical concerns with the functions and origins of behavior,
much current research in learning within each of these tradi-
tions borrows liberally from the other. This research combines
experimenter-centered methods and theoretical constructs
from experimental psychology with more animal-centered
concerns with natural function and evolution from ethology.
Furthermore, the infusion of the methods, interests, and orien-
tations of neuroscience into both arenas has provided addi-
tional common ground.

Many synthetic trends can be identified. Researchers from
the ethological tradition have been quick to adopt the proce-
dures and analytic tools of experimental psychology to their
purposes. More significantly, many of the interests, theoretical
constructs, and terminology of experimental psychology have
been imported into ethologically oriented research endeavors.
For example, the face of behavioral ecology has gradually
changed such that a great deal of research, in the field and in
the laboratory, has concerned evolutionary and adaptive as-
pects of memory, representation, and cognition (see Shettle-
worth, 1998, for extensive treatment of these issues). The
study of optimal foraging illustrates this trend. Field observa-
tions about food selection have given way to complex models
of behavior that have converged to a large degree with related
work being conducted by experimental psychologists (e.g.,
Kacelnik & Bateson, 1997; Kacelnik & Krebs, 1997).

Likewise, experimental psychology has been changed by
the more animal-centered approach of ethology. In their study
of what they construe as basic psychological processes, exper-
imental psychologists increasingly have selected more ecolog-
ically valid tasks and have been more open to questions about
the adaptive significance of the behavioral systems that they
study. For example, researchers interested in memory process-
ing in rats are abandoning standard auditory-visual tasks in
Skinner boxes for spatial learning, odor-guided food selection,
and even social learning tasks, which are more characteristic
of problems that rats face in nature. Of course, the downside of
this ecumenicalism is that we abandon well-controlled (and
well-studied) preparations in favor of those that we know little
about and that give us less control. But a reasonable response
to that problem is simply to take the time to uncover the basic
characteristics of these new tasks and to refine them in ways
that make greater experimental control possible.

Today, psychologists are more likely to recognize that be-
haviors sampled in conditioning experiments may be embed-
ded in more extensive behavioral systems, which have been
shaped by the demands of the niches in which they evolved.
Often, the determinants and characteristics of learning may
be better predicted from those perspectives than from any
other. Consider two examples. Earlier we mentioned that the
optimal CS-US interval differed dramatically across condi-
tioning preparations, a few hundred milliseconds for eye-
blink conditioning, several seconds for aversive cardiac
conditioning, and tens of minutes for flavor aversion learning.
What psychological principles account for these differences?
Although there have been attempts to deal with these differ-
ences without reference to questions of function (Krane &
Wagner, 1975), functional considerations have provided
greater insight, or at least simpler rules of thumb. A shock to
the eye provokes an eyelid response, but also a number of
autonomic responses that may be related to behavioral flight

Figure 17.4 A. Temporal distribution of conditioned responding (CRs) over the course of conditioned
stimuli (CSs), 20 s, 40 s, 80 s and 160 s. B. Temporal distribution of CRs shown in A, normalized over
successive quarters of the CS interval. The functions show superpositioning. See text for discussion
(from Holland, 2000).
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systems. An eye blink is a useful response to a signal that the
eye will be insulted within a few hundred milliseconds, but
not to a signal that damage may occur in a few seconds.
By contrast, heart rate changes in preparation for flight are
useful with a warning of a few seconds, but not a few hun-
dred milliseconds. Likewise, a flavor aversion learning
mechanism that spans only seconds is unlikely to evolve in
animals challenged by slow-acting food toxins. Thus, the par-
ticular effective range of interval values may vary on a
species- or system-specific basis. At the same time, as noted
earlier, the form of interval functions seems conserved more
generally.

Another example of the value of considering laboratory
tasks from an adaptive perspective is the classic case of cue-
to-consequence selectivity in the aversive conditioning of rats.
Garcia and Koelling (1966; see also Domjan & Wilson, 1972)
found that rats readily associated flavors and toxin-induced
illness, as well as auditory-visual stimuli and shock-induced
pain, but were poor learners of the other combinations, flavor-
pain and auditory-visual-illness. Although no simple psycho-
logical process predicts this selectivity, it is obvious from a
consideration of problems faced by rats in nature. Rats nor-
mally select foods (which might make them ill, but are un-
likely to cause peripheral pain) primarily by flavor but are
unlikely to taste things that are about to cause them pain.
Comparative studies, using animals that select food on differ-
ent bases, support the simple view that animals are better able
to solve tasks that are more like the ones they face in nature
(e.g., Garcia, Lasiter, Bermudez-Rattoni, & Deems, 1985).
Although many psychologists’ first reactions to these
kinds of findings could be characterized as either defiant or
apocalyptic, others were quick to recognize that the ease of
associating any two items in conditioning might depend on
existing, intrinsic relations between those stimuli (see
Rescorla & Holland, 1976). This recognition spilled over
into exclusively psychological realms; stimuli related by
Gestalt grouping principles such as similarity (Rescorla &
Furrow, 1977), spatial proximity (Testa, 1975), and part-
whole relations (Rescorla, 1980) all are more readily associ-
ated in conditioning studies than are stimuli not sharing those
relations.

At the same time, analysis of apparently unique, special-
ized examples of learning often reveal contributions of
more general learning processes. For example, as noted ear-
lier, current research suggests that imprinting shares many
features with other examples of single event learning. Fur-
thermore, Hoffman and Ratner (1973) suggested that im-
printing may be profitably analyzed in the context of
Pavlovian conditioning, in which associations are formed
between initially neutral aspects of the imprinting stimulus

and stimulus features that are critical to the initial following
responses, as in Pavlovian conditioning. These associations
allow the initially neutral aspects of the imprinting stimulus
to elicit following responses and to serve as conditioned re-
inforcers. It is important to recognize that this learning
brings the birds in frequent contact with these stimuli, ren-
dering them less likely to elicit fear-withdrawal responses
that are typically generated by novel stimuli. As a result,
later filial approach behavior is controlled by a variety of
perceptual aspects of the imprinting stimulus, but fear-with-
drawal responses, which compete with filial behavior, are
controlled by stimuli other than the imprinting stimulus. In
support of these claims, Hoffman and his colleagues
demonstrated the acquisition of these associative functions
by neutral stimuli in imprinting situations. Furthermore,
they found that adult filial behavior may even be induced to
nonimprinted stimuli if the competing fear-withdrawal re-
sponses are habituated extensively by forced exposure to
those stimuli later in life. They argued that in typical studies
of filial imprinting the bird flees from nonimprinted test
stimuli and so is never given the opportunity to learn about
them. Thus, they interpreted some cases of the apparent
time sensitivity and irreversible nature of imprinting as the
result of general features of associative learning and habitu-
ation, which may be general to a number of species, includ-
ing primates. Although it is unlikely that Hoffman and
Ratner’s (1973) account provides anything near a complete
account of imprinting, it provides a valuable perspective:
Even examples of learning that show apparently unique
properties may share more general characteristics.

Given the nature of this volume, it is only fitting to note
that the study of biological mechanisms of behavior has
also been a powerful trend bringing experimental psychology
and ethology together. Indeed, the dividing line between neu-
roethology and behavioral neuroscience may be fainter still
(see Moss & Shettleworth, 1996, for examples). Neuroscience
has provided shared methods as well as a general reductionist
approach that is less put off by perceived differences in the na-
ture of the hypothetical constructs of the two fields. Further-
more, in some cases, common mechanisms of plasticity seem
to underlie examples of learning that seem radically different
on the surface. For example, developmental plasticity in the
cortex associated with visual experience and adult plasticity in
the hippocampus resulting from the induction of long-term
potentiation both involve excitatory glutamate, especially
the N-methyl-D-aspartate (NMDA) receptor. Indeed, the
NMDA receptor is widely involved in many forms of learn-
ing and plasticity in a wide variety of species (e.g., Bliss &
Collingridge, 1993; Brown, Kairiss, & Keenan, 1990;
Constantine-Paton, Cline, & Debskie, 1990).
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We do not mean to claim that there is a single synthetic ap-
proach to the study of learning, but rather a range of ap-
proaches, some drawing more from ethology and others more
from experimental psychology. In the remainder of this sec-
tion we present three case studies that exemplify some of this
range. Each analysis has profited from appreciation of both
ethological and general process perspectives, as well as an in-
terest in neurobiological mechanism. The first, a study of
learning and memory processes in bird song, comes primar-
ily from the ethological end of the continuum; the second, a
study of rats’ learning to anticipate food, is from the opposite
end; and the third, a study of sexual conditioning in quail,
falls toward the center. We do not offer them as the best avail-
able examples; rather, they reflect our own interests and re-
search. Recent research on the foraging (e.g., Kacelnik &
Krebs, 1997) and food caching (e.g., N. S. Clayton & Soha,
1999; Shettleworth & Hampton, 1998; Suzuki & Clayton,
2000) of birds and rodents provide other particularly com-
pelling examples.

Learning and Memory Processes in Bird Song

Dialects and the Early Study of Song Learning

As early as the seventeenth and eighteenth centuries, avicul-
turists in both Asia and Europe realized that vocal behavior in
songbirds is remarkably labile and could be manipulated by
experience in ways that the vocalizations of other avian
species could not (see Konishi, 1985; Thorpe, 1961; Welty &
Baptista, 1988, for discussions of these early ideas). Al-
though bird vocalizations can be influenced by experience, B.
F. Skinner (1957) observed that the vocal behavior of nonhu-
man animals could not be easily manipulated by operant and
classical conditioning procedures that are so powerful in
modifying other motor patterns. Only recently have such ex-
perimental procedures proven to be at all effective in modify-
ing the learning of conspecific vocalizations in birds (e.g.,
Adret, 1993; Manabe & Dooling, 1997). This limitation sug-
gested that the processes involved in vocal learning could be
distinct in many ways from those mediating at least some
other learned responses.

The manner in which song is learned was first investigated
experimentally by ethologists who were interested, in part, in
understanding the origins of intraspecific variation in bird
song. The song of all songbirds possesses species-typical
attributes that allow one to distinguish one species from
another based purely on the song (Ball & Hulse, 1998;
Catchpole & Slater, 1995; Searcy & Andersson, 1986).
The fact that vocalizations are species typical is true for
probably all bird species and indeed for most species that

produce complex vocalizations, including various insect
and other vertebrate groups such as anurans (Ball & Hulse,
1998; Searcy & Andersson, 1986). However, unlike most of
the species in these other groups, in several songbird species,
systematic geographic variation was found within this
species-typical pattern. Thus, by listening closely to a song
one could identify both the species singing and the place of
its origin. Studies of two oscine species, the chaffinch
(Fringilla coelebs) in England and the white-crowned spar-
row (Zonotrichia leucophyrs) in the United States, were es-
pecially important in establishing the fundamental principles
governing the development of bird song. Both chaffinches
(Marler, 1952) and white-crowned sparrows (Marler &
Tamura, 1964) exhibit such marked geographic variation in
their songs that the suggestion arose that these species pos-
sess something akin to human dialects. Marler and Tamura
(1964) observed that white-crowned sparrows in Marin
County, California, could be distinguished from those living
around Berkeley, which in turn could be distinguished from
those living around Sunset Beach, based on variation in the
end phrasing of the song. Although all these birds produced a
song that is clearly recognizable to a trained listener as white-
crowned sparrow song, the birds also exhibited systematic
variation within this song that allowed trained listeners to
identify their geographic origin.

Such within-specific variation in song behavior raised
questions concerning the origins of song. Does this vari-
ation represent genetic variation as had been observed for
many morphological traits that vary geographically within a
species (Mayr, 1963), or does it result from differences in
learning? Thorpe (1958), working with chaffinches, and later
Marler (1970), working with white-crowned sparrows, em-
ployed methods referred to by the early ethologists as the
Kaspar Hauser approach. That is, birds were raised in iso-
lation, especially acoustic isolation. These studies demon-
strated unequivocally that song is learned. Birds raised in
acoustic isolation produce abnormal songs never heard in na-
ture, and these never improve with age. Birds that heard tape-
recorded song early in life later developed songs that were
species-typical in their structures. This discovery suggested
that something akin to cultural transmission occurs in birds.

Of the over 9,000 living bird species that are divided
into some 23 orders, vocal learning has been demon-
strated in 3 of the orders: the songbird order just described
(passeriformes), the order psittaciformes (parrots and related
species), and the order trochiliformes (i.e., hummingbirds;
Baptista 1996; Baptista & Schuchmann, 1990; Farabaugh &
Dooling, 1996). Most experimental work has been conducted
on songbirds, and that is our focus here. The songbird order
can be divided into two suborders, the oscines (suborder
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passeres) and the more primitive suboscines. In addition to the
morphological differences between oscines and suboscines
that the taxonomists have identified, there appear to be
qualitative differences in vocal development between these
two taxa. Suboscine vocalizations are not learned (Kroodsma,
1988; Kroodsma & Konishi, 1991), and suboscines do not re-
quire access to auditory feedback to develop normal vocal be-
havior. Although this generalization must be considered with
some caution, given that few representatives of suboscine
families have been studied, these data do suggest that an im-
portant qualitative shift in the mechanisms mediating the de-
velopment of vocal behavior occurred when the oscine
passerines evolved as an independent taxonomic group. To
conclude, there is no evidence that suboscine species learn
their song, but oscine species clearly do.

The Process of Song Acquisition

Since the pioneering work on white-crowned sparrows
and chaffinches, studies of many species of oscine songbirds
have all found that song is learned (e.g., Kroodsma, 1982;
Kroodsma & Baylis, 1982; Marler, 1991; Thorpe, 1958).
There are many species-specific and intraspecific variations
in song learning among oscines (e.g., Baptista, 1996;
Kroodsma, 1996; Marler, 1987, 1991; Marler & Nelson,
1993; Slater, 1989; West & King, 1996; West, King, & Duff,
1990). A variety of approaches have been taken to the study
of song learning; in some cases laboratory studies are con-
ducted with the obvious advantage of experimental control,
and in other cases field studies are conducted with the obvi-
ous advantage of sensitivity to the many environmental fac-
tors that impinge on the developmental process. In most
cases the focus is on male birds. It is impossible in this brief
review to discuss fully the diversity in developmental
processes that has been identified. However, some useful
generalizations have emerged. Our goal is to highlight im-
portant findings that reflect both the laboratory and the field
approach. Many important concepts have emerged from stud-
ies of bird song that are relevant to a consideration of animal
learning as well as human language learning and production
such as the idea that many birds are critical- (or sensitive-)
period learners and that songbirds have innate predisposi-
tions to learn their own species song (suggesting that they
possess something akin to the language acquisition device
described by Chomsky, 1965), and that learned songs may be
overproduced and then selected for enduring production in
adulthood based on the consequences of social interactions
(Marler, 1997).

In some species, called age-independent learners, the abil-
ity to learn and modify song may be retained throughout life,

whereas in other species this propensity may be age limited
(Marler, 1987; Slater, Jones, & Ten Cate, 1993). Among age-
limited learners, the learning process can be usefully divided
into a sensory phase and a sensorimotor phase (Marler,
1987). In the sensory phase nestlings hear conspecific vocal-
izations either from their fathers or from nearby males and
form an auditory memory (or sensory template) of some
sort that represents these songs. Conspecific songs heard rel-
atively early in development tend to be remembered better
than songs heard later, indicating that there is a critical or
sensitive period during which auditory memories that guide
subsequent song production are most effectively formed
(Nelson, 1997). This phenomenon is reminiscent of the pos-
tulated critical period learning associated with imprinting or
language acquisition; it has been claimed that the ability to
easily learn new languages closes off at the onset of adoles-
cence in humans (Lenneberg, 1967; Newport, 1990). In a
similar vein, in a variety of songbirds males can acquire
songs from remarkably little exposure to song early in life
(Nelson, 1997). For example, just 10 to 20 presentations
are sufficient for normal song learning in nightingales
(Luscinia megarhynchos; Hultsch & Todt, 1989) and 30 rep-
etitions on a single day in song sparrows (Peters, Marler, &
Nowicki, 1992). Thus, songbirds have superb abilities when
it comes to memorizing, and later retrieving from memory,
songs they have heard early in life.

During the sensorimotor phase birds reaching puberty
(usually during the first spring after they are hatched) first
start producing very soft unstructured vocalizations that are
referred to as subsong. These sounds have often been com-
pared to the babbling of prelinguistic infants. These birds
then shift to louder, more stereotyped vocalizations in which
rehearsal of previously learned song begins, containing many
elements that can be recognized as adult song. This is called
plastic song. Finally, they develop an adult crystallized song
that matches the auditory memory formed earlier (Marler &
Peters, 1982a). The process is schematized in Figure 17.5.

This entire process is very dependent on auditory feed-
back. If a bird is deafened after the occurrence of the sensory
phase but before the sensorimotor phase, normal song will
not develop (Konishi, 1965, 1985). This indicates that audi-
tory feedback is necessary for the final crystallized song to be
properly matched to the song previously memorized during
the sensory phase. In some species, such as the zebra finch, it
was long thought that once song has crystallized into its adult
form, auditory feedback was no longer necessary for song
maintenance—as if a motor tape of some sort were in place
after crystallization that could maintain the song independent
of feedback. However, a study of deafened adult male zebra
finches (Taeniopygia guttata) revealed deficits in the song
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Figure 17.5 A diagrammatic representation of the song-learning process.
There are two clearly recognized phases: the sensory learning phase, when a
young bird hears adult song and stores it in memory, and the sensorimotor
phase, when the bird produces song itself and matches the song it is produc-
ing to the memory of song it formed during the sensory phase. This matching
process is gradual; juvenile birds typically experience three distinct stages of
song development at this time: subsong (very soft vocalizations that have lit-
tle resemblance to adult song), plastic song (loud variable song that has ele-
ments similar to adult song), and crystallized song (full adult song, often
sung very loudly). In many species more song types are produced during the
plastic song phase than are later crystallized. There is evidence that songs are
selected for crystallization based on how well they match existing song types
being produced where a male may settle. Behavioral interactions between
males seem to shape this selection process. This process has been termed
action-based learning and bears some resemblance to instrumental learning
processes. The sensory learning phase usually occurs early in ontogeny, often
close to the time that the nestling bird will fledge. It can then last for several
weeks, although this varies greatly among species and can be influenced by
experience. Learning during the sensory phase has been termed memory-
based learning. This phase may or may not be temporally separated from the
sensorimotor phase of song learning, depending on how quickly the young
bird matures. A storage phase occurs when there is a clear temporal separa-
tion between the sensory phase and the sensorimotor phase.

Auditory Memory Formation

Storage Phase ?

Sensorimotor Phase

Action Based Learning ?

Phases of Song Learning

Sensory Learning Phase

Subsong Plastic Song Crystalized
Song

of deaf males, suggesting that auditory feedback is required
throughout life for the maintenance of this stereotyped
behavior (Nordeen & Nordeen, 1992).

Depending on the species, the sensory phase and the senso-
rimotor phase may overlap with one another or may be sepa-
rated by several months, during which the song memory from
the sensory stage is stored and retained without any evidence
of overt practice. Recent evidence suggests that in species in
which there is a substantial interval between the sensory phase
and the sensorimotor phase, significant processing of song in-
formation occurs in that interval. Male white-crowned spar-
rows usually have a hiatus of approximately 5 months between
the two phases of song learning, but if they are treated with
testosterone they can be induced to sing crystallized song
months before they would normally exhibit this behavior
(Whaling, Nelson, & Marler, 1995). Nevertheless, the song
produced by these birds is abnormal, resembling songs pro-
duced by sparrows kept in acoustic isolation (Whaling et al.,
1995). This finding suggests that the storage phase is not one
of passive retention, but that it contains processes that play

a significant role in song learning (Whaling et al., 1995).
However, it is also possible that the vocal production appara-
tus had not fully matured by 5 months and that this is why the
premature song sounds abnormal.

The Auditory Memory That Guides Song Learning

What characterizes the auditory memory that is formed dur-
ing the sensory phase, and is its formation constrained in any
way? At least two important ideas relevant to the study of
human language and other areas of cognitive psychology
have emerged from studies of this memory for song. One
concerns the concept that the process of memory formation
involves selective or guided learning in that species-typical
vocalizations appear to be privileged: They are learned pref-
erentially. A more controversial idea concerns the degree to
which memory encodes species-typical patterns of vocal be-
havior that exist before a bird even hears the song of its own
species. The experimental basis of both of these ideas is well
illustrated by studies of song sparrows (Melospiza melodia)
and swamp sparrows (Melospiza georgiana) conducted by
Marler and colleagues (see Marler, 1987, for review). These
two species are age-limited learners that look alike, and they
are members of the same genus and therefore are closely
related taxonomically. However, their songs are easily dis-
tinguished. Although these species are often raised within
earshot of one another, they tend to form memories only for
their own species song. This has been verified by laboratory
studies, suggesting that the formation of auditory memories
is somehow directed such that conspecific songs are prefer-
entially memorized (Marler, 1987). This phenomenon is also
suggestive of certain processes that occur during language
learning associated with the closure of the critical period
for language acquisition in humans. For example the closure
of the critical period is thought to involve, among other
processes, a loss of the sensitivity to phonetic contrasts from
nonnative languages (reviewed in Jusczyk, 1997). In other
words, by the time we reach adulthood, humans have a per-
ceptual selectivity not only for human language but also for
their own native language.

When raised in acoustic isolation, the abnormal song that
is produced retains species-typical attributes such as the
number of notes per song and the number of trilled syllables
per song (Marler & Sherman, 1985). Even though this isolate
song is clearly abnormal, one can still tell apart the isolate
song of the two species based on the song’s acoustic struc-
ture. These are among the data that have led Marler and
Nelson (1992) to postulate the somewhat radical hypothesis
that the vast majority of information about song may be pre-
encoded in innately specified brain circuitry. They argued
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that auditory experience primarily selects what is to be
preserved and later produced as crystallized song from what
is to be discarded and never produced later in life. According
to this view, then, the postulated auditory memory that guides
later song development may be largely specified at birth. This
idea remains controversial, but the argument parallels in
many ways discussions among cognitive scientists concern-
ing the nature of innate representations that specify the pre-
disposition to learn language in humans (see Chomsky, 1980;
Elman et al., 1996; Fodor, 1983; Pinker, 1994).

Recent experiments with white-crowned sparrows support
the notion that at least certain aspects of song structure are
pre-encoded in the auditory memory guiding song learning
(Soha & Marler, 2001). Sparrows were presented with a vari-
ety of phrase models that lacked species-typical structure (or
syntax). Even though this was not present in the stimulus pre-
sented to the sparrows to be copied, the birds successfully
copied the model phrases and assembled them into a species-
typical structure.

Social Effects on Song Learning

It is important to note that both the sensory and sensorimotor
phases of song learning are labile to a certain degree and can
be influenced by various types of social and auditory experi-
ence. It has been known for some time that the social milieu
in which a bird develops can influence the type of song that is
eventually crystallized and produced in adulthood. Behav-
ioral interactions of various sorts have been described that in-
fluence both the sensory phase and the sensorimotor phase of
song learning. For example laboratory studies demonstrated
in white-crowned sparrows that the presence of a live bird
that tutors a developing juvenile can apparently extend the
sensitive period during which auditory memories are formed
(Baptista & Petrinovich, 1984), and the number of songs
learned by juvenile European starlings (Sturnus vulgaris) is
significantly greater when they listened to nearby conspecific
male tutors as compared with tape-recorded songs (Chaiken,
Böhner, & Marler, 1993). This evidence suggests that either
the nature of the auditory memory that is formed is influ-
enced by the social milieu that the bird grows up in or that a
particular set of social interactions tends to select songs al-
ready in memory that will be produced later in life (see Bap-
tista & Gaunt, 1997, and Nelson, 1997, for contrasting views).

There are data supporting the view that behavioral interac-
tions during the sensorimotor phase influence what songs al-
ready in memory will be crystallized and produced by adults.
In several species it has been demonstrated that males learn
(or have in their memories) more songs during the sensory
phase than they will later crystallize and produce as adults

(Marler & Peters, 1982b). In field sparrows (Spizella pusilla)
interactions even during the sensorimotor period between
a male and his neighbors influence which songs will be se-
lected for crystallization and inclusion into the final reper-
toire (Marler & Nelson, 1993; Nelson, 1992). Songs most
similar to the neighbor’s songs are retained, whereas those
that are different are rejected. It is as if a process akin to op-
erant conditioning influences what songs are selected for
later crystallization among those in auditory memory.

Marler and Nelson (1993) referred to this process as
action-based learning to contrast it with memory-based
learning, which refers to cases where crystallized songs are
produced in reference to previously formed memories inde-
pendently of social interactions during the sensorimotor pe-
riod. This process of the adult vocal milieu influencing vocal
development parallels observations made about babbling in
infants. Infants are thought to tune their babbling based on
the adult language environment they experience (Boysson-
Bardies & Vihman, 1991). Thus the adult vocal environment
shapes vocal development in humans as well as in songbirds.
In any case, in many species the selection of songs overpro-
duced seems to be highly influenced by the fact that some
songs match those being produced locally and others do not.
This result indicates that reinforcing aspects of the social in-
teraction lead to the selection of certain behaviors, a notion
very reminiscent of Thorndike’s concept of selective learning
processes in instrumental conditioning. The details of this
process remain to be worked out (e.g., how much matching is
required for a song to be selected). But again, as we saw with
imprinting, at least certain aspects of song learning include
processes in common with more general learning processes.

In summary, it is clear from this cursory review that social
interactions can influence both the sensory and the sensori-
motor phases of song learning. Much remains to be learned
about the structure of the auditory memory possessed by
developing birds and the degree to which it is formed or
modified by experience. Under certain circumstances early
experience can have radical effects on the nature of the audi-
tory memory (Baptista, 1996). How these social experiences
are able to override the natural limitations on song learning is
unknown.

The Neurobiology of Bird Song

One of the most appealing aspects of the study of bird song
learning is that a neural circuit has been described in the song-
bird brain that represents a neural specialization that has
evolved in association with the ability to learn, produce, and
perceive complex vocalizations (Brenowitz, Margoliash, &
Nordeen, 1997; Nottebohm, Stokes, & Leonard, 1976). Thus



Synthetic Approaches to the Study of Learning in Animals 477

Figure 17.6 Schematic representation of a sagittal view of the song control
system of songbirds. It consists of at least two basic pathways. One pathway,
essential for song production, involves a projection from nucleus HVc
(initially misnamed the hyperstriatum ventrale, pars caudale and therefore
sometimes referred to as the high vocal center) to the nucleus robustus archis-
triatalis (RA) that in turn projects to both the nucleus intercollicularis (ICo)
and the tracheosyringeal division of the nucleus of the XIIth cranial nerve
(nXIIts). Efferent projections from motor neurons in this brainstem nucleus
innervate the vocal production organ, the syrinx. ICo and RA also innervate
medullary structures that coordinate song production with respiration. HVc
also connects with RA through a more circuitous route (Bottjer et al., 1989).
This anterior forebrain pathway consists of a projection from HVc to area X
of the lobus parolfactorius (LPO) that in turn projects to the medial portion of
the dorsolateral nucleus of the anterior thalamus (DLM). DLM projects to the
lateral portion of the nucleus magnocellularis of the anterior neostriatum
(lMAN) that in turn projects to RA. In contrast to the more posterior pathway
that is needed for song production, the anterior forebrain pathway is involved
in song learning, maintenance, and various forms of sensory feedback on
song production. Some of the auditory inputs to the song system are also il-
lustrated. Nucleus ovoidalis of the thalamus (Ov) projects to telencephalic
auditory areas such as field L (L) and the caudal and medial neostriatum
(NCM). These in turn project to other auditory areas adjacent to and con-
nected to the song system such as the caudal ventral hyperstriatum and the
shelf near HVc and the RA cup. See text for further details.

HVc

cHVL

lMAN

Area X

DLM
ov

ICo

Cup
RA

AUDITORY
INPUTS

RESPIRATIONSYRINX

RAm/rVRG

nXIIts

NCM

Shelt

it is possible to investigate in detail the neural basis of the
vocal learning process. For this reason, the neural and en-
docrine basis of the production, learning, and perception of
bird song has emerged as an active area of research in the last
25 years. It is impossible to review in detail the many discov-
eries that have been made about the relationship between brain
and behavior as it relates to song. We describe the basics of the
neural system that mediates song behavior and highlight a few
findings that demonstrate how the study of bird song learning
has influenced studies of the neurobiology of song.

When he began his studies on the neural control of song,
Nottebohm noted that the fact that vocal learning requires that
motor output be guided by auditory input has important impli-
cations for how the neural circuit controlling of song and song
learning would be organized (Nottebohm, 1980; Nottebohm
et al., 1976). He hypothesized that there should be close con-
nections between the motor system controlling song and the
auditory system. This reasoning generated a series of lesion
and tract-tracing studies in canaries that resulted in the dis-
covery of the song system (Nottebohm, 1996). Subsequently,
comparative studies of the song control circuit with other
birds clearly indicate that there are several neural features
associated with vocal learning and production that are unique
to songbirds (Ball, 1994; Brenowitz, 1997; Kroodsma &
Konishi, 1991). In particular, studies of canaries (Serinus
canaria) and zebra finches have revealed a well-defined vocal
control circuit that includes a group of interconnected, distinct
nuclei that differ in form and structure in the telencephalon,
mesencephalon, and brain stem (Bottjer, Meisner, & Arnold,
1984; Nottebohm, Kelley, & Paton, 1982; Nottebohm et al.,
1976; Wild, 1997). The telencephalic portion of this circuit ap-
pears to be a neural specialization that occurs only in the os-
cine brain (Brenowitz, 1997; Kroodsma & Konishi, 1991).
The song control circuit includes motor nuclei that are in-
volved in song production and nuclei that also exhibit auditory
characteristics that appear to be involved in the auditory feed-
back necessary for vocal learning (for reviews see Brainard &
Doupe, 2000; Konishi, 1989; Margoliash, 1997; Nottebohm,
1993; Nottebohm et al., 1990). The motor pathway that is
necessary for the production of song in adult birds consists of
a series of nuclei that control the neural output to the vocal pro-
duction organ, the syrinx (Nottebohm, 1993; Nottebohm et al.,
1976). This motor pathway is illustrated in Figure 17.6. Three
key nuclei in this pathway are the high vocal center (HVc), the
robust nucleus of the archistriatum (RA) and a portion of
the motor nucleus of the XIIth cranial nerve (nXIIts). These
three nuclei form a serial projection (HVc to RA to nXIIts).
Efferent projections from motor neurons in nXIIts innervate
the syrinx. Song is produced when the muscles associated with
the two separate sides of the syrinx are activated, leading to a

change in the configuration of the membranes of the syrinx
(Nowicki & Marler, 1988; Suthers, 1997). Projections from
RA also innervate brainstem structures that coordinate song
production with respiration (Wild, 1997). Lesions to nuclei in
this motor pathway have profound effects on song production
(e.g., Nottebohm et al., 1976). In particular, lesions to HVc
cause deficits in vocal production reminiscent of Broca’s
aphasia in humans. Electrophysiological studies of neurons in
HVc, RA, and nXIIts reveal that their activity is synchronized
with singing behavior (McCasland, 1987; Vu, Mazurek, &
Kuo, 1994) and that these nuclei are hierarchically orga-
nized (Yu & Margoliash, 1996). Nuclei RA and nXIIts are
myotopically organized (i.e., organized in relation to
syringeal musculature; Vicario, 1991;Vicario & Nottebohm,
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1988); however, HVc is not (Fortune & Margoliash, 1995;
Yu & Margoliash, 1996). This motor pathway of the song
control system thus appears to coordinate temporal and
phonological aspects of song.

As illustrated in Figure 17.6, neural impulses from
HVc also reach RA through a more circuitous route than the
motor pathway (Bottjer, Halsema, Brown, & Miesner, 1989;
Okuhata & Saito, 1987). This anterior forebrain pathway con-
sists of a projection from HVc to area X of the lobus parolfac-
torius (LPO), which in turn projects to the medial portion of
the dorsolateral nucleus of the anterior thalamus (DLM).
DLM projects to the lateral portion of the nucleus magnocel-
lularis of the anterior neostriatum (lMAN), which in turn
projects to RA (Figure 17.6). In adult zebra finches all of
the song control nuclei in this anterior forebrain pathway con-
tain cells that are tuned to respond to the presentation of
species-specific song (Margoliash, 1997; Solis & Doupe
1997). Auditory information is conveyed to the song system
via connections between the telencephalic auditory area, Field
L to areas adjacent to HVc and RA (Fortune & Margoliash,
1995; Kelley & Nottebohm, 1979; Vates, Broome, Mello, &
Nottebohm, 1996; see Figure 17.6). Related areas for auditory
processing include the caudomedial neostratium (NCM) and
the caudal ventral hyperstriatum (cHV; see Figure 17.6).
These areas are also connected to HVc and RA (Vates et al.,
1996) and have been shown to contain cells that express im-
mediate early genes specifically in response to conspecific
song (D. F. Clayton, 1997; Mello, Vicario, & Clayton, 1992),
and they have electrophysiological properties that are simi-
larly somewhat selective to conspecific song (Stripling,
Volman, & Clayton, 1997). Therefore, these auditory areas
may be the part of the neural circuit that is specialized to
process conspecific vocalizations.

The anterior forebrain pathway has been implicated in
many feedback effects on song production and in the process
of song learning. For example, lesions of nuclei in the fore-
brain pathway of zebra finches (especially area X and the
lMAN) before species song is crystallized result in song ab-
normalities, such as lack of note stereotypy and abnormal
song length (e.g., Bottjer et al., 1984; Scharff & Nottebohm,
1991). Similar lesions made after the development of stereo-
typed song have no effect on song production in adult male
zebra finches, although there are effects of such lesions on
the maintenance of song in adult white-crowned sparrows
(Benton, Nelson, Marler, & DeVoogd, 1998). The neural
mechanisms mediating the feedback effects between song
production and the stored auditory memory are still not well
understood, but many properties of the anterior forebrain
pathway provide intriguing hints about how this might work.
Song selective neurons, present throughout the anterior

forebrain pathway, respond more strongly to the bird’s own
song and sometimes to the tutor song (see Brainard & Doupe,
2000, for a review). These cells are clear candidates for at
least part of the neural system mediating the comparison be-
tween the stored memory and auditory output (Brainard &
Doupe, 2000). Interestingly, these responses are strongly
gated by the behavioral state of the animal. They are absent
or much weaker in anesthetized or sleeping birds (Dave, Yu,
& Margoliash, 1998; Schmidt & Konishi, 1998). The signifi-
cance of this gating remains to be clarified. Brainard and
Doupe (2000) speculated that the motor act of singing itself
may open the gate so that the feedback effects can be exerted.
What is clear is that there are neural specializations in the
songbird brain that can be directly related to the auditory-
motor interface required for song learning to occur.

Neural changes in the song circuit responsible for the clos-
ing of the sensitive period for song learning have yet to be de-
finitively identified (Nordeen & Nordeen, 1997; Nottebohm,
1993). However, developmental changes in the connections
between the anterior forebrain pathway and the efferent
motor pathway (i.e., the lMAN to RA projection) have been
the focus of attention in this regard. What is known (reviewed
in Nordeen & Nordeen, 1997) is that there is a dramatic de-
cline in the density of NMDA receptors in male zebra finches
in lMAN coincident with both the memory acquisition and
sensorimotor phase of song learning. Furthermore, the phar-
macological blockade of these receptors does impair song
learning, and therefore the NMDA mechanisms that have
been implicated in many forms of learning and developmen-
tal plasticity are important in the song learning process as
well. However, these developmental changes in the NMDA
receptors do not close the sensitive period. Manipulations of
the timing of the sensitive period either by social isolation or
hormone treatment do not change the timing of the decline in
NMDA receptors.

The neural basis of sensorimotor learning is very poorly
understood. However, as mentioned previously, in many
species this learning process involves a selection of song
based on social interactions. One intriguing idea is that
ascending catecholamine projections to the song system
(Appeltants, Absil, Balthazart, & Ball, 2000) are activated by
these social interactions and contribute to these selectivity.
Immediate early gene induction in the anterior forebrain
pathway is profoundly influenced by the social context of
song production in male zebra finches (Jarvis, Scharff,
Grossman, Ramos, & Nottebohm, 1998). It has been hypoth-
esized that these social context effects on gene expression are
regulated by catecholamine projections to the song system
(Jarvis et al., 1998). If this is the case, it is also reasonable to
postulate that the consequences of song matching on the
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selection of songs during the sensorimotor phase of song
learning could also be regulated by these pathways.

Food-Related Appetitive Learning in Laboratory Rats

As with many animals, a major part of the activity of rats is
the procurement and consumption of food. As noted earlier,
since Wallace Craig’s (1918) work both ethologists and ex-
perimental psychologists have distinguished between these
appetitive behaviors and the more stereotyped, consumma-
tory aspects of feeding. Although Craig’s view was that ap-
petitive behavior was more easily modified by experience, it
is clear that both components are subject to modification by
learning. Casually speaking, it is advantageous to learn when
and where food is available, what kind of food it is, and how
much of it there is. Learned signals for food can aid procure-
ment by orienting the animal to the proper location at the
right time. But they also can provide the animal with useful
information about the ingestive (e.g., flavor) and postinges-
tive (e.g., nutrient absorption) consequences of the expected
foodstuffs.

A Behavior Systems Approach to the Anticipation of Food

In traditional approaches to conditioning, the form of
Pavlovian CRs is thought to be determined by the choice of
the US, which provides the reflexes that can be transferred
to the CS. A behavioral systems approach to food-based
learning goes beyond this observation by adding the etholog-
ical perspective that, besides the simple reflexes elicited by
delivery of the particular food US, the animal’s learned be-
havior potentially includes a range of more complex, preor-
ganized behavior systems that are normally involved in the
procurement and consumption of food. Both the dynamics
of learning itself and the expression of learning in behavior
will depend on how the learning task contacts these systems.
These points of contact include not only the nature of the US
but also the signals (CSs) used, the structure of the local en-
vironment (context), and more global conditions including
the animal’s deprivation and housing conditions.

The power of a behavioral systems approach to under-
standing food-related associative learning in rats is perhaps
best illustrated by the work of Timberlake and his colleagues
(e.g., Timberlake & Silva, 1995; see Fanselow, 1994, and
Fanselow & Lester, 1985, for comparable discussions of
defensive behavior). Timberlake proposed that a variety of
individual action patterns related to the procurement and con-
sumption of food is hierarchically arranged within a variety
of modules, modes, and subsystems, each of which has its
own characteristic elicitors and terminators, as well as timing

and sequential properties. For example, Timberlake de-
scribed a set of actions such as pouncing, grabbing, biting,
and gnawing that are organized within a capture module,
which in turn is part of a focal search mode within predation.
Most important, learning may occur at many points and lev-
els within the system. Within-module learning may result in
changes in the stimulus control, frequency, or timing of par-
ticular actions, whereas learning that occurs at the supermod-
ular level may alter the relation between whole sets of
behaviors organized within each of those modules or modes.
Thus, the behaviors displayed in conditioning experiments
will vary depending on which of these units are accessed and
altered as a function of the events and relations involved in
those studies. Within this approach most conditioned behav-
ior may be viewed as the result of the modulation of existing
behavioral patterns by associative learning, much as two-
process theorists thought CSs modulated ongoing instrumen-
tal behavior.

Consider the effects of using as CSs events that are unusual
from an experimenter-centered view but obvious from an
animal-centered perspective. Timberlake, Wahl, and King
(1982) examined the effects of signaling food delivery with a
ball bearing that rolled across the chamber floor about 5 s in
advance of the food. The rats acquired a sequence of behav-
iors including chasing the bearing, seizing it, and handling
and gnawing it as if it were a food item. These behaviors were
not acquired if the rolling ball bearing was unrelated to food
delivery, and thus they were the consequence of associative
learning. Timberlake described this learned behavior as re-
flecting the incorporation of existing predatory modules (wild
rats chase and consume moving insects) and food-handling
modules into a sequence of behaviors culminating in food
consumption. It is interesting that similar experiments with a
range of rodent species that show varying degrees of insect
predation revealed a correlation between their natural preda-
tion and the likelihood of ball-bearing chasing and mouthing.
Likewise, the form of the conditioned behavior varied with
the CS-US interval in a predictable manner. With moderate in-
tervals, the rats engaged in the complete sequence described
earlier, reflecting focal search and related modes, but with
shorter intervals the food-handling module dominated, and
the rats often deposited the bearing in the food cup and
gnawed on both the food and the bearing (Silva & Timberlake,
1998). Furthermore, Holland (1984b) found that when a CS is
presented after the US (backward conditioning), it often ac-
quires normal postconsummatory behavior such as grooming
(see also Silva & Timberlake, 2000).

Timberlake and his colleagues also examined rats’ learn-
ing within social modules. In one study (Timberlake & Grant,
1975) food delivery was signaled by the arrival of either a
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restrained live rat or a rat-sized block of wood. Although sub-
ject rats oriented to both signals, when the signal was a rat-
sized block, their conditioned behavior was dominated by
approach and gnawing on the block; but when the signal was
another rat, they displayed a variety of social approach and
contact behaviors characteristic of normal food-sharing and
solicitation activities. Critically, these behaviors were far
more frequent when the signaling rat was paired with food
delivery than when it was explicitly unpaired with food.
Thus, the enhanced social behavior was a consequence of as-
sociative learning. Furthermore, the nature of this behavior
was consistent with normal patterns of adaptive behavior. For
example, Timberlake (1983, 1994) reported that only adult
signals of food supported these conditioned behaviors, con-
sistent with observations that adult rats use the food prefer-
ences and consummatory behaviors of other adult rats, but
not of juveniles, to guide their food selection. Likewise, when
water rather than food was used as the US, these behaviors
did not appear, consistent with observations that rats’ food se-
lection involves social modules, but water consumption does
not. Finally, comparative studies with a variety of rodent
species found correlations between the extent of food sharing
and the conditioning of these kinds of social behaviors.

Although this approach is unquestionably rich in poten-
tial, there has been relatively little study of neural and be-
havioral mechanisms involved in these examples. A more
simplistic experimenter-centered approach, in which signifi-
cant US events like food, water, or electric shock are sig-
naled by various simple visual or auditory CSs, has been
profitable in addressing these issues. In line with reflexolog-
ical expectations, the form of conditioned behavior is depen-
dent on the choice of US: Rats freeze during these CSs when
they signal shock, and they approach and contact the deliv-
ery cup when they signal food or water deliveries, often
gnawing or licking the cup as appropriate (e.g., Holland,
1979). However, as in Timberlake’s studies, it is clear that
the choice of CS is also important in determining CR form.
For example, diffuse auditory cues paired with food typi-
cally elicit a quick jump or startle response, followed by ag-
itated head movements, often directed toward the site of
food delivery. By contrast, localizable, overhead visual cues
(illumination of lamps) paired with food usually first causes
the rat to rear on its hind legs, often orienting toward the
light source, followed by a more passive contact with the
food delivery cup (Holland, 1977). Furthermore, consistent
with Timberlake’s scheme, if the light source extends signif-
icantly into the experimental chamber, the rat is likely to
contact it with its paws and mouth as well (Holland, 1980b),
integrating more of the normal feeding sequence into the
learned behavior.

As in Timberlake’s studies, temporal variables are impor-
tant determinants of response form in this conditioning situa-
tion. Not surprisingly, the influence of CS characteristics on
CR form is greatest close to CS onset, and the effects of US
features are most obvious closest to the normal time of US
delivery (Holland, 1979, 1980a, 1980b). Observations that
the form of CRs is influenced by the CS-US interval have im-
portant implications for the study of the role of time in condi-
tioning. Holland (1980a) found distinct CS-US interval
functions for each of the several CRs observed when visual
and auditory CSs are paired with food. Depending on the
choice of CR measured, the optimal CS-US interval for
learning the same tone-food or light-food relation could
be identified as 1 s, 5 s, 10 s, or 30 s. Furthermore, although
some of those CRs were exquisitely timed to occur maxi-
mally near the time of US delivery and exhibited the scalar
property, others, like rearing, were mostly confined to the few
seconds near CS onset, and still others occurred maximally
near the middle of the ISI. As Timberlake pointed out, signals
with different temporal relations with the US are likely to
contact different modules of food-related behavior. Thus, the
experimenter’s choice of a behavioral measure of association
could lead to vastly different conclusions about the relation
of time and association. In fact, data like those of Holland
and Timberlake suggest a multiplicity of timing functions,
each tuned to a behavioral system, rather than the more pop-
ular view of a single estimate of the time of US delivery
(Meck & Church, 1982).

All of these results are consistent with a simple view
that conditioning produces behavioral adaptation to the al-
tered significance of the CS as well as to the upcoming US.
Learning-dependent changes in processing of the CS may be
of many sorts. Holland (1977) suggested that the simplest of
these may be the conditioning-dependent potentiation of ori-
enting behaviors controlled by the CSs prior to conditioning.
Some of the CS-specific behaviors described earlier are also
elicited by the CSs prior to their pairing with the US, but they
rapidly habituate if the CSs are not paired with food. The po-
tentiation of these initially unconditioned orienting behaviors
enhances the likelihood that the rats’ behaviors will be guided
by the best signals for important events.

Considerable evidence indicates that these CS-dependent
products of associative learning are separable from those ap-
propriate to the upcoming US. As noted earlier, the temporal
determinants and characteristics of CS- and US-dependent
behaviors are often reciprocally related. Furthermore, several
experimental manipulations have different effects on the two
classes of behaviors (Holland, 1990b).

Finally, a neural systems analysis also supports this dis-
tinction. Brain pathways involved in the potentiation of
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orienting behavior to CSs paired with food are not critical
to the acquisition and display of US-dependent behaviors.
Gallagher and her colleagues (Gallagher, Graham, & Holland,
1990; Han, McMahan, Holland, & Gallagher, 1997) found
that the conditioned potentiation of orienting behavior de-
pends on the integrity of connections between the central
nucleus of the amygdala and dorsal striatal regions. Al-
though rats with interruptions in this circuitry were unaffected
in their acquisition of US-appropriate food-related behaviors,
and in their unconditioned orienting to the CS prior to con-
ditioning, they failed to acquire conditioned orienting with
CS-US pairings. Thus, this amygdalar circuitry seems to be
critical for the potentiation of existing orienting responses
(ORs) to events that have acquired significance through asso-
ciative learning. Similar neural systems analysis might also be
profitably applied to other module-level aspects of condi-
tioned responding, such as those described by Timberlake and
his colleagues, to understand better the roles of associative
learning in the organization of behavior.

An important question in this kind of research is the extent
to which the various CRs that occur under different circum-
stances indicate independent learning at the module level, for
example, within separate neural pathways, and to which they
all draw on common learning at some higher level. Despite
the independence of brain systems for the learning of CS-
specific ORs and food-related CRs, considerable evidence in-
dicates that CSs that elicit differently formed CRs when
paired with food nevertheless have a common associative
basis at some level. For example, compound conditioning
phenomena like blocking, unblocking, and second-order con-
ditioning with simple lights and tones occur largely without
regard to the specific CRs controlled by the CSs, suggesting
that various CSs have access to properties of the US that de-
termine these effects (Holland, 1977). Answers to these kinds
of questions will lead us to better understanding of the orga-
nization of behavior through learning.

A Biobehavioral Analysis of Alterations in CS Processing

As noted earlier, there is considerable evidence that experi-
ence with a CS can affect its associability, that is, its ability to
participate in new learning. Pearce and Hall (1980) proposed
that CS associability was adjusted depending on how well
predicted its consequences were. Expected outcomes reduce
CS associability, whereas surprising events (unpredicted by
the stimuli present on that trial) maintain or enhance it. Thus,
CSs that consistently predict their outcomes will be less asso-
ciable than will those that are relatively poor predictors of
their consequences. This claim is reasonable from an adapta-
tional perspective: It is more critical to be able to learn about

cues whose significance has heretofore been unknown than
about cues whose significance is already well established.
From that same perspective, however, it is important that
behavior be controlled by cues whose consequences are well
known. Within the Pearce-Hall model, a CS’s associability
(�) appears only in equations that specify new learning about
that CS, and not in those that describe its control of behavior,
which is a function only of its associative strength (VCS) and
its intrinsic salience (sCS). Thus, the Pearce-Hall model dis-
tinguishes between controlled attention for new learning
and automatic attention for action. Recent studies of brain
pathways involved in appetitive conditioning support these
claims and provide some novel insights into the nature of the
behavioral processes involved in the modulation of CS asso-
ciability and learning.

Early behavioral studies that tested the Pearce-Hall model
were designed to evaluate contrasting predictions of that
model from those of its major alternative, the Rescorla-
Wagner model. Consider first the widely described case of
unblocking. As noted earlier, learning about one element of a
compound CS paired with a US is blocked by prior training
of another element of that compound with the same US.
Within the Rescorla-Wagner model, that blocking occurs be-
cause the US is already well predicted by the first CS when
the second element is introduced, and hence is ineffective
as a reinforcer. By contrast, within the Pearce-Hall model,
blocking occurs because the presentation of a well-predicted
US causes the associability of the added CS to be adjusted
rapidly downward, minimizing learning about that cue.

In an unblocking procedure the value of the US is changed
when the target stimulus is added. If this new value is greater
than the original value, both theories predict conditioning of
the added cue (unblocking). Within the Rescorla-Wagner
model the positive discrepancy between actual and expected
US values supports further excitatory learning, and within the
Pearce-Hall model that discrepancy maintains the associabil-
ity of the added CS long enough for it to acquire associative
strength as a result of its pairings with the new US. However,
if the US value is reduced when the new CS is added, the two
models make opposite predictions. Because the discrepancy
between actual and anticipated events is negative, it should
establish negative (inhibitory) associative strength to the
added cue according to the Rescorla-Wagner model. But
within the Pearce-Hall model both positive and negative dis-
crepancies enhance or maintain CS associability. Thus, the
added CS will acquire excitatory associations with the new
(smaller) US. Although the determinants of learned behavior
in the case of such downshifts in US value are complex, ex-
citatory learning, as predicted by Pearce and Hall, is often
observed (Holland, 1988).
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Holland and Gallagher (1993b) and Bucci, Holland, and
Gallagher (1998) found that disruption of a brain system, in-
cluding amygdala CN and the substantia innominata/nucleus
basalis and its projections to the posterior parietal cortex pre-
vented unblocking with downshifts in the US value. Other
experiments showed that these brain system manipulations
also interfered with several other phenomena attributed by
Pearce and Hall to surprise-induced associability increases
(Han, Holland, & Gallagher, 1999; Holland, Chik, & Zhang,
2001; Holland & Gallagher, 1993a; Holland et al., 2000). At
the same time, those manipulations had no effect on simple
conditioning, on other measures of sensitivity to the change
in US value, on unblocking observed with upshifts in US
value, on blocking itself, or on a number of phenomena usu-
ally attributed to decreases in CS associability. From the re-
sults of a series of selective lesion experiments, Holland and
Gallagher (1999) concluded that surprise engages this sys-
tem, which selectively enhances attentional processing of
CSs in a manner consistent with the Pearce-Hall model.

Parallel studies indicated that disruption of a cholinergic
septal-hippocampal circuit had complementary effects on de-
creases in CS associability. These manipulations (hippocam-
pal lesions or cholinergic deafferentiation of hippocampus by
immunotoxic lesions of the medial septal area and the verti-
cal limb of the diagonal band) had little effect on phenomena
attributed to enhancement of associability but interfered with
a variety of phenomena indicative of losses of associability
(Baxter, Holland, & Gallagher, 1997; Han, Gallagher, &
Holland, 1995).

Holland and Gallagher (1999) concluded that increases
and decreases in CS associability, as specified by the Pearce-
Hall model, are modulated by two distinct brain systems.
Furthermore, some evidence suggests that these systems act
independently and additively; most effects of combined de-
struction of both systems are predictable from the effects of
separate lesions (Baxter, Bucci, Holland, & Gallagher, 1999).
Moreover, neither system seems critical to the occurrence
of phenomena that are easily described without reference
to changes in CS processing, including simple conditioning
and phenomena attributed to changes in US processing
as claimed by the Rescorla-Wagner model (Holland &
Gallagher, 1993a, 1993b).

We have taken advantage of this relative independence to
parcel out the contributions of attentional and other processes
to a variety of behavioral phenomena that may have multiple
determinants. For example, Baxter, Gallagher, and Holland
(1999) examined the effects of medial septal lesions, which
interfere with associability decreases, on blocking. If block-
ing is the result of losses in associability of the added CS, as
specified by the Pearce-Hall model and other attentional
theories, then this lesion should reduce blocking. In a test of

responding to the added cue, Baxter, Gallagher, et al. (1999)
found no effect of the lesion. However, subsequent learning
tests showed the associability of that cue to be greater in the
lesioned rats, as would be expected if the lesion interfered
with losses in associability in the blocking procedure. Baxter,
Gallagher, et al. (1999) concluded that in intact rats, although
the blocking procedure did produce reductions in CS associa-
bility, those losses were not responsible for the blocking ef-
fect, which instead was the result of processes specified by
the Rescorla-Wagner model. If a predicted US is ineffective
as a reinforcer from the very beginning of the blocking phase,
then variations in CS processing that occur over the course of
that phase are irrelevant to conditioning at that time.

Likewise, we exploited the CN lesion to help us under-
stand a puzzling discrimination finding reported previously.
Rescorla (1991) found that pigeons learned a serial negative
patterning (NP) discrimination of the form feature CS →
food, target CS → food, feature → target → no food more
rapidly than a serial FN discrimination, feature → food, fea-
ture → target → no food. Although the latter discrimination
can be solved simply by the acquisition of excitation to A
and inhibition to X, solution of the patterned discrimination
should be more difficult from a variety of perspectives. How-
ever, the relative ease of learning of the patterned discrimina-
tion might be anticipated within the Pearce-Hall model. In
the NP discrimination, X’s associability should be enhanced
because X is a relatively poor predictor of both A and the US.
By contrast, in the FN discrimination, X is a reliable predic-
tor of the occurrence of A and the absence of the US, and thus
X’s associability should decline. By this view, elimination of
surprise-induced enhancements of X’s associability by the
CN lesion should eliminate the superiority of the NP discrim-
ination learning. Holland et al. (2000) found just this out-
come. Furthermore, the CN lesion did not affect learning in
variations of the patterning procedure in which there was less
opportunity for surprise-induced associability enhancements
in normal rats.

In both cases, reduced preparations (Teitelbaum & Pellis,
1992) were used to understand better the nature of learning in
the intact preparation. Thus, the study of biological bases of
learning can contribute importantly to study at more purely
behavioral or psychological levels. Holland and Gallagher
(1999) described the use of similar strategies for informing
other aspects of behavioral study as well.

Associative Learning and Motivational State

A key to the behavioral systems approach is the idea that as-
sociative learning alters behavior by modulating the activity
of behavioral systems, which themselves may be organized
within larger scale systems. As noted earlier, it has long been
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presumed that CSs can control a range of behaviors indirectly
by modulating motivational systems or states. Thus, a CS
paired with food may acquire the ability to influence a broad
range of food-motivated behavior. For example, light-food
pairings appear to endow the light with food’s reinforcing
power. In Pavlovian second-order conditioning, subsequent
tone-light pairings in the absence of food establish CRs to the
tone (Hatfield, Han, Conley, Gallagher, & Holland, 1996;
Holland & Rescorla, 1975), and in operant secondary rein-
forcement procedures, rats learn to press levers that result
only in the presentation of that light (Everitt & Robbins,
1992). Likewise, a light paired with food can modulate the
frequency of operant lever pressing for that food (Pavlovian-
to-instrumental transfer), perhaps by enhancing some moti-
vational state that energizes appetitive behavior involved in
food procurement (Dickinson, Smith, & Mirenowicz, 2000).
Finally, that same CS can enhance consummatory behavior
as well: Food-satiated rats eat more food in the presence of
a CS for food than in its absence (Holland, Hatfield, &
Gallagher, 2001; Weingarten, 1983; Zamble, 1973).

Although learning theorists have often suggested that
these indirectly measured consequences of associative learn-
ing are most important because they modulate other kinds of
learned behavior and emotional states (e.g., Mowrer, 1947;
Rescorla & Solomon, 1967), for the most part they have been
treated as just another index of abstract association forma-
tion. By contrast, within a behavioral systems approach, they
may be quite independent, and hence interesting in their own
right. Recent studies of brain systems suggest that these con-
sequences of conditioning operations may be separately or-
ganized. For example, second-order conditioning, secondary
reinforcement, and CS-potentiated feeding are all disrupted
by lesions of the basolateral, but not central, amygdala
(Everitt & Robbins, 1992; Gallagher & Holland, 1992;
Hatfield et al., 1996; Holland, Hatfield,  et al., 2001), whereas
the opposite is true of Pavlovian-to-instrumental transfer
(J. Hall, Parkinson, Connor, Dickinson, & Everitt, 2001).
Moreover, neither lesion affects conditioned approach to
the source of the food US (Everitt & Robbins, 1992; Hatfield
et al., 1996). Recent evidence suggests that the amygdala’s
role in these various phenomena involves the modulation
of the activity of other brain regions that each organize dif-
ferent behavior systems (e.g., Petrovich, Setlow, Holland, &
Gallagher, 2001; Setlow, Holland, & Gallagher, 2002).

Associative Learning and Representation of the Reinforcer

Earlier we noted that Pavlovian CRs often appear to be medi-
ated by a representation of the US because posttraining
devaluation of a US can spontaneously (and selectively) re-
duce responding to CSs paired with that US. It is interesting

to note that response systems can be differentially sensitive to
these devaluations. For example, Holland and Straub (1979)
found a double dissociation between the effects of two ways
of devaluing food and various classes of CRs. When food
was devalued by toxin-induced illness, ORs to CS onset were
unaffected, approach responses were moderately reduced,
and responses related to food handling were substantially
reduced. In contrast, when food was devalued by motion-
induced illness, ORs were most affected, with much smaller
effects on later-chain behaviors. Furthermore, food devalua-
tion by satiation (Holland, 1981b) produced across-the-board
(but selective) decreases. These data show that different be-
havioral systems make different use of information made
available through learning.

Finally, it is worth noting that sensitivity of CRs to post-
training changes in the value of the reinforcer seems to de-
pend on brain circuitry that includes the orbital frontal cortex
and the basolateral amygdala (Baxter, Parker, Lindner,
Izquierdo, & Murray, 2000; Hatfield et al., 1996; Malkova
et al., 1997; Schoenbaum, Chiba, & Gallagher, 1998). Given
the role of basolateral amygdala in many aspects of a CS’s
acquisition of motivational significance (described in the pre-
vious section), it is interesting to speculate that information
about sensory properties of the reinforcer, affected in devalu-
ation procedures, and processing of motivational value, may
converge in this region.

Sexual Approach Conditioning in Japanese Quail

A Behavior Systems Approach to Sexual Conditioning

As part of a long-term research program devoted to explicat-
ing the role of learning in the control of sexual behavior,
Domjan and his colleagues (Crawford, Holloway, & Domjan,
1993; Domjan, 1994; Domjan, Akins, & Vandergriff, 1992;
Domjan & Hollis, 1988) have developed a variety of behav-
ioral procedures that are appropriate for the investigation of
appetitive sexual behavior in quail. These methods include
the application of Pavlovian conditioning procedures in
which a neutral stimulus such as the illumination of a light or
the presentation of a gray foam block serves as the CS that is
temporally paired with access to a female that serves as the
US. Male quail will quickly come to approach a CS when it is
paired with the US in this way. This conditioned approach
behavior shows common conditioning phenomena like block-
ing (Koksal, Domjan, & Weisman, 1994), conditioned inhibi-
tion (Crawford & Domjan, 1996), second-order conditioning
(Crawford & Domjan, 1995), US devaluation effects (Hilliard
& Domjan, 1995; Holloway & Domjan, 1993), context
conditioning and context-specificity effects (Crawford,
Akins, & Domjan, 1994; Domjan, Greene, & North, 1989),
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and potentiation of unconditioned sexual behavior (Domjan,
Lyons, North, & Bruell, 1986).

As in Timberlake’s (1994) and Holland’s (1984b) studies,
the nature of the conditioned sexual response depends heav-
ily on the nature of the CS. Although quail will learn to ap-
proach just about any localizable CS, copulatory responses
themselves are not acquired unless the CS includes plumage
and other features of a female quail (Cusato & Domjan, 2000;
Domjan, O’Nary, & Greene, 1988; Koksal et al., 1994). At
the same time, however, CSs that support only approach be-
havior also have a profound facilitatory effect on copulation
if they are presented along with a female quail, shortening the
latency of initiation of copulatory behavior and enhancing
sperm release (Domjan, Blesbois, & Williams, 1998). Fur-
thermore, the topography of the approach and other CRs de-
pends on the CS-US interval (Akins, Domjan, & Guitierrez,
1994), as in Silva and Timberlake’s (1998) and Holland’s
(1980a) studies of rat feeding CRs.

During the course of these studies, Domjan and his col-
leagues discovered another phenomenon, which they referred
to as a learned social proximity response. This response is a
form of associative learning that is acquired by males after
they have been allowed to copulate with females (Domjan &
Hall, 1986a, 1986b; Domjan et al., 1986). In this procedure, a
male is allowed to copulate with a female after the male has
observed the female through a window in the test arena. The
response involves a remarkable change in a male’s behavior:
After a single copulation, males will spend the majority of
their time (literally for days at a time) standing in front of the
window and looking through it at the female (Domjan &
Hall, 1986a, 1986b). The response is clearly associative in
origin and depends on copulatory rather than visual experi-
ence with the female, because it will only be acquired by the
male if he actually copulates with the female after seeing
her (Balthazart, Reid, Absil, Foidart, & Ball, 1995; Nash,
Domjan, & Askins, 1989). Domjan et al. (1992) argued that
the learned social proximity response should be viewed as a
type of associative learning in which stimuli from a female
become directly associated with sexual reinforcement.

Although this social proximity response of male quail can
be acquired to a variety of CSs, learning with a female quail
CS is clearly privileged. For example, it is more prevalent
with a live female quail CS than with various partial models,
and stronger with a female quail CS than with a male quail
CS (Nash & Domjan, 1991). Furthermore, Domjan et al.
(1992) reported that this learned proximity response was
acquired even when they introduced delays of 2 to 3 hr
between the closing of the window providing a view of a fe-
male and the access to the female for copulation. Likewise,
Koksal et al. (1994) found that model CSs that more closely

resembled female quail visually were less susceptible to
blocking by previously trained arbitrary CSs.

Domjan (1994) described the social proximity response as
reflecting focal search within more extensive behavior sys-
tems in sexual conditioning. When isolated in a large arena,
male quail will first pursue a general search for females, and
then when a female is localized to a particular place, they ex-
hibit a more focal search. Such variable searching behavior is
characteristic of an appetitive behavioral response. As a good
example of focal sexual search, the learned social proximity
response in male quail thereby provides a useful measure of
appetitive sexual behavior that one can contrast with the
stereotyped sequence of the neck grab, mounting, and cloacal
contact movements characteristic of the consummatory
sexual response.

A Neuroendocrine Analysis of Sexual Conditioning

The social proximity response conditioning procedure has
provided a very useful way to study the neuroendocrine
mechanisms regulating different aspects of male sexual be-
havior, and in turn, the study of the hormonal and neural
mechanisms has told us something about how naturally rein-
forcing stimuli exert their effects on learned responses. So-
cial proximity response learning is relatively easy to obtain
under laboratory conditions, but at the same time it involves
aspects of the learning process that occur in male quail when
they engage in sexual behavior in a natural context. Further-
more, it appears to provide a good indicator of appetitive sex-
ual behavior, in that the male seems clearly to be engaging in
this behavior in anticipation of copulatory behavior itself, but
this learned behavior does not resemble consummatory copu-
latory behavior. Initial studies demonstrated that the presence
of testosterone is required for the development and mainte-
nance of this social proximity response and that this response
is acquired only by males, not by females (Domjan, 1987;
Domjan & Hall, 1986a, 1986b).

The studies described in this section used a modification of
Domjan and Hall’s (1986a, 1986b) procedure to assess the
neuroendocrine mechanisms mediating appetitive sexual be-
havior in quail to compare the mechanisms involved in the
control of this aspect of sexual behavior with the relatively
well characterized mechanisms mediating consummatory
sexual behavior. In this modified procedure, quail are tested
for relatively brief periods of time (25 min) so that a large
number of subjects can be examined each day (Balthazart
et al., 1995). All behavioral observations are carried out in an
arena containing two compartments. The experimental male is
tested by introducing him into the larger compartment that is
separated by a sliding door from an adjacent smaller cage
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where the stimulus female is located. A small window is lo-
cated in the middle of the sliding door and provides the male
with limited visual access to the female. If the door between
the female and male is opened and the male is allowed to cop-
ulate with the female, there is a radical change in his behavior.
As in Domjan’s studies, males start to spend an inordinate
amount of time (up to 95% of the 5-min period) in the area in
front of the window. However, this learned social proximity
response only develops if the male is permitted to copulate
with the female. If the door between the two compartments is
not opened, the response is never acquired. Similarly, if a
given male fails to copulate during the first few tests, the ac-
quisition of the proximity response is delayed until the first test
when copulation will take place. These observations clearly
indicate the reinforcing role of consummatory sexual behavior
in the learning of the proximity response (Balthazart et al.,
1995). This modification of the original procedure described
by Domjan illustrates how a behavioral phenomenon can be
modified to suit a more detailed mechanistic investigation
while capturing the key features of the natural situation.

Domjan (1987) first demonstrated that the display of appe-
titive sexual behavior as measured by the learned social prox-
imity response is dependent on the presence of high circulating
levels of testosterone: If males are placed on short days that in-
duce testicular regression and suppress testosterone secretion,
they do not acquire this response. The steroid-dependence of
appetitive sexual behavior was confirmed by a strategy of sur-
gical castration that was combined in some subjects with a
testosterone replacement therapy. Castrated subjects never
learned the proximity response, but it was acquired by testos-
terone-treated castrates as well as by sexually mature adult
males (Balthazart et al., 1995). The fact that this learned
behavior is so dependent of the presence of gonadal steroids
provides one with a good opportunity to study the neural mech-
anisms regulating the behavior. In males in many species in-
cluding quail, testosterone is locally metabolized in the brain to
either an androgen or an estrogen before it exerts its effects on
male sexual behavior (Balthazart, 1989; Meisel & Sachs,
1994). By localizing in the brain both the relevant enzymes that
metabolize testosterone to androgens or estrogens and the rel-
evant receptors to which these hormones will then bind to exert
their effects, one can gain valuable insights into the neural cir-
cuit regulating this behavior (Balthazart & Ball, 1998).

Therefore, more detailed studies of the neuroendocrine
mechanism regulating this acquired response followed
(Balthazart & Ball, 1998). Previous work in quail and in a va-
riety of birds and mammals had demonstrated that the activa-
tion of copulatory behavior by testosterone requires its
conversion via the enzyme aromatase into the estrogen 17�-
estradiol (for a review, see Balthazart, 1989). It was therefore

hypothesized that appetitive sexual behavior would similarly
be dependent on estrogenic metabolites of testosterone. This
was found to be the case based on three independent experi-
mental approaches.

First, the learned proximity response could be acquired by
castrated birds if they were systemically treated with either the
endogenous estrogen 17�-estradiol, or a synthetic estrogen,
diethylstilbestrol (DES). These compounds were found to
mimic the behavioral effects of testosterone (Balthazart et al.,
1995). This idea was further supported by a second experiment
that demonstrated that once the proximity response had been
acquired, its expression could be blocked by daily injections
of the antiestrogen tamoxifen. Although the inhibition of the
appetitive proximity response was paralleled by a marked de-
crease in copulatory behavior as well, several aspects of the
experimental protocol led to the conclusion that the disappear-
ance of the proximity response was not mediated by the de-
creased copulatory behavior. One might argue, for example,
that presentation of a female while copulation was inhibited
might serve as a punisher for the proximity response. In this
study appetitive sexual behavior was first measured in a series
of behavioral tests during which the door separating the male
and the female was never opened. In this situation, although
males had no access to behavioral feedback of any sort that
could indicate that their copulatory behavior was inhibited,
they nevertheless exhibited a decline in appetitive behavior.
Normally, the proximity response is maintained for long peri-
ods of time (over 20 tests during a 5-week period) when birds
are tested in this extinction condition (door never opened and
reinforcement no longer available). Therefore, the decline in
appetitive behavior of the tamoxifen-treated males cannot be
attributed to either simple extinction or punishment contin-
gencies (Balthazart et al., 1995). It can therefore be concluded
that maintenance of appetitive sexual behavior in quail re-
quires the presence of estrogens.

The final confirmation of this conclusion was obtained
in an experiment that assessed the effects of an aromatase
inhibitor on the social proximity response that had been ac-
quired by castrated birds treated with testosterone. The re-
sponse was first learned by one group of castrated birds that
received testosterone implants (CX + T groups). A second
group of castrates received empty Silastic implants as a con-
trol manipulation (CX group); as expected, these birds did not
learn the response. CX + T birds were then assigned to one
of two subgroups that were matched based on the proximity
response they had shown during the last two training tests.
Beginning 4 days later, birds in one of the CX + T groups
were injected twice a day with an aromatase inhibitor, and
the other two groups received control injections. During the
period when these injections were administered, appetitive
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Figure 17.7 Effects of the aromatase inhibitor R76713 (racemic vorozole)
on appetitive sexual behavior of castrated male quails that were systemically
treated with testosterone (CX + T). One group of castrated birds (CX)
received empty Silastic implants as a control. Behavioral scores shown in the
figure are the means observed during the last three behavioral tests. Based on
two different behavioral measures, the learned social proximity response is
significantly inhibited when the metabolic conversion of androgens to estro-
gens is blocked.

sexual behavior tests were performed. In each series, the first
four tests were performed under conditions of extinction (i.e.,
the door was not opened, so there was no access to the fe-
male), but free access to the female (door open) was provided
during every fifth test. A specific and significant inhibition of
the learned social proximity response was observed in these
conditions, and this inhibition appeared to be independent of
the accessibility or nonaccessibility of the female. This inhi-
bition developed progressively during the period that the aro-
matase inhibitor was injected, and the inhibition was
maximal during the last behavioral tests. Mean behavioral
scores collected during the last three tests (when looking
through the window was quantified in addition of the time
spent in the test area) are illustrated in Figure 17.7. As can be
observed, both responses indicative of appetitive sexual be-
havior were nearly completely blocked by the aromatase
inhibitor.

In conclusion, these experiments demonstrate that appeti-
tive aspects of male sexual behavior in quail are activated,
as is the case for consummatory sexual behavior, by testos-
terone acting through its estrogenic metabolites. The en-
docrine specificity is therefore similar, if not identical, for the
activation of both aspects of sexual behavior.

The learned social proximity response is not observed in fe-
male quail, even if they are treated with testosterone as adults.
This finding suggests that the sex difference in the exhibition
of the learned social proximity response is regulated similarly
to the sex difference in consummatory sexual behavior (i.e.,
copulatory behavior) in quail, which is known to be organiza-
tional in nature. The term organizational means that the sex
difference results from the exposure of female embryos to ele-
vated levels of estrogens that causes the demasculinization of
the neural substrate mediating the activation of sexual behav-
ior (Balthazart & Ball, 1995). Males do not experience such
high estrogen levels as embryos and develop a male-typical
neural substrate mediating this behavior. Blocking aromatase
activity by treating females on day 9 of incubation with an aro-
matase inhibitor prevents the demasculinizing effects of en-
dogenous estrogen. This results in the females engaging in
male-typical copulatory behavior in response to adult testos-
terone treatment (Balthazart & Ball, 1995; Balthazart, De
Clerck, & Foidart, 1992; Foidart & Balthazart, 1995).

The role of embryonic estrogens in the sexual differen-
tiation of learned social proximity response was tested by
blocking estrogen synthesis in ovo. Control males and
testosterone-treated females deprived of estrogens during
embryonic life learned the social proximity response, but
control females did not, despite the presence of high concen-
trations of testosterone in the plasma. The neural substrate
mediating the learned social proximity response is therefore
demasculinized by the action of embryonic estrogens during
ontogeny, as is consummatory behavior.

Studies of the neural basis of this behavior have also been
completed. The preoptic area in quail is known to express the
enzyme aromatase as well as androgen and estrogen recep-
tors, so it was an important candidate brain region as being
part of the circuit regulating male-typical sexual behavior
(Panzica, Viglietti-Panzica, & Balthazart, 1996). Previous le-
sion and hormone implant studies have implicated a sexually
dimorphic nucleus in the preoptic region, the POM, as being
necessary and sufficient for the activation of male-typical cop-
ulatory behavior (Balthazart & Surlemont, 1990; Balthazart,
Surlemont, & Harada, 1992; Panzica et al., 1996). An analysis
of the lesion sites within POM in relation to their effectiveness
in knocking out different measures of appetitive and consum-
matory male sexual behaviors indicated that damage to the
subdivision of the POM just rostral to the anterior commis-
sure was the most effective in blocking copulatory behavior
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(Balthazart, Absil, Gérard, Appeltants, & Ball, 1998). Lesions
to the POM inhibited the learned social proximity response
(Balthazart et al., 1998). These marked effects of POM lesions
on this measure of appetitive sexual behavior are somewhat
surprising given suggestions in rodent species that the preop-
tic region is preferentially involved in the activation of copu-
latory performance and plays little or not role in anticipatory,
motivational, or arousal aspects of male sexual behavior
(Everitt, 1995; Liu, Salamone, & Sachs, 1997). Although the
completeness of this dissociation between the preoptic region
and the regulation of appetitive sexual behavior is probably an
oversimplification (Baum, 1995; E. M. Hull, 1995; E. M.
Hull, Du, Lorrain, & Matuszewich, 1997), these data do sug-
gest that the involvement of the preoptic regions in both ap-
petitive sexual behavior and consummatory sexual behavior
may represent a significant difference in the regulation of
male reproductive behavior in quail as compared to rodents
and other mammalian species.

However, there is clear evidence of a dissociation in the
brain areas regulating these two aspects of male behavior. In
the case of the present study we have obtained the best evi-
dence for a dissociation by investigating the significance of
different subregions within the POM. Cells within the second
and third rostro-caudal subdivisions of the POM seem to be
particularly important for the control of appetitive aspects of
male sexual behavior. At present, there is no obvious reason
why this cell group would be preferentially important in the
control of appetitive sexual behavior in male quail. Chemical
neuroanatomical studies have not revealed any markers asso-
ciated with neurotransmitter function that are enriched (or pre-
sent at low levels) in this region as compared to adjacent parts
of the POM (Panzica et al., 1996). Studies of cell activation in-
volving the induction of immediate early genes or the mea-
surement of 2-DG incorporation have not revealed precise
subdivisions of the POM that correspond to the areas identi-
fied based on these lesions (Meddle et al., 1997). However, fos
induction was higher in the caudal portion of the POM as com-
pared to rostral portion in association with the occurrence of
consummatory sexual behavior. Tract-tracing studies com-
pleted to date have not identified specificity in the connectiv-
ity of subregions of the POM, but these studies have not been
designed to address this question properly. Future studies of
variation in the hodological properties of these subregions of
the POM are an obvious candidate for further investigation.

CONCLUDING COMMENTS

Overall, the study of animal learning is a much healthier en-
terprise due to the interactions among ethologists, psycholo-
gists, and neurobiologists. It is true that psychologists have

often seemed to conceive of learning as a general process or
mechanism that evolved early and that has been conserved
throughout subsequent evolutionary adaptation. By contrast,
ethologists have generally favored the stance that learning re-
flects niche-specific adaptation to a multitude of problems of
survival. Animals did not evolve a single, stand-alone learn-
ing process, but rather domain- and task-specific learning
embedded within individual adaptive behavioral systems, so
there should be a multiplicity of learning rules, each tailored
to a particular task or problem.

There is no single resolution of these conflicting views. In
some sense both are nearly self-evident. After all, most ani-
mals are faced with the same basic problems of space and
time, and most possess the same cellular and molecular ma-
chinery that make plasticity possible, so some basic laws
of association might be quite general (e.g., Anokhin, 1974).
Despite early claims for the demise of the idea of general
learning processes (Seligman, 1970), it is fair to say that
many basic learning phenomena are observed across a wide
range of behavioral systems, both in the laboratory and in the
field, often applying even in cases of relatively specialized
learning. Likewise, at some level, learned behavior reflects
the action of behavioral systems that evolved because they
served an important function in the natural history of the
species. Appreciation for the constraints on those systems in
the animal’s natural environment is indispensable for under-
standing learning in more contrived, but often more tractable,
laboratory situations.

Despite the central role played by evolution in ethology, we
have said very little about questions of the evolution of learn-
ing and behavior. A comprehensive theory about the evolution
of learning remains elusive. Valuable contributions to an evo-
lutionary theory of learning have been made in recent decades
(e.g., Alexander, 1990; Tierney, 1986). However, one of the
major challenges that remains a roadblock to a comprehensive
theory is that we still do not understand well the costs and ben-
efits of learning in terms of reproductive fitness (Johnston,
1981, 1982). What is clear, as discussed earlier, is that one can-
not assume that organizing the development or maintenance of
a behavioral trait based on learning will always be beneficial.
Mistakes can be made in any system requiring learning, which
can have potentially disastrous consequences. What is more
difficult to measure is the possibility that learning systems re-
quire a more complex and therefore costly brain or genome
(Johnston, 1982). Speculations of this sort have been around
for years, but there is still no rigorous metric by which to
ascertain these potential costs.

Although a true synthesis of the approaches of experimen-
tal psychology and ethology may still elude us, the two fields
have had mutually beneficial influences on one another. The
importance of ecological validity is now generally recognized
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by experimental psychologists investigating learning pro-
cesses in animals. Similarly, the value of a detailed experi-
mental analysis of a learning process in a relatively artificial
situation is now clearly appreciated by ethologists and behav-
ioral ecologists. Finally, the shared methods, questions, and
orientations of neuroscience increasingly pervade the study
of both ethology and experimental psychology. This multi-
disciplinary synergy bodes well for the future of the study of
animal learning.
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Over the course of the past century extraordinary progress has
been made in our understanding of the behavioral properties
of basic associative learning and memory and the manner in
which the nervous system codes, stores, and retrieves these
memories.

Current views recognize a number of different forms or as-
pects of learning and memory involving different neural sys-
tems (Figure 18.1; Squire & Knowlton, 1994). Many workers
distinguish between declarative and nondeclarative or proce-
dural memory. Declarative memory generally refers to explicit
memories of “what,” that is, one’s own previous experiences,
recognition of similar scenes and objects, and so on. That is
clearly slanted toward human verbal memory; some workers
have even equated it with the information one can be aware of.
However, recognition memory clearly occurs in all mammals
studied and even in some invertebrate preparations.

Here we focus on nondeclarative, implicit, or procedural
memory: memory of “how.” The vast majority of memory
processes in infrahuman animals, and many aspects of mem-
ory in humans, is of this sort. Consider all your likes and dis-
likes, all the skilled movements you perform (tennis, golf,
swimming, bicycle riding, not to mention walking and talk-
ing), and so on. Procedural is really a grab-bag category;
it even includes some aspects of recognition memory, as in
visual priming memory.

The categories of memory shown in Figure 18.1 are of
course somewhat arbitrary and by no means mutually

exclusive. When an organism learns something important,
several of these memory systems can become engaged. At a
more general level, all aspects of learning share a common
thrust. As Rescorla (1988) stressed, basic associative learning
is the way organisms, including humans, learn about causal re-
lationships in the world. It results from exposure to relations
among events in the world. For both modern Pavlovian and
cognitive views of learning and memory, the individual learns
a representation of the causal structure of the world and ad-
justs this representation through experience to bring it in tune
with the real causal structure of the world, striving to reduce
any discrepancies or errors between its internal representation
and external reality (see also Dudai, 1989; Rescorla &
Wagner, 1972; Wagner & Rescorla, 1972).

Nonassociative learning involves the effect of a single event
on response probability. The three examples of nonassociative
learning that have received the most attention are habituation,
dishabituation, and sensitization. Habituation is defined as a re-
duction in responding to a repeatedly delivered stimulus where
adaptation and fatigue do not contribute to the decremented re-
sponse (see R. F. Thompson & Spencer, 1966). Dishabituation
refers to the restoration or recovery of a habituated response by
the presentation of another, typically strong stimulus to the
animal. Sensitization is an enhancement or augmentation of a
response produced by the presentation of a strong stimulus. In
vertebrate systems, at least, dishabituation appears to be an
instance of sensitization (Groves & Thompson, 1970).
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Associative learning is a very broad category that includes
much of the learning we do, from learning to be afraid to
learning to talk to learning a foreign language to learning to
play the piano. In essence, associative learning involves the
formation of associations among stimuli and responses. It is
generally subdivided into classical versus instrumental con-
ditioning or learning. Classical or Pavlovian conditioning
refers to the procedure in which a neutral stimulus, termed a
conditioned stimulus (CS), is paired with a stimulus that elic-
its a response, termed an unconditioned stimulus (US), for
example, food that elicits salivation or a shock to the foot that
elicits limb withdrawal. Instrumental learning or operant
conditioning describes a situation in which the animal or per-
son must perform some response in order to obtain a reward
or avoid punishment. That is, the subject can control the
occurrence of the US.

Classical or Pavlovian conditioning according to the tradi-
tional view is a procedure that refers to the operation of pair-
ing one stimulus, the CS, with a second stimulus, the US, as
just noted. The US reliably elicits a response prior to pairing
with the CS, termed the unconditioned response (UR). Re-
peated pairings of the CS and US result in the CS eliciting a
response defined as the conditioned response (CR). Critically
important variables are order (the CS proceeds the US),
timing (the interval between CS and US is critical for most
examples of conditioning), and contiguity (the pairing or con-
tiguity of the CS and US is necessary for conditioning). Con-
ditioning procedures in which the CS and US overlap in time
are called delay conditioning, whereas trace conditioning

consists of a procedure in which a time interval of no stimu-
lation exists between the CS and US. It is often, but not al-
ways, the case that CR is similar to the UR (i.e., in Pavlov’s
experiment both are salivation).

A more general and contemporary view of Pavlovian
conditioning emphasizes the relationship between the CS
and US. That is, the information that the CS provides about
the occurrence of the US is the critical feature for learning.
This perspective on Pavlovian conditioning is consistent
with current cognitive views of learning and memory, as
noted earlier. Thus, the generation of a new response to the
CS that has properties similar to the US is viewed as less
important. Indeed, in some situations the CR is quite differ-
ent from the UR: foot shock causes an increase in activity
(UR) in the rat; fear learned to a tone paired with this same
foot shock is expressed as freezing (CR). But note that both
responses are adaptive. Instead, as noted earlier, condition-
ing involves learning about the relations between events in
the organism’s environment. In this view, the key process is
the contingencies among events in the organism’s environ-
ment. Consider the following experiment. A group of rats is
given a series of paired-tone CS–foot-shock US trials and
learns very well to freeze (the CR) when the CS occurs.
Another group of rats is given the same number of paired
CS-US trials but is also given a number of US-alone presen-
tations as well. Animals in this group do not learn to freeze
to the CS at all. Both groups had the same number of
contiguous pairings of CS and US, but the contingency—the
probability that CS would be followed by US—was very

Figure 18.1 Multiple memory systems and their associated brain structures. Memory systems in the brain can be categorized
into two major types: declarative and nondeclarative. The nondeclarative system is also referred to as implicit or procedural. Each
system is supported by distinct anatomical regions of the brain. Modified from Squire and Knowlton (1994).
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much lower in the group given US-alone trials as well (see
Rescorla, 1988).

Our focus in this chapter is on classical conditioning, but
we also consider examples of instrumental learning, particu-
larly processes of instrumental avoidance that relate closely
to the phenomena of classical conditioning with an aversive
US. Analysis of possible mechanisms underlying processes
of learning and memory has been greatly facilitated by the
use of model systems—simplified preparations in animals in
which cellular and molecular mechanisms underlying be-
havioral plasticity can be analyzed. A number of inverte-
brate preparations have been used as model systems; spinal
reflexes have served as a vertebrate model system. We re-
view this literature briefly here; the major focus of this chap-
ter is brain substrates of learning and memory in behaving
mammals.

INVERTEBRATE PREPARATIONS

Certain invertebrate nervous systems have several advan-
tages for analysis of mechanisms of plasticity: They may con-
tain from hundreds to thousands of neurons in contrast to the
billions of neurons in vertebrate nervous systems. Many of
the neurons are large and can be identified as unique. Circuits
can be identified that exhibit plasticity and have only a small
number of neurons. As J. M. Beggs et al. (1999) noted,

For many years, the general belief was that the small number of
neurons found in most invertebrates limits their behavioral capa-
bilities to only the simplest forms of behavioral modifications
such as habituation and sensitization. However, it has become
clear that even invertebrates exhibit more complex behavioral
modifications such as classical conditioning, operant condition-
ing, and higher-order forms of classical conditioning (p. 1415).

In the chapter on basic mechanisms and systems of learn-
ing and memory in the recent text on Fundamental Neuro-
science (Zigmond, Bloom, Landis, Roberts, & Squire, 1999),
J. M. Beggs et al. (1999) provided a very helpful summary of
invertebrate preparations that have proved useful for provid-
ing insights into possible mechanisms underlying learning.
We present their summary, unchanged by any editorial com-
ments we might make (J. M. Beggs et al., 1999, Box 55.1,
pp. 1416–1417). They treat Aplysia and Hermissenda sepa-
rately, as do we. The focus of their summary is on laboratory
studies, where analysis of mechanisms can to some degree be
done, as opposed to the often-rich behavioral phenomena ex-
hibited by some invertebrate species in the natural or “etho-
logical” state, as in the dance of the honeybee.

Gastropod Mollusks

Pleurobranchaea

The opisthobranch Pleurobranchaea is a voracious marine car-
nivore. When exposed to food, the animal exhibits a character-
istic bite-strike response. After pairing a food stimulus (CS)
with a strong electric shock to the oral veil (US), the CS, instead
of eliciting a bite strike response, elicits a withdrawal and sup-
pression of feeding responses (conditioned response, CR). The
task is acquired within a few trials and is retained for up to
4 weeks. Neural correlates of associative learning have been
analyzed by examining responses of various identified neurons
in the circuit to chemosensory inputs in animals that have been
conditioned. One correlate is an enhanced inhibition of com-
mand neurons for feeding (London and Gillette, 1986).

Tritonia

The opisthobranch Tritonia diomedea undergoes a stereo-
typic rhythmic swimming behavior in an attempt to escape a
noxious stimulus. This response exhibits both habituation and
sensitization and involves changes in multiple components of
swim behavior in each case (Frost et al., 1996). The neural
circuit consists of sensory neurons, pre-central pattern gen-
erating (CPG) neurons, CPG neurons and motor neurons.
Habituation appears to involve plasticity at multiple loci, in-
cluding decrement at the first afferent synapse. Sensitization
appears to involve an enhanced excitability and synaptic
strength of one of the CPG interneurons.

Pond Snail (Lymnaea stagnalis)

The pulmonate Lymnaea stagnalis exhibits fairly rapid non-
aversive conditioning of feeding behavior. A neutral chemi-
cal or mechanical stimulus (CS) to the lips is paired with a
strong stimulant of feeding such as sucrose (US) (Kemenes
and Benjamin, 1994). Greater levels of rasping, a component
of the feeding behavior, can be produced by a single trial, and
this response can persist for at least 19 days. The circuit
consists of a network of three types of CPG neurons,
ten types of motor neurons and a variety of modulatory inter-
neurons. An analogue of the learning occurs in the isolated
central nervous system. The enhancement of the feeding
motor program appears to be due to an increased activation of
the CPG cells by mechanosensory inputs from the lips.

Land Snail (Helix)

Food-avoidance conditioning procedures similar to those
used with Pleurobranchaea have been adopted for use in the
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land snail. A food stimulus such as a piece of carrot (CS) is
paired with an electric shock to the dorsal surface of the snail
(US). After 5–15 pairings, the carrot, instead of eliciting a
feeding response, elicits a withdrawal and suppression of
feeding responses. The transmitter serotonin appears to have
a critical role in learning. Animals injected with a toxin that
destroys serotonergic neurons exhibit normal responses to
the food and the shocks alone, but are incapable of learning.
Helix also exhibit habituation and sensitization of avoidance
responses elicited by tactile stimuli (Balaban, 1993).

Limax

The pulmonate Limax is an herbivore that locomotes toward
desirable food odors making it well suited for food-
avoidance conditioning. The slug’s normal attraction to a pre-
ferred food odor (CS) is significantly reduced when the
preferred odor is paired with a bitter taste (US). In addition to
this example of classical conditioning, food-avoidance in
Limax exhibits higher-order features of classical conditioning
such as blocking and second-order conditioning. An ana-
logue of taste-aversion learning has been shown to occur in
the isolated central nervous system, which will facilitate sub-
sequent cellular analyses of learning in Limax. The procere-
bral (PC) lobe in the cerebral ganglion processes olfactory
information and is a likely site for the plasticity (Gelperin,
1994).

Arthropods

Cockroach (Periplaneta americana) and Locust
(Schistocerca gregaria)

Learned modifications of leg positioning in the cockroach
and locust may serve as a valuable preparation for the cellu-
lar analysis of operant conditioning. In this preparation, the
animal is suspended over a dish containing a fluid. Initially,
the insect makes many movements, including those that
cause the leg to come in contact with the liquid surface. If
contact with the fluid is paired with an electric shock, it learns
rapidly to hold its foot away from the fluid. Neural correlates
of the conditioning have been observed in somata of the leg
motor neurons. These correlates include changes in intrinsic
firing rate and membrane conductance.

Crayfish (Procambarus clarkii)

The crayfish tailflip response exhibits habituation and sensiti-
zation. A key component of the circuit is a pair of large neu-
rons called the Lateral Giants (LGs), which run the length of

the animal’s nerve cord. The LGs are the decision and com-
mand cells for the tailflip. Learning is related to changes in
the strength of synaptic input driving the LGs.

Honeybee (Apis mellifera)

Honeybees, like other insects, are superb at learning. For ex-
ample, sensitization of the antenna reflex of Apis mellifera is
produced as a result of presenting gustatory stimuli to the an-
tennae. Classical conditioning of feeding behavior can be
produced by pairing visual or olfactory CSs with sugar solu-
tions (US) to the antennae. The small size of bee neurons is an
obstacle in pursuing detailed cellular analyses of these behav-
ioral modifications. Nevertheless, regions of the brain neces-
sary for associative learning have been identified, and some
neural correlates have been described. In particular, intracel-
lular recordings have revealed that one identified cell, the
ventral unpaired median (VUM) neuron, is sufficient to me-
diate the reinforcing effects of the US (Hammer and Menzel,
1995).

Drosophila

Since the neural circuitry in the fruit fly is both complex and
inaccessible, the fly might seem to be an unpromising subject
for studying the neural basis of learning. However, the ease
with which genetic studies are performed compensates for the
difficulty to perform electrophysiological studies (DeZazzo
and Tully, 1995). A frequently used paradigm is a two-stage
differential odor-shock avoidance procedure, which is per-
formed on large groups of animals simultaneously rather than
on individual animals. Animals learn to avoid odors paired
(CS�) with shock but not one explicitly unpaired (CS�).
This learning is typically retained for 4–6 hours, but 24 hours
to 1-week retention can be produced by a spaced training
procedure. Several mutants deficient in learning have been
identified. Many of these mutants affect elements of the
cAMP-signaling pathway. Recent experiments using in-
ducible genes demonstrate a role for cAMP-responsive tran-
scription factors in the induction of long-term memory. These
transcription factors are also important for long-term memory
in Aplysia, and in vertebrates.

Annelids

Leech

Defensive reflexes in the leech (Hirudo medicinalis) exhibit
habituation, dishabituation, sensitization and classical condi-
tioning. For example, the shortening response is enhanced fol-
lowing pairing of a light touch to the head (CS) with electric
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shock to the tail (US). The identified S cells appear critical for
sensitization, as their ablation disrupts sensitization. Interest-
ingly, ablation of the S cells only partly disrupts disha-
bituation, indicating that separate processes contribute to
dishabituation and sensitization (Sahley, 1995). Separate
processes also contribute to dishabituation and sensitization
in Aplysia. The transmitter serotonin (5-HT) appears to medi-
ate at least part of the reinforcing effects of sensitizing stimuli
and the US. Serotonin appears to play similar roles in Aplysia,
Helix, Hermissenda and Tritonia.

Nematoda

Caenorhabditis elegans

Although analyses in C. elegans are just beginning, this ani-
mal promises to be a valuable preparation for the cellular and
molecular studies of learning. Its principal advantages are
threefold. First, its nervous system is extremely simple. It has
a total of 302 neurons, all of which have been described in
terms of their locations and synaptic connections. Second, the
developmental lineage of each neuron is completely speci-
fied. Third, it is amenable to genetic and molecular manipula-
tions. Recently, the animal has been shown to exhibit several
forms of learning. When a vibratory stimulus is applied to the
medium upon which they locomote, adult C. elegans will
swim backward. This reaction, known as the tap withdrawal
reflex, exhibits habituation, dishabituation, sensitization,
long-term (24-hr) retention of habituation training, and con-
text conditioning.Although the neurons are small and difficult
to record, aspects of the neural circuit have been described.
The particular role of individual neurons is being elucidated
using laser ablation to remove specific neurons from the cir-
cuit (Wicks and Rankin, 1995).

Aplysia

The marine mollusk Aplysia has a relatively simple nervous
system with large, identifiable neurons that are accessible for
detailed anatomical, biophysical, and biochemical studies.
Neurons and neural circuits that mediate many behaviors in
Aplysia have been identified in heroic studies by Eric Kandel
and his many associates (Kandel, 1976). In several cases, these
behaviors have been shown to be modified by experience.

Two preparations have been particularly useful: the siphon-
gill withdrawal reflex and the tail-siphon withdrawal reflex
(Figure 18.2). In the siphon-gill reflex, tactile or electrical
stimulation of the siphon causes withdrawal of the siphon and
gill, a simple defensive reflex. Stimulation of the tail of the an-
imal elicits a set of defensive responses, including withdrawal
of the tail and siphon. Relatively simple neuronal circuits

mediate these reflexes. Indeed, the neural circuits subserving
these reflexes can be isolated, with siphon-gill and tail con-
nected, or can be completely isolated from body tissues and
studied as neural networks. The key feature of these circuits is
that the sensory neurons have monosynaptic connections to
the motor neurons.

These circuits exhibit habituation, sensitization, and clas-
sical conditioning (see Byrne & Kandel, 1996). Most of the
analytic work on classical conditioning has actually been
done with sensitization. Short-term sensitization is induced
by a single brief train of shock to the body wall (or appropri-
ate nerves) that cause release of modulatory neurotransmit-
ters (e.g., serotonin) from interneurons onto the sensory
neurons to enhance transmitter release. The mechanism in-
volves activation of adenylyl cyclase, which leads to in-
creased cAMP in the sensory neurons. This results in protein
phosphorylation, which alters membrane channels in the
neurons, resulting in membrane depolarization, enhanced
excitability, and an increase in the duration of the action
potential (Figure 18.3). Other synergistic processes also
occur. The net result is that stimulation of the sensory neu-
rons results in increased probability of transmitter release at
their terminals and a larger postsynaptic response in the
motor neurons. Note that the plasticity here is a presynaptic
phenomenon.

Long-term sensitization, unlike short-term sensitization,
requires protein synthesis. The repeated sensitizing stimulus
leads to more prolonged phosphorylation and activation of
nuclear regulatory proteins by protein kinase A (PKA). The
key step involves translocation of the catalytic subunit of
PKA into the nucleus of sensory neurons where it appears to
activate CREB (cAMP responsive element binding protein)
that results in long-term sensitization (Figure 18.3). Follow-
ing this discovery of the key role of CREB by Dash,
Hochner, and Kandel in 1990, much work has been done on
the role of CREB in memory processes in mammalian mod-
els (see Silva, Kogan, Frankland, & Kida, 1998). One of the
newly synthesized proteins initiates internalization and
degradation of neuronal cell adhesion molecules (NCAMs),
allowing restructuring of the axon terminal arbors. Other syn-
ergistic biochemical processes also occur. Eric Kandel re-
ceived the Nobel prize in physiology and medicine in 2000 in
part for his elucidation of these biochemical processes under-
lying behavioral plasticity in Aplysia.

Hermissenda

Another invertebrate model that has proved amenable to cel-
lular and molecular analysis of mechanisms of behavioral
plasticity is the Pacific nudibranch Hermissenda crassicornis,
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studied in detail by Daniel Alcon and his many associates.
The behavioral CR studied involves pairing a light CS with
high-speed rotation (stimulating hair cell gravity receptors) as
a US. Conditioning results in a CS-elicited suppression of the
normal positive phototaxic response and a foot shortening
(the normal response to a light is foot lengthening), lasting
for days (Figure 18.4). Because the sensory systems activated
by the CS and US are central, the conditioning process can
be studied in the isolated nervous system (see Alkon, 1989;
Crow, 1988). The eyes of Hermissenda are very simple,
no-image-forming photoreceptors labeled Type A (two) and
Type B (three).

Cellular correlates of the CR involve a significant in-
crease in CS-elicited spike frequency and enhanced excitabil-
ity in the Type B photoreceptor and similar changes in the
Type A photoreceptor. Note that, like sensitization in Aplysia,
these are changes in sensory neurons. Several mechanisms
have been discovered to cause this increased excitability in
the photoreceptor neurons, most particularly two potassium

currents that are reduced as a result of conditioning. Because
outward potassium currents reduce cell excitability, reduc-
tion in the currents would increase cell excitability, as seen in
Hermissenda conditioning. Note that these charges are intrin-
sic to the neurons and not necessarily due to any synaptic
processes.

It appears that the phosphoinositide system is responsible
for the reduction in K+ currents in Hermissenda condition-
ing. Activation of protein kinase C (PKC) may be initiated by
actions of an agonist released by stimulation of the US path-
way (Figure 18.5). Serotonergic neurons may provide poly-
synaptic input to the visual system, acting synergistically (see
Alkon, 1989; Crow, 1988; Matzel, Ledehendler, & Alkon,
1990).

It is important to note that a similar decrease in a calcium-
dependent slow after-hyperpolarization, mediated by a
voltage-gated potassium conductance, results in a learning-
induced increase in excitability of pyramidal neurons in the
hippocampus of rabbits as a result of eye-blink conditioning

Figure 18.2 Simplified circuit diagrams of the siphon-gill (A) and tail-siphon (B) withdrawal reflexes. Stimuli activate the afferent terminals of the mechano-
receptor sensory neurons (SN), whose somata are located in central ganglia. The sensory neurons make excitatory synaptic connections (triangles) with in-
terneurons (IN) and motor neurons (MN). The excitatory interneurons provide a parallel pathway for excitation of the motor neurons. Action potentials elicited
in the motor neurons, triggered by the combined input from the SNs and INs, propagate out peripheral nerves to activate muscle cells and produce the subsequent
reflex withdrawal of the organs. Modulatory neurons (not shown here), such as those containing serotonin (5-HT), regulate the properties of the circuit elements
and, consequently, the strength of the behavioral responses. From J. M. Beggs et al. (1999).
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Figure 18.3 Model of heterosynaptic facilitation of the sensorimotor connection that contributes to short- and long-term sensitization of Aplysia. (A1) Sensi-
tizing stimuli activate facilitatory interneurons (IN) that release modulatory transmitters, one of which is 5-HT. The modulator leads to an alteration of the prop-
erties of the sensory neuron (SN). (A2, A3) An action potential in SN after the sensitizing stimulus results in greater transmitter release and hence a larger
postsynaptic potential in the motor neuron (MN) than an action potential before the sensitizing stimulus. For short-term sensitization, the enhancement of trans-
mitter release is due, at least in part, to broadening of the action potential and an enhanced flow of CA2� (ICa) into the sensory neuron. (B) Molecular events in
the sensory neuron. 5-HT released from the facilitatory neuron (A1) binds to at least two distinct classes of receptors on the outer surface of the membrane of the
sensory neuron, which leads to the transient activation o two intracellular second messengers, DAG and cAMP. The second messengers, acting through their
respective protein kinases, affect multiple cellular processes, the combined effects of which lead to enhanced transmitter release when a subsequent action po-
tential is fired in the sensory neuron. Long-term alterations are achieved through regulation of protein synthesis and growth. Positive (+) and negative ( – ) signs
indicate enhancement and suppression of cellular processes, respectively. From J. M. Beggs et al. (1999).
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Coulter, & Alkon, 1986; and see later discussion).

Comment

Advances in our understanding of the cellular and molecu-
lar mechanisms underlying various forms and aspects of
behavioral plasticity and memory in at least some of the inver-
tebrate models, particularly Aplysia and Hermissenda, have
been spectacular. There would appear to be clear points of
contact with putative mechanisms of memory formation in
mammals (e.g., CREB and potassium channel–mediated after-
hyperpolarization. Study of these systems in their own right is
exciting and eminently worthwhile. However, as egocentric
mammals we must ask to what extent these systems and mech-
anisms apply to mammals. Note that the key processes in both
Aplysia and Hermissenda systems are in the sensory neurons;
hence the changes are presynaptic. To date, no such changes
have been reported for sensory neurons in mammals. A major

putative mechanism in mammalian learning, long-term poten-
tiation (LTP), appears to be postsynaptic, at least in CA1.
We note that studies by Glanzman and associates (Lin &
Glanzman, 1994) have shown that postsynaptic changes in the
motor neurons may occur in the monosynaptic Aplysia circuit.
Most of the Aplysia results on classical conditioning have ac-
tually been obtained for sensitization. In mammalian systems
great effort is expanded to rule out sensitization in classical
conditioning studies. Indeed, sensitization appears to play no
role in mammalian classical conditioning studies.

There are more general issues as well. To what extent do
processes of long-term sensitization and classical condition-
ing play roles in the natural environment in Aplysia or in light
rotation in Hermissenda? That is, are the laboratory studies
imposing plasticity that may not normally occur? More gen-
erally, are the control procedures used in these invertebrate
studies, which are taken from the mammalian literature, en-
tirely appropriate? In some instances the learning procedure
itself may have problems. For example, in fruit fly learning,
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individual animals are not trained; the data are single num-
bers for groups of animals.

The degrees of convergence between mechanisms of
memory in invertebrates and mammals will become clearer
as we learn more about mechanisms in the mammalian brain.
There is much to be done.

SPINAL CONDITIONING

The early history of spinal conditioning—the possibility that
classical or instrumental training procedures could induce as-
sociative learning-like phenomena in the vertebrate spinal
cord—was somewhat controversial. Pavlov’s dictum to the
effect that associative learning required the cerebral cortex
did not help matters.

Shurrager, working in Culler’s laboratory (where so many
pioneering studies of brain substrates of learning and memory
were carried out), published the first modern studies of classi-
cal conditioning of spinal reflexes (Shurrager & Culler, 1940,
1941). In brief, they used acute spinal dogs, measured the
twitch response of a partially dissected flexor muscle, and
gave paw shock as a US and weak stimulation of the tail as
CS. They obtained robust acquisition in about half of the ani-
mals and demonstrated CS-alone extinction and successively
more rapid reacquisition in repeated training and extinction
sessions. Unfortunately, adequate controls for sensitization
and pseudoconditioning were not run in these studies.

A few years later Kellogg and associates reported negative
results in attempts at spinal conditioning (e.g., Deese &
Kellogg, 1949; Kellogg, 1947; Kellogg, Deese, & Pronko,
1946). They used chronic spinal dogs and the flexor response
of the whole leg. The US was shock to the paw of that leg,
and the CS was shock to the opposite hind paw. Kellogg’s
choice of CS locus was unfortunate. Paw shock elicits a
crossed extension reflex that would work against the devel-
opment of a conditioned flexion response. Pinto and Bromily
(1950) completed an extensive spinal conditioning study
with long-term acute spinal animals and found only incon-
clusive evidence because of passive hindquarter movements
caused by anterior limb movements.

Patterson, Cegavske, and Thompson (1973) completed a
detailed and extensive study of spinal conditioning, using a
number of control procedures and conditions, that yielded
clear positive results. Animals were anesthetized, spinalized
at the twelfth thoracic vertebrae (T-12), given local anesthet-
ics, then paralyzed with flaxedil and given artificial respira-
tion (Figure 18.6). The superficial and deep peroneal motor
nerves were dissected out and placed on stimulating (CS – S1n

in Figure 18.6) and recording (UR, CR – Rn in Figure 18.6)
electrodes. The CS was a weak shock to the superficial per-
oneal nerve of intensity yielding a motor nerve response to
the first pulse. The US was a series of pulses to skin of the left
ankle (b in Figure 18.6), yielding a UR (response of deep per-
oneal nerve). The conditioning group received 75 acquisition
trials, 250 ms forward interstimulus interval (ISI), and 50 CS-
alone extinction trials. Control groups received explicitly un-
paired CS and US trials (75 each). In one series a CS-alone
trials group was also included. Two separate experiments
were completed; both showed clear evidence of associative
learning.

These experiments clearly ruled out sensitization as a
process responsible for the increase in CS response in the
paired group.The fact that the animals were paralyzed ruled out
movement artifacts. Acquisition was rapid, as was extinction,

Figure 18.4 Conditioned foot shortening of Hermissenda. The uncondi-
tioned response (UR) is shown in (A) as the outline of the foot represented
by the dashed line in response to rotation of the animal, the unconditioned
stimulus (US). Comparison of the length of the foot after Pavlovian condi-
tioning in the dark (B1) and in response to the presentation of the condi-
tioned stimulus (CS) in (B2). The area indicated by the dashed lines
represents the foot-shortening conditioned response (CR). Pseudorandom
and random presentations of the CS and US do not result in the development
of phototactic suppression or foot shortening. From Beggs et al. (1999).
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Figure 18.5 Cellular model for the mechanism of Pavlovian conditioning of Hermissenda. A modulatory transmitter released by stimulation of the US path-
way binds to 5-HT and/or gamma-aminobutyric acid (GABA) receptors. The receptor-activated signal is transmitted through a G protein to the enzyme phos-
pholipase C (not shown). A precursor lipid, PIP2 (phosphatidylinositol 4,5-biphosphate), is cleaved to yield inositol trisphosphate and diacylglycerol (DAG). The
DAG and Ca2� released by inositol trisphosphate from internal stores activate protein kinase C (PKC), which may reduce K� currents and enhance cellular ex-
citability. The CS results in increased levels of intracellular Ca2� produced by the depolarizing generator potential and light-induced release of Ca2� from intra-
cellular stores. Pairing specificity may result from synergistic action of Ca2� and PKC-dependent phosphorylation by stimulation of the US pathway or activation
of extracellular signal-regulated protein kinases (ERK1,2). Time-dependent activation of second messengers and ionic events have been proposed to account for
the reduction of K� currents and synaptic enhancement and enhanced excitability. This activation may also be responsible for protein synthesis and gene
expression necessary for long-term memory. From Beggs et al. (1999).

just as in the original Shurrager and Culler studies. These re-
sults were replicated in careful studies by Durkovic (1975). In
a recent and most interesting study, Durkovic and Prokowich
(1998) infused intrathecally artificial cerebral spinal fluid
(CSF; controls) or artificial CSF with the N-methyl-D-
aspartate (NMDA) blocker DL-2-amino-5-phosphonovaleric
acid (APV) during the conditioning period in acute spinal cats,
using procedures described earlier. Both groups showed nor-
mal acquisition of the spinal CR. However, the APV group ex-
hibited no retention of the increased response in the 2.5-hr
retention period, in contrast to the CSF-alone group. The re-
sults suggest that NMDA receptor activation plays a critical
role in the establishment of long-term associative plasticity in
the spinal cord.

A key issue is the extent to which this form of spinal
Pavlovian conditioning resembles Pavlovian conditioning of
discrete responses in the intact animal. Patterson and associ-
ates completed a heroic series of parametric studies to address
this issue, using the same general procedures as Patterson
et al. (1973). In brief, spinal conditioning exhibits differential
conditioning (A. L. Beggs, Steinmetz, & Patterson, 1985) for-
ward but not backward conditioning (Patterson, 1975), reten-
tion of the CR over a period of hours (A. L. Beggs et al.,

1983), increasingly effective conditioning with increasing
US strength (Polenchar, Romano, Steinmetz, & Patterson,
1984), and best learning with a 250 onset forward ISI. (See
Patterson, 1976, for a detailed review of all studies to that
time on spinal conditioning.) All these properties resemble
the properties of classical conditioning of discrete responses
in intact mammals.

In an interesting recent series of studies Grau and associ-
ates paired shock to a hind leg as a CS with intense tail shock
as a US in the spinal rat and then examined effect of CS pre-
sentations on antinociception on the tail-flick test (Joynes &
Grau, 1996). This paradigm is complex in that the CR is a
variation on the US. Intense tail shock would seem to induce
massive sensitization. Grau interpreted the results, inciden-
tally, as protection from habituation.

The spinal conditioning results just reviewed resemble
classical conditioning of discrete responses in intact animals
in many properties; nonetheless, they appear to differ from in-
tact animal learning in several ways. First, acquisition is very
rapid; most increases in response to the CS occur in the first
few trials. Second, and perhaps more important, the onset
latency of the CR does not appear to move forward in time
over the course of learning. Finally, and seemingly most
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important, spinal conditioning involves an alpha response. In
most studies the CS elicits the UR-CR before training. As a
result of training there is an associatively produced increase
in the amplitude of the response to the CS. The fact that spinal
conditioning may be alpha conditioning perhaps accounts for
the lack of forward shift of the CR onset with training.

The idea that alpha conditioning differs from normal con-
ditions may be somewhat arbitrary. In one experiment in
Patterson et al. (1973), two branches of the deep peroneal
nerve were recorded during conditioning. One branch showed
responses to the CS (superficial peroneal nerve stimulus) prior
to training, but the other branch did not. However, by Trial
10 the nonresponsive branch did show a response to the CS. Is
it the case that one branch of the nerve showed alpha condi-
tioning, whereas the other branch did not exhibit alpha condi-
tioning but rather showed only normal conditioning?

In unpublished pilot studies Patterson, Thompson, and as-
sociates completed some initial analytic studies in an attempt
to localize the sites of synaptic plasticity that underlie spinal
conditioning. The preparation itself, involving paralysis,

cutaneous nerve stimulation as the CS, strong cutaneous
stimulation of the paw as a US, and the recording of motor
nerve responses, ruled out changes in sensory receptors or
properties of the muscles. Using a monosynaptic test path-
way (R� in Figure 18.6), they ruled out changes in motor
neurons. Similarly, changes in the excitability of the cuta-
neous afferent fibers were ruled out by stimulation of the ter-
minals (T in Figure 18.6) with antidromic recording (Rs in
Figure 18.6). Consequently, the mechanisms of synaptic
plasticity must reside within the interneuron circuits (? in
Figure 18.6) in the spinal gray (see R. F. Thompson, 2001).

What happens in the spinal cord when the limb flexion re-
sponse is conditioned in the intact animal? In the otherwise
intact animal, lesions in the cerebellar nuclei or rubrospinal
tract produce complete and specific abolition of the condi-
tioned limb flexion response (see Thompson & Krupa, 1994;
Voneida, 1999; see also the later discussion). In fact, normal
animals that undergo leg flexion training prior to spinal tran-
section show no retention or savings of CRs in spinal reflexes
following transection (J. Steinmetz, personal communication

Figure 18.6 Experimental arrangements used to study habituation, sensitization, and classical conditioning of the hind-limb flexion reflex in the acute spinal
animal. Electrical stimuli can be delivered to skin (a, Ss; b) or to afferent nerves (S1n, cutaneous nerve; S2N, muscle nerve; x, dorsal root). Responses can be
recorded from the muscle (Rm), the motor nerve (Rn), the motor neurons (R� with microelectrode M), or the ventral root (�). From Thompson (1967).
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to R F. Thompson, January, 1984). The isolated spinal cord
is thus capable of mediating a kind of associative neuronal
plasticity but does not subserve classical conditioning of the
limb flexion response in the intact animal. Spinal condition-
ing is a useful model for studying basic associative plasticity
in a simplified neuronal network, but it does not tell us where
or how such memories are formed in the intact animal.

FEAR CONDITIONING

Fear as a scientific term describes a brain state in which a set
of adaptive (or defensive) responses is activated in the pres-
ence of danger (LeDoux, 1996). Although humans and other
animals have genetic predispositions to fear certain stimuli, it
is also beneficial for animals to have the capacity to learn
about new dangers in their environments. For instance, al-
though newborn infants innately exhibit fear to certain stim-
uli (e.g., loud noises), they do not show inherent fear to flame
or heights (two stimuli that most children learn and adults re-
member to avoid; Fischer & Lazerson, 1984). Accordingly,
fear behaviors to many stimuli and events in the environment
appear to be acquired.

Classical or Pavlovian fear conditioning has been widely
employed for studying the mechanisms by which fear is ac-
quired. Fear conditioning occurs when initially neutral CSs
are contingently paired with aversive USs that reflexively ac-
tivate unconditioned fear responses (URs; Rescorla, 1967;
Watson & Rayner, 1920). Through CS-US association forma-
tion, the CS comes to elicit various CRs that share similar
characteristics to innate fear responses (R. J. Blanchard &
Blanchard, 1969, 1971; Bolles, 1970; Fanselow, 1984; Kim,
Rison, & Fanselow, 1993; LeDoux, Iwata, Pearl, & Reis,
1986). Perhaps the best-known example of fear conditioning
is the Little Albert experiment by Watson and Rayner (1920).
Little Albert was an 11-month-old infant who initially exhib-
ited curiosity (and no fear) to a white rat by touching and play-
ing with it.AsAlbert’s hand touched the rat, the experimenters
banged a steel bar with a hammer behind his head (US), caus-
ing him to startle, fall forward, and cry (UR). Afterwards,
when the rat (CS) was placed near Little Albert’s hand, he
withdrew his hand and began to cry (CR). This exhibition of
fear toward the rat was allegedly generalized to other white,
furry animals and objects (e.g., rabbits, dogs, fur muffs).

Modern investigations of fear conditioning typically em-
ploy small mammals (e.g., rats, mice, and rabbits) as subjects
and use a tone (or a light or a distinctive environmental set-
ting) as a CS and a mild electric shock (e.g., a foot shock) as a
US. Under these circumstances a small number of CS-US
pairings produce robust fear learning as evidenced by a variety

of fear responses exhibited upon subsequent presentations of
the CS. In rats typical fear CR measures include freezing (or
movement arrest; D. C. Blanchard & Blanchard, 1972; R. J.
Blanchard & Blanchard, 1969; Bolles 1970, Fanselow, 1984;
LeDoux, Iwata, Pearl, & Reis, 1986), enhancement of muscu-
lature reflexes (e.g., startle; Brown, Kalish, & Farber, 1951;
Choi, Lindquist, & Brown, 2001; Davis, 1997; Leaton &
Borszcz, 1985), analgesia (Fanselow, 1986; Helmstetter,
1992), 22-kHz ultrasonic vocalization (a distress signal; R. J.
Blanchard, Blanchard, Agullana, & Weiss, 1991; Lee, Choi,
Brown, & Kim, 2001), and alterations in autonomic nervous
system activities (e.g., increased heart rate, increased blood
pressure, rapid respiration; Iwata, Chida, & LeDoux, 1987;
Iwata, LeDoux, & Reis, 1986; Kapp, Frysinger, Gallagher, &
Haselton, 1979; Stiedl & Spiess, 1997). Because fear condi-
tioning occurs rapidly and with lasting effect, it has become a
popular behavioral tool for investigating the neurobiological
mechanisms of learning and memory (see Davis, 1997;
Lavond, Kim, & Thompson, 1993; LeDoux, 1996; Maren &
Fanselow, 1996).

Fear can also be rapidly acquired through instrumental or
operant conditioning in which the presentation of an aversive
stimulus is contingent on the behavior of the animal. A
widely employed procedure with rodents is the passive (or in-
hibitory) avoidance task (Grossman, Grossman, & Walsh,
1975; McGaugh, 1989; Nagel & Kemble, 1976), in which the
animal’s response (e.g., entering a dark compartment of a box
when placed in an adjacent lighted compartment, or stepping
down from a platform onto a grid floor) is paired with an
aversive experience (e.g., a foot shock). As a function of this
response-stimulus pairing, the animal learns to avoid making
the response that was followed by the aversive experience.

Amygdala as the Locus of Fear Conditioning

An accumulating body of evidence from lesion, pharmacol-
ogy, and neural correlates of behavior studies point to the
amygdala—an almond-shaped group of nuclei buried
deep within the temporal lobes—as the key neural system un-
derlying fear conditioning (see Davis, 1997; Fendt &
Fanselow, 1999; Lavond et al., 1993; LeDoux, 1996; Maren
& Fanselow, 1996). The amygdala, one of the principal struc-
tures of the limbic system (Isaacson, 1974), has long been
implicated as a crucial emotive brain center in monkey stud-
ies (e.g., Klüver & Bucy, 1937; MacLean & Delgado, 1953;
Weiskrantz, 1956). Anatomically, the amygdala is positioned
to receive sensory inputs from diverse areas of the brain
(e.g., thalamus, hypothalamus, neocortex, olfactory cortex,
hippocampus) and to send projections to various auto-
nomic and somatomotor structures that mediate specific fear
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responses (e.g., bed nucleus of stria terminalis for activating
stress hormones, periaqueductal gray matter for defensive
behavior, lateral hypothalamus for sympathetic activation;
LeDoux, 1996). It is generally accepted that various sensory
information enters the amygdala through its basal and lateral
nuclei (Aggleton, 2000; LeDoux, 1996), where CS-US asso-
ciation formation is believed to take place (Figure 18.7).
These nuclei are reciprocally interconnected with the central
nucleus, which appears to be the main amygdaloid output
structure that sends projections to various autonomic and so-
matomotor centers involved in mediating specific fear re-
sponses. In this section we examine various types of
experimental evidence indicating that the amygdala is the es-
sential site of fear conditioning.

Evidence From Lesion Studies

Permanent and reversible lesions of the amygdala, particularly
in the central nucleus (ACe), effectively attenuate or abolish a
variety of conditioned fear responses in several mammalian
species. In rats, amygdalar lesions impair both acquisition
(learning) and expression (performance) of conditioned
increase in blood pressure (Iwata et al., 1986), potentiated star-
tle (Hitchcock & Davis, 1986, 1987) and enhanced eye-blink

reflexes (Choi et al., 2001), analgesia (reduction in pain sen-
sitivity; Helmstetter, 1992), 22-kHz ultrasonic vocalization
(Antoniadis & McDonald, 2000; Goldstein, Rasmusson,
Bunney, & Roth, 1996), and freezing (D. C. Blanchard &
Blanchard, 1972; Cousens & Otto, 1998; Iwata et al., 1986;
Kim et al., 1993). Similarly, reversible inactivation of neurons
(prior to fear conditioning) in the basolateral amygdala com-
plex (BLA), via microinfusing the gamma-aminobutyric acid
(GABA) agonist muscimol, blocks the acquisition of condi-
tioned fear; whereas intra-amygdalar muscimol infusions
(prior to retention testing) in previously fear-conditioned rats
impair the expression of conditioned fear (Helmstetter &
Bellgowan, 1994; Muller, Corodimas, Fridel, & LeDoux,
1997). In rabbits, amygdalar lesions have been found to impede
conditioned bradycardia (deceleration in heart rate; Kapp et al.,
1979; Gentile, Jarrell, Teich, McCabe, & Schneiderman,
1986); whereas in cats, reversible cryogenic (cooling) inactiva-
tion of the ACe reduces conditioned blood pressure and respi-
ratory responses (Zhang, Harper, & Ni, 1986).

Besides affecting fear CRs, amygdalar lesions also influ-
ence the performance of innate unconditioned fear responses
(URs). For instance, amygdalectomized rats fail to display
normal defensive freezing behavior in the presence of a cat
predator (D. C. Blanchard & Blanchard, 1972). Amygdalar
lesions have also been reported to reduce reactivity to the
foot-shock US and to block shock-induced sensitization of
startle (Hitchcock, Sananes, & Davis, 1989). The fact that le-
sions to the amygdala interfere with both fear CRs and URs
indicates that the amygdala receives both CS and US infor-
mation (Figure 18.7).

Lesions restricted to particular structures afferent to the
amygdala can impede fear conditioning to specific CSs. For ex-
ample, lesions to the medial geniculate nucleus (MGN) of the
thalamus, which relays auditory information to the amygdala
(LeDoux, Farb, & Ruggiero, 1990), block the formation of the
tone–foot shock association, but not light–foot shock associa-
tion (Campeau & Davis, 1995; LeDoux et al., 1986). Similarly,
in rabbits, Schneiderman and colleagues made partial lesions in
the MGN (limited to the medial border) and found that the
lesioned animals did not demonstrate differential bradycardia
CRs to CS+ and CS– tones, even though the magnitude of
the bradycardia response was not affected (Jarrell, Gentile,
McCabe, & Schneiderman, 1986). Amygdalar lesions, by con-
trast, abolished the retention of differential fear conditioning of
bradycardia in rabbits (Gentile et al., 1986). These results sug-
gest that the MGN relays auditory CS to the amygdala, where
fear conditioning is likely to take place. It has been shown that
the MGN sends auditory information to the amygdala both
directly (via the thalamo-amygdala pathway) and indirectly
(via the thalamo-cortico-amygdala pathway; Figure 18.7),

Figure 18.7 A simplified putative fear conditioning model. The CS (e.g.,
tone) information is processed via two separate pathways to the amygdala.
One pathway is through (1) the direct thalamo-amygdalar projection; the
second pathway is through (2) the indirect thalamo-cortico-amygdalar pro-
jection. The foot-shock US information seems to be conveyed to the amyg-
dala via a diffuse somatosensory pathway. The CS-US association formation
is hypothesized to occur in the lateral nucleus of the amygdala. � denotes
modifiable connections. Adapted from LeDoux (1996).
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both of which sufficiently support auditory fear conditioning
(Romanski & LeDoux, 1992). On the efferent side, the amyg-
dala sends projections to particular hypothalamic and brain-
stem areas that mediate specific conditioned fear responses
(Francis, Hernandez, & Powell, 1981; Hitchcock et al., 1989;
Iwata et al., 1986; Kim et al., 1993). For instance, LeDoux and
colleagues showed that lesions to the lateral hypothalamus im-
pair conditioned blood pressure response, whereas lesions to
the ventrolateral portion of the periaqueductal gray (PAG)
matter abolish conditioned freezing response; the lateral hypo-
thalamus lesions do not affect freezing, and the PAG lesions do
not alter blood pressure (LeDoux, Iwata, Cicchetti, & Reis,
1988). Lesions to the ventrolateral PAG also do not affect the
expression of the conditioned bradycardia response in rabbits
(Wilson & Kapp, 1994).

These examples of double dissociations of CSs and CRs, as
a result of damaging afferent and efferent structures to the
amygdala, are consistent with the view that the amygdala is a
critical mediator of fear conditioning. It is interesting to note
that recent lesion studies suggest that different amygdalar nu-
clei (e.g., the central nucleus vs. the basal nucleus of the amyg-
dala) mediate independent fear-learning systems (e.g., theACe
controls the classical fear responses, whereas the BLAcontrols
the instrumental fear responses; Killcross, Robbins, & Everitt,
1997; Nader & LeDoux, 1997; Amorapanth, LeDoux, &
Nader, 2000). The possible existence of multiple fear-learning
systems is perhaps not unexpected given the evolutionary im-
portance of fear conditioning in survival.

Evidence From Stimulation and Recording Studies

Electrical and chemical stimulation of specific regions in
the amygdala can evoke conditioned fear-like responses. In
rats, amygdala stimulation produces freezing behavior
(Weingarten & White, 1978), cardiovascular changes (Iwata
et al., 1987), and acoustically enhanced startle responses
(Rosen & Davis, 1988). In rabbits, stimulation of the ACe
induces bradycardia, pupillodilation, arrest of ongoing behav-
ior (e.g., movement of the mouth and tongue), and enhanced
amplitude of the nictitating membrane reflex (Applegate,
Kapp, Underwood, & McNall, 1983; Whalen & Kapp, 1991).
Stimulation of the lateral hypothalamus, an efferent target
structure of the amygdala, elicits cardiovascular responses in
anesthetized rabbits (M. D. Gellman, Schneiderman, Wallach,
& LeBlanc, 1981). In dogs that previously underwent alimen-
tary (or salivary) conditioning, electrical and chemical stimu-
lations of the basolateral area of the amygdala have been found
to inhibit conditioned secretory reflexes (Danilova, 1986; She-
fer, 1988). These data indicate that the amygdala can directly
activate various fear responses and also inhibit competing

responses (that are incompatible with fear responses). In some
cases, however, stimulation of the amygdala can interfere with
aversive learning. For example, immediate posttraining stim-
ulation of the amygdala produces amnesia that impairs the for-
mation of fear memory (Gold, Hankins, Edwards, Chester, &
McGaugh, 1975; McDonough & Kesner, 1971).

Unit recording studies reveal that neurons in the ACe
respond to both CS and US (Pascoe & Kapp, 1985) and
undergo learning-related changes during fear conditioning
(Applegate, Frysinger, Kapp, & Gallagher, 1982). Using a dif-
ferential conditioning paradigm, Pascoe and Kapp (1985) re-
ported thatACe neurons exhibited selective increases in single
unit activity to a tone (CS+ ) that signaled the US, but not to a
different tone (CS– ) that did not signal the US. The condi-
tioned bradycardia response paralleled the neuronal response;
it was observed preferentially during the reinforced tone pre-
sentation. In addition, the magnitude of the amygdalar unit ac-
tivity correlated with the magnitude of the conditioned
bradycardia response. It appears that during fear conditioning
some forms of neurophysiological changes strengthen the CS-
amygdala pathway such that the CS becomes capable of elicit-
ing conditioned fear responses.

Long-term potentiation, which is commonly suggested
as a candidate synaptic mnemonic mechanism (Collingridge,
Kehl, & McLennan, 1983; R. G. Morris, Davis, & Butcher,
1990; Teyler & DiScenna, 1987), has been demonstrated in the
amygdala, for example, the external capsule-lateral nucleus of
the amygdala (LA) pathway in vitro (Chapman & Bellavance,
1992; Chapman, Kairiss, Keenan, & Brown, 1990), the inter-
nal capsule-LA pathway in vitro (Huang & Kandel, 1998), the
auditory thalamus-LA pathway in vivo (Clugnet & LeDoux,
1990), and the subiculum-BLA pathway in vivo (Maren &
Fanselow, 1995). The auditory inputs from the MGN to the
LA—a pathway involved in tone fear conditioning (LeDoux,
2000)—demonstrate an enhancement in auditory-evoked po-
tentials (or LTP-like changes) after tone fear conditioning
(Rogan & LeDoux, 1995; Rogan, Staubli, & LeDoux, 1997).
Similarly, amygdalar slices prepared from fear-conditioned
rats demonstrate enhanced synaptic transmission in the MGN-
amygdala pathway (McKernan & Shinnick-Gallagher, 1997).
Thus, it has been postulated that LTP or LTP-like changes in
the amygdala are involved in fear conditioning (Clugnet &
LeDoux, 1990; Davis, 1997; Fanselow & Kim, 1994;
Maren & Fanselow, 1996; LeDoux, 2000; Miserendino,
Sananes, Melia, & Davis, 1990).

Evidence From Pharmacological Studies

Immediate posttraining drug manipulations in the amygdala
can impair or enhance aversive memories. In 1978 Gallagher
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and Kapp first demonstrated that intra-amygdalar infusions
of the opioid receptor antagonist naloxone enhance fear con-
ditioning. In contrast, infusions of the opioid agonist levor-
phanol reduced fear conditioning (Gallagher, Kapp, McNall,
& Pascoe, 1981). Subsequent studies indicated that the
memory-enhancing effect of opiate antagonists is induced
partly by blocking the endogenously released opioids from
inhibiting the release of norepinephrine in the amygdala
(McGaugh, 1989). For instance, intra-amygdalar infusions of
the noradrenergic receptor antagonist propranol impair the
retention of an inhibitory avoidance memory (Gallagher
et al., 1981) and block the memory-enhancing effect of
naloxone (McGaugh, Introini-Collison, & Nagahara, 1988).
In contrast to propranol, posttraining intra-amygdalar infu-
sions of norepinephrine enhance the retention of inhibitory
avoidance memory (Liang, Juler, & McGaugh, 1986). Based
on these and other pharmacological studies, McGaugh and
colleagues proposed that interactions of opioid, GABA,
noradrenergic, and cholinergic neurochemical systems in the
amygdala modulate aversive learning (McGaugh, 2000;
McGaugh, Cahill, & Roozendaal, 1996). Recently, pretrain-
ing intra-amygdalar infusions of the dopamine (D2) receptor
antagonist eticlopride have been shown markedly to attenuate
conditioned freezing, indicating that amygdaloid dopamine
transmission also contributes to the formation of fear memo-
ries (Guarraci, Frohardt, Falls, & Kapp, 2000). Finally, drugs
(e.g., diazepam) that decrease fear or anxiety in humans,
when infused directly into the amygdala, have been shown to
attenuate conditioned fear in rats (Helmstetter, 1993).

Several studies suggest that the NMDA subtype of the glu-
tamate receptor in the amygdala might be involved in the
synaptic plasticity process (e.g., LTP) underlying fear condi-
tioning. Because NMDA receptors have been demonstrated to
be critical for the induction (but not expression) of LTP in
the hippocampus, a similar type of synaptic plasticity in the
amygdala has been proposed as a possible cellular mechanism
subserving fear conditioning. Consistent with this notion,
intra-amygdalar administrations of APV—a competitive
NMDAreceptor antagonist—have been found to block the ac-
quisition of conditioned fear effectively, as measured by fear-
potentiated startle response (Miserendino et al., 1990) and
freezing (Fanselow & Kim, 1994). Other studies, however,
also found that APV infusions into the amygdala significantly
impair the expression of conditioned fear (in previously fear-
conditioned rats), as measured by a variety of fear responses
including freezing, 22-kHz ultrasonic vocalization, analgesia,
and potentiated startle (Fendt, 2001; Lee, Choi, Brown, &
Kim, 2001; Lee & Kim, 1998; Maren, Aharonov, Stote, &
Fanselow, 1996). It is evident that amygdalar NMDA recep-
tors participate in normal synaptic transmission and, there-
fore, in the overall functioning of the amygdala.

Several recent studies indicate that the acquisition of fear
conditioning in rats requires RNA and protein synthesis in the
amygdala. For example, pretraining intra-BLA infusions of
the RNA synthesis inhibitor actinomycin-D significantly at-
tenuate fear conditioning (to tone and context CSs) and RNA
synthesis in the amygdala (Bailey, Kim, Sun, Thompson, &
Helmstetter, 1999). Similarly, immediate posttraining infu-
sions of anisomycin (a protein synthesis inhibitor) and
Rp-cAMPS (an inhibitor of PKA) into the LA impair fear
conditioning (Schafe & LeDoux, 2000). Once fear condition-
ing has been established (or consolidated), intra-amygdalar
infusions of actinomycin-D, anisomycin and Rp-cAMPS do
not affect conditioned fear memories (Bailey et al., 1999;
Schafe & LeDoux, 2000). It is interesting that previously con-
solidated fear memories, when reactivated during retrieval
(i.e., during a conditioned tone test), appear to return to a la-
bile state that again requires protein synthesis in the amygdala
for reconsolidation (Nader, Schafe, & LeDoux, 2000).

Evidence From Human Studies

Recent findings from human neuropsychological and brain
imaging studies are also consistent with findings from animal
studies. For example, patients with damage to the amygdala
display a selective impairment in the recognition of facial ex-
pressions of fear (Adolphs, Tranel, Damasio, & Damasio,
1994) and also exhibit deficits in fear conditioning (LaBar,
LeDoux, Spencer, & Phelps, 1995) in contrast to normal sub-
jects. Patients with amygdalar damage are also impaired in
recalling emotionally influenced memory (Cahill, Babinsky,
Markowitsch, & McGaugh, 1995). Correspondingly, imag-
ing studies show that there is a significantly increased blood
flow to the amygdala (as measured by functional magnetic
resonance imaging, or fMRI) when normal subjects are
presented with pictures of fearful faces (J. S. Morris et al.,
1996) or are undergoing fear conditioning (Knight, Smith,
Stein, & Helmstetter, 1999; LaBar, Gatenby, Gore, LeDoux,
& Phelps, 1998). Functional activation of the amygdala has
also been observed (via positron-emission tomography, or
PET) during free recall of emotional information (Cahill et
al., 1996). These sources of evidence further support the view
that the amygdala is crucially involved in fear conditioning or
in processing emotional information.

Other Brain Areas

Most of the evidence presented so far indicates that the amyg-
dala is the essential neuronal substrate underlying fear condi-
tioning. It is not clear, however, whether the amygdala is the
permanent storage site for long-term fear memory. The site of
learning is not necessarily the site of memory storage. For
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example, fear retention is abolished if the amygdala is lesioned
(electrolytically) or reversibly inactivated (via infusions of a
local anesthetic agent lidocaine) shortly (1 day) but not long
(21 days) after inhibitory avoidance training (Liang et al.,
1982), suggesting that long-term fear memory is not stored in
the amygdala. In contrast to inhibitory avoidance, however,
amygdalar lesions made either shortly (1 day) or long (7 or
28 days) after training effectively abolish conditioned freez-
ing response (Maren, Aharonov, & Fanselow, 1996).

The insular cortex that receives and relays sensory (e.g.,
visual) information to the amygdala (Turner & Zimmer,
1984) may have some role in the storage of fear memory.
Lesions to the most caudal aspect of the insular cortex impair
retention of conditioned light-potentiated startle (Rosen
et al., 1992). Similarly, reversible inactivation of the insular
cortex by a Na�-channel blocker tetrodotoxin impairs reten-
tion of inhibitory avoidance memory (Bermudez-Rattoni,
Introini-Collison, & McGaugh, 1991).

The hippocampus seems to be involved in certain types of
conditioned fear memory. In rats, conditioned fear to a dif-
fuse contextual cue, but not to a discrete tone cue, is abol-
ished when the hippocampus is lesioned shortly (1 day) after
conditioning (Anagnostaras, Maren, & Fanselow 1999; Kim
& Fanselow, 1992; Maren, Aharonov, & Fanselow, 1997).
However, animals retain a considerable amount of contextual
fear when a long delay (28 days) is imposed between the time
of conditioning and the time of hippocampectomy. Thus, it
appears that the hippocampus is transiently involved in stor-
ing contextual fear memory. Similarly, pretraining hippocam-
pal lesions selectively block the acquisition of context fear
memory, but not tone fear memory (Phillips & LeDoux,
1992). It is interesting to note that lesions to the nucleus ac-
cumbens (a target of hippocampal efferents) also selectively
impair contextual fear conditioning without affecting audi-
tory fear conditioning (Riedel, Harrington, Hall, & Macphail,
1997). Hippocampal lesions also impair trace (but not
delay) fear conditioning to an auditory CS in rats (as mea-
sured by freezing; McEchron, Bouwmeester, Tseng, Weiss, &
Disterhoft, 1998) and rabbits (as measured by heart rate;
McEchron, Tseng, & Disterhoft, 2000). The notion that
the hippocampus is involved in contextual fear memory
and trace fear conditioning is also supported by various
knockout-transgenic mice studies. In brief, mutant mice with
deficient LTP in the hippocampus also exhibit impairments in
contextual (but not tone) fear conditioning and trace fear
conditioning (e.g., Abeliovich et al., 1993; Bourtchuladze
et al., 1994; Huerta, Sun, Wilson, & Tonegawa, 2000).

The perirhinal cortex, which is reciprocally connected to
the hippocampus (both directly and indirectly via the entorhi-
nal cortex), also seems to be involved in consolidation
and storage of hippocampal-dependent contextual memory.

Neurotoxic lesions of the perirhinal cortex made 1 day (but
not 28 days) after training produce marked deficits in contex-
tual fear memory (Bucci, Phillips, & Burwell, 2000).

Finally, lesions of the cerebellar vermis in rats have been
found to abolish the conditioned autonomic response (heart
rate) without affecting the unconditioned autonomic response
(Supple & Leaton, 1990). The vermal lesioned rats also ex-
hibit less freezing to a cat predator and fewer signs of fear in
an open field (Supple, Leaton, & Fanselow, 1987). In rabbits,
during fear conditioning, single unit recordings of Purkinje
cells in the vermis demonstrate selective increases in activity
to a tone (CS + ) that signaled the US, but not to a different
tone (CS – ) that did not signal the US. The differential unit
activities of the Purkinje cells correlated with the behavioral
conditioned autonomic response (Supple, Sebastiani, &
Kapp, 1993). These results indicate that the cerebellar vermis
is an important part of the autonomic fear conditioning circuit
that modulates fear-related behaviors.

Some Unresolved and Critical Issues

Although much is known about the neuroanatomy and neural
mechanisms underlying fear conditioning, several unre-
solved and conflicting issues in the field warrant discussion.
This section highlights three major critical issues in fear con-
ditioning.

First, whereas the CS pathway (specifically the auditory
projection) to the amygdala is relatively well defined, the
foot-shock (US) pathway to the amygdala has not been ade-
quately delineated. A recent study reported that combined
lesions of the posterior extension of the intralaminar complex
(PINT) and caudal insular cortex (INS) block acquisition of
fear-potentiated startle and proposed that PINT-INS projec-
tions to the amygdala constitute the essential US pathways
involved in fear conditioning (Shi & Davis, 1999). However,
another study (Brunzell & Kim, 2001) reported that fear con-
ditioning (as assessed by freezing) was unaffected by either
pretraining or posttraining PINT-INS lesions. Specifically,
Brunzell and Kim found that pretraining lesions in naive ani-
mals do not block the acquisition of fear conditioning, and
posttraining lesions in previously fear conditioned animals
do not lead to extinction of the CR with continued CS-US
training (as would be predicted if the US information does
not indeed reach the site of learning). Thus, it appears that the
foot-shock (US) pathway is comprised of diffuse, multiple
somatosensory pathways to the amygdala (Brunzell, & Kim,
2001). Additional research is required to understand the spe-
cific role of the US information—as relayed via tactile versus
nociception pathways—in fear conditioning.

Second, as previously mentioned, LTP in the amygdala
(demonstrated both in vivo and in vitro) is commonly
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suggested as a putative synaptic mechanism through which
acquired fear is encoded in the amygdala. However, the re-
ceptor mechanisms responsible for the induction and expres-
sion of amygdalar LTP remain ambiguous and may depend
on the particular synapses and input pathway (Chapman
et al., 1990; LeDoux, 2000; Weisskopf & LeDoux, 1999), as
demonstrated in the hippocampus (Grover & Teyler, 1990;
Harris & Cotman, 1986; Johnston, Williams, Jaffe, & Gray,
1992; Zalutsky & Nicoll, 1990). One study (Chapman &
Bellavance, 1992) found that APV (an NMDA receptor anta-
gonist) blocks LTP induction in the BLA, but only in
such high concentrations that the drug markedly impairs
normal synaptic transmission (but see Huang & Kandel,
1998). Similarly, single-unit recordings indicate that normal
auditory-evoked responses in the amygdala are considerably
attenuated by APV, suggesting that NMDA receptors are in-
volved in normal synaptic transmission of the auditory path-
way to the LA that mediates auditory fear conditioning (Li,
Phillips, & LeDoux, 1995). Davis and colleagues initially re-
ported that APV infusions into the amygdala selectively
block acquisition, but not expression, of conditioned fear, as
measured by fear-potentiated startle (Campeau, Miserendino,
& Davis, 1992; Miserendino et al., 1990). Their finding is re-
markably similar to the effects of APV on hippocampal LTP,
that is, blocking induction without affecting expression of
the Schaffer collateral/commissural-CA1 LTP (Collingridge
et al., 1983). However, recent studies found that intra-
amygdalar infusions of APV dramatically interfere with the
expression of multiple measures of conditioned fear, such as
freezing (Lee & Kim, 1998; Maren et al., 1996), 22-kHz ul-
trasonic vocalization, analgesia, defecation (Lee et al., 2001),
and fear-potentiated startle (Fendt, 2001). These results indi-
cate that amygdalar NMDA receptors participate in normal
synaptic transmission and thus the overall functioning of the
amygdala. Clearly, additional studies are necessary to under-
stand the receptor mechanisms of synaptic plasticity underly-
ing fear conditioning in the amygdala.

Finally, if the notion that the amygdala is the locus of fear
learning is correct, then amygdalar damage should completely
and permanently block fear conditioning. However, evidence
from conditioned fear studies and inhibitory (or passive)
avoidance studies provides conflicting results. Recall that
Pavlovian fear conditioning and inhibitory avoidance are con-
sidered to be two procedurally different fear tasks. McGaugh
and colleagues found that although amygdalar lesions affect
inhibitory avoidance learning, animals can still learn and re-
tain fear when they are overtrained, which indicates that the
amygdala is not necessary for fear learning (Parent, Tomaz, &
McGaugh, 1992). Rats that received more training prior to
lesions also exhibited far greater retention of inhibitory

avoidance memory. Similarly, amygdalectomized rats learned
inhibitory avoidance task when trained extensively. Further-
more, retention of inhibitory avoidance memory is abolished
if amygdalar lesions are made shortly after training, but not
several days after training (Liang et al., 1982). In contrast to
inhibitory avoidance results, the retention of conditioned fear
(as measured by freezing) is completely abolished whether
amygdalar lesions are made shortly or long after training
(Maren et al., 1996), which indicates that the amygdala is nec-
essary in Pavlovian fear conditioning. Recently, it has been re-
ported that amygdalar lesioned rats, exhibiting impairments in
conditioned freezing, are capable of demonstrating inhibitory
avoidance behavior when both responses are simultaneously
assessed in a Y-maze task (Vazdarjanova & McGaugh, 1998).
Based on the observation that amygdalar lesions abolish both
conditioned and unconditioned freezing but not avoidance be-
havior, Cahill, Weinberger, Roozendaal, and McGaugh (1999)
suggested that the amygdala is critical for the expression (or
performance) of reflexive fear reactions rather than the actual
learning and storage of fear memory. Instead, based on a series
of inhibitory avoidance and immediate posttraining drug in-
jection studies, McGaugh and colleagues proposed that the
amygdala critically modulates the consolidation of memory
occurring in extra-amygdalar structures (McGaugh, 2000;
McGaugh et al., 1996). It appears then that studies employing
classical fear conditioning and inhibitory (passive) avoidance
provide different insight into the neuronal substrates underly-
ing fear learning and memory. If a common neural mechanism
mediates both conditioned fear and inhibitory avoidance, then
pharmacological manipulations influencing inhibitory avoid-
ance learning should affect fear conditioning in a similar man-
ner. However, several studies employing rats and mice found
that conditioned fear is not susceptible to memory modulation
by various drugs when conducted in the manner described in
inhibitory avoidance tasks (Lee, Berger, Stiedl, Spiess, &
Kim, 2001; Wilensky, Schafe, & LeDoux, 1999). Given the
discrepancy of these findings from conditioned fear and in-
hibitory avoidance studies, it is clear that further studies are
necessary for understanding the precise role of the amygdala
in fear conditioning.

CLASSICALAND INSTRUMENTAL CONDITIONING
OF DISCRETE RESPONSES

Overview

Over the years, the study of the neurobiology of learning and
memory has been significantly advanced when standard brain
research techniques have been used together with classical or
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instrumental conditioning of discrete responses such as eye
blinks, limb flexions, and jaw movements. For example, clas-
sical eye-blink conditioning, used in conjunction with brain
recording, lesion, stimulation, and neuropharmacological
techniques, has advanced our understanding of the brain sys-
tems and processes involved in simple associative learning
more than any other behavioral procedure.

There are several reasons for the relatively high degree of
success that has been obtained when classical conditioning of
discrete responses has been used as a behavioral tool for un-
derstanding brain function. First, the stimuli used in classical
conditioning are discrete, well defined, and simpler than
other more complicated behavioral procedures. Second, the
responses measured (e.g., eye blinks, limb flexions, and jaw
movements) are relatively simple and discrete. This enables
the experimenter to measure easily and accurately the various
properties of the response including variables related to re-
sponse amplitude and timing. Third, in classical conditioning
experiments the experimenter controls when stimuli are de-
livered and thus when responses are expected. This has made
lesion, stimulation, and recording experiments relatively
easy to interpret. Finally, due to a wide variety of studies con-
ducted by Gormezano and his colleagues as well as other re-
searchers, a huge behavioral database exists concerning the
classical conditioning of discrete responses, especially classi-
cal eye-blink conditioning (see Gormezano, Kehoe, &
Marshall, 1983, for review). This behavioral database has
proven useful for designing experiments and interpreting
data collected from studies that have been conducted to de-
lineate the neural bases of associative learning. In this section
we review the rather large literature that has been generated
concerning the neural bases of the classical and instrumental
conditioning of discrete responses.

Classical Eye-Blink Conditioning

By far, the most popular paradigm for studying associative
learning has been classical conditioning of the eye-blink re-
sponse. For purposes of this chapter, the eye-blink response
refers to a constellation of responses that include movement of
the nictitating membrane (in species with this third eyelid) and
movement of the external eyelid. In classical eye-blink condi-
tioning, a neutral stimulus called the CS is presented shortly
before a second stimulus, called the US. The US reliably elic-
its a reflexive eye-blink response called the UR. Typically, a
tone or a light is used as a CS while a periorbital shock or
corneal air puff is used as a US. After 100 or so pairings of the
CS and the US, the organism begins blinking to the CS (i.e.,
the organism has learned that the CS reliably precedes the US
and thus can be used as an anticipatory cue). The learned

anticipatory eye blink is called the CR. Over the years, a num-
ber of parametric features of the conditioning process have
been delineated. For example, (a) the rate of acquisition of the
CR generally increases as the intensity of the CS or the US in-
creases; (b) the rate of acquisition is affected by the length of
the interstimulus interval (ISI) between the onsets of the CS
and the US; (c) conditioning of discrete responses occurs only
when ISIs between about 80 and 3,000 ms are used; (d) CS-
alone presentations after acquisition training result in extinc-
tion of the CR; and (e) unpaired presentations of the CS and
the US do not result in CR acquisition.

For several reasons, the rabbit has been the favorite sub-
ject for classical eye-blink conditioning. The rabbit is docile
and adapts well to mild restraint, and this has facilitated the
collection of behavioral and neural data. Also, it is relatively
easy to measure accurately movements of the rabbit nictitat-
ing membrane or external eyelids. Eye-blink conditioning
studies involving other species have also been successfully
undertaken. For example, Patterson, Olah, and Clement
(1977) developed a nictitating membrane conditioning pro-
cedure for the cat. Also, Hesslow and colleagues have pub-
lished a series of studies concerning the involvement of the
cerebellum and brain stem in classical eye-blink condition-
ing using ferrets as behavioral subjects (e.g., Hesslow &
Ivarsson, 1994, 1996). Recently, several investigators have
developed rat eye-blink conditioning preparations (e.g.,
Green, Rogers, Goodlett, & Steinmetz, 2000; Schmajuk &
Christiansen, 1990; Skelton, 1988; Stanton, Freeman, &
Skelton, 1992), and there has been a renewed interest in
human eye-blink conditioning (e.g., see Woodruff-Pak &
Steinmetz, 2000, for review).

Early Studies of the Brain Correlates of Classical
Eye-Blink Conditioning

Among the earliest studies concerning the neural substrates
of classical eye-blink conditioning were those by Oakley and
Russell (1972, 1974, 1976, 1977), who examined the possi-
bility that the cerebral cortex was involved in the storage of
eye-blink CRs. They showed that rather extensive lesions of
cerebral neocortex did not abolish eye-blink CRs that have
been established in rabbits trained before the lesions. The
cortical lesions had no effect on the acquisition of new CRs
when training was delivered to naive rabbits. More recently,
Mauk and R. F. Thompson (1987) used decerebration to
separate neocortex from lower brain areas. They showed that
the decerebrate rabbits retained eye-blink CRs. Together, the
decortication and decerebration studies provide solid evi-
dence that the cerebral cortex was not critically involved in
acquisition and storage of classical eye-blink CRs.
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There is evidence that under some circumstances classically
conditioned-related plasticity does occur in neocortex. In an
extensive series of studies, Woody and colleagues studied the
involvement of portions of neocortex in eye-blink conditioning
in cats. In their behavioral paradigm, an auditory CS was paired
with a blink-producing glabellar tap US.After several trials, the
tone CS produced an eye-blink CR. Cats given unpaired CS and
US presentations did not show eye blinks to the CS. Using ex-
tracellular and intracellular recording techniques, Woody and
colleagues showed that learning-related patterns of CS-evoked
unit activity could be found in cortical motor areas and that
persistent differences in neuronal excitability could be found
in these regions after conditioning (e.g., Woody & Black-
Cleworth, 1973; Woody & Engel, 1972). These data suggest
that the excitability of neurons in motor neocortical areas may
change during this type of eye-blink conditioning. There are
several differences between the cat and rabbit preparations,
however. For example, the cat conditioned eye-blink response
was of very short latency (i.e., less than 20 ms), whereas the
rabbit CR is typically longer in latency. Also, many more trials
are needed to produce conditioning in the cat preparation. The
cerebellum is not critical for the acquisition and performance of
the short-latency CR in cats, whereas (as detailed later) the
cerebellum is essential for acquisition and performance of the
longer latency CR in rabbits (and other mammalian species, for
that matter). In addition, extensive lesions of motor cortex in
the rabbit do not affect acquisition or performance of classical
eye-blink CRs (Ivkovich & Thompson, 1997). Nevertheless,
the data from Woody and colleagues demonstrate that under
some conditions classical conditioning-related plasticity can
occur in regions of neocortex.

In other early studies investigators used brain stimulation
techniques to study stimulus pathways in the brain that could
potentially be involved in eye-blink conditioning. For exam-
ple, in a pair of studies, Patterson (1970, 1971) implanted
stimulating electrodes into the inferior colliculus and substi-
tuted microstimulation of the inferior colliculus for the pe-
ripheral tone CS. He observed robust conditioning when the
collicular stimulation was paired with a US. These early data
suggested that the inferior colliculus might be a portion of the
auditory pathway that normally conveyed acoustic CSs used
in conditioning. Kettner and Thompson (1982) used signal
detection methods in a neural recording study to examine fur-
ther the involvement of the inferior colliculus in eye-blink
conditioning. They showed that while the inferior colliculus
effectively encoded a tone CS, patterns of activation did not
differ on CR versus non-CR trials, thus indicating that the in-
ferior colliculus was not likely a brain region where CRs
were critically encoded. This was contrasted with recording
from the hippocampus and cerebellum where CR-related
responding could be isolated (as we describe later).

Early studies also examined the motor components of the
basic eye-blink conditioning circuitry, in essence defining
the essential cranial nerve nuclei and relay nuclei involved
in generating the unconditioned and conditioned eye-blink
responses (e.g., Cegavske, Patterson, & Thompson, 1979;
Cegavske, Thompson, Patterson, & Gormezano, 1976;
Young, Cegavske, & Thompson, 1976). In brief, these studies
showed that for the rabbit, activation of motoneurons in the
abducens and accessory abducens nuclei produced nictitating
membrane movement through activation of the retractor
bulbi muscle, which caused eyeball retraction and passive
movement of the nictitating membrane. The oculomotor and
trochlear nerves were found also to be involved to some ex-
tent in the eye-blink response along with the facial nerve,
which controlled external eyelid closure via activation of the
orbicularis oculi muscles (Figure 18.8). Although species like
the rabbit and cat have functional nictitating membranes,
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Figure 18.8 A simplified schematic hypothetical memory trace circuit for
discrete behavioral responses learned as adaptations to aversive events. The
US (corneal air puff) pathway seems to consist of somatosensory projections
to the dorsal accessory portion of the inferior olive (DAO) and its climbing
fiber projections to the cerebellum. The tone CS pathway seems to consist of
auditory projections to pontine nuclei (Pontine N) and mossy fiber projec-
tions to the cerebellum. The efferent (eyelid closure) CR pathway projec-
tions from the interpositus nucleus (Int) of the cerebellum to the red nucleus
(Red N) and via the descending rubral pathway to act ultimately on motor
neurons. The interpositus nucleus sends a direct GABAergic inhibitory pro-
jection to the inferior olive so that when a CR occurs (eyelid closes), the in-
terpositus directly inhibits the inferior olive. Evidence is most consistent
with storage of the memory traces in localized regions of cerebellar cortex
and interpositus nucleus. Pluses indicate excitatory, and minuses indicate in-
hibitory synaptic action. Additional abbreviations: NV(sp), spinal fifth cra-
nial nucleus; N VI, sixth cranial nucleus; N VII, seventh cranial nucleus; V
Coch N, ventral cochlear nucleus. Modified from Thompson (1986).
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other species like the human and rat do not. Nevertheless,
control of the reflexive eye-blink involves similar collections
of brain stem nuclei across species. Further, McCormick,
Lavond, and Thompson (1982) showed that the occurrences
of conditioned nictitating membrane movements and condi-
tioned external eyelid movements were highly correlated, a
part of a constellation of responses that are produced by the
CS-US pairings.

A variety of data demonstrate that the periorbital shock
and air puff USs used in classical conditioning activate the
reflexive UR rather directly at the level of the brain stem
(Figure 18.8). For example, an air puff US activates neurons
in the trigeminal complex, which projects to nuclei in-
volved in generating eye blinks both directly and indirectly
(Hiroaka & Shimamura, 1977). Neural recordings taken from
the motor nuclei (e.g., the abducens nucleus) revealed that
the nuclei were activated when either a UR or a CR occurred
and the amplitude-time course of the unit activity was very
highly correlated with the CR or the UR that was executed
(Cegavske et al., 1979; Cegavske et al., 1976). Lesions of
the various motor nuclei abolished portions of the CR and
UR, but only those features of the eye-blink response
activated by the nuclei that were removed by the lesion
(Disterhoft, Quinn, Weiss, & Shipley, 1985; Steinmetz,
Lavond, Ivkovich, Logan, & Thompson, 1992). For example,
lesions of the abducens nucleus abolished nictitating mem-
brane response while preserving external eyelid responses.
Lesions of the facial nucleus produced the opposite effect.

Studies of the Hippocampus and Limbic System

In the 1960s and 1970s a rapidly growing body of literature
suggested that the hippocampus and related limbic systems
structures were involved in a variety of learning and memory
processes. During this time, Thompson and his colleagues
recognized the power of using the classical eye-blink condi-
tioning paradigm to study hippocampal function during
learning and memory. Specifically, Berger, Thompson, and
their colleagues recorded multiple- and single-unit activity
from the hippocampus and other limbic system structures
during conditioning (Berger, Alger, & Thompson, 1976;
Berger, Rinaldi, Weisz, & Thompson, 1983; Berger &
Thompson, 1978a, 1978b). They showed that even before be-
havioral CRs emerged, pyramidal neurons in the hippocam-
pus were activated. At first, pyramidal cell activation was
seen during the trial period that was coincident with US pre-
sentation. Over time, as additional paired CS-US trials were
delivered, the hippocampal activity could be seen during the
CS-US interval. Eventually, the pattern of hippocampal
activity formed an amplitude-time course model of the
CR. Other limbic system structures were also found to be

involved in the eye-blink conditioning process. For example,
recordings from the medial septum, which sends cholinergic
projections to the hippocampus, revealed stimulus-evoked
responses to the CS and the US that declined with training
(Berger & Thompson, 1978a). Patterns of action potentials
recorded from the lateral septum were similar to the patterns
seen in the hippocampus. Many studies have supported the
idea that cholinergic activity in the septohippocampal system
may play a very important role in eye-blink conditioning.
Solomon, Solomon, Van der Schaaf, and Perry (1983), for ex-
ample, showed that systemic administration of scopolamine,
an anticholinergic drugs that alters hippocampal activity, se-
verely impairs delay eye-blink conditioning (and, in fact, is
more disruptive than hippocampal abalation). Salvatierra and
Berry (1989) later showed that systemic scopolamine sup-
pressed neuronal responses in the hippocampus and lateral
septum while slowing the rate of delay eye-blink condition-
ing. Kaneko and Thompson (1997) more recently showed
that central cholinergic blockade essentially blocked trace
eye-blink conditioning while slowing the rate of delay condi-
tioning. These studies suggest that the brain’s cholinergic
system is centrally involved in the modulation of eye-blink
conditioning, an idea that is compatible with a large body of
research that suggests an important role for the cholinergic
system in learning and memory.

Interestingly, an earlier study by Schmaltz and Theios
(1972) had shown that rabbits could learn and retain the clas-
sically conditioned eye-blink response after the hippocampus
was removed. Together with the recording data, these lesion
results suggest that while the hippocampus was not critically
involved in CR acquisition, it likely plays an important mod-
ulatory role in classical eye-blink conditioning. Research
conducted after the early lesion and recording studies has
concentrated mainly on trying to delineate what role the hip-
pocampus plays in simple associative learning. For example,
trace conditioning, a variation of the basic classical eye-blink
conditioning procedure, has been used to study the possibil-
ity that the hippocampus is involved in memory processing
associated with learning. In trace conditioning, the CS is
turned on and then turned off; a time period is allowed to
elapse; and then the US is presented. Unlike delay condition-
ing, there is no overlap of the CS and the US during individ-
ual trials. In essence, the subject must form a memory of the
CS that bridges the trace interval before the US is presented.
It has been established that the hippocampus is necessary for
this variation of training. For example, lesions of the hip-
pocampus have been shown to abolish or significantly impair
trace conditioning without affecting basic delay conditioning
(Moyer, Deyo, & Disterhoft, 1990; Port, Romano, Steinmetz,
Mikhail, & Patterson, 1986; Solomon, Van der Schaaf,
Thompson, & Weisz, 1986). Similar to the recording studies
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of Berger, Thompson, and colleagues, pyramidal cells in
the hippocampus become active during trace conditioning in
a CR-related fashion (see Disterhoft & McEchron, 2000, for
review). Also, at a more cellular level of analysis, Disterhoft
and colleagues have shown that calcium-dependent after-
hyperpolarization potentials recorded from hippocampal
pyramidal cells are significantly reduced after trace condi-
tioning training (Coulter, Lo Turco, Kubota, Disterhoft,
Moore, & Alkon, 1989; Disterhoft, Golden, Read, Coulter, &
Alkon, 1988).

A large part of the interest in exploring the involvement of
the hippocampus in simple associative learning tasks such as
classical eye-blink conditioning was generated by the obser-
vation that individuals with amnesia and hippocampal dam-
age, such as the well-known H.M., demonstrated rather severe
anterograde amnesia and time-limited retrograde amnesia.
Kim, Clark, and Thompson (1995) demonstrated similar am-
nesia effects for classical eye-blink conditioning. Rabbits
were trained using a trace conditioning procedure then given
hippocampal lesions either immediately or 1 month after
training. Whereas lesions delivered immediately after training
effectively abolished CRs, lesions given one month after
training had no effect. If the rabbits were trained with a delay
procedure and then immediately lesioned, no decrement in
responding was seen. However, if these rabbits were then
switched to trace conditioning, CR extinction occurred. To-
gether with the Disterhoft data, these data suggested that the
hippocampus is involved in memory processing of eye-blink
conditioning when stimulus memory demands on the system
are relatively high (e.g., during trace conditioning). During
simple delay conditioning, however, the CS and the US over-
lap, and there appears to be no need to hold the CS in memory
in anticipation of the US.Although the recording studies show
that the hippocampus is engaged during the simpler delay
task, apparently the structure is not necessary for learning (and
memory) to take place. This implies that critical plasticity for
eye-blink conditioning lies in lower brain areas.

Over the last several years, the conceptualization of mem-
ory systems in the brain has been dominated by the view
that distinct brain systems exist for processing declarative
and nondeclarative memories (e.g., Clark & Squire, 2000;
Squire, 1992). In the human literature, declarative memories
are those memories of one’s own experience, as is exempli-
fied by one’s memories for events and facts. Nondeclarative
memories are essentially all other memories, including mem-
ories for skills, habits, procedures, and simple conditioning.
Because hippocampal lesions appear to cause amnesia for de-
clarative memories, the hippocampus has therefore been re-
garded as critically important for the storage of declarative
but not nondeclarative memories.

Because hippocampal lesions affect classical eye-blink
conditioning in a manner that is very similar to the effects of
hippocampal lesions on other memory tasks (i.e., severe an-
terograde effects with mild, short-term retrograde effects),
eye-blink conditioning has provided an excellent model sys-
tem for exploring the distinction in memory systems (as is
evidenced by the data cited above). In addition to the nonhu-
man animal studies, several human eye-blink conditioning
studies have recently been conducted to explore further the
multiple memory system idea. For example, McGlinchey-
Berroth, Carrillo, Gabrieli, Brawn, and Disterhoft (1997)
demonstrated deficits in long-trace eye-blink conditioning
in individuals with hippocampal amnesia. Participants given
short-trace or delay eye-blink conditioning have not shown
the learning and memory deficits. More recently, Squire
and colleagues suggested that whether the hippocampus is
critically engaged in the learning and memory process
may depend for the most part on whether the subjects are
aware of the memories they are forming (see Clark & Squire,
2000, for review). In one study they trained participants with
amnesia and participants without amnesia on both a delay-
differential conditioning procedure and a long (1,000 ms)
trace-differential conditioning procedure (Clark & Squire,
1998). Subjects in both groups learned the delay procedure
normally although those with amnesia could not recall the ex-
perience when questioned about it later. The control subjects
could easily learn the long-trace procedure, but the subjects
with amnesia could not. These results are compatible with
previous literature concerning hippocampal involvement in
declarative (trace) versus nondeclarative (delay) memory
procedures. Using data from the control subjects in this study,
Clark and Squire (1999) also demonstrated that awareness
was important for the learning. The control subjects showed
a great deal of variability in learning the trace procedure. In
examining the individual data, Clark and Squire noted that
the subjects who learned the procedure could verbalize the
stimulus contingencies whereas the subjects who did not
learn the procedure could not (i.e., the subjects who learned
trace conditioning were aware of the stimulus contingencies).

In another study, Clark and Squire (1999) directly manip-
ulated awareness and studied conditioning in normal, older
adults. This study involved four groups of subjects: Two were
given a secondary, attention-demanding task designed to re-
duce awareness of the conditioning contingencies; a third
group was given an explicit explanation of the conditioning
contingencies; and a fourth group was given the explicit ex-
planation and the attention-demanding task. Clark and Squire
showed that those subjects given trace conditioning and the
distraction task did not acquire differential CRs, whereas
those given the delay procedure with distraction did acquire
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differential CRs. The group given knowledge of the CS-US
contingency and trace conditioning learned the differential
CR, but subjects given knowledge together with the distrac-
tion task did not. These data indicate that awareness of the
contingency affects trace conditioning although the individu-
als apparently must have access to the knowledge during the
conditioning session to produce CRs.

At the very least, these data provide a wonderful demon-
stration of the power of analysis afforded by the use of eye-
blink conditioning for the study of basic learning and memory
phenomena. Future studies will undoubtedly continue to use
this paradigm to explore the hippocampus and other brain
systems involved in declarative memory.

Studies of the Involvement of Other Higher Brain Areas
in Eye-Blink Conditioning

Over the years a number of studies have examined the involve-
ment of other higher brain areas, such as the cerebral cortex,
thalamus, amygdala, and neostriatum, in classical eye-blink
conditioning. Even though there is ample evidence that higher
brain areas are not necessary for conditioning, many studies
have provided evidence that these brain areas are recruited
during conditioning.

Although Oakley and Steele (e.g., 1972) showed that eye-
blink conditioning could be achieved without cerebral neo-
cortex, some studies have demonstrated that neocortex is
engaged in eye-blink conditioning and may be encoding the
learning process. For example, Fox, Eichenbaum, and Butter
(1982) showed that lesions of frontal cortex in rabbits de-
creased the latencies of conditioned eye-blink responses and
retarded extinction of the CRs. Through systematic lesions of
brain stem nuclei that interact with frontal cortex, they pro-
vided evidence that the frontal cortex may normally provide
inhibitory effects on conditioned behavior indirectly through
brain stem nuclei that make contact with motor neurons
responsible for CR formation.

Given the central nature of the thalamus in distributing in-
formation to higher brain areas, several studies have explored
whether this structure is involved in eye-blink conditioning.
Buchanan and Powell (1988) showed that knife cuts that sev-
ered afferent and efferent connections between the prefrontal
cortex and the mediodorsal nucleus of the thalamus retarded
the rate of conditioning established with a tone CS and perior-
bital shock US. These lesions abolished the late-occurring
tachycardiac component of the conditioned heart rate re-
sponse that was measured concomitantly. Similar results were
obtained when ibotenic acid lesions of the mediodorsal thala-
mic nuclei were used (Buchanan & Thompson, 1990). These
data suggested that the mediodorsal thalamic–prefrontal

circuitry was involved in the sympathetic control associated
with somatomotor learning. Other thalamic regions have also
been studied. For example, Sears, Logue, and Steinmetz
(1996) recorded neuronal activity from the ventrolateral thala-
mus, which receives input from the cerebellum, among other
areas of the brain. Learning-related neuronal activity was
recorded from the ventrolateral thalamus, and this activity was
abolished after cerebellar lesions. These data suggest that the
ventrolateral thalamus receives an efferent copy of learning-
related activity that is generated in the cerebellum—an efferent
copy that is perhaps used to integrate the learned movement
into the ongoing motor activity of the organism.

In agreement with other data suggesting a role for the
brain’s dopaminergic system in sensorimotor learning and in-
tegration, there is evidence that the dopamine system is acti-
vated during eye-blink conditioning. Kao and Powell (1988)
bilaterally infused 6-hydroxydopamine into the substantia
nigra and observed a retardation of both eye-blink conditioning
and heart-rate conditioning. The lesions produced significant
norepinephrine depletion in the nucleus accumbens, frontal
cortex, and hypothalamus and also produced dopamine deple-
tion in the caudate nucleus. Furthermore, the rate of condition-
ing was highly correlated with the level of dopamine found in
the caudate. In another study, White et al. (1994) recorded unit
activity from the neostriatum during eye-blink conditioning
(see also Richardson & Thompson, 1985). Neostriatal neurons
were responsive to the tones and air puffs used as CSs and USs,
respectively, and some neurons showed a CR-related pattern of
discharge with an onset that preceded the behavioral response.
Haloperidol, a dopamine antagonist, caused a disruption of be-
havioral and neural responding that appeared to be related to
CS intensity. This observation was consistent with an earlier
study that suggested a role for dopamine in CS processing
(Sears & Steinmetz, 1990). These data suggest that the neos-
triatum may be activated during eye-blink conditioning; con-
sistent with other studies (e.g., Schneider, 1987), the data
support the idea that the neostriatum may be modulating the
access of sensory inputs to motor output.

Finally, there has been a great deal of recent interest in the
role of the amygdala in learning and memory, especially in
processing emotional aspects (as discussed earlier). Given
that eye-blink conditioning is an aversive conditioning proce-
dure, it was reasonable to assume that the amygdala might be
activated during this type of learning. This appears to be
the case. Whalen and Kapp (1991) showed that stimulation of
the central nucleus of the amygdala increased the amplitude
of an eye-blink UR that was subsequently elicited by an air
puff US. Further, Weisz, Harden, and Xiang (1992) showed
that large electrolytic lesions of the amygdala disrupted the
maintenance of reflex facilitation of the eye-blink UR and



520 Biological Models of Associative Learning

retarded the acquisition of the eye-blink CR. These data sug-
gest that the amygdala may be involved in US processing,
perhaps in processing information concerning the aversive-
ness of the US (see Richardson & Thompson, 1984). This
would be compatible with other studies suggesting a role for
the amygdala in emotional processing (e.g., Hitchcock &
Davis, 1991; LeDoux, 1995). Consistent with this view,
Wagner and associates have developed a theoretical model
(AESOP; Wagner & Brandon, 1989) that incorporates both
emotive and sensory aspects of classical conditioning and
have presented considerable empirical evidence to support
the model (Brandon & Wagner, 1991).

In related work, Shors and associates have explored effects
of behavioral stress on processes of learning and memory
(Shors, 1998). In general, severe stress can markedly impair
performance in learning tasks that might be categorized as
declarative in rodents (Overmier & Seligman, 1967; see
Figure 18.1). This is perhaps consistent with the fact that
behavioral stress markedly impairs the subsequent induction
of LTP in the hippocampus (rat, CA1 slice; Foy, Foy, Levine,
& Thompson, 1990; Foy, Stanton, Levine, & Stanton, 1987;
Shors, Levine, & Thompson, 1990; Shors, Seib, Levine, &
Thompson, 1989). Indeed, these observations support the
view that LTP is a mechanism of declarative memory storage
in the hippocampus (Bliss & Collingridge, 1993). Shors,
Weiss, and Thompson (1992) discovered that stress actually
facilitates classical eye-blink conditioning in rats. It is inter-
esting that a much earlier literature reported a similar effect in
humans: High anxious subjects learn eye-blink conditioning
better than do low anxious subjects (Taylor, 1951). Shors sub-
sequently showed that this stress facilitation of conditioning
is sexually dimorphic, facilitating learning in males but
impairing learning in females. The facilitation in males in-
volves the amygdala, whereas the impairment in females is
dependent on activational influences of estrogen (Shors,
Beylin, Wood, & Gould, 2000; Shors, Lewczyk, Pacynski,
Mathew, & Pickett, 1998; Wood & Shors, 1998).

The Critical Involvement of the Cerebellum
in Eye-Blink Conditioning

The results of lesion studies involving the cerebral neocortex
and limbic system strongly suggested that the learning and
memory of classical eye-blink CRs was not critically depen-
dent on higher brain areas but more likely critically involved
lower brain stem areas. With this in mind, Thompson and col-
leagues used a variety of techniques, including systematic
lesion and recording methods, in an attempt to find regions of
the lower brain that were essential for the acquisition and per-
formance of eye-blink CRs. These experiments suggested a

critical role for the cerebellum in eye-blink conditioning and
launched 20 years of research that has strongly supported
these early results.

In early studies large aspirations of the cerebellum that
included cortex and the deep cerebellar nuclei were found
to abolish eye-blink CRs in rabbits trained before the lesion
and prevent acquisition of eye-blink CRs in rabbits trained
after the lesion (Lincoln, McCormick, & Thompson, 1982;
McCormick et al., 1981). Subsequent studies showed that
small electrolytic lesions (McCormick & Thompson, 1984a;
Steinmetz, Lavond, et al., 1992) as well as kainic acid lesions
(Lavond, Hembree, & Thompson, 1985) delivered to a dorso-
lateral region of the anterior interpositus nucleus on the side
ipsilateral to the training permanently abolished the learned
responses (Figure 18.8). There appears to be no recovery from
the cerebellar lesion (Steinmetz, Logue, & Steinmetz, 1992).
Lesions delivered to cerebellar cortex have produced mixed
results. Some investigators have reported that lesions deliv-
ered to cerebellar cortex abolished CRs (Yeo & Hardiman,
1992; Yeo, Hardiman, & Glickstein, 1985); others have re-
ported little or no effect of the lesion (Woodruff-Pak, Lavond,
Logan, Steinmetz, & Thompson, 1993); and others have re-
ported effects on the rate of acquisition and CR amplitude
(Lavond & Steinmetz, 1989) and CR timing (Perrett, Ruiz, &
Mauk, 1993). These lesion studies established that both the
interpositus nucleus and cerebellar cortex were critically in-
volved in eye-blink conditioning.

More recent studies using temporary inactivation tech-
niques such as muscimol infusion (Krupa, Thompson, &
Thompson, 1993) or cold probe cooling (Clark, Zhang, &
Lavond, 1992) have provided compelling evidence that the
cerebellum is necessary for eye-blink conditioning (Fig-
ure 18.9). In these studies, the region of the interpositus
nucleus was temporarily inactivated by either infusing mus-
cimol (which hyperpolarizes affected neurons) or by cooling
with a cold probe (which shuts down neural function). Inacti-
vation of the cerebellum after training abolished conditioned
responding for the duration of infusion or cooling. It is even
more interesting that when the cerebellum was inactivated
during training trials delivered to naive rabbits, the animals
showed no signs that paired training had been delivered. That
is, after several days of training while the cerebellum was
inactivated, no savings in acquisition were seen during sub-
sequent training when the inactivation was removed. One
would expect to see savings if essential neuronal plasticity
processes were active at other brain sites during training. Be-
cause no savings were seen, these studies provided very
strong evidence that the basic cellular processes important
for plasticity that underlie classical eye-blink conditioning
resided in the region of the cerebellum that was inactivated
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by the muscimol infusion or cold-probe cooling. These data
provide some of the most compelling evidence to date that
plasticity in the cerebellum is essential for classical eye-blink
conditioning.

Neural recording studies have also provided evidence
for the involvement of the cerebellum in encoding classical
eye-blink conditioning. Multiple- and single-unit recordings
made in the dorsolateral anterior interpositus nucleus have
shown patterns of neuronal spiking that correlated well with
the behavioral CR (Berthier & Moore, 1990; Gould &
Steinmetz, 1996; McCormick & Thompson, 1984b). Neurons
that respond to the CS or the US have been found along with
neurons that discharge in a pattern that, when summed, formed
amplitude-time course models of the behavioral response.
Moreover, the onset of interpositus nucleus spiking typically
preceded the behavioral response by 30 ms to 60 ms, a time in-
terval that can be accounted for by synaptic and neural pro-
cessing delays between the cerebellum and the motor nuclei
responsible for producing the CR. Recordings of Purkinje cell
activity in cerebellar cortex have also revealed learning-
related patterns of unit discharges (Berthier & Moore, 1986;
Gould & Steinmetz, 1996; Katz & Steinmetz, 1997). Some
cells show CS- or US-related activation patterns, whereas
other cells seem to fire in relation to the behavioral response.
Purkinje cells have been isolated that increase their firing
rate during the CS-US interval while other Purkinje cells

that have been isolated show decreases in their firing rate (see
King, Krupa, Foy, & Thompson, 2001; Thompson, 1986).
These recording studies provide additional supportive evi-
dence for the involvement of both cerebellar cortex and the
interpositus nucleus in eye-blink conditioning. Specifically,
the patterns of action potentials recorded in both the nucleus
and the cortex appear to be encoding the delivery of the CS
and US used during training as well as the learned response
that is executed.

The essential stimulus pathways used in projecting the CS
and US used in eye-blink conditioning from the periphery to
the cerebellum have been delineated. On the CS side, it ap-
pears that CSs are projected to the basilar pontine nuclei,
which send mossy fiber projections to the interpositus nucleus
as well as to the cerebellar cortex (Figure 18.8). The basic CS
pathway was established by stimulation, lesion, and record-
ing studies. For example, CS-related responses were evoked
in discrete regions of the pontine nuclei, and lesions delivered
to these regions abolished conditioned responding (Steinmetz
et al., 1987). Microstimulation delivered to these same re-
gions could be substituted for the peripherally administered
CS, and robust conditioning was produced (e.g., Steinmetz,
1990; Steinmetz, Rosen, Chapman, Lavond, & Thompson,
1986; Tracy, Thompson, Krupa, & Thompson, 1998). The es-
sential US appears to involve a projection from the region of
the eye where the US is delivered to the trigeminal nucleus,

Figure 18.9 Simplified schematic of the essential brain circuitry involved in eye-blink conditioning. Shadowed boxes represents areas that have been reversibly
inactivated during training (see text for details). (a) Inactivation of the motor nuclei including facial (seventh) and accessory sixth. (b) Inactivation of magnocel-
lular red nucleus. (c) Inactivation of dorsal aspects of the interpositus nucleus and overlying cerebellar cortex. (d) Inactivation of ventral interpositus and of white
matter ventral to the interpositus. (e) Inactivation of the superior cerebellar peduncle (scp) after it exits the cerebellar nuclei. From Thompson and Krupa (1994).
Reprinted with permission from the Annual Review of Neuroscience, Volume 17 © 1994 by Annual Reviews www.AnnualReviews.org.
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which sends projections to a discrete region of the dorsal ac-
cessory inferior olive (R. Gellman, Houk, & Gibson, 1983).
The inferior olive, in turn, sends climbing fiber projections
to the cerebellar cortex and the deep cerebellar nuclei (Fig-
ure 18.9). Again, recording, stimulation, and lesion studies
were used to establish the connectivity in the US system.
Neurons in the dorsal accessory inferior olive were found to be
responsive to stimulation of the face, including to presentations
of a corneal air puff (Sears & Steinmetz, 1991). Lesions of the
inferior olive caused extinction (McCormick, Steinmetz, &
Thompson, 1985; Voneida, Christie, Bogdanski, & Chopko,
1990; see also later) or abolition (Yeo, Hardiman, & Glickstein,
1986) of conditioned responding, whereas stimulation of
the inferior olive, which produced a variety of discrete re-
sponses including eye blinks (depending on precise location
of the stimulation), could be substituted for peripheral US to
produce robust conditioning (Mauk, Steinmetz, & Thompson,
1986).

The most popular models concerning the cerebellar basis of
classical eye-blink conditioning hypothesize that plasticity that
is crucial for acquisition and performance of the eye-blink CRs
occurs in the cerebellar cortex, the deep cerebellar nuclei, or
both regions where a convergence of CS and US input occurs
(e.g., Steinmetz, Lavond, & Thompson, 1989; R. F. Thompson,
1986). There is ample electrophysiological and anatomical ev-
idence for convergence of the CS and US in the cortex and deep
nuclei of the cerebellum (e.g., Gould, Sears, & Steinmetz,
1993; Steinmetz & Sengelaub, 1992). At this point, it is as-
sumed that paired CS-US presentations somehow produce
changes in the firing rate of interpositus neurons, either inde-
pendently or with critical input from cerebellar cortex, which
in turn affects nuclei downstream. In essence, current models
assume that before conditioning the CS is not capable of acti-
vating cerebellar neurons in a manner that would drive brain
stem motor nuclei responsible for the CR.After paired training,
however, the firing rates of cerebellar neurons are thought to
change such that the CS is now capable of activating brain stem
motoneurons involved in conditioned blinking.

The critical CR pathway between the cerebellum and the
peripheral eye-blinking musculature has been worked out.
Axons from the principle cells of the interpositus nucleus
cross the midline and innervate the neurons in the magnocel-
lular region of the red nucleus via the superior cerebellar pe-
duncle (Figure 18.9). Lesions of the peduncle completely
abolish the eye-blink (and limb flexion) CRs (McCormick,
Guyer, & Thompson, 1982; Voneida, 2000). Similarly, lesions
of the red nucleus have been shown to result in eye-blink CR
abolition (e.g., Haley, Thompson, & Madden, 1988), and
learning-related neuronal activity has been recorded from the
red nucleus (Chapman, Steinmetz, Sears, & Thompson, 1990;

Desmond & Moore, 1991). Red nucleus output cells then pro-
ject axons back across midline and make synaptic contact on
neurons in the variety of cranial nerve nuclei (Figure 18.9)
involved in generating the eye-blink CR (and UR, for that
matter).

Wagner and Donegan (1989), incidentally, showed how a
theoretical model of classical conditioning, the sometimes-
opponent-process (SOP) model, maps very closely onto the
empirical model of the cerebellar circuitry essential for
classical conditioning of discrete responses developed by
Thompson and associates shown in Figures 18.8 and 18.9.

Interestingly, there is good evidence that in addition to pro-
jecting information to the red nucleus, output from the inter-
positus nucleus also feeds back on the CS and US pathways.
Inhibitory projections from the deep nuclei to the dorsal ac-
cessory olive have been found (e.g., Andersson, Garwicz, &
Hesslow, 1988), and it is known that when CR-related inter-
positus activity occurs, the inferior olive is inhibited such that
US-related activity is not passed to the cerebellum (Sears &
Steinmetz, 1991). On the CS side, there are known projections
from the interpositus nucleus to the basilar pontine nuclei
(likely excitatory), and that CR-related activation of the inter-
positus may, for some as of yet undetermined reason, project a
copy of the CR to the CS input pathway during conditioning
(Bao, Chen, & Thompson, 2000; Clark, Gohl, & Lavond,
1997). It is likely that the projections from the interpositus nu-
cleus to the CS and US input pathways to the cerebellum are
important for response timing and response topography and
also may be responsible for some higher order variations of
eye-blink conditioning, such as blocking (see Kim, Krupa, &
Thompson, 1998).

Most studies conducted over the last five years or so have
been designed to test various aspects of the general model of
cerebellar involvement in eye-blink conditioning that were
just presented. These studies have examined relationships
between cerebellar cortical and nuclear involvement in the
acquisition and performance of eye-blink conditioning and
have begun the process of delineating neuronal processes that
may be involved in establishing and maintaining plasticity
that is associated with learning.

Many researchers have suggested that long-term depres-
sion (LTD) may play an important role in the acquisition and
performance of classically conditioned eye-blink responses
(e.g., R. F. Thompson, 1986). Long-term depression is a rela-
tively long-term suppression of cerebellar Purkinje-cell ex-
citability that is produced when climbing fibers and parallel
fibers (which receive input from mossy fibers) are conjointly
activated (e.g., Ekerot & Kano, 1985; Ito, 1989). Evidence
suggests that LTD occurs through the desensitization of
quisqualate receptors on Purkinje cells that receive synaptic
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contact from parallel fiber inputs (e.g., Hemart, Daniel,
Jaillard, & Crepel, 1994). It has been proposed that the mossy-
fiber CS and climbing-fiber US used in classical eye-blink
conditioning converge on Purkinje cells in cerebellar cortex
and that LTD results from their coactivation (R. F. Thompson,
1986). Because Purkinje cells inhibit deep nuclear cells to
which they send axons, the net effect of the Purkinje cell sup-
pression would be an increase in excitability in the deep nuclei
that could allow for the expression of eye-blink CRs through
activation of lower motor nuclei. Indirect evidence for a role
for LTD in eye-blink conditioning exists. First, convergence
of CS and US from mossy-fiber and climbing-fiber sources,
respectively, has been anatomically and electrophysiologi-
cally established in regions of cerebellar cortex (Gould et al.,
1993; Steinmetz & Sengelaub, 1992). Second, recordings
from Purkinje cells have shown that some of the neurons
demonstrate a conditioning-related decrease in firing rate,
as would be expected if LTD occurred as a result of condition-
ing (Berthier & Moore, 1986; Gould & Steinmetz, 1996).

Schreurs and colleagues intracellularly recorded from
rabbit cerebellar slices to study directly the relationship be-
tween LTD and conditioning. In an initial study they showed
a conditioning-specific increase in the excitability of Purk-
inje-cell dendrites in slices taken from cerebellar cortical lob-
ule HVI without significant changes in dendritic membrane
potential or input resistance (Schreurs, Sanchez-Andres, &
Alkon, 1991). Although this initial result supported the idea
that learning-specific plasticity took place in Purkinje cells, a
decrease in excitability was not seen, as would be expected if
LTD occurred. The increase in excitability did, however, ex-
plain earlier studies that showed a large number of learning-
related excitatory responses recorded extracellularly from
Purkinje cells of awake rabbits. Other studies showed that the
increase in dendritic excitability of Purkinje cells was a result
of alternations in a specific potassium channel (Schreurs,
Gusev, Tomsic, Alkon, & Shi, 1998; Schreurs, Tomsic,
Gusev, & Alkon, 1997).

Using direct stimulation of parallel fibers and climbing
fibers, Schreurs and colleagues have produced an LTD effect
in the cerebellar slice preparation (Schreurs & Alkon, 1993).
In the presence of the GABA antagonist bicuculline, LTD
was produced when climbing fibers were stimulated before
parallel fibers, but no response depression was seen when the
parallel-fiber stimulation preceded the climbing-fiber stimu-
lation (as is hypothesized to occur during eye-blink condi-
tioning). Depression could be obtained in the absence of
bicuculline, however, when parallel fibers were stimulated in
the presence of a depolarizing current that induced local,
calcium-dependent dendritic spikes. Schreurs, Oh, and Alkon
(1996) did produce a form of long-term reduction in Purkinje

cell excitatory postsynaptic potentials (EPSPs) when parallel
fibers were stimulated before climbing fibers were. The au-
thors presented trains of stimulation for durations that mim-
icked conditioning in the intact rabbit. In fact, the trains were
presented in nonoverlapping fashion. Consistent depression
of EPSP peak amplitude was seen in the slice recordings
when parallel fiber stimulation preceded climbing fiber stim-
ulation but not when unpaired stimulations were delivered. In
total, these data demonstrate that depending on the order and
parameters of stimulation, both increases and decreases in
excitability can be seen in Purkinje cells as a result of con-
joint activation of parallel (mossy) fibers and climbing fibers.
These results provide some direct evidence that cerebellar
neurons are capable of showing associative plasticity that
could at least in part account for eye-blink conditioning.

Other studies have demonstrated a role for glutamate
receptors in plasticity processes associated with eye-blink
conditioning. Hauge, Tracy, Baudry, and Thompson (1998)
used quantitative autoradiography to examine changes in
the ligand binding properties of alpha-amino-3-hydroxy-
5-methyl-4-isoxazoleproprionic acid (AMPA) receptors fol-
lowing eye-blink conditioning that was established by pairing
a pontine stimulation CS with and an air puff US. Preincuba-
tion at 35 °C produced significant decreases inAMPAbinding,
whereas unpaired CS-US presentations produced no signifi-
cant effect. These data indicated that eye-blink conditioning is
associated with a modification of AMPA-receptor properties
in the cerebellum, modification in a direction that is compati-
ble with the hypothesis that LTD is involved in the condition-
ing process. This hypothesis was further supported byAttwell,
Rahman, Ivarsson, and Yeo (1999), who used 6-cyano-7-
nitroquinoxaline-2,3-dione (CNQX) infusions into cerebellar
cortical lobule HVI to reversibly block AMPA-kainate recep-
tors. Conditioned responses were reversibly blocked by the in-
fusion, thus suggesting that cortical AMPA receptors were
important for the expression of eye-blink CRs.

Other studies have examined the role of NMDA receptors
in the interpositus nucleus in eye-blink conditioning. A num-
ber of studies had demonstrated that systemic injections of
the noncompetitive NMDA antagonist MK-801 or PCP and
the competitive NMDA antagonist CGP-39551 impaired the
acquisition of classical eye-blink conditioning in rabbits and
rats but did not affect the performance of the learned re-
sponse (e.g., Robinson, 1993; Servatius & Shors, 1996; L. T.
Thompson & Disterhoft, 1997). Chen and Steinmetz (2000a)
further demonstrated that direct infusions of AP5, an NMDA
receptor antagonist, in the region of the interpositus nucleus
retarded the rate of conditioning but had little, if any, effect
on the number of CRs emitted when infused after learning
had taken place (although there was an indication that
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response timing in some rabbits was affected by the AP5 in-
fusions). These studies suggest that NMDA receptors may
play a role in the acquisition of classically conditioned eye-
blink responses, a result that is compatible with a variety of
literature suggesting a rather ubiquitous role for NMDA
receptors in plasticity processes.

There is also evidence that protein synthesis in the cerebel-
lum is involved in eye-blink conditioning. Bracha et al. (1998)
showed that microinjections of anisomycin, a general protein
synthesis inhibitor, into the intermediate cerebellum near the
interpositus nucleus impaired the acquisition of conditioning.
The anisomycin had no effect on the expression of CRs when
infused after asymptotic response levels had been reached.
Gomi et al. (1999) further showed that infusion of the tran-
scription inhibitor actinomycin D into the interpositus nu-
cleus of rabbits reversibly blocked the learning but not
the performance of eye-blink CRs. In this study, using
differential-display polymerase chain reaction (PCR) analysis
of interpositus RNAs from trained and control rabbits, they
also demonstrated the existence of a 207-base-pair (bp) band
that was induced by the conditioning and revealed that train-
ing had increased expression of KKIAMRE, a cdc2-related
kinase, in interpositus neurons. This result was in agreement
with a recent report by Chen and Steinmetz (2000b) that pro-
vided evidence that direct infusions of H7, a general protein
kinase inhibitor, impaired the acquisition but not the retention
of eye-blink CRs. Together, these data provide strong support
for the idea that protein synthesis and, more specifically, pro-
tein kinase activity in the interpositus nucleus are involved in
the acquisition of CRs.

New behavioral and molecular genetics techniques have
proven useful for advancing our understanding of cellular
processes that might underlie classical eye-blink condition-
ing. Chen, Bao, Lockard, Kim, and Thompson (1996) showed
that partial learning could be seen in Purkinje cell-degenera-
tion (pcd) mutant mice that were given classical eye-blink
conditioning trials. Lesions of the interpositus nuclei of the
pcd mice, however, produced complete response abolition,
thus demonstrating that some residual learning appears
to take place in the interpositus nucleus (Chen, Bao, &
Thompson, 1999). Qiao et al. (1998) showed a severe deficit
in the acquisition of classical eye-blink conditioning in the
spontaneous ataxic mutant mouse stargazer that have a selec-
tive reduction of brain-derived neurotrophic factor (BDNF)
mRNA expression in the cerebellum. Impaired eye-blink con-
ditioning was also observed in the waggler mutant, which
also has a selective deficit in BDNF expression involving
cerebellar granule cells (Bao, Chen, Qiao, Knusel, & Thomp-
son, 1998). These data suggest that BDNF may play a role in
plasticity processes that underlie eye-blink conditioning.

The data concerning cellular processes involved with eye-
blink conditioning seem to suggest that important plasticity
processes associated with the learning of this simple, discrete
response involve neurons in both cerebellar cortex and the
deep cerebellar nuclei. Indeed, it is likely that interactions be-
tween cortical and nuclear areas, along with conditioning-
related feedback from the cerebellum onto the essential CS
and US pathways that project information to the cerebellum,
are involved in generating CRs. Some studies designed to
examine these interactions are underway, and it is likely that
many more will be undertaken in the next several years.

Using Classical Eye-Blink Conditioning to Study Other
Behavioral and Neural Phenomena

Many investigators have recognized the usefulness of classi-
cal eye-blink conditioning for studying other behavioral and
neurological phenomena such as development, aging, neuro-
logical impairment, and behavioral and psychological
pathologies. Given the well-delineated behavioral bases of
this simple form of learning as well as the emerging details
concerning the neural substrates that underlie the behavioral
plasticity, there has been a growing interest in using eye-
blink conditioning to explore a host of basic science issues
related to learning and memory as well as a number of clini-
cal and applied phenomena.

Stanton and his colleagues have used eye-blink condition-
ing to describe the development of associative learning in rats
(see Stanton & Freeman, 2000, for review). Using techniques
developed by Skelton (1988) for classically conditioning the
eye-blink response of freely moving rats, Stanton and his col-
leagues have conducted a series of studies that have explored
the ontogeny of associative learning in the developing rat. For
example, they have shown that the development of condition-
ing parallels the development of the cerebellum: postnatal
day (PND) 17 rats do not show evidence of conditioning;
PND 20 rats show moderate amounts of learning; and PND
24 rats demonstrate rather robust learning.

At the other end of the life cycle, eye-blink conditioning has
been effectively used to study aging in humans and in animal
models. Studies have shown that in both humans and non-
human animals, age-related changes in conditioning can be
seen when either the delay or trace conditioning procedure
is used (e.g., Woodruff-Pak, Lavond, Logan, & Thompson,
1987; Woodruff-Pak & Thompson, 1988). Further, age-related
deficits in conditioning seem to parallel age-associated
changes in brain structures that are critical for eye-blink
conditioning, such as the cerebellum and hippocampus (see
Woodruff-Pak & Lemieux, 2001, for review). In addition,
research by Woodruff-Pak and her colleagues has shown that



Classical and Instrumental Conditioning of Discrete Responses 525

classical eye-blink conditioning is a very sensitive indicator
and predictor of Alzheimer’s disease, a degenerative brain dis-
order that is known to affect brain regions that are important for
eye-blink conditioning (see Woodruff-Pak, 2000, for review).

Classical eye-blink conditioning has proven useful for
the study of neurological and psychological impairments.
For example, Daum and colleagues have shown that persons
with cerebellar damage show impaired eye-blink condition-
ing (Daum et al., 1993) but not persons with other neurologi-
cal impairments, including temporal lobe lesions (Daum,
Channon, & Gray, 1992), Parkinson’s disease, and Hunting-
ton’s disease (see Schugens, Topka, & Daum, 2000, for re-
view). At least some persons with autism are thought to have
cerebellar cortical pathologies; and as predicted, deficits
in classical eye-blink conditioning have been reported in
some persons with autism (Sears, Finn, & Steinmetz, 1994).
Specifically, persons with autism show greatly facilitated
rates of conditioning and mistimed CRs, which may be due to
the pathology in cerebellar cortex and the hippocampus that
has been reported. A similar pattern of responding has been
reported for individuals with schizophrenia who have been
given eye-blink conditioning trials (Sears, Andreasen, &
O’Leary, 2000). Finally, eye-blink conditioning has been used
to test the basic idea that persons with obsessive-compulsive
disorder (OCD) generally acquire aversively motivated CRs
more rapidly than do other persons. Tracy, Ghose, Stetcher,
McFall, and Steinmetz (1999) showed that under some con-
textual situations persons with OCD show an extremely rapid
acquisition of eye-blink CRs, which supports the idea that
these individuals may be sensitive to aversive CRs.

All of these examples demonstrate the great utility of eye-
blink conditioning in testing hypotheses concerning behav-
ioral and neural function, a utility that is due to the impressive
database that has been assembled concerning behavioral and
neural correlates of this simple form of associative learning.

Classical Conditioning of Other Discrete Responses

Although classical eye-blink conditioning has certainly been
the most popular paradigm for studying the conditioning of
discrete somatic responses, over the years classical condi-
tioning of other response systems has been attempted.

In an early attempt to evaluate the potential role of the
inferior colliculus in classical conditioning, Halas and
Beardsley (1970) classically conditioned the hind-limb flex-
ion responses of four cats while recording neural activity
from the inferior colliculus. Training consisted of paired pre-
sentations of a tone CS with a mild electrical shock to the
hind paw as a US. In the same cats they also delivered some
instrumental conditioning trials where a leg flexion resulted

in avoidance of the shock US. Halas and Beardsley reported
largely negative results: For three cats the CS produced an in-
hibition of collicular activity that was not modified by train-
ing. For one cat CR-related activity was observed during
instrumental but not classical conditioning trials.

Several researchers have studied forelimb flexion condi-
tioning in the cat. Tsukahara and associated conducted a series
of studies aimed at delineating the involvement of corti-
corubrospinal system in classical conditioning of forelimb
flexion in cats (e.g., Tsukahara, Oda, & Notsu, 1981). In their
studies the CS was electrical stimulation that was delivered to
the cerebral peduncle, and the US was an electric shock deliv-
ered to the skin of the forelimb. Tsukahara and his colleagues
used this preparation to study possible conditioning-related
plasticity in the corticorubral system.

Voneida and colleagues have also classically conditioned
the limb-flexion response in cats by pairing a tone CS and a
mild electric shock to the forelimb as a US (Voneida et al.,
1990). They have explored the involvement of the olivocere-
bellar system in encoding classical forelimb conditioning by
delivering lesions to various regions of the inferior olivary
complex. Rostromedial olivary lesions, which included spino-
olivary and cortico-olivary forelimb projection zones and the
olivocerebellar projection area, produced extinction and se-
vere deficits in conditioned responding. This result parallels
nicely the results of olivary lesion studies during eye-blink
conditioning in the rabbit (McCormick et al., 1985; Yeo,
Hardiman, & Glickstein, 1986).

Finally, Marchetti-Gauthier, Meziane, Devigne, and
Soumireu-Mourat (1990) examined the effects of bilateral
lesions of the cerebellar interpositus nucleus on forelimb flex-
ion conditioning in mice. They used lights and tones as CSs
and an electric shock delivered to the forelimb as a US. The
mice were restrained in Plexiglas restraint boxes, and forelimb
flexion responses were measured using EMG methods. These
researchers showed that bilateral lesions of the interpositus
nucleus prevented conditioning. However, unlike previous
rabbit studies (e.g., Steinmetz, Lavond, et al., 1992), in which
bilateral lesions of the interpositus nucleus were delivered
after training, no effects of the lesions could be detected in
their paradigm. They concluded that in the mouse the inter-
positus nucleus was necessary for acquisition, but not reten-
tion, of classically conditioned forelimb flexion, a most
puzzling result and conclusion.

Classical Jaw-Movement Conditioning

In the 1960s Gormezano and colleagues developed a rabbit-
appetitive classical conditioning procedure that involves
recording a relatively discrete jaw-movement response
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(e.g., Coleman, Patterson, & Gormezano, 1966; Sheafor &
Gormezano, 1972; Smith, DiLollo, & Gormezano, 1966). In
this procedure a light or tone CS is paired with a rewarding
intraoral water (or saccharin) US. The water US causes a
rhythmic jaw movement that is related to consumption. After
repeated pairings with the appetitive US, the CS eventually
becomes capable of eliciting the jaw-movement response in
the absence of the US. In behavioral studies this procedure
has proven useful for studying motivational factors that are
associated with conditioning. For example, water deprivation
prior to conditioning can produce a different motivational
state for jaw-movement conditioning and hence alter the rate
of acquisition (e.g., Mitchell & Gormezano, 1970). More im-
portant for our discussion here, classical jaw-movement con-
ditioning has been effectively used to study the neural bases
of simple appetitive learning (for reviews, see Berry, Seager,
Asaka, & Borgnis, 2000; Berry, Seager, Asaka, & Griffin,
2001).

Critical CS and US pathways for jaw-movement condi-
tioning have not been delineated. Although the motor path-
ways for jaw-movement conditioning have not been worked
out in as much detail as those for eye-blink conditioning, it
is assumed that the trigeminal nucleus, which controls the
muscles of mastication (Donga, Dubuc, Kolta, & Lund,
1992), is chiefly involved in generating the UR and CR for
this type of learning. The trigeminal is thought to be heavily
influence by neocortical and other higher input in the genera-
tion of the jaw-movement response, perhaps accounting for
the relatively complex rhythmic response pattern that is seen
(Dellow & Lund, 1971). Thus, important differences between
jaw-movement conditioning and eye-blink conditioning are
already apparent—the jaw-movement response is relatively
more complex and appears not to involve the cerebellum.
This was demonstrated in a study published by Gibbs (1992),
who showed that lesions of the interpositus nucleus com-
pletely abolished eye-blink CRs but had no affect on jaw-
movement CRs recorded from the same rabbits.

Berry and colleagues have conducted an extensive series
of studies on the involvement of the hippocampus in this type
of appetitive learning. In multiple- and single-unit recording
studies they have shown that pyramidal cells in the CA1 area
of the hippocampus increased their firing rates over training
(e.g., Oliver, Swain, & Berry, 1993; Seager, Borgnis, &
Berry, 1997). Berry and colleagues compared hippocampal
firing patterns recorded on eye-blink conditioning and jaw-
movement conditioning trials by using a discrimination
procedure that employed two tones to differentiate air-puff
US and water US trials (see Berry et al., 2000). Although
excitatory patterns of responding are generally seen, the pat-
terns of spiking during jaw-movement conditioning (i.e., the

magnitude, duration, frequency, and rhythmicity of spiking)
were somewhat different than that seen during eye-blink
conditioning.

Berry and associates have also successfully used the jaw-
movement conditioning procedure to study aging effects as
well as cholinergic brain function. Consistent with data from
eye-blink conditioning experiments (Woodruff-Pak et al.,
1987), they observed that 40- to 49-month-old rabbits were
slower to acquire the conditioned jaw-movement response
than were 3- to 7-month-old rabbits (Seager et al., 1997).
Deficits in hippocampal unit activity were also seen in the
aged rabbits. Early in training, young rabbits showed signifi-
cantly great hippocampal activity just prior to US onset, and
the magnitude of this activity was highly correlated with the
rate of learning. The rhythmic CRs recorded in the aging rab-
bits were found to be of a significantly lower frequency than
younger rabbits, but no difference in UR rhythmicity was ob-
served. This suggested that the effect of aging was on a neural
system that somehow modulated the central pattern generator
during CRs, but not URs.

Given previous data indicating an involvement of
disruptions of cholinergic systems in aging effects, Berry and
colleagues have also studied the effects of cholinergic
impairment on jaw-movement conditioning. They found
many parallels between aging effects and cholinergic impair-
ment. For example, subcutaneous injections of cholinergic
blockers (e.g., scopolamine hydrobromide) resulted in longer
acquisition times and also the suppression of conditioning-
related hippocampal activity (Salvatierra & Berry, 1989).
Further, the cholinergic blocker selectively decreased the
frequency of CR rhythmicity similar to the level seen in aged
rabbits.

The hippocampal recording, aging, and pharmacologi-
cal studies described here illustrate the potential usefulness
of the classical jaw-movement conditioning procedure for
studying the neural bases of the associative learning of dis-
crete responses. It is clear that among other things, the major
use of this procedure may be in delineating similarities and
differences between appetitive and aversive conditioning
processes.

Neural Substrates of the Instrumental Conditioning
of Discrete Responses

Instrumental conditioning procedures have also been used to
advance our understanding of the neural bases of simple as-
sociative learning. While formally similar to classical condi-
tioning procedures (e.g., discrete stimuli are typically used
and discrete responses are recorded), instrumental condition-
ing differs from classical conditioning in one important
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respect—the response made by the organism affects the de-
livery of the stimuli used in training. Avoidance conditioning
best illustrates the difference between classical and instru-
mental conditioning. In classical eye-blink conditioning, a
US is presented after the CS regardless of whether the subject
generates a CR. This task can easily turn into an instrumental
task by introducing a contingency between the subject’s
response and the presentation of the US. For example, in in-
strumental eye-blink conditioning the US is withheld if the
subject executes a CR prior to when the US would normally
occur.

Gabriel and colleagues have used an instrumental condi-
tioning procedure to explore extensively the involvement of
the forebrain and other structures in simple associative learn-
ing (see Gabriel & Talk, 2001, for review). Their procedure,
known as discriminative instrumental avoidance learning, is
an adaptation of a procedure first described by Brogden and
Culler (1936). Rabbits are placed in a large rotating wheel ap-
paratus. Two CSs (typically tones of two different frequen-
cies) are presented. One tone frequency (the CS+ ) is initially
followed by a foot-shock US, whereas the second tone fre-
quency (the CS– ) is presented alone. If the rabbit steps for-
ward (thus turning the wheel) after tone onset but before
shock onset, the shock is not delivered (i.e., the rabbit has
successfully avoided the shock). Over several trials, the rab-
bit learns to respond to the CS+ and ignore the CS– . More
recently, Gabriel and colleagues developed an appetitive pro-
cedure that parallels the aversive task. In this task the rabbits
can receive a reward by approaching and making oral contact
with a drinking spout that is presented for a period of time
after CS+ presentation. The reward is not delivered if spout
contact is made after CS– presentation. In an elegant series
of studies, Gabriel and colleagues have recorded brain activ-
ity from a variety of brain regions during these forms of
learning and have thus described to a large extent the neural
systems involved in this learning.

Gabriel and colleagues have described the neural sys-
tem involved in discriminative instrumental avoidance
(and approach) learning as functional modules (Freeman,
Cuppernell, Flannery, & Gabriel, 1996; Gabriel & Talk,
2001). Unlike eye-blink conditioning, in which relatively few
critical sites for CS-US convergence appear to exist (and most
seem to be in the cerebellum), Gabriel and colleagues have
proposed that there are many CS-US convergence sites for
discriminative instrumental learning, each of which has a
rather unique and necessary function for learning to take
place. Other CS-US convergence sites are thought to have im-
portant modulatory functions. These various sites are referred
to as modules, and each module is assumed to receive CS and
US input during learning as well as input from other modules.

In an extensive and comprehensive series of studies con-
ducted over the last 25 years or so, Gabriel and colleagues
have used mainly lesion and neural recording methods to de-
fine and study the modules involved in this type of instru-
mental learning. An in-depth review of the impressive data
set is beyond the scope of this chapter, but a few generalities
concerning their findings can be raised. First, the cingulate
cortex and associated thalamic nuclei play a very important
role in this learning (e.g., Freeman & Gabriel, 1999; Gabriel,
1990; Gabriel, Sparenborg, & Kubota, 1989). These areas
seem to comprise a module that is specialized for processing
associative attention and also retrieval of information in re-
sponse to the presentation of task-relevant cues. The involve-
ment of the hippocampus in this type of instrumental learning
has also been evaluated (e.g., Kang & Gabriel, 1998). Lesion
and recording studies seem to suggest that the hippocampus
is a module that is involved in context-based retrieval (i.e.,
processing the context in which the simple associative cue-
based learning occurs). A third major module that has been
defined involves the amygdala, which Gabriel and colleagues
have identified as important for initiating learning-relevant
plasticity in other areas of the brain (e.g., Poremba & Gabriel,
1999). This idea is compatible with the view championed by
McGaugh and his colleagues that amygdala efferents are in-
volved mainly in the establishment of memory in a host of
nonamygdalar brain areas (e.g., McGaugh & Cahill, 1997).

There appears to be little, if any, overlap in the neural cir-
cuitry that encodes classical eye-blink conditioning and dis-
criminative avoidance learning. In two collaborative studies
Gabriel and colleagues and Steinmetz and colleagues evalu-
ated the effects of cerebellar lesions (Steinmetz, Sears, Gabriel,
Kubota, & Poremba, 1991) and limbic thalamus lesions
(Gabriel et al., 1996) on the two procedures. A complete disso-
ciation of lesion effects was observed: Lesions of the interposi-
tus nucleus completely abolished classical eye-blink CRs but
had no effect on the discriminative avoidance learning,
whereas lesions of the limbic thalamus severely impaired dis-
criminative avoidance learning but had no effect on classical
eye-blink conditioning. Differences in the two learning tasks
most likely account for the observed dissociation. The avoid-
ance task involves a relatively complex, goal-directed move-
ment in a discriminative context. The classical conditioning
task involves a relatively discrete movement in a nondiscrimi-
native context. Also, the interstimulus intervals for the two
tasks are widely different—the CS-US interval for the instru-
mental learning task is usually greater than 5 s, whereas the
CS-US interval for the classical conditioning task is never
more than 2 se(and more often in the range of 250–500 ms).

Steinmetz and colleagues have recently developed an
instrumental bar-press conditioning procedure in rats that has
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been successfully used to study behavioral, neural, and phar-
macological phenomena (Steinmetz et al., 1993). In the aver-
sive version of this task, a tone CS is presented for a period of
time, and rats are required to press a response bar during the
tone presentation to avoid a mild foot-shock US. A bar
press made during the shock presentation terminates the
shock, thus allowing an escape response. In the appetitive
version of this task, a tone CS is presented for a period of
time, and rats receive a food pellet reinforcement if they press
the response bar while the tone is on. This preparation has
been used in within-subject design experiments. The same rat
is trained in both the aversive and appetitive versions of the
task using the same tone CS, the same training context, and
the same response requirements (i.e., in essence, the only dif-
ference between the appetitive and aversive training is the
consequences of the bar press). Variations of the task have
also been used such as training using a discriminative stimu-
lus to signal appetitive and aversive trials, training on partial
or delay reinforcement schedules, and training in conjunction
with autonomic recording.

In an initial study Steinmetz et al. (1993) demonstrated that
bilateral lesions of the cerebellar interpositus nuclei prevented
learning of the aversively motivated bar-press learning when
relatively short tone presentation intervals were used. The
same rats could acquire the appetitive task normally, thus
demonstrating that the lesion-induced deficit was not sensory
or motor in nature. This within-subject instrumental learning
procedure has also been used successfully to study basic ap-
proach and avoidance learning in rats that were bred specifi-
cally for alcohol preference (e.g., Blankenship, Finn, &
Steinmetz, 1998, 2000) as well as in studies by Garraghty and
colleagues designed to assess cognitive impairments associ-
ated with the administration of antiepileptic compounds
(Banks, Mohr, Besheer, Steinmetz & Garraghty, 1999).

CONCLUSION

Study of the brain substrates of learning and memory is at a
most exciting stage. We are rapidly gaining an appreciation
of the neural circuits and pathways that form the essential
substrates for different forms of learning and memory. On the
other hand, analyses of the basic mechanisms of synaptic
plasticity, LTP, and LTD are proceeding rapidly. At present,
these mechanisms are viewed by many as the most likely
candidates for memory storage in the brain (Baudry, Davis, &
Thompson, 2000; Bliss & Collingridge, 1993; but see Shors
& Matzel, 1997). However, these two approaches have yet to
meet. At present, LTP and LTD are mechanisms in search of
phenomena, and the various forms of learning and memory

are phenomena in search of mechanisms. It is our fervent
hope that the two will meet. The fundamental problem, posed
by Karl Lashley in 1929, remains that in order to analyze
mechanisms of memory storage, it is first necessary to local-
ize the sites of storage in the brain. This is now close to being
accomplished for simpler forms of learning in mammals:
classical conditioning of fear (amygdala) and discrete behav-
ioral responses (cerebellum). Only when this has been done
can we build a tight causal chain from, for example, LTP in
the amygdala or LTD in the cerebellum to the behavioral ex-
pression of memory. The problem is more severe in the hip-
pocampus, a structure that prominently displays LTP and
LTD and is clearly necessary for declarative-experiential
storage (and retrieval) in humans and seemingly in other
mammals as well. Virtually nothing is known about the read-
out, the neural circuitry, from hippocampus to behavioral
expression of memory.

To return to molecular biology, the bases of LTP, LTD, and
other aspects of synaptic plasticity are likely to be understood
in detail at the biochemical, structural, and genetic levels in the
next decade or so. Assume for the moment that LTP and LTD
are the mechanisms of memory storage in the mammalian
brain. Having established this, will we understand memory
storage in the brain? The answer is clearly no. All LTP and
LTD do is to increase or decrease transmission of information
at the synapses where they occur. The nature of the memories
so coded is determined entirely by particular complex neural
circuits in the brain that form the memories. Molecular-
genetic analysis can someday tell us the nature of the mecha-
nisms of memory storage and perhaps even the loci of storage,
but it can never tell us what the memories are. Only a detailed
characterization of the neural circuitries that code, store, and
retrieve memories, the focus of this chapter, can do this.
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EARLY VIEWS ON MULTIPLE MEMORY SYSTEMS

The notion that there is more than one kind of memory is an
old one, richly woven into the history of theorizing and re-
search in philosophy, psychology, and neuroscience. In 1804
the French philosopher Maine de Biran proposed what may be
the first formal theory of multiple memory systems. He
viewed all cognition and memory as based on a fundamental
mechanism of habit, a concept similar to the current term
association. In his proposal, habits were simple and automatic
mechanisms, but they had a broad applicability. Habits were
viewed as mediating acquired behaviors that operate
independently of conscious control and conscious recollec-
tion. In addition, the habit mechanism was also viewed as the
basis for more complex, consciously mediated aspects of
memory. Main de Biran elaborated his scheme into three
distinct forms of memory, each based on the fundamental
habit mechanism but also distinct in its contents and pro-
perties. One form was called representative memory, charac-
terized as expressed in the conscious recollection of a
“well-circumscribed idea.” The second, designated mechani-
cal memory, refers to situations in which the habit mechanism
does not generate a recalled idea, but instead only a facilitation
of the repetition of a movement. Finally, sensitive memory
refers to when the habit mechanism generates a feeling—or
fantastic, albeit vague or obscure image—without recalling
the ideas behind it. Thus, mechanical memory was seen as ex-
pressing habits in the form of coordinated actions, and sensi-
tive memory as a habit expressed in the form of an affective
component. These two kinds of memory had in common that

they could operate without conscious recall and could be the
source of the most inflexible and obstinate behaviors.

Maine de Biran developed his formulation without ex-
periments or consideration of the anatomy or functions of
brain systems. And there is no record that Maine de Biran’s
theory had significant influence over successive develop-
ments in memory research. Yet, as it turns out, he was pre-
scient in describing a division of memory systems that
is—as you will see—strongly supported by modern cognitive
neuroscience.

There has been much progress—and many detours—in
both psychological and biological studies on the brain and
memory systems before Maine De Biran’s scheme was redis-
covered. The history of this area has largely preserved the
notion of an elemental habit mechanism bolstered by the
early discoveries about the existence of reflexes and their
conditionability, and many theories have preserved a distinc-
tion between simple habits and conscious memory, albeit
sometimes in the form of debates in which habits and recol-
lection were polarized as alternatives.

A century after Maine de Biran, the notion of habit as a
fundamental mechanism and memory as a more complex
phenomenon associated with consciousness was widely
held. William James (1890/1918) wrote of them in separate
chapters in his treatise Principles of Psychology. James con-
sidered habit a very primitive mechanism that is common
among biological systems and due to plasticity of the or-
ganic materials. Within the nervous system, habits were
viewed as nothing more than the ready discharge of a well-
worn reflex path. But James also attributed to habit great
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importance in the development of more complicated behav-
ioral repertoires. He suggested that well-practiced behav-
iors and skills—including walking, writing, fencing, and
singing—are mediated by concatenated reflex paths, orga-
nized to generate the serial production of movements and
unconscious sensations leading to other movements and sen-
sations. He thought of habits as eliminating the need for
conscious supervision after a behavior becomes routine;
moreover, he recommended early and frequent reinforce-
ment of good habits as a key exercise in ethical and cogni-
tive development.

James distinguished memory as something altogether dif-
ferent from habit, albeit based on that mechanism, a very
complicated phenomenon with many facets. James is perhaps
best known for having originated the distinction between
primary memory and secondary memory. Primary memory is
what we today call short-term or working memory. It is a
short-lived state in which new information has achieved
consciousness and belongs to our stream of thought. James
viewed primary memory as the gateway by which material
would enter secondary memory or what we now call long-
term memory. James defined secondary memory as “the
knowledge of an event, or fact, of which meantime we
have not been thinking, with the additional consciousness
that we have thought or experienced it before” (p. 648). In ad-
dition to its personal and temporal aspects, the full character-
ization of memory was framed in terms of two other
properties—its structure as an elaborate network of associa-
tions and its basis in habit mechanisms. Thus, James theo-
rized a mechanistic basis for how habits could be elaborated
for the formation of multiple and linked associations to sup-
port the richness of memory. Thus, the underlying foundation
of recall was a complex yet systematic set of associations be-
tween any particular item and anything co-occurring in one’s
previous experiences with the item. He argued that when we
search for a memory, we navigate through the elaborate net-
work of the associations—and if successful, locate the sought
memory among them. The goodness of memory, he believed,
was as much dependent on the number of associations in the
network as on the strength of those associations.

THE EXPERIMENTAL ERA: DEBATES ON THE
FUNDAMENTAL BASIS OF MEMORY

At the outset of experimental approaches to memory, reduc-
tionism reigned. The goal was to identifying basic mechanism
of habit as an explanation of memory, eliminating the need for
allusions to consciousness. This approach was known as be-
haviorism, and its origins began separately in the United States

and Russia (see Eichenbaum & Cohen, 2001, for review). At
the turn of the twentieth century, Thorndike had invented his
puzzle box, with which he observed cats learning to manipu-
late a door latch to allow escape from a holding chamber.
Around the same time, Small introduced the maze to studies of
animal learning, inspired by the famous garden maze at Hamp-
ton Court in London. By 1907 Watson had published his ac-
counts on maze learning by rats, and by 1913 he had written his
behaviorist manifesto, formalizing it the next year in his sys-
tematic exposition—claiming we need never return to terms
such as consciousness.

Independently in the early 1900s, Pavlov and Bechterev
(physiologists in Russia) had been experimenting on auto-
nomic nervous system reflexes in dogs. Pavlov was studying
the physiology of digestion and observed that dogs would
secrete saliva not only when given food, but also when pre-
sented with an arbitrary stimulus following repeated pairings
of the arbitrary stimulus and food delivery. He called this
phenomenon the conditioned reflex. Bechterev studied the
respiratory motor reflex by which cold applied to the skin
produces a reflexive catching of the breath, and he discovered
that an arbitrary stimulus applied repeatedly at the same time
as the cold would eventually set off the same reflex by itself.
The neurology of the conditioned reflex—especially as
elaborated by Sherrington—gave biological validity to what
behaviorists saw as the elemental mechanism of learned
behavior.

There were debates about the distinctions between the
fundamental association in Pavlovian conditioning versus that
in Thorndike’s instrumental learning—specifically, whether
the critical association was between the stimulus and the re-
sponse or the stimulus and the reinforcer. Despite this differ-
ence, the two viewpoints came to be referred to collectively as
stimulus-response or S-R learning, and we should consider
them as offering a physiological instantiation of the habit
mechanism. To the theorists of this time, having a full account-
ing of S-R learning would solve the problem of memory.

Yet there were detractors from this prominent theme.
Early challenges to behaviorism came from the psychologists
such as Yerkes and Kohler, whose observations on great
apes led them to conclude that animals did not learn complex
problems by a combination of random trial and error and
eventual reinforcement of a correct solution; rather, at least
the higher animals had insights into relationships between
means and ends. Tolman (1932) was perhaps the most suc-
cessful in challenging behaviorism because he developed
operational definitions for mentalistic processes including
purposive behavior and expectancy. Tolman’s goal was to get
behind the behavior—not by specifying particular elements
of habits or their linkage, but by identifying the complex
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cognitive mechanisms, purposes, expectations, and insights
that guided behavior. Tolman’s basic premises were that
learning generally involved the acquisition of knowledge
about the world—in particular, about relationships between
and among stimuli and their consequences—and that this
knowledge led to expectancies when the animal was put in
testing situations. He argued that learning involved the
creation of what he called a cognitive map that organized the
relations among stimuli and consequences based on intercon-
nections between groups of stimuli. Moreover, he rigorously
tested these ideas using the same species (rats) and maze-
learning paradigms that were a major focus of the prominent
S-R theorists. In a series of studies he showed that rats were
capable of solving maze problems by taking novel detours or
shortcuts, and they exhibited a capacity for latent learning, in
which they acquired problem solutions in the absence of re-
inforcement. Collectively, in each of these studies rats
showed they were capable of learned behaviors that were not
previously reinforced and therefore could not be mediated by
S-R representations.

A parallel debate emerged from studies on human ver-
bal memory. On the side of reductionism was Herman
Ebbinghaus (1885), who had admired the mathematical
analyses that had been brought to the psychophysics of per-
ception and sought to develop similarly precise and quantita-
tive methods for the study of memory. Ebbinghaus had
rejected the use of introspection as capable of providing evi-
dence on memory. He developed objective assessments of
memory in savings scores that measured retention in terms of
the reduction in trials required to relearn material, and he
used statistical analyses to test the reliability of his findings.
Furthermore, to create learning materials that were both sim-
ple and homogeneous in content, Ebbinghaus invented the
nonsense syllable, a meaningless letter string composed of
two consonants with a vowel between. With this invention he
avoided the confounding influences of interest, beauty, and
other features that he felt might affect the memorability of
real words, and he simultaneously equalized the length and
meaningfulness of the items—that is, by minimizing the for-
mer and eliminating the latter. Ebbinghaus was and is still
hailed as a pioneer of systematic scientific methodology in
the study of human verbal memory. His studies and those that
followed provided a detailed characterization of the acquisi-
tion and retention of arbitrary associations, as well as exam-
ined many phenomena of verbal memory.

This approach also had its detractors. Most prominent
among these, perhaps, was the British psychologist Fredric
Bartlett (1932), whose work stands in stark contrast to the
rigorous methods introduced by Ebbinghaus. Bartlett dif-
fered in two major ways. First, his interest was in the mental

processes used to recover memories—that is, in remembering
more so than in learning. He was not so interested in the
probability of recall, as dominated Ebbinghaus’s approach,
but in what he called “effort after meaning”—the mental
processing taken to search out and ultimately reconstruct
memories. Second, Bartlett shuddered at the notion of using
nonsense syllables as learning materials. By avoiding mean-
ingful items, he argued, the resulting memories would neces-
sarily lack the rich background of knowledge into which new
information is stored. Indeed, the subtitle of Bartlett’s book
Remembering is indeed A Study in Experimental and Social
Psychology, thus highlighting his view that real memory is
embedded in the full fabric of a lifetime of experience,
prominently including one’s culture.

Barlett’s main strategy was called the method of repeated
reproduction. His most famous material was a short folk tale
titled “The War of the Ghosts,” which was adapted from the
original translation by the explorer Franz Boaz. He selected
this story for several reasons: The syntax and prose were
derived from a culture quite different from that of his British
experimental subjects, the story contents lacked explicit
connections between some of the events described, and the
tale contained dramatic and supernatural events that would
evoke vivid visual imagery on the part of his participants.
These qualities were, of course, exactly the sort of thing
Ebbinghaus worked so hard to avoid with his nonsense sylla-
bles. But Bartlett focused on these features because he was
primarily interested in the content and structure of the mem-
ory obtained and less interested in the probability of recall of
specific items.

Barlett made three general observations on this and other
reproductions of the story: First, the story was considerably
shortened, mainly by omissions. Second, the syntax became
more modern and taken from the participant’s culture.
Third, the story became more coherent and consequential.
From these observations Bartlett concluded that remembering
was not simply a process of recovery or forgetting of items, but
that memory seemed to evolve over time. Items were not lost
or recovered at random; rather, material that was more foreign
to the subject, lacked sequence, or was stated in unfamiliar
terms was more likely to be lost or changed substantially in
both syntax and meaning, becoming more consistent with the
subject’s common experiences.

To account for these observations, Bartlett developed an
account of remembering known as schema theory. In his
view, the simplest schemas were habit-like traces of items in
sequential order of experience. But he elaborated this low-
level mechanism, arguing that our experience of particular
sequences builds up en masse; particular past events are
more or less dated or placed in relation to other associated
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particular events in a dynamic organization from which one
can construct or infer both specific contents of memories and
their logical order. Bartlett proposed that remembering is
therefore a reconstructive process and not one of mere re-
production, as Ebbinghaus preferred and as would guide low-
level rote memory.

RECONCILIATION: MULTIPLE
MEMORY SYSTEMS

The evidence provided by Tolman, Barlett, and others did
not resolve the debate, but in general led to more complex
constructs of S-R models. The issue has now, however, been
largely resolved by the introduction of cognitive neuro-
science, and evidence that both habit-like and recollective
memory exist and are mediated by distinct neural systems.
I describe here two particularly compelling lines of evidence
that support this reconciliation, one from the literature on
maze learning in rats and the other a classic study in the field
of human neuropsychology.

The debate on learning in animals became focused on the
central issue of whether rats acquire maze problems by learn-
ing specific turning responses or by developing an expectancy
of the place of reward. The issue was addressed using a simple
T-maze apparatus wherein response versus place strategies
could be directly compared by operational definitions (Fig-
ure 19.1). The basic task involves the rat beginning each trial
at the base of the T and being rewarded at the end of only one
arm (e.g., the one reached by a right turn). The accountings of
what was learned in this situation differ strongly by the two

theoretical approaches. In this situation, then—according to
S-R theory—learning involves acquisition of the reinforced
left-turn response. By contrast, according to Tolman’s ac-
count, learning involves the acquisition of a cognitive map of
the environment and the expectancy that food was to be found
at a particular location in the test room. The critical test
involved effectively rotating the T by exactly 180° so that the
choice arms still ended at the same two loci (albeit which
arms reach those loci are now exchanged), and the start point
would now be at the opposite end of the room. The S-R theo-
rist would predict that a rat would continue to make the previ-
ously reinforced right-turn response at the choice point,
leading it to a goal location different from that where the food
was provided during training. By contrast, the prediction of
Tolman’s account was that the rat would switch to a left-turn
response in order to arrive at the expected location of food in
the same place in the room where it was originally rewarded.

Tolman provided initial evidence in favor of his prediction,
but subsequent efforts to replicate this result were mixed. A
decade of these experiments indicated that place learning was
more often favored, but that there were conditions under
which response learning was preferred. His analysis indicated
that the nature of the available cues was the primary deter-
mining factor for the differences in the results. In general,
whenever there were salient extramaze visual cues that differ-
entiated one goal location from the other, a place representa-
tion predominated. Conversely, when differential extramaze
cues were not prominent, the response strategy would pre-
dominate. Such a pattern of results did not, of course, declare
a winner in the place versus response debate. Instead these re-
sults suggested that both types of representation are available
to the rat and that the rat might use either one under conditions
of different salient cues or response demands.

This story does not end there. A most elegant explanation
of how rats could use both strategies was recently provided
by Packard and McGaugh (1996). In this experiment, rats
were trained for a week on the T-maze task, then given the
rotated-maze probe trial. Then they were trained for another
week with the maze in its original orientation and finally pre-
sented with an additional probe trial. Packard and McGaugh
found that normal rats initially adopted a place representation
as reflected in their strong preference for the place of the
previous goal during the first probe trial. However, after the
additional week of overtraining, normal rats switched, now
adopting a response strategy on the final probe test. There-
fore, under these training circumstances, rats developed both
strategies successively. Their initial acquisition was guided
by the development of a cognitive map, but subsequent over-
training led to development of the response habit.

Figure 19.1 Schematic diagram of the T-maze task. The rat is initially
trained to turn left in order to obtain rewards at the indicated goal locus. In
subsequent testing, the maze is rotated 180° so that the locus of the goal
site within the room is identical to that during training, and the rat starts
from the opposite end of the room. The rat might continue to turn left,
indicating use of the left-turn response strategy; or it might turn right and
go to the same locus or reward, indicating use of the place strategy.
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But Packard and McGaugh’s experiment went beyond
merely confirming that the same rats can use both learning
strategies. In addition to the pure behavioral testing, Packard
and McGaugh also examined whether different brain systems
supported these different types of representation. Prior to
training, all animals had been implanted with indwelling
needles that allowed injection on the probe tests of a local
anesthetic or saline placebo directly and locally into one of
two brain structures—the hippocampus or the striatum. The
results on normal animals previously described were from
those subjects that were injected with placebo on both probe
tests. However, the effects of the anesthetic were striking.
On the first probe trial, animals that were injected with anes-
thetic into the striatum behaved just as control subjects had—
they were predominantly place learners, indicating that the
place representation did not depend on the striatum. But the
animals that had been injected with anesthetic into the hip-
pocampus showed no preference at all, indicating that they
relied on their hippocampus for the place representation and
that this was the only representation normally available at
that stage of learning. On the second probe test, a different
pattern emerged. Whereas control subjects had by that time
acquired the response strategy, animals given an anesthetic in
the striatum lost the turning response and instead showed a
striking opposite preference for the place strategy. Animals
given an injection of anesthetic into the hippocampus main-
tained their response strategy.

Combining these data, a clear picture of the evolution of
multiple memory representations emerges. Animals normally
develop an initial place representation that is mediated by
the hippocampus, and no turning-response representation de-
velops in this initial period. With overtraining, a response
representation that is mediated by the striatum is acquired
and indeed, it predominates over the hippocampal place
representation. The latter is not, however, lost—it can be
uncovered, so to speak, by inactivating the striatum and sup-
pressing the turning response strategy. These findings offer
compelling evidence that elements of both the S-R and the
cognitive map views were right: There are distinct types of
memory for place and response, which are distinguished by
their performance characteristics as well is by the brain path-
ways that support such characteristics. It is notable that the
Packard and McGaugh experiment was preceded by many
other studies demonstrating a specific role for the hippocam-
pus in memory, as well as by a few studies showing speci-
ficity in the involvement of the striatum in the acquisition of
habits. But this particular study is most striking both in the
elegance of the dissociation and in its contact with the history
of views on habit and cognitive memory.

In the field of human memory research, the discovery
of multiple memory systems came from two major break-
throughs in the study of patients with pervasive, global
amnesia. The first of these breakthroughs came with the report
by Scoville and Milner (1957) of what has become probably
the most famous neurological patient in the literature—the
man known by his initials H. M. This patient had the medial
temporal lobe area removed to alleviate his severe epileptic
attacks. H. M. consequently suffered what appeared to be a
nearly complete loss of the ability to form new long-term
memories: His impairment—tested over the last 40 or so
years—has been shown to extend to verbal and nonverbal
memory, spatial and nonspatial memory; indeed, it seems to
cut across all categories of learning materials. Yet a second
line of discovery about global amnesia revealed a spared
domain of learning capacity. Even from the outset, a few
exceptions to the otherwise pervasive deficit were apparent.
H. M. was able to learn new motor skills, and he showed a
facilitation of perceptual identification resulting from prior
exposure to objects or words (an effect that later came to be
understood as reflective of a preserved priming).

The second breakthrough came in 1980 when Cohen and
Squire proposed that these exceptions to amnesia were in-
dicative of a large domain of preserved learning capacities in
amnesia. Their conclusion was based on the observation of
complete preservation of the acquisition and retention of a
perceptual skill (reading mirror-reversed words) in patients
with amnesia. These patients showed fully intact skilled
performance, yet were markedly impaired both in recogniz-
ing the particular words on which they trained and in recol-
lecting their training experiences. These investigators were
struck by the dissociation between the ability to benefit or
otherwise have performance shaped by a series of training
experiences—an ability that appeared fully normal in the am-
nesic patients—and the capacity to explicitly remember or
consciously recollect those training experiences or their con-
tents, which was markedly impaired in the patients. Cohen
and Squire attributed the observed dissociation—together
with the earlier findings of spared memory in amnesia—to
the operation of distinct forms of memory, which they called
procedural memory and declarative memory, respectively.
These forms of memory were seen as functionally distinct
memory systems—one dedicated to the tuning and modifica-
tion of networks that support skilled performance, and the
other to the encoding, storage, and retrieval on demand of
memories for specific facts and events. These functionally
distinct memory systems were tied to separate brain systems,
with declarative memory seen as critically dependent on the
medial temporal-lobe and midline diencephalic structures
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damaged in various amnesias. Procedural memory was seen
as mediated by various brain systems specialized for particu-
lar types of skilled performance.

THREE MAJOR MEMORY SYSTEMS
IN THE BRAIN

A general, anatomically based framework for some of the
major memory systems has emerged from many experiments
(like those just described) that provide dissociations among
the role of specific brain structures in different forms of
memory, combined with the known anatomical pathways of
the key structures. In this section I provide an anatomical
framework and a preliminary overview of the functional dis-
tinctions among these pathways. Subsequent sections elabo-
rate on the functional distinctions in greater detail.

A sketch of some of the most prominent memory pathways
currently under investigation is provided in Figure 19.2 (for a

similar outline, see Suzuki, 1996). In this scheme, the origin
of each of the memory systems is the vast expanse of the cere-
bral cortex, focusing in particular on the highest stages of the
several distinct sensory and motor processing hierarchies—
the cortical association areas. The cerebral cortex thus pro-
vides major inputs to each of three main pathways of
processing related to distinct memory functions. One path-
way is to the hippocampus via the parahippocampal region.
As introduced previously, this pathway supports the cognitive
form of memory, Tolman’s cognitive maps, and declarative
memory in humans. The main output of hippocampal and
parahippocampal processing is back to the same cortical areas
that provided inputs to the hippocampus and are viewed as the
long-term repository of declarative memories.

The other two main pathways highlighted here involve
cortical inputs to specific subcortical targets as critical nodal
points in processing leading to direct output effectors. One of
these systems involves the amygdala as a nodal stage in the
association of exteroceptive sensory inputs to emotional out-
puts effected via the hypothalamic-pituitary axis and auto-
nomic nervous system, as well as emotional influences over
widespread brain areas. The putative involvement of this
pathway in such processing functions has led many to con-
sider this system as specialized for emotional memory.

The other system involves the striatum as a nodal stage in
the association of sensory and motor cortical information
with voluntary responses via the brain stem motor system.
The putative involvement of this pathway in associating cor-
tical representations to specific behavioral responses has led
many to consider this system as specialized for habit or skill
learning, two forms of procedural memory. An additional,
parallel pathway that mediates different aspects of sensori-
motor adaptations involves sensory and motor systems path-
ways through the cerebellum.

The distinct roles of these systems have been com-
pellingly demonstrated in many multiple-dissociation exper-
iments, three of which are summarized here. The first study
involves a triple dissociation of memory functions in rats that
showed three different patterns of sparing and impairment of
memory following damage to the hippocampus, amygdala,
and striatum. The other two studies involve double dissocia-
tions of memory functions in humans with specific types of
brain damage. Taken together, the findings suggest a similar
set of memory functions supported by homologous brain
areas in animals and humans.

One of the most striking dissociations among memory
functions supported by separate brain structures comes from a
study by McDonald and White (1993). This study involved
multiple experiments in which separate groups of rats were
trained on three different versions of the spatial radial maze
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Figure 19.2 A schematic diagram of some of the prominent memory
systems of the brain. The origins of major inputs to each of these systems in-
volves widespread areas of the neocortex, and in particular the so-called as-
sociation areas. This network of cortical areas mediates working memory.
Outputs of these cortical areas project in parallel via three main routes. One
route is through the parahippocampal region and into the hippocampus. The
main outputs of hippocampal and parahippocampal processing are back to
the same cortical areas that provided the main inputs. These pathways medi-
ate declarative memory. Another route involves projections into two main
subsystems via the striatum and cerebellum that mediate different aspects of
motor memory. These pathways involve both projections back to the cortex
and outputs to brain stem motor nuclei. The third main route from the cortex
is to the amygdala. Outputs of the amygdala project in several directions to
hormonal and autonomic outputs. This system mediates the expression of
emotional memories. Amygdala outputs also return to the cortex and to the
other memory systems to modulate the consolidation of other types of mem-
ory processing.
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task (Figure 19.3). Each version of the task used the same
maze, the same general spatial cues and approach responses,
and the same food rewards. But the stimulus and reward con-
tingencies of each task differed, each focusing on a different
kind of memory processing demand. For each task, perfor-
mance was compared across three separate groups of rats
operated to disrupt hippocampal pathways, or the amygdala,
or the striatum. In addition, different methods of brain damage
were compared. Hippocampal system disruption was accom-
plished by a fornix transection or by a neurotoxic lesion of the
hippocampus. Damage to the amygdala and the striatum was
accomplished by electrolytic or neurotoxic lesions of the lat-
eral nucleus of the amygdala or dorsal part of the neostriatum,
where cortical sensory input arrive in these structures.

One test was the conventional spatial working memory
version of the radial maze task (Figure 19.3). In this version
of the task, an eight-arm maze was placed in the midst of a
variety of extramaze stimuli in the testing room, providing
animals with the opportunity to encode the spatial relations
among these stimuli as spatial cues. On every daily trial, a
food reward was placed at the end of each of the eight maze
arms, and the animal was released from the center and was al-
lowed to retrieve the rewards. Optimal performance would
entail entering each arm only once and subsequently avoiding
already visited arms in favor of the remaining unvisited arms.
The central memory demand of this task was characterized as
a win-shift rule; such a rule emphasizes memory for each par-
ticular daily episode with specific maze arms. Also, the task

Trial N N � 2...N � 1

Win-Shift(A)

(B)

(C)

Win-Stay

# errors/8 arms

Conditioned Place Preference

time in each arm

% correct choices

Figure 19.3 Illustrations of example trials in different variants of the radial arm maze task. For each, the
measure of performance is indicated below the N + 2 trial. See text for description of each variant of the
task (+ = rewarded arm).
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requires flexible use of memory by using the approach into
previously rewarded locations to guide the selection of other
new arms to visit. Based on these characteristics of the mem-
ory demands, it was expected that performance on this task
would require the hippocampal system.

They found that normal animals learned the task readily,
improving from nearly chance performance (four errors out
of their first eight arm choices) on the initial training trial to
an average of fewer than half an error by the end of training.
Consistent with expectations, damage to the hippocampal
system resulted in an impairment on this version of the radial
maze task. Compared to normal animals, rats with fornix
transections made more errors by entering previously visited
maze arms. By contrast, amygdala and striatum lesions had
no effect on task performance.

The second test involved a variant of the same radial maze
task (Figure 19.3). In this version, the maze was again sur-
rounded by a curtain, and lamps were used to cue particular
maze arms. On the first trial of each daily training session, four
arbitrarily selected arms were illuminated and baited with
food, whereas the other four arms were dark and had no food.
After the first occasion a lit arm was entered, that arm was re-
baited so that the animal could return to the arm for a second
reward. Subsequently, that lamp in that particular arm was
turned off and no more food was provided at that arm. Thus,
here the task was characterized by a win-stay rule in which an-
imals could approach any lit arm at any time and could even
reexecute the approach to a particular arm for reward one time
in each daily trial. This version of the task minimized the
availability of spatial cues; indeed, it associated rewards with
different sets of locations across days. Also, it did not require
memory for recent episodes or flexible expression of memory.
Thus, performance was not expected to rely upon the hip-
pocampal system. Instead, this task would seem to require
memory processes associated with learning consistent with
stimulus-response contingencies or simple response habits
and so was expected to rely on the striatal system.

Results showed that normal control subjects learned the
appropriate behavioral responses to the lit arms gradually
over several training sessions. In the first few sessions, they
selected lit arms on only 50% of the trials, but by the end of
training, they performed at about 80% correct. Consistent
with expectations, animals with striatal damage were im-
paired, barely exceeding chance performance even with ex-
tended training. By contrast, animals with fornix transections
succeeded in learning and even outperformed the control
subjects in learning rate. Animals with amygdala lesions
were unimpaired, learning the task at a normal rate.

The third test involved yet another variant of the radial
maze task in which animals were separately conditioned to be
attracted to one maze arm and habituated to another arm,

without performing specific approach movements to either of
the arms (Figure 19.3). In this version, the maze was sur-
rounded by a curtain to diminish the salience of spatial cues.
Six of the maze arms were blocked off to make them inac-
cessible, and one of the remaining two arms was illuminated
by proximal lamps, whereas the other was only dimly illumi-
nated. After a preliminary session in which rats could explore
both available arms, conditioning proceeded with daily expo-
sures to one of the two arms. For each rat, either the lit or the
dark arm was associated with food by confining the animal in
that arm for 30 min with a large amount of food on four
separate trials. On another four trials, the same animal was
confined for the same period of time to the other arm, but
with no food. Thus, in half of the rats, the lit arm was associ-
ated with food availability and the dark arm was not; for the
other half of the rats, the opposite association was condi-
tioned. In a final test session, no food was placed on the maze
and the access to both the lit and dark arms was allowed. The
amount of time spent in each arm for a 20-min session was
recorded to measure the preference for each of the two arms.
This version of the radial maze task emphasized the strong
and separate associations between food reward or absence of
reward with a particular maze arm defined by a salient non-
spatial cue. This task minimized the availability of spatial re-
lations among stimuli. Also, because the same lit and dark
arms used during training were re-presented in testing, the
task did not require memory for specific episodes and flexible
expression of memory, nor did it require reproduction of spe-
cific habitual approach responses. Thus, it was not expected
that either the hippocampal system or the striatum would be
critical to learning. Instead, learning would seem to depend
on memory processes associated with emotional condition-
ing, and it so was expected to depend upon the amygdala.

They found that normal animals showed a strong prefer-
ence for the arm associated with food, typically spending
50–100% more time in the maze arm in which they had been
fed compared to the arm where no food was previously
provided. Consistent with expectations, rats with amygdala
damage showed no conditioned preference for the cue
arm associated with food. By contrast, rats with fornix tran-
sections or striatal lesions showed robust conditioned cue
preferences.

A very similar pattern of observations has emerged from
analyses of human amnesia. In both studies, the learning and
memory capacities of amnesic patients with damage to the
medial temporal lobe was compared with that of nonamnesic
patients—that is, humans with brain pathologies not produc-
ing the classic amnesic syndrome. The two studies differ in
their focus on comparing classic amnesia with more specific
disorders of learning and memory resulting from damage to
the amygdala or striatum, respectively.
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In one study, Bechara et al. (1995) examined three patients
with selective damage to the hippocampus or amygdala. One
patient suffered from Urbach-Wiethe disease, a disorder re-
sulting in selective bilateral calcification of the tissue of the
amygdala and sparing the adjacent hippocampus. Another pa-
tient experienced multiple cardiac arrests and associated tran-
sient hypoxia and ischemia that resulted in selective bilateral
hippocampal atrophy, sparing the neighboring amygdala. The
third patient suffered herpes simplex encephalitis, resulting in
bilateral damage to both the amygdala and hippocampus.

This study focused on a form of autonomic conditioning
involving an association between a neutral stimulus and a
loud sound. The conditioning stimulus (CS+) was either a
monochrome color slide or a pure tone. Participants were ini-
tially habituated to the CS+ as well as to several like stimuli
(different colors or tones) that would be presented as CS-
stimuli. Subsequently, during conditioning the CSs were pre-
sented in random order for 2 s each. Each presentation of the
CS+ was terminated with the unconditioned stimulus (US), a
loud boat horn that was sounded briefly. Autonomic re-
sponses to these stimuli were measured as skin conductance
changes through electrodermal recordings.

Normal controls showed skin conductance changes to the
US and robust conditioning to the CS+ , with smaller re-
sponses to the CS- stimuli. The patient with selective amyg-
dala damage showed normal unconditioned responses to the
US, but failed to develop conditioned responses to the CS+
stimuli. By contrast, the patient with selective hippocampal
damage showed robust skin conductance changes to the US
and normal conditioning to the CS+ stimuli. This patient
also showed responsiveness to the CS- stimuli, but clearly
differentiated these from the CS+ s. The patient with com-
bined amygdala and hippocampal damage failed to condi-
tion, even though he responded to the US.

After the conditioning sessions, the subjects were de-
briefed with several questions about the stimuli and their rela-
tionships. Control subjects and the patient with selective
amygdala damage answered most of these questions correctly,
but both patients with hippocampal damage were severely im-
paired in recollecting the task events. These findings demon-
strate a clear double dissociation, with a form of emotional
conditioning disrupted by amygdala damage and declarative
memory for the learning situation impaired by hippocampal
damage. The finding that these different forms of memory for
the identical stimuli and associations are differentially af-
fected by localized brain damage further supports the notion of
multiple memory systems.

In another study, Knowlton, Mangels, and Squire (1996)
examined patients in the early stages of Parkinson’s disease—
associated with degeneration of neurons in the substantia
nigra resulting in a major loss of input to the neostriatum—

and amnesic patients with damage to the medial temporal lobe
or to associated regions of the diencephalon.

Subjects were trained in a probabilistic classification learn-
ing task formatted as a weather prediction game. The task in-
volved predicting the one of two outcomes (rain or shine)
based on cues from a set of cards. On each trial, one to three
cards from a deck of four was presented. Each card was asso-
ciated with the sunshine outcome only probabilistically—
either 75%, 57%, 43%, or 25% of the time—and the outcome
with multiple cards was associated with the conjoint probabil-
ities of the cards presented in any of 14 configurations. After
presentation of the cards for each trial, the subject was forced
to choose between rain and shine, and was then given feed-
back as to the outcome. The probabilistic nature of the task
made it somewhat counterproductive for participants to at-
tempt to recall specific previous trials because repetition of
any particular configuration of the cues could lead to different
outcomes. Instead the most useful information to be learned
concerned the probability associated with particular cues and
combinations of cues—acquired gradually across trials, much
as habits or skills are acquired.

Over a block of 50 trials, normal subjects gradually im-
proved from pure guessing (50% correct) to about 70% cor-
rect, a level consistent with the optimal probability of accuracy
in this task. However, the patients with Parkinson’s disease
failed to show significant learning, and the failure was particu-
larly evident in those patients with more severe Parkinsonian
symptoms. By contrast, amnesic patients were successful in
learning the task, achieving levels of accuracy not different
from that of controls by the end of the 50-trial block.

Subsequent to training on the weather prediction task,
these subjects were debriefed with a set of multiple-choice
questions about the types of stimulus materials and nature of
the task. Normal subjects and those with Parkinson’s disease
performed very well in recalling the task events. But the am-
nesic subjects were severely impaired, performing near the
chance level of 25% correct. These findings demonstrate a
clear double dissociation, with habit or skill learning dis-
rupted by neostriatal damage and declarative memory for the
learning events impaired by hippocampal or diencephalic
damage, providing further evidence for the view that differ-
ent forms of memory are represented for the identical learn-
ing materials within parallel brain systems.

ELABORATING THE ROLE OF THE THREE
MAJOR MEMORY SYSTEMS

This analysis so far has offered only a preliminary view into the
distinct functions of the hippocampal, striatum, and amygdala
as components of separate memory systems. The remainder of
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this chapter extends these characterizations, offering greater
detail on the full anatomy of the pathways involved in these
systems and on their different functional roles. The evidence
for these characterizations comes mainly from anatomical
neuropsychological studies of the effects of selective damage
within these systems. I limit the discussion of a few particu-
larly strong examples of experiments that reveal the scope and
nature of their role in memory. For a more comprehensive
treatment of each of these and other memory systems, the
reader is referred to Eichenbaum and Cohen (2001).

The Declarative Memory System

Ideally, to the extent that the early analyses of cognitive
memory are correct, this system should have all the proper-
ties of recollective memory outlined by Maine de Biran,
James, Tolman, and Bartlett. Indeed, it appears that their
characterizations fit the modern description of hippocampal-
dependent memory functions quite well. Recall that the com-
mon theme in all those theoretical frameworks is that
cognitive memory is a network of associations built up from
linking the records of many experiences and the ability to
search the network via the recollective process for memories;
this network employs those memories to solve a myriad of
problems.

Beginning in the 1970s several hypotheses about the func-
tion of the hippocampus were proposed; each captured some
of these aspects of the earlier views on cognitive memory. The
two most prominent early views are summarized here. In
1978, O’Keefe and Nadel assigned Tolman’s cognitive map-
ping system to the hippocampus. Their account was based on
an interpretation of the accumulated voluminous literature on
the behavioral effects of hippocampal damage in animals,
showing a preponderance of observed impairments in spatial
learning versus inconsistent deficits in nonspatial learning fol-
lowing hippocampal damage; it was also based on O’Keefe’s
discovery of place cells, hippocampal neurons that fire associ-
ated with a rat’s location in its environment. O’Keefe and
Nadel’s analysis went well beyond making a simple distinc-
tion between spatial and nonspatial learning modalities. Their
proposal about spatial learning involved the acquisition of
cognitive maps that corresponded roughly, if not topographi-
cally, to the salient features of physical environment. They
referred to the domain of memory supported by the hip-
pocampus as a locale system that maintains a molar model of
spatial relations among objects in the environment—driven
by curiosity rather than reinforcement of specific behaviors
capable of very rapid learning. By contrast, hippocampal-
independent learning was viewed as supported by a taxon
system that mediates dispositions of specific stimuli into

categories, is driven by reinforcement of approach and avoid-
ance behaviors, and that involves slow and incremental
behavioral adaptations.

The other most prominent theory that emerged in this
period was Olton, Becker, and Handlemann’s (1979) distinc-
tion between working memory and reference memory.
Notably, Olton’s use of the term working memory differs in
meaning from the same term used in today’s characteriza-
tions of a form of short term memory in humans and
animals. The memory process Olton conceived would today
be viewed as more similar to episodic memory—memory for
a particular experience involving one’s own actions—than
our current conception of working memory as the contents
of current consciousness. To investigate this distinction,
Olton invented the radial maze, a maze composed of a cen-
tral start platform with multiple arms radiating in all direc-
tions like the spokes of a wheel. In his classic studies, a bait
was placed at the end of each of the arms and then allowed
the rat to forage for the food. After several such trials, rats
learn to forage efficiently, running down each arm only once
without repetition. Good performance requires the animal
remember each arm visited in that session and then before
the next trial erasing those memories. Olton distinguished
working memory from reference memory operationally,
using a maze in which many of the arms were never baited.
Thus, to be maximally efficient in foraging, animals had to
simultaneously demonstrate their capacity for working
memory, by visiting each of the baited arms only once, and
for reference memory, by consistently avoiding the never-
baited arms.

For a comprehensive review of the experimental tests of
these theories, as well as other theories, the reader is referred
to Cohen and Eichenbaum (1993). For our purposes here,
suffice it to say that the each of these theories was supported
by specific experimental findings—thus indicating that each
captured a critical aspect of hippocampal system function.
However, none of these theories could account for all of the
findings, including those that formed the major support for
the alternative theories. A formulation that seeks to incorpo-
rate the central elements of all of these views within the
framework of the earlier conceptualizations of cognitive
memory is the account espoused by the present author and his
colleagues (see Eichenbaum, 2000; Eichenbaum & Cohen,
2001). According to this view, the hippocampal systems
plays a critical role both in episodic memory, as proposed by
Olton, and in the development of large-scale organized repre-
sentations, similar to the proposal of O’Keefe and Nadel (but
not limited to physical space).

According to this account, the hippocampal memory
system is composed of three major components: cerebral
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cortical areas, the parahippocampal region, and the hip-
pocampus itself (Burwell, Witter, & Amaral, 1995; Suzuki,
1996), and the major pathways of the system are very similar
in rats and monkeys (Figure 19.1). The cerebral cortical areas
comprise diverse and widespread association regions that are
both the source of information to the hippocampal region and
the targets of hippocampal output. They project in different
ways to the parahippocampal region, a set of interconnected
cortical areas immediately surrounding the hippocampus that
in turn project into the hippocampus itself. The main outputs
of the hippocampus return to the parahippocampal region,
which sends back projections broadly to the same cortical
association areas that provided the inputs to the parahip-
pocampal region. This pattern of anatomical organization
complements the findings from studies of amnesia, leading to
the working hypothesis that the parahippocampal region and
hippocampus make their contributions to memory by altering
the nature, persistence, and organization of memory repre-
sentations within the cerebral cortex.

There is emerging evidence that neocortical association
areas—the parahippocampal region and the hippocampus—
play distinct and complementary roles in this memory sys-
tem. The roles of these areas may be best contrasted in the
results of studies on a simple recognition memory task—
called delayed nonmatch to sample (DNMS)—in which
subjects must remember single stimulus across a variable
memory delay (see Eichenbaum, Alvarez, & Ramus, 2001).
For example, in rats performing an odor-guided version of
the DNMS task damage to the orbitofrontal cortex resulted in
a deficit in the acquisition of the task when the memory delay
was minimal, suggesting an important role in perceptual
processing or in learning the nonmatching rule (Otto &
Eichenbaum, 1992; Ramus & Eichenbaum, 2000). By con-
trast, rats with damage to the parahippocampal region ac-
quired the DNMS task at the normal rate and performed well
at brief memory delays. However, their memories declined
abnormally rapidly as the memory delay was extended be-
yond a few seconds—indicating a selective role in maintain-
ing a persistent memory of the sample stimulus (see also
Young, Otto, Fox, & Eichenbaum, 1997). Little if any deficit
in nonspatial DNMS is observed following damage to the
hippocampus or its connections via the fornix, indicating the
parahippocampal region itself mediates the persistence of
memories for single items required to perform DNMS.

Parallel results have been obtained in monkeys perform-
ing visually guided versions of the DNMS task. Similar to
rats, monkeys with damage to the parahippocampal region
perform well when the memory delay is brief. When the
memory demand is increased by extending the delay period,
however, severe deficits in DNMS are observed (Meunier,

Bachevalier, Mishkin, & Murray, 1993; Zola-Morgan,
Squire, Amaral, & Suzuki, 1989), and these impairments are
much more severe than those following damage to the hip-
pocampus (Murray & Mishkin, 1998) or its connections via
the fornix (Gaffan, 1994a). Examination of performance on
the DNMS task with very brief delays has been difficult be-
cause the standard protocol used for monkeys is manual.
However, using another recognition task that allowed testing
at very brief delays, it has recently been demonstrated that in-
ferotemporal area of the cortex is critical for visual recogni-
tion even for a 1-s delay—suggesting a role in perceptual
processing as opposed to memory—whereas the parahip-
pocampal region is critical for memory in the same task only
when recognition was delayed (Buffalo et al., 1999). The
parahippocampal region may also play a role at the intersec-
tion of perception and memory, in situations in which per-
ceptual processes depend on learned associations among
complex stimulus elements (Eichenbaum & Bunsey, 1995;
Murray & Bussey, 1999).

It is notable that memory mediated by the hippocampus it-
self contributes very little to performance in standard DNMS
tasks, in that the deficits observed are modest at most
compared to the effects of damage to the cortex or parahip-
pocampal region. However, the hippocampus may play an
essential role in other types of simple recognition memory
tests (Rampon et al., 2000; Zola et al., 2000; see below) and
in recognition memory for configurations of items within
scenes or places (Cassaday & Rawlins, 1995; Gaffan, 1994b;
Wan, Aggleton, & Malcolm, 1999).

Instead, the findings from studies using animal models
point to a critical role for the hippocampus itself in central
aspects of declarative memory. To understand this role it is
important to consider the fundamental properties of declara-
tive memory, as introduced by Cohen and Squire (1980) and
subsequently elaborated by many investigators. We acquire
our declarative memories through everyday personal experi-
ences; the ability to retain and recall these episodic memories
is highly dependent on the hippocampus in humans (Vargha-
Khadem et al., 1997). In addition, recent studies have devel-
oped animal models of that capture the temporal specificity
of events in episodic memory, and have demonstrated critical
involvement of the hippocampus itself (Fortin et al., 2002;
Kesner et al., 2002; Steele & Morris, 1999). In one study, rats
were presented with unique sequences of odors, and probed
for their memory of the order in which the items had been
presented. Animals with selective hippocampal lesions were
severely impaired in remembering the order of events in
each episode, even though they could recognize the items as
demonstrated in a separate recognition test (Fortin et al.,
2002).
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The full scope of hippocampal involvement also extends
to semantic memory, the body of general knowledge about
the world that is accrued from linking multiple experiences
that share some of the same information (Squire & Zola,
1998). For example, one can learn about one’s relatives via
personal episodes of meeting and talking about family mem-
bers and then weave together this information into a body of
knowledge constituting one’s family tree. Similarly, one
can learn about the geographies of one’s neighborhood and
hometown by taking trips through various areas and eventu-
ally interconnecting them into cognitive maps.

In addition, declarative memory for both the episodic and
semantic information is special in that the contents of these
memories are accessible through various routes. In humans,
declarative memory is most commonly expressed through
conscious, effortful recollection. This means that one can ac-
cess and express declarative memories to solve novel prob-
lems by making inferences from memory. Thus, even without
ever explicitly studying your family tree and its history, you
can infer indirect relationships—or the sequence of central
events in the family history—from the set of episodic memo-
ries about your family. Similarly, without ever studying the
map of your neighborhood, you can make navigational infer-
ences from the synthesis of many episodic memories of pre-
vious routes taken. Family trees and city layouts are but two
examples of the kind of memory space proposed to be medi-
ated by the hippocampal system (Eichenbaum, Dudchenko,
Wood, Shapiro, & Tanila, 1999). Within this view, a broad
range of such networks can be created, with their central or-
ganizing principle the linkage of episodic memories by their
common events and places—and a consequent capacity to
move among related memories within the network.

These properties of declarative memory depend on the
functions of the hippocampus itself. Several experiments
have shown that the hippocampus is required in situations in
which multiple and distinct but overlapping experiences must
be combined into a larger memory representation that medi-
ates flexible, inferential memory expression. For example, in
one experiment rats initially learned a series of distinct but
overlapping associations between odor stimuli (Bunsey &
Eichenbaum, 1996). On each trial, one of two odors was ini-
tially presented, followed by a choice between two odors, one
of which was baited as the assigned associate for a particular
initial odor (A goes with B, not Y; X goes with Y, not B). Fol-
lowing training on two sets of overlapping odor-odor associ-
ations (A-B and X-Y, then B-C and Y-Z), subsequent probe
tests were used to characterize the extent to which learned
representations could be linked to support inferential mem-
ory expression. Control rats learned paired associates rapidly

and hippocampal damage did not affect acquisition rate on
either of the two training sets. Intact rats also showed that
they could link the information from overlapping experiences
and employ this information to make inferential judgments in
two ways. First, normal rats showed strong transitivity across
odor pairings that contained a shared item. For example, hav-
ing learned that odor A goes with odor B and that B goes with
C, they could infer that A goes with C. Second, control rats
could infer symmetry in paired associate learning. For exam-
ple, having learned that B goes with C, they could infer that
C goes with B. By contrast, rats with selective hippocampal
lesions were severely impaired, showing no evidence of tran-
sitivity or symmetry.

A similar characterization accounts for the common obser-
vation of deficits in spatial learning and memory following hip-
pocampal damage. For example, in the Morris water maze test,
rats or mice learn to escape from submersion in a pool by swim-
ming towards a platform located just underneath the surface.
It is important to note that training in the conventional version
of the task involves an intermixing of four different kinds of
trial episodes that differ in the starting point of the swim. Under
this condition, animals with hippocampal damage typically fail
to acquire the task (Morris, Garrud, Rawlins, & O’Keefe,
1982). However, if the demand for synthesizing a solution
from four different types of episodes is eliminated by allowing
the animal to repeatedly start from the same start position, ani-
mals with hippocampal damage acquire the task almost as
readily as do normal rats and use the same distant spatial cues
in identifying the escape site (Eichenbaum, Stewart, & Morris,
1990). Nevertheless, even when rats with hippocampal dam-
age are successful in learning to locate the escape platform
from a single start position, they are unable to use this infor-
mation for flexible, inferential memory expression. Thus, after
they were trained to find the platform from a single start posi-
tion, normal rats readily locate the platform from any of a set
of novel start positions. Under these same conditions, however,
rats with hippocampal damage fail to readily locate the plat-
form, often swimming endlessly and unsuccessfully in a highly
familiar environment.

The view that has emerged from these and many other
studies is that the hippocampus plays a central role in the cre-
ation of a broad range of memory networks, with their central
organizing principle the linkage of episodic memories by
their common events and places—and a consequent capacity
to move among related memories within the network. The
scope of such network reaches to various domains relevant to
the lives of animals—from knowledge about spatial relations
among stimuli in an environment, to categorizations of foods,
to learned organizations of odor or visual stimuli or social
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relationships. Progress is being made in investigating a vari-
ety of these domains.

Procedural Memory Systems

Among the most prevalent kinds of memory we use every
day is procedural memory, the habits, skills, and sensorimo-
tor adaptations that go on constantly in the background of all
of our intentional and planned behavior. Because this kind of
memory generally falls outside of consciousness, we take it
for granted. Yet without it we would be forced to think our
way through virtually every step we take and every motion
we make in our daily tasks. Fortunately there is a motor
memory system or systems, a circuitry involving structures
of the motor systems of the brain whose plasticity accom-
plishes the myriad of unconscious learned behaviors we
engage almost every waking moment.

Motor memory is generally separated into two general
subtypes (Figure 19.2). One type involves the acquisition of
habits and skills—the capacity for a very broad variety of
stereotyped and unconscious behavioral repertoires. These
can involve a simple refinement of particular repeated motor
patterns and extend to the learning of long action sequences in
response to highly complex stimuli. These abilities reflect
both the acquisition of general skills (writing, piano playing,
etc.) and the unique elements of personal style and tempo
in the expression of these behaviors. A key structure in this
subsystem is the striatum. The striatum receives its cortical
inputs from the entire cerebral cortex, and these projections
are capable of activity-dependent changes in responsive-
ness. These projections are topographically organized into di-
vergent and convergent projections into modules within the
striatum that could sort and associate somatosensory and
motor representations. The striatum projects mainly to other
components of the basal ganglia and to the thalamus, which
project back to both the premotor and motor cortex as well as
the prefrontal association cortex (Figure 19.2). It is notable
that there are minimal projections of this circuit to the brain
stem motor nuclei and none to the spinal motor apparatus.

The other type of procedural memory involves specific
sensory-to-motor adaptations—that is, adjustments of re-
flexes, such as changing the force exerted to compensate for
a new load or acquisition of conditioned reflexes that involve
novel motor responses to a new sensory contingency, as
characterize many instances of Pavlovian conditioning de-
scribed earlier. A key structure of this subsystem is the cere-
bellum. The cerebellum receives cortical input from a
cortical area much more restricted than the striatum, includ-
ing only the strictly sensory and motor areas projecting via

brain stem nuclei into the lateral part of the cerebellar cortex.
Like the striatal subsystem, the cerebellum has a thalamic
output route to the cerebral cortex, although the cortical tar-
get is also more restricted than that of the striatum—limited
to motor and premotor cortex. In addition, the cerebellum
receives somatic sensory inputs directly from the spinal cord
and has major bidirectional connections with brain stem nu-
clei associated with spinal cord functions. The functional
roles of these two subsystems are discussed in turn.

The Striatal Subsystem

The striatal habit system was introduced via experiments that
dissociated this system from the hippocampal and amygdala
memory systems. Those experiments provided evidence indi-
cating that a role for the striatum in the acquisition of specific
stimulus-response associations, as contrasted with declara-
tive memory and emotional memory functions of the hip-
pocampal and amygdala systems, respectively.

The scope of striatal involvement is not limited to a par-
ticular sensory or motivational modality or to a particular
type of response output. One study by Viaud, White, and
Norman (1989) illustrates some of the range of memory me-
diated by this system and shows a particularly striking disso-
ciation of regions within the striatum in their effects on
inhibition of approach behavior conditioned by different
cues. In this study, thirsty rats with lesions of the posterior-
ventral or ventrolateral regions of the striatum were trained to
approach a water spout over several days. Subsequently, they
were given foot shocks in the same chamber in the presence
of a conditioning cue, which was either a light or an odor.
The animals were tested later for their latency to approach the
water spout when the conditioning cue was present versus
when it was absent. Animals with lesions of the posterior-
ventral striatum failed to show discriminative avoidance of
the light cue but showed good avoidance of the olfactory cue.
Conversely, animals with ventrolateral striatal lesions failed
to show discriminative avoidance of the olfactory cue but
showed good avoidance of the light cue.

Previously the selective role of the striatum in learning
specific turning, T-maze, and approach responses in radial
maze were shown. Similar dissociations showing striatal
function in stimulus-approach learning have extended this
role to aversively motivated learning in the water maze
(Packard & McGaugh, 1992). In addition, there is further ev-
idence from maze-learning studies that restrict the nature of
response learning by this system. In one of these studies, rats
were trained on two tasks on different radial mazes (Cook &
Kesner, 1988). In a place-learning (allocentric) task, only one
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arm of an eight-arm maze was consistently baited, and the
rat began each trial from any of the remaining arms chosen at
random. In a right-left discrimination (egocentric) task, the
animal began each trial in the central area of the maze and
two randomly chosen adjacent arms were indicated for a
choice. The rat had to choose only the left (or for other rats,
the right) of the two arms regardless of its absolute location.
Here, too, rats with striatal lesions performed well on the
place-learning task but did not learn the right-left discrimina-
tion task, indicating a selective role in egocentric response
learning.

Taken together the literature from studies of damage to the
striatum suggests that the deficit following striatal damage
is—or includes—an impairment in generating behavioral re-
sponses toward important environmental stimuli. The deficit
extends to both approach and avoidance responses and to
both egocentric spatial and nonspatial stimuli across many
modalities. Even this characterization is not sufficiently com-
prehensive to explain the full range of impairments in
animals and humans (see Eichenbaum & Cohen, 2001).
Thus, it is likely that the deficits in egocentric localization
and S-R learning in animals with striatal damage may reflect
only a subset of the forms of behavioral sequence acquisition
mediated by the striatum.

The Cerebellar Subsystem

The anatomy and functions of the cerebellum have long been
associated with aspects of motor learning, and most studies
have focused on its highly organized circuitry and empha-
sized its mechanisms for reflex adaptations (for review, see
Ebner, Flament, & Shanbhag, 1996). Considerable recent at-
tention has focused on Pavlovian eye-blink conditioning as a
model learning paradigm in which to study the role of the
cerebellum. In this paradigm, rabbits are placed in restraining
chambers where they can be presented with a well-controlled
tone or light as the conditioning stimulus (the CS), and a
photoelectric device records eye-blinks. In classic delay con-
ditioning, this stimulus lasts 250–1,000 ms and coterminates
with an air puff or mild electrical shock to the eyelid (the un-
conditioned stimulus or US) that produces the reflexive, un-
conditioned eye blink (the UR). After several pairings of the
CS and US, the rabbit begins to produced the eye blink after
onset of the CS and prior to presentation of the US. With
more training, this conditioned response (CR) occurs some-
what earlier, and its timing becomes optimized so as to be
maximal at the US onset, showing that not only is a CR
acquired, but also a timing of the CR is established.

The role of the cerebellum and associated areas has been
studied extensively by Thompson and his colleagues (for a

review, see Thompson & Kim, 1996). In their studies they
found that permanent lesions or reversible inactivation of one
particular cerebellar nucleus—the interpositus nucleus—result
in impairments in the acquisition and retention of classically
conditioned eye-blink reflexes, without affecting reflexive eye
blinks (URs).Additional compelling data indicating a selective
role for the interpositus in this kind of procedural memory
come from studies using reversible inactivations of particular
areas during training. These studies showed that drug inactiva-
tion of the motor nuclei that are essential for production of the
CR and UR prevented the elicitation of behavior during train-
ing. However, in trials immediately following removal of the
inactivation, CRs appeared in full form, showing that the
neural circuit that supports UR production is not critical for
learning per se. A similar pattern of results was obtained with
inactivation of the axons leaving the interpositus or their target
in the red nucleus, showing that the final pathway for CR pro-
duction is also not required to establish the memory trace. By
contrast, inactivation of the anterior interpositus nucleus and
overlying cortex by drugs (muscimol, lidocaine) or temporary
cooling did not affect reflexive blinking, yet resulted in failure
of CR development during inactivation and the absence of sav-
ings in learning after removal of the inactivation. These results
point to a small area of the anterior interpositus nucleus and
overlying cerebellar cortex as the essential locus of plasticity in
this form of motor learning.

The Emotional Memory System

Perhaps the best studied example of emotional memory in-
volves the brain system that mediates Pavlovian fear condi-
tioning as studied by Joseph LeDoux (1992) and by Michael
Davis and their colleagues. This research has focused on the
specific elements of the pathways through the amygdala that
support the learning of fearful responses to a simple auditory
stimulus (Figure 19.1). The critical elements of the relevant
amygdala pathways include auditory sensory inputs via the
brain stem to circuits through the thalamus. Some of these
sensory thalamic areas then project directly to the lateral
amygdaloid nucleus. Other thalamic projections follow a
route to the primary sensory cortex, then to secondary areas
and the perirhinal cortex. Each of these secondary cortical
areas are the source of cortical inputs to the amygdala, partic-
ularly the lateral and basolateral nuclei of this structure.
Those areas of the amygdala project into the central nucleus,
which is the source of outputs to subcortical areas controlling
a broad range of fear-related behaviors, including autonomic
and motor responses.

In this chapter, I provide an overview of the work of
LeDoux and his colleagues. LeDoux’s studies have examined
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the neuropsychology and neurophysiology of these structures
in animals during the course of a simple tone-cued fear con-
ditioning task. Rats are initially habituated to an operant
chamber, then presented with multiple pairings of a 10-s pure
tone terminating with a brief electric shock through the floor
of the cage. Subsequently conditioned fear was assessed by
measuring the autonomic response as reflected in changes to
the tone only in arterial pressure and motor responses as re-
flected in a stereotypical crouching or freezing behavior
when the tone is presented, as well as suppression of drinking
sweetened water. Unconditioned responses to the tone were
evaluated by presenting other animals with unpaired tones
and shocks.

Their initial experiments were aimed at identifying the
critical auditory input pathway to the amygdala. Animals
with selective lesions in the lateral amygdala show dramati-
cally reduced conditioned responses to the tone in the mea-
sures of both autonomic and motor responses. Unconditioned
responses (consequent to unpaired presentations) were not
affected by this damage. Also, animals with damage to the
adjacent striatum performed normally, showing anatomical
specificity and that the striatal system is not involved in emo-
tional learning.

Subsequent efforts focused on identifying which of the
two prominent auditory input pathways to the lateral amyg-
dala was critical. Broad destruction of all auditory areas of
the thalamus eliminated conditioned responses. However,
selective ablation of either of the two prominent direct inputs
to the lateral amygdala were individually ineffective. Thus,
lesions of the medial division of the medial geniculate
(including all three nuclei that project directly to the lateral
amygdala)—or of the entire auditory cortex that projects to
the amygdala—did not reduce either the autonomic or freez-
ing response. However, elimination of both of these inputs
produced the full effect seen after lateral amygdala lesions.
Thus, for this simple type of conditioning—either the direct
thalamic input, which offers a crude identification of a sound,
or the thalamocortical input pathway, which provides a so-
phisticated identification of auditory signal—is sufficient to
mediate conditioning.

Additional experiments were aimed at an another compo-
nent of fear conditioning observed in these studies. After con-
ditioning, when rats are replaced in the conditioning chamber
they begin to freeze even before the tone is presented. Thus,
rats appear to condition both to the tone and to the environ-
mental context in which tones and shock have previously
been paired. This contextual fear conditioning is selective
to the environment in which conditioning occurs. Further-
more, contextual fear conditioning can be dissociated from
conditioning to the tone by presenting conditioned tones in a

different environment. Trained animals do not freeze prior to
tone presentation in the different environment, but do freeze
when the tone is presented.

Moreover, contextual fear conditioning is mediated by a
pathway different from that of tone-cued fear conditioning; to
demonstrate this, the animals were trained on the standard
version of the task, then assessed freezing both immediately
after the rats were placed in the conditioning chamber and
then subsequently in response to the tone. Amygdala lesions
blocked conditioned freezing to both the context and the
tone. By contrast, damage to the hippocampus selectively
blocked contextual fear conditioning, sparing the conditioned
response to the tone.

The amygdala is also critical to the acquisition of positive
affective biases, as demonstrated by the McDonald and
White (1993) experiment showing a critical role for the
amygdala in conditioned place preferences mediated by food
rewards. In addition, many other studies have also indicated
a selective role for the amygdala in the acquisition of both
positive and negative biases for both primary and secondary
reinforcers. Furthermore, these studies indicate that the same
brain system that mediates the perception and appreciation of
emotional stimuli as well as emotional expression is also the
system that is critical to the acquisition, consolidation, and
expression of emotional memories.

SUMMING UP

The preceding overview is not intended to be a comprehen-
sive review of any of the memory systems outlined previ-
ously (see Eichenbaum & Cohen, 2001). Nor does it cover all
of the brain’s memory systems. In particular, the present re-
view does not consider the prefrontal-posterior cortical net-
work that mediates working memory (see Miller, 2000). In
addition, this review did not consider simple forms of sen-
sory adaptation and biasing mediated within the cerebral cor-
tex, such as those that mediate priming (Tulving & Schacter,
1990). And this review did not consider the important role
of the amygdala as a key part of a memory modulation sys-
tem that controls the extent of consolidation of memory in all
the systems described previously (see McGaugh, Cahill, &
Roozendaal, 1996).

However, the present review does offer an overview of
the three major brain systems that mediate the storage and
expression of distinct types of long term memory. The hip-
pocampal memory system mediates declarative memory—
our capacity to recollect everyday facts and events. The
striatal and cerebellar systems mediate forms of procedural
memory that allow unconscious acquisition and expression
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of habits, skills, and sensorimotor adaptations. The amygdala
system mediates emotional memory, the unconscious acqui-
sition and expression of biases towards or away from other-
wise arbitrary stimuli.

Afew closing remarks are in order. Note that the hippocam-
pal system is special in its role in memory per se. The motor
and emotional memory systems involve precisely the same
brain circuitry as that required for the expression of motor and
emotional behavior, respectively. Thus, the forms of uncon-
scious memory these systems mediate can be viewed as tuning
and adjustments of the brain’s motor and emotional perfor-
mance systems. The role of the hippocampus seems special in
this regard. It is not clear that the hippocampus has a perfor-
mance function outside of its role in memory.

Finally, it is noteworthy that in a general sort of way, we
have come full circle to the same conclusion about multiple
forms of memory reached by Main de Biran 200 years ago. It
was he who in 1804 proposed that there were three main kinds
of memory, characterized as representative, mechanical, and
sensitive memory. Now we call these declarative, motor, and
emotional memory, respectively, and rely more or less on the
same distinctions in properties of memory to define them.
However, we do know much more about the neurobiology
of these systems. Modern cognitive neuroscience has shown
that the differences between these systems come about be-
cause they are mediated by different brain pathways, and their
distinctive properties are consequences of the special
anatomies and operational characteristics of those systems.
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In The Wizard of Oz, Dorothy and Toto pick up three some-
what lost characters, each in search of an extra bit of
anatomy. The Tin Man wants a heart, the Lion wants circuitry
for courage, and the Scarecrow wants a brain. Given modern
technology, the Tin Man is in business; heart transplants are a
piece of cake. The Lion probably just needs a testosterone
patch, thereby restoring his machismo. The Scarecrow, how-
ever, is currently out of luck—although perhaps not for long.
We already have the ability to transplant parts of one species’
brain into another and have the different parts work together
in functional harmony. For example, the neuroscientist Evan
Balaban (1997) has demonstrated through a fetal transplant
technique that one can create a chimeric bird brain whose
head bobs like a quail and crows like a chicken. By thinking
about neural chimeras and species-typical behaviors, we can
learn a great deal about how the brain evolved and how the
neural circuitry underlying thought evolved as well; how-
ever, we do not have to go to such extremes. We can adopt the
scientific tool that ultimately led to Darwin’s dangerous idea:
the comparative method. As Darwin and subsequent students
of evolution have so elegantly argued, to understand the
evolution of mind and brain we can tap into the diversity of
living species, using observations and experiments to under-
stand the extent to which different species converge or di-
verge with respect to the contents of their thoughts, as well as
the processes by which they come to understand the world in
which they live (Hauser, 2000; Heyes & Huber, 2000). This
essay represents an attempt to flesh out this research pro-
gram, building on the conceptual and empirical foundations
that currently exist (Hauser, 2000; Heyes & Huber, 2000;

Shettleworth, 1998). I first consider a sample of problems
that require careful attention before the fruits of the compar-
ative approach can be tasted. Next, I review two case studies
that I believe illustrate the power of the comparative
approach. This review and the case studies selected are bi-
ased in two ways: Most of the work focuses on primates (be-
cause this is what the editors asked me to do, and it happens
to be the taxonomic group on which I work!), and the case
studies represent conceptual problems that I have explored.
To alleviate the criticism that I am a primate chauvinist, let
me state at the outset that for many of the examples I discuss,
primates are unlikely to be unique in the capacities exposed
and are often not the best group for working out the mecha-
nistic details. They are, however, an important group for
understanding problems relating to human evolution and the
potential sources of our own intellectual heritage; I elaborate
on this issue in the first section of this chapter. Although I
focus on problems that I have worked on in some detail, such
focus in no way implies that these areas are more important
than others. My primary reason for focusing on the cases
described in the second section is that I believe they make
deep connections with studies of brain function and infant
cognitive development—two disciplines that should be better
connected to studies of primate cognition.

Phylogenetic Considerations About
Homology and Homoplasy

A central problem in comparative biology is determining the
evolutionary mechanisms underlying similarity between
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species. As evolutionary theorists point out, however, there
are two coarse-grained categories of similarity, and each pro-
vides insights into phylogenetic patterns and the history of
selection pressures. One category concerns homologies, iden-
tified as characteristics that are shared between two species
because of evolution by descent from a common ancestor that
also expressed the same characteristic. The second category
concerns homoplasies, characteristics that independently
evolved in different taxonomic groups due quite often to the
process of convergence.

To illustrate the importance of this distinction, consider
an example from outside of the Primate order: brood para-
sitism in birds (Sherry, 1997, 2000). In a wide variety of
birds, breeding individuals dump their eggs into a host nest
rather than rear the young on their own. The benefit to the
parasites, of course, is that they only pay the cost of pro-
ducing the egg, leaving the costs of rearing to the host. In
one of the more carefully studied species—the brown-
headed cowbird—females lay approximately 40 eggs per
year and use the nests of more than 200 different host
species; the large number of hosts is critical to their success
because from an evolutionary perspective, such variation
reduces the opportunity to develop a discriminating recog-
nition system. Before dumping their eggs, cowbirds must
scout the area, find suitable hosts, remember where they are,
and then drop them off at a suitable time with respect to the
host’s reproductive cycle; dumping an egg before the nest is
complete or after all of the host’s eggs have been laid can
lead to abandonment. Because egg dumping is the female’s
responsibility, one might expect to find sex differences in
memory, with females showing greater abilities than males.
And if such sex differences exist, then there must be a
neural mechanism underlying this behavioral difference.
Analyses by Sherry, Forbes, Khurgel, and Ivy (1993) have
revealed that female cowbirds have a larger hippocampus
than do male cowbirds, although there are no differences in
overall brain size. These results show that selection can op-
erate on neural specializations, leading to adaptations that
are well suited to particular ecological problems. One must,
however, move cautiously with such interpretations be-
cause it is possible that sex differences in the hippocampus
are simply present in all blackbirds (i.e., the subfamily to
which cowbirds belong). If all blackbirds show a sex differ-
ence in hippocampal size, then we have an example of a ho-
mology, and claims for a selective adaptation within the
brown-headed cowbird are unwarranted. To show that this
sex difference represents an adaptation—one designed to
meet the challenges of specific ecological pressures—com-
parative data are crucial.

In studies of red-winged blackbirds and common grackles—
two blackbird species that raise their own young—it has been
shown that there are no sex differences in hippocampal size
(Reboreda, Clayton, & Kacelnik, 1996; Sherry et al., 1993).
Furthermore, in the shiny cowbird, whose females parasitize
over 150 host species, there is a significant size difference in
the hippocampus in favor of females, whereas in the scream-
ing cowbird in which both male and female search for a host,
there is no difference in hippocampal size. These data add
considerable strength to the claim that sex differences in hip-
pocampal size are the result of selection for adaptations to cur-
rent ecological conditions and that such conditions are only
present in some blackbird species.

Primatologists have often aimed their comparative efforts
at humans, and this is particularly the case in the study of cog-
nition. When human and nonhuman primates show the same
phenotypic patterns or characters, it is often assumed that such
similarities represent cases of homology. It is possible, how-
ever, that the similarity represents a case of homoplasy. Many
cases of putative homologies within the primates (e.g., face
recognition; Kanwisher, Downing, Epstein, & Kourtzi, in
press; Kanwisher, McDermott, & Chun, 1997; Perrett et al.,
1988; Perrett et al., 1984) have been defended on the basis of
plausibility—specifically, that it is unlikely for the character
to have evolved twice, once in each lineage. Although this is a
reasonable argument to make for primates as a group, each
case must be considered on its own. It is certainly possible that
some traits shared in common between two species evolved
after the divergence point. Moreover, in cases in which the pu-
tatively homologous character is a behavioral trait, it is possi-
ble that the underlying mechanisms differ between species.
Conversely, cases of apparent homoplasy at the behavioral or
anatomical level may actually represent cases of homoplasy at
the genetic level, as the revolutionary studies of hox-home-
obox genes have revealed (Carroll, Weatherbee, & Langeland,
1995; Gerhart & Kirschner, 1997).

Although there are historical reasons for drawing compar-
isons between human and nonhuman primate cognition, there
are two potential problems with this kind of focus. First,
when neuroscientists look to animals for comparative data,
they tend to draw classificatory boundaries with respect to
higher order taxa such as animal, vertebrate, or monkey.
Consequently, there are numerous books and articles on the
neurobiology of spatial memory, visual attention, decision
making, and categorization that speak of comparisons be-
tween humans and “animals” or “monkeys and birds.” For
example, in a recent review article on the neurobiology of
face perception, Haxby, Hoffman, and Gobbini (2000) state
that in “the monkey [italics added], neurons that respond
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selectively to faces are found in patches of cortex in the
superior temporal sulcus and in the inferior temporal gyrus”
(p. 225). In a different article on the same topic, Tarr and
Gauthier (2000) state that support “for feature maps comes
from monkey [italics added] neurophysiology suggesting a
topography of features in inferior temporal cortex (IT) and
from human fMRI [functional magnetic resonance imaging]
studies indicating that across a single task, different stimuli
selectively activate different regions of the ventral temporal
cortex” (p. 764). In each of these quotes, the monkey is the
rhesus monkey. Although this particular species has been the
model animal for studies focusing on the neurobiology of vi-
sion, we should be careful in assuming that rhesus are repre-
sentative of primates, including both closely and distantly
related species. For example, because some primates have a
limited suite of facial musculature (Huber, 1931), they rarely
produce facial expressions, and when they do, they have a
small repertoire. Furthermore, although some primates such
as rhesus exhibit the characteristic inversion effect shown in
humans (i.e., faster and more accurate recognition of upright
faces than of inverted faces), not all species do, even though
faces clearly play an important role in their social behavior
(Weiss, Ghazanfar, Miller, & Hauser, 2002). As I document
in the following discussion, there are often important differ-
ences between species—even within the same genus—and
such differences are informative with respect to the selective
pressures on brain organization. Although one might reason-
ably ask whether any animal is capable of a cognitive com-
putation that is characteristically human, a far richer
evolutionary account would not only explore whether nonhu-
man animals can carry out the computation, but which
species and why. Thus, in cases in which we share with other
animals a particular computational ability, is this because of
phylogenetic inertia, because of similar social and ecological
pressures, or both? By thinking about socioecological pres-
sures we are more likely to pinpoint appropriate species for
our comparative analysis. Second, studies of cognitive evolu-
tion should also focus on similarities and differences between
nonhuman primates—independently of the patterns obtained
for humans. This is important because it allows us to map
patterns of primate mind-brain evolution onto existing phylo-
genies that have used molecular, anatomical, behavioral, and
ecological characters (Allman, 1999; Deacon, 1997; Deaner,
Nunn, & van Schaik, 2000; Di Fiore & Rendall, 1994).

In the literature reviewed in the following discussion, it
should become apparent to the reader that our understanding
of many cognitive traits is restricted to only a handful of
species. For example, although we know a great deal about
asymmetries in hand use—and in coarse-grained anatomy for

a number of primate species—our knowledge of behavioral
and neurophysiological asymmetries associated with the per-
ception and production of communicative signals is largely
restricted to two macaque species (Macaca mulatta, Macaca
fuscata) and chimpanzees (Pan troglodytes; Weiss et al.,
2002). As a result, our ability to draw inferences about the
patterns of evolution is minimal. An important goal of this
essay, therefore, is to draw attention to what we know about
the few species that have been studied; I also hope to inspire
others to collect the relevant data on other species.

Comparative Methods for Comparative Cognition

A problem facing students of human infant and nonhuman an-
imal cognition is that we cannot use language to ask about the
thoughts and emotions underlying their behavior. In response
to this problem, researchers have developed clever method-
ologies. Often, however, the methods used are designed for
one species or a specific age group, and thus either cannot or
have not been applied to other species or age groups. Addi-
tionally, in cases in which the same method has been applied to
different species or age groups, a question arises as to the ap-
propriateness of the method in asking questions about similar-
ities or differences in cognitive abilities or competences. If we
are to understand how the minds of different species evolved,
then we must not only acknowledge these methodological
problems, but also systematically confront them in our
studies. Macphail (1987a, 1987b) sounded this warning al-
most 15 years ago, and the problems are still with us today.

On an extremely general level, there have been two
methodological approaches to the study of animal cognition.
On the one hand are studies typically run in a laboratory
environment that involve some kind of training to shape an
animal’s initial behavior. After being trained to make a
certain kind of response, subjects are often tested on general-
ization conditions designed to reveal what they have learned
or can learn beyond the initial training period. On the other
hand are studies run both in the laboratory and in the wild that
tap spontaneous cognitive capacities. Here, the goal has been
to understand how animals use species-typical behavior to
solve problems. Both approaches are associated with bene-
fits and costs. Independently of such methodological eco-
nomics, however, it is clear that if we are to understand
what neurocognitive processes mediate a particular behavior
and whether such processes are similar or different across
species, then we need tools that can be applied to different
species with little or no change. This point has been made
before but requires repeating because of the potential pitfalls
associated with making assessments of differences and
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similarities in performance on a task. There are two critical
questions or problems. First, does species or age-group A per-
form worse than does species or age-group B because A lacks
a particular ability or because the task fails to engage a
species-typical or age-appropriate motor response? For ex-
ample, A might fail not because it lacks the conceptual
resources to solve the task but because A lacks the requisite
motor competences. Second, when species or age-group A
performs as well or in the same way as species or age-group
B, is this because members of A and B are solving the prob-
lem in the same or a different way? It has often been assumed
that similarities in performance are guided by similarities in
the underlying mechanism, but this need not be the case.

An elegant example of the second problem comes from
the study of animal cultures or traditions. In a variety of
species, one finds that members of one population perform a
behavior not seen in other populations of the same species. In
such cases, if differences in ecology or genetics can be ruled
out as causes of interpopulation differences, then it seems
reasonable to conclude that such differences arise due to
learning. Of interest to those studying such traditions is how
they were invented, passed on to others, and then maintained
over time (Byrne & Russon, 1998; Galef, 1992; Heyes &
Galef, 1996; Tomasello, Kruger, & Ratner, 1993; Whiten &
Ham, 1992). Studies of wild chimpanzees highlight the
extraordinary variation in tool use technology seen among
populations that lack significant genetic or ecological differ-
ences, but studies of chickadees highlight the importance of
conducting carefully controlled experiments to determine
how homogeneity in the expression of a behavior emerged
within the population. Sherry and Galef (1984, 1990)
explored the famous studies of Fisher and Hinde (1949) on
milk bottle opening in blue tits by running experiments with
black-capped chickadees in captivity. The goal of these
experiments was to assess whether the homogeneity among
blue tits emerged because of imitation as opposed to some
other transmission mechanism. One set of naive individuals
watched as a demonstrator removed foil from a milk bottle
and then skimmed the cream. These individuals were then
placed alone in a cage with a foil-capped milk bottle. A sec-
ond group of naive individuals was first placed alone in a
cage with an uncapped milk bottle; the foil was placed next to
the bottle. In the next session, these individuals were placed
alone in a cage with a foil-capped milk bottle. When Sherry
and Galef compared the speed with which individuals in
these two groups learned to remove the foil from the milk
bottle, they found no statistically significant differences.
These studies show that what may appear to be an example of
imitation (e.g., all the blue tits learned by copying from one
genius tit to remove the foil) or some other form of social

learning may in fact not be social at all. In the chickadee case,
one group clearly learned from a demonstrator, but the sec-
ond group learned by deduction—by seeing the foil next to
the bottle and skimming the milk, such individuals solved the
problem by playing the equivalent of Jeopardy: The answer is
Drinking milk with foil next to the bottle. The question is How
do you drink milk from a foil-capped bottle?

I emphasize these two problems throughout the rest of this
chapter. In addition, I focus on methods that involve little to
no training and that can be used across a variety of primate
species with little to no change; in many cases, these tech-
niques are likely to be effective with nonprimate animals as
well, thereby broadening the depth of our comparative analy-
sis. Most important is that because the methods described
have been used with human infants and can readily be used in
neurophysiological preparations with animals, we are in an
excellent position to forge a link between ethologists, cogni-
tive developmentalists, and neuroscientists.

Domain-Specific Systems of Knowledge

Some might claim that evolutionary psychologists have an
obsession with modularity—or with massive modularity, as
Jerry Fodor (2000) has recently put it. In fact, Fodor’s recent
treatment of modularity and his explicit criticisms of evolu-
tionary psychology might come as a surprise given that the man
has long been a champion of modular views of the mind an-
chored by a strong nativist perspective (Fodor, 1983). What is
at stake in this debate, as well as a parallel one with those who
think that the mind is merely a collection of general learning
mechanisms, is how nature has carved the mind into special-
ized mechanisms that come equipped with knowledge of the
world. As Fodor correctly points out, some evolutionary psy-
chologists have mistakenly assumed that a commitment to do-
main specificity and modularity is a commitment to innateness.
These are orthogonal issues. Of concern here—and a mediat-
ing force in the selection of empirical cases in the following
discussion—is the hypothesis of category or domain speci-
ficity. To say that the mind consists of domain-specific systems
is to claim that different domains of knowledge are guided by
specific learning mechanisms or computations, often associ-
ated with dedicated neural circuitry. As I have argued else-
where (Hauser, 2000), building on the views of Fodor (1983,
2000), Pinker (1994, 1997), and others (Caramazza, Hillis,
Leek, & Miozzo, 1994; Carey & Spelke, 1994; Dehaene, 1997;
Hirschfeld & Gelman, 1994), the domain-specificity perspec-
tive is not only a powerful theoretical argument, but is also a
highly effective research strategy because it forces one to
explore how particular features and principles guide and
constrain the organization and acquisition of knowledge. It
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is simply an empirical question whether it is domain-specific
systems all the way down or some combination of domain-
specific and domain-general mechanisms and whether
domain-specific or -general mechanisms are equipped with
innate knowledge, and if so, what this knowledge is and how
it permits learning of a certain kind. The domain-specificity
perspective has already played a critical role in studies of
patients with brain damage (e.g., cases of category-specific
deficits for fruits, vegetables, faces; Caramazza & Shelton,
1998), in neuroimaging experiments of normal human adults
(Kanwisher et al., in press), and in understanding conceptual
development in infancy and early childhood (Carey & Spelke,
1994; Keil, 1994). It is high time that more students of animal
behavior reap the benefits of this perspective; some already
have (Cheney & Seyfarth, 1985; Gallistel, 1990; Hauser, 1997;
Santos, Hauser, & Spelke, 2001).

To illustrate, consider the domain of spatial knowledge. We
know from hundreds of studies of insects, fish, birds, and
mammals that animals are equipped with two basic mecha-
nisms for navigating in the world: dead reckoning, whereby
the speed and distance traveled are automatically updated and
used to find the most direct route to a target location; and pi-
loting, whereby distinctive landmarks are used to find specific
targets within a highly familiar area (Gallistel, 1990; Healy,
1998; Shettleworth, 1998). When animals use landmarks, cer-
tain features are more reliable than others are. Thus, for exam-
ple, if home is located next to a white birch tree, what is
relevant about the birch is its specific shape and consistent lo-
cation but not its color or orientation. After all, if the birch
falls over or undergoes a color change due to a shift in the sea-
sons, it is still a reliable landmark. To explore whether animals
are able to conjoin information from two different properties
of a spatial environment, Cheng (1986) set up an experiment
with rats. In the first condition, subjects were first placed in a
rectangular room with four white walls and then shown a
baited corner. Next, they were spun around with their eyes
closed in order to disorient them. When they were released,
subjects searched for the food in either the correct (i.e., baited)
or geometrically opposite corner. These data suggest that rats
can use the geometry of the room to find a target location. In
the second condition, the rectangular room consisted of three
white walls and one black wall. Although the task was the
same, subjects were provided with a potentially salient, non-
geometric feature (i.e., a colored wall) that could serve as a
landmark. Under these circumstances, however, rats searched
exactly as they did in Condition 1, looking in either the correct
or geometrically opposite corner. What these results show is
that rats are unable to conjoin geometric with nongeometric
features in the context of spatial disorientation, leading
Cheng to conclude that rats are equipped with a geometric

module—one that is highly encapsulated with respect to in-
formation coming in from other domains. It is unlikely that
this kind of question and experimental design would have
been set up outside a domain-specificity perspective.

An interesting twist on Cheng’s results—one emphasizing
the importance of comparative work—comes from studies of
human toddlers and adults, as well as studies of chickens and
rhesus monkeys. Specifically, Hermer and Spelke (1994,
1996; Hermer-Vazquez, Spelke, & Katsnelson, 1999) showed
that when toddlers are run on Cheng’s disorientation task,
they perform exactly like rats—searching in the correct or
geometrically opposite corner even when there are highly
salient landmarks (e.g., a tree in one corner and a large plastic
gnome in the other). However, when adults are run on this
task, they perform like rats and toddlers in the all-white room,
but search primarily in the correct corner when given a land-
mark. What Hermer and Spelke have argued is that in order to
conjoin geometric and nongeometric features following dis-
orientation, language is necessary. Specifically, adults solve
the disorientation problem by saying something like The
baited location is to the right of the black wall. When adults
are prevented from using language by imposing a verbal shad-
owing task, they go back to looking like toddlers and rats. If
language is necessary for conjoining geometric with nongeo-
metric features, then clearly no animal should solve this task.
Although Cheng’s results would seem to support this claim,
studies of chickens (Vallortigara, Zanforlin, & Pasti, 1990)
and rhesus monkeys (Gouteux, Thinus-Blanc, & Vauclair,
2001) do not. Specifically, both of these species solve the dis-
orientation task when landmarks are provided, although train-
ing was involved in both studies. Critically, then, these studies
show that although language might be used by humans to
conjoin geometric and nongeometric features, it is certainly
not necessary. Whether there is a geometric module in the
Fodorian sense depends on the species, as well as on the task,
thereby emphasizing both the importance of cross-species
comparisons and the application of different methods.

HOW TO STUDY COGNITIVE EVOLUTION:
TWO TEST CASES

The Construction of a Number Sense

Children have the capacity to acquire the number system. They
can learn to count and somehow know that it is possible to con-
tinue to add one indefinitely. They can also readily acquire the
technique of arithmetical calculation. If a child did not already
know that it is possible to add one indefinitely, it could never
learn this fact. Rather, taught the numerals 1, 2, 3, etc., up to
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some number n, it would assume that that is the end of the story”
(Chomsky, 1988, p. 167).

If there is anything that is distinctively human, it is our ca-
pacity to represent quantities with symbols, to use such sym-
bols with abstract functions or operators, and to put these
elements together to create the language of mathematics.
Granted, not all cultures have the kind of formal mathematics
that some of us learned in school. However, all cultures have
a system of symbolic quantification, including number words
and grammatical mechanisms for distinguishing (minimally)
one object from many (Butterworth, 1999; Dehaene, 1997).
Furthermore, all cultures care about quantification because—
by our nature as humans—we have a sense of fairness (Ridley,
1996; J. Q. Wilson, 1987) that mediates exchange and sharing,
whether it is over mongongo nuts and bush meat or high-tech
stocks. Moreover, when one explores some of the ancient sys-
tems for representing numbers, one uncovers an extraordinar-
ily nonrandom pattern: All cultures have distinctive and
rationally assigned symbols for the numbers one, two, and
three (sometimes four), but then change to a different nota-
tional system for numbers greater than three or four. Thus, for
example, the Romans developed the systematically transpar-
ent system that mapped one to I, two to II, and three to III, but
then modified the system at four with the introduction of a
new symbol (V )—and thus the introduction of a new rule—to
create a new pattern (IV). Similarly, in English we use the
words first, second and third, but then shift to using fourth,
fifth, sixth, and so on, or -th all the way up. Why shouldn’t we
write the Roman numeral for four as IIII, or use the word
fourd or fourst? What privileges the numbers one to three or
four? Such consistency across cultures suggests that humans
are endowed with a number sense, a domain-specific system
that is universally present and forms the foundation of our
mathematical talents. It also suggests something special about
the numbers one through four as opposed to numbers greater
than four. Of concern here, then, is what this representational
mechanism is like, how early in life it can be detected, how it
mediates the child’s path to numerical competence, and
whether this capacity is uniquely human or shared with other
animals? If we share with other animals a number sense, then
what have the millions of years of biological and cultural evo-
lution added that enable us to carry out computations that no
other animal can and to develop elegant and often esoteric
mathematics that can only be enjoyed by those rare human be-
ings with a passion and gift for higher mathematics? To ad-
dress these questions, I first provide a brief review of some of
the relevant work on human infants, focusing on some of the
earliest evidence for spontaneous numerical representations; I
focus on infants in particular because this age group provides

the best opportunity to explore the hypothesis that biology has
provided us with a numerical foundation that is then elabo-
rated and enriched as a function of language as well as of other
cognitive resources and experiences. Next I look at the evi-
dence for numerical computations in nonhuman animals, con-
trasting studies that involve training with those that do not. I
conclude with a brief discussion of what is currently known
about the neural basis of number representation in human and
nonhuman animals; then I review how work in this area forces
a reconsideration of the theory that has been developed to ex-
plain nonlinguistic numerical representations.

Number Representation in Human Infants

If in fact some aspects of our number sense are universal,
then we ought to pick up traces of this capacity in human in-
fants. According to one view, championed by such cognitive
scientists as Fodor (1975) and Pinker (1994, 1997), not only
should infants have some of the core principles underlying
our number sense, but such principles should also be contin-
uous with the capacity observed in adults. This is the conti-
nuity thesis of human cognitive development. According to a
second view articulated most recently by Carey and Spelke
(in press), we are born with a core set of principles that put
into play our capacity to acquire mathematics, but over
development we acquire new representational resources that
literally transform the earlier representations; this is the dis-
continuity thesis. According to either view, it is essential to
establish what the infant is handed by biology—with respect
to its capacity to compute numerosities—and how such
mechanisms mediate subsequent learning.

During the 1980s, several developmental psychologists
asked whether human infants could discriminate stimuli
based on their numerical differences (Antell & Keating,
1983; Starkey & Cooper, 1980; Starkey, Spelke, & Gelman,
1990; Strauss & Curtis, 1981). In the classic design, an ex-
perimenter presented an infant with stimuli of a constant
number, but with variability introduced in terms of either the
kind of objects presented or the spatial arrangement of items
such as dots on a monitor. Thus, for example, an infant would
be habituated to slides consisting of two dots randomly ar-
rayed within the frame and then would be tested with slides
consisting of either three dots or two dots presented in a
new spatial arrangement. Results from these experiments
suggested that young infants were sensitive to different
numerosities and were capable of discriminating one from
two, two from three, and in some experiments, three from
four. Moreover, work by Spelke and colleagues (Spelke,
1979; Spelke, Born, & Chu, 1983) indicated that the infant’s
representation of number appeared abstract and amodal as
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evidenced by the fact that they classified two dots and two
beeps as the same, but two dots and three beeps as different.

In 1992, Wynn published an important paper suggesting
that infants could not only discriminate numerosities, but
could also operate over them, carrying out simple additions
and subtractions. Taking advantage of the expectancy viola-
tion procedure developed to explore visual perception, Wynn
first familiarized 4- to 5-month-old infants with an empty stage
and with a stage showing either one, two, or three Mickey
Mouse dolls. Next she ran infants on one of three versions of a
test trial involving the addition of one object to another. In the
expected or possible test, the infant watched as one Mickey
was placed on the stage, an occluder raised to hide Mickey, a
second Mickey introduced behind the occluder, and then the
occluder removed to reveal two Mickeys (i.e., 1 + 1 = 2). This
is an expected or possible outcome if the infant sees the first
Mickey on the stage, maintains a representation of one Mickey
behind the occluder, updates this representation to two
Mickeys when the second is introduced, and then maintains
this representation until the occluder is removed revealing
precisely two Mickeys. In the two unexpected or impossible
test trials, the presentation was identical to the expected
version except that when the occluder was removed, the infant
saw either one or three Mickeys (i.e., 1 + 1 = 1 or 3). If—as
sketched for the expected test trial—infants store a represen-
tation of two Mickeys when the occluder is in place, then
when the experimenter removes the occluder and reveals ei-
ther one less or one more Mickey, they should look longer
than they do when the outcome is precisely two Mickeys; this
is exactly what Wynn observed in her studies. She also ob-
served a similar difference in looking time in a subtraction
event, contrasting a 2 – 1 = 1 outcome with a 2 – 1 = 2 out-
come (Wynn, 1992). Wynn concluded that infants have an in-
nate capacity to compute simple additions and subtractions.

Since Wynn’s publication, there has been a flurry of activ-
ity by infancy researchers interested in the development of
numerical representations. Several issues are at stake. First,
to what extent can the infant’s representation be considered
numerical? Second, given differences in methodological pro-
cedures across studies, are experimenters testing the same
thing? Third, what ontogenetic changes arise with respect to
the representation of number? What is the role of innate con-
straints on learning and what kinds of experience are either
necessary or sufficient with respect to developing the core
principles of a number system (e.g., one-to-one correspon-
dence, abstract, ordinal relationships, cardinality; Gelman &
Gallistel, 1986)? Finally, how—from a computational per-
spective—do infants compute numerosities, and are there
differences between small and large numbers, as well as be-
tween approximate and exact calculations?

Although the level of activity in this area has been high, it
is difficult to provide a concise and unambiguous summary at
this point due to differences between studies in experimental
design, behavioral assays, and stimuli presented. Thus, some
studies have used a looking time technique, whereas others
use a reaching procedure; some use computer generated
displays, whereas others use real objects; some require the
use of working memory, and others do not; and so forth. To
illustrate, consider a set of studies that have used the looking
time technique. Following up on Wynn’s original work,
Simon, Hespos, and Rochat (1995) provided a replication,
but also an interesting twist. By the age of approximately
5 months, although infants appear sensitive to the number of
objects placed behind an occluder, they do not appear sensi-
tive to the properties or kinds of object. Thus, if infants see
two identical Ernie dolls (from Sesame Street) placed behind
an occluder, they look equally long at an outcome of two
Ernie dolls as they do at an outcome of one Ernie and one
Bert or two Berts. These results fit in nicely with recent work
by Xu and Carey (1996, 2000; Xu, Carey, & Welch, 1999)
suggesting that it is not until the age of approximately
12 months that infants discriminate objects based on their
properties or kinds (for an opposing position, see Needham
and Baillargeon, 2000). Koechlin, Dehaene, and Mehler
(1997) then showed that when infants detect a violation in
number, they do so even when the spatial arrangement of the
objects changes. Thus, if objects are rotated on a disc (a lazy
Susan), infants look longer at outcomes with different num-
bers of objects but not different spatial arrangements of the
same number of objects. Uller, Carey, Huntley-Fenner, and
Klatt (1999) also provided a replication of Wynn’s original
design but showed that the outcome depends on whether the
infant first sees one object on the stage followed by occlusion
or starts by seeing an empty stage followed by the introduc-
tion of two objects behind the occluder. Specifically, al-
though 5-month-old infants looked longer in the unexpected
test trials of an object-first 1 + 1 condition (i.e., outcomes of
1 and 3; Wynn’s original design), they did not discriminate
between these outcomes until the age of 8 months when
tested on a screen-first design. These results suggest that in-
dependently of the content of the infant’s representation,
working memory plays a crucial role; the object-first design
demands only a single update in memory, whereas the
screen-first design requires two.

All of the work reviewed thus far suggests that infants can
discriminate small numerosities on the order of three to four.
When we consider all of these studies together, however, we
are left with a problem. Whereas the earlier experiments on
number involved presentations that did not recruit working
memory (i.e., the stimuli to be discriminated were always in
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view), the more recent experiments using expectancy viola-
tion do. Although it might be the case that the same mecha-
nism underlies all of the findings to date, it is possible that
there are different mechanisms and that some of the findings
can be better explained by a system that is not strictly numer-
ical, but rather tied more generally to what infants know
about objects, especially under occlusion (Leslie, Xu,
Tremoulet, & Scholl, 1998; Simon, 1997; Simon et al., 1995).
Some of the most recent work in this area speaks directly to
this problem.

In the early work on number representation in infants, the
experimental stimuli were poorly controlled with respect to
factors that might covary with number, and thus enable the
infant to discriminate on the basis of features other than nu-
merosity. Thus, in the original work by Starkey and col-
leagues, although infants appeared to discriminate between
stimuli consisting of two versus three dots, they might have
also discriminated between these stimuli on the basis of spa-
tial extent, contour, or density. In a study by Mix, Levine, and
Huttenlocher (1997) that provided more stringent controls
for these factors, there was no evidence that infants were
discriminating on the basis of number; rather, findings sug-
gested that infants discriminated based on contour dimen-
sions. However, in another study with even more careful
controls, Xu and Spelke (2000) showed that infants could
discriminate 8 from 16 dots but not 8 from 12 dots. In this
study, number was the only relevant dimension. Xu and
Spelke argued that in this particular task, infants were dis-
criminating on the basis of ratios, and thus that they were ca-
pable of computing 2:1 but not 3:2. If correct, this suggests
that on some tasks at least, infants can discriminate large
numbers but are subject to the constraints associated with
Weber’s law—that is, when infants discriminate stimuli on
the basis of large numerosities, they are subject to the effects
of distance (numbers that are further apart on the number line
are more readily discriminated) and magnitude (holding the
difference between two numbers constant, larger numbers
(e.g., 125 and 126) are more difficult to discriminate than are
small numbers (e.g., five and six; Moyer & Landauer, 1967).
Along similar lines, a study by Wynn and Chiang (1999) has
shown that whereas infants succeed (look longer at the unex-
pected condition) on a 1 + 1 = 2 versus 1 task, they fail at a
5 + 5 = 5 versus 10 task.

Complicating matters further are three additional studies
with human infants using three completely different tech-
niques. Feigenson, Carey, and Hauser (2001) attempted a
replication of Wynn’s original findings with Mickey Mouse
dolls, but used LEGO blocks that could be built in such a
way as to explicitly control for area or volume. Under these
more stringent conditions, results showed that infants looked

longer when the outcome violated the expected volume or
area, but not when it violated the number of objects. Thus, al-
though infants might be sensitive to number, under the condi-
tions tested, they are more sensitive to changes in volume and
area. In a study by Wynn (1996) designed to explore whether
the infants’ representation of number was restricted to dis-
crete visual or auditory objects, infants were habituated to a
puppet that jumped in bouts of two or three hops. Thus, for
example, one group of infants watched as a puppet jumped in
a cycle of two up and down hops, paused, two more up and
down hops, then paused, and so on. After they reached a cri-
terion level of habituation, they were presented with the same
puppet, who now hopped in a cycle of either two or three
hops. Only when the number of hops changed did the infants
dishabituate; this pattern was obtained in the face of controls
for overall duration of the hops as well as interhop intervals.
These results suggest that infants can discriminate two from
three both for discrete objects and for events. In a third and
final test variant, Feigenson et al. (2002) presented infants
with a two-choice box task, originally developed by Hauser,
Carey, and Hauser (2000) for rhesus monkeys (discussed
later in this chapter). In general, infants watched as an exper-
imenter sequentially placed different numbers of crackers
into each of the two opaque boxes and then allowed the infant
to search and retrieve the crackers in one box; for example,
the infant might see the experimenter place one cracker into
one box and then two crackers into the second box. Thus, if
infants prefer more crackers over fewer crackers, they should
selectively search in the box with more. Results showed that
infants selectively preferred the box with two crackers over
one and three over two, but showed no systematic preference
for four versus three as well as for six versus three. Moreover,
when number was systematically tested against surface area
(e.g., one cracker vs. two crackers equal in surface area to
one), infants selected the box associated with the larger sur-
face area. Thus, in parallel with the work by Mix and col-
leagues, infants at this early age and in these particular tasks
appear to weight volume and surface area over number.

These more recent results raise several important points.
First, the work by Feigenson et al. reinforces the point made
earlier that in order to claim that infants or any other nonlin-
guistic creature discriminates stimuli on the basis of their nu-
merical differences, one must eliminate all other possible
factors such as volume, contour, density and so forth. Sec-
ond, Wynn’s results suggest that if infants do in fact have a
number sense, that it may—under some circumstances—be
quite abstract (i.e., capable of computing over discrete
objects and events). Third, several of the results reported in
the preceding discussion suggest that when infants discrimi-
nate stimuli on the basis of number, they can do so precisely
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if the numbers involved are less than about four. If, as impli-
cated by the work of Xu and Spelke, infants’ numerical abil-
ities were simply subject to Weber’s law, they should have no
problem with six versus three (Feigenson et al., 2002) as this
reduces to a ratio of 2:1, which they pass when the number of
cookies is one versus two.

These data raise one of two possible interpretations. Either
these tasks are tapping different mechanisms, or there is one
mechanism that is differentially effected by each of the tasks.
As I discuss more completely later in this chapter, it is possi-
ble that there is one system involved in precisely computing
small numerosities, a second system for approximately com-
puting large numerosities, and a third system for precisely
computing large numerosities. Rather than explicate these
possibilities here, I turn next to work on animals. This work is
not only critical to our understanding of number representa-
tion in humans—both infants and adults—but is also impor-
tant because much of the theory derives from this work.

Number Representation in Animals: Why Might
Selection Favor Numerical Computation?

There are two ways to motivate work on numerical represen-
tation in animals. On the one hand, we can ask whether there
are socioecologically significant situations in which animals
might profit from or require numerical computations. If so,
then given sufficient variation between individuals and the
coupling between computational capacity and reproductive
success or fitness, selection might favor such capacities. On
the other hand, we can ask whether—independent of selec-
tion for such capacities in nature—animals are capable of
learning numerical discriminations and operations. Here I
discuss the first approach, briefly reviewing the kinds of con-
ditions that might select for a capacity to compute number or
quantity. In the next section I turn to the second approach and
show how training experiments have revealed an underlying
capacity for number quantification. Subsequently, I show
how we can unite both approaches to conduct experiments
that tap spontaneous abilities for number representation.

There are at least three coarse-grained contexts in which
one might expect to find evidence of a capacity for number
representation: care of young, feeding competition, and intra-
or intergroup aggression. We know, for example, that in
species that produce multiple young per litter or clutch, the
allocation of parental care or investment depends critically on
the number of young—both presently available and to be pro-
duced in the future (Clutton-Brock, 1992; Trivers, 1972).
However, based on studies with birds, and especially brood
parasites (Davies, 2000; Kilner, Noble, & Davies, 1999), it
appears that parents do not adjust the amount of care allocated

as a function of the exact number of young present. Rather,
the allocation of parental care seems to be an approximate
affair. In a similar vein, although a wide variety of avian
species cache their food, often concealing and then retrieving
thousands of seeds in thousands of different locations, there
is no evidence that such individuals recall the precise num-
bers; rather, they recall an approximate number of seeds
from an approximate number of locations (Balda, Kamil, &
Bednekoff, 1997; Vander Wall, 1990). To push further, al-
though studies of optimal foraging (Stephens & Krebs, 1986)
clearly show that animals are highly sensitive to the energetic
returns from different food patches, they do not appear to be
calculating the precise number of food items in a patch, but
rather the relative rates of return in one area as opposed to an-
other (Ydenberg, 1998). Finally, although a coalition of two
animals typically outcompetes an animal on its own and large
groups outcompete smaller groups, there is no evidence that
the precise number of individuals in one coalition or one
group is used to assess competitive advantage; again, it is the
relative number of individuals that seems to count (Harcourt
& de Waal, 1992). These data suggest that if animals naturally
have a system for numerical representation, then it is one that
computes numbers approximately and not precisely.

In contrast to the work discussed thus far, recent experi-
mental work on lions and chimpanzees suggests that under
conditions of intergroup competition, individuals might assess
the number of competitors prior to deciding whether to attack
or flee. McComb, Packer, and Pusey (1994) presented lion
prides with playbacks of roars from a single individual or
three individuals. The extent to which the listening pride
approached the speaker or roared back was contingent upon
the number of individuals roaring, with the most aggressive
response elicited by the simulation of three intruders. More-
over, the response to one versus three intruders was mediated
by the number of lions in the pride, with stronger responses
coming from larger prides. Like lions, chimpanzees are also
confronted with threats from neighboring communities.
Based on over 40 years of field research from sites all over East
and West Africa, observations suggest that when chimpanzees
from one community encounter chimpanzees from a foreign
community, they will attack and kill the intruder if the ratio of
adult males is 3:1 in favor of the attacking party. To test this
observation, M. L. Wilson, Hauser, and Wrangham (2001) ran
a series of playback experiments. Specifically, chimpanzee
parties from the Kanyawara community in Kibale National
Park, Uganda were presented with playbacks of a pant-hoot
from a foreign adult male. When the party consisted of adult
females and their offspring but no adult males, subjects stayed
still or moved in the opposite direction from the speaker, and
they remained completely silent (Figure 20.1). When parties



570 Primate Cognition

1

.5

0
1 2 3 4 5 6 7 8 9

Pr
ob

ab
ili

ty
 o

f 
C

ou
nt

er
ca

lli
ng

1

.8

.6

.4
1 2 3 4 5 6 7 8 9

Pr
ob

ab
ili

ty
 o

f A
pp

ro
ac

h 
to

 S
pe

ak
er

Number of Adult Males in Party

Figure 20.1 Response of chimpanzees to playbacks of a foreign male’s pant-hoot vocalizations.
Results from a logistic regression fitted to the probability of countercalling (upper panel) and approach-
ing the speaker (lower panel) as a function of the number of adult males in the party. Only the number of
adults males in the party had a statistically significant effect on countercalling and approach.

consisted of at least one to two adult males, individuals
approached the speaker about 50% of the time but did so
silently. In striking contrast, when the party consisted of three
or more adult males, individuals always approached the
speaker and did so while calling loudly.

These results suggest that like lions, chimpanzees in large
parties have a competitive advantage. When the number of
adult males exceeds two, there are significant benefits (or
possibly low costs) associated with launching an aggressive
attack on a foreigner. Given the limits of the behavioral assay
(i.e., approaching the speaker, calling back to the playback),
it appears that chimpanzees have the capacity to discriminate
between no adult males, one to two adult males, and three or
more adult males. Whether they can make more fine-grained
discriminations (e.g., between one and two adult males or be-
tween three and four) remains to be explored, and may re-
quire different testing procedures.

In sum, there is ample evidence that animals can sponta-
neously compute the quantity of objects in the environment,
be they animate or inanimate. What these studies fail to illu-
minate is the extent to which the capacity to compute quanti-
ties is based on precise numerical calculations, approximate
numerical calculations, or rough estimates of quantity that
have little to do with the more formal and abstract properties

of a number system. The following two sections shed some
light on this problem.

Number Representation in Animals: Extracting the
Substrate Through Training

There is a rich literature on number in animals based on
classic operant techniques. This work, which started over
40 years ago, was intimately tied to research on timing
(Church & Boradbent, 1990; Gallistel, 1990; Gibbon, 1977;
Staddon & Higa, 1999). In the work on timing, results from
common laboratory animals (rats and pigeons) demon-
strated that subjects could represent temporal intervals and
use such representations to compute complex operations
that are isomorphic with division and subtraction. More-
over, work at the neurobiological level (reviewed in
Gibbon, Malapani, Dale, & Gallistel, 1997) revealed a tight
coupling in such animals between behavioral measures of
timing and activation of basal ganglia and cerebellum. For
example, lesioning of the nigrostriatal dopaminergic system
of the basal ganglia greatly reduced the accuracy of interval
timing in rats, whereas administration of dopamine can re-
instate such accuracy following the lesion; it is interesting
that recent work on patients with Parkinson’s disease
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reveals deficits in timing and corresponding (correlated)
imbalances in dopamine.

Given that animals can operate on temporal intervals, it is
clear that they have the capacity for mathematical operations.
The question of interest here is whether they can generate
distinct representations of number and use these to control
behavior. As Gallistel (1990) has pointed out in his review of
this literature, a minimum criterion for representing number
is the capacity to form a one-to-one mapping between nu-
merosity (events or objects) and brain circuitry responsible
for controlling behavior. Since this work started, there has
been little debate concerning the ability of animals to dis-
criminate on the basis of numerical differences between stim-
uli but considerable debate concerning how number is
represented—in particular, whether it is digital and precise
(one-to-one correspondence between object or event and a
symbol) or analog and approximate. In the classic studies on
rats (Mechner, 1958; Platt & Johnson, 1971), experimenters
presented subjects with two response levers, A and B. Sub-
jects had to learn that on some proportion of trials, pressing
Lever A N number of times followed by pressing Lever B
once delivered food. On the remaining trials, pressing Lever
A N + 1 times delivered food. Results showed that as the
number of target responses increased, so did the degree of
error—that is, although the median number of presses by the
subject corresponded quite well to the target number, as
the target number’s value increased, so did the variance.
These studies, together with dozens more, have shown that
subjects can discriminate (a) large numbers approximately;
(b) stimuli based on number, time, or both simultaneously;
and (c) the number of motor responses (lever presses or key
pecks) or audio-visual stimuli (tones or light flashes). More-
over, these studies have shown that the subject’s capacity to
discriminate on the basis of number of responses or stimuli is
not affected by motivational state, the mechanics of depress-
ing a lever (i.e., how long it takes, how hard it is to move it),
or the combination of stimuli from two different modalities
(e.g., summing the number of sound bursts and light flashes).

Using the same classic techniques, studies of nonhuman
primates have generally revealed comparable abilities
(Olthof, Iden, & Roberts, 1997; Rumbaugh & Washburn,
1993; Thomas, Fowlkes, & Vickery, 1980; Washburn &
Rumbaugh, 1991). A recent study by Brannon and Terrace
(1998, 2000), however, stands out because of the degree to
which the experimenters controlled for potentially confound-
ing variables and the extent to which subjects spontaneously
generalized from a small set of numerosities to a larger set,
providing evidence that they can represent the numerosities
one through nine on an ordinal scale. In the training phase,
three rhesus monkeys were reinforced for responding to the

numerosities one, two, three, and four in ascending, descend-
ing, or nonmonotonic numerical order (i.e., 3-  > 1- >
4- > 2). The stimuli—clip art images positioned within a
frame—were presented on a touch-sensitive screen. Each of
the four different frames appeared in a different relative posi-
tion on the screen across trials, and in no trial could the sub-
ject respond in the correct order unless it had extracted the
correct numbers and their ordinal relations. Thus, for exam-
ple, on some trials the area of the frame covered by one ob-
ject was less than two, which was less than three, which was
less than four; on other trials, however, the frame with one
object was larger than the frame with four objects; under
these circumstances, only the number of items within the
frame can be used to pick out the correct response sequence.

Subjects trained on the ascending or descending pat-
tern were readily able to order novel pairs of the numerosities
1- > 4; the subject trained on the nonmonotonic pattern never
learned the task. For subjects trained on the ascending but not
the descending order, there was clear evidence of generaliza-
tion to novel pairings of the numerosities 5- > 9. Based
on the accuracy of their responses as well as reaction time,
the rhesus monkey’s performance is consistent with Weber’s
law as evidenced by the fact that subjects showed distance
and magnitude effects. Thus, for small numbers and large dif-
ferences between pairs, accuracy was high and reaction time
was low; for large numbers and small differences between
pairs, accuracy was low and reaction time was high. These
results—together with earlier work on rats and pigeons—
suggest that animals represent number on an ordinal scale but
that their representation is in the form of an analog magnitude
with scalar variability.

A completely different training approach to the problem of
number representation in animals comes from work involving
apes that have been reared by humans and taught the meaning
of Arabic numerals. In the standard setup—exemplified by
the work of Matsuzawa (1985) and Boysen (Boysen & Bern-
ston, 1989)—subjects are trained to make a one-to-one asso-
ciation between an Arabic numeral and the corresponding
quantity of a particular object, usually food. Early in training,
only a few numerals are presented, and gradually, new objects
of the appropriate quantities are introduced so that the subject
learns to generalize across objects; this is critical, of course,
because subjects must learn that number is an abstract con-
cept independent of the type of object or objects to be enu-
merated. A characteristic of all of these studies, including
Pepperberg’s (1994, 2000) work on an african gray parrot, is
that each subject requires an immense amount of training be-
fore it can master the correspondence between symbol and
quantity; even when subjects have mastered a subset of the in-
teger count list, they never generalize with respect to new
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symbols. Thus, for example, Matsuzawa’s star chimpanzee Ai
required as long to learn the first half of the integer count list
as the second half, and when she learned the quantity associ-
ated with one symbol, the relationship appeared approximate
rather than precise. Thus, when she had learned the Arabic
numerals 1, 2, 3, and 4, her understanding of 4 was four or
more rather than precisely four.

These criticisms of the work on number in apes should in
no way take away from the extraordinary capacities that have
been demonstrated (Boysen, 1997). Thus, for example, these
chimpanzees can order the numbers within the count list,
understand cardinality, add either the number of objects or
Arabic numerals in one box with those in another to come up
with the precise sum, and determine the equivalencies of
fractions (e.g., half an apple and half a glass of water). In a re-
cent experiment by Kawai and Matsuzawa (2000), one sub-
ject was first trained to press between three to five numerals
in their ordinal sequence. In the next phase, as soon as the
first numeral was pressed, the others were occluded by a
white square, thereby requiring the subject to recall the nu-
merals, their ordinal relations, and their spatial positions.
With the actual numbers no longer in view, this subject
pressed the squares corresponding to the correct numbers.
These remarkable studies show that chimpanzees can learn
the integer count list, and that when they operate over these
symbols, their performance looks exactly like our own under
the same conditions. The problem is that the nature of their
underlying representation is at some level very different from
our own—that is, when young children learn the integer
count list, they appear to learn it first as a meaningless list,
with only the most primitive understanding of what each
number word means. Thus, they start by understanding that
one means one, but that two, three, four, and so on mean more
than one. Gradually, they build an understanding of two,
three, and four, and then the system explodes, with all of the
remaining symbols or number words falling into place. What
these children have learned is the successor function, the fact
that one can count to infinity by simply adding one on to the
previous number word. Chimpanzees never get this “aha”
experience, at least under the training conditions tested.

In sum, nonhuman primates tested under a variety of
training conditions are capable of learning many of the key
properties of the number system, including one-to-one
correspondence, ordinality, and cardinality. When primates
represent number, they appear to do so on the basis of men-
tal magnitudes, a system that represents number approxi-
mately as a quantity—one that can be operated upon with
functions that are isomorphic with addition, subtraction,
division, and multiplication. I turn next to a discussion of
whether animals—in particular, nonhuman primates—
represent number spontaneously in the absence of training,

and if so, whether this representation is similar to or differ-
ent from the representations revealed through training.

Number Representation in Animals: Extracting the
Spontaneously Available Substrate

The work previously reviewed suggests that under a variety
of training regimes, animals have the capacity to acquire
some of the core principles underlying numerical computa-
tion and representation. Because one goal of comparative re-
search is to understand how and why humans and animals
diverged and converged with respect to certain cognitive
capacities, it is important to assess what capacities come nat-
urally and spontaneously to animals in the absence of train-
ing, for it is precisely such spontaneous abilities that seem so
extraordinary in our own species.

Hauser, MacNeilage, and Ware (1996) were the first to use
the expectancy violation procedure on animals to explore
spontaneous numerical representation. Given the uncertainty
of using this procedure with animals—especially semi-free-
ranging rhesus monkeys living on the island of Cayo Santiago,
Puerto Rico—a simplified version of Wynn’s (1992) original
design was implemented. Specifically, the goal was to capture
the logic of this technique (i.e., no training, looking as a mea-
sure, differences captured by contrasting consistent and in-
consistent physical events), but to simplify the overall
procedure. Thus, we used a between-subject design, ran each
subject on only a single trial, and used a purple eggplant rather
than a Mickey Mouse doll in order to increase the salience of
the object. After we located an adult sitting alone and visually
isolated from all other group members, we set up a stage. Sub-
jects in Group 1 (possible: 0 + 1 = 1) watched as an experi-
menter set down an empty stage, introduced an occluder in
front of the stage, presented a single eggplant, lowered it be-
hind the occluder, removed the occluder to reveal one egg-
plant, and then filmed the subject’s response for 10 s. Subjects
in Group 2 (possible: 0 + 1 + 1 = 2) watched as an experi-
menter set down an empty stage, introduced an occluder in
front of the stage, presented a single eggplant and lowered it
behind the occluder, presented a second eggplant and lowered
it behind the occluder, removed the occluder to reveal two
eggplants, and then filmed the subject’s response for 10 s.
Subjects in Group 3 (impossible: 0 + 1 + 1 = 1) watched as
an experimenter set down an empty stage, introduced an
occluder in front of the stage, presented a single eggplant and
lowered it behind the occluder, presented a second eggplant
and lowered it behind the occluder, removed the occluder to
reveal one eggplant, and then filmed the subject’s response
for 10 s. In parallel with Wynn’s results, subjects looked
longer in the impossible outcome than they did in either of
the possible outcomes.
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Having had success with this simplified version of Wynn’s
design, we ran a more comparable design involving two
familiarization trials followed by either a possible or impos-
sible outcome. The results were identical to those in the first
condition, with a highly significant increase in response (both
over the prior familiarization and when contrasted with the
other tests) in the impossible test trial, but no change in
the two possible test trial outcomes. The same pattern of re-
sponse was also obtained in a 2 – 1 = 1 versus 2 test.

These first results using the expectancy violation technique
showed that at least one nonhuman animal could be tested in
the same way as human infants and with highly interpretable
and comparable patterns. Four problems remained. First, be-
cause rhesus had not yet been tested on a 1 + 1 = 2 versus 3
condition, it was not yet clear whether they expected precisely
two objects following a 1 + 1 operation or whether they ex-
pected something like two or more objects. Second, although
these results suggest that rhesus can spontaneously compute
additions and subtractions of small numbers, it is possible that
the differences in looking time are due to differences in sur-
face area or volume, as appears to be the case in comparable
experiments on human infants. Third—in contrast to the work
on human infants and on nonhuman animals trained in an op-
erant task—it is unclear from these studies whether the rhesus
monkey’s capacity to compute over a small number of objects
generalizes to larger numbers, and if so, whether their capacity
to discriminate larger numbers is precise or approximate.
Fourth, although the looking time technique is powerful and of
considerable use in comparative studies, it fails to reveal
whether the subject can act on the knowledge that is revealed
by differential looking at possible and impossible events.

Over the past 5 years, our lab has systematically addressed
these issues in two nonhuman primate species—rhesus
macaques and cotton-top tamarins. First, basing our conclu-
sions on a series of looking time experiments, we have shown
that adults of these two species can compute addition and
subtraction operations on small numbers of objects. Specifi-
cally, when rhesus macaques see a 1 + 1 operation, they
expect precisely two objects, as evidenced by the fact that
they look longer at outcomes of one and three; tamarins
show the same pattern of response when tested in captivity
(Hauser & Carey, 1998, in review; Uller, 1997; Uller, Hauser,
& Carey, 2001). Further, rhesus monkeys look longer at the
unexpected or impossible outcome in the following condi-
tions: 2  + 1 = 2 versus 3, 1 + 1  =  2 versus 1 big one (equal
in volume to the two smaller objects), and 3  –  1 = 2 versus
3. They fail, however, on 1  +  1 +  1  =  2 versus 3, and 2 +
1 + 1 = 3 versus 4 versus 5. These failures, with multiple up-
dates and numbers larger than three parallel the findings re-
ported previously for infants; I will return to the theoretical
implications of these patterns later in this chapter.

Second, we developed a new technique to explore sponta-
neous number representation in animals, a procedure that
taps into our subjects’ natural tendencies to forage and maxi-
mize returns. In the first condition (Hauser et al., 2000), we
presented semi-free-ranging rhesus monkeys with two empty
boxes, placed them on the ground approximately 5 m away
from the subject, and then—in sequence—put one piece of
apple into one box and a rock into the other. After the exper-
imenter finished loading the boxes, he or she walked away
and allowed the subject to approach. Consistently, subjects
approached and selected the box with apple. In subsequent
conditions, we systematically contrasted different quantities
of apple, counterbalancing for the side first loaded and the
side with the larger number of apple pieces; for each condi-
tion, we ran a total of 15 subjects, and each individual was
only tested once. Under these test conditions, subjects se-
lected the box with the larger number of apple slices for two
versus one, three versus two, four versus three, and five ver-
sus three but showed no preference for five versus four, six
versus five, eight versus four, and even eight versus three
(Figure 20.2). These results suggest that adult rhesus track
the number of objects placed into each box, recall what has
been placed in each box, and contrast the quantities before
approaching and selecting one box over the other. Given the
pattern of results, the capacity to discriminate appears lim-
ited to quantities less than four, with no detectable ratio ef-
fects. In other words, if our search task tapped a magnitude
system that was subject to Weber’s law, then given success on
two versus one, subjects should have been successful on
eight versus four. Thus, rhesus monkeys appear to be capable
of spontaneous and precise small number quantification.

In our search task, the number of apple pieces placed into
each box is confounded by time, as well as by volume or
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Figure 20.2 Proportion of adult rhesus monkeys selecting the larger num-
ber of apple slices over the smaller for eight different conditions. A statisti-
cally significant (0.05 < p < 0.01) proportion of subjects picked the larger
quantity for 2 versus 1, 3 versus 2, 4 versus 3, and 5 versus 3.
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surface area. Thus, for example, subjects could pick the box
with more apple slices not because they were tracking the
number of pieces, but because they were timing the duration
of apple-placing events; similarly, they could use the overall
volume or surface area to assess which box has more apple-
stuff. To control for time, we ran a second experiment in
which we held constant the number of objects going into each
box but manipulated the kind of objects going in. Specifically,
we placed N apple slices into Box 1 versus N�1 apple slices
and a rock into Box 2. Although the time required to place ob-
jects into each of the two boxes was the same, subjects con-
sistently picked the box with more apple slices, following the
same patterns as in the first experiment. As an initial attempt
to control for volume, we also ran a condition contrasting half
an apple with three pieces of apple equal in volume to the half
piece. Here, subjects picked three pieces over one, suggesting
that number rather than volume is primary.

To determine whether the capacity to compute simple
additions translates to other mathematical operations, we

ran a comparable set of experiments with subtraction
(Sulkowski & Hauser, 2001). The only difference in our
protocol was that we first presented different quantities of
objects (plums) on two physically separated stages, oc-
cluded the objects with freestanding occluders, reached be-
hind the occluders, and then removed or added objects.
Results showed that rhesus monkeys correctly computed the
outcome of subtraction events involving three or fewer ob-
jects on each stage, even when the identity of the objects
was different. Specifically, when presented with two food
quantities, rhesus selected the larger quantity following sub-
tractions of one piece of food from two or three; this prefer-
ence was maintained when subjects were required to
distinguish food from nonfood subtractions and when food
was subtracted from either one or both initial quantities
(Figure 20.3, top). Furthermore, rhesus monkeys were able
to represent zero as well as equality (Figure 20.3, bottom)
when two identical quantities were contrasted. We have yet
to determine—using the search technique—whether rhesus

Figure 20.3 Results of a search task involving subtraction of objects from an occluded stage. On the left side of the figure, (A) subjects watched as one plum
was removed from a stage with three initial plums, and one plum was removed from the other stage with an initial two plums. (B) Subjects consistently picked
the stage with two plums over one plum. On the right side of the figure, (A) subjects watched as one plum was transferred from one stage to the other, resulting
in two occluded plums on each side. (B) Here, rhesus fail to show a systematic bias to approach one stage over the other.
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monkeys can subtract larger quantities of objects and
whether they are attending to number or volume as demon-
strated in the addition experiments.

In summary, we have demonstrated, using two different
methods (looking time and search) on two nonhuman primate
species (cotton-top tamarins and rhesus monkeys) under two
testing conditions (laboratory-housed, semi-free-ranging),
that at least some nonhuman primates spontaneously represent
number. All of the results suggest that there is a limit on spon-
taneous number discrimination on the order of three to four.
These data suggest, in parallel with comparable tests of human
infants, that in the absence of training, pre- and nonlinguistic
animals have a precise, small number system. Under different
testing conditions, such as those evidenced by Xu and Spelke’s
(2000) work on infants and Brannon and Terrace’s (1998)
work on rhesus, subjects tap an approximate, large number
system. In the next section, I return to the distinction between
small and large numbers and examine the ontogenetic path
from these two systems to a precise large number system—one
that is liberated from the constraints of Weber’s law.

Different Number Systems? Insights From Evolutionary
Biology, Developmental Psychology, and Cognitive
Neuroscience

My goal thus far has been to review what is known about
number representation in nonlinguistic creatures—especially
nonhuman and human primates. Studies of human infants
less than a year of age provide evidence that under certain
testing conditions, subjects readily and precisely discriminate
small numbers of objects, usually in the range of three to
four, and according to at least one study are capable of dis-
criminating two actions (puppet jumps) from three; in some
of these studies, infants appear to be paying greater attention
to continuous variables such as volume, surface area, or con-
tour, than to the number of discrete objects. In those studies
showing sensitivity to small numbers, results suggest that it is
in fact discrete number rather than ratios given that they dis-
criminate between one and two but not between 3 and 6 or 5
and 10. However, these data stand in contrast to results show-
ing that when all possible confounding factors are carefully
controlled, infants readily discriminate 8 from 16 but not 8
from 12. Thus, at least under some circumstances, infants can
discriminate large numbers approximately, and their discrim-
ination appears to be based on Weber’s law.

Studies of nonhuman primates—together with experi-
ments on rats and pigeons—suggest that nonlinguistic animals
can be trained to discriminate large numbers approximately,
can spontaneously represent small numbers precisely, and
with training on Arabic numerals can learn the integer count
list from 0–10. Due to the small number of nonhuman primate

species tested and the wide range of methodological tech-
niques employed, we are not yet in the position to say whether
some species are more proficient on tasks of number discrimi-
nation than others. Nonetheless, the patterns emerging from
nonhuman primates fit nicely with those emerging from
human infants. When spontaneous methods are used, both
species show evidence of precise small number discrimination
and large approximate number discrimination. It is interesting
that in both cases in which large approximate discrimination
has been demonstrated (Brannon & Terrace, 1998, 2000; Xu &
Spelke, 2000), the task involves visual stimuli that can be di-
rectly perceived, and with no memory load. In contrast, in
cases in which precise small number discrimination has been
demonstrated (Feigenson et al., 2002; Hauser et al., 2000;
Hauser et al., 1996), the quantities to be contrasted disappear
out of sight and must be evaluated as a set of stored represen-
tations. How can we account for the patterns of variation, and
in what sense is it reasonable to claim that the abilities of non-
linguistic creatures—both human and nonhuman primates—
represent the biological foundations of our culturally
elaborated number sense?

At present, two models dominate the literature on number
representation (Carey, in press; Dehaene, 1997; Dehaene,
2000; Gallistel, 1990; Gallistel & Gelman, 2000). Some
argue that one model is necessary and sufficient, whereas
others argue that both are necessary and sufficient. The first
model can be traced to the early literature on number dis-
crimination in laboratory animals, which—as has been
pointed out here—was closely coupled with studies of tim-
ing. Specifically, Meck and Church (1983) suggested that an-
imals represent number as mental magnitudes with scalar
variability; recall the pattern of results from Mechner (1958)
and Platt and Johnson (1971) in which subjects showed that
as the target number of presses increased, so did the mean
and variance of the subject’s actual presses. To account for
these patterns and the representations presumed to underlie
them, Meck and Church proposed an accumulator mecha-
nism whereby each object or event is enumerated or repre-
sented as an impulse of activation from the nervous system.
To extract number (or time), the accumulator stores each
impulse until the end of counting (or timing), and then trans-
fers this information into memory, where it outputs one value
for the impulses counted. This process or system can be
schematically represented as a growing number line:

1 � _
2 � __
3 � ___
4 � ____

· · ·
8 � ________
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Because of variability or noise in the remembered magnitude,
the output from the accumulator is an approximation of
number, with variability increasing in proportion to magni-
tude, or what is referred to as scalar variability (Church & Bo-
radbent, 1990; Gibbon, 1977; Gibbon et al., 1997; Roberts,
2000; Whalen, Gallistel, & Gelman, 1999). As Gallistel and
Gelman (2000) have recently articulated, under the accumu-
lator model “numerosity is never represented exactly in the
nonverbal or preverbal mind, with the possible exception of
the first three or four numerosities” (p. 60). Nonetheless,
there are at least two advantages of the accumulator model as
a mechanism of nonlinguistic number representation. First, it
generates a representational format—mental magnitudes
with scalar variability—that can be operated over by such
arithmetic operations as addition, subtraction, multiplication,
and division. Second, it takes as input signals from any sen-
sory modality, and as such, is abstract as demanded by math-
ematics (e.g., a counting system should be able to enumerate
bursts of sound, discrete objects, or actions).

The second model (Carey & Spelke, in press; Hauser &
Carey, 1998; Hauser et al., 2000; Simon, 1997) is based on
the idea that number—especially small numbers less than
about four—may be represented by a system that is used by
adults for object-based attention and tracking (Kahneman,
1992; Scholl & Pylyshyn, 1999; Trick, 1994). The basic idea
is as follows: When we see an object, we pick it out from the
background, using metaphorical fingers of attention to track
its movements. For each object, a file is opened and tagged.
Based on psychophysical studies of humans, the number of
objects (files) that can be simultaneously tracked (opened) is
small, on the order of three to five. Thus, for example, in the
looking time study involving 1 + 1 = 2, rhesus monkeys
watched as one eggplant was placed on stage, occluded, and
then a second eggplant was added behind the screen before
the outcome was revealed. In this case, one object file is
opened for the first eggplant, followed by an updating of this
representation and the opening of a second object file when
the second eggplant is added. Next, when the occluder is re-
moved, the number of eggplants revealed either matches or
mismatches the number of eggplants that were concealed or
the number of object files that were opened. In the original
model, the system that opens a file does not register what the
object is or what features are associated with it. It simply pro-
vides a mechanism for object tracking. More recently, how-
ever, experiments by Blaser, Pylyshyn, and Holcombe (2000)
indicate that humans can track the changing features of an
object that is static in one place; as such, humans can track
the object as it moves through a feature space. This shows in
theory that the object file mechanism is sensitive to both
locational and featural cues.

Under the object file model, although there is no explicit
representation of number, there is a mechanism capable of
providing at least four criteria for constructing numerical rep-
resentations (Carey & Spelke, in press). First, by using spa-
tiotemporal information, object files are opened based on
principles of individuation and numerical identity. Specifi-
cally, only entities with clearly articulated object properties
(e.g., bounded, moves in a continuous spatiotemporal path)
can be enumerated, and each one of these entities is uniquely
specified by a set of spatiotemporal coordinates. Second, if
one or more object files are opened, opening a new one pro-
vides a mechanism for adding one item to an array of items—
an operation that is likely to be important for the successor
function that is crucial to the integer count list. Third, object
files are based on one-to-one correspondence (one file
opened for each object, up to a limit of approximately four)
and thus may contribute to the establishment of numerical
equivalence. Fourth, although the number of object files that
can be simultaneously opened is limited, it is precise and not
subject to Weber’s law (distance and magnitude effects).

The advantages of each of the models are at least partially
offset by disadvantages—both in explaining the existing pat-
terns of results on human and nonhuman animals and in
accounting for how human children (at least) acquire a map-
ping from these initial representational formats (mental mag-
nitudes or object files) to what ultimately becomes a
sophisticated understanding of mathematics. One way to rec-
oncile the pattern of results observed, as well as current de-
bates in the literature that pit one model against the other, is
to defend a two-model approach—one that views the biolog-
ical foundations of our number system as depending upon a
precise small number mechanism and an approximate large
number mechanism. This is precisely the tact that Carey and
Spelke (in press) have recently adopted.

Consider once again the work on nonhuman primates and
human infants. If number is strictly represented as a mental
magnitude, then it is not possible to account for the fact that
human infants successfully discriminate two from three dots,
but fail to discriminate four from six and 8 from 12 dots
(Starkey & Cooper, 1980; Starkey et al., 1990; Xu & Spelke,
2000); the same holds for the observation that rhesus mon-
keys selectively choose three pieces of apple over two but not
eight over four (Hauser et al., 2000). If human infants and rhe-
sus monkeys only tapped a magnitude representation of num-
ber, in which Weber’s law holds (i.e., the discriminability of
two perceived magnitudes is determined by the ratio of objec-
tive magnitudes), then these values should be discriminable
because they differ by the same ratio. On the other hand, a
magnitude system can account for the fact that human infants
are able to discriminate 8 from 16 dots, and rhesus monkeys
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can discriminate numbers between one and nine, but with a
significant decrease in performance as a function of the dis-
tance and magnitude of the specific numerical pairings (i.e.,
one vs. two is easier than seven vs. eight but harder than one
vs. four). These results—and the numerical values on which
they are based—well exceed the presumed limits of an object
file representation. Putting these findings together leads to the
suggestion that there might be two relevant systems, one (the
object file mechanism) handling small numbers with preci-
sion and the other (the accumulator mechanism) handling
large numbers approximately.

At present, the two-mechanisms account provides the best
explanation for what has been observed in studies of number
discrimination among human and nonhuman primates. How-
ever, I do not believe that either mechanism—alone or
combined—satisfactorily handles the current patterns of vari-
ation. To clarify, consider the object file model for precise,
small-number discrimination. This model was originally for-
mulated to account for visual object tracking and yet is cur-
rently being used to account for an abstract concept such as
number, which—by definition—must be able to handle any
format of input. As some of the studies previously reviewed
suggest, there is evidence for numerical discrimination of
sounds and actions. Consequently, in order for the object file
mechanism to work in the case of number, one would have to
broaden its scope, allowing files to be opened independently
of input. This is possible, of course, but we can no longer be
confident that the kinds of constraints that have been docu-
mented for visual object tracking hold for sounds, actions, or
some combination of input formats (see Cowan, 2001, for a
possible solution); it is also possible that the object file mech-
anism works for visual objects and that some other mecha-
nism is recruited for other modalities. Further, although
Carey and Spelke (in press) are correct in stating that an ob-
ject file mechanism sets up critical criteria for number repre-
sentation, it is not at all clear how such criteria can ultimately
service or map onto a fully mature system of mathematics
and the representations required. For example, although the
opening of files is at some level similar to the successor func-
tion, it is clearly not the function because by definition, func-
tions are not constrained or limited to a finite set; they are
open-ended. A final limitation of the object file mechanism is
that it cannot account for the pattern observed in the two-
choice box test run on rhesus monkeys. In this task, the total
number of objects tracked well exceeds the presumed limits
of this mechanism—that is, rhesus monkeys successfully dis-
criminated four pieces of apple in one box from three in the
other, for a total of seven pieces of apple. Moreover, the ob-
ject file model was not developed to handle operations within
each file—a move that is required to handle the sequential

updating of objects placed within each box. These problems
do not necessarily invalidate the general notion of an object
file mechanism for small number discrimination, but they do
suggest that the details of the model must be changed, and
checked by both behavioral and neurobiological investiga-
tions; I turn to these shortly.

Although the accumulator model solves many of the
problems associated with the object file mechanism (e.g., no
difficulties with varied inputs, multiple accumulators, large
numbers, and abstract mathematical functions), it cannot ac-
count for precise number discrimination within the range
explored, and has difficulty explaining how the developing
child generates the appropriate mapping between an approx-
imate number system and a precise one. Some, such as
Gallistel and Gelman (2000), have argued that the evidence
for small number discrimination in human infants and non-
human primates is actually not numerical at all. Rather, what
appears to be a numerical discrimination is actually just the
by-product of the object tracking system. Their main argu-
ment here is that this system simply fails to generate the
kind of representational format that can be operated over in
terms of the basic operations of arithmetic. Although this de-
bate has yet to be resolved, at least some evidence from rhe-
sus monkeys suggests that they are capable of operations
that appear isomorphic with addition and subtraction of
small numbers (Hauser et al., 2000; Sulkowski & Hauser,
2001). The second point is that if humans come equipped
with a mental magnitude system, then the mapping between
magnitudes and integers should be relatively straightfor-
ward. And yet, work on the child’s acquisition of a count
system suggest that it is anything but straightforward. Stud-
ies by Wynn (1998) have shown that children under the age
of 3 years have acquired the number words but have little
understanding of their meaning. Thus, they may count “one,
two, three, four. . .” but not know that two means precisely
two things, and that after counting the number of cookies on
a plate, the last number in the count list represents the total
number or the cardinal value. In fact, it is not until the age of
approximately 3.5 years that the child grasps the integer
count list, with a full appreciation of the successor function
and a precise understanding of the meaning of small and
large numbers.

The difficulties articulated with each of the models must
not be underestimated. At present, however, there are no easy
solutions. There are, nonetheless, some interesting directions
for future work in this area, involving both additional studies
at the behavioral level as well as new studies at the neural
level. To conclude, I briefly discuss two such exciting direc-
tions. Carey and Spelke (in press) have argued that a key to
understanding how an organism develops or evolves from the
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biological primitives of our number system—small precise
and large approximate—to the full-blown, mature system is
to explore how language adds on a new and crucial cognitive
resource that permits the mapping between systems. Thus,
the strong form of Carey and Spelke’s claim is that in the
absence of language, the organism will never develop a
precise, large number system and consequently will never
acquire what all humans with language acquire in the absence
of formal schooling. Evidence in favor of this position comes
from looking at human-reared chimpanzees who have been
taught the Arabic numerals. Although their abilities are im-
pressive, none of these animals have ever generalized beyond
the original training set, and their capacity for discrimination
appears tied to a mental magnitude representation. There are,
however, two critical tests that have yet to be conducted with
such animals. First, if Carey and Spelke are correct, the only
way to get a proper mapping between the biologically primi-
tive system and the fully developed human adult system is to
acquire an arbitrary list of tokens, as appears to occur in all
human children. Thus, before human children understand the
count list (one-to-one correspondence, ordinality, cardinal-
ity), they spout the words in the count list. With this list in
place, they can then tap into the biologically primitive sys-
tem; how this connection is actually forged is still unclear.
One would therefore predict that if chimpanzees are first
taught the arbitrary count list and then taught the mapping be-
tween Arabic numerals and quantities, they should be able to
generalize to larger numbers spontaneously, as do human
children. A second possible test of this hypothesis involves
apes that have had some level of language training. None of
the chimpanzees tested thus far on number representation
have had any formal training in a natural language. If one
grants some level of linguistic ability to these animals (see
next section), one can ask whether such additional resources
help in acquiring the kind of number representation that
we have.

A second approach to understanding both the similarities
and differences in number representation across species and
age groups comes from recent studies of the underlying
neural mechanisms (Butterworth, 1999; Dehaene, 1997,
2000). Neuropsychological studies of patients suggests that
deficits in number processing are dissociated from deficits in
language processing, and that the deficit is abstract (i.e., com-
putational problems arise for both visually and auditorily pre-
sented numbers). For example, some patients can tell you
which letter falls between B and D but cannot tell you which
number falls between two and four; others have problems
reading number words but not nonnumber words. Combined
with recent neuroimaging studies, it has been suggested that

the intraparietal cortex is selectively involved in approximate
number computations, whereas the prefrontal cortex (espe-
cially the left hemisphere) is selectively involved in exact
number computation. This work stands in contrast to studies
of rats indicating that the most likely locus for approximate
number (and timing) computation is in the basal ganglia and
cerebellum. In order to make headway on the neural basis of
number representation, there are several obvious studies.
First, if nonhuman animals lack a precise large number sys-
tem, then during computations of large numbers, there should
be no activation of prefrontal cortices and dominant activa-
tion of intraparietal cortex. Second, for subjects with explicit
training on Arabic numerals as well as language, one might
expect to see some activation of prefrontal regions. Third,
given the abundant evidence that timing mechanisms are
guided by circuits in the basal ganglia and cerebellum, it is
essential that future studies of number in animals and humans
focus in on these areas. For example, although Parkinson’s
patients show impairments on timing discriminations, we do
not know whether they show comparable deficits for number
or whether administration of dopamine-based medication
would alter such deficits. Furthermore, given the capacity to
carry out fMRI and positron-emission tomography (PET)
studies with nonhuman animals (Logothetis & Sheinberg,
1996; Rolls, 2000), it is possible to explore how a nonlin-
guistic brain represents number and whether this neural ma-
chinery is the same as in humans, both young and old. Such
studies of anatomical localization will enable us to deter-
mine whether the observed similarities between nonhuman
primates and human infants are instances of homology or
homoplasy.

Language and the Speech Is Special Debate

“Seen our way, speech perception takes place in a specialized
phonetic mode, different from the generally auditory mode and
served, accordingly, by a different neurobiology.” (Liberman &
Mattingly, 1988, p. 775)

Introduction to the Debate

In a recent lecture at MIT (Massachusetts Institute of Technol-
ogy) entitled “Language and the Brain,” Noam Chomsky
spent a substantial proportion of time discussing why the
comparative approach to the study of human language
(Hauser, 1996)—especially the use of evolutionary theory
(Pinker & Bloom, 1990)—has yet to inform our understand-
ing of language, including why it has its own particular design
features, is present in all humans, exhibits a characteristic
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pattern of development, and is grounded by a suite of formal
parameters or constraints. This critical position is not a dis-
missal of the comparative method or of evolutionary theory.
Rather, it represents a challenge to evolutionarily oriented sci-
entists to find evidence—one way or the other—that will help
us understand the design of language. In one sense, this chal-
lenge is no different from any other in the study of compara-
tive biology, including such superb examples as the evolution
of the vertebrate eye, avian wing, and primate hand. In this
section, I take on Chomsky’s challenge by discussing a re-
search program that I believe has great promise—perhaps
more so than do other approaches to the problem of lan-
guage evolution. In particular, the approach I advocate here
represents a return to the classic speech-is-special debate—
especially an exploration of the mechanisms that mediate the
acquisition of spoken language (for an extensive review, see
Trout, 2000). This approach is, in a nutshell, as follows: To
establish the unique design features of human language, one
must first describe the landscape of mechanisms—both neces-
sary and sufficient—for an organism to acquire language.
Next, one must assess how such mechanisms constrain the
form of learnable languages. If one establishes that some of
these mechanisms are shared with other organisms, then it
cannot be the case that such mechanisms evolved for lan-
guage; rather, they must have evolved for other computational
problems and then, during human evolution, were co-opted
for language processing. Although there are problems associ-
ated with this approach (see the following discussion), by sys-
tematically examining a suite of mechanisms employed by
humans (both young and old) to acquire language and check-
ing to see which ones are absent among nonhuman animals,
we will be in a strong position to specify those mechanisms
that evolved specifically for language and that are part of our
unique endowment, or what Chomsky has referred to as the
faculty of language.

As a brief illustration of this approach, its logic, and its
potential pitfalls, consider our system of speech production.
Although on a coarse-grained level we share with other
mammals a comparable vocal tract, no other mammal pro-
duces speech—either the content or the actual sounds—and
none of our nearest living relatives (apes and monkeys) have
the capacity to imitate sounds. This comparative claim is
either trivially true or of considerable interest. To show how
it is trivially true, consider the following parallel comment:
No other animal except bats and dolphins produces biosonar
sounds. To turn this into an interesting comparative claim,
one must show how the target mechanism mediates the
particular function, and how in the absence of such a
mechanism there can be no system with a comparable func-

tion. Returning to speech production, if you accept the motor
theory (Liberman & Mattingly, 1985)—that the phonetic
mode entails the perception of gestures, not sounds—then
animals should not have a phonetic mode because surely
they do not perceive human gestures. They could, however,
perceive the species-typical gestures for making their own
species-typical sounds, but because their vocal tract is in fact
different (Fitch, 2000), the percept should be fundamentally
different as well. So, either this is true (it could be true even
if the motor theory is wrong) or it is false (that is, animals
perceive speech in a way that is similar to that of humans, in
which case the motor theory must be wrong). If it is false,
then the perceptual system has undergone little evolutionary
change. Going one step further, if we find differences in per-
ception among species, then we need to ask why there are
specific perceptual mechanisms that we have that animals
lack, and vice versa. Is it because the production system
dragged our perceptual system along, or did the perception
system open up a new range of possible sounds? Is it be-
cause we experienced a perceptual problem in our past that
required a new mechanism, but the evolutionary pressure is
not one linked to speech? These are all possibilities, and a
comparative approach to language evolution must address
them.

Before turning to some of the relevant empirical work, let
me briefly mention three other comparative approaches to
the study of language evolution that I believe have met with
mixed success, at least with respect to current reception by
linguists and psycholinguists. The first, pioneered by Lieber-
man (1968, 1984; Lieberman, Klatt, & Wilson, 1969) over
30 years ago, involves exploration into the mechanisms of
speech production. In contrast to all other animals, the posi-
tion of the larynx is substantially lower in modern humans.
This anatomical difference, together with the accompanying
changes in the supralaryngeal vocal tract (e.g., two-plus tube,
bent at a 90° angle, permitting resonances in both the nasal
and oropharyngeal cavities) and neural circuitry for motor
control, have led to the capacity to generate a far richer array
of formant frequencies. This enhanced frequency range is
relevant to the evolution of language, so the argument goes,
because there would have been strong selection on humans
to evolve an efficient acoustic vehicle for conveying infor-
mation about complex ideas. Although current work on this
topic—especially by Fitch (2000)—shows that many of the
adaptations for vocal production seen in humans are not
unique, it is clear that work on vocal production has not yet
illuminated those problems that are of deepest concern to lin-
guists. In exploring the literature, it appears that only a small
circle of linguists—mostly those working on phonology
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(MacNeilage, 1998; Studdert-Kennedy, 1998)—have been at
all influenced by the comparative data.

The second approach—also started over 30 years ago—
focuses on whether nonhuman animals have the potential to
acquire a human language (Gardner & Gardner, 1969;
Herman & Uyeyama, 1999; Pepperberg, 2000; Premack,
1986; Savage-Rumbaugh, 1986; Savage-Rumbaugh et al.,
1993). More than any other approach, this work has certainly
captured the attention of linguists (for a critical review, see
Wallman, 1992), although the level of impact has been mixed
and highly variable over the years. In general, there have
been two areas of concern or debate: One, what does it mean
to show that an ape’s brain has the potential to acquire some
aspects of human language, although such characteristics are
not employed in their own communicative systems? Two, to
what extent is the proclaimed capacity of some animals to
signal symbolically and to combine symbols into new ex-
pressions truly like the human capacity to use words and to
form sentences? At present, I do not think that there is a sat-
isfactory answer to the first question. Even if we accept only
a limited capacity for symbolic signaling and syntactic con-
structions in human-trained animals (Deacon, 1997), it is not
at all clear why an animal with such potential would not em-
ploy its capacities when communicating with others of its
kind. As is pointed out later in this chapter, the natural reper-
toires of animals fail to show anything like the capacity of
human-reared individuals to produce or comprehend referen-
tial signals that can be recombined into new expressions;
even more surprising, the best evidence for a symbolic sys-
tem in the natural repertoires of animals has come from stud-
ies of monkeys, not apes! As for the second question, the jury
is still out, but new data coming in from Savage-Rumbaugh’s
lab in particular will have to be treated critically but fairly
by linguists; if there is to be a science that includes language-
trained animals, then linguists must work with compara-
tive psychologists so that reasonable standards can be set and
explored.

A third approach stems from classical ethology and focuses
on the natural communication of animals. These studies, con-
ducted primarily in the wild, have asked whether animals can
produce signals that refer to objects and events in the external
environment, and whether they can combine these signals to
create utterances with a potentially infinite range of possible
meanings. Since the pioneering work on vervet monkey alarm
calls (Marler, 1978; Seyfarth, Cheney, & Marler, 1980a,
1980b; Struhsaker, 1967), which implied a relatively primitive
system of referential signals, there have been several other
studies showing that this capacity is present in other species
(several old-world monkeys and domestic chickens) and
can be extended to other contexts outside of predator-prey

interactions (Cheney & Seyfarth, 1988, 1990; Dittus,
1984; Evans & Marler, 1995; Fischer, 1998; Gouzoules,
Gouzoules, & Marler, 1984; Hauser, 1998; Marler, Dufty, &
Pickert, 1986; Zuberbuhler, Cheney, & Seyfarth, 1999;
Zuberbuhler, Noe, & Seyfarth, 1997). Furthermore, some stud-
ies have suggested that animals can recombine discrete ele-
ments of their repertoire to produce new signals (Cleveland &
Snowdon, 1981; Hailman & Ficken, 1987; Robinson, 1979,
1982). Although some linguists have discussed this work
(Bickerton, 1990; Pinker, 1994), it has generally made no im-
pact on how linguists think about the problem of reference or
syntax (for a recent review, see Jackendoff, 1999). I believe
there is a simple reason for this. In terms of reference, the ap-
parent capacity in animals is so fundamentally different from
that in humans that it is not at all clear whether one should think
about the calls of some birds and primates as precursors to our
words or as something completely different and disconnected
from the evolutionary path to human referential signals. For
example, although vervet and diana monkey alarm calls may in
fact stand for a particular predator and thus function like a label
in our natural languages, the underlying capacity for generat-
ing referential signals is highly impoverished relative to even a
1-year-old child. The signals of animals are restricted to the
present (i.e., they do not provide information about past events
or future encounters) and can be entirely predicted by current
context (i.e., if you know what the animal has recently experi-
enced, you can predict what vocalization it will produce, if it
produces one at all). Moreover, the system appears closed,
with no evidence that animals can create new utterances de-
signed to meet new situations; this stands in contrast to the
evidence that animals—especially chimpanzees—have the
capacity to solve novel ecological and social problems in new
ways, inventing new tools or new strategies for overthrowing a
competitor (Hauser, 2000; Whiten et al., 1999). Similarly, of
the studies exploring the possibility of syntactic constructions,
there is no evidence that combination signals have anything
like new meaning; rather, when animals appear to combine dis-
crete signals into new strings, the only detectable change ap-
pears to be associated with the caller’s affective state; in the
case of songbirds, in which the evidence for rule-guided
changes in structure is most apparent, syllable arrangement
plays no role in meaning or function; rather, it conveys infor-
mation about species, sex, and individual identity—and in
some cases, reproductive potential.

The Speech Is Special Debate: Some History

In the 1960s, Liberman and his colleagues at the Haskins lab
(Liberman, Cooper, Shankweiler, & Studdert-Kennedy,
1967; Liberman, Delattre, & Cooper, 1958; Liberman, Harris,
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Hoffman, & Griffith, 1957) began to explore in detail the
mechanisms underlying human speech perception. What
is interesting about the claims emerging from Haskins at this
time is that they were intellectually allied with Chomsky’s
(1957, 1965, 1966) position concerning the special nature of
human language. In particular, it is clear that Chomsky
thought of the language organ as uniquely human and that its
capacity for generating syntactical structure evolved for rea-
sons that had nothing to do with communication (Chomsky,
1988). Although one can certainly challenge this claim, what
is important for biologists about Chomsky’s position is that it
sets up a testable hypothesis about the nature of the compara-
tive database (Hauser, 1996). Specifically, if humans are truly
unique with respect to the language organ, then we should
see little to no evidence of precursor mechanisms in other an-
imals. This brings us back to Liberman and the Haskins lab.
In particular, much of the early work on speech perception
was aimed at identifying particular signatures of an underly-
ing, specialized mechanism. Perhaps one of the most impor-
tant and early entries into this problem was Liberman’s
discovery of the phenomenon of categorical perception; note
that for Chomsky, data on perceptual mechanisms are only of
interest in so far as they interface with and constrain core
computational mechanisms that are central to the faculty of
language.

Categorical Perception of Speech and
Species-Typical Vocalizations

When we perceive speech, we clearly create categories.
Using an artificially created acoustic continuum running
from /ba/ to /pa/, human adults show excellent discrimination
of between-category exemplars and poor discrimination of
within-category exemplars. To determine whether the mech-
anism underlying categorical perception is specialized for
speech, uniquely human, and fine-tuned by the linguistic en-
vironment, new methods were required, as were subjects
other than human adults. In response to this demand, the phe-
nomenon of categorical perception was soon explored in (a)
adult humans using nonspeech acoustic signals as well as vi-
sual signals, (b) human infants using a habituation procedure
with the presentation of speech stimuli, and (c) animals using
operant techniques and the precise speech stimuli used to first
demonstrate the phenomenon in adult humans (Harnad,
1987). Results showed that categorical perception could be
demonstrated for nonspeech stimuli in adults (Bornstein,
1987; Remez, Rubin, Pisoni, & Carrell, 1981) and for speech
stimuli in both human infants (Eimas, Siqueland, Jusczyk, &
Vigorito, 1971) and nonhuman animals (Kuhl & Miller,
1975; Kuhl & Padden, 1982, 1983). Although the earliest

work on animals was restricted to mammals (i.e., chinchillas,
macaques), more recent studies have provided comparable
evidence in birds (Dent, Brittan-Powell, Dooling, & Pierce,
1997; Kluender, Diehl, & Killeen, 1987); this suggests that
the mechanism underlying categorical perception in humans
may be shared with other animals and may have evolved at
least as far back as the divergence point with birds.

The parallel results on humans and animals raise at least
two important points. First, although this finding does not
rule out the importance of categorical perception in speech
processing, it does suggest that the underlying mechanism is
unlikely to have evolved for speech. In other words, the ca-
pacity to treat an acoustic continuum as comprised of discrete
acoustic categories is a general auditory mechanism that
evolved before humans were producing the sounds of speech.
Second, although the behavior associated with classifying
exemplars into discrete categories is similar to what has been
observed in humans, we must move cautiously in assuming
that the underlying mechanism is precisely the same. Specif-
ically, studies of categorical perception in animals and hu-
mans employ different techniques. Animals are trained to
respond to particular categories and then are tested for spon-
taneous generalization. In contrast, tests of humans involve
spontaneous classification and are also explicitly influenced
by instructions. Thus, for example, in the elegant experi-
ments on sine wave speech by Remez, human listeners show
patterns of classification if they are informed that they will be
listening to speech stimuli different from patterns they show
if they are not told about the nature of the stimuli. Thus, al-
though animals clearly classify an acoustic continuum into
discrete categories and show the same kinds of boundary ef-
fects as do humans, they may in fact be using quite different
mechanisms in processing such stimuli.

Emphasizing the point that categorical perception—at
least the behavioral phenomenon—most likely evolved prior
to the evolution of speech are experiments involving the
presentation of species-typical vocalizations, as opposed to
speech (reviewed in Hauser, 1996; Kuhl, 1989; Wyttenbach
& Hoy, 1999). And here, the breadth of species tested is
extraordinary, including field crickets (Wyttenbach, May, &
Hoy, 1996), swamp sparrows (Nelson & Marler, 1989), mice
(Ehret & Haack, 1981), pygmy marmosets (Snowdon, 1987),
and Japanese macaques (May, Moody, & Stebbins, 1989).
One of the best examples—based on methodological ele-
gance as well as functional and ecological considerations—
comes from Wyttenbach and Hoy’s work on the field cricket.
In this species, individuals produce a contact call of 4–5 kHz.
When conspecifics hear this call, they often approach. In
contrast, predatory bats produce ultrasonic signals in the
25–80 kHz range, and when crickets hear such sounds, they
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move away. The perceptual task therefore involves a discrim-
ination between two ecologically meaningful acoustic sig-
nals—one that elicits approach and a second that elicits
avoidance. Laboratory experiments had already indicated a
transition between approach and avoidance in the 10–20 kHz
range. In the labeling task, crickets were presented with sig-
nals that varied from 2.5–40 kHz. Results showed an abrupt
transition from approach to avoid between 13–16 kHz,
providing strong evidence of a categorical boundary. In the
discrimination task, crickets were habituated to 20 kHz
pulses (i.e., a signal that elicits escape), and a photocell was
used to measure the movement of the subject’s hind leg. After
subjects habituated (i.e., showed little to no escape re-
sponse), they then received one test stimulus from a different
frequency and one 20 kHz stimulus. Of the frequencies
tested, only stimuli falling below 16 kHz caused dishabitua-
tion; no stimuli falling in the ultrasound range caused disha-
bituation, providing strong evidence of between-category
discrimination.

Beyond Categorical Perception

The history of work on categorical perception provides an ele-
gant example of the comparative method. If you want to know
whether a mechanism has evolved specifically for a particular
function in a particular species, then the only way to address
this question is by running experiments on a broad array of
species. With respect to categorical perception, at least, it ap-
pears that the underlying mechanism did not evolve for pro-
cessing speech. To repeat, because of differences in methods,
and the lack of neurophysiological work, we can not be ab-
solutely confident that the underlying mechanisms are exactly
the same across species even though the classificatory results
are the same. Nonetheless, a question arises from such work:
What, if anything, is special about speech, especially with re-
spect to processing mechanisms? Until the early 1990s, scien-
tists studying animals pursued this problem, focusing on
different phonemic contrasts as well as formant perception
(Lotto, Kluender, & Holt, 1998; Sinnott, 1989; Sinnott &
Brown, 1997; Sinnott, Petersen, & Hopp, 1985; Sommers,
Moody, Prosen, & Stebbins, 1992); most of this work sug-
gested common mechanisms shared by humans and nonhuman
primates. In the early 1990s, however, Patricia (Kuhl 1991;
Kuhl, Williams, Lacerda, Stevens, & Lindblom, 1992) pub-
lished two papers showing that human adults and infants but
not rhesus monkeys perceive a distinction between so-called
good and bad exemplars of a phonemic class. The good exem-
plars, or prototypes, functioned like perceptual magnets,
anchoring the category and making it more difficult to distin-
guish the prototype from sounds that are acoustically similar;

nonprototypes function in a different way and are readily
distinguished from more prototypical exemplars. In the same
way that robins and sparrows but not penguins or storks are
prototypical birds because they carry the most common or
salient visual features (e.g., feathers, beak, wings) within the
category bird, prototypical phonemes consist of the most com-
mon or salient acoustical features. Although there is contro-
versy in the literature concerning the validity of this work in
thinking about the perceptual organization and development of
speech (Kluender, Lotto, Holt, & Bloedel, 1998; Lotto et al.,
1998), my concern here is with the comparative claim. Be-
cause Kuhl failed to find evidence that rhesus monkeys dis-
tinguish prototypical from nonprototypical instances of a
phonetic category, she argued that the perceptual magnet effect
represents a uniquely human mechanism specialized for pro-
cessing speech. Moreover, because prototypes are formed on
the basis of experience with the language environment, Kuhl
further argued that each linguistic community will have proto-
typical exemplars tuned to the particular morphology of their
natural language (Kuhl, 2000).

To address the comparative claim, Kluender and col-
leagues (1998) attempted a replication of Kuhl’s original
findings, using European starlings and the English vowels /i/
and /I/, as well as the Swedish vowels /y/ and /u/; these rep-
resent the stimuli used in Kuhl’s original work on the proto-
type effect. Based on a mel scale of the first and second
formants, these vowels have distinctive prototypes that are
acoustically nonoverlapping. After starlings were trained to
respond to exemplars from these vowel categories, they read-
ily generalized to novel exemplars. More important was that
the extent to which they classified a novel exemplar as a
member of one vowel category or another was almost com-
pletely predicted by the first and second for meant frequen-
cies, as well as by the exemplar’s distance from the prototype
or centroid of the vowel sound. Because the starlings’ re-
sponses were graded and matched human adult listeners’ rat-
ings of goodness for a particular vowel class, Kluender and
colleagues conclude—contra Kuhl—that the perceptual mag-
net effect is not uniquely human and can be better explained
by general auditory mechanisms.

In contrast to the extensive comparative work on categor-
ical perception, we have only two studies of the perceptual
magnet effect in animals. One study of macaques claims that
animals lack such capacities, whereas a second study of star-
lings claims that animals have such capacities. If starlings
perceive vowel prototypes but macaques do not, then this
provides evidence of a homoplasy—a character that is simi-
lar between species because of convergent evolution. Future
work on this problem must focus on whether the failure with
macaques is due to methodological issues (e.g., would a
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different testing procedure provide different results?) or to an
absence of a capacity. If macaques lack this capacity and star-
lings have it, then our evolutionary account must reject the
claim concerning uniqueness but attempt to explain why the
capacity evolved at least twice—once in the group leading to
songbirds and once in the group leading to modern humans;
of course, we must also leave open the possibility of a differ-
ence in the actual mechanism underlying a perceptual magnet
effect in starlings and humans.

What Mechanisms Are Spontaneously
Available to Animals for Speech Perception
and Language Acquisition?

To date, every time a claim has been made that a particular
mechanism X is special to speech, animal studies have gen-
erally shown that the claim is false, at least at a general level
of behavioral responses. Speech scientists might argue, how-
ever, that these studies are based on extensive training
regimes, and thus fail to show what animals spontaneously
perceive—or more appropriately, how they actually perceive
the stimuli. They might also argue that the range of phenom-
enon explored is narrow and thus fails to capture the essential
design features of language (Trout, 2000). In parallel with
our work on number (discussed earlier in this chapter), my
students and I have been pushing the development of
methodological tools that involve no training and can be used
with human infants, thereby providing a more direct route to
understanding which mechanisms are spontaneously avail-
able to animals for processing speech and which are uniquely
human. Next, I describe several recent experiments designed
to explore which of the many mechanisms employed by
human infants and children during language acquisition are
spontaneously available to other animals.

As mentioned earlier in this chapter, a powerful technique
for exploring spontaneous perceptual distinctions is the ha-
bituation-dishabituation technique (Cheney & Seyfarth,
1988; Eimas et al., 1971; Hauser, 1998). Given the variety of
conditions in which our animals live, each situation demands
a slightly different use of this technique. The logic underlying
our use of the procedure for exploring the mechanisms of
speech perception is, however, the same. In general, we ha-
bituate a subject to different exemplars from within an
acoustic class and then present them with a test stimulus. A
response is scored if the subject turns and orients in the direc-
tion of the speaker. We consider the subject to be habituated
if it fails to orient toward the speaker on at least two consec-
utive trials; as such, all subjects enter the test trial having
failed to respond on the previous two trials. The advantage of
this approach is that we can not only score whether they

respond to the test stimulus, but in some cases we can also
score the magnitude of their response—that is, we can score
the amount of time spent looking in the direction of the
speaker. In the case of speech stimuli, duration is not a reli-
able measure, whereas in the case of conspecific vocaliza-
tions it is.

The first habituation-dishabituation playback experiment
on speech perception was run by the collaboration of Franck
Ramus, Marc Hauser, Cory Miller, Dylan Morris, and
Jacques Mehler (2000). Theoretically, we wanted to under-
stand whether the capacity of human infants to both discrim-
inate and subsequently acquire two natural languages is
based on a mechanism that is uniquely human or shared with
other species. Although animals clearly lack the capacity to
produce most of the sounds of our natural languages, their
hearing system is such (at least for most primates; Stebbins,
1983) that they may be able to hear some of the critical
acoustic features that distinguish one language from another.
To explore this problem, we asked whether French-born
human neonates and cotton-top tamarin monkeys can dis-
criminate sentences of Dutch from sentences of Japanese and
whether the capacity to discriminate these two languages de-
pends on whether they are played in a forward (i.e., normal)
or backwards direction; given the fact that adult humans
process backwards speech quite differently from forward
speech, we expected to find some differences, although not
necessarily in both species. Methodologically, we wanted to
determine whether tests of speech processing could be run on
neonates and captive cotton-top tamarins using the same
stimuli and procedure. Specifically, would tamarins attend to
sentences from a natural language, and could we implement
the habituation-dishabituation technique to ask questions
about discrimination? These methodological questions were
significant because all prior work on speech perception in an-
imals involved operant training procedures and relatively
short segments of speech (i.e., phonemes or syllables) as op-
posed to naturally produced sentences.

Neonates and adult tamarins were tested in four different
conditions involving naturally produced sentences of Dutch
and Japanese. In the first language change condition, we ha-
bituated subjects to sentences from one language played in
the normal-forward direction and then tested them with sen-
tences from the second language played in the normal-
forward direction. In the second language change condition,
we played all sentences backwards, but with the same shift
from one language to the other. In the first speaker change
condition—run as a control for the language change
condition—we habituated subjects to normal-forward sen-
tences produced by two speakers of one language and then
tested them with normal-forward sentences of a language that
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was the same but spoken by two new speakers. The second
speaker change condition was the same but with the sen-
tences played backwards.

There were a few differences in the testing procedures used
for neonates and tamarins. The behavioral assay for neonates
was a high-amplitude sucking response, whereas for tamarins
we used a head-orienting response in the direction of the con-
cealed speaker. For neonates, we played back habituation
stimuli until the sucking response attenuated to 25% less than
it was the previous minute; then we maintained this level for
2 consecutive minutes. After subjects were habituated, we
played a cycle of test stimuli. For tamarins, in contrast, we
played back exemplars from the habituation category until
the subject failed to orient on two consecutive trials. Follow-
ing habituation, we played back sentences of the test category.
If subjects failed to respond in the test trial, we played a
posttest stimulus—specifically, a tamarin alarm call. The
logic behind the posttest was to ensure that the tamarins had
not habituated to the entire playback setup. Thus, if they failed
to respond in the posttest, we assumed that they had habitu-
ated to the setup and reran the entire session a few weeks later.

Neonates failed to discriminate the two languages played
forward and also failed to discriminate the two speakers.
Rather than run the backwards condition with natural speech,
we decided to synthesize the sentences and run the experi-
ment again with new subjects. One explanation for the failure
with natural speech was that discrimination was impaired by
the significant acoustic variability imposed by the different
speakers. Consequently, synthetic speech provides a tool for
looking at language discrimination while eliminating speaker
variability. When synthetic speech was used, neonates disha-
bituated in the language change condition, but only if the
sentences were played forward; in the backward speech con-
dition, subjects failed to dishabituate.

In contrast to the data on neonates tested with natural
speech, tamarins showed evidence of discrimination in the
forward, language-change condition but failed to show evi-
dence of discrimination in any of the other conditions (Fig-
ure 20.4). When the synthetic stimuli were used, the results
were generally the same. Only the forward language-change
condition elicited a statistically significant level of discrimi-
nation, although the backward speaker change was nearly
significant; thus, there was a nonsignificant difference be-
tween the language- and speaker-change condition. When
the data from the natural and synthetic stimuli were com-
bined, tamarins showed a highly significant discrimination
of the forward language-change condition but no other
condition.

These results allow us to make five points with respect to
studying the speech is special problem. First, the same

method can be used with human infants and nonhuman ani-
mals. Specifically, the habituation-dishabituation paradigm
provides a powerful tool to explore similarities and differ-
ences in perceptual mechanisms and avoids the potential
problems associated with training. Second, animals such as
cotton-top tamarins not only attend to isolated syllables as
previously demonstrated in studies of categorical perception,
but also attend to strings of continuous speech. Consequently,
it is now possible to ask comparative questions about some of
the higher order properties of spoken languages, including
some of the relevant prosodic or paralinguistic information.
Third, given the fact that tamarins discriminate sentences of
Dutch from sentences of Japanese in the face of speaker vari-
ability, they are clearly able to extract acoustic equivalence
classes. This capacity is not present in the human neonate,
coming on line a few months after birth (Jusczyk, 1997;
Oller, 2000). Fourth, because tamarins fail to discriminate
sentences of Dutch from sentences of Japanese when such
sentences are played backwards, their capacity to discrimi-
nate such sentences when played forward shows that they
must be using specific properties of speech as opposed to
low-level cues. Fifth, given that the tamarins’ capacity to dis-
criminate Dutch from Japanese was weaker in the second test
involving synthetic speech, it is possible that newborns and
tamarins are responding to somewhat different acoustic cues.
In particular, newborns may be more sensitive to prosodic
differences (e.g., rhythm), whereas tamarins may be more

Figure 20.4 Results from experiments on cotton-top tamarins, contrasting
their responses to naturally produced sentences of Dutch and Japanese
played forward and backwards. The y-axis plots the number of subjects
dishabituating (i.e., Responding) in the test trial or transferring habituation
(i.e., No Response). Two conditions are contrasted: Language Change, in
which subjects are habituated to one language and then tested on a different
language; and Speaker Change, in which subjects are habituated to two
speakers of one language and then tested with two new speakers of the same
language.
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sensitive to phonetic contrasts. Future research will explore
this possibility.

A real-world problem facing the human infant is how to
segment the continuous acoustic stream of speech into func-
tional units such as words and phrases. How, more specifi-
cally, does the infant know where one word ends and another
begins? One might think that such information comes for
free, given that there are pauses between words. Such
changes in the time-amplitude envelope would provide the
relevant cues some of the time but would not provide a reli-
able mechanism, given that coarticulatory effects create
pauses within words as well as continuity in the signal be-
tween words. Similarly, although it is clear that adults may
help infants pick out words within a sentence, thanks in part
to their dramatic emphasis (e.g., Look at the ball!), such
stress patterns do not help with all or even most words within
a sentence (e.g., no stress cues help with Look, at, and the). A
recent attempt to tackle this problem comes from work that
follows up on a suggestion from early work in computational
linguistics—in particular, the possibility that infants extract
words from the acoustic stream by paying attention to the sta-
tistical properties of a given language. For example, when we
hear the consonant string st, there are many phonemes that
we might expect to follow (e.g., ork, ing, ack) but some that
we explicitly would not expect (e.g., kro, gni, cak). Saffran,
Aslin, and Newport (1996) tested the hypothesis that infants
are equipped with mechanisms that enable them to extract the
statistical regularities of a particular language. Eight-month-
old infants were familiarized for 2 min with a continuous
string of synthetically created syllables (e.g., tibudopabiku-
daropigolatupabiku. . .), with all prosodic and coarticulatory
effects removed. Within this continuous acoustic stream,
some three-syllable sequences always clustered together (i.e.,
always had a transitional probability of 1.0 between adjacent
syllables—pabiku), whereas other syllables were only some-
times followed by another syllable (e.g., when the syllable pi
occurred, it was followed by gola one third of the time, and
by daro or tibu the other times). To determine whether infants
would extract such statistics, they were presented with three
types of test items following familiarization: words consist-
ing of syllables with a transitional probability of 1.0, part
words in which the first two syllables had a transitional prob-
ability of 1.0 and the third syllable had a transitional proba-
bility of 0.33, and nonwords in which the three syllables were
never associated (transitional probability of 0.0) in the famil-
iarization corpus. Based on dozens of comparable studies on
human infants, Saffran et al. predicted that if the infants have
computed the appropriate statistics and extracted the func-
tional words from this artificial language, then they should
show little to no orienting response to familiar words but

should show interest and an orienting response to both the
part words and the nonwords. Results provided strong sup-
port for this hypothesis. Although some interpreted this find-
ing as providing evidence against a strong nativist position on
language acquisition (i.e., the capacity to compute transi-
tional probabilities is domain-general, not domain-specific)
while others argued that these capacities simply cannot do the
work required for language acquisition, they undoubtedly
show an early capacity to compute conditional statistics. And
it is precisely these kinds of computations—together with
others—that might help put the child on the path to acquiring
a language. Regardless of the outcome of this debate, one
can also ask whether the capacity to compute such statistics
is uniquely human and—equally important—special to
language.

Saffran, Newport, and Aslin have attacked the special to
language problem by showing that—at least for transitional
probabilities—the same kinds of results hold for melodies,
patterns of light, and motor routines (Saffran, Johnson,
Aslin, & Newport, 1999). A different approach comes from
testing nonhuman animals.

Several studies of pigeons, capuchin monkeys, and rhesus
monkeys demonstrate that under operant conditions, individ-
uals can learn to respond to the serial order of a set of ap-
proximately 8–10 visual or auditory items (D’Amato &
Colombo, 1990; Orlov, Yakoviev, Hochstein, & Zohary,
2000; Terrace, 1993; Terrace, Chen, & Newman, 1995;
Wright & Rivera, 1997). These results show that at least
some animals—and especially some primates—have the ca-
pacity to attend to strings of items, extract the relevant order
or relationship between items, and use their memory of prior
responses to guide future responses. In addition to these data,
observations and experiments on foraging behavior and
vocal communication suggest that nonhuman animals also
engage in statistical computations. For example, results from
optimal foraging experiments indicate that animals calculate
rates of return, sometimes using Bayesian statistics, and
some animals produce strings of vocalizations such that the
function of the signal is determined by the order of ele-
ments (Hailman & Ficken, 1987; Hauser, 2000; Stephens &
Krebs, 1986). Recently, studies by Savage-Rumbaugh and
colleagues (1993) suggest that at least some human-reared
bonobos have some comprehension of speech and specifi-
cally attend to the order in which words are put together in a
spoken utterance; regardless of whether their capacity is con-
sidered to be at the level of human adults, these observations
suggest that bonobos have the capacity to extract words from
a speech stream and at some level appreciate that the order of
words within an utterance plays a role in meaning. Together,
these studies suggest that like human adults and infants,
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nonhuman animals may also be equipped with statistical
learning mechanisms.

Based on the previously reported evidence, Hauser,
Newport, and Aslin (2001) used the original Saffran et al.
(1996) material in order to attempt a replication with cotton-
top tamarin monkeys of the statistical learning effects ob-
served with human infants. The procedure was the same as
that used with human infants, with two exceptions. Unlike
human infants, who were exposed to the familiarization ma-
terial for 2 minutes and then presented with the test items (in
association with a flashing light), the tamarins were exposed
in their home room to 21 min of the familiarization material
on Day 1; then on Day 2 we presented individuals located in
a soundproof chamber with 1 min of the familiarization ma-
terial followed by a randomly presented set of test items. We
divided our colony into two groups. One group received
Version A of the language, whereas the second group re-
ceived Version B; the transitional probabilities were the same
for both languages, but the potential test items differed in
terms of their syllabic content. On the first test session, we
compared the tamarins’ responses to words versus nonwords.
On the second session, we compared their response to words
and part words. Like the tests on the infants, these tests had
several possible outcomes. If tamarins simply respond to
novelty as opposed to familiarity, then they might show a sig-
nificantly higher level of response (i.e., orienting to the con-
cealed speaker) in the word versus nonword condition but fail
to show a difference between word and part word; in other
words, because the first two syllables are familiar in the part-
word comparison, while the third is novel, this difference
may be insufficient to differentiate the two test items. In con-
trast, if tamarins compute the transitional probabilities, then
nonwords and part words are both novel and should elicit a
greater number of responses when contrasted with words.
Like human infants, tamarins oriented to playbacks of non-
words and words more often than to words (Figure 20.5).
This result is powerful not only because tamarins show the
same kind of response as do human infants, but also because
the methods and stimuli are largely the same and involve no
training.

In terms of comparative inferences, our results on statisti-
cal learning should be treated somewhat cautiously because
of subtle differences in methods between species, the lack of
information on where in the brain such statistics are being
computed, and the degree to which such computations can
operate over any kind of input (i.e., visual, motoric, melodic).
Methodologically, the tamarins received far more experience
with the familiarization material than did the infants. We pro-
vided the tamarins with more input because we were unsure
about the time that they would even listen to such synthetic

speech, no less orient to it. Nonetheless, future work must es-
tablish how much experience is necessary in order to derive
the appropriate statistics and how the properties of certain
statistics are either learnable or unlearnable by both humans
and nonhumans. For example, can human infants and nonhu-
man animals learn about statistical correlations between non-
adjacent elements, and if so, over what kinds of distances?
Assuming that human infants or toddlers can compute a dif-
ferent class of statistics than can nonhuman animals, which
of these statistics are critically and perhaps uniquely involved
in the acquisition of language but no other domain?

Implications for Linguistics and the Neurosciences

What can be said about our verbal abilities? Unique or not? If
I had to place a wager, I would bet that humans share with
other animals the core mechanisms for speech perception.
More precisely, we inherited from animals a suite of percep-
tual mechanisms for listening to speech—ones that are quite
general and did not evolve for processing speech. Whether
the similarities across species represent cases of homology or
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Figure 20.5 Results of a replication with tamarins of Saffran and col-
leagues’ statistical learning experiment. Results show the proportion of sub-
jects orienting toward the speaker in response to playbacks of words versus
nonwords (upper panel) and words versus part words (lower panel). Lan-
guages A and B were simply two versions of a continuous speech stream
with the same transitional probabilities.
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homoplasy cannot be answered at present and will require
additional neuroanatomical work, tracing circuitry, and
establishing functional connectivity. What is perhaps
uniquely human, however, is our capacity to take the units
that comprise spoken and signed language and recombine
them into an infinite variety of meaningful expressions.
Although much work remains, my guess is that animals will
lack the capacity for recursion, and their capacity for statisti-
cal inference will be restricted to items that are in close tem-
poral proximity. With the ability to run animals and human
infants on the same tasks with the same material, we will
soon be in a strong position to pinpoint when during evolu-
tion and ontogeny we acquired our specially designed system
for language.

One direction that is likely to be extremely productive—in
contributing to our basic understanding of how human in-
fants acquire a language and how the brain’s plasticity and
representational structure change over time—is to use nonhu-
man animals as models for exploring the specific effects of
experience on acoustic processing. One of the major revolu-
tions within the neurosciences over the last 10 or so years has
been the discovery that there is plasticity in the adult brain,
dictated in part by experience (Kaas, 2000; Recanzone,
2000). This revolution actually started earlier, driven in part
by the magnificent findings on some songbird species—their
capacity to learn new songs each season, guided by changes
in the volume of key nuclei and the shift in levels of circulat-
ing testosterone (Alvarez-Buylla, Kirn, & Nottebohm, 1990;
Alvarez-Buylla, Theelen, & Nottebohm, 1988; Doupe,
Brainard, & Hessler, 2000). More recent work on mammals
(mostly rats and some primates) has shown that when an in-
dividual engages in repetitive motor routines or is repeat-
edly presented with sounds falling within a particular
frequency range, the relevant cortical representations are
dramatically altered (Jenkins, Merzenich, Ochs, Allard, &
Guic-Robles, 1990; Kaas, 2000; Kilgard & Merzenich, 1998;
Recanzone, 2000). Similar kinds of effects have been sug-
gested in cases of human infants and language acquisition
(Kuhl, 2000), as well as patients reporting phantom limb ef-
fects (Ramachandran, 1993; Yang et al., 1994).

Given the evidence for cortical plasticity, we are ideally
placed to provide our subjects with specific linguistic experi-
ence and then test for reorganization of perceptual sensitivity.
For example, consider the results on tamarins showing a ca-
pacity to distinguish two different languages from two differ-
ent rhythmic groups (i.e., Dutch and Japanese). Studies of
human infants suggest that whereas natives of one rhythmic
group (e.g., French) can discriminate sentences of their own
language from sentences of another language within the same
rhythmic group (e.g., Spanish), infants exposed to a language

that falls outside this rhythmic group cannot discriminate
French from Spanish. To test whether this follows from gen-
eral auditory principles or from a specialized speech mecha-
nism that is uniquely human, we can passively expose our
subjects to sentences from one language over a period of
weeks or months and then explore whether such experience
influences their capacity to discriminate the so-called native
language with other languages, as well as the capacity to
make fine-grained discriminations within the exposed lan-
guage. Similarly, it is possible to selectively expose captive
primate infants at different stages of development and
thereby determine whether there are critical periods for expo-
sure and their consequences. These results can then be used
to fuel studies exploring the neurophysiology underlying be-
havioral or perceptual changes.

COMPARATIVE COGNITION:
THE NEXT GENERATION

Comparative studies of animal minds have entered a new era.
This shift is due in part to a clearing of earlier conceptual
veils—theoretical perspectives that saw animals as mindless,
at the base of some intellectual hierarchy, or as mere pawns to
be maneuvered for purely biomedical gains. The new era of
investigation is based on a marriage between Darwin’s theory
of evolution and the representational-computational theory
of mind that tends to dominate much of current cognitive sci-
ence. Underlying or supporting this marriage are a set of
methodological tools that have been developed by etholo-
gists, animal learning psychologists, cognitive scientists,
neuroscientists, and developmentalists. In this essay, I have
attempted to highlight some of the empirical offspring from
this new marriage by discussing two problems: the capacity
to represent numerosities and the mechanisms recruited to
process speech. In the case of number, studies show that a
wide variety of animals—primates included—have the abil-
ity to discriminate small numbers precisely and large num-
bers approximately. At present, it appears that over the course
of human evolution, we acquired a mechanism that allowed
only our species to discriminate large numbers precisely; this
capacity ultimately led to our unique gift for complex mathe-
matics. Although it is a currently untested hypothesis, one
candidate mechanism is language—in particular, the combi-
natorial and recursive aspects that underlie our capacity to
create an infinite number of meaningful verbal and mathe-
matical expressions. With respect to speech-processing
mechanisms, I have argued that we share with other animals
all of the core perceptual tools for extracting the salient fea-
tures of the speech stream. At present, there are no clear-cut
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mechanisms that we have that no other animal has. But this
work is only in its infancy, with many more important
processes to investigate from a comparative perspective.

What I have emphasized in this essay is that the future of
comparative studies of cognition—especially comparisons
between human and nonhuman primates—hangs on three
factors. First, to understand loci of convergence and diver-
gence in cognitive capacities, we must develop methods that
can be used across species, with little to no modification. I
have focused primarily on methods that involve no training
because I believe that these are most appropriate for compar-
ative studies of animals and human infants. This focus in no
way implies that other methods—especially those involving
intensive training—are less important. On the contrary, a
complete understanding of cognitive abilities in primates will
come from the use of different methods that can be brought to
bear on the same set of conceptual problems. Second, studies
at the behavioral level must be united with studies at the
neural level. Methodologically, this is important because we
should use behavioral tasks that are sensitive to the problems
that each species evolved to solve. Theoretically, this is im-
portant as well because we should use our understanding of
the neural mechanisms to refine our assessments of whether
similarity at the level of behavior is mediated by similarity at
the level of the brain. Because similarity at one level may not
be matched by similarity at another, we may end up with dif-
ferent kinds of claims with respect to the distinction between
homology and homoplasy. Third, studies of primate cogni-
tion are increasingly being used to constrain theoretical argu-
ments in the study of human cognition—in particular, infant
cognitive development. In the same way that humans with
damage to particular regions of the brain can be used to ex-
plore the functional architecture of the human mind, studies
of nonhuman primates can be used to test which aspects of
the mind are possible in the absence of language. Turning one
of David Premack’s famous quotes around, even though non-
human primates do not have language, they nonetheless have
interesting thoughts.
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Language is a means of communicating information from
one individual to others. It is a code that human societies
have developed for the expression of meaning. Across all so-
cieties, the code involves words, as well as rules for linking
words together (syntax). Words are arbitrary collections of
sounds, produced by articulatory gestures (or manual sign-
ing, or writing) that convey particular meanings; a typical
speaker acquires a vocabulary of at least 30,000 words in his
or her native language. Sentences are combinations of words,
governed by the syntax of the language, that encode more
complex and, in many cases, novel messages. Comprehen-
sion entails recovery of the meaning intended by the speaker
(or signer, or writer); production entails translating the mes-
sage the speaker (or signer, or writer) wishes to convey into
a series of words, constrained by the syntax of the language.
Most children acquire the spoken words and syntax of their
language community within a short period of time, and seem-
ingly effortlessly. Once acquired, language comprehension
and production processes appear automatic; people cannot
help but understand what they hear in their native language,

and they usually produce coherent sentences with little ap-
parent effort, even when they are engaged in other tasks.

Language is a uniquely human capacity. Although there is
evidence of learned responses to specific calls in primates,
and of brain asymmetries in chimpanzees that may fore-
shadow the asymmetrical representation of language in the
human brain (Gannon, Holloway, Broadfield, & Braun,
1998), other animals do not exhibit communicative behavior
that compares with the richness, structure, and combinatorial
capacity of human language. Hence the investigation of lan-
guage function and of language-brain relationships requires
the use of human subjects. In recent years, the development
of methods for monitoring brain activity as people engage in
cognitive tasks has provided a means of studying language-
brain relationships in normal individuals. These techniques
complement the study of disruptions to language function
caused by brain damage—the aphasias—which for some
time served as the primary means of investigating the neural
substrates of language. The breakdown patterns observed in
aphasia will be the focus of much of this chapter. We will also
review evidence from studies that examine language activity
in the normal brain.

We begin with an overview of relevant brain anatomy,
historical treatment of aphasic disorders, and techniques

Preparation of this chapter was supported by grant RO1DC00191-
20 from the NIH National Institute on Deafness and Other Commu-
nication Disorders (NIDCD).
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currently being used to investigate brain-behavior relation-
ships. Following this, we present a more detailed discussion
of three specific content areas: semantics (the represen-
tation of meaning), spoken language comprehension, and
spoken language production.

BRAIN AND LANGUAGE: A BRIEF
INTRODUCTION

Brain Anatomy

The human brain is a very complex structure composed of
billions of nerve cells (neurons) and their interconnections,
which occur at synapses, or points of contact between one
neuron and another. The vast majority of these synapses are
formed between axons, which may travel short or long dis-
tances between neurons, and processes called dendrites,
which extend from neuronal cell bodies. Such connections
govern the patterns of activation among neurons and,
thereby, the physical and mental activity of the organism.
While the connectivity patterns are to some extent geneti-
cally determined, a major characteristic of the nervous sys-
tem is the plasticity of neural connections. Organisms must
learn to modify their behavior as a function of their experi-
ence; the child’s acquisition of the language s/he hears is an
especially relevant example.

Insofar as language capability is concerned, the key struc-
tures reside in the cerebral cortex—the mantle of cells
six layers deep that is the topmost structure of the brain. This
tissue has an undulating appearance, composed of hills (gyri)
and valleys (fissures or sulci) between them; this pattern re-
flects the folding of the cortex to fit within the limited space
in the skull. In the majority of individuals, whether right- or
left-handed, it is the left hemisphere of the cerebral cortex
that has primary responsibility for language function.

Each hemisphere is divided into four lobes: the frontal,
parietal, occipital, and temporal lobes. The occipital lobe has
primary responsibility for visual function, which extends
into neighboring areas of the temporal and parietal lobes.
The frontal lobe is concerned with motor programming, in-
cluding speech, as well as high-level cognitive functions. For
example, sequential behavior is the province of prefrontal
cortex, situated anterior to the frontal motor and premotor
areas, which occupy the more posterior portions of the frontal
lobe. Auditory processing is performed by areas of the tem-
poral lobe, much of which is also concerned with language.
There is evidence that inferior portions of the temporal
lobe support semantic functions, whereas structures buried in
the medial portions of the temporal lobe (the hippocampus,

the amygdala) are concerned with mechanisms of memory
and emotion. The parietal lobe is concerned with tactile and
other sensory experiences of the body, and has an important
role in spatial and attentional functions; it is involved in lan-
guage, as well.

In the early years of the twentieth century, a neu-
roanatomist named Brodmann examined cortical tissue under
the microscope and assigned numbers to areas that appeared
different both with respect to types of neurons and their den-
sities. A map of Brodmann’s areas can be found in Figure
21.1. To a large extent, these histological differences are as-
sociated with differences in function. The Brodmann numer-
ical scheme is still in use today; for example, functional
imaging studies of the human brain employ these numerical
designations. Some areas have also been given names. For
example, the deep fissure separating the temporal from the
frontal and parietal lobes is known as the lateral or Sylvian
fissure; areas bordering this fissure in the left hemisphere are
essential to language, and the language zone of the left hemi-
sphere is sometimes referred to as the perisylvian area. An-
other map containing names of regions that are relevant to a
discussion of language is presented in Figure 21.2.

Although it has long been known that there are functional
differences between the two cerebral hemispheres, it was not
until the 1960s that corresponding differences in structure
were identified. For example, Geschwind and Levitsky
(1968) found that an area called the planum temporale, at the
juncture of the temporal and parietal lobes, is generally larger
in the left hemisphere than the right; this area is involved in
language. However, it has recently been shown that chim-
panzee brains contain the same asymmetry (Gannon et al.,
1998), a finding that undermines what appeared to be a strong
relationship between structural enlargement and functional
capability. It may be, however, that this asymmetry fore-
shadows the dedication of this area to language function.

The cortical role in language depends critically on the
receipt of information from lower brain centers, including
the thalamus. The thalamus is an egg-shaped structure at the
top of the brain stem, divided into regions called nuclei.
Thalamic nuclei send projections to areas of the cortex and
receive inputs from these areas. For example, auditory input
from the medial geniculate nucleus of the thalamus projects
to the temporal lobe; fibers from the lateral geniculate nu-
cleus carry visual input to the occipital lobe. An extensive
network of white matter, consisting of axons, underlies the
six cell layers of the cortex, connecting cortical regions as
well as carrying information to and from subcortical regions.
The two hemispheres of the cerebral cortex are connected via
an extensive network of fibers called the corpus callosum.
This is the fiber tract that is severed in the procedure known
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Figure 21.1 Lateral and mesial view of a human brain with the cytoarchi-
tonic areas proposed by Brodmann in 1909. From Lesion Analysis in Neu-
ropsychology (p. 11), by H. Damasio and A. R. Damasio, 1989, New York:
Oxford University Press. Copyright 1989 by Oxford University Press.
Reprinted with permission.

as the split brain operation, which is performed to relieve the
spread of epileptic discharges that fail to respond to pharma-
cological intervention (e.g., Gazzaniga, 1983). There is evi-
dence that other structures, such as the basal ganglia, which
are located beneath the cerebral cortex, also contribute to
language function (e.g., A. R. Damasio, Damasio, Rizzo,
Varney, & Gersch, 1982; Naeser et al., 1982). The basal gan-
glia project to areas of the frontal cortex and are essential to
motor activity. The motor aspects of speech production
depend on the integrity of connections from motor areas in
the frontal cortex to nuclei in the brain stem, which innervate
the articulatory musculature.

The nature of the connection patterns is also important.
Both hemispheres receive input from both ears and both
eyes. However, in the case of vision, the left hemisphere is
sensitive to the right half of space (or visual field), which

projects from the left half of each retina—and vice versa
for the visual projection to the right hemisphere. Thus, if
the visual area of the left hemisphere is lesioned, vision
from the right visual field is interrupted. The receipt of vi-
sual information from both eyes (but from the same visual
field) is essential for depth vision. Cases where part or all of
a hemifield is lost are termed hemianopias. If the corpus cal-
losum is severed (or the posterior part of it lesioned), the left
hemisphere will receive information from only the right vi-
sual field, and the right hemisphere from only the left visual
field. The connectivity pattern is different for the auditory
system, where fibers cross over at several levels from right
to left and vice versa; however, the projection to each hemi-
sphere from the ear on the opposite side dominates, reflect-
ing the larger number of fibers that each receives from the
contralateral ear. In the case of sensory and motor function,

Figure 21.2 Top: Lateral view of the left cerebral hemisphere showing the
perisylvian language zone. Bottom: Horizontal section of the brain at the level
of Wernicke’s and Broca’s areas. A.G.: angular gyrus; F.P.: frontal pole;
I.T.G.: inferior temporal gyrus; M.T.G.: middle temporal gyrus; O.P.: occipi-
tal pole; S.M.G.: supramarginal gyrus; S.T.G.: superior temporal gyrus; T.P.:
temporal pole. Reprinted from Anomia: Neuroanatomical and Cognitive Cor-
relates (pp. 4–5), by H. Goodglass and A. Wingfield, copyright 1997, by per-
mission of the publisher Academic Press. Reprinted with permission.
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the left hemisphere receives input and exerts motor control
over the right half of the body, and the right hemisphere
does the same for the left. Because certain language areas
lie in close proximity to left hemisphere motor cortex, some
aphasic patients will have motor weakness on the right, par-
ticularly affecting the upper limb. Lesions of left temporal
cortex, which also result in aphasia, may disrupt fibers car-
rying information to visual cortex, resulting in defects in the
right visual field.

Historical Background to the Classification
of the Aphasias

Systematic observation of the relationships between brain
damage and language dysfunction began in the middle of the
nineteenth century. The first steps in this direction are gener-
ally credited to a French physician, Paul Broca, who also had
an interest in anthropology. Prior to his work, the strongest
claims about mind-brain relationships were made by phre-
nologists, who took bumps on the skull to reflect the devel-
opment of cortical areas beneath. Phrenologists attempted to
localize such functions as spirituality and parental love; they
also made claims about language, assigning it to the anterior
tips of both frontal lobes, an area that lies just behind the
eye. (The basis for this assignment was the acquaintance of
phrenology’s founder, Gall, with an articulate schoolmate
who had protruding eyes!)

Broca was properly skeptical about these pseudoscientific
views, believing that functions must be directly related to the
convolutions of the cerebral cortex. He observed a patient
(Monsieur Leborgne) with a severe speech production im-
pairment, whose output was limited to a single monosyllable
(“tan”); in contrast, the gentleman’s comprehension of lan-
guage appeared to be well preserved. Leborgne passed away,
and Broca was able to examine his brain. He found an area of
damage in the left inferior frontal lobe and later confirmed this
observation in another patient with an articulatory impair-
ment. Broca observed several additional patients with similar
problems, although he did not always have information about
the underlying neuropathology. In 1865, he postulated that
the left frontal lobe was the substrate for the “faculty of artic-
ulate language.” He speculated that this function of the left
frontal lobe was related to the left hemisphere’s control of
the usually dominant right hand (Broca, 1865). Broca also
hypothesized that the right hemisphere was responsible for
language in left-handers, a conjecture that later proved to be
incorrect, although there is evidence that language is less
completely lateralized to the left hemisphere in left-handers
(e.g., Rasmussen & Milner, 1977).

Several years later, a German physician, Carl Wernicke,
observed a different form of language impairment, character-
ized by a severe comprehension deficit. In contrast to Broca’s
cases, these patients spoke fluently, although their output
was often uninterpretable. They frequently produced para-
phasias (substituted words or speech segments), sometimes
uttered nonwords (neologisms), and relied heavily on pro-
nouns or general terms such as “place” and “thing.” Wernicke
was able to examine the brain of one of the patients, and
found a lesion in the superior temporal gyrus on the left. The
area of damage was located in what would now be called the
auditory association area, at the junction of the left temporal
and parietal lobes. (Association cortex typically borders pri-
mary sensory cortex, which receives input from subcortical
nuclei; association areas are involved in the further process-
ing of sensory information.) As auditory comprehension and
speech production were both compromised by the lesion,
Wernicke (1874) speculated that this region contained “audi-
tory word images” acquired in learning the language. In addi-
tion to their role in interpreting speech input, he suggested
that these images guided the articulatory functions that were
localized in Broca’s area. He further speculated that the
anatomical connection between Wernicke’s and Broca’s areas
would allow the listener to repeat the speech of others;
damage to this pathway, he predicted, should result in a dis-
order in which production would be error-prone, although
comprehension would be preserved. The existence of this dis-
order (conduction aphasia) was subsequently confirmed, al-
though the locus of damage that gives rise to it is still debated
(H. Damasio & Damasio, 1989; Dronkers, Redfern, &
Knight, 2000).

Wernicke’s early theory of brain-language relationships
was elaborated by Leopold Lichtheim (1885), whose model is
represented in Figure 21.3. Lichtheim added a concept center,
which would serve as the seat of understanding for the listener
(hence its connection to Wernicke’s area) as well as the source
of the messages ultimately expressed by the speaker (it is also
connected to Broca’s area). Although he referred to it as a
center, he believed that this information was diffusely repre-
sented in the brain. Lichtheim’s model predicted several dis-
orders not yet observed. Among these were the transcortical
aphasias (sensory and motor), in which repetition was bet-
ter preserved than spontaneous production due to the isola-
tion of Broca’s or Wernicke’s area from the concept center.
Transcortical sensory aphasia also involved a comprehension
problem, due to the disconnection between Wernicke’s area
and conceptual information. Lichtheim also predicted a recep-
tive disorder—word deafness—resulting from the disconnec-
tion of Wernicke’s area from auditory input, and a production
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disorder—aphemia—resulting from damage to the pathway
from Broca’s area to brain centers concerned with motor
implementation of spoken output. All of these patterns were
later reported. The Wernicke-Lichtheim approach, which re-
lied heavily on connections among brain centers, came to be
known as connectionism (not to be confused with current
computer models of cognitive function, which use the same
term). Table 21.1 shows the taxonomy of aphasia syndromes,
which took shape under this approach and is still in use today.

Connectionist aphasiology has always drawn opposition.
One of the early critics was Sigmund Freud, who published a
monograph on aphasia in 1891. Freud argued that the con-
nectionist view was too simplistic to account for so complex
a function as human language. He also showed that it could
not explain the symptoms of several cases of aphasia that had
been reported in the literature (Freud, 1891/1953). Contem-
porary language scientists would agree; the connectionist
approach focused on word comprehension and production,
completely ignoring sentence-level processes. (Famed neu-
rologist Arnold Pick stood apart from this tradition and made
outstanding contributions to the study of sentence-level
breakdown; see Pick, 1913). Most of those who studied apha-
sia in the early to mid-twentiethth century adopted a more
holistic approach to language-brain relationships (e.g., Head,
1926; Marie, 1906). However, the center-based approach,
with emphasis on the importance of connections between
areas responsible for particular functions, was revived in the

1960s, largely through the efforts of neurologist Norman
Geschwind. He published two celebrated papers that ex-
plained a range of cognitive disturbances, in animals and
man, in terms of the severing of connections between brain
regions (Geschwind, 1965). Insofar as language was con-
cerned, he favored the approach initiated by Wernicke and
elaborated by Lichtheim. At about the same time, Schuell
and her colleagues at the University of Minnesota conducted
large group studies of aphasics, which led them to conclude
that the language area of the brain was not differentiated with
respect to function—that it operated as a whole (Schuell,
Jenkins, & Carroll, 1962). One major difference between
these approaches is that Geschwind was looking primarily at
cases with restricted lesions, whereas the Minnesota study
enrolled patients irrespective of the nature of their lesions and
likely included individuals with extensive brain damage.

To a large extent, these polar views—componential or
modular versus holistic—continue to characterize the debate
among aphasia researchers, and in a somewhat different
guise, among language researchers in general. Are language
tasks delegated to distinct processing components that operate
to a large degree independently of one another (the modular
view) or does the system operate with a good deal of interac-
tion? Is there a separate syntactic component, or are syntactic
functions subsumed by the lexicon? We will try to address
such questions wherever we can. It should be appreciated,
however, that in many instances the answers are, at best, pro-
visional. In view of the complexity of language processes, it
is not surprising that many issues remain controversial.
(To sample contemporary arguments against the modular ap-
proach, see Dick et al., 2001, and Van Orden, Pennington, &
Stone, 2001.)

Methods Used to Study Brain-Language Relationships

Localizing Brain Lesions

Although encased in the protective skull, the brain is never-
theless susceptible to a wide variety of disorders. The circula-
tory system is the primary cause of aphasic impairments. Most
are caused by disruption of the left middle cerebral artery,
which supplies the lateral surface of the left hemisphere,
including brain regions concerned with language function.
Circulatory disorders include those that block an artery
(ischemia), hemorrhages involving rupture of a blood vessel,
and aneurysms, in which a weak arterial wall ultimately
allows blood to leak into brain tissue—a major cause of apha-
sia in younger individuals. Other disorders include tumors,
infections, degenerative diseases (such as Alzheimer’s), and

Figure 21.3 Leopold Lichtheim’s center-and-tract model of the organiza-
tion of language in the brain.
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traumatic brain injuries produced by falls, bullets, and vehic-
ular accidents.

Until the early 1970s, techniques for imaging the brain in
vivo were rudimentary; radiological techniques did not have
much sensitivity. To gain precise information about the loca-
tion of brain damage, it was necessary to examine the brain
after the patient had died, or to rely on descriptions of tissue
removed at surgery. The development of the CT scan (CT is
an acronym for computer-assisted tomography) improved
matters considerably. This is an X-ray procedure that is en-
hanced by the use of computers; it is possible to acquire im-
ages of successive slices through the brain, and due to
differences in the density of neural tissue (denser tissue ab-
sorbs more radiation), to localize the damage rather pre-
cisely. Magnetic resonance imaging (MRI), also developed
in the 1970s, led to further advances in brain imaging. One
advantage of this technique is that it does not utilize radia-
tion. Instead, a magnetic field is imposed that causes certain
atoms (usually hydrogen, a major component of water) to
orient in a particular direction; subsequent imposition of a
radio frequency signal causes the atoms to spin, giving off
radio waves that are registered by a computer. Again, it is
possible to examine serial slices of brain tissue. The signal

varies with the content of the tissue and yields sharp images
that are becoming increasingly refined in their degree of res-
olution. These techniques have provided a great deal of in-
formation on lesion sites, which can then be related to the
nature of the language impairment. Computerized methods
for compiling lesion data across the brains of patients with
similar deficits are proving particularly useful (e.g.,
Dronkers et al., 2000).

Although aphasia research has yielded much informa-
tive data, it must be acknowledged that the evidence is prob-
lematic in some respects. The injuries result from disease
or trauma, accidents of nature that afford no control over
the locus or size of the lesion. Moreover, the damage is often
extensive, which makes it difficult to isolate the regions
responsible for specific language functions. For example,
the lesion that results in chronic Broca’s aphasia extends
well beyond the area identified by Broca (Mohr et al., 1978),
and it has been claimed that the same applies to Wernicke’s
aphasia (Dronkers et al., 2000). Some cases of Broca’s and
Wernicke’s aphasias have lesions that completely spare the
classical Broca’s and Wernicke’s areas (Dronkers et al.).
Furthermore, the delineation of these areas is complicated
by the fact that human brains differ in the size and precise

TABLE 21.1 Description of the Major Aphasia Syndromes

Symptoms Defined by Classical Connectionist Aphasiology

Syndrome Speech Fluency Functional Comprehension Repetition

Broca’s aphasia Non-fluent; impaired articulation, Preserved Impaired
impaired prosody

Wernicke’s aphasia Fluent; paraphasic; sometimes excessive Impaired Impaired

Conduction aphasia Fluent, paraphasic Preserved Impaired

Transcortical sensory Fluent, paraphasic Impaired Preserved

Transcortical motor Preserved but sparse Preserved Preserved

Anomia Variable Preserved Preserved

Global aphasia Variable Impaired Impaired

Symptoms Defined by Cognitive Approach

Lexical Retrieval Sentence Comprehension Sentence Production

Broca’s aphasia Variable; better for nouns Often impaired for Agrammatic; omission
than verbs complex, reversible and substitution of 

sentences closed class vocabulary

Wernicke’s aphasia Impaired Impaired Structured but paraphasic

Conduction aphasia Variable Variable; may be impaired Structured but paraphasic
for long and/or complex
sentences

Transcortical sensory Impaired Impaired Structured but paraphasic

Transcortical motor Variable Preserved Variable

Anomia Impaired Preserved Structured but impaired
by word-finding difficulty

Global aphasia Impaired Impaired Impaired



Brain and Language: A Brief Introduction 601

localization of particular areas (e.g., Uylings, Malofeeva,
Bogolepova, Amunts, & Zilles, 1999).

Some aphasia researchers have tried to interpret aphasic
deficits as purely subtractive, taking the residual behavior to
represent normalcy minus the damaged component (e.g.,
Caramazza, 1984). This view is theoretically appealing, but
increasingly untenable. Patients with language disorders
struggle to communicate. In doing so, they often employ
compensatory strategies, which speech pathologists strongly
encourage in their attempts to rehabilitate aphasic disorders.
This introduces another source of variability: Do different be-
havior patterns reflect different deficits, or different ways of
compensating for the same underlying impairment?

It is also becoming clear that, in some cases at least, re-
gions of the right hemisphere, normally thought to be little in-
volved in basic language functions, provide support for
residual language in aphasia. For example, functional imag-
ing studies have shown increased brain activity in areas of the
right hemisphere that are homologous to damaged language
areas on the left (e.g., Cardebat et al., 1994; Weiller et al.,
1995). Other studies have shown that patients whose lan-
guage has improved subsequent to left hemisphere damage
become worse as a result of subsequent right hemisphere le-
sions (e.g., Basso, Gardelli, Grassi, & Mariotti, 1989). These
considerations should be kept in mind as we review the data;
where appropriate, we will refer to them explicitly.

There are other reasons to be cautious when drawing in-
ferences about lesion-deficit relations. A functional deficit,
even if consistently related to the same locus of injury, may
not directly reflect the localization of the impaired function.
Much of the brain’s activity depends on connections between
sets of neurons, and the deficit may reflect disruption of con-
nectivity patterns as opposed to localization of the function at
the site of damage per se. This point is supported by meta-
bolic imaging studies of brain-damaged patients (see next
subsection), which have shown hypometabolic changes at
sites remote from the structural lesion, and, in some cases,
changes in regions of brain of that show no evidence of focal
brain damage on CT or MRI (e.g., Breedin, Saffran, &
Coslett, 1994).

Imaging Brain Metabolism With Positron
Emission Tomography

The imaging methods discussed previously provide static im-
ages of brain structures. With positron emission tomography
(PET), it has become possible to explore the physiological ef-
fects of a structural lesion, for example, by measuring re-
gional metabolism of glucose, the major energy source used
by the brain. PET (and the lesser used SPECT) are methods

that localize and quantify the radiation arising from positron-
emitting isotopes, which are injected into the bloodstream
and which accumulate in different brain regions in proportion
to the metabolic activity of those regions and the demands of
this activity for greater cerebral blood flow (for a readable
introduction, see Metter, 1987). The use of PET in studies
of functional brain activity is discussed next. PET has also
been used productively to measure resting-state activity in
brains damaged by stroke or other neurological insult. As
noted above, such studies have revealed that the areas of
brain that are metabolically altered by a structural brain
lesion far exceed the boundaries of the structural lesion.
Furthermore, the metabolic maps provide a very different
picture of function-lesion correlations in patients with apha-
sia (Metter; Metter et al., 1990).

Imaging Functional Brain Activity

A major innovation in cognitive neuroscience has been the
extension of PET and MRI methods to the measurement of re-
gional activation associated with ongoing cognitive behavior.
What follows is a brief overview; for further details, the
reader is referred to Friston (1997), Rugg (1999), and refer-
ences therein.

As implied earlier, there is a close coupling between the
changes in activity level of a region of brain and changes in
its blood supply, such that increased activity leads to an in-
crease in blood supply. In so-called cognitive activation stud-
ies with PET, images are acquired while the subject performs
two conditions: an experimental condition and a control con-
dition that ideally differs from the experimental condition
with respect to only a single cognitive operation. Computer-
ized methods are then used to subtract the activation patterns
in the control state from that induced by the experimental
state. Regions that achieve above-threshold activation after
the subtraction are taken to subserve the cognitive opera-
tion(s) of interest.

Functional MRI (fMRI) takes advantage of a hemody-
namic effect called BOLD, for blood oxygenation level de-
pendent. It happens that oxygen flows to activated brain areas
in excess of the amount needed, so that the oxygen content of
blood is higher when it leaves a highly active area compared
with a less active one. Dynamic changes in the ratio of oxy-
genated to nonoxygenated blood as a cognitive task is per-
formed thus provides an index of the changes of brain
activity in areas of interest. Signals obtained from certain
MRI measures are sensitive to these changes in blood oxy-
genation and, by extension, regional brain activity.

FMRI has a number of advantages over PET, not the least
of which is that it does not require injection of radioactive
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compounds. This aspect of PET limits the number of scans
that can safely be obtained from a single subject, which gen-
erally necessitates the pooling of data across subjects. FMRI,
in contrast, can be used with single subjects. Moreover, the
images can be acquired over shorter time periods (seconds, as
opposed to minutes in the case of PET), and have better spa-
tial resolution. On the other hand, fMRI suffers from artifacts
introduced by movements, including small head movements
such as occur during speech. This has limited fMRI research
on speech production; however methods for correcting such
artifacts are continually evolving and we can expect to see
more such studies in the future. We can also expect more re-
search on the application of fMRI methods to brain injured
populations. As it stands, the hemodynamic models related to
BOLD are of questionable validity when applied to patients
with cerebrovascular alterations due to stroke or trauma.

Many fMRI experiments employ the same blocked de-
signs and subtraction logic as are used with PET. This ap-
proach has been criticized, in that the results are heavily
dependent on the choice of the control task. Indeed, it is ar-
guable whether the idealized single-component difference
between experimental and control tasks is ever, in reality,
achieved (e.g., Friston, 1997). Other methods currently in use
include parametric designs, in which the difficulty of a task is
systematically varied and regions are identified that show a
corresponding increase in activation; and designs in which
trials, rather than blocks of trials, constitute the unit of analy-
sis (Zarahn, Aguirre, & D’Esposito, 1997). Some of these
newer methods take advantage of fMRI’s sensitivity to tran-
sient signal change in order to examine the dynamic response
to a sensory event, similar to the electrophysiological ERP
technique, discussed next.

Electrophysiological Methods

Electrophysiological methods have been used both to record
events in the brain, and, by introducing current, to interfere
with brain activity. Potentials temporally linked to sensory
stimuli and recorded from the scalp—event-related poten-
tials, or ERPs—have proved extremely useful for mapping the
time course of cognitive operations; but as the source of the
current is difficult to specify, this approach is less useful for
the localization of brain activity (see Kutas, Federeier, &
Sereno, 1999, for a more extensive treatment of this topic).
More precise localization data have been acquired from elec-
trode grids placed on the cortex prior to surgical intervention,
usually in cases of intractable epilepsy (e.g., Nobre,Allison, &
McCarthy, 1994). In some cases, electrodes have been used to
apply current to brain regions, which disrupts ongoing brain

activity. In the 1950s, such studies were used to map general
brain functions (e.g., Penfield & Roberts, 1959); more re-
cently, the technique has been used to identify brain areas as-
sociated with specific language functions (e.g., Boatman,
Lesser, & Gordon, 1995; Ojemann & Mateer, 1979).

Recently, ERP techniques have been used to investigate
aphasic disorders. One advantage of this approach is that it
does not require a response on the part of the subject. Overt
responses are often delayed or hesitant in patients with apha-
sia; in some cases, the patient may even say “yes” when he
or she means “no,” or vice versa. The ERP methodology
utilizes standard electrophysiological responses, such as the
one generated by semantic anomaly (e.g., Kutas & Hillyard,
1980). This signal is called the N400—N because it involves a
negative change from the baseline of ongoing electrical activ-
ity, and 400 because it occurs 400 msec after the anomalous
word (e.g., after “socks,” given the sentence “He spread his
warm bread with socks”). The amplitude of the N400 is related
to the difficulty in integrating the word into the sentence
context; in the following examples, it is smaller in the case
of number 1 than number 2 (Hagoort, Brown, & Osterhout,
1999). There is evidence that the N400 is reduced in apha-
sics with severe comprehension deficits (Swaab, Brown, &
Hagoort, 1997).

1. The girl put the sweet in her mouth after the lesson.

2. The girl put the sweet in her pocket after the lesson.

Magnetic Stimulation and Recording

Electrical activity in the brain generates magnetic changes
that can be recorded from the surface of the skull (magneto-
encepholography, or MEG; see Rugg, 1999, for more details.)
With respect to the source of the activity, MEG is more re-
strictive than ERP, in that the decline in strength of the mag-
netic field drops off more sharply than that of the electrical
field. This technique is now being applied in attempts to lo-
calize brain activity related to language function (e.g., Levelt,
Praamstra, Meyer, Helenius, & Salmelin, 1998).

The application of a magnetic field to points on the skull,
which generates electrical interference, has also been used to
disrupt the brain’s electrical activity in the cortex below. This
technique can be used to help localize brain activity in rela-
tion to ongoing tasks (e.g., Coslett & Monsul, 1994).

Inferences From Patterns of Language Breakdown

In addition to the use of patient data to localize language
function in the brain, the patterns of language breakdown in
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aphasia are of interest for their bearing on the functional
organization of language. For example, if it could be shown
convincingly that syntactic processes are disrupted indepen-
dently of lexical functions, and vice versa, it would lend sup-
port to the theory that these capacities constitute separate
components of the language system. Over the past 25 years or
so, this has been the enterprise of the field known as cognitive
neuropsychology. Cognitive neuropsychologists study the
fractionation of cognitive functions in cases of brain damage,
with the aim of informing models of the functional architec-
ture of human cognition. This work extends well beyond lan-
guage, to research in perception, memory, attention, action,
and so forth, but a good deal of this effort has focused on the
language-processing system.

Much of this research involves the detailed study of indi-
vidual cases. There are several reasons for this. One is that
characterization of the deficit involves extensive examina-
tion, often with tasks devised specifically for the patient.
These studies often take months to complete, and would be
difficult to conduct with a large group of subjects. The second
has to do with variability. The classical syndrome descriptors
(e.g., Broca’s aphasia, Wernicke’s aphasia) tolerate a wide
range of variation. For example, many patients considered to
be Broca’s aphasics exhibit agrammatic production (reduc-
tion in syntactic complexity; omission of grammatical mor-
phemes), but not all of them do, at least not to a degree that is
clinically apparent. A third reason is that there are some dis-
orders of considerable theoretical interest that are quite rare;
examples of those to be discussed include word deafness and
semantic dementia. If not studied as single cases, many of
these disorders could not be investigated at all. Of course, it is
risky to make generalizations on the basis of a single instance,
and in the vast majority of cases the patterns have been repli-
cated in other patients. It is also comforting to note that recent
studies of brain activation in normal subjects have confirmed
many of the functions assigned to particular areas on the basis
of lesion data.

Computational Models and Simulated Lesions

The area of language study known as psycholinguistics aims
to explain language performance in terms of transformations
in the language code such as are affected at particular
processing stages. Researchers interested in the cognitive
neuroscience of language take as their ultimate to specify
how these encoding-decoding operations are related to spe-
cific areas of the brain.

Until relatively recently, the models took the form of box-
and-arrow diagrams representing how information flowed

from one stage of processing to the next. Over the past
decade, there has been an increasing interest in computa-
tional models that characterize the processing of informa-
tion in enough detail that they can be implemented on a
computer and experiments can be conducted as computer
simulations. These models can also be lesioned—that is, they
can be altered in some way (e.g., by increasing noise levels,
weakening connections, etc.) to simulate effects of brain
damage. (See Saffran, Dell, & Schwartz, 2000, for discussion
of several such models.) Although vastly simplified in rela-
tion to the real language system, computational models seek
to capture basic principles of neural function, in that the ele-
ments that comprise the model receive activation and pass
this activation on to other units. Some models employ feed-
back as well as feed-forward activation, as feedback appears
to be a widespread feature of neural systems. There are some
that contain inhibitory as well as excitatory connections be-
tween units. One important class of models starts out with
random connections from the layer receiving the input to the
layer of units that generates output; the model is then trained
by strengthening connections that produce the correct output.
These are termed parallel distributed processing (PDP)
models (e.g., McClelland & Rumelhart, 1986; see Plaut &
Shallice, 1993, for one application to the effects of brain
damage). In these models, the information about the relation-
ship between input and output units is distributed across ele-
ments in a so-called hidden layer (or in some cases, layers) of
units, which is intermediate between input and output. For
example, consider the fact that there is no consistent relation-
ship between semantics and phonology; cats and dogs share
some similarities, but the sounds of the words that denote
these entities are completely different. As a result of the in-
consistent mapping between semantics and phonology, the
relationship between them must be represented in a hidden
layer. In other models (called localist models), the modeler
specifies the connections among elements.

The attempt to model the effects of brain damage provides
another way of testing the adequacy of computational models
(in addition to simulating data from psycholinguistic experi-
ments). In other words, it should be possible to take a model
capable of generating normal language patterns and damage
it so that it produces abnormal patterns that are actually ob-
served following injury to the brain (e.g., Saffran et al., 2000;
Haarmann, Just, & Carpenter, 1997). It is also possible that
these efforts to simulate effects of lesions will yield insights
into the nature of pathological states, and even contribute to
approaches to remediating these disorders (Plaut, 1996). We
will provide some examples of computer-based lesion studies
as we go along.
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THE SEMANTIC REPRESENTATION OF OBJECTS

In 1972, psychologist Endel Tulving introduced the term
semantic memory to denote the compendium of information
that represents one’s knowledge of the world as derived from
both linguistic and nonlinguistic sources. Tulving was inter-
ested in distinguishing this store of general knowledge from
episodic or autobiographical memory, which preserves infor-
mation about an individual’s personal experiences. That
tigers have stripes, that cars have engines, that Egypt is in
Africa—these facts are among the contents of semantic
memory, whereas personal remembrances such as the site of
one’s last vacation or the details of one’s most recent restau-
rant meal are entered in episodic memory. In this section, we
consider how the brain represents one particular aspect of se-
mantic memory—the knowledge that allows one to generate
and understand words and pictures. Our major source of evi-
dence will be individuals whose store of semantic knowledge
is severely compromised by brain damage.

Semantic Disorders

Semantic Dementia

In the syndrome that has come to be known as semantic
dementia, there is progressive erosion of semantic memory
with relative sparing of other cognitive functions (Snowden,
Goulding, & Neary, 1989; and for earlier cases that conform
to this description, Schwartz, Marin, & Saffran, 1979, and
Warrington, 1975). Patients initially complain of inability to
remember the names of people, places, and things. Formal
testing confirms a word retrieval deficit, often accompanied
by impairment in word comprehension. As the disorder pro-
gresses, most patients also lose the ability to answer questions
about real or depicted objects (e.g., regarding their color, size,
or country of origin) or to indicate which two of three pic-
tured objects are more closely related (e.g., horse, cow, bear).
In other words, the semantic impairment affects nonverbal as
well as verbal concepts. On the other hand, the ability of these
patients to handle and use objects in practical tasks is gener-
ally far better than what their naming and matching per-
formance would predict. This is presumed to reflect their
preserved sensorimotor knowledge or practical problem
solving (Hodges, Bozeat, Lambon Ralph, Patterson, & Spatt,
2000; and for critical discussion, Buxbaum, Schwartz, &
Carew, 1997).

Semantic dementia is the manifestation of a degenera-
tive brain disease (cause unknown) that targets the temporal
lobes, in most cases predominantly the left (Hodges,
Patterson, Oxbury, & Funnell, 1992). Radiological investi-

gation with CT or MRI often reveals focal atrophy in the an-
terior and inferior temporal regions of one (the left) or both
hemispheres. A quantitative analysis of gray-matter volu-
metric changes in 6 cases revealed that the atrophy begins in
the temporal pole (Brodmann’s area [BA] 38) and spreads
anteriorly into the adjacent ventromedial frontal region,
and posteriorly into the inferior and medial temporal gyri
(Mummery et al., 2000). In support of this, Breedin, Saffran,
and colleague (1994) found SPECT abnormalities that were
maximal in the anterior inferior temporal lobes in a seman-
tic dementia patient who exhibited no structural brain
changes on MRI. Other functional imaging studies with
SPECT or PET have described hypometabolism outside the
regions of atrophy, most notably in the temporo-occipital-
parietal area known to be important for object identification
and naming (e.g., Mummery et al., 1999). It is likely that
this posterior hypometabolism reflects disruption of connec-
tions from the damaged anterior temporal lobes (Mummery
et al., 2000).

Remarkably, the neuropathology in semantic dementia
spares the classical anterior and posterior language zones (the
parts damaged in Wernicke’s and Broca’s aphasias). As a re-
sult, aspects of language processing, including word repeti-
tion and grammatical encoding, remain largely intact
(Schwartz et al., 1979; Breedin & Saffran, 1999). Also spared
is the neural substrate for formation of episodic memories, in
the medial temporal lobes and hippocampus. Thus, unlike
Alzheimer’s disease, in which day-to-day memory loss is
often one of the earliest symptoms, semantic dementia
leaves recent autobiographical memory well preserved long
into the course of the disease (Snowden, Griffiths, & Neary,
1994). Eventually, however, the degenerative process in-
vades other areas and a general dementia sets it, rendering
the individual incapable of caring for him- or herself.
Autopsy studies of brain tissue reveal a spectrum of non-
Alzheimer’s pathological changes, including, in many cases,
those indicative of Pick’s disease (Hodges, Garrard, &
Patterson, 1998).

The loss of verbal and nonverbal concepts in semantic
dementia happens gradually, in that specific features are lost
before more general ones. This can be shown by asking
subjects to name objects aloud, match words to pictures, or
answer probe questions regarding the physical or other char-
acteristics of objects. Until late in the clinical course, errors are
mostly within category, such as naming a fork a “spoon” or a
cow a “horse” (e.g., Schwartz et al., 1979). We saw something
similar in the drawings of a patient who was formerly an artist.
Her early depictions of named objects was generally accu-
rate for category-level information, but not identifying detail
(Figure 21.4).
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When asked to define words, semantic dementia patients
provide little information about an object’s perceptual char-
acteristics (Lambon Ralph, Graham, & Patterson, 1999).
Other than this, most semantic dementia patients demonstrate
no striking selectivity in their semantic loss. There are, how-
ever, patients whose semantic impairment affects some types
of entities more than others. The most impressive instances
of selective impairment are the disorders that have been
termed category specific. We turn to these next.

Disproportionate Impairment for Living Things

This condition was first described in detail by Warrington and
Shallice (1984). They studied four patients, three of whom

who were suffering the aftereffects of herpes encephalitis,
which generally includes dense amnesia (reflecting damage to
medial temporal and inferior frontal lobe structures) along
with semantic impairment; the fourth patient had semantic de-
mentia. The disproportionate impact on living things emerged
clearly on a definitions test. For example, one patient defined
a compass as “tools for telling direction you are going,”
whereas a snail was, “an insect animal.” Another defined sub-
marine as a “ship that goes underneath the sea,” but a spider as
“person looking for things, he was a spider for a nation or
country.” Warrington and Shallice’s patients were also im-
paired in their knowledge of foods, a category that includes
manufactured items (e.g., bread, pizza) as well as biological
entities such as fruits and vegetables. There were also indica-
tions of impairment on certain categories of man-made things,
such as gemstones, fabrics, and musical instruments.

Warrington and Shallice’s study was followed by a num-
ber of others demonstrating similar deficits involving living
things and foodstuffs in patients with damage to the temporal
lobes (see Saffran & Schwartz, 1994, for a review of cases).
The claim that these impairments represent the loss of knowl-
edge for certain categories of object did not go unchallenged,
however. In some cases, living and non-living categories
were not matched for frequency or familiarity, and there are a
few patients whose category differences disappeared when
these factors were adequately controlled (Funnell & Sheri-
dan, 1992; Stewart, Parkin, & Hunkin, 1992). This can be a
particular problem with animals, which tend to be rated as
less familiar than artifacts. On the other hand, foods are more
familiar, yet they pattern with animals. Other factors that
could contribute to the difficulty of living things include vi-
sual complexity and similarity in form, which are generally
greater for living things than for artifacts (e.g., Gaffan &
Heywood, 1993; Humphreys, Lamote, & Lloyd-Jones,
1995). In most cases, however, control of these factors
through stimulus selection (e.g., Funnell & De Mornay
Davies, 1997) or statistical analyses (e.g., Farah, Meyer, &
McMullen, 1996) has not eliminated category-specific
deficits for living things. Moreover, the factors that render
living things more difficult cannot explain the occurrence
of the opposite pattern—greater impairment on man-made
objects than living things.

Disproportionate Impairment for Artifacts

This pattern was described in two case studies by Warrington
and McCarthy (1983, 1987), and subsequently in patients
studied by Behrmann and Leiberthal (1989), Hillis and
Caramazza (1991), and Sacchett and Humphreys (1992). The
subjects of these reports were aphasics with left hemisphere

Figure 21.4 Drawings by a patient with degenerative dementia featuring
semantic loss. The patient, a former artist, attempted to draw each item as it
was named by the examiner. (A) Moose, (B) frog, (C) guitar, (D) telephone,
(E) cat. From “Deterioration of Language in Progressive Aphasia: A Case
Study,” by M. F. Schwartz and J. B. Chawluk, 1990, Modular Deficits in
Alzheimer-Type Dementia, Cambridge, MA: MIT Press, ed. M. F. Schwartz,
p. 264. Copyright 1990 by MIT Press. Reprinted with permission. 
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lesions. Three of the four cases had lesions involving fron-
toparietal cortex; in the fourth case (the patient reported by
Hillis and Caramazza) the lesion involved the left temporal
and basal ganglia, which project to the frontal lobe. Because
Warrington and McCarthy’s patients (VER and YOT) were
severely aphasic, they could be tested only on word compre-
hension. On a word-to-picture matching test, YOT scored
67% correct on artifacts, 86% correct on living things, and
83% on food; VER scored 58% correct on artifacts and 88%
on food. YOT also proved to be impaired on body parts, scor-
ing only 22% on this highly familiar category. Tested on pic-
ture naming, CW (Sacchett & Humphreys) and JJ (Hillis &
Caramazza) scored 35% and 45%, respectively, on artifacts
and body parts and 95% and 92%, respectively, on living
things. Breedin, Martin, and Saffran (1994) have demon-
strated a similar pattern in patients with left frontoparietal le-
sions using a word-similarity judgment task. One consistent
finding is that the decrement on artifacts is associated with
impaired performance on body parts.

The Weighted-Features Account of
Category-Specific Disorders

How can we account for these category-specific semantic
disorders? We have already mentioned the possibility that the
brain organizes knowledge according to semantic category:
animals in one network, foods in another, tools in a third, and
so on. (See Caramazza & Shelton, 1998, for a proposal along
these lines.) Warrington and her colleagues (Warrington &
Shallice, 1984; Warrington & McCarthy, 1987) have taken a
different stance, hypothesizing that category specificity in
semantic breakdown reflects the properties that figure most
importantly in the representations of objects. Warrington and
Shallice pointed out that, unlike most plants and animals,
artifacts

have clearly defined functions. The evolutionary development of
tool use has led to finer and finer functional differentiations of
artifacts for an increasing range of purposes. Individual inani-
mate objects have specific functions that are designed for activi-
ties appropriate to their function . . . jar, jug and vase are identi-
fied in terms of their function, namely, to hold a particular type
of object, but the sensory features of each can vary considerably.
By contrast, functional attributes contribute minimally to the
identification of living things (e.g., lion, tiger and leopard),
whereas sensory attributes provide the definitive characteristics
(e.g., plain, striped, or spotted). (p. 849)

The idea here is that perceptual properties are more
heavily weighted in differentiating representations of living
things, whereas functional information figures more impor-

tantly in the representations of artifacts. The perceptual
properties of living things are, of course, intrinsic to the en-
tities and largely immutable, whereas, in the case of arti-
facts, many properties are free to vary. The range of objects
that currently serve as radios, for example, necessitates that
they be defined in terms of their function as opposed to their
shape, color, or composition. The differential weighting of
perceptual information in the case of living things was con-
firmed by Farah and McClelland (1991), who asked subjects
to count the number of visual and functional descriptors in
dictionary definitions of living and non-living entities. Vi-
sual properties dominated in both sets, but more so (a ratio
of nearly 8:1) in the case of living things compared with ar-
tifacts (1.4:1).

The relative-weighting account does not deny that artifacts
may have distinctive visual properties. However, it predicts
that the loss of perceptual properties should be particularly
damaging to the representations of living things, which are
largely distinguished from one another by their physical char-
acteristics. In contrast, artifacts are differentiated in terms of
function, as well as by the manner in which they are manipu-
lated. Body parts may pattern with artifacts because they, too,
are differentiated by their functions, or possibly as a conse-
quence of their roles in the utilization of these objects. In con-
trast, manufactured foods would be expected to pattern with
living things: Foods serve the same basic function and are in
large part distinguished by their sensory properties, such as
color, shape, and taste.

The differential-weighting account is consistent with a
model of semantic memory in which information about an
object is distributed across a number of brain subsystems spe-
cialized for a particular type of knowledge. Allport (1985)
outlined a network model (see Figure 21.5) consisting of sub-
systems that are specialized for particular types of informa-
tion (visual, tactile, action-orientated). Information about a
particular object (e.g., a telephone) is distributed across these
subsystems, which are linked to one another by associations
among co-occurring features. As a result, activation of fea-
tures of an object in one subsystem will automatically acti-
vate other features of the object in other subsystems. On the
assumption that these subsystems are anatomically distinct, it
should be possible to disrupt them independently.

Warrington and McCarthy (1987) speculated that there
might even be a finer-grained differentiation within the
semantic system, such that some perceptual features (e.g.,
shape) figure more heavily in the representations of animals,
whereas others (e.g., color, taste) are more salient in the dis-
tinctions among fruits and vegetables. As the experience of
objects rests on their sensory and sensorimotor properties, it
is reasonable to assume that these various characteristics are
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experienced through different modalities and that they are
registered in different subsystems. As Shallice (1988) has
put it,

such a developmental process can be viewed as one in which in-
dividual units (neurons) within the network come to be most
influenced by input from particular input channels, and, in turn,
come to have most effect on particular output channels. Comple-
mentarily, an individual concept will come to be most strongly
represented in the activity of those units that correspond to the
pattern of input-output pathways most required in the concept’s
identification and use. The sets of units that are most critical for
a related group of categories would then come to form semi-
modules. . . . The capacity to distinguish between members of a
particular category would depend on whether there are sufficient
neurons preserved in the relevant partially specialised region to
allow the network to respond . . . differentially to the different
items in the category. (pp. 302–303)

Although this position has sometimes been formulated in
terms of distinct visual and verbal semantic systems (e.g.,
McCarthy & Warrington, 1988), “visual semantic” and “ver-
bal semantic” can be conceptualized as “partially specialized
subregions,” to use the terminology suggested by Shallice.

It is possible to account for a number of neuropsychologi-
cal phenomena within the framework of a distributed model.
As we said, disproportionate impairment of living things (and
foodstuffs) would reflect damage—or lack of access—to per-
ceptual properties, which are heavily weighted in the repre-
sentations of these entities. Worse performance on artifacts
would reflect the loss of functional or perhaps action-based
sensorimotor information (see Buxbaum & Saffran, 1998).
The model also allows for the selective disruption of linkages
between attribute domains, as well as damage to connections
between specific domains and input and output systems.
The literature contains descriptions of disorders of the lat-
ter type. For example, McCarthy and Warrington (1988)
studied a patient (TOB) who was impaired on living things
when queried verbally, but who was able to describe living
things adequately when provided with pictures. Asked to
define the word dolphin, for example, TOB said “a fish or a
bird,” but when shown a picture he responded, “lives in
water . . . trained to jump up and come out . . . In America
during the war years they started to get this particular animal
to go through to look into ships.” We have recently tested a
patient with a similar deficit. She could not, for example, de-
fine the meaning of the word candle, responding that it had
something to do with food (from can, perhaps, or candy), but
when shown a picture she said, “You put them on the table at
dinner, and they provide light.” The same patient performed
at normal levels on an associative matching test with pictures
but was severely impaired when the same items were pre-
sented as words. The model could account for this pattern by
disruption of the linkages between lexical representations
(word forms in Figure 21.5) and semantic information. Based
on Warrington and McCarthy’s (1987) suggestion of finer-
grained distinctions, one should also see patients with deficits
selective to animals or foods. Such patients have been re-
ported; for example, Hart and Gordon (1992) described a
patient who was impaired on animals but not fruits and
vegetables, and Hart, Berndt, and Caramazza (1985) have re-
ported the opposite pattern.

Does the living-things deficit go along with poor process-
ing of perceptual features, as the weighted-features model
would have it? This issue has been investigated in a number
of different studies, with mixed results. Some have been
favorable to the model (e.g., Breedin, Martin, et al., 1994;
De Renzi & Lucchelli, 1994; Farah, Hammond, Mehta, &
Ratcliff, 1989; Forde, Francis, Riddoch, Rumiati, & Hum-
phreys, 1997; Gainotti & Silveri, 1996; Moss, Tyler, & Jen-
nings, 1997), while others have found no difference between
perceptual and other features (e.g., Barbarotto, Capitani,
Spinnler, & Travelli, 1995; Caramazza & Shelton, 1998;
Funnell & De Mornay Davies, 1996). Moreover, the positive

Figure 21.5 Allport’s model has object concepts represented as auto-
associated activity patterns (dotted outlines) distributed across many differ-
ent sensory and motor attribute domains. Spoken and written word forms are
similarly represented as auto-associated patterns within their corresponding
(“phonological”/“orthographic”) attribute domains. Mappings between word
forms and word meanings are embodied as distributed matrices of intercon-
nections between attribute domains. From “Distributed Memory, Modular
Subsystems, and Dysphasia,” by D. A. Allport, in Current Perspectives in
Dysphasia, 1985, Edinburgh: Churchill Livingstone, ed. S. K. Newman
and R. Epstein, p. 53. Copyright 1985 by Churchill Livingstone. Reprinted
with permission.

[Image not available in this electronic edition.]
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findings are not as strong as they could be, in that the loss of
perceptual information has generally been restricted to living
things (Caramazza & Shelton). To explain why this feature
deficit does not apply to artifacts as well, proponents of the
model have proposed that because the features of man-made
things are often closely related to their functions, it may be
possible to generate perceptual properties for objects whose
functional properties are retained (Moss et al., 1997; see also
De Renzi & Lucchelli, 1994).

Despite these mixed findings, the weighted-features ac-
count, in our view, still merits serious consideration. For one
thing, the anatomical locus of the living-things deficit is con-
sistent with impaired processing of perceptual features.
These patients tend to have damage in the inferior temporal
cortex bilaterally (Breedin, Saffran, et al., 1994; Gainotti &
Silveri, 1996; and note that herpes simplex encephalitis pref-
erentially strikes at inferior and medial temporal cortices).
The affected area borders on the region of visual association
cortex that is concerned with the recognition of objects; and
information from other sensory association areas converges
on the anterior inferotemporal cortex on its way to medial
structures such as the hippocampus. The model also makes
sense from an evolutionary perspective. The need to know
about the world in which we live is not unique to humans.
Although language vastly expands the means for acquiring
information, we, like other animals, learn about the world
through visual and other sensory input.

Imaging Semantics in the Normal Brain

Recently, functional imaging techniques have been used in
association with semantic tasks to identify brain regions in-
volved in semantic operations. The neurologically intact par-
ticipant is asked to name objects aloud or subvocally, to
generate items from particular categories (e.g., names of ani-
mals), or to answer probe questions, at the same time that his
or her brain activity is being imaged by PET or fMRI. One
question addressed in such studies is whether semantic
judgments to pictures and words activate a common sub-
strate. The findings are that they do, and that the substrate is
distributed within and around the left temporal lobe, specifi-
cally the temporoparietal junction, temporal-occipital junc-
tion (fusiform gyrus; BA 37), middle temporal gyrus, and
inferior frontal gyrus (BA 11/47; Vandenberghe, Price, Wise,
Josephs, & Frackowiak, 1996). This corresponds closely to
the lesion sites in semantic dementia, except that anterior
temporal lobe is not part of the activated network (see
Murtha, Chertkow, Beauregard, & Evans, 1999). This raises
questions as to whether anterior temporal atrophy affects
semantic storage directly (as suggested by Breedin, Saffran,

et al., 1994, among others) or indirectly, by interrupting
connections to components of the semantic network located
farther back in the temporal and occipital lobes. A third pos-
sibility, argued by H. Damasio, Grabowski, Tranel, Hichwa,
and Damasio (1996), is that the left anterior temporal lobe
plays a key role in mediating between semantics and the
mental lexicon, such that damage to this area disrupts not
semantics but lexical-phonological retrieval (for opposing
arguments, see Murtha et al., 1999).

Other activation studies have sought to specify the partic-
ular functions of regions in this distributed network, by vary-
ing properties of the primary and baseline tasks. One finding
is that the temporal-occipital area (fusiform gyrus; BA 37) is
involved in the processing of semantics (Murtha et al., 1999),
and not low-level perceptual processing (Kanwisher, Woods,
Iacoboni, & Mazziotta, 1997). Support for this comes from a
study by Beauregard and colleagues (1997), who described
left fusiform activity during passive viewing of animal names
but not abstract words. The suggestion from this study, and
from others reporting enhanced fusiform activation during
the processing of living entities (Perani et al., 1995), is that
the left fusiform area is an important component of the cir-
cuitry involved in the processing of animate entities or visual
semantic features.

As to the neural circuitry of inanimate entities, a study by
A. Martin, Wiggs, Ungerleider, and Haxby (1996) comports
well with the lesion evidence and the weighted-features ac-
count. These investigators examined silent and oral naming
of animals and tools against a baseline task that involved the
viewing of nonsense figures. In this study, both types of ob-
jects generated activity in the fusiform gyrus bilaterally;
however, tools selectively activated left-middle temporal
areas and the left premotor area. The premotor area activated
in tool naming was also active in a previous study in which
subjects imagined grasping objects with the right hand
(A. Martin, Haxby, Lalonde, & Ungerleider, 1995). The im-
plication is that sensorimotor circuits involved in grasp pro-
gramming are activated during the naming of tools, and,
hence, that grasp information is part of the semantic
representation of tools (see also Grafton, Fadiga, Arbib, &
Rizzolatti, 1997). It should be noted that not all neuroimaging
studies of tools have described premotor activation. How-
ever, there is convergent evidence that whereas the network
activated by animals has a bilateral distribution, the network
for tools is restricted to the left hemisphere (Cappa, Perani,
Schnur, Tettamanti, & Fazio, 1998; Perani et al., 1995; and
for lesion evidence, Tranel, Damasio, & Damasio, 1997).

Recent studies have also shed light on why the left pre-
frontal region (BA 44, 45, 46, 47) is frequently activated in
semantic tasks. It appears that these areas are not, as once
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thought, involved in the storage of semantic information (e.g.,
Peterson, Fox, Posner, Mintun, & Raichle, 1988). Rather,
prefrontal activation in semantic tasks varies as a function of
task difficulty and is more likely related to control processes,
such as working memory (Murtha et al., 1999) and competi-
tive selection (Thompson-Schill, D’Esposito, Aguirre, &
Farah, 1997).

THE COMPREHENSION OF SPOKEN LANGUAGE

The comprehension of spoken input is a complex process, in-
volving (a) analysis of speech sounds via the extraction of
spectral and temporal cues from the speech signal; (b) use of
the products of this analysis to access entries in the internal
lexicon and ultimately the meanings of words; (c) syntactic
analysis if the input is sentential; and (d) interpretation of the
meaning of the sentence, a process that requires the integra-
tion of several different forms of information (lexical, syn-
tactic, and semantic).

Speech Perception and Word Deafness

Spoken speech poses a number of problems for the listener.
Much of the information is carried by rapid changes in the
speech signal—the cues that differentiate consonants, for ex-
ample. Also, the information in the speech stream is transient;
although readers can reexamine a word (and there is evidence
that they do; see, e.g., Altmann, Garnham, & Dennis, 1992),
listeners cannot, particularly if the current word is followed
(and thereby overwritten) by others. There are additional dif-
ficulties, identified in the literature as the segmentation and
invariance problems. The segmentation problem refers to the
fact that there are often no spaces—no silent gaps—to signal
the boundaries between the words of an utterance. There is
evidence that consistency in the stress patterns of words may
be utilized for this purpose; for example, English generally
places stress on the first syllable of nouns, a pattern that in-
fants become familiar with during the first year of life
(Jusczyk, Cutler, & Redanz, 1993). The invariance problem
refers to the variability of the signals associated with a given
phoneme, which reflect the influence of the phonemes that
surround it (coarticulation). This variation is evident in spec-
trographic displays of speech stimuli, where it can be seen,
for example, that the sound associated with the /b/ in about is
not the same as that of the /b/ in table. Although speech per-
ception has been studied extensively, there is no general
agreement on how the human auditory system copes with
these complexities (see Miller & Eimas, 1995, for a review).

There is also no consensus on the mechanisms that un-
derlie the ability to identify spoken words. Some inves-
tigators claim that words are recognized on the basis of
auditory properties alone (e.g., Klatt, 1989); others maintain
that word perception is phonetically based, or that it utilizes
abstract phonological representations, or relies on the analy-
sis of syllabic units (see Miller & Eimas, 1995, for a sum-
mary of these views). Across languages, word recognition
may depend on different aspects of auditory input; for exam-
ple, some languages (Thai, Mandarin Chinese) utilize tonal
information, although most do not.

There is experimental evidence that contextual informa-
tion is influential in the perception of speech. For example,
partial phonological information is more likely to be filled in
by the perceiver if the absent phoneme (replaced by a cough
or noise) is part of a word as opposed to a nonword (Ganong,
1980; Warren, 1970). This suggests that there is feedback
from partially activated lexical representations to prelexical
stages of analysis of the input signal; some models of speech
perception incorporate such effects (e.g., McClelland &
Elman, 1986), but others manage to accommodate this result
without adopting this assumption (Miller & Eimas, 1995).
There is also evidence that contextual information from other
words in the sentence facilitates word recognition. Listeners
are quicker to recognize a previously identified target word in
a sentence context if the syntax is correct and the sentence is
semantically coherent (e.g., Marslen-Wilson & Tyler, 1980).
On the other hand, it has also been shown that word recogni-
tion does not require either full or accurate input; remarkably,
the identification of a word is seldom impeded by errors
on the part of the speaker or partial masking by noise (e.g.,
Miller & Eimas). It appears that words are activated in par-
allel on the basis of partial information (e.g., hearing the
sound “sih” will activate city, citizen, silly, simple, etc.) and
some words can be recognized before they are completed
(the cohort theory; Marslen-Wilson & Welsh, 1978) although
the presence of activated neighbors can also slow recognition
of a given word (Luce, Pisoni, & Goldinger, 1990).

Whatever the nature of the mechanisms for speech percep-
tion and lexical access, it is clear that they are supported by
portions of the temporal lobe—the left temporal lobe, in par-
ticular. A portion of the superior temporal gyrus (Brodmann’s
area 41, or Heschl’s gyrus), which extends medially into the
Sylvian fissure, is the location of A1—primary auditory cor-
tex, the brain region that receives input from earlier process-
ing stations in the auditory pathway. Primary auditory cortex
is surrounded by auditory association cortex, where the in-
coming signals undergo additional processing and identifica-
tion. Evidence from functional imaging studies indicates that
the left temporal lobe is more sensitive than the right when
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responding to auditory stimuli of brief temporal duration,
an important characteristic of speech (e.g., Fitch, Miller, &
Tallal, 1997). It is sometimes suggested that the left hemi-
sphere’s dominant role in language function is an outgrowth
of its capacity to process rapid changes in auditory signals
(J. Schwartz & Tallal, 1980).

Lesions in the left temporal auditory association area
(Wernicke’s area), which lies posterior and lateral to A1, give
rise to an array of deficits that include impaired comprehen-
sion of spoken language as well as disturbances in production
(see later discussion of Wernicke’s aphasia). More rare are
cases in which the impairment is limited to speech percep-
tion. This disorder, known as pure word deafness, results
from smaller lesions in the left temporal lobe, or in some
cases from damage to the temporal lobes bilaterally (e.g.,
Takahashi et al., 1992; Yaqub, Gascon, Al-Nosha, &
Whitaker, 1988). Both types of lesion are likely to cut off au-
ditory input to the left temporal lobe; the input pathways in-
clude fibers from the thalamus (medial geniculate nucleus)
and from the homologous area in the right hemisphere that
projects to the left temporal lobe via the corpus callosum.
One illustration of the effect of bilateral lesions is the case
reported by Praamstra, Hagoort, Maasen, and Crul (1991).
This patient initially manifested Wernicke’s aphasia as a re-
sult of a left temporal lesion; several years later, he suffered a
right temporal lesion, which produced word deafness.

Patients with pure word deafness retain the ability to
speak, and to understand written language; and while they
continue to perceive spoken language as such, they have
great difficulty comprehending speech and in repeating what
is said to them. As an English-speaking word-deaf patient re-
marked to one of us, it seemed to him that people were speak-
ing in a foreign language, and that his ears were disconnected
from his voice (Saffran, Marin, & Yeni-Komshian, 1976).
Word-deaf patients retain the ability to perceive vowels,
which are long lasting and constant in form; but they perform
poorly on tests of phoneme discrimination and identification
that involve consonants. Consonants involve signals that un-
dergo changes in frequency, and some include components
that are very brief in duration.

Although word-deaf patients are severely impaired under
most conditions, their comprehension of spoken language
improves somewhat if they are allowed to read lips, or if
other contextual information is provided (e.g., Saffran et al.,
1976; Shindo, Kaga, & Tanaka, 1991). These effects suggest
that top-down processes (information fed back from word
representations) can be used to disambiguate a signal that is
noisy or degraded. Some of these patients have no difficulty
identifying nonspeech sounds, such as those produced by an-
imals or musical instruments (e.g., Saffran et al.). Failure to

recognize nonspeech stimuli is termed auditory agnosia,
a condition generally associated with right temporal lobe
lesions (e.g., Fujii et al., 1990). For a recent review and case
summaries, see Simons and Lambon Ralph (1999).

Lexical Comprehension and Wernicke’s Aphasia

To comprehend a word, it is necessary for the input signal to
contact the appropriate entry in the mental lexicon. The lexi-
cal entry provides access to the word’s meaning and to its
grammatical properties (whether it is a noun or a verb; if a
verb, whether it is transitive or intransitive, etc.), information
that is required for the computation of syntactic structure.

Word comprehension failure is a cardinal feature of the
syndrome known as Wernicke’s aphasia. These patients typi-
cally have large left temporal lobe lesions including not just
the classical Wernicke’s area (posterior part of superior tem-
poral gyrus) but also the posterior middle temporal gyrus and
underlying white matter (Dronkers et al., 2000). Recent evi-
dence suggests that a lesion restricted to Wernicke’s area will
not produce a chronic Wernicke’s aphasia (Basso, Lecours,
Moraschini, & Vanier, 1985; Dronkers et al.).

Wernicke’s aphasia is far more common than word deaf-
ness, and its impact on language functions is more extensive.
The comprehension problem is not limited to spoken lan-
guage; reading comprehension is usually affected as well, al-
though there are cases in which the patient does much better
with printed than spoken input (e.g., Ellis, Miller, & Sin,
1983; Heilman, Rothi, Campanella, & Wolfson, 1979; Hillis,
Boatman, Hart, & Gordon, 1999). In addition, there are
deficits in language production, written as well as spoken.
These patients tend to have difficulty finding the right words.
Instead, they may substitute words that are related in mean-
ing, or they may rely on pronouns and general terms such as
place and thing. Their production may also be riddled with
nonwords (neologisms). In extreme cases, speech is reduced
to semantic or neologistic jargon, which is difficult if not im-
possible to comprehend.

The nature of the word comprehension deficit in
Wernicke’s aphasia is not well understood. Although it was
earlier thought that the deficit reflects impaired phoneme
perception (e.g., Luria, 1966), it is now recognized that there
is little correlation between phoneme perception deficits and
auditory comprehension impairments in aphasics (Blum-
stein, 1994). For example, Blumstein and her colleagues
have demonstrated that patients with preserved phoneme
discrimination may nevertheless be impaired in identifying
speech sounds (Blumstein, Cooper, Zurif, & Caramazza,
1977; Blumstein, Tartter, Nigro, & Statlender, 1984), imply-
ing that comprehension may falter as a consequence of the
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speech input’s failing to contact phonemic representations.
The evidence is less than definitive, however, since the
phonemic identification task requires matching the spoken
input to a printed representation, and it is not clear that all the
patients tested in this way have been capable of meeting the
task demands.

Another likely locus for impaired word comprehension is
in the access to semantic representations. Word comprehen-
sion is most often assessed by means of word-picture match-
ing tests. Wernicke’s aphasics perform poorly on such tests,
and they have particular difficulty when the foils are phono-
logically similar to the target or belong to the same semantic
category. The latter effect implicates semantic processing: If
the patient were simply unable to perceive the speech sounds
or map them onto a phonemic representation, the semantic
similarity of the foils would not matter. That it does matter
indicates that the perceived word is not accessing the full set
of semantic features that distinguish one category member
from another; recall that the same pattern was evident in
semantic dementia.

One factor that differentiates at least some aphasics from
semantic dementia patients is the aphasics’ relatively well
preserved performance on tests that utilize pictorial material
exclusively. A task of this nature is the Pyramids and Palm
Trees test developed by Howard and Patterson (1992), in
which the subject is required to match one of two pictures to
a third on the basis of conceptual similarity (e.g., a palm or
pine tree to a pyramid). The same task can be administered
using word stimuli. Patients who do well on the picture ver-
sion of the test but poorly on comparable word-based assess-
ments clearly have difficulty accessing meaning from words.
The neurological basis for such word-only semantic deficits
has not been established. However, Hart and Gordon (1990)
performed an anatomical study on 3 aphasic patients with un-
usually pure semantic comprehension deficits, manifested on
tests with spoken and written words and with pictures. Lesion
overlap was found in the posterior temporal (BA 22, 21) and
inferior parietal (BA 39, 40) regions (Hart & Gordon). It is
possible that lesions here disrupt pathways between regions
concerned with phonemic or lexical aspects of word recogni-
tion and those where semantic information is stored.

The fact that Wernicke’s patients tend to perform better on
picture-word matching tests when the foils are unrelated to the
target suggests that they retain some knowledge of the mean-
ing of the word. Other tasks provide additional evidence along
these lines. One paradigm used to demonstrate partial preser-
vation of semantic information depends on activation medi-
ated by relationships among words, or priming. The subject
hears or sees a word (the prime) that bears a relationship to a
second word (the target); the task entails a response to the tar-

get, such as lexical decision (deciding whether it is a word or
not) or pronunciation (if the word is written). Presentation of
a semantically related prime normally speeds the response
to the target word, in comparison to a prime that bears no
relationship to the target. Milberg and Blumstein and their
colleagues have shown that Wernicke’s aphasics who perform
poorly on word comprehension tasks demonstrate semantic
priming effects on tasks such as lexical decision (e.g., Milberg
& Blumstein, 1981; Milberg, Blumstein, & Dworetzky, 1988).

Phonological and Word Processing: Conclusions

It can be concluded that the left temporal lobe (superior tem-
poral gyrus in particular) has special responsibility for the
perception of speech and for contact with stored lexical in-
formation (phonemic and semantic). Evidence cited earlier
suggests that semantic information is distributed over exten-
sive areas of the brain; however, it seems likely that associa-
tions between the phonological specifications for words and
their meanings are supported by structures in the left tempo-
ral lobe. It is interesting that damage to this region generally
does not produce total loss of comprehension ability. What
is compromised is the specificity of the comprehension
process: Patients are prone to semantic error, and may show
less selectivity to phonological information that is off target.
These are properties that might be predicted of a degraded
lexical network. What cannot be ascertained with any cer-
tainty at present is the extent to which these response charac-
teristics reflect the behavior of residual left hemisphere
functions, dependence on right hemisphere mechanisms, or
both. As noted earlier, there is evidence that recovery from
aphasia sometimes depends on right hemisphere structures,
as subsequent damage to the right hemisphere returns the
patient to prerecovery levels of language performance (e.g.,
Basso et al., 1989). The recent use of functional imaging has
uncovered cases in which the right temporal lobe shows
greater activation in subjects with left temporal lesions, com-
pared to normal subjects (e.g., Cardebat et al., 1994; Weiller
et al., 1995).

Sentence Comprehension

The lexical representation of a word is presumed also to spec-
ify the grammatical information needed to compute sen-
tence-level syntactic structure (e.g., whether the word is a
noun or verb, and if a verb, whether it is transitive or intran-
sitive). This information is used to parse the word string into
constituent phrases (noun phrase, verb phrase) that are then
related to one another in a way that specifies structural infor-
mation, such as which nouns go with which verbs; what is the
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subject of the main verb, the direct object of the embedded
verb; and so on.

These early operations—sometimes designated the first-
pass parse (Frazier, 1990)—are in the service of recovering
the underlying message. Subsequent operations (the second-
pass parse) interpret the nouns in relation to the verb, in order
to ascertain who did what to whom. These operations are
highly complex, in that they entail integration of information
recovered from the lexical entry of the verb (e.g., what argu-
ments it assigns) with the structural relations given in the
first-pass parse. The importance of the structural information
is readily conveyed by the difference between these sen-
tences: John gave Mary the broccoli and Mary gave John
the broccoli. Both sentences contain the same words, but the
structural positions occupied by the nouns—and hence the
meaning of the two sentences—are different. In the first, John
is the subject and hence the agent of the exchange action; in
the second, John is the direct object and hence the recipient.
It must be appreciated that the mapping between syntactic
arguments and thematic roles is different for different verbs;
in the case of receive, for example, the sentential subject is
the recipient, not the agent; in the case of pass, the sentential
subject can also be the theme (what passes; as in The broccoli
passed from John to Mary).

The ease of recovering thematic role information depends,
in part, on constituent structure, and it is made more difficult
when there is a delay between the occurrence of a word and
the information that specifies its thematic role. For example,
in the object relative sentence The man that Tom’s sister Mary
gave the broccoli to was named John, many words intervene
between when the man appears and when it can be assigned
the role of recipient.

There are also instances in which the structure of the sen-
tence is temporarily ambiguous. Consider a sentence contain-
ing a reduced relative clause that is not marked by a relative
pronoun, for example, The defendant examined by the lawyer
turned out to be guilty, where defendant might initially be
taken as the subject of the verb. This ambiguity can only be
resolved by information that comes later in the sentence. An
issue much debated in the sentence comprehension literature
concerns the degree of independence of syntactic and seman-
tic processing—specifically, whether early syntactic process-
ing is influenced by the meaning of the verb. Some linguists
and psycholinguists favor autonomous syntactic processing,
at least in the early recovery of constituent structure (e.g.,
Frazier, 1990), although a good deal of the recent evidence
supports interaction (e.g., Trueswell, Tanenhaus, & Garnsey,
1994). The case for interaction is strengthened by recent ERP
studies that focus on a component of the ERP waveform (the
N400) that is sensitive to semantic processing during sen-

tence (and discourse) comprehension. The fact that this
component is present within 200 ms of the first word and
increases in amplitude with successive words is taken as evi-
dence that semantic processing operates early and incremen-
tally across a sentence (Brown, Hagoort, & Kutas, 2001).

Sentence Comprehension Disorders

Not surprisingly, patients who are impaired at the single-word
level (e.g., Wernicke’s aphasics) are also impaired in compre-
hending sentences. Of greater interest is the performance of
patients who do relatively well on single-word comprehen-
sion. The group whose sentence processing performance has
attracted most interest is that of agrammatic Broca’s aphasics.
These are patients whose primary deficit is in producing sen-
tences; their output is characterized by simple and fragmented
phrase structure and the omission and substitution of closed-
class elements. By closed-class elements we mean free-stand-
ing function words (e.g., to, the, is) and bound affixes (e.g.,
-ing, -ed). In contrast to nouns, verbs, and adjectives, this seg-
ment of the vocabulary does not expand over the lifetime,
hence the designation closed class. The nature of agrammatic
speech is discussed in detail shortly; for present purposes, the
important point is that agrammatic Broca’s aphasics typically
demonstrate good comprehension of single words, particu-
larly concrete nouns. They also do well with sentence com-
prehension, but only when the sentences and picture choices
are semantically constrained. To understand what is meant by
this, compare the following example of a nonreversible sen-
tence, example number 3, with the semantically reversible
sentence, example number 4. Whereas the lexical content con-
strains the meaning of number 3, in that apples cannot eat and
boys are unlikely to be red, it does not constrain the meaning
of number 4. An individual who was not sensitive to—or
failed to utilize—the syntactic structure of number 4 would
have difficulty determining which person was kissing the
other, and which of the two happened to be tall.

3. The apple that the boy ate was red.

4. The boy that the girl kissed was tall.

In 1976, Caramazza and Zurif demonstrated that agram-
matic Broca’s aphasics had difficulty understanding semanti-
cally reversible sentences such as number 4, although they
performed quite well on semantically constrained sentences
such as number 3. This finding has been replicated many
times since. The comprehension pattern defined by good per-
formance on semantically constrained sentences but poor
performance on semantically reversible sentences has come
to be known as receptive agrammatism.
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Receptive agrammatism is most apparent with sentences
like number 4, which, in addition to being reversible, also vi-
olates standard word order. In English, the agent generally
precedes the verb and the recipient or patient follows it. In
object relatives such as sentence 4 and passive sentences such
as The boy was kissed by the girl, the recipient of the action
(the boy) does not occupy the postverbal position, as it does
in the canonical active (The girl kissed the boy). Object rela-
tives and passives pose serious problems for receptive
agrammatics.

The combination of agrammatic production and the
apparent failure to use syntactic information in sentence
comprehension gave rise to the notion of a central syntactic
impairment in Broca’s aphasia that affected receptive and
expressive language processing in similar ways (e.g.,
Berndt & Caramazza, 1980). It was suggested, for example,
that receptive agrammatism reflected an insensitivity to
closed-class elements that paralleled the patients’ difficulty
in retrieving these elements in sentence production (e.g.,
Bradley, Garrett, & Zurif, 1980; for a more recent version of
this hypothesis, see Pulvermuller, 1995). One implication of
this view was that some or all aspects of syntactic knowledge
was represented in the area of the left frontal lobe that is dam-
aged in Broca’s aphasia. However, this hypothesis was soon
challenged by other findings.

First, there were reports of patients who exhibited expres-
sive agrammatism without receptive agrammatism (e.g.,
Miceli, Mazzucchi, Menn, & Goodglass, 1983; Nespoulous
et al., 1988). Second, Linebarger, Schwartz, and Saffran
(1983; and Linebarger, 1990, 1995) found that some patients
with expressive and receptive agrammatism showed pre-
served sensitivity to a wide range of grammatical violations,
including some that involved noncanonical sentence struc-
tures (e.g., *John was finally kissed Louise) and the types of
closed-class elements that were absent from their speech
(e.g., the passive morphology in the example just given).
Testing in other laboratories confirmed these results (e.g.,
Shankweiler, Crain, Gorrell, & Tuller, 1989; Wulfeck, 1988)
and ruled out the possibility that success in the grammatical-
ity judgment task might be achieved without benefit of a syn-
tactic analysis, for example, by simply rejecting unusual
prosodic patterns created by the omission or addition of sen-
tence constituents. (For evidence against this interpretation,
see Berndt, Salasoo, Mitchum, & Blumstein, 1988.)

Word monitoring is another paradigm that has been used
to investigate syntactic processing in aphasics. In this task,
the subject hears a word that subsequently recurs in the
context of a sentence. The instructions are to press a button
when the word reappears. This method is highly sensitive
to syntactic and semantic constraints; response latencies are

shorter for words that appear in semantically anomalous but
syntactically well-formed sentences (as in the following ex-
ample 6) as compared to scrambled word strings (example 7),
and they are shorter still for sentences that are semanti-
cally coherent (example 5; Marslen-Wilson & Tyler, 1980).
Word monitoring is also sensitive to syntactic violation. For
example, subjects take longer to recognize dog in example
number 8 than in number 9.

5. Normal The bishop placed the crown on the
king’s head

6. Anomalous The shelf kept the crown on the apart-
ment’s church

7. Scrambled Shelf on the church crown the
apartment’s  the kept

(probe is crown)

The monitoring task has the virtue of simplicity: All the sub-
ject has to do is detect the word target; conscious deliberation
as to grammaticality or plausibility is not required. Some
agrammatic patients tested on this task have shown normal
patterns of sensitivity to grammatical violations (Tyler, 1992;
Tyler, Ostrin, Cooke, & Moss, 1995).

8. *He continued to struggle the dog but he couldn’t break
free.

9. He continued to struggle with dog but he couldn’t break free.

Note the paradox: Agrammatics demonstrate sensitivity
to structural constraints in monitoring and grammaticality
judgment tasks, yet they fail to use structure information to
guide sentence interpretation. To explain this paradox, we
and our colleagues have suggested that the patients are
impaired in utilizing the products of the first-pass parse to
form accurate, verb-specific linkages between syntactic
arguments and thematic roles. We termed this the mapping
hypothesis (e.g., Linebarger, 1995; M. F. Schwartz,
Linebarger, & Saffran, 1985; M. F. Schwartz, Linebarger,
Saffran, & Pate, 1987). A different but related formulation
was proposed by Grodzinksy (1990, 2000). According to
Chomsky’s (1981) government and binding theory, some
sentences are derived by movement of constituents from
canonical positions to other positions in the sentence. This
movement leaves behind a trace (t), which co-indexes the
empty position with the element that was moved. In example
10, the trace (t1) co-indexes the boy with the empty direct
object, which establishes its thematic role as the recipient of
the kissing action:

10. The boy1 was kissed t1 by the girl.
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Grodzinsky claimed that receptive agrammatism stems
from inability to represent or utilize traces. As evidence he
cited the fact that patients perform well on sentences that lack
traces (e.g., active voice sentences in English) and poorly on
those that contain them (e.g., passives and object relatives).
While this generalization holds for many patients, there are
also many exceptions; Berndt, Mitchum, and Haendiges
(1996) found that across a number of studies, approximately
one third of the patients performed poorly on actives, and an-
other third performed equally poorly on actives and passives.
Moreover, it has been shown that patients retain their sensi-
tivity to traces in grammaticality judgment tasks, where they
detect violations that illegally fill a gap that marks the pres-
ence of a trace (Linebarger, 1995). Nevertheless, the debate
goes on; for the most recent statement of the trace-deletion
hypothesis, see Grodzinsky (2000); for opposing arguments,
see the discussion that accompanies that article.

The mapping-deficit hypothesis gave rise to efforts to re-
habilitate receptive agrammatism by focusing on the rela-
tions between structural positions and thematic roles. These
efforts have yielded mixed results (see reviews in Fink, 2001;
Marshall, 1995) and a renewed appreciation for all that is re-
quired for mapping to be accomplished successfully. For one
thing, the patient must retain access to the relevant informa-
tion about verbs—their argument structure and their mapping
requirement. This is clearly a problem for some patients
(Breedin & Martin, 1996). Moreover, because thematic role
assignment is an integrative process, with multiple forms of
information contributing, it is demanding of computational
resources. Conceivably, then, the deficit in sentence compre-
hension results from reduced resource capacity.

The resource account has been forcefully argued based on
the finding that neurologically intact individuals show similar
performance decrements as aphasics (albeit less severe) under
experimental conditions that restrict resources (e.g., rapid
serial visual presentation [RSVP] of sentence materials;
Miyake, Carpenter, & Just, 1994). Moreover, the affected
resource has been equated with “working memory for com-
prehension” and invoked also to explain why certain neuro-
logically intact individuals (including healthy older adults)
have trouble understanding syntactically complex sentences,
such as object relatives (Just & Carpenter, 1992). On the other
hand, it has been shown that Alzheimer’s patients with
marked reduction in this working memory capacity do not
show the aphasic comprehension pattern. Comprehension in
these patients is systematically related to the number of
propositions expressed in the sentence but not to the syntactic
complexity, whereas in aphasics it is affected by both factors.
Caplan and Waters (1999) argue that the contrasting compre-
hension patterns in these two populations result from different

deficits: The aphasics are deficient in a resource dedicated to
the computation of syntactic structure, whereas the problem
in the Alzheimer’s patients reflects a general working mem-
ory limitation. Whether this account will stand up to further
testing remains to be seen.

Neuroanatomy of Sentence Comprehension

Aphasia research demonstrates that both the posterior and
anterior language areas are involved in language comprehen-
sion. To this point, functional imaging studies have corrobo-
rated the involvement of these areas, but have done little to
elucidate their functions further.

Auditory stimuli activate superior temporal cortex in both
cerebral hemispheres (Habib & Demonet, 1996; Demonet
et al., 1992). The region activated by words as well as non-
words generally includes BA 22, 41, and 42 bilaterally (e.g.,
Binder et al., 1997). The left superior temporal lobe is acti-
vated by spoken stimuli in a language (Tamil) unfamiliar to
the subjects (who were French), indicating that this area may
be involved in prelexical processing of speech input (Ma-
zoyer et al., 1993; but see Naatanen et al., 1997, for evidence
of a language-specific response in the left temporal lobe).

Studies using electric current to disrupt operations car-
ried out by the stimulated brain area have confirmed the
importance of left temporal lobe structures in speech percep-
tion and comprehension. Boatman and colleagues (1995)
examined such effects in three patients with indwelling sub-
dural electrode arrays, implanted prior to surgery for in-
tractable epilepsy. Three types of tasks were administered,
with and without electrical stimulation: phoneme discrim-
ination (e.g., pa-ta); phoneme identification (matching a
consonant-vowel syllable to an array of four written choices);
and word and sentence comprehension. Stimulation sites in
the left superior temporal gyrus elicited several different pat-
terns: comprehension impaired, but discrimination and iden-
tification spared; comprehension and identification impaired,
but discrimination spared; discrimination, identification, and
comprehension all impaired. In each patient, the sites where
stimulation disrupted all three functions were located more
anteriorly than the sites where comprehension alone was
impaired.

Sentence comprehension has been examined using func-
tional imaging techniques. Several PET studies have shown
greater regional cerebral blood blow (rCBF) in Broca’s area as
a function of increased syntactic complexity (Caplan, Alpert,
& Waters, 1998; Stromswold, Caplan, Alpert, & Rauch,
1996). However, in an fMRI study by Just, Carpenter, Keller,
Eddy, and Thulborn (1996), activity increased in both Broca’s
and Wernicke’s areas as syntactic complexity increased, and
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the same was true (albeit at a lower level) for the right hemi-
sphere homologues of these two areas. A more recent fMRI
study describes right perisylvian activation during a gram-
maticality judgment task that required repair of the anomalous
element, but not otherwise (Meyer, Friederici, & von Cramon,
2000). This unexpected evidence for a right hemisphere con-
tribution to sentence processing is sure to be followed up and
clarified in the next generation of functional imaging studies.

Another recent fMRI study, this one involving sentence
reading, found activation in Broca’s and Wernicke’s areas,
along with a region in the anterior temporal lobe (Bavelier
et al., 1997) that was also active in an earlier PET study in-
volving sentence materials (Mazoyer et al., 1993). It has been
suggested that this anterior temporal area plays a role in
morphosyntactic processing (Dronkers, Wilkins, Van Valin,
Redfern, & Jaeger, 1994).

Sentence Comprehension: Conclusions

Despite extensive research, the contributions to sentence com-
prehension of Wernicke’s and Broca’s areas remain obscure.
The patient studies just reviewed indicate that agrammatic
Broca’s aphasics, who tend to have large frontoparietal le-
sions, still manage to perform well on syntactic processing
tasks that are not resource demanding (i.e., grammaticality
judgment tasks and comprehension of sentences with canoni-
cal word order). It may be that these more automatic syntactic
tasks are supported by circuitry in and around Wernicke’s area,
in which case the various resource accounts of comprehension
deficit in Broca’s patients become increasingly plausible.
Certainly, the proximity of Broca’s area to the dorsolateral
prefrontal structures known to play a role in executive work-
ing memory (BA 46, 9) lends credence to idea that the role of
Broca’s area in syntactic processing is related to temporary
information storage or manipulation (Caplan et al., 1998;
Miyake et al., 1994). In the domain of visual processing, there
is evidence that prefrontal cortex operates in tandem with
more posterior brain regions to sustain activation across a
delay (e.g., Goldman-Rakic, 1995; Smith et al., 1995). Our
suspicion is that Broca’s area plays a similar role with respect
to the language-processing regions in the temporal lobes.

THE PRODUCTION OF SPOKEN LANGUAGE

Lexical Retrieval

To a first approximation, one can conceptualize the produc-
tion of a sentence as comprehension in reverse. The speaker’s
task is to formulate a message that specifies the thematic

content of the sentence, select the words and the syntactic
form suitable to express this content, order the words in a
manner dictated by the syntax, and encode this in a phonetic
form for articulation.

It occasionally happens in normal speech that the selection
of words from the mental lexicon (i.e., lexical retrieval) goes
awry, such that the wrong word is uttered (examples 11, 12),
or the right word at the wrong time (example 13), or with the
wrong pronunciation (14). At other times, lexical retrieval
comes up short, leading to the effortful search known as the
tip-of-the-tongue (TOT) state.

11. It’s a far cry from the twenty-five dollar days. (cents:
semantic error)

12. You look all set for an exhibition. (expedition: formal
error)

13. I left the briefcase in my cigar. (word exchange error)

14. jepartment (department: sound error)

Close scrutiny of TOTs and speech errors has given rise to
an influential theory of production that incorporates two
stages of lexical retrieval, each associated with a controlling
structure. The controlling structures are often conceptualized
as frames with slots that receive the lexical representations
(Bock & Levelt, 1994; Dell, 1986; Garrett, 1975; MacKay,
1972; Shattuck-Hufnagel, 1979). The first stage of lexical re-
trieval ends with selection of an abstract (prephonological)
word form that is specified semantically and syntactically
(Kempen & Huijbers, 1983). This is known as the lemma.
Lemma retrieval is controlled by a syntactic frame; selected
lemmas are inserted into slots marked for subject noun, main
verb, and so on. The second stage of lexical retrieval adds
phonological form information. This stage is controlled by
frames that specify the phonological structure of a word or
phrase; selected segments are inserted into slots marked for
syllable onset consonant, medial vowel, and the like.

The two-stage theory explains TOTs as instances in which
the lemma is retrieved but phonological retrieval fails. The
speaker knows what she wants to say and can supply a defin-
ition or synonym. If the language is one that marks nouns for
grammatical gender, the speaker in TOT may retain access to
this syntactic feature despite being unable to report anything
about how the word sounds (Badecker, Miozzo, & Zanuttini,
1995; Vigliocco, Antonini, & Garrett, 1997). However, re-
trieval of phonology is not always completely blocked. In
one third to one half of experimentally elicited TOTs, speak-
ers demonstrate partial access, in that they accurately report
the first sound or letter of the sought-after word, its length or
stress pattern, or words that sound similar to the target (see
Brown, 1991, for review). This indicates that a word’s
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phonology is represented in piecemeal fashion and that
second-stage retrieval involves multiple selection acts and a
process of assembly. This is consistent with phonological
speech errors, wherein individual phonological units, typi-
cally phonemes, undergo substitution (see example 14), addi-
tion (example 15), or deletion (16), or movement to a new
location in the word or phrase (17–19).

15. winnding (winning: sound addition)

16. tremenly (tremendously; deletion)

17. lork yibrary (York library: sound exchange)

18. leading list (reading list: sound anticipation)

19. beef needle (beef noodle: sound perseveration)

A question much debated in the speech production literature
is whether the two stages of lexical retrieval are information-
ally encapsulated (i.e., modular). They are rightly considered
modular if semantic-syntactic information does not influence
phonological retrieval and phonological information does not
influence lemma retrieval. An influential model of this type is
described in Levelt, Roelofs, and Meyer (1999). The alterna-
tive to the modular model is one that postulates interactive
activation (Dell, 1986; Dell & Reich, 1981; Harley, 1984;
Houghton, 1990; Stemberger, 1985). The hallmark of interac-
tive activation models is their nonmodularity; because activa-
tion spreads continuously and bidirectionally, early stages of
processing are influenced by information from later stages, and
vice versa (McClelland & Rumelhart, 1981).

Do semantic and phonological information sources inter-
act during word retrieval? There is evidence on both sides.
Although most word substitution errors bear either a seman-
tic (example 11) or phonological (12) relation to the target,
the frequency of mixed (semantic plus phonological) word
substitution errors (e.g., pelican for penguin) is significantly
higher, for both normals and aphasics, than the modular
model predicts it should be (Dell & Reich, 1981; Harley,
1984; N. Martin, Weisberg, & Saffran, 1989; N. Martin,
Gagnon, Schwartz, Dell, & Saffran, 1996). Whereas the
mixed error evidence favors the interactive model, however,
experiments on the time course of semantic and phonological
retrieval in lexical access show conclusively that the interac-
tion, if it exists at all, must be limited. At the earliest points,
processing appears to be exclusively semantic; however, just
prior to articulation, the retrieval of phonological information
completely dominates that of semantic information (Levelt
et al., 1991; Schriefers, Meyer, & Levelt, 1990).

In response to these findings, Dell and colleagues have
proposed an interactive activation model of retrieval in which
interactivity is combined with a two-step selection process
(Dell, Schwartz, Martin, Saffran, & Gagnon, 1997; see also

Dell & O’Seaghdha, 1991). In effect, the model represents a
compromise between strictly modular accounts and more
fully interactive ones.

An Interactive Activation Model of Lexical Retrieval

Like other interactive activation models of lexical process-
ing, the two-step interactive activation model (henceforth, 2-
IA) has lexical knowledge represented in a layered network
of units or nodes. Nodes are not repositories for stored infor-
mation, but rather simple, neuron-like devices that collect,
summate, and transmit activation. An important distinction
among connectionist models is whether they use a local or
distributed style of representation. In localist models, nodes
stand in one-to-one correspondence with psychologically
meaningful properties. Such is the case in the 2-IA model,
where the top level in the network represents semantic fea-
tures, the middle level represents known lemmas, and the
bottom level represents phonemes (Figure 21.6).

In this model, a concept is represented as a collection of
semantic features. When these features are turned on (e.g., by
a to-be-named picture), activation spreads freely for some pe-
riod of time. It spreads to lemmas, which send a portion of
their activation down to phonemes and up to the semantic
features. From the phonemes, activation spreads back up to
lemmas. This reciprocal feedback from phonemes to lemmas,
occurring prior to lemma selection, is what makes the model
interactive; information about the target’s phonology (step 2
information) is entering into selection at the first (semantic-
syntactic) stage of lexical retrieval. After some time (as-
sumed to vary with speech rate), the most highly activated
lemma is selected by the syntactic frame (a single noun
frame, in the case of naming). The second step happens
when, after another period of activation spread, the most ac-
tivated onset, vowel, and coda phonemes are selected. This
ends the trial. If the model selects cat at step 1 and /k/, /æ/ and
/t/ at step 2, it has performed correctly. Otherwise it has made
an error.

All connections in the 2-IA model are excitatory and bidi-
rectional. At each step in time, a node’s activation level is de-
termined by what it was on the prior time step, the rate at
which it dissipates activation (the decay factor), and how
much activation it is receiving from other nodes. The latter is
determined by the strength of its connections, as well as ran-
dom noise that is added to the model to simulate a variety of
probabilistic influences. To simplify matters, all connections
in the model are assigned the same weights, so that all trans-
mit activation with the same strength. Similarly, all nodes
lose activation at the same (decay) rate. The weight and
decay parameters are preset; there is no learning in the model.
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We have seen that the model’s feedback connections cause
it to behave interactively. What makes the model quasi-
modular is what happens at each of the selection steps. First,
the selected node is linked to the controlling frame (syntactic at
step 1, phonological at step 2) and its activation level is set to
zero (postselection inhibition). Next, the selected node is given
a strong activation jolt by the controlling frame, to get the next
stage of encoding started. On account of these jolts, which op-
erate in top-down fashion, semantic influences predominate
early and phonological influence late in a trial, just as the ex-
perimental evidence requires (Dell & O’Seaghdha, 1991).

Let us now consider errors. Misselections at step 1 can
give rise to semantic, formal, mixed, or unrelated errors.
Semantic errors (dog for cat) are encouraged by the overlap
in semantic features (see Figure 21.6). (The model does not
specify the content of the features, but the overlap is intended
to represent the fact that the concepts dog and cat, for exam-
ple, share features such as “animate,” “animal,” “pet,” etc.)
The features activated by a picture of a cat will also partially
activate the semantic neighbors of cat, namely dog and rat.
This sets up a competition among the semantically related
lemmas and, because the system is noisy, the target will
sometimes lose out, resulting in a semantic error.

Formal errors (mat for cat) are encouraged by bottom-up
feedback to lemmas from the primed phonemes (/a/, /t/). The
effect of this feedback is to activate the phonological neigh-
bors of cat, thereby setting the stage for a formal error to be
generated at step 1.

Neighbors of cat that are related to it semantically and
phonologically (i.e., mixed competitors) benefit from both

top-down and bottom-up activation. This confers an advan-
taged for these mixed neighbors over those that are purely
semantic or purely phonological. As we noted earlier, it has
consistently been found that semantic and formal influ-
ences are not independent (i.e., mixed errors are more likely
than semantic errors that happen to be phonologically related
or phonological errors that happen to be semantically related;
e.g., del Viso, Igoa, & Garcia-Albert, 1991; Dell & Reich,
1981; N. Martin et al., 1989). Bottom-up feedback is the
model’s way of explaining this mixed error effect.

Unrelated competitors benefit from neither top-down nor
bottom-up activation. Still, in a noisy system, they will some-
times be selected, thereby creating an unrelated error.

Misselections at step 2 give rise to sound errors. Most of
these are neologisms (e.g., dat for cat), but word errors may
also arise at this step, when the substituted phoneme happens
by chance to create another word (rat; mat).

This simple model can handle a number of facts about
speech errors. We have already discussed how it explains the
mixed error effect. Now consider formal errors: The speech
error literature shows that such errors nearly always respect
the syntactic category of the target (Fay & Cutler, 1977). In
the model, this results from having formals arise at lemma se-
lection, which is controlled by the syntactic frame. Moreover,
the model’s interactivity explains why having many phono-
logical neighbors has a protective effect against TOT states,
formal errors, and phonological errors (Gordon, 2001; Harley
& Bown, 1998; Vitevitch & Sommers, 2001; Vitevitch, 1997,
2001): Bottom-up feedback from the activated neighbors
helps the target accumulate activation faster and more effec-
tively than might otherwise be the case.

Finally, it has been shown that when the model is imple-
mented on a computer, it is possible to set the parameters
(i.e., connection weight, decay, noise, etc.) so that the
model’s output closely matches the naming patterns of nor-
mal speakers performing the Philadelphia Naming Test
(PNT; Roach, Schwartz, Martin, Grewal, & Brecher, 1996).
By naming pattern we mean the proportion of correct re-
sponses and various types of error that are produced. Simu-
lated lesions, created by altering only one or two of the
model’s parameters away from the normal setting, produce a
diverse array of naming patterns closely matching the data of
individual aphasic subjects. Moreover, the type of lesion that
the model assigned to the patients turns out to be predictive
of a number of other aspects of their behavior (Dell et al.,
1997; Foygel & Dell, 2000).

We believe that the many accomplishments of the model
constitute strong evidence for the correctness of 2-IA archi-
tecture for lexical retrieval. Not all agree with this, how-
ever. For lively debate and discussion, the reader should

FOG DOG CAT RAT MAT

gtoaemkdrf

Semantics

Words

Onsets Vowels
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Figure 21.6 Illustration of a lexical network for the interactive two-step
model of naming. Connections are excitatory and bidirectional. The com-
mon semantic features of cat, dog, and rat are shaded in black. From “Lexi-
cal Access in Aphasic and Nonphasic Speakers,” by G. S. Dell, M. F.
Schwartz, N. Martin, E. M. Saffran, and D. A. Gagnon, 1997, Psychological
Review, 104, pp. 801–838. Copyright 1997 by American Psychological Asso-
ciation, Washington, D.C.
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consult Ruml and Caramazza (2000) and the rejoinder in
Dell and colleagues (2000), as well as Rapp and Goldrick
(2000).

Disorders of Lexical Retrieval

Lexical retrieval failures are ubiquitous in aphasia. On pic-
ture naming tests, the standard for measuring lexical re-
trieval, aphasics routinely score below normal. Differences
across aphasia subtypes, which are marked in conversational
speech, are reduced in picture naming, with semantic and
phonological errors occurring in all groups (Howard, Patter-
son, Franklin, Orchard-Lisle, & Morton, 1984). Severity ef-
fects are well documented: Patients who score lower on
naming tests tend to produce errors that are more remote, se-
mantically and phonologically, from the targets (Dell et al.,
1997; Schuell & Jenkins, 1961; Schwartz & Brecher, 2000).
On the other hand, individual patients of comparable severity
may exhibit distinctive error patterns, featuring predominant
or exclusive occurrence of one type of error or another. In-
depth study of such patients has yielded important insights
into the nature of lexical retrieval and the adequacy of current
models. What follows is a brief and selective review.

Semantic Errors

Semantic impairment such as is evident on lexical compre-
hension tasks also predisposes to semantic errors in naming
and other production tasks (Gainotti, Silveri, Villa, &
Miceli, 1984). Patient KE, studied by Hillis, Rapp, Romani,
and Carmazza (1990), provides a particularly clear example.
Following a left hemisphere stroke, KE evinced significant
difficulties in comprehension and production of single words.
On a comprehension test involving auditory word-picture
match, he chose the semantic foil on 40% of trials. He pro-
duced semantic errors at approximately the same rate in pic-
ture naming (38%) and on a variety of other lexical tasks
(e.g., 32% semantic errors in written naming; 35% in oral
reading). This pattern, and the fact that the same items
elicited semantic errors in naming and comprehension tasks,
indicates a common source for the semantic errors, presum-
ably in the semantic system (see also Allport & Funnell,
1981; Howard & Orchard-Lisle, 1984).

Caramazza and colleagues have reported on other patients
who produced high rates of semantic errors in naming, but
who had intact lexical comprehension (Caramazza & Hillis,
1990; Rapp, Benzing, & Caramazza, 1997). Like KE, these
patients made no formal or phonological errors in naming.
The 2-IA model has difficulty explaining this pure semantic
error pattern in patients with intact semantics, at least with

the simulated lesions that have thus far been entertained. For
example, lesioning the model in a way that restricts the
spread of activation from semantics to lemmas promotes for-
mal as well as semantic errors (on account of the feedback
from phonemes), and lesioning it in a way that limits the
spread of activation from lemmas to phonemes promotes
phonological (nonword) errors. (For analysis and discussion,
see Foygel & Dell, 2000; Rapp & Goldrick, 2000). The alter-
native model invoked by Caramazza and Hillis assumes that
semantic representations directly activate phonological word
forms (lexemes), and that they do so to a degree proportional
to their shared semantics. For example, the semantic repre-
sentation of chair activates the phonological forms for table,
sofa, couch, and the like, in addition to that for chair. Nor-
mally, chair will be the most activated, and consequently will
be produced. However, the argument goes, brain damage
may render particular lexemes resistant to retrieval; and
when that happens, another of the activated semantic cohort
is likely to be substituted. In this way, the model accounts for
the pure semantic naming pattern in patients with intact com-
prehension. However, the model has no explanation for for-
mal errors, our next topic.

Formal Errors

Throughout much of the history of aphasia studies, formal er-
rors were looked upon as another form of phonological dis-
tistortion, in the same category as nonword errors. As these
errors began to take on importance in psycholinguistic pro-
duction theories (Fay & Cutler, 1977), they attracted more in-
terest from aphasiologists as well. The close scrutiny paid off
with evidence that in certain patients the frequency of formal
errors is greater than chance (i.e., greater than the frequency
of word errors that happen to be phonologically related to the
target or of phonological errors that happen by chance to be
words). Moreover, compared to a corpus of words generated
from random phoneme sequences, the formal errors gathered
from patients are more likely to be nouns and to have a higher
frequency of occurrence (Gagnon, Schwartz, Martin, Dell, &
Saffran, 1997). This is clear indication that formal errors, at
least in some patients, arise at the lexical stage and not from
postlexical phonological substitution.

There have been several case studies published of patients
who produce formal errors in naming at rates high enough to
rule out chance occurrence (Best, 1996; Blanken, 1990,
1998; N. Martin & Saffran, 1992). NC, the patient reported
by N. Martin and Saffran, was subsequently the subject of a
modelling study in which his naming and repetition patterns
were simulated with the computer-implemented 2-IA model
(N. Martin, Dell, Saffran, & Schwartz, 1994; N. Martin,



The Production of Spoken Language 619

Saffran, & Dell, 1996). This study showed that when the
model was lesioned by increasing the rate of activation decay
throughout the network, the pattern of errors closely matched
the high-formals pattern that NC produced early in his clini-
cal course. Over time, NC’s performance improved and the
naming pattern shifted in the direction of the normal pattern
(more semantic than formal errors). This recovery pattern
also was simulated, by shifting the value of the decay param-
eter closer to the normal setting. The reason a 2-IA decay im-
pairment promotes formal errors is that it allows operations
occurring late in the retrieval interval (i.e., activation of
phoneme nodes and phoneme-to-word feedback) to exert a
more substantial influence on the character of errors than op-
erations occurring earlier. For naming, this entails that for-
mals are favored over semantic errors. This contrasts with a
connection strength lesion, which limits the extent to which
higher nodes prime lower nodes and additionally limit the
feedback from lower to higher nodes. With network-wide le-
sions of connection strength, the rate of formal errors is
lower, relative to semantic errors and nonwords.

Acquired Tip-of-the-Tongue Phenomena

Persons with aphasia frequently profess to knowing the word
that names a given picture or that meets a definition, while at
the same time being unable to say it. What is it that the patient
actually knows in this state? One possibility is that he or she
has in mind the preverbal concept that is appropriate to the
picture or definition. Another possibility is that the patient
has a specific word in mind and thus is in a state akin to TOT.
The fact that first-phoneme cueing has a facilitative effect on
word retrieval for many aphasic patients strongly supports
the latter account.

An early TOT elicitation study, performed with patients
from all the major aphasic categories, found that Broca’s,
conduction, and Wernicke’s aphasics reliably succeeded in
identifying the first letter of words they were unable to ac-
cess in naming. The conduction group exhibited such partial
knowledge more often than the others, whereas the anomic
group did not exceed the chance rate for first-letter identifi-
cation (Goodglass, Kaplan, Weintraub, & Ackerman, 1976).
Case studies have shown that individual anomic patients
vary in the type and amount of information that remains ac-
cessible to them. A patient reported by Badecker and col-
leagues (1995), who was a native Italian speaker, was unable
to report anything at all about the phonological forms of
words he failed to access in naming and sentence completion
tasks. On the other hand, this patient was invariably able to
report the grammatical gender of the words that eluded him,
a clear indication that he had accessed the corresponding

lemma. A French-speaking patient, in addition to being
able to report grammatical gender, often provided spelling
information (e.g., first letter) and, amazingly, the alterna-
tive meaning for a name that happened to be a homophone
(Henaff Gonon, Bruckert, & Michel, 1989). An example
from English would be if a patient failed to name a picture of
a pad (tablet) but reported that the elusive word was slang
for apartment. Anomic patient GM, studied in Lambon
Ralph, Sage, and Roberts (2000), correctly reported the
number of syllables of unavailable words and whether they
were compounds, but he was unable to provide first letter or
sound information.

It is apparent, then, that anomic and other patients are fre-
quently in a condition in which they access less than the com-
plete phonological specification of the target word. This is
more likely to happen with low frequency words than high.
Frequency is known to operate at the level of phonological
retrieval (Jescheniak & Levelt, 1994), and it is consistent
with this that patients access more phonological information
in connection with high-frequency targets than low (Kay &
Ellis, 1987).

For some patients, successful retrieval of target phonol-
ogy is also subject to semantic influences. For example,
GM, the anomic patient studied by Lambon Ralph and col-
leagues (2000), produced more omissions in naming when
the picture was preceded by a semantically related word
(semantic priming) and when naming trials were blocked
by semantic category. Other patients are susceptible to mis-
cueing, such that phonological retrieval is suppressed when
a name is cued by the first sound of a semantic relative
(e.g., picture of a tiger cued with the sound /1/; Howard &
Orchard-Lisle, 1984). Miscueing induces some patients
to make semantic substitutions (lion), which, if their seman-
tics are intact, they promptly reject as the correct answer
(Lambon Ralph et al.).

These acquired TOT phenomena strongly support models
of lexical access that distinguish lemma retrieval from
phonological retrieval and that allow phonological activa-
tion to begin even before lemma selection has been finalized
(the cascading activation assumption; see McClelland,
1979). Without lemmas, it is hard to explain how access to
grammatical features can be preserved in the absence of
phonology. Without cascading activation, miscuing would
be a mystery: Why would hearing /1/ induce the patient to
say lion unless the phonology of lion had already been
primed by the picture of the tiger? On a more basic level,
these TOT phenomena demonstrate convincingly that one
can activate partial information about a word’s pronuncia-
tion. This point is critical to the understanding of neolo-
gisms, our next topic.
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Target-Related Neologisms

In an influential paper, Ellis et al., 1983 (also see Miller &
Ellis, 1987) showed that the neologisms produced by a
Wernicke’s aphasic patient (RD) had much in common with
TOT phenomena. Relative to the target words, RD’s neolo-
gisms contained the correct phonemes and the correct number
of syllables more often than would be expected by chance.
Also, the probability of his being able to produce a word cor-
rectly was strongly dependent on frequency of usage; neolo-
gisms occurred much more often to low-frequency words.
These seminal findings have been replicated in larger stud-
ies as well (e.g., Gagnon et al., 1997; Schwartz, Wilshire,
Gagnon, & Polansky, 2002).

Our group has analyzed hundreds of neologisms gener-
ated by fluent aphasic patients tested on the PNT. These er-
rors turn out to be graded with respect to target overlap: In
some cases, error and target share many phonemes; in other
cases, they share few. In general, there is a strong effect of
severity, such that patients with low correctness scores in
naming are likely to make more neologisms—and more re-
mote neologisms—than are those with high correctness
scores (Schwartz & Brecher, 2000; Schwartz et al., 2002). In
addition, certain patients produce a disproportionate number
of such errors. The Wernicke’s aphasic patient, RD, is one
such case. Most others described in the literature are individ-
uals with conduction aphasia (e.g., Caplan, Vanier, & Baker,
1986; Pate, Saffran, & Martin, 1987).

According to the 2-IA model, neologisms arise when—on
the second retrieval step—one or more incorrect phonemes
are selected. Such errors are encouraged by weak connec-
tions between lemmas and phonemes; very weak connections
create a high rate of neologisms, including many that are re-
mote from the target. (In runs of the model, extreme weak-
ness causes phonemes to be selected at random.) Such a locus
for neologisms is consistent with the finding that the neolo-
gism rate is higher for words that are low in frequency (see
previous discussion) and that occupy sparse phonological
neighborhoods (Gordon, 2002; Vitevitch, 2002).

Weak phonological connections constitute the model’s ex-
planation for TOT states as well as for neologisms. Why do
some patients with hypothesized weak connections mostly
omit responses and engage in TOT search, whereas others
produce errors containing mixtures of correct and incorrect
phonemes? A popular explanation centers on monitoring. The
notion is that the omitters are capable of monitoring their in-
ternal speech for the quality of phonological access and
therefore can suppress inaccuracies prior to or during articu-
lation. The neologism producers, in contrast, do not routinely
monitor their internal speech or suppress incipient errors. The 

spontaneous speech of Wernicke’s aphasia often evolves from
neologistic to anomic—that is, to speech that contains mostly
generic words (e.g., thing, place) and word-finding gaps
(Kertesz & Benson, 1970). Presumably, the underlying re-
trieval problem persists while the ability to monitor recovers.
A recent study of naming recovery described a patient who
showed a decline in neologisms over time, in conjunction
with a rise in omissions. His rate of self-corrections also in-
creased over time but only for neologisms; there was no
change in his ability to self-correct semantic errors (Schwartz
& Brecher, 2000). It appears, then, that a complete account of
lexical retrieval breakdown will have to include metalinguis-
tic abilities such as self-monitoring and error detection. An
important finding in this regard is that monitoring abilities in
patients are not predicted by their performance on compre-
hension tests (Nickels & Howard, 1995), as some accounts
would have predicted (e.g., Levelt, 1983).

The evidence reviewed so far supports the view that neolo-
gisms arise from faulty access to lexical phonology, when a
wholly or partially deficient representation is filled in with
substituted material. At one time, the substituted material was
attributed to a neologism-producing device (Butterworth,
1979), but a more satisfactory account is that the substituted
segments are constituents of the semantic and phonological
neighbors activated in the course of lemma selection. This ex-
planation is supported by a number of lines of evidence, in-
cluding the miscuing phenomenon and the fact that the speed
and accuracy of phonological access is influenced by the
density of the target’s phonological neighborhood (Vitevitch,
2001). Additional evidence on this point is provided in
O’Seaghda and Marin (1997) and Peterson and Savoy (1998).

This evidence notwithstanding, there is reason to believe
that neologisms sometimes arise subsequent to lexical re-
trieval, at a point at which the retrieved phonemes are in-
serted into the structural frames that control selection and
that specify consonant-vowel structure, syllable boundaries,
and stress pattern across units as large as a phonological
or syntactic phrase. (For differing versions of this process,
see Dell, 1986; Garrett, 1982; Levelt et al., 1999; Shattuck-
Hufnagel, 1979; and for arguments supporting a postlexical
locus for at least some neologisms, see Buckingham, 1977,
1985, 1987; Butterworth, 1979; Ellis, 1985; Kohn, 1993;
Kohn & Smith, 1994, 1995).

A postlexical locus has long been proposed for normal
sound errors in order to account for such errors’ key proper-
ties: (a) the phonotactic regularity of errors, (b) the fact that
consonants substitute for consonants and vowels for vowels,
(c) syllable structure preservation in errors that move around,
and (d) the fact that movement errors typically span a
distance corresponding to a phonological or syntactic phrase.
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In the aphasia literature, the postlexical account has been in-
voked primarily to explain why certain patients with conduc-
tion aphasia show a striking uniformity in the rate and
characteristics of their neologisms across all types of produc-
tion tasks, and why errors occur also in nonwords, which pre-
sumably are not lexically represented (Caplan et al., 1986;
Pate et al., 1987).

Production models are now being designed that can ac-
count for many of the aforementioned characteristics of er-
rors in terms of the architecture of the lexicon and the
processing characteristics of lexical retrieval (e.g., Dell,
Juliano, & Govindjee, 1993; Hartley & Houghton, 1996;
Levelt et al., 1999; Vousden, Brown, & Harley, 2000). It re-
mains to be seen whether such models will obviate the need
for a postlexical phonological encoding stage.

Neuroanatomy of Lexical Retrieval

Indefrey and Levelt (2000) recently reviewed 58 studies that
investigated the cerebral localization for word production.
The majority of these involved PET or fMRI, but some uti-
lized other techniques, including lesion analysis and event-
related electrical and magnetic cortical activity (ERP, MEG).
Indefrey and Levelt’s meta-analysis began with analysis of
the word-production tasks utilized in the various studies: pic-
ture naming, verb and noun generation, word reading, word
repetition, and others. A primary distinction was drawn be-
tween task-specific lead-in processes and the core component
processes of word production. The core components they rec-
ognize include all that we have discussed here (e.g., lemma
selection, phonological encoding-assembly). It also includes
the subsequent processes of phonetic encoding and articula-
tion. For each core component, Indefrey and Levelt identified
brain regions that were reliably activated in experimental
tasks sharing that component and not reliably activated in
tasks that do not share that component. The following is a
summary of results of this meta-analysis:

Lemma Selection

Activation of a lemma by semantics is a process shared by
picture naming and word generation but not necessarily word
reading. The evidence implicates the left middle temporal
gyrus—especially the midportion—as a critical locus for the
lexical processes up to and including lemma selection.

Lexeme Selection

The term lexeme refers to the lexical-phonological specifica-
tion that some models postulate as the sole lexical level (e.g.,

Caramazza & Miozzo, 1997) and others postulate in addition
to the lemma (e.g., Levelt et al., 1999). Indefrey and Levelt
(2000), who adopt the latter position, maintain that lexeme
selection takes place in picture naming, word generation, and
word reading, but not in pseudoword reading. The regional
activations that conform to this pattern are those in the left
posterior superior and middle temporal gyri (corresponding
in all or part to Wernicke’s area), as well as the left thalamus.

Phonological Encoding-Assembly

This component is considered present in all production tasks.
Although no single region was activated in all the reviewed
studies, the regions that came closest to fulfilling the require-
ment were the left posterior inferior frontal gyrus (Broca’s
area) and the left middle superior temporal gyrus.

Phonetic Encoding and Articulation

To isolate these peripheral components of word production,
the authors looked for areas that were activated in all overt
pronunciation tasks that used silent tasks as the control con-
dition, but that were not activated in silent tasks or tasks that
controlled for articulation. This pattern was matched by a
number of areas known to be involved in motor planning and
control: parts of the pre- and postcentral gyri of both hemi-
spheres, right supplementary motor area (SMA), and left and
medial cerebellum.

Grammatical Encoding

What processes of mind and brain enable the ordinary
speaker to structure words grammatically and in accordance
with the intended message? The question is made more
compelling—and the answers more elusive—by the fact that
these processes operate outside of conscious awareness and
beyond the reach of our introspection. In this section, we out-
line a theory of grammatical encoding that addresses key is-
sues but also has many unresolved details. The theory has its
roots in studies of spontaneous speech errors conducted
throughout the 1970s and 1980s (e.g., Baars, Motley, &
MacKay, 1975; Dell, 1986; Fromkin, 1971; Garrett, 1975,
1980, 1982; MacKay, 1987; Shattuck-Hufnagel, 1979;
Stemberger, 1985). It continues to be refined and elaborated
though behavioral experiments (see Bock & Levelt, 1994;
Levelt, 1989, for reviews), aphasia studies (Berndt, 2001;
Garrett, 1982; Saffran, 1982; Schwartz, 1987) and computa-
tional modeling (e.g., Dell, 1986; Dell, Chang, & Griffin,
1999; Roelofs, 1992; Stemberger, 1985). Our treatment of
the theory follows closely that of Bock and Levelt, 1994.
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Readers interested in learning more should consult that refer-
ence, as well as Levelt’s 1989 book, Speaking.

The outlines of the theory are shown in Figures 21.7 and
21.8, which illustrate production of the sentence She was
handing him the broccoli. The steps to encoding begin with
the message, which expresses the intended meaning of the
sentence, including the structure of the event (i.e., what the
action is, who or what plays the role of agent, theme, etc.;
Figure 21.7). Next come the two ordered procedures that to-
gether constitute grammatical encoding. The first procedure
( functional processing) assigns predicate-argument rela-
tions; the second procedure (positional processing) builds
constitute structure (Figure 21.8).

The lexical entities that participate in functional process-
ing are the lemmas of our previous discussion. The predicate-
argument structure constitutes the frame that selects lemmas
and assigns each to an argument role. In the type of speech
error known as the word exchange (see Example 13), two
lemmas are misassigned the other’s role. This interpretation
of word exchanges is made clearer by considering the ex-
change error in Example 20, which involves pronouns.

20. Intended: She handed him the broccoli.

Uttered: He handed her the broccoli.

In this error, the lemma for feminine pronoun singular and
the lemma for masculine pronoun singular have been
misassigned: The feminine pronoun fills the dative (indirect
object) slot, and the masculine pronoun fills the nominative
(subject) slot. In English, such misassignments emerge as
exchanges of serial position, but this is true only because
English uses fixed word order to express syntactic functions.
In languages in which word order is freer and syntactic func-
tions are marked by affixes, the exchanged nouns would carry
the misassigned case (as the pronouns do in this example) re-
gardless of how they were ordered. This is important because
the functional frame is not concerned with serial order.

Assigning serial order is the business of the positional-
processing stage, and it happens through the building of con-
stituent structure. The entities that participate in positional
processing are phrase fragments such as those shown in Fig-
ure 21.9 and the lexically specified arguments that attach to
these fragments (Lapointe & Dell, 1989). When everything
goes as planned, the nominative argument attaches to the slot-
ted terminal branch of the Subject-NP fragment, the verb to
the slotted terminal branch of the VP fragment, and so on.
However, sometimes things go awry and the arguments attach
to the wrong fragments. This is the presumed mechanism for
the type of speech error known as the stranding exchange:

THEME
RECIPIENT

AGENT

MESSAGE

ACTION

she
broccoli

verb

hand

hand

him

pronoun

NOM
(=agent)

PAST
PROGRESSIVE
SINGULAR

DATIVE
(=recipient)

ACCUSATIVE
(=theme)

noun

Figure 21.7 The elements of functional processing. From “Language Production: Grammatical
Encoding,” by J. K. Bock and W. J. M. Levelt, in Handbook of Psycholinguistics, 1994, San Diego:
Academic Press, ed. M. A. Gernsbacher, p. 968. Copyright 1994 by Harcourt, Inc. Reprinted with
permission.
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21. Target: I’m not in the mood for reading

Error: I’m not in the read for mooding.

The features of stranding exchanges are telling: First, the
exchanging entities are not  words (as in Example 13) but
rather stem morphemes. (In this example, reading is mor-
phologically decomposed into the stem, read, and affix, -
ing.) Critically, the affix is stranded in its targeted location.
Second, stranding exchanges—unlike word exchanges—do
not respect grammatical class (e.g., in Example 21, a noun
stem has exchanged with a verb stem), nor are the exchang-
ing elements semantically related. The most important con-
straint on stranding exchanges is proximity; the interacting
elements almost always occupy adjacent phrases in the same
clause. Yet they can be separated by one or more closed-
class words (such as for in this example); and closed-class
words do not participate in stranding exchanges (i.e., one
never sees errors like I’m not in the mood read foring. Ap-
parently, closed-class words are invisible to the mechanism
that inserts stems in fragments (and that is responsible for
stranding exchanges). This is a key point, and we return to it
later in this chapter.

The stem morphemes that participate in positional pro-
cessing are equivalent to the phonologically specified lex-
emes discussed in the previous section. (This is supported by

she
NOMINATIVE

hand

PAST
PROGRESSIVE
SINGULAR

him
DATIVE

broccoli
ACCUSATIVE

indefinite

AUXILIARY
SINGULAR
PAST stem -ing

V

FUNCTIONAL
PROCESSING

POSITIONAL
PROCESSING

Figure 21.8 An illustration of the two stages of grammatical encod-
ing. From “Language Production: Grammatical Encoding,” by J. K.
Bock and W. J. M. Levelt, in Handbook of Psycholinguistics, 1994, San
Diego: Academic Press, ed. M. A. Gernsbacher, p. 977. Copyright 1994 by
Harcourt, Inc. Reprinted with permission.

evidence that the entities that participate in stranding ex-
changes are often phonologically related; see Garrett, 1975;
Lapointe & Dell, 1989.) Selecting a lexeme for insertion into
a fragment slot triggers the process of phonological encod-
ing, whereby the segments of the selected lexeme are se-
lected and ordered. Among the types of phonological error
that can arise at phonological encoding are so-called move-
ment errors such as those in previous Examples 11 through
13. The existence of such errors indicates that more than one
fragment is phonologically encoded at a time; the fact that
the errors involve adjacent stems indicates that the span of
anticipatory encoding is quite limited.

Disorders of Grammatical Encoding

Classical Agrammatism

Classical agrammatism has historically been considered a
defining symptom of Broca’s aphasia, along with slow,
poorly articulated, and dysprosodic. Classical agrammatism
refers to the simplification and fragmentation of constituent
structure and to the tendency to omit closed-class words.
Persons with Broca’s aphasia exhibit agrammatism in spon-
taneous speech, event picture description, and sentence rep-
etition. Table 21.2 reproduces sample picture descriptions
we obtained from 10 mild-to-moderate agrammatic patients. 

Cognitive Neuroscience of Language

To a first approximation, the fragmentation of sentence struc-
ture can be understood as a breakdown in the retrieval and co-
ordination of phrase fragments. But what about the omission

Figure 21.9 Example of a phrase fragment (after Lapointe & Dell, 1989).
The circled node indicates the site of attachment of the NP phrase fragment
that corresponds to the direct object. The dash indicates the slot that the
lexically-specified verb will fill. The bound affix (-ing) is phonologically
specified on the fragment; the free-standing function word (Aux) is not.



624 Language

elements that carry least semantic weight, namely those of
the closed-class vocabulary (Kolk & Heeschen, 1992; Kolk
& Van Grunsven, 1985; see also Dick et al., 2001).

The Closed-Class Hypothesis

The closed-class hypothesis is a highly influential account of
closed-class omissions; this account relates this symptom
to the computational distinctiveness of the closed-class
vocabulary at the positional processing stage. Several lines
of evidence support computation distinctiveness; for exam-
ple, closed-class elements do not participate in exchanges
arising at this level and these elements are not subject to
phonological error (but see Dell, 1990; Ellis et al., 1983). As
formulated by Garrett (1975; 1980), the hypothesis explains
these facts by proposing that closed-class elements are not
retrieved from the lexicon in the way that open-class ele-
ments are, but instead come phonologically prepackaged on
the terminal branches of positional frames. Because ex-
changes arise when lexically retrieved elements are assigned
to the wrong slots, and closed-class words are not among the
elements so assigned, they are not subject to exchange er-
rors. Furthermore, because they are phonologically prepack-
aged, closed-class words are not subject to the substitutions,
additions, and so on that happen at phonological assembly.
On the other hand, if one assumes that the essential problem
in agrammatism is generating positional frames, then their
status as essential constituents of such frames would be ex-
pected to confer vulnerability on the closed-class elements.

Garrett’s hypothesis was subsequently expanded and modi-
fied by Lapointe (Lapointe, 1983, 1985), based on evidence
that free and bound closed-class elements behave differently in
agrammatic speech. Lapointe’s analysis of published cases of
English- and Italian-speaking agrammatism revealed that the
tendency to omit was restricted to freestanding function words;
bound affixes, in contrast, were more likely to undergo substi-
tution. Earlier studies had failed to notice the substitutions be-
cause English agrammatics tend to overuse bare verb
stems—and this tendency lends itself to characterization as
omission of the inflectional affix. Lapointe’s analysis treats this
instead as substitution of the infinitive. Infinitives are among
the least marked (i.e., least complex) verb forms in English, in
terms of the semantic notions they encode. The markedness hi-
erarchy is central to Lapointe’s account of verb-phrase produc-
tion in agrammatism and provides an explanation for some of
the across-language differences that one observes. For exam-
ple, in Italian, the infinitive meaning is not expressed by the
bare stem but rather by an affix. Accordingly, Italian agram-
matics do not produce the bare verb stem, but they do substi-
tute the infinitive affix for other, more marked, affixes.

TABLE 21.2 Attempts at Picture Description by
10 Agrammatic Aphasics

(Picture shows a young girl handing a bouquet of flowers to her teacher.)

(Pt. 1) “The young . . . the girl . . . the little girl is . . . the flower.”

(Pt. 2) “The girl is flower the woman.”

(Pt. 3) “Girl is . . . going to flowers.”

(Pt. 4) “The girl is . . . is roses. The girl is rosing. The woman and the little
girl was rosed.”

(Pt. 5) “The girl is giving . . . giving the teacher . . . giving it teacher.”

(Pt. 6) “The girl is flowering.”

(Pt. 7) “The teacher is . . . the girl . . . giving the girl and the flowers.”

(Pt. 8) “Girl is handing flowers to teacher.”

(Pt. 9) “The flowers . . . the girl bringing the teacher.”

(Pt. 10) “The girl is flowers . . . teachers.”

of function words? Earlier we noted that frequently used
words are not subject to TOTs and phonological error as often
as infrequent words; the same is true for short words, com-
pared to long ones. Since function words are among the
shortest and most frequent words in the language, their omis-
sion from agrammatic speech is unlikely to be due to failure
of lexical-phonological retrieval. In support of this, agram-
matics have been reported who produce function words nor-
mally in single word production tasks but omit them in the
context of phrase- and sentence production (Nespoulous
et al., 1988). This suggests that syntactic influences are at
play, but beyond this, there is little agreement.

The next section puts forward a view that ascribes closed
class omissions to the positional processing stage of gram-
matical encoding. We must acknowledge at the outset, how-
ever, that the evidence to be reviewed is not complete, and
the arguments no unassailable. In particular, it is now widely
acknowledged that fluent aphasics, as well as nonfluent
agrammatics, have problems producing closed class elements
in connected speech (e.g., Haarmann & Kolk, 1992; Caplan
& Hanna, 1998), and whether this manifests primarily in
omissions or in substitutions is affected by the speaker’s lan-
guage (Menn & Obler, 1990) and by the task he or she is
given (Hofstede & Kolk, 1994); moreover, the probablility
that a given closed class element will be produced correctly is
in part a function of its semantic and prosodic salience
(Goodglass, 1973; Kean, 1979). Psychologist Herman Kolk
argues that the best way to reconcile these diverse findings is
to assume that aphasics of all kinds suffer from a reduced ca-
pacity for producing sentences and that they adapt to this im-
pairment in various ways, depending on the particular task
they are given and on other characteristics of their aphasia. In
patients for whom speaking is effortful, i.e., most Broca’s
aphasics, such adaptation takes the form of omission of the
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Lapointe proposed that only affixes come fully specified on
the terminal branches of phrase fragments. Function words, in
contrast, are specified more abstractly and are subject to a sep-
arate retrieval process. The retrieval of phrase fragments and
function words, according to Lapointe, utilizes a shared
resource that is of limited supply in agrammatism. Conse-
quently, the search for phrase fragments often terminates with
the least marked fragments being retrieved and exhausts the
resource capacity before the function words can be retrieved.

Additional evidence now suggests that function words are
not inherent constituents of phrase fragments. The evidence
comes from experiments in structural priming conducted by
Bock and her colleagues with normal speakers. The essential
observation behind structural priming is that speakers tend to
repeat the structure of a sentence heard or spoken previ-
ously—even when the sentences differ in lexical and mes-
sage-level content (Bock, 1986, 1989; Bock & Loebell, 1990;
Bock, Loebell, & Morey, 1992). Analyses suggest that the ef-
fect of the prior exposure is to enhance the availability of the
prime sentence’s constituent structure (e.g., whether it con-
tains a prepositional phrase), making it more likely that the
relevant phrase fragments will subsequently be repeated. The
key finding (for present purposes) is that strong structural
priming can be obtained even when the sentences differ in
function word content (e.g., different prepositions). If the
function words were an inherent part of the phrase fragments,
fragments with different prepositions should prime one an-
other less well than do those with identical prepositions;
however, this is not the case (Bock, 1989).

Interestingly, structural priming can also be produced
in agrammatic aphasic patients (Hartsuiker & Kolk, 1998;
Saffran & Martin, 1997), in whom it yields complex struc-
tures of the sort that these patients rarely produce sponta-
neously (e.g., passives datives). This evidence is consistent
with a resource account of agrammatic production. It also
shows that constituent structure can be primed independently
of any lexical content—including the function words—
because priming with a transitive passive, such as in The boy
was hit by a rock, for example, often produces an NP-V-PP
structure (as is appropriate to a passive) that contains the
wrong preposition, affix, or both.

Fractional Agrammatism

In certain conditions, omission and substitution of closed-
class elements can be observed in patients who speak fluently
and without the syntactic fragmentation evident in Table 21.2
(e.g., Haarmann & Kolk, 1992; Miceli et al., 1983, Case 2).
The reverse pattern has also been described: A patient’s
speech is fragmented but rich in closed-class vocabulary

(Berndt, 1987; Saffran, Schwartz, & Marin, 1980a). To rec-
oncile these findings with the original or revised version of
the closed-class hypothesis, the syntactic fragmentation must
be attributed to a separate resource decrement (Lapointe,
1985) or to a syntactic process that is independent of closed-
class retrieval (Saffran et al, 1980a; Schwartz, 1987). The
next section spells out the argument for syntactic deficits at
the function assignment stage.

Functional Processing Deficits

In 1980 our group demonstrated for the first time that pa-
tients with agrammatic Broca’s aphasia have difficulty using
word order to express the predicate-argument structure of a
sentence (Saffran, Schwartz, & Marin, 1980b). Asked to de-
scribe simple events (e.g., a boy pushing a girl) or locative
states (e.g., a pencil in the sink), our patients not infre-
quently began with the wrong noun and sometimes produced
complete subject-object reversals. We replicated the effect in
a sentence anagram task that required no speaking at all.

This word-order deficit, now well established, emerges
only with specially designed materials—namely, those that
exclude nonsyntactic strategies, such as mentioning the ani-
mate or most salient entity first or ordering the entities in
accordance with their left-right placement in the picture
(Chatterjee, Maher, & Heilman, 1995; Deloche & Seron,
1981; Menn et al., 1998; Saffran et al., 1980b). It has also
been reported in a few fluent aphasic patients, whose produc-
tion of constituent structures and closed-class elements was
largely if not entirely intact (Caramazza & Miceli, 1991;
R. Martin & Blossom-Stach, 1986). Such cases establish de-
finitively that the word-order deficit is not a consequence of
positional processing impairment; rather, it reflects impair-
ment at the prior stage of predicate-argument assignment.

Earlier we noted that the verb plays a central role in
predicate-argument assignment. It should not be surprising,
then, that the semantic and syntactic properties of verbs (and
other predicates, such as prepositions) have been found to in-
fluence the word-order problem (Jones, 1984; Saffran et al.,
1980b). It has been known for some time that agrammatism is
associated with impaired verb access (e.g., Miceli, Silveri,
Villa, & Caramazza, 1984; Saffran et al., 1980a; Zingeser &
Berndt, 1990) and that the verb-access deficit can arise at mul-
tiple levels (e.g., Berndt, Mitchum, Haendiges, & Sandson,
1997). Elucidating the relationship between verb impairments
and grammatical encoding deficits remains an active area of
research (Breedin & Martin, 1996; Breedin, Saffran &
Schwartz, 1998; Gordon & Dell, 2002).

If agrammatics’ syntactic fragmentation were to stem
from functional processing deficits involving verb use and
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predicate-argument assignment, it would explain why syn-
tactic fragmentation and closed class omissions do not in-
variably co-occur. This account of syntactic fragmentation
receives support from the speech samples in Table 21.2,
where much of the struggle seems to arise in connection with
finding the correct verb and conveying the functional roles of
the three participants.

Neuroanatomy of Grammatical Encoding

Classical agrammatism is part of the clinical picture of
Broca’s aphasia; consequently, the search for the anatomi-
cal substrate of grammatical encoding has focused on
Broca’s area. Modern lesion studies have not been encour-
aging in this regard: They have shown that agrammatic
Broca’s aphasia does not result from a lesion restricted to
Broca’s area, but rather requires extension into adjacent
frontal and parietal areas overlying the insula (i.e., frontal
and parietal operculum) and to the insula itself (Dronkers et
al., 2000; Mohr et al., 1978). More problematic still is the
evidence that agrammatic Broca’s aphasia can be produced
by posterior lesions that completely spare Broca’s area
(Basso et al., 1985; Dronkers et al., 2000; Willmes & Poeck,
1993). A lesion correlation study focused specifically on
agrammatism found that the responsible lesions, when lo-
calized, were distributed widely around the left perisylvian
area (Vanier & Caplan, 1990). On one hand, this is not sur-
prising; given the complexity of grammatical encoding and
the evidence that it fractionates at multiple levels, it is un-
likely to be localized to a single site. On the other hand, in
our review of the functional imaging literature relating to
sentence comprehension, Broca’s area was consistently
found to activate in response to the syntactic load of the
sentence. Could it be that this area is critical for syntactic
processing in comprehension but not in production? This
seems unlikely prima facie, given its location in close prox-
imity to motor cortex. Moreover, in the only functional
imaging study to date that utilized a speech production de-
sign, the results implicated the left Rolandic operculum,
caudally adjacent to Broca’s area, as important for gram-
matical encoding (Indefrey et al., 2001).

At this time there is no simple way to reconcile the dis-
crepant findings from lesion and metabolic imaging studies.
However, it is important to remember that structural damage
can produce far-reaching metabolic abnormality, so that the
fact that a lesion is localized outside Broca’s area does not
necessarily mean that the neural tissue there is functioning
normally (Metter, 1987).

Contemporary neuroscience is increasingly coming to the
view that Broca’s area is both too big and too small to serve

as the neurological substrate for grammatical encoding. It is
too big in the sense that it is structurally and functionally de-
composable; it is too small in the sense that any one of its
functions probably can only be understood in the context of a
spatially distributed network of structures. An interesting
characterization of the neural network for grammatical en-
coding has recently been put forward by Ullman and col-
leagues. Their declarative-procedural model of language
maps the lexical-syntactic distinction onto the declarative-
procedural memory systems of the brain. The following
quote, taken from a recent review, concerns the procedural
system as it relates to grammatical encoding (Ullman, 2001;
references contained in the quoted passages are omitted here;
our additions appear within in brackets).

[Procedural memory] has been implicated in learning new,
and controlling well-established, motor and cognitive skills.
Learning and remembering these procedures is largely
implicit . . . The [procedural memory] system is rooted in por-
tions of the frontal cortex (including Broca’s area and the sup-
plementary motor area), the basal ganglia, parietal cortex and
the dentate nucleus of the cerebellum . . . [Procedural memory]
is important for learning or processing skills that involve action
sequences. The execution of these skills seems to be guided in
real time by the posterior parietal cortex, which is densely con-
nected to frontal regions. Inferior parietal regions might serve as
a repository for knowledge of skills, including information about
stored sequences [phrase fragments?].

. . . Procedural memory subserves the implicit learning and
use of a symbol-manipulating grammar across subdomains that
include syntax, morphology and possibly phonology (how
sounds are combined). The system might be especially important
in grammatical-structure building—that is, in the sequential and
hierarchical combination of stored forms (‘walk’ + ‘-ed’) and ab-
stract representations into complex structures . . . One or more
circuits between the basal ganglia and particular frontal regions
might subserve grammatical processing and perhaps even finer
distinctions, such as morphology versus syntax. From this point
of view, the frontal cortex and basal ganglia are ‘domain general,’
in that they subserve non-linguistic and linguistic processes,
but contain parallel, ‘domain’-specific’ circuits. (Ullman, 2001,
p. 718)

The declarative/procedural model of language has so far
been thoroughly tested only in the domain of past-tense pro-
cessing (regular past tense formation is thought to involve the
procedural system, irregular past tense formation the declar-
ative system). Nevertheless, the model has attracted much
attention on account of its admirable attempt to reconcile the
theoretical description of language behavior with basic neu-
robiological principles. We expect to see more of this in the
coming years.
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CONCLUDING COMMENTS

The history of the biological characterization of language can
be divided into phases. The early history was dominated by a
simple and elegant neurological theory that reduced language
to sensory and motor images. The second phase, which began
in the mid 1970s and took linguistic theory as a jumping-off
point, evolved techniques of behavioral experimentation
to arrive at a richly detailed characterization of how neuro-
logically intact speakers represent and use language, and how
localized brain damage affects these psycholinguistic pro-
cesses. We have now entered a third phase, characterized by
the advent of models that simulate psycholinguistic stages
and processes via the combined computations of neuron-like
elements, and by the growth of functional imaging technol-
ogy capable of localizing the neural networks that perform
such computations. Computational modeling and functional
brain imaging are the tools of cognitive neuroscience.
As they mature, and as their availability and influence
spreads, they are likely to provide new insights into the en-
during mysteries surrounding language: What computational
specializations did the human brain evolve for language?
How did these emerge in phylogenesis? How do these neural
specializations shape first-language learning, and how are
they shaped by it? And what kind of plasticity is available to
the brain that has experienced injury to these specialized
mechanisms? When these questions are answered, we will
have arrived at a truly comprehensive understanding of the
biology of human language.
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The overarching goal of cognitive neuroscience is to under-
stand how the brain gives rise to thought. Toward this goal,
researchers employ various methods to measure neural vari-
ables while people and other animals think. A complementary
method—computer models of neural networks—allows unpar-
alleled levels of control and supports the further understanding
of the relation between brain and mind. Using these models,
one can simulate a network of interacting neurons and measure
cognitive function in these networks at the same time. Further-
more, many variables in these networks can be manipulated so
that their effects on cognitive processes can be observed.

In this chapter we provide an up-to-date review of some
of the core principles and prominent applications of computa-
tional models in cognitive neuroscience, based on our recent
textbook on this topic (O’Reilly & Munakata, 2000). We begin
with a summary of some of the basic questions confronting
computational modelers in cognitive neuroscience. We then
discuss provisional answers to these questions, showing how
they apply to a range of empirical data. Throughout, and in
closing, we discuss challenges to neural network models.
We will see how some network models can have possibly
problematic properties, often driven by constraints from
biology or cognition, but the models can nonetheless help to
advance the field of cognitive neuroscience.

BASIC MECHANISTIC QUESTIONS FACING
COMPUTATIONAL MODELS

As soon as one is faced with the task of constructing a neural
network from scratch, several important questions immedi-
ately arise:

• How do the neurons talk to each other? We know a lot
about the answers to this question from neuroscience, but
there are some more specific questions that models raise,
including the following:
• What kind of information do spikes contain—is it just

the rate of spiking, or are more detailed signals being
conveyed in the timing of individual spikes?

• How are spike inputs from other neurons integrated to-
gether within the neuron—does each input just add into
an overall sum, or are different inputs treated differently?

• Are there basic network-level patterns of interaction
between neurons that apply across a wide range of
cognitive functions?

• How do networks learn from experience? Networks with
even a few tens of neurons can exhibit complex and varied
patterns of behavior depending on how the neurons are
interconnected. Brain-sized networks with billions of
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neurons are thus almost incomprehensibly complex. The
brain requires a powerful way of setting all of these pat-
terns of interconnectivity to achieve useful behaviors in
the face of all the other random possibilities.

• How does the myriad of complex perceptual inputs get
organized into a coherent internal representation of the
environment?

• How are memories of previous experience stored, orga-
nized, and retrieved?

• How does higher level cognition arise from networks of
neurons?

There are many other such questions that one could ask, but
we focus on relatively brief treatments of these due to space
limitations (see O’Reilly & Munakata, 2000, for a compre-
hensive treatment of a wide range of cognitive phenomena).
In the process of addressing each of these questions, we de-
velop a set of basic mechanisms for computational cognitive
neuroscience modeling.

THE NEURAL ACTIVATION FUNCTION

The first two questions we raised (“What kind of information
do spikes contain?” and “How are spike inputs from other
neurons integrated together within the neuron?”) can be ad-
dressed by developing what is commonly called an activation
function for a simulated neuron. This activation function pro-
vides a mathematical formalism (i.e., an algorithm) for de-
scribing how neurons talk to each other. The currency of this
neural communication is referred to as activation—neurons
communicate by activating each other. Fortunately, neuro-
science has developed a relatively advanced understanding
the basic operation of a neuron. We summarize the key facts
here.

A neuron receives input from other neurons through
synapses located on branching processes called dendrites.
These inputs are somehow integrated together as an electrical
voltage (referred to as the membrane potential) in the cell
body. If this voltage exceeds a certain value (called the
threshold), the neuron will trigger a spike of electrical activ-
ity down its axon, which is another branching process that
terminates on the synapses of other neurons. This input to
other neurons thus continues the propagation of information
through the brain.

All of these properties are central to the simulated neurons
in neural network models. One can frame these properties in
terms of a detector. This detector model provides a clear

functional role for the biological properties of the neuron
(O’Reilly & Munakata, 2000). Specifically, we can think of a
neuron as detecting the existence of some set of conditions
and responding with a signal that communicates the extent to
which those conditions have been met. Think of a smoke de-
tector, which is constantly sampling the air looking for con-
ditions that indicate the presence of a fire. In the brain,
neurons in the early stages of the visual system are constantly
sampling the visual input by looking for conditions that indi-
cate the presence of very simple visual features such as bars
of light at a given position and orientation in the visual scene.
Higher up in the visual system are neurons that detect differ-
ent sets of objects. One can interpret virtually any neural ac-
tivation in the brain in the general language of detecting some
kind of pattern of activity in the inputs.

The match between the detector model and the biological
features of the neuron is shown in Figure 22.1. The dendrites
provide detector inputs, which are integrated into an overall
signal in the cell body that the neuron can use to determine if
what it is detecting is actually there. The firing threshold acts
just like a smoke detector threshold: There must be sufficient
evidence of a fire before an alarm should be triggered, and
similarly the neuron must accumulate a sufficient voltage
before it can send information to other neurons.

A critical aspect of simulated neurons (also called units)
is that they have adjustable parameters called weights that
determine how much influence the different inputs have on
them. In the neuron, these weights correspond to the strength
of the individual synapses connecting neurons—some
synapses produce more electrical voltage input than others.
Thus, some inputs weigh more heavily into the detection deci-
sion than do others. These weights provide the critical para-
meters for specifying what the neuron detects. Essentially,
neurons can detect patterns of activity over their inputs, and
those input patterns that best fit the pattern of weights produce
the largest detection response. A perhaps more tangible exam-
ple of this kind of operation would be obtained by looking

Figure 22.1 The detector model can be used to understand to the function
of corresponding neural components.
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through a piece of paper with a shape cut out of it (e.g., an L
shape). If you look through this mask at a black computer
screen with different shapes being displayed on it in a bright
color, you see the most light if the displayed shape exactly
matches the cutout shape. Similarly, a neuron gets the most ac-
tivation if its inputs match its pattern of weights.

There is a progression of increasingly more complex ways
of simulating the basic activation function of a neuron
(Figure 22.2). In the simplest kind of neural model, a unit
simply adds up the weighted inputs from other neurons
(called the net input to a unit) and sends the results directly on
to other neurons. This is a linear unit. It turns out that linear
units, like linear equations, are not very powerful in a com-
putational sense—the effects of layers and layers of linear
units can all be summarized by just one such layer. The next
most complex kind of unit is a threshold linear unit, which is
just like a linear unit except that it has a threshold (much like
a real neuron) so that if its net input is below the threshold, it
does not send any activation to other units. Because neurons
can fire only so fast, it also makes sense to think of a satura-
tion point in the activation function, above which the activa-
tion cannot go. The widely used sigmoidal unit (Figure 22.2)
provides a more graded function that exhibits both threshold-
like and saturating properties.

These simplified models of the neural activation function
are at the heart of a controversy surrounding the nature of the
neural code. Specifically, in mapping these models onto the
brain, the simulated neural activations are real-valued num-
bers, so we have to assume that they represent something like
the average firing rate of neurons, not the individual spikes
themselves. Thus, a major question is, Does the firing rate

capture the essence of the information that real neurons com-
municate to each other, or does the precise timing of the
spikes contain more information that would be lost with a rate
code? The debate over the nature of the information encoded
in the neural spike train has inspired a number of empirical
studies across a range of different animals, with some demon-
strations that detailed spike timing matters in some parts of
the brain (e.g., Reike, Warland, van Steveninck, & Bialek,
1996). However, recordings in the cortex of primates, which
is the most relevant for understanding human cognition, have
been largely consistent with the rate code simplification in
neural networks (Tovee, Rolls, Treves, & Bellis, 1993).

Moving beyond these highly simplified model neurons,
one can incorporate equations that simulate the electrical be-
havior of biological neurons. It has long been known that the
electrical properties of neurons can be understood in terms of
the familiar concepts of resistors and capacitors, the so-called
equivalent circuit model of the neuron. A key issue that arises
here is the extent to which a neuron behaves like a single co-
herent electrical system, or whether one needs to keep track
of electrical potentials at many different locations along the
neuron. At the simplest extreme is a point neuron, which has
the entire geometry of the neuron reduced to a single point in
space, such that only one electrical potential needs to be
computed. These biologically based units are not much more
complex than the units just described, yet they do a better job
of capturing the behavior of real neurons. For this reason, we
used the point neuron model in O’Reilly and Munakata
(2000). Much more complex neural models have also been
explored using many different electrical compartments (e.g.,
Koch & Segev, 1998).

The debate over how many compartments to use in a
neural model centers on the issue of how real neurons inte-
grate all of their inputs. If neurons are effectively electrically
unitary (as in a point neuron), they essentially add their inputs
together, just as in the simplified models. If, however, differ-
ent parts of the neuron have very different electrical poten-
tials, then inputs coming into these different parts can have
very different effects, and therefore a simple additive integra-
tion would underestimate the real complexity of neurons
(e.g., Shepherd & Brayton, 1987). Although it is by no means
the final word on these issues, a recent analysis (Jaffe &
Carnevale, 1999) supports the idea that the point neuron
model captures much of the integration properties of real cor-
tical neurons. Specifically, they found that as long as there
was not a long primary dendrite (as in most cortical pyrami-
dal neurons), the impact of inputs at various places on the
dendritic tree was roughly the same when measured at the
soma.

Figure 22.2 Basic equations for simple models of neurons. Input activa-
tion from other neurons x is multiplied times the weight value w, and
summed together to get the net input (� =

∑
xw). The output activation y is

then computed as a function f (�) of the net input. In the simplest kind of
linear model, there is no output function, y = �. A more complex model has
a threshold, below which activation does not occur: y = � if h > �; 0 other-
wise. A saturation point can also be imposed, so that activation y has a max-
imal limit. The sigmoidal function f (η) = 1

1 + e−η produces a graded,
continuous-valued function that has both threshold-like and saturating
properties.
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Figure 22.3 A simple, three-layer interpretation of cortical structure that is
consistent with general connectivity patterns and provides a useful starting
point for modeling. Direct excitatory connectivity is shown by the open
triangular connections. Inhibitory interneurons are indicated by the filled
circular connections; these operate within each cortical layer and receive the
same types of excitatory connections as the excitatory neurons do. Dotted
lines indicate connections that may exist but are not consistent with the feed-
forward flow of information from input to hidden to output (with feedback
projections along the same pathways). Limited data make it difficult to
determine how prevalent and important these connections are.

One important biological constraint that the point neuron
captures but the simpler sigmoidal-style units do not is that
excitation and inhibition are separated in the brain. Thus, a
given neuron will send either an excitatory or an inhibitory
output to other neurons. Excitatory outputs result in the exci-
tation of other neurons, whereas inhibitory outputs counter-
act this excitation and make the receiving neuron less likely
to become activated. In the simpler sigmoidal unit, weights
are typically allowed to be either positive or negative, which
violates this biological constraint.

In summary, one could argue that the point neuron model
captures the essential properties of individual neural compu-
tations. Although this model undoubtedly commits errors of
omission by not capturing many details of real neurons, in
some cases the functional relevance of such details may be
approximated by the point neuron model (e.g., the functional
relevance of a synapse may boil down to its efficacy, which
can be approximated by a weight parameter, without captur-
ing all of the biological details of actual synapses). In other
cases, such details may not be all that functionally important.
At the least, such a simple model does not have obvious
errors of commission; that is, it does not attribute any com-
putational powers to the model neurons that are unlikely to be
true of real neurons.

NETWORK INTERACTIONS

In this section we move beyond the individual neuron and
consider the properties of networks of interconnected neu-
rons with the next of our overarching questions in mind: “Are
there basic network-level patterns of interaction between
neurons that apply across a wide range of cognitive func-
tions?” By identifying basic network-level interactions, we
can develop a vocabulary of mechanistically grounded con-
cepts for understanding how neural networks behave.

Before identifying these network properties, we need to
know what the cortical network looks like. The six-layered
structure of the cortex varies in different areas of the brain.
Based on this information and anatomical studies of connec-
tivity, one can summarize the roles of the six-layered cortical
structure in terms of the following as three functional layers
(Figure 22.3; O’Reilly & Munakata, 2000):

• The input layer corresponds to cortical Layer 4, which
usually receives the sensory input by way of a subcortical
brain area called the thalamus, which receives information
from the retina and other sense organs.

• The output layer corresponds to the deep cortical Layers 5
and 6, which send motor commands and other outputs to

a wide range of subcortical areas, including the basal
ganglia.

• The hidden layer (so called because it is not directly visible
via either the inputs or outputs) corresponds to the
superficial (upper) cortical Layers 2 and 3 (cortical Layer 1
is largely just axons). These layers receive inputs locally
from the other cortical layers and also from other more dis-
tant superficial cortical layers. The superficial layers usu-
ally project outputs back to these same more distant cortical
areas, and to the deep (output) layers locally.

Thus, at a very coarse level, sensory information flows into
the input layer, gets processed in some way by the hidden
layer, and the results of this processing give rise to motor out-
puts in the output layer. This trajectory of information flow is
actually spread across many different cortical areas, each of
which has the same six-layered structure. However, input
areas tend to have a more pronounced Layer 4; output areas
have more pronounced Layers 5 and 6; and hidden (asso-
ciation) areas have more pronounced Layers 2 and 3. Fig-
ure 22.4 summarizes these layer-level specializations in
different brain areas, as they contribute to the big loop of
information flow through the brain.

Thus, based on the structure of the cortex, it is reasonable
for neural network models to be composed of the three
functional layers (input, one or more hidden layers, and an
output layer). The biology also tells us that the primary neu-
ron type (the pyramidal neuron) that connects between layers
and between brain areas is excitatory, whereas there are a

[Image not available in this electronic edition.]
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Figure 22.4 Larger scale version of cortical circuitry, showing the three different types of cortical areas: 1 is an input area, which has a well-developed Layer 4
receiving sensory input from the thalamus, but not producing motor output directly. 2 is a hidden area (often called a higher level association area), which re-
ceives input from input areas (or other hidden areas) and sends outputs to output areas (or other hidden areas). It has reduced input and output layers and com-
municates primarily via Layer 2–3 connectivity. 3 is an output area (motor control area) projecting to subcortical brain areas that drive the motor system, which
has no real Layer 4 (and a larger Layer 5). Dashed lines indicate layers and connections that are reduced in importance for a given area, and dotted lines again
represent connections which may exist but are not consistent with the input-hidden-output model of feed-forward information flow. In all cases, reciprocal back-
ward projections complement the feed-forward projections, enabling bidirectional, interactive processing.

number of inhibitory interneurons that have more local pat-
terns of connectivity. The excitatory connectivity is generally
bidirectional, meaning that excitation flows from input to
hidden to output, and at the same time backward from output
to hidden to input.

Using these features of the biology, we can frame the basic
network-level interactions in terms of three different kinds of
neural connectivity between functional layers of neurons
(O’Reilly & Munakata, 2000):

• Unidirectional (feed-forward) excitation: When one layer
of neurons sends activation to another layer, the patterns
of activation in the sending layer get transformed, by em-
phasizing some distinctions while collapsing across
others. Each neural detector contributes to the transforma-
tion by its own selectivities in what it detects and what it
ignores. These transformations are the basic information-
processing operations in the brain, creating ever more
abstract and powerful categories of information over sub-
sequent layers of processing.

• Bidirectional (feedback) excitation: When two layers each
send activation to the other (also called interactivity or
recurrence), the layers can amplify each other’s activa-
tions, giving rise to a variety of phenomena including pat-
tern completion, resonance, mutual support, and attractor

dynamics. This also allows for the feed-forward-style
transformations to proceed in both directions.

• Inhibitory competition: Feed-forward communication of
inhibition across layers and feedback inhibition within a
layer combine to produce a competition among neurons
within a layer—only those neurons receiving the strongest
amount of excitation will remain active in the face of this
competition.

The overall picture is this: Sensory information gets
processed by a cascade of hidden layers, where each hidden
layer extracts some particular kind of information while dis-
carding others. For example, it is well known that different
parts of the visual system extract color, motion, object
identity, and object location information. Extracting this in-
formation requires carefully tuned patterns of weights that
emphasize the relevant information while ignoring the irrele-
vant. For example, where the visual image of an object ap-
pears on retina is irrelevant for identifying what the object is,
but differences in the shape of the image are critical. Con-
versely, shape information is irrelevant for locating that ob-
ject in space, but retinal position (along with eye, head, and
body positions) is relevant. Essentially, the brain extracts
ever more abstract executive summaries of the environment
and then uses this information to formulate plans of action,
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which are then executed through projections to the output
layers.

Superimposed on this input-output flow of information are
the complex dynamics that arise from bidirectional connec-
tivity and inhibition. Bidirectional connectivity enables the
brain to fill in missing input information using higher level
knowledge. For example, a hidden area that encodes words at
an abstract level can fill in the missing pieces of a garbled
phone message by relying on knowledge of who is speaking,
and what they are likely to be saying. In combination with in-
hibitory competition, bidirectional connectivity also ensures
that all the different brain areas focus on the same thing at the
same time: Neurons processing information relevant to other
brain areas will be reinforced through the bidirectional exci-
tation, and this extra excitation will lead to greater inhibition
on other neurons that are not relevant to other brain areas,
thereby shutting them off. At a cognitive level, we can think
of this interplay of bidirectional excitation and inhibition as
giving rise to attention. We explore this idea in a subsequent
section.

LEARNING MECHANISMS

In many psychological theories, learning assumes a relatively
tangential role. People assume that the brain systems that
they hypothesize arise through some complex interaction
between genetic structures and experience, but the details of
exactly how the systems came to be are often too difficult to
confront while trying to provide a theory about the mature
system. In contrast, learning plays an essential role in most
neural network models because generally the best way to get
a neural network to do something useful is to have it learn
based on its experiences (i.e., to change its weights according
to a learning mechanism, based on patterns of activations that
get presented to the input layer of the network). To see why,
you must first appreciate that a network’s behavior is de-
termined by the patterns of weights over its units. Even rela-
tively small networks have three layers (input, hidden,
output) of, say, 20 units each, with full connectivity between
layers, meaning that there are a minimum of 800 connection
weights (400 for input-hidden connections and another 400
for hidden-output connections, and more if you include bi-
directional connectivity back from the output to the hidden,
and any kind of inhibitory connectivity that might be used). It
is virtually impossible to set such a large number of weights
by hand, so learning takes center stage. For the same reason,
neural networks have proven to be a useful tool for explor-
ing a range of developmental issues (Elman et al., 1996;
Munakata & Stedron, 2001).

A considerable amount of research has been conducted on
neural mechanisms of synaptic modification, which is the bi-
ological equivalent of changing the weights between neural
units, as would be required by a learning mechanism. The
overall finding from these studies is that connection strengths
between neurons (weights) can be made to go either up or
down depending on the relationship between the activations
of the sending and receiving neurons. When the weight goes
up, it is referred to as long-term potentiation (LTP), and when
it goes down it is called long-term depression (LTD).

One well-supported account of what causes LTP versus
LTD is based on the concentration of calcium ions in the re-
ceiving neuron’s dendrite in the vicinity of the synapse (Bear
& Malenka, 1994; Lisman, 1989, 1944). Calcium ions can
enter the dendrite through various means, but the dominant
contributor in cortical neurons is probably the opening of
N-methyl-D-aspartate (NMDA) channels located at excita-
tory synapses. It is interesting that NMDA channels open
(to allow calcium ions to enter) only if two things happen:
(a) The sending neuron fires and releases neurotransmitter
that binds to the NMDA channel, and (b) the receiving neu-
ron’s electrical potential increases above a critical level.
Thus, calcium ion concentration tends to reflect the extent to
which both sending and receiving neurons are active. The
calcium ion model further stipulates that LTP (weight in-
creases) will occur when calcium ion concentration is very
high, whereas LTD (weight decreases) occur if calcium ion
concentration is elevated, but not so high (Figure 22.5). If
there is no change in calcium ion concentration, no weight
change occurs. Putting this calcium mechanism together with
the requirements for opening the NMDA channel, it is clear
that weight increases should occur when both the sending and
receiving neurons are strongly active together. Conditions
where LTD will occur are less clear.

The biological mechanisms just described are remarkably
consistent with Hebb’s (1949) postulate that groups of neu-
rons that are active together should increase the strength of
their interconnectivity—the brain should learn about things
that go together. In other words, under the Hebbian learn-
ing principle, which appears to be supported by biological
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Figure 22.5 Relationship between long-term potentiation (LTP) and long-
term depression (LTD), where a moderate amount of increased intracellular
calcium ion concentration leads to LTD, but at a larger amount leads to LTP.
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synaptic modification mechanisms, the brain encodes corre-
lated events. These correlations are meaningful because cor-
relation is a good (though imperfect) clue for causation, and
cooccurring items can be more efficiently represented to-
gether within a common representational structure (e.g., the
concept “college dorm room” evokes a whole slew of cooc-
curring items such as pizza boxes, posters, boom boxes, etc.).

Many computational models of Hebbian learning have
been developed (e.g., Bienenstock, Cooper, & Munro, 1982;
Carpenter & Grossberg, 1987; Grossberg, 1976; Kohonen,
1984; Linsker, 1988; Miller, Keller, & Stryker, 1989; Oja,
1982; Rumelhart & Zipser, 1986), with applications to a
range of different cognitive and neural phenomena. Despite
the successes of these models, Hebbian learning has some
significant limitations. Specifically, Hebbian learning cannot
learn arbitrary input-output transformations (McClelland &
Rumelhart, 1988; O’Reilly & Munakata, 2000). To see why
this is an important limitation, we can refer back to the input-
hidden-output network structure discussed in the previous
section. In general, the organism’s learning task can be con-
strued as learning a set of hidden representations based on
sensory inputs that produce useful output patterns (behav-
ioral responses). It is important to note that the relationship
between sensory inputs and motor outputs can be highly
complex and essentially arbitrary.

The limitations of Hebbian learning are most evident
when compared with the other major form of neural-network
learning mechanism, error-driven learning. In error-driven
learning, the network’s weights are adjusted according to the
differences between the output pattern the network actually
produced and the output pattern it should have produced (i.e.,
the error). If the network executes a pulling motion when
it gets a push command, it can adjust the connections to
specifically correct this error. Error-driven learning mecha-
nisms have been around for a long time in one form or an-
other (Widrow & Hoff, 1960), and they have been applied to
a wide range of animal learning phenomena (e.g., Rescorla &
Wagner, 1972). However, these earlier versions were limited
to learning connections between an input and output layer
only; they could not handle the training of intermediate
hidden-layer representations. This limitation was seized upon
by Minsky and Papert (1969) in their devastating critique
showing that these neural networks were very limited in the
kinds of input-output mappings they could learn, which had
the effect of significantly curtailing research in this field.
However, the extension of error-driven learning mechanisms
to networks with (multiple) hidden layers via the error-
backpropagation learning procedure, and the concomitant
demonstration that these networks could learn virtually any
input-output mapping revived interest some 15 years later

(Rumelhart, Hinton, & Williams, 1986; the idea had also
been developed several times before: Bryson & Ho, 1969;
Parker, 1985; Werbos, 1974).

Error-driven mechanisms can learn many input-output
mapping problems that Hebbian learning simply fails to learn
(O’Reilly & Munakata, 2000). The reason is clear: Hebbian
learning is designed to encode correlations, not to learn arbi-
trary input-output mappings. However, instead of arguing for
the exclusive superiority of one learning mechanism over the
other, one can obtain complementary benefits by using both
kinds of learning mechanisms (Hebbian and error-driven).
This combination of both types of learning, together with an
inhibitory competition mechanisms, is the defining character-
istic of the Leabra framework (O’Reilly, 1996b, 1998;
O’Reilly & Munakata, 2000). In short, error-driven learning
provides the ability to learn arbitrary input-output mappings,
whereas Hebbian learning provides a useful tendency to en-
code correlated information. Furthermore, Hebbian learning
acts locally at each neuron and is therefore a relatively fast
and reliable form of learning, whereas error-driven learning
depends on distant error signals that can become weak and
unreliable as they propagate through multiple hidden layers.

One potential problem with the Leabra framework and
all other network models that rely on error-driven learning is
a possible error of commission with respect to the known
neurobiology. Indeed, much has been made in the literature
about the biological implausibility of the error-backpropagation
learning mechanism, which appears to require a type of signal
that has never been measured in neurons to propagate in the
reverse direction of most neural signals (e.g., Crick, 1989;
Zipser & Andersen, 1988).

Furthermore, it has not been clear where the necessary
desired outputs for generating error signals could plausibly
come from. However, it has recently been shown that bidi-
rectional activation propagation (as discussed in the previous
section) can be used to perform essentially the same error-
driven learning as backpropagation (O’Reilly, 1996a), using
any of a number of readily available teaching signals. The re-
sulting algorithm generalizes the recirculation algorithm of
Hinton and McClelland (1988) and is thus called GeneRec.
GeneRec provides the error-driven component of the Leabra
algorithm.

The basic idea behind GeneRec is that instead of propagat-
ing an error signal, which is a difference between two terms,
one can propagate the two terms separately as activation sig-
nals and then take their difference locally at each unit. This
works by having two phases of activations for computing the
two terms. In the expectation phase, the bidirectionally con-
nected network processes an input activation pattern into a
state that reflects the expected consequences or correlates of
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that input pattern. Then, in the outcome phase, the network
experiences actual consequences or correlates. The difference
between outcome and expectation is the error signal, and
the bidirectional connectivity propagates this error signal
throughout the network via local activation signals.

The GeneRec analysis also showed that Boltzmann
machine learning and its deterministic versions (Ackley,
Hinton, & Sejnowski, 1985; Hinton, 1989; Movellan, 1990;
Peterson & Anderson, 1987) can be seen as variants of this
more biologically plausible version of the backpropagation
algorithm. This means that all of the existing approaches to
error-driven learning using activation-based signals converge
on essentially the same basic mechanism, making it more
plausible that this is the way the brain does error-driven
learning. Furthermore, the form of synaptic modification nec-
essary to implement this algorithm is consistent with (though
not directly validated by) the calcium ion–based synaptic
modification mechanism described earlier. Finally, there are
many sources in the natural environment for the necessary
outcome phase signals in the form of actual environmental
outcomes that can be compared with internal expectations to
provide error signals (McClelland, 1994; O’Reilly, 1996a).
Thus, one does not need to have an explicit teacher to per-
form error-driven learning.

To summarize, learning mechanisms are at once the
most important and most controversial aspects of neural net-
work models. In this discussion we have seen that Hebbian
learning mechanisms make close contact with biological
mechanisms, whereas error-driven mechanisms have been
motivated largely from top-down constraints from cognition—
they are the only known mechanisms capable of learning the
kinds of things that we know people can learn. The two kinds of
mechanisms may be combined in a biologically plausible and
powerful way.

PERCEPTUAL PROCESSING AND ATTENTION

Having presented some of the most central ideas behind the
basic mechanisms used in neural network models, we now
turn to applications of these mechanisms for understanding
cognitive phenomena. These same mechanisms have been
applied to a wide variety of phenomena; we focus here on
perception, attention, memory, and higher level cognition.
The first question we address was stated in the introduction:
“How does the myriad of complex perceptual inputs get
organized into a coherent internal representation of the
environment?”

We describe two different ways that neural network mod-
els have provided insight into this question. The first is by

addressing the representational problem: What kinds of rep-
resentations provide an efficient, computationally useful en-
coding of the perceptual world for a neural network, and do
these representations look anything like those actually found
in the brain? We will see that the interaction between
Hebbian learning mechanisms and inhibitory competition
can produce visual representations very much like those
found in the brain. The second is by addressing the atten-
tional problem: Given the huge overload of perceptual infor-
mation that impinges on us at every moment (e.g., as you try
to read this chapter), how does our brain focus on and select
out the most relevant information (hopefully this chapter!)
for further processing? We will see that the interaction be-
tween inhibitory competition and bidirectional activation
flow can produce emergent attentional dynamics that simu-
late the behavior of both intact individuals and those with
brain lesions on a visual attention task.

The Structure of Representations in Primary
Visual Cortex

One way of understanding what representations in primary
visual cortex (V1) should look like from a computational per-
spective is simply to present a range of visual images to a
model network and allow its learning mechanisms to develop
representations that encode these images. This is indeed
what a number of modelers have done, using natural visual
scenes that were preprocessed in a manner consistent with the
contrast-enhancement properties of the retina (e.g., Bell &
Sejnowski, 1997; Olshausen & Field, 1996; O’Reilly &
Munakata, 2000; van Hateren & van der Schaaff, 1997). The
Olshausen and Field model demonstrated that sparse repre-
sentations (with relatively few active neurons) provide a use-
ful basis for encoding real-world (visual) environments, but
this model was not based on known biological principles.
Subsequent work replicated the same general results using
more biologically based principles of Hebbian learning and
sparseness constraints in the form of inhibitory competition
between neurons (O’Reilly & Munakata, 2000). Further-
more, lateral excitatory connections within this network pro-
duced a topographic organization of representations, where
neighboring units had similar representations.

Figure 22.6 shows the results from the O’Reilly and
Munakata (2000) model of 14 × 14 hidden units (represent-
ing V1 neurons) receiving inputs from a 12 × 12 simulated
retina. This figure shows that the simulated neurons have de-
veloped oriented edge detectors; the neurons are maximally
activated by visual inputs that have transitions between dark
and light regions separated by edges at various angles. We can
understand why the network develops these receptive fields in
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terms of the proclivity of Hebbian learning to encode correla-
tional structure. Natural objects tend to have piecewise linear
edges so that strong correlations exist among pixels of light
along these edges. However, Hebbian learning alone is not
enough to produce these receptive field patterns. As empha-
sized by Olshausen and Field (1996), a constraint of having
only a relatively few units active at any time (implemented by
inhibitory competition in our model) is also important. This
constraint is appropriate because only a relatively small num-
ber of oriented edges are present in any given image. Further-
more, in the process of learning, inhibition ensures that units
compete and specialize to represent different aspects of the
input. At an intuitive level, this learning process is analogous
to the effects of competition and natural selection in biological
evolution (e.g., Edelman, 1987). Thus, each unit carves out a
different niche in the space of all possible reliable correlations
in the input images; these niches are oriented edge detectors.

This analysis shows that we can understand the general
principles of why computational models develop their repre-
sentations, and why these are appropriate for a given domain
of input patterns. However, do these principles help us under-
stand how the brain works? They can if the representations de-
veloped by the model look like those in the brain. It turns out
that they do; V1 neurons have long been known to encode
oriented edges of light (Hubel & Wiesel, 1962; Marr, 1982).

Furthermore, one can find systematic variations in orientation,
size, position, and polarity (i.e., going from light-to-dark or
dark-to-light, or dark-light-dark and light-dark-light) in both
the simulated and real V1 receptive fields. In the brain, the dif-
ferent types of edge detectors (together with other neurons that
appear to encode visual surface properties) are packed into the
two-dimensional sheet of the visual cortex according to a
topographic organization. The large-scale organization is a
retinotopic map that preserves the topography of the retinal
image in the cortical sheet. At the smaller scale are hyper-
columns (Figure 22.7) containing smoothly varying progres-
sions of oriented edge detectors, among other things
(Livingstone & Hubel, 1988). The topography shown in Fig-
ure 22.6 is consistent with this within-hypercolumn structure.
The hypercolumn also contains ocular dominance columns, in
which V1 neurons respond preferentially to input from one
eye or the other (see Miller et al., 1989, for a Hebbian-based
model). For reviews of the many computational models
of various V1 structures, see Swindale (1996) and Erwin,
Obermayer, and Schulten (1995).

To summarize, computational models incorporating the
basic mechanisms of Hebbian learning and inhibitory compe-
tition can help us understand why V1 has the representations
it does.

Spatial Attention and the Effects of Parietal
Lobe Damage

The dynamics of activation flow through the network are as
important as the weight patterns of the neurons in the net-
work. One of the most widely studied manifestations of these
dynamics is attention to different regions of visual space.
Spatial attention has classically been operationalized ac-
cording to the Posner spatial cuing task (Posner, Walker,
Friedrich, & Rafal, 1984; Figure 22.8). When attention is
drawn or cued to one region of space, participants are then

Figure 22.6 The receptive fields of model V1 neurons (from O’Reilly &
Munakata, 2000). The broader 14 × 14 grid contains individual unit recep-
tive fields, within which there is a smaller 12 × 12 grid representing weights
from a simulated retina. Lighter shades indicate areas of on-center response,
and darker shades indicate areas of off-center response to retinal inputs.
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Figure 22.7 Structure of a cortical hypercolumn, that represents a full
range of orientations (in Layers 2–3), ocular dominance columns (in Layer 4,
one for each eye), and surface features (in the blobs). Each such hyper-
column is focused within one region of retinal space, and neighboring
hypercolumns represent neighboring regions.



646 Psychological Function in Computational Models of Neural Networks

Figure 22.8 The Posner spatial attention task. The cue is a brightening or
highlighting of one of the boxes that focuses attention to that region of space.
Reaction times to detect the target are faster when this cue is valid (the target
appears in that same region) than when it is invalid (the target appears else-
where).

� �

� �* *

Valid Trial Invalid Trial

Cue

Target

1994; O’Reilly & Munakata, 2000). In this framework, the
facilitory effects of drawing attention to one region of space
result from bidirectional excitatory connections between
spatial and other representations of that region. This excita-
tory support makes it easier to process information in that
region because neurons are already receiving supporting
excitation. The slowing that comes on the invalid trials re-
sults from inhibitory competition between different spatial
regions—to activate a different spatial location requires in-
hibiting the previously active region. Under this model, dam-
age to the parietal lobe simply impairs the ability of the
corresponding region in space to have sufficient excitatory
support to compete effectively with other regions.

The two models make distinct predictions (Cohen et al.,
1994; O’Reilly & Munakata, 2000). For example, follow-
ing bilateral parietal damage, the disengage model predicts
disengage deficits on both sides of space, but the competi-
tive inhibition model predicts reduced attentional effects
(smaller valid and invalid trial effects). Data support the lat-
ter model (Coslett & Saffran, 1991; Verfaellie, Rapcsak, &
Heilman, 1990), demonstrating the utility of biologically
based computational models for alternative theories of cog-
nitive phenomena.

MECHANISMS OF MEMORY

In a computer, there are several different kinds of memory
systems, each specialized to optimize some characteristics at
the cost of others. For example, the RAM in a system is much
faster than hard disk memory, but it also has a much smaller
capacity. There are basic tradeoffs between speed and capac-
ity that are resolved by having different systems optimized
separately for each. Human memory can also be understood
in terms of a set of tradeoffs between different incompatible
capacities. These basic tradeoffs are different than those be-
hind the computer components (although one can see some
similarities); they are motivated instead by a consideration of
conflicting capacities of neural networks. We discuss two dif-
ferent kinds of tradeoffs here, one that can help us understand
the complementary roles of the hippocampus and cortex in
learning and another that relates to the specializations of the
frontal cortex in working memory.

Complementary Hippocampal and Cortical
Learning Systems

One important set of tradeoffs involves two basic types of
learning that an organism must engage in: learning about

Figure 22.9 The information-processing model for attentional processing
according to Posner and colleagues.

�
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faster to detect a target in that region (a validly cued trial)
than a target elsewhere (an invalidly cued trial). Patients with
damage to the parietal lobe have particular difficulty with
invalidly cued trials.

The traditional account of the spatial attention data
involves a sequence of modular processes that have been
associated with different brain areas (Posner et al., 1984; Fig-
ure 22.9). Specifically, the parietal brain damage data are ac-
counted for in terms of a disengage module associated with
the parietal lobe (Posner et al., 1984). This module typically
allows one to disengage from an attended location to attend
elsewhere. This process of disengaging takes time, leading to
the slower detection of targets in unattended locations. Fur-
ther, the disengage module is impaired with parietal damage,
leading patients to have difficulty disengaging from attention
drawn to one side of space.

Biologically based computational models, based on rein-
forcing excitatory connections and competitive inhibitory
connections, provide an alternative explanation for these
phenomena (Cohen, Romero, Farah, & Servan-Schreiber,
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specifics versus learning about generalities (Table 22.1).
Because the neural mechanisms for achieving these types of
learning are in direct conflict, the brain has evolved two
separate brain structures to achieve these types of learning
(McClelland, McNaughton, & O’Reilly, 1995; O’Reilly &
Rudy, 2000, 2001). The hippocampus appears to be special-
ized for learning about specifics, while the neocortex is good
at extracting generalities.

Specifically, learning about specifics requires keeping
representations separated (to avoid interference), whereas
learning about generalities requires overlapping representa-
tions that encode shared structure across many different
experiences. Furthermore, learning about generalities re-
quires a slow learning rate to integrate new information grad-
ually with existing knowledge, while learning about specifics
can occur rapidly. This rapid learning is particularly impor-
tant for episodic memory, where the goal is to encode the
details of specific events as they unfold.

In the example in Table 22.1, one can encode different
kinds of information from experiences related to parking
one’s car. If one wants to remember the specifics of where the
car is parked on a given day, it is important to encode this in-
formation using representations (populations of neurons) that
are separate from representations for other such events, to
minimize the interference that leads to forgetting. In a neural
network, interference results from weights shared across
multiple representations because the different representations

will pull these weights in different directions. Furthermore,
one has only a short period of time to encode the parking lo-
cation (unless you want to sit there and study it for hours), so
rapid learning is required.

In contrast, if one wants to learn about the best strategy for
parking (e.g., best location for a given time of day), one
needs to integrate over many different experiences because
any given day’s experience does not provide a statistically
reliable picture of the average situation. To accumulate infor-
mation over individual experiences, one needs to ensure that
these different experiences affect at least some of the same
underlying neural representations—if you want to add things
up, you need to put them all in the same place. Furthermore,
given that the goal is computing something like an average,
each event needs to make a relatively small contribution. In
computing an average, you multiply each number by 1�N,
where N is the total number of items (events) to average over.
As this becomes larger, each event makes a smaller contribu-
tion. In neural terms this means using a small learning rate so
that weights change only a small amount for each experience.

Thus, it is clear that these two kinds of learning are in di-
rect conflict, and therefore that it would make sense to have
two different neural systems specialized for each of these
types of learning. This conclusion coincides nicely with a
large body of data concerning the properties of the hip-
pocampus and the cortex. It has been known for some time
that damage to the hippocampus in the medial temporal lobe
can produce severe memory deficits while also leaving unim-
paired certain kinds of learning and memory (Scoville &
Milner, 1957; Squire, 1992). Although the precise character-
ization of the contributions of the hippocampus versus sur-
rounding cortical areas has been a topic of considerable
debate, it is possible to reconcile much of the data with the
computational principles just described (O’Reilly & Rudy,
2001). Furthermore, detailed biological properties of the
hippocampus are ideally suited for maximizing the separa-
tion between neural representations of different events, en-
abling rapid episodic learning with minimal interference
(O’Reilly & McClelland, 1994).

In the domain of human memory, the dual mechanisms of
neocortex and hippocampus provide a natural fit with dual-
process models of recognition memory (Aggleton & Brown,
1999; Aggleton & Shaw, 1996; Curran, 2000; Holdstock
et al., 2002; Jacoby, Yonelinas, & Jennings, 1997; O’Reilly,
Norman, & McClelland, 1998; Vargha-Khadem et al., 1997).
These models hold that recognition can be subserved by two
different processes, a recollection process and a familiarity
process. Recollection involves the recall of specific episodic
details about the item and thus fits well with the hippocampal
principles developed here. Indeed, we have simulated

TABLE 22.1 Two Incompatible Goals

Remember Specifics Extract Generalities

Example: Where is car parked? Best parking strategy?
Need to: Avoid interference Accumulate experience

Solution:
1. Separate reps Overlapping reps

(keep days separate) (integrate over days)

2. Fast learning Slow learning
(encode immediately) (integrate over days)

3. Learn automatically Task-driven learning

These are incompatible, need two different systems:

System: Hippocampus Neocortex

This table shows computational motivation for two complementary learning
and memory systems in the brain because there are two incompatible goals
that such systems need to solve. One goal is to remember specific informa-
tion—in this example, where one’s car is parked on a specific day. The other
goal is to extract generalities across many experiences, for example in de-
veloping the best parking strategy over a number of different experiences.
The neural solutions to these goals are incompatible: One requires represen-
tations to be kept separate, learned quickly, and automatically, whereas the
other requires overlapping representations and slow learning to integrate
over experiences and is driven by task-specific constraints. Thus, it makes
sense to have two separate neural systems separately optimized for each of
these goals.
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distinctive aspects of recollection using a model based on
many of the detailed biological properties of the hippocam-
pus (O’Reilly et al., 1998). Familiarity is a nonspecific sense
that the item has been seen recently. We argue that this can be
sub-served by the small weight changes produced by slow
cortical learning. Current simulation work has shown that a
simple cortical model can account for a number of distinctive
properties of the familiarity signal (Norman, O’Reilly, &
Huber, 2000).

Models implementing the specialized hippocampal and
cortical systems have also been shown to account for a wide
range of learning and memory findings in rats, including non-
linear discrimination, incidental conjunctive encoding, fear
conditioning, and transitive inference (O’Reilly & Rudy,
2001). Also, there are a large number of important models of
the hippocampus and cortical learning systems in the litera-
ture, many of which share important features with those
described here (e.g., Alvarez & Squire, 1994; Burgess,
Recce, & O’Keefe, 1994; Hasselmo & Wyble, 1997; Levy,
1989; Marr, 1971; Moll & Miikkulainen, 1997; Samsonovich
& McNaughton, 1997; Treves & Rolls, 1994).

Complementary Posterior and Prefrontal
Cortical Systems

Another important set of tradeoffs involves the extent to
which a representation activates related representations, for
example, the extent to which a neural representation of smoke
activates the associated representation of fire. In some cases,
such as when you want to remember that it was actually only
smoke that you saw coming from the forest and not fire (e.g.,
to provide an accurate report about the situation to others), it
would be best actively to maintain only smoke without acti-
vating fire. In other cases, such as when you want to form in-
ferences based on seeing the smoke (e.g., to evaluate possible
courses of action to take, such as bringing water), it would be
best for smoke to activate fire. These goals of activating
versus not activating related representations are obviously in
conflict (and this problem gets much worse when the in-
ferences are less certain than smoke → fire); this tradeoff
provides a potential way to understand the specializations be-
tween posterior cortex and prefrontal cortex. Specifically,
prefrontal cortex may be specialized for active maintenance
(a component of working memory) without activating as-
sociated representations, whereas posterior cortex may be
specialized for inference based on activating associated
representations.

The most obvious neural network mechanism for achiev-
ing active maintenance is recurrent bidirectional excitatory
connectivity, where activation constantly circulates among

active units, refreshing and maintaining their activation
(Braver, Cohen, & Servan-Schreiber, 1995; Dehaene &
Changeux, 1989; Munakata, 1998; Zipser, Kehoe, Littlewort,
& Fuster, 1993). One can think of the effects of these recurrent
connections in terms of an attractor, where the activation pat-
tern of the network is attracted toward a stable state that per-
sists over time (Figure 22.10). An attractor is useful for
memory because any perturbation away from that activation
state is pulled back into the attractor, allowing in principle for
relatively robust active maintenance in the face of noise and
interference from ongoing processing.

The area around the attractor where perturbations are
pulled back is called the basin of attraction. For robust active
maintenance, one needs to have attractors with wide basins of
attraction so that noise and other sources of interference will
not pull the network out of its attractor. When there are many
closely related representations linked by distributed connec-
tions, the basin of attraction around each representation is rel-
atively narrow (i.e., the network can easily slip from one
representation into the next). Thus, densely interconnected
distributed representations will tend to conflict with the abil-
ity to maintain a specific representation actively over time.

The prefrontal cortex appears to have the relevant special-
izations for active maintenance. There is considerable physi-
ological evidence that the prefrontal cortex subserves the
active maintenance of information over time (i.e., as encoded
in the persistent firing of frontal neurons; e.g., Fuster, 1989;
Goldman-Rakic, 1987; Miller, Erickson, & Desimone, 1996).
Many computational models of this basic active maintenance
function have been developed (Braver et al., 1995; Camperi &
Wang, 1997; Dehaene & Changeux, 1989; Durstewitz,
Seamans, & Sejnowski, 2000; Seung, 1998; Zipser et al.,
1993). Further, the prefrontal cortex may have more isolated
patterns of connectivity—neurons there appear to be intercon-
nected within self-contained stripe patterns (Levitt, Lewis,
Yoshioka,&Lund,1993), and isocodingmicrocolumnsofneu-
rons have been recorded (Rao, Williams, & Goldman-Rakic,

Figure 22.10 Attractor states (small squares) and their basins of attraction
(surrounding regions), where nearby activation states are attracted to
the central attractor state. Each stable attractor state could be used to
maintain information actively over time. Note that the two-dimensional acti-
vation space represented here is a considerable simplification of the high-
dimensional activation state over all the units in the network.



The Prefrontal Cortex and Higher Level Cognition 649

1999). Computational models have explored the impact of
such connectivity and attractor dynamics on active mainte-
nance (O’Reilly, Braver, & Cohen, 1999; O’Reilly, Mozer,
Munakata, & Miyake, 1999). Models in which there are fea-
tures that can participate equally in different distributed repre-
sentations effectively have no attractors and cannot maintain
information over time in the absence of external inputs.The ac-
tivation instead spreads across the distributed representations,
resulting in a loss of the original information. With distributed
representations that sustain attractors, active maintenance suc-
ceeds, but not in the presence of significant amounts of noise.
Wider attractor basins are necessary. With such wider attractor
basins, as when units are completely isolated from each other,
this prevents activation spread and yields very robust active
maintenance, but at the loss of the ability to perform inference
via activation spread.

Thus, computational models and considerations have
helped to understand the specializations of posterior and pre-
frontal cortex, and how the prefrontal cortex might play a role
in subserving working memory.

THE PREFRONTAL CORTEX AND HIGHER
LEVEL COGNITION

The prefrontal cortex is also important for a range of
complex cognitive functions, such as planning and problem
solving, described generally as falling under the umbrella of
higher level cognition. Many theories summarize the function
of frontal cortex in terms of executive control, controlled
processing, or a central executive (e.g., Baddeley, 1986; Gath-
ercole, 1994; Shallice, 1982; Shiffrin & Schneider, 1977),
without explaining at a mechanistic level how such function-
ality could be achieved or why the prefrontal cortex would be
specialized for such functionality. We saw in the preceding
section how a consideration of computational tradeoffs has
helped to understand the issue of specialization. In this section
we see how computational models have provided an important
tool for exploring specific mechanisms that might achieve ex-
ecutive-like functionality.

One proposal along these lines is that the fundamental
mechanism of active maintenance enables all the other
executive-like functionality ascribed to the frontal cortex
(Cohen, Braver, & O’Reilly, 1996; Goldman-Rakic, 1987;
Munakata, 1998; O’Reilly, Braver, et al., 1999; O’Reilly &
Munakata, 2000; Roberts & Pennington, 1996). As elabo-
rated later, a number of models have demonstrated that active
maintenance can account for frontal involvement in a range
of different tasks that might otherwise appear to have nothing
to do with simply maintaining information over time.

For example, several models have demonstrated that
frontal contributions to inhibitory tasks can be explained in
terms of active maintenance instead of an explicit inhibitory
function. Actively maintained representations can support
(via bidirectional excitatory connectivity) correct choices,
which will therefore indirectly inhibit incorrect ones via stan-
dard lateral inhibition mechanisms within the cortex. A
model of the Stroop task provided an early demonstration of
this point (Cohen, Dunbar, & McClelland, 1990). In this task,
color words (e.g., “red”) are presented in different colors,
and people are instructed either to read the word or to name
the color of ink that the word is written in. In the conflict con-
dition, the ink color and word are different. Because we have
so much experience reading, we naturally tend to read the
word, even if instructed to name the color, such that re-
sponses are slower and more error-prone in the color-naming
conflict condition than in the word-reading one. These color-
naming problems are selectively magnified with frontal
damage. This frontal deficit has typically been interpreted
in terms of the frontal cortex’s helping to inhibit the domi-
nant word-reading pathway. However, Cohen et al. (1990)
showed that they could account for both normal and frontal-
damage data by assuming that the frontal cortex instead sup-
ports the color-naming pathway, which then collaterally
inhibits the word-reading pathway. Similar models have
demonstrated that in infants, the ability to inhibit persever-
ative reaching (searching for a hidden toy at a previous hid-
ing location rather than at its current location) can develop
simply through increasing abilities to actively maintain a
representation of the correct hiding location (Dehaene &
Changeux, 1989; Munakata, 1998). Again, such findings
challenge the standard interpretation that inhibitory abilities
per se must develop for improved performance on this task
(Diamond, 1991).

The activation-based processing model of frontal function
can also explain why frontal cortex facilitates rapid switching
between different categorization rules in the Wisconsin card-
sorting task and related tasks. In these tasks, subjects learn to
categorize stimuli according to one rule via feedback from
the experimenter, after which the rule is switched. With
frontal damage, patients tend to perseverate in using the pre-
vious rule. A computational model of a related ID/ED cate-
gorization task demonstrated that the ability to update active
memories rapidly in frontal cortex can account for detailed
patterns of data in monkeys with frontal damage (O’Reilly &
Munakata, 2000; O’Reilly, Noelle, Braver, & Cohen, 2002).

In short, computational models of frontal function can
provide mechanistic explanations that unify the disparate
roles of the frontal cortex, from working memory to cogni-
tive control and planning and problem solving. However, a
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major remaining challenge is to explore whether truly com-
plex, intelligent behavior can be captured using these basic
mechanisms.

CHALLENGES

Most researchers agree that if a network model captures in
sufficient detail the essential neural processes, it can provide
a truly valuable tool for advancing our understanding of the
relation between brain and mind. However, there is skepti-
cism regarding whether (a) enough is known about the
neurobiology at this time to constrain models sufficiently and
(b) current models violate or fail to include important aspects
of the known neurobiology.

We contrasted errors of omission (aspects of the biology
that are missing or simplified in the models) with errors of
commission (aspects of the models that are unlikely to be true
given what we already know about the brain). We saw that in
many cases network models make errors of omission, but not
errors of commission. For example, it is possible to make
network models that make no errors of commission at the
level of network interactions, in that they follow the general
excitatory and inhibitory connectivity patterns of the cortex
(e.g., O’Reilly & Munakata, 2000; Somers, Nelson, & Sur,
1995; Lumer, Edelman, & Tononi, 1997; and many others).
However, these networks undoubtedly make many errors of
omission, given that there is considerable complexity in the
wiring structures of the human cortex. As in other cases dis-
cussed earlier, it is not yet clear what functional significance
(if any) these omissions might have.

In the few cases where there may be errors of commis-
sion (e.g., in error-driven learning algorithms), strong top-
down constraints from cognition (e.g., the fact that people
can learn difficult tasks) drive these possibly problematic
properties. Considerable progress has been made in develop-
ing error-driven learning algorithms that are more consistent
with known biology (while retaining the powerful capabili-
ties), but several assumptions remain untested. 

Instead of denying outright the value of any given ap-
proach, we argue that science will be advanced through the
contest of different theories as they attempt to explain in-
creasing amounts of data, and that computational models pro-
vide a valuable source of theorizing that can provide novel
insights and approaches to understanding complex phenom-
ena of cognitive neuroscience. This is true even if the models
are simplified and even if they contain some aspects that vio-
late what we know about the brain—verbal theories are
equally (if not more) likely to contain the same flaws. Often,
however, these flaws are hidden by the vagueness of the

verbal theories, while computational models have the virtue
or vice of exposing all the gory details and assumptions re-
quired to implement a working simulation.

In short, we think that a major value of computational mod-
eling is engaging in the process of working out explicit, mech-
anistic theories of how the brain gives rise to cognitive
function. This process is iterative, cumulative, and not without
controversy. However, its primary advantage is in directly
confronting the major questions that need to be answered to
understand how the brain does what it does.

GENERAL DISCUSSION

In this article we have touched on most of the central aspects
of computational neural network models for psychological
modeling. Building from individual neurons to networks
thereof, we have shown how these networks incorporate
many detailed aspects of the known neurobiology, while still
remaining somewhat abstract. We emphasized that there are
modeling formalisms that do not make any obvious errors of
commission; that is, they do not violate any well known
properties of the neural networks of the brain. Nevertheless,
it remains to be tested how important the many errors of
omission are for the biological fidelity of these models. We
then showed how these models can speak to important issues
in cognitive neuroscience, including issues in perception,
attention, memory, and higher level cognition.

In the domain of perception, we showed how basic learn-
ing mechanisms and forms of neural interaction (inhibitory
competition) can lead to the development of efficient repre-
sentations for encoding the visual environment. We further
summarized how attentional effects, which are needed to
manage the overflow of perceptual input, fall naturally out of
the combined neural dynamics of bidirectional connectivity
and inhibitory competition. When these neural mechanisms
are used to simulate spatial attention tasks widely used in
cognitive psychology, they provide novel explanations of
both intact and brain-damaged performance, which accord
better with the data than do theories based on a more abstract
information-processing approach.

In the domain of learning and memory, we showed how an
understanding of the capacities of fundamental neural mech-
anisms can lead to insights into how the brain has divided
up the overall function of memory. Specifically, computa-
tional tradeoffs—between learning specifics versus learning
generalities and between interconnected and isolated repre-
sentations—suggest that different brain areas should be spe-
cialized to perform these different functions. This fits well
with a wide range of data. Thus, the computational models
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help us to understand not only how the brain is organized to
perform cognitive functions, but also why it might be orga-
nized this way in the first place.

In the domain of higher level cognition, we showed how
models have helped to begin addressing the mechanisms that
might underlie complex behaviors, such as those that require
moving beyond habitual or prepotent responses. Specifically,
active maintenance subserved by prefrontal cortex may support
alternative choices, allowing habitual behaviors to be inhibited
via lateral inhibitory mechanisms within the cortex. The ability
to update activation-based representations in prefrontal cortex
rapidly may be a critical component of flexible behavior.

In conclusion, we hope that these examples provide a suffi-
cient basis to understand both the strengths of neural network
models and the criticisms surrounding them. Even though
there are undoubtedly many missing features of these models,
we think that they capture enough of the most important prop-
erties to provide satisfying simulations of cognitive phenom-
ena. Furthermore, the very endeavor of creating these models
raises a large number of important questions that are only
beginning to be answered. Models should thus serve as an im-
portant part of the process of scientific progress in understand-
ing human cognition.
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Remodeling of neural circuitry in response to experience
occurs in diverse animal species, in numerous components of
the brain, and at many points in development through adult-
hood. Some animal species have evolved special capabilities
to extract information from the environment and put it to use in
survival, but the abilities vary considerably. Some qualities of
information are often quite simple, such as chemotaxis (e.g.,
moving away from noxious chemicals) or pheromones that
initiate reproductive sequences.At first glance it would appear
that many invertebrates do not learn much from experience,
but the limited learning capacity of the lowly sea slug was the
model system leading to one of the recent Nobel prizes in neu-
roscience (Kandel, 2001). The relative simplicity of that sys-
tem made it accessible to study, but other invertebrate species
have found niches where the ability to assimilate enormous
amounts of information quickly has had survival value. Two
species are of particular interest as illustrations: The honeybee
leaving the hive for the first time incorporates a large amount
of information about landmarks and food resources and un-
dergoes substantial remodeling of its small brain (Fahrbach,
Moore, Capaldi, Farris, & Robinson, 1998). Clearly there has
been an adaptive value in this social species to develop a spe-

cialized brain system to store information rapidly on the very
first flight out of the hive in a relatively permanent rewiring of
the brain. Although less is known about what happens to the
brain of octopuses, they have clearly adapted to a niche where
survival is dependent on observation of the environment and
incorporation of information about prey patterns. It is of con-
siderable interest not only that octopuses are extremely smart
in laboratory settings, but also that they can actually learn by
observing one another, a type of learning one associates with
higher animals. In other words, in their phylogenetic history,
some species have found experience not useful for survival
(e.g., jellyfish or lemmings), whereas other species facing
challenging niches have evolved the capacity to extract enor-
mous amounts of information. The information serves both to
refine the structure of the brain and to incorporate information
useful for survival. This evolutionary strategy apparently has
developed independently in species as diverse as honeybees,
octopuses, some species of birds, and some (but not all) mam-
mals. In this chapter I review some recent neural plasticity
research suggesting some general themes of how species use
experience in organizing brain development.

One important theme is recognition that the vast majority of
brain structure is not plastic; indeed, there are long-established
mechanisms in place to protect or repair changes caused by the
environment. Early development can be characterized by
canalization (Waddington, 1971): When the developing brain
is constructing complex, genetically determined neural sys-
tems, these should not be disturbed by minor changes in neu-
ron number, temperature, or nutrients, for example. As noted in
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many neural network models of learning, a relatively rigid
framework of neural connections laid down in early develop-
ment helps organize and constrain the effects of experience
(e.g., Quartz & Sejnowski, 1997). Although I emphasize the
genetic regulation of early brain development, recent neuro-
science research has demonstrated the potentially important in-
fluence of some environmental factors (e.g., prenatal stress or
alcohol exposure) that can influence the organism’s later abil-
ity to incorporate experience into brain structure.

A second theme is recognition of the specialization of
many neural systems to play orchestrated roles in brain de-
velopment (Black & Greenough, 1986). In many ways the
genetically programmed substrates set the stage for the safety
of the young organism, the timing of experience, and its qual-
ity. For example, early in postnatal development many infant
mammals will modify brain structures to help orient them-
selves to maternal protection and sustenance. Their cerebral
cortex, on the other hand, is relatively undeveloped at this
stage and will only become capable of structural changes in
response to experience much later. Some systems respond to
experience only within a narrow developmental window (i.e.,
a sensitive period), whereas other important systems are
open-ended and can incorporate experience through all of
adulthood. Aspects of play have their peak at a time when vi-
sual motor skills are progressing from rudimentary to refined
through a process of nearly constant, safe practice. As dis-
cussed later, in may cases the developmentally programmed
systems generally overproduce synaptic connections and use
experience to prune away the unnecessary ones.

However, as Piaget (1980) pointed out toward the end of his
life, there is a third important category: information that pro-
vides useful, idiosyncratic survival value to the individual that
could not have been predicted in its nature or timing. For a
small number of species this type of learning is quite important,
and the species appear to have evolved specialized systems that
allow storage of salient information whenever needed. Exam-
ples of such individualized, idiosyncratic information might be
the location of food caches for a squirrel, new tricks for a falcon
catching its rodent prey, a college student studying calculus, a
person taking up tennis for the first time, or a taxi driver learn-
ing the roads in a new city. This lifelong, open-ended neural
plasticity is necessarily regulated by neural and hormonal mod-
ulation and appears to create new synaptic connections to in-
corporate experience (Black & Greenough, 1986).

GENE-DRIVEN PROCESSES

It is sometimes easy to overemphasize the genetic contribu-
tion to behavior because of the recent explosion of knowledge
in this area. We now know much of the molecular biology of

cell differentiation, neuron migration, and cell regulation
and signaling. These processes are capable of building enor-
mously complex neural structures without any input from the
external environment. Indeed, in order to protect brain devel-
opment, much of the basic organization of most nervous sys-
tems is largely impervious to experience. Neural activity
that is intrinsically driven, such as that arising from the
retina of the cat or monkey in utero, can play a role in these
organization processes. The entrenchment (or resistance to
environmental influences) during embryonic development
was termed canalization by Waddington (1971). Clearly,
minor perturbations of pH or temperature should not have
drastic effects on embryogenesis if a species is to survive.
Extending that concept to the postnatal period, it would seem
adaptive for many species that brain development not be too
sensitive to variations in nutrition or experience. It would be
adaptive for brain development to be resilient to fairly major
trauma, which it often is through early childhood.

Tens of thousands of genes are uniquely expressed in
brain development, helping regulate cell number, neuron mi-
gration, the overall pattern of brain organization, the shape
and connections of individual cells, and even the microstruc-
ture of the molecules surrounding a synapse (Kandel, 2001).
For perspective, consider that I received a version of the
Human Genome Project’s DNA sequence distributed to fit on
a single CD-ROM, and presumably the developing embryo is
able to use this (relatively) simple information to sculpt
and arrange one of the most complex objects in the universe,
one that I can hold in my hands. This is not to imply that the
process of going from genetic information to neural structure
is at all easy, for this area is presently one of the most chal-
lenging and exciting areas of science and biotechnology.

I am not advocating a determinist view of brain develop-
ment, however. Some species have a survival advantage if
they can adapt to the environment or incorporate information
from it. Indeed, many mammalian species have evolved spe-
cialized structures that can incorporate massive amounts of
information. Because they have a long evolutionary history,
the specialized systems vary across species and occur in mul-
tiple brain regions, such that there is not a single place or
process for learning and memory. I will argue that some types
of neural plasticity have evolved to be incorporated into the
developmental schedule of brain development, whereas oth-
ers have evolved to serve the individual’s needs by incorpo-
rating information unique to that individual’s environment.

Although I resort to metaphors of “schedules” and “scaf-
folding,” I would like to emphasize a more contemporary
model of brain development: that derived from the study of
dynamic, nonlinear systems. From the dynamic systems
perspective, individuals can use the interaction of genetic
constraints and environmental information to self-organize
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highly complex systems (especially brains). Each organism
follows a potentially unique and partly self-determined de-
velopmental path of brain assembly to the extent that each
has unique experiences. The genetically determined restric-
tions (e.g., the initial cortical architecture) serve as con-
straints to the system, allowing environmental information
interacting with existing neural structures to organize and
refine neural connections substantially.

I will not go into further detail here, but I wish to empha-
size a balanced view of genotype-driven processes providing
much of the basic structure of the brain, which is to an extent
resistant to experience. Some of these genetically determined
structures have evolved to constrain and organize experien-
tial information, facilitating its storage in the brain in massive
quantities. Although much of the remainder of this article
focuses on neural plasticity, it is important to remember that
such processes have a complex and genetically determined
foundation. Deviations in that foundation (e.g., genetic
disease or structural lesions) can have a profound impact on
how experience shapes the brain, as well as on how therapeu-
tic efforts can help restore it.

EXPERIENCE-EXPECTANT DEVELOPMENT

Although numerous examples of neural plasticity have been
found in mammalian species, much of plasticity can be clas-
sified into two basic categories. Experience-expectant devel-
opment involves a readiness of the brain to receive specific
types of information from the environment. This readiness
occurs during critical or sensitive stages in development dur-
ing which there are central adaptations to information that is
reliably present for all members of the species. This informa-
tion includes major sensory experience, such as patterned
visual information, as well as information affecting social,
emotional, and cognitive development. One aspect of the
brain’s readiness to receive this expected information is the
overproduction of neural connections, of which a subset is
selectively retained on the basis of experience.

A general process observed in many mammalian species is
that a surplus of connections is produced, a large portion of
which is subsequently eliminated. Evidence for overproduc-
tion and partial elimination of synapses during development
has been found in many brain regions and species including
cat (Cragg, 1975), rodent (Greenough & Chang, 1988),
monkey (Boothe, Greenough, Lund, & Wrege, 1979;
Bourgeois, Goldman-Rakic, & Rakic, 1994), and humans
(Conel, 1939–1967). The overshoot in the number of
synapses produced in cortical areas in many animals, includ-
ing humans, has been estimated to be roughly double the
number found in adults (P. R. Huttenlocher & de Courten,

1987; see P. R. Huttenlocher, 1994, for review). In humans,
synaptic density and estimates of total synapse numbers in
the visual cortex reach a peak at approximately 8 months of
age, with synapse numbers declining thereafter (e.g., P. R.
Huttenlocher & de Courten, 1987). Another important find-
ing by P. R. Huttenlocher (1979) was that human frontal cor-
tex has its blooming and pruning of synapse substantially
delayed, with its peak occurring during childhood. A recent
large-scale longitudinal magnetic resonance imaging (MRI)
study found that many cortical regions will expand their gray
matter volume and then contract during development, with
frontal and parietal regions doing this in adolescence and
later (Gledd et al., 1999).

The process of overproduction and selective elimination of
synapses appears to be a mechanism whereby the brain is
made ready to capture critical and highly reliable information
from the environment. This possibility is supported by several
lines of research, reviewed next, indicating that the pruning
into structured patterns of functional neural connections re-
quires appropriate patterns of neural activity that are obtained
through experience. These events occur during known critical
or sensitive periods. Furthermore, the pruning appears to be
driven by competitive interactions between neural connec-
tions such that inactive neural connections are lost and con-
nections that are most actively driven by experience are
selectively maintained. In many cases it appears that regula-
tion of neural plasticity systems has evolved to take advantage
of information that could be expected for all juvenile mem-
bers (i.e., it has an adaptive value for the whole species, not
just for individuals). Many of the experiments described in
this section disturb some aspect of the expected experience,
often with substantial disruptions of further development.

Visual Deprivation

Studies of the effects of early visual deprivation have pro-
vided some of the strongest examples of experience inducing
neural structure during development. Together they indicate a
direct link between patterns of experience-expectant visual
information and patterns of neural connectivity. Experimental
visual deprivation falls into two main classes. Binocular
deprivation of vision can be complete, depriving animals of
all visual stimuli, or partial, depriving animals of patterned
visual stimuli. This is achieved, for example, by raising ani-
mals in complete darkness or by suturing both eyelids shut,
respectively. Partial deprivation reduces or distorts visual ex-
perience in some fashion. Complete deprivation of both eyes
leads to a loss in complex visuomotor learning and in the pre-
cision of neuronal response properties, but it preserves bal-
ance in eye dominance and basic perceptual skills (e.g.,
Zablocka & Zernicki, 1990). In contrast, selective deprivation
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of one eye during the critical period leads to a drastic reduc-
tion in its control over visual cortex neurons and behavior,
and the nondeprived eye correspondingly gains in control.
The degree of recovery from deprivation depends on the
species and the deprivation period’s onset and duration.

Binocular Deprivation

Studies of binocular deprivation have shown that appropriate
visual stimulation during certain stages of development is
critical for the development of normal neural connectivity in
the visual system. Dark rearing or bilateral lid closure in de-
veloping animals results in behavioral, physiological, and
structural abnormalities in visual pathways (e.g., Michalski &
Wrobel, 1994; Riesen, 1965; Wiesel & Hubel, 1965). The
severity and reversibility of the visual impairments are de-
pendent on the onset and duration of the deprivation, corre-
sponding to defined sensitive periods of a given species
(Walk & Gibson, 1961). Even short periods of early visual
deprivation can result in impairments in visuomotor skills,
such as visually guided placement of the forepaw in cats
(Crabtree & Riesen, 1979). The structural effects of dark rear-
ing include smaller neuronal dendritic fields, reduced spine
density, and reduced numbers of synapses per neuron within
the visual cortex (Coleman & Riesen, 1968; Cragg, 1975;
Valverde, 1971). In kittens, for example, developmental
binocular deprivation results in a 40% reduction in the num-
ber of adult visual cortex synapses (Cragg, 1975).

Selective Deprivation

Selective deprivation experiments have indicated the impor-
tance of specific types of visual experience to normal
brain development. For example, kittens reared in a strobe-
illuminated environment have plentiful visual patterns but
are selectively deprived of any experience of movement
(i.e., movement in the visual field would appear jerky or
disconnected). Specific impairments in motion perception
have been found in such kittens (Marchand, Cremieux, &
Amblard, 1990). These animals had visual cortical neurons
that were insensitive to visual motion (Cynader & Cmerneko,
1976), and they were impaired on visuomotor behavioral
tasks that utilize motion (Hein, Held, & Gower, 1970).

Other work has limited visual experience to specific visual
patterns, or contours. Hirsch and Spinelli (1970) raised kit-
tens in chambers with one eye exposed to just horizontal
stripes and the other eye to just vertical stripes. Physiological
recordings of visual cortical neurons of these kittens revealed
that they were most responsive to stimuli oriented in the di-
rection of the stripes that they had experienced. Behaviorally,

stripe-reared animals perform best on tests using stimuli in
the orientation to which they were exposed during develop-
ment (Corrigan & Carpenter, 1979; Pettigrew & Freeman,
1973). Unlike dark rearing or bilateral lid closure, stripe rear-
ing does not appear to result in an overall diminishment of
neuronal size, but it does alter the orientation of the neuronal
dendritic arbors (Coleman, Flood, Whitehead, & Emerson,
1981; Tieman & Hirsch, 1982). Thus, neural function appears
to be determined by the pattern, in addition to the overall
number, of neural connections.

Monocular Deprivation

A great deal has been learned about experience-expectant
processes from one particular deprivation model. In species
with stereoscopic vision, including cats and monkeys, binoc-
ular regions of the cortex receive information from each eye
via projections from the lateral geniculate nucleus in adjacent
stripes or columns within cortical layer IV, termed ocular
dominance columns. With normal experience early in devel-
opment, the cortical input associated with each eye initially
projects in overlapping terminal fields within layer IV. Dur-
ing development in normal animals, these axonal terminal
fields are selectively pruned, resulting in sharply defined bor-
ders between ocular dominance columns in adult animals.
The neurons of this layer send convergent input to other lay-
ers, made up in large majority of binocularly driven neurons
(LeVay, Wiesel, & Hubel, 1980).

Early studies of monocular deprivation in stereoscopic an-
imals appeared to show that the formation of the ocular
dominance columns is dependent on the visual input from
each eye during the critical period, becoming one of the
most often cited examples in textbooks of experience shap-
ing brain structure. In monocularly deprived monkeys,
the axons projecting from the deprived eye regress, whereas
the axons from the experienced eye do not. As a result, the
columns corresponding to the deprived eye thin, whereas the
columns of the nondeprived eye are enlarged relative to nor-
mal animals (Antonini & Stryker, 1993; LeVay et al., 1980).
Thus, the axonal terminals from the dominant eye appear to
be maintained selectively at the expense of the inactive input
of the deprived eye, which has its excessive synapses elimi-
nated. Physiologically, the number and responsiveness of
cells activated by the deprived eye are severely decreased
(Wiesel & Hubel, 1965). Functionally, monocular depriva-
tion for an extended period during development results in
near blindness to visual input in the deprived eye. In contrast,
binocular deprivation principally results in a loss of visual
acuity. Physiologically, it reduces but does not abolish the re-
sponse of neurons to visual stimuli (Wiesel & Hubel, 1965).
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It also does not prevent the formation of ocular dominance
columns, although the segregation of columns is well below
normal (LeVay et al., 1980; Mower, Caplan, Christen, &
Duffy, 1985; Swindale, 1988). However, it now appears that
in many respects the ocular dominance columns are estab-
lished well before any visual experience and independently
of competitive neural activity (Crowley & Katz, 2002). The
effects of early experience and the critical period remain
quite robust, so a revisionist interpretation is that the columns
are established by genetically driven mechanisms and pro-
vide scaffolding for the effects of later experience.

The physiological and anatomical effects of monocular de-
privation occur fairly rapidly. Antonini and Stryker (1993)
found that the shrinkage of geniculocortical arbors corre-
sponding to the deprived eye was profound in cats with only
6 to 7 days of monocular deprivation, similar to that found
after 33 days of deprivation. Like binocular deprivation, the
recovery from the deprivation is sensitive to the time of onset
and the duration of the deprivation. Monocular deprivation
corresponding to the sensitive period of a given species
results in enduring impairments and physiological nonre-
sponsiveness (e.g., Wiesel & Hubel, 1965), whereas even
very extensive deprivation in adult animals has little effect
(Blakemore, Garey, & Vital-Durand, 1978). In humans, early
monocular deprivation resulting from congenital cataracts
can have severe effects on acuity, even after treatment,
whereas adults who develop cataracts in one eye show little
posttreatment impairment (Bowering, Maurer, Lewis, &
Brent, 1993). The sensitive period for monocular deprivation
effects can be affected by prior experience. For example, the
maximum sensitivity to monocular deprivation effects in kit-
tens is normally during the fourth and fifth weeks after birth
(Hubel & Wiesel, 1970; Olson & Freeman, 1978). Cynader
and Mitchell (1980) found that kittens dark-reared from birth
to several months of age maintained a physiological sensitiv-
ity to monocular deprivation at ages that normal kittens are in-
sensitive. Dark-reared animals do not, however, simply show
normal visual development at this later age. With binocular
deprivation early in life, the ocular dominance columns of
layer IV do not segregate in a fully normal pattern and do not
maintain a structural sensitivity to monocular deprivation
effects (Mower et al., 1985).

Deprivation in Other Sensory Systems

Although much of the research has utilized the visual system,
experience-expectant processes can be observed in other sen-
sory systems. Within layer IV of the somatosensory cortex in
rodents, each whisker is represented by a distinctly clustered
group of neurons arranged in what have been called barrels

(Woolsey & Van der Loos, 1970). The cell bodies of these
neurons form the barrel walls with a cell-sparse region form-
ing the barrel hollow. In adult animals the input from each
whisker (via the thalamus) terminates predominantly within
the barrel hollows. Positioned to receive this input, most of
the dendrites of the neurons lining the barrel wall are also ori-
ented into the barrel hollow. This distinctive pattern of barrel
walls surrounding a hollow forms after birth, prior to which
neurons in this region appear homogenous. Because there is
simultaneous regression of dendrites inside the barrel walls
and continued growth of dendrites in the barrel hollows, these
overlapping processes mask the expected synapse overpro-
duction and pruning back because the overall pattern is one of
dendritic expansion (Greenough & Chang, 1988). If not for
the location of information provided by the structure of the
barrel, this dendritic regression would be entirely masked.

Many rodents use their vibrissae (highly developed
whiskers) to navigate in the dark (along with heightened
olfactory perception). One might expect, therefore, that the
whisker barrel region, with its overlapping blooming and
pruning of synapses, would be sensitive to experience. In-
deed, Glazewski and Fox (1996) were able to demonstrate
experience-expectant plasticity in the barrel field cortex of
young rats by reducing the complement of vibrissae on one
side of the muzzle to a single whisker for a period of 7, 20, or
60 days. The vibrissa dominance distribution was shifted sig-
nificantly toward the spared vibrissa, which gained control of
more neurons in barrel cortex while the deprived whiskers
lost control. As the deprived whiskers grew back in, they pro-
gressively gained back some control of neurons from the
spared whisker. Whisker deprivation had the strongest effects
in weanling animals, and very little in adult rats.

Humans appear to have something like a critical period for
attachment, in that if the expected nurturing behavior does not
occur in a timely manner, then subsequent emotional develop-
ment will be disrupted. Human and primate studies have re-
vealed substantial effects of disrupted attachment on behavior
and endocrine function, but little is known about any underly-
ing neural plasticity. The phenomenon known as imprinting
(e.g., by which newly hatched chicks learn to recognize moth-
ers) involves both the formation of new synapses and elimina-
tion of preexisting synapses (Horn, 1986; Patel, Rose, &
Stewart, 1988). Imprinting fits our definition of experience-
expectant neural plasticity, but it is an example of social rather
than perceptual development. It is important to note that vari-
ous primate species are differentially sensitive to maternal
deprivation and it would appear that humans are one of the
relatively sensitive species. For example, rhesus monkeys
raised in isolation show an enduring and heightened responses
to stress; abnormal motor behaviors including stereotyped
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movements, sexual dysfunction, and eating disorders; and
various extreme forms of social and emotional dysfunction
(Sackett, 1972). The effects of total social isolation are more
severe than the effects of partial isolation, which permits vi-
sual and auditory interactions with other animals but no direct
contact. Martin, Spicer, Lewis, Gluck, and Cork (1991) found
that socially deprived rhesus monkeys showed a marked re-
duction in the dopaminergic and peptidergic innervation
within the caudate-putamen, substantia nigra, and globus pal-
lidus. In addition to evidence of reduced neuronal growth and
development, socially deprived monkeys show brain abnor-
malities more typical of neurological disorders. It is important
to note, however, that many of these studies confound social
deprivation with experiential deprivation, such that we still
know relatively little about structural brain changes related to
each social experience.

EXPERIENCE-DEPENDENT DEVELOPMENT

Experience-dependent development involves the brain’s
adaptation to information that is unique to an individual. This
type of adaptation does not occur within strictly defined crit-
ical periods as the timing or nature of such experience cannot
be reliably anticipated. Therefore, this type of neural plastic-
ity is likely to be active throughout life. It is important to rec-
ognize, however, that such systems cannot be constantly “on”
and recording information. They need to have some kind of
regulatory process that helps filter important information
from the extraneous material. Although this type of process
does not have fixed windows of plasticity, there may be nec-
essary sequential dependencies on prior development. For
example, a child learns algebra before she masters calculus.
Sometimes experience-dependent processes will depend on
prior experience-expectant ones, as in language development
with a universal sensitive period followed by more idiosyn-
cratic expansion of grammar and vocabulary.

Manipulating Environmental Complexity

One important central mechanism for experience-dependent
development is the formation of new neural connections, in
contrast to the overproduction and pruning back of synapses
often associated with experience-expectant processes. This
idea was initially supported by experiments in which the
overall complexity of an animal’s environment is manipu-
lated as well as from experiments using specific learning
tasks. Modifying the complexity of an animal’s environment
can have profound effects on behavior and on brain structure
both in late development (e.g., after weaning in rats) and in

adulthood. In experimental manipulations, animals are
typically housed in one of three conditions: individual cages
(IC), in which the animals are housed alone in standard labo-
ratory cages; social cages (SC), in which animals are housed
with another rat in the same type of cage; and complex or en-
riched environments (EC), in which animals are housed in
large groups in cages filled with changing arrangements of
toys and other objects. Raising animals in an enriched
environment provides ample opportunity for exploration and
permits animals to experience complex social interactions,
including play behavior, as well as the manipulation and spa-
tial components of complex multidimensional arrangements
of objects.

Following a tradition established by the well-known
Berkeley group (e.g., Bennett, Diamond, Krech, &
Rosenzweig, 1964), the experimental groups are often re-
ferred to as enriched and impoverished. It is important to em-
phasize that these are more accurately described in terms of
varying degrees of deprivation, relative to the typical envi-
ronment of feral rats. Barring considerations of stress or nu-
trition, I would argue that EC rats experience something
close to normal brain development and that EC brains would
closely resemble those of rats raised in the wild. Although a
great deal of useful information can be obtained from labora-
tory animals, it is important in this chapter to understand that
standard animals are generally overfed, understimulated, and
physically out of shape.

Animals raised in complex environments are superior on
many different types of learning tasks (reviewed in Black &
Greenough, 1986). Various studies have suggested that EC
animals may use more and different types of cues to solve
tasks and may possess enhanced information-processing
rates and capacities (Greenough, Volkmar, & Juraska, 1973;
Juraska, Henderson, & Muller, 1984; Thinus-Blanc, 1981).
Their superiority in complex mazes may rely in part on a
greater familiarity with complicated spatial arrangements ob-
tained through their rearing environment. These abilities are
generalized across a wide range of other learning tests,
however, suggesting that the EC’s abilities do not simply
lie in specific types of information gathered from the rearing
environment. Rather, the brain adaptation to complex envi-
ronment rearing involves changing how information is
processed (i.e., the EC rat appears to have learned to learn
better).

Examinations of brain structures of animals reared in com-
plex environments reveal a growth of neurons and synaptic
connections in comparison to siblings raised in standard
cages. This phenomenon has been most prominently studied
in the visual cortex, which shows an overall increase in thick-
ness, volume, and weight (e.g., Bennett et al., 1964); dendritic
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branching, complexity, and spine density (e.g., Greenough,
Volkmar, & Juraska, 1973; Holloway, 1966); synapses per
neuron (Turner & Greenough, 1983, 1985); and larger synap-
tic contacts (Sirevaag & Greenough, 1985) in rats reared in
complex environments. The number of synapses in EC rats is
elevated by approximately 20% to 25% within superficial lay-
ers of the visual cortex (Turner & Greenough, 1985). Compa-
rable anatomical data have been reported in cats given
complex experience (Beaulieu & Colonnier, 1987).

The effects of environmental complexity have many dif-
ferent dimensions. The EC effects on brain structure cannot
be attributed to general metabolic, hormonal, or stress differ-
ences across the different rearing conditions (reviewed in
Black, Sirevaag, Wallace, Savin, & Greenough, 1989). Thus,
the structural brain changes may be specifically the result of
altered neuronal activity and information storage. Young EC
rats will add new capillaries to visual cortex, presumably in
support of increased metabolic activity (Black, Sirevaag, &
Greenough, 1987). Rats reared in a complex environment
tend to have slower growth of skeleton and internal organs
(Black et al., 1989), as well as altered immune system re-
sponsivity (Kingston & Hoffman-Goetz, 1996). Evidence
that male and female rats differ in their responses to the
complex environment in both the visual cortex and the hip-
pocampus suggest at least a modulatory role for sex hormones
in the EC-IC brain effects, at least in early postnatal develop-
ment (Juraska, 1984). Multiple brain regions can show evi-
dence of structural change in EC animals, including the
temporal cortex (Greenough et al., 1973), the striatum (Com-
ery, Shah, & Greenough, 1995), the hippocampus (Juraska,
1984), the superior colliculus (Fuchs, Montemayor, &
Greenough, 1990), and cerebellum (Floeter & Greenough,
1979; Pysh & Weiss, 1979). Mice reared in a complex
environment will have more neurons in the dentate gyrus
(Kempermann, Kuhn, & Gage, 1997). Significant changes
in rat cortical thickness and dendritic branching can be de-
tected after just four days of enrichment (Wallace, Kilman,
Withers, & Greenough, 1992). These effects are not limited to
young animals, as changes in neuronal dendrites and synapses
in adult rats placed in the complex environment are substan-
tial, although smaller than those found in rats reared from
weaning in EC (e.g., Green, Greenough, & Schlumpf, 1983;
Juraska, Greenough, Elliott, Mack, & Berkowitz, 1980).

Structural Effects of Learning

Although many activities occur in an EC environment,
clearly one of the most important is learning. If learning in the
EC environment results in structural brain changes, then sim-
ilar changes would be expected in animals in response to a

variety of training procedures. Such studies have indeed
demonstrated that major brain changes occur during learning.
These changes have been found in the specific brain regions
apparently involved in the learning. For example, training in
complex mazes requiring visuospatial memory has been
found to result in increased dendritic arbors of the visual cor-
tex in adult rats (Greenough, Juraska, & Volkmar, 1979).
When split-brain procedures were performed and unilateral
occluders placed in one eye, dendrites of neurons in the
monocular cortex mediating vision in the unoccluded eye
showed greater growth in comparison to the ipsilateral cortex
(Chang & Greenough, 1982).

Training animals on motor learning tasks has also been
found to result in site-specific neuronal changes. Rats exten-
sively trained to use one forelimb to reach through a tube to
receive cookies show dendritic growth within the region of
the cortex involved in forelimb function (Greenough, Larson,
& Withers, 1985) in comparison to controls. When rats were
allowed to use only one forelimb for reaching, dendritic ar-
borizations within the cortex opposite the trained forelimb
were significantly increased relative to the cortex opposite
the untrained forelimb. Furthermore, reach training selec-
tively alters only certain subpopulations of neurons (e.g.,
layer II/III pyramidal neurons showing forked apical shafts;
Withers & Greenough, 1989). Reach training may produce
similar results in developing animals as well. Rat pups
trained to reach with one forelimb over 9 days beginning at
weaning show increased cortical thickness in the hemisphere
opposite the trained limb in comparison to the nontrained
limb (Díaz, Pinto-Hamuy, & Fernández, 1994).

A critical question is whether these training-induced brain
changes are due to special processes of information storage
or simply are an effect of increased activity within the af-
fected brain systems. This question has been addressed in a
motor learning paradigm in which rats are required to master
several new complex motor coordination tasks (“acrobatic”
rats). These animals showed increased numbers of synapses
per Purkinje neuron within the cerebellum in comparison to
inactive controls (Black, Isaacs, Anderson, Alcantara, &
Greenough, 1990). Animals exhibiting greater amounts of
motor activity in running wheels or treadmills (Black et al.,
1990), or yoked-control animals that made an equivalent
amount of movement in a simple straight alley (Kleim et al.,
1997), did not show significant alterations in synaptic con-
nections in the cerebellum. Thus, learning, and not simply the
repetitive use of synapses that may occur during dull physical
exercise, led to synaptogenesis in the cerebellum.

It is interesting that the exercising animals did show
some structural changes: The density of capillaries in the
involved region of cerebellum was significantly increased,
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corresponding to what would be seen if new blood vessels
developed to support increased metabolic demand (Black
et al., 1990). This indicates that the brain can indepen-
dently generate adaptive changes in different cellular compo-
nents. When metabolic stamina is required, vasculature is
added. When motor skills need to be learned or refined, new
synapses modify neural organization.

NEURAL PLASTICITY IN HUMANS

Due to ethical and technical limitations, it has been quite dif-
ficult to demonstrate that the human brain has neural plastic-
ity processes similar to those for other species just described.
If one considers the massive amount of information that hu-
mans incorporate (e.g., consider language learning alone)
and that this material can be retained for decades without
rehearsal, that information seemingly must be stored as last-
ing structural neural changes. Although present evidence
cannot directly describe any changes in synaptic strength or
number, human neural plasticity can be described in terms of
experience-expectant and experience-dependent processes.

One kind of human experience-expectant process that is
sensitive to selective deprivation involves perceptual mis-
match from both eyes—for example, when one eye is devi-
ated outward (strabismus) during early development. Similar
to the cat and monkey studies described earlier, if the two
eyes are sending competing and conflicting signals to the
visual cortex during the sensitive period, the brain effectively
shuts down or becomes insensitive to the nondominant eye.
In humans, the resulting perceptual disorder is termed ambly-
opia (or lazy eye), and it results in clear perceptual deficits if
surgery does not correct this visual misalignment during the
critical period. The strabismus-related perceptual deficit was
the first and still best established example of human neural
plasticity (Crawford, Harwerth, Smith, & von Noorden,
1993). Recent technology, such as positron-emission tomog-
raphy (PET), has demonstrated that patients with uncorrected
strabismus use different areas of cortex for visual process-
ing than do normal controls (e.g., Demer, 1993). Pharma-
cological manipulations suggest that human visual cortex
plasticity is similarly influenced by gamma-aminobutyric
acid (GABA), N-methyl-D-aspartate (NMDA), and acetyl-
choline as demonstrated in animal studies (Boroojerdi,
Battaglia, Muellbacher, & Cohen, 2001). Although the tim-
ing, regulation, and structural changes of this sensitive period
need further study, the early evidence suggests a clear paral-
lel to the studies described earlier of kittens with selective
deprivation of vision.

Some preliminary evidence exists that humans can alter
brain function with extensive training, corresponding to the
experience-dependent processes already described. For ex-
ample, using functional magnetic resonance imaging (fMRI)
to measure regional blood flow in the brain, Karni et al.
(1995) demonstrated increased cortical involvement after
training subjects in a finger-tapping sequence. Elbert, Pantev,
Weinbruch, Rockstroh, and Taub (1995) showed substantial
expansion of cortical involvement associated with the
amount of training to play the violin. Rehabilitation ther-
apy after brain injury produced similar fMRI changes
(Frackowiak, 1996). Motor training also causes changes in
cerebellum function (Doyon et al., 2002) that correspond to
the anatomical changes observed with acrobatic training of
rats. Nobody can yet show directly that humans produce new
synapses with this type of learning, but these fMRI changes
are what we would expect if synaptogenesis were occurring
in an experience-dependent process.

In one of the few studies showing a structural, as opposed
to functional, change in response to experience, Maguire
et al. (2000) studied London taxi drivers with MRI. The re-
searchers found larger volumes of anterior hippocampi asso-
ciated with longer training. This finding suggests that there
are structural changes in humans in response to the storing of
enormous amounts of geographic information learned during
two years of training.

Not all experience-related changes in human brain func-
tion are positive adaptations. Just as rats can suffer hip-
pocampal damage and memory impairment when exposed to
chronic stress, there is emerging evidence that stress can
affect humans as well. Initial studies of Vietnam veterans
who had experienced combat stress revealed memory impair-
ment in otherwise healthy, middle-aged men (Bremner et al.,
1993). Just as in the rat studies, early trauma can have lasting
effects on stress regulation. For example, Yehuda et al.
(1995) demonstrated endocrine dysregulation persisting for
decades following exposure to trauma, in this case with sur-
vivors of the Holocaust. Bremner et al. (1995) later con-
firmed that the memory deficits in Vietnam veterans were
associated with atrophy of the hippocampus, reflecting possi-
ble neuron damage or cell death. The size of the superior tem-
poral gyrus, a structure involved in language, is also
negatively affected by early trauma in children with posttrau-
matic stress disorder (De Bellis et al., 2002). Patients, both
young and old, often describe an indelibility of the trauma
memory with lasting effects on affective regulation (some-
times manifested as posttraumatic stress disorder or personal-
ity disorders), suggesting that structural changes may
typically underlie these symptoms.
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CONCLUSION

In conclusion, experience is increasingly important in build-
ing a brain as we look up the phylogenetic ladder toward
humans. Recent neuroscience research reveals a number of
important, interconnected principles of brain development
of relevance to psychologists. First, many aspects of brain
structure are genetically predetermined and serve as the
scaffolding for the encoding of experience during develop-
ment. Thus, the metaphor of the blank slate is inaccurate. A
better metaphor for development is that of formatting
the hard drive (genetics) before information may be stored
(experience).

Second, I would like to emphasize the dynamic systems
perspective, such that early brain pathology or distorted ex-
perience may set a maladaptive course for development, but
the organism will often make efforts to compensate for it. At
one level, different parts of the brain may try to compensate,
and beyond that the organism may seek out new experience
in areas where it has strength. Plasticity is a central feature of
mammalian brains, and one should not consider early brain
damage or aberrant experience as determining the organism’s
fate forever. It is with this second principle of dynamic
systems that the hard drive metaphor breaks down. Unlike
brains, hard drives do not sculpt or mend themselves.

Third, in describing information storage mechanisms, I
have tried to define the similarities and differences between
maturation and learning. Maturation consists of experience-
expectant processes. Experiences leading to maturation
have survival value for the entire species and may be criti-
cal to survival. Learning involves experience-dependent
processes that may be critical for idiosyncratic information
that may in turn be critical to the individual’s functioning. In
addition, some aspects of experience (e.g., play in juvenile
EC-IC rearing) may influence both experience-expectant and
experience-dependent processes. In fact, these processes
probably cannot be entirely isolated because they have
substantial interactive consequences for how the brain
processes information and because they share mechanisms at
the cellular level.

Fourth, the evidence that different species have different
susceptibilities to experience and that brain areas are differen-
tially influenced by experience suggests that information
storage mechanisms have not remained stable through evolu-
tion. As more complicated sensory, motor, and information-
processing schemes evolved, experience was utilized in two
ways: (a) to shape common features of the nervous system
through experiences common to members of the species and
(b) to provide for storage of information about the unique

environment of the individual. The underlying mechanisms
may have diverged to meet these separate needs, such that
system-wide overproduction at a specific maturational stage,
followed by selection, subserves storage of common infor-
mation, whereas local activity-dependent synaptogenesis,
again followed by selection, subserves later storage of unique
information.

Fifth, I described experience-expectant processes in terms
of the species-wide reliability of some types of experience.
I suggested that species survival may be facilitated by
information-storage processes anticipating an experience
with identical timing and features for all juvenile members. A
structural correlate of expectation may be a temporary over-
production of synapses during the sensitive period with a
subsequent pruning back of inappropriate synapses. This
experience-expectant blooming of new synapses is distrib-
uted more or less uniformly across the entire population of
homologous cells. The neuromodulatory event that triggers
this synapse overproduction may be under maturational con-
trol or may be activity dependent (as after eye opening), but
it is diffuse and pervasive. The expected experience produces
patterned activity of neurons, effectively targeting which
synapses will be selected, as illustrated for monocular depri-
vation in binocular species.

Experience-dependent mechanisms, on the other hand,
may utilize synapse generation and preservation in different
balance for a quite different effect. Because these neural plas-
ticity mechanisms cannot anticipate the timing or specific
features of such idiosyncratic experience, the sensitive period
is necessarily left wide open. Here synapses are generated lo-
cally, upon demand of some modulatory signal. The specific
nature of modulation, which could be locally elicited by
neural activity or by hormonal signals, remains an open ques-
tion for future research. The organism’s active participation
is important in obtaining and stabilizing experience. For
example, juvenile play or adult attention may serve both to
extract new information (increase contrast) and to help repeat
it or stabilize it (increase coherence). This experience-
dependent localized shaping of connectivity suggests that
very multimodal and diverse experience (as in EC) would
produce widespread increases in synaptic frequency, but that
relatively specific experience (as in training tasks) would
produce more localized increases.

Sixth, animals raised in EC differ from ICs primarily in
the complexity of experience available, so that self-initiation
of experience (e.g., exploratory activity) is a key determinant
of timing and quality of experience. This feature is consistent
with the dynamic systems perspective of development (e.g.,
Thelen & Smith, 1995) in that the connectivity modifications
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observed in the EC animals appear more related to how
neural activity is processed than how much is processed. For
example, both EC and IC animals use approximately the
same amount of light (average intensity on the retina) quite
differently—one with self-initiated activity and its visual
consequences, the other with dull routine. Some species
(probably including humans) have altered behavior so as to
increase the likelihood of obtaining enriched experience. For
example, weanling rats are generally quite playful and ac-
tive in comparison to adults, probably due to the same burst
of playful activity we observe in kittens, puppies, and
toddlers. The burst of playfulness may be developmentally
programmed and generally useful to all members of a
species (Haight & Black, 2001; Ikemoto & Panksepp, 1992;
Smith, 1982).

Seventh, I argued earlier that brain development can be
viewed as an elaborate scaffolding of gene-driven, experience-
expectant, and experience-dependent processes.Although it is
oversimplifying to use linear terms like scaffolding or sched-
ule, it is important to see that many components are quite de-
pendent on the completion of earlier steps. Thus, the later
synaptic blooming and pruning of human frontal cortex com-
pared to visual cortex may reflect a sequential dependency.
Neural and cognitive development may require the strictly
ordered sequence of the development of sensory modalities
(e.g., touch before vision; Gottlieb, 1973; Turkewitz & Kenny,
1982). Multiple sensitive periods may (a) prevent competition
between modalities and (b) help integrate information across
modalities (e.g., touch coming before vision may help in the
development of visuomotor skills). It is interesting to specu-
late on the specific roles of the protracted overproduction and
loss of synapses observed by P. R. Huttenlocher (1994) in
human prefrontal cortex. In visual cortex, properties such as
stereoscopic depth perception and the orientation tuning of re-
ceptive fields develop through experience during the early part
of postnatal life. If a particular aspect of experience is missing,
then subsequent visual function is disturbed. It might be of
value for students of cognitive development to consider, for
prefrontal cortex, what constitutes the cognitive equivalent of
exposure to expected visual experience.

Another developmental process with innate roots but
nonetheless quite dependent on early experience is language
acquisition. Although the question of whether language has
an innate deep structure is still debated, it is clear that chil-
dren rapidly acquire an enormous amount of vocabulary,
grammar, and related information, and that there is a criti-
cal period for language acquisition. One of possibly hundreds
of genes involved has been tentatively identified. The
specialized cortical adaptation of Broca’s area also exists
in the great apes, suggesting that it has been present for some

5 million years and is now part of the scaffolding structure on
which humans have hung language (Cantalupo & Hopkins,
2001). For middle-class American families, the rate of
vocabulary acquisition is directly related to the amount of
verbal stimulation the mother provides (e.g., J. Huttenlocher,
Haight, Bryk, Seltzer, & Lyons, 1991). There is apparently a
sensitive period for acquiring the ability to discriminate
speech contrasts. For example, prior to 6 or so months of life,
infants from English-speaking homes are able to discriminate
speech contrasts from a variety of languages, including Thai,
Czech, and Swedish, much the way native adult speakers are
able to. However, sometime between 6 and 12 months, this
ability is gradually lost, such that after this age infants be-
come more like adults who are most proficient in discrimi-
nating the speech contrasts from their native language (Kuhl,
1993). Language is another area where play and child-
directed experience are important parts of learning, as is rec-
iprocity between parent and child. Preliminary findings
suggestive of experience-dependent neural plasticity in lan-
guage were from a quantitative neuroanatomy of Jacobs,
Schall, and Scheibel (1993), who found a clear relationship
between the amount of education up to the university level
and the amount of dendritic branching of neurons in Broca’s
area. Thus, language provides a vertical example that in-
cludes influences from genetic and neuroanatomical do-
mains, evidence suggestive of an experience-expectant
process, the coconstruction of enriched experience, and the
possibility of lifelong or experience-dependent information
storage.

Finally, the scaffolding of information from one domain
being used to support a new domain of development can be
seen in an older but still elegant series of experiments
(Hein & Diamond, 1971; Held & Hein, 1963), in which kit-
tens rode in a gondola that allowed vision but restricted
movement, wore large collars that allowed free movement
but prevented visualization of their paws, or had surgery that
prevented their eyes from tracking their paws in space. These
kittens had normal overall amounts of visual and propriocep-
tive information, but the lack of perceptual integration in
these modalities caused profound behavioral pathology. Note
that all of the types of deprivation described here either inter-
fere with contrast (less information; e.g., monocular depriva-
tion, strobe rearing, or stripe rearing) or coherence (less
consistency of input; e.g., strabismus, wearing prisms, or
riding in gondolas).

An important direction for future research is the examina-
tion of behavioral changes that may lead to synaptic changes
in several of the functions known to be subserved by the
human prefrontal cortex. For example, it has long been known
that the ability to use strategies to solve problems and to
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engage in hypothetico-deductive reasoning are abilities that
are heavily dependent on regions of the prefrontal cortex.
Generally, it is not until formal schooling begins that these
problem-solving skills are fostered, encouraged, and eventu-
ally required. Given the long trajectory of synaptic pruning
that goes on in this region of the brain (see P. R. Huttenlocher,
1994, for review), it would stand to reason that these experi-
ences may cultivate the circuits that will lead eventually to
more sophisticated forms of thought, such as the cluster of
abilities referred to as executive functions and social behavior
(Post, 1992).
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Psychology at the beginning of the twenty-first century has be-
come a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field. 

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology. 

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that define the
fields they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective fields. Third, for psychologists seeking
to become conversant with fields outside their own specialty
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature. 

The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER

Tampa, Florida
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This volume is intended to provide thorough, accessible tuto-
rials on the major topic areas in the field of experimental psy-
chology. The volume should be useful not only as a reference
source for professionals, being part of this Handbook, but
also as an effective, stand-alone textbook for students. Con-
sequently, the volume is aimed at professional psychologists,
entry-level graduate students, and advanced undergraduates
who have some relatively limited background in experimen-
tal psychology. Just as reading this volume does not depend
on reading the other volumes in the series, reading a specific
chapter in this volume is not contingent on reading any other
chapters. Each chapter provides an up-to-date, state-of-the-
art review of a specific subfield of experimental psychology,
providing coverage of what is known and what is currently
being done, along with some of the historical context.

WHAT IS EXPERIMENTAL PSYCHOLOGY?

The experimental method is defined by the manipulation of
independent variables and the measurement of dependent
variables. Extraneous variables are either controlled or al-
lowed to vary randomly. In particular, care is taken to remove
any variables that are confounded with the independent vari-
ables. Because of the control exerted, this method permits the
investigator to isolate causal relations. Any change in the de-
pendent variables can be viewed as caused by the manipula-
tion of the independent variables.

Experimental psychology has a rich heritage that started
when Wilhelm Wundt created the first psychology laboratory
in 1879 at the University of Leipzig. Because of the unique
ability to draw causal inferences with experiments, early psy-
chology was essentially experimental psychology. Although
there are certainly those who think that the experiment is the
wrong methodology for many aspects of psychology, the pri-
mary methodological goal of most research in psychology
has been the exertion of as much control as possible, so that
the general idea of the experiment as the ideal research tool is
widely accepted in psychology.

Today the term experimental psychology does not, how-
ever, cover all of the areas in psychology that employ the

experimental method. The use of experiments is widespread,
including, for example, research in biological, social, devel-
opmental, educational, clinical, and industrial psychology.
Nevertheless, the term experimental psychology is currently
limited to cover roughly the topics of perception, perfor-
mance, learning, memory, and cognition. Although by
definition empirical in nature, research on experimental psy-
chology is focused on tests of theories, so that theoretical and
experimental objectives and methods are necessarily inter-
twined. Indeed, research in experimental psychology has be-
come progressively more interdisciplinary, with an emphasis
on not only psychological theories but also theories based on
other disciplines including those in the broader fields of
cognitive science and neuroscience. In addition, since its in-
ception there has been a continued growth and relevance of
experimental psychology to everyday life outside of the lab-
oratory. The potential applications of the results of psychol-
ogy experiments are increasingly widespread and include, for
example, implications concerning teaching and training, law,
and medicine.

ORGANIZATION OF THE VOLUME

In covering the core topics of perception, performance,
learning, memory, and cognition, the volume is organized ap-
proximately from the least to the most complex processes.
Each of the first 23 chapters is focused on a different single or
pair of psychological processes. These chapters are divided
into eight sets with three chapters in each set but the last,
which includes only two. The sets cover the more general
topics of (a) modulatory processes, (b) sensory processes,
(c) perceptual processes, (d) human performance, (e) elemen-
tary learning and memory processes, (f) complex learning
and memory processes, (g) language and information pro-
cessing, and (h) thinking.

Within the set of modulatory processes, we begin with
the fascinating topic of consciousness (and its inverse, un-
consciousness), which has deep roots in philosophy as well
as in psychology. From there we delve into the topic of mo-
tivation and then the topic of mood. In addressing sensory
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processes, we focus on three specific senses: vision, audi-
tion, and touch. More research has been conducted on vision
than on any other sense. Hence, the first chapter in this set
provides an overview of the theoretical and methodological
foundations of research on visual perception. Visual percep-
tion is covered from a different perspective in the following
set of chapters on perceptual processes. These include chap-
ters focused on organization and identification processes in
the visual perception of objects, on depth perception and the
perception of events, and on speech production and percep-
tion. For the set of chapters on performance, we progress
through the topics roughly in the order in which they take
place, considering first attention, then action selection, and
finally motor control.

The set of chapters on elementary learning and memory
processes begins with two focused on work with animals,
the first on conditioning and learning and the second on an-
imal memory and cognition, and concludes with one fo-
cused on work with humans, involving sensory and working
memory. For the set of chapters on complex learning and
memory processes, we include chapters on the specific
topics of semantic memory and priming, episodic and auto-
biographical memory, and procedural memory and skill ac-
quisition, with each of these chapters containing coverage of
two different but related themes. The chapters on language
and information processing address first psycholinguistics,
with a focus on language comprehension and production,
then reading, with a focus on word identification and eye
movements, and finally the most complex of these pro-
cesses, those involving text comprehension and discourse
processing. We end with other complex processes, those that
underlie thinking, again considering them in pairs, starting
with concepts and categorization and concluding with rea-
soning and problem solving.

Our final chapter provides a historical and modern
overview of applied experimental psychology, showing how
psychological experimentation addresses practical concerns.
The earlier chapters in the volume also provide some discus-
sion of applications as well as a review of the historical de-
velopment of their topic, but the emphasis on those chapters
is on recent empirical results and theory.

LIMITATIONS AND ACCOMPLISHMENTS

As should be clear from this outline, the volume is quite com-
prehensive in scope. Nevertheless, notable gaps could not be
avoided. For instance, in considering the sensory processes,
we could only focus on three of the senses, ignoring the

important senses of taste and smell. The length of the volume
did not allow us to include separate chapters on these senses,
and it proved to be unreasonable to expect one chapter to in-
clude a summary of more than one sense. There are also more
subtle omissions from our coverage because chapter authors
often, reasonably, chose to emphasize that aspect of their
topic that was of most interest to them or for which they
had the strongest background and expertise. To give just one
example, the chapter on perceptual organization and identifi-
cation focuses on those processes as they occur in visual per-
ception rather than including the similar processes in audition
and other senses. This is a single volume, but to provide a full,
complete, and detailed coverage of experimental psychology,
more than one volume would be necessary. In fact, John
Wiley & Sons has just published the third edition of the clas-
sic Stevens’ Handbook of Experimental Psychology, which is
now four volumes long. The original version appeared in
1951 in a single volume, and the increase in size since then re-
flects the large growth of research in this area. Readers of the
present volume who wish to delve more deeply into particu-
lar topics in experimental psychology are referred to the new
four-volume set of the Stevens’ Handbook.

The present volume makes up for any deficiency in quan-
tity of coverage with its extraordinary quality of coverage.
When we were asked to edit this volume, we developed a
wish list of contributors including the leaders in each of the
specific chapter topics. We constructed a list including two or
three names of potential senior authors for each chapter. With
very few exceptions, the current volume is comprised of au-
thors from that original list. Even though we thus had ex-
tremely high expectations about the chapters in the volume
from the beginning, in many cases the authors went way be-
yond our initial expectations because of the keen insights
they introduced in their chapters. Therefore, these chapters
serve not only as lucid summaries of the current state of the
field but also as roadmaps leading to the most fruitful
avenues of future investigation.
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Consciousness is an inclusive term for a number of central
aspects of our personal existence. It is the arena of self-
knowledge, the ground of our individual perspective, the
realm of our private thoughts and emotions. It could be
argued that these aspects of mental life are more direct and
immediate than any perception of the physical world; indeed,
according to Descartes, the fact of our own thinking is the
only empirical thing we know with mathematical certainty.
Nevertheless, the study of consciousness within science has
proven both challenging and controversial, so much so that
some have doubted the appropriateness of addressing it
within the tradition of scientific psychology. 

In recent years, however, new methods and technologies
have yielded striking insights into the nature of consciousness.
Neuroscience in particular has begun to reveal detailed con-
nections between brain events, subjective experiences, and
cognitive processes. The effect of these advances has been to
give consciousness a central role both in integrating the diverse
areas of psychology and in relating them to developments in
neuroscience. In this chapter we survey what has been discov-
ered about consciousness; but because of the unique chal-

lenges that the subject poses, we also devote a fair amount of
discussion to methodological and theoretical issues and
consider the ways in which prescientific models of conscious-
ness exert a lingering (and potentially harmful) influence.

Two features of consciousness pose special methodologi-
cal challenges for scientific investigation. First, and best
known, is its inaccessibility. A conscious experience is di-
rectly accessible only to the one person who has it, and even
for that person it is often not possible to express precisely and
reliably what has been experienced. As an alternative, psy-
chology has developed indirect measures (such as physiolog-
ical measurements and reaction time) that permit reliable and
quantitative measurement, but at the cost of raising new
methodological questions about the relationship between
these measures and consciousness itself.

The second challenging feature is that the single word
consciousness is used to refer to a broad range of related but
distinct phenomena (Farber & Churchland, 1995). Con-
sciousness can mean not being knocked out or asleep; it can
mean awareness of a particular stimulus, as opposed to
unawareness or implicit processing; it can mean the basic
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functional state that is modulated by drugs, depression, schiz-
ophrenia, or REM sleep. It is the higher order self-awareness
that some species have and others lack; it is the understand-
ing of one’s own motivations that is gained only after careful
reflection; it is the inner voice that expresses some small frac-
tion of what is actually going on below the surface of the
mind. On one very old interpretation, it is a transcendent
form of unmediated presence in the world; on another, per-
haps just as old, it is the inner stage on which ideas and im-
ages present themselves in quick succession.

Where scientists are not careful to focus their inquiry or to
be explicit about what aspect of consciousness they are
studying, this diversity can lead to confusion and talking at
cross-purposes. On the other hand, careful decomposition of
the concept can point the way to a variety of solutions to the
first problem, the problem of access. As it has turned out, the
philosophical problems of remoteness and subjectivity need
not always intrude in the study of more specific forms of con-
sciousness such as those just mentioned; some of the more
prosaic senses of consciousness have turned out to be quite
amenable to scientific analysis. Indeed, a few of these—such
as “awareness of stimuli” and “ability to remember and re-
port experiences”—have become quite central to the domain
of psychology and must now by any measure be considered
well studied.

In what follows we provide a brief history of the early
development of scientific approaches to consciousness, fol-
lowed by more in-depth examinations of the two major
strands in twentieth century research: the cognitive and the
neuroscientific. In this latter area especially, the pace of
progress has accelerated quite rapidly in the last decade;
though no single model has yet won broad acceptance, it has
become possible for theorists to advance hypotheses with a
degree of empirical support and fine-grained explanatory
power that was undreamed-of 20 years ago. In the concluding
section we offer some thoughts about the relationship be-
tween scientific progress and everyday understanding.

BRIEF HISTORY OF THE STUDY OF
CONSCIOUSNESS

Ebbinghaus (1908, p. 3) remarked that psychology has a long
past and a short history. The same could be said for the study
of consciousness, except that the past is even longer and the
scientific history even shorter. The concept that the soul is the
organ of experience, and hence of consciousness, is ancient.
This is a fundamental idea in the Platonic dialogues, as well
as the Upanishads, written about 600 years before Plato
wrote and a record of thinking that was already ancient.

We could look at the soul as part of a prescientific expla-
nation of mental events and their place in nature. In the mys-
tical traditions the soul is conceived as a substance different
from the body that inhabits the body, survives its death (typi-
cally by traveling to a supernatural realm), and is the seat of
thought, sensation, awareness, and usually the personal self.
This doctrine is also central to Christian belief, and for this
reason it has had enormous influence on Western philosophi-
cal accounts of mind and consciousness. The doctrine of soul
or mind as an immaterial substance separate from body is not
universal. Aristotle considered but did not accept the idea that
the soul might leave the body and reenter it (De Anima, 406;
see Aristotle, 1991). His theory of the different aspects of
soul is rooted in the functioning of the biological organism.
The pre-Socratic philosophers for the most part had a materi-
alistic theory of soul, as did Lucretius and the later material-
ists, and the conception of an immaterial soul is foreign to the
Confucian tradition. The alternative prescientific conceptions
of consciousness suggest that many problems of conscious-
ness we are facing today are not inevitable consequences of a
scientific investigation of awareness. Rather, they may result
from the specific assumption that mind and matter are en-
tirely different substances.

The mind-body problem is the legendary and most basic
problem posed by consciousness. The question asks how sub-
jective experience can be created by matter, or in more mod-
ern terms, by the interaction of neurons in a brain. Descartes
(1596–1650; see Descartes, 1951) provided an answer to
this question, and his answer formed the modern debate.
Descartes’s famous solution to the problem is that body and
soul are two different substances. Of course, this solution is a
version of the religious doctrine that soul is immaterial and
has properties entirely different from those of matter. This po-
sition is termed dualism, and it assumes that consciousness
does not arise from matter at all. The question then becomes
not how matter gives rise to mind, because these are two en-
tirely different kinds of substance, but how the two different
substances can interact. If dualism is correct, a scientific
program to understand how consciousness arises from neural
processes is clearly a lost cause, and indeed any attempt
to reconcile physics with experience is doomed. Even if
consciousness is not thought to be an aspect of “soul-stuff,”
its concept has inherited properties from soul-substance that
are not compatible with our concepts of physical causality.
These include free will, intentionality, and subjective experi-
ence. Further, any theorist who seeks to understand how mind
and body “interact” is implicitly assuming dualism. To those
who seek a unified view of nature, consciousness under these
conceptions creates insoluble problems. The philosopher
Schopenhauer called the mind-body problem the “worldknot”
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because of the seeming impossibility of reconciling the facts
of mental life with deterministic physical causality. Writing
for a modern audience, Chalmers (1996) termed the problem
of explaining subjective experience with physical science the
“hard problem.”

Gustav Fechner, a physicist and philosopher, attempted to
establish (under the assumption of dualism) the relationship
between mind and body by measuring mathematical rela-
tions between physical magnitudes and subjective experi-
ences of magnitudes. While no one would assert that he
solved the mind-body problem, the methodologies he de-
vised to measure sensation helped to establish the science of
psychophysics.

The tradition of structuralism in the nineteenth century, in
the hands of Wundt and Titchener and many others (see Bor-
ing, 1942), led to very productive research programs. The
structuralist research program could be characterized as an at-
tempt to devise laws for the psychological world that have the
power and generality of physical laws, clearly a dualistic
project. Nevertheless, many of the “laws” and effects they
discovered are still of interest to researchers.

The publication of John Watson’s (1925; see also Watson,
1913, 1994) book Behaviorism marked the end of structural-
ism. Methodological and theoretical concerns about the
current approaches to psychology had been brewing, but Wat-
son’s critique, essentially a manifesto, was thoroughgoing
and seemingly definitive. For some 40 years afterward, it was
commonly accepted that psychological research should study
only publicly available measures such as accuracy, heart rate,
and response time; that subjective or introspective reports
were valueless as sources of data; and that consciousness
itself could not be studied. Watson’s arguments were consis-
tent with views of science being developed by logical posi-
tivism, a school of philosophy that opposed metaphysics and
argued that statements were meaningful only if they had em-
pirically verifiable content. His arguments were consistent
also with ideas (later expressed by Wittgenstein, 1953, and
Ryle, 1949) that we do not have privileged access to the inner
workings of our minds through introspection, and thus that
subjective reports are questionable sources of data. The mind
(and the brain) was considered a black box, an area closed to
investigation, and all theories were to be based on examina-
tion of observable stimuli and responses.

Research conducted on perception and attention during
World War II (see the chapter by Egeth and Lamy in this vol-
ume), the development of the digital computer and informa-
tion theory, and the emergence of linguistics as the scientific
study of mind led to changes in every aspect of the field of
psychology. It was widely concluded that the behavioristic
strictures on psychological research had led to extremely

narrow theories of little relevance to any interesting aspect of
human performance. Chomsky’s blistering attack on behav-
iorism (reprinted as Chomsky, 1996) might be taken as the
1960s equivalent of Watson’s (1913, 1994) earlier behavior-
istic manifesto. Henceforth, researchers in psychology had to
face the very complex mental processes demanded by lin-
guistic competence, which were totally beyond the reach of
methods countenanced by behaviorism. The mind was no
longer a black box; theories based on a wide variety of tech-
niques were used to develop rather complex theories of what
went on in the mind. New theories and new methodologies
emerged with dizzying speed in what was termed the cogni-
tive revolution (Gardner, 1985).

We could consider ourselves, at the turn of the century, to
be in the middle of a second phase of this revolution, or pos-
sibly in a new revolution built on the shoulders of the earlier
one. This second revolution results from the progress that has
been made by techniques that allowed researchers to observe
processing in the brain, through such techniques as electro-
encephalography (EEG), event-related electrical measures,
positron-emission tomography (PET) imaging, magnetic res-
onance imaging (MRI), and functional MRI. This last black
box, the brain, is getting opened. This revolution has the
unusual distinction of being cited, in a joint resolution of
the United States Senate and House of Representatives on
January 1, 1990, declaring the 1990s as the “Decade of the
Brain.” Neuroscience may be the only scientific revolution to
have the official authorization of the federal government. 

Our best chance of resolving the difficult problems of con-
sciousness, including the worldknot of the mind-body prob-
lem, would seem to come from our newfound and growing
ability to relate matter (neural processing) and mind (psycho-
logical measures of performance). The actual solution of the
hard problem may await conceptual change, or it may remain
always at the edge of knowledge, but at least we are in an era
in which the pursuit of questions about awareness and voli-
tion can be considered a task of normal science, addressed
with wonderful new tools.

WHAT WE HAVE LEARNED FROM MEASURES OF
COGNITIVE FUNCTIONING

Research on consciousness using strictly behavioral data has
a history that long predates the present explosion of knowl-
edge derived from neuroscience. This history includes some-
times controversial experiments on unconscious or subliminal
perception and on the influences of consciously unavailable
stimuli on performance and judgment. A fresh observer look-
ing over the literature might note wryly that the research is
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more about unconsciousness than consciousness. Indeed, this
is a fair assessment of the research, but it is that way for a good
reason.

The motivation for this direction of research can be
framed as a test of the folk theory of the role of consciousness
in perception and action. A sketch of such a folk theory is
presented in Figure 1.1. This model—mind as a container of
ideas, with windows to the world for perception at one end
and for action at the other—is consistent with a wide range of
metaphors about mind, thought, perception, and intention (cf.
Lakoff, 1987; Lakoff & Johnson, 1980). The folk model has
no room for unconscious thought, and any evidence for un-
conscious thought would be a challenge to the model. The ap-
proach of normal science would be to attempt to disconfirm
its assumptions and thus search for unconscious processes in
perception, thought, and action.

The folk theory has enormous power because it defines
common sense and provides the basis for intuition. In addi-
tion, the assumptions are typically implicit and unexamined.
For all of these reasons, the folk model can be very tena-
cious. Indeed, as McCloskey and colleagues showed (e.g.,
McCloskey & Kohl, 1983), it can be very difficult to get free
of a folk theory. They found that a large proportion of edu-
cated people, including engineering students enrolled in
college physics courses, answered questions about physical
events by using a folk model closer to Aristotelian physics
than to Newtonian.

Many intuitive assumptions can be derived from the
simple outline in Figure 1.1. For example, the idea that
perception is essentially a transparent window on the world,
unmediated by nonconscious physiological processes, some-
times termed naive realism, is seen in the direct input from
the world to consciousness. The counterpart to naive realism,
which we might call naive conscious agency, is that actions
have as their sufficient cause the intentions generated in
consciousness and, further, that the intentions arise entirely

within consciousness on the basis of consciously available
premises.

We used the container metaphor in the earlier sentence
when we referred to “intentions generated in consciousness.”
This is such a familiar metaphor that we forget that it is a
metaphor. Within this container the “Cartesian theater” so
named by Dennett (1991) is a dominant metaphor for the way
thinking takes place. We say that we see an idea (on the
stage), that we have an idea in our mind, that we are putting
something out of mind, that we are holding an image in our
mind’s eye, and so on. Perceptions or ideas or intentions are
brought forth in the conscious theater, and they are exam-
ined and dispatched in the “light of reason.” In another com-
mon folk model, the machine model of mental processing
(Lakoff & Johnson, 1980), the “thought-processing machine”
takes the place of the Cartesian stage. The transparency of
perception and action is retained, but in that model the
process of thought is hidden in the machine and may not be
available to consciousness. Both folk models require an
observer (homunculus) to supervise operations and make
decisions about action.

As has been pointed out by Churchland (1986, 1996) and
Banks (1993), this mental model leads to assumptions that
make consciousness an insoluble problem. For example, the
connection among ideas in the mind is not causal in this
model, but logical, so that the reduction of cognitive process-
ing to causally related biological processes is impossible—
philosophically a category error. Further, the model leads to a
distinction between reason (in the mind) and cause (in mat-
ter) and thus is another route to dualism. The homunculus has
free will, which is incompatible with deterministic physical
causality. In short, a host of seemingly undeniable intuitions
about the biological irreducibility of cognitive processes
derives from comparing this model of mind with intuitive
models of neurophysiology (which themselves may have un-
examined folk-neurological components).

Figure 1.1 A folk model of the role of consciousness in perception and action.

Perception

W
o
r
l
d

W
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d

Action

Consciousness

This is the Cartesian theater. Ideas and 
images are consciously considered
here, and action is freely chosen by an 
homuncular agency. Neurophysiology
and unconscious cognition are not 
perceived and therefore not acknow-
ledged. The mechanisms of perception 
and action are completely transparent
and open to inspection. This is the 
realm of reason, not cause, and the
impulse to reduce thinking, perception, 
or willing to neural activities leads 
inevitably to a category error. 
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Given that mental processes are in fact grounded in neural
processes, an important task for cognitive science is to pro-
vide a substitute for the model of Figure 1.1 that is compati-
ble with biology. Such a model will likely be as different
from the folk model as relativity theory is from Aristotelian
physics. Next we consider a number of research projects that
in essence are attacks on the model of Figure 1.1.

Unconscious Perception 

It goes without saying that a great deal of unconscious pro-
cessing must take place between registration of stimulus
energy on a receptor and perception. This should itself place
doubt on the naive realism of the folk model, which views
the entire process as transparent. We do not here consider
these processes in general (they are treated in the chapters on
sensation and perception) but only studies that have looked
for evidence of a possible route from perception to memory
or response that does not go through the central theater. We
begin with this topic because it raises a number of questions
and arguments that apply broadly to studies of unconscious
processing.

The first experimentally controlled study of unconscious
perception is apparently that of Pierce and Jastrow (1884).
They found that differences between lifted weights that were
not consciously noticeable were nonetheless discriminated at
an above-chance level. Another early study showing percep-
tion without awareness is that of Sidis (1898), who found
above-chance accuracy in naming letters on cards that were
so far away from the observers that they complained that they
could see nothing at all. This has been a very active area of
investigation. The early research history on unconscious per-
ception was reviewed by Adams (1957). More recent reviews
include Dixon (1971, 1981), Bornstein and Pittman (1992),
and Baars (1988, 1997). The critical review of Holender
(1986), along with the commentary in the same issue of
Behavioral and Brain Sciences, contains arguments and
evidence that are still of interest. 

A methodological issue that plagues this area of research
is that of ensuring that the stimulus is not consciously per-
ceived. This should be a simple technical matter, but many
studies have set exposures at durations brief enough to pre-
vent conscious perception and then neglected to reset them as
the threshold lowered over the session because the partici-
pants dark-adapted or improved in the task through practice.
Experiments that presumed participants were not aware of
stimuli out of the focus of attention often did not have inter-
nal checks to test whether covert shifts in attention were
responsible for perception of the purportedly unconscious
material.

Even with perfect control of the stimulus there is the sub-
stantive issue of what constitutes the measure of unconscious
perception. One argument would deny unconscious percep-
tion by definition: The very finding that performance was
above chance demonstrates that the stimuli were not sublim-
inal. The lack of verbal acknowledgement of the stimuli by
the participant might come from a withholding of response,
from a very strict personal definition of what constitutes
“conscious,” or have many other interpretations. A behavior-
ist would have little interest in these subjective reports, and
indeed it might be difficult to know what to make of them be-
cause they are reports on states observable only to the partic-
ipant. The important point is that successful discrimination,
whatever the subjective report, could be taken as an adequate
certification of the suprathreshold nature of the stimuli. 

The problem with this approach is that it takes conscious-
ness out of the picture altogether. One way of getting it back
in was suggested by Cheesman and Merikle (1984). They
proposed a distinction between the objective threshold,
which is the point at which performance, by any measure,
falls to chance, and the subjective threshold, which is the
point at which participants report that they are guessing or
otherwise have no knowledge of the stimuli. Unconscious
perception would be above-chance performance with stimuli
presented at levels falling between these two thresholds.
Satisfying this definition amounts to finding a dissociation
between consciousness and response. For this reason
Kihlstrom, Barnhardt, and Tataryn (1992) suggested that a
better term than unconscious perception would be implicit
perception, in analogy with implicit memory. Implicit mem-
ory is an influence of memory on performance without con-
scious recollection of the material itself. Analogously,
implicit perception is an effect of a stimulus on a response
without awareness of the stimulus. The well-established find-
ings of implicit memory in neurological cases of amnesia
make it seem less mysterious that perception could also be
implicit.

The distinction between objective and subjective thresh-
old raises a new problem: the measurement of the “subjec-
tive” threshold. Accuracy of response can no longer be the
criterion. We are then in the position of asking the person if
he or she is aware of the stimulus. Just asking may seem a du-
bious business, but several authors have remarked that it is
odd that we accept the word of people with brain damage
when they claim that they are unaware of a stimulus for
which implicit memory can be demonstrated, but we are
more skeptical about the reports of awareness or unawareness
by normal participants with presumably intact brains. There
is rarely a concern that the participant is untruthful in report-
ing on awareness of the stimulus. The problem is more basic
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than honesty: It is that awareness is a state that is not directly
accessible by the experimenter. A concrete consequence of
this inaccessibility is that it is impossible to be sure that the
experimenter’s definition of awareness is shared by the par-
ticipant. Simply asking the participant if he or she is aware
of the stimulus amounts to embracing the participant’s defin-
ition of awareness, and probably aspects of the person’s folk
model of mind, with all of the problems such an acceptance
of unspoken assumptions entails. It is therefore important
to find a criterion of awareness that will not be subject to ex-
perimental biases, assumptions by the participants about the
meaning of the instructions, and so on.

Some solutions to this problem are promising. One is to
present a stimulus in a degraded form such that the partici-
pant reports seeing nothing at all, then test whether some at-
tribute of that stimulus is perceived or otherwise influences
behavior. This approach has the virtue of using a simple and
easily understood criterion of awareness while testing for a
more complex effect of the stimulus. Not seeing anything at
all is a very conservative criterion, but it is far less question-
able than more specific criteria. 

Another approach to the problem has been to look for a
qualitative difference between effects of the same stimulus
presented above and below the subjective threshold. Such a
difference would give converging evidence that the subjec-
tive threshold has meaning beyond mere verbal report. In
addition, the search for differences between conscious and
unconscious processing is itself of considerable interest as a
way of assessing the role of consciousness in processing.
This is one way of addressing the important question, What is
consciousness for? Finding differences between conscious
and unconscious processing is a way of answering this ques-
tion. This amounts to applying the contrastive analysis advo-
cated by Baars (1988; see also James, 1983).

Holender’s (1986) criticism of the unconscious perception
literature points out, among other things, that in nearly all of
the findings of unconscious perception the response to the
stimulus—for example the choice of the heavier weight in
the Pierce and Jastrow (1884) study—is the same for both the
conscious and the putatively unconscious case. The only dif-
ference then is the subjective report that the stimulus was not
conscious. Because this report is not independently verifi-
able, the result is on uncertain footing. If the pattern of results
is different below the subjective threshold, this criticism has
less force.

A dramatic difference between conscious and unconscious
influences is seen in the exclusion experiments of Merikle,
Joordens, and Stolz (1995). The exclusion technique, de-
vised by Jacoby (1991; cf. Debner & Jacoby, 1994; Jacoby,
Lindsay, & Toth, 1992; Jacoby, Toth, & Yonelinas, 1993),

requires a participant not to use some source or type of infor-
mation in responding. If the information nevertheless influ-
ences the response, there seems to be good evidence for a
nonconscious effect.

The Merikle et al. (1995) experiment presented individual
words, such as spice, one at a time on a computer screen for
brief durations ranging up to 214 ms. After each presentation
participants were shown word stems like spi—on the screen.
Each time, they were asked to complete the stem with any
word that had not just been presented. Thus, if spice was pre-
sented, that was the only word that they could not use to com-
plete spi—(so spin, spite, spill, etc. would be acceptable, but
not spice). They were told that sometimes the presentation
would be too brief for them to see anything, but they were
asked to do their best. When nothing at all was shown, the
stem was completed 14% of the time with one of the prohib-
ited words. This result represents a baseline percentage. The
proportion at 29 ms was 13.3%, essentially the baseline level.
This performance indicates that 29 ms is below the objective
threshold because it was too brief for there to be any effect at
all, and of course also below the subjective threshold, which
is higher than the objective threshold.

The important finding is that with the longer presentations
of 43 ms and 57 ms, there was an increase in the use of the
word that was to be excluded. Finally it returned below base-
line to 8% at 214 ms. The interpretation of this result is that at
43 ms and 57 ms, the word fell above the objective threshold,
so that it was registered at some level by the nervous system
and associatively primed spice. However, at these durations it
was below the subjective threshold so that its registration was
not conscious, and it could not be excluded. Finally, at the still
longer duration of 214 ms, it was frequently above the sub-
jective threshold and could be excluded.

This set of findings suggests an important hypothesis
about the function of consciousness that we will see applied
in many domains, namely, that with consciousness of a stim-
ulus comes the ability to control how it is used. This could
only be discovered in cases in which there was some regis-
tration of the stimulus below the subjective threshold, as was
the case here. 

The only concern with this experiment is that the subjec-
tive threshold was not independently measured. To make the
argument complete, we should have a parallel measurement
of the subjective threshold. It would be necessary to show
independently that the threshold for conscious report is be-
tween 57 ms and 214 ms. This particular criticism does not
apply to some similar experiments, such as Cheesman and
Merikle’s (1986).

Finally, whatever the definition of consciousness, or of the
subjective threshold, there is the possibility that the presented
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material was consciously perceived, if only for an instant,
and then the fact that it had been conscious was forgotten. If
this were the case, the folk model in which conscious pro-
cessing is necessary for any cognitive activity to take place is
not challenged. It is very difficult to test the hypothesis that
there was a brief moment of forgotten conscious processing
that did the cognitive work being attributed to unconscious
processing. It may be that this hypothesis is untestable; but
testable or not, it seems implausible as a general principle.
Complex cognitive acts like participating in a conversation
and recalling memories take place without awareness of the
cognitive processing that underlies them. If brief moments of
immediately forgotten consciousness were nonetheless the
motive power for all cognitive processing, it would be neces-
sary to assume that we were all afflicted with a dense amne-
sia, conveniently affecting only certain aspects of mental life.
It seems more parsimonious to assume that these mental
events were never conscious in the first place.

Acquiring Tacit Knowledge

One of the most remarkable accomplishments of the human
mind consists of learning and using extremely complex sys-
tems of knowledge and doing this without conscious effort
(see chapters by Fowler and by in this volume). Natural lan-
guage is a premier example of this (i.e., a system so complex
that linguists continue to argue over the structure of lan-
guage), but children all over the world “pick it up” in the
normal course of development. Further, most adults commu-
nicate fluently with language with little or no attention to ex-
plicit grammatical rules. 

There are several traditions of research on implicit learn-
ing. One example is the learning of what is often termed
miniature languages. Braine (1963; for other examples of
tacit learning see also Brooks, 1987; Lewicki & Czyzewska,
1994; Lewicki, Czyzewska, & Hill, 1997a, 1997b; Reber,
1992) presented people with sets of material with simple but
arbitrary structure: strings of letters such as “abaftab.” In this
one example “b” and “f” can follow “a,” but only “t” can fol-
low “f.” Another legal string would be “ababaf.” In no case
were people told that there was a rule. They thought that they
were only to memorize some strings of arbitrary letters.

Braine’s (1963) experimental strategy used an ingenious
kind of implicit testing. In his memory test some strings of
letters that had never been presented in the learning phase
were assembled according to the rules he had used to create
the stimulus set. Other strings in the memory test were actu-
ally presented in the learning material but were (rare) excep-
tions to the rules. The participants were asked to select which
of these were actually presented. They were more likely to

think that the legal but nonpresented strings were presented
than that the illegal ones that actually had been presented
were. This is evidence that they had learned a system rather
than a set of strings. Postexperimental interviews in experi-
ments of this type generally reveal that most participants had
no idea that there were any rules at all.

Given the much more complex example of natural lan-
guage learning, this result is not surprising, but research of
this type is valuable because, in contrast to natural language
acquisition, the conditions of learning are controlled, as
well as the exact structure of the stimulus set. Implicit learn-
ing in natural settings is not limited to language learning.
Biederman and Shiffrar (1987), for example, studied the
implicit learning of workers determining the sex of day-old
chicks. Chicken sexers (as they are called) become very ac-
curate with practice without, apparently, knowing exactly
how they do it (see chapter by Goldstone & Kersten in this
volume).

Polanyi (1958), in discussing how scientists learn their
craft, argued that such tacit learning is the core of ability in any
field requiring skill or expertise (see chapter by Leighton and
Sternberg in this volume). Polyani made a useful distinction
between a “tool” and an “object” in thought. Knowledge of
how to do something is a tool, and it is tacitly learned and used
without awareness of its inner structure. The thing being
thought about is the “object” in this metaphor, and this “ob-
ject” is that of which we are aware. Several investigators have
said the same thing using slightly different terms, namely, that
we are not aware of the mechanisms of cognitive processing,
only the results or objects (Baars, 1988; Peacocke, 1986).
What and where are these “objects”?

Perceptual Construction 

We tend to think of an object of perception—the thing we are
looking at or hearing—as an entity with coherence, a single
representation in the mind. However, this very coherence has
become a theoretical puzzle because the brain does not repre-
sent an object as a single entity (see chapters by Palmer;
Klatzky & Lederman; and Yost in this volume and the section
titled “Sensory Imagery and Binding”). Rather, various as-
pects of the object are separately analyzed by appropriate
specialists in the brain, and a single object or image is
nowhere to be found. How the brain keeps parts of an object
together is termed the binding problem, as will be discussed
later in the section on neurophysiology. Here we cover some
aspects of the phenomenal object and what it tells us about
consciousness.

Rock (1983) presented a case for a “logic of perception,”
a system of principles by which perceptual objects are
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constructed. The principles are themselves like “tools” and
are not available to awareness. We can only infer them by
observing the effects of appropriate displays on perception.
One principle we learn from ambiguous figures is that we
can see only one interpretation at a time. There exist many
bistable figures, such that one interpretation is seen, then the
other (see chapter by Palmer in this volume), but never both.
Logothetis and colleagues (e.g., Logothetis & Sheinberg,
1996) have neurological evidence that the unseen version is
represented in the brain, but consciousness is exclusive:
Only one of the two is seen at a given time.

Rock suggested that unconscious assumptions determine
which version of an ambiguous figure is seen, and, by exten-
sion, he would argue that this is a normal component of the
perception of unambiguous objects. Real objects seen under
normal viewing conditions typically have only one interpreta-
tion, and there is no way to show the effect of interpretation so
obvious with ambiguous figures. Because the “logic of per-
ception” is not conscious, the folk model of naive realism does
not detect a challenge in this process; all that one is aware of is
the result, and its character is attributed to the object rather
than to any unconscious process that may be involved in its
representation (see chapters by Palmer, Proffitt & Caudek;
and Klatzky & Lederman in this volume).

The New Look in perceptual psychology (Erdelyi, 1972;
McGinnies, 1949) attempted to show that events that are not
registered consciously, as well as unconscious expectations
and needs, can influence perceptions or even block them, as
in the case of perceptual defense. Bruner (1992) pointed out
that the thrust of the research was to demonstrate higher
level cognitive effects in perception, not to establish that
there were nonconscious ones. However, unacknowledged
constructive or defensive processes would necessarily be
nonconscious.

The thoroughgoing critiques of the early New Look re-
search program (Eriksen, 1958, 1960, 1962; Fuhrer & Eriksen,
1960; Neisser, 1967) cast many of its conclusions in doubt, but
they had the salubrious effect of forcing subsequent re-
searchers to avoid many of the methodological problems of
the earlier research. Better controlled research by Shevrin
and colleagues (Bunce, Bernat, Wong, & Shevrin, 1999; Shev-
rin, 2000; Wong, Bernat, Bunce, & Shevrin, 1997) suggests
that briefly presented words that trigger defensive reactions
(established in independent tests) are registered but that the
perception is delayed, in accord with the older definition of
perceptual defense.

One of the theoretical criticisms (Eriksen, 1958) of per-
ceptual defense was that it required a “superdiscriminating
unconscious” that could prevent frightening or forbidden

images from being passed on to consciousness. Perceptual
defense was considered highly implausible because it would
be absurd to have two complete sets of perceptual apparati,
especially if the function of one of them were only to protect
the other from emotional distress. If a faster unconscious
facility existed, so goes the argument, there would have
been evolutionary pressure to have it be the single organ of
perception and thus of awareness. The problem with this
argument is that it assumes the folk model summarized in
Figure 4.1, in which consciousness is essential for percep-
tion to be accomplished. If consciousness were not needed
for all acts of perception in the first place, then it is possi-
ble for material to be processed fully without awareness, to
be acted upon in some manner, and only selectively to be-
come available to consciousness.

Bruner (1992) suggested as an alternative to the superdis-
criminating unconscious the idea of a judas eye, which is a
term for the peephole a speakeasy bouncer uses to screen out
the police and other undesirables. The judas eye would be a
process that uses a feature to filter perception, just as in the
example all that is needed is the sight of a uniform or a badge.
However, there is evidence that unconscious detection can
rely on relatively deep analysis. For example, Mack and Rock
(1998) found that words presented without warning while
participants were judging line lengths (a difficult task) were
rarely seen. This is one of several phenomena they termed
“inattentional blindness.” On the other hand, when the partic-
ipant’s name or a word with strong emotional content was
presented, it was reported much more frequently than were
neutral words. (Detection of one’s name from an unattended
auditory source has been reported in much-cited research; see
Cowan & Wood, 1997; Wood & Cowan, 1995a, 1995b; and
chapter by Egeth & Lamy in this volume.) Because words
like “rape” were seen and visually similar words like “rope”
were not, the superficial visual analysis of a judas eye does
not seem adequate to explain perceptual defense and related
phenomena. It seems a better hypothesis that there is much
parallel processing in the nervous system, most of it uncon-
scious, and that some products become conscious only after
fairly deep analysis.

Another “object” to consider is the result of memory con-
struction. In the model of Figure 1.1, the dominant metaphor
for memory is recalling an object that is stored in memory.
It is as though one goes to a “place” in memory where the
“object” is “stored,” and then brings it into consciousness.
William James referred to the “object” retrieved in such a
manner as being “as fictitious . . . as the Jack of Spades.”
There is an abundance of modern research supporting James.
Conscious memory is best viewed as a construction based on
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pieces of stored information, general knowledge, opinion,
expectation, and so on (one excellent source to consult on this
is Schacter, 1995). Neisser (1967) likened the process of re-
call to the work of a paleontologist who constructs a dinosaur
from fragments of fossilized bone, using knowledge derived
from other reconstructions. The construction aspect of the
metaphor is apt, but in memory as in perception we do not
have a good model of what the object being constructed is, or
what the neural correlate is. The folk concept of a mental
“object,” whether in perception or memory, may not have
much relation to what is happening in the nervous system
when something is perceived or remembered.

Subliminal Priming and Negative Priming

Current interest in subliminal priming derives from Marcel’s
work (1983a, 1983b). His research was based on earlier
work showing that perception of one word can “prime” a
related word (Meyer & Schvaneveldt, 1971; see chapter by
McNamara & Holbrook in this volume). The primed word is
processed more quickly or accurately than in control condi-
tions without priming. 

Marcel reported a series of experiments in which he ob-
tained robust priming effects in the absence of perception of
the prime. His conclusion was that priming, and therefore
perception of the prime word, proceeds automatically and
associatively, without any necessity for awareness. The con-
scious model (cf. Figure 1.1) would be that the prime is
consciously registered, serves as a retrieval cue for items like
the probe, and thus speeds processing for probe items. Marcel
presented a model in which consciousness serves more as a
monitor of psychological activity than as a critical path be-
tween perception and action. Holender (1986) and others
have criticized this work on a number of methodological
grounds, but subsequent research has addressed most of his
criticisms (see Kihlstrom et al., 1992, for a discussion and
review of this work).

Other evidence for subliminal priming includes
Greenwald, Klinger, and Schuh’s (1995) finding that the mag-
nitude of affective priming does not approach zero as d� for
detection of the priming word approaches zero (see also
Draine & Greenwald, 1998). Shevrin and colleagues demon-
strated classical conditioning of the Galvanic Skin Response
(GSR) to faces presented under conditions that prevented de-
tection of the faces (Bunce et al., 1999; Wong et al., 1997).

Cheesman and Merikle (1986) reported an interesting dis-
sociation of conscious and unconscious priming effects using
a variation of the Stroop (1935) interference effect. In the
Stroop effect a color word such as “red” is printed in a color

different from the one named, for example, blue. When pre-
sented with this stimulus (“red” printed in blue), the partici-
pant must say “blue.” Interference is measured as a much
longer time to pronounce “blue” than if the word did not
name a conflicting color. 

Cheesman and Merikle (1986) used a version of the
Stroop effect in which a word printed in black is presented
briefly on a computer screen, then removed and replaced with
a colored rectangle that the participant is to name. Naming of
the color of the rectangle was slowed if the color word named
a different color. They then showed, first, that if the color
word was presented so briefly that the participant reported
having seen nothing, naming of the color was still slowed.
This would be classified as a case of unconscious perception,
but because the same direction of effect is found both
consciously and unconsciously, there would be no real disso-
ciation between conscious and unconscious processing.
Holender (1986) and other critics could argue reasonably that
it was only shown that the Stroop effect was fairly robust at
very brief durations, and the supplementary report of aware-
ness by the participant is unrelated to processing.

Cheeseman and Merikle (1986) devised a clever way to
answer this criticism. The procedure was to arrange the pairs
such that the word “red” would be followed most of the time
by the color blue, the word “blue” by yellow, and so on. This
created a predictive relationship between the word and the
color that participants could strategically exploit to make the
task easier. They apparently did use these relationships in
naming the colors. With clearly supraliminal presentation of
the word, a reversal in the Stroop effect was found such that
the red rectangle was named faster when “blue” came before
it than when “red” was the word before it.

However, this reversal was found only when the words
were presented for longer than the duration needed to
perceive them. When the same participants saw the same
sequence of stimuli with words that were presented too
briefly for conscious perception, they showed only the
normal Stroop effect. The implication of this result is that
the sort of interference found in the Stroop effect is an auto-
matic process that does not require conscious perception
of the word. What consciousness of the stimulus adds is
control. Only when there was conscious registration of the
stimulus could the participants use the stimulus information
strategically.

Negative priming is an interference, measured in reaction
time or accuracy, in processing a stimulus that was previ-
ously presented but was not attended. It was first discovered
by Dalrymple-Alford and Budayr (1966) in the context of the
Stroop effect (see also Neill & Valdes, 1996; Neill, Valdes, &
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Terry, 1995; Neill & Westberry, 1987). They showed that if a
participant was given, say, the word “red” printed in blue,
then on the next pair was shown the color red, it took longer
to name than other colors.

Negative priming has been found in many experiments in
which the negative prime, while presented supraliminally, is
not consciously perceived because it is not attended. Tipper
(1985) presented overlapping line drawings, one drawn in red
and the other in green. Participants were told to name only
the item in one of the colors and not the other. After partici-
pants had processed one of the drawings, the one they had
excluded was sometimes presented on the next trial. In these
cases the previously unattended drawing was slower to name
than in a control condition in which it had not been previ-
ously presented. Banks, Roberts, and Ciranni (1995) pre-
sented pairs of words simultaneously to the left and to the
right ears. Participants were instructed to repeat aloud only
the word presented to one of the ears. If a word that had been
presented to the unattended ear was presented in the next pair
to be repeated, the response was delayed. 

As mentioned in the previous section (cf. Cowan & Wood,
1997; Goldstein & Fink, 1981; Mack & Rock, 1999; Rock &
Gutman, 1981), material perceptually available but not at-
tended is often the subject of “inattentional blindness”; that
is, it seems to be excluded from awareness. The finding of
negative priming suggests that ignored material is perceptu-
ally processed and represented in the nervous system, but is
evidenced only by its negative consequences for later percep-
tion, not by any record that is consciously available.

A caveat regarding the implication of the negative prim-
ing findings for consciousness is that a number of re-
searchers have found negative priming for fully attended
stimuli (MacDonald & Joordens, 2000; Milliken, Joordans,
Merikle, & Seiffert, 1998). These findings imply that nega-
tive priming cannot be used as evidence by itself that the
perception of an item took place without awareness. 

Priming studies have been used to address the question of
whether the unconscious is, to put it bluntly, “smart” or
“dumb.” This is a fundamental question about the role of
consciousness in processing; if unconscious cognition is
dumb, the function of consciousness is to provide intelli-
gence when needed. If the unconscious is smart—capable of
doing a lot on its own—it is necessary to find different roles
for consciousness. 

Greenwald (1992) argued that the unconscious is dumb
because it could not combine pairs of words in his subliminal
priming studies. He found that some pairs of consciously
presented words primed other words on the basis of a meaning
that could only be gotten by combining them. For example,
presented together consciously, words like “KEY” and

“BOARD” primed “COMPUTER.” When presented for dura-
tions too brief for awareness they primed “LOCK” and
“WOOD,” but not “COMPUTER.” On the other hand, Shevrin
and Luborsky (1961) found that subliminally presenting
pictures of a pen and a knee resulted in subsequent free associ-
ations that had “penny” represented far above chance levels.
The resolution of this difference may be methodological, but
there are other indications that unconscious processing may in
some ways be fairly smart even if unconscious perception is
sometimes a bit obtuse. Kihlstrom (1987) reviews many other
examples of relative smart unconscious processing.

A number of subliminal priming effects have lingered at
the edge of experimental psychology for perhaps no better
reason than that they make hardheaded experimentalists un-
comfortable. One of these is subliminal psychodynamic acti-
vation (SPA; Silverman, 1983). Silverman and others (see
Weinberger, 1992, for a review) have found that subliminal
presentation of the single sentence, “Mommy and I are one,”
has a number of objectively measurable positive emotional
effects (when compared to controls such as “People are walk-
ing” or “Mommy is gone”). A frequent criticism is that the
studies did not make sure that the stimulus was presented un-
consciously. However, many of us would be surprised if the
effects were found even with clearly consciously perceived
stimuli. It is possible, in fact, that the effects depend on un-
conscious processing, and it would be interesting to see if the
effects were different when subliminal and clearly supralimi-
nal stimuli are compared.

Implicit Memory

Neurological cases brought this topic to the forefront of
memory research, with findings of preserved memory in peo-
ple with amnesia (Schacter, 1987). The preserved memory is
termed implicit because it is a tacit sort of memory (i.e.,
memory that is discovered in use), not memory that is con-
sciously retrieved or observed. People with amnesia would,
for example, work each day at a Tower of Hanoi puzzle, and
each day assert that they had never seen it before, but each
day show improvement in speed of completing it (Cohen,
Eichenbaum, Deacedo, & Corkin, 1985). The stem comple-
tion task of Merikle et al. (1995) is another type of implicit
task. After the word spice was presented, its probability of
use would be increased even though the word was not con-
sciously registered. In a memory experiment, people with
amnesia and normals who could not recall the word spice
would nevertheless be more likely to use it to complete the
stem than if it had not been presented. 

Investigation of implicit memory in normals quickly led to
an explosion of research, which is covered in the chapters by
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McNamara and Holbrook, Roediger and Marsh, and Johnson
in this volume.

Nonconscious Basis of Conscious Content

We discussed earlier how the perceptual object is a product
of complex sensory processes and probably of inferential
processes as well. Memory has also been shown to be a highly
inferential skill, and the material “retrieved” from memory
has as much inference in it as retrieval. These results violate
an assumption of the folk model by which objects are not con-
structed but are simply brought into the central arena, whether
from perception or memory. Errors of commission in memory
serve much the same evidentiary function in memory as do
ambiguous figures in perception, except that they are much
more common and easier to induce. The sorts of error we
make in eyewitness testimony, or as a result of a number of
documented memory illusions (Loftus, 1993), are particu-
larly troublesome because they are made—and believed—
with certainty. Legitimacy is granted to a memory on the
basis of a memory’s clarity, completeness, quantity of details,
and other internal properties, and the possibility that it is
the result of suggestion, association, or other processes is
considered invalidated by the internal properties (Henkel,
Franklin, & Johnson, 2000). Completely bogus memories,
induced by an experimenter, can be believed with tenacity
(cf. also Schacter, 1995; see also Roediger & McDermott,
1995, and the chapter by Roediger & Marsh in this volume).

The Poetzl phenomenon is the reappearance of uncon-
sciously presented material in dreams, often transformed so
that the dream reports must be searched for evidence of rela-
tion to the material. The phenomenon has been extended to
reappearance in free associations, fantasies, and other forms
of output, and a number of studies appear to have found
Poetzl effects with appropriate controls and methodology
(Erdelyi, 1992; Ionescu & Erdelyi, 1992). Still, the fact that
reports must be interpreted and that base rates for certain top-
ics or words are difficult to assess casts persistent doubt over
the results, as do concerns about experimenter expectations,
the need for double-blind procedures in all studies, and other
methodological issues. 

Consciousness, Will, and Action

In the folk model of consciousness (see Figure 1.1) a major
inconsistency with any scientific analysis is the free will or
autonomous willing of the homunculus. The average person
will report that he or she has free will, and it is often a sign of
mental disorder when a person complains that his or her ac-
tions are constrained or controlled externally. The problem of

will is as much of a hard problem (Chalmers, 1996) as is the
problem conscious experience. How can willing be put in a
natural-science framework?

One approach comes from measurements of the timing of
willing in the brain. Libet and colleagues (Libet, 1985, 1993;
Libet, Alberts, & Wright, 1967; Libet et al., 1964) found that
changes in EEG potentials recorded from the frontal cortex
began 200 ms to 500 ms before the participant was aware of
deciding to begin an action (flexion of the wrist) that was to
be done freely. One interpretation of this result is that the
perception we have of freely willing is simply an illusion,
because by these measurements it comes after the brain has
already begun the action.

Other interpretations do not lead to this conclusion. The
intention that ends with the motion of the hand must have its
basis in neurological processes, and it is not surprising that
the early stages are not present in consciousness. Conscious-
ness has a role in willing because the intention to move can
be arrested before the action takes place (Libet, 1993) and be-
cause participation in the entire experimental performance is
a conscious act. The process of willing would seem to be an
interplay between executive processes, memory, and moni-
toring, some of which we are conscious and some not. Only
the dualistic model of a completely autonomous will control-
ling the process from the top, like the Cartesian soul fingering
the pineal gland from outside of material reality, is rejected.
Having said this, we must state that a great deal of theoretical
work is needed in this area (see chapters by Proctor & Vu and
by Heuer in this volume).

The idea of unconscious motivation dates to Freud and
before (see chapters by Eich and Forgas and by Godsil,
Tinsley & Fanselow in this volume). Freudian slips (Freud,
1965), in which unconscious or suppressed thoughts intrude
on speech in the form of action errors, should constitute a
challenge to the simple folk model by which action is trans-
parently the consequence of intention. However, the com-
monplace cliché that one has made a Freudian slip seems to
be more of a verbal habit than a recognition of unconscious
determinants of thought because unconscious motivation is
not generally recognized in other areas.

Wegner (1994) and his colleagues have studied some
paradoxical (but embarrassingly familiar) effects that result
from attempting to suppress ideas. In what they term ironic
thought suppression, they find that the suppressed thought
can pose a problem for control of action. Participants trying
to suppress a word were likely to blurt it out when speeded in
a word association task. Exciting thoughts (about sex) could
be suppressed with effort, but they tended to burst into aware-
ness later. The irony of trying to suppress a thought is that the
attempt at suppression primes it, and then more control is
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needed to keep it hidden than if it had not been suppressed in
the first place. The intrusion of unconscious ideation in a
modified version of the Stroop task (see Baldwin, 2001) indi-
cates that the suppressed thoughts can be completely uncon-
scious and still have an effect on processing (see chapters by
Egeth & Lamy and by Proctor & Vu in this volume for more
on these effects).

Attentional Selection

In selective attention paradigms the participant is instructed
to attend to one source of information and not to others that
are presented. For example, in the shadowing paradigm the
participant hears one verbal message with one ear and a
completely different one with the other. “Shadowing” means
to repeat verbatim a message one hears, and that is what the
participants do with one of the two messages. This subject
has led to a large amount of research and to attention research
as one of the most important areas in cognitive psychology
(see chapter by Egeth & Lamy in this volume).

People generally have little awareness of the message on
the ear not shadowed (Cherry, 1957; Cowan & Wood, 1997).
What happens to that message? Is it lost completely, or is
some processing performed on it unconsciously? Treisman
(1964; see also Moray, 1969) showed that participants
responded to their name on the unattended channel and
would switch the source that they were shadowing if the
material switched source. Both of these results suggest that
unattended material is processed to at least some extent. In
the visual modality Mack and Rock (1998) reported that
in the “inattentional blindness” paradigm a word presented
unexpectedly when a visual discrimination is being con-
ducted is noticed infrequently, but if that word spells the
participant’s name or an emotional word, it is noticed much
more often. For there to be a discrimination between one
word and another on the basis of their meaning and not any
superficial feature such as length or initial letter, the mean-
ing must have been extracted.

Theories of attention differ on the degree to which unat-
tended material is processed. Early selection theories assume
that the rejected material is stopped at the front gate, as it
were (cf. Broadbent, 1958). Unattended material could only
be monitored by switching or time-sharing. Late selection
theories (Deutsch & Deutsch, 1963) assumed that unattended
material is processed to some depth, perhaps completely, but
that limitations of capacity prevent it from being perceived
consciously or remembered. The results of the processing are
available for a brief period and can serve to summon atten-
tion, bias the interpretation of attended stimuli, or have other
effects. One of these effects would be negative priming, as

discussed earlier. Another effect would be the noticing of
one’s own name or an emotionally charged word from an
unattended source. 

An important set of experiments supports the late selection
model, although there are alternative explanations. In an
experiment that required somewhat intrepid participants,
Corteen and Wood (1972) associated electric shocks with
words to produce a conditioned galvanic skin response. After
the conditioned response was established, the participants
performed a shadowing task in which the shock-associated
words were presented to the unattended ear. The conditioned
response was still obtained, and galvanic skin responses were
also obtained for words semantically related to the conditioned
words. This latter finding is particularly interesting because
the analysis of the words would have to go deeper than just the
sound to elicit these associative responses. Other reports of
analysis of unattended material include those of Corteen and
Dunn (1974); Forster and Govier (1978); MacKay (1973); and
Von Wright, Anderson, and Stenman (1975). On the other
hand, Wardlaw and Kroll (1976), in a careful series of experi-
ments, did not replicate the effect.

Replicating this effect may be less of an issue than the
concern over whether it implies unconscious processing. This
is one situation in which momentary conscious processing of
the nontarget material is not implausible. Several lines of ev-
idence support momentary conscious processing. For exam-
ple, Dawson and Schell (1982), in a replication of Corteen
and Wood’s (1972) experiment, found that if participants
were asked to name the conditioned word in the nonselected
ear, they were sometimes able to do so. This suggests that
there was attentional switching, or at least some awareness,
of material on the unshadowed channel. Corteen (1986)
agreed that this was possible. Treisman and Geffen (1967)
found that there were momentary lapses in shadowing of the
primary message when specified targets were detected in the
secondary one. MacKay’s (1973) results were replicated by
Newstead and Dennis (1979) only if single words were pre-
sented on the unshadowed channel and not if words were em-
bedded in sentences. This finding suggests that occasional
single words could attract attention and give rise to the effect,
while the continuous stream of words in sentences did not
create the effect because they were easier to ignore.

Dissociation Accounts of Some Unusual and
Abnormal Conditions

The majority of psychological disorders, if not all, have im-
portant implications for consciousness, unconscious process-
ing, and so on. Here we consider only disorders that are
primarily disorders of consciousness, that is, dissociations and
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other conditions that affect the quality or the continuity of con-
sciousness, or the information available to consciousness.

Problems in self-monitoring or in integrating one’s mental
life about a single personal self occur in a variety of disor-
ders. Frith (1992) described many of the symptoms that indi-
viduals with schizophrenia exhibit as a failure in attributing
their actions to their own intentions or agency. In illusions of
control, for example, a patient may assert that an outside
force made him do something like strip off his clothes in pub-
lic. By Frith’s account this assertion would result from the pa-
tient’s being unaware that he had willed the action, in other
words, from a dissociation between the executive function
and self-monitoring. The source of motivation is attributed to
an outside force (“the Devil made me do it”), when it is only
outside of the self system of the individual. For another ex-
ample, individuals with schizophrena are often found to be
subvocalizing the very voices that they hear as hallucinations
(Frith, 1992, 1996); hearing recordings of the vocalizations
does not cause them to abandon the illusion. There are many
ways in which the monitoring could fail (see Proust, 2000),
but the result is that the self system does not “own” the ac-
tion, to use Kihlstrom’s (1992, 1997) felicitous term. 

This lack of ownership could be as simple as being unable
to remember that one willed the action, but that seems too
simple to cover all cases. Frith’s theory is sophisticated and
more general. He hypothesized that the self system and the
source of willing are separate neural functions that are nor-
mally closely connected. When an action is willed, motor
processes execute the willed action directly, and a parallel
process (similar to feedforward in control of eye movements;
see Festinger & Easton, 1974) informs the self system about
the action. In certain dissociative states, the self system is not
informed. Then, when the action is observed, it comes as a
surprise, requiring explanation. Alien hand syndrome (Chan &
Liu, 1999; Inzelberg, Nisipeanu, Blumen, & Carasso, 2000)
is a radical dissociation of this sort, often connected with
neurologic damage consistent with a disconnection between
motor planning and monitoring in the brain (see chapters by
Proctor & Vu and by Heuer in this volume). In this syndrome
the patient’s hand will sometimes perform complex actions,
such as unbuttoning his or her shirt, while the individual
watches in horror.

Classic dissociative disorders include fugue states, in
which at the extreme the affected person will leave home and
begin a new life with amnesia for the previous one, often
after some sort of trauma (this may happen more often
in Hollywood movies than in real life, but it does happen). In
all of these cases the self is isolated from autobiographical
memory (see chapter by Roediger & Marsh in this volume).
Dissociative identity disorder is also known as multiple per-

sonality disorder. There has been doubt about the reality of
this disorder, but there is evidence that some of the multiple
selves do not share explicit knowledge with the others
(Nissen, et al., 1994), although implicit memories acquired
by one personality seem to be available to the others.

Now termed conversion disorders, hysterical dissocia-
tions, such as blindness or paralysis, are very common in
wartime or other civil disturbance. One example is the case of
200 Cambodian refugees found to have psychogenic blind-
ness (Cooke, 1991). It was speculated that the specific form
of the conversion disorder that they had was a result of seeing
terrible things before they escaped from Cambodia. What-
ever the reason, the disorder could be described as a blocking
of access of the self system to visual information, that is, a
dissociation between the self and perception. One piece of
evidence for this interpretation is the finding that a patient
with hysterical analgesia in one arm reported no sensations
when stimulated with strong electrical shocks but did have
normal changes in physiological indexes as they were admin-
istered (Kihlstrom, et al., 1992). Thus the pain messages were
transmitted through the nervous system and had many of the
normal effects, but the conscious monitoring system did not
“own” them and so they were not consciously felt.

Anosognosia (Galin, 1992; Ramachandran, 1995, 1996;
Ramachandran, et al., 1996) is a denial of deficits after neu-
rological injury. This denial can take the form of a rigid delu-
sion that is defended with tenacity and resourcefulness.
Ramachandran et al. (1996) reported the case of Mrs. R.,
a right-hemisphere stroke patient who denied the paralysis of
her left arm. Ramachandran asked her to point to him with
her right hand, and she did. When asked to point with her
paralyzed left hand, the hand remained immobile, but she in-
sisted that she was following the instruction. When chal-
lenged, she said, “I have severe arthritis in my shoulder, you
know that doctor. It hurts.”

Bisiach and Geminiani (1991) reported the case of a
woman suddenly stricken with paralysis of the left side who
complained on the way to the hospital that another patient
had forgotten a left hand and left it on the ambulance bed. She
was able to agree that the left shoulder and the upper arm
were hers, but she became evasive about the forearm and
continued to deny the hand altogether. 

Denials of this sort are consistent with a dissociation
between the representation of the body part or the function
(Anton’s syndrome is denial of loss of vision, for example)
and the representation of the self. Because anosognosia is
specific to the neurological conditions (almost always right-
hemisphere damage), it is difficult to argue that the denial
comes from an unwillingness to admit the deficit.Anosognosia
is rarely found with equally severe paralysis resulting from
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left-hemisphere strokes (see the section titled “Observations
from Human Pathology” for more on the neurological basis for
anosognosia and related dissociations).

Vaudeville and circus sideshows are legendary venues for
extreme and ludicrous effects of hypnotic suggestion, such as
blisters caused by pencils hypnotically transformed to red-hot
pokers, or otherwise respectable people clucking like chick-
ens and protecting eggs they thought they laid on stage. It is
tempting to reject these performances as faked, but extreme
sensory modifications can be replicated under controlled con-
ditions (Hilgard, 1968). The extreme pain of cold-pressor
stimulation can be completely blocked by hypnotic sugges-
tion in well-controlled experimental situations. Recall of a
short list of words learned under hypnosis can also be blocked
completely by posthypnotic suggestion. In one experiment
Kihlstrom (1994) found that large monetary rewards were in-
effective in inducing recall, much to the bewilderment of the
participants, who recalled the items quite easily when sugges-
tion was released but the reward was no longer available.

Despite several dissenting voices (Barber, 2000), hypno-
tism does seem to be a real phenomenon of extraordinary and
verifiable modifications of consciousness. Hilgard’s (1992)
neodissociation theory treats hypnosis as a form of dissocia-
tion whereby the self system can be functionally discon-
nected from other sources of information, or even divided
internally into a reporting self and a hidden observer. 

One concern with the dissociative or any other theory of
hypnosis is the explanation of the power of the hypnotist.
What is the mechanism by which the hypnotist gains such con-
trol over susceptible individuals? Without a good explanation
of the mechanism of hypnotic control, the theory is incom-
plete, and any results are open to dismissive speculation. We
suggest that the mechanism may lie in a receptivity to control
by others that is part of our nature as social animals. By this ac-
count hypnotic techniques are shortcuts to manipulating—for
a brief time but with great force—the social levers and strings
that are engaged by leaders, demagogues, peers, and groups in
many situations.

What Is Consciousness For? Why Aren’t We Zombies?

Baars (1988, 1997) suggested that a contrastive analysis is a
powerful way to discover the function of consciousness. If
unconscious perception does take place, what are the differ-
ences between perception with and without consciousness?
We can ask the same question about memory with and with-
out awareness. To put it another way, what does conscious-
ness add? As Searle (1992, 1993) pointed out, consciousness
is an important aspect of our mental life, and it stands to rea-
son that it must have some function. What is it?

A few regularities emerge when the research on con-
sciousness is considered. One is that strategic control over
action and the use of information seems to come with aware-
ness. Thus, in the experiments of Cheesman and Merikle
(1986) or Merikle et al. (1995), the material presented
below the conscious threshold was primed but could not be
excluded from response as well as it could when presenta-
tion was above the subjective threshold. As Shiffrin and
Schneider (1977) showed, when enough practice is given to
make detection of a given target automatic (i.e., uncon-
scious), the system becomes locked into that target and
requires relearning if the target identity is changed. Auto-
maticity and unconscious processing preserve capacity when
they are appropriate, but the cost is inflexibility. These results
also suggest that consciousness is a limited-capacity medium
and that the choice in processing is between awareness, con-
trol, and limited capacity, on the one hand, or automaticity,
unconsciousness, and large capacity, on the other.

Another generalization is that consciousness and the
self are intimately related. Dissociation from the self can
lead to unconsciousness; conversely, unconscious registra-
tion of material can cause it not to be “owned” by the self.
This is well illustrated in the comparison between implicit
and explicit memory. Implicit memory performance is auto-
matic and not accompanied by a feeling of the sense that “I
did it.” Thus, after seeing a list containing the word “motor-
boat,” the individual with amnesia completely forgets the list
or even the fact that he saw a list, but when asked to write a
word starting with “mo—,” he uses “motorboat” rather than
more common responses such as “mother” or “moth.” When
asked why he used “motorboat,” he would say, “I don’t
know. It just popped into my mind.” The person with normal
memory who supplies a stem completion that was primed
by a word no longer recallable would say the same thing:
“It just popped into my head.” The more radical lack of
ownership in anosognosias is a striking example of the dis-
connection between the self and perceptual stimulation.
Hypnosis may be a method of creating similar dissociations
in unimpaired people, so that they cannot control their
actions, or find memory recall for certain words blocked, or
not feel pain when electrically shocked, all because of an
induced separation between the self system and action or
sensation.

We could say that consciousness is needed to bring mate-
rial into the self system so that it is owned and put under
strategic control. Conversely, it might be said that conscious-
ness emerges when the self is involved with cognition. In the
latter case, consciousness is not “for” anything but reflects
the fact that what we call conscious experience is the product
of engagement of the self with cognitive processing, which
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could otherwise proceed unconsciously. This leaves us with
the difficult question of defining the self.

Conclusions

Probably the most important advance in the study of con-
sciousness might be to replace the model of Figure 1.1 with
something more compatible with findings on the function of
consciousness. There are several examples to consider.
Schacter (1987) proposed a parallel system with a conscious
monitoring function. Marcel’s (1983a, 1983b) proposed
model is similar in that the conscious processor is a monitor-
ing system. Baars’s (1988) global workspace model seems
to be the most completely developed model of this type
(see Franklin & Graesser, 1999, for a similar artificial intelli-
gence model), with parallel processors doing much of the
cognitive work and a self system that has executive func-
tions. We will not attempt a revision of Figure 1.1 more in
accord with the current state of knowledge, but any such re-
vision would have parallel processes, some of which are and
some of which are not accessible to consciousness. The func-
tion of consciousness in such a picture would be controlling
processes, monitoring activities, and coordinating the activi-
ties of disparate processors. Such an intuitive model might be
a better starting point, but we are far from having a rigorous,
widely accepted model of consciousness.

Despite the continuing philosophical and theoretical diffi-
culties in defining the role of consciousness in cognitive pro-
cessing, the study of consciousness may be the one area that
offers some hope of integrating the diverse field of cognitive
psychology. Virtually every topic in the study of cognition,
from perception to motor control, has an important connection
with the study of consciousness. Developing a unified theory
of consciousness could be a mechanism for expressing how
these different functions could be integrated. In the next sec-
tion we examine the impact of the revolution in neuroscience
on the study of consciousness and cognitive functioning.

NEUROSCIENTIFIC APPROACHES TO
CONSCIOUSNESS

Data from Single-Cell Studies

One of the most compelling lines of research grew out of Nikos
Logothetis’s discovery that there are single cells in macaque
visual cortex whose activity is well correlated with the mon-
key’s conscious perception (Logothetis, 1998; Logothetis &
Schall, 1989). Logothetis’s experiments were a variant on the
venerable feature detection paradigm. Traditional feature
detection experiments involve presenting various visual stim-

uli to a monkey while recording (via an implanted electrode)
the activity of a single cell in some particular area of visual cor-
tex. Much of what is known about the functional organization
of visual cortex was discovered through such studies; to deter-
mine whether a given area is sensitive to, say, color or motion,
experimenters vary the relevant parameter while recording
from single cells and look for cells that show consistently
greater response to a particular stimulus type.

Of course, the fact that a single cell represents some visual
feature does not necessarily imply anything about what the
animal actually perceives; many features extracted by early
visual areas (such as center-surround patches) have no direct
correlate in conscious perception, and much of the visual sys-
tem can remain quite responsive to stimuli in an animal anes-
thetized into unconsciousness. The contribution of Logothetis
and his colleagues was to explore the distinction between
what is represented by the brain and what is perceived
by the organism. They did so by presenting monkeys with
“rivalrous” stimuli—stimuli that support multiple, conflicting
interpretations of the visual scene. One common rivalrous
stimulus involves two fields of lines flowing past each other;
humans exposed to this stimulus report that the lines fuse
into a grating that is either upward-moving or downward-
moving and that the perceived direction of motion tends to
reverse approximately once per second.

In area MT, which is known to represent visual motion,
some cells will respond continuously to a particular stimulus
(e.g., an upward-moving grating) for as long as it is present.
Within this population, a subpopulation was found that showed
a fluctuating response to rivalrous stimuli, and it was shown
that the activity of these cells was correlated with the monkey’s
behavioral response. For example, within the population of
cells that responded strongly to upward-moving gratings, there
was a subpopulation whose activity fluctuated (approximately
once per second) in response to a rivalrous grating, and whose
periods of high activity were correlated with the monkey’s be-
havioral reports of seeing an upward-moving grating.

This discovery was something of a watershed in that it
established that the activity of sensory neurons is not always
explicable solely in terms of distal stimulus properties. Com-
paring the trials where a given neuron is highly active with
those where it is less active, no difference can be found in the
external stimulus or in the experimental condition. The only
difference that tracks the activity of the cell is the monkey’s
report about its perception of motion. One might propose that
the cells are somehow tracking the monkey’s motor output or
intention, but this would be hard to support given their loca-
tion and connectivity. The most natural interpretation is that
these neurons reflect—and perhaps form the neural basis
for—the monkey’s awareness of visual motion. 
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Some single-cell research seems to show a direct effect of
higher level processes, perhaps related to awareness or inten-
tionality, on lower level processes. For example, Moran and
Desimone (1985) showed that a visual cell’s response is mod-
ified by the monkey’s attentional allocation in its receptive
field.

Data from Human Pathology

One major drawback of single-cell studies is that they are only
performed on nonhuman animals because the procedure is in-
vasive and because there is little clinical use for single-cell
data from a patient’s visual cortex. Recent advances in neu-
roimaging (most notably the advent of functional MRI) have
made it possible to observe the normal human brain noninva-
sively, at a fine scale, and in real time. Traditionally, however,
most of what we know about the functional architecture of the
human brain has come from the study of patients who have
suffered brain damage, whether from a stroke, an injury, or
degenerative disease. Data about the effects of a lesion can be
gathered from clinical observation and behavioral tests, and
then the location of the lesion can be discerned through sim-
pler forms of neuroimaging or through postmortem autopsy.

It is famously difficult to use lesion data to ground claims
about the localization of function because a lesion in a given
area may disrupt a function even if the area itself is not “for”
that function (e.g., in cases where the lesion interrupts a path-
way or produces a conflicting signal). In the case of disrup-
tions related to consciousness, however, merely coming to
understand the character of the deficit itself can provide in-
sight into the functional structure of consciousness; just see-
ing what sorts of breakdowns are possible in a system can
reveal much about its architecture. Perhaps the clearest ex-
ample of this has been the phenomenon of blindsight.

Blindsight occurs in some patients who have suffered dam-
age to primary visual cortex (also known as striate cortex, or
area V1). This damage produces a blind field in the patient’s
vision on the side opposite to the lesion; patients will report a
complete absence of visual perception in this field. Nonethe-
less, some patients show a preserved ability to respond in cer-
tain ways to stimuli in this field. For example, patients may be
able to press a button when a stimulus appears, to point reli-
ably in the direction of the stimulus, or even to respond ap-
propriately to the emotional content of facial expressions
(de Gelder, Vroomen, Pourtois, & Weiskrantz, 1999), all
while insisting that they cannot see anything and are “just
guessing.” Research in humans and monkeys (Weiskrantz,
1990, 1998) has supported the hypothesis that this preserved
discriminatory capacity is due to extrastriate pathways that
carry some visual information to areas of the brain outside

of visual cortex, areas involved in functions such as sensori-
motor coordination.

Blindsight relates to the study of consciousness in a num-
ber of ways. First, it provides a powerful reminder of how
much work goes on “outside of” consciousness; even a form
of sensory processing that results in a conscious reaction
(e.g., the emotional response to a facial expression or the
diffuse sense that “something has changed”) may be quite
independent of the sensory information that is available to
consciousness. Second, blindsight clearly demonstrates a
functional division, seen throughout the motor system, be-
tween the mechanisms involved in consciously selecting and
initiating an action and the unconscious mechanisms that
guide its implementation and execution (Llinás, 2001). Third,
it offers the tantalizing possibility—just beginning to be re-
alized—of using neuroimaging to investigate the differences
in activity when the same task is performed with or without
conscious awareness (Morris, DeGelder, Weiskrantz, &
Dolan, 2001).

Another fruitful line of investigation has involved a
constellation of puzzling deficits associated with unilateral
damage to parietal cortex. Parietal cortex plays an essential
role in coordinating action with perception and is known to
contain a variety of sensory and motor maps that are inte-
grated in complex ways. Right parietal lesions produce par-
tial or complete paralysis of the left side of the body, and they
almost always produce some degree of hemineglect, a ten-
dency to ignore the side of the world opposite the lesion (i.e.,
the left side; hemineglect is not associated with left parietal
lesions). The disorder has both sensory and motor compo-
nents: Patients will fail to respond to stimuli coming from ob-
jects located on the left and will not spontaneously use their
left-side limbs. This lateral bias tends to manifest itself across
a variety of modalities and coordinate frames (e.g., auditory
and visual, body-centered and object-centered). Many of the
standard tests of hemineglect are based on paper-and-pencil
tasks carried out with the right hand: For example, patients
with the disorder who are asked to copy a picture (presented
entirely in the patient’s right field) will fill in the right half but
leave the left half sketchy or blank, and if asked to bisect a
horizontal line they will show a substantial rightward bias
(for a review of clinical and experimental findings regarding
hemineglect, see Kerkhoff, 2001).

A variety of mechanisms had been proposed for hemine-
glect, but the field was narrowed considerably by an inge-
nious experiment performed by Edoardo Bisiach and his
colleagues (Bisiach & Luzzatti, 1978). To discern whether
the deficit was primarily one of sense perception or of higher-
level processes such as attention and representation, Bisiach
designed a test that required only verbal input and output. He
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asked his subjects to imagine that they were standing at the
north end of a well-known plaza in their city and to recount
from memory all the buildings that faced on the plaza. What
he found was that patients displayed hemineglect even for
this imagined vista; in their descriptions, they accurately
listed the buildings on the west side of the plaza (to their
imaginary right) and omitted some or all of the buildings
to the east. Even more strikingly, when he then asked them to
repeat the same task but this time to imagine themselves at
the south end of the plaza, the left-neglect persisted, meaning
that they listed the buildings they had previously omitted and
failed to list the same buildings that they had just described
only moments before. Because the subjects were drawing on
memories formed before the lesion occurred, Bisiach rea-
soned that the pattern of deficit could only be explained by a
failure at the representational level.

This alone would be fascinating, but what makes hemine-
glect particularly relevant for the study of consciousness is its
frequent association with more bizarre derangements of
bodily self-conception. For example, some hemineglect pa-
tients suffer from misoplegia, a failure to acknowledge that
the limbs on the left side of their body are their own. Patients
with misoplegia often express hatred of the foreign limbs and
wish to be rid of them; V. S. Ramachandran (Ramachandran &
Blakeslee, 1998) reports the case of a patient who kept falling
out of bed in his attempts to escape his own arm, which he
thought was a cadaver’s arm placed in his bed by prankish
medical students. Other patients, while regarding the limb
with indifference, will make bizarre and nonsensical claims
such as that it “belongs to someone else” even though it is at-
tached to their own body. It is important to emphasize that
these patients are not otherwise cognitively impaired; their
IQs are undiminished, and they test at or near normal on tasks
that do not involve using or reasoning about the impaired
hemifield.

An even stranger disorder associated with hemineglect is
anosognosia, or “unawareness of deficit.” This name is some-
times used more in a broader sense, to include the unaware-
ness of other deficits such as amnesia or jargon aphasia. For
present purposes we focus on anosognosia for hemineglect
and hemiparesis, since it remains unclear to what extent the
broader range of cases can or should be explained in a unitary
fashion.

Patients with anosognosia exhibit a near-total unaware-
ness of their paralysis. Though confined to a wheelchair, they
will insist that they are capable of full normal use of their left
limbs; if pressed, they may produce confabulatory excuses
about being “tired” or, in one striking case, “[not] very
ambidextrous” (Ramachandran, 1995). Ramachandran has
shown that this unawareness extends even to unconscious

decisions such as how to grasp or manipulate an object;
anosognosic subjects will use their one good hand to ap-
proach tray lifting or shoe tying in a way that cannot succeed
without help from the other hand and either will fail to regis-
ter their failure at the task or will be surprised by it. Bisiach
(Bisiach & Rusconi, 1990) has shown that anosognosia ex-
tends also to the perceptual realm; unlike patients with hemi-
field blindness due to retinal or occipital damage, patients
with anosognosia will insist that they are fully functional
even when they are demonstrably incapable of responding to
stimuli in half of their visual field.

Anosognosia is a fascinating and puzzling deficit to which
no brief summary will do justice. For our purposes, however,
three features are most salient. First and most important is its
cognitive impenetrability: Even very intelligent and coopera-
tive patients cannot be made to understand the nature of their
deficit. This qualifies the disorder as a derangement of con-
sciousness because it concerns the subject’s inability to form
even an abstract representation of a particular state of affairs.
Second is the bizarre, possibly hallucinatory degree of con-
fabulation associated with the disorder. These confabula-
tions raise deep questions about the relationship between
self-perception, self-understanding, and self-description.
Third, it should be noted that anosognosia is often strongly
domain-specific; patients unaware of their paralysis may still
admit to other health problems, and double dissociations
have been demonstrated between anosognosias for different
forms of neglect in single patients (e.g., sensory vs. motor
neglect, or neglect for personal vs. extrapersonal space).

There are at least three major hypotheses about the mech-
anism of hemineglect and its associated disorders: Bisiach
treats it as a systematic warping or “metric distortion” in
the patient’s representational space (Bisiach, Cornacchia,
Sterzi, & Vallar, 1984); Heilman and Schacter attribute it to
the failure of second-order monitoring systems (Heilman,
Barrett, & Adair, 1998; Schacter, 1990); and Ramachandran
presents a complex theory in which the left hemisphere is
specialized for building coherence and the right hemisphere
(damaged in these disorders) is specialized for using conflict-
ing data to overthrow old interpretations (Ramachandran,
1995). Ramachandran’s theory, while highly speculative, is
the only one that accounts directly for the stranger cognitive
failures of misoplegia and anosognosia. The other theories
are not incompatible with the phenomena, but to provide a
satisfactory explanation of patients’ behavior they would
(at minimum) need to be integrated with an account of the
mechanisms of confabulation (see, e.g., Moscovitch & Melo,
1997). In any case, what we want to emphasize here is the
way in which a lesion of a somatosensory area can produce
domain-specific failures of rationality. This suggests two
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counterintuitive ideas about abstract reasoning, a process that
has long been assumed to be a function of the frontal lobes:
Either it is in fact more broadly distributed across other areas
of the brain, including the temporal and parietal cortices, or
coherent second-order reasoning about some domain may re-
quire the intact functioning of the areas that construct first-
order representations of that domain. This second hypothesis
would accord well with many recent models of the neural
basis of consciousness, in particular those of Damasio and
Edelman (discussed later).

An Introduction to Current Theories

Several factors have supported the current flowering of neuro-
scientific research into consciousness. Tremendous advances
in neuroimaging have produced new insight into the func-
tional anatomy of the brain; studies of the response properties
of neurons, both in vitro and in computer models, have led to
a deeper understanding of the principles of neurodynamics.
This more sophisticated understanding of the brain has made
possible more specific hypotheses about the structures that
give rise to consciousness. The search for a neural theory of
consciousness also conjoins naturally with the new push
for large-scale theories to explain such fundamental brain
functions as representation, sensorimotor integration, and ex-
ecutive control (Koch & Davis, 1994). These projects are
ambitious, to be sure, but at this point there can be no doubt-
ing their scientific respectability.

In this section we consider a number of recent hypotheses.
There has been a striking convergence among the major the-
ories of the neural basis of consciousness, a convergence both
in conceptual structure and in the choice of brain structures
on which to focus. As a consequence, rather than treating in-
dividual theories one by one, each subsection is devoted to a
particular concept or theoretical component that may play a
role in several different theories. There is a trade-off here be-
cause in focusing on the fundamental concepts, we must nec-
essarily gloss over some of the details of individual views.
We made this choice with an eye to the balance of existing
treatments: Many of the theorists covered here have recently
published lucid, book-length expositions of their individual
views, but we have seen almost no extended synthetic treat-
ments. It is our hope that the approach pursued here will
assist the reader both in understanding the individual views
and in assessing their contributions to the overall pursuit of
consciousness.

Two points about all these theories are worth noting in
advance. First, their convergence affords some grounds for
optimism that the broad outline of a stable, “mature” theory
of consciousness may be coming into view. The specific
current theories of consciousness are doubtless flawed in

many respects; but it seems increasingly clear that they are at
least looking in the right place, and that is a very important
step in the development of a scientific subdiscipline. In a nut-
shell, it seems that the neuroscience of consciousness is on
the cusp of moving from a revolutionary to an evolutionary
mode of progress.

Second, it is worth briefly noting that all of these theories
necessarily assume that consciousness is not epiphenomenal;
in other words, they treat consciousness as something that
plays a functional role and (presumably) confers some con-
crete advantage on the organisms that have it. This assump-
tion has historically been controversial, but as these theories
continue to bear empirical fruit, the assumption becomes
more and more plausible.

Dynamic Activity Clusters

Arguably the first scientific approach to consciousness was
that of associationist psychology, which treated consciousness
as a container or space in which various ideas came and went.
The two basic questions posed by the associationists remain
with us today: How are ideas formed, and what principles
guide the transition from one idea to another? Posing these
questions within the context of neuroscience opens, for the first
time, the possibility of going beyond the surface level to ask
about the mechanisms underlying the formation and transition
of ideas. Theorists of consciousness are now in a position to
ask how and even why conscious experience is generated,
rather than just describing what happens in experience.

Most current theories share the basic idea that individual
percepts and concepts have as their neural correlate a dynamic
“cluster” or “assembly” of neurons (Crick & Koch, 1995;
Greenfield, 1995; Llinás, Ribary, Contreras, & Pedroarena,
1998; Singer, 1996; Tononi & Edelman, 1998). Cluster theo-
ries take as their starting point the challenge of distinguishing
conscious mental activity from unconscious neural process-
ing. In the sensory systems in particular, it is clear that the
brain represents far more information than a person is con-
scious of at any given moment; for example, the entire visual
field is represented in visual cortex, but conscious experience
is (usually, more or less) restricted to one small part of that
field. What, then, is the neural marker of this distinction?
What determines which neural representations become, so to
speak, the contents of consciousness?

Cluster theories propose that various potentially conscious
percepts and/or ideas compete to enter consciousness. Each
cluster is a group of neurons, often distributed across multiple
areas, that collectively represent some image or sensation. As
the brain processes inputs and also recursively processes its
own state, different clusters may become active, and some
sort of “winner-take-all” competition determines which one
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will be most active and (therefore) the object of conscious-
ness. A crucial feature of this hypothesis is that clusters are
dynamic and distributed—meaning that a single cluster may
incorporate related feature-representations from many differ-
ent areas of cortex, and a given neuron may participate in dif-
ferent clusters at different times.

Some of the central dynamics of cluster theories are inher-
ited directly from classical associationism and gain plausibil-
ity from the associationist characteristics of neural networks.
For example, it is a natural feature of most neural represen-
tations that activation will spread from some elements in a
cluster to the others, so that activating some features of a rep-
resentation will cause the network to “fill in” the missing fea-
tures, eventually activating the whole cluster. Conversely, the
most fundamental principle of learning at the neural level—
the idea that neurons that are active at the same time become
more strongly connected (“neurons that fire together wire to-
gether”)—provides a mechanism for the creation of clusters
on the basis of long-term regularities in experience.

In inheriting this much of the structure of associationism,
however, cluster theories also inherit many of its classical
problems. It is difficult to give more than a hand-waving
explanation of how the various contributions of the senses,
memory, and imagination interact, and the mechanism of
conscious direction of thought is obscure. Perhaps most im-
portant for the present generation of theories are the problems
that arise when one tries to characterize the difference be-
tween conscious and unconscious representation. Greenfield
(1995) explained the difference in terms of magnitude of ac-
tivation (i.e., one is conscious of whichever cluster is most
active at a given time), but this is problematic because mag-
nitude (in the form of firing rate) is already used by the brain
to represent the intensity of stimuli. This is reminiscent of the
problem that critics raised with Locke’s claim that memories
were distinguished from perception by their faintness; if true,
this would mean that a memory of a bright object should be
subjectively indistinguishable from a perception of a suffi-
ciently dim object, and this is clearly not the case. If a system
is to incorporate both a representation of the objective mag-
nitude of a stimulus and a distinction between conscious and
unconscious representations, that system will need separate
ways of encoding these two things; a single variable such as
firing rate cannot do the job by itself. In the following sec-
tions we mention some concrete proposals for what addi-
tional variables the brain might use for this purpose.

Sensory Imagery and Binding

At the neural level, one way of interpreting consciousness is
as an integration or “binding” of disparate neural representa-
tions into a single, coherent percept. When we see an object,

its various features such as color, shape, location, movement,
and identity are represented in different areas of the brain, but
our experience is still of a single, unified object that combines
all these properties. How is this combination achieved, and
how do we know which features go with which object?
Christof von der Malsburg (1981) coined the term binding
problem to refer to this puzzle in the context of models of the
visual system, and it has since been broadened to refer to
cross-modal and sensorimotor integration and even to the
integration of perception with memory.

As von der Malsburg (1981) pointed out, one can in prin-
ciple solve this problem by having the processing chain ter-
minate in a set of object-specific neurons that stand for whole
percepts. This is the type of representation often caricatured
as involving “grandmother cells,” since at its most extreme it
would require a single cell for each possible percept (e.g.,
your grandmother), and that cell would fire when and only
when you detect that object with any of your senses. This
type of representation is highly inefficient and fragile, how-
ever; unsurprisingly, the brain does not appear to be orga-
nized this way. There is no Cartesian Theater (Dennett,
1991), no single region on which all inputs converge to pro-
duce one master representation. Recasting the binding prob-
lem, then, the challenge is to explain how a person can have
a single, integrated experience of an object whose various
properties are represented in different brain regions and never
brought together in one place.

If not one place, how about one time? An interesting hy-
pothesis that gained prominence in the 1990s is that temporal
synchrony is what binds representations across the brain
(Joliot, Ribary, & Llinás, 1994; Singer, 1996, 2001). The idea
here is that all the neurons representing a given percept will
produce spikes that closely coincide. This approach exploits
the fact that spike frequency does not exhaust the informa-
tion-carrying potential of a neuronal spike train. Even if two
neurons produce the same number of spikes within a given
time interval, their spike trains may differ in several impor-
tant ways. Synchrony thus offers one way to encode the extra
representational dimension that cluster theories need. There
are also a number of good theoretical reasons to look in this
direction, including the following (modified from Singer,
1996):

• The constraints of real-time perceptual processing are
such that the mechanism of binding has to work on a very
short timescale. It also has to allow for the dynamic cre-
ation of novel perceptual clusters involving elements that
have never been associated before. Both of these require-
ments suggest that binding should be implemented at
the level of neuronal activity rather than at the level of
anatomical structure and connectivity.
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• It is a robust general principle of neural dynamics that two
neurons stimulating a third will have a greater total effect
if both their pulses reach the target at the same time (within
some small window of tolerance). From this it follows that
synchronous firing would enhance the neural visibility and
associative power of the disparate components of a cluster.
Binding via synchrony could thus explain why a visual
field containing the same set of features will call up differ-
ent associations depending on how they are grouped—so,
for example, seeing a purple Volkswagen might bring up
memories of an old friend while seeing a purple Ford next
to a green Volkswagen would not.

• Neurons in many areas can exhibit oscillatory firing pat-
terns. Phase-locking such oscillations—coordinating them
so their peaks coincide—would be a powerful and effi-
cient means of generating synchrony across large dis-
tances in cortex. The need for a mechanism of synchrony
would thus provide one (though by no means the only)
possible explanation for the ubiquity of these oscillatory
firing patterns.

The details of empirical studies on synchrony are beyond
the scope of this chapter, but it is now widely accepted that
synchronous oscillation plays an important role in visual
binding and may also be crucial for attentional processes and
working memory (for review and discussion, see Engel,
Fries, Konig, Brecht, & Singer, 1999; Engel & Singer, 2001).
Synchrony can thus be considered at least a neural precon-
dition for consciousness because conscious attention and
awareness operate within the realm of whole, bound objects
(Treisman & Kanwisher, 1998).

Christof Koch and Francis Crick advanced a more specific
proposal, which has come to be known as the 40-Hz hypothe-
sis (Koch & Crick, 1994). The central idea of this proposal
was that synchronous oscillation in the so-called “gamma
band” frequency range (approximately 25–55 Hz) is both nec-
essary and sufficient for consciousness—in other words, that
we are conscious of the representational contents of all
neurons synchronously oscillating in this frequency band, and
that all our conscious imagery is accompanied by such
oscillations.

The 40-Hz hypothesis was a breakthrough in two respects.
First, it led directly to clear, empirically testable claims about
the neural correlate of consciousness (NCC). At the single-
cell level, the hypothesis implies that the activity of a given
sensory neuron should match the contents of sensory con-
sciousness (e.g., in experiments like those of Logothetis men-
tioned earlier) whenever it is oscillating at frequencies in the
gamma band. At the level of functional areas, it also follows
that consciousness should be insensitive to differences in

activity that are restricted to areas that do not exhibit signifi-
cant gamma-band oscillation. This latter idea was the basis
for the famous conjecture that we are not conscious of the
contents of V1, the first stage of processing in visual cortex
(Crick & Koch, 1995). Unfortunately, as Crick and Koch
themselves pointed out, complicating factors render these
seemingly simple implications problematic: How can one
distinguish the neurons that are driving an oscillation from
those that are merely responding to it? What about local in-
hibitory neurons, which play no direct role in communicating
with other cortical areas—should they be considered part
of the NCC if they oscillate? In recognition of these com-
plexities, Crick and Koch now assume that the anatomical
side of the NCC story will be more complex, involving (at
minimum) finer-grained analysis of the contributions of dif-
ferent cell types and cortical layers (Crick & Koch, 1998).

The original 40-Hz hypothesis was novel in a second way
that has been less widely noticed but may ultimately have
more lasting consequences: Unlike previous synchrony mod-
els of binding, it provided a way to draw a distinction within
the realm of bound representations, between those which are
and are not conscious. If the 40-Hz hypothesis was correct, a
neuroscientist observing the activity of a pair of sensory neu-
rons in separate areas could place them into one of three cat-
egories based solely on the properties of their spike trains: 

• If oscillating synchronously in the gamma band, the
neurons must be contributing to a single conscious
representation.

• If oscillating synchronously at a frequency outside the
gamma band, they must be part of a bound representation
that is not present to consciousness (e.g., an object in an
unattended part of the visual field).

• If active but not oscillating or oscillating out of synchrony,
they must be representing features which are unbound, or
perhaps bound to different representations. 

Even though 40-Hz oscillation itself is looking less attrac-
tive as a criterion, it would clearly be useful to have some
means of drawing this distinction between bound representa-
tions that are and are not conscious, and another candidate for
this role is discussed in the next section.

Thalamocortical Loops

The thalamus is a lower forebrain structure that is sometimes
referred to as the gateway to the brain because all sensory sig-
nals except olfaction must pass through it to get to the cortex.
The cortex also projects profusely back to the thalamus;
for many thalamic nuclei, these downward projections
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outnumber the upward ones by an order of magnitude. Most
nuclei of the thalamus are so-called specific nuclei, each of
which connects to a relatively small area of cortex. There are
also several nonspecific nuclei (including the reticular nucleus
and the intralaminar nuclei), which extend diffuse, modula-
tory projections across most of the cortex—with a single axon
synapsing in many distinct areas—and receive projections
from a similarly broad swath.

The broad connectivity of the thalamus and its central role
in sensation have made it a frequent target for neural theories
of consciousness. One of the earliest such was Francis
Crick’s thalamic searchlight hypothesis (Crick, 1984), in
which the thalamus controls which areas of cortex become
the focus of consciousness. Since then, so-called thalamocor-
tical loop models have been widely pursued, and this circuit
now plays a role in almost all neural theories of conscious-
ness; here we focus on the version developed by Rodolfo
Llinás. During the 1990s, Llinás and his coworkers con-
ducted a series of detailed studies of thalamocortical interac-
tions, and out of this work Llinás has developed a theory that
integrates data from waking and sleeping consciousness,
addresses the binding problem, and provides a criterion for
discriminating representations that can fill the hole vacated
by the 40-Hz hypothesis (as discussed earlier).

First, it is important to understand how thalamocortical
models in general account for binding. The common thread
in these accounts is that thalamocortical interactions are nec-
essary for the fast and precise generation of synchronous os-
cillations across distinct cortical regions. (This represents a
minimal necessary function for the thalamus that almost all
models would agree on. There are many more specific ques-
tions on which accounts vary: For example, it is not clear
how crucial the thalamus is for maintaining synchrony
among neurons within a single cortical area; and although
some neurons will oscillate even in vitro, there is much de-
bate about the extent to which oscillations observed in cortex
derive from such “endogenous” oscillatory properties or
from system-level interactions.)

In this respect the thalamus acts something like the con-
ductor of a cortical symphony: It does not determine in detail
what the players do, but it coordinates their activity and
imposes coherence. Without this contribution from the thala-
mus, the brain might be able to produce local patches of syn-
chrony, but it would not be able to bind the many different
properties of a percept into a single coherent object. Inciden-
tally, this metaphor also illustrates why it is inaccurate to
describe any individual part of the brain as the seat of con-
sciousness. A conductor and orchestra work together to pro-
duce coherent music; the conductor imposes structure on the
orchestra, but in the end it is the individual musicians who

produce the actual music. Likewise, the thalamus in some
sense generates and directs consciousness, but only in con-
junction with sensory areas that produce and embody the
experienced content of that consciousness.

The problem of representing multiple separate-bound ob-
jects at the same time can apparently be solved at least in part
by ensuring that each bound representation oscillates at a
different frequency. But this still leaves open the question of
what distinguishes conscious bound representations. What
determines which of several synchronously oscillating clus-
ters dominates a person’s subjective awareness?

Llinás (Llinás & Pare, 1996) has identified a mechanism
that may subserve this function. Using magnetoencephalogra-
phy (MEG) in humans, he has observed waves of phase-
locked activity that travel across the cortex from the front of
the head to the back. Each wave takes approximately 12.5 ms
to traverse the brain and is followed by a similar gap before the
next wave, for a total interval of 25 ms per wave, or 40 Hz.
Their presence is correlated with coherent conscious experi-
ence: They occur continuously during waking and REM sleep
but vanish during non-REM sleep. These waves are appar-
ently driven by the nonspecific nuclei of the thalamus, which
send out projections that traverse the cortex from front to
back.

Llinás’s hypothesis is that consciousness is marked by a
second type of synchrony: synchrony between an individual
cluster and this nonspecific scanning wave. Thus, of all the
clusters that are active at a given time, the ones that are the
focus of consciousness will be those that are oscillating in
phase with the scanning wave.

A crucial line of evidence for this comes from Llinás’s
studies of auditory perception in humans during waking,
REM, and slow-wave sleep (Llinás & Ribary, 1994). In
awake humans, a salient auditory stimulus (a loud click) will
interrupt the scanning wave and start a new one, while in
REM the stimulus will produce a cortical response but will
not reset the scanning wave. This would seem to correspond
to the ability of such stimuli to draw conscious attention dur-
ing waking but not during REM sleep (or during nREM,
where the scanning wave is absent or at least dramatically
reduced).

Another set of studies (Joliot et al., 1994) showed a differ-
ent sort of correlation between this “gamma reset” and con-
scious perception. Subjects were played a pair of clicks
separated by an interval between 3 ms and 30 ms. Subjects
were able to distinguish the two clicks when they were sepa-
rated by approximately 13 ms or more, but with shorter inter-
vals they perceived only one click (of normal, not double,
duration). MEG revealed that intervals under 12 ms produced
only a single reset, while longer intervals produced two. The
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authors concluded from these results that consciousness is
discrete rather than continuous, with 12 ms being the “quan-
tum of consciousness,” the basic temporal unit of conscious
experience. Even for the more conservatively inclined, how-
ever, these two lines of evidence do strongly suggest that
there is some close relationship between the scanning wave
and conscious experience.

Gerald Edelman and Giulio Tononi (Edelman & Tononi,
2000; Tononi & Edelman, 1998) also emphasized the thalam-
ocortical system, although their concern was less with
synchrony itself than with the functional integration that it
signifies. In their model conscious neural representation is
distinguished primarily by two characteristics: integration,
the tendency of neurons within a particular representational
cluster to interact more strongly with each other than with
neurons outside the cluster; and complexity, the brain’s abil-
ity to select one specific state from a vast repertoire of possi-
ble states (and to do so several times a second). They use the
term dynamic core to refer to a functional grouping of neu-
rons that plays this role. The word “dynamic” is crucial here:
For Edelman and Tononi (as for Llinás), the “core” of con-
sciousness is not a persistent anatomical structure but an
ephemeral pattern of activity that will be present in different
areas of cortex (and different neurons within those areas) at
different times.

Self and Consciousness

Another major development in the study of consciousness has
been the increasing degree of attention paid to the role of self-
representation. Within philosophy, consciousness has often
been analyzed in terms of a relation between transient mental
objects or events—thoughts, ideas, sensations—and a persis-
tent, unitary self. This approach has now been carried over
into the empirical realm by neuroscientists, who are trying
to determine how the brain constructs a self-representation
and how this self-representation contributes to conscious ex-
perience. This is another point on which the convergence
among major neural theories of consciousness is quite strik-
ing. Though we focus on the work of Antonio Damasio, self-
perception and its relation to decision making are accorded a
central role in Edelman and Tononi (2000) and Llinás (2001).

In Descartes’Error, Damasio (1994) defended the idea that
conscious thought is substantially dependent on visceral self-
perception. In his view conscious decision making involves
not only abstract reasoning but also the constant monitoring
of a body loop in which brain and body respond to each other:
Physiological mechanisms such as the endocrine system and
sympathetic and parasympathetic nervous systems respond to

external and internal stimuli that are represented by the brain,
and the brainstem monitors the body and registers the state
changes wrought by these systems. This gives literal meaning
to the notion of a gut instinct; in numerous studies (Bechara,
Damasio, Damasio, & Anderson, 1994; Damasio, 1996)
Damasio and his coworkers have shown that physiological
responses may be necessary for accurate decision making and
may even register the “correct” answer to a problem before
the subject is consciously aware of it.

Subsequently, Damasio (1999) has extended this model to
provide an account of perceptual consciousness. Visceral
self-representation now constitutes the proto-self, a moment-
to-moment sense of the presence and state of one’s body.
Mere perception becomes conscious experience when it is
somehow integrated with or related to this proto-self, by way
of second-order representations that register the body’s re-
sponse to a percept. Core consciousness is the realm of pri-
mary conscious experience, constituted by a series of these
“How do I feel about what I’m seeing?” representations, and
extended consciousness is the extension of these experiences
into the past and future via the powers of memory and con-
ceptual abstraction.

Damasio (1999) offered specific hypotheses about the
neural localization of these functions. He suggested that the
self-representations that constitute the proto-self are generated
by a number of upper brainstem structures (including much of
what is traditionally referred to as the reticular system), the
hypothalamus, and cortical somatosensory areas (primarily in
right parietal cortex). Core consciousness depends primarily
on the cingulate cortices and on the intralaminar (nonspecific)
nuclei of the thalamus, and extended consciousness relies on
the temporal and prefrontal cortices.

To interpret these claims, however, it is important to un-
derstand the particular notion of localization with which
Damasio is working. He is a clinical neurologist, and his pri-
mary source of evidence is observation of humans with focal
brain damage. Within the tradition of clinical neurology, the
claim that “function F is localized to system S” rarely means
more than “damage to system S will (more or less selec-
tively) impair function F”—and in any case, this is the
strongest claim that lesion data alone can usually justify. This
restricted kind of localization is important, but it is also fun-
damentally incomplete as an explanation of the function in
question because it does not describe the mechanism by
which the function is performed.

By way of illustration, consider the following statements:
(a) “The lungs are the organs that oxygenate the blood” and
(b) “The lungs contain a honeycomb of air vessels, and hence
have a very high internal surface area. Blood is pumped
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directly through the lungs and is brought to the surface of
these vessels, allowing for the exchange of gases with the in-
haled air.” Both are in some sense localizations of the func-
tion of oxygenation, but the first explains nothing about the
means by which the function is performed. For this very rea-
son, it is also easier to formulate and confirm—for example,
by measuring the oxygen content of blood flowing into and
out of the lungs.

A theory of consciousness constructed along these lines
can still have important consequences: For example, it guides
us in interpreting the nature and subjective character of a
range of neural pathologies, from Alzheimer’s disease to
locked-in syndrome, and it may help to establish the parame-
ters for more focused study of individual functions. But out-
side of the diagnostic realm, its utility will be limited unless
and until it can be supplemented with the sort of mechanistic
underpinning that supports more fine-grained prediction,
testing, and explanation.

A Word on Theories at the Subneural Level 

In surveying neuroscientific approaches to consciousness,
we have restricted our discussion to theories at and above
the single-cell level, setting aside proposals that attempt to
relate consciousness to subneural structures such as micro-
tubules and quantum particles (Eccles, 1992; Hameroff,
1998; Hameroff & Penrose, 1996; Popper & Eccles, 1977).
While it is quite likely that subcellular mechanisms will play
an increasing role in future theories of neural functioning,
this role will be as one piece of a complex, multilevel the-
ory, just as the processes described by molecular biochem-
istry form one piece of the explanatory structure of biology.
From a methodological perspective, subcellular entities are
no more sufficient for explaining consciousness than they
are for explaining metabolism or immune response: There
are too many other important levels of analysis, many of
which are patently relevant to the functions in question. One
symptom of this problem is the way in which subcellular
theories tend to deal in gross correlations with just one or
two properties of consciousness—for example, that (like
microtubules) consciousness is affected by anesthetics, or
that (as in quantum entanglement) it can change unpre-
dictably and globally. There is certainly room under the big
tent of science for a few such theories; but in our view they
will not deserve serious mainstream attention unless and
until they establish both a tighter integration with the inter-
mediate levels of neuroscience and a more fine-grained,
empirically testable connection with the properties of con-
sciousness itself.

CONCLUSION: THE FUTURE OF CONSCIOUSNESS

The mind-body problem and many of the problems encoun-
tered in the study of consciousness may result from the sepa-
rate mental models (or conceptual schemes) we use to think
about mental events and physical events. Mental models in-
fluence our thinking profoundly, providing the structure
within which we frame problems and evaluate solutions. At
the same time, it is possible to distinguish properties of the
model from properties of reality. As it stands, our models of
the mental and the physical are distinct, but this may be more
a symptom of our flawed understanding than a fact about the
world itself.

One way to understand the progress described in this
chapter is as a breaking down of this dualist divide. Psychol-
ogists studying consciousness have found ways to relate it to
the physical behavior of the organism, forging epistemologi-
cal links between mind and world. In addition, as we have
learned more about the detailed structure of mental functions
such as attention, perception, memory, and decision making,
it has become less and less tempting to see them as parts of a
transcendent consciousness. Meanwhile, neuroscience has
begun to elucidate the ontological connections between mind
and body, making it possible to see where our models of the
mental and physical may overlap and eventually merge.
These developments cause us to reflect with some amaze-
ment on the history of the scientific study of consciousness.
Until the ascendancy of behaviorism in the early part of the
twentieth century, it was widely considered to be the central
object of the field of psychology. Then, through the behavior-
ist era and until late in the cognitive revolution, which began
in the 1960s, it was banished entirely from study. Now it may
provide a new center to integrate the diverse areas of cogni-
tion and help relate them to dramatic new findings from
neuroscience.

What can be said about the future of consciousness? There
is an instructive parallel here with the history of life (Farber,
2000). At the turn of the last century, there was still room for
doubt about whether there would ever be a unified account of
living and nonliving processes. As with consciousness, there
was (and to a certain extent, still is) a division between
the mental models we use to describe the behavior of animate
and inanimate objects. Vitalists argued that this division was
reflected in reality, while materialists argued that life was ul-
timately grounded in the same physical forces and entities as
everything else. As it turned out, the vitalists were wrong, and
the elaboration of the physical basis of life revolutionized
biology and led directly to many of the greatest scientific
advances of the twentieth century.
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We cannot say with certainty whether psychological mate-
rialism will enjoy a similar victory; the current rate of
progress certainly gives grounds for optimism, but many deep
conceptual problems remain to be overcome. The real value
of the parallel with the history of life is not in prediction, but
in understanding the nature of the problem and how best to
approach it. Vitalists posed deep philosophical problems hav-
ing to do with “unique” properties of living organisms, such
as self-reproduction and goal-directedness. Progress came
neither from ignoring these problems nor from accepting
them on their own terms, but from reinterpreting them as
challenging scientific puzzles—puzzles that could only be
solved with a combination of empirical and theoretical
advances.

It is also important to notice that the victory of biological
materialism did not lead to the discarding of the concept of
life or to biology’s becoming a branch of physics. The word
“life” is still available for everyday use and remains just as
respectable as it was 100 years ago, even though its meaning
now depends in part on the scientific explanation that has de-
veloped during that time. Because the word “consciousness”
has always been more obscure and more diverse in its mean-
ings, it may be in for somewhat more radical change; scien-
tists working on consciousness may rely on more technical
terms (such as “attention,” “awareness,” and “binding”), just
as biologists conduct much of their daily work without gen-
eral reference to “life”; but there is no reason to presume that
scientific progress will involve rejecting the very idea of con-
sciousness or replacing mental terms with behavioral or
neural ones. Explaining need not mean explaining away.
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The first two questions that a chapter on motivation must
confront may betray the current status of motivational con-
structs in much of psychology. The first is, Why do we need
motivational concepts to explain behavior? The second is,
How do we define motivation? The first goal of this chapter
is to answer these questions in a general way by providing
a framework with which to analyze basic motivational
processes. We then apply this general framework to four mo-
tivated behavior systems: feeding, fear, sexual behavior, and
temperature regulation. By so doing, we hope to illustrate the
power of current thinking about motivation as an organizing
and predictive structure for understanding behavior.

Why Do Theories of Behavior Need
Motivational Constructs?

The goal of psychological theories is to explain and predict
the variance in behavior. The two global factors to which
this variance is most often attributed are genetic and learned
influences. For instance, a particular species is genetically
programmed to use certain sources of nourishment and not
others. It is also clear that humans and other animals learn
that some edible stimuli contain vital nutrients and others are
toxic. Even complete knowledge of these factors and how
they interact is probably not sufficient to understand all be-
havior; some variance is left over. Motivational constructs
are invoked to explain this leftover variance. Genetically, hu-
mans need certain lipids, proteins, sugars, and vitamins to
become reproductive individuals. We learn how to procure
these commodities from our environment. Yet an individual
may not always consume the perfect food when it is avail-
able, while at other times such food may be consumed to
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excess. The behavior is variable; learning and genetics alone
cannot account for all of the behavior. Consequently, we in-
voke hunger, a motivational construct, to capture the remain-
der of the variance. For example, a theory of feeding might
suggest that genes determine what we eat, and memory of
past experiences tells us where to forage. Hunger activates
foraging behavior and determines when we eat.

Any complete theory of behavior can be viewed as an
analysis of variance with learning, genetics, and motivation
configured to explain behavior as best as possible. Accord-
ingly, any concept of motivation will be defined partly by the
particular matrix of learning and genetics within which it
is embedded. As a consequence, as our ideas about learn-
ing or behavior genetics change, so must our ideas about mo-
tivation. Indeed, our concept of motivation is dramatically
different from the generalized need-based drive and the recip-
rocally inhibitory incentive motivation theories that charac-
terized the earlier and later parts of the twentieth century.
Although those theories have been very influential to the ideas
developed here, we do not review them in this chapter. Instead,
the reader is urged to consult Bolles (1975) for, arguably, the
most authoritative review of those earlier approaches.

The analogy to analysis of variance highlights another
important aspect of motivation, learning, and genetics. It is
incorrect to think of these factors as independent “main” ef-
fects. Most of the variance in behavior is accounted for by
the interactions between these factors. For example, research
into constraints on learning demonstrated that even basic
learning processes, such as Pavlovian and operant condi-
tioning, have powerful and specific genetic influences that
determine what information is readily acquired and what in-
formation is virtually impossible to assimilate (Seligman &
Hager, 1972). Conversely, recent research on the neurobiol-
ogy of learning suggests that the mechanism by which
we encode information involves gene expression and that
learning influences which genes are expressed (Bolhuis,
Hetebrij, Den Boer-Visser, De Groot, & Zijlstra, 2001;
Rosen, Fanselow, Young, Sitcoske, & Maren, 1998). Thus,
learning and genetic factors affect behavior, and each other.
We raise these examples to foreshadow that our explanation
of motivation will also primarily reside within a description
of these interactions.

A Definitional Framework for Motivation

The framework we advocate for understanding motivation is
called functional behavior systems (Timberlake & Fanselow,
1994). Two aspects to defining a functional behavior system
are common to the definition of any motivational construct:
environmental cause and behavioral effect. These are the

necessary components to any empirically tractable definition
of an intervening variable. A functional behavior system must
be anchored to objectively defined environmental causes.
These are the antecedent conditions for activation of the be-
havior system and the things an experimenter can manipulate
to turn on the system. The functional behavioral system must
also have objectively observable behavioral consequences of
activating the system. 

Functional behavior systems have a third component to
the definition that is unique to this approach. The naturally
occurring problem that the system has evolved to solve is a
component of the definition. This component is critical be-
cause modern views of motivation see behavior as being
tightly organized around these functional concerns. Environ-
mental causes and behavioral effects are grouped together
about the naturally occurring problems that the successful
organism is built to solve. This problem-oriented view fo-
cuses the analysis on how multiple behaviors relate to each
other in a manner that is coordinated to solve a problem.
Hunger and feeding are understood as a means to ensure that
the necessary nutrients and calories are harvested from the
environment. Hunger and feeding cannot be understood sim-
ply in terms of the amount eaten or the number of lever
presses a rat makes for a food pellet. Nor can it be under-
stood simply in terms of the postingestional consequences of
food that satisfy some homeostatic requirement. Rather, for
each species, food-related motivation is tailored to the niche
that the animal occupies. An animal must search for appro-
priate items, procure them, prepare them, consume them,
and digest them. The sequence is all-important, and a failure
anywhere along the chain means that the organism fails to
meet critical environmental demands. Different behaviors
are necessary for each step; different rules apply to each
component; and the analysis of behavior is a description of
the path. A theory of motivation must capture the structure
of this organization.

Impetus for the Development of Functional
Behavior Systems

A metatheoretical concern in approaching motivation is how
many separate motivations does a complex organism have?
Freud (1915) voiced one extreme when he suggested that all
motivation stemmed from a single unconscious source of
energy. The instinct theorists of the early part of the twentieth
century voiced another when they linked instincts directly to
behaviors (e.g., Lorenz, 1937). Eventually, instinct theory
crushed itself because there were no constraints on the num-
ber of instincts that could be generated. To avoid such prob-
lems, Hull (1943), like Freud (1915), argued for a single
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generalized source of motivation. The magnitude of this
generalized drive was determined by summing all unsatisfied
physiological needs; any perturbation of homeostasis re-
sulted in an increase in a common source of behavioral
energy. Empirically, Hull’s generalized drive theory failed
because separate sources of motivation most often do not
generalize. Thirsty animals tend not to eat, and frightened an-
imals forsake eating and drinking. It also became clear that
learning was at least as important a source of motivation as
was homeostatic need. Often we eat because the situation
tells us to. Past experience informs us that this is the proper
time or place to eat. 

To account for empirical challenges to Hull’s (1943) gen-
eralized drive principle, incentive motivational theories sug-
gested that two types of motivation could be activated by
Pavlovian means. Conditional stimuli (CSs; see also chapter
by Miller and Grace in this volume) that predicted desirable
outcomes, such as the occurrence of food or the absence of
pain, activated an appetitive motivational system; CSs that
predicted undesirable outcomes activated an aversive moti-
vational system. Anything that activated the appetitive
system stimulated appetitively related behaviors and sup-
pressed aversively motivated behaviors. The opposite was
true for stimuli that excited the aversive system. This expla-
nation was an improvement because learning, in the form of
Pavlovian conditioning, could provide a source of motiva-
tion. Additionally, the notion of two systems provides more
selectivity than Hull’s (1943) generalized drive principle.
The problem with this view is that it simply does not go far
enough. As we shall see, cues associated with food do not
simply cause an enhancement of food-associated behaviors.
Rather, the cue signals that a particular class of food-related
behavior is appropriate and that others are inappropriate. On
the aversive side, fear and pain are organized in an antago-
nistic manner. Because fear inhibits pain-related behavior,
how can fear, pain, and hunger simultaneously hold mutu-
ally reciprocal relationships? As we shall see, organizing
these systems around their function makes sense of the
relationships between classes of behavior. By combining
function, antecedent cause, and behavioral effect into our
definition of a motivational system, we are also successful
in limiting the number of motivational systems that can be
generated.

What Is Motivation?

The idea that we eat because we are hungry seems intuitively
obvious. Both lay and several formal descriptions of behavior
suggest that hunger is a response to food deprivation and
that hunger engenders behaviors that correct the depletion. In

this way, factors such as body weight or caloric intake are
regulated about some set point. This homeostatic view has
directed much research, and in many situations body weight
appears to be held relatively constant. However, caloric in-
take and body weight are influenced by many variables, such
as the type and quantity of food available, activity levels, sea-
son, and palatability. 

Bolles (1980) has noted that if the experimenter holds sev-
eral of these variables constant, the others will come to rest at
some set of values. Thus, an observed set point or consistency
may be an artifact of relatively static conditions. Additionally,
because all these factors are variables in an equation, the ex-
perimenter is free to solve for any of them as a function of the
others. In effect, body weight may appear to be regulated
simply because you have kept the other variables constant.
Alternatively, if you held body weight and the other variables
constant, you could solve the equation for palatability and
thereby conclude that palatability is regulated. From a func-
tional perspective what is critical is that an animal ingests
the necessary substances in sufficient quantities; how that is
accomplished does not matter. Natural selection favors any
scheme that satisfies the goal. In this regard, regulating
palatability may make a lot of sense—and is a topic to which
we will return later.

This idea is a general point about motivational terminol-
ogy and motivational systems. We have to recognize that mo-
tivation is organized about the evolutionary requirement that
the system needs to solve (see also chapter by Capaldi in this
volume). Hunger, sexual arousal, and fear really refer to a be-
havioral organization that is imposed on an organism when
the environment demands that a particular problem be
solved. Motivation is no longer conceived of as a blind force
that impels an animal forward. It is something that gives
form, structure, and meaning to behavior, and it is from this
vantage that we will begin to analyze some exemplars of spe-
cific motivational systems.

FEEDING

The vast majority of animal species gain the nutrients they re-
quire to survive and grow by harvesting them from other liv-
ing creatures. This strategy requires that animals have means
to detect and capture these nutrients and that the behavioral
systems governing these actions be sensitive to the availabil-
ity of required nutrients and the physiological demands of the
animal. Psychological examination of these requirements
typically focuses on either the factors that initiate the behav-
ior or the response topography of food-gathering behavior.
We examine each of these aspects in turn.



36 Motivation

Factors Governing Initiation of Feeding Behavior

Homeostasis

Richter (1927) observed that feeding behavior occurred in
regular bouts that could be specified on the basis of their fre-
quency, size, and temporal patterning. He suggested that find-
ing the determinants of this regularity should be the goal of
psychology and further indicated that homeostasis, the main-
tenance of a constant internal environment, could be one of
these determinants. These observations have been supported
by further research showing that animals frequently act as
though defending a baseline level of intake, leading to the de-
velopment of a depletion/repletion model of feeding initia-
tion similar to homeostatic models developed to account for
temperature regulation behavior (Satinoff, 1983). A great
deal of evidence suggests that under relatively constant con-
ditions, animals eat a regular amount each day and that the
amount is sensitive to manipulations such as enforced depri-
vation or stomach preloading (Le Magnen, 1992). However,
there are a number of problems with this analysis, and these
problems become more intractable the more lifelike the
experiment becomes. For example, initiation of feeding
behavior has been demonstrated to be sensitive to a number
of different factors including nutrient storage levels, food
palatability, and circadian influences (Panksepp, 1974). The
crucial factor in determining the influence of various manip-
ulations on feeding behavior seems to be the nature of the ex-
perimental procedure used.

The Importance of Procedure 

Collier (1987) described three different procedures that have
been used to study feeding motivation. By far the most com-
monly used is the session procedure. Here, the animal is de-
prived of a required commodity for most of the day and is
given repeated brief access to this commodity during a short,
daily session. In such a procedure very few of the determi-
nants of behavior are free to vary, placing most of the control
of the animal’s behavior into the hands of the experimenter.
Features of behavior including the number of trials, the inter-
trial interval, session length, portion size, response contin-
gencies, and total intake are determined by the experimenter
and not the animal (Collier & Johnson, 1997). This kind of
procedure changes the response characteristics of the animals
by placing a premium on rapid initiation and performance of
the food-rewarded behavior and does not allow analysis of
feeding initiation and termination because these are also de-
termined by the experimenter, rather than the animal.

A second class of studies uses the free-feeding proce-
dure in which animals are offered continuous access to the

commodity and their pattern of feeding is recorded. Unlike
the session procedure, there is no explicit deprivation, and the
animal is free to control various parameters of food consump-
tion, including meal initiation and termination. This proce-
dure has led to the dominant depletion/repletion model of
feeding motivation. This model hypothesizes that postinges-
tive information about the nutrient content of the meal is
compared against nutrient expenditure since the last meal to
determine the nutrient preference and size/duration of the
next meal (Le Magnen & Devos, 1980). Correlations between
length of food deprivation and subsequent meal size or the
rate of responding for subsequent feeding (Bolles, 1975; Le
Magnen, 1992) provide support for this interpretation. How-
ever, these correlations are influenced by a number of other
factors, including the availability of other behaviors (Collier,
Johnson, & Mitchell, 1999), and do not provide a complete
account of feeding initiation (Castonguay, Kaiser, & Stern,
1986). Even more important, the feeding initiation and subse-
quent meal patterning of free-feeding animals seem to be
such that they never undergo nutrient depletion: Free-feeding
animals never have empty stomachs (Collier, Hirsch, &
Hamlin, 1972), meaning that a near-constant stream of nutri-
ents enters the animal. This behavior suggests either that feed-
ing initiation must be unrelated to depletion or that it must
occur prior to, but not as a consequence of, nutrient depletion.

The Cost of Feeding 

One major parametric influence on feeding behavior not in-
cluded in the free-feeding procedure is the cost of procuring
food. In the laboratory foraging procedure (Collier, 1983) the
animal is not food deprived in the conventional sense—it has
constant access to food resources—but food availability is
restricted by making delivery contingent on the completion
of a response contingency. Unlike the session procedure, the
animal is free to control the various parameters of feeding
behavior. Unlike the free-feeding procedure, the animal must
not only work to gain access to the commodity, but it must
balance the demands of gaining access to food with other
biologically important activities such as drinking and sleep-
ing. In these studies, the cost of food procurement, and not
the repletion/depletion calculation, has been demonstrated to
be the crucial determinant of feeding initiation (e.g., Collier
et al., 1972). Experiments manipulating the cost of food pro-
curement have demonstrated that the number of meals an an-
imal takes in a day is directly related to the cost of initiating
a meal. By varying the number of lever presses required
to initiate a meal, Collier et al. (1972) demonstrated that
the daily number of meals initiated by the animal is a linear
function of the log of the response requirement. The number
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of small meals and the frequency of short intermeal intervals
decreased as the response requirement increased, leading to a
smaller number of larger meals and the conservation of total
intake and body weight.

Similar effects of meal-procurement cost have been
demonstrated across a variety of animal species with a vari-
ety of evolutionary niches and foraging strategies (Collier &
Johnson, 1990). The determination of meal cost appears to be
calculated by the animal across a relatively long time win-
dow: Animals trained on alternating days of high and low
cost learned to feed primarily on low-cost days (Morato,
Johnson, & Collier, 1995). Animals also show a nonexclusive
preference for feeding on low cost resources (Collier, 1982),
on larger pellets where the cost is the same as for smaller pel-
lets (Johnson & Collier, 1989), and on pellets with higher
caloric density (Collier, Johnson, Borin, & Mathis, 1994).
Animals also include risk of aversive events into the cost
equation. Fanselow, Lester, and Helmstetter (1988) demon-
strated that increased numbers of randomly occurring foot
shocks led to changes in meal patterning similar to those
induced by increased procurement costs. Characteristics of
feeding demonstrated in session and free-feeding procedures,
such as increased rates of responding or consumption or cor-
relations between length of food deprivation and subsequent
meal size, are not replicated in the laboratory feeding proce-
dure (Collier & Johnson, 1997; Collier et al., 1999). This se-
ries of results has led Collier and his coworkers to suggest
that the crucial determinants of feeding initiation are the costs
associated with meal procurement and that physiological
functions act to buffer the effects of variations in feeding ini-
tiation determined by procurement cost rather than as the in-
stigators of feeding behavior (Collier, 1986). 

The Behavioral Ecology of Feeding Cost

In the laboratory, costs are determined by the experimenter. In
the real world these costs are determined by the animal’s eco-
logical niche, placing feeding behavior under the direct con-
trol of evolutionary factors. Feeding intensity can be predicted
from relative predatory risk, as can be inferred from the study
by Fanselow et al. (1988). For example, large predators could
be expected to eat long-duration, low-intensity meals because
they are not subject to threat from other animals. In contrast,
small predators could be expected to eat short-duration, high-
intensity meals as they are themselves potential prey. These
suggestions are consistent with ethological data (Estes,
1967a, 1967b; Schaller, 1966). Meal patterning and feeding
initiation can be predicted from food type. Predators could
be expected to sustain high procurement costs for their nutri-
tionally rich meals, whereas herbivores—particularly small,

monogastric herbivores—could be expected to take frequent
meals because of the low quality and intensive processing
required by their usual foods. These suggestions have been
supported by experimental data indicating that cats can eat
every three to four days when procurement costs are high
and maintain bodyweight, whereas guinea pigs are unable to
maintain their bodyweight with fewer than two to three meals
per day and are unable to sustain high procurement costs
(Hirsch & Collier, 1974; Kaufmann, Collier, Hill, & Collins,
1980).

Factors Governing Variety of Intake

Alliesthesia

Food selection must provide all the nutrients necessary for
survival. This task is simple for a specialized feeder that eats
very few foods. However, opportunistic omnivores such as
rats and humans contend with a potentially bewildering array
of choices. Traditional approaches have suggested that the
body detects hunger when it is deprived of a particular com-
modity, and this homeostatic need sets in motion behaviors
directed at correcting the deficit (e.g., Rodgers, 1967). Thus,
intake of various nutrients could be regulated by set points
for these nutrients. Food palatability had been suggested to
be an alternative mechanism (Mook, 1987). Assume that an
animal (or at least an opportunistic omnivore) eats because
food tastes good. If that is combined with one other assump-
tion, that food loses its incentive value when consumed, we
have a mechanism that ensures intake of a variety of sub-
stances. This phenomenon is referred to as alliesthesia
(Cabanac, 1971). Cabanac demonstrated that palatability
ratings of sugar solution change from positive to negative
following ingestion, but not simply the taste of, sucrose. 

Sensory Satiety

Despite this evidence, it is also true that sensory, rather than
postingestive, stimuli associated with food play an important
role in inducing variety of intake. The clearest demonstra-
tions of these effects are those demonstrating the effects of
food variety in sated animals and people. When we sit down
to our holiday meal, the turkey tastes exquisite, but after two
or three helpings we can barely tolerate another bite. Yet de-
spite our satiety, we proceed to eat a large dessert. The order
of courses does not matter (Rolls, Laster, & Summerfelt,
1991); the critical determinant of renewed consumption
is that the food has variety (Rolls, 1979). This variety effect
has been demonstrated in humans and rats (see Raynor &
Epstein, 2001, for a recent review), perhaps most dramatically
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by the obesity of rats given a variety of highly palatable foods
(Sclafani & Springer, 1976). Rats under these conditions can
more than double their weight and behave similarly to ani-
mals that have obesity-inducing brain lesions. 

These findings do not undermine the alliesthesia model of
food selection. Rather, they suggest that exposure to the sen-
sory aspects of food, in the absence of ingestion, is sufficient
to reduce the palatability, and therefore intake, of that food. A
variety of studies demonstrated just such a result. Changes in
the shape of the food have an effect on intake. Rolls, Rowe,
and Rolls (1982) showed that subjects would consume more
pasta if it were offered as spaghetti, half hoops, and bow ties
than if it were offered as spaghetti alone. Guinard and Brun
(1998) demonstrated that variation in another nonnutritive di-
mension, food texture, can similarly lead to increases in con-
sumption. Rolls and Rolls (1997) have demonstrated that
chewing or smelling food is sufficient to induce alliesthesia-
like reductions in the subsequent palatability of that food
in the absence of eating that food. Thus, although ingestion
may be sufficient to cause alliesthesia, it is not necessary:
Sensory stimulation alone is sufficient to cause changes in
palatability and to induce variety in food choice.

Factors Governing the Incentive Aspects of Foods

Cathexes

The regulation of feeding behavior through meal patterning
and the regulation of food variety through alliesthesia assume
that the animal knows which stimuli present in the environ-
ment are foods that will satisfy its nutritional requirements.
In the case of opportunistic omnivores such as humans and
rats, this knowledge must be learned. This process was de-
scribed as the development of cathexes by Tolman (1949),
who suggested that it involved affective, or emotional, learn-
ing that created positive affective reactions toward sub-
stances that fulfilled nutritional needs and negative affective
reactions toward substances that did not or that caused un-
pleasant reactions such as nausea. Learning of negative
cathexes has been the more fully explored of these processes
through examination of conditioned taste (or flavor) aversion
(CTA). 

Exploration of CTA has demonstrated a distinction be-
tween aversive motivation caused by insults to the skin
defense system, such as electric shock, and insults to the gut
defense system caused by taste and emetic toxins (Garcia y
Robertson & Garcia, 1985). This suggests that learning about
the incentive value of food is based on selective associations
between taste (and to a lesser extent olfactory stimuli) and
postingestive consequences. However, in many cases the

animal must make behavioral choices at a distance, before
being in a position to taste the potentially aversive food. A
great deal of research suggests that associations between the
distal cues that guide behavior and the postingestive conse-
quences of ingesting a food predicted by those cues require
mediation by taste or olfactory cues (Garcia, 1989). This sug-
gestion gives rise to a mediated-association view of food in-
centive learning: Postingestive consequences are associated
with taste, and taste stimuli are associated with distal cues.
Hence, feeding behavior is governed by a chain of distal
cue–taste–postingestive consequence associations (Garcia,
1989).

The strongest evidence for this view comes from a variety
of studies that emphasize the importance of taste in mediating
CTA to distal cues. Rusiniak, Hankins, Garcia, and Brett
(1979) demonstrated that although weak odor paired with
nausea produces weak aversion to the odor, the same odor re-
sults in a much stronger aversion if presented in compound
with a taste. Brett, Hankins, and Garcia (1976) demonstrated
that after repeated trials, hawks rejected both black (poi-
soned) and white (safe) mice, but that following the addition
of a distinctive taste to the black mice, the hawks began to re-
ject the black mice and eat the white mice. Evidence also
suggests that similar, though weaker, effects can be found by
using the expectancy of a taste to mediate the CTA to distal
cues. Holland (1981) paired a tone (distal) CS with a distinc-
tive flavor before pairing the tone with a nausea-inducing
lithium chloride injection. Subsequent testing showed de-
creased consumption of the tone-predicted food, indicating
the development of an indirect, expectancy-based CTA.
Taken together, these results indicate that learning about
which foods in the environment to ingest is mediated by two
different Pavlovian conditioning processes.

Incentive Learning

Although this system indicates to the animal in a general
sense what is good to eat, it is not able to guide the animal’s
day-to-day foraging behavior because the gustatory learning
system proposed to underlie cathexes is purely affective; it
encodes only positive or negative values. To the extent that
an animal’s behavior reflects its current needs, the animal
must be able to encode and act on the value of food given its
current internal state. The evaluation of the incentive value of
food given the animal’s current internal state is called incen-
tive learning (Balleine, 1992). 

The study of incentive learning is complicated by the
fact that the effect of internal state on feeding responses
seems to differ based on the associative procedure that is
used to examine those behaviors. In Pavlovian conditioning
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procedures, internal state (e.g., deprivation) seems to act
directly to increase the animal’s tendency to engage in food-
reinforced behavior (Balleine, 1992). In contrast, in operant
conditioning procedures, the effect of internal state on behav-
ior depends on whether the animal has prior experience with
the outcome of its behavior, the reinforcer, in that deprivation
state (Dickinson & Balleine, 1994). In contrast to these ef-
fects, Davidson (1998) has shown in a Pavlovian condition-
ing procedure that the state of food deprivation on test had no
effect on approach behavior unless the animals had had prior
experience with the pellets in the undeprived state. Only rats
that had previously eaten the pellets when undeprived and
then tested undeprived showed a reduction in approach be-
havior. Just as Dickinson and Balleine (1994) interpreted
their results, Davidson (1998) interpreted this as evidence
that motivational control of Pavlovian food seeking by
hunger has to be learned through experience of the reinforcer
in both the deprived and undeprived states.

This analysis is further complicated by two additional find-
ings. The first is that as experience with the instrumental ac-
tion-outcome contingency increases, the motivational factors
underlying performance also appear to shift. Increased train-
ing seems to result in a growing importance of Pavlovian in-
centive factors (i.e., deprivation state) and a decreasing
importance of instrumental incentive learning (i.e., the incen-
tive valuation of the outcome in the animal’s current depriva-
tion state; Dickinson, Balleine, Watt, Gonzalez, & Boakes,
1995). The second is that different instrumental actions in a
chain of responding required for reinforcement appear to
be governed by different motivational factors. Instrumental
actions that occur earlier in a chain of responses seem to
be governed by the animal’s current evaluation of the rein-
forcer. In contrast, instrumental actions that occur immedi-
ately prior to reinforcer delivery appear to be directly regulated
by the animal’s current deprivation state (Balleine, Garner,
Gonzalez, & Dickinson, 1995). This latter finding—of a dis-
tinction in motivational control between proximal and distal
responses—mirrors the common distinction between appeti-
tive and consummatory responding (Craig, 1918; Konorski,
1967) that is also a component of ethological (Leyhausen,
1979; Tinbergen, 1951) and psychological theories of re-
sponse organization (Domjan, 1994; Timberlake, 1983, 1994).

Feeding Response Organization

Appetitive and Consummatory Behavior

The last two sections have dealt with initiation of feeding
and selection of food. Another important aspect of feeding
motivation concerns the topography and organization of

behaviors used to obtain food. The most influential view of
feeding response organization is based on Craig’s (1918) dis-
tinction between appetitive and consummatory behavior.
Consummatory behavior has typically been viewed as stereo-
typed responses that served as the endpoints of motivated se-
quences of behavior and could be defined by their quieting
effect on the behaving animal. In contrast, appetitive behav-
ior was conceived of as a sequence of variable but non-
random behavior that served to increase the likelihood of the
animal being able to perform the consummatory behavior by
increasing the likelihood of interaction with the goal stimulus
(Craig, 1918). Under this framework, specific examples of
feeding consummatory behavior would include acts like
chewing, swallowing, and stereotyped killing behavior such
as the throat bite used by large cats. Appetitive behavior
would include the typical behaviors of foraging such as motor
search. These concepts were further refined by Lorenz’s
(1937) analysis that redefined consummatory behavior as the
fixed action pattern of an instinct and suggested that it was
motivated by the buildup of action-specific energy. Appetitive
behavior remained undirected behavior whose function was
to increase the likelihood of the animal’s being able to per-
form the fixed action pattern by bringing it into contact with
the releasing stimulus.

Parallels between the concept of the consummatory act
and the reflex (Sherrington, 1906) and unconditioned re-
sponse (Pavlov, 1927) led to the importation of the appetitive/
consummatory distinction from ethological theorizing into the
realm of learning theory (e.g., Konorski, 1967). Whereas
ethologists distinguished between consummatory and appeti-
tive behaviors on the basis of response stereotypy, learning
theorists distinguished them procedurally. Consummatory be-
havior was investigated in Pavlovian conditioning proce-
dures, following Pavlov’s lead in examining the stimulus
control of consummatory reflexes. Appetitive behavior was
investigated in operant conditioning procedures that empha-
sized the flexibility of appetitive behavior by concentrating
on arbitrary responses and arbitrary stimuli to control perfor-
mance (Timberlake & Silva, 1995).

Although consummatory acts have been considered proto-
typically instinctive (Lorenz, 1937), careful research has
demonstrated a role for learning in the development of con-
summatory behavior. The best demonstration of this influ-
ence comes from the work of Hogan (1973a, 1973b, 1977)
on the development of feeding behavior in the Burmese red
junglefowl, a close relative of the domestic chicken. Hogan
(1973a) demonstrated that pecking behavior in newly
hatched chicks did not discriminate between food and sand
but that by 3 days of age, pecks were directed primarily at
food. At that age, ingestion of food facilitated pecking, but
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not until 10 min to 1 hr after ingestion, and not specifically to
food. Further studies (Hogan, 1973b) indicated that neither
satiation nor hunger was responsible for this delayed increase
and suggested instead that this effect was due to learning
reinforced by the postingestive consequences of food
consumption. Hogan (1977) demonstrated that only experi-
ence that involved pecking led to the development of dis-
crimination between food and sand and that this required a
postingestive delay of 2 min to 3 min, indicating that the dis-
crimination is most likely based on short-term metabolic
feedback. Hogan suggested that the behavioral control of
pecking and the development of metabolic feedback develop
independently, but experience is necessary for these two sys-
tems to become coordinated.

The Structure of Appetitive Behavior

The focus on using instrumental procedures to study appeti-
tive behavior in psychology has, to a large extent, blinded it to
the unlearned, underlying structure of appetitive behavior. Far
from being undifferentiated activity, close examination of mo-
tivated behavior has demonstrated that appetitive behavior is
organized into chains of behaviors that serve to increase the
likelihood of the terminal act. The classic demonstration of
this is Tinbergen’s (1951) analysis of the mating behavior of
the stickleback, although similar demonstrations have been
made for the organization of other appetitive behavior (e.g.,
Leyhausen, 1979). Despite the procedural difficulty in analyz-
ing the underlying organization of appetitive behavior in arbi-
trary response operant procedures, this organization has made
its presence felt through various phenomena variously de-
scribed as constraints on learning, misbehavior, and adjunc-
tive learning (Staddon & Simmelhag, 1970). The constraints
on learning phenomena demonstrate the underlying behav-
ioral organization of the animal through making some re-
sponses and stimuli easier to condition to various rewards than
others. One example of many is the relative inability of ani-
mals to learn an instrumental response chain that requires bar
pressing on a lever proximal to the feeder prior to pressing on
a lever distal to the feeder in order to be reinforced, whereas
the far-near sequence is learned rapidly (Silva, Timberlake, &
Gont, 1998). Perhaps the classic examples of the intrusion of
the underlying structure of appetitive behavior into operant re-
sponses are the reports of misbehavior made by the Brelands
(Breland & Breland, 1961, 1966) in which the typical feeding
behaviors of species began to intrude into well learned, arbi-
trary sequences of food-reinforced behavior.

Explicit examination of the organization of appetitive
behavior is a relatively recent phenomenon in learning
situations and has largely taken place through the study of

response topography in Pavlovian conditioning procedures
and the subsequent development of behavior systems theo-
ries (Domjan, 1994; Fanselow & Lester, 1988; Timberlake,
1983). The behavioral organization of predatory foraging and
feeding in the rat is the most extensively developed of these
behavior systems and is presented as a specific example later.
It is important to note that the precise behaviors and their or-
ganization would be expected to differ from species to
species and within species based on local factors such as rel-
ative prey selection. In addition, as has been shown through
operant conditioning, novel behaviors can readily be incor-
porated into the appetitive component of feeding behavior
chains. This simple addition of new behaviors into an appeti-
tively motivated chain of behavior can be contrasted with the
relative inflexibility of aversively motivated behavior chains
described in the section on aversively motivated response
organization later. 

A Feeding Response Organization: The Predatory
Behavior System of the Rat

Timberlake (1983, 1990, 1993, 1997, 2001; Timberlake &
Lucas, 1989; Timberlake & Silva, 1995) outlined a functional
behavior system that describes the predatory foraging and
feeding behavior of the rat in a hierarchical system that em-
phasizes the behavior-organizing role of motivational modes
within the system. The behavior system includes selective
stimulus processing mechanisms, timing and memory com-
ponents, functional motor programs, and organizing motiva-
tional structures that interrelate to serve a particular function.
Within that system, particular subsystems are defined by a
collection of stimulus predispositions and motor outputs or-
ganized to achieve a particular goal (see Figures 2.1 and 2.2).
In the case of the rat feeding system, activity in the predatory
subsystem is indicated by heightened responsiveness to

Figure 2.1 A hungry rat en-
gages in focal search behavior
directed toward a moving artifi-
cial prey stimulus (ball bearing).
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Figure 2.2 Having “captured” the ball bearing, the
rat attempts to engage in consummatory behavior.

movement and the increased probability of predatory appeti-
tive behaviors like chase and capture.

Timberlake (1993; Timberlake & Silva, 1995) suggested
that within the predatory subsystem, functional behaviors are
organized by motivational modes into response tendencies
based on the temporal, spatial, and psychological distance to
the prey. This view is complementary to the predatory immi-
nence continuum developed by Fanselow (1989; Fanselow &
Lester, 1988) in describing the functional behavior systems of
defensive behavior that will be described more fully later.
These modes describe the relative probability of particular re-
sponses given the appropriate environmental support stimuli
and create the underlying organization of feeding behavior.

Following initiation of a predatory foraging sequence, be-
haviors such as motor search, visual search, target tracking,
or substrate investigation are motivated by a general search
mode that also specifies stimulus selectivities such as in-
creased responding to novelty or movement. Environmental
cues related to an increase in prey imminence cause a quali-
tative shift in stimulus and motor selectivity described as the
focal search mode. Within the focal search mode, behavior
patterns may shift to include responses such as chase and
capture, stalking, or area-restricted search. Timberlake and
Washburne (1989) investigated behavioral responses to artifi-
cial moving prey stimuli in seven different rodent species and
noted that the topography of chase and capture behaviors di-
rected toward the artificial prey stimulus were based on the
subject’s species-typical predatory behavior. When food is
present, the animal engages in behaviors directed toward the
food item and again makes a qualitative shift to the stimulus
selection and motor properties organized by the handling/
consuming mode. At this point, stimulus characteristics such

as taste, odor, and orotactile stimulation are the predominant
influences on behavior and motivation, as suggested by
Garcia (1989) in his description of the factors involved in
feeding cathexes, described earlier. Motor patterns are those
typically described as consummatory behaviors, including
the various kinds of ingestion and oral rejection behaviors. 

The behavior systems model just outlined suggests that
feeding response organization is governed by motivational,
but not behavioral, modes. The exact nature of the behavior in
any sequence is determined by the interaction of the animal’s
motivational mode, its behavioral repertoire, and the affor-
dances of the stimuli in the environment. Just as ethological
theories of response organization suggest that chains of be-
havior are organized into relatively independent subunits
with their own intermediate goals (Morris, 1958; Tinbergen,
1951), this behavior systems approach also separates be-
havior chains into functional subunits with related stimulus
and motor preparedness and particular stimulus-response
transactions that function as transitions between them.

FEAR MOTIVATION

Fear motivation reverses the perspective of feeding, as we
focus on prey and not predators. Because the goal of the preda-
tor is to consume the prey, the selection pressure on defense is
powerful because injured or dead individuals have infinitely
diminished reproductive success. Thus it is not surprising that
prey species have evolved elaborate behavioral strategies to
deal with such threats. Fear is a motivational system that is
provoked by danger signals in the environment, and when ac-
tivated this system triggers defensive reactions that protect
individuals from environmental dangers. In this section we
examine fear from a behavioral systems perspective.

Because of this enormous selection pressure, species have
several lines of defense. Some species rely on primary defen-
sive strategies that “operate regardless of whether or not a
predator is in the vicinity” (Edmunds, 1974, p. 1). Primary de-
fense strategies include camouflage (the animal’s body color
blends into environment) and Batesian mimicry (the animal’s
body color and form resemble another species that has dan-
gerous or unpleasant attributes). Although primary defenses
contribute to survival, these strategies are relatively inflexible
and insensitive to feedback. For example, green insects avoid
wild bird predation more often when they are tethered to a
green environment compared to a brown environment (Di
Cesnola, 1904). Thus, the insect’s camouflage contributes to
survival only when it rests in the matching green-colored en-
vironment, and the camouflage is ineffective elsewhere. In
contrast to primary defense, secondary defensive strategies
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require that an animal respond to a threat with specific be-
haviors. Turtles withdraw into their hard shells; porcupines
raise their sharp quills; and grasshoppers retreat a short dis-
tance and then become immobile when they are threatened.
These behaviors can be inflexible, but they are often sensitive
to feedback. Unlike primary defensive strategies, which are
permanently employed, these defensive behaviors are trig-
gered by a fear-driven motivational system.

The Pervasiveness of Fear in Motivated Behavior

Fear modulates other motivational systems. Animals that
miss a meal or a mating opportunity usually live to eat or
mate another day. Animals that fail to defend usually have no
further reproductive chances. Therefore, fear takes prece-
dence over other motivational systems. One of the first quan-
titative measures of fear was the ability to suppress food
intake (Estes & Skinner, 1941). The effects of fear on feed-
ing can also be subtle. As described earlier, Fanselow et al.
(1988) demonstrated that rats adjust the size and frequency
of meals in relation to shock density. Animals were housed
in an environment that had a safe burrow. The burrow was
attached to an area with a grid floor, and brief shock was
delivered to this area on a random schedule. The rat could
obtain food only if it risked venturing onto the grid floor area
to eat. The results suggest that with increasing shock density,
rats take fewer, but larger, meals. Thus, fear motivation
seems to modulate foraging behaviors (i.e., feeding motiva-
tion). Similarly, rats cease foraging, retreat to a burrow, and
delay further foraging for hours after they encounter a cat
near the entrance of the burrow (Blanchard & Blanchard,
1989), and monkeys seem reluctant to reach over a snake to
obtain food (Mineka & Cook, 1988). Fear also influences
sexual motivation. For example, female stickleback fish pro-
duce few offspring with a male conspecific that displays in-
appropriate territorial aggression toward them (Hollis, Pharr,
Dumas, Britton, & Field, 1997). During the aggressive act the
female may be both injured and frightened by the male, and
females often retreat from the vicinity when attacked. Thus,
fear modulates sexual motivation by disrupting or delaying
reproductive opportunities.

Factors Governing Initiation of Fear

An effective behavioral defensive strategy requires that ani-
mals identify threats with sufficient time to perform the ap-
propriate defensive responses. Numerous types of stimuli can
signal danger and activate fear motivational systems. These
stimuli can be divided into three functional classes: learned

fear stimuli, innate fear stimuli, and observational learning
and fear stimuli.

Learned Fear Stimuli

Fear is rapidly learned and measured in the laboratory
(Fanselow, 1994); it has direct clinical relevance (Bouton,
Mineka, & Barlow, 2001); and it has become a standard
method for exploring the behavioral processes and neural
mechanisms of learning. In the prototypical laboratory ex-
periment, a rat is placed in a chamber where it is presented
with a tone that is followed by a brief aversive foot shock.
Later during a test session, the rat is reexposed to either the
conditioning chamber or the tone. During this reexposure
the rat will engage in behaviors that are characteristic of
fear. With this preparation the tone and the chamber, or
context, serve as conditional stimuli (CSs). They were orig-
inally neutral stimuli, but after they were paired with an
unconditional stimulus (US), the foot shock, the animal re-
sponded to the CS in a fearful manner. Such responses to the
CSs are called conditional responses (CRs). These fear CRs
occur specifically to the shock-paired stimuli, and these
responses are used as measures of learning in Pavlovian
experiments (see also chapter by Miller and Grace in this
volume). To date, Pavlovian fear has been characterized
with several CRs such as defensive freezing, reflex facilita-
tion, heart rate, blood pressure, conditional suppression,
conditional analgesia, and vocalizations (see Fendt &
Fanselow, 1999, for review).

Animals can learn to associate a threat with numerous
classes of CSs. Auditory cues, visual cues, olfactory cues,
and tactile cues can all become fear CSs with the appro-
priate training regime. However, the nature of the CS is not
arbitrary because animals are known to exhibit selective as-
sociations. This phenomenon is best exemplified by an ex-
periment performed by Garcia and Koelling (1966) in which
rats were presented with a compound CS. The compound CS
consisted of auditory, visual, and flavor cues: a buzzing noise,
a blinking light, and the taste of saccharin, respectively. Dur-
ing training trials the presentation of the compound CS was
followed by the occurrence of footshock. During test ses-
sions, rats exhibited fear reaction to the auditory and visual
cue, and not to the flavor cue. Thus, this experiment suggests
that in the rat visual and auditory cues are more readily asso-
ciated with threat. Asymmetry in this sort of stimulus selec-
tion appears ubiquitous. Similar selective associations have
been demonstrated in the pigeon (Foree & Lolordo, 1973).
Further, tone onset is more readily associated with danger
than light onset, which is more readily associated with safety
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(Jacobs & LoLordo, 1980). These findings suggest that stim-
ulus selection in the laboratory reflects phylogenetic influ-
ences on stimulus selection in the species’ natural niche.

Innate Fear Stimuli

Learned fear stimuli require that an animal have previous ex-
perience with the stimuli to recognize the potential threat. In
contrast, innate fear stimuli are those stimuli that can be iden-
tified as potentially threatening without previous experience.
Animals display these responses without any specific training
experience.

It is difficult to develop unambiguous criteria that classify
innate fear stimuli. For instance, an unlearned fear stimulus
could be defined as a stimulus that elicits defensive behaviors
during its first presentation. With this definition a cat may be
considered an unlearned fear stimulus because laboratory-
reared rats exhibit robust defensive behaviors during their
first encounter with the predator. This behavior suggests that
the rodent’s genome retains information to detect certain in-
nate stimuli and provokes appropriate defensive reactions
(Blanchard & Blanchard, 1972). However, defensive reac-
tions to a cat could also be due to learning. In this alternative
account some aspect of the cat’s movement is the aversive
stimulus, and the rat exhibits defensive behaviors because it
is in an environment that has been paired with an aversive
stimulus. Thus, the rat freezes in the presence of the cat only
because its movement has been paired with other features of
the cat and not because the cat itself is an innately aversive
stimulus. This interpretation is supported by the observation
that a moving cat, dog, or inanimate card can trigger freezing
in the rat, although the sound, smell, or sight of a dead cat
does not (Blanchard, Mast, & Blanchard, 1975). 

Also, the fact that a defensive response follows the
first presentation of a stimulus is not sufficient to classify
that stimulus as an innate releaser of fear. This is nicely ill-
ustrated by the analysis of electric shock. Fear responses
such as freezing, defecation, and analgesia follow the first
presentation of shock. However, shock per se does not un-
conditionally provoke these responses. Instead, it rapidly
and immediately conditions fear to the contextual cues pre-
sent before shock, and it is these conditional cues that elicit
the behaviors. Removing these cues before shock (Fanselow,
1986) or after shock (Fanselow, 1980) eliminates the re-
sponses. Similar patterns appear to exist (Blanchard,
Fukunaga, & Blanchard, 1976). Thus, we must exert consid-
erable caution before concluding that something is an innate
trigger of fear. This pattern also raises an important question
about the motivational properties of something like shock,

because although it supports conditioning of fear behavior, it
does not provoke fear itself. This pattern may be similar to
Balleine’s (1992) data, described earlier, suggesting that in-
centive properties of food must be learned.

Although prey species clearly react to predators in the
wild with elaborate defensive responses (Coss & Owings,
1978), these studies cannot control for the ontogenetic
history of the subject. Therefore, the best evidence for fear
reactions to a predator comes from laboratory studies with ro-
dents (Blanchard & Blanchard, 1972; Hirsch & Bolles, 1980;
Lester & Fanselow, 1985). The strongest evidence for phylo-
genetic influences on defensive behavior comes from a study
conducted by Hirsh and Bolles (1980). These investigators
trapped two subspecies of wild deer mice that live in distinct
regions of the state of Washington in the United States. Per-
omyscus maniculatus austerus comes from the moist forest
regions in western Washington state, and Peromyscus manic-
ulatus gambeli from an arid grassland region of eastern
Washington state. These animals were bred in the laboratory,
and their first generation of offspring were exposed to several
predators selected from the eastern and western regions.

When tested, P. m. gambeli both survived more strikes and
survived longer when exposed to a predatory snake from its
niche compared to P. m. austerus. Thus, P. m. austerus was
more vulnerable to attack by the predator alien to its niche.
Moreover, P. m. gambeli exhibited more fear responses to the
predator snake from its niche, compared to a nonpredatory
snake. Thus, P. m. gambeli was able to discriminate between
two types of snake. These results suggest that the probability
of surviving an encounter with a predator is related to the
evolutionary selection pressure that that predator exerts on
the prey in their natural niche. Thus, animals adopt unlearned
or innate defensive strategies that allow them to cope with
predation in their niche.

Other observations suggest that a variety of species can in-
nately identify predators from their own niche (see Hirsch &
Bolles, 1980, for review). For example, rats exhibit robust
fear reactions to cats during their first encounter with the
predator, and this fear response does not seem to habituate
rapidly (Blanchard et al., 1998). However, recall from our
earlier discussion that cats are maximally fear provoking
when they are moving. Thus, it is difficult to ascribe the fear-
provoking ability to the cat “concept” when it is possible that
cat-like movements are essential for provoking fear in the rat
(Blanchard et al., 1975). Because a predator is a complex
stimulus, research is needed to isolate what aspects of it have
phylogenetic and ontogenetic fear-producing properties. 

Bright light is another possible innate fear stimulus for ro-
dents; rodents avoid it consistently. Presumably, light signals
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threat because rats are more visible in bright environments.
Thus, negative phototaxis may be an example of defensive
behavior. Walker and Davis (1997) reported that rats display
enhanced startle after they have been exposed to bright light.
These investigators suggested that bright light elicits fear
and that this light-enhanced startle is a manifestation of that
fear. Thus, this phenomenon resembles the fear-potentiated
startle procedure in which startle behavior is enhanced by the
presentation of learned fear stimuli (Davis, 1986).

Recent evidence has also suggested that predator odors
may act as innate releasers of defensive behavior. For exam-
ple, Wallace and Rosen (2000) reported that exposure to a
component of fox feces, trimethylthiazoline (TMT), elicits
freezing behavior in the rat. However, these results may be
related to the intensity of the odor and to the test chamber’s
small dimensions. What is needed in all these cases is a set of
criteria that unambiguously indicate that a stimulus is an in-
nate fear stimulus. We do not have these criteria yet, but we
know from the research with shock that a defensive response
following the first occurrence of a stimulus is not sufficient.

Observational Learning and Fear Stimuli

This third class of fear stimuli has been developed from stud-
ies on social interactions in monkeys. Lab-reared monkeys
normally do not exhibit fear reactions in the presence of a
snake, whereas wild-reared monkeys do (Mineka & Cook,
1988). However, the fear of snakes can be socially transmit-
ted by a phenomenon called observational learning.

In these experiments a lab-reared observer monkey can
view a wild-reared cohort as it interacts with an object. The
object may be a snake, a toy snake, or a flower. If the cohort
is interacting with a toy snake or a flower, the animal does not
exhibit any fear responses, such as fear grimacing or walking
away. When this same monkey interacts with the snake, it
will exhibit fear reactions. Interestingly, when an observer
monkey sees its cohort engaging in fear behaviors when it en-
counters the snake, the observer monkey will later display
fear responses to the snake. Mineka suggests that monkeys
can learn about threats by observing conspecifics interact
with threatening stimuli.

This phenomenon demonstrates a sophisticated means
to learn about threats. Notice that the monkey can learn
to fear the snake without direct experience with the snake.
This phenomenon is distinct from a typical Pavlovian fear-
conditioning session because the animal does not experience
the US directly. It learns fear of the snake through observation.
Regardless, observational learning shares selection processes
that are similar to standard Pavlovian learned fear, and mon-
keys readily learned fear to snakes, but not to flowers, through

observation. Thus, this type of fear may actually be a phylo-
genetically predisposed form of learning as well.

Functional Behavior Systems Analysis of
Defensive Behavior

Fear elicits defensive behavior in a myriad of species
(Edmunds, 1974). Each species has its own repertoire of de-
fensive behaviors, and similar species such as the rat and
hamster may react to a similar threat in very different ways.
But if a species has a number of defensive behaviors in its
repertoire, how does it select among them?

Throughout much of the twentieth century, the selection of
fear-motivated behavior was most commonly explained
with reinforcement principles. For example, Mowrer and
Lamoreaux (1946) suggested that animals learn to avoid fear-
provoking stimuli because the event of not receiving an aver-
sive stimulus is reinforcing. Thus, rats learn to flee from
predators because the tendency to flee is strengthened by
negative reinforcement when they successfully avoid preda-
tion. Despite their popularity, however, theories like these
provide an inadequate account of fear-motivated behavior
(summarized in Bolles, 1975). Consequently, alternative
accounts that use a behavioral systems approach to explain
these behaviors have been developed. These explanations
acknowledge that different species may use distinct defensive
responses. These explanations of defensive behavior also
deemphasize the importance of reinforcement in response
production and emphasize the primacy of innate defensive
behaviors.

The first data that led to these behavioral systems explana-
tions came from Gibson (1952), who studied defensive
behavior in the goat. She demonstrated Pavlovian condition-
ing of the goat’s leg flexion response and noted that goats
performed many different behaviors such as running away,
turning around, and backing up after the shock was delivered.
Gibson concluded that leg flexion itself was not a defensive
reaction but that it was simply a common component of
the other behaviors that she observed. Thus, leg flexion in
the goat appears to be a component of several defensive
responses.

Akin to Gibson’s findings, Bolles (1970) proposed an
explanation of avoidance behavior known as the species-
specific defensive reaction (SSDR) hypothesis. This hypothe-
sis suggests that every species has its own repertoire of innate
defensive behaviors and that animals perform these behav-
iors unconditionally when they become afraid. For example,
a rat’s SSDRs include fleeing, freezing, fighting, and dark
preference. Thus, when a rat becomes afraid, it will perform
these defensive behaviors unconditionally; it does not learn
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to perform these responses via reinforcement. Bolles in-
cluded a response selection rule in the original formulation of
SSDR theory. He suggested that SSDRs were organized in a
hierarchy but that the hierarchy could be rearranged by expe-
rience. If fleeing is ineffective in avoiding shock, that SSDR
will be suppressed by punishment, and as a result the animal
will switch to the next SSDR in the hierarchy. Upon further
examination of this idea, however, Bolles and Riley (1973)
concluded that freezing could not be punished by shock, and
as a result the punishment rule could not explain how an ani-
mal switched between different SSDRs when threatened.

The Organization of Defensive Behavior:
Predatory Imminence Theory 

As an alternative to Bolles’ explanation of defensive behav-
ior, Fanselow (1989) developed the theory of the predatory
imminence continuum. In this theory, Fanselow retains the
basic tenets of the SSDR theory: Animals use innate SSDRs
in defensive situations. However, Fanselow proposed a dif-
ferent response selection rule that determines which SSDR
an animal will perform at any given moment. This rule sug-
gests that the selection of specific defensive responses is
related to a continuum of the physical and psychological
distances between the predator and prey. Thus, given that
danger signals elicit fear, response selection is mediated by
fear directly. Specifically, high levels of imminence vigor-
ously activate the fear motivational system, whereas low lev-
els of imminence activate the fear system weakly. The relative
activation of the fear motivational system thereby determines
the selection of defensive behaviors.

Just as there are responses that are particular to each stage
of predatory imminence, there are sets of stimuli that tend to
be correlated with each stage. These relationships can be il-
lustrated by considering four situations from the rat’s natural
environment that differ in predatory imminence.

1. A safe burrow. When a rat rests in a safe environment
such as a burrow, predatory imminence is relatively low.
In this environment the animal may not exhibit any sort of
defensive behaviors because none are needed. Alterna-
tively, the act of remaining in the burrow could itself be
classified as a defensive behavior because it significantly
reduces the threat of predation. 

2. A preencounter environment. As a rat leaves its burrow to
forage for food, predatory imminence increases because
the probability of encountering a predator increases. Rats
engage in preencounter defensive behaviors when their
circumstances might lead to an encounter with a predator,
but the predator has not yet been detected. These behaviors

include changes in meal pattern foraging, thigmotaxis,
dark preference, defensive burying, retreating to a burrow,
and leaving the burrow via investigative, stretch-approach
behavior.

3. A postencounter environment. Predatory imminence in-
creases further when a rat encounters a threat, and it will
engage in postencounter defensive behaviors. The rat’s
prominent postencounter defensive behavior is freezing.
Rats freeze when they encounter predators, and also when
they encounter aversive stimuli. Other postencounter de-
fensive behaviors include conditional analgesia.

4. A circa-strike situation. When the rat’s postencounter de-
fensive behaviors have failed, a predator will typically at-
tack. As the predator makes contact with the prey, the rat
switches to circa-strike defensive behaviors. These behav-
iors seek to reduce predatory imminence by either escap-
ing the attack or fending off the predator. When attacked,
the rat engages in a rapid bout of flight called the activity
burst, and it may also engage in defensive fighting.

Notice that two factors change across the predatory im-
minence continuum. First, the physical distance between
predator and prey typically decreases as predatory imminence
increases. Second, the psychological distance decreases as
the perceived danger of the threat increases. This feature ac-
counts for situations where the prey may fail to detect the
threat, although the absolute physical distance between them
is small. Thus, if a rat does not notice a cat, it may not freeze
or flee despite the close proximity of the predator.

The utility of predatory imminence theory lies in its ability
to predict the form of defensive behavior based on these two
selection principles. One challenge of the theory lies in dis-
covering the specific defensive behaviors for each species. It is
entirely possible that similar species use different SSDRs and
that these SSDRs may be organized along the predatory immi-
nence continuum is different ways. For example, although the
dominant postencounter defensive behavior for a rat is freez-
ing, hamsters may exhibit flight when threatened (Potegal,
Huhman, Moore, & Meyerhoff, 1993).

Defensive Behaviors on the Predatory
Imminence Continuum

In the last section we explained the predatory imminence con-
tinuum, the basis of a functional behavior systems approach
to defense. This continuum is divided into three functional
classes of defensive behavior: preencounter, postencounter,
and circa-strike defensive behaviors. In this section we de-
scribe and organize these behaviors according to the preda-
tory imminence continuum. In many cases, a particular
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defensive behavior may fall into a single category of preda-
tory imminence (e.g., freezing). However, the expression of
some behaviors (e.g., flight) may actually reflect several dif-
ferent components of defensive behavior that fall into differ-
ent categories.

Preencounter Defensive Behaviors

Animals display preencounter defensive behaviors in situa-
tions where a predator may be present but that predator has
not yet been detected.

Meal-Pattern Adjustment. A rat may be at higher risk
from predators when it leaves its burrow to forage for food.
One strategy that diminishes this threat is to reduce the num-
ber of foraging excursions by increasing the size of the meal
consumed on each trip. Indeed, when rats are housed in an en-
vironment that requires them to traverse a shock grid to for-
age for food, they modify the size and frequency of meals
taken in relation to shock density. Specifically, with increas-
ing shock density, rats take fewer, but larger, meals (Fanselow
et al., 1988).

Dark Preference. Rodents have a preference for dark
places. This behavior presumably has a defensive purpose
because rodents are less likely to be detected by predators
when they occupy a dark location (e.g., Valle, 1970). Rodents
may engage in this behavior in both preencounter and post-
encounter defensive situations.

Thigmotaxis. Rodents have a tendency to stay near
walls. This behavior contributes to successful defense be-
cause it limits the threat of attack from behind and because it
may also reduce the animal’s visibility (e.g., Valle, 1970).
Rodents may engage in this behavior in both preencounter
and postencounter defensive situations.

Burying. Rodents bury threatening objects when mate-
rials such as wood chip bedding or wooden blocks are avail-
able. For example, rats bury a metal rod that delivers shock to
the animal (Pinel & Treit, 1978). The specific purpose of this
behavior is disputed. Some investigators suggest that burying
is fear response akin to defensive attack of the shock prod
(Pinel & Treit, 1978). Other investigators have offered alter-
native explanations that describe burying as a manifestation
of preemptive nest maintenance directed at protecting the an-
imal from further attack (Fanselow, Sigmundi, & Williams,
1987). An interesting property of burying is that this behavior
typically emerges only after rats have engaged in other de-
fensive behaviors: Most rats freeze and flee before engaging
in burying. Thus, burying is not prominent when predatory

imminence is relatively high. It is also often directed at exits
as much as the shock source (Modaresi, 1982). Thus, it seems
likely that burying is a preencounter nest-maintenance be-
havior in rats. However, in some species, such as ground
squirrels, it represents a higher imminence nest-defense be-
havior (Coss & Owings, 1978).

Stretch Approach. Stretch-approach behavior is promi-
nent when a rodent encounters a localizable noxious object,
such as a shock prod. In this situation, the level of predatory
imminence is ambiguous, and this behavior may be thought
of as a cautious exploratory behavior employed to collect in-
formation about potential threats. This elaborate behavioral
sequence

begins with the rat advancing slowly towards the aversive object
in a low, stretched posture. As it advances, the rat periodically
stops and leans forward towards the object [in a manner that]
carries the rat into the vicinity of the aversive test object, from
where it is able to sniff it, palpate it with its vibrissae, and occa-
sionally contact it with its nose. (Pinel & Mana, 1989, p. 143)

Rodents exhibit stretch-attend to potential predators
(Goldthwaite, Coss, & Owings, 1990), to areas of the test ap-
paratus in which they have received shock (Van der Poel,
1979), and to objects that have been the source of an electric
shock (Pinel, Mana, & Ward 1989). Pinel and Mana (1989)
suggested that this behavior functions to provide information
about the potentially hazardous object or location and that ol-
factory and tactile information via the vibrissae are important
elements of this information gathering. 

Leaving and Entering the Burrow. Rats often display
stretch-approach behavior if there is some potential danger in
the environment. Alternatively, if the rat has already left the
burrow but remains nearby, a slight increase in predatory im-
minence will cause retreat to the burrow. This action is one
form of flight. Such retreats to the burrow may be accompa-
nied by freezing within the burrow (Blanchard & Blanchard,
1989). However, if the animal is far from the burrow, or the
increase in predatory imminence is greater, the animal will
enter a different stage of behavior, postencounter defense. 

Postencounter Defensive Behaviors

Rodents engage in postencounter defensive behaviors when
preencounter defenses have failed and a threat has been de-
tected in the environment.

Freezing. Frightened rats display freezing behavior.
This defensive behavior is prominent in but not exclusive to
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rodent species, and it is characterized by the absence of all
movement except for breathing. In the wild, rodents often
freeze when they encounter a predator. This behavior is an ef-
fective defensive strategy because many predators have diffi-
culty detecting an immobile target, and movement can act as
a releasing stimulus for predatory attack (Fanselow & Lester,
1988). In the laboratory this behavior is prevalent when ro-
dents are presented with a CS that has been paired with foot
shock (e.g., Fanselow, 1980). Rats usually freeze next to an
object (thigmotaxis) such as a wall or corner. This behavior
occurs even when the fear stimulus is present and the rat is
not next to the object. Thus, part of the freezing response may
be withdrawal to a rapidly and easily accessible location to
freeze (Sigmundi, 1997). Thus, the freezing sequence con-
tains a component of flight. 

Conditional Analgesia. Rodents become analgesic
when they encounter learned fear stimuli. Although triggered
by fear stimuli, this analgesia becomes useful if the animal
suffers injury from a predatory attack. Reduced pain sensitiv-
ity permits the animal to express defensive behaviors and
forego recuperative behaviors when predatory imminence is
high (Bolles & Fanselow, 1980).

Circa-Strike Defensive Behaviors

Rodents engage in circa-strike defensive behaviors when all
other defensive strategies have failed. Thus, these behaviors
are prominent when predatory imminence is relatively high.

Flight. Another defensive behavior that is common to
rodents and many species is flight. In circa strike, flight con-
sists of a rapid burst of activity away from the predator. If
cornered, a rat will vocalize, bare its teeth, or jump beyond or
at the predator (Blanchard & Blanchard, 1989). The activity
burst to electric shock and the potentiated startle response of
an already frightened rat to a loud noise are other examples of
this behavior.

Fighting. When other defensive behaviors have failed,
rodents often resort to defensive fighting when the predator
attacks. In the laboratory this behavior emerges when two co-
horts receive a series of inescapable foot shocks (Fanselow &
Sigmundi, 1982). Fighting emerges only after many presen-
tations of foot shock. Presumably, the attacks are an attempt
to halt shock delivery, and rats attribute the delivery of shock
to their cohort.

In the analysis of defense it may be important to distin-
guish between immediate and subsequent behaviors. Let us
consider a hypothetical situation that involves a rat encoun-

tering a threat. When a rat receives a shock via a shock prod,
the animal’s initial response is to retreat from the shock
source and then exhibit freezing behavior. Later the animal
may return to the shock source’s vicinity, and then it may ex-
hibit freezing, stretch-attend, and defensive burying behav-
iors. The animal may also move away from the shock prod in
a manner that resembles retreat to a burrow. 

In the previous section we described the functional behav-
ior systems view of defensive behavior. This view suggests
that defensive behavior is organized by a continuum of per-
ceived danger: When the threat is perceived, rats express
specific sets of defensive behaviors that are qualitatively dif-
ferent from those expressed when the threat has not been
detected. This discrimination may also vary with time if ani-
mals continually update their concept of perceived danger.
This updating process may then contribute to the selection of
defensive behaviors in the shock prod scenario: Initially, rats
move away from the shock source and freeze, and later on
they freeze, bury, and stretch-attend. Notice that the move-
ment away from the shock prod expressed immediately dif-
fers from the flight expressed later. Thus, the immediate
response to shock delivery may differ qualitatively from sub-
sequent responses to the environment because the animal has
updated its concept of perceived danger. Such updating likely
depends on the basic principles of extinction, or possibly the
reconsolidation phenomenon that has recently received atten-
tion (Nader, Schafe, & LeDoux, 2000).

Neural Substrates of Learned Defensive Behavior

Mammalian species share fundamentally similar brain cir-
cuits that underlie fear behavior. Indeed, in humans, rats,
mice, rabbits, and monkeys the amygdala is a prominent
component of the fear circuit. To date, more is known about
the brain circuits that support learned fear owing to the pop-
ularity of Pavlovian fear conditioning as a model for experi-
mental analysis. Less is known about innate fear circuitry,
although evidence seems to suggest that these circuits over-
lap (e.g., Walker & Davis, 1997). Fendt and Fanselow (1999)
have provided a comprehensive review of the neural struc-
tures of defensive behavior. Numerous brain structures me-
diate the acquisition and expression of Pavlovian learned
fear.

The Amygdala

The amygdala consists of a cluster of interconnected nuclei
that reside in the medial temporal lobe. Brown and Schaffer
(1886) provided the first evidence that implicated the amyg-
dala in emotional processing. They demonstrated that large
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lesions of the temporal lobe tamed previously fierce monkeys.
Similarly, Kluver and Bucy (1939) described the emotional
disturbances triggered by these large lesions, and Weiskrantz
(1956) reported that many features of the disturbance were
generated by more selective damage to the amygdala. Based
on work done primarily with the Pavlovian fear conditioning
paradigm, three nuclei within the amygdala are known to
make major contributions to fear behavior: the lateral (LA),
basal (BA), and central nuclei (CEA).

The lateral and basal nuclei comprise the frontotemporal
complex (FTC; Swanson & Petrovich, 1998). This complex
communicates most closely with the frontal and temporal
lobes, and it is important in the acquisition of learned fear.
Moreover, the FTC has characteristics that make it a plausi-
ble site of encoding for the learned association that is estab-
lished during fear conditioning (Fanselow & LeDoux, 1999).
First, the FTC receives inputs from all sensory modalities, in-
cluding brain regions that are involved with nociception
(Fendt & Fanselow, 1999). Thus, sensory information of the
CS and pain information of the US converge in the FTC. Sec-
ond, Pavlovian fear conditioning enhances the response of
cells in the FTC that respond to tone CSs (Quirk, Repa, &
LeDoux, 1995). Third, lesions of the FTC produce a pro-
nounced and often total loss of many Pavlovian fear re-
sponses (e.g, Maren, 1998); fourth, chemical inactivation of
this structure is similarly disruptive to fear learning (e.g.,
Gewirtz & Davis, 1997). Thus, the FTC is critical for the ac-
quisition of Pavlovian fear conditioning and is a plausible site
for the encoding and storage of the learned association.

The CEA may be conceived of as the output of the amyg-
dala. It is closely tied with the striatum and is specialized to
modulate motor outflow (Swanson & Petrovich, 1998). The
CEA projects to a variety of structures, including the peri-
aqueductal gray (PAG), the reticular formation, and the lat-
eral hypothalamus. Both the lateral and basal nuclei of the
amygdala project to the CEA. Lesions to the CEA disrupt the
expression of a wide range of defensive behaviors (e.g.,
Kapp, Frysinger, Gallagher, & Haselton, 1979).

The Periaqueductal Gray

The PAG is highly interconnected with the CEA(Rizvi, Ennis,
Behbehani, & Shipley, 1991). This region seems to act as a
coordinator of defensive behaviors, and expression of defen-
sive behaviors can be dissociated within the PAG. For exam-
ple, electrical stimulation of the dorsal-lateral PAG (dlPAG)
triggers robust activity burst–like behavior (Fanselow, 1994),
whereas damage to this structure disrupts the shock-induced
activity burst (Fanselow, 1994). Similarly, chemical stimula-
tion of the caudal third of the dlPAG triggers “bursts of

forward locomotion” that alternate with periods of immobility
(Bandler & Depaulis, 1991, p. 183). Consequently, the dlPAG
seems to coordinate overt defensive reactions, such as flight.

In contrast, similar treatments to the ventral PAG (vPAG)
have very different effects. Chemical or electrical stimulation
of the vPAG triggers freezing behavior, and lesions to this
structure disrupt conditional freezing to aversive CSs
(Fanselow, 1991). Other fear responses can also be dissoci-
ated within the vPAG. For example, the infusion of an opiate
antagonist will disrupt fear-induced analgesia but spare con-
ditioned freezing (Fanselow, 1991). Thus, the vPAG seems to
coordinate conditional freezing and opiate analgesia. Based
on these results, Fanselow (1994) suggested that posten-
counter defenses are related to the vPAG and its inputs from
the amygdala, whereas circa-strike behaviors are related to the
dlPAG and its inputs from the superior colliculus.At this time,
little is known about the neural substrates of preencounter
defenses.

Neural Substrates of Unlearned Defensive Behavior

Much less is known about the neural substrates of innate fear
behavior. Walker and Davis (1997) reported that chemical in-
activation of the bed nucleus of the stria terminalis (BNST)
disrupts light-potentiated startle, but chemical inactivation of
the CEA disrupts only fear-potentiated startle. Inactivation of
the FTC disrupts both behaviors. Thus, available evidence
suggests that learned and unlearned fear responses can be dis-
sociated within a region described as the extended amygdala
(Swanson & Petrovich, 1998). Wallace and Rosen (2001) re-
ported that electrolytic lesions to the LA disrupt freezing to a
predator’s odor, whereas excitotoxic lesions did not. Both
these lesions disrupt freezing to learned fear stimuli. This re-
sult suggests that innate and learned fear can also be dissoci-
ated within the amygdala.

SEXUAL MOTIVATION

Nothing is more closely tied to evolutionary fitness than
reproductive success. The most direct measure of reproduc-
tive success is the number of offspring that survive, and
therefore the terminal goal of a sexual behavior system is
successful production of offspring. Animal species display a
wide variety of reproductive strategies to produce offspring.
Monogamy involves the pairing of a single male and female
for the duration of the reproductive cycle. This strategy oc-
curs mostly in species that split the burden of parental care
across both parents. Polygyny involves the association of a
single male with multiple females, and polyandry involves
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Figure 2.4 A male and female blue gourami.

the association of a single female with multiple males. These
polygamous strategies are common in species that distrib-
ute the burden of parental care unequally. These mating
strategies often influence sexual motivation. Monogamous
animals very often display biparental care of offspring, and
sexual learning does not typically influence male competition
in these species. Accordingly, sexual motivation in monoga-
mous species is relatively similar across sexes. In contrast,
species that display intense male competition typically adopt
polygamy, and sexual learning and motivation vary greatly
across sex (Domjan & Hollis, 1988). 

Cues That Signal Reproductive Opportunity

Many species display cues that connote reproductive avail-
ability. These cues frequently are shaped by the genotype of
the animal. For example, in rodent species olfaction is the
primary sensory modality; rodents smell much better than
they see. Accordingly, olfactory cues such as pheromones
often signal a sexual opportunity in rodent species (Pfaff &
Pfaffman, 1969). In contrast, birds see better than they smell,
and visual cues ordinarily provide mating signals (Domjan &
Hall, 1986). Females of species that undergo estrus often dis-
play overt cues that signal reproductive availability. For ex-
ample, in primate species, such as the chimpanzee, females
display swelling of the vaginal lips during estrus, and this cue
signals reproductive availability (Mook, 1987).

Sign Stimuli

In some species the appearance of a member of the oppo-
site gender is the dominant cue for a mating opportunity.
However, often the essential cue can be reduced to an ele-
ment or component of the mating partner. These components,
called sign stimuli (Tinbergen, 1951), are sufficient to elicit
sexual behaviors. For example, male chickens attempt to
copulate with models of the torso of female conspecifics
(Carbaugh, Schein, & Hale, 1962), and male quails attempt to
mate with models including a female quail’s head and neck
(Domjan, Lyons, North, & Bruell, 1986). Thus, mere compo-
nents of a whole animal are sufficient cues to elicit reproduc-
tive behavior. 

Learned Cues

Learning certainly contributes to the recognition of repro-
ductive opportunity. For instance, male blue gourami fish
(Trichogaster trichopterus) normally display aggressive
territorial behavior. These fish compete with other males for
nest sites, and they attack intruders because the control of
territory confers reproductive advantage. This aggressive

tendency is so pronounced that males often spoil mating
opportunities by mistakenly attacking female gouramis.
However, male gouramis can learn to anticipate the approach
of a female gourami when a cue reliably precedes her ap-
pearance during conditioning sessions (Hollis, Cadieux,
& Colbert, 1989; Hollis et al., 1997). As a result of such
Pavlovian conditioning, the cue acts as a CS that signals the
appearance of the female. Males trained with this contin-
gency both display less aggression toward females and
spawn more offspring (Hollis et al., 1997; Figure 2.3). Thus,
learning contributes to the recognition of a reproductive op-
portunity. Moreover, it contributes to evolutionary fitness by
increasing fecundity. This result by Hollis et al. stands as the
single most direct and unequivocal evidence that Pavlovian
conditioning, indeed any form of learning, has a direct influ-
ence on evolutionary success (Figure 2.4).

Learning also contributes to the mating success of male
Japanese quails (Coturnix japonica). For instance, neutral
cues previously paired with a sexual encounter elicit CRs,
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Figure 2.3 The mean number of offspring
hatched in the Pavlovian-paired (black bar) and
unpaired (hatched bar) groups. Fry were
counted six days after spawning (adapted from
Hollis et al., 1997).
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such as approach behavior. These cues also shorten copulatory
latencies (Domjan, et al., 1986). Thus, discrete Pavlovian CSs,
such as red lights, buzzers, or inanimate objects, can elicit re-
sponses that facilitate reproductive behaviors in the quail.

Contextual cues may also contribute to reproductive sig-
naling. Domjan et al. (1989) reported that male quails attempt
to mate with models of a female quail only if they have pre-
viously copulated with a live quail in the test chamber. Thus,
the location or context of previous sexual experience can act
as a signal that facilitates the occurrence of sexual behavior.
Additionally, contextual cues increase the male quail’s sperm
production (Domjan, Blesbois, & Williams, 1998). Notably,
this demonstrates that Pavlovian learning may directly en-
hance reproductive success by facilitating the bird’s ability to
fertilize multiple eggs and produce offspring. 

Sexual learning also directly influences mate selection.
For example, when an orange feather is repeatedly paired
with a sexual encounter, male quails display a preference for
birds adorned with this cue. Males both spend more time near
and display more copulatory behaviors toward these females
compared to controls (Domjan, O’Vary, & Greene, 1988).
Thus, Pavlovian conditioning sways attractiveness, thereby
influencing mate selection. 

Along with neutral cues, learning also facilitates the sex-
ual efficacy of sign stimuli. For example, the model of a
female’s head and neck elicits copulatory behavior in experi-
enced, but not in sexually naive, male quails (Domjan et al.,
1989). Thus, during sexual encounters these birds may learn
to identify species-typical cues, such as the plumage of
female conspecifics.

Organization of the Sexual Behavior System

Sexual behavior does not begin and end with the act of copu-
lation. Instead, species exhibit numerous behaviors that con-
tribute to reproductive success that are not directly connected
to the sex act. For example, male blue gouramis build nests
used for spawning prior to contact with female conspecifics.
This behavior improves reproductive success because nest
occupancy increases the probability that these fish will attract
a mate. Concurrently, these fish compete with male con-
specifics to secure suitable nesting areas, and they display ag-
gressive territorial behavior to defend or take control of a nest
site. Thus, because these behaviors can greatly increase re-
productive opportunities, sexual behavior can be linked to ac-
tivities that are temporally distant from the sex act. 

Domjan and associates (e.g., Domjan & Hall, 1986) de-
scribed a set of behaviors that contribute to the reproductive
success of Japanese quails. Males engage in general search
behavior when they encounter cues distal to the female. For

example, birds pace around the test chamber when they en-
counter a cue that has been conditioned with a long CS-US
interval. This cue is relatively distal to the female because it
signals that a female will appear only after a long time period
elapses (Akins, Domjan, & Gutierrez, 1994). In contrast,
cues conditioned with a short CS-US interval elicit focal
search behavior. For instance, birds approach a red light that
has previously been paired with a sexual encounter (Akins
et al., 1994). This cue is relatively proximal because it signals
that the female will appear after a short time period elapses.
Male quails also engage in copulatory or consummatory sex-
ual responses (Figure 2.5). These responses are elicited by
cues signaling that a sexual encounter is imminent. Thus, fe-
male conspecifics or sign stimuli elicit copulatory behavior. 

Domjan and his colleagues have characterized a range of
stimuli that elicit an array of sexual responses in the Japanese
quail. With these observations Domjan has articulated a be-
havioral systems account of sexual behavior that contains
both a stimulus and a response dimension. Each dimension
includes three categories. The response dimension includes
general search behavior, focal search behavior, and copula-
tory behavior. The stimulus dimension includes contextual
cues, local cues, and species-typical cues.

In the model, stimuli are arranged on a temporal and spa-
tial continuum that varies by the cue’s proximity to the fe-
male quail. This continuum is similar to the spatiotemporal
organization hypothesized by Timberlake (1983) in his feed-
ing behavior system and by Fanselow (1989) in his descrip-
tion of defensive behavior, both discussed earlier. Prior to
sexual conditioning, contextual and local cues are distal from
the female and do not activate sexual behavior, whereas
species-typical cues are more proximal and can elicit sexual
behavior unconditionally. After a sexual conditioning event,
contextual and local cues may elicit sexual behavior, and
responding to species-typical cues is facilitated. Thus, ac-
cording to Domjan’s view, “conditioning serves to increase

Figure 2.5 Two Japanese quail display mounting, one component of
copulatory behavior.
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the range of stimuli that are effective in eliciting sexual be-
havior” (Domjan, 1994, p. 426). That is, learning shifts the
position of cues on the continuum by increasing their prox-
imity to the female and thereby enhancing the cues’ ability to
release sexual responses. 

This shift on the continuum is manifested also by the
change in repertoire of responses that stimuli come to elicit.
Prior to conditioning, local cues elicit weak general search
behavior. After conditioning they may trigger both focal
search and copulatory behavior. Additionally, the strength of
general search behavior is enhanced. For example, approach
behavior is a form of local search behavior. Quails display
approach behavior to a red light only after the cue has been
paired with a sexual encounter (Domjan et al., 1986). 

In the introduction we made the point that behavior is a
bidirectional interaction among motivation, learning, and
genetics. Perhaps nowhere is this clearer than in sexual moti-
vation. The work of Domjan and Hollis indicates that experi-
ence strongly influences with which members of our species
we prefer to mate. Because Pavlovian conditioning deter-
mines attractiveness, it also determines which sets of genes
recombine. Because conditioning determines reproductive
success, measured rather directly by sperm and offspring pro-
duction, it also determines what genes are best represented in
the next generation of many vertebrate species. Not only does
the reproductive success that drives evolution influence our
learning abilities, but our learning abilities drive that repro-
ductive success as well.

TEMPERATURE MOTIVATION

Body temperature regulation is essential for the survival of
animal species. Most species are adapted to the temperature
range of their niche, and they can only maintain normal ac-
tivity within a relatively narrow window of body temperature
imposed by their genetic makeup. At extreme body tempera-
tures critical enzymes cannot function, energy metabolism is
compromised, and body systems fail. Thus, animals that fail
to maintain body temperature within the critical range of their
species die. Because of this stringent evolutionary selective
pressure, species have adapted multiple strategies to cope
with the problem of body temperature regulation.

Thermoregulatory Responses 

Species utilize both physiological and behavioral means to
cope with the environmental demands of body tempera-
ture regulation. These two categories of processes interact to

provide an adequate temperature regulation strategy in each
species and individual. Specific body temperature regulation
strategies abound in the animal kingdom (e.g., Prosser &
Nelson, 1981; Bartholomew, 1982). In this section we de-
scribe several strategies of thermoregulation that have
evolved. Two broad categories of these strategies are ec-
tothermy and endothermy. Ectothermic animals rely on envi-
ronmental heat for body warming. Endothermic animals use
metabolic heat for body warming. Animals belonging to
these broad groups often display distinct behavioral tenden-
cies because these strategies impose different thermoregula-
tory needs. 

The Mountain Lizard

The South American mountain lizard (Liolamus) is both an
ectotherm and a poikilotherm. Poikilotherms are ectothermic
animals whose body temperature may vary widely at differ-
ent times of the day or year. These animals often maintain
body temperatures that exceed the environmental tempera-
ture during periods of activity, whereas they display rela-
tively cold body temperatures during periods of inactivity. To
accomplish these extremes, poikilotherms rely heavily on
behavioral means to regulate body temperature. For exam-
ple, Liolamus avoids freezing Andes temperatures by staying
in its burrow during the night. Just after sunrise the animal
emerges and moves to a position exposed to direct sunlight
to absorb solar energy until its body temperature shifts from
approximately 5°C to upward of 30°C. Throughout the day
this lizard shuttles between sunlit and shaded microenviron-
ments to maintain this body temperature (Bartholomew,
1982).

The Polar Bear

Polar bears live in and near the Arctic Circle. These large
mammals are endotherms, and they commonly sustain activ-
ity in extreme thermal conditions that range from approxi-
mately 15°C in summer months to –30°C in winter months.
Because of these drastic seasonal environmental demands,
polar bears have adapted strategies that permit the animal to
maintain its body temperature across the full range of envi-
ronmental temperatures in its habitat. 

Polar bears are genetically organized to cope with the tem-
perature demands of their niche, and this organization is man-
ifested in physiological adaptations. First, polar bears have a
layer of blubber and fur over much of their bodies. This tis-
sue helps insulate the animal and maintain its body tempera-
ture in winter months. Second, a polar bear’s snout, ears, nose,
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footpads, and inner thighs dissipate heat efficiently because
they have limited insulation (Stirling, 1988). As we shall
see, these physiological adaptations contribute to an effective
behavioral thermoregulation scheme useful in both hot and
cold environments.

As mentioned earlier, polar bears have several poorly in-
sulated body areas, or hot spots. These hot spots are useful for
behavioral thermoregulation because bears can adopt distinct
postures depending on whether they need to expel or con-
serve heat. In warm environments, bears dissipate heat by
exposing these hot spots, and in colder environments they
conceal these areas (Stirling, 1988; Figure 2.6). Notice that
the form of the bear’s response is sensitive to environmental
temperature. This thermoregulatory scheme is fairly common
among endotherms.

The Rat

Rats are small mammals that live commensally with humans.
These animals populate temperate zones and also live in-
side burrows and buildings in cold climates. Rats are endo-
therms that exhibit a variety of thermoregulatory behaviors
(Hainsworth & Stricker, 1970). The rat’s body temperature
typically varies between 37°C and 38°C at neutral environ-
mental temperatures (approximately 28°C). When environ-
mental temperatures rise above this level, rats display a
constellation of responses that promote metabolic efficiency
and survival. For example, when environmental temperatures
range between 36°C and 41°C, rats exhibit a sustained hyper-
thermia with a magnitude that exceeds the environmental
temperature. This phenomenon is an adaptive and regulated
response. Rats benefit from this increase in body temperature
because it permits them to lose metabolic heat to the environ-
ment via conduction (Hainsworth & Stricker, 1970). Above
41°C rats are unable to sustain hyperthermia relative to the
environment.

Rats also exhibit two behavioral responses to heat stress
within the range that provokes hyperthermia (36°C to 41°C).
At moderate levels of heat stress, rats frequently lay with a

relaxed body posture often called prone extension. Much like
the polar bear, the rat uses this behavior to dissipate heat by
exposing body regions that conduct heat efficiently. In this
case the rat’s tail acts as a thermal radiator because it is both
vascularized and lacking in insulation. Thus, excess body
heat is readily dissipated through the tail (Rand, Burton, &
Ing, 1965). Along with prone extension, rats display saliva
spreading in response to moderate heat stress. This behavior
exploits evaporative cooling as a means to regulate body tem-
perature (Hainsworth, 1967), and it is characterized by the ac-
tive distribution of saliva from the mouth with the forelimbs.
The spreading initially focuses on the head, neck, and paw
regions and later targets the ventral regions with emphasis on
the scrotum and tail. Saliva spreading is prevalent in animals
that lack sweat glands, such as rats, opossums, and desert
rodents. Other terrestrial animals, such as humans, exploit
evaporative cooling by sweating.

Above approximately 41°C, rats can no longer regulate
heat exchange with controlled hyperthermia. Also, the ex-
pression of a relaxed body posture gives way to a pronounced
increase in activity that is probably a manifestation of escape
behavior (Hainsworth, 1967). At higher temperatures, rats
also exhibit saliva spreading. The adaptive advantage of this
behavior is demonstrated by the observation that desalivated
rats die within 1 hr to 2 hr of high heat stress, although nor-
mal rats survive for at least 5 hr of exposure (Hainsworth,
1967).

When a pregnant rat encounters inescapable heat stress, it
responds with the array of thermoregulatory responses that
are typical in her species. For example, the rat will engage in
both body extension and saliva spreading when heat stressed
(Wilson & Stricker, 1979). However, these animals face am-
plified thermal demands because their body mass increases
relative to the size of the available thermal windows that
expel body heat via conduction. Consequently, to regulate
body temperature these mothers compensate by lowering
their threshold for saliva spreading, and pregnant mothers
display saliva spreading at 30°C (Wilson & Stricker, 1979).
Similarly, the animal’s threshold for salivary secretion from
the submaxillary gland decreases, thereby providing an in-
creased saliva reservoir (Wilson & Stricker, 1979). These
measures contribute to successful thermoregulation for both
the mother and her offspring. 

Rat mothers bear sizable litters that remain together until
weaning. These pups are particularly susceptible to hypother-
mia because they produce little metabolic heat that is quickly
lost to the environment. Moreover, pups are born with no
fur and little insulation, and they do not exhibit thermogene-
sis via shivering behavior (Hull, 1973). Given these obsta-
cles, rat pups may seem reliant on parental care for thermal

Figure 2.6 Apolar bear lies on ice to expose
its hot spots and cool off.
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regulation. However, when exposed to a cold environment,
rat pups clump together in a manner that reduces each pups
exposed body surface area. This huddling provides behav-
ioral thermoregulation because it lessens the heat lost to the
environment via conduction (Alberts, 1978).

Huddling behavior is modulated by environmental tem-
perature. Specifically, with decreasing environmental tem-
perature, the total surface area of the huddle diminishes.
Conversely, the total surface area of the huddle increases as
the environmental temperature rises (Alberts, 1978). Thus,
pups act as a unit by adjusting their group’s exposed surface
area in a manner that defends body temperature against envi-
ronmental changes. 

Individual pups follow a typical movement pattern
through the huddle that contributes to the changes in the
whole litter’s exposed surface area. These movements are
competitive adjustments that position a pup in a thermally de-
sirable location. In colder environments pups move toward
the middle of the huddle, and in warm environments they
shift to the periphery (Alberts, 1978). Collectively, these
adjustments make the litter behave as an organized unit
sensitive to the environmental temperature.

Fever

When mammals are infected by pathogens, they display an
array of nonspecific “sickness” responses that include fever
and fatigue. Traditionally, these symptoms were thought to
result from an inability to perform normal activities because
of the compromised physiological state of the sick individual.
As an alternative, Bolles and Fanselow (1980) suggested
that illness involving fever might be a particularly strong
activator of the recuperative motivational system. Consistent
with this speculation, investigators have recently suggested
that sickness is an adaptive motivational response that aids
recuperation (Aubert, 1999; Watkins & Maier, 2000). Impor-
tantly, part of the sickness response involves fever: a sus-
tained hyperthermia. Thus, mammals actively modulate their
body temperature as an adaptive response to pathogens.
Fever and recuperation therefore may have some degree of
positive feedback between them. 

Learning and Thermoregulatory Responses

Earlier we described how animals learn to anticipate things
like danger or to expect the appearance of a potential mat-
ing partner. What evidence exists that animals learn to antic-
ipate thermal conditions? Most investigations in this realm
have focused on escape behavior (e.g., Howard, 1962) or on
the effects that environmental temperatures have on learning

acquisition (e.g., Hack, 1933). In a typical escape procedure
an animal is exposed to an aversive stimulus until it performs
a response. For example, rats exposed to cold temperatures
will press a bar to gain access to a heat lamp. Over trials, rats
become very efficient at this response, and they often drive
the ambient temperature up to room temperature. But what
do the animals learn during these conditioning trials? Ani-
mals may learn that the bar pressing makes the chamber
warm, but these studies provide little evidence for the notion
that rats perform thermoregulatory responses because they
anticipate the problem. 

Very few studies demonstrate that animals will learn to
perform a response that avoids hot or cold stress. Nor do
many studies demonstrate that thermal cues can elicit learned
CRs. Interestingly, studies that demonstrate these responses
to thermal reinforcers have frequently used infant animals as
subjects. For example, newborn chicks can be autoshaped to
peck a bar for food (Wasserman, 1973). Newborn dogs will
perform an avoidance response to avoid a cold reinforcer
(Stanley, Barrett, & Bacon, 1974), and newborn rat pups ex-
hibit tachycardia as a CR when an odor is paired with cold
temperature (Martin & Alberts, 1982).

Recall that newborn animals, such as the rat pup, have lit-
tle insulation and that thermoregulation requires more elabo-
rate behavioral strategies. Perhaps we more readily observe
thermal Pavlovian conditioning in the rat pup because its
niche requires such learning. This suggestion may have im-
plications for how we view thermoregulatory behavior, and it
is further developed in the next section. 

A Thermoregulatory Behavior System?

We have described how animals regulate body temperature
with both physiological and behavioral means. Conspicu-
ously, we have not yet provided substantial analysis of these
responses. Why then would they be included in a chapter on
the topic of motivation? Let us consider the traditional ac-
count of thermoregulatory behavior before we answer this
question.

The Homeostatic Explanation

The concept of homeostasis has been the fundamental prin-
ciple employed by traditional explanations of thermoregu-
latory behavior. This idea, first applied by Cannon (1932),
assumes that each animal has a body temperature set point,
and that thermoregulatory behavior is activated whenever
the animal is perturbed from this reference. Thus, if an ani-
mal is cold, it automatically performs a series of responses
to return to its set point. This explanation implies that the
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animal uses a “comparator” to assess the difference between
its actual body temperature and its set point temperature and
that whenever there is a discrepancy between these values,
the system activates behaviors to remedy the discrepancy.

Santinoff (1983) provided both an eloquent review of the
neural circuitry of thermoregulation and an explanation of
homeostasis. The reader is advised to consult the work for
both a useful historical perspective and a comprehensive
analysis of the subject. Available evidence suggests that
the anterior hypothalamus (AH) and the preoptic (POA)
provide a significant contribution to the neural control of
thermoregulatory behavior in mammals. For example, body
temperature in animals with lesions to these areas has been
shown to drop sharply in cold environments (e.g., Satinoff &
Rutstein, 1970). Similarly, appropriate thermoregulatory re-
sponses are activated when this structure is either cooled or
heated (e.g., Fusco, Hardy, & Hammel, 1961), and electrical
stimulation of this region elicits prone extension (Roberts &
Mooney, 1974). Additionally, the POA and AH also contain
neurons that are sensitive to temperature change (Nakayama,
Hammel, Hardy, & Eisenman, 1963). Thus, the AH and POA
have the capacity to detect changes in temperatures; damage
to this region disrupts thermoregulation; and stimulation of
this region elicits appropriate responding. Together, these ob-
servations suggest that the AH and POA complex might be
the neural manifestation of the comparator that detects de-
viance from thermal homeostasis. However, lesions to this
complex do not disrupt some forms of behavioral thermoreg-
ulation. For example, rats with AH lesions are able to bar
press to obtain access to a warm heat lamp in a cold environ-
ment (Satinoff & Rutstein, 1970). Thus, animals with AH
lesions can both detect perturbations from their normal body
temperature and perform an appropriate response to hy-
pothermia. These and other observations argue against the
hypothesis that suggests the AH and POA are the neural locus
for the thermoregulatory comparator. Satinoff (1983) has
developed a more sophisticated theory of thermoregulation
that suggests multiple comparators linked to separate ther-
moregulatory behaviors and these units are organized in a
hierarchical manner.

The principle of homeostatic thermoregulation suggests
that regulatory responses occur whenever body temperature
deviates from the set point. This homeostatic explanation
does not require a motivational system, but we suggest that
thermoregulation does. That is, perhaps a behavioral systems
approach to thermoregulatory behavior is warranted. Let us
consider several points. First, the cost of ineffective ther-
moregulation is significant, so there is evolutionary pressure
to develop sophisticated thermoregulatory schemes. Second,

numerous animal species have adapted elaborate behavioral
strategies that assist in thermoregulation. Ectotherms rely
almost entirely on behavioral means. Other animals, such as
the rat, display an array of thermoregulatory behaviors that
could be organized on a continuum of relative heat stress. In-
deed, these behaviors seem to vary with the rat’s niche, as
neonates display a different repertoire than do adults. Third,
some responses to heat stress are incompatible with the
“homeostatic” account of thermoregulation. For example,
rats display a controlled hyperthermia response under condi-
tions of heat stress, and mammals exhibit fever when they are
infected by pathogens. These responses actively increase the
discrepancy in body temperature from the animal’s set point.
Thus, these responses are incompatible with the concept of a
homeostasis unless resetting the reference temperature is a
valid means at achieving homeostasis. Fourth, infant animals
provide the best examples of learning in relation to thermal
cues. These animals must cope with thermal challenge
in their niche. Perhaps we detect their ability to learn about
thermal cues because learning about these cues is critical to
their survival. Conceivably, many animals in many systems
can learn about thermal cues, and we have not detected them
only because the homeostatic thermoregulatory explanation
ignores the relevance of learning.

In summary, thermoregulation is crucial to survival in per-
haps every niche, and many behavioral responses have been
developed to cope with the problem. Given the cost of poor
thermoregulation and the propensity for animals to learn and
adapt, we propose that the study of thermoregulatory behav-
ior may profit by adopting a behavior systems approach.

CONCLUSIONS

We began this chapter by suggesting that motivation accounts
for that proportion of the variation in behavior not accounted
for by learned and genetic influences. Why is it that an animal
in the same environment presented with the same food will
eat on one occasion and not on another? Given that genetic
influences have been held constant and that no new informa-
tion has been learned about the food or the environment, this
variation must be due to changes in motivation manifested
through changes in behavior. The challenge with defining
motivation is to avoid merely redescribing the behavior in
new and empirically intractable terms. The method we have
suggested for avoiding this problem is to specify the environ-
mental cause and behavioral effect of any changes in the
hypothesized motivational construct. By defining these
antecedents and consequences in terms of the ecological and
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evolutionary problems the animal must solve, we protect our-
selves from explanations that assume an unlimited number of
“motivations,” as did the old theories of instinct. In addition,
this focus on the functional aspects of motivational processes
forces us to consider both the ecological niche that the animal
occupies and the organization of the behaviors it uses to cope
with the problems of the niche. 

This explicitly ecological view allows the concept of mo-
tivation to make contact with behavioral ecology and evolu-
tion. Learning and genetics are not the sole determinants of
behavior; an animal’s ecological niche must also be consid-
ered. Animals have evolved solutions to specific environ-
mental problems, and an understanding of these relationships
can inform psychological theories of motivation and learn-
ing. Collier and Johnson (1990) suggested that appreciating
that small predators are themselves potential prey gives in-
sight into the differences in feeding rate between small and
large predators. Indeed, Fanselow et al. (1988) have demon-
strated that predatory risk is an important determinant in the
initiation of feeding behavior. Traditional homeostatic per-
spectives could not contribute this insight.

In addition to highlighting the importance of ecological
variables in determining motivational influences on behavior,
the analyses presented in this chapter can also be used to
examine similarities and differences between motivational
systems. A persistent theoretical problem in theories of moti-
vation has been specifying the number and form of motiva-
tional processes with which an animal is equipped. We have
suggested that the animal is equipped with as many motiva-
tional systems as there are classes of problems in the environ-
ment for it to solve. We expect that the reader has been struck
by the amount of similarity between the response organiza-
tions proposed to account for feeding and sexual behavior, and
to a lesser extent between those structures and that proposed to
account for the organization of defensive behavior. Each con-
sists of a collection of motivational modes organized by some
kind of imminence continuum. Each includes a set of preexist-
ing stimulus processing and response production tendencies.
The extent to which these similarities are valid remains to be
determined, and this question deserves study. Just as interest-
ing are those disparities between the response organizations.
Appetitive behavior in the feeding behavior system is ex-
tremely flexible. Flexibility in sexually motivated appetitive
behavior has also been demonstrated but is much less well in-
vestigated. In contrast, defensive behavior seems more rigid,
perhaps due to the inherently conservative nature of defense.

The behavioral systems view suggests that motivation is
a much more complex phenomenon than that described by
theories of drive, incentive motivation, or opposing affective

states. Any complete conception must include physiological,
psychological, ecological, and evolutionary factors. Our
approach attempts to address these requirements.
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Recent years have witnessed a mounting interest in the
impact of happiness, sadness, and other affective states or
moods on learning, memory, decision making, and allied
cognitive processes. Much of this interest has focused on two
phenomena: mood-congruent cognition, the observation that
a given mood promotes the processing of information that
possesses a similar affective tone or valence, and mood-
dependent memory, the observation that information encoded
in a particular mood is most retrievable in that mood, irre-
spective of the information’s affective valence. This chapter
examines the history and current status of research on mood
congruence and mood dependence with a view to clarifying
what is known about each of these phenomena and why they
are both worth knowing about.

MOOD CONGRUENCE

The interplay between feeling and thinking, affect and cogni-
tion, has been a subject of scholarly discussion and spirited
debate since antiquity. From Plato to Pascal, a long line of

Western philosophers have proposed that “passions” have a
potentially dangerous, invasive influence on rational think-
ing, an idea that re-emerged in Freud’s psychodynamic the-
ories. However, recent advances in cognitive psychology and
neuroscience have promoted the radically different view that
affect is often a useful and even essential component of adap-
tive social thinking (Adolphs & Damasio, 2001; Cosmides &
Tooby, 2000).

The research to be reviewed in this section shows that
affective states often produce powerful assimilative or con-
gruent effects on the way people acquire, remember, and
interpret information. However, we will also see that these
effects are not universal, but depend on a variety of situa-
tional and contextual variables that recruit different informa-
tion-processing strategies. Accordingly, one of the main aims
of modern research, and of this review, is to clarify why
mood-congruent effects emerge under certain circumstances
but not others.

To this end, we begin by recapping two early theoretical
perspectives on mood congruence (one based on psychoana-
lytic constructs, the other on principles of conditioning)
and then turn to two more recent accounts (affect priming and
affect-as-information). Next, we outline an integrative theory
that is designed to explain the different ways in which affect
can have an impact on cognition in general, and social cogni-
tion in particular. Finally, empirical evidence is examined
which elucidates the essential role that different processing
strategies play in the occurrence—or nonoccurrence—of
mood congruence.

This chapter was prepared with the aid of grants to the first author
from the National Institute of Mental Health and the Natural Sci-
ences and Engineering Research Council of Canada and by awards to
the second author from the Australian Research Council and the
Alexander von Humboldt Foundation. The chapter also profited from
the expert advice and assistance provided by Joseph Ciarrochi, Dawn
Macaulay, Stephanie Moylan, Patrick Vargas, and Joan Webb.
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Early Theories of Mood Congruence

Philosophers, politicians, and playwrights alike have recog-
nized for centuries the capacity of moods to color the way
people remember the past, experience the present, and fore-
cast the future. Psychologists, however, were relatively late
to acknowledge this reality, despite a number of promising
early leads (e.g., Rapaport, 1942/1961; Razran, 1940). In-
deed, it is only within the past 25 years that empirical inves-
tigations of the interplay between affect and cognition have
been published with regularity in mainstream psychology
journals (see LeDoux, 1996).

Psychology’s late start in exploring the affect-cognition
interface reflects the fact that neither behaviorism nor
cognitivism—the two paradigms that dominated the disci-
pline throughout the twentieth century—ascribed much im-
portance to affective phenomena, whether in the form of
specific, short-lived emotional reactions or more nebulous,
long-lasting mood states (for detailed discussion of affect-
related concepts, see Russell & Feldman Barrett, 1999;
Russell & Lemay, 2000).

From the perspective of the radical behaviorist, all unob-
servable mental events, including those affective in nature,
were by definition deemed beyond the bounds of scientific
psychology. Although early behaviorist research examined
the environmental conditioning of emotional responses (an
issue taken up later in this chapter), later studies focused
mainly on the behavioral consequences of readily manipu-
lated drive states, such as thirst or fear. In such studies, emo-
tion was instilled in animals through crude if effective means,
such as electric shock, and so-called emotionality was opera-
tionalized by counting the number of faecal boli deposited by
small, scared animals. As a result, behaviorist research and
theory added little to our understanding of the interrelations
between affect and cognition.

Until recently, the alternative cognitive paradigm also
had little interest in affective phenomena. To the extent that
the cognitive revolutionaries of the early 1960s considered
affects at all, they typically envisaged them as disruptive
influences on proper—read emotionless or cold—thought
processes. Thus, the transition from behaviorism to cogni-
tivism allowed psychology to reclaim its head, but did noth-
ing to recapture its heart.

Things are different today. Affect is now known to play
a critical role in how information about the world is
processed and represented. Moreover, affect underlies the
cognitive representation of social experience (Forgas, 1979),
and emotional responses can serve as an organizing princi-
ple in cognitive categorization (Niedenthal & Halberstadt,
2000). Thus, the experience of affect—how we feel about
people, places, and events—plays a pivotal role in people’s

cognitive representations of themselves and the world
around them.

Affect also has a more dynamic role in information pro-
cessing. In a classic series of studies, Razran (1940) showed
that subjects evaluated sociopolitical messages more favorably
when in a good than in a bad mood. Far ahead of their time,
Razran’s studies, and those reported by other investigators
(e.g., Bousfield, 1950), provided the first empirical evidence of
mood congruence, and their results were initially explained in
terms of either psychodynamic or associationist principles.

Psychodynamic Account

Freud’s psychoanalytic theory suggested that affect has a
dynamic, invasive quality that can infuse thinking and judg-
ments unless adequately controlled. A pioneering study by
Feshbach and Singer (1957) tested the psychodynamic pre-
diction that attempts to suppress affect should increase the
“pressure” for affect infusion. They induced fear in their sub-
jects through electric shocks and then instructed some of them
to suppress their fear. Fearful subjects’ thoughts about another
person showed greater mood congruence, so that they per-
ceived the other person as being especially anxious. Interest-
ingly, indeed ironically (Wegner, 1994), this effect was even
greater when subjects were trying to suppress their fear.
Feshbach and Singer (1957) explained this in terms of projec-
tion and proposed that “suppression of fear facilitates the ten-
dency to project fear onto another social object” (p. 286).

Conditioning Account

Although radical behaviorism outlawed the study of sub-
jective experiences, including affects, conditioning theories
did nevertheless have an important influence on research.
Watson’s work with Little Albert was among the first to find
affect congruence in conditioned responses (Watson, 1929;
Watson & Rayner, 1920). This work showed that reactions
toward a previously neutral stimulus, such as a furry rabbit,
could become affectively loaded after an association had been
established between the rabbit and fear-arousing stimuli, such
as a loud noise. Watson thought that most complex affective
reactions acquired throughout life are established as a result of
just such cumulative patterns of incidental associations.

The conditioning approach was subsequently used by
Byrne and Clore (1970; Clore & Byrne, 1974) to explore
affective influences on interpersonal attitudes. These re-
searchers argued that aversive environments (as uncondi-
tioned stimuli) spontaneously produce negative affective
reactions (as unconditioned responses). When another per-
son is encountered in an aversive environment (the condi-
tioned stimulus), the affective reaction it evokes will become
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associated with the new target (a conditioned response).
Several studies, published in the 1970s, supported this
reasoning (e.g., Gouaux, 1971; Gouaux & Summers, 1973;
Griffitt, 1970). More recently, Berkowitz and his colleagues
(Berkowitz, Jaffee, Jo, & Troccoli, 2000) have suggested that
these early associationist ideas remain a powerful influence
on current theorizing, as we shall see later.

Contemporary Cognitive Theories

Although affective states often infuse cognition, as several
early experiments showed, neither the psychoanalytic nor
the conditioning accounts offered a convincing explanation
of the psychological mechanisms involved. In contrast,
contemporary cognitive theories seek to specify the precise
information-processing mechanisms responsible for these
effects.

Two types of cognitive theories have been proposed to
account for mood congruence: memory-based theories (e.g.,
the affect priming model; see Bower & Forgas, 2000), and
inferential theories (e.g., the affect-as-information model;
see Clore, Gasper, & Garvin, 2001). Whereas both of these
accounts are chiefly concerned with the impact of moods on
the content of cognition (or what people think), a third type of
theory focuses on the processing consequences of affect (or
how people think). These three theoretical frameworks are
sketched in the following sections.

Memory-Based Accounts

Several cognitive theories suggest that moods exert a congru-
ent influence on the content of cognition because they influ-
ence the memory structures people rely on when processing
information. For example, Wyer and Srull’s (1989) storage-
bin model suggests that recently activated concepts are more
accessible because such concepts are returned to the top of
mental “storage bins.” Subsequent sequential search for in-
terpretive information is more likely to access the same con-
cepts again. As affective states facilitate the use of positively
or negatively valenced mental concepts, this could account
for the greater use of mood-congruent constructs in subse-
quent tasks.

A more comprehensive explanation of this effect was
outlined in the associative network model proposed by
Bower (1981). In this view, the observed links between
affect and thinking are neither motivationally based, as
psychodynamic theories suggest, nor are they the result of
merely incidental, blind associations, as conditioning theo-
ries imply. Instead, Bower (1981) argued that affect is
integrally linked to an associative network of mental repre-
sentations. The activation of an affective state should thus

selectively and automatically prime associated thoughts and
representations previously linked to that affect, and these
concepts should be more likely to be used in subsequent con-
structive cognitive tasks. Consistent with the network model,
early studies provided strong support for the concept of
affective priming, indicating mood congruence across a
broad spectrum of cognitive tasks. For example, people in-
duced to feel good or bad tend to selectively remember more
mood-congruent details from their childhood and more of
the real-life events they had recorded in diaries for the past
few weeks (Bower, 1981). Mood congruence was also
observed in subjects’ interpretations of social behaviors
(Forgas, Bower, & Krantz, 1984) and in their impressions of
other people (Forgas & Bower, 1987).

However, subsequent research showed that mood congru-
ence is subject to several boundary conditions (see Blaney,
1986; Bower, 1987; Singer & Salovey, 1988). Problems in
obtaining reliable mood-congruent effects were variously ex-
plained as due to (a) the lack of sufficiently strong or intense
moods (Bower & Mayer, 1985); (b) the subjects’ inability to
perceive a meaningful, causal connection between their cur-
rent mood and the cognitive task they are asked to perform
(Bower, 1991); and (c) the use of tasks that prevent subjects
from processing the target material in a self-referential man-
ner (Blaney, 1986). Interestingly, mood-congruent effects
tend to be more reliably obtained when complex and realistic
stimuli are used. Thus, such effects have been most consis-
tently demonstrated in tasks that require a high degree of
open, constructive processing, such as inferences, associa-
tions, impression formation, and interpersonal behaviors
(e.g., Bower & Forgas, 2000; Mayer, Gaschke, Braverman, &
Evans, 1992; Salovey, Detweiler, Steward, & Bedell, 2001).
Such tasks provide people with a rich set of encoding and
retrieval cues, and thus allow affect to more readily function
as a differentiating context (Bower, 1992).

Asimilar point was made by Fiedler (1991), who suggested
that mood congruence is apt to occur only in constructive cog-
nitive tasks, those that involve an open-ended search for infor-
mation (as in recall tasks) and the active elaboration and trans-
formation of stimulus details using existing knowledge
structures (as in judgmental and inferential tasks). By contrast,
tasks that do not place a premium on constructive processing,
such as those requiring the simple recognition of familiar
words or the reflexive reproduction of preexisting attitudes,
afford little opportunity to use affectively primed information
and thus tend to be impervious to mood effects.

It appears, then, that affect priming occurs when an exist-
ing affective state preferentially activates and facilitates
the use of affect-consistent information from memory in a
constructive cognitive task. The consequence of affect prim-
ing is affect infusion: the tendency for judgments, memories,
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thoughts, and behaviors to become more mood congruent
(Forgas, 1995). However, in order for such infusion effects
to occur, it is necessary for people to adopt an open, elabo-
rate information-processing strategy that facilitates the
incidental use of affectively primed memories and informa-
tion. Thus, the nature and extent of affective influences on
cognition should largely depend on what kind of information-
processing strategy people employ in a particular situation.
Later we will review the empirical evidence for this predic-
tion and describe an integrative theory that emphasizes the
role of information-processing strategies in moderating mood
congruence.

Inferential Accounts

Several theorists maintain that many manifestations of mood
congruence can be readily explained in terms other than
affect priming. Chief among these alternative accounts is the
affect-as-information (AAI) model advanced by Schwarz and
Clore (1983, 1988). This model suggests that “rather than
computing a judgment on the basis of recalled features of a
target, individuals may . . . ask themselves: ‘how do I feel
about it? [and] in doing so, they may mistake feelings due to
a pre-existing [sic] state as a reaction to the target” (Schwarz,
1990, p. 529). Thus, the model implies that mood congruence
in judgments is due to an inferential error, as people misat-
tribute a preexisting affective state to a judgmental target.

The AAI model incorporates ideas from at least three past
research traditions. First, the predictions of the model are often
indistinguishable from earlier conditioning research by Clore
and Byrne (1974). Whereas the conditioning account empha-
sized blind temporal and spatial contiguity as responsible for
linking affect to judgments, the AAI model, rather less parsi-
moniously, posits an internal inferential process as producing
the same effects (see Berkowitz et al., 2000). A second tradi-
tion that informs the AAI model comes from research on mis-
attribution, according to which judgments are often inferred
on the basis of salient but irrelevant cues: in this case, affective
state. Thus, the AAI model also predicts that only previously
unattributed affect can produce mood congruence. Finally, the
model also shows some affinity with research on judgmental
heuristics (see the chapter by Wallsten & Budescu in this vol-
ume), in the sense that affective states are thought to function
as heuristic cues in informing people’s judgments.

Again, these effects are not universal. Typically, people
rely on affect as a heuristic cue only when “the task is of
little personal relevance, when little other information is
available, when problems are too complex to be solved sys-
tematically, and when time or attentional resources are lim-
ited” (Fiedler, 2001, p. 175). For example, some of the

earliest and still most compelling evidence for the AAI
model came from an experiment (Schwarz & Clore, 1983)
that involved telephoning respondents and asking them un-
expected and unfamiliar questions. In this situation, subjects
have little personal interest or involvement in responding to
a stranger, and they have neither the motivation, time, nor
cognitive resources to engage in extensive processing. Rely-
ing on prevailing affect to infer a response seems a reason-
able strategy under such circumstances. In a different but
related case, Forgas and Moylan (1987) asked almost 1,000
people to complete an attitude survey on the sidewalk out-
side a cinema in which they had just watched either a happy
or a sad film. The results showed strong mood congruence:
Happy theatergoers gave much more positive responses than
did their sad counterparts. In this situation, as in the study
by Schwarz and Clore (1983), respondents presumably had
little time, motivation, or capacity to engage in elaborate
processing, and hence they may well have relied on their
temporary affect as a heuristic cue to infer a reaction.

On the negative side, the AAI model has some serious
shortcomings. First, although the model is applicable to
mood congruence in evaluative judgments, it has difficulty
accounting for the infusion of affect into other cognitive
processes, including attention, learning, and memory. Also,
it is sometimes claimed (e.g., Clore et al., 2001; Schwarz &
Clore, 1988) that the model is supported by the finding that
mood congruence can be eliminated by calling the subjects’
attention to the true source of their mood, thereby minimizing
the possibility of an affect misattribution. This claim is dubi-
ous, as we know that mood congruence due to affect-priming
mechanisms can similarly be reversed by instructing subjects
to focus on their internal states (Berkowitz et al., 2000).
Moreover, Martin (2000) has argued that the informational
value of affective states cannot be regarded as “given” and
permanent, but instead depends on the situational context.
Thus, positive affect may signal that a positive response
is appropriate if the setting happens to be, say, a wedding,
but the same mood may have a different meaning at a funeral.
The AAI model also has nothing to say about how cues other
than affect (such as memories, features of the stimulus, etc.)
can enter into a judgment. In that sense, AAI is really a the-
ory of nonjudgment or aborted judgment, rather than a theory
of judgment. It now appears that in most realistic cognitive
tasks, affect priming rather than the affect-as-information is
the main mechanism producing mood congruence.

Processing Consequences of Moods

In addition to influencing what people think, moods may
also influence the process of cognition, that is, how people
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think. It has been suggested that positive affect recruits less
effortful and more superficial processing strategies; in con-
trast, negative affect seems to trigger a more analytic and vig-
ilant processing style (Clark & Isen, 1982; Mackie & Worth,
1991; Schwarz, 1990). However, more recent studies have
shown that positive affect can also produce distinct pro-
cessing advantages: Happy people often adopt more creative
and inclusive thinking styles, and display greater mental
flexibility, than do sad subjects (Bless, 2000; Fiedler, 2000).

Several theories have been advanced to explain affective
influences on processing strategies. One suggestion is that the
experience of a negative mood, or any affective state, gives
rise to intrusive, irrelevant thoughts that deplete attentional
resources, and in turn lead to poor performance in a variety of
cognitive tasks (Ellis & Ashbrook, 1988; Ellis & Moore,
1999). An alternative account points to the motivational con-
sequences of positive and negative affect. According to this
view (Isen, 1984), people experiencing positive affect may
try to maintain a pleasant state by refraining from any effort-
ful activity. In contrast, negative affect may motivate people
to engage in vigilant, effortful processing. In a variation of
this idea, Schwarz (1990) has suggested that affects have a
signaling or tuning function, informing the person that re-
laxed, effort-minimizing processing is appropriate in the case
of positive affect, whereas vigilant, effortful processing is
best suited for negative affect.

These various arguments all assume that positive and neg-
ative affect decrease or increase the effort, vigilance, and
elaborateness of information processing, albeit for different
reasons. More recently, both Bless (2000) and Fiedler (2000)
have conjectured that the evolutionary significance of posi-
tive and negative affect is not simply to influence processing
effort, but to trigger two fundamentally different processing
styles. They suggest that positive affect promotes a more
schema-based, top-down, assimilative processing style,
whereas negative affect produces a more bottom-up, exter-
nally focused, accommodative processing strategy. These
strategies can be equally vigilant and effortful, yet they pro-
duce markedly different cognitive outcomes by directing
attention to internal or external sources of information.

Toward an Integrative Theory:
The Affect Infusion Model

As this short review shows, affective states have clear if
complex effects on both the substance of cognition (i.e., the
contents of one’s thoughts) and its style (e.g., whether infor-
mation is processed systematically or superficially). It is also
clear, however, that affective influences on cognition are
highly context specific. A comprehensive explanation of

these effects needs to specify the circumstances that abet or
impede mood congruence, and it should also define the
conditions likely to trigger either affect priming or affect-
as-information mechanisms.

The affect infusion model or AIM (Forgas, 1995) seeks to
accomplish these goals by expanding on Fiedler’s (1991)
idea that mood congruence is most likely to occur when cir-
cumstances call for an open, constructive style of information
processing. Such a style involves the active elaboration of the
available stimulus details and the use of memory-based in-
formation in this process. The AIM thus predicts that (a) the
extent and nature of affect infusion should be dependent on
the kind of processing strategy that is used, and (b) all things
being equal, people should use the least effortful and simplest
processing strategy capable of producing a response. As this
model has been described in detail elsewhere (Forgas, 1995),
only a brief overview will be included here.

The AIM identifies four processing strategies that vary
according to both the degree of openness or constructiveness
of the information-search strategy and the amount of effort
exerted in seeking a solution. The direct access strategy in-
volves the retrieval of preexisting responses and is most
likely when the task is highly familiar and when no strong sit-
uational or motivational cues call for more elaborate process-
ing. For example, if you were asked to make an evaluative
judgment about a well-known political leader, a previously
computed and stored response would come quickly and ef-
fortlessly to mind, assuming that you had thought about this
topic extensively in the past. People possess a rich store of
such preformed attitudes and judgments. Given that such
standard responses require no constructive processing, affect
infusion should not occur.

The motivated processing strategy involves highly selec-
tive and targeted thinking that is dominated by a particular
motivational objective. This strategy also precludes open in-
formation search and should be impervious to affect infusion
(Clark & Isen, 1982). For example, if in a job interview you
are asked about your attitude toward the company you want
to join, the response will be dominated by the motivation to
produce an acceptable response. Open, constructive process-
ing is inhibited, and affect infusion is unlikely to occur.
However, the consequences of motivated processing may be
more complex and, depending on the particular processing
goal, may also produce a reversal of mood-congruent ef-
fects (Berkowitz et al., 2000; Forgas, 1991; Forgas & Fiedler,
1996). Recent theories, such as as Martin’s (2000) configural
model, go some way toward accounting for these context-
specific influences.

The remaining two processing strategies require more
constructive and open-ended information search strategies,
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and thus they facilitate affect infusion. Heuristic processing is
most likely when the task is simple, familiar, of little personal
relevance, and cognitive capacity is limited and there are no
motivational or situational pressures for more detailed pro-
cessing. This is the kind of superficial, quick processing style
people are likely adopt when they are asked to respond to un-
expected questions in a telephone survey (Schwarz & Clore,
1983) or are asked to reply to a street survey (Forgas &
Moylan, 1987). Heuristic processing can lead to affect infu-
sion as long as people rely on affect as a simple inferential cue
and depend on the “how do I feel about it” heuristic to produce
a response (Clore et al., 2001; Schwarz & Clore, 1988).

When simpler strategies such as direct access or motivated
processing prove inadequate, people need to engage in sub-
stantive processing to satisfy the demands of the task at hand.
Substantive processing requires individuals to select and in-
terpret novel information and relate this information to their
preexisting, memory-based knowledge structures in order to
compute and produce a response. This is the kind of strategy
an individual might apply when thinking about interpersonal
conflicts or when deciding how to make a problematic re-
quest (Forgas, 1994, 1999a, 1999b).

Substantive processing should be adopted when (a) the
task is in some ways demanding, atypical, complex, novel, or
personally relevant; (b) there are no direct-access responses
available; (c) there are no clear motivational goals to guide
processing; and (d) adequate time and other processing re-
sources are available. Substantive processing is an inherently
open and constructive strategy, and affect may selectively
prime or enhance the accessibility of related thoughts, mem-
ories, and interpretations. The AIM makes the interesting and
counterintuitive prediction that affect infusion—and hence
mood congruence—should be increased when extensive and
elaborate processing is required to deal with a more complex,
demanding, or novel task. This prediction has been borne out
by several studies that we will soon review.

The AIM also specifies a range of contextual variables
related to the task, the person, and the situation that jointly
influence processing choices. For example, greater task fa-
miliarity, complexity, and typicality should recruit more sub-
stantive processing. Personal characteristics that influence
processing style include motivation, cognitive capacity, and
personality traits such as self-esteem (Rusting, 2001; Smith &
Petty, 1995). Situational factors that influence processing
style include social norms, public scrutiny, and social influ-
ence by others (Forgas, 1990).

An important feature of the AIM is that it recognizes that
affect itself can also influence processing choices. As noted
earlier, both Bless (2000) and Fiedler (2000) have proposed
that positive affect typically generates a more top-down,

schema-driven processing style whereby new information is
assimilated into what is already known. In contrast, negative
affect often promotes a more piecemeal, bottom-up process-
ing strategy in which attention to external events dominates
over existing stored knowledge.

The key prediction of the AIM is the absence of affect in-
fusion when direct access or motivated processing is used,
and the presence of affect infusion during heuristic and sub-
stantive processing. The implications of this model have now
been supported in a number of the experiments considered in
following sections.

Evidence Relating Processing Strategies
to Mood Congruence

This section will review a number of empirical studies that il-
lustrate the multiple roles of affect in cognition, focusing on
several substantive areas in which mood congruence has
been demonstrated, including affective influences on learn-
ing, memory, perceptions, judgments, and inferences.

Mood Congruence in Attention and Learning

Many everyday cognitive tasks are performed under condi-
tions of considerable information overload, when people
need to select a small sample of information for further pro-
cessing. Affect may have a significant influence on what peo-
ple will pay attention to and learn (Niedenthal & Setterlund,
1994). Due to the selective activation of an affect-related
associative base, mood-congruent information may receive
greater attention and be processed more extensively than af-
fectively neutral or incongruent information (Bower, 1981).
Several experiments have demonstrated that people spend
longer reading mood-congruent material, linking it into a
richer network of primed associations, and as a result, they
are better able to remember such information (see Bower &
Forgas, 2000).

These effects occur because “concepts, words, themes,
and rules of inference that are associated with that emotion
will become primed and highly available for use . . . [in] . . .
top-down or expectation-driven processing . . . [acting] . . .
as interpretive filters of reality” (Bower, 1983, p. 395). Thus,
there is a tendency for people to process mood-congruent
material more deeply, with greater associative elaboration, and
thus learn it better. Consistent with this notion, depressed psy-
chiatric patients tend to show better learning and memory for
depressive words (Watkins, Mathews, Williamson, & Fuller,
1992), a bias that disappears once the depressive episode is
over (Bradley & Mathews, 1983). However, mood-congruent
learning is seldom seen in patients suffering from anxiety
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(Burke & Mathews, 1992; Watts & Dalgleish, 1991), perhaps
because anxious people tend to use particularly vigilant,
motivated processing strategies to defend against anxiety-
arousing information (Ciarrochi & Forgas, 1999; Mathews &
MacLeod, 1994). Thus, as predicted by the AIM, different
processing strategies appear to play a crucial role in mediat-
ing mood congruence in learning and attention.

Mood Congruence in Memory

Several experiments have shown that people are better able
to consciously or explicitly recollect autobiographical mem-
ories that match their prevailing mood (Bower, 1981).
Depressed patients display a similar pattern, preferentially
remembering aversive childhood experiences, a memory bias
that disappears once depression is brought under control
(Lewinsohn & Rosenbaum, 1987). Consistent with the AIM,
these mood-congruent memory effects also emerge when
people try to recall complex social stimuli (Fiedler, 1991;
Forgas, 1993).

Research using implicit tests of memory, which do not
require conscious recollection of past experience, also pro-
vides evidence of mood congruence. For example, depressed
people tend to complete more word stems (e.g., can) with
negative than with positive words they have studied earlier
(e.g., cancer vs. candy; Ruiz-Caballero & Gonzalez, 1994).
Similar results have been obtained in other studies involving
experimentally induced states of happiness or sadness
(Tobias, Kihlstrom, & Schacter, 1992).

Mood Congruence in Associations and Interpretations

Cognitive tasks often require us to “go beyond the information
given,” forcing people to rely on associations, inferences, and
interpretations to construct a judgment or a decision, partic-
ularly when dealing with complex and ambiguous social
information (Heider, 1958). Affect can prime the kind of asso-
ciations used in the interpretation and evaluation of a stimulus
(Clark & Waddell, 1983). The greater availability of mood-
consistent associations can have a marked influence on the
top-down, constructive processing of complex or ambiguous
details (Bower & Forgas, 2000). For example, when asked to
freely associate to the cue life, happy subjects generate more
positive than negative associations (e.g., love and freedom vs.
struggle and death), whereas sad subjects do the opposite
(Bower, 1981). Mood-congruent associations also emerge
when emotional subjects daydream or make up stories about
fictional characters depicted in the Thematic Apperception
Test (Bower, 1981).

Such mood-congruent effects can have a marked impact
on many social judgments, including perceptions of human
faces (Schiffenbauer, 1974), impressions of people (Forgas
& Bower, 1987), and self-perceptions (Sedikides, 1995).
However, several studies have shown that this associative
effect is diminished as the targets to be judged become more
clear-cut and thus require less constructive processing (e.g.,
Forgas, 1994, 1995). Such a diminution in the associative
consequences of mood with increasing stimulus clarity
again suggests that open, constructive processing is crucial
for mood congruence to occur. Mood-primed associations
can also play an important role in clinical states: Anxious
people tend to interpret spoken homophones such as pane-
pain or dye-die in the more anxious, negative direction
(Eysenck, MacLeod, & Mathews, 1987), consistent with the
greater activation these mood-congruent concepts receive.
This same mechanism also leads to mood congruence in
more complex and elaborate social judgments, such as judg-
ments about the self and others, as the evidence reviewed in
the following section suggests.

Mood Congruence in Self-Judgments

Affective states have a strong congruent influence on self-
related judgments: Positive affect improves and negative
affect impairs the valence of self-conceptions. In one study
(Forgas, Bower, & Moylan, 1990), students who had fared
very well or very poorly on a recent exam were asked to rate
the extent to which their test performance was attributable to
factors that were internal in origin and stable over time.
Students made these attributions while they were in a positive
or negative mood (induced by having them watch an uplifting
or depressing video) and their average ratings of internality
and stability are shown in Figure 3.1. Compared to their
negative-mood counterparts, students in a positive mood were
more likely to claim credit for success, making more internal
and stable attributions for high test scores, but less willing to
assume personal responsibility for failure, making more
external and unstable attributions for low test scores.

An interesting and important twist to these results was
revealed by Sedikides (1995), who asked subjects to evaluate
a series of self-descriptions related to their behaviors or per-
sonality traits. Subjects undertook this task while they were
in a happy, sad, or neutral mood (induced through guided
imagery), and the time they took to make each evaluation was
recorded.

Basing his predictions on the AIM, Sedikides predicted
that highly consolidated core or “central” conceptions of the
self should be processed quickly using the direct-access strat-
egy and hence should show no mood-congruent bias; in
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contrast, less salient, “peripheral” self-conceptions should
require more time-consuming substantive processing and
accordingly be influenced by an affect-priming effect. The re-
sults supported these predictions, making Sedikides’s (1995)
research the first to demonstrate differential mood-congruent
effects for central versus peripheral conceptions of the self,
a distinction that holds considerable promise for future
research in the area of social cognition.

Affect also appears to have a greater congruent influence
on self-related judgments made by subjects with low rather
than high levels of self-esteem, presumably because the for-
mer have a less stable self-concept (Brown & Mankowski,
1993). In a similar vein, Smith and Petty (1995) observed
stronger mood congruence in the self-related memories
reported by low rather than high self-esteem individuals. As
predicted by the AIM, these findings suggest that low self-
esteem people need to engage in more open and elaborate
processing when thinking about themselves, increasing the
tendency for their current mood to influence the outcome.

Affect intensity may be another moderator of mood con-
gruence: One recent study showed that mood congruence is
greater among people who score high on measures assessing
openness to feelings as a personality trait (Ciarrochi &
Forgas, 2000). However, other studies suggest that mood
congruence in self-judgments can be spontaneously reversed
as a result of motivated-processing strategies. Sedikides
(1994) observed that after mood induction, people initially
generated self-statements in a mood-congruent manner.
However, with the passage of time, negative self-judgments
spontaneously reversed, suggesting the operation of an
“automatic” process of mood management. Recent research
by Forgas and Ciarrochi (in press) replicated these results and

indicated further that the spontaneous reversal of negative
self-judgments is particularly pronounced in people with
high self-esteem.

In summary, moods have been shown to exert a strong con-
gruent influence on self-related thoughts and judgments, but
only when some degree of open and constructive processing
is required and when there are no motivational forces to over-
ride mood congruence. Research to date also indicates that
the infusion of affect into self-judgments is especially likely
when these judgments (a) relate to peripheral, as opposed
to central, aspects of the self; (b) require extensive, time-
consuming processing; and (c) reflect the self-conceptions of
individuals with low rather than high self-esteem.

Mood Congruence in Person Perception 

The AIM predicts that affect infusion and mood congruence
should be greater when more extensive, constructive process-
ing is required to deal with a task. Paradoxically, the more
people need to think in order to compute a response, the
greater the likelihood that affectively primed ideas will influ-
ence the outcome. Several experiments manipulated the com-
plexity of the subjects’ task in order to create more or less
demand for elaborate processing.

In one series of studies (Forgas, 1992), happy and sad sub-
jects were asked to read and form impressions about fictional
characters who were described as being rather typical or or-
dinary or as having an unusual or even odd combination of
attributes (e.g., an avid surfer whose favorite music is Italian
opera). The expectation was that when people have to form
an impression about a complex, ambiguous, or atypical
individual, they will need to engage in more constructive

Figure 3.1 Attribution ratings made by subjects in a positive or negative mood for their
performance in an earlier exam as a function of exam score (high vs. low) and attribution
type (internal vs. stable). Source: Forgas, Bower, and Moylan, 1990.

[Image not available in this electronic edition.]
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processing and rely more on their stored knowledge about the
world in order to make sense of these stimuli. Affectively
primed associations should thus have a greater chance to in-
fuse the judgmental outcome.

Consistent with this reasoning, the data indicated that,
irrespective of current mood, subjects took longer to read
about odd as opposed to ordinary characters. Moreover,
while the former targets were evaluated somewhat more
positively by happy than by sad subjects, this difference was
magnified (in a mood-congruent direction) in the impressions
made of atypical targets. Subsequent research, comparing
ordinary versus odd couples rather than individuals, yielded
similar results (e.g., Forgas, 1993).

Do effects of a similar sort emerge in realistic interper-
sonal judgments? In several studies, the impact of mood
on judgments and inferences about real-life interpersonal is-
sues was investigated (Forgas, 1994). Partners in long-term,
intimate relationships revealed clear evidence of mood con-
gruence in their attributions for actual conflicts, especially
complex and serious conflicts that demand careful thought.
These experiments provide direct evidence for the process
dependence of affect infusion into social judgments and in-
ferences. Even judgments about highly familiar people are
more prone to affect infusion when a more substantive pro-
cessing strategy is used.

Recent research has also shown that individual character-
istics, such as trait anxiety, can influence processing styles
and thereby significantly moderate the influence of negative
mood on intergroup judgments (Ciarrochi & Forgas, 1999).
Low trait-anxious Whites in the United States reacted more
negatively to a threatening Black out-group when experienc-
ing negative affect. Surprisingly, high trait-anxious individu-
als showed the opposite pattern: They went out of their way
to control their negative tendencies when feeling bad, and
produced more positive judgments. Put another way, it ap-
peared that low trait-anxious people processed information
about the out-group automatically and allowed affect to in-
fluence their judgments, whereas high trait anxiety combined
with aversive mood triggered a more controlled, motivated
processing strategy designed to eliminate socially undesir-
able intergroup judgments.

Mood Congruence in Social Behaviors

In this section we discuss research that speaks to a related ques-
tion: If affect can influence thinking and judgments, can it also
influence actual social behaviors? Most interpersonal behav-
iors require some degree of substantive, generative processing
as people need to evaluate and plan their behaviors in inher-
ently complex and uncertain social situations (Heider, 1958).

To the extent that affect influences thinking and judgments,
there should also be a corresponding influence on subsequent
social behaviors. Positive affect should prime positive infor-
mation and produce more confident, friendly, and cooperative
“approach” behaviors, whereas negative affect should prime
negative memories and produce avoidant, defensive, or un-
friendly attitudes and behaviors.

Mood Congruence in Responding to Requests

A recent field experiment by Forgas (1998) investigated
affective influences on responses to an impromptu request.
Folders marked “please open and consider this” were left on
several empty desks in a large university library, each folder
containing an assortment of materials (pictures as well as
narratives) that were positive or negative in emotional tone.
Students who (eventually) took a seat at these desks were
surreptitiously observed to ensure that they did indeed open
the folders and examine their contents carefully. Soon after-
wards, the students were approached by another student (in
fact, a confederate) and received an unexpected polite or im-
polite request for several sheets of paper needed to complete
an essay. Their responses were noted, and a short time later
they were asked to complete a brief questionnaire assessing
their attitudes toward the request and the requester.

The results revealed a clear mood-congruent pattern in
attitudes and in responses to the requester: Negative mood re-
sulted in a more critical, negative attitude to the request and
the requester, as well as less compliance, than did positive
mood. These effects were greater when the request was im-
polite rather than polite, presumably because impolite, un-
conventional requests are likely to require more elaborate
and substantive processing on the part of the recipient. This
explanation was supported by evidence for enhanced long-
term recall for these messages. On the other hand, more rou-
tine, polite, and conventional requests were processed less
substantively, were less influenced by mood, and were also
remembered less accurately later on. These results confirm
that affect infusion can have a significant effect on determin-
ing attitudes and behavioral responses to people encountered
in realistic everyday situations.

Mood Congruence in Self-Disclosure

Self-disclosure is one of the most important communicative
tasks people undertake in everyday life, influencing the
development and maintenance of intimate relationships.
Self-disclosure is also critical to mental health and social
adjustment. Do temporary mood states influence people’s
self-disclosure strategies? Several lines of evidence suggest
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an affirmative answer: As positive mood primes more posi-
tive and optimistic inferences about interpersonal situations,
self-disclosure intimacy may also be higher when people feel
good.

In a series of recent studies (Forgas, 2001), subjects first
watched a videotape that was intended to put them into either
a happy or a sad mood. Next, subjects were asked to ex-
change e-mails with an individual who was in a nearby room,
with a view to getting to know the correspondent and forming
an overall impression of him or her. In reality, the correspon-
dent was a computer that had been preprogrammed to gener-
ate messages that conveyed consistently high or low levels of
self-disclosure.

As one might expect, the subjects’ overall impression of
the purported correspondent was higher if they were in a
happy than in a sad mood. More interestingly, the extent to
which the subjects related their own interests, aspirations, and
other personal matters to the correspondent was markedly af-
fected by their current mood. Happy subjects disclosed more
than did sad subjects, but only if the correspondent recipro-
cated with a high degree of disclosure. These results suggest
that mood congruence is likely to occur in many unscripted
and unpredictable social encounters, where people need to
rely on constructive processing to guide their interpersonal
strategies.

Synopsis

Evidence from many sources suggests that people tend to
perceive themselves, and the world around them, in a manner
that is congruent with their current mood. Over the past
25 years, explanations of mood congruence have gradually
evolved from earlier psychodynamic and conditioning ap-
proaches to more recent cognitive accounts, such as the con-
cept of affect priming, which Bower (1981; Bower & Cohen,
1982) first formalized in his well-known network theory of
emotion.

With accumulating empirical evidence, however, it has
also become clear that although mood congruence is a robust
and reliable phenomenon, it is not universal. In fact, in many
circumstances mood either has no effect or even has an in-
congruent effect on cognition. How are such divergent results
to be understood?

The affect infusion model offers an answer. As discussed
earlier, the model implies, and the literature indicates, that
mood congruence is unlikely to occur whenever a cogni-
tive task can be performed via a simple, well-rehearsed di-
rect access strategy or a highly motivated strategy. In these
conditions there is little need or opportunity for cognition

to be influenced or infused by affect. Although the odds of
demonstrating mood congruence are improved when subjects
engage in heuristic processing of the kind identified with the
AAI model, such processing is appropriate only under special
circumstances (e.g., when the subjects’ cognitive resources
are limited and there are no situational or motivational pres-
sures for more detailed analysis).

According to the AIM, it is more common for mood con-
gruence to occur when individuals engage in substantive,
constructive processing to integrate the available information
with preexisting and affectively primed knowledge struc-
tures. Consistent with this claim, the research reviewed here
shows that mood-congruent effects are magnified when peo-
ple engage in constructive processing to compute judgments
about peripheral rather than central conceptions of the self,
atypical rather than typical characters, and complex rather
than simple personal conflicts. As we will see in the next sec-
tion, the concept of affect infusion in general, and the idea of
constructive processing in particular, may be keys to under-
standing not only mood congruence, but mood dependence as
well.

MOOD DEPENDENCE

Our purpose in this second half of the chapter is to pursue the
problem of mood-dependent memory (MDM) from two
points of view. Before delineating these perspectives, we
should begin by describing what MDM means and why it is a
problem.

Conceptually, mood dependence refers to the idea that
what has been learned in a certain state of affect or mood is
most expressible in that state. Empirically, MDM is often in-
vestigated within the context of a two-by-two design, where
one factor is the mood—typically either happy or sad—in
which a person encodes a collection of to-be-remembered or
target events, and the other factor is the mood—again, happy
versus sad—in which retention of the targets is tested. If
these two factors are found to interact, such that more events
are remembered when encoding and retrieval moods match
than when they mismatch, then mood dependence is said to
occur.

Why is MDM gingerly introduced here as “the problem”?
The answer is implied by two quotations from Gordon
Bower, foremost figure in the area. In an oft-cited review
of the mood and memory literature, Bower (1981) remarked
that mood dependence “is a genuine phenomenon whether
the mood swings are created experimentally or by endoge-
nous factors in a clinical population” (p. 134). Yet just eight
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years later, in an article written with John Mayer, Bower
came to a very different conclusion, claiming that MDM is an
“unreliable, chance event, possibly due to subtle experimen-
tal demand” (Bower & Mayer, 1989, p. 145).

What happened? How is it possible that in less than a
decade, mood dependence could go from being a “genuine
phenomenon” to an “unreliable, chance event”?

What happened was that, although several early studies
secured strong evidence of MDM, several later ones showed
no sign whatsoever of the phenomenon (see Blaney, 1986;
Bower, 1987; Eich, 1989; Ucros, 1989). Moreover, attempts
to replicate positive results rarely succeeded, even when
undertaken by the same researcher using similar materials,
tasks, and mood-modification techniques (see Bower &
Mayer, 1989; Singer & Salovey, 1988). This accounts not
only for Bower’s change of opinion, but also for Ellis and
Hunt’s (1989) claim that “mood-state dependency in memory
presents more puzzles than solutions” (p. 280) and for
Kihlstrom’s (1989) comment that MDM “has proved to have
the qualities of a will-o’-the-wisp” (p. 26).

Plainly, any effect as erratic as MDM appears to be must
be considered a problem. Despite decades of dedicated re-
search, it remains unclear whether mood dependence is a
real, reliable phenomenon of memory. But is MDM a prob-
lem worth worrying about, and is it important enough to pur-
sue? Many researchers maintain that it is, for the concept
has significant implications for both cognitive and clinical
psychology.

With respect to cognitive implications, Bower has allowed
that when he began working on MDM, he was “occasionally
chided by research friends for even bothering to demonstrate
such an ‘obvious’ triviality as that one’s emotional state could
serve as a context for learning” (Bower & Mayer, 1989,
p. 152). Although the criticism seems ironic today, it was
incisive at the time, for many theories strongly suggested that
memory should be mood dependent. These theories included
the early drive-as-stimulus views held by Hull (1943) and
Miller (1950), as well as such later ideas as Baddeley’s
(1982) distinction between independent and interactive
contexts, Bower’s (1981) network model of emotion, and
Tulving’s (1983) encoding specificity principle (also see the
chapter by Roediger & Marsh in this volume). Thus, the fre-
quent failure to demonstrate MDM reflects badly on many
classic and contemporary theories of memory, and it blocks
understanding of the basic issue of how context influences
learning and remembering.

With respect to clinical implications, a key proposi-
tion in the prologue to Breuer and Freud’s (1895/1957)
Studies on Hysteria states that “hysterics suffer mainly from

reminiscences” (p. 7). Breuer and Freud believed, as did
many of their contemporaries (most notably Janet, 1889),
that the grand-mal seizures, sleepwalking episodes, and
other bizarre symptoms shown by hysteric patients were the
behavioral by-products of earlier traumatic experiences, ex-
periences that were now shielded behind a dense amnesic
barrier, rendering them impervious to deliberate, conscious
recall. In later sections of the Studies, Freud argued that the
hysteric’s amnesia was the result of repression: motivated
forgetting meant to protect the ego, or the act of keeping
something—in this case, traumatic recollections—out of
awareness (see Erdelyi & Goldberg, 1979).

Breuer, however, saw the matter differently, and in terms
that can be understood today as an extreme example of
mood dependence. Breuer maintained that traumatic events,
by virtue of their intense emotionality, are experienced in an
altered or “hypnoid” state of consciousness that is intrinsi-
cally different from the individual’s normal state. On this
view, amnesia occurs not because hysteric patients do not
want to remember their traumatic experiences, but rather,
because they cannot remember, owing to the discontinuity
between their hypnoid and normal states of consciousness.
Although Breuer did not deny the importance of repression,
he was quick to cite ideas that concurred with his hypnoid
hypothesis, including Delboeuf’s claim that “We can now
explain how the hypnotist promotes cure [of hysteria]. He
puts the subject back into the state in which his trouble first
appeared and uses words to combat that trouble, as it now
makes fresh emergence” (Breuer & Freud, 1895/1957, p. 7,
fn. 1).

Since cases of full-blown hysteria are seldom seen today,
it is easy to dismiss the work of Breuer, Janet, and their
contemporaries as quaint and outmoded. Indeed, even in
its own era, the concept of hypnoid states received short
shrift: Breuer himself did little to promote the idea, and Freud
was busy carving repression into “the foundation-stone on
which the whole structure of psychoanalysis rests” (Freud,
1914/1957, p. 16). Nonetheless, vestiges of the hypnoid
hypothesis can be seen in a number of contemporary clinical
accounts. For instance, Weingartner and his colleagues have
conjectured that mood dependence is a causal factor in the
memory deficits displayed by psychiatric patients who cycle
between states of mania and normal mood (Weingartner,
1978; Weingartner, Miller, & Murphy, 1977). In addition to
bipolar illness, MDM has been implicated in such diverse
disorders as alcoholic blackout, chronic depression, psy-
chogenic amnesia, and multiple personality disorder (see
Goodwin, 1974; Nissen, Ross, Willingham, MacKenzie, &
Schacter, 1988; Reus, Weingartner, & Post, 1979).
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Given that mood dependence is indeed a problem worth
pursuing, how might some leverage on it be gained? Two ap-
proaches seem promising: one cognitive in orientation, the
other, clinical. The former features laboratory studies involv-
ing experimentally induced moods in normal subjects, and
aims to identify factors or variables that play pivotal roles in
the occurrence of MDM. This approach is called cognitive
because it focuses on factors—internally versus externally
generated events, cued versus uncued tests of explicit reten-
tion, or real versus simulated moods—that are familiar to re-
searchers in the areas of mainstream cognitive psychology,
social cognition, or allied fields.

The alternative approach concentrates on clinical studies
involving naturally occurring moods. Here the question of in-
terest is whether it is possible to demonstrate MDM in people
who experience marked shifts in mood state as a consequence
of a psychopathological condition, such as bipolar illness. In
the remainder of this chapter, we review recent research that
has been done on both of these fronts.

Cognitive Perspectives on Mood Dependence

Although mood dependence is widely regarded as a now-
you-see-it, now-you-don’t effect, many researchers maintain
that the problem of unreliability lies not with the phenome-
non itself, but rather with the experimental methods meant to
detect it (see Bower, 1992; Eich, 1995a; Kenealy, 1997). On
this view, it should indeed be possible to obtain robust and re-
liable evidence of MDM, but only if certain conditions are
met and certain factors are in effect.

What might these conditions and factors be? Several
promising candidates are considered as follows.

Nature of the Encoding Task

Intuitively, it seems reasonable to suppose that how strongly
memory is mood dependent will depend on how the to-be-
remembered or target events are encoded. To clarify, consider
two hypothetical situations suggested by Eich, Macaulay,
and Ryan (1994). In Scenario 1, two individuals—one happy,
one sad—are shown, say, a rose and are asked to identify and
describe what they see. Both individuals are apt to say much
the same thing and to encode the rose event in much the same
manner. After all, and with all due respect to Gertrude Stein,
a rose is a rose is a rose, regardless of whether it is seen
through a happy or sad eye. The implication, then, is that the
perceivers will encode the rose event in a way that is largely
unrelated to their mood. If true, then when retrieval of the
event is later assessed via nominally noncued or spontaneous
recall, it should make little difference whether or not the

subjects are in the same mood they had experienced earlier.
In short, memory for the rose event should not appear to be
mood dependent under these circumstances.

Now imagine a different situation, Scenario 2. Instead of
identifying and describing the rose, the subjects are asked to
recall an episode, from any time in their personal past, that
the object calls to mind. Instead of involving the relatively
automatic or data-driven perception of an external stimulus,
the task now requires the subjects to engage in internal
mental processes such as reasoning, reflection, and cotempo-
ral thought, “the sort of elaborative and associative processes
that augment, bridge, or embellish ongoing perceptual expe-
rience but that are not necessarily part of the veridical repre-
sentation of perceptual experience” (Johnson & Raye, 1981,
p. 70). Furthermore, even though the stimulus object is itself
affectively neutral, the autobiographical memories it triggers
are apt to be strongly influenced by the subjects’ mood.
Thus, for example, whereas the happy subject may recollect
receiving a dozen roses from a secret admirer, the sad subject
may remember the flowers that adorned his father’s coffin. In
effect, the rose event becomes closely associated with or
deeply collared by the subject’s mood, thereby making mood
a potentially potent cue for retrieving the event. Thus, when
later asked to spontaneously recall the gist of the episode they
had recounted earlier, the subjects should be more likely to
remember having related a vignette involving roses if they
are in the same mood they had experienced earlier. In this sit-
uation, then, memory for the rose event should appear to be
mood dependent.

These intuitions accord well with the results of actual
research. Many of the earliest experiments on MDM used
a simple list-learning paradigm—analogous to the situation
sketched in Scenario 1—in which subjects memorized unre-
lated words while they were in a particular mood, typically
either happiness or sadness, induced via hypnotic sugges-
tions, guided imagery, mood-appropriate music, or some
other means (see Martin, 1990). As Bower (1992) has ob-
served, the assumption was that the words would become
associated, by virtue of temporal contiguity, to the subjects’
current mood as well as to the list-context; hence, reinstate-
ment of the same mood would be expected to enhance per-
formance on a later test of word retention. Although a few
list-learning studies succeeded in demonstrating MDM, sev-
eral others failed to do so (see Blaney, 1986; Bower, 1987).

In contrast to list-learning experiments, studies involving
autobiographical memory—including those modeled after
Scenario 2—have revealed robust and reliable evidence of
mood dependence (see Bower, 1992; Eich, 1995a; Fiedler,
1990). An example is Experiment 2 by Eich et al. (1994).
During the encoding session of this study, undergraduates
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completed a task of autobiographical event generation while
they were feeling either happy (H) or sad (S), moods that had
been induced via a combination of music and thought. The
task required the students to recollect or generate a specific
episode or event, from any time in their personal past, that
was called to mind by a common-noun probe, such as rose;
every subject generated as many as 16 different events, each
elicited by a different probe. Subjects described every event
in detail and rated it along several dimensions, including its
original emotional valence (i.e., whether the event seemed
positive, neutral, or negative when it occurred).

During the retrieval session, held two days after encoding,
subjects were asked to recall—in any order and without bene-
fit of any observable reminders or cues—the gist of as many
of their previously generated events as possible, preferably
by recalling their precise corresponding probes (e.g., rose).
Subjects undertook this test of autobiographical event recall ei-
ther in the same mood in which they had generated the events
or in the alternative affective state, thus creating two conditions
in which encoding and retrieval moods matched (H/H and S/S)
and two in which they mismatched (H/S and S/H).

Results of the encoding session showed that when event
generation took place in a happy as opposed to a sad mood,
subjects generated more positive events (means = 11.1 vs.
6.7), fewer negative events (3.3 vs. 6.8), and about the same
small number of neutral events (1.2 vs. 2.0). This pattern
replicates many earlier experiments (see Bower & Cohen,
1982; Clark & Teasdale, 1982; Snyder & White, 1982), and it
provides evidence of mood-congruent memory.

Results of the retrieval session provided evidence of mood-
dependent memory. In comparison with their mismatched-
mood counterparts, subjects whose encoding and retrieval
moods matched freely recalled a greater percentage of posi-
tive events (means = 37% vs. 26%), neutral events (32% vs.
17%), and negative events (37% vs. 27%). Similar results
were obtained in two other studies using moods instilled
through music and thought (Eich et al., 1994, Experiments 1 &
3), as well as in three separate studies in which the subjects’
affective states were altered by changing their physical sur-
roundings (Eich, 1995b). Moreover, a significant advantage
in recall of matched over mismatched moods was observed in
recent research (described later) involving psychiatric pa-
tients who cycled rapidly and spontaneously between states of
mania or hypomania and depression (Eich, Macaulay, & Lam,
1997). Thus, it seems that autobiographical event generation,
when combined with event free recall, constitutes a useful tool
for exploring mood-dependent effects under both laboratory
and clinical conditions, and that these effects emerge in con-
junction with either exogenous (experimentally induced) or
endogenous (naturally occurring) shifts in affective state.

Recall that this section started with some simple intuitions
about the conditions under which mood-dependent effects
would, or would not, be expected to occur. Although the re-
sults reviewed thus far fit these intuitions, the former are by
no means explained by the latter. Fortunately, however, there
have been two recent theoretical developments that provide a
clearer and more complete understanding of why MDM
sometimes comes, sometimes goes.

One of these developments is the affect infusion model,
which we have already considered at length in connection
with mood congruence. As noted earlier, affect infusion refers
to “the process whereby affectively loaded information exerts
an influence on and becomes incorporated into the judgmen-
tal process, entering into the judge’s deliberations and even-
tually coloring the judgmental outcome” (Forgas, 1995,
p. 39). For present purposes, the crucial feature of AIM is its
claim that

Affect infusion is most likely to occur in the course of con-
structive processing that involves the substantial transforma-
tion rather than the mere reproduction of existing cognitive
representations; such processing requires a relatively open in-
formation search strategy and a significant degree of generative
elaboration of the available stimulus details. This definition
seems broadly consistent with the weight of recent evidence
suggesting that affect “will influence cognitive processes to
the extent that the cognitive task involves the active generation
of new information as opposed to the passive conservation
of information given” (Fiedler, 1990, pp. 2–3). (Forgas, 1995,
pp. 39–40)

Although the AIM is chiefly concerned with mood con-
gruence, it is relevant to mood dependence as well. Com-
pared to the rote memorization of unrelated words, the task of
recollecting and recounting real-life events would seem to
place a greater premium on active, substantive processing,
and thereby promote a higher degree of affect infusion. Thus,
the AIM agrees with the fact that list-learning experiments
often fail to find mood dependence, whereas studies involv-
ing autobiographical memory usually succeed.

The second theoretical development relates to Bower’s
(1981; Bower & Cohen, 1982) network model of emotions,
which has been revised in light of recent MDM research
(Bower, 1992; Bower & Forgas, 2000). A key aspect of the
new model is the idea, derived from Thorndike (1932), that
in order for subjects to associate a target event with their cur-
rent mood, contiguity alone between the mood and the event
may not be sufficient. Rather, it may be necessary for sub-
jects to perceive the event as enabling or causing their mood,
for only then will a change in mood cause that event to be
forgotten.
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To elaborate, consider first the conventional list-learning
paradigm, alluded to earlier. According to Bower and Forgas
(2000, p. 97), this paradigm is ill suited to demonstrating
MDM, because it

arranges only contiguity, not causal belonging, between presen-
tation of the to-be-learned material and emotional arousal. Typi-
cally, the mood is induced minutes before presentation of the
learning material, and the mood serves only as a prevailing back-
ground; hence, the temporal relations are not synchronized to
persuade subjects to attribute their emotional feelings to the ma-
terial they are studying. Thus, contiguity without causal belong-
ing produces only weak associations at best.

In contrast, the model allows for strong mood-dependent
effects to emerge in studies of autobiographical memory,
such as those reported by Eich et al. (1994). Referring to
Figure 3.2, which shows a fragment of a hypothetical asso-
ciative structure surrounding the concept lake, Bower and
Forgas (2000, pp. 97–98) propose the following:

Suppose [that a] subject has been induced to feel happy and is
asked to recall an incident from her life suggested by the target
word lake. This concept has many associations including several
autobiographic memories, a happy one describing a pleasantly
thrilling water-skiing episode, and a sad one recounting an
episode of a friend drowning in a lake. These event-memories
are connected to the emotions the events caused. When feeling
happy and presented with the list cue lake, the subject is likely
(by summation of activation) to come up with the water-skiing

memory. The subject will then also associate the list context to
the water-skiing memory and to the word lake that evoked it.
These newly formed list associations [depicted by dashed lines
in Figure 3.2] are formed by virtue of the subject attributing
causal belonging of the word-and-memory to the experimenter’s
presentation of the item within the list.

These contextual associations are called upon later when the
subject is asked to free recall the prompting words (or the mem-
ories prompted by them) when induced into the same mood or a
different one. If the subject is happy at the time of recall testing,
the water-skiing memory would be advantaged because it would
receive the summation of activation from the happy-mood node
and the list context, thus raising it above a recall level. On the
other hand, if the subject’s mood at recall were shifted to sad-
ness, that node has no connection to the water-skiing memory
that was aroused during list input, so her recall of lake in this
case would rely exclusively upon the association to lake of the
overloaded, list-context node [in Figure 3.2].

Thus, the revised network model, like the AIM, makes a
clear case for choosing autobiographical event generation
over list learning as a means of demonstrating MDM.

Nature of the Retrieval Task

Moreover, both the AIM and the revised network model ac-
commodate an important qualification, which is that mood
dependence is more apt to occur when retention is tested in
the absence than in the presence of specific, observable
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Figure 3.2 Fragment of a hypothetical person’s associations involving the concept of lake. Lines represent associa-
tions connecting emotion nodes to descriptions of two different events, one happy and one sad. The experimental con-
text becomes associated to experiences that were aroused by cues in that setting. Source: Bower and Forgas, 2000.
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Figure 3.3 Circumstances under which evidence
of mood-dependent memory is likely (+) or unlikely
(–) to emerge.

reminders or cues (see Bower, 1981; Eich, 1980). Thus, free
recall seems to be a much more sensitive measure of MDM
than is recognition memory, which is why the former was the
test of choice in all three of the autobiographical memory
studies reported by Eich et al. (1994).

According to the network model, “recognition memory
for whether the word lake appeared in the list [of probes]
simply requires retrieval of the lake-to-list association; that
association is not heavily overloaded at the list node, so its re-
trieval is not aided by reinstatement of the [event generation]
mood” (Bower & Forgas, 2000, p. 98). In contrast, the AIM
holds that recognition memory entails direct-access thinking,
Forgas’s (1995) term for cognitive processing that is simpler,
more automatic, and less affectively infused than that re-
quired for free recall.

In terms of their overall explanatory power, however, the
AIM may have an edge over the revised network model on
two accounts. First, although many studies have sought,
without success, to demonstrate mood-dependent recognition
(see Bower & Cohen, 1982; Eich & Metcalfe, 1989; for ex-
ceptions, see Beck & McBee, 1995; Leight & Ellis, 1981),
most have used simple, concrete, and easily codable stimuli
(such as common words or pictures of ordinary objects) as
the target items. However, this elusive effect was revealed in
a recent study (Eich et al., 1997; described in more detail
later) in which bipolar patients were tested for their ability to
recognize abstract, inchoate, Rorschach-like inkblots, exactly
the kind of complex and unusual stimuli that the AIM sug-
gests should be highly infused with affect.

Second, although the network model deals directly with
differences among various explicit measures of mood depen-
dence (e.g., free recall vs. recognition memory), it is less
clear what the model predicts vis-à-vis implicit measures.
The AIM, however, implies that implicit tests may indeed be
sensitive to MDM, provided that the tests call upon substan-
tive, open-ended thinking or conceptually driven processes
(see Roediger, 1990). To date, few studies of implicit mood
dependence have been reported, but their results are largely
in line with this reasoning (see Kihlstrom, Eich, Sandbrand,
& Tobias, 2000; Ryan & Eich, 2000).

Before turning to other factors that figure prominently in
mood dependence, one more point should be made. Through-
out both this section and the previous one, we have suggested
several ways in which the affect infusion model may be
brought to bear on the basic problem of why MDM occurs
sometimes but not others. Figure 3.3 tries to tie these various
suggestions together into a single, overarching idea—specif-
ically, that the higher the level of affect infusion achieved
both at encoding and at retrieval, the better the odds of
demonstrating mood dependence.

Although certainly simplistic, this idea accords well with
what is now known about mood dependence, and, more
important, it has testable implications. As a concrete exam-
ple, suppose that happy and sad subjects read about and
form impressions of fictional characters, some of whom ap-
pear quite ordinary and some of whom seem rather odd.
As discussed earlier, the AIM predicts that atypical, un-
usual, or complex targets should selectively recruit longer
and more substantive processing strategies and correspond-
ingly greater affect infusion effects. Accordingly, odd char-
acters should be evaluated more positively by happy than
by sad subjects, whereas ordinary characters should be per-
ceived similarly, a deduction that has been verified in sev-
eral studies (Forgas, 1992, 1993). Now suppose that the
subjects are later asked to freely recall as much as they can
about the target individuals, and that testing takes place
either in the same mood that had experienced earlier or in
the alternative affect. The prediction is that, relative to their
mismatched mood peers, subjects tested under matched
mood conditions will recall more details about the odd peo-
ple, but an equivalent amount about the ordinary individu-
als. More generally, it is conceivable that mood dependence,
like mood congruence, is enhanced by the encoding and
retrieval of atypical, unusual, or complex targets, for the
reasons given by the AIM. Similarly, it may be that judg-
ments about the self, in contrast to others, are more con-
ducive to demonstrating MDM, as people tend to process
self-relevant information in a more extensive and elaborate
manner (see Forgas, 1995; Sedikides, 1995). Possibilities
such as these are inviting issues for future research on mood
dependence.

Strength, Stability, and Sincerity
of Experimentally Induced Moods

To this point, our discussion of MDM has revolved around
the idea that certain combinations of encoding tasks and re-
trieval tests may work better than others in terms of evincing
robust and reliable mood-dependent effects. It stands to rea-
son, however, that even if one were to able to identify and
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implement the ideal combination, the chances of demon-
strating MDM would be slim in the absence of an effective
manipulation of mood. So what makes a mood manipulation
effective?

One consideration is mood strength. By definition, mood
dependence demands a statistically significant loss of mem-
ory when target events are encoded in one mood and retrieved
in another. As Ucros (1989) has remarked, it is doubtful
whether anything less than a substantial shift in mood, be-
tween the occasions of event encoding and event retrieval,
could produce such an impairment. Bower (1992) has argued
a similar point, proposing that MDM reflects a failure of in-
formation acquired in one state to generalize to the other, and
that generalization is more apt to fail the more dissimilar the
two moods are.

No less important than mood strength is mood stability
over time and across tasks. In terms of demonstrating MDM,
it does no good to engender a mood that evaporates as soon
as the subject is given something to do, like memorize a list
of words or recall a previously studied story. It is likely that
some studies failed to find mood dependence simply because
they relied on moods that were potent initially but that paled
rapidly (see Eich & Metcalfe, 1989).

Yet a third element of an effective mood is its authenticity
or emotional realism. Using the autobiographical event gen-
eration and recall tasks described earlier, Eich and Macaulay
(2000) found no sign whatsoever of MDM when undergradu-
ates simulated feeling happy or sad, when in fact their mood
had remained neutral throughout testing. Moreover, in sev-
eral studies involving the intentional induction of specific
moods, subjects have been asked to candidly assess (post-
experimentally) how authentic or real these moods felt. Those
who claim to have been most genuinely moved tend to show
the strongest mood-dependent effects (see Eich, 1995a; Eich
et al., 1994).

Thus it appears that the prospects of demonstrating MDM
are improved by instilling affective states that have three im-
portant properties: strength, stability, and sincerity. In princi-
ple, such states could be induced in a number of different
ways; for instance, subjects might (a) read and internalize a
series of self-referential statements (e.g., I’m feeling on top of
the world vs. Lately I’ve been really down), (b) obtain false
feedback on an ostensibly unrelated task, (c) receive a post-
hypnotic suggestion to experience a specified mood, or, as
noted earlier, (d) contemplate mood-appropriate thoughts
while listening to mood-appropriate music (see Martin,
1990). In practice, however, it is possible that some meth-
ods are better suited than others for inducing strong, stable,
and sincere moods. Just how real or remote this possibly is
remains to be seen through close, comparative analysis of

the strengths and shortcomings of different mood-induction
techniques.

Synopsis

The preceding sections summarized recent efforts to uncover
critical factors in the occurrence of mood-dependent mem-
ory. What conclusions can be drawn from this line of work?

The broadest and most basic conclusion is that the prob-
lem of unreliability that has long beset research on MDM
may not be as serious or stubborn as is commonly supposed.
More to the point, it now appears that robust and reliable ev-
idence of mood dependence can be realized under conditions
in which subjects (a) engage in open, constructive, affect-
infusing processing as they encode the to-be-remembered or
target targets; (b) rely on similarly high-infusion strategies as
they endeavor to retrieve these targets; and (c) experience
strong, stable, and sincere moods in the course of both event
encoding and event retrieval.

Taken together, these observations make a start toward de-
mystifying MDM, but only a start. To date, only a few factors
have been examined for their role in mood dependence; the
odds are that other factors of equal or greater significance
exist, awaiting discovery. Also, it remains to be seen whether
MDM occurs in conjunction with clinical conditions, such as
bipolar illness, and whether the results revealed through re-
search involving experimentally engendered moods can be
generalized to endogenous or natural shifts in affective state.
The next section reviews a recent study that relates to these
and other clinical issues.

Clinical Perspectives on Mood Dependence

Earlier it was remarked that mood dependence has been im-
plicated in a number of psychiatric disorders. Although the
MDM literature is replete with clinical conjectures, it is lack-
ing in hard clinical data. Worse, the few pertinent results that
have been reported are difficult to interpret.

Here we refer specifically to a seminal study by Wein-
gartner et al. (1977), in which five patients who cycled be-
tween states of mania and normal mood were observed over
several months. Periodically, the patients generated 20 dis-
crete free associations to each of two common nouns, such as
ship and street, and were tested for their recall of all 40 asso-
ciations four days later. Recall averaged 35% when the mood
at testing (either manic or normal) matched the mood at gen-
eration, but only 18% when there was a mismatch, a result
that Bower (1981) considered “the clearest early example of
mood-dependent memory” (p. 134).
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Or is it? The question was raised in a review paper by
Blaney (1986, p. 237), who noted that

Weingartner et al.’s results—indicating that subjects experienc-
ing strong mood shifts were better able to regenerate associations
first generated in same as opposed to different moods—could be
seen as reflecting either mood congruence or [mood] state de-
pendence. That is, the enhanced ability of subjects to recall what
they had generated when last in a given mood was (a) because
what was congruent with that mood at first exposure was still
congruent with it at subsequent exposure, or (b) because return to
that mood helped remind subjects of the material they were
thinking of when last in that mood, irrespective of content.

A study by Eich et al. (1997) sought both to resolve this
ambiguity and to investigate the impact of clinical mood
shifts on the performance of several different tasks. Partici-
pants were 10 patients with rapid-cycling bipolar disorder,
diagnosed according to DSM-IV criteria (American Psychi-
atric Association, 1994).

Every patient was seen on at least four separate occasions,
the odd-numbered occasions serving as encoding sessions
and the even-numbered occasions representing retrieval ses-
sions. Although the interval separating successive encoding
and retrieval sessions varied from 2 to 7 days between pa-
tients, the interval remained constant within a given patient.

Superimposed on these sessions was a two-by-two design:
mood at encoding—manic or hypomanic (M) versus de-
pressed (D)—crossed with the same two moods at retrieval.
The original plan was to vary these factors within subjects, so
that every patient would participate in all four combinations
of encoding and retrieval moods (viz. M/M, M/D, D/M, and
D/D). This plan proved unworkable, however, as several pa-
tients quit the study prematurely for various reasons (e.g.,
they started a new regimen of drug therapy or they stopped
cycling between moods). Of the 10 patients who took part in
the study, 4 completed all four encoding and retrieval condi-
tions, 3 completed three conditions, and 3 completed two
conditions; the order of completion varied unsystematically
from one patient to the next, the determining factors being
which mood a patient was in when testing began and how
rapidly the patient cycled from one state to the other.

During each encoding session the patients undertook a
series of three tasks, summarized in subsequent paragraphs.
Although the tasks remained constant from one encoding
session to the next, the materials used in these tasks were sys-
tematically varied. The same applied to the tasks and materi-
als involved in the retrieval session, which will be described
shortly.

The first encoding task was autobiographical-event gen-
eration. Paralleling the procedures described earlier, the

patients recollected a maximum of 10 specific events, from
any time in the personal past, that were called to mind by
neutral-noun probes. After recounting the gist of a given
experience (e.g., what happened, who was involved, etc.),
patients categorized the event in terms of its original affective
valence.

The materials for the second encoding task, inkblot rating,
consisted of four Rorschach-like inkblots, printed on large
index cards. Patients viewed each pattern for a few seconds
and then rated its aesthetic appeal.

The final encoding task was letter-association production.
Patients were asked to name aloud 20 words beginning with
one letter of the alphabet (e.g., E) and 20 words beginning
with a different letter (e.g., S).

As was the case at encoding, several different tasks were
administered during each retrieval session. One of these
tasks, autobiographical-event recall, is known to show
strong mood-dependent effects with experimentally induced
moods, and it adhered to the procedures described earlier.

In a second task, inkblot recognition, patients were shown
four sets of six inkblots each. Within each set, one pattern
was an inkblot that the patients had seen during the immedi-
ately preceding encoding session, and the other five were per-
ceptually similar lures. Patients were asked to select the old
(previously viewed) pattern and to rate their confidence in
their recognition decision on a scale ranging from 0 (guess-
ing) to 3 (certain).

On first impression, this task seems ill advised because
several studies (cited earlier) have already sought, without
success, to demonstrate mood-dependent recognition. It is
important to note, however, that most of these studies (a) in-
volved experimentally induced moods (typically happiness vs.
sadness) in normal subjects, and (b) investigated recognition
memory for materials (usually common, unrelated nouns) that
are familiar, simple, meaningful, and unemotional.

Neither these moods nor these materials may be con-
ducive to the occurrence of mood-dependent recognition, the
former because they may be too mild to have much of an im-
pact (see Bower, 1992; Eich, 1995a), the latter because they
allow little latitude for different encodings in different moods
(see Bower & Cohen, 1982; Bower & Mayer, 1989). If so,
then the present study may have stood a better chance than
most at detecting mood-dependent recognition, given that it
(a) involved moods (viz. mania or hypomania vs. depression)
that can reasonably be considered strong, and (b) investigated
recognition memory for novel, complex, and highly abstract
stimuli (viz. Rorschach-like inkblots) that are likely to be
subject to emotional biases at encoding.

The last retrieval task, letter-association retention, was
designed with a view to clarifying the results reported by
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Weingartner et al. (1977). As noted earlier, they found that
word associations produced in a particular mood (either
manic or normal) were especially reproducible in that mood,
a finding that can be taken as evidence for either mood de-
pendence or mood congruence.

This ambiguity in interpretation arises from an ambiguity
in the test instructions that were given to the patients.
Although it is clear from Weingartner et al.’s account that the
patients were asked to recall their prior associations, it is
unclear how the patients interpreted this request. One possi-
bility is that they understood recall to mean that they should
restrict their search to episodic memory—in effect, saying to
themselves: “What associations did I produce the last time I
saw ship?”—in which case the results would seem to suggest
mood dependence. Alternatively, they may have taken recall
as a cue to search semantic memory—“What comes to mind
now when I think of street, regardless of what I said four days
ago?”—in which case the data may be more indicative of
mood congruence.

Seeking to avoid this ambiguity, the test of letter-association
retention was divided into two phases, each entailing a differ-
ent set of test instructions. The first phase involved episodic-
memory instructions: After reminding the patients that, near
the end of the last session, they had produced 20 words begin-
ning with a particular letter (e.g., E), the experimenter asked
them to freely recall aloud as many of these words as possible.
Patients were dissuaded from guessing and cautioned against
making intrusions. The second phase involved semantic-
memory instructions: Patients were presented with the other
letter to which they had previously responded in the immedi-
ately preceding session (e.g., S), and were asked to name aloud
20 words—any 20 words—beginning with that letter. Patients
were explicitly encouraged to state the first responses that came
to mind, and they were specifically told that they need not try to
remember their prior associations. To get the patients into the

proper frame of mind, the experimenter asked them to produce
20 associations to each of two brand-new letters before they re-
sponded to the critical semantic memory stimulus.

The reasoning behind these procedures was that if memory
is truly mood dependent, such that returning to the original
mood helps remind subjects of what they were thinking about
when last in that mood, then performance in the episodic task
should show an advantage of matched over mismatched
moods. In contrast, an analogous advantage in the semantic
task could be construed as evidence of mood congruence.

Disappointingly, neither task demonstrated mood depen-
dence. On average, the patients reproduced about 30% of
their prior associations, regardless of whether they intended
to do so (i.e., episodic vs. semantic memory instructions) and
regardless of whether they were tested under matched or
mismatched mood conditions. Thus, whereas Weingartner’s
original study showed an effect in the reproduction of associ-
ations that could be construed as either mood congruence or
mood dependence, the new study showed no effect at all.

Although this discrepancy defies easy explanation, it
is worth noting that whereas Eich et al. (1997) used letters
to prime the production of associative responses, Weingartner
et al. (1977) used common words, stimuli that patients with
clinical mood disturbance may interpret in different ways,
depending on their present affective state (see Henry,
Weingartner, & Murphy, 1971). It is possible that associa-
tions made to letters allow less room for state-specific inter-
pretive processes to operate, and this in turn may lessen the
likelihood of detecting either mood-congruent or mood-
dependent effects (see Nissen et al., 1988).

More encouraging were the results of the test of auto-
biographical-event recall. Inspection of the light bars in
Figure 3.4 reveals that performance was better when encod-
ing and retrieval moods matched than when they mismatched
(mean recall = 33% vs. 23%), evidence of mood dependence

Figure 3.4 Autobiographical events recalled and inkblots recognized as a function of
encoding/retrieval moods (M = manic or hypomanic, D = depressed). Source: Eich,
Macaulay, and Lam, 1997.
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that parallels the results obtained from normal subjects
whose moods have been modified experimentally (see Eich
et al., 1994).

The most surprising results stemmed from the test of
inkblot recognition. As reflected by the dark bars in Fig-
ure 3.4, the patients were better at discriminating old inkblots
from perceptually similar lures when tested under matched as
opposed to mismatched mood conditions (mean correct
recognition = 48% vs. 34%). Moreover, confidence ratings
(made on a 5-point scale) were higher for correct than for in-
correct recognition decisions (means = 1.9 vs. 1.1) in every
encoding or retrieval condition. This implies that the test
tapped explicit, recollective processes and that the patients
did not respond to the recognition alternatives solely on the
basis of an implicit feeling of familiarity. In short, the pa-
tients showed an effect—mood-dependent recognition—that
is seldom seen in normals, perhaps because the former sub-
jects experience stronger, more intense moods than do the lat-
ter. Alternatively, it may be that the key to demonstrating
mood-dependent recognition is to use novel, complex, and
highly abstract stimuli (e.g., Rorschach-like inkblots) that are
apt to be perceived and encoded in an emotionally biased
manner. What role—if any—such stimulus properties play in
the occurrence of mood-dependent recognition remains to be
seen, ideally through a combination of clinically relevant and
laboratory-based research.

Closing Comments

In a cogent review of research on implicit memory, Schacter
(1992) made a case for taking a cognitive neuroscience
approach to the study of unconscious, nonintentional forms of
retention. The crux of the approach is to “combine cognitive
research and theory, on the one hand, with neuropsychologi-
cal and neurobiological observations about brain systems, on
the other, making use of data from brain-damaged patients,
neuroimaging techniques, and even lesion and single-cell
recording studies of nonhuman animals” (Schacter, 1992,
p. 559).

To illustrate the value of this hybrid approach, Schacter
identified several instances in which data derived from am-
nesic, alexic, or other neurologically impaired individuals
provided a test bed for theories that originated in research in-
volving the proverbial college sophomore. He also showed
how studies of normal subjects could constrain neurologi-
cally inspired ideas about dissociable memory systems,
such as the perceptual representation system posited by
Tulving and Schacter (1990). More generally, Schacter
argued that by adopting a cognitive neuroscience approach
to implicit memory, one is encouraged to draw on data and
ideas from diverse areas of investigation, which in turn

encourages greater reliance on the logic of converging oper-
ations (Roediger, 1980, 1990).

We suggest that similar advantages would accrue through
the interdisciplinary study of MDM and that mood depen-
dence, like implicit memory, is most profitably explored
through experimentation that cuts across traditional research
domains. With respect to MDM, the relevant domains are
cognitive, clinical, and social/personality psychology, and,
even at this early stage of research, there are already several
reasons to recommend their interplay.

For instance, the positive MDM results obtained in the lab-
oratory using autobiographical-event generation and recall
provided the rationale for giving the same tasks to patients with
bipolar illness. By the same token, the observation that shifts
between (hypo)manic and depressed states impair the recogni-
tion of nebulous, Rorschach-like patterns casts new doubt on
whether mood-dependent memory is a cue-dependent phe-
nomenon, as many cognitively oriented theorists have long
maintained (e.g., Bower, 1981; Eich, 1980). Moreover, an
intensive investigation of a patient with multiple personality
disorder (Nissen et al., 1988) has led not only to a clearer un-
derstanding of the connection between interpersonality amne-
sia and MDM, but also to the intriguing prediction that both
mood-congruent and mood-dependent effects in normals
should be particularly potent for semantically rich materials
that can be interpreted in different ways by different people in
different moods. Whether or not this prediction pans out, it
nicely illustrates the novel ideas that are apt to emerge when
the problem of mood dependence is pursued from both a cog-
nitive and a clinical point of view.

Recent discoveries in social/personality psychology also
suggest a number of promising directions for future MDM re-
search. For example, the concept of affect infusion, which de-
veloped out of social cognitive studies of mood congruence,
has clear yet counterintuitive implications for mood depen-
dence (e.g., that a shift in affective state should have a greater
adverse impact on memory for fictional characters who seem
odd rather than ordinary). Testing these implications will re-
quire MDM researchers to construct materials and tasks that
are considerably more socially complex and personally en-
gaging than anything used in the past.

A different set of implications arises from recent investi-
gations of individual differences in mood congruence. The
results of these studies suggest that that mood-congruent ef-
fects are small, even nonexistent, in people who score high
on standardized measures of Machiavellianism, self-esteem,
need for approval, and Type-A personality. As Bower and
Forgas (2000, p. 141) have commented, high scores on these
scales “probably indicate a habitual tendency to approach
certain cognitive tasks from a motivated perspective, which
should reduce affect infusion effects.” Assuming, as we do,
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that affect infusion is as important to mood dependence as it
is to mood congruence, individuals high in self-esteem, Type-
A personality, and perhaps other personality traits should
seem insusceptible to mood dependence. Tests of this as-
sumption would likely provide new insights into the relations
among affect, cognition, and personality, and aid our under-
standing of both mood congruence and mood dependence.
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This chapter contains three tutorial overviews of theoretical
and methodological ideas that are important to students of
visual perception. From the vast scope of the material we
could have covered, we have chosen a small set of topics that
form the foundations of vision research. To help fill the in-
evitable gaps, we have provided pointers to the literature,
giving preference to works written at a level accessible to a
beginning graduate student.

First, we provide a sketch of the theoretical foundations
of our field. We lay out four major research programs (in the
past they might have been called “schools”) and then discuss
how they address eight foundational questions that promise
to occupy our discipline for many years to come.

Second, we discuss psychophysics, which offers indis-
pensable tools for the researcher. Here we lead the reader
from the idea of threshold to the tools of signal detection
theory. To illustrate our presentation of methodology we have
not focused on the classics that appear in much of the sec-
ondary literature. Rather, we have chosen recent research that
showcases the current practice in the field and the applicabil-
ity of these methods to a wide range of problems.

The contemporary view of perception maintains that per-
ceptual theory requires an understanding of our environment
as well as the perceiver. That is why in the third section we

ask what the regularities of the environment are, how may
they be discovered, and to what extent perceivers use them.
Here too we use recent research to exemplify this approach.

Reviews of the research on higher visual processes are
available in this volume in the chapters by Palmer and by
Proffitt and Caudek.

THEORIES AND FOUNDATIONAL QUESTIONS

Four Theories

Four theoretical approaches have dominated psychology of
perception in the twentieth century: cognitive constructivism,
Gestalt theory, ecological realism, and computational con-
structivism.

Cognitive Constructivism

According to cognitive constructivism, perceptual processing
involves inductive inference or intelligent problem solving.
Perceptual processing operates beyond one’s awareness and
attempts to construct the best description of the situation by
combining the facts of occurrent stimulation with general and
context-specific knowledge. These cognitive processes are not
thought to be specially designed for the problems of percep-
tion; they are the same cognitive operations that are at work in
conscious inference and problem solving. Accordingly, the
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nature and effects of these cognitive operations may be prof-
itably studied in any setting that activates them. It is neither
necessary nor desirable to reinstate the typical conditions of
ordinary seeing.

Cognitive constructivism has a venerable tradition. Traces
may be found in Kepler’s (1604/2000) writings and in vigor-
ous criticism of the approach in Berkeley’s Essay Towards a
New Theory of Vision (1709/2000). Among nineteenth cen-
tury writers, cognitive constructivism is famously associated
with Helmholtz’s (1866/2000) doctrine of unconscious in-
ference as expressed, for example, in his Treatise on Physio-
logical Optics. In the twentieth century, variants of cognitive
constructivism have held center stage. The transactionalists
(Ittelson, 1960; Kilpatrick, 1950) Gregory (1970, 1997) and
Rock (1983, 1997) are prominent proponents. Current devel-
opments of the transactionalist approach are exemplified by
the view of perception as Bayesian inference (Hoffman,
1998; Knill & Richards, 1996).

Gestalt Theory

Gestalt theory proposes that the process of perception is an
executive-free expression of the global properties of the
brain. The organization and orderliness of the perceptual
world is an emergent property of the brain as a dynamical
system. Gestalt theory intends to distance itself from any
position that posits an executive (a homuncular agency) that
oversees the work of the perceptual system. The Gestalt the-
ory thus recognizes regulation but will not allow a regulator.
A dynamical system which instantiates a massively parallel
self-organizing process satisfies is regulated but does not
have a regulator. As such, the perceptual world is different
from the sum of its parts and cannot be understood by an
analytic investigative strategy that adopts a purely local
focus. To understand perception we need to discover the
principles that govern global perception. The most familiar
application of this notion involves the Gestalt principles of
grouping that govern perceived form (see chapter by Palmer
in this volume).

Gestalt theory emerged in the early decades of the century
in the writings of Wertheimer (1912), Köhler (1929, 1940),
and Koffka (1935). Although Gestalt theory fell from favor
after that period, its influence on modern thought is consid-
erable. Moreover, although ardent advocacy of the original
Gestalt theory may have come to an end with the death of
Köhler in 1967, a new appreciation for and extension of
Gestalt theory or metatheory (Epstein, 1988) has developed
among contemporary students (e.g., Kubovy & Gepshtein, in
press).

Ecological Realism

The ecological approach has also been called the theory of
direct perception: The process of perception is nothing more
than the unmediated detection of information. According to
this approach, if we describe the environment and stimulation
at the appropriate level, we will find that stimulation is
unambiguous. In other words, stimulation carries all the in-
formation needed for perception. The appropriate level of de-
scription can be discovered by understanding the successful
behavior of the whole organism in its ecological niche.

This approach appeared in embryonic form in 1950 in
Gibson’s Perception of the Visual World and in mature form
in Gibson’s last book (1979), in which he explicitly denied
the fundamental premises of his rivals. Despite this, a signif-
icant segment of the contemporary scientific community is
sympathetic to his views (Bruce, Green, & Georgeson, 1996;
Nakayama, 1994).

Computational Constructivism

According to computational constructivism, the perceptual
process consists of a fixed sequence of separable processing
stages. The initial stage operates on the retinal image to gen-
erate a symbolic recoding of the image. Subsequent stages
transform the earlier outputs so that when the full sequence
has been executed the result is an environment-centered
description. Computational constructivism bears a family
resemblance to cognitive constructivism. Nevertheless, the
computationalist is distinguished in at least three respects:
(a) The canonical computationalist approach resists notions
of cognitive operations in modeling perception, preferring to
emphasize the contributions of biologically grounded mech-
anisms; (b) the computationalist approach involves stored
knowledge only in the last stage of processing; (c) the com-
putationalist aspires to a degree of explicitness in modeling
the operations at each stage sufficient to support computer
implementation.

Computational constructivism is the most recent entry
into the field. The modern origins of computational construc-
tivism are to be found in the efforts of computer scientists
to implement machine vision (see Barrow & Tenenbaum,
1986). The first mature theoretical exercise in computational
constructivism appeared in 1982 in Marr’s Vision.

The preceding may create the impression that the vision
community can be neatly segregated into four camps. In fact,
many students of perception would resist such compartmen-
talization, holding a pragmatic or eclectic stance. In the view
of the eclectic theorists, the visual system exploits a variety
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of processes to fulfill its functions. Ramachandran (1990a,
1990b) gives the most explicit expression of this standpoint
in his utilitarian theory.

Eight Foundational Questions

The commonalities and differences among the four theories
under consideration are shaped by their approaches, implicit
or explicit, toward a number of basic questions.

What Is Vision For?

What is the visual system for? The answer to the question can
shape both the goals of experimentation and the procedures
of investigation. For most of the twentieth century one an-
swer has been paramount: The function of the visual system
is to generate or compute representations or descriptions of
the world. Of course, a representation is not to be considered
a picture in the mind. Nevertheless, representations serve a
useful function by mirroring, even if symbolically, the orga-
nization and content of the world to be perceived.

Acceptance of the preeminence of the representational
function is apparent in the Gestalt insistence that the first step
in the scientific analysis of visual perception is application of
the phenomenological method (Kubovy, 1999). This same
endorsement is not as wholehearted in cognitive construc-
tivist approaches (Kubovy & Gepshtein, in press). Neverthe-
less, a review of two of the major documents of cognitive
constructivism, Rock’s (1983) The Logic of Perception and
the edited collection Indirect Perception (Rock, 1997), shows
that in every one of the dozens of investigations reported, the
dependent variables were direct or indirect measures of per-
ceptual experience. Marr (1982) was also explicit in allying
himself with the representational view. For Marr, the function
of vision is “discovering from images what is present in
the world.” The task for the vision scientist is to discover the
algorithms that are deployed by the visual system to take the
raw input of sensory stimulation to the ultimate object-
centered representation of the world. Given this conception
of a disembodied visual system and the task for the visual
system, the ideal preparation for the investigation of vision
is the artificial (nonbiological) vision system realized by the
computer.

The ecological realists do not join the broad consensus
concerning the representational function of the visual system.
For Gibson, the primary function of the visual system is to
detect the information in optical structures that specifies the
actions afforded by the environment (e.g., that a surface
affords support, that an object affords grasping). The function

of the visual system is to perceive possible action, that is,
actions that may be successfully executed in particular envi-
ronmental circumstances.

The representationalists also recognize that perception is
frequently in the service of action. Nonetheless, the differ-
ence between the representationalists and the ecological real-
ists is significant. For the representationalists the primary
function of the visual system is description of the world. The
products of the visual system may then be transmitted to the
action system. The perceptual system and the action system
are separate. Gibson, by contrast, dilutes the distinction be-
tween the perceptual system and the action system. The shap-
ing of action does not await perception; action possibilities
are perceived directly.

We might expect that following on the ecological realist
redefinition of the function of the visual system there would
be a redirection of experimental focus to emphasize action
and action measures. However, a redirection along these lines
is not obvious in the ecological realist literature. Although
there are several notable examples of focus on action in the
studies of affordances (e.g., Warren, 1984; Warren & Whang,
1987), overall, in practice it is reformulation of input that has
distinguished the ecological approach. The tasks set for the
subjects and the dependent measures in ecologically moti-
vated studies are usually in the tradition established by the
representationalists.

The last two decades of the twentieth century have wit-
nessed a third answer to the question of function. According
to this new view, which owes much to the work of Milner and
Goodale (1995), the visual system is composed of two major
subsystems supported by different biological structures and
serving different functions. The proposal that there is a func-
tional distinction between the two major projections from
primary visual cortex is found in earlier writing by Schneider
(1969) and Ungerleider and Mishkin (1982). These writers
proposed that there were two visual systems: the “what” sys-
tem designed to process information for object identification
and the “where” system specialized for processing informa-
tion for spatial location. The newer proposal differs from the
older ones in two respects: (a) The functions attributed to the
subsystems are to support object identification (the what
function) and action (the how function), and (b) these func-
tions are implemented not by processing different inputs but
by processing the same input differently in accordance with
the function of the system. As Milner and Goodale (1995,
p. 24) noted, “we propose that the anatomical distinction
between the ventral and dorsal streams corresponds to the
distinction . . . between perceptual representation and visuo-
motor control. . . . The reason there are two cortical pathways
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is that each must transform incoming visual information for
different purposes.” The principal support for this two-vision
hypothesis has been provided by findings of double disso-
ciations between action and perception—that is, between
assessments of effective action and measures of perceptual
experience—in brain-damaged and intact individuals. These
findings (summarized by Milner & Goodale, 1995, and by
Goodale & Humphrey, 1998) imply that it will be profitable
to adopt dual parallel investigative approaches to the study of
vision, one deploying action-based measures, the other more
traditional “perceptual” measures.

Goodale and Humphrey (1998) and Norman (in press)
proposed that the two-vision model provides a framework for
reconciling the ecological and computational approaches:
“Marrian or ‘reconstructive’ approaches and Gibsonian or
‘purposive animate-behaviorist’ approaches need not be seen
as mutually exclusive, but rather as complementary in their
emphasis on different aspects of visual function” (Goodale &
Humphrey, 1998, p. 181). We suspect that neither Gibson nor
Marr would have endorsed this proposal. (Chapters by Heuer
and by Proffitt and Caudek in this volume also discuss the
distinction between the perceptual system and the action
system.)

Percepts and Neurons

Perceptual processes are realized by a biological vision system
that evolved under circumstances that have favored organisms
(or genetic structures) that sustain contact with the environ-
ment. No one doubts that a description and understanding of
the hardware of the visual system will eventually be part of an
account of perception. Nevertheless, there are important dif-
ferences among theories in their uses of neurophysiology.

One of the tenets of first-generation information-processing
theory (e.g., Johnson-Laird, 1988; Neisser, 1967) is that the
mind is an operating system that runs on the brain and that
the proper business of the psychology of cognition and per-
ception is study of the program and not the computer—the
algorithm and not the hardware. Furthermore, inasmuch as an
algorithm can be implemented by diverse computational archi-
tectures, there is no reason to look to hardware for constraints
on algorithms. Another way of expressing this position is that
the aim of information-processing theory, as a theory of per-
ception, is to identify functional algorithms above the level of
neurophysiology.

The cognitive constructivist shares many of the basic
assumptions of standard information-processing theory and
has adopted the independence stance toward physiology. Of
course, perceptual processes are implemented by biological
hardware. Nevertheless, perceptual theorizing is not closely

constrained by the facts or assumptions of sensory physiol-
ogy. The use of physiology is notably sparse in the principal
documents of cognitive constructivism (e.g., Rock, 1983,
1997). Helmholtz may seem to be an important exception to
this characterization; but, in fact, he was careful to keep
his physiology and psychology separate (e.g., Helmholtz,
1866/2000, Vol. 3).

Physiological talk is also absent in the canonical works of
the ecological theorists, but for different reasons. The ecolo-
gists contend that the questions that have been addressed by
sensory physiologists have been motivated by tacit accep-
tance of a metatheory of perception that is seriously flawed:
the metatheory of the cognitive constructivist. As a conse-
quence, whereas the answers discovered by investigations
of sensory physiologists may be correct, they are not very
useful. For example, the many efforts to identify the proper-
ties of the neuronal structures underlying perception by
recording the responses of single cells to single points of light
seem to reflect the tacit belief that the perceptual system is
designed to detect single points. If the specialization of the
visual system is different, such as detecting spatiotemporal
optical structures, the results of such studies are not likely to
contribute significantly to a theory of perception. In the eco-
logical view what is needed is a new sensory physiology
informed by an ecological stance toward stimulation and the
tasks of perception.

The chief integrative statement of the computational
approach, Marr’s (1982) Vision, is laced with sensory physi-
ology. This is particularly true for the exposition of the
computations of early vision. Nevertheless, in the spirit of
functionalism Marr insists that the chief constraints are
lodged in an analysis of the goals of perceptual computation.
In theorizing about perceptual process (i.e., the study of algo-
rithms) we should be guided by its computational goal, not by
the computational capabilities of the hardware. When an al-
gorithm can satisfy the requirements of the task, we may look
for biological mechanisms that might implement it.

The Gestalt theorists (e.g., Köhler, 1929, 1940) were
forthright in their embrace of physiology. For them, a plausi-
ble theory must postulate processes that are characteristic of
the physical substrate, that is, the brain. Although it is in prin-
ciple possible to implement algorithms in diverse ways, it is
perverse to ignore the fit between the properties of the com-
puter and the properties of the program. This view is in sharp
contrast to the hardware-neutral view of the cognitive con-
structivist: For the Gestalt theorist, the program must be
reconciled with the nature of the machine (Epstein, 1988;
Epstein & Hatfield, 1994). In this respect, Gestalt theory
anticipated current trends in cognitive neuroscience, such as
the connectionist approaches (Epstein, 1988).
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The consensus among contemporary investigators of per-
ception favors a bimodal approach that makes a place for
both the neurophysiological and the algorithmic approaches.
The consensus is that the coevolution of a neurophysiology
that keeps in mind the computational problems of vision and
of a computational theory that keeps in mind the competen-
cies of the biological vision system is most likely to promote
good theory.

Although this bimodal approach might seem to be unex-
ceptionable, important theoretical disagreements persist
concerning its implementation. Consider, as an example,
Barlow’s (1972, 1995) bold proposal called the single-neuron
doctrine: “Active high level neurons directly and simply
cause the elements of our perception” (Barlow, 1972, §6.4,
Fourth Dogma). In a later formulation, “Whenever two stim-
uli can be distinguished reliably, then some analysis of the
neurological messages they cause in some single neuron
would enable them to be distinguished with equal or greater
reliability” (Barlow, 1995, p. 428). The status of the single-
neuron doctrine has been reviewed by Lee (1999) and by
Parker and Newsome (1998). The general experimental para-
digm assesses covariation between neural activity in single
cortical neurons and detection or discrimination at threshold.
The single-neuron doctrine proposes that psychophysical
functions should be comparable to functions describing
neural activity and that decisions made near threshold should
be correlated with trial-to-trial fluctuations of single cortical
neurons (e.g., Britten, Shadlen, Newsome, & Movshon,
1992).

The available data do not allow a clear-cut decision con-
cerning this fundamental prediction. However, whatever the
final outcome may be, disagreements about the significance of
the findings will arise from differences concerning the appro-
priate unit of analysis. Consider first the perceptual side that
was elected for analysis. From the standpoint of the ecologi-
cal realist (e.g., Gibson, 1979), the election of simple
detection and discrimination at threshold is misguided. The
ecological realist holds that the basic function of the visual
system is to detect information in spatiotemporal optical
structure that is specific to the affordances of the environ-
ment. Examining relations between neuronal activity and
psychophysical functions at threshold is at the wrong level of
behavior. As noted before, it is for this reason that the canoni-
cal documents of the ecological approach (Gibson, 1950,
1966, 1979) made no use of psychophysiology.

Similar reservations arise in the Gestalt approach. Since
its inception, Gestalt theory (Hatfield & Epstein, 1985;
Köhler, 1940) has held that only a model of underlying brain
processes can stand as an explanation. In searching for the
brain model, Gestalt theorists were guided by a heuristic: The

brain processes and the perceptual experiences that they sup-
port have common characteristics. Consequently, a careful
and epistemically honest exploration of perceptual experi-
ence should yield important clues to the correct model of the
brain. According to Gestalt theory, phenomenological explo-
ration reveals that global organization is the most salient
property of the perceptual world, and it is a search for the
neurophysiological correlates of global experience that will
bring understanding of perception.

There are analogous differences concerning the choice of
stimulation. If there is to be an examination of the neuro-
physiological correlates of the apprehension of affordances
and global experience, then the stimulus displays must sup-
port such perceptions. Proponents of this prescription suspect
that the promise of the pioneering work of Hubel and Wiesel
(1962) has not been realized because investigators have
opted for the wrong level of stimulation.

Concerning Information

The term information has many uses within psychology
(Dretske, 1986). Here the term refers to putative properties of
optical stimulation that could specify the environmental state
of affairs (i.e., environmental properties), structures, or
events that are the distal source of the optical input. To spec-
ify an environmental state is to pick out the actual state of
affairs from the family of candidate states that are compatible
with the given optical stimulation.

Cognitive constructivists have asserted that no properties
of optical stimulation can be found to satisfy the require-
ments of information in this sense because optical stimula-
tion is intractably equivocal. At best optical stimulation
may provide clues—but never unequivocal information—
concerning the state of the world. This assessment was al-
ready entrenched when Berkeley wrote his influential Essay
Towards a New Theory of Vision (Berkeley, 1709/2000), and
the assessment has been preserved over the ensuing three
centuries. The assumption of intractable equivocality is one
of the foundational premises of constructivism; it serves as a
basic motivation of the enterprise. For example, the transac-
tionalists (Ittelson, 1960; Kilpatrick, 1950, chap. 2) lay the
foundation for their neo-Helmholtzian approach by showing
that for any proximal retinal state there is an infinite class of
distal “equivalent configurations” that are compatible with
a given state of the retina. In the same vein, computational
research routinely opens with a mention of the “inverse
projection problem.” If optical stimulation does not carry in-
formation that can specify the environment, we must look
elsewhere for an account of perception.
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The view of the theory of direct perception concerning
information is radically different. Proponents of this theory
(Rogers, 2000) vigorously reject the assumption of in-
tractable equivocality. Following Gibson, they contend that
the tenet of equivocality is false, that it is mistakenly derived
from premises about the nature of the stimulation that enters
into the perceptual process. The cognitive constructivist who
mistakenly uses static displays of points or objects isolated
from their optical context (e.g., a point of light or an illumi-
nated object in the dark or a display presented briefly)
mistakenly concludes that stimulation is informationally im-
poverished. But direct perception argues that this paradigm
does not represent the optical environment that has shaped
the visual system. Even worse, the paradigm serves to create
experiments with informationally impoverished displays.
Thus equivocality is only an artifact of the constructivist’s
favored paradigm and not a characteristic of all optical stim-
ulation. The stimulation that the perceptual system typically
encounters and to which it has been attuned by evolution is
spatially and temporally distributed. These spatiotemporal
optical structures, which are configurations of optical motion,
can specify the environment. There is sufficient information
in stimulation to support adaptive perception. And when
pickup of information suffices to explain perception, cogni-
tive operations that construct the perceptual world are super-
fluous.

The stance of the computational constructivist regarding
the question of information cannot be characterized easily. If
by information is meant a unique relationship between optical
input and a distal state that is unconditional and not con-
tingent on circumstances, then the computational construc-
tivist must be counted among the skeptics. Optical structures
cannot specify distal states noncontingently. Other conditions
must be satisfied. The other conditions, which may be called
constraints, are the regularities, covariances, and uniformities
of the environment. Accordingly, assertions about the infor-
mational status of optical stimulation must include two con-
joint claims: One is about properties of optical stimulation,
and the other is about properties of the environment.

Moreover, from a computational constructivist stance, still
more is needed to make information-talk coherent. Consider-
ation must be given to the processes and algorithms that make
explicit the relationships that are latent in the raw optical input.
Whereas the advocates of the theory of direct perception talk
of spatiotemporal optical structures, the computationalist sees
the structure as the product of processes that operate on un-
structured optical input. It is only in the tripartite context of
optical input, constraints, and processing algorithms that the
computationalist talks about information for perception.

The Gestalt psychologists, writing well before the forego-
ing theorists, also subscribed to the view that optical stimula-
tion does not carry information. Two considerations led them
to this conclusion. First, like the later computationalists, they
were convinced that it was a serious error to attribute organi-
zation or structure to raw optical input. The perceptual world
displays organization, and by Gestalt hypothesis the brain
processes underlying perception are organized; but retinal
stimulation is not organized. Second, even were it permissi-
ble to treat optical input as organized, little would be gained
because optical input underdetermines the distal state of
affairs. For example, even granting the status of an optical
motion configuration to an aggregate of points that displace
across the retina by different directions, amplitudes, and ve-
locities (i.e., granting organization to stimulation), there are
infinitely many three-dimensional structures consistent with
a given configuration of optical motion. For Gestalt theory,
structure and organization are the product of spontaneous dy-
namic interactions in the brain. Optical input is a source of
constraints in determining the solution into which the brain
process settles.

Concerning Representation

A representation is something that stands for something else.
To stand for a represented domain the representation does not
have to be a re-presentation. The representations that are
active in theoretical formulations of the perceptual process
are not iconic images of the represented domain. Rather, a
representation is taken to be a symbolic recoding that pre-
serves the information about objects and relations in the rep-
resented domain (Palmer, 1976).

Representations play a prominent role in cognitive and
computational constructivism. Positing representations is a
way of reconciling a sharp disparity between the phenome-
nology of everyday seeing and the scientific analysis of the
possibilities of seeing. The experience of ordinary seeing is
one of direct contact with the world. But as the argument
goes, even cursory analysis shows that all that is directly
available to the percipient is the light reflected from surfaces
in the world onto receptive surfaces of the eye. How can this
fundamental fact be reconciled with the nature of the expe-
rience of seeing? Moreover, how can the fact that only light
gets in be reconciled with the fact that it is the world that
we see, not light? (Indeed, what could it mean to say that we
see light?) Both questions are resolved by the introduction
of representations. It is representations that are experienced
directly, and because the representations preserve the fea-
tures, relationships, and events in the represented world,
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the experience of perception is one of direct contact with
the world. In this way, representations get the outside inside
(Epstein, 1993).

According to constructivist theory, the perceptual world is
constructed or assembled from the raw material of sensory
input and stored knowledge. The process of construction has
been likened to inference or problem solving, and more re-
cently the process has been characterized as computational.
The representational framework serves as a superstructure
for support of this conception of the perceptual process. Pro-
ponents of the computational/representational approach (e.g.,
Fodor, 1983; Fodor & Pylyshyn, 1981) argue that the only
plausible story of perception is computational and that the
only plausible computational story must assume a representa-
tional system in which the computations are executed.

It seems undeniable that if a variant of the standard
constructivist/computational approach is adopted, the repre-
sentational framework is needed to allow the approach to
proceed smoothly. Any theory that postulates a process re-
sembling nondemonstrative inference (Gregory, 1970; Rock,
1983, 1997; or the Bayesian approaches, e.g., Hoffman, 1998;
Knill & Richards, 1996) or a process of representational trans-
formation (e.g., Marr, 1982) must postulate a representational
medium for the display of “premises” or the display of repre-
sentations, that is, the output of processes (algorithms) that
operate over mappings. No one has been more straightfor-
ward and exacting in promoting this approach than Marr in
his Vision.

In contrast, the theory of direct perception makes no use of
representations. Advocates of direct theory argue that the
flaws of representationalism are insurmountable. Some of
these flaws are logical, such as the familiar troubles with the
representational theory of mind, the philosophical progenitor
of the contemporary representational framework. As one ex-
ample, if direct perception were only of representations, how
do we come to know what external objects are like, or which
representations they resemble? By hypothesis, we can only
perceive representations, so that whenever we may think that
we are observing external objects to compare them with rep-
resentations or to discover their intrinsic nature, we are only
observing other representations. In general, it is difficult to
escape from the world of representations.

In addition to pointing to logical difficulties, proponents
of the theory of direct perception see no need to invoke
representations in the first place. According to the ecological
realists, representationalism is parasitic on constructivism. If
constructivism is accepted, then representationalism is com-
pelling; but if it is rejected, then representationalism is
unmotivated.

Gestalt theory developed before the age of self-conscious
representationalism. There is no explicit treatment of repre-
sentations in the writings of the Gestalt theorists. Neverthe-
less, we can infer that the Gestalt theorists would have sided
with the advocates of direct perception in this matter. Con-
siderations that support this inference emerge in the next two
sections.

Representational Transformation

As a general rule, perceiving is automatic and seamless.
Compare, for instance, the effortlessness of seeing with the
trouble and toil of learning and reasoning. Although the char-
acterization is unlikely to be questioned as a description of
the experience of ordinary seeing, when we consider the
process that underlies perceiving, important differences
among theories emerge with respect to decomposability.
Ignoring theoretical nuances for the present, we find that con-
structivist theories, both cognitive and computational, hold
a common view, whereas Gestalt theory and the theory of
direct perception adopt a contrasting position.

The constructivist view is that the process of perception
may be decomposed into a series of operations whose func-
tion is to take the raw input to the sensory surface and by a
series of transformations generate a distally correlated repre-
sentation of the environment. The process of perception is a
process of representational transformation. The construc-
tivists are drawn to this position by an a priori belief that only
a model of representational transformation will be sufficient
as a description of the perceptual process. One form of em-
pirical support for this belief is found in the requirements of
successful algorithms for the attainment of the objectives of
perception, such as generating three-dimensional structure
from stereopsis. Evidence of the psychological reality of the
putative intermediate representations is provided by experi-
mental procedures that ostensibly segregate the component
representations.

Neither Gestalt theory nor the theory of direct perception
makes use of the model of representational transformation.
They do not agree that postulation of a sequential multistage
process is necessary, and they question the interpretation of
the experimental data. For Gestalt theory, the perceptual
process is a noncognitive, highly interactive process that
automatically settles into the best fitting state (Epstein &
Hatfield, 1994; Hatfield & Epstein, 1985). Any effort to parse
the process into intermediate states is arbitrary. On no ac-
count should such contrived states be assigned a role in the
causal story of perception. Proponents (e.g., Gibson, 1966,
1979; Turvey, Shaw, Reid, & Mace, 1981) of the theory of
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direct perception have been equally adamant in rejecting the
model of representational transformation. They maintain that
the model results from questionable premises. Once these are
abandoned, the apparent need for positing intervening repre-
sentational states vanishes.

Perception and Cognition

What is the relationship between perceptual processes and
cognitive processes? The answers to this question have
ranged widely over the theoretical landscape. The cognitive
constructivists consider perception to be perfused by cogni-
tion. In the view of the cognitive constructivist, the percep-
tual process is a cognitive process. The principal distinction
between perceptual processes and cognitive processes is that
in the former case mental operations are applied to the trans-
formation of representations originating in occurrent optical
input, whereas in the latter case mental operations are applied
to the transformation or representations drawn from the pre-
existing knowledge base. This attribution is clear-cut for con-
temporary constructivists, such as Rock (1983, 1997), who
characterize perception as a process of intelligent problem
solving, as it was in the classical description (Helmholtz,
1866/2000) of perception as a process of unconscious infer-
ence and in the New Look movement in North American psy-
chology (Bruner, 1957). The assumption that perception and
cognition are continuous is also commonly found in applying
standard information theory to problems of perception (e.g.,
Lindsay & Norman, 1977; Rumelhart, 1977).

The continuity claim is central to the cognitive construc-
tivist position. The claim rests on a diverse set of experimen-
tal observations that are said to imply the interpenetration of
perception and cognition. Many of the parade cases emerged
from the laboratory of Rock (1983, 1997). Despite the com-
pelling character of some of these cases, they have not been
decisive. Pylyshyn (1999) has presented a thorough airing of
the controversy. In his assessment the cases featured by the
cognitive constructivists do not support the claim of cogni-
tive penetrability of perception; “rather, they show that cer-
tain natural constraints on interpretation, concerned primarily
with optical and geometrical properties of the world, have
been compiled into the visual system” (p. 341).

The computational constructivist takes a more restrained
position. The aim of the computational approach is to advance
the explanation of perception without invoking cognitive
factors. Nevertheless, the full explanation of perception re-
quires cognitive operations. In the model of representational
transformation adopted by the computational approach, the
sequence of operations is divided into early and late vision.
The former is supposed to be free of cognitive influence. The

operations are executed by modular components of the visual
system that are cognitively impenetrable; that is, the modules
are encapsulated, sealed off from the store of general knowl-
edge. These operations of early vision perform vital work but
do not deliver a representation sufficient to sustain adaptive
behavior. A full-bodied, environment-centered representation
requires activation of stored mental models and interpretation
of the representations of early vision in this context. An ex-
emplar of this stance toward cognition and perception is
Marr’s (1982) computational theory.

The attitudes of Gestalt theory and the theory of direct
perception are opposed to the constructivist stance. Indeed,
in the case of Gestalt theory the difference is particularly
striking. Whereas the constructivist proposes that perception
has significant cognitive components, the larger program of
Gestalt theory proposes that much of cognition, such as
thinking and problem solving, is best understood as an
expression of fundamental principles of perception. The
theory of direct perception considers the entire perceptual
system to be encapsulated, and therefore uninvolved, in in-
teraction with other information-processing operations. This
position does not carry with it a rejection of influences of
past experience or learning in perception, but it does require
a different construal of the mechanism that supports these
influences.

Modularity

Is the visual system a general-purpose processor serving all
of the diverse perceptual needs of the organism, or is it a col-
lection of independent perceptual modules that have evolved
to compute domain-specific solutions, such as depth from
shading, shape, or motion? The answer to this question
depends on how modularity is construed. Consider three
construals that vary the conditions they impose on the postu-
lation of modularity (the terms weak, moderate, and strong
modularity are ours).

Weak Modularity. Weak modularity stipulates only
two conditions: (a) that a segregated bit of the biological
hardware be shown to be exclusively dedicated to representa-
tion of a specific environmental feature, such as solidity; and
(b) that the designated hardware be specialized for the pro-
cessing of a particular form of stimulation, such as retinal dis-
parity. Under this construal, when these two conditions are
satisfied, postulation of a stereoscopic depth module is war-
ranted. If this minimal set of features for modularity is
adopted, there probably will be little disagreement that the
visual system is modular.
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Moderate Modularity. Moderate modularity is defined
by a list of features made explicit by Fodor (1983) in his
Modularity of Mind. To the two criteria given above, Fodor
adds several others: that modules are informationally encap-
sulated, that modular processes are unconscious, that modu-
lar processing is very fast and obligatory, that modules have
shallow outputs, that modules emerge in a characteristic on-
togenetic sequence, and that following insult modules exhibit
characteristic disruption.

Among cognitive psychologists, claims for modularity
tend to be measured against Fodor’s expanded list. Unsur-
prisingly, when the expanded list of criterial features is
adopted, agreement on modularity is harder to reach. Much
of the controversy involves encapsulation. By this test, a
dedicated biological device that is uniquely sensitive to an
eccentric form of stimulation will be considered to be a mod-
ular component only if under normal conditions of its opera-
tion its processes run their course uninfluenced by factors that
are extraneous to the module. Neither concurrent activity in
other modules nor reference to stored knowledge of past
events or anticipations of future events affects the module.
The module is an impenetrable encapsulated system (Fodor,
1983; Pylyshyn, 1984).

Two kinds of problems recur in assessments of encapsula-
tion. First, it is universally accepted that performance of al-
most any task may be affected by a host of cognitive factors.
Accordingly, the claim for encapsulation says that however
these cognitive factors influence performance, they do not do
so by influencing the computations of the module. Conse-
quently, an experimental demonstration that performance is
affected by cognitive factors or by the output of parallel com-
putations does not necessarily negate modularity unless it can
be shown that the effects are located in the computations that
are endogenous to the putative module. This latter assertion
is hard to establish (e.g., Pylyshyn, 1999).

Second, there is the problem of the practice effect. That is,
performance of a task that seems unlikely to be supported by
a dedicated biological device or to be dependent on access to
special stimulation will exhibit many of the features of mod-
ularity when the task is highly practiced. For example, per-
formance may become very fast, mandatory, and inaccessible
to conscious monitoring. Consequently, evidence that the
process underlying performance exhibits these features does
not necessarily implicate modularity.

Strong Modularity. Strong modularity adds to the com-
posite list just given the added requirement that the candidate
module exhibit a distinctive style of processing. Although no
one has advanced this claim explicitly, it is implicit in the
writings of modularists that modules work by implementing

the same process. As two examples, in Marr’s (1982) ap-
proach all the modules are noncognitive computational de-
vices, and in Fodor’s (1983) canonical analysis of modularity
all of the modules are inferential engines. Because the modu-
larity stance does not seem tied to views of process, a stance
on modularity does not exert strong constraints on the char-
acterization of the perceptual process. Thus an ecological
realist might also adopt modularity, holding that the modules
are independent devices for detection (pickup) of information
in spatiotemporal optical structure.

Although the postulation of modularity is compatible with
a variety of positions regarding perceptual process, an excep-
tion to the rule must be made for cognitive constructivism.
On the face of it, modularity and cognitive constructivism
cannot be linked except in the weak sense of modularity (the
first construal). The cognitive constructivist takes the percep-
tual process to be a cognitive process that ranges freely over
the knowledge domain. The principal arguments for the
claim that the perceptual process is a form of “hypotheses
testing” or “intelligent problem solving” very often take the
form of demonstrations that perception is cognitively pene-
trable (e.g., Rock, 1997). Certainly this is the way that the
cognitive constructivist wishes to be understood.

On Illusion and Veridicality

Generally, perception is a reliable guide to action. Occasion-
ally, however, perception misrepresents and action predicated
on the implications of perception fails. Perceptual misrepre-
sentations arise under a variety of conditions: (a) The normal
link between the environmental state of affairs and optical
input is severed: For example, the spatial arrangement of
points on the retina and the spatial arrangement of points
comprising an environmental object are normally in align-
ment. A straight stick will have a correspondingly straight
retinal contour associated with it. However, if the stick is half
immersed in water, the different refractive indices of water
and air will result in a “bent” retinal contour. Under these
circumstances the straight stick will look bent. (b) The nor-
mal pattern of neuronal activation engendered by exposure to
a distal arrangement is modified: For example, continuous
visual inspection of a line tilted in the frontal plane will mod-
ify the pattern of activity of neuronal orientation detectors.
The resultant perceptual effect is an alteration of perceived
orientation; a test line tilted in the same direction as the in-
spection line will look upright, and an upright line will look
tilted in the direction opposite to the tilt of the inspection line.
(c) Rules of perceptual inference are overgeneralized; that
is, the rules are applied under conditions for which they are
inappropriate. A widely held view (e.g., Gregory, 1970, 1997)



96 Foundations of Visual Perception

attributes many geometric illusions of size to this sort of mis-
application of rules. For example, the illusions of size in per-
spective renderings of a scene, such as the Ponzo illusion, are
attributed to the irrepressible but inappropriate application of
the putative standard rule for computing size on the basis of
visual angle and perceived distance.

All cases of misrepresentation do heavy work, but the con-
trasting theories depend on different forms of misrepresenta-
tion to promote their aims. Consider the theories of direct
perception and cognitive constructivism. The ecological real-
ist turns for support to examples of the first kind, which break
the link between the environment and optical input. By de-
coupling the distal state from the optical state while preserv-
ing the spatiotemporal optical structure, as in the optical
tunnel (Gibson, 1979, Figure 9.2, p. 154), the ecological real-
ist means to demonstrate that information is a property of
optical structure and that perception is the pickup of informa-
tion in optical structure. The advocates of the theory of direct
perception are of course deeply distrustful of misrepresenta-
tions of the third kind (rules are applied under conditions for
which they are inappropriate). They contend that these cases
are artifacts of special situations and cannot illuminate the
workings of ordinary seeing. Occasionally, advocates of di-
rect theory have suggested that a special theory, a theory of
judgment and decision making under uncertainty, is needed
for perceptual misrepresentations of the third kind.

The cognitive constructivist, on the other hand, relies
heavily on misrepresentations of the third kind. Indeed, these
instances of misrepresentations form the core of the empir-
ical case for cognitive constructivism. It is supposed that
these perceptual misrepresentations disclose the workings of
the hidden processes that govern perception. According to the
cognitive constructivist, the processes that underlie veridical
and illusory perception are the same, and these processes are
revealed by misrepresentations of the third kind. The cogni-
tive constructivist doubts that the demonstrations of the first
kind can, in fact, be interpreted in the manner urged by the
advocate of direct theory.

Although it has been often suggested that investigations of
misrepresentation can be decisive for theories of perception,
only infrequently do analyses of misrepresentation test com-
peting hypotheses originating in rival general theoretical ori-
entations. The more common practice is to offer examples of
misrepresentation as elements in a confirmation strategy
(Nickerson, 1998). The misrepresentations of choice serve as
existence proofs of some fundamental postulate of the theo-
retical approach. The confirmation strategy acts as a directive
influence in selecting the class of misrepresentation for in-
vestigation and a disincentive that discourages consideration
of contrasting accounts generated by rival theories.

PSYCHOPHYSICAL METHODS

The purpose of the remainder of this chapter is to introduce the
reader to a selection of experimental techniques and tools for
theory construction. Wherever possible we do this by referring
new concepts to contemporary experiments and theories. In
this way, the reader will understand the ideas in context. We
recommend the following textbooks and chapters for the
reader who wishes to pursue topics introduced in this section:
Gescheider (1997), Hartmann (1998), Link (1992), Luce and
Krumhansl (1988), Macmillan and Creelman (1991), and
Swets (1996).

Psychophysical methods are indispensable to the advance-
ment of perceptual research. Baird and Noma (1978, p. 1) put
it well:

Psychophysics is commonly defined as the quantitative branch
of the study of perception, examining the relations between ob-
served stimuli and responses and the reasons for those relations.
This is, however, a very narrow view of the influence it has had
on much of psychology. Since its inception, psychophysics has
been based on the assumption that the human perceptual system
is a measuring instrument yielding results (experiences, judg-
ments, responses) that may be systematically analyzed. Because
of its long history (over 100 years [in 1978]), its experimental
methods, data analyses, and models of underlying perceptual
and cognitive processes have reached a high level of refinement.
For this reason, many techniques originally developed in psy-
chophysics have been used to unravel problems in learning,
memory, attitude measurement, and social psychology. In addi-
tion, scaling and measurement theory have adapted these meth-
ods and models to analyze decision making in contexts entirely
divorced from perception.

After Fechner (1860/1996) developed psychophysics, two
kinds of questions were asked: (a) How sensitive are ob-
servers to intensities of stimulation? and (b) How intense do
certain amounts of stimulation appear to observers? The first
question is about thresholds, the second about scaling. Given
the magnitude of these two fields of research and the number
of research tools each has spawned, we have chosen to focus
on the more fundamental problem of observer sensitivity.

The notion of threshold comes from Leibniz’s New Essays
on Human Understanding (1765/1981):

I would prefer to distinguish between perception and being
aware. For instance, a perception of light or colour of which we
are aware is made up of many minute perceptions of which we are
unaware; and a noise which we perceive but do not attend to is
brought within reach of our awareness by a tiny increase or addi-
tion. If the previous noise had no effect on the soul, this minute
addition would have none either, nor would the total. (book 2,
chap. 9, p. 134; see also Leibniz, 1989, p. 295.)
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Herbart (1824/1890) may have been the first to use the Latin
term for threshold, limen, and its German equivalent,
schwelle, to refer to the limit below which a given stimulus
ceases to be perceptible. Although the idea of threshold ap-
pears straightforward, it turns out to be complex. We now ex-
plore the original idea of threshold and show its limitations.
After that we present it in its current form: signal detection
theory.

Threshold Theories

We begin with the simplest threshold theory, to which we will
gradually add elements until it can be confronted with data.

By that point we will have introduced two fundamental ideas:
the receiver operating characteristic (ROC) and the possibil-
ity of disentangling the sensitivity of observers from their
response bias.

Fixed Energy Threshold—Naive Observer

The simplest threshold theory is depicted in Figure 4.1. We
look at the panels from left to right.

Panel 1: Threshold Location. This panel represents
two fundamental ideas: (a) The observer can be in one of two

(3) FALSE ALARM RATE
catch trials

(1)
THRESHOLD LOCATION

(2)
DETECTION PROBABILITY

(5)
ROC CURVE

(4) HIT RATE
signal trials

p(false alarm)

1

0
energyenergy

energy threshold

1

0
energy

hi
t r

at
e

false alarm rate
below

p(hit)

1

0
energy

A. FIXED ENERGY
THRESHOLD—

NAIVE OBSERVER

p(false alarm)

1

0
energy

g

perceptible
(=D-state)

imperceptible
(=D-state)

energy

p(D)

p(D)

1

0
energy

false alarm rate

g

hi
t r

at
e

below

above

STIMULUS
ENERGYp(hit)

1

0
energy

B. FIXED ENERGY
THRESHOLD—

GUESSING
OBSERVER

g

p(false alarm)

1

0
energy

g

energy

mean energy threshold
p(D)

1

0
energy false alarm rate

hi
t r

at
e

low

high

STIMULUS
ENERGYp(hit)

1

0
energy

C. VARIABLE ENERGY
THRESHOLD—

GUESSING
OBSERVER

p(false alarm)

1

0
energy

g
2

g
4

g
1

g
3

p(false alarm)

1

0
energy

g
2

g
4

g
1

g
3

energy

p(D)

1

0
energy

false alarm rate

hi
t r

at
e

g
1

g
2

g
3

g
4

energy

p(D)

1

0
energy

false alarm rate

hi
t r

at
e

g
1

g
2

g
3

g
4

.14

.65

p(hit)

1

0
energy

p(hit)

1

0

.28

.71

 (i) low
 energy

(ii) higher
energy

D. SINGLE 
STIMULUS—

GUESSING RATE
MANIPULATED

perceptible
(=D-state)

imperceptible
(=D-state)

above

STIMULUS
ENERGY

Figure 4.1 High-threshold theories: (A) Fixed energy threshold—naive observer; (B) Fixed energy threshold—sophisticated observer; (C) Variable
energy threshold—sophisticated observer; (D) The effect of manipulating guessing rate: (i) Low-energy stimulus, (ii) high-energy stimulus.
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states D or D�, and (b) on the scale of stimulus energy there is
a fixed value below which observers can never detect a stim-
ulus. Above this threshold, observers always detect it.

Panel 2: Detection Probability. This panel represents
the same idea in more modern terms. This graph represents the
probability of an observer being above the observer thresh-
old—in state D—as a function of stimulus energy. As you
would expect, this probability is 0 below the energy threshold
and 1 above it. The multiple arrows represent stimuli; they are
unfilled if they are at an energy that is below the energy thresh-
old and filled if they are above it.

Panel 3: False Alarm Rate (Catch Trials). Suppose
that the psychophysical experiment we are doing requires the
observers to respond “Yes” or “No” depending on whether
they detected a stimulus or not. This is called a yes-no task.
This panel represents what would happen if on some trials,
called catch trials, we withheld the stimulus without inform-
ing the observers. In Table 4.1 we show the nomenclature of
the four possible outcomes in such an experiment, generated
by two possible responses to two types of stimuli.

According to a naive conception of detection, observers
are “honest”; they would never respond “Yes” on catch trials.
In other words, they would never produce false alarms. That
is why p(fa) = 0 for all values of stimulus energy.

Panel 4: Hit Rate (Signal Trials). This panel shows the
probability that the observer says “Yes” when the signal was
presented (a hit) depends on whether the stimulus energy is
above or below threshold. If it is above threshold, then
p(h) = 1, otherwise p(h) = 0. The function that relates
p(“Yes”), or hit rate, to stimulus energy is called the psycho-
metric function.

Panel 5: The ROC Space. This panel is a plot of the hit
rate as a function of the false-alarm rate. Here, where ob-
servers always respond “No” when in a D� state, there is little
point in such a diagram. Its value will become clear as we
proceed.

Fixed Energy Threshold—Guessing Observer

Instead of assuming naive observers, we next assume sophis-
ticated ones who know that some of the trials are catch trials,
so some of the time they choose to guess. Let us compare this
threshold theory, called high-threshold theory, with the most
unrestricted form of two-state threshold theory (Figure 4.2).
The general theory is unrestricted because it (a) allows ob-
servers to be in either a D state or a D� state on both signal and
catch trials and (b) imposes no restrictions on when guessing
occurs.

In contrast, high-threshold theory (Figure 4.3) has three
constraints: (a) During a catch trial, the observer is always in
a D� state: p(D�catch) = 0. (b) When in a D state, the observer
always says “Yes”: p(“Yes”�D) = 1. (c) When in a D� state,
the observer guesses “Yes” (emits a false alarm) at a rate
p(fa) = g, and “No” at a rate 1 – g. So p(“Yes”�D�) = g. The
theory is represented in Figure 4.1B, whose panels we dis-
cuss one by one.

Panel 1: Threshold Location. Unchanged from the
corresponding panel in Figure 4.1A.

Panel 2: Detection Probability. Unchanged from the
corresponding panel in Figure 4.1A.

Panel 3: Catch Trials. In this panel we show that ob-
servers, realizing that some stimuli are below threshold and
wishing to be right as often as possible, may guess when in a
D� state. This increases the false-alarm rate.

Panel 4: Signal Trials. The strategy depicted here does
not involve guessing when the observers are in a D state. This
panel shows that this strategy increases the observers’ hit
rates when they are in a DD� state, that is, below the energy
threshold. Note that the psychometric function does not rise
from 0 but from g.

Note: With the help of Figure 4.3 we can see that when
signal energy is 0, the hit rate is equal to the false-alarm rate,
g. We begin by writing down the hit rate as a function of
the probability of the observer being in a D state when a
signal is presented, p(D�signal), and the probability of the
observer guessing, that is, saying “Yes” when in a D� state,
p(“Yes”�D�) = g:

p(h) � p(D�signal) � [1 � p(D�signal)]g

� p(D�signal)(1 � g) � g. (1)

When signal energy is 0, p(D�signal) � 0, and therefore
p(h) = g.

TABLE 4.1 Outcomes in a Yes-No Experiment with Signal and 
Catch Trials (and their abbreviations)

Response

Stimulus Class Yes No

Signal Hit (h) Miss (m)
Catch False alarm (fa) Correct rejection (cr) 
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Panel 5: The ROC Diagram. This panel differs from
the corresponding one in Figure 4.1A because the false-alarm
rate has changed. When the observer is in a D� state, p(fa) =
p(h) = g (represented by the unfilled dot); when the observer
is in a D state, p(fa) = g and p(h) = 1.0.

Variable Energy Threshold—Guessing Observer

The preceding versions of threshold theory are idealizations;
step functions are nowhere to be found in psychophysical
data. In response to this realization Jastrow (1888) assumed
that the threshold varies from moment to moment. This con-
ception is depicted in Figure 4.1C.

Panel 1: Threshold Location. The idea that the loca-
tion of a momentary threshold follows a normal density func-
tion comes from Boring (1917). Subsequently, other density
functions were proposed: the lognormal (Gaddum, Allen, &
Pearce, 1945; Thurstone, 1928), the logistic (which is a par-
ticularly useful approximation to the normal; Bush, 1963;
Jeffress, 1973), and the Weibull (Marley, 1989a, 1989b;
Quick, 1974), to mention only three.

Panel 2: Detection Probability. This panel shows that
when the threshold is normally distributed, the probability of
being in a D state follows the cumulative distribution that
corresponds to the density function of the momentary thresh-
old. When that density is normal, this cumulative is some-
times called a normal ogive.

Panel 3: Catch Trials. Unchanged from the corre-
sponding panel in Figure 4.1B.

Panel 4: Signal Trials. The psychometric function
shown in this panel takes on the same shape as the function
that describes the growth of detection probability (Fig-
ure 4.1C, second panel).

Panel 5: The ROC Diagram. Instead of observing two
points in the diagram, as we did when we assumed that the
threshold was fixed, the continuous variation of the psycho-
metric function gives rise to a continuous variation in the hit
rate, while the false-alarm rate remains constant.

Variable Energy Threshold—Variable Guessing Rate

It was a major breakthrough in the study of thresholds when,
in 1953–1954, psychophysicists induced their observers to

vary their guessing rate (Swets, 1996, p. 15). This was a de-
parture from the spirit of early psychophysics, which implic-
itly assumed that observers did not develop strategies. This
manipulation was crucial in revealing the weaknesses of
threshold theory. We see in a moment how this manipulation
is done.

The effect of manipulating the observer’s guessing rate is
shown in Figure 4.1D.

Panel 1: Threshold Location. Unchanged from the cor-
responding panel in Figure 4.1C.

Panel 2: Detection Probability. In this panel the energy
of the stimulus is indicated by a downward-pointing arrow.
The corresponding p(D) is indicated on the ordinate. For rea-
sons we explain in a moment, this value is connected to a
point on the ordinate of the ROC diagram.

Panel 3: Catch Trials. In this panel we assume that we
have persuaded the observer to adopt four different guessing
rates (g1, . . . , g4) during different blocks of the experiment.
The corresponding values are marked on the abscissa (the
false-alarm rate) of the ROC diagram (Figure 4.1D, fifth
panel).

Panel 4: Signal Trials. The general structure of a detec-
tion experiment, assuming two observer states, detect and D�,
is shown in Figure 4.2. In this figure (which is an augmented
version of Figure 4.3) we show how to calculate the hit rate
and the false-alarm rate, as well as which parts of this model
are observable and which are hidden.

Panel 5: The ROC Diagram. In this panel hit rate and
false-alarm rate covary and follow a linear function. In the
note that follows we give the equation of this line and show
that it allows us to estimate p(D�signal), which is the measure
of the signal’s detectability.

Note: If in Equation 1 we let b = p(D�signal) and m =
1 – p(D�signal), and we recall that g = p(“Yes”�D�) = p(fa),
then the equation of the ROC is p(hit) = b + mp(fa), a
straight line. The intercept b gives the measure of the signal’s
detectability: p(D�signal).

We can now understand the importance of the ROC dia-
gram. Regardless of the detection theory we hold, it allows us
to separate two aspects of the observer’s performance: stimu-
lus detectability (or equivalently observer sensitivity) and ob-
server bias. In high-threshold theory these measures are
p(D�signal) and g.
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There are two ways to manipulate an observer’s guessing
rate: (a) Manipulate the probability of a catch trial or (b) use
a payoff matrix. The observers’ goal is to guess whether a
signal or a catch trial occurred; according to high-threshold
theory all they know is they were in D state or D� state (see
Table 4.2).

Observers do not know which type of trial (t1 or t2) caused
the state they are presently experiencing (which we denote
�). Assuming that they know the probabilities of the types of
trial and the probabilities of the states they could be in, they
can use Bayes’s rule for the probability of causes (Feller,
1968, p. 124) to determine the conditional probability of the
cause (type of trial) given the evidence (their state), which is
called the posterior probability of the cause. For example,

p(t1��) � , (2)

where p(t1��) is the posterior probability of t1, p(��t1) and
p(��t2) are likelihoods (of their state given the type of trial),
and p(t1) and p(t2) are the prior probabilities of the types of
trial. In a different form,

� ,
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)
)� is the posterior odds in favor of t1.

In high-threshold theory, the posterior odds in favor of
signal is

� .

Suppose that the observers are in a D state, and they believe
that half the trials are catch trials [p(signal) = p(catch) = .5],
and that the threshold happens to be at the median of the dis-
tribution of energies [p(D�signal) = p(D��signal) = .5], then

� � �.
.5
�
.5

.5
�
0

p(signal�D)
��
p(catch�D)

p(signal)
�
p(catch)

p(D�signal)
��
p(D�catch)

p(signal�D)
��
p(catch�D)

p(t1)�
p(t2)

p(��t1)�
p(��t2)

p(t1��)
�
p(t2��)

p(��t1)p(t1)���
p(��t1)p(t1) � p(��t2)p(t2)

Because the posterior odds in favor of signal are infinite, ob-
servers have no reason to guess. But if they are in a D� state
and hold the same beliefs, then the posterior odds are

� � .5,

or p(signal�D�) = �
1
3�, that is, they should believe that one third

of the D� trials will be signal trials, and they will increase the
number of correct responses by guessing.

We can use two methods to induce observers to change
their guessing rate.

Prior Probabilities. In the example above, the prior
odds were 1. If we change these odds, that is, increase or
decrease the frequency of signal trials, the posterior probabil-
ity of signal in D� state will increase or decrease correspond-
ingly. As a result the observer’s guessing rate will increase or
decrease.

Payoff Matrix. We can also award our observers points
(which may correspond to tangible rewards) for each of the
outcomes of a trial (Table 4.1), as the examples in Table 4.3
show.

We could reward them for correct responses by giving
them B(h) or B(cr) points for hits or correct rejections, and
punish them for errors by subtracting C(fa) or C(m) points for
false alarms or a misses. To simplify Table 4.3 we set C(fa) =
C(m) = 0. It is easy to see that when we bias the observer to-
ward “Yes,” the guessing rate will increase, and when we bias
the observer toward “No,” it will decrease.

The ROC curve is a particular case of a general framework
for thinking about perception—the Bayesian approach to
perception. It is summarized in Figure 4.4 (Mamassian,
Landy, & Maloney, in press).

This diagram represents a prescriptive framework: how
one should make decisions. Bayes’s rule is the correct way to
combine background information with present data. Further-
more, there is a considerable body of work on the correct way
to combine the resulting posterior distribution with informa-
tion about costs and benefits of the possible decisions (the

.5
�
.5

.5
�
1

p(signal�D�)
��
p(catch�D�)

TABLE 4.2 The Observer’s Decision Problem in High-Threshold
Theory

Observer State

Stimulus D D�

Signal p(D�signal) p(DD��signal)
Catch p(D�catch) p(D��catch)

TABLE 4.3 Payoff Tables for Responses to Signal and Catch 
Trials (in points)

General
Bias Toward

Case “Yes” “No” No Bias

Response

Stimulus “Yes” “No” “Yes” “No” “Yes” “No” “Yes” “No”
Signal B(h) C(m) 2 0 1 0 1 0
Catch C(fa) B(cr) 0 1 0 2 0 1
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gain function in Figure 4.4). When it is used as a prescriptive
framework, it is called an ideal observer.

Observers in the laboratory, or parts of the visual system,
are not subject to prescriptions. What they actually do is
shown in Figure 4.5, which is a descriptive framework: how
observers (or, more generally, systems) actually make deci-
sions (Kubovy & Healy, 1980; Tanner & Sorkin, 1972).

The diagram identifies four opportunities for the observer
to deviate from the normative model:

1. Observers do not know the likelihood function or the prior
probabilities unless they learned them. They are unlikely
to have learned them perfectly; that is why we have
replaced the “likelihood function” and the “prior distribu-
tions” of Figure 4.4 with their subjective counterparts.

2. Instead of combining the “likelihood function” and the
“prior distributions” by using Bayes’s rule, we assume
that the observer has a computer that combines the subjec-
tive counterparts of these two sources of information. This
computer may not follow Bayes’s rule.

3. The subjective gain function may not simply reflect the
payoffs. Participants in an experiment may not only desire
to maximize gain; they may also be interested in exploring
the effect of various response strategies.

4. Instead of combining the “posterior distribution” with the
“gain function” in a way that will maximize gain, we as-
sume that the observer has a biaser that combines the sub-
jective counterparts of these two sources of information.

Problems with Threshold Theories

We have seen that the ROC curve for high-threshold theory is
linear. Such ROC curves are never observed. Let us consider
an example. In the animal behavior literature, a widely
accepted theory of discrimination was equivalent to high-
threshold theory. Cook and Wixted (1997) put this theory to a
test in a study of six pigeons performing a texture discrimi-
nation. On each trial the pigeons were show one of many po-
tential texture patterns on a computer screen (Figure 4.6).

In some of these patterns all the texture elements were iden-
tical in shape and color. Such patterns were called Same (Fig-
ure 4.6D). In the other patterns some of the texture elements

Observer’s
Likelihood
Function

Observer’s
Prior

Distributions

Observer’s
Posterior

Distribution
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Gain

Function

Response

Previous
Stimuli

Bayes’s
Theorem
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Figure 4.5 Bayesian inference (descriptive).
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Figure 4.4 Bayesian inference (prescriptive).
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differed in color (Figure 4.6A), shape (Figure 4.6B), or both
(Figure 4.6C); they were called Different. In the test chamber
two food hoppers were available; one of them delivered food
when the texture was Same, the other when the texture was
Different. Choosing the Different hopper can be taken to be
analogous to a “Yes” response, and choosing the Same hopper
analogous to a “No” response. To produce ROC curves, Cook
and Wixted (1997) manipulated the prior probabilities of
Same and Different patterns. The ROC curves were nonlinear,
as Figure 4.7 shows.

Signal Detection Theory

Nonlinear ROC curves require a different approach to the
problem of detection, called signal detection theory, summa-
rized in Figure 4.8. The key innovation of signal detection
theory is to assume that (a) all detection involves the detec-
tion of a signal added to background noise and (b) there is no
observer threshold (as we will see, this does not mean that
there is no energy threshold).

(A) Color display (B) Shape display

(C) Redundant display (D) Same display

Figure 4.6 Illustrative examples of the many color, shape, and redundant Different and Same displays used in
the experiments of Cook and Wixted (1997), after their Figure 4.3 and figures available at http://www.pigeon.
psy.tufts.edu/jep/sdmodel/htm (accessed January 2, 2002). See insert for color version of this figure.

p(hit)

1.0
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0.4
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0.0
0.0 0.2 0.4 0.6 0.8 1.0

p(false alarm)

Figure 4.7 The ROC curve of shape discrimination for Ellen, one of the pi-
geons in the Cook and Wixted (1997) experiments. Circle: equal prior prob-
abilities for Same and Different textures. Squares: prior probability favored
Different. Triangles: prior probability favored Same. Redrawn from authors’
Figure 5.
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Variable Criterion

The observers’ task is to decide on every trial whether it was
a signal trial or a catch trial. The only evidence they have
is the stimulus, �, which could have been caused by N or SN.
As with high-threshold theory, they could use Bayes’s rule to
calculate the posterior probability of SN,

p(SN��) � .

The expressions �(��SN) and �(��N), explained in Figure 4.8E,
are called likelihoods. (We use the notation �(�) rather than
p(�), because it represent a density, not a probability.) They
could also calculate the posterior odds in favor of SN,

� .
p(SN)
�
p(N)

�(��SN)
�
�(��N)

p(SN��)
�
p(N��)

�(��SN)p(SN)
���
�(��SN)p(SN) � �(��N)p(N)
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Figure 4.8 Signal detection theory.

Signal Added to Noise

According to signal detection theory a catch trial is not
merely the occasion for the nonpresentation of a stimulus
(Figures 4.8A and 4.8B). It is the occasion for the ubiquitous
background noise (be it neural or environmental in origin) to
manifest itself. According to the theory, this background
noise fluctuates from moment to moment. Let us suppose that
this distribution is normal (Egan, 1975, has explored alterna-
tives), with mean 	N and standard deviation 
N (N stands
for the noise distribution). On signal trials a signal is added to
the noise. If the energy of the signal is d, its addition will pro-
duce a new fluctuating stimulus, whose distribution is also
normal but whose mean is 	SN = 	N + d (SN stands for the
signal + noise distribution). The standard deviations are
identical, 
SN = 
N. If we let d� = �



d

N
�, then d� = �

	SN



�

N

	N�.
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(We need not assume that observers actually use Bayes’s rule,
only that they have a sense of the prior odds and the likeli-
hood ratios, and that they do something akin to multiplying
them.)

Once the observers have calculated the posterior probabil-
ity or odds, they need a rule for saying “Yes” or “No.” For ex-
ample, they could choose to say “Yes” if p(SN��) ≥ .5. This
strategy is by and large equivalent to choosing a value of �
below which they would say “No,” and otherwise they would
say “Yes.” This value of �, �c, is called the criterion.

We have already seen how we can generate an ROC curve
by inducing observers to vary their guessing rates. These
procedures—manipulating prior probabilities and payoffs—
induce the observers to vary their criteria (Figures 4.8C and
4.8D) from lax (�c is low, hit rate and false-alarm rate are
high) to strict (�c is high, hit rate and false-alarm rate are
low), and produce the ROC curve shown in Figure 4.8F.
Different signal energies (Figure 4.8G) produce different
ROC curves. The higher d, the further the ROC curve is from
the positive diagonal.

The ROC Curve; Estimating d�

The easiest way to look at signal detection theory data is to
transform the hit rate and false-alarm rate into log odds. To
do this, we calculate H = k ln �1 �

p(h
p
)
(h)� and F = k ln �1 �

p(f
p
a
(
)
fa)�,

where k = �
�
�

3�� = 0.55133 (which is based on a logistic approx-
imation to the normal). The ROC curve will often be linear
after this transformation. We have done this transformation
with the data of Cook and Wixted (1997; see Figure 4.9).

If we fit a linear function, H = b + mF, to the data, we
can estimate d = �m

b
� and 
SN = �m

1
�, the standard deviation of

the SN distribution (assuming 
N = 1). Figure 4.9 shows
these computations. (This analysis is not a substitute for more
detailed and precise ones, such as Eng, 2001; Kestler, 2001;
Metz, 1998; Stanislaw & Todorov, 1999.)

Energy Thresholds and Observer Thresholds

It is easy to misinterpret the signal detection theory’s as-
sumption that there are no observer thresholds (a potential
misunderstanding detected and dispelled by Krantz, 1969).
The assumption that there are no observer thresholds means
that observers base their decisions on evidence (the likeli-
hood ratio) that can vary continuously from 0 to infinity. It
need not imply that observers are sensitive to all signal ener-
gies. To see how such a misunderstanding may arise, consider
Figures 4.8A and 4.8B. Because the abscissas are labeled
“energy,” the panels appear to be representations of the input
to a sensory system. Under such an interpretation, any signal
whatsoever would give rise to a signal + noise density that
differs from the noise density, and therefore to an ROC curve
that rises above the positive diagonal.

To avoid the misunderstanding, we must add another layer
to the theory, which is shown in Figure 4.10. Rows (a) and (c)
are the same as rows (a) and (b) in Figure 4.8. The abscissas
in rows (b) and (d) in Figure 4.10 are labeled “phenomenal
evidence” because we have added the important but plausible
assumption that the distribution of the evidence experienced
by an observer may not be the same as the distribution of
the signals presented to the observer’s sensory system (e.g.,
because sensory systems add noise to the input, as Gorea &
Sagi, 2001, showed). Thus in row (b) we show a case where
the signal is not strong enough to cause a response in the ob-
server: the signal is below this observer’s energy threshold.
In row (d) we show a case of a signal that is above the energy
threshold.

Some Methods for Threshold Determination

Method of Limits

Terman and Terman (1999) wanted to find out whether retinal
sensitivity has an effect on seasonal affective disorder (SAD;
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Figure 4.9 Simple analysis of the Cook and Wixted (1997) data.
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Figure 4.10 Revision of Figure 4.8 to show that energy thresholds are compatible with the absence of an observer threshold.

reviewed by Mersch, Middendorp, Bouhuys, Beersma, &
Hoofdakker, 1999). To determine an individual’s retinal sensi-
tivity, they used a psychophysical technique called the method
of limits and studied the course of their dark adaptation (for a
good introduction, see Hood & Finkelstein, 1986, §4).

Terman and Terman (1999) first adapted the participants to
a large field of bright light for 5 min. Then they darkened the
room and turned on a dim red spot upon which the partici-
pants were asked to fix their gaze (Figure 4.11). Because they
wanted to test dark adaptation of the retina at a region that
contained both rods and cones, they tested the ability of the
participants to detect a dim, intermittently flashing white disk
below that fixation point. Every 30 s, the experimenter grad-
ually adjusted the target intensity upward or downward and
then asked the participant whether the target was visible.
When target intensity was below threshold (i.e., the partici-
pant responded “no”) the experimenter increased the inten-
sity until the response became “yes.” The experimenter then
reversed the progression until the subject reported “no.”
Figure 4.12 shows the data for one patient with winter
depression. The graph shows that the transition from “no”
to “yes” occurs at a higher intensity than the transition from
“yes” to “no.” This is a general feature of the method of lim-
its, and it is a manifestation of a phenomenon commonly seen
in perceptual processes called hysteresis.

16

7

red fixation dot

flashing disk
(750 ms on,
750 ms off)

Figure 4.11 Display for the seasonal affective disorder experiment
(Terman & Terman, 1999). Rules of thumb: 20° of visual angle is the width
of a hand at arm’s length; 2° is the width of your index finger at arm’s length.
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Terman and Terman (1999) overcame the problem of hys-
teresis by taking the mean of these two values to characterize
the sensitivity of the participants. The cone and rod thresh-
olds of all the participants were lower in the summer than in
the winter. However, in winter the 24 depressed participants
were more sensitive than were the 12 control participants.
Thus the supersensitivity of the patients in winter may be one
of the causes of winter depression.

Method of Constant Stimuli

Barraza and Colombo (2001) wanted to discover conditions
under which glare hindered the detection of motion. Their
stimulus is one commonly used to explore motion thresholds:
a drifting sinusoidal grating, illustrated in Figure 4.13
(Graham, 1989, §2.1.1, defines such gratings).

The lowest velocity at which such a grating appears to be
drifting consistently is called the lower threshold of motion

Figure 4.12 Visual detection threshold during dark adaptation for a patient with winter depres-
sion. The curves are exponential functions for photopic (cone) and scotopic (rod) segments of dark
adaptation. Source: From “Photopic and scotopic light detection in patients with seasonal affec-
tive disorder and control subjects,” by J. S. Terman and M. Terman, 1999, Biological Psychiatry,
46, Figure 1. Copyright 1999 by Society of Biological Psychiatry. Reprinted with permission.
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Figure 4.13 (A) The sinusoidal grating used by Barraza and Colombo (2001) drifted to the right or to the
left at a rate that ranged from about one cycle per minute (0.0065 cycles per second, or Hz) to about one cycle
every 3.75 s (0.0104 Hz). The grating was faded in and out, as shown in Figure 4.14. It is shown here with ap-
proximately its peak contrast. (B) The luminance profile of a sinusoidal grating, and its principal parameters.

[Image not available in this electronic edition.]
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(LTM). To determine the LTM, Barraza and Colombo (2001)
showed the observers two gratings in succession. One was
drifting to the right, and the other was drifting to the left. The
observer had to report whether the first or the second interval
contained the leftward-drifting grating. Such tasks are called
forced-choice tasks. More specifically, this is an instance of
a temporal two-alternative forced-choice task (2AFC; to
learn more about forced-choice designs, see Macmillan &
Creelman, 1991, chap. 5, and Hartmann, 1998, chap. 24).

To simulate the effect of glare, Barraza and Colombo
(2001) used an incandescent lamp located 10° away from the
observer’s line of sight. On each trial, they first turned on the
glare stimulus, and then after a predetermined interval of
time, they showed the drifting grating. Because neither the
glare stimulus nor the grating had an abrupt onset, they de-
fined the effective onset of each as the moment at which the
stimulus reached a certain proportion of its maximum effec-
tiveness (as shown in Figure 4.14). The time interval between
the onset of two stimuli is called stimulus-onset asynchrony
(SOA). In this experiment the SOA between the glare stimu-
lus and the drifting grating took on one of five values: 50,
150, 250, 350, or 450 ms.

Barraza and Colombo (2001) were particularly interested
in determining whether the moments just after the glare stim-
ulus was turned on were the ones at which the glare was the
most detrimental to the detection of motion (i.e., it caused
the LTM to rise). To measure the LTM for each condition,
they used the method of constant stimuli: They presented the
gratings repeatedly at a given drift velocity so that they could

estimate the probability that the observer could discriminate
between left- and right-drifting gratings.

To calculate the LTM, they plotted the proportion of cor-
rect responses for a given SOA as a function of the rate at
which the grating drifted (Figure 4.15, top panel). They then
fitted a Weibull function to these data and determined the
LTM by finding the grating velocity that corresponded to
80% correct responses (dashed lines). Although there is no
substitute for publishing the best-fitting normal, logistic, or
Weibull distribution function to such data (using logistic re-
gression for a logistic distribution or a probit model for the
normal; Agresti, 1996), the easiest way to look at such data is
to transform the percentage of correct data into log odds. Let
us denote motion frequency by f and the corresponding
proportion of correct responses by �( f ). We plot the log-odds
of being right (using the natural logarithm, denoted by ln) as
a function of f. In other words, we fit a linear function,
ln �1 �

�(
�
f
(
)
f )� = � + �f, to the data obtained. Figure 4.15, bot-

tom panel, shows the results. Fitting the linear regression
does not require specialized software, and the results are
usually close to estimates obtained with more complex fitting
routines.

Adaptive Methods

Adaptive methods combine the best features of the method
of limits and forced-choice procedures. Instead of exploring
the response to many levels of the independent variable, as in
the method of constant stimuli, adaptive methods quickly
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Figure 4.14 Scheme of presentation of glare and test stimulus in a trial for a 250-ms value of SOA. After
Barraza and Colombo (2001, Figure 1).
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converge onto the region around the threshold. In this they
resemble the method of limits. But adaptive methods do not
suffer from hysteresis, which is characteristic of the method
of limits.

For example, Näsänen, Ojanpää, and Kojo (2001) used a
staircase procedure (Wetherill & Levitt, 1965) to study the
effect of stimulus contrast on observers’ ability to find a letter
in an array of numerals (Figure 4.16). The display was first
presented at a duration of 4 s. After three consecutive correct
responses, its duration was reduced by a factor of 1.26
(log 1.26 � 0.1), and after each incorrect response the dura-
tion was increased by the same factor. As a result, the dura-
tion was halved in three steps (4, 3.17, 2.52, 2.00, . . . ,
0.10, . . . , s), or doubled (4, 5, 6.4, 8, . . . , s). When the se-
quence reversed from ascending to descending (because
of consecutive correct responses) or from descending to as-
cending (because of an error), a reversal was recorded. The

procedure was stopped after eight reversals. The length of the
procedure ranged from 30 to 74 trials. Since the durations
were on a logarithmic scale, the threshold was computed by
taking the geometric mean of the eight reversal durations.

What does this staircase procedure estimate? It estimates
the array duration for which the observer can correctly iden-
tify the letter among the digits 79% of the time (pc  =  .79).
Let us see why. Suppose that we are presenting the array at an
observer’s threshold duration. At this level, the procedure has
the same chance of (a) going down after three correct re-
sponses as it has of (b) going up after one error. So pc

3 =
1 – p c = .5, which gives pc = �

3
.5� � .79 (for further study:

Hartmann, 1998; Macmillan & Creelman, 1991).
Näsänen et al. (2001) varied the contrast of the letters and

the size of the array. The measure of contrast they used is
called the Michelson contrast: c = �

L
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x
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L
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i

i

n

n
�, where Lmax is

the maximum luminance (in this case the background lumi-
nance), and Lmin is the minimum luminance (the luminance of
the letters). In the notation of Figure 4.14, L0 + mL0 = Lmax

and L0 – mL0 = Lmin. Figure 4.17 shows that search time de-
creased when set size was decreased and when contrast was
increased. Using an eye tracker, the authors also found that
the number of fixations and their durations decreased with in-
creasing contrast, from which they concluded that “visual
span, that is, the area from which information can be col-
lected in one fixation, increases with increasing contrast”
(Näsänen et al., 2001, p. 1817).
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Figure 4.15 The psychometric function for one condition of the experi-
ment and one observer: proportion of correct responses (percentage) as a
function of grating-motion velocity. Top: The curve fitted to the data is a
Weibull function. Bottom: The proportion of correct responses is trans-
formed into log-odds, resulting in a function that is approximately linear.
(A graph much like the one in the top panel was kindly provided by José
Barraza, personal communication, July 26, 2001.)
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Figure 4.16 The largest search array (10 × 10 characters) used by
Näsänen et al. (2001). The observer was to find a letter in this array and
respond by clicking on the appropriate field in the two columns on the left.
Source: From “Effect of stimulus contrast on performance and eye move-
ments in visual search,” by R. Näsänen, H. Ojanpää, and I. Kojo, 2001,
Vision Research, 41, Figure 1. Copyright 2001 by Elsevier Science Ltd.
Reprinted with permission.
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Figure 4.17 Threshold search times as a function of the contrast of the
letters against the background (Näsänen et al., 2001). Each point is the mean
of three threshold estimates. Source: From “Effect of stimulus contrast
on performance and eye movements in visual search,” by R. Näsänen,
H. Ojanpää, and I. Kojo, 2001, Vision Research, 41, Figure 2 (partial).
Copyright 2001 by Elsevier Science Ltd. Reprinted with permission.

THE “STRUCTURE” OF THE VISUAL
ENVIRONMENT AND PERCEPTION

Regularities of the Environment

As we saw earlier, the contemporary view of perception
maintains that perceptual theory requires that we understand
both our environment and the perceiver. In the preceding
section we reviewed some methods used to measure the per-
ceptual capacity of perceivers. In this section we turn our
attention to the environment and ask how one can determine
(a) the regularities of the environment and (b) the extent to
which perceivers use them.

The structure of the environment and the capacities of the
perceiver are not independent. When researchers look for sta-
tistical regularities in the environment, they are guided by be-
liefs about the aspects of the environment that are relevant to
perception. These beliefs are based on the phenomenology of
perception as well as on psychophysical and neural evidence.
We see that insights from the phenomenology and neuro-
science of vision interact to establish a correspondence be-
tween the structure of the environment and the mechanisms
of perception.

The phenomenology of perception, championed by Gestalt
psychologists and their successors in the twentieth century
(Ellis, 1936; Kanizsa, 1979; Koffka, 1935; Köhler, 1929;
Kubovy, 1999; Kubovy & Gepshtein, in press; Wertheimer,
1923), is a prominent source of ideas about the kinds of in-
formation the visual system seeks in the environment. The
Gestaltist program of research revealed many examples of

correlation between the relational properties of visual stimu-
lation and visual experience. The Gestalt psychologists
believed that the regularities of experience arise in the brain
by virtue of the intrinsic properties of the brain, indepen-
dent of the regularities of the environment. On this view,
the experience-environmental correlation occurs because the
brain is a physical system, just as the environment is, and
hence they operate along the same dynamic principles.

This Gestalt approach—known as psychophysical isomor-
phism—has been criticized by many, including Brunswik
(1969), who nevertheless considered the factors of perceptual
organization discovered by the Gestalt psychologists as
“guides to the life-relevant properties of the remote environ-
mental objects.” Brunswik and Kamiya (1953, pp. 20–21)
argued that

the possibility of such an interpretation [of the factors of percep-
tual organization] hinges upon the “ecological validity” of these
factors, that is, their objective trustworthiness as potential indi-
cators of mechanical or other relatively essential or enduring
characteristics of our manipulable surroundings.

Brunswik anticipated the modern interest in the statistical
regularities of the environment by several decades; he was
the first (Barlow, in press; Geisler, Perry, Super, & Gallogly,
2001) to propose ways of measuring these regularities
(Brunswik & Kamiya, 1953).

Another prominent champion of environmental factors in
perception was James J. Gibson, whose ecological realism
we reviewed earlier. We will only add here that Gibson de-
rived his ecological optics from an analysis of environment
that is hard to classify as other than phenomenological.
Epstein and Hatfield (1994, p. 174) put it clearly:

We cannot shake the impression that “the world of ecological re-
ality” is largely coextensive with the world of phenomenal real-
ity, and that the description of ecological reality, although
couched in the language of “ecological physics,” nonetheless is
an exercise in phenomenology. . . . Gibson’s distinction between
ecological reality and physical reality parallels the Gestalt dis-
tinction between the behavioral environment and geographical
environment.

Besides visual phenomenology, an important source of
ideas about the information relevant for visual perception is
visual neuroscience. The evidence of visual mechanisms
selective to particular “features” of stimulation (such as the
orientation, spatial frequency, or direction of motion of lumi-
nance edges) suggests the aspects of stimulation in which the
brain is most interested. As we mentioned earlier, this line of
thought can be challenged by the level of analysis argument:
Particular features could be optimal stimuli for single cells

[Image not available in this electronic edition.]
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not because the low-level features themselves are of interest
for perception, but because these features make convenient
stepping-stones for the detection of higher order features in
the stimulation.

The view of a perceptual system as a collection of devices
sensitive to low-level features of stimulation raises the diffi-
cult question of how such features are combined into the
meaningful entities of our visual experience. This question,
known as the binding problem, has two aspects: (a) How does
the brain know which similar features (such as edges of a
contour) belong to the same object in the environment? and
(b) How does the brain know which different features (e.g.,
pertaining to the form and the color) should be bound into the
representation of a single object? These questions could not
be answered without understanding the statistics of optical
covariation (MacKay, 1986), as we argue in the next section.
That the visual system uses such statistical data is suggested
by physiological evidence that visual cortical cells are con-
currently selective for values on several perceptual dimen-
sions rather than being selective to a single dimension
(Zohary, 1992). We now briefly review the background
against which the idea of optical covariation has emerged in
order to prepare the ground for our discussion of contempo-
rary research on the statistics of natural environment.

Redundancy and Covariation

Following the development of the mathematical theory of
communication and the theory of information (Shannon &
Weaver, 1949; Wiener, 1948; see also chapter by Proctor and
Vu in this volume), mathematical ideas about information-
handling systems began to influence the thinking of researchers
of perception. Although the application of these ideas to per-
ception required a good deal of creative effort and insight, the
resulting theories of perception looked much like the theories
of human-engineered devices, “receiving” from the environ-
ment packets of “signals” through separable “channels.”
Whereas the hope of assigning precise mathematical meaning
to such notions as information, feedback, and capacity was to
some extent fulfilled with respect to low-level sensory
processes (Graham, 1989; Watson, 1986), it gradually became
clear that a rethinking of the ideas inspired by the theory of
communication was in order (e.g., Nakayama, 1998).

An illuminating example of such rethinking is the evolu-
tion of the notion of redundancy reduction into the notion of
redundancy exploitation (see Barlow, 2001, in press, for a
firsthand account of this evolution). The notion of redundancy
comes from Shannon’s information theory, where it was a
measure of nonrandomness of messages (see Attneave, 1954,
1959, p. 9, for a definition). In a structureless distribution of

luminances, such as the snow on the screen of an untuned TV
set, the are no correlations between elements in different parts
of the screen. In a structure-bearing distribution there exist
correlations (or redundancy) between some aspects of the dis-
tribution, so that we can to some extent predict one aspect of
the stimulation from other aspects. As Barlow (2001) put it,
“any form of regularity in the messages is a form of redun-
dancy, and since information and capacity are quantitatively
defined, so is redundancy, and we have a measure for the
quantity of environmental regularities.”

On Attneave’s view, and on Barlow’s earlier view, a pur-
pose of sensory processing was to reduce redundancy and
code information into the sensory “channels of reduced
capacity.” After this idea dominated the literature for several
decades, it has become increasingly clear—from factual evi-
dence (such as the number of neurons at different stages of
visual processing) and from theoretical considerations (such
as the inefficiency of the resulting code)—that the redun-
dancy of sensory representations does not decrease in the
brain from the retina to the higher levels in the visual path-
ways. Instead, it was proposed that the brain exploits, rather
than reduces, the redundancy of optical stimulation.

According to this new conception of redundancy, the brain
seeks redundancy in the optical stimulation and uses it for a
variety of purposes. For example, the brain could look for a
correlation between the values of local luminance and retinal
distances across the scene (underwriting grouping by prox-
imity; e.g., Ruderman, 1997), or it could look for correlations
between local edge orientations at different retinal locations
(underwriting grouping by continuation; e.g., Geisler et al.,
2001). The idea of discovering such correlations between
multiple variables is akin to performing covariational analy-
sis on the stimulation. MacKay (1986, p. 367) explained the
utility of covariational analysis:

The power of covariational analysis—asking “what else hap-
pened when this happened?”—may be illuminated by its use in
the rather different context of military intelligence-gathering. It
becomes effective and economical, despite its apparent crudity,
when the range of possible states of affairs to be identified is rel-
atively small, and when the categories in terms of which covari-
ations are sought have been selected or adjusted according to the
information already gathered. It is particularly efficacious where
many coincidences or covariations can be detected cheaply in
parallel, each eliminating a different fraction of the set of possi-
ble states of affairs. To take an idealized example, if each obser-
vation were so crude that it eliminated only half of the range of
possibilities, but the categories used were suitably orthogonal-
ized (as in the game of “Twenty questions”), only 100 parallel
analyzers would be needed in principle to identify one out of
2100, or say 1030, states of affairs.



112 Foundations of Visual Perception

In the remainder of this chapter we explore an instance of
covariational analysis applied by Geisler et al. (2001) to
grouping by good continuation (Field, Hayes, & Hess, 1993;
Wertheimer, 1923). We see how Geisler et al. used this analy-
sis to ask whether the statistics of contour relationships in
natural images correspond to the characteristics of the per-
ceptual processes of contour grouping in human observers.

Co-occurrence Statistics of Natural Contours

Geisler et al. (2001) used the images shown in Figure 4.18 as
a representative sample of visual scenes. In these images they
measured the statistics of relations between contour segments.
In every image they found contour segments, called edge
elements, using an algorithm that simulated the properties of
neurons in the primary visual cortex that are sensitive to edge
orientations. This produced for every image a set of loca-
tions and orientations for each edge element. Figure 4.19A
shows an example of an image with the selected edge ele-
ments (discussed later). Geisler et al. submitted these data to a
statistical analysis of relative orientations and distances be-
tween every possible pair of edges within every image. We
now consider what relations between the edge elements the

authors measured and how they constructed the distributions
of these relations.

The geometric relationship between a pair of edge elements
is determined by three parameters explained in Figure 4.20.
The relative position of element centers is specified by two pa-
rameters: distance between element centers, d, and the direc-
tion of the virtual line connecting elements centers, �. The
third parameter, �, measures the relative orientation of the ele-
ments, called orientation difference. For every edge element in
an image, Geisler et al. (2001) considered the pairs of this
element with every other edge elements in the image and,
within every pair, measured the three parameters: d, �, and �.
The authors repeated this procedure for every edge element in
the image and obtained the probability of every magnitude of
the three parameters of edge relationships. They called the
resulting quantity the edge co-occurrence (EC) statistic,
which is a three-dimensional probability density function,
p(d, �, �), as we explain later. Geisler et al. used two methods
to obtain edge co-occurrence statistics: One was independent
of whether the elements belonged to the same contour or not,
whereas the other took this information into account. The
authors called the resulting statistics absolute and Bayesian,
respectively. We now consider the two statistics.

Absolute Edge Co-occurrence

This EC statistic is called absolute because it does not depend
on the layout of objects in the image. In other words, those
edge elements that belonged to different contours in the
image contributed to the absolute EC statistic to the same ex-
tent as did the edge elements that belonged to the same con-
tour. As Geisler et al. (2001) put it, this statistic was measured
“without reference to the physical world.”

Figures 4.19B and 4.19C show two properties of absolute
EC statistic averaged across the images. Because the covaria-
tional analysis used by Geisler et al. (2001) concerns a relation
between three variables, the results are easier to understand
when we think of varying only one variable at a time, while
keeping the two other variables constant.

Consider first Figure 4.19B, which shows the most fre-
quent orientation differences for a set of 6 distances and 36
directions of edge-element pairs. To understand the plot,
imagine a short horizontal line segment, called a reference el-
ement, in the center of a polar coordinate system (d, �). Then
imagine another line segment—a test element—at a radial
distance dt and direction �t from the reference element. Now
rotate the test element around its center until it is aligned with
the most likely orientation difference � at this location. Then
color the segment, using the color scale shown in the figure,
to indicate the magnitude of the relative probability of this
most likely orientation difference. (The probability is called

Figure 4.18 The set of sample images used by Geisler et al. (2001).
Source: From “Effect of stimulus contrast on performance and eye move-
ments in visual search,” by R. Näsänen, H. Ojanpää, and I. Kojo, 2001,
Vision Research, 41, Figure 2 (partial). Copyright 2001 by Elsevier Science
Ltd. Reprinted with permission.

[Image not available in this electronic edition.]



The “Structure” of the Visual Environment and Perception 113

“relative” to indicate that it was normalized such that the
highest probability in the plot was 1.0). Figure 4.19B, which
shows such orientation differences, demonstrates that for
6 distances and 36 directions of the test element, the edge
elements are likely to be roughly parallel to the reference
element. Geisler et al. (2001, p. 713) concluded,

This result shows that there is a great deal of parallel structure in
natural images, presumably due to the effects of growth and
erosion (e.g., the parallel sides of a branch, parallel geological
strata, etc.), perspective projection (e.g., the elongation of sur-
face markings due to slant), shading (e.g., the illumination of a
branch often produces a shading contour parallel to the side of
the branch), and so on.

Now consider Figure 4.19C, which shows the most fre-
quent directions for the same set of distances and directions of
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Figure 4.20 Parameters of the relationship between two edge elements:
distance d, direction �, and orientation difference �. Source: Copyright
2001 by Elsevier Science Ltd. Reprinted with permission.

edge element pairs as in Figure 4.19B. To understand this plot,
imagine you choose a test element under an orientation differ-
ence � and a distance d and rotate it around the center of polar
coordinates (i.e., along a circumference with radius d) until it
finds itself at the most likely direction � for the given distance
and orientation difference. Figure 4.19C shows that in the re-
sulting pattern the test elements are approximately cocircular
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with the reference elements; that is, the most likely edge ele-
ments can be connected through the contours of minimal
change of curvature. Geisler et al. (2001, p. 713) concluded
that the absolute EC statistic “reflects the relatively smooth
shapes of natural contours, and . . . provides direct evidence
that the Gestalt principle of good continuation has a general
physical basis in the statistics of the natural world.”

The authors reported that the same “basic pattern” as in
Figures 4.19B and 4.19C occurred in the statistics obtained
from all the images, as well as in the analysis of edges under
different spatial scales. As a control, the authors ascertained
that in the images containing random patterns (white noise),
the absolute statistic of EC was random.

Bayesian Edge Co-occurrence

Before we explain this statistic, let us briefly recall the rele-
vant ideas of Bayesian inference, which we have already
encountered in the section on signal detection theory. In the
context of a detection experiment, we saw that when observers
generate two hypotheses about the state of affairs in the world
(“noise trial” vs. “signal plus noise trial”) the relevant evi-
dence can be measured by taking the ratio of the likelihoods of
events associated with the two hypotheses (Figure 4.8E). The
resulting quantity (the likelihood ratio) can be compared with
another quantity (the criterion) to adjudicate between the
hypotheses.

Similar to the conditions of a detection experiment, in mea-
suring the EC statistics one can pit two hypotheses against
each other with respect to every pair of edge elements: C, “the
elements belong to the same contour” and ~C, “the elements
do not belong to the same contour.” The relevant evidence can
be expressed in the form of a likelihood ratio:

�(d, �, �) � , (3)

where p(d, �, ��C) and p(d, �, ��~C) are the conditional
probabilities of a particular relationship {d, �, �} between
edge elements to occur, when the elements belong or do not
belong to the same contour, respectively. (We explain how to
obtain the criterion in a moment.)

Geisler et al. (2001) measured the likelihood ratio for
every available relationship {d, �, �} as follows. In every
image, observers were presented with a set of highlighted
pixels (colored red in the example image in Figure 4.19A)
corresponding to the centers of edge elements detected in the
image. Using a computer mouse, observers assigned sets of
highlighted pixels to the perceived contours in the image.
Thus observers reported about the belongingness of edge
elements to contours in every image. With this information

p(d, �, ��C)
��
p(d, �, ���C)

Geisler et al. conditionalized the absolute probabilities of EC
by whether the edge elements within every pair belonged to
the same contour or not, that is, to obtain the likelihoods
p(d, �, ��C) and p(d, �, ��~ C).

The resulting distribution of L(d, �, �) is shown in Fig-
ure 4.19D, again using a color scale, averaged across all
the sample images and two observers. (The two observers
largely agreed about the assignment of edges to contours,
with the correlation coefficient between the two likelihood
distributions equal to .98.) In contrast to the plots of absolute
statistics in Figures 4.19B and 4.19C, the plot of conditional
EC in Figure 4.19D shows all 36 orientations at every loca-
tion in the system of coordinates (d, �). The distribution of
L(d, �, �) shows that edge elements are more likely to
belong to the same contour than not (when L[d, �, �] > 1.0,
labeled from green to red in Figure 4.19D), within two sym-
metrical wedge-shaped regions on the sides of the reference
edge element.

Why measure the Bayesian statistic of EC in addition to the
absolute statistics? The Bayesian statistic allows one to con-
struct a normative model (i.e., a prescriptive ideal observer
model; Figure 4.4) of perceptual grouping of edge elements.
Besides informing us on how the properties of element rela-
tions covary in natural images (which is already accomplished
in absolute statistics), the Bayesian statistic tells us how the
covariance of edge elements connected by contours differs
from the covariance of edge elements that are not connected.
As a result, the Bayesian statistic allows one to tell whether
human performance in an arbitrary task of perceptual group-
ing by continuation is optimal or not. Human performance in
such a task is classified as optimal if human observers assign
edge elements to contours with the same likelihood as is pre-
scribed by the Bayesian statistic. In the next section we see
how Geisler et al. (2001) constructed the ideal observer model
of grouping by continuation and how they compared its per-
formance with the performance of human observers.

Predicting Human Performance from the Statistics 
of Natural Images

Psychophysical Evidence of Grouping 
by Good Continuation

To find out whether human performance in grouping by good
continuation agrees with the statistics of EC in natural im-
ages, Geisler et al. (2001) conducted a psychophysical exper-
iment. They used a stimulus pattern for which they could
derive the predictions of grouping from their statistical data
and pit the predictions against the performance of human
observers. An example of the stimulus pattern is shown in
Figure 4.21A.
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The stimulus consists of a set of aligned line segments
(arranged in this example in a nearly vertical path to the right of
the vertical midline), embedded in the background of randomly
oriented line segments. Observers viewed successive presenta-
tions of two patterns, one containing both the target path and
the background noise and one containing only the background
noise. Their order was randomized. The task was to tell which
of the two presentations contained the target path.

Geisler et al. (2001) varied the length of the path, the
amplitude of the path deviations from a straight line, and path
noisiness (due to the range of random orientations of the line
segments comprising the path) to generate up to 216 classes
of random contour shape. The data from the psychophysical
experiments provided the authors with a “detailed parametric
measurement of human ability to detect naturalistic contours
in noisy backgrounds” (p. 717).

To generate the predictions of contour grouping from the
EC statistics, Geisler et al. (2001) needed a function that
determines which pairs of edge elements group together.
The authors derived two such local grouping functions (Fig-
ures 4.19E and 4.19F)—one based on the absolute statistic
and one based on the Bayesian statistic—which we explore in
detail in a moment. Because Geisler et al. measured EC for
pairs of edge elements, they used a transitivity rule to con-
struct contours consisting of more than two elements: “if
edge element a binds to b, and b binds to c, then a becomes
bound to c.” Using this rule, Geisler et al. could predict which
target paths are seen in their stimuli, using the local grouping
functions derived from the statistics of natural images: An
example of grouping by continuation from image statistics
is shown in Figure 4.21B. We consider the Bayesian local
grouping function first, because it requires fewer parameters
than does the absolute local grouping function.

Bayesian Local Grouping Function

As we saw earlier, the likelihood ratio at every location in the
(d, �) space in Figure 4.19D tells, for 36 orientation differ-
ences, how likely it is that the edge elements belong to the

same contour as the reference element. To decide whether two
edge elements belong to the same contour, for any particular
relationship d, �, � between the elements, the corresponding
likelihood ratio can be compared with a criterion, which
Geisler et al. (2001) called a binding criterion, �. As the sig-
nal detection theory prescribes, the ideal binding criterion is
equal to the ratio of prior probabilities (called prior odds, as
discussed earlier):

� � � (4)

where p(C) and p(~C) are the probabilities of two edge ele-
ments to belong or not to belong, respectively, to the same
contour.

The prior odds � were available to Geisler et al. (2001) di-
rectly from the Bayesian EC statistic. In a true ideal observer
model of grouping by good continuation, the local grouping
function would have to completely determine which edge ele-
ments should group solely from the statistics of natural im-
ages (i.e., with no free parameters in the model). However, it
turned out that Geisler et al. could not use this optimal strategy
because they found that the magnitude of � varied as they
varied the area of analysis in the image. In other words, the
authors could not find a unique—an ideal—magnitude of �.
Instead, Geisler et al. decided to leave � as a (single) free pa-
rameter in their model, just as the observer criterion is a free
parameter in modeling human data obtained in a detection ex-
periment. By fitting the single free-parameter model to human
data, Geisler et al. found that the best results are achieved with
� = 0.38; the Bayesian local grouping function shown in Fig-
ure 4.19F was constructed using that best-fitting magnitude of
�. Thus, the local grouping function was not truly ideal.

Absolute Local Grouping Function

Because absolute EC statistics do not convey information
about belongingness of edge elements to contours, Geisler
et al. (2001) had to introduce a second parameter, in addition
to binding criterion �, in order to derive a local grouping
function from the absolute EC statistics. This new parameter,
called tolerance, determined how sharply the probabilities of
element grouping fell off around the most likely parameters
of EC shown in Figure 4.19C. For example, low tolerance
implies that grouping occurs only when the parameters
are close to the most common values evident in the absolute
EC statistics. Different values of tolerance result in different
absolute local grouping functions; one is shown in Fig-
ure 4.19E. When fitting the predictions of the two-parameter
absolute local grouping functions to human data, Geisler et
al. were able to obtain almost as good a correlation between
the predicted and the observed accuracies (r = .87) as they

1 � p(C)
�

p(C)
p(�C)
�

p(C)
Figure 4.21 (A) An example of the path stimulus. (B) The prediction of
grouping in A, from the EC statistics shown in Figure 4.19. Source: Copy-
right 2001 by Elsevier Science Ltd. Reprinted with permission.

[Image not available in this electronic edition.]
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obtained in the one-parameter Bayesian local grouping func-
tion (r = .89).

In the conclusion of this section, we wish to emphasize the
profound theoretical repercussions of the kind of analysis un-
dertaken by Geisler et al. (2001). These authors looked for a
foundation of the principles of perceptual organization in
the statistics of the natural world and discovered a covaria-
tional structure in these statistics. Furthermore, Geisler et al.
showed that under minimal assumptions, the regularities of
environment can predict human performance in simple per-
ceptual tasks. The findings of Geisler et al. imply that optical
stimulation does contain information for perception, in con-
trast to the view held by the Gestaltists. The information is
available for perceptual systems to develop the correspond-
ing sensitivities and to match the perceptual capacities of the
organism to the structure of the environment.

As Geisler et al. (2001) pointed out, the rapidly growing re-
search in neural networks shows that self-organizing networks
(such as in Kohonen, 1997) are sensitive to the covariational
structure of their inputs. This suggests that self-organizing
neural networks could provide a useful tool in guiding our
search for the match between the perceptual capacities of
the biological organisms and the statistical structure of their
environments.

REFERENCES

Agresti, A. (1996). An introduction to categorical data analysis.
New York: Wiley.

Attneave, F. (1954). Some informational aspects of visual percep-
tion. Psychological Review, 61, 183–193.

Attneave, F. (1959). Applications of information theory to psychol-
ogy: A summary of basic concepts. New York: Holt, Rinehart and
Winston.

Baird, J. C., & Noma, E. (1978). Fundamentals of scaling and
psychophysics. New York: Wiley.

Barlow, H. (2001). Redundancy reduction revisited. Network: Com-
putation in Neural Systems, 12, 241–253.

Barlow, H. (in press). The exploitation of regularities in the envi-
ronment by the brain. Behavioral and Brain Science.

Barlow, H. B. (1972). Single units and sensation: A neuron doctrine
for perceptual psychology? Perception, 1, 371–394.

Barlow, H. B. (1995). The neuron doctrine in perception. In M. S.
Gazzaniga (Ed.), The cognitive neurosciences (pp. 415–435).
Cambridge, MA: MIT Press.

Barraza, J. F., & Colombo, E. M. (2001). The time course of the
lower threshold of motion during rapid events of adaptation.
Vision Research, 41, 1139–1144.

Barrow, H. G., & Tenenbaum, J. M. (1986). Computational ap-
proaches to vision. In K. R. Boff, L. Kaufman, & J. P. Thomas

(Eds.), Handbook of perception and human performance: Vol. 2.
Cognitive processes and performance (pp. 38-1–38-70). New
York: Wiley.

Berkeley, G. (2000). An essay towards a new theory of vision. In
A. C. Fraser (Ed.), The works of George Berkeley. Bristol, UK:
Thoemmes Press. Retrieved August 18, 2001, from http://
psychclassics.yorku.ca/Berkeley/vision.htm, 4th ed., 1732. (Orig-
inal work published 1709)

Boring, E. G. (1917). A chart of the psychometric function.
American Journal of Psychology, 28, 465–470.

Britten, K. H., Shadlen, M. N., Newsome, W. T., & Movshon, J. A.
(1992). The analysis of visual motion: A comparison of neuronal
and psychophysical performance. Journal of Neuroscience, 12,
4745–4765.

Bruce, V., Green, P. R., & Georgeson, M. A. (1996). Visual per-
ception: Physiology, psychology, ecology (3rd ed.). Hove, UK:
Erlbaum.

Bruner, J. S. (1957). On perceptual readiness. Psychological
Review, 64, 123–152.

Brunswik, E. (1952). The conceptual framework of psychology.
Chicago: University of Chicago Press. (International Encyclope-
dia of Unified Science: Foundations of the Unity of Science,
Vol. 1, No. 10)

Brunswik, E., & Kamiya, J. (1953). Ecological cue-validity of
“proximity” and other Gestalt factors. American Journal of
Psychology, 66, 20–32.

Bush, R. R. (1963). Estimation and evaluation. In R. D. Luce, R. R.
Bush, & E. Galanter (Eds.), Handbook of mathematical psychol-
ogy (Vol. 1, pp. 429–469). New York: Wiley.

Cook, R. G., & Wixted, J. T. (1997). Same-different texture
discrimination in pigeons: Testing competing models of discrim-
ination and stimulus integration. Journal of Experimental Psy-
chology: Animal Behavior Processes, 23, 401–416.

Dretske, F. (1986). Knowledge and the flow of information.
Cambridge, MA: MIT Press.

Egan, J. P. (1975). Signal detection theory and ROC analysis. New
York: Academic Press.

Ellis, W. D. (Ed.). (1936). A source book of Gestalt psychology.
London: Routledge & Kegan Paul.

Eng, J. (2001, February 11). Roc curve fitting. Retrieved August 14,
2001, from http://www.rad.jhmi.edu/jeng/javarad/roc/ JROCFITi.
html.

Epstein, W. (1988). Has the time come to rehabilitate gestalt theory?
Psychological Research, 50, 2–6.

Epstein, W. (1993). The representational framework in perceptual
theory. Perception & Psychophysics, 53, 704–709.

Epstein, W., & Hatfield, G. (1994). Gestalt psychology and the
philosophy of mind. Philosophical Psychology, 7, 163–181.

Fechner, G. T. (1996). Elements of psychophysics (H. E. Adler,
Trans.). New York: Holt, Rinehart and Winston. (Original work
published 1860)



References 117

Feller, W. (1968). An introduction to probability theory and its
applications. New York: Wiley.

Field, D., Hayes, A., & Hess, R. (1993). Contour integration by the
human visual system: Evidence for a local association field.
Vision Research, 33, 173–193.

Fodor, J. (1983). The modularity of mind. Cambridge, MA: MIT
Press.

Fodor, J., & Pylyshyn, Z. W. (1981). How direct is visual per-
ception? Some reflections on Gibson’s ecological approach.
Cognition, 9, 139–196.

Gaddum, J. H., Allen, P., & Pearce, S. C. (1945). Lognormal
distributions. Nature, 156, 463–466.

Geisler, W. S., Perry, J. S., Super, B. J., & Gallogly, D. P. (2001).
Edge co-occurrence in natural images predicts contour grouping
performance. Vision Research, 41, 711–724.

Gescheider, G. A. (1997). Psychophysics: The fundamentals
(3rd ed.). Mahwah, NJ: Erlbaum.

Gibson, J. J. (1950). The perception of the visual world. Boston:
Hougton Mifflin.

Gibson, J. J. (1966). The senses considered as perceptual systems.
Boston: Hougton Mifflin.

Gibson, J. J. (1979). The ecological approach to visual perception.
Boston: Houghton Mifflin.

Goodale, M. A., & Humphrey, G. K. (1998). The objects of action
and perception. Cognition, 67, 181–207.

Gorea, A., & Sagi, D. (2001). Disentangling signal from noise in
visual contrast discrimination. Nature Neuroscience, 4, 1146–
1150.

Graham, N. V. S. (1989). Visual pattern analyzers. New York:
Oxford University Press.

Gregory, R. L. (1970). The intelligent eye. New York: McGraw-Hill. 

Gregory, R. L. (1997). Eye and brain: The psychology of seeing
(5th ed.). Princeton: Princeton University Press.

Hartmann, W. M. (1998). Signals, sound, and sensation. New York:
AIP Press & Springer Verlag.

Hatfield, G., & Epstein, W. (1985). The status of the minimum prin-
ciple in the theoretical analysis of visual perception. Psycholog-
ical Bulletin, 97, 155–186.

Helmholtz, H. L. F. von. (2000). Helmholtz’s treatise on physiologi-
cal optics (J. P. C. Southall, Trans.). Bristol, UK: Thoemmes
Press. (Original work published 1866)

Herbart, J. F. (1890). Psychologie als wissenschaft [Psychology as
science]. In K. Kehrbach (Ed.), Jon. Fr. Herbart’s sämtliche
Werke in chronologischer Reihenfolge (Vol. 5, Pt. 1, pp. 177–
434). Langensalza, Germany: Hermann Beyer und Söhne.
(Original work published 1824)

Hoffman, D. D. (1998). Visual intelligence. New York: Norton.

Hood, D. C., & Finkelstein, M. A. (1986). Sensitivity to light. In
K. R. Boff, L. Kaufman, & J. P. Thomas (Eds.), Handbook of
perception and human performance: Vol. 1. Sensory processes
and perception (pp. 5-1–5-66). New York: Wiley.

Hubel, D. H., & Wiesel, T. N. (1962). Receptive fields, binocular
interaction and functional architecture in the cat’s visual cortex.
Journal of Physiology, 160, 106–154.

Ittelson, W. H. (1960). Visual space perception. New York: Springer.

Jastrow, J. (1888). A critique of psycho-physic methods. American
Journal of Psychology, 1, 271–309.

Jeffress, L. A. (1973). The logistic distribution as an approximation
to the normal curve. Journal of the Acoustical Society of
America, 53, 1296.

Johnson-Laird, P. N. (1988). The computer and the mind.
Cambridge, MA: Harvard University Press.

Kanizsa, G. (1979). Organization in vision: Essays on Gestalt
perception. New York: Praeger.

Kepler, J. (2000). Optics (W. H. Donahue, Trans.). Santa Fe, NM:
Green Lion Press. (Original work published 1604)

Kestler, H. A. (2001). ROC with confidence—a Perl program for
receiver operator characteristic curves. Computer Methods &
Programs in Biomedicine, 64, 133–136.

Kilpatrick, F. P. (Ed.). (1950). Human behavior from a transaction
point of view. Hanover, NH: Institute for Associated Research.

Knill, D. C., & Richards, W. (Eds.). (1996). Perception as Bayesian
inference. Cambridge, UK: Cambridge University Press.

Koffka, K. (1935). Principles of gestalt psychology. New York:
Harcourt Brace.

Köhler, W. (1929). Gestalt psychology. New York: Liveright.

Köhler, W. (1940). Dynamics in psychology. New York: Liveright.

Kohonen, T. (1997). Self-organizing maps. Berlin: Springer.

Krantz, D. H. (1969). Threshold theories of signal detection.
Psychological Review, 76, 308–324.

Kubovy, M. (1999). Gestalt psychology. In R. A. Wilson & F. C.
Keil (Eds.), The MIT encyclopedia of the cognitive sciences
(pp. 346–349). Cambridge, MA: MIT Press.

Kubovy, M., & Gepshtein, S. (in press). Grouping in space and in
space-time: An exercise in phenomenological psychophysics. In
M. Behrmann & R. Kimchi (Eds.), Perceptual organization in
vision: Behavioral and neural perspectives. Mahwah, NJ:
Erlbaum.

Kubovy, M., & Healy, A. F. (1980). Process models of probabilistic
categorization. In T. S. Wallsten (Ed.), Cognitive processes in
choice and decision behavior (pp. 239–262). Hillsdale, NJ:
Erlbaum.

Lee, B. B. (1999). Single units and sensation: A retrospect. Percep-
tion, 28, 1493–1508.

Leibniz, G. W. (1981). New essays on human understanding
(P. Remnant & J. Bennett, Trans.). Cambridge, UK: Cambridge
University Press. Retrieved August 5, 2001, from http://
pastmasters2000.nlx.com/. (Original work published 1765)

Leibniz, G. W. (1989). Philosophical essays (R. Ariew & D. Garber,
Trans.). Indianapolis, IN: Hackett. Retrieved August 5, 2001,
from http://pastmasters2000.nlx.com/.



118 Foundations of Visual Perception

Lindsay, P. H., & Norman, D.A. (1977). Human information process-
ing: An introduction to psychology. New York: Academic Press.

Link, S. W. (1992). The wave theory of difference and similarity.
Hillsdale, NJ: Erlbaum.

Luce, R. D., & Krumhansl, C. L. (1988). Measurement, scaling, and
psychophysics. In R. C. Atkinson, R. J. Herrnstein, & G. Lindzey
(Eds.), Stevens’ handbook of experimental psychology (2nd ed.,
pp. 3–74). New York: Wiley.

MacKay, D. M. (1986). Vision: The capture of optical covariation.
In J. D. Pettigrew, K. J. Sanderson, & W. R. Levick (Eds.), Visual
neuroscience (pp. 365–373). Cambridge, UK: Cambridge
University Press.

Macmillan, N. A., & Creelman, C. D. (1991). Detection theory: A
user’s guide. Cambridge, UK: Cambridge University Press.

Mamassian, P., Landy, M., & Maloney, L. T. (in press). Bayesian
modeling of visual perception. In R. Rao, B. Olshausen, & M.
Lewicki (Eds.), Probabilistic models of the brain and neural
function. Cambridge, UK: MIT Press.

Marley, A. A. (1989a). A random utility family that includes many of
the “classical” models and has closed form choice probabilities
and choice reaction times. British Journal of Mathematical &
Statistical Psychology, 42, 13–36.

Marley, A. A. (1989b). A random utility family that includes many
of the “classical” models and has closed form choice probabili-
ties and choice reaction times: Addendum. British Journal of
Mathematical & Statistical Psychology, 42, 280.

Marr, D. (1982). Vision. San Francisco: Freeman.

Mersch, P. P. A., Middendorp, H. M., Bouhuys, A. L., Beersma,
D. G. M., & Hoofdakker, R. H. van den. (1999). Seasonal affec-
tive disorder and latitude: A review of the literature. Journal of
Affective Disorders, 53, 35–48.

Metz, C. E. (1998). Roc analysis. Retrieved August 14, 2001, from
http://www-radiology.uchicago.edu/krl/toppage11.htm.

Milner, A. D., & Goodale, M. A. (1995). The visual brain in action.
Oxford, UK: Oxford University Press.

Nakayama, K. (1994). Gibson: An appreciation. Psychological
Review, 101, 329–335.

Nakayama, K. (1998). Vision fin de siècle: A reductionistic explana-
tion of perception for the 21st century. In J. Hochberg (Ed.),
Perception and cognition at century’s end (pp. 307–331). San
Diego, CA: Academic Press.

Näsänen, R., Ojanpää, H., & Kojo, I. (2001). Effect of stimulus con-
trast on performance and eye movements in visual research.
Vision Research, 41, 1817–1824.

Neisser, U. (1967). Cognitive psychology. New York: Appleton-
Century-Crofts.

Nickerson, R. S. (1998). Confirmation bias: A ubiquitous phenome-
non in many guises. Review of General Psychology, 2, 175–220.

Norman, J. (in press). Two visual systems and two theories of per-
ception: An attempt to reconcile the constructivist and ecological
approaches. Behavioral and Brain Sciences.

Palmer, S. E. (1976). Fundamental aspects of cognitive representa-
tion. In E. Rosch & B. B. Lloyd (Eds.), Cognition and catego-
rization (pp. 259–303). Hillsdale, NJ: Erlbaum.

Parker, A. J., & Newsome, W. T. (1998). Sense and single neuron:
Probing the physiology of perception. Annual Review of Neuro-
science, 21, 227–277.

Pylyshyn, Z. (1984). Computation and cognition. Cambridge, MA:
MIT Press.

Pylyshyn, Z. (1999). Is vision continuous with cognition? The case
for cognitive impenetrability of visual perception. Behavioral
and Brain Sciences, 22, 341–365.

Quick, R. F. (1974). A vector magnitude model of contrast detection.
Kybernetik, 16, 65–67.

Ramachandran, V. S. (1990a). Interactions between motion, depth,
color, and form: A utilitarian theory of perception. In C.
Blakemore (Ed.), Vision: Coding and efficiency (pp. 346–360).
Cambridge, UK: Cambridge University Press.

Ramachandran, V. S. (1990b). Visual perception in people and
machines. In R. Blake & T. Troscianko (Eds.), AI and the eye
(pp. 12–77). New York: Wiley.

Rock, I. (1983). The logic of perception. Cambridge, MA: Bradford
Books/MIT Press.

Rock, I. (1997). Indirect perception. Cambridge, MA: MIT Press.

Rogers, S. (2000). The emerging concept of information. Ecological
Psychology, 12, 365–375.

Ruderman, D. L. (1997). Origins of scaling in natural images. Vision
Research, 37, 3385–3395.

Rumelhart, D. E. (1977). Introduction to human information
processing. New York: Wiley.

Schneider, G. E. (1969). Two visual systems: Brain mechanisms for
localization and discrimination are dissociated by tectal and
cortical lesions. Science, 63, 895–902.

Shannon, C. E., & Weaver, W. (1949). The mathematical theory of
communication. Urbana, IL: University Illinois Press.

Stanislaw, H., & Todorov, N. (1999). Calculation of signal detection
theory measures. Research Methods, Instruments, & Computers,
31, 137–149.

Swets, J. A. (1996). Signal detection theory and ROC analysis in
psychology and diagnostics: Collected papers. Hillsdale, NJ:
Erlbaum.

Tanner, W. P., & Sorkin, R. D. (1972). The theory of signal de-
tectability. In J. V. Tobias (Ed.), Foundations of modern auditory
theory (pp. 65–98). New York: Academic Press.

Terman, J. S., & Terman, M. (1999). Photopic and scotopic light de-
tection in patients with seasonal affective disorder and control
subjects. Biological Psychiatry, 46, 1642–1648.

Thurstone, L. L. (1928). The phi-gamma hypothesis. Journal of
Experimental Psychology, 11, 293–305.

Turvey, M. T., Shaw, R. E., Reid, E. S., & Mace, W. (1981). Eco-
logical laws of perceiving and acting: In reply to Fodor and
Pylyshyn. Cognition, 9, 237–304.



References 119

Ungerleider, L. G., & Mishkin, M. (1982). Two cortical visual sys-
tems. In E. J. Ingle, M. A. Goodale, & R. J. W. Mansfield (Eds.),
Analysis of visual behavior (pp. 549–586). Cambridge, MA:
MIT Press.

Warren, W. H. (1984). Perceiving affordance: Visual guidance of
stair climbing. Journal of Experimental Psychology: Human
Perception and Performance, 10, 683–703.

Warren, W. H., & Whang, S. (1987). Visual guidance of walking
through aperture: Body-scaled information for affordances.
Journal of Experimental Psychology: Human Perception and
Perception, 73, 371–383.

Watson, A. B. (1986). Temporal sensitivity. In K. R. Boff, L.
Kaufman, & J. P. Thomas (Eds.), Handbook of perception and
human performance (pp. 6-1–6-43). New York: Wiley.

Wertheimer, M. (1912). Experimentelle Studien über das Sehen von
Bewegung [Experimental studies on seeing motion]. Zeitschrift
für Psychologie, 61, 161–265.

Wertheimer, M. (1923). Untersuchungen zur Lehre von der Gestalt:
II. [Investigations of the principles of Gestalt: II.] Psychologis-
che Forschung, 4, 301–350.

Wetherill, G. B., & Levitt, H. (1965). Sequential estimation of
points on a psychometric function. British Journal of Mathemat-
ical & Statistical Psychology, 18, 1–10.

Wiener, N. (1948). Cybernetics. New York: Wiley.

Zohary, E. (1992). Population coding of visual stimuli by cortical
neurons tuned to more than one dimension. Biological Cyber-
netics, 66, 265–272.





CHAPTER 5

Audition

WILLIAM A. YOST

121

HEARING AS SOUND SOURCE DETERMINATION 121
SOURCES OF SOUND: THE PHYSICS OF THE COMPLEX

SOUND WAVE 122
Simple Vibrations 122
Complex Vibrations 122
Sound Propagation 123
The Decibel 124
Reflections, Standing Waves, Reverberation, and

Sound Shadows 124
AUDITORY ANATOMY AND PHYSIOLOGY 125

The Peripheral Auditory System: Transduction
and Coding 125

Auditory Nerve 128
Central Auditory Nervous System 130

DETECTION 131
Thresholds of Hearing 131
Masking 132
Temporal Modulation Transfer Functions 134

DISCRIMINATION 134

SOUND LOCALIZATION 134
Sound Localization in Three-Dimensional Space 134
Models of Sound Localization 135
Lateralization Versus Localization 135
The Effects of Precedence 136

SOUND SOURCE SEGREGATION 136
Spectral Separation 136
Temporal Separation 136
Spatial Separation 137
Pitch and Timbre: Harmonicity and Temporal

Regularity 138
Spectral Profile 139
Common Onsets and Offsets 140
Common Modulation 140
Models or Theories of Sound Source Segregation 141

AN OVERVIEW OF THE FUTURE STUDY
OF AUDITION 142

REFERENCES 144

HEARING AS SOUND SOURCE DETERMINATION

Hearing allows an organism to use sound to detect, discrimi-
nate, and segregate objects in its surrounding world (de
Cheveigne, 2001). A simple nervous system could allow a
primitive animal to detect the presence of the sound produced
by prey on one side of the animal and to use a motor system,
like a fin, on the opposite side of the animal to propel it to-
ward the prey. Such a simple auditory detector would not be
adaptive if the sound were from a predator. In this case, the
system needs to be able to discriminate prey from predator
and to activate a different response system (i.e., a fin on the
same side of the body) to escape the predator. If the world
consisted of either prey or predator, but not both, this primi-
tive animal might survive. In the real world, however, prey
and predator commingle. In the real world, the auditory sys-
tem requires greater complexity in order to segregate prey
from predator and then to make an appropriate neural deci-
sion to activate the proper response.

Sounds in the world do not travel from their sources to an
animal along independent paths; rather, they are mixed into
one complex sound wave before reaching the ears of an animal.
As we will learn, the peripheral auditory system codes the
spectral-temporal attributes of this complex sound wave. The
rest of the auditory nervous system must interpret this code in
order to reveal information about the sources of the complex
sound wave in order that detection, discrimination, and espe-
cially segregation can occur (Yost, 1992a).As Bregman (1990)
describes, the complex sound wave produces an auditory scene
in which the images of this scene are the sound producing
sources. Auditory scene analysis is based on perceptual mech-
anisms that process the spectral-temporal neural code laid
down by the inner ear and auditory nerve.

Hearing therefore involves sound, neural structures that
code for sound, and perceptual mechanisms that process this
neural code. Then this information is integrated with that
from other sensory systems and experiences to form a com-
plete auditory system. This chapter begins with a discussion
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of sound; follows with a description of the anatomy and
physiology of the auditory system, especially the auditory
periphery; and concludes with a discussion of auditory detec-
tion, discrimination, and segregation.

SOURCES OF SOUND: THE PHYSICS OF THE
COMPLEX SOUND WAVE

Simple Vibrations

An object that vibrates can produce sound if it and the
medium through which sound travels has mass and the prop-
erty of inertia. A simple mass-and-spring model can be used
to describe such a vibrating system, with the spring repre-
senting the property of inertia. When the mass that is attached
to the spring is moved from its starting position and let go,
the mass will oscillate back and forth. A simple sinusoidal
function describes the vibratory oscillation of the mass after
it is set into motion: D(t) = sin[(�s/m�) t + �], where D(t) is
the displacement of the mass as a function of time (t), m is a
measure of mass, and s a measure of the spring forces. In gen-
eral, such a sinusoidal vibration is described by D(t) =
A sin(2�ft + �), where f is frequency ( f = �s/m� ) and A is
peak amplitude. Thus, a sinusoidal vibration has three mutu-
ally independent parameters: frequency ( f ), amplitude (A),
and starting phase (�). Figure 5.1 shows two cycles of a
sinusoidal relationship between displacement and time. Fre-
quency and amplitude (also level and intensity) are the phys-
ical parameters of a vibration and sound. Pitch and loudness
are the subjective and perceptual correlates of frequency and
amplitude, and it is often important to keep the physical

descriptions separated from the subjective. Pitch and loud-
ness are discussed later in this chapter.

In addition to describing the vibration of the simple mass-
and-spring model of a vibrating object, sinusoidal vibrations
are the basic building blocks of any vibratory pattern that can
produce sound. That is, any vibration may be defined as the
simple sum of sinusoidal vibrations. This fact is often re-
ferred to as the Fourier sum or integral after Joseph Fourier,
the nineteenth-century French chemist who formulated this
relationship. Thus, it is not surprising that sinusoidal vibra-
tions are the basis of most of what is known about sound and
hearing (Hartmann, 1998).

Frequency is the number of cycles competed in one sec-
ond and is measured in hertz (Hz), in which n cycles per sec-
ond is n Hz. Amplitude is a measure of displacement, with A
referring to peak displacement. Starting phase describes the
relative starting value of the sine wave and is measured in
degrees. When a sinusoid completes one cycle, it has gone
through 360 (2� radians) of angular velocity, and a sinusoid
that starts at time zero with an amplitude of zero has a zero-
degree starting phase (� = 0). The period (Pr) of a sine wave
is the time it takes to complete one cycle, such that period and
frequency are reciprocally related [F = 1/ Pr, Pr in seconds
(sec), or F = 1000 / Pr, Pr in milliseconds (msec)]. Thus, in
Figure 5.1, frequency ( f ) is 500 Hz (Pr = 2 msec), peak am-
plitude (A) is 10, and starting phase (�) is 0o.

Complex Vibrations

Almost all objects vibrate in a complex, nonsinusoidal man-
ner. According to Fourier analysis, however, such complex
vibrations can be described as the sum of sinusoidal vibra-
tions for periodic complex vibrations:

D(t) � �
�

n�1
an sin(2�nfot) � bn cos(2�nfot),

where an and bn are constants and sin and cos are sinusoidal
functions.

Or as the complex integral for any complex vibration:

f(t) � (1�2�) f(w)eiwt dt,

where w = 2�f, f(t) is a function of time, and f(w) is a func-
tion of frequency.

Any complex vibration can be described in either the time or
the frequency domain. The time domain description provides
the functional relationship between the amplitude of vibration
and time. The frequency domain description contains the am-
plitude and phase spectra of the vibration. The amplitude spec-
trum relates the amplitude of each frequency component of

Figure 5.1 Two cycles of sinusoidal vibration, with a frequency of 500 Hz,
period (Pr) of 2 ms, peak amplitude (A) of 10 mm, and 0 starting phase.
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Figure 5.2 Diagram of what one might see if air molecules were pho-
tographed as a sound source vibrated. The rarefaction and condensation are
shown, as well as the direction (grey arrows above the source) in which the
molecules were moving at the instant the picture was taken. The wave moves
out in circular manner (actually as a sphere in the three-dimensional real
world). As the wave moves out from the source it occupies a greater area,
and thus the density of molecules at rarefactions and condensations lessens.
The area around the border of the figure represents the static air motion
before the propagated wave reaches this area. Source: Adapted from
Yost (2000).

Static
Air Pressure

CondensationSourceRarefaction

the complex vibration to its frequency. The phase spectrum
provides the starting phases of each frequency component.
That is, a complex vibration is the sum of sinusoidal vibrations.
The amplitude spectrum describes the amplitudes of each sinu-
soid and the phase spectrum the starting phase of each
sinusoidal component. When the instantaneous amplitudes of
each sinusoidal component of the complex vibration are added
point for point in time, the time domain description is deter-
mined. The time domain and the frequency domain descrip-
tions of complex vibrations are transforms of each other, with
each completely describing the vibration. Simple vibrations
are sinusoidal vibrations and complex vibrations are the sum of
simple or sinusoidal vibrations.

Several different complex signals are described in this
chapter. Transient (click) signals are brief (usually less then
1 msec) signals that come on suddenly, stay on at a fixed
level, and then go off suddenly. Transients have very broad
amplitude spectra, with most of the spectral energy lying in
the spectral region less than 1/ T, where T is the duration of
the transient expressed in seconds (thus, 1/ T has the units of
frequency). Noise stimuli have randomly varying instanta-
neous amplitudes and contain all frequencies (within a cer-
tain range). If the instantaneous amplitudes vary according to
the normal (Gaussian) distribution, the noise is Gaussian
noise. If the average level of each frequency component in
the noise is the same, the noise is white noise. Noises can be
generated (filtered) to be narrow band, such that a narrow-
band noise contains frequency components in a limited fre-
quency range (the bandwidth of the noise). The amplitudes or
frequencies of a signal can vary as a function of time. For
instance, a sinusoidal signal can have its amplitude modu-
lated: A(t) sin(2� ft); or it can have its frequency modulated:
A sin(2�F(t)t), where A(t) is the amplitude-modulation pat-
tern and F(t) is the frequency-modulation pattern. In general,
any signal [x(t)] can be amplitude modulated: A(t)x(t). In this
case, A(t) is often referred to as the signal envelope and x(t)
as the signal fine structure. Such amplitude- and frequency-
modulated sounds are common in nature.

Sound Propagation

Objects vibrate and the effects of this vibration travel through
the medium (e.g., air) as a sound wave that eventually reaches
the ears of a listener. Air consists of molecules in constant
random motion. When an object vibrates in air, it causes the
air molecules to move in the direction of the vibrating ob-
ject’s outward and inward movements. An outward motion
causes the air molecules to propagate from the source and to
condense into areas of condensation where the density of
molecules is greater than the average density of air molecules

in the object’s surrounding environment. Thus, at a conden-
sation, the air pressure is greater than the average static air
pressure, because pressure is proportional to the density of
molecules. When the object moves inward, rarefaction areas
of lower density are produced, generating lower pressure.
These areas of condensation and rarefaction propagate away
from the source in a spherical manner as the object continues
to vibrate. Figure 5.2 is a schematic depiction of these areas
of condensation and rarefaction at one instant in time. Even-
tually, the pressure wave of alternating areas of condensations
and rarefactions cause the eardrum (tympanic membrane) to
vibrate, and the process of hearing begins.

The distance between successive condensations (or suc-
cessive rarefactions) is the wavelength (�) of sound. Wave-
length is proportional to the speed of sound in the medium (c)
and inversely proportional to frequency ( f ): � = c /f. The
pressure of the sound wave decreases as a function of the
square of the distance from the source, and this relationship is
called the inverse square law of sound propagation.



124 Audition

Sound intensity (I) is proportional to pressure (p) squared:
I = p2�p oc, where po is the density of the medium in which
sound travels (e.g., air). Sound intensity is a power (P) measure
of the rate at which work can be done and energy (E) is the
measure of the amount of work: I = P = E�T, where T is time.

The Decibel

In many situations involving sound, including hearing, the
range of measurable sound intensity is very large. The range
of sound intensity from the softest sound that one can detect
to the loudest sound one can tolerate (the dynamic range of
hearing) is on the order of 1013. This large range led to the
decibel measure of sound intensity in which the decibel (dB)
is 10 times the logarithm of the ratio of two sound intensities:
dB = 10 log10(I�Io), log10 is the logarithm to the base 10 and
Io is a referent sound intensity. Because sound intensity is pro-
portional to pressure squared, dB = 20 log10(p�po), where po

is a referent pressure. Thus, the dynamic range of hearing is
approximately 130 dB.

The decibel is a relative measure of sound intensity or
pressure. Several conventions have been adopted for the ref-
erent sound intensity (Io) or pressure (po). The most common
is the decibel measured in sound pressure level (SPL). In this
case, po is 20 micropascals (20 	Pa). This is approximately
the sound pressure required for the average young adult to
just detect the presence of a tone (a sound produced by a si-
nusoidal vibration) whose frequency is in the region of 1000
to 4000 Hz. Thus, a measure such as 80 dB SPL means
that the sound pressure being measured is 80 dB greater (or
10,000 times greater, 20 log1010,000 = 80 dB) than the
threshold of hearing (i.e., 80 dB greater than 20 	Pa). Most
often, decibels are expressed as dB SPL, but many other
conventions are also used.

Reflections, Standing Waves, Reverberation,
and Sound Shadows

As a sound wave travels from its source toward the ears of a
listener, it will most likely encounter obstacles, including the
head and body of the listener. Sound can be absorbed in, re-
flected from, diffracted around, or transmitted to the medium
of the obstacle that the sound wave encountered. Each obsta-
cle offers an impedance to the transmission of the sound
wave to the medium of the obstacle. Impedance has three
main components. The medium can offer a resistance (R) to
the transmission of sound. The mass of the medium can offer
a mass reactance (Xm) that impedes the sound, and the
springlike inertia properties of the medium also produce
spring reactance (Xs). The impedance (Z) of the medium

equals �[R 2 +�(Xm –� Xs)2]�. Thus, each obstacle has a char-
acteristic impedance, and the greater the difference in charac-
teristic impedance between two objects, the more sound is
reflected from and not transmitted to the new medium. The
characteristic impedance of an object is proportional to poc,
which is the denominator of the definition of sound intensity
(I = p2 /poc). Thus, sound intensity is equal to pressure
squared divided by characteristic impedance.

When sound is reflected from an object, the reflected
sound wave can interact with the original sound wave, caus-
ing regions in which the two sound waves reinforce each
other or at other locations cancel each other. Under the proper
conditions, the reflected reinforcements and cancellations
can establish a standing wave. A standing wave represents
spatial locations in which the pressure is high (antinodes) due
to reinforcements and spatial locations where the pressure is
low nodes due to cancellations. The wavelength of a standing
wave (distance between adjacent nodes or antinodes) is de-
termined by the size of the environment in which the standing
wave exists. Large areas produce long standing-wave wave-
lengths and hence low frequencies, and the converse is true
for small areas. Thus, a standing wave in a short tube will
produce a high-frequency standing wave, and a long tube will
produce a low-frequency standing wave. This is the principal
upon which organ pipes and horns operate to produce musi-
cal notes. Structures in the auditory system, such as the outer
ear canal, can also produce standing waves.

The reflections from many surfaces can reinforce each
other and sustain sound in an environment long after the
sound has terminated. The time it takes this reverberation to
decline by 60 dB relative to the source level is the reverbera-
tion time of the environment. Rooms can support high speech
intelligibility and pleasant listening if there is some reverber-
ation, but not if the reverberation time is too long.

If the size of an object is large relative to a sound’s wave-
length, most of the sound will either be reflected from the ob-
ject or be transmitted to the object. Sound will be diffracted
around (bypass) an object whose size is much smaller than the
sound’s wavelength. When the wavelength of sound is ap-
proximately the same as the size of an object, some of the
sound is reflected from the object and some is diffracted
around the object. The result is that there is an area on the side
of the object opposite from where the sound originated where
the sound pressure is lower. Thus, such an object produces a
sound shadow in an area very near the object, where there is a
lower sound pressure than there is in areas farther away from
the object. The head, for instance, produces a sound shadow
at the far ear when the frequency of sound arriving at the lead
ear is generated by a sound with a wavelength that is approx-
imately equal to or smaller than the size of the head.
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AUDITORY ANATOMY AND PHYSIOLOGY

The auditory system (see Figure 5.3) has four main parts: The
outer ear collects and funnels sound to the middle ear, which
increases the force produced by air moving the tympanic
membrane (eardrum) so that the fluid and tissues of the inner
ear are efficiently vibrated; this enables the inner ear to trans-
duce vibration into a neural code for sound, which the central
auditory nervous system can process and integrate with other
sensory and experiential information in order to provide
motor, behavioral, and other outputs.

The Peripheral Auditory System: Transduction 
and Coding

Outer Ear

As sound travels from the source across the body and head,
especially the pinna (see Figure 5.3), various body parts

attenuate and delay the sound in a frequency-specific way
caused by properties of reflection and diffraction. Thus,
sound arriving at the outer ear canal is spectrally different
from that leaving the source. These spectral alterations are
described by head-related transfer functions (HRTFs), which
specify the spectral (amplitude and phase) changes produced
by the body and head for sources located at different points in
space. The HRTFs may provide cues that are useful for sound
localization (Wightman & Kistler, 1989a). Within the outer
ear canal, resonances can be established that boost sound
pressure in spectral regions near the 3000- to 5000-Hz
resonant frequency of the outer ear canal (Shaw, 1974).

Middle Ear

The major function of the middle ear is to provide an increase
in vibratory force so that the fluids and tissues of the inner ear
can be effectively moved (Geisler, 1998; Pickles, 1988). The
impedance of the inner ear structures is about 40 times greater

Figure 5.3 Cross section of human ear, showing divisions into outer, middle, and inner ears and central nervous
system. Below are listed the predominant modes of operation of each division and its suggested function. Source:
From Yost (2000), adapted from similar drawing by Ades and Engstrom (1974); Dallos (1973), with permission.
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than that of air (a 32-dB change). The middle ear compensates
for this impedance difference via the lever action of the ossic-
ular chain (a chain of three bones—malleus, incus, stapes—
connecting the tympanic membrane to the inner ear) in com-
bination with the pressure increase between the large area
of the malleus’s connection to the tympanic membrane and
the small area of the footplate of the stapes’ connection to the
oval window of the inner ear. Over a significant portion of
the audible frequency range, the middle ear in combination
with the resonances of the outer ear canal delivers the sound
to the inner ear with no pressure loss due to the high imped-
ance of the inner ear structures. The eustachian tube connects
the middle ear to the nasal cavities so that pressure on each
side of the tympanic membrane remains the same, a necessary
condition for efficient middle- and inner-ear functioning.

Inner Ear

The inner ear contains the hearing organs and those of the
vestibular (balance-equilibrium) system (Fay & Popper, 1992;
Webster, Fay, & Popper, 1992). The anatomy of the inner

ear differs significantly across the animal kingdom. In mam-
mals, the cochlea, a snail-like tube that spirals on itself three
to four times, is the hearing organ of the inner ear (see Fig-
ure 5.3). The cochlea contains an inner tube, the cochlear par-
tition, which contains supporting structures and the hair cells,
the biological transducers for hearing. The cochlea is thus
divided into three canals or scala: scala vestibuli (above the
cochlear partition), scala media (the cochlear partition), and
scala tympani (below the cochlear partition). Scala vestibuli
and scala tympani contain a viscous fluid, perilymph, whereas
scala media contains a different fluid, endolymph. In a cross-
section (see Figure 5.4), the cochlear partition is bounded
above by Resiner’s membrane and below by the basilar mem-
brane. The metabolic engine for the cochlea resides within
stria vascularis on the outer wall of the cochlea. Fibers from
the auditory part of the VIIIth cranial nerve innervate the hair
cells along the basilar membrane and course through the mid-
dle (modiolus) of the cochlea before picking up myelination
on the way to the auditory brain stem. There are two types of
hair cells (see Figure 5.5): outer hair cells, which in mammals
are arranged in three rows toward the outside of the cochlear

Figure 5.4 Main components of the inner ear in relation to the other structures of the ear. (From Yost, 2000, adapted from drawings by Dorland, 1965,
with permission.) Schematic diagram of middle ear and partially uncoiled cochlea, showing the relationship of the various scalae. Source: From Yost
(2000), adapted from similar drawings from Zemlin (1981), with permission.
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Figure 5.5 Light micrograph of a cross section of a chinchilla organ of
Corti. Clearly shown are: IHC: inner hair cells; OHC: the three rows of outer
hair cells. The stereocilla (Sc) of the outer and inner hair cells protrude
through the recticular lamina that helps support the hair cells. Other support-
ing structures are shown. Source: From Yost (2000), photographs courtesy
of Dr. Ivan Hunter-Duvar, Hospital for Sick Children, Toronto.

Figure 5.6 Instantaneous patterns and envelopes of traveling waves of
three different frequencies shown on a schematic diagram of the cochlea.
Note that the point of maximum displacement, as shown by the high point of
the envelope, is near the apex for low frequencies and near the base for
higher frequencies. Also note that low frequencies stimulate the apical end as
well as the basal end, but that displacement from higher frequencies is con-
fined to the base. Source: From Yost (2000), adapted from similar draw-
ings Zemlin (1981), with permission.

partition; and inner hair cells, which are aligned in a single
row. Several different supporting structures buttress the hair
cells on the basilar membrane.

The vibration of the stapes causes the oval window to
vibrate the fluids of the cochlea (Dallos, Popper, & Fay,
1996). This vibration sets up a pressure differential across the
cochlear partition, causing the cochlear partition to vibrate.
This vibration causes a shearing action between the basilar
membrane upon which the hair cells set, and the tectorial
membrane, which makes contact with the stereocilia (the
hairs, so to speak, that protrude from the top of the hair cells;
see Figure 5.5) such that the stereocilia are bent. The shearing
of the stereocilia opens transduction channels, presumably
toward the tips of the stereocilia, which initiates a generator
potential in the hair cell and a resulting action potential in the
auditory nerve fiber that innervates the hair cells (Pickles,
1988). Thus, the mechanical vibration of the stereocilia is
transduced into a neural signal.

The properties of the cochlear partition involving its width
and tension, as well as the fact that the cochlear partition does
not terminate at the end of the cochlea, all result in a particu-
lar motion being imparted to the cochlear partition when it is
vibrated by the action of the stapes (Dallos et al., 1996). The
cochlear partition motion is described as a traveling wave,
such that the vibration of the cochlear partition is distributed
across the partition in a frequency-specific manner. High-
frequency sounds generate maximal displacement toward the

base of the partition where the stapes is, and the vibration does
not travel very far along the partition. Low-frequency sounds
travel along the partition towards its apex (end opposite of the
stapes), such that maximal displacement is toward the apical
end of the cochlear partition. Figure 5.6 provides a schematic
depiction of the traveling wave for three different frequencies.
The biomechanical traveling wave, therefore, sorts frequency
according to the location of maximal displacement along the
cochlear partition: High frequencies cause maximal vibration
at the base, low frequencies at the apex, and middle frequen-
cies at intermediate partition locations. Thus, the place of
maximal displacement codes for the frequency content of the
stimulating sound wave. If a sound wave is the sum of two
frequency components, then there will be two locations of
maximal displacement; three frequency components would
generate a maximum of three, and so forth. The hair cells are
distributed along the cochlear partition as if they were sensors
of the cochlear displacement. Thus, different hair cells code
for the frequency content of the incoming sound.
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Why should the system have two types of hair cells (inner
and outer)? More than 90% of the inner hair cells are inner-
vated by afferent auditory nerve fibers, indicating that the
inner haircells are the biological transducers for sound.
The outer hair cells appear to preform a very different task
(Dallos et al., 1996). The outer hair cells change their size
(primarily in length) in reaction to stimulation, and the
change in length happens on a cycle-by-cycle basis, even for
high frequencies of 20,000 Hz and above. The shearing of the
stereocilia of outer hair cells causes a neural action leading
to a deformation of the walls of the outer hair cells, result-
ing in a change in length (Brownell, Bader, Bertrand, & de
Ribaupierre, 1985; Geisler, 1998; Pickles, 1988). The length
change most likely alters the connections between the basilar
and tectorial membranes in a dynamic fashion, which in turn
affects the shearing of the inner hair cell stereocilia (Zajic &
Schacht, 1991). This type of positive feedback system
appears to feed energy back into the cochlea, making the
haircell function as an active process. The high sensitivity,
fine frequency resolution, and nonlinear properties of the bio-
mechanical action of the cochlear partition depend on viable
outer hair cells. Thus, the outer hair cells act like a motor,
varying the biomechanical connections within the cochlea
that allow for the inner hair cells to transduce vibration into
neural signals with high sensitivity and great frequency
selectivity (Dallos et al., 1996).

A consequence of the motile outer hair cells may be the
otoacoustic emissions that are measurable in the sealed outer
ear canal of many animals and humans (Kemp, 1978). If a brief
transient is presented to the ear and a recording is made in the
closed outer ear canal, an echo to the transient can be recorded.
This echo or emission is cochlear in origin. Emissions occur in
response to transients (transient-evoked otoacoustic emis-
sions; TOAE), steady-state sounds (usually measured as dis-
tortion product otoacoustic emissions; DPOAE), and they can
occur spontaneously (spontaneous otoacoustic emissions;
SOAE) in the absence of any externally presented sound.
Otoacoustic emissions are also dependent on neural efferent
influences on the outer hair cells. Presumably, the emissions
result either from the spontaneous motion of outer hair cells or
from other actions of the active processes associated with
outer hair cell motility. These emissions can be used to access
the viability of the cochlea and are used as a noninvasive mea-
sure of hearing function, especially in infant hearing screening
programs (Lonsbury-Martin & Martin, 1990).

Auditory Nerve

Each inner hair cell is connected to about ten auditory
nerve fibers, which travel in the XIIIth cranial nerve in a

topographical organization to the first synapse in the cochlear
nucleus of the auditory brain stem (Webster et al., 1992).
Thus, the auditory nerve fibers carry information about the
activity of the inner hair cells, which are monitoring the bio-
mechanical displacements of the cochlear partition (Fay &
Popper, 1992; Geisler, 1998; Pickles, 1988). Figure 5.7
shows tuning curves for individual auditory nerve fibers. A

Figure 5.7 Tuning curves for six single auditory neurons with different
characteristic frequencies. The stimulus level in dB SPL calibrated at the
tympanic membrane needed to reach each neuron’s threshold is plotted as a
function of stimulus frequency. Note the steep slope on the high-frequency
side of the tuning curve and the shallow slope on the low-frequency side,
suggesting a high degree of frequency selectivity. Source: From Yost
(2000), adapted from Liberman and Kiang (1978), with permission.

T
hr

es
ho

ld
 in

te
ns

ity
 (

re
la

tiv
e 

dB
) 

re
qu

ir
ed

 to
 s

tim
ul

at
e 

un
it 

ab
o v

e 
sp

on
ta

ne
ou

s 
fi

ri
ng

 r
at

e

0.1 1.0 10.0

�80

�20

�80

�20

�80

�20

�80

�20

�80

�20

�80

�20

Frequency - kHz



Auditory Anatomy and Physiology 129

tuning curve represents the tonal level required for a thresh-
old number of neural discharges as a function of the fre-
quency of the tone. The sharp V-shape tuning curves indicate
that auditory nerve fibers are highly tuned to the frequency of
stimulation; thus, they reflect the biomechanical traveling
wave action of the cochlear partition.

The discharges of auditory nerve fibers are also synchro-
nized to the vibratory pattern of acoustic stimulation. Fig-
ure 5.8 shows histograms for auditory nerve fibers indicating
that the timing pattern of acoustic stimulation is preserved in
these fibers up to about 5000 Hz (Geisler, 1998; Pickles,
1988). The auditory nerve discharges during only one phase of
the sound, and the probability of discharge is proportional to
the instantaneous amplitude of the sound. Thus, the temporal
pattern of neural discharges in auditory nerve fibers depicts the

temporal structure of sound’s pressure wave form for those
frequency components that are lower in frequency than ap-
proximately 5000 Hz.

The number of discharges and number of discharging
fibers increases in proportion to stimulus level. However, the
discharge rate of individual auditory nerve fibers varies over
only about a 40–50 dB range. Thus, although increased dis-
charge rate does provide information about a sound’s overall
amplitude, a simple relationship between discharge rate and
sound amplitude cannot account for the range of sound inten-
sity that most animals are capable of processing.

Thus, auditory nerve fibers are highly frequency-selective,
discharge in synchrony with the acoustic stimulus (at least up
to 5000 Hz), and change their discharge rates in proportion
to sound level. The discharge rate of any particular auditory

Figure 5.8 Time-locked post-stimulus-time (PST) histograms to the sum of two pure tones. In the top row, tone 2 is 20 dB more intense than
tone 1. In the middle row there is a 15 dB difference between the two tones, and in the bottom row the difference is 10 dB. For all cases the time
domain waveform of the summed sinusoids is superimposed on top of the PST histogram. The nerve discharges only during one phase of the wave-
form (the positive-going sections of the waveform). The PST histogram displays the ability of the nerve to discharge in synchrony with the period
of the input stimulus envelope, at least for low-frequency stimulation. Source: From Yost (2000), based on a figure from Hind, Anderson,
Brugge, and Rose (1967), with permission.
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nerve represents the relative amplitude of a particular fre-
quency in the sound. The temporal discharge pattern of the
fiber indicates the time domain properties of the sound in this
frequency region. The overall level of neural discharge rate
indicates the sounds’s overall amplitude. Individual auditory
nerve fibers are topographically organized within the audi-
tory nerve bundle; fibers carrying low-frequency information
are toward the middle of the XIIIth bundle, and fibers carry-
ing high-frequency information are toward the outside of the
bundle. Thus, a spatial (spectral)-temporal representation of
the stimulating sound is transmitted via the auditory nerve to
the auditory brain stem. This spatial-temporal pattern repre-
sents the neural code for the sound waveform that is the com-
posite of the sounds generated from all of the sources in the
acoustic environment.

Central Auditory Nervous System

Figure 5.9 depicts a schematic diagram of the gross anatomy
of the major components of central auditory nervous system.
In addition to the afferent pathways indicated in Figure 5.9,
there is a network of efferent centrifugal connections as well
(Altschuler, Hoffman, Bobbin, & Clopton, 1989).

The cochlear nucleus has many different fiber types and
connections in its three main subdivisions. There is evidence
for lateral inhibitory networks in the cochlear nucleus that
may aid it in performing different types of spectral pattern
processing (Young, 1984). Processing of binaural informa-
tion occurs in the olivary complex, where the first significant
bilateral interactions occur. The medial superior olive is most
sensitive to interaural (between the ears) time differences,

Figure 5.9 Highly schematic diagram of the ascending (afferent) pathways of the central auditory sys-
tem from the right cochlea to the auditory cortex. No attempt is made to show the subdivisions and con-
nections within the various regions, cerebellar connections, or connections with the reticular formation.
Source: From Yost (2000), a compilation of similar diagrams by Ades (1959); Whitfield (1967);
Diamond (1973); Harrison and Howe (1974).
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and the lateral superior olive is most sensitive to interaural
level differences. Interaural time and level differences are im-
portant cues for sound localization (Yost & Gourevitch,
1987) . The lateral limniscus is primarily a monaural pathway
in many animals. The inferior colliculus appears to be a
major processing nucleus for spatial hearing, modulation
processing, and spectral pattern recognition (Fay & Popper,
1992). In mammalian systems, not a lot is known about the
function of the medial geniculate body (Fay & Popper, 1992).
The auditory cortex in primates is located deep within the
Sylvian fissure, making it difficult to reach for physiological
study. The auditory cortex, as are all parts of the central audi-
tory nervous system, is tonotopically organized: Different
cortical neurons are selective for different frequencies. There
is evidence for modulation processing in the auditory cortex,
and the auditory cortex may provide spatial maps for sound
localization (Altschuler et al., 1989).

The study of animals with special adaptations for hearing,
echo-locating bats (Suga, 1988), and the barn owl (Konishi,
Takahashi, Wagner, Sullivan, & Carr, 1988), have provided
valuable information about the functional role of the central
auditory system. These studies have helped guide the study
of the brain stems and cortices of other animals, including
humans. The auditory nervous system is an anatomically
complex system, perhaps reflecting the amount of neural
computation that hearing appears to require.

DETECTION

Thresholds of Hearing

A basic measure of auditory detection is the threshold of
hearing for pure tones, or the audiogram. The audiogram can
be obtained in two conditions, each requiring its own calibra-
tion procedure. In the minimal audible field (MAF) process,
listeners detect the presence of pure tones presented from
loudspeakers, whereas in the minimal audible pressure
(MAP) process, the sounds are presented over headphones.
Figure 5.10 shows the thresholds of hearing (the audiogram)
for the two procedures. The figure also shows estimates of the
upper limit for hearing, indicating those sound levels that
either are very uncomfortable or yield the sensation of pain.
The thresholds of hearing have been standardized for both the
MAP and MAF procedures, and the two estimates differ by
on average about 6 dB. However, the differences are ac-
counted for by calculating the diffraction of sound around the
head and the resonance properties of the outer ear canal,
which are substantially different in the MAP and MAF pro-
cedures (Yost & Killion, 1993). Figure 5.10 suggests that
young humans can detect sounds from 20 to 20,000 Hz, and

the dynamic range of hearing is about 130 dB in the middle
of the range of the audible frequencies. At 0 dB SPL the pres-
sure in the outer ear canal is 20 	Pa, which indicates that the
tympanic membrane at auditory threshold is moving a dis-
tance equal to approximately the diameter of a hydrogen
atom. Females have slightly lower thresholds of hearing than
do males. The thresholds of hearing increase as a function
of age in a frequency-dependent manner (presbycusis), such
that the thresholds for high-frequency sounds increase at an
earlier age than do those for low-frequency sounds. This
frequency dependence is consistent with the operation of the
traveling wave, in which all sounds excite the base of the
cochlear partition, where high-frequencies are coded, but
only low-frequencies sounds excite the apex. Thus, the base
of the cochlear partition, where high frequencies are coded, is
more likely to be fatigued over time than is the apex.

Figure 5.10 shows the threshold levels for tonal detection.
The subjectively perceived loudness of sound is also a joint
function of the sound’s physical frequency and level. Fig-
ure 5.11 shows subjective equal-loudness contours; each
contour describes the tonal levels and frequencies that are
judged, in a loudness matching procedure, equally loud to a
1,000-Hz tone presented at the constant level indicated by the
phon rating of the contour. Thus, all tones that have a loud-
ness of x phons are judged equally loud to a 1,000-Hz tone
presented at x dB SPL.

The thresholds of hearing are dependent on the duration of
the sound—the shorter the sound, the higher the thresholds.
Thresholds for tonal stimuli decrease as duration is increased
until the duration is approximately 300 ms; then threshold
remains constant as duration is increased further. To a first

Figure 5.10 The thresholds of hearing in decibels of sound pressure level
(dB SPL) are shown as a function of frequency for Minimal Audible Field
(MAF) thresholds, MAP, thresholds for pain, and thresholds for discomfort.
The thresholds for pain and discomfort represent estimates of the upper limit
of level that humans can tolerate. Source: These thresholds are based on
national and international standards.
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Figure 5.11 Equal loudness contours showing the level of a comparison
tone required to match the perceived loudness of a 1,000-Hz standard tone
presented at different levels (20, 40, 60, 80, and 100 dB SPL). Each curve is
an equal loudness contour. Source: Based on international standards.

approximation and over a considerable range of durations, if
the energy of the sound remains constant, detection thresh-
olds also remain constant (equal-energy rule). The duration at
which thresholds no longer change with increases in duration
(i.e., at 300 ms) is referred to as the integration time for detec-
tion (Viemeister & Plack, 1993).

Masking

When the threshold for detecting sound A is increased in the
presence of another sound, sound B, sound B is said to be a
masker for the signal, sound A. The amount of masking is the
amount of the increase in signal detection threshold due to
the presence of the masker. Figure 5.12 shows the thresholds
for detecting a signal tone of one frequency as a function of
tonal maskers of different frequencies. For these data, listen-
ers were asked to detect the presence of a short-duration tonal
signal presented just a few decibels above its threshold of
hearing. The level of the tonal masker that yielded threshold
performance for detecting the signal was determined for each
masker frequency. Both the similarity of the shape of the data
curves in Figure 5.12 to those in Figure 5.7 and the method-
ological similarities result in these psychophysical data being
referred to as psychophysical tuning curves. It is assumed
that the frequency selectivity suggested by psychophysical
tuning curves results from the frequency selectivity measured
in the auditory periphery (Moore, 1997).

The observation from Figure 5.12, that masking is greatest
when the frequency of the masker is near that of the signal,
was studied extensively by Harvey Fletcher in the 1940s. He

formed the concept of the critical band (Fletcher, 1953), stat-
ing that only a band of frequencies near that of the signal was
critical for masking. He further theorized that the amount of
masking of a tonal signal was proportional to the power of
the critical masking band. These observations have been con-
firmed by many experiments since the 1940s.

The tonal psychophysical curves are one method used to
measure this critical band. However, several interactions can
occur between a tonal signal and a tonal masker that can com-
plicate interpretation of some tone-on-tone masking results
(Wegel & Lane, 1924). If the signal and masker frequencies
differ by 20 or fewer Hz, then the tones interact to produce
slow fluctuations in overall intensity that result in the percep-
tion of beats (alteration in loudness), which can be used as a
cue for detecting the presence of the tonal signal. In addition,
the nonlinear properties of auditory transduction can produce
aural distortion products that can also provide a detection
cue. The tonal masker can produce aural harmonics, which
are frequencies at the harmonics of the masker frequency
caused by the nonlinear process. The nonlinear properties of
transduction can produce difference tones, which are fre-
quencies equal to differences between the frequencies of the
masker and signal. The psychophysical tuning curve method
reduces, but does not always eliminate, the effect of many of
these stimulus interactions as possible detection cues.

The preferred method for measuring the critical band is
the band-reject noise paradigm as shown in Figure 5.13. A
band-reject noise has a frequency region filtered out of the
noise, which for masking is a frequency region surrounding
the signal frequency. This band-reject, noise-masking proce-
dure (Moore, 1986) reduces or eliminates all of the interactive

Figure 5.12 Three psychophysical tuning curves for simultaneous mask-
ing are shown. The different curves are for conditions in which the signal fre-
quency was 300, 1000, and 3000 Hz. Source: From Yost (2000), adapted
from data of Wightman, McGee, and Kramer (1977), with permission.
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Figure 5.13 (A) A noise band with a spectral notch or gap is used to mask
a signal whose frequency is in the center of the spectral gap. (B) The masked
thresholds for detecting a 1,000-Hz signal are shown as a function of in-
creasing the spectral notch of the band-reject noise. Source: From Yost
(2000), adapted from data of Patterson and Moore (1989), with permission.

effects obtained with tonal maskers and signals. As the width
of the band-reject noise increases, signal threshold is lowered
because there is less power in the critical band of frequencies
near that of the signal. The width of the critical band is pro-
portional to signal frequency as is consistent with frequency
tuning measured in the auditory periphery (Glasberg &
Moore, 1990). That is, as the frequency content of a signal in-
creases, the range of frequencies that are critical for masking
the signal also increases proportionally.

The concept of the critical band as a measure of auditory-
processing channels that are frequency tuned is closely tied to
the biomechanical and neural measures of processing in the
auditory periphery. This combination of physiological and
psychophysical evidence for frequency-tuned channels forms
a significant part of all current theories and models of audi-
tory processing (Moore & Patterson, 1986).

Many data from masking experiments, especially those in-
volving Gaussian noises and tonal signals, can be explained
using the energy detection model (Green & Swets, 1973) from
the general theory of signal detection (TSD). For instance, in
an experiment in which a Gaussian noise masks a tonal signal,
the energy detection model assumes that the energy of the
noise is compared to that of the signal plus noise. The noise

masker energy is a random variable that can be described with
a distribution with a known mean and standard deviation. The
addition of the signal to the noise often increases the mean of
the distribution, but not the standard deviation. As signal level
increases, the normalized (normalized by the common stan-
dard deviation) difference in the means of the distributions in-
creases. On any presentation, listeners use a sample of energy
to decide whether the signal plus noise or just noise was pre-
sented. If the likelihood of the sampled energy is greater than
a criterion value (set by the listener’s response proclivity or
bias), the listener responds that the signal plus noise was pre-
sented, because high signal levels are more likely to produce
high energy levels. A measure of performance (d�) can be ob-
tained from the theoretical distributions of signal-plus-noise
and noise-alone conditions, and then can be compared to a
similar d� measure obtained from the listener’s data. Various
forms of the energy model and other models based on TSD
have been successful in accounting for a variety of masking
results (Green & Swets, 1973).

Temporal Masking

The masking data described so far are based on conditions in
which the signal and masker occur at the same time. Masking
also takes place when the signal and maskers do not tempo-
rally overlap. Forward masking occurs when the signal comes
on after the masker is turned off and backward masking oc-
curs when the signal precedes the masker. For the same tem-
poral separation between signal and masker, there is usually
more forward than backward masking. In the fringe condi-
tions, a short-duration signal is presented near the onset (for-
ward fringe) or offset (backward fringe) of a longer-duration
masker. Most often, the greatest amount of masking occurs in
these fringe conditions (masking overshoot).

As has already been described, the nonlinear properties
of auditory transduction can have several psychophysical
consequences. The existence of aural harmonics and differ-
ence tones is one such consequence. It is also probably the
case that there are suppressive effects that are a function of
some form of nonlinearity. That is, the masker may sup-
press or inhibit the excitatory effect of the signal under
different conditions. The separation of the signal and
masker in temporal masking conditions allows one to po-
tentially isolate these suppressive effects. The fact that psy-
chophysical tuning measured in forward masking generates
measures of narrower tuning (smaller critical bands) than
that obtained in simultaneous masking may be consistent
with such suppressive effects existing in the simultaneous
conditions (Moore, 1986).

Nonlinear peripheral processing is a compressive nonlin-
earity in which neural output is compressively related to sound
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input. Thus, the same decibel change in sound level produces
a smaller change in neural output at high-sound levels than at
low-sound levels. This compressive nonlinearity may also be
the cause of a difference between simultaneous and forward
tonal masking. In simultaneous tonal masking, the signal must
change by about 1 dB for each 1 dB change in masker level in
order for constant signal detection to occur. In forward mask-
ing, a change of less than 1 dB for each decibel change in
masker level is required for constant detection. This change
in masking slopes between simultaneous and forward mask-
ing may result because in simultaneous masking, both the
signal and masker undergo the same form of compression. In
forward masking, the temporal separation between the masker
and signal results in the lower-level signal undergoing a dif-
ferent form of compression than that for the higher-level
masker (Moore, 1995).

Temporal Modulation Transfer Functions

Most sounds change in their overall level over time (these
sounds are amplitude modulated). The temporal modulation
transfer function is one measure of the auditory system’s abil-
ity to detect such level changes. A noise waveform is ampli-
tude modulated such that its overall amplitude varies from a
low to a high level in a sinusoidal manner. Listeners are asked
to detect whether such dynamic amplitude modulation oc-
curs. The depth of modulation (the difference between the
peak and valley levels) required for modulation detection
(i.e., the ability to detect a difference between a noise with no
modulation and a noise sinusoidally amplitude modulated) is
determined as a function of the rate at which the amplitudes
are modulated. As the modulation rate increases, the depth of
modulation must increase to maintain a threshold ability to
detect modulation. That is, at low rates of modulation, only a
small depth of modulation is required to detect amplitude
modulation. As the rate of modulation increases, the depth of
modulation required for modulation detection also increases
in a monotonic manner. The function relating threshold depth
of modulation to the rate of modulation resembles that of a
lowpass filter. The lowpass form of this function describes
the temporal modulation transfer function for processing
temporal amplitude changes (Dau, Kollmeier, & Kohlraush,
1997; Viemeister & Plack, 1993).

DISCRIMINATION

Measures of the ability of listeners to discern differences in
frequency, level, and the timing properties of sounds is often
tied to the nineteenth-century observations of Weber and
Fechner. The Weber fraction states that the just-noticeable

difference between two stimuli is a fixed proportion of the
value of the stimuli being judged. The Weber fraction for fre-
quency, level, and duration have been measured for a variety
of acoustic signals.

For sound level, listeners can detect between a 0.5- and
1.5-dB level difference (Jesteadt, Weir, & Green, 1977). For
tonal stimuli, the Weber fraction is somewhat dependent on
overall level, leading to a near miss to the Weber fraction.
The Weber fraction for noise stimuli is constant at about
0.5 dB as a function of overall level, such that there is not a
near-miss to Weber’s fraction for noise signals. The just-
noticeable difference for tonal frequency is about 0.2–0.4%
of the base frequency; for example, trained listeners can just
discriminate a 1002-Hz tone from a 1000-Hz tone (Weir,
Jesteadt, & Green, 1977). There is not a constant Weber
fraction for most measures of temporal discrimination.
Changes in duration can affect the detectability and loudness
of sound, making it difficult to obtain unconfounded mea-
sures of duration discrimination (Abel, 1971; Viemeister &
Plack, 1993).

SOUND LOCALIZATION

Sound Localization in Three-Dimensional Space

Sound has the properties of level, frequency, and time, but
not space. Yet, the sound produced by an object can be used
by most animals to locate that object in three-dimensional
space (Blauert, 1997; Gilkey & Andersen, 1997). A different
set of acoustic cues is used for sound localization in each
plane. The location of a sound source is determined by neural
computations based on these cues.

In the horizontal or azimuth plane, left-right judgments
of sound location are most likely based on interaural differ-
ences of time and level (Wightman & Kistler, 1993; Yost &
Gourevitch, 1987). The sound from a source will reach one ear
(near ear) before it reaches the other ear (far ear), and the in-
teraural difference in arrival time (or a subsequent interaural
phase difference) is a cue for sound localization. However,
given the small maximal interaural time difference due to
the size of the head, this cue is probably only useful for low-
frequency sounds. The sound level at the near ear will be
greater than that at the far ear, primarily because the head pro-
duces a sound shadow at the far ear. The sound shadow is pro-
portional to frequency, so that interaural level differences most
likely provide cues for sound localization at high frequencies.
The fact that interaural time provides a cue for sound location
at low frequencies and interaural level differences a cue at
high frequencies is referred to as the duplex theory of sound
localization (Yost & Gourvitvch, 1987).
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Sound localization accuracy is best at frequencies below
1000 Hz (the region where interaural time differences are
useful cues) and above 2000 Hz (the region where interaural
level differences are useful cues), and the transition region
around 1500 Hz is consistent with the duplex theory of sound
localization. Sound localization acuity is best for azimuthal
judgements. Differences as small as 1 of visual angle can be
discriminated when the sound sources are directly in front
(discriminations of differences in sound source locations are
referred to as minimal audible angles; see Mills, 1972). Dif-
ferences in interaural time differences as small as 10 mi-
croseconds and differences in interaural level differences as
small as 0.5 dB can be discriminated (Blauret, 1997).

All sounds that lie on cones of confusion (Mills, 1972) gen-
erate the same interaural time and level differences. One such
cone is the midsagittal plane: the plane that is from directly in
front, to directly overhead, to directly behind, to directly
below a listener. All locations on the midsagittal plane pro-
duce zero differences of interaural time and level, and as such
these interaural differences would not allow sound location
within this plane. Yet, listeners can accurately locate sound
sources in this plane without moving their heads (head move-
ments would change the cone of confusion). Thus, cues other
than the interaural differences are most likely used to locate
sounds in the vertical plane (in the up-down direction).

The head-related transfer functions (HRTFs) discussed in
relationship to the outer ear describe the spectral changes that
sound undergoes as it travels from its source across the body
and head of the listener toward the middle ear. The spectral
characteristics of the HRTF are dependent on the location of
the sound source. In particular, there are spectral peaks and
valleys in frequency regions above 4000 Hz that change
spectral location in a systematic and orderly manner as
a function of the vertical position of the sound source
(Wightman & Kistler, 1989b). Thus, the frequency location
of these HRTF spectral peaks and valleys are probable cues
for sound localization in the vertical direction. For instance,
vertical sound localization is degraded if sound is low-passed
filtered so that there is little or no energy above 4000 Hz where
the spectral peaks and valleys are located. Acuity in the verti-
cal direction is generally poorer than in the horizontal direction
(Middlebrooks, 1992). The greatest number of sound localiza-
tion errors occur along cones of confusions. For instance, there
can be significant front-back and back-front confusions in the
midsagittal plane (Wightman & Kistler, 1989b).

Sound localization accuracy of the distance of a sound
source is poorer than either horizontal or vertical sound lo-
calization accuracy. The primary cues for distance perception
are either the relative sound level or the ratio of reverberant
to direct sound impinging on the listener (Loomis, Klatzky,
Philbeck, & Golledge, 1998). If the sound source is within

the near field of a listener (within about one meter), then in-
teraural level differences may aid in distance judgements.
Relative sound level is only a useful cue if there is some a
priori knowledge of the level, because sound level can vary at
the source, as well as a function of distance. The ratio of
reflected or reverberant sound to that coming directly from
the source varies as a function of distance, making this ratio a
probable cue for distance judgements when there are reflec-
tive surfaces (e.g., the ground).

Models of Sound Localization

Neural coincidence networks have been suggested as one
means by which the auditory system might compute interau-
ral differences, especially interaural time differences
(Colburn & Durlach, 1978). The network contains cells re-
ceiving bilateral inputs. The cells fire upon the simultaneous
arrival of neural information from the two inputs. The net-
work can serve as a neural crosscorrelator of the timing in-
formation arriving at each ear. Thus, sound arriving at the
same time at each ear activates neurons in the middle of the
network, whereas sound arriving at one ear ahead of that
arriving at the other ear activates neurons to one side of the
network. The activation of these neurons in the coincidence
network could form a type of spatial neural map. Several
computational models based on coincidence and crosscorre-
lation have been successful in accounting for a great deal of
data based on manipulations of interaural time differences.
There is neural evidence in some species, especially birds, for
just this sort of coincidence network (Konishi et al., 1988).

Lateralization Versus Localization

When sounds are presented over headphones and interaural
differences of time or level are varied, listeners report that the
sounds move left and right as they do in the real world. How-
ever, the sounds are lateralized inside the head rather than in
space as any real-world sound source would be located—and
therefore localized. Thus, lateralization is often used to refer
to headphone-delivered sounds in the study of sound local-
ization and localization when sound sources are in the exter-
nal world (Blauert, 1997; Yost & Gouervitch, 1987).

One reason that sound delivered over headphones may
be lateralized rather than localized is that the headphone-
delivered sounds have not undergone the spectral transforma-
tions associated with the HRTFs that naturally occurring
sounds undergo. If the information about the HRTF is put
back into the sound delivered over headphones, then it is
possible to produce a sound over headphones (using HRTF
filters) that is spectrally identical to that which would have
arrived at the middle ear from a real sound source at some



136 Audition

location in space. When such HRTF filters are used, listeners
are much more likely to localize the sounds in space at a
location appropriate for the specific HRTF used than they are
to lateralize the sound inside the head. Thus, HRTF-filtered
sound presentations over headphones can create a virtual au-
ditory environment simulating sound localization in the real
world. Under the proper conditions, sounds delivered over
headphones are perceived as nearly indistinguishable from
the sound delivered from actual sources (Gilkey & Andersen,
1997; Wightman & Kisltler, 1989b).

The Effects of Precedence

Although reflections from surfaces may aid distance judge-
ments, they could also offer a confusing auditory scene for
sound localization, because each reflection could be misinter-
preted as a possible sound source location. In most real-world
spaces, reflections do not have a significant effect on either
the location or on the fidelity of the sound from the originat-
ing source. The sound from the source will reach a listener
before that of any reflection due to the longer path any reflec-
tion must travel. Hence, it is as if the sound from the source
takes perceptual precedence over that from reflections
(Litovsky, Colburn, Yost, & Guzman, 1999).

The effects of precedence (Litovsky et al., 1999) include
that fact that the reflections are rarely perceived as separate
echoes (fusion), the perceived location of a sound source in a
reflective environment is dominated by the location of the
source and not by the location of reflections (location domi-
nance), and information about reflections is suppressed rela-
tive to that about the source (discrimination suppression).
Evidence also suggests that the effects of precedence may be
influenced by a listener’s prior listening experience in an
acoustic environment. A common paradigm (Litovsky et al.,
1999) for studying the effects of precedence involves the pre-
sentation of a transient from one loudspeaker (the lead or
source sound), followed a few milliseconds later by an identi-
cal transient presented from a different loudspeaker (the lag or
reflected sound). In most cases in this lead-lag paradigm, a sin-
gle transient is perceived (fusion), at the location of the lead
loudspeaker (localization dominance), and the spatial acuity
of the lag is reduced relative to conditions when the lag was
presented in isolation of the lead (discrimination suppression).

SOUND SOURCE SEGREGATION

Any animal’s auditory experience probably involves process-
ing several simultaneously or nearly simultaneously occurring
sound sources. Several stimulus cues have been suggested as

possibilities for segregating sound sources in the complex
acoustic world: spectral separation, temporal separation, spa-
tial separation, pitch and timbre (harmonicity and temporal
regularity), spectral profiles, common onsets and offsets, and
common modulation (Yost & Sheft, 1993; Yost, Popper, &
Faye, 1993).

Recall from the description of the auditory periphery that
the auditory nerve codes for the spectral-temporal properties
of sound. Sounds from every sound source in an acoustic en-
vironment are combined into a single complex sound field
that stimulates the inner ear. The auditory periphery codes
for the spectral-temporal structure of this complex sound
field. The spectral-temporal code must be analyzed to deter-
mine the potential sound sources. That is, the spectral-
temporal neural properties must be deconvolved into subsets
of spectral-temporal patterns representing the sound origi-
nating from each individual sound source. This form of
analysis is presumably performed by the central auditory
nervous system. Note that in order for this type of analysis
to take place, computations must be made across frequency
and over time (Bregman, 1990).

Spectral Separation

If two sound sources had very different and nonoverlapping
spectral structures, the frequency-resolving ability of the au-
ditory system might segregate the two sound sources very
nicely into two patterns. Thus, in some cases the frequency-
resolving abilities of the auditory system can aid in sound
source segregation, but not in all cases. The difficulty arises
when the spectra of sounds from different sources overlap in
frequency and time.

Temporal Separation

Clearly, if the sound from two sources occurs at different
times, and there is little, if any, temporal masking, then sound
source segregation is possible. In many real-world situations,
the sound from one source is intermittent and may overlap
in time with sounds from other sources that are also intermit-
tent. In addition to the question of segregation of one sound
source from other sound sources, this stimulus situation also
addresses the question of how an intermittent sound from a
source continues to be identified as originating from that
source, especially if other sounds occur at or about the same
time. A series of studies referred to as auditory stream analy-
sis investigates this type of stimulus condition (Bregman,
1990).

An early context for the study of auditory stream process-
ing involved the presentation of two tones of different
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frequencies, and each tone is pulsed on and off such that
when one tone is on, the other is off. Two different percepts
may occur in this situation. In one case, the perception is of
one sound source that is alternating in pitch. In the other case,
the perception is of two sound sources, each associated with
the individual frequencies and with each containing a pulsing
sound. In the latter case, it as if there were two sound sources,
each producing a pulsing tone occurring at the same time, like
two streams running side by side (stream segregation). By
determining the stimulus conditions that yield stream segre-
gation, investigators have attempted to study those stimulus
conditions that promote sound source segregation. In addition
to an appropriate frequency separation between the two
sounds, differences in stimulus complexity, interaural differ-
ences (i.e., spatial differences), temporal amplitude modula-
tion differences, and level differences may promote stream
segregation. The temporal structure of the stimulus context
plays a crucial role in stream segregation. In general, spectral
differences promote stream segregation more than other
stimulus attributes do.

In another methodology involving temporal sequences of
sounds, an auditory pattern of tonal sounds is generated as a
model of complex sounds, such as speech (Watson, 1976). In
many conditions, a pattern of 10 tones presented in succes-
sion, each with a different frequency, is used as a tonal pat-
tern. The frequency range over which the tones vary, the
duration of each tone, and the overall duration of the 10-tone
pattern are often similar to that occurring for many speech
sounds, like words (see the Fowler chapter of this volume).
Listeners are asked to discriminate a change in the frequency
of 1 of the 10 tones in the pattern. In many conditions, the
patterns change from trial to trial in a random manner. In this
case, frequency discrimination of one tone in a pattern of
changing tones is very poor, especially for tones at the begin-
ning and at the end of the 10-tone pattern. However, as the
random variation in the patterns is reduced, frequency dis-
crimination improves, and the differences in discrimination
as function of the temporal order of the tones are also re-
duced. When the same 10-tone pattern is presented on each
trial (i.e., there is no randomization of the pattern frequen-
cies) and only one tone is subjected to a frequency change,
frequency discrimination thresholds for any one tone in the
10-tone pattern is nearly equal to that achieved when that
tone is presented in isolation. These 10-tone pattern experi-
ments show that the uncertainty about the stimulus context
can have a large effect on performance in identifying
complex sounds.

Information masking is used to describe the decrease in
performance attributable to the stimulus context rather than
to the actual values of the stimulus parameters. Thus, the

changes in performance due to certain versus uncertain con-
texts in the 10-tone pattern experiments for the same stimulus
values is due to informational masking. Another example of
informational masking involves a tonal signal and a tonal-
complex masker. If the tonal complex is a 100-tone masker
and all 100 tones are mixed together at one time to form the
masker, a certain signal level is required for signal detection
(assume the signal frequency is in the center of the range of
the frequencies used for the tonal-complex masker). If only 1
of the 100 tones in the tonal-complex masker is chosen at
random and presented alone on each trial and masking of
the signal is measured over the random presentation of the
100 tones, then signal threshold may be elevated by 20 or
more decibels relative to the case when all 100 tones were
mixed together at the same time to form the single tonal-
complex masker. The increase in threshold is referred to as
informational masking due to the uncertainty in the masking
stimulus from trial to trial, despite the fact that the frequency
range over which the masker varies is the same in both con-
ditions, and on many trials the signal should be easy to detect
because its frequency would be very different from that of the
masker on that trial (Neff & Green, 1987).

Spatial Separation

The section on sound localization described the ability of lis-
teners to locate a sound source based on the sound that is pro-
duced. When sound sources are located at different locations,
does this spatial separation aid sound source segregation?
Cherry (1953) stated that spatial separation would aid sound
source segregation when he coined the term cocktail party
effect. That is, spatial separation was a way to segregate one
sound from the concoction of other sounds at a noisy cocktail
party. Spatially separating sound sources does aid in the
identification of the individual sound sources, especially
when there are more than two sound sources (Yost, Dye, &
Sheft, 1996).

The masked threshold for detecting a signal presented
with one set of interaural differences can vary greatly as a
function of the interaural differences of the masker. If the
signal and masker are presented with a different set of inter-
aural differences, then signal threshold is lower than in con-
ditions in which the signal and masker are presented with the
same interaural differences. The decibel difference in masked
threshold between a condition in which the signal and masker
have different interaural differences compared to that in
which they have the same interaural differences is the mask-
ing-level difference, MLD (Green & Yost, 1975; Yost & Dye,
1991). For instance, if the masker (M) and the signal (S) each
have no interaural differences (subscript 0), the condition is
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M0S0. If the masker is M0, but the signal is presented with a
180 (� radians) interaural phase difference, the condition is
M0S�. The threshold for detection of the signal in the M0S�

condition is 15–18 dB lower than it is in the M0S0 condition
(the MLD is 15–18 dB). The MLD has been studied for a
wide variety of stimulus conditions and interaural configura-
tions, and the MLD is always positive when the signal and
masker have a different set of interaural differences, as com-
pared to conditions in which the signal and masker have the
same set of interaural differences.

Because an interaural difference is associated with a hori-
zontal location in space, signals and maskers that have differ-
ent interaural differences are similar to stimuli that are at
different positions in space. Thus, the results from the MLD
literature suggest that when the signal and masker are in dif-
ferent spatial locations (have different interaural differences),
signal threshold is lower than when the signal and masker oc-
cupy the same spatial locations (have the same interaural dif-
ferences). Such threshold differences do exist when signals
and maskers are presented from loudspeakers in real-world
spaces (Gilkey & Andersen, 1997). These results appear con-
sistent with Cherry’s observation about the role spatial sepa-
ration plays in solving the cocktail party problem. Models
that are variations of the coincidence models used to account
for processing interaural time differences have also been suc-
cessful in accounting for a great deal of the data from the
MLD literature (Colburn & Durlach, 1978).

Pitch and Timbre: Harmonicity and 
Temporal Regularity

Pitch is that subjective attribute of sound that varies along a
low-high dimension and is highly correlated with the spectral
content of sound. The pitch of a target sound is often given in
terms of hertz, such that the pitch of a target sound is x Hz, if
a tone of x Hz is judged perceptually equal in pitch to the tar-
get sound. Musical scales, such as the 12-note scale, can also
be used to denote the pitch of a sound.

Timbre is defined as that subjective attribute of a sound
that differentiates two sounds that are otherwise equal in
pitch, loudness, and duration. Thus, the difference between
the sound from a cello playing the note G for the same dura-
tion and loudness as the sound from a violin playing the same
note G, is said to be a difference in timbre. The sound of the
cello differs in timbre from that of a violin. There are no units
for measuring timbre, and timbre is often correlated with the
spectral or temporal complexity of the sound.

Although the pitch of a sound is often highly correlated
with frequencies that are the most intense in a sound’s spec-
trum, many complex sounds produce a strong pitch in the

absence of such a concentration of spectral energy. Consider a
complex sound with frequency components of 300, 400, 500,
and 600 Hz. This sound will often have a 100-Hz pitch, even
though there is no spectral component at 100 Hz. Note that
100 Hz is the fundamental of this sound (all of the existing
spectral components are harmonics of a 100-Hz fundamental),
but the fundamental is missing. Thus, this type of complex
pitch is referred to as the “pitch of the missing fundamental.”
Many sound sources (e.g., most musical instruments) contain
a spectrum of harmonics. The pitches associated with these
sounds are derivatives of the pitch of the missing fundamental.

The stimulus described above that leads to the pitch of the
missing fundamental will often have a periodic time envelope,
which in this case will have a 100-Hz repetition (a 10-ms
period). Thus, the pitch may be associated with the temporal
regularity in the envelope. However, stimuli with very little
envelope periodicity can still produce a complex pitch like
that of the pitch of the missing fundamental. Such stimuli may
not have a smooth spectrum like that of the tonal complex
described above. Thus, neither envelope periodicity nor a
smooth spectrum appear to be necessary and sufficient condi-
tions for producing a complex pitch. However, such stimuli
without periodic temporal envelopes may contain a tempo-
rally regular, but nonperiodic, fine structure that may be the
basis for complex pitch (an analysis of this stimulus, such
as autocorrelation, will reveal this otherwise difficult-to-
determine temporal regularity; see Yost, 1996).

In addition to influencing the pitch of complex sounds, har-
monic structure also influences timbre. Thus, a complex
harmonic sound with high-amplitude, high-frequency har-
monics may have a brighter timbre than a complex sound
with high-amplitude, low-frequency harmonics, which would
have a dull timbre. Certain forms of temporal regularity (e.g.,
noise vs. periodic sounds) can also influence a sound’s timbre.

Therefore, harmonic structure and temporal regularity are
important stimulus properties that help determine the pitch
and timbre of complex sounds. Complex sounds differ in
pitch and timbre, and, as such, these two subjective attributes
may allow for sound source segregation. Indeed, complex
pitch and timbre have both been used to segregate sound
sources in auditory stream experiments (Bregman, 1990).
The two-vowel paradigm (Summerfield & Assmann, 1991;
Yost & Sheft, 1993) is another procedure used to study the in-
fluence of harmonicity on sound source segregation. In the
two-vowel procedure, two artificially generated (via com-
puter) vowels are mixed. Often it is difficult or impossible
to identify the two vowels generated in this manner. Any stim-
ulus manipulation that allows for vowel recognition in the
two-vowel stimulus is arguably a crucial stimulus condition
for sound source segregation. If the fundamental voicing
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frequency of the two vowels is made to differ, then often
vowel recognition is improved. Because a change in the fun-
damental voicing frequency also alters the harmonic structure
of each vowel, this result suggests that harmonicity does sup-
port sound source segregation.

Spectral Profile

Most of the time, the identifiable properties of a sound source
are level independent. For instance, an uttered sentence has
about the same intelligibility at many different overall loud-
ness levels. Thus, the overall spectral-temporal structure of
the sound from a source, which remains constant as overall
level is varied, is the important determiner of sound-source
identification. An area of study referred to as profile analysis
(Green, 1989) has been used to study this property of audi-
tory perception.

In a typical profile analysis experiment, several tones that
are all of the same level but of different frequencies are mixed
together. The frequency spacing of the tones is usually loga-
rithmic to avoid generating sounds with harmonic structure
that may have complex pitches. The level of a tone in the
spectral middle of the complex (the signal tone) is increased,
and the level of this signal tone required for the complex with
the signal to be just discriminable from the complex with
all tones equal in level is measured in several different condi-
tions. The key aspect of these profile studies is that the overall
level of both complexes is randomly varied across stimulus
presentations over a large range, such as 40 dB. The random
variation would affect two possible cues for detection. If
detection were based on just attending to the signal tone,
the overall random-level variation would require a very large
signal-level increment for discrimination. An increase in the
level of the signal will increase the overall level of the com-
plex as compared to the complex in which all tones are pre-
sented at the same level. Thus, overall level (or loudness)
could be a cue for detection. However, the random overall
level variation would again require a very large signal-level
increment if this loudness cue were to be the basis for
discrimination. If, on the other hand, listeners could use the
relative change in level between the level of the signal as com-
pared to the level of the other tones in the complex, then the
random overall level variation would not affect this cue. The
complex with the signal increment would have a pointed spec-
tral profile, whereas the complex without the signal increment
would have a flat profile. Thus, if this spectral profile cue were
used, then discrimination between the signal and nonsignal
complexes might occur for small changes in signal level.

The data in Figure 5.14 suggest that such a spectral profile
cue is being used. The level of the tonal signal required for

detection of the signal increment is shown as a function of
the number of total tones in the complex. With 11 tones in the
complex, the threshold is about the same as it was when
the signal was presented in isolation of any flanking tones.
When there are fewer or more flanking tones in the complex
than 11, thresholds are higher. When a large number of tones
fit into the same bandwidth, the tones are so close together
that they directly interact, so that tones near that of the signal
mask the signal. The increase in threshold with increases in
tonal density is consistent with other masking data. When
there are only a few tones in the complex, it is argued that the
profile is difficult to determine; for example, there is a large
spectral difference between the signal tone and its nearest
neighbor, making it difficult to discern the spectral profile. A
model of listener performance, based on how listeners weigh
the spectral information in these tonal profile complexes,
suggests that listeners do monitor the spectral profile of these
stimuli as the basis for their discrimination judgments
(Green, 1989).

Experiments like these profile experiments suggest that the
auditory system is very sensitive to subtle changes in the spec-
tral shape of complex signals. Thus, sounds from different
sources can be segregated based on changes in spectral shape.
Note that the use of spectral shape requires the auditory sys-
tem to process information across a wide spectral range.

Figure 5.14 The results from a profile analysis experiment in which the
number of masker frequency components surrounding a 1000-Hz signal
component increased from 4 to 42. The thresholds for detecting an increment
in the 1000-Hz signal component (the center component) are shown in
decibels relative to that of the rest of the masker component intensity. The as-
terisk on the far left indicates the typical threshold for detecting a level in-
crement of a single, 1000-Hz tone. Thresholds for the 10-masker condition
are almost as low as those for the single-tone condition, and the thresholds
first decrease and then increase as the number of masker components in-
creases from 4 to 42. Source: From Yost (2000), based on data from Green
(1989), with permission.
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Common Onsets and Offsets

It is often the case that although sounds from different
sources may occur at about the same time, one sound may
come on or go off at a slightly different time than another
sound. When this happens, all of the temporal-spectral char-
acteristics of one sound come on and go off at a different time
than that occurring for the other sound. Thus, the common
onset or offset of these spectral-temporal cues could be used
for sound source segregation.

Asynchronous onsets, and in some cases offsets, have
been shown to provide powerful cues for sound source segre-
gation (Yost & Sheft, 1993). In some cases, onset cues can be
used to amplify other cues that might be used for sound
source segregation. As described above in the section on
pitch, a harmonic sequence can produce a complex pitch
equal to the fundamental frequency of the complex. If two
complexes with different fundamentals are mixed, in most
conditions listeners do not perceive the two pitches corre-
sponding to the original two fundamental frequencies. The
spectral characteristics of the new complex consisting of the
mixture of the two harmonic sequences appear to be analyzed
as a whole (synthetically). However, if one of the harmonic
complexes is turned on slightly before (50 ms) the other har-
monic complex, listeners often perceive the two pitches, even
though for most of the time (perhaps for a second) the two
harmonic complexes occur together (Darwin, 1981).

Common Modulation

Most everyday sound sources impart a slow amplitude and fre-
quency modulation (change) to the overall spectral-temporal
properties of the sound from the source. Each sound source
will produce a different pattern of modulation, and these mod-
ulation patterns may allow for sound source segregation (Yost
& Sheft, 1993). When a person speaks, the vocal cords open
and close in a nearly periodic manner that determines the pitch
of a voice (Fowler chapter in this volume). However, the fre-
quency of these glottal openings varies (frequency modula-
tion, voicing vibrato) slightly, and the amplitude of air
released by each opening also randomly varies (amplitude
modulation, voicing jitter) over a small range. Each person has
a different pattern of vibrato and jitter. Speech sounds can be
artificially generated (via computer) such that the speech (see
Fowler chapter in this volume) is produced with constant glot-
tal frequency and amplitude. If two such constant speech
sounds are generated and mixed, it is often difficult to segre-
gate the two sounds into the two different speech signals.
However, if random variation is introduced into the computer-
generated glottal openings and closing (random vibrato and
jitter), segregation can occur (McAdams, 1984).

Thus, common amplitude and frequency modulation may
be possible cues for sound source segregation. However, fre-
quency modulation per se is probably not a cue used for
sound source segregation (Carylon, 1991), but amplitude
modulation is most likely a useful cue. Two experimental
procedures have been extensively studied to investigate the
role of amplitude modulation in auditory processing: comod-
ulation masking release (CMR) and modulation detection
interference (MDI).

In a typical CMR experiment (Hall, Haggard, & Fernandes,
1984; Yost & Sheft, 1993) listeners are asked to detect a tonal
signal spectrally centered in the middle of a narrow band
of noise (target band). In one condition, the detection of the
signal is compared to a case in which another narrow band of
noise (the flanking band) is simultaneously added in another
region of the spectrum. The addition of this flanking band has
little effect on signal threshold in the target band, if the target
and flanking bands are completely independent. This is con-
sistent with the critical-band view of auditory processing, in
that the flanking band falls outside the spectral region of the
critical band of the target band and therefore should have little
influence on signal detection within the target band. However,
if the target and flanking band are dependent in that they have
the same pattern of amplitude modulation (they are comodu-
lated), then signal threshold for the target band is lowered
by 10–15 dB. This improvement in signal threshold due to
comodulation is referred to as CMR, and the results from a
typical experiment are shown in Figure 5.15.

The CMR results suggest that the common modulation
increases the listener’s ability to detect the signal. One expla-
nation of these results is based on the assumption that co-
modulation groups the flanking and target bands into one
perceived sound source that contains more information than
that in a single band. Independent (non-comodulated) bands
of noise would not come from a single sound source and
therefore would not be grouped together. The additional in-
formation in the combined (grouped) sound might aid signal
detection. For instance, it might make the valleys of low am-
plitude in the modulated noises more obvious, increasing the
ability of the auditory system to detect the tone occurring
in these valleys. The addition of the signal changes the cor-
relation between the signal-plus-masking stimuli and the
masking-alone stimuli. The combined stimulus may increase
this correlation, increasing signal detection.

In an MDI condition (Yost, 1992b; Yost & Sheft, 1993),
listeners are asked to discriminate between two amplitude-
modulated tonal carrier signals (the probe stimuli) on the
basis of the depth of the amplitude modulation. Threshold
performance is typically a 3% change in the depth of ampli-
tude modulation. If a tone of a different frequency and not
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amplitude modulated (unmodulated masker) is added simul-
taneously to the amplitude-modulated probe, there is only a
small change in the threshold for discriminating a change in
modulation depth. This is consistent with the critical-band
view of auditory processing in that the unmodulated masking
tone’s frequency is not near the carrier frequency of the probe.
If the masker is now amplitude modulated with the same am-
plitude modulation pattern (same rate of modulation) of the
probe, then threshold is increased to around 20% (a 15–16 dB
increase). The increase in modulation-depth threshold due to
the common pattern of modulation between the probe and
masker is referred to as modulation detection interference,
MDI, and typical results are shown in Figure 5.16.

One argument for why MDI occurs is that the probe and
masker are grouped together as a single sound source based on
the common pattern of amplitude modulation. Because the
common pattern of amplitude modulation is the basis of

the grouping, the auditory system has difficulty detecting
changes in modulation unless it affects the pattern of modula-
tion. Because changes in amplitude modulation depth of one
tone would have a small affect on the modulation pattern of the
mixture of the two tones, it is difficult for the auditory system
to detect changes in the depth of amplitude modulation for the
probe. One test of this argument is to make the pattern (rate) of
masker modulation different from that of the probe. In this
case, the masker and probe would not be grouped as a single
sound source, and MDI would be less or disappear. The data
shown in Figure 5.16 are consistent with this argument.

Models or Theories of Sound Source Segregation

One key aspect of accounting for sound source segregation is
the recognition that such processing requires the auditory
system to process sound across a wide spectral range and

Figure 5.15 Both the basic CMR task and results are shown. At the bottom the time-domain waveforms
for the narrow-band maskers (Target and Cue Bands) and the amplitude spectra for the maskers and the
signal are shown in a schematic form. The dotted line above each time-domain waveform depicts the am-
plitude envelope of the narrow-band noises. The listener is asked to detect a signal (S) which is always
added to the target band. In the target-band alone condition, the signal is difficult to detect. When a cue
band is added to the target band such that it is located in a different frequency region than the target band
and has an amplitude envelope that is different (not comodulated with) from the target band, there is little
change in threshold from the target-band alone condition. However, when the target and cue bands are co-
modulated, the threshold is lowered by approximately 12 dB, indicating that the comodulated condition
makes it easier for the listener to detect the signal. The waveforms are not drawn to scale. Source: From
Yost (2000), based on data from Hall et al. (1984), with permission.



142 Audition

over time. This is in contrast to the critical-band approach to
explaining auditory processing, in which only a narrow
region of the spectrum (in the critical band) is processed in a
very short period of time. As pointed out above, explanations
of profile analysis, CMR, and MDI all assume wide-band
spectral processing and procedures like auditory stream seg-
regation emphasize the importance of information integra-
tion over a long period of time.

Bregman (1990) has approached explanations of sound
source segregation from a perceptual point of view, borrowing
many concepts from the Gestalt school of perception. Several
computational models have been developed to account for
aspects of sound source segregation, especially those from
auditory stream segregation experiments. These models are
usually based on pattern recognition computations that inter-
rogate spectral-temporal patterns generated by modeling the
processes of the auditory periphery (Patterson, Allerhand, &

Giguere, 1995). Computational models of the auditory
periphery simulate the frequency-resolving properties of the
cochlear partition (often using a bank of band-pass filters) and
simulations of hair cell transduction of stereocilia displace-
ment to neural discharges in the auditory nerve (Meddis &
Hewitt, 1992). The pattern recognizers are neural nets or sim-
ilar methods of computation that attempt to segregate the
spectral-temporal neural patterns into subparts, whereby
each subpart may reveal the spectral-temporal structure of a
particular sound source. The cues discussed in this chapter, as
well as a priori information about the stimulus context or prior
learning about the stimulus context, are used to segregate the
overall spectral-temporal pattern into these subparts. These
models clearly imply that sound source segregation is based
on processing the spectral-temporal code provided by the
auditory periphery, and hence sound source segregation is a
central process (Meddis & Hewitt, 1992 ). As of yet, little
direct physiological data are available that can be used to help
guide these modeling efforts.

AN OVERVIEW OF THE FUTURE STUDY
OF AUDITION

A great deal of what is known about hearing comes from un-
derstanding the causes of hearing loss and its treatment. The
major links in the hearing process that are most vulnerable to
damage are the intricate structures of the inner ear, especially
the hair cells. The study of the function of inner and outer hair
cells and the exact consequences each plays in hearing will
continue to be a major research focus in audition. The recent
suggestions that the compressive nonlinear properties of
cochlear transduction are derived from outer hair cell function
have led to a better understanding of auditory perception in
both people with normal hearing and those with impaired
hearing. Perhaps, however, the most exciting discovery con-
cerning hair cells is the fact that hair cells in birds, fish, and
probably amphibians regenerate after damage due to overex-
posure to either sound or ototoxic drugs (Tsue, Osterle, &
Rubel, 1994). These regenerated hair cells in birds appear to
function normally in support of normal hearing, but addi-
tional work is needed to fully understand the perceptual abili-
ties of these animals with regenerated hair cells. Hair cells in
mammals do not regenerate. The quest is on to determine why
hair cell regeneration occurs in some nonmammals but not in
mammals. The ability to regrow hair cells could, for many dif-
ferent types of hearing loss, be the ultimate hearing aid.

The study of hair cell regeneration is one of many areas in
which genetic techniques are supplying new and important
facts about auditory function. In addition to revealing

Figure 5.16 Both the basic MDI task and results are shown. The basic task
for the listener is depicted along the bottom of the figure. The listener is to
detect a decrement in the depth of probe amplitude modulation (difference
between low and high depth). When just the probes are presented the task is
relatively easy. When an unmodulated masker tone with a frequency differ-
ent from that of the probe is simultaneously added to the probe, threshold for
detecting a decrease in probe modulation depth is not changed much from the
probe-alone condition. However, when the masker is modulated with the
same rate pattern as the probe, the threshold for detecting a decrement in
probe modulation depth increases greatly, indicating that modulation depth is
difficult to detect when both the probe and masker are comodulated. When
the masker is modulated, but with a different rate (shown as a faster rate in the
figure) than the probe, then the threshold for detecting a modulation-depth
decrement is lowered. The waveforms are not drawn to scale. Source: From
Yost (2000), based on data from (Yost, 1992b), with permission.
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important clues for understanding normal audition, the ge-
netic revolution has made significant strides in identifying the
genetic basis for several different forms of inheritable deaf-
ness. A gene that may control the motile response of the outer
hair cells has been identified (Zheng, Shen, He, Long, &
Pallos, 2000), opening a whole array of possibilities (e.g.,
genic manipulation) for better understanding outer hair-cell
function. In many areas, perceptual research should provide
improved ways to determine different phenotypes in order to
better define structure-function auditory relationships.

The development of better hearing aids, both amplification
hearing aids and the cochlear prosthesis, has stimulated new
knowledge about audition; these technologies have benefitted
from the past research on hearing as well. The cochlear pros-
thesis in particular offers unique opportunities to study the
hearing process (Miller & Spelman, 1989). The cochlear
prosthesis is a wire with multiple electrodes that is surgically
inserted into the cochlear partition of a patient with a hear-
ing loss. The electrodes stimulate selected portions of the
cochlear partition, based on the transduction of sound into
electrical current via a sound processor worn by the patient.
The success achieved by thousands of cochlear prosthetic
users worldwide suggests that these devices provide a useful
means of aural communication for many people with hearing
impairments. Because the use of cochlear prostheses by-
passes the biomechanical properties of the inner ear, under-
standing the auditory abilities of successful implant users
provides valuable information about the early neural stages of
the auditory process. Many successful users of the cochlear
prostheses had been deprived of useful hearing for many
years before their implantation. The significant improvement
in auditory abilities achieved by these cochlear prostheses
users, after implementation and training, suggests a degree of
auditory plasticity that is receiving a great deal of attention.
The importance of this issue has increased now that young
children are being implanted.

In addition to providing potential utility for hearing aids,
research on spatial hearing and the HRTF have provided
improvements for devices used in many sound localization
situations (Gilkey & Andersen, 1997). For instance, many
traditional hearing aids (especially if only one hearing aid is
used) do not allow users to accurately localize sound sources.
Proper use of HRTF technology may enable hearing aid users
to more accurately localize sound sources, and such accuracy
may also improve their ability to detect sounds in noisy envi-
ronments (the aforementioned cocktail party effect). HRTF
technology has also been adopted in the audio entertainment
and other industries.

The use of the HRTF offers complete control of the sound
cues that are important for sound localization. Such control

offers several advantages for studying hearing (Gilkey &
Andersen, 1997). One interesting use of HRTF-transformed
sound is in the study of auditory adaptation and neural plas-
ticity to alterations of the normal cues for sound localization
(Hofman, Van Riswick, & Van Opstal, 1998). If the HRTF is
altered such that the location of a sound source is now per-
ceived at a new location, listeners can adapt to the change and
after a few days demonstrate near-normal sound localization
abilities. When the nonnormal alterations are removed, lis-
teners quickly return to being able to accurately localize
as they had before the alteration. Such sound localization
adaptation research with human and animal (e.g., the barn
owl) listeners is revealing and will continue to reveal impor-
tant insights about the plasticity of neural sound localization
processes (Knudsen, Esterly, & Olsen, 1994).

In the late 1980s and early 1990s, several authors
(Hartmann, 1988; Moore, 1997; Yost, 1992a), most notably
Bregman (1990), suggested that our ability to determine the
sources of sounds, especially in multisource acoustic environ-
ments, was a major aspect of hearing about which very little
was known. Although the early history of the study of hearing
suggests that so-called object identification was an important
aspect of hearing, for most of the last century and a half the
study of audition focused on the detection and discrimination
of the attributes of sound—frequency, level, and timing—and
how those attributes were coded in the auditory periphery
(Yost, 1992a). While there is still not a lot known about how
the auditory scene is achieved, current research in hearing is
no longer focused on processing in narrow frequency bands
and over very short temporal durations. Psychophysical and
physiological investigators have examined and will continue
to investigate auditory mechanisms that integrate acoustic in-
formation across the spectrum and over time, because such
processing is crucial for sound source determination.

The progress in understanding auditory scene processing
may be hindered by a lack of appropriate techniques to study
these problems. New correlation techniques in psychophysics,
multiple electrode technology, new physiological techniques,
new ways of extracting information from neural data, and
neural imaging are some of the new methods that may open up
opportunities for understanding sound source determination
and audition.Auditory science also knows very little about the
functional purposes of the auditory nuclei in the ascending
auditory pathway and within the auditory cortex. With a few
notable exceptions of several animal models (e.g., bats and
echo processing; barn owls and sound localization), very little
is known about the roles various neural centers play in hearing.
A great deal is known about the anatomy of many neural cir-
cuits and the physiological properties of many types of fibers
in most neural centers, but far less is known about what
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function those circuits and fibers play in hearing. This is per-
haps understandable because most of functional hearing is
based on significant neural computation of the incoming audi-
tory signal. The neural centers that perform the computations
necessary for sound localization, especially computations for
interaural time and level differences, are beginning to be
sorted out, probably because a great deal is known about the
type of computations that are required for accurate sound lo-
calization. Similar work for understanding the functionality of
other auditory neural centers will continue to be an intense
area of interest for auditory science. Progress will require a
better understanding of auditory neural circuits in the central
auditory system, additional knowledge about the auditory
cues used for sound source determination, and testable models
and theories of sound source determination.

Models of auditory processing, especially computational
models, have provided significant new insights into possible
mechanisms of cental auditory processing (Hawkins,
McMullen, Popper, & Fay, 1996). Several computational
models of the auditory periphery have been shown to produce
accurate representations of the spectral-temporal code pro-
vided by the inner ear and auditory nerve. These models can
be used instead of the laborious collection of physiological
data to explore possible models of central mechanisms for
processing sound. Additional work on these models will
continue to be an active area of research in audition.

There is a growing interest in neural imaging (e.g., PET;
positron-emission tomography), especially fMRI (functional
magnetic resonance imaging), as a potentially potent tool for
probing neural mechanisms of auditory processing. Some of
the most recent work is focusing on basic auditory processing
(Griffith, Buchel, Frankowiak, & Patterson, 1998), as opposed
to speech and language processing based on spoken language
(see Fowler chapter in this volume). Such imaging research
will be most useful when the spatial and temporal scales of
measurement allow one to study the individual neural circuits
involved with hearing. New imaging techniques, such as
cardiac triggering and sparse imaging, are just now demon-
strating the promise this technology might provide for better
understanding auditory processing, especially in human
listeners.

Although remarkable progress has been made in under-
standing audition, the field really is in its infancy when one
considers all that is not known. While more is to be learned
about the auditory periphery and the detectability and dis-
criminability of sounds, a major challenge facing audition is
unraveling the function of the central auditory nervous sys-
tem and how it supports our abilities to process the sound
sources that constantly bombard us with crucial information
about the world in which we live.
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This chapter describes a sensory modality that underlies the
most common everyday activities: maintaining one’s posture,
scratching an itch, or picking up a spoon. As a topic of psy-
chological research, touch has received far less attention than
vision has. However, the substantial literature that is avail-
able covers topics from neurophysiology, through basic
psychophysics, to cognitive issues such as memory and ob-
ject recognition. All these topics are reviewed in the current
chapter.

We begin by defining the modality of touch as comprising
different submodalities, characterized by their neural inputs.
A brief review of neurophysiological and basic psychophysi-
cal findings follows. The chapter then pursues a number of
topics concerning higher-level perception and cognition.
Touch is emphasized as an active modality in which the per-
ceiver seeks information from the world by exploratory
movements. We ask how properties of objects and surfaces—
like roughness or size—are perceived through contact and

movement. We discuss the accuracy of haptic space percep-
tion and why movement might introduce systematic errors or
illusions. Next comes an evaluation of touch as a pattern-
recognition system, where the patterns range from two-
dimensional arrays like Braille to real, free-standing objects.
In everyday perception, touch and vision operate together;
this chapter offers a discussion of how these modalities inter-
act. Higher-level cognition, including attention and memory,
is considered next. The chapter concludes with a review of
some applications of research on touch.

A number of common themes underlie these topics. One is
the idea that perceptual modalities are similar with respect to
general functions they attempt to serve, such as conveying in-
formation about objects and space. Another is that by virtue
of having distinct neural structures and relying on movement
for input, touch has unique characteristics. The chapter
makes the point that touch and vision interact cooperatively
in extracting information about the world, but that the two
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modalities represent different priorities, with touch empha-
sizing information about material properties and vision em-
phasizing spatial and geometric properties. Thus there is a
remarkable balance between redundant and complementary
functions across vision and touch. The chapter by Stephen
in this volume reviews vision generally and hence provides
many points of comparison with this chapter. A final theme of
the present chapter is that research on touch has exciting
applications to everyday problems.

TOUCH DEFINED AS AN ACTIVE,
MULTISENSORY SYSTEM

The modality of touch encompasses several distinct sensory
systems. Most researchers have distinguished among three
systems—cutaneous, kinesthetic, and haptic—on the basis of
the underlying neural inputs. In the terminology of Loomis
and Lederman (1986), the cutaneous system receives sensory
inputs from mechanoreceptors—specialized nerve endings
that respond to mechanical stimulation (force)—that are em-
bedded in the skin. The kinesthetic system receives sensory
inputs from mechanoreceptors located within the body’s
muscles, tendons, and joints. The haptic system uses com-
bined inputs from both the cutaneous and kinesthetic sys-
tems. The term haptic is associated in particular with active
touch. In an everyday context, touch is active; the sensory
apparatus is intertwined with the body structures that produce
movement. By virtue of moving the limbs and skin with
respect to surfaces and objects, the basic sensory inputs to
touch are enhanced, allowing this modality to reveal a rich
array of properties of the world. 

When investigating the properties of the peripheral sen-
sory system, however, researchers have often used passive,
not active, displays. Accordingly, a basic distinction has
arisen between active and passive modes of touch. Unfor-
tunately, over the years the meaning and use of these terms
have proven to be somewhat variable. On occasion, J. J.
Gibson (1962, 1966) treated passive touch as restricted to cu-
taneous (skin) inputs. However, at other times Gibson de-
scribed passive touch as the absence of motor commands to
the muscles (i.e., efferent commands) during the process of
information pickup. For example, if an experimenter shaped
a subject’s hands so as to enclose an object, it would be a case
of active touch by the first criterion, but passive touch by the
second one. We prefer to use Loomis and Lederman’s (1986)
distinctions between types of active versus passive touch.
They combined Gibson’s latter criterion, the presence or ab-
sence of motor control, with the three-way classification of

sensory systems by the afferent inputs used (i.e., cutaneous,
kinesthetic, and haptic). This conjunction yielded five dif-
ferent modes of touch: (a) tactile (cutaneous) perception,
(b) passive kinesthetic perception (kinesthetic afferents re-
spond without voluntary movement), (c) passive haptic per-
ception (cutaneous and kinesthetic afferents respond without
voluntary movement), (d) active kinesthetic perception, and
(e) active haptic perception. The observer only has motor
control over the touch process in modes d and e.

In addition to mechanical stimulation, the inputs to the
touch modality include heat, cooling, and various stimuli that
produce pain. Tactile scientists distinguish a person’s subjec-
tive sensations of touch per se (e.g., pressure, spatial acuity,
position) from those pertaining to temperature and pain. Not
only is the quality of sensation different, but so too are the
neural pathways. This chapter primarily discusses touch and,
to a lesser extent, thermal subsystems, inasmuch as thermal
cues provide an important source of sensory information for
purposes of haptic object recognition. Overviews of thermal
sensitivity have been provided by Sherrick and Cholewiak
(1986) and by J. C. Stevens (1991). The topic of pain is not
extensively discussed here, but reviews of pain responsive-
ness by Sherrick and Cholewiak (1986) and, more recently,
by Craig and Rollman (1999) are recommended. 

THE NEUROPHYSIOLOGY OF TOUCH

The Skin and Its Receptors

The skin is the largest sense organ in the body. In the aver-
age adult, it covers close to 2 m and weighs about 3–5 kg
(Quilliam, 1978). As shown in Figure 6.1, it consists of two
major layers: the epidermis (outer) and the dermis (inner).
The encapsulated endings of the mechanoreceptor units,
which are believed to be responsible for transducing mechan-
ical energy into neural responses, are found in both layers, as
well as at the interface between the two. A third layer lies un-
derneath the dermis and above the supporting structures
made up of muscle and bone. Although not considered part of
the formal medical definition of skin, this additional layer
(the hypodermis) contains connective tissue and subcuta-
neous fat, as well as one population of mechanoreceptor end
organs (Pacinian corpuscles).

We focus here on the volar portion of the human hand, be-
cause the remainder of this chapter considers interactions of
the hand with the world. This skin, which is described as
glabrous (hairless), contains four different populations of cu-
taneous mechanoreceptor afferent units. These populations
are differentiated in terms of both relative receptive field size
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Figure 6.1 Vertical section of the glabrous skin of the human hand,
schematically demonstrating the locations of the four types of mechanore-
ceptors; the major layers of human skin are also shown. Source: After
Johansson & Vallbo (1983; Figure 4). Reprinted with permission.

and adaptation responses to sustained and transient stimula-
tion (see Table 6.1).

The two fast-adapting populations (FA units) show rapid
responses to the onset, and sometimes the offset, of skin de-
formation. In addition, FAI (fast adapting type I) units have
very small, well-defined receptive fields, whereas FAII (fast
adapting type II) units have large receptive fields with
poorly defined boundaries. FAI units respond particularly
well to rate of skin deformation, and they are presumed to
end in Meisner’s corpuscles. FAII units respond reliably to
both the onset and offset of skin deformation, particularly
acceleration and higher-derivative components, and have
been shown to terminate in Pacinian corpuscles. The two

slow-adapting populations (SA units) show a continuous re-
sponse to sustained skin deformation. SAI (slow adapting
type I) units demonstrate a strong dynamic sensitivity, as
well as a somewhat irregular response to sustained stimula-
tion. They are presumed to end in Merkel cell neurite com-
plexes (see Figure 6.1). SAII (slow adapting type II) units
show less dynamic sensitivity but a more regular sustained
discharge, as well as spontaneous discharge sometimes in
the absence of skin deformation; they are presumed to end
in Ruffini endings. Bolanowski, Gescheider, Verrillo, and
Checkosky (1988) have developed a four-channel model of
mechanoreception, which associates psychophysical func-
tions with the tuning curves of mechanoreceptor popula-
tions. Each of the four mechanoreceptors is presumed to
produce different psychophysical responses, constituting a
sensory channel, so to speak.

Response to thermal stimulation is mediated by several
peripheral cutaneous receptor populations that lie near the
body surface. Researchers have documented the existence of
separate “warm” and “cold” thermoreceptor populations in
the skin; such receptors are thought to be primarily responsi-
ble for thermal sensations. Nociceptor units respond only to
extremes (noxious) in temperature (or sometimes mechani-
cal) stimulation, but these are believed to be involved in pain
rather than temperature sensation.

Response to noxious stimulation has received an enor-
mous amount of attention. Here, we simply note that two
populations of peripheral afferent fibers (high-threshold noci-
ceptors) in the skin have been shown to contribute to pain
transmission: the larger, myelinated A-delta fibers and the
narrow, unmyelinated C fibers.

Mechanoreceptors in the muscles, tendons, and joints (and
in the case of the hand, in skin as well) contribute to the
kinesthetic sense of position and movement of the limbs.
With respect to muscle, the muscle spindles contain two
types of sensory endings: Large-diameter primary endings
code for rate of change in the length of the muscle fibers, dy-
namic stretch, and vibration; smaller-diameter secondary
endings are primarily sensitive to the static phase of muscle
activity. It is now known that joint angle is coded primarily
by muscle length. Golgi tendon organs are spindle-shaped
receptors that lie in series with skeletal muscle fibers. These
receptors code muscle tension. Finally, afferent units of the
joints are now known to code primarily for extreme, but not
intermediate, joint positions. As they do not code for inter-
mediate joint positions, it has been suggested that they serve
mainly a protective function—detecting noxious stimulation.
The way in which the kinesthetic mechanoreceptor units me-
diate perceptual outcomes is not well understood, especially

TABLE 6.1 Four Mechanoreceptor Populations in the Glabrous Skin
of the Human Hand, with Their Defining Characteristics

Adaptation Response

Fast; No response to Slow; Responds to
Receptive Field sustained stimulation sustained stimulation

Small, well defined FAI SAI
Large, diffuse FAII SAII

Note: FA = fast adapting; SA = slow adapting; and I and II index types
within each classification.
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in comparison to cutaneous mechanoreceptors. For further
details on kinesthesis, see reviews by Clark and Horch (1986)
and by Jones (1999).

Pathways to Cortex and Major Cortical Areas

Peripheral units in the skin and muscles congregate into sin-
gle nerve trunks at each vertebral level as they are about to
enter the spinal cord. At each level, their cell bodies cluster
together in the dorsal root ganglion. These ganglia form
chains along either side of the spinal cord. The proximal ends
of the peripheral units enter the dorsal horn of the spinal cord,
where they form two major ascending pathways: the dorsal
column-medial lemniscal system and the anterolateral sys-
tem. The dorsal column-medial lemniscal system carries in-
formation about tactile sensation and limb kinesthesis. Of the
two systems, it conducts more rapidly because it ascends di-
rectly to the cortex with few synapses. The anterolateral sys-
tem carries information about temperature and pain—and to
a considerably lesser extent, touch. This route is slower than
the dorsal column-medial lemniscal system because it in-
volves many synapses between the periphery and the cortex.
The two pathways remain segregated until they converge at
the thalamus, although even there the separation is preserved. 

The primary cortical receiving area for the somatic senses,
S-I, lies in the postcentral gyrus and in the depths of the central
sulcus. It consists of four functional areas, which when ordered
from the central sulcus back to the posterior parietal lobe, are
known as Brodmann’s areas 3a, 3b, 1, and 2. Lateral and some-
what posterior to S-I is S-II, the secondary somatic sensory
cortex, which lies in the upper bank of the lateral sulcus. S-II
receives its main inputs from S-I. The posterior parietal lobe
(Brodmann’s areas 5 and 7) also receives somatic inputs. It
serves higher-level associative functions, such as relating
sensory and motor processing, and integrating the various so-
matic inputs (for further details, see Kandel, Schwartz, &
Jessell, 1991).

SENSORY ASPECTS OF TOUCH

Cutaneous Sensitivity and Resolution

Tests of absolute and relative sensitivity to applied force
describe people’s threshold responses to intensive aspects of
mechanical deformation (e.g., the depth of penetration of a
probe into the skin). In addition, sensation magnitude has
been scaled as a function of stimulus amplitude, in order
to reveal the relation between perceptual response and stimu-
lus variables at suprathreshold levels. Corresponding psy-
chophysical experiments have been performed to determine

sensitivity to warmth and cold, and to pain. A review chapter
by Sherrick and Cholewiak (1986) has described basic find-
ings in this area in detail (see also Rollman, 1991; Stevens,
1991).

The spatial resolving capacity of the skin has been mea-
sured in a variety of ways, including the classical two-point
discrimination method, in which the threshold for perceiv-
ing two punctate stimuli as a single point is determined.
However, Johnson and Phillips (1981; see also Craig &
Johnson, 2000; Loomis, 1979) have argued persuasively that
grating orientation discrimination provides a more stable and
valid assessment of the human capacity for cutaneous spatial
resolution. Using spatial gratings, the spatial acuity of the
skin has been found to be about 1 mm.

The temporal resolving capacity of the skin has been eval-
uated with a number of different methods (see Sherrick &
Cholewiak, 1986). For example, it has been assessed in terms
of sensitivity to vibratory frequency. Experiments have
shown that human adults are able to detect vibrations up to
about 700 Hz, which suggests that they can resolve temporal
intervals as small as about 1.4 ms (e.g., Verrillo, 1963). A
more conservative estimate (5.5 ms) was obtained when de-
termining the minimum separation time between two 1-ms
pulse stimuli that is required for an observer to perceive them
as successive.

Overall, the experimental data suggest that the hand is
poorer than the eye and better than the ear in resolving fine
spatial details. On the other hand, it has proven to be better
than the eye and poorer than the ear in resolving fine tempo-
ral details.

Effects of Body Site and Age on Cutaneous Thresholds

It has long been known that the sensitivity, acuity, and mag-
nitude of tactile and thermal sensations can vary quite sub-
stantially as a function of the body locus of stimulation (for
details, see van Boven & Johnson, 1994; Stevens, 1991;
Weinstein, 1968; Wilska, 1954). For example, the face (i.e.,
upper lip, cheek, and nose) is best able to detect a low-level
force, whereas the fingers are most efficient at processing
spatial information. The two-point threshold is shown for
various body sites in Figure 6.2.

More recently, researchers have addressed the effect of
chronological age on cutaneous thresholds (for details, see
Verrillo, 1993). One approach to studying aging effects is to
examine the vibratory threshold (the skin displacement at
which a vibration becomes detectable) as a function of age. A
number of studies converge to indicate that aging particularly
affects thresholds for vibrations in the range detected by the
Pacinian corpuscles (i.e, at frequencies above 40 Hz; see
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Gescheider, Bolanowski, Verrillo, Hall, & Hoffman, 1994;
Verillo, 1993). The rise in the threshold with age has been at-
tributed to the loss of receptors. By this account, the Pacinian
threshold is affected more than are other channels because it
is the only one whose response depends on summation of re-
ceptor outputs over space and time (Gescheider, Edwards,
Lackner, Bolanowski, & Verrillo, 1996). Although the ability
to detect a vibration in the Pacinian range is substantially
affected by age, the difference limen—the change in ampli-
tude needed to produce a discriminable departure from a
baseline value—varies little after the baseline values are ad-
justed for the age-related differences in detection threshold
(i.e., the baselines are equated for magnitude of sensation rel-
ative to threshold; Gescheider et al., 1996).

Cutaneous spatial acuity has also been demonstrated to de-
cline with age. Stevens and Patterson (1995) reported an ap-
proximate 1% increase in threshold per year over the ages of
20 to 80 years for each of four acuity measures. The measures
were thresholds, as follows: minimum separation of a 2-point
stimulus that allows discrimination of its orientation on the
finger (transverse vs. longitudinal), minimum separation be-
tween points that allows detection of gaps in lines or disks,

minimum change in locus that allows discrimination between
successive touches on the same or different skin site, and dif-
ference limen for length of a line stimulus applied to the skin.

The losses in cutaneous sensitivity that have been de-
scribed can have profound consequences for everyday life in
older persons because the mechanoreceptors function criti-
cally in basic processes of grasping and manipulation.

Sensory-Guided Grasping and Manipulation

Persons who have sustained peripheral nerve injury to their
hands are often clumsy when grasping and manipulating ob-
jects. Such persons will frequently drop the objects; more-
over, when handling dangerous tools (e.g., a knife), they can
cut themselves quite badly. Older adults, whose cutaneous
thresholds are elevated, tend to grip objects more tightly than
is needed in order to manipulate them (Cole, 1991). Experi-
ments have now confirmed what these observations suggest:
Namely, cutaneous information plays a critical role in guid-
ing motor interactions with objects following initial contact.
Motor control is discussed extensively in the chapter written
by Heuer in this volume.
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Neurophysiological evidence by Johansson and his col-
leagues (see review by Johansson & Westling, 1990) has
clearly shown that the mechanoreceptor populations present
in glabrous skin of the hand, particularly the FAI receptors,
contribute in vital ways to the skill with which people are
able to grasp, lift, and manipulate objects using a precision
grip (a thumb-forefinger pinch). The grasp-lift action requires
that people coordinate the grip and load forces (i.e., forces
perpendicular and tangential to the object grasped, respec-
tively) over a sequence of stages. The information from
cutaneous receptors enables people to grasp objects highly
efficiently, applying force just sufficient to keep them from
slipping. In addition to using cutaneous inputs, people use
memory for previous experience with the weight and slipper-
iness of an object in order to anticipate the forces that must be
applied. Johansson and Westling have suggested that this
sensorimotor form of memory involves programmed muscle
commands. If the anticipatory plan is inappropriate—for
example, if the object slips from the grasp or it is lighter than
expected and the person overgrips—the sensorimotor trace
must be updated. Overt errors can often be prevented, how-
ever, because the cutaneous receptors, particularly the FAIs,
signal when slip is about to occur, while the grip force can
still be corrected.

HAPTIC PERCEPTION OF PROPERTIES OF
OBJECTS AND SURFACES

Up to this point, this chapter has discussed the properties
of touch that regulate very early processing. The chapter
now turns to issues of higher-level processing, including rep-
resentations of the perceived world, memory and cognition
about that world, and interactions with other perceptual
modalities. A considerable amount of work has been done in
these areas since the review of Loomis and Lederman (1986).
We begin with issues of representation. What is it about the
haptically perceived world—its surfaces, objects, and their
spatial relations—that we represent through touch?

Klatzky and Lederman (1999a) pointed out that the haptic
system begins extracting attributes of surfaces and objects
from the level of the most peripheral units. This contrasts with
vision, in which the earliest output from receptors codes the
distribution of points of light, and considerable higher-order
processing ensues before fundamental attributes of objects
become defined.

The earliest output from mechanoreceptors and thermal
receptors codes attributes of objects directly through various
mechanisms. There may be different populations of pe-
ripheral receptors, each tuned to a particular level of some

dimension along which stimuli vary. An example of this
mechanism can be found in the two populations of thermore-
ceptors, which code different (but overlapping) ranges of
heat flow. Another example can be found in the frequency-
based tuning functions of the mechanoreceptors (Johansson,
Landstrom, & Lundstrom, 1982), which divide the contin-
uum of vibratory stimuli. Stimulus distinctions can be made
within single units as well: for example, by phase locking of
the unit’s output to a vibratory input (i.e., the unit fires at
some multiple of the input frequency). The firing rate of a
single unit can indicate a property such as the sharpness of a
punctate stimulus (Vierck, 1979). Above the level of the ini-
tial receptor populations are populations that combine inputs
from the receptors to produce integrative codes. As is later
described, the perception of surface roughness appears to re-
sult from the integration at cortical levels of inputs from pop-
ulations of SAI receptors. Multiple inputs from receptors
may also be converted to maps that define spatial features of
surfaces pressed against the fingertip, such as curvature
(LaMotte & Srinivasan, 1993; Vierck, 1979).

Ultimately, activity from receptors to the brain leads to a
representation of a world of objects and surfaces, defined in
spatial relation to one another, each bound to a set of endur-
ing physical properties. We now turn to the principal proper-
ties that are part of that representation.

Haptically Perceptible Properties

Klatzky and Lederman (1993) suggested a hierarchical orga-
nization of object properties extracted by the haptic system.
At the highest level, a distinction is made between geomet-
ric properties of objects and material properties. Geometric
properties are specific to particular objects, whereas mater-
ial properties are independent of any one sampled object.

At the next level of the hierarchy, the geometric proper-
ties are divided into size and shape. Two natural scales for
these properties are within the haptic system, differentiated
by the role of cutaneous versus kinesthetic receptors, which
we call micro- and macrogeometric. At the microgeometric
level, an object is small enough to fall within a single region
of skin, such as the fingertip. This produces a spatial defor-
mation pattern on the skin that is coded by the mechanore-
ceptors (particularly the SAIs) and functions essentially as a
map of the object’s spatial layout. This map might be called
2-1/2 D, after Marr (1982), in that the coding pertains only to
the surfaces that are in contact with the finger. The represen-
tation extends into depth because the fingertip accommo-
dates so as to have differential pressure from surface planes
lying at different depth. At the macrogeometric level, objects
do not fall within a single region of the skin, but rather are
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enveloped in hands or limbs, bringing in the contribution of
kinesthetic receptors and skin sites that are not somatotopi-
cally continuous, such as multiple fingers. Integration of these
inputs must be performed to determine the geometry of the
objects.

The hierarchical organization of Klatzky and Lederman
further differentiates material properties into texture, hard-
ness (or compliance), and apparent temperature. Texture
comprises many perceptually distinct properties, such as
roughness, stickiness, and spatial density. Roughness has
been the most extensively studied, and we treat it in some de-
tail in a following section. Compliance perception has both
cutaneous and kinesthetic components, the relative contribu-
tions of which depend on the rigidity of the object’s surface
(Srinivasan & LaMotte, 1995). For example, a piano key is
rigid on the surface but compliant, and kinesthesis is a neces-
sary input to the perception that it is a hard or soft key to
press. Although cutaneous cues are necessary, they are not
sufficient, because the skin bottoms out, so to speak, whether
the key is resistant or compliant. On the other hand, a cotton
ball deforms as it is penetrated, causing a cutaneous gradient
that may be sufficient by itself to discriminate compliance.
Another property of objects is weight, which reflects geom-
etry and material. Although an object’s weight is defined by
its total mass, which reflects density and volume, we will see
that perceived weight can be affected by the object’s material,
shape, and identity.

A complete review of the literature on haptic perception of
object properties would go far beyond the scope of this chap-
ter. Here, we treat three of the most commonly studied prop-
erties in some detail: texture, weight, and curvature. Each of
these properties can be defined at different scales, although
the meaning of scale varies with the particular dimension of
interest. The mechanisms of haptic perception may be pro-
foundly affected by scale.

Roughness

A textured surface has protruberant elements arising from a
relatively homogeneous substrate. The surface can be charac-
terized as having macrotexture or microtexture, depending
on the spacing between surface elements. Different mecha-
nisms appear to mediate roughness perception at these two
scales. In a microtexture, the elements are spaced at intervals
on the order of microns (thousandths of a millimeter); in a
macrotexture, the spacing is one or two orders of magnitude
greater, or more. When the elements get too sparse, on the
order of 3–4 mm apart or so, people tend to be reluctant to
characterize the surface as textured. Rather, it appears to be a
smooth surface punctuated by irregularities.

Early research determined some of the primary physical
determinants of perceived roughness with macrotextures (i.e.,
≥ 1 mm spacing between elements). For example, Lederman
(Lederman, 1974, 1983; Lederman & Taylor, 1972; see also
Connor, Hsaio, Philips, & Johnson, 1990; Connor & Johnson,
1992; Sathian, Goodwin, John, & Darian-Smith, 1989;
Sinclair & Burton, 1991; Stevens & Harris, 1962), using tex-
tures that took the form of grooves with rectangular profiles,
found that perceived roughness strongly increased with the
spacing between the ridges (groove width). Increases in ridge
width—that is, the size of the peaks rather than the troughs in
the surface—had a relatively modest effect, tending to de-
crease perceived roughness. Although roughness was princi-
pally affected by the geometry of the surface, the way in which
the surface was explored also had some effect. Increasing ap-
plied fingertip force increased the magnitude of perceived
roughness, and the speed of relative motion between hand and
surface had a small but systematic effect on perceived rough-
ness. Finally, conditions of active versus passive control over
the speed-of-hand motion led to similar roughness judgments,
suggesting that kinesthesis plays a minimal role, and that the
manner in which the skin is deformed is critical.

Taylor and Lederman (1975) constructed a model of per-
ceived roughness, based on a mechanical analysis of the skin
deformation resulting from changes in groove width, finger-
tip force, and ridge width. Their model suggested that per-
ceived roughness of gratings was based on the total amount
of skin deformation produced by the stimulus. Taylor and
Lederman described the representation of roughness in terms
of this proximal stimulus as “intensive” because the defor-
mation appeared to be integrated over the entire area of con-
tact, resulting in an essentially unidimensional percept.

The neural basis for coding roughness has been modeled
by Johnson, Connor, and associates (Connor et al., 1990;
Connor & Johnson, 1992). The model assumes that initial
coding of the textured surface is in terms of the relative ac-
tivity rates of spatially distributed SAI mechanoreceptors.
The spatial map is preserved in S-I, the primary somatosen-
sory cortex (specifically, area 3b), which computes differ-
ences in activity of adjacent (1 mm apart) SAI units. These
differences in spatially distributed activity are passed along
to neurons in S-II, another somatosensory cortical area that
integrates the information from the primary cortex (Hsiao,
Johnson, & Twombly, 1993).

Although vibratory signals exist, psychophysical studies
suggest that humans tend not to use vibration to judge
macrotextures presented to the bare skin. Roughness judg-
ments were unaffected by the spatial period of stimulus grat-
ings (Lederman, 1974, 1983) and minimally affected by
movement speed (Katz, 1925/1989; Lederman, 1974, 1983),
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both of which should alter vibration; they were also unaf-
fected by either low- or high-frequency vibrotactile adapta-
tion (Lederman, Loomis, & Williams, 1982). Vibratory
coding of roughness does, however, occur with very fine mi-
crotextures. LaMotte and Srinivasan (1991) found that
observers could discriminate a featureless surface from a tex-
ture with height .06–.16 microns and interelement spacing
~100 microns. Subjects reported attending to the vibration
from stroking the texture. Moreover, measures of mechanore-
ceptor activity in monkeys passively exposed to the same sur-
faces implicated the FAII (or PC) units, which respond to
relatively high-frequency vibrations (peak response~250 Hz;
Johansson & Vallbo, 1983). Vibrotactile adaptation affected
perceived roughness of fine but not coarse surfaces (Hollins,
Bensmaia, & Risner, 1998).

Somewhat surprisingly, the textural scale where spatial
coding of macrotexture changes to vibratory coding of mi-
crotexture appears to be below the limit of tactile spatial res-
olution (.5–1.0 mm). Dorsch, Yoshioka, Hsiao, and Johnson
(2000) reported that SAI activity, which implicates spatial
coding, was correlated with roughness perception over a
range of gratings that began with a .1-mm groove width.
Using particulate textures, Hollins and Risner (2000) found
evidence for a transition between vibratory and spatial cod-
ing at a similar particle size.

Weight

The perception of weight has been of interest for a time
approaching two centuries, since the work of Weber
(1834/1978). Weber pointed out that the impression of an ob-
ject’s heaviness was greater when it was wielded than when it
rested passively on the skin, suggesting that the perception of
weight was not entirely determined by its objective value. In
the late 1800s (Charpentier, 1891; Dresslar, 1894), the dis-
covery of the size-weight illusion—that given equal objec-
tive weight, a smaller object seems heavier—pointed to the
fact that multiple physical factors determine heaviness per-
ception. Recently, Amazeen and Turvey (1996) have inte-
grated a body of work on the size-weight illusion and weight
perception by accounting for perceived weight in terms of re-
sistance to the rotational forces imposed by the limbs as an
object is held and wielded. Their task requires the subject to
wield an object at the end of a rod or handle, precluding vol-
umetric shape cues. Figure 6.3 shows the experimental setup
for a wielding task. Formally, resistance to wielding is de-
fined by an entity called the inertia tensor, a three-by-three
matrix whose elements represent the resistance to rotational
acceleration about the axes of a three-dimensional coordi-
nate system that is imposed on the object around the center
of rotation. Although the inertia tensor will vary with the

coordinate system that is imposed on the object, its eigenval-
ues are invariant. (The eigenvalues of a matrix are scalars
that, together with a set of eigenvectors—essentially, coordi-
nate axes—can be used to reconstruct it.) They correspond to
the principal moments of inertia: that is, the resistances to ro-
tation about a nonarbitrary coordinate system that uses the
primary axes of the object (those around which the mass is
balanced). In a series of experiments in which the eigenval-
ues were manipulated and the seminal data on the size-weight
illusion were analyzed (Stevens & Rubin, 1970), Amazeen
and Turvey found that heaviness was directly related to the
product of power functions of the eigenvalues (specifically,
the first and third). This finding explains why weight is not
dictated simply by mass alone; the reliance of heaviness per-
ception on resistance to rotation means that it will also be
affected by geometric factors.

But the story is more complicated, it seems, as weight per-
ception is also affected by the material from which an object is
made and the way in which it is gripped. A material-weight re-
lation was documented by Wolfe (1898), who covered objects
of equal mass with different surface materials and found that
objects having surface materials that were more dense were
judged lighter than those with surfaces that were less dense
(e.g., comparing brass to wood). Flanagan and associates
(Flanagan, Wing, Allison, & Spencely, 1995; Flanagan &
Wing, 1997; see also Rinkenauer, Mattes, & Ulrich, 1999)

Figure 6.3 Experimental setup for determining the property of
an object by wielding; the subject is adjusting a visible board so
that its distance is the same as the perceived length of the rod. For
weight judgments, the subject assigns a number corresponding to
the impression of weight from wielding. Source: From Turvey
(1996; Figure 2). Copyright © 1996 by the American Psycholog-
ical Association. Reprinted with permission. 

[Image not available in this electronic edition.]
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suggested that material affected perceived weight because ob-
jects that were slipperier required a greater grip force in order
to be lifted, and a more forceful grip led to a perception of
greater weight (presumably because heavier objects must be
gripped more tightly to lift them). Ellis and Lederman (1999)
reported a material-weight illusion, however, that could not be
entirely explained by grip force, because the slipperiest object
was not felt to be the heaviest. Moreover, they demonstrated
that the effects of material on perceived heaviness vanished
when (a) objects of high mass were used, or (b) even low-mass
objects were required to be gripped tightly. The first of these
effects, an interaction between material and mass, is a version
of scale effects in haptic perception to which we previously
alluded.

However, cognitive factors cannot be entirely excluded
either, as demonstrated by an experiment by Ellis and
Lederman (1998) that describes the so-called golf-ball
illusion, a newly documented misperception of weight. Expe-
rienced golfers and nongolfers were visually shown practice
and real golf balls that looked alike, but that were adjusted to
be of equal mass. The golfers judged the practice balls to be
heavier than the real balls, in contrast to the nongolfers, who
judged them to be the same apparent weight. These results
highlight the contribution of a cognitive component to weight
perception, inasmuch as only experienced golfers would know
that practice balls are normally lighter than real golf balls.

Collectively, this body of studies points to a complex set
of factors that affect the perception of weight via the haptic
system. Resistance to rotation is important, particularly when
an object is wielded (as opposed, e.g., to being passively
held). Grip force and material may reflect cognitive ex-
pectancies (i.e., the expectation that more tightly gripped
objects and denser objects should be heavier), but they may
also affect more peripheral perceptual mechanisms. A pure
cognitive-expectancy explanation for these factors would
suggest equivalent effects when vision is used to judge
weight, but such effects are not obtained (Ellis & Lederman,
1999). Nor would a pure expectancy explanation explain why
the effects of material on weight perception vanish when an
object is gripped tightly. Still, a cognitive expectancy expla-
nation does explain the differences in the weight percepts of
the experienced golfers versus the nongolfers. As for lower-
level processes that may alter the weight percept, Ellis and
Lederman (1999) point out that a firm grip may saturate
mechanoreceptors that usually provide information about
slip. And Flanagan and Bandomir (2000) have found that
weight perception is affected by the width of the grip, the
number of fingers involved, and the contact area, but not
the angle of the contacted surfaces; these findings suggest the
presence of additional complex interactions between weight
perception and the motor commands for grasping.

Curvature

Curvature is the rate of change in the angle of the tangent
line to a curve as the tangent point moves along it. Holding
shape constant, curvature decreases as scale increases; for ex-
ample, a circle with a larger radius has a smaller curvature.
Like other haptically perceived properties, the scale of a
curve is important. A curved object may be small enough to
fall within the area of a fingertip, or large enough to require a
movement of the hand across its surface in order to touch it
all. If the curvature of a surface is large (e.g., a pearl), then
the entire surface may fall within the scale of a fingertip. A
surface with a smaller curvature may still be presented to a
single finger, but the changes in the tangent line over the
width of the fingertip may not make it discriminable from a
flat surface.

One clear point is that curvature perception is subject to
error from various sources. One is manner of exploration. For
example, when curved edges are actively explored, curvature
away from the explorer may lead to the perception that the
edge is straight (Davidson, 1972; Hunter, 1954). Vogels,
Kappers, and Koenderink (1996) found that the curvature of
a surface was affected by another surface that had been
touched previously, constituting a curvature aftereffect. The
apparent curvature of a surface also depends on whether it lies
along or across the fingers (Pont, Kappers, & Koenderink,
1998), or whether it touches the palm or upper surface of the
hand (Pont, Kappers, & Koenderink, 1997).

When small curved surfaces, which have relatively high
curvature, are brought to the fingertip, slowly adapting
mechanoreceptors provide an isomorphic representation of
the pressure gradient on the skin (LaMotte & Srinivasan,
1993; Srinivasan & LaMotte, 1991; Vierck, 1979). This map
is sufficient to make discriminations between curved surfaces
on the basis of a single finger’s touch. Goodwin, John, and
Marceglia (1991) found that a curvature equivalent to a circle
with a radius of .2 m could be discriminated from a flat sur-
face when passively touched by a single finger.

When larger surfaces (smaller curvature) are presented,
they may be explored by multiple fingers of a static hand or
by tracing along the edge. Pont et al. (1997) tested three mod-
els to explain curvature perception when static, multifinger
exposure was used.

To understand the models, consider a stimulus shaped
like a semicircle, the flat edge of which lies on a tabletop
with the curved edge pointing up. This situation is illustrated
in Figure 6.4. Assume that the stimulus is felt by three fin-
gers, with the middle finger at the highest point (i.e., the
midpoint) of the curve. There are then three parameters to
consider. The first is height difference: The middle finger is
higher (i.e., at a greater distance from the tabletop) than the
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Figure 6.4 Definition of three different measures of curvature detectable
from touch (Pont et al., 1999; Figure 5, top)—the height difference, the at-
titude of the fingers, and the radius of curvature. The circles represent three
fingers touching a curved surface. Reprinted with permission.

other fingers by some height. The second is the difference in
the angles at which the two outer fingers lie: These fingers’
contact points have tangent lines tilted toward one another,
with the difference in their slopes constituting an attitude
difference, so to speak. In addition, the semicircle has some
objective curvature. All three parameters will change as
the semicircle’s radius changes size. For example, as the ra-
dius increases and the surface gets flatter, the curvature will
decrease, the difference in height between the middle and
outer fingers will decrease, and the attitudes of the outer
fingers approach the horizontal from opposing directions,
maximizing the attitude difference. The question is, which of
these parameters—height difference, attitude difference, or
curvature—determines the discriminability between edges
of different curvature? Pont et al. concluded that subjects
compared the difference in attitudes between surfaces and
used that difference to discriminate them. That is, for each
surface, subjects considered the difference in the slope at the
outer points of contact. For example, this model predicts that
as the outer fingers are placed further apart along a semicir-
cular edge of some radius, the value of the radius at which
there is a threshold level of curvature (i.e., where a curved
surface can just be discriminated from a flat one) will in-
crease. As the fingers move farther apart, only by increasing
the radius of the semicircle can the attitude difference be-
tween them be maintained.

As we report in the following section, when a stimulus has
an extended contour, moving the fingers along its edge is the
only way to extract its shape; static contact does not suffice.
For simple curves, at least, it appears that this is not the case,
and static and dynamic curvature detection is similar. Pont
(1997) reported that when subjects felt a curved edge by
moving their index finger along it, from one end to the other
of a window of exposure, the results were similar to those

with static touch. She again concluded that it was the differ-
ence in local attitudes, the changing local gradients touched
by the finger as it moved along the exposed edge, that were
used for discrimination. A similar conclusion was reached by
Pont, Kappers, and Koenderink (1999) in a more extended
comparison of static and dynamic touch. It should be noted
that the nature of dynamic exploration of the stimulus was
highly constrained in these tasks, and that the manner in
which a curved surface is touched may affect the resulting
percept (Davidson, 1972; Davidson & Whitson, 1974). We
now turn to the general topic of how manual exploration af-
fects the extraction of the properties of objects through haptic
perception.

Role of Manual Exploration in Perceiving
Object Properties

The sensory receptors under the skin, and in muscles, ten-
dons, and joints, become activated not only through contact
with an object but through movement. Lederman and Klatzky
(1987) noted the stereotypy with which objects are explored
when people seek information about particular object proper-
ties. For example, when people seek to know which of two
objects is rougher, they typically rub their fingers along the
objects’surfaces. Lederman and Klatzky called such an action
an “exploratory procedure,” by which they meant a stereo-
typed pattern of action associated with an object property.

The principal set of exploratory procedures they described
is as follows (see Figure 6.5):

Lateral motion—associated with texture encoding; char-
acterized by production of shearing forces between skin
and object.

LATERAL MOTION/
TEXTURE

UNSUPPORTED
HOLDING/
WEIGHT

ENCLOSURE/
GLOBAL SHAPE,
VOLUME 

STATIC CONTACT/
TEMPERATURE

PRESSURE/
HARDNESS

CONTOUR FOLLOWING/
GLOBAL SHAPE,
EXACT SHAPE

Figure 6.5 Exploratory procedures described by Lederman and
Klatzky (1987; Figure 1; adapted) and the object properties with which
each is associated. Reprinted with permission.
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Static contact—associated with temperature encoding;
characterized by contact with maximum skin surface and
without movement, also without effort to mold to the
touched surface.

Enclosure—associated with encoding of volume and
coarse shape; characterized by molding to touched surface
but without high force.

Pressure—associated with encoding of compliance;
characterized by application of forces to object (usually,
normal to surface), while counterforces are exerted (by
person or external support) to maintain its position.

Unsupported holding—associated with encoding of
weight; characterized by holding object away from sup-
porting surface, often with arm movement (hefting).

Contour following—associated with encoding of precise
contour; characterized by movement of exploring effector
(usually, one or more fingertips) along edge or surface
contour.

The association between these exploratory procedures
and the properties they are used to extract has been docu-
mented in a variety of tasks. One paradigm (Lederman &
Klatzky, 1987) required blindfolded participants to pick the
best match, among three comparison objects, to a standard
object. The match was to be based on a particular property,
like roughness, with others being ignored. The hand move-
ments of the participants when exploring the standard object
were recorded and classified as exploratory procedures. In
another task, blindfolded participants were asked to sort ob-
jects into categories defined by haptically perceptible proper-
ties, as quickly as possible (Klatzky, Lederman, & Reed,
1989; Lederman, Klatzky, & Reed, 1993; Reed, Lederman,
& Klatzky, 1990). The objects were custom fabricated and
varied systematically (across several sets) in shape complex-
ity, compliance, size, hardness, and surface roughness. In
both of these tasks, subjects were observed to produce the
exploratory procedure associated with the targeted object
property.

Haptic exploratory procedures are also observed when
vision is available, although they occur only for a subset
of the properties, and then only when the judgment is rela-
tively difficult (i.e., vision does not suffice). In particular
(Klatzky, Lederman, & Matula, 1993), individuals who
were asked which of two objects was greater along a desig-
nated property—size, weight, and so on—used vision alone
to make judgments of size or shape, whether the judgments
were easy or difficult. However, they used appropriate haptic
exploratory procedures to make difficult judgments of mater-
ial properties, such as weight and roughness.

One might ask what kind of exploration occurs when peo-
ple try to identify common objects. Klatzky, Lederman, and
Metzger (1985) observed a wide variety of hand movements
when participants tried to generate the names of 100 common
objects, as each object was placed in their hands in turn.
Lederman and Klatzky (1990) probed for the hand move-
ments used in object identification more directly, by placing
an object in the hands of a blindfolded participant and asking
for its identity with one of two kinds of cues. The cue referred
either to the object’s basic-level name (e.g., Is this writing
implement a pencil?) or to a name at a subordinate level (e.g.,
Is this pencil a used pencil?). An initial phase of the experi-
ment determined what property or properties people thought
were most critical to identifying the named object at each
level; in this phase, a group of participants selected the most
diagnostic attributes for each name from a list of properties
that was provided. This initial phase revealed that shape was
the most frequent diagnostic attribute for identifying objects
at the basic level, although texture was often diagnostic as
well. At the subordinate level, however, the set of object
names was designed to elicit a wider variety of diagnostic at-
tributes; for example, whereas shape is diagnostic to identify
a food as a noodle, compliance is important when identifying
a noodle as a cooked noodle. In the main phase of the experi-
ment, when participants were given actual exemplars of the
named object and probed at the basic or subordinate level,
their hand movements were recorded and classified. Most
identifications began with a grasp and lift of the object. This
initial exploration was often followed by more specific ex-
ploratory procedures, and those procedures were the ones that
were associated with the object’s most diagnostic attributes.

Why are dedicated exploratory procedures used to extract
object properties? Klatzky and Lederman (1999a) argued that
each exploratory procedure optimizes the input to an associ-
ated property-computation process. For example, the ex-
ploratory procedure associated with the property of apparent
temperature (i.e., static holding) uses a large hand surface.
Spatial summation across the thermal receptors means that a
larger surface provides a stronger signal about rate of heat
flow. As another example, lateral motion—the scanning pro-
cedure associated with the property of surface roughness—
has been found to increase the firing rates of slowly adapting
receptors (Johnson & Lamb, 1981), which appear to be the
input to the computation of roughness for macrotextured
surfaces (see Hsaio et al., 1993, for review). (For a more
complete analysis of the function of exploratory procedures,
see Klatzky & Lederman, 1999a.)

The idea that the exploratory procedure associated with
an object property optimizes the extraction of that property
is supported by an experiment of Lederman and Klatzky
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(1987, Experiment 2). In this study, participants were con-
strained to use a particular exploratory procedure while a
target property was to be compared. Across conditions, each
exploratory procedure was associated with each target prop-
erty, not just the property with which the procedure sponta-
neously emerged. The accuracy and speed of the comparison
were determined for each combination of procedure and prop-
erty. When performance on each property was assessed, the
optimal exploratory procedure in this forced-exploration task
(based on accuracy, with speed used to disambiguate ties) was
found to be the same one that emerged when subjects freely
explored to compare the given property. That is, the sponta-
neously executed procedure was in fact the best one to use,
indicating that the procedure maximizes the availability of
relevant information. The use of contour following to deter-
mine precise shape was found not only optimal, but also nec-
essary in order to achieve accurate performance.

Turvey and associates, in an extensive series of studies,
have examined a form of exploration that they call “dynamic
touch,” to contrast it with both cutaneous sensing and haptic
exploration, in which the hand actively passes over the sur-
face of an object (for review, see Turvey, 1996; Turvey &
Carello, 1995). With dynamic touch, the object is held in the
hand and wielded, stimulating receptors in the tendons and
muscles; thus it can be considered to be based on kinesthesis.
The inertia tensor, described previously in the context of
weight perception, has been found to be a mediating con-
struct in the perception of several object properties from
wielding. We have seen that the eigenvalues of the inertia
tensor—that is, the resistance to rotation around three princi-
pal axes (the eigenvectors)—appear to play a critical role in
the perception of heaviness. The eigenvalues and eigenvec-
tors also appear to convey information about the geometric
properties of objects and the manner in which they are held
during wielding, respectively. Among the perceptual judg-
ments that have been found to be directly related to the iner-
tia tensor are the length of a wielded object (Pagano &
Turvey, 1993; Solomon & Turvey, 1988), its width (Turvey,
Burton, Amazeen, Butwill, & Carello, 1998), and the orienta-
tion of the object relative to the hand (Pagano & Turvey,
1992). A wielded object can also be a tool for finding out
about the external world; for example, the gap between two
opposing surfaces can be probed by a handheld rod (e.g.,
Barac-Cikoja & Turvey, 1993).

Relative Availability of Object Properties

Lederman and Klatzky (1997) used a variant of a visual search
task (Treisman & Gormican, 1988) to investigate which
haptically perceived properties become available at different

points in the processing stream. In their task, the participant
searched for a target that was defined by some haptic property
and presented to a single finger, while other fingers were pre-
sented with distractors that did not have the target property.
For example, the target might be rough, and the distractors
smooth. From one to six fingers were stimulated on any trial,
by means of a motorized apparatus. The participant indicated
target presence or absence by pressing a thumb switch, and
the response time—from presentation of the stimuli to the
response—was recorded. The principal interest was in the
search function; that is, the function relating response time to
the number of fingers that were stimulated. Two such func-
tions could be calculated, one for target-present trials and the
other for target-absent trials. The functions were generally
strongly linear.

Twenty-five variants on this task were performed, repre-
senting different properties. The properties fell into four
broad classes. One was material properties: for example,
rough-smooth (a target could be rough and distractors
smooth, or vice versa), hard-soft, and cool-warm (copper vs.
pine). A second class required subjects to search for the pres-
ence or absence of abrupt surface discontinuities, such as
detecting a surface with a raised bar among flat surfaces. A
third class of discriminations was based on planar or three-
dimensional spatial position. For example, subjects might be
asked to search for a vertical edge (i.e., a raised bar aligned
along the finger) among horizontal-edge distractors, or they
might look for a raised dot to the right of an indentation
among surfaces with a dot to the left of an indentation
(Experiments 8–11). Finally, the fourth class of searches re-
quired subjects to discriminate between continuous three-
dimensional contours, such as seeking a curved surface
among flat surfaces.

From the resulting response-time functions, the slope and
intercept parameters were extracted. The slope indicates the
additional cost, in terms of processing time, of adding a sin-
gle finger to the display. The intercept includes one-time
processes that do not depend on the number of fingers, such
as adjusting the orientation of the hand so as to better contact
the display. Note that although the processes entering the
intercept do not depend on the number of fingers, they may
depend on the particular property that is being discriminated.
The intercept will include the time to extract information
about the object property being interrogated, to the extent the
process of information extraction is done in parallel and it
does not use distributed capacity across the fingers (in which
case, the processing time would affect the slope).

The relative values of the slope and intercept indicate the
availability ordering among properties. A property whose
discrimination produces a higher slope extracts a higher
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finger-by-finger cost and hence is slower to extract; a prop-
erty producing a higher intercept takes longer for one-time
processing and hence is slow to be extracted. Both the slopes
and intercepts of this task told a common story about the rel-
ative availability among haptically accessible properties.
There was a progression in availability from material proper-
ties, to surface discontinuities, to spatial relations. The slopes
for material properties tended to be low (≤ 36 ms), and sev-
eral were approximately equal to zero. Similarly, the inter-
cepts of material-property search functions tended to be
among the lowest, except for the task in which the target was
cool (copper) and the distractors warm (pine). This exception
presumably reflects the time necessary for heat to flow from
the subject’s skin to the stimulus, activating the thermorecep-
tors. In contrast, the slopes and intercepts for spatially de-
fined properties tended to be among the highest.

Why should material properties and abrupt spatial discon-
tinuities be more available than properties that are spatially
defined? Lederman and Klatzky (1997) characterized the
material and discontinuity properties as unidimensional or
intensive: That is, they can be represented by a scalar magni-
tude that indicates the intensity of the perceptual response. In
contrast, spatial properties are, by definition, related to the
two- or three-dimensional layout of points in a reference sys-
tem. A spatial discrimination task requires that a distinction
be made between stimuli that are equal in intensity but vary
in spatial placement. For example, a bar can be aligned with
or across the fingertip, but exerts the same amount of pressure
in either case.

The relative unavailability of spatial properties demon-
strated in this research is consistent with a more general body
of work suggesting that spatial information is relatively diffi-
cult to extract by the haptic system, in comparison both to
spatial coding by the visual system and to haptic coding of non-
spatial properties (e.g., Cashdan, 1968; Johnson & Phillips,
1981; Lederman, Klatzky, Chataway, & Summers, 1990).

HAPTIC SPACE PERCEPTION

Vision-based perception of space is discussed in the chapter
by Proffitt and Caudek in this volume. Whereas a large body
of theoretical and empirical research has addressed visual
space perception, there is no agreed-upon definition of haptic
space. Lederman, Klatzky, Collins, and Wardell (1987) made
a distinction between manipulatory and ambulatory space,
the former within reach of the hands and the latter requiring
exploration by movements of the body. Both involve haptic
feedback, although to different effectors. Here, we consider
manipulatory space exclusively.

A variety of studies have established that the perception of
manipulatory space is nonveridical. The distortions have been
characterized in various ways. One approach is to attempt to
determine a distance metric for lengths of movements made
on a reached surface. Brambring (1976) had blind and sighted
individuals reach along two sides of a right triangle and
estimate the length of the hypotenuse. Fitting the hypotenuse
to a general distance metric revealed that estimates departed
from the Euclidean value by using an exponent less than 2.
Brambring concluded that the operative metric was closer to
a city block. Subsequent work suggests, however, that no one
metric will apply to haptic spatial perception, because distor-
tions arise from several sources, and perception is not uni-
form over the explored space; that is, haptic spatial perception
is anisotropic.

One of the indications of anisotropy is the vertical-
horizontal illusion. Well known in vision, although observed
long ago in touch as well (e.g., Burtt, 1917), this illusion
takes the form of vertical lines’ being overestimated relative
to length-matched horizontals. Typically, the illusion is tested
by presenting subjects with a T-shaped or L-shaped form and
asking them to match the lengths of the components. The
T-shaped stimulus introduces another source of judgment
error, however, in that the vertical line is bisected (making it
perceptually shorter) and the horizontal is not. The illusion
in touch is not necessarily due to visual mediation (i.e., imag-
ining how the stimulus would look), because it has been
observed in congenitally blind people as well as sighted
individuals (e.g., Casla, Blanco, & Travieso, 1999; Heller &
Joyner, 1993). Heller, Calcaterra, Burson, & Green (1997)
demonstrated that the patterns of arm movement used by sub-
jects had a substantial effect on the illusion. Use of the whole
arm in particular augmented the magnitude of the illusion.
Millar and Al-Attar (2000) found that the illusion was af-
fected by the position of the display relative to the body,
which would affect movement and, potentially, the spatial
reference system in which the display was represented.

Another anisotropy is revealed by the radial-tangential ef-
fect in touch. This refers to the fact that movements directed
toward and away from the body (radial motions) are overes-
timated relative to side-to-side (tangential) motions of equal
extent (e.g., Cheng, 1968; Marchetti & Lederman, 1983).
Like the vertical-horizontal illusion, this appears to be heav-
ily influenced by motor patterns. The perception of distance
is greater when the hand is near the body, for example
(Cheng, 1968; Marchetti & Lederman, 1983). Wong (1977)
found that the slower the movement, the greater the judged
extent; he suggested that the difference between radial and
tangential distance judgments may reflect different execution
times. Indeed, when Armstrong and Marks (1999) controlled
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for movement duration, the difference between estimates of
radial and tangential extents vanished.

A third manifestation of anisotropy in haptic space per-
ception is the oblique effect, also found in visual perception
(e.g., Appelle & Countryman, 1986; Gentaz & Hatwell,
1995, 1996, 1998; Lechelt, Eliuk, & Tanne, 1976). When
people are asked to reproduce the orientation of a felt rod,
they do worse with obliques (e.g., 45°) than with horizontal
or vertical lines. As with the other anisotropies that have been
described, the pattern in which the stimulus is explored ap-
pears to be critical to the effect. Gentaz and Hatwell (1996)
had subjects reproduce the orientation of a rod when the
gravitational force was either natural or nulled by a counter-
weight. The oblique effect was greater when the natural grav-
itational forces were present. In a subsequent experiment
with blind subjects (Gentaz & Hatwell, 1998), it appeared
that the variability of the gravitational forces, rather than their
magnitude, was critical: The oblique effect was not found in
the horizontal plane, even with an unsupported arm; in this
plane the gravitational forces do not vary with the direction of
movement. In contrast, the oblique effect was found in the
frontal plane, where gravitational force impedes upward and
facilitates downward movements, regardless of arm support. 

A study by Essock, Krebs, and Prather (1997) points to
the fact that anisotropies may have multiple processing loci.
Although effects of movement and gravity point to the in-
volvement of muscle-tendon-joint systems, the oblique ef-
fect was also found for gratings oriented on the finger pad.
This is presumably due to the filtering of the cutaneous sys-
tem. The authors suggest a basic distinction between low-
level anisotropies that arise at a sensory level, and ones that
arise from higher-level processing of spatial relations.

The influence of high-level processes can be seen in a phe-
nomenon described by Lederman, Klatzky, and Barber
(1985), which they called “length distortion.” In their studies,
participants were asked to trace a curved line between two
endpoints, and then to estimate the direct (Euclidean) dis-
tance between them. The estimates increased directly with the
length of the curved line, in some cases amounting to a 2:1
estimate relative to the correct value. High errors were main-
tained, even when subjects kept one finger on the starting
point of their exploration and maintained it until they came to
the endpoint. Under these circumstances, they had simultane-
ous sensory information about the positions of the fingers
before making the judgment; still, they were pulled off by
the length of the exploratory path. Because the indirect path
between endpoints adds to both the extent and duration of
the travel between them by the fingers, Lederman et al.
(1987) attempted to disambiguate these factors by having
subjects vary movement speed. They found that although the
duration of the movement affected responses, the principal

factor was the pathway extent. In short, it appears that the
spatial pattern of irrelevant movement is taken into account
when the shortest path is estimated.

Bingham, Zaal, Robin, and Shull (2000) suggested that
haptic distortion might actually be functional: namely, as a
means of compensating for visual distortion in reaching.
They pointed out that although visual distances are distorted
by appearing greater in depth than in width, the same appears
to be true of haptically perceived space (Kay, Hogan, &
Fasse, 1996). Given an error in vision, then, the analogous
error in touch leads the person to the same point in space.
Suppose that someone reaching to a target under visual guid-
ance perceives it to be 25% further away than it is—for ex-
ample, at 1.25 m rather than its true location of 1 m. If the
haptic system also feels it to be 25% further away than it is,
then haptic feedback from reaching will guide a person to
land successfully on the target at 1 m while thinking it is at
1.25 m. However, the hypothesis that haptic distortions use-
fully cancel the effects of visual distortions was not well sup-
ported. Haptic feedback in the form of touching the target
after the reach compensated to some extent, but not fully, for
the visual distortion.

Virtually all of the anisotropies that have been described
are affected by the motor patterns used to explore haptic space.
The use of either the hand or arm, the position of the arm when
the hand explores, the gravitational forces present, and the
speed of movement, for example, are all factors that have been
identified as influencing the perception of a tangible layout in
space. What is clearly needed is research that clarifies the
processes by which a representation of external space is de-
rived from sensory signals provided by muscle-tendon-joint
receptors, which in turn arise from the kinematics (positional
change of limbs and effectors) and dynamics (applied forces)
of exploration. This is clearly a multidimensional problem.
Although it may turn out to have a reduced-dimensional solu-
tion, the solution seems likely to be relatively complex, given
the evidence that high-level cognitive processes mediate the
linkages between motor exploration, cutaneous and kines-
thetic sensory responses, and spatial representation.

HAPTIC PERCEPTION OF TWO- AND
THREE-DIMENSIONAL PATTERNS

Pattern perception in the domain of vision is presented in the
chapter by Stephen in this volume. Perception of pattern by
the haptic system has been tested within a number of stimu-
lus domains. The most common stimuli are vibrotactile
patterns, presented by vibrating pins. Other two-dimensional
patterns that have been studied are Braille, letters, unfamiliar
outlines, and outline drawings of common objects. There is
also work on fully three-dimensional objects.
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Vibrotactile Patterns

A vibrotactile pattern is formed by repeatedly stimulating
some part of the body (usually the finger) at a set of contact
points. Typically, the points are a subset of the elements in a
matrix. The most commonly used stimulator, the Optacon
(for optical-to-tacile converter), is a array with 24 rows
and 6 columns; it measures 12.7 * 29.2 mm (Cholewiak &
Collins, 1990). The row vibrators are separated by approxi-
mately 1.25 mm and the column pins by approximately
2.5 mm. The pins vibrate approximately 230 times per sec-
ond. Larger arrays were described by Cholewiak and
Sherrick (1981) for use on the thigh and the palm.

A substantial body of research has examined the effects of
temporal and spatial variation on pattern perception with
vibrating pin arrays (see Craig & Rollman, 1999; Loomis &
Lederman, 1986). When two temporally separated patterns
are presented, they may sum to form a composite, or they
may produce two competing responses; these mechanisms
of temporal interaction appear to be distinct (Craig, 1996;
Craig & Qian 1997). These temporal effects can occur even
when the patterns are presented to spatial locations on two
different fingers (Craig & Qian, 1997).

Spatial interactions between vibratory patterns may occur
because the patterns stimulate common areas of skin, or
because they involve a common stimulus identity but are not
necessarily at the same skin locus. The term communality
(Geldard & Sherrick, 1965) has been used to measure the
extent to which two patterns have active stimulators in
the same spatial location, whether the pattern identities
are the same or different. The ability to discriminate patterns
has been found to be inversely related to their communality
at the finger, palm, and thigh (Cholewiak & Collins, 1995;
see that paper also for a review). The extent to which two pat-
terns occupy common skin sites has also been found to affect
discrimination performance. Horner (1995) found that when
subjects were asked to make same-different judgments of vi-
brotactile patterns, irrespective of the area of skin that was
stimulated, they performed best when the patterns were pre-
sented to the same site, in which case the absolute location of
the stimulation could be used for discrimination. As the loca-
tions were more widely separated, performance deteriorated,
suggesting a cost for aligning the patterns within a common
representation when they were physically separated in space.

Two-Dimensional Patterns and Freestanding Forms

Another type of pattern that has been used in a variety of stud-
ies is composed of raised lines or points. Braille constitutes the
latter type of pattern. Loomis (1990) modeled the perception of
characters presented to the fingertip—not only Braille patterns,

but also modified Braille with adjacent connected dots, raised
letters of English and Japanese, and geometric forms. Confu-
sion errors in identifying members of these pattern sets, tactu-
ally and visually when seen behind a blurring filter (to simulate
filtering properties of the skin), were compiled. The data
supported a model in which the finger acts like a low-pass
filter, essentially blurring the input; the intensity is also com-
pressed. Loomis has pointed out that given the filtering im-
posed by the skin, the Braille patterns that have been devised
for use by the blind represent a useful compromise between
the spatial extent of the finger and its acuity: A larger pattern
would have points whose relative locations were easier to de-
termine, but it would then extend beyond the fingertip.

The neurophysiological mechanisms underlying percep-
tion of raised, two-dimensional patterns at the fingertip have
been investigated by Hsaio, Johnson, and associates (see
Hsaio, Johnson, Twombly, & DiCarlo, 1996). The SAI
mechanoreceptors appear to be principally involved in form
perception. These receptors have small receptive fields (about
2 mm diameter), respond better to edges than to continuous
surfaces (Phillips & Johnson, 1981), and given their sustained
response, collectively produce an output that preserves the
shape of embossed patterns presented to the skin. Hsaio et al.
(1996) have traced the processing beyond the SI mechanore-
ceptors to cortical areas SI and SII in succession. Isomor-
phism is preserved in area SI, whereas SII neurons have larger
receptive fields and show more complex responses that are not
consistently related to the attributes of the stimulus.

Larger two-dimensional shapes, felt with the fingers of
one or more hands, have also been used to test the pattern-
recognition capabilities of the haptic system. These larger
stimuli introduce demands of memory and integration (see
following paragraphs), and often, performance is poor.
Klatzky, Lederman, and Balakrishnan (1991) found chance
performance in a successive matching task with irregularly
shaped planar forms (like wafers) on the order of 15 cm in di-
ameter. Strategic exploration may be used to reduce the -
memory demands and detect higher-order properties of such
stimuli. Klatzky et al. found that subjects explored as symmet-
rically as possible, often halting exploration with one hand so
that the other, slowed by a more complex contour, could catch
up, so to speak, to the same height in space. Ballesteros,
Manga, and Reales (1997) and Ballesteros, Millar, and Reales
(1998) found that such bimanual exploration facilitated the
ability to detect the property of symmetry in raised-line shapes
scaled well beyond the fingertip.

Two-Dimensional Outline Drawings of Common Objects

If unfamiliar forms that require exploration beyond the
fingertip are difficult to identify and compare, one might
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expect better performance with familiar objects. Studies
that examine object-identification performance with raised,
two-dimensional depictions of objects have led to the con-
clusion that performance is considerably below that with
real objects (see following discussion), but well above
chance. Lederman et al. (1990) found that sighted individu-
als recognized only 34% of raised-line drawings of objects,
even when they were allowed up to 2 minutes of explo-
ration. The blind participants did substantially worse (10%
success). Loomis, Klatzky, and Lederman (1991) implicated
memory and integration processes as limiting factors in two-
dimensional haptic picture recognition. This study compared
visual and tactual recognition with identical line drawings of
objects. In one condition with visual presentation, the con-
tours of the object were revealed through an aperture scaled
to have the same proportion, relative to the size of the object,
as the fingertip. As the participant moved his or her hand
on a digital pad, the contours of the object were continuously
revealed through the aperture. Under these viewing condi-
tions, performance with visual recognition—which was com-
pletely accurate when the whole object was simultaneously
exposed—deteriorated to the level of the tactual condition,
despite high familiarity with the object categories.

There is evidence that given the task of recognizing a two-
dimensional picture by touch, people who have had experi-
ence with sight attempt to form a visual image of the object
and recognize it by visual mediation. Blind people with some
visual experience do better on the task than those who lacked
early vision (Heller, 1989a), and among sighted individuals,
measures of imagery correlate with performance (Lederman
et al., 1990). However, Heller also reported a study in which
blind people with some visual experience outperformed
sighted, blindfolded individuals. This demonstrates that vi-
sual experience and mediation by means of visual images are
not prerequisites for successful picture identification. (Note
that spatial images, as compared to visual images, may be
readily available to those lacking in visual experience.)
D’Angiulli, Kennedy, and Heller (1998) also found that when
active exploration of raised pictures was used, performance
by blind children (aged 8–13) was superior to that of a
matched group of sighted children; moreover, the blind chil-
dren’s accuracy averaged above 50%. They suggested that
the blind had better spontaneous strategies for exploring the
pictures; the sighted children benefited from having their
hands passively guided by the experimenter. A history of in-
struction for the blind individuals may contribute to this ef-
fect (Heller, Kennedy, & Joyner, 1995).

The studies just cited clearly show that persons who
lack vision can recognize raised drawings of objects at levels
that, although they do not approach visual recognition,
nonetheless point to a strong capacity to interpret kinesthetic

variation in the plane as a three-dimensional spatial entity.
This ability is consistent with demonstrations that blind peo-
ple often create drawings that illustrate pictorial conventions
such as perspective and metaphorical indications of move-
ment (Heller, Calcaterra, Tyler, & Burson, 1996; Kennedy,
1997).

Three-Dimensional Objects

Real, common objects are recognized very well by touch.
Klatzky et al. (1985) found essentially perfect performance in
naming common objects placed in the hands, with a modal
response time of 2 s. This level of performance contrasts with
the corresponding data for raised-line portrayals of common
objects (i.e., low accuracy even with 2 minutes of explo-
ration), raising the question as to what is responsible for the
difference. No doubt there are several factors. Experience is
likely to be one; note that experience is implicated in previ-
ously described studies with raised-line objects. 

Another relevant factor is three-dimensionality. A two-
dimensional object follows a convention of projecting vari-
ations in depth to a picture plane, from which the third
dimension must be constructed. This is performed automati-
cally by visual processes, but not, apparently, in the domain
of touch. Lederman et al. (1990) found that portrayals of ob-
jects that have variations in depth led to lower performance
than was found with flat objects that primarily varied in
two dimensions (e.g., a bowl vs. a fork). Shimizu, Saida,
and Shimura (1993) used a pin-element display to portray ob-
jects as two-dimensional outlines or three-dimensional relief
forms. Ratings of haptic legibility were higher for the three-
dimensional objects, and their identification by early blind
individuals was also higher. Klatzky, Loomis, Lederman,
Wake, and Fujita (1993) asked participants to identify real
objects while wearing heavy gloves and exploring with only
a single finger, which reduced the objects’ information con-
tent primarily to three-dimensional contour (although some
surface information, such as coefficient of friction, was no
doubt available). Performance was approximately 75% accu-
rate, well above the level achieved when exploring raised-
line depictions of the same objects. 

Lakatos and Marks (1999) investigated whether, when in-
dividuals explore three-dimensional objects, they emphasize
the local features or the global form. The task was to make
similarity judgments of unfamiliar geometric forms (e.g.,
cube; column) that contained distinctive local features such as
grooves and spikes (see Figure 6.6). The data suggested
a greater salience for local features in early processing, with
global features becoming more equal in salience as processing
time increased. Objects with different local features but simi-
lar in overall shape were judged less similar when explored
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Figure 6.6 Objects used by Lakatos and Marks (1999, Figure 2) and their similarity as determined by a clustering algorithm.
The algorithm distributes the objects in a tree, such that objects at the end of a common branch are similar. Letters on the
branches indicate features that are found on objects falling on different branches (e.g., the letter A denotes sharp protrusions,
as found on objects 1B and 2B).

haptically than when vision was available. Longer exposure
time (increasing from 1 s to 16 s) produced greater similarity
ratings for objects that were locally different but globally sim-
ilar, indicating the increasing salience for global shape over
time.

When people do extract local features of three-
dimensional objects, they appear to have a bias toward en-
coding the back of the object—the reverse of vision. Newell,
Ernst, Tian, and Bülthoff (2001) documented this phenome-
non using objects made of Lego blocks. The participants
viewed or haptically explored the objects, and then tried to
recognize the ones to which they had been exposed. On some
trials, the objects were rotated 180 (back-to-front) between
exposure and the recognition test. When exposure and test
were in the same modality (vision or touch), performance

suffered if the objects were rotated. When the modality
changed between exposure and test, however, performance
was better when the objects were rotated as well: In this case,
the surface that was felt at the back of the object was viewed
at the front. Moreover, when exploration and testing were
exclusively by touch, performance was better for objects
explored from the back than for those explored from the
front.

Although the previously described studies emphasized the
role of shape, no doubt a critical factor in recognizing real,
common objects by touch is material. Material is locally
available, whereas extraction of the shape of an object
requires following its contours or enclosing it in the hand
(Lederman & Klatzky, 1987). A number of studies by
Klatzky, Lederman, and associates point to the importance of
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material properties in identification and similarity judgments
(Klatzky & Lederman, 2000). Klatzky, et al. (1985) observed
that individuals who were freely identifying common objects
often reported attending to the objects’ material properties.
Klatzky, Loomis, Lederman, Wake, and Fujita (1993) found
that the performance of individuals who explored common
objects with a single finger while wearing a heavy glove im-
proved significantly when the tip of the glove was cut off to
expose the object’s material. Lederman and Klatzky (1990)
found that when an object’s identity was particularly revealed
by its material (e.g., as compliance is diagnostic of a cooked
noodle), people attempting to identify the object executed the
exploratory procedure that was associated with the relevant
material property (e.g., to identify the cooked noodle, press-
ing on it). And Klatzky and Lederman (1995) found that a
200-ms touch with the fingertip was sufficient to identify
25% of a set of objects selected to have large surfaces and to
be particularly identifiable by texture (e.g., sandpaper).

VISUAL-HAPTIC INTERACTIONS

Attention

The chapter in this volume by Egeth and Lamy provides a gen-
eral overview of attention. Vision and touch have been shown
to be linked in attentional processing. Spence, Pavani, and
Driver (2000) used a paradigm based on early work of Posner
(1978) to demonstrate cross-modal interactions in endogenous
(self-directed rather than stimulus-driven) spatial attention.
Subjects discriminated between sustained or pulsed targets
that were presented either visually (by a light) or tactually (by
a force to the fingertip) on the right or left side of the body.
They indicated the target’s form (sustained vs. pulsed), not its
spatial location, with a foot pedal. A centralized visual precue,
a right or left arrow, correctly predicted the target location on
80% of trials, which should trigger a voluntary orienting of at-
tention to the precued location. Both visual and tactual precue-
ing effects were obtained, in the form of facilitation when the
cue was valid (correctly predicted the target location). In a sub-
sequent experiment, shown in Figure 6.7, in each hand the
participant held a foam cube, which could produce either
vibrotactile stimulation or a light on the upper or lower edge.
The response was to indicate elevation of the target (upper vs.
lower edge), regardless of the cube on which it appeared or of
its modality. Again, a central arrow cue, predicting the likely
hand to be stimulated, was facilitative when it was valid. These
experiments indicated that spatial attention could be endoge-
nously directed in the visual or tactual modality.

Just as a visual cue can direct attention to a tactile stimu-
lus, incongruent visual stimulation can interfere with tactile

detection. Pavani, Spence, and Driver (2000) asked individu-
als to indicate the location of a tactile stimulus on the hand
while it held a cube underneath a table (i.e., the hand could
not be seen). Simultaneously with the tactile stimulus, a light
could flash on a visible cube located on the table top. When
the light flashed at one location on the cube while the tactile
stimulus occurred at another location, tactile detection was
slowed. This interference from an incongruent visual stimu-
lus increased when the participants saw rubber hands holding
the visible cubes on top of the table, aligned with their own
hands. Moreover, some participants reported feeling that the
rubber hands were their own!

Another study of Spence et al. (2000) specifically tested
cross-modal cueing of attention: The target appeared in one
of the two modalities (the so-called primary modality) on
73% of trials, and participants were instructed to direct their
attention primarily in that modality and not in the other (the
so-called secondary modality). A critical manipulation was
that the cue indicating the likely spatial location of the target
within the primary modality was incorrect (actually reversed
by a ratio of 2:1) for the secondary one. For example, if
touch was primary—that is, a tactile stimulus occurred most

Figure 6.7 Experimental setup used by Spence et al. (2000, Figure 3).
The subject holds a cube in each hand that has a vibrotactile stimulator
and light, either of which can signal the required response; the arrows at
fixation are used to direct attention. Source: Spence et al. (2000).
Copyright © 2000 by the American Psychological Association.
Reprinted with permission.

[Image not available in this electronic edition.]
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often—a cue predicting a right-side tactile stimulus actually
implied that if a visual stimulus occurred instead, it would be
on the left side. Thus, participants had countermotivation to
direct their attention in the primary and secondary modalities
to the same side. The results indicated that individuals
responded faster when the target appeared on the side cued
within the primary modality. This occurred not only for stim-
uli in the primary modality, in which the cue’s prediction was
valid, but also for the secondary modality, in which the cue
was invalid most of the time—although the primary cueing
effect was stronger. Thus, for example, when touch was pri-
mary and the cue indicated a right-side stimulus, a visual
stimulus on the right was responded to faster than on the
left—even though a right-side cue for touch implied a left-
side stimulus for vision. On the whole, the results indicate
that subjects did not have two dissociated attentional mecha-
nisms that could be directed to opposite areas of space.
Rather, the attentional focus directed by the primary modality
applied to both modalities.

Cortical sites that may underlie these early attentional
interactions between vision and touch were identified by
Macaluso, Frith, and Driver (2000). They began with the
observation that a touch on one hand can improve visual
discrimination in nearby locations (e.g., Butter, Buchtel, &
Santucci, 1989). Functional MRI was used while subjects
were presented with visual stimulation alone, or visual-plus-
tactile stimulation on the same or different sides. When tac-
tile stimulation occurred on the same side as visual, there was
elevated activity in the visual cortex. Visual-plus-tactile stim-
ulation on opposite sides did not produce such an elevated re-
sponse. The authors suggested that this influence of touch on
early visual processing arises from pathways that arise in the
parietal lobe and project backward.

Cross-Modal Integration

Visual-haptic interactions have been investigated at higher
levels of stimulus processing, in which sensory inputs pro-
duce a unitary perceptual response. A common paradigm in
this research uses a discrepancy between visual and haptic
stimuli—sizes or textures, for example—to determine the
relative weighting of the modalities under different condi-
tions. In early work, Rock (Rock & Harris, 1967; Rock &
Victor, 1964) reported total dominance of haptic percepts by
visual inputs, when participants judged the size of a square
that was simultaneously felt and viewed through a reducing
lens. However, subsequent research has challenged the early
claim of strong visual dominance. Friedes (1974) and Welch
and Warren (1980) have argued that a better predictor of
relative weighting of modality pairs (e.g., vision-touch,

touch-audition, vision-audition) is the relative appropriate-
ness (i.e., defined in terms of accuracy, precision, and cue
availability) of the task for each modality. More recently,
Heller, Calcaterra, Green, and Brown (1999) showed that the
modality and precision of the response strongly influenced
the weighting of the input stimuli. When subjects responded
by viewing a ruler, vision dominated, whereas when they
indicated size with a pinch posture, touch dominated. This
suggests that the relative contributions of the modalities can
be modulated by attention. 

A response by age interaction was found in a size-
discrepancy study by Misceo, Hershberger, and Mancini
(1999). Children from 6 to 12 years of age matched a viewed
and touched square to a set of comparison squares that were
either felt or viewed. While visual dominance was found
across age groups with the visual response, the haptic re-
sponse led to an age progression from visual to haptic domi-
nance. Thus it appears that experience, maturation, or both
alter the extent to which the haptic input can be weighted.

Cognitive factors were also identified in a texture-
discrepancy study by Lederman, Thorne, and Jones (1986).
One group of subjects was asked to judge the so-called spa-
tial density of a set of textured surfaces by vision, by touch,
and by vision and touch together. A second group was asked
to judge the same stimuli in terms of roughness, once again
by vision, touch, and vision and touch together. The spatial-
density instructions produced strong dominance of vision
over touch, presumably because fine spatial resolution is re-
quired by the task, something that vision does considerably
better than touch. In contrast, the roughness instructions
produced equally strong tactual dominance over vision; this
time it was argued because the sense of touch can differenti-
ate fine differences in surface roughness better than vision
can (Heller, 1989b).

Further work on visual-haptic interactions is related to
representations in memory. A particularly important issue is
whether the two channels converge on a common representa-
tion. Memory is reviewed in the next section.

HAPTIC MEMORY

Chapters in this volume that provide broad coverage of human
memory are those by Nairne; McNamara and Holbrook;
Roediger and Marsh; and Johnson. The literature in this area
has tended to neglect the haptic modality, being dominated
by verbal stimuli in the auditory and visual modalities. In
particular, there has been little effort to build an information-
processing systems approach that would identify, for exam-
ple, sensory stores and different forms of long-term memory.
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Research on memory within the modality of touch is also
plagued by the possibility, even the likelihood, of mediating
representations in the verbal or spatial domains. In an infor-
mative review, Millar (1999) has summarized a substantial
body of research within the memory-systems approach. She
points to evidence for the existence of short-term memory in
the tactual modality with a limiting span of two to three items
(Millar, 1975a; Watkins & Watkins, 1974). A counterpart to
the very short-term iconic and echoic memories, found in vi-
sion and audition, has not been clearly demonstrated.

One of the general issues in memory research is the nature
of the internal representation. When information is encoun-
tered through the sense of touch, one version of this question
is whether the representation is intrinsic to the modality or
whether it is more general (e.g., spatial). There is evidence
for specifically tactual coding during early learning of small
patterns like Braille forms; that is, coding that is in terms of
tactual features such as texture or dot density, rather than
being spatially mediated (see Millar, 1997). Millar (1999)
suggested that when patterns can be organized within spatial
reference frames, memory for touched patterns is further
aided by spatial coding.

Another issue is whether the representation resulting from
touch is cross-modal, in the sense of being accessible by
other modalities—especially vision. The answer has been
demonstrated to be cross-modal. Specifically, haptically pre-
sented patterns can be subsequently recognized through the
visual modality, although the effect is regulated by a number
of factors such as discriminability (see Millar, 1975b).

In a study with 5-year-olds, Bushnell and Baxt (1999)
demonstrated that the children were virtually error-free at
discriminating between previously presented and newly
presented common objects, whether the modality changed
between vision and touch or was held constant between pre-
sentation and test. Cross-modal recognition became less accu-
rate (although still above chance levels) when the objects were
unfamiliar, or when the old and new objects were different to-
kens of the same category name. The authors suggest that
these decrements due to unfamiliarity and categorical similar-
ity arise from different sources. The categorical effect is likely
to be due to mediation at a conceptual level or explicit naming,
which children were observed to do. Use of the same name for
old and new objects would lead to misrecognitions.

On the other hand, the decrement due to using unfamiliar
objects is thought to depend on the use of a perceptual code,
which emphasizes different aspects of the objects under
vision and touch. Such a representation is suggested by
experiments on haptic object categorization, which indi-
cate that people use different attributes to group objects,
depending on whether vision is available and on whether the

participants are instructed to think about what the objects feel
like versus what they look like (Klatzky, Lederman, & Reed,
1987; Lederman, Summers, & Klatzky, 1996). Other research
suggests that age as well as modality affects the relative
emphasis of haptically accessible attributes in object catego-
rization (Schwarzer, Kuefer, & Wilkening, 1999).

A major distinction in memory systems that has emerged
in the past two decades or so is made between implicit and
explicit memory. Explicit memory is indicated by conscious
recollection or recognition: that is, by knowledge that
memory is being tapped. Implicit memory is indicated by
priming—a change in the performance of some task, due to
prior exposure to the task materials. For example, having
studied a list of words, participants may be asked to generate
completions for three-letter word stems; they tend to generate
more completions that match the studied words than would
be expected by chance, regardless of whether they explicitly
remember those words.

This paradigm has been extended to the haptic modality in
several studies. Srinivas, Greene, and Easton (1997a) investi-
gated the effects of elaborative (meaningful) processing on
an implicit and explicit memory test with two-dimensional
forms. In verbal learning studies, elaborative processing gen-
erally leads to better performance on explicit tests of mem-
ory, but not on implicit tests. In the Srinivas et al. experiment,
participants studied the forms by feeling them and verbally
describing their features. They then went on to do elaborative
encoding: generating a function for the form (e.g., coat
hanger)—or shallow encoding: reporting the number of hori-
zontal and vertical lines in the form. When tested, partici-
pants either recognized whether a form was studied or new
(i.e., an explicit test), or they drew the form as accurately as
possible after 4 seconds of study (i.e., an implicit test). The
nature of encoding, whether elaborative or shallow, substan-
tially affected the explicit test but not the implicit test. This
indicates that implicit memory extends to the haptic modality
(see also Easton, Srinivas, & Greene, 1997).

A subsequent experiment (Srinivas, Greene, and Easton,
1997b) showed that both the explicit and implicit tactual
memory tests were affected by changes in the orientation and
size of the forms between study and test. Indeed, when the
forms were left-right reversed or rescaled, the priming pro-
duced by implicit memory vanished. In contrast, a visual ver-
sion of the test was affected by orientation changes but not
size changes; this suggests that the basis for implicit memory
in touch is not identical to that in vision, and that the func-
tional representation in touch preserves the physical structure
and scale of the touched object.

Cross-modal priming between the visual and haptic
modalities has also been of interest. Such priming would
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indicate an implicit memory representation that is accessible
multimodally. Using seen or felt words as stimuli, and with
stem completion as the implicit test, Easton et al. (1997)
demonstrated substantial cross-modal priming between
vision and touch. Reales and Ballesteros (1999) examined
implicit and explicit memory under intra- and cross-modal
conditions, using common objects as stimuli. Various im-
plicit tests were used, including the speed of object naming,
the level of completeness at which a fragmented picture
could be identified, and speed of deciding whether a line
drawing depicted a real object. All of these showed substan-
tial cross-modal and intramodal priming (faster responses for
previously studied objects), and in some cases the magnitude
of the cross- and intramodal priming effects were equivalent.
Moreover, as has previously been found, explicit and implicit
tests were governed by different variables: For example,
when pictures were used in an implicit test, priming was
greater when pictures had been studied than when real ob-
jects had been studied, but an explicit test that used pictures
benefited when real objects had been studied. The authors ar-
gued that the priming effect arises from an abstract structural
(cf. semantic) description of objects that is accessible by vi-
sion and touch. Data from a delayed test indicated that this
representation appears to endure at least over a half hour.

APPLICATIONS OF RESEARCH ON TOUCH

Applications of experimental psychology are the topic of the
chapter in this volume by Nickerson and Pew. Work on the
sense of touch can be applied in many areas. A long-standing
application has been to human factors, for the design of
handles or knobs. Work on vibrotactile stimulation has led
to development of reading aids for blind persons, like the
Optacon, and speech-augmentation devices for deaf per-
sons. Increasingly, computer-driven force stimulators have
led to applications in the form of virtual reality and teleoper-
ation. Understanding of the basic capacities and information-
processing mechanisms of the haptic perceptual system is
highly useful, if not necessary, for developing successful ap-
plications in these areas. Conversely, the need for application
has motivated basic research.

Aids for the Visually Impaired

Printed media are an unquestioned aspect of life for sighted in-
dividuals; reading text and viewing images like maps and pic-
tures are taken for granted. Efforts to provide tactual sub-
stitutes for text can be traced to the eighteenth century (see
Millar, in press). Interest in maps for blind individuals has
lagged considerably; it is noteworthy that the first international

conference on maps for the blind was held only in the 1980s
(Wiedel, 1983).

Millar (in press) pointed to the need for understanding
basic processes in haptic perception in order to understand
how advanced Braille readers succeed and to apply this under-
standing to Braille education. She emphasized the inaccuracy
of the naive assumption that Braille patterns constitute gestalt,
or wholistic, shapes that are read character by character. On
the contrary, detailed observation indicates that skilled Braille
reading involves interactive scanning by the two hands, which
share higher-order goals. One goal is to maintain spatial orien-
tation on the lines of text, and the other is to extract verbal
content. Typically, an advanced reader will alternate these
functions over the two hands, with one hand starting to find the
next line of text while the other finishes the extraction of
meaning from the preceding one. This scanning process is
moderated by the task goal: for example, to read for meaning
or to find a target letter. In order to learn Braille, then, students
must master not only the decoding of individual letters, but
also the monitoring and controlling of their orientation rela-
tive to the text, as well as maintaining a smooth scan.

In designing letters or graphics for the blind, the nature of
the pattern is critical. With respect to letters, legibility is the
principal issue. The Braille cell uses dot separations that are
well within the discrimination of a typical fingerpad, although
the dots may be too dense for people with lowered cutaneous
acuity, like elderly or diabetic persons. The inventor of Braille
designed dotted patterns in preference to embossed continu-
ous letters, with which he had been taught. The punctate nature
of Braille dots has been found preferable for matching charac-
ters (see Millar, in press). However, Loomis (1990) reported
that sighted, blindfolded individuals identified continuous
versions of Braille patterns as well as the original dots.

When it comes to graphical aids for the blind other than
printed characters, such as icons used on maps, many factors
in addition to legibility are important. In early work in this
area, Heath (1958) tested a variety of symbolic patterns for
discriminability, and various groups have made recommen-
dations for the symbol system of tangible graphics on this
basis (Jansson, 1972; Nolan & Morris, 1971; Edman, 1992).
Another consideration is function. Golledge (1991) sug-
gested that the blind traveler would find it particularly use-
ful to have strip maps providing navigable routes between
landmarks that are reoriented relative to the user’s current
perspective, rather than survey maps that convey the relative
positions of the landmarks in a fixed spatial reference sys-
tem. Lederman and Campbell (1982) found that the relative
effectiveness of a format for raised graphs depended on the
use to which the graph was put. When the ordinate value for
a given abscissa value had to be determined, a raised grid
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aided performance, but the same grid was confusing when
subjects had to find the coordinates of an intersection. Pat-
terns of scanning also affect the utility of a display (Berlá,
1982).

Basic research on haptic perception indicates that the
iconic value of a symbol may be different in touch than in vi-
sion. For example, the limited spatial resolution of the finger-
tip may make it difficult to determine the direction of a raised
arrow, whereas a pattern that is rough in one direction and
smooth in the other can be read quickly as a directional signal
(Schiff, Kaufer, & Mosak, 1966). Research by Lambert and
Lederman (1989) extended this notion by designing raised
point symbols for designating interior landmarks of build-
ings, in which the three-dimensional structure inherently sug-
gested the intended meaning of the symbol.

Technological advances have permitted increasingly
sophisticated aids for blind persons. Touch tablets are an
electronic means of displaying maps to visually impaired in-
dividuals. The display is divided into a matrix, and when a
cell is touched, a synthesized speech message is invoked.
This is the basis for the NOMAD system (Parkes, 1988).
Another system, MoBIC (The MoBIC Consortium, 1997),
combines a computer-based map, global positioning sensing,
and speech synthesis. It can be used to preview and plan a
journey (virtual travel), or it can be consulted en route by
means of a keypad in order to get information about current
position and a travel plan. The initial system did not include
a tactual map. In an experimental test, however, Bringham-
mar, Jansson, and Douglas (1997) found that after planning
and walking with the system, visually impaired participants
had high ratings for usability and satisfaction, but augment-
ing the system with a tactual map increased satisfaction rat-
ings and measures of route understanding.

The development of aids for the blind will undoubtedly
benefit from a two-pronged approach, in which applied re-
search is coupled with work on the basic capabilities of the
haptic system. Sensory limitations such as spatial thresholds
are important, but so are many higher-level factors. In order
to develop effective displays for people without vision, one
must deal with issues such as what properties of stimuli are
available, how these properties emerge in perceptual process-
ing, how exploration alters what is encoded, and how haptic
information is remembered, particularly in the context of a
real, multimodal environment.

Haptic Augmentation of Speech Perception

Speech perception and production are the focus of the chapter
by Fowler in this volume. The use of haptic stimulation to
augment speech perception is motivated in part by the success

of the Tadoma method for speech communication to deaf and
blind individuals (Reed et al., 1985). In this method, shown in
Figure 6.8, the receiver of communication places his or her
hand on the face and neck of a speaker and monitors the
movements of the speech musculature. In addition to chang-
ing position of the jaw and lips, users have access to changes
in air flow, temperature, and vibration. Experienced users can
achieve high levels of speech understanding based on multi-
ple sources of sensory information.

Efforts to create haptic stimulators to produce similar ef-
fects have varied both with respect to the type of device and
the aspect of the speech signal that they attempt to convey.
The first formant of the speech signal (F0, or fundamental
frequency) has been conveyed by vibration and more re-
cently by vibration-spatial coupling (i.e., both the location
and the frequency of the vibration are manipulated; see
Auer, Bernstein, & Coulter, 1998, for review). An advantage
of conveying F0 is that it is related to several aspects of
speech, including voicing, stress, intonation (question vs.
statement), and syntactic boundaries. Auer et al. found that
when vision was combined with a spatio-temporal display
of F0, intonation identification was augmented relative to vi-
sion alone.

Figure 6.8 The Tadoma method for conveying speech
to the blind and deaf.
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Bernstein (1992) summarized data from a number of ex-
tant devices, along with Tadoma data, in terms of information
transmitted (Miller & Nicely, 1955). The Tadoma method
was superior to any of the aids tested. She reported it
“perplexing” (p. 171) that those studies comparing tactile-
visual stimulation to that of visual and tactile alone showed
only modest gains when the tactile device was added to
visual stimulation. Bernstein suggested this might reflect
either cross-modal interactions, which would supress the
contribution of one modality in the presence of the other, or
redundancy in the visual and tactual speech signals.

The limitations on augmentation of speech by a haptic de-
vice reflect, of course, the device itself. Tan, Durlach, Reed,
and Rabinowitz (1999) devised a haptic speech device, the
Tactuator, that through vibrations and movements of the fin-
ger, combines cutaneous and kinesthetic features, hence en-
riching the stimulus dimensionality. Independent acutators
move the fingerpads of the thumb, index finger, and middle
finger; the thumb moves perpendicularly to the other fingers
so that the hand posture is natural. The system has a temporal
response range of up to 400 Hz and can displace the finger by
26 mm. From absolute identification tasks, the authors esti-
mated the information transmission rate at 12 bits/s, compa-
rable to that of Tadoma. The capabilities of the system for
augmenting natural speech remain to be demonstrated.

Teleoperation and Virtual Environments

A haptic interface is a device that enables manual interaction
with virtual or remote environments (Durlach & Mavor,
1994). The device feeds back information to the operator
about the consequences of interaction in the remote world.
Although the feedback modality is unspecified in principle, it
can take the form of haptic feedback, which indicates the
forces and vibrations that are imposed on the effector in the
remote or simulated world. This type of feedback has been
used in two contexts. One is known as teleoperation—that is,
when a human operator controls a remote device. The other is
virtual haptic environments, in which contact with computer-
generated objects and surfaces is simulated. In either case,
haptic feedback enhances a sense of telepresence, the feeling
that the operator is in a physical environment.

Three types of information are potentially provided by a
haptic display. One is directional force feedback, indicating
forces that the remote or simulated effector encounters in
the environment. Commercial force stimulators are available,
such as the PHANToM™, and new laboratory models have
been developed (e.g., Berkelman & Hollis, 2000). Another
type of information is the sustained, distributed spatial pat-
tern of local forces that generates skin deformation across the

fingertip. To generate this information requires a stimulator
in the form of a matrix of pins; such devices have been
difficult for engineers to implement, although there are some
examples (Kontarinis & Howe, 1993). Perhaps the most
promising display for immediate application is one that
produces vibrotactile stimulation (Cholewiak & Wollowitz,
1992). Vibratory stimulation can be produced relatively
cheaply, and the frequency and amplitude can be set to opti-
mally activate human mechanoreceptors. An example of this
type of display is the Optacon. A more recent development is
the vibrating mouse, although that does not present a spatial
array of forces. 

Haptic displays promise to be useful in many applications
in which conveying a sense of physical interaction is impor-
tant. Haptic feedback has already been found to be essential
for performing some tasks, and it is highly useful for others
(e.g., Kontarinis & Howe, 1995; Sheridan, 1992). Vibrations
in particular, have been shown to improve performance in in-
dustrial teleoperation (Dennerlein, Millman, & Howe, 1997),
in which a human operator controls a remote robot. Vibratory
signals are effective cues to the moment of puncture in med-
ical applications (Kontarinis & Howe, 1995), and they can
aid remote manipulation by conveying the forces encoun-
tered by a robot effector (Murray, 1999). Other potential ap-
plications of haptic displays are to electronic commerce, in
which the quality or aesthetic value of produces could be dis-
played, and haptic augmentation of visual displays of com-
plex data sets (Infed et al., 1999).

Basic research on haptic perception is necessary to guide
the development and use of haptic interfaces. For example,
Klatzky, Lederman, and associates (Klatzky & Lederman,
1999b; Lederman, Klatzky, Hamilton, & Ramsay, 1999) in-
vestigated how people perceived the roughness of a surface
composed of raised elements by rubbing it with a rigid probe.
These circumstances were meant to model a haptic virtual
display in which vibration is the cue to texture. The psy-
chophysical function relating perceived roughness to the
spacing of raised elements was quadratic in form, which con-
trasts with the function typically obtained for roughness per-
ception via the bare skin. The obtained function has direct
implications for efforts to simulate texture by altering vibra-
tions to the hand, because it means that any vibratory rough-
ness system must deal with nonmonotonic responses to
changes in frequency, amplitude, or both.

SUMMARY AND FUTURE DIRECTIONS

This chapter has attempted to provide a view of the modality
of touch as a sensory and cognitive system, one that shares
many features of perceptual systems but is also, by virtue of
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underlying neurophysiology and linkage to the motor system,
unique. The brief review of the neurophsiology of touch
proves sufficient to show that this modality is based on a
variety of receptors, responding to mechanical, thermal, and
noxious stimulation. Classical psychophysics has described
thresholds for the basic receptors and higher-level properties.
Much of this chapter has focused on the role of touch in per-
ceiving properties of objects and surfaces. It has emphasized
that touch is particularly adapted for receiving and process-
ing information about the material of which the world is
made, more than its form. Nonetheless, form and space per-
ception are performed through touch, and a wide variety of
patterns can be discriminated and recognized. The latter part
of the chapter portrayed touch as a fully cognitive system,
playing a role in the direction of attention and providing a
substrate for conscious and implicit memory. The chapter’s
conclusion, which identified a number of applications for
touch, should make clear the many contexts in which re-
search on human haptic capability is relevant to daily life. 

Future research will no doubt characterize the neurophys-
iology of touch, particularly at cortical levels, much more
fully. Comparative neurophysiological work, which relates
human and nonhuman systems with respect to this modality,
is also ongoing. Research on touch as a cognitive system ap-
pears to be just breaking stride; only 20 years ago the basic
object-recognition abilities possible through touch had not
been widely recognized. Forthcoming research is likely to
emphasize even more, as did David Katz (1925/1989) in the
early twentieth century, that the sense of touch is an active,
richly informative, and highly useful perceptual modality.
The burgeoning field of applied haptics will no doubt prove
this further by bringing forth new applications to fields such
as entertainment, electronic commerce, and telesurgery.

REFERENCES

Amazeen, E. L., & Turvey, M. T. (1996). Weight perception and
haptic size-weight illusion are functions of the inertia tensor.
Journal of Experimental Psychology: Human Perception and
Performance, 22, 213–232.

Appelle, S., & Countryman, M. (1986). Eliminating the haptic
oblique effect: Influence of scanning incongruity and prior
knowledge of the standards. Perception, 15, 325–329.

Armstrong, L., & Marks, L. E. (1999). Haptic perception of linear
extent. Perception & Psychophysics, 61, 1211–1226.

Auer, E. T., Bernstein, L. E., & Coulter, D. C. (1998). Temporal and
spatio-temporal vibrotactile displays for voice fundamental
frequency: An initial evaluation of a new vibrotactile speech
perception aid with normal-hearing and hearing-impaired indi-
viduals. Journal of the Acoustical Society of America, 104, 2477–
2489.

Ballesteros, S., Manga, D., & Reales, J. M. (1997). Haptic dis-
crimination of bilateral symmetry in 2-dimensional and 3-
dimensional unfamiliar displays. Perception & Psychophysics,
59, 37–50.

Ballesteros, S., Millar, S., & Reales, S. (1998). Symmetry in haptic
and in visual perception. Perception & Psychophysics, 60, 389–
404.

Barac-Cikoja, D., & Turvey, M. T. (1993). Haptically perceiving
size at a distance. Journal of Experimental Psychology: General,
122, 347–370.

Berkelman, P. J., & Hollis, R. L. (2000). Lorentz magnetic levitation
for haptic interaction: Device design, performance and integra-
tion with physical simulations. The International Journal of
Robotics Research, 19, 644–667.

Berlá, E. P. (1982). Haptic perception of tangible graphic displays.
In W. Schiff & E. Foulk (Eds.), Tactual perception: A sourcebook
(pp. 364–386). Cambridge, England: Cambridge University
Press.

Bernstein, L. E. (1992). The evaluation of tactile aids. In I. R.
Summers (Ed.), Tactile aids for the hearing impaired (pp. 167–
186). London: Whurr.

Bingham, G. P., Zaal, F., Robin, D., & Shull, J. A. (2000). Distor-
tions in definite distance and shape perception as measured by
reaching without and with haptic feedback. Journal of Experi-
mental Psychology: Human Perception and Performance, 26,
1436–1460.

Bolanowski, S. J., Jr., Gescheider, G. A., Verrillo, R. T., &
Checkosky, C. M. (1988). Four channels mediate the mechanical
aspects of touch. Journal of the Acoustical Society of America,
84, 1680–1694.

van Boven, R. W., & Johnson, K. O. (1994). The limit of tactile spa-
tial resolution in humans: Grating orientation discrimination at
the lip, tongue, and finger. Neurology, 44, 2361–2366.

Brambring, M. (1976). The structure of haptic space in the blind and
sighted. Psychological Research, 38, 283–302.

Bringhammar, C., Jansson, G., & Douglas, G. (1997). The use-
fulness of a tactile map before and during travel without sight:
A research report. Birmingham, England: University of Birm-
ingham, Research Centre for the Education of the Visually
Handicapped.

Burtt, H. E. (1917). Tactual illusions of movement. Journal of
Experimental Psychology, 2, 371–385.

Bushnell, E. W., & Baxt, C. (1999). Children’s haptic and cross-
modal recognition with familiar and unfamiliar objects. Journal
of Experimental Psychology: Human Perception and Perfor-
mance, 25, 1867–1881.

Butter, C. M., Buchtel, H. A., & Santucci, R. (1989). Spatial atten-
tional shifts: Further evidence for the role of polysensory mech-
anisms using visual and tactile stimuli. Neuropsychologia, 27,
1231–1240.

Cashdan, S. (1968). Visual and haptic form discrimination under
conditions of successive stimulation. Journal of Experimental
Psychology, 76, 221–224.



References 171

Casla, M., Blanco, F., & Travieso, D. (1999). Haptic perception of
geometric illusions by persons who are totally congenitally
blind. Journal of Visual Impairment & Blindness, 93, 583–588.

Charpentier, A. (1891). Analyse experimentale de quelques
elements de la sensation de poids [Experimental study of some
aspects of weight perception]. Archives de Physiologie Normales
et Pathologiques, 3, 122–135.

Cheng, M. F. H. (1968). Tactile-kinaesthetic perception of length.
American Journal of Psychology, 81, 74–82.

Cholewiak, R. W., & Collins, A. A. (1990). The effects of a plastic-
film covering on vibrotactile pattern perception with the Opta-
con. Behavior Research Methods, Instruments, & Computers,
22, 21–26.

Cholewiak, R. W., & Collins, A. A. (1995). Vibrotactile pattern dis-
crimination and communality at several body sites. Perception &
Psychophysics, 57, 724–737.

Cholewiak, R. W., & Sherrick, C. E. (1981). A computer-controlled
matrix system for presentation to the skin of complex spatiotem-
poral patterns. Behavior Research Methods & Instrumentation,
13, 667–673.

Cholewiak, R. W., & Wollowitz, M. (1992). The design of vibrotac-
tile transducers. In I. R. Summers (Ed.), Tactile aids for the hear-
ing impaired (pp. 57–82). London: Whurr.

Clark, F. J., & Horch, K. W. (1986). Kinesthesia. In K. R. Boff,
L. Kaufman, & J. P. Thomas (Eds.), Handbook of perception &
human performance: Vol. 1. Sensory processes and perception
(pp. 13-1–13-62). New York: Wiley.

Cole, K. J. (1991). Grasp force control in older adults. Journal of
Motor Behavior, 23, 251–258.

Connor, C. E., Hsiao, S. S., Phillips, J. R., & Johnson, K. O. (1990).
Tactile roughness: Neural codes that account for psychophysical
magnitude estimates. Journal of Neuroscience, 10, 3823–3836.

Connor, C. E., & Johnson, K. O. (1992). Neural coding of tactile
texture: Comparison of spatial and temporal mechanisms for
roughness perception. Journal of Neuroscience, 12, 3414–3426.

Craig, J. C. (1996). Interference in identifying tactile patterns:
Response competition and temporal integration. Somatosensory
and Motor Research, 13, 199–213.

Craig, J. C., & Johnson, K. O. (2000). The two-point threshold: Not
a measure of tactile spatial resolution. Current Directions in
Psychological Science, 9, 29–32.

Craig, J. C., & Qian, X. (1997). Tactile pattern perception by
two fingers: Temporal interference and response competition.
Perception & Psychophysics, 59, 252–265.

Craig, J. C., & Rollman, G. B. (1999). Somesthesis. Annual Review
of Psychology, 50, 305–331.

D’Angiulli, A., Kennedy, J. M., & Heller, M. A. (1998). Blind chil-
dren recognizing tactile pictures respond like sighted children
given guidance in exploration. Scandinavian Journal of Psychol-
ogy, 39, 187–190.

Davidson, P. W. (1972). Haptic judgements of curvature by blind
and sighted humans. Journal of Experimental Psychology, 93,
43–55.

Davidson, P. W., & Whitson, T. T. (1974). Haptic equivalence
matching of curvature by blind and sighted humans. Journal of
Experimental Psychology, 102, 687–690.

Dennerlein, J. T., Millman, P., & Howe, R. D. (1997). Vibrotactile
feedback for industrial telemanipulators. In G. Rizzoni (Ed.),
Proceedings of the ASME Dynamic Systems and Control Division
Meeting: Vol. 61. Symposium on haptic interfaces (189–196).
Dallas, TX: American Society of Mechanical Engineers.

Dresslar, F. B. (1894). Studies in the psychology of touch. American
Journal of Psychology, 6, 313–368.

Durlach, N. I., & Mavor, A. S. (1994). Virtual reality: Scientific and
technical challenges. Washington, DC: National Academy Press.

Easton, R. D., Srinivas, K., & Greene, A. J. (1997). Do vision and
haptics share common representations? Implicit and explicit
memory within and between modalities. Journal of Experimen-
tal Psychology: Learning, Memory, and Cognition, 23, 153–163.

Edman, P. (1992). Tactile graphics. New York: American Founda-
tion for the Blind.

Ellis, R. E., & Lederman, S. J. (1998). The “golf-ball” illusion:
Evidence for top-down processing in weight perception. Percep-
tion, 27, 193–202.

Ellis, R. R., & Lederman, S. J. (1999). The material-weight illusion
revisited. Perception & Psychophysics, 61, 1564–1576.

Essock, E. A., Krebs, W. K., & Prather, J. R. (1997). Superior sensi-
tivity for tactile stimuli oriented proximally-distally on the finger:
Implications for mixed class 1 and class 2 anisotropies. Journal of
Experimental Psychology: Human Perception and Performance,
23, 515–527.

Flanagan, J. R., & Bandomir, C. A. (2000). Coming to grips with
weight perception: Effects of grasp configuration on perceived
heaviness. Perception & Psychophysics, 62, 1204–1219.

Flanagan, J. R., & Wing, A. M. (1997). Effects of surface texture
and grip force on the discrimination of hand-held loads. Percep-
tion & Psychophysics, 59, 111–118.

Flanagan, J. R., Wing, A. M., Allison, S., & Spenceley, A. (1995).
Effects of surface texture on weight perception when lifting
objects with a precision grip. Perception & Psychophysics, 57,
282–290.

Friedes, D. (1974). Human information processing and sensory
modality: Cross-modal functions, information complexity, mem-
ory and deficit. Psychological Bulletin, 81, 284–310.

Geldard, F. A., & Sherrick, C. E. (1965). Multiple cutaneous stimu-
lation: The discrimination of vibratory patterns. Journal of the
Acoustical Society of America, 37, 797–801.

Gentaz, E., & Hatwell, Y. (1995). The haptic “oblique effect” in
children’s and adults’ perception of orientation. Perception, 24,
631–646.

Gentaz, E., & Hatwell, Y. (1996). Role of gravitational cues in the
haptic perception of orientation. Perception & Psychophysics,
58, 1278–1292.

Gentaz, E., & Hatwell, Y. (1998). The haptic oblique effect in the
perception of rod orientation by blind adults. Perception and
Psychophysics, 60, 157–167.



172 Touch

Gescheider, G. A., Bolanowski, S. J., Verrillo, R. T., Hall, K. L., &
Hoffman, K. E. (1994). The effects of aging on information-
processing channels in the sense of touch: I. Absolute sensitivity.
Somatosensory and Motor Research, 11, 345–357.

Gescheider, G. A., Edwards, R. R., Lackner, E. A., Bolanowski,
S. J., & Verrillo, R. T. (1996). The effects of aging on informa-
tion-processing channels in the sense of touch: III. Differential
sensitivity to changes in stimulus intensity. Somatosensory and
Motor Research, 13, 73–80.

Gibson, J. J. (1962). Observations on active touch. Psychological
Review, 69, 477–490.

Gibson, J. J. (1966). The senses considered as perceptual systems.
Boston: Houghton Mifflin.

Golledge, R. G. (1991). Tactual strip maps as navigational aids.
Journal of Visual Impairment & Blindness, 85, 296–301.

Goodwin, A. W., John, K. T., & Marceglia, A. H. (1991). Tactile dis-
crimination of curvature by humans using only cutaneous infor-
mation from the fingerpads. Experimental Brain Research, 86,
663–672.

Heath, W. (1958). Maps and graphics for the blind: Some aspects
of the discriminability of textural surfaces for use in areal dif-
ferentiation. Unpublished doctoral dissertation. University of
Washington, Seattle.

Heller, M. A. (1989a). Picture and pattern perception in the sighted
and the blind: The advantage of the late blind. Perception, 18,
379–389.

Heller, M. A. (1989b). Texture perception in sighted and blind
observers. Perception & Psychophysics, 45, 49–54.

Heller, M. A., Calcaterra, J. A., Burson, L. L., & Green, S. L. (1997).
The tactual horizontal-vertical illusion depends on radial mo-
tion of the entire arm. Perception & Psychophysics, 59, 1297–
1311.

Heller, M. A., Calcaterra, J. A., Green, S. L., & Brown, L. (1999).
Intersensory conflict between vision and touch: The response
modality dominates when precise, attention-riveting judg-
ments are required. Perception & Psychophysics, 61, 1384–
1398.

Heller, M. A., Calcaterra, J. A., Tyler, L. A., & Burson, L. L. (1996).
Production and interpretation of perspective drawings by blind
and sighted people. Perception, 25, 321–334.

Heller, M. A., & Joyner, T. D. (1993). Mechanisms in the haptic
horizontal-vertical illusion: Evidence from sighted and blind
subjects. Perception & Psychophysics, 53, 422–428.

Heller, M. A., Kennedy, J. M., & Joyner, T. D. (1995). Production
and interpretation of pictures of houses by blind people. Percep-
tion, 24, 1049–1058.

Hollins, M., Bensmaia, S., & Risner, R. (1998). The duplex the-
ory of tactile texture perception. Proceedings of the 14th Annual
Mtg. Of the International Society for Psychophysics. 115–120.

Hollins, M., & Risner, S. R. (2000). Evidence for the duplex theory
of tactile texture perception. Perception & Psychophysics, 62,
695–716.

Horner, D. T. (1995). The effect of location on the discrimination of
spatial vibrotactile patterns. Perception & Psychophysics, 57,
463–474.

Hsiao, S. S., Johnson, K. O., & Twombly, I. A. (1993). Roughness
coding in the somatosensory system. Acta Psychologica, 84,
53–67.

Hsiao, S. S., Johnson, K. O., Twombly, A., & DiCarlo, J. (1996).
Form processing and attention effects in the somatosensory
system. In O. Franzen, R. Johansson, & L. Terenius, (Eds.),
Somesthesis and the neurobiology of the somatosensory cortex
(pp. 229–247). Basel, Switzerland: Birkhauser.

Hunter, I. M. L. (1954). Tactile-kinaesthetic perception of straight-
ness in blind and sighted humans. Quarterly Journal of Experi-
mental Psychology, 6, 149–154.

Infed, F., Brown, S. V., Lee, C. D., Lawrence, D. A., Dougherty,
A. M., & Pao, L. Y. (1999). Combined visual/haptic rendering
modes for scientific visualization. In N. Olgac (Ed.), Proceed-
ings of the ASME Dynamic Systems and Control Division
Meeting, Nashville, TN (Vol. 67, 93–100). NY: ASME.

Jansson, G. (1972). Symbols for tactile maps. In B. Lindquist &
N. Trowald (Eds.), European conference on educational research
for the visually handicapped (Rep. No. 31, pp. 66–77). Uppsala,
Sweden: Larahogskolan i Uppsala, Pedagogiska institutionen.

Johansson, R. S., Landstrom, U., & Lundstrom, R. (1982). Responses
of mechanoreceptive afferent units in the glabrous skin of the
human hand to sinusoidal skin displacement. Brain Research,
244, 17–25.

Johansson, R. S., & Vallbo, A. B. (1983). Tactile sensory coding in
the glabrous skin of the human hand. Trends in Neuroscience, 6,
27–32.

Johansson, R. S., & Westling, G. (1990). Tactile afferent signals in
control of precision grip. In M. Jeannerod (Ed.), Attention and
performance XIII (pp. 677–713). Mahwah, NJ: Erlbaum. 

Johnson, K. O., & Lamb, G. D. (1981). Neural mechanisms of spa-
tial tactile discrimination: Neural patterns evoked by Braille-like
dot patterns in the monkey. Journal of Physiology, 310, 117–144.

Johnson, K. O., & Phillips, J. R. (1981). Tactile spatial resolution:
I. Two-point discrimination, gap detection, grating resolution,
and letter recognition. Journal of Neurophysiology, 46, 1177–
1191.

Jones, L.A. (1999). Proprioception. In H. Choen (Ed.), Neuroscience
for rehabilitation (2nd. ed., pp. 111–130). NY: Lippincott,
Williams & Wilkins.

Kandel, E. R., Schwartz, J. H., & Jessell, T. M. (1991). Principles of
neural science (3rd ed.). Norwalk, CT: Appleton and Lange.

Katz, D. (1989). The world of touch. (L. Krueger, Trans.). Mahwah,
NJ: Erlbaum. (Original work published 1925)

Kay, B. A., Hogan, N., & Fasse, E. D. (1996). The structure of hap-
tic perceptual space is a function of the properties of the arm:
One more time on the radial-tangential illusion. Unpublished
manuscript, Massachusetts Institute of Technology, Cambridge,
Department of Mechanical Engineering.



References 173

Kennedy, J. M. (1997). How the blind draw. Scientific American,
276, 76–81.

Klatzky, R. L., & Lederman, S. J. (1993). Toward a computational
model of constraint-driven exploration and haptic object identi-
fication. Perception, 22, 597–621.

Klatzky, R. L., & Lederman, S. J. (1995). Identifying objects
from a haptic glance. Perception & Psychophysics, 57, 1111–
1123.

Klatzky, R. L., & Lederman, S. J. (1999a). The haptic glance: A
route to rapid object identification and manipulation. In D.
Gopher & A. Koriat (Eds.), Attention and performance XVII:
Cognitive regulation of performance: Interaction of theory and
application (pp. 165–196). Mahwah, NJ: Erlbaum.

Klatzky, R. L., & Lederman, S. J. (1999b). Tactile roughness
perception with a rigid link interposed between skin and surface.
Perception & Psychophysics, 61, 591–607.

Klatzky, R. L., & Lederman, S. J. (2000). L’identification haptique
des objets significatifs [The haptic identification of everyday life
objects]. In Y. Hatwell, A. Streri, & E. Gentaz (Eds.), Toucher
pour connacetre: Psychologie cognitive de la perception tactile
manuelle [Touching for Knowing: Cognitive psychology of
tactile manual perception] (pp. 109–128). Paris: Presses
Universitaires de France.

Klatzky, R. L., Lederman, S. J., & Balakrishnan, J. D. (1991).
Task-driven extraction of object contour by human haptics:
I. Robotica, 9, 43–51.

Klatzky, R. L., Lederman, S. J., & Matula, D. E. (1993). Haptic
exploration in the presence of vision. Journal of Experimental
Psychology: Human Perception and Performance, 19, 726–
743.

Klatzky, R. L., Lederman, S. J., & Metzger, V. (1985). Identifying ob-
jects by touch: An “expert system.” Perception & Psychophysics,
37, 299–302.

Klatzky, R. L., Lederman, S. J., & Reed, C. L. (1987). There’s more
to touch than meets the eye: The salience of object attributes
for haptics with and without vision. Journal of Experimental
Psychology: General, 116, 356–369.

Klatzky, R. L., Lederman, S. J., & Reed, C. L. (1989). Haptic
integration of object properties: Texture, hardness, and planar
contour. Journal of Experimental Psychology: Human Percep-
tion and Performance, 15, 45–57.

Klatzky, R. L., Loomis, J. M., Lederman, S. J., Wake, H., & Fujita,
N. (1993). Haptic identification of objects and their depictions.
Perception & Psychophysics, 54, 170–178.

Kontarinis, D. A., & Howe, R. D. (1993). Tactile display of con-
tact shape in dextrous manipulation. In H. Kazerooni, B. D.
Adelstein, & J. E. Colgate (Eds.), Proceedings of ASME Sympo-
sium on Haptic Interfaces for Virtual Environments and Teleop-
erator Systems, New Orleans, LA, 49, 81–88.

Kontarinis, D. A., & Howe, R. D. (1995). Tactile display of vibra-
tory information in teleoperation and virtual environments.
Presence, 4, 387–402.

Lakatos, S., & Marks, L. E. (1999). Haptic form perception: Rela-
tive salience of local and global features. Perception & Psy-
chophysics, 61, 895–908.

Lambert, L., & Lederman, S. (1989). An evaluation of the legibility
and meaningfulness of potential map symbols. Journal of Visual
Impairment & Blindness, 83, 397–403.

LaMotte, R. H., & Srinivasan, M. A. (1991). Surface microgeome-
try: Tactile perception and neural encoding. In O. Franzen &
J. Westman (Eds.), Information processing in the somatosensory
system (pp. 49–58). London: Macmillan Press.

LaMotte, R. H., & Srinivasan, M. A. (1993). Responses of cuta-
neous mechanoreceptors to the shape of objects applied to the
primate fingerpad. Acta Psychologica, 84, 41–51.

Lechelt, E. C., Eliuk, J., & Tanne, G. (1976). Perceptual orienta-
tional asymmetries: A comparison of visual and haptic space.
Perception & Psychophysics, 20, 463–469.

Lederman, S. J. (1974). Tactile roughness of grooved surfaces: The
touching process and effects of macro- and microsurface struc-
ture. Perception & Psychophysics, 16, 385–395.

Lederman, S. J. (1983). Tactual roughness perception: Spatial and
temporal determinants. Canadian Journal of Psychology, 37,
498–511.

Lederman, S. J., & Campbell, J. I. (1982). Tangible graphs for the
blind. Human Factors, 24, 85–100.

Lederman, S. J., & Klatzky, R. L. (1987). Hand movements: A win-
dow into haptic object recognition. Cognitive Psychology, 19,
342–368.

Lederman, S. J., & Klatzky, R. L. (1990). Haptic object classifica-
tion of common objects: Knowledge driven exploration. Cogni-
tive Psychology, 22, 421–459.

Lederman, S. J., & Klatzky, R. L. (1997). Relative availability of
surface and object properties during early haptic processing.
Journal of Experimental Psychology: Human Perception and
Performance, 23, 1680–1707.

Lederman, S. J., Klatzky, R. L., & Barber, P. (1985). Spatial and
movement-based heuristics for encoding pattern information
through touch. Journal of Experimental Psychology: General,
114, 33–49.

Lederman, S. J., Klatzky, R. L., Chataway, C., & Summers, C. D.
(1990). Visual mediation and the haptic recognition of two-
dimensional pictures of common objects. Perception & Psy-
chophysics, 47, 54–64.

Lederman, S. J., Klatzky, R. L., Collins, A., & Wardell, J. (1987).
Exploring environments by hand or foot: Time-based heuristics
for encoding distance in movement space, Journal of Experi-
mental Psychology: Learning, Memory and Cognition, 13,
606–614.

Lederman, S. J., Klatzky, R. L., Hamilton, C. L., & Ramsay, G. I.
(1999). Perceiving roughness via a rigid stylus: Psychophysical
effects of exploration speed and mode of touch. Haptics-e, The
electronic journal of haptics Research (www.haptics-e.org), 1(1)
October 8.



174 Touch

Lederman, S. J., Klatzky, R. L., & Reed, C. L. (1993). Constraints
on haptic integration of spatially shared object dimensions.
Perception, 22, 723–743.

Lederman, S. J., Loomis, J. M., & Williams, D. A. (1982). The role
of vibration in the tactual perception of roughness. Perception &
Psychophysics, 32, 109–116.

Lederman, W., Summers, C., & Klatzky, R. (1996). Cognitive
salience of haptic object properties: Role of modality-encoding
bias. Perception, 25, 983–998.

Lederman, S. J., & Taylor, M. M. (1972). Fingertip force, surface
geometry and the perception of roughness by active touch.
Perception & Psychophysics, 12, 401–408.

Lederman, S. J., Thorne, G., & Jones, B. (1986). The perception of
texture by vision and touch: Multidimensionality and intersen-
sory integration. Journal of Experimental Psychology: Human
Perception & Performance, 12, 169–180.

Loomis, J. M. (1979). An investigation of tactile hyperacuity.
Sensory Processes, 3, 289–302.

Loomis, J. M. (1990). A model of character recognition and legibil-
ity. Journal of Experimental Psychology: Human Perception and
Performance, 16, 106–120.

Loomis, J. M., Klatzky, R. L., Lederman, S. J. (1991). Similarity of
tactual and visual picture recognition with limited field of view.
Perception, 20, 167–177.

Loomis, J. M., & Lederman, S. J. (1986). Tactual perception. In
K. R. Boff, L. Kaufman, & J. P. Thomas (Eds.), Handbook of
perception and human performances Vol. 2. Cognitive processes
and performance (pp. 31/1–31/41). New York: Wiley.

Maculuso, E., Frith, C. D., & Driver, J. (2000). Modulation of
human visual cortex by crossmodal spatial attention. Science,
289, 1206.

Marchetti, F. M., & Lederman, S. J. (1983). The haptic radial-
tangential effect: Two tests of Wong’s “moments of inertia”
hypothesis. Bulletin of the Psychonomic Society, 21, 43–46.

Marr, D. (1982). Vision. San Francisco: W. H. Freeman.

Millar, S. (1975a). Effects of tactual and phonological similarity on
the recall of Braille letters by blind children. British Journal of
Psychology, 66, 193–201.

Millar, S. (1975b). Spatial memory by blind and sighted children.
British Journal of Psychology, 66, 449–459.

Millar, S. (1997). Reading by touch. London: Routledge.

Millar, S. (1999). Memory in touch. Psicothema, 11, 747–767.

Millar, S. (in press). Reading by touch in blind children and adults.
In P. E. Bryant and T. Nunes (Eds.), Handbook of children’s
literacy. Dotrecht, Netherlands: Kluwer.

Millar, S., & Al-Attar, Z. (2000). Vertical and bisection bias in active
touch. Perception, 29, 481–500.

Miller, G. A., & Nicely, P. E. (1955). An analysis of perceptual
confusions among English consonants. Journal of the Acoustical
Society of America, 27, 338–352.

Misceo, G. F., Hershberger, W. A., & Mancini, R. L. (1999). Haptic
estimates of discordant visual-haptic size vary developmentally.
Perception & Psychophysics, 61, 608–614.

MoBIC Consortium (1997). Mobility of blind and elderly people
interacting with computers. Final report. London: Royal Na-
tional Society of the Blind.

Murray, A. M. (1999). Engineering design and psychophysical
evaluation of a wearable vibrotactile display. Unpublished doc-
toral dissertation, Pittsburgh, PA: Carnegie Mellon University.

Newell, F. N., Ernst, M. O., Tian, B. S., & Bülthoff, H. H. (2001).
Viewpoint dependence in visual and haptic object recognition.
Psychological Science, 12, 37–42.

Nolan, C., & Morris, J. (1971). Improvement of tactual symbols for
blind children: Final report. Louisville, KY: American Printing
House for the Blind.

Pagano, C. C., & Turvey, M. T. (1992). Eigenvectors of the inertia
tensor and perceiving the orientation of a hand-held object by
dynamic touch. Perception & Psychophysics, 52, 617–624.

Pagano, C. C., & Turvey, M. T. (1993). Perceiving by dynamic
touch the distances reachable with irregular objects. Ecological
Psychology, 5, 125–151.

Parkes, D. (1988). “Nomad”: An audio-tactile tool for the acquisi-
tion, use and management of spatially distributed information by
visually impaired people. In A. F. Tatham & A. G. Dodds (Eds.),
Proceedings of the second international symposium on maps and
graphics for visually impaired people (pp. 24–29). London: Inter-
national Cartographic Association Commission VII (Tactile and
Low Vision Mapping) and Royal National Institute for the Blind.

Pavani, F., Spence, C., & Driver, J. (2000). Visual capture of touch:
Out-of-the-body experiences with rubber gloves. Psychological
Science, 11, 353–359.

Phillips, J. R., & Johnson, K. O. (1981). Tactile spatial resolution: II.
Neural representation of bars, edges, and gratings in monkey
afferents. Journal of Neurophysiology, 46, 1192–1203.

Pont, S. C. (1997). Haptic curvature comparison. Utrecht, The
Netherlands: Helmholtz Instituut.

Pont, S. C., Kappers, A. M. L., & Koenderink, J. J. (1997). Haptic
curvature discrimination at several regions of the hand. Percep-
tion & Psychophysics, 59, 1225–1240.

Pont, S. C., Kappers, A. M. L., & Koenderink, J. J. (1998).
Anisotropy in haptic curvature and shape perception. Percep-
tion, 27, 573–589.

Pont, S. C., Kappers, A. M. L., & Koenderink, J. J. (1999). Similar
mechanisms underlie curvature comparison by static and dynamic
touch. Perception and Psychophysics, 61, 874–894.

Posner, M. I. (1978). Chronometric explorations of mind. Mahwah,
NJ: Erlbaum.

Quilliam, T. A. (1978). The structure of finger print skin. In G.
Gordon (Ed.), Active touch: The mechanism of recognition of
objects by manipulation (pp. 1–15). Oxford: Pergamon.

Reales, J. M., & Ballesteros, S. (1999). Implicit and explicit mem-
ory for visual and haptic objects: Cross-modal priming depends



References 175

on structural descriptions. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 25, 644–663.

Reed, C. L., Lederman, S. J., & Klatzky, R. L. (1990). Haptic inte-
gration of planar size with hardness, texture and plan contour.
Canadian Journal of Psychology, 44, 522–545.

Reed, C. M., Rabinowitz, W. M., Durlach, N. I., Braida, L. D.,
Conway-Fithian, S., & Schultz, M. C. (1985). Research on the
Tadoma method of speech communication. Journal of the
Acoustical Society of America, 77, 247–257.

Rinkenauer, G., Mattes, S., & Ulrich, R. (1999). The surface-weight
illusion: on the contribution of grip force to perceived heaviness.
Perception & Psychophysics, 61, 23–30.

Rock, I., & Harris, C. S. (1967). Vision and touch. Scientific
American, 216, 96–104.

Rock, I., & Victor, J. (1964). Vision and touch: An experimentally
created conflict between the two senses. Science, 143, 594–596.

Rollman, G. B. (1991). Pain responsiveness. In M. A. Heller &
W. Schiff (Eds.), The psychology of touch (pp. 91–114).
Mahwah, NJ: Erlbaum.

Sathian, K., Goodwin, A. W., John, K. T., & Darian-Smith, I. (1989).
Perceived roughness of a grating: Correlation with responses of
mechanoreceptive afferents innervating the monkey’s fingerpad.
Journal of Neuroscience, 9, 1273–1279.

Schiff, W., Kaufer, L., & Mosak, S. (1966). Informative tactile stim-
uli in the perception of direction. Perceptual and Motor Skill, 23,
1315–1335.

Schwarzer, G., Kuefer, I., & Wilkening, F. (1999). Learning cate-
gories by touch: On the development of holistic and analytic
processing. Memory & Cognition, 27, 868–877.

Sheridan, T. B. (1992). Telerobotics, automation, and human super-
visory control. Cambridge: MIT Press.

Sherrick, C. E., & Cholewiak, R. W. (1986). Cutaneous sensitivity.
In K. Boff, L. Kaufman, & J. Thomas (Eds.), Handbook of per-
ception and human performance (Vol. 1, pp. 1–70). New York:
Wiley.

Shimizu, Y., Saida, S., & Shimura, H. (1993). Tactile pattern recog-
nition by graphic display: Importance of 3-D information for hap-
tic perception of familiar objects. Perception & Psychophysics,
53, 43–48.

Sinclair, R. J., & Burton, H. (1991). Neuronal activity in the primary
somatosensory cortex in monkeys (Macaca mulatta) during
active touch of gratings. Journal of Neurophysiology, 70,
331–350.

Solomon, H. Y., & Turvey, M. T. (1988). Haptically perceiving the
distances reachable with hand-held objects. Journal of Experi-
mental Psychology: Human Perception and Performance, 14,
404–427.

Spence, C., Pavani, F., & Driver, J. (2000). Crossmodal links
between vision and touch in covert endogenous spatial attention.
Journal of Experimental Psychology: Human Perception and
Performance, 26, 1298–1319.

Srinivas, K., Greene, A. J., & Easton, R. D. (1997a). Implicit and
explicit memory for haptically experienced two-dimensional
patterns. Psychological Science, 8, 243–246.

Srinivas, K., Greene, A. J., & Easton, R. D. (1997b). Visual and tactile
memory for 2-D patterns: Effects of changes in size and left-right
orientation. Psychonomic Bulletin & Review, 4, 535–540.

Srinivasan, M. A., & LaMotte, R. H. (1991). Encoding of shape in
the responses of cutaneous mechanoreceptors. In O. Franzen &
J. Westman (Eds.), Information processing in the somatosensory
system (pp. 59–69). London: Macmillan.

Srinivasan, M. A., & LaMotte, R. H. (1995). Tactual discrimination
of softness. Journal of Neurophysiology, 73, 88–101.

Stevens, J. C. (1991). Thermal sensibility. In M. A. Heller &
W. Schiff (Eds.), The psychology of touch (pp. 61–90). Mahwah,
NJ: Erlbaum.

Stevens, J. C., & Patterson, M. Q. (1995). Dimensions of spatial acu-
ity in the touch sense: Changes over the life span. Somatosensory
and Motor Research, 12, 29–47.

Stevens, J. C., & Rubin, L. L. (1970). Psychophysical scales of
apparent heaviness and the size-weight illusion. Perception &
Psychophysics, 8, 240–244.

Stevens, S. S., & Harris, J. R. (1962). The scaling of subjective
roughness and smoothness. Journal of Experimental Psychol-
ogy: General, 64, 489–494.

Tan, H. Z., Durlach, N. I., Reed, C. M., & Rabinowitz, W. M. (1999).
Information transmission with a multifinger tactual display. Per-
ception & Psychophysics, 61, 993–1008.

Taylor, M. M., & Lederman, S. J. (1975). Tactile roughness of
grooved surfaces:Amodel and the effect of friction. Perception &
Psychophysics, 17, 23–26.

Treisman, A., & Gormican, S. (1988). Feature analysis in early
vision: Evidence from search assymmetries. Psychological
Review, 95, 15–48.

Turvey, M. T., (1996). Dynamic touch. American Psychologist, 51,
1134–1152.

Turvey, M. T., Burton, G., Amazeen, E. L., Butwill, M., & Carello,
C. (1998). Perceiving the width and height of a hand-held object
by dynamic touch. Journal of Experimental Psychology: Human
Perception and Performance, 24, 35–48.

Turvey, M. T., & Carello, C. (1995). Dynamic touch. In W. Epstein &
S. Rogers (Eds.), Handbook of perception and cognition: Vol. 5.
Perception of space and motion (pp. 401–490). San Diego, CA:
Academic Press.

Verrillo, R. T. (1963). Effect of contactor area on the vibrotactile
threshold. Journal of the Acoustical Society of America, 35,
1962–1971.

Verrillo, R. T. (1993). The effects of aging on the sense of touch. In
R. T. Verrillo (Ed.), Sensory research: Multimodal perspectives
(pp. 285–298). Mahwah, NJ: Erlbaum.

Vierck, C. J. (1979). Comparisons of punctate, edge and surface
stimulation of peripheral, slowly-adapting, cutaneous, afferent
units of cats. Brain Research, 175, 155–159.



176 Touch

Vogels, I. M. L. C., Kappers, A. M. L., & Koenderink, J. J. (1996).
Haptic after-effect of curved surfaces. Perception, 25,
109–119.

Watkins, M. J., & Watkins, O. C. (1974). A tactile suffix effect.
Memory & Cognition, 5, 529–534.

Weber, E. H. (1978). The sense of touch (H. E. Ross, Ed. &
Trans.). London: Academic Press. (Original work published
1834)

Weinstein, S. (1968). Intensive and extensive aspects of tactile
sensitivity as a function of body part, sex, and laterality. In D. R.
Kenshalo (Ed.), The skin senses (pp. 195–222). Springfield, IL:
Thomas.

Welch, R. B. & Warren, D. H. (1980). Immediate perceptual
response to intersensory discordance. Psychological Bulletin,
88, 638–667.

Wiedel, J. (Ed.). (1983). Proceedings of the first international
conference on maps and graphics for the visually impaired.
Washington, DC: Association of American Geographers.

Wilska, A. (1954). On the vibrational sensitivity in different regions
of the body surface. Acta Psychologica Scandinavia, 31, 285–289.

Wolfe, H. K. (1898). Some effects of size on judgments of weight.
Psychological Review, 5, 25–54.

Wong, T. S. (1977). Dynamic properties of radial and tangential
movements as determinants of the haptic horizontal-vertical illu-
sion with an L figure. Journal of Experimental Psychology:
Human Perception and Performance, 3, 151–164.

Yoshioka, T., Gibb, B., Dorsch, A. K., Hsiao, S. S., & Johnson,
K. O. (2001). Neural coding mechanisms underlying perceived
roughness of finely textured surfaces. Journal of Neuroscience,
21, 6905–6916.



PA RT T H R E E

PERCEPTUAL PROCESSES





CHAPTER 7

Visual Perception of Objects

STEPHEN E. PALMER

179

PERCEPTUAL ORGANIZATION 179
Perceptual Grouping 180
Region Segmentation 184
Figure-Ground Organization 185
Parsing 187
Visual Interpolation 187
Parts and Wholes 191
Frames of Reference 192

OBJECT IDENTIFICATION 194
Typicality and Basic-Level Categories 195
Perspective Effects 195

Orientation Effects 197
Part Structural Effects 197
Contextual Effects 198
Visual Agnosia 199

THEORIES OF OBJECT IDENTIFICATION 200
Representing Objects and Categories 200
Comparison and Decision Processes 203
Part-Based Theories 203
View-Specific Theories 205

REFERENCES 207

Visual perception begins when light entering the eye acti-
vates millions of retinal receptors. The initial sensory state of
the organism at a given moment can therefore be completely
described by the neural activity of each receptor. Perhaps
the most astonishing thing about this description of sensory
information, aside from its sheer complexity, is how enor-
mously it differs from the nature of the visual experiences
that arise from it. Instead of millions of independent points of
color, we perceive a visual world structured into complex,
meaningful objects and events, consisting of people, houses,
trees, and cars. This transformation from receptor activity to
highly structured perceptions of meaningful objects, rela-
tions, and events is the subject matter of this chapter. It is
divided into two related subtopics: how people organize
visual input into perceptual objects and how people identify
these objects as instances of known, meaningful categories
such as people, houses, trees, and cars.

This chapter describes perceptual organization and object
identification in the visual modality only. This is not because
either organization or identification is absent in other sensory
modes—quite the contrary. But the specific stimulus infor-
mation and processing mechanisms are different enough
across modalities that it makes more sense to discuss them
separately. Some of the issues covered in this chapter for
vision are therefore also discussed in the chapter by Yost for
audition, in the chapter by Fowler for speech perception, and

in the chapter by Klatzky and Lederman for touch (all in this
volume). Indeed, the present chapter concentrates mainly
on organization and identification in static scenes because
dynamic issues are considered in the chapter by Proffitt and
Caudek in this volume for visual perception of depth and
events.

PERCEPTUAL ORGANIZATION

The term perceptual organization refers somewhat ambigu-
ously both to the structure of experiences based on sensory
activity and to the underlying processes that produce that per-
ceived structure. The importance and difficulty of achieving
useful organization in the visual modality can perhaps be
most easily appreciated by considering the output of the reti-
nal mosaic simply as a numerical array, in which each num-
ber represents the neural response of a single receptor. The
main organizational problem faced by the visual nervous sys-
tem is to determine object structure: what parts of this array
go together, so to speak, in the sense of corresponding to the
same objects, parts, or groups of objects in the environment.
This way of stating the problem implies that much of percep-
tual organization can be understood as the process by which
a part-whole hierarchy is constructed for an image (Palmer,
in press-b). There is more to perceptual organization than
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just part-whole structure, but it seems to be the single most
central issue.

The first problem, therefore, is to understand what part-
whole structure people perceive in a given scene and how it
might be characterized. Logically, there are limitless possible
organizations for any particular image, only one (or a few) of
which people actually perceive. A possible part-whole struc-
ture for the leopard image in Figure 7.1 (A) is given in Fig-
ure 7.1 (C). It is represented as a hierarchical graph in which

each node stands for a perceptual unit or element, and
the various labels refer to the image regions distinguished in
Figure 7.1 (B). The top (or root) node represents the entire
image. The scene is then divided into the leopard, the branch,
and the background sky. The leopard is itself a complex per-
ceptual object consisting of its own hierarchy of parts: head,
body, tail, legs, and so forth. The branch also has parts con-
sisting of its various segments. The sky is articulated into
different regions in the image, but it is perceptually uniform
because it is completed behind the leopard and branches. The
bottom (or terminal) nodes of the graph represent the millions
of individual receptors whose outputs define this particular
optical image.

The second problem is how such a part-whole hierarchy
might be determined by the visual system. This problem, in
turn, has at least three conceptual parts. One is to understand
the nature of the stimulus information that the visual system
uses to organize images. This includes not only specifying
the crucial stimulus variables, but also determining their eco-
logical significance: why they are relevant to perceiving part-
whole structure. It corresponds to what Marr (1982) called a
“computational” analysis. The second problem is to specify
the processing operations involved in extracting this infor-
mation: how a particular organization is computed from an
image via representations and processes. It corresponds to
what Marr called an “algorithmic” analysis. The third is to
determine what physiological mechanisms perform these op-
erations in the visual nervous system. It corresponds to what
Marr called an “implementational” analysis. As we shall see,
we currently know more about the computational level of
perceptual organization than about the algorithmic level, and
almost nothing yet about the neural implementation.

Perceptual Grouping

The visual phenomenon most closely associated historically
with the concept of perceptual organization is grouping: the
fact that observers perceive some elements of the visual field
as “going together” more strongly than others. Indeed, per-
ceptual grouping and perceptual organization are sometimes
presented as though they were synonymous. They are not.
Grouping is one particular kind of organizational phenom-
enon, albeit a very important one.

Principles of Grouping

The Gestalt psychologist Max Wertheimer first posed the
problem of perceptual organization in his groundbreaking
1923 paper. He then attempted a solution at what would now
be called the computational level by asking what stimulus

A

B

C

Figure 7.1 A natural image (A), its decomposition into uniform connected
regions (B), and a hierarchical graph of its part-whole structure (C).
Source: From Palmer, 2002.



Perceptual Organization 181

Figure 7.2 Classical principles of grouping: no grouping (A) versus group-
ing by proximity (B), similarity of color (C), similarity of size (D), similar-
ity of orientation (E), common fate (F), symmetry (G), parallelism (H),
continuity (I), closure (J), and common region (K).

time 1

time 2

time 3

(etc.)

change change

change change

Figure 7.3 Grouping by synchrony of changes. 

factors influence perceived grouping of discrete elements. He
first demonstrated that equally spaced dots do not group
together into larger perceptual units, except the entire line
(Figure 7.2; A). He then noted that when he altered the spac-
ing between adjacent dots so that some dots were closer than
others, the closer ones grouped together strongly into pairs
(Figure 7.2; B). This factor of relative distance, which
Wertheimer called proximity, was the first of his famous laws
or (more accurately) principles of grouping.

Wertheimer went on to illustrate other grouping princi-
ples, several of which are portrayed in Figure 7.2. Parts C, D,
and E demonstrate different versions of the general principle
of similarity: All else being equal, the most similar elements
(in color, size, and orientation for these examples) tend to be
grouped together. Another powerful grouping factor is com-
mon fate: All else being equal, elements that move in the
same way tend to be grouped together. Notice that both com-
mon fate and proximity can actually be considered special
cases of similarity grouping in which the relevant properties
are similarity of velocity and position, respectively. Further
factors that influence perceptual grouping of more complex
elements, such as lines and curves, include symmetry

(Figure 7.2; G), parallelism (Figure 7.2; H), and continuity or
good continuation (Figure 7.2; I). Continuity is important in
Figure 7.2 (I) because observers usually perceive it as con-
taining two continuous intersecting lines rather than as two
angles whose vertices meet at a point. Figure 7.2 (J) illus-
trates the further factor of closure: All else being equal, ele-
ments that form a closed figure tend to be grouped together.
Note that this display shows that closure can overcome conti-
nuity because the very same elements that were organized as
two intersecting lines in part I are organized as two angles
meeting at a point in part J.

Recently, two new grouping factors have been suggested:
common region (Palmer, 1992) and synchrony (Palmer &
Levitin, 2002). Common region refers to the fact that, all
else being equal, elements that are located within the same
closed region of space tend to be grouped together. Figure 7.2
(K) shows an example analogous to Wertheimer’s classic
demonstrations (Figures 7.2; B–F): Otherwise equivalent,
equally spaced dots are strongly organized into pairs when two
adjacent elements are enclosed within the same surrounding
contour.

The principle of synchrony states that, all else being equal,
visual events that occur at the same time tend to be perceived
as grouped (Palmer & Levitin, 2002). Figure 7.3 depicts an
example similar to those in Figure 7.2 (B–F). Each element
in an equally spaced row of dots flickers alternately between
dark and light. The arrows indicate that half the circles
change color at one time and the other half at a different time.
When the alternation rate is about 5–25 changes per second
or fewer, observers see the dots as strongly grouped into pairs
based on the synchrony of these changes. At much faster
rates, there is no grouping among what appear to be chaoti-
cally flickering dots. At much slower rates, there is momen-
tary grouping into pairs when the changes occur, but the
grouping dissipates during the unchanging interval between
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them. Synchrony is related to the classical principle of com-
mon fate in the sense that it is a dynamic factor, but, as this
example shows, the “fate” of the elements does not have to be
common: Some dots get brighter and others get dimmer. Syn-
chrony grouping can even occur when the elements change
along different dimensions, some changing brightness, others
changing size, and still others changing orientation.

One might think that grouping principles are mere text-
book curiosities only distantly related to anything that occurs
in normal perception. On the contrary, they pervade virtually
all perceptual experiences because they determine the objects
and parts we perceive in the environment. Dramatic exam-
ples of perceptual organization going wrong can be observed
in natural camouflage. The leopard in Figure 7.1 (A) is not
camouflaged against the uniform sky, but if it were seen
against a mottled, leafy backdrop, it would be very difficult
to see—until it moved. Even perfect static camouflage is un-
done by the principle of common fate. The common motion
of its markings and contours against the stationary back-
ground causes them to be strongly grouped together, provid-
ing an observer with enough information to perceive it as a
distinct object against its unmoving background.

Successful camouflage also reveals the ecological ratio-
nale for the principles of grouping: finding objects. Camou-
flage results when the same grouping processes that would
normally make an organism stand out from its environment
as a separate object cause it to be grouped with its surround-
ings instead. This results primarily from similarity grouping
of various forms, when the color, texture, size, and shape of
the organism are similar enough to those of the objects in its
environment to be misgrouped.

Integrating Multiple Principles of Grouping

The demonstrations of continuity and closure in Fig-
ure 7.2 (I and J) illustrate that grouping principles, as formu-
lated by Wertheimer (1923/1950), are ceteris paribus rules:
They predict the outcome of grouping with certainty only when
everything else is equal—that is, when no other grouping fac-
tor opposes its influence. We saw, for example, that continuity
governs grouping when the elements do not form a closed fig-
ure, but continuity can be overcome by closure when they do
(Figure 7.2; I vs. J). The difficulty with ceteris paribus rules is
that they provide no scheme for integrating multiple factors
into an overall outcome—that is, for predicting the strength of
their combined effects. The same problem arises for all of the
previously mentioned principles of grouping as well. If prox-
imity influences grouping toward one outcome and color simi-
larity toward another, which grouping will be perceived

depends heavily on the particular degrees of proximity and
color similarity (e.g., Hochberg & Silverstein, 1956).

Recent work by Kubovy and his colleagues has begun to
address this problem. Kubovy and Wagemans (1995) mea-
sured the relative strength of different groupings in dot lat-
tices (Figure 7.4; A) by determining the probability with
which subjects reported seeing them organized into lines in
each of the four orientations indicated in Figure 7.4 (B). After
seeing a given lattice for 300 ms, subjects indicated which of
the four organizations they perceived so that, over many tri-
als, the probability of perceiving each grouping could be es-
timated. Consistent with the Gestalt principle of proximity,
their results showed that the most likely organization is the
one in which the dots are closest together, with other organi-
zations being less likely as the spacing between the dots
increased.

More precisely, Kubovy and Wagemans (1995) found that
their data were well fit by a mathematical model in which the
attraction between dots decreases exponentially as a function
of distance:

f(v) � e��(v�a�1),

where f(v) is the attraction between two elements in the lat-
tice as a function of the distance, v, between them, � is a scal-
ing constant, and a is shortest distance between any pair of
elements. Further experiments using lattices in which the
dots differed in color similarity as well as proximity showed
that the rule by which multiple grouping factors combine is
multiplicative (see Kubovy & Gepstein, 2000). This finding
begins to specify general laws by which multiple factors can
be integrated into a combined result.

closest farthest

Figure 7.4 Dot lattice stimuli (A) and possible groupings (B) studied by
Kubovy and Wagemans (1995). Source: From Palmer, 1999.
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Is Grouping an Early or Late Process?

If perceptual organization is to be understood as the result of
computations, the question of where grouping occurs in the
stream of visual processing is important. Is it an early process
that works at the level of two-dimensional image structure or
does it work later, after depth information has been extracted
and perceptual constancy has been achieved? (Perceptual
constancy refers to the ability to perceive the unchanging
properties of distal environmental objects despite variation in
the proximal retinal images caused by differences in viewing
conditions; see Chapter 4.) Wertheimer (1923) discussed
grouping as though it occurred at a low level, presumably cor-
responding to what is now called image-based processing (see
Palmer, 1999). The view generally held since Wertheimer’s
seminal paper has been that organization must occur early to
provide virtually all higher level perceptual processes with
discrete units as input (e.g., Marr, 1982; Neisser, 1967).

Rock and Brosgole (1964) reported evidence against
the early-only view of grouping, however. They examined
whether the relevant distances for grouping by proximity are
defined in the two-dimensional image plane or in perceived
three-dimensional space. They showed observers a two-
dimensional rectangular array of luminous beads in a dark
room either in the frontal plane (perpendicular to the line of
sight) or slanted in depth, so that the horizontal dimension was
foreshortened to a degree that depended on the angle of slant.
The beads were actually closer together vertically, so that when
they were viewed in the frontal plane, observers saw them
grouped into vertical columns rather than horizontal rows.

The crucial question was what would happen when the
same lattice of beads was presented to the observer slanted
in depth so that the beads were closer together horizontally
when measured in the retinal image, even though they are
still closer together vertically when measured in the three-
dimensional environment. When observers viewed this
slanted display with just one eye, so that binocular depth
information was not available, they reported that the beads
were organized into rows. But when they perceived the slant
of the lattice in depth by viewing the same display binocu-
larly, their reports reversed: They now reported seeing the
slanted array of beads organized into vertical columns. This
finding thus supports the hypothesis that final grouping
occurs after stereoscopic depth perception.

Rock, Nijhawan, Palmer, and Tudor (1992) addressed a
similar issue in lightness perception. Their results showed that
grouping followed the predictions of a late (postconstancy)
grouping hypothesis: Similarity grouping in the presence of
shadows and translucent overlays was governed by the per-
ceived lightnesses of the elements rather than by their retinal

luminances. Further findings using analogous methods have
shown that perceptual grouping is also strongly affected
by amodal completion (Palmer, Neff, & Beck, 1996) and by
illusory contours (Palmer & Nelson, 2000), both of which are
believed to depend on depth perception in situations of occlu-
sion (see Rock, 1983). (Amodal completion is the process by
which partly occluded surfaces of objects are perceived as
continuing behind the occluding object, as illustrated in Fig-
ure 7.10, and illusory contours are edges that are perceived
where there is no physical luminance gradient present because
the occluding surface is the same color as the occluded surface,
as illustrated in Figure 7.13. See section entitled “Visual Inter-
pretation” for further information.) Such results show that
grouping cannot be attributed entirely to early, preconstancy
visual processing, but they are also compatible with the possi-
bility that grouping is a temporally extended process that in-
cludes components at both early and later levels of processing
(Palmer, in press-a). A provisional grouping might be deter-
mined at an early, preconstancy stage of image processing, but
might be overridden if later, object-based information (from
depth, lighting conditions, occlusion, etc.) required it.

Before leaving the topic of early versus late grouping, it is
worth noting that Wertheimer (1923) discussed a further fac-
tor in perceptual grouping that is seldom mentioned: past
experience. The idea is that elements that have been previ-
ously grouped in certain ways will tend to be seen as grouped
in the same way when they are seen again. According to
modern visual theory, such effects would also support the
hypothesis that grouping effects can occur relatively late in
perception, because they would have to happen after contact
has been made between the information in the stimulus dis-
play and representations in memory.

Figure 7.5 provides a particularly strong demonstration of
the effects of prior experience. People who have never seen

Figure 7.5 Effects of past experience on perceptual organization (see text).
Source: Original photograph by R. C. James.
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this image before usually perceive it as a seemingly random
array of meaningless black blobs on a white background.
After they have discerned the Dalmatian with its head down,
sniffing along a street, however, the picture becomes dramat-
ically reorganized, with certain of the blobs going together
because they are part of the dog and others going together be-
cause they are part of the street or the tree. The interesting
fact relevant to past experience is that after you have seen the
Dalmatian in this picture, you will see it that way for the
rest of your life! Past experience can thus have a dramatic
effect on grouping and organization, especially if the organi-
zation of the image is highly ambiguous.

Region Segmentation

There is an important logical gap in the story of perceptual
organization that we have told thus far. No explanation
has been given of how the to-be-grouped “elements” (e.g.,
the dots and lines in Figure 7.2) arise in the first place.
Wertheimer (1923/1950) appears simply to have assumed the
existence of such elements, but notice that they are not di-
rectly given by the stimulus array. Rather, their formation
requires an explanation, including an analysis of the factors
that govern their existence as perceptual elements and how
such elements might be computed from an optical array of lu-
minance values. This initial organizational operation is often
called region segmentation: the process of partitioning an
image into an exhaustive set of mutually exclusive two-
dimensional areas.

Uniform Connectedness

Palmer and Rock (1994a, 1994b) suggested that region seg-
mentation is determined by an organizational principle that

they called uniform connectedness. They proposed that the
first step in constructing the part-whole hierarchy for an
image is to partition the image into a set of uniformly con-
nected (UC) regions, much like a stained glass window. A
region is uniformly connected if it constitutes a single, con-
nected subset of the image that is either uniform or slowly
varying in its visual properties, such as color, texture, motion,
and binocular disparity. Figure 7.1 (B) shows a plausible set
of UC regions for the leopard image, bounded by the solid
contours and labelled as regions 1 through 10.

Uniform connectedness is an important principle of per-
ceptual organization because of its informational value in
designating connected objects or object parts in the environ-
ment. As a general rule, if an area of the retinal image consti-
tutes a UC region, it almost certainly comes from the light
reflected from a single, connected, environmental object or
part. This is not true for successful camouflage, of course, but
such situations are comparatively rare. Uniform connected-
ness is therefore an excellent heuristic for finding image
regions that correspond to parts of connected objects in the
environment.

Figure 7.6 (B) shows how an image of a penguin (Fig-
ure 7.6; A) has been divided into a possible set of UC regions
by a global, explicitly region-based procedure devised by
Malik and his colleagues (Leung & Malik, 1998; Shi &
Malik, 1997). Their “normalized cuts” algorithm is a graph
theoretic procedure that works by finding the binary partition
of a given region—initially, the whole image—into two sets
of pixels that maximizes a particular measure of pairwise
pixel similarity within the same subregion, normalized rela-
tive to the total pairwise pixel similarity within the entire
region. Similarity of pixel pairs is defined in their algorithm
by the weighted integration of a number of Gestalt-like

A

Figure 7.6 A gray-scale image of a penguin (A), a regional segmentation of that image using Malik’s normal-
ized cuts algorithm (B), and the output of the Canny edge detection algorithm (C). Source: Parts A and B from
Shi and Malik, 1997; part C courtesy of Thomas Leung.
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grouping factors, such as proximity, color similarity, texture
similarity, and motion similarity. They also include a group-
ing factor based on evidence for the presence of a local edge
between the given pair of pixels, which reduces the likeli-
hood that they are part of the same subregion. When this
normalized cuts algorithm is applied repeatedly to a given
image, dividing and subdividing it into smaller and smaller
regions, perceptually plausible partitions emerge rapidly
(Figure 7.6; B). Notice that Malik’s region-based approach
produces closed regions by definition.

Another possible approach to region segmentation is to
begin by detecting luminance edges. Whenever such edges
form a closed contour, they define two regions: the fully
bounded interior and the partly bounded exterior. An image
can therefore be segmented into a set of connected regions by
using an edge-detection algorithm to locate closed contours.
This idea forms a theoretical bridge between the well-known
physiological and computational work on edge detection
(e.g., Canny, 1986; Hubel & Wiesel, 1962; Marr & Hildreth,
1980) and work on perceptual organization, suggesting that
edge detection may be viewed as the first step in region seg-
mentation. An important problem with this approach is that
most edge-detection algorithms produce few closed contours,
thus requiring further processing to link them into closed con-
tours. The difficulty is illustrated in Figure 7.6 (C) for the out-
put of Canny’s (1986) well known edge-detection algorithm.

Texture Segmentation

A special case of region segmentation that has received con-
siderable attention is texture segmentation (e.g., Beck, 1966,
1972, 1982; Julesz, 1981). In Figure 7.1(A), for example, the
leopard is not very different in overall luminance from the
branch, but the two can easily be distinguished visually by
their different textures.

The factors that govern region segmentation by texture
elements are not necessarily the same as those that deter-
mine explicit judgments of shape similarity, even for the very
same texture elements when they are perceived as individual
figures. For instance, the dominant texture segmentation evi-
dent in Figure 7.7 (A)—that is to say, that separating the up-
right Ts and Ls from the tilted Ts—is the opposite of simple
shape similarity judgments (Figure 7.7; B) in which a single
upright T was judged more similar to a tilted T than it was
to an upright L (Beck, 1966). From the results of many such
experiments, texture segmentation is believed to result from
detecting differences in feature density (i.e., the number of
features per unit of area) for certain simple attributes, such as
line orientation, overall brightness, color, size, and move-
ment (Beck, 1972). Julesz (1981) later proposed a similar
theory in which textures were segregated by detecting

changes in the density of certain simple, local textural fea-
tures that he called textons (Julesz, 1981), which included
elongated blobs defined by their color, length, width, orienta-
tion, binocular disparity, and flicker rate, plus line termina-
tors and line crossings or intersections.

Julesz also claimed that normal, effortless texture segmen-
tation based on differences in texton densities was a preatten-
tive process: one that occurs automatically and in parallel
over the whole visual field prior to the operation of focussed
attention. He further suggested that there were detectors early
in the visual system that are sensitive to textons such that
texture segmentation takes place through the differential
activation of the texton detectors. Julesz’s textons are similar
to the critical features ascribed to simple cells in cortical
area V1 (Hubel & Wiesel, 1962), and to some of the primitive
elements in Marr’s primal sketch (Marr, 1982; Marr &
Nishihara, 1978). Computational theories have since been
proposed that perform texture segmentation by detecting tex-
tural edges from the outputs of quasi-neural elements whose
receptive fields are like those found in simple cells of area V1
of the visual cortex (e.g., Malik & Perona, 1990).

Figure-Ground Organization

If the goal of perceptual organization is to construct a scene-
based hierarchy consisting of parts, objects, and groups,
region segmentation can be no more than a very early step,
because uniform connected regions in images seldom corre-
spond directly to the projection of whole environmental
objects. As is evident from Figures 7.1 (A, B, and C), some
UC regions need to be grouped into higher-level units (e.g.,
the various patches of sky) and others need to be parsed into

A.  Texture Segregation

B.  Shape Similarity

Figure 7.7 Texture segmentation of Ts, tilted Ts, and Ls (A) versus shape
similarity of the same letters (B). Source: From Palmer, 1999.
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lower-level units (e.g., the various parts of the leopard) to
construct a useful part-whole hierarchy. But before any final
grouping and parsing can occur, boundaries must be assigned
to regions.

Boundary Assignment

For every bounding contour in a segmented image there is a
region on both sides. Because most visible surfaces are
opaque, the region on one side usually corresponds to a
closer, occluding surface, and the region on the other side to
a farther, occluded surface that extends behind the closer
one. Boundary assignment is the process of determining to
which region the contour belongs, so to speak, thus deter-
mining the shape of the closer surface, but not that of the
farther surface.

To demonstrate the profound difference that alternative
boundary assignments can make, consider Figure 7.8. Region
segmentation processes will partition the square into two
UC regions, one white and the other black. But to which side
does the central boundary belong? If you perceive the edge as
belonging to the white region, you will see a white object
with rounded fingers protruding in front of a black back-
ground. If you perceive the edge as belonging to the black
region, you will see a black object with pointed claws in front
of a white background. This particular display is highly am-
biguous, so that sometimes you see the white fingers and
other times the black claws. (It is also possible to see a mo-
saic organization in which the boundary belongs to both sides
at once, as in the case of jigsaw puzzle pieces that fit snugly
together to form a single contour. This interpretation is infre-
quent, probably because it does not arise very often in normal
situations, except when two adjacent, parallel contours are
clearly visible.) This boundary-assignment aspect of percep-
tual organization is known in the classical perception litera-
ture as figure-ground organization (Rubin, 1921). The
“thing-like” region is referred to as the figure and the “back-
ground-like” region as the ground.

Figure 7.8 Ambiguous edge assignment and figure-ground organization.
Source: From Rock, 1983.

Principles of Figure-Ground Organization

Figure 7.8 is highly ambiguous in its figure-ground organiza-
tion because it is about equally easy to see the back and white
regions as figure, but this is not always, or even usually, the
case. The visual system has distinct preferences for perceiv-
ing certain kinds of regions as figural, and these are usually
sufficient to determine figure-ground organization. Studies
have determined that the following factors are relevant, all of
which bias the region toward being seen as figural: surround-
edness, smaller size, horizontal-vertical orientation, lower
region (Vecera, Vogel, & Woodman, in press), higher contrast,
greater symmetry, greater convexity (Kanisza & Gerbino,
1976), parallel contours, meaningfulness (Peterson & Gibson,
1991), and voluntary attention (Driver & Baylis, 1996). Anal-
ogous to the Gestalt principles of perceptual grouping, these
principles of figure-ground organization are ceteris paribus
rules—, rules in which a given factor has the stated effect, if
all other factors are equal (i.e., eliminated or otherwise neu-
tralized). As such, they have the same weaknesses as the prin-
ciples of grouping, including the inability to predict the
outcome when several conflicting factors are at work in the
same display.

In terms of information processing structure, Palmer and
Rock (1994a, 1994b) proposed a process model of perceptual
organization in which figure-ground organization occupies
a middle position, occurring after region segmentation, but
before grouping and parsing (see Figure 7.9). They argued
that figure-ground processing logically must occur after
region-segmentation processing because segmented regions
are required as input by any algorithm that discriminates figure
from ground. The reason is that most of the principles of
figure-ground organization—for example, surroundedness,
size, symmetry, and convexity—are properties that are only

Figure 7.9 A computational theory of visual organization. Source: From
Palmer and Rock, 1994a.
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defined for two-dimensional regions, and thus require two-
dimensional regions as input. More speculatively, Palmer and
Rock (1994a, 1994b) also claimed that figure-ground organi-
zation must logically precede grouping and parsing. The
reason is that the latter processes, which apparently depend
on certain shape-based properties of the regions in question—
for example, concavity-convexity, similarity of orientation,
shape, size, and motion—require prior boundary assignment.
Grouping and parsing thus depend on shape properties that
are logically well-defined for regions only after boundaries
have been assigned, either to one side or perhaps initially to
both sides (Peterson & Gibson, 1991)

Parsing

Another important process involved in the organization of
perception is parsing or part segmentation: dividing a single
element into two or more parts. This is essentially the oppo-
site of grouping. Parsing is important because it determines
what subregions of a perceptual unit are perceived as belong-
ing together most coherently. To illustrate, consider the
leopard in Figure 7.1 (A). Region segmentation might well
define it as a single region based on its textural similarity
(region 4), and this conforms to our experience of it as a sin-
gle object. But we also experience it as being composed
of several clear and obvious parts: the head, body, tail, and
three visible legs, as indicated by the dashed lines in Fig-
ure 7.1 (B). The large, lower portion of the tree limb (re-
gion 9) is similarly a single UC region, but it too can be
perceived as divided (although perhaps less strongly) into the
different sections indicated by dotted lines in Figure 7.1 (B).

Palmer and Rock (1994a) argued that parsing must logi-
cally follow region segmentation because parsing presup-
poses the existence of a unitary region to be divided. Since
they proposed that region segmentation is the first step in
the process that forms such region-based elements, they nat-
urally argued that parsing must come after it. There is no
logical constraint, however, on the order in which parsing
and grouping must occur relative to each other. They could
very well happen simultaneously. This is why the flowchart
of Palmer and Rock’s theory (Figure 7.9) shows both
grouping and parsing taking place at the same time after re-
gions have been defined. According to their analysis, pars-
ing should also occur after figure-ground organization.
The reason is that parsing, like grouping, is based on prop-
erties (such as concavity-convexity) that are properly attrib-
uted to regions only after some boundary assignment has
been made. There is no point in parsing a background re-
gion at concavities along its border if that border does not
define the shape of the corresponding environmental object,

but only the shape of a neighboring object that partly
occludes it.

There are at least two quite different ways to go about
dividing an object into parts: boundary rules and shape prim-
itives. The boundary rule approach is to define a set of gen-
eral conditions that specify where the boundaries lie between
parts. The best known theory of this type was developed by
Hoffman and Richards (1984). Their key observation was
that the two-dimensional silhouettes of multipart objects can
usually be divided at deep concavities: places where the con-
tour of an object’s outer border is maximally curved inward
(concave) toward the interior of the region. Formally, these
points are local negative minima of curvature.

An alternative to parsing by boundary rules is the shape
primitive approach. It is based on a set of atomic, indivisible
shapes that constitute a complete listing of the most basic
parts. More complex objects are then analyzed as configura-
tions of these primitive parts. This process can be thought of
as analogous to dividing cursively written words into parts by
knowing the cursive alphabet and finding the primitive com-
ponent letters. Such a scheme for parsing works well if there
is a relatively small set of primitive components, as there is in
the case of cursive writing. It is far from obvious, however,
what the two-dimensional shape primitives might be in the
case of parsing two-dimensional projections of natural scenes.

If the shape primitive approach is going to work, it is
natural that the shape primitives appropriate for parsing the
projected images of three-dimensional objects should be
the projections of three-dimensional volumetric shape primi-
tives. Such an analysis has been given in Binford’s (1971)
proposal that complex three-dimensional shapes can be ana-
lyzed into configurations of generalized cylinders: appropri-
ately sized and shaped volumes that are generalized from
standard cylinders in the sense that they have extra parame-
ters that enable them to describe many more shapes. The
extra parameters include ones that specify the shape of
the base (rather than always being circular), the curvature of
the axis (rather than always being straight), and so forth (see
also Biederman, 1987; Marr, 1982). The important point for
present purposes is that if one has a set of shape primitives
and some way of detecting them in two-dimensional images,
complex three-dimensional objects can be appropriately seg-
mented into primitive parts. Provided that the primitives are
sufficiently general, part segmentation will be possible, even
for novel objects.

Visual Interpolation

With the four basic organizational processes discussed
thus far—region segmentation, figure-ground organization,
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Figure 7.10 An image (A) that is perceived as a square occluding an
amodally completed circle (B) rather than as a square abutting a pac-man
(C), a square occluding some odd-shaped object (D), or a pac-man occluding
some odd-shaped object (E). Source: From Palmer, 1999.

grouping, and parsing—it is possible to see how a rudimen-
tary part-whole hierarchy might be constructed by some
appropriate sequence of operations. One of the main further
problems that the visual system must solve is how to per-
ceive partly occluded objects as such. In Figure 7.1 (A), for
example, the part of the branch above the leopard is per-
ceived as the extension of the branch below it. This is more
than simple grouping of the two corresponding image regions
because the observer completes the branch in the sense of
perceiving that it continues behind the leopard. The various
patches of sky between and around the leopard and branches
must likewise be perceived as parts of the uninterrupted sky
behind them. The crucial ecological fact is that most environ-
mental surfaces are opaque and therefore hide farther sur-
faces from view. What is needed to cope with the incomplete,
piecewise, and changeable montage of visible surfaces that
stimulate the retina is some way to infer the nature of hidden
parts from visible ones.

The visual system has evolved mechanisms to do this,
which will be referred to collectively as processes of visual
interpolation (Kellman & Shipley, 1991). They have limita-
tions, primarily because all they can do is make a best guess
about something that can be only partly seen. Completely
occluded objects are seldom interpolated, even if they are
present, because there is no evidence from which to do so,
and even partly visible objects are sometimes completed
incorrectly. Nevertheless, people are remarkably adept at per-
ceiving the nature of partly occluded objects, and this ability
requires explanation.

Amodal Completion

Amodal completion is the process by which the visual system
infers the nature of hidden parts of partly occluded surfaces
and objects from their visible projections. It is called amodal
because there is no direct experience of the hidden part in any
sensory modality; it is thus experienced amodally. A simple
example is provided in Figure 7.10 (A). Observers sponta-
neously perceive a full circle behind a square, as indicated in
Figure 7.10 (B), even though one quarter of the circle is not
visible.

Amodal completion is logically underdetermined. The real
environmental state of affairs corresponding to Figure 7.10
(A) might be a square covering a whole circle (B), a mosaic,
of a square abutting a three-quarter circle (or pac-man; C), or
a square in front of a circle with odd protrusions (D). It might
also be a pac-man in front of a square with odd protrusions
(E), or an infinite number of other possibilities. The visual
system therefore appears to have strong preferences about

how to complete partly occluded objects, aimed at maximiz-
ing veridical perception of whole objects in the world. There
are at least three general types of explanations of how this
might happen.

One possibility is that the visual system completes the cir-
cle behind the square based on frequency of prior experi-
ences. Although people have all seen three-quarter circles,
most have probably seen a good many more full circles.
Perhaps people complete partly occluded figures according
to the most frequently encountered shape compatible with
the visible stimulus information. Novel shapes can also be
amodally completed (e.g., Gregory, 1972), however. This
shows that familiarity cannot be the whole story, although it
may be part of it.

A second possibility is that partly occluded figures are
completed in the way that results in the simplest perceived
figures. For example, a square occluding a complete circle in
Figure 7.10 (A) is simpler than any of the alternatives in this
set of completions, and the same could be true for the possi-
ble completions of novel shapes. Explaining phenomena of
perceptual organization in terms of maximizing simplicity—
or, equivalently, minimizing complexity—was the theoretical
approach favored by Gestalt psychologists (e.g., Koffka,
1935). They called this proposal the principle of Prägnanz,
which was later dubbed the minimum principle (Hochberg &
McAlister, 1953): The percept will be as good or as simple,
as the prevailing conditions allow.

Gestaltists were never very clear about just what consti-
tuted goodness or simplicity, but later theorists have offered
explicit computational theories that are able to show that
many completion phenomena can be predicted by minimizing
representational complexity (e.g., Buffart & Leeuwenberg,
1981; Leeuwenberg, 1971, 1978). One problem faced by such
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Figure 7.11 Steps in determining completion according to Kellman and
Shipley’s relatability theory (see text). Source: From Palmer, 1999.

theories is that they are only as good as the simplicity metric
on which they are based. Failure to predict experimental re-
sults can thus easily be dismissed on the grounds that a better
simplicity measure would bring the predictions into line with
the results. This may be true, of course, but it makes a theory
difficult to falsify.

A third possibility is to explain amodal completion by
appealing directly to ecological evidence of occlusion. For
example, when a contour of one object is occluded by that of
another, they typically form an intersection known as a
T-junction. The top of the T is interpreted as the closer edge
whose surface occludes those surfaces adjacent to the stem of
the T. The further assumptions required to account for
amodal completion are that the occluded edge (and the sur-
face attached to it) connects with another occluded edge in
the scene and a set of specifications about how they are to be
joined.

One such theory of completion is Kellman and Shipley’s
(1991) relatability theory. It can be understood as a more
complete and well-specified extension of the classic grouping
principle of good continuation (Wertheimer, 1923/1950).
The basic principles of relatability theory are illustrated in
Figure 7.11. The first step is to locate all edge discontinuities,
which are discontinuities in the first derivative of the mathe-
matical function that describes the edge over space. These are
circled in Figure 7.11 (A). The second is to relate pairs of
edges if and only if (a) their extensions intersect at an angle
of 90° or more, and (b) they can be smoothly connected to
each other, as illustrated in Figure 7.11 (B). Third, a new per-
ceptual unit is formed when amodally completed edges form
an enclosed area, as shown in Figure 7.11 (C). Finally, units
are assigned positions in depth based on available depth
information (see chapter in this volume by Proffitt and
Caudek), as depicted in Figure 7.11 (D). In completion, for
example, depth information from occlusion specifies that the

amodally completed edges are behind the object at whose
borders they terminate. This depth assignment is indicated in
Figure 7.11 (D) by arrows that point along the edge in the
direction for which the nearer region is on the right.

Kellman and Shipley’s (1991) relatability theory of
amodal completion is couched in terms of image-based infor-
mation: the existence of edge discontinuities and their two-
dimensional relatability in terms of good continuation. Other,
more complex approaches are possible, however. One is that
completion takes place within a surface-based representation
by relating two-dimensional surfaces embedded in three-
dimensional space (Nakayama, He, & Shimojo, 1995). An-
other is that it occurs in an object-based representation when
three-dimensional volumes are merged (Tse, 1999). Recent
evidence supports the hypothesis that the final perception of
amodal completion is based on merging volumes (Tse, 1999).
Figure 7.12 provides evidence against both image-based and
surface-based views. Part A shows an example in which the
outer contours on the left and right side of the closest object
line up perfectly, thus conforming to the requirements of edge
relatability, yet they fail to support amodal completion. Fig-
ure 7.12 (B) shows the opposite situation, in which there are no
relatable contours (because they are themselves occluded), yet
people readily perceive amodal completion behind the cylin-
der. These examples thus show that relatable contours at the
level of two-dimensional images are neither necessary nor suf-
ficient for perceiving amodal completion.

Figure 7.12 (C) shows a case in which there are relatable
surfaces on the left and right sides of the occluder, and yet

A B

C D

Figure 7.12 Image-based versus surface-based versus and volume-
based approaches to completion (see text). Source: From Tse, 1999.
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people perceive two distinct objects, rather than one that is
completed behind it. Finally, Figure 7.12 (D) shows an
example in which there are no relatable surfaces, yet amodal
completion is perceived. These two example therefore show
that relatable surfaces are neither necessary nor sufficient
for perceiving amodal completion. Tse (1999) has argued
persuasively from such examples that completion is ulti-
mately accomplished by merging inferred three-dimensional
volumes.

Illusory Contours

Another important form of visual interpolation produces a
striking illusion in which contours are seen that do not actu-
ally exist in the stimulus image. This phenomenon of illusory
contours (also called subjective contours) was first described
almost a century ago (Schumann, 1904), but modern interest
in it was sparked by the elegant demonstrations of Kanizsa
(1955, 1979). One of the best known examples is the so-
called Kanizsa triangle shown in Figure 7.13. The white
triangle so readily perceived in this display is defined by il-
lusory contours because the stimulus image consists solely
of three pac-man–shaped figures. Most observers report see-
ing well-defined luminance edges where the contours of the
triangle should be, with the interior region of the triangle
appearing lighter than the surrounding ground. These edges
and luminance differences simply are not present in the op-
tical image.

Recent physiological research has identified cells in corti-
cal area V2 that appear to respond to the presence of illusory
contours. Cells in area V2 have receptive fields that do not
initially appear much different from those in V1, but careful
testing has shown that about 40% of the orientation selective
cells in V2 also fire when presented with stimuli that induce
illusory contours in human perception (von der Heydt,
Peterhans, & Baumgartner, 1984; Peterhans & von der
Heydt, 1991). Sometimes the orientational tuning functions
of the cells to real and illusory contours are similar, but often
they are not. Exactly how the responses of such cells might
explain the known phenomena of illusory contours is not yet
clear, however.

Perceived Transparency

Another phenomenon of visual interpolation is perceived
transparency: the perception of objects as being viewed
through a closer, translucent object that transmits some
portion of the light reflected from the farther object rather
than blocking it entirely. Under conditions of translucency,
the light striking the retina at a given location provides infor-
mation about at least two different external points along
the same viewer-centered direction: one on the farther
opaque surface and the other on the closer translucent surface
(Figure 7.14; A).

Perception of transparency depends on both spatial and
color conditions. Violating the proper relations of either sort
is sufficient to block it. For example, transparency will be
perceived if the translucent surface is positioned so that re-
flectance edges on the opaque surface behind it can be seen
both through the translucent surface and outside it, as illus-
trated in Figure 7.14 (A). When this happens, a phenomenon
called color scission or color splitting occurs, and the image
colors in the regions of the translucent surface are perceived
as a combination of one color belonging to the background
and one color belonging to the translucent surface. Color
scission will not occur, however, if the translucent surface
lies completely within a single reflectance region, as illus-
trated in Figure 7.14 (B). It can also be blocked by destroying
the unity of the translucent region (Figure 7.14; C) or merely
weakening it (Figure 7.14; D).

When color scission occurs, the perceived color in each re-
gion of overlap is split into a component from the transparent

Figure 7.13 Illusory contours in a Kanizsa triangle. Source: After
Kanizsa, 1955.
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Figure 7.14 Conditions for perceiving transparency (see text). Source:
From Palmer, 1999.
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layer and a component from the opaque layer. For this to hap-
pen, the components due to the transparent layer must be the
same. Metelli (1974), Gerbino (1994), and Anderson (1997)
have precise, quantitative theories of the conditions for trans-
parency to be perceived. Violating these constraints also
blocks perceived transparency (Figure 7.14; E).

Figural Scission

Yet another example of visual interpolation is figural scission:
the division of a single homogeneous region into two overlap-
ping figures of the same color, one in front of and occluding the
other. This phenomenon, illustrated in Figure 7.15, has many
interesting features. One is that there is no local sensory infor-
mation that requires the single region to be split at all. The
visual system constructs illusory contours where the closer
figure occludes the farther one. The visual system also com-
pletes the portions of the farther figure that are occluded by the
closer one. But because the stimulus conditions do not deter-
mine which figure is in front and which behind, either possi-
bility can be perceived. Indeed, if you view such displays
for awhile, the depth relations of the two parts spontaneously
reverse.

Parts and Wholes

Assuming that objects are indeed perceived as structured into
something like a hierarchy of objects, parts, subparts, and so
on (cf. Palmer, 1977; Reed & Johnsen, 1975), a question that
naturally arises is whether parts are perceived before wholes
or wholes before parts. Although Gestaltists never posed the
question in precisely this form, their approach to perception
suggests that wholes may be processed first in some impor-
tant sense. Most other approaches to perception imply the
opposite: that wholes are constructed by integrating local
information into increasingly larger aggregations. Even

physiological evidence seems to support a local-first view.
Retinal receptors respond to exceedingly tiny regions of
stimulation, and as one traces the path of neural information
processing, synapse by synapse, deeper into the brain, the
receptive fields of visual neurons become ever larger and
responsive to ever more complex stimulus configurations
(e.g., Van Essen & De Yoe, 1995).

There are problems in accepting this line of argument
as settling anything about perceptual experience, however.
First, the order in which processing is initiated may not be
nearly as relevant for perceptual experience as the order in
which it is completed. Although it is clear that neural pro-
cessing is initiated in a local-to-global order, it is by no means
clear that it is completed in this order. Indeed, there is strong
evidence that the flow of neural information processing is not
unidirectional from the sensory surface of the retina to higher
centers of the brain. Massive backward projections from
higher to lower cortical areas suggest that a great deal of
feedback may occur, although nobody yet knows precisely
what form it takes or even what functions it serves. The exis-
tence of feedback raises the possibility that the order in which
perceptual experience arises is not given by the simplistic
reading of the physiological facts given in the previous para-
graph. Moreover, evidence from psychological experiments
suggests that perception of global objects often precedes that
of local parts.

Global Precedence

Navon (1976) asked about the priority of wholes versus parts
by studying discrimination tasks with hierarchically struc-
tured stimuli: typically, large letters made of many appropri-
ately positioned small letters. On some trials subjects were
shown consistent configurations in which the global and
local letters were the same, such as a large H made of many
small Hs or a large S made of many small Ss. On others, they
were shown inconsistent configurations in which the global
and local letters conflicted, such as a large H made of many
small Ss or a large S made of many small Hs. They were cued
on each trial whether to report the identity of the letter repre-
sented at the global or the local level. Response times and
error rates were measured.

The results of Navon’s experiment strongly supported the
predictions of global precedence: the hypothesis that ob-
servers perceive the global level of hierarchical stimuli be-
fore the local level. Response times were faster to global than
to local letters, and global inconsistency interfered when sub-
jects were attending to the local level, but local inconsistency
did not interfere when they were attending to the global level.
The data thus appear to indicate that perceptual processes

Figure 7.15 Figural scission, in which a single homogeneous region is
sometimes perceptually divided into two overlapping objects, one of which
partly occludes the other. Source: From Palmer, 1999
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proceed from global, coarse-grained analysis to local, fine-
grained analysis.

Further investigation suggested a more complex story,
however. Kinchla and Wolfe (1979) found that the speed of
naming local versus global forms depended on their retinal
sizes. Identifying global letters was faster than local ones
when the global stimuli were smaller than about 8–10° of
visual angle, but identifying local letters was faster than
global ones when the stimuli were larger than this. Other ex-
periments suggest that global and local levels of information
are being processed simultaneously rather than sequentially.
For example, when subjects were monitoring for a target letter
at either the global or the local levels, their responses were
faster when a target letter was present at both global and
local levels than when there was a target letter present at ei-
ther level alone (Miller, 1981). The findings on global versus
local precedence may therefore be best understood as the re-
sult of parallel processing in different size channels, with some
channels being processed slightly faster than others, rather
than as reflecting a fixed global-to-local order of processing.

Further experiments by Robertson and her colleagues
studying patients with brain damage have shown that global
and local information is processed differently in the two cere-
bral hemispheres. Several lines of evidence show that there is
an advantage for global processing in the right temporal-
parietal lobe, whereas there is an advantage for local process-
ing in the left temporal-parietal lobe (Robertson, Lamb, &
Knight, 1988). For example, Figure 7.16 shows how patients
with lesions in the left versus right temporal-parietal re-
gion copied the hierarchical stimulus shown on the left in part
A (Delis, Robertson, & Efron, 1986). The patient with right

hemisphere damage, who suffers deficits in global process-
ing, is able to reproduce the small letters making up the
global letter, but is unable to reproduce their global structure.
The patient with left hemisphere damage, who suffers deficits
in local processing, is able to reproduce the global letter, but
not the small letters that comprise it.

Further psychological evidence that global properties are
primary in human perception comes from experiments in
which discrimination of parts is found to be superior when they
are embedded within meaningful or well-structured wholes.
Not only is performance better than in comparable control
conditions in which the same parts must be discriminated
within meaningless or ill-structured contexts, but it is also su-
perior compared to discriminating the same parts in isolation.
This evidence comes from several different phenomena, such
as the word superiority effect (Reicher, 1969), the object supe-
riority effect (Weisstein & Harris, 1974), the configural orien-
tation effect (Palmer, 1980; Palmer & Bucher, 1981), and the
configural superiority effect (Pomerantz, Sager, & Stover,
1977). Although space limitations do not permit discussion of
these interesting experiments, their results generally indicate
that perceptual performance on various simple local discrimi-
nation tasks does not occur in the local-to-global order.

Exactly how these contextual effects should be interpreted
is open to debate, however. One possibility is that neural pro-
cessing proceeds from local parts to global wholes, but feed-
back from the holistic level to the earlier part levels then
facilitates processing of local elements, if they are part of
coherent patterns at the global level. This is the mechanism
proposed in the influential interactive activation model of
letter and word processing (McClelland & Rumelhart, 1981;
Rumelhart & McClelland, 1982). Another possibility is that
although neural processing proceeds from local parts to
global wholes, people may gain conscious access to the re-
sults in the opposite order, from global wholes to local parts
(Marcel, 1983). Regardless of what mechanism is ultimately
found to be responsible, the results of many psychological ex-
periments rule out the possibility that the perception of local
structure necessarily precedes that of global structure. The
truth, as usual, is much more interesting and complex.

Frames of Reference

Another set of perceptual phenomena that support the prior-
ity of global, large-scale structure in perceptual organization
is the existence of what are called reference frame effects (see
Rock, 1990, for a review). A frame of reference in visual per-
ception is a set of assumed reference standards with respect
to which the properties of perceptual objects are encoded.
Visual reference frames are often considered to be analogous

Stimulus Right Damage Left Damage

Figure 7.16 Drawings of hierarchical stimuli from patients with lesions
in the right hemisphere (central column) and patients with lesions in the
left hemisphere (right column). Source: From Delis, Robertson, and Efron,
1986.
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to coordinate systems in analytic geometry (Palmer, 1989).
Reference frame effects generally show that the reference
frame for a given visual element is defined by the next-higher
element in the perceptual part-whole hierarchy. In this sec-
tion, reference frame effects in orientation and shape percep-
tion are briefly considered. Analogous effects are also present
in motion perception, but these are discussed in the chapter
by Proffitt and Caudek in this volume.

Orientation Perception

One of the most compelling demonstrations of reference
frame effects on orientation perception occurs when you
enter a tilted room, like the ones in a fun house or mystery
house of an amusement park. Although you notice the slant of
the floor as you first enter, you rapidly come to perceive the
room as gravitationally upright. After this misperception
occurs, all sorts of other illusions follow. You perceive the
chandelier as hanging at a strange angle from the ceiling, for
example, and you perceive yourself as leaning precariously
to one side, despite the fact that both the chandelier and you
are, in fact, gravitationally upright. If you try to correct your
posture to align yourself with the orientation of the room, you
may lose your balance or even fall.

Normally, the vertical orientation in the reference frame of
the large-scale visual environment coincides with gravita-
tional vertical, because the dominant orientations of per-
ceived objects—due to walls, floors, tree trunks, the ground
plane, standing people, and so forth—are either aligned with
gravity or perpendicular to it. The heuristic assumption that
the walls, floor, and ceiling of a room are vertical and hori-
zontal thus generally serves us well in accurately perceiving
the orientations of objects. When you walk into a tilted room,
however, this assumption is violated, giving rise to illusions
of orientation. The visual reference frame of the room, which
is out of alignment with gravity, captures your sense of
upright. You then perceive yourself as tilted because your
own bodily orientation is not aligned with your perception of
upright.

One particularly well-known reference frame effect on
orientation perception is the rod and frame effect (Asch &
Witkin, 1948a, 1948b). Subjects were shown a luminous rod
within a large, tilted, luminous rectangle and were asked to
set the rod to gravitational vertical. Asch and Witkin found
large systematic errors in which subjects set the rod to an
orientation somewhere between true vertical and alignment
with the frame’s most nearly vertical sides. Several experi-
ments show that the effect of the frame is greatest when the
rectangle is large, and that small ones just surrounding the
line have little effect (Ebenholtz, 1977; Wenderoth, 1974).

Other studies have shown that when two frames are present,
one inside the other, it is the larger surrounding frame
that dominates perception (DiLorenzo & Rock, 1982). These
facts are consistent with the interpretation that the rectan-
gle in a rod and frame task induces a visual frame of refer-
ence that is essentially a world surrogate, so to speak, for the
visual environment (Rock, 1990). By this account, a visual
structure will be more likely to induce a frame of reference
when it is large, surrounding, and stable over time, like the
tilted room in the previous example.

Shape Perception

Because perceived shape depends on perceived orientation,
robust reference frame effects also occur in shape perception.
One of the earliest, simplest, and most elegant demonstra-
tions of this fact was Mach’s (1914/1959) observation that
when a square is rotated 45°, people generally perceive it as
an upright diamond rather than as a tilted square. This figure
can be perceived as a tilted square if the flat side at 45° is
taken to be its top. But if the upper vertex is perceived as the
top, the shape of the figure is seen as diamond-like and quite
different from that of an upright square.

This relation suggests that the shape of an object should
also be influenced by the orientation of a frame of reference,
and this is indeed true. One of the earliest and most com-
pelling demonstrations was provided by Kopferman (1930),
who showed that a gravitational diamond is perceived as a
square when it is enclosed within a 45° tilted rectangle.
Palmer (1985) later extended Kopferman’s discovery to other
factors that Palmer had previously shown to influence orien-
tation perception in the perceived pointing of ambiguous,
equilateral triangles, factors such as the orientation of config-
ural lines, the width and orientation of textural stripes, and
the direction of rigid motion (Palmer & Bucher, 1982;
Bucher & Palmer, 1985). In all of these cases, the claim is
that the contextual factors induce a perceptual frame of refer-
ence that is aligned along the 45° axis of the diamond and that
the shape of the figure is then perceived relative to that orien-
tation, leading to the perception of a tilted square rather than
an upright diamond.

Rock (1973) showed that such reference frame effects on
shape perception are much more general. He presented sub-
jects with a sequence of amorphous, novel shapes in a par-
ticular orientation during an initial presentation phase. He later
tested their recognition memory for the figures in the same
versus a different orientation (see Figure 7.17; A). The results
showed that people were far less likely to recognize the shapes
if they were tested in an orientation different from the original
one. This poor recognition performance, which approached
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Figure 7.17 Effects of orientation on perceived shape for figures with poor
intrinsic axes (A) versus figures with good intrinsic axes (B). Source: From
Palmer, 1999.

chance for 90° rotations, indicates that subjects often fail to
perceive the equivalence in shape of the presented and tested
figures when they are differently oriented. Further, Rock
(1973) found that tilting the observer’s head reduced recogni-
tion memory less than tilting the objects within the environ-
ment. This suggests that the reference frames for these figures
are environmental rather than retinal.

Why, then, do people seldom fail to recognize, say, a chair
when it is seen lying on its side rather than standing up? The
crucial fact appears to be that objects like chairs have enough
orientational structure that they effectively carry their own
intrinsic, object-centered reference frames along with them.
Roughly speaking, an object-centered reference frame is a
perceptual reference frame that is chosen on the basis of the
intrinsic properties of the to-be-described object, one that
is somehow made to order for that particular object (see
Palmer, 1999, pp. 368–371). For example, if the orientations
of two otherwise identical objects are different, such as an
upright and a tipped-over chair, the orientation of each
object-centered reference frame—for instance, the axis of
elongation that lies in its plane of symmetry—will be defined
such that both objects will have the same shape description
relative to their object-centered frames.

Wiser (1981) used Rock’s memory paradigm to study
shape perception for objects with good intrinsic axes and
found that they are recognized as well when they are pre-
sented and tested in different orientations as when they are
presented and tested in the same orientation (Figure 7.17; B).
In further experiments, she showed that when a well-
structured figure is presented initially so that its axis is not
aligned with gravitational vertical, subsequent recognition is
actually fastest when the figure is tested in its vertical orien-
tation. She interpreted this result to mean that the shape is
stored in memory as though it were upright, relative to its
own object-centered reference frame. This idea is important
in certain theories of object identification, a topic which will
be discussed in this chapter’s section entitled “Theories of
Object Identification.”

OBJECT IDENTIFICATION

After the image has been organized into a part-whole hier-
archy and partly hidden surfaces have been completed, the
perceptual objects thus defined are very often identified as
instances of known, meaningful types, such as people,
houses, trees, and cars. This process of object identification is
often also referred to as object recognition or object catego-
rization. Its presumed goal is the perception of function,
thereby enabling the observer to know, simply by looking,
what objects in the environment are useful for what purposes.
The general idea behind perceiving function via object iden-
tification is to match the perceived properties of a seen object
against internal representations of the properties of known
categories of objects. After the object has been identified, its
function can then be determined by retrieving associations
between the object category and its known uses. This will not
make novel uses of the object available—additional problem
solving processes are required for that purpose—rather, only
uses that have been previously understood and stored with
that category are retrieved.

Before pursuing the topic of object identification in depth,
it is worth mentioning that there is an alternative approach to
perceiving function. The competing view is Gibson’s (1979)
theory of affordances, in which opportunities for action are
claimed to be perceived directly from visible structure in the
dynamic optic array. Gibson claimed, for example, that peo-
ple can literally see whether an object affords being grasped,
or sat upon, or walked upon, or used for cutting without first
identifying it as, say, a baseball, a chair, a floor, or a knife.
This is possible only if the relation between an object’s form
and its affordance (the function it offers the organism) is
transparent enough that the relevant properties are actually
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visible. If this is not the case, then category-mediated object
identification appears to be the only route for perception of
function.

Typicality and Basic-Level Categories

The first fact that must be considered about identifying
objects is that it is an act of classification or categorization.
Although most people typically think of objects as belonging
to just one category—something is either a dog, a house, a
tree, or a book—all objects are actually members of many
categories. Lassie is a dog, but she is also a collie, a mammal,
an animal, a living thing, a pet, a TV star, and so on. The cat-
egories of human perception and cognition are quite complex
and interesting psychological structures (see chapter by
Goldstone and Kersten in this volume).

One of the most important modern discoveries about
human categorization is the fact that our mental categories
do not seem to be defined by sets of necessary and sufficient
conditions, but rather to be structured around so-called best
examples, called prototypes (Rosch, 1973, 1975a, 1975b).
The prototypical bird, for example, would be the “birdiest”
possible bird: probably a standard bird that is average in size,
has a standard neutral sort of coloring, and has the usual
shape of a bird. When Rosch asked participants to rate vari-
ous members of a category, like particular kinds of birds, in
terms of how “good” or “typical” they were as examples
of birds, she found that they systematically rated robins quite
high and penguins and ostriches quite low. These typicality
(or goodness-of-example) ratings turn out to be good predic-
tors of how quickly subjects can respond “true” or “false” to
verbal statements such as, “A robin is a bird,” versus, “A
penguin is a bird” (Rosch, 1975b). Later studies showed
that it also takes longer to verify that a picture of a penguin
depicts an example of a bird than to verify that a picture of a
robin does (Ober-Thomkins, 1982). Thus, the time required
to identify an object as a member of a category depends
on how typical it is perceived to be as an example of that
category.

Rosch’s other major discovery about the structure of
human categories concerned differences among levels within
the hierarchy. For example, at which level does visual identi-
fication first occur: at some low, specific level (e.g., collie), at
some high, general level (e.g., animal), or at some intermedi-
ate level (e.g., dog)? The answer is that people generally rec-
ognize objects first at an intermediate level in the categorical
hierarchy. Rosch called categories at this level of abstraction
basic level categories (Rosch, Mervis, Gray, Johnson, &
Boyes-Braem, 1976). Later research, however, has shown the
matter to be somewhat more complex.

Jolicoeur, Gluck, and Kosslyn (1984) studied this issue by
having subjects name a wide variety of pictures with the first
verbal label that came to mind. They found that objects that
were typical instances of categories, such as robins or spar-
rows, were indeed identified as members of a basic level cate-
gory, such as birds. Atypical ones, such as penguins and
ostriches, tended to be classified at a lower, subordinate level.
This pattern of naming was not universal for all atypical cate-
gory members, however. It occurs mainly for members of
basic level categories that are relatively diverse. Consider
some basic level categories from the superordinate categories
of fruit (e.g., apples, bananas, and grapes) versus animals (e.g.,
dogs, birds, and monkeys). Most people would agree that the
shape variation within the categories of apples, for instance, is
more constrained than that within the categories of dogs. In-
deed, most people would be hard-pressed to distinguish be-
tween two different kinds of apples, bananas, or grapes from
shape alone, but consider how different dachshunds are from
greyhounds, penguins are from ostriches, and goldfish are
from sharks. Not surprisingly, then, the atypical exemplars
from diverse basic-level categories are the ones that tend to be
named according to their subordinate category. Because the
categories into which objects are initially classified is some-
times different from the basic level, Jolicoeur, Gluck, and
Kosslyn (1984) called them entry-level categories.

It is worth noting that, as in the case of basic-level cate-
gories, the entry-level category of an object can vary over dif-
ferent observers, and perhaps over different contexts as well.
To an ornithologist or even to an avid bird watcher, for in-
stance, bird may be the entry-level category for very few,
if any, species of bird. Through a lifetime of experience at
discriminating different kinds of birds, their perceptual sys-
tems may become so finely tuned to the distinctive character-
istics of different kinds of birds that they first perceive robins
as robins and sparrows as sparrows rather than just as birds
(Tanaka & Taylor, 1991).

Perspective Effects

One of the seemingly obvious facts about identifying three-
dimensional objects is that people can do it from almost any
viewpoint. The living-room chair, for example, seems to be
easily perceived as such regardless of whether one is looking
at it from the front, side, back, top, or any combination of
these views. Thus, one of the important phenomena that must
be explained by any theory of object classification is how this
is possible.

But given the fact that object categorization is possible
from various perspective views, it is all too easy to jump to
the conclusion that object categorization is invariant over
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Figure 7.18 Different perspective views of a horse (see text). Source:
From Palmer, Rosch, and Chase, 1981.

perspective views. Closer study indicates that this is not true.
Palmer, Rosch, and Chase (1981) systematically investigated
and documented perspective effects in object identification.
They began by having participants view many pictures of the
same object (such as the horse series in Figure 7.18) and
make subjective ratings of how much each one looked like
the objects they depicted using a scale from 1 (very like) to 7
(very unlike). Participants made the average ratings indicated
below the pictures. Other individuals were then asked to
name the entry-level categories of these pictures, as quickly
as possible, using five perspectives (from the best to the
worst) based on the ratings. Pictures rated as the best (or
canonical) perspective were named fastest, and naming
latencies gradually increased as the goodness of the views de-
clined, with the worst ones being named much more slowly
than the best ones.

It seems possible that such perspective effects could be
explained by familiarity: Perhaps canonical views are simply
the most frequently seen views. More recent studies have ex-
amined perspective effects using identification of novel ob-
jects to control for frequency effects. For example, Edelman
and Bülthoff (1992) found canonical view effects in recogni-
tion time for novel bent paper-clip objects that were initially
presented to subjects in a sequence of static views that pro-
duced apparent rotation of the object in depth (Figure 7.19).
Because each single view was presented exactly once in this
motion sequence, familiarity effects should be eliminated.
Even so, recognition performance varied significantly over
viewpoints, consistent with the perspective effects reported
by Palmer et al. (1981).

Further studies have shown that familiarity does matter,

however. When only a small subset of views was displayed in
the initial training sequence, later recognition performance
was best for the views seen during the training sequence and
decreased with angular distance from these training views
(Bülthoff & Edelman, 1992; Edelman & Bülthoff, 1992).
These results suggest that subjects may be storing specific
two-dimensional views of the objects and matching novel
views to them via processes that deteriorate with increasing
disparity between the novel and stored views.

Further experiments demonstrated that when multiple
views of the same objects were used in the training session,
recognition performance improved, but the improvement de-
pended on the relation of the test views to the training views
(Bülthoff & Edelman, 1992). In particular, if the novel test
views were related to the training views by rotation about the
same axis through which the training views were related to
each other, recognition was significantly better than for novel
views that were rotations about an orthogonal axis. This sug-
gests that people may be interpolating between and extrapo-
lating beyond specific two-dimensional views in recognizing
three-dimensional objects. This possibility will be important
in this chapter’s section entitled “Theories of Object Identifi-
cation,” in which view-based theories of object categoriza-
tion are described (e.g., Poggio & Edelman, 1990; Ullman,
1996; Ullman & Basri, 1991).

A different method of study, known as the priming para-
digm, has produced interesting but contradictory results
about perspective views. The basic idea behind this experi-
mental design is that categorizing a particular picture of an
object will be faster and more accurate if the same picture is
presented a second time, because the processes that accom-

Figure 7.19 Stimuli used in an experiment on object recognition from dif-
ferent viewpoints. Source: From Bülthoff and Edelman, 1992.
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plish it initially are in a state of heightened readiness for the
second presentation (Bartram, 1974). The priming effect is
defined as the difference between the naming latencies in
the first block of trials and those in the second block of re-
peated pictures. What makes priming experiments informa-
tive about object categorization is that the repetitions in the
second block of trials can differ from the initial presentation
in different ways. For example, repetitions can be of the
same object, but with changes in its position within the vi-
sual field (e.g., left vs. right side), its retinal size (large vs.
small), its mirror-image reflection (as presented initially or
left-right reversed), or the perspective from which the ob-
ject is viewed.

The results of such studies show that the magnitude of the
object priming effect does not diminish when the second pre-
sentation shows the same object in a different position or
reflection (Biederman & Cooper, 1991) or even at a different
size (Biederman & Cooper, 1992). Showing the same object
from a different perspective, however, has been found to
reduce the amount of priming (Bartram, 1974). This perspec-
tive effect is thus consistent with the naming latency results
reported by Palmer et al. (1981) and the recognition results
by Edelman and Bülthoff (1992) and Bülthoff and Edelman
(1992). Later studies on priming with different perspective
views of the same object by Biederman and Gerhardstein
(1993), however, failed to show any significant decrease in
priming effects due to depth rotations.

To explain this apparent contradiction, Biederman and
Gerhardstein (1993) then went on to show that priming ef-
fects did not diminish when the same parts were visible in the
different perspective conditions. This same-part visibility
condition is not necessarily met by the views used in the
other studies, which often include examples in which dif-
ferent parts were visible from different perspectives (see
Figure 7.18). Visibility of the same versus different parts may
thus explain why perspective effects have been found in
some priming experiments but not in others. The results of
these experiments on perspective effects therefore suggest
care in distinguishing two different kinds of changes in per-
spective: those that do not change the set of visible parts, and
those that do.

Orientation Effects

Other effects due to differences in object orientation cannot
be explained in this way, however, because the same parts are
visible in all cases. Orientation effects refer to perceptual dif-
ferences caused by rotating an object about the observer’s
line of sight rather than rotating it in depth. Depth rotations of
the object often change the visibility of different parts of the

object, as just discussed, but orientation changes never do,
and Jolicoeur (1985) has shown that subjects are faster at cat-
egorizing pictures of objects in a normal, upright orientation
than when they are misoriented in the picture plane. Naming
latencies increase with angular deviation from their upright
orientation, as though subjects were mentally rotating the ob-
jects to upright before making their response.

Interestingly, orientation effects diminish considerably
with extended practice. Tarr and Pinker (1989) studied this
effect using novel objects so that the particular orientations at
which subjects saw the objects could be precisely controlled.
When subjects received extensive practice with the objects at
several orientations, rather than just one, naming latencies
were fast at all the learned orientations. Moreover, response
times at novel orientations increased with distance from the
nearest familiar orientation. Tarr and Pinker therefore sug-
gested that people may actually store multiple representa-
tions of the same object at different orientations rather than a
single representation that is orientation invariant. This possi-
bility becomes particularly important in the section entitiled
“Theories of Object Identification,” in which view-specific
theories of categorization are considered.

Part Structural Effects

The first half of this chapter developed the idea that per-
ceptual organization is centrally related to the idea that the
perceived world is structured into part-whole hierarchies.
Human bodies have heads, arms, legs, and a torso; tables
have a flat top surface, and legs; an airplane has a fuselage,
two main wings, and several smaller tail fins. The important
question is whether these parts play a significant mediating
role in object identification. The most revealing studies of
this question were performed by Biederman and Cooper
(1991) using a version of the priming paradigm discussed in
this chapter’s section entitled “Perspective Effects.” They
showed that identification of degraded line drawings in
the second (test) block of trials was facilitated when subjects
had seen the same parts of the same objects in the initial
(priming) block, but not when they had seen different parts
of the same object in the priming block. This result implies
that the process of identifying objects is mediated by perceiv-
ing their parts and spatial interrelations—because otherwise,
it is not clear why more priming occurs only when the same
parts were seen again.

The drawings Biederman and Cooper (1991) used were
degraded by deleting half of the contours in each stimulus. In
the first experiment, subjects were shown a priming series of
contour-deleted drawings and then a test series in which they
saw either the identical drawing (Figure 7.20; A), its line
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complement (Figure 7.20; B), or a different object from
the same category (Figure 7.20; C). The results showed that
the line-complement drawings produced just as much prim-
ing (170 ms) as the identical drawings (168 ms), and much
more than the same-name drawings (93 ms). Biederman and
Cooper (1991) argued that the stronger priming in the first
two conditions was due to the fact that the same parts were
perceived both in the identical and the line-complement
drawings.

To be sure that this pattern was not due merely to the fact
that the same object was depicted in the same pose in both of
these conditions, they performed a second experiment, in
which half of the parts were deleted in the initial priming
block (Figures 7.21; A–C). Then, in the test block, they found
that priming by the part-complement drawings was much
less (108 ms) than was priming by the identical drawings
(190 ms). In fact, part-complement priming was no different
from that in the same-name control condition (110 ms). Thus,
the important feature for obtaining significantly more prim-
ing than for mere response repetition is that the same parts
must be visible in the priming and test blocks. This result
supports the inference that object identification is mediated
by part perception.

Contextual Effects

All of the phenomena of object identification considered thus
far concern the nature of the target object itself: how typical
it is of its category, the perspective from which it is viewed,

and its size, position, orientation, and visible parts. But identi-
fication can also be influenced by contextual factors: the spa-
tial array of objects that surround the target object. One well-
known contextual effect can be demonstrated by the phrase

, which everyone initially perceives as THE CAT.
This seems entirely unproblematic—until one realizes that
the central letters of both words are actually identical and am-
biguous, midway between an H and an A. It is therefore pos-
sible that the letter strings could be perceived as TAE CHT,
TAE CAT, or THE CHT, but this almost never happens.

There have been several well-controlled experiments doc-
umenting that appropriate context facilitates identification,
whereas inappropriate context hinders it. In one such study,
Palmer (1975a) presented subjects with line drawings of
common objects to be identified following brief presentations
of contextual scenes (Figure 7.22). The relation between the
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Figure 7.20 A line-complement priming experiment (see text). Source:
From Palmer, 1999.
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Figure 7.21 A part-complement priming experiment (see text). Source:
From Palmer, 1999.

Figure 7.22 Stimuli from an experiment on contextual effects on object
identification (see text). Source: From Palmer, 1975a.
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contextual scene and the target object was studied. In the case
of the kitchen counter scene, for example, the subsequently
presented object could be either appropriate to the scene
(a loaf of bread), inappropriate (a bass drum), or misleading
in the sense that the target object was visually similar to the
appropriate object (a mailbox). For the no-context control
condition, the objects were presented following a blank field
instead of a contextual scene. By presenting the objects and
scenes in different combinations, all objects were equally
represented in all four contextual conditions.

The results of this experiment showed that appropriate
contexts facilitated correct categorization relative to the no-
context control condition and that inappropriate contexts
inhibited it. Performance was worst of all in the misleading
context condition, in which participants were likely to
name the visually similar object appropriate to the scene.
These differences demonstrate that recognition accuracy can
be substantially affected by the nature of the surrounding
objects in a simple identification task.

Biederman (1972; Biederman, Glass, & Stacy, 1973) used
a different method to study context effects. He had partici-
pants search for the presence of a given target object in a
scene and measured their visual search times. In the first
study, he manipulated context by presenting either a normal
photograph or a randomly rearranged version. Participants
took substantially longer to find the target object in the re-
arranged pictures than in the normal ones.

These contextual effects indicate that relations among
objects in a scene are complex and important factors for nor-
mal visual identification. Obviously, people can identify ob-
jects correctly even in bizarre contexts. A fire hydrant on top
of a mailbox may take longer to identify—and cause a major
double-take after it is identified—but people manage to rec-
ognize it even so. Rather, context appears to change the effi-
ciency of identification. In each case, the target object in a
normal context is processed quickly and with few errors,
whereas one in an abnormal context takes longer to process
and is more likely to produce errors. Because normal situa-
tions are, by definition, encountered more frequently than are
abnormal ones, such contextual effects are generally benefi-
cial to the organism in its usual environment.

Visual Agnosia

A very different—and fascinating phenomenon of object
identification is visual agnosia, a perceptual deficit due to
brain damage, usually in the temporal lobe of cortex, in
which patients are unable to correctly categorize common
objects with which they were previously familiar. (Agnosia

is a term derived from Greek that means not knowing.) There
are many different forms of visual agnosia, and the rela-
tions among them are not well understood. Some appear to
be primarily due to damage to the later stages of sensory
processing (termed apperceptive agnosia by Lissauer,
1890/1988). Such patients appear unable to recognize objects
because they do not see them normally. Other patients have
fully intact perceptual abilities, yet still cannot identify
the objects they see, a condition Lissauer called associative
agnosia. Teuber (1968) described their condition as involv-
ing “a normal percept stripped of its meaning” due to an in-
ability to categorize it correctly.

The case of a patient, known as “GL,” is a good example of
associative agnosia (Ellis & Young, 1988). This patient suf-
fered a blow to his head when he was 80 years old, after which
he complained that he could not see as well as before the acci-
dent. The problem was not that he was blind or even impaired
in basic visual function, for he could see the physical proper-
ties of objects quite well; indeed, he could even copy pictures
of objects that he could not identify. He mistook pictures for
boxes, his jacket for a pair of trousers, and generally could not
categorize even the simplest everyday objects correctly.

Patients with visual agnosia suffer from a variety of dif-
ferent symptoms. Some have deficits specific to particular
classes of objects or properties. One classic example is
prosopagnosia: the inability to recognize faces. Prosopag-
nosic patients can describe in detail the facial features of
someone at whom they are looking, yet be completely unable
to recognize the person, even if it is their spouse, their child,
or their own face in a mirror. Such patients will typically react
to a relative as a complete stranger—until the person speaks,
at which time the patient can recognize his or her voice.

Other agnosic patients have been studied who have prob-
lems with object categories such as living things. Patient
JBR, for example, was able to identify 90% of the pictures
depicting inanimate objects, but only 6% of those depicting
plants and animals (Warrington & Shallice, 1984). Even
more selective deficits have been reported, including those
confined to body parts, objects found indoors, and fruits and
vegetables, although some of these deficits may be linguistic
in nature rather than perceptual (Farah, 1990).

One problem for many visual agnosic persons that has
been studied experimentally is their particular inability to
categorize objects presented in atypical or unusual perspec-
tive views. Warrington and Taylor (1973, 1978) found that
many agnosic persons who are able to categorize pictures of
common objects taken from a usual perspective are unable
to do so for unusual views. This phenomenon in agnosic
patients bears a striking resemblance to perspective effects
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found in normally functioning individuals (Palmer et al.,
1981), except that instead of simply taking longer to arrive at
the correct answer, these patients are unable to perform the
task at all, even in unrestricted viewing conditions.

There are many other visual disorders due to brain damage
that are related to visual agnosia. They exhibit a wide variety
of complex symptoms, are caused by a broad range of under-
lying brain pathologies, and are generally not well under-
stood. Still, the case histories of such patients and their
phenomenological descriptions of their symptoms make for
fascinating reading, such as the patient whose agnosia led
neurologist Oliver Sacks (1985) to entitle one of his books,
The Man Who Mistook His Wife for a Hat. The interested
reader is referred to Farah (1990, 2000) for discussions of
these and related disorders.

THEORIES OF OBJECT IDENTIFICATION

Given that people obviously manage to identify visually
perceived objects as members of known, functional classes,
how might this result be achieved? There are many possibil-
ities, but within a modern, computational framework, all of
them require four basic components: (a) The relevant char-
acteristics of the to-be-categorized object must be perceived
and represented within the visual system in an object repre-
sentation; (b) Each of the set of possible categories must
be represented in memory in a category representation that
is accessible to the visual system; (c) There must be com-
parison processes through which the object representation is
matched against possible category representations; (d) There
must be a decision process that uses the results of the com-
parison process to determine the category to which a given
object belongs. This section considers each of these compo-
nents and then describes two contrasting types of theories
that attempt to explain how object identification might be
performed.

Representing Objects and Categories

The problem of how to represent objects and categories is a
difficult one (cf. Palmer, 1978) that lies at the heart of most
theories of object identification. Especially thorny are the
representational issues pertaining to shape, which tends to
be the single most important feature for object identification.
Most proposals about shape representation cluster into three
general classes: templates, feature lists, and structural de-
scriptions, although various hybrids are also possible. Space
limitations prohibit a detailed discussion of these issues, but
the interested reader can consult the more extensive treat-
ment by Palmer (1999, chapter 8).

Templates

The idea behind templates is to represent shape as shape. In
standard presentations of this kind of theory, templates are
specified by the conjunction of the set of receptors on which the
image of the target shape would fall. A template for a square,
for example, can be formed by constructing what is called a
square-detector cell whose receptive field structure consists of
excitation by all receptors that the square would stimulate, plus
inhibition by all nearby receptors around it that it would not
stimulate (Figure 7.23). A white square on a black ground
would maximally excite this square detector because its spatial
structure corresponds optimally to that of its receptive field.

Templates are often ridiculed as grossly inadequate for
representing shape. In fact, however, they are the most obvi-
ous way to convert spatially structured images into symbolic
descriptions. Line- and edge-detector theories of simple cells
in cortical area V1 can be viewed as template representations
for lines and edges. Each line detector cell responds maxi-
mally to a line at a specific position, orientation, and contrast
(light on dark versus dark on light). Whether such a scheme
can be extended to more complex shape representations is
questionable (see following discussion), but recent theories
of object identification have concentrated on view-specific
representations that are template-like in many respects (see
this chapter’s section entitled “View-Specific Theories”).

Some of the most difficult problems associated with tem-
plates as a general scheme for representing shapes of objects
and categories are outlined in the following list:

1. Concreteness: There are many visual factors that have
essentially no impact on perceived shape, yet strongly in-
fluence the matching of template representations, including

Figure 7.23 A template representation of a square. Source: From Palmer,
1999.
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factors such as differences in lightness, color, texture,
binocular disparity, and other low-level sensory features.
A green square on a yellow ground is seen as having the
same shape as a blue square on a red ground, for example,
even though they will require separate templates. A gen-
eral square template would thus have to be the disjunction
of a huge number of very specific square templates.

2. Spatial transformations: Shape is largely invariant over the
similarity transformations—translations, rotations, dila-
tions, reflections, and their various combinations (Palmer,
1989)—yet comparing template representations that differ
by such transformations will not generally produce good
matches. Three ways to solve this problem for template
representations are replication, interpolation, and normal-
ization. Replication refers to the strategy of constructing a
different template for each distinct shape in each position,
orientation, size, and sense (reflection), as the visual sys-
tem does for receptive field structures in area V1. This is
feasible only if the set of template shapes is very small,
however. Interpolation is a way of reducing the number of
templates by including processes that can construct inter-
mediate representations between a pair of stored templates,
thus reducing the number of templates, but at the expense
of increasing the complexity of the matching process.
Normalization postulates processes that transform (or
normalize) the input image into a canonical position, orien-
tation, size, and sense prior to being matched against the
templates so that these factors do not matter. How to nor-
malize effectively then becomes a further problem.

3. Part structure: People perceive most objects as having a
complex hierarchical structure of parts (see this chapter’s
section entitled “Perceptual Organization”), but templates
have just two levels: the whole template and the atomic
elements (receptors) that are associated within the tem-
plate. This means that standard templates cannot be
matched on a partwise basis, as appears to be required
when an object is partly occluded. 

4. Three dimensionality: Templates are intrinsically two-
dimensional, whereas most objects are three-dimensional.
There are just two solutions to this problem. One is to
make the internal templates three-dimensional, like the
objects themselves, but that means that three-dimensional
templates would have to be constructed by some complex
process that integrates many different two-dimensional
views into a single three-dimensional representation
(e.g., Lowe, 1985). The other solution is to make the in-
ternal representations of three-dimensional objects two-
dimensional by representing two-dimensional projections
of their shapes. This approach has the further problem that

different views of the same object would then fail to match
any single template. Solving this problem by replication
requires different templates for each distinct perspective
view, necessitating hundreds or thousands of templates for
complex three-dimensional objects. Solving it by inter-
polation requires additional processes that generate inter-
mediate views from two stored views (e.g., Poggio &
Edelman, 1990; Ullman & Basri, 1991). Normalization is
not feasible because a single two-dimensional view sim-
ply does not contain enough information to specify most
objects from some other viewpoint.

Feature Lists

A more intuitively appealing class of shape representation is
feature lists: symbolic descriptions consisting of a simple set
of attributes. A square, for example, might be represented by
the following set of discrete features: is-closed, has-four-
sides, has-four-right-angles, is-vertically-symmetrical, is-
horizontally-symmetrical, etc. The degree of similarity
between an object shape and that of a stored category can then
be measured by the degree of correspondence between the
two feature sets.

In general, two types of features have been used for repre-
senting shape: global properties, such as symmetry, closure,
and connectedness, and local parts, such as containing a
straight line, a curved line, or an acute angle. Both types of
properties can be represented either as binary features (e.g., a
given symmetry being either present or absent) or as contin-
uous dimensions (e.g., the degree to which a given symmetry
is present). Most classical feature representations are of the
discrete, binary sort (e.g., Gibson, 1969), but ones based on
continuous, multidimensional features have also been pro-
posed (e.g., Massaro & Hary, 1986).

One reason for the popularity of feature representations is
that they do not fall prey to many of the objections that so crip-
ple template theories. Feature representations can solve the
problem of concreteness simply by postulating features that
are already abstract and symbolic. The feature list suggested
for a square at the beginning of this section, for example,
made no reference to its color, texture, position, or size. It is an
abstract, symbolic description of all kinds of squares. Features
also seem able to solve the problem of part structure simply by
including the different parts of an object in the feature list, as
in the previously mentioned feature list for squares. Similarly,
a feature representation of a human body might include
the following part-based features: having-a-head, having-a-
torso, having-two-legs, and so forth. The features of a head
would likewise include having two-eyes, having-a-nose,
having-a-mouth, etc. Features also seem capable of solving
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the problems resulting from three-dimensionality, at least in
principle. The kinds of features that are included in a shape
representation can refer to intrinsically three-dimensional
qualities and parts as well as two-dimensional ones, and so
can be used to capture the shape of three-dimensional as well
as two-dimensional objects. For instance, the shape of an ob-
ject can be described as having the feature spherical rather
than circular and as contains-a-pyramid rather than contains-
a-triangle. Thus, there is nothing intrinsic to the feature-list
approach that limits it to two-dimensional features.

Feature theories have several important weaknesses, how-
ever. One is that it is often unclear how to determine compu-
tationally whether a given object actually has the features
that are proposed to comprise its shape representation. Sim-
ple part-features of two-dimensional images, such as lines,
edges, and blobs, can be computed from an underlying
template system as discussed above, but even these must be
abstracted from the color-, size-, and orientation-specific
peripheral channels that detect lines, edges, and blobs. Un-
fortunately, these simple image-based features are just the tip
of a very large iceberg. They do not cover the plethora of dif-
ferent attributes that feature theorists might (and do) propose
in their representations of shape. Features like contains-a-
cylinder or has-a-nose, for instance, are not easy to compute
from gray-scale images. Until such feature-extraction rou-
tines are available to back up the features proposed for the
representations, feature-based theories are incomplete in a
very important sense.

Another difficult problem is specifying what the proper
features might be for a shape representation system. It is one
thing to propose that some appropriate set of shape features
can, in principle, account for shape perception, but quite an-
other to say exactly what those features are. Computer-based
methods such as multidimensional scaling (Shepard, 1962a,
1962b) and hierarchical clustering can help in limited do-
mains, but they have not yet succeeded in suggesting viable
schemes for the general problem of representing shape in
terms of lists of properties.

Structural Descriptions

Structural descriptions are graph-theoretical representations
that can be considered an elaboration or extension of feature
theories. They generally contain three distinct types of infor-
mation: properties, parts, and relations between parts. They
are usually depicted as hierarchical networks in which nodes
represent the whole object and its various parts and subparts
with labeled links (or arcs) between nodes that represent
structural relations between objects and parts. Because of
this hierarchical network format, structural descriptions are

surely the representational approach that is closest to the
view of perceptual organization that was presented in the first
half of this chapter.

Another important aspect of perceptual organization that
can be encoded in structural descriptions is information about
the intrinsic reference frame for the object as a whole and for
each of its parts. Each reference frame can be represented
as global features attached to the node corresponding to the
object or part, one each for its position, orientation, size, and
reflection (e.g., Marr, 1982; Palmer, 1975b). The reference
frame for a part can then be represented relative to that of
its superordinate, as evidence from organizational phenom-
ena suggests (see this chapter’s section entitled “Frames of
Reference”).

One serious problem with structural descriptions is how
to represent the global shapes of the components. An attrac-
tive solution is to postulate shape primitives: a set of indi-
visible perceptual units into which all other shapes can be
decomposed. For three-dimensional objects, such as people,
houses, trees, and cars, the shape primitives presumably
must be three-dimensional volumes. The best known pro-
posal of this type is Binford’s (1971) suggestion, later popu-
larized by Marr (1982), that complex shapes can be analyzed
into combinations of generalized cylinders. As the name im-
plies, generalized cylinders are a generalization of standard
geometric cylinders in which several further parameters are
introduced to encompass a larger set of shapes. Variables are
added to allow, for example, a variable base shape (e.g.,
square or trapezoidal in addition to circular), a variable axis
(e.g., curved in addition to straight), a variable sweeping
rule (e.g., the cross-sectional size getting small toward one
end in addition to staying a constant size), and so forth.
Some of the other proposals about shape primitives are very
closely related to generalized cylinders, such as geons (Bie-
derman, 1987) and some are rather different, such as su-
perquadrics (Pentland, 1986).

Structural descriptions with volumetric shape primitives
can overcome many of the difficulties with template and fea-
ture approaches. Like features, they can represent abstract
visual information, such as edges defined by luminance, tex-
ture, and motion. They can account for the effects of spatial
transformations on shape perception by absorbing them
within object-centered reference frames. They deal explicitly
with the problem of part structure by having distinct repre-
sentations of parts and the spatial relations among those
parts. And they are able to represent three-dimensional shape
by using volumetric primitives and three-dimensional spatial
relations in representing three-dimensional objects.

One difficulty with structural descriptions is that the repre-
sentations become quite complex, so that matching two such
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descriptions constitutes a difficult problem by itself. Another
is that a sufficiently powerful set of primitives and rela-
tions must be identified. Given the subtlety of many shape-
dependent perceptions, such as recognizing known faces, this
is not an easy task. Further, computational routines must be
devised to identify the volumetric primitives and relations
from which the structural descriptions are constructed, what-
ever those might be. Despite these problems, structural de-
scriptions seem to be in the right ballpark, and their general
form corresponds nicely with the result of organizational
processes discussed in the first section of this chapter.

Comparison and Decision Processes

After a representation has been specified for the to-be-
identified objects and the set of known categories, a process
has to be devised for comparing the object representation with
each category representation. This could be done serially
across categories, but it makes much more sense for it to be per-
formed in parallel. Parallel matching could be implemented,
for example, in a neural network that works by spreading acti-
vation, where the input automatically activates all possible
categorical representations to different degrees, depending on
the strength of the match (e.g., Hummel & Biederman, 1992).

Because the schemes for comparing representations are
rather specific to the type of representation, in the following
discussion I will simply assume that a parallel comparison
process can be defined that has an output for each category
that is effectively a bounded, continuous variable represent-
ing how well the target object’s representation matches the
category representation. The final process is then to make
a decision about the category to which the target object
belongs. Several different rules have been devised to perform
this decision, including the threshold, best-fit, and best-
fit-over-threshold rules.

The threshold approach is to set a criterial value for each
category that determines whether a target object counts as
one of its members. The currently processed object is then
assigned to whatever category, if any, exceeds its threshold
matching value. This scheme can be implemented in a neural
network in which each neural unit that represents a category
has its own internal threshold, such that it begins to fire only
after that threshold is exceeded. The major drawback of a
simple threshold approach is that it may allow the same
object to be categorized in many different ways (e.g., as a
fox, a dog, and a wolf), because more than one category may
exceed its threshold at the same time.

The best-fit approach is to identify the target object as a
member of whatever category has the highest match among a
set of mutually exclusive categories. This can be implemented

in a “winner-take-all” neural network in which each category
unit inhibits every other category unit among some mutually
exclusive set. Its main problem lies in the impossibility of
deciding that a novel target object is not a member of any
known category. This is an issue because there is, by defini-
tion, always some category that has the highest similarity to
the target object.

The virtues of both decision rules can be combined—
with the drawbacks of neither—using a hybrid decision
strategy: the best-fit-over-threshold rule. This approach is to
set a threshold below which objects will be perceived as novel,
but above which the category with the highest matching value
is chosen. Such a decision rule can be implemented in a neural
network by having internal thresholds for each category unit
as well as a winner-take-all network of mutual inhibition
among all category units. This combination allows for the pos-
sibility of identifying objects as novel without resulting in am-
biguity when more than one category exceeds the threshold.
It would not be appropriate for deciding among differ-
ent hierarchically related categories (e.g., collie, dog, and
animal), however, because they are not mutually exclusive.

Part-Based Theories

Structural description theories were the most influential ap-
proaches to object identification in the late 1970s and 1980s.
Various versions were developed by computer scientists and
computationally oriented psychologists, including Binford
(1971), Biederman (1987), Marr (1982), Marr & Nishihara
(1978), and Palmer (1975b). Of the specific theories that have
been advanced within this general framework, this chapter
describes only one in detail: Biederman’s (1987) recognition
by components theory, sometimes called geon theory. It is not
radically different from several others, but it is easier to de-
scribe and has been developed with more attention to the
results of experimental evidence. I therefore present it as rep-
resentative of this class of models rather than as the correct or
even the best one.

Recognition by components (RBC) theory is Biederman’s
(1987) attempt to formulate a single, psychologically moti-
vated theory of how people classify objects as members of
entry-level categories. It is based on the idea that objects can
be specified as spatial arrangements of a small set of volu-
metric primitives, which Biederman called geons. Object cat-
egorization then occurs by matching a geon-based structural
description of the target object with corresponding geon-
based structural descriptions of object categories. It was later
implemented as a neural network (Hummel & Biederman,
1992), but this chapter considers it at the more abstract algo-
rithmic level of Biederman’s (1987) original formulation.
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Figure 7.24 Examples of geons and their presence in objects (see text).
Source: From Biederman, 1995.

Geons

The first important assumption of RBC theory is that both
the stored representations of categories and the representation
of a currently attended object are volumetric structural
descriptions. Recognition-by-components representations are
functional hierarchies whose nodes correspond to a discrete
set of three-dimensional volumes (geons) and whose links to
other nodes correspond to relations among these geons.
Geons are generalized cylinders that have been partitioned
into discrete classes by dividing their inherently continuous
parameters (see below) into a few discrete ranges that are
easy to distinguish from most vantage points. From the rela-
tively small set of 108 distinct geons, a huge number of object
representations can be constructed by putting together two or
more geons much as an enormous number of words can be
constructed by putting together a relatively small number of
letters. A few representative geons are illustrated in Fig-
ure 7.24 along with some common objects constructed by
putting several geons together to form recognizable objects.

Biederman defined the set of 108 geons by making discrete
distinctions in the following variable dimensions of general-
ized cylinders: cross-sectional curvature (straight vs. curved),
symmetry (asymmetrical vs. reflectional symmetry alone vs.
both reflectional and rotational symmetry), axis curvature
(straight vs. curved), cross-sectional size variation (constant
vs. expanding and contracting vs. expanding only), and aspect
ratio of the sweeping axis relative to the largest dimension of
the cross-sectional area (approximately equal vs. axis greater
vs. cross-section greater). The rationale for these particular
distinctions is that, except for aspect ratio, they are qualitative

rather than merely quantitative differences that result in qual-
itatively different retinal projections. The image features that
characterize different geons are therefore relatively (but not
completely) insensitive to changes in viewpoint.

Because complex objects are conceived in RBC theory as
configurations of two or more geons in particular spatial
arrangements, they are encoded as structural descriptions that
specify both geons and their spatial relations. It is therefore
possible to construct different object types by arranging the
same geons in different spatial relations, such as the cup and
pail in Figure 7.24. RBC theory uses 108 qualitatively differ-
ent geon relations. Some of them concern how geons are at-
tached (e.g., side-connected and top-connected), whereas
others concern their relational properties, such as relative size
(e.g., larger than and smaller than). With 108 geon relations
and 108 geons, it is logically possible to construct more than
a million different two-geon objects. Adding a third geon
pushes the number of combinations into the billions. Clearly,
geons are capable of generating a rich vocabulary of different
complex shapes. Whether it is sufficient to capture the power
and versatility of visual categorization is a question to which
this discussion returns later.

After the shape of an object has been represented via its
component geons and their spatial relations, the problem of
object categorization within RBC theory reduces to the
process of matching the structural description of an incoming
object with the set of structural descriptions for known entry-
level categories. The theory proposes that this process takes
place in several stages. In the original formulation, the overall
flow of information was depicted in the flowchart of Fig-
ure 7.25—(a) An edge extraction process initially produces a
line drawing of the edges present in the visual scene; (b) The
image-based properties needed to identify geons are extracted
from the edge information by detection of nonaccidental
properties. The crucial features are the nature of the edges
(e.g., curved versus straight), the nature of the vertices (e.g.,
Y-vertices, K-vertices, L-vertices, etc.), parallelism (parallel
vs. nonparallel), and symmetry (symmetric vs. asymmetric).
The goal of this process is to provide the feature-based infor-
mation required to identify the different kinds of geons (see
Stage d); (c) At the same time as these features are being
extracted, the system attempts to parse objects at regions of
deep concavity, as suggested by Hoffman and Richards
(1984) and discussed in the section of this chapter entitled
“Parsing.” The goal of this parsing process is to divide the
object into component geons without having to match them
explicitly on the basis of edge and vertex features; (d) The
combined results of feature detection (b) and object parsing
(c) are used to activate the appropriate geons and spatial re-
lations among them; (e) After the geon description of the
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input object is constructed, it automatically causes the activa-
tion of similar geon descriptions stored in memory. This
matching process is accomplished by activation spreading
through a network from geon nodes and relation nodes
present in the representation of the target object to similar
geon nodes and relation nodes in the category representa-
tions. This comparison is a fully parallel process, matching
the geon description of the input object against all category
representations at once and using all geons and relations at
once; (f) Finally, object identification occurs when the target
object is classified as an instance of the entry-level category
that is most strongly activated by the comparison process,
provided it exceeds some threshold value.

Although the general flow of information within RBC
theory is generally bottom-up, it also allows for top-down
processing. If sensory information is weak (e.g., noisy, brief,
or otherwise degraded images) top-down effects are likely to
occur. There are two points in RBC at which they are most
likely to happen: feedback from geons to geon features and
feedback from category representations to geons. Contextual
effects could also occur through feedback from prior or con-
current object identification to the nodes of related sets of
objects, although this level of processing was not actually
represented in Biederman’s (1987) model.

View-Specific Theories

In many ways, the starting point for view-specific theories of
object identification is the existence of the perspective effects
described in the section of this chapter entitled “Perspec-
tive Effects.” The fact that recognition and categorization
performance is not invariant over different views (e.g.,
Palmer et al., 1981) raises the possibility that objects might
be identified by matching two-dimensional input images di-
rectly to some kind of view-specific category representation.
It cannot be done with a single, specific view (such as one
canonical perspective) because there is simply not enough in-
formation in any single view to identify other views. A more
realistic possibility is that there might be multiple two-
dimensional representations from several different view-
points that can be employed in recognizing objects. These
multiple views are likely to be those perspectives from which
the object has been seen most often in past experience. As
mentioned in this chapter’s section entitled “Orientation Ef-
fects,” evidence supporting this possibility has come from a
series of experiments that studied the identification of two-
dimensional figures at different orientations in the frontal
plane (Tarr & Pinker, 1989) and of three-dimensional figures
at different perspectives (Bülthoff & Edelman, 1992;
Edelman & Bülthoff, 1992). 

Several theories of object identification encorporate some
degree of view specificity. One is Koenderink and Van
Doorn’s (1979) aspect graph theory, which is a well-defined
elaboration of Minsky’s (1975) frame theory of object per-
ception. An aspect graph is a network of representations
containing all topologically distinct two-dimensional views
(or aspects) of the same object. Its major problem is that it
cannot distinguish among different objects that have the same
edge topology. All tetrahedrons are equivalent within aspect
graph theory—for example, despite large metric differences
that are easily distinguished perceptually. This means that
there is more information available to the visual system than
is captured by edge topology, a conclusion that led to later
theories in which projective geometry plays an important role
in matching input views to object representations.

One approach was to match incoming two-dimensional
images to internal three-dimensional models by an align-
ment process (e.g., Huttenlocher & Ullman, 1987; Lowe,
1985; Ullman, 1989). Another was to match incoming two-
dimensional images directly against stored two-dimensional
views, much as template theories advocate (e.g., Poggio &
Edelman, 1990; Ullman, 1996; Ullman & Basri, 1991). The
latter, exclusively two-dimensional approach has the same
problem that plagues template theories of recognition: An
indefinitely large number of views would have to be stored.

Detection of
Nonaccidental

Properties

Figure 7.25 Processing stages in RBC theory (see text). Source: From
Biederman, 1987.
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However, modern theorists have discovered computational
methods for deriving many two-dimensional views from just
a few stored ones, thus suggesting that template-like theories
may be more tenable than had originally been supposed.

Ullman and Basri (1991) demonstrated the viability of
deriving novel two-dimensional views from a small set of
other two-dimensional views, at least under certain restricted
conditions, by proving that all possible views of an object can
be reconstructed as a linear combination from just three suit-
ably chosen orthographic projections of the same three-
dimensional object. Figure 7.26 shows some rather striking
examples based on this method. Two actual two-dimensional
views of a human face (models M1 and M2) have been com-
bined to produce other two-dimensional views of the same
face. One is an intermediate view that has been interpolated
between the two models (linear combination LC2), and the
other two views have been extrapolated beyond them (linear
combinations LC1 and LC3). Notice the close resemblance
between the interpolated view (LC2) and the actual view
from the corresponding viewpoint (novel view N).

This surprising result only holds under very restricted
conditions, however, some of which are ecologically unreal-
istic. Three key assumptions of Ullman and Basri’s (1991)
analysis are that (a) all points belonging to the object must be
visible in each view, (b) the correct correspondence of all
points between each pair of views must be known, and (c) the
views must differ only by rigid transformations and by uni-
form size scaling (dilations). The first assumption requires
that none of the points on the object be occluded in any of the
three views. This condition holds approximately for wire ob-
jects, which are almost fully visible from any viewpoint, but
it is violated by almost all other three-dimensional objects

due to occlusion. The linear combinations of the faces in Fig-
ure 7.26, for example, actually generate the image of a mask
of the facial surface itself rather than of the whole head. The
difference can be seen by looking carefully at the edges of the
face, where the head ends rather abruptly and unnaturally.
The linear combination method would not be able to derive a
profile view of the same head, because the back of the head is
not present in either of the model views (M1 and M2) used to
extrapolate other views.

The second assumption requires that the correspondence
between points in stored two-dimensional views be known
before the views can be combined. Although solving the
correspondence problems is a nontrivial computation for
complex objects, it can be derived off-line rather than during
the process of recognizing an object. The third assumption
means that the view combination process will fail to produce
an accurate combination if the different two-dimensional
views include plastic deformations of the object. If one view
is of a person standing and the other of the same person sit-
ting, for instance, their linear combination will not necessar-
ily correspond to any possible view of the person. This
restriction thus can cause problems for bodies and faces of
animate creatures as well as inanimate objects made of pliant
materials (e.g., clothing) or having a jointed structure (e.g.,
scissors). Computational theorists are currently exploring
ways of solving these problems (see Ullman, 1996, for a
wide-ranging discussion of such issues), but they are impor-
tant limitations of the linear combinations approach.

The results obtained by Ullman and Basri (1991) prove
that two-dimensional views can be combined to produce new
views under the stated conditions, but it does not specify how
these views can be used to recognize the object from an input
image. Further techniques are required to find a best-fitting
match between the input view and the linear combinations of
the model views as part of the object recognition process.
One approach is to use a small number of features to find the
best combination of the model views. Other methods are also
possible, but are too technical to be described here. (The
interested reader can consult Ullman, 1996, for details.)

Despite the elegance of some of the results that have been
obtained by theorists working within the view-specific
framework, such theories face serious problems as a general
explanation of visual object identification.

1. They do not account well for people’s perceptions of
three-dimensional structure in objects. Just from looking
at an object, even from a single perspective, people gener-
ally know a good deal about its three-dimensional struc-
ture, including how to shape their hands to grasp it and
what it would feel like if they were to explore it manually.

M1 M2

N

LC1 LC2 LC3

Figure 7.26 Novel views obtained by combination of gray-scale images
(see text). Source: From Ullman, 1996.
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It is not clear how this can occur if their only resource is a
structured set of two-dimensional views.

2. Most complex objects have a fairly clear perceived hier-
archical structure in terms of parts and subparts. The view-
specific representations previously considered do not
contain any explicit representation of such hierarchical
structure because they consist of sets of unarticulated
points or low-level features, such as edges and vertices.
It is not clear, then, how such theories could explain
Biederman and Cooper’s (1991) priming experiments on
the difference between line and part deletion conditions
(see section entitiled “Part Structural Effects”). Ullman
(1996) has suggested that parts as well as whole objects
may be represented separately in memory. This proposal
serves as a reminder that part-based recognition schemes
like RBC and view-based schemes are not mutually ex-
clusive, but rather can be combined into various hybrid
approaches (e.g., Hummel & Stankiewicz, 1996).

3. Finally, it is not clear how the theory could be extended to
handle object identification for entry-level categories. The
situations to which view-specific theories have been suc-
cessfully applied thus far are limited to identical objects
that vary only in viewpoint, such as recognizing different
views of the same face. The huge variation among differ-
ent exemplars of chairs, dogs, and houses poses serious
problems for view specific theories.

One possible resolution would be that both part-based and
view-based processes may be used, but for different kinds of
tasks (e.g., Farah, 1992; Tarr & Bülthoff, 1995). View-
specific representations seem well suited to recognizing the
very same object from different perspective views because
in that situation, there is no variation in the structure of
the object; all the differences between images can be ex-
plained by the variation in viewpoint. Recognizing specific
objects is difficult for structural description theories, because
their representations are seldom specific enough to discrimi-
nate between different exemplars. In contrast, structural de-
scription theories such as RBC seem well suited to entry level
categorization because they have more abstract representa-
tions that are better able to encompass shape variations
among different exemplars of the same category. This is ex-
actly where view-specific theories have difficulty.

Another possibility is that both view-based and part-based
schemes can be combined to achieve the best of both worlds.
They are not mutually exclusive, and could even be imple-
mented in parallel (e.g., Hummel & Stankiewicz, 1996). This
approach suggests that when the current view matches one
stored in view-based form in memory, recognition will be
fast and accurate; when it does not, categorization must rely

on the slower, more complex process of matching against
structural descriptions. Which, if any, of these possible reso-
lutions of the current conflict will turn out to be most produc-
tive is not yet clear. The hope is that the controversy will
generate interesting predictions that can be tested experimen-
tally, for that is how science progresses.

The foregoing discussion of what is known about percep-
tual organization and object identification barely scratches
the surface of what needs to be known to understand the
central mystery of vision: how the responses of millions of
independent retinal receptors manage to provide an organ-
ism with knowledge of the identities and spatial relations
among meaningful objects in its environment. It is indis-
putable that people achieve such knowledge, that it is evolu-
tionarily important for our survival as individuals and as a
species, and that scientists do not yet know how it arises.
Despite the enormous amount that has been learned about
low-level processing of visual information, the higher-level
problems of organization and identification remain largely
unsolved. It will take a concerted effort on the part of the en-
tire vision science community—including psychophysicists,
cognitive psychologists, physiologists, neuropsychologists,
and computer scientists—to reach explanatory solutions.
Only then will we begin to understand how the extraordi-
nary feat of perception is accomplished by the visual ner-
vous system.
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Our understanding of the perception of depth and events en-
tails a paradox. On the one hand, it seems that there is simply
not enough information to make the achievement possible,
yet on the other hand the amount of information seems to be
overly abundant. This paradox is a consequence of evaluating
information in isolation versus evaluating it in context.
Berkeley (1709) noted that a point in the environment pro-
jects as a point on the retina in a manner that does not vary in
any way with distance. For a point viewed in isolation, this is
true. From this fact, Berkeley concluded that the visual per-
ception of distance, from sight alone, was impossible. Visual
information, he concluded, must be augmented by nonvisual
information. For example, fixating a point with two eyes re-
quires that the eyes converge in a manner that does vary with
distance; thus, proprioceptive information about eye posi-
tions could augment vision to yield an awareness of depth. If
our visual world consisted of a single point viewed in a void,
then depth perception from vision alone would, indeed, be
tough. Fortunately, this is not the natural condition for visual
experience.

As the visual environment increases in complexity, the
amount of information specifying its layout increases. By
adding a second point to the visual scene, additional informa-
tion is created. If the two points are at different depths, then
they will project to different relative locations in the two
eyes, thereby providing information about their relative dis-
tances to each other. If the observer fixates on one point and

moves his or her head sideways, then motion parallax will be
created that gives information about relative depth. Expand-
ing the points into extended forms, placing these forms on
a ground plane, having the forms move, or allowing the ob-
server to move are some of the possible complications that
create information about the depth relationships in the scene.

Complex natural environments provide lots of different
kinds of information, and the perceptual system must com-
bine all of it into the singular set of relationships that is our
experience of the visual world. It is not enough to register
the available information; the information must also be
combined.

From this brief introduction, two fundamental questions
emerge: What is the information provided for perceiving
spatial relationships and how is this information combined
by the perceptual system? We begin our chapter by review-
ing the literature that addresses these questions. (Additional
topics in visual perception are discussed in the chapter by
Kubovy, Gepshtein, and Epstein in this volume.)

There is a third question that we also address: Do peo-
ple perceive spatial layout accurately? The answer to
this question depends upon the criteria used to define accu-
racy. Certainly, people act in the environment as if they rep-
resent its spatial relationships accurately; however, effective
action can often be achieved without this accurate represen-
tation. This issue is developed and discussed throughout
the chapter.
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DEPTH PERCEPTION

Depth Cues: What Is the Information? What
Information Is Actually Used?

The rules for projecting a three-dimensional object or three-
dimensional layout onto a surface (for example, the retina)
are unambiguously defined, whereas the inverse operation
(from the image to the three-dimensional projected object
or scene) is not. This is the so-called inverse-projection
problem. Any two-dimensional projection is inherently
ambiguous, and a central problem of visual science is to de-
termine how the perceptual system is able to recover three-
dimensional information from a retinal projection. This
problem is usually attacked from two sides: first, by analyz-
ing those properties of the image (hereafter called sources of
depth information, or cues) that, in principle, allow for the re-
covery of some of the three-dimensional properties of the
projected objects; second, by investigating the effectiveness
of these sources of depth information for the human visual
system. In this section, we discuss the problem of depth
perception by clarifying what kinds of three-dimensional
information can be recovered from each source of depth in-
formation in isolation, and by presenting psychophysical
evidence suggesting whether and to what degree the visual
system is actually able to use them. We start with the ocular
motor sources of information, followed by binocular dispar-
ity, pictorial depth cues, and motion.

Ocular Motor

There are two potentially useful extraretinal sources of infor-
mation for specifying egocentric distance: the vergence angle
of the eyes and the state of accommodation. The vergence
angle is approximately equal to the angle between the lines
from the optical centers of the eyes to the fixation point and
the parallel rays that would define gaze direction if the eyes
were fixated at infinity. If the vergence angle and the inter-
ocular distance are known, then it is clear that the radial dis-
tance to the fixation point could in principle be recovered.
This potential cue to depth, however, is limited to a restricted
range of distances, because the eyes become effectively par-
allel (optical infinity) for fixation distances larger than 6 m.
Moreover, the information content of vergence drops off
rapidly with increasing distance: The variation in the ver-
gence angle is very limited for fixation distances larger than
about 0.5 m. Psychophysical evidence suggests that vergence
information is not a very effective source of information
about distance. Erkelens and Collewijn (1985), for example,
showed that observers could make large tracking vergence
eye movements without seeing any motion in depth

when the expansion or contraction of the retinal projection
is controlled. In such a cue-conflict situation (with ocular
convergence conflicting with the absence of expansion or
contraction of the retinal image), extraretinal information
fails to affect perceived distance.

Accommodation is a second source of extraretinal infor-
mation about distance and refers to the change in shape of the
lens that the eye performs to keep in focus objects at different
distances. Changes in accommodation occur between the
nearest and the farthest points that can be placed in focus by
the thickening and thinning of the lens. Although in principle,
accommodation could be a source of depth information, psy-
chophysical investigations suggest that the contribution of
accommodation to perceived depth is minimal and that there
are large individual differences (Fisher & Ciuffreda, 1988).
For single point-light targets in the dark, Mon-Williams and
Tresilian (1999) reported that observers were unable to pro-
vide reliable absolute-depth judgments on the basis of ac-
commodation alone, even within a stretched-arm distance.
Observers, however, were able to recover ordinal-depth in-
formation for sequentially presented targets from accommo-
dation alone, even though the depth-order judgments were
only 80% correct.

In conclusion, the ocular-motor cues are not reliable cues
for perceiving absolute depth, even though they may play a
more important role in the recovery of ordinal-depth infor-
mation. The effectiveness of the ocular-motor cues is limited
to a small range of distances, and they are easily overcome
when other sources of depth information are available.

Binocular Disparity

Since Euclid, we have known that the same three-dimensional
object or surface-layout projects two different images in the
left and right eye. It was Wheatstone (1938), however, who
provided the first empirical demonstration that disparate line
drawings presented separately to the two eyes could elicit an
impression of depth. Since then, binocular disparity has been
considered one of the most powerful sources of optical infor-
mation for depth perception, as is easily realized by anyone
who has ever seen a stereogram. It is likewise easy to realize
that binocular disparity—although by itself sufficient to spec-
ify relative distance—may not be sufficient to specify ab-
solute-distance information. The problem of scaling disparity
information is one of the central themes in the literature on
stereopsis.

Using the small angle approximation, the geometrical
relation between disparity and depth is

� �
I�

�
D(D � �)
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Figure 8.1 F = fixation point, I = interocular separation, � = depth dif-
ference between F and G, � = binocular parallax of F, and � = binocular
parallax of G. The relative disparity, �, between F and G is � – �.

D

�

�

I

G
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�

where � is the angular binocular disparity, D is the viewing
distance, � is the depth, and I is the interocular distance.
The angles and distances of stereo geometry are specified in
Figure 8.1. From disparity, therefore, the depth magnitudes
can be recovered as

� �

The previous equation reveals that there is a nonlinear rela-
tionship between horizontal disparity (�) and depth (�) that
varies with the interocular separation (I) and the viewing
distance (D). This means that disparity information by itself
is not sufficient for specifying depth magnitudes, because
different combinations of interocular separation, depth, and
distance can generate the same disparity. In order to provide
an estimate about depth, disparity must be scaled, so to speak,
by some other source of information specifying the interocu-
lar separation and the viewing distance. This is the traditional
stereoscopic depth-constancy problem (Ono & Comerford,
1977).

One proposal is that this scaling of disparity is accom-
plished on the basis of extraretinal sources. According to this
approach, failures of veridical depth perception from stereop-
sis have been attributed to the misperception of the viewing
distance. Johnston (1991), for example, showed random-dot
stereograms to observers who decided whether they were
seeing simulated cylinders that were flattened or elongated
along the depth axis with respect to a circular cylinder.
Johnston found that depth was overestimated at small dis-
tances (with physically circular cylinders appearing as elon-
gated in depth) and underestimated at larger distances (with
physically circular cylinders appearing as flattened). These
depth distortions have been attributed to the hypothesis that

�D2

�
I � �D

observers scaled the horizontal disparities with an incorrect
measure of physical distance, entailing an overestimation of
close distances and an underestimation of far distances. A
second proposal is that disparity is scaled on the basis of
purely visual information. Mayhew and Longuet-Higgins
(1982), for example, proposed that full metric depth con-
stancy could be achieved by the global computation of verti-
cal disparities. The psychophysical findings, however, do not
support this hypothesis. It has been found, in fact, that human
performance is very poor in tasks involving the estimation of
metric structure from binocular disparities, especially if com-
pared with the precision demonstrated by performance in
stereo acuity tasks involving ordinal-depth discriminations,
with thresholds as low as 2 s arc (Ogle, 1952).

Koenderink and van Doorn (1976) proposed a second
purely visual model of stereo-depth. This model does not try
to account for the recovery of absolute depth, but only for the
recovery of the affine (i.e., ordinal) structure from a combina-
tion of the horizontal and vertical local disparity gradient. This
model, however, is inconsistent with the psychophysical data.
It predicts that the local manipulation of either horizontal or
vertical disparity should have the same effects on perceived
shape; however, it has been shown that the manipulation of the
local horizontal disparities has reliable consequences on per-
ceived depth, whereas the manipulation of the local vertical
disparities does not (Cumming, Johnston, & Parker, 1991).
Moreover, several studies have shown that vertical disparity
processing is not local, but rather is performed by pooling over
a large area (Rogers & Bradshaw, 1993).

In conclusion, binocular disparity in isolation gives rise to
the most compelling impression of depth, and for relatively
short distances provides a reliable source of relative-, but not
of absolute-depth information. Although the geometric rela-
tionship between binocular disparity and depth is well under-
stood, a plausible psychological model of stereopsis has yet
to be provided.

Pictorial

Pictorial depth cues consist of those depth-relevant regulari-
ties that are manifested in pictures. There is a long list of
these cues, and although we have attempted to describe the
most important ones, our list is not exhaustive.

Aerial Perspective. Aerial perspective refers to the re-
duction of contrast that occurs when an object is viewed from
great distances. Aerial perspective is the product of the scat-
tering of light by particles in the atmosphere. The contrast
reduction by aerial perspective is a function of both distance
and the attenuation coefficient of the atmosphere. Under hazy
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Figure 8.2 D = distance from the observer to the object, � = visual angle
between the point where the object meets the ground and the horizon, and
� = visual angle between the top of the object and the horizon.

�

�

Horizon
line

Ground

D

conditions, for example, the contrast of a black object against
the sky at 2000 m is only 45% of the contrast produced by
the same object when it is viewed at a distance of 1 m (Fry,
Bridgeman, & Ellerbrock, 1949).

Aerial perspective is an ambiguous cue about absolute
distance: The recovery of distance from aerial perspective
requires knowledge of both the reflectance value of the object
and the attenuation coefficient of the atmosphere. It should
also be noticed that the attenuation coefficient is changed by
the scattering and blocking of light by pollutants. As a conse-
quence, aerial perspective cannot be taken as providing more
than ordinal-depth information, and several psychophysical
investigations have indicated its effectiveness as a depth-
order cue (Ross, 1971).

Height in the Visual Field and the Horizon Ratio. If
an observer and an object are situated on the same ground
plane, then the observer’s horizontal line of sight will inter-
sect the object at the observer’s eye height. Because this line
of sight also coincides with the horizon, the horizon inter-
sects the object at the observer’s eye height. The reference to
the (explicit or implicit) horizon line therefore can be used to
recover absolute size information as multiples of the ob-
server’s eye height. The geometry of the horizon ratio was
first presented by Sedgwick (1973):

h �

where � is the visual angle subtended by the object above the
horizon, and ß is the visual angle subtended by the object
below the horizon (see Figure 8.2). Although size informa-
tion (h) is independent of the distance of the object from the
observer, the object size (scaled in terms of eye height) and
the visual angle are known; thus, distance itself can also be
recovered. The recovery of absolute-size information from
the horizon ratio requires two assumptions: (a) that both ob-
server and target object lie on the same ground plane, and

tan � � tan �
��

tan �

(b) that the observer’s eye is at a known distance from the
ground. If the second assumption is not met, then the horizon
ratio still provides relative-size information about distant
objects.

Evidence has been provided showing that the horizon ratio
is an effective source of relative-depth information in pic-
tures (Rogers, 1996). Wraga (1999) and Bertamini, Yang, and
Proffitt (1998) reported that eye-height information is used
differently across different postures. For example, Bertamini
et al. investigated the use of the implicit horizon in relative-
size judgments. They found that size discrimination was best
when object heights were at the observers’ eye height regard-
less of whether they were seated or standing.

Occlusion. Occlusion occurs when an object partially
hides another object from view, thus providing ordinal infor-
mation: The occluding object is perceived as closer and
the occluded object as farther. Investigations of occlusion
have focused on understanding how occlusion relationships
are identified: that is, how the perceptual system decides
whether a surface “owns” an image boundary or whether the
boundary belongs to a second occluding surface. It is easily
understood that the so-called border ownership problem is
critical to correctly segmenting the spatial layout of the visual
scene into surface regions at different depths. Boundaries that
belong to an object are intrinsic to its form, whereas those
that belong to an occluding object are extrinsic (Shimojo,
Silverman, & Nakayama, 1989). Shimojo et al. (1989) cre-
ated a powerful demonstration of the perceptual effect
derived from changing border ownership by using the barber-
pole effect. The barber-pole effect has been attributed to the
propagation of motion signals generated by the contour ter-
minators along the long sides of the aperture (Hildreth,
1984). By stereoscopically placing the contours behind aper-
ture boundaries, Shimojo et al. caused the terminators to be
classified as extrinsic to the contours (because they were gen-
erated by a near occluding surface), and the terminators to be
subtracted from the integration process. As a consequence,
Shimojo et al. found that the bias of the barber-pole effect
was effectively eliminated.

Relative and Familiar Size. The relative-size cue to
depth arises from differences in the projected angular sizes of
two objects that have identical sizes and are located at differ-
ent distances. If the assumption that the two objects have iden-
tical physical sizes is met, then from the ratio of their angular
sizes, it is possible to determine the inverse ratio of their dis-
tances to the observer. In this way, metrically scaled relative-
depth information can be specified. If the observer also knows
the size of the objects, then in principle, absolute-distance
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information becomes available. Several reports indicate that
the familiar-size cue to depth does indeed affect perceived
distance in cue-reduction conditions (Sedgwick, 1986), but it
does not affect perceived distance under naturalistic viewing
conditions (Predebon, 1991).

Texture Gradients. Textural variations provide infor-
mation about both the location of objects and the shape of
their surfaces. Cutting and Millard (1984) distinguished
among three textural cues to shape: perspective, compression
(or foreshortening), and density.

Perspective: Due to perspective, the size of the individual
texture elements (referred to here as texels) is inversely
scaled with distance from the viewer. Perspective (or scaling)
gradients are produced by perspective projections, in the
cases of both planar and curved surfaces. To derive surface
orientation from perspective gradients, it is necessary to
know the size of the individual texels.

Compression: The ratio of the width to the length of the in-
dividual texels is traditionally referred to as compression. If
the shape of the individual texels is known a priori, compres-
sion can in principle provide a local cue to surface orientation.
Let us assume, for example, that the individual texels are el-
lipses. In such a case, if the visual system assumes that an
ellipse is the projection of a circle lying on a slanted plane,
then the orientation of the plane could be locally determined
without the need of measuring texture gradients. In general,
the effectiveness of compression requires the assumption of
isotropy (A. Blake & Marinos, 1990). If the texture on the
scene surface is indeed isotropic, then for both planar and
curved surfaces, compression is informative about surface ori-
entation under both orthogonal and perspective projections.

Density: Density refers to the spatial distribution of the
texels’ centers in the image. In order to recover surface orien-
tation from density gradients, it is necessary to make as-
sumptions about the distribution of the texels over the object
surface. Homogeneity is the default assumption; that is, the
texture is assumed to be uniformly distributed over the sur-
face. Variation in texture density can therefore be used to
determine the orientation of the surface. Under the homo-
geneity assumption, the density gradient is in principle infor-
mative about surface orientation for both planar and curved
surfaces under perspective projections, and only for curved
surfaces under orthographic projections.

Even if the mathematical relationship between the previ-
ous texture cues and surface orientation is well understood
for both planar (Stevens, 1981) and curved surfaces (Gårding,
1992), the psychological mechanism underlying the percep-
tion of shape from texture is still debated. Investigators are
trying to determine which texture gradients observers use to

judge shape from texture (Cutting & Millard, 1984), and to
establish whether perceptual performance is compatible with
the isotropy and homogeneity assumptions (Rosenholtz &
Malik, 1997).

Linear Perspective. Linear perspective is a very effec-
tive cue to depth (Kubovy, 1986), but it can be considered to
be a combination of other previously discussed depth cues
(e.g., occlusion, compression, density, size). Linear perspec-
tive is distinct from natural perspective by the abundant use
of receding parallel lines.

Shading. Shading information refers to the smooth vari-
ation in image luminance determined by a combination of
three variables: the illuminant direction, the surface’s orien-
tation, and the surface’s reflective properties. Given that dif-
ferent combinations of these variables can generate the same
pattern of shading, it follows that shading information is in-
herently ambiguous (for a discussion, see Todd & Reichel,
1989). Mathematical analyses have shown, however, that the
inherent ambiguity of shading can be overcome if the illumi-
nant direction is known, and computer vision algorithms re-
lying on the estimate of the illuminant direction have been
devised for reconstructing surface structure from image shad-
ing (Pentland, 1984).

Psychophysical investigations have shown that shading
information evokes a compelling impression of three-
dimensional shape, even though perceived shape from shading
is far from being accurate. The perceptual interpretation of
shading information is strongly affected by the pictorial
information provided by the image boundaries (Ramachandran,
1988). Moreover, systematic distortions in perceived three-
dimensional shape occur when the direction of illumination
is changed in both static (Todd, Koenderink, van Doorn, &
Kappers, 1996) and dynamic patterns of image shading
(Caudek, Domini, & Di Luca, in press).

Thus, perceiving shape from shading presents a paradox.
Shading information can, in principle, specify shape if illu-
mination direction is known. Moreover, in some circum-
stances, observers recover this direction with good accuracy
(Todd & Mingolla, 1983). Yet, perceived shape from shading
is often inaccurate, as revealed by the studies manipulating
the image boundaries and the illuminant direction.

Motion. The importance of motion information for the
perception of surface layout and the three-dimensional form
of objects has been known for many years (Gibson, 1950;
Wallach & O’Connell, 1953). When an object or an observer
moves, the dynamic transformations of retinal projections
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become informative about depth relationships. When one
object is seen to move in front of or behind another, dynamic
occlusion occurs. This information specifies depth order.
When an observer moves, motion parallax occurs between
objects at different depths, and when an object rotates, it
produces regularities in its changing image. These events
provide information about the three-dimensional structure of
objects and their spatial layout.

Dynamic Occlusion. Dynamic occlusion provides ef-
fective information for determining the depth order of textured
surfaces (Andersen & Braunstein, 1983). In one of the earliest
studies, Kaplan (1969) showed two random-dot patterns mov-
ing horizontally at different speeds and merging at a vertical
margin. Observers reported a vivid impression of depth at the
margin, with the pattern exhibiting texture element deletion
being perceived as the farthest surface.

It is interesting to compare dynamic occlusion and motion
parallax, because in a natural setting, these two sources of
depth information covary. Ono, Rogers, Ohmi, and Ono
(1988) put motion parallax and dynamic occlusion in conflict
and found that motion parallax determines the perceived
depth order when the simulated depth separation is small (less
than 25 min of equivalent disparity), and dynamic occlusion
determines the perceived depth order when the simulated
depth separation is large (more than 25 min of equivalent dis-
parity). On the basis of these findings, Ono et al. proposed that
motion parallax is most appropriate for specifying the depth
order within objects (given that the depth separation among
object features is usually small), whereas dynamic occlusion
is more appropriate for specifying the depth order between
objects at different distances.

Structure From Motion. The phenomenon of the per-
ceived structure from motion (SFM) has been investigated at
(at least) three different levels: (a) the theoretical understand-
ing of the depth information that, in principle, can be derived
from a moving projection; (b) the psychophysical investiga-
tion of the effective ability of observers to solve the SFM
problem; and (c) the modeling of human performance. These
different facets of the SFM literature are briefly examined in
the following section.

Mathematical analyses: A way to characterize the dy-
namic properties of retinal projections is to describe them in
terms of a pattern of moving features, often called optic flow
(Gibson, 1979). Mathematical analyses of optic flow have
shown that, if appropriate assumptions are introduced in the
interpretation process, then veridical three-dimensional ob-
ject shape can be derived from optic flow. If rigid motion is
assumed, for example, then three orthographic projections

of four moving points are sufficient to derive their three-
dimensional metric structure (Ullman, 1979). It is important
to distinguish between the first-order temporal properties of
optic flow (velocities), which are produced by two projec-
tions of a moving object, and the second-order temporal
properties of the optic flow (accelerations), which require
three projections of a moving object. Although the first-order
temporal properties of optic flow are sufficient for the recov-
ery of affine properties (Koenderink & van Doorn, 1991;
Todd & Bressan, 1990), the second-order temporal properties
of optic flow are necessary for a full recovery of the three-
dimensional metric structure (D. D. Hoffman, 1982).

Psychophysical investigations: A large number of empiri-
cal investigations have tried to determine whether observers
actually use the second-order properties of optic flow that are
needed to reconstruct the veridical three-dimensional metric
shape of projected objects. The majority of these studies have
come to the conclusion that, in deriving three-dimensional
shape from motion, observers seem to use only the first-order
properties of optic flow (e.g., Todd & Bressan, 1990). This
conclusion is warranted, in particular, by two findings: (a) the
metric properties of SFM are often misperceived (e.g.,
Domini & Braunstein, 1998; Norman & Todd, 1992), and
(b) human performance in SFM tasks does not improve as the
number of views is increased from two to many (e.g., Todd &
Bressan, 1990).

Modeling: An interesting result of the SFM literature is
that observers typically perceive a unique metric interpreta-
tion when viewing an ambiguous two-view SFM sequence
(with little inter- and intraobserver variability), even though
the sequence could have been produced by the ortho-
graphic projection of an infinite number of different three-
dimensional rigid structures (Domini, Caudek, & Proffitt,
1997). The desire to understand how people derive such per-
ceptions has led researchers to study the relationships be-
tween the few parameters that characterize the first-order
linear velocity field and the properties of the perceived three-
dimensional shapes. Several studies have concluded that the
best predictor of perceived three-dimensional shape from
motion is one component of the local (linear) velocity field,
called deformation (def; see Koenderink, 1986). Domini and
Caudek (1999) have proposed a probabilistic model whereby,
under certain assumptions, a unique surface orientation can
be derived from an ambiguous first-order velocity field
according to a maximum likelihood criterion. Results consis-
tent with this model have been provided relative to the
perception of surface slant (Domini & Caudek, 1999), the
discrimination between rigid and nonrigid motion (Domini
et al., 1997), the perceived orientation of the axis of rotation
(Caudek & Domini, 1998), the discrimination between
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constant and variable three-dimensional angular velocities
(Domini, Caudek, Turner, & Favretto, 1998), and the percep-
tion of depth-order relations (Domini & Braunstein, 1998;
Domini, Caudek, & Richman, 1998).

In summary, the research on perceived depth from motion
reveals that the perceptual analysis of a moving projection is
relatively insensitive to the second-order component of the
velocity field (accelerations), which is necessary to uniquely
derive the metric structure in the case of orthographic projec-
tions. Perceptual performance has been explained by two
hypotheses. Some researchers maintain that the perceptual
recovery of the metric structure from SFM displays is consis-
tent with a heuristical analysis of optic flow (Braunstein,
1976, 1994; Domini & Caudek, 1999; Domini et al., 1997).
Other researchers maintain that the perception of three-
dimensional shape from motion involves a hierarchy of dif-
ferent perceptual representations, including the knowledge of
the object’s topological, ordinal, and affine properties,
whereas the Euclidean metric properties may derive from
processes that are more cognitive than perceptual (Norman &
Todd, 1992).

Integration of Depth Cues: How Is the Effective
Information Combined?

A pervasive finding is that the accuracy of depth and distance
perception increases as more and more sources of depth infor-
mation are present within a visual scene (Künnapas, 1968). It
is also widely believed that the visual system functions nor-
mally, so to speak, only within a rich visual environment in
which the three-dimensional shape of objects and spatial lay-
out are specified by multiple informational sources (Gibson,
1979). Understanding how the visual system integrates the in-
formation provided by several depth cues represents, there-
fore, one of the fundamental issues of depth perception.

The most comprehensive model of depth-cue combination
that has been proposed is the modified weak fusion (MWF)
model (Landy, Maloney, Johnston, & Young, 1995). Weak
fusion refers to the independent processing of each depth cue
by a modular system that then linearly combines the depth
estimates provided by each module (Clark & Yuille, 1990).
Strong fusion refers to a nonmodular depth processing system
in which the most probable three-dimensional interpretation
is provided for a scene without the necessity of combining the
outputs of different depth-processing modules (Nakayama &
Shimojo, 1992). Between these two extremes, Landy et al.
proposed a modular system made up of depth modules that
interact solely to facilitate cue promotion. As seen previously,
visual cues provide qualitatively different types of informa-
tion. For example, motion parallax can in principle provide

absolute depth information, whereas stereopsis provides only
relative-depth information, and occlusion specifies a greater
depth on one side of the occlusion boundary than on the other,
without allowing any quantification of this (relative) differ-
ence. The depth estimates provided by these three cues are in-
commensurate, and therefore cannot be combined. According
to Landy et al., combining information from different cues
necessitates that all cues be made to provide absolute depth
estimates. To achieve this task, some depth cues must be
supplied with of one or more missing parameters. If motion
parallax and stereoscopic disparity are available in the same
location, for example, then the viewing distance specified
by motion parallax could be used to specify this missing pa-
rameter in stereo disparity. After stereo disparity has been
promoted so as to specify metric depth information, then the
depth estimates of both cues can be combined. In conclusion,
for the MWF model, interactions among depth cues are lim-
ited to what is required to place all of the cues in a common
format required for integration.

In the MWF model, after the cues are promoted to the sta-
tus of absolute depth cues, it becomes necessary to establish
the reliability of each cue: “Side information which is not
necessarily relevant to the actual estimation of depth, termed
an ancillary measure, is used to estimate or constrain the
reliability of a depth cue” (Landy et al., 1995, p. 398). For
example, the presence of noise differentially degrading two
cues present in the same location can be used to estimate their
different reliability.

The final stage of cue combination is that of a weighted
average of the depth estimates provided by the cues. The
weights take into consideration both the reliability of the cues
and the discrepancies between the depth estimates. If the cues
provide consistent and reliable estimates, then their depth val-
ues are linearly combined. On the other hand, if the discrep-
ancy between the individual depth estimates is greater than
what is found in a natural scene, then complex interactions
are expected.

Cutting and Vishton (1995) proposed an alternative
approach. According to their proposal, the three-dimensional
information specified by all visual cues is converted into an
ordinal representation. The information provided by the dif-
ferent sources is combined at this level. After the ordinal rep-
resentation has been generated, a metric sealing can then be
created from the ordinal relations.

The issue of which cue-combination model best fits the
psychophysical data has been much debated. Other models of
cue combination, in fact, have been proposed, either linear
(Bruno & Cutting, 1988) or multiplicative (Massaro, 1988),
with no single model being able to fully account for the large
number of empirical findings on cue integration.
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A similar lack of agreement in the literature concerns two
equally fundamental and related questions: How can we de-
scribe the mapping between the physical and the perceived
space? What geometric properties comprise perceived space?

Several answers have been provided to these questions.
According to Todd and Bressan (1990), physical and per-
ceived spaces may be related by an affine transformation.
Affine transformations preserve distance ratios in all direc-
tions, but alter the relative lengths and angles of line seg-
ments oriented in different directions. A consequence of such
a position is that a depth map may not provide the common
initial representational format for all sources of three-
dimensional information, as was proposed by Landy et al.
(1995).

The problem of how to describe the properties of per-
ceived space has engendered many discussions and is far
from being solved. According to some, the intrinsic structure
of perceptual space may be Euclidean, whereas the mapping
between physical and perceptual space may not be Euclidean
(Domini et al., 1997). According to others, visual space may
be hyperbolic (Lunenburg, 1947), or it may reflect a Lie
algebra group (W. C. Hoffman, 1966). Some have proposed
the coexistence of multiple representations of perceived
three-dimensional shape, reflecting different ways of com-
bining the different visual cues (Tittle & Perotti, 1997).

A final fundamental question about visual-information in-
tegration is whether the cue-combination strategies can be
modified by learning or feedback. Some light has recently
been shed on this issue by showing that observers can modify
their cue-combination strategies through learning, and can
apply each cue-combination strategy in the appropriate con-
text (Ernst, Banks, & Bülthoff, 2000).

In conclusion, an apt summarization of this literature was
provided by Young, Landy, and Maloney (1993), who stated
that a description of the depth cue-combination rules “seems
likely to resemble a microcosm of cognitive processing: ele-
ments of memory, learning, reasoning and heuristic strategy
may dominate” (p. 2695).

Distance Perception

Turning our attention from how spatial perception is achieved
to what is perceived, we are struck by the consistent findings
of distortions of both perceived distance and object shape,
even under full-cue conditions. For example, Norman, Todd,
Perotti, and Tittle (1996) asked observers to judge the three-
dimensional lengths of real-world objects viewed in near
space and found that perceived depth intervals become more
and more compressed as viewing distance increased. Given
that many reports have found visual space to be distorted, the

question arises as to why we do not walk into obstacles and
misguide our reaching. Clearly, our everyday interactions
with the environment are not especially error-prone. What,
then, is the meaning of the repeated psychophysical findings
of failures of distance perception?

We can try to provide an answer to this question by con-
sidering four aspects of distance perception. We examine
(a) the segmentation of visual space, (b) the methodological
issues in distance perception research, (c) the underlying
mechanisms that are held responsible for distance perception
processing, and (d) the role of calibration.

Four Aspects of Distance Perception

The Segmentation ofVisual Space. Cutting andVishton
(1995) distinguished three circular regions surrounding the
observer, and proposed that different sources of information
are used within each of these regions. Personal space is de-
fined as the zone within 2 m surrounding the observer’s head.
Within this space, distance perception is supported by occlu-
sion, retinal disparity, relative size, convergence, and accom-
modation. Just beyond personal space is the action space of the
individual. Within the action space, distance perception is
supported by occlusion, height in the visual field, binocular
disparity, motion perspective, and relative size. Action space
extends to the limit of where disparity and motion can provide
effective information about distance (at about 30 m from
the observer). Beyond this range is vista space, which is sup-
ported only by the pictorial cues: occlusion, height in the visual
field, relative size, and aerial perspective.

Cutting and Vishton (1995) proposed that different sources
of information are used within each of these visual regions,
and that a different ranking of importance of the sources of in-
formation may exist within personal, action, and vista space.
If this is true, then the intrinsic geometric properties of these
three regions of visual space may also differ.

Methodological Issues. The problem of distance per-
ception has been studied by collecting a number of different
response measures, including verbal judgments (Pagano &
Bingham, 1998), visual matching (Norman et al., 1996),
pointing (Foley, 1985), targeted walking with and without vi-
sion (Loomis, Da Silva, Fujita, & Fukusima, 1992), pointing
triangulation (Loomis et al., 1992), and reaching (Bingham,
Zaal, Robin, & Shull, 2000). Different results have been ob-
tained by using different response measures. Investigations of
targeted walking in the absence of vision, for example, have
produced accurate distance estimates (Loomis et al., 1992),
although verbal judgments have not (Pagano & Bingham,
1998). Reaching has been found to be accurate when dynamic
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binocular information was available, but not when it is guided
by monocular vision, even in the presence of feedback
(Bingham & Pagano, 1998). Matching responses for distance
perception have typically shown that simulated distances are
underestimated (Norman et al., 1996).

The fact that such a variety of results have been obtained
by using different response measures suggests at least two
conclusions. First, different response measures may be the
expression of different representations of visual space that
need not be consistent. This would mean that visual space
could not be conceptualized as a unitary, internally consistent
construct. In particular, motor responses and visual judg-
ments may be informed by different visual representations.
Second, there are reports indicating that accurate distance
perception can be obtained, but only if the appropriate re-
sponse measure is used in conjunction with the appropriate
visual input. By using a reaching task, for example, Bingham
and Pagano (1998) have recently reported accurate percep-
tion of distance with dynamic binocular vision (at least within
what Cutting and Vishton (1995) call “personal space”), but
not with monocular vision.

Conscious Representation of Distance Versus Action.
Some evidence suggests that different mechanisms may me-
diate conscious distance perception and actions such as
reaching, grasping, or ballistic targeting. This leads to the hy-
pothesis that separate visual pathways exist for perception
and action. Milner and Goodale (1995) proposed that two
different pathways, each specialized for different visual func-
tions, exist in the visual system. The projection to the tempo-
ral lobe (the ventral stream) “permit[s] the formation of
perceptual and cognitive representations which embody the
enduring characteristics of objects and their significance,”
whereas the parietal cortex (the dorsal stream) “capture[s]
instead the instantaneous and egocentric features of ob-
jects, [and] mediate[s] the control of goal-directed actions”
(Milner & Goodale, 1995, p. 66). In Milner and Goodale’s
proposal, the coding that mediates the required transforma-
tions for the visual control of skilled actions is assumed to be
separate from that mediating experiential perception of the vi-
sual world.According to this proposal, the many dissociations
that have been discovered between conscious distance per-
ception and locomotion “highlight surprising instances where
what we think we ‘see’ is not what guides our actions. In all
cases, these apparent paradoxes provide direct evidence for
the operation of visual processing systems of which we are
unaware, but which can control our behavior” (p. 177).

The dissociations most relevant for the present discussion
are examined in the later section on egocentric versus exocen-
tric distance. In general, this research suggests that accuracy

measured in action performance is usually greater than that
found in visual judgment measures. It must be noticed, how-
ever, that action measures do not always produce accurate or
distortion-free results (Bingham & Pagano, 1998; Bingham
et al., 2000).

The Role of Calibration. It has been suggested that
some response measures (such as visual matching) produce
poor performance in distance perception because the task is
unnatural, infrequently performed, and thus poorly calibrated.
Bingham and Pagano (1998) suggest that in these cir-
cumstances, only relative-depth measures can be obtained.
Conversely, absolute-distance perception may be obtained
(within some tolerance limits) by using feedback to calibrate
ordinally scaled distance estimates. Evidence that haptic feed-
back reduces the distortions of egocentric distance has indeed
been provided (Bingham & Pagano, 1998; Bingham et al.,
2000), although feedback does not always reduce spatial dis-
tortions, and never does so completely.

Egocentric Versus Exocentric Distance. From the
point of view of the observer, the horizontal plane extends in
all directions from his or her current position. The observer’s
body is the center of egocentric space. Objects placed on the
rays that intersect this center have an egocentric distance rel-
ative to the observer, whereas objects on different rays have
an exocentric distance relative to each other.

It has been repeatedly found that even in full-cue viewing
conditions, distances are perceptually compressed in the
egocentric direction relative to exocentric extents, with most
comparisons being between egocentric distances and those
in the fronto-parallel plane (Amorim, Loomis, & Fukusima,
1998; Loomis et al., 1992; Norman et al., 1996).

In a typical experiment, observers were instructed to
match an egocentric extent to one in the fronto-parallel plane
(Loomis et al., 1992). Observers made the extents in the ego-
centric direction greater in order to perceptually match them
to those in the fronto-parallel direction. This inequality in per-
ceived distance defines a basic anisotropy in the perception of
space and objects. The perceptions of extents and object
shapes are compressed in their depth-to-width ratio. Loomis
and Philbeck (1999) showed that this anisotropy in perceived
three-dimensional shape is invariant across size scales.

Paradoxically, the compression in exocentric distance
does not seem to affect visually guided actions. One method
to assess the accuracy of visually guided behavior is to have
observers view a target in depth, and then after blindfolding
the observer, have them walk to the target location. This tech-
nique is called blindwalking. Numerous studies have found
that people are able to walk to targets without showing
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any systematic error (overshoot or undershoot) when view-
ing occurs in full-cue conditions and distances fall within
about 20m (Loomis et al., 1992; Philbeck & Loomis, 1997;
Philbeck, Loomis, & Beall, 1997; Rieser, Ashmead, Talor, &
Youngquist, 1990; Thomson, 1983).

Two alternative explanations could account for this dis-
crepancy between the compression found in explicit reports
of perceived distance and the accuracy observed in blind-
walking to targets. By one account, the difference is attribut-
able to two distinct streams of visual processing in the brain.
From the visual cortex, there is a bifurcation in the primary
cortical visual pathways, with one stream projecting to the
temporal lobe and the other to the parietal. Milner and
Goodale (1995) have characterized the functioning of the
temporal stream as supporting conscious space perception,
whereas the parietal stream is responsible for the visual guid-
ance of action. Other researchers have characterized the
functioning of these two streams somewhat differently; for a
review, see Creem and Proffitt (2001). By a two-visual-
systems account, the compression observed in explicit judg-
ments of egocentric distance is a product of temporal stream
processing, whereas accurate blindwalking is an achievement
of the parietal stream. The second explanation posits that
both behaviors are grounded in the same representation of
perceived space; however, differences in the transformations
that relate perceived space to distinct behaviors cause the dif-
ference in accuracy. Philbeck and Loomis (1997) showed that
verbal distance judgments and blindwalking varied together
under manipulations of full- and reduced-cue viewing condi-
tions in a manner that is strongly suggestive of this second
alternative.

The dissociation between verbal reports and visually
guided actions depends upon whether distances are encoded
in exocentric or egocentric frames of reference. Wraga,
Creem, and Proffitt (2000) created large Müller-Lyer configu-
rations that lay on a floor. Observers made verbal judgments
and also blindwalked the perceived extent. It was found that
the illusion influenced both verbal reports and blindwalking
when the configurations were viewed from a short distance;
however, the illusion only affected verbal judgments when ob-
servers stood at one end of the configurations’ extent. As was
suggested by Milner and Goodale (1995), accuracy in visually
guided actions may depend upon the egocentric encoding of
space.

Size Perception

The size of an object does not appear to change with varying
viewing distance, despite the fact that retinal size depends on
the distance between the object and the observer. Researchers

have proposed several possible explanations for this phenom-
enon: the size-distance invariance hypothesis, the familiar-
size hypothesis, and the direct-perception approach.

Taking Distance Into Account

The size-distance invariance hypothesis postulates that reti-
nal size is transformed into perceived size after taking appar-
ent distance into account (see Epstein, 1977, for review). If
accurate distance information is available, then size percep-
tion will also be accurate. However, if distance information
were unavailable, then perceived size would be determined
by visual angle alone. According to the size-distance invari-
ance hypothesis (Kilpatrick & Ittelson, 1953), perceived size
(S�) and perceived distance (D�) stand in a unique ratio deter-
mined by some function of the visual angle (�):

� f(�)

The size-distance invariance hypothesis has taken slightly
different forms, depending on how the function f in the pre-
vious equation has been specified. If the size-distance invari-
ance hypothesis is simply interpreted as a geometric relation,
then f(�) = tan� (Baird & Wagner, 1991). For small visual
angles, tan � approximates �, and so S� /D� =  �. According to
a psychophysical interpretation, the ratio of perceived size to
perceived distance varies as a power function of visual angle:
f(�) = k�n, where k and n are constants. Foley (1968) and
Oyama (1974) reported that the exponent of this function
is approximately 1.45. According to a third interpretation,
visual angle � is replaced by perceived visual angle ��

(McCready, 1985). If �� is a linear function of �, then tan �� =
tan (a + b�), where a and b are constants.

The adequacy of the size-distance invariance hypothesis
has often been questioned, given that the empirically deter-
mined relation between S� and D� for a given visual angle is
sometimes opposite from that predicted by this hypothesis
(Sedgwick, 1986). For example, observers often report that
the moon at the horizon appears to be both larger and closer to
the viewer than the moon at the zenith appears (Hershenson,
1989). This discrepancy has been called the size-distance
paradox.

Familiar Size

According to the familiar-size hypothesis, the problem of size
perception is reduced to a matter of object recognition for
those objects that have stable and known sizes (Hershenson &
Samuels, 1999). Given that familiar size does not assume in-
formation about distance, it can itself be considered a source

S�
�
D�
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of that information: Familiar size may determine perceived
size, which, in agreement with the size-distance invariance
hypothesis, may determine perceived distance (Ittelson,
1960).

The hypothesis that familiar size may determine apparent
size (or apparent distance) has been denied by the theory of
off-sized perceptions (Gogel & Da Silva, 1987). According to
this theory, the distance of a familiar object under impover-
ished viewing conditions is determined by the egocentric ref-
erence distance, which in turn determines the size of the
object according to the size-distance invariance hypothesis.

Direct Perception

Epstein (1982) summarizes the main ideas of Gibson’s (1979)
account of size perception as follows: “(a) there is no percep-
tual representation of size correlated with the retinal size of
the object; (b) perceived size and perceived distance are in-
dependent direct functions of information in stimulation;
(c) perceived size and perceived distance are not causally
linked, nor is the perception of size mediated by operations
combining information about retinal size and perceived dis-
tance. The correlation between perceived size and perceived
distance is attributed to the correlation between the specific
variables of stimulation which govern these percepts in the
particular situation” (p. 78).

Surprisingly little research on size perception has been
conducted within the direct-perception perspective. How-
ever, the available empirical evidence, consistent with this
perspective, suggests that perceived size might be affected by
the ground texture gradients (Bingham, 1993; Sinai, Ooi, &
He, 1998) and the horizon ratio (Carello, Grosofsky, Reichel,
Solomon, & Turvey, 1989).

Size in Pictures Versus Size in the World

It is sometimes assumed that illusions, especially geometrical
ones, are artifacts of picture perception. This assumption is
false, at least with respect to the anisotropy between vertical
and horizontal extents. The perceptual bias to see vertical ex-
tents as greater than equivalent horizontal extents is even
greater when viewing large objects in the world than when
viewing pictures (Chapanis & Mankin, 1967; Higashiyama,
1996; Yang, Dixon, & Proffitt, 1999).

Yang et al. (1999) compared the magnitude of the vertical-
horizontal illusion for scenes viewed in pictures, in the real
world, and in virtual environments viewed in a head-mounted
display. They found that pictures evoke a bias averaging
about 6%, whereas viewing the same scenes in real or virtual

worlds results in an overestimation of the vertical averaging
about 12%.

Geographical Slant Perception

The perceptual bias to overestimate vertical extents pales in
comparison to that seen in the perception of geographical
slant. Perceived topography grossly exaggerates the geometri-
cal properties of the world in which we live (Bhalla &
Proffitt, 1999; Kammann, 1967; Ross, 1974; Proffitt, Bhalla,
Gossweiler, & Midgett, 1995).

Proffitt et al. (1995; Bhalla & Proffitt, 1999) obtained two
measures of explicit geographical slant perception from
observers who stood at either the tops or bottoms of hills in
either real or virtual worlds. Observers provided verbal judg-
ments and also adjusted the size of a pie-shape segment of a
disk so as to make it correspond to the cross-section of the
hills they were observing. These two measures were nearly
equivalent and revealed huge overestimations. Five-degree
hills, for example, were judged to be about 20, and 10 hills
were judged to be about 30. These huge overestimations
seem odd for at least two reasons. First, people know what
angles look like. Proffitt et al. (1995) asked participants to set
cross-sections with the disk to a variety of angles and found
that they were quite accurate in doing so. Second, when
viewing a hill in cross-section, the disk could be accurately
adjusted by lining up the two edges of the pie section to lines
in the visual scene; however, the overestimations found for
people viewing hills in cross-section do not differ from judg-
ments taken when the hills are viewed head-on (Proffitt,
Creem, & Zosh, 2001).

Proffitt and colleagues have argued that the conscious
overestimation of slant is adaptive and reflective of psy-
chophysical response compression (Bhalla & Proffitt, 1999;
Proffitt et al., 2001; Proffitt et al., 1995). Psychophysical re-
sponse compression means that participants’ response sensi-
tivities decline with increases in the magnitude of the stimulus.
Expressed as a power function, the exponent is less than 1. Re-
sponse compression promotes sensitivity to small changes in
slant within the range of small slants that are of behavioral rel-
evance for people. Overestimation necessarily results from a
response compression function that is anchored at 0 and 90.
People are accurate at 0—they can tell whether the ground is
going up or down—and for similar reasons of discontinuity,
they are also accurate at 90.

All of Proffitt’s and his colleagues’ studies utilized a third
dependent measure, which was a visually guided action in
which participants adjusted the incline of a tilt board without
looking at their hands. These action-based estimates of slant
were far more accurate than were the explicit judgments.
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It was proposed that the dissociation seen between explicit
perceptions and visually guided actions were a symptom of
the two visual streams of processing. The basis for this argu-
ment was a dissociation found in the influence of physiologi-
cal state on the explicit versus motoric dependent measures.

Proffitt et al. (1995) found that, as assessed by verbal re-
ports and the visual matching task employing the pie-shaped
disk, hills appear steeper when people are fatigued. Bhalla
and Proffitt (1999) replicated this finding; in addition, he
found that hills appear steeper when people are encumbered
by a heavy backpack, have low physical fitness, are elderly,
or have failing health. None of these factors influenced the
visually guided action of adjusting the tilt board. Thus, in the
case of geographical slant, explicit judgments were influ-
enced by the manipulation of physiological state, although
the visually guided action was unaffected. This finding dif-
fers from Philbeck and Loomis’s (1997) results showing that
verbal reports of distance and blindwalking changed together
with manipulations of reduced-cue environments.

EVENT PERCEPTION

Events are occurrences that unfold over time. We have already
seen that the visual perception of space and three-dimensional
form is derived from motion-carried information. The struc-
ture perceived in these cases is, of course, recovered from
events. The literature in the field of visual perception, how-
ever, has partitioned the varieties of motion-carried informa-
tion into distinct fields of inquiry. For example, perceiving
spatial layout and three-dimensional form from motion paral-
lax and object rotations falls under the topic of structure-from-
motion. The field of event perception has historically dealt
with two issues, perceptual organization (see chapter by
Palmer in this volume) and perceiving dynamics.

Perceptual Organization

The law of common fate is among the Gestalt principles of
perceptual organization that were proposed by Wertheimer
(1923/1937). In essence, this law states that elements that
move together tend to be perceived as belonging to the same
group. This notion of grouping by common fate is at the heart
of the event perception literature that developed as an answer
to this question: What are the perceptual rules that define what
it means for elements to move together?

In response to this question, three classes of events have
received the most attention: (a) surface segregation from mo-
tion, (b) hierarchical motion organization, and (c) biological
motion.

Surface Segregation From Motion

We have already discussed how dynamic occlusion specifies
depth order within the section on motion-based depth cues.
With respect to issues of perceptual organization, however,
there are additional matters to relate to this event.

In a typical dynamic occlusion display, one randomly tex-
tured surface is placed on top of another (Gibson, Kaplan,
Reynolds, & Wheeler, 1969). When the surfaces are station-
ary, there is no basis for seeing that two separate surfaces are,
in fact, present. The instant that one of the surfaces moves,
however, the distinct surfaces become apparent. The dynamic
occlusion that occurs under these conditions provides an in-
variant related to depth order. The surface that exhibits an ac-
cretion and deletion of optical texture is behind the one that
does not. Yonas, Craton, and Thompson (1987) used sparse
point-light displays to show that perceptual surface segrega-
tion occurs even when optical texture elements do not actu-
ally overlap in the display. In their display, the point lights
were turned on and off in a manner consistent with their
being occluded by a virtual surface carrying other point
lights. The surface segregation that is perceived in the pres-
ence of dynamic occlusion is different from the figure-ground
segregation that is perceived in static pictures due to the lack
of ambiguity of edge assignment and depth order. In dynamic
occlusion displays, the edge is seen to belong to the surface
that does not undergo occlusion; moreover, this surface is un-
ambiguously perceived to be closer.

Hierarchical Motion Organization

Suppose that you observe someone bouncing a ball; the ball is
seen to move up and down. Suppose next that the person who
is bouncing the ball is standing on a moving wagon. In this lat-
ter case, you will likely still see the ball moving up and down
and at the same time moving with the wagon. The wagon’s
motion has become a perceptual frame of reference for seeing
the motion of the bouncing ball. This is an example of hierar-
chical motion organization in which the ball’s motion has
been perceptually decomposed into two components, that
which it shares with the wagon and that which it does not.

Rubin (1927) and Duncker (1929/1937) provided early
demonstrations of the perceptual system’s proclivity to pro-
duce hierarchically organized motions; however, Johansson
(1950) brought the field into maturity. Johansson (1950,
1973) provided a vector analysis description of the perceptual
decomposition of complex motions. In the case of the ball’s
being bounced on a moving wagon, the motion of the ball rel-
ative to a stationary environmental reference frame is its ab-
solute motion, whereas the motion shared by the ball and the
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wagon is the common motion component, and the unique mo-
tion of the ball with respect to the wagon is the relative
motion component. It is generally assumed that relative and
common motion components sum to equal the perceptually
registered absolute motion; however, this assumption has
rarely been tested and, in at least one circumstance, has been
shown not to hold (Vicario & Bressan, 1990).

Johansson frequently used point-light displays to demon-
strate the nature of hierarchical motion organization. In a case
analogous to the bouncing ball example, Johansson created a
display in which a single point light moved along a diagonal
path, the horizontal component of which was identical to that
of a set of flanking point lights moving above and below it.
Observers tend to see the single point light moving vertically
relative to the flankers and the whole array of point lights
moving with a common back and forth motion. Here, two
sorts of perceptual organization are apparent. First, percep-
tual grouping is achieved on the basis of common fate; sec-
ond, the common motion is serving as a moving frame of
reference for the perception of the event’s relative motion.

Another event that has received considerable attention is
the perception of a few point lights moving as if attached to a
rolling wheel. Duncker (1929/1937) showed that the motions
perceived in this event depend upon where the configuration
of point lights is placed on the wheel. If two point lights are
place on the rim of an unseen wheel, 180 apart, then the
points will appear to move in a circle (relative motion) and at
the same time translate horizontally (common motion). On
the other hand, if the points are place 90 apart, so that the
center of the configuration does not coincide with the center
of the wheel, then the points will appear to tumble. The rea-
son for this difference is that the perceptual system derives
relative motions that occur around the center of the configu-
ration, with the observed common motion being of the con-
figural centroid (Borjesson & von Hofsten, 1975; Proffitt,
Cutting, & Stier, 1979). When the configural centroid coin-
cides with the hub of the wheel, smooth horizontal translation
is seen as the common motion. If it does not coincide, then
the common motion will follow a more complex wavy path
(a prolate cycloid).

Attempts have been made to provide a general processing
model for perceiving hierarchical motion organization; how-
ever, little success has been achieved. Johansson’s (1973)
perceptual vector analysis model describes well what is seen
in events, but does not derive these descriptions in a princi-
pled way. Restle (1979) applied Leeuwenberg’s (1971, 1978)
perceptual coding theory to many of Johansson’s displays.
By this account, the resulting perception is a consequence of
a minimization of the number of parameters required to
describe the event. The analysis worked well; however, it

evaluates descriptions after some other process has derived
them—thus it fails to account for the process that produces the
set of initial descriptions. Borjesson and von Hofsten (1975)
and Cutting and Proffitt (1982) proposed models in which the
perceptual system minimized relative motions. These ac-
counts work well for wheel-generated motions, but they are
not sufficiently general to account for the varieties of hierar-
chical motion organizations.

Not all motions are equally able to serve as perceptual
framesof reference. In thecaseof theballbouncingonawagon,
the common motion is a translation. Bertamini and Proffitt
(2000) compared events in which the common motion was a
translation, a rotation, or a divergence-convergence (radial ex-
pansion or contraction). They found that common translations
and divergence-convergence evoked hierarchical motion
organizations, but that rotations typically did not. In the cases
in which rotations did serve as perceptual reference frames, it
was found that they did so because there were also structural
invariants present in the displays. A structural invariant is a
spatialproperty that, in thesecases,was revealed inmotion.For
example, if one point orbited around another at a constant dis-
tance, then this spatial invariant would promote a perceptual
grouping. Given sufficiently strong spatial groupings, a rota-
tional common motion can be seen as a hierarchical reference
frame for the extraction of relative motions. One case in which
this occurs is the class of events called biological motions.

Biological Motion

Few displays have captured the imagination of perceptual
scientists as strongly as the point-light walker displays first
introduced to the field by Johansson (1973; Mass, Johansson,
Janson, & Runeson, 1971). These displays consist of spots of
light attached to the joints of an actor, who is then filmed in
the dark. When the actor is stationary, the lights appear as a
disorganized array. As soon as the actor moves, however,
observers recognize the human form as well as the actor’s
actions. In the Mass et al. movie, the actors walked, climbed
steps, did push-ups, and danced to a Swedish folk song. The
displays are delightful, as they demonstrate the amazing or-
ganizing power of the perceptual system under conditions of
seemingly minimal information.

Following Johansson’s lead, others showed that observers
could recognize their friends in such point-light displays
(Cutting & Kozlowski, 1977), and moreover that gender was re-
liably evident (Barclay, Cutting, & Kozlowski, 1978). Runeson
and Frykholm (1981) filmed point-light actors lifting different
weights in a box and found that observers could reliably judge
the amount of weight being lifted. These are amazing percep-
tual feats. Upon what perceptual processes are they based?
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When a point-light walker is observed, hierarchical nest-
ings of pendular motions are observed within the figure, along
with a translational common motion. Models have been pro-
posed for extracting connectivity in these events; however,
they are not sufficiently general to succeed in recovering
structure in cases in which the actor rotates, as in the Mass
et al. dancing sequence (D. D. Hoffman & Flinchbaugh,
1982; Webb & Aggarwal, 1982). These models look for
rigid relationships in the motions between points that are not
specific to biological motions. It may be that the perceptual
system is attuned to other factors specific to biomechanics,
such as necessary constraints on the phase relationships
among the limbs (Bertenthal & Pinto, 1993; Bingham,
Schmidt, & Zaal, 1999). It may also be the case that point-
light walker displays are organized, at least in part, by making
contact with representations in long-term memory that have
been established through experiences of watching people
walk. Consistent with this notion is the finding that when pre-
sented upside down, these displays are rarely identified as
people (Sumi, 1984). Cats have also been found to discrimi-
nate point-light cats from foils containing the same motions
in scrambled locations when the displays were viewed up-
right, but not when displays were upside down (R. Blake,
1993). Additional support for the proposal that experience
plays a role is seen in the findings on infant sensitivities to
biological motions. It has been found that infants as young as
3 months of age can extract some structure from point-light
walker displays (Bertenthal, Proffitt, & Cutting, 1984; Fox &
McDaniels, 1982). However, it is not until they are 7 to 9
months old that they show evidence of identifying the human
form. At earlier ages, they seem to be sensitive to local struc-
tural invariants.

Perceiving Dynamics

Suppose that you are taking a walk and notice a brick lying
on the ground. Now, suppose that as you approach the brick,
a small gust of wind blows it into the air. You will, of course,
be surprised and this surprise is a symptom of your violated
expectation that the brick was much too heavy to be moved
by the wind. Certainly, people form dynamical intuitions all
of the time about quantities such as mass. A question that has
stimulated considerable research is whether the formation of
dynamical intuitions is achieved by thought or by perception.

Hume (1739/1978) argued that perception could not sup-
ply sufficient and necessary information to specify the under-
lying causal necessity of events. Hume wrote that we see
forms and motions interacting in time, not the dynamic laws
that dictate the regularities that are observed in their motions.
Challenging Hume’s thesis, Michotte (1963) demonstrated

that people do, in fact, form spontaneous impressions about
causality when viewing events that have a collision-like
structure. Michotte’s studies created considerable interest in
the question of how much dynamic information could be per-
ceived in events.

In this spirit, Bingham, Schmidt, and Rosenblum (1995)
showed participants patch-light displays of simple events
such as a rolling ball, stirring water, and a falling leaf. Partic-
ipants were found to classify these events based upon simi-
larities in their dynamics.

Runeson (1977/1983) showed that there were regularities
in events that could support the visual perception of dynami-
cal quantities. So, for example, when two balls of different
mass collide, a ratio can be formed between the differences in
their pre- and postcollision velocities that specifies their rela-
tive masses. Moreover, it has been shown that, when people
view collision events, they can make relative mass judgments
(Gilden & Proffitt, 1989; Runeson, Juslin, & Olsson, 2000;
Todd & Warren, 1982). Contention exists, however, on the ac-
curacy of these judgments and on what underlying processes
are responsible for this ability. Following Todd and Warren
(1982), Gilden and Proffitt (1989) provided evidence that
judgments were based upon heuristics, such as the ball that
ricochets is lighter or the ball with greatest postcollision
speed is lighter. Like all heuristics, these judgments reflect
accuracy in some contexts but not in others. On the other
hand, Runeson et al. (2000) showed that people could make
accurate judgments, provided that these individuals are given
considerable practice with feedback.

People also perceive mass when viewing displays of
point-light actors lifting weights (Bingham, 1987; Runeson &
Frykholm, 1983). It has yet to be determined how accurate
people are in their judgments and upon what perceptual or
cognitive processes these judgments are based.

In addition to noticing dynamical quantities when viewing
events, people also seem more attuned to what is dynamically
appropriate when they view moving (as opposed to static)
displays. For example, many studies have used static de-
pictions to look at people’s apparent inability to accurately
predict trajectories in simple dynamical systems (Kaiser,
Jonides, & Alexander, 1986; McCloskey, 1983; McCloskey,
Caramazza, & Green, 1980). For example, when asked to
predict the path of an object dropped by a moving carrier—
participants were shown a picture of an airplane carrying a
bomb—many people predict that it will fall straight down
(McCloskey, Washburn, & Felch, 1983). However, when
shown a computer animation of the erroneous trajectory that
they would predict, these people viewed these paths as being
anomalous and choose as correct the dynamically correct
event (Kaiser, Proffitt, Whelan, & Hecht, 1992).
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The ability to discriminate between dynamically correct
and anomalous events is not without limit. People’s ability to
perceptually penetrate rotational events has been found to be
severely limited. Kaiser et al. (1992) showed people com-
puter animations of a satellite spinning in space. The satellite
would open or close its solar panels; as it did so, its spinning
rate would increase, decrease, or reverse direction. Rotation
rate should increase as the panels contracted (and visa versa),
as does a twirling ice-skater who extends or contracts his or
her arms. People showed virtually no perceptual appreciation
for the dynamical appropriateness of the satellite simulations.
Other than when the satellite actually changed its rotational
direction, the dynamically anomalous and canonical events
were all judged to be equally possible. Another event that
does not improve with animation is performance on the
water-level task. In paper-and-pencil tests, it has been found
that about 40% of adults do not draw horizontal lines when
asked to indicate the surface orientation of water in a station-
ary tilted container (McAfee & Proffitt, 1991). Animating
this event does not improve performance (Howard, 1978).

Clearly, a theory of dynamical event perception needs
to specify not only what people can do, but also what they
cannot. Attempts to account for the limits of our dynamical
perceptions have focused on perceptual biases and on event
complexity. With respect to the former, perceptual frame-of-
reference biases have been used to explain certain biases in
people’s dynamical judgments (Hecht & Proffitt, 1995;
Kaiser et al., 1992; McAfee & Proffitt, 1991; McCloskey et
al., 1983). As a first approximation toward defining dynami-
cal event complexity, Proffitt and Gilden (1989) made a dis-
tinction between particle (easy) and extended body (hard)
motions. Particle motions are those that can be described ad-
equately by treating the object as if it were a point particle
located at the object’s center of mass. Free-falling is a parti-
cle motion if air resistance is ignored. Extended body
motions make relevant other object properties such as shape
and rotations. A spinning top is an example of an extended
body motion. The apparent gravity-defying behavior of a
spinning top gives evidence to our inability to see the dy-
namical constraints that cause it to move as it does. Tops are
enduring toys because their dynamics cannot be penetrated
by perception.

Perceiving Our Own Motion

In this section, we consider the perception of our own motion
by examining three problems: how we perceive our direction
of motion (heading); the illusion of self-motion experienced
by stationary individuals when viewing moving visual sur-
rounds (vection); and the visual control of posture.

Heading

In studying how the direction of self-motion (or heading) is
recovered, researchers have focused on the use of relevant vi-
sual information. However, vestibular information (Berthoz,
Istraël, George-François, Grasso, & Tsuzuku, 1995) and
feedback from eye movements (Royden, Banks, & Crowell,
1992) may also play a role in this task. Gibson (1950) pro-
posed that the primary basis for the visual control of locomo-
tion is optic flow.

In general, instantaneous optic flow can be conceptualized
as the sum of a translational and a rotational component (for a
detailed discussion, see Hildreth & Royden, 1998; Warren,
1998). The translational component alone generates a radial
pattern of velocity vectors emanating from a singularity in the
velocity field called the focus of expansion (FOE). A pure
translational flow is generated, for example, when an ob-
server moves in a stationary environment while looking in the
direction of motion. In these circumstances, the FOE speci-
fies the direction of self-motion. In general, however, optic
flow contains a rotational component as well, such as when an
observer experiences pursuit eye movement when fixating on
a point not in line with the motion direction. For a pure rota-
tional flow, equivalent to a rigid rotation of the world about
the eye, both the direction and magnitude of the velocity
vectors are independent of the distance between the observer
and the projected features. The rotational component, there-
fore, is informative neither about the structure of the environ-
ment, nor about the motion of the observer. The presence of
the rotational flow, however, does complicate retinal flow.
When both translational and rotational components are pre-
sent, a singularity still exists in the flow field, but in this case
it specifies the fixation point rather than the heading direction.
Thus, “if observers simply relied on the singularity in the field
to determine heading, they would see themselves as heading
toward the fixation point” (Warren, 1995, p. 273).

Many theoretical analyses have demonstrated how the di-
rection of heading could be recovered from the optic flow
(e.g., Regan & Beverly, 1982). However, no agreement exists
on whether, in a biologically plausible model of heading, the
rotational component must first be subtracted from retinal
flow in order to recover the FOE from the translational flow,
or whether heading can be recovered without decomposing
retinal flow into its two components. Most of the theoretical
analyses of the compound velocity field have been developed
for computer vision applications and have followed the first
of these two routes (for a review, see Hildreth & Royden,
1998). The second approach has received less attention and
has been advocated primarily by Cutting and collaborators
(Cutting, Springer, Braren, & Johnson, 1992). Although
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followers of this second proposal used more naturalistic set-
tings, most studies on the perception of heading have used
random-dot displays simulating the optical motion that
would be produced by an observer moving relative to a
ground plane, a three-dimensional cloud of dots, or one or
more fronto-parallel surfaces at different depths.

Overall, empirical investigations on heading show that the
human visual system can indeed recover the heading direc-
tion from velocity fields like those generated by the normal
range of locomotion speeds. The psychophysical studies in
particular have revealed the following about human percep-
tion of heading: It is remarkably robust in noisy flow fields
(van den Berg, 1992); it is capable of making use of sparse
clouds of motion features (Cutting et al., 1992) and of ex-
traretinal information about eye rotation (Royden, Banks, &
Crowell, 1992); and it improves in its performance when
other three-dimensional cues are present in the scene (van
den Berg & Brenner, 1994). Some of the proposed computa-
tional models embody certain of these features, but so far no
model has been capable of mimicking the whole range of ca-
pabilities revealed by human observers.

Vection

Observers sometimes experience an illusory perception of
self-motion while sitting in a stationary train and watching an
adjacent train pulling out of the station.This train illusion is the
best-known example of vection (Fisher & Kornmüller, 1930).
Vection can be induced not only by visual, but also by auditory
(Lackner, 1977), somatosensory (Lackner & DiZio, 1984),
and combined somatosensory and kinesthetic (Bles, 1981) in-
formation. The first studies on visually induced vection can be
dated back to Mach (1875) and were performed using a verti-
cally striped optokinetic drum or an endless belt (Mach, 1922).
Two kinds of vection can be distinguished: circular and linear.
Circular vection typically refers to yaw motion about the verti-
cal axis, whereas linear vection refers to translatory motion
through a vertical or horizontal axis. Vection is called satu-
rated when the inducing stimulus appears to be stationary and
only self-motion is perceived (Wertheim, 1994).

Linear vection is typically induced about 1–2 s after the
onset of stimulation (Giannopulu & Lepecq, 1998), circular
vection after about 2–3 s, and saturated vection after about 10 s
(Brandt, Dichgans, & Koenig, 1973). A more compelling
vection is induced by faster speeds of translation or rotation
(Larish & Flach, 1990), by low temporal frequencies (Berthoz,
Lacour, Soechting, & Vidal, 1979), by more or larger elements
(Brandt, Wist, & Dichgans, 1975); this is also the case when
larger retinal areas are stimulated (Brandt et al., 1975) and
when the inducing stimulus belongs to the background relative
to the foreground (Nakamura & Shimojo, 1999).

Visual Control of Posture

Postural stability, or stance, is affected by visual, vestibular,
and somatosensory information. Visual and somatosensory
information are more effective in the low-frequency range of
postural sway, whereas vestibular information is more effec-
tive in the high-frequency range (Howard, 1986). A device
known as the moving room has been used to demonstrate that
visual information can be used to control posture. In their
original study, Lee and Aronson (1974) required infants to
stand within a room in which the walls were detached from
the floor and could slide back and forth. They reported that
when the walls moved, infants swayed or staggered in spite
of the fact that the floor remained stationary, a finding later
replicated by many other studies (Bertenthal & Bai, 1989; for
adult, see Lee & Lishman, 1975).

Two sources of visual information are available for pos-
tural control: the radial and lamellar motions of front and side
surfaces, respectively, and the motion parallax between ob-
jects at different depths that is generated by the translation of
the observer’s head (Warren, 1995). Evidence has shown that
posture is regulated by compensatory movements that tend to
minimize both of these patterns of optical motion (Lee &
Lishman, 1975; Warren, Kay, & Yilmaz, 1996). Three hy-
potheses have been proposed concerning the locus of retinal
stimulation: (a) the peripheral dominance hypothesis, which
states that the retinal periphery dominates both the perception
of self-motion and the control of stance (Dichgans & Brandt,
1978); (b) the retinal invariance hypothesis, which states that
self-motion and object motion are perceived independently of
the part of the retina being stimulated (Crowell & Banks,
1993); and (c) the functional sensitivity hypothesis, which
states that “central vision accurately extracts radial . . . and
lamellar flow, whereas peripheral vision extracts lamellar flow
but it is less sensitive to radial . . . flow” (Warren & Kurtz,
1992, p. 451). Empirical findings have contradicted the pe-
ripheral dominance hypothesis (Stoffregen, 1985) and the
functional sensitivity hypothesis (Bardy, Warren, & Kay,
1999). Instead, they support the retinal invariance hypothesis
by emphasizing the importance of the optic-flow structure for
postural control, regardless of the locus of retinal stimulation.

Perceiving Approaching Objects

Time to Contact and Time to Passage

Coordinating actions within a dynamic environment often
requires temporal information about events. For example,
when catching a ball, we need to be able to initiate the grasp
before the ball hits our hand. One might suspect that in order
to plan for the ball’s time of arrival, the perceptual system
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would have to compute the ball’s speed and distance; how-
ever, this turns out not to be the case. In determining time to
contact, there exists an optical invariant, tau, which does not
require that object speed or distance be taken into account.

First derived by Hoyle (1957) in his science-fiction novel,
The Black Cloud, and later introduced to the vision commu-
nity by Lee (1974), tau relates the optical size of an object
to its rate of expansion in a manner that specifies time to
contact. Tau is defined as follows:

tau � ������t

where � is the angular extend of the object in radians, and
����t is the rate of its expansion. Tau specifies time to contact
under the assumption that the object is moving with a con-
stant velocity.

In the case in which the object and observer are not on a
collision course, a similar relationship specifies time to pas-
sage (Lee, 1974, 1980). Let � be the angular extent between
the observer’s heading direction and the object, then time-to-
passage, in terms of tau, is defined by

tau � ������t

Tresilian (1991) has refined the definition of tau by distin-
guishing between local and global tau. Local tau can be com-
puted solely on the basis of information about angular extents
and their rate of change. Global tau is only available to a
moving observer and requires that the direction of heading be
computed as well.

Research on tau has taken two forms. First, researchers
have investigated whether people and animals are sensitive to
time to contact and time to passage. Second, they have stud-
ied whether performance is actually based upon a perceptual
derivation of tau. In summary, the literature suggests that
time to contact and time to passage are accurately perceived;
however, whether this perceptual feat is due to an apprecia-
tion of tau is currently a point of contention.

Optical expansion, or looming, evokes defensive postures
in adults, animals (Schiff, 1965), and human infants (Bower,
Broughton, & Moore, 1970). The assumption is that these de-
fensive actions are motivated by a perception that the ex-
panding object is on an imminent collision course. Although
it is tempting to think of the link between looming and im-
pending collision as being innate, human infants do not
clearly show behaviors that can be defined as defensive in
these conditions until 9 months of age (Yonas et al., 1977).

Adults are quite accurate in making time-to-contact judg-
ments (Schiff & Oldak, 1990; Todd, 1981). Todd’s data show
relative time-to-contact judgments to be sensitive to less than
100-ms time differences. Relative time-to-passage judgments

are less accurate, requiring differences of about 500 ms
(Kaiser & Mowafy, 1993).

How people actually make time-to-contact judgments is
currently a topic of debate. In a review of the literature, Wann
(1996) found that empirical support for the tau proposal was
weak and that other optical variables, such as indexes of rela-
tive distance, could account for research findings as well as
tau. Recently, Tresilian (1999) provided a revised tau hypoth-
esis in which it is acknowledged that the effective informa-
tion in time-to-contact situations is task- and context-specific,
and moreover that it involves the utilization of multiple cues
from diverse sources.

Intercepting a Fly Ball

In order to catch a fly ball, players must achieve two goals:
First, they must get themselves to the location where the ball
will land; and second, they must catch it. It seems reasonable
to assume that satisfying the first goal of interception would
require a determination of the ball’s landing location, but this
is not necessarily so. If a player looks at the ball in flight and
runs so that the ball’s perceived trajectory follows a straight
path, then the ball will intersect the player’s path on its de-
scent (McBeath, Shaffer, & Kaiser, 1995). If players fol-
lowed this simple control heuristic, then they would run
along curved paths to the location of the ball’s landing. If, in-
stead, they knew where the ball would land, then they would
run to that place in a straight line. In fact, outfielders run on
curved paths that closely follow the predictions of the control
heuristic formulation (McBeath et al., 1995). (See the chapter
by Heuer in this volume for a discussion of motor control.) 

This final experimental finding clearly points to the diffi-
culty of disentangling conscious visual perceptions from the
visual control of actions. Ask baseball players what they do
when they catch fly balls, and they will tell you that they see
the ball moving through space and run to where they can catch
it. Without doubt, they perceive the ball to be moving in depth.
On the other hand, the control heuristic that guides their run-
ning does not entail a representation of three-dimensional
space. The heuristic applies to a two-dimensional representa-
tion of the ball’s trajectory in the virtual image plan defined by
their line of sight to the ball.

CONCLUSION

In perceiving depth and events, the relevant information is
both limited and abundant. Viewed in isolation, visual infor-
mation is almost always found lacking in its ability to uniquely
specify those aspects of the environment to which it relates.
However, combining different informational sources leads to
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a more satisfactory state of affairs. In general, the more com-
plex the visual scene, the more well specified it becomes.

Movement- and goal-directed behaviors are complications
that add considerably to the sufficiency of optical information
for specifying environmental layout and events; however,
their study has recently led to the following conundrum: Con-
scious visual perceptions and visually guided actions do not
always reflect a common underlying representation. For ex-
ample, geographical slant is grossly overestimated; however,
a visually guided adjustment of perceived slant is accurate.
When catching a baseball, players perceive themselves to be
moving in a three-dimensional environment even though the
visual guidance of their running path is controlled by heuris-
tics applied to a two-dimensional representation of the scene.
The disparity between awareness and action in these cases
may reflect the functioning of multiple perceptual systems.

Looking to the future, we see at least three developments
that should have a significant impact on research on how peo-
ple perceive depth and events. These developments include
(a) improvements in research technology, (b) increased
breadth in the interdisciplinary nature of research, and (c) in-
creased sophistication in the theoretical approach.

Perceptual research has benefited enormously from com-
puter technology. For example, Johansson (1950) used com-
puters to create moving point-light displays on an oscilloscope
thereby establishing the field of event perception. Current
computer systems allow researchers to create almost any
imaginable scene. Over the last 10 years, immersive displays
have become available. Immersive displays surround ob-
servers and allow them to move and interact within a virtual
environment. Head-mounted displays present images with
small screens in front of the eyes and utilize tracking systems
to register the position and orientation of the head and other
tracked parts of the body.Another immersive display system is
the Cave Automatic Virtual Environment, CAVE, which is a
room having rear-projected images. The observer’s head is
tracked and the projected images transform in a manner
consistent with the observer’s movement through a three-
dimensional environment. Such immersive display systems
allow researchers to control optical variables that heretofore
could only be manipulated within the confines of a computer
terminal. Given the increased availability of immersive dis-
play systems, we expect to see more investigations of per-
ceptions in situations entailing the visual control of action.

Understanding the perception of space and events is of in-
terest to a wide variety of disciplines. The current chapter has
emphasized the psychophysical perspective, which relates rel-
evant optical information to perceptual sensitivities. However,
within such fields as computer science and cognitive neuro-
science, there is also considerable research on this topic.

Computer scientists are often interested in automating per-
ceptual feats, such as the recovery of three-dimensional struc-
ture from optical motion information, and comparisons of
digital and biological algorithms have proven to be useful
(Marr, 1982). Another area of computer science that is ripe
for interdisciplinary collaboration is in the computer-graphics
animation of events. Interestingly, many movies today em-
ploy methods of motion capture to create computer-animated
actors. These methods entail placing sensors on the head and
joints of real actors and recovering an animation of a stick
figure that can be fleshed out in graphics. One cannot help but
think of Johansson’s point-light walker displays when view-
ing such a motion capture system in use. Currently, there is
considerable work attempting to create synthetic actors di-
rectly with algorithms. Perceptual scientists should be able to
learn a lot by studying what works and what does not in this
attempt to create synthetic thespians. Just as the pictorial
depth cues were first discovered by artists and then articu-
lated by psychologists, the study of computer-simulated
events should help us better understand what information is
needed to evoke the perceptions of such natural motions as a
person walking, and perhaps more generally, perceptions of
animacy and purpose.

Research in cognitive neuroscience has had an increasing
impact on perceptual theory, and this trend is likely to con-
tinue. Advances in clinical case studies, functional brain
imaging, and animal research have greatly shaped our current
conceptions of perceptual processing. For example, the
anatomical significance of the dorsal and ventral cortical
pathways is currently receiving a lot of attention (Creem &
Proffitt, 2001). These two pathways are the dominant visual
processing streams in the cortex; however, there are many
others visual streams in the brain. We have much to learn
from functional anatomy that will help us constrain and de-
velop our theoretical conceptions.

Finally, there have been a number of recent advances in
the sophistication of our theoretical approach. One of the
most notable of these was made recently by Cutting and
Vishton (1995). Every text on depth perception provides a list
of depth cues, as does the current chapter. How these cues
are combined is still much debated. Given the huge number
of cues, however, an account of how depth is perceived in
the context of all possible combinations of these variables
is probably unattainable. On the other hand, Cutting and
Vishton showed that there is much to be gained by investi-
gating the range of efficacy of different cues. For example,
binocular disparity is useful at near distances but not far ones,
whereas occlusion is equally useful at all distances. Looking
at the problem of depth perception from this perspective mo-
tivates a search for the conditions under which information is
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useful. A related theoretical approach is seen in the search for
perceptual heuristics. Heuristics are simple processing rules
having a precision that is no better than what is needed to ef-
fectively guide behavior. The control heuristics engaged
when catching baseballs are examples (McBeath et al.,
1995). From a pragmatic perspective, optical information is
useful to the degree that it helps inform the requirements de-
fined by the demands of the task at hand.
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In order to convey linguistic messages that are accessible to
listeners, speakers have to engage in activities that count in
their language community as encodings of the messages in
the public domain. Accordingly, spoken languages consist of
forms that express meanings; the forms are (or, by other
accounts, give rise to) the actions that make messages public
and perceivable. Psycholinguistic theories of speech are con-
cerned with those forms and their roles in communicative
events. The focus of attention in this chapter will be on the
phonological forms that compose words and, more specifi-
cally, on consonants and vowels. 

As for the roles of phonological forms in communicative
events, four are central to the psycholinguistic study of
speech. First, phonological forms may be the atoms of word
forms as language users store them in the mental lexicon. To
study this is to study phonological competence (that is,
knowledge). Second, phonological forms retrieved from
lexical entries may specify words in a mental plan for an
utterance. This is phonological planning. Third, phonologi-

cal forms are implemented as vocal tract activity, and to
study this is to study speech production. Fourth, phonologi-
cal forms may be the finest-grained linguistic forms that lis-
teners extract from acoustic speech signals during speech
perception. The main body of the chapter will constitute
a review of research findings and theories in these four
domains.

Before proceeding to those reviews, however, I provide a
caveat and then a setting for the reviews. The caveat is about
the psycholinguistic study of speech. Research and theoriz-
ing in the domains under review generally proceed indepen-
dently and therefore are largely unconstrained by findings in
the other domains (cf. Kent & Tjaden, 1997, and Browman &
Goldstein, 1995a, who make a similar comment). As my
review will reveal, many theorists have concluded that the
relevant parts of a communicative exchange (phonological
competence, planning, production, and perception) fit to-
gether poorly. For example, many believe that the forms of
phonological competence have properties that cannot be
implemented as vocal tract activity, so that the forms of lan-
guage cannot literally be made public. My caveat is that this
kind of conclusion may be premature; it may be a conse-
quence of the independence of research conducted in the four
domains. The stage-setting remarks just below will suggest
why we should expect the fit to be good.

Preparation of this chapter was supported by NICHD grant
HD-01994 and NIH grants DC-02717 and DC-03782 to Haskins
Laboratories.
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In the psycholinguistic study of speech, as in psycholin-
guistics generally (see chapter by Treiman, Clifton, Meyer, &
Wurm in this volume), the focus of attention is almost solely
on the individual speaker/hearer and specifically on the mem-
ory systems and mental processing that underlie speaking or
listening. It is perhaps this sole focus of attention that has fos-
tered the near autonomy of investigations into the various
components of a communicative exchange just described.
Outside of the laboratory, speaking almost always occurs in
the context of social activity; indeed, it is, itself, prototypi-
cally a social activity. This observation matters, and it can help
to shape our thinking about the psycholinguistics of speech.

Although speaker/hearers can act autonomously, and
sometimes do, often they participate in cooperative activities
with others; jointly the group constitutes a special purpose sys-
tem organized to achieve certain goals. Cooperation requires
coordination, and speaking helps to achieve the social coordi-
nations that get conjoint goals accomplished (Clark, 1996).

How, at the phonological level of description, can speech
serve this role? Speakers speak intending that their utterance
communicate to relevant listeners. Listeners actively seek to
identify what a talker said as a way to discover what the talker
intended to achieve by saying what he or she said. Required
for successful communication is achievement of a relation of
sufficient equivalence between messages sent and received.
I will refer to this relation, at the phonological level of de-
scription, as parity (Fowler & Levy, 1995; cf. Liberman &
Whalen, 2000).

That parity achievement has to be a typical outcome of
speech is one conclusion that emerges from a shift in per-
spective on language users, a shift from inside the mind or
brain of an individual speaker/listener to the cooperative
activities in which speech prototypically occurs. Humans
would not use speech to communicate if it characteristically
did not. This conclusion implies that the parts of a commu-
nicative exchange (competence, planning, production, per-
ception) have to fit together pretty well. 

A second observation suggests that languages should have
parity-fostering properties. The observation is that language
is an evolved, not an invented, capability of humans. This is
true of speech as well as of the rest of language. There are
adaptations of the brain and the vocal tract to speech (e.g.,
Lieberman, 1991), suggesting that selective pressures for ef-
ficacious use of speech shaped the evolutionary development
of humans.

Following are two properties that, if they were character-
istic of the phonological component of language, would be
parity fostering. The first is that phonological forms, here
consonants and vowels, should be able to be made public and
therefore accessible to listeners. Languages have forms as

well as meanings exactly because messages need to be made
public to be communicated. The second parity-fostering
characteristic is that the elements of a phonological message
should be preserved throughout a communicative exchange.
That is, the phonological elements of words that speakers
know in their lexicons should be the phonological ele-
ments of words that they intend to communicate, they should
be units of action in speech production, and they should be
objects of speech perception. If the elements are not pre-
served—if, say, vocal tract actions are not phonological
things and so acoustic signals cannot specify phonological
things—then listeners have to reconstruct the talker’s phono-
logical message from whatever they can perceive. This
would not foster achievement of parity.

The next four sections of the chapter review the literature
on phonological competence, planning, production, and per-
ception. The reviews will accurately reflect the near inde-
pendence of the research and theorizing that goes on in each
domain. However, I will suggest appropriate links between
domains that reflect the foregoing considerations.

PHONOLOGICAL COMPETENCE

The focus here is on how language users know the spoken
word forms of their language, concentrating on the phono-
logical primitives, consonants and vowels (phonetic or
phonological segments). Much of what we know about this
has been worked out by linguists with expertise in phonetics
or phonology. However, the reader will need to keep in mind
that the goals of a phonetician or phonologist are not neces-
sarily those of a psycholinguist. Psycholinguists want to
know how language users store spoken words. Phoneticians
seek realistic descriptions of the sound inventories of lan-
guages that permit insightful generalizations about universal
tendencies and ranges of variation cross-linguistically. Pho-
nologists seek informative descriptions of the phonological
systematicities that languages evidence in their lexicons.
These goals are not psychologically irrelevant, as we will see.
However, for example, descriptions of phonological word
forms that are most transparent to phonological regularities
may or may not reflect the way that people store word forms.
This contrast will become apparent below when theories of
linguistic phonology are compared specifically to a recent
hypothesis raised by some speech researchers that lexical
memory is a memory of word tokens (exemplars), not of
abstract word types.

Word forms have an internal structure, the component
parts of which are meaningless. The consonants and vowels
are also discrete and permutable. This is one of the ways
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in which language makes “infinite use of finite means”
(Von Humbolt, 1936/1972; see Studdert-Kennedy, 1998).
There is no principled limit on the size of a lexicon having to
do with the number of forms that can serve as words. And we
do know a great many words; Pinker (1994) estimates about
60,000 in the lexicon of an average high school graduate.
This is despite the fact that languages have quite limited
numbers of consonants and vowels (between 11 and 141 in
Maddieson’s (1984) survey of 317 representative languages
of the world).

In this regard, as Abler (1989) and Studdert-Kennedy
(1998) observe, languages make use of a “particulate princi-
ple” also at work in biological inheritance and chemical com-
pounding, two other domains in which infinite use is made of
finite means. All three of these systems are self-diversifying
in that, when the discrete particulate units of the domain
(phonological segments, genes, chemicals) combine to form
larger units, their effects do not blend but, rather, remain
distinct. (Accordingly, words that are composed of the same
phonological segments, such as “cat,” “act,” and “tack,”
remain distinct.). In language, this in part underlies the un-
boundedness of the lexicon and the unboundedness of what
we can use language to achieve. Although some writing
about speech production suggests that, when talkers coarticu-
late, that is, when they temporally overlap the production of
consonants and vowels in words, the result is a blending of
the properties of the consonants and vowels (as in Hockett’s,
1955, famous metaphor of coarticulated consonants and
vowels as smashed Easter eggs), this is a mistaken under-
standing of coarticulation. Certainly, the acoustic speech sig-
nal at any point in time is jointly caused by the production of
more than one consonant or vowel. However, the information
in its structure must be about discrete consonants and vowels
for the particulate principle to survive at the level of lexical
knowledge.

Phonetics

Feature Systems

From phonetics we learn that consonants and vowels can be
described by their featural attributes, and, when they are,
some interesting cross-linguistic tendencies are revealed.
Feature systems may describe consonants and vowels largely
in terms of their articulatory correlates, their acoustic corre-
lates, or both. A feature system that focuses on articulation
might distinguish consonants primarily by their place and
manner of articulation and by whether they are voiced or
unvoiced. Consider the stop consonants in English. Stop is a
manner class that includes oral and nasal stops. Production of

these consonants involves transiently stopping the flow of air
through the oral cavity. The stops of English are configured
as shown.

Bilabial Alveolar Velar

oral stops: voiced b d g
unvoiced p t k

nasal stops: voiced m n N

The oral and nasal voiced stops are produced with the vocal
folds of the larynx approximated (adducted); the oral voice-
less stops are produced with the vocal folds apart (abducted).
When the vocal folds are adducted and speakers exhale as
they speak, the vocal folds cyclically open and close releas-
ing successive puffs of air into the oral cavity. We hear a voic-
ing buzz in consonants produced this way. When the vocal
folds are abducted, air flows more or less unchecked by the
larynx into the oral cavity, and we hear such consonants as
unvoiced.

Compatible descriptions of vowels are in terms of height,
backing, and rounding. Height refers to the height of the
tongue in the oral cavity, and backing refers to whether the
tongue’s point of closest contact with the palate is in the back
of the mouth or the front. Rounding (and unroundedness)
refers to whether the lips are protruded during production of
the vowel as they are, for example, in the vowel in shoe.

Some feature systems focus more on the acoustic realiza-
tions of the features than on the articulatory realizations. One
example of such a system is that of Jakobson, Fant, and Halle
(1962), who, nonetheless, also provide articulatory correlates
of the features they propose. An example of a feature contrast
of theirs that is more obviously captured in acoustic than
articulatory terms is the feature [�grave]. Segments denoted
as [+ grave] are described as having acoustic energy that pre-
dominates in the lower region of the spectrum. Examples of
[+ grave] consonants are bilabials with extreme front articu-
lations and uvulars with extreme back places of articulation.
Consonants with intermediate places of articulation are
[– grave]. Despite the possible articulatory oddity of the fea-
ture contrast [�grave], Jakobson, Fant, and Halle had reason
to identify it as a meaningful contrast (see Ohala, 1996, for
some reasons).

Before turning to what one can learn by describing conso-
nants and vowels in terms of their features, consider two addi-
tional points that relate back to the stage-setting discussion
above. First, many different feature systems have been pro-
posed. Generally they are successful in describing the range of
consonants and vowels in the world’s languages and in captur-
ing the nature of phonological slips of the tongue that speakers
make (see section titled “Speech Errors”). Both of these
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observations are relevant to a determination of how language
users know the phonological forms of words. Nonetheless,
there are differences among the systems that may have psy-
chological significance. One relates back to the earlier discus-
sion of parity. I suggested there that a parity-fostering property
of languages would be a common currency in which messages
are stored, formulated, sent, and received so that the phonolog-
ical form of a message is preserved throughout a communica-
tive exchange.Within the context of that discussion, a proposal
that the features of consonants and vowels as language users
know them are articulatory implies that the common currency
is articulatory. A proposal that featural correlates are acoustic
suggests that the common currency is acoustic.

A second point is that there is a proposal in the literature
that the properties of consonants and vowels on which lan-
guage knowledge and use depends are not featural. Rather,
the phonological forms of words as we know them consist of
“gestures” (e.g., Browman & Goldstein, 1990). Gestures are
linguistically significant actions of the vocal tract. An exam-
ple is the bilabial closing gesture that occurs when speakers
of English produce /b/, /p/, or /m/. Gestures do not map 1:1
onto either phonological segments or features. For example,
/p/ is produced by appropriately phasing two gestures, a bil-
abial constriction gesture and a devoicing gesture. Because
Browman and Goldstein (1986) propose that voicing is the
default state of the vocal tract producing speech, /b/ is
achieved by just one gesture, bilabial constriction. As for the
sequences /sp/, /st/, and /sk/, they are produced by appropri-
ately phasing a tongue tip (alveolar) constriction gesture for
/s/ and another constriction gesture for /p/, /t/, or /k/ with a
single devoicing gesture that, in a sense, applies to both con-
sonants in the sequence.

Browman and Goldstein (e.g., 1986) have proposed that
words in the lexicon are specified as sequences of appropri-
ately phased gestures (that is, as gestural scores). In a parity-
fostering system in which these are primitives, the common
currency is gestural. This is a notable shift in perspective be-
cause the theory gives primacy to public phonological forms
(gestures) rather than to mental representations (features)
with articulatory or acoustic correlates.

Featural Descriptions and the Sound Inventories
of Languages

Featural descriptions of the sound inventories of languages
have proven quite illuminating about the psychological
factors that shape sound inventories. Relevant to our theme
of languages’ developing parity-fostering characteristics, re-
searchers have shown that two factors, perceptual distinctive-
ness and articulatory simplification (Lindblom, 1990), are

major factors shaping the consonants and vowels that lan-
guages use to form words. Perceptual distinctiveness is par-
ticularly important in shaping vowel inventories. Consider
two examples.

One is that, as noted earlier, vowels may be rounded (with
protruded lips) or unrounded. In Maddieson’s (1984) survey
of languages, 6% of front vowels were rounded, whereas
93.5% of back vowels were rounded. The evident reason for
the correlation between backing and rounding is perceptual
distinctiveness. Back vowels are produced with the tongue’s
constriction location toward the back of the oral cavity. This
makes the cavity in front of the constriction very long.
Rounding the lips makes it even longer. Front vowels are pro-
duced with the tongue constriction toward the front of the
oral cavity so that the cavity in front of the constriction is
short. An acoustic consequence of backing/fronting is the fre-
quency of the vowel’s second formant (i.e., the resonance as-
sociated with the acoustic signal for the vowel that is second
lowest in frequency [F2]). F2 is low for back vowels and high
for front vowels. Rounding back vowels lowers their F2 even
more, enhancing the acoustic distinction between front and
back vowels (e.g., Diehl & Kluender, 1989; Kluender, 1994).

A second example also derives from the study of vowel
inventories. The most frequently occurring vowels in
Maddieson’s (1984) survey were /i/ (a high front unrounded
vowel as in heat), /a/ (a low central unrounded vowel as in
hot) and /u/ (a high back rounded vowel as in hoot), occur-
ring in 83.9% (/u/) to 91.5% (/i/) of the language sample.
Moreover, of the 18 languages in the survey that have just
three vowels, 10 have those three vowels. Remarkably, most
of the remaining 8 languages have minor variations on the
same theme. Notice that these vowels, sometimes called the
point vowels, form a triangle in vowel space if the horizontal
dimension represents front-to-back and the vertical dimen-
sion vowel height:

i u
a

Accordingly, they are as distinct as they can be articulatorily
and acoustically. Lindblom (1986) has shown that a principle
of perceptual distinctiveness accurately predicts the location
of vowels in languages with more than three vowels. For
example, it accurately predicts the position of the fourth and
fifth vowels of five-vowel inventories, the modal vowel in-
ventory size in Maddieson’s survey.

Consonants do not directly reflect a principle of perceptual
dispersion as the foregoing configuration of English stop
consonants suggests. Very tidy patterns of consonants in
voicing, manner, and place space are common, yet such
patterns mean that phonetic space is being densely packed.
An important consideration for consonants appears to be
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articulatory complexity. Lindblom and Maddieson (1988)
classified consonants of the languages of the world into basic,
elaborated, and complex categories according to the com-
plexity of the articulatory actions required to produce them.
They found that languages with small consonant inventories
tend to restrict themselves to basic consonants. Further, lan-
guages with elaborated consonants always have basic conso-
nants as well. Likewise, languages with complex consonants
(for example, the click consonants of some languages of
Africa) always also have both basic and elaborated conso-
nants as well. In short, language communities prefer con-
sonants that are easy to produce.

Does the foregoing set of observations mean that language
communities value perceptual distinctiveness in vowels but
articulatory simplicity in consonants? This is not likely.
Lindblom (1990) suggests that the proper concept for under-
standing popular inventories both of vowels and of conso-
nants is that of “sufficient contrast.” Sufficient contrast is the
equilibrium point in a tug-of-war between goals of perceptual
distinctiveness and articulatory simplicity. The balance shifts
toward perceptual distinctiveness in the case of vowel sys-
tems, probably because vowels are generally fairly simple
articulatorily. Consonants vary more in that dimension, and
the balance point shifts accordingly.

The major global observation here, however, is that the
requirements of efficacious public language use clearly shape
the sound inventories of language. Achievement of parity
matters.

Features and Contrast: Onward to Phonology

An important concept in discussions of feature systems is
contrast. A given consonant or vowel can, in principle, be
exhaustively described by its featural attributes. However,
only some of those attributes are used by a language commu-
nity to distinguish words. For example, in the English till, the
first consonant is /t/, an unvoiced, alveolar stop. It is also
“aspirated” in that there is a longish unvoiced and breathy in-
terval from the time that the alveolar constriction by the
tongue tip is released until voicing for the following vowel
begins. The /t/ in still is also an unvoiced, alveolar stop, but it
is unaspirated. This is because, in the sequence /st/, although
both the /s/ and the /t/ are unvoiced, there is just one devoic-
ing gesture for the two segments, and it is phased earlier with
respect to the tongue constriction gesture for /t/ than it is
phased in till. Whereas a change in any of the voicing,
manner, or place features can create a new word of English
(voicing: dill; manner: sill; place: pill), a change in aspiration
does not. Indeed, aspiration will vary due to rate of speaking
and emphasis, but the /t/ in till will remain a /t/.

Making a distinction between contrastive and noncon-
trastive features historically allowed a distinction to be made
also in how consonants and vowels were characterized. Char-
acterizing them as phonological segments (or phonemes)
involved specifying only their contrastive features. Charac-
terizing them as phonetic segments (or phones) involved spec-
ifying fairly exactly how they were to be pronounced. To a
first approximation, the contrastive/noncontrastive distinc-
tion evolved into another relating to predictability that has had
a significant impact on how modern phonologists have char-
acterized lexical word forms. Minimally, lexical word forms
have to specify unpredictable features of words. These are ap-
proximately contrastive features. That is, that the word mean-
ing “medicine in a small rounded mass to be swallowed
whole” (Mish, 1990) is pill, not, say, till, is just a fact about
English language use. It is not predictable from any general
phonological or phonetic properties of English. Language
users have to know the sequence of phonological segments
that compose the word. However, the fact that the /p/ is aspi-
rated is predictable. Stressed-syllable initial unvoiced stops
are aspirated in English. An issue for phonologists has been
whether lexical word forms are abstract, specifying only un-
predictable features (and so giving rise to differences between
lexical and pronounced forms of words), or whether they are
fully specified.

The mapping of contrastive/noncontrastive onto pre-
dictable/unpredictable is not exact. In context, some con-
trastive features of words can be predictable. For example, if
a consonant of English is labiodental (i.e., produced with
teeth against lower lip as in /f/ or /v/), it must be a fricative.
And if a word begins /skr/, the next segment must be
[+ vocalic]. An issue in phonology has been to determine
what should count as predictable and lexically unspecified.
Deciding that determines how abstract in relation to their pro-
nounced forms lexical entries are proposed to be.

Phonology

Most phonologists argue that lexical forms must be abstract
with respect to their pronunciations. One reason that has
loomed large in only one phonology (Browman &
Goldstein’s, e.g., 1986, Articulatory Phonology) is that we do
not pronounce the same word the same way on all occasions.
Particularly, variations in speaking style (e.g., from formal to
casual) can affect how a word is pronounced. Lexical forms,
it seems (but see section titled “Another Abstractness Issue”),
have to be abstracted away from detail that distinguishes
those different pronunciations. A second reason given for ab-
stract word forms is, as noted above, that some properties of
word forms are predictable. Some linguists have argued that
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lexical entries should include just what is phonologically un-
predictable about a word. Predictable properties can be filled
in another way, by rule application, for example. A final rea-
son that words in the lexicon may be phonologically abstract
is that the same morpheme may be pronounced differently in
different words. For example, the prefixes on inelegant and
imprecise are etymologically the same prefix, but the alveolar
/n/ becomes labial /m/ before labial /p/ in imprecise. To cap-
ture in the lexicon that the morpheme is the same in the two
words, some phonologists have proposed that they be given a
common form there.

An early theory of phonology that focused on the second
and third reasons was Chomsky and Halle’s (1968) genera-
tive phonology. An aim there was to provide in the lexicon
only the unpredictable phonological properties of words and
to generate surface pronunciations by applying rules that pro-
vided the predictable properties. In this phonology, the
threshold was rather low for identifying properties as pre-
dictable, and underlying forms were highly abstract.

A recent theory of phonology that appears to have super-
seded generative phonology and its descendents is optimality
theory, first developed by Prince and Smolensky (1993). This
theory accepts the idea that lexical forms and spoken forms
are different, but it differs markedly from generative phonol-
ogy in how it gets from the one to the other.

In optimality theory, there are no rules mediating lexical
and surface forms. Rather, from a lexical form, a large num-
ber of candidate surface forms are generated. These are eval-
uated relative to a set of universal constraints. The constraints
are ranked in language-particular ways, and they are violable.
The surface form that emerges from the competition is the
one that violates the fewest and the lowest ranked constraints.
One kind of constraint that limits the abstractness of underly-
ing forms is called a faithfulness constraint. One of these
specifies that lexical and surface forms must be the same.
(More precisely, every segment or feature in the lexical entry
must have an identical correspondent in the surface form, and
vice versa.) This constraint is violated in imprecise, the lexi-
cal form of which will have an /n/ in place of the /m/. A sec-
ond constraint (the identical cluster constraint in Pulleyblank,
1997) requires that consonant clusters share place of articula-
tion. It is responsible for the surface /m/.

On the surface, this model is not plausible as a psycholog-
ical one. That is, no one supposes that, given a word to say,
the speaker generates lots of possible surface forms and then
evaluates them and ends up saying the optimal one. But there
are models that have this flavor and are considered to have
psychological plausibility. These are network models. In
those models (e.g., van Orden, Pennington, & Stone, 1990),

something input to the network (say, a written word) activates
far more in the phonological component of the model than
just the word’s pronunciation. Research suggests that this
happens in humans as well (e.g., Stone, Vanhoy, & Van
Orden, 1997). The activation then settles into a state reflect-
ing the optimal output, that is, the word’s actual pronun-
ciation. From this perspective, optimality theory may be a
candidate psychological model of the lexicon.

Another theory of phonology, articulatory phonology
(Browman & Goldstein, 1986), is markedly different from
both of those described above. It does not argue from pre-
dictability or from a need to preserve a common form for
the same morpheme in the lexicon that lexical entries are
abstract. Indeed, in the theory, they are not very abstract. As
noted earlier, primitive phonological forms in the theory are
gestures. Lexical entries specify gestural scores. The lexical
entries are abstract only with respect to variation due to
speaking style. An attractive feature of their theory, as
Browman and Goldstein (1995a) comment, is that phonol-
ogy and phonetics are respectively macroscopic and micro-
scopic descriptions of the same system. In contrast to this, in
most accounts, phonology is an abstract, cognitive represen-
tation, whereas phonetics is its physical implementation. In
an account of language production incorporating articula-
tory phonology, therefore, there need be no (quite mysteri-
ous) translation from a mental to a physical domain (cf.
Fowler, Rubin, Remez, & Turvey, 1980); rather, the same
domain is at once physical and cognitive (cf. Ryle, 1949).
Articulatory phonology is a candidate for a psychological
model.

Another Abstractness Issue: Exemplar Theories
of the Lexicon

Psychologists have recently focused on a different aspect of
the abstractness issue. The assumption has been until recently
that language users store word types, not word tokens, in the
lexicon. That is, even though listeners may have heard the
word boy a few million times, they have not stored memories
of those few million occurrences. Rather, listeners have just
one word boy in their lexicon.

In recent years, this idea has been questioned, and some
evidence has accrued in favor of a token or exemplar memory
(see chapter by Goldstone & Kersten in this volume). The
idea comes from theories of memory in cognitive psychol-
ogy. Clearly, not all of memory is a type memory. We can
recall particular events in our lives. Some researchers have
suggested that exemplar memory systems may be quite
pervasive. An example theory that has drawn the attention of
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speech researchers is Hintzman’s (e.g., 1986) memory model,
MINERVA. In the model, input is stored as a trace, which
consists of feature values along an array of dimensions.
When an input is presented to the model, it not only lays
down its own trace, but it activates existing traces to the ex-
tent that they are featurally similar to it. The set of activated
traces forms a composite, called the echo, which bears great
resemblance to a type (often called a prototype in this litera-
ture). Accordingly, the model can behave as if it stores types
when it does not.

In the speech literature, researchers have tested for an ex-
emplar lexicon by asking whether listeners show evidence of
retaining information idiosyncratic to particular occurrences
of words, typically, the voice characteristics of the speaker.
Goldinger (1996) provided an interesting test in which listen-
ers identified words in noise. The words were spoken in 2, 6,
or 10 different voices. In a second half of the test (after a
delay that varied across subjects), he presented some words
that had occurred in the first half of the test. The tokens in
the second half were produced by the same speaker who
produced them in the first half (and typically they were the
same token) or were productions by a different speaker. The
general finding was that performance identifying words was
better if the words were repeated by the speaker who had pro-
duced them in the first half of the test. This across–test-half
priming persisted across delays between test halves as long
as one week. This study shows that listeners retain token-
level memories of words (see also Goldinger, 1998). Does
it show that these token-level memories constitute word
forms in the mental lexicon? Not definitively. However, it is
now incumbent on theorists who retain the claim that the lex-
icon is a type memory to provide distinctively positive evi-
dence for it.

PHONOLOGICAL PLANNING

Speakers are creators of linguistic messages, and creation
requires planning. This is in part because utterances are syn-
tactically structured so that the meaning of a sentence is dif-
ferent from the summed meanings of its component words.
Syntactic structure can link words that are distant in a sen-
tence. Accordingly, producing a syntactically structured ut-
terance that conveys an intended message requires planning
units larger than a word. Planning may also be required to get
the phonetic, including the prosodic, form of an utterance
right.

For many years, the primary source of evidence about
planning for language production was the occurrence of

spontaneous errors of speech production. In approximately
the last decade other, experimentally generated, behavioral
evidence has augmented that information source.

Speech Errors

Speakers sometimes make mistakes that they recognize as er-
rors and are capable of correcting. For example, intending to
say This seat has a spring in it, a speaker said This spring has
a seat in it (Garrett, 1980), exchanging two nouns in the in-
tended utterance. Or intending to say It’s the jolly green giant,
a speaker said It’s the golly green giant (Garrett, 1980), antic-
ipating the /g/ from green. In error corpora that researchers
have collected (e.g., Dell, 1986; Fromkin, 1973; Garrett,
1980; Shattuck-Hufnagel, 1979), errors are remarkably sys-
tematic and, apparently, informative about planning for
speech production.

One kind of information provided by these error corpora
concerns the nature of planning units. Happily, they appear to
be units that linguists have identified as linguistically coher-
ent elements of languages. However, they do not include
every kind of unit identified as significant in linguistic theory.
In the two examples above, errors occurred on whole words
and on phonological segments. Errors involving these
units are common, as are errors involving individual mor-
phemes (e.g., point outed; Garrett, 1980). In contrast, sylla-
ble errors are rare and so are feature errors (as in Fromkin’s,
1973, glear plue sky). Rime (that is, the vowel and any
postvocalic consonants of a syllable) errors occur, but conso-
nant-vowel (CV) errors are rare (Shattuck-Hufnagel, 1983).
This is not to say that syllables and features are irrelevant in
speech planning. They are relevant, but in a different way
from words and phonemes.

Not only are the units that participate in errors tidy, but the
kinds of errors that occur are systematic too. In the word
error above, quite remarkably, two words exchanged places.
Sometimes, instead, one word is anticipated, but it also oc-
curs in its intended slot (This spring has a spring in it) or a
word is perseverated (This seat has a seat in it). Sometimes,
noncontextual substitutions occur in which a word appears
that the speaker did not intend to say at all (This sheep has a
spring in it). Additions and deletions occur as well. To a close
approximation, the same kinds of errors occur on words and
phonological segments.

Errors have properties that have allowed inferences to
be drawn about planning for speech production. Words
exchange, anticipate, and perseverate over longer distances
than do phonological segments. Moreover, word substitu-
tions appear to occur in two varieties: semantic (e.g., saying
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summer when meaning to say winter) and form-based
(saying equivocal when meaning to say equivalent). These
observations suggested to Garrett (1980) that two broad
phases of planning occur. At a functional level, lemmas (that
is, words as semantic and syntactic entities) are slotted into a
phrasal structure. When movement errors occur, lemmas
might be put into the wrong phrasal slot, but because their
syntactic form class determines the slots they are eligible for,
when words anticipate, perseverate, or exchange, they are
members of the same syntactic category. Semantic substitu-
tion errors occur when a semantic neighbor of an intended
word is mistakenly selected. At a positional level, planning
concerns word forms rather than their meanings. This is
where sound-based word substitutions may occur.

For their part, phonological segment errors also have
highly systematic properties. They are not sensitive, as word
movement errors are, to the syntactic form class of the words
involved in the errors. Rather, they are sensitive to phonolog-
ical variables. Intended and erroneous segments in errors
tend to be featurally similar, and their intended and actual
slots are similar in two ways. They tend to have featurally
similar segments surrounding them, and they come from
the same syllable position. That is, onset (prevocalic) conso-
nants move to other onset positions, and codas (postvocalic
consonants) move to coda positions.

These observations led theorists (e.g., Dell, 1986; Shattuck-
Hufnagel, 1979) to propose that, in phonological planning, the
phonemes that compose words to be said are slotted into syl-
labic frames. Onsets exchange with onsets, because, when an
onset position is to be filled, only onset consonants are candi-
dates for that slot. There is something intuitively displeasing
about this idea, but there is evidence for it, theorists have of-
fered justifications for it, and there is at least one failed attempt
to avoid proposing a frame (Dell, Juliano, & Govindjee, 1993).
The idea of slotting the phones of a word into a structural
frame is displeasing, because it provides the opportunity for
speakers to make errors, but seems to accomplish little else.
The phones of words must be serially ordered in the lexical
entry. Why reselect and reorder them in the frame? One justifi-
cation has to do with productivity (e.g., Dell, 1986; Dell,
Burger, & Svec, 1997). The linguistic units that most fre-
quently participate in movement errors are those that we use
productively. That is, words move, and we create novel sen-
tences by selecting words and ordering them in new ways.
Morphemes move, and we coin some words (e.g., videocas-
sette) by putting morphemes together into novel combinations.
Phonemes move, and we coin words by selecting consonants
and vowels and ordering them in new ways (e.g., smurf ). The
frames for sentences (that is, syntactic structure) and for sylla-
bles permit the coining of novel sentences and words that fit

the language’s constraints on possible sentences and possible
words.

Dell et al. (1993; see also Dell & Juliano, 1996) developed
a parallel-distributed network model that allowed accurate
sequences of phones to be produced without a frame-content
distinction. The model nonetheless produced errors hitherto
identified as evidence for a frame. (For example, errors were
phonotactically legal the vast majority of the time, and con-
sonants substituted for consonants and vowels for vowels.)
However, the model did not produce anticipations, perse-
verations, or exchanges, and, even with modifications that
would give rise to anticipations and perseverations, it would
not make exchange errors. So far, theories and models that
make the frame-content distinction have the edge over any
that lack it.

Dell (1986) more or less accepted Garrett’s (1980) two-
tiered system for speech planning. However, he proposed
that the lexical system in which planning occurs has both
feedforward (word to morpheme to syllable constituent to
phone) links and feedback links, with activation of planned
lexical units spreading bidirectionally. The basis for this idea
was a set of findings in speech error corpora. One is that, al-
though phonological errors do create nonwords, they create
words at a greater than chance rate. Moreover, in experi-
mental settings, meaning variables can affect phonological
error rates (see, e.g., Motley, 1980). Accordingly, when
planning occurs at the positional level, word meanings are
not irrelevant, as Garrett had supposed. The feedforward
links in Dell’s network provide the basis for this influence.
A second finding is that semantic substitutions (e.g., the
summer/winter error above) tend to be phonologically more
related than are randomly re-paired intended and error
words. This implies activation that spreads along feedback
links.

In the last decade, researchers developed new ways to
study phonological planning. One reason for these develop-
ments is concern about the representativeness of error cor-
pora. Error collectors can only transcribe errors that they
hear. They may fail to hear errors or mistranscribe them for a
variety of reasons. Some errors occur that are inaudible. This
has been shown by Mowrey and MacKay (1990), who mea-
sured activity in muscles of the vocal tract as speakers pro-
duced tongue twisters (e.g., Bob flew by Bligh Bay). In some
utterances, Mowrey and MacKay observed tongue muscle
activity for /l/ during production of Bay even though the word
sounded error free to listeners. The findings show that errors
occur that transcribers will miss. Mowrey and MacKay also
suggest that their data show that subphonemic errors occur, in
particular, in activation of single muscles. This conclusion is
not yet warranted by their data, because other, unmonitored
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muscles for production of an intruding phoneme might also
have been active. However, it is also possible that errors may
appear to the listener tidier than they are.

We know, too, that listeners tend to “fluently restore”
(Marslen-Wilson & Welsh, 1978) speech errors. They may
not hear errors that are, in principle, audible, because they are
focusing on the content of the speaker’s utterance, not its
form. These are not reasons to ignore the literature on speech
errors; it has provided much very useful information. How-
ever, it is a reason to look for converging measures, and that
is the next topic.

Experimental Evidence About Phonological Planning

Some of the experimental evidence on phonological planning
has been obtained from procedures that induce speech errors
(e.g., Baars, Motley, & MacKay, 1975; Dell, 1986). Here,
however, the focus is on findings from other procedures in
which production response latencies constitute the main
dependent measure.

This research, pioneered by investigators at the Max
Planck Institute for Psycholinguistics in the Netherlands, has
led to a theory of lexical access in speech production (Levelt,
Roelofs, & Meyer, 1999) that will serve to organize presen-
tation of relevant research findings. The theory has been
partially implemented as a computational model, WEAVER
(e.g., Roelofs & Meyer, 1998). However, I will focus on the
theory itself. It begins by representing the concepts that a
speaker might choose to talk about, and it describes processes
that achieve selection of relevant linguistic units and ulti-
mately speech motor programs. Discussion here is restricted
to events beginning with word form selection.

In the theory, selection of a word form provides access to
the word’s component phonological segments, which are ab-
stract, featurally underspecified segments (see section titled
“Features and Contrast: Onward to Phonology”). If the word
does not have the default stress pattern (with stress on the syl-
lable with the first full vowel for both Dutch and English
speakers), planners also access a metrical frame, which spec-
ifies the word’s number of syllables and its stress pattern. For
words with the default pattern, the metrical frame is con-
structed online. In this theory, as in Dell’s, the segments are
types, not tokens, so that the /t/ in touch is the very /t/ in tiny.
This allows for the possibility of form priming. That is,
preparing to say a word that shares its initial consonant with
a prime word can facilitate latency to produce the target
word. In contrast to Dell’s (1986) model, however, conso-
nants are not exclusively designated either onset consonants
or coda consonants. That is, the /t/ in touch is also the very /t/
in date.

Accessed phonological segments are spelled out into
phonological word frames. This reflects an association of the
phonological segments of a word with the metrical frame, if
there is an explicit one in the lexical entry, or with a frame
computed on line. This process, called prosodification, is pro-
posed to be sequential; that is, segments are slotted into the
frame in an early-to-late (left-to-right) order.

Meyer and Shriefers (1991) found evidence of form prim-
ing and a left-to-right process in a picture-naming task. In one
experiment, at some stimulus onset asynchrony (SOA) be-
fore or after presentation of a picture, participants heard a
monosyllabic word that overlapped with the monosyllabic
picture name at the beginning (the initial CV), at the end (the
VC), or not at all. On end-related trials, the SOA between
word and picture was adjusted so that the VC’s temporal
relation to the picture was the same as that of the CV of
begin-related words. On some trials no priming word was
presented. The priming stimulus generally slowed re-
sponses to the picture, but, at some SOAs, it did so less if it
was related to the target. For words that overlapped with the
picture name in the initial CV, the response time advantage
(over response times to pictures presented with unrelated
primes) was significant when words were presented 150 ms
before the pictures (but not 300 ms before) and continued
through the longest lagging SOA tested, when words were
presented 150 ms after the picture. For words overlapping
with the picture name in the final VC, priming began to have
an effect at 0 ms SOA and continued through the 150-ms lag
condition. The investigators infer that priming occurs during
phonological encoding, that is, as speakers access the phono-
logical segments of the picture name. Perhaps at a 300-ms
lead the activations of phonological segments shared be-
tween prime and picture name have decayed by the time the
picture is processed. However, by a 150-ms lead, the prime
facilitates naming the picture, because phonemes activated
by its presentation are still active and appropriate to the pic-
ture. The finding that end-related primes begin facilitating
later than begin-related items, even though the overlapping
phonemes in the prime bore the same temporal relation to the
picture’s presentation as did the overlapping CVs or initial
syllables, suggests an early-to-late process. 

Using another procedure, Meyer (1990, 1991) also found
form priming and evidence of a left-to-right process. Meyer
(1990) had participants learn word pairs. Then, prompted by
the first word of the pair, they produced the second. In homo-
geneous sets of word pairs, disyllabic response words of each
pair shared either their first or their second syllable. In het-
erogeneous sets, response words were unrelated. The ques-
tion was whether, across productions of response words in
homogeneous sets, latencies would be faster than to response
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words in heterogeneous sets, because segments in the over-
lapping syllables would remain prepared for production.
Meyer found shorter response latencies only in the homoge-
neous sets in which the first syllable was shared across re-
sponse words. In a follow-up study, Meyer (1991) showed
savings when word onsets were shared but not when rimes
were shared. On the one hand, these studies provide evidence
converging with that of Meyer and Shriefers (1991) for form
priming and left-to-right preparation. However, the evidence
appears to conflict in that Meyer (1990, 1991) found no end-
overlap priming, whereas Meyer and Shriefers did. Levelt
et al. (1999) suggested, as a resolution, that the latter results
occur as the segments of a lexical item are activated, whereas
the results of Meyer reflect prosodification (that is, merging
of those segments with the metrical frame).

The theory of Levelt et al. (1999) makes a variety of
predictions about the prosodification process. First, the
phonological segments and the metrical frame are retrieved
as separate entities. Second, the metrical frame specifies only
the number of syllables in the word and the word’s stress pat-
tern; it does not specify the CV pattern of the syllables. Third,
for words with the default stress pattern, no metrical frame is
retrieved; rather, it is computed online.

Roelofs and Meyer (1998) tested these predictions using
the implicit priming procedure. In the first experiment, in
homogeneous sets, response words were disyllables with
second-syllable stress that shared their first syllables; het-
erogeneous sets had unrelated first syllables. Alternatively,
homogeneous (same first syllables) and heterogeneous
(unrelated first syllables) response words had a variable num-
ber of syllables (2–4) with second-syllable stress. None of the
words in this and the following experiments had the default
stress pattern, so that, according to the theory, a metrical
frame had to be retrieved. Priming (that is, an advantage in
response latency for the homogeneous as compared to the
heterogeneous sets) occurred only if the number of syllables
was the same across response words. This is consistent with
the prediction that the metrical frame specifies the number of
syllables. A second experiment confirmed that, with the num-
ber of syllables per response word held constant, the stress
pattern had to be shared for priming to occur. A third experi-
ment tested the prediction that shared CV structure did not in-
crease priming. In this experiment, response words were
monosyllables that, in homogeneous sets, shared their initial
consonant clusters (e.g., br). In one kind of homogeneous set,
the words shared their CV structure (e.g., all were CCVCs);
in another kind of homogeneous set, they had different CV
structures. The two homogeneous sets produced equivalent
priming relative to latencies to produce heterogeneous re-
sponses. This is consistent with the claim of the theory that

the metrical frame only specifies the number of syllables, but
not the CV structure of each syllable. Subsequent experi-
ments showed that shared number of syllables with no seg-
mental overlap and shared stress pattern without segmental
overlap give rise to no priming. Accordingly, it is the integra-
tion of the word’s phonological segments with the metrical
frame that underlies the priming effect.

Finally, in a study by Meyer, Roelofs, and Schiller, de-
scribed by Levelt et al. (1999), Meyer et al. examined words
with the default stress pattern for Dutch. In this case, no met-
rical frame should be retrieved and so none can be shared
across response words. Meyer et al. found that for words that
shared their initial CVs and that had the default stress pattern
for Dutch, shared metrical structure did not increase priming.

The next process in the theory is phonetic encoding in
which talkers establish a gestural score (see section titled
“Feature Systems”) for each phonological word. This phase
of talking is not well worked out by Levelt et al. (1999), and
it is the topic of the next major section (“Speech Produc-
tion”). Accordingly, I will not consider it further here.

Disagreements Between the Theories of Dell, 1986,
and Levelt et al., 1999

Two salient differences between the theory of Dell (1986),
developed largely from speech error data, and that of Levelt
et al. (1999), developed largely from speeded naming data,
concern feedback and syllabification. Dell’s model includes
feedback. The theory of Levelt et al. and Roelof and Meyer’s
(1998) model WEAVER do not. In Dell’s model, phones are
slotted into a syllable frame, whereas in the theory of Levelt
et al., they are slotted into a metrical frame that specifies the
number of syllables, but not their internal structure.

As for the disagreement about feedback, the crucial error
data supporting feedback consist of such errors as saying
winter for summer, in which the target and the error word
share both form and meaning. In Dell’s (1986) model, form
can affect activation of lexical items via feedback links in the
network. Levelt et al. (1999) suggest that these errors are
monitoring failures. Speakers monitor their speech, and they
often correct their errors. Levelt et al. suggest that the more
phonologically similar the target and error words are, the
more likely the monitor is to fail to detect the error.

The second disagreement is about when during planning
phonological segments are syllabified. In Dell’s (1986)
model, phones are identified with syllable positions in the
lexicon, and they are slotted into abstract syllable frames in
the course of planning for production. In the theory of Levelt
et al. (1999), syllabification is a late process, as it has to be to
allow resyllabification to occur. There is evidence favoring
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both sides. As described earlier, Roelofs and Meyer (1998)
reported that implicit priming occurs across response words
that share stress pattern, number of syllables, and phones at
the beginning of the word, but shared syllable structure does
not increase priming further. Sevald, Dell, and Cole (1995)
report apparently discrepant findings. Their task was to have
speakers produce a pair of nonwords repeatedly as quickly as
possible in a 4-s interval. They measured mean syllable pro-
duction time and found a 30-ms savings if the nonwords
shared the initial syllable. For example, the mean syllable
production time for KIL KIL.PER (where the “.” signals the
syllable boundary) was shorter than for KILP KIL.PER or
KIL KILP.NER. Remarkably, they also found shorter produc-
tion times when only syllable structure was shared (e.g.,
KEM TIL.PER). These findings show that, at whatever stage
of planning this effect occurs, syllable structure matters, and
an abstract syllable frame is involved. This disagreement,
like the first, remains unresolved (see also Santiago &
MacKay, 1999).

SPEECH PRODUCTION

Communication by language use requires that speakers act in
ways that count as linguistic. What are the public events that
count as linguistic? There are two general points of view.
The more common one is that speakers control their actions,
their movements, or their muscle activity. This viewpoint is in
common with most accounts of control over voluntary activity
(see chapter by Heuer in this volume). A less common view,
however, is that speakers control the acoustic signals that they
produce. A special characteristic of public linguistic events is
that they are communicative. Speech activity causes an acoustic
signal that listeners use to determine a talker’s message.

As the next major section (“Speech Perception”) will re-
veal, there are also two general views about immediate ob-
jects of speech perception. Here the more common view is
that they are acoustic. That is, after all, what stimulates the
perceiver’s auditory perceptual system. A less common view,
however, is that they are articulatory or gestural.

An irony is that the most common type of theory of pro-
duction and the most common type of theory of perception do
not fit together. They have the joint members of commu-
nicative events producing actions, but perceiving acoustic
structure. This is unlikely to be the case. Communication
requires prototypical achievement of parity, and parity is
more likely to be achieved if listeners perceive what talkers
produce. In this section, I will present instances of both types
of production theory, and in the next section, both types of
perception theory. The reader should keep in mind that

considerations of parity suggest that the theories should be
linked. If talkers aim to produce particular acoustic pattern-
ings, then acoustic patterns should be immediate perceptual
objects. However, if talkers aim to produce particular ges-
tures, then that is what listeners should perceive.

How Acoustic Speech Signals Are Produced

Figure 9.1 shows the vocal tract, the larynx, and the respira-
tory system. Articulators of the vocal tract include the jaw,
the tongue (with relatively independent control of the tip or
blade and the tongue body), the lips, and the velum. Also in-
volved in speech is the larynx, which houses the vocal folds,
and the lungs. In prototypical production of speech, acoustic
energy is generated at a source, in the larynx or oral cavity. In
production of vowels and voiced consonants, the vocal folds
are adducted. Air flow from the lungs builds up pressure be-
neath the folds, which are blown apart briefly and then close
again. This cycling occurs at a rapid rate during voiced
speech. The pulses of air that escape whenever the folds are
blown apart are filtered by the oral cavity. Vowels are pro-
duced by particular configurations of the oral cavity achieved
by positioning the tongue body toward the front (e.g., for /i/)
or back (e.g., for /a/) of the oral cavity, close to the palate
(e.g., /i/, /u/) or farther away (e.g., /a/), with lips rounded (/u/)
or not. In production of stop consonants, there is a complete

Figure 9.1 The speech sound producing system (from Borden, Harris, &
Raphael, 1994). Reprinted with permission.

[Image not available in this electronic edition.]
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stoppage of airflow through the oral cavity for some time due
to a constriction that, in English, occurs at the lips (/b/, /p/,
/m/), with the tongue tip against the alveolar ridge of the
palate (/d/, /t/, /n/) or with the tongue body against the velum
(/g/, /k/, /ŋ/). For the nasal consonants, /m/, /n/, and /ŋ/, the
velum is lowered, allowing airflow through the nose. For
fricatives, the constriction is not complete, so that airflow is
not stopped, but the constriction is sufficiently narrow to
cause turbulent, noisy airflow. This occurs in English, for ex-
ample, in /s/, /f/, and /θ/ (the initial consonant of, e.g., theta).
Consonants of English can be voiced (vocal folds adducted)
or unvoiced (vocal folds abducted).

The acoustic patterning caused by speech production
bears a complex relation to the movements that generate it. In
many instances the relation is nonlinear, so that, for example,
a small movement may generate a marked change in the
sound pattern (as, for example, when the narrow constriction
for /s/ becomes the complete constriction for /t/). In other
instances, a fairly large change in vocal tract configuration
can change the acoustic signal rather little. Stevens (e.g.,
1989) calls these “quantal regions,” and he points out that
language communities exploit them, for example, to reduce
the requirement for extreme articulatory precision.

Some Properties of Speech That a Production Theory
Needs to Explain

Like all intentional biological actions, speaking is coordi-
nated action. Absent coordination, as Weiss (1941) noted, ac-
tivity would consist of “unorganized convulsions.” What is
coordination? It is (cf. Turvey, 1990) a reduction in the de-
grees of freedom of an organism with a consequent reduction
in its dimensionality. This reduces the outputs the system can
produce, restricting them to the subset of outcomes consistent
with the organism’s intentions. Although it is not (wholly)
biological, I like to illustrate this idea using the automobile.
Cars have axles between the front wheels so that, when the
driver turns the steering wheel, both front wheels are con-
strained to turn together. The axle reduces the degrees of free-
dom of movement of the car-human system, preventing
movements in which the car’s front wheels move indepen-
dently, and it lowers the dimensionality of the system by link-
ing the wheels. However, the reduction in power is just what
the driver wants; that is, the driver only wants movements in
which the wheels turn cooperatively.

The lowering of the dimensionality of the system creates
macroscopic order consistent with an actor’s intentions; that
is, it creates a special purpose device. In the domain of action,
these special purpose devices are sometimes called “coordi-
native structures” (Easton, 1972) or synergies. In the vocal

tract, they are linkages among articulators that achieve coor-
dinated action. An example is a transient linkage between the
jaw and two lips that achieves lip closure for /b/, /p/, and /m/
in English.

An important characteristic of synergies is that they give
rise to motor equivalence: that is, the ability to achieve the
same goal (e.g., lip closure in the example above), in a vari-
ety of ways. Speakers with a bite block held between their
teeth to immobilize the jaw (at a degree of opening too wide
for normal production of /i/, for example, or too closed for
normal production of /a/) produce vowels that are near nor-
mal from the first pitch pulse of the first vowel they produce
(e.g., Lindblom, Lubker, & Gay, 1979). An even more strik-
ing finding is that speakers immediately compensate for on-
line articulatory perturbations (e.g., Abbs & Gracco, 1984;
Kelso, Tuller, Vatikiotis-Bateson, & Fowler, 1984; Shaiman,
1989). For example, in research by Kelso et al. (1984), on an
unpredictable 20% of trials, a jaw puller pulled down the jaw
of a speaker producing It’s a bab again as the speaker was
closing his lips for the final /b/ of bab. Within 20–30 ms of
the perturbation, extra activity of an upper lip muscle (com-
pared to its activity on unperturbed trials) occurred, and clo-
sure for /b/ was achieved. When the utterance was It’s a baz
again, jaw pulling caused extra activity in a muscle of
the tongue, and the appropriate constriction was achieved.
These responses to perturbation are fast and functional (cf.
Löfquist, 1997).

These immediate and effective compensations contrast
with others. When Savariaux, Perrier, and Orliaguet (1995)
had talkers produce /u/ with a lip tube that prevented round-
ing, tongue backing could compensate for some acoustic
consequences of the lip tube. Of 11 participants in the study,
however, 4 showed no compensation at all (in about 20
attempts); 6 showed a little, but not enough to produce a nor-
mal acoustic signal for /u/; just 1 achieved full compensation.
Similarly, in research by Hamlet and Stone (e.g., 1978;
Hamlet, 1988), after one week’s experience, speakers failed
to compensate fully for an artificial palate that changed the
morphology of their vocal tract. What is the difference be-
tween the two sets of studies that explains the differential
success of compensation? Fowler and Saltzman (1993) sug-
gest that the bite block and on-line perturbation studies may
use perturbations that approximately occur in nature,
whereas the lip tube and the artificial palate do not. That is,
competing demands may be placed on the jaw because ges-
tures overlap in time. For example, the lip-closing gesture for
/b/ may overlap with the gestures for an open vowel. The
vowel may pull down the jaw so that it occupies a more open
position for /b/ than it does when /b/ gestures overlap with
those for the high vowel /i/. Responses to the bite block and
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Figure 9.2 Data from Fowler (1994). Plots for /b/, /d/ and /z/ of F2 at
vowel midpoint by F2 at syllable onset.

to on-line perturbations of the jaw may be immediate and ef-
fective because talkers develop flexible synergies for produc-
ing vowels with a range of possible openings of the jaw and
consonants with a range of jaw closings. However, nothing
prevents lip protrusion in nature, and nothing changes the
morphology of the vocal tract. Accordingly, synergies to
compensate for those perturbations do not develop.

Indeed, gestural overlap (that is, coarticulation) is a perva-
sive characteristic of speech and therefore is a characteristic
that speakers need to learn both to achieve and to compensate
for. Coarticulation is a property of action that can only occur
when discrete actions are sequenced. Coarticulation has been
described in a variety of ways: as spreading of features from
one segment to another (as when rounding of the lips from /u/
occurs from the beginning of a word such as strew) or as as-
similation. However, most transparently, when articulatory
activity is tracked, coarticulation is a temporal overlap of ar-
ticulatory activity for neighboring consonants and vowels.
Overlap occurs both in an anticipatory (right-to-left) and a car-
ryover (perseveratory, left-to-right) direction. This characteri-
zation in terms of gestural overlap is sometimes called
coproduction. Its span can be segmentally extensive as when
vowel-to-vowel coarticulation occurs over intervening con-
sonants (e.g., Fowler & Brancazio, 2000; Öhman, 1966;
Recasens, 1984). However, it is not temporally very extensive,
spanning perhaps no more than about 250 ms (cf. Fowler &
Saltzman, 1993). According to the frame theory of coarticula-
tion (e.g., Bell-Berti & Harris, 1981), in anticipatory coarticu-
lation of such gestures as lip rounding for a rounded vowel
(e.g., Boyce, Krakow, Bell-Berti, & Gelfer, 1990) or nasaliza-
tion for a nasalized consonant (e.g., Bell-Berti & Krakow,
1991; Boyce et al., 1990) the anticipating gesture is not linked
to the gestures for other segments with which it overlaps in
time; rather, it remains tied to other gestures for the segment,
which it anticipates by an invariant interval.

An interesting constraint on coarticulation is coarticulation
resistance (Bladon & Al-Bamerni, 1976). This reflects the dif-
ferential extent to which consonants or vowels resist coarticu-
latory encroachment by other segments. Recasens’s research
(e.g., 1984) suggests that resistance to vowels among conso-
nants varies with the extent to which the consonants make use
of the tongue body, also required for producing vowels.
Accordingly, a consonant such as /b/ that is produced with the
lips is less resistant than one such as /d/, which uses the tongue
(cf. Fowler & Brancazio, 2000).An index of coarticulation re-
sistance is the slope of the straight-line relation between F2 at
vowel midpoint of a CV and F2 at syllable onset for CVs
in which the vowel varies but the consonant is fixed (see
many papers by Sussman, e.g., Sussman, Fruchter, Hilbert, &
Sorish, 1999a). Figure 9.2 shows data from Fowler (1994).

The low resistant consonant /b/ has a high slope, indicating
considerable coarticulatory effect of the vowel on /b/’s
acoustic manifestations at release; the slope for /d/ is much
shallower; that for /z/ is slightly shallower than that for /d/.
Fowler (1999) argues that the straight-line relation occurs be-
cause a given consonant resists coarticulation by different
vowels to an approximately invariant extent; Sussman et al.
(1999a; Sussman, Fruchter, Hilbert, & Sirosh, 1999b) argue
that speakers produce the straight-line relation intentionally,
because it fosters consonant identification and perhaps learn-
ing of consonantal place of articulation.

A final property of speech that will require an account by
theories of speech production is the occurrence of phase tran-
sitions as rate is increased. This was first remarked on by
Stetson (1951) and has been pursued by Tuller and Kelso
(1990, 1991). If speakers begin producing /ip/, as rate in-
creases, they shift to /pi/. Beginning with /pi/ does not lead to
a shift to /ip/. Likewise, Gleason, Tuller, and Kelso (1996)
found shifts from opt to top, but not vice versa, as rate in-
creased. Phase transitions are seen in other action systems;
for example, they underlie changes in gait from walk to trot
to canter to gallop. They are considered hallmarks of nonlin-
ear dynamical systems (e.g., Kelso, 1995). The asymmetry in
direction of the transition suggests a difference in stability
such that CVs are more stable than VCs (and CVCs than
VCCs).

Acoustic Targets of Speech Production

I have described characteristics of speech production, but not
its goals. Its goals are in contention. Theories that speakers
control acoustic signals are less common than those that they
control something motoric; however, there is a recent example
in the work of Guenther and colleagues (Guenther, Hampson,
& Johnson, 1998). Guenther et al. offer four reasons why
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targets are likely to be acoustic (in fact, are likely to be the
acoustic signal as they are transduced by the auditory system).
Opposing a theory that speakers control gestural constrictions
(see section titled “Gestural Targets of Speech Production”) is
that, in the authors’view, there is not very good sensory infor-
mation about many vocal tract constrictions (e.g., con-
strictions for vowels where there is no tactile contact between
the tongue and some surface). Moreover, although it is true
that speakers achieve nearly invariant constrictions (e.g., they
always close their lips to say /b/), this can be achieved by a
model in which targets are auditory. Third, control over in-
variant constriction targets would limit the system’s ability to
compensate when perturbations require new targets. (This is
quite right, but, in the literature, this is exactly where compen-
sations to perturbation are not immediate or generally effec-
tive. See the studies by Hamlet & Stone, 1978; Hamlet, 1988;
Savariaux et al., 1995; Perkell, Matthies, Svirsky, & Jordan,
1993.) Finally, whereas many studies have shown directly
(Delattre & Freeman, 1968) or by suggestive acoustic evi-
dence (Hagiwara, 1995) that American English /r/ is produced
differently by different speakers and even differently by the
same speaker in different phonetic contexts, all of the gestural
manifestations produce a similar acoustic product.

In the DIVA model (Guenther et al., 1998), planning for
production begins with choice of a phoneme string to pro-
duce. The phonemes are mapped one by one onto target re-
gions in auditory-perceptual (speech-sound) space. The maps
are to regions rather than to points in order to reflect the fact
that the articulatory movements and acoustic signals are dif-
ferent for a given phoneme due to coarticulation and other
perturbations. Information about the model’s current location
in auditory-perceptual space in relation to the target region
generates a planning vector, still in auditory-perceptual space.
This is mapped to a corresponding articulatory vector, which
is used to update articulatory positions achieved over time.

The model uses mappings that are learned during a bab-
bling phase. Infant humans babble on the way to learning to
speak. That is, typically between the ages of 6 and 8 months,
they produce meaningless sequences that sound as if they are
composed of successive CVs. Guenther et al. propose that,
during this phase of speech development, infants map in-
formation about their articulations onto corresponding con-
figurations in auditory-perceptual space. The articulatory
information is from orosensory feedback from their articula-
tory movements and from copies of the motor commands that
the infant used to generate the movements. The auditory per-
ceptual information is from hearing what they have pro-
duced. This mapping is called a forward model; inverted, it
generates movement from auditory-perceptual targets. To
this end, the babbling model learns two additional mappings,

from speech-sound space, in which (see above) auditory-
perceptual target regions corresponding to phonemes are rep-
resented as vectors through the space that will take the model
from its current location to the target region, and from those
trajectories to trajectories in articulatory space.

An important idea in the model is that targets are regions
rather than points in acoustic-auditory space. This allows the
model to exhibit coarticulation and, with target regions of
appropriate ranges of sizes, coarticulation resistance. The
model also shows compensation for perturbations, because if
one target location in auditory-perceptual space is blocked,
the model can reach another location within the target region.
Successful phoneme production does not require achievement
of an invariant configuration in either auditory-perceptual or
articulatory space. This property of the model underlies its
failure to distinguish responses to perturbation that are imme-
diately effective from those that require some relearning. The
model shows immediate compensations for both kinds of per-
turbation. It is silent on phase transitions.

Gestural Targets of Speech Production

Theories in which speakers control articulation rather than
acoustic targets can address all or most of the reasons that
underlay Guenther et al.’s (1998) conclusion that speakers
control perceived acoustic consequences of production. For
example, Guenther et al. suggest that if talkers controlled
constrictions, it would unduly limit their ability to compen-
sate for perturbations where compensation requires changing
a constriction location, rather than achieving the same con-
striction in a different way. A response to this suggestion is
that talkers do have more difficulty when they have to learn a
new constriction. The response of gesture theorists to /r/ as a
source of evidence that acoustics are controlled will be pro-
vided after a theory has been described.

Figure 9.3 depicts a model in which controlled primitives
are the gestures of Browman and Goldstein’s (e.g., 1986) ar-
ticulatory phonology (see section titled “Feature Systems”).

Figure 9.3 Haskins’ Computational Gestural Model.
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Figure 9.4 Tract Variables for gestures and the articulators comprising
their coordinative structures.

Gestures create and release constrictions in the vocal tract.
Figure 9.4 displays the tract variables that are controlled
when gestures are produced and the gestures’ associated
articulators. In general, tract variables specify constriction
locations (CLs) and constriction degrees (CD) in the vocal
tract. For example, to produce a bilabial stop, the constriction
location is a specified degree of lip protrusion and the con-
striction degree is maximal; the lips are closed. The articula-
tors that achieve these values of the tract variables are the lips
and the jaw.

The linguistic gestural model of Figure 9.3 generates ges-
tural scores such as that in Figure 9.5. The scores specify the
gestures that compose a word and their relative phasing. Ges-
tural scores serve as input to the task dynamic model (e.g.,
Saltzman, 1991; but see Saltzman, 1995; Saltzman & Byrd,
1999). Gestures are implemented as two-tiered dynamical
(mass-spring) systems. At an initial level the systems refer to
tract variables, and the dynamics are of point attractors.
These dynamics undergo a one-to-many transformation to
articulator space. Because the transformation is one-many,

tract variable values can be achieved flexibly. Because the
gestural scores specify overlap between gestures, the model
coarticulates; moreover (e.g., Saltzman, 1991), it mimics
some of the findings in the literature on coarticulation resis-
tance. In particular, the high resistant consonant /d/ achieves
its target constriction location regardless of the vowels with
which it overlaps; the constriction location of the lower resis-
tant /g/ moves with the location of the vowel gesture. The
model also compensates for the kinds of perturbations to
which human talkers compensate immediately (bite blocks
and on-line jaw or lip perturbations in which invariant
constrictions are achieved in novel ways). It does not show
the kinds of compensations studied by Hamlet and Stone
(1978), Savariaux et al. (1995), or Perkell et al. (1993), in
which new constrictions are required. (The model, unlike that
of Guenther et al., 1998, does not learn to speak; accordingly,
it cannot show the learning that, for example, Hamlet and
Stone find in their human talkers.) The model also fails to
exhibit phase transitions although it is in the class of models
(nonlinear dynamical systems) that can.

Evidence for Both Models: The Case of /r/

One of the strongest pieces of evidence convincing Guenther
et al. (1998) that targets of production are acoustic is the
highly variable way in which /r/ is produced. This is because
of claims that acoustic variability in /r/ production is less than
articulatory variability. Ironically, /r/ also ranks as strong
evidence favoring gestural theory among gesture theorists.
Indeed, in this domain, /r/ contributes to a rather beautiful
recent set of investigations of composite phonetic segments.

The phoneme /r/ is in the class of multigestural (or com-
posite) segments, a class that also includes /l/, /w/, and the
nasal consonants. Krakow (1989, 1993, see also 1999) was
the first to report that two salient gestures of /m/ (velum low-
ering and the oral constriction gesture) are phased differently
in onset and coda positions in a syllable. In onset position, the
velum reaches its maximal opening at about the same time as
the oral constriction is achieved. In coda position, the velum
reaches maximum opening as the oral articulators (the lips
for /m/) begin their closing gesture. Similar findings have
been reported for /l/. Browman and Goldstein (1995b), fol-
lowing earlier observations by Sproat and Fujimura (1993;
see also Gick, 1999), report that in onset position, the ter-
minations of tongue tip and tongue dorsum raising were
simultaneous, whereas the tongue dorsum gesture led in coda
position. Gick (1999) found a similar relation between lip
and tongue body gestures for /w/. 

As Browman and Goldstein (1997) remark, in multi-
gestural consonants, in coda position, gestures with widerFigure 9.5 Gestural score for the word pan.
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constriction degrees (that is, more open gestures) are phased
earlier with respect to gestures having more narrow con-
striction degrees; in onset position, the gestures are more
synchronous. Sproat and Fujimura (1993) suggest that the
component gestures of composite segments can be identified,
indeed, as vocalic (V; more open) or consonantal (C). This is
interesting in light of another property of syllables. They
tend, universally, to obey a sonority gradation such that more
vowel-like (sonorous) consonants tend to be closer to the syl-
lable nucleus than less sonorous consonants. For example, if
/t/ and /r/ are going to occur before the vowel in a syllable of
English, they are ordered /tr/. After the vowel, the order is
/rt/. The more sonorous of /t/ and /r/ is /r/. Gestures with
wider constriction degrees are more sonorous than those with
narrow constriction degrees, and, in the coda position, they
are phased so that they are closer to the vocalic gesture than
are gestures with narrow constriction degrees. A reason for
the sonority gradient has been suggested; it permits smooth
opening and closing actions of the jaw in each syllable
(Keating, 1983).

Goldstein (personal communication, October 19, 2000)
suggests that the tendency for /r/ to become something like 
/ɔi/ in some dialects of American English (Brooklyn; New
Orleans), so that bird (whose /r/-colored vowel is /�/) is pro-
nounced something like boid, may also be due to the phasing
characteristics of coda C gestures. The phoneme /r/ may be
produced with three constrictions: a pharyngeal constriction
made by the tongue body, a palatal constriction made by the
tongue blade, and a constriction at the lips. If the gestures of
the tongue body and lips (with the widest constriction de-
grees) are phased earlier than the blade gesture in coda posi-
tion, the tongue and lip gestures approximate those of /ɔ/, and
the blade gesture against the palate is approximately that for
/i/.

But what of the evidence of individual differences in /r/
production that convinced Guenther et al. (1998) that speech
production targets are auditory-perceptual? One answer is
that the production differences can look smaller than they
have been portrayed in the literature if the gestural focus on
vocal tract configurations is adopted. The striking differences
that researchers have reported are in tongue shape. However,
Delattre and Freeman (1968), characteristically cited to
underscore the production variability of /r/, make this re-
mark: “Different as their tongue shapes are, the six types of
American /r/’s have one feature in common—they have two
constrictions, one at the palate, another at the pharynx”
(p. 41). That is, in terms of constriction location, a gestural
parameter of articulatory phonology, there is one type of
American English /r/, not six.

SPEECH PERCEPTION

The chapter began with the language knower. Then it explored
how such an individual might formulate a linguistic message
at the phonological level of description and implement the
message as vocal tract activity that causes an acoustic speech
signal. For an act of communication to be completed, a per-
ceiver (another language knower) must intercept the acoustic
signal and use it to recover the speaker’s message. In this sec-
tion, the focus is on how perception takes place.

Phonetic Perception

Preliminary Issues

I have suggested that a constraint on development of theories
of phonological competence, planning, production, and per-
ception should be an understanding that languages are likely
to be parity fostering. Two parity-fostering characteristics are
phonological forms that can be made public, and preservation
of those forms throughout a communicative exchange. If the-
orists were to hew to expectations that languages have these
properties, then we would expect to find perception theories
in which perceptual objects are planned and produced phono-
logical forms. We do not quite find that, because, as indicated
in the introduction, research on perception, production, plan-
ning, and phonological description all have progressed fairly
independently.

However, there is one respect in which perception theories
intersect fairly neatly with production theories. They partition
into two broad classes that divide according to the theorists’
claims about immediate objects of speech perception. The ma-
jority view is that objects are acoustic. This is not an implausi-
ble view, given that acoustic signals are stimuli for speech
perception. The minority view is that objects are gestural.
Considerations of parity suggest a pairing of acoustic theories
of speech perception with production theories like that of
Guenther et al. (1998) in which speakers aim to produce
acoustic signals with required properties. Gestural theories of
speech perception are consistent with production theories,
such as that of Saltzman and colleagues, in which speakers
aim to produce gestures with particular properties.

Another issue that divides theorists is whether speech
perception is special—that is, whether mental processes that
underlie speech perception are unique to speech, perhaps tak-
ing place in a specialization of the brain for speech (a phonetic
module, as Liberman & Mattingly, 1985, propose). There
is reason to propose that speech processing is special. In
speaking, talkers produce discrete, but temporally overlapping,
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gestures that correspond in some way to the phonological
forms that listeners must recover. Coarticulation ensures that
there is no temporally discrete, phone-sized segmental struc-
ture in the acoustic signal corresponding to phonological forms
and that the acoustic signal is everywhere context sensitive. If
listeners do recover phonological forms when they listen, this
poses a problem. Listeners have to use the continuous acoustic
signal to recover the discrete context-invariant phonological
forms of the talker’s message. Because, in general, acoustic
signals are not caused by sequences of discrete, coarticulated
mechanical events, speech does appear to pose a unique
problem for listeners.

However, there is also a point of view that the most
conservative or parsimonious first guess should be that pro-
cessing is not special. Until the data demand postulating a
specialization, we should attempt to explain speech percep-
tion by invoking only processes that are required to explain
other kinds of auditory perception. It happens that acoustic
theorists generally take this latter view. Some gestural theo-
rists take the former.

Acoustic Theories of Speech Perception

There are a great many different versions of acoustic theory
(e.g., Diehl & Kluender, 1989; Kuhl, 1987; Massaro, 1987,
1998; Nearey, 1997; Stevens & Blumstein, 1981; Sussman
et al., 1999a). Here, Diehl and Kluender’s auditory enhance-
ment theory will illustrate the class.

Acoustic theories are defined by their commitment to im-
mediate perceptual objects that are acoustic (or auditory—that
is, perceived acoustic) in nature. One common idea is that
auditory processing renders an acoustic object that is then
classified as a token of a particular phonological category. Au-
ditory enhancement theory makes some special claims in ad-
dition (e.g., Diehl & Kluender, 1989; Kluender, 1994). One is
that there is lots of covariation in production of speech and in
the consequent acoustic signal. For example, as noted earlier,
rounding in vowels tends to covary with tongue backness. The
lips and the tongue are independent articulators; why do their
gestures covary as they do? The answer from auditory en-
hancement theory is that both the rounding and the tongue
backing gestures lower a vowel’s second formant. Accord-
ingly, having the gestures covary results in back vowels
that are acoustically highly distinct from front (unrounded)
vowels. In this and many other examples offered by Diehl and
Kluender, pairs of gestures that, in principle, are independent
conspire to make acoustic signals that maximally distinguish
phonological form. This should benefit the perceiver of
speech.

Another kind of covariation occurs as well. Characteris-
tically, a given gesture has a constellation of distinct acoustic
consequences. A well-known example is voicing in stop
consonants. In intervocalic position (as in rapid vs. rabid),
voiced and voiceless consonants can differ acoustically in
16 different ways or more (Lisker, 1978). Diehl and Kluender
(1989) suggest that some of those ways, in phonological seg-
ments that are popular among languages of the world, are mu-
tually enhancing. For example, voiced stops have shorter clo-
sure intervals than do voiceless stops. In addition, they tend to
have voicing in the closure, whereas voiceless stops do not.
Parker, Diehl, and Kluender (1986) have shown that low-
amplitude noise in an otherwise silent gap between two
square waves makes the gap sound shorter than it sounds in
the absence of the noise (as it indeed is). This implies that, in
speech, voicing in the closure reinforces the perception of a
shorter closure for voiced than voiceless consonants. This is
an interesting case, because, in contrast to rounding and back-
ing of vowels where two gestures reinforce a common
acoustic property (a low F2), in this case, a single gesture—
approximation of the vocal folds during the constriction ges-
ture for the consonant—has two or more enhancing acoustic
consequences. Diehl and Kluender (1989; see also Kluender,
1994) suggest that language communities “select” gestures
that have multiple, enhancing acoustic consequences.

A final claim of the theory is that speech perception is not
special and that one can see the signature of auditory pro-
cessing in speech perception. A recent example of such a
claim is provided by Lotto and Kluender (1998). In 1980,
Mann had reported a finding of “compensation for coarticu-
lation.” She synthesized an acoustic continuum of syllables
that ranged from a clear /da/ to a clear /ga/ with many more
ambiguous tokens in between. The syllables differed only in
the direction of the third formant transition, which fell for
/da/ and rose for /ga/. She asked listeners to identify members
of the continuum when they were preceded by either of the
two precursor syllables /al/ or /ar/. She predicted and found
that listeners identified more ambiguous continuum members
as /ga/ in the context of precursor /al/ than /ar/. The basis for
Mann’s prediction was the likely effect of coarticulation by
/l/ and /r/ on /d/ and /g/. The phoneme /l/ has a tongue tip con-
striction that, coarticulated with /g/, a back consonant, is
likely to pull /g/ forward; /r/ has a pharyngeal constriction
that, coarticulated with /d/, is likely to pull /d/ back. When
listeners reported more /g/s after /al/ and more /d/s after /ar/,
they appeared to compensate for the fronting effects that /l/
should have on /g/ and the backing effects of /r/ on /d/.

Lotto and Kluender (1998) offered a different account.
They noticed that, in Mann’s stimulus set, /l/ had a very high
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ending frequency of F3, higher than the starting F3s of any
members of the /da/-to-/ga/ continuum. The phoneme /r/ had
a very low ending frequency of F3, lower than the starting
frequency of any members of the continuum. They proposed
that the ending F3 frequencies of /al/ and /ar/ were exerting a
contrast effect on the starting F3s of the continuum members.
Contrast effects are pervasive in perception research across
the sensory modalities (e.g., Warren, 1985, who, however,
does not refer to them as contrast effects). For example, when
individuals judge the heaviness of weights (Guilford & Park,
1931), they judge an intermediate weight lighter if they have
just hefted a heavier weight than if they have just hefted a
lighter weight. Lotto and Kluender suggested that the very
high ending F3 of /l/ made following F3 onsets of continuum
members effectively lower (and so more /g/-like) than they
were; the very low F3 of /r/ made onset F3s effectively higher
and more /d/-like.

They tested their hypothesis by substituting high and low
sinewave tones for the precursor /al/ and /ar/ syllables of
Mann (1980), and they found more /g/ judgments following
the high than the low precursor tone. This cannot be compen-
sation for coarticulation. It is, rather, according to Lotto and
Kluender (1998), a signature of auditory processing showing
up in speech perception judgments.

Comparisons like this between perception of speech and
of nonspeech analogues has provided one way of testing
claims of auditory theories. Parker et al. (1986) tested
whether two acoustic properties were mutually enhancing.
The test by Lotto and Kluender tested for evidence of audi-
tory processing in speech perception. Generally, investigators
have used speech/nonspeech comparisons as a way to test
whether speech processing is specialized and distinct from
auditory processing. Many tests have found closely similar
response patterns to speech and closely similar nonspeech
signals (e.g., Sawusch & Gagnon, 1995). As we will see,
however, not all have.

Another test of auditory theories has been to compare re-
sponses by humans and nonhumans to speech signals.
Clearly, nonhumans do not have specializations for human
speech perception. If they show some of the markers of
human speech perception, then it is not necessary to suppose
that a specialization is responsible for the markers in humans.
There are some striking findings here. Kuhl and Miller
(1978) trained chinchillas in a go–no go procedure to move to
a different compartment of a cage when they heard one end-
point of an acoustic voice onset time (VOT) continuum, but
not when they heard a syllable at the other end. Following
training, they were tested on all continuum members between
the two endpoints as well as on the endpoints themselves.
This allowed Kuhl and Miller to find a boundary along the

continuum at which the chinchillas’ behavior suggested that a
voiced percept had replaced a voiceless one. Remarkably, the
boundaries were close to those of humans, and there was an
even more remarkable finding. In human speech, VOTs are
longer for farther back places of articulation. That is, in
English, /pa/ has a shorter VOT than /ta/, which has a shorter
VOT than /ka/ (e.g., Zue, 1980). This may be because voic-
ing cannot resume following a voiceless consonant until
there is a sufficient drop in pressure across the larynx. With
back places of constriction, the cavity above the larynx is
quite small and the pressure correspondingly higher than for
front constrictions. English listeners place VOT boundaries
at shorter values for /pa/ than for /ta/ and for /ta/ than for /ka/,
as do chinchillas (Kuhl & Miller, 1978). It is not known what
stimulus property or auditory system property might underlie
this outcome. However, most investigators are confident that
chinchillas are not sensitive to transglottal pressure differ-
ences caused by back and front oral constrictions in human
speech.

Another striking finding, now with quail, is that of Lotto,
Kluender, and Holt (1997) that quail show “compensation for
coarticulation” given stimuli like those used by Mann (1980).

Readers may be asking why anyone is a gesture theorist.
However, gesture theories, like acoustic theories, derive from
evidence and from theoretical considerations. Moreover, the-
orists argue that many of the claims and findings of acoustic
theories are equally compatible with gesture theories. For ex-
ample, findings that language communities gravitate toward
phones that have mutually distinctive acoustic signals is not
evidence that perceptual objects are acoustic. In gesture the-
ories, the acoustic signal is processed; it is used as informa-
tion for gestures. If the acoustic signals for distinct gestures
are distinct, that is good for the gesture perceiver.

The most problematic findings for gesture theorists may be
on the issue of whether speech perception is special. The neg-
ative evidence is provided by some of the speech/ nonspeech
and human/nonhuman comparisons. Here, there are two lines
of attack that gesture theorists can mount. One is to point out
that not all such comparisons have resulted in similar re-
sponse patterns (for speech/nonspeech, see below; for human/
nonhuman, see, e.g., range effects in Waters & Wilson, 1976;
see also Sinnott, 1974, cited in Waters & Wilson, 1976). If
there are real differences, then the argument against a special-
ization weakens. A second line of attack is to point out that the
logic of the research in the two domains is weak. It is true that
if humans and nonhumans apply similar processes to acoustic
speech signals (and if experiments are designed appropri-
ately), the two subject groups should show similar response
patterns to the stimuli. However, the logic required by the
research is the reverse of that. It maintains that if humans



Speech Perception 255

and nonhumans show similar response patterns, then the
processes applied to the stimuli are the same. This need not
hold (cf. Trout, 2001). The same can be said of the logic of
speech/nonspeech comparisons.

Gesture Theories of Speech Perception

There are two gesture theories in the class, both largely
associated with theorists at Haskins Laboratories. Gesture
theories are defined by their commitment to the view that im-
mediate objects of perception are gestural. One of these theo-
ries, the motor theory (e.g., Liberman & Mattingly, 1985;
Liberman & Whalen, 2000), also proposes that speech per-
ception is special. The other, direct realist theory (Best, 1995;
Fowler, 1986, 1996), is agnostic on that issue.

The motor theory of speech perception was the first ges-
ture theory. It was developed by Liberman (1957, see also
1996) when he obtained experimental findings that, in his
view, could not be accommodated by an acoustic theory. He
and his colleagues were using two complementary pieces of
technology, the sound spectrograph and the pattern playback,
to identify the acoustic cues for perception. They used the
spectrograph to make speech visible in the informative ways
that it does, identified possible cues for a given consonant or
vowel, and reproduced those cues by painting them on an ac-
etate strip that, input to the pattern playback, was transformed
to speech. If the acoustic structure preserved on acetate was
indeed important for identifying the phone, it could be iden-
tified as a cue.

One very striking finding in that research was that, due to
coarticulation, acoustic cues for consonants especially were
highly context sensitive. Figure 9.6 provides a schematic
spectrographic display of the syllables /di/ and /du/. Although
natural speech provides a much richer signal than that in
Figure 9.6, the depicted signals are sufficient to be heard as

/di/ and /du/. The striking finding was that the information
critical to identification of these synthetic syllables was the
transition of the second formant. However, that transition is
high in frequency and rising in /di/, but low and falling in
/du/. In the context of the rest of each syllable, the consonants
sound alike to listeners. Separated from context, they sound
different, and they sound the way they look like they should
sound: two “chirps,” one high in pitch and one lower.

Liberman (e.g., 1957) recognized that, despite the context
sensitivity of the acoustic signals for /di/ and /du/, naturally
produced syllables do have one thing in common. They are
produced in the same way. In both syllables, the tongue tip
makes a constriction behind the teeth. Listeners’ percepts ap-
peared to track the speaker’s articulations.

A second striking finding was complementary. Stop con-
sonants can be identified based on their formant transitions,
as in the previous example, or based on a burst of energy that,
in natural speech, precedes the transitions and occurs as the
stop constriction is released. Liberman, Delattre, and Cooper
(1952) found that a noise burst centered at 1440 Hz and
placed in front of the vowels /i/ or /u/ was identified predom-
inantly as /p/. However in front of /a/, it was identified as /k/.
In this case, an invariant bit of acoustic structure led to dif-
ferent percepts. To produce that bit of acoustic structure be-
fore /i/ or /u/, a speaker has to make the constriction at the
lips; to produce it before /a/, he or she has to make the con-
striction at the soft palate. These findings led Liberman to
ask: “when articulation and the sound wave go their separate
ways, which way does the perception go?” (Liberman, 1957,
p. 121). His answer was: “The answer so far is clear. The per-
ception always goes with articulation.”

Although the motor theory was developed to explain
unexpected research findings, Liberman and colleagues pro-
posed a rationale for listeners’ perception of gestures. Speak-
ers have to coarticulate. Liberman and colleagues (e.g.,
Liberman, Cooper, Shankweiler, & Studdert-Kennedy, 1967)
suggested that coarticulation is necessary to evade the limits
of the temporal resolving power of the listener’s ear. These
limits were proposed to underlie the failure of Haskins re-
searchers more than 50 years ago to train people to use an
acoustic alphabet intended for use in a reading machine for
the blind (see Liberman, 1996). Listeners could not perceive
sequences of discrete sounds at anything close to the rates at
which they perceive speech. Coarticulation provides a con-
tinuous signal evading the temporal resolving power limits of
the ear, but it creates a new problem. The relation between
phonological forms and acoustic speech structure is opaque.
Liberman et al. (e.g., 1967) suggested that coarticulation re-
quired a specialization of the brain to achieve it. What system
would be better suited to deal with the acoustic complexitiesFigure 9.6 Schematic depiction of the synthetic syllables, /di/ and /du/.
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Figure 9.7 Schematic depiction of categorical identification and dis-
crimination.
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to which coarticulation gives rise than the system responsible
for generating coarticulated speech? In later versions of the
motor theory, this hypothesized specialization was identified
as a phonetic module (cf. Fodor, 1983).

There is an independent route to a conclusion that speech
perception yields gestures. Fowler’s (e.g., 1986, 1996; see
also Best, 1995; Rosenblum, 1987) direct realist theory de-
rived that claim by developing a theory of speech perception
in the context of a universal theory of perceptual function.
That theory, developed by James Gibson (e.g., 1966, 1979),
notes that perceptual systems constitute the only means that
animals have to know their world. By hypothesis, they serve
that function in just one general way. Stimulus structure at the
sense organs is not perceived itself. Rather, it serves as infor-
mation for its causal source in the environment, and the en-
vironment is thereby perceived. In vision, for example, light
that reflects from objects in the environment is structured by
the properties of the objects and takes on structure that is
distinctive to those properties. Because the structure is dis-
tinctive to the properties, it can serve as information for them.
Environmental events and objects, not the reflected light, are
perceived. Fowler (1996) argued that, if even speech per-
ception were wholly unspecial, listeners would perceive ges-
tures, because gestures cause the structure in stimulation to
the ear. And the auditory system (or the phonetic module), no
less than the visual system, uses information in stimulation at
the sense organ to reveal the world of objects and events to
perceivers.

What does the experimental evidence show? An early
finding that Liberman (1957) took to be compatible with his
findings on /di/-/du/ and /pi/-/ka/-/pu/ was categorical per-
ception. This was a pair of findings obtained when listeners
made identification and discrimination judgments of stimuli
along an acoustic continuum. Figure 9.7 displays schematic
findings for a /ba/-to-/da/ continuum. Although the stimuli
form a smooth continuum (in which the second formant tran-
sition is gradually shifted from a trajectory for /ba/ to one for
/da/), the identification function is very sharp. Most stimuli
along the continuum are heard either as a clear /ba/ or as a
clear /da/. Only one or two syllables in the middle of the con-
tinuum are ambiguous. The second critical outcome was
obtained when listeners were asked to discriminate pairs of
syllables along the continuum. The finding was that discrim-
ination was near chance among pairs of syllables both mem-
bers of which listeners identified as /ba/ or both /da/, but it
was good between pair members that were equally acousti-
cally similar as the /ba/ pairs and the /da/ pairs, but in which
listeners heard one as /ba/ and the other as /da/. In contrast,
say, to colors, where perceivers can easily discriminate colors
that they uniformly label as blue, to a first approximation,

listeners could only discriminate what they labeled distinc-
tively. The early interpretation of this finding was that it
revealed perception of gestures, because the place of articula-
tion difference between /ba/ and /da/, unlike the acoustic dif-
ference, is categorical.

This interpretation was challenged, for example, by Pisoni
(e.g., Pisoni & Tash, 1974). In their study, Pisoni and Tash
showed that same responses to pairs of syllables that were la-
beled the same but that differed acoustically were slower than
to identical pairs of syllables. Accordingly, listeners have at
least fleeting access to within-category differences. Despite
this and other findings, the name categorical perception has
endured, but now it is typically used only to refer to the data
pattern of Figure 9.7, not to its original interpretation.

A set of findings that has a natural interpretation in gesture
theories is the McGurk effect (named for one of its discover-
ers; McGurk and MacDonald, 1976). This effect is obtained
when a videotape of a speaker mouthing a word or syllable
(say, /da/) is dubbed with a different, appropriately selected,
syllable (say, /ma/). With eyes open, listeners hear a syllable
that integrates information from the two modalities. (In the
example, they hear /na/, which takes its place of articulation
from /da/ and its manner and voicing from /ma/.) The integra-
tion is expected in a theory in which gestures are perceived,
because both modalities provide information about gestures.
There is, of course, an alternative interpretation from acoustic
theories. The effect may occur because of our vast experience
both seeing and hearing speakers talk. This experience may
be encoded as memories in which compatible sights and
sounds are associated (but see Fowler and Dekle, 1991).

There are other findings that gesture theorists have taken
to support their theory. For example, researchers have shown
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that performance discriminating pairs of syllables can be
better for stimuli that differ in one acoustic cue for a gesture
than for stimuli that differ in that cue and one other for the
same gesture (e.g., Fitch, Halwes, Erickson, & Liberman,
1980). This is unexpected on acoustic grounds. It occurs just
when the two cues are selected so that the stimuli of a pair are
identified as the same gesturally, whereas the pair differing in
one cue are not always. Another finding is that people are re-
markably rapid shadowers of speech under some conditions
(e.g., Porter & Castellanos, 1980; Porter & Lubker, 1980).
This has been interpreted as evidence that perceiving speech
is perceiving gestures that constitute the instructions for the
shadowing response. A third kind of finding has been
research designed to show that listeners parse acoustic
speech signals along gestural lines (e.g., Fowler & Smith,
1986; Pardo & Fowler, 1997). For example, when two ges-
tures, say devoicing a preceding stop consonant and produc-
tion of intonational accent, have convergent effects on the
fundamental frequency (F0) pattern on a vowel, listeners do
not hear the combined effects as the vowel’s intonation or
pitch. They hear the contribution to F0 made by the devoic-
ing gesture as information for devoicing (Pardo & Fowler,
1997). Finally, Fowler, Brown, and Mann (2000) have re-
cently disconfirmed the contrast account of compensation for
coarticulation offered by Lotto and Kluender (1998). They
used the McGurk effect to show that, when the only infor-
mation distinguishing /al/ from /ar/ was optical, and the only
information distinguishing /da/ from /ga/ was acoustic, par-
ticipants provided more /ga/ responses in the context of pre-
cursor /al/ than /ar/. This cannot be a contrast effect. Fowler
et al. concluded that the effect is literally compensation for
coarticulation.

Motor theorists have also attempted to test their idea that
speech perception is achieved by a phonetic module. Like
acoustic theorists, they have compared listeners’ responses to
speech and to similar nonspeech signals, now with the expec-
tation of finding differences. One of the most elegant demon-
strations was provided by Mann and Liberman (1983). They
took advantage of duplex perception, in which, in their ver-
sion, components of a syllable were presented dichotically.
The base, presented to one ear, included steady-state for-
mants for /a/ preceded by F1 and F2 transitions consistent
with either /d/ or /g/. An F3 transition, presented to the other
ear, distinguished /da/ from /ga/. Perception is called duplex
because the transitions are heard in two different ways at the
same time. At the ear receiving the base, listeners hear a clear
/da/ or a clear /ga/ depending on which transition was pre-
sented to the other ear. At the ear receiving the transition, lis-
teners hear a nonspeech chirp. On the one hand, this can be
interpreted as evidence for a speech module, because how

else, except with a separate perceptual system, can the same
acoustic fragment be heard in two different ways at once?
(However, see Fowler & Rosenblum, 1990, for a possible an-
swer to the question.) On the other hand, it can provide the
means of an elegant speech/nonspeech comparison, because
listeners can be asked to attend to the syllable and make pho-
netic judgments that will vary as the critical formant transi-
tion varies, and they can be asked to attend to the chirps and
make analogous judgments about them. Presented with a
continuum of F3 transitions to one ear and the base to the
other, and under instructions to discriminate syllable pairs or
chirp pairs, listeners responded quite differently depending
on the judgment, even though both judgments were based on
the same acoustic pattern. Figure 9.8 shows that their speech
discrimination judgments showed a sharply peaked pattern
similar to that in Figure 9.7. Their chirp judgments showed a
nearly monotonically decreasing pattern. This study, among
others, shows that not all comparisons of speech and non-
speech perception have uncovered similarities.

Learning and Speech Perception

So far, it may appear as if speech perception is unaffected by
a language user’s experience talking and listening. It is af-
fected, however. Experience with the language affects how
listeners categorize consonants and vowels, and it affects the
internal structure of native language phonological categories.
It also provides language users with knowledge of the relative
frequencies with which consonants and vowels follow one
another in speech (e.g., Pitt & McQueen, 1998; Vitevitch &
Luce, 1999) and with knowledge of the words of the

Figure 9.8 Results of speech and nonspeech discriminations of syllables
and chirps (Mann & Liberman, 1983).
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language. It is currently debated (e.g., Norris, McQueen, &
Cutler, 1999; Samuel, 2000) whether particularly lexical
knowledge, in fact, affects speech perception, but it is clear
that it affects how listeners ultimately identify consonants and
vowels.

Knowledge of Categories

The concept of category (see chapter by Goldstone & Kersten
in this volume) remains rather fuzzy, although it is clear that
it is required for understanding speech perception. Language
users treat sets of physically distinct tokens of consonants
and vowels as functionally equivalent. For example, English
listeners treat tokens of /t/ as members of the same category
when /t/s differ in aspiration due to variation in position in a
syllable or stress, and when they differ due to speaking rate,
coarticulatory context, dialect, foreign accent, and idio-
syncratic speaker characteristics. (They treat them as func-
tionally equivalent, for example, when they count physically
distinct /t/s before /ap/ all as consonants of the word top.) The
concept of category is meant to capture this behavior. Func-
tional equivalence of physically distinct tokens may or may
not imply that listeners represent consonants and vowels as
abstract types. The section titled “Another Abstractness
Issue: Exemplar Theories of the Lexicon” described exem-
plar theories of linguistic knowledge in which clusters of rel-
evantly similar tokens underlie behaviors suggestive of type
memories. Accordingly, the reader should interpret the fol-
lowing discussion of categories as neutral between the pos-
sibilities that abstract types are or are not components of
linguistic competence.

From the earliest ages at which they are tested, infants show
evidence of categorization. On the one hand, they exhibit
something like categorical perception. Eimas, Siqueland,
Jusczyk, and Vigorito (1971) pioneered the use of a high-
amplitude sucking technique to test infants as young as one
month of age. Infants sucked on a nonnutritive nipple. If they
sucked with sufficient vigor they heard a speech syllable, for
example, /ba/. Over time, infants increased their sucking rate
under those conditions, but eventually they showed habitua-
tion: Their sucking rate declined. Following that, Eimas et al.
presented different syllables to all infants except those in the
control group. They presented a syllable that adult listeners
heard as /pa/ or one that was acoustically as distant from the
original /ba/ as the /pa/ syllable but that adults identified as
/ba/. Infants dishabituated to the first syllable, showing that
they heard the difference, but they did not dishabituate to the
second.

Kuhl and colleagues (e.g., Kuhl & Miller, 1982) have
shown that infants classify by phonetic type syllables that

they readily discriminate. Kuhl and Miller trained 6-month-
old infants to turn their head when they heard a phonetic
change in a repeating background vowel (from /a/ to /i/).
Then they increased the difficulty of the task by presenting as
background /a/ vowels spoken by different speakers or with
different pitch contours. These vowels are readily discrimi-
nated by infants, but adults would identify all of them as /a/.
When a change occurred, it was to /i/ vowels spoken by the
different speakers or produced with the different pitch con-
tours. Infants’ head turn responses demonstrated that they
detected the phonetic identity of the variety of /a/ vowels and
the phonetic difference between them and the /i/ vowels.

We know, then, that infants detect phonetic invariance over
irrelevant variation. However, with additional experience
with their native language, they begin to show differences in
what they count as members of the same and different cate-
gories. For example, Werker and Tees (1984) showed that
English-learning infants at 6–8 months of age distinguished
Hindi dental and retroflex voiceless stops. However, at 10–12
months they did not. English- (non-Hindi-) speaking adults
also had difficulty making the discrimination, whereas Hindi
adults and three Hindi 10–12 month olds who were tested
made the discrimination readily. One way to understand the
English-learning infants’ loss in sensitivity to the phonetic
distinction is to observe that, in English, the distinction is not
contrastive. English alveolar stops are most similar to the
Hindi dental and retroflex stops. If an English speaker (per-
haps due to coarticulation) were to produce a dental stop in
place of an alveolar one, it would not change the word being
produced from one word into another. With learning, cate-
gories change their structure to reflect the patterning of more
and less important phonetic distinctions of the language to
which the learner is exposed.

In recent years, investigators have found that categories
have an internal structure. Whereas early findings from cate-
gorical perception implied that all category members, being
indiscriminable, must be equally acceptable members of the
category, that is not the case, as research by Kuhl (e.g., 1991)
and by Miller has shown.

Kuhl (e.g., 1987) has suggested that categories are orga-
nized around best instances or prototypes. When Grieser and
Kuhl (1989) created a grid of vowels, all identified as /i/ by
listeners (ostensibly; but see Lively & Pisoni, 1995) but dif-
fering in their F1s and F2s, listeners gave higher goodness
ratings to some tokens than to others. Kuhl (1991) showed, in
addition, that listeners (adults and infants aged 6–7 months,
but not monkeys) showed poorer discrimination of /i/ vowels
close to the prototype (that is, the vowel given the highest
goodness rating) than of vowels from a nonprototype
(a vowel given a low goodness rating), an outcome she called
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the “magnet effect.” Kuhl, Williams, Lacerda, Stevens, and
Lindblom (1992) showed that English and Swedish infants
show magnet effects around different vowels, reflecting the
different vowel systems of their languages.

We should not think of phonological categories as having
an invariant prototype organization, however. Listeners iden-
tify different category members as best exemplars in different
contexts. This has been shown most clearly in the work of
Joanne Miller and colleagues. Miller and colleagues (e.g.,
Miller & Volaitis, 1989) have generated acoustic continua
ranging, for example, from /bi/ to /pi/ and beyond to a very
long VOT /p/ designated */p/. Listeners make goodness judg-
ments to the stimuli (in the example, they rate the goodness
of the consonants as /p/s), and Miller and colleagues get data
like those in Figure 9.9. (The VOT continuum is truncated at
the long end in the figure.) The functions have a peak and
graded sides. Miller and collaborators have shown that the
location of the best rated consonant along an acoustic contin-
uum can vary markedly with rate of production, syllable
structure, and other variables. An effect of rate is shown in
Figure 9.9 (where the legend’s designations “125 ms” and
“325 ms” are syllable durations for fast and slow produc-
tions, respectively). Faber and Brown (1998) showed a
change in the prototype with coarticulatory context. These
findings suggest that the categories revealed by these studies
have a dynamical character (cf. Tuller, Case, & Kelso, 1994).

How should the findings of Kuhl and colleagues and of
Miller and colleagues be integrated? It is not yet clear. Kuhl
(e.g., Kuhl & Iverson, 1995) acknowledges that her findings
are as consistent with a theory in which there are actual pro-
totypes in memory as with one in which prototypicality is an
emergent property of an exemplar memory. It may be easier
in an exemplar theory to understand how categories can
change their structure dynamically.

Possibly, Kuhl’s magnet effect can also be understood
from the framework of Miller’s (e.g., Miller & Volaitis, 1989)
findings if both sets of findings are related to Catherine Best’s
perceptual assimilation model (PAM; e.g., Best, 1994). PAM
is a model that captures consequences of perceptual speech
learning. In the model, experience with the language eventu-
ates in the formation of language-specific categories. When
listeners are given two nonnative consonants or two vowels
to discriminate, and they fall into the same native category,
discrimination is very poor if the phones are equally good ex-
emplars of the category. Discrimination is better if one is
judged a good and one a poor exemplar. This can be under-
stood by looking at Figure 9.9. Tokens that fall near the peak
of the goodness function sound very similar to listeners, and
they sound like good members of the category. However, one
token at the peak and one over to the left or right side of the
function sound different in goodness and therefore presum-
ably in phonetic quality. Functions with flat peaks and accel-
erating slopes to the sides of the function would give rise to a
magnet effect. That is, tokens surrounding the peak would be
difficult to discriminate, but equally acoustically similar to-
kens at the sides of the function (so a nonprototype and a
token near to it) would differ considerably in goodness and
be easily discriminable.

Lexical and Phonotactic Knowledge

Word knowledge can affect how phones are identified, as can
knowledge of the frequencies with which phones follow one
another in speech. Ganong (1980) showed that lexical knowl-
edge can affect how a phone is identified. He created pairs of
continua in which the phone sequence at one end was a word
but the sequence at the other end was a nonword. For exam-
ple, in one pair of continua, VOT was varied to produce a
gift-to-kift continuum and a giss-to-kiss continuum. Ganong
found that listeners provided more g responses in the gift-kift
continuum than in the giss-kiss continuum. That is, they
tended to give responses suggesting that they identified real
words preferentially. This result has recently been repli-
cated with audiovisual speech. Brancazio (submitted) has
shown that participants exhibit more McGurk integrations if
they turn acoustically specified nonwords into words (e.g.,
acoustic besk dubbed onto video desk, with the integrated
McGurk response being desk) than if they turn acoustically
specified words into nonwords (e.g., acoustic bench dubbed
on to video dench).

Ganong’s (1980) result has at least two interpretations.
One is that lexical information feeds down and affects per-
ceptual processing of consonants and vowels. An alternative
is that perceptual processing of consonants and vowels is

Figure 9.9 Goodness ratings along a /bi/-/pi/-*/pi/ continuum. Data simi-
lar to those of Miller and Volaitis (1989).
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encapsulated from such feedback; however, when the proces-
sor yields an ambiguous output, lexical knowledge is brought
to bear to resolve the ambiguity. In the first account, the effect
of the lexicon is on perceptual processing; in the second it is
on processing that follows perception of phones. The Ganong
paradigm has been used many times in creative attempts to
distinguish these interpretations (e.g., Fox, 1984; Miller &
Dexter, 1988; Newman, Sawusch, & Luce, 1997). However,
it remains unresolved.

A second finding of lexical effects is phonemic restoration
(e.g., Samuel, 1981, 1996; Warren, 1970). When the acoustic
consequences of a phoneme are excised from a word (in
Warren’s classic example, the /s/ noise of legislature) and are
replaced with noise that would mask the acoustic signal if it
were present, listeners report hearing the missing phoneme
and mislocate the noise. Samuel (1981) showed that when
two versions of these words are created, one in which the
acoustic consequences are present in the noise and one in
which they are absent, listeners asked to make a judgment
whether the phone is present or absent in the noise show
lower perceptual sensitivity to phones in words than in non-
words. That the effect occurs on the measure of perceptual
sensitivity (d�) suggests that, here, lexical knowledge is ex-
erting its effect on phoneme perception itself. (However, that
d� can be so interpreted in word recognition experiments has
been challenged; see Norris, 1995.)

A final lexical effect occurs in experiments on compensa-
tion for coarticulation. Mann and Repp (1981) found compen-
sation for /s/ and /ʃ/ on members of a /ta/-to-/ka/ continuum
such that the more front /s/ fostered /ka/ responses, and the
more back /ʃ/ fostered /ta/ responses. Elman and McClelland
(1988) used compensation for coarticulation in a study that
seemingly demonstrated lexical feedback on perceptual pro-
cessing of consonants. They generated continua ranging from
/d/ to /g/ (e.g., dates to gates) and from /t/ to /k/ (e.g., tapes to
capes). Continuum members followed words such as Christ-
mas and Spanish in which the final fricatives of each word (or,
in another experiment, the entire final syllables) were re-
placed with the same ambiguous sound. Accordingly, the only
thing that made the final fricative of Christmas an /s/ was the
listeners’knowledge that Christmas is a word and Christmash
is not. Lexical knowledge, too, was all that made the final
fricative of Spanish an /ʃ/. Listeners showed compensation
for coarticulation appropriate for the lexically specified frica-
tives of the precursor words.

This result is ascribed to feedback effects on perception,
because compensation for coarticulation is quite evidently an
effect that occurs during perceptual processing of phones.
However, Pitt and McQueen (1998) challenged the feedback
interpretation with findings appearing to show that the effect

is not really lexical. It is an effect of listeners’ knowledge of
the relative frequencies of phone sequences in the language,
an effect that they identify as prelexical and at the same level
of processing as that on which phonemes are perceived. Pitt
and McQueen note that in English, /s/ is more likely to fol-
low the final vowel of Christmas than is /ʃ/, and /ʃ/ is more
common than /s/ following the final vowel of Spanish. (If
readers find these vowels—ostensibly /ə/ and /I/ according to
Pitt and McQueen—rather subtly distinct, they are quite
right.) These investigators directly pitted lexical identity
against phone sequence frequency and found compensation
for coarticulation fostered only by the transition probability
variable. Lately, however, Samuel (2000) reports finding a
true lexical effect on phoneme perception. The clear result is
that lexical knowledge affects how we identify consonants
and vowels. It is less clear where in processing the lexical
effect comes in.

Pitt and McQueen’s study introduces another knowledge
variable that can affect phone identification: knowledge of
the relative transition frequencies between phones. Although
this logically could be another manifestation of our lexical
knowledge, Pitt and McQueen’s findings suggest that it is
not, because lexical and transition-probability variables dis-
sociate in their effects on compensation for coarticulation. A
conclusion that transition probability effects arise prelexi-
cally is reinforced by recent findings of Vitevitch and Luce
(1998, 1999).

There are many models of spoken-word recognition. They
include the pioneering TRACE (McClelland & Elman,
1986), Marslen-Wilson’s (e.g., 1987) cohort model, the
neighborhood activation model (NAM; Luce, 1986; Luce &
Pisoni, 1998), the fuzzy logical model of perception (FLMP;
e.g., Massaro, 1987, 1998), and shortlist (e.g., Norris, 1994).
(A more recent model of Norris et al., 1999, Merge, is
currently a model of phoneme identification; it is not a full-
fledged model of word recognition.)

I will describe just two models, TRACE and a nameless
recurrent network model described by Norris (1993); these
models represent extremes along the dimension of interactive
versus feedforward only (autonomous) models. 

In TRACE, acoustic signals are mapped onto phonetic fea-
tures, features map to phonemes, and phonemes to words.
Features activated by acoustic information feed activation
forward to the phonemes to which they are linked. Phonemes
activate words that include them. Activation also feeds back
from the word level to the phoneme level and from the
phoneme level to the feature level. It is this feedback that
identifies TRACE as an interactive model. In the model, there
is also lateral inhibition; forms at a given level inhibit forms
at the same level with which they are incompatible. Lexical
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effects on phoneme identification (e.g., the Ganong effect and
phonemic restoration) arise from lexical feedback. Given an
ambiguous member of a gift-to-kift continuum, the word gift
will be activated at the lexical level and will feed activation
back to its component phonemes, including /g/, thereby fos-
tering identification of the ambiguous initial consonant as /g/.
Lexical feedback also restores missing phonemes in the
phonemic restoration effect.

In TRACE, knowledge of transition probabilities is the
same as knowledge of words. That is, words and nonwords
with high transition probabilities include phoneme sequences
that occur frequently in words of the lexicon. TRACE cannot
generate the dissociations between effects of lexical knowl-
edge and transition probabilities that both Pitt and McQueen
(1998) and Vitevitch and Luce (1998) report. A second short-
coming of TRACE is its way of dealing with the temporally
extended character of speech. To permit TRACE to take in
utterances over time, McClelland and Elman (1986) used
the brute force method of replicating the entire network of
feature, phone, and word nodes at many different points in
modeled time.

Norris’s (1993) recurrent network can handle temporally
extended input without massive replication of nodes and
links. The network has input nodes that receive as input sets
of features for phonemes. The feature sets for successive
phonemes are input over time. Input units link to hidden
units, which link to output units. There is one set of output
units for words and one for phonemes. The hidden units also
link to one another over delay lines. It is this aspect of the net-
work that allows it to learn the temporally extended phoneme
sequences that constitute words. The network is trained to ac-
tivate the appropriate output unit for a word when its compo-
nent phonemes’ feature sets are presented over time to the
input units and to identify phonemes based on featural input.
The network has the notable property that it is feedforward
only; that is, in contrast to TRACE, there is no top-down
feedback from a lexical to a prelexical level. Recurrent net-
works are good at learning sequences, and the learning re-
sides in the hidden units. Accordingly, the hidden units have
probabilistic phonotactic knowledge. Norris has shown that
this model can exhibit the Ganong effect and compensation
for coarticulation; before its time, it demonstrated findings
like those of Pitt and McQueen (1998) in which apparently
top-down lexical effects on compensation for coarticulation
in fact arise prelexically and depend on knowledge of transi-
tion probabilities. This type of model (see also Norris et al.,
1999) is remarkably successful in simulating findings that
had previously been ascribed to top-down feedback. How-
ever, the debate about feedback is ongoing (e.g., Samuel,
2000).

SUMMARY

Intensive research on language forms within experimen-
tal psychology has only a 50-year history, beginning with
the work by Liberman and colleagues at Haskins Laborato-
ries. However, this chapter shows that much has been learned
in that short time. Moreover, the scope of the research has
broadened considerably, from an initial focus on speech
perception only to current research spanning the domains of
competence, planning production, and perception. Addi-
tionally, in each domain, the experimental methodolgies
developed by investigators have expanded and include
some remarkably useful ways of probing the psychology of
phonology.

Theoretical developments have been considerable, too.
Within each domain, competing theoretical views have
grown that foster efforts to sharpen the theories and to distin-
guish them experimentally. Moreover, we now have theories
in domains, such as planning, where earlier there were none.
The scope and depth of our understanding of language forms
and their role in language use has grown impressively. A rel-
atively new development that is proving very useful is the use
of models that implement theories. The models of Dell
(1986) and Levelt et al. (1999) of phonological planning, of
Guenther et al. (1998) and Saltzman (1991) on speech pro-
duction, and of McClelland and Elman (1986) and Norris
(1994), among others, of speech perception all help to
make theoretical differences explicit and theoretical claims
testable.

We have much more to learn, of course. My own view,
made clear in this chapter, is that enduring advances depend
on more cross-talk across the domains of competence, plan-
ning, production, and perception. 
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We live in a sea of information. The amount of information
available to our senses vastly exceeds the information-
processing capacity of our brains. How we deal with this
overload is the topic of this chapter—attention. Consider
your experience as you read this page. You are focused on
just a word or two at a time. The rest of the page is available
but is not being actively processed at this time. Indeed, quite
apart from the other words on the page, there are many stim-
uli impinging on you that you are probably not aware of, such
as the pressure of your chair against your back. Of course, as
soon as that pressure is mentioned you probably shifted your
attention to that source of stimulation, at which point you
most likely stopped reading briefly. Some external stimuli do
not need to be pointed out to you in order for you to become
aware of them—for example, a mosquito buzzing around
your face or the backfire of a car outside your window. These
simple observations point to the selectivity of attention, its
ability to shift quickly from one stimulus or train of thought
to another, the difficulty we have in attending to more than
one thing at a time, and the ability of some stimuli to capture

attention. These are all important aspects of the topic of at-
tention that will be explored in this chapter.

Perhaps the most fundamental point about attention is its
selectivity. Attention permits us to play an active role in our
interaction with the world; we are not simply passive recipi-
ents of stimuli. A great deal of the theoretical focus of re-
search on attention has been concerned with how we come to
select some information while ignoring the rest. Work in the
years immediately following World War II led to the devel-
opment of a theory that holds that information is filtered at an
early stage in perceptual processing (Broadbent, 1958). Ac-
cording to this approach, there is a bottleneck in the sequence
of processing stages involved in perception. Whereas physi-
cal properties such as color or spatial position can be ex-
tracted in parallel with no capacity limitations, further per-
ceptual analysis (e.g., identification) can be performed only
on selected information. Thus, unattended stimuli, which are
filtered out as a result of attentional selection, are not fully
perceived.

Subsequent research was soon to call filter theory into
question. One striking result comes from Moray’s (1959)
studies using the dichotic listening paradigm, in which head-
phones are used to present separate messages to the two ears.
The subject is instructed to shadow one message (i.e., repeat
it back as it is spoken); the other message is unattended.
Ordinarily, there is little awareness of the contents of the
unattended message (e.g., Cherry, 1953). However, Moray
found that when a message in the unattended ear is
preceded by the subject’s own name, the likelihood of report-
ing the unattended message is increased. This suggests that
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the unattended message had not been entirely excluded from
further analysis. Treisman (1960) proposed a modification of
the filter model that was designed to handle this problem. She
assumed the existence of a filter that attenuated the informa-
tional content of an unattended input without eliminating it
entirely. This model was capable of predicting the occasional
intrusion of meaningful material from an unattended mes-
sage. However, the discrepant data that led Treisman to pro-
pose an attenuator instead of an all-or-none filter led other
theorists in quite another direction. Thus, according to the
late-selection view (e.g., Deutsch & Deutsch, 1963), percep-
tual processing operates in parallel and selection occurs after
perceptual processing is complete (e.g., after identification),
with capacity limitations arising only from later, response-
related processes.

After nearly three decades of intensive research and de-
bate, recent reviews have suggested that the apparent contro-
versy between the two views may stem from the fact that the
empirical data in support of each of them has typically been
drawn from different paradigms.

For instance, Yantis and Johnston (1990) noted that evi-
dence favoring the existence of late selection was typically
obtained with divided-attention paradigms (e.g., Duncan,
1980; Miller, 1982). These findings showed only that there
can be selection after identification, rather than entailing that
selection must occur after identification. Yantis and Johnston
(1990) set out to determine whether early selection is at all
possible. By creating optimal conditions for the focusing of
attention, they showed that subjects were able to ignore irrel-
evant distractors, thus demonstrating the perfect selectivity
that is diagnostic of early selection. Yantis and Johnston
proposed a hybrid model with a flexible locus for visual
selection—namely, an early locus when the task involves fil-
tering out irrelevant objects, and a late locus, after identifica-
tion, when the task requires processing multiple objects.

Kahneman and Treisman (1984) noted that whereas the
early-selection approach initially gained the lion’s share of
empirical support (e.g., von Wright, 1968), later studies pre-
sented mounting evidence in favor of the late-selection view
(e.g., Duncan, 1980). They attributed this dichotomy to a
change in paradigm that took place in the field of attention
beginning in the late 1970s. Specifically, early studies used
the filtering paradigm, in which subjects are typically over-
loaded with relevant and irrelevant stimuli and required to
perform a complex task. Later studies used the selective-set
paradigm, in which subjects are typically presented with few
stimuli and required to perform a simple task. Thus, based on
the observation that the conditions prevailing in the two types
of study are very different, Kahneman and Treisman cau-
tioned against any generalization across these paradigms.

Lavie and Tsal (1994) elaborated on this idea by proposing
that perceptual load may determine the locus of selection.
They showed that early selection is possible only under con-
ditions of high perceptual load (viz., when the task at hand
is demanding or when the number of different objects in the
display is large), whereas results typical of late selection are
obtained under conditions of low perceptual load. In other
words, when the task is not demanding, the spare capacity
that is unused by that task is automatically diverted to the
processing of irrelevant stimuli.

The idea of a fixed locus of selection (whether early or
late) implies a distinction between a preattentive stage, in
which all information receives a preliminary but superficial
analysis, followed by an attentive stage, in which only se-
lected parts of the information receive further processing
(Neisser, 1967). The preattentive stage has been further char-
acterized as being automatic (i.e., triggered by external stim-
ulation), spatially parallel, and unlimited in capacity, whereas
the attentive stage is controlled (i.e., guided by the observer’s
goals and intentions), spatially restricted to a limited region,
and limited in capacity. Within this framework, an important
question becomes, To what extent are stimuli processed dur-
ing the preattentive stage?

One implication of the proposed resolutions of the early-
versus-late debate (Kahneman & Treisman, 1984; Lavie &
Tsal, 1994; Yantis & Johnston, 1990) is that one cannot draw
inferences from findings concerning the locus of selection to
the question of how extensive preattentive processing is. That
is, how efficient selection can be and what is accomplished
during the preattentive stage are separate issues. For instance,
the idea of a flexible locus of selection advanced by Yantis
and Johnston (1990) implies that the level at which selection
can be accomplished does not reveal intrinsic capacity limi-
tations but depends only on task demands, and thus does
not tell anything about preattentive processing. Similarly,
the finding that perceptual load is a major determinant of
selection efficiency (Lavie & Tsal, 1994) makes a useful
methodological contribution, because it shows that a failure
of selectivity does not reveal how extensively unattended ob-
jects are processed, but may instead reflect the mandatory al-
location of unused attentional resources to irrelevant objects.

EFFICIENCY OF SELECTION

Failures of Selectivity

Various factors affect the efficiency of attentional selection.
As was mentioned earlier, Lavie and Tsal (1994) proposed
that low perceptual load may impair selectivity because spare



Efficiency of Selection 271

attentional resources are automatically allocated to irrele-
vant distractors. Similarly, grouping between target and dis-
tractors may impair attentional selectivity. Another case of
selectivity failure is evident in the ability of certain known-
to-be-irrelevant stimuli to capture attention automatically.

Effects of Grouping on Selection

The principles of perceptual organization articulated by the
Gestalt psychologists at the beginning of the last century
(e.g., proximity, similarity, good continuation) correlate cer-
tain stimulus characteristics with the tendency to perceive
certain parts of the visual field as belonging together—that is,
as forming the same perceptual object. (For a fuller discus-
sion of the Gestalt principles see the chapter by Palmer in this
volume.) Kahneman and Henik (1981) considered the possi-
bility that such grouping principles may impose strong con-
straints on visual selection, with attention selecting whole
objects rather than unparsed regions of space. Beginning in
the early 1980s, this object-based view of selection has
gained increased empirical support from a variety of experi-
mental paradigms.

Rock and Gutman (1981) showed object-specific atten-
tional benefits in an early study. Subjects were presented with
a sequence of 10 stimuli, each of which consisted of two
overlapping outline drawings of novel shapes, one drawn in
red and one in green. Thus, in each of the overlapping pairs,
the two shapes occupied essentially the same overall location
in space. Subjects were required to make aesthetic judgments
concerning only those stimuli in one specific color (e.g., the
red stimuli). At the end of the sequence, they were given a
surprise recognition test. Subjects were much more likely to
report attended items (those about which they had rendered
aesthetic judgments) as old than to report unattended items as
old. In fact, unattended items were as likely to be recognized
as were new items.

This finding shows that attention can be directed to one of
two spatially overlapping items. Note, however, that object-
based selection was required by the task, which leaves open
the possibility that object-based selection may not be manda-
tory. Moreover, the fact that the unattended stimulus was
not recognized does not necessarily entail that it was not
perceived; in particular, it may have been forgotten during the
interval between presentation and the recognition test.

In a later article, Duncan (1984) explicitly laid out the dis-
tinction between space-based and object-based views of at-
tention and tested them with a perceptual version of the Rock
and Gutman (1981) memory task. In Duncan’s study, object-
based selection was no more task relevant than space-based
selection. Subjects were presented with displays containing

two objects: an outline box and a line that was struck through
the box (see Figure 10.1). The box was either short or tall,
and had a gap on either its left or right side. The line was
dashed or dotted and was slanted either to the right or to the
left. Subjects were found to judge two properties of the same
object as readily as one property. However, there was a decre-
ment in performance when they had to judge two properties
belonging to two different objects. These results showed a
difficulty in dividing attention between objects that could not
be accounted for by spatial factors, because the objects were
superimposed in the same spatial region.

This very influential study has generated a whole body of
research concerned with the issue of object-based selection, al-
though it has been criticized by several authors (e.g., Baylis &
Driver, 1993). Later studies where the problems associated
with Duncan’s study were usually overcome also demon-
strated a cost in dividing attention between two objects
(e.g., Baylis & Driver, 1993; but see Davis, Driver, Pavani, &
Shepherd, 2000, for a spatial interpretation of object-based
effects obtained using divided attention tasks).

Recently, Watson and Kramer (1999) added an important
contribution to this line of research by attempting to specify a
priori the stimulus characteristics that define the objects upon
which selection takes place. They proposed a framework
that allows one to predict whether object-based effects will be
found, depending on stimulus characteristics. Borrowing from
Palmer and Rock’s (1994) theory of perceptual organization,
they distinguished among three hierarchically organized lev-
els of representation: (a) single, uniformly connected (UC)
regions, defined as connected regions with uniform visual
properties such as color or texture; (b) grouped-UC regions,
which are larger representations made up of multiple single-
UC regions grouped on the basis of Gestalt principles; and
(c) parsed-UC regions, which are smaller representations seg-
regated by parsing single-UC regions at points of concavity

Figure 10.1 Two sample stimuli used in the study of object-based atten-
tion. Each stimulus consisted of two objects (a box and a line passing through
the box). See text for further details. Source: Reprinted from Duncan
(1984), with permission from the American Psychological Association.
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(e.g., the pinched middle of an hourglass is such a region of
concavity; it permits parsing the hourglass into its two main
parts, the upper and lower chambers).

They used complex familiar objects (pairs of wrenches)
and had subjects identify whether one or two predefined
target properties were present in these objects (see Fig-
ure 10.2). They examined under which conditions object-
based effects (i.e., a performance cost for trials in which two
targets belong to different wrenches rather than to the same
wrench) could be obtained for each of the three representa-
tional levels. They found that (a) object-based effects are ob-
tained when the to-be-judged object parts belong to the same
single-UC region, but not when they are separate single-UC
regions, and concluded that the default level at which selec-
tion occurs is the single-UC level; and (b) selection may
occur at the grouped-UC level when it is beneficial to per-
forming the task or when this level has been primed.

The finding that it is easier to divide attention between two
properties when these belong to the same object suggests that
perceptual organization affects the distribution of attention.
Another empirical strategy used to reveal these effects is to
show that subjects are unable to ignore distractors when these
are grouped with the to-be-attended target (e.g., Banks &
Prinzmetal, 1976). Other studies following this line of rea-
soning used the Eriksen response competition paradigm
(Eriksen & Hoffman, 1973), where the presence of distractors
flanking the target and associated with the wrong response is

shown to slow choice reaction to the target (see the chapter by
Proctor and Vu in this volume). They demonstrated that dis-
tractors grouped with the target (e.g., by common color or
contour) slow response more than do distractors that are not
grouped with it, even when target-distractor distance is the
same in the two conditions (Kramer & Jacobson, 1991).

Perhaps the strongest support for the idea that attention se-
lects perceptual groups rather than unparsed locations was
provided by Egly, Driver, and Rafal’s (1994) spatial cueing
study. Subjects had to detect a luminance change at one of the
four ends of two outline rectangles (see Figure 10.3). One
end was precued. On valid-cue trials, the target appeared at
the cued end of the cued rectangle, whereas on invalid-cue
trials, it appeared either at the uncued end of the cued rectan-
gle, or in the uncued rectangle. The distance between the
cued location and the location where the target appeared was
identical in both invalid-cue conditions. On invalid-cue trials,
targets were detected faster when they belonged to the same
object as the cue, rather than to the other object. Several
replications were reported, with detection (e.g., Lamy & Tsal,
2000; Vecera, 1994) as well as identification tasks (e.g.,
Lamy & Egeth, 2002; Moore, Yantis, & Vaughan, 1998).

Although some individual studies have been criticized
or proved difficult to replicate and limiting conditions for
object-based selection have been identified (Lamy & Egeth,
in press; Watson & Kramer, 1999), the overall picture that
emerges from this selective review is that the segmentation of

Figure 10.2 Sample stimuli and results from Experiment 1 of Watson and Kramer (1999). Each wrench in the
two upper panels is homogeneously colored, and thus, according to Palmer and Rock (1994), may be character-
ized as a single uniformly connected (UC) region. The wrenches in the two lower panels, having stippled handles
between solid black ends, each consist of multiple (i.e., three) UC regions. Subjects searched the display for the
presence of two targets: an open end (shown as the upper right end in each panel), and a bent end (shown on the
upper left end on the different-wrench examples, and the lower right end of the same-wrench examples). Mean
reaction-time differences are shown on the right of the figure. They show a same-object effect for the single-UC
wrenches, but not for the wrenches composed of multiple UC regions. Source: Reprinted from Watson and
Kramer (1999), with permission of the Psychonomic Society.
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the visual field into perceptual groups imposes constraints on
attentional selection. It is important to note, however, that
this conclusion does not necessarily imply that grouping
processes are preattentive. Indeed, in all the studies surveyed
above, at least one part of the relevant object (i.e., of the per-
ceptual group for which object-based effects were measured)
was attended. As a result, one may conceive of the possibility
that attending to an object part causes other parts of this ob-
ject to be attended.

For this reason, a safer avenue to investigate whether
grouping requires attention may be to measure grouping ef-
fects when the relevant perceptual group lies entirely outside
the focus of attention. The studies pertaining to this issue will
be discussed in the section on “Preattentive and Attentive
Processing.”

Capture of Attention by Irrelevant Stimuli

Goal-directed or top-down control of attention refers to the
ability of the observer’s goals or intentions to determine
which regions, attributes, or objects will be selected for
further visual processing. Most current models of attention
assume that top-down selectivity is modulated by stimulus-
driven (or bottom-up) factors, and that certain stimulus prop-
erties are able to attract attention in spite of the observer’s
effort to ignore them. Several models, such as the guided
search model of Cave and Wolfe (1990), posit that an item’s
overall level of attentional priority is the sum of its bottom-up
activation level and its top-down activation level. Bottom-up
activation is a measure of how different an item is from its
neighbors. Top-down activation (Cave & Wolfe, 1990) or

inhibition (Treisman & Sato, 1990) depends on the degree of
match between an item and the set of target properties speci-
fied by task demands. However, the relative weight allocated
to each factor and the mechanisms responsible for this allo-
cation are left largely unspecified. Curiously enough, no par-
ticular effort has been made to isolate the effects on visual
search of bottom-up and top-down factors, which were typi-
cally confounded in the experiments held to support these
theories (see Lamy & Tsal, 1999, for a detailed discussion).
For instance, the fact that search for feature singletons is effi-
cient has been demonstrated repeatedly (e.g., Egeth, Jonides,
& Wall, 1972; Treisman & Gelade, 1980) and has been
termed pop-out search (or parallel feature search). It is often
assumed that this phenomenon reflects automatic capture of
attention by the feature singleton. However, in typical pop-
out search experiments, the singleton target is both task rele-
vant and unique. Thus, it is not possible to determine in these
studies whether efficient search stems from top-down factors,
bottom-up factors, or both (see Yantis & Egeth, 1999).

Recently, new paradigms have been designed that allow
one to disentangle bottom-up and top-down effects more rig-
orously. The general approach has been to determine the ex-
tent to which top-down factors may modulate the ability of an
irrelevant salient item to capture attention. Discontinuities,
such as uniqueness on some dimension (e.g., color, shape,
orientation) or abrupt changes in luminance, are typically
used as the operational definition of bottom-up factors or
stimulus salience. Based on the evidence that has accumu-
lated in the last decade or so, two opposed theoretical pro-
posals have emerged. Some authors have suggested that
preattentive processing is driven exclusively by bottom-up
factors such as salience, with a role for top-down factors only
later in processing (e.g., M. S. Kim & Cave, 1999; Theeuwes,
Atchley, & Kramer, 2000). Others have proposed that atten-
tional allocation is always ultimately contingent on top-
down attentional settings (e.g., Bacon & Egeth, 1994; Folk,
Remington, & Johnston, 1992). A somewhat intermediate
viewpoint is that pure, stimulus-driven capture of attention is
produced only by the abrupt onset of new objects, whereas
other salient stimulus properties do not summon attention
when they are known to be irrelevant (e.g., Jonides & Yantis,
1988). Several sets of findings have shaped the current state
of the literature on how bottom-up and top-down factors af-
fect attentional priority.

Beginning in the early 1990s, Theeuwes (e.g., 1991, 1992;
Theeuwes et al., 2000) carried out several experiments sug-
gesting that attention is captured by the element with the
highest bottom-up salience in the display, regardless of
whether this element’s salient property is task relevant. Cap-
ture was measured as slower performance in parallel search

Figure 10.3 Examples of typical sequences of events in Experiments 1 and
2 of the study by Egly, Driver, and Rafal (1994). The white lines in the cue
display represent the cue. The filled end of a bar represents the target. The
target for the valid trial is in the same spatial location (upper right) as the cue.
There are two types of invalid trials. In one, the target is the on the same bar
as the cue, but at the opposite end, and thus requires a within-object shift of
attention from the preceding cue. In the other, the target is on the uncued bar;
this target requires a between-objects switch of attention from the cue. Note
that the distance between the target and the cue is equal in the two types of
invalid trial.
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even when the target’s unique feature value was known (see
Pashler, 1988a, for an earlier report of this effect). Theeuwes
concluded that when subjects are engaged in a parallel
search, perfect top-down selectivity based on stimulus fea-
tures (e.g., red or green) or stimulus dimensions (e.g., shape
or color) is not possible.

Bacon and Egeth (1994) questioned this conclusion.
Using a distinction initially suggested by Pashler (1988a),
they proposed that in Theeuwes’s (1992) experiment, two
search strategies were available: (a) singleton detection mode,
in which attention is directed to the location with the largest
local feature contrast, and (b) feature search mode, which en-
tails directing attention to items possessing the target visual
feature. Indeed, the target was defined as being a singleton
and as possessing the target attribute. If subjects used single-
ton detection mode, both relevant and irrelevant singletons
could capture attention, depending on which exhibited the
greatest local feature contrast. To test this hypothesis, Bacon
and Egeth (1994) designed conditions in which singleton de-
tection mode was inappropriate for performing the task. As
a result, the disruption caused by the unique distractor dis-
appeared. They concluded that irrelevant singletons may or
may not cause distraction during parallel search for a known
target, depending on the search strategy employed.

Another set of experiments revealed that abrupt onsets do
produce involuntary attentional capture (Hillstrom & Yantis,
1994; Jonides & Yantis, 1988), whereas feature singletons on
dimensions such as color and motion do not (e.g., Jonides &
Yantis, 1988). These authors concluded that (a) abrupt onsets
are unique in their ability to summon attention to their loca-
tion automatically, and (b) feature singletons do not capture
attention when they are task irrelevant.

The idea that the ability of a salient stimulus to cap-
ture attention depends on top-down settings—specifically,
on whether subjects use singleton detection mode or feature
search mode—is consistent with the contingent attentional cap-
ture hypothesis (e.g., Folk et al., 1992).According to this theory,
attentional capture is ultimately contingent on whether a salient
stimulus property is consistent with top-down attentional
control settings. The settings are assumed to reflect current be-
havioral goals determined by the task to be performed. Once the
attentional system has been configured with appropriate control
settings, a stimulus property that matches the settings will
produce “on-line” involuntary capture to its location. Stimuli
that do not match the top-down attention settings will not cap-
ture attention.

Folk et al. (1992) provided support for this claim using a
novel spatial cuing paradigm. In Experiment 3, for instance,
subjects saw a cue display followed by a target display (see
Figure 10.5). They were required to decide whether the target

Figure 10.4 Sample stimuli from the studies of Theeuwes (1991, 1992).
The subject always searched for a green circle among green diamonds (two
left panels; form condition), or among red circles (two right panels; color
condition), either without a distractor (top panels), or with a distractor (bot-
tom panels). The line segment within the target element was horizontal or
vertical (subjects had to indicate which); the line segments in the other forms
were tilted 22.5 deg from horizontal or vertical. Source: Reprinted from
Theeuwes (1992), with permission of the Psychonomic Society.

form color

green
red

when an irrelevant salient object was present. For instance,
Theeuwes (1991, 1992) presented subjects with displays con-
sisting of varying numbers of colored circles and diamonds
arranged on the circumference of an imaginary circle (see
Figure 10.4). A line segment varying in orientation appeared
inside each item, and subjects were required to determine the
orientation of the line segment within a target item. In one
condition, the target item was defined by its unique form
(e.g., it was the single green diamond among green circles).
In another condition, it was defined as the color singleton
(e.g., it was the single red square among green squares). On
half of the trials, an irrelevant distractor unique on an irrele-
vant dimension might be present. For instance, when the
target item was a green diamond among green circles, a red
circle was present. Theeuwes (1991) found that the presence
of the irrelevant singleton slowed reaction times (RTs) signif-
icantly. However, this effect occurred only when the irrele-
vant singleton was more salient than the singleton target,
suggesting that items are selected by order of salience. In a
later study, Theeuwes (1992) reported distraction effects
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Figure 10.5 Sample cue displays and target displays used to investigate
contingent attentional capture. In these examples, the cues appear in the left-
hand location and the targets in the right-hand location (thus any trials com-
posed from these particular components would be considered invalid trials).
See text for further details. Source: Reprinted from Folk, Remington,
and Johnston (1992), with permission of the American Psychological
Association.

Color cue

Onset cue

Color target

Onset target

was an x or an “=” sign. The target was defined either as a
color singleton target (e.g., the single red item among white
items) or as an onset target (i.e., a unique abruptly onset item
in the display). Two types of distractors were used. A color
distractor consisted of four colored dots surrounding a poten-
tial target location, and arrays of white dots surrounded the
remaining three locations. An onset distractor consisted of a
unique array of four white dots surrounding one of the poten-
tial target locations. The two distractor types were factorially
combined with the two target types, with each combination
presented in a separate block. The locations of the distractor
and target were uncorrelated. The authors reasoned that if a
distractor were to capture attention, a target sharing its loca-
tion would be identified more rapidly than a target appearing
at a different location. Thus, they measured capture as the
difference in performance between conditions in which dis-
tractors appeared at the target location versus nontarget loca-
tions. The question was whether capture would depend on the
match between the salient property of the distractor and the
property defining the target. The results showed that it did:
Whereas capture was found when the distractor and target
shared the same property, virtually no capture was observed
when they were defined by different properties.

The foregoing discussion of attentional capture suggests
that the conditions under which involuntary capture occurs

remain controversial. Studies that reached incompatible con-
clusions usually presented numerous procedural differences.
For instance, Folk (e.g., Folk et al., 1992) and Yantis (e.g.,
Yantis, 1993) disagree on what status should be assigned to
new (or abruptly onset) objects. Yantis claims that abrupt on-
sets capture attention irrespective of the observer’s inten-
tions, whereas Folk argues that involuntary capture by abrupt
onsets happens only when subjects are set to look for onset
targets. Note, however, that Yantis’s experiments typically in-
volved a difficult search, for instance, one in which the target
was a specific letter among distracting letters (e.g., Yantis &
Jonides, 1990) or a line differing only slightly in orientation
from surrounding distractors (e.g., Yantis & Egeth, 1999). In
contrast, Folk’s subjects typically searched for, say, a red tar-
get among white distractors—that is, for a target that sharply
differed from the distractors on a simple dimension (e.g.,
Folk et al., 1992). Thus, the two groups of studies differed as
to how much top-down guidance was available to find the tar-
get. This factor may possibly account for the better selectiv-
ity obtained in Folk’s studies. Further research is needed to
settle this issue.

The main point of agreement seems to be that an irrelevant
feature singleton will not capture attention automatically when
the task does not involve searching for a singleton target. This
finding has been obtained using three different paradigms,
under which attentional capture was gauged using different
measures: a difference between distractor-present versus dis-
tractor-absent trials (Bacon & Egeth, 1994); a difference be-
tween trials in which the target and cue occupy the same versus
different locations in spatial cueing tasks (e.g., Folk et al.,
1992); and the difference between trials in which the target and
salient item do versus do not coincide (e.g., Yantis & Egeth,
1999). Although most of the evidence provided by Theeuwes
(e.g., 1992) for automatic capture was drawn from studies in
which the target was a singleton, his position on whether cap-
ture occurs when the target is not a singleton is not entirely
clear (see, e.g., Theeuwes & Burger, 1998).

Note, however, that in the current state of the literature,
the implied distinction between singleton detection mode,
in which any salient distractor will capture attention, and
feature search mode, in which only singletons sharing a
task-relevant feature will capture attention, suffers from two
problems.

First, it is based on the yet-untested assumption that the
singleton detection mode of processing is faster or less cogni-
tively demanding than is the feature search mode. Indeed, one
observes that subjects will use the feature search mode only if
the singleton detection mode is not an option. For instance,
when the strategy of searching for the odd one out is not
available (e.g., Bacon & Egeth, 1994, Experiments 2 & 3),
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an irrelevant singleton does not capture attention. However,
the same irrelevant singleton does capture attention when
subjects search for a singleton target with a known feature
(e.g., Bacon & Egeth, 1994, Experiment 1). Capture by the ir-
relevant singleton occurs despite the fact that using the sin-
gleton detection mode will tend to guide attention first toward
a salient nontarget on 50% of the trials (or even on 100% of
the trials; see M. S. Kim & Cave, 1999), whereas using the
feature search mode will tend to guide attention directly to
the target on 100% of the trials. The intuitive explanation for
the fact that subjects use a strategy that is nominally less effi-
cient is that the singleton-detection processing mode itself
must be structurally more efficient. Yet, no study to date has
put this assumption to test.

Second, in studies in which subjects must look for a
unique target with a known feature, there is often an element
of circularity in inferring from the data which processing
mode subjects use. Indeed, if an irrelevant singleton captures
attention, then the conclusion is that subjects used the single-
ton detection mode. If, in contrast, no capture is observed,
the conclusion is that they used the feature search mode.
However, the factors that induce subjects to use one mode
rather than the other when both modes are available remain
unspecified.

Selection by Location and Other Features

The foregoing section was concerned with factors that limit
selectivity. Next, we turn to a description of the mechanisms
underlying the different ways by which attention can be di-
rected toward to-be-selected or relevant areas or objects.

Selection by Location

“Attention is quite independent of the position and accom-
modation of the eyes, and of any known alteration in these
organs; and free to direct itself by a conscious and voluntary
effort upon any selected portion of a dark and undifferenced
field of view” (von Helmholtz, 1871, p. 741, quoted by
James, 1890/1950, p. 438). Since this initial observation was
made, a large body of research has investigated people’s abil-
ity to shift the locus of their attention to extra-foveal loci
without moving their eyes (e.g., Posner, Snyder, & Davidson,
1980), a process called covert visual orienting (Posner,
1980).

Covert visual orienting may be controlled in one of two
ways, one involving peripheral (or exogenous) cues, and the
other, central (or endogenous) cues. Peripheral cues tradi-
tionally involve abrupt changes in luminance—usually,
abrupt object onsets, which on a certain proportion of the

trials appear at or near the location of the to-be-judged target.
With central cues, knowledge of the target’s location is pro-
vided symbolically, typically in the center of the display (e.g.,
an arrow pointing to the target location). Numerous experi-
ments have shown that detection and discrimination of a tar-
get displayed shortly after the cue is improved more on valid
trials—that is, when this target appears at the same location
as the cue (peripheral cues) or at the location specified by the
cue (central cues)—than on invalid trials, in which the target
appears at a different location. Some studies also include neu-
tral trials or no-cue trials, in which none of the potential tar-
get locations is primed (but see Jonides & Mack, 1984, for
problems associated with the choice of neutral cues). Neutral
trials typically yield intermediate levels of performance. Pe-
ripheral and central cues have been compared along two main
avenues.

Some studies have focused on differences in the way at-
tention is oriented by each type of cue. The results from this
line of research have suggested that peripheral cues capture
attention automatically (but see the earlier section, “Capture
of Attention by Irrelevant Stimuli,” for a discussion of this
issue), whereas attentional orienting following a central cue
is voluntary (e.g., Müller & Rabbitt, 1989; Nakayama &
Mackeben, 1989). Moreover, attentional orienting to the cued
location was found to be faster with peripheral cues than with
central cues. For instance, in Muller and Rabbitt’s (1989)
study, subjects had to find a target (T ) among distractors (+)
in one of four boxes located around fixation. The central cue
was an arrow at fixation, pointing to one of the four boxes.
The peripheral cue was a brief increase in the bright-
ness of one of the boxes. With peripheral cues, costs and
benefits grew rapidly and reached their peak magnitudes at
cue-to-target onset asynchronies (SOAs) in the range of 100–
150 ms. With central cues, maximum costs and benefits were
obtained for SOAs of 200–400 ms.

Other studies have focused on differences in information
processing that occur as a consequence of the allocation of at-
tention by peripheral versus central cues. Two broad classes
of mechanisms have been proposed to describe the effects of
spatial cues. According to the signal enhancement hypothesis
(e.g., Henderson, 1996), attention strengthens the stimulus
representation by allocating the limited capacity available for
perceptual processing. In other words, attention facilitates
perceptual processing at the cued location. According to the
uncertainty or noise reduction hypothesis (e.g., Palmer,
Ames, & Lindsay, 1993) spatial cues allow one to exclude
distractors from processing by monitoring only the relevant
location rather than all possible ones. Thus, cueing attention
to a specific location reduces statistical uncertainty or noise
effects, which stem from information loss and decision
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limits, not from changes in perceptual sensitivity or limits of
information-processing capacity.

In order to test the two hypotheses against each other, sev-
eral investigators have sought to determine whether spatial
cueing effects would be observed when the target appears in an
otherwise empty field. The signal enhancement hypothesis
predicts such effects, as the allocation of attentional resources
at the cued location should facilitate perceptual processing at
that location, even in the absence of noise. In contrast, the
noise reduction hypothesis predicts no cueing effects with sin-
gle-element displays, because no spatial uncertainty or noise
reduction should be required in the absence of distractors.

This line of research has generated conflicting findings,
with reports of small effects (Posner, 1980), significant
effects (e.g., Henderson, 1991) or no effect (e.g., Shiu &
Pashler, 1994). Relatively subtle methodological differences
have turned out to play a crucial role. For instance, Shiu
and Pashler (1994) criticized earlier single-target studies
(Henderson, 1991) on the grounds that the masks presented at
each potential location after the target display may have been
confusable with the target, thus making the precue useful in
reducing the noise associated with the masks. They compared
a condition in which masks were presented at all potential lo-
cations vs. a condition with a single mask at the target loca-
tion. Precue effects were found only in the former condition,
supporting the idea that these reflect noise reduction rather
than perceptual enhancement. However, recent evidence
showed that spatial cueing effects can be found with a single
target and mask, and are larger with additional distractors or
masks. These findings suggest that attentional allocation by
spatial precues leads both to signal enhancement at the cued
location and noise reduction (e.g., Cheal & Gregory, 1997;
Henderson, 1996).

Most of the reviewed studies employed informative pe-
ripheral cues, which precludes the possibility of determining
whether the observed effects of attentional facilitation
should be attributed to the exogenous or to the endogenous
component of attentional allocation, or to both. Studies
that employed non-informative peripheral cues (Henderson,
1996; Luck & Thomas, 1999) showed that these lead to both
perceptual enhancement and noise reduction. Recently, Lu
and Dosher (2000) directly compared the effects of periph-
eral and central cues and reported results suggesting a noise
reduction mechanism of central precueing and a combination
of noise reduction and signal enhancement for peripheral
cueing.

To conclude, the current literature points to notable differ-
ences in the way attention is oriented by peripheral vs. central
cues, as well as differences in information processing when
attention is directed by one type of spatial cue vs. the other.

Is Location Special?

The idea that location may deserve a special status in the
study of attention has generated a considerable amount of re-
search, and the origins of this debate can be traced back to the
notion that attention operates as a spotlight (e.g., Broadbent,
1982; Eriksen & Hoffman, 1973; Posner et al., 1980), which
has had a major influence on attention research. According to
this model, attention can be directed only to a small contigu-
ous region of the visual field. Stimuli that fall within that
region are extensively processed, whereas stimuli located
outside that region are ignored. Thus, the spotlight model—
as well as models based on similar metaphors, such as
zoom lenses (e.g., Eriksen & Yeh, 1985) and gradients (e.g.,
Downing & Pinker, 1985; LaBerge & Brown, 1989)—
endows location (or space) with a central role in the selection
process. Later theories making assumptions that markedly
depart from spotlight theories also assume an important role
for location in visual attention (see Schneider, 1993 for a
review). These include for instance Feature Integration
Theory (Treisman & Gelade, 1980), the Guided Search model
(Cave & Wolfe, 1990; Wolfe, 1994), van der Heidjen’s model
(1992, 1993), and the FeatureGate model (Cave, 1999).

A comprehensive survey of the debate on whether or not
location is special is beyond the scope of the present en-
deavor (see for instance, Cave & Bichot, 1999; Lamy & Tsal,
2001, for reviews of this issue). Here, two aspects of this
debate will be touched on, which pertain to the efficiency of
selection. First, we shall briefly review the studies in which
selectivity using spatial vs. non-spatial cues is compared.
Then, the idea that selection is always ultimately mediated by
space, which entails that selection by location is intrinsically
more direct, will be contrasted with the notion that attention
selects space-invariant object-based representations.

Selection by Features Other Than Location. Numer-
ous studies have shown that advance knowledge about a
non-spatial property of an upcoming target can improve per-
formance (e.g., Carter, 1982). Results arguing against the
idea that attention can be guided by properties other than lo-
cation are typically open to alternative explanations (see
Lamy & Tsal, 2001, for a review). For instance, Theeuwes
(1989) presented subjects with two shapes that appeared si-
multaneously on each side of fixation. The target was defined
as the shape containing a line segment, whereas the distractor
was the empty shape. Subjects responded to the line’s orien-
tation. The target was cued by the form of the shape within
which it appeared, or by its location. Validity effects were
obtained with the location cue but not with the form cue.
The author concluded that advance knowledge of form



278 Attention

cannot guide attention. Note however, that it may have
been easier for subjects to look for the filled shape, that is,
to use the “defining attribute” (Duncan, 1985), rather than
to use the form cue. In this case, subjects may simply not
have used the cue, which would explain why it had no effect.
According to this logic, using the location cue was easier
than looking for the filled shape, but looking for the filled
shape was easier than using the form cue. Thus, whereas
Theeuwes’s finding indicates that location cueing may be
more efficient than form cueing, it does not preclude the pos-
sibility that form cues may effectively guide attention when
no other, more efficient strategy is available.

Whereas it is generally agreed that spatial cueing is more
efficient than cueing by other properties, there has been some
debate as to whether qualitative differences exist between at-
tentional allocation using one type of cue vs. the other (e.g.,
Duncan, 1981; Tsal, 1983). It seems that non-spatial cues dif-
fer from peripheral spatial cues in that they only prioritize the
elements possessing the cued property rather than improving
their perceptual representation. Moore and Egeth (1998) re-
cently presented evidence showing that “feature-based atten-
tion failed to aid performance under ‘data-limited’ conditions
(i.e., those under which performance was primarily affected
by the sensory quality of the stimulus), but did affect perfor-
mance under conditions that were not data-limited.” More-
over, in several physiological studies that compared the
event-related potentials (ERP) elicited by stimuli attended on
the basis of location vs. other features, a qualitatively differ-
ent pattern of activity was found for the two types of cues,
which was taken to indicate that selection by location may
occur at an earlier stage than selection by other properties
(e.g., Hillyard & Munte, 1984; Näätänen, 1986).

Is Selection Mediated by Space? The idea that selec-
tion is always ultimately mediated by space, as is assumed in
numerous theories of attention, has been challenged by re-
search showing that attention is paid to space-invariant
object-based representations rather than to spatial locations.
Studies favoring the space-based view typically manipulated
only spatial factors. The reasoning was that if spatial effects
can be found when space is task irrelevant, then selection
must be mediated by space, and does not therefore operate on
space-invariant representations. In contrast, in studies sup-
porting the space-invariant view, spatial factors were usually
kept constant and objects were separated from their spatial
location via motion. In spite of intensive investigation, no
consensus has yet emerged.

It is important to make it clear that the body of research
concerned with the effects of Gestalt grouping on the distrib-
ution of attention that was reviewed earlier is not relevant

here. Both issues are generally conflated under the general
term of “object-based selection.” However, whether attention
selects spatial or spatially-invariant representations concerns
the medium of selection, whereas effects of grouping on at-
tention speak to the efficiency of selection (see Lamy & Tsal,
2001; Vecera, 1994; Vecera & Farah, 1994, for further expli-
cation of this distinction).

One of the most straightforward methods used to investi-
gate whether selection is fundamentally spatial is to have
subjects attend to an object that happens to occupy a certain
location in a first display and then attend to a different object
occupying either the same or a different location in a subse-
quent display. With this procedure, sometimes referred to as
the “post-display probe technique” (e.g., Kramer, Weber, &
Watson, 1997), an advantage in the same-location condition
is taken to support the idea that selection is space-based. The
crux of this method is that it shows spatial effects in tasks
where space is utterly irrelevant to the task at hand. For in-
stance, Tsal and Lavie (1993, Experiment 4) showed that
when subjects had to attend to the color of a dot (its location
being task irrelevant), they responded faster to a subsequent
probe when it appeared in the location previously occupied
by the attended dot than in the alternative location (see M. S.
Kim & Cave, 1995, for similar results).

Following a related rationale, other authors used rapid
serial visual presentation (RSVP) tasks (e.g., McLean,
Broadbent, & Broadbent, 1983) or partial report tasks (e.g.,
Butler, Mewhort, & Tramer, 1987) and showed that when
subjects have to report an item with a specific color, near-
location errors are the most frequent. In the same vein, Tsal
and Lavie (1988) showed that when required to report one
letter of a specified color and then any other letters they could
remember from a visual display, subjects tended to report let-
ters adjacent to the first-reported letter more often than letters
of the same (relevant) color (see van der Heijden, Kurvink,
de Lange, de Leeuw, & van der Geest, 1996, for a criticism
and Tsal & Lamy, 2000, for a response). These results suggest
that selecting an object by any of its properties is mediated by
a spatial representation.

Other investigators attempted to demonstrate that selec-
tion is mediated by space by showing effects of distance on
attention. In early studies, interference was found to be re-
duced as the distance between target and distractors increased
(e.g., Gatti & Egeth, 1978). Attending to two stimuli was also
found to be easier when these were close together rather than
distant from each other (e.g., Hoffman & Nelson, 1981).
More recent studies showed that distance modulates same-
vs.-different object effects, as the difficulty in attending to
two objects increases with the distance between these objects
(e.g., Kramer & Jacobson, 1991; Vecera, 1994. See Vecera &
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Farah, 1994, for a failure to find distance effects on object
selection, and Kramer et al., 1997; Vecera, 1997, for a dis-
cussion of these results). There is some contrary evidence,
suggesting that performance gets better as the separation be-
tween attended elements increases (e.g., Bahcall & Kowler,
1999; Becker, 2001) and still other findings showing that per-
formance is unaffected by the separation between attended
stimuli (e.g., Kwak, Dagenbach, & Egeth, 1991).

The experimental strategy of manipulating distance to
demonstrate that selection is mediated by space has been crit-
icized on several grounds. For instance, distance effects in di-
vided attention tasks may only reflect the effects of grouping
by proximity. That is, when brought closer together, two ob-
jects may be perceived as a higher-order object (e.g., Duncan,
1984). Accordingly, distance effects are attributed to effects
of grouping on the distribution of attention and say nothing
about whether or not the medium of attention is spatial. In
tasks involving a shift of attention over small vs. large dis-
tances, the assumption underlying the use of a distance
manipulation is that attention moves in an analog fashion
through visual space, the time needed for attention to move
from one location to another being proportional to the dis-
tance between them. However, this assumption may be un-
warranted (e.g., Sperling & Weichselgartner, 1995).

Support for the Space-Invariant View. Whether at-
tention may select from space-invariant object-based repre-
sentations has been investigated by separating objects from
their locations via motion. Kahneman, Treisman, and Gibbs
(1992) found that the focusing of attention on an object se-
lectively activates the recent history of that object (i.e., its
previous states) and facilitates recognition when the current
and previous states of the object match. They found this
matching process, called “reviewing,” to be successful only
when the objects in the preview and probing displays shared
the same “object-file,” namely, when one object was perceived
to move smoothly from one display to the other. This finding
is typically taken to show that attention selects object-files,
that is, representations that maintain their continuity in spite
of location changes (e.g., Kanwisher & Driver, 1992).

Further support for the idea that attention operates in
object-based coordinates comes from experiments by Tipper
and his colleagues. They used the inhibition of return para-
digm (e.g., Tipper, Weaver, Jerreat, & Burak, 1994) and the
negative priming paradigm (Tipper, Brehaut, & Driver,
1990), as well as measurements of the performance of neglect
patients (Behrmann & Tipper, 1994). Inhibition of return
studies show that it is more difficult to return one’s attention
to a previously attended location. (Immediately after a spatial
location is cued, a stimulus is relatively easy to detect at the

cued location. However, after a cue-target SOA of about
300 ms, target detection is relatively difficult at the cued loca-
tion. This is known as inhibition of return.) Negative priming
experiments demonstrate that people are slower to respond to
an item if they have just ignored it. (For a further discussion
of negative priming, see the chapters by Proctor & Vu and
McNamara & Holbrook in this volume.) Finally, the neurobi-
ological disorder called unilateral neglect is characterized by
the patients’ failure to respond or orient to stimuli on the side
contralateral to a lesion. Although early studies suggested that
all three phenomena are associated with spatial locations
(e.g., Posner & Cohen, 1984; Tipper, 1985; and Farah, Brunn,
Wong, Wallace, & Carpenter, 1990, respectively), recent
studies using moving displays showed that the attentional ef-
fects revealed by each of these experimental methods can be
associated with object-centered representations.

Lamy and Tsal (2000, Experiment 3) used a variant of Egly
et al.’s (1994) task. Subjects had to detect a target at one of the
four ends of two objects, differing in color and shape. A pre-
cue appeared at one of the four ends and indicated the location
where the target was most likely to show up. To dissociate the
cued object from its location, the two objects were made to
exchange locations between the cueing and target displays, by
moving smoothly, on half of the trials. Reaction times were
faster at the uncued location within the cued object than at an
equally distant location within the uncued object, thus indi-
cating that attention followed the cued object-file.

Conclusions. To summarize, in studies that measured
only space-based effects using either the distance manipula-
tion or the post-display probe technique, it was typically
found that selection is mediated by space. In studies that mea-
sured the cost of redirecting attention to the same vs. a differ-
ent object-file using moving objects while keeping spatial
factors constant, attention was typically found to follow the
object initially attended as it moved. Note that the strongest
support for the view that selection is mediated by space
comes from studies in which response to a new object was
found to be faster if this object occupied the location of a pre-
viously attended object even when space was irrelevant to the
task. Thus, in these studies, the object initially attended was
no longer present in the subsequent display, where attentional
effects were measured: A different object typically replaced
it. Such findings may therefore only indicate that space-based
selection prevails when the task is such that object continuity
is systematically disrupted. In other words, selection may be
space-based only under this specific condition, which does
not abound in a natural environment.

On the other hand, support for the idea that selection oper-
ates on space-invariant representations of objects comes from
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studies showing that attending to an object entails that atten-
tional effects remain associated with this object as it moves.
However, space and object-file effects may not be as antithet-
ical as is usually assumed. Finding that attention follows the
cued object-file as it moves does not necessarily argue against
the idea that selection is mediated by space. Attention may
simply accrue to the locations successively occupied by the
moving object (e.g., Becker & Egeth, 2000). As yet, no em-
pirical data have been reported that preclude this possibility.

PREATTENTIVE AND ATTENTIVE PROCESSING

As was mentioned in the introductory part of this chapter,
inquiring which processes are not contingent on capacity
limitations for their execution amounts to inquiring which
processes are preattentive, that is, do not require attention.
“What does the preattentive world look like? We will never
know directly, as it does not seem that we can inquire about
our perception of a thing without attending to that thing”
(Wolfe, 1998, p. 42). Therefore, it takes ingenious experi-
mental designs to investigate the extent to which unattended
portions of the visual field are processed.

Two general empirical strategies have traditionally been
used to address this question, and differ somewhat in the un-
derlying definition of “preattentiveness” they adopt. In some
paradigms (e.g., visual search), whatever processes do not re-
quire focused attention and can be performed in parallel with
attention widely distributed over the visual field are consid-
ered to be preattentive. In other paradigms (e.g., dual task),
preattentive processes are those processes that can proceed
without attention, that is, when attentional resources are ex-
hausted by some other task. As we shall see, interpreting
results obtained pertaining to preattentive processing has
proved to be tricky.

Distributed Attention Paradigms

Visual Search

In a standard visual search experiment, the subject might be
asked to indicate whether a specified target is present or ab-
sent, or which of two possible targets is present among an
array of distractors. The total number of items in the display,
known as the set size or display size, usually varies from trial
to trial. The target is typically present on 50% of the trials, the
display containing only distractors on the remaining trials.
On each trial, subjects have to judge whether a target is pre-
sent. In studies measuring reaction times, the search display
remains visible until subjects respond. Of chief interest is the

way reaction times vary as a function of set size on target-
present and target-absent trials. In studies measuring accu-
racy, search displays are presented briefly and then masked.
Accuracy can be plotted as a function of set size to reveal the
processes underlying search. A common alternative approach
is to determine the exposure duration (typically, the asyn-
chrony between the onsets of the search display and of a sub-
sequent masking display) required to achieve some fixed
level of accuracy (e.g., 75% correct).

If finding the target (i.e., distinguishing it from the distrac-
tors) involves processes that do not require attention and are
performed in parallel over the whole display, one expects to
observe parallel search. With studies measuring reaction
time, this means that the number of distractors present in the
display should not affect performance; with studies measuring
accuracy, this means that beyond a relatively short SOA, in-
creasing the time available to inspect the display should not
improve performance. Thus, parallel search is held to be
diagnostic of preattentive (i.e., parallel, resource-free) pro-
cessing. If, in contrast, distinguishing the target from the dis-
tractors involves processes that do require attention, then
attention must be directed to the items one at a time (or perhaps
to one subset of them at a time), until the target is found. In this
case, the time required to find the target increases as the num-
ber of distractors increases. Moreover, if search is terminated
as soon as the target is found, the target should be found, on av-
erage, halfway through the search process. Thus, search slopes
for target-absent trials should be twice as large as for target-
present trials (Sternberg, 1969). In studies measuring accu-
racy, if search requires attention, the more items in the display
the longer the exposure time necessary to find the target.

This rationale was criticized very early on (Luce, 1986;
Townsend, 1971; Townsend & Ashby, 1983). On the one
hand, slopes are usually shallow, perhaps 10 ms per item,
rather than null. In principle, they could reflect the operation
of a serial mechanism that processes 100 items every second.
However, such fast scanning is held to be physiologically not
feasible (Crick, 1984).

On the other hand, linear search functions do not neces-
sarily reflect serial processing. They are consistent with
capacity-limited parallel processing, in which all items are
processed at once, although the rate at which information ac-
cumulates at each location for the presence of the target or of
a nontarget item decreases as the number of additional com-
parisons concurrently performed increases (Murdock, 1971;
Townsend & Ashby, 1983).

Linear search functions are also compatible with unlimited-
capacity parallel processing, in which set size affects the dis-
criminability of elements in the array rather than processing
speed per se. According to this view, the risk of confusing the
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target with a distractor increases as the number of elements in-
creases, due to decision processes or to sensory processes
(Palmer et al., 1993).

Finally, it has been argued that even the steepest serial
slopes cannot reflect serial item-by-item attentional scanning.
Whereas these range from 40 to 100 ms per item, Duncan,
Ward, and Shapiro (1994) have claimed that attention must
remain focused on an object for several hundred milliseconds
before being shifted to another object. They referred to this
period as the attentional dwell time. However, Moore, Egeth,
Berglan, and Luck (1996) have shown that the long estimates
of dwell time were caused, at least in part, by the use of
masked targets.

Simultaneous versus Successive Presentation

Considering the complexities involved in interpreting search
slopes, several investigators have explored the ability of indi-
viduals to discriminate between two targets in displays of a
fixed size in which the critical manipulation involves the way
the stimuli are presented over time. These experiments com-
pare a condition in which all of the stimuli are presented
simultaneously with a condition in which they are presented
sequentially. (They may be presented one at a time or in
larger groups.) Each stimulus is followed by a mask. The
logic is that if capacity is limited, then it should be more dif-
ficult to detect a target when all of the stimuli are presented at
the same time than when they are presented in smaller
groups, which would permit more attention to be devoted to
each item.

Shiffrin and Gardner (1972) showed that when a fairly
simple discrimination was involved, such as indicating
whether a T or an F target was present in a display (the
nontargets here were hybrid T-F characters), and the number
of display elements was small (four), then there was good ev-
idence of parallel processing with unlimited capacity (see
also Duncan, 1980). However, when the number of elements
in the display was increased (e.g., Fisher, 1984) or the com-
plexity of the stimuli was increased, advantages for succes-
sive presentation have been observed (e.g., Duncan, 1987;
see also Kleiss & Lane, 1986).

Change Blindness

In an interesting variant of a search task, subjects are pre-
sented with a display that is replaced with a second display
after a delay filled with a blank field, and have to indicate
what, if anything, is different about the second display. The
displays can be of any sort, from random displays of dots
(Pollack, 1972) to real-life visual events (e.g., Simons &

Levin, 1998). These conditions lead to a wide deployment of
attention over the visual field. The striking result is that sub-
jects show very poor performance in detecting the change, an
effect that has been dubbed change blindness.

The change blindness effect is reminiscent of subjects’
failure to detect changes that occur during a saccadic eye move-
ment (e.g., Bridgeman, Hendry, & Stark, 1975). However, sub-
sequent research has shown that it may occur independently of
saccade-specific mechanisms (Rensink, O’Regan, & Clark,
1997). The two paradigms that are most frequently used to in-
vestigate the change blindness phenomenon are the flicker par-
adigm (Rensink et al., 1997) and the forced-choice detection
paradigm (e.g., Pashler, 1988b; Phillips, 1974).

In the forced-choice detection paradigm, each trial con-
sists of one presentation each of an original and a modified
image. Only some of the trials contain changes, which makes
it possible to use signal detection analyses in addition to mea-
suring response latency and accuracy. For instance, Phillips
(1974) presented matrices that contained abstract patterns of
black and white squares and asked subjects to detect changes
between the first and second displays. When the interstimulus
interval was short (tens of milliseconds) the task was easy be-
cause subjects saw either flicker or motion at the location
where a change was made. However, when the interstimulus
interval was longer the task became very difficult because
offset and onset transients occurred over the entire visual
field and thus could not be used to localize the matrix loca-
tions that had been changed.

In the flicker paradigm, the original and the modified
image are presented in rapid alternation with a blank screen
between them. Subjects respond as soon as they detect the
modification. The results typically show that subjects almost
never detect changes during the first cycle of alternation, and
it may take up to 1 min of alternation before some changes are
detected (Rensink et al., 1997), even though the changes are
usually substantial in size (typically about 20 deg.2) and once
pointed out or detected are extremely obvious to the
observers. Moreover, changes to objects in the center of in-
terest of a scene are detected more readily than peripheral, or
marginal-interest, changes (Rensink et al.). Rensink et al.
concluded that “visual perception of change in an object oc-
curs only when that object is given focused attention; in the
absence of such attention, the contents of visual memory are
simply overwritten (i.e., replaced) by subsequent stimuli, and
so cannot be used to make comparisons” (p. 372). Based on
the change blindness finding and the results from studies of
visual integration (e.g., Di Lollo, 1980), Rensink (2000)
speculated that the preattentive representation of a scene
“formed at any fixation can be highly detailed, but will have
little coherence, constantly regenerating as long as the light
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continues to enter the eyes, and being created anew after each
eye movement” (p. 22).

However, as was noted by Simons (2000), there are other
possible accounts for the change blindness effect. “For exam-
ple, we might retain all of the visual details across views, but
never compare the initial representation to the current per-
cept. Or, we might simply lack conscious access to the visual
representation (or to the change itself) thereby precluding
conscious report of the change” (p. 7). Thus, the finding of
change blindness does not necessarily imply that the repre-
sentation of the initial scene is absent. Further research using
implicit measures to evaluate the extent to which this repre-
sentation is preserved will be useful in order to expand our
knowledge not only concerning the change blindness phe-
nomenon but more generally, concerning preattentive vision
and the role of attention.

Inattention Paradigms: Dual-Task Experiments

In dual-task experiments designed to explore what processes
are preattentive, subjects have to execute a primary task and a
secondary task. In some cases (e.g., Mack, Tang, Tuma, Kahn,
& Rock, 1992; Rock, Linnett, Grant, & Mack, 1992), the pri-
mary task is assumed to exhaust subjects’ processing capaci-
ties or to ensure optimal focusing of attention. If subjects can
successfully perform the secondary task, then it is concluded
that the processes involved in that task do not require attention
and are therefore preattentive. The studies using this logic
usually suffered from memory confounds, as subjects were
typically requested to overtly report what they had seen in the
secondary task displays after performing the primary task.

In other cases (e.g., Joseph, Chun, & Nakayama, 1997;
Braun & Sagi, 1990, 1991), performance is compared be-
tween a condition in which subjects have to perform both the
primary and the secondary task (a dual-task condition) and a
condition in which subjects are required to perform only the
secondary task (a single-task condition). Sometimes an addi-
tional single-task control condition is used, in which subjects
are required to perform only the primary task. When a
given task is performed equally well in the single- and dual-
task conditions, this performance is taken to indicate that
processes involved in the secondary task are preattentive,
whereas poorer performance in the dual-task condition is
held to show that these processes require attention. A caveat
that is sometimes associated with this rationale is that the
performance impairment produced by the addition of the
primary task may reflect the cost of making two responses
versus only one, rather than the inability to process the sec-
ondary task preattentively. (The results of the studies cited
above are discussed later in this chapter.)

We now proceed to present a few examples of efforts to
distinguish between processes that require attention and
processes that are preattentive.

Further Explorations of Preattentive Processing

Grouping

Is perceptual grouping accomplished preattentively? This has
proven difficult to answer, in part because grouping itself is a
complex concept. For example, Trick and Enns (1997), fol-
lowing Koffka (1935, pp. 125–127), distinguish between ele-
ment clustering and shape formation. Their research suggests
that the former is preattentive, whereas the latter requires at-
tention. Consider the stimuli in Figure 10.6. In two panels
the stimuli consist of small diamond shapes made up of con-
tinuous lines, while in the other two panels the diamonds
are made up of four small dots. Subjects had to determine the
number of diamonds present in a display; reaction time
was the dependent variable of chief interest. The two panels
on the left yielded essentially identical results. The fact that
clusters of dots can be counted as quickly as continuous line
forms, even for small numbers of elements in the subitizing
range (1–3 or 4 items), is consistent with the idea that the dots
composing the diamonds were clustered preattentively. For
related results, see Bravo and Blake (1990). Interestingly,
when shape discrimination was required (counting the dia-
monds in the face of square distractors, as shown on the right
side of Figure 10.6), the continuous line forms were counted
more efficiently than the stimuli made of dots. This suggests
that the shape formation process may not be preattentive.

That the shape formation component of grouping may re-
quire attention is consistent with a number of experiments
that suggest grouping outside the focus of attention is not per-
ceived (e.g., Ben-Av, Sagi, & Braun, 1992; Mack et al., 1992;
Rock et al., 1992), suggesting that attention selects unparsed
areas of the visual field and that grouping requires attention.
Ben-Av et al. showed that subjects’ performance in discrimi-
nating between horizontal and vertical grouping, or in simply
detecting the presence or absence of grouping in the display
background, was severely impaired when attention was en-
gaged in a concurrent task of form identification of a target
situated in the center of the screen. Mack et al. obtained sim-
ilar results with grouping by proximity and similarity of
lightness.

However, the dependent measure in these studies was sub-
jects’ conscious report of grouping. The fact that grouping
cannot be overtly reported when attention is engaged in a de-
manding concurrent task does not necessarily imply that
grouping requires attention. For instance, failure to report
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Figure 10.6 Sample stimuli of the kind used by Trick and Enns (1997) to investigate grouping.

grouping may result from memory failure. That is, grouping
processes may occur preattentively, with grouping being per-
ceived yet not remembered. In order to test this possibility,
Moore and Egeth (1997) conducted a study with displays con-
sisting of a matrix of uniformly scattered white dots on a gray
background, in the center of which were two black horizontal
lines (see Figure 10.7). Some of the dots were black, and on
critical trials they were grouped and formed either the Ponzo
illusion (Experiments 1 & 2) or the Müller-Lyer illusion (Ex-
periment 3). Subjects attended to the two horizontal lines and
reported which one was longer. Responses were clearly influ-
enced by the two illusions. Therefore, the fact that elements
lying entirely outside the focus of attention formed a group
did affect behavior, indicating that grouping does not require
attention. In a subsequent recognition test, subjects were un-
able to recognize the illusion patterns. This result confirmed
the authors’ hypothesis that implicit measures may reveal that
subjects perceive grouping, whereas explicit measures may
not. (For a further discussion of the consequences of inatten-
tion, see the chapter by Banks in this volume.)

Visual Processing of Simple Features versus
Conjunctions of Features

Treisman’s feature integration theory (FIT; e.g., Treisman &
Gelade, 1980; Treisman & Schmidt, 1982) has inspired much

of the research on visual search ever since its inception in the
early 1980s. According to the theory, input from a visual
display is processed in two successive stages. During the
preattentive stage, a set of spatiotopically organized maps
is extracted in parallel across the visual field, with each
map coding the presence of a particular elementary stimulus
attribute or feature (e.g., red or vertical). In the second stage,
attention becomes spatially focused and serves to glue fea-
tures occupying the same location into unified objects.

The phenomenon of illusory conjunctions (e.g., Treisman
& Schmidt, 1982; Prinzmetal, Presti, & Posner, 1986;
Briand & Klein, 1987) provides empirical support for the FIT.
In the experiments of Treisman and Schmidt displays con-
sisted of several shapes with different colors flanked by two
black digits. The primary task was to report the digits, and the
secondary task was then to report the colored shapes. Subjects
tended to conjoin the different colors and forms erroneously.
For instance, they might report seeing a red square and a blue
circle when in fact a red circle and a blue square had been pre-
sent. This finding is thus consistent with the idea that features
are “free-floating” at the preattentive stage and that focused
attention is needed to correctly conjoin them. However, the
fact that subjects were unable to remember how the forms and
colors were combined does not necessarily entail that such
unified representations were not extracted in the absence of
attention. Indeed, an alternative explanation is that illusory
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Figure 10.7 Sample stimuli used Moore and Egeth (1997). Subjects had to
judge whether the upper or lower solid black line was longer. On the top is a
typical noncritical trial, on the bottom a typical critical trial in which the
black dots are arranged in such a manner as to induce the Ponzo illusion.
Source: Reprinted from Moore and Egeth (1997), with permission of the
American Psychological Association.

conjunctions may not reflect separate coding of different fea-
tures at the preattentive stage but rather the tendency of
memorial representations of unified objects to quickly disin-
tegrate, and more so when no attention is available to main-
tain these representations in memory (Virzi & Egeth, 1984;
Tsal, 1989). More recent studies suggest that rather than de-
riving from imperfect binding of correctly perceived features,
illusory conjunctions may stem from target-nontarget confu-
sions (Donk, 1999), uncertainty about the location of visual
features (Ashby, Prinzmetal, Ivry, & Maddox, 1996) or post-
perceptual factors (Navon & Ehrlich, 1995).

A central source of support for FIT also resides in the find-
ing that searching for a target that is unique in some elemen-
tary feature (e.g., searching for a red target among green and
blue distractors) yields fast reaction times and low error rates
that are largely unaffected by set size (e.g., Treisman &
Gelade, 1980; see also Egeth et al., 1972). According to the
theory, features can be detected by monitoring in parallel the

net activity in the relevant feature map (e.g., red). In contrast,
searching for a target that is unique only in its conjunction of
features (e.g., searching for a red vertical line among green
vertical and red tilted lines) yields slower RTs and higher
error rates that increase linearly with set size. Attention needs
to be focused serially on each item in order to integrate infor-
mation across feature modules, because correct feature con-
junction is necessary in order to distinguish the target from
the distractors. This interpretation of the results has been crit-
icized on numerous grounds.

As we mentioned earlier, several alternative models show
that parallel and serial processing cannot be directly inferred
from flat and linear slopes, respectively. Moreover, new find-
ings have seriously challenged the parallel versus serial pro-
cessing dichotomy originally advocated by FIT. For instance,
a number of studies have shown that feature search is not al-
ways parallel or effortless. Indeed, feature search was found
to yield steep slopes when distractors were similar to the tar-
get or dissimilar to each other (e.g., Duncan & Humphreys,
1989; Nagy & Sanchez, 1990). Joseph et al. (1997) further
showed that even a simple feature search (detecting an orien-
tation singleton) that produces flat slopes when executed on
its own may be impaired by the addition of a primary task
with high attentional demands; the data for this experiment
appear in the right panel of Figure 10.8. Although Braun
(1998; see also Braun & Sagi, 1990) did not replicate Joseph
et al.’s (1997) results when subjects were well practiced
rather than naive, the Joseph et al. findings nevertheless,
“seem to rule out a conceivable architecture for the visual
system in which all feature differences are processed along a
pathway that has a direct route to awareness, without having
to pass through an attentional bottleneck” (Joseph et al.,
1997, p. 807). Thus, Joseph et al.’s results do not challenge
the idea that certain feature differences may be extracted
preattentively and only overrule the notion that these differ-
ences may be reported without attention.

Other studies demonstrated that some conjunction
searches are parallel (e.g., Duncan & Humphreys, 1989;
Egeth, Virzi, & Garbart, 1984; Wolfe, Cave, & Franzel,
1989). For instance, Egeth et al. (1984) showed that subjects
were able to limit their searches to items of a specific color or
specific form. Wolfe et al. (1989) reported shallow search
slopes for targets defined by conjunctions of color and form.
Duncan and Humphreys (1989) showed that when target-
distractor and distractor-distractor similarity are equated be-
tween feature and conjunction search tasks, performance on
these tasks behaves no differently, and concluded that there is
nothing intrinsically different between feature and conjunc-
tion search (see Duncan & Humphreys, 1992, and Treisman,
1992, for a discussion of this idea). Recently, McElree and
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Figure 10.8 These figures show two different forms of the attentional blink. Left panel: Percentage of correct identifications of the
second target as a function of the temporal lag from the onset of the first target to the onset of the second. Performance at the shortest lag
exhibits what has been called lag-1 sparing. Reprinted from Chun and Potter (1995), with permission of the American Psychological As-
sociation. Right panel (filled symbols): Same as for left panel, except that performance at the shortest lag does not exhibit lag-1 sparing.
The open symbols represent control condition performance on the “second” target when it was the only target in the display. Reprinted
from Joseph, Chun, and Nakayama (1997), with permission of Nature. Visser, Bischof, and DiLollo (1999) discuss in detail the condi-
tions that determine whether the attentional blink will be nonmonotonic or monotonic in form.
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Carrasco (1999) used the response-signal speed-accuracy
trade-off (SAT) procedure in order to distinguish between the
effects of set size on discriminability and processing speed in
both feature and conjunction search, and concluded that both
feature and conjunctions are detected in parallel.

As a result of this spate of inconsistent findings, FIT has un-
dergone several major modifications and alternative models
have been developed, the most influential of which are the
guided search model proposed by Cave and Wolfe (1990)
and periodically revised by Wolfe (e.g., 1994, 1996) and
Duncan and Humphreys’(1989) engagement theory, some-
times known as similarity theory. (The guided search model
was described briefly in the section on “Capture of Attention
by Irrelevant Stimuli.”)

Stimulus Identification

When a subject searches through a display for a target, the
nontarget items obviously must be processed deeply enough
to allow their rejection, but this does not necessarily mean
that they are fully identified. For example, in search for a
digit among letters, one does not necessarily have to know
that a character is a G to know that it is not a digit. Thus, it is
possible that some evidence for parallel processing (e.g.,
Egeth et al., 1972) may not indicate the ability to identify sev-
eral characters in parallel.

Pashler and Badgio (1985) designed a search task not
subject to this shortcoming; they showed several digits

simultaneously and asked subjects to name the highest digit.
This task clearly requires identification of all of the elements.
To assess whether processing was serial or parallel, they did
not simply vary the number of stimuli in the display, they also
manipulated the quality of the display. That is, on some trials
the digits were bright and on others they were dim. The logic
of this experimental paradigm, introduced by Sternberg
(1967), is as follows: Let us suppose that a dim digit requires
k ms longer to encode than does a bright digit. If the subject
performs the task by serially encoding each item in the dis-
play, then the reaction time to a dim display with d digits
should take kd ms longer than if the same display were bright.
In other words, the effect of display size should interact mul-
tiplicatively with the visual quality manipulation. However,
if encoding of all the digits takes place simultaneously, then
the k ms should be added in just once regardless of display
size. In other words, display size and visual quality should be
additive. It was this latter effect that Pashler and Badgio ac-
tually observed in their experiment, suggesting that the iden-
tities of several digits could be accessed in parallel.

Attention: Types and Tokens

Recently, the notion that attention acts on the outputs of early
filters dedicated to processing simple features such as mo-
tion, color, and orientation has been challenged by the idea
that the units on which attention operates are temporary
structures stored in a capacity-limited store usually referred



286 Attention

to as the visual short-term memory (vSTM). Several authors
have invoked the existence of such structures in the last
10 years or so.

Pylyshyn and Storm (1988) proposed the notion of fingers
of instantiation (FINSTs), which are similar to Marr’s (1983)
place tokens because they represent filled locations indepen-
dently of the features they contain. FINSTs provide access
paths to attended objects, and we can monitor only a limited
number of them (about five) simultaneously as they move
across the visual field.

Kahneman et al. (1992) established a distinction between
representations stored in long-term memory, which are used in
identifying and classifying objects, and temporary episodic
representations called object-files (see also Kahneman &
Treisman, 1984). An object-file is a spatiotemporal structure
in which the information about a particular object is stored and
continually updated. Consequently, an object, the various
properties of which change over time, retains its identity so
long as the information about its successive states is assigned
to the same temporary object-file. When the changes are large
enough to disrupt the object’s spatiotemporal continuity, a
new object-file is set up. According to the theory, the informa-
tion contained in an object-file becomes available when atten-
tion is allocated to it. Borrowing from this notion, Wolfe and
Bennett (1997) suggested that preattentive object-files are
loose collections of basic features, with focused attention
needed to appreciate the relationships among features.

The distinction between types and tokens later proposed
by Kanwisher (e.g., Kanwisher, 1987; Kanwisher & Driver,
1992) is essentially similar to Kahneman and Treisman’s
(1984) distinction between nodes stored in a long-term
recognition network and temporary object-files, respectively.
Kanwisher suggested that the activation of visual types and
the processing of spatiotemporal token information are inde-
pendent processes performed in parallel, and that attention is
required to integrate the information they provide about
events occurring in the visual field over space and time.

Finally, Rensink and colleagues (e.g., Rensink, 2000;
Rensink et al., 1997) suggested that prior to focused atten-
tion, low-level proto-objects are formed in parallel across the
visual field. Proto-objects are fairly complex preattentive
representations with limited spatiotemporal coherence, and
as such, they are inherently volatile. Unless a proto-object be-
comes the focus of attention, it is easily overwritten by a
stimulus that subsequently occupies its location or disinte-
grates within a few hundred milliseconds, losing its continu-
ity over time.

Although the various conceptualizations described above
may differ along important aspects, they share a number of
common assumptions, namely, that (a) the visual system

establishes continuously changing temporary representa-
tions (FINSTs, object-files, object tokens, or proto-objects);
(b) these episodic representations should be distinguished
from properties such as color or shape that define an object’s
identity for categorization purposes; and (c) they require fo-
cused attention in order to acquire spatiotemporal continuity
or mediate conscious report. These notions have helped shed
light on a number of phenomena that have aroused great inter-
est in the field of attention research in the last 10 years.

The Attentional Blink

In search experiments, even in the version in which subjects
must identify all elements (e.g., the highest digit task), sub-
jects typically must report only a single target on a trial. Do
we have the capacity to report several targets when those tar-
gets are presented simultaneously or in temporal proximity?
Duncan (1980) used the simultaneous-successive version of
the visual search task described earlier. On each trial, four
characters were shown at the ends of an imaginary plus sign.
The characters at 9:00 and 3:00 made up the horizontal limb,
those at 12:00 and 6:00 the vertical limb. The displays con-
sisted of digit targets and letter nontargets. The occurrence of
targets in the two limbs was independent. Thus, on a trial
there might be a target in one or the other limb or in both
limbs (however, there was never more than one target in a
given limb). In the successive condition the two characters in
one limb appeared briefly and were then masked; 500 ms
later the two characters from the other limb were presented
briefly and then masked. When only a single target was pre-
sent on a trial there was no advantage for the successive-
presentation condition. However, when there were two
targets present, accuracy in the simultaneous condition was
significantly worse than in the successive condition. This
decrement cannot be attributed to the need to make two sep-
arate overt responses; when subjects simply had to count
the number of targets (one vs. two targets present), the ad-
vantage in the successive condition remained. Note also that
the same results were obtained when a simple orientation dis-
crimination was required to find the targets.

Recently, an interesting extension of this double-detection
task has been explored intensively and has provided new in-
sights into what mechanisms may underlie the limits revealed
by double-detection experiments. It turns out that after a sub-
ject has identified one target, it takes a surprisingly long time
for the system to recover to the point that it can efficiently
identify a second target (e.g., Broadbent & Broadbent, 1987;
Weichselgartner & Sperling, 1987). This refractory period
has been dubbed the attentional blink (Raymond, Shapiro, &
Arnell, 1992) or attentional dwell time (Duncan et al., 1994).
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In a typical attentional blink experiment, subjects are pre-
sented with an RSVP stream of stimuli displayed sequentially
at fixation at a rate of about 10 per sec. They are required to
respond to two targets (by detecting or identifying them, de-
pending on the studies). When the SOA (or lag) between
these targets ranges between 100 and 500 ms, performance
on the second target, given that the first target was correctly
reported, is severely impaired relative to that in a control con-
dition in which the first target is ignored. Performance may or
may not be spared at short SOAs, but in any event recovers to
its baseline level at longer SOAs (see Figure 10.8). The at-
tentional blink effect does not require that the targets be em-
bedded in an RSVP stream. Duncan et al. (1994) obtained the
effect using only two masked targets appearing at different
spatial locations in the visual field.

Although the underlying mechanisms postulated by
various researchers may differ (e.g., Chun & Potter, 1995;
Raymond et al., 1992), the prevailing view is that the atten-
tional blink phenomenon reveals the effects of insufficient
attentional resources’ being allocated to the second target. It
is assumed that whereas the second target receives some ini-
tial processing, it does not reach the state at which it can be
reported accurately. Shapiro, Driver, Ward, and Sorensen
(1997) used a variant of the attentional blink paradigm in
which subjects had to report three targets rather than two.
They showed that performance on the third target (presented
at an SOA long enough to allow recovery from the blink) was
facilitated when it was semantically related to the second
target, although the latter was poorly reported. They con-
cluded that the attentional blink may reveal a failure to ex-
tract visual tokens, which mediate conscious perception, but
not visual types, the activation of which underlies the priming
effects found in their study (see also Chun, 1997, for the sim-
ilar notion that the attentional blink may reflect a general lim-
itation in the binding of correctly identified types to object
tokens). For a further and more general discussion of refrac-
tory effects, see the chapter by Proctor and Vu in this volume.

Repetition Blindness

In typical repetition blindness experiments (e.g., Kanwisher,
1987; Mozer, 1989), subjects are required to report two tar-
gets embedded in an RSVP stream. Performance on the sec-
ond target is worse when it is identical to the first target than
when it is different, even when the two targets are separated
by intervening stimuli. Similar results are obtained when
the targets are presented simultaneously rather than sequen-
tially (e.g., J. Kim & Kwak, 1990; Santee & Egeth, 1980).
Kanwisher as well as several other investigators (e.g.,
Hochhaus & Marohn, 1991; Mozer, 1989) accounted for this

phenomenon by proposing that the second occurrence of a
repeated item is recognized as a visual type, but is not indi-
viduated as a distinct event. In other words, repetition blind-
ness is assumed to reflect a failure in token individuation. In
the absence of a separate token providing the spatiotemporal
information necessary to distinguish between successive ac-
tivations of the same type, the percept of the second instance
becomes assimilated into the percept of the first instance.
Consistent with this hypothesis, Chun (1997) showed that
enhancing the episodic distinctiveness of the two targets by
presenting them in different colors causes the repetition
blindness effect to disappear, at least when subjects are given
enough practice and learn to use the color cue.

The Aftermath of Attention

One might wonder about the aftermath of attention. If attend-
ing to an object binds together its features and permits the
detection of a change in the object, for how long do these
benefits last? Rensink (2000) suggests not very long. Based
on the assumption that only one object can be represented at
a time, if attention is switched to another object, the previ-
ously attended parts of the visual field revert to their original
status as volatile proto-objects. Wolfe, Klempen, and Dahlen
(2000) used a standard visual search task in which subjects
looked for a target item among distractors. In one condition,
a new search display was presented on each trial. In another
condition, the same display was used repeatedly. The striking
result was that search did not become more efficient with
extensive use of the same display. Wolfe et al. concluded that
the effects of attention have no cumulative effect on visual
perception. As they put it, “attention to one object after an-
other may cause an observer to learn what is in a visual
display, but it does not cause that observer to see the visual
display in any different manner” (p. 693). In short, to the ex-
tent that preattentive vision consists of “shapeless bundles of
basic features” (Wolfe & Bennett, 1997), then so does post-
attentive vision.

CLOSING COMMENTS

In this chapter we have explored a large number of behav-
ioral paradigms. We have considered what captures attention,
and how attention behaves over space and time (and over ob-
jects situated in space and time). Although much has been
learned about attention in the past century, and although the
pace of discovery is (if anything) accelerating, there are
many more questions that need to be answered. This review
has been necessarily brief. For a more complete discussion of
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the topics covered in this chapter the reader is directed to the
books by Pashler (1998) and van der Heijden (1992). It is
worth noting explicitly that the present discussion has been
almost entirely concerned with behavioral studies. We have
barely touched on some of the other approaches that have
been taken to the study of attention. In particular, readers
wishing to learn about the neural bases of attention, as un-
covered through studies using single-cell recordings in
awake, behaving monkeys, through brain imaging or evoked
potential studies of humans, or through the study of patients
with neuropsychological disorders, should consult the book
edited by Parasuraman (1998).
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Action selection refers to how a decision is made, typically
under speeded response conditions, regarding which of two
or more actions to take in response to perceptual events. It is
usually studied using choice-reaction tasks in which subjects
make assigned responses to stimuli as quickly and accurately
as possible, and reaction time (RT) and response accuracy are
measured. Action selection is often called response selection,
but the term action selection has come to be used more fre-
quently in recent years to emphasize that responses in choice-
reaction tasks are goal-directed actions (Prinz, 1997).

A recent example of the importance of action selection
concerns the notorious butterfly ballot used in Palm Beach
County, Florida, for the 2000 U.S. presidential election. The
ballot, shown in Figure 11.1, listed the names of candidates in
two columns, with the appropriate response being to insert a
stylus into a punch hole assigned to the candidate of choice
among a centered column of holes. Although there was no
fixed time limit for responding, the voters’ task was speeded
in the sense that a limited number of voting booths were
available, with many voters needing to use them. With this
ballot, some voters apparently selected the second punch hole
on the list, voting for Pat Buchanan, rather than the third
punch hole, which was assigned to Al Gore, for whom they

intended to vote. This selection error occurred because Gore
was listed in the second position of the left-hand column, im-
mediately below the major opposing candidate, George W.
Bush. Punch ballots most often list all candidates on the left-
hand side, and their corresponding punch holes in the same
order on the right. Because the relative location of Gore’s po-
sition in the left-hand candidate list was second, previous ex-
perience would lead voters to expect that the second hole
should be punched to vote for him. Moreover, this expectancy
is consistent with the general principle that people tend to
make the response whose relative location corresponds to that
of the stimulus. Consequently, it is not surprising that some
voters would incorrectly punch the second hole instead of the
third one, even though arrows were used to mark the desig-
nated punch holes for the candidates. The poor design of the
ballot caused a sufficient number of unintended votes for
Buchanan, as well as discarded ballots for which the second
and third holes were punched, costing Gore the election.

As this example illustrates, the topic of action selection is
undoubtedly important. However, action selection tends to
be viewed as peripheral to mainstream cognitive psychology
in the United States, as reflected in the fact that the topic
is rarely mentioned in undergraduate cognitive psychology
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texts. The view of many cognitive psychologists seems to be
that input and central processes can be investigated without
one’s having to be concerned with the translation of the out-
come of these processes into output. This view is ironic,
given that a major impetus to the rise of contemporary cogni-
tive psychology was research on human performance con-
ducted by Paul Fitts (see Fitts & Posner, 1967), Donald
Broadbent (1958), and others in the 1950s. Outside of the
United States, more recognition has been given to the impor-
tance of selection and execution of action in human informa-
tion processing. Action selection is seen as fundamental
because it involves the interface between perception and ac-
tion. It is the theme of this chapter that action selection is of
vital importance to many of the phenomena studied in con-
temporary cognitive psychology.

FUNDAMENTAL ISSUES, MODELS,
AND THEORIES

Historical Background

Astronomers in the first half of the nineteenth century made
the initial contribution to the measurement of RT by estimat-

ing the time it took a star to reach the midline of a grid of
vertical lines relative to when it first entered the grid (see
Woodworth, 1938). Although this was a clever method of
measuring RT, individual differences in the judgment of when
the star entered and reached the midline resulted in unreliable
readings from one astronomer to another. In an attempt to
compensate for individual differences, a personal equation
was developed in which a constant correction was made in
order to equate the readings of astronomers. However, later
investigations showed that the difference between two indi-
viduals was not constant after all.

The study of action selection was of central concern in
the last half of the nineteenth century. Interest arose out of
issues concerning the speed of nerve transmission. Most
physiologists thought that nerve transmission occurred too
rapidly to be measured. However, Helmholtz (1850) con-
ducted an experiment in which he stimulated motor nerves
of frogs and measured the time between the presentation of
the stimulus and muscular contraction. He estimated the rate
of nerve transmission to be 26 m/s. One important contri-
bution of this work was to demonstrate that the durations
of nervous systems’ processes are measurable. Helmholtz
was also the first to measure RT in a procedure intended to

Figure 11.1 Sample Palm Beach County, Florida, butterfly ballot in the 2000 U.S. presidential election.
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calculate the speed of nerve transmission in humans. This
procedure involved measuring RT as a function of the dis-
tance away from the brain by applying a shock to the skin.
However, Helmholtz concluded that this procedure does not
yield an accurate measure of nerve conduction because the
measurements “suffer from the unfortunate fact that a part
of the measured time depends on mental processes”
(Helmholtz, 1867, p. 228).

The research of Helmholtz and others using RT to esti-
mate the speed of nerve conduction stimulated Donders and
his students to pursue the use of RT as a means for measur-
ing mental processes. De Jagger’s dissertation (1865/1970)
provided the first account of the experiments conducted in
Donders’s lab. The first part of De Jagger’s study continued
Helmholtz’s notion of measuring the speed of nerve conduc-
tion, but the second part focused on measuring the time re-
quired to identify a stimulus and select a motor response. In
one set of experiments, subjects were required to respond to
a red light with the right hand and a white light with the left
hand. The mean RT was 356 ms, which was 172 ms longer
than a simple reaction (executing a single response when a
stimulus is presented) to the same stimuli. De Jagger inter-
preted this time as the duration of the central processes in-
volving stimulus discrimination and response initiation. 

Donders (1868/1969) formalized the subtractive method
used by De Jagger, emphasizing specifically that the time for
a particular process could be estimated by adding that process
to a task and taking the difference in RT between the two
tasks. He distinguished three types of reactions: type a (simple
reaction), type b (choice reaction), and type c (go or no-go
reaction; responding to one stimulus but not another). These
types of reactions allowed separate measures of the stimulus
identification and decision processes that were assessed
together by De Jagger. The difference between the type-c
and type-a reactions was presumed to reflect the time for
stimulus identification, and the difference between the type-b
and type-c reactions the time for “expression of the will”
(p. 424).

Reaction time research in general, and the study of action
selection in particular, continued to flourish throughout the
remainder of the nineteenth century (see Jastrow, 1890).
Wundt (1883) criticized Donders for using the type-c reac-
tion as a measure of stimulus identification, reasoning that
subjects must distinguish whether to respond, and suggested
using the type-d reaction instead as a pure measure. The type-
d reaction is measured by presenting subjects with the same
stimuli and having them make the same response every time,
as in the type-a reaction, with the difference being that they
are instructed not to respond until they have identified the
stimulus. However, Wundt’s type-d reaction quickly fell out
of favor because it is subjective and highly variable, and after

practice, the type-d reaction time does not differ from the
type-a reaction time. Criticisms of the subtractive method in
general led to its demise in the early twentieth century.

Methodological and Modeling Issues

With the advent of the information processing approach in
the 1950s and 1960s, the subtractive method was resurrected.
This method, and the stage analysis of RT data on which it is
based, came to be seen as sufficiently important to establish
Donders as a major figure in the history of human perfor-
mance. One influential use of the subtractive method was to
estimate the rate of mental rotation by varying the amount
that one stimulus was rotated relative to another to which
it was to be compared, and measuring the slope of the RT
function (Cooper & Shepard, 1973). Mean RT increased by
approximately 240 ms for each 20° increase in angle of rota-
tion, suggesting a continuous transformation in which each
degree of rotation took about 12 ms.

A major advance in stage analysis of RT data was the de-
velopment of the additive factors method by Sternberg
(1969). Like the subtractive method, the additive factors
method assumes discrete serial processing stages. However,
whereas the subtractive method provides duration estimates
for assumed stages, the additive factors method provides a
way to discover the stages themselves. Sternberg showed
that if two or more factors each influence the durations of
distinct stages, then the effect of one of the factors on total
duration will be invariant across the levels of the other
factors: That is, the effects of the variables on RT will be
additive. If two factors have interactive effects on RT,
then they must influence at least one common stage. Thus,
Sternberg advocated the use of multifactor experiments in
which the presence or absence of interactions among vari-
ables is used to determine the processing stages involved in
task performance.

Numerous limitations of the additive factors method have
been enunciated, including problems of accepting the null
hypothesis for additivity, assuming serial processing stages
with no feedback loops, and assuming constant output from
each stage (see Pachella, 1974). Despite these limitations,
the method has proven to be a useful tool for analyzing
the structure of information processing in a variety of tasks
(see Sternberg, 1998) because, as Sanders (1998) states, “the
method appears to provide a successful summary of a large
amount of experimental data” (p. 65). One criterion for eval-
uating the additive factors method is stage robustness: The
relations between two factors should not change as a function
of levels of other factors. Although there are exceptions,
stage robustness has generally been found to hold (Sanders,
1998).
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Figure 11.2 Illustration of discrete stage model (left) and cascade model (right). Source: From McClelland (1979).

Discrete and Continuous Models of
Information Processing

Sternberg’s (1969) additive factors method is based on a view
of human information processing that assumes that the pro-
cessing sequence between stimulus and response consists of
a series of discrete stages, with each stage completing its pro-
cessing before the next stage begins (see Figure 11.2, left
side). Other models allow for parallel or overlapping opera-
tion of the different processing stages. McClelland (1979)
proposed the cascade model of information processing in
which partial information at one subprocess, or stage, is
transferred to the next (see Figure 11.2, right side). The
model assumes that each stage is continuously active and its
output is a continuous value that is always available to the
next stage. As in the discrete stage model, it is also assumed
that each stage operates only on the output from the preced-
ing stage. The output of the final stage indicates which of the
alternative responses to execute.

In the cascade model, an experimental manipulation may
affect a stage by altering the rate of activation or the as-
ymptotic level of activation. The asymptotic level is equiva-
lent to the stage output in the discrete stage model, which is
assumed to be constant, and the activation rate determines the
speed at which the final output is attained. Although the as-
sumptions of the cascade model are different from those of
the discrete stage model from which the additive factors

method was derived, the patterns of interactivity and additiv-
ity can be interpreted similarly. For the cascade model, if two
variables affect the rate parameter of the same stage, their ef-
fects on RT will be interactive; if each variable affects the
rate parameter of a different stage, their effects on RT will be
additive. In sum, as long as it is assumed that the final output
of a stage does not vary as a function of the manipulations,
then use of the additive factors logic to interpret the RT pat-
terns does not require an assumption of discrete stages.

Miller (1988) argued that the discrete versus continuous
categorization should not be viewed as dichotomous but
as extremes on a quantitative dimension called grain size. In
his words, “a variable is more continuous to the extent that
it has a small grain size and more discrete to the extent that it
has a large one” (p. 195). Miller suggested that there are three
different senses in which models of human information pro-
cessing can be characterized as discrete or continuous: repre-
sentation, transformation, and transmission.

Representation refers to the discrete/continuous nature of
the input and output codes for the processing stage. For exam-
ple, if the locations of stimuli and responses in two-choice
spatial reaction tasks are coded as left or right in terms of
relative position, as is often assumed, the spatial codes are dis-
crete. However, if the locations are represented in terms of ab-
solute positions in physical space, then the representations are
continuous. Transformation refers to the nature of the opera-
tion that the processing stage performs. The transformation of
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the stage that performs mental rotation is typically character-
ized as continuous, in the sense that the mentally rotated ob-
ject passes through a continuum of intermediate states from its
initial orientation to the final orientation (Cooper & Shepard,
1973). A completely discrete transformation would be to gen-
erate the final orientation in a single step. For transmission, a
model is discrete if the processing of successive stages cannot
have temporal overlap; that is, the next stage in the sequence
must wait until processing of the immediately preceding
stage is completed. The discrete stage model underlying
Sternberg’s (1969) additive factors method postulates discrete
representation and transmission. McClelland’s (1979) cas-
cade model, on the other hand, postulates continuous repre-
sentation and transmission, as well as transformation.

A variety of models exist that are intermediate to these
two extremes. One such model is Miller’s (1982, 1988) asyn-
chronous discrete coding model. This model assumes that
most stimuli are composed of features, and these features are
identified separately. The processing is discrete in that each
feature must be identified before output about it can be
passed to the response-selection stage. However, the identity
of one feature may be passed to response selection while
stimulus identification processes are still operating on other
features.

Speed-Accuracy Trade-Off

The subtractive and additive factors methods are usually
based solely on RT data. However, RT in any specific task sit-
uation is related to the number of errors that one is willing to
make. A person can respond rapidly and make many errors or
slowly and make few errors. This relation is called the speed-
accuracy trade-off, and the function plotting speed versus
accuracy is known as the speed-accuracy operating charac-
teristic. For RT research, two aspects are crucial. First, if
slower RT is accompanied by lower error rate, then the RT
difference cannot be attributed unambiguously to differences
in processing efficiency. Second, under conditions in which
accuracy is relatively high, as in most choice-reaction stud-
ies, a small difference in error rate can translate into a large
difference in RT.

Because of this close relation between speed and accuracy,
some researchers have advocated conducting experiments in
which the speed-accuracy criterion is varied between blocks
of trials (Dosher, 1979; Pachella, 1974). There are numerous
ways to vary the speed-accuracy criterion: payoffs, instruc-
tions, deadlines, time bands (responding within a certain time
interval), and response signals (responding when the re-
sponse signal is presented; see Wickelgren, 1977, for details).
When a speed-accuracy function is obtained, information is

provided about the intercept (time at which accuracy ex-
ceeds chance), asymptote (the maximal accuracy), and rate
of ascension from the intercept to the asymptote, each of
which may reflect different processes. Thus, a speed-
accuracy study has the potential to be more informative than
one based solely on RT. However, speed-accuracy studies
require 5–10 times more data than RT studies and, in many
circumstances, do not provide better insight into the phenom-
enon of interest.

In addition to looking at the macro trade-off produced
by varying speed-accuracy emphasis across trial blocks, it
is also possible to examine the micro trade-off between speed
and accuracy of responding within a particular speed-
accuracy emphasis block of the macro function. Models of
the macro speed-accuracy trade-off can be differentiated on
their predictions regarding the micro trade-off (Pachella,
1974). Osman et al. (2000) presented strong empirical evi-
dence that the macro and micro functions are independent. In
their experiment, which used psychophysiological measures
as well as behavioral measures, the effect of the macro trade-
off manipulation on RT was independent of that of the micro
trade-off, with the micro trade-off affecting the part of the RT
interval prior to the lateralized readiness potential (an indica-
tor of readiness to make a left or right response, described
later) and the macro trade-off affecting the part of the RT in-
terval after the lateralized readiness potential.

The best models currently for characterizing both RT and
accuracy data are sequential sampling models, which assume
that information gradually accumulates until a response crite-
rion is reached (Van Zandt, Colonius, & Proctor, 2000). In
random walk models, a single counter records evidence as
being toward one response criterion and away from another,
or vice versa. In race models, separate counters accumulate
evidence for each response alternative until the winner
reaches criterion. Sequential sampling models explain the
speed-accuracy trade-off by assuming that the response crite-
ria are placed further from or closer to the starting point of
the accumulation process. They explain biases toward one
response over another in terms of asymmetric settings of the
response criteria for the respective alternatives. Although
continuous models of this general type describe the relation
between speed and accuracy well, discrete models that allow
pure guesses on a certain percentage of trials can also explain
this relation. 

Psychophysiological Measures

In recent years, there has been increasing use of psychophys-
iological measures to supplement RT data (Rugg & Coles,
1995). One of the most popular methods is to record
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electroencephalograms (EEG), which measure voltage
changes in the brain over time from electrodes placed on the
scalp. Of particular concern are event-related potentials
(ERPs); these are voltage changes in the EEG elicited by a
specific event (e.g., a stimulus onset), averaged across many
trials to remove background EEG activities. One reason for
the popularity of ERPs is that, while a task is being per-
formed, they provide continuous measures of brain activity
presumed to be systematically related to cognitive processes.
By comparing the effects of task manipulations on various
ERP components, their onset latencies, and their scalp distri-
butions, one can make relatively detailed inferences about the
cognitive processes. These inferences can be used, along with
behavioral measures, to evaluate alternative information pro-
cessing models.

There are a number of different ERP components, or fea-
tures, that are indicators of different aspects of processing.
These are labeled according to their polarity, positive (P) or
negative (N), and their sequence or latency. Early compo-
nents such as P1 and N1 (the first positive and negative com-
ponents, respectively) are associated with early perceptual
processes. They are called exogenous components because
they occur in close temporal proximity to the stimulus event
and have a stable latency with respect to it. Later components
such as P3 (or P300) reflect cognitive processes such as at-
tention. These components are called endogenous because
they are a function of the task demands and have a more vari-
able latency than the exogenous components. For example,
when an occasional target stimulus is interspersed in a stream
of standards, the P3 is observed in response to targets, but not
to standards.

A measure that has been used extensively in studies of ac-
tion selection is the lateralized readiness potential (LRP;
Eimer, 1998), mentioned previously. This potential can be
recorded in choice-reaction tasks that require a response with
the left or right hand. It is a measure of differential activation
of the lateral motor areas of the visual cortex that occurs
shortly before and during execution of a response. The asym-
metric activation favors the motor area contralateral to the
hand making the response, because this is the area that con-
trols the hand. Of importance, the LRP has been obtained in
situations in which no overt response is ever executed, allow-
ing it to be used as an index of covert, partial response
activation. The LRP is thus a measure of the difference in ac-
tivity from the two sides of the brain that can be used as an in-
dicator of covert reaction tendencies, to determine whether a
response has been prepared even when it is not actually exe-
cuted. It can also be used to determine whether the effects of
a variable are prior or subsequent to response preparation,

as Osman et al. (2000) did. Falkenstein, Hohnsbein, and
Hoormann (1994) suggested that the latency of the LRP is
linked most closely to central decision processes (i.e., action
selection), whereas the peak is more closely related to central
motor processes.

Electrophysiological measurements and recordings of
magnetic fields do not have the spatial resolution needed to
provide precise information about the brain structures that
produce the recorded activity. Recently developed neuroimag-
ing methods, including positron-emission tomography (PET)
and functional magnetic resonance imaging (fMRI), measure
changes in blood flow associated with neuronal activity in dif-
ferent regions of the brain. These methods have poor temporal
resolution but much higher spatial resolution than the electro-
physiological methods. Combined use of neuroimaging and
electrophysiological methods provides the greatest degree of
both spatial and temporal resolution (Mangun, Hopfinger, &
Heinze, 1998).

RELEVANT STIMULUS INFORMATION

Uncertainty and Number of Alternatives:
The Hick-Hyman Law

Merkel (1885), described in Woodworth (1938), provided
the initial demonstration that RT increases as a function
of the number of possible alternatives. In Merkel’s experi-
ment, the Arabic numerals 1–5 were assigned to the left hand
and the Roman numerals I–V to the right hand, in left-to-right
order. Results showed that when the number of alternatives
increased from 2 to 10 choices, mean RT increased from ap-
proximately 300 ms to a little over 600 ms.

Contemporary research dates from Hick’s (1952) and
Hyman’s (1953) studies in which the increase in RT with
number of alternatives was tied to information theory,
which quantifies information in terms of uncertainty (for N
equally likely alternatives, the number of bits of informa-
tion is log2 N). The stimuli in Hick’s study were 10 lamps
arranged in an irregular circle, and responses were 10 keys
on which the fingers of the two hands were placed. In
Hyman’s study, the stimuli were eight lights corresponding
to the eight corners of inner and outer squares, and each
light was assigned a spoken name. In both studies, RT in-
creased as a logarithmic function of the number of alterna-
tives. Moreover, RT also varied systematically as a function
of the relative proportions of the stimulus-response (S-R)
alternatives, the sequential dependencies, and speed-
accuracy trade-off, as expected on the basis of informa-
tion theory. This relation between RT and the stimulus
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information that is transmitted in the responses is known as
the Hick-Hyman law:

RT � a � bHT,

where a is basic processing time and b is the amount that RT
increases with increases in the amount of information trans-
mitted (HT; log2 N for equally likely S-R pairs with no errors).

The slope of the Hick-Hyman function is negatively
correlated with measures of intelligence, which several re-
searchers have claimed to reflect ability to process informa-
tion rapidly (see Jensen, 1980). However, the fact that the
slope of the function is highly dependent on the amount of
practice (described later) and other factors severely limits
any conclusions that can be drawn from the negative correla-
tion with intelligence tests. A recent study by Vickrey and
Neuringer (2000) showed that the Hick-Hyman function has
a lower slope for pigeons than for humans, even when they
are tested in similar circumstances, which, if the relation to
intelligence were accepted, would imply that pigeons are
more intelligent than humans.

One criticism of the Hick-Hyman law is that the function
relating RT to number of alternatives is not logarithmic.
Kvälseth (1980) introduced a variety of laws, including a
power law for the case of equally likely alternatives and an
exponential law for cases in which the alternatives are not
equally probable. Longstreth, El-Zahhar, and Alcorn (1985)
claimed that the specific power law, RT = a + b(1  –  N–1),
provides a better fit to data for equiprobable alternatives than
the logarithmic function. Longstreth et al.’s main argument
for the power law is that as the number alternatives increases
beyond 8, the function is no longer linear with respect to the
logarithm, but becomes curvilinear (see Longstreth, 1988).
Although theoretically derived from an attentional model,
Longstreth et al.’s power law is a special case of the more gen-
eral power law proposed by Kvälseth (1980). In addition,
Kvälseth (1989) and Welford (1987) pointed out that
Longstreth et al.’s power law has several problems. Kvälseth
(1989) captures the status of the Hick-Hyman law, stating,
“Although, on purely empirical grounds, Hick-Hyman’s law
may not be uniformly superior to other lawful relationships, it
has been clearly established that it does provide a good sum-
mary description of a substantial amount of data” (p. 358).

Stimulus-Response Compatibility

Stimulus-response compatibility (SRC) is one of the princi-
pal factors affecting efficiency of action selection. SRC refers
to the fact that performance is better with some mappings of

stimuli to responses than with others. SRC effects are ubiqui-
tous and occur with a variety of stimulus and response sets,
although much of the research has focused on spatial SRC
effects.

Spatial Compatibility Effects

Paul Fitts is given credit for formalizing the concept of
SRC. Fitts and Seeger (1953) examined performance of
eight-choice tasks using all combinations of three stimulus
arrangements and three response arrangements. They found
that responses were faster and more accurate when the stim-
ulus and response arrangements corresponded spatially than
when they did not. Fitts and Deininger (1954) showed that for
conditions in which the stimulus and response arrangements
were the same, responses were much slower with an arbitrary
mapping of S-R locations than with one in which the corre-
sponding response was made to each stimulus. Even more
interesting, performance was also much better with a mirror-
reverse mapping of stimulus locations to response locations
than with a random mapping, although performance was still
inferior to that of the spatially corresponding mapping.

The spatial SRC effect is robust in that it is obtained with
auditory and tactual stimuli and with key presses, joystick
movements, and unimanual aimed movements (see Proctor &
Reeve, 1990, and Hommel & Prinz, 1997, for edited volumes
on SRC). The slope of the function for the Hick-Hyman law,
relating RT to the number of alternatives, is inversely related
to SRC (Smith, 1968), approaching zero for highly compati-
ble S-R mappings (Teichner & Krebs, 1974). In other words,
SRC effects increase in magnitude as the number of S-R al-
ternatives increases.

Many studies have used a two-choice task in which a left
or right key press is made to a left or right stimulus. In two-
choice tasks, responses are typically 50–100 ms faster when
the S-R mapping is spatially compatible than when it is not,
regardless of whether the stimuli are visual or auditory.
Moreover, PET scans show increased bloodflow for incom-
patible mappings compared to compatible mappings in the
same brain regions (left rostral dorsal premotor and posterior
parietal areas) for both visual and auditory modalities
(Iacoboni, Woods, & Mazziotta, 1998). This spatial SRC
effect is a function of relative position of the stimuli and
responses: It occurs even when the stimulus display or hands
are shifted to the left or right of center (Nicoletti, Anzola,
Luppino, Rizzolatti, & Umiltà, 1982). Moreover, the SRC
effect is found when the hands are crossed so that the left
hand operates the right key and the right hand the left key
(Roswarski & Proctor, 2000), as well as when the responses



300 Action Selection

are made with two fingers on the same hand (Heister,
Schroeder-Heister, & Ehrenstein, 1990). The dependence of
the effect on the spatial relations of the stimuli and responses
has led most accounts of spatial SRC to focus on spatial cod-
ing as its basis. The spatial codes are based on the task goals,
as illustrated in a study by Riggio, Gawryszewski, and
Umiltà (1986) in which subjects operated the left key with a
stick held in the right hand and the right key with a stick held
in the left hand. Even though the hands were on their normal
sides, responses were faster with the S-R mapping in which
the stimuli corresponded to the location of the response key
and not the hand used for responding.

Conceptual, Perceptual, and Structural Similarity

A variety of SRC effects in addition to spatial compatibility
have been demonstrated. Kornblum, Hasbroucq, and Osman
(1990) and Kornblum and Lee (1995) have argued that SRC
effects will occur for any situation in which the stimulus and
response sets have dimensional overlap (i.e., are similar).
Dimensional overlap is presumed to include both conceptual
and perceptual similarity. The role of conceptual similarity is
illustrated in the findings that spatial SRC effects, broadly de-
fined, occur when location words are spoken in response to
physical location stimuli, as well as when left-right key
presses are made to the words left and right or to left- and
right-pointing arrows. The role of perceptual similarity is
shown by the finding that SRC effects are larger within the
spatial-manual and verbal-vocal modes, that is, for physical
locations mapped to key presses and location words mapped
to naming responses, than between the modes (Wang &
Proctor, 1996).

SRC effects are also obtained when the S-R sets do not
share conceptual or perceptual similarity but have structural
similarity. When an ordered set of stimuli (e.g., A, B, C, D) is
mapped to an ordered set of responses (e.g., 1, 2, 3, 4), RT is
shorter for a mapping that preserves or reverses this order
than for one that does not. Another type of structural compat-
ibility effect occurs when a symbolic two-dimensional stim-
ulus set is mapped to index and middle finger responses on
each hand. When two letters (O, Z) of two sizes (large or
small) are mapped to the responses, the left-to-right mapping
of O, o, z, Z is easier than one of O, z, o, Z (Miller, 1982;
Proctor & Reeve, 1985). Proctor and Reeve presented evi-
dence that this difference is due to the letter identity distinc-
tions being salient for the stimulus set and the distinctions
between the two left and two right responses being salient for
the response set. Performance is best for the condition in
which the salient stimulus feature maps directly onto the
salient response feature. In other words, translation of the

specific stimulus into a response can occur more quickly
when salient features correspond. Salient features coding has
been shown to determine the compatibility effects obtained
for a variety of situations in which the stimulus and response
sets have structural similarity, but no conceptual or percep-
tual similarity (Proctor & Reeve, 1990). 

Compatibility Effects in Two Dimensions

Umiltà and Nicoletti (1990) examined compatibility along two
dimensions in a two-choice task by varying the stimulus and
response locations for a set of trials along a diagonal (see Fig-
ure 11.3). They found that the compatibility effect was larger
for the horizontal dimension than for the vertical dimension, a
phenomenon they called right-left prevalence. Vu and Proctor
(2001) showed that this right-left prevalence effect can be re-
versed to top-bottom prevalence by increasing the relative
salience of the vertical dimension. This was accomplished by
using response sets that emphasized the top-bottom distinction.
In one experiment that showed top-bottom prevalence, subjects
responded with anatomical top-bottom effectors, a hand and
foot. In another experiment, top-bottom prevalence was ob-
tained when one hand was placed over the other so that the 
top-bottom distinction was salient. Thus, although right-left
prevalence typically is obtained when left-right effectors are
used, and top-bottom prevalence when top-bottom effectors are
used, the prevalence effects do not seem to have an anatomical

Figure 11.3 Illustration of the S-R compatibility conditions and subtasks
in Umiltà and Nicoletti’s (1990) two-dimensional compatibility experi-
ments. The stimuli (depicted by circles) and response keys (depicted by
cylinders) were arranged along the same (bottom row) or different (top row)
diagonals. By varying the mapping of stimuli to responses for each of the
four cells, mappings could be generated that were compatible on both
dimensions, compatible on the vertical dimension but not the horizontal
dimension and vice versa, or incompatible on both dimensions.
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basis, but are by-products of the relative salience of the two
dimensions.

Compatibility effects can occur as well when the spatial
dimension along which the stimulus locations vary is or-
thogonal to that along which the response alternatives vary.
For top-bottom stimuli mapped to left-right key press or
vocal responses, the mapping of top-right and bottom-left
yields faster responding than the alternative mapping (Cho
& Proctor, 2001). A variant of salient features coding can
also explain this mapping effect (Weeks & Proctor, 1990).
Specifically, evidence indicates that the two alternatives on
the vertical and horizontal dimensions are coded asymmet-
rically, with top and right being the polar referents for their
respective dimensions. Consequently, the salient features
coding explanation is that action selection occurs faster for
the top-right/bottom-left mapping than for the alternative
mapping because it is the one for which the salient features
correspond. Adam, Boon, Paas, and Umiltà (1998) pro-
posed that this asymmetric coding is a property of verbal
codes but not spatial codes. However, Cho and Proctor
provided evidence that it is a general property of spatial
coding.

With unimanual movements of a joystick or finger, the
top-right/bottom-left mapping is also typically more compat-
ible than the alternative mapping. In this case, though, the
mapping preference is affected by the location of the re-
sponse apparatus. The top-right/bottom-left advantage is
enhanced when responding in the right hemispace, but it re-
verses to a top-left/bottom-right advantage when responding
in the left hemispace (Weeks, Proctor, & Beyak, 1995). Lippa
(1996) provided evidence that the mapping preference is also
affected by hand posture. According to her referential coding
hypothesis, the finger-to-wrist axis provides a reference
frame that allows the response set to be coded parallel to
the stimulus set. For example, when left-right responses are
made with the right hand held at a comfortable 45–90º, the
left response can be coded as top and right response as bot-
tom. Referential coding can explain many results obtained
with unimanual responses, but it cannot explain why the
mapping preferences described above occur when the
hand and finger are in a neutral posture that allows only left-
right deflections perpendicular to the sagittal body midline
(Michaels & Schilder, 1991).

Because of this deficiency of the referential coding hy-
pothesis, Lippa and Adam (2001) proposed an end-state com-
fort hypothesis. Similar to referential coding, the end-state
comfort hypothesis views orthogonal compatibility as a cor-
respondence effect. However, it assumes that the response
dimension is mentally rotated, according to relative hand pos-
ture, to bring it into alignment with the stimulus dimension.

The direction of rotation, clockwise or counterclockwise, is
determined by physical constraints of the body. The response
dimension is mentally rotated in the direction that would
yield the most comfortable end-state posture if the hand were
actually rotated (inward movement for the left or right hand
when positioned at centered or ipsilateral locations, and out-
ward movement when positioned at contralateral locations).
The end-state comfort hypothesis can account for more re-
sults obtained with unimanual responses than the referential
coding hypothesis, but both hypotheses are not directly ap-
plicable to the orthogonal compatibility effects obtained with
bimanual or vocal response sets.

Dual-Route Models

Virtually all explanations of SRC effects agree that at least
part of the difference in RT between compatible and incom-
patible mappings involves the time to translate the stimulus
into its assigned response based on the instructions provided
for the task. Translation is presumed to be fastest when an
identity rule can be applied (i.e., make the response corre-
sponding to the stimulus), intermediate when some other rule
can be used (e.g., make the response that is the mirror oppo-
site of the stimulus), and slowest when the response must be
retrieved via the specific S-R associations defined for the
task. Although some models rely exclusively on intentional
translation (e.g., Rosenbloom & Newell, 1987), dual-route
models that propose an additional direct (or automatic)
response-selection route have come to be favored (e.g.,
Kornblum et al., 1990; see Figure 11.4). The basic idea is that
when a stimulus occurs it tends to produce activation of its
corresponding response by way of long-term S-R associa-
tions, regardless of the S-R mapping defined for the task. The
resulting activation produces a benefit in responding when
the corresponding response is correct, but a cost when it is
not. The major reason that dual-route models have become
popular is that correspondence effects often occur for irrele-
vant stimulus dimensions (see Lu & Proctor, 1995), as dis-
cussed in a subsequent section.

Sequential Effects

Repetition Benefit

Bertelson (1961) was the first to formally investigate sequen-
tial effects on performance. He showed that for a two-choice
task, in which left-right stimuli were mapped compatibly to
left-right keys, the total response time for a set of trials was
less when the proportion of repetitions was .75 than when
it was .25. This repetition benefit was evident when the
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response-stimulus interval (RSI) was 50 ms but not when it
was 500 ms.

Since Bertelson’s (1961) study, numerous, more detailed
investigations of sequential effects in choice-reaction tasks
have been conducted. First-order sequential effects are those
that involve the relation of the current trial to the immediately
preceding trial. The most common first-order effect is that the
response to a stimulus is faster when the S-R pair for a trial
is a repetition of the preceding S-R pair than when it is not.
In two-choice tasks, this repetition benefit is obtained only
when the RSI is short. At RSIs of 500 ms or longer, a benefit
for alternations over repetitions is typically found instead.
The repetition benefit is larger in tasks with more than two
choices, being an increasing function of the number of S-R
alternatives, and in these tasks a repetition benefit is found
even at long RSIs (Soetens, 1998). The first-order sequential
effects have been attributed to two processes, much like
those proposed for priming effects (Neely, 1977; chapter by
McNamara & Holbrook in this volume). At short RSIs, resid-
ual activation from the preceding trial produces automatic fa-
cilitation when the current trial is identical to it; at long RSIs,
strategic expectancy regarding the nature of the next trial pro-
duces faster responses for expected than unexpected stimuli
(Soetens, 1998). This expectancy is for the alternative S-R
pair in two-choice tasks, but for repetition of the same pair in
tasks with more alternatives.

Pashler and Baylis (1991) evaluated the locus of the repe-
tition benefit for tasks in which two stimuli were assigned to
left, middle, and right response keys operated by index, mid-
dle, and ring fingers of the right hand. Two of the stimuli
were digits, two were letters, and two were nonalphanumeric

symbols (e.g., & and #). Stimuli were mapped to responses
in a categorizable (e.g., digits-to-left response, letters-to-
middle response, and symbols-to-right response) or uncate-
gorizable (e.g., a digit and a letter to the left response, etc.)
manner. For both mappings, the repetition benefit occurred
primarily when the same stimulus was repeated and not
when only the response was repeated. This repetition bene-
fit for the same stimulus was not found when responses on
alternate trials were vocal and manual. Consequently, Pashler
and Baylis concluded that the repetition effects were at
the stage of response selection, with the normal response-
selection process being bypassed when the stimulus and re-
sponse were repeated.

In Pashler and Baylis’s (1991) experiments, a benefit for
response repetition alone tended to occur with categorizable
but not uncategorizable S-R mappings. Campbell and Proctor
(1993) verified this effect, showing a benefit of approxi-
mately 40 ms for response repetition alone with categorizable
mappings but not uncategorizable mappings. Their remain-
ing experiments showed that this response repetition benefit,
as well as the additional benefit for repeating the same stimu-
lus, could be obtained when the responses on successive tri-
als were made with different hands. In the critical conditions,
the stimuli were presented to the left or right of fixation on
alternate trials, with responses to the left stimulus made with
the three fingers on the left hand and responses to the right
stimulus made with the three fingers on the right hand.
A cross-hand repetition benefit was obtained when either
spatial or finger information was consistent across hands,
but not when both consistencies were eliminated. These
results imply that the response sets can be coded in terms of
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Figure 11.4 Illustration of the dimensional overlap model by Kornblum et al. (1990). The top route depicts automatic activation of
the corresponding response, and the bottom route depicts identification of the assigned response by intentional S-R translation.
Source: From Kornblum, Hasbroucq, & Osman (1990).
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locations or effectors and that response selection benefits
from repetition of the stimulus category when it maps onto a
salient feature of the response sets.

Soetens (1998) examined sequential effects for tasks in
which subjects responded to four stimuli located at the cor-
ners of an imaginary square by pressing the left key if the
stimulus was to one side and the right key if it was to the
other. When left-right stimulus locations were mapped com-
patibly to left-right responses, the repetition benefit at the
short RSI (50 ms) was primarily associated with the response
(i.e., the benefit was evident when the stimulus side was
the same as on the previous trial, but the location was differ-
ent). At the long RSI (1,000 ms), a small alternation benefit
was evident. With an incompatible S-R mapping (i.e., left
side to right response), the results were similar, but with an
increased benefit for repeating the same stimulus, particu-
larly at the short RSI. When up-down responses were made to
the left-right stimulus locations, response and stimulus repe-
tition benefits of similar magnitudes were found at the short
RSI. At the long RSI, the only effect was a repetition benefit
for the same stimulus. Soetens concluded that automatic fa-
cilitation shifted toward stimulus-related processes as the
mapping became less compatible. Together, the studies of
Pashler and Baylis (1991), Campbell and Proctor (1993), and
Soetens indicate that response repetition, without stimulus
repetition, is beneficial when there is a structural relation be-
tween the stimulus and response sets and that repetition of the
stimulus is more important when the mapping is arbitrary.

Although first-order sequential effects have been most
widely studied, second- and third-order repetition effects, in-
volving the sequence of the preceding two or three stimuli,
respectively, are larger and more consistent (Soetens, 1998).
For two-choice tasks, at short RSIs, RT benefits from multi-
ple repetitions, regardless of whether the present trial is a
repetition or an alternation. For example, responses on the
current trial tend to be faster if the three preceding trials were
repetitions than if they were alternations. At long RSIs, how-
ever, a prior string of repetition trials is beneficial if the
current trial is also a repetition, but a prior string of alterna-
tion trials is beneficial if the current trial is an alternation.
These two patterns of results can be attributed to automatic
activation and subjective expectancies, respectively. The
higher order effects in Soeten’s study also showed the pat-
terns indicative of automatic facilitation at the short RSI and
subjective expectancy at the long RSI.

Is the Hick-Hyman Law an Artifact of Repetition Effects?

Kornblum (1967, 1968) noted that, unless explicitly con-
trolled, the proportion of repetition trials decreases as set size

increases. Therefore, he proposed that the Hick-Hyman law
is an artifact of repetition effects. Kornblum (1968) used a
four-choice task in which four lights were mapped to four re-
sponse keys and information was varied by manipulating
stimulus probabilities. For three levels of information, condi-
tions were constructed in which the probability of repetition
was high or low. RT was shorter for the high-repetition con-
ditions than for the corresponding low-repetition conditions,
and these latter conditions showed only a nonsignificant ef-
fect of information on RT. Kornblum (1967) conducted a
similar experiment in which the number of alternatives was
two, four, or eight. For four- and eight-choice tasks, RT was
shorter on repetition than on nonrepetition trials, with the
slope being less for repetition trials. Within these tasks, RT
for repetition trials increased as the amount of stimulus infor-
mation increased, but RT for nonrepetitions did not. 

Hyman and Umiltà (1969) noted that the RSI in
Kornblum’s (1967, 1968) experiments was approximately
140 ms, a short interval that would maximize repetition ef-
fects and minimize preparation for the subsequent trial. They
replicated three of Kornblum’s (1968) conditions, but used an
average RSI of 7.5 s. Although RT was faster for repetition
than nonrepetition trials, the slopes of the two functions were
approximately equal. Hyman and Umiltà concluded, “There
seems little doubt that the information hypothesis is much
more compatible with our results than those of Kornblum’s”
(p. 47). In other words, the Hick-Hyman function is not an
artifact of the proportion of repetition trials when there is
adequate preparation time.

Advance Information

Warning Effects

Preparation is usually studied by presenting a neutral warning
signal at various intervals prior to the onset of the imperative
stimulus. Bertelson (1967) had subjects press a right key to a
right light and a left key to a left light. The warning signal
was an auditory click that, in different blocks, occurred 0, 20,
50, 100, 150, 200, or 300 ms prior to the visual stimulus. At
the 0-ms warning interval, RT was approximately 265 ms. It
decreased to a minimum of 245 ms at the 150-ms interval and
then increased slightly to 250 ms at the two longest intervals.
However, the error rate increased from about 7% at the
shorter intervals to 12% at the 100- and 150-ms intervals, and
decreased slightly to 9% at the longer intervals. Thus, the
effect of the warning signal was to increase readiness to
respond quickly, but at the expense of accuracy.

Posner, Klein, Summers, and Buggie (1973) obtained sim-
ilar results for a two-choice task in which the compatibility of
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the mapping of the stimulus locations to responses was ma-
nipulated. Each trial was preceded by no warning or a 50-ms
warning tone, followed at intervals of 50, 100, 200, 400, and
800 ms by a stimulus to the left or right of fixation. RT was a
U-shaped function of foreperiod, reaching a minimum at the
200-ms interval. Error rate showed an opposing, inverted
U-shaped function, being highest at the 100-ms interval. The
main effect of compatibility was significant in the RT and
error data, but compatibility did not interact with foreperiod.
These results suggest that the warning tone altered alertness,
or readiness to respond, but did not affect the rate at which
the information built up in the response-selection system. 

RT continues to increase as the foreperiod increases be-
yond 800 ms, up to at least 5 s. Sanders and Wertheim (1973)
failed to find an effect of foreperiod between 1 and 5 s for au-
ditory stimuli, although they found the standard increase in
RT for visual stimuli. However, Sanders (1975) demonstrated
that the critical factor seems to be stimulus intensity:
Auditory stimuli below 70 dB showed foreperiod effects
similar to those shown by visual stimuli, and there was a
trend toward smaller effects for high-intensity visual signals.

Precuing Effects

Leonard (1958) was the first to demonstrate that subjects can
use advance information to prepare for a subset of S-R alter-
natives. He tested himself in a six-choice reaction task in
which six stimulus lights were mapped compatibly to six re-
sponse keys pressed by the fingers of each hand. In the six-
choice condition, all six stimuli were lit, and the target light
went off 100 ms later. In a three-choice condition, only the
left or right set of three stimuli was used. Of most interest
was a precue condition in which the subject did not know
whether the choice would involve the three left locations or
the three right locations until the lights designating those lo-
cations were lit (i.e., those locations were precued). RT de-
creased as a function of the precuing interval, with RT at the
500-ms interval being equivalent to that of the three-choice
task.

Subsequent studies using four-choice tasks have obtained
similar results, in which the benefit for precuing the two
left or two right locations occurs within the first 500 ms of
precue onset (Miller, 1982; Reeve & Proctor, 1984). How-
ever, when other pairs such as alternate locations are precued,
the maximal benefit is not evident until a longer interval.
Reeve and Proctor (1984) showed that the advantage for pre-
cuing the two left or two right locations does not depend on
the fact that they typically involve responses from different
hands. With an overlapped hand placement in which the index
and middle fingers from the two hands are alternated, the two
left or right locations show a similar precuing advantage

relative to other pairs of locations. These and other findings
imply that the time needed to obtain the maximal benefit
from a precue varies as a function of how long it takes to
translate the precue information. Proctor and Reeve (1986)
attributed this pattern of differential precuing benefits to the
salience of the left-right distinction.

Kantowitz and Sanders (1972) distinguished between two
types of precue: utility and necessity. Utility precues, as in the
studies just discussed, are helpful in reducing the number of
alternatives, but do not provide information that is necessary
for responding. Necessity precues tell subjects what informa-
tion is relevant for the current trial (e.g., whether they are to
respond to stimulus color or shape). RT is longer when the
precue is a necessity than when it is only useful. Because the
information provided by necessity precues must be used at all
intervals, it is more difficult to respond at shorter ISIs. With
utility precues, subjects use the information at longer inter-
vals but not shorter ones.

RELEVANT AND IRRELEVANT
STIMULUS INFORMATION

Noncorrespondence of Relevant and
Irrelevant Information

Effects of irrelevant information on performance have been
studied extensively in many areas of experimental psy-
chology. Three such effects studied in the choice reaction
literature—the Stroop color-naming effect, the Eriksen
flanker effect, and the Simon effect—involve correspondence
of relevant and irrelevant stimulus information.

The Stroop Effect

The best-known example of irrelevant information affecting
response selection is the Stroop color-naming task (see
MacLeod, 1991, for a review). In this task, color words are
presented in different ink colors, and subjects are instructed
to name the ink color while ignoring the color word. In
Stroop’s (1935/1992) study, subjects took 110 s to name a list
of 100 colors presented in incongruent color words, com-
pared to 63 s to name a list of 100 colors presented in solid
squares. Thus, conflicting color words nearly doubled the
naming time, a phenomenon known as the Stroop effect.
Stroop also reported that the time to read 100 color words in
incongruent ink colors was 43 s, compared to 41 s when the
words were presented in black ink. Thus, the interference
with color naming was asymmetric: Irrelevant words inter-
fered with naming ink colors, but irrelevant ink colors did not
interfere with reading color words.
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This asymmetric pattern of interference has been reported
in numerous subsequent studies, including versions of the
task in which RTs to individual stimuli are recorded. An im-
portant finding is that the pattern of asymmetry is dependent
on the response mode. When the task involves pointing to a
matching color, responses to color words are delayed by in-
congruent colors, but responses to colors are not delayed by
irrelevant color words (Durgin, 2000). Similarly, in spatial
versions of the task, in which the word left or right is pre-
sented in left or right locations or with an arrow pointing to
the left or right, the words produce interference when the re-
sponses are made vocally, but the locations or arrows pro-
duce interference when the responses are key presses (Lu &
Proctor, 1995).

Stroop (1935/1992) showed in his Experiment 3 that a di-
mension that does not produce interference (e.g., ink colors
when the task is word reading) can be made to do so with
practice. In his experiment, subjects practiced four lists of
50 words in the color-naming task for 8 days. The average
time to read the list decreased from 50 s on the first day to
33 s on the last day, but this was still longer than the 25 s
to name a neutral list of colored swastikas. Subjects also
performed the word-reading task prior and subsequent to
practicing the color-naming task. The time to perform the
word-reading task was nearly twice as long (35 s) after the
color-naming practice as before (19 s). Thus, the practice in-
creased the strengths of the associations between colors and
names, and the colors now produced interference with read-
ing color words.

More generally, relative strength of association is a good
predictor of whether an irrelevant stimulus dimension will
affect responding to a relevant stimulus dimension. Lu and
Proctor (2001) classified the association of stimulus dimen-
sions to key presses as high if they were both conceptually
and perceptually similar (e.g., arrows are spatial and nonver-
bal, as are key presses), intermediate if they were only con-
ceptually similar (e.g., location words are spatial but verbal),
and low if they were neither (e.g., colors and color words are
not similar to key presses). Across several experiments using
various combinations of relevant and irrelevant stimulus
dimensions, the relative magnitudes of effect size were
predictable based on relative association strength. Baldo,
Shimamura, and Prinzmetal (1998) obtained similar results
varying response modalities in addition to stimulus dimen-
sions: Robust Stroop effects to location word/arrow stimuli
were observed when responding manually to location words
or vocally to arrows, but not for the reverse relations. The
results of Lu and Proctor and of Baldo et al. are generally
consistent with Kornblum et al.’s (1990) emphasis on re-
sponse activation varying as a function of dimensional over-
lap and with parallel distributed processing models of the

type proposed by Cohen, Dunbar, and McClelland (1990),
which rely on relative association strength.

The Eriksen Flanker Effect

Another widely studied effect of irrelevant information is the
Eriksen flanker effect (Eriksen & Eriksen, 1974). In the typi-
cal experiment examining this effect, one or more stimuli are
assigned to left-right responses. The target letter for each trial
is presented at a known, centered location and is flanked by
instances of a distractor letter. In Eriksen and Eriksen’s ex-
periment, the letters H and K were assigned to one response
and the letters S and C to the other response. The flanking
letters could be the same as the target (HHHHHHH), the let-
ter assigned to the same responses as the target (congruent;
KKKHKKK), or a letter assigned to the opposite response
(incongruent; SSSHSSS or CCCHCCC). When the letters
were in close spatial proximity, responses were faster when
the flanking letters were identical to or congruent with the
target than when they were incongruent. This congruency
effect decreased as the spatial separation between the letters
increased.

Because distractors that are not potential targets produce
little or no interference, the results suggest that the effects
reflect response activation. That is, the flanking letters acti-
vate the response to which they are assigned, producing
response competition when that response is not the one sig-
naled by the target. This competition is evident in a tendency
for the lateralized readiness potential to show initial activa-
tion of the wrong response 150 to 250 ms after onset of the
target and incongruent distractors (Gratton, Coles, Sirevaag,
Eriksen, & Donchin, 1988). Eriksen and Schultz (1979) pro-
posed a continuous flow account of the flanker effect, much
like McClelland’s cascade model, in which stimulus informa-
tion gradually accumulates in the visual system and continu-
ously flows into the response system. Initially, a wide range
of responses is activated, but as the output from the percep-
tual system becomes more exact, the response activation be-
comes increasingly restricted to the appropriate response.
This account assumes that after a flanking letter is fully iden-
tified, it will no longer produce response activation. How-
ever, if it is assumed that fully identified flankers may still
contribute to response activation, then discrete stage models
can account for the results as well (Mordkoff, 1996).

The Simon Effect

The Simon effect is another close relative of the Stroop effect
(Lu & Proctor, 1995). In the typical Simon task, stimulus lo-
cation is irrelevant and the responses, most often left-right
key presses, vary along a location dimension. The relevant
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stimulus dimension typically involves a distinction other than
location (e.g., color or letter identity). The Simon effect is
that responses are faster when the location of the stimulus
and response correspond than when they do not. The effect
typically is larger when responses are fast than when they are
slow, implying that activation of the location information oc-
curs quickly and then decreases because it is irrelevant to the
task (Hommel, 1993b). Consistent with this view, when
the correct response is not the one that corresponds with the
location of the stimulus, the lateralized readiness potential
shows evidence of slight, initial activation of the spatially
corresponding response, which then shifts to activation of the
correct, noncorresponding response (De Jong, Liang, &
Lauber, 1994).

Considerable research on the Simon effect has focused on
why stimulus location is coded when it is irrelevant to the
task. Stoffer and Umiltà (1997) attribute the Simon effect to
shifts of attention associated with eye movements. According
to them, the position of the object attended at stimulus onset,
typically a fixation point, provides a frame of reference. The
location of the stimulus relative to the focus of attention is
coded only when attention is shifted to the stimulus. This
code specifies the direction and amplitude of the saccade pro-
gram to shift fixation to the stimulus. The types of evidence
they have presented in support of the attention-shifting hy-
pothesis are that the Simon effect is absent when attention
shifts are prevented by the need to report a stimulus presented
at fixation and reversed when an attention shift back from the
stimulus location to the fixation point is required.

Hommel (1993b) has argued instead that spatial coding
occurs with respect to various frames of reference, of which
the focus of attention may be one. Perhaps the best evidence
for his referential coding hypothesis is that the Simon effect
can vary as a function of multiple frames of reference. In a
procedure used by Lamberts, Tavernier, and D’Ydewalle
(1992) and Roswarski and Proctor (1996), a stimulus can
occur in one of eight locations, four to the left of fixation and
four to the right. Initially, four boxes appear to one or the
other side to designate the possible locations for that trial.
Then the two left or two right boxes disappear, and the im-
perative stimulus is presented in one of the remaining boxes.
In this case, a Simon effect occurs with respect to three
frames of reference: Left-right side of fixation; two left ver-
sus two right on a side; and the left-right location within the
final pair. The largest difference between corresponding and
noncorresponding responses occurs when the stimulus is in
the far left or far right location, for which all three spatial
codes are in agreement (e.g., all left or all right).

As with compatibility for relevant stimulus information,
the Simon effect varies as a function of task goals. Hommel

(1993a) had subjects respond to a high or low pitch tone, pre-
sented to the left or right side, by pressing a left or right key.
The key closed a circuit that lit a light on the opposite side.
When instructed to press the left key to the high pitch tone
and the right key to the low pitch tone, a typical Simon effect
occurred. However, when instructed to turn on the right
light to the high pitch tone and the left light to the low pitch
tone, the Simon effect was a function of light location. That
is, in this case, responses were faster when the stimulus was
on the side opposite the responding hand, rather than on the
same side. Guiard (1983) obtained a similar finding in an ex-
periment in which subjects responded to tone pitch by turning
a steering wheel clockwise or counterclockwise. In the con-
dition of most interest, the subject’s hands were placed at the
bottom of the wheel, and a clockwise turn moved a cursor
to a right target location and a counter-clockwise turn moved
it to the left. Because of the hand placement, when the
wheel was turned clockwise the hands moved to the left, and
vice versa when the wheel was turned counter-clockwise.
A Simon effect was obtained as a function of the direction
of wheel rotation, rather than as a function of the direction
in which the hands moved.

Another goal-related phenomenon is the Hedge and
Marsh (1975) reversal, in which the Simon effect reverses to
favor noncorresponding locations when the response keys are
labeled according to the same dimension as the relevant stim-
ulus information, and subjects are instructed to respond in an
incompatible manner (e.g., press the green key to the red
stimulus and vice versa). The explanation proposed by Hedge
and Marsh, and which has continued to be the most widely
accepted, is that of logical recoding. The basic idea is that
a respond opposite rule is applied both to the relevant stimu-
lus dimension and, inadvertently, to the irrelevant location
dimension, leading to activation of the noncorresponding
response.

Negative Priming

For the Stroop color-naming task, and related tasks with ir-
relevant stimulus information, the target stimulus value on a
trial can not only be a repetition or nonrepetition of the rele-
vant value on the previous trial, but also the same as the value
of the irrelevant information. When the value of the relevant
stimulus dimension is the same as that of the irrelevant di-
mension on the preceding trial, an effect called negative
priming is often observed. This effect was first demonstrated
by Dalrymple-Alford and Budayr (1966) for the Stroop
color-naming task. Subjects had to name the ink colors for
lists of Stroop color words that differed in the relation
between successive stimuli. For the control list, there was no
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relation between the word or ink color for successive stimuli.
For the ignored repetition list, however, the irrelevant color
word for one stimulus was the relevant color for the next
stimulus. In other words, if the color word for stimulus n-1
was red, then the ink color for stimulus n was red. The find-
ing of interest was that the time to name the colors for the ig-
nored repetition list was much longer than that for the control
list. This slowing of responses when the to-be-ignored infor-
mation on the previous trial is relevant on the current trial is
the phenomenon of negative priming.

Negative priming has subsequently been studied most
often using a method in which responses to individual stimuli
are measured. In that situation, the trials are often presented
as pairs, with the first trial called a prime and the second a
probe. Negative priming is shown when responses are slower
for trials in which the previously irrelevant information is
now relevant than for neutral trials. The negative priming ef-
fect has been found in a variety of tasks for which irrelevant
information is present (Fox, 1995; May, Kane, & Hasher,
1995), including not only tasks that require identification of
an object but also those that require localization.

The most straightforward interpretation of negative prim-
ing effects is that of selective inhibition: The irrelevant infor-
mation must be inhibited in order to respond to the relevant
information, and this inhibition carries forward to the next
trial. Consequently, the response will be slowed if the inhib-
ited information is now relevant. Although numerous find-
ings are consistent with the selective inhibition hypothesis,
they can also be accounted for without assuming inhibition.
Moreover, the situation has been shown to be much more
complex than the selective inhibition hypothesis suggests,
and alternative explanations have been proposed. The two
most prominent alternatives are feature mismatching and
episodic retrieval. According to the feature mismatch hypoth-
esis (Park & Kanwisher, 1994), symbol identities are bound
to objects and locations, and any change in the bindings from
the previous trial will produce negative priming. The
episodic retrieval hypothesis (Neill & Valdes, 1992) states
that presentation of a stimulus evokes retrieval of previous
episodes involving the stimulus. Because recent episodes are
most likely to be retrieved, if the target stimulus was a dis-
tractor on the previous trial, the episode retrieved will include
an ignore tag.

One problematic finding for the inhibition account is that
negative priming effects do not appear to be short-lived.
DeSchepper and Treisman (1996) found negative priming
after a delay of 30 days between the prime and probe trials. In
addition, negative priming depends on the relation between
the prime and probe trials. For example, for the Stroop task,
the effect is not found if the probe stimulus that follows the

prime Stroop stimulus is a color patch and not a colored word
(Lowe, 1979). A simple inhibition account would seem to
predict negative priming in this situation as well as in that for
which the probe stimulus was a colored word.

MULTIPLE TASKS

Task Switching

In his classic monograph, “Mental Set and Shift,” Jersild
(1927) began by saying, “The fact of mental set is primary in
all conscious activity. The same stimulus may evoke any one
of a large number of responses depending upon the contex-
tual setting in which it is placed” (p. 5). Jersild conducted
experiments in which subjects made a series of judgments re-
garding each stimulus in a list as a function of whether a
single task was performed for all stimuli or two tasks were
performed in alternating order. The major finding was that in
many situations the time to complete the list was longer for
mixed lists than for pure lists of a single task.

Beginning in the mid-1990s, there has been a resurgence
of interest in task switching. Research conducted on task
switching, in which two tasks are presented in a fixed order
(e.g., on alternate trials), has suggested that there are two
components associated with changing the task set from the
previous trial. One component involves voluntary prepara-
tion for the forthcoming trial, with responses for the next trial
becoming progressively faster as the RSI increases. How-
ever, time to prepare for the new task cannot be the only fac-
tor contributing to the switching cost, because the cost is still
evident when the RSI is long (Allport, Styles, & Hsieh, 1994;
Rogers & Monsell, 1995). A second component, which
Allport et al. (1994) called task set inertia and Rogers and
Monsell (1995) called exogenous task set reconfiguration, is
not under the subject’s control. Apparently only a single trial
with the new task is necessary to complete configuration for
that task. Rogers and Monsell (Experiment 6) used sequences
of four task repetitions and then a switch to the alternate task
for four consecutive trials, and so on, and found that the
switch costs were eliminated after the first trial of the new
task.

Shaffer (1965) conducted a study in which trials with
compatible and incompatible spatial mappings were ran-
domly mixed. The stimulus to which the subject was to
respond occurred in a left or right location, and a centered
horizontal or vertical line signaled whether the mapping for
the trial was compatible or incompatible. When the mapping
signal occurred simultaneously with the stimulus, the stan-
dard spatial compatibility effect was eliminated. Vu and
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Proctor (2001) used stimulus color to designate the mapping
and obtained similar results with left-right physical-location
stimuli, as Shaffer used, as well as with left-right pointing ar-
rows. These findings are consistent with the fact that, in a
variety of situations, performance of the easier of two tasks
is harmed more by mixing (Los, 1996). However, Vu and
Proctor found that when the stimuli were the words left and
right, the advantage for the compatible mapping was en-
hanced compared to pure blocks of one trial type. These re-
sults, along with many others, suggest that words are
processed differently than physical locations and arrows.

Proctor and Vu (2002) also showed that mixing location-
relevant and location-irrelevant trials within a trial block
alters the stimulus-response compatibility (SRC) effects ob-
tained for each task. When physical location stimuli were
used to convey the location information, the standard SRC
effect was eliminated for location-relevant trials. However,
the SRC effect was not affected with arrow stimuli and was
enhanced with location word stimuli. Mixing the two trial
types also affects the Simon effect obtained for the location-
irrelevant trials. For all stimulus types, when the location-
relevant mapping was compatible, the Simon effect was
enhanced compared to pure blocks of Simon trials; when
the location-relevant mapping was incompatible, a reverse
Simon effect was obtained. With arrows and words, the re-
verse effect was smaller than the positive effect. However,
with physical locations, the reverse Simon effect was at
least as large as the positive effect obtained with the compat-
ible location-relevant mapping. This outcome implies that
there was no automatic activation of the corresponding re-
sponse. The reversal for physical location stimuli obtained
when the location-relevant mapping was incompatible was
evident even when the trial type was precued by up to 2.4 s
before presentation of the stimulus. This outcome indicates
that the reversal does not reflect only a strategy of preparing
the noncorresponding response in anticipation that location
may be relevant to the trial.

Psychological Refractory Period

In a common dual-task procedure, subjects perform two
different choice-reaction tasks, Task 1 (T1) and Task 2 (T2),
on a single trial. The stimulus onset asynchrony (SOA) between
the stimuli for T1 (S1) and T2 (S2) is varied. The typical finding
is that RT for the second task (RT2) is slowed as the SOA de-
creases. Telford (1931) called this phenomenon the psycholog-
ical refractory period (PRP) effect. Extensive research on
the PRP effect has been conducted over the past 50 years,
and explanations have been proposed in terms of information-
processing bottlenecks, demands on limited capacity resources,

and strategies adopted to satisfy task constraints (Meyer &
Kieras, 1997; Pashler, 1998). The most widely accepted ac-
count in recent years is a response-selection bottleneck model
advocated by Pashler and colleagues (see Figure 11.5).Accord-
ing to this model, stimulus identification and response execu-
tion occur in parallel for the two tasks. However, response
selection operates serially because it requires a single-channel
mechanism.

The evidence for the response-selection bottleneck model
comes primarily from using locus of slack logic (Schweickert,
1983) to interpret the patterns of additive and interactive ef-
fects produced by variables presumed to selectively affect
stimulus identification, response selection, and response exe-
cution. According to the model, identification of S2 com-
mences immediately upon its presentation, regardless of the
SOA. At long SOAs response selection can begin as soon as
stimulus identification is completed, but at short SOAs it can-
not begin until response selection for T1 is finished. Conse-
quently, there is slack in the processing sequence for T2
between the completion of stimulus identification and initia-
tion of response selection. At short SOAs, the slack can ab-
sorb, at least in part, an increase in time to identify S2. This
leads to the effect of the stimulus-difficulty manipulation
being smaller at the short SOAs than at the long SOAs. In con-
trast, for variables that affect response selection or response
execution, which have their influence after the bottleneck,
the extra time cannot be absorbed by the slack, and, therefore,
their effects should be additive with those of SOA. These pre-
dicted patterns of results have been found for several variables
of the respective types.

Meyer and Kieras (1997) have mounted a challenge to
the response-selection bottleneck model, arguing that evi-
dence supporting it reflects a strategy adopted by subjects
when the instructions state or imply that the response for T1

S1 R1

1A 1C1B

Time

2B 2C2A

S2 R2

Figure 11.5 Illustration of response selection bottleneck model. Stage A is
stimulus identification, Stage B is response selection, and Stage C is re-
sponse initiation. Response selection for Task 2 (Stage 2B) is delayed until
response selection for Task 1 (Stage 1B) is completed. S1 and R1 are the
stimuli and responses for Task 1, and S2 and R2 are the stimuli and responses
for Task 2.
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must be made before that for T2. They propose that there is
no capacity limitation in processing other than a bottleneck
for response execution when the tasks require responses from
the same output system (e.g., key presses for T1 and T2). Ac-
cording to their strategic response deferment model, different
lock out strategies are adopted in specific situations to permit
performance of T1 and T2 in the manner requested. Whether
the response-selection bottleneck is due to a structural limita-
tion on information processing or a strategy adopted to sat-
isfy task demands is an issue that remains to be resolved.

According to response-selection bottleneck accounts of
the PRP effect, whether structural or strategic, response se-
lection for T2 does not begin until that for T1 is completed.
However, several recent studies have shown cross-talk
effects between T1 and T2 that imply that the T2 response is
activated before the response for T1 is selected. Hommel
(1998) had subjects make a left or right key press to the color
of a red or green rectangle for T1 and say “red” or “green” to
the letter S or H for T2. RT for both tasks showed correspon-
dence effects at short SOAs, with the response for each task
being faster when the color-naming response for T2 corre-
sponded to the color for T1. Lien and Proctor (2000) obtained
similar results when T1 involved left-right key presses with
the left hand to low or high pitch tones and T2 left-right key
presses with the right hand to left-right arrow directions.
Also, Logan and Schulkind (2000) reported correspondence
effects for the categories of T1 and T2 stimuli for a variety of
tasks. For example, when both tasks required letter-digit clas-
sifications with left-right key presses on the left and right
hands, respectively, RT was shorter when the two stimuli
were from the same category (e.g., letters) than when they
were not. The fact that, in all studies, the correspondence ef-
fects are evident in RT1, as well as RT2, implies that the stim-
ulus for T2 is translated into response activation prior to T1
response selection. Hommel has proposed that such transla-
tion of stimulus information into response activation is auto-
matic, with the bottleneck being only in the final decision
about which response to make for each task. 

Stop Signals

A goal may change during the course of action selection
so that the action being selected is no longer relevant. Such
situations have been studied in the stop-signal paradigm
(Logan, 1994). In this paradigm, a choice-reaction task is ad-
ministered, but a stop signal occurs at a variable interval after
the imperative stimulus on occasional trials to indicate that a
response should not be made. Of concern is whether the
subject is able to inhibit the response for the choice task.
The response is more likely to be inhibited the shorter the

interval between the go and stop signals and the longer the
choice RT.

Performance on the stop-signal task has been interpreted
in terms of a stochastic race model: The go process and stop
process engage in a race. The response is executed if the go
process finishes before the stop process and is inhibited if the
stop process finishes first. This model predicts many features
of the results obtained in the stop-signal task, including the
probability that the response will be inhibited as a function of
go RT and stop-signal delay. The race model has been applied
to a variety of stimulus and response modes, suggesting that
it captures basic principles of action inhibition. However, it
does not provide a detailed account of the processes underly-
ing performance of specific tasks. 

Logan and Irwin (2000) compared the processes involved
in inhibiting left-right key presses and left-right eye move-
ments. Subjects responded to peripheral left-right stimuli or
central left-right pointing brackets, with hand movements or
eye movements, using a compatible or incompatible S-R
mapping. Estimates of stop-signal RT for hand movements
were similar for the two stimulus types and mappings. Stop-
signal RT for eye movements was shorter than that for the
hands, being shortest for the condition in which a compatible
movement was made to a peripheral stimulus. These results
suggest that the inhibition processes for hand and eye move-
ments are different, although they follow the same basic
principles.

Research has focused on trying to identify the point of no
return, or the stage beyond which the response cannot be
stopped. De Jong, Coles, Logan, and Gratton (1990) exam-
ined this issue using left-right squeezing responses (to a cri-
terion) to measure partial responses, the lateralized readiness
potential (LRP) to measure central response activation, and
the electromyogram (EMG) to measure muscle activation.
LRP, EMG, and squeeze activity were found to occur on
stop-signal trials for which the response was successfully in-
hibited (i.e., did not reach criterion), which they interpreted
as suggesting that no stage of response preparation is ballis-
tic. However, Osman, Kornblum, and Meyer (1986) argued
that the point of no return should be defined as the point at
which the response cannot be stopped from beginning. Using
this criterion, the partial squeezes in De Jong et al.’s study are
cases of unsuccessful inhibition, indicating that muscle acti-
vation is the point of no return. The evidence in De Jong
et al.’s study favored two inhibitory mechanisms: Inhibition
of central activation processes was implicated because the
LRP was truncated on successful stop trials, but several find-
ings suggested that there was also a more peripheral mecha-
nism of inhibition that affected the transmission of activation
from central to peripheral structures.
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CHANGES IN ACTION SELECTION
WITH PRACTICE

Choice RT decreases with practice at a task, with equivalent
amounts of practice producing larger changes earlier in prac-
tice than later. Teichner and Krebs (1974) reviewed numer-
ous studies of visual choice reactions and concluded that the
stage of processing that benefits most from practice is re-
sponse selection. Newell and Rosenbloom (1981) proposed
that the changes in RT with practice follow a power function: 

RT � BN��,

where N is the number of practice trials, B is RT on the first
trial, and � is the learning rate. The power function has come
to be regarded as a law to which any model that is intended to
explain practice effects must conform. Although the power
law provides a good description of changes in RT with
practice averaged across subjects, Heathcote, Brown, and
Mewhort (2000) contend that it does not fit the functions for
individual performers adequately. They demonstrated that
exponential functions provided better fits than power func-
tions to the data for individuals in 40 data sets, and proposed
a new exponential law of practice.

Beginning with Merkel (1885), several investigators have
shown that the slope of the Hick-Hyman function decreases
with practice (e.g., Hyman, 1953; Mowbray & Rhoades,
1959). Seibel (1963) used all combinations of 10 lights as-
signed directly to 10 keys. After more than 75,000 trials had
been performed, the RT for the 1,023-alternative task was
only approximately 25 ms slower than that for a 31-alternative
task. Practice also is typically more beneficial for incompati-
ble than compatible mappings. However, SRC effects do not
disappear even with considerable practice (Dutta & Proctor,
1992; Fitts & Seeger, 1953).

Proctor and Dutta (1993) had subjects perform two-choice
tasks for 10 blocks of 42 trials each. In the critical conditions,
they performed with the hands uncrossed and crossed in
alternate blocks. Whether compatible or incompatible, when
the spatial mapping of left-right stimulus locations to left-
right response locations remained constant, there was no cost
associated with alternating the hand placements: Overall RT
and changes with practice with the alternating placements
were comparable to those of subjects who practiced with the
same hand placement for all blocks. In contrast, when the
mapping of stimulus to response locations was switched be-
tween blocks so that the same hand was used to respond to a
stimulus when the hands were crossed or uncrossed, there
was a substantial cost for participants who alternated hand
placements compared to those who did not. These results

imply that the S-R associations that are strengthened through
practice involve spatial response codes.

Practice with an incompatible spatial mapping alters the
influence of stimulus location on performance when location
becomes irrelevant to the task. Proctor and Lu (1999) had
subjects perform a two-choice task for 3 days using an in-
compatible spatial mapping. On the 4th day, they performed
a task for which stimulus location was irrelevant. For this
task, the Simon effect was reversed, with RT faster for non-
corresponding responses. Tagliabue, Zorzi, Umiltà, and
Bassignani (2000) found a similar effect of prior practice
with an incompatible mapping and showed it to be present
even when subjects were tested a week later. Thus, a limited
amount of practice produces new spatial S-R associations
that persist at a sufficient strength to override the preexisting
associations between corresponding locations.

Nissen and Bullemer (1987) demonstrated that when the
trials in a compatibly mapped four-choice spatial reaction task
follow a sequence that repeats regularly (every 10 trials in their
study), performance improves more with practice than when
the trial order is random. Considerable effort has been devoted
subsequently to determining whether this sequence learning is
implicit or explicit, and to examining the nature of what
is learned. Because this research is summarized in the chapter
by Johnson in this volume, we restrict mention here to a study
by Koch and Hoffmann (2000).Across four experiments, they
varied whether the stimuli were spatial or symbolic and
whether the responses were spatial or symbolic. Their results
showed that the effect of sequence repetition and structure on
performance was much stronger for spatial sequences than
for symbolic sequences, regardless of whether the stimulus or
response set was involved. Koch and Hoffmann also specu-
lated that learning of the response sequence is greater for in-
compatible S-R mappings (e.g., random mappings of digits to
response locations) than for compatible S-R mappings. Re-
gardless, they emphasized, “the selective impact of S-R com-
patibility on learning stimulus and response sequences in SRT
[serial reaction tasks] seems to us an important issue . . . that
has not received much attention” (p. 879).

APPLICATIONS

Contemporary research on action selection has its roots in dis-
play-control design issues. Paul Fitts, who formalized the con-
cept of SRC and conducted much of the groundbreaking
research on action selection, was the founder of what is now
the Fitts Human Engineering Division of theArmstrong Labo-
ratory of the U.S. Air Force and made many contributions to
human factors. Although most of the research on action
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Figure 11.6 Illustration of various display-control mapping configurations
for (a) stove tops (with specific burner-control pairings indicated by letters)
and (b) Duncan’s (1977) four-choice tasks (with specific S-R pairings indi-
cated by arrows).

selection has been basic in nature, the results obtained from
this research are of considerable relevance to applications in-
volving interface design. It is widely accepted that a user-
friendly design must adhere to principles of action selection in
general and SRC in particular (see Andre & Wickens, 1990).

In a classic study of stove configurations, Chapanis and
Lindenbaum (1959) evaluated four control-burner arrange-
ments (see Figure 11.6a). The experimenter demonstrated the

individual pairings of burners to controls for one of the four
stoves, and then instructed subjects to push the assigned con-
trol to the burner that was lit. Subjects showed shorter RT for
Design 1 than Designs 2–4, for which RT did not differ ini-
tially. Furthermore, no errors were made for the mappings of
Design 1, whereas the overall error rate was 6%, 10%, and
11% for Designs 2–4, respectively. Practice significantly re-
duced RT and errors for Design 2 compared to Designs 3 and
4, but performance was still worse than with Design 1. When
naive subjects were asked which control-burner configura-
tion was the best, most selected Design 1. However, they
were equally divided about whether Design 2, 3, or 4 was
second best. Thus, although after practice performance was
better with Design 2 than Designs 3 and 4, naive subjects did
not anticipate this difference.

In a more recent study, Payne (1995) asked naive subjects
to rank from easiest to hardest the four mappings of a four-
choice SRC task in which the inner or outer pairs are mapped
compatibly or incompatibly (Duncan, 1977; see Figure 11.6b).
He compared the subjective rankings to RT measures obtained
by Duncan. Similar to the results of the stove study, subjects
had little difficulty identifying Design 4 as the easiest mapping
because it was a direct mapping. However, more subjects
rated Design 1 (in which both inner and outer pairs were
mapped incompatibly) as being harder than Designs 2 and 3
(in which only one pair was mapped compatibly and the other
incompatibly), even though actual performance was second
best on Design 1.

The deleterious effect of mixed mappings illustrated in
Duncan’s (1977) study, as well as in that of Shaffer (1965),
discussed in the “Task Switching” section, indicates that the
context in which the display-control configuration is placed
affects performance. Most compatibility studies evaluate per-
formance of specific S-R mappings in isolation. However,
when more than one S-R mapping is used, the benefit that one
might expect from a compatible mapping is not always evi-
dent. Moreover, if two tasks must be performed simultane-
ously, it may be easier to perform them together when they
have the same incompatible mapping than when one has a
compatible mapping and the other does not (Duncan, 1979).
Andre and Wickens (1990) refer to this benefit as one of
global consistency and note that it may sometimes be more
important than local compatibility. 

Because the amount of experience with specific S-R map-
pings is a major factor in efficiency of action selection, de-
signers must take into account the stereotypic behavior of the
specific population for whom a product or system is being
designed. For example, from years of experience, Americans
are more likely to flick a light switch down when they intend
to turn a light off, whereas Englishmen are more likely to
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flick the switch up. One of the most widely studied popula-
tion stereotypes is that of direction of motion. Operators of
systems that require control of direction of motion must make
decisions regarding which direction to move a control in
order to move the system or display indicator in a particular
direction. Across populations of individuals, many arrange-
ments show preferred relations between the direction of con-
trol action and outcome of system output (see Loveless,
1962).

Obviously, when a linear control is in the same orientation
as a linear display, the stereotype is to expect the display to
move in the same direction as the control. More interesting,
when a linear display is oriented perpendicularly to the linear
control, right is paired with upward movement and left is
paired with downward movement. With control knobs, clock-
wise rotation tends to be associated with up or right move-
ments (see Hoffman, 1990a, 1990b). In addition, there is a
stereotype, called Warrick’s principle, that the display is ex-
pected to move in the same direction as the part of the control
that is nearest to the display. With a vertical display, a clock-
wise rotation would be preferred if the control were located
to the right of the display and a counter-clockwise rotation if
it were located to the left.

Hoffman (1990a, 1990b) evaluated the relative strength of
the stereotypes for two- and three-dimensional display and
control relationships. He found that different populations (in
this case, engineers and psychologists) differed in their pref-
erence. Engineers were more likely to follow Warrick’s prin-
ciple, most likely because it has a mechanical basis, whereas
psychologists tended to follow the stereotype of preferring
clockwise for up and right movement. This difference em-
phasizes not only that the specific experience of individuals is
important, but also that the preferred relations are based on
the individual’s mental model for the task.

SUMMING UP

Action selection is an important part of behavior inside and
outside of the laboratory because choices among alternative
actions are required in virtually all situations. Action selec-
tion has been a topic of interest in human experimental psy-
chology since Donders’s (1868/1969) seminal work, with
contemporary research on the topic being at the forefront of
the cognitive revolution in the 1950s. S-R compatibility,
which is the quintessential action-selection topic, saw a surge
in research in the 1990s, with significant advances made in
the development of theoretical frameworks for explaining a
variety of phenomena in terms of common mechanisms.
As we move into the twenty-first century, the range of tasks

and environments in which compatibility effects play a sig-
nificant role, and the significant insights these effects provide
regarding human performance, is only now coming to be
fully appreciated.
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Motor control is a cross-disciplinary field of research in
which the boundaries between established academic disci-
plines like psychology, physiology, neurology, engineering,
and physical education are blurred. Within psychology,
motor behavior tended to be a rather marginal topic for vari-
ous reasons. When psychology is conceived as a science of
the mind, movement is more or less beyond its scope. Less
obviously, even when psychology is conceived as a science
of behavior, issues of motor control do not become focal; for
example, behaviorism was more concerned with “what is
done” questions than with “how is it done” questions. Finally,
although the first well-known psychology paper on motor
control appeared at the end of the nineteenth century
(Woodworth, 1899), and although James (1890, 1950) de-
voted a chapter to “The Production of Movement,” touching
on the topic in several other chapters, the founding fathers of
psychology did not stamp motor control as an essential ingre-
dient of the emerging academic discipline.

The field of motor control gains in importance as soon as
one envisages that the human mind and brain may have
evolved primarily to support action, not to contemplate the
world. Then the question of how goals can be reached be-
comes critically important. This question alludes to problems
of control, and motor control deals with particular goals that
can be reached by moving one’s limbs.

In this chapter I first introduce the core problem of motor
control and discuss different ways that it can be solved.
Basically, there are two such ways: open-loop and closed-
loop control. Open-loop processes are initiated before a
movement is actually executed, so they are described under
the heading of motor preparation. The next section then deals
with closed-loop processes, the exploitation of sensory feed-
back from an ongoing movement in the service of motor con-
trol, but also with other uses of sensory information. After the
discussion of these rather fundamental issues, the perspective
is enlarged somewhat. Many motor skills require coordinated
movements of different limbs, which opens the topic of
motor coordination. Finally, I shall address the flexibility
of motor control which enables us to operate various tools
and machines and to handle objects of various masses.

THE PROBLEM OF MOTOR CONTROL

An Outline of the Problem

Movements result from an interplay of passive and active
forces. Passive forces are due to our own movements as well as
to environmental factors like gravity. For example, in the
swing phase of the walking cycle the thigh is rotated forward;
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Figure 12.1 (a) A joint with two opposing muscles, flexor (F) and extensor
(E); (b) mechanical analogue of two damped springs acting on a single mass
(M); the mass is stationary when the two opposing forces F1 and F2 cancel
each other. Reprinted with permission.

initially the knee is flexed, followed by extension. This for-
ward rotation of the shank results largely from passive forces
of different origins. The deceleration of the knee extension,
however, is largely a result of active muscular forces, with only
a small contribution of passive ones (Winter & Robertson,
1978). Thus, with the exception of a few very simple tasks, the
production of movement requires not only the generation of
appropriate active forces, but in addition passive forces have to
be taken into account.

Figure 12.1 illustrates a joint with two opposing muscles,
a kind of minimal movement device. Muscles are designated
as agonist and antagonist with respect to their function in a
particular movement. For example, when the movement is a
flexion of the joint, the flexor is the agonist and the extensor
is the antagonist; for an extension, the functional roles of
flexors and extensors are reversed. Of course, Figure 12.1 is
extremely simplified, both with respect to the mechanical
characteristics and with respect to the number of muscles act-
ing on the joint.

Muscles are complicated force generators. They contract
when they are activated via the motor nerves. Each axon of a
motor nerve innervates a smaller or larger bundle of muscle
fibers; the axon together with its muscle fibers is called a
motor unit. The activation can be recorded. Needle elec-
trodes, which are inserted in the muscle tissue, allow one to
record from single motor units, while surface electrodes pick
up averaged and filtered electrical activity of motor units
within a certain area below the electrodes. For isometric con-

tractions, there is a systematic relation between electromyo-
graphically recorded muscle activity (EMG) and force. In
particular, the relation between the integrated EMG signal
and force is linear (Lippold, 1952). However, for movements
for which phasic bursts of muscle activity are typical (at
least when the movements are rapid), the relation is more
complex.

Complications arise, first, from the temporal relations be-
tween bursts of muscle activity and forces, which can be
fairly variable. In general, forces develop only with a delay
when a muscle is activated, and after the end of the burst
there is a gradual decay. Complications arise also from
fatigue-induced changes, with fatigue being developed in
the course of repeated or prolonged activity. In addition, for
a given activation level, muscle force depends on the length
of the muscle and on the rate of its contraction. In particular,
the length-tension relation of muscle is important for models
of motor control: Muscle force increases with increasing
muscle length, and the slope becomes steeper the stronger
the activation of the muscle is (e.g., Rack & Westbury,
1969). Although the length-tension relation is not really lin-
ear, a linear approximation is useful, at least for certain
ranges of muscle length. Thus, one can think of a muscle
as being mechanically similar to a damped spring (cf. Fig-
ure 12.1).

A muscle can actively contract, but not stretch. (A rubber
band would perhaps be a better analogue than a spring.)
Therefore at least two opposing muscles are needed for a
simple joint. From Figure 12.1 it is apparent that, as the one
muscle contracts, the other one will be stretched. This implies
that, with given activations of the opposing muscles, the
force of the contracting muscles declines while that of the
stretched muscles increases. At a certain joint angle, and at a
certain relation between the lengths of the opposing muscles,
the forces developed by them will be equal, but in opposite
directions, and thus cancel each other. The net force is zero,
and the joint position at which this is the case is called the
equilibrium position. There is considerable evidence that
equilibrium positions are important for motor control
(cf. Kelso & Holt, 1980; Polit & Bizzi, 1979). In the simplest
version of a mass-spring model, movements come about sim-
ply by the specification of a new equilibrium position (e.g.,
Cooke, 1980), but experiments have revealed that the equi-
librium position shifts continuously and not stepwise (Bizzi,
Accornero, Chapple, & Hogan, 1984).

Movement results from the net force of opposing muscles
(and, of course, from passive forces). Thus, at first glance
there seems not to be much sense in cocontractions, in which
opposing muscles are active simultaneously. Nevertheless,
cocontractions can be observed in particular early during
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Figure 12.2 A three-jointed arm with joint angles �1, �2, and �3, which are
associated with spatial position (x1, x2) of the end-effector.

Figure 12.3 Possible solutions to a control problem. (a) Open-loop
solution with an internal model Tˆ –1 of the (inverse) transformation;
(b) closed-loop solution, with C as controller; (c) combination of open-loop
and closed-loop solution.

practice (e.g., Metz, 1970) and in tasks requiring high preci-
sion. Even when no net forces result from cocontractions,
they modulate the mechanical characteristics of the joint like
friction.

Saying that joint movement results from the net force of
opposing muscles (in addition to passive forces) is not the
whole story. More precisely, joint rotation results from the
torque, which again is related to the net force in a fairly com-
plicated way, with the relation being dependent on the joint
angle. Even with the movement of the joint, the sequence of
transformations from muscle activation to movement has not
yet reached its end, because in general the goals for our
movements are not defined in terms of joint angles.

Figure 12.2 illustrates a three-jointed arm with the end-
effector pointing to a target. The goals of many movements
are defined in terms of reaching for some spatial target; for
other movements, as in catching a ball, there are temporal tar-
gets in addition; for still other movements, as in writing,
goals are defined in terms of movement traces (or paths).
From Figure 12.2 it is apparent that a particular configuration
of joint angles is associated with a particular spatial position
of the end-effector.

Thus far I have sketched the transformation of muscle ac-
tivation to the spatial position of an end-effector like the tip
of the index finger. The purpose was to give some impression
of the complexity of this transformation without going into
too much detail. Sometimes different components of the
transformation are discussed separately, in particular the
kinematic transformation (from joint angles to end-effector
positions) and the dynamic transformation (from torques to
movements of the joints). As a more general term, I shall use
motor transformation to refer to the total transformation or
some part of it.

Given the complexity and the time-varying characteristics
of the motor transformation, one may wonder that humans—
at least after the first few months of their life—are able to

produce purposeful movements at all, and not only random-
appearing ones. This requires that humans be able to deter-
mine the pattern of muscular activity that is required to
produce a particular movement of a particular end-effector.
The very fact that humans can produce purposeful move-
ments indicates that nature has solved this core problem of
motor control; what remains for the movement scientist is to
gain an understanding of what the solution is.

An Outline of Possible Solutions

The core problem of motor control can be stated in a very
simple and general way. Let T be a transformation of an input
signal x into an output signal y. For example, y shall be a
particular time-varying position of an end-effector, and x a
vector that captures time-varying muscle activity. Then the
general problem of control, and that of motor control in par-
ticular, is to determine an input signal x such that the output
signal y becomes identical to the desired output signal y*.
The problem is solved when the inverse of the transformation
T can be determined, such that T –1T  = 1. Thus, control re-
quires the inversion of a transformation, and there are two
fundamentally different ways to achieve this (see Jordan,
1996, for a detailed discussion).

Figure 12.3a illustrates an open-loop solution which re-
quires an internal model T^ –1 of the transformation, or, more
precisely, of its inverse. There are different ways of imple-
menting such a model formally (e.g., Jordan, 1996). Of
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course, such an internal model is not necessarily a kind of en-
tity, located in some part of the brain, but it can result from
the activity of a network that is distributed widely across both
central and more peripheral levels of the motor system (e.g.,
Kalveram, 1991).

Figure 12.3b illustrates a closed-loop solution for which
no internal model T^ –1 is required. Instead, the inversion of
the transformation results from the structure of the loop.
(This is shown formally by Jordan, 1996.) Intuitively this be-
comes clear from the following consideration. A closed-loop
system can reduce the deviation between the output y and the
desired output y*. To the extent that this is successful, y and
y* become similar. This then implies, because y = T(x), that
x approximates T –1(y*).

For some years, open-loop and closed-loop models of
motor control were contrasted (cf. Stelmach, 1982). How-
ever, by now it is clear that nature combines both types of
solution, roughly in a way illustrated in Figure 12.3c. This
combination maintains the advantages of both types of solu-
tion and avoids the disadvantages of each of them. In addi-
tion, the combination exhibits some characteristics that
match characteristics of human movements (Cruse, Dean,
Heuer, & Schmidt, 1990).

The disadvantage of an open-loop solution is its limited
precision. The motor transformation is complex, and it has
time-varying characteristics. When we use tools or operate
machines, there are additional transformations that must be
taken into account, like the transformation of a steering-wheel
rotation into a change of the direction in which a vehicle is
heading. Thus, internal models of inverse transformations can
only be approximations. The disadvantage of a closed-loop
system is that it involves time delays and can become insta-
ble, in particular when the gain is high. On the other hand, a
high gain is desirable to improve accuracy. When both sys-
tems are combined, open-loop control will serve to approxi-
mate the desired output; closed-loop control is suited to
reducing the remaining deviation even when the gain is rela-
tively small, which serves to avoid instabilities.

There are two different types of procedure to determine
whether a control system is closed-loop or open-loop. The
first is to cut the potential feedback loop, and the second is to
distort the potential feedback signal. Both manipulations
should have essentially no effect when the control system
is open-loop, but strong effects when the control system is
closed-loop; with eliminated feedback, the closed-loop sys-
tem should produce no change of the output signal or only
random changes, and with distorted feedback the output
should be distorted. Human movements are often little af-
fected by elimination of feedback, but strongly affected by its
distortion. Such results do not give a clear answer with

respect to the dichotomy of open-loop versus closed-loop
control, but they conform to expectations based on the com-
bined control modes (Cruse et al., 1990).

Indeterminateness of the Solutions

Typically movements are not fully determined by their goals.
An example is reaching, with the goal being defined in terms
of a spatial target position. Thus, only the endpoint of the
movement is specified by the goal, but not its time-course. In
spite of this indeterminateness a solution is reached, which
takes additional task constraints as well as organismic con-
straints into account.

Perhaps the most extensively studied task constraint is the
size of the spatial target, which affects movement duration
and the shape of velocity-time curves (e.g., MacKenzie,
Marteniuk, Dugas, Liske, & Eickmeier, 1987). Basically, for
smaller targets humans choose to produce slower move-
ments. The relation of movement time not only to target
width, but also to the distance of the target from the start po-
sition, is of a particular kind known as Fitts’ law. The early
1950s, when Fitts (1954) first described the relation, saw the
rise of information theory in psychology. Thus, the relation
was formulated in terms of information measures, and the
tradition has left it in that form. Fitts’ law states that move-
ment time is a linear function of the index of difficulty, which
is defined as log2(2A�W), A being the movement amplitude
and W the width of the target.

Fitts’ law describes a particular kind of speed-accuracy
trade-off: Faster movements have a larger scatter of their
end-positions than slower movements, so when a small scat-
ter is required because the target is small, slower movements
have to be chosen. The law is astonishingly robust (cf. Keele,
1986), and it has given rise to various theoretical accounts
(Crossman & Goodeve, 1963/1983; Fitts, 1954; Meyer,
Abrams, Kornblum, Wright, & Smith, 1988), but also to al-
ternative formulations (cf. Plamondon & Alimi, 1997) and to
contrasting observations (e.g., Schmidt, Zelaznik, Hawkins,
Frank, & Quinn, 1979), in particular for situations that re-
quire a certain movement duration, rather than reading a
spatial target of a particular width. (Wright & Meyer, 1983;
Zelaznik, Mone, McCabe, & Thaman, 1988).

Although they have received much less attention, other
task constraints than target size affect the chosen movement
trajectory. For example, it makes a difference whether the
spatial target has to be hit or whether an object in the same
position has to be grasped, and in the latter case it makes a
difference whether the object is a tennis ball or a light bulb.
The movement to the light bulb takes more time than the
movement to the tennis ball; in particular, the deceleration of
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Figure 12.4 (a) A complex movement pattern produced under the instruc-
tion to maintain a constant velocity; (b) circles produced under the instruc-
tion of a constant velocity (left) and a time-varying velocity (right). These
examples are taken from Derwort (1938). Recordings were made with a light
placed on the index finger. The shutter of a camera was opened about
60 times per second; distance between dots thus represents distance covered
in 1�60 s, smaller distances indicating smaller, and larger distances higher,
velocity.

the movement toward the bulb is more gradual and extended
in time (Marteniuk, MacKenzie, Jeannerod, Athènes, &
Dugas, 1987). Another task constraint has been reported re-
cently: The time it takes to move a mug to the mouth depends
in a particular way on the diameter of the mug and the dis-
tance from the level of water to the edge (Latash & Jaric, in
press). Such task constraints are at least to some degree re-
flected by our everyday experience.

A second type of constraints, which are taken into account
when movement trajectories are indeterminate, is of a more
organismic nature and related to the costs of movements.
Although the general notion of cost minimization—as far as
this is possible with the given task constraints—has a high
degree of plausibility, it poses more of a problem than a
solution. There are many different kinds of costs that can po-
tentially be minimized. For example, Nelson (1983) analyzed
the consequences of minimizing five different kinds of costs
for the trajectories of movements aimed at a target. Other
criteria have been added (e.g., Cruse, 1986; Cruse & Brüwer,
1987; Rosenbaum, Slotta, Vaughan, & Plamondon, 1991;
Rosenbaum, Vaughan, Barnes, & Jorgensen, 1992; Uno,
Kawato, & Suzuki, 1989), and perhaps any list will be in-
complete.

A fairly general principle seems to be that movement tra-
jectories are selected by the criterion of smoothness. Al-
though in principle smoothness can be defined in different
ways, one of the possible criteria is minimization of jerk, that
is, minimization of the integral of the squared third derivative
of end-effector position with respect to time (Flash & Hogan,
1985). The principle can be extended and used to model com-
plex movement patterns, as in handwriting (cf. Teulings,
1996). In addition, for drawing-like movements, it produces
a particular relation between curvature and tangential veloc-
ity, which is known as the two-thirds power law (Viviani &
Flash, 1995). Basically, with a larger radius of curvature,
velocity tends to be higher than with a smaller radius of cur-
vature even when the instruction is to maintain a constant ve-
locity (Figure 12.4). The dependency of velocity on curvature
is particularly conspicuous in drawing ellipses for which
the radius of curvature varies continuously. Although the re-
verse relation has received less attention, variations of veloc-
ity do also induce variations of curvature; for example, when
one attempts to draw circles with a pattern of smaller-higher-
smaller-higher velocity within each cycle, the result is likely
to be ellipses (Derwort, 1938).

Indeterminateness does exist even when the goal of a
movement specifies a trajectory of the end-effector in every
detail. Of course, in such cases the movement trajectory is
not indeterminate, but the input to the motor transformation
is. The origin of the indeterminateness is apparent from

Figure 12.2, where the target position is specified in terms of
two spatial dimensions, but it can be reached with different
configurations of three joints. More generally, the output of
the motor transformation has a lower dimensionality than the
input, so that the inversion of the motor transformation has no
unique solution. The problem of how to deal with the many
dimensions of the input is often called the degrees-of-
freedom problem. A consequence is motor equivalence: The
same movement can be performed in many different ways.

Again, cost minimization can be considered as a way to
reach a unique solution (cf. Cruse, 1986; Cruse & Brüwer,
1987; Rosenbaum et al., 1991). Another possibility is the
freezing of degrees of freedom. For example, in handwriting
adults mainly use the wrist and the fingers, and hardly or not
at all the elbow and the shoulder joints. When one observes
preschoolers at their first attempts to write (which might not
be the appropriate term for the result, but perhaps for the in-
tention), one can notice that the wrist and fingers are largely
immobilized, and that mainly the more proximal joints,
which are closer to the trunk, are used (Blöte & Dijkstra,
1989). This can also be observed when adult right-handers
write with their left hand (Newell & van Emmerik, 1989).
Finally, the high dimensionality of an input vector can be
reduced to a small number of degrees of freedom by way of
introducing covariations. A somewhat trivial example again
can be seen in handwriting: With a normal tripod grip, thumb,
index finger, and middle finger are mechanically coupled
(because of holding the pen) and can no longer be moved
independently.

Motor equivalence implies not only the existence of
criteria for selecting one of the many options, but also that
different options can be chosen in case that it is desirable or
necessary. For example, when one asks people to tap with
their index finger as rapidly as possible, and to do so as long
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Figure 12.5 Example recording of a rapid finger flexion.

as they can, several of them will gradually replace move-
ments of the finger with movements of the wrist. Less inci-
dentally, Lippold, Redfearn, and Vučo (1960) describe what
they call “migration of activity” from one muscle to other
ones during prolonged activity that induces muscular fatigue.
More generally, the many-to-few mapping of the motor trans-
formation leaves the option to select different subsets from
the many input dimensions when some of them are function-
ally impaired, be it a fatigued muscle or an immobilized joint.

MOTOR PREPARATION

The initiation of a movement is a gradual and continuous
process. In Figure 12.5 an example recording of a rapid
index-finger flexion of about 20° amplitude is shown, as are
in particular the position-time curve, the velocity-time curve,
the acceleration-time curve, and the EMG of a finger flexor
(agonist) and an extensor (antagonist). Faced with such
recordings, it becomes somewhat difficult to answer the
question of when the movement starts. Typically the start of a
movement is defined in terms of a threshold for one of the
kinematic signals. From Figure 12.5 it is apparent that defin-
itions based on the acceleration signal generally lead to
earlier initiation times than definitions based on the position
signal: There can be a sizeable acceleration while position
has hardly changed. Thus, any definition of the start of a
movement is to some degree arbitrary.

Muscle activity can be observed in advance of changes of
kinematic signals, and the definition of the start of a movement
can also be based on EMG traces. In many instances the agonist
burst is over before a change of position can be seen. Thus, it is
not too remarkable that the agonist burst is hardly or not at all
affected when the overt movement is unexpectedly blocked.
More remarkable is that the later bursts, which normally
serve to decelerate the limb and to stabilize the end-position,
still occur, although they serve no obvious purpose any more
(Wadman, Denier van der Gon, Geuze, & Mol, 1979).

The overt movement is preceded not only by muscle activ-
ity, but also by various kinds of preparatory processes which
can be evidenced at different levels of the motor system (see
Brunia, 1999, and Brunia, Haagh, & Scheirs, 1985, for
overviews of psychophysiological findings). For example, in
the electroencephalogram, movement-related activity can be
seen when the start of the movement is used as a trigger for av-
eraging. Even such simple voluntary movements as key-
presses are preceded by a slowly increasing negativity that
starts in the order of 1 s before the overt movement. This readi-
ness potential or Bereitschaftspotential was first described by
Kornhuber and Deecke (1965). Initially it is symmetrical, but
in the last 100 or 200 ms it becomes asymmetrical, being

stronger over the hemisphere contralateral to the responding
hand. This kind of asymmetry can also be observed in reac-
tion-time tasks. Called the lateralized readiness potential, it
has become an important tool in information-processing re-
search (see chapter by Proctor & Vu in this volume).
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Figure 12.6 (a) Response panel used by Rosenbaum et al. (1992). The bar
with pointer had to be grasped and to be placed on one of the eight targets
with the pointer toward the LED (black dots). (b) Relative frequency of
grasping the bar with the thumb toward the pointer as a function of the
final orientation (targets 1–8), shown separately for four different initial
orientations.

The Anticipatory Nature of Motor Preparation

The psychophysiological data indicate the existence of motor
preparation, but they are more or less silent to the question of
what goes on in functional terms. What they tell, of course, is
that at least to some degree preparatory processes are specific
for the forthcoming movement in that the data reflect some of
its characteristics, like the hand used. Näätänen and Merisalo
(1977) suggested that the essence of motor preparation is that
everything is done in advance of the overt response that can
be done, which amounts to activating the response up to a
level close to the motor action limit. This characterization of
motor preparation may be appropriate for simple movements
like keypresses, but it falls short of capturing essential char-
acteristics of motor preparation preceding a more complex
movement.

Preparatory activities in general can anticipate the future
to varying degrees. For example, in preparing for a vacation,
one might book a hotel in advance for only the first night, or
one might book hotels in different places for several nights to
come. Activating a response close to the action limit means
preparing only for movement initiation (like booking a hotel
for the first night). However, motor preparation is also con-
cerned with the future of the response (like booking hotels for
several nights to come). There are at least three kinds of evi-
dence for this.

The first kind of evidence is from reaction-time experi-
ments. When the task is to perform a sequence of simple
movements, simple reaction time increases with the length of
the sequence. The seminal study was by Henry and Rogers
(1960), who found increasing reaction times for (a) lifting a
finger from a key, (b) lifting the finger from the key and
grasping a tennis ball at a certain distance, and (c) lifting the
finger from the key, touching the ball with the back of the
hand, pressing another key, and hitting a second tennis ball.
More systematic explorations of the sequence-length ef-
fect have been reported by Sternberg and coworkers (see
Monsell, 1986, for an overview). With more homogeneous
elements like keypresses, letter names, or words with a cer-
tain number of syllables, reaction time increases linearly with
the number of sequence elements. At some length of about
6–12 elements, the increase of reaction time levels off, earlier
for longer elements (like trisyllabic words) and later for
shorter elements (like monosyllabic words).

The second kind of evidence is from studies of anticipatory
postural adjustments (see Massion, 1992, for review). When a
forthcoming movement threatens balance, the voluntary ac-
tion is preceded by the appropriate postural adjustments. For
example, Cordo and Nashner (1982) observed EMG activity
of postural muscles in the leg of their standing subjects which
preceded by about 40 ms the activity of arm muscles involved

in the task of pulling a hand-held lever in response to an audi-
tory signal. In a control condition with a passive support, the
preparatory postural activity was absent, and arm-muscle ac-
tivity had a shorter latency. Thus, anticipatory postural adjust-
ments are not only specific with respect to the forthcoming
voluntary movement (e.g., Zattara & Bouisset, 1986), but also
with respect to context characteristics.

The third kind of evidence, finally, shows that earlier parts
of a motor pattern are adapted to later parts. Evidence for
this can be found in many skills (cf. Rosenbaum & Krist,
1996), but I shall focus here on a particularly basic kind of
observation, the effect of end-state comfort (Rosenbaum &
Jorgensen, 1992; Rosenbaum et al., 1992). Figure 12.6a illus-
trates the task of Rosenbaum et al. (1992, Exp. 1). The stand-
ing subject had to grasp a bar with a pointer, which had
different initial orientations, the pointer pointing upward,
downward, to the left or to the right. With the pointer upward
or to the left, it is quite comfortable to grasp the bar with the
thumb toward the pointer, but with the other two initial ori-
entations this is less comfortable. Under speed instructions
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the subjects had not only to grasp the bar, but also to place it
in one of eight target positions with the pointer toward the
LED that signaled the target position in each trial; thus, there
were differences in final orientation. For targets 6–8 and 1–2,
holding the bar in the final orientation with the thumb toward
the pointer is more or less comfortable, but for targets 3–5,
holding the bar with the thumb away from the pointer is more
comfortable. In Figure 12.6b the relative frequency of grasp-
ing the bar in its initial position with the thumb toward the
pointer is shown. These data reveal not only an effect of the
initial orientation of the bar, but also a clear effect of the final
orientation. Thus, the effect of end-state comfort can be evi-
denced at the very start of the action, and it clearly indicates
that motor preparation embraces anticipation.

The anticipatory nature of motor preparation implies that
there is some kind of representation of the forthcoming
movement before it begins. The existence of such a represen-
tation also implies that open-loop processes of motor control
are of a particular nature in that they are predictive. In fact,
the answer to the question of what goes on during motor
preparation in functional terms may be largely that this kind
of internal representation of the forthcoming movement is set
up, which then allows for a more or less autonomous control.

Motor-Control Structures

There are different ways to conceptualize autonomous
processes of motor control. In psychology it had been
common to designate the anticipatory representation of a
forthcoming movement as a motor program (and the process
of setting it up as programming). However, this term has be-
come associated with a particular conceptualization. There-
fore, as a broader and more neutral term, Cruse et al. (1990)
have suggested motor-control structures. There seem to be
basically two different ways of modeling them, either in
terms of prototypical functions or in terms of generative
structures (Heuer, 1991).

Prototypical Functions

Movements vary qualitatively as well as quantitatively. One
of the attempts to capture this basic observation is the notion
of a generalized motor program, most explicitly introduced
by Schmidt (1975). A generalized motor program is thought
to control a set of movements that have certain characteristics
in common. The specifics of each particular movement are
thought to be determined by the program’s parameters. Thus,
for a certain type of movement there should be invariant char-
acteristics, which represent the signature of the program, and
variable characteristics, which reflect the variable settings of

its parameters. Of course, such a concept requires that the
invariant characteristics of movements of a certain type be
identified.

The theoretical problem of identifying invariant character-
istics met with observations of an invariance of relative tim-
ing in different motor skills (see Gentner, 1987, for a review),
which led Schmidt (1980, 1985) to propose that the relative
timing is an invariant feature of movements that are con-
trolled by a single generalized motor program. In addition,
relative force was hypothesized to be a second invariant char-
acteristic. With these assumptions, a generalized motor pro-
gram can be described by way of a prototypical force-time
function �(�), which can be scaled in time by a rate parame-
ter and in amplitude by a force parameter.

The notion of a prototypical force-time function, which
can be scaled in time as well as in amplitude, is reminiscent
of the way we use coordinate systems to represent force-time
curves. Thus one might suspect that the concept is related
more to how we plot force as a function of time than to how
the brain controls movement. Nevertheless, the notion is
not biologically implausible. One can think of a spatially
organized representation that is read at a certain rate and
thus transformed into a temporally organized movement
(cf. Lashley, 1951). The speed of reading would correspond
to the rate parameter. Similarly, as the read signal is chan-
neled to the muscles, it could be amplified to variable degrees
(cf. von Holst, 1939). Thus, in principle, the notion of proto-
typical functions implies a certain degree of independence of
temporal control and force control.

The most detailed application of prototypical force-time
functions has been in models of the speed-accuracy trade-
off in rapid aimed movements. These so-called impulse-
variability models account for the trade-off in terms of
noise in the motor system (Meyer, Smith, & Wright, 1982;
Schmidt, Sherwood, Zelaznik, & Leikind, 1985; Schmidt
et al., 1979). However, it is not really necessary that proto-
typical curves specify forces; instead, they can also be
thought of as specifying kinematic characteristics (e.g.,
Heuer, Schmidt, & Ghodsian, 1995; Kalveram, 1991). In
fact, formal models of the autonomous processes of motor
control are generally somewhat diverse or even indetermi-
nate with respect to their output variables.

The motor transformation involves a number of different
variables, and in principle any of these can be taken as output
variable for models of motor-control structures. Ultimately,
of course, muscles must be activated. In fact, the concept of a
motor program has often been associated with a prestructured
sequence of muscle commands (Keele, 1968). At the other
extreme, motor-control structures can be modeled with the
trajectory of the end-effector as the output. In the first case,
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the inversion of the motor transformation is assumed to be an
integrated component of a motor-control structure. In the sec-
ond case, it is left to additional and separate processes. Al-
though the choice may be somewhat arbitrary, it implies an
assumption about whether the internal model of the inverse
motor transformation is specific for a particular type of
movement governed by a particular motor-control structure,
or whether it is generalized and thus applicable to different
types of movement.

There are some considerations and data that favor the
modeling of motor-control structures with end-effector kine-
matics as output. One consideration starts with the observa-
tion that both perception and action are externalized. For
example, we do not see the image on the retina, but objects
and their locations in the world. Similarly, awareness of our
own movements is typically not in terms of muscular con-
tractions and joint angles. Visual distances and movement
amplitudes in the external world are commensurate, whereas
proximal visual stimuli and patterns of muscular activity are
not (cf. Prinz, 1992). Thus, to be compatible with how we
perceive the world around us, movement should be repre-
sented in terms of world coordinates.

Another consideration starts with the assumption that the
variables used in motor preparation or planning should reveal
themselves by the possibility of describing them concisely as
well as by their consistency. For example, for pointing in a
two-dimensional plane as in Figure 12.2, the movement paths
approximate straight lines, whereas the relations between
joint-angles can be fairly complex. More specifically, plotting
the y coordinates of the end-effector as a function of the x
coordinates results in straight lines at least approximately,
whereas plotting the elbow angle as a function of the shoul-
der angle results in strongly curved lines. This suggests that
motor-control structures deal with the trajectory of the end-
effector, and that the time-courses of joint angles are a conse-
quence thereof (cf. Hollerbach & Atkeson, 1987). Similarly,
kinematic characteristics of single-joint movements are
highly similar for movements with and against gravity,
whereas the patterns of muscular activity are grossly different
(Virjii-Babul, Cooke, & Brown, 1994).

No matter for which kind of variable prototypical func-
tions are defined, the notion is intimately related to the invari-
ance of relative timing. The invariance is never really perfect,
but often. It can be taken as a reasonable approximation.
However, there are also clear deviations from invariance. For
example, when the target size is reduced or accuracy rather
than speed is emphasized, the relative duration of the deceler-
ation phase of aimed movements tends to increase (Fisk &
Goodale, 1989; MacKenzie et al., 1987). Moreover, the
concept of a prototypical function takes a particular relative

timing as a mandatory characteristic of a certain type of
movement which cannot easily be changed; however, when
after some practice in a particular temporal pattern the relative
timing is changed, humans do not encounter particular diffi-
culties (Heuer & Schmidt, 1988). Thus, prototypical func-
tions do not represent a valid type of model for motor-control
structures in general, but nevertheless they can capture im-
portant characteristics of some types of movement.

Generative Structures

Whereas a conceptualization of motor-control structures in
terms of prototypical functions posits stored trajectories, con-
ceptualizations in terms of generative structures posit net-
works that generate the trajectories. An example is a model
by Saltzman and Kelso (1987) that belongs to a class they
called the “task-dynamic approach.” For an aimed movement,
Saltzman and Kelso defined a reach axis that runs through the
target and the current position of the end-effector as well as an
axis orthogonal to it. These axes define an abstract task space
in which the end-effector is represented by a “task mass.” The
target position is located in the origin of the task space and is
assumed to have the characteristics of a point attractor. Thus,
wherever the task mass is in task space, it will move toward
the target governed by a set of simple equations of motion; for
the reach axis x it is mT ẍ + bT ẋ + kTx = 0, with the index T
designating parameters of the task space.

The task-dynamic approach goes beyond advance specifi-
cations of movements in task space. For example, joint
movements are derived by way of coordinate transforms.
However, for the present purpose only the highest level of the
scheme is important. At first glance there does not seem to be
much difference between describing a motor-control struc-
ture in terms of a differential equation that governs a genera-
tive structure or in terms of a solution of such an equation that
could be stored as a prototypical function. However, there
are differences. First, the parameterizations are different.
Whereas the prototypical function has a rate and an ampli-
tude parameter, the particular generative structure at hand
has abstract mass, mT, friction, bT, and stiffness, kT, parame-
ters. Variation of these parameters, for example, does not
necessarily result in relative-timing invariance. Second, and
perhaps more important, the generative structure is less
susceptible to the effects of transient perturbations. It
implements a movement characteristic called equifinality:
Movements tend to reach their target even when they are
transiently perturbed (Kelso & Holt, 1980; Polit & Bizzi,
1979; Schmidt & McGown, 1980).

Although the model of Saltzman and Kelso (1987) seems
to be more mathematically than physiologically inspired, this



326 Motor Control

Figure 12.8 Change of the direction of the population vector as a function
of the time since presentation of an imperative stimulus (after Georgopoulos
et al., 1989).

is different with the VITE model of Bullock and Grossberg
(1988). (VITE stands for vector-integration-to-endpoint.)
The formal structure of an element of the model is illustrated
in Figure 12.7. The variable P is an internal representation of
the position of an effector, and T represents a target position.
The variable V represents the (delayed) difference, and G the
Go signal. In principle, the structure of Figure 12.7 is thought
to be multiplied for different muscles that are involved in a
voluntary movement, with V ≥ 0 for each particular muscle.

Without going into mathematical details, it is worth noting
that the difference V in the case of aimed movements is again
governed by a second-order differential equation (provided
that G is a constant). In spite of this similarity, there are sev-
eral basic differences from the model of Saltzman and Kelso
(1987), in addition to the differences with respect to the role
of physiological and psychological considerations in justify-
ing the mathematics. The structure of Figure 12.7 is a kind of
central closed-loop system. This system, however, is inoper-
ative as long as the Go signal is zero; it is energized by the Go
signal, which in addition can change across time so that the
system is no longer linear. Bullock and Grossberg (1988)
refer to a “factorization of pattern and energy.” Basically, the
Go signal allows a separation of movement planning
from movement initiation (cf. Gielen, van den Heuvel, &
van Gisbergen, 1984), which implies that processes of motor
preparation can be temporally separated from execution of
the movement, but also that movements can be initiated
before advance specification is finished.

Generative structures are not restricted to aimed move-
ments. In fact, models of generative structures for periodic
movements as they occur in locomotion are historically older.
Network models of central pattern generators had already
been proposed early in the twentieth century (Brown, 1911),
and more elaborate versions continue to be developed (e.g.,
Grossberg, Pribe, & Cohen, 1997). In more abstract models,

of course, point attractors can be replaced by limit-cycle at-
tractors which produce stable oscillations (e.g., Kay, Kelso,
Saltzman, & Schöner, 1987).

The Advance Specification of Movement Characteristics

During motor preparation an anticipatory representation of
the forthcoming movement is constructed. This representa-
tion can be described as a motor-control structure, which
allows (relatively) autonomous control of the movement in-
dependent of sensory feedback. In addition to being set up, the
structure must be specified, with the appropriate parameters.
This is a time-consuming process. Thus, variations in neces-
sary preparatory activities are reflected in reaction times. In
addition, when the available time is varied, it is possible to
trace the time course of the specification of movement char-
acteristics. Thus far, almost all studies on the advance speci-
fication of movement characteristics have employed aimed
movements or isometric contractions with different quantita-
tive characteristics, yet qualitatively different movements
have hardly been used. Therefore, little can be said about set-
ting up different motor-control structures, but more can be
said about the advance specification of parameters.

Figure 12.8 gives an example for the gradual specification
of movement direction, adapted from Georgopoulos, Lurito,
Petrides, Schwartz, and Massey (1989). These data are from
a monkey who had been trained to perform a movement to
one of eight potential targets arranged on a circle. When the
target was dimly illuminated, the monkey had to reach for it
directly, but when the luminance of the target was high, the
monkey had to perform a movement that was rotated by 90°
counterclockwise relative to the target. What is shown in
Figure 12.8 is the gradual rotation of the population vector in
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Figure 12.7 Variables of the VITE model of Bullock and Grossberg (1988)
and their interrelations.
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such trials from the direction of the target (90°) to the direc-
tion of the movement (180°). The population vector is com-
puted from the activity of directionally tuned neurons of the
motor cortex and generally points in the direction of move-
ment. Basically it is a weighted mean of the preferred direc-
tions of a sufficiently large sample of cortical units, with the
weights being derived from the spike frequencies. The rota-
tion of the population vector starts with a certain delay and
proceeds with an almost constant slope until the target direc-
tion is reached. In human subjects this kind of rotation pre-
sumably gives rise to a systematic increase of reaction time
when the angle between target and required direction of
movement is increased (Georgopoulos & Massey, 1987).

The timed-response procedure allows one to trace the
gradual specification of movement parameters from behav-
ioral data. The method has been introduced for the study of
the speed-accuracy trade-off in choice reaction time experi-
ments (Schouten & Becker, 1967), and it has been adapted to
the study of the advance specification of characteristics
of isometric contractions and movements by Ghez and
coworkers (Ghez et al., 1997; Hening, Favilla, & Ghez,
1988). Basically the method specifies a moment for the start
of the movement; typically the movement has to be initiated
in synchrony with the last of four tones which are presented
in regular intervals. At a variable time before the last tone the
target is presented, so the time available for motor specifica-
tions can be varied. The method is only suited for rapid
movements or isometric contractions with short durations, so
that the movement characteristics are largely determined in
advance and little changed during execution.

Ghez and coworkers demonstrated the gradual specifica-
tion of peak forces of isometric contractions as well as
amplitudes and directions of movements with a time course
similar to that of the neuronal population vector (cf. Figure
12.8). In addition, they showed that the gradual specifications
break down when the differences between the alternative tar-
gets become too large (Ghez et al., 1997). When the difference
between target directions is about 90° or larger, or the ratio of
target amplitudes isabout12:1or larger, the intermediatevalues
between the two targets are no longer observed, and the choice
between movement parameters becomes discrete. Thus, there
seem to be two qualitatively different modes of parameter spec-
ification, namely gradual adjustments and discrete choices.

While the timed-response procedure provides a window
into the gradual or discrete specification of movement char-
acteristics, it has not been used as extensively as chronomet-
ric procedures. The latter type of studies is largely based
on the movement precuing rationale of Rosenbaum (1980,
1983). Consider a set of four responses that differ on two di-
mensions like direction and amplitude. In a reaction time

task, before presentation of the response signal, there is thus
uncertainty with respect to both direction and amplitude, and
after presentation of the response signal–during the reaction-
time interval–both response characteristics have to be speci-
fied. When one of the dimensions is precued, it can be
specified in advance of the response signal, and only one
dimension remains to be specified after its presentation. Re-
action time should be reduced by the time it takes to specify
the precued dimension. When both dimensions are precued,
both can be specified in advance, and reaction time should be
reduced even more. In principle, if the rationale were fully
valid, the times needed to specify various movement charac-
teristics or combinations thereof could be estimated.

There are some broad conclusions that can be drawn from
the results obtained, but there are also a number of problems
that sometimes cast doubt on the general validity of the ratio-
nale (cf. Goodman & Kelso, 1980; Zelaznik, Shapiro, &
Carter, 1982). Among the broad conclusions were that move-
ment features are specified sequentially and in variable rather
than fixed order (Rosenbaum, 1983). The first of these two
broad conclusions can be doubted because the time needed
to specify two dimensions can be smaller than the sum of
the times needed to specify each of these dimensions (e.g.,
Lépine, Glencross, & Requin, 1989). In addition, timed-
response studies show essentially parallel specifications of
amplitude and direction, perhaps accompanied by some slow-
ing when two response characteristics are specified in parallel
(Favilla & De Cecco, 1996; Favilla, Hening, & Ghez, 1989).

Exceptions to the second broad conclusion seem to be rare.
Fixed order of specifications is indicated by a shortening of re-
action time when a movement dimension A is precued, which
can be observed only when movement dimension B is precued
as well, but not otherwise. This implies that the specification
of dimension B is a prerequisite for specifyingA. Such a result
would be expected when dimension B embraces qualitatively
different movements, related to different motor-control struc-
tures rather than to different parameters of a single control
structure. Qualitative variations of movement characteristics,
however, have rarely been studied, but some results of Roth
(1988) indeed suggest that precuing the direction and the
force for throwing a ball does not result in systematic reaction
time benefits as long as the type of throw is not known.

THE USE OF SENSORY INFORMATION

The use of sensory information for the control of voluntary
movement was among the historically early questions
addressed by experimental psychology. Woodworth (1899)
asked his subjects to produce reciprocal movements between
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Figure 12.9 Examples of handwriting with (upper example) and without
(lower example) vision in (a) a deafferented patient (from Teasdale et al.,
1993) and (b) a healthy girl.

two target lines in the pace of a metronome. With the partici-
pants’ eyes closed, accuracy was only little affected by
frequency, but with the participants’ eyes open, accuracy in-
creased relative to that found with closed eyes as soon as less
than about two movements per second were produced. A next
major step was a study by Keele and Posner (1968) with dis-
crete movements. Movement times were instructed, and the
movements were performed with full vision or in the dark,
with the room light being switched off at the start of the
movements. Except for the shortest movement time of about
190 ms, the percentage of movements that hit the target
was larger with than without vision. Subsequent studies
showed that the minimal duration at which accuracy gains
from the availability of vision becomes shorter—about
100 ms—when conditions with and without vision are
blocked rather than randomized (Elliott & Allard, 1985;
Zelaznik, Hawkins, & Kisselburgh, 1983). This minimal du-
ration reflects processing delays, but it also reflects the time it
takes until a change of the pattern of muscular activity has an
effect on the movement.

Woodworth (1899) distinguished between two phases of a
rapid aimed movement, an “initial adjustment” and a second
phase of “current control.” This distinction seems to imply
that accuracy should profit mainly when vision becomes
available toward the end of aimed movements. However,
even early vision can increase accuracy (Paillard, 1982), and
accuracy increases when both initial and terminal periods of
vision increase in duration (Spijkers, 1993). Thus, the view
that vision is important only in the late parts of an aimed
movement seems to be overly simplified.

From the basic findings it is clear that, in general, vision is
not really necessary for the production of movements, but
that it serves to improve accuracy. The same kind of general-
ization holds for the second important type of sensory infor-
mation for motor control, proprioception. (For tasks that
involve head movements, including stance and locomotion,
the sensors of the inner ear also become important, although
I shall neglect them here.) Regarding the role of propriocep-
tion for motor control, classic observations date back to
Lashley (1917). Due to a spinal-cord lesion, the left knee
joint of his patient was largely anesthetic and without cuta-
neous and tendon reflexes. In particular, the patient did not
experience passive movements of the joint, nor could he re-
produce them; only fairly rapid movements were noted, but
the experienced direction of movement appeared random.
However, when the patient was asked to move his foot by a
certain distance specified in inches, the movements were
surprisingly accurate, as were the reproductions of active
movements; the latter reached the accuracy of a control
subject. The basic finding that aimed movements are possible

without proprioception (and, of course, without vision also)
has been confirmed both in monkeys (e.g., Polit & Bizzi,
1979; Taub, Goldberg, & Taub, 1975) and—with local tran-
sient anesthesia—in humans (e.g., Kelso & Holt, 1980),
although, of course, without proprioception there tends to be
a reduction of accuracy.

The very fact that movements are possible without vision
and proprioception proves that motor control is not just a
closed-loop process but involves autonomous processes that
do not depend on afferent information. The very fact that
accuracy is generally increased when sensory information
becomes available proves that motor-control structures also
integrate this type of information. Beyond these basic gener-
alizations, however, the use of sensory information becomes
a highly complicated research issue because sensory infor-
mation can be of various types and serves different purposes
in motor control.

As a first example of some complexities, consider a task
like writing or drawing. Normally we have no problems writ-
ing with our eyes closed, except that the positioning of the
letters and words tends to become somewhat irregular in both
dimensions of the plane. This is illustrated in Figure 12.9b.
Figure 12.9a shows the writing of a deafferented patient both
with and without vision (Teasdale et al., 1993). The patient
had suffered a permanent loss of myelinated sensory fibers
following episodes of sensory neuropathy, which resulted in
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a total loss of sensitivity to touch, vibration, pressure, and
kinesthesia as well as an absence of tendon reflexes, although
the motor nerve conduction velocities were normal. With vi-
sion, the writing of “Il fait tiède” seems rather normal, but
without vision the placement of words, letters, and parts of
letters is severely impaired, while individual letters remain
largely intact. Similarly, in drawing ellipses with eyes closed,
single ellipses appeared rather normal, but successive el-
lipses were displaced in space. Thus, absence of sensory in-
formation affects different aspects of the skill differently, and
impairments are less severe when proprioception can serve as
a substitute for absent vision.

Target Information

Vision and proprioception serve at least two different func-
tions in motor control, which are not always clearly distin-
guished. First, they provide information about the desired
movement or target information, and, second, they provide
information about the actual movement or feedback informa-
tion. In the typical case, target information is provided by vi-
sion only, and feedback information both by proprioception
and by vision. Thus, vision provides both kinds of informa-
tion, and the effects of absent vision can be attributed to
either of them. The obvious question of whether target
information or feedback information is more important for
movement accuracy, as straightforward as it appears, cannot
unequivocally be answered. In the literature, contrasting find-
ings have been reported. For example, Carlton (1981) found
vision of the hand to be more important, whereas Elliott and
Madalena (1987) found vision of the target to be crucial for
high levels of accuracy. Perhaps the results depend on subtle
task characteristics. However, for throwing-like tasks, vision
of the target seems to be critical in general (e.g., Whiting &
Cockerill, 1974), and dissociating the direction of gaze from
the direction of the throw or shot seems to be a critical ele-
ment of successful penalties.

Specification of Spatial Targets

Targets for voluntary movements are typically defined in ex-
trinsic or extrapersonal space, whereas movements are pro-
duced and proprioceptively sensed in personal space. Both
kinds of space must be related to each other; they must be cal-
ibrated so that positions in extrinsic space can be assigned to
positions in personal space and vice versa. When we move
around, the calibration must be updated because personal
space is shifted relative to extrinsic space. Even when we do
not move around, the calibration tends to be labile. This
lability can be evidenced from the examples of handwriting

in Figure 12.9: With the writer’s eyes closed, calibration gets
lost with the passage of time, so positions of letters or parts of
them exhibit drift or random variation. This effect is much
stronger when no proprioception is available.

An interesting example of failures that are at least partly
caused by miscalibrations of extrinsic and personal space are
unintended accelerations (cf. Schmidt, 1989). These occur in
automatic-transmission cars when the transmission selector
is shifted to the drive or reverse position, typically when the
driver has just entered the car; when he or she is not familiar
with the car, this is an additional risk factor. In manual-
transmission cars, incidents of unintended acceleration are
essentially absent. According to all that is known, unintended
accelerations are caused by a misplacement of the right foot
on the accelerator pedal rather than on the brake pedal with-
out the driver’s being aware of this. Thus, when the car starts
to move, he or she will press harder, which then has the un-
expected effect of accelerating the car.

The position of the brake pedal is defined in the extrinsic
space of the car, whereas the foot placement is defined in the
personal space of the driver. In particular upon entering a car,
and more so when it is an unfamiliar car, there is the risk of
initial miscalibration. Thus, when extrinsic and personal
space are not properly aligned, the correct placement of the
foot in personal space might reach the wrong pedal in extrin-
sic space. Manual-transmission cars, in contrast, have a kind
of built-in safeguard against such an initial miscalibration,
because shifting gears requires that the clutch be operated
beforehand. Thus, before the car is set into motion, the proper
relation between foot placements and pedal positions is
established.

Calibration, in principle, requires that objects, the loca-
tions of which are defined in world coordinates, be simulta-
neously located in personal space. Mostly it is vision that
serves this purpose. However, personal space embraces not
only vision: In addition to visual space, there are also a pro-
prioceptive and a motor space, and these different spaces
must be properly aligned with each other. For example, in
order for us to reach to a visually located target, its location
must be transformed into motor space, that is, into the appro-
priate parameters of a motor control structure. In addition, its
location must be transformed into proprioceptive space, so
that we can see and feel the limb in the same position. In a
later section I shall discuss the plasticity of these relations;
here I shall focus on the question of how a visually located
spatial target is transformed into motor space.

An object can be localized visually both with respect to an
observer (egocentrically) and with respect to another object
(allocentrically or exocentrically; cf. the chapter by Proffitt &
Caudek in this volume). Geometrically the location of the
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object can be described in terms of a vector. The length
of the vector corresponds to the distance from the reference to
the object; for egocentric location the reference is a point be-
tween the eyes (the cyclopean eye), and for allocentric location
it is another object in the visual field. The direction is usually
specified by angles both in a reference plane and orthogonal to
it, but for the following its specification is of little importance.
The available data suggest that both egocentric and allocentric
localizations are used in the visual specification of targets.
Which one dominates seems to depend on task characteristics.

Figure 12.10 shows a well-known optical illusion, the
Müller-Lyer illusion. Although the length of the shaft is the
same in both figures, it appears longer in the figure with out-
going fins than in the figure with ingoing fins. Elliott and Lee
(1995) used one of the intersections as the start position and
the other intersection as the target position for aimed move-
ments. Corresponding to the difference in perceived distance
between the intersections in the two figures, movement am-
plitudes were longer with outgoing fins than with ingoing
fins (cf. Gentilucci, Chiefi, Daprati, Saetti, & Toni, 1996). In
contrast to this result, Mack, Heuer, Villardi, and Chambers
(1985) found no effect or only a very small effect of the
illusion on pointing responses.

Perhaps the critical difference to the study of Elliott and
Lee (1995) was that the participants in the study of Mack
et al. (1985) pointed not from one intersection to the other,
but from a start position in their lap to one or the other of the
two intersections. The difference between the two tasks sug-
gests that the movements were based on allocentric (visual
distance) and egocentric (visual location) information, re-
spectively. In fact, when psychophysical judgments of the
length of the shaft are replaced by judgments of the positions
of the intersections, the illusion also disappears (Gillam &
Chambers, 1985). Thus, although physically a distance is
the difference between two positions on a line, this is not
necessarily true for perceived distances and positions. This
distinction between perception of location and perception of
distance matches a distinction between different types of pa-
rameters for motor control structures, namely target positions
versus distances (cf. Bock & Arnold, 1993; Nougier et al.,
1996; Vindras & Viviani, 1998).

Specification of spatial targets in terms of distances
implies a kind of relative reference system for a single
movement: Wherever it starts, this position constitutes the

origin. A visually registered distance (and direction) is then
used to specify a movement in terms of distance (and direc-
tion) from the start position. This way of specifying move-
ment characteristics has a straightforward consequence:
Spatial errors should propagate across a sequence of move-
ments. In contrast, with a fixed reference system as implied
by the specification of target locations in terms of (egocen-
tric) positions, spatial errors should not propagate. In studies
based on this principle, Bock and Eckmiller (1986) and Bock
and Arnold (1993) provided evidence for relative reference
systems, that is, for amplitude specifications. The movements
they studied were pointing movements with the invisible
hand to a series of visual targets. However, Bock and Arnold
also noted that error propagation was less than perfect. Heuer
and Sangals (1998) used different analytical procedures, but
these were based on the same principle of error propagation
or the lack thereof. As would be expected, when only ampli-
tudes and directions were indicated to the subjects, only a rel-
ative reference system was used. However, when sequences
of target positions were shown, there was some influence of a
fixed reference system, although the movements were per-
formed on a digitizer and thus displaced from the target
presentation in a manner similar to the way a computer
mouse is used.

Gordon, Ghilardi, and Ghez (1994) provided evidence for
a reference system with the origin in the start position based
on a different rationale, again with a task in which targets
were presented on a monitor and movements were performed
on a digitizer. Targets were located on circles around the start
position. The distribution of end-positions of movements to a
single target typically has an elliptical shape. Under the as-
sumption that the target position is specified in terms of di-
rection and distance from the origin of the reference system,
the axes of the elliptical error distributions, determined by
principal component analysis, should be oriented in a partic-
ular way: The axes (one from each endpoint distribution)
should cross in the origin. It turned out that the long axes of
the error ellipses all pointed to the start position, as shown
in Figure 12.11. Corresponding findings were reported by
Vindras and Viviani (1998), who kept the target position con-
stant but varied the start position.

Amplitude specifications allow accurate movements even
when visual space and proprioceptive-motor space are not
precisely aligned. Specifically, they do not require absolute
calibration, but only relative calibration: It must be possible
to map distances correctly from one space to another, but not
positions. Of course, without absolute calibration, move-
ments may drift away from that region of space where the
targets are, as is typical with the use of a computer mouse.
Without proprioception it seems that absolute calibration is
essentially missing. In the case of the deafferented patient

Figure 12.10 The Müller-Lyer illusion.
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Figure 12.11 Elliptical end-position distributions of movements from a
start position to concentrically arranged targets; circles mark the target areas
(after Gordon et al., 1994).

mentioned above, Nougier et al. (1996) found basically cor-
rect amplitude specifications in periodic movements between
two targets, although there were gross errors in the actual
end-positions relative to the targets.

Contrasting with the evidence for amplitude specifications
or relative reference systems in tasks of the type “reaching
from one object to another,” in tasks of the type “reaching out
for an object” there is evidence for a reference system that is
fixed, with the origin being at the shoulder or at a location in-
termediate between head and shoulder (Flanders, Helms
Tillery, & Soechting, 1992). The analyses that led to this con-
clusion were again based on the assumption that errors of am-
plitude and direction should be essentially independent.
However, when the start position of the hand is varied, an in-
fluence can again be seen, but not as dominant an influence as
in the task of Gordon et al. (1994). Thus, McIntyre, Stratta,
and Lacquaniti (1998) concluded that there is a mixture
of different reference systems; in addition, errors of visual
localization are added to errors of pointing.

Taken together, the evidence suggests that target infor-
mation in general is specified both in terms of (egocentric)
positions and in terms of (allocentric) distances and direc-
tions. Localization in terms of egocentric positions requires
that, to perform a movement, the visual reference system
be transformed to a proprioceptive-motor reference system,
the first having its origin at the cyclopean eye, the latter hav-
ing its origin at the shoulder, at least for certain types of arm
movements. Localization in terms of allocentric distances
and directions requires that the visual reference system be

aligned with the proprioceptive-motor reference system in a
way that the origin is in the current position of the end-
effector. The relative importance of the two reference sys-
tems depends on task characteristics. In addition, there is
also evidence that it can be modulated intentionally
(Abrams & Landgraf, 1990).

Although spatial targets are mostly specified visually, they
can also be specified proprioceptively, and again there is evi-
dence for target specifications in terms of both position and
amplitude, with the relative importance of these being af-
fected both by task characteristics and intentions. In these ex-
periments, participants produce a movement to a mechanical
stop and thereafter reproduce this movement. When the start
position is different for the second movement, participants
can be instructed to reproduce either the amplitude of the first
movement or its end-position. The general finding is a bias
toward the target amplitude when the task is to reproduce the
end-position, and a bias toward the end-position when the
task is to reproduce the amplitude (Laabs, 1974). Although
typically the reproduction of the end-position is more accu-
rate than the reproduction of the amplitude, this is more so for
longer movements, less so for shorter ones, and it may even
be reversed for very short ones (Gundry, 1975; Stelmach,
Kelso, & Wallace, 1975).

Specification of Temporal Targets

In tasks like catching, precisely timed movements are re-
quired: The hand must be in the proper place at the proper
time and be closed with the proper timing to hold the ball. In
very simple experimental tasks, finger taps have to be syn-
chronized with pacing tones. Although the specification of
temporal targets is fairly trivial in such tasks, the findings re-
veal to which aspects of the movements temporal goals are
related. A characteristic finding is negative asynchrony, a sys-
tematic lead of the taps in the range of 20–50 ms, which, for
example, is longer for tapping with the foot than for tapping
with the finger (e.g., Aschersleben & Prinz, 1995).

The negative asynchrony is taken to indicate that the tem-
poral target is not related to the physical movement itself, but
rather to its sensory consequences, proprioceptive and tactile
ones in particular, but also additional auditory ones if they are
present. For example, because of the longer nerve-conduction
times, sensory consequences of foot movements should be
centrally available only later than sensory consequences of
hand movements; thus negative asynchrony is larger in the
former case than in the latter. When auditory feedback is
added to the taps, negative asynchrony can be manipulated by
varying the delay of the auditory feedback relative to the taps
(Aschersleben & Prinz, 1997): Negative asynchrony declines
when feedback tones are added without delay and increases
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Figure 12.12 (a) Spatial layout of a simple interceptive task. (b) Variables
in the analysis of the task; time zero is defined by the target’s reaching the
intersection.

as the delay becomes longer. With impaired tactile feedback,
sensory consequences should also be delayed centrally, and
negative asynchrony is increased (Aschersleben, Gehrke, &
Prinz, 2001).

Synchronization of movements with discrete tones is
necessarily anticipatory, provided that the interval between
successive tones is sufficiently short (Engström, Kelso, &
Holroyd, 1996). This is different in interceptive tasks. For ex-
ample, when an object is approaching and one has to perform
a frontoparallel movement that reaches the intersection of the
object path and the movement path at the same time as the
object does (cf. Figure 12.12a), it is possible in principle to
continuously adjust the distance of the hand from the inter-
section to the distance of the object. In fact, this may actually
happen if both the target object and the hand move slowly. At
least, it is true that slower movements are adjusted more ex-
tensively to the approaching target after their start than rapid
movements.

Let the start time be the time interval between the start of
the interceptive movement and the time the target object
reaches the intersection, and the temporal error be the time
between the hand’s and the target object’s reaching the inter-
section (Figure 12.12b). Then, when the movement is started
and runs off without further adjustments of its timing, the
start time should be highly correlated with the temporal error.
This strategy, in which the start time is selected according to

the expected duration of a pre-selected movement pattern, is
sometimes called operational timing (Tyldesley & Whiting,
1975). However, with temporal adjustments the correlation
between start time and error should be reduced (Schmidt,
1972). This happens when the instructed movement duration
is increased (Schmidt & Russell, 1972). Thus it seems that on
the one hand the interceptive movement can be triggered by a
particular state of the approaching object and then run off
without further adjustments, and that on the other hand the
time course of the interceptive movement can be guided by
the approaching object, with mixtures of these two modes
being possible.

In the simple task considered thus far the position of the
intersection of object path and hand path is given. This is dif-
ferent for more natural tasks. Consider hitting a target that
moves on a straight path in a frontoparallel plane like a spider
on the wall. In principle, spiders can be hit in arbitrary places,
but nevertheless the direction of the hitting movement has to
be adjusted to an anticipated position of the moving target. A
robust strategy is to adjust the lateral position of the hand to
continuously updated estimates of the target position at the
time the hand will reach the target plane; this requires an esti-
mate of the time that remains until the hand reaches the plane
and an estimate of the target’s velocity, which, however, need
not really be correct (Smeets & Brenner, 1995).

The situation is somewhat different when balls have to be
intercepted in a lateral position, either for catching them or
for hitting them. According to Peper, Bootsma, Mestre, and
Bakker (1994), the hand will be in the correct position in the
plane of interception at the right time when its lateral veloc-
ity is continuously adjusted to the current difference between
the lateral position of the hand and the approaching target, di-
vided by the time that remains until the target reaches the
plane of intersection. Proper lateral adjustments, which imply
temporal adjustments as well, are evident even in high-speed
skills like table tennis, although the relevant information is
less clear (Bootsma & van Wieringen, 1990).

What is the basis for anticipations of temporal targets? For
example, when we view an approaching ball, what allows us
to predict when it will be in some position where we can
intercept it (cf. the chapter by Proffitt & Caudek in this
volume)? The time it takes until a moving object reaches a
certain position is given by the distance of the object divided
by its velocity. This ratio has time as unit, and it specifies time
to contact with the position, provided the object moves on a
straight path with constant velocity. As noted by Lee (1976),
the information required to determine time to contact with an
approaching object, or with an object the observer is ap-
proaching, is available even without determining distance and
velocity, namely by the ratio of the size of the retinal image of
the object and its rate of change. This variable, called �, has
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become quite popular. There can be little doubt that it con-
tributes both to temporal judgments (e.g., Schiff & Detwiler,
1979) and precisely timed actions (e.g., Savelsbergh,
Whiting, & Bootsma, 1991). However, it is not the only rele-
vant information; other kinds of information, for example
binocular distance information, are used as well (Bennett, van
der Kamp, Savelsbergh, & Davids, 1999; Heuer, 1993a). In a
recent overview, Tresilian (1999) notes that the relation be-
tween rapid interceptive actions and the kind of information
used is rather flexible and in no way invariant. There is a
degree of task dependence that at present does not allow firm
generalizations about how rapid interceptive actions are
adjusted to their temporal targets.

Feedback Information

Although movements can be performed in the absence of af-
ferent information from the moving limb with an astonishing
degree of accuracy, the use of feedback information is
indicated by the effects of perturbations of feedback on per-
formance. For example, proprioceptive information can be
distorted by way of tendon vibration with a vibrator placed in
the proper position on the skin. The effect is a tonic excitation
of muscle spindles, which under normal conditions corre-
sponds to a longer muscle and correspondingly different joint
angle. If, for example, the biceps tendon is vibrated, the
elbow angle is registered as being too large. When the elbow
angle has to be matched to the elbow angle of the other arm,
the matched angle is too small, corresponding to the dis-
torted proprioceptive feedback on joint angles (Goodwin,
McCloskey, & Matthews, 1972).

Regarding the effects of distorted visual feedback, a par-
ticularly striking example has been reported by Nielsen
(1963). The participant’s task was to move one hand along a
vertical line, but the visible gloved hand was that of the ex-
perimenter and followed a curved path rather than a straight
one. Subjects attempted to correct the error so that they devi-
ated from the target line in the opposite direction. In spite of
the strong discrepancies between intended and felt movement
on the one hand and visual feedback on the other hand it took
several trials before participants came to realize that the
visible gloved hand could not be their own.

In simple movements, feedback information is function-
ally of little importance because autonomous processes of
motor control can operate on the basis of a sufficiently accu-
rate internal model of the motor transformation, so that only
little error remains for closed-loop control to operate on (ex-
cept, of course, when feedback information is distorted).
However, in tasks in which a sufficiently accurate internal
model is not available, the availability of visual feedback
gains critical importance. This is the case when we operate

sufficiently complex machines or tools which effectively add
to the normal motor transformation. Experimentally tracking
tasks are suited to exploring the role of visual feedback
(Poulton, 1957).

For example, when the movement of the hand is propor-
tional to the motion of the cursor on a screen, tracking
performance is rather robust against short periods of elimi-
nated visual feedback. However, with velocity control–with
which the position of the hand is proportional to the veloc-
ity of the cursor on the screen–even short periods of elimi-
nated feedback can bring performance down to an almost
chance level (e.g., Heuer, 1983, p. 54). Thus, visual feed-
back gains in importance the less accurate the internal
model of the transformation by a machine is. Internal mod-
els of sufficiently complex transformations seem not to be
developed, so that practice does not reduce the critical im-
portance of visual feedback (Davidson, Jones, Sirisena, &
Andreae, 2000).

Feedback information does not only serve to guide an on-
going movement; it is also required to learn and to maintain
an internal model of a transformation (cf. Jordan, 1996), pro-
vided it is not too complex. For example, Sangals (1997) had
his subjects practice a nonlinear relation between the ampli-
tude of the movement of a computer mouse and the amplitude
of the cursor movement. When visual feedback during each
movement of a sequence was eliminated and only terminal
feedback at the end of each movement was provided, the re-
lation between (visual) target amplitudes and movement am-
plitudes remained nonlinear. However, when visual feedback
was completely eliminated for a sequence of several move-
ments, the relation between (visual) target amplitudes and
movement amplitudes became linear, which is likely to be a
kind of default relation (cf. Koh & Meyer, 1991).

Feedback information can be processed at various levels
of control; that is, it can be integrated with autonomous con-
trol processes in different ways. Consider the simple task of
sine tracking: Subjects control the motion of a cursor on the
screen, with the target following a sinusoidal time course. In
principle, subjects could function like a position servo, mini-
mizing the deviation between the position of the cursor and
the position of the target. In fact, with a low frequency of tar-
get motion this may actually be the case. However, with
higher frequencies, which approach the range where perfor-
mance breaks down, human subjects produce a sinusoidal
movement and seem to adjust its frequency and phase
(Noble, Fitts, & Warren, 1955). Similar indications for the
processing of parametric feedback rather than positional
feedback have been reported by Pew (1966), but in general
the processing of parametric rather than positional feedback
has received very little attention. In everyday tasks like
driving a car it may be of critical importance; perhaps it is not
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the position of the car on the road that is controlled but,
rather, parameters like the curvature of the path.

In tasks like tracking there is not only visual feedback, but
also proprioceptive feedback, and both types of feedback are re-
lated to different objects: proprioceptive feedback to one’s own
movements, but visual feedback to the motions of a controlled
object. The relation between both types of feedback depends on
the transformation implemented by the controlled machine.
Only when the transformation is simple or well-learned, or both,
can proprioceptive feedback replace visual feedback, but in
general such intermodal matching is associated with some loss
of accuracy as compared with intramodal matching of target and
feedback information (e.g., Legge, 1965). On the other hand,
when visual and proprioceptive feedback are different but
nevertheless refer to the same object, as in the classical task of
mirror drawing, the absence of proprioceptive feedback can ac-
tually enhance performance (Lajoie et al., 1992).

Even when visual and proprioceptive feedback refer to
the same object, they are not necessarily redundant. For ex-
ample, when we use a knife, both vision and proprioception
provide information about its current position with respect to
the object to be cut. Of course, visual information is more
accurate in this respect, and as far as the spatiotemporal
characteristics of the movement are concerned, propriocep-
tive information is not really needed. However, it provides
information that is not available visually, in particular about
the resistance of the cut object. Thus, although vision is crit-
ical for registering spatiotemporal characteristics, proprio-
ception is critical for registering force characteristics. The
lack of this latter kind of information is a problem in remote
control and other tasks that followed from recent technolog-
ical developments (cf. the chapter by Klatzky & Lederman
in this volume).

An example is minimally invasive surgery (cf. Tendick,
Jennings, Tharp, & Stark, 1993). Such operations are per-
formed by means of an endoscope and instruments that are
pivoted roughly at their place of insertion into the tissue.
Although the facts that movements of the hand result in
movements of the tip of the instrument in the opposite direc-
tion and that the gain of lateral movements depends on trans-
lational movements seem not to pose severe practical
problems, the lack of appropriate force feedback seems to be
more critical. In particular, there is only poor proprioceptive
information about reactive forces at the tip of the instrument,
so there is the risk of damage to the tissue operated on.

Sensory Information for Motor Control and Perception

Much of the sensory information that is involved in the con-
trol of movements apparently has no access to consciousness.

Folklore knows that one just has to do it without attending too
much to how it is done. In fact, Wulff, Höß, and Prinz (1998)
found better learning of gross motor skills when the attention
of the learners was focused on the effects of the movements
rather than on the movements themselves, for example on a
stabilometer platform rather than on the feet (for review, see
Wulf & Prinz, 2001). It is not only that we do not perceive our
movements in all details—for example, in skills like the long
jump we do not normally perceive the details of the move-
ments of our extremities (Voigt, 1933)—but, in addition, our
movements can be more precise than would be expected
from the limits of our perceptual skills. This was not only one
of the major claims of a motor branch of the so-called
Ganzheitspsychologie (Klemm, 1938), but it has also been
emphasized in more recent times. For example, McLeod,
McLaughlin, and Nimmo-Smith (1985) ascribed the very
small temporal variability in batting of only a few millisec-
onds to the functioning of a dedicated special-purpose mech-
anism. In any case, hitting a falling ball at a certain position
of its path is more precise than pressing a key when the ball
reaches the same position (Bootsma, 1989).

Clinical cases illustrate that humans can reach to visual
targets that they do not perceive, provided that the blind areas
of the visual field (scotoma) are caused by certain lesions
(e.g., Campion, Latto, & Smith, 1983; Perenin & Jeannerod,
1978). This phenomenon has become known as blindsight. In
addition, clinical data give evidence of double dissociations.
For example, some patients can identify and describe objects,
but they cannot use the information about size, form, and
orientation of the objects to grasp them; other patients, in
contrast, cannot perceive these features of objects, but never-
theless can grasp them (Goodale & Milner, 1992).

The dissociability of visual information for perception and
for motor control supports a theoretical distinction that has
received much attention during the last 20 years. Basing their
idea mainly on lesion studies, Ungerleider and Mishkin
(1982) proposed the distinction between two cortical visual
systems, one involving the inferotemporal cortex and the
other the posterior parietal cortex (ventral stream and dorsal
stream, respectively). In functional terms, these two systems
have been characterized as the what system and the where
system, the former serving object identification and the latter
space perception. Alternatively, they are characterized func-
tionally as the what system and the how system, the former
being in the service of perception and the latter in the service
of motor control (e.g., Goodale & Humphrey, 1998; Goodale
& Milner, 1992). This latter functional characterization does
largely coincide with a distinction between a cognitive and a
sensorimotor system (Bridgeman, Kirch, & Sperling, 1981;
Bridgeman, Lewis, Heit, & Nagle, 1979).
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The evidence for the functional separation of a cognitive
and a sensorimotor system is based on differences between
psychophysical judgments and motor responses to identical
stimuli. For example, Bridgeman, Peery, and Anand (1997)
exploited the long-known effect of asymmetric stimuli in the
visual field on the perceived direction of a target. They pre-
sented targets within a frame which was centered or shifted to
the left or to the right. The target could appear in five differ-
ent positions, and participants had to give their judgments by
pressing one of five keys immediately after the stimulus had
disappeared. For these perceptual judgments there was a
clear effect of the position of the frame: When the frame was
shifted to the left, judgments were shifted to the right, and
vice versa. In contrast, when participants had to rotate a
pointer so that it pointed to the target just presented, about
half the participants exhibited no effect of the position of the
frame. This was so although the response mode varied ran-
domly and was cued only after the target had disappeared.

When delays of a few seconds between the disappearance
of the target and the response were introduced, all partici-
pants showed effects of the frame position on pointing.
Bridgeman et al. (1997) took their findings to indicate that the
sensorimotor representation of the target is short-lived and
overridden by the cognitive representation when the delay
between disappearance of the target and response becomes
sufficiently long. In some subjects the sensorimotor represen-
tation might even be so short-lived that it hardly survives the
target presentation.

Although the what versus how distinction currently has a
dominant influence, it is most likely a simplification. Pro-
cessing of visual information is widely distributed across
the brain, and so is motor control. Thus, it is easy to conceive
of a set of systems that for different kinds of responses make
use of different combinations of the various neural represen-
tations of the visual world. From such a perspective, there
would be a multiplicity of perception-action systems, for
which there is indeed evidence in other primates than humans
(cf. Goodale & Humphrey, 1998).

MOTOR COORDINATION

In a general sense, coordination is a characteristic of almost
any skilled movement, in that skilled performance requires
fairly precise relations between various kinematic, kinetic,
and physiological variables. For example, in cranking (and
related tasks like pedaling), force pulses need to be precisely
timed to occur during a certain phase of the rotation of the
crank or pedal (cf. Glencross, 1970); in rapid finger tapping,
muscle activity of flexors and extensors must be timed to

occur at certain phases of the movement cycle (Heuer, 1998);
in reaching for an object, the opening of the fingers must be
related to the movement of the hand toward the object (e.g.,
Jeannerod, 1984); and so on. With this broad meaning, the
term coordination becomes almost equivalent to motor con-
trol. However, for this section I use a narrower meaning in
that I focus on the coordinated movements of different effec-
tors, mainly the two arms (interlimb coordination).

Task Constraints and Structural Constraints

Coordinated movements of the two hands are largely deter-
mined by the task constraints. For example, the coordination
pattern for sweeping with a broom is different from that for
bathing a baby. This certainly is not a fact that deserves elab-
oration. However, there are more subtle consequences of task
constraints. Perhaps the most important of these is compen-
satory covariation.

As an example, consider the lip aperture in speaking. A
particular lip aperture can be achieved by various combina-
tions of the positions of the upper lip, the lower lip, and the
jaw. These positions exhibit compensatory covariation such
that, for example, a high position of the upper lip will be ac-
companied by higher positions of the lower lip and/or the
jaw, and a low position of the upper lip by lower positions of
the lower lip and/or the jaw (Abbs, Gracco, & Cole, 1984).
Compensatory covariation can be observed not only when lip
positions vary spontaneously, but also when they are per-
turbed by means of some mechanical device (Kelso, Tuller,
Vatikiotis-Bateson, & Fowler, 1984). A task similar to reach-
ing a certain lip aperture is that of grasping an object with a
precision grip, wherein there is compensatory covariation of
the positions of thumb and index finger (Darling, Cole, &
Abbs, 1988).

Compensatory covariation can be seen as a way to reduce
the degrees of freedom in motor control. In addition, com-
pensatory covariation contributes to solving the problem of
achieving a stable movement outcome in spite of variable
components. For example, with the appropriate covariation
of lip and jaw positions, lip aperture will hardly vary. In fact,
the principle of compensatory covariation seems to be a gen-
eral principle of stabilizing movement outcomes (Müller,
2001) which is not restricted to tasks in which different limbs
are involved.

A highly illustrative task for compensatory covariations is
throwing a ball a certain distance. For physical reasons, when
the initial flight angle varies, the initial velocity of the ball
has to covary to reach a certain target distance. In particular,
with an initial angle of 45° the initial velocity has to be small-
est, and it has to be increased as the initial flight angle
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Figure 12.13 Equal-outcome curve for a particular dart-throwing task.
When the target is an area rather than a point, deviations from the curve are
permitted, so that it becomes an area in which initial velocity and flight angle
of successful throws must be located (after Müller, 2001).

deviates from 45°, provided that the height at which the ball
is released is also the height at which the target is located.
Conforming to these task constraints, Stimpel (1933) ob-
served positive correlations across series of throws to a cer-
tain target position between initial velocity and the absolute
deviation of the initial flight angle from 45°. It is not fully
clear how the particular covariation is established, but there
is the possibility that subjects produce equifinal trajectories
of the hand such that across time initial flight angle and ve-
locity covary in the proper way; thereby the proper relation is
established independent of the precise time at which the ball
is released (Müller & Loosch, 1999).

The plot of the relation between initial velocities and ini-
tial flight angles required for a certain outcome of the throws
can be thought of as an equal-outcome curve (Heuer, 1989).
Figure 12.13 gives an example for a particular dart-throwing
task, which also shows that with a target of a certain width,
deviations from the bull’s-eye-outcome curve have different
consequences for accuracy depending on where on the curve
subjects operate. In principle, equal-outcome curves can be
determined for all sorts of tasks and for various sets of com-
ponent variables. They specify how components of a skill
must be related to each other in the service of satisfying the
task constraints. In fact, this kind of analysis can become
considerably more complex than what can be represented in
terms of equal-outcome curves (or perhaps areas). An exam-
ple is the analysis of juggling by Beek (1989).

The very fact that components of a motor pattern covary in
the service of achieving particular outcomes has been taken as
evidence for the existence of movement Gestalts (Bewegungs-
gestalten) by Stimpel (1933) and his advisor Klemm (1938),

a notion that is analogous to perceptual Gestalts (see the chap-
ter by Palmer in this volume). The core of the notion of a
Bewegungsgestalt is the idea that the whole dominates its
components and is more precise than expected from the com-
ponents’ variabilities. Although these notions appear fairly
outdated now, it cannot be overlooked that they anticipate
synergetic concepts (Haken, 1982) that currently play an im-
portant role in the study of motor coordination (cf. Kelso,
1994; Schöner, 1994). One of the core concepts is that of an
order parameter (or collective variable) that enslaves the com-
ponent variables, so that higher level variables are not simply
the result of lower level variables, but dominate the lower
level variables instead. This general idea is captured by mod-
els like the task-dynamic model of Saltzman and Kelso (1987)
and the knowledge model of Rosenbaum, Loukopoulos,
Meulenbroek, Vaughan, and Engelbrecht (1995).

Coordination in the service of satisfying task constraints is
flexible: That is, patterns of covariation between certain ef-
fectors that can be observed when one task is performed may
be absent when a different task is performed (e.g., Kelso
et al., 1984). Nevertheless, for biologically important tasks
like standing, locomotion, eating, and so on, there may be
more rigid coordination patterns that not only support these
tasks, but may also impede performance of sufficiently dif-
ferent tasks. Although it is not certain that such more rigid
coordination patterns for biologically important tasks are in-
deed the origin of structural constraints on coordination, it is
certain that structural constraints do exist. Basically, they
limit the range of task-specific coordination patterns; while
they support the production of certain patterns, they tend to
impede the production of deviating patterns.

Structural constraints support symmetrical movements of
the two arms. Thus, mirror writing with the left hand be-
comes a fairly simple task when it is performed concurrently
with normal writing of the right hand (Jung & Fach, 1984).
The other side of the coin is the difficulty we encounter
when we attempt to produce different spatiotemporal patterns
concurrently with the two hands. Although it is certainly not
true that both hands are constrained to act as a unit in the
sense of having a common timing (Kelso, Southard, & Good-
man, 1979; Schmidt et al., 1979), bimanual movements tend
toward identical durations, and only with strictly required
different target durations can this tendency be overcome
(Spijkers, Tachmatzidis, Debus, Fischer, & Kausche, 1994).
Other deviations from strict symmetry are easier to achieve,
but nevertheless there is a widespread tendency for dif-
ferent movements with the two hands not to be as different
as they should be; the systematic errors here point to the
symmetric patterns that are the ones supported by structural
constraints.
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Figure 12.14 Potentials V(�) as specified by Haken et al. (1985) for dif-
ferent ratios of b�a of the parameters.

The nature of structural constraints on coordination and
their combination with task constraints or task-related inten-
tions is nicely captured by perhaps the most influential model
of motor coordination and its developments (Haken, Kelso, &
Bunz, 1985). This model applies to tasks that require concur-
rent oscillations of at least two effectors, for example, the two
hands. When these oscillatory movements are produced sym-
metrically, there is essentially no difficulty in speeding them
up as far as this is possible. However, when they are produced
asymmetrically, the phase relation between the oscillations is
less stable, and occasionally symmetric movement cycles in-
trude (Cohen, 1971). When the asymmetric movements are
speeded up, stability is reduced even more, provided that sub-
jects are instructed to maintain the asymmetric phase relation
(Lee, Blandin, & Proteau, 1996). However, with a “let it go”
instruction, subjects tend to switch to symmetric movements
at a certain critical frequency (Kelso, 1984).

Haken et al. (1985) modeled these phenomena in terms of
what came later to be called an intrinsic coordination dynam-
ics. The model was formulated at two levels, the level of actual
movements and the level of an order parameter that captures
the relation between the periodic movements. Basically, at the
kinematic level two nonlinear oscillators were posited, one for
each effector, with a nonlinear coupling in addition. Relative
phase � was chosen as the order parameter (or collective vari-
able); this is the phase difference between the two oscillatory
movements. For this variable the dynamics were specified
based mainly on formal considerations: �

�
= –a sin � –

2b sin 2�. Better known is the formulation in terms of a po-
tential function V with �

�
= dV�d�, V = –a cos � – b

cos 2�. This potential, which is illustrated in Figure 12.14, has
stable equilibria at � = n�, n = 0, �1, �2, . . . , provided the
parameters a and b are within certain ranges. Stable equilibria
are characterized by �

�
’s being positive for smaller values of �

and negative for larger values, so that relative phase will drift
back to the equilibrium angle whenever it deviates as a conse-
quence of some perturbation; in the potential function, stable
equilibria are characterized by minima.

The ratio of the parameters a and b is hypothesized to de-
pend on movement frequency, b becoming relatively smaller
as frequency increases. When it becomes sufficiently small,
the stable equilibria at � = m�, m = �1, �3, �5, . . . disap-
pear (cf. Figure 12.14). This corresponds to the observation
that, as the frequency increases, only symmetric oscillations
(in-phase oscillations in formal terms) are maintained while
asymmetric oscillations (anti-phase oscillations) tend to
switch to symmetric ones.

This account of the switch is based pretty much on formal
considerations, and other models are available with stronger
reference to physiological or psychological considerations or

both (Grossberg et al., 1997; Heuer, 1993b). In addition, the
prediction that the switch should be associated with reduced
movement amplitudes (Haken et al., 1985) is not necessarily
correct (Peper & Beek, 1998). Nevertheless, the model cap-
tures nicely the soft nature of structural constraints, and an
extension of it illustrates how structural constraints bias per-
formance when they deviate from task constraints or task-
related intentions.

Yamanishi, Kawato, and Suzuki (1980) asked their sub-
jects to produce bimanual sequences of finger taps at various
phase relations. The stability of phasing was highest with
synchronous taps (relative phase of 0°), second highest with
alternating taps (relative phase of 180°), and lower at all other
relative phases. In addition the mean relative phases were bi-
ased toward the stable relative phases at 0° and 180°. Schöner
and Kelso (1988) modeled these effects by way of adding a
term to the intrinsic dynamics that reflects the “intention” to
reach a target relative phase �, so that the potential becomes
V = – a cos � – b cos 2� – c cos((� – �)�2). When the
intended relative phase � differs from � = 0° and � = 180°,
the minima of this potential are broader, corresponding to
an increased variability, and shifted away from the intended
relative phase, corresponding to the observed systematic
biases.

Basic Structural Constraints on Coordination

Structural constraints on coordination are indicated by sys-
tematic errors. They have been studied mainly by means of
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two different types of task, the one involving sequences of
movements with different effectors and the other discrete
movements, mostly of short duration. By and large there
seem to be no striking discrepancies between the conclusions
based on the two types of experimental paradigm, although
the precise relation between them is not fully clear. For ex-
ample, one cannot exclude that certain constraints may
evolve gradually so that they are effective for sequences of
movements, but not for brief discrete ones.

A highly consistent finding is that periodic oscillations of
the upper limbs are more stable when they are performed
symmetrically than when they are performed asymmetrically.
The same kind of observation has also been made for bi-
manual circle drawing (e.g., Carson, Thomas, Summers,
Walkers, & Semjen, 1997). However, the symmetry con-
straint, which favors the concurrent activation of homologous
muscle groups, is not universal; in addition, there is a bias to-
ward identical movement directions (e.g., Serrien, Bogaerts,
Suy, & Swinnen, 1999). This is particularly obvious for peri-
odic movements with nonsymmetric effectors. For example,
Baldissera, Cavallari, and Civaschi (1982) and Baldissera,
Cavallari, Marini, and Tassone (1991) found that concurrent
up-and-down movements of foot and hand in identical direc-
tions are more precisely coordinated than concurrent move-
ments in opposite directions. Thus, although essentially there
is always a preferred phase relation for periodic movements
of different effectors, which phase relation this is depends on
the particular effectors chosen and their plane of motion.

A second highly consistent finding is related to the timing
of bimanual response sequences. Such sequences are simple
when they have the same frequency, and they are also fairly
accurately produced when the frequencies are harmonically
related, that is, by integer ratios. However, for polyrhythms
performance deteriorates (e.g., Klapp, 1979). For this it is not
essential that the polyrhythms are produced by the two hands,
but poor or even chance performance can also be observed
in vocal-manual tasks (Klapp, 1981). There seems to be a
general rule that the variability of the temporal errors of indi-
vidual responses increases as the product mn for m : n
rhythms increases (Deutsch, 1983); for example, variability
is higher with a 2 : 5 (mn = 20) than with a 2 : 3 (mn = 6)
rhythm. When the overall rate of polyrhythms is increased,
not only does performance become poorer, but in addition
complex rhythms may switch to less complex ones, like 2 : 5
to 1 : 2 (e.g., Peper, 1995).

The observations on polyrhythms have been taken to sug-
gest the existence of a unitary timing-control mechanism for
movements of the two hands (Deutsch, 1983). In fact, formal
analyses of polyrhythm production in terms of timer models

(cf. Vorberg & Wing, 1996) generally reveal integrated
control, in which the timing of a response with the one
hand can be relative to a preceding response with the other
hand (Jagacinski, Marshburn, Klapp, & Jones, 1988; Klapp
et al., 1985; Summers, Rosenbaum, Burns, & Ford, 1993).
The difficulty in the production of polyrhythms is then basi-
cally related to the complexity of the integrated timing
control structure. Only recently evidence has been reported
according to which professional pianists can exhibit parallel
timing control for the two hands when they produce
polyrhythms at rapid rates (Krampe, Kliegl, Mayr, Engbert,
& Vorberg, 2000). Except for such a select population, how-
ever, temporal coupling appears to be so tight that tasks that
apparently require decoupling are performed in a way that
maintains a unitary timing control.

Relatively little research effort has been invested in the
study of sequences of bimanual movements with different
amplitudes. Franz, Zelaznik, and McCabe (1991) studied the
concurrent production of periodic lines and circles with the
two hands. Drawing circles with one hand requires periodic
oscillations with the same amplitudes along both axes of the
plane, while drawing lines with the other hand requires a pe-
riodic oscillation along only one axis; however, for the other
axis, one can think of a periodic oscillation with zero ampli-
tude. Franz et al. found that both the lines and the circles be-
came elliptical (Figure 12.15). Thus, the different amplitudes
of the oscillations became more similar in the bimanual task:
The larger amplitude oscillations in drawing circles were re-
duced in amplitude, and the zero-amplitude oscillations in
drawing lines were enhanced in amplitude. More straightfor-
wardly, such an amplitude assimilation for periodic move-
ments was shown by Spijkers and Heuer (1995) and by Franz
(1997), both for lines (that is, one-dimensional oscillations)
and for circles (that is, two-dimensional oscillations). In ad-
dition, Spijkers and Heuer (1995) found that the amplitude
assimilation became stronger as the frequency of oscillations
was increased.

Kelso, Tuller, and Harris (1983) had their subjects oscil-
late a finger and concurrently repeat the syllable stock. When
every second syllable had to be stressed, there was an invol-
untary increase of the amplitude of the accompanying finger
movement; similarly, voluntarily increased finger amplitudes
were accompanied by involuntary stresses of the syllable.
These findings, which have been confirmed by Chang and
Hammond (1987), suggest that, in addition to amplitude
assimilation, changes of amplitude might overflow to other
effectors.

For a more systematic exploration of the contralateral ef-
fects of large-to-small or small-to-large amplitude changes,
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Figure 12.15 (a) Periodic lines drawn with one hand when with the other
nothing was done or lines and circles were drawn concurrently; (b) periodic
circles drawn with one hand when with the other hand nothing was done or
circles and lines were drawn concurrently (after Franz et al., 1991).

Spijkers and Heuer (1995; Heuer, Spijkers, Kleinsorge, &
Steglich, 2000) studied conditions in which one hand had to
produce constant-amplitude oscillations and the other hand
oscillations with alternating short and long amplitudes. They
found that the requirement to change the amplitude in the one
hand produced a contralateral effect in addition to the one ob-
served with constant-amplitude oscillations. Specifically,
after a change from a short to a long amplitude, the amplitude
of the contralateral hand was larger than when only long am-
plitudes were repeated, and after a change from a long to a
short amplitude the amplitude of the contralateral hand was
smaller than when only short amplitudes were repeated.
These findings indicate that cross-manual effects result not
only from concurrent execution of different amplitudes, but
perhaps also from cross-talk between processes of amplitude
specifications. This is also indicated by the observation
that contralateral involuntary amplitude modulations can be

produced not only by movements of alternating short and
long amplitudes, but also by the imagery of such movements
(Heuer, Spijkers, Kleinsorge, & van der Loo, 1998).

Discrete-movement studies give clear evidence of a tight
temporal coupling in that movements of different amplitude
and accuracy requirements tend to be of (almost) the same du-
ration (Kelso et al., 1979; Marteniuk, MacKenzie, & Baba,
1984). However, amplitude assimilation is only weak and
tends to be asymmetrical in that the amplitude of a shorter
movement is increased, while the amplitude of the concurrent
longer movement is only slightly or not at all reduced
(Heuer, Spijkers, Kleinsorge, van der Loo, & Steglich, 1998;
Marteniuk et al., 1984; Sherwood, 1991). The tighter temporal
thanspatial coupling is also indicatedby the typicalfinding that
movement durations are more strongly correlated across trials
than movement amplitudes (e.g., Sherwood, 1991).

Structural constraints on coordination are double-faced:
On the one hand, they support the performance of certain
tasks, like the production of strictly symmetric movements of
the upper limbs, and on the other hand they impede the per-
formance of other tasks, like the production of asymmetric
movements. Together with the basically soft nature of struc-
tural constraints, this suggests that their strength might be
modulated depending on task requirements. In particular,
their strength might be enhanced when this is appropriate for
the task at hand, and it might be reduced when this is appro-
priate. Such a task-related modulation of structural con-
straints on coordination does indeed exist.

Sherwood (1991) found higher intermanual correlations
between the amplitudes of discrete rapid reversal movements
when same amplitudes rather than different amplitudes were
required. The same result was reported by Heuer, Spijkers,
Kleinsorge, van der Loo, and Steglich (1998), who in addi-
tion found aftereffects such that the intermanual amplitude
correlation was higher subsequent to same-amplitude move-
ments than following different-amplitude movements, and by
Steglich, Heuer, Spijkers, and Kleinsorge (1999) for peak
forces of isometric contractions with same and different tar-
get forces for the two hands.

Rinkenauer, Ulrich, and Wing (2001) showed for isomet-
ric contractions that the requirement to produce different
peak forces is associated not only with a reduction of the in-
termanual correlation between peak forces, but also with a re-
duction of the intermanual correlation between rise times.
Similarly, when different rise times were to be produced in
another experiment, both the correlations between rise times
and between amplitudes were reduced. These findings indi-
cate that the decoupling, which can be observed when differ-
ent movements or isometric contractions are to be produced
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with the two hands, is a generalized phenomenon which is
not restricted to the movement characteristic, that is actually
different. In addition, coupling with respect to peak forces
can be more easily modulated than temporal coupling; in
fact, peak forces can be fully decoupled, but timing cannot.

In right-handed people, the right and left hands take
different roles in bimanual actions: The typical function as-
signed to the left hand is holding, while the right hand per-
forms manipulations relative to the left one. Generalizing this
typical assignment of functions, Guiard (1987) characterized
the left and right hand as macrometric and micrometric,
respectively. Whereas the left hand is specialized for large-
amplitude and low-frequency movements, the right hand is
specialized for accurate small-amplitude and high-frequency
movements. This characterization of the two hands, together
with the typical functions assigned to them in bimanual tasks,
suggests that structural constraints on coordination may be
asymmetric. Although the results on lateral asymmetries in
bimanual tasks tend to be somewhat unreliable, there seem to
be at least two consistent findings.

The first finding is that bimanual tasks are easier when
lower-frequency movements are assigned to the left hand and
higher-frequency movements to the right hand than with the
opposite assignment of movements to hands. This is true for
oscillatory movements (Gunkel, 1962) and discrete finger
taps (Ibbotson & Morton, 1981; Peters, 1981). An example is
tapping a steady beat with the left hand and a certain rhythm
with the right hand. With the opposite assignment the task is
harder, and when performance breaks down, it is typically in
the right hand, which also starts to produce the rhythm as-
signed to the left hand. Thus, conforming to Guiard’s (1987)
notion of macrometric and micrometric functional specializa-
tions of the two hands, task assignments that conform to these
specializations are easier than task assignments that violate
them. Also conforming to Guiard’s notion, Spijkers and
Heuer (1995) observed stronger assimilations of movement
amplitudes when large-amplitude oscillations were produced
with the right hand and small-amplitude oscillations with the
left hand than with the opposite assignment of amplitudes to
hands.

A second rather consistent finding is a lead of the right
hand in bimanual tasks like circle drawing (Stucchi &
Viviani, 1993; Swinnen, Jardin, & Meulenbroek, 1996).
Stucchi and Viviani (1993) hypothesized that in particular the
timing of bimanual movements might originate from the
hemisphere contralateral to the dominant hand. This hypoth-
esis has received some support from a PET study (Viviani,
Perani, Grassi, Bettinardi, & Fazio, 1998), and it is consistent
with the evidence for tight temporal coupling (or unitary
timing mechanisms) in bimanual tasks.

Levels of Coupling

Structural constraints on coordination can largely be under-
stood as resulting from cross-talk between signals involved
in motor control, specifically as a product of coupling, so that
movements become more similar than intended. Formally,
coupling terms are basic ingredients of dynamic models like
the well-known model of Haken et al. (1985). However, these
models collapse different kinds of coupling that may exist at
different levels of motor control. Such levels can be distin-
guished both in functional and in anatomical terms. Here I
shall focus on functionally defined levels. However, it may
be worth mentioning that in anatomical terms there is some
evidence for different origins of temporal and spatial cou-
pling. For example, split-brain patients give no indication of
a relaxed temporal coupling; if anything, temporal coupling
becomes tighter (Preilowski, 1972; Tuller & Kelso, 1989). In
contrast, spatial coupling seems to be relaxed in split-brain
patients (Franz, Eliassen, Ivry, & Gazzaniga, 1996).

In functional terms, Marteniuk and MacKenzie (1980;
Marteniuk et al., 1984) suggested a distinction between an
execution level and a programming level, with cross-talk ef-
fects originating at both levels. There can be little doubt
about the existence of cross-talk at the execution level. This
kind of cross-talk reveals itself in the form of associated or
mirror movements, that is, involuntary movements that ac-
company voluntary movements of the other hand. These can
be observed in healthy adults (e.g., Durwen & Herzog, 1989,
1992; Todor & Lazarus, 1986), but they tend to be more con-
spicuous under a variety of neurological conditions or in chil-
dren when inhibitory mechanisms, which serve to focus the
basic bilateral innervation unilaterally, are impaired or not
yet fully developed (McDowell & Wolff, 1997; Schott &
Wyke, 1981). Models that rely on cross-talk at the execution
level can account for several observations on, for example,
bimanual circle drawing (Cattaert, Semjen, & Summers,
1999). Nevertheless, there are some results that strongly
favor the notion of coupling during motor programming (or
parametric cross-talk) in addition to cross-talk at the execu-
tion level.

Figure 12.16 shows some data obtained with the timed-
response procedure (Heuer, Spijkers, Kleinsorge, van der
Loo, & Steglich, 1998). The task of the participants was to
produce bimanual reversal movements with short or long am-
plitudes. Movements were to be initiated in synchrony with
the last of four pacing tones, and cues were presented at vari-
able cuing intervals before the last tone. The cues indicated
the amplitudes of the movements, which could be short-
short, long-long, short-long, and long-short. Participants had
been instructed to prepare for movements with intermediate
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Figure 12.16 (a) Mean amplitudes of short and long reversal movements as a function of the cuing interval in a timed-response experiment, shown separately
for the left and right hand and the target amplitude of the other hand. (b) Correlations between amplitudes of bimanual reversal movements for the four different
amplitude combinations (after Heuer, Spijkers, Kleinsorge, van der Loo, & Steglich, 1998).

amplitudes and then to produce amplitudes according to the
cues as far as this was possible.

The continuous lines in Figure 12.16a show how, with in-
creasing preparation time, short and long movements reach
their final amplitudes, beginning at an intermediate default
amplitude. Broken lines show the temporal evolution of
the short and long movement amplitudes when the target am-
plitude for the other hand was different, long and short, re-
spectively. With long cuing intervals the already described
asymmetric amplitude assimilation was found in that the am-
plitude of the short movement was enhanced by the concur-
rent requirement to produce a long-amplitude movement

with the other hand, whereas the long-amplitude movement
was not affected by the concurrent short-amplitude move-
ment of the other hand. However, at short intervals there was
also a transient reduction of the long amplitude, although the
amplitude difference of the two hands was actually smaller
than at long cuing intervals. In Figure 12.16b the correlations
between the amplitudes of the two hands are shown: They
stay at a high level for same-amplitude movements as the
cuing interval increases, but they are rapidly reduced for dif-
ferent-amplitude movements. These basic findings have been
replicated for different amplitude differences of the two
hands (Heuer, Kleinsorge, Spijkers, & Steglich, 2001) and
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also for isometric contractions with same and different forces
(Steglich et al., 1999).

The data of Figure 12.16a reflect the gradual specification
of movement amplitudes, and they reveal a transient para-
metric coupling, that is, a coupling that is gradually relaxed
when required by the task. This is also indicated by the inter-
manual correlations shown in Figure 12.16b. Parametric cou-
pling does apply to concurrent specifications of movement
parameters, but not to the time-varying force signals or other
execution-related signals during actual performance of the
movements. Thus it should also show up in reaction time,
that is, before bimanual movements are actually initiated, and
it should show up even in unimanual tasks, provided that
parametric specifications for the movement executed have
temporal overlap with parametric specifications for a move-
ment with the other hand that is not produced concurrently.
There is indeed some evidence for such effects with move-
ments of the two hands with same and different amplitudes
(Spijkers, Heuer, Kleinsorge, & van der Loo, 1997; Spijkers,
Heuer, Kleinsorge, & Steglich, 2000).

Although parametric coupling seems to be transient as far
as amplitude and peak-force specifications are concerned,
this is different for temporal specifications. As reviewed
above, for different target durations correlations between
movement durations do not decline as strongly as correla-
tions between peak forces do. Thus, there is a stronger static
component to the parametric coupling, which accounts for
the fact that it is extremely hard or even impossible to
produce different temporal patterns with the two hands con-
currently. If this is indeed the case, one would expect that
reaction time for the choice between a left-hand and a right-
hand movement is longer when movements with different
rather than same temporal characteristics are assigned to the
two hands. The reason is that same temporal characteristics
can be prepared concurrently in advance of the response sig-
nal (or perhaps immediately after presentation as long as the
choice of the correct response is not yet finished), whereas
this is impossible for different temporal characteristics. Such
reaction-time differences do exist (see Heuer, 1990, for a re-
view; Heuer, 1995).

FLEXIBILITY OF MOTOR CONTROL

The motor transformation, the relation between motor com-
mands and resulting movements, is variable. On a short time
scale, variations arise when we handle objects, tools, and ma-
chines, and when we move in different directions relative to
gravity. On a longer time scale, variations result from body
growth and other bodily changes. As a consequence of such

variations, the internal model of the motor transformation,
which captures the relations between motor commands, pro-
prioceptive information, and visual information, must be
flexible. To study this flexibility experimentally, the relations
can be modified by way of transforming the normal visual
input; in addition, they can be modified by way of adding ex-
ternal forces. I shall consider the flexibility of motor control
in both respects in turn.

Adapting and Adjusting to New
Visuo-Motor Transformations

Various kinds of optical transformations can be used to
change the usual relation between movements (motor com-
mands and proprioceptive movement information) and their
visual effects (cf. Welch, 1978, for an overview). The history
of such research dates back to the late nineteenth century,
when Stratton (1896, 1897a, 1897b) used spectacles that
served to turn the visual world upside down. Later Kohler
(e.g., 1964) pursued this line of research with various sorts of
distorting spectacles. All in all, the perceptual consequences
of such severe transformations of the visual world are ex-
tremely complex and difficult, if not impossible, to under-
stand. However, as far as motor behavior is concerned, this
generally comes to appear fairly normal, even if adaptation
can take several days.

A somewhat different and simpler type of transformation
of the visual world was introduced by Helmholtz (1867),
namely the use of wedge prisms, which serve to shift the vi-
sual world laterally. When no visual background (or only a
homogeneous one) is available, the distorting effects of
wedge prisms can be neglected and the consequence of the
shifted egocentric visual direction can be studied. A typical
lateral displacement is 11°. Thus, when participants are in-
structed to point to a target that is visually displaced to the
right, their movements will end to the right of the physical
target. When they receive feedback on the pointing errors,
these will gradually disappear in the course of a series of
movements. In principle the disappearance of the systematic
pointing errors could be due to strategic corrections, that is,
to simply pointing to the left of the perceived target. Alterna-
tively, it can be due to a change of the internal model of the
visuo-motor transformation. More revealing than the disap-
pearance of the pointing error in the exposure phase is the
negative aftereffect that can be observed after removal of the
wedge prisms. Now, without visual feedback, subjects tend to
point in the opposite direction, that is, to the left of the target
when it had been visually displaced to the right. Negative
aftereffects can also be observed when the prism strength is
gradually increased in the exposure period with concurrent
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displacements of the physical target so that it remains in a
constant egocentric direction; with this procedure, systematic
pointing errors are masked by random errors and are not
noticed by the subjects (Howard, 1968).

Prism adaptation implies some kind of change of the in-
ternal model of the motor transformation. What is the nature
of this change? A first point to note is that it is generalized
and not restricted to the particular movement performed dur-
ing prism exposure. Instead, an exposure period with a single
visual target results in negative aftereffects not only for this
particular target, but for a range of targets in different direc-
tions, and when prismatic displacement is different for tar-
gets in different directions, aftereffects reveal a kind of linear
interpolation for targets in between (Bedford, 1989). Beyond
the generalization across the work space, the aftereffect is not
even restricted to pointing at visual targets. In many cases it
is approximately the sum of two components, a propriocep-
tive aftereffect and a visual aftereffect (Hay & Pick, 1966),
with the relative size of the two components depending on
exposure conditions (e.g., Kelso, Cook, Olson, & Epstein,
1975). A test of the proprioceptive aftereffect is pointing
straight ahead, whereas a test for the visual aftereffect is to
align a visual stimulus with the straight-ahead position. Thus,
what is changed is not the specific relation between visual
and proprioceptive direction, but rather the directional mean-
ing of visual and/or proprioceptive signals.

Some findings suggest that the adaptation during prism
exposure does not involve a modification of a single internal
model of the motor transformation, but some kind of addi-
tion, so that the original model remains in existence. On the
one hand, negative aftereffects decay even when participants
remain in darkness (e.g., Dewar, 1971); on the other hand,
even when participants are confronted with the normal visual
world between experimental sessions, long-term effects of
prismatic adaptation can be observed as soon as they are
brought back to the experimental setup (McGonigle & Flook,
1978). In addition, with repeated alternations of periods with
and without lateral displacement, or with different lateral dis-
placements, aftereffects tend to disappear, and switching be-
tween different visuo-motor transformations becomes almost
instantaneous (e.g., Kravitz, 1972; Welch, 1971). These and
other results (cf. Welch, Bridgeman, Anand, & Browman,
1993) strongly suggest that multiple models of visuo-motor
transformations can be learned and, when required by
the task, selectively be put to use, although little is known
about the nature of the cues that mediate the retrieval of
stored internal models.

In a certain way, the situation when wearing laterally dis-
placing prisms is similar to a situation that has become quite
common during the last one or two decades, namely the

operation of a computer mouse with concurrent movements
of a cursor on a laterally displaced monitor. Although in the
first case there are aftereffects, we encounter no difficulties in
operating the mouse with different lateral displacements of
the screen. There seem to be mainly two reasons for this dif-
ference: First, movements performed with the computer
mouse are parameterized in terms of (allocentric) distances,
whereas movements produced in experiments with laterally
displacing prisms are parameterized in terms of (egocentric)
locations. Second, and perhaps of less importance, is that
with the computer mouse proprioceptive and visual informa-
tion indicate different egocentric directions of different
objects, the hand and the cursor, while in prism-adaptation
studies they refer to the same object, the hand. Object iden-
tity is a factor that affects the size of negative aftereffects
(Welch, 1972).

Visuo-motor transformations can also be changed such
that the relations between (allocentric) visual distances
and/or directions and (hand-centered) movement amplitudes
and/or directions are modified. The basic findings seem to
parallel those obtained in prism-adaptation studies to a re-
markable degree. For example, aftereffects occur and multi-
ple models of visuo-motor transformations can be learned
and selectively accessed when appropriate (Cunningham &
Welch, 1994). When a certain internal model has been
learned, there seems to follow a kind of labile period in which
the learning of a new transformation results in a modification
of the model, but after a period of consolidation the learning
of a new transformation results in the development of a new
model rather than the overriding of the old one (Krakauer,
Ghilardi, & Ghez, 1999). With sufficient delays between
learning periods, it seems that repeated alternation between
different transformations is not needed to acquire multiple in-
ternal models.

When discussing visual feedback, I have pointed to the
limitations in acquiring internal models of additional trans-
formations of one’s own movements. Whereas adjustments to
changes of visuo-motor gains require only one or a few dis-
crete movements (Young, 1969), adjustments to new rela-
tions between the directions of hand movements and cursor
motions require more trials (e.g., Krakauer et al., 1999). Ad-
justments to nonlinear transformations require even longer
experience, and for too complex transformations internal
models can no longer be developed. Although the mastery of
added transformations is typically not associated with their
awareness (who could tell the gain factor of his or her com-
puter mouse?), the difficulty of such transformations is
affected by higher level cognitive processes. This is nicely
illustrated by a little-known study of Merz, Kalveram, and
Huber (1981), and additional evidence from reaction-time
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Figure 12.17 Lifting an object. Period a is the preload phase, b the loading
phase, c the transitional phase, in which the object is actually lifted, followed
by the static or hold phase (after Johansson, 1996).

studies is reported in the chapter by Proctor and Vu in this
volume.

In the experiment of Merz et al. (1981), participants con-
trolled the movement of a cursor on an oscilloscope screen by
means of lateral pressure on a knob. Their task was a tracking
task in which they had to keep the cursor aligned with a mov-
ing target. For two groups of participants the cursor moved to
the right when the knob was pressed to the right (compatible
relation), and for two groups of participants the relation was
reversed (incompatible). One group with each of the two lev-
els of compatibility had the knob placed at the bottom of a
steering wheel, while for the other two groups the steering
wheel was covered by a piece of cardboard. In the incompat-
ible conditions there was a strong practice effect. More
important, however, is that the performance deficit in the in-
compatible conditions disappeared when the steering wheel
was visible; performance in this condition was as good as in
the compatible conditions. Thus, the visibility of the steering
wheel enabled the subjects to change the incompatible rela-
tion to a compatible one in associating clockwise rotation of
the wheel, which is consequent upon leftward pressure, with
a rightward motion of the cursor on the screen.

Adjusting and Adapting to External Forces

When external forces vary, motor commands for intended
movements have to be modulated accordingly. Except for
movements with different directions relative to gravity, per-
haps the most frequent adjustments are required when we
deal with objects of different masses. Here, depending on the
mass, the kinematic characteristics vary. Specifically, with
increasing mass, peak acceleration and peak deceleration as
well as peak velocity tend to decline, while movement dura-
tion tends to increase. This is true both for lifting objects
(Gachoud, Mounoud, Hauert, & Viviani, 1983) and for mov-
ing them in a horizontal plane (Gottlieb, Corcos, & Agarwal,
1989). Thus, for objects with different masses, peak forces
are not perfectly scaled, which would result in an invariant
acceleration profile; instead, with increasing mass, accelera-
tion and deceleration become smaller, but an increasing dura-
tion serves to avoid a shortening of the amplitude of the
movements. In spite of these mass-dependent variations, the
basic shape of the velocity profile remains invariant; that is,
with the proper scaling of time and velocity, the profiles be-
come identical (Bock, 1990; Ruitenbeek, 1984).

In lifting an object, it is not only the so-called load force
which has to be adjusted to the mass (and weight) of the ob-
ject, but also the grip force (cf. Johansson, 1996, for review).
When the grip force is too weak, the object may slip; when it
is too strong, the object may break; and, in addition, too high

forces are uneconomical. Figure 12.17 shows the buildup of
both types of force when an object is lifted. First, grip force
starts to develop (preload phase), then load force (loading
phase). When the load force is sufficiently strong, the object
is lifted (transitional phase) and thereafter held in a certain
position.

During the loading phase a certain relation between grip
force and load force is established, which is generally some-
what higher than the minimal value required to prevent
the object from slipping; this safety margin is typically in the
range of 10–40%. Of course, the proper adjustment of the
grip force depends not only on the object, but also on its sur-
face characteristics. In fact, there is a delicate grip-force ad-
justment to the friction between fingers and object surface
that depends not only on the surface characteristics of the ob-
ject, but also on those of the skin, which change, for example,
after washing one’s hands.

Adjustment of grip force is required not only when an ob-
ject is lifted, but also when it is moved around, so that there
is an inertial load in addition to the gravitational load. In a
manner similar to the way load force and grip force increase
in parallel when an object is lifted, grip force is modulated in
parallel to inertial load while an object is moved (Flanagan,
Tresilian, & Wing, 1993; Flanagan & Wing, 1995). In mov-
ing an object, there is an important difference between
periodic horizontal and vertical movements. In horizontal
movements, inertial load is orthogonal to gravitational load;
inertial load reaches maxima both at the left and right move-
ment reversals, and grip force reaches maxima at these points
as well. Thus, there is a 1:2 ratio of the frequencies of peri-
odic movements and grip-force modulations. In contrast, for
vertical movements inertial and gravitational load add, so
that total load is particularly strong at the lower movement



Flexibility of Motor Control 345

reversal, but it can be close to zero at the upper movement re-
versal. In this case the frequency ratio becomes 1:1. This dif-
ference between horizontal and vertical movements disap-
pears under conditions of microgravity because of the
absence of gravitational load, and subjects adapt rapidly (dur-
ing parabolic flights) to produce the appropriate 1:2 ratio
also with vertical movements (Hermsdörfer et al., 2000).

Force adjustments are both predictive and reactive. This
basic principle is evident already from the everyday observa-
tion that when someone hands an object to someone else, the
latter can normally hold it without difficulties; only when the
object is unexpectedly light or heavy, short-lived difficulties
arise. Without knowing about the change of the mass of a
moved object, the first movement is perturbed, but the next
movement is properly adjusted to the new load (Bock, 1993).
In fact, corrections for the unexpected mass set in as early as
during the first movement, which, in the case of an unexpect-
edly high load, results mainly in a prolonged movement du-
ration (Bock, 1993; Smeets, Erkelens, & Denier van der Gon,
1995). It seems that under conditions of microgravity, when
objects are weightless but nevertheless have normal mass and
thus inertial load, movements exhibit characteristics of
movements with an unexpectedly high mass even for weeks
(Sangals, Heuer, Manzey, & Lorenz, 1999).

Motor commands for active movements are most likely
among the information that is involved in predictive force ad-
justments, as can be evidenced from the grip-force adjust-
ments while moving a hand-held object. Of course, this kind
of prediction can work only when force adjustments are re-
quired as a consequence of self-generated activity. When
force adjustments are required to accommodate variations in
load, which are independent of self-generated activity, pre-
dictions must rely on other kinds of information. Obviously,
proper force adjustments depend on experience; the first
movement after an unnoticed change of the load is performed
with an initially maladjusted force, but not the second one. In
addition, seen object size plays a role, although force adjust-
ment is not necessarily related to estimates of weight.
Gordon, Forssberg, Johansson, and Westling (1991) exam-
ined the lifting of boxes of identical weight but different
sizes. Although subjects judged the smaller boxes to be heav-
ier than the larger ones, peak grip and load forces were
stronger for the larger ones. However, this difference was
present only during lifting and disappeared during subse-
quent holding of the object, when force adjustments were
perhaps related to the actual weight and no longer to the vi-
sually mediated predictive mechanisms.

Adjustments to objects of different masses seem to be
comparatively simple achievements, similar to adjustments
to different visuo-motor gains. When the external forces

which act on a moving limb are transformed in a more
complex way, similarities between adjustments to modified
visuo-motor transformations and modified external force
fields become more conspicuous. Shadmehr and Mussa-
Ivaldi (1994) introduced such forces while the participants
moved a robot arm. For example, forces were proportional to
hand velocity and nearly orthogonal to the direction of hand
movement, so that initially the paths of the hand were
strongly curved. With continued experience the paths became
again approximately straight lines, which—as an aside—can
be taken as additional evidence for the claim that motor plan-
ning refers to end-effector kinematics. After removal of the
external forces there were negative aftereffects: The paths of
the hand were curved again, but in the opposite direction. The
aftereffects indicate that the adjustments were based on a new
internal model of the dynamic transformation.

Similar to the findings with modified visuo-motor trans-
formations, multiple internal models of dynamic transforma-
tions can be acquired (Shadmehr & Brashers-Krug, 1997).
Again there seems to be a labile period after a new model has
been learned, during which it will be unlearned when another
dynamic transformation is experienced, but after a period of
consolidation this is no longer the case. Once an internal
model has survived the labile period, it can be put to efficient
use even months later.

Adjustments to new dynamic transformations generalize
across different types of movement (Condit, Gandolfo, &
Mussa-Ivaldi, 1997) and also across the work space
(Shadmehr & Mussa-Ivaldi, 1994). When movements are
performed in a different region of the workspace from during
the practice period, external forces can remain invariant
either with respect to the movement of the end-effector in
coordinates of extrinsic space or with respect to the joint
movements. Generalizations across the work space turned
out to be approximate in joint coordinates. This is consistent
with a particularly intriguing parallel between adaptation to
shifted visual directions and additional external forces.

Prism adaptation involves modified relations between pro-
prioceptive and/or visual signals and their meaning in terms
of egocentric directions. Adaptation to a modified external
force field seems to involve a modified relation between mus-
cle activations (or motor commands) and the directions of
consequent movements (Shadmehr & Moussavi, 2000). For
example, the EMG signal from an elbow flexor can be plotted
as a function of movement direction (more precisely, it is the
EMG signal integrated across a certain time interval around
the start of the movement); this results in a directional tuning
curve of a muscle. Of course, the peak of this curve is shifted
when the shoulder joint is moved. However, there is also a
shift induced by the adaptation to a new force field, and this
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shift is more or less additive to shifts associated with rota-
tions at the shoulder. This adaptation-induced shift allows
one to predict the generalization across the work space.

MOVING ON

Research on the adaptive capabilities of human motor control
can serve to illustrate some fairly general characteristics of
the field: First, different phases or waves can be distin-
guished; second, different lines of research come together
and trigger new waves; third, research on applied problems
often precedes more theoretically minded research; and
fourth, new concepts enter the field, often coming from other
academic disciplines. At present, research on adapting to vi-
sual distortions and to added transformations, as in tracking
tasks, is combined; research on the latter has a strong applied
history related, for example, to vehicle control. The new the-
oretical concepts come largely from modern control theory
and robotics. On top of such developments are new measure-
ment technologies, which have made the recording of move-
ments easier and which open progressively wider windows
onto the activity of the brain while it controls movement. 

Science seems to be driven largely by practical needs and
by the apparent human desire to have coherent ideas of one-
self and the world one lives in. Perhaps some of the findings
reported in this chapter challenge ideas humans tend to have
about themselves, but as far as motor control is concerned, the
more important driving forces seem to be practical, related to
technical developments as in robotics, to the control of com-
plex machines, and to new challenges for manual skills, as in
minimally invasive surgery. Perhaps future developments
will result in tighter links of the (functional) theoretical con-
cepts of the field to the solution of applied problems on the
one hand and to the neuronal substrates on the other hand.
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Earth’s many microenvironments change over time, often
creating conditions less hospitable to current life-forms than
conditions that existed prior to the change. Initially, life-
forms adjusted to these changes through the mechanisms
now collectively called evolution. Importantly, evolution im-
proves a life-form’s functionality (i.e., so-called biological
fitness as measured in terms of reproductive success) in the
environment across generations. It does nothing directly to
enhance an organism’s fit to the environment within the or-
ganism’s life span. However, animals did evolve a mecha-
nism to improve their fit to the environment within each an-
imal’s life span. Specifically, animals have evolved the
potential to change their behavior as a function of experi-
enced relationships among events, with events here referring
to both events under the control of the animal (i.e., re-

sponses) and events not under the direct control of the ani-
mal (i.e., stimuli). Changing one’s behavior as a function of
prior experience is what we mean by conditioning and learn-
ing (used here synonymously). The observed behavioral
changes frequently are seemingly preparatory for an im-
pending, often biologically significant event that is contin-
gent upon immediately preceding stimuli, and sometimes
the behavioral changes serve to modify the impending event
in an adaptive way.

In principle, there are many possible sets of rules by which
an organism might modify its behavior to increase its biolog-
ical fitness (preparing for and modifying impending events)
as a result of prior exposure to specific event contingencies.
However, organisms use only a few of these sets of rules;
these constitute what we call biological intelligence. Here
we summarize, at the psychological level, the basic princi-
ples of elementary biological intelligence: conditioning and
elementary learning. At the level of the basic learning de-
scribed here, research has identified a set of rules (laws) that
appear to apply quite broadly across many species, including
humans. Moreover, within subjects these laws appear to
apply, with only adjustments of parameters being required,
across motivational systems and tasks (e.g., Domjan, 1983;
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Logue, 1979). Obviously, as we look at more complex be-
havior, species and task differences have greater influence,
which seemingly reflects the differing parameters previously
mentioned interacting with one another. For example, hu-
mans as well as dogs readily exhibit conditioned salivation or
conditioned fear, whereas social interactions are far more dif-
ficult to describe through a general set of laws.

Learning is the intervening process that mediates between
an environmental experience and a change in the behavior of
the organism. More precisely, learning is ordinarily defined
as a relatively permanent change in a subject’s response
potential, resulting from experience, that is specific to the
presence of stimuli similar to those from that experience, and
cannot be attributed entirely to changes in receptors or effec-
tors. Notably, the term response potential allows for learning
that is not necessarily immediately expressed in behavior
(i.e., latent learning), and the requirement that a stimulus
from the experience be present speaks to learning being stim-
ulus specific as opposed to a global change in behavior.
Presumably, more complex changes in behavior are built
from a constellation of such elementary learned relationships
(hereafter called associations). See chapters in this volume
by Capaldi; Nairne; McNamara and Holbrook; Roediger and
Marsh; and Johnson for various descriptions of how complex
cognition might arise from basic learning, just as a house can
be built from bricks.

Interest in the analysis of basic learning began a century
ago with its roots in several different controversies. Among
these was the schism between empiricism, represented by
the British empiricist philosophers, Hume and J. S. Mill, and
rationalism, represented by Descartes and Kant. The empiri-
cists assumed that knowledge about the world was acquired
through interaction with events in the world, whereas ratio-
nalists argued that knowledge was inborn (at least in humans)
and experience merely helped us organize and express that
knowledge. Studies of learning were performed in part to
determine the degree to which beliefs about the world could
be modified by experience. Surely demonstrations of behav-
ioral plasticity as a function of experience were overtly more
compatible with the empiricist view, but the rationalist posi-
tion never denied that experience influenced knowledge and
the behavior. It simply held that knowledge arose within the
organism, rather than directly from the experiencing of
events. Today, this controversy (reflected in more modern
terms as the nature vs. nurture debate) has faded due to the
realization that experience provides the content of knowledge
about the world, but extracting relationships between events
from experience requires a nervous system that is pre-
disposed to extract these relationships. Predispositions to
identify relationships between events, although strongly

modulated during development by experience, are surely in-
fluenced by genetic composition. Hence, acquired knowl-
edge, as revealed through a change in behavior, undoubtedly
reflects an interaction of genes (rationalism-nature) and expe-
rience (empiricism-nurture).

The second controversy that motivated studies of learning
was a desire to understand whether acquired thought and be-
havior could better be characterized by mechanism, which
left the organism as a vessel in which simple laws of learning
operated, or by mentalism, which often attributed to the or-
ganism some sort of conscious control of its thought and
behavior. The experimental study of learning that began in
the early twentieth century was partly in reaction to the men-
talism implicit in the introspective approach to psychology
that prevailed at that time (Watson, 1913). Mechanism was
widely accepted as providing a compelling account of simple
reflexes. The question was whether it also sufficed to account
for behaviors that were more complex and seemingly voli-
tional. Mechanism has been attacked for ignoring the
(arguably obvious) active role of the organism in determining
its behavior, whereas mentalism has been attacked for pass-
ing the problem of explaining behavior to a so-called ho-
munculus. Mentalism starts out with a strong advantage in
this dispute because human society, culture, and religion are
all predicated on people’s being free agents who are able to
determine and control their behavior. In contrast, most theo-
retical accounts of learning (see Tolman, e.g., 1932, as an
exception) are mechanistic and try to account for acquired
behavior uniquely in terms of (a) past experience, which
is encoded in neural representations; (b) present stimu-
lation; and (c) genetic predispositions (today at least), no-
tably excluding any role for free will. To some degree, the
mechanism-mentalism controversy has been confounded
with levels of analysis, with mechanistic accounts of learning
tending to be more molecular. Obviously, different levels of
analysis may be complementary rather than contradictory.

The third controversy that stimulated interest in learning
was the relationship of humans to other species. Human
culture and religion has traditionally treated humans as supe-
rior to animals on many dimensions. At the end of the nine-
teenth century, however, acceptance of Darwin’s theory of
evolution by natural selection challenged the uniqueness of
humans. Defenders of tradition looked at learning capacity as
a demonstration of the superiority of humans over animals,
whereas Darwinians looked to basic learning to demonstrate
continuity across species. A century of research has taught
us that, although species do differ appreciably in behavioral
plasticity, with parametric adjustment a common set of
laws of learning appears to apply across at least all warm-
blooded animals (Domjan, 1983). Moreover, these parametric
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adjustments do not always reflect a greater learning capacity
in humans than in other species. As a result of evolution in
concert with species-specific experience during maturation,
each species is adept at dealing with the tasks that the
environment commonly presents to that particular species in
its ecological niche. For example, Clark’s nutcrackers (birds
that cache food) are able to remember where they have stored
thousands of edible items (Kamil & Clements, 1990), a per-
formance that humans would be hard-pressed to match.

The fourth factor that stimulated an interest in the study
of basic learning was a practical one. Researchers such as
Thorndike (1949) and Guthrie (1938) were particularly con-
cerned with identifying principles that might be applied in
our schools and toward other needs of our society. Surely this
goal has been fulfilled at least in part, as can be seen for
example in contemporary use of effective procedures for
behavior modification.

Obviously, the human-versus-animal question (third fac-
tor listed) required that nonhuman animals be studied, but the
other questions in principle did not. However, animal sub-
jects were widely favored for two reasons. First, the behavior
of nonhuman subjects was assumed by some researchers to
be governed by the same basic laws that apply to human
behavior, but in a simpler form which made them more read-
ily observable. Although many researchers today accept the
assumption of evolutionary continuity, research has demon-
strated that the behavior of nonhumans is sometimes far from
simple. The second reason for studying learning in animals
has fared better. When seeking general laws of learning that
obtain across individuals, individual differences can be an
undesirable source of noise in one’s data. Animals permit
better control of irrelevant differences in genes and prior
experience, thereby reducing individual differences, than is
ethically or practically possible with humans.

The study of learning in animals within simple Pavlovian
situations (stimulus-stimulus learning) had many parallels
with the study of simple associative learning in humans that
was prevalent from the 1880s to the 1960s. The so-called
cognitive revolution that began in the 1960s largely ended
such research with humans and caused the study of basic
learning in animals to be viewed by some as irrelevant to our
understanding of human learning. The cognitive revolution
was driven largely by (a) a shift from trying to illuminate be-
havior with the assistance of hypothetical mental processes,
to trying to understand mental processes through the study of
behavior, and (b) the view that the simple tasks that were
being studied until that time told us little about learning and
memory in the real world (i.e., lacked ecological validity).
However, many of today’s cognitive psychologists often
return to the constructs that were initially developed before

the advent of the field now called cognitive psychology (e.g.,
McClelland, 1988). Of course, issues of ecological validity
are not to be dismissed lightly. The real question is whether
complex behavior in natural situations can better be under-
stood by reducing the behavior into components that obey the
laws of basic learning, or whether a more molar approach
will be more successful. Science would probably best be
served by our pursuing both approaches. Clearly, the ap-
proach of this chapter is reductionist. Representative of the
potential successes that might be achieved through applica-
tion of the laws of basic learning, originally identified in the
confines of the sterile laboratory, are a number of quasi-
naturalistic studies of seemingly functional behaviors. Some
examples are provided by Domjan’s studies of how Pavlov-
ian conditioning improves the reproductive success of
Japanese quail (reviewed in Domjan & Hollis, 1988),
Kamil’s studies of how the laws of learning facilitate the
feeding systems of different species of birds (reviewed in
Kamil, 1983), and Timberlake’s studies of how different
components of rats’ behavior, each governed by general laws
of learning, are organized to yield functional feeding behav-
ior in quasi-naturalistic settings (reviewed in Timberlake &
Lucas, 1989).

Although this chapter focuses on the content of learning
and the conditions that favor its occurrence and expression
rather than the function of learning, it is important to empha-
size that the capacity for learning evolved because it enhances
an animal’s biological fitness (reviewed in Shettleworth,
1998). The vast majority of instances of learning are clearly
functional. However, there are many documented cases in
which specific instances of learned behavior are detrimental
to the well-being of an organism (e.g., Breland & Breland,
1961; Gwinn, 1949). Typically, these instances arise in situa-
tions with contingencies contrary to those prevailing in the
animal’s natural habitat or inconsistent with its past expe-
rience (see this chapter’s section entitled “Predispositions:
Genetic and Experiential”). An increased understanding of
when learning will result in dysfunctional behavior is cur-
rently contributing to contemporary efforts to design im-
proved forms of behavior therapy.

This chapter selectively reviews research on both Pavlovian
(i.e., stimulus-stimulus) and instrumental (response-stimulus)
learning. In many respects, an organism’s response may be
functionally similar to a discrete stimulus, as demonstrated
by the fact that most phenomena identified in Pavlovian condi-
tioning have instrumental counterparts. However, one impor-
tant difference is that Pavlovian research has generally studied
qualitative relationships (e.g., whether the frequency or mag-
nitude of an acquired response increases or decreases with a
specific treatment). In contrast, much instrumental research
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has sought quantitative relations between the frequency of a re-
sponse and its (prior) environmental consequences. Readers
interested in the preparations that have traditionally been used
to study acquired behavior should consult Hearst’s (1988) ex-
cellent review, which in many ways complements this chapter.

EMPIRICAL LAWS OF PAVLOVIAN RESPONDING

Given appropriate experience, a stimulus will come to elicit
behavior that is not characteristic of responding to that stim-
ulus, but is characteristic for a second stimulus (hereafter
called an outcome). For example, in Pavlov’s (1927) classic
studies, dogs salivated at the sound of a bell if previously the
bell had been rung before food was presented. That is, the
bell acquired stimulus control over the dogs’ salivation.
Here we summarize the relationships between stimuli that
promote such acquired responding, although we begin with
changes in behavior that occur to a single stimulus. 

Single-Stimulus Phenomena

The simplest type of learning is that which results from expo-
sure to a single stimulus. For example, if you hear a loud
noise, you are apt to startle. But if that noise is presented
repeatedly, the startle reaction will gradually decrease, a
process called habituation. Occasionally, responding may in-
crease with repeated presentations of a stimulus, a phenome-
non called sensitization. Habituation is far more common
than sensitization, with sensitization ordinarily being ob-
served only with very intense stimuli. Habituation is regarded
as a primitive form of learning, and is sometimes studied ex-
plicitly because researchers thought that its simplicity might
allow the essence of the learning process to be observed more
readily than in situations involving multiple stimuli. Consis-
tent with this view, habituation exhibits many of the same
characteristics of learning seen with multiple stimuli
(Thompson & Spencer, 1966). These include (a) decelerating
acquisition per trial over increasing numbers of trials; (b) a
so-called spontaneous loss of habituation over increasing re-
tention intervals; (c) more rapid reacquisition of habituation
over repeated series of habituation trials; (d) slower habitua-
tion over trials if the trials are spaced, but slower spontaneous
loss of habituation thereafter (rate sensitivity); (e) further ha-
bituation trials after behavioral change over trials has ceased
retard spontaneous loss from habituation (i.e., overtraining
results in some sort of initially latent learning); (f) general-
ization to other stimuli in direct relation to the similarity of
the habituated stimulus to the test stimulus; and (g) temporary

masking by an intense stimulus (i.e., strong responding to a
habituated stimulus is observed if the stimulus is presented
immediately following presentation of an intense novel stim-
ulus). As we shall see, these phenomena are shared with
learning involving multiple events.

Traditionally, sensitization was viewed as simply the op-
posite of habituation. But as noted by Groves and Thompson
(1970), habituation is highly stimulus-specific, whereas sen-
sitization is not. Stimulus specificity is not an all-or-none
matter; however, sensitization clearly generalizes more
broadly to relatively dissimilar stimuli than does habituation.
Because of this difference in stimulus specificity and be-
cause different neural pathways are apparently involved,
Groves and Thompson suggested that habituation and sensi-
tization are independent processes that summate for any test
stimulus. Habituation is commonly viewed as nonassocia-
tive. However, Wagner (1978) has suggested that long-term
habituation (that which survives long retention intervals) is
due to an association between the habituated stimulus and the
context in which habituation occurred (but see Marlin &
Miller, 1981).

Phenomena Involving Two Stimuli:
Single Cue–Single Outcome

Factors Influencing Acquired Stimulus Control 
of Behavior

Stimulus Salience and Attention. The rate at which stim-
ulus control by a conditioned stimulus (CS) is achieved
(in terms of number of trials) and the asymptote of control
attained are both positively related to the salience of both
the CS and the outcome (e.g., Kamin, 1965). Salience here
refers to a composite of stimulus intensity, size, contrast with
background, motion, and stimulus change, among other
factors. Salience is not only a function of the physical stimu-
lus, but also a function of the state of the subject (e.g., food is
more salient to a hungry than a sated person). Ordinarily, the
salience of a cue has greater influence on the rate at which
stimulus control of behavior develops (as a function of num-
ber of training trials), whereas the salience of the outcome
has greater influence on the ultimate level of stimulus control
that is reached over many trials. Clearly, the hybrid construct
of salience as used here has much in common with what is
commonly called attention, but we avoid that construct be-
cause of its additional implications. Stimulus salience is not
only important during training; conditioned responding is di-
rectly influenced by the salience of the test stimulus, a point
long ago noted by Hull (1952).
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Predispositions: Genetic and Experiential. The con-
struct of salience speaks to the ease with which a cue will
come to control behavior, but it does not take into account the
nature of the outcome. In fact, some stimuli more readily be-
come cues for a specific outcome than do other stimuli. For
example, Garcia and Koelling (1966) gave thirsty rats access
to flavored water that was accompanied by sound and light
stimuli whenever they drank. For half the animals, drinking
was immediately followed with foot shock, and for the other
half it was followed by an agent that induced gastric distress.
Although all subjects received the same audiovisual-plus-
flavor compound stimulus, the subjects that received the foot
shock later exhibited greater avoidance of the audiovisual
cues, whereas the subjects that received the gastric distress
exhibited greater avoidance of the flavor. These observations
cannot be explained in terms of the relative salience of the
cues. Although Garcia and Koelling interpreted this cue-
to-consequence effect in terms of genetic predispositions re-
flecting the importance of flavor cues with respect to gastric
consequences and audiovisual cues with respect to cutaneous
consequences, later research suggests that pretraining experi-
ence interacts with genetic factors in creating predispositions
that allow stimulus control to develop for some stimulus
dyads more readily than for others. For example, Dalrymple
and Galef (1981) found that rats forced to make a visual dis-
crimination for food were more apt to associate visual cues
with an internal malaise.

Spatiotemporal Contiguity (Similarity). Stimulus
control of acquired behavior is a strong direct function of the
proximity of a potential Pavlovian cue to an outcome in space
(Rescorla & Cunningham, 1979) and time (Pavlov, 1927).
Contiguity is so powerful that some researchers have sug-
gested that it is the only nontrivial determinant of stimulus
control (e.g., Estes, 1950; Guthrie, 1935). However, several
conditioning phenomena appear to violate the so-called law
of contiguity. One long-standing challenge arises from the
observation that simultaneous presentation of a cue and out-
come results in weaker conditioned responding to the cue
than when the cue slightly precedes the outcome. However,
this simultaneous conditioning deficit has now been recog-
nized as reflecting a failure to express information acquired
during simultaneous pairings rather than a failure to encode
the simultaneous relationship (i.e., most conditioned re-
sponses are anticipatory of an outcome, and are temporally
inappropriate for a cue that signals that the outcome is al-
ready present). For example, Matzel, Held, and Miller (1988)
demonstrated that simultaneous pairings do in fact result in
robust learning, but that this information is behaviorally

expressed only if an assessment procedure sensitive to simul-
taneous pairings is used.

A second challenge to the law of contiguity has been
based on the observation that conditioned taste aversions
yield stimulus control even when cues (flavors) and outcome
(internal malaise) are separated by hours (Garcia, Ervin, &
Koelling, 1966). However, even with conditioned taste aver-
sions, stimulus control (i.e., aversion to the flavor) decreases
as the interval between the flavor and internal malaise
increases. All that differs here from other conditioning prepa-
rations is the rate of decrease in stimulus control as the inter-
stimulus interval in training increases. Thus, conditioned
taste aversion is merely a parametric variation of the law of
contiguity, not a violation of it.

Another challenge to the law of contiguity that is not so
readily dismissed is based on the observation that the effect
of interstimulus interval is often inversely related to the aver-
age interval between outcomes (e.g., an increase in the
CS-US interval has less of a decremental effect on condi-
tioned responding if the intertrial interval is correspondingly
increased). That is, stimulus control appears to depend not so
much on the absolute interval between a cue and an outcome
(i.e., absolute temporal contiguity) as on the ratio of this in-
terval to that between outcomes (i.e., relative contiguity; e.g.,
Gibbon, Baldock, Locurto, Gold, & Terrace, 1977). A further
challenge to the law of contiguity is discussed in this chap-
ter’s section entitled “Mediation.”

According to the British empiricist philosophers, associa-
tions between elements were more readily formed when the
elements were similar (Berkeley, 1710/1946). More recently,
well-controlled experiments have confirmed that develop-
ment of stimulus control is facilitated if paired cues and out-
come are made more similar (e.g., Rescorla & Furrow, 1977).
The neural representations of paired stimuli seemingly in-
clude many attributes of the stimuli, including their temporal
and spatial relationships. This is evident in conditioned re-
sponding reflecting not only an expectation of a specific out-
come, but the outcome occurring at a specific time and place
(e.g., Saint Paul, 1982; Savastano & Miller, 1998). If tempo-
ral and spatial coordinates are viewed as stimulus attributes,
contiguity can be viewed as similarity on the temporal and
spatial dimensions, thereby subsuming spatiotemporal conti-
guity within a general conception of similarity. Thus, the law
of similarity appears able to encompass the law of contiguity.

Objective Contingency. When a cue is consistently
followed by an outcome and these pairings are punctuated by
intertrial intervals in which neither the cue nor the outcome
occurs, stimulus control of behavior ordinarily develops over



362 Conditioning and Learning

trials. However, when cues or outcomes sometimes occur
by themselves during the training sessions, conditioned re-
sponding to the cue (reflecting the outcome) is often slower
to develop (measured in number of cue-outcome pairings)
and is asymptotically weaker (Rescorla, 1968). 

There are four possibilities for each trial in which a di-
chotomous cue or outcome might be presented, as shown in
Figure 13.1:

1. Cue–outcome.

2. Cue–no outcome.

3. No cue–outcome.

4. No cue–no outcome.

The frequencies of trials of type 1, 2, 3, and 4 are a, b, c,
and d, respectively. The objective contingency is usually de-
fined in terms of the difference in conditional probabilities of
the outcome in the presence (a/ [a + b]) and in the absence
(c / [c + d]) of the cue. If the conditional probability of the
outcome is greater in the presence rather than absence of
the cue, the contingency is positive; conversely, if the condi-
tional probability of the outcome is less in the presence than
absence of the cue, the contingency is negative. Alternatively
stated, contingency increases with the occurrence of a- and
d-type trials and decreases with b- and c-type trials. In terms
of stimulus control, excitatory responding is observed to in-
crease and behavior indicative of conditioned inhibition (see
this chapter’s later section on that topic) is seen to decrease
with increasing contingency, and vice versa with decreasing
contingency. Empirically, the four types of trials are seen to
have unequal influence on stimulus control, with Type 1 trials
having the greatest impact and Type 4 trials having the least
impact (e.g., Wasserman, Elek, Chatlosh, & Baker, 1993).
Note that although we previously described the effect of
spaced versus massed cue-outcome pairings as a qualifier of

contiguity, such trial spacing effects are readily subsumed
under objective contingency because long intertrial intervals
are the same as Type 4 trials, provided these intertrial inter-
vals occur in the training context.

Conditioned responding can be attenuated by presentations
of the cue alone before the cue-outcome pairings, intermin-
gled with the pairings, or after the pairings. If they occur be-
fore the pairings, the attenuation is called the CS-preexposure
(also called latent inhibition) effect (Lubow & Moore, 1959);
if they occur during the pairings, they (in conjunction with the
pairings) are called partial reinforcement (Pavlov, 1927); and
if they occur after the pairings, the attenuation is called ex-
tinction (Pavlov, 1927). Notably, the operations that produce
the CS-preexposure effect and habituation (i.e., presentation
of a single stimulus) are identical; the difference is in how
behavior is subsequently assessed. Additionally, based on the
two phenomena being doubly dissociable, Hall (1991) has
argued that habituation and the CS-preexposure effect arise
from different underlying processes. That is, a change in con-
text between treatment and testing attenuates the CS-preexpo-
sure effect more than it does habituation, whereas increasing
retention interval attenuates habituation more than it does the
CS-preexposure effect.

Conditioned responding can also be attenuated by presen-
tations of the outcome alone before the cue-outcome pairings,
with the pairings, or after the pairings. If they occur before
the pairings, the attenuation is called the US-preexposure
effect (e.g., Randich & LoLordo, 1979); if they occur during
the pairings, it (in conjunction with the pairings) is called the
degraded contingency effect (in the narrow sense, as any
presentation of the cue or outcome alone degrades the objec-
tive contingency, Rescorla, 1968); and if they occur after the
pairings, it is an instance of retrospective revaluation (e.g.,
Denniston, Miller, & Matute, 1996). The retrospective reval-
uation effect has proven far more elusive than any of the other
five means of attenuating excitatory conditioned responding
through degraded contingency, but it occurs at least under
select conditions (Miller & Matute, 1996).

If compounded, these different types of contingency-
degrading treatments have a cumulative effect on condi-
tioned responding that is at least summative (Bonardi & Hall,
1996) and possibly greater than summative (Bennett, Wills,
Oakeshott, & Mackintosh, 2000). A prime example of such
a compound contingency-degrading treatment is so-called
learned irrelevance, in which cue and outcome presentations
truly random with respect to one another precede a series of
cue-outcome pairings (Baker & Mackintosh, 1977). This
pretraining treatment has a decremental effect on condi-
tioned responding greater than either CS preexposure or US
preexposure.

Figure 13.1 Two-by-two contingency table for dichotomous variables; a,
b, c, and d are the frequencies of trial types 1, 2, 3, and 4. See text for details.
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Objective contingency effects are not merely a function
of the frequency of different types of trials depicted in Fig-
ure 13.1. Two important factors that influence contingency
effects are (a) trial order and spacing, and (b) modulatory
stimuli. When contingency-degrading Type 2 and 3 trials are
administered phasically (rather than interspersed with cue-
outcome pairings), recency effects are pronounced. The trials
that occur closest to testing have a relatively greater impact
on responding; such recency effects fade with time (i.e.,
longer retention intervals, or at least as a function of the in-
tervening events that occur during longer retention intervals).
Additionally, if there are stimuli that are present during the
pairings but not the contingency-degrading treatments (or
vice versa), presentation of these stimuli immediately prior
to or during testing with the target cue causes conditioned
responding to better reflect the trials that occurred in the pres-
ence of the stimuli. These modulatory stimuli can be either
contextual stimuli (i.e., the static environmental cues present
during training: the so-called renewal effect, Bouton &
Bolles, 1979) or discrete stimuli (e.g., Brooks & Bouton,
1993). Such modulatory stimuli appear to have much in
common with so-called priming cues in cognitive research
(see chapter in this volume by McNamara and Holbrook;
Neely, 1977).

Modulatory effects can be obtained even when the cue-
outcome pairings are interspersed with the contingency de-
grading events. For example, if stimulus A always precedes
pairings of cue X and an outcome, and does not precede pre-
sentations of cue X alone, subjects will come to respond to
the cue if and only if it is preceded by stimulus A; this effect
is called positive occasion setting (Holland, 1983a). If stimu-
lus A only precedes the nonreinforced presentations of cue X,
subjects will come to respond to cue X only when it has not
been preceded by stimulus A; this effect is called negative
occasion setting. Surprisingly, behavioral modulation by
contexts appears to be acquired in far fewer trials than with
discrete stimuli, perhaps reflecting the important role of con-
textual modulation of behavior in each species’ ecological
niche.

Attenuation of stimulus control through contingency-
degrading events is often at least partially reversible without
further cue-outcome pairings. This is most evident in the case
of extinction, for which (so-called) spontaneous recovery
from extinction and external disinhibition (i.e., temporary re-
lease from extinction treatment as a result of presenting an un-
related intense stimulus immediately prior to the extinguished
stimulus) are examples of recovery of behavior indicative of
the cue-outcome pairings without the occurrence of further
pairings (e.g., Pavlov, 1927). Similarly, spontaneous recovery
from the CS-preexposure effect has been well documented

(e.g., Kraemer, Randall, & Carbary, 1991). These phenomena
suggest that the pairings of cue and outcome are encoded in-
dependently of the contingency-degrading events, but the be-
havioral expression of information regarding the pairings can
be suppressed by additional learning during the contingency-
degrading events.

Cue and Outcome Duration. Cue and outcome dura-
tions have great impact on stimulus control of behavior. The
effects are complex, but generally speaking, increased cue or
outcome duration reduces behavioral control (provided one
controls for any greater hedonic value of the outcome due to
increased duration). What makes these variables complex is
that different components of a stimulus can contribute differ-
entially to stimulus control. The onset, presence, and termi-
nation of a cue can each influence behavior through its own
relationship to the outcome; this tendency towards fragmen-
tation of behavioral control appears to increase with the
length of the duration of the cue (e.g., Romaniuk & Williams,
2000). Similarly, outcomes have components that can differ-
entially contribute to control by a stimulus. As an outcome
is prolonged, its later components are further removed in
time from the cue and presumably are less well-associated to
the cue.

Response Topology and Timing

The hallmark of conditioned responding is that the observed
response to the cue reflects the nature of the outcome. For
example, pigeons peck an illuminated key differently de-
pending on whether the key signals delivery of food or water,
and their manner of pecking is similar to that required to in-
gest the specific outcome (Jenkins & Moore, 1973). How-
ever, the nature of the signal also may qualitatively modulate
the conditioned response. For instance, Holland (1977) has
described how rats’ conditioned responses to a light and an
auditory cue differ, despite their having been paired with the
same outcome.

Conditioned responding not only indicates that the cue and
outcome have been paired, but also reflects the spatial and
temporal relationships that prevailed between the cue and out-
come during those pairings (giving rise to the mentalistic
view that subjects anticipate, so to speak, when and where the
outcome will occur). If a cue has been paired with a rewarding
outcome in a particular location, subjects are frequently ob-
served to approach the location at which the outcome had
been delivered (so-called goal tracking). For example, Burns
and Domjan (1996) observed that Japanese quail, as part of
their conditioned response to a cue for a potential mate, ori-
ented to the absolute location in which the mate would be
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introduced, independent of their immediate location in the
experimental apparatus. The temporal relationship between a
cue and outcome that existed in training is evidenced in two
ways. First, with asymptotic training, the conditioned re-
sponse ordinarily is emitted just prior to the time at which the
outcome would occur based on the prior pairings (Pavlov,
1927). Second, the nature of the response often changes with
different cue-outcome intervals. In some instances, when an
outcome (e.g., food) occurs at regular intervals, during the in-
tertrial interval subjects emit a sequence of behaviors with a
stereotypic temporal structure appropriate for that outcome in
the species’ ecological niche (e.g., Staddon & Simmelhag,
1970; Timberlake & Lucas, 1991).

Pavlovian conditioned responding often closely resembles
a diminished form of the response to the unconditioned out-
come (e.g., conditioned salivation with food as the outcome).
Such a response topology is called mimetic. However, condi-
tioned responding is occasionally diametrically opposed to
the unconditioned response (e.g., conditioned freezing with
pain as the outcome, or a conditioned increase in pain sensi-
tivity with delivery of morphine as the outcome; Siegel,
1989). Such a conditioned response topology is called com-
pensatory. We do not yet have a full understanding of when
one or the other type of responding will occur (but see this
chapter’s section entitled “What Is a Response?”).

Stimulus Generalization

No perceptual event is ever exactly repeated because of vari-
ation in both the environment and in the nervous system.
Thus, learning would be useless if organisms did not general-
ize from stimuli in training to stimuli that are perceptually
similar. Therefore, it is not surprising that conditioned re-
sponding is seen to decrease in an orderly fashion as the
physical difference between the training and test stimuli
increases. This reduction in responding is called stimulus
generalization decrement. Response magnitude or frequency
plotted as a function of training-to-test stimulus similarity
yields a symmetric curve that is called a generalization
gradient (e.g., Guttman & Kalish, 1956). Such gradients
resulting from simple cue-outcome pairings can be made
steeper by introducing trials with a second stimulus that is not
paired with the outcome. Such discrimination training not
only steepens the generalization gradient between the rein-
forced stimulus and nonreinforced stimulus, but often shifts
the stimulus value at which maximum responding is ob-
served from the reinforced cue in the direction away from the
value of the nonreinforced stimulus (the so-called peak shift;
e.g., Weiss & Schindler, 1981). With increasing retention in-
tervals between the end of training and a test trial, stimulus

generalization gradients tend to grow broader (e.g., Riccio,
Richardson, & Ebner, 1984)

Phenomena Involving More Than Two Stimuli:
Competition, Interference, Facilitation,
and Summation

When more than two stimuli are presented in close proximity
during training, one might expect that the representation of
each stimulus-outcome dyad would be treated independently
according to the laws described above. Surely these laws do
apply, but the situation becomes more complex because in-
teractions between stimuli also occur. That is, when stimuli
X, Y, and Z are trained together, behavioral control by X
based on X’s relationship to Y is often influenced by the pres-
ence of Z during training. Although these interactions (de-
scribed in the following sections) are often appreciable, they
are neither ubiquitous (i.e., they are more narrowly parameter
dependent) nor generally as robust as any of the phenomena
described under “Phenomena Involving Two Stimuli.”

Multiple Cues With a Common Outcome

Cues Trained Together and Tested Apart: Competition
and Facilitation. For the last 30 years, much attention has
been focused on cue competition between cues trained in com-
pound, particularly overshadowing and blocking. Overshad-
owing refers to the observed attenuation in conditioned re-
sponding to an initially novel cue (X) paired with an outcome
in the presence of an initially novel second cue (Y), relative to
responding to X given the same treatment in the absence of Y
(Pavlov, 1927). The degree that Y will overshadow X depends
on their relative saliences; the more salient Y is compared to
X, the greater the degree of overshadowing of X (Mackintosh,
1976). When two cues are equally salient, overshadowing is
sometimes observed, but is rarely a large effect. Blocking
refers to attenuated responding to a cue (X) that is paired with
an outcome in the presence of a second cue (Y) when Y was
previously paired with the same outcome in the absence of X,
relative to responding to X when Y had not been pretrained
(Kamin, 1968). That is, learning as a result of the initial Y-
outcome association blocks (so to speak) responding to X that
the XY-outcome pairings would otherwise support. (Thus,
observation of blocking requires good responding to X by the
control group, which necessitates the use of parameters that
minimize overshadowing of X by Y in the control group.)

Both overshadowing and blocking can be observed with a
single compound training trial (e.g., Balaz, Kasprow, &
Miller, 1982; Mackintosh & Reese, 1979), are usually greatest
with a few compound trials, and tend to wane with many
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compound trials (e.g., Azorlosa & Cicala, 1988). Notably,
recovery from each of these cue competition effects can
sometimes be obtained without further training trials through
various treatments including (a) lengthening the retention
interval (i.e., so-called spontaneous recovery; Kraemer,
Lariviere, & Spear, 1988); (b) administration of so-called
reminder treatments, which consists of presentation of either
the outcome alone, the cue alone, or the training context (e.g.,
Balaz, Gutsin, Cacheiro, & Miller, 1982); and (c) posttraining
massive extinction of the overshadowing or blocking stimulus
(e.g., Matzel, Schachtman, & Miller, 1985). The theoretical
implications of such recovery (paralleling the recovery often
observed following the degradation of contingency in the
two-stimulus situation) are discussed later in this chapter
(see sections entitled “Expression-Focused Models” and
“Accounts of Retrospective Revaluation”).

Although competition is far more commonly observed,
under certain circumstances the presence of a second cue
during training has exactly the opposite effect; that is, it en-
hances (i.e., facilitates) responding to the target cue. When
this effect is observed within the overshadowing procedure,
it is called potentiation (Clarke, Westbrook, & Irwin,
1979); and when it is seen in the blocking procedure, it is
called augmentation (Batson & Batsell, 2000). Potentiation
and augmentation are most readily observed when the out-
come is an internal malaise (usually induced by a toxin), the
target cue is an odor, and the companion cue is a taste. How-
ever, enhancement is not restricted to these modalities (e.g.,
J. S. Miller, Scherer, & Jagielo, 1995). Another example of
enhancement, although possibly with a different underlying
mechanism, is superconditioning, which refers to enhanced
responding to a cue that is trained in the presence of a cue
previously established as a conditioned inhibitor for the out-
come, relative to responding to the target cue when the com-
panion cue was novel. In most instances, enhancement
appears to be mediated at test by the companion stimulus that
was present during training, in that degrading the associative
status of the companion stimulus between training and test-
ing often attenuates the enhanced responding (Durlach &
Rescorla, 1980).

Cues Trained Apart and Tested Apart. Although the-
ory and research in learning over the past 30 years have
focused on the interaction of cues trained together, there is
an older literature concerning the interaction of cues with
common outcomes trained apart (i.e., X→A, Y→A). This
research was conducted largely in the tradition of association-
istic studies of human verbal learning that was popular in
the mid-twentieth century. A typical example is the attenuated
responding to cue X observed when X→A training is either

preceded (proactive interference) or followed (retroactive in-
terference) by Y→A training, relative to subjects receiving no
Y→A training (e.g., Slamecka & Ceraso, 1960). The stimuli
used in the original verbal learning studies were usually con-
sonant trigrams, nonsense syllables, or isolated words. How-
ever, recent research using nonverbal preparations has found
that such interference effects occur quite generally in both hu-
mans (Matute & Pineño, 1998) and nonhumans (Escobar,
Matute, & Miller, 2001). Importantly, Y→A presentations de-
grade the X→A objective contingency because they include
presentations of A in the absence of X. This degrading of the
X-A contingency sometimes does contribute to the attenua-
tion of responding based on the X→A relationship (as seen in
subjects who receive A-alone as the disruptive treatment
relative to subjects who receive no disruptive treatment).
However, Y→Atreatment ordinarily produces a larger deficit,
suggesting that, in addition to contingency effects, associa-
tions with a common element interact to reduce target stimu-
lus control (e.g., Escobar et al., 2001). Although interference
is the more frequent result of the X→A, Y→A design, facili-
tation is sometimes observed, most commonly when X and Y
are similar (e.g., Osgood, 1949).

Cues Trained Apart and Tested Together. When two
independently trained cues are compounded at test, responding
is usually at least as or more vigorous than when only one of
the cues is tested (see Kehoe & Gormezano, 1980). When the
response to the compound is greater than to either element,
the phenomenon is called response summation. Presumably, a
major factor limiting responsesummation is that compounding
two cues creates a test situation different from that of training
with either cue; thus, attenuated responding to the compound
due to generalization decrement is expected. The question is
under what conditions will generalization decrement counter-
act the summation of the tendencies to respond to the two stim-
uli. Research suggests that when subjects treat the compound
as a unique stimulus in itself, distinct from the original stimuli
(i.e., configuring), summation will be minimized (e.g., Kehoe,
Horne, Horne, & Macrae, 1994). Well-established rules of
perception (e.g., gestalt principles; Köhler, 1947) describe the
conditions that favor and oppose configuring.

Multiple Outcomes With a Single Cue

Just as Y→A trials can interact with behavior based on X→A
training, so too can X→B trials interact with behavior based
on X→A training.

Multiple Outcomes Trained Together With a Single
Cue. When a cue X is paired with a compound of outcomes
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(i.e., X→AB), responding on tests of the X→A relationship
often yield less responding than that of a control group for
which B was omitted, provided A and B are sufficiently dif-
ferent. Such a result might be expected based on either
distraction during training or response competition at test,
both of which are well-established phenomena. However,
some studies have been designed to minimize these two po-
tential sources of outcome competition. For example, Burger,
Mallemat, and Miller (2000) used a sensory preconditioning
procedure (see this chapter’s section entitled “Second-Order
Conditioning and Sensory Preconditioning”) in which the
competing outcomes were not biologically significant; and
only just before testing did they pair A with a biologically
significant stimulus so that the subjects’ learning could be as-
sessed. As neither A nor B was biologically significant during
training, (a) distraction by B from A was less apt to occur
(although it cannot be completely discounted), and (b) B con-
trolled no behavior that could have produced response
competition at test. Despite minimization of distraction and
response competition, Burger et al. still observed competition
between outcomes (i.e., the presence of B during training at-
tenuated responding based on X and A having been paired).
To our knowledge, no one to date has reported facilitation
from the presence of B during training. But analogy with the
multiple-cue case suggests that facilitation might occur if the
two outcomes had strong within-compound links (i.e., A and
B were similar or strongly associated to each other).

Multiple Outcomes Trained Apart With a Single Cue:
Counterconditioning. Just as multiple cues trained apart
with a common outcome can result in an interaction, so too
can an interaction be observed when multiple outcomes are
trained apart with a common cue. Alternatively stated, re-
sponding based on X→A training can be disrupted by X→B
training. The best known example of this is countercondi-
tioning (e.g., responding to a cue based on cue→food train-
ing is disrupted by cue→footshock training). The interfering
training (X→B) can occur before, among, or after the target
training trials (X→A). Although response competition is a
likely contributing factor, there is good evidence that such
interference effects are due to more than simple response
competition (e.g., Dearing & Dickinson, 1979). Just as inter-
ference produced by Y→A in the X→A, Y→A situation can
be due in part to degrading the X-A contingency, so atten-
uated responding produced by X→B in the X→A, X→B
situation can arise in part from the degrading of the X-A
contingency that is inherent in the presentations of X during
X→B trials. However, research has found that the response
attenuation produced by the X→B trials is sometimes greater
than that produced by X-alone presentations; hence, this sort

of interference cannot be treated as simply an instance of de-
graded contingency (Escobar, Arcediano, & Miller, 2001).

Resolving Ambiguity

The magnitude of the interference effects described in the
two previous sections is readily controlled by conditions
at the time of testing. If the target and interfering treatments
have been given in different contexts (i.e., competing ele-
ments trained apart), presentation at test of contextual cues
associated with the interfering treatment enhances interfer-
ence, whereas presentation of contextual cues associated
with target training reduces interference. These contextual
cues can be either diffuse background cues or discrete stimuli
that were presented with the target (Escobar et al., 2001).
Additionally, more recent training experience typically dom-
inates behavior (i.e., a recency effect), all other factors being
equal. Such recency effects fade with increasing retention
intervals, with the consequence that retroactive interfer-
ence fades and, correspondingly, proactive interference in-
creases when the posttraining retention interval is increased
(Postman, Stark, & Fraser, 1968).

Notably, the contextual and temporal modulation of inter-
ference effects is highly similar to the modulation observed
with degraded contingency effects (see this chapter’s section
entitled “Factors Influencing Aquired Stimulus Control of
Behavior”). This similarity is grounds for revisiting the issue
of whether interference effects are really different from de-
graded contingency effects. We previously cited grounds for
rejecting the view that interference effects were no more than
degraded contingency effects (see this chapter’s section on
that topic). However, if the training context is regarded as
an element that can become associated with a cue on a cue-
alone trial or with an outcome on an outcome-alone trial,
contingency degrading trials could be viewed as target cue-
context or context-outcome trials that interfere with behavior
promoted by target cue-outcome trials much as Y-outcome or
target-B trials do within the interference paradigm. In princi-
ple, this allows degraded contingency effects to be viewed as
a subset of interference effects. However, due to the vague-
ness of context as a stimulus, this approach has not received
widespread acceptance.

Mediation

Mediated changes in control of behavior by a stimulus refers
to situations in which responding to a target cue is at least
partially a function of the training history of a second cue
that has at one time or another been paired with the target.
Depending on the specific situation, mediational interaction
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between the target and the companion cues can occur either
at the time that they are paired during training (e.g., aver-
sively motivated second-order conditioning, see section
entitled “Second-Order Conditioning and Sensory Precondi-
tioning”; Holland & Rescorla, 1975) or at test (e.g., sensory
preconditioning, see same section; Rizley & Rescorla,
1972). As discussed below, the mediated control transferred
to the target can be either consistent with the status of the
companion cue (e.g., second-order conditioning) or inverse
to the status of the companion cue (e.g., conditioned inhibi-
tion, blocking). Testing whether a mediational relationship
between two cues exists usually takes the form of presenting
the companion cue with or without the outcome in the ab-
sence of the target and seeing whether that treatment influ-
ences responding to the target. This manipulation of the
companion cue can be done before, interspersed among, or
after the target training trials. However, sometimes posttarget-
training revaluation of the companion does not alter respond-
ing to the target, suggesting that the mediational process
occurs during training (e.g., aversively motivated second-
order conditioning).

Second-Order Conditioning and Sensory Preconditioning

If cue Y is paired with a biologically significant outcome (A)
such that Y comes to control responding, and subsequently
cue X is paired with Y (i.e., Y→A, X→Y), responding to X
will be observed. This phenomenon is called second-order
conditioning (Pavlov, 1927). Cue X can similarly be imbued
with behavioral control if the two phases of training above
are reversed (i.e., X→Y, followed by Y→A). This latter phe-
nomenon is called sensory preconditioning (Brogden, 1939).
Second-order conditioning and sensory preconditioning are
important for two reasons. First, these phenomena are simple
examples of mediated responding—that is, acquired behavior
that depends on associations between stimuli that are not of
inherent biological significance. Second, these phenomena
pose a serious challenge to the principle of contiguity. For ex-
ample, consider sensory preconditioning: A light is paired
with a tone, then the tone is paired with an aversive event
(i.e., electric shock); at test, the light evokes a conditioned
fear response. Thus, the light is controlling a response appro-
priate for the aversive event, despite its never having been
paired with that event. This is a direct violation of contiguity
in its simplest form. Based on the observation of mediated
behavior, the law of contiguity must be either abandoned
or modified. Given the enormous success of contiguity in
describing the conditions that foster acquired behavior,
researchers generally have elected to redefine contiguity as
spatiotemporal proximity between the cue or its surrogate

and the outcome or its surrogate, thereby incorporating me-
diation within the principle of contiguity.

Mediation appears to occur when two different types of
training share a common element (e.g., X→Y, Y→A). Im-
portantly, the mediating stimulus ordinarily does not simply
act as a (weak) substitute for the outcome (as might be ex-
pected of a so-called simple surrogate). Rather, the mediating
stimulus (i.e., first-order cue) carries with it its own spa-
tiotemporal relationship to the outcome, such that the second-
order cue supports behavior appropriate for a summation of
the mediator-outcome spatiotemporal relationship and the
second-order cue-mediator spatiotemporal relationship (for
spatial summation, see Etienne, Berlie, Georgakopoulos, &
Maurer, 1998; for temporal summation, see Matzel, Held
et al., 1988). In effect, subjects appear to integrate the two
separately experienced relationships to create a spatiotempo-
ral relationship between the second-order cue and the out-
come, despite their never having been physically paired.

The mediating process that links two stimuli that were
never paired could occur in principle either during training or
during testing. To address this issue, researchers have asked
what happens to the response potential of a second-order cue X
when its first-order cue is extinguished between training and
testing. Rizley and Rescorla (1972) reported that such post-
training extinction of Y did not degrade responding to a sec-
ond-order cue (X), but subsequent research has under some
conditions found attenuated responding to X (Cheatle & Rudy,
1978). The basis for this difference is not yet completely clear,
but Nairne and Rescorla (1981) have suggested that it depends
on the valence of the outcome (i.e., appetitive or aversive).

Conditioned Inhibition

Conditioned inhibition refers to situations in which a subject
behaves as if it has learned that a particular stimulus (a
so-called inhibitor) signals the omission of an outcome.
Conditioned inhibition is ordinarily assessed by a combina-
tion of (a) a summation test in which the putative inhibitor is
presented in compound with a known conditioned excitor
(different from any excitor that was used in training the
inhibitor) and seen to reduce responding to the excitor; and
(b) a retardation test in which the inhibitor is seen to be slow
in coming to serve as a conditioned excitor in terms of
required number of pairings with the outcome (Rescorla,
1969). Because the standard tests for conditioned excitation
and conditioned inhibition are operationally distinct, stimuli
sometimes can pass tests for both excitatory and inhibitory
status after identical treatment. The implication is that condi-
tioned inhibition and conditioned excitation are not mutually
exclusive (e.g., Matzel, Gladstein, & Miller, 1988), which is
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contrary to some theoretical formulations (e.g., Rescorla &
Wagner, 1972).

There are several different procedures that appear to pro-
duce conditioned inhibition (LoLordo & Fairless, 1985).
Among them are (a) explicitly unpaired presentations of the
cue (inhibitor) and outcome (described in objective contin-
gency on pp. 361–363); (b) Pavlov’s (1927) procedure in
which a training excitor (Y) is paired with an outcome, inter-
spersed with trials in which the training excitor and intended
inhibitor (X) are presented in nonreinforced compound; and
(c) so-called backward pairings of a cue with an outcome (out-
come→X; Heth, 1976). What appears similar across these
various procedures is that the inhibitor is present at a time that
another cue (discrete or contextual) signals that the outcome is
apt to occur, but in fact it does not occur. Conditioned inhibi-
tion is stimulus-specific in that it generates relatively narrow
generalization gradients, similar to conditioned excitation
(Spence, 1936). Additionally, it is outcome-specific in that an
inhibitor will transfer its response-attenuating influence on
behavior between different cues for the same outcome, but not
between cues for different outcomes (Rescorla & Holland,
1977). Hence, conditioned inhibition, like conditioned excita-
tion, is a form of stimulus-specific learning about a relation-
ship between a cue and an outcome. But because it is neces-
sarily mediated (the cue and outcome are never paired),
conditioned inhibition is more similar to second-order condi-
tioning than it is to simple (first-order) conditioning. More-
over, just as responding to a second-order conditioned stimu-
lus not only appears as if the subject expects the outcome at a
time and place specified conjointly by the spatiotemporal re-
lationships between X and Y and between Y and the outcome
(e.g., Matzel, Held et al., 1988), so too does a conditioned in-
hibitor seemingly signal not only the omission of the outcome
but also the time and place of that omission as well (e.g., Den-
niston, Blaisdell, & Miller, 1998).

One might ask about the behavioral consequences for
conditioned inhibition of posttraining extinction of the medi-
ating cue. Similar to corresponding tests with second-order
conditioning, the results have been mixed. For example,
Rescorla and Holland (1977) found no alteration of behavior
indicative of inhibition, whereas others (e.g., Best, Dunn,
Batson, Meachum, & Nash, 1985; Hallam, Grahame, Harris, &
Miller, 1992) observed a decrease in inhibition.Yin, Grahame,
and Miller (1993) suggested that the critical difference be-
tween these studies is that massive posttraining extinction of
the mediating stimulus is necessary to obtain changes in be-
havioral control by an inhibitor.

Despite these operational and behavioral similarities
of conditioned inhibition and second-order conditioning,

there is one most fundamental difference. Responding to a
second-order cue is appropriate for the occurrence of the out-
come, whereas responding to an inhibitor is appropriate for
the omission of the outcome. In sharp contrast to second-
order conditioning (and sensory preconditioning), which are
examples of positive mediation (seemingly passing informa-
tion, so to speak, concerning an outcome from one cue to a
second cue), conditioned inhibition is an example of negative
mediation (seemingly inverting the expectation of the out-
come conveyed by the first-order cue as the information is
passed to the second-order cue). Why positive mediation
should occur in some situations and negative mediation in
other apparently similar situations is not yet fully understood.
Rashotte, Marshall, and O’Connell (1981) and Yin, Barnet,
and Miller (1994) have suggested that the critical variable
may be the number of nonreinforced X-Y trials. A second dif-
ference between inhibition and second-order excitation that
is likely related to the aforementioned one is that nonrein-
forced exposure to an excitor produces extinction, whereas
nonreinforced exposure to an inhibitor not only does not re-
duce its inhibitory potential, but also sometimes increases it
(DeVito & Fowler, 1987).

Retrospective Revaluation

Mediated changes in stimulus control of behavior can often
be achieved by treatment (reinforcement or extinction) of a
target cue’s companion stimulus either before, during, or
after the pairings of the target and companion stimuli (rein-
forced or nonreinforced). Recent interest has focused on
treatment of the companion stimulus alone after the comple-
tion of the compound trials, because in this case the observed
effects on responding to the target are particularly problem-
atic to most conventional associative theories of acquired
behavior. A change in stimulus control following the termi-
nation of training with the target cue is called retrospective
revaluation. Importantly, both positive and negative media-
tion effects have been observed with the retrospective reval-
uation procedure. Sensory preconditioning is a long-known
but frequently ignored example of retrospective revaluation
in its simplest form. It is an example of positive retrospec-
tive revaluation because the posttarget-training treatment
with the companion stimulus produces a change in respond-
ing to the target that mimics the change in control by the
companion stimulus. Other examples of positive retrospec-
tive revaluation include the decrease in responding some-
times seen to a cue trained in compound when its companion
cue is extinguished (i.e., mediated extinction; Holland &
Forbes, 1982). In contrast, there are also many reports of
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negative retrospective revaluation, in which the change in
control by the target is in direct opposition to the change
produced in the companion during retrospective revaluation.
Examples of negative retrospective revaluation include
recovery from overshadowing as a result of extinction of the
overshadowing stimulus (e.g., Matzel et al., 1985), decreases
in conditioned inhibition as a result of extinction of the in-
hibitor’s training excitor (e.g., DeVito & Fowler, 1987), and
backward blocking (AX→outcome, followed by A→out-
come, e.g., Denniston et al., 1996).

The occurrence of both positive and negative mediation
in retrospective revaluation parallels the two opposing ef-
fects that are observed when the companion cue is treated
before or during the compound stimulus trials. In the section
entitled “Multiple Cues With a Common Outcome,” we
described not only overshadowing but also potentiation,
which, although operationally similar to overshadowing, has
a converse behavioral result. Notably, the positive mediation
apparent in potentiation can usually be reversed by post-
training extinction of the mediating (potentiating) cue (e.g.,
Durlach & Rescorla, 1980). Similarly, the negative media-
tion apparent in overshadowing can sometimes be reversed
by massive posttraining extinction of the mediating (over-
shadowing) cue (e.g., Kaufman & Bolles, 1981; Matzel
et al., 1985). However, currently there are insufficient data
to specify a rule for the changes in control by a cue that will
be observed when its companion cue is reinforced or extin-
guished. That is to say, we do not know the critical vari-
ables that determine whether mediation will be positive or
negative. As previously mentioned (see section titled “Con-
ditioned Inhibition”), the two prime candidates for deter-
mining the direction of mediation are the number of pairings
of the target with the mediating cue and whether those
pairings are simultaneous or serial. Whatever the outcome
of future studies, research on retrospective revaluation has
clearly demonstrated that the previously accepted view—
that the response potential of a cue cannot change if it is not
presented—was incorrect.

MODELS OF PAVLOVIAN RESPONDING: THEORY

Here we turn from our summary of variables that influence
acquired behavior based on cue-outcome (Pavlovian) rela-
tionships to a review of accounts of this acquired behavior. In
this section, we contrast the major variables that differentiate
among models, and we refer back to our list of empirical vari-
ables (see section titled “Factors Influencing Acquired Stim-
ulus Control of Behavior”) to ask how the different families

of models account for the roles of these variables. Citations
are provided for the interested reader wishing to pursue the
specifics of one or another model.

Units of Analysis

What Is a Stimulus?

Before we review specific theories, we must briefly consider
how an organism perceives a stimulus and processes its rep-
resentation. Different models of acquired behavior use dif-
ferent definitions of stimuli. In some models, the immediate
perceptual field is composed of a vast number of microele-
ments (e.g., we learn not about a tree, but each branch, twig,
and leaf; Estes & Burke, 1953; McLaren & Mackintosh,
2000). In other models, the perceptual field at any given mo-
ment consists of a few integrated sources of receptor stimula-
tion (e.g., the oak tree, the maple tree; Rescorla & Wagner,
1972; Gallistel & Gibbon, 2000). For yet other models, the
perceptual field at any given moment is fully integrated and
contains only one so-called configured stimulus, which con-
sists of all that immediately impinges on the sensorium (the
forest; Pearce, 1987). Although each approach offers its own
distinct merits and demerits, they have all proven viable.
Generally speaking, the larger the number of elements as-
sumed, the more readily can behavior be explained post hoc,
but the more difficult it is to make testable a priori predic-
tions. By increasing the number of stimuli, each of which can
have its own associative status, one is necessarily increasing
the number of variables and often the number of parameters.
Thus, it may be difficult to distinguish between models that
are correct in the sense that they faithfully represent some
fundamental relationship between acquired behavior and
events in the environment, and models that succeed because
there is enough flexibility in the model’s parameters to ac-
count for virtually any result (i.e., curve fitting). Most models
assume that subjects process representations of a small num-
ber of integrated stimuli at any one time. That is, the percep-
tual field might consist of a tone and a light and a tree, each
represented as an integrated and inseparable whole. 

Worthy of special note here is the McLaren and Mackintosh
(2000) model with its elemental approach. This model not
only addresses the fundamental phenomena of acquired be-
havior, but also accounts for perceptual learning, thereby pro-
viding an account of how and by what mechanism organisms
weave the stimulation provided by many microelements into
the perceptual fabric of lay usage. In other words, the model
offers an explanation of how experience causes us to merge
representations of branches, twigs, and leaves into a com-
pound construct like a tree.
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What Is a Response?

In Pavlovian learning, the conditioned response reflects the
nature of the outcome, which is ordinarily a biologically
significant unconditioned stimulus (but see Holland, 1977).
However, this is not sufficient to predict the form of condi-
tioned behavior. Although responding is often of the same
form as the unconditioned response to the unconditioned stim-
ulus (i.e., mimetic), it is sometimes in the opposite direction
(i.e., compensatory). Examples of mimetic conditioned re-
sponding include eyelid conditioning, conditioned salivation,
and conditioned release of endogenous endorphins with aver-
sive stimulation as the unconditioned stimulus. Examples of
compensatory conditioned responding include conditioned
freezing with foot shock as the unconditioned stimulus, and
conditioned opiate withdrawal symptoms with opiates as the
unconditioned stimulus. The question of under what condi-
tions will conditioned responding be compensatory as opposed
to mimetic has yet to be satisfactorily answered. Eikelboom
and Stewart (1982) argued that all conditioned responding is
mimetic, and that compensatory instances simply reflect our
misidentifying the unconditioned stimulus—that is, for un-
conditioned stimuli that impinge primarily on efferent neural
pathways of the peripheral nervous system, the real reinforcer
is the feedback to the central nervous system. Thus, what is
often called the unconditioned response precedes a later be-
havior that constitutes the effective unconditioned response.
This approach is stimulating, but encounters problems: Most
unconditioned stimuli impinge on both afferent and efferent
pathways, and there are complex feedback loops at various
anatomical levels between these two pathways.

Conditioned responding is not just a reflection of past
experience with a cue indicating a change in the probability
of an outcome. Acquired behavior reflects not only the like-
lihood that a reinforcer will occur, but when and where the
reinforcer will occur. This is evident in most learning situa-
tions (see “Response Topology and Timing”). For example,
Clayton and Dickinson (1999) have reported that scrub jays,
which cache food, remember not only what food items have
been stored, but where and when they were stored. Addition-
ally, there is evidence that subjects can integrate temporal
and spatial information from different learning experiences
to create spatiotemporal relationships between stimuli that
were never paired in actual experience (e.g., Etienne et al.,
1998; Savastano & Miller, 1998). Alternatively stated, in me-
diated learning, not only does the mediating stimulus become
a surrogate for the occurrence of the outcome, it carries with
it information concerning where and when the outcome will
occur, as is evident in the phenomenon of goal tracking (e.g.,
Burns & Domjan, 1996).

What Mental Links Are Formed?

In the middle of the twentieth century, there was considerable
controversy about whether cue-outcome, cue-response, or
response-outcome relationships were learned (i.e., associa-
tions, links). The major strategies used to resolve this question
were to either (a) use test conditions that differed from those
of training by pitting one type of association against another
(e.g., go towards a specific stimulus, or turn right); or (b) de-
grade one or another component after training (e.g., satiation
or habituation of the outcome or extinction of the eliciting cue)
and observe its effect on acquired behavior. The results of such
studies indicated that subjects could readily learn all three
types of associations, and ordinarily did to various degrees,
depending on which allowed the easiest solution of the task
facing the subject (reviewed by Kimble, 1961). That is, sub-
jects are versatile in their information processing strategies,
opportunistic, and ordinarily adept at using whichever combi-
nation of environmental relationships is most adaptive.

Although much stimulus control of behavior can be
described in terms of simple associations among cues, re-
sponses, and outcomes, occasion setting (described under
the section entitled “Objective Contingency”) does not yield
to such analyses. One view of how occasion setting works
is that occasion setters serve to facilitate (or inhibit) the
retrieval of associations (e.g., Holland, 1983b). Thus, they
involve hierarchical associations; that is, they are associated
with associations rather than with simple representations of
stimuli or responses (cf. section entitled “Hierarchical Asso-
ciations”). Such a view introduces a new type of learning,
thereby adding complexity to the compendium of possible
learned relationships. The leading alternative to this view of
occasion setting is that occasion setters join into configural
units with the stimuli that they are modulating (Schmajuk,
Lamoureux, & Holland, 1998). This latter approach suffices
to explain behavior in most occasion-setting situations, but to
date has led to few novel testable predictions. Both ap-
proaches appear strained when used to account for transfer of
modulation of an occasion setter from the association with
which they were trained to another association. Such transfer
is successful only if the transfer association itself was previ-
ously occasion set (Holland, 1989).

Acquisition-Focused (Associative) Models

All traditional models of acquired behavior have assumed
that critical processing of information occurs exclusively
when target stimuli occur—that is, at training, at test, or at
both. The various contemporary models of acquired behavior
can be divided into those that emphasize processing that
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occurs during training (hereafter called acquisition-focused
models) and those that emphasize processing that occurs
during testing (hereafter called expression-focused models).
For each of these two families of models in their simplest
forms, there are phenomena that are readily explained and
other phenomena that are problematic. However, theorists
have managed to explain most observed phenomena within
acquired behavior in either framework (see R. R. Miller &
Escobar, 2001) when allowed to modify models after new
observations are reported (see section entitled “Where Have
the Models Taken Us?”).

The dominant tradition since Thorndike (1932) has been
the acquisition-focused approach, which assumes that learn-
ing consists of the development of associations. In theoretical
terms, each association is characterized by an associative
strength or value, which is a kind of summary statistic repre-
senting the cumulative history of the subject with the associ-
ated events. Hull (1943) and Rescorla and Wagner (1972)
provide two examples of acquisition-focused models, with the
latter being the most influential model today (see R. R. Miller,
Barnet, & Grahame, 1995, for a critical review of this model).
Contemporary associative models today are perhaps best rep-
resented by that of Rescorla and Wagner, who proposed that
time was divided into (training) trials and on each trial for
which a cue of interest was present, there was a change in that
cue’s association to the outcome equal to the product of the
saliences of the cue and outcome, times the difference be-
tween the outcome experienced and the expectation of the
outcome based on all cues present on that trial. Notably, in ac-
quisition-focused models, subjects are assumed not to recall
specific experiences (i.e., training trials) at test; rather they
have accessible only the current associative strength between
events. Models within this family differ primarily in the rules
used to calculate associative strength, and whether other sum-
mary statistics are also computed. For example, Pearce and
Hall (1980) proposed that on each training trial, subjects not
only update the associative strength between stimuli present
on that trial, but also recalculate the so-called associability of
each stimulus present on that trial. What all contemporary ac-
quisition-focused models share is that new experience causes
an updating of associative strength; hence, recent experience
is expected to have a greater impact on behavior than other-
wise equivalent earlier experience. The result is that these
models are quite adept at accounting for those trial-order ef-
fects that can be viewed as recency effects; conversely, they
are challenged by primacy effects (which, generally speaking,
are far less frequent than recency effects; see chapters by
Nairne, and by Roediger & Marsh in this volume). In the fol-
lowing section, we discuss some of the major variables that
differentiate among the various acquisition-focused models.

Specifics of individual models are not described here, but rel-
evant citations are provided.

Addressing Critical Factors of Acquired Behavior

Stimulus Salience and Attention

Nearly all models (acquisition- and expression-focused)
represent the saliencies of the cue and outcome through one
conjoint (e.g., Bush & Mosteller, 1951) or two independent
parameters (one for the cue and the other for the outcome,
e.g., Rescorla & Wagner, 1972). A significant departure from
this standard treatment of salience-attention is Pearce and
Hall’s (1980) model, which sharply differentiates between
salience, which is a constant for each cue, and associability,
which changes with experience and affects the rate (per trial)
at which new information about the cue is encoded.

Predispositions: Genetic and Experiential. Behav-
ioral predispositions, which depend on evolutionary history,
specific prior experience, or both, are very difficult to capture
in models meant to have broad generality across individuals
within a species and across species. In fact, most models of
acquired behavior (acquisition- and expression-focused)
have ignored the issue of predispositions. However, those
models that use a single parameter to describe the conjoint
associability (growth parameter) for both the cue and out-
come (as opposed to separate associabilities for the cue and
outcome) can readily incorporate predispositions within this
parameter. For example, in the well-known Garcia and
Koelling (1966) demonstration of flavors joining into associ-
ation with gastric distress more readily than with electric
shock and audiovisual cues entering into association more
readily with electric shock than with gastric distress, sepa-
rate (constant) associabilities for the flavor, audiovisual cue,
electric shock, and gastric distress cannot account for the ob-
served predispositions. In contrast, this example of cue-to-
consequence effects is readily accounted for by high conjoint
associabilities for flavor–gastric distress and for audiovisual
cues–electric shock, and low conjoint associabilities for fla-
vor–electric shock and for audiovisual cues–gastric distress.
However, to require a separate associability parameter for
every possible cue-outcome dyad creates a vastly greater
number of parameters than simply having a single parameter
for each cue and each outcome with changes in behavior
being in part a function of these two parameters (usually
their product). Hence, we see here the recurring trade-off
between oversimplifying (separate parameters for each cue
and each outcome) and reality (a unique parameter for each
cue-outcome dyad).
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An alternative to models aiming for broad generality over
tasks and species is to develop separate models for each task
(e.g., foraging, mating, defense, shelter from the elements)
and species, consistent with the view that the mind is modu-
lar (e.g., Garcia, Lasiter, Bermudez-Rattoni, & Deems,
1985). This approach has been championed by some re-
searchers (Cosmides & Tooby, 1994), but faces challenges
because the resulting models can become very complex and
are limited in their potential to generate unambiguous
testable predictions.

Spatiotemporal Contiguity (Similarity). Despite the
empirical importance of contiguity as a determinant of ac-
quired behavior, it is surprising that many associative models
give short shrift to this critical variable. One common tactic
has been to incorporate contiguity indirectly through changes
in the predictive status of the context that on subsequent trials
modulates the associative status of the cue (e.g., Mackintosh,
1975; Pearce & Hall, 1980; Rescorla & Wagner, 1972). The
associative models that do squarely address the effects of
temporal contiguity are real-time models (see Temporal Win-
dow of Analysis on p. 374; e.g., McLaren & Mackintosh,
2000; Sutton & Barto, 1981; Wagner; 1981).

Objective Contingency. The attenuation of acquired
behavior through degradation of contingency has rarely been
addressed as a unified problem. Most associative models of
acquired behavior have accounted for extinction through
either (a) weakening of the cue-outcome association (e.g.,
Rescorla & Wagner, 1972), or (b) the development of an
inhibitory relationship between the cue and outcome that op-
poses the expression of the initial excitatory association (e.g.,
Hull, 1952; Pearce & Hall, 1980; Wagner, 1981). Attenuated
responding due to partial reinforcement (i.e., nonreinforced
cues interspersed among the cue-outcome pairings) is ordi-
narily explained through mechanisms similar to those used to
account for extinction. The CS-preexposure effect has been
explained both in terms of (a) a decrease in the associability
(attention) to the cue as a result of nonreinforced pretraining
exposure (e.g., Pearce & Hall, 1980); and (b) the development
of a strong context-cue association that attenuates acquisition
of the cue-outcome association (e.g., Wagner, 1981). The
context specificity of the CS-preexposure effect seemingly
lends support to this latter view, but at least one attentional ap-
proach can also accommodate it (Lubow, 1989). Notably,
some prominent models simply fail to account for the CS-
preexposure effect (e.g., Rescorla & Wagner, 1972).

Attenuated responding achieved by degrading contin-
gency through unsignaled USs interspersed among the CS-US
pairings and the US-preexposure effect are both explained by

most associative models in terms of context-outcome associ-
ations, which then compete with the cue-outcome association.
This is consistent with the context specificity of these effects
(i.e., CS preexposure in one context retards subsequent stim-
ulus control during cue-outcome pairings much less if the
preexposure occurred outside of the training context). How-
ever, habituation to the outcome can also contribute to the ef-
fect in certain cases (Randich & LoLordo, 1979). Only a few
associative models can account for reduced responding as a
result of unsignaled outcome exposures after the termination
of cue training (Dickinson & Burke, 1996; Van Hamme &
Wasserman, 1994). However, confirmation of this prediction
is only a limited success because the effect is difficult to
obtain experimentally (see Denniston et al., 1996).

Cue and Outcome Durations. Models that parse time
into trials usually account for the generally weaker stimulus
control observed when cue duration is increased by changing
the cue’s associability-salience parameter (e.g., Rescorla &
Wagner, 1972). This mechanism is largely post hoc. Changes
in outcome duration might be addressed in the same manner,
but they have received little attention because results of stud-
ies that have varied outcome duration are mixed, presumably
because the motivational properties of the outcome changed
with the duration of its presentation. A far better account of
cue and outcome durations is provided by real-time associa-
tive models (McLaren & Mackintosh, 2000; Sutton & Barto,
1981; Wagner, 1981). According to these models, the associa-
tive strength of a cue changes continuously when it is present,
depending on the activity of the outcome representation.

Reinforcement Theory. For the first 60 years of the
twentieth century, various forms of reinforcement theory
dominated the study of acquired behavior. The history of re-
inforcement theory can be traced from Thorndike’s strong law
of effect (1911; see section entitled “Instrumental Respond-
ing”) through Hull’s several models (e.g., 1952). The basic
premise of reinforcement theory was that learning did not
occur without a biologically significant reinforcer. Although
this view was long dominant, as early as Tolman (1932) there
were objections, often framed in terms of reinforcement’s
having more impact on the expression of knowledge than on
the encoding of it. Although reinforcement during training
may well accelerate the rate at which a cue-outcome relation-
ship is learned, encoding of stimulus relationships does occur
in the absence of reinforcement (unless one insists on making
esoteric arguments that every stimulus about which organ-
isms can learn has some minimal reinforcing value). This is
readily demonstrated in Pavlovian situations by the sensory
preconditioning effect (X→A training followed by A→US
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training SPC, with a subsequent test on X; Brogden, 1939)
and in instrumental situations by latent learning effects in
which the subject is not motivated when exposed to the learn-
ing relationships (Tolman & Honzik, 1930).

Conditioned Inhibition. The operations and conse-
quent changes in behavior indicative of conditioned inhibition
were described previously in this chapter. At the theoretical
level, there are three different ways that acquisition-focused
models have accounted for conditioned inhibition. Konorski
(1948) suggested that inhibitory cues elevate the activation
threshold of the US representation required for generation
of a conditioned response. Later, Konorski (1967) proposed
that inhibitory cues activated a no-US representation that
countered activation of a US representation by excitatory
associations to that stimulus or other stimuli present at test.
Subsequently, Rescorla and Wagner (1972) proposed that
conditioned inhibitors were cues with negative associative
strength. According to this view, for a specific stimulus condi-
tioned inhibition and excitation are mutually exclusive. This
position has been widely adopted, perhaps in part because
of its simplicity. However, considerable data (e.g., Matzel,
Gladstein, et al., 1988) demonstrate that inhibition and excita-
tion are not mutually exclusive (i.e., a given stimulus can pass
tests for both excitation and inhibition without intervening
training). Most acquisition-focused theories other than the
Rescorla-Wagner model allow stimuli to possess both excita-
tory and inhibitory potential simultaneously (e.g., Pearce &
Hall, 1980; Wagner, 1981).

Response Rules. Any model of acquired behavior must
include both learning rules (to encode experience) and re-
sponse rules (to express this encoded information). Acquisi-
tion-focused models, by their nature, generally have simple
response rules and leave accounts of behavioral phenomena
largely to differences in what is learned during training. For
example, the Rescorla-Wagner (1972) model simply states
that responding will be a monotonic function of associative
strength. In practice, most researchers who have tried to test
the model quantitatively have assumed that response magni-
tude is proportional to associative strength. The omission of a
specific response rule in the Rescorla-Wagner model was not
an oversight. They wanted to focus attention on acquisition
processes and did not want researchers to be distracted by
concerns that were not central to their model. However, the
lack of a specific response rule leaves the Rescorla-Wagner
model less of a quantitative model than is sometimes
acknowledged.

Information Value. The view that cues acquire associa-
tive strength to the extent that they are informative about (i.e.,
predict) an outcome was first suggested by Egger and Miller

(1963), who observed less responding to X after A→X→US
trials than after equivalent training in the absence of A
(X→US; i.e., serial overshadowing). Kamin (1968) devel-
oped the position, and it was later formalized in the Rescorla-
Wagner (1972) model. Rescorla and Wagner’s primary
concern was competition between cues trained in compound
(e.g., overshadowing and blocking). They argued that a cue
would acquire associative strength with respect to an out-
come to the extent that the outcome was not already predicted
(i.e., was surprising). If another cue that was present during
training of the target already predicted the outcome, there
was no new information about the outcome to be provided by
the cue, and hence no learning occurred. This position held
sway for several decades, became central to many subsequent
models of learning (e.g., Mackintosh, 1975; Pearce, 1987;
Pearce & Hall, 1980; Wagner, 1981), and is still popular
today. The informational hypothesis has been invoked to ac-
count for many observations, including the weak responding
observed to cues presented simultaneously with an outcome
(i.e., the simultaneous conditioning deficit). But it has been
criticized for failing to distinguish between learning and ex-
pression of what was learned. Demonstrations of recovery
(without further training) from competition between cues
trained in compound challenge the informational hypothesis
(e.g., reminder cues; Kasprow, Cacheiro, Balaz, & Miller,
1982; extinction of the competing cue; Kaufman & Bolles,
1981; and spontaneous recovery; J. S. Miller, McKinzie,
Kraebel, & Spear, 1996). Similarly problematic is the obser-
vation that simultaneous presentations of a cue (X) and out-
come appear to result in latent learning that can later be
revealed by manipulations that create a forward relationship
to a stimulus presented at test (e.g., X and US simultaneous,
Y→X, test on Y; Matzel, Held et al., 1988). Thus, both cue
competition and the simultaneous conditioning deficit appear
to be, at least in part, deficits in expression of acquired
knowledge rather than deficits in acquisition, contrary to the
informational hypothesis. Certainly, predictive power (the
focus of the informational hypothesis) is the primary function
of learning, but the process underlying learning appears to be
dissociated from this important function.

Element Emphasized

Contemporary associative models of acquired behavior were
designed in large part to account for cue competition between
cues trained in compound. Although there is considerable
reason to think that cue competition is due to factors other
than deficient acquisition (see “Multiple Cues With a Com-
mon Outcome”), most contemporary associative models
have attempted to account for cue competition through either
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the outcome’s or the cue’s becoming less effective in sup-
porting new learning. Outcome-limited associative models
are ordinarily based on the informational hypothesis, and
assume that the outcome becomes less effective in promoting
new learning because it is already predicted by the competing
cues that are presented concurrently with the target (e.g.,
Rescorla & Wagner, 1972). In contrast, cue-limited models
assume that attention to (or associability of) the target cue de-
creases as a result of the concurrent presence of competing
cues that are better predictors of the outcome than is the
target (e.g., Pearce & Hall, 1980).

As both outcome- and cue-limited models have their
advantages, some theorists have created hybrid models that
employ both mechanisms (e.g., Mackintosh, 1975; Wagner,
1981). Obviously, such hybrid models tend to be more suc-
cessful in providing post hoc accounts of phenomena. But
because they incorporate multiple mechanisms, their a priori
predictions tend to be dependent on specific parameters.
Thus, in some cases their predictions can be ambiguous un-
less extensive preliminary work is done to determine the
appropriate parameters for the specific situation. 

Temporal Window of Analysis

A central feature of any model of acquired behavior is the
frequency with which new perceptual input is integrated with
previously acquired knowledge. Most acquisition-focused
models of learning are discrete-trial models, which assume
that acquired behavior on any trial depends on pretrial knowl-
edge, and that the information provided on the trial is inte-
grated with this knowledge immediately after the trial
(i.e., after the occurrence or nonoccurrence of the outcome;
e.g., Mackintosh, 1975; Pearce & Hall, 1980; Rescorla &
Wagner, 1972). Such an assumption contrasts with real-time
models, which assume that new information is integrated
continuously with prior knowledge (e.g., McLaren &
Mackintosh, 2000; Sutton & Barto, 1981; Wagner, 1981). In
practice, most implementations of real-time models do not in-
tegrate information instantaneously, but rather do so very fre-
quently (e.g., every 0.1 s) throughout each training session. A
common weakness of all discrete-trial models (expression- as
well as acquisition-focused) is that they cannot account for the
powerful effects of cue-outcome temporal contiguity. Parsing
an experimental session into trials in which cues and out-
comes do or do not occur necessarily implies that temporal in-
formation is lost. In contrast, real-time models (expression- as
well as acquisition-focused) can readily account for temporal
contiguity effects. Real-time models are clearly more realis-
tic, but discrete-trial models are more tractable, hence less
ambiguous, and consequently stimulate more research.

Expression-Focused Models

In contrast to acquisition-focused models, in which summary
statistics representing prior experience are assumed to be all
that is retained, expression-focused models assume that a
more or less veridical representation of past experience is
retained, and that on each test trial subjects process all (or a
sample) of this large store of information to determine their
immediate behavior (R. R. Miller & Escobar, 2001). Hence,
these models can be viewed more as response rules rather
than rules for learning per se. This approach makes far
greater demands upon memory, but perhaps there is little
empirical reason to believe that limits on long-term memory
capacity constrain how behavior is modified as a function
of experience. In many respects, this difference between
acquisition- and expression-focused models is analogous
(perhaps homologous) to the distinction between prototype
and exemplar models in category learning (e.g., chapter by
Goldstone & Kersten in this volume; Ross & Makin, 1999).
A consistent characteristic of contemporary expression-
focused models of acquired behavior is that they all involve
some sort of comparison between the likelihood of the out-
come in the presence of the cue and the likelihood of the
outcome in the absence of the cue.

Contingency Models

One of the earliest and best known contingency models
is that of Rescorla (1968; also see Kelley, 1967). This
discrete-trial model posits that subjects behave as if they
record the frequencies of (a) cue-outcome pairings, (b) cues
alone, (c) outcomes alone, and (d) trials with neither (see Fig-
ure 13.1). Based on these frequencies, conditioned respond-
ing reflects the difference between the conditional probability
of the outcome given the presence of the cue, and the condi-
tional probability of the outcome in the absence of the cue
(i.e., the base rate of the outcome). Alternatively stated, stim-
ulus control is assumed to be directly related to the change in
outcome probability signaled by the cue. A conditioned exci-
tor is a cue that signals an increase in the probability of the
outcome, whereas a conditioned inhibitor is a cue that sig-
nals a decrease in that probability. This model is often quite
successful in describing conditioned responding (and causal
inference, which appears to follow much the same rules as
Pavlovian conditioning; see Shanks, 1994, for a review).
However, researchers have found that differentially weight-
ing the four types of trial frequencies (with Type 1 receiving
the greatest weight and Type 4 the least), provides an im-
proved description of the data (e.g., Wasserman et al.,
1993).
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Rescorla’s contingency (1968) model is elegant in its sim-
plicity (e.g., contingency effects are explained as increases in
trial types 2 and 3), but suffers from several problems. Unlike
most associative models, it cannot account for (a) the power-
ful effects of trial order (e.g., recency effects) because it
ignores the order in which trials occur; or (b) cue competition
effects (e.g., blocking) because it addresses only single cue
situations. For these reasons, Rescorla abandoned his contin-
gency model in favor of the Rescorla-Wagner (1972) model.
However, other researchers have addressed these deficits by
proposing variants of Rescorla’s contingency model. For ex-
ample, Cheng and Novick (1992) developed a contingency
model that, rather than incorporating all trials, includes selec-
tion rules for which trials contribute to the frequencies used
to compute the conditional probabilities. Their focal set
model succeeds in accounting for cue competition. Addition-
ally, if trials are differentially weighted as a function of
recency, contingency models are able to address trial-order
effects (e.g., Maldonado, Cátena, Cándido, & García, 1999).
Finally, although simple contingency models cannot explain
cue-outcome contiguity effects, this problem is shared with
most models (acquisition- as well as expression-focused) that
decompose experience into discrete trials. 

Comparator Models

Comparator models are similar to contingency models in
emphasizing a comparison at the time of testing between the
likelihood of the outcome in the presence and absence of the
cue. However, these models are not based on computation of
event frequencies. Currently, there are two types of com-
parator models. One focuses exclusively on comparisons of
temporal relationships (e.g., rates of outcome occurrence),
whereas the other assumes that comparisons occur on many
dimensions, with time as only one of them.

The best-known timing model of acquired behavior is
Gibbon and Balsam’s (1981; also see Balsam, 1984) scalar-
expectancy theory (SET). According to SET, conditioned re-
sponding is directly related to the average interval between
outcomes during training (i.e., an inverse measure of the pre-
diction of the outcome based on the context), and inversely re-
lated to the interval between cue onset and the outcome (i.e., a
measure of the prediction of the outcome based on the cue.
See chapter by Capaldi in this volume for models of how tem-
poral information might be represented cognitively; here, our
concern is the use of temporal information in modulating be-
havior). Like all timing models (in contrast to the other
expression-focused models), SET is highly successful in ex-
plaining cue-outcome contiguity effects and also does well in
predicting the effects of contingency degradation that occur

when the outcome is presented in the absence of the cue. Al-
though the model accounts for the CS-preexposure effect if
context exposure is held constant, it fails to explain extinction,
because latencies to the outcome are assumed to be updated
only when an outcome occurs. Scalar-expectancy theory also
fails to account for stimulus competition-interference effects.

A recent expression-focused timing model proposed by
Gallistel and Gibbon (2000), called rate-expectancy theory
(RET), incorporates many of the principles of SET, but
emphasizes rates of outcome occurrence (in the presence and
absence of the cue), rather than latencies between outcomes.
This inversion from waiting times (i.e., latencies) to rates
allows the model to account for stimulus competition-
interference effects because rates of reinforcement associated
with different cues are assumed to summate; in contrast to
SET, RET considers outcome rates attributed to nontarget
discrete cues as well as background cues. Moreover, rein-
forcement rates are assumed to change continuously with ex-
posure to the cue or to the background stimuli in the absence
of as well as with the occurrence of the outcome, thereby ac-
counting for extinction as well as the CS-preexposure effect
and partial reinforcement.

A comparator model that does not focus exclusively on
timing is the comparator hypothesis of R. R. Miller and
Matzel (1988; also see Denniston, Savastano, & Miller,
2001). In this model, responding is also assumed to be di-
rectly related to the degree to which the target cue predicts the
outcome and inversely related to the degree to which back-
ground (discrete and contextual) cues present during training
of the cue predict the outcome. The down-modulating effect
of the background cues on acquired responding depends on
the similarity of the outcome (in all aspects, including tempo-
ral and spatial attributes) that these cues predict relative to the
outcome that the target cue predicts. Thus, this model (along
with contingency theory) brings to acquired responding the
principle of relativity that is seen in many other subfields
concerned with information processing by organisms (e.g.,
Fechner’s law, the marginal value theorem of economics,
contrast effects in motivational theory, the matching law
of behavioral choice as discussed in this chapter’s section
entitled “Instrumental Responding”). The timing expression-
focused models also emphasize relativity (so-called time-
scale invariance), but only in the temporal domain. The
comparator hypothesis accounts for both contingency degra-
dation and cue competition effects through links between the
cue and background stimuli (discrete and contextual) and
links between these background stimuli and the outcome.

Conditioned Inhibition. In all of the comparator mod-
els, a conditioned inhibitor is viewed as a stimulus that
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signals a reduction in the rate or probability of reinforcement
relative to the baseline occurrence of the reinforcer during
training in the absence of the cue. This position avoids the
theoretical quandary faced by the associative views of con-
ditioned inhibition concerning the representation of (a) no-
outcome, or (b) a below-zero expectation of the outcome.

Acquisition Rules. As previously stated (Acquisition-
Focused (Associative) Models), models of acquired behav-
ior must include both acquisition rules and response rules.
In contrast to acquisition-focused models, which generally
have simple response rules and leave accounts of behavioral
differences largely to differences in what is encoded during
training, expression-focused models have simple rules for
acquisition and rely on response rules for an account of
most behavioral differences. Thus, the attenuated respond-
ing to a target cue observed, for example, in a blocking or
contingency-degrading treatment is assumed to arise not
from a failure to encode the target cue-outcome pairings, but
rather from a failure to express this information in behavior.

Accounts of Retrospective Revaluation

In the section entitled “Retrospective Revaluation,” we
described retroactive revaluation of response potential, in
which, after training with a target cue in the presence of other
stimuli (discrete or contextual), treatment of the companion
stimuli (i.e., presentation of a companion stimulus with or
without the outcome) can alter responding to the target cue.
Examples include such mediational phenomena as sensory
preconditioning—in which the mediating stimulus is paired
with the outcome; see section entitled “Second-Order Condi-
tioning and Sensory Preconditioning”—and recovery from
overshadowing as a result of extinguishing the overshadow-
ing cue (e.g., Dickinson & Charnock, 1985; Kaufman &
Bolles, 1981; Matzel et al., 1985).

Expression-focused models that accommodate multiple
cues (e.g., the comparator hypothesis and RET) generally
have no difficulty accounting for retrospective revaluation
because new experience with a companion stimulus changes
its predictive value, and responding to the cue is usually as-
sumed to be inversely related to the response potential of
companion stimuli. Thus, a retrospective change in a cue’s
response potential does not represent new learning about the
absent cue, but rather new learning concerning the compan-
ion stimuli.

In contrast, empirical retrospective revaluation is prob-
lematic to most traditional acquisition-focused models. This
is because these models assume that responding reflects
the associative status of the target cue, which is generally

assumed not to change during retrospective revaluation trials
(on which the cue is absent). But given growing evidence of
empirical retrospective revaluation, several researchers have
proposed models that allow changes in the associative status
of a cue when it is absent. One of the first of these was a re-
vision of the Rescorla-Wagner (1972) model by Van Hamme
and Wasserman (1994), which allows changes in the associa-
tive strength of an absent target cue, provided that some
associate of the target cue was present. This simple modifica-
tion successfully accounts for most instances of retrospective
revaluation, but otherwise has the same failings and suc-
cesses as the Rescorla-Wagner model (see R. R. Miller et al.,
1995). An alternative associative approach to retrospective
revaluation is provided by Dickinson and Burke (1996), who
modified Wagner’s (1981) SOP model to allow new learning
about absent stimuli. As might be expected, the Dickinson
and Burke model has many of the same successes and prob-
lems as Wagner’s model (see section entitled “Where Have
the Models Taken Us?”). A notable problem for these asso-
ciative accounts of retrospective revaluation is that other
researchers have attempted to explain mediated learning
(e.g., sensory-preconditioning and mediated extinction) with
similar models, except that absent cues have an associability
of opposite sign than that assumed by Van Hamme and
Wasserman and by Dickinson and Burke (Hall, 1996;
Holland, 1981, 1983b). Without a principled rule for deciding
when mediation will be positive (e.g., second-order condi-
tioning) as opposed to negative (e.g., recovery from
overshadowing achieved through extinction of the overshad-
owing cue), there seems to be an arbitrariness to this
approach. In contrast, the expression-focused models unam-
biguously predict negative mediation (and fail to account for
positive mediation when it is observed). That is, a change in
the response potential of a companion stimulus is always
expected to be inversely related to the resulting change in the
response potential of the target cue.

Where Have the Models Taken Us?

As previously noted (in our discussion of acquisition-focused
models), theorists have been able to develop models of
acquired behavior that can potentially account for many
observations after the fact. Any specific model can, in princi-
ple, be refuted, but classes of models, such as the families of
acquisition-focused or expression-focused models, allow
nearly unlimited possibilities for future models within that
family (R. R. Miller & Escobar, 2001). If the goal is to deter-
mine precisely how the mind processes information at the psy-
chological level, contemporary theories of learning have not
been successful because viable post hoc alternatives are often
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possible and in retrospect may appear as plausible as the a
priori model that inspired the research.

Nevertheless, models have succeeded in stimulating
experiments that identify new empirical relationships. The
models most successful in this respect are often among the
least successful in actually accounting for behavioral change.
This is because a model stimulates research only to the extent
that it makes unambiguous predictions. Models with many
parameters and variables (e.g., McLaren & Mackintosh,
2000; Wagner, 1981) can be tuned post hoc to account for
almost any observation; hence, few attempts are made to test
such models, however plausible they might appear. In con-
trast, oversimplified models such as Rescorla and Wagner
(1972) make unambiguous predictions that can be tested,
with the result that the model is often refuted. For the fore-
seeable future, a dialectical path towards theory develop-
ment, in which relatively simple models are used to generate
predictions which, when refuted, lead to the development of
relatively complex models that are more difficult to test, is
likely to persist.

INSTRUMENTAL RESPONDING

This chapter has so far focused almost exclusively on
Pavlovian (i.e., stimulus-outcome) conditioning. By defini-
tion, in a Pavlovian situation the contingency between a
subject’s responding and an outcome is zero, but in many
situations outcomes are in fact dependent upon specific
responses. That is, behavior is sensitive to the contingency
between a response and an outcome. It is obvious that such
sensitivity is often adaptive. For example, a rat will quickly
learn to press a lever for food pellets; conversely, a child who
touches a hot stove will rarely do so again. A situation in
which an organism’s behavior changes after exposure to a re-
sponse-outcome contingency is termed instrumental condi-
tioning. After reviewing Thorndike’s early work on the law
of effect and some basic definitions, this section considers
research on instrumental conditioning from three different
perspectives: associationistic, functional, and ecological-
economic.

Law of Effect: What Is Learned?

Although the idea that rewards and punishments control be-
havior dates back to antiquity, the modern scientific study of
instrumental conditioning was begun by Thorndike (1898).
He placed hungry cats in so-called puzzle boxes in which the
animal had to perform a response (e.g., pulling a loop of cord)
in order to open a door and gain access to food. Over repeated

trials, he found that the time necessary to escape gradually
decreased. To explain this result, Thorndike (1911) proposed
the law of effect, which states that stimulus-response (S-R)
connections are strengthened by a “satisfying consequence”
that follows the response. Thus, the pairing of the cats’ escape
response with food increased the likelihood that the cats
would subsequently perform the response. Aversive conse-
quences have symmetric but opposite effects; S-R connec-
tions would be weakened if an “annoying consequence” (e.g.,
shock) followed a response. The law of effect represents the
most important empirical generalization of instrumental con-
ditioning, but its theoretical significance remains in dispute.
The three perspectives considered in this section (associa-
tionistic, functional, and ecological-economic) provide dif-
ferent interpretations of the law of effect.

The Three-Term Contingency

Unlike the contingencies used in Pavlovian conditioning,
which depend on two stimuli (the cue and outcome) scheduled
independently of the subjects’ behavior, the contingencies
considered here depend on the occurrence of a response. Such
contingencies are called instrumental (i.e., the subjects’ be-
havior is instrumental in producing the outcome) or operant
(i.e., the subjects’ behavior operates on the environment).
Because different stimuli can be used to signal particular con-
tingencies (i.e., illumination of a light above a lever signals
that a rat’s pressing the lever will result in the delivery of
food), the three-term contingency has been proposed as the
fundamental unit of instrumental behavior: In the presence of
a particular stimulus (discriminative stimulus), a response
produces an outcome (reinforcer; Skinner, 1969).

In an instrumental situation, the environmentally imposed
reinforcement contingency defines a response and, not sur-
prisingly, the frequency of that response ordinarily changes
in a functional manner. Instrumental behavior can sometimes
be dysfunctional (i.e., a different response is observed than
that defined by the functional contingency), but this is the
exception rather than the rule. When dysfunctional acquired
behavior is observed, it usually reflects a prevailing con-
tingency that is unusual to the subject’s ecological niche or
contrary to its prior experience. Two good examples of dys-
functional responding are vicious circle behavior (Gwinn,
1949) and negative automaintenance (D. R. Williams &
Williams, 1969). In the former case, a previously learned re-
sponse obstructs the subject from coming in contact with a
newly introduced contingency, and in the latter case the rein-
forcement contingency (reward omission) imposed by the
experiment is diametrically opposed by a species-specific
predisposition that is highly functional in the natural habitat.
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Such dysfunctional behaviors may provide models of select
instances of human psychopathology.

Instrumental Contingencies and Schedules
of Reinforcement

There are four basic types of instrumental contingencies,
depending on whether the response either produces or elimi-
nates the outcome and whether the outcome is of positive or
negative hedonic value. Positive reinforcement (i.e., reward)
is a contingency in which responding produces an outcome
with the result that there is an increase in response
frequency—for example, when a rat’s lever press results in
food presentation, or a student’s studying before an exam
produces an A grade. Punishment is a contingency in which
responding results in the occurrence of an aversive outcome
with the result that there is a decrease in response fre-
quency—for example, when a child is scolded for reaching
into the cookie jar or a rat’s lever press produces foot shock.
Omission (or positive punishment) describes a situation in
which responding cancels or prevents the occurrence of a
positive outcome with the result that there is a decrease in re-
sponse frequency. Finally, escape or avoidance conditioning
(also called negative reinforcement) is a contingency in
which responding leads to the termination of an ongoing or
prevention of an expected aversive stimulus with the result
that there is an increase in response frequency—for example,
if a rat’s lever presses cancel a scheduled shock. Both posi-
tive and negative reinforcement contingencies by definition
result in increased responding, whereas omission and punish-
ment-avoidance contingencies by definition lead to de-
creased responding. For various reasons, including obvious
ethical concerns, it is desirable whenever possible to use al-
ternatives to punishment for behavior modification. For this
reason and practical considerations, there has been an in-
creasing emphasis in the basic and applied research literature
on positive reinforcement; research on punishment and aver-
sive conditioning is not discussed here (for reviews, see
Ayres, 1998; Dinsmoor, 1998). 

A reinforcement schedule is a rule for determining
whether a particular response by a subject will be reinforced
(Ferster & Skinner, 1957). There are two criteria that
have been widely studied: the number of responses emitted
since the last reinforced response (ratio schedules), and the
time since the last reinforced response (interval schedules).
Use of these criteria provide for four basic schedules of rein-
forcement, which depend on whether the contingency is fixed
or variable: fixed interval (FI), fixed ratio (FR), variable in-
terval (VI), and variable ratio (VR). Under an FI x schedule,
the first response after x seconds have elapsed since the last

reinforcement is reinforced. After reinforcement there is typ-
ically a pause in responding, which then begins, increasing
slowly, and about two-thirds of the way through the interval
increases to a high rate (Schneider, 1969). The temporal con-
trol evidenced by FI performance has led to extensive use
of these schedules in research on timing (e.g., the peak pro-
cedure; Roberts, 1981). With an FR x schedule, the xth
response is reinforced. After a postreinforcement pause, re-
sponding begins and generally continues at a high rate until
reinforcement. When x is large enough, responding may
cease entirely with FR schedules (ratio strain; Ferster &
Skinner, 1957). Under a VI x schedule, the first response after
y seconds have elapsed is reinforced, where y is a value sam-
pled from a distribution that has an average of x seconds.
Typically, VI schedules generate steady, moderate rates of re-
sponding (Catania & Reynolds, 1968). When a VR x sched-
ule is arranged, the yth response is reinforced, where y is
a value sampled from a distribution with an arithmetic mean
of x. Variable ratio schedules maintain the highest overall
rates of responding of these four common schedule types,
even when rates of reinforcement are equated (e.g., Baum,
1993).

Reinforcement schedules have been a major focus of re-
search in instrumental conditioning (for review, see Zeiler,
1984). Representative questions include why VR schedules
maintain higher response rates than comparable VI schedules
(the answer seems to be that short interresponse times are re-
inforced under VR schedules; Cole, 1999), and whether
schedule effects are best understood in terms of momentary
changes in reinforcement probability or of the overall rela-
tionship between rates of responding and reinforcement (i.e.,
molecular vs. molar level of analysis; Baum, 1973). In addi-
tion, because of the stable, reliable behaviors they produce,
reinforcement schedules have been widely adopted for use in
related disciplines as baseline controls (e.g., behavioral phar-
macology, behavioral neuroscience). 

Comparing Pavlovian and Instrumental Conditioning

Many of the phenomena identified in Pavlovian conditioning
have instrumental counterparts. For example, the basic rela-
tions of acquisition as a result of response-outcome pairings
and extinction as a result of nonreinforcement of the re-
sponse, as well as spontaneous recovery from extinction, are
found in instrumental conditioning (see Dickinson, 1980;
R. R. Miller & Balaz, 1981, for more detailed comparisons).
Blocking and overshadowing may be obtained for instrumen-
tal responses (St. Claire-Smith, 1979; B. A. Williams, 1982).
Stimulus generalization and discrimination characterize in-
strumental conditioning (Guttman & Kalish, 1956). Temporal
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contiguity is important for instrumental conditioning; re-
sponse rate decreases rapidly as the response-reinforcer delay
increases, so long as an explicit stimulus does not fill the in-
terval (e.g., B. A. Williams, 1976). If a stimulus does fill the
interval, it may function as a conditioned reinforcer and
acquire reinforcing power in its own right (e.g., Schaal &
Branch, 1988; although under select conditions it can attenu-
ate [i.e., overshadow] the response, e.g., Pearce & Hall,
1978). This provides a parallel to second-order Pavlovian
conditioning. Latent learning, in which learning occurs in the
absence of explicit reinforcement (Tolman & Honzik, 1930),
is analogous to sensory preconditioning. Learned helpless-
ness, in which a subject first exposed to inescapable shock
later fails to learn an escape response (Maier & Seligman,
1976), provides a parallel to learned irrelevance. Instrumental
conditioning varies directly with the response-outcome con-
tingency (e.g., Hammond, 1980). Cue-response-consequence
specificity (Foree & LoLordo, 1975) is similar to cue-to-
consequence predispositions in Pavlovian conditioning (see
Predispositions on p. 371). Overall, the number of parallels
between Pavlovian and instrumental conditioning encourages
the view that an organism’s response can function like a stim-
ulus, and that learning fundamentally concerns the develop-
ment of associative links between mental representations of
events (responses and stimuli).

Associationistic Analyses of Instrumental Conditioning

Researchers have attempted to determine what kind of asso-
ciations are formed in instrumental conditioning situations.
From an associationistic perspective, the law of effect im-
plies that stimulus-response (S-R) associations are all that is
learned. However, this view was challenged by Tolman
(1932), who argued that S-R associations were insufficient
to account for instrumental conditioning. He advocated a
more cognitive approach in which the organism was as-
sumed to form expectancies about the relation between the
response and outcome. Contemporary research has con-
firmed and elaborated Tolman’s claim, showing that in addi-
tion to S-R associations, three other types of associations
are formed in instrumental conditioning: response-outcome,
stimulus-outcome, and hierarchical associations.

Response-Outcome Associations

Several studies using outcome devaluation procedures have
found evidence for response-outcome associations. For
example, Adams and Dickinson (1981) trained rats to press
a lever for one of two outcomes (food or sugar pellets,
counterbalanced across groups), while the other outcome was

delivered independently of responding (i.e., noncontingent).
After responding had been acquired, they devalued one of
the outcomes by pairing it with induced gastric distress. In
a subsequent extinction test, rats for which the response-
contingent outcome had been devalued responded less com-
pared with rats for which the noncontingent outcome had
been devalued. Because the outcomes were never presented
during testing, Adams and Dickinson argued that the differ-
ence in responding must have been mediated by learning of
the response-outcome contingency. However, substantial
residual responding was still observed for the groups with the
devalued contingent outcome, leading Dickinson (1994,
p. 52) to conclude that instrumental training “established
lever pressing partly as a goal-directed action, mediated by
knowledge of the instrumental relation, and partly as an S-R
habit impervious to outcome devalution.”

Stimulus-Outcome Associations

Evidence for (Pavlovian) stimulus-outcome (S-O) associ-
ations has been obtained in studies that have shown greater
transfer of stimulus control to a new response that has been
trained with the same outcome than with a different outcome.
Colwill and Rescorla (1988) trained rats to make a common
response (nose poking) in the presence of two different stim-
uli (light and noise). Nose poking produced different out-
comes, depending on the stimulus (food pellets or sucrose
solution, counterbalanced across groups). The rats were then
trained to make two new responses (lever press and chain
pull), each of which produced either food or sucrose. Finally,
a transfer test was conducted in which rats could choose be-
tween lever pressing and chain pulling in the presence of the
light and noise stimuli. Colwill and Rescorla found that the
response that led to the outcome signaled by the stimulus in
the original training with the nose-poke response occurred
more frequently during test. Thus, rats were more likely to
make whichever response led to the outcome that had been
experienced in the presence of the stimulus during the nose-
poke training, which suggests they had formed stimulus-
outcome associations during that training.

Hierarchical Associations

In addition to binary associations involving the stimulus, re-
sponse, and outcome, there is evidence that organisms en-
code a hierarchical association involving all three elements.
Rescorla (1991) trained rats to make two responses (lever
press and chain pull) for two different outcomes (food and su-
crose) in the presence of a stimulus (light or noise). Rats were
also trained with the opposite response-outcome relations in
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the presence of a different stimulus. Subsequently, one of
the outcomes was devalued by pairing with LiCl. The rats
were then given a test in which they could perform either re-
sponse in the presence of each of the stimuli. The result was
that responding was selectively suppressed; the response that
led to the devalued outcome in the presence of the particular
stimulus occurred less frequently. This result cannot be ex-
plained in terms of binary associations because individual
stimuli and responses were paired equally often with both
outcomes. It suggests that the rats had formed hierarchical
associations, which encoded each three-term contingency
[i.e., S – (R-O)]. Thus, the role of instrumental discrimina-
tive stimuli may be similar to occasion setters in Pavlovian
conditioning (Davidson, Aparicio, & Rescorla, 1988).

Incentive Learning

Associations between stimuli, responses, and outcomes may
comprise part of what is learned in instrumental condition-
ing, but clearly the organism must also be motivated to per-
form the response. Although motivation was an important
topic for the neobehaviorists of the 1930s and 1940s (e.g.,
Hull, 1943), the shift towards more cognitively oriented ex-
planations of behavior in the 1960s led to a relative neglect
of motivation. More recently, however, Dickinson and col-
leagues (see Dickinson & Balleine, 1994, for review) have
provided evidence that in some circumstances, subjects must
learn the incentive properties of outcomes in instrumental
conditioning.

For example, Balleine (1992) trained sated rats to press
a lever for a novel food item. Half of the rats were later
exposed to the novel food while hungry. Subsequently, an
extinction test was conducted in which half of the rats were
hungry (thus generating four groups, depending on whether
the rats had been preexposed to the novel food while hungry,
and whether they were hungry during the extinction test).
The results were that the rats given preexposure to the novel
food item while hungry and tested in a deprived state re-
sponded at the highest rate during the extinction test.
This suggests that exposure to the novel food while in the de-
prived state contributed to that food’s serving as an effective
reinforcer. However, Dickinson, Balleine, Watt, Gonzalez,
and Boakes (1995) found that the magnitude of the incentive
learning effect diminished when subjects received extended
instrumental training prior to test. Thus, motivational control
of behavior may change, depending on experience with the
instrumental contingency.

In summary, efforts to elucidate the nature of associative
structures underlying instrumental conditioning have found

evidence for all the possible binary associations (e.g., stimulus-
response, response-outcome, and stimulus-outcome), as well
as for a hierarchical association involving all three elements
(stimulus: response-outcome). Additionally, in some situa-
tions, whether an outcome has incentive value is apparently
learned. From this perspective, it seems reasonable to assume
that these associations are acquired in the same fashion as
stimulus-outcome associations in Pavlovian conditioning. In
this view, instrumental conditioning may be considered an
elaboration of fundamental associative processes.

Functional Analyses of Instrumental Conditioning

A second approach to instrumental conditioning is derived
from Skinner’s (1938) interpretation of the law of effect.
Rather than construe the law literally in terms of S-R connec-
tions, Skinner interpreted the law of effect to mean only that
response strength increases with reinforcement and decreases
with punishment. Exactly how response strength could be
measured thus became a major concern. Skinner (1938) de-
veloped an apparatus (i.e., experimental chambers called
Skinner boxes and cumulative recorders) that allowed the
passage of time as well as lever presses and reward deliveries
to be recorded. This allowed a shift in the dependent variable
from the probability of a response’s occurring on a particular
trial to the rate of that response over a sustained period of
time. Such procedures are sometimes called free-operant (as
opposed to discrete-trial). The ability to study intensively the
behavior of individual organisms has led researchers in the
Skinnerian tradition to emphasize molar rather than molecu-
lar measures of responding (i.e., response rate aggregated
over several sessions), to examine responding at stability
(i.e., asymptote) rather than during acquisition, and to use a
relatively small number of subjects in their research designs
(Sidman, 1960). This research tradition, often called the
experimental analysis of behavior, has led to an emphasis on
various formal arrangements for instrumental conditioning—
for example, reinforcement schedules and the export of tech-
nologies for effective behavior modification (e.g., Sulzer-
Azaroff & Mayer, 1991).

Choice and the Matching Law

Researchers have attempted to quantify the law of effect by
articulating the functional relationships between behavior
(measured as response rate) and parameters of reinforcement
(specifically, the rate, magnitude, delay, and probability of
reinforcement). The goal has been to obtain a quantitative
expression that summarizes these relationships and that is
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Figure 13.2 The proportion of responses made to one of two keys as a
function of the reinforcers obtained on that key, for three pigeons responding
on concurrent VI, VI schedules. The diagonal line indicates perfect matching
(Equation 13.1). Source: From Herrnstein (1961). Copyright 1961 by the
Society for the Experimental Analysis of Behavior, Inc.

broadly applicable to a range of situations. Interestingly, this
pursuit has been inspired by research on choice—situations in
which more than one reinforced instrumental response is
available at the same time.

Four experimental procedures have figured prominently
in research on the quantitative determiners of instrumental
responding. In the single-schedule procedure, the subject
may make a specific response that produces a reinforcer ac-
cording to a given schedule. In concurrent schedules, two or
more schedules are available simultaneously and the subject is
free to allocate its behavior across the alternatives. In multiple
schedules, access to different reinforcement schedules occurs
successively, with each schedule signaled by a distinctive
(discriminative) stimulus. Finally, in the concurrent-chains
procedure (and a discrete-trial variant, the adjusting-delay
procedure), subjects choose between two discriminative stim-
uli that are correlated with different reinforcement schedules.

A seminal study by Herrnstein (1961) was the first para-
metric investigation of concurrent schedules. He arranged
two VI schedules in a Skinner box for pigeons, each schedule
associated with a separate manipulandum (i.e., plastic peck-
ing key). Reinforcement was a brief period (3 s) of access to
grain. Pigeons were given extensive training (often 30 or
more sessions) with a given pair of schedules (e.g., VI 1-min,
VI 3-min schedules) until response allocation was stable. The
schedules were then changed across a number of experimen-
tal conditions, such that the relative rate of reinforcement
provided by responding to the left and right keys was varied
while keeping constant the overall programmed reinforce-
ment rate (40/hr). Herrnstein found that the relative rate of re-
sponding to each key was approximately equal to the relative
rate of reinforcement associated with each key. His data,
shown in Figure 13.2, demonstrate what has come to be
known as the matching law:

� or alternatively stated �

(13.1)

In Equation 13.1, BL and BR are the number of responses
made to the left and right keys, and RL and RR are the rein-
forcements earned by responding at those keys. Although
Equation 13.1 might appear tautological, it is important to
note that the matching relation was not forced in Herrnstein’s
study, because responses substantially outnumbered rein-
forcers. Subsequent empirical support for the matching law
has been obtained with a variety of different species, re-
sponses, and reinforcers, and thus it may represent a general
principle of choice (for reviews, see Davison & McCarthy,
1988; B. A. Williams, 1988, 1994a). The matching law seems

RL�
RL � RR

BL�
BL � BR

RL�
RR

BL�
BR

to embody a relativistic law of effect: The relative strength
of an instrumental response depends on the relative rate of
reinforcement maintaining it, which parallels the relativism
evident in most expression-focused models of Pavlovian
conditioning (see this chapter’s section entitled, “Expression-
Focused Models”) and probability matching in the decision-
making literature.

Why Does Matching Occur?

Many investigators have accepted the matching relation as an
empirical rule for choice under concurrent VI-VI schedules.
An important goal, then, is to discover exactly why matching
should occur. Because an answer to this question might pro-
vide insight into the fundamental behavioral processes deter-
mining choice, testing different theories of matching has
been a vigorous topic of research over the past 35 years.

Shimp (1966, 1969) showed that if subjects always re-
sponded to the alternative with the immediate higher proba-
bility of reinforcement, then matching would be obtained.
According to his theory, called momentary maximizing,
responses should show a definite sequential dependence. The
reason is that both schedules run concurrently, so eventually
a response to the leaner alternative is more likely to be rein-
forced. For example, with concurrent Left Key VI 1-min,
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Right Key VI 3-min schedules, a response sequence of LLLR
maximizes the likelihood that each response will be rein-
forced. To evaluate this prediction, Nevin (1969) arranged a
discrete-trials concurrent VI 1-min, VI 3-min procedure.
Matching to relative reinforcement rate was closely approxi-
mated, but the probability of a response to the lean (i.e., VI
3-min) schedule remained roughly constant as a function
of consecutive responses made to the rich schedule. Thus,
Nevin’s results demonstrate that matching can occur in the
absence of sequential dependency (see also Jones & Moore,
1999).

Other studies, however, obtained evidence of a local struc-
ture in time allocation consistent with a momentary maxi-
mizing strategy (e.g., Hinson & Staddon, 1983). Although
reasons for the presence or absence of this strategy are not yet
clear, B. A. Williams (1992) found that, in a discrete-trials
VI-VR procedure with rats as subjects, sequential dependen-
cies consistent with momentary maximizing were found with
short intertrial intervals (ITIs), but data that approximated
matching without sequential dependencies were found with
longer ITIs. The implication seems to be that organisms use a
maximizing strategy if possible, depending on the temporal
characteristics of the procedure; otherwise matching is
obtained.

A second explanation for matching in concurrent sched-
ules was offered by Rachlin, Green, Kagel, and Battalio
(1976). They proposed that matching was a by-product of
overall reinforcement rate maximization within a session.
According to Rachlin et al., organisms are sensitive to the
reinforcement obtained from both alternatives, and they dis-
tribute their responding so as to obtain the maximum overall
reinforcement rate. This proposal is called molar maximizing
because it assumes that matching is determined by an adap-
tive process that yields the outcome with the overall greatest
utility for the organism (see section in this chapter entitled
“Behavioral Economics”). In support of their view, Rachlin
et al. presented computer simulations demonstrating that the
behavior allocation yielding maximum overall reinforcement
rate coincided with matching for concurrent VI schedules
(cf. Heyman & Luce, 1979).

A large number of studies have evaluated predictions of
matching versus molar maximizing. Several studies have
arranged concurrent VI-VR schedules (e.g., Herrnstein &
Heyman, 1979). To optimize overall reinforcement rate on
concurrent VI-VR, subjects should spend most of their time
responding on the VR schedule, occasionally switching over
to the VI to obtain reinforcement. This implies that subjects
should show a strong bias towards the VR schedule. How-
ever, such a bias has typically not been found. Instead,

Herrnstein and Heyman (1979) reported that their subjects
approximately matched without maximizing. Similar data
with humans were reported by Savastano and Fantino (1994).
Proponents of molar maximizing (e.g., Rachlin, Battalio,
Kagel, & Green, 1981) have countered that Herrnstein and
Heyman’s results can be explained in terms of the value of
leisure time. When certain assumptions are made about the
value of leisure and temporal discounting of delayed rein-
forcers, it may be difficult, if not impossible, to determine
whether matching is fundamental or a by-product of imper-
fect maximizing (Rachlin, Green, & Tormey, 1988). 

A recent experiment by Heyman and Tanz (1995) shows
that under appropriate conditions, both matching and molar
maximizing may characterize choice. In their experiment,
pigeons were exposed to a concurrent-schedules procedure
in which the overall rate of reinforcement depended on the
response allocation in the recent past (last 360 responses).
Heyman and Tanz found that when no stimuli were differen-
tially correlated with overall reinforcement rates, the pigeons
approximately matched rather than maximized. However,
when the color of the chamber house-light signaled when re-
sponse allocation was increasing the reinforcement rate, the
pigeons maximized, deviating from matching apparently
without limit. In other words, when provided with an ana-
logue instructional cue, the pigeons maximized. Heyman and
Tanz’s results strongly suggest that organisms maximize
when they are able to do so, but match when they are not, im-
plying that maximizing and matching are complementary
rather than contradictory accounts of choice.

A third theory of matching, melioration, was proposed by
Herrnstein and Vaughan (1980). The basic idea of meliora-
tion (meaning to make better) is that organisms switch their
preference to whichever alternative provides the higher local
reinforcement rate (i.e., the number of reinforcers earned di-
vided by the time spent responding at the alternative). Be-
cause the local reinforcement rates change depending on how
much time is allocated to the alternatives, matching is even-
tually obtained when the local reinforcement rates are equal.
Although the time window over which local reinforcement
rates are determined is left unspecified, it is understood to be
a relatively brief duration (e.g., 4 min; Vaughan, 1981). Thus,
melioration occupies essentially an intermediate level be-
tween momentary and molar maximizing in terms of the time
scale over which the variable determining choice is calcu-
lated. Applications of melioration to human decision making
have been particularly fruitful. For example, Herrnstein and
Prelec (1992) proposed a model for drug addiction based on
melioration, which has been elaborated by Heyman (1996)
and Rachlin (1997).
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Several studies have attempted to test the prediction of
melioration that local reinforcement rates determine prefer-
ence by arranging two pairs of concurrent schedules within
each session and then testing preference for stimuli between
pairs from different concurrent schedules in probe tests. For
example, B. A. Williams and Royalty (1989) conducted
several experiments in which probes compared stimuli corre-
lated with different local and overall reinforcement rates.
However, they found that the overall, not local, reinforce-
ment rates correlated with stimuli-determined preference in
the probes. In a similar study, Belke (1992) arranged a pro-
cedure with VI 20-s, VI 40-s schedules in one component
and VI 40-s, VI 80-s schedules in the other component.
After baseline training, pigeons’ preference approximately
matched relative reinforcement rate in both components (i.e.,
a 2 : 1 ratio). Belke then presented the two VI 40-s stimuli
together in occasional choice probes. The pigeons demon-
strated a strong (4 : 1) preference for the VI 40-s stimulus
paired with the VI 80-s. This result is contrary to the predic-
tions of melioration, because the VI 40-s paired with VI 20-s
is correlated with a greater local reinforcement rate (see also
Gibbon, 1995). 

Gallistel and Gibbon (2000) have argued that the results of
Belke (1992) pose a serious challenge not only to meliora-
tion, but also to the matching law as empirical support for the
law of effect. They described a model for instrumental choice
that was based on Gibbon (1995; see also Mark & Gallistel,
1994). According to their model, pigeons learn the interrein-
forcement intervals for responding on each alternative and
store these intervals in memory. Decisions to switch from one
alternative to another are made by a sample-and-comparison
process that operates on the stored intervals. They showed
that their model could predict Belke’s (1992) and Gibbon’s
(1995) probe results. However, these data may not be deci-
sive evidence against melioration, or indeed against any the-
ory of matching. According to Gallistel and Gibbon, when
separately trained stimuli are paired in choice probes, the
same changeover patterns that were established in baseline
training to particular stimuli are carried over. If carryover of
baseline can account for probe preference, then the probes
provide no new information beyond baseline responding. The
implication is that any theory that can account for matching
in baseline can potentially explain the probe results of Belke
(1992) and Gibbon (1995). 

Extensions of the Matching Law

Generalized Matching. Since Herrnstein’s (1961) orig-
inal study, the matching law has been extended in several

ways to provide a quantitative framework for describing data
from various procedures. Baum (1974) noted that some devi-
ations from the strict equality of response and reinforcement
ratios required by the matching law could be described by
Equation 13.2, a power function generalization of Equa-
tion 13.1:

� b� 	
a

(13.2)

Equation 13.2 is known as the generalized matching
law. There are two parameters: bias (b), which represents a
constant proportionality in responding unrelated to rein-
forcement rate (e.g., position preference); and an exponent
(a), which represents sensitivity to reinforcement rate. Typi-
cally, a logarithmic transformation of Equation 13.2 is used,
resulting in a linear relation in which sensitivity and bias
correspond to the slope and intercept, respectively. Baum
(1979) reviewed over 100 data sets and found that the gener-
alized matching law commonly accounted for over 90% of
the variance in behavior allocation (for a review of compara-
ble human research, see Kollins, Newland, & Critchfield,
1997). Thus, in the generalized form represented in Equation
13.2, the matching law provides an excellent description of
choice in concurrent schedules. Although undermatching
(i.e., a < 1) is the most common result, this may result from
a variety of factors, including imperfect discriminability of
the contingencies (Davison & Jenkins, 1985).

Matching in Single and Multiple Schedules. If the law
of effect is a general principle of behavior, and the matching
law is a quantitative expression of the law of effect, then the
matching principle should apply to situations other than con-
current schedules. Herrnstein (1970) proposed an extension
of the matching law that applied to single and multiple
schedules. His starting point was Catania and Reynolds’
(1968) data showing that response rate was an increasing,
negatively accelerated function of reinforcement rate on
single VI schedules (see Figure 13.3).

Herrnstein (1970) reasoned that when a single schedule
was arranged, a variety of behaviors other than the target
response were available to the organism (e.g., grooming, pac-
ing, defecating, contemplation). Presumably, these so-called
extraneous behaviors were maintained by extraneous (i.e.,
unmeasured) reinforcers. Herrnstein then made two assump-
tions: (a) that the total amount of behavior in any situation
was constant—that is, the frequencies of target and extrane-
ous behaviors varied inversely; and (b) that “all behavior is
choice” and obeys the matching law. The first assumption
implies that the target and extraneous response rates sum to a

RL�
RR

BL�
BR
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constant (B + Be =  k), and are maintained by rates of sched-
uled and extraneous reinforcement (R and Re), respectively.
Based on the second assumption,

� ⇒ B � (13.3)

Equation 13.3 defines a hyperbola, with two parameters, k
and Re. The denominator represents the context of reinforce-
ment for a particular response—the total amount of rein-
forcement in the situation. De Villiers and Herrnstein (1976)
fit Equation 13.3 to a large number of data sets and found that
it generally gave an excellent description of response rates
under VI schedules. Subsequent research has generally con-
firmed the hyperbolic relation between response rate and
reinforcement rate, although lower-than-predicted response
rates are sometimes observed at very high reinforcement
rates (Baum, 1993). In addition, Equation 13.3 has been
derived from a number of different theoretical perspectives
(Killeen, 1994; McDowell & Kessel, 1979; Staddon, 1977). 

Herrnstein (1970) also developed a version of the match-
ing law that was applicable to multiple schedules. In a multi-
ple schedule, access to two (or more) different schedules
occur successively and are signaled by discriminative stim-
uli. A well-known result in multiple schedules is behavioral
contrast: Response rate in a component that provides a con-
stant rate of reinforcement varies inversely with the rein-
forcement rate in the other component (see B. A. Williams,
1983, for review). Herrnstein suggested that the reinforce-
ment rate in the alternative component served as part of
the reinforcement context for behavior in the constant

kR
�
R � Re

R
�
R � Re

B
�
B � Be

component. However, the contribution of alternative compo-
nent reinforcement was attenuated by a parameter (m), which
describes the degree of interaction at a temporal distance,

B1 � (13.4)

with subscripts referring to the components of the multiple
schedule. Equation 13.4 correctly predicts most behavioral
contrast, but has difficulties with some other phenomena (see
McLean & White, 1983, for review). Alternative models for
multiple-schedule performance also based on the matching
law have been proposed that alleviate these problems
(McLean, 1995; McLean & White, 1983; B. A. Williams &
Wixted, 1986).

Matching to Relative Value. The effects of variables
other than reinforcement rate were examined in several early
studies, which found that response allocation in concurrent
schedules obeyed the matching relation when magnitude
(i.e., seconds of access to food; Catania, 1963) and delay of
reinforcement (Chung & Herrnstein, 1967) were varied.
Baum and Rachlin (1969) then proposed that the matching
law might apply most generally to reinforcement value, with
value being defined as a multiplicative combination of rein-
forcement parameters,

� � � � (13.5)

with M being reinforcement magnitude, D being delay, and V
being value.

Equation 13.5 represents a significant extension of the
matching law, enabling it to apply to a broader range of
choice situations (note that frequently a generalized version
of Equation 13.5 with exponents, analogous to Equa-
tion 13.2, has been used here; e.g., Logue, Rodriguez, Pena-
Correal, & Mauro, 1984). One of the most important of these
is self-control, which has been a major focus of research
because of its obvious relevance for human behavior. In a
self-control situation, subjects are confronted with a choice
between a small reinforcer available immediately (or after a
short delay), and a larger reinforcer available after a longer
delay. Typically, overall reinforcement gain is maximized by
choosing the delayed, larger reinforcer, which is defined as
self-control (Rachlin & Green, 1972; see Rachlin, 1995, for
review). By contrast, choice of the smaller, less delayed rein-
forcer is termed impulsivity. For example, if pigeons are
given a choice between a small reinforcer (2-s access to
grain) delayed by 1 s or a large reinforcer (6-s access to grain)
delayed by 6 s, then Equation 13.5 predicts that 67% of
the choice responses will be for the small reinforcer (i.e., the
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Figure 13.3 Response rate as a function of reinforcement rate for six
pigeons responding under VI schedules. The numbers in each panel are the
estimates of k and Re for fits of Equation 13.3. Source: From Herrnstein
(1970).
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6:1 delay ratio is greater than the 2:6 magnitude ratio). How-
ever, if the delays to both the small and large reinforcers are
increased by the same amount, then Equation 13.5 predicts a
reversal of preference. For example, if the delays are both in-
creased by 10 s, then predicted preference for the small rein-
forcer is only 33% (16:11 delay ratio is no longer enough to
compensate for the 2:6 magnitude ratio). Empirical support
for such preference reversals has been obtained in studies of
both human and nonhuman choice (Green & Snyderman,
1980; Kirby & Herrnstein, 1995). These data suggest that
the temporal discounting function—that is, the function that
relates the value of a reward to its delay—is not exponential,
as assumed by normative economic theory, but rather hyper-
bolic in form (Myerson & Green, 1995).

Choice Between Stimuli of Acquired Value

Concurrent Chains. A more complex procedure that has
been widely used in research on choice is concurrent chains,
which is a version of concurrent schedules in which re-
sponses are reinforced not by food but by stimuli that are
correlated with different schedules of food reinforcement. In
concurrent chains, subjects respond during a choice phase
(initial links) to obtain access to one of two reinforcement
schedules (terminal links). The stimuli that signal the onset of
the terminal links are analogous to Pavlovian CSs and are
often called conditioned reinforcers, as their potential to
reinforce initial-link responding derives from a history of
pairing with food. Conditioned reinforcement has been a
topic of long-standing interest because it is recognized that
many of the reinforcers that maintain human behavior (e.g.,
money) are not of inherent biological significance (see B. A.
Williams, 1994b, for review). Preference in the initial links of
concurrent chains is interpreted as a measure of the relative
value of the schedules signaled by the terminal links.

Herrnstein (1964) found that ratios of initial-link response
rates matched the ratios of reinforcement rates in the terminal
links, suggesting that the matching law might be extended to
concurrent chains. However, subsequent studies showed that
the overall duration of the initial and terminal links—the tem-
poral context of reinforcement—affected preference in ways
not predicted by the matching law. To account for these data,
Fantino (1969) proposed the delay-reduction hypothesis,
which states that the effectiveness of a terminal-link stimulus
as a conditioned reinforcer depends on the reduction in delay
to reinforcement signaled by the terminal link. According to
Fantino’s model, the value of a stimulus depends inversely on
the reinforcement context in which it occurs (i.e., value is
enhanced by a lean context, and vice versa). Fantino (1977)
showed that the delay-reduction hypothesis provided an

excellent qualitative account of preference in concurrent
chains. Moreover, there is considerable evidence for the gen-
erality of the temporal context effects predicted by the model,
as shown by the delay-reduction hypothesis’s having been
extended to a variety of different situations (see Fantino,
Preston, & Dunn, 1993, for a review).

Preference for Variability, Temporal Discounting, and
the Adjusting-Delay Procedure. Studies with pigeons and
rats have consistently found evidence of preference for vari-
ability in reinforcement delays: Subjects prefer a VI terminal
link in concurrent chains over an FI terminal link that pro-
vides the same average reinforcement rate. This implies that
animals are risk-prone when choosing between different rein-
forcement delays (e.g., Killeen, 1968). Interestingly, when
given a choice between a variable or fixed amount of food,
animals are often risk-averse, although this preference ap-
pears to be modulated by deprivation level as predicted by
risk-sensitive foraging theory from behavioral ecology (see
Kacelnik & Bateson, 1996, for a review). For example,
Caraco, Martindale, and Whittam (1980) found that juncos’
preference for a variable versus constant number of seeds in-
creased when food deprivation was greater.

Mazur (1984) introduced an adjusting-delay procedure
that has become widely used to study preference for variabil-
ity. His procedure is similar to concurrent chains in that the
subject chooses between two stimuli that are correlated with
different delays to reward, but the dependent variable is an
indifference point—a delay to reinforcement that is equally
preferred to a particular schedule. Mazur determined fixed-
delay indifference points for a series of variable-delay sched-
ules, and found that the following model (Equation 13.6)
gave an excellent account of his results: 

V � �
n

i�1
(13.6)

In Equation 13.6, V is the conditioned value of the stimulus
that signals a delay to reinforcement, d1, . . . , dn, and K is a
sensitivity parameter. Equation 13.6 is called the hyperbolic-
decay model because it assumes that the value of a delayed
reinforcer decreases according to a hyperbola (see Fig-
ure 13.4). The hyperbolic-decay model has become the lead-
ing behavioral model of temporal discounting, and has been
extensively applied to human choice between delayed re-
wards (e.g., Kirby, 1997).

General Models for Choice

Recently, several general models for choice have been pro-
posed. These models may be viewed as extensions of the
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Figure 13.4 Hyperbolic discounting function. This figure shows how the value of a re-
ward (in arbitrary units) decreases as a function of delay according to the Mazur’s (1984)
hyperbolic-decay model (Equation 13.6, with K = 0.2).

matching law, and they are integrative in the sense that they
provide a quantitative description of data from a variety of
choice procedures. Determining the optimal choice model
may have important implications for a variety of issues, in-
cluding how conditioned value is influenced by parameters of
reinforcement, as well as the nature of the temporal discount-
ing function. 

Grace (1994, 1996) showed how the temporal context ef-
fects predicted by Fantino’s delay-reduction theory could be
incorporated in an extension of the generalized matching law.
His contextual choice model can describe choice in concur-
rent schedules, concurrent chains, and the adjusting-delay
procedure, on average accounting for over 90% of the vari-
ance in data from these procedures. The success of Grace’s
model as applied to the nonhuman-choice data suggests that
temporal discounting may be best described in terms of a
model with a power function component; moreover, such a
model accounts for representative human data at least as well
as the hyperbolic-decay model does (Grace, 1999). However,
Mazur (2001) has recently proposed an alternative model
based on the hyperbolic-decay model. Mazur’s hyperbolic
value-addition model is based on a principle similar to delay-
reduction theory, and it provides an account of the data of
comparable accuracy to that of Grace’s model. Future re-
search will determine which of these models (or whether an
entirely different model) provides the best overall account of
behavioral choice and temporal discounting. 

Resistance to Change: An Alternative View 
of Response Strength

Although response rate has long been considered the standard
measure of the strength of an instrumental response, it is not

without potential problems. Response strength represents the
product of the conditioning process. In terms of the law of ef-
fect, it should vary directly with parameters that correspond to
intuitive notions of hedonic value. For example, response
strength should be a positive function of reinforcement mag-
nitude. However, studies have found that response rate often
decreases with increases in magnitude (Bonem & Crossman,
1988). In light of this and other difficulties, researchers have
sought other measures of response strength that are more con-
sistently related to intuitive parameters of reinforcement.

One such alternative measure is resistance to change.
Nevin (1974) conducted several experiments in which pi-
geons responded in multiple schedules. After baseline train-
ing, he disrupted responding in both components by either
home-cage prefeeding or extinction. He found that respond-
ing in the component that provided the relatively richer
reinforcement—in terms of greater rate, magnitude, or imme-
diacy of reinforcement—decreased less compared with base-
line responding for that component than did responding in the
leaner component. Based on these results and others, Nevin
and his colleagues have proposed behavioral momentum the-
ory, which holds that resistance to change and response rate
are independent aspects of behavior analogous to mass and
velocity in classical physics (Nevin, Mandell, & Atak, 1983).
According to this theory, reinforcement increases a mass-like
aspect of behavior which can be measured as resistance to
change.

From a procedural standpoint, the components in multiple
schedules resemble terminal links in concurrent chains be-
cause differential conditions of reinforcement are signaled by
distinctive stimuli and are available successively. Moreover,
the same variables (e.g., reinforcement rate, magnitude, and
immediacy) that increase resistance to change also increase
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preference in concurrent chains (Nevin, 1979). Nevin and
Grace (2000) proposed an extension of behavioral momen-
tum theory in which behavioral mass (measured as resistance
to change) and value (measured as preference in concurrent
chains) are different expressions of a single construct repre-
senting the reinforcement history signaled by a particular
stimulus. Their model describes how stimulus-reinforcer
(i.e., Pavlovian) contingencies determine the strength of an
instrumental response, measured as resistance to change.
Thus, it complements Herrnstein’s (1970) quantitative law of
effect, which describes how response strength measured as
response rate depends on response-reinforcer (i.e., instru-
mental) contingencies.

Ecological-Economic Analyses of
Instrumental Conditioning

A third approach towards the study of instrumental behavior
was inspired by criticisms of the apparent circularity of the
law of effect: If a reinforcer is identified solely through its
effects on behavior, then there is no way to predict in advance
what outcomes will serve as reinforcers (Postman, 1947).
Meehl (1950) suggested that this difficulty could be overcome
if reinforcers were transsituational; an outcome identified as a
reinforcer in one situation should also act as a reinforcer in
other situations. However, Premack (1965) demonstrated ex-
perimentally that transsituationality could be violated. Cen-
tral to Premack’s analysis is the identification of the reinforcer
with the consummatory response, and the importance of ob-
taining a free-operant baseline measure of allocation among
different responses. His results led to several important recon-
ceptualizations of instrumental behavior, which emphasize
the wider ecological or economic context of reinforcement in
which responding—both instrumental (e.g., lever press) and
contingent (e.g., eating)—occurs. According to this view, re-
inforcement is considered to be a molar adaptation to the con-
straints imposed by the instrumental contingency, rather than
a molecular strengthening process as implied by the law of ef-
fect. Two examples of such reconceptualizations are behavior
regulation theory and behavioral economics.

Behavior Regulation

Timberlake and Allison (1974) noted that the increase in
responding associated with reinforcement occurred only if
the instrumental contingency required that the animal per-
form more of the instrumental response in order to restore the
level of the contingent (consummatory) response to baseline
levels. For example, consider a situation in which a rat is
allowed free access to a running wheel and drinking tube

during baseline. After recording the time allocated to these
activities when both were freely available, a contingency is
imposed such that running and drinking must occur in a fixed
proportion (e.g., 30 s of running gives access to a brief period
of drinking). If the rat continued to perform both responses at
baseline levels, it would spend far less time drinking—a con-
dition Timberlake and Allison (1974) termed response depri-
vation. Because of the obvious physiological importance of
water intake, the solution is for the rat to increase its rate of
wheel running so as to maintain, as far as possible, its base-
line level of drinking. Thus, reinforcement is viewed as an
adaptive response to environmental constraint. 

According to behavior regulation theory (Timberlake,
1984), there is an ideal combination of activities in any given
situation, which can be assessed by an organism’s baseline al-
location of time across all possible responses. The allocation
defines a set point in a behavior space. The determiners of set
points may be complex and depend on the feeding ecology of
the particular species (e.g., Collier, Hirsch, & Hamlin, 1972).
The effect of the instrumental contingency is to constrain the
possible allocations in the behavior space. For example, the
reciprocal ratio contingency between running and drinking
previously described implies that the locus of possible alloca-
tions is a straight line in the two-dimensional behavior space
(i.e., running and drinking). If the set point is no longer possi-
ble under the contingency, the organism adjusts its behavior
so as to minimize the distance between obtained allocation
and the set point. Similar regulatory theories have been pro-
posed by Allison, Miller, and Wozny (1979), Staddon (1979),
and Rachlin and Burkhard (1978). Although regulatory theo-
ries have been very successful at describing instrumental
performance at the molar level, they have proven somewhat
controversial. For example, the critical role of deviations from
the set point seems to imply that organisms are able to keep
track of potentially thousands of different responses made
during the session, and able to adjust their allocation accord-
ingly. Opponents of regulatory theories (e.g., see commen-
taries following Timberlake, 1984) claim this is unlikely and
that the effects of reinforcement are better understood at a
more molecular level. Perhaps the most likely outcome of this
debate is that molar and molecular accounts of instrumental
behavior will prove complementary, not contradictory.

Behavioral Economics

An alternative interpretation of set points is that they repre-
sent the combination of activities with the highest subjective
value or utility to the organism (e.g., so-called bliss points).
One of the fundamental assumptions of economic choice
theory is that humans maximize utility when allocating their
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resources among various commodities. Thus, perhaps it is not
surprising that economics would prove relevant for the study
of instrumental behavior. Indeed, over the last 25 years re-
searchers have systematically applied the concepts of micro-
economic theory to laboratory experiments with both human
and nonhuman subjects. The result has been the burgeoning
field of behavioral economics (for review, see Green &
Freed, 1998). Here, we consider the application of two im-
portant economic concepts—demand and substitutability—
to instrumental behavior. 

Demand. In economics, demand is the amount of a
commodity that is purchased at a given price. The extent to
which consumption changes as a function of price is a de-
mand curve. When consumption of a particular commodity
shows little or no change when its price is increased, demand
is said to be inelastic. Conversely, elastic demand refers to a
situation in which consumption falls with increases in price.
Researchers have studied elasticity of demand in nonhumans
by manipulating price in terms of reinforcement schedules.
For instance, if rats’ lever pressing is reinforced with food
according to an FR 10 schedule, changing the schedule to
FR 100 represents an increase in price. 

For example, Hursh and Natelson (1981) trained rats to
press a lever for food reinforcement; a second lever was also
available that produced a train of pulses to electrodes im-
planted in the lateral hypothalamus (ESB). Responses to
both levers were reinforced by concurrent (and equal) VI, VI
schedules. As the VI schedule values were increased, con-
sumption of food remained constant, whereas the number
of ESB reinforcers earned decreased dramatically (see Fig-
ure 13.5). Thus, demand for food was inelastic, whereas

demand for ESB was highly elastic. In economic terms, dif-
ferences in elasticity can be used to identify necessities (i.e.,
food) and luxuries (i.e., ESB).

Substitutability. Another concept from economics that
has proven useful for understanding instrumental behavior is
substitutability. In Herrnstein’s (1961) original research lead-
ing to the matching law and in many subsequent studies (see
this chapter’s section titled “Choice and the Matching Law”),
the reinforcers delivered by the concurrently available alter-
natives were identical and therefore perfectly substitutable.
However, organisms must often choose between alternatives
that are qualitatively different and perhaps not substitutable.
In economics, substitutability is assessed by determining
how the consumption of a given commodity changes when
the price of another commodity is increased. To the extent
that the commodities are substitutable, consumption should
increase. For example, Rachlin et al. (1976) trained rats to
press two levers for liquid reinforcement (root beer, or a non-
alcoholic Tom Collins mix) on concurrent FR 1, FR 1 sched-
ules. Rats were given a budget of 300 lever presses that they
could allocate to either lever. Baseline consumption for one
rat is shown in the left panel of Figure 13.6, together with the
budget line (heavy line) indicating the possible range of
choices that the rat could make. Rachlin et al. then doubled
the price of root beer (by reducing the amount of liquid per
reinforcer) while cutting the price of the Tom Collins mix in
half (by increasing the amount). Simultaneously they in-
creased the budget of lever presses so that rats could still ob-
tain the same quantity of each reinforcer as in baseline. Under
these conditions, the rats increased their consumption of Tom
Collins mix relative to root beer. Next, the investigators cut
the price of root beer in half and doubled the price of Tom
Collins mix, and the rats increased consumption of root beer.
This shows that root beer and Tom Collins mix were highly
substitutable as reinforcers; rats’ choice shifted towards
whichever commodity was cheaper. In a second baseline con-
dition, the rats chose between food and water. Rachlin et al.
then increased the price of food by 67% by reducing the num-
ber of pellets per reinforcer. Again the budget of lever presses
was increased so that the rats could continue to earn the same
quantities as in baseline. However, as the right panel of Fig-
ure 13.6 shows, increasing the price of food had little effect
on consumption. Although water was now relatively cheaper,
the rats continued to earn approximately the same amount of
food, demonstrating that food and water are nonsubstitutable
as reinforcers. Thus, the concept of substitutability is useful
for understanding choice between qualitatively different rein-
forcers, as it helps to specify how allocation will shift when
the instrumental contingencies (i.e., prices) are changed. 

Figure 13.5 Number of food (square) and ESB (diamond) reinforcers
earned per day by rats responding under concurrent (and equal) VI, VI
schedules. Consumption of ESB reinforcers decrease as schedule values
increase, indicating elastic demand. In contrast, number of food reinforcers
remains approximately constant, showing inelastic demand. Source: After
Hursh and Natelson (1981).
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Figure 13.6 The left panel shows consumption of root beer and Tom Collins mix for one rat given a budget of 300 lever presses in baseline (square). When the
price of root beer or Tom Collins mix was changed, consumption shifted towards the now-cheaper commodity, demonstrating that the outcomes were substi-
tutable. The right panel shows results for the same rat’s choosing between food and water reinforcers. In contrast, a price manipulation had little effect on con-
sumption, demonstrating that food and water were nonsubstitutable. See text for more explanation. Source: After Rachlin et al. (1976).

Summary

As noted in the introduction to this section, Thorndike’s pio-
neering studies with cats in puzzle boxes were the first system-
atic investigation of instrumental conditioning. Research on
instrumental conditioning since then may be viewed as attempts
to understand the empirical generalization of positive reinforce-
ment that Thorndike expressed as the law of effect. The associ-
ationistic tradition (see this chapter’s section titled “Associative
Analyses of Instrumental Conditioning”) describes the content
of learning in instrumental situations in terms of associations
that develop according to similar processes as Pavlovian
conditioning. The experimental analysis of behavior (see this
chapter’s section titled “Functional Analyses of Instrumental
Conditioning”), derived from the work of B. F. Skinner, repre-
sents a more functional approach and attempts to describe the
relations between behavior and its environmental determiners,
often in quantitative terms. A third perspective is offered by
research that has emphasized the importance of the wider eco-
logical or economic context of the organism for understanding
instrumental responding (see this chapter’s section titled
“Ecological-Economic Analyses of Instrumental Condition-
ing”). These research traditions illuminate different aspects of
instrumental behavior and demonstrate the richness and contin-
ued relevance of the apparently simple contingencies first
studied by Thorndike over a century ago.

CONCLUSIONS

The study of learning and conditioning—basic information
processing—is less in the mainstream of psychology today
than it was 30–50 years ago. Yet progress continues, and

there are unanswered questions of considerable importance to
many other endeavors, including treatment of psychopathol-
ogy (particularly behavior modification), behavioral neuro-
science, and education, to name but a few. New animal
models of psychopathology are the starting points of most
new forms of therapeutic psychopharmacology. In behavioral
neuroscience, researchers are attempting to identify the
neural substrates of behavior. Surely this task demands an ac-
curate description of the behavior to be explained. Thus, the
study of basic behavior sets the agenda for much of neuro-
science. Additionally, the study of basic learning and infor-
mation processing has many messages for educators. For
example, research has repeatedly demonstrated that distractor
events, changes in context during training, and spacing of
training trials all attenuate the rate at which behavior is ini-
tially altered (e.g., see chapter by Johnson in this volume).
But these very procedures also result in improved retention
over time and better transfer to new test situations. These are
but a few of the continuing contributions stemming from the
ongoing investigation of the principles of learning and basic
information processing.
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Animal cognition is of concern not only to psychologists but to
numerous other scientists in diverse fields. It may be said that
there has been an explosion of interest in animal cognition in
recent years. Two of the major but independent factors respon-
sible for this increase in interest are a dissatisfaction with
“simpler” associative approaches to animal behavior and the
application of evolutionary thinking to an increasing number
of problem areas. Rejecting associationism is not new (see,
e.g., Lashley, 1951). Nor is applying evolution to cognition
new, Darwin (1871) himself being a devotee of that approach.
Increasingly, however, biologists and psychologists, among
others, are turning to the study of animal behavior, if not ani-
mal cognition, within the context of evolution.

Behaviorism was an early dominant movement in
American psychology. It suggested that the subject matter of
psychology was behavior, and that behavior was best investi-
gated employing animals, particularly in learning situations.
Moreover, behavior was to be explained by eschewing men-
tal states as explanatory devices while emphasizing learned
associations, particularly associations between stimuli and
responses. Two prominent exceptions to these more or less
orthodox behavioristic views were those of Edward Chase
Tolman (1932) and B. F. Skinner (1938). Tolman (1948) saw
himself as a cognitive or purposive behaviorist and con-
sidered forms of explanations in addition to associations—
for example, cognitive representations such as maps of spa-
tial relations in the environment. For Skinner (a radical
behaviorist), on the other hand, even associations were too

mentalistic: Skinner rejected all forms of mentalistic expla-
nation. Clark Hull’s (1943) form of behaviorism, developed
from the 1930s to the 1950s, was quite popular. In Hull’s sys-
tem, internal processes mediated between external stimuli
and overt responses, but mediational events were not mental
states. Rather, they were internal stimuli (e.g., stimuli arising
from response feedback) and fractional forms of overt re-
sponses (e.g., small chewing movements).

Two basic learning processes were favored by the early
behaviorists; these processes remain popular today. In one,
Pavlovian conditioning, stimuli are presented without regard
to the animal’s behavior. For example, a tone might be pre-
sented for a brief period, followed by food. Learning would
be indexed by salivation, initially elicited by food, but later
occurring to the tone. Interestingly, many Pavlovian phenom-
ena obtained in birds and rats appear to take a similar form in
humans (e.g., Wasserman & Berglan, 1998). In the other pop-
ular procedure, instrumental conditioning, reinforcement is
contingent on responding in the presence of some stimulus.
For example, a tone might signal a hungry rat to receive food
by pressing a bar. Pavlovian and instrumental conditioning
are treated at length by Miller and Grace; see their chapter in
this volume.

In the 1970s there arose within animal psychology a
renewed concern with animal cognition (see, e.g., Hulse,
Fowler, & Honig, 1978). This movement had several char-
acteristics worth mentioning. It was concerned with prob-
lems not emphasized, or even recognized, within the broad
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conventional behavioristic approach to animal behavior—for
example, how animals manage to get from one place to an-
other (spatial learning). It was also concerned in considerable
part with either augmenting, or in some cases replacing (see,
e.g., Hulse & Dorsky, 1977), interpretations that stress asso-
ciations between stimuli and responses with more cognitively
slanted views. For example, in learning to go from one spatial
location to another, do animals form a representation or map
of the environment à la Tolman’s cognitive map? Finally, it
was concerned with investigation in animals’ problems often
investigated in people, for example, concept learning, list
learning, numerical abilities, and so on.

Although the previously described approach to animal
cognition has produced much in the way of useful data and
theory, it can be said to be incomplete in some important re-
spects. For one, the approach tended to emphasize behaviors
acquired on the basis of an individual animal’s experience.
Accordingly, it tended to ignore interesting behaviors shared
by most (if not all) members of a particular species that
appear to have relatively little in common in the way of a
learning component. As we shall see, many such behaviors
are controlled by internal mind-brain states normally associ-
ated with behaviors that are commonly classified as cogni-
tive. In considering such species-characteristic behaviors, it
would be well to keep in mind that all behaviors are the result
of an interaction of environmental and genetic components.
Progress in understanding animal cognition, if not cognition
generally, may have much to gain by better understanding the
processes controlling the behavior of sonar (for example)
using bats, dancing bees, and bower-building birds, to men-
tion only a few species that display interesting species-
specific behaviors.

Other movements arising outside orthodox psychology
have contributed substantially to our understanding of animal
behavior and cognition. These include ethology, cognitive
ethology, and evolutionary biology and psychology. Ethol-
ogy, at its inception in the 1930s, was initially concerned with
investigating the so-called “species-typical behavior” of ani-
mals in their normal environments in the wild. As ethology
developed, it subsequently came to embrace laboratory stud-
ies as well, at least in some instances. An example of an initial
concern in ethology would include filial imprinting in, say,
ducklings, in which baby ducklings learn to follow their par-
ents and parents learn to recognize their own progeny (e.g.,
Hoffman, 1978). As an example of the subsequent laboratory
concern, we could mention lab studies of song acquisition in
various species of birds (e.g., Marler, 1987; Marler & Peters,
1989). Both sorts of studies have contributed to our under-
standing of animal behavior. For example, the imprint-
ing studies indicate that receptivity to certain classes of
events has a developmental basis. The song-learning studies

indicate, among other things, that some bird species can more
easily learn the songs of their own species than those of some
other species.

Cognitive ethology, influenced considerably by the work
of the biologist Donald Griffin (1992), who pioneered work
on echolocation in bats, emphasized (contrary to behavior-
ism) animal consciousness, awareness, and intentions. For
example, when a plover leads a fox away from its nest and
eggs by dragging a wing on the ground and then flies away
vigorously when the fox is some distance from the nest, does
the bird knowingly intend to deceive the fox? According to
Griffin (1992), in stark disagreement with Skinner, a proper
understanding of animal behavior necessarily entails inquir-
ing into questions of subjective awareness. Consider the bat
myotis. While cruising for food at night it emits ultrasonic vo-
calizations in particular directions. At cruising speed it emits
about 10 clicks/s. On detecting an insect the bat homes in on
its prey, raising its clicking rate to as many as 200 clicks/s. As
the bat emits pulses at such high rates and considerable in-
tensity, it in effect turns off its ears as the sound goes out—
otherwise its ears would be injured. The bat’s ear muscles
relax at the cessation of outputting the pulses so as to be sen-
sitive to the returning echo. This process of send signal (tense
muscles) and receive signal (relax muscles) can go as high as
50 cycles/s. A bat can determine the distance of its prey as
well as its direction of movement, and can distinguish its own
cries from those of its numerous hunting companions. Some
insects have developed the capacity to take evasive action
when detected by the bats, by going into dives and the like,
yet they are often captured nevertheless. Clearly, the sonar
system of some bats is extremely complicated, involving pre-
cise information processing on a split-second basis (see, e.g.,
Dawkins, 1996). As in the case of the plover, cognitive ethol-
ogists want to know how much of the complex information
processing of the bat is under conscious, intentional control.
As many have indicated, however, it may not be possible to
determine what is going on in the mind of another species.

Ecologists are concerned with determining the interrela-
tionship between an organism and its environment, often
integrating experimental psychology with evolutionary biol-
ogy to do so. An ecologist might investigate whether two
closely related bird species have similar or different patterns
of behaviors ranging from mating to food storage. In inves-
tigating such problems, ecologists pay close attention to
such processes as perception, learning, and cognition, and in
these respects have much in common with experimental
psychologists.

Evolutionary biologists and psychologists are distin-
guished from some others concerned with animal cognition,
most prominently by their particular conception of the mind-
brain mechanisms controlling behavior. Their view is that the
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brain is composed of numerous specific mechanisms, often
called modules, that are designed by evolution to solve spe-
cific problems. This theory of modularity is more or less
universally accepted at the sensory level (e.g., eyes to solve
the problem of sight) and at the level of organs (e.g., the heart
to solve the problem of pumping blood), but is controversial
at the level of higher order central processes (e.g., a module
in the brain for the preference for one’s own kin) (see, e.g.,
Fodor, 1983).

One informative view of how various environmental fac-
tors interact with mental modules or specific problem-solving
devices was proposed by Pinker (1994) (see Figure 14.1).
The mental modules, which are built by heredity to solve
some specific problem (e.g., speaking with others), are mod-
ified by the environment (e.g., hearing English rather than
French) and by skills, knowledge, and values (e.g., knowing
to speak when important information is to be conveyed). The
approach shown in Figure 14.1 contrasts with a view of mind
that is widespread in psychology in general and with a view
of evolution held by many psychologists. Many psycholo-
gists tend to favor the idea that the mind is best conceptual-
ized as a general problem-solving device, a device that can be
applied to many different problems. As for evolution, many
psychologists believe, implicitly if not explicitly, in what is
known as continuity—for example, some process such as in-
telligence increases gradually and progressively from (say)
birds to humans.

A compromise between the general computer versus
specific models view is sometimes suggested. For example,
Mithen (1996)—an archeologist—believes, on the basis of
the fossil evidence and evidence from comparing various
species of animals, that in humans the mental modules, rather
than being completely independent or encapsulated, are ca-
pable of interacting with each other. In any event, evolution-
ary psychology rejects what has come to be known as the
standard social science model, or SSSM. The SSSM, in brief,
suggests that while animals may be controlled by biology,
humans are responsive to culture. Dominated by learning,

humans are molded by culture through a system of rewards
and punishments, according to the SSSM. Whether some an-
imals can be said to possess culture will be considered in the
final section of this chapter.

The belief of evolutionary biologists and psychologists is
that the mind consists (to use an analogy) of numerous spe-
cialized computers, each designed to solve some particular
problem. This approach rules out, as is perhaps apparent,
continuity in favor of the idea that animals that face particu-
lar problems evolve specialized learning and cognitive mech-
anisms to deal with those problems. To put the matter bluntly,
a rat, a monkey, and a chimpanzee do not represent, only or
necessarily, animals of increasing intelligence approaching
that of a human being. There may indeed be some gain in
learning ability over these species, but each at the same time
has evolved specialized mechanisms to deal with the particu-
lar problems it faces in its own environment. For example,
bees, which in some respects lack the learning abilities of
rats, seem nevertheless to be better able to communicate the
location of a food source to their conspecific than are rats.
Bees, of course, communicate the distance and direction of a
food source to their conspecifics by doing what is called
a dance in the hive. To use another example closer to home,
language, rather than having evolved slowly over many
different species, may be a specialized ability in humans
lacking in any significant respect in any other species. Most
notably the much-investigated chimpanzee. If this is the case,
then the considerable effort expended to teach dolphins,
gorillas, and especially chimpanzees language may be less
worthwhile, theoretically speaking, than the trainers of these
animals might hope.

As the previous example may imply, evolutionary biolo-
gists and psychologists believe that at least some problems
investigated by social scientists, who have an outdated con-
ception of evolution, are a waste of time and effort. As
Symons (1987, 1992) has noted, social scientists sometimes
postulate explanatory mechanisms that could not possibly
have survived if current evolutionary thinking is correct. As a
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Figure 14.1 From Pinker’s (1994) book The Language Instinct, which shows how heredity, environ-
ment, skills, knowledge, and values interact to influence the innate psychological mechanisms that
cause behavior.
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more-or-less general example of what Symons has in mind,
we might cite a belief that flows from the SSSM, that differ-
ences between individuals reared in different cultures are en-
tirely due to culture itself—that is, to learning (see Tooby &
Cosmides, 1992). According to this view, our species has a
nature, but that nature, except for a few simple instincts, is
entirely malleable. As indicated, evolutionary biologists and
psychologists suggest, on the other hand, that brains, both
human and animal, consist of many special-purpose devices,
some of which may be widely shared over species, others of
which may be common to only a few species, but that in any
case constrain how experience (culture in humans) will affect
the behavior of that species (see Figure 14.1).

WHAT IS ANIMAL COGNITION?

The question What is animal cognition? has at least two an-
swers. One is that it consists of all those topics treated in the
last few chapters of animal-learning textbooks that are other-
wise primarily concerned with Pavlovian and instrumental
conditioning. This would include such topics as serial learn-
ing counting, language acquisition, concept learning, and the
like. Another answer is that cognition may be identified with
particular processes such as information processing, internal
representations, attention, memory, and so on. Whatever
one’s approach to animal cognition, it is the case (as we will
attempt to demonstrate in this section) that distinguishing be-
tween the cognitive versus the noncognitive is difficult and in
some cases perhaps even arbitrary.

Consider the idea that cognition involves the internal pro-
cessing of information—a very reasonable suggestion. Keep
in mind, however, that there are behaviors under the control
of complex information processing that are not normally
classified as cognitive. For example, the hunting behavior of
bats, briefly described earlier, involves real-time computa-
tions of the prey’s distance, its speed of movement, its direc-
tion of movement, its moment-by-moment evasive actions,
and the like. Surely some of the bat’s hunting behavior is
learned: It may learn with experience to identify the prey’s
species by the configuration of the returning echo. Yet
equally surely, much of the bat’s complex, rapid information
process is “hardwired” into its brain. Nor is the bat an excep-
tion. Bees, as indicated, after locating a food source must fly
back to the hive where they communicate to their sisters the
direction and distance of the desired commodity by doing
what is called a dance that their sisters “comprehend”. Not
only are the bees engaging in complex information process-
ing, but the dance symbolizes or represents such parameters
as the direction and distance of the food source. Essentially,

the nervous systems of the watcher bees interpret particular
dance movements as indicators of the distance and direction
of the food sources.

Representation is involved when an isomorphism occurs
between different events, say, between brain or nervous-
system states and aspects of the environment. The bees’ rep-
resentations may be, relatively speaking, simple. Imagine,
however, if you will, how complex the bat’s auditory repre-
sentations of its prey must be. In real time it computes and
updates its prey’s location, speed, direction of movement,
and so on. As Dawkins (1976) has indicated, were bats able
to do so they might find our species’ reliance on visual pro-
cessing as strange and mysterious as we find their reliance on
auditory processing. Many researchers may be reluctant to
consider such behaviors as involving cognition, however, for
the following reasons. A hallmark of cognition according to
some, is that it allows animals to modify their behaviors to
deal with a changing and unpredictable environment. Cogni-
tion, according to this view, allows animals to behave in a
flexible manner in novel environments. Responses that are
hardwired, so to speak, cannot, properly speaking, be consid-
ered cognitive. Consider language in people, however. Ac-
cording to some of the major authorities in the field the
capacity to acquire language is innate in humans and can be
described as an instinct (e.g., Bickerton, 1998; Pinker, 1994).
Thus it is possible that understanding of, say, sonar use in
bats may contribute to better understanding of language ac-
quisition in humans, or, indeed, vice versa. On this basis, one
may suggest that too sharp a distinction between hardwired
behaviors, particularly complicated and elaborate ones, and
cognition may not be useful.

Decision making and problem solving may properly be re-
garded as cognitive activities—but who can doubt that bats
and bees (to use our familiar examples) are making numerous
decisions (to dive when prey dives) and solving significant
problems (to forage for food and return to hive to dance)
when engaged in their normal activities? Consider another
example of decision making. Male bower birds build large,
elaborate nests that they decorate with brightly colored ob-
jects in the hope of attracting a female. If the nest fails in this
regard, the male bird tears down the nest and builds a new
one. Nest building by bower birds improves with experience,
older birds building better nests than younger birds. Is bower
building, therefore, an instance of flexible decision-making
behavior in the face of novel circumstances, or is it merely
hardwired? In any event, a cognitive ethologist might impute
purpose and awareness to the bower birds’ nest building,
perhaps more purpose and awareness than some might
find reasonable. Yet, might we be equally unreasonable in
going to the other extreme, dismissing the male bower bird’s
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nest-building activity as totally irrelevant to matters of ani-
mal cognition?

As indicated, current animal-learning textbooks often treat
Pavlovian and instrumental conditioning separately from ani-
mal cognition. However, there are interpretations of Pavlovian
conditioning in terms of attention (e.g., Mackintosh, 1975)
and information processing (e.g., Pearce & Hall, 1980). To
mention a final example, many orthodox instrumental learning
phenomena, ranging from reward schedule effects to bright-
ness discrimination learning, have been said to involve com-
plex memorial processes (e.g., Capaldi, 1994). Thus, just as
the distinction between hardwired behavior and cognition
may be too sharply drawn, so too might the distinction be-
tween learning and cognition.

COGNITIVE PROCESSES

Perception

Interestingly, built into the perceptual systems of animals are
decision processes of the sort that could otherwise be medi-
ated by learning or cognition. For example, the eye of a ver-
tebrate is a complicated mechanism shaped by evolution to
solve problems of importance to a given species in its partic-
ular environment. The senses, therefore, may be regarded as
information-processing devices. Consider some examples.
Frogs have retinal “bug detectors.” The retina of the rabbit
contains several specialized mechanisms, including a “hawk
detector.” Different species of birds have different retinal dis-
tributions of photoreceptors shaped by their particular envi-
ronments. As one example, birds of prey, which tend to hunt
from above, have the densest array of photoreceptors in the
section of the retina that views the ground. Moreover, the
placement of eyes in the head varies according to an animal’s
lifestyle. In some animals, our species included, the eyes face
toward the front. In other species, the eyes are placed more to
the side of the head so as to better view stimuli from the sides
and behind. To consider still another example, bees and some
species of birds are able to detect ultraviolet light.

Some ant species send out foragers who follow more or
less random paths in their explorations. On the way out the
scouts lay down a train of scent molecules, or pheromones.
When a scout finds food it returns to the colony. A scout find-
ing more nearby food returns to the nest sooner and thus lays
down a stronger scent path. Other ants follow the stronger
path. A longer path leading to food, discovered by any other
scout, gets less traffic and its scent fades as the pheromones
evaporate. This apparently simple sensory solution to a prob-
lem of importance to the survival of ants has, according to

Peterson (2000), suggested to engineers and computer scien-
tists “powerful computational methods for finding alternative
traffic routes over congested telephone lines and novel algo-
rithms for governing how robots operating independently
would work together” (p. 314). Moreover, some computer
scientists have devised software to solve complex problems
by mimicking the pheromone-following behavior of ants.

All of the previously cited examples, from ants to bees to
frogs to birds to rabbits (not to mention echolocating in bats),
indicate that sensory systems of animals have evolved to
solve significant problems. Thus these systems, if not cogni-
tive themselves, are at least in some instances the gateways to
cognition, and they solve problems that would otherwise in-
volve cognition. Moreover, a better understanding of these
sensory systems, whether it be of pheromone-sensing ants, or
of echolocation-using bats, may provide important clues to
the operation of higher level cognitive processes.

Discrimination Learning and Categorization

In a discrimination learning study a hungry rat might be re-
warded with food for responding to one stimulus, say, black
(B), and nonrewarded for responding to another stimulus,
say, white (W). The two stimuli may be presented separately
on different trials (successive training) or together in the
same trial (simultaneous training). In successive training,
discrimination learning might be indexed by more vigorous
responding to B (called the positive cue, in this case, B+ )
than to W (called the negative cue, W– ). In simultaneous
training, B might appear irregularly on the left (B + W– ) on
half the trials and on the right (W – B+) on the remaining
half. Discrimination learning might be indexed by the ani-
mal’s selection of B+ when it is either to the left or to the
right of W– .

Discrimination learning has been and continues to be a
major battleground between theories that stress associations
and theories that stress other processes such as cognition or
perception. Spence’s (1936, 1937) theory of discrimination
learning is a good example of a more or less orthodox asso-
ciative theory that has battled successfully with various
nonassociative views. Spence’s theory suggests that all stim-
uli falling on the receptors when a response is made become
excitatory when rewarded (i.e., such stimuli elicit responding)
and that all stimuli falling on the receptors when a response is
made become inhibitory when nonrewarded (e.g., such stim-
uli oppose responding). Both excitation and inhibition gen-
eralize to similar stimuli (stimulus generalization), and net
excitation (excitation minus inhibition) regulates responding.
This deceptively straightforward and simple theory is quite
powerful. First, it can explain many discrimination learning
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phenomena. Second, the theory is general and can be used, for
example, to explain the acquisition of concepts or categories,
as will be explained shortly.

Spence’s theory, as indicated, suggests that a variety of
stimuli simultaneously become excitatory when rewarded
and inhibitory when nonrewarded . Lashley (1929) opposed
Spence on this score, suggesting instead the more cognitive
view that animals selectively attend to stimuli. Discrimina-
tion learning, according to Lashley, consists of successively
eliminating, one by one, stimuli that fail to predict success-
fully, the animal ultimately fastening on the relevant stimulus
dimension. Lashley’s attentional-cognitive view was not sup-
ported by experiments showing that reversal of the positive
and negative cues (i.e., B +W – to W + B –) while animals
were still responding at a chance level (50% correct) on the
original problem ( B + W–) produced serious retardation in
learning the reversal ( W+B –). Such retardation should not
occur, according to Lashley, because animals responding at a
chance level have not (by definition) isolated the relevant
stimulus dimension; thus, reversing the S+ and S – cues
should not influence the final solution, which is contrary to
fact. Attentional theories that assume animals can attend to
two or more stimuli simultaneously are better able to deal
with the reversal findings described previously (see, e.g.,
Sutherland & Mackintosh, 1971). Spence’s theory predicts,
of course, that reversing the S+ and S – cues when the ani-
mal is responding at a 50% level will have a deleterious effect
on discriminative responding. This is because animals re-
sponding at a 50% (or chance) level have nevertheless
learned something about the S+ and S – cues, enough to re-
tard reversal learning.

Gestalt psychology, which emphasized perception, ex-
plained discrimination learning in terms of learning rela-
tionships between stimuli. In a B + W– discrimination, for
example, the animal would not learn that B is excitatory and
W is inhibitory, as Spence suggested, but rather would learn
to select the darker of the two stimuli. Offered as support for
the Gestalt view was the phenomenon of transposition. For
example, an animal that learned to select medium gray (posi-
tive) over light gray (negative) might, in a subsequent test
phase, when given a choice between the medium gray and a
newly introduced dark gray, actually select the novel dark
gray because it is the darker of the two stimuli.

Spence’s arguments with Lashley and the Gestalt psychol-
ogists illustrate an important point suggested earlier: Discrim-
ination learning has been and continues to be an important
battleground for testing the adequacy of associative versus
various nonassociative approaches to animal cognition and
learning. Spence’s theory is able to explain transposition
in associative terms without appealing to the learning of

relationships. This is shown graphically in Figure 14.2. The
figure shows inhibition and its generalization associated with
the negative (S– ) cue (dotted line) and excitation and its gen-
eralization associated with the positive ( S+ ) cue (solid line).
Net excitation is shown by the length of the solid vertical
lines above various stimulus points. Note that greater net
excitation is associated with the S+ cue rather than with the
S– cue, and so the animal will select the S+ cue. However,
greater net excitation is associated with the cue to the right
of the S+ cue, and so the animal will select that, novel
untrained stimulus in preference to the S+ cue—the transpo-
sition phenomenon. In sum, Spence’s theory is able to ex-
plain transposition by employing rather orthodox associative
concepts.

More recently, individuals concerned with evaluating the
role of cognition have employed categorization experiments
that are, essentially, elaborate discrimination learning inves-
tigations. In these, pigeons might be shown numerous photo-
graphic slides containing (say) trees and numerous other
slides lacking trees (e.g., Herrnstein, 1979). The pigeon
might be rewarded for pecking the “tree” slides (S+ cue) but
not reinforced for pecking the non-tree slides (S– cue). The
pigeons readily learn this sort of discrimination, which they
transfer well to novel stimuli. The meaning of results of this
sort remains unclear. For example, one might think it is eas-
ier to learn a category (trees vs. non-trees) than to learn 80
unrelated slides (40 + and 40 – ). Vaughan and Greene
(1984), however, employing 160 + slides and 160 – slides,
uncategorized, showed that pigeons more or less easily came
to master the discrimination and even performed well after a
2-year rest. Although pigeons perform better with categorical
than with noncategorical grouping of stimuli, this may not
indicate that they learned a concept (see Watanabe, Lea, &
Dittrich, 1993). It is the case that category slides will have
more in common with each other than will noncategory
slides. Thus more excitatory stimulus generalization will

Figure 14.2 From Spence (1937). Excitation at S+ (solid line) and inhibi-
tion at S– (dotted line) and their generalization to other stimuli. As ex-
plained in the text, more net excitation (excitation minus inhibition) exists at
S+ than at S–, thus producing discriminative responding, and more excita-
tion exists at a stimulus to the right of S+ (stimulus 409) than at S– itself,
producing transposition.
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occur between category slides than between noncategory
slides. An associative approach can explain much of the
available category data (Wasserman & Astley, 1994). Feature
theory, the view that a set of conjoined features separates
category members from nonmembers, has been applied
to category data (Watanabe et al., 1993). Feature theory, too,
is compatible with an associative analysis.

In categorization experiments animals may come to form
a prototype, an exemplar representing the central tendency of
all of the individual exemplars. For example, a robin is a bet-
ter prototype of bird than is, say, a penguin. There is no com-
pelling evidence that animals form prototypes (see, e.g.,
Mackintosh, 1995). Rather, available data in animals can be
interpreted in terms of exemplars. An extensive discussion of
the use of concepts and categories by humans is to be found
in the Goldstone and Kersten chapter in this volume.

Serial Learning

The specific experiments cited in the previous section, as
well as many other types, are explicitly recognized instances
of discrimination learning. However, there are many other
types of investigations that are clear instances of discrimina-
tion learning but are not generally considered under that
heading. A case in point is serial learning, a procedure
popular in animal and human learning alike. In one type of
serial learning task, items are presented successively in a
particular order (e.g., A-B-C-D) and the animal’s task is to
learn both the items and the specific order in which they
occur. People master many sorts of successive serial tasks:
days of the week, months of the year, the alphabet, and so on.
In a serial learning task in which items are presented succes-
sively, the animal must learn to respond differentially to
different stimuli; thus serial learning is a variety of discrimi-
nation learning.

Not surprisingly, the issues raised in animal serial learning
are quite similar to those raised in connection with explicitly
recognized instances of discrimination learning. In some re-
spects, however, contrary to popular opinion, serial learning
data are more germane to the issue of animal cognition than
are currently available, explicitly recognized instances of dis-
crimination learning, including category learning. For one
thing, there can be little doubt that serial learning, as investi-
gated using animals, involves cognition of some sort, partic-
ularly memory, as we shall see. For another, it is clear that
categorization (called chunking) is involved in serial learn-
ing, and it apparently cannot be explained in terms of stimu-
lus generalization.

Consider an animal that learned to respond appropriately
to a progressively decreasing series of reward magnitudes

terminating in nonreward (e.g., large reward, medium reward,
small reward, nonreward). Appropriate responding might
consist of progressively weaker responding over the series.
What has an animal learned in such a case? Consider three
different interpretations. The animal may, as the Gestalt psy-
chologists have suggested, have learned a relationship among
the items; that is, it may be that reward magnitude decreases
monotonically over trials (e.g., Hulse & Dorsky, 1977). The
animal may learn an association between the item and its po-
sition in the series—that is, that Position 1 signals large re-
ward, Position 2 signals medium reward, and so on (Burns,
Dunkman, & Detloff, 1999). The animal may also learn an as-
sociation between the memory of one or more prior items and
the current item; that is, the memory of Item A (large reward)
signals B (medium reward), the memories of Items A and B
signal C (small reward), and so on (see Capaldi, 1994). Re-
cent evidence suggests that rats are able to employ either item
cues or position cues in learning a successively presented
series of food items (Burns et al., 1999; Capaldi & Miller,
2001a). The conditions under which rats may tend to employ
either position cues or item cues or both have yet to be iso-
lated and identified clearly.

In the sort of serial learning task examined in this section,
items are separated by a retention interval. For example, a
given item, say, A, may be presented and removed minutes or
hours before the participant is asked to respond to the next
item, B. Appropriate serial responding under retention inter-
val conditions necessarily involves employing the memory or
representation of some prior event (item memory, position
memory, or both) in order to anticipate the current event cor-
rectly. Series may be employed such that the memory or
representation involved is necessarily that of one or more
prior items. As an example, consider rats that have received
two slightly different series in irregular order: XNY and ZNN
(Capaldi & Miller, 1988a). X, Y, and Z are discriminably dif-
ferent food items; N is nonreward. Items of each series were
separated by shorter intervals than that separating the series
themselves. Rats trained XNY and ZNN learn to respond cor-
rectly to the third item of the series—that is, to respond more
vigorously to Y than to N. Trial 3 running cannot be mediated
by the Trial 2 event because it is the same in both series, N.
Whatever else may be the case, therefore, discriminative re-
sponding on Trial 3 requires that the rat remember on Trial 3
the item presented on Trial 1; that is, the rat must respond
more vigorously when X occurred on Trial 1 than when Z oc-
curred on Trial 1. Further implicating memory, rats have re-
sponded more vigorously on rewarded (R) than nonrewarded
(N) trials when the R and N trials were alternated (R, N, R, N,
etc.) and the retention interval was 24 hr (e.g., Capaldi &
Lynch, 1966; Capaldi & Minkoff, 1966).
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A chunk consists of lower order functional elements (e.g.,
letters of the alphabet) combined to form higher order ele-
ments (e.g., words). If items of a series are grouped—say
some on the left, others on the right—rats may tend to chunk
items similarly grouped (see Capaldi, 1992). Chunking is
clearly a form of categorization. Grouping cues that lead to
chunking in people have been used with rats and shown to be
similarly effective. These include the presentation of items
under different brightness conditions, in different spatial lo-
cations, and at different temporal intervals (see, e.g., Capaldi,
1992, 1994).

Another method employed in investigating serial learning
is the displaying of all items simultaneously rather than suc-
cessively. The participants’ task is to respond to the items in
a particular order. One of the more interesting findings ob-
tained employing the simultaneous presentation of items is
that monkeys appear to have a better grasp of an overall se-
quence of events than do pigeons. For example, pigeons
make more errors than monkeys to interior items of, say, a
five-item series (see D’Amato & Colombo, 1988; Terrace,
1986).

A reward schedule investigation consists of presenting re-
wards according to some rule. For example, food reward
might occur on a random half of all trials, nonreward on the
other half. A reward schedule of this sort, called a 50% irreg-
ular partial reward schedule, is clearly of major concern to
various orthodox theories of animal learning. We might ask
what, theoretically speaking, the difference is between a 50%
irregular schedule of partial reward and a serial learning task
in which, say, reward magnitudes become progressively
smaller over successive trials (a decreasing monotonic sched-
ule). It is the case that the two sorts of situation have been
treated differently in that many theories that attempt to deal
with 50% irregular schedules do not attempt to deal with mo-
notonic schedules, and vice versa. Recent evidence suggests
that treating the two sorts of schedules differently appears to
be unjustified (Capaldi & Miller, in 2001b). That is, memory,
which is clearly a major factor controlling performance in
orthodox cases of serial learning (e.g., the monotonic sched-
ule) is also a major factor in controlling performance in
orthodox reward schedule cases (e.g., the 50% irregular
schedule). Capaldi and Miller (2001b) demonstrated, essen-
tially, that similar variables, such as the number of nonre-
warded trials that occur in succession, have identical effects
in the two situations. The general implication of such find-
ings is as follows. If a clearly cognitive process such as
memory is intimately involved in regulating performance
under 50% irregular schedules, it is probably a factor in reg-
ulating instrumental learning generally. Put somewhat differ-
ently, the usual distinction between orthodox learning tasks

(e.g., varieties of instrumental conditioning) and orthodox
cognitive tasks (e.g., complex serial learning) may be artifi-
cial, cognition being involved in both.

The investigation of chunking in serial learning provides a
window into the ability of an animal such as the rat to orga-
nize separately presented items into wholes. Evidence has
been presented indicating that rats can form three different
sorts of chunks of varying degrees of complexity (see
Capaldi, 1992; Haggbloom, Birmingham, & Scranton, 1992).
Consider a rat trained in a runway—an apparatus in which
the animal must run from one end of a confined path to the
other end to obtain food. The first (and lowest order) chunk
formed is what is called the trial chunk. A trial chunk consists
of the animal’s combining into a single whole the separate
events of the trial—for example the opening of a door to
allow the animal access to the runway, to the animal’s run-
ning in the middle section of the runway, to its entering the
goal box at the end of the runway. The next highest chunk is
called a series chunk, which consists of the animal’s combin-
ing trial chunks into a higher level chunk. For example, a rat
trained under four nonrewarded trials followed by a rewarded
trial responds as follows: It begins by running slowly to the
initial nonrewarded trial, the progressively increases its run-
ning speed over the successive nonreward trials, until by the
terminal nonrewarded trial, the animal runs about as fast as it
is able. Such responding indicates that the rat is treating the
five trials, four nonrewarded followed by a reward, as a sin-
gle organized whole or a chunk. The third chunk, a list chunk,
consists of the animal’s using a series chunk as a discrimina-
tive stimulus or signal for a subsequent series chunk. For ex-
ample, rats have learned that a particular series of perhaps
three trials (say, two rewards followed by a nonreward)
will signal, some 1 to 20 min later, another distinctive subse-
quent series of, say, three trials. This only reliable signal of the
subsequent series is the initial series. Under these conditions,
rats have correctly anticipated the trials of the subsequent se-
ries (e.g., running fast, fast, slow, respectively, over the three
trials consisting of two rewards followed by a nonreward).
List chunks indicate that rats possess a fairly high capacity
to organize discrete events into wholes (see Haggbloom
et al., 1992).

An explanation of how chunks are formed in serial tasks
stresses overshadowing (Capaldi, Birmingham, & Miller,
1999). Overshadowing may occur when two stimuli, A and B,
signal some event, X, when one of the stimuli is a more valid
or reliable signal than the other. In a case of this sort the more
valid or reliable signal becomes the stronger signal for X. In a
serial task, item validity may be reduced when similar or iden-
tical items signal different items. For example, in the series
A-B-C-B-D-E, the validity of B is reduced because it signals
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both C and D. Thus, if some novel cue were to signal D
exclusively, it would be more valid than B, and it (rather
than B) would become the better signal for D. This would
result in the formation of the series A-B-C-B-D-E into two
chunks, A-B-C-B and D-E.

Numerical Abilities

In recent years, much experimental effort has been invested
in detecting numerical abilities in animals, most notably
birds, rats, monkeys, and chimpanzees (see, e.g., Boysen &
Capaldi, 1993). At a relatively simple level, animals may be
asked to discriminate between two quantities, more versus
less—a relative numerousness discrimination. At a more
complicated level, animals may be asked to perform some
operation on numbers, such as addition or subtraction. In be-
tween these extremes animals may be asked to count—that
is, to enumerate items explicitly. The accumulating evidence
reveals that animals may be able to do each of these things,
although operating on numbers has as yet been demonstrated
only in the chimpanzee (Boysen & Berntson, 1989). In that
study a chimpanzee that visited a number of food sites, each
containing a different number of food items, was able at the
end of the circuit to select an Arabic numeral corresponding
to the total number of items seen. The animal had not been
explicitly trained to add items, only to enumerate them.

In explicit counting studies, items have been presented
either simultaneously or successively. In such investigations
a variety of stimuli are confounded with number of items, and
these confounds must be removed. For example, all else
being equal, it takes longer to present three items than two
items. Contemporary counting studies (e.g., Capaldi, 1998)
have gone to great lengths to eliminate these confounds suc-
cessively. Those studies and others have found that animals
such as birds, rats, and monkeys can make discriminations
based upon the number of items. One of the major issues in
counting studies is whether animals count reluctantly and
only when the number of items is the only discriminative cue
available (Davis & Pérusse, 1988). Furthermore, do animals
count routinely and rather easily, employing the number of
items as a discriminative cue even when number is con-
founded with other variables (e.g., Capaldi & Miller, 1988b)?

An animal may be said to be counting if its behavior sug-
gests conformance with three principles. The items to be
counted or enumerated should be arrayed in one-to-one cor-
respondence to internal number tags, which in the case of
people are conventional symbols such as one, two, three, and
so on. The tags should be applied to events in a stable order.
Thus we may not enumerate items one, two, three in one
occasion and one, three, two on another occasion. The order

irrelevance principle suggests that items may be enumer-
ated in any order. For example, in enumerating three different
items X, Y, and Z we may do so in any order: X first and Z
last, or Z first and X last, and so on. In experiments reported
by Capaldi and collaborators (see, e.g., Capaldi, 1993;
Capaldi & Miller, 1988b), rats were shown to be able to enu-
merate successively presented food items according to the
three principles just outlined. In those experiments, control
was exercised over variables confounded with number of
successively presented food items, such as amount eaten,
time spent eating, response effort expended in obtaining food
items, and so on (see Capaldi, 1993, 1998).

Gelman and Gallistel (1978) suggested that children count
effortlessly and as a matter of course. One might say that
counting is an instinct in humans (see, e.g., Spelke, 2001).
Capaldi and Miller (1988b; see also Capaldi, 1993) suggested
that rats also enumerate items as a matter of course and will
do so even when number of items is confounded with other
variables. In one experiment, Capaldi and Miller (1988b)
trained rats such that number of food items was confounded
with a number of other variables, among them, time and
effort. When the confounds were removed and only number
of food items was a valid cue, the rats continued to behave
appropriately, indicating that counting occurred even when
other valid cues were simultaneously available.

Highly interesting data relevant to this important issue
were recently reported by Brannon and Terrace (2000). In
that investigation, rhesus monkeys were trained to enumerate
items (such as geometrical forms) that were presented visu-
ally. In initial training sessions the animals enumerated 1 to 4
items. Having mastered 1 to 4 items, the monkeys were now
asked to enumerate 5 to 9 items without explicit training. The
monkeys quickly did so. Brannon and Terrace suggested that
these findings indicated that monkeys count even when not
forced to do so.

The interests of investigators concerned with counting in
animals vary. Some seem interested in animal counting for its
own sake. Some seem interested in similarities and dif-
ferences between human and animal cognition (see, e.g.,
Brannon & Terrace, 2000). Still others have suggested that
counting is of interest because it is routinely involved in
many learning situations ranging from irregular reward
schedule to serial learning (e.g., Capaldi, 1994; Capaldi &
Miller, 1988b).

Theory of Mind

As applied to humans, having a theory of mind means that we
attribute behavior—our own as well as that of others—to
beliefs and desires. Baron-Cohen (1995) has suggested that
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humans have an innate “theory of mind module.” According
to Baron-Cohen, autistic children, some of whom seem not to
be aware of others (as evidenced by their sitting alone, rock-
ing back and forth, and in other respects living in a private
world), lack a theory of mind.

Premack and Woodruff (1978) asked whether the chim-
panzee has a theory of mind. This question has sparked
considerable research and much controversy over the last
20 years or so. C. M. Heyes (1998) concluded that no convinc-
ing evidence has been produced to suggest that chimpanzees
have a theory of mind. Reaction to her criticisms has been var-
ied. At one extreme, Gordon (1998) suggested that the ques-
tion itself is ill conceived and thus not worth asking. Byrne
(1998) suggests, on the other hand, that Hayes misrepresents
findings and that the theory-of-mind approach is a useful one.

Heyes (1998) identified six areas of investigations empha-
sized in theory-of-mind research: imitation, self-recognition,
social relationships, rule taking, deception, and perspective
taking. In this chapter, two of these areas will be discussed in
enough detail to give, hopefully, an adequate idea of what is
intended by the term theory of mind. These are self-recognition
and imitation.

Self-Recognition

Gordon Gallup (1970) presented chimpanzees with mirrors.
Initially the chimpanzees reacted to the mirror images as
though they were other chimpanzees. Following hours of
experience with mirrors, the chimpanzees dropped other-
directed behavior in favor of what Gallup termed self-directed
behavior. These self-directed behaviors were interpreted by
Gallup to indicate that a chimpanzee recognized the image
in the mirror as itself. To provide better evidence for self-
recognition, Gallup devised the mark test: He anesthetized the
animals and marked then with an undetectable (i.e., odorless)
dye over one eye and the opposite ear—areas that could not
be seen without the aid of the mirror. The basic finding was
that chimpanzees that had mirror experience showed mark-
directed behavior, whereas control chimpanzees lacking mir-
ror experience did not.

Gallup’s (1970) initial conclusion was that chimpanzees
are capable of recognizing themselves and therefore have a
sense of self-awareness. Subsequently, Gallup (1977) ex-
tended his conclusions. The ability to self-recognize, Gallup
suggested, implied consciousness and self-consciousness, the
latter encompassing the ability to think about thinking and to
be aware of one’s own state. In 1982, Gallup went still fur-
ther. An animal that is self-aware, he suggested, has a mind,
and having a mind includes having empathy and the ability to
deceive.

Human children, of course, have passed the mark test, as
have some orangutans. After several failures, gorillas have
been shown to pass the mark test. In general, monkeys fail
the mark test, and even in instances in which behavior has
been directed at the mark, the observation is equivocal. A va-
riety of additional findings have been reported: Not all chim-
panzees pass the mark test; young chimpanzees (below age 3
years, 6 months) may prove likely to fail the mark test.
Epstein, Lanza, and Skinner (1981) claim to have trained a
pigeon to pass the mark test, a claim that has been disputed
(e.g., Gallup, 1982).

Criticism of the self-recognition claim ranges from the ob-
servation that failing the mark test may not imply a dimin-
ished mental capacity, to the observation that passing the
mark test may not indicate advanced mental capacity. As an
example of the former, it has been observed that monkeys
may not look in the mirror because eye-contact is a threaten-
ing gesture. As an example of the latter, mirror recognition
may imply no more than that the animal has a “body con-
cept,” one that is used in, say, ordinary locomotion.

A test similar to the mark test has been employed with
children; it is called the rouge test. Children are given a small
rouge mark below the right eye that can be recognized only
by using a mirror. By about 19 months of age, 52% of chil-
dren immediately direct behavior to the rouge, indicting self-
recognition (Asendorpf, Warkentin, & Baudonniere, 1996).

Imitation and Social Learning

By observing another engage in some extended act that in-
volves a number of different and discrete steps, a person may
learn in a matter of minutes what might otherwise require
hours or days of individual effort without guidance. Any
number of such activities comes to mind, ranging from
changing a tire to setting a VCR. Perhaps because learning by
observing others is so important and widespread in the
human species, some have taken it to be a hallmark of intelli-
gence in other species. For example, Romanes (1882) pro-
vided a number of rich examples of animals’ engaging in
quite complex behaviors established by imitation. The prob-
lem is that Romanes’s examples were based on anecdotes and
thus his data by modern and entirely reasonable standards are
deficient.

Determining the extent to which other species learn by im-
itation is a more difficult problem than it appears to be at first
blush. For example, what sort of behaviors should be selected
for analysis? Well-fed chickens can be induced to continue to
eat by watching other chickens feed. It would seem that
species-typical behavior, such as chickens’ pecking for food,
would provide relatively unconvincing evidence for true
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imitation. The idea of learning by imitation would seem to re-
quire three things to be entirely convincing: The behavior to
be imitated should be stored as a representation by the ob-
server; the observer’s behavior should be a more or less faith-
ful copy of the demonstrator’s behavior; and the behavior
imitated should be reasonably complex and not a species-
typical behavior such as pecking by a chicken. A useful ex-
perimental design to study imitation is called the two-action
test. In this design, a given result may be accomplished
in two different ways. Observers should be shown to engage
in the particular behavior that they were allowed to observe
rather than the one not observed (Heyes, 1996).

Rats prefer foods their mothers ingested during pregnancy
and after birth. Nursing rats come to prefer foods ingested by
their mothers. Rats also come to prefer foods eaten by their
conspecific; one way they determine what this is food is is by
smelling the breath of their conspecific. It has been shown
that a group of rats that has come to prefer a specific flavor
will pass on that preference to new members of the group.

Roof rats have come to occupy the pine forests of Israel,
where they subsist on pine seeds, which are rendered difficult
to extract because of the tough scales that must be removed.
To remove the scales, the rat must begin chewing on them
at the base of the cone, removing them scale by scale by fol-
lowing the spiral pattern that goes to the top of the cone. Rats
have failed to learn this if left to their own devices. If raised
with a mother who is an efficient stripper they do acquire the
knack of getting to the seeds—but not, apparently, through
imitation. They acquire the behavior by getting access to
cones that have already been partially stripped, even if they
have been partially stripped by the experimenter.

In a noteworthy case of observational conditioning, mon-
keys have acquired fear of snakes by observing a demonstrator
monkey exhibiting such fear (Mineka & Cook, 1988). Fear is
acquired even by merely observing a demonstrator on video
showing fear to a toy snake. Monkeys have observed demon-
strators on video showing an apparent fear of flowers that had
been spliced into the film in place of the snake. Fear of snakes
is acquired more readily by naive monkeys than fear offlowers.

In addition to observational conditioning, three others
categories of learning have been distinguished: stimulus en-
hancement, emulation, and imitation. In stimulus enhance-
ment, the demonstrator’s behavior simply directs the observer
to stimuli that makes copying the demonstrated behavior
more likely. Emulation occurs when behavior is copied in a
more or less general way by employing techniques different
from that of the demonstrator. Imitation involves faithful
copying of the demonstrator’s behavior. Children appear to
imitate behavior more faithfully than chimpanzees (see, e.g.,
Whiten & Boesch, 1999).

Interest in imitation or learning from others has a long his-
tory (e.g., Romanes, 1882; Thorndike, 1911), and over that
long period of time scores of observational and experimental
reports have been published. Nevertheless, we know little
about imitation. One problem is the lack of a useful theory of
imitation that can direct our efforts into useful channels.
Another is that only in relatively recent times have we devel-
oped useful experimental procedures for investigating learn-
ing by observation. Two examples here would include the
video techniques mentioned earlier for examining fear acqui-
sition in monkeys, and the two-action experimental design. It
may not be too optimistic to conclude that our understanding
of imitation may undergo rapid and significant development
over the next few years.

Interval Timing

The ability of animals to time arbitrary events has been inten-
sively investigated in recent years through a variety of proce-
dures. How animals time intervals is seen as important for
understanding learning and cognition generally. For example,
according to one view, animals employ the same mechanisms
to time events as to count them. Even more generally, timing
events has been seen as fundamental to understanding all va-
rieties of learning and cognition (Gallistel & Gibbon, 2000).
That is, both Pavlovian and instrumental procedures are seen
as involving the learning of temporal intervals. For example,
in the Pavlovian preparation the animal responds most vigor-
ously at the termination of the conditioned stimulus in de-
layed conditioning. This finding suggests that the animals are
sensitive to the time elapsed since the stimulus was pre-
sented. In instrumental conditioning, it has been suggested
that the animals compared the time to reinforcement in the
trial to the overall time between reinforcements (but see
Capaldi, Alptekin, & Birmingham, 1996).

Most studies explicitly concerned with timing have used
instrumental conditioning. In the peak procedure, animals re-
ceive many daily trials in which reinforcement occurs after a
fixed time following the onset of a signal (Roberts, 1981). A
major finding is that animals respond most at approximately
the time that reinforcement is due. For example, if the inter-
val is 20 s, most responding occurs at about 20 s. Another
major finding using the peak procedure is that maximum
response rate is reached at a certain proportion of the way
into this interval regardless of the interval’s length.

In tests of temporal generalization, an animal is rein-
forced for responding to one signal duration but not others. A
major finding using this procedure is that a typical general-
ization gradient is obtained with maximum responding con-
fined to the reinforced duration (Church & Gibbon, 1982).
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In the bisection procedure, two levers may be inserted into
an operant box; the rat is reinforced for pressing the left lever
after a tone of one duration and the right lever after a tone
of another duration (Church & Deluty, 1977). In the test con-
dition, the rat is presented with tones of intermediate dura-
tion. Of special interest is the duration at which they choose
each lever half the time (50% responding). It develops that
the interval used by rats is the geometric mean of the two in-
tervals not the arithmetic mean. For example, if the intervals
are 4 s and 16 s, respectively, the arithmetic mean is 10
([4+ 16] /2), whereas the geometric mean is 8 (�4 × 16� ). In
this example, 50% responding would occur closer to 8 s than
to 10 s.

Other experiments indicate that animals time linearly and
that they can start and stop their interval clocks. How animals
time has produced much theorizing. It has been variously
suggested that rats time by employing a pacemaker (e.g.,
Church, Meck, & Gibbon, 1994), by using oscillators (e.g.,
Gallistel, 1994), or by using behaviors that predictably fill
given intervals (e.g., Killeen & Fetterman, 1988).

Gallistel and Gibbon (2000) have presented a timing theory
that is highly ambitious in that it attempts to explain a wide
range of phenomena. The theory has been used to explain phe-
nomena as different as delayed classical conditioning to ex-
tinction following different reward schedules in instrumental
conditioning. Whatever the fate of this theory, it is clear that
animals such as rats and pigeons have well-developed capaci-
ties for timing events. How extensively this timing capacity
enters into learning and cognition appears to be a major issue
that will occupy investigators over the near future.

Memory

Memory is among the most intensively investigated topics in
animal cognition. Animal memory may be studied either in
its own right or as a mechanism controlling learning and
performance. Determining under what conditions forgetting
occurs is an example of the former; examining the capacity of
the memory of nonreward stored on one trial to be retrieved
on the next trial so as to correctly anticipate the reward
outcome on that trial is an example of the latter.

It is now recognized that animals can retain information
over long temporal periods. This was not always known. In
the early days of the investigation of animal learning, labora-
tory data suggested that animals possessed only fleeting
memory. A popular procedure devised by W. S. Hunter
(1913) in the early 1900s is a case in point. In Hunter’s pro-
cedure, called delayed reaction, animals that were retained in
a delay chamber could determine which of three doors lead to
food because a light was flashed in front of the correct door.

After the light went off animals ran from the delay chamber
to the doors after varying retention intervals. Rats failed
at this task with delays of as little as 10 s. Raccoons were able
to respond correctly following a delay of up to 25 s.

Contrast such poor performance with some subsequent
findings obtained under both field conditions and in the labo-
ratory. A certain bird, Clark’s nutcracker, stores the seeds of
pine cones in individual caches in the late summer and early
spring when food is plentiful, recovering the seeds months
later when food is scarce. It is estimated that the bird stores
many thousands of seeds in caches of a few seeds each. A
high percentage of seeds is recovered by the bird. Skinner
(1950) trained pigeons to peck for food at a spot on an illu-
minated key. Following a 4 year retention interval the pi-
geons were tested and immediately pecked the correct key.
Wendt (1937) trained a dog to withdraw its foot at the sound
of a tone paired with shock. After a 30 month retention pe-
riod, foot withdrawal to the tone occurred on 80% of the test
trials, only a slight drop from the prior training session.

A currently debated topic concerns whether memory is a
unitary system or is composed of two or more subsystems.
Some examples of currently postulated subsystems are pro-
cedural versus declarative memory, semantic versus episodic
memory, and long-term versus short-term memory (see, e.g.,
Spear & Riccio, 1994). In the animal area one of the most
popular distinctions is that between working memory and
reference memory. Working memory is concerned with keep-
ing track of information that may change from one trial to the
next. Reference memory is concerned with isolating impor-
tant relationships in the situation that are stable over trials.
As an example, consider rats rewarded for a running response
on every other trial, under a single alternation schedule of
rewarded and nonrewarded trials. Rats so trained may even-
tually come to run faster on rewarded than on nonrewarded
trials. In this situation working memory would be used to
determine whether reward or nonreward occurred on the
prior trial and thus whether reward or nonreward is to occur
on the current trial. Reference memory would be employed
to learn that rewards and nonrewards occur according to a
particular rule or schedule—a single alternating one.

Working memory, unlike short-term memory, may be
effective following long retention intervals. In the single-
alternation situation, as indicated earlier, rats have employed
the memory of the reward outcome on the prior trial to antic-
ipate the reward outcome correctly on the current trials when
trials were separated by 24 hr (see, e.g., Capaldi, 1994). The
single-alternation situation is useful for understanding a sec-
ond popular distinction between memories in the animal area
as well as in human memory: that between retrospective and
prospective memory. In the case of the single-alternation
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schedule, retrospective memory would consist of retaining
the memory of poor reward or nonreward over the retention
interval, utilizing that memory to determine whether re-
sponding on the current trial should be fast or slow. Employ-
ing prospective memory, the animal would determine at the
time of reward or nonreward whether it should run fast or
slow on the subsequent trial, thus making it unnecessary to
retain the memory of reward or nonreward over the retention
interval.

Memory may be analyzed in terms of three stages. The
first, encoding, refers to the stage in which the memory is
formed. The second, retention, refers to the persistence of the
memory over time. The third, retrieval, refers to recall of the
stored memory. We may fail to remember because of poor re-
trieval cues. This occurs when the cues at retrieval differ
from the cues that accompany storage. Interference may also
be responsible for forgetting. In proactive interference, mem-
ory for material learned earlier may interfere with material
learned later. In retroactive interference, material learned
later may interfere with material learned earlier.

A popular procedure employed to study animal memory (it
is sometimes used with people as well) is delayed matching to
sample (DMTS). In this procedure a subject (say, a pigeon) is
initially trained to peck each of three keys arranged in a hori-
zontal row on the wall of an apparatus called an operant
chamber. A typical trial begins by exposing a stimulus—
the sample stimulus, say, a horizontal line on a white back-
ground—on the center key, with the side keys being blank.
After the pigeon has observed the horizontal line, or sample
stimulus, for some period (or has pecked it), the center key
goes blank. There then ensues the retention interval in which
all three keys remain blank. When the appropriate retention
interval has elapsed the side keys are illuminated, one with
the horizontal line and the other with a vertical line. These are
called the comparison stimuli. A correct response, which may
produce food reward, consists of pecking the side key that
contains the comparison stimulus matching the sample—
in the present example, the horizontal line. The horizontal
and vertical lines may be presented equally often as samples
in an irregular fashion over trials. The positions of the com-
parison stimuli are varied irregularly over trials such that
each may appear equally often on the right key and on the
left key.

Both retroactive and proactive interferences have been
demonstrated in the DMTS situation. Retroactive interfer-
ence has been investigated as follows. Typically the chamber
is dark during the retention interval of a DMTS task. If, after
the sample stimulus is removed, the chamber is illuminated,
correct responding may decrease substantially. Proactive
interference is a major factor in DMTS (see, e.g., Wright,

Urcuioli, & Sands, 1986). For example, memory is much bet-
ter when many rather than few sample stimuli are used. This
is because presenting only a few sample stimuli increases
proactive interference. In an interesting experiment employ-
ing monkeys, when trial unique stimuli were employed, re-
tention was good even at a 24 hr interval.

Several models of Pavlovian conditioning emphasized
memory. In an early model suggested by Wagner (1976), re-
hearsal of the conditioned stimulus was stressed. According
to Wagner, surprising events are better rehearsed and thus
better remembered than expected events. For example, on the
first trial, a surprising tone may be strongly rehearsed to-
gether with the subsequent shock because of surprise. This
would lead to a strong increment in the capacity of the tone to
signal shock. On subsequent trials in which shock is expected
following tone, and thus surprise is reduced, little or no in-
crease in learning may occur.

A person may be asked to remember, say, 12 items con-
sisting of 3 items in each of four different categories: flowers,
foods, furniture, and animals. On outputting the items the
person may do so by category: 3 flowers, followed by 3 ani-
mals, and so on. Organization processes of this sort are of
concern in animal memory. For example, in a study by
Roberts (1998), a 12-arm radial maze, which consists of a
central platform with a number of arms branching out at
equal angles, was baited with four each of three different
types of food, always in the same arms over successive trials.
For example, cheese might be placed in arms 1, 3, 5, and 8 on
successive trials. The rats learned to take the food items in a
particular order, each of the four preferred foods first, the four
least preferred foods last. The ability of rats to employ one
entire series of items to predict another series of items cor-
rectly, as considered earlier, is another example of complex
organization processes in rats.

Animals such as birds, rats, and monkeys have been
shown to possess highly impressive memories—impressive
from the standpoint of retaining a considerable amount of in-
formation over long intervals (consider Clark’s nutcracker),
and from that of being able to organize discrete events into
useful wholes (identified as chunks in the “Serial Learning”
section). Memory investigations are perhaps as illuminating
as any other in suggesting that animals are not merely passive
learners but actively process information.

Spatial Learning

Animals may have to move around in space for a variety of
reasons: to find mates, to forage for food, to escape predators.
Thus, spatial learning is of vital importance to a wide variety
of animals. Spatial learning is an area of intense investigation
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under both laboratory and field conditions and includes a
variety of topics, ranging from the navigational abilities of
birds to maze learning in rats. Accordingly, spatial learning
occupies the attention of an equally diverse array of investi-
gators, ranging from evolutionary biologists to experimental
psychologists.

Consider an application of evolutionary thinking to spatial
learning. Gaulin and Fitzgerald (1989) reasoned that spatial
abilities would be genetically selected-for more often in males
than in females of polygymous species of meadow voles, be-
cause the male maintains a larger home range in which to seek
potential mates or resources to attract mates. They compared
the polygamous meadow voles to the monogamous pine voles.
They found, first of all, that sex difference in favor of a larger
home range occurred in male meadow voles but not male pine
voles. They compared the two species on a variety of mazes of
increasing difficulty, finding that males outperformed females
in meadow voles but not in pine voles. Moreover, the hip-
pocampus, which is considered to be of importance in spatial
learning, was found to be larger in meadow voles than in pine
voles (Jacobs, Gaulin, Sherry, & Hoffman, 1990).

Sex differences in spatial learning occur in a variety of
species, including humans. Human males outperform human
females in a variety of spatial learning tasks ranging from
mental rotation of objects to map reading. Human females
outperform human males in recalling the locations of objects
interspersed in a room, and the difference is larger for inci-
dental learning than for direct learning. Silverman and Eals
(1992) interpret these sex differences in humans in evolu-
tionary terms. It is believed that in the Pleistocene (the period
in which much human evolution is considered to have oc-
curred), males tended to hunt, and so traveled greater dis-
tances than females (favoring male spatial learning), whereas
females gathered items such as vegetables (which favored
learning the location of items by females).

Spatial learning thus provides a good illustration of the
evolutionary approach to animal and human cognition. The
evolutionary approach assumes that the cognitive ability
possessed by a species was designed by evolution to meet the
demands of its particular environment. Thus the evolutionary
approach is fully prepared to discover that a given species
may possess a unique adaptation. Unique adaptations are
hardly rare, and several have already been mentioned:
echolocation in bats, dancing in bees, language in humans.
That each of these has been considered to be instinctive by
some does not necessarily lessen their importance to cogni-
tion. For example, although our species’ ability to master lan-
guage may be instinctive to a great degree, there is reason to
suppose that language development was a major factor in
human problem solving, tool using, and related cognitive ac-
tivities (see, e.g., Bickerton, 1998).

The radial maze mentioned earlier is an important tool
used to investigate spatial learning and other problems in the
laboratory. A pellet of food is placed at the end of each arm of
the maze. The rat is placed on the central platform and is free
to enter the arms. Rats easily master radial mazes, as indi-
cated by their entering each arm only once. Efficient perfor-
mance of this sort may itself have an instinctive or unlearned
basis. It has long been known that in, say, a T-maze, the rats,
having obtained food in one arm, typically avoid that arm in
favor of responding to the other arm, a behavior sometimes
called win-shift. In foraging in the wild it may be of benefit to
animals such as rats to avoid going back to a location in
which food was obtained because the availability of food at
that source may be less likely than at some new source.

Not only are eight-arm radial mazes solved efficiently by
rats, but so, too, are mazes containing a greater number of
arms. The most impressive of these was a hierarchical maze
employed by Roberts (1998). That maze consisted of eight
primary arms. At the end of each primary arm were three
branching secondary arms. The rats performed very well in
this maze under a variety of conditions. For example, under
one condition the rats were allowed to enter the primary arms
with some of the secondary arms blocked off. In a subsequent
test phase the rats entered the previously blocked secondary
arms with a high degree of accuracy. This finding indeed sug-
gests that the rat’s memory for spatial location is well devel-
oped. Another indication of the rat’s impressive memory in
this situation is the difficulty of producing retroactive inhibi-
tion. In retroactive inhibition, as indicated earlier, memory of
an initial task is reduced by provision of a subsequent task
prior to testing of the initial task. Various means of producing
retroactive inhibition in the radial maze have been used, in-
cluding learning another maze in a different room. In an
impressive experiment by Beatty and Shavalia (1980), rats
exhibited little to no retroactive interference when they were
required to enter four arms of a different radial maze within a
4 hr retention interval.

Rats can learn radial mazes by employing either distal
cues, such as the shape of the room, landmark cues, such as
objects in the environment, or intramaze cues, such as light
differences in the appearance of the maze in different areas.
In a very interesting experiment Williams and Meck (1991)
reported that in the radial maze distal cues were used more
often by males than by females, with landmarks cues being
used more often by females than by males.

How animals represent spatial conditions is a topic of great
interest. According to one view, animals such as rats may pos-
sess a cognitive map of the environment that consists of both
a general framework, within which objects are located rela-
tive to each other, and general features of the environment,
such as its shape (O’Keefe & Nadel, 1978). Gallistel (1990)
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Figure 14.4 An apparatus employed by Tolman, Ritchie, and Kalish
(1946). In preliminary training, rats were reinforced for running along the
path A-B-C-D-E-F-G to H.
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Figure 14.5 The apparatus employed in the test phase of the Tolman et al.
(1946) experiment. The most frequently selected path was Path 6 (see Fig-
ure 14.6), indicating that the rats learned to go to a place rather than learn a
specific response.
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provides a somewhat different definition of a cognitive map,
in that it is evidenced by any orientation based upon comput-
ing distance. Others suggest that the concept of a cognitive
map is not necessary to explain spatial learning. According to
this view, animals acquire a set of memories of local views
of the environment associated with the particular movements
that take them from one place to another (e.g., Leonard &
McNaughton, 1990).

As much as any topic, the ability of animals to go from one
place to another brings together the topics of instinct and cog-
nition. Consider the indigo bunting, a bird studied by Emlen
(1970). The bird migrates over great distances. Yet, although
migration is a species-typical behavior, specific migratory
routes are learned by the bird by its exposure to the star pattern
in the sky. In what follows it is possible to describe only a few
examples of the many procedures that have been used to study
map like learning in various species of animals.

In going from one place to another, do animals learn to
make specific responses or do they acquire more general, cog-
nitively informed spatial information?An early and hotly con-
tested attempt to resolve this issue involved what came to be
known as the place versus response controversy. This may be
illustrated by considering the two cross mazes shown in Fig-
ure 14.3. Two groups of rats might be used, both being trained
to traverse the maze from each of two different start locations,
S1 and S2. The difference is this: The group on the left is
rewarded for making a specific response (turning left), going
from S1 to G1 and from S2 to G2; the group on the right is
rewarded for going to a specific place, from S1 to G1 and from
S2 to G1. Thus the response group is rewarded for going to
two different places whereas the place group is rewarded for
making two different responses, left (S1–G1) and right
(S2–G1). As a review (Restle, 1957) of the extensive literature
in this area indicated, rats learn to do both. If trained in a vi-
sually rich, well-illuminated environment, the place group is
superior to the response group. In an impoverished, dimly
illuminated environment the response group is superior to the
place group.

Another of the various procedures employed to determine
whether rats learn specific responses or more general spatial
information involved the maze shown in Figure 14.4. Path
AB was the starting path. The rats ran along the paths B-C-D-
E-F-G. H was a dim light. Figure 14.5 shows how the rats
were tested. Path AD was blocked. Path 5 led to the original
goal and the dim light, H. If the animals were learning a spe-
cific response, then presumably they would begin by going
left, selecting paths 10 to 18. If they were learning to go to a

Figure 14.3 In the cross maze on the left, arrows indicate that animals
starting at S1 are reinforced for going to G1 and animals starting at S2 are re-
inforced for going to G2, thus learning a left-turn response. In the cross maze
on the right, animals starting at either S1 or S2 are reinforced for going to G1

and thus learn to go to a place (a place response).
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Figure 14.6 The distribution of choices in the test phase of the Tolman
et al. (1946) experiment.
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Figure 14.7 The figure shows that bees trained to go from the hive to Place
A when moved to a new location (Place B) go from B to A, rather than from
B to the hive to A.
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specific place (H) then they would select a novel initial re-
sponse (go to the right) along paths 9 to 1. Of 56 rats that
were tested, 3 failed to respond on the test trials. Of the re-
maining 53 rats, 36% selected Path 5; the distribution of
choices for the remaining 34 rats is shown in Figure 14.6. If
choices from paths 9 to 1 are regarded as novel (right turn in-
stead of a left turn), then more than 87% of the rats selected a
novel route different from that learned in initial training.

This ability to use a novel route to a goal has been exam-
ined in bees (J. L. Gould, 1986). Bees are first trained to go
from the hive to Place A located to the west of the hive, as
shown in Figure 14.7. Following this training, bees are
caught and removed in an opaque box to a new spatial loca-
tion to the south, Place B. Place A is not visible from Place B
and the bees have never flown from B to A. What will the
bees do? Will they return to the hive and then go from the
hive to A? Or will they fly directly from B to A? Most bees fly
directly from Place B to Place A. This behavior, Gould sug-
gests, indicates that the bee is using a map-like representation
of its environment.

Since bees and rats can employ novel routes to reach a
goal, it is perhaps not surprising that the chimpanzee can do
the same. In an interesting experiment by Menzel (1973), a
chimpanzee was carried on the shoulders of one experi-
menter around a large area (4,000 m2) while a second experi-
menter hid food in each of 18 randomly selected locations.
The chimpanzees, when released, were highly successful in
locating the hidden food, retrieving an average 13 of the 18
items. In so retrieving the hidden items, the animals neither
followed the routes along which they had been taken, nor re-
sponded haphazardly and at random. Rather, they followed
efficient routes that minimized the distance to the items.

Another indication that chimpanzees can form a map-like
representation of the environment comes from a study by
Menzel, Premack, and Woodruff (1978). In that study, chim-
panzees were shown an impoverished TV picture of where
food was hidden in a rather complicated area containing trees,
hills, and large objects. They were more successful in reach-
ing the goal than were control animals given no information.
Thus chimpanzees can match the information provided on a
flat TV screen to spatial locations in the three-dimensional
environment.

Language Learning in Animals

It is quite clear that animals communicate in the sense that cer-
tain behaviors in one animal are capable of producing specific
and predictable behaviors in another animal. Thus, as indi-
cated, a foraging bee’s dance when it returns to the hive indi-
cates to the bee’s conspecifics the location of food (Von Frisch,
1950, 1967). As another example, vervet monkeys can com-
municate to their conspecifics whether an observed predator is
a leopard,asnake,oraneagle (Seyfarth&Cheney,1990). In the
case of the vervet, it is quite clear that some degree of learning
is involved. For example, young, inexperienced vervets may
mistakenly give the eagle call on spying a nondangerous bird.

Hockett (1960) identified 13 characteristics of human lan-
guage that can be presented in any system of communication.
These are shown in Table 14.1.
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TABLE 14.1 The Thirteen Design Features of Language

Number Design Feature

1. Vocal auditory channel.
2. Broadcast transmission and directional reception.
3. Rapid fading (transitoriness).
4. Interchangeability (a speaker can reproduce any linguistic

message he or she can understand).
5. Total feedback (the speaker of a language hears everything of

linguistic relevance in what he or she says).
6. Specialization (sound waves of speech serve only as signals).
7. Semanticity.
8. Arbitrariness.
9. Discreteness.

10. Displacement.
11. Productivity.
12. Traditional transmission.
13. Duality of patterning.

Source: Hockett, 1960.

Hockett (1960) suggests that characteristics 1 through 5
(vocal auditory channel, broadcast transmission and direc-
tional reception, rapid fading [transitoriness], interchange-
ability, and total feedback) are common to a variety of animal
species, including some birds and many mammals. Charac-
teristics 6 through 8 (specializing, semanticity, arbitrariness)
are to be found in primates. Displacement, the ability to con-
sider things that are remote in either space or time, can be
found only in humans. Other particularly human characteris-
tics are productivity (the ability to say novel things), duality
of patterning (which refers to making words from phonemes),
and arbitrariness (the fact that words do not resemble the
objects they signify in any physical sense).

Although animals are capable of communication, that they
are capable of acquiring language is another matter, and one
fraught with continuing controversy. On the one hand, there
can be little doubt that many of the investigators of ape lan-
guage, such as the Rumbaughs (e.g., Rumbaugh, 1977) and
the Gardners (e.g., 1969), are quite convinced that chim-
panzees possess the capacity to acquire language or some as-
pects of language. On the other hand, other investigators of
ape language such as Terrace (1979) are equally convinced
that no such thing has been demonstrated. To complete the pic-
ture, importantly, many linguists and other language experts
are strongly of the opinion that no animal has come even close
to demonstrating the sort of language ability displayed by hu-
mans (see, e.g., Healy, 1980; Pinker, 1994). They point out,
among other things, that although children acquire complex
language skills practically effortlessly, heroics and extensive
training efforts are required to get chimpanzees to master rela-
tively simple skills that may, at best, approximate language.

Some early unsuccessful attempts to teach language to
animals involved raising chimpanzees or other primates at

home and tutoring them in spoken English (C. Hayes, 1951;
K. J. Hayes & Hayes, 1952). It came to be realized that the
chimpanzees’ vocal apparatus is not designed for speaking.
Beatrice and Allen Gardner (1969) overcame the difficulty by
teaching sign language to an infant, female chimpanzee named
Washoe. After 51 months of training, Washoe had acquired
122 signals. It was asserted by the Gardners that Washoe
could combine signals into phrases of some two to four items.
An often-cited example is that Washoe gave two signs on see-
ing a swan: the sign for water followed by the sign for bird.

Another approach was to get Sarah, a now famous chim-
panzee, to place symbols for objects on a board (Premack &
Premack, 1983). Sarah was then thought to write sentences
on the board. For example, Sara was given an apple if she
placed on the board the symbols for give and apple.

Still another approach provided chimpanzees with keys on
a computer exhibiting lexigrams. The lexigrams were differ-
ent geometric patterns, each of which represented something
such as a request (please) or an item (banana). Lana, one of
the chimpanzees employed in this research, could request
items by pressing the lexigrams in a particular order: please
machine give banana.

Terrace (1979) trained a young chimpanzee named Nim
Chimpsky (a play on the name of the famous linguist Noam
Chomsky). Nim was taught sign language. As a result of his
research, Terrace concluded that there was no evidence
suggesting that Nim had learned language. Nim, it was con-
cluded, was either imitating his trainer or was merely
exhibiting a rather straightforward form of serial learning.
Terrace’s criticisms brought into question any attempt to
teach language to an animal that evolved stringing together
items, such as gestures or lexigrams, because these could eas-
ily be interpreted as forms of serial learning based on learn-
ing simple associations.

Following Terrace’s telling criticisms, a new tactic was
adopted by the Rumbaughs (e.g., Savage-Rumbaugh et al.,
1993). Instead of attempting only to get animals to reproduce
items such as signals or gestures, they also required the ani-
mals to comprehend items. For example, Kanzi, a pigmy
chimpanzee (or bonobo), might be told “Kanzi go out to the
hall and get the ball.” By teaching Kanzi many words, pre-
senting him with many sentences, and issuing commands to
him using different word orders (e.g., Savage-Rumbaugh
et al., 1993), the researchers concluded that Kanzi had ac-
quired language in a meaningful sense. Indeed, in terms of
sentence compression Kanzi was said to rival a child, Alia, up
until the time she became 2 years old, after which age Alia in-
creasingly surpassed Kanzi. The approach involving the abil-
ity to comprehend language has also been employed with the
dolphin (e.g., Herman, 1986).
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If children are more or less totally deprived of language
experience when quite young, they exhibit serious deficien-
cies in language use later in life (Bickerton, 1998; Candland,
1993). On the other hand, if children are provided with mini-
mum language experienced they use language normally later
in life. Indeed, as Bickerton (1998) has described, children
deprived of normal language manage on their own to create a
fully functional language in a single generation. This has oc-
curred, for example, when people who speak many different
languages are thrown together (as on plantations) and com-
municate by means of what is called a pidgin. Pidgins are
very simple ways of communicating that consist of two to
three words. Children exposed to a pidgin, in the absence of
explicit instruction, create a much more sophisticated lan-
guage called a Creole. A similar thing happens when deaf
children are exposed to parents or others who may use sign
language badly. These facts and others (see Pinker, 1994)
have caused language experts to suggest that the language
gulf between humans and other animals is a matter of kind
and not of degree.

From an evolutionary standpoint, there is no particular
reason that our closest relative, the chimpanzee, should pos-
sess even a rudimentary language ability. Humans and chim-
panzees separated from each other—that is, no longer shared
a common ancestor—about 5 to 7 million years ago. Lan-
guage ability may have evolved in the human line after we
separated from the chimpanzee. Perhaps species more
closely related to ours, such as the extinct Homo erectus, pos-
sessed language, or at least something approximating human
language. Whatever the truth may be, the language gulf be-
tween humans and extant animals such as the chimpanzee is
very large and may be one of kind, not degree.

Pidgins, as indicated, are very simple ways of communi-
cating and consist of a few words being strung together like
beads on a string. Bickerton (1998) has suggested that ani-
mals such as chimpanzees and bonobos are capable, at most,
of acquiring a pidgin. According to Bickerton, children under
2 years of age use a pidgin, which is acquired on the basis of
general intellectual capacity. At above 2 years of age, chil-
dren begin to acquire language on the basis of a mechanism
specifically shaped by evolution for this purpose, and often
called a language acquisition device. In Bickerton’s view, the
language capacities of both mature apes and children under
2 years of age are on a par and do not represent true language.
Interestingly, as indicated before, Kanzi, a bonobo, was able
to follow verbal commands as well as Alia, a child, up until
Alia was 2 years of age, whereupon Alia increasingly sur-
passed Kanzi in comprehension.

Experts are not agreed on many important aspects of lan-
guage that may bear upon animal abilities along this line. To

consider merely one line of disagreement, Pinker (1994)
is of the opinion that language evolved slowly and in stages
over the 350,000 or so generations separating our species
from the chimpanzee. Bickerton (1998) believes that lan-
guage evolved in two stages, a pidgin stage followed by a
Creole-type stage. Pinker’s view allows that we might find
in animals some intermediate language stage(s) between that
of a pidgin and a Creole. Bickerton’s view does not allow this
and suggests we will never observe in animals a form of lan-
guage more complicated than a pidgin. Both Pinker and
Bickerton think that language is a hardwired capacity of our
species, independent of general intelligence. If, as some (e.g.,
S. J. Gould, 1987) think, language is a result of an increase of
intelligence in humans, then it should be possible to find in
animals increasingly better forms of language correlated with
better intelligence. Although these are interesting specula-
tions, definite and secure knowledge concerning animal lan-
guage ability lies in future research.

Still another view suggesting that language in humans is
fundamentally different from that in animals was suggested
by Dunbar (1993). Dunbar suggests that language evolved in
three principle stages. Australopithecus cines, an early ances-
tor, had a primate system of vocalization similar to that seen
in present-day apes such as chimpanzees. This could not be
called language. With Homo erectus, a close relative of our
species, a simple kind of language evolved that prompted
bonding between individuals. About 50,000 or so years ago,
our own species, Homo sapiens, developed fully modern
language that was employed for more than social boding. Es-
sential language developed into a useful means for communi-
cating abstract ideas. Thus Dunbar, like Bickerton and Pinker,
is of the opinion that as far as language is concerned, the gulf
between man and other animas is one of kind and not degree.

Evolution and Cognition

Several characteristics of the approach to animal and human
cognition currently employed within experimental psychol-
ogy are noteworthy. Workers in human cognition all but
ignore animal learning and cognition. Workers in animal cog-
nition, for the most part, employ a limited number of species,
most notably rats and pigeons. The cognitive capacities iso-
lated for examination in animal cognition are often those sim-
ilar to those possessed in abundance by humans. Do animals
possess numerical abilities? Can animals make inferences of
the sort If A =  B and B = C, then A = C? To what extent do
human theories of serial learning apply to animals? Are ani-
mals, like humans, capable of self-recognition? By virtue of
examining these and other questions much useful informa-
tion has been provided for better understanding both animal
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and human cognition. Furthermore, there is ample reason for
believing that at least in some cases similar processes are in
operation over a broad range of animal species. The prime
example of this is the sort of associative learning examined in
Pavlovian and instrumental conditioning.

It is probably the case that most (if not all) experimental
psychology and perhaps most social scientists accept evolu-
tion. This being so, Symons (1987) wrote a paper entitled “If
we’re Darwinians, what’s the fuss about?” The fuss, accord-
ing to Symons, is about this: “Perhaps the central issue of
psychology is whether the mechanisms of the mind are few,
general and simple, on the one hand, or numerous, specific
and complex on the other” (p. 126). As indicated previously,
and speaking generally, many experimental psychologists
tend toward the former assumptions whereas many evolu-
tionary biologists and psychologist tend toward the latter,
and some incline toward the view that the modules are in
communication with each other (Mithen, 1996). To employ
metaphors, experimental psychologists might compare the
mind to a general-purpose computer, whereas evolutionary
biologists and psychologists often compare the mind to a
Swiss army knife, a general-purpose tool having a diversity
of different functions.

Evolution and Cognition: Implications

At one time, unlike now, animal and human learning and
cognition were seen as highly related (see, e.g., McGeoch &
Irion, 1952). Workers in the two areas shared a variety of im-
portant assumptions and considered, very probably, that
choosing animals or humans for study involved little more
than a strategic decision. If an attitude of common purpose
was once the rule of the day, then it appears to be no more. On
the one hand, many workers in human learning and cognition
do not appear to regard animal learning and cognition as es-
pecially relevant to their concerns. It may be that many work-
ers in human learning and cognition see the intellectual gap
between our species and others to be very wide, so wide as to
be one of kind and not of degree. According to this view, an-
imal cognition has little to offer human cognition.

Interestingly, and perhaps ironically, many workers in an-
imal learning and cognition may hold a contrary opinion, that
is, that humans and animals differ cognitively, but only in de-
gree. This inference seems to make sense when one examines
some of the concerns popular in the study of animal cogni-
tion. As we have seen, workers in animal cognition are inter-
ested in determining the extent to which animals possess
language, can use numerical information, imitate others, and
so on. What these concerns have in common, of course, is
that they are things that are done by humans and done very

well. Needless to say, perhaps, these are legitimate problems,
ones well worth studying.

The attitudes of workers in animal and human cognition
may stem from the same source: an incorrect understanding
of how evolution shapes cognitive adaptations. Both camps
appear to accept some version of a continuity view, that as we
go from so-called “lower” to “higher” animals, intellectual
capacity increases. Workers in human learning and cognition,
as indicated, appear to believe for whatever reason (e.g., that
intermediate species became extinct) that human intellectual
capacity, at least in some significant respects, differs from
that of animals in kind and therefore that animal cognition
may be ignored. Workers in animal learning and cognition
also accept some version of the continuity view but appear to
believe, generally speaking, that intellectual development of
various sorts has progressed far enough in animals to make
them useful objects of study. If the foregoing analysis is cor-
rect, then new more useful approaches to learning and cogni-
tion are being ignored by both animal and human workers.

There are certain implications that follow from an evolu-
tionary approach embracing both discontinuity and conti-
nuity of intellectual development over species, which may
well result in a closer, if not close, reuniting of animal and
human learning and cognition. On the one hand, although
there may well be some capacities unique to humans (e.g., the
capacity for language), there are undoubtedly others that are
widely shared over species and that, accordingly, should ben-
efit from a comparative approach. A prime example here is
spatial learning. As we saw, spatial learning is well developed
in many species, and in some species (including our own),
males seem better at spatial learning than females. This dif-
ference seems related to the different demands placed on
males and females in the environment in which they evolved.

Thus, animals that had to move about a good deal, that had
to go from place to place to find food or mates or to escape
danger, would be expected to be better at spatial learning than
animals that had fewer such demands. Note the difference
between the emphasis here and that previously described as
shared by many workers in human and animal cognition: The
emphasis is not on the degree of correspondence between
the cognitive capacity of humans versus other animals, but
on the relation between particular animals and the specific
demands of the environment in which those animals evolved.
That is, to better understand the degree or kind of cognitive
capacity an animal might possess, a first step might well in-
volve a better acquaintance with the problems that animals
faced in the environment in which it evolved.

In Pavlovian conditioning, as indicated, a tone may be
presented a few seconds prior to food, and the relation
between these events may be learned as indicated by the
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animal’s coming, with training, to salivate to the tone.
Pavlovian learning of this sort appears to be common in a va-
riety of species (see, e.g., Wasserman & Berglan, 1998). Pre-
sumably this is because learning such Pavlovian relationships
is important to survival in many species. That is, it is hardly
uncommon for events of biological significance to be reliably
signaled by other events—a rustle of leaves indicating an ap-
proaching predator, circling vultures indicating a dead animal
and a potential meal, and so on. If this is so, then as expected,
learning Pavlovian relations is common to a wide variety of
species.

If, as indicated, regularities in the environment play an im-
portant role in shaping an animal’s cognitive capacities, then
it becomes incumbent upon investigations to obtain knowl-
edge about regularities and behavior in that environment. We
have already seen how our understanding of spatial learning
in animals and humans has benefited from such an approach.
To suggest another familiar example, we have seen how our
understanding of language has benefited from examining
real-life situations in which children exposed to a pidgin
develop on their own, within a single generation, a more
complex form of language called a Creole. As another exam-
ple, observations of chimpanzees in the wild suggest that
they possess a high level of cognitive capacity that might oth-
erwise go unnoticed. Field observation of 14 different groups
of widely separated chimpanzees suggests that they may be
characterized as possessing a culture (Whiten & Boesch,
1999). By culture it is meant that the various groups of chim-
panzees engage in complex behaviors that are obviously
learned and, in addition, are passed on from one generation to
the next.

An outstanding example of such complex behavior is ter-
mite fishing, in which chimpanzees insert thin, flexible strips
of bark into termite mounds to extract the insects, which they
eat. This behavior is practiced by 8 of the 14 groups of chim-
panzees observed. However, it is practiced differently by dif-
ferent groups. For example, once the insects have swarmed up
the stick, 3 of the 8 groups pull the stick through their fists and
eat the gathered prey. This technique is used by some other
groups of chimpanzees who also pull the stick through their
mouths. To cite another complex behavior, 3 of the 14 groups
of chimpanzees use small sticks to remove bone marrow in-
side the bones of monkeys they have killed. The point here, at
least as suggested by Whiten and Boesch (1999), is not
merely that termite fishing and removing bone marrow with
sticks are complex learned behaviors, but that they are passed
on from one generation to the next, and so, in the opinion of
some, indicate that chimpanzees possess a culture. Whiten
and Boesch (1999) indicate that still other animals may pos-
sess a culture, as (for example) populations of whales that

sing in different dialects and hunt in different ways. Are the
sorts of behaviors engaged by chimpanzees and possibly
other animals, such as whales, really manifestations of cul-
ture, on par in some respects with human culture as suggested
by Whiten and Boesch (1999)—or is it something simpler?
It may be, for example, that termite fishing is composed
of many component behaviors, gradually and accidentally
learned over time by one or two members of a chimpanzee
group, which are then acquired by other members according
to the same principles that explain other forms of instrumen-
tal learning. Laboratory studies that, for example, compare
learning by imitation in chimpanzees with such learning in a
variety of other animals, including humans and birds, can
help determine whether ascribing culture to chimpanzees is
valid and useful. The plain implication of the previous analy-
sis is that experimental psychologists, if they are to better un-
derstand learning and cognition, must supplement laboratory
studies of learning and cognition with real-life field studies of
animals dealing with problems of evolutionary adaptation in
their environments.

Although the strategy just outlined is already being
followed in some cases, unfortunately, the practice is less
widespread than is desirable. However, it does seem to be
growing. For example, the behavior system approach as-
sumes that in Pavlovian conditioning, an unconditioned stim-
ulus (UCS) such as food or shock activates an underlying
organization of behavior appropriate to that UCS (for the
food UCS, the feeding system, for shock, the defensive sys-
tem). According to this view, a conditioned stimulus (CS) will
come to elicit responses that are components of the behavior
system activated by the UCS. Thus, not only must preorga-
nized response systems be considered but also a particular
species’ sensitivity to different stimuli and its underlying mo-
tivational system. The usefulness of this approach has been
demonstrated in a variety of laboratory experiments that
were cognizant of the animals’ species-typical behaviors. As
merely one example, Timberlake and Washburne (1989)
examined predation in seven different species of rodents.
Characteristic differences in prey-capture of crickets by the
rodents were related to species-typical behavior (e.g., more
carnivorous species captured prey more quickly and reli-
ably), and the response of each species to a CS, a rolling ball
bearing, resembled that particular species’ typical response to
actual prey.

Felial imprinting (e.g., baby ducklings’ following a
parent) is another example of how an understanding of
species-typical behavior may be profitably used to conduct
and illuminate laboratory studies. Some of the so-called
“attributes” of imprinting based on field studies have been
shown by laboratory studies not to be entirely correct. For
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example, the supposed irreversibility of imprinting was ques-
tioned by Salzen and Meyer (1968), who showed that chicks
imprinted on one ball could be shifted to another ball and
reversed. Other important characteristics ascribed to imprint-
ing (e.g., that imprinting is a specialized form of learning,
differing in several important respects from other forms of
learning) seem more feasible (see, e.g., Bateson, 1990). For
example, imprinting occurs more readily to species-typical
stimuli than to artificial stimuli.

Of course, it is not only the study of animal cognition that
can benefit from a better understanding of species-typical be-
havior. We have seen, for example, that children exposed to a
pidgin convert it to a more complex Creole in a single gener-
ation, supplying a good reason for believing, as Pinker (1994)
asserts, that language is an instinct. Perhaps we will come to
better understand this language instinct as we learn more
about other complex (or even simple) instincts in humans and
other animals. That is, similar processes may underlie various
complex instincts, such as the language instinct in humans
and echolocation in bats.

What the future may hold is difficult to say. However,
there are signs that the current divide between animal and
human learning and cognition may diminish, returning us to
a view more commonly held in the 1930s, 40s, and 50s. This
time around it may be a much better informed view. It should
benefit from three areas that are much more sophisticated
today than in the past: cognitive neuroscience (e.g., Rapp,
2001), behavior genetics (e.g., Bailey, 1998), and evolution-
ary psychology (e.g., Crawford & Krebs, 1998). Some would
argue that opening laboratory psychology up to these more
biologically informed influences should help to place the
field in a more proper, and thus more useful, perspective. That
is, it should moderate what some see as the extreme environ-
mentalism that has dominated psychology during the past
75 years or so (see, e.g., Pinker, 1994; Tooby & Cosmides,
1992), replacing it with a more balanced view. This more bal-
anced view would hold that environmental influences are
indeed important, but that these work through evolved mech-
anisms to determine behavior. Two prime examples of such
evolved mechanisms cited in this chapter are the language ac-
quisition device of humans, and mechanisms of echolocation
in bats.
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To remember is to conjure up an image of the distant past, or
perhaps a reflection from hours or days previous. Yet we re-
member over the very short term as well—over time periods
lasting minutes, seconds, and even milliseconds. Consider
language: We need to remember the early parts of a spoken
phrase, or the particular sequence of phonemes in a word, for
periods lasting beyond their physical presentation. Such
short-lived memories are widely believed to be adaptive
components of on-line cognitive processing. They help us
produce and interpret spoken language, remember telephone
numbers, reason, solve problems, and even think. The pur-
pose of this chapter is to review and comment on the psy-
chology of these transient memories.

Traditionally, memory researchers have distinguished
between two types of transient memories: sensory memo-
ries and short-term memories. Sensory memories are faith-
ful, veridical records of initiating stimuli. You can think of
a sensory memory as a kind of continuation of the actual
event—the same information simply removed in time
(Crowder & Surprenant, 2000). By definition, then, sensory
memories are modality specific: Visual stimuli lead to vi-
sual sensory memories, auditory stimuli lead to auditory
sensory memories, tactile stimuli produce tactile sensory
memories, and so on. Sensory memories tend to last for
only a second or two, at best, and are widely thought to ac-
crue from the processes involved in normal sensation and
perception.

Short-term memories are the active, but analyzed, contents
of mind. Any time that we form a conscious idea, or process

incoming information from the world, we activate existing
long-term memory structures; as a collective set, this acti-
vated knowledge defines what most psychologists currently
mean by short-term memory (e.g., Cowan, 1995; Shiffrin,
1999). Short-term memories, unlike sensory memories, need
not accurately reflect a just-presented stimulus. Instead, they
usually represent meaningful interpretations of what has just
occurred. For example, we might see a string of visual forms
representing the letters P U M P K I N, but actively maintain
a short-term memory for the word pumpkin and perhaps even
a visual image of the orange object itself. Evidence suggests
that short-term memories are often represented in the form of
an acoustic code—an inner voice—which probably plays a
vital role in the interpretation and production of spoken lan-
guage (e.g., Baddeley, Gathercole, & Papagno, 1998).

Psychologists use an additional term, working memory, to
refer to the set of processes, or systems, that control and
maintain activation of short-term memories (Baddeley, 1986;
Miyake & Shah, 1999). Activation is assumed to be inher-
ently fragile, so short-term memories are quickly lost in the
absence of some kind of maintenance process. The working
memory system is thought to contribute to virtually all as-
pects of cognitive processing (e.g., reading, reasoning, prob-
lem solving, etc.), but this chapter focuses solely on the task
of remembering over the short term. What are the character-
istics of memory over the short term? How does memory
over the short term differ from long-term memory? Are
different systems or mnemonic principles needed to explain
short- and long-term remembering? To begin, I turn to the
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briefest of memories: the lingering aftereffects of event
presentation.

PROLONGING THE PRESENT:
SENSORY MEMORY

It is easy to demonstrate that the internal experience of a
briefly presented event outlasts the event itself. Twirl a
sparkler on a warm summer night and you’ll see a trail of the
light, perhaps enough to form a rough circle or to attempt the
outlines of a name. The abrupt ending of a symphony, expe-
rienced in a quiet room, leaves an echo that contributes to
the drama of the musical piece. The briefest of touches
can linger, leaving behind a record of the preceding impres-
sion. These are sensory memories: fleeting, raw records of
experience.

There is nothing in the concept of a sensory memory
that is necessarily tied to the passage of time. We can
recognize the sound of a person’s voice, or call to mind two
viewings of the same visual scene, even though months or
years might have passed. Most psychologists, however,
use the term sensory memory to refer to stimulus persis-
tence, a kind of prolonging of the present. Longer term
modality-specific memories, such as the long-term recall
or recognition of a person’s voice, are generally classified
as perceptual memories to distinguish them from sensory
persistence per se (e.g., Cowan, 1984, 1988; Massaro,
1975; Massaro & Loftus, 1996). There may be different
forms of short-term sensory persistence. For example,
some have suggested that there are two distinct phases of
sensory storage, one lasting only a few hundred millisec-
onds and a second lasting up to 20 s (e.g., Coltheart, 1980;
Cowan, 1984; Massaro, 1975).

Unfortunately, the distinction between the various forms
of sensory persistence and perceptual memory is not a clean
one and has led to some interpretive problems in the sensory
memory literature. For example, many of the tasks that have
traditionally been used to study sensory persistence may, in
fact, be measuring perceptual memory (see Loftus & Irwin,
1998). Questions have also been raised about the adaptive
value of the persistence process itself (Haber, 1983). In the-
ory, a prolonging process seems clearly adaptive: To perceive
a spoken word, it is necessary to integrate across phonemic
information that is presented sequentially in time (Cowan,
1984; Darwin, 1976); integrating two visual images success-
fully, such as those produced by a rapidly moving object, may
require one to maintain a relatively intact memory for the
initially presented image (Eriksen & Collins, 1967). How-
ever, it is uncertain how much of a role sensory persistence

actually plays in these situations, or whether it plays a role at
all. Some researchers have suggested that sensory persistence
may result from the fact that neural responses are simply
extended in time (Loftus & Irwin, 1998; Francis, 1999). The
fact that the subjective experience of persistence—even its
very presence—depends on factors such as the duration
and intensity of the physical stimulus supports this kind of
explanation.

Measuring Sensory Persistence

As with most psychological phenomena, our understanding
of sensory persistence has been largely defined by measure-
ment techniques. One relatively direct technique, known as a
synchrony judgment task, asks observers to adjust the timing
of an index stimulus, such as an auditory click, until it coin-
cides with the onset or offset of a target stimulus, such as a
light (e.g., Bowen, Pola, & Matin, 1974; Efron, 1970). Ob-
servers are quite accurate at deciding when the target stimu-
lus first appears—its onset—but overestimate its offset by
around 150 ms; in other words, observers think the stimulus
continues for a brief period after it has physically disap-
peared. Again, the extent of the persistence depends on the
intensity and presentation duration of the target stimulus, but
seems to be largely independent of presentation modality. For
brief target presentations, both visual and auditory stimuli
show sensory persistence effects lasting somewhere between
100 and 200 ms.

Comparable results are obtained using a technique called
backward masking (e.g., Massaro, 1970; Turvey, 1973).
Here, visual or auditory stimuli are presented and then fol-
lowed closely by an interfering “mask” from the same pre-
sentation modality. The task is to identify or recognize the
target stimulus. For example, in a simple auditory backward
masking task a high- or low-pitched tone might be presented,
followed at some variable time by another irrelevant but
masking tone; the subject’s task is simply to categorize the
pitch of the first tone (high or low). The common finding is
that recognition or identification performance improves as
the interval between the end of the target stimulus and pre-
sentation of the mask increases, until an asymptote is
reached at around 250 ms (Massaro, 1970; see Figure 15.1).
After 250 ms, further delays in presentation of the mask do
not affect performance very much (see also Massaro & Lof-
tus, 1996).

The 250-ms asymptote is commonly interpreted as the
point beyond which the stimulus no longer persists—that is,
the duration of the sensory memory. Alternatively, 250 ms
could simply represent the point at which the subject has ex-
tracted all the relevant information that he or she needs.
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Figure 15.1 Percent correct identification performance in a simple audi-
tory backward masking experiment, plotted as a function of the delay of the
masking tone. The data are shown separately for three individual subject
(after Massaro, 1970). Reprinted with permission.

Many researchers find it compelling that similar masking
functions are found for visual and auditory stimuli (Cowan,
1995; Massaro, 1975); furthermore, the estimated duration
derived from backward masking—250 ms—roughly corre-
sponds to the phenomenological duration tapped by the syn-
chrony judgment task. Other persistence tasks yield similar
duration estimates. For example, in a temporal integration
task, subjects are asked to identify a missing element in an
array of elements (e.g., Di Lollo, Hogben, & Dixon, 1994).
Presentation of the array unfolds over time: Subjects receive
a random half of the elements at Time 1 and the second half
after a brief, but variable, delay. Successful performance re-
quires perceptual integration of the two halves, which seems
to occur only if the two halves are separated by fewer than
100–200 ms.

The Partial Report Technique

The measurement technique most commonly associated with
sensory memory, particularly visual sensory memory, is the
partial report procedure developed by Sperling (1960; see
also Averbach & Coriell, 1961). When people are presented
with a visual display of letters—for example, a three-by-four
array of 12 letters—for a very brief duration—say, around
50 ms—roughly 3 or 4 letters can be reported correctly. Peo-
ple can presumably process only a limited amount of infor-
mation in 50 ms, so this result may not seem surprising.
However, people report the clear sensation of seeing the
entire display, with all 12 letters, but the display fades before
all the letters can be reported. Sperling (1960) set out to mea-
sure the persistence of the display, which he believed tapped
a form of visual sensory memory.

Sperling’s first challenge was to document that people
do, in fact, have more than three or four letters available

following the offset of the display. He devised a partial report
condition, which required the reporting of only part of the
display rather than all 12 letters (hence the name partial
report). After the display was turned off, one of three audi-
tory cues sounded—a high-, medium-, or low-pitched tone—
which signaled the subject to recall only one of the three rows
of letters. Because the cue was presented after the display
was physically terminated, average row performance could
be used to estimate availability of the display as a whole.
Sperling discovered that, indeed, people have much more
display information available than the three to four letters
tapped by whole report.

The partial over whole report advantage is important, but
it does not, by itself, establish the presence of sensory mem-
ory. For one thing, fewer items need to be recalled under par-
tial report (4 instead of 12 letters), so some kind of recall (or
output) interference could be contributing to the condition
differences. Of main interest is the finding that the partial re-
port advantage declines rapidly with the insertion of a delay
between display offset and the occurrence of the recall cue.
Sperling found that the advantage was eliminated if the recall
cue was delayed for 1 s after offset of the display, and it was
sharply reduced after a few hundred milliseconds. The infer-
ence is that the visual display persists, as a sensory or iconic
memory, for a brief period following offset, allowing the sub-
ject to continue processing its contents. Note that the estimate
of duration derived from the partial report technique is
slightly longer than, but in the same ballpark as, the estimates
of persistence derived from the other procedures described
previously.

Considerable work has been conducted using the partial re-
port task over the past 40 years (see Greene, 1992; Massaro,
1975; Neath, 1998, for general reviews). Auditory versions of
the task indicated initially that auditory sensory memory
might last considerably longer than visual sensory memory
(on the order of seconds rather than milliseconds; e.g.,
Darwin, Turvey, & Crowder, 1973), but methodological con-
cerns cloud this conclusion (see Massaro, 1975). Other influ-
ential work has studied the particulars of the errors that occur
in the task as the recall cue is delayed. It turns out that people
primarily make location errors with delay: That is, the identi-
ties of the letter are not lost, but, rather, people become con-
fused about the row the letters occupied (Mewhort, Campbell,
Marchetti, & Campbell, 1981).

The Characteristics of Sensory Persistence

It is not yet certain whether each of the tasks just described
really measures the same psychological construct—that is, a
decaying sensory memory. Each has somewhat different task
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requirements, so it is reasonable to expect differences. For
example, a synchrony judgment task does not require one to
extract meaningful information from the display, such as let-
ter identities, and the partial report technique requires one to
allocate attention selectively to the cued location in the visual
display (Dixon, Gordon, Leung, & Di Lollo, 1997). Few
studies have attempted to compare the different techniques
directly, but there is some indication that the partial report
technique may be measuring something qualitatively differ-
ent from what is tapped by the other techniques (Loftus &
Irwin, 1998).

Inverse Effects

Most forms of sensory persistence, at least as studied by the
majority of measurement techniques, do show common char-
acteristics. For example, the duration of persistence is in-
versely related to target stimulus duration and intensity.
Efron (1970) found that people were quite accurate at judging
stimulus offset as long as the target stimulus was presented
for at least 150 ms. In general, as the duration of the target
stimulus increases, people experience less persistence. The
duration of persistence also shortens as the intensity of the
target stimulus increases: For example, brighter stimuli lead
to shorter persistence effects. One interpretation of these
results is that the target stimulus, at onset, initiates a period of
neural activity that lasts for a few hundred milliseconds. If
the physical stimulus is removed prior to the completion
of this neural response, the stimulus will appear to persist
until the response function is complete. If the duration of the
stimulus itself exceeds the neural response time, or if some
other factor, such as intensity, effectively shortens the neural
response time, then no persistence effects will be found.

Neural Dynamics

At present, there is no consensus on the proper interpretation
of these persistence effects. However, the idea that people
have special sensory memory stores, designed to maintain lit-
eral copies of sensory input as an aid to subsequent percep-
tual processing, is losing favor among researchers. Instead,
persistence effects are widely believed to result from the dy-
namics of neural processing, perhaps simply as an artifact of
systems that are designed to accomplish more general ends.
For example, Francis (1999) has proposed that visual persis-
tence effects accrue from a general mechanism of excitatory
feedback in cortical neural circuits; the duration of persis-
tence, in turn, is driven by cortical “reset” signals that
dampen, or inhibit, the feedback. Increases in stimulus dura-
tion or intensity increase the strength of the reset signals,

thereby affecting the perceived duration of persistence (see
also Grossberg, 1994).

To the extent that persistence effects are caused by general
neural mechanisms, one might expect to find similar effects
across all modalities. As discussed, there do indeed appear to
be common performance characteristics across modalities,
but more research needs to be conducted. Moreover, for
methodological reasons, it is difficult to investigate persis-
tence effects in some modalities; consider, for example, the
inherent difficulties involved in controlling the presentation
duration of an olfactory or gustatory stimulus. For this rea-
son, little work has been conducted on modalities other than
vision and audition. New techniques are in development,
particularly techniques designed to tap neural processing
(see Näätänen & Winkler, 1999), so answers may be on the
horizon.

Modality and Suffix Effects

The evidence gleaned from the partial report technique, as
well as the other measures of persistence, was used in the
1960s and 1970s to support the proposal of specialized sen-
sory memory stores—that is, iconic memory for visual stim-
uli and echoic memory for auditory memory. These memory
stores, in turn, were widely believed to contribute to perfor-
mance in a number of perceptual and mnemonic tasks. In im-
mediate serial recall, for example, a persisting auditory, or
echoic, trace was thought to underlie the modality effect,
which is the large recency advantage that one typically sees
for lists presented aloud (Corballis, 1966). An extensive liter-
ature developed to explain how factors influenced the size of
the modality effect, purportedly for the reason of understand-
ing the characteristics of auditory sensory memory.

Precategorical Acoustic Storage

Crowder and Morton (1969) proposed that lingering echoic
information was held in precategorical acoustic storage
(PAS), a limited-capacity sensory store capable of holding a
few auditory items. Unlike visual sensory memory, which
decayed very rapidly, the contents of PAS were believed to
last for several seconds, allowing a subject time to give the
last one or two items in a memory list a kind of once-over
prior to recall. This provided an end-of-the list advantage for
aurally presented items because the subject could use the
echoic information in PAS to correct selective information in
short-term (or working) memory (see Crowder, 1976). A re-
lated empirical phenomenon, the suffix effect, provided sup-
porting evidence: If an auditory list is followed by another
redundant spoken item, such as the word recall, the auditory
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recency advantage is reduced or eliminated. In this case it
was assumed that the suffix, because of the limited capacity
of PAS, interfered with the echoic traces for the last list item
or two, eliminating the recency boost.

Initially, a great deal of evidence accumulated supporting
the PAS account. For example, delaying the suffix by a few
seconds typically reduces its interfering effect, supporting the
proposal that the contents of PAS have a useful lifetime of
only a few seconds. In addition, the destructive power of the
suffix depends importantly on its acoustic, rather than its se-
mantic or categorical, similarity to the list items (J. Morton,
Crowder, & Prussin, 1971). What is stored in PAS, according
to the model, is a raw, uncategorized sensory trace; conse-
quently, one would expect the modality and suffix effects to
show sensitivity only to acoustic variables. Crowder (1978)
further showed that if list items are comprised of homo-
phones presented aloud (plus visually for identification),
such as pare, pair, pear, no enhanced recency is found. In this
case the lingering echoic information, although still stored in
PAS, is nondiscriminative acoustically: It cannot be used se-
lectively to correct the short-term memory records for re-
cency items (see Nairne, 2001, for a fuller discussion).

In the 1980s, however, support for the PAS model was
weakened considerably by the demonstration of modality ef-
fect patterns for nonacoustic presentation modes. For exam-
ple, sharp recency effects were obtained for lip-read stimuli
(Campbell & Dodd, 1980) and occurred when subjects silently
mouthed visual stimuli (Greene & Crowder, 1984; Nairne &
Walters, 1983). Neither lipreading nor mouthing involves
sound, thus precluding a role for PAS, yet both produced
serial position curves that mimicked those found for auditory
presentation. The suffix effect was also discovered to be sensi-
tive in some cases to conceptual attributes (Ayres, Jonides,
Reitman, Egan, & Howard, 1979; Neath, Surprenant, &
Crowder, 1993), and to last over intervals considerably longer
than a few seconds (Watkins & Watkins, 1980). Although
various attempts were made to rescue the PAS model from
conflicting data (see Greene, 1992), the account generally
has fallen into disfavor (see Neath, 1998). Instead, both the
modality and suffix effects are now widely believed to be
short-term memory phenomena, although some form of resid-
ual perceptual memory may play an important role (see
Nairne, 1988, 1990).

SHORT-TERM OR WORKING MEMORY

Whereas sensory memories tend to be veridical copies of the
environment, short-term memories comprise the stuff of im-
mediate experience. Consider the process of remembering a

telephone number as you cross the room. The numbers, no
longer physically present, remain active in consciousness be-
cause you engage in a process of internal repetition (in what
appears to be a kind of inner voice). If you are distracted prior
to reaching the phone, or fail to rehearse, the numbers are
likely to vanish, leaving you with considerable uncertainty—
a number here or there perhaps, but little or no confidence
about the final order.

This description, which corresponds to subjective experi-
ence, actually represents the standard way that most memory
researchers think about remembering over the short term
(see Nairne, 2002). Permanent knowledge structures are
activated, creating short-term memories, which renders the
activated information immediately and directly recallable.
Because of inherent attentional and resource limitations (see
the chapter by Egeth & Lamy in this volume), only a certain
number of items can be refreshed, through rehearsal, prior to
loss, creating the familiar limitations in memory span (e.g.,
Miller, 1956). The whole process is somewhat akin to a jug-
gler’s attempt to maintain a set of plates in the air: The ca-
pacity of the juggler is determined by how well he or she can
counteract the forces of gravity by effectively retossing each
plate before it hits the ground (also see Nairne, 1996).

The standard model of short-term memory successfully
explains a wide range of empirical data, everything from the
recency effect in free recall to the intricacies of immediate
serial recall (see Healy & McNamara, 1996, for a review). In
recent years, various researchers have attempted to formalize
the mechanics of how storage is controlled in the form of
computer simulation models, and I review some of these
models later in the chapter. However, questions remain about
the proper interpretation of how we remember over the short
term. Not all researchers accept the standard juggler model of
short-term memory, choosing instead to opt for general
mnemonic principles that apply over both the short and the
long term (e.g., Melton, 1963; Nairne, 2002). In the fol-
lowing sections, I review the empirical data base on short-
term retention with an eye toward shedding light on these
controversies.

Forgetting Over the Short Term

Any discussion of short-term memory is properly begun with
the topic of forgetting. As noted previously, it is the fact that
we forget rapidly over the short term that produces the famil-
iar limitations in memory span. The concept of a short-term
memory capacity, in effect, is meaningful only because we
typically fail to remember certain portions of a presented
memory list. For many years, immediate retention was largely
ignored by memory researchers. Instead, the focus was placed



428 Sensory and Working Memory

on multitrial learning, particularly paired-associate and serial
learning, in the interest of specifying the conditions of trans-
fer and interference (see Osgood, 1953). Single-trial immedi-
ate serial recall, which today reigns as the prototype of the
short-term memory task, went largely unstudied for the first
half of the twentieth century.

The situation changed dramatically around 1960 with the
introduction of the Brown-Peterson technique, developed
independently by John Brown (1958) and Lloyd and
Margaret Peterson (Peterson & Peterson, 1959). In the origi-
nal Peterson procedure, trials consisted of the presentation
and recall of single consonant trigrams (e.g., CHJ) following
a distractor-filled retention interval. Retention intervals var-
ied randomly from 3 to 18 seconds and, importantly, the sub-
ject was required to count backwards aloud (by threes)
throughout the interval to prevent rehearsal. The striking find-
ing was that consonant trigrams, presented singly, were es-
sentially forgotten after a retention interval of 18 s. Murdock
(1961) extended the procedure to word recall and found sim-
ilar results: nearly complete forgetting of a list of three words
after approximately 18 s of counting (see Figure 15.2).

The Peterson finding was newsworthy for a number of rea-
sons: First, most researchers were surprised to find any signif-
icant forgetting after such a short retention interval, especially
given that the memory load was well below span. Second, the
activity filling the retention interval—counting backward—
lacked formal similarity to the to-be-remembered stimulus
items (letters or words). Circa 1960, the main mechanism for
forgetting was assumed to be interference, and not much inter-
ference was expected to occur between highly dissimilar
materials. (There was some phonemic similarity between
the letters and the digits, although this fact was not widely

appreciated at the time.) Finally, the negatively accelerated
form of the short-term forgetting curve showed a marked sim-
ilarity to long-term forgetting functions (Ebbinghaus,
1885/1964), suggesting that it might be possible to study re-
tention at a more fine-grained level (Slamecka, 1967).

Decay Versus Interference

Among the more interesting implications of this rapid short-
term forgetting, as noted by J. Brown (1958) and others (e.g.,
Broadbent, 1958), was the possibility that autonomous decay
might be responsible for the loss. The notion that mnemonic
information is lost spontaneously with the passage of time
(e.g., as in Thorndike’s law of disuse) had largely fallen out of
favor among psychologists, at least for long-term retention,
because (a) memory sometimes improves with the passage of
time (e.g., spontaneous recovery, reminiscence, or both) and
(b) forgetting depends so critically on the nature of interfering
material. John McGeoch’s famous analogy was of an iron bar
left out to rust in open air: Rust accumulates with time, but it
is the processes that operate in time (i.e., oxidation), not
time per se, that are ultimately responsible for the changes
(McGeoch, 1932). The fact that significant forgetting could
occur in the absence of interference resurrected the concept
of decay and bolstered the novel idea that short-term reten-
tion might be mediated by its own unique operating system.

As noted, retroactive interference could be easily dis-
missed as the source of short-term forgetting in the Brown-
Peterson task, because counting and letters or words are highly
dissimilar, but proponents of decay were forced to acknowl-
edge that proactive interference might be responsible for at
least some of the loss. Proactive interference is the interfer-
ence that prior information, such as the items on trial N – 1,
imposes on the retention of current trial information (trial N).
Peterson and Peterson (1959) checked for proactive interfer-
ence in their experiments but failed to find any support for it
(in fact, performance actually improved from early to late in
the session). However, in a landmark study, Keppel and
Underwood (1962) eliminated practice trials and focused only
on the very first trial. No proactive interference is possible
on the first trial in a session, because there is no prior trial
information, and Keppel and Underwood found almost no for-
getting, regardless of the length of the retention interval. Dif-
ferences between a short and a long retention interval began to
emerge only on the second or third trial in the session, when,
presumably, proactive interference was able to kick in.

Theoretically, the Keppel and Underwood (1962) findings
are critical: If you believe in a separate short-term memory
system, distinct from long-term memory, then it is important
to show that short-term memory follows its own unique

Figure 15.2 Proportion correct recall performance in a Brown-Peterson
short-term retention task. The data are shown separately for lists containing
one word, three words, or three consonants and are plotted as a function of
the length of the distractor period (after Murdock, 1961).
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operating laws or solves problems that cannot be solved by
the mechanisms governing long-term retention. The sugges-
tion that most, if not all, short-term forgetting is caused by
proactive interference—the same kind of interference that
controls much of long-term retention—diminishes the ratio-
nale for rejecting a single-system view (see Melton, 1963).
Other early work further supported the case for interference.
Murdock (1961) found less forgetting when one word, rather
than three, was used as the to-be-remembered stimulus (see
Figure 15.2); in addition, Melton reported dramatically dif-
ferent short-term forgetting functions for lists varying from
one to five consonants (a form of within-trial interference that
he termed “intra-unit” interference). Others went on to show
that even retroactive interference could play a role under
some circumstances: For instance, more forgetting is found
when items are presented aloud and the intervening distractor
activity is also auditory (e.g., Proctor & Fagnani, 1978).

However, the fact that interference is operative in short-
term memory environments does not rule out decay; both
decay and interference might be involved. Indeed, this was
the position advocated a decade later by Baddeley and Scott
(1971). They noted that in the Keppel and Underwood (1962)
study, as well as in other studies documenting little effect of
forgetting on the first trial (e.g., Cofer & Davidson, 1968),
performance tended to hover near or at the ceiling. Thus, they
argued, there might have been forgetting, but it was masked
by the high performance levels. To get performance off the
ceiling, they increased the length of the memory list from the
standard three items to five items in one condition and seven
in another. Under these conditions, significant forgetting was
found on the first trial, but it appeared to reach asymptotic
levels by around 5 or 6 s. Moreover, no differences were
found in the slope of the forgetting curves as a function of list
length, and the asymptotic levels of performance were sig-
nificantly above the levels normally found when multiple tri-
als are tested in a session. This suggested that some sort of
decay operates early in the retention interval but is complete
by around 5 s; it also suggested that interference, particularly
from prior trials, must cause the bulk of the forgetting found
later in the retention interval.

The conclusions reached by Baddeley and Scott (1971)
have largely dominated the field for the past three decades.
Most researchers believe that interference plays a significant
role in short-term forgetting—in fact, interference is ac-
knowledged to cause most, if not all, of the forgetting in the
Brown-Peterson task—but few have completely rejected the
concept of decay. As I discuss later, the case for decay was
strengthened initially by the discovery of time-dependent
limitations in short-term memory capacity (the word length
effect; Baddeley, Thomson, & Buchanan, 1975). Moreover, it

was subsequently shown that short-term forgetting is nearly
complete after only a second or two if the recall test appears
unexpectedly; in the traditional Brown-Peterson procedure,
subjects expect the recall test and, consequently, may engage
in elaborative processes that enhance long-term memory for
the list items (see Healy & Cunningham, 1995; Muter, 1980;
Sebrechts, Marsh, & Seamon, 1989). In the absence of elab-
orative processing, which enables a kind of back-up recall
from long-term memory, one is forced to rely exclusively on
the fragile activity trace, which decays rapidly—in a second
or two—in the absence of rehearsal.

Temporal Distinctiveness

According to the standard model, as just discussed, decay of
the activity trace is largely complete after only a few seconds.
Interference, particularly proactive interference, is then
largely responsible for any further forgetting that occurs
during a retention interval. But what specific interference
mechanisms are involved? One common assumption is that
subjects are able to retrieve just-presented items from long-
term memory, after the activity trace has decayed, but suc-
cessful retrieval requires discriminating correct list targets
from incorrect alternatives. Items from earlier trials, as well
as extraexperimental items to a certain extent, form a noisy
background against which the correct item must be selected.

There is a reasonable amount of evidence indicating that
the mechanism for trace discrimination involves temporal or
positional information (see G. D. A. Brown, McCormack, &
Chater, 2001; Neath & Crowder, 1990). After all, time-of-
occurrence information, when available, provides a foolproof
method for distinguishing items from Trial N from those oc-
curring on the previous trial, N – 1. Various studies have
shown that forgetting in short-term memory environments
depends importantly on the temporal spacing of items within
a list, the length of the retention interval, and the temporal
spacing between trials in the session. It is not time per se that
predicts retention, but rather the temporal relations among
the items in the experimental session.

In a slight variation of the typical Brown-Peterson task,
Turvey, Brick, and Osborn (1970) asked different groups of
subjects to count backward as distractor activity for either 10,
15, or 20 s. Remarkably, no retention differences were found
among these groups, despite the retention interval differences
(see also Greene, 1996). Of main interest, though, was a crit-
ical trial in which all groups were switched to the same 15-s
distractor interval. Correct recall dropped in the 10-s group
(from .33 to .20), stayed roughly constant in the 15-s group
(.30 to .28), and actually improved in the 20-s group (.30 to
.38). Notice that the passage of time—and therefore the
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Figure 15.3 A schematic outline of the three conditions in the Turvey,
Brick, and Osborn (1970) study. P1 represents list items presented on trial N;
P2 represents list items presented on trial N + 1; R2 represents the point of
recall for items presented on trial N + 1. Recall improves as the ratio of the
interpresentation interval (P1–P2) to the retention interval (P2–R2) increases
(see text).

opportunity for decay—was equated across the groups on the
critical 15-s trial, yet performance depended critically on the
timing of prior trials.

According to distinctiveness accounts, memory improves
to the extent that target items can be easily discriminated
from the memories created by prior trials. As with most per-
ceptual comparisons, the discrimination process is assumed
to be relative: As time passes, temporally distant items seem
more similar and become harder to discriminate, just as tele-
phone poles watched from a moving car appear to merge
together with increasing distance traveled (Crowder, 1976).
Thus, two items separated by 5 s become harder to discrimi-
nate after 20 s than after 10 s. This relationship can be
expressed easily in terms of a ratio: Discriminability is pro-
portional to the interitem interval (the period separating the
two items in question) divided by the retention interval (the
time separating the most recent item from the point of test).

Now reconsider performance in the Turvey et al. (1970)
experiment (see Figure 15.3). Prior to the 15-s critical trial,
the intertrial intervals remained constant within the session
(10, 15, or 20 s), creating a discriminability ratio of 1.0 for
each group. As noted above, no retention differences were ac-
tually found among these groups, despite the different reten-
tion intervals, providing strong support for the distinctive-
ness account. On the critical trial, however, the ratios change
differentially across the groups, in the direction predicted
by the data. More specifically, the discriminability ratio de-
clines in the 10-s group (10/15 =  0.67), leading to poorer
retention performance, and increases in the 20-s condition
(20 /15 =  1.33), leading to improved performance; the ratio
remains at 1.0 in the 15-s condition, and no performance
changes were recorded (15 /15 = 1.0).

The Turvey et al. (1970) data are particularly important
because they show that short-term memory performance can
decrease, stay the same, or even increase depending on tim-
ing variables. Comparable results have been found in other
contexts: Neath and Knoedler (1994), for example, found
that memory for early items in a list sometimes improves as

the length of the retention interval increases (see also Wright,
Santiago, Sands, Kendrick, & Cook, 1985). According to dis-
tinctiveness accounts, early items become relatively more
discriminable as all list items recede backward into the past
(see also Bjork, 2001). No simple version of decay theory can
handle such findings; the passage of time, it turns out, fails
as a general predictor of short-term memory performance
(except, perhaps, for the first few seconds of a retention
interval).

Capacity Limitations

Obviously, to the extent that items are rapidly forgotten over
the short term, for whatever reason, there will appear to be
fundamental limitations in memory capacity. From the per-
spective of the standard juggler model outlined earlier, the
storage capacity of short-term memory is determined by the
trade-off between decay and the rate of internal rehearsal.
The number of items that can be recalled correctly, in order,
on at least half of the trials (i.e., memory span) is determined
by the number of items that can be rehearsed within the time-
limited decay window. That number, as noted by Ebbinghaus
(1885/1964) and others (e.g., Miller, 1956), tends to be
around seven plus or minus two unrelated items.

It is misleading, though, to think about capacity limita-
tions in short-term memory simply in terms of items, particu-
larly in terms of a number such as seven plus or minus two.
First, as Miller (1956) showed, it is not really the number of
nominal items but rather the number of functional “chunks”
that influences span. We can remember seven unrelated
letters, seven unrelated words, or even seven unrelated
sentences with somewhat comparable degrees of efficiency
(although see Cowan, 2001, for evidence that the limit may
actually be closer to four). More importantly, though, a
strong argument can be made that some other variable—
perhaps time—truly controls retention. Holding the number
of to-be-remembered chunks constant, immediate retention
can vary dramatically as a function of item characteristics.
For example, it turns out that memory span is well predicted
by the length of time needed to say items aloud or repeat
items aloud in succession.

The Limits of Time

In a seminal article, Baddeley et al. (1975) found that lists of
short words lead to better immediate serial recall than lists of
long words, even though the number of chunks (i.e., words)
is constant across conditions. Of course, short and long words
can differ in a number of ways (e.g., number of letters, sylla-
bles, and so on), so intraunit interference could conceivably
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account for this word length effect (e.g., Melton, 1963).
However, Baddeley et al. (1975) found that the performance
differences remained when all factors other than pronuncia-
tion time—or articulation rate—were controlled. For exam-
ple, the words bishop and Friday have the same number of
letters and syllables but differ in pronunciation time (Friday
takes longer to say); lists of long words, defined solely in
terms of duration, still yielded poorer recall than lists of
matched short words.

As has been noted, the standard model assumes that decay
is the main culprit behind forgetting, and the word length ef-
fect is certainly consistent with this view. The longer it takes
to rehearse a set of items, the greater the chances that some of
the items will be lost prior to refreshing. Pronunciation time,
or articulation rate, is simply assumed to correlate with the
speed of internal rehearsal. Specifying capacity in terms of
items, then, is correct only in the sense that it usually takes
more time to rehearse a large number of items. Baddeley
et al. (1975) reported that the useful lifetime of a short-term
activity trace is around 2 s (see also Schweickert & Boruf,
1986); consequently, memory span should be roughly equal
to the amount of material that can be rehearsed in 2 s. On av-
erage, not surprisingly, we can rehearse somewhere around
seven plus or minus two items in 2 s.

This relationship between pronunciation time and imme-
diate memory span generally holds at the level of group data
as well as for individual subjects. In fact, it is possible to pre-
dict individual differences in memory span, for both children
and adults, by measuring overt articulation rate (see Hulme,
Thomson, Muir, & Lawrence, 1984; Tehan & Lalor, 2000).
Developmental changes in memory span are also associated
with rehearsal rate, to a certain extent, as are some differ-
ences that occur in span cross-culturally. For instance, digit
span tends to be higher in English and Chinese than in Arabic
or Welsh, presumably because it takes longer to say digit
names in the latter languages (see Ellis & Hennelly, 1980;
Naveh-Benjamin & Ayres, 1986).

Recent data, however, are qualifying these conclusions
somewhat. For example, it turns out that span differences
sometimes remain even when pronunciation times are held
constant. Memory span is typically lower for phonologically
similar lists of words, compared to phonologically dissimilar
lists, but similarity has little, if any, effect on pronunciation
rate (Hulme & Tordoff, 1989; Schweickert, Guentert, &
Hersberger, 1990). Hulme, Maughan, and Brown (1991)
found that words can produce higher memory spans than
nonwords, even when articulation rates are matched for the
item types; similar dissociations between articulation rate
and span have been found for concrete versus abstract words
(Walker & Hulme, 1999) and for high- and low-frequency

words (Hulme et al., 1997; Roodenrys, Hulme, Alban, &
Ellis, 1994). Any model that appeals simply to time-based
limits in storage capacity—for example, the standard re-
hearsal plus decay model—has no clear way of explaining
these data.

Even more troubling are recent reports suggesting that one
of the major conclusions of Baddeley et al. (1975)—namely,
that duration-based span differences exist for word sets
matched on all variables other than spoken duration—may
apply only to restricted sets of words. Caplan, Rochon, and
Waters (1992) found no memory advantage for short-
duration words in lists containing short- and long-duration
words matched for number of syllables and phonemes; in-
stead, they reported a reverse word length effect (long better
than short) when duration was implemented by using “lax”
vowels of short duration (e.g., carrot) and “tense” vowels of
long duration (e.g., spider). Caplan et al. (1992) suggested
that the phonological structure of a word, not its spoken du-
ration, determines the magnitude of the word length effect. A
similar conclusion was reached by Service (1998) using
Finnish stimuli, which allow one to vary duration by manip-
ulating combinations of the same articulatory and acoustic
features. Lastly, Lovatt, Avons, and Masterson (2000) varied
spoken duration in disyllabic words, holding constant a host
of potentially confounding factors (e.g., frequency, familiar-
ity, number of phonemes) and found no advantage for short-
duration words across several experiments; word duration
effects emerged only when the original word sets used by
Baddeley et al. (1975) were used as the to-be-remembered
stimuli.

The Limits of Attention

In retrospect, it is not surprising that factors other than time
contribute to limitations in immediate retention. Even within
the standard model, storage capacity is not fixed, but rather
arises from the trade-off between decay—which is purely
time-based—and a controlled process of rehearsal. Success-
ful retention depends on one’s ability to keep list items in an
active and recallable state, but also on the ability to counter-
act distraction and eliminate interference from nontarget
information in memory. Errors in immediate retention, for
example, often turn out to be intrusions from immediately
preceding trials (e.g., Estes, 1991; Wickelgren, 1967).

Some researchers believe that limits in immediate mem-
ory arise, at least in part, from the ability to use controlled at-
tention to ignore or filter out potentially interfering material
(see Dempster, 1992; Kane & Engle, 2000). There is some
evidence to suggest that individuals with low memory spans
are more susceptible to proactive interference than high-span
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subjects: Rosen and Engle (1998), for instance, found that
low-span subjects were more likely to intrude previously
learned items into a current paired-associate recall task. It
is also possible to get high-span subjects, who presumably
possess more capacity for controlled attention, to mimic low-
span subjects’ susceptibility to interference by having them
perform an additional concurrent task (Kane & Engle, 2000).
The greater the amount of controllable attention, the easier it
is to inhibit or reject interfering material as well as to keep
target items active in memory through rehearsal.

It is also worth noting that some measures of capacity cor-
relate reasonably well with other cognitive measures, such as
reading comprehension, vocabulary learning, and even intel-
ligence. For example, Engle and colleagues developed the
operation span task, in which the presentation of to-be-
remembered items is interspersed with a requirement to solve
simple addition problems (e.g., Turner & Engle, 1989). The
number of words recalled is still of main interest, but the dual
task conditions (arithmetic plus immediate retention) seem to
tap attentional capacity to a greater extent than simple span
measures. The operation span task, as well as related mea-
sures (e.g., Daneman & Carpenter, 1980), turns out to predict
higher order cognitive abilities such as general fluid intelli-
gence or the verbal scholastic aptitude score (see Engle,
Kane, & Tuholski, 1999, for a review).

What emerges is a view proposing that the storage capac-
ity of short-term memory, as defined generally by a measure
such as memory span, is determined by a variety of factors,
not a single factor such as a magic number of seven plus or
minus two. The capacity to focus and sustain attention, en-
gage in strategic rehearsal, and even recall quickly (Dosher &
Ma, 1998) modulates the number of items that can be re-
membered over the short term. The characteristics of the
items also matter: Word frequency, imageability, and lexical
status all influence memory span, as does the similarity
among the items presented together in a list. Another impor-
tant factor is the rhythm and timing of stimulus presentation:
If temporal gaps occur predictably within list presentation,
immediate memory can improve substantially (e.g., Hitch,
Burgess, Towse, & Culpin, 1996; Ryan, 1969). All of these
factors need to be explained by a complete model of immedi-
ate retention.

It is also the case that any act of remembering will be influ-
enced by the nature of the retrieval environment, regardless of
whether the remembering occurs over the short or long term.
As I discuss in the next section, retrieval from short-term
memory, like long-term memory, is essentially cue-driven.
Moreover, the effectiveness of cues depends on how target
information has been encoded, as well as the extent to which
the cue uniquely specifies the to-be-remembered item. This
means that even with unlimited amounts of time, or an

unlimited amount of attentional capacity, there can still be for-
getting and, therefore, apparent limitations in storage capacity.
Although there may be a relatively fixed amount of resource or
attentional capacity available at any moment in time (see the
chapter by Egeth & Lamy in this volume), understanding this
limit will not explain, or effectively predict, all instances of
short-term retention.

Retrieval of Short-Term Memories

As defined earlier, short-term memories are the active, but
analyzed, contents of mind. By virtue of their activation,
some researchers have assumed that they are immediately
available for recall—that is, short-term memories exist in a
state that allows for direct and effortless retrieval (e.g.,
McElree, 1998; Wickens, Moody, & Dow, 1981). On reflec-
tion, however, it is difficult to see how such a mechanism for
remembering might actually work. For one thing, multiple
short-term memories exist concurrently (short-term memory,
as a whole, is often described as the set of activated knowl-
edge), so a mechanism is needed to select a particular
activated item for recall. More importantly, as just noted, the
success of immediate retention seems to depend critically on
the nature and extent of retrieval cues that are available.

Most recent models of short-term retention assume that
the short-term activity trace forms the basis of immediate
memory, but the trace needs to be interpreted, or deblurred,
prior to actual recall. Interference, or possibly decay, de-
grades the activity trace over time, rendering its identity
equivocal. The term redintegration is widely used to describe
the interpretation process, which is assumed to rely on infor-
mation stored in long-term memory. It is here, during the
redintegration stage, that item characteristics such as word
frequency or concreteness probably exert their effects. For
example, one can assume that time-dependent rehearsal af-
fects the intactness of the activity trace at the point of recall,
but item-based characteristics (e.g., concreteness) affect the
ease of redintegration (see Schweickert, 1993). Separating
the status of the activity trace itself from its interpretation
prior to recall allows one to explain, for instance, how imme-
diate recall differences can occur despite the equating of pro-
nunciation time.

Retrieval Dynamics

Assuming that a set of activated information exists at any
moment in time, how does one select an appropriate candi-
date to recall? In the 1960s, Saul Sternberg developed a task
to investigate the retrieval process. In Sternberg’s task,
subjects are presented with short, below-span lists of items
(e.g., words, letters, digits) followed immediately by the
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presentation of a single probe; this probe either matches, or
not, one of the just-presented items (e.g., Sternberg, 1966).
Obviously, a task of this kind is relatively easy, and people
rarely make mistakes. Of main interest is the latency, or reac-
tion time, of correct responses, usually as a function of a vari-
able like list length.

Sternberg found that mean reaction time increased linearly
with list length, but the slopes of the reaction time functions
were roughly equivalent for positive and negative responses.
This suggested that people search short-term memory in a
serial, or item-by-item, fashion looking for a match to the
recognition probe; the more items that need to be searched,
the longer the reaction times. Equal positive and negative
slopes suggested as well that the search process was exhaus-
tive, meaning that all the items in the set were compared
regardless of when (or whether) a match was found. The
proposed serial exhaustive search process seemed to rule
out other plausible search procedures—for example, self-
terminating (in which the search process stops once a match
is found) or parallel processing (in which all activated items
are compared simultaneously with the probe).

However, it turns out that mean reaction time cannot be
used to discriminate definitively between serial and parallel
search processes; it is possible to mimic the reaction time pat-
terns noted by Sternberg (1966), for example, using a parallel
processing mechanism with certain additional assumptions
(e.g., Townsend & Ashby, 1983). More diagnostic evidence
comes from either a fuller analysis of reaction time distribu-
tions (e.g., Ratcliff, 1978; Reed, 1976) or from techniques
that examine the full time course of processing during recog-
nition decisions. In the latter instance, the response-signal
procedure cues the subject to respond at particular times after
the appearance of the recognition probe: For example, the
cue to respond might appear almost immediately after ap-
pearance of the probe, which yields performance near chance
levels, or seconds later, which allows for the most accurate
performance. One can then determine how accuracy unfolds
over time—so-called retrieval dynamics—which allows for a
more sensitive analysis of possible retrieval mechanisms (see
Dosher & McElree, 1992; McElree & Dosher, 1989).

Application of the response-signal technique to the re-
trieval of short-term memories in the Sternberg task supports
a parallel, direct-access retrieval process. Retrieval dynamics
seem not to vary much with list length, or serial position,
which is consistent with a parallel matching process (Ratcliff,
1978). The nature of the retrieval process may change, how-
ever, depending on the type of information that must be re-
trieved. McElree and Dosher (1993) report that the recovery
of order information—which of two list items occurred more
recently?—is accomplished through a slow serial retrieval
process; again, this conclusion is based on the finding that the

retrieval dynamics for the order judgment differ systemati-
cally from those found in item recognition (i.e., the Sternberg
task). The fact that the retrieval dynamics vary in this way
undermines the simple notion that activity traces exist in a
state of immediate availability. Even if items exist in a special
focus of attention (e.g., Cowan, 1995), by virtue of their acti-
vation, various kinds of retrieval-based selection processes
are clearly needed to satisfy the demands of differing tasks.

It is possible, however, that there is something special
about retrieval of the very last item, or item chunk, in a short
list. The last item is recognized faster than other items, but
more importantly, the retrieval dynamics appear different as
well (McElree & Dosher, 1989; Wickelgren, Corbett, &
Dosher, 1980). This finding has been interpreted to mean that
the last item remains active in awareness and, thus, can be
matched directly with the recognition probe; the item essen-
tially remains in consciousness, eliminating the need for a re-
trieval mechanism to move it from a passive to an active
state. McElree (1998) recently showed that up to three
items at the end of the list can show these special properties,
as long as they are members of the same category (forming,
presumably, a category chunk). However, alternative inter-
pretations of the data pattern are possible. For example, one
could argue that the contextual cues available at the point of
probe presentation especially match the cues associated with
the last list item; this, in turn, could affect the ease and qual-
ity of the retrieval process.

Cue-Driven Retention

One of the troubling features of direct access (or cueless
retrieval) is the idea that items can be remembered with-
out considering the nature of the retrieval environment. As
Tulving (1983) has argued, there is no justification for mak-
ing absolute statements about the memorability of items—for
example, based on their inherent characteristics or encoding
properties—because remembering always depends on an
interaction between encoding conditions and retrieval con-
ditions. It is possible that short-term memories represent a
special case, violating Tulving’s dictum, but the available
evidence suggests otherwise.

Direct access received some early support from studies
showing that immediate retention, tested without a distractor
interval, can show immunity to proactive interference
(Halford, Mayberry, & Bain, 1988; Tehan & Humphreys,
1995; Wickens et al., 1981). In the Tehan and Humphreys
(1995) experiments, trials consisted of the presentation of
either one or two short four-item lists; the subject’s task was
to recall the last presented list, so on two-list trials subjects
were told to ignore the first list. Of main interest was the
effect of the first list on recall of the second list—that is,
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proactive interference. On interference trials, one or more
items in the first list were drawn from the same taxonomic
category as items in the second list; on control trials the items
were unrelated across the lists. When subjects were tested im-
mediately, Tehan and Humphreys found no evidence for
proactive interference (recall of control trials was equal to in-
terference trials), but a significant control advantage emerged
when a 2-s distractor task (reading digits aloud) occurred
prior to recall.

If short-term memories are immediately available in con-
sciousness, requiring no cue-based retrieval, then there is no
reason to expect interference from a prior trial: One does not
need to discriminate current items from previous items be-
cause the former are still active in awareness. However, im-
munity from interference turns out to be illusory. Semantic
similarity between the first and second lists fails to hurt per-
formance only because, on immediate tests, subjects can use
residual phonemic information from the second list as a cue
to help discriminate second- from first-list items. If the first
and second lists contain items that rhyme, immunity disap-
pears and significant proactive interference is found on the
immediate test (see Tehan & Humphreys, 1995, 1996, 1998).
Presumably, these subjects still have residual phonemic in-
formation available at test, but that information no longer
uniquely specifies items from the second list.

Existing evidence strongly supports the idea that imme-
diate retention is cue-driven. First, as described earlier, imme-
diate recall is very sensitive to item characteristics, such as
word frequency, lexicality, and concreteness. Most re-
searchers assume, as a result, that the short-term activity trace
must be interpreted prior to recall—that is, the short-term
activity trace acts essentially as a cue to guide retrieval. Sec-
ond, there is a considerable literature on release from proac-
tive interference that confirms the importance of cues in
immediate retention. In a typical release experiment, succes-
sive lists are drawn from the same conceptual class (e.g., fruit).
Recall gets worse over trials, presumably because people have
a difficult time discriminating items on the current trial from
conceptually similar items that occurred on previous trials. On
the release trial, however, list items are drawn from a new con-
ceptual class (e.g., moving from fruit to animals) and perfor-
mance improves substantially (see Wickens, 1970).

This effect is most commonly interpreted to mean that
people are using conceptual class as a cue to guide short-term
recall; the effectiveness of this cue, in turn, hinges on its abil-
ity to predict current trial information. When successive lists
are presented from the same conceptual class, the cue be-
comes overloaded (Watkins & Watkins, 1975) which means
it starts to predict many items, especially those from previous
trials. On release trials, however, the distinctive power of the

cue is regained: It now uniquely specifies information from
the current trial, and performance improves. Particularly
strong support for this interpretation comes from experiments
in which the nature of the retrieval cue is manipulated at test,
after the critical list has actually been presented. It is possible
to record significant levels of release, at test, if discriminating
cues are provided (see Dillon & Bittner, 1975; Gardiner,
Craik, & Birtwistle, 1972).

Diagnostic evidence for cue-driven retention also comes
from the study of errors in immediate recall. When mis-
takes are made, the errors that occur tend not to be random,
but rather follow certain patterns. For example, when a list
item is recalled in an incorrect serial position, it is typically
placed in a nearby position (e.g., the third item on the list is
placed incorrectly in the second or fourth serial position).
Recorded error gradients are systematic, showing that incor-
rect item placements drop off regularly as distance from the
original position of occurrence increases (e.g., Healy, 1974).
If lists are grouped, and people wrongly place an item from
one group into another group, the item tends to be put in an
identical relative serial position (e.g., Henson, 1999). Finally,
when people intrude an item from a previous list, it is likely
to have occurred at the same serial position in that list (Estes,
1991; Henson, 1996). Data of this sort indicate that people
are not simply outputting activated items from short-term
memory, but rather may be using some kind of position cue to
help decide what occurred on the just-presented list.

Clearly, any full understanding of short-term memory will
require some specification of how short-term memories are
retrieved and translated into performance. The idea that im-
mediate retention is cue-driven is appealing, in particular, be-
cause it is consistent with how most researchers conceive of
long-term retention (see the chapter by Roediger & Marsh in
this volume). All forms of remembering are cue-driven, al-
though the nature of the cues, as well as the mechanics of the
retrieval process, may differ between the short and the long
term. This means that any empirical dissociations between
short- and long-term retention, by themselves, will not be di-
agnostic of separate short- and long-term memory systems.
One could still hold to a single system view, in which all
forms of remembering are guided by the same set of general
operating principles, and simply attribute the dissociations to
differences in the composition of active retrieval cues (see
Nairne, 2002).

The Working Memory Model

In the remainder of the chapter, I discuss some popular theo-
retical conceptions of the short-term memory system, begin-
ning with the working memory model championed by Alan
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Baddeley (e.g., Baddeley, 2000; Baddeley & Logie, 1999).
The working memory model was developed initially to
counter the view that short-term memory is a unitary storage
system: a single place, or store, where complex forms of cog-
nitive processing (e.g., reasoning or language comprehen-
sion) occur concurrently with temporary storage. Baddeley
and Hitch (1974) argued instead for a multicomponent sys-
tem with separate subsystems designed to handle particular
kinds of processing, such as the temporary storage of visual
versus phonological information. The working memory
model maintains a strong distinction between short- and
long-term memory, but it fractionates short-term memory
into separate parts.

Baddeley and Hitch (1974) noted, for example, that re-
membering a span-length list of items produces little dis-
ruption of a concurrent reasoning or problem-solving task. If
both temporary storage and on-line cognitive processing
are controlled by the same processing machinery—the same
processing store—then significant interference should have
occurred between the two. The fact that little interference is
found suggests that temporary storage and attention-based
central processing may be controlled by separate mecha-
nisms. Data from the study of brain-damaged patients proved
troubling as well: It was discovered, for example, that patients
with severely impaired short-term memory can show rela-
tively intact long-term memory (e.g., Shallice & Warrington,
1970); a view proposing that both temporary storage and
long-term learning are controlled by the same system has
trouble accounting for this pattern.

The working memory model has undergone significant
changes since its inception, but its core architecture still con-
sists of three basic components: the central executive, the
phonological loop, and the visuo-spatial sketchpad. The cen-
tral executive, as the name suggests, controls and coordinates
the actions of the remaining subsystems. It is assumed to be a
limited-capacity attentional system that directs the focusing
and switching of attention, and it may play a role in activat-
ing structures in long-term memory as well (see Baddeley,
1996). The central executive plays no role in storage per se,
except as the controller of the loop and the sketchpad. The
central executive is the least well-specified working memory
component and, as Baddeley readily admits, it often serves as
a kind of theoretical “grab bag” for intractable problems (see
Baddeley, 2000).

The Phonological Loop

The bulk of the empirical effort on working memory has
been spent on the phonological loop, which is the system as-
sumed to control the temporary storage of acoustic and verbal

information. The loop is divided into two components: a
phonological store, which is the actual storage location for
to-be-used information, and a rehearsal/recoding device
called the articulatory control process. Information residing
in the phonological store decays in roughly 2 s, although it
can be refreshed, via rehearsal, through the articulatory con-
trol process. Capacity limitations in immediate retention—
for example, the magic number seven—are assumed to arise
from trade-offs between decay and loop-based rehearsal. In
essence, the phonological loop account is a prototypical in-
stantiation of the standard juggler model described earlier in
the chapter (see Nairne, 1996, 2002).

The success of the working memory account hinges on its
ability to explain a wide range of standard empirical phe-
nomena. For example, the loop provides a nice account of the
word length effect, discussed earlier, by assuming that there
are inherent limitations in the operation of the articulatory
control process. Memory span is limited to roughly what a
person can rehearse within the time window established by
decay—that is, about 2 s. When words are long, fewer can be
refreshed before decay renders the short-term memory traces
unreadable. The model also successfully predicts that the
word length effect should be eliminated under conditions of
articulatory suppression (Baddeley et al., 1975). Articulatory
suppression—repeating a redundant item (e.g., the) aloud—
acts to block rehearsal, thereby eliminating the mechanism
that produces the word length effect.

In addition to refreshing decaying activity traces, the artic-
ulatory rehearsal mechanism serves an additional recoding
function: It translates verbal material into phonological form.
Representing stored traces phonologically, in the phonological
store, enables the model to handle the phonological similarity
effect, the finding that lists containing similar-sounding items
(e.g., g, c, b, t) are harder to recall than lists of dissimilar-
sounding items (Conrad, 1964). Moreover, by linking the
phonological translation process to rehearsal, the model gen-
erates the unique prediction that the phonological similarity
effect should be eliminated under articulatory suppression, at
least for visually presented material. Preventing rehearsal
blocks the recoding function, forcing one to rely on nonphono-
logical forms of storage. In fact, articulatory suppression does
seem to eliminate the phonological similarity effect when ma-
terials are presented visually (e.g., Murray, 1968). When list
items are presented aloud, the effect remains under suppres-
sion, presumably because auditory materials are automatically
registered in the phonological store (see Baddeley, 1986).

Along with its temporary storage functions, the phonolog-
ical loop is also assumed to play a very important role in
language processing, particularly the learning of new phono-
logical material. Variables known to affect the functioning of
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the phonological loop, such as articulatory suppression and
the word length effect, also affect one’s ability to learn novel
phonological forms, such as those required in the learning of
a second language (see Baddeley et al., 1998). The learning
of new words by children can also be predicted reasonably
well by nonword repetition, a task that is assumed to tap
functioning of the phonological loop. Finally, patients who
show severe impairments in short-term memory tasks but
show generally intact long-term memory and learning appear
to have a selective deficit in the long-term learning of phono-
logical information (Papagno, Valentine, & Baddeley, 1991).
Baddeley et al. (1998) argue that the phonological loop may
have evolved primarily to store unfamiliar sound patterns
during time periods when more permanent memory records
are being constructed.

The Visuo-Spatial Sketchpad

Whereas the phonological loop handles the temporary storage
of verbal and acoustic information, the visuo-spatial sketch-
pad controls short-term processing and retention of visuo-
spatial material. Like the phonological loop, the sketchpad
probably has separable components, controlling visual, spa-
tial, and possibly kinesthetic information (Baddeley, 2000;
Baddeley & Logie, 1999). The visual component, which
helps to retain visual patterns, is known as the visual cache;
the capacity to remember sequences of spatial movements is
attributed to an inner scribe (see Logie, 1995).

Most of the research investigating the sketchpad has em-
ployed dual-task methodologies. The goal is to demonstrate
selective interference, thereby dissociating the capacity to re-
tain visual, spatial, or verbal information, or combinations of
these types of information. If subjects are asked to learn a list
of words using an imagery mnemonic, which presumably
taps the sketchpad more than the phonological loop, perfor-
mance is hurt by the concurrent requirement to track a mov-
ing spot of light; the same tracking task has little, if any,
effect on performance when subjects use a verbal-based rote
learning strategy (Baddeley & Lieberman, 1980). Changing,
but irrelevant, visual materials have been shown to disrupt
the short-term retention of visual information (e.g., Quinn &
McConnell, 1996); the retention of spatial patterns can also be
selectively disrupted by spatial movements during a retention
interval (see Baddeley & Logie, 1999). Collectively, these
dissociations bolster the case for proposing separate storage
mechanisms for verbal, spatial, and visual information.

However, at this point, there is no firm consensus on the
inner workings of the sketchpad. It is unclear how dissocia-
ble the visual cache and the inner scribe will turn out to be, or
the extent to which the different components draw on the

same cognitive resources. Questions have also been raised
about the relationship between mental imagery, in general,
and operation of the sketchpad. Some evidence suggests that
the two are dissociable. For instance, patients have been dis-
covered who perform poorly on mental imagery tasks (such
as mental rotation) but handle the short-term retention of
visuo-spatial information quite well (N. Morton & Morris,
1995). In addition, some concurrent tasks, such as arm move-
ments, that selectively disrupt the retention of spatial patterns
have little effect on the performance of mental imagery tasks
(Baddeley & Logie, 1999).

The Episodic Buffer

The working memory model has been enormously influential
as an explanatory heuristic. It successfully ties together a
wide range of standard laboratory phenomena, as well as data
gathered from developmental and neurological studies. The
model does have inherent problems, however, which it shares
with other implementations of the standard juggler model
(see Nairne, 2002, for a full discussion). For example, as
noted earlier, word duration is probably not the important
controlling factor in the word length effect. Words matched
for pronunciation duration, but differing along other di-
mensions such as lexicality, regularly lead to memory span
differences. The working memory model has no obvious
mechanism to handle such effects. Moreover, the phonologi-
cal similarity effect is assumed to result from confusions
among representations in the phonological store, but no
mechanism has ever been offered to explain exactly how
these confusions arise. If items are immediately available by
virtue of their residence in the store, why do the confusions
occur? Is there some cue-based retrieval mechanism in place
that can explain phonological confusions as well as other
cue-driven immediate retention effects?

Another issue that has particularly troubled Baddeley is the
question of how verbal information is stored temporarily when
the phonological loop is unavailable. For example, under artic-
ulatory suppression, immediate memory performance is im-
paired, but only slightly: That is, performance might drop from
a span of seven items to a span of five (Baddeley, Lewis, &
Vallar, 1984). Given that the phonological loop is filled to ca-
pacity by the suppression activity, how are these items being
stored? One possibility is the central executive, but Baddeley
has assumed that the central executive performs no storage
function (see Baddeley, 2000). Another possibility is the
sketchpad, but verbal materials show little sensitivity to visual
similarity under articulatory suppression. As Baddeley has re-
cently stated, “the data suggest the need for some kind of
‘back-up’ store that is capable of supporting serial recall, and
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presumably of integrating phonological, visual, and possibly
other types of information” (Baddeley, 2000, p. 419).

To solve these and other problems, Baddeley recently pro-
posed a new working memory component—the episodic
buffer—to serve as a limited capacity temporary storage sys-
tem (see Figure 15.4). Controlled by the central executive,
the episodic buffer differs from the loop and the sketchpad in
performing both a storage and an integrative function; infor-
mation from many different sources can be tied together in
the buffer, including semantic information, and the result is a
multidimensional episodic code. Presumably, the buffer en-
ables one to store material when the loop or the sketchpad is
unavailable, and it helps to explain how certain item charac-
teristics (e.g., lexicality or imageability) might affect remem-
bering over the short term. It is difficult to judge the merits of
this new component of working memory at this point, how-
ever, because it has little, if any, unique empirical support.

Simulation Models of Short-Term Memory

Over the years, a number of formal simulation models (either
mathematical or computer-based) have been proposed to ex-
plain the particulars of short-term retention. Probably the best
known is the Atkinson and Shiffrin (1968) buffer model,
which maintained a distinction between the structural fea-
tures of a memory system (e.g., a limited-capacity short-term
store) and the strategic control processes that operate within
those structures (e.g., rehearsal, coding, or both). The buffer
model established the mold for many subsequent modeling
attempts, but most current models possess a decidedly differ-
ent flavor. For example, whereas little attention was given in
the Atkinson and Shiffrin model to the retrieval of short-term
memories (items were simply dumped out of the short-term
store), most current efforts focus extensively on the retrieval
and interpretation of activity traces.

Virtually all current models maintain the distinction be-
tween short- and long-term memory, but they differ in whether
similar processes are assumed to operate in the two cases.
For example, some models essentially mimic the standard jug-
gler model and attribute many of the standard immediate
memory phenomena to a trade-off between rehearsal and
decay (e.g., Burgess & Hitch, 1999; Henson, 1998; Page &
Norris, 1998). Other so-called unitary models reject the con-
cept of decay and offer little role for rehearsal, assuming in-
stead that short-term retention is controlled by the same
processes that control all forms of remembering—that is,
both short- and long-term (e.g., Anderson & Matessa, 1997;
G. D. A. Brown, Preece, & Hulme, 2000; Nairne, 1990). Space
does not permit a full accounting of these models, but I very
briefly outline some of their main features in the following two
sections.

Hybrid Models

I use the term hybrid to classify the first set of models, be-
cause most acknowledge the important role that cue-driven
retrieval processes play in short-term retention. Thus, items
are not dumped out of a short-term buffer or loop; instead, re-
call candidates are chosen through some kind of item selec-
tion mechanism. This is a characteristic shared by unitary
models that assign no special properties to remembering over
the short term. In most other respects, though, hybrid models
are simply implementations of the standard juggler model:
Performance is based on short-term activity traces that are
subject to immediate decay in the absence of continued inter-
nal rehearsal.

In the primacy model of Page and Norris (1998), imme-
diate retention of serial order is controlled by the relative
activation levels of list item traces. Activation level is deter-
mined by a primacy gradient, such that the trace for the first
list item is assumed to be more active than the second list
item, and so on. At the point of recall, items are selected for
output based on their activation level, which means that the
first list item tends to be output first and then suppressed. The
output selection process is noisy, so there is a certain proba-
bility that items will be selected for output out of their proper
sequence (leading to errors). Page and Norris (1998) have
shown how these simple assumptions, along with standard
assumptions about the trade-off between decay and rehearsal,
can produce serial position functions and error gradients that
mimic the patterns normally found in short-term serial recall.

In many respects, the primacy model attempts to formalize
the main features of Baddeley’s phonological loop. By adding
specific mechanisms—for example, primacy-based activation
gradients, noisy selection processes, suppression—it becomes

Figure 15.4 The multicomponent working memory model proposed by
Baddeley (2000). The central executive controls three slave systems (visuo-
spatial sketchpad; episodic buffer; phonological loop); each interacts with
long-term memory and knowledge to improve on-line performance.
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possible to generate precise and sometimes novel predictions.
For example, the primacy model predicts a unique and inter-
esting kind of output error called a fill-in error. It turns out that
when people miss an item in the recall sequence, as when they
fail to recall the letter B in the second serial position, there is a
significant tendency to report the missed item in the next serial
position (i.e., as occurring in Position 3). Page and Norris
(1998) argue that the assumptions of the primacy model
correctly predict this tendency, whereas other models do not
(although see Neath, Kelley, & Surprenant, 2001).

The connectionist model of Burgess and Hitch (1999) also
attempts to formalize the operation of the phonological loop.
Serial recall is more clearly cue-driven in this model, rather
than based on activation levels, and the cues in this case
are elements of a moving or drifting context signal. List items
are associated with a snapshot of the context, which is set at
the moment an item is presented. Adjacent items, because the
context signal is slow-moving, tend to be associated to simi-
lar contextual cues, which helps to explain, in part, why peo-
ple tend to transpose adjacent items in recall output. At the
point of recall, the context signal is reset, and a competitive
selection process proceeds based partly on the activations
that items receive via their connections with the context.

The Burgess and Hitch (1999) model also assumes that
connections exist between phonemic information and to-be-
recalled items. This phonemic layer, when activated, serves
essentially as the analogue for the phonological store in the
working memory model. Rehearsal strengthens otherwise de-
caying connections between the phonemic layer and items,
thereby helping to account for phenomena such as the word
length effect. Again, the details are beyond the scope of this
chapter, but the model nicely handles a variety of phenomena
in immediate retention, including the occurrence of sound-
based errors, the effects of articulatory suppression, and even
temporal grouping effects (see also Hitch et al., 1996).

Another recently developed hybrid model is the Start-End
model of Henson (1998). Once again, the major assumptions
of the standard juggler model are reproduced in the form of
decaying representations that are refreshed through internal
rehearsal. The locus of the word length effect, and the general
relationship between articulation rate and span, is placed in
the trade-off between rehearsal and decay. The unique aspect
of the Start-End model is its machinery for handling the
recovery of serial order. Henson (1998) assumes that, during
presentation, list items are coded relative to the start and
end of the list. Items near the beginning of the list are associ-
ated more strongly with a beginning-of-the-list start marker,
and recency items more strongly with an end marker.
These position codes are then reinstated at test and used to
activate associated items, and an item is selected for recall.

Because of the nature of the position codes, adjacent items
tend to be associated with overlapping cues, leading to sys-
tematic error gradients in recall. The Henson (1998) model,
like the other hybrid models, can be shown to mimic the
major phenomena of immediate retention.

Unitary Models

The second class of simulation model, the unitary models,
typically rejects decay and rehearsal as the major determi-
nants of immediate memory performance. As noted earlier
in the chapter, there are both empirical and theoretical rea-
sons to question whether decay and rehearsal are viable ex-
planatory constructs in immediate retention. Although people
certainly do rehearse, and rehearsal can play a role in unitary
models, its role in unitary models is not to refresh otherwise
decaying representations. Instead, rehearsal is typically
viewed as another kind of stimulus presentation, which can,
depending on the circumstance, either facilitate or interfere
with subsequent retention (see G. D. A. Brown et al., 2000;
Tan & Ward, 2000).

In the OSCAR model (which stands for OSCillator-based
Associative Recall), forgetting is caused entirely by various
forms of interference (G. D. A. Brown et al., 2000). By rely-
ing on interference and rejecting decay, OSCAR shares an
important property with most conceptions of how forgetting
occurs in long-term memory (see Crowder, 1976; Neath,
1998). In a fashion similar to the Burgess and Hitch (1999)
model, associations are formed between to-be-recalled items
and snapshots of a moving context signal (instantiated
through sets of slow and fast temporal oscillators). The con-
text is reset for recall, and there is cue-driven competition for
output. Interference in the model occurs because of response
competition during the selection process, output interference,
and inherent capacity limitations in the storage mechanism
that is employed (see Brown et al. for details).

Regarding rehearsal, the OSCAR model includes no active
mechanism for the rehearsal of items during list presentation.
Although its authors did consider the possibility of strategic
rehearsal, the concept was rejected because, essentially, “we
have found no need for it in accounting for the phenomena
under consideration” (G. D. A. Brown et al., 2000, p. 172).
With regard to decay, the concept is rejected for many of the
same reasons discussed earlier in the chapter—that is, certain
data seem antagonistic to the proposal of decay—but also be-
cause OSCAR is designed to explain data from both short- and
long-term retention environments. Indeed, OSCAR fits data
from retention intervals lasting seconds as well as it fits data
from intervals lasting hours, without changing any of its main
assumptions.
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A similar characteristic is found in the perturbation model
of Estes (1972, 1997), an early simulation model that
strongly influenced the development of OSCAR. In the per-
turbation model, items are effectively represented as values
along dimensions, such as temporal or spatial position. The
organization can be hierarchical, meaning that an item might
be represented in terms of its position along an ordered list,
within-list, or within-group dimension (see Lee & Estes,
1981; Nairne, 1991). The crux of the model is the assumption
that the position values are subject to random perturbations
over time: That is, there is a certain probability that each rep-
resented value will drift along its position dimension. The
probability that a perturbation will occur can be specified
mathematically, and the model has been shown to generate
precise predictions about correct and incorrect performance.

For example, the model does an excellent job of explain-
ing the nature of errors in immediate serial recall. As noted
earlier, when people make errors in ordered recall, items tend
to be placed incorrectly in nearby positions, and there is a
regular gradient found as distance increases from the item’s
original position (see Healy, 1974). The perturbation model
not only generates these errors, but it also specifies exactly
how the gradients should change as retention intervals in-
crease. The model also nicely handles empirical dissociations
between item and order memory, particularly the different
forms of the serial position curve that have been reported (see
Healy, 1974). Moreover, as Nairne (1991, 1992) has shown,
essentially the same assumptions that handle data from
immediate serial recall can also fit data across retention
intervals lasting minutes or hours (although see Healy &
McNamara, 1996, for some qualifying arguments). Thus, the
perturbation model can be viewed as a unitary model, ex-
plaining both short- and long-term memory performance, and
neither rehearsal nor fixed decay assumptions are needed to
fit the data (Estes, 1997; Nairne, 1991).

The final model that I discuss is my own feature model
(Nairne, 1988, 1990, 2001; Neath & Nairne, 1995). All for-
getting in the feature model is attributed to interference, ei-
ther from feature overwriting or from incorrect interpretation
of the primary memory trace. Rehearsal can play a role in the
model, as a mechanism for effectively re-presenting list
items, but rehearsal plays no real role in producing standard
immediate memory phenomena such as the word length
effect or even the effects of articulatory suppression on per-
formance (see also Neath, 2000). The model assumes that
residual remnants of perceptual processing remain in primary
memory after list presentation. These primary memory traces
are represented as vectors of features and can be overwritten,
based on similarity, by subsequent list items. At the point of
recall, surviving traces exist in a degraded or blurry form and

must be interpreted prior to recall. Most of the interesting ef-
fects of immediate retention arise out of the interpretation
process.

The feature model has been applied successfully to most
of the standard phenomena of immediate memory, including
the modality and suffix effects. One of its most important as-
sumptions is the idea that the trace interpretation process is
guided by the presence or absence of distinctive features.
Correct performance hinges on the presence of features in the
degraded trace that uniquely specify one of the possible recall
candidates. To the extent that primary memory traces contain
features that are matched in all of the presented items, such as
a common sound or phoneme, performance suffers. It is this
characteristic of the model that explains the phonological
similarity effect, as well as long-standing phenomena such as
the von Restorff effect (see Kelley & Nairne, 2001). More
importantly, the trace interpretation process is assumed to re-
semble the kinds of cue-driven retrieval processes that guide
all forms of remembering, regardless of the time scales in-
volved (see Nairne, 2002). The feature model, like the other
unitary models discussed, assigns no special mnemonic laws
or properties (such as decay) to remembering over the short
term.

CONCLUSIONS

Transient memories, discussed here in the form of sensory
and short-term memory, clearly serve highly adaptive func-
tions in human cognitive processing. Sensory memories en-
able us to prolong the present, for the briefest of intervals;
short-term memories comprise the ingredients of conscious
awareness and play a vital role, among other things, in the
comprehension and production of spoken language. Com-
pared to the study of long-term retention, studying transient
memories is a relatively recent enterprise, commencing with
full vigor only in the second half of the twentieth century. As
we have seen, many issues remain unresolved, and funda-
mental controversies continue. Does short-term retention fol-
low its own unique operating laws? Is it necessary to propose
processes, such as decay, that apply uniquely to remembering
over the short term? Is sensory persistence truly an evolved
form of remembering, serving its own special function, or is
it simply an artifact of the properties of neural networks?

Despite these controversies, few questions remain about
the data to be explained. In the presence of distractor activity,
we can still remember only a handful of unrelated items for
more than 10 or 20 s; when an array of unrelated letters is
briefly flashed, a partial reporting of the array is still dramat-
ically better than reporting of the whole. Whatever form the
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final accounting of these phenomena takes, it will undoubt-
edly provide insight into far more than simply remembering
over the short term. The study of transient memories is likely
to provide a clear window for understanding all forms of
memory, both short and long.
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The purpose of this chapter is to review theoretical and
empirical developments in the scientific understanding of se-
mantic memory and priming, including both semantic prim-
ing and repetition priming. Semantic memory is our mental
storehouse of knowledge about the world and forms the foun-
dation of our abilities to understand and produce language.
Semantic priming refers to an effect of context on retrieving
information from memory. For example, people can name a
word faster if it is paired with a related word (e.g., lion-tiger)
than if it is paired with an unrelated word (e.g., table-tiger).
Repetition priming refers to an effect of prior experience on
retrieving information from memory. For instance, a word
can be named faster the second time it appears than the first
time it appears. Although these categories of memory phe-
nomena differ in content and scope, they may be related in
important ways. Semantic priming is probably produced by
fundamental mechanisms of retrieval in semantic memory,
and all three have been identified as important components of
implicit memory.

The plan of the chapter is as follows: In the first section,
we review models of semantic memory proposed in the

1960s and 1970s and the major empirical findings that were
used to test these models. We also summarize two contempo-
rary models of semantic memory, distributed network models
and high-dimensional spatial models. In the second section of
the chapter, we examine semantic priming. We review the
most influential models of semantic priming and then sum-
marize empirical developments, focusing in particular on is-
sues that have turned out to be important for testing models
of semantic priming. In the final section of the chapter, we
look at repetition priming, reviewing both models and major
issues and findings. We close with a brief summary of our
major conclusions.

SEMANTIC MEMORY

Semantic memory refers to our knowledge about language
and facts about the world; it can be thought of as a mental
dictionary, encyclopedia, and thesaurus all rolled into one
(e.g., E. E. Smith, 1978; Tulving, 1972). A defining charac-
teristic of semantic memories is that we, as introspective
observers, do not know where they came from; they are not
represented in terms of specific times and places. Semantic
memory has traditionally been contrasted with episodic
memory (e.g., Tulving, 1983). Episodic memory refers to our
knowledge that is tagged temporally or spatially, or identified
in some way in terms of personal experiences (see also the
chapter in this volume by Roediger & Marsh). Although there
are reasons to believe that semantic memory and episodic

Preparation of this chapter was supported in part by NIMH Grant
R01-MH57868. The authors are grateful to Derek Besner, Dorothee
Chwilla, Alice Healy, Steve Joordens, Margery Lucas, Ken McRae,
James Neely, David Plaut, Robert Proctor, and Irving Weiner for
their comments on sections or drafts of this chapter. 
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memory are not independent systems (e.g., McKoon,
Ratcliff, & Dell, 1986), the distinction has been extremely
influential in the field of memory and is useful for organizing
memory phenomena, tasks, and models.

A complete theory of semantic memory should be able to
explain the following phenomena (e.g., E. E. Smith, 1978):
First, a theory of semantic memory should explain how the
meanings of words are mentally represented. It might specify,
for example, that meaning is represented as a collection of
features, some of which are essential and others of which are
just typical (e.g., for bird, animate, and can fly, respectively).
Second, it should be able to explain how the meanings of in-
dividual words can be combined to form more complex units.
How, for example, is the meaning of a simple noun combina-
tion, such as pet bird, constructed from the meanings of its
constituents, pet and bird? Third, the theory should specify
the permissible inferences that can be made from word and
sentence meanings. What can you infer about a grampus if
you know that it is a mammal? This goal is, of course, closely
tied to the first. Fourth and finally, a theory of semantic mem-
ory should explain the connection between word meaning
and the world, between semantic representations and percep-
tual systems. For example, it should explain how we recog-
nize an object from a description, or describe an object based
on perceptual input (e.g., vision, taction, etc.).

As a matter of history, theories of semantic memory have
dealt primarily with the first goal, specifying how word
meanings are mentally represented. There has been a fair
amount of research on how word meanings are combined, but
it has been carried out under the guise of investigations of
concepts and categorization (see the chapter by Goldstone &
Kersten). Very little attention has been given to the third and
the fourth goals by cognitive psychologists. Our goal in this
section of the chapter is to review some of the major theoret-
ical and empirical developments in the field of semantic
memory. We begin by summarizing the models developed
during the late 1960s and the 1970s, the golden age of se-
mantic memory research. We then turn to a brief review of
some of the major empirical challenges posed during that
time. We close with a brief review of recent models of
semantic memory.

Early Models of Semantic Memory

The early models of semantic memory were of three basic
types: network models (e.g., Collins & Loftus, 1975; Collins &
Quillian, 1969; Glass & Holyoak, 1974; Quillian, 1967); set-
theoretic models (D. E. Meyer, 1970); and feature models
(e.g., McCloskey & Glucksberg, 1979; E. E. Smith, Shoben, &
Rips, 1974). Two of these models turned out be extremely

influential: the spreading-activation theory of Collins and
Loftus (1975) and the feature-comparison theory of E. E.
Smith et al. (1974). We focus our attention on these two mod-
els. For a comprehensive review of the other models, consult
E. E. Smith (1978).

Spreading-Activation Theory of Semantic Processing

The spreading-activation theory of semantic processing pro-
posed by Collins and Loftus (1975) is an elaboration of the
hierarchical network model proposed by Quillian and Collins
(e.g., Collins & Quillian, 1969; Quillian, 1967). A unique fea-
ture of the model, at least in the context of psychological mod-
els of semantic memory, is that it distinguishes knowledge of
the meanings of concepts from knowledge of their names.

The conceptual network is organized according to seman-
tic similarity. Concepts are assumed to be represented as
nodes in a network. The more properties two concepts have in
common, the more links that exist between the two nodes. For
example, car and truck would have many links between them,
whereas car and apple would have few links. In the original
hierarchical network model, several types of links were dis-
tinguished (e.g., superordinate and subordinate, modifiers,
disjunctive sets, etc.). This rich array of link types allowed the
model to account for a wide variety of semantic decisions
(e.g., Quillian, 1969). However, the different link types did
not play an important role in the elaborated theory.

The names of concepts are stored in a lexical network or-
ganized according to phonemic similarity. Thus, for example,
several links would exist between the nodes for car and bar,
but no links would exist between the nodes for car and bus.
Each node in the lexical network is connected to at least one
node in the conceptual network.

The fundamental retrieval mechanism is spreading activa-
tion. Concepts are activated by being mentally processed in
some manner; for example, thinking about or seeing apples
would activate the corresponding concept in semantic mem-
ory. Activation spreads from a concept along links through-
out the network and decays with distance in the network; that
is, the farther the activation spreads, in terms of number of
links traversed, the less arrives at the destination. Activation
also requires more time to spread greater distances. Activa-
tion is released from a concept as long as it is processed, but
only one concept can be actively processed at any one time,
and therefore only one concept can be a source of activation.
Activation gradually decays with time if no concepts in the
network are being processed.

Several ancillary processing assumptions are made to han-
dle particular semantic judgments. One such assumption is
that people can control whether to activate the conceptual
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network or the lexical network. For instance, an individual
could try to think of exemplars of bird, which involves acti-
vating the conceptual network, or think of words that sound
like bird, which involves activating the lexical network. An-
other assumption is that semantic decisions, such as verifica-
tions of member-category and property statements (e.g., A
robin is an animal and A robin has feathers, respectively), are
made by accumulating positive and negative evidence until a
positive or a negative criterion is reached. The evidence con-
sists of various kinds of connections that are found during the
memory search. For example, for a member-category state-
ment, such as A robin is an animal, the superordinate con-
nections from robin to bird and from bird to animal would
count as positive evidence. These evidence accumulation
processes are very similar to the processing assumptions of
the feature comparison theory later described.

One of the longest lasting impacts of Collins and Loftus’s
(1975) model came from its ability to provide an elegant
explanation of semantic priming; indeed, this model became
the canonical model of semantic priming. According to this
model, processing of a prime word causes activation to
spread from the prime throughout the conceptual network.
More activation will accumulate at concepts close to the
prime than at concepts far from the prime. This residual acti-
vation then facilitates the semantic decision on the target
word. For example, because bird and robin are closer in
memory than are dog and robin, more activation accumulates
at robin when bird is the prime than when dog is the prime,
and decision times are correspondingly faster.

Feature-Comparison Theory

The feature-comparison theory (e.g., E. E. Smith et al., 1974)
has two major sets of assumptions, those concerning the rep-
resentation of word meaning and those concerning the pro-
cessing of word meaning. 

The meaning of a word is represented by a set of semantic
attributes or features. The features vary continuously on a
scale of “definingness”: At one end of the scale are features
that are essential to the word’s meaning; at the other end of
the scale are features that are only characteristic of the con-
cept. For example, the concept mammal might include as
defining features the facts that mammals are animate, have
mammary glands, and nurse their young, and as characteris-
tic features the facts that mammals give birth to live young,
have four limbs, and live on land. 

It is assumed in the model that verification of a statement,
such as A dog is an animal, involves a two-stage process.
In the first stage, a global index of meaning similarity is
computed by matching all of the features in the subject and

the predicate. If this index of similarity exceeds an upper
criterion (e.g., A dog is an animal), a rapid true decision is
made, and if it falls below a lower criterion (e.g., A dog is
furniture), a rapid false decision is made. However, if the
similarity index is intermediate in value (e.g., A dog is a
quadruped), the defining features of the predicate are com-
pared to those of the subject. If all match, the statement is
true, whereas if any mismatch, the statement is false.

The basic predictions of the model rely on the assumption
that response latencies are faster for statements that can be
verified by the first stage than for statements that require both
stages. For true statements, the model predicts that statements
will be verified faster, on the average, if the subject and the
predicate are highly semantically related than if they are not
highly related. The reason is that the global index of meaning
similarity is more likely to exceed the upper criterion for se-
mantically related subjects and predicates, and therefore pro-
cessing of the statement is more likely to engage only the first
stage. E. E. Smith et al. (1974) assumed that typicality ratings
and association norms were reflections of featural similarity
between concepts. Hence, the model predicts, in particular,
that true statements will be verified faster if the subject is a
typical exemplar than if it is an atypical exemplar of the pred-
icate category (e.g., A robin is a bird vs. A penguin is a bird).

For false statements, the more similar the subject and the
predicate, the less likely the statement is to fall below the
lower criterion. Therefore, similar false statements (e.g., A
bat is a bird) should be more likely to engage the second
stage of processing, and so take longer to reject, than dissim-
ilar false statements (e.g., A robin is furniture). Although this
prediction has been confirmed (e.g., E. E. Smith et al., 1974),
it has also been disconfirmed for certain types of false state-
ments (Holyoak & Glass, 1975), as discussed below.

Major Issues and Findings

Collins and Loftus’s (1975) spreading activation theory is
sufficiently complex that it is probably unfalsifiable (but see
the section below on semantic priming). In contrast, both the
hierarchical network model and the feature comparison
model made strong assumptions about how meanings were
represented and processed and, therefore, made testable pre-
dictions about performance in semantic decision tasks. In the
following paragraphs, we summarize two lines of research
that were influential in testing these models.

Associative Strength and Typicality

Collins and Quillian’s (1969) hierarchical network model
made two crucial assumptions: First, noun concepts were
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assumed to be stored in a hierarchy determined by the logic
of class relations. A concept was stored closer to its immedi-
ate superordinates than to its more distant ones. For example,
robin was represented as a bird, and bird was represented as
an animal, but robin was not directly represented as an ani-
mal. The second assumption, which was referred to as “cog-
nitive economy” (Conrad, 1972), held that properties were
stored at the highest possible semantic level to which they ap-
plied. Continuing the example, feathered would be stored
with bird but not with robin, because all birds are feathered,
whereas can fly would be stored with robin but not with bird,
because robins can fly but not all birds can fly. 

These assumptions generate two testable predictions:
First, member-category statements should be verified faster if
the subject is paired with an immediate superordinate, as in A
robin is a bird, than if the subject is paired with a more dis-
tant superordinate, as in A robin is an animal. Second, prop-
erty statements should be verified faster if the subject is
paired with a property stored with it, as in A bird has feathers,
than if the subject is paired with a property stored at a higher
semantic level, as in A bird eats. Both of these predictions
were confirmed (e.g., Collins & Quillian, 1969, 1972).

However, the hierarchical network model soon ran into
trouble. Conrad (1972) observed that Collins and Quillian
(1969) might have confounded hierarchical distance and as-
sociative strength. She argued, for example, that A bird has
feathers might have been verified faster than A bird eats be-
cause bird and feathered are more highly associated than are
bird and eats, not because of a difference in network distance.
Conrad independently manipulated (a) the hierarchical dis-
tance between concepts and their properties, as determined
by the assumptions of hierarchical storage and cognitive
economy, and (b) the associative strength between concepts
and their properties, as measured by association norms. She
found that verification time decreased as associative strength
increased, but it was insensitive to hierarchical distance.
Rips, Shoben, and Smith (1973) also found that some mem-
ber-category statements involving immediate superordinates
took longer to verify than those involving distant superordi-
nates. For instance, A dog is a mammal took longer to verify
than A dog is an animal. This result conflicts directly with the
hierarchical storage assumption.

Subsequent studies (e.g., E. E. Smith et al., 1974) showed
that the critical determinant of decision times was the
strength of semantic or associative relation between the sub-
ject and the predicate. These studies also demonstrated that
typical exemplars of a category (e.g., robin of bird) were
verified faster than were atypical exemplars (e.g., chicken).
The hierarchical network model did not have mechanisms to
explain such findings. 

False Statements and Similarity

As described earlier, one of the predictions of the feature
comparison theory is that false statements containing similar
concepts should be more difficult to reject than false state-
ments containing dissimilar concepts. Holyoak and Glass
(1975) showed that this prediction was violated for two
kinds of statements. In one kind, similar statements ex-
pressed contradictions that were assumed to be directly rep-
resented in memory (e.g., All fruits are vegetables, Some
chairs are tables), whereas less similar statements did not
(e.g., All fruits are flowers, Some chairs are beds). In the
other kind of statement, similar statements, but not dissimilar
ones, could be disconfirmed by the retrieval of a salient coun-
terexample (e.g., canary for All birds are robins). The impor-
tance of these findings is that they indicate that different
kinds of evidence can be used to make semantic decisions.
This conclusion does not bode well for models, such as the
feature comparison theory, in which a single source of infor-
mation is the basis of all semantic judgments.

In a comprehensive investigation of the processing of false
statements, Ratcliff and McKoon (1982) used a response-
signal procedure to trace the time course of processing.An im-
portant finding was that performance on category-member
statements (e.g., A bird is a robin) was nonmonotonic: Early in
processing, there was an increasing tendency to respond true
to these false statements, but, later in processing, there was an
increasing tendency to respond correctly. This result indicates
that, later in processing, new information became available or
a second stage of processing was invoked. The nonmonoto-
nicity is problematic for the network models of semantic
memory, but it seems to offer support for feature comparison
theory. However, at all points in processing, including the very
earliest stages, subjects were more likely to respond true to
member-category statements (e.g., A robin is a bird) than to
category-member statements, even though these statements
have equal amounts of overall feature overlap. This finding is
not consistent with feature-comparison theory.

Contemporary Approaches to Semantic Memory

Research on semantic memory flourished in the late 1960s
and 1970s but was already languishing in the early 1980s.
Cognitive psychologists did not lose interest in semantic
memory phenomena but, rather, migrated to more specialized
programs of research, such as word recognition (see chapter
by Rayner, Pollatsek, & Starr), language comprehension and
production (see chapters by Treiman, Clifton, & Antje and by
Butcher & Kintsch), and concepts and categories (see chapter
by Goldstone & Kersten). The models developed to account
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for these phenomena were necessarily more focused than
were the original models of semantic memory. In this section
of the chapter, we take a quick look at two more recent ap-
proaches to understanding knowledge representations.

Distributed Network Models

Distributed network models have a long history (e.g., Hebb,
1949; Rosenblatt, 1962), but they did not become influential in
cognitive psychology until the mid-1980s (e.g., McClelland &
Rumelhart, 1986; Rumelhart & McClelland, 1986). The de-
velopment and investigation of distributed network models
has become a gigantic enterprise. Our goal will be to summa-
rize the most important characteristics of these models,
especially as they apply to semantic memory. According to
distributed network models, concepts are represented as pat-
terns of activation across a network of densely interconnected
units. Similar concepts are represented by similar patterns of
activation. The units can be thought of as representing aspects
of the object or event being represented. These aspects, how-
ever, need not be nameable or correspond in any obvious way
to the features people might list in a description of the entity.
Indeed, a traditional feature, such as has wings, might itself be
a pattern of activation over a collection of units.

Units are typically organized into modules, which corre-
spond to sets of units designed to represent a particular kind
of information (e.g., verbal vs. visual) or to accomplish a par-
ticular information processing goal (e.g., input vs. output).
For example, Farah and McClelland’s (1991) model of
semantic memory impairment has three modules correspond-
ing to verbal inputs, to visual inputs, and to semantic repre-
sentations (which are further subdivided into visual units and
functional units). Units within a module are richly intercon-
nected with each other, and units in different modules may or
may not be connected depending on the architecture of
the model. For example, in Farah and McClelland’s model,
visual input units and verbal input units are connected to se-
mantic representation units but not to each other.

Presenting a stimulus to the network causes an initial pat-
tern of activation across the units, with some units more ac-
tive than others. This pattern changes as each unit receives
activation from the other units to which it is connected. A sta-
ble pattern of activation eventually appears across the units.
The particular pattern instantiated across a set of units in re-
sponse to an input, such as seeing an object or hearing a word,
is determined by the weights on the connections between the
units. Knowledge is therefore encoded in the weights, which
constitute the long-term memory of the network.

The feature of distributed network models that may ex-
plain more than any other their continuing influence is that

they learn. A network can be trained to produce a particular
output, such as the meaning of a word, in response to a par-
ticular input, such as the orthographic pattern of the word.
Training involves incrementally adjusting the weights be-
tween units so as to improve the ability of the network to pro-
duce the appropriate output in response to an input. 

Another important characteristic of distributed network
models is that their performance can decay gracefully with
damage to the network. This characteristic is a result of hav-
ing knowledge distributed across many connection weights in
the network. For example, even with up to 40% of its visual
semantic memory units destroyed, Farah and McClelland’s
(1991) model was able to correctly associate names and pic-
tures more than 85% of the time.

Distributed network models have been applied to many
human behaviors that depend on information traditionally rep-
resented in semantic memory, including acquisition of generic
knowledge from specific experiences (e.g., McClelland &
Rumelhart, 1985), word naming and lexical decision (e.g.,
Kawamoto, Farrar, & Kello, 1994; Seidenberg & McClelland,
1989), impairments in reading and the use of meaning after
brain damage (e.g., Farah & McClelland, 1991; Hinton &
Shallice, 1991; Plaut, McClelland, Seidenberg, & Patterson,
1996), and (as discussed later) semantic priming. Although
these models have had their critics (e.g., Besner, Twilley,
McCann, & Seergobin, 1990; Fodor & Pylyshyn, 1988), their
influence on the science of memory has been, and promises to
remain, enormous.

High-Dimensional Spatial Models

The idea that concepts can be represented as points in space,
such that the dimensions of the space correspond to important
dimensions of meaning, has a long history (e.g., Osgood,
Suci, & Tannenbaum, 1957). This idea has recently been res-
urrected in two models of the acquisition and representation
of word meaning.

Hyperspace Analog to Language (HAL). HAL (e.g.,
Burgess & Lund, 2000) is a spatial model of meaning repre-
sentation in which concepts are represented as points in a
very high dimensional space. The semantic similarity be-
tween concepts is represented by the distance between corre-
sponding points in the space. As a result of the methodology
used, meanings of concepts are represented in terms of their
relations to other concepts.

The methodology involves tracking lexical co-occurrences
within a 10-word moving window that slides across a cor-
pus of text. The corpus includes approximately 300 million
words taken from Usenet newsgroups containing English
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text. HAL’s vocabulary consists of the 70,000 most frequently
used symbols in the corpus. About half of these symbols have
entries in the standard Unix dictionary; the remainder in-
cludes nonwords, misspellings, proper names, and slang. For
ease of exposition, we refer to the 70,000 symbols as words.
The methodology therefore produces a 70,000 × 70,000 ma-
trix of co-occurrence values.

The co-occurrence matrix is constructed so that entries in
each row specify the weighted frequency of co-occurrence of
the row word and the words that preceded it in the window;
entries in each column specify the weighted frequency of co-
occurrence of the column word and the words that followed
it in the window. Words that are closer together in the mov-
ing window get larger weights. Contiguous words receive a
weight of 10; words separated by one intervening word re-
ceive a weight of 9; and so forth.

The meaning of a word is captured in the 140,000-
element vector obtained by concatenating the row and the
column vector for that word. Each vector can be thought of
as a point in a 140,000-dimensional space. The similarity in
meaning between two words is defined as the Euclidean dis-
tance between their corresponding points in the space. An
important property of HAL is that two words (e.g., street and
road) can have very similar meanings because they occur in
similar contexts and, hence, have similar meaning vectors,
not because they appear frequently in the same sentence
(cf. McKoon & Ratcliff, 1992).

HAL is a structural model of meaning and has no process-
ing architecture. Hence, most of the evidence on the model
consists of qualitative demonstrations or correlations be-
tween indices generated by the model and human behavior.
For example, when distances between word vectors are com-
puted and submitted to multidimensional scaling, the result-
ing scaling solutions indicate that words are grouped into
sensible categories (e.g., Burgess & Lund, 2000). Other ex-
periments have shown that interword distances computed in
HAL predict priming in lexical decision, to a reasonable ap-
proximation (e.g., Lund, Burgess, & Audet, 1996).

Latent Semantic Analysis (LSA). The overarching
goal of the LSA model (e.g., Landauer, 1998; Landauer &
Dumais, 1997; see also the chapter by Butcher & Kintsch) is
to explain Plato’s paradox: Why do people appear to know so
much more than they could have learned from the experi-
ences they have had? Like HAL, LSA is a high-dimensional
spatial model of meaning representation. Concepts in LSA
are represented by vectors in a space of approximately 300
dimensions. Similarities between meanings of concepts are
represented by cosines of angles between vectors. 

The input to LSA is a matrix in which rows represent
types of events and columns represent contexts in which

instances of the events occur. In many applications, for ex-
ample, the rows correspond to word types and the columns
correspond to samples of text (e.g., paragraphs) in which in-
stances of the words appear. Each cell in the matrix contains
the number of times that a particular word type appears in a
particular context. This matrix is analyzed using singular
value decomposition (SVD), which is similar to factor analy-
sis. This analysis allows event types and contexts to be repre-
sented as points or vectors in a high-dimensional space. In
this new representation, the similarities between any pairs of
items can be computed.

In one specific implementation, samples of text were
taken from an electronic version of an encyclopedia contain-
ing 30,473 articles. From each article, a sample was taken
consisting of the first whole text or 2,000 characters, which-
ever was less. The text data were placed in a matrix of
30,473 columns, each representing a text sample, and
60,768 rows, each representing a word that had appeared in at
least two samples. The cells in the matrix contained the fre-
quency with which a word appeared in a particular sample.
After transforming the raw cell frequencies, the matrix was
submitted to SVD and the 300 most important dimensions
were retained. Thus, each word and each context could be
represented as a vector in a 300-dimensional space. 

LSA has been applied to a varied set of problems. In one
application, the model’s word knowledge after training was
tested using items from the synonym portion of the Test of
English as a Foreign Language (TOEFL). Each problem con-
sisted of a target word and four answer options from which
the test taker is supposed to choose the one with the most
similar meaning to the target. The model’s choices were
determined by computing cosines between vector representa-
tions of the target words in each item and vector representa-
tions of the answer options, and choosing the option with the
largest cosine. The model performed as well as applicants to
U.S. colleges from non-English speaking countries, getting
64.4% correct.

Another application of the model simulated the acquisi-
tion of vocabulary by school-aged children. The model
gained vocabulary at about the same rate as do seventh-grade
students, approximately 10 words per day. This rate greatly
exceeds learning rates that have been obtained in experimen-
tal attempts to teach children word meanings from context.
An important finding in this analysis was that LSA’s learning
of vocabulary relies heavily on indirect learning: The
estimated direct effect of reading a sample of text (e.g., a
paragraph) on knowledge of words in the sample was an in-
crease of approximately 0.05 words of total vocabulary,
whereas the indirect effect of reading a sample of text on
words not contained in the sample was an increase of approx-
imately 0.15 words of total vocabulary. Put another way,
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approximately three fourths of LSA’s vocabulary gain from
reading a passage of text was in words not even present in
the paragraph. This finding helps to explain, according to
Landauer and Dumais (1997), why people can have more
knowledge than appears to be present in the information to
which they have been exposed.

Summary

The first models of semantic memory appeared in the late
1960s, and by the mid-1970s at least half a dozen compre-
hensive models had been proposed. The two most influential
models were the network model proposed by Quillian,
Collins, and Loftus (e.g., Collins & Loftus, 1975; Collins &
Quillian, 1969; Quillian, 1967) and the feature-comparison
model proposed by E. E. Smith et al. (1974). These models
became, and largely remain, the canonical models of seman-
tic memory. Although these early models are no longer
considered to be viable accounts of semantic memory, they
remain influential because they provide useful ways of con-
ceptualizing and categorizing memory phenomena.

Distributed network models offered an entirely different
way of thinking about knowledge representations. In tradi-
tional models of semantic memory, concepts were represented
by localized nodes or features, and the relations between
concepts were either stored in the links (network models) or
computed on the fly (feature models). In distributed network
models, however, concepts are represented by patterns of acti-
vation across many units, which participate in representing
other concepts, and knowledge about the relations between
concepts is represented across many connection weights,
which participate in representing other relations. There is no
indication that the influence of these models is flagging.

High-dimensional spatial models also use distributed
representations. In these models, however, the meaning of a
concept is given by the company it keeps, in written and (pre-
sumably) spoken language. Concepts are similar to the extent
that they are used in similar contexts. A virtue of these mod-
els is that they demonstrate how knowledge can be acquired
from specific experiences. A significant challenge for the
developers of these models will be to incorporate processing
architectures that will allow the models to be subjected to rig-
orous testing. It remains to be seen how influential these
high-dimensional spatial models will turn out to be.

SEMANTIC PRIMING

Priming is an improvement in performance in a cognitive task,
relative to an appropriate baseline, as a function of context or
prior experience. Semantic priming refers to the improvement
in speed or accuracy to respond to a stimulus when it is

preceded by a semantically related or associated stimulus rel-
ative to when it is preceded by a semantically unrelated or
unassociated stimulus (e.g., cat-dog vs. table-dog; D. E.
Meyer & Schvaneveldt, 1971). The stimulus to which re-
sponses are made is referred to as the target, and the preceding
stimulus is referred to as the prime. The other kind of priming
examined in this chapter is repetition priming, which refers to
an improvement in speed or accuracy to respond to the second
(or subsequent) occurrence of a stimulus relative to the first
occurrence of the stimulus. Semantic and repetition priming
are probably caused by different mechanisms or by different
processing stages (e.g., Durgunoglu, 1988), but because they
have been so influential in the study of human memory, we re-
view both areas of research in this chapter.

The semantic in semantic priming implies that priming
is caused by relations of meaning, as exist, for instance,
between the concepts dog and goat (mammals, domesticated,
have fur, etc.). In fact, the term has also been used to refer
to priming caused by a mixture of semantic and associative
relations, as exist between the concepts dog and cat.These con-
cepts are semantically related, but in addition, if people gener-
ate associates to dog, they list cat with high frequency (and vice
versa). In contrast, goat almost never comes up as an associate
of dog. Consistent with usage in the field, we shall use seman-
tic priming to refer to both kinds of priming, unless we need to
distinguish the two (as in the section “Associative Versus Pure
Semantic Priming”).

Models of Semantic Priming

Spreading Activation Models 

Spreading activation was first incorporated into a model of
memory by Quillian (1967); this model was elaborated and
extended by Collins and Loftus (1975), as described previ-
ously. Spreading activation models were also proposed by
Anderson (1976, 1983). Although these models differ in sev-
eral important ways, they share three fundamental assump-
tions: (a) Retrieving an item from memory amounts to
activating its internal representation; (b) activation spreads
from a concept to associated concepts; and (c) residual activa-
tion accumulating at a concept facilitates its subsequent re-
trieval. For example, the visual presentation of a word, such as
lion, activates its internal representation. This activation
spreads to associated concepts, such as tiger. If the word tiger
appears soon after the word lion, it can be identified more
quickly than normally because it is already partially activated.

Although Collins and Loftus’s (1975) model andAnderson’s
(1983) ACT* model are similar, they differ in important ways.
The Collins and Loftus model (as well as Anderson’s, 1976,
model) assumes that activation takes time to spread from one
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concept to another. This mechanism is used to explain the ef-
fects of hierarchical network distance on verification time.
ACT*, in contrast, assumes that activation spreads extremely
quickly, reaching asymptote in as little as 50 ms. Effects of net-
work distance are attributed to differences in asymptotic activa-
tion levels. Another difference is that Collins and Loftus’s
model assumes that activation continues to spread (for a while)
even when a concept is no longer being processed. In ACT*,
however, activation decays very rapidly, within 500 ms, when a
concept ceases to be a source of activation. Finally, the Collins
and Loftus model assumes that only one concept can be a
source of activation at a time, whereas ACT* assumes that the
number of possible sources is limited only by the capacity of
attention.

The accounts of semantic priming in the two models are
really quite different. In the Collins and Loftus model, the
prime sends activation to the target, and the target can be in
a preactivated state even though the prime is no longer being
processed. In ACT*, however, both the prime and the target
must be sources of activation—both must be objects of atten-
tion—for the association between them to produce height-
ened activation of the target. Priming occurs in ACT*
because the prime is still a source of activation when the
target appears.

Two lines of evidence are problematic for the Collins and
Loftus (1975) model. Ratcliff and McKoon (1981) showed
that priming in item recognition was statistically reliable
when the stimulus onset asynchrony (SOA) between the
prime and the target was as short as 100 ms (no priming oc-
curred at an SOA of 50 ms). This finding suggests that acti-
vation spreads very rapidly. In addition, the magnitude of
priming at an SOA of 100 ms was the same for prime-target
pairs close in network distance and pairs far in network
distance. The effects of network distance appeared in the
sizes of priming effects at the longer SOAs: More priming
eventually occurred for close pairs than for far pairs. In
another line of research, Ratcliff and McKoon (1988) showed
that the decay of priming could be very rapid, within 500 ms
in some circumstances. These findings contradict basic as-
sumptions of the Collins and Loftus (1975) model, but they
are quite consistent with Anderson’s (1983) ACT* model.

Compound-Cue Models

Compound-cue models of priming were proposed indepen-
dently by Ratcliff and McKoon (1988) and by Dosher and
Rosedale (1989). The compound-cue model is simply a state-
ment about the contents of retrieval cues. The claim is that
the cue to memory contains the target item and elements
of the surrounding context. In a lexical decision task, for

example, this context could include the prime, or even words
occurring before the prime. 

The compound-cue model must be combined with a
model of memory to make predictions about performance in
a task. Models that have figured prominently are the search
of associative memory (SAM, Gillund & Shiffrin, 1984),
the theory of distributed associative memory (TODAM,
Murdock, 1982), and MINERVA 2 (Hintzman, 1986). In all
of these models, the familiarity of a cue containing two as-
sociated words will be higher than the familiarity of a cue
containing two unassociated words. Hence, in a lexical de-
cision task, if the cue contains the target and the prime, fa-
miliarity will be higher for a target related to its prime than
for a target unrelated to its prime (e.g., lion-tiger vs. table-
tiger, respectively). If familiarity is inversely related to re-
sponse time, basic priming effects can be explained (e.g.,
Ratcliff & McKoon, 1988).

Distributed Network Models

Relatively recently, several distributed network models of se-
mantic priming have been proposed. These models fall into
two broad categories:

In one category of models, which we refer to as proximity
models, priming is caused because related primes and targets
are closer to each other in a high-dimensional semantic space
than are unrelated primes and targets (e.g., Masson, 1995;
McRae, de Sa, & Seidenberg, 1997; Moss, Hare, Day, &
Tyler, 1994; Plaut & Booth, 2000; Sharkey & Sharkey, 1992).
A fundamental assumption in these models is that concepts
are represented by patterns of activity over a large number of
interconnected units. Related concepts have similar patterns
of activity. Semantic priming occurs because in processing a
target word the network begins from the pattern created by
processing of the prime; this pattern is more similar to the tar-
get’s representation when the prime is related than when it is
unrelated to the target. In effect, the network gets a head start
in processing the target when it is preceded by a related
prime. A few of these models (e.g., Moss et al., 1994; Plaut &
Booth, 2000) are able to distinguish semantic priming, which
is attributed to overlapping semantic features, from associa-
tive priming. Associative priming occurs in these models be-
cause the network learns to make efficient transitions from
primes to targets that co-occur frequently during training. 

The other category of distributed models, which we refer to
as learning models, attributes semantic priming to learning that
occurs when a word is recognized or is the object of a deci-
sion of some kind (e.g., S. Becker, Moscovitch, Behrmann, &
Joordens, 1997; Joordens & Becker, 1997). These models also
assume that concepts are represented by patterns of activity
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over a network of units, and that semantically similar concepts
have similar patterns of activity. However, in these models
semantic priming is caused by incremental learning. Each pre-
sentation of a word causes all of the network connections par-
ticipating in recognition to be altered, so as to increase the
probability of producing the same response to the same input.
This learning facilitates processing of the word if it reappears,
but it also facilitates processing of words with similar repre-
sentations (e.g., a semantically related target). Learning decays
very slowly and is permanent unless undone by additional
learning. This class of models, unlike all other models of prim-
ing, predicts that semantic priming should occur over very long
lags between presentation of the prime and the target. Data rel-
evant to this prediction are reviewed in a subsequent section of
the chapter. Proximity may also play a role in these models, es-
pecially in explaining priming at short lags.

Major Issues and Findings

Neely (1991) provides the best comprehensive review of re-
search on semantic priming prior to 1991. Our review uses
Neely’s as a launching point. We focus on empirical issues
and findings that have turned out to be especially important
for testing models of semantic priming.

Automatic Versus Strategic Priming

Automatic processes are traditionally defined as those having
a quick onset, proceeding without intention or awareness,
and producing benefits but not costs. Strategic processes are
slower acting, require intention or awareness, and produce
both benefits and costs (e.g., Posner & Snyder, 1975). 

Semantic priming almost certainly is not caused solely by
strategic processes (cf. C. A. Becker, 1980). Semantic prim-
ing occurs even when there is only one related prime-target
pair in the entire test list (Fischler, 1977a). In addition, at
short SOAs, semantic priming occurs between a category
name prime and exemplars of that category (e.g., body-leg)
even when subjects are told to expect members of a different
category (e.g., parts of buildings) to follow the prime (Neely,
1977). Findings such as these are difficult to reconcile with a
purely strategic account of priming. Semantic priming, how-
ever, is also not purely automatic. Two types of strategic
processes have been identified.

Under the appropriate conditions, semantic priming seems
to be affected by an expectancy process (e.g., C. A. Becker,
1980; Neely, 1977). Subjects use the prime to generate ex-
plicit candidates for the upcoming target or at least expect
primes to be followed by semantically related targets. Priming
can be amplified because of a speeding up on related trials or

a slowing on unrelated trials. Two factors seem to influence
the extent to which expectancy processes are used:

1. The SOA between the prime and the target must be suffi-
ciently long to allow expectations to develop. A com-
monly used index of expectancy is inhibition, or longer
response latencies following unrelated primes than neutral
primes (e.g., a row of xs, or the words blank or ready). The
reasoning is this: An expectancy process will yield an in-
congruent outcome on unrelated trials because the target is
unrelated to the prime. Responses should therefore be
slow in the unrelated condition relative to a condition in
which expectancies are not generated. A neutral prime
condition should provide such a baseline because neutral
primes are repeated many times in the test list and are ef-
fectively meaningless in the context of the experiment. It
is well documented that inhibition is small or nonexistent
for SOAs shorter than 300 ms (e.g., de Groot, 1984; den
Heyer, Briand, & Smith, 1985; Neely, 1977). In a direct
test of expectancy-based priming, Neely (1977) instructed
subjects to generate members of a specified category
when given a different category name as the prime; for ex-
ample, subjects were told to generate parts of the body in
response to the prime building (and building parts in re-
sponse to the prime body). Expectancy-based priming
occurred at a 700-ms but not at a 250-ms SOA.

2. The second factor that influences expectancy is the relat-
edness proportion (RP), which is typically defined as the
proportion of related trials out of all word prime–word
target trials (e.g., Neely, Keefe, & Ross, 1989). At long
SOAs, semantic priming and inhibition both increase in
magnitude as the proportion of related trials increases; at
short SOAs, the effects of RP are reduced or eliminated
(e.g., de Groot, 1984; den Heyer, Briand, & Dannenbring,
1983; Tweedy, Lapinski, & Schvaneveldt, 1977). Priming
in the naming task also increases with the RP (Keefe &
Neely, 1990), suggesting that naming is also influenced by
expectancy. It is unknown how low the RP must be to
eliminate expectancy. Low values of RP in published stud-
ies typically range from .10 to .33.

The second type of strategic process is semantic matching
(e.g., de Groot, 1983; Forster, 1981; Neely, 1977; Neely et al.,
1989; Seidenberg, Waters, Sanders, & Langer, 1984). Under
the appropriate conditions, subjects seem to check for a rela-
tion between the target and the prime, responding quickly if
such a relation is detected, and slowly if no such relation is
detected. In the lexical decision task, the existence of a
semantic relation is always informative about the lexical sta-
tus of the target, as only word targets have related primes.
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However, the absence of a relation may or may not be infor-
mative depending on the construction of the test list. One
measure of the informativeness of the absence of a semantic
relation is the nonword ratio (NR), which is the conditional
probability that the correct response is nonword given that the
(word) prime and the target are unrelated (Neely et al., 1989).
As the nonword ratio deviates from .5, the absence of a se-
mantic relation between the prime and the target becomes in-
creasingly informative, signaling a nonword response when it
is above .5 and a word response when it is below .5.

The variables that control semantic matching are not well
understood. Neely et al. (1989) manipulated the RP and the
NR independently in a lexical decision task in which primes
were category names and targets were exemplars. The RP
was correlated most strongly with priming for typical exem-
plars (e.g., robin for bird). The NR, however, was correlated
with priming for both typical and atypical (e.g., penguin) ex-
emplars, and with nonword facilitation (defined as faster re-
sponses to nonwords primed by words than to nonwords
primed by a neutral prime). They argued that the effect of RP
on priming for typical exemplars was a true expectancy ef-
fect, as subjects would be likely to generate typical but not
atypical exemplars to category primes. According to Neely
et al., the effect of NR was due to semantic matching. The
nonword facilitation effects are especially consistent with
this interpretation, as, when NR is high, nonword targets will
benefit from a bias to respond nonword to targets unrelated to
their word primes. 

It seems likely that semantic matching is influenced by the
RP and the NR. As the RP increases, semantic relations be-
come more noticeable, and as the NR increases, the absence
of semantic relations becomes more informative. It is worth
pointing out that standard experimental procedures often lead
to NRs over .5, as investigators often use equal numbers of
word and nonword targets, but only use word primes; hence,
the number of word prime–nonword target trials exceeds the
number of unrelated word prime–word target trials. 

Semantic matching is probably also influenced by the task
used. Tasks such as lexical decision that require accumulation
of information to make a binary decision are probably more
susceptible to semantic matching than are tasks, such as nam-
ing, that do not involve an explicit decision (e.g., Seidenberg
et al., 1984). McNamara and Altarriba (1988; see also
Shelton & Martin, 1992) have argued that semantic match-
ing, as well as expectancy, can be minimized by using a task
in which the relations between primes and targets are not ap-
parent to subjects. One method of achieving this goal is to use
a sequential or single-presentation lexical decision task. In
this task, stimuli are displayed one at a time, and participants
respond to each as it appears. Primes precede targets in the

test list, but their pairings are not apparent to subjects. Shel-
ton and Martin found that inhibition and backward priming
(e.g., prime hop, target bell; discussed later) did not occur in
the single-presentation task.

Neely and Keefe (1989) have proposed a three-process hy-
brid theory of semantic priming that incorporates expectancy,
automatic spreading activation, and semantic matching. Not
surprisingly, this theory can account for a greater variety of re-
sults than can any one mechanism alone (Neely, 1991). The
important contribution of this theory is that it combines a
model of automatic, attention-free priming with strategic, at-
tention-laden processes. Viewed in this way, one can see that
any of the models of priming outlined earlier in this chapter
could be combined with expectancy and semantic matching
processes.

In summary, two principal types of strategic processes
have been identified, expectancy and semantic matching. Ex-
pectancy is minimized at short SOAs and low RPs; semantic
matching is minimized with an NR of .5 and, we suspect, low
RP as well. Put another way, an investigator interested in the
automatic component of priming would be well served by
using an SOA less than 300 ms, RP of .20 or less, and NR
of .50.

In closing, we should acknowledge that Plaut and Booth
(2000) have shown that it may be possible to account for the
dependence of inhibition on SOA without invoking an ex-
pectancy process. Given all of the evidence implicating the
role of strategic processes in semantic priming, it seems
likely that any model of priming must incorporate strategic
processes of some kind. However, Plaut and Booth’s analysis
suggests that a single-mechanism account of priming may be
able to explain at least some of the phenomena previously at-
tributed to strategic processing.

Associative Versus Pure Semantic Priming

As noted earlier, the term semantic priming is a catch-all
phrase that includes priming caused by many different kinds
of relations, including both associative relations and true re-
lations of meaning. Associatively related words are those
produced in response to each other in free-association tasks,
and they may be semantically related (e.g., dog-cat) or not
(e.g., stork-baby). Pure semantically related pairs share se-
mantic features or are members of a common category but
are not associatively related (e.g., goose-turkey).

It is well documented that associatively related words
prime each other in lexical decision, naming, and similar tasks.
The controversial issue has been whether priming occurs in the
absence of association. The evidence is mixed. Fischler
(1977b) first investigated priming in the absence of association
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and reported a reliable pure semantic priming effect. However,
several subsequent studies (e.g., Lupker, 1984; Moss, Ostrin,
Tyler, & Marslen Wilson, 1995; Shelton & Martin, 1992)
failed to find pure semantic priming under certain conditions;
indeed, Shelton and Martin (1992) concluded that automatic
priming was associative, not semantic. Recent experiments by
McRae and Boisvert (1998) indicate that previous failures to
find pure semantic priming can be attributed to the use of
prime-target pairs that were weakly semantically related. 

A recent meta-analysis may bring order to this apparent
chaos. Lucas (2000) examined the results of 26 studies
in which purely semantically related prime-target pairs were
used as stimuli in lexical decision or naming (including
Stroop) tasks. Most of these studies also included asso-
ciatively related primes and targets. The average effect size
(J. Cohen, 1977), weighted by the number of subjects in each
sample, was .25 for pure semantic priming and .49 for asso-
ciative priming. There was clear evidence therefore that pure
semantic priming was present in the studies reviewed and
that associative priming was substantially larger than seman-
tic priming. Because associatively related primes and targets
were usually related semantically, the larger effect size is best
interpreted as an associative boost to priming. Further analy-
ses indicated that the effect size for pure semantic priming
was not influenced by the particular type of lexical decision
task used, RP, or SOA, suggesting that pure semantic priming
was not strategically mediated.

Lucas (2000) also examined whether pure semantic prim-
ing varied with type of semantic relation. Category coordi-
nates (e.g., bronze-gold), synonyms, antonyms, and script
relations (e.g., theater-play) had similar average effect sizes,
ranging from .20 to .27. In contrast, functional relationships
(e.g., broom-sweep) had an average effect size of .55. This re-
sult supports the hypothesis that functional relations are cen-
tral to word meaning (e.g., Tyler & Moss, 1997). Perceptually
related prime-target pairs, in which primes and targets share
referent shape (e.g., pizza-coin), had a very low effect size of
.05. This estimate must be treated with caution, however, be-
cause only two studies in the corpus examined perceptual
priming of this kind.

In summary, although the evidence on pure semantic prim-
ing has been mixed, with some studies finding evidence of
such priming and others not, Lucas’s (2000) meta-analysis
shows that pure semantic priming does occur and, moreover,
indicates that it may vary as a function of the type of semantic
relation. This conclusion is important because distributed net-
work models of priming strongly predict semantic priming. A
subset of these models can also explain associative priming
(Moss et al., 1994; Plaut & Booth, 2000). Distributed network
models that do not include an associative component will

need to be modified to account for the associative boost to
priming. Spreading-activation and compound-cue models can
easily explain both semantic and associative priming as long
as the appropriate relations are represented in memory.

Mediated Versus Direct Priming

Mediated priming involves using primes and targets that
are not directly associated or semantically related but in-
stead are related via other words. For example, based on free-
association norms (e.g., McNamara, 1992b), mane and tiger
are not associates of each other, but each is an associate of
lion. The associative relation between a prime and a target
can be characterized in terms of the number of associative
steps or links that separate them: 1-step, or directly related
(e.g., tiger-stripes), 2-step (e.g., lion-stripes), 3-step (e.g.,
mane-stripes), and so on. Models of priming are distin-
guished based on whether or not they predict priming through
mediated relations.

Early experiments suggested that 2-step mediated priming
occurred in naming but not in lexical decision (e.g., Balota &
Lorch, 1986; de Groot, 1983). Subsequent studies showed
that 2-step, and even 3-step, priming could be obtained in
lexical decision if the task parameters were selected so as
to minimize strategic processing (e.g., McNamara, 1992b;
McNamara & Altarriba, 1988; Shelton & Martin, 1992).

Mediated priming is strongly predicted by spreading acti-
vation models. Certain versions of compound-cue models can
account for 2-step priming, but none predicts 3-step priming
(McNamara, 1992a, 1992b). Most distributed network mod-
els cannot account for mediated priming of any kind. Possible
exceptions are the models proposed by Moss et al. (1994) and
by Plaut and Booth (2000). These models learn associative
relations between words that co-occur frequently during
learning. It is possible that other distributed network models
could be augmented with similar mechanisms.

A serious problem exists, however, in interpreting the
mediated priming results. Although researchers have made
valiant efforts to show that mediated primes and targets
are not directly associated and not semantically related (e.g.,
McNamara, 1992b), there is the nagging possibility that
residual associations or semantic relations still exist. This is a
big problem because if the primes and targets are directly re-
lated in some fashion, all models predict priming between
them. The best way to address this issue is in the context of a
particular model. For example, McNamara (1992b) showed,
using the memory model SAM (Gillund & Shiffrin, 1984),
that if direct associations between 3-step primes and targets
were high enough to produce priming of the magnitude ob-
served, then these primes and targets would have appeared as
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mutual associates in a free-association task at a much higher
frequency than was observed. This analysis does not prove
that the primes and targets were not directly related, and the
conclusion is limited to one model of priming (viz., the com-
pound-cue model conjoined with SAM). The contribution
exists in demonstrating that a particular model would have
difficulty accounting for both the mediated priming and the
free-association results. As another example of this approach,
Livesay and Burgess (1998) used HAL (discussed in the sec-
tion on models of semantic memory) to compute semantic
distances between the 2-step mediated primes and targets de-
veloped by Balota and Lorch (1986) and subsequently used
by McNamara and Altarriba (1988). Average semantic dis-
tance was higher between mediated primes and targets than
between unrelated primes and targets. In addition, they found
no relation between the magnitude of mediated priming and
lexical co-occurrence frequency, contradicting predictions of
McKoon and Ratcliff (1992). These results lead us to con-
clude that mediated priming remains a challenge to many
models of semantic priming.

Effects of Lag

Lag refers to the number of items that intervene between the
prime and the target. The standard priming paradigm uses a
lag of zero; the target immediately follows the prime. Many
studies have examined priming at lags of one, two, and even
greater. The early literature on lag effects was ambiguous
(e.g., Masson, 1991). Subsequent investigations indicated
that priming occurred across a lag of one but not two (e.g.,
Joordens & Besner, 1992; McNamara, 1992b), although
Masson (1995) did not obtain lag-1 priming in naming.

Recent experiments indicate that semantic priming may
occur over lags much greater than one or two items. For
theoretical reasons (discussed in the section on models of
semantic priming), S. Becker and Joordens (S. Becker et al.,
1997; Joordens & Becker, 1997) hypothesized that semantic
priming could be obtained at long lags if the primes and the
targets were strongly semantically related and the task en-
gaged semantic processing to a high degree. They con-
structed prime-target pairs that were semantically similar
(e.g., pontoon-raft, tulip-rose) and used several methods to
increase the semantic processing of target words. S. Becker
et al. (1997) used an animacy decision task in which partic-
ipants were required to decide whether each word referred
to a living or a nonliving entity; Joordens and Becker
(1997) used a lexical decision task in which nonwords were
very word-like (e.g., brane). Semantic priming was ob-
tained in these experiments at lags of 4, 8, and even as high
as 21.5.

Priming at long lags is predicted by learning models, but it
is a serious problem for all other models of priming. In prin-
ciple, spreading activation models could explain such prim-
ing by making the decay of activation very slow, but this
assumption would be inconsistent with other findings sug-
gesting that activation decays quickly. Moreover, slow decay
would probably leave so much residual activation in memory
that basic semantic priming effects could no longer be pre-
dicted. Compound-cue models would need cues of between
23 and 24 items to explain priming at a lag of 21.5 (prime +
intervening items + target). Cues of this size strain credibility.
Proximity models explain priming across intervening items
by assuming that the semantic pattern of the prime is not
completely replaced by semantic patterns of intervening
items (e.g., Masson, 1995; Plaut & Booth, 2000). This mech-
anism almost certainly will not work with lags greater than
one or two items.

There are several reasons to question these findings, how-
ever. First, the results are unstable. Joordens and Becker
(1997) obtained lag-8 priming in two experiments but did not
obtain it in another two experiments. Second, and more im-
portant, the priming observed in these studies has peculiar
properties. Priming either did not decay with lag or decayed
rapidly with lag, and yet priming at the shortest lag did not
differ in these situations. For example, in their second exper-
iment, Joordens and Becker varied lag over the values 0, 1, 2,
4, and 8. One condition was designed to produce long-term
semantic priming and used a lexical decision task with diffi-
cult nonwords (e.g., brane). This condition yielded 45 ms of
priming at lag 0, and there was no evidence of decay across
lags; for example, priming was 41 ms at lag 8. Another con-
dition was designed not to produce long-term semantic prim-
ing and used a lexical decision task with easier nonwords
(e.g., brene). This condition yielded 27 ms of priming at lag
0, which quickly decayed to nonsignificant levels. The 18-ms
difference in priming at lag 0 for these two conditions did not
approach statistical significance. This pattern of results is dif-
ficult to explain even in the learning model. Why should
priming of comparable initial magnitude decay slowly in one
case but quickly in another?

Joordens and Becker (1997) proposed several explanations
of these results that relied on dual mechanisms, but none was
compelling. Their preferred model incorporated a quickly de-
caying associative priming mechanism with a long-term
learning mechanism. Priming in the easy nonword condition
would be attributed to the associative mechanism alone,
whereas priming in the difficult nonword condition would be
attributed to the combined effects of both mechanisms. Even
this model, however, is not consistent with their findings, as it
still predicts some decline in priming with lag: At lag 0, both
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associative and learning priming would occur, whereas at
longer lags, only learning priming would occur.

In summary, if priming at long lags holds up under addi-
tional experimental scrutiny, and if the paradoxical results
obtained by Joordens, Becker, and their colleagues can be
explained, long-term priming will provide compelling evi-
dence in support of distributed-network learning models and
virtually insurmountable evidence against other models of
semantic priming.

Forward Versus Backward Priming

Associations between primes and targets can be asymmetric.
Backward priming refers to the situation in which the associ-
ation from prime to target is weak, but the association from
target to prime is strong (e.g., baby-stork). Koriat (1981) was
the first to investigate backward priming, and he obtained
equal amounts of priming in the forward (e.g., stork-baby)
and the backward (e.g., baby-stork) directions. This result is
surprising, because if priming depends on strength of associ-
ation, it should be larger in the forward than in the backward
direction. A perusal of the backward priming literature re-
veals the following observations and findings.

One of the difficulties in comparing results across studies
is that different materials have been used. Several studies
have used asymmetrically associated, semantically related
primes and targets (e.g., lamp-light, apple-fruit); other studies
have used semantically unrelated compound words (e.g.,
fruit-fly, sand-box); and still others have used a mixture of
these types of stimuli. Given the findings reviewed earlier on
pure semantic priming, one would expect to find some prim-
ing in the forward and in the backward directions for semanti-
cally related pairs, regardless of differences in associative
strength. In contrast, one wonders why priming would occur
at all for semantically unrelated compounds, unless it is strate-
gically mediated. Of the 20 compounds introduced into the lit-
erature by Seidenberg et al. (1984), and subsequently used by
Shelton and Martin (1992) and by Thompson-Schill, Kurtz,
and Gabrieli (1998), 18 prime words appear in the Nelson,
McEvoy, and Schreiber (1991) free-association norms. The
associative strength in the forward direction (e.g., fruit-fly)
has a modal value of 0 and a mean of .02! These items are
therefore neither semantically related nor associated.

In fact, there is good evidence that forward and backward
priming for compounds is produced by strategic processes.
Priming does not occur in either direction for compounds
when conditions are consistent with automatic priming
(Shelton & Martin, 1992; Thompson-Schill et al., 1998). In
strategic conditions, processing of forward and backward as-
sociations is correlated with physiological indices of strategic

processing (Chwilla, Hagoort, & Brown, 1998). Those stud-
ies reporting reliable priming for compounds in the forward
or the backward directions (Kahan, Neely, & Forsythe, 1999;
Seidenberg et al., 1984; Shelton & Martin, 1992) employed
task parameters in the strategic regime (e.g., high RP, high
NR, or long SOA). We include in this mix experiments using
the naming task, as there is evidence that naming is not im-
mune to strategic processing (e.g., Keefe & Neely, 1990).

Asymmetrically associated, semantically related pairs
(e.g., lamp-light) seem to prime each other in both directions,
and there is weak evidence that priming is greater in the for-
ward than in the backward direction. Only three published
studies have examined priming in both directions for seman-
tically related pairs (Chwilla et al., 1998; Koriat, 1981;
Thompson-Schill et al., 1998), and only one of them has used
procedures consistent with automatic priming (Thompson-
Schill et al.). Across all three studies, priming was 40%
larger, on the average, in the forward than in the backward
direction; in the experiments by Thompson-Schill et al., the
difference was approximately 30%. 

Finally, there is evidence that backward priming in the
naming task may depend on the SOA (Kahan et al., 1999;
Peterson & Simpson, 1989). For example, Kahan et al. ob-
tained backward priming at an SOA of 150 ms but not at an
SOA of 500 ms. These findings are difficult to interpret, how-
ever, because the experiments have used RPs of at least .5. In
fact, only one experiment (Thompson-Schill et al., 1998) has
examined backward priming in naming under near automatic
conditions, and it only used one SOA (200 ms). Hence, the ap-
parent dependence of backward priming in naming on SOA
may be produced by strategic processing in this task.

In summary, semantic priming does not seem to occur for
compounds unless the conditions are ripe for strategic pro-
cessing, whereas priming occurs in both directions for asym-
metrically associated, semantically related pairs, and there is
some evidence that the magnitude of priming tracks associa-
tive strength. Because only the latter results seem to be
caused by automatic processes, only they are crucial for test-
ing models of priming.

Spreading activation models can account for these results
as long as appropriate semantic and associative relations
exist in memory (e.g., symmetric semantic relations but
asymmetric associative strengths). The predictions of com-
pound-cue models depend on which model of memory serves
as the base. The two models that have figured most promi-
nently in investigations of priming are SAM (Gillund &
Shiffrin, 1984) and TODAM (Murdock, 1982). SAM cannot
predict asymmetric priming unless the primes and the targets
differ in the strength of the association between the words
as cues and their representations in memory. TODAM also
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has difficulty explaining asymmetric priming because associ-
ations are modeled by a commutative operation, convolution.
Hence, a demonstration of reliable asymmetric priming with
primes and targets of equal word frequency would be prob-
lematic for these models. All of the distributed network mod-
els predict priming for semantically related primes and
targets, but only two (Moss et al., 1994; Plaut & Booth, 2000)
have an associative mechanism that would allow them to pre-
dict greater priming in the forward than in the backward
associative direction.

Subliminal Priming

Several researchers have reported evidence that semantic
priming occurs even when the prime is presented under con-
ditions in which it cannot be identified or its presence cannot
be detected (e.g., Marcel, 1983). After conducting a compre-
hensive review of this literature, Holender (1986) concluded
that the effects were unreliable and that the stimuli had
probably been consciously identified (also see Cheesman &
Merikle, 1984). More recent studies addressed many of these
problems, but effects were still small and inconsistent (e.g.,
Greenwald, Klinger, & Schuh, 1995). 

Greenwald and his colleagues (e.g., Draine & Greenwald,
1998; Greenwald, Draine, & Abrams, 1996) have recently
claimed that robust unconscious priming effects can be ob-
tained under the proper experimental conditions. An impor-
tant feature of these experiments is that they used evaluative
or gender judgments as the priming task rather than standard
semantic priming tasks (e.g., lexical decision or naming). For
example, in the evaluative judgment task, participants judged
whether words had positive or negative meanings (e.g., happy
vs. vomit). Priming was assessed by examining the effect of
the prime’s category membership (e.g., positive vs. negative)
on responses to targets. Greenwald and his colleagues found
that under appropriate conditions primes increased the proba-
bility of responding in a manner consistent with their category
membership even when direct perception of the primes ap-
proached zero sensitivity. They attributed this result to the un-
conscious activation of the meaning of the prime.

There are at least two reasons to question this conclusion,
however. First, Klinger, Burton, and Pitts (2000) replicated
the priming effects obtained by Greenwald and his colleagues
(e.g., Draine & Greenwald, 1998; Greenwald et al., 1996) but
also showed that semantic priming of the lion-tiger variety
did not occur in the same paradigm. Second, Abrams and
Greenwald (2000) have shown that the priming obtained in
the basic paradigm does not occur unless primes previously
occur as targets; the effect may be due to procedural learning

in the task (see the chapter in this volume by A. Johnson).
Our (admittedly conservative) conclusion is that there is little
or no convincing evidence that the meaning of a word can be
activated unconsciously.

Prime Task Effects

Given that priming occurs when participants read the prime
but make no response to it, one might predict that semantic
priming would occur regardless of the task performed on the
prime. In fact, this is not true. M. C. Smith, Theodor, and
Franklin (1983) showed that semantic priming was elimi-
nated if participants searched the prime for a letter or re-
sponded whether or not an asterisk was next to the prime
(also see Friedrich, Henik, & Tzelgov, 1991; Henik,
Friedrich, & Kellogg, 1983; Henik, Friedrich, Tzelgov, &
Tramer, 1994; M. C. Smith, 1979). A general conclusion
from these studies is that if attention is directed away from
the semantic level early in the processing of the prime, se-
mantic priming is eliminated or attenuated (e.g., Stolz &
Besner, 1996). In a related line of research, Besner and Stolz
(1999) demonstrated that Stroop interference was reduced in
magnitude if attention was directed to individual letters of a
word (rather than to the whole word).

These and related findings led Stolz and Besner (1999) to
conclude that attentional control is needed to activate the
meanings of words. They argue that attention determines
how activation is distributed across levels of representation
(e.g., letter, word, semantic) during word recognition. The
attentional mechanisms implied by this explanation are
qualitatively different from those implied by the traditional
distinction between automatic and strategic priming (as dis-
cussed in a previous section); in particular, they must be fast
acting and need not be conscious. Prime-task effects create
difficulties for all of the models of priming. The fundamental
problems are that the models do not cast the proper roles for
attention, or they do not distinguish between levels of repre-
sentation in a manner that would allow, for instance, attention
to be directed to one level (e.g., letter) but not to another (e.g.,
semantic), or both. These problems are not insurmountable,
but they are not trivial to solve either.

Neely and Kahan (2001) have recently argued that prime-
task effects may be caused, at least in part, by effects of spatial
attention on visual feature integration. The hypothesis is that
when attention is directed to individual components of prime
words, such as letters, the visual features of unattended letters
may not be properly integrated, and hence the primes may not
be perceptually encoded as words. Semantic activation of the
primes would not be expected under such circumstances. If
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Neely and Kahan’s hypothesis is correct, then prime-task ef-
fects are not so problematic for the models of priming.

Global Context Effects

Recent experiments indicate that the global context estab-
lished by discourse or by the types of semantic relations
appearing in a test list can affect semantic priming. For exam-
ple, McKoon and Ratcliff (1995) placed a small number of
prime-target pairs related in a particular way (e.g., opposites,
close-far) in a list in which over half of all prime-target pairs
were related in a different manner (e.g., synonyms, mountain-
hill). Semantic priming in lexical decision and in naming was
virtuallyeliminated for themismatching items.Hess,Foss, and
Carroll (1995) obtained similar results by varying the global
context established by short vignettes preceding target words.

Although one might be tempted to conclude from these
findings that all contextual facilitation is determined by
global context (e.g., Hess et al., 1995), this conclusion is not
justified. There is just too much evidence that semantic prim-
ing occurs between strongly related words in the most infe-
licitous of conditions (e.g., Fischler, 1977a; Neely, 1977). We
suspect that appropriate follow-up studies will show effects
of local context in addition to global context. The contribu-
tion of these studies is to demonstrate that semantic priming
is modulated by relations external to the word pairs. These
global context effects are a serious challenge to all existing
models of semantic priming.

Summary

Given that we used Neely’s (1991) review as a starting point,
it is appropriate to ask what has been learned about semantic
priming since the publication of that chapter.

First, a new class of models of priming, namely, distributed
network models, has been developed. One member of this
class of models, the learning models, can explain what may
turn out to be the most important new finding on semantic
priming, namely, semantic priming over very long lags.

Second, a great deal more has been learned about several
important priming phenomena: (a) There is probably a better
understanding of the conditions that contribute to automatic
versus strategic priming. (b) It is now clear that pure semantic
priming occurs, and there is evidence that it is produced by
automatic processes. (c) Mediated priming has now been
replicated by several investigators using a variety of tasks and
procedures. (d) Priming across lags of unrelated intervening
items has been replicated in several studies. Moreover, there is
new evidence that semantic priming can occur over very long

lags. (e) Several new investigations of backward priming have
appeared, and the results suggest that backward priming for
compounds (e.g., hop-bell) is produced by strategic processes,
whereas backward priming between asymmetrically associ-
ated semantically related words (e.g., light-lamp) is caused by
semantic overlap. (f) An entirely new line of research on
subliminal priming has appeared, and it seems to converge
on the conclusion that semantic priming does not occur un-
consciously. (g) There is a better understanding of the role of
attention in semantic priming. Finally, (h) a new line of re-
search indicates that semantic priming is affected by the
global context in which prime-target pairs appear.

Third, although none of the models can account for all of
the major priming results, there are reasons to be optimistic
about future model development. Assuming, for the moment,
that long-term semantic priming turns out to be a robust phe-
nomenon, then distributed-network learning models offer an
appealing foundation for model development. If these mod-
els can be augmented with associative priming mechanisms
and appropriate attentional processes, they will go a long way
toward explaining the major findings in the literature.

REPETITION PRIMING

Whereas semantic priming refers to a facilitation in perfor-
mance between different items on the basis of shared meaning
or association, repetition priming refers to facilitated perfor-
mance based on a previous encounter with the same stimulus.
Essentially, repetition priming reflects the degree to which a
single exposure to a stimulus during a study session leads to
faster or more accurate processing of that stimulus at a later
test (Tulving & Schacter, 1990).

Research on repetition priming has developed largely
from studies involving patients with anterograde amnesia.
This neurological disorder (or collection of disorders) is
characterized by a severely impaired ability to form new ex-
plicit memories (for review, see Squire, 1987). This type of
amnesia typically accompanies damage to the medial tempo-
ral lobes (e.g., for review, see Squire, 1992) or to the dien-
cephalic midline structures (as in Korsakoff’s syndrome; for
review, see Oscar-Berman, 1984; Shimamura, 1989). Am-
nesic patients show an impairment of the ability to explicitly
recall events that occur after the onset of their amnesia, de-
spite intact intellectual, language, and social skills. In spite of
showing severely degraded performance on tests of explicit
memory, which require conscious recollection, such as free
recall, cued recall, recognition, and paired-associate learning
(see also the chapter in this volume by Roediger & Marsh),
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amnesic patients exhibit intact performance on measures of
repetition priming, such as word-stem completion, picture-
fragment completion, and picture naming (e.g., Cave &
Squire, 1992; N. J. Cohen & Squire, 1980; Graf, Squire, &
Mandler, 1984; Shimamura, 1986, 1993; Squire, 1987;
Warrington & Weiskrantz, 1968).

In a now-classic study examining repetition priming in
amnesic patients, Graf et al. (1984) used a word-stem com-
pletion paradigm, in which participants see partially com-
pleted words (e.g., ele_____) at test and are asked to fill
in the blanks to form the first word that comes to mind.
Although no reference is made to an earlier list of words,
participants are more likely to complete the string elephant
if they saw elephant during an earlier study session than
if they did not. Graf et al. found that normal and amnesic
participants showed equal levels of repetition priming
on this task. Explicit memory instructions, however,
changed the pattern of results. When asked to complete the
word stems with study list words, normal participants im-
proved dramatically in their ability to produce study words,
whereas amnesic participants did not improve at all. This
study and others have shown that robust repetition priming
can occur in the absence of explicit memory (for a review,
see Shimamura, 1986), and have not only identified areas of
the brain crucial to explicit memory but also contributed to
the notion that repetition priming may be a form of implicit
memory subserved by regions of the brain other than those
damaged in amnesia (Cave & Squire, 1992; Schacter, 1990;
Squire, 1992; Squire et al., 1993). However, as shall be
seen, the notion that repetition priming represents a distinct
memory system has been at the center of much controversy.
Indeed, not all researchers even acknowledge that repetition
priming reflects an aspect of memory.

Models of Repetition Priming

Theories of implicit memory have typically not been
concerned with specific processing assumptions, and few
research studies have attempted to provide detailed descrip-
tions of the processes underlying repetition priming. As a
consequence, model development is not as advanced as in
other areas of memory research.

Logogen Model

According to Morton’s (1969) model of word recognition,
words are mentally represented by feature counters, called
logogens. An incoming word stimulus causes information to
accumulate in the counters for all words that share properties

with that stimulus. A word is recognized when the amount of
information accumulated in a logogen exceeds the threshold
value for that logogen. Repetition priming can be explained
as the lowering of the threshold for a previously encoun-
tered word (or, equivalently, as the raising of the logogen’s
resting activation level).

Counter Model

The counter model (Ratcliff & McKoon, 1997) is a variant
of the logogen model and was developed to explain repeti-
tion priming in perceptual identification. According to the
model, each word is represented by a counter, and a decision
is made based upon the accumulation of counts. Counts can
correspond to perceptual features or to noise (null counts).
Null counts are needed to allow the system to respond when
there is little or no perceptual information coming from the
stimulus. The characteristic of the model that allows it to ex-
plain repetition priming is that counters can become attrac-
tors of counts. The counter for a previously studied word
can steal counts from the counters of similar words. This
mechanism produces a pattern of bias in repetition priming
because theft of counts is based on similarity and occurs re-
gardless of whether or not the repeated word is the target.
Consider, for example, forced-choice perceptual identifica-
tion in which a target word (e.g., lied) is briefly flashed and
the subject must then choose between two similar options
(e.g., lied vs. died). If the flashed target is lied, prior study
of lied causes an increase in performance; but if the flashed
target is died, prior study of lied causes a decrement in per-
formance (because its counter steals counts from died’s
counter). Put another way, people are biased to see the word
that was studied previously, even when it is not the target. A
potential limitation of the counter model is that it only applies
to perceptual identification, which is just one of many tasks in
which repetition priming is observed. Of course, this need not
present a problem if one takes the view that repetition priming
is merely the by-product of the task in which the effect ap-
pears (Ratcliff & McKoon, 1997). In this view, repetition
priming in perceptual identification may be caused by entirely
different mechanisms from those responsible for repetition
priming in another task, such as fragment completion. An-
other problem for the counter model is that there is evidence
that prior study can produce increased sensitivity in addition
to bias (e.g., Bowers, 1999; Wagenmakers, Zeelenberg, &
Raaijmakers, 2000). Although the counter model can be
modified to account for these findings (Ratcliff & McKoon,
2000), this change represents a major conceptual shift in the
model.



Repetition Priming 463

Instance Theory

Logan (1988, 1990) has taken a different approach to eluci-
dating the processes that may underlie repetition priming. In
an effort to bridge the gap between research on repetition
priming (the effects of one prior exposure on performance)
and research on automaticity (the effects of very many expo-
sures on performance), Logan proposed that repetition prim-
ing may be a form of skill acquisition governed by a power
function of the number of practice trials. Essentially, Logan
has suggested that repetition priming and automaticity may
reflect two ends of the same continuum. According to Logan’s
instance theory, initial performance on a task is determined by
a general problem-solving algorithm. As the task progresses,
every encounter with a stimulus is stored as a separate in-
stance, even if it is identical to a previous episode. Eventually
a level of proficiency with the task may be reached at which
the algorithm can be abandoned and responses can be made
solely on the basis of instances (i.e., automatically). Presum-
ably, the retrieval of instances can be more efficient than per-
formance of the algorithm. Performance between these two
extremes may be automatic for some trials, but not for others.
As more instances of a particular stimulus are encoded, the
likelihood that the stimulus will receive an automatic re-
sponse increases. Thus, repetition priming reflects the
increased likelihood of an automatic response’s following a
single prior exposure to a stimulus. A problem for the instance
theory is that experiments by Kirsner and Speelman (1996)
have provided evidence suggesting that repetition priming
can be indifferent to practice and may in fact be a one-shot ef-
fect. These findings certainly cast some doubt on the notion
that repetition priming and skill acquisition reflect the opera-
tion of the same underlying mechanism.

Distributed Network Models

Repetition priming can be explained in distributed network
models in much the same way as semantic priming is ex-
plained in these models. Indeed, repetition priming can be
viewed as an example of semantic priming in which the
prime’s and the target’s semantic representations (as well as
orthographic and phonological representations) are identical.
Relatively few distributed network models have been applied
to repetition priming (but see McClelland & Rumelhart,
1985; Stark & McClelland, 2000), although repetition-
priming effects are often interpreted in the context of these
models (e.g., Rueckl, Mikolinski, Raveh, Miner, & Mars,
1997). Distributed network models of repetition priming
have not been investigated in as much depth as have distrib-
uted network models of semantic priming, and little is known

about their abilities to account for the major results in the
literature.

Major Issues and Findings

As mentioned earlier, research on repetition priming began
with studies of patients suffering from impairments of explicit
memory. It is not surprising, therefore, that from these earliest
observations repetition priming has often been viewed as a
form of memory, a type of implicit memory that remains intact
in amnesics. Today the term implicit memory encompasses a
variety of phenomena (e.g., semantic priming, classical con-
ditioning) whose common feature is the influence of prior
episodes on behavior without effortful, or explicit, retrieval of
those episodes (for reviews, see Richardson-Klavehn &
Bjork, 1988; Squire et al., 1993). Repetition priming repre-
sents one of the most thoroughly researched of these phenom-
ena. The discussion that follows highlights some of the major
findings in the repetition-priming literature, as well as the pri-
mary theoretical approaches that have guided the research.

Dissociations from Explicit Memory

If studies of implicit and explicit memory measures produced
differences only in an amnesic population, the results of such
studies might be of limited interest. However, similar dissoci-
ations between implicit and explicit memory performance
have been repeatedly demonstrated in normal participants (for
a review, see Richardson-Klavehn & Bjork, 1988). Disso-
ciations between implicit and explicit memory performance in
normal participants, however, are typically of a different na-
ture. Rather than demonstrating a presence of implicit mem-
ory and an absence of explicit memory as in amnesic patients,
dissociations in normal participants are typically demon-
strated through differential effects of manipulating an inde-
pendent variable on measures of implicit and explicit memory.

Levels of Processing. Jacoby and Dallas (1981) demon-
strated that manipulating the level of processing of study
words did not affect the magnitude of repetition priming in a
perceptual identification task (i.e., accuracy of correctly iden-
tifying briefly presented stimuli), but it produced large effects
on an explicit recognition task (prior semantic processing of
words yielded better performance than phonemic or ortho-
graphic processing). Insensitivity of repetition priming to
level of processing manipulations has also been demon-
strated using word fragment completion (e.g., Graf &
Mandler, 1984), lexical decision (e.g., Monsell, 1985), per-
ceptual identification of pictures (e.g., Carroll, Byrne, &
Kirsner, 1985) and picture naming (e.g., Carroll et al., 1985).
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Effects of Delay. Measures of implicit and explicit
memory also show differential effects of delay. Several stud-
ies manipulating retention interval have found that repetition
priming is less affected by delay than explicit memory. For
instance, Jacoby and Dallas (1981), Tulving, Schacter, and
Stark (1982), and Mitchell and Brown (1988) found that rep-
etition priming persisted with little change across delays of
days and weeks (using perceptual identification, word frag-
ment completion, and picture naming tasks, respectively),
whereas recognition performance declined sharply across the
same delays. Researchers have since demonstrated intact rep-
etition priming for pictures at delays up to 48 weeks (Cave,
1997) and for words at delays up to 16 months (Sloman,
Hayman, Ohta, Law, & Tulving, 1988). These findings sug-
gest that repetition priming can be a relatively permanent
form of long-term memory rather than a temporary facilita-
tion due to a recent encounter with a stimulus.

Developmental Differences. Research on developmen-
tal differences between implicit and explicit memory has
been another source of observed dissociations. Many studies
have been performed examining developmental dissocia-
tions between repetition priming and explicit memory in pop-
ulations as young as 3 years (e.g., Drummey & Newcombe,
1995; Greenbaum & Graf, 1989), 4 years (e.g., Hayes &
Hennessy, 1996), and 5 years (e.g., Carroll et al., 1985). In
studies comparing repetition-priming performance of chil-
dren and adults, equivalent levels of repetition priming were
detected across all tested age levels. In contrast, explicit
memory performance continued to show developmental im-
provements up to at least age 12 (e.g., Carroll et al., 1985).
Similarly, different developmental trends between explicit
and implicit memory have been detected in the aged, with el-
derly participants typically showing decreases in explicit
memory performance relative to younger adults, despite
showing equivalent levels of repetition-priming performance
(e.g., Graf & Ryan, 1990; Mitchell, 1989); for a discussion of
specific implicit memory impairments in elderly participants
with Alzheimer’s disease, see Gabrieli et al. (1999).

Multiple Systems Versus Processing Theories

Multiple Systems Theories. One way to account for disso-
ciations between implicit and explicit memory has been to
postulate separate memory systems in the brain for different
types of memory (e.g., N. J. Cohen & Squire, 1980; Schacter,
1990; Squire, 1986; Tulving & Schacter, 1990). Researchers
postulating distinct memory systems derive support for this
notion in large part from studies with amnesic patients. Ac-
cording to this view, the brain damage in amnesia selectively

affects the memory system for conscious recollection, leav-
ing the system (or systems) responsible for other forms of
memory intact. Evidence from studies involving amnesic
patients suggests that different neural structures underlie per-
formance on tests that rely on different kinds of memory.
Because these memory systems operate largely indepen-
dently of each other, dissociations between performance on
tasks that utilize different systems are to be expected. For ex-
ample, the hippocampus seems to play a crucial role in ex-
plicit memory, yet implicit memory performance seems to be
unaffected by damage to the hippocampus. The hippocam-
pus, then, must be part of an explicit memory system. Thus,
dissociations between different measures of memory are ex-
plained by appealing to different memory systems. Based on
this view, a taxonomy of memory can be established to clas-
sify measures based on the neural mechanisms with which
they are associated.

It is important to note, however, that a single (or one-way)
dissociation between memory phenomena, such as that ob-
served in amnesics, does not necessarily imply separate
memory systems. The data from studies with amnesics could
be explained within a single-system framework, for instance,
by arguing that explicit memory tasks are more demanding of
the neurological resources of a single memory system than
implicit tasks. Thus, damage to the memory system, as oc-
curs with amnesia, may leave the system too injured to meet
the demands of an explicit memory task, yet not so injured
as to affect performance on a less demanding implicit mem-
ory task. Many such functional hierarchies might be imag-
ined that incorporate implicit and explicit memory into a
single system. Any such structure, however, can only predict
the one-way dissociation of intact implicit memory with im-
paired explicit memory. In the previous example, for in-
stance, implicit memory is more resilient because it is less
demanding on the memory system. Thus, if damage to the
system were to occur such that implicit memory were im-
paired, explicit memory would necessarily be impaired
because, according to this formulation, the demands on the
system are greater for explicit memory tasks than for implicit
memory tasks. However, evidence for a double dissociation
between implicit and explicit memory has been reported
by Gabrieli and colleagues (Gabrieli, Fleischman, Keane,
Reminger, & Morrell, 1995; Keane, Gabrieli, Mapstone,
Johnson, & Corkin, 1995), who have studied patients with
occipital lobe lesions. These patients demonstrated impaired
repetition-priming performance in a perceptual identification
task despite intact explicit memory performance. The results
of these studies have been used to support the notion that
implicit memory phenomena such as repetition priming are
mediated by brain systems separate from those mediating
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explicit memory. The results of the experiments by Gabrieli
and colleagues provide strong evidence that the processes
supporting repetition priming do not necessarily contribute to
explicit memory performance. Thus, repetition-priming ef-
fects should not be interpreted in terms of degraded explicit
memory performance. In addition, it should be noted that
these patients’ ability to perform a perceptual identification
task without eliciting repetition priming presents difficulties
for models such as the counter model, which assumes that
repetition priming occurs as a by-product of performing this
task.

On the basis of observed functional and stochastic dis-
sociations between implicit and explicit memory, as well as
the evidence from amnesics and other patients with brain
damage, theorists have proposed a multiple systems view
of memory (e.g., Schacter, 1992; Squire, 1992; Tulving &
Schacter, 1990), which holds that neurologically distinct sys-
tems subserve different types of memory. The patterns of data
have suggested to many that implicit memory is supported by
systems distinct from those required for the formation of
explicit memories.

The multiple systems view also divides implicit memory
into subsystems. Perhaps the best elaborated multiple sys-
tems account is that of Tulving and Schacter (1990), who
propose a set of neurologically distinct perceptual representa-
tion systems (PRS), each of which is designed to encode a
particular type of information. Each PRS is presemantic—
encoding perceptual information without the necessity for the
stimulus to be processed semantically—and supports repeti-
tion priming on tasks that use that information. Schacter and
his colleagues postulate at least three such systems: a system
that encodes information about object parts and their relations
in the form of structural descriptions (e.g., Humphreys &
Quinlan, 1987; Riddoch & Humphreys, 1987) and supports
repetition priming for objects (e.g., Schacter, Cooper, &
Delaney, 1990a, 1990b); a visual word-form system that
encodes graphemic word information and supports repeti-
tion priming for visually presented words (e.g., Marsolek,
Kosslyn, & Squire, 1992); and a similar auditory word-form
system (e.g., Church & Schacter, 1994). Other systems pre-
sumably support repetition priming in more conceptual tasks,
although the focus of the multiple systems view has thus far
been on perceptual tasks. However, whether implicit and
explicit memory are subserved by separate systems at all is a
heavily debated issue (cf. Blaxton, 1989; Roediger, 1990;
Shimamura, 1990).

Processing Theories. Many researchers have chosen to
distinguish memory phenomena on the basis of the different
cognitive processes required by the memory tests (e.g., Graf

& Mandler, 1984; Roediger & Blaxton, 1987; Roediger,
Weldon, & Challis, 1989). Rather than assuming that implicit
and explicit tests access separate memory systems, processing
theories assume that memory tests are composed of various
component processes, and dissociations between performance
on memory tests reflect the operation of different processes.

Perhaps the most commonly stated processing account of
memory is embodied in the principle of transfer appropriate
processing (TAP; e.g., Morris, Bransford, & Franks, 1977;
Franks, Bilbrey, Lien, & McNamara, 2000). A primary as-
sumption of TAP is that performance on a memory test bene-
fits to the extent that the cognitive operations at test overlap
with those engaged during initial learning. In general, disso-
ciations between performance on explicit and implicit mem-
ory tests are characterized in terms of a distinction between
conceptually driven processes and data-driven processes
(Roediger et al., 1989). Explicit memory tasks typically (but
not always) depend on conceptual processing that is assumed
to be sensitive to delay and depth of processing manipula-
tions, whereas implicit memory tests usually depend on data-
driven processing that is assumed to be insensitive to these
factors. Along the same lines as TAP, Jacoby (1991) has pro-
posed that implicit memory involves automatic processes,
whereas explicit memory requires consciously controlled
processes. Although Jacoby argues against equating specific
memory tests with proposed cognitive processes, he suggests
the possibility that special populations, such as amnesics,
may show a deficit in intentional processing but preserve au-
tomatic or unconscious forms of memory. Jacoby argues that
both automatic and controlled processes are always operat-
ing, and he has postulated a framework called process disso-
ciation that is designed to parse out the relative contributions
of each process to performance on a given task.

There has been much debate in recent years concerning
the issue of whether memory should be characterized in
terms of memory systems or in terms of cognitive processes
(e.g., Graf & Ryan, 1990; Mitchell, 1993; Roediger, 1990;
Roediger et al., 1989). It is not uncommon for multiple
memory systems and processing views to be represented in
the implicit memory literature as rival hypotheses. Several
researchers, however, have pointed out that these two per-
spectives are not necessarily incompatible (Schacter, 1990;
Shimamura, 1989, 1993). Shimamura (1993) argues that the
debate between multiple-systems and TAP views appears to
be the result of scientists’ working from two different per-
spectives. Processing views, such as TAP, for instance, are
typically championed by researchers in cognitive psychol-
ogy, whereas multiple-systems views are often forwarded by
researchers in neuroscience. The argument for a processing
view—in contrast to a multiple-systems view—is often
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simply a matter of emphasis. Shimamura points out that a
processing theory becomes a systems view when it attempts
to identify the neural circuitry associated with a process.
Likewise, a systems view becomes a processing view when it
attempts to identify the process that is subserved by some
neural circuitry.

Thus, it may make little theoretical difference whether
memory is characterized in terms of multiple brain systems or
cognitive processes. Ratcliff and McKoon (1996), however,
havepointedout that focusingonmultiplememorysystemshas
moved memory to the foreground, and put into the background
an understanding of the mechanisms that mediate memory per-
formance. Likewise, the debate between systems and process-
ing views of memory has moved to the foreground research
focused on supporting one view over the other, rather than
using the broader perspective afforded by both views taken to-
gether to forward our understanding of memory phenomena.

Conceptual Versus Perceptual Priming

Primarily on the basis of the processing demands of a repeti-
tion-priming task, researchers have made a distinction be-
tween conceptual and perceptual repetition priming (e.g.,
Roediger & Blaxton, 1987; Roediger et al., 1989). Tasks that
involve analysis of stimulus meaning engage conceptual
processes, and tasks that involve analysis of stimulus form
engage perceptual processes.

Conceptual repetition priming is largely unaffected by
changes in the perceptual qualities of a stimulus between
study and test, and it is greater following conceptual elabora-
tion at study, such as encoding the meaning of study items.
Test tasks that have been used to measure conceptual repeti-
tion priming include category exemplar generation and an-
swering general knowledge trivia questions (e.g., Blaxton,
1989; Rappold & Hashtroudi, 1991). Although conceptual
processes are thought to also underlie performance on most
explicit memory tasks, dissociations between implicit-
conceptual and explicit-conceptual tasks have been reported
in normal and brain-damaged participants (e.g., Graf,
Shimamura, & Squire, 1985; McDermott & Roediger, 1994).
Although these results have been taken to suggest that sepa-
rable processes underlie conceptual implicit and explicit
memory, relatively little is known about the processes under-
lying conceptual priming (Vaidya et al., 1997).

Although the majority of research on perceptual repetition
priming has been in the visual domain, repetition prim-
ing has also been examined in the auditory domain. For
instance, Schacter, Church, and their colleagues (Church &
Schacter, 1994; Schacter, Church, & Treadwell, 1994;
Schacter, Church, & Bolton, 1995) undertook a systematic
investigation of repetition priming across changes in a variety

of auditory dimensions. Their participants listened to lists of
words recorded from a single speaker. At test, they attempted
to identify old and new words embedded in noise. Repetition
priming in this paradigm is evidenced by improved accuracy
for old words (Jackson & Morton, 1984). They found that
repetition priming was reduced (but not eliminated) by
changes in speaker, emotional or phrasal intonation, and fun-
damental frequency, but not by changes in volume (Church &
Schacter, 1994). Repetition priming was attributed to the
operation of an auditory word-form system specialized to
encode frequency information. Whether auditory repetition
priming is consistently sensitive to frequency information is
still uncertain; the effects of speaker are not observed in am-
nesic patients (Schacter et al., 1995) and are sometimes not
seen in normal participants (Jackson & Morton, 1984).

Perceptual Specificity in Repetition Priming

As mentioned previously, the majority of repetition priming
research has focused on perceptual repetition priming in the
visual modality. Common tests for visual perceptual rep-
etition priming include word-stem completion, fragment
completion (word and picture), lexical decision, perceptual
identification (word and picture), and picture naming. Gener-
ally, perceptual repetition priming at test is unaffected by
conceptual elaboration of study items (e.g., shallow vs. deep
processing) but is reduced when perceptual characteristics are
changed between study and test. For instance, changes in pic-
torial exemplar (e.g., from jet to biplane) can reduce per-
ceptual repetition priming, as can changes in symbolic form
(e.g., from picture to word) or presentation modality (e.g.,
from auditory to visual; e.g., Biederman & Cooper, 1991b;
Blaxton, 1989; Weldon, 1991).

Interestingly, Easton, Srinivas, and Greene (1997) demon-
strated robust repetition priming for words between visual and
haptic modalities (words were printed in raised characters that
were felt-like to the touch). Easton et al. speculated that vision
and haptics may both be adapted for spatial or object discrim-
ination and may share many of the same processing de-
mands and representational characteristics. Specifically, vi-
sion and haptics may share geometric representations, unlike
the phonological representations in audition. Thus, repetition
priming can occur across modalities if the modalities share
common representations (or representational characteristics),
but repetition priming is attenuated if the representations of a
stimulus in different modalities are also different (for addi-
tional discussion of visual-haptic interactions, see the chapter
by Klatzky & Lederman).

Despite the strong evidence for perceptual specificity in
priming, some studies have indicated that repetition priming
involving pictorial stimuli may be unaffected by a broad range
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of perceptual manipulations such as changes in size, location,
direction of face, color, and illumination (e.g., Biederman &
Cooper, 1991a, 1991b, 1992; Cave, Bost, & Cobb, 1996;
Cooper, Schacter, Ballesteros, & Moore, 1992; Srinivas,
1996a). Some of these findings have been interpreted as evi-
dence that object identification is not sensitive to certain stim-
ulus attributes, and therefore priming is not affected by these
attributes. However, Srinivas (1996b) has shown that picture
priming can be sensitive to size in the context of study and test
tasks that required size judgment. This finding suggests that
repetition priming may be sensitive to the particular process-
ing demands of the tasks in which the stimuli appear, and may
not be a fixed indicator of the stimulus attributes germane to
perceptual processing in general. However, this issue has thus
far received little attention in the repetition-priming literature.

Purity of Repetition-Priming Measures

Despite the large body of evidence suggesting a distinction
between repetition priming and forms of explicit memory,
Perruchet and Baveux (1989) demonstrated that performance
on certain repetition-priming measures, such as word frag-
ment completion and perceptual clarification (participants
identified words that were embedded within a gradually dis-
appearing mask), was correlated with performance on explicit
memory tasks, whereas performance on other repetition-
priming measures, such as perceptual identification and ana-
gram solution, was not. On this basis, Perruchet and Baveux
made a distinction between two classes of repetition-priming
tasks. Some tasks may be successfully solved through the use
of systematic, controlled procedures (strategic tasks, which
may correlate with explicit memory performance). For other
tasks, however, the solution seems to pop out from a diffuse,
undirected exploration (nonstrategic tasks).

The observations made by Perruchet and Baveux (1989)
highlight an important issue in repetition-priming research:
To what extent does a particular measure of repetition prim-
ing reflect what it is intended to measure? Among measures
of perceptual repetition priming, for instance, most include at
least some conceptual component. It can be difficult to com-
pletely separate facilitation based on perceptual features from
facilitation based on meaning when the stimuli themselves
have both perceptual and semantic qualities. To control for
these effects, some researchers have chosen to use novel
stimuli to eliminate the possibility of semantic information
contributing to perceptual repetition-priming performance
(e.g., Musen & Treisman, 1990; Schacter et al., 1990a).

Likewise, some measures of repetition priming may be
open to the use of the same strategies used to make explicit
memory decisions. In some instances, the only distinction
between a measure of perceptual repetition priming and a

measure of explicit memory may be a change in the test in-
struction. For instance, stem completion and cued recall dif-
fer only in that participants in a stem completion task are
instructed to complete the stems with the first word that
comes to mind, rather than with a previously presented word.
Of course, this does not imply that participants are always
using explicit memory strategies to perform priming tasks,
but it does highlight some of the difficulties in establishing a
pure measure of repetition priming in a normal population.

Summary

As should be evident from this survey of repetition priming
research, one of the hallmark characteristics of repetition
priming is that it is robust. Repetition-priming effects have
been demonstrated in patients with neurological disorders
as well as in normal populations, and at a wide range of in-
tervals across the lifespan, using a vast array of different
measures. Although repetition priming research is still a rela-
tively new science, researchers have amassed a rich data
store of knowledge on the subject. Despite the fact that much
of what we know about repetition priming comes from re-
search designed to address the multiple-systems versus pro-
cessing debate, a focus on supporting one view over the other
may not be the most fruitful path toward achieving an under-
standing of the mechanisms that underlie repetition priming
and other memory phenomena. The more integrated perspec-
tive afforded by both views may allow for a more compre-
hensive understanding of these mechanisms.

CONCLUSIONS

In this chapter, we tried to provide an historical overview of
the major theoretical and empirical advances in our under-
standing of semantic memory, semantic priming, and repeti-
tion priming. Significant progress has been made on both the
theoretical and the empirical fronts in each domain.

Although the concept of semantic memory remains
heuristic, semantic memory is no longer a coherent domain
of inquiry, as nearly all of the phenomena originally associ-
ated with semantic memory, such as how word meanings are
mentally represented and how language is understood, have
become separate research endeavors. The most important
recent theoretical advances have been the development of
distributed network models and high-dimensional spatial
models of knowledge representation. A promising direction
for future research is to explore these models in more depth.
Another important target of future research is the connection
between perceptual systems and semantic representations.
This issue is fundamentally important, yet it has received
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relatively little attention from experimental psycholo-
gists (but see A. S. Meyer, Sleiderink, & Levelt, 1998;
Tannenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995;
Zelinsky & Murphy, 2000).

Semantic priming continues to be actively investigated
more than 30 years after its discovery by D. E. Meyer and
Schvaneveldt (1971). In our opinion, the most important new
finding in the past decade is semantic priming over very long
lags (e.g., S. Becker et al., 1997; Joordens & Becker, 1997).
There are reasons to question the reliability of long-term
semantic priming, but if these doubts can be put to rest with in-
dependent replications, long-term semantic priming will ef-
fectively rule out all existing models of semantic priming with
the exception of distributed network learning models. Several
other topics are in need of additional empirical or theoretical
work, including (a) the variables that control semantic match-
ing, (b) semantic priming for different types of semantic rela-
tions, (c) backward priming, and (d) augmenting models of
priming with attentional processes that would allow the mod-
els to account for prime-task and global context effects.

The evolution of the concept of implicit memory has been
one of the most important developments in the cognitive sci-
ences in the past 20 years. Research on implicit memory in
general, and repetition priming in particular, continues un-
abated. We believe that the most important goal for future re-
search is to understand the mechanisms underlying repetition
priming. Past research on implicit memory has been domi-
nated by empirical issues or broad theoretical themes rather
than by attempts to understand the mental representations
and processes involved in repetition priming. A huge litera-
ture has now been amassed on various kinds of priming
effects; now researchers need to attempt to divine the mecha-
nisms responsible for these effects. An essential component
of this endeavor will be the development of models of the
sensory, perceptual, and cognitive processes responsible for
repetition priming. In our opinion, the recent development of
such models (e.g., Ratcliff & McKoon, 1997) represents a
major step forward and is an extremely important direction
for future research on implicit memory.
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The aim of this chapter is to discuss research on topics of
episodic and autobiographical memory. Some researchers have
treated these terms as synonyms and written about “episodic or
autobiographical memory.” Although the concepts are related,
we believe there are good reasons to treat them separately
because they refer to different psychological constructs, re-
searchers investigating them work in distinct traditions with
different techniques, and unique issues of interest arise in these
separate (if overlapping) fields of inquiry. Whole books have
been written about these topics (e.g., Conway, 1990; Tulving,
1983), so our treatment here will perforce hit only some high
points in these areas of inquiry.

Episodic memory was originally defined as memory for
events; in retrieval of information from episodic memory the
time and place of occurrence of the event must be speci-
fied (Tulving, 1972). The query What did you do on your
vacation last summer? requests information about an episode
from life. The request Recall the pictures and words that I
showed you yesterday in the lab is a laboratory task requiring
episodic memory. When Endel Tulving proposed the concept
of episodic memory in 1972, he argued that most laboratory
tasks that psychologists had used over the past century to
study memory could be classified as requiring episodic mem-

ory. (We consider these tasks shortly). In 1972, the primary
contrast with episodic memory was semantic memory, the
general store of knowledge that a person has (Tulving, 1972).
The definition of the word elephant, the meaning of H2O, the
name of the third U.S. president, and myriad other facts
are all components of semantic memory. One need not recall
the time and place in which these facts or concepts were
learned to answer queries asking for this knowledge—hence
the notion that these are general or generic memories.

The study of episodic memory has typically occurred in
laboratory studies of human memory, but this statement is
also true of formal studies of semantic memory. In the past
15–20 years, the concept of episodic memory has not only
been treated as a psychological construct useful for heuristic
and descriptive purposes, but has been used to refer to a spe-
cialized mind-brain system (see Tulving, 2002, and Wheeler,
2000, for recent treatments of the concept). Tulving (2002)
provides a compelling case for episodic memory as repre-
senting a unique mind-brain system that is (probably) unique
to humans and that permits us to travel backward mentally in
time to re-experience earlier events through remembering.
The system also permits us to think about possible future sce-
narios and to think about and plan our futures, a capacity
that may again be unique to humans and that may have
helped pave the way for humans to have developed complex
civilizations unlike those of any other animal (Tulving, 1999,
2000). For purposes of this chapter, we concentrate on
the more traditional study of episodic memory in laboratory
situations.

Writing of this chapter was supported by Grant RO1 AG17481-
01A1 from the National Institutes of Aging to the first author, and
by an NRSA postdoctoral fellowship from the National Institute of
Mental Health, No. 1F32MH12567, to the second author. 
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Autobiographical memory refers to one’s personal history.
Memories of one’s 5th-grade experiences, of learning to ride
a bicycle, of friends one had in college, or of one’s grandpar-
ents are all autobiographical memories. So, too, are memories
of last summer’s vacation or of pictures and words presented
yesterday in an experiment, which we used as examples of
episodic memory (see Conway, 2001, for a discussion of the
relation between autobiographical and episodic memory).
Therefore, we can think of autobiographical memory as en-
compassing information from both episodic and semantic
memory. It is the knowledge of oneself and the memories sur-
rounding this self-knowledge. We all know what city we were
born in and on what date, so these facts are part of autobio-
graphical memory; but we cannot remember the event itself,
so it is not part of episodic memory. Autobiographical mem-
ories can also represent other types of information, such as
procedural learning (knowing that we know how to drive, to
play tennis, and so on). Therefore, unlike episodic memory,
the study of autobiographical memory is not directed to a spe-
cific neurocognitive system but to consideration of many dif-
ferent types of memory that are all directed to the self.

Stages in Learning and Memory:
Encoding, Storage, and Retrieval

All episodes of remembering involve successful completion of
three stages. This is true of both episodic and autobiographical
memory. Information must be acquired or encoded, it must be
retained across time in the nervous system, and it must be re-
trieved when needed. These phases are referred to as encoding
(or acquisition), storage, and retrieval (Melton, 1963). Imag-
ine the situation in which subjects are presented with informa-
tion to be learned (for example, a list of 50 unrelated words,
presented at a rate of 5 s per word) and then are tested 24 hrs
later. Subjects receive a blank sheet of paper with the instruc-
tion to “recall as many words as possible that were presented
yesterday, in any order, without guessing” (a free recall test).
Let us assume a subject recalled 16 words (thereby forgetting
34). For all items recalled, we can be assured that the encoding,
storage, and retrieval phases were successful (if we ignore suc-
cess by sheer guessing, which is unlikely in recall of unrelated
words). Yet, what about the forgotten words? Is there a way to
pinpoint at what stage or stages the breakdown occurred?

Let us consider the possibilities. First, perhaps the words
were not encoded in the first place. Perhaps the subject closed
his or her eyes for 10 s and missed two words entirely. The
words were then never encoded. However, in most memory
experiments, this cause of poor performance is unlikely
because researchers take care to present information under
optimal conditions. Still, with fast rates of presentation or a
high level of distraction, encoding of information might be

minimal. (Ordinarily, we would not refer to someone as for-
getting information if the information was never encoded.
Encoding is a necessary condition for a later failure to be
deemed forgetting.)

Encoding essentially refers to accurate perception in the
most minimal case. The process of encoding changes the ner-
vous system; every experience one has leaves the nervous
system in a different state than before the experience. This
change in the nervous system as a function of experience
can be referred to as creation of memory traces. According to
research and theorizing in modern neuroscience, memory
traces should not be conceived as tiny packets of neural infor-
mation stored in discrete locations somewhere in the brain,
but rather as an interacting distribution of neural circuits used
for registering the events. When the mind-brain system is
given a query (e.g., What were those words you studied yes-
terday?), retrieval processes somehow gain access to stored
information—the memory traces—and convert (some of it) to
forms that can be consciously recalled. Exactly how any of
these three processes—encoding, storage, and retrieval—
operate is an open question, not yet well explained in either
psychological or neural terms. Psychologists and neuroscien-
tists have many theories but there are no definite answers.

Often it is difficult or impossible to separate encoding,
storage, and retrieval processes (Watkins, 1990; Roediger &
Guynn, 1996). Consider again the 34 words forgotten by our
hypothetical subject. Even assuming they were all accurately
perceived, how can we know whether their forgetting owes to
failures in encoding, in storage, or in retrieval? Here are some
possibilities. The words might have been encoded briefly
(held in a short-term store or state) but not encoded more
permanently. We have all had the experience of looking up a
telephone number, being momentarily distracted, and then
having no inkling of the number by the time we get to the tele-
phone. Perhaps this experience can be ascribed to a failure of
transfer from a short-term to long-term state (see the chapter
by Nairne in this volume).

Alternatively, the experience may be stored, but the distrib-
uted trace is fragile and has become disorganized or decayed
over the 24 hrs; that is, it is “lost” from storage. A further pos-
sibility is that the trace is perfectly intact after 24 hrs, but can-
not be used or retrieved. Evidence for this last possibility can
be obtained by treatments that permit recovery of the seem-
ingly forgotten information. For example, a further test for the
34 forgotten words on a recognition test or another test that
used strong retrieval cues might show that people can remem-
ber many of the “forgotten” words when tested under better
conditions (Tulving & Pearlstone, 1966). That is, many exper-
iments reveal a distinction between information that is avail-
able (stored) in memory and information that is accessible
(retrievable under a certain set of conditions). Psychologists
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would like to have measures that faithfully assess availability
of information. However, no measure is a faithful measure of
information or trace availability. Rather, any test shows only
what information is accessible under a particular set of re-
trieval conditions (Tulving & Pearlstone, 1966; Weiner, 1966).

Although it is difficult to provide a clean separation among
encoding, storage, and retrieval processes, making these dis-
tinctions is still of critical importance to keep us aware of what
kinds of conclusions may be permitted by our experimental
procedures. The example we have used, that of remembering a
list of words, is an example of an episodic memory task. We
could have used a similar example from autobiographical
memory. For example, imagine the situation in which a profes-
sor insists that he or she told studentAabout a paper’s due date,
whereas the student claims to have no memory for this event.
Assuming that the event did actually occur (perhaps student B
witnessed the event), why does student A fail to remember the
event? Perhaps student A was asleep during class or not listen-
ing to the professor during the lecture; the due date was then
never encoded. Perhaps student A heard the assignment but
was then distracted by a joke from a classmate, and thus the
due date was not stored more permanently. Alternatively,
student A might remember the interaction with the proper
retrieval cues, such as a classmate’s prompting him or her with
other details that were related by the professor at the same time.

In actual practice, experiments on memory may involve
manipulations during one or more of four stages in a typical
experiment, as shown in Figure 17.1. In order to understand
both episodic and autobiographical memory, we need to con-
sider factors (a) prior to the events or episodes to be remem-
bered; (b) during presentation (encoding); (c) during the
retention interval between presentation (encoding) and test-
ing (retrieval); and (d) during the test itself. In the following
sections, we consider variables operating during these four
periods or phases in the learning and memory process. We
briefly deal with each phase in turn, beginning with the con-
sideration of some typical manipulations that should illustrate

issues and problems in the laboratory study of episodic mem-
ory. We then do the same for the experimental study of auto-
biographical memory. The issues overlap, but the standard
techniques for study are typically quite different. Ideally,
these two research traditions should overlap and inform one
another. They should not be seen as being in conflict.

EPISODIC MEMORY

As noted before, episodic memory refers to memory for
events, and in order to retrieve such memories the time and
place of occurrence of the events must be specified (explicitly
or implicitly) in the retrieval query (Tulving, 1972). Many
of the laboratory techniques developed by psychologists over
the years—recall of stories, or pictures, or words learned in
the lab—primarily test episodic memory (although some as-
pect of performance on these tests may reflect the contribu-
tion of other memory systems, too). The following nine tasks
can all be classified as episodic memory tasks because they
require subjects to think back to the time of occurrence of
the events in question (Tulving, 1993). (The place is usually
given as “in the lab where you are,” but outside the lab the
place may need to be specified, too).

1. Free recall. The person is exposed to a set of words, pic-
tures, or other material and is asked to recall them in any
order after a brief delay with no retrieval cues. If the words
or pictures are seen once, the test is called single-trial free
recall. In a variant, the words or pictures can be presented
repeatedly (often in a new random order each time) with a
test after each presentation trial. Then the task is multiple-
trial (“multitrial”) free recall.

2. Serial recall. The person is given a series of digits, words,
or pictures and is asked to recall them in the order of occur-
rence. Variations might include giving one item from the
series and asking for the item that appeared before or after
it. Either single- or multiple-trial procedures can be used.

3. Paired-associate recall. The person learns pairs of items
that might be related (e.g., giraffe-lion) or unrelated
(tightrope-pickpocket), and is later given one of the items
(e.g., tightrope-_____) and is asked to recall the other
item. This task measures formation of associations. Again,
single- and multiple-trial procedures can be used.

4. Cued recall. The person is given a series of words, pic-
tures, or sentences and is then given a cue (often some-
thing not presented) and asked to recall a related event
from the series. If the person studied sentences such as
The fish attacked the swimmer, the word shark might be
given as a cue. Paired-associate learning is a type of cued
recall task with the cue item being intralist, or coming

Figure 17.1 The four stages of the learning-memory process that are rele-
vant to understanding how an event is remembered.
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from within the list itself. There are many variations on
this theme in studies of cued recall.

5. Recognition. These tests, as the name implies, require the
person to decide whether he or she recognizes an item as
being from the studied set. In a typical laboratory paradigm,
the subject might study a list of 100 words (under various
conditions) and then be given a test with 200 words, half
studied and half not studied. The task is to select the previ-
ouslystudiedwords. If a subject sees thewordsoneata time,
the subject judges whether each one was studied and re-
sponds yes or no. This is called a free-choice or yes-no
recognition test. If a subject is tested with pairs of words,
one old and one new, he or she must pick the word that
was studied. This is called a forced-choice recognition
test. Free- and forced-choice recognition tests resemble
true-false and multiple choice tests used in educational as-
sessment. Another variation is the continuous recognition
test, inwhicha long listof items(words, faces,pictures, etc.)
is shown and the subject’s task is to judge each item as al-
ready seen (yes, or old) or not seen (no, or new) in the series.

6. Absolute frequency judgment tasks. The subject studies
items such as words or pictures various numbers of times
(say, one to eight times). At test the subject is given the
item and has to judge how many times he or she studied it.
The task can also be converted for relative frequency judg-
ments. Two pictures can be given during the test, and the
subject must judge which one was presented more fre-
quently during the study phase.

7. Relative recency judgments. The subject studies items and
then is given two and asked which one occurred earlier (or
later) in the series. This task captures subjects’ estimates
of the distance of events in time.

8. Source judgments. To-be-remembered information is pre-
sented to the subject from a variety of sources (say, spoken
or written words, or if all items are spoken, by a male or a
female voice). At test the subject is given each item and
asked to identify the source—spoken or written? Male or
female?

9. Metamemory judgments. People can be asked to give
other kinds of ratings that are thought to reflect features of
episodic memory. Confidence judgments ask for ratings
(on, say, a 7-point scale) as to how confident a person
is about whether an event occurred, with 7 representing
certain it did and 1 certain it did not. People can also be
asked, for items they recall or recognize, to judge whether
they remember the moment of occurrence of the item or
rather  know only that it was presented but cannot remem-
ber the moment of actual occurrence (Tulving, 1985).
These kinds of remember-know judgments have been ex-
tensively studied (e.g., Gardiner & Richardson-Klavehn,

2000) because remember judgments are thought to reflect
a pure manifestation of episodic memory: People can
mentally travel back in time and re-experience the past
(Rajaram, 1993). People can also be asked to evaluate
more specifically the sensory, emotional, and contextual
characteristics of their retrieved memories (e.g., by using
the Memory Characteristics Questionnaire developed by
Johnson, Foley, Suengas, & Raye, 1988).

All these tests (and others) tap some aspect of episodic
memory by requiring subjects to retrieve from specific times
in the past. However, not all performance on the episodic
(or explicit) memory tests just listed necessarily reflects
“pure” manifestations of episodic memory, because perfor-
mance from relatively automatic (Jacoby, 1991) or noetic
(knowing) states of awareness (Tulving, 1985) might also
affect performance, especially on tests with strong retrieval
cues. The remember-know judgment task is one way of ob-
taining a measure that is thought to reflect more purely
episodic memory (Tulving, 1985; Gardiner, 1988). Jacoby
(1991; Jacoby, Toth, & Yonelinas, 1993) has also developed a
procedure for separating conscious recollection from more
automatic, nonconscious uses of memory.

The concept of episodic memory has changed over the
years since Tulving (1972) first proposed it, but it remains a
central organizing concept in cognitive psychology and cog-
nitive neuroscience (see Tulving, 1999, 2000, 2002, for recent
treatments). We turn now to discussing some of the research
on episodic memory, using the four-stage framework de-
scribed earlier.

Factors Prior to Encoding of Events

It might seem odd to begin our analysis of how one remembers
events with factors that occur before the events in question
have occurred. However, these a priori variables are critical
determinants of remembering in most situations. First, there
are characteristics of the individual rememberer to consider.
In general, on episodic memory tests young adults perform
better than children or older adults. Performance is especially
impaired for older adults with Alzheimer’s disease or some
other severe condition that affects neural processes, such as
Huntington’s chorea, a brain tumor, or a myriad of other con-
ditions. In addition, people with certain other types of psychi-
atric neural disorders (clinical depression, schizophrenia)
similarly have great difficulties in situations demanding
episodic memory retrieval.

Another general factor is expertise. What we know before
some experience occurs determines what we will remember
after it. If you know a tremendous amount about baseball
and a friend going to a game with you knows nothing, you
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would both look at the same game—but you would encode
and remember it very differently than your friend would. In
general, the more expert a person is about a topic domain, the
more he or she will remember about an experience in that do-
main. However, not all prior experiences have positive ef-
fects on later memory for events. There can also be proactive
interference, wherein prior events and activities have inter-
fering effects later on memory for new events. We will con-
sider such proactive interference effects later in the chapter.

Encoding of Events

There is no clear distinction between perception and memory.
The perception of an event from the outside world, even such
a simple one as seeing a word or picture presented in a list, is
extended in time. In many experiments on perception, a stim-
ulus is presented and the researcher asks (essentially) “What
did you see?” In memory experiments, the researcher typi-
cally shows a larger set of material and asks “What do you
remember?” If kangaroo is the 15th word presented in a list,
however, and immediately after its presentation the proce-
dure is stopped and the experimenter asks for recall of the last
word, is the experimenter testing perception or memory? The
two processes shade into one another, and the fact that our
sensory systems have brief “memories” associated with their
operation further clouds any sharp border between perceiving
and remembering. (Iconic memory is the sensory store for
vision and echoic memory for audition; see Crowder &
Surprenant, 2000, and the chapter by Nairne in this volume.)

Perception is normally thought to be a prerequisite for re-
membering events. However, the occurrence of false memo-
ries shows that this is not necessarily the case, because people
can have the full-blown experience of recalling, recognizing,
and “remembering” (in the sense of making a “remember”
judgment) for events that never happened (Roediger &
McDermott, 1995). False memories represent the extreme;
but in general, what is encoded does not match exactly what
is available for perception. A critically important concept for
understanding encoding processes is the distinction between
nominal and functional stimuli (Underwood, 1963). The
nominal stimulus is the event as it happened in the world—all
the physical features that might be counted and measured.
Imagine walking into a large room containing several people
and many objects; the full scene is the nominal stimulus. The
functional stimulus is that part of the scene to which the indi-
vidual attends and encodes; these features will be only a sub-
set of the huge number of features and details that could be
potentially encoded. Underwood (1963) pointed out that for
the understanding of learning and memory it is the functional
stimulus that is critical, not the nominal stimulus. That is,
when we consider what may be remembered, it is usually the

case that an individual will potentially remember only what
was originally encoded (if we ignore, for the moment the case
of false memories just discussed). Although any situation in
the world affords a huge variety of potential features that may
be encoded, only a subset will typically be encoded, and this
selection during encoding is critical to remembering.

Recoding is a second critical concept for understanding
encoding processes; this refers to the conversion of the nom-
inal stimulus of the world into the functional stimulus that can
be potentially remembered (Miller, 1956). Miller pointed out
that people typically recode information from the world into
a form that the cognitive system can more easily handle, and
that in fact, for enhancing memory, recoding is often a critical
step. (All mnemonic or memory improvement systems pro-
vide the rememberer with effective recoding techniques.)
Suppose you give a group of people the task of remembering
the following 15 digits in order. Try it yourself; read the fol-
lowing series one time aloud and then look away from the
book and try to repeat it: 1, 4, 9, 1, 6, 2, 5, 3, 6, 4, 9, 6, 4, 8, 1.
Most people get 6 or 7 digits correct when they do try this
task, but some people get all 15. That seems impossible to
naive listeners (such as bright undergraduates in classes in
which we have tried this task). Why do some find it trivially
easy and others find it impossible?

The answer to this puzzle is recoding. The 15 numbers are
the squares of the numbers 1 to 9 (1 × 1 = 1, 2 × 2 = 4,
3 × 3 = 9, . . . . 9 × 9 = 81). If one notices this rule during
presentation of the digits (or is told beforehand), then the task
becomes trivially easy because the numbers can be easily
encoded. If not, and the person tries to remember the se-
quence like a rote telephone number, then it is impossible.

Consider another example of how past experience and
knowledge can lead different people to encode the same
scene in quite different ways, with important consequences
for later memory. Bartlett relied on

the old and familiar illustration of the landscape artist, the natu-
ralist, and the geologist who walk in the country together. The
one is said to notice the beauty of the scenery, the other details of
flora and fauna, and the third the formation of soils and rock. In
this case, no doubt, the stimuli, being selected in each instance
from what is present, are different for each observer, and obvi-
ously the records made in recall are different also. (1932, p. 4)

Again, the same nominal stimulus is recoded in different
ways so that the functional stimulus later available to be re-
membered would be quite different for the three individuals. 

The literature on episodic memory is replete with more
formal experiments documenting the power of recoding. One
of the most famous, and justifiably so, comes from a volumi-
nous literature on the levels of processing effect. Craik and
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Figure 17.3 The levels-of-processing (LOP) effect. Mean proportion of
words recognized as a function of orienting task and type of response to the
question (yes or no).Adapted from Craik and Tulving (1975, Experiment 9B).

Lockhart (1972) proposed that encoding occurred as a
byproduct of perception and that perception occurred in a se-
ries of stages. For verbal materials, they proposed that people
process words through at least three stages: analysis of visual
or orthographic features, analysis of the phonemic (sound)
properties of words, and analysis of meaning (or semantics)
of the words. This set of stages can be considered as occurring
to different levels or depths, with visual features at the top and
meaning at the bottom (see the left side of Figure 17.2).

Craik and Tulving (1975) provided an experimental tech-
nique for studying the levels of processing approach. People
are asked questions before they see words, and the questions
are meant to direct attention to a particular level of analysis.
For example, for the target word BEAR, the questions might
be “Is the word in uppercase letters?” or “Does the word
rhyme with CHAIR?” or “Does the word name an animal?”
In each case the answer is yes, but the first question directs
subjects to a shallow (visual) level of processing of the word,
the second question to an intermediate phonemic level, and
the third question to a deep, semantic level of analysis. In the
actual experiments, Craik and Tulving used many words and
questions; half the time the correct answer was yes and half
the time it was no, so subjects had to process the questions
and words carefully.

Later, subjects were given a recognition test on which the
studied words were intermixed with other, similar words, and
the subjects’ task was to examine each word and decide
whether it had been seen in the earlier (encoding) phase of the
experiment. In this particular recognition test, chance perfor-
mance was 33%. The results are depicted in Figure 17.3 and
show a powerful effect of this levels-of-processing manipula-
tion. When people examined the word to answer a question
about its visual appearance, performance was barely better
than chance. When they answered a question about its mean-
ing, performance was nearly perfect (at least when the

answer was yes). Therefore, levels of processing strongly
determined level of recognition, an outcome that has been
replicated many times. The fact that the effect was much
stronger for the positive (yes) answers than for negative (no)
answers was not predicted by the levels of processing frame-
work, although it might be explainable by using related con-
cepts such as congruity of the recognition test item with the
way the information was encoded for deeply processed ques-
tions. For example, if the test word is bear, the subject might
think “Was I asked about the category of animals?” to help
make a decision. If the response were yes, this tactic would
help, but if BEAR had been studied with the question “Does
the word name a type of furniture?” then the tactic would fail
to aid retrieval of BEAR. Although the study of these levels-
of-processing effects has continued for more than 30 years,
there are still unanswered questions about why the effects
arise (Roediger & Gallo, 2002).

The general point for present purposes is that the levels-of-
processing effect demonstrates the power of recoding. In all
three conditions of the experiment the nominal stimulus is the
same—single words presented at slow rates. The question
causes the words to be recoded differently, with some types of
processing providing for much better recognition than others.
Many variables known to affect memory are held constant—
the materials used, the knowledge that a test would be given,
the individuals tested, and so on. The questions were even all
easy ones that could be answered in a fraction of a second.
Nonetheless, this split-second difference in encoding of the
words created huge differences in recognition.

Many other variables manipulated during encoding phases
of experiments have been shown to affect episodic memory
performance across a range of tests. Active involvement in
learning, such as generating information rather than reading

Figure 17.2 The levels-of-processing (LOP) procedure.
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it, promotes retention (Jacoby, 1978; Slamecka & Graf,
1978). This generation effect, as it is called, occurs even under
conditions in which the generation seems trivially easy.
Jacoby (1978) had people either read word pairs (foot-shoe) or
generate the second word from a word fragment (foot-s_ _ e).
The fragments were easy (because the words were related)
and so the target word could almost always be easily gener-
ated. At test subjects were given the first word and asked to re-
spond with the paired word. When subjects had generated the
second word they remembered it much better than when they
had only read it, even though the generation process involved
little effort. Slamecka and Graf (1978) produced similar re-
sults in a somewhat different paradigm.Again, this generation
effect can disappear under certain conditions, but it has fairly
wide generality, especially when the same subjects both read
and generate information (that is, when the variable is manip-
ulated within subjects; see Begg, Snider, Foley, & Goddard,
1989; McDaniel, Waddill, & Einstein, 1988; Slamecka &
Katsaiti, 1987).

A third variable that reliably affects episodic memory tasks
is repetition. In general, and not surprisingly, repeated items
are better remembered than items presented only once (the
repetition effect; see Crowder, 1976, chapter 6). However,
less intuitively, the spacing of repetitions matters. Massed
repetition refers to the situation in which an event is studied
twice in succession, whereas spaced repetition refers to the
case in which time and intervening items occur between rep-
etitions. For tests of long-term retention, spaced presentation
almost always leads to better retention than does massed pre-
sentation, and, up to some limit, the greater the lag or spacing
between two presentations, the better the retention (e.g.,
Melton, 1970; Dempster, 1988). This spacing or lag effect, as
it is called, occurs on practically all tests and under most con-
ditions. Interestingly, one exception occurs when a test occurs
very quickly after the second of two presentations; under that
condition, massed presentation leads to better retention than
spaced presentation (e.g., Balota, Duchek, & Paullin, 1989).

Fourth, concrete materials generally produce better reten-
tion on episodic memory tests than do abstract materials. For
example, pictures are better recalled than words (the names of
the pictures), a finding which is called the picture superiority
effect (Paivio & Csapo, 1973; Paivio, Rogers, & Smythe,
1968). Also, words that refer to concrete objects (umbrella,
fingernail) are better retained than abstract words (democ-
racy, ambition) matched on such qualities as word length,
part of speech, and frequency of occurrence in the language
(Paivio, Yuille, & Rogers, 1969). The same holds true for
prose materials (Paivio & Begg, 1971). To generalize, speak-
ers and professors who can explain an abstract theory (e.g.,
the kinetic theory of gases) by using a concrete analogy or

metaphor (molecules of gas behaving like billiard balls
on a pool table) can often make their subject matter easier to
understand and more memorable. Using imagery is one of
the oldest techniques for improving memory, known since
the days of the Greeks and Romans, and it relies on the
same principle now as then: The mind generally grasps and
remembers concrete concepts better than abstract ones.

Finally, distinctive items are generally better remembered
on episodic memory tests than is one event in a more or less
uniform series (e.g., Hunt, 1995; Hunt & McDaniel, 1993).
For example, a picture embedded in a list of words should be
better remembered than the same picture embedded in a series
of pictures. Distinctiveness has been used to explain superior
memory for such items as bizarre sentences (McDaniel,
Dunay, Lyman, & Kerwin, 1988), unusual faces (Light,
Kayra-Stuart, & Hollander, 1979), atypical category mem-
bers (Schmidt, 1985), and words with unusual orthographies
(Hunt & Elliot, 1980). Distinctiveness may increase attention
to and processing of an item at study. Distinctive items also
provide excellent retrieval cues because no other memories
are associated with them; if one picture is embedded in a long
list of words, the cue picture in the list provokes only one item
whereas the cue word in the list would lead to many items.
Distinctiveness may underlie some of the effects we have
already discussed. For example, the better memory associated
with pictures and concrete objects may be due to the distinc-
tiveness of their encoding. Similarly, deeper, semantic pro-
cessing of words leads to more distinctive encoding and
retrieval cues than does more shallow phonological or ortho-
graphic processing.

The various effects just discussed—the levels-of-
processing effect, the generation effect, the picture superior-
ity effect, the spacing (or lag) effect, and the distinctiveness
effect—represent merely a sample of important variables that
can affect episodic memory performance during encoding or
study. However, the fact that these variables are manipulated
during learning does not mean they affect only the encoding
of memories. As demonstrated in our discussion of why one
picture studied amid many words may be well remembered,
retrieval processes are critically important in the study of
episodic memory. We consider retrieval more fully later in
this chapter, but the point here is that many manipulations
during the encoding phase of the experiment may have their
effects as much during retrieval as during encoding. 

Retention of Events

Manipulations occurring between encoding of events and their
later test can greatly affect memory, either positively or nega-
tively. After experiences are first encoded, a consolidation
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process occurs that is extended in time. This process has
been known for more than a hundred years and is gradually be-
coming better understood (see McGaugh & Gold, 1992, for an
overview). Consolidation refers to the fact that neural
processes apparently must persevere for some period of time
to permit memories to progress from a labile (easily forgotten)
state to one that is more permanent. If a person or animal has an
injury to the brain (a concussion) shortly after some experi-
ence, forgetting of that experience often occurs. The forgetting
of experiences from before the concussive event is called
retrograde amnesia; the forgetting of events happening after
the concussion is called anterograde amnesia. The fact of
retrograde amnesia implicates a consolidation process: Even
though the events in question have already occurred, the brain
injury causes their forgetting. Furthermore, retrograde amne-
sia occurs in a graded fashion, such that events immediately
before the injury are remembered less well than older memo-
ries.After a period of time following the injury, memories will
sometimes gradually recover. However, for severe injuries,
the events that occurred just before the concussion usually are
never recovered.

Purely psychological manipulations during the retention
interval can affect performance on later memory tests. We dis-
cuss here only three of the variables that come into play dur-
ing the retention interval: the passage of time, the rehearsal of
to-be-remembered items, and exposure to potentially interfer-
ing materials.

Perhaps the most easily manipulated factor that affects re-
tention is simply the passage of time. All other things being
equal, the longer a test is delayed after encoding, the worse is
retention of some experience. Ebbinghaus (1885/1913) dis-
covered this fact in the first experiments on long-term reten-
tion, and it has been demonstrated hundreds of times since
then. In general, forgetting is rapid at first and then becomes
more gradual over time. Of course, “time” per se does not
cause forgetting, and most researchers pinpoint some sort of
interference as the cause of the forgetting observed over time
(McGeoch, 1932; Underwood, 1957). As time passes, people
are exposed to more and more information that may impair
or interfere with their ability to remember the original target
events. We will discuss these kinds of interference effects
later in this section. 

Repeated covert retrieval of information (rehearsal) can
increase memory for the retrieved event, but its effectiveness
depends on the timing and spacing of rehearsals. The same
laws seem to govern rehearsal and the actual repeated pre-
sentation of material. That is, massed rehearsals (like massed
presentations) have either no effect or a small positive effect
on most memory tests. Spaced rehearsals are much more ef-
fective in improving recall and recognition. Landauer and

Bjork (1978) compared a variety of rehearsal schemes and
showed that an expanding retrieval schedule is most effec-
tive. For example, if a person were trying to learn the name of
a new person, it would be best to rehearse the name just after
hearing it to make sure it is encoded. Then the person should
wait a slightly longer period and try to rehearse the name
again; the third covert retrieval would then be prompted after
a somewhat longer interval, and so on, until the new name
could easily be retrieved when the face is seen. Of course, in
practice, remembering to continue covert retrieval can be a
problem, but this expanding retrieval practice has been
shown to be quite effective in new learning. 

Activities during the retention interval can create interfer-
ence for learned information. When events that follow some
critical event of interest inhibit recall of these critical events,
the name applied is retroactive interference. Retroactive
interference is contrasted with proactive interference (the
interfering effects of prior learning on events learned later).
Figure 17.4 shows the standard experimental designs for
studying proactive and retroactive interference. The minimal
conditions for studying retroactive interference are shown at
the top; two groups of subjects learn identical material, and
then later one group learns a different set of material that may
interfere with the original learning. Subjects in the control
condition either learn irrelevant items or simply perform a
distractor task for the same amount of time. In a typical inter-
ference experiment, subjects might learn pairs of words (e.g.,
dogwood-giraffe) in the first phase, and in the second phase
of the experimental condition they would learn competing
associations (e.g., dogwood-rhinoceros). The control group
would either perform a distractor task during the second

Figure 17.4 The standard experimental designs for studying retroactive
and proactive interference.
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phase of the experiment or learn completely unrelated pairs
(record-basketball). All subjects would then take a memory
test that provided the stimulus (left-hand) member of the first
pair (dogwood-____), and the task would be to recall the
paired item (giraffe). However, subjects who learned the in-
terfering association (dogwood-rhinoceros) would perform
worse than subjects in the control condition. Such retroactive
interference shows damage created by new learning during
the retention interval.

Retroactive interference can change one’s memory, often
without one’s awareness. Loftus, Miller, and Burns (1978)
showed this effect in experiments meant to simulate the con-
ditions of an eyewitness to a crime. Students saw a traffic ac-
cident in which a car came to an intersection where it should
have paused to let another car pass. However, the car pro-
ceeded into the intersection and hit another car. Depending
on the condition, subjects saw either a stop sign or a yield
sign at the intersection. Let us take the case of subjects who
saw the stop sign. During a later series of questions the stu-
dents were asked questions in which the sign was referred to
as a stop sign (the consistent-information condition), a yield
sign (the misleading-information condition), or a traffic sign
(the neutral-information condition). The question of interest
was whether the verbally presented misleading information
would be incorporated into the scene and cause the students
to misremember the nature of the sign. The students were
tested on a forced-choice recognition test in which they were
given two scenes (one with a stop sign and the other with a
yield sign) and were asked which one had been in the original
slides. The results are shown in Figure 17.5, where it can
be seen that (relative to the neutral condition) the presenta-
tion of consistent information augmented recognition of the

correct sign, but the misleading information decreased cor-
rect recognition. This misleading-information effect is a type
of retroactive interference and shows how malleable our
memories can be (see Ayers & Reder, 1998, for a review of
work on this topic). 

This section has sampled some manipulations during the
retention interval that can have powerful effects on memory.
Proper consolidation and repeated covert retrieval can en-
hance memories, whereas a blow to the head or presentation
of interfering material can cause forgetting, making material
more difficult to retrieve. We turn now to the retrieval
process.

Retrieval Factors

A common experience is to forget some bit of information—
the name of an acquaintance, where you left your keys—and
then suddenly retrieve the information later. Sometimes the
recovered memory seems to occur spontaneously, but in other
cases it is prompted by cues. Such recovered memories show
that forgetting is not necessarily due to loss of information
from memory—degraded memory traces or the like—but
rather that the information was available in memory (stored),
but not accessible (retrievable) (Tulving & Pearlstone, 1966).
Psychologists may wish for a perfect measure of what is
stored in memory, but they will never have one; all measures
reveal only the information accessible under a particular set
of conditions. The study of retrieval processes is therefore a
key to understanding episodic memory (Roediger & Guynn,
1996; Roediger, 2000; Tulving, 1974).

One surprising fact of retrieval is that giving the same test
repeatedly can increase recall. For example, if subjects study
a list of 60 pictures and are given a free recall test on it, they
might recall about 25 items. (Subjects usually are asked to
recall names of the pictures, if they are simple line drawings.)
If a few minutes go by and the subjects are given the same
test again, they typically recall more pictures (despite the
increased delay until the second test). If a third test is given,
recall will increase even more (Erdelyi & Becker, 1974). On
each successive test, subjects will forget some pictures from
the previous test, but they will also recover pictures on the
second test that were not recalled on the first test. This recov-
ery of items is called reminiscence, and when the number of
items recovered outweighs the number forgotten, to produce
an overall increase between tests, the effect is called hyper-
mnesia. This hypermnestic effect can continue to expand over
a week since original study of material (Erdelyi & Kleinbard,
1978). The phenomenon of hypermnesia is not well under-
stood theoretically, but shows that retrieval phenomena can
be quite variable (especially on tests of free recall). Humans

Figure 17.5 The eyewitness suggestibility effect. Exposure to the correct
answer during the retention interval increased subjects’ ability to answer the
critical question at test. However, exposure to misinformation during the re-
tention interval reduced correct answers at test. Adapted from Loftus, Miller,
and Burns (1978).
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seem to have a limited retrieval capacity at any one point in
time, so that recall of some items seems to limit other memo-
ries from being recalled (Tulving, 1967; Roediger, 1978).

Although repeated attempts at retrieval will usually permit
memories to be recovered, providing appropriate retrieval
cues can sometimes greatly increase the remembering of past
events relative to free recall (Tulving & Pearlstone, 1966;
Roediger & Guynn, 1996). The encoding specificity hypothe-
sis (or principle) is the basic idea used to guide research in
this area. The basic assumption has been discussed already:
When an event is encoded, only some of the features in the
complex nominal stimulus become functionally encoded.
The encoding specificity hypothesis states that, all other
things being equal, the more completely features encoded
from a retrieval cue overlap (or match) those in the encoded
trace, the greater the probability the cue will revive one’s
memory of the original event. So, for example, if the words
giraffe, elephant, rhinoceros, chimpanzee, and lion were
placed in a long list of words, they would be more likely to be
recalled if subjects were given the cue animals during the test
than under conditions of free recall. If subjects were given
the cue African animals, recall of the words might be even
greater. Considerable evidence is consistent with the encod-
ing specificity principle (Tulving, 1983; Roediger & Guynn,
1996).

Often, recognition tests provide powerful retrieval cues
because they provide a copy of the event to be remembered.
So, if someone studied chair in the middle of a 200-word list,
the ability to recall the word might be quite low, but the abil-
ity to recognize it might still be relatively good if chair were
presented on a recognition memory test (along with many
other distractors). This fact has led some researchers to as-
sume that recognition tests avoid the problem of retrieval and
provide a direct measure of the information that is stored.
However, this assumption is incorrect. Although retrieval
processes are probably quite different in recognition than in
recall, recognition memory still involves more than one
type of retrieval process (Mandler, 1980; Jacoby, 1991). In
fact, sometimes events can be recalled when they cannot be
recognized!

Tulving and Thomson (1973) had subjects study pairs of
words in which there was a very weak association between
the words, as with the pair glue-CHAIR, with instructions to
remember the capitalized word. Later, subjects were given a
free association test in which they were given words like
table and asked to produce as many as six associates to the
word; of course, they quite often wrote down chair as a re-
sponse. In a third phase of the experiment, the subjects were
told to use their responses as a recognition test and to go back
through all the words they had written down and circle the

ones that they recognized as having occurred in the list.
When they did this, they correctly circled 24% of the words
they had produced. Finally, Tulving and Thomson (1973)
gave their subjects a cued recall test with the original left-
hand member of the pair as the cue (glue-____). Now the
subjects recalled 63% of the words. So, surprisingly, subjects
did not remember seeing chair when they saw the word itself
on the recognition test, but they did remember it when they
saw the cue glue! Here is a case in which subjects could re-
call the word to a cue (glue) better than they could recognize
it when provided with the word itself (chair). This finding has
been replicated many times with all sorts of variations in the
conditions used for the testing. Although it is surprising that
recall can be greater than recognition under some conditions,
the encoding specificity hypothesis can account for the
outcome. When chair is encoded in the context of glue, a spe-
cific set of features about chair may be encoded (e.g., how
chairs are constructed). When chair is generated from table,
the features activated might be quite different. So the cue
chair in this case might overlap with the features originally
encoded from the original glue-chair complex less well
than in the case of the cue glue, which is just what the data
suggest.

This example of the recognition failure of recallable
words illustrates that recall and recognition measures may
not always agree. Let us give one more example, of how a
manipulation may differentially affect a recall versus a recog-
nition test. Typically, words that occur in the language with
high frequency are better recalled on a free recall test than
words that occur with lower frequency (e.g., Hall, 1954).
Thus, we might conclude that high-frequency words simply
produce stronger or more durable memory traces than do
low-frequency words. However, this simple idea is ruled out
by recognition experiments. When high- and low-frequency
words are presented and then retention is measured by recog-
nition, low-frequency words are better recognized than are
high-frequency words (Kinsbourne & George, 1974; Balota
& Neely, 1980). The fact that different patterns of outcome
are often obtained when different memory tests are used is a
fundamental fact that must be understood.

Two general ideas that have been forwarded to explain
encoding-retrieval interactions are the encoding specificity
principle (Tulving & Thomson, 1973), which we have already
discussed, and the principle of transfer-appropriate processing
(Morris, Bransford, & Franks, 1977; Roediger, 1990). Both
principles maintain that retention is best when the conditions
of retrieval match (complement, overlap, recapitulate) the
conditions of learning. The transfer-appropriate processing
principle states that experiences during learning transfer to a
test to the extent that the test requires appropriate cognitive
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operations to permit expression of what was learned. Tests
may be more or less appropriate to tap the knowledge that was
learned.

To explicate this, let us revisit the levels of processing
effect shown earlier in Figure 17.3. Subjects were best at
recognizing words for which they had made category judg-
ments (a “deep” level of processing), next best at recognizing
words judged with the rhyme task, and worst at recognizing
words for which they had made case judgments (Craik &
Tulving, 1975). In all cases, the dependent measure was pro-
portion of items recognized on a standard recognition test.
Morris et al. (1977) made the following criticism: On a
recognition test containing many semantically unrelated
words, subjects presumably decide whether a word was stud-
ied based on its meaning rather than on its sound or its phys-
ical appearance; thus the standard recognition test best
matches the deep, semantic encoding condition. Would per-
formance in the shallow conditions be improved if the test
cues better matched the functional stimulus? In their experi-
ment, subjects read words in sentence frames that were de-
signed to promote either phonemic or semantic encodings.
For example, some subjects read the word eagle in a phone-
mic sentence frame such as “_____ rhymes with legal,”
whereas others read the semantic sentence frame “______ is
a large bird.” Subjects responded yes or no to each item; of
interest is memory for the yes responses. There were two dif-
ferent memory tests; a standard semantic yes-no recognition
test, and a rhyme test that required subjects to respond yes to
test items that rhymed with studied words (e.g., “Say yes if
you studied a word that rhymed with beagle”). On the seman-
tic test, the standard levels-of-processing effect was obtained:
Performance was better in the deep semantic condition than in
the shallow rhyme condition. However, the pattern reversed
on the rhyme test: Performance was better in the rhyme con-
dition than in the semantic. Thus, the type of test qualified the
interpretation of the levels of processing effect. The larger
point—that the match between encoding conditions and test
is critical—is supported by much evidence in episodic mem-
ory research (see Roediger & Guynn, 1996, for a review) and
may hold across all memory tests (Roediger, 1990).

We have discussed at length how finding the appropriate
retrieval cues can benefit memory; we turn now to an exam-
ple of how retrieval cues may mislead the rememberer. In
a demonstration of this point, Loftus and Palmer (1974)
showed subjects a video of a traffic accident in which two
cars collided. Later, subjects were asked a series of questions
about the accident, including “How fast were the two cars
going when they contacted each other?” Other subjects were
asked the same question about speed, but with the verb
changed to hit, bumped, collided, or smashed. This simple

manipulation affected subjects’ speed estimates; the speed of
the cars grew from 32 mph (when contacted was the verb) to
41 mph (when collided was the verb). The wording of the
question changed the way subjects conceptualized the acci-
dent, and this changed perspective guided the way subjects
reconstructed the accident. This example emphasizes the
theme of this section: that how a question is asked (or how a
memory is tested) can determine what will be remembered,
both correctly and incorrectly. 

The study of episodic memory is a huge topic, and we can
barely scratch the surface in this section. Tulving’s (1983)
book, Elements of Episodic Memory, is a good starting place
for further study of this critical topic. Much of episodic mem-
ory research has been laboratory based. A somewhat different
tradition of research, but one that is also concerned with per-
sonal experiences, goes under the rubric of autobiographical
memory, to which we turn next.

AUTOBIOGRAPHICAL MEMORY

As noted earlier, the term autobiographical memory refers
to one’s personal history. Memories for one’s college grad-
uation, learning to ski, and a friend’s e-mail address are all
autobiographical to some extent. Some autobiographical
memories also meet our definition for episodic memory; for
example, memories for one’s wedding are indeed easily la-
beled both memories for events and part of one’s personal
history. The critical defining feature for autobiographical
memory is the importance of the information to one’s sense
of self and one’s life history. The end result is that auto-
biographical memory consists of many different types of
knowledge, and is not limited to episodes but also includes
procedures and facts.

The problem of defining autobiographical memory has
been discussed elsewhere in depth (e.g., see Conway, 1990).
Brewer (1986) distinguished among personal memories,
autobiographical facts, and generic personal memories. Per-
sonal memories, such as memories of one’s college graduation,
are described as memories for specific life events accompanied
by imagery. These would be episodic memories. Autobio-
graphical facts, such as memories for e-mail addresses, are
memories for self-relevant facts thatareunaccompaniedby im-
agery or spatiotemporal context (much like semantic memo-
ries, as defined by Tulving, 1972). Other knowledge, such
as knowledge of how to ski, are abstractions of events and
unaccompanied by specific images. These could be considered
procedural memories, but Brewer refers to them as generic
personal memories. In this section, we will focus on personal
memories, with some attention to generic personal memories.
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Historically, psychologists have made surprisingly few
attempts to capture autobiographical memory. Galton (1879)
first attempted to study personal memories; he retrieved and
dated personal memories in response to each of a set of 20
cue words. Other early research included Colegrave’s (1899)
collection of people’s memories for having heard the news of
Lincoln’s assassination, and Freud’s clinical investigations of
childhood memories (e.g., see Freud 1917/1982). However,
experimental psychologists conducted little research on auto-
biographical memory until the 1970s, when the pendulum
swung in favor of more naturalistic research. The 1970s
brought the publication of three important methods and
ideas: Linton’s (1975) diary study of her own memories for
six years of her life; the idea that surprising events imprinted
vivid “flashbulb memories” on the brain (R. Brown & Kulik,
1977); and the rediscovery of the Galton word-cuing tech-
nique (Crovitz & Schiffman, 1974). Urged on by these results
and the changing zeitgeist, experimental psychologists
turned to the tricky problem of understanding how people
come to hold such vivid memories of their own lives. How
does one go about understanding how people remember their
own lives, especially when one often has no way of knowing
what really happened? Autobiographical memory researchers
have developed several paradigms of their own, some of
which are adaptations of tasks traditionally used to study
episodic memory. To allow for comparison with episodic
memory tasks, we list here a few of the methods typically
used to study autobiographical memory.

1. Diary studies. The subject is asked to record events from
his or her own life for some time period, and after a fixed
interval is given a test on his or her memories for what
actually happened. There are many variables of interest;
a few common ones include the time interval between
recording and testing, the types of to-be-remembered
events, the types of retrieval cues provided at test, and the
remembered vividness of the events. Variations on diary
studies include using randomly set pagers to cue recording
of to-be-remembered events (Brewer, 1988a, 1988b) and
having roommates select and record events that may be
tested at a later point (Thompson, 1982). 

2. Galton word-cuing technique. The subject is exposed to a
list of words and is asked to retrieve and record a personal
life event in response to each word. Sometimes the subject
is asked to date these memories, or to rate the remembered
events on a number of dimensions such as vividness or
emotionality. Often reaction times are collected.

3. Event cuing technique. As with the Galton word-cuing
technique, the subject is asked to recall life events in

response to cues; however, the cues may be for specific
events such as memories for an assassination or for the
subject’s first week of college. 

4. Priming paradigms. Priming paradigms are also a varia-
tion on the Galton word-cuing technique; of interest is
whether presentation of a semantic or personal prime
word affects the speed with which people can retrieve a
personal memory in response to a second word, the target
word (e.g., Conway & Berkerian, 1987).

5. Simulated autobiographical events. All of the autobio-
graphical memory methods described thus far rely on
memories for events that were created outside experimen-
tal settings. In order to gain control over to-be-remembered
events, some researchers have created autobiographical
events in the laboratory. For example, the subject might
drink a cup of coffee or meet an Indian woman in the labo-
ratory, and later be asked to remember these episodes (e.g.,
Suengas & Johnson, 1988).

We turn now to a discussion of the research on autobio-
graphical memory. As much as possible, we will use the
same framework as we used for our discussion of episodic
memory. We will consider (a) factors prior to the events or
episodes to be remembered; (b) factors during the to-be-
remembered event (encoding); (c) factors occurring in the
interval between the event and later testing; and finally
(d) factors operating during the memory retrieval phase. 

Factors Prior to Event Occurrence

Given that the to-be-remembered autobiographical events
themselves are out of the experimenter’s control, it may seem
far fetched to worry about factors that occur before those
events. Just as with episodic memories, however, there are fac-
tors that need to be in place before new autobiographical mem-
ories can be formed. Perhaps the most obvious requirement is
a fully functioning brain; for example, amnesics can not form
new autobiographical memories, and patients with frontal le-
sions often confabulate or have difficulty retrieving autobio-
graphical memories (e.g., Baddeley &Wilson, 1986;Wilson &
Wearing, 1995). Children’s brains are still developing, and
events experienced prior to the development of language are
remembered at lower rates than would be predicted from
Ebbinghaus forgetting curves (Nelson, 1993). Childhood
amnesia is the concept capturing the fact that events from early
childhood generally cannot be remembered later in life.

Individual differences affect the way people will encode,
store, and retrieve memories. For example, depressed individ-
uals show a bias toward studying and encoding sad materials
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in laboratory studies, they ruminate on negative thoughts, and
they are biased toward retrieving sad life events (see Bower &
Forgas, 2000, for a review of the effects of mood on memory).
They also tend to recall fewer details of events, relying more
on the “gist” (e.g., Moffitt, Singer, Nelligan, & Carlson,
1994). Such effects are not limited to clinical populations—
simply being in a bad mood will affect what people remember
about their lives (see the chapter by Eich and Forgas in this
volume).

More generally speaking, how and whether people re-
member a target event is affected by prior events. As will be
described in the next section, unique events are more likely to
be remembered (e.g., Wagenaar, 1986). When evaluating for-
gotten (nonrecognized) events from her own life, Linton
(1982) classified many as the “failure to distinguish” the tar-
get event from other similar events in memory. Although
eating breakfast may seem salient at the time, a week later
it may be difficult to distinguish that breakfast from all the
similar breakfasts that preceded it. Corresponding to how
studying related material in laboratory experiments increases
interference effects (e.g., Underwood, 1957), autobiographi-
cal memory is not immune to proactive interference effects. 

Factors Relating to Events 

When reviewing the episodic memory literature, we dis-
cussed how some types of events tend to be well remembered
(e.g., the picture superiority effect) and how some types of
encoding tasks led to better memory (e.g., the levels-of-
processing effect). What are the analogous effects and
processes for individuals remembering their own lives?
That is, what types of life events are better remembered?
What type of processing during life events yields the best
event memories? Before answering these questions, let us
note that the answers will be based mainly on retrospective
and more naturalistic methods. That is, experimenters assess
people’s memories for life events that occurred prior to entry
into the laboratory study, and these life events were not
manipulated experimentally. 

When determining what types of events are typically best
remembered, researchers often rely on diary studies. As noted
already, Marigold Linton conducted the first major diary
study within the experimental tradition. Beginning in 1972,
she spent 6 years recording descriptions, dates, and ratings
of 5,500 events from her own life. She tested herself for
recognition of a semirandom sample of events each month.
Although Linton was primarily interested in her ability to
date these personal events (e.g., Linton, 1975), she did prelim-
inary analyses of the characteristics associated with remem-
bered versus forgotten events. She argued that remembered

events were salient, emotional, and relatively distinctive, and
that there was some tendency for positive events to be better
remembered (Linton, 1982).

Both White (1982) and Wagenaar (1986) followed up
Linton’s results, conducting diary studies aimed more specif-
ically at remembering event details rather than dates.
Wagenaar collected 2,400 events over a period of 6 years; he
recorded the most salient event each day and coded it with
four cues: who, what, when, and where. He also rated the
salience (distinctiveness) of the event, as well as its pleasant-
ness and his emotional involvement. White recorded one
event per day for a year; he haphazardly selected both salient
and nonsalient events. For each event, he recorded a descrip-
tion and chose adjective descriptors. He rated each event on a
number of dimensions, including how much he had partici-
pated in the event, its importance to him, the event’s fre-
quency, and its emotionality and physical characteristics
(e.g., sights, sounds, smells). Overall, the results from the
two studies corresponded well with Linton’s observations:
Recalled events were unique and, at least in Wagenaar’s
study, more emotional. In both studies, there was some evi-
dence for the better recall of pleasant events. 

Although diary studies provide a rich source of auto-
biographical memories, such richness comes with method-
ological costs. Diary studies typically involve only the
experimenter as subject, the to-be-remembered events are not
randomly selected, and the very act of recording the events
probably changes the way they are encoded. As alluded to
earlier in this chapter, two different paradigms have been de-
veloped to deal with these problems. In one study, Thompson
(1982) recruited 16 undergraduates to participate in a diary
study; the twist was that the participants recorded events not
only from their own lives but also from their roommates’
lives. All 32 participants later attempted to retrieve the
recorded events and used a 7-point scale to rate how well they
remembered them. The critical finding was that memory did
not differ between the recorders and their roommates, even
though the recorders had selected and recorded the events
and had knowledge of the upcoming memory test. 

In another clever study, Brewer (1988a) dealt with the
event-selection issue by recruiting subjects to carry pagers
and record their ongoing events whenever the alarm sounded.
Participants also rated their emotional states as well as the
frequency, significance, and goal of each event. At test, sub-
jects were given one of five different types of retrieval cues
(time, location, both time and location, thoughts, or actions)
and were asked to recall the events in question. Compared
to events that were not recalled in response to the cues,
correctly recalled events were rated as being more associated
with remembered sensory details, emotions, and thoughts.
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Consistent with the results of earlier diary studies (Wagenaar,
1986; White, 1982), correct recall was associated with excit-
ing, infrequent events occurring in atypical locations. Similar
results were also obtained in another beeper study in which the
memory test involved recognition rather than cued recall
(Brewer, 1988a, 1988b).

We mention here only one of the many other studies that
support the idea that vivid memories tend to be for life events
that were unique, important, and emotional. Rubin and Kozin
(1984) collected data on vivid memories using two para-
digms. First, they asked participants to describe their three
most vivid memories and then to rate them on a number of
scales (e.g., national and personal importance, surprising-
ness, consequentiality, etc.). Overwhelmingly, participants
provided memories of events such as personal injuries or
romantic episodes that were rated as high in personal but not
national importance (see also Robinson, 1976). Second, par-
ticipants retrieved autobiographical memories in response to
20 national (e.g., the night President Nixon resigned) and
personal (e.g., their own thirteenth birthdays) cues. These
cues naturally varied in their ability to elicit vivid memories;
vivid memories tended to be associated with consequential-
ity, surprise, emotional change, and rehearsal (repeated re-
trieval after the event).

Although vivid personal memories tend to be associated
with exciting, emotional, unique, and even surprising life
events, we would not want to say that emotional memories
are special or different from other memories. It was originally
argued that unexpected events (e.g., hearing of an assassina-
tion) triggered a special mechanism leading to capture of all
event details in a very accurate memory trace (R. Brown &
Kulik, 1977). However, a spate of research has appeared
arguing to the contrary. The so-called “flashbulb memories”
may be particularly vivid, rehearsed at high frequencies,
and confidently held—but they are not necessarily accurate.
Early investigations of flashbulb memories were retrospec-
tive only, in that they did not assess the consistency of par-
ticipants’ stories over time (e.g., Yarmey & Bull, 1978). A
different picture emerged from studies that involved the com-
parison of initial reports to later memories. For example,
Neisser and Harsch (1993) compared initial reports of having
learned about the space shuttle Challenger explosion to those
collected 32–34 months later. Even though their subjects re-
ported high confidence in their memories, just three subjects’
(8%) accounts contained only minor discrepancies. Twenty-
two subjects were wrong on two out of three major memory
attributes (location, activity, and who told them); the remain-
ing 11 subjects were wrong on all three. Other similar studies
of disasters such as bombings and assassinations have
confirmed that what characterizes flashbulb memories is the

confidence with which they are held (e.g., Weaver, 1993)
rather than their consistency and accuracy over time (e.g.,
Christianson, 1989).

The observant reader has noticed two things. First, we
have answered the question What types of events are better
remembered? rather than What types of processing lead to
better memory? Experimenters do not have a way of ma-
nipulating the level of processing during the occurrence of
natural life events. In addition, we can assume that the equiv-
alent of “deep processing” for real events (e.g., listening
carefully, contributing to the event, attending to as many de-
tails as possible) is confounded with event characteristics—a
person is more involved with more meaningful, unique, and
emotional events. Second, the so-called “encoding variables”
that we have just described are likely confounded with
processes occurring during other stages in the memory
process. For example, a unique emotional event is probably
also less susceptible to proactive and retroactive interference,
more likely to be talked about during the retention interval,
and more likely to be retrieved. With autobiographical mem-
ories, it is particularly difficult to pin down the cause of mem-
orability to one particular stage in the process. With that in
mind, we turn now to discussing effects occurring during the
retention interval. 

Factors Occurring During the Retention Interval

In this section, we will discuss four factors: (a) the length of
the retention interval, (b) the encountering of new infor-
mation during the retention interval, (c) the way people con-
tinually talk about and retrieve life events over time, and
(d) whether people can deliberately avoid thinking about life
events.

The Passage of Time

As the retention interval increases, so does forgetting (Linton,
1978). Crovitz and Schiffman (1974) had college students re-
call and date life events in response to a series of cue words; a
logarithmic relation existed between the number of memories
recalled and the passage of time, with forgetting being rapid at
first and then slowing (see also Rubin, 1982). This is similar to
forgetting curves obtained in standard laboratory studies of
episodic memory. However, an Ebbinghaus-type forgetting
function is obtained only when young adults are recalling
memories from the past 10 or 20 years of their lives. A differ-
ent picture emerges when retention across the entire life span
is examined. First, the decline is accelerated for memories
from early childhood. Memories from the 1st and 2nd years of
life are almost nonexistent, and memories from the first 5 years
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Figure 17.6 Distribution of autobiographical memories across the life
span. In four studies, represented by the lower four curves in the figure, 50-
year-old subjects remembered and dated life events in response to cue words.
The top curve collapses over studies and sums over the lower four curves.
Subjects recalled a disproportionate number of events from adolescence and
early adulthood (reminiscence bump). Source: From Rubin et al. (1986)
and reprinted with permission of Cambridge University Press.
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of life are infrequent (Freud 1905/1930; Wetzler & Sweeney,
1986). As noted before, this phenomenon is called childhood
or infantile amnesia (Howe & Courage, 1993). Second, a dif-
ferent function occurs for older adults than for college stu-
dents. When older adults recall and date memories in response
to word cues, they still show childhood amnesia and log-linear
decline for recent memories. However, as shown in Fig-
ure 17.6, they also show what is called the reminiscence bump:
A greater proportion of retrieved memories are dated to the
period of 20–30 years of age than would be expected, given
the rest of the distribution (e.g., Rubin & Schulkind, 1997).
Numerous reasons have been suggested to account for the
so-called reminiscence bump, including a preponderance of
“firsts” occurring during the 20-something time period, the
importance of that time period for identity formation, and
greater rehearsal frequencies for the types of events occurring
during one’s 20s. The exact reason for the bump remains
uncertain.

Exposure to Additional Events

Just as it is not immune to proactive interference, autobio-
graphical memory is susceptible to retroactive interference.
An event may be confused with similar events occurring

before or afterward. Although one’s first few visits to a coffee
shop may be discriminable soon afterward, retrieval of spe-
cific episodes may become difficult with the passage of time
and with continued visits to the coffee shop. This is again
Linton’s point that unique events are best remembered, and
repeated events are susceptible to interference. 

People do not exist in a vacuum during the retention
interval; as we move through life, we are exposed to sources
that provide us with information about our prior experiences.
Other people tell us their versions of our shared experiences,
we look back at photographs, we reread our diaries, and so
on. We have already described how autobiographical mem-
ories are susceptible to proactive interference; now we are
describing how retroactive interference can affect autobio-
graphical memories just as it does episodic memories created
in the laboratory. Although oftentimes this postevent in-
formation is correct, it may also be incorrect. Just as in labo-
ratory studies of episodic memory, misleading postevent
information can affect how we conceptualize original events
and impair our ability to retrieve the original events. 

In one clever demonstration of this, Crombag, Wagenaar,
and van Koppen (1996) asked Dutch subjects whether they
remembered having seen a video of the 1992 crash of an
El Al airplane into an apartment building in Amsterdam.
There was no actual footage of the moment of impact. How-
ever, more than half of participants accepted the suggestion
from the interviewer and reported having seen the video. A
substantial number of those subjects were then willing to
elaborate on their memories, answering questions such as
“After the plane hit the building, there was a fire. How long
did it take for the fire to start?”

People may be particularly prone to suggestions or
postevent information from legitimate sources who might
very well have knowledge about their pasts. Elizabeth Loftus
and her colleagues developed a procedure using family and
friends as confederates to get subjects to misremember entire
events. In one version, the trusted confederate asked the sub-
ject to repeatedly recall five childhood events for a class ex-
periment; unbeknown to the subject, one of the events had
never occurred. Over a series of sessions, participants were
willing to describe detailed recollections of the false event,
such as being lost in a shopping mall (e.g., see Loftus, 1993).
Similar data have been reported by Hyman and Pentland
(1996), who found that participants who imagined knocking
over a punch bowl at a wedding were more likely to create
false memories for having done so. Consistent with the other
memory errors described thus far, however, one is more
likely to accept a false memory when it is plausible and con-
sistent with the rest of his or her life history. For example,
participants were more likely to accept a false memory for a
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religious event when the ritual was of their own faith
(Pezdek, Finger, & Hodge, 1997).

Rehearsal of Life Events

People continue to talk and think about life events long after
their occurrence, and such rehearsal will have consequences
for the way the events are remembered. In one series of
studies, Johnson and colleagues manipulated how subjects
talked and thought about events performed in the labora-
tory (Hashtroudi, Johnson, & Chrosniak, 1990; Johnson &
Suengas, 1989; Suengas & Johnson, 1988). Subjects did
actions like writing a letter or wrapping a present, and then
thought about either the perceptual characteristics of the
events or their emotional responses. Subjects who focused on
emotional reactions later rated their memories as containing
less perceptual detail, an important finding given that people
often base source judgments on this type of information
(Johnson, Hashtroudi, & Lindsay, 1993).

Whereas laboratory rehearsal instructions typically em-
phasize accuracy (e.g., “Practice recalling this list so you can
repeat the words back to me in order”), no such guidelines
constrain the way people talk about their own lives. Subjects’
retellings of movies and fictional short stories are veridical
only in the standard laboratory context, with accuracy in-
structions and an experimenter as audience (Hyman, 1994;
Wade & Clark, 1993). Storytelling is different when goals
and audiences are more realistic, as when one tells a story to
friends with the goal of entertaining them. In fact, accuracy
appears to be the exception when talking about one’s own
life. In a recent diary study of people’s retellings of events
from their own lives, people reported telling “inaccurate” sto-
ries almost two thirds of the time! This occurred even though
people are likely to underestimate how inaccurate they are in
storytelling, due to both ignorance of the inaccuracy and the
social desirability of truth-telling (Marsh & Tversky, 2002).
The issue is that biased retellings lead to memory distortion
in laboratory analogs of the storytelling situation (Tversky &
Marsh, 2000). Thus, when people talk about their own lives
and take liberties with events in order to entertain or to make
a point, memory distortion may result. 

Such rehearsal processes may lead to the creation of false
memories for entire events. For example, repeatedly imagin-
ing an event initially believed not to have happened leads to an
increase in one’s belief that the event actually occurred (e.g.,
Garry, Manning, Loftus, & Sherman, 1996; Heaps & Nash,
1999). In these studies, subjects initially rated the likelihood
that events had occurred (e.g., You broke a window with your
hand), and then imagined a subset of events. In the third part
of the experiment, subjects again rated the likelihood of
events; imagined events were now rated as more likely to have

happened. We all think, ruminate, and daydream about our
lives and what might have happened; such processes may lead
to memory distortion.

Active Avoidance of Life Events

We have described how various forms of rehearsal can
affect memory for life events; now we consider the opposite
situation, namely the effects of actively avoiding rehearsal
of (undesirable) life events. The concept of repressing or
suppressing traumatic memories originated with Freud
(1901/1971), and recent surveys suggest that most undergrad-
uates believe in the concept of repression (Garry, Loftus, &
Brown, 1994). However, repression has been traditionally
without laboratory support (Holmes, 1995). It is difficult to
study repression of real autobiographical memories. Perhaps
most relevant are findings that people have difficulty not
thinking about traumatic events. At the extreme, post-
traumatic stress disorder (PTSD) is characterized by intrusive
memories of the precipitating trauma. Similarly, depressed
individuals ruminate on negative events (Lyubomirsky,
Caldwell, & Nolen-Hoeksema, 1998). Even nonclinical pop-
ulations such as college undergraduates report that intrusive
memories occur commonly (Brewin, Christodoulides, &
Hutchinson, 1996). Thus, even though a laboratory demon-
stration of suppression was recently published (Anderson &
Green, 2001), it is not clear that such results will generalize
to the emotional memories that people may seek to suppress
in real life. In their study, Anderson and Greene (2001) taught
students a series of weakly related paired associates (e.g.,
ordeal-roach); the subjects were later instructed to suppress
some of the associates when presented with the first word in
the pair. The more often subjects attempted to avoid thinking
of the target words, the less likely they were to remember
them on later memory tests, even when a different cue was
used. Although subjects may be trained to suppress thoughts
of relatively neutral words (e.g., roach), the wealth of data on
intrusive memories in normal and depressed individuals
makes it questionable as to whether people can force them-
selves to avoid thinking of painful personal events.

Factors at Retrieval

Much of the research on autobiographical memory is aimed
at understanding the factors that affect the retrieval and re-
construction of personal memories. This research emphasis is
not surprising given that researchers have little control over
the earlier stages, but they can directly manipulate factors
during the retrieval phase. 

It is critical to note that, as with episodic memories, esti-
mates of forgetting are dependent on the type of retrieval cue
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utilized. Although diary studies suggest little forgetting of life
events, this is probably because they typically provide sub-
jects with excellent retrieval cues, potentially reducing esti-
mates of forgetting. One problem with most diary studies and
other early studies was that they did not contain distractor
items or other “catch trials” to ensure participants’ ability
to discriminate between experienced and nonexperienced
events. A study by Barclay and Wellman (1986) makes this
point nicely. In that study, students took a recognition test on
previously recorded life events that included four types of
items: duplicates of original diary entries, foils that changed
descriptive (surface) details of the original events, foils that
changed reactions to original events, and foils that did not
correspond to recorded events. Participants were good at
recognizing original diary entries (94% correct), but they also
accepted a large number of the foils. They incorrectly
accepted 50% of modified descriptions and 23% of novel
events. These effects increased over a delay such that after a
year, subjects were accepting the majority of both semanti-
cally related and unrelated foils. Thus, in both autobiographi-
cal and episodic memory studies, people falsely recognize
events similar to experienced ones, and after a delay may
show very little ability to discriminate between what did
versus did not occur. However, without the appropriate foils
on the recognition test, one would have been tempted to con-
clude that autobiographical memory was almost perfect.

In general, results from both diary studies and the Galton
word-cuing technique suggest that event-content cues are best.
Emotion words are not good retrieval cues (e.g., Robinson,
1976), and temporal cues are not as strong as content cues such
as what, who, and where (Wagenaar, 1988; but see Pillemer,
Goldsmith, Panter, & White, 1988).

What was experienced may not be what is accessible at
retrieval. We already noted how Linton (1982) found better
memory for unique events and attributed her failure to recog-
nize events to interference from other, similar events in
memory. Due to proactive and retroactive interference, only
the gist of events may be available at retrieval (e.g., Bartlett,
1932). Although participants may lose access to specific
event memories, they may retain more generic personal
memories covering a class of related life events (Brewer,
1986). Barsalou (1988) found that students asked to recall
the events from their summer vacations most commonly re-
sponded with summaries of events (e.g., I watched a lot of
TV). Only 21% of responses were classified as corresponding
to specific events (e.g., We had a little picnic).

Reconstruction of the Past

Even though people may complain about their ability to per-
form tasks such as remembering a long list of words, it often

seems that they feel more confident about their ability to re-
call events from their own lives. However, although diary
studies have suggested that people are sometimes good at
recognizing and remembering events that happened to them,
they do not prove that people’s memories are always accu-
rate. Rather, retrieval times for remembering autobiograph-
ical events tend to be slow and variable, suggesting that
remembered events are reconstructed. We have already re-
viewed several mechanisms that may operate during the
retention phase to lead to inaccuracy, namely exposure to
postevent information, interference, and retelling an event.
We now review the literature on reconstructing autobio-
graphical memories at retrieval, beginning with a section on
how people date autobiographical memories. As described
earlier, temporal cues are not very useful for recollect-
ing events, probably because people do not normally explic-
itly encode dates of events. Thus, the domain of dating is a
perfect example of how people reconstruct memories at the
time of a test. After the discussion of dating, we will describe
some of the general strategies people have for reconstructing
their pasts.

Dating Autobiographical Memories

On what date did you hear about the attempted assassination
of Ronald Reagan? On what date did you receive your accep-
tance letter from the college that you eventually attended?
We suspect our readers will be unlikely to answer these ques-
tions quickly or accurately. Numerous studies have shown
that people have difficulty in dating their autobiographical
memories (see Friedman, 1993, for a review), and that this
difficulty increases with the passage of time from the target
event (Linton, 1975).

However, as introspection quickly reveals, it is not that
autobiographical memory lacks all temporal information,
which “would be like a jumbled box of snapshots” (Friedman,
1993, p. 44). Although the “snapshots” may lack explicit
time-date stamps, we are quite capable of relating, ordering,
and organizing the snapshots into a coherent story. The same
subjects who cannot date a series of events within a month of
their occurrence (3% correct; N. R. Brown, Rips, & Shevell,
1985) can determine the temporal ordering of the events (rank
order correlation of .88; N. R. Brown et al., 1985). There is an
entire literature on how people accomplish this; due to space
constraints, we will describe here only a few of the strategies
people use to reconstruct when events occurred.

In general, people make use of what little temporal infor-
mation was encoded originally. At least two types of tempo-
ral information in memory appear relevant: the temporal
cycles that regularly occur in people’s lives, and temporal
landmarks. First, natural temporal cycles or structures are
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encoded that later guide memory; examples include the acad-
emic calendar (Kurbat, Shevell, & Rips, 1998; Pillemer,
Rhinehart, & White, 1986) and the weekday-weekend cycle
(Huttenlocher, Hedges, & Prohaska, 1992). Second, people
have a better sense of the dates of consequential landmark
events, and thus both public and private temporal landmarks
can be used to guide date reconstruction (e.g., N. R. Brown,
Shevell, & Rips, 1986; Loftus & Marburger, 1983; see Shum,
1998, for a review). Such information about temporal and
event boundaries, combined with knowledge of some
specific dates, can be used to place a date on a target event.
However, people’s reconstructed dates tend to be too recent
(Loftus & Marburger, 1983).

Other biases come into play when dating autobiographical
memories; we will mention only two here. Similar to the
availability bias found in decision making, memories for
which people have more knowledge are dated as more recent
(the accessibility principle; N. R. Brown et al., 1985,
chapter 24). People also may make rounding errors when they
use inappropriately precise standard temporal units (e.g.,
days, weeks, months; Huttenlocher, Hedges, & Bradburn,
1990).

We turn now to a discussion of more general strategies
that people use to reconstruct memories, including implicit
theories and motivated searches through memory. 

Use of Implicit Theories

Numerous laboratory experiments have shown that people
remember their personal histories to be consistent with what
they believe should have happened, rather than with what did
happen. One way this can happen is via the use of implicit
theories of change versus stability.

Ross (1989) has argued that people use their current statuses
as benchmarks, and then reconstruct the past based on whether
they think changes should have occurred over time. For exam-
ple,peoplebelievethatattitudesandpoliticalbeliefsremaincon-
sistent over time, and so they often overestimate the consistency
of the past with the present. In this example, one would assess
one’s current attitude and then apply a theory of stability to esti-
mateone’sattitude in thepast. Inonestudy, subjects’attitudes to-
ward toothbrushing were manipulated; subjects exposed to a
pro-brushing message overestimated previous brushing reports,
whereas participants in an anti-brushing condition underesti-
mated their previous reports (Ross, McFarland, & Fletcher,
1981). Likewise, people may mistakenly remember a nonexis-
tent change if one was expected. In these cases, people also
assess their current statuses, but then apply a theory of change
inappropriately. For example, in one study participants who
took a bogus study skills group (leading to no improvement)

misremembered their prior skills as having been worse than they
actually were (Conway & Ross, 1984).

Motivated Remembering

People’s theories of “how things shoulda been” go beyond
simple theories of change over time; rather, people may be
motivated to remember things in a particular way. In general,
people tend to think of themselves as being better than aver-
age, and may engage in downward social comparisons to
support such beliefs (Wills, 1981). People are motivated to
misremember their past behaviors in a way that supports their
self-esteem. Thus, upon learning the norm for a particular
domain, people may be motivated to remember their own
prior behaviors as better than the norm. 

In one study, Klein and Kunda (1993) examined the effect
of knowing the norm on subjects’ self-reported frequency of
health-threatening behaviors such as eating red meat, drink-
ing alcohol, and losing one’s temper. Subjects in a control
condition simply reported the frequency of their behaviors
using a 7-point scale. Subjects in the experimental condition
also used 7-point scales; however, the average behavior fre-
quency (established in pretesting) was indicated with an X on
each of the scales. Subjects given the norms reported engag-
ing in the risky behaviors less often per week (M = 3.18)
than the norm established in pretesting (M = 3.52) and than
the control subjects (M = 3.78). However, the mechanism
underlying this effect remains unclear. Subjects may have
misremembered the past, or they may have merely misrepre-
sented or misreported it. It does not appear that subjects were
simply changing their reports, because subjects in yet another
condition with more extreme norms did not display a more
extreme shift in reported behavior frequencies (perhaps be-
cause they were constrained by what they did remember). In
addition, in the next paragraph we will describe converging
experimental evidence from another paradigm that suggests
people may selectively search their memories for evidence to
support their desired self-concepts.

We may be biased in the way we search memory and the
events that we select to remember. In one study, Sanitioso,
Kunda, and Fong (1990) made Princeton undergraduates
desire a certain trait, and then looked to see whether the stu-
dents’ remembered life experiences exemplified that target
trait. In the first phase of the experiment, students read that
Stanford psychologists had shown that extraverts (or, in
another condition, introverts) performed better in academics
and professional settings. In a second (seemingly unrelated)
experiment, subjects remembered experiences for each of a
series of trait dimensions, including shy-outgoing. Of inter-
est was whether subjects tended to list an extraverted or
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TABLE 17.1 Motivated Retrieval of Autobiographical Memories

Success in Academics Success in Police Force

First Extravert- Introvert- Extravert- Introvert-
Thought Success Success Success Success

Extraverted 62% 38% 26% 39%
Introverted 38% 62% 73% 61%

Source: Adapted from Sanitioso et al. (1990). The table shows the percent-
age of subjects in each success condition who listed extraverted and intro-
verted memories first. Motivated retrieval occurred only when the domain
was one in which subjects wished to succeed.

introverted memory first. Supporting the idea of motivated
memory search, the majority of subjects began recall with a
memory relevant to the target trait. This effect is shown in the
left-hand panel of Table 17.1. This effect disappeared in a
second experiment when the subjects were not motivated to
see the trait in themselves. The first phase was modified to in-
volve explaining how introversion-extraversion led to suc-
cess as a police officer; the second phase remained the same.
In this version of the experiment, subjects no longer recruited
trait-relevant memories first. These data are shown in the
right-hand panel of Table 17.1. Thus, the motivated retrieval
effect occurred only when the trait was linked to a success
outcome in a domain of interest to the Princeton undergradu-
ates (academic success, not success as a police officer).

CONCLUSIONS

We began by noting that the concepts of episodic and autobi-
ographical memory overlap. Memory for one’s experiences
during an experiment can be classified as either episodic or
autobiographical. Accordingly, the two research traditions
often provide converging evidence on how memory works.
For example, the principle that unusual events are well
remembered works to describe the results from both list-
learning experiments and studies of autobiographical
memory. Similarly, there can be proactive and retroactive in-
terference for both episodic and autobiographical memories,
and in both domains retrieval cues can bring back memories
that could not be recalled without cues. Both research tradi-
tions support the idea that falsely remembered events are
often plausible and are similar to actual events. The idea that
self-involvement and personal relevance matter is obviously
critical to autobiographical memory, but it is also present in
the episodic memory literature; experimental psychologists
have long known the benefits of elaborative encoding strate-
gies such as generation (Slamecka & Graf, 1978) and encod-
ing items in relation to oneself (Bower & Gilligan, 1979).

Nonetheless, it should not be assumed that results from the
two research traditions will always converge, because sur-
prises have occurred and will continue to occur. For example,
the distribution of memories over the life span is not exactly
as predicted by the logarithmic forgetting function first dis-
covered by Ebbinghaus (1885/1913). In autobiographical
memory studies, forgetting is generally logarithmic, but with
two major exceptions: There is much forgetting of memories
from early childhood (infantile amnesia), and older adults re-
member more from the years of early adulthood than would
be predicted (the reminiscence bump). In addition, the two re-
search traditions have different strengths. Traditional episodic
memory experiments allow for manipulations during the en-
coding phase, whereas this is almost impossible for real-life
events. Conversely, there are certain variables that are diffi-
cult to investigate within the traditional episodic memory ex-
periment. For example, motivation plays an important role in
how we remember ourselves, and it is hard to imagine sub-
jects engaging in meaningful, motivated retrieval and recon-
struction in a standard episodic memory experiment. In
conclusion, then, we conceptualize episodic and autobio-
graphical memory as overlapping sets that nonetheless may
differ, with each domain of inquiry making an important
contribution to our larger understanding of human memory.
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One of the most remarkable things about human performance
is the regularity, efficiency, and precision with which it com-
monly occurs. Despite the fact that we are presented with a
complex array of stimuli in a constantly changing environ-
ment with a bewildering array of choices, things usually go as
planned. Even in the performance of complex tasks, patterns
of stimuli in the environment are grouped and reacted to in
what appears to be seamless, coordinated ease.

Skilled performance obviously depends on prior experi-
ence, but exactly what must be learned and remembered in
order to develop and exercise skill? What aspects from learn-
ing episodes are important for the development of skill, and
what aspects of memory are involved in this learning? These
are key issues in understanding the development, mainte-
nance, and exercise of skill. Other issues of importance are
the roles of forgetting, the making of mistakes, and attention
in the acquisition and execution of skilled performance. In

this chapter, the roles of explicit, declarative memory in
skilled performance will be considered and contrasted with
the role of implicit, procedural memory.

DECLARATIVE MEMORY AND
SKILL ACQUISITION

It is probably not too daring to say that all major models of
skill acquisition, just as the acquisition of skill, itself, begin
with declarative memory. Declarative memory has been
described as an episodic or recollective memory system
(Squire, 1992), the characterization of which overlaps with
descriptions of episodic and semantic memory (see the chap-
ters in this volume by Nairne; McNamara & Holbrook; and
Roediger & Marsh). Basically, declarative memory refers
to a system that works with verbalizable knowledge. In his
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influential ACT* (and ACT-R) model of the development of
cognitive skill, Anderson (1982, 1983, 1993) calls the first
stage in the development of skill the declarative stage.
Anderson’s work will be more fully described in a later
section. At this point it is sufficient to note that the declarative
stage is one in which verbal mediation is used to maintain
facts in working memory so that they can be used to execute
the task at hand. In other words, performance at this level
depends heavily on declarative memory. Fitts (1962/1990,
1964; Fitts & Posner, 1967) called the first phase of skill
acquisition by a different name, but his cognitive phase also
depends heavily on declarative memory for comprehending
instructions and maintaining a description of the cues that
must be attended to and the relevance of the feedback that is
provided during performance. In the frameworks of both
Anderson and Fitts, the development of skill is characterized
by reduced dependence on declarative memory.

At least one account of skill acquisition, Logan’s (1988,
1990) instance theory of automaticity, suggests that memory
demands of performance do not qualitatively change as a
function of skill, at least not once the basic instructions have
been mastered. Logan’s theory may not apply to skill acquisi-
tion in a broad sense, but it has been to shown to provide a
good description of the development of skilled performance
in a range of cognitive tasks. Logan describes the develop-
ment of automaticity as the shift from a dependence on gen-
eral algorithms that do not rely on previous experience but
that are sufficient to produce solutions to problems posed
by the task, to a reliance on the retrieval of performance
episodes. Memory plays a critical role in this model in which
skilled, automatic performance entails a shift from algorithm-
based performance to memory-based performance.

The instance theory of automaticity rests on several as-
sumptions. The first of these assumptions is that encoding
is obligatory, such that attention to an object or event is
sufficient for it to be encoded into memory. The second as-
sumption calls for obligatory retrieval, in which attention to
an object or event is sufficient to cause things associated with
it to be retrieved. An additional, critical assumption is that
each encounter with an object or event is encoded, stored,
and retrieved separately, and on every encounter. These en-
counters are the instances in the instance theory of auto-
maticity. As mentioned above, the instance theory assumes
that automaticity involves a transition from performance
based on general rules or algorithms for performing a task to
performance based on the retrieval of instances. Once perfor-
mance is instance based, it continues to speed up because the
number of instances continues to increase as long as the task
is practiced. This speed-up is predicted on the basis of the sta-
tistical properties of the distribution of retrieval times for

instances: As the number of instances increases, the mini-
mum time to retrieve an instance decreases. Because retrieval
is obligatory, according to the theory, performance time will
decrease as a function of practice due to this faster retrieval
time. An important aspect of the theory is that it predicts that
changes in performance will follow a power function. This is
consistent with the power law of practice, which reflects the
finding that performance improvements in many tasks follow
a power function (see Figure 18.1).

It can be argued that the early dependence on an algorithm
for task performance can be likened to the declarative or cog-
nitive phase of the frameworks of Fitts (1962/1990, 1964)
and Anderson (1982, 1983). At this stage, the rules or guide-
lines for performing a task presumably must be active in
working memory, and performance is relatively deliberative
and slow. As a result of experience, and of paying attention to
the right things at the right time, a collection of memory
traces, or instances, builds up and gradually comes to domi-
nate performance.

The Roles of Attention and Intention
in Memory and Skill

Attention has assumed a curious place in the study of skill ac-
quisition. Often, it seems that the goal of researchers has been
to show that attention may not be necessary at all once a skill
has been learned. The traditional view of attentive processing
(or “controlled” processing; Atkinson & Shiffrin, 1968) is
that it is relatively slow, requires effort, and involves con-
sciousness of one’s actions. Skill is described as a gradual
(or abrupt) freeing of resources and shift to a capacity-free,

Figure 18.1 Performance speed-up in various tasks illustrating the power
law of practice. Note: When plotted in log-log coordinates, a power func-
tion appears as a straight line. CRT = choice reaction time; S-R = stimulus-
response.
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stimulus-driven mode of performance that is not dependent
on conscious control. Posner and Snyder (1975) described
automatic processes as those that may occur “without
intention, without any conscious awareness and without in-
terference with other mental activity” (p. 81). A great deal of
research has been directed to exploring and confirming this
view of dichotomous processing modes. For example, W.
Schneider and Shiffrin (1977; Shiffrin & Schneider, 1977)
performed an extensive series of hybrid memory and visual
search experiments that seemed to support the idea that there
are two different modes of processing and that controlled
processing gives way to automatic processing if only enough
practice is given.

The view that controlled and automatic processing are qual-
itatively distinct has, to some extent, fallen out of favor. Within
the realm of visual search, where Shiffrin and Schneider
(1977) carried out their influential work supporting such a di-
chotomy, researchers now tend speak about the efficiency of
search, rather than pre-attentive and attentive search, and
the role of attention in processing remains present across
search types. Rather than considering it a form of processing,
Neumann (1987) describes automaticity as a phenomenon
arising from a conjunction of input stimuli, skill, and the
desired action. In his view, it is appropriate to speak of auto-
maticity when all the information for performing a task is
present in the input information (stimulus information avail-
able in the environment) or in long-term memory. This view is
not too different from Logan’s (1988, 1990), described above,
in which automatic processing is based on memory retrieval,
and attention forms the cues necessary for the retrieval pro-
cessing.Attention remains an important process even in highly
practiced tasks.

As will be discussed at more length in the section on train-
ing, automatic processing, as assessed by an apparent insensi-
tivity to attentional resources or demands, can develop with
learning when the right conditions are provided. The important
conditions seem to be the consistency of the discrimination
and interpretation of the stimuli, and the stimulus-to-response
mapping (W. Schneider & Fisk, 1982). The development of
automaticity can be shown for a range of tasks. The idea that it
depends more on consistency than on properties of the stimuli,
such as perceptual salience, is supported by the finding that au-
tomatic processing can also be produced by training with stim-
uli divided into arbitrary classes (Shiffrin & Schneider, 1977).

According to the instance theory, “attention drives both
the acquisition of automaticity and the expression of auto-
maticity in skilled performance” (Logan & Compton, 1998,
p. 114). Selected information enters into the instances that
come to drive performance, but ignored information does
not. Moreover, if attention is not paid to the right cues,

associations dependent on those cues will not be retrieved
(Logan & Etherton, 1994). Logan and Compton describe at-
tention as an interface between memory and events in the
world. The dependence of memory on attention means that
knowing (or learning) what to attend to is a critical compo-
nent in the development of skill. Other authors have empha-
sized that learning not to attend to irrelevant information is
also a component of skill acquisition.

Learning to Ignore Irrelevant Information

One hypothesis about how learning to ignore irrelevant infor-
mation contributes to performance changes with practice is
the information reduction hypothesis (Haider & Frensch,
1996). According to this hypothesis, performance improve-
ments can be attributed to learning to distinguish task-
relevant information from task-redundant (and, therefore,
task-irrelevant) information and then learning to ignore the
task-irrelevant information. Evidence for this hypothesis
comes largely from tasks in which participants verified al-
phabetic strings such as E [4] J K L. The task is to determine
whether the letters follow in alphabetic order, where the num-
ber in brackets corresponds to the number of letters left out of
the alphabetic sequence. In most conditions, the length of the
string was varied by changing the number of letters following
the digit, which always occupied the second position in the
string. If there was an error in the stimulus, the error was in
the number of letters that was skipped (e.g., E [4] K L M).
Early in practice, Haider and Frensch found an effect of
string length on performance, such that verification times
were slower when the number of letters after the number in
brackets was increased. With practice, however, the slope of
the function relating performance time to string length de-
creased. This finding suggests that participants in the study
learned that the extra letters were not important for the task
and should be ignored. Additional evidence for this hypothe-
sis was found in a transfer condition in which errors could
occur in the letters to the right of the gap (e.g., E [4] J K M).
Consistent with the supposition that participants learned to
ignore the extra letters during training, the error rate in de-
tecting these invalid sequences increased as a function of
practice. Haider and Frensch also showed that learning in this
task was not stimulus specific by demonstrating transfer from
one half of the alphabet to the other.

Haider and Frensch (1996) showed that learners were able
to distinguish relevant from redundant task information and
to limit their processing to the relevant information. They
also showed that learning to reduce the amount of informa-
tion that is processed takes time, developing over the course
of practice, and that this ability appears to be largely stimulus
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independent. Moreover, after finding that speed instructions
affect whether or not people learn to ignore irrelevant infor-
mation, Haider and Frensch (1999) argued that skill acquisi-
tion is neither passive nor “low-level,” but at least partly
under the influence of intention.

It seems obvious that knowing what to attend to will in-
crease the chance that the right events are experienced such
that useful instances are created, and that the allocation of at-
tention at encoding and retrieval determines to a large extent
both the nature of what is learned and the influence of previ-
ous experiences on performance in the present. There is,
however, much to be said, and even more to be learned, about
the interplay between intention and attention, and about how
much we learn without really intending it.

IMPLICIT LEARNING

Learning without intention, and without conscious awareness
of what is being learned, is a topic that has received much at-
tention in recent decades. Models of skill typically emphasize
early processing of task instructions and goal-directed learn-
ing, and paying attention to the correct elements in a task sit-
uation is considered crucial to eventual skilled performance.
The topic of this section is implicit learning (also referred to
as incidental learning), that is, learning without intention, or
the unintended by-product of experience with a task.

Consider a relatively simple task, that of pressing an as-
signed key whenever a stimulus appears at one of four partic-
ular locations on a screen. The instructions are simple: Press
the rightmost key when the rightmost stimulus appears, the
second key to the right for a stimulus in the corresponding lo-
cation, and so on. One aspect of performance in such a task is
that, despite the simplicity of the task, performance improves
as a function of practice. Reaction times become faster and
error rates lower (Dutta & Proctor, 1992; Proctor & Dutta,
1993), with improvements in accuracy and reaction time typ-
ically following a power function (Newell & Rosenbloom,
1981; see Figure 18.1 and the chapter by Proctor & Vu in this
volume). These improvements can be attributed to intentional
learning of key and stimulus locations and of the stimulus-
response associations. Performance can be considerably im-
proved if elements are repeated within the sequence of trials.
One sort of repetition is just that: A particular stimulus may
be repeated in two successive trials (see the chapter by
Proctor & Vu for a discussion of the basis of such repetition
effects). However, even when the repetition occurs across a
longer sequence of trials, benefits of repetition can occur.

Nissen and Bullemer (1987) provided practice with the
task described above, in which keys are pressed according to

the spatial location of targets. Within the sequence of trials,
certain stimuli were repeated (designating the positions from
left to right as A, B, C, and D, the repeating sequence was
D-B-C-A-C-B-D-C-B-A). People who practiced this serial
response time (SRT) task with the 10-element repeating
sequence showed vastly more improvement than those who
practiced the task with a random presentation of stimuli, even
though the participants were not informed that there was a re-
peating sequence or instructed to look for repetitions while
performing the task.

Implicit Learning and Awareness

The participants in Nissen and Bullemer’s (1987) study evi-
dently learned something (the repeating sequence) even
though they were not instructed to do so. Organizing and
making sense of the environment is, however, something that
comes naturally to most of us. The question is, then, whether
participants in Nissen and Bullemer’s study either con-
sciously looked for or somehow noticed that there was a
repeating sequence and used this explicit knowledge to im-
prove task performance. In order to separate intentional and
incidental learning in this task, and in order to assess the role
of awareness in the performance of the task, Nissen and
Bullemer asked participants whether they were aware of
any sequences in the stimuli. All of the participants in the
repeated-sequence condition reported being aware of the
sequence. Thus, awareness was coupled with the improve-
ment of performance for this group. In order to address the
question of whether awareness was necessary for the perfor-
mance benefit to occur, Nissen and Bullemer repeated the
experiment with a group of individuals characterized by a
profound amnesia that prevented them from recognizing and
recalling material to which they had been exposed: Korsakoff
patients. As predicted, the Korsakoff patients reported no
awareness of the repeating sequence. More interesting, their
performance showed a degree of learning of the sequence
comparable to that of controls (see Figure 18.2). This shows
that learning can and does occur without awareness.

Later work (Willingham, Nissen, & Bullemer, 1989)
showed that the degree of awareness of the sequence is cor-
related with performance for normal participants: People
who showed more awareness (as indexed by explicit recall of
the sequence) also showed more performance improvement.
However, when anticipatory responses (i.e., pressing the
response key before the next stimulus appeared) were elim-
inated from the analysis, the difference in performance
between those who reported full or partial knowledge of the
sequence and those who could evidence no explicit knowl-
edge was minimal.
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Figure 18.2 Implicit learning in a serial response time task by amnesics
and normals. Source: Nissen and Bullemer (1987).

Other researchers using different measures of explicit
knowledge have shown high correlations between explicit
knowledge and performance (e.g., Perruchet & Amorim,
1992), as well as evidence of explicit knowledge of the se-
quence at the point where performance differences between
random and sequential presentation first become evident,
casting some doubt on the Willingham et al. (1989) finding of
relative independence of the two measures of knowledge.
However, given the evidence of sequence learning in
Korsakoff amnesics, we see that learning without awareness
certainly can occur.

Implicit Learning and Attention

It is interesting to ask whether the learning seen in the SRT
task is dependent on the availability of attention to process
relations between elements in the task. One way to assess this
is to compare learning in a single-task condition, in which
only the task to be learned is performed, with a dual-task
condition, in which a secondary task is performed. The re-
quirement to perform a secondary task should take attention
away from the SRT task. Such an experiment was carried out
by A. Cohen, Ivry, and Keele (1990) using a sequence task in
combination with distractor tasks of different difficulties.
They specially constructed sequences to contain either
unique associations, in which each stimulus uniquely speci-
fied the following (e.g., A always followed by C), ambiguous
associations, such that A might be followed by C in one case
and by D in another, or both. They found that ambiguous
sequences were not learned under the dual-task conditions
but that unique associations were. On the basis of these
results, they suggested that sequence learning depends on
two processes. The first process is automatic, in that it can

occur without attention’s being directed to it. This process
forms associations between adjacent items. The second
process, which requires attention to operate, is proposed to
build hierarchical codes based on parsing the sequence at a
higher level (i.e., into bigger subsequences) than associations
between only two items.

A. Cohen et al. (1990) showed that simple associations
could be learned under conditions of distraction, but the
amount of learning may nonetheless be affected by atten-
tional load. For example, Frensch, Buchner, and Lin (1994)
showed that whereas learning could take place under both
single- and dual-task conditions, and for both simple and
ambiguous sequences, the amount of learning that took place
was reduced when a distractor task was present, suggesting
that sequence learning is modulated by attention.

Jiménez and Méndez (1999) attempted to resolve the issue
of whether general attentional demands modulate sequence
learning by using sequences that were unlikely to be explicitly
learned and a secondary task that should produce little disrup-
tion. They examined the roles of both selective processing
requirements (attending to to-be-associated elements) and
generalized mental load (taxing attentional resources by
adding a secondary task to the sequence-learning task). An
SRT task was used in which the sequences of stimulus loca-
tions were generated following a noisy finite-state grammar
and response keys were pressed corresponding to the position
of the stimuli. In addition, the identity of a stimulus on a given
trial gave probabilistic information about where the next stim-
ulus would appear. A single-task condition was contrasted
with a dual-task condition in which two of four possible target
shapes had to be counted and the total reported at the end of the
block. Participants in both single- and dual-task conditions ex-
hibited sequence learning, showing faster reaction times and a
lower error rate for practice with grammatical sequences than
for random ones. Learning of the predictive relation between a
stimulus on one trial and the location of the stimulus on the
next trial was assessed by examining the difference between
valid (in which the predictive relation held) and invalid (in
which the position was not predicted) trials. Only in the dual-
task conditions, in which participants had to attend to target
identity in order to perform the counting task, were these rela-
tions learned. Thus, selective attention does seem to be neces-
sary for such learning to occur, and this learning occurs even
though (or precisely because) a secondary task must be per-
formed. In other words, paying attention to a predictive di-
mension seems to be necessary for this dimension to enter into
a predictive relationship.

In summary, sequence learning can occur implicitly, and
this learning is at least partly the result of automatic associa-
tive processes. Associative processes can be carried out
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independently of mental load, but only on events that are ac-
tive in working memory.

The Nature of Implicit Learning

If we accept that learning without intention (and perhaps
without awareness) can occur, we can also ask what the na-
ture of the learning is. For example, is one learning relations
between stimuli, relations between stimulus-response associ-
ations, or the motor sequence? One interesting hypothesis,
similar to the idea that prediction is the basis for condi-
tioned learning, is that it is the response-effect relationship
that is first implicitly learned and that this might provide the
basis for the development of explicit knowledge. To test this
hypothesis, Ziessler (1998) modified Nissen and Bullemer’s
(1987) SRT paradigm so that the location of the stimulus on
a particular trial was determined by the response made on the
previous trial. Rather than responding to the location of the
stimulus, as in Nissen and Bullemer’s task, participants in
Ziessler’s experiments responded to the identity of a target in
the presence of distractors. The location of the target was thus
not relevant for the response, but knowledge of the location
could be used to speed up search and, accordingly, reaction
times.

By varying the predictability of the position of the follow-
ing stimulus (achieved by varying whether all stimuli as-
signed to a certain key predicted the same position), Ziessler
(1998) showed that performance improved more when the
response made reliably predicted the position of the next
stimulus than when it was only sometimes a valid predictor.
Moreover, only the perfectly reliable response-stimulus asso-
ciations condition showed negative transfer to a condition in
which target position was random, as well as showing the
largest increase in reaction time when stimulus-response re-
lations were altered. None of the participants in Ziessler’s
study reported noticing anything predictable in target posi-
tion. Thus, it seems that knowledge of target position was
only implicitly learned.

In the original Nissen and Bullemer (1987) experiments,
responses were made to the location of the stimulus.
Therefore, it is impossible to say whether performance im-
provements depended on the learning of perceptual relations
(the relation of one stimulus to the next), stimulus-response
associations, or response relations (the relation of one re-
sponse to the next). Willingham et al. (1989) attempted to look
separately at the learning of these relations using the SRT task
described above in which the locations of the stimuli follow a
predictable sequence, but requiring that responses be made to
the color of the stimuli, rather than their locations. By assess-
ing performance during practice and in a transfer task in which

locations were responded to, they concluded that sequences in
the stimulus locations were not learned when responses were
based on the color of the stimuli. On the other hand, if practice
was with a task with a predictable sequence of stimulus-
response pairs, considerable learning occurred, as indexed by
better performance than when the stimuli were randomly pre-
sented. However, this group also showed no benefit of practice
in a transfer condition in which responses were made to loca-
tion, even though the responses were exactly the same as in the
practice task, suggesting that the locus of learning was in the
stimulus-response associations. A. Cohen et al. (1990) pre-
sented evidence that suggests that the actual motor responses
made are not critical to sequence learning: After participants
practiced an SRT task using the index, middle, and ring fin-
gers, transfer was virtually perfect in a condition in which only
one finger was used to make responses.

The actual responses made may, however, be a locus of
learning in some types of tasks. Palmer and Meyer (2000) re-
cently tested the separate contributions that conceptual and
motor skill make to the skill of piano playing and found that
the relative importance of the effectors used and the move-
ments made changes as a function of skill level. For low- and
moderately skilled piano players, transfer was greatest when
the motor movements were the same (even though a different
part of the keyboard was used) for pieces played in practice
and transfer. Skilled players, in contrast, showed the most
transfer when conceptual (melody) aspects of the transfer
piece corresponded to the practice piece, even when different
fingers and hands were used. This suggests that the mental
plans for performing an action only become independent of
the required movements at an advanced stage of practice.
Findings that show independence of learning from the effec-
tors used (e.g., A. Cohen et al., 1990) may be limited to rela-
tively simple motor tasks.

It can be concluded that the research on sequence learning
provides evidence that learning can occur without awareness,
although attending to the relevant stimulus aspects does seem
to be required for this learning to occur. The nature of the
learning seems to depend primarily on associations between
stimuli and responses (or between responses and stimuli),
unless the visual demands are made more complex, in which
case perceptual learning also plays a role (see Lewicki,
Czyzewska, & Hoffman, 1987; Stadler, 1989).

PROCEDURAL MEMORY

Skill acquisition has been described as a transition from re-
liance on verbal, declarative knowledge to a reliance on
procedures or routines for performing tasks. The distinction
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between performance based on explicit versus procedural
knowledge has led to the conception of different ways of
learning and knowing, sometimes described as knowing that
versus knowing how. Explicit memory requires the conscious
directing of attention to the act of recall for remembering
facts (i.e., knowledge that), whereas the performance of a
skilled action (i.e., knowledge how), although it also reflects
past experience, does not involve active attention or con-
scious recall (Squire & Cohen, 1984). Much research indi-
cates that procedural learning, indexed by improvements in
the execution of task elements, may involve a different sys-
tem from the declarative learning of facts and instructions.
Indeed, it appears that there are different memory systems
underlying declarative and procedural learning.

Tulving (1985) described procedural memory as a memory
system that “enables organisms to retain learned connections
between stimuli and responses, including those involving
complex stimulus patterns and response chains, and to re-
spond adaptively to the environment” (p. 387). In Tulving’s
view, procedural memory differs from episodic and semantic
memory in the nature of acquiring, representing, and express-
ing knowledge, as well as in the kind of conscious awareness
that characterizes it. Procedural knowledge is available only
in the form of overt expression and is not available for con-
scious introspection. Tulving describes procedural learning as
“tuning” (Rumelhart & Norman, 1978), in the sense that pro-
cedural memory provides prescriptive knowledge that can be
used to guide future action without containing specific infor-
mation about the past. In this view, procedural learning is ab-
stract in the sense that there is no memory of specific prior
events, but it reflects the acquisition, retention, and retrieval
of knowledge expressed through experience-induced changes
in performance.

Evidence for Procedural Memory

One of the most convincing sources of evidence for a distinc-
tion between declarative and procedural memory comes from
demonstrations of benefits of practice or learning in amnesic
individuals. The observation that amnesic persons sometimes
do show good memory performance across long retention
intervals was made by Claperède (1911), who remarked that
one of his patients’ behavior was altered by experience and
that this altered behavior outlasted the patient’s memory of
the experience itself. His patient, a woman with Korsakoff’s
syndrome, learned not to shake hands with the doctor after he
had pricked her with a pin secreted in his hand, but she was
unable to tell the doctor why she declined to do so. Such
patients can sometimes acquire information at a normal rate
and can maintain normal performance across delays. In the

absence of the ability to recognize having previously seen a
particular stimulus, task, or, in some cases, even the experi-
menter, many amnesic persons have demonstrated the ability
to acquire and retain perceptual-motor skills, such as rotory
pursuit and mirror drawing, cognitive skills (e.g., solving jig-
saw puzzles or the tower of Hanoi, or using a mathematical
rule), and perceptual skill, such as reading mirror-reversed
text (N. J. Cohen, 1984) or learning mazes (Corkin, 1965).
For example, Nissen and Bullemer’s (1987) study, described
above, showed that amnesic individuals evidence just as
much improvement in the SRT task as do normally function-
ing individuals (see Figure 18.2).

Brooks and Baddeley (1976) showed that both Korsakoff
patients and postencephalitic patients improved in the rotary-
pursuit task. Performance of amnesic individuals is often
equivalent to that of normal controls in a variety of perceptual-
motor tasks; however, they do not benefit as much as normal
controls from the repetition of specific items. Although
amnesic persons can show preserved memory for particular
stimuli, as evidenced by facilitation of certain aspects of test
performance based on prior exposure to stimulus materials
(i.e., priming; e.g., Jacoby & Witherspoon, 1982; Verfaellie,
Bauer, & Bowers, 1991), their recognition memory for the
stimuli is poor. Thus, amnesic individuals seem to possess
normal pattern-analyzing operations or encoding procedures
but poor declarative memory for item-specific information
that would normally be acquired from applying these opera-
tions or procedures.

A Procedural Memory System?

According to Tulving (1985), a memory system consists of
memory processes and a supportive structure for those
processes. Two important structures for procedural learning
seem to be the basal ganglia and the cerebellum. At the mo-
ment, there are several different hypotheses about the roles of
these two structures. One hypothesis is that learning repeti-
tive motor sequences depends on the basal ganglia, whereas
learning new mappings of visual cues to motor responses
depends on the cerebellum (Willingham, Koroshetz, &
Peterson, 1996). Another hypothesis is that the cerebellum is
needed for closed-loop skill learning, in which visual feed-
back about errors in movement is available and must be used,
whereas open-loop skill learning, in which movements are
executed without feedback, depends more on the basal gan-
glia (Gabrieli, 1998). Hikosaka et al. (1999) stress the cere-
bellum’s role in the timing of movements and suggest that the
basal ganglia is involved in reward-based evaluation.

Flament and Ebner (1996) propose that the role of the
cerebellum as a comparator of desired motor output and
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actual performance may be most important during learning
of a novel motor task. Both positron-emission tomography
(PET) and functional magnetic resonance imaging (fMRI)
data are compatible with the idea that the cerebellum is
heavily involved when movement errors are common and
corrective movements must be produced to compensate
for them. Cerebellar activity decreases as skill increases,
and there is a positive correlation between the number of
errors and cerebellar activity. Interestingly, several studies
have shown a decrease in cerebellar activity as a function
of the learning of finger-movement sequences (e.g., Friston,
Frith, Passingham, Liddle, & Frackowiak, 1992). Increased
activity in motor cortical areas during motor learning indi-
cates that these areas also contribute to the learning
process, and neuroimaging studies point to a role of pri-
mary and secondary motor cortex in learning tasks such as
the SRT task.

PROCEDURAL MEMORY, IMPLICIT LEARNING,
AND SKILL

Most scholars would agree that the distinction between pro-
cedural and explicit, episodic memory is a real one, and that
different systems underlie implicit and explicit remembering.
The exact nature of the relationship between implicit and
explicit learning is less clear. Some have argued that im-
plicit knowledge provides the basis for explicit knowledge
(Ziessler, 1998), others have argued that explicit knowledge
is converted into procedural knowledge (Anderson, 1983),
and still others have argued that implicit and explicit knowl-
edge develop independently of each other (Willingham &
Goedert-Eschmann, 1999). Studies using PET imaging are
consistent with the idea that explicit and implicit learning
have separate foundations. Grafton, Hazeltine, and Ivry
(1995; Hazeltine, Grafton, & Ivry, 1997), for example, found
metabolic changes in primary and supplementary motor
cortexes and the putamen that were associated with implicit
learning, whereas explicit learning was associated with
changes in blood flow in prefrontal and premotor cortices.
Willingham and Goedert-Eschmann used transfer tasks to
show that the degree of implicit learning in an SRT task did
not depend on whether explicit learning instructions were
given. This suggests that implicit learning is indeed indepen-
dent of explicit learning and that performance that is initially
dominated by conscious mediation may eventually come to
rely on implicit knowledge that has quietly been developing
as a direct by-product of task performance. However, further
work is necessary to determine the way in which implicit and
explicit learning are related.

SKILLED PERFORMANCE

Proctor and Dutta (1995) defined skill as “goal-directed, well-
organized behavior that is acquired through practice and
performed with economy of effort” (p. 18). Thus, all skills are
assumed to be acquired through practice or training, to be the
result of goal-directed learning (even though incidental learn-
ing may occur as the result of performance), and to be ex-
pressed in coordinated, efficient performance. Simple skills,
such as performing SRT tasks, consist of only a few basic com-
ponents (perception, classification, response selection, and
response) and are learned after a relatively modest amount of
practice. Complex skills, such as solving physics problems, are
made up of multiple components that need to be learned and in-
tegrated before skill is acquired. Such skills take more time to
develop and are more dependent on the nature of training and
the background of the performer. Whether the environment is
open or closed also affects the acquisition of skill. In a closed
environment, the conditions in which the skill is performed are
always essentially the same, whereas in open environments
conditions are changing and uncertain. In an open environ-
ment, the environment itself dictates to some extent how the
skill must be performed. For example, given that ice conditions
are perfect, a figure skater simply performs the learned skills
regardless of where the arena is located. A hockey player, on
the other hand, must be aware of the positions of other players
in order to appropriately exercise learned skills.

Phases of Skill Acquisition

In the beginning of the chapter, Fitts’s (1962/1990, 1964;
Fitts & Posner, 1967) framework was mentioned in the con-
text of the role of memory in skilled performance. Fitts did
not posit any specific mechanisms that describe changes in
the role or importance of memory, attention, or other elemen-
tary processes, but his general framework is consistent with a
shift from attentive, deliberative processing of the environ-
ment and task requirements to a dependence on retrieval from
long-term memory, in one form or another. Fitts describes
three phases of skill acquisition, the cognitive, associative or
fixation, and autonomous phases. As described above, the
cognitive phase emphasizes the role of declarative memory
and cognitive processes in performance. In the associative, or
fixation, phase, “correct patterns of behavior are fixated by
continued practice” (Fitts, 1962/1990, p. 286). This phase
may last for days or months before the autonomous phase is
reached. At this final phase, performance is relatively free
from errors (although performance time may continue to im-
prove) and shows increasing resistance to stress and interfer-
ence from concurrent activities. Fitts suggests that this stage
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is characterized by a shift from visual to proprioceptive feed-
back. He also points out that many skills can be described in
terms of subskills, and that each of these subroutines may de-
velop at its own rate. This idea provides the basis for part-
task training, discussed below.

Anderson’s (1982, 1983, 1993) account of skill acquisi-
tion also consists of an early declarative phase and a later
procedural phase, with an intermediary process of knowledge
compilation that enables the learner to move from the declar-
ative to the procedural phase by converting the declarative
knowledge of the learner into a procedural form. Procedures,
or productions, are basically if-then rules. On the basis of
productions, even complex environmental conditions (if
compiled) can trigger mental or overt actions without the re-
quirement that all relevant aspects of the situation be kept
active in working memory for the application of general in-
terpretive mechanisms.

Mechanisms of Change

According to Anderson (1982), practice results in increased
speed of processing of component procedures. Procedures
may also be compiled or restructured through processes of
chunking (Newell & Rosenbloom, 1981). Carlson, Sullivan,
and Schneider (1989) investigated the relative contributions
of component speed-up and restructuring for the tasks of pre-
dicting or verifying the output of logic gates (e.g., “if all inputs
are equal to 1, the output is 1; otherwise the output is 0” [and
gate]). They found that prediction judgments were faster than
verification judgments and that both types of judgments were
faster when the gate type evaluated whether certain elements
were present rather than if they were absent. The same relative
ordering of task difficulty was maintained for the full 1,200
trials of practice, suggesting that participants were not able to
automatize the procedures used to make the judgments. In
order to test whether attentional resources were freed up as a
function of practice, a memory load was introduced at two
points during practice. The memory load consisted either of
irrelevant digits (i.e., digits other than 0 or 1), digits that had to
be substituted into the comparisons in order to make the judg-
ments, or digits that could, in principle, be used in logic gate
problems, but that were not needed to actually solve the prob-
lems. The memory load had an effect on logic gate perfor-
mance only when it had to be accessed in order to solve the
problem, and this effect was the same both early and late in
practice. Thus, Carlson et al. did not find evidence for qualita-
tive changes in how the task was performed.

When the task is more complex, requiring the formation of
subgoals, evidence for restructuring and speed-up of compo-
nent processes is sometimes found. Carlson, Khoo, Yaure,

and Schneider (1990) devised a task in which complex cir-
cuits of logic gates had to be tested. They found that both the
number of moves required to troubleshoot a circuit (an indi-
cation of the efficiency of the search strategy) and the time
per move (the efficiency of operator application) decreased
as a function of practice, with especially big improvements
early in practice. The pattern of moves also changed with
practice, indicating that learners did form subgoals and came
to recognize the conditions under which these subgoals could
be applied. Retention tests given after 6 months showed re-
tention of both improvements in the speed of component pro-
cessing and in the restructuring of the component steps.

TYPES OF SKILLS

In order to gain more insight into the nature of learning and
the conditions that promote the acquisition of skills, it is nec-
essary to consider performance in a wide range of tasks. Most
real-world skills include perceptual, cognitive, and motor
components. Although the goal of skills researchers is to un-
derstand complex behavior, much can be learned by attempt-
ing to isolate these basic information processes and to look at
the development of perceptual, cognitive, and motor compo-
nents of skill.

Perceptual Skill

Perceptual skills are those skills that depend heavily on the
ability to discriminate between and to classify stimuli on the
basis of perceivable attributes of the stimuli. In some skills,
such as wine tasting (Melcher & Schooler, 1996) or deter-
mining the sex of baby chicks (Lunn, 1948), the skill to be
learned is clearly primarily perceptual. However, often
perceptual skills are an important part of other skills. For ex-
ample, copying high-speed Morse code depends on the per-
ceptual ability to parse the dits and dahs that make up the
message and to group these symbols into conceptual units,
the motor ability to quickly type the message, and the strate-
gic ability to copy behind, that is, to allow the typing of the
message to lag behind the decoding of the message (Wisher,
Sabol, & Kern, 1995). Sports performed in open environ-
ments also depend on perceptual skill. For example, it has
been shown that skill in volleyball is associated with espe-
cially rapid visual search when a volleyball is the target
(Allard & Starkes, 1980).

In order for perceptual skill to develop, features that are
specific to a particular stimulus and that distinguish it from
other stimuli must be learned. One factor that can influence
the development of perceptual skill is labeling. Labeling
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forces observers to attend to the distinctive and unique fea-
tures of stimuli; having attended to these features, observers
can use them to improve performance (e.g., Rabin, 1988). It
may be more than a matter of affectation that wine tasters
have developed such an elaborate vocabulary for classifying
wines. Training that directs the observer’s attention to unique
features has also been shown to result in better perceptual
learning (e.g., Biederman & Shiffrar, 1987).

Sowden, Davies, and Roling (2000) investigated whether
improved sensitivity in detecting basic features could be a
basis for improvement in reading X-ray images. Experts were
found to be more sensitive than novices in detecting dots in
X-ray images. Further, novices were found to improve over
4 days of training but to show no transfer to reversed contrast
images when these images were simple. When more com-
plicated images were used, transfer (although not perfect) did
occur. Sowden et al. interpreted these results as evidence that,
in addition to strategic components, stimulus-specific sensory
learning is important in learning to read X-ray images.

Perceptual learning leads to improved recognition and
classification of stimuli, but it may also reflect improved pro-
cessing of stimuli. Processing may become more efficient
because stimuli are unitized in a sort of visual chunking
process (LaBerge, 1973), or because observers become more
fluent in applying learned operations. Kolers and Roediger
(1984) developed the idea that stimuli are not remembered
independently of the operations performed on them. That is,
learning can be viewed as reflecting both experience with the
stimuli and experience processing them. Evidence for this
view comes from a series of studies in which observers read
geometrically inverted text (i.e., text presented upside down
and from right to left; Kolers, 1975a). After about two
months of practice, participants became quite proficient in
the task. Because different texts were used on different days,
the learning was not tied only to the particular stimuli used
in the task. In fact, when participants were tested in the same
task more than a year later, reading times were only 5% faster
when the same passages used in training were read than when
completely new passages were used (Kolers, 1976). The
advantage for the previously read pages was likely due to
specific practice with the analysis of the graphemic patterns
and not due to prior exposure to the content of the text. This
is suggested by a study from Kolers (1975b) in which prior
reading of the same text in a normal orientation did not facil-
itate reading of inverted text. A similar result was noted
by Thorndike and Woodworth (1901a, 1901b, 1901c), who
trained people on simple tasks such as estimating areas of
geometric shapes or crossing out specific letters in a text, and
then transferred them to related tasks. They found that the
benefits of practice were restricted in scope, suggesting that

the benefits were partly, or even primarily, due to perceptual
learning of the training stimuli.

Cognitive Skill

Cognitive skills range from learning to make simple associa-
tions between stimuli and responses to solving complex prob-
lems or flying fighter planes. Complex skills usually have
perceptual or motor components or depend on background
knowledge, but much can be gained by examining what is
arguably the simplest form of cognitive skill, response-
selection skill. Response-selection processes are those
processes that are important in determining which response is
to be made to which stimulus. Increased facility in response
selection is often the most important determinant of improve-
ment in task performance (Teichner & Krebs, 1974; Welford,
1968, 1976), outweighing the importance of making percep-
tual discriminations or executing motor responses.

Developmental studies have shown that children’s im-
provement as a function of age in a selective-attention task in
which one stimulus dimension has to be attended and another
ignored is largely attributable to increases in the speed with
which stimulus-response translation can occur (Ridderinkhof,
van der Molen, Band, & Bashore, 1997). Numerous studies
have shown that stimulus-response translation is the locus of
performance improvements in choice-reaction tasks among
adults. For example, Pashler and Baylis (1991) used a number
of practice and transfer conditions to determine the locus of
performance improvements in choice-reaction tasks. Partici-
pants practiced pressing keys in response to stimulus category
(e.g., pressing a key with the index finger if the stimulus was
a letter, a middle key with the middle finger for a digit, and a
left key with the ring finger for a nonalphanumeric symbol).
During practice sessions, a small set of only two stimuli from
each category was used. After substantial improvement in
performance had occurred, two additional stimuli from each
category were added. Importantly, responses were just as fast
for new stimuli as for already practiced stimuli, suggesting
that the locus of the practice effect was in assigning stimuli to
categories and selecting the right category key. Changing the
hand used to make the key presses had no effect on perfor-
mance, ruling out a motor locus for improvements. However,
consistent with a response-selection account of performance
improvements, reassigning the categories to different keys
completely eliminated the benefits of practice.

Although practice effects in choice-reaction tasks are con-
centrated in response-selection or stimulus-response transla-
tion processes, it does not seem to be the case that response
selection becomes automatized such that stimuli automati-
cally activate their corresponding responses. Ehrenstein,
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Walker, Czerwinski, and Feldman (1997) review evidence
from choice-reaction tasks and visual search studies that cast
doubt on the idea that, at a fundamental level, performance
becomes automatic as a function of practice. For example, it
has been shown that one of the variables that most directly
affects response selection, stimulus-response compatibility,
continues to affect performance even after much practice and
after performance seems to have reached an asymptotic level
(Dutta & Proctor, 1992; Fitts & Seeger, 1953; see the chapter
by Proctor & Vu).

Motor Skill

Motor skills have been extensively studied since the very
beginnings of experimental psychology (e.g., Woodworth,
1899; Bryan & Harter, 1897, 1899). Whether one empha-
sizes “the integration of well-adjusted muscular perfor-
mance” (Pear, 1948, p. 92) or “continuous interaction of
response processes with input and feedback processes” (Fitts,
1962/1990, p. 275), motor performance often plays a central
role in definitions of skill. There are three problems to be
solved in learning to perform a motor task with skill. The
degrees-of-freedom problem arises because there are many
ways of performing any given action, and the performer is
faced with the task of finding the best one. The serial-order
problem concerns the timing and ordering of sequences of
movements. Finally, the perceptual-motor integration prob-
lem involves coordinating the interactions between the per-
ceptual and motor systems.

The Degrees-of-Freedom Problem

Degrees of freedom are, to put it simply, the dimensions of
movement permitted by the joints involved in performing an
action. In general, the more complex the movement, the more
degrees of freedom there are available (see the chapter by
Heuer). A goal of skilled performance is to make optimal use
of the available degrees of freedom. Bernstein (1967) sug-
gested that, early in performance, the degrees-of-freedom
problem may be solved by simply fixing or “freezing” some
of the joints involved in the action. Vereijken, van Emmerik,
Whiting, and Newell (1992) showed that as a person masters
a skill (in this case, learing to ski on a ski simulator), the de-
grees of freedom that are initially fixed are gradually freed
such that the use of these joints can also enter into perfor-
mance. As yet, little research has been done on whether fixing
degrees of freedom is a general strategy, and results from the
studies that have been done are mixed. Broderick and Newell
(1999) suggest that both the task and the skill level of the
performer must be considered, because the coordination

patterns observed seem to depend on an interaction of the
task and performer. In some cases, novices seem rigid and
stiff (Vereijken et al., 1992). In other cases, novices show
much more variability than experts (Broderick & Newell,
1999). Coordination of multiple effectors is more compli-
cated than just a restriction of the range of movement of
specific joints.

The Serial-Order Problem

Original ideas about the serial-order problem focused on the
relation between one response and the next. In the linear-chain
hypothesis of Lashley (1951), the sensory feedback produced
by a response initiates the next response in the sequence. Such
a process may explain learning when the two responses in-
volved have a unique association such that the second re-
sponse always follows the first. In such a case, learning might
occur automatically, as discussed for unambiguous sequences
in the earlier section on sequence learning. However, such a
hypothesis cannot explain the learning of ambiguous se-
quences. Lashley hypothesized that control can also be hierar-
chical, and this hypothesis is supported by studies that show
that the pauses that performers make when carrying out a se-
quence of finger movements correspond to the hierarchical
structure of the sequence (Povel & Collard, 1982).

The Perceptual-Motor Integration Problem

The perceptual-motor integration problem involves the ways
perception influences action and action influences percep-
tion. Perception provides visual information, as well as sen-
sory input from receptors in the muscles, joints, tendons, and
skin. Of these information sources, the role of vision in learn-
ing has received the most study. Despite rather extensive re-
search, however, it is difficult to make generalizations about
the role of vision in skilled performance. In many cases, if
vision does play an important role in performance, it contin-
ues to play an important role even after extensive practice.
For example, Khan and Franks (2000) showed that a group
allowed to view the cursor while performing a cursor posi-
tioning task (in which a cursor had to be moved onto a target)
performed better than a group that saw the cursor only at
the beginning of a trial. When transferred to a no-vision
condition, however, the group that practiced with visual feed-
back performed much worse than the group that had prac-
ticed without such feedback.

Some studies have suggested that visual feedback some-
times becomes more important with practice (Proteau &
Cournoyer, 1990). Such findings are predicted by the
specificity-of-practice hypothesis (Proteau, 1992; Proteau,
Marteniuk, & Levesque, 1992), according to which different
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sources of sensory information are integrated to form an
intermodal sensorimotor representation. Performance suffers
if a source of information is removed or added because the
incoming sensory information is then no longer compatible
with the sensorimotor representation. Because specificity
develops with practice, changes in information may result in
greater decrements in performance after extensive practice
than after moderate levels of practice. Thus, whether reliance
on visual information seems to increase could depend on when
such reliance is tested. More recently, Proteau, Tremblay, and
DeJaeger (1998) have suggested that, with practice, the
source of afferent information best suited to ensure optimal
performance progressively dominates other sources of sen-
sory information. The withdrawal of this information will
lead to a deterioration in performance only when its domi-
nance has been firmly established. Thus, withdrawing such a
source of afferent information early in practice will be less
detrimental than doing so later.

FACTORS INFLUENCING SKILL ACQUISITION

Coordination of different effectors, hierarchical control, and
perceptual-motor integration are all necessary for the devel-
opment of skill, but what are the factors that can enhance the
development of skill? Answering this question requires that
we make a distinction between factors that have an effect on
the performance of a task and factors that affect learning, as
measured by retention of the skill or performance on transfer
tasks. Factors that lead to better performance during training
do not necessarily lead to better learning. Bjork (1999) has
argued that immediate performance is based on the retrieval
strength of newly made memories, whereas learning is based
on what he calls storage strength. He warns that training con-
ditions that support performance by providing a short-term
basis for ready access to correct responses or procedures may
impede the growth of the storage strength necessary to sup-
port long-term performance.

A number of factors have been identified that affect the
rate and extent of learning of motor tasks, and many of these
factors seem to play an equally important role in the learning
of cognitive tasks. Although factors such as the motivation
and ability of the performer have a big influence on the out-
come of practice, the factors that have been most extensively
studied are feedback and practice schedules.

Feedback

There are two major sources of feedback: intrinsic and ex-
trinsic. Intrinsic feedback is feedback that is directly produced
by the response, and this can include proprioceptive, visual,

auditory, and vestibular information. Contrary to an assump-
tion that skilled performance is automatic and therefore in-
creasingly less reliant on feedback, even skilled performance
can be dependent on intrinsic feedback. As suggested by
Proteau’s (1992) specificity-of-practice hypothesis, removing
feedback from a task practiced with feedback can disrupt per-
formance, as can adding visual feedback to a task learned
without such feedback (Elliott & Jaeger, 1988; Proteau et al.,
1992). The important point seems to be that, with practice, a
central representation of the relevant feedback is formed and
that this representation (like the stimulus-response represen-
tations in response-selection tasks) continues to be used in
highly skilled performance. It should be noted, however, that
some studies have found a decreased reliance on feedback. In
one such study, Pew (1966) found evidence that an early re-
liance on visual information in a higher-order tracking task
was replaced by a control strategy that was performed auto-
matically, with only occasional monitoring. One could argue,
however, that performers in Pew’s study learned to use pro-
prioceptive feedback or other information in place of visual
feedback.

Extrinsic feedback is feedback that is added to intrinsic
feedback. It might include hearing a beep when a mistake is
made or when a target is hit, watching a video of one’s own
performance, or viewing a plot of movement dynamics. An
important distinction is between knowledge of results (KR),
in which the outcomes (accuracy or speed) of a movement are
conveyed to the performer, and knowledge of performance,
in which information about the dynamics of movement (tem-
poral or spatial) is provided to the performer. Knowledge of
performance is more effective than KR when the task is more
complex than a simple pointing or tracking task.

It seems reasonable to think that KR will be most effective
when it is provided immediately and on every trial. However,
this is not always the case. For example, Winstein and
Schmidt (1990) found that just as much learning occurred
when KR was provided on 33% of trials in which a complex
movement had to be made as when it was provided on 100%
of the trials. Moreover, decreasing the percentage of trials on
which KR was provided across the training period led to bet-
ter learning. It has also been found that providing a summary
of performance at the end of a block of trials can be more
effective than providing feedback after every trial (Lavery,
1962; Schmidt, Young, Swinnen, & Shapiro, 1989). Schmidt
and colleagues have suggested that the function of feedback
is to guide the performer toward the performance goal. This
guidance hypothesis states that when feedback is provided on
every trial, performers become too dependent on it, which
leads to poorer performance on retention or transfer tests
without the feedback. It may be that the important process
that underlies the benefit for reduced feedback is a greater
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Figure 18.3 Practice and transfer performance in solving logic gate prob-
lems as a function of blocked or random problem presentation. Source:
Carlson and Yaure (1990).

reliance on memory. The inclusion of no-KR trials may also
lead to the development of the sort of internal representation
that is necessary for performers to detect errors on their own.
Whether feedback is intrinsic or extrinsic, it takes time to
process it: KR provided too soon after a trial can interfere
with the processing of intrinsic feedback (Swinnen, 1990;
Swinnen, Schmidt, Nicholson, & Shapiro, 1990).

Practice Schedules

The distinction between performance during practice and
learning as measured with retention or transfer conditions
has proven to be critical in evaluating the results of practice
schedules. For example, massing practice, such that only a
few sessions with many trials of practice are given in place
of more sessions with fewer trials in each session, has been
shown to have detrimental effects during acquisition but
varying effects on learning. Lee and Genovese (1988) noted
that studies with continuous tasks (such as tracking tasks; see
chapter by Heuer) show a small but negative effect of massed
practice on retention. Discrete tasks actually show more
learning when practice is massed.

A dissociation between effects of the scheduling of task
conditions on performance during practice and learning is
also seen when different variations of a task must be learned.
Blocking practice, such that one variation is practiced in one
session and another variation in a different one, has been
shown to lead to better performance than random practice, in
which all variations are possible within a block of practice.
However, learning, as assessed by transfer or retention
tests, is better for the random conditions (see Figure 18.3;

Carlson & Yaure, 1990; V. I. Schneider, Healy, Ericsson, &
Bourne, 1995; Shea & Morgan, 1979). It seems that the need
to recall task requirements on every trial, as in the random
condition, is essential to learning (Battig, 1979; Lee & Magill,
1983).

INDIVIDUAL DIFFERENCES
IN SKILLED PERFORMANCE

Individual differences in various abilities have formed the
basis of selection and training research as well as a theo-
retical starting point for characterizing how skill develops.
Theoretically, some models make predictions about which
abilities should explain the most variance in skilled perfor-
mance at different levels of skill acquisition. From a practical
standpoint, the training and selection literature has focused
on determining the abilities that predict success in learning
particular skills.

The general progression from cognitive mediation to
an associative phase to automatic performance (e.g., Fitts,
1962/1990, 1964) forms the basis for Ackerman’s (1988,
1992) account of the relationship between level of skill ac-
quisition and cognitive ability. According to Ackerman, per-
formance in the early, declarative stage of learning a skill is
affected more than later stages by the background knowledge
and general spatial, verbal, and numeric abilities of the
learner. The development of more specific and streamlined
procedures in the associative phase leads to less reliance on
general declarative knowledge. In this stage, as speed and
efficiency develop and the need for conscious mediation
lessens, the dependence on general cognitive abilities is re-
duced and the perceptual speed of the learner, as measured
by tasks such as letter matching and serial response time, be-
comes a more important determinant of performance. Finally,
in the autonomous stage, in which task components have be-
come more automatic and performance is relatively free of
attentional demands, performance will be more subject to the
psychomotor ability of the performer.

Ackerman (1992) tested his model by comparing the cor-
relation between performance and ability at different levels
of skill acquisition in a complex, computerized air traffic con-
trol simulator. The effectiveness of measures of perceptual
ability as a predictor of performance was, as predicted, higher
at higher levels of skill. However, measures of general ability
were also better predictors at high skill levels. It may be that
tasks that require the integration of new information never
become independent of general ability. One reason for this
could be the dependence of such performance on working
memory. Another possibility, suggested by Matthews, Jones,
and Chamberlain (1992), who found that tests of ability in the
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context of a mail-coding task showed no trade-off between
predictive power of cognitive versus perceptual speed tasks,
is that executive control of performance remains important in
most complex tasks.

Skilled performance is generally described as being rela-
tively fast and error-free, but in at least some situations, more
skilled performers are actually more error-prone than less
skilled performers. Bell, Gardner, and Woltz (1997) found
individual differences in the rate of making undetected errors
on a number reduction task, in which numbers were com-
pared according to a series of rules. After a practice session in
which speed was emphasized, participants received a transfer
session emphasizing accuracy and the instruction to press a
key whenever a performance error was detected. Bell et al.
found that the people who were more skilled (as indicated by
faster reaction times during the training session) also made
more undetected errors in the transfer session. The number of
undetected errors was correlated with measures of memory
span, with a larger memory span being associated with a
lower error rate. Speed of processing was also correlated with
the making of undetected errors: Faster processors made
fewer undetected errors. Although speed-accuracy trade-off
can not be ruled out as an explanation for the finding that
latency was negatively correlated with the number of unde-
tected errors made, Bell et al. argue that fluency in a task
brings with it an increased chance of making undetected
errors. Furthermore, detecting errors seems to require work-
ing memory resources, as indicated by the finding that people
with a greater memory span were better able to detect errors.

EXPERTISE

Expertise in a particular domain can be viewed as the end
product of skill acquisition. Unfortunately, it is an end that
most of us do not reach in domains where we are nonetheless
active. What enables some people to become expert in their
field, whether it be playing tennis, solving physics problems,
or playing the viola, and what characteristics distinguish
experts and nonexperts?

One of the most debated topics in this field is whether ex-
pertise is primarily a result of learning or whether some peo-
ple are genetically predisposed to become experts. Although
it seems obvious that heredity can place constraints on the
ability to become an expert, the major factor in developing
expertise seems to be a commitment to years of dedicated
practice. Newell and Simon (1972) were among the first to
suggest that expertise can be explained in terms of the devel-
opment of knowledge and information-processing abilities
(e.g., memory span). Ericsson and Charness (1994) argued

that extended training significantly alters both cognitive and
physiological processes to an even greater degree than sug-
gested by the work of Newell and Simon. They contend that
differences between experts and novices primarily reflect
changes brought about by practice rather than differences in
aptitude or initial ability. It has even been argued that human
expertise can be viewed as the result of circumventing nor-
mal limitations on human information processing (e.g., de-
velopment of parallel processing in typing; Salthouse, 1991).

It may be that prodigious achievements in performance
are rare because talent for a specific activity and the neces-
sary environmental support for the development of that
talent rarely coincide (Feldman, 1986). Gardner (1983), in
particular, has argued that individual differences in aptitude
and ability play a much greater role than that assumed by
Ericsson and his colleagues. Gardner argues that the deliber-
ate practice account of expertise ignores self-selection and
the basis for the ability to engage in the training required to
become an expert. However, there are many cases of excep-
tional performers who did not show any unusual talent early
in childhood but, through sustained, intensive practice,
nonetheless achieved high performance levels (Ericsson &
Charness, 1994).

Chase and Simon (1973; Simon & Chase, 1973) developed
both a skill-based account of expertise and methods for study-
ing expertise. Using expertise in chess as an example, they
attempted to document the expert’s knowledge structures and
processes. Their influential work emphasized the roles of per-
ception and memory in expert performance. According to
Chase and Simon, the development of expertise in chess
relies heavily on chunking. As a result of practice and experi-
ence with the game, experts come to recognize configurations
of chess pieces as groups or chunks rather than as individual
pieces. As chunks develop, increasingly larger configurations
are recognized until the game configuration itself can be
apprehended as one whole. Other researchers (e.g., Charness,
1991) have emphasized the importance of study, in this case,
the study of games of chess masters and strategy, in the
development of expertise in chess. Chess masters themselves
have a great deal of knowledge acquired through study of
books and magazines.

Search and evaluation processes have been shown to have
a separate, and important, role in chess expertise (e.g.,
Charness, 1981), as have heuristic rules and knowledge of
themes, openings, and so forth (Holding, 1985). As suggested
by the work of Chase and Simon (1973), however, what is
searched appears to be more important than how extensively
or deeply the search is conducted. Chess masters seem to rely
more on pattern recognition than search (although very fast
search times have not been ruled out). Pattern recognition
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skills may develop in part because time limits in chess penal-
ize long search times and encourage sacrificing; this factor
could limit the generalizability of the characterization of
chess expertise to other skills.

Studying Expertise

The original expertise approach consists of three steps. The
first step is to produce and observe outstanding performance
in the laboratory under relatively standardized conditions
using tasks that are representative of the skills possessed
by the expert. The second step is to create a detailed picture
of expert performance by analyzing and describing the
processes critical to the production of an outstanding perfor-
mance on the tasks. The third and final step is to examine
critical cognitive processes and propose explicit learning
mechanisms to account for their acquisition. In other words,
the object is to develop an account of the expert’s knowledge
structures and processes.

A variety of knowledge acquisition techniques has been
used to analyze expert knowledge structures and processes.
Some techniques, such as hierarchical card sorting and gen-
eral weighted networks, are based on judgments of similarity.
In card sorting tasks, cards containing one piece of domain
knowledge each are sorted into categories and subcategories.
The resulting hierarchical structure is presumed to reflect the
way the expert structures his or her actual knowledge. A lim-
itation of this technique is that the requirement to make cate-
gories may force the expert to create a different structure
from that which actually exists. The Pathfinder algorithm
(Schvaneveldt, 1990) poses fewer constraints. Experts sim-
ply rate pairs of domain terms for their similarity, and then
the algorithm is applied to find the network structure under-
lying the knowledge. Protocol analysis has also been exten-
sively used to study expert behavior. In its most general
application, experts are asked to think aloud while they solve
a problem or perform a task. In this method, experts are sim-
ply asked to verbalize any thoughts that come to mind as they
are performing a task. Ericsson and Simon (1993) maintain
that this technique, unlike requiring people to explain their
thinking, does not seem to cause any restructuring of the cog-
nitive processes involved in task performance. On the other
hand, it is limited to knowledge of which the expert is aware.
Actions that are performed automatically or very quickly are
likely to escape the notice of the performer.

Characteristics of Expertise

As mentioned above, changes in working memory span for do-
main information are often cited as a characteristic of

expertise. Skilled memory theory states that at the time of
encoding, experts form a set of retrieval cues that are associ-
ated in a meaningful way with the information to be stored.
Retrieval then occurs via these cues. Rather than just chunking
information so that more information can be stored in short-
term memory, experts develop memory skills that enable them
to store and retrieve information in long-term memory more
quickly and efficiently, thus circumventing the limits of short-
term memory (Chase & Ericsson, 1982). Chase and Ericsson
thus argue that extensive practice develops skills that lead to
qualitative, and not just quantitative, differences in memory
performance for the practiced type of information.

In the area of problem solving, several generalizations
about expert performance can be made. As Anzai (1991) has
shown in studies of physics expertise, experts work forward,
novices backward. Novices are also apt to change problem
representations more frequently than experts; they seem
unable to decide which representation is best for solving a
problem. Experts, on the other hand, generate and update
a representation of a problem as they read it. By the time a
question regarding the problem is presented, they are often
able to retrieve a solution plan from memory based on this
representation (Larkin, McDermott, Simon, & Simon, 1980).
In other words, the representation cues the expert’s knowl-
edge. Novices may lack both the organized knowledge base
and the ability to build a representation that can act as a cue.
Physics experts seem to possess multiple modes of represen-
tation for solving problems as well as the procedural knowl-
edge for effective use of these multiple representations. This
provides the basis for the formation of abstract or simpler
representations from less abstract or more complex ones.

In the area of motor skill expertise, a distinction has been
made between knowing and doing (Allard & Starkes, 1991).
Knowing, in this context, involves directing the intake of en-
vironmental information in the appropriate way. The doing
component is essential for the execution of actions, sport
techniques, and motor-control programs. Knowing (consist-
ing primarily of search processes) dominates in open skills,
such as football, in which the environment (often including
an opponent) is important and performance is directed to-
ward an external goal. Doing (which can be characterized as
skilled memory) predominates in closed skills, such as figure
skating, in which the skill is performed in an invariant envi-
ronment and has the production of a particular motor pattern
as its goal.

Skill and Expertise

The fact that practice seems to be the most important deter-
minant of the acquisition of expertise means that learning
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mechanisms that mediate increasing improvements from re-
peated practice trials must exist and play important roles in
the acquisition of expertise. It is not merely exposure to a task
that provides the basis for expert performance, but conscious,
deliberate practice in which feedback is sought and used to
improve performance. Just as it does in skilled performance
in general, memory plays a large role in expertise. As men-
tioned above, experts have both a large, well-organized
knowledge base and, often, specialized procedures for ac-
quiring and storing knowledge. Also noteworthy is the speci-
ficity of the skills experts possess. For example, although
chess players show an exceptional memory for the positions
of chess pieces in various midgame positions, they do not
score any higher on general tests of spatial ability than do
controls (Doll & Mayr, 1987). As Thorndike and Woodworth
(1901a, 1901b, 1901c) argued, there is little evidence for a
“doctrine of formal discipline” (see Higginson, 1931) in
which practice in one difficult skill leads to generalizable
benefits in other domains. The study of expertise allows us to
add that there is little evidence that exceptional abilities are a
necessary prerequisite for the development of expertise.

TRAINING

Training has been a topic of interest to psychologists for the
past hundred years or so. The major question of interest has
been how broad the effects of training can be. As suggested
by instance accounts of skill acquisition, the effects of train-
ing are often quite tightly tied to the training conditions.
Therefore, it is necessary to determine what aspects of the
target environment need to be included in the training. A
related problem is that many skills are too complex to be
learned all at once. Effective training can therefore depend on
learning only certain aspects of a skill at a time. For these rea-
sons, methods of decomposing skills for training and then re-
combining them are needed if effective training programs are
to be designed.

Effective, efficient training programs depend on the iden-
tification of those aspects of the task that are critical for im-
proving skill. These aspects can be identified by interviewing
experts, by determining the characteristics that divide good
performers and bad performers, and through theoretical
analysis of the task. One approach is to emphasize cue-
response relations (Cormier, 1987) and to determine which
cues are necessary for the determination of responses. This
approach has been used in designing simulators for training
complex or dangerous tasks. Building high-fidelity simula-
tors is expensive, so there is pressure on designers to include
only those cues that lead to better transfer to the actual task.

If one can determine the relevant cue-response relations, only
the cues that are necessary need be incorporated into the
simulator. Unfortunately, determining these relations is not
always easy. For example, it has been found that motion cues
can lead to better performance in a flight simulator (e.g.,
Perry & Naish, 1964), but not to better transfer to actual flight
(e.g., Jacobs & Roscoe, 1975). In order to understand this dis-
crepancy, it is necessary to look at the type of motion cues pre-
sented. In general, the presence of disturbance motion cues
(cues associated with outside influences) are more important
for transfer of simulator training to actual flight. However, for
relatively unstable, difficult-to-fly aircraft, maneuver cues
(cues associated with control actions) can be important (for a
review see Gawron, Bailey, & Lehman, 1995).

Most techniques for analyzing tasks start with a
description of the complete human-machine system but focus
on the description, analysis, and evaluation of the perfor-
mance demands placed on the human. For example, the
focus might be on decomposing tasks into their constituent
information-processing requirements, such as the principles,
rules, and goals contained in expert knowledge, the distinc-
tion between automatic and controlled processes, or the
allocation of attention. An example of one such approach is
principled task decomposition (Frederiksen & White, 1989).
This method was used by Frederiksen and White to develop
a training program for the Space Fortress game, a video
game developed by researchers to study complex skill acqui-
sition (Mané & Donchin, 1989), and it is based on task
decomposition, an analysis of human information-processing
requirements, and the characteristics of expert performance.
Frederiksen and White first identified the hierarchical rela-
tionships between skill and knowledge components that
allow the progression from novice to expert performance and
then used this task decomposition to construct training activ-
ities for the component processes as well as their integration.
A comparison of the performance of a group who received
componential training and a control group who practiced the
Space Fortress game showed an initial deficit for the compo-
nential-training group when first transferred to whole-game
performance. However, the componential-training group
quickly overtook the whole-game training group, suggesting
that, after some initial integration of learned skills during
their first experience with the whole game, the specific
knowledge and heuristics taught in the componential training
had benefited learning (see Figure 18.4).

In general, part-task training, such as that used by
Frederiksen and White (1989), has been shown to be an ef-
fective method of training difficult tasks or tasks with inde-
pendent components (Holding, 1965; Wightman & Lintern,
1985). Several methods of part-task training have been
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Figure 18.4 Performance of the control and componential-training groups
on the Space Fortress game. Source: Frederiksen and White (1989).

developed and evaluated. If a task consists of components
with clear starting and stopping points, it can simply be seg-
mented into the different components. If the last step in a seg-
mented task is practiced first, with earlier components added
later, the procedure is called backward chaining. Whether
backward chaining is more effective than forward chaining,
in which segments are trained sequentially, starting with the
first one, will depend on the type of feedback needed for per-
formance. For complex tasks in which the initial steps are far
removed from the goal, there might be a benefit for backward
chaining because this begins by emphasizing the steps closest
to the goal. When feedback from one component influences
performance on the next, forward chaining might be more
effective (Wightman & Lintern, 1985).

Marmie and Healy (1995) showed that the benefits of part-
task training using a segmentation and backward-chaining
strategy can show long-lasting effects in a simulated tank-
gunnery task. In the relevant experiment, participants prac-
ticed either the whole task (searching for a target, sighting
it, and firing) or, for several sessions, only the sighting and
firing components. Performance in whole-task retention ses-
sions given immediately after training or one month later
showed no difference between the groups in overall perfor-
mance (proportion of kills) or in time to identify the target.
However, the part-task training group, which was able to de-
vote more resources to the sighting and firing components of
the task during training, showed a long-lasting benefit in time
to fire.

If different task components are performed in parallel, it
is not possible to segment them. In this case, we speak of
fractionation of the task. This involves practicing some com-
ponents, such as perceptual skills, in isolation and then
combining them with other aspects of the task, such as

making responses. It has been argued that fractionation can
only be effective if there is relatively little time sharing or
interdependence between the components (W. Schneider &
Detweiler, 1988). In some cases, such as when multiple-task
components must be carried out in parallel, the demands
imposed by the need to recombine the separate skills counter-
act any benefits of part-task training. However, the view that
part-task training is ineffective for tasks that must be time
shared may be overly pessimistic.

Fabiani et al. (1989) compared the hierarchical training
tasks developed by Frederiksen and White (1989) with
whole-task training and with a so-called integrative training,
in which the whole task was practiced, but performers were
instructed to emphasize certain of the skills identified by
Frederiksen and White. If time sharing must be practiced in
order to be learned, one might expect better performance in a
whole-task transfer condition for the integrative- than for the
hierarchical-training group. However, although the integra-
tive group showed more learning than a control group who
practiced the whole task under normal instructions for the
same amount of time, they did not do any better than the hier-
archical group. A possible benefit for the integrative group
was, however, found when a variety of secondary tasks were
added to the game. The integrative group proved to be better
in coping with these new task demands.

Another method of training is to simplify the task, teach
the simplified version, and then release the constraints placed
on the task until the task is restored to its original complexity.
This method has been used successfully in teaching the use
of software and has led to the concept of minimal training.
Carroll (1997) argues that step-by-step manuals and com-
puter tutorials are often frustrating and ineffective because
they do not match the way people approach learning.
According to Carroll, learners want to get started fast,
which often leads them to omit critical steps, and neglect
to plan tasks or predict the outcomes of their explorations.
They also prefer not to follow procedures, often reason from
inference—even when the similarity to the current situation
is only superficial—and, finally, are often poor at recogniz-
ing, diagnosing, and recovering from errors. Recognition
of these characteristics of learners led Carroll (Carroll &
Carrithers, 1984) to develop a training wheels interface for a
word processor that restricted what learners could do and,
hence, the errors that they could make. They found a substan-
tial benefit for the use of the training wheels interface on
transfer to the full word processor. They attributed the benefit
to the fact that training wheels users spent less time on error
recovery and more time learning useful tasks. The lessons
to be learned from Carroll and his colleagues’ work on
minimalist training (summarized in Carroll, 1997) are that
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training environments should allow users to get started fast,
permit them to think and improvise, embed information in real
tasks, relate new information to what people already know,
and support error recognition and recovery. In other words,
good instruction should enable active learning while provid-
ing enough support to keep learners involved in useful tasks.

Skill Acquisition and Attentional Strategies

Skill acquisition depends on paying attention to the right
things at the right time. That is, an important aspect of skilled
performance is skilled attending. In many tasks, it is impor-
tant not only to know what to attend to, but how to attend to
it. Complex, dynamic tasks often require performers to di-
vide attention and processing resources among competing,
dynamically changing stimuli or task demands, for which pri-
orities must be established and trade-offs made. Important
questions in the training of complex skills concern whether
we are aware of attentional investments and can control and
allocate attentional resources.

One example of attentional allocation is distributing vi-
sual attention across a relatively large area and number of
processing items, or focusing it on a small area or number of
items (see the chapter by Egeth & Lamy). Learning to focus
attention appropriately could well be an important factor in
performance of many skills. Most work on the training of
attention comes from the study of dual-task performance in
which performers had to learn to prioritize their performance
of two tasks so that one was performed better at the cost of
the other (e.g., Gopher, Brickner, & Navon, 1982). With the
provision of augmented feedback, in which details of the na-
ture of the performance are given, people can learn to make
performance trade-offs and allocate attention according to
instructions (Spitz, 1988).

The training of attentional allocation and prioritization
strategies can have a strong and long-lasting influence on per-
formance. Gopher and his colleagues (see Gopher, 1993) have
shown that dual-task performance benefits more from training
under variable priority settings (e.g., Task 1 priority of 25, 50,
or 75%) than from training without priority instructions or
with only one priority (e.g., 50%). The higher ability of per-
formers who train under variable priorities seems to stem
from an improved ability to detect changes and adjust efforts
to cope with changing task demands. Gopher, Weil, and Siegel
(1989) implemented variable-priority setting in a training pro-
gram for the Space Fortress game (Mané & Donchin, 1989).
By requiring participants to change their emphasis on differ-
ent aspects of the game, they forced them to explore different
strategies of performance, thus overcoming limitations that

arise when learners lock onto a nonoptimal strategy early in
performance. Participants who performed under emphasis-
change conditions also improved in their ability to evaluate
their own peripheral attention abilities and thus to discover
minimal control levels. Gopher, Weil, Bareket, and Caspi
(1988) gave variable-emphasis training with the Space
Fortress game to groups of Israeli Air Force cadets who were
undergoing flight training. Although they received only
10 hours of variable-emphasis Space Fortress training, cadets
in the experimental group showed a 30% increase in program
completion. Practice with Space Fortress has also been shown
to improve the piloting performance of U.S. helicopter pilots
(Hart & Battiste, 1992).

Automaticity and Training

Attentional strategies can be trained, but to what extent can
people be trained to operate without attention? Many com-
plex tasks can only be performed because some task compo-
nents have become automatized, thus freeing up resources
for other components. Several researchers have shown that
training in tasks similar to visual search can lead to automatic
processing. Such training has been used successfully with air
traffic controllers to promote automatic processing of some
perceptual information, such as the distances between air-
craft, and indications of certain maneuvers, such as the start
of turns (W. Schneider, Vidulich, & Yeh, 1982). Shebilske,
Goettl, and Regian (1999) have developed a framework for
training that emphasizes the development of automaticity in
task components. They suggest that by determining the com-
ponents for which automaticity does not develop, one suc-
ceeds in identifying those components that play a controlling,
or executive, role in the performance of a task.

Team Training

Many tasks are performed not by individuals working alone
but by individuals working in teams. The basic principles of
skill acquisition and training apply to the individuals, but
teamwork brings with it special concerns. Some of the con-
cerns of teamwork fall within the domain of organizational or
social psychology, such as the organizational climate in the
cockpit and its contribution to air disasters caused by the re-
luctance of copilots to contradict or question the pilot’s ac-
tions. Being a part of a team can also, however, change the
way the individual carries out his or her work. Team workers
must be able to predict other team members’ behavior and
must be able to give and receive backup support. The perfor-
mance of many tasks requires knowledge of what others are
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doing and of what they know. Salas and colleagues (e.g.,
Salas & Cannon-Bowers, 1997) refer to this knowledge as a
shared mental model. They suggest that this knowledge al-
lows team members to anticipate each other’s actions and to
maintain an accurate, up-to-date picture of the current situa-
tion (i.e., situation awareness). The question arises whether
there are special training procedures that promote such a
shared mental model.

Just as in the training of any task, the development of a
team-training program starts with task analysis. The commu-
nication flow between team members forms an important part
of the analysis. One training strategy unique to team training
is cross-training. In cross-training, team members receive
information and training in the tasks of other team members.
In addition to providing the team with backup knowledge
should a team member be absent, this may also contribute to
the development of a shared mental model. Volpe, Cannon-
Bowers, Salas, and Spector (1996) showed that 2-person
teams who received cross-training used more efficient com-
munication strategies and showed better task performance
than teams not provided with this knowledge.

Entin and Serfaty (1999) have argued that cross-training
is insufficient as a training method for teams who must
function in high-workload environments. They maintain
that special strategies are necessary to train team members to
recognize high-stress conditions and adapt their behavior
accordingly. They found that team performance improved
after participating in a training program in which participants
learned to recognize signs of stress and to communicate more
effectively by anticipating the information needs of other
team members.

RETENTION AND TRANSFER OF SKILL

Transfer of Training

According to Logan and Compton (1998), transfer should
occur between compatible tasks, where compatibility is de-
fined as a condition in which “traces laid down in one task
context can be used to support performance in another”
(p. 119). Orthogonal or incompatible traces will be of no use
and may even cause confusion if retrieved. This view is con-
sistent with the long-standing view that transfer will occur
when elements in the practiced task are also present in the
transfer task. This identical-elements view of transfer
(Thorndike & Woodworth, 1901a, 1901b, 1901c) is elegantly
incorporated in production system models of learning (e.g.,
Singley & Anderson, 1989). Many examples of positive

transfer of components of skill are given above. In fact, the
presence of transfer is often considered to provide the basis
for determining what has been learned in a training session.

Long-Term Retention of Skill

It is an old adage that once you learn to ride a bicycle you
will never forget how to do it. In fact, even skills learned in
relatively artificial laboratory environments often show sur-
prisingly good retention. One example of this is the Kolers
(1976) study mentioned above. After 1 year with presumably
no practice, participants were still quite proficient in the skill
of reading inverted text, and they even showed some benefit
for seeing the same text again. Using the task of visual search
of displays with various numbers of elements, Cooke, Durso,
and Schvaneveldt (1994) showed retention of skilled search
ability, including no loss of visual search rates and a minimal
loss of search speed, after a 9-year period of nonuse. Further-
more, the savings were found for both consistent and varied-
mapping tasks. The fact that the search rate was maintained
suggests that essential elements of the search process were
retained. Participants also reported that they still experi-
enced a pop-out effect, in which consistently mapped targets
seemed to command attention even though 9 years had
elapsed since the development of the search skill.

The retention of skilled performance depends on the con-
ditions of training and the conditions under which retention is
tested. In general, as suggested by Kolers and Roediger
(1984), performance will be better to the extent that the pro-
cedures used by the performers during training are also used
in retention testing. Healy et al. (1995) summarize a variety
of studies on the learning and retention of simple cognitive
skills and conclude that retention will be the greatest when
retention requires the procedures employed during training,
when information received during training can be related to
previous experience and can be retrieved directly, when
trained information is made distinctive, and when refresher
or practice opportunities are provided (Healy et al., 1993,
1995). In other words, both procedures and information seem
to provide the cues necessary for retrieving information even
after long periods of nonuse.

The emphasis that Healy et al. (1995) place on direct re-
trieval fits nicely with instance accounts of skill (e.g., Logan,
1988) in which performance is said to be automatic when
performance is governed by retrieval. In other words, if auto-
maticity developed at the time of training, retention of the
skill is more likely. This point is illustrated by a comparison
of the Cooke et al. (1994) study mentioned above and a study
by Fisk and Hodge (1992), which also evaluated retention of
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visual search skill. Contrary to the results of Cooke et al.,
Fisk and Hodge did not find good retention of varied-
mapping search. The major difference in the two studies is
that the performers in the Cooke et al. study showed evidence
of automaticity at the end of the initial learning of the task,
whereas those in the Fisk and Hodge study did not. It appears
that a shift in strategy, or simply the effects of overlearning,
has significant consequences for retention.

MODELING SKILL

Although response selection is the locus of learning in many
tasks, it was argued above that response selection does not
become automatic in the sense that, after learning, stimuli au-
tomatically trigger the correct response without regard to the
nature of the relationship between stimulus and response.
This finding is at odds with one of the most developed mod-
els of practice effects, the chunking hypothesis of Newell and
Rosenbloom (1981; Rosenbloom & Newell, 1987). The
model assumes a production-system architecture in which
stimuli are related to responses by means of rules (e.g., “if the
mapping is incompatible and the right light is on, find the key
opposite to the light and press it”). The chunking hypothesis
predicts that performance will improve as a function of prac-
tice and that the learning curve will follow a power function.
Learning occurs by means of pattern-recognition processes
whereby increasingly complex patterns of stimuli and re-
sponses are learned. In other words, learning is based on the
chunking of stimulus and response patterns. Although it pre-
dicts the general pattern of improvement in simple tasks quite
well, it contains no provision for long-lasting effects of fac-
tors such as stimulus-response compatibility.

Many models of learning have been based Anderson’s
(1982, 1993) production system architecture. Productions
have several properties that are consistent with empirical
generalizations about skill, such as transfer based on com-
mon elements. The independence of productions, the all-or-
none learning reflected in their creation and their accrual of
strength, and potential abstraction make them an appropriate
vehicle for the elements of learning.

Many neural network, or connectionist, models of learn-
ing have also been developed, although their scope has usu-
ally been rather limited. For example, J. D. Cohen, Dunbar,
and McClelland (1990) developed a model of the Stroop ef-
fect based on the strength of learning to read words versus
name colors. The model provides a demonstration of how the
strength of learned associations between stimuli and particu-
lar types of responses can produce automatic behavior.
Unfortunately, the model has been shown to be rather limited

in scope, working in its particulars only when the maximum
number of stimuli is two (Kanne, Balota, Spieler, & Faust,
1998).

NEW DIRECTIONS

As in other areas of cognitive psychology, we can expect to
see an increasing number of studies devoted to attempts to
discover where in the brain learning occurs. We can expect
that such studies will continue to shed light on issues such as
the nature of procedural and episodic memory or whether sep-
arate systems underlie implicit and explicit learning. Just as in
other areas, the degree to which this knowledge helps us to
understand the processes by which skills are acquired remains
to be seen. Increasingly, more emphasis is being placed not
just on what is learned, but on what is not learned. Ohlsson
(1996), for example, has proposed a theory of learning based
on making mistakes in which what is not learned at one time
becomes the basis for what is learned at another time.

Unskilled performance is characterized by ignorance of
what to expect, what to do, or when to do it; lack of knowledge
of interrelationships among variables and of what information
is relevant; difficulty in combining information; insensitivity
to relevant sensory or perceptual discriminations; and a lack
of production proficiency. Progress has been made in under-
standing how these relations, skills, and proficiencies are ac-
quired as a function of experience, and in understanding what
sorts of experiences lead to the greatest improvements. The
future of research in skill acquisition is as broad and as bright
as in all of cognitive psychology. We can expect to see many
more questions, and answers, as to the nature of the processes
that allow the aforementioned changes to occur.
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Psychologists have long been interested in language, but psy-
cholinguistics as a field of study did not emerge until the
1960s. It was motivated by Chomsky’s work in linguistics
and by his claim that the special properties of language re-
quire special mechanisms to handle it (e.g., Chomsky, 1959).
The special feature of language on which Chomsky focused
was its productivity. Possessed with a grammar, or syntax,
humans can produce and understand novel sentences that
carry novel messages. We do this in a way that is exquisitely
sensitive to the structure of the language. For example, we
interpret The umpire helped the child to third base and The
umpire helped the child on third base as conveying distinct
messages, although the sentences differ in just one small
word. We know that He showed her baby the pictures and He
showed her the baby pictures describe quite different events,
even though the difference in word order is slight. We can
even make some sense of Colorless green ideas sleep furi-
ously (Chomsky, 1971), which is semantically anomalous but
syntactically well formed. The same kinds of abilities are
found at other levels of language. We combine morphemes
(units of meaning) in systematic ways, and so understand
Lewis Carroll’s (1871/1977) slithy toves to refer to more
than one tove that has the characteristics of slithiness. And we

can combine phonemes (units of sound) according to the
patterns of our language, accepting slithy but not tlithy as a
potential English word.

Early psycholinguists described our comprehension and
production of language in terms of the rules that were postu-
lated by linguists (Fodor, Bever, & Garrett, 1974). The
connections between psychology and linguistics were partic-
ularly close in the area of syntax, with psycholinguists testing
the psychological reality of various proposed linguistic rules.
As the field of psycholinguistics developed, it became clear
that theories of sentence comprehension and production
cannot be based in any simple way on linguistic theories;
psycholinguistic theories must consider the properties of the
human mind as well as the structure of the language. Psy-
cholinguistics has thus become its own area of inquiry,
informed by but not totally dependent on linguistics.

Although Chomsky and the early psycholinguists focused
on the creative side of language, language also has its rote
side. For example, we store a great deal of information about
the properties of words in our mental lexicon, and we retrieve
this information when we understand or produce language.
According to some views, different kinds of mechanisms are
responsible for the creative and the habitual aspects of lan-
guage, respectively. For example, we may use morpheme-
based rules to decompose a complex word like rewritable the
first few times we encounter it, but after several exposures we
may begin to store and access the word as a unit (Caramazza,
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Laudanna, & Romani, 1988; Schreuder & Baayen, 1995).
Dual-route views of this kind have been proposed in several
areas of psycholinguistics. According to such models, fre-
quency of exposure determines our ability to recall stored in-
stances but not our ability to apply rules. Another idea is that
a single set of mechanisms can handle both the creative side
and the rote side of language. Connectionist theories (see
Rumelhart & McClelland, 1986) take this view. Such theo-
ries claim, for instance, that readers use the same system of
links between spelling units and sound units to generate the
pronunciations of novel written words like tove and to access
the pronunciations of familiar words, be they words that
follow typical spelling-to-sound correspondences, like stove,
or words that are exceptions to these patterns, like love
(e.g., Plaut, McClelland, Seidenberg, & Patterson, 1996;
Seidenberg & McClelland, 1989). According to this view,
similarity and frequency both play important roles in pro-
cessing, with novel items being processed based on their
similarity to known ones. The patterns are statistical and
probabilistic rather than all-or-none.

Early psycholinguists, following Chomsky’s ideas, tended
to see language as an autonomous system, insulated from
other cognitive systems. In this modular view (see J. A. Fodor,
1983), the initial stages of word and sentence comprehension
are not influenced by higher levels of knowledge. Information
about context and about real-world constraints comes into
play only after the first steps of linguistic processing have
taken place, giving such models a serial quality. In an interac-
tive view, in contrast, knowledge about linguistic context and
about the world plays an immediate role in the comprehension
of words and sentences. In this view, many types of informa-
tion are used in parallel, with the different sources of infor-
mation working cooperatively or competitively to yield an
interpretation. Such ideas are often expressed in connectionist
terms. Modular and interactive views may also be distin-
guished in discussions of language production, in which one
issue is whether there is a syntactic component that operates
independently of conceptual and phonological factors.

Another tension in current-day psycholinguistics concerns
the proper role of linguistics in the field. Work on syntactic
processing, especially in the early days of psycholinguistics,
was very much influenced by developments in linguistics.
Links between linguistics and psycholinguistics have been
less close in other areas, but they do exist. For instance, work
on phonological processing has been influenced by linguistic
accounts of prosody (the melody, rhythm, and stress pattern
of spoken language) and of the internal structure of syllables.
Also, some work on word recognition and language pro-
duction has been influenced by linguistic analyses of mor-
phology (the study of morphemes and their combination).

Although most psycholinguists believe that linguistics pro-
vides an essential foundation for their field, some advocates
of interactive approaches have moved away from a reliance
on linguistic rules and principles and toward a view of lan-
guage in terms of probabilistic patterns (e.g., Seidenberg,
1997).

In this chapter, we describe current views of the compre-
hension and production of spoken and written language by
fluent language users. Although we acknowledge the impor-
tance of social factors in language use, our focus is on core
processes such as parsing and word retrieval that are not
likely to be strongly affected by such factors. We do not have
the space to discuss the important field of developmental psy-
cholinguistics, which deals with the acquisition of language
by children; nor do we cover neurolinguistics, how language
is represented in the brain, nor applied psycholinguistics,
which encompasses such topics as language disorders and
language teaching.

LANGUAGE COMPREHENSION

Spoken Word Recognition

The perception of spoken words would seem to be an ex-
tremely difficult task. Speech is distributed in time, a fleeting
signal that has few reliable cues to the boundaries between
segments and words. The paucity of cues leads to what is
called the segmentation problem, or the problem of how lis-
teners hear a sequence of discrete units even though the
acoustic signal itself is continuous. Other features of speech
could cause difficulty for listeners as well. Certain phonemes
are omitted in conversational speech, others change their pro-
nunciations depending on the surrounding sounds (e.g., /n/
may be pronounced as [m] in lean bacon), and many words
have everyday (or more colloquial) pronunciations (e.g.,
going to frequently becomes gonna). Despite these potential
problems, we usually seem to perceive speech automatically
and with little effort. Whether we do so using procedures that
are unique to speech and that form a specialized speech mod-
ule (Liberman & Mattingly, 1985; see also the chapter by
Fowler in this volume), or whether we do so using more gen-
eral capabilities, it is clear that humans are well adapted for
the perception of speech.

Listeners attempt to map the acoustic signal onto a repre-
sentation in the mental lexicon beginning almost as the signal
starts to arrive. The cohort model, first proposed by Marslen-
Wilson and Welsh (1978), illustrates how this may occur.
According to this theory, the first few phonemes of a spoken
word activate a set or cohort of word candidates that are
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consistent with that input. These candidates compete with
one another for activation. As more acoustic input is ana-
lyzed, candidates that are no longer consistent with the input
drop out of the set. This process continues until only one
word candidate matches the input; the best fitting word may
be chosen if no single candidate is a clear winner. Supporting
this view, listeners sometimes glance first at a picture of a
candy when instructed to “pick up the candle” (Allopenna,
Magnuson, & Tanenhaus, 1998). This result suggests that a
set of words beginning with /kæn/ is briefly activated. Listen-
ers may glance at a picture of a handle, too, suggesting that
the cohort of word candidates also includes words that rhyme
with the target. Indeed, later versions of the cohort theory
(Marslen-Wilson, 1987; 1990) have relaxed the insistence on
perfectly matching input from the very first phoneme of a
word. Other models (McClelland & Elman, 1986; Norris,
1994) also advocate continuous mapping between spoken
input and lexical representations, with the initial portion of
the spoken word exerting a strong but not exclusive influence
on the set of candidates.

The cohort model and the model of McClelland and
Elman (1986) are examples of interactive models, those in
which higher processing levels have a direct, so-called
top-down influence on lower levels. In particular, lexical
knowledge can affect the perception of phonemes. A number
of researchers have found evidence for interactivity in the
form of lexical effects on the perception of sublexical units.
Wurm and Samuel (1997), for example, reported that listen-
ers’ knowledge of words can lead to the inhibition of certain
phonemes. Samuel (1997) found additional evidence of inter-
activity by studying the phenomenon of phonemic restora-
tion. This refers to the fact that listeners continue to “hear”
phonemes that have been removed from the speech signal
and replaced by noise. Samuel discovered that the restored
phonemes produced by lexical activation lead to reliable
shifts in how listeners labeled ambiguous phonemes. This
finding is noteworthy because such shifts are thought to be a
very low-level processing phenomenon.

Modular models, which do not allow top-down perceptual
effects, have had varying success in accounting for some of
the findings just described. The race model of Cutler and
Norris (1979; see also Norris, McQueen, & Cutler, 2000) is
one example of such a model. The model has two routes that
race each other—a prelexical route, which computes phono-
logical information from the acoustic signal, and a lexical
route, in which the phonological information associated with
a word becomes available when the word itself is accessed.
When word-level information appears to affect a lower-level
process, it is assumed that the lexical route won the race. Im-
portantly, though, knowledge about words never influences

perception at the lower (phonemic) level. There is currently
much discussion about whether all of the experimental find-
ings suggesting top-down effects can be explained in these
terms or whether interactivity is necessary (see Norris et al.,
2000, and the associated commentary).

Although it is a matter of debate whether higher-level
linguistic knowledge affects the initial stages of speech
perception, it is clear that our knowledge of language and its
patterns facilitates perception in some ways. For example,
listeners use phonotactic information such as the fact that ini-
tial /tl/ is illegal in English to help identify phonemes and
word boundaries (Halle, Segui, Frauenfelder, & Meunier,
1998). As another example, listeners use their knowledge that
English words are often stressed on the first syllable to help
parse the speech signal into words (Norris, McQueen, &
Cutler, 1995). These types of knowledge help us solve the
segmentation problem in a language that we know, even
though we perceive an unknown language as an undifferenti-
ated string of sounds.

Printed Word Recognition

Speech is as old as our species and is found in all human civ-
ilizations; reading and writing are newer and less widespread.
These facts lead us to expect that readers would use the visual
representations that are provided by print to recover the
phonological and linguistic structure of the message. Sup-
porting this view, readers often access phonology even when
they are reading silently and even when reliance on phonol-
ogy would tend to hurt their performance. In one study, peo-
ple were asked to quickly decide whether a word belonged to
a specified category (Van Orden, 1987). They were more
likely to misclassify a homophone like meet as a food than to
misclassify a control item like melt as a food. In other studies,
readers were asked to quickly decide whether a printed sen-
tence made sense. Readers with normal hearing were found
to have more trouble with sentences such as He doesn’t like to
eat meet than with sentences such as He doesn’t like to eat
melt. Those who were born deaf, in contrast, did not show a
difference between the two sentence types (Treiman & Hirsh-
Pasek, 1983).

The English writing system, in addition to representing
the sound segments of a word, contains clues to the word’s
stress pattern and morphological structure. Consistent with
the view that print serves as a map of linguistic structure,
readers take advantage of these clues as well. For example,
skilled readers appear to have learned that a word that has
more letters than strictly necessary in its second syllable
(e.g., -ette rather than -et) is likely to be an exception to the
generalization that English words are typically stressed on
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the first syllable. In a lexical decision task, where participants
must quickly decide whether a letter string is a real word,
they perform better with words such as cassette, whose
stressed second syllable is spelled with -ette, than with words
such as palette, which has final -ette but first-syllable stress
(Kelly, Morris, & Verrekia, 1998). Skilled readers also use
the clues to morphological structure that are embedded in
English orthography. For example, they know that the prefix
re- can stand before free morphemes such as print and do,
yielding the two-morpheme words reprint and redo. Encoun-
tering vive in a lexical decision task, participants may
wrongly judge it to be a word because of their familiarity
with revive (Taft & Forster, 1975).

Although there is good evidence that phonology and other
aspects of linguistic structure are retrieved in reading (see
Frost, 1998, for a review), there are a number of questions
about how linguistic structure is derived from print. One idea,
which is embodied in dual-route theories such as that of
Coltheart, Rastle, Perry, Langdon, and Ziegler (2001), is that
two different processes are available for converting ortho-
graphic representations to phonological representations. A
lexical route is used to look up the phonological forms of
known words in the mental lexicon; this procedure yields
correct pronunciations for exception words such as love. A
nonlexical route accounts for the productivity of reading: It
generates pronunciations for novel letter strings (e.g., tove) as
well as for regular words (e.g., stove) on the basis of smaller
units. This latter route gives incorrect pronunciations for
exception words, so that these words may be pronounced
slowly or erroneously (e.g., love said as /lov/) in speeded
word-naming tasks (e.g., Glushko, 1979). In contrast, con-
nectionist theories claim that a single set of connections from
orthography to phonology can account for performance on
both regular words and exception words (e.g., Plaut et al.,
1996; Seidenberg & McClelland, 1989).

Another question about orthography-to-phonology trans-
lation concerns its grain size. English, which has been the
subject of much of the research on word recognition, has a
rather irregular writing system. For example, ea corresponds
to /i/ in bead but /�/ in dead; c is /k/ in cat but /s/ in city. Such
irregularities are particularly common for vowels. Quantita-
tive analyses have shown, however, that consideration of the
consonant that follows a vowel can often help to specify the
vowel’s pronunciation (Kessler & Treiman, 2001; Treiman,
Mullennix, Bijeljac-Babic, & Richmond-Welty, 1995). The
/�/ pronunciation of ea, for example, is more likely before d
than before m. Such considerations have led to the pro-
posal that readers of English often use letter groups that cor-
respond to the syllable rime (the vowel nucleus plus an
optional consonantal coda) in spelling-to-sound translation
(see Bowey, 1990; Treiman et al., 1995, for supporting

evidence). In more regular alphabets, such as Dutch,
spelling-to-sound translation can be successfully performed
at a small grain size and rime-based processing may not be
needed (Martensen, Maris, & Dijkstra, 2000).

Researchers have also asked whether a phonological form,
once activated, feeds activation back to the orthographic
level. If so, a word such as heap may be harder to process
than otherwise expected because its phonological form, /hip/,
would be consistent with the spelling heep as well as with the
actual heap. Some studies have found evidence for feedback
of this kind (e.g., Stone, Vanhoy, & Van Orden, 1997), but
others have not (e.g., Peereman, Content, & Bonin, 1998).

Because spoken words are spread out in time, as discussed
earlier, spoken word recognition is generally considered a se-
quential process. With many printed words, however, the eye
takes in all of the letters during a single fixation (Rayner &
Pollatsek, 1989). The connectionist models of reading cited
earlier maintain that all phonemes of a word are activated in
parallel. Current dual-route theories, in contrast, claim that
the assembly process operates in a serial fashion such that the
phonological forms of the leftmost elements are delivered be-
fore those for the succeeding elements (Coltheart et al.,
2001). Still another view (Berent & Perfetti, 1995) is that
consonants, whatever their position, are translated into pho-
nological form before vowels. These issues are the subject of
current research and debate (see Lee, Rayner, & Pollatsek,
2001; Lukatela & Turvey, 2000; Rastle & Coltheart, 1999;
Zorzi, 2000).

Progress in determining how linguistic representations are
derived from print will be made as researchers move beyond
the short, monosyllabic words that have been the focus of
much current research and modeling. In addition, experimen-
tal techniques that involve the brief presentation of stimuli
and the tracking of eye movements are contributing useful in-
formation. These methods supplement the naming tasks and
lexical decision tasks that are used in much of the research on
single-word reading (see chapter by Rayner, Pollatsek, &
Starr in this volume for further discussion of eye movements
and reading). Although many questions remain to be an-
swered, it is clear that the visual representations provided by
print rapidly make contact with the representations stored in
the mental lexicon. After this contact has been made, it mat-
ters little whether the initial input was by eye or by ear. The
principles and processing procedures are much the same.

The Mental Lexicon

So far, in discussing how listeners and readers access informa-
tion in the mental lexicon, we have not said much about the na-
ture of the information that they access. It is to this topic that
we now turn. One question that relates to the trade-off between
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computation and storage in language processing is whether
the mental lexicon is organized by morphemes or by words.
According to a word-based view, the lexicon contains repre-
sentations of all words that the language user knows, whether
they are single-morpheme words such as cat or polymor-
phemic words such as beautifully. Supporting this view, Tyler,
Marslen-Wilson, Rentoul, and Hanney (1988) found that
spoken-word recognition performance was related to when
the word began to diverge from other words in the mental lex-
icon, as predicted by the cohort model, but was not related to
morphemic predictors of where recognition should take place.
According to a morpheme-based view, in contrast, the lexicon
is organized in terms of morphemes such as beauty, ful, and ly.
In this view, complex words are processed and represented in
terms of such units.

The study by Taft and Forster (1975) brought morpholog-
ical issues to the attention of many psychologists and pointed
to some form of morpheme-based storage. As mentioned ear-
lier, these researchers found that nonwords such as vive
(which is found in revive) were difficult to reject in a lexical
decision task. Participants also had trouble with items such as
dejuvenate which, although not a real word, consists of
genuine prefix together with a genuine root. Taft and Forster
interpreted their results to suggest that access to the mental
lexicon is based on root morphemes and that obligatory de-
composition must precede word recognition for polymor-
phemic words.

More recent studies suggest that there are in fact two
routes to recognition for polymorphemic words, one based on
morphological analysis and the other based on whole-word
storage. In one instantiation of this dual-route view, morpho-
logically complex words are simultaneously analyzed as
whole words and in terms of morphemes. In the model of
Wurm (1997, Wurm & Ross, 2001), for instance, the system
maintains a representation of which morphemes can com-
bine, and in what ways. A potential word root is checked
against a list of free roots that have combined in the past with
the prefix in question. In another instantiation of the dual-
route view, some morphologically complex words are de-
composed and others are not. For example, Marslen-Wilson,
Tyler, Waksler, and Older (1994) argued that semantically
opaque words such as organize and casualty are treated by
listeners and readers as monomorphemic and are not decom-
posed no matter how many morphemes they technically con-
tain. Commonly encountered words may also be treated as
wholes rather than in terms of morphemes (Caramazza et al.,
1988; Schreuder & Baayen, 1995). Although morphological
decomposition may not always take place, the evidence we
have reviewed suggests that the lexicon is organized, in part,
in terms of morphemes. This organization helps explain our
ability to make some sense of slithy and toves.

Ambiguous words, or those with more than one meaning,
might be expected to cause difficulties in lexical processing.
Researchers have been interested in ambiguity because stud-
ies of this issue may provide insight into whether processing
at the lexical level is influenced by information at higher
levels or whether it is modular. In the former case, compre-
henders would be expected to access only the contextually
appropriate meaning of a word. In the latter case, all mean-
ings should be retrieved and context should have its ef-
fects only after the initial processing has taken place. The
original version of the cohort model (Marslen-Wilson &
Welsh, 1978) adopts an interactive view when it states that
context acts directly on cohort membership. However, later
versions of cohort theory (Marslen-Wilson, 1987; 1990;
Moss & Marslen-Wilson, 1993) hold that context has its
effects at a later, integrative stage.

Initially, it appears, both meanings of an ambiguous mor-
pheme are looked up in many cases. This may even occur
when the preceding context would seem to favor one mean-
ing over the other. In one representative study (Gernsbacher
& Faust, 1991), participants read sentences such as Jack tried
the punch but he didn’t think it tasted very good. After the
word punch had been presented, an upper-case letter string
was presented and participants were asked to decide whether
it was a real word. Of interest were lexical decision targets
such as hit (which are related to an unintended meaning of
the ambiguous word) and drink (which are related to the in-
tended meaning). When the target was presented immedi-
ately after the participant had read punch, performance was
speeded on both hit and drink. This result suggests that even
the contextually inappropriate meaning of the ambiguous
morpheme was activated. The initial lack of contextual ef-
fects in this and other studies (e.g., Swinney, 1979) supports
the idea that lexical access is a modular process, uninfluenced
by higher-level syntactic and semantic constraints.

Significantly, Gernsbacher and Faust (1991) found a dif-
ferent pattern of results when the lexical decision task was
delayed by a half second or so but still preceded the follow-
ing word of the sentence. In this case, drink remained active
but hit did not. Gernsbacher and Faust interpreted these re-
sults to mean that comprehenders initially access all mean-
ings of an ambiguous word but then actively suppress the
meaning (or meanings) that does not fit the context. This sup-
pression process, they contend, is more efficient in better
comprehenders than in poorer comprehenders. Because the
inappropriate meaning is quickly suppressed, the reader or
listener is typically not aware of the ambiguity.

Although all meanings of an ambiguous word may be ac-
cessed initially in many cases, this may not always be so (see
Simpson, 1994). For example, when one meaning of an am-
biguous word is much more frequent than the other or when
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the context very strongly favors one meaning, the other
meaning may show little or no activation. It has thus been dif-
ficult to provide a clear answer to the question of whether
lexical access is modular.

The preceding discussion considered words that have two
or more unrelated meanings. More common are polysemous
words, which have several senses that are related to one an-
other. For example, paper can refer to a substance made of
wood pulp or to an article that is typically written on that sub-
stance but that nowadays may be written and published elec-
tronically. Processing a polysemous word in one of its senses
can make it harder to subsequently comprehend the word in
another of its senses (Klein & Murphy, 2001). That one sense
can be activated and the other suppressed suggests to these
researchers that at least some senses have separate represen-
tations, just as the different meanings of a morpheme like
punch have separate representations.

Problems with ambiguity are potentially greater in bilin-
gual than in monolingual individuals. For example, leek has a
single sense for a monolingual speaker of English, but it has
another meaning, layperson, for one who also knows Dutch.
When asked to decide whether printed words are English,
and when the experimental items included some exclusively
Dutch words, Dutch-English bilinguals were found to have
more difficulty with words such as leek than with appropriate
control words such as pox (Dijkstra, Timmermans, &
Schriefers, 2000). Such results suggest that the Dutch lexicon
is activated along with the English one in this situation. Al-
though optimal performance could be achieved by deactivat-
ing the irrelevant language, bilinguals are sometimes unable
to do this. Further evidence for this view comes from a study
in which Russian-English bilinguals were asked, in Russian,
to pick up objects such as a marku (stamp; Spivey & Marian,
1999). When a marker was also present—an object whose
English name is similar to marku—people sometimes looked
at it before looking at the stamp and carrying out the instruc-
tion. Although English was not used during the experimental
session, the bilinguals appeared unable to ignore the irrele-
vant lexicon.

Information about the meanings of words and about the
concepts that they represent is also linked to lexical represen-
tations. The chapter in this volume by Goldstone and Kersten
includes a discussion of conceptual representation.

Comprehension of Sentences and Discourse

Important as word recognition is, understanding language re-
quires far more than adding the meanings of the individual
words together. We must combine the meanings in ways that
honor the grammar of the language and that are sensitive to

the possibility that language is being used in a metaphoric or
nonliteral manner (see Cacciari & Glucksberg, 1994). Psy-
cholinguists have addressed the phenomena of sentence com-
prehension in different ways. Some theorists have focused on
the fact that the sentence comprehension system continually
creates novel representations of novel messages, following
the constraints of a language’s grammar, and does so with
remarkable speed. Others have emphasized that the compre-
hension system is sensitive to a vast range of information,
including grammatical, lexical, and contextual, as well as
knowledge of the speaker or writer and of the world in gen-
eral. Theorists in the former group (e.g., Ford, Bresnan, &
Kaplan, 1982; Frazier & Rayner, 1982; Pritchett, 1992) have
constructed modular, serial models that describe how the
processor quickly constructs one or more representations of a
sentence based on a restricted range of information, primarily
grammatical information, that is guaranteed to be relevant to
its interpretation. Any such representation is then quickly in-
terpreted and evaluated, using the full range of information
that might be relevant. Theorists in the latter group (e.g.,
MacDonald, Pearlmutter & Seidenberg, 1994; Tanenhaus &
Trueswell, 1995) have constructed parallel models, often of a
connectionist nature, describing how the processor uses all
relevant information to quickly evaluate the full range of pos-
sible interpretations of a sentence (see Pickering, 1999, for
discussion).

Neither of the two approaches just described provides a
full account of how the sentence processing mechanism
works. Modular models, by and large, do not adequately deal
with how interpretation occurs, how the full range of infor-
mation relevant to interpretation is integrated, or how the ini-
tial representation is revised when necessary (but see J. D.
Fodor & Ferreira, 1998, for a beginning on the latter ques-
tion). Parallel models, for the most part, do not adequately
deal with how the processor constructs or activates the vari-
ous interpretations whose competitive evaluation they de-
scribe (see Frazier, 1995). However, both approaches have
motivated bodies of research that have advanced our knowl-
edge of language comprehension, and new models are being
developed that have the promise of overcoming the limita-
tions of the models that have guided research in the past
(Gibson, 1998; Jurafsky, 1996; Vosse & Kempen, 2000).

Structural Factors in Comprehension 

Comprehension of written and spoken language can be diffi-
cult, in part, because it is not always easy to identify the con-
stituents (phrases) of a sentence and the ways in which
they relate to one another. The place of a particular con-
stituent within the grammatical structure may be temporarily
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or permanently ambiguous. Studies of how people resolve
grammatical ambiguities, like studies of how they resolve
lexical ambiguities, have provided insights into the processes
of language comprehension. Consider the sentence The sec-
ond wife will claim the inheritance belongs to her. When the
inheritance first appears, it could be interpreted as either the
direct object of claim or the subject of belongs. Frazier and
Rayner (1982) found that readers’ eyes fixated for longer than
usual on the verb belongs, which disambiguates the sentence.
They interpreted this result to mean that readers first inter-
preted the inheritance as a direct object. Readers were dis-
rupted when they had to revise this initial interpretation to the
one in which the inheritance is subject of belongs. Following
Bever (1970), Frazier and Rayner described their readers as
being led down a garden path. Readers are led down the gar-
den path, Frazier and Rayner claimed, because the direct-
object analysis is structurally simpler than the other possible
analysis. These researchers proposed a principle, minimal at-
tachment, which defined the phrase structurally simpler, and
they claimed that structural simplicity guides all initial analy-
ses. In this view, the sentence processor constructs a single
analysis of a sentence and attempts to interpret it. The first
analysis is the one that requires the fewest applications of
grammatical rules to attach each incoming word into the
structure being built; it is the automatic consequence of an ef-
fort to get some analysis constructed as soon as possible.
Many researchers have tested and confirmed the minimal at-
tachment principle for a variety of sentence types (see Frazier
& Clifton, 1996, for a review).

Minimal attachment is not the only principle that has been
proposed as governing how readers and listeners use gram-
matical knowledge in parsing. Another principle that has re-
ceived substantial support is late closure (Frazier, 1987a).
Frazier and Rayner (1982) provided some early support for
this principle by showing disruption on the phrase seems like
in Since Jay always jogs a mile seems like a very short dis-
tance to him. Here, a mile is first taken to be the direct object
of jogs because the processor tries to relate it to the phrase
currently being processed. Reading is disrupted when a mile
must be reanalyzed as the subject of seems.

Another principle is some version of prefer argument
(e.g., Abney, 1989; Konieczny, Hemforth, Scheepers, &
Strube, 1997; Pritchett, 1992). Grammars often distinguish
between arguments and adjuncts. An argument is a phrase
whose relation to a verb or other argument assigner is lexi-
cally specified; an adjunct is related to what it modifies in a
less specific fashion (see Schütze & Gibson, 1999). With the
sentence Joe expressed his interest in the car, the prefer argu-
ment principle predicts that a reader will attach in the car to
the noun interest rather than to the verb express, even though

the latter analysis is structurally simpler and preferred ac-
cording to minimal attachment. In the car is an argument of
interest (the nature of its relation to interest is specified by the
word interest) but an adjunct of express (it states the location
of the action just as it would for any action). Substantial evi-
dence suggests that the argument analysis is preferred in the
end (Clifton, Speer, & Abney, 1991; Konieczny et al., 1997;
Schütze & Gibson, 1999). However, some evidence suggests
a brief initial preference for the minimal attachment analysis
(Clifton et al., 1991).

Long-distance dependencies, like ambiguities, can cause
problems in the parsing of language. Language gains much of
its expressive power from its recursive properties: Sentences
can be placed inside sentences, without limit. This means that
related phrases can be distant from one another. Many lin-
guists describe constructions like Who did you see t at the zoo
and The girl I saw t at the zoo was my sister as having an
empty element, a trace (symbolized by t), in the position
where the moved element (who and the girl) must be inter-
preted. Psycholinguists who have adopted this analysis ask
how the sentence processor discovers the relation between
the moved element (or filler) and the trace (or gap). One pos-
sibility, J. D. Fodor (1978) suggested, is that the processor
might delay filler-gap assignment as long as possible. How-
ever, there is evidence that the processor actually identifies
the gap as soon as possible, an active filler strategy (Frazier,
1987b).

The active filler strategy is closely related to minimal
attachment, for both strategies attempt to find some gram-
matical analysis of a sentence as soon as possible (see De
Vincenzi, 1991). But the active filler strategy may not be
the whole story. Pickering and Barry (1991) and Boland,
Tanenhaus, Garnsey, and Carlson (1995) proposed what the
latter called a direct assignment strategy, according to which
a filler is semantically interpreted as soon as a reader or lis-
tener encounters the verb to which it is related, without wait-
ing for the gap position. Evidence for this strategy comes
from a study in which Boland et al. presented sentences word
by word, asking readers to indicate when and if a sentence
became unacceptable. An implausible sentence like Which
public library did John contribute some cheap liquor to t last
week tended to be rejected right on the word liquor, before the
position of the gap.

Lexical and Contextual Factors in Comprehension 

Most of the phenomena discussed so far show that preferences
for certain structural relations play an important role in sen-
tence comprehension. However, as syntactic theory has shifted
away from describing particular structural configurations and
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toward specifying lexical information that constrains possible
grammatical relations, many psycholinguists have proposed
that the human sentence processor is primarily guided by in-
formation about specific words that is stored in the lexicon.
The research on comprehenders’ preference for arguments
discussed earlier is one example of this move, as is the research
by Boland et al. (1995) on long-distance dependencies
(see Tanenhaus, Boland, Mauner, & Carlson, 1993, for further
discussion).

Spivey-Knowlton and Sedivy (1995) demonstrated effects
of particular categories of lexical items, as well as effects of
discourse structure, in the comprehension of sentences like
The salesman glanced at a/the customer with suspicion/ripped
jeans. The prepositional phrases with suspicion or with ripped
jeans could modify either the verb glance or the noun cus-
tomer. Minimal attachment favors the former analysis, but
Spivey-Knowlton and Sedivy showed that this held true only
for action verbs like smash down, not for perception verbs like
glance at. The researchers further noted that an actual prefer-
ence for noun phrase modification only appeared when the
noun had the indefinite article a. This outcome, they sug-
gested, points to the importance of discourse factors (such
as whether an entity is newly referred to or not) in sentence
comprehension.

Some theorists (e.g., Altmann & Steedman, 1988) have
proposed that contextual appropriateness guides parsing and
indeed is responsible for the effects that have previously been
attributed to structural factors such as minimal attachment.
The basic claim of their referential theory is that, for a phrase
to modify a definite noun phrase, there must be two or more
possible referents of the noun phrase in the discourse context.
For instance, in the sentence The burglar blew open a safe
with the dynamite, treatment of with the dynamite as modify-
ing a safe is claimed to presuppose the existence of two or
more safes, one of which contains dynamite. If multiple safes
had not been mentioned, the sentence processor must either
infer the existence of other safes or must analyze the phrase
in another way, for example as specifying an instrument of
blow open. Supporters of referential theory have argued that
the out-of-context preferences that have been taken to sup-
port principles like minimal attachment disappear when sen-
tences are presented in appropriate discourse contexts. In one
study, Altmann and Steedman examined how long readers
took on sentences like The burglar blew open the safe
with the dynamite/new lock and made off with the loot in con-
texts that had introduced either one safe or two safes, one
with a new lock. The version containing with the dyna-
mite was read faster in the one-safe context, in which the
phrase modified the verb and thus satisfied minimal attach-
ment. The version containing with the new lock was read
faster in the two-safe context, fitting referential theory.

Many studies have examined effects like the one just de-
scribed (see Mitchell, 1994, for a summary). It is clear
that the use of a definite noun phrase when the discourse con-
text contains two possible referents disrupts reading. This re-
sult shows once again that interpretation is nearly immediate
and that reading is disrupted when unambiguous interpreta-
tion is blocked. A context that provides two referents can
eliminate the disruption observed out of context when a
phrase must modify a noun, at least when the out-of-context
structural preference is weak (Britt, 1994). When the out-of-
context bias is strong (as in the case of reduced relative
clauses, like Bever’s The horse raced past the barn fell;
1970), a context that satisfies the presumed referential pre-
suppositions of a modifier reduces the amount of disruption
rather than eliminating it.

Given the wide variety of factors that seem to affect sen-
tence comprehension, some psycholinguists have developed
lexicalist, constraint-based theories of sentence processing
(e.g., MacDonald et al., 1994; Tanenhaus & Trueswell,
1995). These theories, which are described and sometimes
implemented in connectionist terms, assume that multiple
possible interpretations of a sentence are available to the
processor. Each possible interpretation receives activation (or
inhibition) from some knowledge sources, as well as (gener-
ally) being inhibited by the other interpretations. Competi-
tion among the interpretations eventually results in the
dominance of a single one. Increased competition is respon-
sible for the effects that the theories discussed earlier have at-
tributed to the need to revise an analysis. Constraint-based
theories can accommodate influences of specific lexical in-
formation, context, verb category, and many other factors,
and they have encouraged the search for additional influ-
ences. However, they may not be the final word on sentence
processing. These theories correctly predict that a variety of
factors can reduce or eliminate garden-path effects when a
temporarily ambiguous sentence is resolved in favor of an
analysis that is not normally preferred (e.g., nonminimal at-
tachment). But the constraint-based theories also predict that
these factors will create garden paths when the sentence is re-
solved in favor of its normally preferred analysis. This may
not always be the case (Binder, Duffy, & Rayner, 2001).

Competitive constraint-based theories, like other connec-
tionist theories, grant a major role to frequency. Frequent
constructions should be more readily activated by appropri-
ate sources of information than less common constructions
are. Supporting this view, readers understand sentences like
The award accepted by the man was very impressive more
readily when the first verb is frequently used as a passive par-
ticiple, as accept is, than when the verb is not frequently used
as a passive particle, as with search (Trueswell, 1996). Also,
reduced relative-clause sentences, such as The rancher could
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see that the nervous cattle pushed/moved into the crowded
pen were afraid of the cowboys, are read more rapidly when
the verb of the complement sentence is more often used as a
transitive verb (push) than when it is more often used as an
intransitive verb (move; MacDonald, 1994). The frequency
of particular constructions may not always predict compre-
hension preferences and comprehension difficulty (Gibson,
Schütze, & Salomon, 1996; Kennison, 2001; Pickering,
Traxler, & Crocker, 2000). However, theorists such as Juraf-
sky (1996) have made a strong case that the frequency of
exposure to certain constructions is a major factor guiding
sentence comprehension.

Competitive constraint-based theories have also empha-
sized discourse and situational context as constraints on sen-
tence comprehension. Researchers have taken advantage of
the fact that listeners quickly direct their eyes to the referents
of what they hear, as shown by the Allopenna et al. (1998)
study mentioned in the earlier discussion of spoken word
recognition, to study how comprehension is guided by situa-
tional context. Spivey, Tanenhaus, Eberhard, and Sedivy (in
press) found that, when a listener hears a command like Put
the cup on the napkin under the book, the eyes move quickly
to an empty napkin when the context contains just one cup,
even if the cup had been on a napkin. This result suggests that
on the napkin was taken as the goal argument of put. How-
ever, when the context contains two cups, only one on a nap-
kin, the eyes do not move to an empty napkin. This result
suggests that the situational context overrode the default
preference to take the on-phrase as an argument. Related
work explores how quickly knowledge of the roles objects
typically play in events is used in determining the reference
of phrases. In one study, people observed a scene on a video
display and judged the appropriateness of an auditory sen-
tence describing the scene (Altmann & Kamide, 1999). Their
eyes moved faster to a relevant target when the verb in the
sentence was commonly used with the target item. For in-
stance, when people heard The boy will eat the cake their
eyes moved more quickly to a picture of a cake than when
they heard The boy will move the cake.

Comprehension of Text and Discourse 

The research just described shows how quickly listeners inte-
grate grammatical and situational knowledge in understand-
ing a sentence. Integration is also important across sentence
boundaries. Sentences come in texts and discourses, and the
entire text or discourse is relevant to the messages conveyed.
Researchers have examined how readers and listeners deter-
mine whether referring expressions, especially pronouns and
noun phrases, pick out a new entity or one that was intro-
duced earlier in the discourse. They have studied how readers

and listeners determine the relations between one assertion
and earlier assertions, including determining what unex-
pressed assertions follow as implications of what was heard
or read. Many studies have examined how readers and listen-
ers create a nonlinguistic representation of the content, one
that supports the functions of determining reference, rele-
vance, and implications (see the several chapters on text and
discourse comprehension in Gernsbacher, 1994, and also
Garnham, 1999, and Sanford, 1999, for summaries of this
work).

Much research on text comprehension has been guided by
the work of Kintsch (1974; Kintsch & Van Dijk, 1978; see
chapter in this volume by Butcher & Kintsch), who has pro-
posed a series of models of the process by which the proposi-
tions that make up the semantic interpretations of individual
sentences are integrated into such larger structures. His
models describe ways in which readers could abstract the
main threads of a discourse and infer missing connections,
constrained by limitations of short-term memory and guided
by how arguments overlap across propositions and by lin-
guistic cues signaled by the text.

One line of research explores how a text or discourse
makes contact with knowledge in long-term memory (e.g.,
Kintsch, 1988), including material introduced earlier in a
discourse. Some research emphasizes how retrieval of infor-
mation from long-term memory can be a passive process
that occurs automatically throughout comprehension (e.g.,
McKoon & Ratcliff, 1998; Myers & O’Brien, 1998). In the
Myers and O’Brien resonance model, information in long-
term memory is automatically activated by the presence
in short-term memory of material that apparently bears a
rough semantic relation to it. Semantic details, including fac-
tors such as negation that drastically change the truth of
propositions, do not seem to affect the resonance process.
Other research has emphasized a more active and intelligent
search for meaning as the basis by which a reader discovers
the conceptual structure of a discourse. Graesser, Singer, and
Trabasso (1994) argued that a reader of a narrative text at-
tempts to build a representation of the causal structure of the
text, analyzing events in terms of goals, actions, and reac-
tions. Another view (Rizzella & O’Brien, 1996) is that a res-
onance process serves as a first stage in processing a text and
that reading objectives and details of text structure determine
whether a reader goes further and searches for a coherent
goal structure for the text.

Modality-Specific Factors 

The theories and phenomena that we have discussed so far
apply to comprehension of both spoken language and written
language. One challenge that is specific to listening comes
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from the evanescent nature of speech. People cannot relisten
to what they have just heard in the way that readers can move
their eyes back in the text. However, the fact that humans are
adapted through evolution to process auditory (vs. written)
language suggests that this may not be such a problem. Audi-
tory sensory memory can hold information for up to several
seconds (Cowan, 1984; see chapter by Nairne in this vol-
ume), and so language that is heard may in fact persist for
longer than language that is read, permitting effective revi-
sion. In addition, auditory structure may facilitate short-term
memory for spoken language. Imposing a rhythm on the
items in a to-be-remembered list can help people remember
them (Ryan, 1969), and prosody may aid memory for sen-
tences as well (Speer, Crowder, & Thomas, 1993). Prosody
may also guide the parsing and interpretation of utterances
(see Warren, 1999). For example, prosody can help resolve
lexical and syntactic ambiguities, it can signal the impor-
tance, novelty, and contrastive value of phrases, and it can re-
late newly heard information to the prior discourse. If readers
translate visually presented sentences into a phonological
form, complete with prosody, these benefits may extend to
reading (Bader, 1998; Slowiaczek & Clifton, 1980).

Consider how prosody can permit listeners to avoid the
kinds of garden paths that have been observed in reading
(Frazier & Rayner, 1982). Several researchers (see Warren,
1999) have demonstrated that prosody can disambiguate ut-
terances. In particular, an intonational phrase boundary
(marked by pausing, lengthening, and tonal movement) can
signal the listener that a syntactic phrase is ending (see
Selkirk, 1984, for discussion of the relation between prosodic
and syntactic boundaries). Recent evidence for this conclu-
sion comes from a study by Kjelgaard and Speer (1999) that
examined ambiguities like When Madonna sings the song
it’s/is a hit. Readers, as mentioned earlier, initially take the
phrase the song as the direct object of sings. This results in a
garden path when the sentence continues with is, forcing
readers to reinterpret the role of the song. Kjelgaard and
Speer found that such difficulties were eliminated when these
kinds of sentences were supplied with appropriate prosodies.
The relevant prosodic property does not seem to be simply
the occurrence of a local cue, such as an intonational
phrase break (Schafer, 1997). Rather, the effectiveness of a
prosodic boundary seems to depend on its relation to certain
other boundaries (Carlson, Clifton & Frazier, 2001), even the
global prosodic representation of a sentence.

Written language carries some information that is not
available in the auditory signal. For example, word bound-
aries are explicitly indicated in many languages, and readers
seldom have to suffer the kinds of degradation in signal
quality that are commonly experienced by listeners in noisy

environments. However, writing lacks the full range of
grammatically relevant prosodic information that is available
in speech. Punctuation has value in that it restores some of
this information (see Hill & Murray, 1998). For instance,
readers can use the comma in Since Jay always jogs, a mile
seems like a very short distance to him to avoid misinterpre-
tation. Readers also seem to be sensitive to line breaks, para-
graph marking, and the like. Their comprehension improves,
for example, when line breaks in a text correspond to major
constituent boundaries (Clark & Clark, 1977, pp. 51–52).

LANGUAGE PRODUCTION

As we have discussed, comprehenders must map the spoken
or written input onto entries in the mental lexicon and must
generate various levels of syntactic, semantic, and conceptual
structure. In language production, people are faced with the
converse problem. They must map from a conceptual struc-
ture to words and their elements. In this section, we first dis-
cuss how people produce single words and then turn to the
production of longer utterances. Our discussion concentrates
on spoken language production, which has been the focus of
most of the research on language production. We then con-
sider how the representations and processes involved in writ-
ing differ from those involved in speaking.

Access to Single Words in Spoken Language Production

To give an overview of how speakers generate single words,
we first summarize the model of lexical access proposed by
Levelt, Roelofs, and Meyer (1999; see Roelofs, 1997, for a
computational model implementing key parts of the theory).
Like most other models of word production, this model claims
that words are planned in several processing steps. Each step
generates a specific type of representation, and information is
transmitted between representations via the spreading of acti-
vation. The first processing step, called conceptualization, is
deciding what notion to express. For instance, a speaker can
say “the baby,” “Emilio,” “Her Majesty’s grandson,” or sim-
ply “he” to refer to a small person in a highchair. In making
such a choice, the speaker considers a variety of things, in-
cluding whether the person has been mentioned before
and whether the listener is likely to know the proper name of
the person being discussed (see Clark, 1996; Levelt, 1989, for
discussions of conceptualization and the role of social factors
therein).

The next step is to select a word that corresponds to the
chosen concept. In the view of Levelt et al. (1999), the speaker
first selects a lemma, or syntactic word unit. Lemmas specify
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the syntactic class of the word and often additional syntactic
information, such as whether a verb is intransitive (e.g., sleep)
or transitive (e.g., eat) and, if transitive, what arguments it
takes. Lemma selection is a competitive process. Several lem-
mas may be activated at the same time because several con-
cepts are more or less suitable to express the message, and
because lemmas that correspond to semantically similar con-
cepts activate each other via links to shared superordinate
concepts or conceptual features. A lemma is selected as soon
as its activation level exceeds the summed activation of all
competitors. A checking mechanism ascertains that the se-
lected lemma indeed maps onto the intended concept.

The following processing step, morphophonological en-
coding, begins with the retrieval of the morphemes corre-
sponding to the selected lemma. For the lemma baby there is
only one morpheme to retrieve, but for grandson or walked
two morphemes must be retrieved. Evidence that speakers
access morphological information comes from a variety
of sources. For instance, people sometimes make speech er-
rors such as “imagine getting your model renosed,” in which
stems exchange while affixes remain in place (Fromkin,
1971). Other evidence shows that morphologically related
primes have different effects on the production of target
words than do semantically or phonologically related primes
(e.g., Roelofs, 1996; Zwitserlood, Boelte, & Dohmes, 2000).
Priming experiments have also shown that morphemes are
accessed in sequence, according to their order in the utter-
ance (e.g., Roelofs, 1996).

In the model of Levelt et al. (1999), the next processing step
is the generation of the phonological form of the word. Word
forms are not simply retrieved as units, but are first decom-
posed into individual segments (or perhaps segments and cer-
tain groups of segments, such as /st/), which are subsequently
mapped onto prosodic patterns. The most convincing evi-
dence for phonological decomposition stems from studies of
speech errors (e.g., Fromkin, 1971). Speakers sometimes
make errors in which they replace or misorder single
phonemes, as in perry pie instead of cherry pie. These errors
show that the words’ segments constitute processing units; if
word forms were retrieved as units, such errors could not
occur. Thus, for the word baby, the segments /b/, /e/, /b/, /i/ are
retrieved. In the model of Levelt et al., the string of segments
is subsequently syllabified following the syllabification rules
of the language and is assigned stress. Many words are
stressed according to simple default rules: For example, bisyl-
labic English words are usually stressed on the first syllable.
For words that deviate from these rules, stress information is
stored in the lexicon. During phonological encoding, the seg-
mental and stress information are combined. Results from a
large number of experiments using various types of priming

and interference paradigms suggest that all phonemes of a
word may be activated at the same time, but that the formation
of syllables is a sequential process, proceeding from the be-
ginning of the word to the end (e.g., Meyer, 1991; Meyer &
Schriefers, 1991; O’Seaghdha & Marin, 2000).

The phonological representation of a word is abstract in
that it consists of discrete, nonoverlapping segments, which
define static positions of the vocal tract or states of the
acoustic signal to be attained, and in that the definitions of the
segments are independent of the contexts in which they ap-
pear. However, actual speech movements overlap in time,
and they are continuous and context-dependent. The final
planning step for a word is the generation of a phonetic rep-
resentation, which specifies the articulatory gestures to be
carried out and their timing. There may be syllable-sized rou-
tines for frequent syllables that can be retrieved as units and
unpacked during articulation (e.g., Levelt & Wheeldon,
1994). The chapter by Fowler in this volume discusses the
generation and execution of articulatory commands.

All current models of word production distinguish
among conceptual processes, word retrieval processes, and
articulatory processes. The models differ in the types of repre-
sentations they postulate at each level and in their assump-
tions about processing. One important representational issue
is whether it is useful to assume lemmas as purely syntactic
units and to postulate separate units representing word forms,
or whether there are lexical units that encompass both syntac-
tic and word-form information. Relevant evidence comes
from experiments that use reaction times and measures of
brain activity to trace how syntactic and form information is
retrieved across time (e.g., van Turennout, Hagoort, & Brown,
1998). Also relevant are analyses of tip-of-the-tongue states,
in which speakers can only retrieve part of the information
pertaining to a word—for example, its grammatical gender
but not its form (e.g., Vigliocco, Antonini, & Garrett, 1997).
How these findings should be interpreted is still a matter of
debate (see Caramazza & Miozzo, 1997; Roelofs, Meyer, &
Levelt, 1998). Representational issues also arise at the phono-
logical level. In the model of Levelt et al. (1999), segments are
associated to unitary syllable nodes without internal structure.
In other models, syllables are frames with slots corresponding
to subsyllabic units (onset and rime, or onset, nucleus, and
coda; see Dell, 1986) or consonantal and vocalic positions
(Dell, 1988; O’Seaghdha & Marin, 2000).

Models of language production also differ in the emphasis
that they place on storage versus computation. Levelt et al.
(1999) emphasize computation. In their view, stress is com-
puted rather than stored when possible. Also, even common
forms like walked are derived by the combination of stems
and affixes. Other models assume that some information that
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could in principle be computed is stored in the lexicon. For
example, stress may be stored for all entries, and forms such
as walked may be retrieved as wholes (e.g., Stemberger &
MacWhinney, 1986).

In all models of language production, the main direction
of processing is from the conceptual level to articulation.
Some production models, like some comprehension models,
assume serial processing stages such that processing at one
level must finish before processing at the next level can
begin. Other models assume cascaded processing, whereby
each activated unit immediately spreads activation to its sub-
ordinate units (e.g., Humphreys, Price, & Riddoch, 2000;
MacKay, 1987). Some cascading models permit feedback
from lower to higher levels of processing (e.g., Dell, 1986,
1988; Dell, Schwartz, Martin, Saffran, & Gagnon, 1997). In
serial stage models, in which higher-level processing is com-
pleted before lower-level processing begins, lower-level in-
formation cannot affect higher-level processing.

In the model of Levelt et al. (1999), there is feedback be-
tween the conceptual and lemma levels. Because these levels
are shared between production and comprehension, informa-
tion would be expected to flow in both directions. Processing
at the lemma and word-form levels is strictly sequential.
Thus, in this model, word-form retrieval only begins after a
lemma has been selected. In cascaded models, by contrast,
each lemma that receives some activation from the concep-
tual level spreads some of its activation to the corresponding
word form, so that several word forms may be active at once.
In priming experiments, Levelt, Schriefers, Vorberg, Meyer,
Pechmann, and Havinga (1991) found no evidence for simul-
taneous activation of the forms of competing lemmas. How-
ever, Peterson and Savoy (1998) showed that near-synonyms
such as couch and sofa may simultaneously activate their
forms. Levelt et al. proposed that in such cases, speakers may
have failed to unambiguously select one lemma. An impor-
tant argument for feedback from lower to higher levels of
processing is that speech errors in which the target and out-
come are related in both form and meaning (as in cat for rat)
occur far more often than would be expected if lemma and
word form were selected independently (e.g., Dell, 1986,
1988). To account for this finding within a serial stage model,
Levelt et al. proposed that people are particularly likely to
overlook such errors when they monitor their speech.

Generation of Sentences in Spoken
Language Production

We now consider how speakers generate longer utterances,
such as descriptions of scenes or events. The first step is again
conceptual preparation—deciding what to say. Evidently,

conceptual preparation is more complex for longer than for
shorter utterances. To make a complicated theoretical argu-
ment or to describe a series of events, the speaker needs a
global plan (see Levelt, 1989). Each part of the plan must be
elaborated, perhaps via intermediate stages, until a represen-
tational level is reached that consists of lexical concepts. This
representation, the message, forms the input to linguistic
planning. Utterances comprising several sentences are rarely
laid out entirely before linguistic planning begins. Instead, all
current theories of sentence generation assume that speakers
prepare utterances incrementally. That is, they initiate lin-
guistic planning as soon as they have selected the first few
lexical concepts and prepare the rest later, either while they
are speaking or between parts of the utterance. Speakers can
probably choose conceptual planning units of various sizes,
but the typical unit for many situations appears to correspond
roughly to a clause (Bock & Cutting, 1992).

When speakers plan sentences, they retrieve words as de-
scribed earlier. However, because sentences are not simply
sets of words but have syntactic structure, speakers must
apply syntactic knowledge to generate sentences. Follow-
ing Garrett (1975), models of sentence production generally
assume that two distinct sets of processes are involved
in generating syntactic structure (Bock & Levelt, 1994;
Levelt, 1989). The first set, often called functional planning
processes, assigns grammatical functions, such as subject,
verb, or direct object, to lemmas. These processes rely pri-
marily on information from the message level and the syntac-
tic properties of the retrieved lemmas. The second set of
processes, often called positional encoding, uses the retrieved
lemmas and the functions to which they have been assigned
in order to generate syntactic structures that capture the de-
pendencies among constituents and their order. In English,
the mapping from the functional to the positional level is
usually quite straightforward: The subject usually precedes
the verb, and the direct object and indirect object follow it.
However, inversions can occur, as in I don’t mind bikes; cars
I hate.

Evidence for the distinction between functional and posi-
tional processes comes from the finding that some speech er-
rors (e.g., exchanges of words from different phrases, as in
put the tables on the plate) can best be explained as errors of
functional encoding. Other errors with different properties
(e.g., shifts of morphemes within phrases, as in the come
homing of the queen) can best be explained as errors of posi-
tional encoding. The distinction is further supported by the
results of structural priming studies. In such studies, people
first hear or say a sentence such as The woman shows the man
the dress. They later see a picture that can be described using
the same kind of structure (e.g., The boy gives the teacher the
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flowers) or a different one (The boy gives the flowers to the
teacher). Speakers tend to repeat the structure used on previ-
ous trials, even when the words featured in prime and target
sentences are different and even when the events are unre-
lated. The results of many such studies strongly suggest that
the priming effect arises during the positional encoding
processes (Bock, 1986; Bock & Loebell, 1990; Chang, Dell,
Bock, & Griffin, 2000).

As we have noted, grammatical encoding begins with the
assignment of lemmas to grammatical functions. This map-
ping process is largely determined by conceptual information.
In studies of functional encoding, speakers are often asked to
describe pictures of scenes or events or to recall sentences
from memory; the recall task involves the reconstruction of
the surface structure of the utterance on the basis of stored
conceptual information. Many such studies have focused on
the question of which part of the conceptual structure will be
assigned the role of grammatical subject (e.g., McDonald,
Bock, & Kelly, 1993). The results show that function assign-
ment is strongly affected by the relative availability or
salience of concepts. If a concept is very salient—for example,
because it has recently been referred to or because it is the only
concrete or animate entity to be mentioned—it is likely to be-
come the sentence subject.As soon as the subject role has been
filled, the positional processes can generate the corresponding
fragment of the phrase structure and the retrieval of the phono-
logical form of the subject noun phrase can begin.

Events or actions are often encoded in a verb. As noted
earlier, verb lemmas specify the arguments that the verbs
require. Pickering and Branigan (1998) proposed to repre-
sent this information in nodes, which receive activation from
verb lemmas. For instance, the lemma for give is con-
nected to two syntactic nodes, one representing the NP-NP
(noun phrase–noun phrase) node and the other the NP-PP
(noun phrase–prepositional phrase) node. Selection of the
NP-NP node results in a double object construction such as
the baby gives the dog a cookie. Selection of the NP-PP node
yields a prepositional phrase structure, as in the baby gives a
cookie to the dog.

Many verbs, such as give, license more than one syntactic
structure. Speeded sentence production experiments carried
out by Ferreira (1996) show that the alternative syntactic
structures associated with verb lemmas do not compete with
each other but instead represent different options for generat-
ing sentences. This explains why, under certain conditions,
speakers are faster to complete sentences with alternator
verbs (e.g., to give) than sentences with nonalternator verbs
(e.g., to donate). Ferreira proposed that a speaker’s choice
among the structures permitted by an alternator verb de-
pends, in part, on the salience of the lemmas assigned to the

patient and recipient roles. If the patient is very salient, the
corresponding fragment of the sentence will be built early.
This encourages the generation of an NP-NP construction in
which the patient is expressed early (give the dog a cookie).
If the direct object is highly activated, an NP-PP construction
will be more likely (give the cookie to the dog). Ferreira and
Dell (2000) proposed that in general, the choice of syntactic
structure may depend largely on the availability of lemmas
filling different thematic roles. If a lemma is highly available,
it will be processed early at the functional and positional lev-
els and will thus appear early in the sentence. Whether lemma
availability by itself is sufficient to explain how speakers
choose between alternative word orders remains to be
determined.

Certain elements within well-formed sentences must agree
with one another. In English, subject and verb must agree in
number, as must pronouns and their noun antecedents. In lan-
guages such as German, Dutch, Italian, and French, nouns
have grammatical gender, and there is gender agreement be-
tween nouns and determiners, adjectives, and pronouns.
Number agreement and grammatical gender agreement differ
in that number information usually stems from the conceptual
level, whereas grammatical gender is specified as part of the
noun lemma. Consequently, different mechanisms are likely
to be involved in generating the two types of agreement. We
briefly consider each type of agreement, beginning with
English number agreement.

In most cases, the mapping from conceptual number onto
the lemma level is straightforward: The singular form of a
noun is chosen to refer to one entity, and the plural form to
refer to two or more entities. Because number is coded at
both the conceptual and grammatical levels, speakers could
use either or both types of information to generate agreement.
What information do speakers actually use? According to a
strictly modular theory of language production, the grammat-
ical coding process should be sensitive only to grammatical
information. A more interactive theory would permit gram-
matical encoding processes to be affected by both grammati-
cal and conceptual information. To examine this issue,
researchers have studied agreement for collective nouns such
as fleet and gang, which are exceptions to the straightforward
mapping between conceptual and grammatical number. For
example, fleet is grammatically singular but refers to a group
of ships. The studies have often used sentence completion
tasks, in which speakers hear the beginnings of sentences
(e.g., The condition of the ship/ships/fleet/fleets . . .; Bock &
Eberhard, 1993), repeat the fragments, and then complete
them to form full sentences. When the two nouns in the
fragment differ in number, speakers sometimes make agree-
ment errors (The condition of the ships were poor).
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Most studies using sentence completion tasks like those
just described have found that speakers rely primarily on
grammatical information to generate subject-verb agreement.
For instance, agreement errors appear to be no more likely for
the condition of the fleet than for the condition of the ship, but
such errors are more common for the condition of the ships
(Bock & Eberhard, 1993; Bock & Miller, 1991; but see
Vigliocco, Butterworth, & Garrett, 1996). In contrast, studies
of noun-pronoun agreement in American English have shown
that this type of agreement is primarily based on conceptual
number information (Bock, 1995; Bock, Nicol, & Cutting,
1999). Thus, speakers are likely to say, The gang with the
dangerous rival armed themselves, using the plural pronoun
themselves to refer to a collective (Bock et al., 1999).

Whereas number information usually originates at the
conceptual level, grammatical gender is lexical information
and gender agreement can therefore be achieved only by con-
sulting grammatical information. For determiner-noun agree-
ment (as in Dutch het huis; the house, neuter gender, and de
kerk; the church, nonneuter gender), most theories invoke a
mechanism of indirect selection. In the model proposed by
Jescheniak and Levelt (1994) for Dutch, each noun lemma is
connected to one of two gender nodes (neuter or nonneuter).
Each gender node is connected to the lemma for the deter-
miner that is appropriate for that gender. Activation flows
from a selected noun lemma to the gender node and from
there to the determiner lemma, which can then be selected as
well (see Miozzo & Caramazza, 1999, for a model for Italian,
in which determiner-noun agreement is more complex).

Determiners are special in that their choice is governed ex-
clusively by the grammatical gender of the noun. Other forms
of agreement involve independently selected words. For in-
stance, the lemmas of adjectives are selected on the basis of
conceptual information and are then, in some languages,
marked depending on the grammatical gender of the noun to
which they refer. In French and Italian, agreement errors be-
tween adjectives and nouns—such as the French la sortie (f)
du tunnel (m) glissant (m) instead of la sortie (f) du tunnel (m)
glissante (f), the way out of the slippery tunnel—are less likely
for animate subjects, which have natural gender in addition to
grammatical gender, than for inanimate subjects, which have
grammatical gender alone (Vigliocco & Franck, 1999). Such
results suggest that agreement processes, although primarily
guided by syntactic information, can get support from the
conceptual level if gender is marked there as well.

When the positional representation for an utterance frag-
ment has been generated, the corresponding phonological
form can be built. For each word, phonological segments
and, when necessary, information about the word’s stress pat-
tern are retrieved from the mental lexicon as described ear-

lier. But the phonological form of a phrase is not just a con-
catenation of the forms of words as pronounced in isolation.
Instead, the stored word forms are combined into new
prosodic units (Nespor & Vogel, 1986; Wheeldon, 2000). We
have already discussed the syllable, a small prosodic unit.
The next larger unit is the phonological word. Phonological
words often correspond to lexical words. However, a mor-
phologically complex word may comprise several phonolog-
ical words, and unstressed items such as conjunctions and
pronouns combine with preceding or following content
words into single phonological words. Phonological words
are the domain of syllabification. Thus, when a speaker says
find it, two morphemes are retrieved, and these are combined
to form one phonological word. In line with the tendency for
the onsets of English syllables to contain as much material as
possible, /d/ is assigned to the second syllable, yielding [fain]
[dIt]. Thus syllables can, and often do, straddle the bound-
aries of lexical words.

The next level in the prosodic hierarchy is the phonologi-
cal phrase. Phonological phrases often correspond to syntac-
tic phrases, but long syntactic phrases may be divided into
several phonological phrases. Like the phonological word,
the phonological phrase is a domain of application for certain
phonological rules. These include the rule of English that
changes the stress patterns of words to generate an alternating
pattern (as in the typical pronunciation of the phrase Chinese
menu) and the rule that lengthens the final syllable of the
phrase. Finally, phonological phrases combine into intona-
tional phrases, which were mentioned in the discussion of
spoken language comprehension.

Earlier, we discussed the decomposition of morphemes into
segments. This may have appeared to be a vacuous process.
Why should morphemes first be decomposed into segments
that are later reassembled into syllables? The likely answer
is that the same morpheme can be pronounced in different
ways depending on the context. For instance, hand may lose its
final consonant in put your hand down and may gain a final [m]
in handbag. Hand corresponds to a syllable in I hand you the
book but not in I am handing you the book. There are phono-
logical rules governing how words are pronounced in different
environments. For these rules to apply, the individual segments
must be available to the processor. In connected speech, the de-
composition of morphemes and the reassembly into phonolog-
ical forms is not a vacuous process but yields phonological
forms that differ from those stored in the mental lexicon.

Written Language Production

Many of the steps in the production of written language are
similar to those in the production of spoken language. A
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major difference is that after a lemma and its morphological
representation have been accessed, it is the orthographic
rather than the phonological form that must be retrieved and
produced. Phonology plays an important role in this process,
just as it does in the process of deriving meaning from print
in reading. Support for this view comes from a study in which
speakers of French were shown drawings of such objects as a
seal (phoque) and a pipe (pipe) and were asked to write their
names as quickly as they could (Bonin, Peereman, & Fayol,
2001). The time needed to initiate writing was longer for
items such as phoque, for which the initial phoneme has an
unusual spelling (/f/ is usually spelled as f in French), than for
items such as pipe, for which the initial phoneme is spelled in
the typical manner. Thus, even when a to-be-spelled word is
not presented orally, its phonological form appears to be in-
volved in the selection of the spelling.

A number of the same issues that were raised earlier about
the derivation of phonology from orthography in reading
arise with respect to the derivation of orthography from
phonology in spelling. For instance, issues about grain size
apply to spelling as well as to reading. Kessler and Treiman
(2001) have shown that the spelling of an English segment
becomes more predictable when neighboring segments are
taken into account. The largest effects involve the vowel and
the coda, suggesting that rimes play a special role in English
spelling. Feedback between production and comprehension
is another issue that arises in spelling as well as in reading:
We may read a spelling back to check whether it is correct.

Writing differs from speaking in that writers often have
more time available for conceptual preparation and planning.
They may have more need to do so as well, as the intended
reader of a written text is often distant in time and space from
the writer. Monitoring and revising, too, typically play a
greater role in writing than in speaking. For these reasons,
much of the research on writing (see Kellogg, 1994; Levy &
Ransdell, 1996) has concentrated on the preparation and
revision processes rather than on the sentence generation and
lexical access processes that have been the focus of spoken
language production research.

CONCLUSIONS

We have talked about language comprehension and language
production in separate sections of this chapter, but the two
processes are carried out in the same head, presumably using
many of the same representations and processes. In some
cases, there have been strong claims that each of these two
aspects of language relies heavily on the other. For example,
some theories of speech perception (Liberman & Mattingly,

1985) maintain that listeners perceive speech sounds by mak-
ing unconscious reference to the articulatory gestures of the
speaker in a process referred to as analysis by synthesis. As
another example, speech production researchers have de-
scribed how speakers can listen to their own speech and cor-
rect themselves when necessary, and how speakers can even
monitor an internal version of their speech and interrupt
themselves before an anticipated error occurs (see Levelt,
1983; Postma, 2000).

Although researchers have described how comprehension
and production may interact in particular tasks, the two areas
of research have not always been closely connected. One rea-
son for this separation is that different methods traditionally
have been used to study comprehension and production. Lan-
guage comprehension researchers have often measured how
long it takes people to carry out tasks such as word naming,
lexical decision making, or reading for comprehension. These
experimental paradigms are designed to tap the time course of
processing. Language production research has traditionally
focused on product rather than process, as in analyses of
speech errors and written productions. However, researchers
in the area of language production are increasingly using re-
action time paradigms (e.g., the structural priming technique
mentioned earlier) to yield more direct evidence about the
time course of processing. Stronger connections between
the two areas are expected to develop with the increasing sim-
ilarity in the research tools and the increasing interest in time-
course issues in the production arena.

Another reason that production research and comprehen-
sion research have been somewhat separate from one another
is that researchers in the two areas have sometimes focused
on different topics and talked about them in different ways.
For example, the concept of a lemma or syntactic word unit
plays a central role in some theories of language production,
with theorists such as Levelt et al. (1999) assuming that lem-
mas are shared between production and comprehension.
However, most researchers in the area of comprehension
have not explicitly used the concept of a lemma in discussing
the structure of the mental lexicon and have not considered
which of the representations inferred through comprehension
experiments might also play a role in production. An impor-
tant direction for the future will be to increase the links be-
tween theories of comprehension and production.

Despite these gaps, it is clear that both comprehension and
production are strongly driven by the mental lexicon. When
listeners hear utterances, they rapidly map the speech stream
onto entries in the lexicon. As each word is identified, se-
mantic and syntactic information becomes available. This
information is immediately used to begin constructing the
syntactic structure and meaning of the utterance. Similarly,
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when speakers generate utterances, they select words from
the lexicon. Each word brings with it syntactic and morpho-
logical properties, and these properties are taken into account
when additional words are chosen. A theory based on analysis
by synthesis is probably not appropriate for syntactic compre-
hension, but there may be strong similarities between the rou-
tines involved in parsing and those involved in grammatical
encoding in language production (Vosse & Kempen, 2000).
Given the importance of the lexicon in all aspects of language
processing, the nature and organization of the stored informa-
tion and the processes that are involved in accessing this in-
formation are likely to continue as major topics of research.

In addition to developing closer ties between comprehen-
sion and production, it will be important to build bridges be-
tween studies of the processing of isolated words and studies of
sentences and texts. For example, theories of word recognition
have focused on how readers and listeners access phonological
and, to a lesser extent, morphological information. They have
paid little attention to how people access the syntactic infor-
mation that is necessary for sentence processing and compre-
hension. Further work is needed, too, on the similarities and
differences between the processing of written language and the
processing of spoken language. Given the importance of
prosody in spoken language comprehension, for example, we
need to know more about its possible role in reading.

Many of the theoretical debates within the field of psy-
cholinguistics apply to both comprehension and production
and to both spoken language and written language. For ex-
ample, issues about the balance between computation and
storage arise in all of these domains. Clearly, a good deal of
information must be stored in the mental lexicon, including
the forms of irregular verbs such as went. Are forms that
could in principle be derived by rule (e.g., walked) computed
each time they are heard or said, are they stored as ready-
made units, or are both procedures available? Such issues
have been debated in both the comprehension and production
literatures, and will be important topics for future research.
Another broad debate is that between interactive and modular
views. As we have seen, there is no clear resolution to this
debate. It has been difficult to determine whether there is a
syntactic component in language production that operates in-
dependently of conceptual and phonological factors. Simi-
larly, comprehension researchers have found it difficult to
determine whether an initial analysis that considers a re-
stricted range of information is followed by a later and
broader process, or whether a wide range of linguistic and
nonlinguistic information is involved from the start. The
speed at which language is produced and understood may
make it impossible to resolve these questions. However,

asking the questions has led researchers to seek out and at-
tempt to understand important phenomena, and this may be
the best and most lasting outcome of the debate.

The debate between rule-based and statistical views of
language processing provides a good example of how theo-
retical tensions and the research they engender has furthered
progress in psycholinguistics. Statistical approaches, as em-
bodied in connectionist models, have served the field well by
emphasizing that certain aspects of language involve proba-
bilistic patterns. In reading, for example, -ove is often pro-
nounced as /ov/ but is sometimes pronounced as /�v/ (as in
love) or /uv/ (as in move). People appear to pick up and use
statistical information of this kind in reading and other areas
of language processing. In such cases, we do well to go be-
yond the notion of all-or-none rules. We must keep in mind,
however, that many linguistic patterns are all-or-none. For
example, nouns and adjectives in French always agree in
gender. Our ability to follow such patterns, as well as our
ability to make some sense of sentences like Colorless green
ideas sleep furiously, suggests that Chomsky’s notion of lan-
guage as an internalized system of rules still has an important
place to play in views of language processing.
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Reading is a vast topic to which entire textbooks are devoted
(Crowder & Wagner, 1992; Just & Carpenter, 1987; Rayner
& Pollatsek, 1989). We have selected five topics within the
field of reading that seem particularly relevant in the context
of the present volume (see also the chapters by Butcher &
Kintsch; Treiman, Clifton, Meyer, & Wurm in this volume
for topics relevant to reading). The topics we have chosen,
and think are central to understanding skilled reading (as op-
posed to understanding language comprehension in general)
are (a) visual word identification, (b) the role of sound coding
in word identification and reading, (c) eye movements during
reading, (d) word identification in context, and (e) eye move-
ment control in reading.

Before discussing each of these five topics, we would like
to place them in context by listing what we see as the central
questions in the psychology of reading:

1. How are printed words identified?

2. How does the speech processing system interact with
word identification and reading?

3. Are printed words identified differently in isolation than
in text?

4. How does the fact that readers typically make about four to
five eye movements per second affect the reading process?

5. How does the reader go beyond the meaning of individ-
ual words? This question relates to how sentences are
parsed, how the literal meaning of a sentence is con-
structed, how anaphoric links are established, how infer-
ences are made, and so on.

6. What is the end product of reading? What new mental
structures are formed or retained as a result of reading?

7. How does the skill of reading develop?

8. How can we characterize individual differences among
readers in the same culture and differences in readers
across cultures?

9. How can we characterize reading disabilities?

10. Can we improve on so-called normal reading? Is speed-
reading possible?

These 10 questions typically represent the chapters in
textbooks on the psychology of reading (Crowder & Wag-
ner, 1992; Just & Carpenter, 1987; Rayner & Pollatsek,
1989). The topics we discuss here have been studied exten-
sively by experimental psychologists for the past 25 years.
Prior to discussing word identification per se, we briefly re-
view the primary methods that have been used to study word
identification. In most word identification experiments,
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words are presented in isolation and subjects are asked to
make some type of response to them. However, because one
of the primary goals in studying word identification is to
make inferences about how words are identified during read-
ing, we go beyond isolated word identification in much of
our discussion and discuss word identification in the context
of reading.

METHODS USED TO STUDY
WORD IDENTIFICATION

In this section, we focus on three methods used to examine
word identification: (a) tachistoscopic presentations, (b) reac-
tion time measures, and (c) eye movements. Although vari-
ous other techniques, such as letter detection (Healy, 1976),
visual search (Krueger, 1970), and Stroop interference
(MacLeod, 1991) have been used to study word identifica-
tion, we think it is incontrovertible that the three methods we
discuss in the following section have been most widely used
to study word identification and reading. More recently, in-
vestigators in cognitive neuroscience have been using brain
imaging and localization techniques—especially event-
related potentials (ERP), functional magnetic resonance
imaging (fMRI) and positron-emission tomography (PET)—
to study issues related to which parts of the brain are acti-
vated when different types of words are processed. However,
in our view, these techniques have not yet advanced our un-
derstanding of word identification per se and are thus beyond
the scope of this chapter.

Perhaps the oldest paradigm used to study word identifi-
cation is tachistoscopic (i.e., very brief) presentation of a
word (often followed by some type of masking pattern).
Although tachistoscopes per se have been largely replaced
by computer presentations of words on a video monitor, we
use the term tachistoscopic presentation for convenience
throughout this chapter. With tachistoscopic presentations,
words are presented for a very brief time period (on the order
of 30–60 ms) followed by a masking pattern, and subjects ei-
ther have to identify the word or make some type of forced-
choice response. Accuracy is therefore the major dependent
variable with tachistoscopic presentations.

The most common method used to study word identifica-
tion is some type of response time measure. The three
types of responses to words typically used are (a) naming,
(b) lexical decision, and (c) categorization. With naming,
subjects name a word aloud as quickly as they can; with lex-
ical decision, they must decide whether a letter string is a
word or a nonword as quickly as they can; and with catego-
rization, they must decide whether a word belongs to a cer-

tain category (usually a semantic category). Naming re-
sponses typically take about 400–500 ms, whereas lexical
decisions typically take 500–600 ms and categorization
takes about 650–700 ms. Although response time is the pri-
mary dependent variable, error rates are also recorded in
these studies: Naming errors are typically rare (1% or less),
whereas errors in lexical decision times are typically about
5% and error rates in categorization tasks may be as high as
10–15%.

The third major technique used to study word identifica-
tion (particularly in the context of reading) is eye movement
monitoring: Participants are asked to read either single sen-
tences or longer passages of text as their eye movements are
recorded. One great advantage of eye tracking (i.e., eye
movement monitoring), other than the fact that participants
are actually reading, is that a great deal of data is obtained (so
that not only measures associated with a given target word
can be obtained, but measures of processing time for words
preceding and following the target word are also available).
The three most important dependent variables for examining
word identification in reading are first-fixation duration (the
duration of the first fixation on a word), gaze duration (the
sum of all fixations on a word prior to moving to another
word), and the probability of skipping a word.

WORD IDENTIFICATION

Surprisingly, one of the problems in experimental psychol-
ogy on which researchers have made little headway is under-
standing how objects are recognized. We still have very little
understanding of how one can easily recognize a common
object like a dog or chair in spite of seeing it from varying
viewpoints and distances, and in spite of that fact that differ-
ent exemplars of these categories are quite different visually.
Basically, models that have tried to understand object identi-
fication, often called models of pattern recognition (Neisser,
1967; Uhr, 1963), fall into two classes.

In the first class, template models, wholistic memory rep-
resentations of object categories, called templates, are com-
pared to the visual input that comes in, and the template that
best matches the visual input signals what the object is. An
immediate question that comes to mind is what form these
templates would have to be in order for this scheme to work.
In one version, there is only one template per category; this
assumption, however, does not work very well because a
template that matches an object well seen from one viewpoint
is not likely to match well when the same object is seen
from a different viewpoint. In an attempt to remedy this prob-
lem, some versions of the template model posit a so-called
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Figure 20.1 Example of the Reicher-Wheeler paradigm. In the condition
on the left, a fixation marker is followed by the target word, which in turn is
followed by a mask and two forced-choice alternatives. In the conditions in
the center and on the right, the sequence of events is the same, except that ei-
ther a single letter or a scrambled version of the word (respectively) is the
target stimulus.

Fixation Marker * * *

Target Stimulus word d owrd

Mask and d d d
Forced Choice xxxx xxxx xxxx

k k k

preprocessing stage, in which the image is normalized to the
template before the comparison; however, so far no particu-
larly plausible normalization routines have been suggested
because it is not clear how a person could normalize an image
without prior knowledge of what the object is. Another possi-
bility is that many templates exist for each object category;
however, it is not clear whether memory could store all of
these object templates, nor how all of the templates would
have been stored in the first place.

The other class of models are called feature models. They
differ in their details, but essential to all of these models
is that objects are defined by a set of visual features. Although
this kind of formulation sounds more reasonable than the
template model to most people, it may not be any better a so-
lution to the general problem because it is not at all clear what
the defining visual features are for most real-world objects. In
fact, most of the more successful artificial intelligence (AI)
pattern recognition devices use some sort of template model.
Their success, however, relies heavily on the fact that they
are typically only required to distinguish among at most a
few dozen objects rather than the many thousands of objects
with which humans must cope.

This rather pessimistic introduction to object identification,
in general, would suggest that we have learned little about how
words are identified; however, that is not the case. Even though
visual words are clearly artificial stimuli that evolution has not
programmed humans to identify, there are several ways in
which the problem of identifying words is simpler than that of
identifying objects in general. The first is that, with a few ex-
ceptions, we do not have to deal with identifying words from
various viewpoints: We almost always read text right side up.
(It is quite difficult to read text from unusual angles.) Second,
if we confine ourselves to recognizing printed words, we do
not encounter that much variation from one exemplar to an-
other. Most type fonts are quite similar, and those that are un-
usual are in fact difficult to read, indicating that they are indeed
poor matches to our mental representations of the letters.
Thus, the problem of understanding how printed words are
identified may not be as difficult as understanding how objects
are identified. One possibility is that we have several thousand
templates for words we know. Or perhaps in alphabetic lan-
guages, all we need are a set of templates for each letter of the
alphabet (more likely, two sets of templates—one for upper-
case letters and one for lowercase letters).

Do We Recognize Words Through
the Component Letters?

The previous discussion hints at one of the basic issues in
visual word recognition: whether readers of English identify

words directly through a visual template of a word, or
whether they go through a process in which each letter is
identified and then the word as a whole is identified through
the letters (we discuss encoding of nonalphabetic languages
shortly). In a clever tachistoscopic paradigm, Reicher (1969)
and Wheeler (1970) presented participants (see Figure 20.1)
with either (a) a four-letter word (e.g., word); (b) a single let-
ter (e.g., d); or (c) a nonword that was a scrambled version of
the word (e.g., orwd). In each case, the stimulus was masked
and, when the mask appeared, two test letters, (e.g., a d and a
k) appeared above and below the location where the critical
letter (d in this case) had appeared. The task was to decide
which of the two letters had been in that location. Note that
either of the test letters was consistent with a word—word or
work—so that participants could not be correct in the task
merely by guessing that the stimulus was a word. The expo-
sure duration was adjusted so that overall performance was
about 75% (halfway between chance and perfect).

Quite surprisingly, the data showed that participants were
about 10% more accurate in identifying the letter when it was
in a word than when it was a single letter in isolation! This
finding certainly rules out the possibility that the letters in
words are encoded exclusively one at a time (presumably in
something like a left-to-right order) in order to enable recog-
nition. This superiority of words over single letters (at least
superficially) may seem to be striking evidence for the asser-
tion that words (short words at least) are encoded through
something like a visual template. However, there is another
possibility: that words are processed through their compo-
nent letters, but the letters are encoded in parallel, and some-
how their organization into words facilitates the encoding
process. In fact, several lines of evidence indicate that this
parallel-letter encoding model is a better explanation of the
data than is the visual template model. First, all the words in
this experiment were all uppercase; it seems unlikely that
people would have visual templates of words in uppercase,
because words rarely appear in that form. Second, perfor-
mance in the scrambled-word condition was about the same
as it was in the single-letter condition. Thus, it appears that
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letters, even in nonpronounceable nonwords, are processed
in parallel. Third, subsequent experiments (e.g., Baron &
Thurston, 1973; Hawkins, Reicher, Rogers, & Peterson,
1976) showed that the word superiority effect extends to
pseudowords (i.e., orthographically legal and pronounceable
nonwords like mard): that is, letters in pseudowords are also
identified more accurately than are letters in isolation. (In
fact, many experiments found virtually no difference be-
tween words and pseudowords in this task.) Because it is
extremely implausible that people have templates for pseudo-
words, they cannot merely have visual templates of words
unconnected to the component letters. Instead, it seems
highly likely that all short strings of letters are processed in
parallel and that for words or wordlike strings, there is mutual
facilitation in the encoding process.

Although the above explanation in terms of so-called
mutual facilitation may seem a bit vague, several successful
and precise quantitative models of word encoding have ac-
counted very nicely for the data in this paradigm. The two
original ones were by McClelland and Rumelhart (1981) and
Paap, Newsome, McDonald, and Schwaneveldt (1982). In
both of these models, there are both word detectors and letter
detectors. In the McClelland and Rumelhart model, there is
explicit feedback from words to letters, so that if a stimulus is
a word, partial detection of the letters will excite the word de-
tector, which in turn feeds back to the letter detectors to help
activate them further. In the Paap et al. model, there is no
explicit feedback; instead, a decision stage effectively incor-
porates a similar feedback process. Moreover, both of the
models successfully explain the superiority of pseudowords
over isolated letters. That is, even though a pseudoword like
mard has no mard detector, it has quite a bit of letter overlap
with several words (e.g., card, mark, maid). Thus, its compo-
nent letters will get feedback from all of these word detectors,
which for the most part will succeed in activating the detec-
tors for the component letters in mard. Although this verbal
explanation might seem to indicate that the facilitation would
be significantly less for pseudowords than for words because
there is no direct match with a single word detector, both
models in fact quantitatively gave a good account of the data.

To summarize, the aforementioned experiments (and
many related ones) all point to the conclusion that words
(short words, at least) are processed in parallel, but through a
process in which the component letters are identified and feed
into the word identification process. Above, we have been
vague about what letter detector means. Are the letter detec-
tors that feed into words abstract letter detectors (i.e., case-
and font-independent) or specific to the visual form that is
seen? (Needless to say, if there are abstract letter detectors,
they would have to be fed by case-specific letter detectors, as
it is unlikely that a single template or set of features would be

able to recognize a and A as the same thing.) As we have
mentioned, the word superiority experiments chiefly used all
uppercase letters, and it seems implausible that there would
be prearranged hook-ups between the uppercase letters and
the word detectors. Other experiments using a variety of
techniques (e.g., Besner, Coltheart, & Davelaar, 1984; Evett
& Humphreys, 1981; Rayner, McConkie, & Zola, 1980) also
indicate that the hook-up is almost certainly between abstract
letter detectors and the word detectors. One type of experi-
ment had participants either identify individual words or read
text that was in MiXeD cAsE, like this. Even though such
text looks strange, after a little practice, people can read it
almost as fast as they read normal text (Smith, Lott, &
Cronnell, 1969). Among other things, this research indicates
that word shape (i.e., the visual pattern of the word) plays lit-
tle or no part in word identification.

These word superiority effect experiments, besides show-
ing that letters in words are processed in parallel, suggest that
word recognition is quite rapid. The exposure durations in
these experiments that achieved about 75% correct recogni-
tion was typically about 30 ms, and if the duration is in-
creased to 50 ms, word identification is virtually perfect. This
does not necessarily mean, however, that word identification
only takes 50 ms—it merely shows that some initial visual
encoding stages are completed in something like 50 ms.
However, after 50 ms or so, it may just be that the visual in-
formation is held in a short-term memory buffer, but it has
not yet been fully processed. In fact, most estimates of the
time to recognize a word are significantly longer than that
(Rayner & Pollatsek, 1989). As we have previously noted, it
takes about 500 ms to begin to name a word out loud, but that
is clearly an upper estimate because it also includes motor
programming and execution time. Skilled readers read about
300 words per minute or about 5 words per second, which
would suggest that one fifth of a second or 200 ms might not
be a bad guess for how long it takes to identify a word. Of
course in connected discourse, some words are predictable
and can be identified to the right of fixation in parafoveal vi-
sion, so that not all words need to be fixated. On the other
hand, readers have to do more than identify words to under-
stand the meaning of text. However, most data point to some-
thing like 150–200 ms as a ballpark estimate of the time to
encode a word.

Automaticity of Word Encoding 

One surprising result from the word encoding literature is that
encoding of words seems to be automatic; that is, people can’t
help encoding words. The easiest demonstration of this is
called the Stroop effect (Stroop, 1935; see MacLeod, 1991 for
a comprehensive review). There is actually some controversy
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about how strongly automatic the Stroop effect is (see Besner,
Stolz, & Boutilier, 1997, and the chapter by Proctor and Vu in
this volume). That is, it may not be the case that people always
process a word when they are trying their best not to process
it. However, it appears that even in some cases when they are
trying not to process it, they still do. In the Stroop task, people
see words written in colored ink (e.g., they see red in green
ink) and their task is to ignore the word and name the color (in
this case, they should say green). The standard finding is that
when the word is a different color name, participants are
slowed down considerably in their naming and make consid-
erable errors compared to a control condition (e.g., something
like &&&& written in colored ink). In fact, even color-neutral
words (i.e., noncolor names such as desk) slow down naming
times. Such findings suggest that people are just unable to ig-
nore the words. Moreover, these effects persist even with days
of practice. The effect is not limited to naming colors; one gets
similar slowing of naming times if one is to name a common
object that has a name superimposed on it—for example, a
picture of a cat with the word dog superimposed on the middle
of the cat (Rayner & Posnansky, 1978; Rayner & Springer,
1986; Rosinski, Golinkoff, & Kukish, 1975).

Another way in which word processing appears to be
automatic is that people encode the meaning of a word
even though they are not aware of it. This has been demon-
strated using the semantic priming paradigm (Meyer &
Schvaneveldt, 1971). In this paradigm, two words, a prime
and a target, are seen in rapid succession. The details of the
experiments differ, but in some, participants just look at
the prime and name the target. The phenomenon of semantic
priming is that naming times are approximately 30 ms faster
when the prime is semantically related to the target (e.g.,
dog–cat) than when it is not (e.g, desk–cat). The most inter-
esting version of this paradigm occurs when the prime is pre-
sented subliminally (Balota, 1983; Carr, McCauley, Sperber,
& Parmelee, 1982; Marcel, 1983). Usually this is achieved by
a very brief presentation of the prime (about 10–20 ms) fol-
lowed by a pattern mask and then the target. The amazing
finding is that a priming effect (often almost as strong as
when the prime is visible) occurs even in cases where the
subject can not reliably report whether anything appeared be-
fore the pattern mask, let alone what the identity of the prime
was. Thus, individuals are encoding the meaning of the
prime even though they are unaware of having done so.

Word Encoding in Nonalphabetic Languages

So far, we have concentrated on decoding words in alpha-
betic languages, using experiments in English as our guide.
For all the results we have described so far, there is no reason

to believe that the results would come out differently in other
languages. However, some other written languages use dif-
ferent systems of orthography. Space does not permit a full
description of all of these writing systems nor what is known
about decoding in them (see Rayner & Pollatsek, 1989, chap-
ter 2, for a fuller discussion of writing systems).

Basically, there are two other systems of orthography,
with some languages using hybrids of several systems. First,
the Semitic languages use an alphabetic system, but one in
which few of the vowels are represented, so that the reader
needs to supply the missing information. In Hebrew, there is
a system with points (little marks) that indicate the vowels
that are used for children beginning to read; in virtually all
materials read by adult readers, however, the points are omit-
ted. The other basic system is exemplified by Chinese, which
is sometimes characterized as so-called picture writing, al-
though that term is somewhat misleading because it oversim-
plifies the actual orthography. In Chinese, the basic unit is
the character, which does not represent a word, but a mor-
pheme, a smaller unit of meaning, which is also a syllable. (In
English, for instance, compound words such as cow/boy
would be two morphemes, as would prefixed, suffixed, and
inflected words such as re/view, safe/ty, and read/ing.) The
characters in Chinese are, to some extent, pictographic repre-
sentations of the meaning of the morpheme; in many cases,
however, they have become quite schematic over time, so
that a naive reader would have a hard time guessing the
meaning of the morpheme merely by looking at the form of
the character. In addition, characters are not unitary in that a
majority are made up of two radicals, a semantic radical and
a phonetic radical. The semantic radical gives some informa-
tion about the meaning of the word and the phonetic radical
gives some hint about the pronunciation, although it is quite
unreliable. (In addition, the Chinese character system is used
to represent quite widely diverging dialects.)

A hybrid system is Japanese, which uses Chinese charac-
ters (called Kanji in Japanese) to represent the roots of most
content words (nouns, verbs, and adjectives), which are not
usually single syllables in Japanese. This is supplemented by
a system of simpler characters, called Kana, in which each
Kana character represents a syllable. One Kana system is
used to represent function words (prepositions, articles, con-
junctions) and inflections; another Kana system is used to
represent loanwords from other languges, such as baseball.
Another fairly unique system is the Korean writing system,
Hangul. In Hangul, a character represents a syllable, but it is
not arbitrary, as in Kana. Instead, the component “letters” are
represented not in a left-to-right fashion, but rather are all su-
perimposed in the same character. Thus, in some sense,
Hangul is similar to an alphabetic language.
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The obvious question for languages without alphabets is
whether encoding of words in such languages is more like
learning visual templates than encoding is in alphabetic lan-
guages. However, as we hope the previous discussion indi-
cates, thinking of words as visual templates even in Chinese
is an oversimplification, as a word is typically two characters,
and each character typically has two component radicals.
Nonetheless, the system is different from an alphabetic
language in that one has to learn how each character is pro-
nounced and what it means, as opposed to an alphabetic lan-
guage in which (to some approximation) one merely has to
know the system in order to be able to pronounce it and know
what it means (up to homophony). In fact, the Chinese or-
thography is hard for children to learn. One indication of this
is that Chinese children are typically first taught a Roman
script (Pin yin), which is a phonetic representation of
Chinese, in the early grades. They are only taught the
Chinese characters later, and then only gradually—a few
characters at a time. It thus appears that having an alphabet is
indeed a benefit in reading, and that learning word templates
is difficult—either because it is easier to learn approximately
50 templates for letters than to learn several thousand tem-
plates for words, or because the alphabetic characters allow
one to derive the sound of the word (or both).

SOUND CODING IN WORD IDENTIFICATION
AND READING

So far, we have discussed word identification as if it were
a purely visual process. That is to say, the prior section tac-
itly assumed that a process of word identification involves
detectors for individual letters (in alphabetic languages),
which feed into a word detector, in which the word is de-
fined as a sequence of abstract letters. (In fact, one detail
that was glossed over in the discussion of the parallel word-
identification models is that the positions of individual letters
need to be encoded precisely; otherwise people could not tell
dog from god.) However, given that alphabets are supposed
to code for the sounds of the words, it seems plausible that
the process of identifying words is not a purely visual one,
and that it also involves accessing the sounds that the letters
represent and possibly assembling them into the sound of a
word. Moreover, once one thinks about accessing the sound
of a word, it becomes less clear what the term word identifi-
cation actually means. Is it accessing a sequence of abstract
letters, accessing the sound of the word, accessing the mean-
ing of the word, or some combination of all three? In addi-
tion, what is the causal relationship between accessing
the three types of codes? One possibility is that one merely

accesses the visual code—more or less like finding a dictio-
nary entry—and then looks up the sound of the word and the
meaning in the “dictionary entry.” (This must be an approxi-
mation of what happens in orthographies such as Chinese.)
Another relatively simple possibility is that for alphabetic
languages, the reader must first access the sound of the word
and can only then access the meaning. That is to say, accord-
ing to this view, the written symbols merely serve to access
the spoken form of the language, and a word’s meaning is
tied only to the spoken form. On the other hand, the relation-
ship may be more complex. For example, the written form
may start to activate both the sound codes and the meaning
codes, and then the three types of codes send feedback to
each other to arrive at a solution as to what the visual form,
auditory form, and meaning of the word are. There are prob-
ably few topics in reading that have generated as much
controversy as this: what the role of sound coding is in the
reading process.

As mentioned earlier, naming of words is quite rapid
(within about 500 ms for most words). Given that a signifi-
cant part of this time must be taken up in programming the
motor response and in beginning to execute the motor act of
speaking, it certainly seems plausible that accessing the
sound code could be rapid enough to be part of the process
of getting to the meaning of a word. But even if the sound
code is accessed at least as rapidly as the meaning, it may not
play any causal role. Certainly, there is no logical necessity
for involving the sound codes, because the sequence of letters
is sufficient to access the meaning (or meanings) of the word;
in the McClelland and Rumelhart (1981) and Paap et al.
(1982) models, access to the lexicon (and hence word mean-
ing) is achieved via a direct look-up procedure, which only
involves the letters which comprise a word. However, before
examining the role of sound coding in accessing the mean-
ings of words, let us first look at how sound codes themselves
are accessed.

The Access of Sound Codes

There are three general possibilities for how we could access
the pronunciation of a letter string. Many words in English
have irregular pronunciations (e.g., one), such that their pro-
nunciations cannot be derived from the spelling-to-sound
rules as defined by the language. In these cases, it appears
that the only way to access the sound code would be via a di-
rect access procedure by which the word’s spelling is
matched to a lexical entry within the lexicon. In the above
example, the letters o-n-e would activate the visual word de-
tector for one, which would in turn activate the subsequent
lexical entry. After this entry is accessed, the appropriate
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pronunciation for the word (/wun/) could be activated. In
contrast, other words have regular pronunciations (e.g., won).
Such words’ pronunciations could also be accessed via a di-
rect route, but their sound codes could also be constructed
through the utilization of spelling-to-sound correspondence
rules or by analogy to other words in the language. Finally,
it is of course possible to pronounce nonwords like mard.
Unless all possible pronounceable letter strings have lexical
entries (which seems unlikely), nonwords’ sound codes
would have to be constructed.

Research on patients with acquired dyslexia, who were
previously able to read normally but suffered a stroke or
brain injury, has revealed two constellations of symptoms
that seem to argue for the existence of both the direct and
the constructive routes to a word’s pronunciation (Coltheart,
Patterson, & Marshall, 1980). In one type, surface dyslexia,
the patients can pronounce both real words and nonwords but
they tend to regularize irregularly pronounced words (e.g.,
pronouncing island as iz-land). In contrast to those with sur-
face dyslexia, individuals with deep and phonemic dyslexia
can pronounce real words (whether they are regular or irreg-
ular), but they cannot pronounce nonwords. Researchers
initially believed that individuals with surface dyslexia com-
pletely relied on their intact constructive route, whereas those
with deep dyslexia completely relied on their direct route.
However, researchers now realize that these syndromes are
somewhat more complex than had been first thought, and the
descriptions of them here are somewhat oversimplified.
Nonetheless, they do seem to argue that the two processes
(a direct look-up process and a constructive process) may be
somewhat independent of each other.

Assuming that these two processes exist in normal skilled
readers (who can pronounce both irregular words and non-
words correctly), how do they relate to each other? Perhaps
the simplest possibility is that they operate independently of
each other in a race, so to speak. Whichever process finishes
first would presumably win, determining the pronunciation.
Thus, because the direct look-up process cannot access pro-
nunciations of nonwords, the constructive process would de-
termine the pronunciations of nonwords. What would happen
for words? Presumably, the speed of the direct look-up
process would be sensitive to the frequency of the word in the
language, with low-frequency words taking longer to access.
However, the constructive process, which is not dependent
on lexical knowledge, should be largely independent of the
word’s frequency. Thus, for common (i.e. frequent) words,
the pronunciation of both regular and irregular words should
be determined by the direct look-up process and should take
more or less the same time. For less frequent words, however,
both the direct and constructive processes would be operating

because the direct access process would be slower. Thus, for
irregular words, there would be conflict between the pronun-
ciations generated by the two processes; therefore one would
either expect irregular words to be pronounced more slowly
(if the conflict is resolved successfully), or there would be er-
rors if the word is regularized.

The data from many studies are consistent with such a
model. A very reliable finding (Baron & Strawson, 1976;
Perfetti & Hogaboam, 1975) is that regular words are pro-
nounced (named) more quickly than are irregular words.
However, the difference in naming times between regular and
irregular words is a function of word frequency: For high-
frequency words there is little or no difference, but there is a
large difference for low-frequency words. However, the
process of naming is likely to be more complex than a simple
race, as people usually make few errors in naming, even for
low-frequency irregular words. Thus, somehow, it appears
that the two routes cooperate in some way to produce the cor-
rect pronunciation, but when the two routes conflict in their
output, there is slowing of the naming time (Carr & Pollatsek,
1985). It is worth noting, however, that few words are to-
tally irregular. That is to say, even for quite irregular words
like one and island, the constructive route would produce a
pronunciation that had some overlap with the actual pronun-
ciation.

Before leaving this section, we must note that there is
considerable controversy at the moment concerning exactly
how the lexicon is accessed. In the traditional dual route
models that we have been discussing (e.g., Coltheart, 1978;
Coltheart, Curtis, Atkins, & Haller, 1993; Coltheart, Rastle,
Perry, Langdon, & Ziegler, 2001), there are two pathways to
the lexicon, one from graphemic units to meaning directly,
and one from graphemic units to phonological units, and then
to meaning (the phonological mediation pathway). A key
aspect of these models is that (a) the direct pathway must be
used to read exception words (e.g., one) for which an indirect
phonological route would fail and (b) the phonological route
must be used to read pseudowords (e.g., nufe) that have no
lexical representation. Another more recent class of models,
often termed connectionist models, takes a different ap-
proach. These models take issue with the key idea that we
actually have a mental lexicon. Instead, they assume that pro-
cessing a word (or pseudoword) comes from an interaction of
the stimulus and a mental representation which represents the
past experience of the reader. However, this past experience
is not represented in the form of a lexicon, but rather from
patterns of activity that are distributed in the sense that one’s
total memory, in some sense, engages with a given word,
rather than a single lexical entry. In addition, this memory is
nonrepresentational, in that the elements are just relatively
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arbitrary features of experience rather than being things
like words or letters (Harm & Seidenberg, 1999; Plaut,
McClelland, Seidenberg, & Patterson, 1996; Seidenberg &
McClelland, 1989). For this process to work rapidly enough
for one to recognize a word in a fraction of a second, these
models all assume that this contact between the current stim-
ulus and memory must be in parallel across all these features.
For this reason, these models are often termed parallel
distributed processing (PDP) models. Resonance models
(Stone & Van Orden, 1994; Van Orden & Goldinger, 1994)
are a similar class of models that posit a somewhat different
type of internal memory structure. Because these models are
complex and depend on computer simulation in which many
arbitrary assumptions need to be made in order for the simu-
lations to work, it is often hard to judge how well they ac-
count for various phenomena. Certainly, at our present state
of knowledge, it is quite difficult to decide whether this
nonrepresentational approach is an improvement on the
more traditional representational models (see Besner,
Twilley, McCann, & Seergobin, 1990; Coltheart et al., 1990;
Seidenberg & McClelland, 1990). For the purposes of our
present discussion, a major difference in emphasis between
the models is that for the connectionist models, processes that
would look like the phonological route in the more traditional
models enter into the processing of regular words, and
processes that would look like direct lexical look-up enter
into the processing of pseudowords.

Sound Codes and the Access of Word Meanings

In the previous section we discussed how readers access a vi-
sual word’s sound codes. However, a much more important
question is how readers access a visual word’s meaning (or
meanings). As previously indicated, this has been a highly
contentious issue on which respected researchers have stated
quite differing positions. For example, Kolers (1972) claimed
that processing during reading does not involve readers’
formulating articulatory representations of printed words,
whereas Gibson (1971) claimed that the heart of reading is
the decoding of written symbols into speech. Although we
have learned a great deal about this topic, the controversy
represented by this dichotomy of views continues, and re-
searchers’ opinions on this question still differ greatly.

Some of the first attempts to resolve this issue involved
the previously discussed lexical decision task. One question
that was asked was whether there was a difference between
regularly and irregularly spelled words, under the tacit as-
sumption that the task reflects the speed of accessing the
meaning of words (Bauer & Stanovich, 1980; Coltheart,

1978). These data unfortunately tended to be highly variable:
Some studies found a regularity effect whereas others did not.
Meyer, Schvaneveldt, and Ruddy (1974) utilized a somewhat
different paradigm and found that the time for readers to de-
termine whether touch was a word was slower when it was
preceded by a word such as couch (which presumably primed
the incorrect pronunciation) as compared to when it was pre-
ceded by an unrelated word. However, there is now consider-
able concern that the lexical decision task is fundamentally
flawed as a measure of so-called lexical access that is related
to accessing a word’s meaning. The most influential of these
arguments was that this task is likely to induce artificial
checking strategies before making a response (Balota &
Chumbley, 1984, 1985).

A task that gets more directly at accessing a word’s mean-
ing is the categorization task. As noted earlier, in this task,
participants are given a category label (e.g., tree) and then are
given a target word (e.g., beech, beach, or bench) and have to
decide whether it represented a member of the preceding cat-
egory (Van Orden, 1987; Van Orden, Johnston, & Hale, 1988;
Van Orden, Pennington, & Stone, 1990). The key finding was
that participants had difficulties rejecting homophones of true
category exemplars (e.g. beach). Not only were they slow in
rejecting these items, they typically made 10–20% more er-
rors on these items than on control items that were visually
similar (e.g., bench). In fact, these errors persisted even when
people were urged to be cautious and go slowly. Moreover,
this effect is not restricted to word homophones. A similar,
although somewhat smaller effect was reported with pseudo-
homophones (e.g., brane). Moreover, in a similar semantic
relatedness judgment task (i.e., decide whether the two words
on the screen are semantically related), individuals are slower
and make more errors on false homophone pairs such as
pillow-bead (Lesch & Pollatsek, 1998). (Bead is a false ho-
mophone of pillow because bead could be a homophone of
bed, analogously to head’s rhyming with bed.) These find-
ings with pseudohomophones and false homophones both in-
dicate that it is unlikely that such results are merely due to
participants’ lack of knowledge of the target words’ spelling,
and that assembled phonology plays a significant role in ac-
cessing a word’s meaning.

Still, in order for sound codes to play a crucial role in the
access of word meaning, they must be activated relatively
early in word processing. In addition, these sound codes
must be activated during natural reading, and not just when
words are presented in relative isolation (as they were in the
aforementioned studies). To address these issues, Pollatsek,
Lesch, Morris, and Rayner (1992) utilized a boundary para-
digm (Rayner, 1975) to examine whether phonological
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codes were active before words were even fixated (and
hence very early in processing). Although we discuss the
boundary paradigm in more detail later in this chapter, it ba-
sically consists of presenting a parafoveal preview of a word
or a letter string to the right of a boundary within a sentence.
When readers’ eyes move past the boundary and toward a
parafoveal target word, the preview changes. In the Pollatsek
et al. study, the preview word was either identical to the tar-
get word (rains), a homophone of it (reins), or an ortho-
graphic control word that shared many letters with the target
word (ruins). That is, participants often see a different word
in the target word location before they fixate it, although
they are virtually never aware of any changes. The key find-
ing was that reading was faster when the preview was a
homophone of the target than when it was just orthographi-
cally similar; this indicates that in reading text, sound codes
are extracted from words even before they are fixated, which
is quite early in the encoding process. In fact, data from a
similar experiment indicate that Chinese readers also benefit
from a homophone of a word in the parafovea (Pollatsek,
Tan, & Rayner, 2000).

Some other paradigms, however, have come up with less
convincing evidence for the importance of sound coding
in word identification. One, in fact, used a manipulation
in a reading study similar to the preview study with three
conditions: correct homophone, incorrect homophone, and
spelling control (e.g., “Even a cold bowl of cereal/serial/
verbal . . . .”). However, in this study, when a wrong word ap-
peared (either the wrong homophone or the spelling control)
it remained in the text throughout the trial. People read short
passages containing these errors, and the key question was
whether the wrong homophones would be less disruptive
than the spelling controls because they “sounded right.” In
these studies (Daneman & Reingold, 1993, 2000; Daneman,
Reingold, & Davidson, 1995) there was a disruption in the
reading process (measured by examining the gaze duration
on the target word) for both types of wrong words, but no sig-
nificant difference between the wrong homophones and the
spelling control (although they did find more disruption for
the spelling control slightly later in processing). This finding
is consistent with a view in which sound coding plays only
a backup role in word identification. On the other hand,
Rayner, Pollatsek, and Binder (1998) found greater disrup-
tion for the spelling control than for the wrong homophone
even on immediate measures of processing. However, even
in the Rayner et al. study, the homophone effects were rela-
tively subtle (far more so than in Van Orden’s categorization
paradigm). Thus, it appears that sentence and paragraph con-
text may interact with word processing to make errors (be

they phonological or orthographical) less damaging to the
reading process. Finally, we should note that at the moment
there is some controversy about the exact nature of the find-
ings in these homophone substitution studies (Jared, Levy, &
Rayner, 1999) and with respect to the use of such substitu-
tions to study sound coding in reading (Starr & Fleming,
2001). However, for the most part, the results obtained from
studies using homophone substitutions are broadly consistent
with other studies examining sound coding in which homo-
phones are not used.

Summary

Although it does seem clear that phonological representa-
tions are used in the reading process, it is a matter of contro-
versy how important these sound codes are to accessing the
meaning of a word. Certainly, the categorical judgment stud-
ies make clear that sound coding plays a large role in getting
to the meaning of a word, and the parafoveal preview studies
indicate that sound codes are accessed early when reading
text. However, the data from the wrong-homophone studies
in reading seem to indicate that the role of sound coding in
accessing word meanings in reading may be a bit more mod-
est. In contrast, most cognitive psychologists do agree that
phonological codes are activated in reading and play an im-
portant role by assisting short-term memory (Kleiman, 1975;
Levy, 1975; Slowiaczek & Clifton, 1980).

EYE MOVEMENTS IN READING

The experiments we have discussed thus far have mainly
studied individuals who are viewing words in isolation.
However, fluent reading consists of much more than simply
processing single words—it also involves the integration of
successive words into a meaningful context. In this section,
we discuss a number of factors that seem to influence the ease
or difficulty with which we read words embedded in text.
Ultimately, one could view the research within the realm of
reading as an attempt to formulate a list of all the variables
that have an influence on reading processes. Ideally, if we had
an exhaustive list of each and every constituent factor in
reading (and, of course, how each of these factors interacted
with one another), we could develop a complete model of
reading. Although quite a bit of work needs to be done in
order to accomplish such an ambitious endeavor, a great deal
of progress has been made. In particular, as the potential for
technical innovation has improved, researchers have devel-
oped more accurate and direct methodologies for studying
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the reading process. One of these innovations, which has
been used extensively for the past 25 years, has involved
using readers’ eye movements in order to uncover the cogni-
tive processes involved in reading.

Basic Facts About Eye Movements

Although it may seem as if our eyes sweep continuously
across the page as we read, our eyes actually make a series of
discrete jumps between different locations in the text, more
or less going from left to right across a line of text (see Huey,
1908; Rayner, 1978, 1998). More specifically, typical eye
movement activity during reading consists of sequences of
saccades, which are rapid, discrete, jumps from location to
location, and fixations, during which the eyes remain rela-
tively stable for periods that last, on average, about a quarter
of a second. The reason that continual eye movements are
necessary during reading is that our visual acuity is generally
quite limited. Although the retina itself is capable of detect-
ing stimuli from a relatively wide visual field (about 240 of
visual angle), high-acuity vision is limited to the fovea, which
consists of only the center 2 of visual angle (which for a nor-
mal reading distance consists of approximately six to eight
letters). As one gets further away from the point of fixation
(toward the parafovea and eventually the periphery), visual
acuity decreases dramatically and it is much more difficult to
see letters and words clearly.

The purpose of a saccade is to focus a region of text onto
foveal vision for more detailed analysis, because reading on
the basis of only parafoveal-peripheral information is gener-
ally not possible (Rayner & Bertera, 1979; Rayner, Inhoff,
Morrison, Slowiaczek, & Bertera, 1981). Saccades are rela-
tively fast, taking only about 20–50 ms (depending on the
distance covered). In addition, because their velocity can
reach up to 500/s, visual sensitivity is reduced to a blur
during an eye movement, and little or no new information is
obtained while the eye is in motion. Moreover, one is not
aware of this blur due to saccadic suppression (Dodge, 1900;
Ishida & Ikeda, 1989; Matin, 1974; Wolverton & Zola,
1983). Eye movements during reading range from less than
one character space to 15–20 character spaces (although such
long saccades are quite rare and typically follow regressions,
see below), with the eyes typically moving forward approxi-
mately eight character spaces at a time. As words in typical
English prose are on average five letters long, the eyes thus
move on average a distance that is roughly equivalent to the
length of one and one-half words.

Although (perhaps not surprisingly) the eyes typically
move from left to right (i.e., in the direction of the text in
English), about 10–15% of eye movements shift backwards

in text and are termed regressions (Rayner, 1978, 1998;
Rayner & Pollatsek, 1989). For the most part, regressions
tend to be short, as the eyes only move a few letters. Readers
often make such regressions in response to comprehension
difficulty (see Rayner, 1998, for a review), but regressive eye
movements may also occur when the eyes have moved a lit-
tle too far forward in the text and a small backwards correc-
tion is needed in order for us to process a particular word of
interest. Longer regressions do occur occasionally, and when
such movements are necessary in order to correctly compre-
hend the text, readers are generally accurate at moving their
eyes back to the location within the text that caused them dif-
ficulty (Frazier & Rayner, 1982; Kennedy & Murray, 1987).

Given the blur of visual information during the physi-
cal movement of the eyes, the input of meaningful informa-
tion takes place during fixations (Ishida & Ikeda, 1989;
Wolverton & Zola, 1983). As we discuss later in the chapter,
readers tend to fixate on or near most words in text, and
the majority of words are only fixated once (Just &
Carpenter, 1980). However, some words are skipped
(Ehrlich & Rayner, 1981; Gautier, O’Regan, & LaGargasson,
2000; O’Regan, 1979, 1980; Rayner & Well, 1996). Word
skipping tends to be related to word length: Short words (e.g.,
function words like the or and) are skipped about 75% of the
time, whereas longer words are rarely skipped. More specifi-
cally, as length increases, the probability of fixating a word
increases (Rayner & McConkie, 1976): Two- to three-letter
words are fixated around 25% of the time, but words with
eight or more letters are almost always fixated (and are often
fixated more than once before the eyes move to the next
word). However, as we discuss later, longer content words
that are highly predictable from the preceding context are
also sometimes skipped.

Fixation durations are highly variable, ranging from
less than 100 ms to over 500 ms, with a mean of about 250 ms
(Rayner & Pollatsek, 1989). One important question is
whether this variability in the time readers spend fixating
on words is only due to low-level factors such as word length
or whether such variability may also be due to higher level
influences as well. As the prior sentence suggests, it is clear
that low-level variables are important. Word length in partic-
ular has been found to have a powerful influence on the
amount of time a reader fixates on a word (Kliegl, Olson, &
Davidson, 1982; Rayner & McConkie, 1976; Rayner, Sereno,
& Raney, 1996): As word length increases, fixation times in-
crease as well. The fact that readers tend to fixate longer
words for longer periods of time is perhaps not surprising—
such an effect could simply be the product of the mechanical
(i.e., motor) processes involved in moving and fixating the
eyes. What has been somewhat more controversial is whether
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eye movement measures can also be used to infer moment-to-
moment cognitive processes in reading such as the difficulty
in identifying a word.

There is now a large body of evidence, however, that the
time spent fixating a word is influenced by word frequency:
Fixation times are longer for words of lower frequency (i.e.,
words less frequently seen in text) than for words of higher
frequency, even when the low-frequency words are the same
length as the high-frequency words (Hyönä & Olson, 1995;
Inhoff & Rayner, 1986; Just & Carpenter, 1980; Kennison &
Clifton, 1995; Rayner, 1977; Rayner & Duffy, 1986; Rayner
& Fischer, 1996; Raney & Rayner, 1995; Rayner & Raney,
1996; Rayner et al., 1996; Sereno & Rayner, 2000; Vitu,
1991). As with words in isolation, this is presumably because
the slower direct access process for words of lower frequency
increases the time to identify them. Furthermore, there is a
spillover effect for low-frequency words (Rayner & Duffy,
1986; Rayner, Sereno, Morris, Schmauder, & Clifton, 1989).
When the currently fixated word is of low frequency, cogni-
tive processing may be passed downstream in the text, lead-
ing to longer fixation times on the next word. A corollary to
the spillover effect is that when words are fixated multiple
times within a passage, fixation durations on these words de-
crease, particularly if they are of low frequency (Hyönä &
Niemi, 1990; Rayner, Raney, & Pollatsek, 1995). Finally, the
nature of a word’s morphology also has a mediating effect on
fixation times. Lima (1987), for example, found that readers
tend to fixate for longer periods of time on prefixed words
(e.g., revive) as compared to pseudoprefixed words (e.g.,
rescue). More recently Hyönä and Pollatsek (1998) found
that the frequency of both the morphemes of compound
words influenced fixation time on the word for compound
words that were equated on the frequency of the word. How-
ever, the timing was different; the first morpheme influenced
the duration of the initial fixation on the word, whereas the
second morpheme only influenced later processing on the
word. Similarly, Niswander, Pollatsek, and Rayner (2000)
found that the frequency of the root morpheme of suffixed
words (e.g. govern in government) affected the fixation time
on the word. Thus, at least some components of words, in ad-
dition to the words themselves, are influencing fixation times
in reading.

The Perceptual Span

A central question in reading is how much information we
can extract from text during a single fixation. As mentioned
earlier, the data show that our eyes move approximately once
every quarter of a second during normal reading, suggesting
that only a limited amount of information is typically

extracted from the text on each fixation. This, coupled with
the physical acuity limitations inherent in the visual system,
suggests that the region of text on the page from which useful
information may be extracted on each fixation is relatively
small.

Although a number of different techniques have been used
in attempts to measure the size of the effective visual field (or
perceptual span) in reading, most of them have rather severe
limitations (see Rayner, 1975, 1978 for a discussion). One
method which has proven to be effective, however, is called
the moving window technique (McConkie & Rayner, 1975;
Rayner, 1986; Rayner & Bertera, 1979; N. R. Underwood &
McConkie, 1985). This technique involves presenting read-
ers with a window of normal text around the fixation point on
each fixation, with the information outside that window de-
graded in some manner. In order to accomplish this, readers’
eye movements and fixations are continuously monitored and
recorded by a computer while they read text presented on a
computer monitor, and, when the eyes move, the computer
changes the text contingent on the position of the eyes. In a
typical experiment, an experimenter-defined window of nor-
mal text is presented around the fixation point, while all the
letters outside the window are changed to random letters. The
extent of the perceptual span may be examined by manipulat-
ing the size of the window region. The logic of this technique
is that if reading is normal for a window of a particular size
(i.e., if people read both with normal comprehension and at
their normal rate), then information outside this window is
not used in the reading process.

Figure 20.2 illustrates a typical example of the moving
window technique. In this example, a hypothetical reader is
presented with a window of text that consists of 4 letters to
the left of fixation and 14 letters to the right of fixation (fixa-
tion points are indicated by asterisks). As can be seen in the

Figure 20.2 Examples of the moving window and boundary paradigms.
The moving window example consists of a window that extends 4 characters
to the left of fixation and 14 characters to the right of fixation on the two fix-
ations shown (fixation locations are marked by asterisks). In the boundary
paradigm example, a word (in this case, the word previews) is present in a
target location prior to a reader’s moving over an invisible boundary location
(the letter e in the). When the eyes cross this boundary location, the preview
word is replaced by the target word (in this case, the word boundary).

Moving Window Paradigm
xx xxample of a moving xxxxxx pxxxxxxx (fixation 1)

*
xx xxxxxxx xx a moving window paxxxxxx (fixation 2)

*

Boundary Paradigm
an example of the previous paradigm (fixation 1)

*
an example of the boundary paradigm (fixation 2)

*
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figure, the window of normal text follows the reader’s fixa-
tion points—if the eyes make a forward saccade, the window
moves forward, but if the eyes make a backward saccade
(a regression), the window moves backward as well.

Studies using this technique have consistently shown that
the size of the perceptual span is relatively small. For readers
of alphabetical languages such as English, French, and
Dutch, the span extends from the beginning of the currently
fixated word or about three to four letters to the left of fixa-
tion (McConkie & Rayner, 1976; Rayner, Well, & Pollatsek,
1980; N. R. Underwood & McConkie, 1985) to about 14–15
letters to the right of fixation (DenBuurman, Boersma, &
Gerrissen, 1981; McConkie & Rayner, 1975; Rayner, 1986;
Rayner & Bertera, 1979). Thus, the span is asymmetric to the
right for readers of English. Interestingly, for written lan-
guages such as Hebrew (which are printed from right to left),
the span is asymmetric to the left of fixation (Pollatsek,
Bolozky, Well, & Rayner, 1981).

The perceptual span is influenced both by characteristics
of the writing system and characteristics of the reader. Thus,
the span is considerably smaller for Japanese text (Ikeda &
Saida, 1978; Osaka, 1992). For Japanese text written verti-
cally, the effective visual field is five to six character spaces
in the vertical direction of the eye movement (Osaka & Oda,
1991). More recently, Inhoff and Liu (1998) found that
Chinese readers have an asymmetric perceptual span extend-
ing from one character left of fixation to three character
spaces to the right. (Chinese is now written from left to right.)
Furthermore, Rayner (1986) found that beginning readers at
the end of the first grade had a smaller span, consisting of
about 12 letter spaces to the right of fixation, than did skilled
readers, whose perceptual span was 14–15 letter spaces to the
right of fixation. Thus, it seems that the size of the perceptual
span is defined by not only our physical limitations (our lim-
ited visual acuity), but also by the amount and difficulty of
the information we need to process as we read. As text den-
sity increases, our perceptual span decreases, and we are only
able to extract information from smaller areas of text.

Another issue regarding the perceptual span is whether
readers acquire information from below the line which they
are reading. Inhoff and Briihl (1991; Inhoff & Topolski,
1992) examined this issue by recording readers’ eye move-
ments as they read a line from a target passage while ignoring
a distracting line of text (taken from a related passage) lo-
cated directly below target text. Initially, readers’ answers to
multiple-choice questions suggested that they had indeed ob-
tained information from both attended and unattended lines.
However, when readers’ eye movements were examined, that
data showed that they occasionally fixated the distractor text.
When these extraneous fixations were removed from the

analysis, there was no indication that readers obtained useful
semantic information from the unattended text. Pollatsek,
Raney, LaGasse, and Rayner (1993) more directly examined
the issue by using a moving window technique. The line the
reader was reading and all lines above it were normal, but the
text below the currently fixated line was altered in a number
of ways (including replacing lines of text with other text and
replacing the letters below the currently fixated line with ran-
dom letters). Pollatsek et al. (1993) found that text was read
most easily when the normal text was below the line and
when there were Xs below the line. None of the other condi-
tions differed from each other, which suggests that readers do
not obtain semantic information from below the currently fix-
ated line.

Although the perceptual span is limited, it does extend be-
yond the currently fixated word. Rayner, Well, Pollatsek, and
Bertera (1982) presented readers with either a three-word
window (consisting of the fixated word and the next two
words), a two-word window (consisting of the fixated word
and the next word), or a one-word window (consisting
only of the currently fixated word). When reading normal,
unperturbed text (the baseline), the average reading rate was
about 330 words per minute (wpm), and the same average
reading rate was found in the three-word condition. However,
in the two-word window condition, when the amount of text
available to the reader was reduced to only two words, the av-
erage reading rate fell to 300 wpm, and the reading rate
slowed to 200 wpm in the one-word window condition. So, it
seems that if skilled readers are allowed to see three words at
a time, reading may proceed normally, but if the amount of
text available for processing is reduced to only the currently
fixated word, they can read reasonably fluently, but at only
two-thirds of normal speed. Hence, although readers may ex-
tract information from more than one word per fixation, the
area of effective vision is no more than three words.

One potential limitation of the moving window technique
is that reading would be artifactually slowed if readers could
see the display changes occurring outside the window of un-
perturbed text and are simply distracted by them. If this were
the case, one could argue that data obtained using the moving
window technique are confounded—slower reading rates in
the one-word condition mentioned above could either be due
to readers’ limited perceptual span or to the fact that readers
are simply distracted by nonsensical letters in their periph-
eries. In some instances this is true: When the text falling out-
side the window consists of all Xs, the reader is generally
aware of where the normal text is and where the Xs are. In
contrast, if random letters are used instead of Xs, readers are
generally unaware of the display changes taking place in their
peripheries, although they may be aware that they are reading
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more slowly and may have the impression that something is
preventing them from reading normally. More directly, how-
ever, readers’ conscious awareness of display changes are not
related to reading speed in that participants in moving win-
dow experiments can actually read faster when the text out-
side of the window is Xs as opposed to random letters. This is
most likely the case because random letters are more likely to
lead to misidentification of other letters or words, whereas Xs
are not.

The Acquisition of Information to the Right of Fixation

So far we have discussed the fact that when readers are not
allowed to see letters or words in the parafovea, reading rates
are slowed, indicating that at least some characteristics of the
information from the parafovea are necessary for fluent read-
ing. Another important indication that readers extract infor-
mation from text to the right of fixation is that we do not read
every word in text, indicating that words to the right of fixa-
tion can be partially (or fully) identified and skipped (inci-
dentally, in cases where a word is skipped, the duration of the
fixation prior to the skip tends to be inflated; Pollatsek,
Rayner, & Balota, 1986). As mentioned earlier, short function
words (e.g., conjunctions and articles) and words that are
highly predictable or constrained by the preceding context
are also more likely to be skipped than are long words or
words that are not constrained by preceding context. Such a
pattern in skipping rates indicates that readers obtain infor-
mation from both the currently fixated word and from the
next (parafoveal) word, but it also seems to indicate that the
amount of information from the right of fixation is limited
(e.g., because longer words tend not to be skipped). This sug-
gests that the major information used in the parafovea is the
first few letters of the word to the right of the fixated word.

Further evidence for this conclusion comes from an addi-
tional experiment conducted by Rayner et al. (1982). In this
experiment, sentences were presented to readers in which
there was either (a) a one-word window; (b) a two-word win-
dow, or (c) the fixated word, visible together with partial in-
formation from the word immediately to the right of fixation
(either the first one, two, or three letters; the remaining letters
of the word to the right of fixation were replaced by letters
that were either visually similar or visually dissimilar to the
ones they replaced). The data showed that as long as the first
three letters of the word to the right of fixation were normal
and the others were replaced by letters that were visually sim-
ilar to the letters that they replaced, reading was as fast as
when the entire word to the right was available. However, the
other letter information is not irrelevant, because when the
remainder of the word was replaced by visually dissimilar

letters, reading rates were slower as compared to when the
entire word to the right was available, indicating that more in-
formation is processed than just the first three letters of the
next word (see also Lima 1987; Lima & Inhoff, 1985).

In addition to the extraction of partial word information
from the right of fixation, word length information is also ob-
tained from the parafovea, and this information is used in
computing where to move the eyes next (Morris, Rayner, &
Pollatsek, 1990; O’Regan, 1979, 1980; Pollatsek & Rayner,
1982; Rayner, 1979; Rayner, Fischer, & Pollatsek, 1998;
Rayner & Morris, 1992; Rayner et al., 1996). Word length in-
formation may also be utilized by readers to determine how
parafoveal information is to be used—sometimes enough
parafoveal letter information can be obtained from short words
that they can be identified and skipped. In contrast, partial word
information extracted from a longer parafoveal word may not
usually allow full identification of the word but may facilitate
subsequent foveal processing when the parafoveal word is
eventually fixated (Blanchard, Pollatsek, & Rayner, 1989).

Integration of Information Across Fixations

The extraction of partial word information from the
parafovea suggests that it is integrated in some fashion with
information obtained from the parafoveal word when it is
subsequently fixated. A variety of experiments have been
conducted to determine the kinds of information that are in-
volved in this synthesis. One experimental method that has
been used to investigate this issue, the boundary paradigm
(Rayner, 1975), is a variation of the moving window tech-
nique discussed earlier. Similar to the moving window para-
digm, text displayed on a computer screen is manipulated as
a function of where the eyes are fixated, but in the boundary
paradigm, only the characteristics of a specific target word in
a particular location within a sentence are manipulated. For
example, in the sentence The man picked up an old map from
the chart in the bedroom, when readers’ eyes move past the
space between the and chart, the target word chart would
change to chest. (The rest of the sentence remains normal
throughout the trial.) By examining how long readers fixate
on a target word as a function of what was previously avail-
able in the target region prior to fixation, researchers can
make inferences about the types of information that readers
obtained from the target word prior to fixating upon it.

Two different tasks have been used to examine the inte-
gration of information across saccades: reading and word
naming. In the reading studies, fixation time on the target
word is the primary dependent variable. In the naming stud-
ies (Balota & Rayner, 1983; McClelland & O’Regan, 1981;
Rayner, 1978; Rayner, McConkie, & Ehrlich, 1978; Rayner
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et al., 1980), a single word or letter string is presented in the
parafovea, and when the reader makes an eye movement to-
ward it, it is replaced by a word that is to be named as quickly
as possible. The influence of the parafoveal stimulus is as-
sessed by measuring the effect of the parafoveal stimuli on
naming times. Surprisingly, in spite of the differences in pro-
cedure (text vs. single words) and dependent variables (eye
movement measures vs. naming latency), virtually identical
effects of the parafoveal stimulus have been found in the
reading and naming studies.

Findings from the naming task indicate that if the first two
or three letters of the parafoveal word are retained following
the eye movement and subsequent boundary display change
(i.e., if the first few letters of the to-be-fixated parafoveal
word are preserved across the saccade), naming times are fa-
cilitated as compared to when these letters change across the
saccade. Parafoveal processing is spatially limited, however,
in that this facilitation was found when the parafoveal word
was presented 3 or less from fixation, but not when the
parafoveal stimulus was 5 from fixation (i.e., about 15 char-
acter spaces). Furthermore, when the parafoveal stimulus
was presented 1 from fixation, naming was faster when
there was no change than when only the first two or three
letters were preserved across the saccade, but when the
parafoveal stimulus was presented farther away from fixation
(2.3 or 3), naming times were virtually identical regardless
of whether only the first two to three letters or all of the letters
are were preserved across the saccade.

Hence, it is clear that readers can extract partial word
information on one fixation to use in identification of a word
on a subsequent fixation, but precisely what types of informa-
tion may be carried across saccades? One possibility is that
this integration is simply a function of the commonality of
visual patterns from two fixations, such that the extraction of
visual codes from the parafovea facilitates processing via an
image-matching process. McConkie and Zola (1979; see also
Rayner et al., 1980) tested this prediction by asking readers to
read text in alternating case such that each time they moved
their eyes, the text in the parafovea shifted from one alter-
nated case pattern to its inverse (e.g., cHaNgE shifted to
ChAnGe). Counter to the prediction that visual codes are in-
volved in the integration of information across fixations, read-
ers didn’t notice the case changes and reading behavior was
not different from the control condition in which there were
no case changes from fixation to fixation. Because changing
visual features did not disrupt reading, it appears that visual
codes are not combined across saccades during reading. How-
ever, readers extract abstract (i.e., case-independent) letter in-
formation from the parafovea (Rayner et al., 1980).

A number of other variables have been considered. One
possibility is that some type of phonological (sound) code is

involved in conveying information across saccades. As we
discussed earlier, Pollatsek et al. (1992; see also Henderson,
Dixon, Petersen, Twilley, & Ferreira, 1995) utilized both a
naming task and a reading task; they found that a homophone
of a target word (e.g., beach-beech) presented as a preview in
the parafovea facilitated processing of the target word seen on
the next fixation more than did a preview of a word that was
visually similar to the target word (e.g., bench). However, they
also found that the visual similarity of the preview to the target
played a role in the facilitative effect of the preview so that
abstract letter codes are also preserved across saccades.

Morphemes, or the smallest units of meaning, have also
been examined as a possibility for facilitating information
processing across saccades, but the evidence for this sugges-
tion has thus far been negative. In another experiment Lima
(1987) used words that contained true prefixes (e.g., revive)
and words that contained pseudoprefixes (e.g., rescue).
If readers extract morphological information from the
parafovea, then a larger preview benefit (the difference in fix-
ation time between when a parafoveal preview of the target
was available to the reader as compared to when a preview
was not available) should be found for the prefixed words.
Lima, however, found an equal benefit in the prefixed and
pseudoprefixed conditions, indicating that prefixes are not
involved in the integration of information across saccades.
Furthermore, in a similar study, Inhoff (1989) presented read-
ers with either the first morpheme of a true compound word
such as cow in cowboy or the first morpheme of a pseudo-
compound such as car in carpet, and the study found no dif-
ferences in the sizes of the parafoveal preview benefits.

Finally, it has been suggested that semantic (meaning) in-
formation in the parafovea may aid in later identification of a
word (G. Underwood, 1985), but studies examining this issue
have generally been negative. Rayner, Balota, and Pollatsek
(1986) reported a boundary experiment in which readers
were shown three possible types of parafoveal previews prior
to fixating on a target word. For example, prior to fixating on
the target word tune, readers could have seen a parafoveal pre-
view of either turc (orthographically similar), song (semanti-
cally related), or door (semantically unrelated). In a simple
semantic priming experiment (with a naming response),
semantically similar pairs (tune-song) resulted in a standard
priming effect. However, when these targets were embed-
ded in sentences, a parafoveal preview benefit was found only
in the orthographically similar condition (supporting the idea
that abstract letter codes are involved in integrating informa-
tion from words across saccades), but there was no difference
in preview benefit between the related and unrelated condi-
tions (see also Altarriba, Kambe, Pollatsek, & Rayner, 2001).
Thus, readers apparently do not extract semantic information
from to-be-fixated parafoveal words.
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The research we have reported here has focused on the fact
that information extracted from a parafoveal word decreases
the fixation time on that word when it is subsequently fixated.
However, recently, a number of studies have examined
whether information located in the parafovea influences the
processing of the currently fixated word or, in similar terms,
whether readers may process two or more words in parallel.

Murray (1998) designed a word comparison task in which
readers were to asked to detect a one-word difference in
meaning between two sentences. Fixation times on target
words were shorter when the parafoveal word was a plausible
continuation of the sentence as compared to when it was an
implausible continuation. In another study, Kennedy (2000)
instructed subjects to discriminate whether successively fix-
ated words were identical or synonymous to each other, and
found that fixation times on fixated (foveal) words were
longer when the parafoveal word had a high frequency of
occurrence as compared to a low frequency of occurrence.

It is possible, however, that the nature of attentional alloca-
tion is different in word comparison tasks than it is in more
naturalistic reading tasks. In fact, several studies have demon-
strated that the frequency of the word to the right of fixation
during reading does not influence the processing of the fixated
word (Carpenter & Just, 1983; Henderson & Ferreira, 1993;
Rayner et al., 1998). To examine more closely whether proper-
ties of parafoveal words may have an effect on the viewing
durations of the currently fixated word during natural reading,
Inhoff, Starr, and Shindler (2000) constructed sentence triplets
in which readers were allowed one of three types of parafoveal
preview. In the related condition, when readers fixated on a
target word (e.g., traffic), they saw a related word (e.g., light) in
the parafovea. In the unrelated condition, when readers fixated
on the target word (e.g., traffic), they saw a semantically unre-
lated word (e.g., smoke) in the parafovea. Finally, in the dis-
similar condition, upon fixating a target word, readers saw a
series of quasi-random letters in the parafovea (e.g., govcq).
Readers’ fixation times on target words were shortest in the
related condition (though not different from the unrelated
word) and longest in the dissimilar condition, suggesting that
they at least processed some degree of abstract letter informa-
tion from the parafoveal stimuli in parallel with the currently
fixated word. However, semantic properties (i.e., meaning) of
the parafoveal word had little effect on the time spent reading
the target word.

Summary

The relative ease with which we read words is influenced by
a number of variables, which include both low-level factors
such as word length and high-level factors such as word
frequency. The region of text from which readers may extract

useful information on any given fixation is limited to the
word being fixated and perhaps the next one or two words to
the right. Moreover, the information that may be obtained to
the right of fixation is generally limited to abstract letter
codes (McConkie & Zola, 1979; Rayner et al., 1980) and
phonological codes (Pollatsek et al., 1992), both of which
may play a role in integrating information from words across
saccades. Although there is no evidence that indicates that vi-
sual, morphological, or semantic information extracted from
the parafovea aids later word identification, there is some
controversy as to whether words may (under some circum-
stances and to some extent) be processed in parallel.

WORD IDENTIFICATION IN CONTEXT

There are many studies measuring either accuracy of identi-
fication in tachistoscopic (i.e., very brief) presentations
(Tulving & Gold, 1963), naming latency (Becker, 1985;
Stanovich & West, 1979, 1983), or lexical decision latency
(Fischler & Bloom, 1979; Schuberth & Eimas, 1977) that have
also demonstrated contextual effects on word identification.
These experiments typically involved having subjects read a
sentence fragment like The skiers were buried alive by the sud-
den. . . . The subjects were then either shown the target word
avalanche very briefly and asked to identify it or the word was
presented until they made a response to it (such as naming or
lexical decision). The basic finding in the brief exposure ex-
periments was that people could identify the target word at
significantly briefer exposures when the context predicted it
than when it was preceded either by neutral context, inappro-
priate context, or no context. In the naming and lexical deci-
sion versions of the experiment, a highly constraining context
facilitated naming or lexical decision latency relative to a neu-
tral condition such as the frame The next word in the sentence
will be. We should note that there has been some controversy
over the appropriate baseline to use in these experiments, but
that is beyond the scope of this chapter. We turn now to a dis-
cussion of context effects when readers are reading text.

In the previous section we discussed a number of variables
that influence the ease or difficulty with which a word may be
processed during reading. As we have pointed out, much of
the variation in readers’ eye fixation times can be explained
by differences in word length and word frequency. In addi-
tion, a number of variables involved in text processing at a
higher level have also been found to affect the speed of word
identification. For example, we have already mentioned that
a parafoveal word is more likely to be skipped if it is pre-
dictable from prior sentence context (Ehrlich & Rayner,
1981; O’Regan, 1979). Moreover, such predictable words are
also fixated for shorter periods of time (Balota, Pollatsek, &
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Rayner, 1985; Binder, Pollatsek, & Rayner, 1999; Inhoff,
1984; Rayner, Binder, Ashby, & Pollatsek, 2001; Rayner &
Well, 1996; Schustack, Ehrlich, & Rayner, 1987).

Before moving on, we should clarify what we mean when
we talk about predictability. In the studies we discuss in this
section, predictability is generally assessed by presenting a
group of readers with a sentence fragment up to, but not in-
cluding, the potential target word. They are then asked to
guess what the next word in the sentence might be. In most
experiments, a target word is operationally defined as pre-
dictable if more than 70% of the readers are able to guess the
target word based on prior sentence context, and unpre-
dictable if fewer than 5% of the readers are able to guess the
target word. We should note that during this norming process,
readers generally take up to several seconds to formulate a
guess, whereas during natural reading, readers only fixate
each word in the text for about 250 ms. This makes it unlikely
that predictability effects in normal silent reading are due to
such a conscious guessing process. Moreover, most readers’
introspection is that they are rarely if ever guessing what
the next word will be as they read a passage of text. Hence,
although we talk about predictability extensively in this
section, we are certainly not claiming the effects are due to
conscious prediction. They may be due to something like an
unconscious process that is somewhat like prediction, al-
though it would likely be quite different from conscious
prediction.

Although these predictability effects on skipping rates
are quite clear, there is some controversy as to the nature of
these effects. One possibility is that contextual influences
take place relatively early on during processing and, as such,
affect the ease of processing a word (i.e., lexical access). An
alternative view is that contextual influences affect later
stages of word processing, such as the time it takes to inte-
grate the word into ongoing discourse structures (i.e., text in-
tegration). One stumbling block in resolving this issue is that
some evidence suggests that fixation time on a word is at
least in part affected by higher level text integration process-
ing. For example, O’Brien, Shank, Myers, and Rayner (1988)
constructed three different versions of a passage that con-
tained one of three potential phrases early in the passage
(e.g., stabbed her with his weapon, stabbed her with his knife,
or assaulted her with his weapon). When the word knife ap-
peared later in the passage, readers’ fixation times on knife
were equivalent for stabbed her with his weapon and stabbed
her with his knife, presumably because readers had inferred
when reading the former phrase that the weapon was a knife
(i.e., it is unlikely that someone would be stabbed with a
gun). In contrast, when the earlier phrase was assaulted her
with his weapon, fixation durations on the later appearance

of knife were longer. That is, in this last case, the fixation
duration on knife reflected not only the time to understand the
literal meaning of the word, but also to infer that the previ-
ously mentioned weapon was a knife.

Thus, a major question about these effects of predictability
is whether the effect occurs because the manipulation actu-
ally modulates the extraction of visual information in the ini-
tial encoding of the word, or whether the unpredictable word
is harder to integrate into the sentence context, just as knife is
harder to process in the above example if it is not clear from
prior context that the murder weapon is a knife. Balota et al.
(1985) examined this question by looking at the joint effects
of predictability of a target word and the availability of the vi-
sual information of the target word. Participants were given
two versions of a sentence—one that was highly predictable
from prior sentence context or one that was not predictable
(e.g., Since the wedding day was today, the baker rushed the
wedding cake/pies to the reception). The availability of visual
information was manipulated by changing the parafoveal pre-
view. Prior to when a reader’s eyes crossed a boundary in the
text (e.g., the n in wedding), the parafoveal preview letter
string was either identical to the target (e.g., cake for cake and
pies for pies), visually similar to the target (cahc for cake and
picz for pies), identical to the alternative word (pies for cake
and vice versa), or visually similar to the alternative word
(picz for cake and cahc for pies). The results replicated earlier
findings that predictable words are skipped more often than
are unpredictable words, but more importantly, visually sim-
ilar previews facilitated fixation times on predictable words
more than on unpredictable words. Moreover, there was a dif-
ference in the preview benefit for cake and cahc, but there
was no difference in the benefit for pies and picz, so that read-
ers were able to extract more visual information (i.e., ending
letters) from a wider region of the parafovea when the target
was predictable as compared to unpredictable. The fact that
predictability interacts with these visual variables indicates
that at least part of the effect of predictability is on initial en-
coding processes. If it merely had an effect after the word was
identified, one would have no reason to expect it to interact
with these orthographic variables.

Resolution of Ambiguity 

The studies we have discussed up to this point clearly show
that there are powerful effects of context on word identifica-
tion in reading. However, they don’t make clear what level or
levels of word identification are influencing the progress of
the eyes through the text. For example, virtually all the phe-
nomena discussed so far could merely be reflecting the iden-
tification of the orthographic or phonological form of a word.
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The studies we discuss in the following section have tried to
understand how quickly the meaning of a word is understood
and how the surrounding sentential context interacts with the
this process of meaning extraction. Two ways in which re-
searchers have tried to understand these processes are (a) res-
olution of lexical ambiguity and (b) resolution of syntactic
ambiguity.

There are now a large number of eye movement studies (see
Binder&Rayner,1998;Duffy,Morris,&Rayner,1988;Kambe,
Rayner, & Duffy, 2001; Rayner & Duffy, 1986; Rayner &
Frazier, 1989; Rayner, Pacht, & Duffy, 1994; Sereno, Pacht, &
Rayner, 1992) that have examined how lexically ambiguous
words (like straw) are processed during reading. Such lexically
ambiguous words potentially allow one to understand when and
how the several possible meanings of a word are encoded. That
is, the orthographic and phonological forms of a word like straw
do not allow you to determine what the intended meaning of the
word is (e.g., whether it is a drinking straw or a dried piece of
grass). Clearly, for such words, there is no logical way to deter-
mine which meaning is intended if the word is seen in isolation,
and the determination of the intended meaning in a sentence de-
pends on the sentential context. As indicated previously, of
greatest interest is how quickly the meaning or meanings of the
wordareextractedandatwhatpoint thesententialcontextcomes
inandhelps todisambiguatebetweenthe two(ormoregenerally,
several)meaningsofanambiguousword.Tohelpthinkabout the
issues, consider two extreme possibilities. One is that all mean-
ings of ambiguous words are always extracted, and only then
does the context come in and help the reader choose which was
the intended meaning (if it can).The other extreme would be that
context always enters the disambiguation process early and that
it blocks all but the intended meaning from being activated. As
we will see in the following discussion, the truth is somewhere
between these extremes.

Two key variables that experimenters have manipulated to
understand the processing of lexically ambiguous words are
(a) whether the information in the context prior to the am-
biguous word allows one to disambiguate the meaning and
(b) the relative frequencies of the two meanings. To make the
findings as clear as possible, the manipulations on each of the
variables are fairly extreme. In the case of the prior context,
either it is neutral (i.e., it gives no information about which of
the two meanings is intended) or it is strongly biasing (i.e.,
when people read the part of the sentence up to the target
word and are asked to judge which meaning was intended,
they almost always give the intended meaning). In the sen-
tences in which the prior context does not disambiguate the
meaning, however, the following context does. Thus, in all
cases, the meaning of the ambiguous word should be clear at
the end of the sentence. For the relative frequencies of the

two meanings, experimenters either choose words that
are balanced (like straw), for which the two likely meanings
are equally frequent in the language, or they chose ones for
which one of the meanings is highly dominant (such as bank,
for which the financial institution meaning is much more fre-
quent than the slope meaning). To simplify exposition, in this
discussion we assume that these ambiguous words have only
two distinct meanings, although many words have several
shades of meaning, such as slight differences in the slope
meaning of bank.

The basic findings from this research indicate that both
meaning dominance and contextual information influence the
processing of such words. When there is a neutral prior con-
text, readers look longer at balanced ambiguous words (like
straw) than they do at control words matched in length and
word frequency. This evidence suggests that both meanings
of the ambiguous word have been accessed and that the con-
flict between the two meanings is causing some processing
difficulty. However, when the prior context disambiguates
the meaning that should be instantiated, fixation time on a
balanced ambiguous word is no longer than it is on the
control word. Thus, for these balanced ambiguous words,
the contextual information helps readers choose the appropri-
ate meaning quickly—apparently before they move on to the
next word in the text. In contrast, for ambiguous words for
which one meaning is much more dominant (i.e., much more
frequent) than the other, readers look no longer at the am-
biguous word than they do at the control word when the prior
context is neutral. Thus, it appears in these cases that only
the dominant meaning is fully accessed and that there is little
or no conflict between the two meanings. However, when the
following parts of the sentence make it clear that the less fre-
quent meaning should be instantiated, fixation times on the
disambiguating information are quite long and regressions
back to the target word are frequent (also indicating that the
reader incorrectly selected the dominant meaning and now
has to reaccess the subordinate meaning). Conversely, when
the prior disambiguating information instantiates the less fre-
quent meaning of the ambiguous word, readers’ gaze dura-
tions on the ambiguous word are lengthened (relative to an
unambiguous control word). Thus, in this case, it appears that
the contextual information increases the level of activation
for the less frequent meaning so that the two meanings are in
competition ( just as the two meanings of a balanced ambigu-
ous word are in competition in a neutral context).

In sum, the data on lexically ambiguous words make clear
that the meaning of a word is processed quite rapidly: The
meaning of an ambiguous word, in at least some cases, is ap-
parently determined before the saccade to the next word is
programmed. Moreover, it appears that context, at least in
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some cases, enters into the assignment of meaning early: It
can either shorten the time spent on a word (when it boosts
the activation of one of two equally dominant meanings)
or prolong the time spent on a word (when it boosts the
activation of the subordinate meaning). For a more complete
exposition of the theoretical ideas in this section (the re-
ordered access model), see Duffy et al., 1988, and Duffy,
Kambe, and Rayner, 2001.

A second type of ambiguity that readers commonly en-
counter is syntactic ambiguity. For example, consider a sen-
tence like While Mary was mending the sock fell off her lap.
When one has read the sentence up to sock (i.e., While Mary
was mending the sock), the function of the phrase the sock is
ambiguous: It could either be the object of was mending or it
could be (as it turns out to be in the sentence) the subject of a
subordinate clause. How do readers deal with such ambigui-
ties? Similar types of question arise with this type of ambigu-
ity as with lexical ambiguity. One obvious question is
whether readers are constructing a syntactic representation of
the sentence on line, so to speak, or whether syntactic pro-
cessing lags well behind encoding individual words. For ex-
ample, one possibility is that there is no problem with such
ambiguities because they are temporary—that is, if the reader
waits until the end of the sentence before constructing a parse
of the sentence, then there may be no ambiguity problem. In
contrast, if such ambiguities cause readers problems, then
one has evidence that syntactic processing, like meaning pro-
cessing, is more on line and closely linked in time to the word
identification process.

The data on this issue are quite clear, as many studies have
demonstrated that such temporary ambiguities do indeed
cause processing difficulty; furthermore, data indicate that
these processing difficulties often can occur quite early (i.e.,
immediately when the eyes encounter the point of ambigu-
ity). For example, Frazier and Rayner (1982) used sentences
like the While Mary was mending the sock fell off her lap ex-
ample previously cited. They found that when readers first
came to the word fell, they either made very long fixations on
it or they regressed back to an earlier point in the sentence
(where their initial parse would have gone astray). A full ex-
planation of this phenomenon would require going into con-
siderable detail on linguistic theories of parsing, a topic that
is beyond the scope of this chapter (see the chapter by
Treiman, Clifton, Meyer, & Wurm in this volume for a fuller
treatment on this subject). However, the explanation, in one
sense, is similar to the lexical ambiguity situation in which
one meaning is dominant—that is, in many cases one syntac-
tic structure is dominant over the other. In this case, assigning
the direct object function to the sock is highly preferred.
From the data, it thus becomes clear that readers initially
adopt this incorrect interpretation of the sentence (are led up

the garden path, so to speak), and only then can construct the
correct parse of the sentence with some difficulty. The phe-
nomenon is somewhat different from lexical ambiguity be-
cause (a) the dominance of one interpretation over another is
not easily modified by context manipulations, and (b) it ap-
pears that the reinterpretation needs to be constructed rather
than accessed, as is the case with a different meaning of an
ambiguous word (Binder, Duffy, & Rayner, 2001).

Summary

As discussed in this section, the ease or difficulty with which
readers process words is affected not only by lexical factors
such as word frequency and word length, but also by higher
level, postlexical factors (such as those involved in text inte-
gration) as well. It has been argued that many variables, such
as word frequency, contextual constraint, semantic relation-
ships between words, lexical ambiguity, and phonological
ambiguity influence the time it takes to access a word. How-
ever, it seems unlikely that syntactic disambiguation effects
(e.g., the fact that fixation times on syntactically disam-
biguating words are longer than fixation times on words that
are not syntactically disambiguating) are due to the relatively
low-level processes involved in lexical access. One plausible
framework for thinking about these effects (see Carroll &
Slowiaczek, 1987; Hyönä, 1995; Pollatsek, 1993; Rayner &
Morris, 1990; Reichle, Pollatsek, Fisher, & Rayner, 1998) is
that lexical access is the primary engine driving the eyes for-
ward, but that higher level (postlexical) processes may also
influence fixation times when there is a problem (e.g., a syn-
tactic ambiguity).

MODELS OF EYE MOVEMENT CONTROL

Earlier in this chapter we outlined some models of word iden-
tification. However, these models only take into account the
processing of words in isolation and are not specifically de-
signed to account for factors that are part and parcel of fluent
reading (e.g., the integration of information across eye move-
ments, context effects, etc.). In the past, modelers have
tended to focus on one aspect of reading and have tended to
neglect others. The models of LaBerge and Samuels (1974)
and Gough (1972), for example, focused on word encoding,
whereas Kintsch and van Dijk’s (1978) model mainly ad-
dressed integration of text. Although having such a narrow
focus on a model of reading is perhaps not ideal, there is
some logic behind such an approach. Models that are broad in
scope tend to suffer from a lack of specificity. The reader
model of Just and Carpenter (1980; see also Thibadeau,
Just, & Carpenter, 1982) illustrates one example of this diffi-
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culty. It attempted to account for the reading comprehension
processes ranging from individual eye fixations to the
integration of words into sentence context (e.g., clauses).
Although it was a comprehensive and highly flexible model
of reading, its relatively nebulous nature made it difficult for
researchers to use the model to make specific predictions
about the reading process.

In the past few years, however, a number of models have
been proposed that have been generally designed to expand
upon models of word perception and specifically designed to
explain and predict eye movement behavior during fluent
reading. Because these models are based upon the relatively
observable behavior of the eyes, they allow researchers to
make specific predictions about the reading process. How-
ever, as with many issues in reading, the nature of eye
movement models is a matter of controversy. Eye movement
models can be separated into two general categories: oculo-
motor models (e.g., O’Regan, 1990, 1992), which posit that
eye movements are primarily controlled by low-level me-
chanical (oculomotor) factors and are only indirectly related
to ongoing language processing; and processing models
(Morrison, 1984; Henderson & Ferreira, 1990; Just &
Carpenter, 1980; Pollatsek, Reichle, & Rayner, in press; Re-
ichle et al., 1998; Reichle, Rayner, & Pollatsek, 1999), which
presume that lexical and other moment-to-moment cognitive
processing are important influences on when the eyes move.
Although space prohibits an extensive discussion of the pros
and cons of each of these models, in this section we briefly
delineate some of the more influential contributions to the
field.

According to oculomotor models, the decision of where to
move the eyes is determined both by visual properties of text
(e.g., word length, spaces between words) and by the limita-
tions in visual acuity that we discussed in a previous section.
Furthermore, the length of time spent actually viewing any
given word is postulated to be primarily a function of where
the eyes have landed within the word. That is to say, the loca-
tion of our fixations within words is not random. Instead,
there is a preferred viewing location—as we read, our eyes
tend to land somewhere between the middle and the
beginning of words (Radach & McConkie, 1998; Rayner,
1979). Vitu (1991) also found that although readers’ eyes
tended to land on or near this preferred viewing location,
when they viewed longer words (101 letters), readers initially
fixated near the beginning of the word and then made another
fixation near the end of the word (Rayner & Morris, 1992).

One of the more prominent oculomotor models is
the strategy-tactics model (O’Regan, 1990, 1992; Reilly &
O’Regan, 1998). The model accounts for the aforementioned
landing position effects by stipulating that words are most
easily identified when they are fixated just to the left of the

middle of the word, but that readers may adopt one of two
possible reading strategies—one riskier, so to speak, than the
other. According to the risky strategy, readers can just try to
move their eyes so that they fixate on this optimal viewing
position within each word. In addition, readers may also use
a more careful strategy, so that when their eyes land on a
nonoptimal location (e.g., too far toward the end of the
word), they can refixate and move their eyes to the other end
of the word.

Without going into too much detail, the strategy-tactics
models make some specific predictions about the nature of
eye movements during reading. For example, they predict
that the probability of a reader’s refixating a word should
only be a function of low-level visual factors (such as where
the eyes landed in the word) and that it should not be influ-
enced by linguistic processing. However, Rayner et al.
(1996) found that the probability of a refixation was higher
for words of lower frequency than for words of higher
frequency even when the length of the two words was
matched. Due to this and other difficulties, many researchers
believe that oculomotor models are incomplete and that, al-
though they do give good explanations of how lower level
oculomotor factors influence reading, they largely ignore the
influence of linguistic factors such as word frequency and
word predictability.

As we discussed earlier, readers’ eye movements are
influenced by factors other than just word frequency (e.g.,
predictability, context, etc.). Given the influence of these lin-
guistic variables, some researchers have developed models
that are based upon the assumption that eye movements are
influenced by both lexical (linguistic) factors and by mo-
ment-to-moment comprehension processes. It should be
noted that these models generally do not exclude the influ-
ence of the low-level oculomotor strategies inherent in
oculomotor models, but they posit that this influence is small
relative to that of cognitive factors. Overall, then, processing
theorists posit that the decision of when to move the eyes
(fixation duration) is primarily a function of linguistic-
cognitive processing, and the decision of where to move the
eyes is a function of visual factors.

Although a number of models (e.g., Morrison, 1984) have
utilized such a framework, the most recent and extensive at-
tempt to predict eye movement behavior during reading is the
E-Z Reader model (Reichle & Rayner, 2001; Reichle et al.,
1998; Reichle et al., 1999). Currently, E-Z reader includes a
number of variables that have been found to influence both
fixation durations and fixation locations. Importantly, its
computational framework has been used to both simulate and
predict eye movement behavior. Although the E-Z Reader
model is complex, it essentially consists of four processes: a
familiarity check, the completion of lexical access (i.e., word
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recognition), the programming of eye movements, and the
eye movements themselves. When a reader first attends to a
word, (which is usually before the reader fixates the word)
lexical access of the fixated word begins. However, before
lexical access is complete, a rougher familiarity check is
completed first. The familiarity check is a function of the
word’s frequency in the language, its contextual predictabil-
ity, and the distance of the word from the center of the fovea.
(It may be the point at which a reasonable match is made with
either the orthographic or phonological entry in the lexicon.)
After the familiarity check has been completed, an initial
eye-movement program to the next word is initiated and the
lexical access process continues (in parallel), either of which
may be completed first. Finally, lexical access is completed
(perhaps this reflects when the meaning of the word is
encoded).

The model has been able to account successfully for many
of the findings from the eye movement literature. However, it
is admittedly incomplete, as the only cognitive processes that
are posited to influence eye movements relate to word identi-
fication, whereas phenomena such as the syntactic ambiguity
studies we briefly discussed earlier indicate that language
processes of a somewhat higher order influence eye move-
ments as well. One way to think of the E-Z reader model is
that it explains the mechanisms that drive the eyes forward in
reading and that higher order processes, such as syntactic
parsing and constructing the meanings of sentence and para-
graphs, lag behind this process of comprehending words and
do not usually intervene in the movement of the eyes. Given
that these higher order processes lag behind word identifica-
tion, it would probably slow skilled reading appreciably if the
eyes had to wait for successful completion of these processes.
We think that a more likely scenario is that these higher order
processes intervene in the normal forward movement of the
eyes (driven largely by word identification, as in the E-Z
reader model) only when a problem is detected (such as an
incorrect parse of the sentence in the syntactic ambiguity ex-
ample discussed earlier); then the so-called normal process-
ing is interrupted and a signal goes out either not to move the
eyes forward, to execute a regression back to the likely point
of difficulty and begin to recompute a new syntactic or
higher-order discourse structure, or both (see chapter by
Treiman, Clifton, Meyer, & Wurm in this volume).

CONCLUSIONS

For the past century, researchers have struggled to understand
the complexities of the myriad cognitive processes involved
in reading. In this chapter we have discussed only a few of

these processes, and we have primarily focused on the visual
processes that are responsible for word identification during
reading, both in isolation and in context. Although many is-
sues still remain unresolved, a growing body of experimental
data have emerged that has allowed researchers to develop a
number of models and computer simulations to better explain
and predict reading phenomena.

So what do we really know about reading? Many re-
searchers would agree that words are accessed through some
type of abstract letter identities (Coltheart, 1981; Rayner
et al., 1980), and that letters (at least to some extent) may be
processed in parallel. It is also clear that sound codes are
somehow involved in word identification, but the details in-
volved in this process are not clear. We do know, for example,
that words’ phonological representations are activated rela-
tively early (perhaps within 30–40 ms and most likely even
before a word is fixated). The time course of phonological
processing would seem to indicate that sound codes are used
to access word meaning, but studies that have attempted to
study this issue directly have been criticized for a variety of
reasons. Overall, it seems likely that there are two possible
routes to word meaning: a direct letter-to-meaning lookup
and an indirect constructive mechanism that utilizes sound
codes and the spelling-to-sound rules of a language. How-
ever, the internal workings of these two mechanisms are
underspecified, and researchers are still speculating on the
nature of words’ sound codes (e.g., are they real or abstract?).

Although we may get the subjective impression that we
are able to see many words at the same time when we read,
the amount of information we can extract from text is actu-
ally quite small (though we may realize that there are multi-
ple lines of text or that there are many wordlike objects on the
page). Furthermore, the process by which we extract infor-
mation from this limited amount of text is somewhat
complex. We are able to extract information from more than
one word in a fixation, and some information that is obtained
during one fixation may be used on the next fixation. Hence,
the processing of words during reading is both a function
of the word being fixated as well as the next word or two
within the text.

The time spent looking at a word is a function of a variety
of factors including its length, frequency, sound characteris-
tics, morphology, and predictability. However, even before a
word is fixated, some information has already been extracted
from it. On some occasions, a word can be fully identified
and skipped. Most of the time, however, partial information
is extracted and integrated with the information seen when it
is fixated. The extent to which parafoveal processing aids
identification of a word on the next fixation is still under ex-
amination, but readers are at least able to integrate abstract
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letter information and some sound information across the two
fixations. In addition, the predictability of a word within a
sentence context has an effect on the speed of word identifi-
cation, with predictable words processed faster than are
unpredictable words. The reasons for this are a matter of
debate. However, effects of context on word identification
are generally small, and much of the work on word percep-
tion suggests that visual information can be processed
quickly even without the aid of context. Thus, predictability
and other contextual factors may actually only play a limited
role in word processing in reading. More specifically, as
Balota et al. (1985) have shown, context primarily influences
the amount of information that may be extracted from the
parafovea and thus, more generally, context may become in-
creasingly important when visual information is poor.
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Psychology is a newcomer to discourse analysis, which has
been practiced for a long time by other disciplines. Indeed,
discourse analysis in the form of rhetoric was among the first
disciplines studied in our culture. This tradition continues
strongly into our days, but it has spawned many offshoots,
both within philosophy and beyond: Formal semantics has a
long tradition (e.g., Seuren, 1985); within linguistics, text lin-
guistics became important in the 1970s (Halliday & Hasan,
1976; van Dijk, 1972); natural language processing by com-
puters and computational linguistics became prominent in the
1980s (e.g., Jurafsky & Martin, 2000); and, at about the same
time, models of how discourse is processed were developed
through cooperation of linguists, computer scientists, and
psychologists (e.g., W. Kintsch & van Dijk, 1978; Schank &
Abelson, 1977) as a branch of the new cognitive science.
Research of the latter type is the concern of this chapter. 

Before we focus on psychological process models of dis-
course comprehension, a comment is required on the two
major issues that have existed throughout the long history of
discourse analysis and that are still unresolved. The first con-
troversy has to do with a difference in viewpoint. Some
discourse analysts view language essentially as a means for
information transmission. A speaker or writer intends to

transmit information to a listener or reader. Information is
factual, propositional. Researchers in this tradition focus on
story understanding, memory for factual material presented
in texts, learning from texts, and the inferences involved in
this process. Examples of this approach are, for instance, the
psychological work of W. Kintsch and van Dijk (1978) and
the linguistic work reviewed by Lyons (1977). However, in-
formation transmission is only one function of language. So-
cial interaction is another, and a competing research tradition
focuses on this aspect of discourse. Language is often used
not to transmit information, but rather to establish social
roles, to regulate social interactions, to amuse, and to enter-
tain. Labov (1972) or H. H. Clark (1996) exemplify this re-
search tradition. Although most students of language would
agree that both approaches are legitimate and valuable, the
obviously desirable integration of these fields of research has
not yet been achieved.

Since the days of Aristotle and Plato, some have viewed
language as basically orderly and logical, at least in its under-
lying essence, while others have claimed that language is
messy and anomalous by its very nature. The former tra-
dition has tended to develop logical and mathematical theo-
ries of language. Such theories can be both elegant and highly
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informative (e.g., Barwise & Perry, 1983, for semantics;
Chomsky, 1965, for syntax). However, the opposing tradition
has always delighted in pointing out the gap between theory
and reality, as well as the seemingly boundless irrationality of
language and language use. Although this conflict continues
unabated today, an intermediate position has emerged in
recent years that may yet alter the nature of this debate. Con-
nectionist models of language (Elman et al., 1996; also hy-
brid models like W. Kintsch, 1998) are formal, with all the
advantages that mathematical models provide, but they do
not employ the concept of logical rules. Thus, connectionist
models may be better able to account for the disorderly part
of language while retaining the important advantages of a
mathematical model.

The comprehension processes involved in reading a text
and in listening to spoken discourse are essentially the same
(reading and listening comprehension are also discussed in
this volume in the chapter by Rayner, Pollatsek, & Starr).
Texts and conversations are very different in their properties
and structure, task demands, and contextual constraints, but
the comprehension processes are similar. That is, both make
demands on working memory, both require relevant back-
ground knowledge, and both are constructive processes in
which inferences and construction play a crucial role. We de-
scribe the features that set apart reading comprehension and
comprehension of conversations, but most of what we have
to say in this chapter holds for both.

In this chapter we first discuss the role of memory in text
comprehension, focusing on short-term working memory and
long-term working memory. Then we review studies that are
concerned with what people remember from reading a text,
and how they learn from reading a text. Of particular impor-
tance here is what a reader has to already know in order to be
able to acquire new knowledge from a text, and the role of
constructive processes in comprehension and learning. We
then turn to a consideration of current models of compre-
hension and knowledge representations. Finally, we discuss
experiments investigating the factors that influence com-
prehension, making comprehension easier or making it more
difficult.

MEMORY AND TEXT COMPREHENSION

Working Memory

Text comprehension is a task that requires processing and
integration of a sequential series of symbols; as such, mem-
ory processes—especially working memory, due to its stor-
age and computational abilities—are strongly implicated in

comprehension ability (Carpenter, Miyake, & Just, 1994;
Just & Carpenter, 1987; also see the chapter in this volume by
Nairne). Unlike early characterizations of working memory
as a storage system used to hold a few chunks of information,
working memory has come to be seen as a limited resource
for which processing and storage demands compete. Working
memory can be seen as a sort of attentional work space that
keeps information active for short-term use while it directs
cognitive resources for task performance.

It is easy to see how the demands required by text com-
prehension should draw heavily on working memory re-
sources. At the same time text is decoded and processed,
important ideas or current propositions must be maintained in
memory and retrieved at key points in the comprehension
process. Maintaining ideas or propositions from a text at the
same time new text is analyzed is necessary to form infer-
ences, develop an understanding of text coherence, recognize
inconsistencies, and so on. Accordingly, researchers have
come to regard working memory as a key component of com-
prehension processes and the possible source of individual
differences in comprehension.

Daneman and Carpenter (1980; 1983) theorized that indi-
vidual differences in working memory capacity could explain
individual differences in reading comprehension. They ar-
gued that reading processes of poor readers make heavy
demands on working memory that result in a trade-off com-
promising the working memory capacity for maintaining text
information. As a result, poor readers are unable to make the
appropriate connections between text necessary to recog-
nize inconsistencies and, presumably, to link text and form
inferences necessary for expert comprehension. To measure
the functional capacity of working memory for reading,
Daneman and Carpenter developed a measure called the
reading-span test. This test requires readers to read aloud a
series of unrelated sentences at the same time that they mem-
orize the final word in each sentence. Sentences are presented
in sets containing varied numbers of sentences, and the
largest number of sentences for which a participant can recall
all memorized final words in at least 60% of the sets of that
size is defined as the reading span. Reading span differs
among individuals—from about 2 to 5.5 for college students
(Just & Carpenter, 1992)—but can also be influenced by text
complexity or other demanding types of text processing (e.g.,
linguistic ambiguity or text distance).

When reading span is consistently tested, empirical evi-
dence demonstrates that working memory capacity is a reli-
able predictor of proficiency in text processing. Daneman and
Carpenter (1980, 1983) have linked reading spans to various
tests of reading comprehension (including the verbal SAT)
and have demonstrated that reading span can reliably predict
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the likelihood of a reader discovering inconsistencies in a
text. In a series of experiments, Carpenter et al. (1994)
demonstrated that reading span accounted for systematic dif-
ferences in the way college students processed text. These
authors argue that individuals with limited working memory
capacity are disproportionately affected by manipulations
that increase the demand on working memory resources dur-
ing comprehension. The decline in performance by low-span
individuals occurs regardless of whether the increase in de-
mand is integrated into the comprehension task (for example,
increasing syntactic complexity or introducing ambiguity
into a text) or represents a demand external to the compre-
hension process (for example, a set of unrelated memory
items).

Regardless of the source of memory demand, it is impor-
tant to note that working memory capacity does not just
affect the amount of information that can be retained during
reading of a text. In fact, many of the systematic comprehen-
sion differences associated with working memory capacity
reflect higher-level processes of text integration and repre-
sentation. For example, Carpenter et al. (1994) found that
high-span readers were more likely to keep multiple repre-
sentations of a homograph active until context could be de-
termined; they also found that high-span readers were better
able to integrate text information that was separated by in-
creasing amounts of intervening text than low-span readers.
Similarly, Whitney, Ritchie, and Clark (1991) found that in-
dividuals with high working memory capacity were better
able to maintain ambiguous interpretations of a text, whereas
low-span individuals were much more likely to choose spe-
cific text interpretations earlier in their reading. Consistent
with all these findings, calculation of the demands a text is
likely to have on working memory has been shown to predict
the actual comprehensibility of the text (Britton & Gulgoz,
1991; J. R. Miller & Kintsch, 1980).

Empirical evidence also ties working memory capacity
directly to comprehension processes. Singer and Ritchot
(1996) found that individuals with high reading spans were
better able to verify bridging inferences about a text. Singer,
Andrusiak, Reisdorf, and Black (1992) found that higher
working memory capacity supported inference processing.
Other studies have confirmed that working memory consis-
tently predicts inference making and text learning (Haenggi &
Perfetti, 1994; Myers, Cook, Kambe, Mason, & O’Brien,
2000). Finally, research has demonstrated that known com-
ponents of working memory can be tied to specific types of
inferential processes. Friedman and Miyake (2000) demon-
strated that maintaining the spatial and causal aspects of a
situation model—a type of cognitive representation of com-
prehended text that is discussed later in this chapter—could

be tied to the visuospatial and verbal components, respec-
tively, of working memory. 

The implications of these studies are clear: Working mem-
ory has important and measurable ties to comprehension
processes and, all else remaining equal, individuals with high
working memory capacity are at a comprehension advantage.
However, it should be noted that although working memory
capacity has been shown to have a reliable influence on mea-
sures of inference and learning, other factors can be equally
important in predicting comprehension skills. For example,
domain knowledge can strongly influence the amount of
learning an individual takes from a text; high domain knowl-
edge can compensate for poor decoding skills, low working
memory capacity, very demanding texts, and so on. As we
discuss later in the chapter, many factors can influence the
ultimate comprehension performance of an individual, and
no single factor is sufficient to predict success or failure in
comprehension.

Long-Term Working Memory in Discourse
Comprehension

Working memory, as previously discussed, is our name for
the information that is active and available in consciousness.
Whereas text comprehension clearly depends upon active
processing, storage, and retrieval of information, working
memory is strictly limited in sheer capacity and in the dura-
tion for which items are kept active. Working memory limita-
tions cannot explain empirical evidence that shows capable
readers to be relatively insensitive to interruptions, to be re-
sistant to interference, and to have accurate recall that far
exceeds the capacity of working memory (for a summary, see
W. Kintsch, 1998). Thus, working memory is clearly insuf-
ficient to manage the heavy demands of comprehension. Dis-
course comprehension requires ready access to a large
amount of information, significantly more than laboratory
measurements of the capacity of working memory indicate
is available. Van Dijk and Kintsch (1983, p. 347) list the fol-
lowing memory requirements for discourse comprehension—
information that must be available for analysis and re-
analysis; graphemic and phonological information; words
and phrases, often whole sentences; the propositional struc-
ture of the text, microstructure as well as the macrostructure
(The concepts of text microstructure and macrostructure will
be discussed later in this chapter; for now, consider the
macrostructure to represent the high-level gist of a text and
the microstructure to represent the detailed content of a text.);
the emerging situation model; lexical knowledge and general
world knowledge; and goals, subgoals, and the general task
context. Each of these components of the memory system
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involved in text comprehension could exceed the capacity of
short-term working memory—but they are all required for
the process of comprehension, and are demonstrably used in
that process. How can these facts about memory demands in
comprehension be reconciled with the strong laboratory evi-
dence for a strictly limited working memory capacity of three
or four chunks?

Psychologists have sometimes despaired in the face of this
puzzle, asserting that real-life memory is totally different
from memory studied in the laboratory. Laboratory results
have been claimed to be unnatural, irrelevant, and hence use-
less (Jenkins, 1974). Recalling information read in the daily
paper at breakfast or retelling the complicated plot of a novel
is quite easy; however, it takes an hour of hard work to mem-
orize a list of 100 random words in the laboratory! An indi-
vidual cannot repeat more than about nine digits on a digit
span test, but the experienced physician keeps in mind seem-
ingly endless chunks of patient information, laboratory data,
relevant disease knowledge, alternative diagnoses, and so on.
Such information can be shown to influence the physician’s
reasoning and decision processes—but how could it fit into
the limited capacity working memory we have identified in
laboratory research?

Ericsson and Kintsch (1995) have provided an answer to
these questions, and were able to successfully reconcile
everyday memory phenomena with the results of laboratory
studies of memory since the days of Ebbinghaus. Their argu-
ment is based on a distinction between short-term working
memory and long-term working memory. Short-term work-
ing memory is what has typically been studied in the labora-
tory; it plays an important role in discourse comprehension,
as discussed in the previous section. Long-term working
memory (LTWM) is different: It is not capacity limited, but it
only functions under certain rather restrictive conditions.
Nevertheless, these are the conditions under which we ob-
serve prodigious feats of memory in real life. 

Long-term working memory (see also W. Kintsch, 1998;
W. Kintsch, Patel, & Ericsson, 1999; LTWM is also
discussed in this volume in the chapter by Leighton &
Sternberg) is a skill experts acquire. In fact, becoming an ex-
pert in any cognitive task involves the acquisition of LTWM
skills. The skill consists in the ability to access information in
long-term memory via cues in short-term working memory
without time-consuming and resource-demanding retrieval
operations. Experts can access relevant information in their
long-term memory quickly (in about 400 ms) and effort-
lessly. This accessible portion of their long-term memory be-
comes part of their working memory—their LTWM. How
much information can be accessed depends on the nature and
efficiency of the retrieval structures experts have formed, but

there are no capacity limitations. Thus, experts retrieve task
relevant knowledge and experiences quickly and without
effort, and recall what they did with ease. Examples of such
expert memory are the physician making a medical diagno-
sis, the chess master playing blindfold chess (for further dis-
cussion on development of expertise, see the chapter in this
volume on Procedural Memory and Skill Acquisition by
Johnson)—and all of us when we use our expertise in reading
familiar materials, such as a story or the typical newspaper
article.

Long-term working memory cannot be used in traditional
laboratory experiments. Ebbinghaus wanted to study what he
saw as pure memory unaffected by our daily experience;
hence he invented the nonsense syllable. And although mod-
ern psychologists no longer use the nonsense syllable, they
have followed Ebbinghaus’s lead in excluding or controlling
the role of experience in their experiments as carefully as is
possible. The types of tasks used in traditional laboratory ex-
periments thus remove the essential component of LTWM—
experience. When it comes to repeating a string of digits or
memorizing a list of words, we are all novices, and we cannot
use whatever LTWM skills we might possess. However,
when we read an article or participate in a conversation on a
familiar topic, a lifetime of experiences and a rich store of
knowledge become relevant. We comprehend as experts and
remember as experts. Of course, our expertise is limited to
certain familiar, frequently experienced topics, or to some
restricted professional domain. If we read or listen outside
our domain of expertise, we immediately become aware of
our inability to comprehend what we read because we cannot
activate the required background knowledge. In unfamiliar
domains, our recall is equally limited because we do not
have the knowledge that would allow the proficient and easy
recall that occurs with familiar texts. Unfamiliar domains
restrict the use of experience just as in the laboratory, where
the experimenters carefully design their experiments in such
a way to prevent us from using whatever knowledge we
might have.

For the remainder of this section, assume someone is read-
ing a simple text in a familiar domain—a straightforward
story, for example. Alternatively, one could assume that
someone is listening to a story, for example a soap opera.
Although soap opera stories are rarely straightforward, they
(like most stories we encounter) are about human affairs
(no pun intended), motivations, actions, character—things
we have experienced throughout our lives. We are familiar
with these concepts in the form of texts, but primarily we un-
derstand them through our actions and interactions in the so-
cial world. Thus, we are highly familiar with most stories in
general, with the words and syntax used in the story, and with
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the schematic structure of the story itself. In other words, the
reader is an expert. In reading such a text, LTWM comes into
play in two ways. 

First of all, the reader activates relevant knowledge auto-
matically. The necessary concepts, frames, scripts, schemata
(Schank & Abelson, 1977), and personal experiences imme-
diately link information in the text held in working memory
to the reader’s general knowledge and episodic memory. That
does not mean that this knowledge enters into short-term
working memory, or becomes conscious; it only means that it
is available to be used, should there be any reason to use it.
Text comprehension researchers have described this process
as one of making inferences (W. Kintsch, 1993). This is not
always an accurate description, if we mean by making an
inference that some statement not directly contained in the
text is derived from the text with the help of relevant
background knowledge and becomes part of the mental
representation of the text. That happens, or can happen, but
knowledge activation does not necessarily imply an explicit
inference. Activated knowledge simply becomes available
for further use—if there is further use. There is a definite
need for knowledge activation in many experiments, when
the experimenter asks a question or presents a relevant word
in a lexical decision task. In uncontrived situations the need
for knowledge activation may arise spontaneously, as when a
reader detects a gap in his or her understanding that can only
be filled through some problem-solving activity involving
that knowledge. But in the normal course of automatic read-
ing comprehension, activated knowledge merely stands by in
LTWM. For example, consider the bridging inference in-
volved in the well-known sentence pair of Haviland and
Clark (1974): 

We checked the picnic supplies. The beer was warm.

Understanding this sentence does not involve the inference
Picnic supplies normally include beer, in the sense that this in-
ference statement becomes an explicit part of the mental rep-
resentation of this text. Rather, picnic supplies as well as beer
both make strongly associated information, such as beer is
frequently a part of picnic supplies, available in LTWM. This
requires a little extra processing time; 219 ms in this
experiment, in comparison with a control sentence pair in
which beer was explicitly mentioned in the first sentence.
This knowledge activation suffices to establish the coherence
between the two sentences and allows the comprehension
process to proceed without the reader ever becoming
conscious of a bridging problem. Note that this use of LTWM
entirely depends on the availability of strong automatic
retrieval links between the words of the sentence and the

contents of long-term memory. Consider a different example:

The weather was calm. Connors used Kevlar sails.

Anyone but an expert sailor will not automatically find this to
be coherent text, because there is nothing in our long-term
memory that strongly links calm weather either to Connors or
to Kevlar sails. We might figure out that perhaps Kevlar sails
are good for calm weather—but that is not an automatic
processes. Rather, it is a controlled problem-solving process
with significant time and resource demands. Long-term work-
ing memory functions only in those situations in which we
can rely on strongly overlearned knowledge: that is, in do-
mains where we are experts.

A second way in which LTWM plays a role in text com-
prehension is by ensuring that the mental representation of
the text that already has been constructed remains readily ac-
cessible as reading continues. If we read something, it is not
only necessary to link what we read with our long-term store
of knowledge and experiences, but it is also necessary that
we link what we read now with relevant earlier portions of the
text. These portions cannot be held in short-term working
memory. We know from our own experience as well as from
experimental studies (e.g. Jarvella, 1971) that no more than
the current sentence—if it is not too long—is held in the focus
of attention during reading. We also know that we effortlessly
retrieve referents and relevant propositions from earlier por-
tions of the text when needed to construct the meaning of the
current sentence. Comprehending a text implies linking its
various parts effectively in such a way as to permit easy re-
trieval. That is to say, comprehension implies the construction
of a new network in LTWM. Of course, unlike the well-
established links between text and long-term knowledge, the
newly generated textbase is subject to forgetting.

Thus, LTWM during text comprehension includes short-
term working memory—the sentence currently in the focus
of attention—plus relevant knowledge activated from long-
term memory that is directly linked via strong retrieval struc-
tures to the current contents of short-term working memory.
It also includes the textbase (including contextual informa-
tion, such as reading goals) that has already been generated,
of which the presently worked-on sentence is a continuation.

Long-termworkingmemoryaspreviouslydescribedis inci-
dental, an inherent by-product of the process of text compre-
hension.This isalso thecase for thephysicianandchessmaster.
The chess master learns to play chess—not to memorize chess
boards. It is worth noting, however, that LTWM can be inten-
tional—as in the case of the runner who invented an encoding
and retrieval system that allowed him to memorize long se-
quencesof randomdigits (Ericsson,Chase,&Faloon,1980),or
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the waiter who learned to use retrieval structures to memorize
the orders of his customers (Ericsson & Polson, 1988). How-
ever, what we all do naturally in text comprehension is func-
tionally equivalent to the memorial strategies employed in
these cases.

ASPECTS OF COMPREHENSION

Previously in this chapter, multiple facets of comprehension
have been alluded to, but not discussed. Comprehension is a
complex process. Multiple factors influence the comprehen-
sion of individuals; these factors include characteristics of
the text as well as those of the reader or comprehender. Fur-
ther, the goal of comprehension—whether memory for infor-
mation or true understanding of such—can be influenced by
factors both internal and external to the learner. 

Memory for Text

Often when people talk about learning from a text, they speak
about recalling information from that text. It is not surprising
that many students equate learning from a text with memoriz-
ing its content, because traditional tests of learning have fo-
cused primarily on the recall of information. Multiple-choice,
fill-in-the blank, and true-or-false components from standard
educational tests typically require only surface memory for
the source information. However, there is a distinction to be
made between memory for a text and learning from a text (W.
Kintsch, 1998). Three levels of text representation have been
identified by van Dijk and Kintsch (1983): the surface level,
the textbase, and the situation model. The surface level and
textbase relate to memory for a text, whereas the situation
model concerns learning from a text. Memory for a text re-
flects superficial recognition or recall of information, whereas
true learning from a text, as discussed in the next section, in-
volves integration of text material with prior knowledge.

Memory for a text can exist at several levels and typically
is demonstrated by recognition or recall tasks. Being able to
identify or verify exact passages, sentences, or words that ap-
peared in a text involves surface-level knowledge of the text.
This type of task involves recognition of previously read text
and is the most superficial type of text processing in that it re-
quires no understanding of the text’s meaning. One can mem-
orize a sentence or learn to recite a poem without ever really
understanding the contents (W. Kintsch, 1998). But when
most individuals attempt to memorize a text, they are not re-
ally trying to faithfully encode the surface-level representa-
tion of the text. Normally they are attempting to create a
textbase representation of the text.

Creation of a textbase differs from surface-level knowl-
edge of a text in that the textbase does not necessarily
represent the exact words or sentences used in the text.
Instead, the textbase contains a representation of the ideas or
propositions contained within a text. The information con-
tained in the textbase can be tied directly to the information
derived from the text, without any additional knowledge or
inferences that the reader might contribute to such informa-
tion (W. Kintsch, 1998). Thus, it is entirely possible for a
textbase representation to be incomplete or incoherent. This
is especially true because texts often are not completely ex-
plicit and require the reader to make inferences to connect
ideas in the text. A textbase representation, then, requires
readers to generate a faithful representation of the informa-
tion contained in a text, but does not require them to form
more than a superficial level of understanding about that in-
formation (McNamara, Kintsch, Songer, & Kintsch, 1996). 

As previously noted, text memory generally is tested
using recognition and recall methods. Sentence recognition
tasks reveal that most individuals have surprisingly good
and long-lasting memory for what they read (W. Kintsch,
1998). Interestingly, various studies have found that the rec-
ognizability of a sentence is related to its importance to the
text: Major text propositions are recognized more easily
than minor, detail-oriented propositions (C. I. Walker &
Yekovich, 1984). Not only are the text-relevant characteris-
tics of the target sentence important, but characteristics of
the distractor sentences also influence the likelihood that a
reader will incorrectly “recognize” it as a sentence from the
text. Distractors that are more relevant to the reader’s repre-
sentation of the text tend to be confused with the actual text.
Paraphrases are most likely to be mistaken as original
text, followed by inferences, then topic-relevant distractors
and, finally, topic-irrelevant distractors (W. Kintsch, Welsch,
Schmalhofer, & Zimny, 1990). W. Kintsch et al. (1990)
not only identified the pattern by which distractors are con-
fused with original text, but also they analyzed the extent
to which different text representations—surface level,
textbase, or situation model (an integrated representation
of text information and background knowledge)—are nega-
tively affected by delay. Recognition tested before and after
a 4-day delay demonstrated no decline in recognition mem-
ory for the situation model, a substantial decline (50% loss
of strength) for the textbase, and a complete loss of surface
information.

Thus, recognition memory depends not only on the
strength of text representation formed during reading, but
also upon the type of representation formed and the degree to
which distractor sentences approach this representation. In
general, recognition memory is quite good and long lasting
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but does not offer the learner much in the way of useful,
transferable knowledge. 

Another way to test text memory is through methods
that focus on the recall of text. Commonly, summarization
is used to assess recall of text, especially because longer texts
lend themselves to reproduction of their macrostructure but
not their microstructure (Bartlett, 1932). Presumably this
result occurs because recall of a text progresses in a top-down,
hierarchical manner through a text representation (e.g.,
W. Kintsch & van Dijk, 1978; Lorch & Lorch, 1985). Indeed,
evidence does demonstrate that facilitating text organization
produces better recall. An extensive literature on advance or-
ganizers (Corkill, 1992; see also Ausubel, 1960) suggests that
use of advance organizers presented before learning may fa-
cilitate recall and organization of knowledge. Studies on
expository text (e.g., Lorch & Lorch, 1995; Lorch, Lorch, &
Inman, 1993) have found that text components that signaled
the structure of a text produced better memory for text ideas
and their organization. In a study that included writing quality
as an independent variable, Moravcsik and Kintsch (1993)
found that well-written, organized texts facilitated recall.

Well-written texts may offer another advantage to students
other than the ease with which text macrostructure is identified
and encoded—these texts also may require less background
knowledge and facilitate more complete understanding than
poorly written texts. It is important to recognize that the recall
of a text is only as good as the individual’s representation of
the text. Thus, in cases in which an individual develops an in-
complete or erroneous representation of the text, the summary
of the text will reflect those problems. Especially in cases
when individuals lack requisite background knowledge or
when the subject matter is technical, well-written and well-
organized texts may be critical to encourage complete, accu-
rate representations of text.Again, although recall memory for
a text can be quite good depending upon the quality of the
textbase representation, recall memory is limited in use to
tests of knowledge rather than applications of it.

Inferences

Inferences in text comprehension play a crucial role in com-
prehension. The total information that is necessary for a true
understanding of a text is rarely stated explicitly in the text.
Much is left unsaid, with the expectation that a well-informed
and motivated reader will fill it in. Indeed, texts that aspire to
be fully explicit, like some legal documents, are very hard
and boring to read. For most texts, readers must construct the
meaning of a text—although this task requires sufficient
clues for processing, overwhelming readers with redundant
and superfluous cues is not to their advantage at all. How

people infer what is not stated explicitly in a text has been an
active topic of investigation among text researchers. It also
has been a fairly confused issue, because researchers have
not always distinguished adequately between different types
of inferences. 

Inferences are often directed toward linking different parts
of a text. One distinction that must be made in this respect is
between the cohesion and coherence of a text. Cohesion
(Halliday & Hasan, 1976) refers to the linguistic signals that
link sentences in a passage; that is, it is a characteristic of the
linguistic surface structure of a text. Typical cohesive de-
vices, for instance, are sentence connectives, such as but or
however. Coherence (van Dijk & Kintsch, 1983) refers to
linkages at the propositional level, which may or may not be
signaled linguistically. For instance,

(a) The weather was sunny all week. But on Sunday it snowed.

is both cohesive and coherent, whereas

(b) The weather was sunny all week. On Sunday it snowed.

lacks the cohesive but, but is nevertheless coherent because
of our knowledge that Sunday is a day of the week. Although
linguists typically study cohesion, most of the psychological
research concerns coherence. In general, explicit cohesive
markers in a passage allow for faster processing but do not
affect recall if coherence can be inferred without them
(Sanders & Noordman, 2000).

Bridging inferences are necessary to establish coherence
when there is no explicit link between two parts of a passage,
as in (b). Bridging inferences have been studied extensively
(Haviland & Clark, 1974; Myers et al., 2000; Revlin &
Hegarty, 1999). They are necessary for true understanding,
because otherwise the two parts of the passage would be
unrelated in the mental representation of the text.

However, not all inferences have to do with coherence.
Elaborative inferences do not link pieces of text, but rather
enrich the text through the addition of information from the
reader’s knowledge, experience, or imagination. Thus, elabo-
rations link a text with the reader’s background, fulfilling a
very important function, as is further discussed in the section
on learning from texts.

Much of what is called inferencing has already been
discussed in this chapter’s section on long-term working
memory. For instance, the so-called inference in (b) is not a
true inference at all, but represents automatic knowledge
activation. Readers do not have to actively infer that Sunday
and week are related in a certain way—they know it automat-
ically and their long-term working memory provides them
with the necessary coherence link. We are dealing here not
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with true inferences, but rather with automatic knowledge
retrieval.

There are other types of automatic inferences, however,
that are not purely a question of knowledge retrieval. For
instance, readers of 

(c) Three turtles sat on a log. A fish swam under the log.

automatically infer

(d) The turtles were above the fish. (Bransford, Barclay, &
Franks, 1972.)

This inference is an automatic consequence of forming an
appropriate situation model, for example an image of the
situation described in (c).

Strategic inferences are a controlled process, as opposed
to automatic inferences (W. Kintsch, 1993, 1998). Strategic
inferences may involve knowledge retrieval, but in the ab-
sence of long-term working memory structures, so that the
retrieval process is resource consuming and often quite diffi-
cult. Or they can be true inferences, not just retrieving pre-
existing knowledge, as in logical inferences such as modus
ponens, which require special training for most people (see
the chapter in this volume by Leighton & Sternberg). Pre-
dicting when strategic inferences will be made is quite diffi-
cult. It depends on a host of factors such as reading goals,
motivation, and background knowledge. For instance, in
reading a story, readers sometimes but by no means always
make forward or predictive inferences (Klin, Guzman, &
Levine, 1999). Indeed, text researchers disagree strongly as
to the prevalence of strategic inferences. Some minimalists
(McKoon & Ratcliff, 1992) find very little evidence for such
inferences, while others (Graesser, Singer, & Trabasso, 1994)
disagree. The question is when such inferences are made—
spontaneously, as an integral part of reading a text (like
bridging inferences), or in response to special task demands
such as a question or verification test afterwards. It seems
clear that this is not an issue that is capable of a general reso-
lution. Rather, the answer must depend on the exact condition
of reading because this kind of inference process is under
strategic control of the reader.

Learning From Text

Learning from a text means that the reader understands the
content and is able to use the information in ways that are not
specific to the text. Thus, learning involves much more than
storage of a text for recall. Unlike memory for a text, actual
learning from the text requires integration of information into
the reader’s existing knowledge and creates a flexible
and powerful representation of the new information. This

integrated representation of text information is called the
situation model.

Development of a situation model has many benefits for
learners. Individuals who have created powerful situation
models are able to transfer their knowledge and apply it to
new domains or situations. The situation model is not just a
more flexible representation, it is the longest lasting of the
text representations. Because it integrates text information
with a reader’s existing knowledge, it offers the long-term
potential to be transferred to other situations and to be incor-
porated into other learning situations. Thus, construction
of the situation model represents true learning from a text
(W. Kintsch, 1994; Zwaan & Radvansky, 1998).

A variety of methods have been used to assess the strength
of the situation model that an individual constructs. Ideally,
the method used to assess the situation model must differen-
tiate between a textbase representation and the situation
model. Tasks that adequately assess the situation model
above and beyond the textbase generally require the learner
to transfer or generalize the information from a text in a new
situation. Short-answer questions requiring inferences and
transfer, concept-key word sorting tasks (McNamara et al.,
1996; Wolfe et al., 1998), and changes in knowledge map-
ping before and after reading a text (Ferstl & Kintsch, 1999)
all have been used to asses the strength of the situation model
after learning. 

Although it may seem that the situation model is a more
desirable goal of reading than a textbase representation is, the
purpose for which a text is being studied should be consid-
ered when comparing the effectiveness of the textbase and
the situation model. Because traditional academic tests (such
as multiple-choice recognition) often emphasize textbase
learning, students seeking a peak performance on such exams
may do well to emphasize textbase learning during their
study. At the least, when text memory will be assessed, stu-
dents should prevent emphasizing the situation model at the
expense of textbase learning. However, students who desire
long-term benefits from text learning are best aided by
emphasizing situation model development.

To some extent, the situation model is dependent upon
construction of an accurate and complete textbase. Without
this foundation, integration with background knowledge is
prone to error, misconceptions, and gaps. However, just as
central to the situation model is the presence of adequate and
appropriate domain knowledge with which text information
can be integrated. Thus, it is essential for comprehension that
texts be matched appropriately to readers who have the back-
ground knowledge necessary to comprehend them. Wolfe
et al. (1998) demonstrated that matching readers to texts that
are suited to their levels of background knowledge can result
in substantial comprehension benefits. Understanding the
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role of domain knowledge in comprehension is a key aspect
of predicting the success of text comprehension for an indi-
vidual reading a certain text.

Domain Knowledge

Clearly, domain knowledge is a very powerful variable that
affects situation model development and, thus, learning
from text. Because development of a situation model re-
quires adequate prior knowledge, it is logical to assume
that level of domain knowledge is important in determining
the extent to which individuals will learn from a text.
Empirical evidence in the experimental literature supports
the idea that domain knowledge is exceedingly important
in predicting comprehension (Recht & Leslie, 1988;
Schneider, Körkel, & Weinert, 1989; C. H. Walker, 1987;
Wolfe et al., 1998). The results overwhelmingly demon-
strate that high domain knowledge improves comprehension
performance, even when experiments control for factors
such as IQ (W. Kintsch, 1998). To some extent, high do-
main knowledge can also compensate for poor reading skill.
Of course, domain knowledge cannot compensate for com-
plete lack of reading skill or deficient decoding skills. How-
ever, for individuals who have basic but low-level reading
skills, high levels of domain knowledge can cancel out such
disadvantages under the right circumstances (e.g., given a
text that utilizes the domain of expertise). For example,
Adams, Bell, and Perfetti (1995) demonstrated that domain
knowledge and reading skill can trade off in order to equate
reading comprehension.

Domain knowledge has been shown to impact compre-
hension at a deeper level than that of factors external to the
individual. Moravcsik and Kintsch (1993) investigated the
interactive effects of domain knowledge, text quality (good
vs. poor writing and organization), and participants’ reading
ability in comprehension. Results demonstrated that without
appropriate domain knowledge, readers could not form ap-
propriate inferences about the text. Although high- and low-
knowledge readers generated about the same global number
of inferences, most of the those created by low-knowledge
readers were erroneous. In contrast, high-quality texts (with
good, organized writing) facilitated recall of a text but not
formation of a situation model. Thus, although good writing
can help readers, it does not compensate for lack of adequate
domain knowledge when learning is the goal.

Text Factors

Although text factors cannot overcome factors internal to the
individual (adequate and appropriate domain knowledge),
they can influence a reader’s comprehension. In order to

create a situation model from text, readers must form a co-
herent textbase that can be integrated with prior knowledge.
For low-knowledge readers, texts with a clear macrostructure
(e.g., texts with embedded headings or clear topic sentences)
facilitate both memory for and learning from text. Empirical
evidence supports this claim. Brooks, Dansereau, Spurlin,
and Holley (1983) compared the comprehension perfor-
mance of individuals after reading a text containing embed-
ded headings versus a text without these embedded headings.
A comprehension test administered immediately after read-
ing showed only small benefits for the text with headings, but
a test 2 days later revealed significant benefits for readers
exposed to the embellished text. In a second experiment,
however, Brooks et al. found that headings were not well
used by students unless accompanied by instructions on
using the headings as processing aids. Thus, the extent to
which students spontaneously attend to and make use of text
headings may predict the headings’ effectiveness.

Other manipulations of text components also have been
successful in promoting reader comprehension. Britton and
Gulgoz (1991) improved comprehension of texts unfamiliar
to students by identifying and repairing coherence gaps in a
text (according to the method proposed by J. R. Miller &
Kintsch, 1980). The effect of this manipulation is ex-
plicit presentation of text structure achieved by connecting
information that normally requires bridging inferences
(W. Kintsch, 1998). Thus, removing coherence gaps and
making the text more fully explicit has the effect of reducing
the number of inferences the reader must make, thereby
facilitating comprehension. Other research has supported
the conclusion that making text macrostructure clear has
comprehension benefits (Beck, McKeown, Sinatra, &
Loxterman, 1991; Lorch & Lorch, 1995; Lorch et al., 1993;
McNamara et al., 1996). As discussed earlier, clear presenta-
tion of text macrostructure facilitates the recall of text infor-
mation and the organization of text representations. 

However, some evidence suggests that when readers
have ample domain knowledge, texts that do not require in-
ferencing or active processing are not ideal for facilitating
comprehension (W. Kintsch, 1998; McNamara et al., 1996).
Surprisingly, high-knowledge readers actually can learn
more (as indicated by situation model measures) from text
with relatively low coherence (McNamara & Kintsch, 1996;
McNamara et al., 1996). The interpretation of this effect is
that high-knowledge readers must work harder to make sense
out of a low coherence text; this text-relevant processing re-
sults in formation of a better-developed situation model,
whereas recall is not influenced. Other methods that encour-
age active text processing have similar benefits; these include
frequent self-explanations or use of advance outlines that do
not match the structure of the text (W. Kintsch, 1998).
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Although active processing is a powerful determinant of
text learning, it is important to remember that increasing the
difficulty of text is fruitful only for the reader with adequate
knowledge. Further, increasing text difficulty often is prob-
lematic and time consuming. This may explain the large
number of instructional programs that have been designed to
teach active strategies for comprehension. The effectiveness
of such strategies is unclear; some research shows clear ben-
efits after teaching strategies and some does not. For exam-
ple, Palincsar and Brown (1984) found that training children
on general comprehension processes results in strong and
generalizable improvements in text understanding. Yet in a
study with 6- to 8-year-olds Cain (1999) found that although
poor comprehenders did have poorer knowledge of metacog-
nitive strategies for reading when compared to readers their
own age, their comprehension performance was worse even
when compared to that of younger readers with the same
level of metacognitive ability. These mixed results probably
stem from the difficulty of ensuring that children and adult
readers use the strategy in the absence of continual monitor-
ing, together with individual differences in the efficiency
with which the strategy is performed.

Conversation

Conversation is an interesting case for comprehension.
Clearly, understanding a speaker’s meaning during conversa-
tion is essential to the successful progression and conclusion
of communication. For the most part, comprehension of oral
discourse follows the same principles as text-based compre-
hension. However, conversation is a unique form of compre-
hension in several ways. First, the purposes of conversational
comprehension and text comprehension usually differ. Con-
versations can be used to transmit information, but often
serve more human, social roles. Conversations involve ex-
change of information and may seek to amuse, entertain, or
punish. Consistent with these aspects of social interaction,
conversations are also unique in the process by which infor-
mation is added to conversation and the extent to which fre-
quent comprehension checks are made by both the speaker
and the comprehender during communication. Interestingly,
conversation requires frequent checks for comprehension be-
fore it can proceed; individuals contributing to a conversation
repeatedly and continually check understanding before con-
tinuing along a conversational path (H. H. Clark & Schaefer,
1989).

Just as background knowledge facilitates comprehension
of text, conversation involves what H. H. Clark and Schaefer
(1989) call common ground among participants. Common
ground describes the personal beliefs and knowledge that a

participant brings to the conversation. However, common
ground is not exactly like background knowledge, which re-
mains stable even as readers make connections between a
text and background knowledge and integrate text ideas into
the knowledge. Common ground is a more flexible entity—
it changes, is added to, or is destroyed and rebuilt during
the course of a conversation (H. H. Clark & Schaefer, 1989).
Comprehension checks called grounding (H. H. Clark, 2000;
H. H. Clark & Schaefer, 1989) continually assess the state of
common ground. Various techniques for grounding exist, but
they all elucidate the extent a speaker’s communicative intent
is clear to the listener. If grounding reveals a problem, a re-
pair is initiated to reestablish common ground before the rest
of the conversation can ensue.

Speakers do not ignore a listener’s background knowledge
when contributing to a conversation, but rather attempt to
modify their contributions based on their assessment of the
other’s knowledge. Isaacs and Clark (1987) studied experts
and novices participating in a conversation requiring knowl-
edge of New York City. These researchers found that the par-
ticipants were able to assess each other’s level of expertise
and modify their conversation accordingly. In their study, ex-
perts modified their contributions to be more explicit, and
during the task novices acquired specialized knowledge,
which could be used subsequently. Thus, the comprehension
of each utterance is not only evaluated, but the degree to which
common ground must be improved for successful communi-
cation is also assessed and modified. Unlike text comprehen-
sion, this assessment allows some potential comprehension
problems to be avoided before they are encountered.

According to H. H. Clark and Schaefer (1989), contribu-
tions in conversation serve not only to highlight misunder-
standings for clarification, but also to offer essential evidence
of successful understanding during the course of an exchange.
By the process of repeatedly checking understanding, the
common ground between participants in a conversation is
both established and added to in the course of the conversa-
tion. However, conversation can lack explicit links between
contributions and can require inferences by the other partici-
pants. H. H. Clark and Schaefer call the inferential processes
of conversation bridging and accommodation. Analogous to
text inferences, these conversational processes rely upon
knowledge and experience: Inferential processes add to the
understanding of the contribution just offered, and the inter-
pretation created by the inference often is made explicit by a
contribution from the participant making the inference.

Amazingly, participants pursue conversational goals, es-
tablish common ground, repeatedly check understanding,
make inferences, and continue to advance the conversation
more or less smoothly without noticeable lapses for processing
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or planning. Certainly, contributions to conversations occa-
sionally fail and repairs must be made, for example, by repeti-
tion or rephrasing. However, a surprisingly large portion of
conversation is involved in demonstrating positive under-
standing and, considering the multiple processes involved in
each exchange, conversation proceeds with remarkable ease.

Clearly, conversation benefits from the continuous
efforts of participants to establish that comprehension of
contributions has been successful. Conversation also is
highly practiced and individuals can be considered experts
in contributing to discourse. Normally, participants also ben-
efit from an inherent interest in the conversation at hand.
Interest and motivation have long been presumed to be im-
portant factors in comprehension, but the manner in which
they influence conversational or text comprehension is not
well understood.

Purpose and Interest

Clearly, factors internal to the comprehender can have as
much or more influence on ultimate learning as do text or
conversational factors that either promote or hinder compre-
hension. Generally, factors such as the goals or purpose of the
reader and his or her interest in the text at hand have been
considered to be quite important in understanding compre-
hension. However, it is difficult to specify methods by which
such factors can be objectively measured. Further, it is
unclear by what mechanisms purpose and interest may affect
comprehension processes. It has been suggested that in-
creased interest in a text frees up attentional resources, lead-
ing to increased processing of the text; indeed, recent
research has found that individuals perform a secondary task
faster when reading an interesting as opposed to less interest-
ing text (McDaniel, Waddill, Finstad, & Bourg, 2000). How-
ever, McDaniel et al.’s study did not find a recall benefit
related to text interest, despite the general finding that in-
creased interest results in increased recall for text material
(for a review, see Alexander, Kulikowich, & Jetton, 1994).
The difficulty of reconciling these results simply highlights
the fact that the interactions between purpose, interest, and
other variables internal to the comprehender and their influ-
ence on comprehension is only poorly understood at this
point.

The purpose of text processing is somewhat easier to ma-
nipulate than text interest in that researchers may specify spe-
cific outcomes or products that the comprehender will be
asked to produce after the reading task. Research has demon-
strated that the nature of some educational tasks can promote
certain types of comprehension. For example, requiring
students to write arguments about information promotes

construction of situation models and understanding of infor-
mation (Wiley & Voss, 1999). Regardless of the type of prod-
uct that readers must produce after comprehension, different
purposes during learning may change or influence behaviors
directly related to comprehension performance. Narvaez, van
den Broek, and Ruiz (1999) found that simply manipulating
whether readers had a study or entertainment purpose
changed on-line reading behaviors as well as metacognitive
checks on comprehension. In this study, students who read
expository texts with a study purpose were more likely to re-
peat sections of the text, were more likely to evaluate the text
during reading, and were more likely to acknowledge com-
prehension difficulties related to gaps in the background
knowledge. However, it is interesting to note that some ef-
fects of reader purpose appear to depend upon the type of
text. For example, Narvaez et al. found that strategic behav-
iors for comprehension were weaker for narrative as com-
pared to expository texts. 

Regardless of an individual’s purpose in pursuing a text,
interest in the text is clearly relevant to comprehension
processes. Research on this topic varies widely on the type of
interest manipulated (e.g., whether texts are matched to indi-
vidual interests and knowledge, or texts are manipulated to
include details that appeal more generally to readers), but for
the most part has demonstrated that increased interest leads to
increased memory for and comprehension of texts. In a review
of research manipulating both reader background knowledge
and interest, Alexander et al. (1994) argued that most studies
find that interest is positively related to learning from text.
However, they acknowledge that stronger and more consistent
effects are found when interest is predicted by a reader’s prior
knowledge of and long-term interest in a topic rather than by
the specific characteristics of an individual text.

This is not to argue that interest-related characteristics of
an individual text are not influential in text processing. The
effects of seductive details—bits of information in a text that
are considered intrinsically interesting but unimportant to the
major text ideas—are an interesting case. In general, studies
have found that seductive details are well remembered and
sometimes are recalled better than main text ideas (e.g.,
Alexander et al., 1994; Schraw, 1998). Although Schraw
(1998) found that seductive details were remembered better
than main text ideas, he also found that seductive details did
not interfere with recall for global text information. Thus, en-
hancing a text with seductive details may increase interest
and promote memory for such intrinsically interesting infor-
mation, but may do little to improve overall memory for the
topic at hand.

Other types of text manipulations may affect interest with-
out adding unnecessary information to text. Sadoski, Goetz,
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and Rodriguez (2000) found that the concreteness of a text
was a strong predictor of interest in a text. Manipulating a
text to use concrete descriptions may enhance interest in a
text and promote recall. However, not all texts or concepts
can be expressed in a concrete way and doing so may com-
promise abstract or complex relationships in certain texts.
For these types of texts, it is difficult to envision modifica-
tions that would increase text interest without sacrificing the
rigor of the text.

Certainly the factors previously discussed and other fac-
tors a reader brings to the text (e.g., emotion) are important
to comprehension performance, and the influence of such
factors should be included in a complete model of compre-
hension. We are confident that cognitive psychology will
continue to explore these issues and will be able to describe
the ways in which the individual interacts with a text during
comprehension. The current and future challenge for research
in text comprehension will be to continue to uncover individ-
ual factors and text variables that influence and support learn-
ing from texts and to integrate such knowledge into the
already complex picture of what factors predict what and
how much an individual will learn from a text. 

MODELS OF COMPREHENSION

Schema-Based Models

Early comprehension models heavily emphasized the role of
top-down processes. Comprehension was thought to involve
(a) schema activation through key words or phrases in the
text, followed by (b) filling the slots of the schema with rele-
vant information from the text (Anderson & Pichert, 1978;
Rumelhart & Ortony, 1977; Schank & Abelson, 1977). An
extreme version of such a theory was the artificial intelli-
gence (AI) program FRUMP (DeJong, 1979), which actually
attempted to understand news reports in this way. It was
never meant as a psychological theory, but it illustrates nicely
both the strengths and weaknesses of a schema-based ap-
proach. FRUMP was equipped with a large number of
schemas relevant to news reports (e.g., a schema for acci-
dents). A schema could be activated by appropriate key
words in the text (e.g., crash). Once activated, it serves as a
guide for searching the text for schema-relevant information:
What sort of vehicle crashed? How many people? Killed?
Wounded? Causes of the crash? 

The comprehension problem was thereby greatly simpli-
fied. One did not have to fully understand a text, but merely
find certain well-specified items of information. As an AI
program, FRUMP turned out to be fatally limited. The main

difficulty was that the schema often did not fit the facts of a
text. Even for something as well-structured as an accident re-
port, one needs to look for different information in stories
about a car crash, a plane crash, or a skier crashing into a tree.
It is simply not possible to predefine adequate schemas for
all (or even most) texts. Schank (1982) realized this and
modified his approach accordingly by introducing memory
organization packets—building blocks from which to con-
struct a schema. It was clear that a simple schema-based ap-
proach would not work, neither in AI nor as a psychological
model.

Nevertheless, schemas play a major role in comprehen-
sion, and every psychological model of comprehension uses
schemas in one way or another (Whitney, Budd, Bramucci, &
Crane, 1995). However, schemas are no longer regarded as
the sole or even the most important control structure in com-
prehension. Instead, prior knowledge and expectations—
some in the form of schemas—are top-down influences that
interact with a variety of bottom-up processes to yield what
we call comprehension.

A Psychological Process Model

Comprehension has many facets and there are many ways to
model comprehension: Rhetoric and linguistics represent an
ancient and important tradition, whereas artificial intelli-
gence programs are a recent innovation. Psychological
process models take a different approach yet. They build on
the constraints provided by our knowledge of the perceptual
and cognitive processes involved in comprehension: word
perception and recognition, attention, short- and long-term
memory, retrieval processes, sentence comprehension, knowl-
edge representation and activation, and the like. Of course,
psychological process models cannot neglect the constraints
imposed by the text to be comprehended, and indeed, it may be
the case that textual constraints dominate the comprehension
process, relegating cognitive aspects to a minor role—which is
the premise of purely linguistic or AI approaches. However,
the recent research on psychological models of comprehen-
sion suggests otherwise.

The attempt to analyze comprehension in psychological
terms began with the model of W. Kintsch and van Dijk
(1978; van Dijk & Kintsch, 1983). The model is based on the
assumption that the limitations of working memory force
readers (or listeners) to decode one sentence at a time.
Decoding consists of translating the sentence from natural
language to a general and universal mental language—a
propositional representation. In spite of its name, this propo-
sitional structure is not a full semantic representation of the
meaning of a sentence or a text; rather, it is designed merely



Models of Comprehension 587

to capture the core idea—how people understand a sentence
when they are not analyzing it in all its detail. This sort of
representation is useful mainly because it allows the psychol-
ogist to count so-called idea units in the comprehension as
well as reproduction of a text. Counting words is not very
useful with texts. In a list of random words, whether a subject
recalls 12 or 15 words is a meaningful statistic. The exact
number of words someone recalls from a text, on the other
hand, is not necessarily directly related to either comprehen-
sion or memory; for most purposes, the number of ideas
matters, rather than the words expressing them. Thus, the
propositional representation of the sentence John read the old
book in the library is

Predicate: READ
Agent: JOHN
Object: BOOK
Modifier: OLD

Location: LIBRARY

Paraphrasing this sentence as The book, which was old, was
read by John in the library does not change this propositional
representation. For purposes of scoring a recall protocol, one
can count either sentence as one complex proposition, or as
one core proposition, one modifier, and one location, depend-
ing on the grain of the analysis that is desired.

The W. Kintsch and van Dijk model assumes that under-
standing a text means constructing a propositional represen-
tation of the text. This representation consists of a network
of propositions. Propositions that share a common argument
are linked (in the example above, the proposition would be
linked to other propositions containing one or more of the
arguments John, book, or library). However, propositions
can be linked only if they reside in the reader’s working
memory at the same time. The capacity of this working
memory is limited (estimates usually range between three to
five propositions). A spreading activation process among the
propositions in working memory determines their activation
level. As the next sentence in a text is read, working memory
is cleared: The propositions from the previous processing
cycle are added to long-term memory and the propositions
from the current sentence(s) are added to working memory.
However, to ensure continuity, the most activated proposi-
tion(s) from the last cycle is retained in a short-term buffer,
so that it can be linked with the propositions of the current
sentence. In this way, a connected textbase is gradually
constructed as the text is processed sentence by sentence.
This textbase is called the microstructure of the text. It repre-
sents the meaning of all the sentences of a text in terms of a
propositional network, as an ideal reader would construct it.
The links in this structure are determined jointly by the nature

of the text and by the capacity limits of working memory and
the short-term buffer. Furthermore, those propositions that
are most strongly interlinked in this network will gain the
greatest memory strength in the spreading activation process. 

In addition, the W. Kintsch and van Dijk model also con-
structs a macrostructure representation of a text. Schemas
play a role at this level: They allow the reader to identify the
structurally most important propositions in a text and their
interrelationships, thus providing a basis for the formation of
a macrostructure. Intuitively, the macrostructure represents
the gist of a text, whereas the microstructure represents all of
its detailed content. 

In a large number of studies, the W. Kintsch and van Dijk
model has been shown to predict the data from psychological
experiments with texts quite well—comprehension as well as
memory (e.g., Graesser, Millis, & Zwaan, 1997; W. Kintsch,
1974; W. Kintsch & van Dijk, 1978; van Dijk & Kintsch,
1983). The model thus justified the basic premise of the psy-
chological processing approach to text comprehension: that
cognitive constraints as well as linguistic constraints must be
taken into account in modeling text comprehension.

The Construction-Integration Model

The mental representation that results from reading a text is,
however, only in part determined by the content and structure
of the text itself—the process that the van Dijk and Kintsch
(1983) model attempts to describe. The reader’s goals and
prior knowledge are equally important factors. Schema the-
ory provided the first account of how prior knowledge influ-
ences comprehension. An alternative account, which leaves
room for the top-down effects of schemas but relies more
heavily on bottom-up processes, has been developed by
W. Kintsch (1988, 1998) within the general framework of the
van Dijk and Kintsch processing model. 

Consider what happens when a reader encounters a
homonym in a discourse context. Almost always, only the
context-appropriate meaning of the word comes to mind.
However, experimental studies, using both lexical decision
and eye movement methods, suggest for a very brief period
of time, about 350 ms, both meanings of a homonym are ac-
tivated under certain conditions (Rayner, Pacht, & Duffy,
1994; Swinney, 1979; also see the chapter in this volume by
Rayner, Pollatsek, Starr, & Wurm). This observation suggests
that it is not a top-down process, such as a schema, that
primes the context-appropriate meaning or filters out the in-
appropriate ones, but that all meanings are activated and that
the context then suppresses the activation of inappropriate
meanings. The construction-integration model is based on
this idea. It assumes that construction processes during
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comprehension—both at the word level as well as at the syn-
tactic and discourse levels—are context independent and
unconstrained. Thus, they are inherently promiscuous. How-
ever, context quickly imposes its constraints. Constructions
that are consistent with each other support each other in a
spreading activation process, and inconsistent and irrelevant
constructions become deactivated. According to this model,
the construction process results in an incoherent mental rep-
resentation. An integration process is needed to turn this
contradictory tangle of hypotheses into a coherent mental
representation. This integration is essentially a process of
constraint satisfaction. It works quickly enough so that inap-
propriate initial hypotheses do not reach the level of con-
sciousness. According to experimental results (e.g., Till,
Mross, & Kintsch, 1988) it takes about 300–350 ms for word
meanings to become fixated in a discourse context, and
500–700 ms for topic inferences. 

Schemas play an important role in the construction-
integration model, because they are likely to be activated in
the construction phase of the process, just like many other
knowledge structures. However, once activated, an appropri-
ate schema will most likely become the central unit in the
integration phase, attracting relevant pieces of information
and thereby deactivating schema-irrelevant constructions.

W. Kintsch (1998) describes how this model can account
for a wide variety of experimental findings, such as the
construction of word meanings in discourse, priming in dis-
course, syntactic parsing, macrostructure formation, generat-
ing inferences, and the construction of situation models. The
construction-integration model has also been successfully
applied to how people solve mathematical word problems,
and beyond the sphere of text comprehension, to action plan-
ning, problem solving, and decision making (for more infor-
mation on human performance in these tasks, see the chapter
in this volume by Leighton & Sternberg). In other words, the
model aspires to be a general theory of comprehension, not
just of text comprehension. 

The Collaborative Activation-Based Production
System Architecture

The bottom-up, spreading activation component of the
construction-integration model is quite successful and has
been included in most subsequent models of text comprehen-
sion. Models of comprehension can be broadly described as
attempts to instantiate activation-based theories of compre-
hension within limitations suggested by other cognitive
processes. Given the importance of working memory re-
sources for comprehension, it is not surprising that many mod-
els have focused on constraints surrounding comprehension

processes when developing simulations. Just and Carpenter
(1992) developed a model of sentence comprehension that
attempted to account for characteristics of comprehension
based on a flexible but limited capacity system simulating the
constraints of working memory. It should be noted that
although the capacity-constraints of the collaborative action-
based production system (CAPS) are based on working
memory characteristics, they relate to theoretically based,
higher-level activation limits rather than to modality-specific
buffers commonly thought to exist within working memory
(e.g., Baddeley, 1986; also see the chapter in this volume by
Nairne).

The CAPS architecture is a combination of a production
system and an activation-based connection system that Just
and Carpenter (1992) used to produce a simulation of their
theory. According to the theory, activation is responsible both
for storage and processing components of language compre-
hension. In CAPS, an element is activated either by being
constructed from text (written or spoken), constructed by a
process, or retrieved from long-term memory. Like the
construction-integration model, CAPS does not neglect the
influence of top-down effects of context. In fact, CAPS as-
sumes that activation of text propositions and background
knowledge proceeds similarly to the construction-integration
model. However, the difference in CAPS appears when the
comprehension processes approach capacity limits. 

Although elements with above-threshold activation are
available to comprehension processes, complications occur
when the amount of activation required for elements exceeds
the total activation available in the system. Capacity limits in
CAPS do not necessarily result in deactivation of weak ele-
ments, but rather in an overall decrease of system activation.
In CAPS, activation for maintaining elements as well as for
processing these elements is shared. Thus, capacity limits on
activation can lead to forgetting of old elements as well as
decreased processing of current elements. 

Just and Carpenter’s (1992) model is quite successful at
modeling comprehension differences produced by texts with
differing working memory demands as read by individuals
with varying working memory capacity. Interestingly, Just
and Carpenter (1992) argue that their evidence suggests that
activation capacity is a single resource. They assert that be-
cause increasing demand by a variety of methods—for exam-
ple, increasing text distance or ambiguity, reducing available
working memory capacity—produces consistent effects on
comprehension, it is reasonable to assume that the same
mechanisms underlie diverse types of comprehension pro-
cessing. Clearly, cognitive processes are subject to capacity
limits, and the power of this model lies in the dynamic man-
ner in which it accounts for such limits in comprehension.
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The Capacity-Constrained
Construction-Integration Model

Inclusion of working memory constraints in comprehension mod-
els offers some clear benefits to explaining individual differences
in comprehension. Both the construction-integration model and
the CAPS architecture are quite successful in explaining some as-
pects of comprehension. Given that construction-integration seeks
to model comprehension in general (rather than stopping with text
comprehension) but CAPS provides a successful account of
individual differences in text comprehension based on working
memory constraints, could the two models be combined as a
capacity-limited model of general comprehension? The capacity-
constrained construction integration model (CCCI; Goldman &
Varma, 1995) attempts to combine the ways in which knowledge
is constructed, represented, and integrated in the construction-
integration (CI) model within the more flexible capacity-
constrained CAPS system. Instantiating construction-integration
in a working-memory limited system has the effect of changing
the way in which propositions are held over for additional pro-
cessing cycles. Whereas the CI model uses a buffer of fixed size
to simulate limitations of working memory in text processing,
Goldman and Varma’s (1995) CCCI model retains all proposi-
tions not exceeding capacity limitations for further processing.
When capacity limits are reached (as in CAPS), new propositions
may draw activation away from retained elements, which grace-
fully fall below threshold.

The main strength of the CCCI model is that it repro-
duces the major, successful comprehension results of the
construction-integration model at the same time as it auto-
matically produces stronger weights for propositions repre-
senting main points from a text passage instead of assigning
initial weights to reflect differences in text importance. Thus,
providing the construction-integration model with working
memory limits may help us understand how comprehension
processes arrive at different representation strengths for dif-
ferent text elements.

The Landscape Model

The landscape model (van den Broek, Risden, Fletcher, &
Thurlow, 1996) also assumes that patterns of activation work
within constraints during a cyclical process of comprehension.
However, the landscape model deals more specifically with
the process by which coherence is computed and represented
during comprehension. In this model, activation strengths
during each processing cycle are set on a 5-point scale deter-
mined by the degree to which the concept is necessary to es-
tablish coherence in the text. Accordingly, concepts that are
explicitly defined are assigned the highest weights, whereas

inferences that are not necessary to establish coherence re-
ceive the lowest activation weights. Concepts that contribute
to coherence are weighted to varying degrees along this con-
tinuum as a function of their degree of contribution to the
coherence.

The landscape model draws its name from the patterns
of activations seen for text concepts across all processing
cycles during comprehension. That is, an activation map
of all concepts across cycles is constructed and graphically
demonstrates the degree to which concepts are activated
during the progression of the story, as well as the number of
concepts that are concurrently activated in each cycle of
comprehension. According to van den Broek et al., the
topography of activation suggests the way in which com-
prehended text becomes encoded as a stable, coherent
representation. Further, van den Broek et al. argue that the
total activation of a concept across cycles predicts the im-
portance of the concept to the story and that concepts acti-
vated together during a processing cycle will be linked in
memory.

Testing by van den Broek et al. (1996) suggests that the
activation of concepts during processing cycles can predict
patterns of human recall for story concepts. In their research,
nearly all (94%) concepts first recalled by participants were
the concepts that demonstrated greatest overall activation
during the course of reading. Further, the pattern of subse-
quent concepts recalled was predicted by the degree to which
the prior and subsequent concepts were coactivated during
reading. The landscape model, then, provides a description of
and a general methodology for testing the ways concepts
are emphasized and linked in a text. However, the landscape
model falls short of offering a theoretical rationale for
the ways in which humans construct, represent, and integrate
their knowledge. In general, models of comprehension reflect
similar assumptions about the way in which knowledge is
represented, but it is valid to question the precise nature of
such representations.

MODELS OF KNOWLEDGE REPRESENTATION

One of the central problems in cognitive science is how to model
human knowledge. How can we define knowledge? The word
know is used in so many ways; is what we know always knowl-
edge? Consider this list, selected from the 11 senses of know
listed in WordNet (http://www.cogsci.princeton.edu/~wn/):

1. I know who is winning the game.

2. She knows how to knit.

3. Galileo knew that the earth moved around the sun.
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4. Do you know my sister?

5. I know the feeling!

6. His greed knew no limits.

7. I know Latin.

8. This child knows right from wrong.

Examples 3, 4, and 7 would seem to be clear examples of
knowledge, but how does one draw the line? But suppose we
knew what knowledge was. What, then, is its structure, how is
it organized? Semantic hierarchies, feature systems, schemas,
and scripts, or one huge associative net? All of these possibil-
ities and several more have had their sponsors, as well as their
critics. But once again, suppose we had a workable model of
what human knowledge structures are like. How could we
then determine what the content of these structures actually
is? There are two ways to do this: One can hand-code all
knowledge, as it is done in a dictionary or encyclopedia,
except more systematically and more complete, or one can
build a system that learns all it needs to know. We discus
an example of both approaches, both of which have proven
their usefulness for psychological research on discourse
comprehension.

WordNet

WordNet is what a dictionary should be. Unlike most dictio-
naries, WordNet aspires to be a complete and exhaustive list
of all word meanings or senses in the English language; it de-
fines these meanings with a general phrase and some illustra-
tive examples, and lists certain semantically related terms
(Fellbaum, 1998; G. A. Miller, 1996). This is all done by
hand coding. Each word in the language has an internal struc-
ture in WordNet, consisting of the syntactic categories of the
word and, for each category, the number of different seman-
tic senses (together with informal definitions and examples).
Thus, the word bank is both a noun and a verb. For the noun,
10 senses are listed (the first two are familiar financial insti-
tution and river bank; the 10th is a flight maneuver). The verb
bank has seven senses in WordNet. Furthermore, each word
(actually, each word sense) is related to other words by a
number of semantic relationships that are specified in
WordNet: synonymy (e.g. financial institution is a synonym
of bank-1), coordinate relationship (lending institution is a
coordinate term for bank-1), hyponymy (. . . is a kind of
bank), holonymy (bank is part of . . .), and meronymy (parts
of bank). Thus, a detailed, explicit description of the lexicon
of the English language is achieved, structured by certain
semantic relations. 

WordNet is a useful and widely used tool for psycholin-
guists and linguists. Nevertheless, it has certain limitations,

some of which arise from the need for hand coding. WordNet
is the reified intuition of its coders, limited by the chosen for-
mat (e.g., the semantic relations that are made explicit). But
language changes, there are individual differences, and peo-
ple can use words creatively in novel ways and be understood
(E. V. Clark, 1997). The mental lexicon may not be static, as
WordNet necessarily must be, but may evolve dynamically,
and the context dependency of word meanings may be so
strong as to make a listing of fixed senses illusory. 

The task of hand coding a complete lexicon of the English
language is certainly a daunting one. Hand coding all human
knowledge presents significant additional difficulties. Never-
theless, the CYC (CYC is a very large database in which
human knowledge is formally represented by a language
called CycL. CYC is a registered trademark of Cycorp. The
interested reader is directed to http://www.cyc.com/tech.html
for more information.) system of Lenat and Guha (1990) at-
tempts just that. CYC postulates that all human knowledge
can be represented as a network of propositions. Thus, it has a
local, propositional structure, as well as global structure—the
relations among propositions and the operations that these
relations afford. Like WordNet, however, CYC is a static
structure, always vulnerable because some piece of human
knowledge has not been coded or acts in an unanticipated
way in a new context. 

Therefore, some authors have argued for knowledge rep-
resentations that learn what they need to know and thus are
capable of keeping up with the demands of an ever-changing
context. One such proposal is reviewed in the following
section.

Latent Semantic Analysis

Latent semantic analysis (LSA) is a machine learning proce-
dure that constructs a high-dimensional semantic space from
an input consisting of a large amount of text (LSA is also dis-
cussed in this volume in the chapter by Treiman, Clifton,
Meyer, & Wurm and in the chapter by Goldstone & Kersten).
LSA analyzes the pattern of co-occurrences among words in
many thousands of documents, using the well-known mathe-
matical technique of singular value decomposition. This
technique allows one to extract 300–500 dimensions of
meaning that are capable of representing human semantic in-
tuitions with considerable accuracy. LSA generates a seman-
tic space in which words as well as sentences or whole texts
are represented as mathematical vectors. The angle between
two vectors (as measured by their cosine) provides a useful,
fully automatic measure of the semantic similarity between
the words they represent. Thus, we can compute the semantic
similarity between any two word pairs or any two texts.
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Randomly chosen word pairs tend to have an average cosine
very near zero (M = .02, SD = .06), whereas a sample of 100
singular and plural word pairs (e.g., house, houses) have
much higher, but not perfect, average cosines (M = .66,
SD = .15). What is computed here is not word overlap or
word co-occurrence, but something entirely new: a semantic
distance in a high-dimensional space that was constructed
from such data.

The distinction between measurement of word overlap
and semantic content as measured by LSA is illustrated in the
following example taken from Butcher and Kintsch (2001).
Two students learn a text containing the following statement:
The phonological loop responds to the phonetic characteris-
tics of speech but does not evaluate speech for semantic con-
tent. In a summary, Student A writes “The rehearsal loop that
practices speech sounds does not pick up meaning in words.
Rather, it just reacts whenever it hears something that sounds
like language.” Student B writes, “The loop that listens to
words does not understand anything about the phonetic
noises that it hears. All it does is listen for noise and then re-
sponds by practicing that noise.” As human comprehenders,
we can see that Student A has a better understanding of the
text and has constructed a more appropriate summary of that
bit of information. Using LSA to compare each student’s
summary with the learned text, we find that Student A’s text
has a cosine of .62 with the original text, whereas Student B’s
text has a cosine of only .40 with the original text (Only the
relative values of cosines generated for equivalent types of
text can be compared. Cosines for word pairs and sentence
pairs, for instance, are not comparable.). Note that this result
is not due to overlapping words in the text and summaries;
Student A repeats two words from the original sentence but
Student B repeats three words from the original sentence.
Using the relative values of the cosines, LSA tells us what we
have concluded by reading the texts: Student A’s summary is
a closer semantic match to the original text than that of Stu-
dent B. The differences between the texts are subtle but clear;
although Student B is not completely confused, his summary
does reflect a less thorough understanding of the original
content than does Student A’s summary. For more detailed
descriptions of LSA, see Landauer (1998), Landauer and
Dumais (1997), and Landauer, Foltz, and Laham (1998).

Before examining the achievements of LSA, its limita-
tions must be discussed, for LSA is by no means a complete
semantic theory; rather, it provides a strong basis for building
such a theory. First, LSA disregards syntax and syntax obvi-
ously plays a role in determining the meaning of sentences.
Second, LSA can learn only from written text, whereas
human experience is based on perception, action, and emo-
tion—the real world, not just words—as well. Third, LSA

starts with a tabula rasa, whereas the acquisition of human
knowledge is subject to epigenetic constraints that determine
its very character. Surprisingly, neither of these problems is
fatal. Much can be achieved without syntax, and it is possible
to bring syntactic information to bear within the LSA frame-
work, at least to some extent, as we discuss later in this chap-
ter. Words are not all of human knowledge, but language
has evolved to talk about all human affairs—action, percep-
tion, emotion. Thus, words mirror the nonverbal aspects of
human experience—not with complete accuracy, but enough
to make LSA useful. Finally, LSA does not learn from scratch
but from language. Thus its input already incorporates the
epigenetic rules that structure human knowledge. 

LSA makes semantic judgments that are humanlike in
many ways, but it can only perform correctly when it has
been trained on an appropriate textual corpus. One of the se-
mantic spaces that has been constructed represents the
knowledge of a typical American high-school graduate: It is
based on a text of more than 11 million words, comprising
over 90,000 different words and over 36,000 documents. It is
a model of what a high-school student would know if all his
or her experience were limited to reading these texts. In one
respect this is not much, but in another it is a considerable
achievement. It will, for instance, pass the TOEFL test of
English as foreign language: Given a rare word (like aban-
doned) and several alternatives (like forsake, aberration, and
deviance) it will choose the correct one, because forsake has
a higher cosine (.20) with the target word than the other al-
ternatives (.09 and .09). On the other hand, it will fail an in-
troductory psychology multiple-choice exam, because the
high-school reading material does not contain enough psy-
chology texts. If we create a new space by teaching LSA psy-
chology with a standard introductory text, however, it will
pass the test: Asked to match attention to the alternatives
memory, selectivity, problem solving, and language, it will
correctly choose selectivity, because the cosine between
attention and selectivity is .52 and the cosines between
attention and the other alternatives are only .17, .05, and .07,
respectively.

LSA is a powerful tool for the simulation of psycholin-
guistic phenomena. Landauer and Dumais (1997) have
discussed vocabulary acquisition as the construction of a
semantic space, modeled by LSA; Laham (2000) investi-
gated the emergence of natural categories from the LSA
space; Foltz, Kintsch, and Landauer (1998) have used LSA to
analyze textual coherence; and Butcher and Kintsch (2001)
have used LSA as an analytic tool in the study of writing.
LSA has also been used effectively in a number of applica-
tions that depend on an effective representation of verbal
meaning. To mention just some of the practical applications,
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there is first the use of LSA to select instructional texts that
are appropriate to a student’s level of background knowledge
(Wolfe et al., 1998). Second, LSA provides feedback about
their writing to 6th-grade students summarizing science or
social science texts (E. Kintsch et al., 2000). And last but not
least, LSA has been successfully employed for essay grading.
LSA grades the content of certain types of essays as well and
as reliably as human professionals (Landauer, Laham, &
Foltz, 2000). The humanlike performance of LSA in these
areas strongly suggests that the way meaning is represented
in LSA is closely related to the way humans operate. 

Again, LSA does a very good job of representing seman-
tic meaning, but it does not represent all the components of
language that humans may use in comprehension. For one
thing, people use syntax in the construction of meaning,
whereas LSA does not. However, it might be possible to com-
bine LSA with other psychological process theories, thereby
expanding the scope of an LSA-based theory of meaning.
W. Kintsch (2001) has combined an LSA knowledge base
with a spreading activation model of comprehension, thereby
offering a solution to the problem of how word senses might
be generated in a discourse context—instead of being
prelisted, as in WordNet.

According to LSA, word meanings are vectors in a high-
dimensional semantic space. The meaning of a two-word
sentence in LSA is the centroid of the two-word vectors.
Thus, for The horse runs and The color runs, we compute the
vectors {horse, runs} and {color, runs}. However, there is a
problem, for the meaning of run in the two contexts is some-
what different; two different senses of the verb run are in-
volved.

In the CI model of discourse comprehension (W. Kintsch,
1988, 1998), mental representations of a text are constructed
via a constraint satisfaction process, computationally realized
via a spreading-activation mechanism: The semantic rela-
tions among the concepts and propositions of a text are
strengthened if they fit into the overall context and deacti-
vated if they do not. This idea can be extended to the predi-
cation problem. Those aspects of the predicate (run in our
example) that are appropriate for its argument are strength-
ened and the others are de-emphasized. This is achieved by
means of a constraint satisfaction process in the manner of
the CI model, in which the argument is allowed to select
related relevant terms from the neighborhood of the predi-
cate, which are then used to modify the predicate vector
appropriately (W. Kintsch, 2001).

This turns out to be a powerful algorithm. It correctly
computes that The bridge collapsed is related to failure
and that The runner collapsed is related to race. It differ-
entiates appropriately between A pelican is a bird and

The bird is a pelican. It also correctly computes the meaning
of metaphors—for example, that My lawyer is a shark is
more related to viciousness than to fish (W. Kintsch, 2000).
Furthermore, it computes that The student washed the table
is more related to The table is clean than The student is
clean. And it mirrors many of the well-documented asymme-
tries and context effects in human similarity judgments
(W. Kintsch, 2001).

LSA by itself models the associative foundation of mean-
ing. Together with the spreading-activation mechanism of the
CI theory, it allows us to model a broad range of additional
phenomena, but we still fall short of a complete semantic the-
ory. We need to explore other psychological process theories
of human thought processes that can be combined with an
LSA knowledge base to further broaden the scope of an LSA-
based semantic theory. Research on LSA is still new, but one
can expect that it will have an increasingly large impact on
the way we think about comprehension and the way we do
research on language in the coming years.

CONCLUSIONS

Overall, cognitive psychology has made great strides in
understanding the factors that predict individual differences
in comprehension. We have learned about both factors
internal to the learner (such as background knowledge) and
external to the individual (such as text organization or con-
versational coherence) that determine comprehension. The
variables influencing comprehension performance interact in
quite complex ways; as discussed earlier, readers who are
knowledgeable about a subject learn better from a difficult
text, whereas readers with less prior knowledge about a topic
learn better from a more coherent, organized text. Thus, no
single factor can be shown to be sufficient to ensure adequate
comprehension by a learner, and no single prescription can be
recommended for all learners in all situations.

The practical applications of comprehension research are
obvious; with adequate understanding of the variables that
influence reading and listening comprehension, educators
can manipulate situations to maximize learning for an indi-
vidual in a set of particular circumstances. Even though cog-
nitive psychologists understand many of the variables that
influence learning, unfortunately we are far from developing
a complete model of comprehension. There currently is
no exact recipe for creating comprehension in a learner. We
know about some key ingredients of the comprehension
recipe and how they contribute to a successful performance,
but we do not fully understand the extent to which changes in
these factors exert a direct influence on comprehension and
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the extent to which they impact other variables in the learning
situation. In addition, we have a lot to learn about the indi-
vidual variables that are difficult to quantify (e.g., motivation,
persistence, interest) but undoubtedly are critical in a full
model of comprehension. The current and future challenge
for research in comprehension is to continue to uncover vari-
ables in input and individual factors that influence and sup-
port learning and to integrate such knowledge into the
already complex picture of what makes a good learner.
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Issues related to concepts and categorization are nearly ubiq-
uitous in psychology because of people’s natural tendency to
perceive a thing as something. We have a powerful impulse to
interpret our world. This act of interpretation, an act of “seeing
something as X” rather than simply seeing it (Wittgenstein,
1953), is fundamentally an act of categorization.

The attraction of research on concepts is that an extremely
wide variety of cognitive acts can be understood as catego-
rizations. Identifying the person sitting across from you at the
breakfast table involves categorizing something as (for exam-
ple) your spouse. Diagnosing the cause of someone’s illness
involves a disease categorization. Interpreting a painting as a
Picasso, an artifact as Mayan, a geometry as non-Euclidean,
a fugue as baroque, a conversationalist as charming, a wine
as a Bordeaux, and a government as socialist are categoriza-
tions at various levels of abstraction. The typically unspoken
assumption of research on concepts is that these cognitive acts
have something in common. That is, there are principles that
explain many or all acts of categorization. This assumption is
controversial (see Medin, Lynch, & Solomon, 2000), but is

perhaps justified by the potential payoff of discovering
common principles governing concepts in their diverse
manifestations.

The desirability of a general account of concept learning
has led the field to focus its energy on what might be called
generic concepts. Experiments typically involve artificial
categories that are (it is hoped) unfamiliar to the subject.
Formal models of concept learning and use are constructed
to be able to handle any kind of concept irrespective of its
content. Although there are exceptions to this general trend
(Malt, 1994; Ross & Murphy, 1999), much of the main-
stream empirical and theoretical work on concept learning is
concerned not with explaining how particular concepts are
created, but with how concepts in general are represented
and processed.

One manifestation of this approach is that the members of
a concept are often given an abstract symbolic representation.
For example, Table 22.1 shows a typical notation used to de-
scribe the stimuli seen by a subject in a psychological exper-
iment or presented to a formal model of concept learning.
Nine objects belong to two categories, and each object is de-
fined by its value along four binary dimensions. In this nota-
tion, objects from Category A typically have values of 1 on
each of the four dimensions, whereas objects from Category
B have values of 0. The dimensions are typically unrelated to
each other, and assigning values of 0 and 1 to a dimension is

The authors are grateful to Alice Healy, Robert Proctor, Brian
Rogosky, and Irving Weiner for helpful comments on earlier drafts
of this chapter. This research was funded by NIH Grant MH56871,
NSF Grant 0125287, and a Gill fellowship to the first author.
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arbitrary. For example, for a color dimension, red may be as-
signed a value of 0 and blue a value 1. The exact category
structure of Table 22.1 has been used in at least 30 studies (re-
viewed by J. D. Smith & Minda, 2000), instantiated by stim-
uli as diverse as geometric forms (Nosofsky, Kruschke, &
McKinley, 1992), cartoons of faces (Medin & Schaffer,
1978), yearbook photographs (Medin, Dewey, & Murphy,
1983), and line drawings of rocket ships (Nosofsky, Palmeri, &
McKinley, 1994). These authors are not particularly inter-
ested in the category structure of Table 22.1 and are certainly
not interested in the categorization of rocket ships per se.
Instead, they choose their structures and stimuli so as to be
(a) unfamiliar (so that learning is required), (b) well con-
trolled (dimensions are approximately equally salient and
independent), (c) diagnostic with respect to theories, and
(d) potentially generalizable to natural categories that people
learn. Work on generic concepts is very valuable if it turns
out that there are domain-general principles underlying
human concepts that can be discovered. Still, there is no a
priori reason to assume that all concepts will follow the same
principles, or that we can generalize from generic concepts to
naturally occurring concepts.

WHAT ARE CONCEPTS?

Concepts, Categories, and Internal Representations

A good starting place is Edward E. Smith’s (1989) character-
ization that a concept is “a mental representation of a class or
individual and deals with what is being represented and how
that information is typically used during the categorization”
(p. 502). It is common to distinguish between a concept and a
category. A concept refers to a mentally possessed idea or no-
tion, whereas a category refers to a set of entities that are
grouped together. The concept dog is whatever psychological
state signifies thoughts of dogs. The category dog consists of

all the entities in the real world that are appropriately catego-
rized as dogs. The question of whether concepts determine
categories or vice versa is an important foundational contro-
versy. If one assumes the primacy of external categories of
entities, then one will tend to view concept learning as the en-
terprise of inductively creating mental structures that predict
these categories. One extreme version of this view is the ex-
emplar model of concept learning (Estes, 1994; Medin &
Schaffer, 1978; Nosofsky, 1984; see also Capaldi’s chapter in
this volume), in which one’s internal representation for a
concept is nothing more than the set of all of the externally
supplied examples of the concept to which one has been
exposed. If one assumes the primacy of internal mental
concepts, then one tends to view external categories as the
end product of applying these internal concepts to observed
entities. An extreme version of this approach is to argue that
the external world does not inherently consist of rocks, dogs,
and tables; these are mental concepts that organize an other-
wise unstructured external world (Lakoff, 1987).

Equivalence Classes

Another important aspect of concepts is that they are equiva-
lence classes. In the classical notion of an equivalence class,
distinguishable stimuli come to be treated as the same thing
once they have been placed in the same category (Sidman,
1994). This kind of equivalence is too strong when it comes
to human concepts because even when we place two objects
into the same category, we do not treat them as the same thing
for all purposes. Some researchers have stressed the intrinsic
variability of human concepts—variability that makes it un-
likely that a concept has the same sense or meaning each time
it is used (Barsalou, 1987; Thelen & Smith, 1994). Still, it is
impressive the extent to which perceptually dissimilar things
can be treated equivalently, given the appropriate conceptual-
ization. To the biologist armed with a strong mammal con-
cept, even whales and dogs may be treated as equivalent in
many situations related to biochemistry, child rearing, and
thermoregulation. Even sea lions may possess equivalence
classes, as Schusterman, Reichmuth, and Kastak (2000) have
argued that these animals show free substitution between two
entities once they have been associated together.

Equivalence classes are relatively impervious to superfi-
cial similarities. Once one has formed a concept that treats all
skunks as equivalent for some purposes, irrelevant variations
among skunks can be greatly deemphasized. When subjects
are told a story in which scientists discover that an animal
that looks exactly like a raccoon actually contains the internal
organs of a skunk and has skunk parents and skunk children,
they often categorize the animal as a skunk (Keil, 1989;

TABLE 22.1 A Common Category Structure, Originally Used by
Medin and Schaffer (1978)

Dimension

Category Stimulus D1 D2 D3 D4

Category A A1 1 1 1 0
A2 1 0 1 0
A3 1 0 1 1
A4 1 1 0 1
A5 0 1 1 1

Category B B1 1 1 0 0
B2 0 1 1 0
B3 0 0 0 1
B4 0 0 0 0
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Rips, 1989). People may never be able to transcend superfi-
cial appearances when categorizing objects (Goldstone,
1994a), nor is it clear that they would want to (Jones &
Smith, 1993). Still, one of the most powerful aspects of con-
cepts is their ability to make superficially different things
alike (Sloman, 1996). If one has the concept Things to re-
move from a burning house, even children and jewelry be-
come similar (Barsalou, 1983). The spoken phonemes /d/ /o/
/g/, the French word chien, the written word dog, and a pic-
ture of a dog can all trigger one’s concept of dog (Snodgrass,
1984), and although they may trigger slightly different repre-
sentations, much of the core information will be the same.
Concepts are particularly useful when we need to make con-
nections between things that have different apparent forms.

WHAT DO CONCEPTS DO FOR US?

Fundamentally, concepts function as filters. We do not have
direct access to our external world. We have access to our
world only as filtered through our concepts. Concepts are use-
ful when they provide informative or diagnostic ways of
structuring this world. An excellent way of understanding the
mental world of an individual, group, scientific community, or
culture is to find out how they organize their world into con-
cepts (Lakoff, 1987; Medin & Atran, 1999; Wolff, Medin, &
Pankratz, 1999).

Components of Thought

Concepts are cognitive elements that combine to generatively
produce an infinite variety of thoughts. Just as a finite set of
building blocks can be constructed into an endless variety of
architectural structures, so can concepts act as building
blocks for an endless variety of complex thoughts. Claiming
that concepts are cognitive elements does not entail that they
are primitive elements in the sense of existing without being
learned and without being constructed from other concepts.
Some theorists have argued that concepts such as bachelor,
kill, and house are primitive in this sense (Fodor, 1975;
Fodor, Garrett, Walker, & Parkes, 1980), but a considerable
body of evidence suggests that concepts typically are ac-
quired elements that are themselves decomposable into se-
mantic elements (McNamara & Miller, 1989).

Once a concept has been formed, it can enter into compo-
sitions with other concepts. Several researchers have studied
how novel combinations of concepts are produced and com-
prehended. For example, how does one interpret the term
buffalo paper when one first hears it? Is it paper in the shape
of buffalo, paper used to wrap buffaloes presented as gifts, an

essay on the subject of buffalo, coarse paper, or something
like fly paper but used to catch bison? Interpretations of word
combinations are often created by finding a relation that con-
nects the two concepts. In Murphy’s (1988) concept special-
ization model, one interprets noun-noun combinations by
finding a variable that the second noun has that can be filled
by the first noun. By this account, a robin snake might be in-
terpreted as a snake that eats robins once robin is used to the
fill the eats slot in the snake concept. Wisniewski (1997,
1998; Wisniewski & Love, 1998) has argued that properties
from one concept are often transferred to another concept,
and that this is more likely to occur if the concepts are simi-
lar, with parts that can be easily aligned. By this account, a
robin snake may be interpreted as a snake with a red belly,
once the attribute red breast from the robin is transferred to
the snake.

In addition to promoting creative thought, the combinato-
rial power of concepts is required for cognitive systematicity
(Fodor & Pylyshyn, 1988). The notion of systematicity is that
a system’s ability to entertain complex thoughts is intrinsi-
cally connected to its ability to entertain the components of
those thoughts. In the field of conceptual combination, this
has appeared as the issue of whether the meaning of a combi-
nation of concepts can be deduced on the basis of the mean-
ings of its constituents. On the one hand, there are some
salient violations of this type of systematicity. When adjec-
tive and noun concepts are combined, there are sometimes
emergent interactions that cannot be predicted by the “main
effects” of the concepts themselves. For example, the concept
gray hair is more similar to white hair than to black hair,
but gray cloud is more similar to black cloud than to white
cloud (Medin & Shoben, 1988). Wooden spoons are judged
to be fairly large (for spoons), even though this property is
not generally possessed by wooden objects or spoons in gen-
eral (Medin & Shoben, 1988). On the other hand, there have
been notable successes in predicting how well an object fits a
conjunctive description based on how well it fits the individ-
ual descriptions that comprise the conjunction (Hampton,
1987, 1997; Storms, De Boeck, Hampton, & Van Mechelen,
1999). A reasonable reconciliation of these results is that
when concepts are combined the concepts’ meanings system-
atically determine the meaning of the conjunction, but emer-
gent interactions and real-world plausibility also shape the
conjunction’s meaning.

Inductive Predictions

Concepts allow us to generalize our experiences with some
objects to other objects from the same category. Experience
with one slobbering dog may lead one to suspect that an
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unfamiliar dog may have the same proclivity. These inductive
generalizations may be wrong and can lead to unfair stereo-
types if inadequately supported by data, but if an organism is
to survive in a world that has some systematicity, it must “go
beyond the information given” (Bruner, 1973) and generalize
what it has learned. The concepts we use most often are useful
because they allow many properties to be predicted induc-
tively. To see why this is the case, we must digress slightly and
consider different types of concepts. Categories can be
arranged roughly in order of their grounding by similarity:
natural kinds (dog and oak tree), man-made artifacts (ham-
mer, airplane, and chair), ad hoc categories (things to take
out of a burning house, and things that could be stood on to
reach a lightbulb), and abstract schemas or metaphors (e.g.,
events in which a kind action is repaid with cruelty,
metaphorical prisons, and problems that are solved by
breaking a large force into parts that converge on a tar-
get). For the latter categories, members need not have very
much in common at all. An unrewarding job and a relationship
that cannot be ended may both be metaphorical prisons, but
the situations may share little other than this.

Unlike ad hoc and metaphor-based categories, most nat-
ural kinds and many artifacts are characterized by members
that share many features. In a series of studies, Rosch (Rosch,
1975; Rosch & Mervis, 1975; see also the chapters in this
volume by Palmer and by Treiman, Clifton, Meyer, & Wurm)
has shown that the members of natural kind and artifact
“basic-level” categories such as chair, trout, bus, apple, saw,
and guitar are characterized by high within-category overall
similarity. Subjects listed features for basic-level categories,
as well as for broader superordinate (e.g., furniture) and nar-
rower subordinate (e.g., kitchen chair) categories. An index
of within-category similarity was obtained by tallying the
number of features listed by subjects that were common to
items in the same category. Items within a basic-level cate-
gory tend to have several features in common, far more than
items within a superordinate category and almost as many
as items that share a subordinate categorization. Rosch
(Rosch & Mervis, 1975; Rosch, Mervis, Gray, Johnson, &
Boyes-Braem, 1976) argues that categories are defined by
family resemblance; category members need not all share a
definitional feature, but they tend to have several features in
common. Furthermore, she argues that people’s basic-level
categories preserve the intrinsic correlational structure of the
world. All feature combinations are not equally likely. For
example, in the animal kingdom, flying is correlated with lay-
ing eggs and possessing a beak. There are “clumps” of fea-
tures that tend to occur together. Some categories (e.g.,
ad hoc categories) do not conform to these clumps, but many
of our most natural-seeming categories do.

These natural categories also permit many inductive infer-
ences. If we know something belongs to the category dog,
then we know that it probably has four legs and two eyes, eats
dog food, is someone’s pet, pants, barks, is bigger than a
breadbox, and so on. Generally, natural-kind objects, particu-
larly those at Rosch’s basic level, permit many inferences.
Basic-level categories allow many inductions because
their members share similarities across many dimensions or
features. Ad hoc categories and highly metaphorical cate-
gories permit fewer inductive inferences, but in certain situa-
tions the inferences they allow are so important that the
categories are created on a “by-need” basis. One interesting
possibility is that all concepts are created to fulfill an induc-
tive need, and that standard taxonomic categories such as
bird and hammer simply become automatically triggered
because they have been used often, whereas ad hoc cate-
gories are created only when specifically needed (Barsalou,
1982, 1991). In any case, evaluating the inductive potential
of a concept goes a long way toward understanding why we
have the concepts that we do. The single concept peaches,
llamas, telephone answering machines, or Ringo Starr is
an unlikely concept because belonging in this concept pre-
dicts very little. Several researchers have been formally de-
veloping the notion that the concepts we possess are those
that maximize inductive potential (Anderson, 1991; Heit,
2000; Oaksford & Chater, 1998).

Communication

Communication between people is enormously facilitated if
the people can count upon sharing a set of common concepts.
By uttering a simple sentence such as “Ed is a football player,”
one can transmit a wealth of information to a colleague, deal-
ing with the probabilities of Ed’s being strong, having violent
tendencies, being a college physics or physical education
major, and having a history of steroid use. Markman and
Makin (1998) have argued that a major force in shaping our
concepts is the need to communicate efficiently. They find that
a person’s concepts become more consistent and systematic
over time in order to establish reference unambiguously for
another individual with whom they need to communicate
(see also Garrod & Doherty, 1994).

Cognitive Economy

We can discriminate far more stimuli than those for which we
have concepts. For example, estimates suggest that we can
perceptually discriminate at least 10,000 colors from each
other, but we have far fewer color concepts than this.
Dramatic savings in storage requirements can be achieved by
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encoding concepts rather than entire raw (unprocessed) in-
puts. A classic study by Posner and Keele (1967) found that
subjects code letters such as A by a raw, physical code, but
that this code rapidly (within 2 s) gives way to a more ab-
stract conceptual code that A and a share. Huttenlocher,
Hedges, and Vevea (2000) develop a formal model in which
judgments about a stimulus are based on both its category
membership and its individuating information. As predicted
by the model, when subjects are asked to reproduce a stimu-
lus, their reproductions reflect a compromise between the
stimulus itself and the category to which it belongs. When a
delay is introduced between seeing the stimulus and repro-
ducing it, the contribution of category-level information rela-
tive to individual-level information increases (Crawford,
Huttenlocher, & Engebretson, 2000). Together with studies
showing that, over time, people tend to preserve the gist of a
category rather than the exact members that constitute it
(e.g., Posner & Keele, 1970), these results suggest that
through the preservation of category-level information rather
than individual-level information, efficient long-term repre-
sentations can be maintained.

From an information-theory perspective, storing a cate-
gory in memory rather than a complete description of an
individual is efficient because fewer bits of information are
required to specify the category. For example, Figure 22.1
depicts a set of objects (shown by circles) described along
two dimensions. Rather than preserving the complete de-
scription of each of the 19 objects, one can create a reason-
ably faithful representation of the distribution of objects by
storing only the positions of the four triangles in Figure 22.1.
This kind of information reduction is particularly significant
because computational algorithms exist that can automati-
cally form these categories when supplied with the objects
(Kohonen, 1995). For example, the competitive learning al-
gorithm (Rumelhart & Zipser, 1985) begins with random po-
sitions for the triangles, and when an object is presented, the
triangle that is closest to the object moves its position even

closer to the object. The other triangles move less quickly, or
do not move at all, leaving them free to specialize for other
classes of objects. In addition to showing a way in which ef-
ficient category representations can be created, this algorithm
has been put forth as a model of how a person creates cate-
gories even when there is no teacher, parent, or label that tells
the person what, or how many, categories there are.

The above argument suggests that concepts can be used to
conserve memory. An equally important economizing advan-
tage of concepts is to reduce the need for learning (Bruner,
Goodnow, & Austin, 1956). An unfamiliar object that has not
been placed in a category attracts attention because the
observer must figure out how to think of it. Conversely, if an
object can be identified as belonging to a preestablished cate-
gory, then less cognitive processing is typically necessary.
One can simply treat the object as another instance of some-
thing that is known, updating one’s knowledge slightly, if at
all. The difference between events that require altering one’s
concepts and those that do not was described by Piaget
(1952) in terms of accommodation (adjusting concepts on the
basis of a new event) and assimilation (applying already
known concepts to an event). This distinction has also been
incorporated into computational models of concept learning
that determine whether an input can be assimilated into a pre-
viously learned concept. If it cannot, then reconceptualiza-
tion is triggered (Grossberg, 1982). When a category instance
is consistent with a simple category description, then an indi-
vidual is less likely to store a detailed description of it than if
it is an exceptional item (Palmeri & Nosofsky, 1995), consis-
tent with the notion that people simply use an existing cate-
gory description when it suffices.

HOW ARE CONCEPTS REPRESENTED?

Much of the research on concepts and categorization re-
volves around the issue of how concepts are mentally repre-
sented. As with all discussion of representations, the standard
caveat must be issued—mental representations cannot be de-
termined or used without processes that operate on these
representations (Anderson, 1978). Rather than discussing
the representation of a concept such as cat, we should discuss
a representation-process pair that allows for the use of this
concept. Empirical results interpreted as favoring a particular
representation format should almost always be interpreted as
supporting a particular representation given particular
processes that use the representation. As a simple example,
when trying to decide whether a shadowy figure briefly
glimpsed was a cat or fox, one needs to know more than how
one’s cat and fox concepts are represented. One needs to

Figure 22.1 Alternative proposals have suggested that categories are rep-
resented by the individual exemplars in the categories (the circles), the pro-
totypes of the categories (the triangles), or the category boundaries (the lines
dividing the categories).
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know how the information in these representations is inte-
grated to make the final categorization. Does one wait for the
amount of confirmatory evidence for one of the animals to
rise above a certain threshold (Busemeyer & Townsend,
1993)? Does one compare the evidence for the two animals
and choose the more likely (Luce, 1959)? Is the information
in the candidate animal concepts accessed simultaneously or
successively? Probabilistically or deterministically? These
are all questions about the processes that use conceptual rep-
resentations. One reaction to the insufficiency of representa-
tions alone to account for concept use has been to dispense
with all reference to independent representations, and instead
to frame theories in terms of dynamic processes alone
(Thelen & Smith, 1994; van Gelder, 1998). However, some
researchers feel that this is a case of throwing out the baby
with the bath water, and insist that representations must still
be posited to account for enduring, organized, and rule-
governed thought (Markman & Dietrich, 2000).

Rules

There is considerable intuitive appeal to the notion that con-
cepts are represented by something like dictionary entries. By
a rule-based account of concept representation, to possess the
concept cat is to know the dictionary entry for it. A person’s
cat concept may differ from Webster’s Dictionary entry: “a
carnivorous mammal (Felis catus) long domesticated and
kept as a pet and for catching rats and mice.” Still, this ac-
count claims that a concept is represented by some rule that
allows one to determine whether an entity belongs within the
category (see also the chapter by Leighton & Sternberg in
this volume).

The most influential rule-based approach to concepts may
be Bruner, Goodnow, and Austin’s (1956) hypothesis-testing
approach. Their theorizing was, in part, a reaction against be-
haviorist approaches (Hull, 1920) in which concept learning
involved the relatively passive acquisition of an association
between a stimulus (an object to be categorized) and a re-
sponse (such as a verbal response, key press, or labeling).
Instead, Bruner et al. argued that concept learning typically
involves active hypothesis formation and testing. In a typical
experiment, their subjects were shown flash cards that had
different shapes, colors, quantities, and borders. The sub-
jects’ task was to discover the rule for categorizing the flash
cards by selecting cards to be tested and by receiving feed-
back from the experimenter indicating whether the selected
card fit the categorizing rule. The researchers documented
different strategies for selecting cards, and a considerable
body of subsequent work (e.g., Bourne, 1970) showed large
differences in how easily acquired are different categorization

rules. For example, a conjunctive rule such as white and
square is more easily learned than a conditional rule such as
if white, then square, which is in turn more easily learned
than a biconditional rule such as white if and only if square.

A parallel development to these laboratory studies of arti-
ficial categories was Katz and Fodor’s (1963) semantic
marker theory of compositional semantics within linguistics.
In this theory, a word’s semantic representation consists of
a list of atomic semantic markers such as  + Male, +Adult,
+ Physical, and – Married for the word bachelor. These
markers serve as the components of a rule that specifies when
a word is appropriately used. Each of the semantic markers
for a word is assumed to be necessary for something to be-
long to the word category, and the markers are assumed to be
jointly sufficient to make the categorization.

The assumptions of these rule-based models have been
vigorously challenged for several decades now (see the chap-
ter by Treiman et al. in this volume). Douglas Medin and
Edward E. Smith (Medin & Smith, 1984; E. E. Smith &
Medin, 1981) dubbed this rule-based approach “the classical
view,” and characterized it as holding that all instances of a
concept share common properties that are necessary and suf-
ficient conditions for defining the concept. At least three crit-
icisms have been levied against this classical view.

First, it has proven to be very difficult to specify the defin-
ing rules for most concepts. Wittgenstein (1953) raised this
point with his famous example of the concept game. He ar-
gued that none of the candidate definitions of this concept,
such as activity engaged in for fun, activity with certain rules,
or competitive activity with winners and losers, is adequate
to identify Frisbee, professional baseball, and roulette as
games, while simultaneously excluding wars, debates, televi-
sion viewing, and leisure walking from the game category.
Even a seemingly well-defined concept such as bachelor
seems to involve more than its simple definition of unmarried
male. The counterexample of a 5-year-old child (who does
not really seem to be a bachelor) may be solved by adding an
adult precondition to the unmarried male condition, but an in-
definite number of other preconditions is required to exclude
a man in a long-term but unmarried relationship, the Pope,
and a 80-year-old widower with four children (Lakoff, 1987).
Wittgenstein argued that instead of equating knowing a con-
cept with knowing a definition, it is better to think of the
members of a category as being related by family resem-
blance. A set of objects related by family resemblance need
not have any particular feature in common, but will have sev-
eral features that are characteristic or typical of the set.

Second, the category membership for some objects is
unclear. People may disagree on whether a starfish is a fish, a
camel is a vehicle, a hammer is a weapon, or a stroke is a
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disease. By itself, this is not too problematic for a rule-based
approach. People may use rules to categorize objects, but dif-
ferent people may have different rules. However, it turns out
that people not only disagree with each other about whether
a bat is mammal—they also disagree with themselves!
McCloskey and Glucksberg (1978) showed that subjects give
surprisingly inconsistent category membership judgments
when asked the same questions at different times. Either there
is variability in how to apply a categorization rule to an ob-
ject, people spontaneously change their categorization rules,
or (as many researchers believe) people simply do not repre-
sent objects in terms of clear-cut rules.

Third, even when a person shows consistency in placing
objects in a category, he or she might not treat all the objects
as equally good members of that category. By a rule-based
account, one might argue that all objects that match a cate-
gory rule would be considered equally good members of the
category (but see Bourne, 1982). However, when subjects are
asked to rate the typicality of animals such as a robin and an
eagle for the category bird, or a chair and a hammock for the
category furniture, they reliably give different typicality rat-
ings for different objects. Rosch and Mervis (1975) were able
to predict typicality ratings with respectable accuracy by
asking subjects to list properties of category members, and
measuring how many properties possessed by a category
member were shared by other category members. The magni-
tude of this so-called “family resemblance measure” is posi-
tively correlated with typicality ratings.

Despite these strong challenges to the classical view, the
rule-based approach is by no means moribund. In fact, in part
due to the perceived lack of constraints in neural network
models that learn concepts by gradually building up associa-
tions, the rule-based approach experienced a rekindling of in-
terest in the 1990s after its low point in the 1970s and 1980s
(Marcus, 1998). Nosofsky and Palmeri (1998; Nosofsky
et al., 1994; Palmeri & Nosofsky, 1995) have proposed a
quantitative model of human concept learning that learns to
classify objects by forming simple logical rules and remem-
bering occasional exceptions to those rules. This work is
reminiscent of earlier computational models of human learn-
ing that created rules such as if white and square, then Cat-
egory 1 from experience with specific examples (Anderson,
Kline, & Beasley, 1979; Medin, Wattenmaker, & Michalski,
1987). The models have a bias to create simple rules, and are
able to predict entire distributions of subjects’ categorization
responses rather than simply average responses.

In defending a role for rule-based reasoning in human
cognition, E. E. Smith, Langston, and Nisbett (1992) pro-
posed eight criteria for determining whether people use ab-
stract rules in reasoning. These criteria include the following:

“Performance on rule-governed items is as accurate with
abstract as with concrete material”; “performance on rule-
governed items is as accurate with unfamiliar as with famil-
iar material”; and “performance on a rule-governed item or
problem deteriorates as a function of the number of rules that
are required for solving the problem.” Based on the full set of
criteria, they argue that rule-based reasoning does occur, and
that it may be a mode of reasoning distinct from association-
based or similarity-based reasoning. Similarly, Pinker (1991)
argued for distinct rule-based and association-based modes
for determining linguistic categories. Neurophysiological
support for this distinction comes from studies showing
that rule-based and similarity-based categorization involve
anatomically separate brain regions (Ashby, Alfonso-Reese,
Turken, & Waldron, 1998; Ashby & Waldron, 2000; E. E.
Smith, Patalano, & Jonides, 1998).

In developing a similar distinction between similarity-
based and rule-based categorization, Sloman (1996) intro-
duced the notion that the two systems can simultaneously
generate different solutions to a reasoning problem. For ex-
ample, Rips (1989; see also Rips & Collins, 1993) asked sub-
jects to imagine a 3 in. (7.62 cm) round object, and then
asked whether the object is more similar to a quarter or a
pizza, and whether the object is more likely to be a pizza or a
quarter. There is a tendency for the object to be judged as
more similar to a quarter, but as more likely to be a pizza. The
rule that quarters must not be greater than 1 in. plays a larger
role in the categorization decision than in the similarity judg-
ment, causing the two judgments to dissociate. By Sloman’s
analysis, the tension we feel about the categorization of the 
3-in. object stems from the two different systems’ indicating
incompatible categorizations. Sloman argues that the rule-
based system can suppress the similarity-based system but
cannot completely suspend it. When Rips’s experiment is re-
peated with a richer description of the object to be catego-
rized, categorization again tracks similarity, and people tend
to choose the quarter for both the categorization and similar-
ity choices (E. E. Smith & Sloman, 1994).

Prototypes

Just as the active hypothesis-testing approach of the classical
view was a reaction against the passive stimulus–response
association approach, so the prototype model was developed
as a reaction against what was seen as the overly analytic,
rule-based classical view. Central to Eleanor Rosch’s devel-
opment of prototype theory is the notion that concepts are or-
ganized around family resemblances rather than features that
are individually necessary and jointly sufficient for catego-
rization (Mervis & Rosch, 1981; Rosch, 1975; Rosch &
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Mervis, 1975; see also the chapters in this volume by
Capaldi, by Palmer, and by Treiman et al.). The prototype for
a category consists of the most common attribute values as-
sociated with the members of the category, and can be empir-
ically derived by the previously described method of asking
subjects to generate a list of attributes for several members of
a category. Once prototypes for a set of concepts have been
determined, categorizations can be predicted by determining
how similar an object is to each of the prototypes. The likeli-
hood of placing an object into a category increases as it
becomes more similar to the category’s prototype and less
similar to other category prototypes (Rosch & Mervis, 1975).

This prototype model can naturally deal with the three
problems that confronted the classical view. It is no problem
if defining rules for a category are difficult or impossible to
devise. If concepts are organized around prototypes, then
only characteristic (not necessary or sufficient) features are
expected. Unclear category boundaries are expected if ob-
jects are presented that are approximately equally similar to
prototypes from more than one concept. Objects that clearly
belong to a category may still vary in their typicality because
they may be more similar to the category’s prototype than to
any other category’s prototype, but they still may differ in
how similar they are to the prototype. Prototype models do
not require “fuzzy” boundaries around concepts (Hampton,
1993), but prototype similarities are based on commonalities
across many attributes and are consequently graded, and lead
naturally to categories with graded membership.

A considerable body of data has been amassed that sug-
gests that prototypes have cognitively important functions.
The similarity of an item to its category prototype (in terms
of featural overlap) predicts the results from several converg-
ing tasks. Somewhat obviously, it is correlated with the aver-
age rating the item receives when subjects are asked to rate
how good an example the item is of its category (Rosch,
1975). It is correlated with subjects’ speed in verifying state-
ments of the form “An [item] is a [category name]” (E. E.
Smith, Shoben, & Rips, 1974). It is correlated with subjects’
frequency and speed of listing the item when asked to supply
members of a category (Mervis & Rosch, 1981). It is corre-
lated with the probability of inductively extending a property
from the item to other members of the category (Rips, 1975).
Taken in total, these results indicate that different members of
the same category differ in how typical they are of the cate-
gory, and that these differences have a strong cognitive im-
pact. Many natural categories seem to be organized not
around definitive boundaries, but by graded typicality to the
category’s prototype.

The prototype model described previously generates cate-
gory prototypes by finding the most common attribute values

shared among category members. An alternative conception
views a prototype as the central tendency of continuously
varying attributes. If the four observed members of a lizard
category had tail lengths of 3, 3, 3, and 7 in., the former pro-
totype model would store a value of 3 (the modal value) as
the prototype’s tail length, whereas the central tendency
model would store a value of 4 (the average value). The cen-
tral tendency approach has proven useful in modeling
categories composed of artificial stimuli that vary on contin-
uous dimensions. For example, Posner and Keele’s (1968)
classic dot-pattern stimuli consisted of nine dots positioned
randomly or in familiar configurations on a 30 × 30 invisible
grid. Each prototype was a particular configuration of dots,
but during categorization training, subjects never saw the
prototypes themselves. Instead, they saw distortions of the
prototypes obtained by shifting each dot randomly by a small
amount. Categorization training involved subjects’ seeing dot
patterns, guessing their category assignment, and receiving
feedback indicating whether their guesses were correct or
not. During a transfer stage, Posner and Keele found that sub-
jects were better able to categorize the never-before-seen
category prototypes than they were to categorize new distor-
tions of those prototypes. In addition, subjects’ accuracy in
categorizing distortions of category prototypes was strongly
correlated with the proximity of those distortions to the
never-before-seen prototypes. The authors interpreted these
results as suggesting that prototypes are extracted from dis-
tortions, and used as a basis for determining categorizations
(see also Homa, Sterling, & Trepel, 1981).

Exemplars

Exemplar models deny that prototypes are explicitly ex-
tracted from individual cases, stored in memory, and used to
categorize new objects. Instead, in exemplar models, a con-
ceptual representation consists of only those actual, individ-
ual cases that one has observed. The prototype representation
for the category bird consists of the most typical bird, or an
assemblage of the most common attribute values across all
birds, or the central tendency of all attribute values for ob-
served birds. By contrast, an exemplar model represents the
category bird by representing all of the instances (exemplars)
that belong to this category (Brooks, 1978; Estes, 1986,
1994; Hintzman, 1986; Kruschke, 1992; Lamberts, 1998,
2000; Logan, 1988; Medin & Schaffer, 1978; Nosofsky,
1984, 1986; see also the chapter by Capaldi in this volume).

Although the prime motivation for these models has been
to provide good fits to results from human experiments, com-
puter scientists have pursued similar models with the aim to
exploit the power of storing individual exposures to stimuli in
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a relatively raw, unabstracted form. Exemplar, instance-
based (Aha, 1992), view-based (Tarr & Gauthier, 1998),
case-based (Schank, 1982), nearest neighbor (Ripley, 1996),
configural cue (Gluck & Bower, 1990), and vector quantiza-
tion (Kohonen, 1995) models all share the fundamental
insight that novel patterns can be identified, recognized, or
categorized by giving the novel patterns the same response
that was learned for similar, previously presented patterns.
By creating representations for presented patterns, not only is
it possible to respond to repetitions of these patterns; it is also
possible to give responses to novel patterns that are likely to
be correct by sampling responses to old patterns, weighted by
their similarity to the novel patterns. Consistent with these
models, psychological evidence suggests that people show
good transfer to new stimuli in perceptual tasks only to the
extent that the new stimuli superficially resemble previously
learned stimuli (Kolers & Roediger, 1984; Palmeri, 1997).

The frequent inability of human generalization to tran-
scend superficial similarities might be considered evidence
for either human stupidity or laziness. To the contrary, if a
strong theory about which stimulus features promote valid
inductions is lacking, the strategy of least commitment is to
preserve the entire stimulus in its full richness of detail
(Brooks, 1978). That is, by storing entire instances and
basing generalizations on all of the features of these in-
stances, one can be confident that one’s generalizations are
not systematically biased. It has been shown that in many sit-
uations, categorizing new instances by their similarity to old
instances maximizes the likelihood of categorizing the new
instances correctly (Ashby & Maddox, 1993; McKinley &
Nosofsky, 1995; Ripley, 1996). Furthermore, if information
later becomes available that specifies which properties are
useful for generalizing appropriately, then preserving entire
instances will allow these properties to be recovered. Such
properties might be lost and unrecoverable if people were
less “lazy” in their generalizations from instances.

Given these considerations, it is understandable that peo-
ple often use all of the attributes of an object even when a
task demands the use of specific attributes. Doctors’ diag-
noses of skin disorders are facilitated when they are similar to
previously presented cases, even when the similarity is based
on attributes that are known to be irrelevant for the diagnosis
(Brooks, Norman, & Allen, 1991). Even when subjects know
a simple, clear-cut rule for a perceptual classification, perfor-
mance is better on frequently presented items than rare items
(Allen & Brooks, 1991). Consistent with exemplar models,
responses to stimuli are frequently based on their overall sim-
ilarity to previously exposed stimuli.

The exemplar approach assumes that a category is repre-
sented by the category exemplars that have been encoun-

tered, and that categorization decisions are based on the
similarity of the object to be categorized to all of the exem-
plars of each relevant category. As such, as an item becomes
more similar to the exemplars of Category A (or less similar
to the exemplars of other categories), then the probability that
it will be placed in Category A increases. Categorization
judgments may shift if an item is approximately equally close
to two sets of exemplars, because probabilistic decision rules
are typically used. Items will vary in their typicality to a cat-
egory as long as they vary in their similarity to the aggregate
set of exemplars.

The exemplar approach to categorization raises a number
of questions. First, once one has decided that concepts are to
be represented in terms of sets of exemplars, the obvious ques-
tion remains: How are the exemplars to be represented? Some
exemplar models use a featural or attribute-value representa-
tion for each of the exemplars (Hintzman, 1986; Medin &
Schaffer, 1978). Another popular approach is to represent ex-
emplars as points in a multidimensional psychological space.
These points are obtained by measuring the subjective simi-
larity of every object in a set to every other object. Once an
N × N matrix of similarities between N objects has been de-
termined by similarity ratings, perceptual confusions, sponta-
neous sortings, or other methods, a statistical technique called
multidimensional scaling (MDS) finds coordinates for the ob-
jects in a D-dimensional space that allow the N × N matrix of
similarities to be reconstructed with as little error as possible
(Nosofsky, 1992). Given that D is typically smaller than N, a
reduced representation is created in which each object is rep-
resented in terms of its values on D dimensions. Distances be-
tween objects in these quantitatively derived spaces can be
used as the input to exemplar models to determine item-to-
exemplar similarities. These MDS representations are useful
for generating quantitative exemplar models that can be fit to
human categorizations and similarity judgments, but these
still beg the question of how a stand-alone computer program
or a person would generate these MDS representations.
Presumably, there is some human process that computes ob-
ject representations and can derive object-to-object similari-
ties from them, but this process is not currently modeled by
exemplar models (for steps in this direction, see Edelman,
1999).

A second question for exemplar models is, If exemplar
models do not explicitly extract prototypes, how can they ac-
count for results that concepts are organized around proto-
types? A useful place to begin is by considering Posner and
Keele’s (1968) result that the never-before-seen prototype is
categorized better than new distortions based on the proto-
type. Exemplar models have been able to model this result
because a categorization of an object is based on its summed
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similarity to all previously stored exemplars (Medin &
Schaffer, 1978; Nosofsky, 1986). The prototype of a category
will, on average, be more similar to the training distortions
than are new distortions because the prototype was used to
generate all of the training distortions. Without our positing
the explicit extraction of the prototype, the cumulative effect
of many exemplars in an exemplar model can create an emer-
gent, epiphenomenal advantage for the prototype.

Given the exemplar model’s account of prototype catego-
rization, one might ask whether predictions from exemplar
and prototype models differ. In fact, they typically do, in
large part because categorizations in exemplar models are not
simply based on summed similarity to category exemplars,
but to similarities weighted by the proximity of an exemplar
to the item to be categorized. In particular, exemplar models
have mechanisms to bias categorization decisions so that
they are more influenced by exemplars that are similar to
items to be categorized. In Medin and Schaffer’s (1978) con-
text model, this is achieved through computing the similarity
between objects by multiplying rather than adding their sim-
ilarities on each of their features. In Hintzman’s (1986)
Minerva model, this is achieved by raising object-to-object
similarities to a power of 3 before summing them together.
In Nosofsky’s Generalized Context Model (1986), this is
achieved by basing object-to-object similarities on an expo-
nential function of the objects’ distance in an MDS space.
With these quantitative biases for close exemplars, the exem-
plar model does a better job of predicting categorization ac-
curacy for Posner and Keele’s experiment than the prototype
model because it can also predict that familiar distortions will
be categorized more accurately than novel distortions that are
equally far removed from the prototype (Shin & Nosofsky,
1992).

A third question for exemplar models is, In what way are
concept representations economical if every experienced
exemplar is stored? It is certainly implausible with large real-
world categories to suppose that every instance ever experi-
enced is stored in a separate trace. However, more realistic
exemplar models may either store only part of the information
associated with an exemplar (Lassaline & Logan, 1993), or
only some of the exemplars (Aha, 1992; Palmeri & Nosofsky,
1995). One particularly interesting way of conserving space
that has received empirical support (Barsalou, Huttenlocher,
& Lamberts, 1998) is to combine separate events that all con-
stitute a single individual into a single representation. Rather
than passively registering every event as distinct, people seem
naturally to consolidate events that refer to the same individ-
ual. If an observer fails to register the difference between a
new exemplar and a previously encountered exemplar (e.g.,
two similar-looking chihuahuas), then he or she may combine

the two, resulting in an exemplar representation that is a blend
of two instances.

Category Boundaries

Another notion is that a concept representation describes the
boundary around a category. The prototype model would rep-
resent the four categories of Figure 22.1 in terms of the trian-
gles. The exemplar model represents the categories by the
circles. The category boundary model would represent the
categories by the four dividing lines between the categories.
This view has been most closely associated with the work of
Ashby and his colleagues (Ashby, 1992; Ashby et al., 1998;
Ashby & Gott, 1988; Ashby & Maddox, 1993; Ashby &
Townsend, 1986; Maddox & Ashby, 1993). It is particularly
interesting to contrast the prototype and category boundary
approaches, because their representational assumptions are
almost perfectly complementary. The prototype model repre-
sents a category in terms of its most typical member—the ob-
ject in the center of the distribution of items included in the
category. The category boundary model represents categories
by their periphery, not their center.

An interesting phenomenon to consider with respect to
whether centers or peripheries of concepts are representation-
ally privileged is categorical perception. According to this
phenomenon, people are better able to distinguish between
physically different stimuli when the stimuli come from
different categories than when they come from the same
category (see Harnad, 1987, for several reviews of re-
search; see also the chapters in this volume by Fowler and
by Treiman et al.). The effect has been best documented for
speech phoneme categories. For example, Liberman, Harris,
Hoffman, and Griffith (1957) generated a continuum of
equally spaced consonant-vowel syllables going from /be/ to
/de/. Observers listened to three sounds—A followed by B
followed by X—and indicated whether X was identical to A
or B. Subjects performed the task more accurately when syl-
lables A and B belonged to different phonemic categories
than when they were variants of the same phoneme, even
when physical differences were equated.

Categorical perception effects have been observed for vi-
sual categories (Calder, Young, Perrett, Etcoff, & Rowland,
1996) and for arbitrarily created laboratory categories
(Goldstone, 1994b). Categorical perception could emerge
from either prototype or boundary representations. An item to
be categorized might be compared to the prototypes of two
candidate categories. Increased sensitivity at the category
boundary would exist because people represent items in
terms of the prototypes to which they are closest. Items that
fall on different sides of a boundary would have very different
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representations because they would be closest to different
prototypes (Liberman et al., 1957). Alternatively, the bound-
ary itself might be represented as a reference point, and as
pairs of items move closer to the boundary, it becomes easier
to discriminate between them because of their proximity to
this reference point (Pastore, 1987).

Computational models have been developed that operate
on both principles. Following the prototype approach,
Harnad, Hanson, and Lubin (1995) describe a neural network
in which the representation of an item is “pulled” toward the
prototype of the category to which it belongs. Following the
boundaries approach, Goldstone, Steyvers, Spencer-Smith,
and Kersten (2000) describe a neural network that learns to
strongly represent critical boundaries between categories by
shifting perceptual detectors to these regions. Empirically,
the results are mixed. Consistent with prototypes’ being rep-
resented, some researchers have found particularly good dis-
criminability close to a familiar prototype (Acker, Pastore, &
Hall, 1995; McFadden & Callaway, 1999). Consistent with
boundaries’ being represented, other researchers have found
that the sensitivity peaks associated with categorical percep-
tion heavily depend on the saliency of perceptual cues at the
boundary (Kuhl & Miller, 1975). Rather than being arbitrar-
ily fixed, a category boundary is most likely to occur at a
location where a distinctive perceptual cue, such as the dif-
ference between an aspirated and unaspirated speech sound,
is present. A possible reconciliation is that information about
either the center or periphery of a category can be repre-
sented, and that boundary information is more likely to be
represented when two highly similar categories must be fre-
quently discriminated and there is a salient reference point
for the boundary.

Different versions of the category boundary approach, il-
lustrated in Figure 22.2, have been based on different ways of
partitioning categories (Ashby & Maddox, 1998). With inde-
pendent decision boundaries, category boundaries must be
perpendicular to a dimensional axis, forming rules such as
Category A items are larger than 3 cm, irrespective of their
color. This kind of boundary is appropriate when the dimen-
sions that make up a stimulus are difficult to integrate (Ashby
& Gott, 1988). With minimal distance boundaries, a Category
A response is given if and only if an object is closer to the
Category A prototype than the Category B prototype. The de-
cision boundary is formed by finding the line that connects
the two categories’ prototypes, and creating a boundary that
bisects and is orthogonal to this line. The optimal boundary is
the boundary that maximizes the likelihood of correctly cate-
gorizing an object. If the two categories have the same
patterns of variability on their dimensions, and people use in-
formation about variance to form their boundaries, then the

optimal boundary will be a straight line. If the categories dif-
fer in variability, then the optimal boundary will be described
by a quadratic equation (Ashby & Maddox, 1993, 1998). A
general quadratic boundary is any boundary that can be de-
scribed by a quadratic equation.

One difficulty with representing a concept by a boundary
is that the location of the boundary between two categories
depends on several contextual factors. For example, Repp
and Liberman (1987) argue that categories of speech sounds
are influenced by order effects, adaptation, and the surround-
ing speech context. The same sound that is halfway between
[pa] and [ba] will be categorized as /pa/ if preceded by sev-
eral repetitions of a prototypical [ba] sound, but categorized
as /ba/ if preceded by several [pa] sounds. For a category
boundary representation to accommodate this, two category
boundaries would need to hypothesized—a relatively perma-
nent category boundary between /ba/ and /pa/, and a second
boundary that shifts depending upon the immediate context.
The relatively permanent boundary is needed because the
contextualized boundary must be based on some earlier in-
formation. In many cases, it is more parsimonious to hypoth-
esize representations for the category members themselves,
and to view category boundaries as side effects of the com-
petition between neighboring categories. Context effects are
then explained simply by changes to the strengths associated
with different categories. By this account, there may be no
reified boundary around one’s cat concept that causally af-
fects categorizations. When asked about a particular object
we can decide whether it is a cat, but this is done by comparing

Figure 22.2 The notion that categories are represented by their boundaries
can be constrained in several ways. Boundaries can be constrained to be
perpendicular to a dimensional axis, to be equally close to prototypes for
neighboring categories, to produce optimal categorization performance, or
(loosely constrained) to be a quadratic function.
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the evidence in favor of the object’s being a cat to its being
something else.

Theories

The representation approaches considered thus far all work
irrespectively of the actual meaning of the concepts. This is
both an advantage and a liability. It is an advantage because it
allows the approaches to be universally applicable to any
kind of material. They share with inductive statistical tech-
niques the property that they can operate on any data set once
the data set is formally described in terms of numbers, fea-
tures, or coordinates. However, the generality of these ap-
proaches is also a liability if the meaning or semantic content
of a concept influences how it is represented. While few
would argue that statistical t-tests are appropriate only for
certain domains of inquiry (e.g., testing political differences,
but not disease differences), many researchers have argued
that the use of purely data-driven, inductive methods for con-
cept learning are strongly limited and modulated by the back-
ground knowledge one has about a concept (Carey, 1985;
Gelman & Markman, 1986; Keil, 1989; Medin, 1989;
Murphy & Medin, 1985).

People’s categorizations seem to depend on the theories
they have about the world (for reviews, see Komatsu, 1992;
Medin, 1989). Theories involve organized systems of knowl-
edge. In making an argument for the use of theories in cate-
gorization, Murphy and Medin (1985) provide the example
of a man jumping into a swimming pool fully clothed. This
man may be categorized as drunk because we have a theory
of behavior and inebriation that explains the man’s action.
Murphy and Medin argue that the categorization of the man’s
behavior does not depend on matching the man’s features to
those of the category drunk. It is highly unlikely that the cat-
egory drunk would have such a specific feature as jumps
into pools fully clothed. It is not the similarity between the
instance and the category that determines the instance’s clas-
sification; it is the fact that our category provides a theory
that explains the behavior.

Other researchers have empirically supported the dissoci-
ation between theory-derived categorization and similarity.
In one experiment, Carey (1985) observes that children
choose a toy monkey over a worm as being more similar to a
human, but that when they are told that humans have spleens,
are more likely to infer that the worm has a spleen than that
the toy monkey does. Thus, the categorization of objects into
spleen and no-spleen groups does not appear to depend on
the same knowledge that guides similarity judgments. Carey
argues that even young children have a theory of living
things. Part of this theory is the notion that living things have

self-propelled motion and rich internal organizations.
Children as young as 3 years of age make inferences about
an animal’s properties on the basis of its category label
even when the label opposes superficial visual similarity
(Gelman & Markman, 1986; see also the chapter by Treiman
et al. in this volume).

Using different empirical techniques, Keil (1989) has
come to a similar conclusion. In one experiment, children are
told a story in which scientists discover that an animal that
looks exactly like a raccoon actually contains the internal or-
gans of a skunk and has skunk parents and skunk children.
With increasing age, children increasingly claim that the ani-
mal is a skunk. That is, there is a developmental trend for
children to categorize on the basis of theories of heredity and
biology rather than on visual appearance. In a similar experi-
ment, Rips (1989) shows an explicit dissociation between
categorization judgments and similarity judgments in adults.
An animal that is transformed (by toxic waste) from a bird
into something that looks like an insect is judged by subjects
to be more similar to an insect, but is also judged to be a
bird still. Again, the category judgment seems to depend on
biological, genetic, and historical knowledge, whereas the
similarity judgments seems to depend more on gross visual
appearance.

Researchers have explored the importance of background
knowledge in shaping our concepts by manipulating this
knowledge experimentally. Concepts are more easily learned
when a learner has appropriate background knowledge, indi-
cating that more than “brute” statistical regularities underlie
our concepts (Pazzani, 1991). Similarly, when the features of
a category can be connected through prior knowledge, cate-
gory learning is facilitated (Murphy & Allopenna, 1994;
Spalding & Murphy, 1999). Even a single instance of a cate-
gory can allow one to form a coherent category if background
knowledge constrains the interpretation of this instance
(Ahn, Brewer, & Mooney, 1992). Concepts are dispropor-
tionately represented in terms of concept features that are
tightly connected to other features (Sloman, Love, & Ahn,
1998).

Forming categories on the basis of data-driven, statistical
evidence and forming them based upon knowledge-rich the-
ories of the world seem like strategies fundamentally at odds
with each other. Indeed, this is probably the most basic
difference between theories of concepts. However, these ap-
proaches need not be mutually exclusive. Even the most
outspoken proponents of theory-based concepts do not claim
that similarity-based or statistical approaches are not also
needed (Murphy & Medin, 1985). Moreover, some re-
searchers have suggested integrating the two approaches.
Heit (1994, 1997) describes a similarity-based, exemplar
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model of categorization that incorporates background knowl-
edge by storing category members as they are observed (as
with all exemplar models), but also storing never-seen in-
stances that are consistent with the background knowledge.
Choi, McDaniel, and Busemeyer (1993) described a neural
network model of concept learning that does not begin with
random or neutral connections between features and concepts
(as is typical), but begins with theory-consistent connections
that are relatively strong. Both approaches allow domain-
general category learners to also have biases toward learning
categories consistent with background knowledge.

Summary to Representation Approaches

One cynical conclusion to reach from the preceding alterna-
tive approaches is that a researcher begins with a theory,
then tends to find evidence consistent with the theory (a re-
sult that is meta-analytically consistent with a theory-based
approach!). Although this state of affairs is typical through-
out the field of psychology, it is particularly rife in concept-
learning research because researchers have a significant
amount of flexibility in choosing what concepts they will ex-
perimentally use. Evidence for rule-based categories tends to
be found with categories that are created from simple rules
(Bruner, Goodnow, & Austin, 1956). Evidence for prototypes
tends to be found for categories made up of members that are
distortions around single prototypes (Posner & Keele, 1968).
Evidence for exemplar models is particular strong when
categories include exceptional instances that must be individ-
ually memorized (Nosofsky & Palmeri, 1998; Nosofsky
et al., 1994). Evidence for theories is found when categories
are created that subjects already know something about
(Murphy & Kaplan, 2000). The researcher’s choice of repre-
sentation seems to determine the experiment that is con-
ducted, rather than the experiment’s influencing the choice of
representation.

There may be a grain of truth to this cynical conclusion,
but our conclusions are instead that people use multiple rep-
resentational strategies, and can flexibly deploy these strate-
gies based upon the categories to be learned. From this
perspective, representational strategies should be evaluated
according to their trade-offs and for their fit to the real-world
categories and empirical results. For example, exemplar rep-
resentations are costly in terms of storage demands, but are
sensitive to interactions between features and adaptable to
new categorization demands. There is a growing consensus
that at least two kinds of representational strategy are both
present but separated—rule-based and similarity-based
processes (Erickson & Kruschke, 1998; Pinker, 1991;
Sloman, 1996). Other researchers have argued for separate

processes for storing exemplars and extracting prototypes
(Knowlton & Squire, 1993; J. D. Smith & Minda, 2000).
Even if one holds out hope for a unified model of concept
learning, it is important to recognize these different represen-
tational strategies as special cases that must be achievable by
the unified model given the appropriate inputs.

CONNECTING CONCEPTS

Although knowledge representation approaches have often
treated conceptual systems as independent networks that
gain their meaning by their internal connections (Lenat &
Feigenbaum, 1991), it is important to remember that con-
cepts are connected to both perception and language.
Concepts’ connections to perception serve to ground them
(Harnad, 1990), and their connections to language allow
them to transcend direct experience and to be transmitted
easily.

Connecting Concepts to Perception

Concept formation is often studied as though it were a modu-
lar process (in the sense of Fodor, 1983). For example,
participants in category-learning experiments are often pre-
sented with verbal feature lists representing the objects to be
categorized. The use of this method suggests an implicit as-
sumption that the perceptual analysis of an object into fea-
tures is complete before one begins to categorize that object.
This may be a useful simplifying assumption, allowing a re-
searcher to test theories of how features are combined to form
concepts. There is mounting evidence, however, that the rela-
tionship between the formation of concepts and the identifi-
cation of features is bidirectional (Goldstone & Barsalou,
1998). In particular, not only does the identification of fea-
tures influence the categorization of an object, but also the
categorization of an object influences the interpretation of
features (Bassok, 1996).

In this section of the chapter, we will review the evidence
for a bidirectional relationship between concept formation
and perception. Evidence for an influence of perception on
concept formation comes from the classic study of Heider
(1972). She presented a paired-associate learning task in-
volving colors and words to the Dani, a population in New
Guinea that has only two color terms. Participants were given
a different verbal label for each of 16 color chips. They were
then presented with each of the chips and asked for the ap-
propriate label. The correct label was given as feedback when
participants made incorrect responses, allowing participants
to learn the new color terms over the course of training.
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The key manipulation in this experiment was that 8 of the
color chips represented English focal colors, whereas 8 rep-
resented colors that were not prototypical examples of one of
the basic English color categories. Both English speakers and
Dani were found to be more accurate at providing the correct
label for the focal color chips than for the nonfocal color
chips, where focal colors are those that have a consistent and
strong label in English. Heider’s (1972) explanation for this
finding was that the English division of the color spectrum
into color categories is not arbitrary, but rather reflects the
sensitivities of the human perceptual system. Because the
Dani share these same perceptual sensitivities with English
speakers, they were better at distinguishing focal colors than
nonfocal colors, allowing them to learn color categories for
focal colors more easily.

Further research provides evidence for a role of perceptual
information not only in the formation but also in the use of
concepts. This evidence comes from research relating to
Barsalou’s (1999) theory of perceptual symbol systems. Ac-
cording to this theory, sensorimotor areas of the brain that are
activated during the initial perception of an event are reacti-
vated at a later time by association areas, serving as a repre-
sentation of one’s prior perceptual experience. Rather than
preserving a verbatim record of what was experienced, how-
ever, association areas only reactivate certain aspects of one’s
perceptual experience, namely those that received attention.
Because these reactivated aspects of experience may be com-
mon to a number of different events, they may be thought of
as symbols, representing an entire class of events. Because
they are formed around perceptual experience, however, they
are perceptual symbols, unlike the amodal symbols typically
employed in symbolic theories of cognition.

Barsalou’s (1999) theory suggests a powerful influence of
perception on the formation and use of concepts. Evidence
consistent with this proposal comes from property verifica-
tion tasks. Solomon and Barsalou (1999) presented partici-
pants with a number of concept words, each followed by a
property word, and asked participants whether each property
was a part of the corresponding concept. Half of the partici-
pants were instructed to use visual imagery to perform the
task, whereas half were given no specific instructions. De-
spite this difference in instructions, participants in both
conditions were found to perform in a qualitatively similar
manner. In particular, reaction times of participants in both
conditions were predicted most strongly by the perceptual
characteristics of properties. For example, participants were
quicker to verify small properties of objects than to verify
large properties. Findings such as this suggest that detailed
perceptual information is represented in concepts and that this
information is used when reasoning about those concepts.

There is also evidence for an influence of concepts on per-
ception. Classic evidence for such an influence comes from
research on the previously described phenomenon of categor-
ical perception. Listeners are much better at perceiving con-
trasts that are representative of different phoneme categories
(Liberman, Cooper, Shankweiler, & Studdert-Kennedy,
1967). For example, listeners can hear the difference in voice
onset time between the words bill and pill, even when this
difference is no greater than the difference between two /b/
sounds that cannot be distinguished. One may simply argue
that categorical perception provides further evidence of
an influence of perception on concepts. In particular, the
phonemes of language may have evolved to reflect the sensi-
tivities of the human perceptual system. Evidence consistent
with this viewpoint comes from the fact that chinchillas are
sensitive to many of the same sound contrasts as are humans,
even though chinchillas obviously have no language (Kuhl &
Miller, 1975; see also the chapter by Treiman et al. in this
volume). There is evidence, however, that the phonemes to
which a listener is sensitive can be modified by experience. In
particular, although newborn babies appear to be sensitive to
all of the sound contrasts present in all of the world’s lan-
guages, a 1-year-old can hear only those sound contrasts pre-
sent in his or her linguistic environment (Werker & Tees,
1984). Thus, children growing up in Japan lose the ability to
distinguish between the /l/ and /r/ phonemes, whereas chil-
dren growing up in the United States retain this ability
(Miyawaki, 1975). The categories of language thus influence
one’s perceptual sensitivities, providing evidence for an in-
fluence of concepts on perception.

Although categorical perception was originally demon-
strated in the context of auditory perception, similar phenom-
ena have since been discovered in vision. For example,
Goldstone (1994b) trained participants to make a category
discrimination in terms of either the size or the brightness of
an object. He then presented those participants with a same-
different task, in which two briefly presented objects were
either the same or varied in terms of size or brightness. Par-
ticipants who had earlier categorized objects on the basis of a
particular dimension were found to perform better at telling
objects apart in terms of that dimension than were control
participants who had been given no prior categorization
training. Moreover, this sensitization of categorically rele-
vant dimensions was most evident at those values of the di-
mension that straddled the boundary between categories.

These findings thus provide evidence that the concepts
that one has learned influence one’s perceptual sensitivities,
in the visual as well as in the auditory modality. Other re-
search has shown that prolonged experience with a domain
such as dogs (Tanaka & Taylor, 1991) or faces (Levin &
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Beale, 2000; O’Toole, Peterson, & Deffenbacher, 1995) leads
to development of a perceptual system that is tuned to these
domains. Goldstone et al. (2000) review other evidence for
conceptual influences on visual perception. Concept learning
appears to be effective both in combining stimulus properties
to create perceptual chunks that are diagnostic for categoriza-
tion (Goldstone, 2000), and in splitting apart and isolating
perceptual dimensions if they are differentially diagnostic for
categorization (Goldstone & Steyvers, 2001).

The evidence reviewed here suggests that there is a strong
interrelationship between concepts and perception, with per-
ceptual information influencing the concepts that one forms
and conceptual information influencing how one perceives
the world. Most theories of concept formation fail to account
for this interrelationship. They instead take the perceptual at-
tributes of a stimulus as a given and try to account for how
these attributes are used to categorize that stimulus.

One area of research that provides an exception to this rule
is research on object recognition. As pointed out by Schyns
(1998), object recognition can be thought of as an example of
object categorization, with the goal of the process being to
identify what kind of object one is observing. Unlike theories
of categorization, theories of object recognition place strong
emphasis on the role of perceptual information in identifying
an object.

Interestingly, some of the theories that have been pro-
posed to account for object recognition have characteristics
in common with theories of categorization. For example,
structural description theories of object recognition (e.g.,
Biederman, 1987; Hummel & Biederman, 1992; Marr &
Nishihara, 1978; see also the chapter by Palmer in this
volume) are similar to prototype theories of categorization in
that a newly encountered exemplar is compared to a sum-
mary representation of a category in order to determine
whether the exemplar is a member of that category. In con-
trast, multiple-views theories of object recognition (e.g.,
Edelman, 1998; Tarr & Bülthoff, 1995; see also Palmer’s
chapter in this volume) are similar to exemplar-based theo-
ries of categorization in that a newly encountered exemplar is
compared to a number of previously encountered exemplars
stored in memory. The categorization of an exemplar is de-
termined either by the exemplar in memory that most closely
matches it or by a computation of the similarities of the new
exemplar to each of a number of stored exemplars.

The similarities in the models proposed to account for
categorization and object recognition suggest that there is
considerable opportunity for cross-talk between these two
domains. For example, theories of categorization could po-
tentially be adapted to provide a more complete account for
object recognition. In particular, they may be able to provide

an account of not only the recognition of established object
categories, but also the learning of new ones, a problem not
typically addressed by theories of object recognition. Fur-
thermore, theories of object recognition could be adapted to
provide a better account of the role of perceptual information
in concept formation and use. The rapid recent developments
in object recognition research, including the development of
detailed computational, neurally based models (e.g., Perrett,
Oram, & Ashbridge, 1998), suggest that a careful considera-
tion of the role of perceptual information in categorization
can be a profitable research strategy.

Connecting Concepts to Language

Concepts also take part in a bidirectional relationship with
language. In particular, one’s repertoire of concepts may in-
fluence the types of word meanings that one learns, whereas
the language that one speaks may influence the types of con-
cepts that one forms.

The first of these two proposals is the less controversial. It
is widely believed that children come into the process of
vocabulary learning with a large set of unlabeled concepts.
These early concepts may reflect the correlational structure in
the environment of the young child, as suggested by Rosch
et al. (1976). For example, a child may form a concept of dog
around the correlated properties of four legs, tail, wagging,
slobbering, and so forth. The subsequent learning of a word’s
meaning should be relatively easy to the extent that one can
map that word onto one of these existing concepts. 

Different kinds of words may vary in the extent to which
they map directly onto existing concepts, and thus some
types of words may be learned more easily than others. For
example, Gentner (1981, 1982; Gentner & Boroditsky, 2001)
has proposed that nouns can be mapped straightforwardly
onto existing object concepts, and that nouns are thus learned
relatively early by children. The relation of verbs to prelin-
guistic event categories, on the other hand, may be less
straightforward. The nature of children’s prelinguistic event
categories is not very well understood, but the available
evidence suggests that they are structured quite differently
from verb meanings. In particular, research by Kersten and
Billman (1997) demonstrated that when adults learned event
categories in the absence of category labels, they formed
those categories around a rich set of correlated properties, in-
cluding the characteristics of the objects in the event, the mo-
tions of those objects, and the outcome of the event. Research
by Cohen and Oakes (1993) has similarly demonstrated that
10-month-old infants learned unlabeled event categories in-
volving correlations among different aspects of an event, in
this case between the agent in an event and the outcome of a
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causal interaction involving that agent. These unlabeled
event categories learned by children and adults differ
markedly from verb meanings. Verb meanings tend to have
limited correlational structure, instead picking out only a
small number of properties of an event (Huttenlocher & Lui,
1979; Talmy, 1985). For example, the verb collide involves
two objects moving into contact with one another, irrespec-
tive of the objects involved or the outcome of this collision. 

Verbs thus cannot be mapped directly onto existing event
categories. Instead, language-learning experience is neces-
sary to determine which aspects of an event are relevant and
which aspects are irrelevant to verb meanings. Perhaps as a
result, children learning a variety of different languages have
been found to learn verbs later than nouns (Au, Dapretto, &
Song, 1994; Gentner, 1982; Gentner & Boroditsky, 2000;
but see Gopnik & Choi, 1995, and Tardif, 1996, for possible
exceptions). More generally, word meanings should be easy
to learn to the extent that they can be mapped onto existing
concepts.

There is greater controversy regarding the extent to which
language may influence one’s concepts. Some influences of
language on concepts are fairly straightforward, however.
For example, whether a concept is learned in the presence or
absence of language (e.g., a category label) may influence the
way in which that concept is learned. When categories are
learned in the presence of a category label, a common finding
is one of competition among correlated cues for predictive
strength (Gluck & Bower, 1988; Shanks, 1991). In particular,
more salient cues may overshadow less salient cues, causing
the concept learner to fail to notice the predictiveness of the
less salient cue (Gluck & Bower, 1988; Kruschke, 1992;
Shanks, 1991).

When categories are learned in the absence of a category
label, on the other hand, there is facilitation rather than com-
petition among correlated predictors of category membership
(Billman, 1989; Billman & Knutson, 1996; Cabrera &
Billman, 1996; Kersten & Billman, 1997). The learning of
unlabeled categories has been measured in terms of the learn-
ing of correlations among attributes of a stimulus. For exam-
ple, one’s knowledge of the correlation between a wagging
tail and a slobbering mouth can be used as a measure of one’s
knowledge of the category dog. Billman and Knutson (1996)
used this method to examine the learning of unlabeled cate-
gories of novel animals. They found that participants were
more likely to learn the predictiveness of an attribute when
other correlated predictors were also present.

The key difference between these two concept-learning sit-
uations may be that in the learning of labeled categories, one
piece of information, namely the category label, is singled out
as being important to predict. Thus, when participants can

adequately predict the category label on the basis of a single
attribute, they need not look to additional attributes. On the
other hand, when no one piece of information is singled out, as
in the case of unlabeled categories, participants who have
learned one predictive relation cannot be sure that they have
learned all that they need to learn. As a result, they may con-
tinue looking for additional predictive relations. In doing so,
they may preferentially attend to those attributes that have al-
ready been discovered to be useful, resulting in facilitated
learning of further relations involving those attributes
(Billman & Heit, 1988).

There is thus evidence that the presence of language influ-
ences the way in which a concept is learned. A more contro-
versial suggestion is that the language that one speaks may
influence the types of concepts that one is capable of learn-
ing. This suggestion, termed the linguistic relativity hypothe-
sis, was first made by Whorf (1956) on the basis of apparent
dramatic differences between English and Native American
languages in their expressions of ideas such as time, motion,
and color. For example, Whorf proposed that the Hopi have
no concept of time because the Hopi language provides no
mechanism for talking about time. Many of Whorf’s linguis-
tic analyses have since been debunked (see Pinker, 1994, for
a review), but his theory remains a source of controversy. 

Early experimental evidence suggested that concepts were
relatively impervious to linguistic influences. In particular,
Heider’s (1972) finding that the Dani learned new color con-
cepts in a similar fashion to English speakers, despite the fact
that the Dani had only two color words, suggested that con-
cepts were determined by perception rather than by language.
More recently, however, Roberson, Davies, and Davidoff
(2000) attempted to replicate Heider’s findings with another
group of people with a limited color vocabulary, the Berinmo
of New Guinea. In contrast to Heider’s findings, Roberson
et al. found that the Berinmo performed no better at learning
a new color concept for a focal color than for a nonfocal
color. Moreover, the Berinmo performed no better at learning
a category discrimination between green and blue (a distinc-
tion not made in their language) than they did at learning a
discrimination between two shades of green. This result con-
trasted with the results of English-speaking participants, who
performed better at the green-blue discrimination. It also
contrasted with superior Berinmo performance on a discrim-
ination that was present in their language. These results sug-
gest that the English division of the color spectrum may be
more a function of the English language and less a function
of human color physiology than was originally believed. 

Regardless of one’s interpretation of the Heider (1972)
and Roberson et al. (2000) results, there are straightforward
reasons to expect at least some influence of language on one’s
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concepts. Homa and Cultice (1984) have demonstrated that
people are better at learning concepts when category labels
are provided as feedback. Thus, at the very least, one may ex-
pect that a concept will be more likely to be learned when it
is labeled in a language than when it is unlabeled. Although
this may seem obvious, further predictions are possible when
this finding is combined with the evidence for influences of
concepts on perception reviewed earlier. In particular, on the
basis of the results of Goldstone (1994b), one may predict
that when a language makes reference to a particular dimen-
sion, thus causing people to learn concepts around that di-
mension, people’s perceptual sensitivities to that dimension
will be increased. This, in turn, will make people who learn
this language more likely to notice further contrasts along
this dimension. Thus, language may influence people’s con-
cepts indirectly through one’s perceptual abilities.

This proposal is consistent with L. B. Smith’s (1999) ac-
count of the apparent shape bias in children’s word learning.
Smith proposed that children learn over the course of early
language acquisition that the shapes of objects are important
in distinguishing different nouns. As a result, they attend
more strongly to shape in subsequent word learning, resulting
in an acceleration in subsequent shape-word learning. Al-
though this proposal is consistent with an influence of lan-
guage on concepts, languages do not seem to differ very
much in the extent to which they refer to the shapes of objects
(Gentner, 1982; Gentner & Boroditsky, 2001), and thus one
would not expect speakers of different languages to differ in
the extent to which they are sensitive to shape. 

Languages do differ in other respects, however, most no-
tably in their use of verbs (Gentner & Boroditsky, 2001;
Kersten, 1998). In English, the most frequently used class of
verbs refers to the manner of motion of an object (e.g., run-
ning, skipping, sauntering), or the way in which an object
moves around (Talmy, 1985). In other languages (e.g.,
Spanish), however, the most frequently used class of verbs
refers to the path of an object (e.g., entering, exiting), or its
direction with respect to some external reference point. In
these languages, manner of motion is relegated to an adver-
bial, if it is mentioned at all. If language influences one’s per-
ceptual sensitivities, it is possible that English speakers and
Spanish speakers may differ in the extent to which they are
sensitive to motion attributes such as the path and manner of
motion of an object. 

Suggestive evidence in this regard comes from a study by
Naigles and Terrazas (1998). They found that English speak-
ers were more likely to generalize a novel verb to an event in-
volving the same manner of motion and a different path than
to an event involving the same path and a different manner of
motion, whereas Spanish speakers showed the opposite

tendency. One possible account of this result is that English
speakers attended more strongly to manner of motion than
did Spanish speakers, causing English speakers to be more
likely to map the new verb onto manner of motion. If this
were the case, it would have important implications for learn-
ing a second language. In particular, one may have difficulty
attending to contrasts in a second language that are not ex-
plicitly marked in one’s native language. 

Thus, although the evidence for influences of language on
one’s concepts is mixed, there are reasons to believe that
some such influence may take place, if only at the level of at-
tention to different attributes of a stimulus. Proponents of the
universalist viewpoint (e.g., Pinker, 1994) may argue that this
level of influence is a far cry from the strongest interpretation
of Whorf’s hypothesis that language determines the concepts
that one is capable of learning. A more fruitful approach,
however, may be to stop arguing about whether a given result
supports Whorf’s theory and start testing more specific
theories regarding the relationship between language and
concepts.

THE FUTURE OF CONCEPTS
AND CATEGORIZATION

The field of concept learning and representation is notewor-
thy for its large number of directions and perspectives.
Although the lack of closure may frustrate some outside ob-
servers, it is also a source of strength and resilience. With an
eye toward the future, we describe some of the most impor-
tant avenues for future progress in the field.

First, as the previous section suggests, we believe that
much of the progress of research on concepts will be to con-
nect concepts to other concepts (Goldstone, 1996; Landauer
& Dumais, 1997), to the perceptual world, and to language.
One of the risks of viewing concepts as represented by rules,
prototypes, sets of exemplars, or category boundaries is that
one can easily imagine that one concept is independent of
others. For example, one can list the exemplars that are in-
cluded in the concept bird, or describe its central tendency,
without making recourse to any other concepts. However, it
is likely that all of our concepts are embedded in a network in
which each concept’s meaning depends on other concepts as
well as on perceptual processes and linguistic labels. The
proper level of analysis may not be individual concepts, as
many researchers have assumed, but systems of concepts.
The connections between concepts and perception on the one
hand and between concepts and language on the other hand
reveal an important dual nature of concepts. Concepts are
used both to recognize objects and to ground word meanings.
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Working out the details of this dual nature will go a long way
toward understanding how human thinking can be both con-
crete and symbolic.

A second direction is the development of more sophisti-
cated formal models of concept learning. Progress in neural
networks, mathematical models, statistical models, and ratio-
nal analyses can be gauged by several measures: goodness of
fit to human data, breadth of empirical phenomena accom-
modated, model constraint and parsimony, and autonomy
from human intervention. The current crop of models is fairly
impressive in terms of fitting specific data sets, but there is
much room for improvement in terms of their ability to ac-
commodate rich sets of concepts and to process real-world
stimuli without relying on human judgments or hand coding.

A final important direction will be to apply psychological
research on concepts (see also the chapter by Nickerson &
Pew in this volume). Perhaps the most important and relevant
application is in the area of educational reform. Psychologists
have amassed a large amount of empirical research on vari-
ous factors that impact the ease of learning and transferring
conceptual knowledge. The literature contains excellent sug-
gestions on how to manipulate category labels, presentation
order, learning strategies, stimulus format, and category vari-
ability in order to optimize the efficiency and likelihood of
concept attainment. Putting these suggestions to use in class-
rooms, computer-based tutorials, and multimedia instruc-
tional systems could have a substantial positive impact
on pedagogy. This research can also be used to develop
autonomous computer diagnosis systems, user models, infor-
mation visualization systems, and databases that are orga-
nized in a manner consistent with human conceptual systems.
Given the importance of concepts for intelligent thought, it is
not unreasonable to suppose that concept learning research
will be equally important for improving thought processes.

REFERENCES

Acker, B. E., Pastore, R. E., & Hall, M. D. (1995). Within-category
discrimination of musical chords: Perceptual magnet or anchor?
Perception & Psychophysics, 57, 863–874.

Aha, D. W. (1992). Tolerating noisy, irrelevant and novel attributes
in instance-based learning algorithms. International Journal of
Man Machine Studies, 36, 267–287.

Ahn, W.-K., Brewer, W. F., & Mooney, R. J. (1992). Schema acqui-
sition from a single example. Journal of Experimental Psychol-
ogy: Learning, Memory, and Cognition, 18, 391–412.

Allen, S. W., & Brooks, L. R. (1991). Specializing the operation of
an explicit rule. Journal of Experimental Psychology: General,
120, 3–19.

Anderson, J. R. (1978). Arguments concerning representations for
mental imagery. Psychological Review, 85, 249–277.

Anderson, J. R. (1991). The adaptive nature of human categoriza-
tion. Psychological Review, 98, 409–429.

Anderson, J. R., Kline, P. J., & Beasley, C. M., Jr. (1979). A gen-
eral learning theory and its application to schema abstraction.
Psychology of Learning and Motivation, 13, 277–318.

Ashby, F. G. (1992). Multidimensional models of perception and
cognition. Hillsdale, NJ: Erlbaum.

Ashby, F. G., Alfonso-Reese, L. A., Turken, A. U., & Waldron, E. M.
(1998). A neuropsychological theory of multiple systems in cat-
egory learning. Psychological Review, 10, 442–481.

Ashby, F. G., & Gott, R. (1988). Decision rules in perception and
categorization of multidimensional stimuli. Journal of Experi-
mental Psychology: Learning, Memory, and Cognition, 14,
33–53.

Ashby, F. G., & Maddox, W. T. (1993). Relations among prototype,
exemplar, and decision bound models of categorization. Journal
of Mathematical Psychology, 38, 423–466.

Ashby, F. G., & Maddox, W. T. (1998). Stimulus categorization. In
M. H. Birnbaum (Ed.), Measurement, judgment, and decision
making: Handbook of perception and cognition (pp. 251–301).
San Diego, CA: Academic Press.

Ashby, F. G., & Townsend, J. T. (1986). Varieties of perceptual in-
dependence. Psychological Review, 93, 154–179.

Ashby, F. G., & Waldron, E. M. (2000). The neuropsychological
bases of category learning. Current Directions in Psychological
Science, 9, 10–14.

Au, T. K., Dapretto, M., & Song, Y. K. (1994). Input vs. constraints:
Early word acquisition in Korean and English. Journal of Memory
and Language, 33, 567–582.

Barsalou, L. W. (1982). Context-independent and context-dependent
information in concepts. Memory & Cognition, 10, 82–93.

Barsalou, L. W. (1983). Ad hoc categories. Memory & Cognition,
11, 211–227.

Barsalou, L. W. (1987). The instability of graded structure: Implica-
tions for the nature of concepts. In U. Neisser (Ed.), Concepts and
conceptual development (pp. 101–140). New York: Cambridge
University Press.

Barsalou, L. W. (1991). Deriving categories to achieve goals. In
G. H. Bower (Ed.), The psychology of learning and motivation:
Advances in research and theory (Vol. 27, pp. 1–64). New York:
Academic Press.

Barsalou, L. W. (1999). Perceptual symbol systems. Behavioral and
Brain Sciences, 22, 577–660.

Barsalou, L. W., Huttenlocher, J., & Lamberts, K. (1998). Basing
categorization on individuals and events. Cognitive Psychology,
36, 203–272.

Bassok, M. (1996). Using content to interpret structure: Effects on
analogical transfer. Current Directions in Psychological Science,
5, 54–58.



References 617

Biederman, I. (1987). Recognition-by-components: A theory of
human image understanding. Psychological Review, 94, 115–
147.

Billman, D. (1989). Systems of correlations in rule and category
learning: Use of structured input in learning syntactic categories.
Language and Cognitive Processes, 4, 127–155.

Billman, D., & Heit, E. (1988). Observational learning from internal
feedback: A simulation of an adaptive learning method. Cogni-
tive Science, 12, 587–625.

Billman, D., & Knutson, J. F. (1996). Unsupervised concept learn-
ing and value systematicity: A complex whole aids learning the
parts. Journal of Experimental Psychology: Learning, Memory,
and Cognition, 22, 458–475.

Bourne, L. E., Jr. (1970). Knowing and using concepts. Psychologi-
cal Review, 77, 546–556.

Bourne, L. E., Jr. (1982). Typicality effect in logically defined cate-
gories. Memory & Cognition, 10, 3–9.

Brooks, L. R. (1978). Non-analytic concept formation and memory
for instances. In E. Rosch & B. B. Lloyd (Eds.), Cognition and
categorization (pp. 169–211). Hillsdale, NJ: Erlbaum.

Brooks, L. R., Norman, G. R., & Allen, S. W. (1991). Role of spe-
cific similarity in a medical diagnostic task. Journal of Experi-
mental Psychology: General, 120, 278–287.

Bruner, J. S. (1973). Beyond the information given: Studies in the
psychology of knowing. New York: Norton.

Bruner, J. S., Goodnow, J. J., & Austin, G. A. (1956). A study of
thinking. New York: Wiley.

Busemeyer, J. R., & Townsend, J. T. (1993). Decision field theory:
A dynamic-cognitive approach to decision making in an uncer-
tain environment. Psychological Review, 100, 432–459.

Cabrera, A., & Billman, D. (1996). Language-driven concept
learning: Deciphering “Jabberwocky.” Journal of Experimen-
tal Psychology: Learning, Memory, and Cognition, 22, 539–
555.

Calder, A. J., Young, A. W., Perrett, D. I., Etcoff, N. L., & Rowland,
D. (1996). Categorical perception of morphed facial expressions.
Visual Cognition, 3, 81–117.

Carey, S. (1985). Conceptual change in childhood. Cambridge,
MA: Bradford Books.

Choi, S., McDaniel, M. A., & Busemeyer, J. R. (1993). Incorporat-
ing prior biases in network models of conceptual rule learning.
Memory & Cognition, 21, 413–423.

Cohen, L. B., & Oakes, L. M. (1993). How infants perceive a sim-
ple causal event. Developmental Psychology, 29, 421–433.

Crawford, L. J., Huttenlocher, J., & Engebretson, P. H. (2000). Cat-
egory effects on estimates of stimuli: Perception or reconstruc-
tion? Psychological Science, 11, 284–288.

Edelman, S. (1998). Representation is representation of similarities.
Behavioral and Brain Sciences, 21, 449–498.

Edelman, S. (1999). Representation and recognition in vision.
Cambridge, MA: Bradford Books/MIT Press. 

Erickson, M. A., & Kruschke, J. K. (1998). Rules and exemplars
in category learning. Journal of Experimental Psychology:
General, 127, 107–140.

Estes, W. K. (1986). Array models for category learning. Cognitive
Psychology, 18, 500–549.

Estes, W. K. (1994). Classification and cognition. New York:
Oxford University Press.

Fodor, J. A. (1975). The language of thought. New York: Thomas Y.
Crowell.

Fodor, J. A. (1983). The modularity of mind: An essay on faculty
psychology. Cambridge, MA: MIT Press.

Fodor, J. A., Garrett, M., Walker, E., & Parkes, C. M. (1980).
Against definitions. Cognition, 8, 263–367.

Fodor, J. A., & Pylyshyn, Z. W. (1988). Connectionism and cogni-
tive architecture: A critical analysis. Cognition, 28, 3–71.

Garrod, S., & Doherty, G. (1994). Conversation, co-ordination and
convention: An empirical investigation of how groups establish
linguistic conventions. Cognition, 53, 181–215.

Gelman, S. A., & Markman, E. M. (1986). Categories and induction
in young children. Cognition, 23, 183–209.

Gentner, D. (1981). Some interesting differences between verbs and
nouns. Cognition and Brain Theory, 4, 161–178.

Gentner, D. (1982). Why nouns are learned before verbs: Linguistic
relativity versus natural partitioning. In S. A. Kuczaj (Ed.),
Language development: Vol. 2. Language, thought, and culture
(pp. 301–334). Hillsdale, NJ: Erlbaum.

Gentner, D., & Boroditsky, L. (2001). Individuation, relativity, and
early word learning. In M. Bowerman & S. Levinson (Eds.),
Language acquisition and conceptual development (pp. 215–
256). Cambridge, UK: Cambridge University Press.

Gluck, M. A., & Bower, G. H. (1988). From conditioning to cate-
gory learning: An adaptive network model. Journal of Experi-
mental Psychology: General, 117, 227–247.

Gluck, M. A., & Bower, G. H. (1990). Component and pattern
information in adaptive networks. Journal of Experimental
Psychology: General, 119, 105–109.

Goldstone, R. L. (1994a). The role of similarity in categorization:
Providing a groundwork. Cognition, 52, 125–157.

Goldstone, R. L. (1994b). Influences of categorization on perceptual
discrimination. Journal of Experimental Psychology: General,
123, 178–200.

Goldstone, R. L. (1996). Isolated and Interrelated Concepts.
Memory & Cognition, 24, 608–628.

Goldstone, R. L. (2000). Unitization during category learning.
Journal of Experimental Psychology: Human Perception and
Performance, 26, 86–112.

Goldstone, R. L., & Barsalou, L. (1998). Reuniting perception and
conception. Cognition, 65, 231–262.

Goldstone, R. L., & Steyvers, M. (2001). The sensitization and dif-
ferentiation of dimensions during category learning. Journal of
Experimental Psychology: General, 130, 116–139.



618 Concepts and Categorization

Goldstone, R. L., Steyvers, M., Spencer-Smith, J., & Kersten, A.
(2000). Interactions between perceptual and conceptual learning.
In E. Diettrich & A. B. Markman (Eds.), Cognitive dynamics:
Conceptual change in humans and machines (pp. 191–228).
Mahwah, NJ: Erlbaum.

Gopnik, A., & Choi, S. (1995). Names, relational words, and cogni-
tive development in English and Korean speakers: Nouns are not
always learned before verbs. In M. Tomasello & W. E. Merriman
(Eds.), Beyond names for things: Young children’s acquisition of
verbs (pp. 62–94). Hillsdale, NJ: Erlbaum.

Grossberg, S. (1982). Processing of expected and unexpected events
during conditioning and attention: A psychophysiological theory.
Psychological Review, 89, 529–572.

Hampton, J. A. (1987). Inheritance of attributes in natural concept
conjunctions. Memory & Cognition, 15, 55–71.

Hampton, J. A. (1993). Prototype models of concept representation.
In I. V. Mecheln, J. Hampton, R. S. Michalski, & P. Theuns
(Eds.), Categories and concepts: Theoretical views and induc-
tive data analysis (pp. 67–95). London: Academic Press.

Hampton, J. A. (1997). Conceptual combination: Conjunction and
negation of natural concepts. Memory & Cognition, 25, 888–
909.

Harnad, S. (1987). Categorical perception. Cambridge, UK:
Cambridge University Press.

Harnad, S. (1990). The symbol grounding problem. Physica D, 42,
335–346.

Harnad, S., Hanson, S. J., & Lubin, J. (1995). Learned categorical
perception in neural nets: Implications for symbol grounding. In
V. Honavar & L. Uhr (Eds.), Symbolic processors and connec-
tionist network models in artificial intelligence and cognitive
modelling: Steps toward principled integration (pp. 191–206).
Boston: Academic Press.

Heider, E. R. (1972). Universals in color naming and memory.
Journal of Experimental Psychology, 93, 10–20.

Heit, E. (1994). Models of the effects of prior knowledge on cate-
gory learning. Journal of Experimental Psychology: Learning,
Memory, and Cognition, 20, 1264–1282.

Heit, E. (1997). Knowledge and concept learning. In K. Lamberts &
D. Shanks (Eds.), Knowledge, concepts, and categories (pp. 7–
41). Hove, UK: Psychology Press.

Heit, E. (2000). Properties of inductive reasoning. Psychonomic
Bulletin and Review, 7, 569–592.

Hintzman, D. L. (1986). “Schema abstraction” in a multiple-trace
memory model. Psychological Review, 93, 411–429.

Homa, D., & Cultice, J. C. (1984). Role of feedback, category size,
and stimulus distortion on the acquisition and utilization of ill-
defined categories. Journal of Experimental Psychology: Learn-
ing, Memory, and Cognition, 10, 234–257.

Homa, D., Sterling, S., & Trepel, L. (1981). Limitations of
exemplar-based generalization and the abstraction of categorical
information. Journal of Experimental Psychology: Human
Learning and Memory, 7, 418–439.

Hull, C. L. (1920). Quantitative aspects of the evolution of concepts.
Psychological Monographs, 28 (Whole No. 123).

Hummel, J. E., & Biederman, I. (1992). Dynamic binding in a
neural network for shape recognition. Psychological Review, 99,
480–517.

Huttenlocher, J., Hedges, L. V., & Vevea, J. L. (2000). Why do
categories affect stimulus judgment? Journal of Experimental
Psychology: General, 129, 220–241.

Huttenlocher, J., & Lui, F. (1979). The semantic organization of
some simple nouns and verbs. Journal of Verbal Learning and
Verbal Behavior, 18, 141–162.

Jones, S. S., & Smith, L. B. (1993). The place of perception in chil-
dren’s concepts. Cognitive Development, 8, 113–139.

Katz, J., & Fodor, J. (1963). The structure of a semantic theory.
Language, 39, 170–210.

Keil, F. C. (1989). Concepts, kinds and development. Cambridge,
MA: Bradford Books/MIT Press.

Kersten, A. W. (1998). A division of labor between nouns and verbs
in the representation of motion. Journal of Experimental
Psychology: General, 127, 34–54.

Kersten, A. W., & Billman, D. O. (1997). Event category learning.
Journal of Experimental Psychology: Learning, Memory, and
Cognition, 23, 638–658.

Kolers, P. A., & Roediger, H. L. (1984). Procedures of mind.
Journal of Verbal Learning and Verbal Behavior, 23, 425–449.

Kohonen, T. (1995). Self-organizing maps. Berlin: Springer-Verlag.

Komatsu, L. K. (1992). Recent views of conceptual structure.
Psychological Bulletin, 112, 500–526.

Knowlton, B. J., & Squire, L. R. (1993). The learning of categories:
Parallel brain systems for item memory and category knowl-
edge. Science, 262, 1747–1749.

Kruschke, J. K. (1992). ALCOVE: An exemplar-based connec-
tionist model of category learning. Psychological Review, 99,
22–44.

Kuhl, P. K., & Miller, J. D. (1975). Speech perception by the chin-
chilla: Voice-voiceless distinction in alveolar plosive conso-
nants. Science, 190, 69–72.

Lakoff, G. (1987). Women, fire and dangerous things: What cate-
gories reveal about the mind. Chicago: University of Chicago
Press.

Lamberts, K. (1998). The time course of categorization. Journal of
Experimental Psychology: Learning, Memory, and Cognition,
24, 695–711.

Lamberts, K. (2000). Information-accumulation theory of speeded
categorization. Psychological Review, 107, 227–260.

Landauer, T. K., & Dumais, S. T. (1997). A solution to Plato’s prob-
lem: The Latent Semantic Analysis theory of the acquisition,
induction, and representation of knowledge. Psychological
Review, 104, 211–240.

Lassaline, M. E., & Logan, G. D. (1993). Memory-based auto-
maticity in the discrimination of visual numerosity. Journal of



References 619

Experimental Psychology: Learning, Memory, and Cognition,
19, 561–581.

Lenat, D. B., & Feigenbaum, E. A. (1991). On the thresholds of
knowledge. Artificial Intelligence, 47, 185–250.

Levin, D. T., & Beale, J. M. (2000). Categorical perception occurs
in newly learned faces, other-race faces, and inverted faces.
Perception & Psychophysics, 62, 386–401.

Liberman, A. M., Cooper, F. S., Shankweiler, D. P., & Studdert-
Kennedy, M. (1967). Perception of the speech code. Psycholog-
ical Review, 74, 431–461.

Liberman, A. M., Harris, K. S., Hoffman, H. S., & Griffith, B. C.
(1957). The discrimination of speech sounds within and across
phoneme boundaries. Journal of Experimental Psychology, 54,
358–368.

Logan, G. D. (1988). Toward an instance theory of automatization.
Psychological Review, 95, 492–527.

Luce, R. D. (1959). Individual choice behavior. New York: Wiley.

Maddox, W. T., & Ashby, F. G. (1993). Comparing decision bound
and exemplar models of categorization. Perception & Psy-
chophysics, 53, 49–70.

Malt, B. C. (1994). Water is not H2O. Cognitive Psychology, 27,
41–70.

Marcus, G. F. (1998). Rethinking eliminativist connectionism.
Cognitive Psychology, 37, 243–282.

Markman, A. B., & Dietrich, E. (2000). In defense of representation.
Cognitive Psychology, 40, 138–171.

Markman, A. B., & Makin, V. S. (1998). Referential communication
and category acquisition. Journal of Experimental Psychology:
General, 127, 331–354.

Marr, D., & Nishihara, H. K. (1978). Representation and recognition
of the spatial organization of three-dimensional shapes. Proceed-
ings of the Royal Society of London, 200B, 269–294.

McCloskey, M., & Glucksberg, S. (1978). Natural categories: Well
defined or fuzzy-sets? Memory & Cognition, 6, 462–472.

McFadden, D., & Callaway, N. L. (1999). Better discrimination
of small changes in commonly encountered than in less
commonly encountered auditory stimuli. Journal of Experi-
mental Psychology: Human Perception and Performance, 25,
543–560.

McKinley, S. C., & Nosofsky, R. M. (1995). Investigations of ex-
emplar and decision bound models in large, ill-defined category
structures. Journal of Experimental Psychology: Human Percep-
tion and Performance, 21, 128–148.

McNamara, T. P, & Miller, D. L. (1989). Attributes of theories of
meaning. Psychological Bulletin, 106, 355–376.

Medin, D. L. (1989). Concepts and conceptual structure. American
Psychologist, 44, 1469–1481.

Medin, D. L., & Atran, S. (1999). Folkbiology. Cambridge, MA:
MIT Press.

Medin, D. L., Dewey, G. I., & Murphy, T. D. (1983). Relationships
between item and category learning: Evidence that abstraction is

not automatic. Journal of Experimental Psychology: Learning,
Memory, and Cognition, 9, 607–625.

Medin, D. L., Lynch. E. B., & Solomon, K. O. (2000). Are there
kinds of concepts? Annual Review of Psychology, 51, 121–147.

Medin, D. L., & Schaffer, M. M. (1978). Context theory of classifi-
cation learning. Psychological Review, 85, 207–238.

Medin, D. L., & Shoben, E. J. (1988). Context and structure in con-
ceptual combination. Cognitive Psychology, 20, 158–190.

Medin, D. L., & Smith, E. E. (1984). Concepts and concept forma-
tion. Annual Review of Psychology, 35, 113–138.

Medin, D. L., Wattenmaker, W. D., & Michalski, R. S. (1987). Con-
straints and preferences in inductive learning: An experimental
study of human and machine performance. Cognitive Science,
11, 299–339.

Mervis, C. B., & Rosch, E. (1981). Categorization of natural ob-
jects. Annual Review of Psychology, 32, 89–115.

Miyawaki, K. (1975). An effect of linguistic experience. The dis-
crimination of (r) and (l) by native speakers of Japanese and
English. Perception & Psychophysics, 18, 331–340.

Murphy, G. L. (1988). Comprehending complex concepts. Cogni-
tive Science, 12, 529–562.

Murphy, G. L., & Allopenna, P. D. (1994). The locus of knowledge
effects in category learning. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 20, 904–919.

Murphy, G. L., & Kaplan, A. S. (2000). Feature distribution and
background knowledge in category learning. Quarterly Journal
of Experimental Psychology: Human Experimental Psychology,
53A, 962–982.

Murphy, G. L., & Medin, D. L. (1985). The role of theories in con-
ceptual coherence. Psychological Review, 92, 289–316.

Naigles, L. R., & Terrazas, P. (1998). Motion-verb generaliza-
tions in English and Spanish: Influences of language and syntax.
Psychological Science, 9, 363–369.

Nosofsky, R. M. (1984). Choice, similarity, and the context theory
of classification. Journal of Experimental Psychology: Learning,
Memory, and Cognition, 10, 104–114.

Nosofsky, R. M (1986). Attention, similarity, and the identification-
categorization relationship. Journal of Experimental Psychol-
ogy: General, 115, 39–57.

Nosofsky, R. M. (1992). Similarity scaling and cognitive process
models. Annual Review of Psychology, 43, 25–53.

Nosofsky, R. M., Kruschke, J. K., & McKinley, S. C. (1992). Com-
bining exemplar-based category representations and connec-
tionist learning rules. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 18, 211–233.

Nosofsky, R. M., & Palmeri, T. J. (1998). A rule-plus-exception
model for classifying objects in continuous-dimension spaces.
Psychonomic Bulletin and Review, 5, 345–369.

Nosofsky, R. M., Palmeri, T. J., & McKinley, S. K. (1994). Rule-
plus-exception model of classification learning. Psychological
Review, 101, 53–79.



620 Concepts and Categorization

Oaksford, M., & Chater, N. (1998). Rationality in an uncertain
world: Essays on the cognitive science of human reasoning.
Hove, UK: Psychology Press/Erlbaum.

O’Toole, A. J., Peterson, J., & Deffenbacher, K. A. (1995). An
‘other-race effect’ for categorizing faces by sex. Perception, 25,
669–676.

Palmeri, T. J. (1997). Exemplar similarity and the development of
automaticity. Journal of Experimental Psychology: Learning,
Memory, and Cognition, 23, 324–354.

Palmeri, T. J., & Nosofsky, R. M. (1995). Recognition memory
for exceptions to the category rule. Journal of Experimental
Psychology: Learning, Memory, and Cognition, 21, 548–568.

Pastore, R. E. (1987). Categorical perception: Some psychophysical
models. In S. Harnad (Ed.), Categorical perception (pp. 29–52).
Cambridge, UK: Cambridge University Press.

Pazzani, M. J. (1991). Influence of prior knowledge on concept ac-
quisition: Experimental and computational results. Journal of
Experimental Psychology: Learning, Memory, and Cognition,
17, 416–432.

Perrett, D. I., Oram, M. W., & Ashbridge, E. (1998). Evidence accu-
mulation in cell populations responsive to faces: An account of
generalization of recognition without mental transformations.
Cognition, 67, 111–145.

Piaget, J. (1952). The origins of intelligence in children. New York:
International Universities Press.

Pinker, S. (1991). Rules of language. Science, 253, 530–535.

Pinker, S. (1994). The language instinct. New York: W. Morrow.

Posner, M. I., & Keele, S. W. (1967). Decay of visual information
from a single letter. Science, 158, 137–139.

Posner, M. I., & Keele, S. W. (1968). On the genesis of abstract
ideas. Journal of Experimental Psychology, 77, 353–363.

Posner, M. I., & Keele, S. W. (1970). Retention of abstract ideas.
Journal of Experimental Psychology, 83, 304–308.

Repp, B. H., & Liberman, A. M. (1987). Phonetic category bound-
aries are flexible. In S. R. Harnad (Ed.), Categorical perception
(pp. 89–112). New York: Cambridge University Press.

Ripley, B. D. (1996). Pattern recognition and neural networks.
Cambridge, UK: Cambridge University Press.

Rips, L. J. (1975). Inductive judgments about natural categories.
Journal of Verbal Learning and Verbal Behavior, 14, 665–681.

Rips, L. J. (1989). Similarity, typicality, and categorization. In S.
Vosniadu & A. Ortony (Eds.), Similarity, analogy, and thought
(pp. 21–59). Cambridge, UK: Cambridge University Press.

Rips, L. J., & Collins, A. (1993). Categories and resemblance.
Journal of Experimental Psychology: General, 122, 468–486.

Roberson, D., Davies, I., & Davidoff, J. (2000). Color categories are
not universal: Replications and new evidence from a stone-age
culture. Journal of Experimental Psychology: General, 129,
369–398.

Rosch, E. (1975). Cognitive representations of semantic categories.
Journal of Experimental Psychology: General, 104, 192–232.

Rosch, E., & Mervis, C. B. (1975). Family resemblances: Studies in
the internal structure of categories. Cognitive Psychology, 7,
573–605.

Rosch, E., Mervis, C. B., Gray, W., Johnson, D., & Boyes-Braem, P.
(1976). Basic objects in natural categories. Cognitive Psychol-
ogy, 8, 382–439.

Ross, B. H., & Murphy, G. L. (1999). Food for thought: Cross-
classification and category organization in a complex real-world
domain. Cognitive Psychology, 38, 495–553.

Rumelhart, D. E., & Zipser, D. (1985). Feature discovery by com-
petitive learning. Cognitive Science, 9, 75–112.

Schank, R. C. (1982). Dynamic memory: A theory of reminding and
learning in computers and people. Cambridge, UK: Cambridge
University Press.

Schusterman, R. J., Reichmuth, C. J., & Kastak, D. (2000). How an-
imals classify friends and foes. Current Directions in Psycholog-
ical Science, 9, 1–6.

Schyns, P. G. (1998). Diagnostic recognition: Task constraints,
object information, and their interactions. Cognition, 67, 147–
179.

Shanks, D. R. (1991). Categorization by a connectionist network.
Journal of Experimental Psychology: Learning, Memory, and
Cognition, 17, 433–443.

Shin, H. J., & Nosofsky, R. M. (1992). Similarity-scaling studies of
dot-pattern classification and recognition. Journal of Experimen-
tal Psychology: General, 121, 278–304.

Sidman, M. (1994). Equivalence relations and behavior: A research
story. Boston: Authors.

Sloman, S. A. (1996). The empirical case for two systems of
reasoning. Psychological Bulletin, 119, 3–22.

Sloman, S. A., Love, B. C., & Ahn, W.-K. (1998). Feature centrality
and conceptual coherence. Cognitive Science, 22, 189–228.

Smith, E. E. (1989). Concepts and induction. In M. I. Posner (Ed.),
Foundations of cognitive science (pp. 501–526). Cambridge,
MA: MIT Press.

Smith, E. E., Langston, C., & Nisbett, R. (1992). The case for rules
in reasoning. Cognitive Science, 16, 1–40.

Smith, E. E., & Medin, D. L. (1981). Categories and concepts.
Cambridge, MA: Harvard University Press.

Smith. E. E., Patalano, A. L., & Jonides, J. (1998). Alternative
strategies of categorization. Cognition, 65, 167–196.

Smith, E. E., Shoben, E. J., & Rips, L. J. (1974). Structure and
process in semantic memory: A featural model for semantic de-
cisions. Psychological Review, 81, 214–241.

Smith, E. E., & Sloman, S. A. (1994). Similarity- versus rule-based
categorization. Memory & Cognition, 22, 377–386.

Smith, J. D., & Minda, J. P. (2000). Thirty categorization results
in search of a model. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 26, 3–27.

Smith, L. B. (1999). Children’s noun learning: How general processes
make specialized learning mechanisms. In B. MacWhinney



References 621

(Ed.), The emergence of language (pp. 277–304). Mahwah, NJ:
Erlbaum.

Snodgrass, J. G. (1984). Concepts and their surface representations.
Journal of Verbal Learning and Verbal Behavior, 23, 3–22.

Solomon, K., & Barsalou, L. W. (1999). Grounding concepts in per-
ceptual simulation: Vol. 2. Evidence from property verification.
Manuscript submitted for publication.

Spalding, T. L., & Murphy, G. L. (1999). What is learned in
knowledge-related categories? Evidence from typicality and fea-
ture frequency judgments. Memory & Cognition, 27, 856–867.

Storms, G., De Boeck, P., Hampton, J. A., & Van Mechelen, I.
(1999). Predicting conjunction typicalities by component typi-
calities. Psychonomic Bulletin and Review, 6, 677–684.

Talmy, L. (1985). Lexicalization patterns: Semantic structure in lex-
ical forms. In T. Shopen (Ed.), Language typology and syntactic
description: Vol. 3. Grammatical categories and the lexicon
(pp. 97–149). New York: Cambridge University Press.

Tardif, T. (1996). Nouns are not always learned before verbs: Evi-
dence from Mandarin speakers’ early vocabularies. Develop-
mental Psychology, 32, 492–504.

Tanaka, J., & Taylor, M. (1991). Object categories and expertise: Is
the basic level in the eye of the beholder? Cognitive Psychology,
23, 457–482.

Tarr, M. J., & Bülthoff, H. H. (1995). Is human object recognition
better described by geon-structural-descriptions of by multiple-
views? Journal of Experimental Psychology: Human Perception
and Performance, 21, 1494–1505.

Tarr, M. J., & Gauthier, I. (1998). Do viewpoint-dependent mecha-
nisms generalize across members of a class? Cognition, 67,
73–110.

Tennenbaum, J. B. (1999). Bayesian modeling of human concept
learning. Advances in Neural Information Processing Systems,
11, 251–257.

Thelen, E., & Smith, L. B. (1994). A dynamic systems approach to
the development of cognition and action. Cambridge, MA: MIT
Press.

van Gelder, T. (1998). The dynamical hypothesis in cognitive sci-
ence. Behavioral and Brain Sciences, 21, 615–665.

Werker, J. F., & Tees, R. C. (1984). Cross-language speech percep-
tion: Evidence for perceptual reorganization during the first year
of life. Infant Behavior and Development, 7, 49–63.

Whorf, B. L. (1956). The relation of habitual thought and behavior
to language. In J. B. Carroll (Ed.), Language, thought, and real-
ity: Essays by B. L. Whorf (pp. 35–270). Cambridge, MA: MIT
Press.

Wisniewski, E. J. (1997). When concepts combine. Psychonomic
Bulletin and Review, 4, 167–183.

Wisniewski, E. J. (1998). Property instantiation in conceptual com-
bination. Memory & Cognition, 26, 1330–1347.

Wisniewski, E. J., & Love, B. C. (1998). Relations versus properties
in conceptual combination. Journal of Memory and Language,
38, 177–202.

Wittgenstein, L. (1953). Philosophical investigations (G. E. M.
Anscombe, Trans.). New York: Macmillan.

Wolff, P., Medin, D. L., & Pankratz, C. (1999). Evolution and devo-
lution of folkbiological knowledge. Cognition, 73, 177–204.





CHAPTER 23

Reasoning and Problem Solving

JACQUELINE P. LEIGHTON AND ROBERT J. STERNBERG

623

GOALS OF CHAPTER 624
REASONING 624

Rule Theories 624
Semantic Theories 628
Evolutionary Theories 631
Heuristic Theories 633
Factors that Mediate Reasoning Performance 635

PROBLEM SOLVING 637
Knowledge Representation and Strategies in Problem

Solving 637

Theories of Problem Solving 639
Factors that Mediate Problem Solving 642

EXPERT PROBLEM SOLVING AND REASONING 642
The Neglect of Expertise in Reasoning Theories 643
Thematic Reasoning Tasks as Expert Tasks 644

SUMMARY AND CONCLUSION 644
REFERENCES 645

The winged sphinx of Boeotian Thebes terrorized men by
demanding an answer to a riddle taught to her by the Muses:
What is it that walks on four feet and two feet and three feet
and has only one voice, and when it walks on most feet it is
the weakest? The men who failed to answer this riddle were
devoured until one man, Oedipus, eventually gave the
proper answer: Man, who crawls on all fours in infancy,
walks on two feet when grown, and leans on a staff in old
age. In amazement, the sphinx killed herself and, from her
death, the story of her proverbial wisdom evolved. Although
the riddle describes a person’s life stages in general, the
sphinx is considered wise because her riddle specifically
predicted the life stage Oedipus would ultimately endure.
Upon learning that he married his mother and unknowingly
killed his father, Oedipus gouges out his eyes and blinds
himself, thereby creating the need for a staff to walk for the
rest of his life.

How did Oedipus solve a problem that had led so many to
an early grave? Is there any purpose in knowing that he
solved the problem by inferring the conclusion, applying
a strategy, or experiencing an insight into its resolution?
Knowing how Oedipus arrived at his answer might have
saved the men before him from death as sphinx fodder. Most
of the problems that we face in everyday life are not as men-
acing as the one Oedipus faced that day. Nevertheless, the
conditions under which Oedipus resolved the riddle corre-

spond in some ways to the conditions of our own everyday
problems: Everyday problems are solved with incomplete in-
formation and under time constraints, and they are subject to
meaningful consequences. For example, imagine you need to
go pick up a friend from a party and you realize that a note on
which you wrote the address is missing. How would you go
about recovering the address or the note on which you wrote
the address without being late? If there is a way to unlock the
mysteries of thinking and secure clever solutions—to peer in-
side Oedipus’s mind—then we might learn to negotiate an-
swers in the face of uncertainty.

It might be possible to begin unraveling Oedipus’s solu-
tion by considering how Oedipus approached the riddle; that
is, did he approach the riddle as a reasoning task, in which a
conclusion needed to be deduced, or did he approach the rid-
dle as a problem-solving task, in which a solution needed to
be found? Is there any purpose in distinguishing between the
processes of reasoning and problem solving in considering
how Oedipus solved the riddle? There is some purpose in dis-
tinguishing these processes, at least at the outset, because
psychologists believe that these operations are relatively dis-
tinct (Galotti, 1989). Reasoning is commonly defined as the
process of drawing conclusions from principles and from ev-
idence (Wason & Johnson-Laird, 1972). In contrast, problem
solving is defined as the goal-driven process of overcoming
obstacles that obstruct the path to a solution (Simon, 1999a;
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Sternberg, 1999). Given these definitions, would it be more
accurate to say that Oedipus resolved the riddle by reasoning
or by problem solving? Knowing which operation he used
might help us understand which operations we should apply
to negotiate our own answers to uncertain problems.

Unfortunately, we cannot peer inside the head of the leg-
endary Oedipus, and it is not immediately obvious from these
definitions which one—the definition of reasoning or that of
problem solving—describes the set of processes leading to
his answer. If we are to have any hope of understanding how
Oedipus negotiated a solution to the riddle and how we might
negotiate answers to our own everyday riddles, then we must
examine reasoning and problem solving more closely for
clues.

GOALS OF CHAPTER

The goals of the present chapter are to cover what is known
about reasoning and problem solving, what is currently being
done, and in what directions future conceptualizations, re-
search, and practice are likely to proceed. We hope through
the chapter to convey an understanding of how reasoning and
problem solving differ from each other and how they resem-
ble each other. In addition, we hope that we can apply what
we have learned to determine whether the sphinx’s riddle was
essentially a reasoning task or a problem-solving task, and
whether knowing which one it was helps us understand how
Oedipus solved it.

REASONING

During the last three decades, investigators of reasoning have
advanced many different theories (see Evans, Newstead, &
Byrne, 1993, for a review). The principal theories can be cat-
egorized as rule theories (e.g., Cheng & Holyoak, 1985;
Rips, 1994), semantic theories (e.g., Johnson-Laird, 1999;
Polk & Newell, 1995), and evolutionary theories (e.g.,
Cosmides, 1989). These theories advance the idea of a funda-
mental reasoning mechanism (Roberts, 1993, 2000), a hard-
wired or basic mechanism that controls most, if not all, kinds
of reasoning (Roberts, 2000). In addition, some investigators
have proposed heuristic theories of reasoning, which do not
claim a fundamental reasoning mechanism but, instead,
claim that simple strategies govern reasoning. Sometimes
these simple strategies lead people to erroneous conclusions,
but, most of the time, they help people draw adequate con-
clusions in everyday life. According to rule theorists, seman-
tic theorists, and evolutionary theorists, however, reasoning

is better described as a basic mechanism that, if unaltered,
should always lead to correct inferences.

Rule Theories

Supporters of rule theories believe that reasoning is character-
ized by the use of specific rules or commands. Competent rea-
soning is characterized by applying rules properly, by using the
appropriate rules, and by implementing the correct sequence of
rules (Galotti, 1989; Rips, 1994). Although the exact nature of
the rules might change depending on the specific rule theory
considered, all rules are normally expressed as propositional
commands such as (antecedent or premise) → (consequent or
conclusion). If a reasoning task matches the antecedent of the
rule, then the rule is elicited and applied to the task to draw a
conclusion. Specific rule theories are considered below.

Syntactic Rule Theory

According to syntactic rule theory, people draw conclusions
using formal rules that are based on natural deduction and that
can be applied to a wide variety of situations (Braine, 1978;
Braine & O’Brien, 1991, 1998; Braine & Rumain, 1983; Rips,
1994, 1995; Rumain, Connell, & Braine, 1983). Reasoners
are able to use these formal rules by extracting the logical
forms of premises and then applying the rules to these logical
forms to derive conclusions (Braine & O’ Brien, 1998).

For example, imagine Oedipus trying to answer the
sphinx’s riddle, which makes reference to something walking
on two legs. In trying to make sense of the riddle, Oedipus
might have remembered an old rule stating that If it walks on
two legs, then it is a person. Combining part of the riddle
with his old rule, Oedipus might have formed the following
premise set in his mind:

If it walks on two legs, then it is a person. (Oedipus’ rule A)
(1)

It walks on two legs. (Part of riddle)

Therefore ?

The conclusion to the above premise set can be inferred by
applying a rule of logic, modus ponens, which eliminates the
if, as follows:

If A then B.

A.

Therefore B.

Applying the modus ponens rule to premise set (1) would
have allowed Oedipus to conclude “person.”
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Another feature of syntactic theory is the use of supposi-
tions, which involve assuming additional information for the
sake of argument. A supposition can be paired with other
premises to show that it leads to a contradiction and, there-
fore, must be false. For example, consider the following
premise set:

a. If it walks on three legitimate legs, then it is not a person.
(Oedipus’ rule B) (2)

b. It is a person. (Conclusion from premise set (1) above)

c. It walks on three legitimate legs. (A supposition)

d. Therefore it is not a person (Modus ponens applied to a and c) 

As can be seen from premise set (2), there is a contradic-
tion between the premise It is a person and the conclusion de-
rived from the supposition, It is not a person. According to
the rule of reductio ad absurdum, because the supposition
leads to a contradiction, the supposition must be negated. In
other words, we reject that it walks on three legitimate legs.
Because this so-called modus tollens inference is not gener-
ated as simply as is the modus ponens inference, syntactic
rule theorists propose that the modus tollens inference relies
on a series of inferential steps, instead of on the single step
associated with modus ponens. If Oedipus considered the line
of argument above, it might have led him to reject the possi-
bility that the sphinx’s riddle referred to anything with three
legitimate legs.

In an effort to validate people’s use of reasoning rules,
Braine, Reiser, and Rumain (1998) conducted two studies. In
one of their studies, 28 participants were asked to read 85 rea-
soning problems and then to evaluate the conclusion pre-
sented with each problem. Some problems were predicted to
require the use of only one rule for their evaluation (e.g.,
There is an O and a Z; There is an O?), whereas other prob-
lems were predicted to require the use of multiple rules or de-
ductive steps for their evaluation (e.g., There is an F or a C;
If there’s not an F, then there is a C?). Participants were asked
to evaluate the conclusions by stating whether the proposed
conclusion was true, false, or indeterminate. The time taken
by each participant to evaluate the conclusion was measured.
In addition, after solving each problem, participants were
asked to rate the difficulty of the problem using a 9-point
scale, with 1 indicating a very easy problem and 9 indicating
a very difficult problem. These difficulty ratings were then
used to estimate difficulty weights for the reasoning rules
assumed to be involved in evaluating the problems. The esti-
mated difficulty weights were then used to predict how
another group of participants in a similar study rated a set of
new reasoning problems. Braine et al. (1998) found that the
difficulty weights could be used to predict participants’

difficulty ratings in the similar study with excellent accuracy
(correlations ranged up to .95). In addition, the difficulty
weights predicted errors and latencies well; long reaction
times and inaccurate performance indicated people’s at-
tempts to apply difficult and long rule routines, whereas short
reaction times and accurate performance indicated people’s
attempts to apply easy and short rule routines (see also Rips,
1994). Braine et al. (1998) concluded from these results that
participants do in fact reason using the steps proposed by the
syntactic theory of mental-propositional logic. Outside of
these results, other investigators have also found evidence
of rule use (e.g., Ford, 1995; Galotti, Baron, & Sabini, 1986;
Torrens, Thompson, & Cramer, 1999).

Supporters of syntactic theory use formal or logical
reasoning tasks in their investigations of reasoning rules.
According to syntactic theorists, errors in reasoning arise
because people apply long rule routines incorrectly or draw
unnecessary invited conclusions from the task information.
Invited, or simply plausible (but not logically certain),
conclusions can be drawn in everyday discourse but are
prohibited on formal reasoning tasks, in which information
must be interpreted in a strictly logical manner. Because the
rules in syntactic theory are used to draw logically certain
conclusions, critics of the theory maintain that these rules
appear unsuitable for reasoning in everyday situations, in
which information is ambiguous and uncertain and additional
information must be considered before any reasonable con-
clusion is likely to be drawn (see the chapter by Goldstone &
Kersten in this volume for a discussion of rule-based reason-
ing as it relates to categorization). In defense of the rule
approach, it is possible that people unknowingly interject
additional information in order to make formal rules applica-
ble. However, it is unclear how one would know what kind
of additional information to include. Dennett (1990) has de-
scribed the uncertainty of what additional information to
consider as the frame problem (see also Fodor, 1983).

The frame problem involves deciding which beliefs from
a multitude of different beliefs to consider when solving a
task or when updating beliefs after an action has occurred
(Dennett, 1990; Fodor, 1983). The ability to consider differ-
ent beliefs can lead to insightful and creative comparisons
and solutions, but it also raises the question: How do human
beings select from among all their beliefs those that are rele-
vant to generating a conclusion in a reasoning problem? The
frame problem is a perplexing issue that has not been ad-
dressed by syntactic rule theorists. 

If it were possible to ask Oedipus how he reached the
answer to the riddle, would he be able to say how he did it?
That is, could he articulate that he used a rule of some sort to
generate his conclusion, or would this knowledge be outside
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of his awareness? This question brings up a fundamental
issue that arises when discussing theories of reasoning: Is the
theory making a claim about the strategies that a person in
particular might use in reasoning or about something more
basic, such as how the mind in general processes information,
that is, the mind’s cognitive architecture (Dawson, 1998;
Johnson-Laird, 1999; Newell, 1990; Rips, 1994)? The mind’s
cognitive architecture is thought to lie outside conscious
awareness because it embodies the most basic non-physical
description of cognition—the fundamental information pro-
cessing steps underlying cognition (Dawson, 1998; Newell,
1990). In contrast, strategies are thought to be accessible to
conscious awareness (Evans, 2000).

Some theories of reasoning seem to pertain to the nature of
the mind’s cognitive architecture. For example, Rips (1994)
has proposed a deduction-system hypothesis, according to
which formal rules do not underlie only deductive reasoning,
or even only reasoning in general, but also the mind’s cogni-
tive architecture. He argues that his theory of rules can be used
as a programming language of general cognitive functions, for
example, to implement a production system: a routine that
controls cognitive actions by determining whether the an-
tecedents for the cognitive actions have been satisfied (Simon,
1999b; see below for a detailed definition of production sys-
tems). The problem with this claim is that production systems
have already been proposed as underlying the cognitive archi-
tecture and as potentially used to derive syntactic rules (see
Eisenstadt & Simon, 1997). Thus, it is not clear which is more
fundamental: the syntactic rules or the production systems.
Claims have been staked according to which each derives
from the other, but both sets of claims cannot be correct.

Another concern with Rips’s (1994) deductive-system hy-
pothesis is that its claim about the mind’s cognitive architec-
ture is based on data obtained from participants’ performance
on reasoning tasks, tasks that are used to measure controlled
behaviors. Controlled behavior, according to Newell (1990),
is not where we find evidence for the mind’s architecture, be-
cause this behavior is slow, load-dependent, and open to
awareness; it can be inhibited; and it permits self-terminating
search processes. In contrast, immediate behavior (e.g., as re-
vealed in choice reaction tasks) “is the appropriate arena in
which to discover the nature of the cognitive architecture”
(Newell, 1990, p. 236). The swiftness of immediate, auto-
matic responses exposes the mind’s basic mechanism, which
is revealed in true form and unregulated by goal-driven adap-
tive behavior.

Determining at what level a theory is intended to account
for reasoning is important in order to assess the evidence
presented as support for the theory. If syntactic rule theory is
primarily a theory of the mind’s cognitive architecture, then we

would not think, for example, of asking Oedipus to think aloud
as to how he solved the riddle in an effort to confirm syntactic
rule theory. Think-aloud reports would be inadequate evidence
in support of the theory. Our question would be fruitless be-
cause, although Oedipus might be able to tell us about the
strategies he used and the information he thought about in
solving the riddle, he presumably would not be able to tell us
about his cognitive architecture; he would not have access to it.

Pragmatic Reasoning Theory 

Another theory that invokes reasoning rules is pragmatic
reasoning theory (Cheng & Holyoak, 1985, 1989; Cheng &
Nisbett, 1993). Pragmatic reasoning theorists suggest that
people reason by mapping the information they are reasoning
about to information they already have stored in memory. In
particular, these theorists suggest that this mapping is accom-
plished by means of schemas, which consist of sets of rules
related to achieving particular kinds of goals for reasoning in
specific domains.

Cheng and Holyoak (1985) have proposed that in domains
where permission and obligation must be negotiated, we acti-
vate a permission schema to help us reason. The permission
schema is composed of four production rules, “each of which
specifies one of the four possible antecedent situations,
assuming the occurrence or nonoccurrence of the action
and precondition” (p. 396). The four possible antecedent
situations along with their corresponding consequences are
shown below:

Rule 1: If the action is to be taken, then the precondition
must be satisfied.

Rule 2: If the action is not to be taken, then the precondi-
tion need not be satisfied.

Rule 3: If the precondition is satisfied, then the action may
be taken.

Rule 4: If the precondition is not satisfied, then the action
must not be taken.

To understand how these rules are related to reasoning, we
first need to discuss how pragmatic reasoning theory grew out
of tests of the Wason selection task (Wason, 1966). The selec-
tion task is a hypothesis-testing task in which participants are
given a conditional rule of the form If P then Q and four cards,
each of which has either a P or a not-P on one side and either a
Q or a not-Q on the other side. As shown in Figure 23.1, each
of the cards is placed face down so that participants can see
only one side of a given card. After participants read the con-
ditional rule, they are asked to select the cards that test the truth
or falsity of the rule. According to propositional logic, only
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Figure 23.1 Example of the Wason selection task.

TABLE 23.1 Percentage Correct on Selection Task (Experiment 3) 

Rule Type

Given Form Permission Arbitrary Mean

If-then 67 17 42
Only-if 56 4 30
Mean 62 11

Source: From “Pragmatic Reasoning Schemas” by P. W. Cheng and
K. J. Holyoak (1985), Cognitive Psychology, 17, 407. Copyright 1985 by
Academic Press. Reprinted by permission.

two cards can conclusively test the conditional rule: The P
card can potentially test the truth or falsity of the rule because
when flipped it might have a not-Q on its other side, and the
not-Q card can test the rule because when flipped it might
have a P on its other side. The actual conditional rule used in
the Wason selection task is If there is a vowel on one side of the
card, then there is an even number on the other side of the card,
and the actual cards shown to participants have an exemplar of
either a vowel or a consonant on one side and an even number
or an odd number on the other side. As few as 10% of partici-
pants choose both the P and not-Q cards (the logically correct
cards), with many more participants choosing either the P card
by itself or both the P and Q cards (Evans & Lynch, 1973;
Wason, 1966, 1983; Wason & Johnson-Laird, 1972; for a re-
view of the task see Evans, Newstead, et al., 1993).

Cheng and Holyoak (1985, 1989) have argued that people
perform poorly on the selection task because it is too abstract
and not meaningful. Their pragmatic reasoning theory grew
out of studies showing that it was possible to improve signif-
icantly participants’ performance on the selection task by
using a meaningful, concrete scenario involving permis-
sions and obligations. Permission is defined by Cheng and
Holyoak (1985) as a regulation in which, in order to under-
take a particular action, one first must fulfill a particular
precondition. An obligation is defined as a regulation in
which a situation requires the execution of a subsequent
action. In a test of pragmatic reasoning theory, Cheng and
Holyoak (1985) presented participants with the following
permission scenario as an introduction to the selection task:

You are an immigration officer at the International Airport in
Manila, capital of the Philippines. Among the documents you
must check is a sheet called Form H. One side of this form indi-
cates whether the passenger is entering the country or in transit,
and the other side of the form lists inoculations the passenger has
had in the past 6 months. You must make sure that if the form says
ENTERING on one side, then the other side includes cholera
among the list of diseases. This is to ensure that entering passen-
gers are protected against the disease. Which of the following
forms would you have to turn over to check? (pp. 400–401)

The above introduction was followed by depictions of four
cards in a fashion similar to that shown in Figure 23.1. The first
card depicted the word TRANSIT, another card depicted the
word ENTERING, a third card listed the diseases “cholera,
typhoid, hepatitis,” and a fourth card listed the diseases
“typhoid, hepatitis.” Table 23.1 shows that participants were
significantly more accurate in choosing the correct alterna-
tives, P and not-Q, for the permission task (62 %) than for the
abstract version of the task (11%). In addition, Table 23.1
indicates that the effect of the permission context generalized
across corresponding connective forms; that is, participants’
performance improved not only for permission rules contain-
ing the connective if . . . then, but also for permission rules
containing the equivalent connective only if.

According to Cheng and Holyoak (1985), the permission
schema’s production rules,

(1) If the action is to be taken, then the precondition must be
satisfied; and 

(2) If the pre-condition is not satisfied, then the action must not be
taken,

guided participants’ correct selection of cards by highlighting
the cases where the action was taken (i.e., if the person is en-
tering, then the person must have been inoculated against
cholera) and where the precondition was not satisfied (i.e., if
the person has not been inoculated, then the person must not
enter). According to the theory, reasoning errors occur when
a task’s content fails to elicit an appropriate pragmatic rea-
soning schema. The content of the task must be meaningful
and not arbitrary, however; otherwise, participants perform
as poorly on concrete as on abstract versions of the selection
task (e.g., Manktelow & Evans, 1979).

Despite its success in improving performance on the se-
lection task, pragmatic reasoning theory has been criticized
on a number of grounds. For instance, some investigators
have charged that pragmatic reasoning schemas are better
conceptualized as an undeveloped collection of deontic rules,
which are invoked in situations calling for deontic reasoning.
Manktelow and Over (1991) describe deontic reasoning as
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reasoning about what we are allowed to do or what we should
do instead of what is actually the case. In other words, deon-
tic reasoning involves reasoning about permissions and
obligations. Deontic reasoning is moderated by subtle con-
siderations of semantic, pragmatic, and social information
that influence a person’s assessment of the utilities of possi-
ble actions. Assessing the utilities of possible actions in-
volves thinking about whether pursuing an action will lead to
a desired goal (i.e., does the action have utility for me?) and
whether it is justifiable to pursue the action given the value of
the outcome. Manktelow and Over (1991) have suggested
that although Cheng and Holyoak’s (1985, 1989) schemas are
deontic in character, they fail to include how people assess
utilities when reasoning about permissions. Furthermore,
they have pointed out that the very production rules that
make up the permission schema incorporate deontic terms
such as may and must that need to be decoded by a more basic
schema that deciphers deontic terms.

Other critics of pragmatic reasoning theory have also
claimed that the theory is too closely connected with a single
task to offer an account of human reasoning generally (e.g.,
Rips, 1994). Although pragmatic reasoning schemas have
been used to explain reasoning about permissions, obliga-
tions, and causes and effects, it is unclear if equivalent
schemas, whatever form they might take, can also be used to
explain other forms of reasoning, such as reasoning about
classes or spatial relationships (Liberman & Klar, 1996). The
ambiguity of how pragmatic reasoning schemas are applied
in unusual or novel situations is one reason why, for example,
it is unlikely that Oedipus reasoned according to pragmatic
reasoning theory in deriving a conclusion to the sphinx’s rid-
dle. The riddle represents an unusual problem, one for which
a schema might not even exist. In addition, even if it were
possible to map the riddle’s information onto a schema, how
would the schema be selected from the many other schemas
in the reasoner’s repertoire?

Finally, although Cheng and Holyoak (1985, 1989) have
described how the permission schema helps reasoners infer
conclusions in situations involving permissions (see para-
graph above), they do not specify how reasoners actually im-
plement the schemas. Schemas serve to represent or organize
declarative knowledge, but how does someone proceed from
having this representational scheme to knowing when and
how to apply it? Does application happen automatically, or is
it under our control? If it is under our control, then it seems
critical to explore the strategies that people use in deciding to
apply a schema. If it is not under our control, then what are
the processes by which ineffective schemas are disregarded
in the search for the proper schema? The latter issue of how
schemas are applied and disregarded is another example of

the frame problem (Dennett, 1990). The frame problem in
this case involves deciding which schemas—from a possible
multitude of schemas—to consider when solving a task.

Semantic Theories

Unlike rule theories, in which reasoning is characterized as
resulting from the application of specific rules or commands,
semantic theories characterize reasoning as resulting from
the particular interpretations assigned to specific assertions.
Rules are not adopted in semantic theories because reasoning
is thought to depend on the meaning of assertions and not on
the syntactic form of assertions.

Mental Model Theory 

According to the theory of mental models, reasoning is based
on manipulating meaningful concrete information, which is
representative of the situations around us, and is not based on
deducing conclusions by means of abstract logical forms that
are devoid of meaning (Johnson-Laird, 1999). Two mental
model theorists, Phil Johnson-Laird and Ruth Byrne (1991),
have proposed a three-step procedure for drawing necessary
inferences: First, the reasoner constructs an initial model or
representation that is analogous to the state of affairs (or in-
formation) being reasoned about (Johnson-Laird, 1983). For
example, consider that a reasoner is given a conditional rule
If there is a circle then there is a square plus an assertion
There is a circle and is asked then to draw a conclusion. The
initial model or representation he or she might construct for
the conditional would likely include the salient cases of the
conditional, namely a circle and a square, as follows:

❍ ❑

The reasoner might also recognize the possibility that the
antecedent of the conditional (i.e., If there is a circle) could
be false, but this possibility would not be normally repre-
sented explicitly in the initial model. Rather, this possibility
would be represented implicitly in another model, whose
presence is defined by an ellipsis attached to the explicit
model as follows:

❍ ❑

. . . 

The second step in the procedure involves drawing a conclu-
sion from the initial model. For example, from the foregoing
initial model of the rule, If there is a circle then there is a
square, and the assertion, There is a circle, the reasoner can
conclude immediately that there is a square alongside the
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circle. Third, in some cases, the reasoner constructs alterna-
tive models of the information in order to verify (or disprove)
the conclusion drawn (Johnson-Laird, 1999; Johnson-Laird
& Byrne, 1991). For example, suppose that the reasoner had
been given a different assertion, such as that There is not a
circle in addition to the rule If there is a circle then there is
a square. This time, in order to verify the conclusion to be
drawn from the conditional rule plus this new assertion, the
reasoner would need to flesh out the implicit model indicated
in the ellipsis of the initial model. For example, according to
a material implication interpretation of the conditional rule,
he or she would need to flesh out the implicit model as
follows:

~ ❍ ❑

~ ❍ ~❑

where ~ refers to negation.
By using the fleshed out model above, the reasoner would

be able to conclude that there is no definite conclusion to be
drawn about the presence or absence of a square given the as-
sertion There is not a circle and the rule If there is a circle
then there is a square. There is no definite conclusion that can
be drawn because in the absence of a circle (i.e., ~ ❍), a
square may or may not also be absent. The first two steps in
mental model theory—the construction of an initial explicit
model and the generation of a conclusion—involve primarily
comprehension processes. The third step, the search for alter-
native models or the fleshing out of the implicit model, de-
fines the process of reasoning (Evans, Newstead, et al., 1993;
Johnson-Laird & Byrne, 1991).

The theory of mental models can be further illustrated
with categorical syllogisms, which form a standard task
used in reasoning experiments (e.g., Johnson-Laird, 1994;
Johnson-Laird & Bara, 1984; Johnson-Laird & Byrne, 1991;
Johnson-Laird, Byrne, & Schaeken, 1992). Categorical syllo-
gisms consist of two quantified premises and a quantified
conclusion. The premises reflect an implicit relation between
a subject (S) and a predicate (P) via a middle term (M),
whereas the conclusion reflects an explicit relation between
the subject (S) and predicate (P). The set of statements below
is an example of a categorical syllogism.

ALL S are M
ALL M are P

ALL S are P

Each of the premises and the conclusion in a categorical
syllogism takes on a particular form or mood such as All S are
M, Some S are M, Some S are not M, or No S are M. The va-

lidity of syllogisms can be proven using either proof-
theoretical methods or, more commonly, a model-theoretical
method. According to the model-theoretical method, a valid
syllogism is one whose premises cannot be true without its
conclusion also being true (Garnham & Oakhill, 1994).
The validity of syllogisms can also be defined using proof-the-
oretical methods that involve applying rules of inference in
much the same way as one would in formulating a math-
ematical proof (see Chapter 4 in Garnham & Oakhill, 1994, for
a detailed description of proof-theoretical methods).

Mental model theory has been used successfully to ac-
count for participants’ performance on categorical syllogisms
(Evans, Handley, Harper, & Johnson-Laird, 1999; Johnson-
Laird & Bara, 1984; Johnson-Laird & Byrne, 1991). A num-
ber of predictions derived from the theory have been tested
and observed. For instance, one prediction suggests that par-
ticipants should be more accurate in deriving conclusions
from syllogisms that require the construction of only a single
model than from syllogisms that require the construction of
multiple models for their evaluation. An example of a single-
model categorical syllogism is shown below:

Syllogism: ALL S are M
ALL M are P

ALL S are P
Model: S = M = P

where = refers to an identity function.
In contrast, a multiple-model syllogism requires that

participants construct at least two models of the premises in
order to deduce a valid conclusion or determine that a valid
conclusion cannot be deduced. Johnson-Laird and Bara
(1984) tested the prediction that participants should be more
accurate in deriving conclusions from single-model syllo-
gisms than from multiple-model syllogisms by asking 20 un-
trained volunteers to make an inference from each of 64 pairs
of categorical premises randomly presented. The 64 pairs of
premises included single-model and multiple-model prob-
lems. An analysis of participants’ inferences revealed that
valid conclusions declined significantly as the number of
models that needed to be constructed to derive a conclusion
increased (Johnson-Laird & Bara, 1984, Table 6). Although
numerous studies have shown that performance on multiple-
model categorical syllogisms is inferior to performance on
single-model categorical syllogisms, Greene (1992) has
suggested that inferior performance on multiple-model syllo-
gisms may have little to do with constructing multiple
models. Instead, Greene has suggested that participants may
find the conclusions from valid, multiple-model categorical
syllogisms awkward to express because they have the form
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Some A are not B, a form not frequently used in everyday
language.

According to Johnson-Laird and Byrne (1991), however,
errors in reasoning have three main sources: First, reasoning
errors can occur when people fail to verify that the conclu-
sion drawn from an initial model is valid; that is, people fail
to search alternative models. Second, reasoning errors can
occur when people prematurely end their search for alterna-
tive models because of working memory limitations. Third,
reasoning errors can occur when people construct an inaccu-
rate initial model of the task information. In this latter case,
the error is not so much a reasoning error as it is an encoding
error.

Recent research suggests that people may not search for
alternative models spontaneously (Evans et al., 1999). In one
study in which participants were asked to endorse conclu-
sions that followed only necessarily from sets of categori-
cal premises, Evans et al. (1999) found that participants
endorsed conclusions that followed necessarily from the
premises as frequently as conclusions that followed possibly
but strongly from the premises (means of 80 and 79%, re-
spectively). Evans et al. (1999) defined possible strong con-
clusions as conclusions that are unnecessary given their
premises but that are regularly endorsed as necessary. As-
suming that participants had taken seriously the instruction to
endorse only necessary conclusions, Evans et al. (1999) had
expected participants to endorse the necessary conclusions
more frequently than the possible strong conclusions. Unlike
necessary conclusions, possible strong conclusions should be
rejected after alternative models of the premises are consid-
ered. Participants, however, endorsed necessary and possi-
ble strong conclusions equally often. Evans et al. (1999)
explained the equivalent endorsement rates by suggesting
that participants were not searching for alternative models of
the premises but, instead, were using an initial model of the
premises to evaluate both necessary and possible strong con-
clusions. Evans et al. (1999) suggested that if participants
were constructing a single model of the premises, then possi-
ble strong conclusions should be endorsed as frequently as
necessary conclusions because, in both cases, an initial
model of the premises would support the conclusion. Partici-
pants, however, did not frequently endorse conclusions that
followed possibly but weakly from the categorical premises
(mean of 19%), that is, conclusions that are unnecessary
given their premises and that are rarely endorsed as neces-
sary. In this case, according to Evans et al. (1999), an initial
model of the premises would not likely support the conclu-
sion. Evans et al. concluded from this study that although
previous research has shown that people can search for alter-
native models in some circumstances (e.g., the Newstead and

Evans, 1993, study indicated that participants were highly
motivated to search for alternative models of unbelievable
conclusions from categorical syllogisms), people do not nec-
essarily employ such a search in all circumstances.

Although mental model theory has been used successfully
to account for a number of different results (for a review
see Schaeken, DeVooght, Vandierendonck, & d’Ydewalle,
2000), it has been criticized for not detailing clearly how the
process of model construction is achieved (O’Brien, 1993).
For instance, it might be useful if the process of model
construction was mapped onto a series of stages of informa-
tion processing, such as the stages—encoding, combination,
comparison, and response—outlined in Guyote and Sternberg
(1981; Sternberg, 1983). In addition, the theory is unclear as
to whether models serve primarily as strategies or whether
models should be considered more basic components of the
mind’s cognitive architecture.

Oedipus might have employed mental models to solve
the sphinx’s riddle. For example, Oedipus could have con-
structed the following models of the riddle:

X = a, b b b b
X = a, b b
X = a, b b b

X = ?

where X represents the same something or someone over time,
a represents voice, and b represents feet.

In the models above, X is the unknown entity whose iden-
tity needs to be deduced. Each line of the display above
reflects a different model or state of time. For example, X =
a, b b b b is the first model of the unknown entity at infancy
when it has one voice and four feet (crawls on all fours). An
examination of the models above, however, does not suggest
what conclusion can be deduced. The answer to the riddle is
far from clear. The models might be supplemented with addi-
tional information, but what other information might be in-
corporated? Failing to deduce a conclusion from the models
above, Oedipus could have decided to construct additional
models of the information presented in the riddle. But how
would Oedipus go about selecting the additional information
needed to construct additional models? This is the same prob-
lem that was encountered in our discussion of syntactic rule
theory: When one is reasoning about uncertain problems,
additional information is a prerequisite to solving the prob-
lems, but how this additional information is selected from the
massive supply of information stored in memory is left
unspecified. It is not an easy problem, but it is one that makes
the theory of mental models as difficult to use as syntactic
rule theory in explaining Oedipus’s response, even though
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the theories are general ones that, in principle, can be applied
to any task, regardless of content.

Verbal Comprehension Theory 

This theory is similar to the theory of mental models in the
initial inference steps a reasoner is expected to follow in in-
terpreting a reasoning task (i.e., constructing an initial model
of the premises and attempting to deduce a conclusion from
the initial model). Unlike the theory of mental models,
however, verbal comprehension theory does not propose that
people search for alternative models of task information.

Polk and Newell (1995), the originators of verbal compre-
hension theory, have proposed that people draw conclusions
automatically from information as part of their everyday
efforts at communication. In deductive reasoning tasks, how-
ever, when a conclusion is not immediately obvious, Polk
and Newell have suggested that people attempt to interpret
the task information differently until they are able to draw the
proper conclusion. Interpretation and reinterpretation define
reasoning, according to verbal comprehension theory, and
not the search for alternative models, as in mental model the-
ory. In spite of this alleged dissimilarity between verbal com-
prehension theory and mental model theory, it is not entirely
clear how the iterative interpretation process differs from the
search for models.

Polk and Newell (1995) have suggested that people com-
mit errors on deductive tasks because “linguistic processes
cannot be adapted to a deductive reasoning task instanta-
neously” (p. 534). That is, reasoning errors occur because
people’s comprehension processes are adapted to everyday
situations and tasks and not to deductive tasks that require
specific and formal interpretations.

Polk and Newell (1995) have presented a computational
model of categorical syllogistic reasoning based on verbal
comprehension theory that accounts for some standard find-
ings in the psychological literature. The computational
model, VR, produces regularities commonly and robustly ob-
served in human studies of syllogistic reasoning. For exam-
ple, whereas people, on average, answer correctly 53% of
categorical syllogism problems, VR generates correct an-
swers to an average of 59% of such problems. Also, whereas
people, on average, construct valid conclusions that match
the atmosphere or surface similarities of the premises on 77%
of categorical syllogism problems, VR generates similar con-
clusions on 93% of the problems.

Verbal comprehension theory can only be used to account
for reasoning on tasks that supply the reasoner with all the in-
formation he or she will need to reach a conclusion (Polk &
Newell, 1995). For this reason, this theory cannot be used to

explain how Oedipus might have solved the sphinx’s riddle,
unless we can find out what additional information Oedipus
used to solve the riddle. If we assume that Oedipus supplied
additional information, then how did Oedipus select the addi-
tional information? This is the same question we asked when
considering syntactic rule theory and mental model theory.
The sphinx’s riddle, as with so many of the problems people
face in everyday situations, requires the consideration of in-
formation beyond that presented in the problem statement.
Any theory that fails to outline how this search for additional
information occurs is hampered in its applicability to every-
day reasoning.

Verbal comprehension theory has additional limitations.
One criticism of the theory is that it fails to incorporate findings
that show the use of nonverbal methods of reasoning, such as
spatial representations, to solve categorical and linear syllo-
gisms (Evans, 1989; Evans, Newstead, et al., 1993; Ford,
1995; Galotti, 1989; Sternberg, 1980a, 1980b, 1981). For ex-
ample, Ford (1995) found that some individuals used primarily
verbal methods to solve categorical syllogisms, whereas other
individuals used primarily spatial methods to solve categorical
syllogisms. Individuals employing spatial methods constructed
a variant of Euler circles to evaluate conclusions derived from
categorical syllogisms. Moreover, in studies of linear syllo-
gisms (i.e., logical tasks about relations between entities),
researchers reported that participants created visual, mental
arrays of both the items and the relations in the linear syllo-
gisms in the process of evaluating conclusions (for a review
see Evans, Newstead, et al., 1993). Verbal comprehension
theory is also ambiguous as to whether verbal comprehension
operates at the level of strategies or at the level of cognitive
architecture. Polk and Newell (1995) described verbal reason-
ing as a strategy that involves the linguistic processes of enco-
ding and reencoding, but some linguistic processes are more
automatic than controlled (see Evans, 2000). If verbal reason-
ing is to be viewed as a strategy, then future treatments of the
theory might need to identify the specific linguistic processes
that are controlled by the reasoner and how this control is
achieved.

Evolutionary Theories

According to evolutionary theories, domain-specific reason-
ing mechanisms have evolved to help human beings meet
specific environmental needs (Cosmides & Tooby, 1996).

Social Contract Theory

Unlike most of the previous theories discussed that ad-
vance domain-general methods of reasoning, social contract
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theory advances domain-specific algorithms for reasoning
(Cosmides, 1989). These Darwinian algorithms are hypothe-
sized to focus attention, organize perception and memory,
and invoke specialized procedural knowledge for the purpose
of making inferences, judgments, and choices that are appro-
priate for a given domain. According to Cosmides (1989),
one domain that has cultivated a specialized reasoning algo-
rithm involves situations in which individuals must exchange
services or objects contingent on a contract. It is hypothe-
sized that when individuals reason in a social-exchange do-
main, a social-contract algorithm is invoked.

The social-contract algorithm is an example of a
Darwinian algorithm that allegedly developed out of an
evolutionary necessity for “adaptive cooperation between
two or more individuals for mutual benefit” (Cosmides,
1989, p. 193). The algorithm is induced in situations that
reflect a cost-benefit theme and involve potential cheaters—
individuals who might take a benefit without paying a cost.
The algorithm includes a look-for-cheaters procedure that
focuses attention on anyone who has not paid a cost but
might have taken a benefit.

Social contract theory was initially proposed as a rival to
Cheng and Holyoak’s (1985) pragmatic reasoning theory. The
two theories are very similar, leading some investigators to
view social contract theory as simply a more specific version of
pragmatic reasoning theory: a version that focuses on contracts
specifically instead of obligations and permissions generally
(Pollard, 1990). Cosmides’s (1989) social contract theory has
been used to account for participants’poor performance on ab-
stract versions of the selection task. According to the theory,
reasoning errors occur whenever the context of a reasoning
task fails to induce the social-contract algorithm. Cosmides
has claimed that the social-contract algorithm is induced in
concrete, thematic versions of the Wason selection task and

that this is the reason for participants’ improved performance
on thematic versions of the task. Figure 23.2 illustrates a
social-contract representation of the Wason selection task.

Many of the same weaknesses identified in pragmatic rea-
soning theory can also be identified in social contract theory.
First, social contract theory lacks generality because it was
developed primarily to explain performance on thematic ver-
sions of the selection task. Second, the status of the social-
contract algorithm is unclear. On the one hand, the algorithm
is described as a strategy that is induced in cost-benefit con-
texts, but it is unclear whether participants select this strategy
or whether the strategy is induced automatically. If it is in-
duced automatically, then its status as a strategy is question-
able because strategies are normally under an individual’s
control (Evans, 2000). If it is not induced automatically, then
one needs to inquire how it is selected from among all avail-
able algorithms. On the other hand, the algorithm’s proposed
evolutionary origin would suggest that it might be a funda-
mental mechanism used to represent specific kinds of contex-
tual information. In other words, if an algorithm has evolved
over time to facilitate reasoning in particular contexts (e.g.,
social-exchange situations), then one would expect most, if
not all, human beings to have the algorithm as part of their
cognitive architecture. One would not expect such a basic al-
gorithm to have the status of a strategy.

Cheating Detection Theory 

Cheating detection theory (Gigerenzer & Hug, 1992) is simi-
lar to social contract theory. However, unlike social contract
theory, it explores how a reasoner’s perspective influences
reasoning performance. Gigerenzer and Hug (1992) have
maintained the view that individuals possess a reasoning
algorithm for handling social contracts. However, unlike

Figure 23.2 The cost-benefit structure of a social-contract version of the Wason selection task (adapted from
Cosmides, 1989).



Reasoning 633

Cosmides (1989), they have proposed that the algorithm
yields different responses, depending on the perspective of
the reasoner; that is, the algorithm leads participants to
generate different responses depending on whether the
participant is the recipient of the benefit or the bearer of the
cost. For instance, in the following conditional permission
rule originally used by Manktelow and Over (1991) in a
thematic version of the selection task (see also Manktelow,
Fairley, Kilpatrick, & Over, 2000), the perspective of the
reasoner determines who and what defines cheating and,
therefore, what constitutes potentially violating evidence:

If you tidy your room, then you may go out to play.

This rule, which was uttered by a mother to her son, was
presented to participants along with four cards. Each card had
a record on one side of whether the boy had tidied his room
and, on the other, whether the boy had gone out to play, as
follows: room tidied (P), room not tidied (not-P), went out to
play (Q), or did not go out to play (not-Q). Participants were
then asked to detect possible violations of the rule either from
the mother’s perspective or from the son’s perspective. Par-
ticipants who were asked to assume the son’s perspective se-
lected the room tidied (P) and did not go out to play (not-Q)
cards most frequently as instances of possible violations of
the rule. These instances correspond to the correct solution
sanctioned by standard logic. Participants who were asked to
assume the mother’s perspective, however, selected the room
not tidied (not-P) and went out to play (Q) cards most fre-
quently as instances of possible violations—the mirror image
of the standard correct solution. From these responses, it
seems that participants are sensitive to perspective in reason-
ing tasks (e.g., Gigerenzer & Hug, 1992; Light, Girotto, &
Legrenzi, 1990).

As is the case with social contract theory, cheating detec-
tion theory grew out of an attempt to understand performance
on thematic versions of the selection task. As with social con-
tract theory, facilitated performance on the selection task is
believed to be contingent on the task’s context. If the context
of the task induces the cheating-detection algorithm, then
performance is facilitated, but if the context of the task fails
to induce the algorithm, then performance suffers. Thus,
cheating detection theory can be criticized for having the
same weaknesses as social contract theory; in particular, its
scope is too narrow to account for reasoning in general.

Heuristic Theories 

A heuristic is a rule of thumb that often but not always leads
to a correct answer (Fischhoff, 1999; Simon, 1999a). Some

researchers (e.g., Chater & Oaksford, 1999) have proposed
that heuristics are used instead of syntactic rules or mental
models to reason in everyday situations. Because everyday
inferences are often uncertain and can be easily overturned
with knowledge of additional information (i.e., everyday in-
ferences are defeasible in this sense), some investigators have
proposed that heuristics are well adapted for reasoning in
everyday situations (e.g., Holland, Holyoak, Nisbett, &
Thagard, 1986). Chater and Oaksford (1999) have illustrated
the uncertainty of everyday inferences with the following
example: Knowing Tweety is a bird and Birds fly makes it
possible to infer that Tweety can fly, but this conclusion is un-
certain or can be overturned upon learning that Tweety is an
ostrich. According to Chater and Oaksford (1999), defeasible
inferences are problematic for syntactic rule theory and men-
tal model theory because these theories offer mechanisms for
how inferences are generated but not for how inferences are
overturned, if at all. Consequently, other approaches need to
be considered to explain how individuals draw defeasible
inferences under everyday conditions.

Judgment Under Uncertainty 

Tversky and Kahneman (1974, 1986) outlined several heuris-
tics for making judgments under uncertainty. For example,
one of the heuristics they discovered is displayed when peo-
ple are asked to answer questions such as What is the proba-
bility that John is an engineer? According to Tversky and
Kahneman (1974), many people answer such a question by
evaluating the degree to which John resembles or is repre-
sentative of the constellation of traits associated with being
an engineer. If participants consider that John shares many of
the traits associated with being an engineer, then the proba-
bility that he is an engineer is judged to be high. Evaluating
the degree to which A is representative of B in order to an-
swer questions about the probability that A originated with or
belongs to B might often lead to correct answers, but it can
also lead to systematic errors. In order to improve the likeli-
hood of generating accurate answers, Tversky and Kahneman
(1974) suggested that participants consider the base rate of B
(e.g., the probability of being an engineer in the general
population) before determining the probability that A belongs
to B.

Another heuristic that is used to make judgments under
uncertainty can be observed when people are asked to assess
the probability of an event, for example, the probability that it
will rain tomorrow. In this case, many people might assess the
probability that it will rain by the ease with which they gener-
ate or make available thoughts of last week’s rainy days. This
heuristic can lead to errors if people cannot generate any
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instances of rain or if people employ a biased search, in which
they ignore all of last week’s sunny days and focus only on
the rainy days in assessing the probability of rain tomorrow
(see the chapter by Nickerson & Pew for a fuller discussion of
heuristics). Tversky and Kahneman (1974, 1986) considered
that people’s reliance on heuristics undermined the view of
people as rational and intuitive statisticians. Other investiga-
tors disagree.

Fast and Frugal Heuristics 

Gigerenzer, Todd, and their colleagues from theABC research
group (1999) have suggested that people employ fast and fru-
gal heuristics that take a minimum amount of time, knowl-
edge, and computation to implement, and yield outcomes that
are as accurate as outcomes derived from normative statistical
strategies. Gigerenzer et al. (1999) have proposed that people
use these simple heuristics to generate inferences in everyday
environments. One such heuristic exploits the efficiency of
recognition to draw inferences about unknown aspects of the
environment. In a description of the recognition heuristic,
Gigerenzer et al. stated that in tasks in which one must choose
between two alternatives and only one is recognized, the rec-
ognized alternative is chosen. As this statement suggests, the
recognition heuristic can be applied only when one alternative
is less recognizable than the other alternative.

In a series of experiments, Gigerenzer et al. (1999) showed
that people use the recognition heuristic when reasoning about
everyday topics. For example, in one experiment, 21 partici-
pants were shown pairs of American cities plus additional in-
formation about each of the cities and asked to choose the
larger city of each pair. The results showed that participants’
choices of large cities tended to match those cities they had se-
lected in a previous study as being more recognizable. The
recognition heuristic can often lead to accurate inferences be-
cause objects or places that score very high (or very low) on a
particular criterion are normally made salient in our environ-
ment; their atypical characteristics make them stand out.

The recognition heuristic also yields accurate inferences in
business situations such as those that involve stock market
transactions. In one study, 480 participants were grouped into
one of four categories of stock market expertise—American
laypeople, American experts, German laypeople, and German
experts—and asked to complete a company recognition task
of American and German companies (Gigerenzer et al.,
1999). Participants then monitored the progress of two in-
vestment portfolios, one consisting of companies they recog-
nized highly in the United States and the other consisting of
companies they recognized highly in Germany. Participants
analyzed the performance of the investment portfolios for a
period of 6 months. Results showed that the recognition

knowledge of laypeople turned out to be only slightly less
profitable than the recognition knowledge of experts. For in-
stance, the investment portfolio of German stocks based on
the recognition of the German experts gained 57% during the
study; however, German stocks based on the recognition of
the German laypeople gained 47% during the same period—
only 10% less than the gains made by means of expert advice!
The investment portfolios of U.S. stocks based on the recog-
nition of American laypeople and experts did not make such
dramatic gains (13 vs. 16%, respectively). However, in all
cases, portfolios consisting of recognized stocks yielded aver-
age returns that were 3 times as high as the returns from
portfolios consisting of unrecognized stocks. These findings
indicate that when one is investing, a simple heuristic might
be a worthwhile strategy.

Probability Heuristic Model

Another heuristic approach to reasoning is Chater and
Oaksford’s (1999) probability heuristic model (PH model)
of syllogistic reasoning (see also Oaksford & Chater, 1994).
According to Chater and Oaksford, simple heuristics can
account for many of the findings in syllogistic reasoning
studies without the need to posit complicated search
processes. In the PH model, quantified statements such as
All birds are small or Most apples are red are ordered based
on their informational value. Using convex regions of a
similarity space to model informativeness, Chater and
Oaksford showed mathematically that different quantified
statements vary in how much space they occupy in the sim-
ilarity space. Categories such as all and most in quantified
statements occupy a small proportion of the similarity space
and overlap greatly, and are thus considered more informa-
tive than those quantified statements whose categories
occupy a larger proportion of the similarity space and do
not overlap greatly (see their Appendix A, p. 242). In other
words, quantified statements considered to be high in infor-
mational value are those “that surprise us the most if they
turn out to be true” (Chater & Oaksford, 1999, p. 197)
because we perceive them as unlikely. In Chater and
Oaksford’s (1999) computational analysis, quantifiers are
ordered as follows:

All > Most > Few > Some . . . are > No . . . are >>
Some . . . are not 

Thus, statements containing the quantifier all, such as All
people are tall, are considered more informative than state-
ments containing the quantifier most, such as Most people are
tall.

where > stands for more informative than.
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One informational strategy based on this ordering is
the min-heuristic, which involves choosing a conclusion to
a premise set that has the same quantifier as that of the least in-
formative premise (the min-premise). Thus, if the first premise
contains the quantifier all and the second premise contains the
quantifier some, the min-heuristic would suggest selecting
some as the quantifier for the conclusion as follows:

All Y are X
Some Z are Y (min-premise)

Some X are Z

Chater and Oaksford (1999) showed that the min-heuristic
could be used to predict the conclusions participants gener-
ated to valid categorical syllogisms with almost perfect accu-
racy. The min-heuristic predicted correctly conclusions of the
form All A are B, No A are B, and Some A are B but failed
slightly to predict conclusions of the form Some A are not B
(see their Appendix C, p. 247). The min-heuristic also ac-
counted for the conclusions participants generated incor-
rectly to invalid syllogisms.

Chater and Oaksford’s (1999) PH model fares well against
other accounts of syllogistic reasoning. For example, when
the PH model was used to model Rips’s (1994) syllogistic
reasoning results, it obtained as good a fit as Rips’s model but
with fewer parameters. Moreover, Chater and Oaksford
showed that the PH model predicts the differences in diffi-
culty between single-model syllogisms and multiple-model
syllogisms described in mental model theory. According to
the PH model, participants might be more inclined to solve
single-model syllogisms correctly because they lead to more
informative conclusions than those arising from multiple-
model syllogisms.

Although the heuristics described in Chater and
Oaksford’s (1999) PH model account for many of partici-
pants’ responses to categorical syllogisms, the application of
their model to other reasoning tasks is unclear. It is unclear
how their heuristics can be extended to everyday reasoning
tasks in which people must generate conclusions from in-
complete and often imprecise information. In addition, these
heuristics need to be embedded in a wider theory of human
reasoning.

Theorists who promote the fast and frugal heuristic ap-
proach to reasoning maintain that heuristics are adaptive re-
sponses to an uncertain environment (Anderson, 1983;
Chater & Oaksford, 1999; Gigerenzer et al., 1999). In other
words, heuristics should not be viewed as irrational responses
(even when they do not generate standard logical responses)
but as reflections of the way in which human behavior has
come to be adaptive to its environment (see also Sternberg &
Ben Zeev, 2001). Although the heuristic approach reminds us

of the efficiency of rules of thumb in reasoning, it does not
explain how people reason when fast and simple heuristics
are eschewed. For example, what are the strategies that rea-
soners invoke when they have decided they want to expend
the time and effort to search for the best alternative? It is hard
to imagine that heuristics characterize all human reasoning,
because factors such as context, instructions, effort, and in-
terest might cue more elaborate reasoning processes. 

Factors that Mediate Reasoning Performance 

Context

Context can facilitate or hinder reasoning performance. For
example, if the context of a reasoning task is completely
meaningless to a reasoner, then it is unlikely that the reasoner
will be able to use previous experiences or background
knowledge to generate a correct solution to the task. It might
be possible for a reasoner to generate a logical conclusion to
a nonsensical syllogism if the reasoner is familiar with logi-
cal necessity but not if he or she is unfamiliar with logical ne-
cessity. If a task fails to elicit any background knowledge,
logical or otherwise, it is difficult to imagine how someone
might establish a sensible starting point in his or her reason-
ing. For instance, some critics of the abstract version of the
Wason selection task have argued that participants perform
poorly on the task because the task’s abstract context fails to
induce a domain-specific reasoning algorithm (e.g., Cheng &
Holyoak, 1985, 1989; Cosmides, 1989).

That participants’ reasoning performance improves on
thematic (or concrete) versions of the selection task, how-
ever, does not demonstrate participants’ understanding of
logic. Recall that depending on the perspective the reasoner
assumes, a reasoner will choose the not-P and Q cards as eas-
ily as the P and not-Q cards in the selection task (see the sec-
tion titled “Cheating Detection Theory”; Gigerenzer & Hug,
1992; Manktelow & Over, 1991; Manktelow et al., 2000).
The facility with which reasoners can change their card
choices depending on the perspective they assume suggests
that logical principles are not guiding their performance, but,
rather, the specific details of the situation. It appears that con-
textual factors, outside of logic, have a significant influence
upon participants’ reasoning.

Instructions

The instructions participants receive prior to a reasoning task
have been shown to influence their performance. For in-
stance, instructing participants about the importance of
searching for alternative models has been shown to improve
their performance on categorical syllogisms (Newstead &
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Evans, 1993). Additionally, in thematic versions of the selec-
tion task, Pollard and Evans (1987) found that instructing
participants to enforce a rule led to better performance than
did instructing them to test a rule.

Rule enforcement is what Cheng and Holyoak (1985) and
Cosmides (1989) asked participants to do in their studies of
thematic versions of the selection task. Cheng and Holyoak
asked participants to enforce the rule—If the form says
ENTERING on one side, then the other side includes cholera
among the list of diseases—by selecting those cards that rep-
resented possible violations of the rule. In contrast, tradi-
tional instructions to the selection task have involved asking
participants to select cards that will test the truth or falsity of
the conditional rule. Liberman and Klar (1996) have claimed
that asking participants to enforce a rule, by searching for vi-
olating instances, is not the same as asking participants to test
a rule, by searching for falsifying instances; the latter task is
more difficult than the former task because participants must
reason about a rule instead of from a rule.

Reasoning about a rule is considered to be a more difficult
task than reasoning from a rule. Reasoning about a rule
requires the metacognitive awareness underlying the hypo-
thetico-deductive method of hypothesis testing; that is,
participants reasoning about a rule must test the epistemic
status or reliability of the rule (Liberman & Klar, 1996).
In contrast, participants reasoning from a rule do not test
the reliability of the rule but, instead, assume the veracity
of the rule and then check for violating instances. Critics of
thematic versions of the selection task have argued that
enforcer instructions induce participants to think of coun-
terexamples to the rule without understanding the logical
structure of the task (Wason, 1983).

The existence of perspective effects provides some evi-
dence that enforcer instructions change the demands of the
selection task from that of logical rule testing to that of simple
rule following. The perspective of the participant is a contex-
tual variable that leaves the logical structure of the task
unchanged. Thus, if participants are aware of the task’s
underlying logical structure, then their perspective of the task
should not influence their choice of cards—the P and not-Q
remain the correct card choices regardless of perspective.
However, recall that asking participants to assume different
perspectives in a thematic version of the selection task influ-
enced their choice of cards. Sometimes participants chose the
P and not-Q cards as violating instances of the conditional
rule, and sometimes they chose the not-P and Q cards as vio-
lating instances of the conditional rule (see the section titled
“Cheating Detection Theory”; Gigerenzer & Hug, 1992). The
ease with which participants altered their card choices sug-
gests that their reasoning was influenced more by contextual

variables than by logic. The improved performance obtained
with the use of enforcer instructions has led some investiga-
tors to doubt that these results should be compared with
results obtained using traditional instructions (e.g., Griggs,
1983; Liberman & Klar, 1996; Manktelow & Over, 1991;
Noveck & O’Brien, 1996; Rips, 1994; Wason, 1983).

Although enforcer instructions might alter the purpose of
the abstract selection task, the results obtained with these
instructions are significant. That participants manifest a sem-
blance of logical reasoning with enforcer instructions seems
to point to the specificity of competent reasoning. This speci-
ficity does not refer to the specific brain modules that, accord-
ing to some researchers, have evolved to help people reason in
particular domains (e.g., Cosmides, 1989; Cosmides &
Tooby, 1996). Rather, this specificity might be more indica-
tive of the specific background knowledge needed to reason
competently (e.g., Chi, Glaser, & Farr, 1988). One reason that
enforcer instructions might facilitate reasoning on thematic
versions of the selection task is that they cue very specific
knowledge about rule enforcement. Most people learn exten-
sively about rule enforcement from an early age. Enforcer
instructions might induce the use of specific knowledge about
rule enforcement. In short, enforcer instructions might facili-
tate reasoning performance by permitting participants to
use their background knowledge.

Relevance

It is reasonable to assume that individuals will be motivated
to solve tasks that are relevant to their lives. The sphinx’s rid-
dle must have had immediate relevance for the men who tried
to answer it; indeed, the riddle provoked a situation that
constituted a life-or-death affair. Sperber, Cara, and Girotto
(1995) have proposed that people gauge the relevance of a
task to themselves by determining its cognitive effect (i.e., the
benefits of the task) and its processing effort (i.e., the costs of
performing the task). According to Sperber et al., a relevant
task is one that requires minimal processing effort or whose
solution is beneficial, or both. For instance, a task that re-
quires significant processing effort might be considered rele-
vant if its benefits are great (e.g., going to college).

Assessments of task relevance are related to an individ-
ual’s knowledge, however. For example, being knowledge-
able about a task might reduce the reasoner’s perception of
the processing efforts required to solve it. Conversely, a task
that promises great rewards might inspire the reasoner to
become knowledgeable about the task’s contextual domain.
According to Cosmides (1989), for example, the promise of
benefits (and the fear of loss) inspired a social-contract algo-
rithm to evolve to help human beings negotiate goods in
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social-exchange situations. Sperber et al. (1995) have
claimed that tasks in any conceptual domain can achieve
relevance.

Reasoners who can solve tasks within a contextual domain
with little processing effort and who view these tasks as ben-
eficial are likely to be those who have some domain-specific
knowledge about the tasks. Because a person’s domain-
specific knowledge seems to be closely linked to how task
relevance is assessed and, therefore, to the person’s motiva-
tion for solving the task, domain-specific knowledge appears
fundamental to performance on reasoning tasks. If knowl-
edge is fundamental to reasoning, then how did Oedipus
solve the sphinx’s riddle? He had little domain-specific
knowledge about the riddle. Perhaps Oedipus did not resolve
the riddle by reasoning after all. Perhaps he resolved it by
problem solving.

PROBLEM SOLVING

Problem solving is defined as the goal-driven process of
overcoming obstacles that obstruct the path to a solution
(Simon, 1999a; Sternberg, 1999). Problem solving and rea-
soning are alike in many ways. For example, in both problem
solving and reasoning, the individual is creating new knowl-
edge, albeit in the form of a solution needed to reach a goal or
in the form of a conclusion derived from evidence, respec-
tively. Problem solving and reasoning seem to differ, how-
ever, in the processes by which this new knowledge is
created. In problem solving, individuals use strategies to
overcome obstacles in pursuit of a solution (Newell &
Simon, 1972). In reasoning, however, the role of strategies is
not as clear. It was mentioned earlier that reasoning theories,
such as syntactic rule theory, pragmatic reasoning theory, and
mental model theory, do not explicitly specify if syntactic
rules, pragmatic reasoning schemas, and mental models,
respectively, should be viewed as strategies or, more funda-
mentally, as forms of representing knowledge. Representa-
tion refers to the way in which knowledge or information is
formalized in the mind, whereas strategy refers to the meth-
ods by which this knowledge or information is manipulated
to reach a goal. Although individuals may be consciously
aware of the strategies they choose to solve problems, indi-
viduals are believed to be unaware of how they represent
knowledge, which is considered to be part of the mind’s cog-
nitive architecture.

It is possible that strategies are unimportant in reasoning
because the objective in reasoning is not to reach a goal so
much as it is to infer what follows from evidence; the conclu-
sion is meant perhaps to fall out of the set of premises without

too much work on the part of the reasoner. Although some
reasoning tasks do require goal-oriented conclusions that
are not easily deduced—or directly deduced at all—from the
premises, it might be more accurate to describe such reason-
ing tasks as more akin to problem-solving tasks (Galotti,
1989; Evans, Over, & Manktelow, 1993). For instance,
reasoning tasks leading to inductive inferences—inferences
that go beyond the information given in the task—might be
considered more akin to problem-solving tasks. Strategies,
however, are clearly important in problem solving because
the goal in problem solving is to reach a solution, which is
not always derived deductively or even solely from the prob-
lem information.

Knowledge Representation and Strategies in
Problem Solving

Production Systems 

The distinction between representation and strategy is made
explicit in the problem-solving literature. For example, some
investigators propose that knowledge is represented in terms
of production systems (Dawson, 1998; Simon, 1999b;
Sternberg, 1999). In a production system, instructions (called
productions) for behavior take the following form:

IF<<conditions> , THEN<<actions>.

The form above indicates that if certain conditions are met or
satisfied, then certain actions can be carried out (Simon,
1999b). The conditions of a production involve propositions
that “state properties of, or relations among, the components
of the system being modeled” (Simon, 1999b, p. 676). A pro-
duction system is normally implemented following a match
between the conditions of the production and elements stored
in working memory. The production is implemented when
the conditions specified in the production’s IF clause are sat-
isfied or met by the elements of working memory. Following
the satisfaction of the production system’s IF clause with the
elements of working memory, an action is initiated (as speci-
fied in the production system). The action may take the form
of a motor action or a mental action such as the elimination or
creation of working memory elements (Simon, 1999b).

The elements of working memory may satisfy the condi-
tions of numerous productions at any given time. One way in
which all the productions that are executable at a given mo-
ment can be restrained from overwhelming the problem
solver is through the presence of goals. A goal can be defined
simply as a symbol or representation that must be present
both in the conditions of the production and in working
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memory before that production is activated. In other words, a
goal provides a more stringent condition that must be met
by an element in working memory before the production is
activated (Simon, 1999b). In the following example of a
production system, the goal is to determine if a particular
sense of the word knows is to be applied (taken from Lehman,
Lewis, & Newell, 1998, p. 156):

IF comprehending knows, and
there’s a preceding word, and 
that word can receive the subject role, and
the word refers to a person, and
the word is third person singular,

THEN use sense 1 of knows.

The antecedent or the condition of the production consists
of a statement of the goal (i.e., comprehending knows), along
with additional conditions that need to be met before the
consequent or action is applied (i.e., use sense 1 of knows).
Although the above production system might look like a strat-
egy, it is not because knowledge has not been manipulated.

Parallel Distributed Processing (PDP) Systems 

Other theories of knowledge representation exist outside of
production systems. For example, some investigators pro-
pose that knowledge is represented in the form of a parallel
distributed processing (PDP) system (Bechtel & Abraham-
sen, 1991; Dawson, 1998; Dawson, Medler, & Berkeley,
1997). A PDP system involves a network of inter-connected,
processing units that learn to classify patterns by attending to
their specific features. A PDP system is made up of simple
processing units that communicate information about pat-
terns by means of weighted connections. The weighted con-
nections inform the recipient processing unit whether a to-be-
classified pattern includes a feature that the recipient
processing unit needs to attend to and use in classifying the
pattern. According to PDP theory, knowledge is represented
in the layout of connections that develops as the system
learns to classify a set of patterns. In Figure 23.3, a PDP rep-
resentation of the Wason (1966) selection task is shown. This
representation illustrates a network that has learned to select
the P and Q in response to the selection task (Leighton &
Dawson, 2001). The conditional rule and set of four cards are
coded as 1s and 0s and are presented to the network’s input
unit layer. The network responds to the task by turning on one
of the four units in its output unit layer, which correspond to
the set of four cards coded in the input unit layer. The layer of
hidden units indicates the number of cuts or divisions in the
pattern space required to solve the task correctly (i.e., gener-
ate the correct responses to the task). Training the network to

generate the P response required a minimum of three hidden
units.

Strategies can be extracted from a PDP system. The
process by which strategies are identified in a PDP system is
laborious, however, and requires the investigator to examine
the specific procedures used by the system to classify a set of
patterns (Dawson, 1998).

Algorithms

The representation of knowledge provides the language in
which cognitive processes in models of cognitive systems
can be described. An algorithm is one cognitive process for
accomplishing an explicit outcome. More specifically, an al-
gorithm is made up of a finite set of operations that is
straightforward and unambiguous and, when applied to a set
of objects (e.g., playing cards, chess pieces, computer parts),
leads to a specified outcome (Dietrich, 1999). The initial state
of the set of objects constitutes the input to the algorithm, and
the final state of the objects constitutes the output of the algo-
rithm. The initial state of objects is transformed into a final
state by implementing the operations of the algorithm that
correspond to state transitions. Algorithms can be described
more specifically when the context of the algorithm is defined
because an algorithm’s clarity and simplicity are relative to
the context in which it is being applied (Dietrich, 1999). An
example of an algorithm might be the instructions included
with a new desktop computer (at least, such instructions are
supposed to be algorithms). If one follows the instructions for
installing all the parts of the computer, the outcome is certain:
a working computer. Algorithms are sometimes unavailable
for accomplishing certain outcomes; under these circum-
stances, heuristics can be implemented to approximate the
desired outcome.

Figure 23.3 Illustration of a PDP network, including layer of input units,
hidden units, and output units (adapted from Leighton & Dawson, 2001).
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Heuristics

A problem-solving heuristic is a rule of thumb for approxi-
mating a desired outcome. As with reasoning heuristics,
problem-solving heuristics sometimes produce desired out-
comes and sometimes not. Heuristics are imperfect strategies
(Fischhoff, 1999). Examples of heuristics are considered
below in the context of Newell and Simon’s model of prob-
lem solving.

Theories of Problem Solving 

Newell and Simon’s Model of Problem Solving

Even after 25 years, Newell and Simon’s (1972) model of
problem solving remains influential today. Newell and
Simon’s model of problem solving was generated from
computer simulations and from participants’ think-aloud
responses as they worked through problems. According to
the model, the problem solver perceives both the initial state,
the state at which he or she originally is, and the goal state, the
state that the problem solver would like to achieve. Both
of these states occupy positions within a problem space, the
universe of all possible actions that can be applied to the prob-
lem, given any constraints that apply to the solution of the
problem (Simon, 1999a; Sternberg, 1999).

In the ongoing process of problem solving, a person de-
composes a problem into a series of intermediate steps with
the purpose of bringing the initial state of the problem closer
to the goal state. At each intermediate step prior to the goal
state, the subgoal is to achieve the next intermediate step that
will bring the problem solver closer to the goal state. Each
step toward the goal state involves applying an operation or
rule that will change one state into another state. The set of
operations is organized into a program, including sublevel
programs. The program can be a heuristic or an algorithm,
depending on its specific nature. In short, according to Newell
and Simon’s (1972) model, problem solving is a search
through a series of states within a problem space; the solution
to a problem lies in finding the correct sequence of actions for
moving from one (initial) state to another (goal) state (Newell
& Simon, 1972; Simon, 1999a; Sternberg, 1999).

A variety of heuristics can be used for changing one state
into another. For example, the difference-reduction method
involves reducing the difference between the initial state and
goal state by applying operators that increase the surface
similarity of both states. If an operator cannot be directly
applied to reduce the difference between the initial state and
goal state, then the heuristic is discarded. Another method that
is similar to the difference-reduction method is Newell and
Simon’s (1972) means-ends analysis, a heuristic Newell

and Simon studied extensively in a computer simulation
program (i.e., General Problem Solver [GPS]) that modeled
human problem solving. Means-end analysis is similar to
the difference-reduction method, with the exception that if
an operator cannot be directly applied to reduce a difference
between the initial state and goal state, then, instead of
the strategy’s being discarded, a sub-goal is set up to make the
operator applicable (Simon, 1999a).

Analogy is another heuristic. Under this heuristic, the prob-
lem solver uses the structure of the solution to an analogous
problem to guide his or her solution to a current problem. The
main focus in research on analogy is in how people interpret
or understand one situation in terms of another; that is, how
it is that one situation is mapped onto another for problem-
solving purposes (Gentner, 1999). Two main subprocesses
are proposed to mediate the use of analogy. According to
Gentner’s structure-mapping theory (1983), an unfamiliar sit-
uation can be understood in terms of another familiar situation
by aligning the representational structures of the two situa-
tions and projecting inferences from the familiar case to the
unfamiliar case. The alignment must be structurally consis-
tent such that there is a one-to-one correspondence between
the mapped elements in the familiar and unfamiliar situations.
Inferences are then projected from the familiar to the unfamil-
iar situation so as to obtain structural completion (Gentner,
1983, 1999). Following this alignment, the analogy and its
inferences are evaluated by assessing (a) the structural sound-
ness of the alignment between the two situations; (b) the fac-
tual validity of the inferences, because the use of analogy does
not guarantee deductive validity; and (c) whether the infer-
ences meet the requirements of the goal that prompted the use
of the analogy in the first place (Gentner, 1999).

Recent research suggests that use of analogy in real-world
contexts is based on structural or deep underlying similari-
ties, instead of surface or superficial similarities, between the
unfamiliar situation and the familiar situation (Dunbar, 1995,
1997). For example, Dunbar (1997) found that over 50% of
analogies that scientists generated at weekly meetings in a
molecular biology lab were based on deep, structural features
between problems, rather than on surface features between
problems. In previous studies, however, investigators (e.g.,
Gentner, Rattermann, & Forbus, 1993) have found that par-
ticipants in laboratory experiments sometimes rely on super-
ficial features when using analogy. According to Blanchette
and Dunbar (2000; see also Dunbar, 1995, 1997), partici-
pants’ reliance on superficial features when using analogy
might be due to the kind of paradigm used to study analogy.
For example, Blanchette and Dunbar indicated that previous
studies have used a reception paradigm to study analogy use.
Under the reception paradigm, participants are provided with
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both a target (less familiar) and a source (familiar) analog and
then asked to indicate the relationships between both rather
than being asked to generate their own source analogs. In a
series of studies aimed at evaluating participants’ analogies,
Blanchette and Dunbar found that when participants were
given a target problem and asked to generate their own
source analog, most of the analogies (67%) generated by par-
ticipants did not exhibit superficial similarities with the target
but, instead, exhibited deeper similarities with the target.
The proportion of these deep analogies increased to 81%
when participants worked individually. These results suggest
that participants, like scientists, can generate analogies based
on deep, structural features when laboratory conditions are
more akin to real-world contexts, that is, when participants
are free to generate their own source analogs.

Error is always a possibility when heuristics are used.
Not only might a chosen heuristic be inappropriate for
the problem under consideration, but a heuristic might be
inappropriately used, resulting in unsuccessful problem solv-
ing. Heuristics such as the difference-reduction method,
means-end analysis, analogy, and others (e.g., see Anderson,
1990, for further descriptions of the generate and test method,
working forward method, and working backward method)
are only general rules of thumb that work most of the time but
not necessarily all of the time (Fischhoff, 1999; Holyoak,
1990; Simon, 1999a). They represent general problem-
solving methods that can be applied with relative success to
a wide range of problems across domains.

According to Newell and Simon (1972), the use of heuris-
tics embodies problem solving because of the cognitive
limitations or bounded rationality that characterizes human
behavior (see also Sternberg & Ben Zeev, 2001). Simon
(1991) described bounded rationality as involving two cen-
tral components: the limitations of the human mind and the
structure of the environment in which the mind must operate.
The first of these components suggests that the human mind
is subject to limitations, and, due to these limitations, models
of human problem solving, decision making, and reasoning
should be constructed around how the mind actually per-
forms instead of on how the mind should perform from an
engineering point of view. Foolproof strategies do not exist
in everyday cognition because the ill-defined structure of our
environment makes it unlikely that people can identify
perfect heuristics for solving imperfect, uncertain problems.
The second of these components suggests that the structure
of the environment shapes the heuristics that will be most
successfully applied in problem solving endeavors. If the en-
vironment is ill defined (in the sense that it reflects numerous
uncertain tasks), then general heuristics that work most of the
time and do not overburden the cognitive system will be
favored (see also Brunswick, 1943; Gigerenzer et al., 1999;

Shepard, 1990). Heuristics, however, are only one of the
kinds of tools that facilitate problem solving. Investigators
have also found that insight is an important variable that aids
some forms of problem solving (Davidson & Sternberg,
1984; Metcalfe & Wiebe, 1987; Sternberg & Davidson,
1995).

Problem Solving by Means of Insight

Insightful problem solving can be defined as problem solving
that is significantly assisted by the awareness of a key piece
of information—information that is not necessarily obvious
from the problem presented (Sternberg, 1999). It is believed
that insight plays a role in the solution of ill-defined prob-
lems. Ill-defined problems are problems whose solution paths
are elusive; the goal is not immediately certain. Because the
solution path is elusive, ill-defined problems are challenging
to represent within a problem space. Ill-defined problems are
often termed insight problems because they require the prob-
lem solver to perceive the problem in a new way, a way that
illuminates the goal state and the path that leads to a solution.
Insight into a solution can manifest itself after the problem
solver has put the problem aside for hours and then comes
back to it. The new perspective one gains on a problem when
coming back to it after having put it aside is known as an in-
cubation effect (Dominowski & Jenrick, 1973; Smith &
Blankenship, 1989).

Metcalfe and Wiebe (1987; see also Metcalfe, 1986, 1998)
have shown that insightful problem solving seems to differ
from ordinary (noninsightful) problem solving. For example,
these investigators have shown that participants who are
highly accurate in estimating their problem-solving success
with ordinary problems are not as accurate in estimating their
success with insight problems. The processes that might be
responsible for these differences are not yet detailed, making
this account more representative of a performance-based
account than a process-based account of problem solving (for
a fuller discussion of insight, see Sternberg & Davidson,
1995).

In a more process-oriented theory of insight, however,
Davidson and Sternberg (1984) have offered a three process
view of insight. These investigators have proposed that in-
sightful problem solving manifests itself in three different
forms: (a) Selective encoding insights involve attending to
a part of the problem that is relevant to solving the problem,
(b) selective comparison insights involve novel comparisons
of information presented in the problem with information
stored in long-term memory, and (c) selective combination
insights involve new ways of integrating and synthesizing
new and old information. Insight gained in any one of these
three forms can facilitate insightful problem solving.
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Figure 23.4 Example of matchstick problem (adapted from Knoblich,
Ohlsson, Haider, & Rhenius, 1999).

In addition, Knoblich, Ohlsson, Haider, and Rhenius
(1999) have characterized insightful problem solving as over-
coming impasses, states of mind in which the thinker is unsure
of what to do next. These investigators have proposed that im-
passes are overcome by changing the problem representation
by means of two hypothetical processes or mechanisms. The
first mechanism involves relaxing the constraints imposed
upon the solution, and the second mechanism involves de-
composing the problem into perceptual chunks. In a series of
four studies aimed at examining insightful problem solving,
Knoblich et al. (1999) asked participants to solve insight prob-
lems called “match-stick arithmetic” problems. As shown in
Figure 23.4, match-stick arithmetic problems involve false
arithmetic statements written with Roman numerals (e.g., I, II,
IV), arithmetic operations (e.g., –, + ), and equal signs con-
structed out of matchsticks. The goal in matchstick problems
is to move a single stick in such a way that the initial false arith-
metic statement is transformed into a true statement. A move
can be made on a numerical value or an operator and can con-
sist of grasping a stick and moving it, rotating it, or sliding it.

According to Knoblich et al. (1999), matchstick problems
can be solved by relaxing the constraints on how numerical
values are represented, how operators are represented, and
how arithmetic functions are supposed to be formed—for
example, form of X = f(Y, Z). In particular, the numerical
value constraint in arithmetic suggests that a numerical value
on one side of an equation cannot be changed unless an
equivalent change is made to the numerical value on the other
side of the equation, such as when the same quantity is added
to or subtracted from both sides of an equation. Relaxing the
constraint on how numerical values are represented would
involve accepting the possibility that a numerical value on
one side of an equation can be changed without changing the
other side of the equation as well (e.g., if 1 is subtracted from
one side of the equation, this same operation need not be per-
formed on the other side of the equation). Note that numeri-
cal value constraints do not include constraints on how the
numerical quantities are perceived. For example, the numeri-
cal value constraint does not include constraints on whether
the number 4 is perceived as IV or as IIII or some other
representation. According to Knoblich et al. (1999), how
numbers are perceived in the context of the matchstick task is
better explained by considering the process of chunking.

Knoblich et al. (1999) suggest that decomposing elements
of matchstick problems into perceptual chunks can also help
to solve the problems. Perceptual decomposition involves,
for instance, recognizing that the Roman numeral IV can be
decomposed into the elements I and V, and that the resulting
elements can be moved independently of each other to gener-
ate a true matchstick arithmetic equation. Roman numerals
cannot, however, be decomposed into elements that are not
used in constructing the numerals. For instance, the Roman
numeral IV could not be decomposed into IIII because four
vertical lines were not used to construct the numeral IV.

In an effort to examine how constraint relaxation and
chunking mediated insightful problem solving, Knoblich et al.
(1999) asked participants to solve matchstick problems of
varying difficulty. After an initial training phase, participants
were presented with two blocks of six matchstick problems
on a computer screen and given 5 minutes to respond to each
problem. Each block of problems contained instances of easy
matchstick problems (i.e., Type A) and difficult matchstick
problems (i.e., Type C and D). Results from their four studies
revealed, as expected, that participants were more successful
at solving problems that required the relaxation of lower
order constraints (e.g., relaxing constraints on numerical
value representation) than problems that required the relax-
ation of higher order constraints (e.g., relaxing constraints on
arithmetic function representation). For example, after an av-
erage of 5 minutes, almost all participants solved problems
requiring the relaxation of low-order constraints (Type A),
whereas fewer than half of all participants solved problems
requiring the relaxation of high-order constraints (Type C). In
addition, participants were more successful at solving prob-
lems that required the decomposition of loose chunks (e.g.,
decomposing IV into I and V) than problems that required the
decomposition of tight chunks (e.g., decomposing V into \
and / ). After an average of 5 minutes, almost all participants
solved problems requiring the decomposition of loose chunks
(Type A), whereas only 75% of participants solved problems
requiring the decomposition of tight chunks (Type D). Over-
coming impasses in solving insight problems exemplifies a
general need to override mental sets or fixed ways of thinking
about problems generated from past experience with similar
problems. The encumbrance of mental sets highlights the ex-
istence of factors such as how the problem is interpreted that
can influence problem-solving success.

It is very likely that Oedipus solved the sphinx’s riddle by
experiencing an insight into its solution. The riddle can cer-
tainly be labeled an ill-defined problem—one whose solution
required the awareness of a key piece of information. What
are the processes by which Oedipus gained the insight neces-
sary to solve the riddle? This is an important question, but
one whose answer remains a mystery. On the one hand, that
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any belief or thought can, in principle, be brought to bear on
problem-solving endeavors permits the possibility of creative
or insightful problem solving. On the other hand, because any
belief or thought can be brought to bear on problem-solving
endeavors, understanding how individuals select specific
beliefs and thoughts as they solve problems remains a chal-
lenge—a challenge that we earlier identified as the frame
problem (Fodor, 1983).

Factors that Mediate Problem Solving

Definition of Problem: Mental Set 

A mental set involves thinking about a problem, its context,
and its possible solution from a single perspective (Luchins,
1942; Sternberg, 1999). Such a limited perspective can hin-
der problem solving if a successful solution can be achieved
only by viewing the problem from a novel angle. Setting the
problem aside momentarily can foster insight or a new per-
spective (see earlier discussion of incubation effect) and help
break the mental set. For example, misreading a word in an
essay or misreading a variable in a mathematical proof can
lead to a mental set and block understanding. In these cases,
putting the material aside even for an hour and then coming
back to it can break the mental set.

Past experience can be beneficial to problem solving, but
it can also foster mental sets by biasing the way in which the
problem solver ventures to reach a solution. In particular, ex-
pertise in the domain of the problem can actually disrupt
problem solving, especially if the problem calls for a creative
solution (Wiley, 1998). Although experts are generally able
to solve problems in their domains more effectively than
novices because their well-structured, easily activated
knowledge permits an efficient search of the problem space,
sometimes this knowledge can be disadvantageous. For ex-
ample, Wiley (1998) has suggested that a large amount of
domain knowledge can bias problem-solving efforts by con-
fining the search space and therefore excluding the portion of
the space in which the solution resides. That is, expertise can
actually constrain creative problem solving by foreclosing
the problem space prematurely (see also Bedard & Chi, 1992;
Frensch & Sternberg, 1989).

Strategy Selection and Knowledge 

Selecting the right strategy in response to a problem can de-
termine whether a problem’s solution will be found and, if so,
whether it will be found expeditiously. For example, the gen-
erate and test heuristic (Newell & Simon, 1972), which in-
volves arbitrarily generating solution paths until the correct
path is found, may ultimately lead one down the correct

solution path, but it is not a very efficient strategy. In contrast,
a working forward strategy is more efficient because it in-
volves delimiting the set of possible solution paths and then
choosing from this set the one that generates the better solu-
tion to the problem. Knowing which strategy to use in solv-
ing a given problem, however, is dependent on the problem
solver’s level of expertise in the problem domain.

Not all strategies are used equally often by all problem
solvers. Strategy selection depends on the problem domain
and on the level of expertise of the problem solver within that
domain (Chi et al., 1988). Expertise plays a pivotal role in
strategy selection because greater domain knowledge in the
domain of the problem influences the way in which the prob-
lem is interpreted, how the solution is envisioned, and hence
the strategy that is ultimately selected to solve the problem.
Bedard and Chi (1992), in a review of studies of expert prob-
lem solving, concluded that, in general, experts are better
problem solvers than are novices because (a) they know more
about their domain than do novices; (b) their knowledge is
better organized in ways that make that knowledge more ac-
cessible, functional, and efficient; (c) they perform better
than novices in domain-related tasks on the basis of their
greater knowledge and better organization; and (d) their skills
are domain specific. In short, experts select strategies and
solve problems more efficiently than do novices.

EXPERT PROBLEM SOLVING AND REASONING

The influential role of knowledge in successful problem solv-
ing has led investigators to examine closely the attributes of
expert problem solvers (e.g., Charness & Schultetus, 1999;
Ericsson, 1996; Ericsson & Charness, 1994; Ericsson &
Smith, 1991; Sternberg, 1999). In contrast to the popular
opinion that superior performance within a contextual domain
originates solely from innate ability, research on expertise
suggests that exceptional performance develops largely, al-
though not exclusively, from intense preparation (Ericsson &
Charness, 1994; see also the chapter by Johnson in this vol-
ume). Studies of expertise are intriguing because they sug-
gest that human cognitive abilities are flexible and can adapt
to meet increasingly higher expectations. Although research
on expertise is integrated into the literature on problem solv-
ing (e.g., Chase & Simon, 1973; Chi et al., 1988; de Groot,
1965; Gobet, 1997; Holding, 1992), it is interesting that re-
search on expertise has not been integrated into the literature
on reasoning. As we will examine shortly, the absence of this
integration may be a shortcoming in the field of reasoning.

Expertise is defined by Charness and Schultetus (1999) as
“consistently superior performance on a set of representative
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tasks for the domain that can be administered to any subject”
(p. 58). Studies of expertise suggest that expert performance is
a reliable phenomenon that can be measured using standard
tasks or conditions for competition in laboratory settings (for
a review, see Ericsson, 1996). Identified experts within a
domain seem to share a cluster of features about their training
and performance. First, peak performance results after many
years of intense preparation and practice within the domain:
10,000 hours, for example, are normally required to reach top-
level performance within a domain (Charness & Schultetus,
1999). Second, experts do not simply spend more leisure time
in their respective domain in comparison to others but, rather,
spend more hours engaging in deliberate practice (Ericsson &
Charness, 1994). Deliberate practice normally involves soli-
tary study with the purpose of improving performance.

Expertise is associated with the ability to recognize
important problem features quickly (Allard & Starkes, 1991;
Chase & Simon, 1973; de Groot, 1965; Gobet, 1997; Gobet
& Simon, 1996). For example, Gobet and Simon (1996)
found that champion chess players could recall more than
nine chess positions that had been presented to the players
briefly and without breaks between presentations (see also
the chapter by Butcher & Kintsch in this volume, in which
experts’ memory skills are discussed). Likewise, Allard and
Starkes (1991) found that elite athletes were able to abstract
and recall more information about game situations after a
brief exposure than nonelite athletes. In sum, experts recog-
nize meaningful relations or patterns in their domains of ex-
pertise (Gobet, 1997). Distilling such patterns allows experts
to form complex representations of the problem situation,
representations that integrate task information with back-
ground knowledge to select and evaluate actions and to
consider alternative actions (Ericsson, 1996; Ericsson &
Kintsch, 1995).

The Neglect of Expertise in Reasoning Theories

Although studies of expertise have been integrated into the
problem-solving literature, these studies have not been inte-
grated into the reasoning literature. For example, in tests of
syntactic rule theory and mental model theory, participants
who have training in logic or are considered expert reasoners
on categorical and conditional syllogisms are excluded from
participating. It is not entirely clear why participants with
training in logic are excluded from participating in reasoning
studies, but one reason seems to involve the belief that par-
ticipants’ training will bias the study’s results. Participants
without any training in logic (i.e., novices in logic) are usu-
ally included in studies of reasoning.

The systematic exclusion of expert reasoners from reason-
ing studies has likely obscured the rich variety of reasoning
strategies available to individuals of different knowledge lev-
els. Studying only how novices reason on a specific task
makes it impossible to assess the full set of strategies avail-
able to reasoners with different knowledge levels: The full
spectrum of responses is restricted. We know from research
in expert problem solving that it is not uncommon for novices
to resemble each other in their problem solving endeavors
within a specific domain (e.g., Priest & Lindsay, 1992). How-
ever, that novices employ a single strategy on task X does not
suggest that individuals with expertise on task X will use
the same strategy or that novices will not use an alternate
strategy on task Y. When both a restricted sample of partici-
pants (e.g., novices) and a restricted sample of tasks (e.g.,
categorical syllogisms) are used in reasoning studies, partici-
pants’ strategies and responses might appear much more alike
and consistent than they really are.

The neglect of expertise in reasoning studies might be a
source of some ambiguity in theories of reasoning. Recall that
at the beginning of the chapter we suggested that some ambi-
guity beset reasoning theories such as syntactic rule theory
and mental model theory as to how syntactic rules and mental
models should be conceptualized: that is, whether syntactic
rules and mental models should be viewed as reasoning strate-
gies or, more fundamentally, as mechanisms that comprise the
cognitive architecture of the mind. Both syntactic rule theory
and mental model theory propose that syntactic rules and men-
tal models, respectively, comprise a fundamental mechanism
in reasoning. In both theories, either rules or models are pro-
posed to underlie reasoning, but not both. However, Stenning
and Yule (1997) have indicated that rule-based and model-
based theories are essentially similar in their underlying logic
but differ only as algorithms (cf. Falmagne & Gonsalves,
1995; Roberts, 1993; for a contrasting view see Over & Evans,
1999). Thus, rules and models are not mutually exclusive. We
propose that some of the confusion regarding the cognitive
status of syntactic rules and mental models—whether rules
and models represent strategies or a fundamental reasoning
mechanism—might be due to the nature of the participants
and the tasks included in reasoning studies. When participants
with no training in logic are tested on a restricted set of logical
reasoning tasks (e.g., categorical and conditional syllogisms),
results from reasoning studies show far more consistency in
participants’ performance than there might be if participants
with varying levels of training were included. The consistency
in participants’performance might, mistakenly, lead syntactic
rule supporters (or mental model supporters) to view rules (or
models) as comprising a fixed or hard-wired mechanism in
reasoning instead of a simple strategy.
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Thematic Reasoning Tasks as Expert Tasks 

Although participants with training in logic have been ex-
cluded from participating in reasoning studies, the influence
of everyday expertise has not altogether been excluded. Para-
doxically, the power of expertise in reasoning can be illus-
trated by examining performance on thematic reasoning
tasks. Although the tasks in reasoning studies generally fail to
reflect a substantive content domain, it is possible to view
thematic reasoning tasks (e.g., thematic versions of the selec-
tion task) as reflecting a nominal, everyday content domain.
When they are viewed thus, it is possible to consider thematic
reasoning tasks as tests of everyday expertise—tests of every-
day knowledge that most people possess in order to function
successfully in everyday life. If we view thematic tasks as
tests of everyday expertise, then it is not surprising that
participants generally perform quite well on these tasks.
Individuals might perform substantially better on thematic
reasoning tasks than on abstract reasoning tasks because the-
matic tasks might cue their “expert” background knowledge,
knowledge that is useful to their functioning in everyday life
(e.g., Cosmides, 1989; Cummins, 1995). For example, most
adults could easily be labeled experts at deontic reasoning—
reasoning that involves knowing how to enforce a rule, catch
rule violators, or understand what permissions and obliga-
tions entail.

Viewing competent performance on thematic reasoning
tasks as evidence of everyday expertise is consistent with
Cosmides’s (1989) social contract theory and Gigerenzer and
Hug’s (1992) cheating detection theory. In fact, these theories
might be better termed theories of everyday expertise without
the need to incorporate post-hoc evolutionary claims. Social
contract theory and cheating detection theory advance
the idea that human beings are experts in domains that are
essential to their survival (e.g., social exchange). These in-
vestigators claim that some domains are so fundamental to
our survival that specific Darwinian algorithms have evolved
to help us reason in those domains. In other words, in do-
mains in which human beings must be knowledgeable in
order to adapt and survive, expert algorithms have developed
to guarantee successful reasoning. In short, it is possible that
the facilitated performance observed on thematic versions
of the selection task might serve as a clue that knowledge is
power in reasoning as it is in problem solving and as early
work on expert systems has made clear in the field of artifi-
cial intelligence (see Feigenbaum, 1989).

Because it appears that knowledge is power in reasoning,
more studies need to explore how individuals with different
knowledge levels perform on reasoning tasks that reflect a
substantive content domain. In studying individuals with a

range of knowledge, it will be possible to identify the strate-
gies employed in reasoning and to determine whether myriad
strategies characterize the reasoning of different groups of
participants or whether a single strategy is employed by all
participants on a specific task. It is premature at this stage to
state that people reason primarily with mental models or
mental rules or according to any other theory, given that a
sizable group of participants (e.g., experts in logic) is ex-
cluded from reasoning studies of abstract categorical syllo-
gisms and conditional syllogisms. If experts are included in
reasoning studies, new evidence might illuminate the nature
of reasoning. For example, new evidence for the use of rules
in reasoning might be found by studying experts.

If neither rules nor models at present describe a funda-
mental reasoning mechanism or, alternatively, the representa-
tional mechanism in reasoning, then in what other form might
reasoning be formalized? Borrowing from the literature
on expertise, patterns might exemplify the representational
mechanism in reasoning. The notion of patterns as a possible
representational mechanism is not a new idea. For instance,
Bechtel and Abrahamsen (1991) have suggested this idea, and
numerous studies employing a connectionist methodology
support the idea of patterns underlying reasoning. Patterns
underlie reasoning in the sense that the pattern of connectiv-
ity in a PDP network produces reliable responses to reasoning
problems. Although it is beyond the scope of this chapter to
review the role of patterns in reasoning, the interested reader
is referred to studies in which connectionist methodology
is used to model reasoning performance (e.g., Langston &
Trabasso, 1999; Park & Robertson, 1997; Stenning &
Oaksford, 1993; Stenning & Oberlander, 1995).

SUMMARY AND CONCLUSION

We will never know how the legendary Oedipus solved the
sphinx’s riddle, but from our discussion thus far it is possible
to speculate. First, it is unlikely that Oedipus either reasoned
or problem solved exclusively in his search for a solution.
He probably used a combination of methods. Having said
this, however, we must add that it is likely that Oedipus used
more problem solving techniques than reasoning techniques
to generate the answer. In particular, because a riddle can
be characterized as an ill-defined problem, it is likely that
Oedipus experienced an insight into its solution. Of course, it
is always possible that he used some kind of strategy.

It seems trite to say that investigators of reasoning and
problem solving have a great deal to learn from each other. It
is true, however, and it is especially relevant as we attempt to
further our understanding of how knowledge influences—for



References 645

better or for worse—our reasoning on everyday tasks. Re-
search on expertise offers an optimistic view that thinking,
problem solving, reasoning, and other activities are not con-
trolled solely by innate abilities. Deliberate practice and
training can improve our performance. Expertise, the idea
that performance evolves with practice, should be incorpo-
rated into theories of reasoning so as to delineate fully how
individuals reason at different times with different levels of
knowledge. One risk of excluding expert reasoners, as has
been the case in studies of logical reasoning, is that partici-
pants’ performance on reasoning tasks might appear to be
overly consistent. The apparent consistency in participants’
performance might be illusory and misleading, leading to the
ambiguity and entanglement of reasoning strategies with a
fundamental reasoning mechanism. Because the responses of
untrained logical reasoners appear consistent, investigators
might mistakenly attribute these responses to a fundamental
reasoning mechanism, when in fact they might only represent
the application of strategies. Stenning and Yule (1997) have
suggested that rules and models should be viewed as algo-
rithms and not as anything more fundamental than that. Fail-
ing to test participants who reflect a range of knowledge
levels on reasoning tasks constrains the likelihood of captur-
ing and examining the full range of strategies and solutions
generated to reasoning tasks. Ultimately, our understanding
is also constrained.

The literature on expertise, furthermore, leads us to con-
clude that pattern recognition might serve as a representa-
tional mechanism in reasoning. Connectionist studies of
reasoning exemplify a pattern-recognition approach, but the
challenge is to interpret precisely how connectionist architec-
tures solve reasoning problems (Dawson, 1998). Only by
interpreting connectionist models can we validate that their
algorithms for solving problems are psychologically plausi-
ble (Berkeley, Dawson, Medler, Schopflocher, & Hornsby,
1995; Dawson, 1998; Oaksford & Chater, 1993).

The future challenge for investigators of reasoning, more
so than for investigators of problem solving, is to (a) clarify
how strategies differ from representational mechanisms in
reasoning and (b) further our understanding of how knowl-
edge mediates reasoning. If the goal of experimental labora-
tory studies of reasoning and problem solving is to gain a
better understanding of how people reason and problem solve
in everyday contexts, then background knowledge must be a
fundamental variable in studies of reasoning and problem
solving. In the end, a more solid understanding of how every-
day reasoning and problem solving operate has tremendous
social benefits in a variety of contexts—educational, profes-
sional, political, legal, and medical—in which we aim to im-
prove performance. Indeed, knowledge is power.

REFERENCES

Allard, F., & Starkes, J. L. (1991). Motor-skill experts in sports,
dance, and other domains. In K. Anders Ericsson & Jacqui Smith
(Eds.), Toward a general theory of expertise: Prospects and lim-
its (pp. 126–152). New York: Cambridge University Press.

Anderson, J. R. (1983). The architecture of cognition. Cambridge,
MA: Harvard University Press.

Anderson, J. R. (1990). Cognitive psychology and its implications
(3rd ed.). New York: W. H. Freeman.

Bechtel, W., & Abrahamsen, A. (1991). Connectionism and the
mind. Cambridge, MA: Blackwell.

Bedard, J., & Chi, M. T. (1992). Expertise. Current Directions in
Psychological Science, 1, 135–139.

Berkeley, I. S. N., Dawson, M. R. W., Medler, D. A., Schopflocher,
D. P., & Hornsby, L. (1995). Density plots of hidden value unit
activations reveal interpretable bands. Connection Science, 7,
167–186.

Blanchette, I., & Dunbar, K. (2000). How analogies are generated:
The role of structural and superficial similarity. Memory & Cog-
nition, 28, 108–124.

Braine, M. D. S. (1978). On the relation between the natural logic
of reasoning and standard logic. Psychological Review, 85,
1–21.

Braine, M. D. S., & O’Brien, D. P. (1991). A theory of If: A lexical
entry, reasoning program, and pragmatic principles. Psychologi-
cal Review, 98, 182–203.

Braine, M. D. S., & O’Brien, D. P. (1998). The theory of mental-
propositional logic: Description and illustration. In M. D. S.
Braine & D. P. O’Brien (Eds.), Mental logic (pp. 79–89).
Mahwah, NJ: Erlbaum. 

Braine, M. D. S., Reiser, B. J., & Rumain, B. (1998). Evidence for
the theory: Predicting the difficulty of propositional logic infer-
ence problems. In M. D. S. Braine & D. P. O’Brien (Eds.),
Mental logic (pp. 91–144). Mahwah, NJ: Erlbaum.

Braine, M. D. S., & Rumain, B. (1983). Logical reasoning. In P. H.
Mussen (Series Ed.) & J. H. Flavell & E. M. Markman (Vol.
Eds.), Handbook of child psychology: Vol. 3. Cognitive develop-
ment (4th ed., pp. 263–340). New York: Wiley.

Brunswick, E. (1943). Organismic achievement and environmental
probability. Psychological Review, 50, 255–272.

Charness, N., & Schultetus, R. S. (1999). Knowledge and expertise.
In F. T. Durso, R. S. Nickerson, R. W. Schvaneveldt, S. T.
Dumais, D. S. Lindsay, & M. Chi (Eds.), Handbook of applied
cognition (pp. 57–81). Chichester, England: Wiley.

Chase, W. G., & Simon, H. A. (1973). Perception in chess. Cogni-
tive Psychology, 4, 55–81.

Chater, N., & Oaksford, M. (1999). The probability heuristics model
of syllogistic reasoning. Cognitive Psychology, 38, 191–258.

Cheng, P. W., & Holyoak, K. J. (1985). Pragmatic reasoning
schemas. Cognitive Psychology, 17, 391–416.



646 Reasoning and Problem Solving

Cheng, P. W., & Holyoak, K. J. (1989). On the natural selection of
reasoning theories. Cognition, 33, 285–313.

Cheng, P. W., & Nisbett, R. E. (1993). Pragmatic constraints on
causal deduction. In R. E. Nisbett (Ed.), Rules for reasoning
(pp. 202–227). Hillsdale, NJ: Erlbaum. 

Chi, M. T. H., Glaser, R., & Farr, M. J. (Eds.). (1988). The nature of
expertise. Hillsdale, NJ: Erlbaum.

Cosmides, L. (1989). The logic of social exchange: Has natural
selection shaped how human reason? Studies with the Wason se-
lection task. Cognition, 31, 187–276.

Cosmides, L., & Tooby, J. (1996). Are humans good intuitive statis-
ticians after all? Rethinking some conclusions from the literature
on judgement under uncertainty. Cognition, 58, 1–73.

Cummins, D. D. (1995). Naïve theories and causal deduction. Mem-
ory & Cognition, 23, 646–658.

Davidson, J., & Sternberg, R. J. (1984). The role of insight in intel-
lectual giftedness. Gifted Child Quarterly, 28, 58–64.

Dawson, M. R. W. (1998). Understanding cognitive science.
Malden, MA: Blackwell.

Dawson, M. R. W., Medler, D. A., & Berkeley, I. S. N. (1997). PDP
networks can provide models that are not mere implementations
of classical theories. Philosophical Psychology, 10, 25–40.

de Groot, A. D. (1965). Thought and choice in chess. The Hague,
The Netherlands: Mouton.

Dennett, D. (1990). Cognitive wheels: The frame problem of AI. In
M. Boden (Ed.), The philosophy of artificial intelligence: Oxford
readings in philosophy (pp. 147–170). Oxford, UK: Oxford
University Press.

Dietrich, E. (1999). Algorithm. In R. A. Wilson & F. C. Keil (Eds.),
The MIT encyclopedia of the cognitive sciences (pp. 11–12).
Cambridge, MA: MIT Press.

Dominowski, R. L., & Jenrick, R. (1973). Effects of hints and inter-
polated activity on solution of an insight problem. Psychonomic
Science, 26, 335–338.

Dunbar, K. (1995). How scientists really reason: Scientific reason-
ing in real-world laboratories. In R. J. Sternberg & J. E.
Davidson (Eds.), The nature of insight (pp. 365–395).
Cambridge, MA: MIT Press.

Dunbar, K. (1997). How scientists think: On-line creativity and con-
ceptual change in science. In T. B. Ward & S. M. Smith (Eds.),
Creative thought: An investigation of conceptual structures and
processes (pp. 461–493). Washington, DC: American Psycho-
logical Association.

Eisenstadt, S. A., & Simon, H. A. (1997). Logic and thought. Minds
& Machines, 7, 365–385.

Ericsson, K. A. (1996). The acquisition of expert performance. In
K. A. Ericsson (Ed.), The road to excellence. Mahwah, NJ:
Erlbaum.

Ericsson, K. A., & Charness, N. (1994). Expert performance:
Its structure and acquisition. American Psychologist, 49,
725–747.

Ericsson, K. A., & Kintsch, W. (1995). Long-term working memory.
Psychological Review, 102, 211–245.

Ericsson, K. A., & Smith, J. (1991). Prospects and limits in the em-
pirical study of expertise: An introduction. In K. A. Ericsson &
J. Smith (Eds.), Toward a general theory of expertise: Prospects
and limits (pp. 1–38). Cambridge, UK: Cambridge University
Press.

Evans, J. St. B. T. (1989). Bias in human reasoning: Causes and
consequences. Hillsdale, NJ: Erlbaum.

Evans, J. St. B. T. (2000). What could and could not be a strategy in
reasoning. In W. Schaeken, G. De Vooght, A. Vandierendonck, &
G. d’Ydewalle (Eds.), Deductive reasoning and strategies
(pp. 23–48). Mahwah, NJ: Erlbaum.

Evans, J. St. B. T., Handley, S. J., Harper, C. N. J., & Johnson-Laird,
P. N. (1999). Reasoning about necessity and possibility: A test of
the mental model theory of deduction. Journal of Experimental
Psychology: Learning, Memory, and Cognition, 25, 1495–1513.

Evans, J. St. B. T., & Lynch, J. S. (1973). Matching bias in the
selection task. British Journal of Psychology, 64, 391–397.

Evans, St. B. T., Newstead, S. E., & Byrne, R. M. (1993). Human rea-
soning: The psychology of deduction. Hillsdale, NJ: Erlbaum.

Evans, J. St. B. T., Over, D. E., & Manktelow, K. I. (1993). Reasoning,
decision making, and rationality. Cognition, 49, 165–187.

Falmagne, R. J., & Gonsalves, J. (1995). Deductive inference.
Annual Review of Psychology, 46, 525–559.

Feigenbaum, E. A. (1989). What hath Simon wrought? In D. Klahr &
K. Kotovsky (Eds.), Complex information processing: The im-
pact of Herbert A. Simon (pp. 165–182). Hillsdale, NJ: Erlbaum.

Fischhoff, B. (1999). Judgement heuristics. In R. A. Wilson & F. C.
Keil (Eds.), The MIT encyclopedia of the cognitive sciences
(pp. 423–425). Cambridge, MA: MIT Press.

Fodor, J. A. (1983). The modularity of mind. Cambridge, MA: MIT
Press.

Ford, M. (1995). Two models of mental representation and problem
solving in syllogistic reasoning. Cognition, 54, 1–71.

Frensch, P. A., & Sternberg, R. J. (1989). Expertise and intelligent
thinking: When is it worse to know better? In R. J. Sternberg
(Ed.), Advances in the psychology of human intelligence (Vol. 5,
pp. 157–188). Hillsdale, NJ: Erlbaum. 

Galotti, K. M. (1989). Approaches to studying formal and everyday
reasoning. Psychological Bulletin, 105, 331–351.

Galotti, K. M., Baron, J., & Sabini, J. P. (1986). Individual differ-
ences in syllogistic reasoning: Deduction rules or mental models?
Journal of Experimental Psychology: General, 115, 16–25.

Garnham, A., & Oakhill, J. (1994). Thinking and reasoning.
Cambridge, MA: Blackwell.

Gentner, D. (1983). Structure-mapping: A theoretical framework for
analogy. Cognitive Science, 7, 155–170.

Gentner, D. (1999). Analogy. In R. A. Wilson & F. C. Keil (Eds.),
The MIT encyclopedia of the cognitive sciences (pp. 17–19).
Cambridge, MA: MIT Press.



References 647

Gentner, D., Rattermann, M. J., & Forbus, K. D. (1993). The roles
of similarity in transfer: Separating retrievability from inferential
soundness. Cognitive Psychology, 25, 524–575.

Gigerenzer, G., & Hug, K. (1992). Domain-specific reasoning:
Social contracts, cheating, and perspective change. Cognition,
43, 127–171.

Gigerenzer, G., Todd, P. M., & the ABC Research Group. (Eds.).
(1999). Simple heuristics that make us smart. New York: Oxford
University Press. 

Greene, S. B. (1992). Multiple explanations for multiply quantified
sentences: Are multiple models necessary? Psychological Review,
99, 184–187.

Griggs,R.A. (1983).Theroleofproblemcontent in theselection task. In
J. St. B. T. Evans (Ed.), Thinking and reasoning: Psychological
approaches (pp. 16–43). London: Routledge and Kegan Paul.

Gobet, F. (1997). A pattern-recognition theory of search in expert
problem solving. Thinking and Reasoning, 3, 291–313.

Gobet, F., & Simon, H.A. (1996). Templates in chess memory:Amech-
anism for recalling several boards. Cognitive Psychology, 31, 1–40.

Guyote, M. J., & Sternberg, R. J. (1981). A transitive-chain the-
ory of syllogistic reasoning. Cognitive Psychology, 13, 461–525.

Holding, D. H. (1992). Theories of chess skill. Psychological
Research, 54, 10–16.

Holland, J. H., Holyoak, K. J., Nisbett, R. E., & Thagard, P. R. (1986).
A framework for induction. Induction: Processes of inferences,
learning, and discovery (pp. 1–28). Cambridge, MA: MIT Press.

Holyoak, K. J. (1990). Problem solving. In D. N. Osherson & E. E.
Smith (Eds.), Thinking: An invitation to cognitive science
(Vol. 3, pp. 117–146). Cambridge, MA: MIT Press. 

Johnson-Laird, P. N. (1983). Mental models. Towards a cognitive
science of language, inference, and consciousness. Cambridge,
MA: Harvard University Press.

Johnson-Laird, P. N. (1994). Mental models and probabilistic think-
ing. Cognition, 50, 189–209.

Johnson-Laird, P. N. (1999). Deductive reasoning. Annual Review
of Psychology, 50, 109–135.

Johnson-Laird, P. N., & Bara, B. G. (1984). Syllogistic inference.
Cognition, 16, 1–61.

Johnson-Laird, P. N., & Byrne, R. M. J. (1991). Deduction.
Hillsdale, NJ: Erlbaum.

Johnson-Laird, P. N., Byrne, R. M. J., & Schaeken, W. (1992). Propo-
sitional reasoning by model. Psychological Review, 99, 418–439.

Knoblich, G., Ohlsson, S., Haider, H., & Rhenius, D. (1999). Con-
straint relaxation and chunk decomposition in insight problem
solving. Journal of Experimental Psychology: Learning, Mem-
ory, and Cognition, 25, 1534–1555.

Langston, M., & Trabasso, T. (1999). Modeling causal integration
and availability of information during comprehension of narra-
tive texts. In H. van Oostendorp & S. Goldman (Eds.), The
construction of mental representations during reading (pp. 29–
69). Mahwah, NJ: Erlbaum.

Lehman, J. F., Lewis, R. L., & Newell, A. (1998). Architectural
influences on language comprehension. In Z. Pylyshyn (Ed.),
Constraining cognitive theories (pp. 141–163). Stamford, CT:
Ablex Publishing.

Leighton, J. P., & Dawson, M. R. W. (2001). A parallel distributed
processing model of Wason’s selection task. Cognitive Systems
Research, 2, 207–231.

Liberman, N., & Klar, Y. (1996). Hypothesis testing in Wason’s
selection task: Social exchange, cheating detection, or task
understanding. Cognition, 58, 127–156.

Light, P., Girotto, V., & Legrenzi, P. (1990). Children’s reasoning on
conditional promises and permissions. Cognitive Development,
5, 369–383.

Luchins, A. S. (1942). Mechanization in problem solving—the
effect of Einstellung. Psychological Monographs, 54 (Serial
No. 6, 95).

Manktelow, K. I., & Evans, J. St. B. T. (1979). Facilitation of rea-
soning by realism: Effect or non-effect? British Journal of Psy-
chology, 70, 477–488.

Manktelow, K. I., Fairley, N., Kilpatrick, S. G., & Over, D. E.
(2000). Pragmatics and strategies for practical reasoning. In
W. Schaeken, G. De Vooght, & G. d’Ydewalle (Eds.), Deduc-
tive reasoning and strategies (pp. 23–48). Mahwah, NJ:
Erlbaum.

Manktelow, K. I., & Over, D. E. (1991). Social roles and utilities in
reasoning with deontic conditionals. Cognition, 39, 85–105.

Metcalfe, J. (1986). Premonitions of insight predict impending
error. Journal of Experimental Psychology: Learning, Memory,
and Cognition, 12, 623–634.

Metcalfe, J. (1998). Insight and metacognition. In G. Mazzoni & T.
Nelson (Eds.), Metacognition and cognitive neuropsychology:
Monitoring and control processes (pp. 181–197). Mahwah, NJ:
Erlbaum.

Metcalfe, J., & Wiebe, D. (1987). Intuition in insight and noninsight
problem solving. Memory & Cognition, 3, 238–246.

Newell, A. (1990). Unified theories of cognition. Cambridge, MA:
Harvard University Press.

Newell, A., & Simon, H. A. (1972). Human problem solving.
Englewood Cliffs, NJ: Prentice-Hall. .

Newstead, S. E., & Evans, J. St. B. T. (1993), Mental models as an
explanation of belief bias effects in syllogistic reasoning. Cogni-
tion, 46, 93–97.

Noveck, I., & O’Brien, D. P. (1996). To what extent do pragmatic
reasoning schemas affect performance on Wason’s selection
task? Quarterly Journal of Experimental Psychology: Human
Experimental Psychology, 49A, 463–489.

O’Brien, D. P. (1993). Mental logic and human irrationality: We can
put a man on the moon, so why can’t we solve those logical-
reasoning problems? In K. I. Manktelow & D. E. Over (Eds.),
Rationality: Psychological and philosophical perspectives
(pp. 110–135) London: Routledge.



648 Reasoning and Problem Solving

Oaksford, M., & Chater, N. (1993). Reasoning theories and bounded
rationality. In K. I. Manktelow & D. E. Over (Eds.), Rationality:
Psychological and philosophical perspectives (pp. 31–60).
London: Routledge.

Oaksford, M., & Chater, N. (1994). A rational analysis of the selection
task as optimal data selection. Psychological Review, 101, 608–631.

Over, D. E., & Evans, J. St. B. T. (1999). The meaning of mental
logic. Cahiers de Psychologie, 18, 99–104.

Park, N. S., & Robertson, D. (1997). A localist network architec-
ture for logical inference. In R. Sun & F. Alexandre (Eds.),
Connectionist-symbolic integration: From unified to hybrid
approaches (pp. 245–263). Mahwah, NJ: Erlbaum.

Polk, T. A., & Newell, A. (1995). Deduction as verbal reasoning.
Psychological Review, 102, 533–566.

Pollard, P. (1990). Natural selection for the selection task: Limits to
social-exchange theory. Cognition, 36, 195–204.

Pollard, P., & Evans, J. St. B. T. (1987). Content and context effects
in reasoning. American Journal of Psychology, 100, 41–60.

Priest, A. G., & Lindsay, R. O. (1992). New light on novice-expert
differences in physics problem solving. British Journal of Psy-
chology, 83, 389–405.

Rips, L. J. (1994). The psychology of proof. Cambridge, MA: MIT
Press.

Rips, L. J. (1995). Deduction and cognition. In E. E. Smith & D. N.
Osherson (Eds.), Thinking: Vol. 3. An invitation to cognitive
science (2nd ed., pp. 297–343). Cambridge, MA: MIT Press.

Roberts, M. J. (1993). Human reasoning: Deduction rules or mental
models, or both? Quarterly Journal of Experimental Psychology,
46A, 569–589.

Roberts, M. J. (2000). Individual differences in reasoning strategies:A
problem to solve or an opportunity to seize? In W. Schaeken, G. De
Vooght, A. Vandierendonck, & G. d’Ydewalle (Eds.), Deductive
reasoning and strategies (pp. 23–48). Mahwah, NJ: Erlbaum.

Rumain, B., Connell, J., Braine, M. D. S. (1983). Conversational
comprehension processes are responsible for reasoning fallacies
in children as well as adults: If is not the biconditional. Develop-
mental Psychology, 19, 471–481.

Schaeken, W., De Vooght, G., Vandierendonck, A., & d’Ydewalle,
G. (Eds.). (2000). Deductive reasoning and strategies. Mahwah,
NJ: Erlbaum.

Shepard, R. N. (1990). Mind sights. New York: W. H. Freeman.

Simon, H. A. (1991). Cognitive architectures and rational analysis:
Comment. In K. VanLehn (Ed.), Architectures for intelligence
(pp. 25–39). Hillsdale, NJ: Erlbaum.

Simon, H. A. (1999a). Problem solving. In R. A. Wilson & F. C. Keil
(Eds.), The MIT encyclopedia of the cognitive sciences
(pp. 674–676). Cambridge, MA: MIT Press.

Simon, H. A. (1999b). Production systems. In R. A. Wilson & F. C.
Keil (Eds.), The MIT encyclopedia of the cognitive sciences
(pp. 676–677). Cambridge, MA: MIT Press.

Smith, S. M., & Blankenship, S. E. (1989). Incubation effects.
Bulletin of the Psychonomic Society, 27, 311–314.

Sperber, D., Cara, F., & Girotto, V. (1995). Relevance theory
explains the selection task. Cognition, 57, 31–95.

Stenning, K., & Oaksford, M. (1993). Rational reasoning and human
implementations of logic. In K. I. Manktelow & D. E. Over
(Eds.), Rationality: Psychological and philosophical perspectives
(pp. 136–176). Florence, KY: Taylor & Francis/Routledge.

Stenning, K., & Oberlander, J. (1995). A cognitive theory of graph-
ical and linguistic reasoning: Logic and implementation. Cogni-
tive Science, 19, 97–140.

Stenning, K., & Yule, P. (1997). Image and language in human reason-
ing: A syllogistic illustration. Cognitive Psychology, 34, 109–159.

Sternberg, R. J. (1980a). Representation and process in linear syllo-
gistic reasoning. Journal of Experimental Psychology: General,
109, 119–159.

Sternberg, R. J. (1980b). The development of linear syllogistic rea-
soning. Journal of Experimental Child Psychology, 29, 340–356.

Sternberg, R. J. (1981). Reasoning with determinate and indetermi-
nate linear syllogisms. British Journal of Psychology, 72, 407–420.

Sternberg, R. J. (1983). Components of human intelligence. Cogni-
tion, 15, 1–48.

Sternberg, R. J. (1999). Cognitive psychology (2nd ed.). Ft. Worth,
TX: Harcourt Brace.

Sternberg, R. J., & Ben Zeev, T. (2001). Complex cognition: The psy-
chology of human thought. New York: Oxford University Press.

Sternberg, R. J., & Davidson, J. E. (Eds.). (1995). The nature of
insight. Cambridge, MA: MIT Press.

Torrens, D., Thompson, V. A., & Cramer, K. M. (1999). Individual
differences and the belief bias effect: Mental models, logical
necessity, and abstract reasoning. Thinking and Reasoning, 5,
1–28.

Tversky, A., & Kahneman, D. (1974). Judgement under uncertainty:
Heuristics and biases. Science, 185, 1124–1131.

Tversky, A., & Kahneman, D. (1986). Judgment under uncertainty:
Heuristics and biases. In H. R. Arkes & K. R. Hammond (Eds.),
Judgment and decision making: An interdisciplinary reader
(pp. 38–55). Cambridge, UK: Cambridge University Press.

Wason, P. C. (1966). Reasoning. In B. M. Foss (Ed.), New hori-
zons in psychology (pp. 135–151). Harmondsworth, Middlesex,
England: Penguin.

Wason, P. C. (1983). Realism and rationality in the selection task. In
J. St. B. T. Evans (Ed.), Thinking and reasoning: Psychological
approaches (pp. 44–75). London: Routledge & Kegan Paul.

Wason, P. C., & Johnson-Laird, P. N. (1972). Psychology of reason-
ing: Structure and content. Cambridge, MA: Harvard University
Press.

Wiley, J. (1998). Expertise as mental set: The effects of domain
knowledge in creative problem solving. Memory & Cognition,
26, 716–730.



CHAPTER 24

Psychological Experimentation Addressing
Practical Concerns

RAYMOND S. NICKERSON AND RICHARD W. PEW

649

BASIC AND APPLIED RESEARCH 649
The Distinction 649
History of Distinction in Psychology 650
Current Interest in Applications 650

HISTORICAL ROOTS OF APPLIED EXPERIMENTAL
PSYCHOLOGY 652
Early Experimental and Applied Journals 652
Experimental Psychology in World War II 653
Postwar Developments 654

STATUS OF THE FIELD TODAY 655
Practical but Not Atheoretical 655
An Interdisciplinary Field 655
Laboratory and Field Experimentation 656
Closely Related Disciplines 656
Employment 656

EXAMPLES OF RECENT APPLIED EXPERIMENTAL
WORK 657
Memory Enhancement 657
Eyewitness and Earwitness Testimony 657

Human-Computer Interaction 658
Part-Task Training 659
Aviation Psychology 659
Highway Safety 660
Medicine and Health 661
Sensory, Motor, and Cognitive Aids for Disabled

People 661
The Psychology of Aging 662

FUTURE CHALLENGES FOR APPLIED EXPERIMENTAL
PSYCHOLOGY 663
Psychological 663
Social 663
Technological 664
Communicating and Effecting the Practical Implications

of Experimentation 666
SOURCES OF ADDITIONAL INFORMATION 666
CONCLUDING COMMENTS 667
REFERENCES 668

Unlike other chapters in this book, this one does not focus
on a psychological process or a specific area of psychologi-
cal research; it deals instead with research that is defined by
its methodology and its applicability to practical ends rather
than by its subject matter. One might reasonably question
whether such a chapter belongs in a handbook of experi-
mental psychology. As the fundamental method by which
theoretical hypotheses are tested, experimentation is essen-
tial to psychology, no less than to other areas of science.
The goal of all scientific activity is the discovery of regular-
ities of nature and their representation in theories from
which predictions can be made. Theories that have proved
to be robust—to have stood up under rigorous testing by
experimentation—have often, perhaps usually, proved also
to be useful to practical ends, sometimes in unanticipated
and surprising ways. So, one might argue, any well-designed
experimentation aimed at testing a theory has the potential
of being useful in a practical sense, even if none of the

eventual applications of the theory is of interest to, or even
known by, the experimenter.

We think that this argument, with some qualifications, has
considerable force, and we do not wish to contest it here. We
note, however, that experimenters differ in the degree to
which applied interests motivate their work and that experi-
ments differ with respect to the immediacy of the applicabil-
ity of their results to practical ends. In this chapter we focus
on experimentation that has been motivated explicitly by
practical concerns or that has yielded results whose practical
implications are relatively direct.

BASIC AND APPLIED RESEARCH

The Distinction

The distinction between basic and applied research is a
familiar one, not only within psychology but in science
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generally. Within the psychological research community
some investigators are seen primarily as basic scientists and
others as explicitly applications oriented. The perception of
a cultural divide (Herrmann, Raybeck, & Gruneberg, 1997)
is reinforced by association of theoretically oriented re-
searchers mainly with the academy and of those who are
more applications oriented mainly with industry or govern-
ment laboratories. The perception is further strengthened by
the fact that some research journals emphasize the theoretical
implications of research findings whereas others focus more
on practical implications.

Prominent among the properties that are usually men-
tioned as distinguishing between basic and applied research
is motivation: Basic research is said to be motivated primar-
ily by questions of a theoretical nature, whereas applied
research is motivated by an interest in solving practical
problems. This is not always an easy criterion to apply in
specific instances because researchers’ motivations are gen-
erally more complex than this simple dichotomy suggests.
Many psychologists who do research have both types of in-
terest, although individuals undoubtedly differ with respect
to the relative strengths of the influence of theoretical and
practical concerns on their choices of problems on which to
work.

We believe that basic and applied should not be thought of
as two mutually exclusive categories, into one or the other of
which all instances of research can be placed unambiguously.
Even thinking of basic and applied as representing ends of a
continuum is an oversimplification because research often
yields results that have both theoretical and practical implica-
tions. We view the distinction as better considered a matter
of emphasis than as representing a true dichotomy; and al-
though our focus is on work for which the practical motiva-
tion is relatively strong, we believe that much of the best
research in psychology (as in other areas) is motivated by
both theoretical and practical concerns.

History of Distinction in Psychology

Identifying the origin of the distinction between basic and
applied research in psychology and tracking its history would
prove an interesting study. We make no effort to do this here,
but we do note that the distinction was well established by the
second decade of the twentieth century. It was recognized ex-
plicitly by G. Stanley Hall in an address prepared for the 25th
anniversary of the American Psychological Association
(APA) in 1916 and later published as the lead article in the
first issue of the Journal of Applied Psychology (Hall, 1917).
Geissler (1917b), in the same issue, contrasted pure and ap-
plied psychology this way:

The ultimate aim of pure psychology is . . . to extend and im-
prove our knowledge of mental life with regard to its structural,
functional, genetic, and social aspects. . . . On the other hand,
applied psychology aims to investigate and improve those condi-
tions and phases of human life and conduct which involve men-
tal life, especially in its social aspects, since practically all
human activity is nowadays carried on as a function of social
intercourse. (p. 49)

In the foreword to the same issue of the Journal of Applied
Psychology, the editors, Hall, Baird, and Geissler (1917), in
explaining the need for a journal focusing on applied psy-
chology, noted that at the time there already existed several
journals and associations that had been established to serve
the interests of psychology, but that “none of the existing
journals devote themselves to the task of gathering together
the results of workers in the various fields of applied psy-
chology, or of bringing these results into relation with pure
psychology” (p. 6). They implied that applied psychology did
not command the same level of respect as did pure psychol-
ogy, at least among some members of the profession: “The
psychologist finds that the old distinction between pure and
applied science is already obscured in his domain; and he is
beginning to realize that applied psychology can no longer be
relegated to a distinctly inferior plane” (p. 6). Unfortunately,
contention about the relative merits of basic and applied work
did not end with this observation; many researchers in psy-
chology and other sciences as well have continued to project
attitudes of superiority with respect to their own approach to
research, whether it is driven primarily by theoretical or prac-
tical concerns.

Current Interest in Applications

We believe that interest among research psychologists—and
among organizations that represent them—in seeing the re-
sults of psychological research applied to practical problems
has been on the increase recently and is unusually high at the
present time. In saying this, we are mindful of the fact that the
founders of the Journal of Applied Psychology noted “an un-
precedented interest in the extension of the application of
psychology to various fields of human activity” when they in-
troduced the new journal (Hall et al., 1917, p. 5), so possibly
our belief is illusory—a consequence of the greater salience
of recent than of more remote events and possibly of some
wishful thinking on our part. 

One indication of the currently high interest in applying
psychology to real-world problems is the effort to inform pol-
icy makers and the general public of practical implications of
psychological research through presentations (e.g., Science
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and Public Policy Seminars) by psychologists to members of
Congress and congressional staffers arranged by the Federa-
tion of Behavioral, Psychological, and Cognitive Sciences
(Farley & Null, 1987). Talks given at these seminars, which
began in 1982 and have been held at the rate of approxi-
mately six per year, have dealt with the applicability of the re-
sults of psychological research to education, legal processes,
effects of television on behavior, family violence, human
error in medicine, and many other topics of general interest
and relevance to public policy making. A complete list of the
talks that have been given can be obtained at the federation’s
Web site, http://www.thefederationonline.org. Many, though
not all, of the talks have been published by the federation; in-
formation regarding whether specific talks exist in print can
be obtained either from authors or by an e-mail request to
federation@apa.org.

Further evidence of current interest in drawing attention to
the practical applications of the results of psychological re-
search is the APA’s recently established practice of issuing
press releases regarding research findings that have been
published in APA journals and that are deemed to be of pub-
lic interest. Recent releases mention findings regarding the
effects of emotion suppression on cognitive functioning, the
effects of insufficient sleep on preteen children’s physical and
mental performance, the relationship between the playing of
violent video games and aggressive behavior, effects of a
cognitively demanding secondary task on driving perfor-
mance, and personal and environmental barriers to exercise
by older women. Copies of the releases can be accessed at
http://www.apa.org/releases.

In response to requests from experimentalists who wanted
a journal dedicated to the publication of theoretically
grounded experimental studies addressed to practical prob-
lems, in 1995 the APA launched the Journal of Experimental
Psychology: Applied. This journal is like the other Journals
of Experimental Psychology in publishing articles that report
experimentation and like the Journal of Applied Psychology
in publishing those that address practical concerns, but it is
unlike these in that it requires experimental methodology and
applied orientation in combination. Articles published during
the first few years of the journal’s existence have addressed a
wide variety of topics, including education and training,
communication and information presentation, decision mak-
ing, health care and maintenance, driving and highway
safety, pilot performance, aging, computer interface design,
stress management, eye- and earwitness testimony, consumer
behavior, and many others. 

In May 2000 the American Psychological Society pub-
lished the first issue of Psychological Science in the Public
Interest as a supplement to Psychological Science. The hope

expressed by the founding coeditors of this journal, which is
scheduled to appear with one major article twice a year,
is that the reports that appear in it, all of which are to be
commissioned by its editorial board, “will come to be seen
as definitive summaries of research on nationally important
questions, much like the reports commissioned by the Na-
tional Research Council, but focused on issues for which psy-
chological research plays a central role” (Ceci & Bjork, 2000,
p. 178). The first issue describes ways—well researched by
psychologists over many years—in which the accuracy of
diagnostic decisions, which are constantly being made with
serious consequences in a wide variety of real-world situa-
tions, can be enhanced (Swets, Dawes, & Monahan, 2000b;
see also Swets, Dawes, & Monahan, 2000a). In the second
issue, Lilienfeld, Wood, and Garb (2000; see also Lilienfeld,
Wood, & Garb, 2001) critically reviewed research on projec-
tive testing instruments often used in clinical and forensic
settings (Rorschach inkblot test, thematic apperception test,
and human figure drawings).

Among other topics for which Psychology in the Public
Interest has commissioned papers are the relationship be-
tween academic achievement and class size, the question of
whether certain herbal products affect cognitive functioning,
the relationship of self-esteem to academic performance and
social adjustment, the effectiveness of coaching for the
Scholastic Achievement Test, and the best ways to teach
reading to different types of learners. One of the stated con-
siderations that motivated the establishment of this journal
and the approach it represents to publicizing findings from
psychological research that are deemed to be of public inter-
est was the concern that psychologists too often have pre-
sented research findings to the public prematurely and in
conflicting ways.

There are other reasons for believing that interest in appli-
cations of psychological research is relatively high at the
present (Nickerson, 1998). We note here the American Psy-
chological Society’s identification, under the “Human Capi-
tal Initiative,” of six priority areas for psychological research:
productivity in the workplace, schooling and literacy, the
aging society, drug and alcohol abuse, health, and violence in
America (“Human Capital,” 1992). To date the society has
issued six reports as follow-ups to the announcement of this
initiative: “The Changing Nature of Work,” “Vitality for
Life: Research for Productive Aging,” “Reducing Mental
Disorders: A Behavioral Science Research Plan for Psy-
chopathology,” “Doing the Right Thing: A Research Plan
for Healthy Living,” “Reducing Violence: A Research
Agenda,” and “Basic Research in Psychological Science: A
Human Capital Initiative Report.” These reports are avail-
able from the communications office of the American
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Psychological Society, or they can be downloaded from
http://www.psychologicalscience.org/newsresearch.

HISTORICAL ROOTS OF APPLIED
EXPERIMENTAL PSYCHOLOGY

Perhaps the first stimulus for applied experimental psychol-
ogy is to be found in the work of astronomers in the late
1700s. Before the development of accurate chronoscopes, the
British Astronomer Royal, Nevil Maskelyne, required a pro-
cedure by which he could accurately measure the time of
transit of a star. According to Sanford (1888), he used the
“eye and ear” method, attributed to Bradley: 

When the star is about to make its transit, the observer reads off
the time from his clock and then, while he watches the star in the
telescope, continues to count the second beats. He fixes firmly in
mind (as the moving image approaches the wire) its place at the
last beat before it crosses the wire, and its place at the first beat
after, and from the distances of these two points from the wire,
estimates by eye the time of the crossing in tenths of a second.
The role of the mind in observations by this method is fixing the
exact place of the star at the first beat, the holding of the same in
memory, the fixing of the place of the second beat, the compari-
son of the two and the expression of their relation in tenths. (p. 7) 

The story goes that Maskelyne fired his assistant, David
Kinnebrook, because the latter’s star measurements differed
by as much as 0.8 s from those of his supervisor. The result of
this event, 30 or more years later, was a series of behavioral
experiments to study individual differences in what became
known as the personal equation. It was this very practical
problem that motivated the initial studies of human reaction
time. Over the next 100 years investigators of the personal
equation continued to modify their measurement methodol-
ogy to take advantage of the improved technology for mea-
suring and recording events in time.

Despite, or perhaps because of, the prevailing belief
that the conduction velocity of nerves was infinitely short,
or at least not measurable, several nineteenth-century scien-
tists showed interest in the possibility of measuring the speed
of neurological and mental processes. The mid-nineteenth-
century experiments of Hermann Helmholtz on the speed of
transmission of the neural impulse in frogs are widely recog-
nized as outstanding examples of pioneering research in this
area. It was Frans Donders (1868/1969), however, who,
building on the work of Helmholtz, firmly established the
measurement of human reaction times and the taking of reac-
tion-time differences as a means of measuring the speed of
mental processes. The approach that Donders developed was

quickly adopted as a primary investigative tool by re-
searchers for use in both theoretically and practically moti-
vated experiments, and it remains so to this day. (For more on
the Kinnebrook incident and reaction-time research, see
chapter by Proctor & Vu in this volume.) Extensive accounts
of the earliest days of experimental psychology include Bor-
ing (1929/1950), Heidbreder (1935), Woodworth (1938), and
Woodworth and Schlosberg (1954).

Early Experimental and Applied Journals

The Journal of Experimental Psychology and the Journal of
Applied Psychology were established at about the same time,
the first issue of the former appearing in 1916 and that of the
latter in 1917. The Journal of Experimental Psychology was
established under the auspices of the APA; the Journal of Ap-
plied Psychology began as a private journal, financed by its
editors, and became an APA journal in 1943. 

The scope of the Journal of Applied Psychology, as de-
scribed in the front material of the first issue, was to include
the following: 

(a) The application of psychology to vocational activities, such
as law, art, public speaking, industrial and commercial work, and
problems of business appeal. (b) Studies of individual mentali-
ties, such as types of character, special talents, genius, and indi-
vidual differences, including the problems of mental diagnosis
and vocational prognosis. (c) The influence of general environ-
mental conditions, such as climate, weather, humidity, temp-
erature; also such conditions as nutrition, fatigue, etc. (d) The
psychology of everyday activities, such as reading, writing,
speaking, singing, playing games or musical instruments, sports,
etc. (pp. i, ii)

Contributors of original articles to the journal were ad-
monished that emphasis was to be laid on “clear and accu-
rate statement of results, together with their practical
applications” (iii).

There is no editorial or front matter in the first issue of the
Journal of Experimental Psychology, so we could not make a
direct comparison of the stated objectives of the two journals.
However, the main difference between them appears to have
been that articles to be published in the Journal of Experimen-
tal Psychology were to report experiments but did not have to
be applied (although they could be), whereas those to be pub-
lished in the Journal of Applied Psychology had to be applied
but did not have to report experiments (although they could).

To get an idea of the overlap between the two journals, we
scanned the first two volumes of each looking especially for
applied studies in the Journal of Experimental Psychology
and for experimental studies in the Journal of Applied
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Psychology. Of course, not everyone will agree on what con-
stitutes an applied or an experimental study, so our estimates
are subjective, but we considered roughly 10% of the 62 arti-
cles (not counting discussions) published in the first two
volumes of the Journal of Experimental Psychology to be
applied in the sense that the authors appeared to have been
motivated, at least in part, by an interest in some practical
problem and discussed how their results might be applied to
it. The majority of articles lack any explicit mention of the rel-
evance of the findings to any practical ends; this is not to sug-
gest that the investigators had no interest in practical issues,
but only to note that they did not emphasize them in reporting
their experiments. Examples of studies we classified as ap-
plied for purposes of this exercise are shown in Table 24.1.

“Experimental” was given a relatively broad connotation
for determining appropriateness for the Journal of Experi-
mental Psychology. Many of the articles in the first two vol-
umes of the journal did not report experimentation in the
strict sense of involving controlled manipulation of variables,
use of control groups, and so on. Several of the reported ex-
periments were relatively informal. About one quarter of the
articles focused on methodology; some described puzzles
designed for testing purposes; and several others involved
mental testing.

Of 67 articles published in the first two volumes of the
Journal of Applied Psychology, a large majority would not be
considered experimental in the narrowest sense of the term
(but as we have noted, many of the articles appearing in the
early issues of the Journal of Experimental Psychology prob-
ably would not pass that test either). We estimate that not
more than 10% would be considered experimental in a sense
that would make them appropriate for any of the Journals of
Experimental Psychology today. Articles included observa-
tional studies, anecdotal reports, essays, position papers, and
descriptions of tests, training courses, and research plans.
Examples of studies that we consider most likely to be
judged by experimentalists to be experimental are shown in
Table 24.2.

Experimental Psychology in World War II

Controlled experimentation was being used to investigate the
effects of various situational factors on human performance
before World War II—examples of this work include studies
by McFarland (1932) on the effects of oxygen deprivation
and those by Fletcher and Munson (1933, 1937) on the mask-
ing properties of auditory noise—but the war presented a
need for many more studies of these sorts, and research ef-
forts were mobilized on both sides of the Atlantic. In Great
Britain well-known experimental psychologists, including
Sir Frederic Bartlett, Norman Mackworth, and J. K. W.
(Kenneth) Craik, played leading roles in this effort. The main
centers of activity were first at Cambridge University, under
Bartlett, and later at the newly established Applied Psychol-
ogy Research Unit (APRU) of the Medical Research Council,

TABLE 24.1 Examples of Articles with an Emphasis on Applications
in the First Two Volumes of the Journal of Experimental Psychology
(1916–1917)

Author Title Subject

Kent (1916) A graded series of Evaluation of geometric
geometric puzzles. puzzles for use in a

nonverbal test of
intelligence.

Haines Relative values of Exploration of the utility of a
(1916) point-scale and year-scale modified Binet-Simon

measurements of 1,000 intelligence test for 
minor delinquents. identifying mental

deficiency among
delinquent minors.

Burtt The effect of uniform and Evaluation of safety
(1916) nonuniform illumination implications of an 

upon attention and experimental street lighting 
reaction times, with system in the field and in
special reference to street the laboratory, as indexed
illumination. by reaction time to an

auditory stimulus.
H. F. Adams The memory value of mixed Investigation of dependence 

(1917) sizes of advertisements. of memorability of ad on
its size and one’s frequency
of exposure to it.

Marston Systolic blood pressure Investigation of effects on
(1917) symptoms of deception. systolic blood pressure of

“lying” or telling the truth
in an experimental
situation.

TABLE 24.2 Examples of Experimental Articles in the First Two
Volumes of the Journal of Applied Psychology (1917–1918)

Author Title Subject

Geissler Association-reactions applied Investigation of reasons 
(1917a) to ideas of commercial for differential recall of

brands of familiar articles. common brand names.
Downey Handwriting disguise. Investigation of ability of

(1917) people to disguise their
handwritings and of judges 
to match disguised and
undisguised hands. 

Stevenson Correlation between different Study of correspondence
(1918) forms of sensory between judgments of

discrimination. tactile pressure, line
length, auditory intensity,
and brightness.

Wembridge Obscurities in voting upon Demonstration of ease with
(1918) measures due to double- which expressions using

negative. double or complex 
negatives are
misinterpreted.
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also in Cambridge, under Craik. The APRU went on to
become a leading establishment in Great Britain for the sci-
entific study of problems relating to the human use of tech-
nology. Bartlett (1943, 1948) studied the effects of fatigue on
human performance. Mackworth developed the first lab-
oratory tests designed to simulate the requirements for sus-
tained attention when monitoring a radar screen and spawned
the field of vigilance research (Mackworth, 1950). Craik
abstracted the requirements of antiaircraft gunnery into lab-
oratory tracking tasks and, through experiments using a sim-
ulated cockpit that he built, advanced understanding of
perceptual-motor performance generally. Not only did Craik
(1947, 1948) contribute as an experimentalist, but his theo-
retical ideas, some of which were published after his
untimely death in 1945, also were influential both in psy-
chology and in the emerging area of feedback systems or
cybernetics.

In the United States, S. S. Stevens collected at the Har-
vard Psychoacoustics Laboratory a cadre of psychologists
who soon would become well known, including James
Egan, Karl Kryter, J. C. R. Licklider, George Miller, and
Irwin Pollack. Among other achievements, this group im-
proved intelligibility-testing techniques and explored meth-
ods for improving the understanding of speech in aircraft
cockpits (Egan, 1944; Miller, 1947). Licklider (1946) exper-
imentally investigated peak clipping and discovered that he
could enhance the intelligibility of speech in a radio trans-
mission system by using signal power to increase the signal
amplitude even though the system amplitude-handling capa-
bility was limited and peak clipping would result.

Harvard University had a broader contract with the
National Defense Research Committee (NDRC) that in-
cluded funding for the Electro-Acoustics Laboratory and the
Radio Research Laboratory, as well as subcontracts with
other university laboratories that were working on human-
machine interaction. In early 1945, just before the end of the
war, the NDRC was asked to fund a new activity examining
behavioral issues in naval combat information centers. Im-
mediately after the war, this work was turned over to Johns
Hopkins University, where Clifford Morgan, Alphonse
Chapanis, Wendell Garner, John Gebhard, and Robert Sleight
became key contributors in a laboratory that identified with
most of the psychological issues associated with the design
of large-scale systems with which people had to interact
(Chapanis, 1999). The creation of this laboratory led to pub-
lication of “Lectures on Men and Machines: An Introduction
to Human Engineering,” by Chapanis, Garner, Morgan, and
Sanford in 1947, and then to the first text to use the title,
Applied Experimental Psychology, by Chapanis, Garner, and
Morgan in 1949.

Another distinguished team, which included Paul Fitts and
Arthur Melton, was assembled in Washington, DC, by J. R.
Flanagan to develop improved methods for selecting and
training Army Air Force pilots. At the time, all testing was
done with paper and pencil. This group developed the first re-
liable apparatus tests for evaluating the skills associated with
flying (Bray, 1948; Fitts, 1947a, 1947b). Psychological test-
ing was also used in connection with the selection of officers
and key military personnel in Germany at least during the
early days of the war; however, test results served primarily
to guide the clinical judgment of those responsible for per-
sonnel assignments. “Concepts of objectivity, standardiza-
tion, reliability and validity were almost entirely lacking”
(Fitts, 1946, p. 160). The psychological testing program was
inexplicably abandoned in Germany in 1942.

Postwar Developments

The contributions of psychologists to the war effort in the
United States were widely recognized; as a result, each mili-
tary service set up a laboratory for the continued study of the
behavioral and psychological issues relevant to equipment
design. In 1945 Paul Fitts became the first director of the
Army Air Force Psychology Branch of the Aeromedical Lab-
oratory at Wright Patterson Field in Ohio, while Arthur
Melton became head of an Army Air Force program on
personnel selection and training in San Antonio, TX. In the
same year, Franklin V. Taylor, with the assistance of Henry
Birmingham, established the first Navy human engineering
program at the Naval Research Laboratory. The following
year, the Human Engineering Division of the Naval Electron-
ics Laboratory was established in San Diego under Arnold
Small. The army’s Human Engineering Laboratory was
formed by the Army Ordnance Corps at Aberdeen Proving
Ground near Baltimore in 1952, initially under the direction
of Ben Ami Blau. In each of these establishments, the focus
was on designing military equipment to make it easier for op-
erational personnel to use and on improving the availability
and readiness of the military forces through personnel selec-
tion and training. In the military sphere human performance
is pushed to its limits, and there is a need to understand what
those limits are and how to design to take account of them. It
is significant that all the military services recognized the im-
portance of human performance capacities and limitations in
the operation of their equipment and began in-depth experi-
mental investigations of them soon after World War II ended. 

The desire among researchers with special interests in
applied problems to be affiliated with associations that repre-
sented specifically those interests found expression in the
establishment in Great Britain of the Ergonomics Research
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Society in 1949. In 1957 both Division 21 of the APA (then
known as the Society of Engineering Psychologists, and now
known as the Division of Applied Experimental and Engi-
neering Psychology) and the Human Factors Society (now
known as the Human Factors and Ergonomics Society) came
into existence. There now are numerous associations and so-
cieties of a similar sort in several countries, as well as orga-
nizations and journals, that represent more focused interests
within applied experimental psychology broadly defined.
Although researchers who affiliate with these organizations
continue to focus attention on implications of human capa-
bilities and limitations for system and equipment design and
operation, interests have broadened into process control,
transportation systems, health systems, human-computer
interaction (HCI), design for the aging population, and many
other areas.

During the 1960s and 1970s the most significant stimuli to
further growth in the field in the United States were associated
with initiatives of various government regulatory organiza-
tions. Many of these initiatives were stimulated by one or
more levels of advocacy from the public sector. For example,
Ralph Nader’s 1965 book Unsafe at Any Speed and related
advocacy led to the establishment of the National Highway
Safety Bureau (NHSB) to carry out safety programs under the
National Traffic and Motor Vehicle Safety Act of 1966 and the
Highway Safety Act of 1966. In 1970 the National Highway
Transportation Safety Administration was created as the
successor to the NHSB. The critical incident at the Three
Mile Island nuclear power generation plant in 1979 mar-
shaled the public support that led the Nuclear Regulatory
Commission to establish a Division of Human Factors Safety
in 1980. These agencies, which focused predominantly on is-
sues of safety, recognized that accidents are seldom exclu-
sively physical in origin—that they almost always involve
human error and that an understanding of human sensory, cog-
nitive, and motor processes is essential to reducing that error.

In the 1980s and 1990s, although safety was still an
important focus, the emphasis shifted somewhat to questions
of ease of use of products of technology, and increased atten-
tion was given to the user interface in computer software de-
sign. Computers have become ubiquitous in the workplace
and in the home. Not only are desktop computers common-
place, but most modern appliances and workplace systems,
from videocassette recorders and hospital patient monitors to
automated teller machines and vehicle navigation systems,
also have one or more computers embedded in them some-
where. Usability has become a major objective of effective
software design and evaluation, and many of the methods of
experimental psychology have been adapted to respond to
this need.

STATUS OF THE FIELD TODAY

How should we think of applied experimental psychology
as it exists today? As a discipline (like high-energy physics
or biochemistry)? An occupational specialty (like forensic
psychology or vocational counseling)? A topical focus (like
vision or working memory)? A methodology (like eye-
movement tracking or evoked-potential recording)? We think
it is none of these, but rather a domain of psychological re-
search defined as experimentation with a practical purpose; it
encompasses that work within experimental psychology that
is motivated to a significant degree by practical concerns. We
say “to a significant degree” because we do not wish to sug-
gest that it is driven only by practical concerns; as already
noted, we believe that much of the best applied work is moti-
vated by, and contributes substantively to, both practical and
theoretical interests.

Practical but Not Atheoretical

The last point deserves emphasis. Sometimes applied work is
assumed necessarily to be atheoretical. We take issue with
this view. It is possible for work to be motivated by the desire
to answer an immediate practical question and to be athe-
oretical, and it is possible for work to be motivated by a
purely theoretical question that has no obvious relevance to
any real-world problem; but it is not essential that practical
work be atheoretical or that theoretical work be divorced
from applications.

Of special relevance to the focus of this chapter are nu-
merous examples of theoretical ideas and constructs that
have been put forth and developed by investigators who were
keenly interested in practical problems and who were moti-
vated to help solve them. Among the names that come imme-
diately to mind in this regard are Frederic Bartlett (1932,
1943, 1948), Paul Fitts (1951, 1954; Fitts & Seeger, 1953),
and Donald Broadbent (1957, 1958, 1971). These and many
other investigators who could be mentioned did work that si-
multaneously addressed theoretical and practical interests.
Among the theoretical ideas that have been closely associ-
ated with applied work—sometimes guiding that work and
sometimes being informed by it—are theories of human
motor skills, information theory (and communications theory
more generally), detection and decision theory, and game
theory.

An Interdisciplinary Field

Much applied experimentation is interdisciplinary in the
sense that addressing applied problems in specific domains
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requires knowledge of those domains. If, for example, one
wishes to do research on teaching or learning for the express
purpose of helping to increase the effectiveness of classroom
instruction, one must know more than a little about education
from a practitioner’s point of view. Or if one wants to work
on the objective of decreasing the frequency of human error
in the operating room or in the delivery of medical services
more generally, one needs to know a lot—or to work with
someone who knows a lot—about medical procedures and
systems.

Many psychological researchers who work in highly
applied areas, such as the human factors of aviation, nuclear
power plant control, or manufacturing, have training both
in psychology and in their area of application. Others work
as members of research teams that depend on domain spe-
cialists to contribute the domain-specific knowledge to the
operation, but even here the psychologist is likely to need a
more-than-passing acquaintance with the relevant disciplines
in order to ensure a smoothly functioning and productive
team endeavor.

Laboratory and Field Experimentation

Experimentation, as we are using the term, includes both lab-
oratory and field studies. People doing applied research are
keenly aware of the considerable differences that typically
characterize laboratory and field work. Variables are easier to
control in the laboratory than in the field; as a consequence,
the results of laboratory experiments typically are easier to
interpret. However, the increased control usually comes at
the expense of less realism than one has in operational real-
world situations, so while the laboratory results may be eas-
ier to interpret, they are likely to be harder to apply without
qualification to the real-world situations of interest. 

A strategy that has been recommended for applied
research involves both laboratory and field research. Hy-
potheses can be tested in a preliminary fashion in simplified
or abstracted laboratory simulations of real-world situations,
perhaps using students as participants, and then the findings
can be checked with people functioning in their normal real-
world contexts. This approach is illustrated by the work of
Gopher, Weil, and Bareket (1994) in checking the extent to
which effects of training with a simulation of certain aspects
of flight control transfer to performance in an actual flight sit-
uation. Unfortunately, too often only the first step is taken,
and the assumption is made that the results obtained will
transfer to the operational situations of interest. We believe
that the development of a trustworthy store of psychological
knowledge that can be applied in confidence to real-world
problems requires a continuing interplay between laboratory

and field experimentation where what is learned in each con-
text is informing further work in the other, and theory is being
refined by the outcomes of both types of research.

Closely Related Disciplines

Defined as psychological experimentation that is explicitly
addressed to practical concerns, applied experimental psy-
chology overlaps considerably with several other disciplines.
Most obviously, it has much in common with human-factors
psychology (which for purposes of this chapter can be con-
sidered synonymous with ergonomics or engineering psy-
chology, although for some purposes somewhat different
connotations are given to these terms; Nickerson, 1999; Pew,
2000; Wogalter, Hancock, & Dempsey, 1998). It intersects
also with many subfields in psychology that are defined
by a focus on an area of application, such as organizational/
industrial psychology, military psychology, aviation psychol-
ogy, forensic psychology, consumer psychology, and the psy-
chology of aging, among several others. Researchers in each
of these and other subfields conduct experimental studies
addressed to practical questions of special interest to people
involved in these areas and hence provide many examples of
applied experimental psychology.

Employment

The kinds of settings in which applied experimental psychol-
ogists work are as varied as are the fields of activity. Many
applied experimentalists work in universities, and their work
is frequently associated with institutes or other organizations
that specialize in applied work, perhaps with a specific focus,
such as transportation, education, aging, disabilities, or com-
puter technology. Major employers of experimentalists are
the various branches and research laboratories of the federal
government. Notable among these are the laboratories of
the military services, the National Aeronautics and Space
Administration, the Department of Transportation, and the
National Institutes of Health.

Several for-profit and nonprofit companies provide op-
portunities for applied experimentalists. These include the
American Institutes of Research, Anacapa Sciences, and
CHI Systems. Many large corporations have human-factors
groups that either work on their own in-house research and
development programs or on systems-development projects
done under contract for the government or other organiza-
tions. Boeing and Lockheed-Martin in the aerospace industry
and Ford and General Motors in the automotive industry are
examples of such companies in the United States. Product-
development projects may involve experimentation during
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design or concept development stages as well as during prod-
uct test and evaluation.

Many organizations in the computer and communications
industries, especially the software side of these industries,
have vested interests in research on HCI and in the evalua-
tion of product usability. IBM, Xerox, Microsoft, and Sun
Microsystems are notable among large companies that pro-
vide opportunities for research and development in this area.
However, while controlled experimentation has played,
and continues to play, an important role in providing results
that inform the design of user-friendly products, much of
the testing and evaluation that is done is limited by cost-
effectiveness concerns to heuristic analyses or other shortcut
methods based on the expert judgment of one or a few spe-
cialists (Nielson, 1994).

The National Research Council’s Committee on Human
Factors issued a report in 1992 that provides demographic
information, including employment information, on human
factors specialists, many of whom are applied experimental-
ists (VanCott & Huey, 1992). Other sources of information
regarding where applied experimental psychologists work
include P. J. Woods (1976), Super and Super (1988), and
Nickerson (1997).

EXAMPLES OF RECENT APPLIED
EXPERIMENTAL WORK

Applied experimental work is performed in essentially all
areas of psychology. Here our intent is to illustrate, by refer-
ence to specific studies, the range of subjects addressed. We
focus primarily on relatively recent work, but there is no
paucity of comparable examples from earlier times, a few of
which were mentioned in the section on the historical roots of
applied experimental psychology. It will be obvious from the
examples given that applications of experimental psychology
are not limited to the design of devices or systems that people
use or with which they interact. This is a major focus of
human-factors or engineering psychology, but experimental
psychology has many applications that do not fall in this
category.

Memory Enhancement

Interest in the development of devices and procedures for
enhancing memory (mnemonics) predates the emergence of
experimental psychology as a discipline by many centuries,
and the search for ways to improve memory continues to the
present day (McEvoy, 1992; Wenger, & Payne, 1995; see
also chapter by Roediger & Marsh in this volume). Recent

experimentation in this area is illustrated by the method
of expanding practice first investigated by Landauer
and Bjork (1978), and subsequently by Cull, Shaughnessy,
and Zechmeister (1996). The method involves increasing the
spacing between successive rehearsals of any given item in
the list to be recalled, and it has proved to be effective in
various contexts.

Another focus of research has been the keyword
mnemonic of associating visual images with words that are
to be learned. Since it was originally proposed by Atkinson
(1975), the method has been studied and applied in many
contexts, including the learning of foreign-language vocabu-
lary (Atkinson & Raugh, 1975), state capitals (Levin,
Shriberg, Miller, McCormick, & Levin, 1980), and science
vocabulary (King-Sears, Mercer, & Sindelar, 1992). Interest
in determining the strengths and limitations of the method
continues to motivate research (Thomas & Wang, 1996). 

The ability to associate names with faces—to remem-
ber the names of people to whom one has recently been
introduced—is a sufficiently valuable social asset to have
motivated many efforts to find ways to improve it (e.g.,
McCarty, 1980; Morris & Fritz, 2000). Morris and Fritz
demonstrated that recall of the names of the members of a
group of modest size can be enhanced by a simple game that
applies the principle of expanding practice to the process of
making introductions. Other experimentally developed tech-
niques for enhancing memory for names, often involving the
use of imagery or word-image associations, have also proved
to be effective (Furst, 1944; Morris, Jones, & Hampson, 1978).

Researchers have shown great interest in the development
of ways and devices to aid people—especially elderly people,
but also people who maintain full and tight schedules—to
remember to carry through on plans and intentions (e.g., to
keep appointments, take medications, and perform time-
critical tasks; J. E. Harris, 1978; Herrmann, Brubaker, Yoder,
Sheets, & Tio, 1999; Kapur, 1995). The desirability of such
aids is evidenced by the ease with which many people forget
to keep appointments, take medications, and so on, without
them. Identification of the determinants of the effectiveness
of proposed approaches and devices intended to aid prospec-
tive memory has been the focus of some experimentation
(Herrmann, Sheets, Wells, & Yoder, 1997).

Eyewitness and Earwitness Testimony

Much experimentation has been done on eyewitness (Sobel &
Pridgen, 1981; Wells, 1993) and earwitness (Bull & Clifford,
1984; Read & Craik, 1995; Olsson, Juslin, & Winman, 1998)
testimony in recent years; these topics are of consider-
able practical interest because of their relevance to court
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proceedings. What factors contribute to the accuracy (or
inaccuracy) of such testimony? How is the accuracy of testi-
mony influenced by methods of interrogation? What makes
eyewitness or earwitness testimony more or less credible to ju-
rors? What special considerations are necessary when the eye-
witness or earwitness is a young child, and especially when
the child is the alleged victim of abuse? These and many re-
lated questions have been subjects of experimental research.

Lineup procedures have been the focus of many studies
(R. C. L. Lindsay & Wells, 1980; Malpass & Devine, 1984;
Wells & Lindsay, 1980). One question that has received at-
tention is whether sequential lineups are more or less effec-
tive than simultaneous lineups; sequential lineups appear to
be superior to simultaneous lineups at least in the sense that
they are less likely to yield false identifications (R. C. L.
Lindsay & Wells, 1985). How the confidence with which
identifications are made relates to the accuracy of those iden-
tifications has been another question of interest; overconfi-
dence is not an unusual finding (Juslin, Olsson, & Winman,
1996; Loftus, Donders, Hoffman, & Schooler, 1989; Wells &
Bradfield, 1998), and some data show that confidence may
increase as a result of interrogation without a corresponding
increase in accuracy (Shaw, 1996). A related question has to
do with the degree to which the confidence expressed by a
witness determines the credence that is given by jurors to the
witness’s testimony; it appears that more confident witnesses
tend to be seen as more credible (Cutler, Penrod, & Stuve,
1988; R. C. L. Lindsay, Wells, & O’Connor, 1989). 

The reliability of testimony of very young children (Ceci &
Bruck, 1993, 1995; Dent & Flin, 1992; Poole & Lindsay, 2001)
and of very elderly people (Bornstein, 1995; Yarmey, 1984;
Yarmey & Kent, 1980) has been studied experimentally. Ex-
perimentation has shown that having children draw pictures
relating to experiences, especially emotional experiences, can
facilitate their verbal recall of those experiences (Butler,
Gross, & Hayne, 1995; Gross & Hayne, 1998, 1999). Espe-
cially relevant to the assessment of the reliability of testimony
is the finding of the possibility of eliciting “memories” of
events in one’s past that did not occur (Hyman & Kleinknecht,
1999; Loftus, 1997; Pezdek, Finger, & Hodge, 1997). Such re-
sults are especially relevant to reports by adults of having re-
covered lost memories of molestation or other forms of abuse
as children. The problem of suggestibility more generally has
motivated some experimentation (Gudjonsson, 1992; D. S.
Lindsay, 1990; Tomes & Katz, 1997), as has interest in the ef-
fects of sleep deprivation on suggestibility in interrogation
procedures (Blagrove, 1996; Blagrove & Akehurst, 2000).

A topic closely related to eyewitness testimony is that of
face recognition, which has also been the focus of much
experimentation. How reliable is the recognition of faces

captured by a high-quality video camera relative to that of
faces in photographs? Some work suggests that recognition
based on video shots is not very reliable (Bruce et al., 1999;
Henderson, Bruce, & Burton, 2001)—an important finding in
view of the widespread use of closed-circuit TV systems for
security surveillance.

Human-Computer Interaction

There are few, if any, areas that have stimulated more experi-
mental work in recent years than that of HCI. Interest has
grown sufficiently rapidly to have stimulated the establish-
ment of several new journals focused on the subject. Topics
investigated within this domain include e-mail and other
computer-mediated human communication (Kiesler, Siegel, &
McGuire, 1984; Kiesler, Zubrow, Moses, & Geller, 1985),
computer-supported work by groups or teams (special issues
of Human-Computer Interaction, 1992, and Interacting with
Computers, 1992; Sproull & Kiesler, 1991), interface design
(Fisher, Yungkurth, & Moss, 1990; Norman, 1991; Paap &
Roske-Hofstrand, 1986), and a host of others (Helander,
Landauer, & Prabhu, 1997).

Work in this general area has been spurred by a rapid in-
crease in the number of people who use computers more or
less daily for professional or personal purposes. The first
heavy users of computers, during the middle of the twentieth
century, were for the most part technically oriented people.
Many of them were working on the development of com-
puter technology itself or were specialists who were applying
it to computationally intensive tasks. With the production of
affordable desktop computers and the proliferation of com-
puter networks, more and more people who were not trained
in computer science or related technical areas became com-
puter users, and the need for the design of interfaces and soft-
ware with their requirements in mind became increasingly
important.

Much of the early experimental work focused on the de-
sign of input-output devices. Efforts to design keyboards that
improve on the standard QWERTY layout predate modern
computer technology by many years, but the proliferation of
computer users for whom the keyboard is the main input
device has increased interest not only in the possibility of al-
ternative key arrangements but in other aspects of keyboard
design (e.g., split keyboards and chord keyboards; Lewis,
Potosnak, & Magyar, 1997). Questions of what should ap-
pear on a visual interface and how the display should be laid
out motivated much experimentation on the design of option
menus and icons (Norman, 1991; Paap & Cooke, 1997) and
on the management of objects that sometimes are (at least
partially) visible and sometimes not (Marcus, 1997).
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Making computer technology accessible to people with
various types of disabling conditions represents a special chal-
lenge that has also motivated research (Elkind, Nickerson,
Van Cott, & Williges, 1995; Newell & Gregor, 1997). Experi-
mentation with natural language and speech for communicat-
ing with computer systems has been ongoing for several
years; these technologies are sufficiently mature that they are
beginning to be applied in practical situations (Makhoul,
Jelinek, Rabiner, Weinstein, & Zue, 1990; Ogden & Bernick,
1997). The research that has brought these technologies to
their current state of development has revealed much about
human language and speech understanding (see chapter by
Fowler in this volume).

The short history of computing technology has been one
of a steady increase in the amount of computing power that
can be packaged in a given space and that can be obtained for
a given cost. Although there are limits to what can be accom-
plished by advances in miniaturization, they have not yet
been realized. Already the state of the art provides people
with access (in a physical though not necessarily a psycho-
logical sense) to enormous amounts of information via the
Internet and the World Wide Web, and it makes possible the
embedding of computing power into the instruments and ob-
jects of everyday life. Research challenges for the future are
likely to have less to do with questions of the design of input-
output devices and more with questions of how to help peo-
ple interact effectively with extremely large information
repositories and with objects and environments that have in-
creasingly cognition-like capabilities (Nickerson, 1995).

Part-Task Training

Training of certain types—especially for tasks involving in-
teraction with complex machines that are costly to build and
operate, such as aircraft—is a very expensive undertaking.
For this reason there has long been interest in the possibility
of doing training of some aspects of such tasks with much
less costly devices. Whether such part-task training is effec-
tive in any particular case is an empirical question and is best
answered by experiment. Many years of research on the
topic have yielded mixed results (Lintern & Gopher, 1980;
Stammers, 1982; Wightman & Lintern, 1985).

Illustrative of recent work in the area is that of several in-
vestigators who have been successful in showing that prac-
tice with Space Fortress, a computer game that is intended to
capture some aspects of flying tasks, can facilitate subsequent
training of pilots of both fixed- and rotary-wing aircraft
(Gopher et al., 1994; Hart & Battiste, 1992). Space Fortress
was used in a coordinated set of studies sponsored by the
U.S. Advanced Research Projects Agency to investigate the

relative effectiveness of a variety of training strategies, most
of which involved part-task training. The composite task—
doing well at the Space Fortress game—was the same for all
participants, but the variety of training regimens used re-
flected experimenters’ differing ideas about how best to break
down the composite task and train people on the components.
The set of studies is described in a special volume of Acta
Psychologica (Donchin, Fabiani, & Sanders, 1989).

The use of simulation for training purposes constitutes a
part-task approach to training, inasmuch as any simulator
faithfully represents only some subset of the characteristics
of the real-world situation of interest. A great deal of experi-
mentation has been required to bring the state of the art of
simulation to the point where it can be the primary means of
training people to perform many complex tasks, piloting and
other aviation tasks being perhaps the most notable exam-
ples. How realistic a simulation must be in order to be effec-
tive for training purposes is a perennial question (Hays &
Singer, 1989), and the answer appears to depend on the
specifics of the task that must be learned.

Aviation Psychology

As we have already noted, many of the problems that en-
gaged experimental psychologists during World War II had to
do with military aviation. Much research continued this focus
after the war, but attention began to be given to problems
within commercial and civil aviation as well. Today the prob-
lems encountered in aviation psychology are considerably
broader in range than are those that occupied researchers in
the early days of the field. The development of multifunction
glass-cockpit displays—cathode ray tubes, liquid crystal
plasma displays—that have less resolution but much greater
flexibility than dedicated traditional instruments or paper
maps has raised a host of questions about how to make the
best use of the new technologies. Heads-up displays pro-
jected on an aircraft’s windscreen provide new challenges to
the visual system (Wickens & Long, 1995). They have re-
ceived extensive research attention in the aviation context
and are beginning to be examined for potential use in auto-
motive systems as well (Weintraub, 1992). There remain
unresolved questions regarding how best to match displays
to pilots’ preferred ways of conceptualizing an airspace
(Wickens & Prevett, 1995). Helmet-mounted displays are
also receiving attention from experimenters because of their
potential uses in aviation, especially in nighttime flight
(Seagull & Gopher, 1997).

Over the past 20 years, flying, especially of commercial
and military transport aircraft, has changed from being pre-
dominately a task of perceptual motor control to being one of
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supervisory management of automated avionics systems,
from computer-controlled artificial stability systems to flight-
management computers (Billings, 1996). The applied psy-
chology questions often concern the relationship between the
aircrew and the automated systems. Does the introduction of
automation actually reduce mental workload? Does it lead to
complacency on the part of the aircrew? Under what condi-
tions does the aircrew establish trust in the automation
(Parasuraman & Riley, 1997)? What are the training implica-
tions of introducing high levels of automation?

Flight training has been a major interest of aviation psy-
chologists from the beginnings of the field; the rapidly chang-
ing technology has brought new challenges to this problem
area as well (Salas, Bowers, & Prince, 1998). The use of sim-
ulation and the part-task approach in the training of piloting
was noted in the preceding section. In recent years there has
been great interest in the study of the training and perfor-
mance of aircrew teams and of individuals as members of
teams (Prince & Salas, 1993; Salas & Cannon-Bowers, 1997).
Interpersonal team factors involving the captain and first offi-
cer, and, when present, the engineer are considered critical
determinants of aviation safety (Helmreich & Foushee,
1993). This concern has led to research by psychologists in
the area that has been called cockpit resource management, a
goal of which is to help members of aircrews interact with
greater sensitivity and respect for each other without violating
the requisite authority relationships. Commercial airlines
have widely adopted such programs and are showing interest
in applying similar methods in air traffic control, training of
crew operations, and other critical team activities.

Planning is currently underway to introduce advanced
technology and major procedure revisions in the management
of the national airspace by the Federal Aviation Administra-
tion. With research support from the National Aeronautics
and Space Administration, researchers are exploring con-
cepts of free flight in which aircrews and airline operations
centers are given more opportunity to select the routes they fly.
The success of such procedural modifications will depend on
how well human factors are taken into account in the develop-
ment and implementation of these plans (Wickens, Mavor, &
McGee, 1997). We can expect continued applied experimental
psychological research in support of these developments.

Highway Safety

Work relating to highway safety has been going on since
the early 1930s, although a special impetus for it was pro-
vided by the establishment of the National Highway Traffic
Safety Administration in 1970. There has been a sustained
interest in research concerning the head and rear lighting of

automobiles; the design, location, coding, and standardiza-
tion of vehicle controls, especially as the number and variety
of secondary controls has increased; the design, location,
coding, and standardization of vehicle displays; driver
performance and its role as a causal or preventive agent for
accidents, and especially the problem of driving under the
influence of alcohol; safety education and driver training
programs; and the effects of aging on driving performance
(Peacock & Karwowski, 1993). Behavioral research led to
the recommendation that rear brake lights be located in a dif-
ferent position than running lights (Crosley & Allen, 1966;
Nickerson, Baron, Collins, & Crothers, 1968) and eventually
to the practice of locating them above the vehicle’s trunk.
Most studies of the effectiveness of the high location have
concluded that it has reduced the incidence of rear-end colli-
sions, but the magnitude of the reduction appears to be con-
siderably less than was originally assumed (Mortimer, 1998).
Much attention has been given to the problem of driving at
night or under generally poor lighting conditions (Leibowitz
& Owens, 1977; Owens & Tyrell, 1999); this attention is
well-deserved in view of the high incidence of traffic fatali-
ties in industrialized countries (Evans, 1991) and the fact that
a large percentage of these fatalities occurs at nighttime
(Owens, Helmers, & Sivak, 1993).

In 1991 two major programs impacting behavioral science
research were initiated. The first was the Intelligent Trans-
portation Systems Program, which includes a number of
initiatives directed at improving traffic flow and traffic man-
agement for commercial and private vehicles. One component
of this program, the Intelligent Vehicle Initiative, aims to ac-
celerate the development and availability of advanced safety
and information systems applied to all types of vehicles. The
goal is to integrate driver assistance and motorist information
functions so that vehicles operate more safely and efficiently.
It includes in-vehicle navigation, traffic advisory, and emer-
gency response functions. There is currently concern about
the best ways to communicate this information to the vehicle
driver. Government contractors and commercial companies
are conducting studies to evaluate alternative approaches,
such as heads-up displays and speech, and the impact on vehi-
cle safety of introducing such systems (Kantowitz, Lee, &
Kantowitz, 1997).

The second notable program is the development of a
major high-fidelity driving simulator, the National Advanced
Driving Simulator, which is intended to be a national asset.
Nearing completion at the University of Iowa, the simulator
will provide an experimental resource, including a scientific
staff of engineers and behavioral scientists, for a wide va-
riety of experimental studies relating to highway safety. It is
expected to be used in both government and commercial
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research and development efforts, particularly in support of
such projects as the Intelligent Transportation Systems Pro-
gram. On the basis of these developments, continued growth
can be expected in the application of psychological research
methods and data to national driver-highway-system prob-
lems (Bloomfield et al., 1995; Kantowitz et al., 1997).

In this and the preceding section we have focused on re-
search relating to aviation and highway safety. We should
note that although most of the psychological work pertaining
to transportation safety has in fact dealt with airspace opera-
tions or highway traffic, work has also been done on rail and
maritime safety as well. Multiple-fatality accidents have oc-
curred with disturbing frequency in both contexts, and human
error has often been implicated as the major causal factor
(Secretary of State for Transport, 1989; Wilson, 1992). Ship
disasters claiming the lives of 200 or more people are not
uncommon; the World Almanac (1998) lists twelve such inci-
dents between 1981 and 1997. It seems clear that transporta-
tion safety will deserve the attention of applied researchers
for the foreseeable future.

Medicine and Health

Both the rapid increase in the elderly population and the con-
stant development of new medicines and technological
devices for use in outpatient treatment of various types of ill-
nesses and impairments have motivated concern among psy-
chologists regarding the adequacy of the design of medical
devices from a user’s point of view (Klatzky & Ayoub, 1995).
Devices that are intended to be used by people without med-
ical training in the home need to be designed not only so that
they serve the function that they are intended to serve when
properly used, but also so that proper use is easy, the possi-
bility of incorrect use is minimized, and the consequences are
not disastrous when the latter occurs. The question of what
can be done through training to help people who are chroni-
cally ill cope more effectively with their medical problems
has stimulated some research (McWilliam et al., 1999).

The identification of factors that influence the likelihood
that people will voluntarily get medical examinations or take
disease-prevention measures has been the focus of some
experimentation (Chapman, & Coups, 1999; Chapman &
Sonnenberg, 2000; Klatzky & Messick, 1995; Klatzky,
Messick, & Loftus, 1992). Efforts have been made to deter-
mine the relative effectiveness of various methods of pro-
moting self-examination and participation in medical screen-
ing for skin cancer (Mickler, Rodrigue, & Lescano, 1999),
prostate cancer (Davidson, Kirk, Degner, & Hassard, 1999),
and breast and cervical cancer (Holden, Moore, & Holiday,
1998), among other diseases.

Interest in the question of how to design and deliver mes-
sages that will motivate health maintenance and illness-
prevention activities has stimulated experimental work
(Wright, 1999). Some researchers have found that health
messages are likely to be more effective in evoking risk-
reducing behavior changes if tailored to meet recipients’
individual needs than if presented in more generic form
(Kreuter, Bull, Clark, & Oswald, 1999); others have begun to
explore the possibility of applying computer technology to
the production of such individually tailored messages
(DeVries & Brug, 1999; Dijkstra & DeVries, 1999).

Human error has been mentioned several times already as
a focus of experimental work in various contexts. Interest in
the subject stems in large part from the fact that such errors
can have severe consequences, as when they lead to indus-
trial accidents, airplane crashes, or train wrecks (Reason,
1990; Senders & Moray, 1991; D. D. Woods & Cook, 1999).
Notable among the contexts in which such human error has
been studied are transportation and process control; recently,
however, much attention has been focused on human error in
medical contexts. Although errors that occur in the operating
room—as when a surgeon performs the right operation on the
wrong limb—are likely to get more press than those that
occur in more mundane settings, serious consequences
can occur when medicine is misprescribed, interactions
among medicines are overlooked, a prescription is misread,
printed instructions are misunderstood, or medications are not
taken as prescribed. Identifying the various types of medical
errors that occur and finding ways to eliminate them or de-
crease their frequency of occurrence have become important
objectives for experimental research (Bogner, 1994).

Sensory, Motor, and Cognitive Aids for Disabled People

The number of people in the United States who have physical
or mental disabilities that constitute serious impediments to
employment or daily living is not known precisely but is un-
questionably large. Elkind (1990) has estimated that about
40% of the 30% of the U.S. population that reports having
some type of disability (i.e., about 12% of the entire popula-
tion) has a disability that can be considered severe. A 1997 re-
port of the U.S. Census Bureau gives a lower figure (19.7%)
as the percentage of the U.S. population with some level of
disability, but essentially the same (12.3%) as the percentage
having a severe disability. The 1999 Statistical Abstract (U.S.
Census Bureau, 1999, Table 627) gives about 17 million as
the number of people between 16 and 64 years of age with
“work disability,” which is about 10% of the population in
this age group. This figure is also consistent with the earlier
estimates if we assume that the percentage of children with
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comparable disabilities is similar whereas that of older
people is undoubtedly higher. In any case, the percentage of
the population that experiences nontrivial difficulties because
of physical or mental disabilities is large enough to represent
a major national concern for both economic and humanitar-
ian reasons. The situation may be assumed to be comparable
in other countries as well.

Much experimentation has been driven by an interest in
developing aids for people who have disabilities of various
sorts. Many devices have been developed to help people func-
tion effectively despite one or another type of handicap; these
include mechanical limbs, automatic readers that will output
speech or a tactile representation of what is read, tactile maps,
sonar canes, and navigation systems for visually impaired
people (Loomis, Golledge, Klatzky, 1998; Redden & Stern,
1983; Stern & Redden, 1982; see also chapter by Klatzky &
Lederman in this volume). Generally a great deal of experi-
mentation with potential users of such systems is required to
determine whether they will be effective in operational situa-
tions, or how they might be made so. As Mann (1982) has
noted, there is going to be no shortage of hardware in the
future—the ability to package ever larger amounts of com-
puter power in very small spaces ensures that there will be
many attempts to build sophisticated devices to help meet the
needs of people with disabilities—but much experimentation
will be required to ensure the utility of the inventions. Many
of the questions that need to be addressed are psychological:
“How do you organize and present information to the ‘wrong’
sense, so that it is logical to the blind person or the deaf
person? . . . How do you operate a sort of mechanical organ
player so that it modulates sensations on the skin and in the
ear and projects a sense of what this room looks like and how
to negotiate it?” (Mann, 1982, p. 73).

The Psychology of Aging

Between 1890 and 1990, the average life expectancy at birth
increased by about 75% for Whites and just about doubled
for non-Whites in the United States (Johnson, 1997). Spec-
tacular increases have been realized also in other industrial-
ized countries. It is not surprising that as the percentage of the
population that lives far beyond conventional retirement age
has been steadily increasing, more and more attention has
been paid by researchers to questions of special relevance to
the elderly (Fisk & Rogers, 1996; Rogers & Fisk, 2000).

Research has been motivated by concern for understanding
and meeting special needs that many elderly people are likely
to have with respect to transportation (Barr & Eberhard, 1991;
Eberhard & Barr, 1992; Kostyniuk & Kitamura, 1987),

communication (Czaja, Guerrier, Nair, & Landauer, 1993),
work performance (Czaja & Sharit, 1998; Salthouse,
Hambrick, Lukas, & Dell, 1996; Salthouse & Maurer, 1996),
and health care (Gardner-Bonneau & Gosbee, 1997;
Klatzky & Ayoub, 1995), among other aspects of living. Many
researchers have been seeking ways to enhance the cognitive
functioning of the elderly; much of this work has focused on
memory, which often tends to show decreasing functionality
with increasing age (Verhaeghen, Marcoen, & Goossens,
1992; West, 1989; Yesavage, Rose, & Bower, 1983).

The question of how the ability to perform complex tasks
may change with advancing age has been given some atten-
tion, as has that of what can be done to compensate for typi-
cal losses in sensory acuity and motor strength and dexterity.
Airplane piloting and automobile driving are two such tasks
that have been the focus of research on aging (Hardy &
Parasuraman, 1997). Interest in the effects of aging on auto-
mobile driving has been fueled by the changing demograph-
ics of the driving population. As the general population’s age
distribution continues to shift to the right, the percentage of
all automobile drivers who are elderly should continue to in-
crease proportionately; some difficulties might be expected
simply from the fact that highways have typically been de-
signed on the basis of data collected with young male drivers
(Waller, 1991). The effects on driving performance of de-
creases in visual acuity—especially for night vision—that
may be so gradual that they go unnoticed illustrates one focus
of experimental work in this area (Leibowitz, 1996).

Difficulties that some elderly people have in using high-
tech devices have also stimulated experimental research.
Elderly people often can benefit from specially designed in-
terfaces, and optimal approaches to training in their use may
differ from those that are more effective with younger people.
These observations pertain to personal computers (Charness,
Schuman, & Boritz, 1992; Czaja, 1997; Czaja & Sharit,
1998), automated teller machines (Mead & Fisk, 1998;
Rogers, Fisk, Mead, Walker, & Cabrera, 1996), and home-
based medical devices (Klatzky & Ayoub, 1995). The impli-
cations that declining sensory acuity with increasing age has
for such activities as reading Braille has also stimulated ex-
perimental research (Stevens, Foulke, & Patterson, 1996).

We have mentioned a few problem areas in which applied
psychological experimentation has been done to good effect.
Many more could be mentioned. Several are discussed in
other chapters of this book. A desire to address practical
problems motivated much of the earliest work in experimen-
tal psychology and has continued to play a major role in set-
ting the research agenda for many experimentalists to the
present day.
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FUTURE CHALLENGES FOR APPLIED
EXPERIMENTAL PSYCHOLOGY

Practical challenges for experimental psychology come from
many quarters. Without any claim of exhaustiveness, we
mention three major (not entirely independent) categories—
psychological, social, and technological—and give some ex-
amples of each. Many of the examples could be placed in
more than one category. A better understanding of aging, for
example, is desirable for individuals who must deal with its
effects in their personal lives, for institutions that must re-
spond to the social implications of an aging populace, and for
technologists who want their products to be usable by elderly
people. A similar comment could be made with respect to the
problem of designing devices and environments to increase
accessibility of resources for people with various types of
disabilities, or with respect to many other topics. For conve-
nience, however, we place each example in only one cate-
gory, even when it requires a bit of arbitrariness to do so. 

Psychological

A better understanding of basic cognitive processes of learn-
ing, thinking, decision making, problem solving, and the like
is important for both theoretical and practical reasons. Much
research on these topics is motivated primarily by an interest
in advancing psychological theory—broadening and deepen-
ing the knowledge base represented by psychology as a
science. But each of these topics is important also from a
practical point of view. Educational goals and techniques, for
example, need to be informed by a clear understanding of
how children learn and of what facilitates or inhibits learning. 

Can experiments be done that will shed light on why peo-
ple do things (smoke, intentionally expose themselves to ex-
cessive sunlight, take illicit drugs, engage in risky driving,
etc.) that are known to be harmful to them or to have a high
probability of being so? Can such experiments reveal effec-
tive ways of decreasing the likelihood of high-risk behavior?
Essentially, any form of unnecessarily risky behavior repre-
sents a challenge to research to explain it and perhaps to
find a way to modify it. Consider, for illustrative purposes,
risky driving. Automobile accidents remain a major cause of
accidental death in the United States and most other industri-
alized countries, and this despite the considerable improve-
ments that have been made in automobiles and highways
from a safety point of view over the last few decades. It is
clear that many automotive deaths are the direct result of
risky driving—driving too fast, driving while drinking, fol-
lowing leading vehicles too closely, running traffic lights,

passing with insufficient forward vision, failing to use seat
belts, driving vehicles that are in ill repair, and purposefully
using a vehicle as a weapon (road rage).

In any particular case of risky driving, it could be either
that the driver underestimates the magnitude of the risk that
is being taken or that he or she is fully aware of the risk and is
taking it willingly. The driver in the first situation is analogous
to a person who skates on thin ice believing it to be thick; the
one in the second to a person who willingly skates on ice that
he or she knows to be thin. The distinction is important for
practical purposes because the two cases call for different ap-
proaches to modifying the risky behavior: The first calls for
finding a way to make the driver aware of the risk that is being
taken; the second requires something more than effecting this
awareness, which the driver already has.

Documented egocentric biases of various sorts may be
causal factors in risky behavior. Many investigators have
found that people tend to consider specified positive events to
be more likely to happen to themselves than to another person,
and to consider specified negative events to be more likely to
happen to someone else than to themselves (Dunning, 1993;
D. M. Harris & Guten, 1979; Linville, Fischer, & Fischhoff,
1993). People appear to be likely to discount the seriousness
of a risk if they believe themselves to be especially suscepti-
ble to it (Block & Keller, 1995; Ditto, Jemmott, & Darley,
1988; Ditto & Lopez, 1992; Kunda, 1987). Such egocentric
biases have shown up in the tendency of drivers to consider
themselves more expert and safer than average (Svenson,
1981; Svenson, Fischhoff, & MacGregor, 1985) and in people
judging their chances of being involved in an automobile ac-
cident to be higher when they are a passenger in an automo-
bile than when driving it themselves (Greening & Chandler,
1997; McKenna, 1993; McKenna, Stanier & Lewis, 1991).
The question of how people can be made better aware of the
real risks that they are taking in specific cases is a major chal-
lenge for future research.

Social

In 1998 representatives from more than 90 organizations con-
cerned with scientific psychology convened a summit that be-
came known as the 1998 Summit of Psychological Science
Societies. Emerging from this meeting was a resolution com-
posed of six recommendations, the fourth of which called
upon “psychological scientists to equip themselves and their
students and to educate the public to address the issues of im-
portance to society” (“Summit ‘98,” 1998, p. 14). This reso-
lution is in keeping with other evidences, mentioned earlier in
this chapter, of the currently strong interest among research
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psychologists and organizations that represent them in seeing
the results of psychological research applied to practical
problems.

Many of the most pressing problems that society faces
have their roots in human behavior. These include problems
of violence and crime, of drug addiction and substance
abuse, of lifestyles that work against the maintenance of
health, and of behavior that causes detrimental environmen-
tal change. There is a need for the development and use of
more effective approaches to education, conflict resolution,
wellness maintenance, and protection of the environment.

The nature of work has changed drastically for many peo-
ple in the recent past, especially with the infusion of informa-
tion technology in many workplaces. More and more jobs
involve the hands-on use of this technology. Changes in job
opportunities and job requirements are driven primarily by
the market and not by considerations of workers’ satisfaction
with what they do. A better understanding is needed of what
makes the difference between jobs and avocational pursuits
that people find fulfilling and deeply satisfying and those that
they find meaningless or acceptable only as a means of mak-
ing a living.

Changing demographics brings some research challenges
as well. The percentage of the U.S. population that is over
65 grew steadily from about 4% in 1900 to about 13% by
the end of the century. The most rapidly growing age group
in terms of percentage is the 85 and older group, which has
been predicted to increase from 1.6% of the U.S. population
in 2000 to about 4.6% by 2050 (World Almanac, 1998). Such
changes in population statistics harbor a host of research
challenges, many of which have barely begun to be addressed
(Czaja, 1990).

The increasing concentration of the population in and
around major cities is a worldwide phenomenon (Vining,
1985). Changing immigration patterns (Kasarda, 1988) are
rapidly modifying the ethnic and cultural composition of
many cities and increasing the importance of developing a
better understanding of how best to maintain social stability
and coherence in an increasingly diverse society. Finding
more effective ways to promote understanding and tolerance
of individual differences is a continuing challenge.

How to foster cooperation and the pursuit of win-win
strategies in interpersonal dealings is another important ques-
tion for research. It would be good to know more about how
altruism relates to personal and social mores and to what ex-
tent it can be cultivated (Schwartz, 1977). How to deal with
social dilemmas and the “tragedy of the commons” (Hardin,
1968; Glance & Huberman, 1994; Platt, 1973) is a question
on which considerable research has been done but on which
much more is needed. Hardin (1968) illustrated the conflict

that can occur between self-interest and the common good
with a metaphor of a herdsman who can realize a substantial
personal benefit at little personal cost by adding an animal to
his herd that is grazing on common land. The benefit that
comes from having an additional animal is his alone, whereas
the cost, in terms of slightly less grazing land per animal, is
shared by all users of the common. When every herdsman
sees the situation the same way, and each works in what ap-
pears to be his own best short-term interest, they collectively
ruin the land. The commons tragedy plays itself out in many
forms, and the challenge is to find ways to motivate behaviors
that contribute to the common good. 

Technological

Applied experimental psychologists have an important role to
play in helping to ensure that the products of technology are
well matched not only to the needs but also to the capabilities
and limitations of their users. For years the complaint has
been heard that the development of new technologies has
been outstripping the knowledge required to incorporate them
usefully into applications. Landauer (1995), for example, dis-
cussed the productivity paradox and came to the conclusion
that much of computer technology is being used for purposes
that, in and of themselves, are unlikely to show productivity
gains. He argued that lack of attention to design for human
users is at the heart of the productivity problems that the
world is experiencing with respect to computer applications.

It is widely recognized that many people have difficulties
with setting the clocks on their automobile dashboards,
recording programs on their VCRs, using their telephone an-
swering machines to receive messages from remotely located
phones, and availing themselves of other conveniences that
modern technology provides (Nussbaum & Neff, 1991). With
the continuing introduction of new technological devices,
such as personal digital assistants capable of receiving e-mail
through wireless connections, these problems are likely to get
worse. Again, here is a challenge to applied experimentalists
to contribute to an understanding of how to make specific
products of technology compatible with the needs, capabili-
ties, and limitations of their everyday users.

Engineers are introducing automation into large-scale sys-
tems with confidence that the systems’ performance will be
better as a result. In many cases this expectation has turned
out to be wrong. Early attempts to introduce flight manage-
ment computers into airplane cockpits led to many instances
in which the workload associated with monitoring and
controlling them was greater than the workload involved in
conducting the same operations without them (Billings,
1996). The introduction of automation raises questions of
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trust: Which aspects of the design of automated systems re-
sult in users’ trusting that they will accomplish their intended
purposes (M. J. Adams, Tenney, & Pew, 1991; Parasuraman
& Riley, 1997)? Such systems take the human operator out of
the loop. Operators tend to lose situation awareness concern-
ing the state of the system and the environment in which it is
operating (Endsley, 1996; Endsley & Kiris, 1995). If not de-
signed properly, automated systems can lead to complacency;
if the computer is managing one’s system, one is no longer
responsible for what goes wrong. Human-centered design
that takes account of the user from the initial stages of system
conceptualization is required if this kind of misuse of au-
tomation is to be prevented.

The introduction of computers and telephone call routers
into our communication infrastructure is imposing a cold, im-
personal, automated intermediary—and in some cases not
just an intermediary, but an ultimate adjudicator in control of
the information resources one is trying to tap. Machines are
performing more and more of the communication functions
that in the past have involved person-to-person connections.
Applied psychologists need to challenge the ways in which
these systems are designed. We need to create ways to
achieve the same level of efficiency without resorting to such
uncommunicative alternatives. 

Work on these kinds of problems can take place within an
academic, government, or industrial setting. Progress is not
likely to be made by the social planner, the economist, the po-
litical scientist, or even by the engineer who is focused solely
on technology. Progress will be made by individuals who un-
derstand human behavior and are motivated to improve the
human use of technology by providing objective data show-
ing how improvements could be made and by influencing the
design process directly at the interface between the human
user and the technology itself.

With the rapidly expanding use of the internet for business
purposes, many jobs have come into existence that were un-
heard of a short time ago. Most of these jobs require the use
of computers for one or another purpose, and many of them
involve working with geographically distributed groups. The
need for new tools to support the performance of the new
tasks and to facilitate collaboration among dispersed mem-
bers of a team, for techniques to coordinate distributed work,
for approaches to management that work well with distrib-
uted groups, for effective methods of information finding and
resource sharing—these and many other needs associated
with jobs being created by information technology represent
opportunities for applied experimental work (Attewell, Huey,
Moray, & Sanderson, 1995; Gould, 1995).

The Internet and associated technologies are affecting us
in many ways in addition to their effects on business and

work. They have profound implications as well for education,
entertainment, interperson communication, and many other
aspects of our lives. An especially noteworthy development
is the rapid increase in the amount of information that is
available to the computer user through resources epitomized
by the World Wide Web, which has been growing by approx-
imately 1 million electronic pages a day (Members of the
Clever Project, 1999). The Web contains information on every
conceivable subject, and what it contains covers the full range
with respect to intelligibility and accuracy.

A major challenge relating to the future of technology,
from a user’s point of view, is to provide tools and methods
that will make it easy for one to get quickly to information
one wants without having to attend to an excess of material in
which one has no interest. A variety of search engines cur-
rently exist, but while they are unquestionably useful for
many purposes, their operation is often frustratingly slow,
and the ratio of false positives to hits in their returns is unac-
ceptably high. As Bosak and Bray (1999) put it, the “Internet
is a speed-of-light network that often moves at a crawl; and
although nearly every kind of information is available on-
line, it can be maddeningly difficult to find the one piece you
need” (p. 89).

These problems will become increasingly severe as the
number of sites continues to grow at an exponential rate. Ad-
dressing them effectively will require advances on several
fronts, including the design of languages for organizing
information (Bosak & Bray, 1999) and the development of
more efficient search techniques (Members of the Clever
Project, 1999). The value of any technological advance in
this area resides, however, in the extent to which it helps
people interact effectively with extremely large databases;
the design and evaluation of tools to facilitate that interaction
deserve more attention from psychological researchers than
they have received, and the importance of these topics as
possible foci of research can only increase.

Although for convenience we have organized these com-
ments under the topics “psychological,” “social,” and “tech-
nological,” the limitations of this partitioning are apparent
when one considers the challenges that information (com-
puter and communication) technology represents to psycho-
logical research in the future. Many visions of what the future
holds in this regard have been published; one readily accessi-
ble example is Scientific American’s special report on MIT’s
Oxygen Project (1999). The vision motivating this effort in-
cludes not only powerful information resources in the hands
of nearly everyone and the potential of a manifold increase in
human productivity but also, as conditions of realization,
great increases in the ease of use of the devices that connect
people with the networked resources (Dertouzos, 1999). Ease
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of use includes better utilization of speech for communica-
tion between person and computer (Zue, 1999) and the de-
velopment of handheld devices capable of great versatility
(Guttag, 1999). The forces driving the continuing informa-
tion revolution are psychological and social as well as tech-
nological, and its effects are of all three types as well.

Communicating and Effecting the Practical
Implications of Experimentation

It should perhaps go without saying that researchers who do
experiments that are explicitly addressed to practical ques-
tions should make clear in the reporting of their results what
the practical implications of their findings are. However, our
experience suggests that many researchers whose work is
motivated by practical concerns have difficulty in describing,
in terms that intelligent lay readers will find easy to under-
stand, precisely why an experiment they have done is impor-
tant from a practical point of view and how the results might
be applied.

Sometimes the problem is vagueness. Pointing out that a
particular finding is relevant to a specified problem is much
less helpful than giving examples of how the finding might be
applied. The reader would like to know who, not counting
other researchers, would benefit from being aware of the find-
ing, and how they might make use of it. Because the abstract
of a journal article is usually the first (and often the only)
thing a reader sees, abstracts of applied experimental articles
should state explicitly what the author believes are the most
important practical implications of the reported results.

Another common problem is overstatement. In this case,
claims are made regarding real-world relationships that go
beyond what the experimental results will support. Some-
times results obtained with college students performing artifi-
cial tasks after minutes, or at best hours, of experience with
them, and for the purpose of fulfilling a psychology course re-
quirement, are generalized without qualification to the perfor-
mance of motivated experienced professionals in operational
contexts. We are not suggesting that the results of laboratory
experiments with college students can have no relevance to
real-world situations, but simply noting that it is easy to ex-
trapolate from the one situation to the other in an insuffi-
ciently guarded way. Generally speaking, what the laboratory
experiments produce is suggestive evidence of relationships
that need to be verified in the applied contexts of interest. We
think it very important that the implications of experimental
results be stated with appropriate qualifications; overstate-
ment contributes negatively to the credibility of the field.

We believe that experimentation motivated strictly by the-
oretical questions often yields results that have practical

implications that are never made explicit. Researchers whose
primary interests are theoretical are generally more likely to
develop and communicate the theoretical implications of
their findings than any practical applications they may have,
and they may not be the best equipped to spell out the latter.
Psychology and society could be well served by psycholo-
gists who are interested in and capable of explicating (in lay
terms) ways in which the results of theoretically motivated
experimentation could be applied to real-world problems to
good effect.

Finally, we need to recognize that having practical impli-
cations—even practical implications that have been spelled
out—does not necessarily mean having practical impact. In
order to have impact, an actual application must be made.
Many results of experiments have practical implications that
have not been applied to full advantage in practical situations,
despite having been recognized for what they are. One may
question, for example, whether the results from experimenta-
tion on learning have had the impact they should have had on
education, or whether the results of studies of negotiation and
conflict resolution have been applied to maximum effect to
actual conflict situations, or whether what has been discov-
ered about human error has been applied as extensively and
effectively as it could be to reduce the consequences of such
error in industrial, medical, and other contexts that have
implications for public safety.

Ensuring impact requires different skills than does spelling
out implications. Consideration of how this can be done is
beyond the scope of this chapter, but we do want to support a
point made by Geissler (1917b), who argued that applications
are best made by experts in the fields in which the findings
are believed to apply. This means that psychologists who
would like to have a role in seeing that the results of research
are actually applied to real-world problems need either to
work with experts in the relevant fields or to become experts
themselves. However well intentioned, efforts to apply the
findings of experimentation to real-world problems by re-
searchers who have only a superficial knowledge of areas of
application can result in harm both to psychology and to the
areas of interest.

SOURCES OF ADDITIONAL INFORMATION

Many journals publish applied experimental work. Examples
are given in Table 24.3. There are several professional orga-
nizations with which researchers doing applied experimental
work in psychology tend to affiliate. Notable among them
in the United States are the APA’s Divisions 21 (Applied
Experimental and Engineering Psychology), 3 (Experimental
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TABLE 24.3 Examples of Journals That Publish Applied
Experimental Research

Applied experimental research (nearly) exclusively
Journal of Experimental Psychology: Applied

Experimental research that may or not be applied
Acta Psychologica
Cognition
Cognitive Psychology
Journal of Experimental Social Psychology
Other Journals of Experimental Psychology
Quarterly Journal of Experimental Psychology
Thinking and Reasoning

Applied research that may or may not be experimental
Applied Cognitive Psychology
Cognitive Technology
Ergonomics
Human Factors and Ergonomics
International Journal of Cognitive Ergonomics
Journal of Applied Psychology
Journal of Applied Social Psychology

Applied experimental research (though not necessarily exclusively) in
specific areas

Behavior and Information Technology
Cognition and Instruction
Human-Computer Interaction
International Journal of Aviation Psychology
Journal of the Acoustical Society of America
Journal of Behavioral Decision Making
Journal of Conflict Resolution
Law and Human Behavior
Military Psychology
Organizational Behavior and Human Performance
Transportation Human Factors

Psychology), 14 (Industrial and Organizational), and 19
(Military), among others; the American Psychological Soci-
ety; the Human Factors and Ergonomics Society; and the So-
ciety for Applied Research in Memory and Cognition. Each
of these organizations publishes one or more refereed jour-
nals, and most publish a magazine or newsletter containing
timely information of interest to its membership as well.
Parsons (1999) published a historical account of the APA’s
division of Applied Experimental and Engineering Psychol-
ogy. A collection of biographies of distinguished members of
this division was edited by Taylor (1994).

Textbooks and reviews that emphasize applied experimental
work in psychology include, in order of publication, Wickens
(1984/2000), Barber (1988), Lave (1988), Izawa (1993), and
Harper and Branthwaite (2000). Examples of books that discuss
applications of experimental work in specific areas include
Baddeley (1982) on memory and mnemonics; McGilly (1994)
on education; Ceci and Bruck (1995) on childhood memory and
testimony; Baron (1998) on public decision making; Foddy,
Smithson, Schneider, and Hogg (1999) on resolving social
dilemmas; Gärling, Kristensen, Ekehammar, and Wessells
(2000) on international negotiations; and Durso et al. (1999) on

a variety of applied topics. More of the history of applied exper-
imental psychology and extensive reviews of work that has been
done in many of its subfields can be found in chapters of the
Annual Review of Psychology.

CONCLUDING COMMENTS

Experimental research may be motivated by theoretical or
practical interests, or both. Independently of its motivation, it
may have theoretical or practical implications, or both. And
the implications it has may or may not have been made ex-
plicit. In this chapter we have focused on experimental re-
search that has been motivated by practical interests or that
has produced results with obvious practical implications. 

Are there major success stories in applied experimental
psychology? Are there examples of individual experiments
that have had great practical impact? We cannot point to ex-
amples of such experiments, but we think that these may not
be the right questions to ask. It is not easy to find many ex-
amples in any experimental science of isolated experiments
that have had major practical effect. More appropriate, we
think, is the question of whether there are practical matters
for which the cumulative effects of experimentation have
made a difference. What is reasonable to hope for as a conse-
quence of applied experimentation is not major practical
impact from single studies, but a gradual increase in under-
standing of phenomena and relationships that can be applied
to practical ends. As to whether this goal has been realized to
a significant degree, the answer is undoubtedly yes. 

About 30 years ago, Deutsch, Platt, and Senghaas (1971)
identified what they considered to be 62 major advances in
the social sciences (anthropology, economics, mathematical
statistics, philosophy, politics, psychology, and sociology)
that had occurred during the first six-and-a-half decades of
the twentieth century. Of special interest in the present con-
text is the conclusion to which Deutsch, Platt, and Senghaas’s
analysis led them: “that practical demands or conflicts stimu-
lated about three-fourths of all contributions between 1900
and 1965. In fact, as the years went on, their share rose from
two-thirds before 1930 to more than four-fifths thereafter”
(pp. 458). Further, they noted that “major social science ad-
vances were applied to social practice in almost exactly the
same proportion as they were stimulated by it, and they
showed considerable practical importance” (pp. 458).

Although we cannot report comparably specific figures
for experimental psychology, the history of the domain con-
tains many examples of findings that are applicable to real-
world practical problems. Some of these findings have been
applied to good effect; more have the potential to be so
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applied. Perhaps more important, opportunities for psycho-
logical experimentation addressed to practical concerns
abound in the psychological, social, and technological chal-
lenges of modern life.
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Psychology at the beginning of the twenty-first century has
become a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field. 

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology. 

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that define the
fields they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective fields. Third, for psychologists seeking
to become conversant with fields outside their own specialty
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature. 

The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER

Tampa, Florida
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ix

There are probably not many psychologists who have spent
much time thinking about creating a handbook. The prevalent
reasons for becoming a psychologist—scientific curiosity,
the need for personal expression, or the desire for fame and
fortune—would be unlikely to bring to mind the idea of gen-
erating a handbook. At the same time, most would agree that
a handbook can be remarkably useful when the need arises.
The chapters can provide the background for a grant pro-
posal, the organization of a course offering, or a place for
graduate students to look for a research problem. If presented
at the right time, the clearly worthwhile aspects of this other-
wise most unlikely endeavor can make it an attractive oppor-
tunity; or, at least in retrospect, one could imagine saying,
“Well, it seemed like a good idea at the time.” Even if there
are a few simple and sovereign principles underlying all per-
sonality processes and social behavior, they were not con-
sciously present when organizing this volume. Instead, what
was terribly salient were the needs and goals of potential
users of this volume: What would a reader need to know to
have a good understanding of the current theoretical and em-
pirical issues that occupy present-day thinkers and re-
searchers? What could the highly sophisticated investigators
who were selected to write the chapters tell the reader about
the promising directions for future development? The chap-
ters in this volume provide both thorough and illuminating
answers to those questions, and, to be sure, some can be
grouped into a few sections based on some common, familiar
themes. For those readers who want more information about
what chapters would be useful or who are open to being in-
trigued by the promise of some fascinating new ideas, this is
a good time to take a brief glimpse at what the chapters are
about.

An immediately pressing question for the editors centered
on what content to include and whom to invite for the indi-
vidual chapters. There are probably many ways to arrive sys-
tematically at those decisions, but then there is the intuitive
method, which is easier, at least in that it can introduce a
slight element of self-expression. The first chapter of this
volume is a clear manifestation of the self-expressive mode.
It comprises the thoughts of one of this volume’s editors and
contains a creative series of proposals concerning both the
logic and the derivations of employing evolutionary theory as

a basis for generating personality attributes, personality
being the initial topic of the two major subjects that compose
this fifth volume of the 12-volume Handbook of Psychology.

Chapters 1 and 2 of this book are subsumed under the gen-
eral heading of contexts. The thought here is that both per-
sonality and social psychology, broad though they may be in
their own right, should be seen as components of even wider
fields of study, namely evolution and culture.

Evolution provides a context that relates to the processes
of the time dimension, that is, the sequences and progressions
of nature over the history of life on earth. Evolutionary theory
generates a constellation of phylogenetic principles repre-
senting those processes that have endured and continue to un-
dergird the ontogenetic development and character of human
functioning. As such, these principles may guide more effec-
tive thinking about which functions of personality are likely
to have been—and to persist to be—the most relevant in our
studies. Similarly, culture provides a context that relates to
the structure and processes of the space dimension, that is,
the larger configuration of forces that surround, shape, and
give meaning to the events that operate in the more immedi-
ate social psychological sphere. The study of culture may ex-
plicate the wide constellation of influences within which so-
cial behaviors are immersed and that ever so subtly exert
direction, transform, and control and regulate even the most
prosaic events of ordinary social communications and rela-
tionships. A few additional words should be said in elabora-
tion of these two contextual chapters.

Admittedly theoretical and speculative, the paper by
Theodore Millon outlines several of what he has deduced as
the universal polarities of evolution: first, the core aims of
existence, in which the polarities of life preservation are
contrasted with life enhancement; second, life’s fundamen-
tal modes of adaptation, counterposing ecologic accommo-
dation and ecologic modification; third, the major strategies
of species replication, setting reproductive nurturance in op-
position to reproductive propagation; and fourth, a distinctly
human polarity, that of predilections of abstraction, com-
posed of comparative sources of information and their
transformational processes. Millon spells out numerous per-
sonality implications of these polarities and articulates
sources of support from a wide range of psychological
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literatures, such as humanistic theory and neurobiological
research.

Joan G. Miller and Lynne Schaberg, in their contextual
chapter, provide a constructively critical review of the fail-
ings of mainstream social psychology owing to its culture-
free assumption of societal homogeneity. The authors specify
a number of reasons why the cultural grounding of basic
social-psychological processes have historically been down-
played. No less important is their articulation of the key
conceptual formulations that have led to modern cultural psy-
chology. Also notable are the several insights and challenges
that stem from this new field. Equally valuable is a thorough
review of how cultural research may bear significantly on a
range of basic cognitive, emotional, and motivational func-
tions. The authors conclude by outlining the many ways in
which ongoing cultural studies can contribute new and use-
ful theoretical constructs, as well as pertinent research ques-
tions that may substantially enrich the character, constructs,
and range of numerous, more basic social-psychological
formulations.

The next set of eight chapters of the volume represent
the creative and reflective thinking of many of our most no-
table theoretical contributors to personology. They range
from the genetic and biologic to the interpersonal and factor-
ial. Each contributor is a major player in contemporary per-
sonality thought and research.

Before we proceed, a few words should be said concern-
ing the current status of personologic theory. As he wrote in a
1990 book, Toward a New Personology, the first editor of this
volume commented that the literature of the 1950s and 1960s
was characterized by egregious attacks on the personality
construct—attacks based on a rather facile and highly selec-
tive reading of then-popular research findings. And with the
empirical grounding of personality in question and the conse-
quential logic of personologic coherence and behavioral
consistency under assault, adherents of the previously valued
integrative view of personality lost their vaunted academic
respectability and gradually withdrew from active publica-
tion. Personality theory did manage to weather these mettle-
some assaults, and it began what proved to be a wide-ranging
resurgence in the 1970s. By virtue of time, thoughtful reflec-
tion, and, not the least, disenchantment with proposed alter-
natives such as behavioral dogmatism and psychiatric
biochemistry, the place of the personality construct rapidly
regained its formal solid footing. The alternatives have justly
faded to a status consonant with their trivial character,
succumbing under the weight of their clinical inefficacy
and scholarly boredom. By contrast, a series of widely ac-
claimed formulations were articulated by a number of con-
temporary psychological, psychoanalytic, interpersonal,

cognitive, factorial, genetic, social, neurobiologic, and evolu-
tionary theorists. It is to these theorists and their followers
that we turn next.

Bringing the primitive and highly speculative genetic
thought of the early twentieth century up to date by drawing
on the technologies of the recent decade, W. John Livesley,
Kerry L. Jang, and Philip Anthony Vernon articulate a con-
vincing rationale for formulating personality concepts and
their structure on the basis of trait-heritability studies. In a
manner similar to Millon, who grounds his personologic con-
cepts on the basis of a theory of evolutionary functions,
Livesley et al. argue that genetic research provides a funda-
mental grounding for deriving complex trait constellations;
these two biologically anchored schemas may ultimately be
coordinated through future theoretical and empirical re-
search. The authors contend that most measures of personal-
ity reflect heritable components and that the phenotypic
structure of personality will ultimately resemble the pattern
of an underlying genetic architecture. They assert, further,
that etiologic criteria such as are found in genetics can offer a
more objective basis for appraising personologic structure
than can psychometrically based phenotypic analyses. More-
over, they believe that the interaction of multiple genetic fac-
tors will fully account for the complex patterns of trait
covariances and trait clusters.

Continuing the thread of logic from evolution to genetics to
the neurochemical and physiological, Marvin Zuckerman
traces the interplay of these biologically based formulations to
their interaction with the environment and the generation of
learned behavioral traits. Writing in the spirit of Edward
Wilson’s concept of consilience and its aim of bringing a mea-
sure of unity to ostensibly diverse sciences, Zuckerman spells
out in considerable detail the flow or pathways undergird-
ing four major personality trait concepts: extroversion/
sociability; neuroticism/anxiety; aggression/agreeableness;
and impulsivity/sensation seeking. Recognizing that detailed
connections between the biological and the personological
are not as yet fully developed, Zuckerman goes to great
pains, nevertheless, to detail a wide range of strongly sup-
porting evidence, from genetic twin studies to EEG and brain
imaging investigations of cortical and autonomic arousal, to
various indexes of brain neurochemistry.

Shifting the focus from the biological grounding of per-
sonality attributes, Robert F. Bornstein provides a thoughtful
essay on both classical psychoanalytic and contemporary
models of psychodynamic theory. He does record, however,
that the first incarnation of psychoanalysis was avowedly
biological, recognizing that Freud in 1895 set out to link
psychological phenomena to then-extant models of neural
functioning. Nevertheless, the course of analytic theory has



Volume Preface xi

evolved in distinctly divergent directions over the past cen-
tury, although recent efforts have been made to bridge them
again to the challenge of modern neuroscience, as Bornstein
notes. His chapter spells out core assumptions common to all
models of psychoanalysis, such as classical analytic theory,
neoanalytic models, object-relations theory, and self psychol-
ogy, as well as contemporary integrative frameworks.
Threads that link these disparate analytic perspectives are
discussed, as are the key issues facing twenty-first-century
analytic schemas.

No more radical a contrast with psychoanalytic models of
personality can be found than in theories grounded in the log-
ical positivism and empiricism that are fundamental to be-
havioral models, such as those articulated in the chapter by
one of its primary exponents, Arthur W. Staats. Committed to
a formal philosophical approach to theory development,
Staats avers that most personality models lack formal rules of
theory construction, possessing, at best, a plethora of differ-
ent and unrelated studies and tests. Staats’s theory, termed
psychological behaviorism, is grounded in learning principles
generated originally in animal research, but more recently put
into practice in human behavioral therapy. Like Clark Hull, a
major second-generation behavioral thinker, he believes that
all behavior is generated from the same primary laws. In his
own formulations, Staats explicates a unified model of behav-
ioral personology that is philosophically well structured and
provides a program for developing diverse avenues of sys-
tematic personality research.

An innovative and dynamic framework for coordinating
the cognitive, experiential, learning, and self-oriented com-
ponents of personology (termed CEST) is presented in the
theoretical chapter by Seymour Epstein. The author proposes
that people operate through two interacting information-
processing modes, one predominantly conscious, verbal, and
rational, the other predominantly preconscious, automatic,
and emotionally experiential. Operating according to differ-
ent rules, it is asserted that the influence of the experiential
system on the rational system is akin to what psychoanalysis
claims for the role of the unconscious, but it is conceptualized
in CEST in a manner more consistent with contemporary
evolutionary and cognitive science. Epstein details the appli-
cation of his CEST model for psychotherapy, notably by
pointing out how the rational system can be employed to cor-
rect problems generated in the experiential system. Also
discussed is the importance of designing research that fully
recognizes and encompasses the interplay between these two
information-processing systems.

The chapter by Charles S. Carver and Michael F. Scheier
represents the current status of their decades-long thought
and research on self-regulatory models of personality func-

tioning. Anchored in a sophisticated framework of feedback
schemas, the authors emphasize a major facet of personality
processing, the system of goals that compose the self, how
the patterns of a person’s goals are related, and the means by
which persons move toward and away from their goals. As a
consequence of their research, the authors have come to see
that actions are managed by a different set of feedback
processes than are feelings. Aspirations are recalibrated in
reasonably predictable ways as a function of experience; for
example, successes lead to setting higher goals, whereas fail-
ures tend to lower them. Conflicting goals often call for the
suppression of once-desired goals, resulting in goal shifts,
scaling back, disengagements, and, ultimately, lapses in self-
control. Carver and Scheier view their goal as closely related
to other contemporary schemas, such as dynamic systems
theory and connectionism.

In their richly developed chapter, Aaron L. Pincus and
Emily B. Ansell set out to create a new identity for interper-
sonal theory that recognizes its unique aspects and integra-
tive potential. They suggest that the interpersonal perspective
can serve as the basis for integrating diverse theoretical ap-
proaches to personality. Given its focus on interpersonal situ-
ations, this perspective includes both proximal descriptions
of overt behavioral transactions and the covert or intrapsy-
chic processes that mediate those transactions, including the
internal mental representations of self and other. In addition
to reviewing the work of the major originators (e.g., Sullivan,
Leary) and contemporary thinkers in interpersonal theory
(e.g., Benjamin, Kiesler), the authors believe that there
continues to be a need for a more complete integration of the
interpersonal perspective with motivational, developmental,
object-relations, and cognitive theories of human behavior.
Similarly, they argue for a further identification of those
catalysts that stimulate the internalization of relational expe-
riences into influential mental representations.

The current popularity among psychologists of various
five-factor formulations of personality in contemporary
research is undeniable. Despite the extensive literature in the
area, these formulations have not been as thoroughly dis-
sected, critically examined, and explicated as they are in
Willem K. B. Hofstee’s chapter on the structure of personal-
ity traits. The author asserts that concepts such as personality
are shaped and defined largely by the operations employed to
construct them. Hence, several procedures applied under the
rubric of the number five have been employed to characterize
trait adjectives describing the structure and composition
of the personality concept. Hofstee differentiates four opera-
tional modules that constitute the five component paradigms:
The first set of operations reflects standardized self-report
questionnaires; the second comprises the lexical approach
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based on selections from a corpus of a language; the third
relies on a linear methodology employing a principal compo-
nents analysis of Likert item scales; and the fourth produces
rival hierarchical and circumplex models for structuring trait
information. Hofstee concludes his chapter by proposing a
family of models composed of a hierarchy of generalized
semicircumplexes.

Appropriately placed at the conclusion of the social psy-
chology section, Aubrey Immelman’s chapter comprises a
synthesis of personality and social behavior. It not only ex-
amines the history of personality inquiry in political psychol-
ogy but also offers a far-reaching and theoretically coherent
framework for studying the subject in a manner consonant
with principles in contextually adjacent fields, such as behav-
ioral neuroscience and evolutionary ecology. Immelman pro-
vides an explicit framework for a personality-based risk
analysis of political outcomes, acknowledging the role of fil-
ters that modulate the impact of personality on political per-
formance. Seeking to accommodate a diversity of politically
relevant personality characteristics, he bridges conceptual
and methodological gaps in contemporary political study and
specifically attempts a psychological examination of political
leaders, on the basis of which he imposes a set of standards
for personality-in-politics modeling.

By way of confession, the social psychology chapters in
this volume were selected for the most part after simply jot-
ting down the first thoughts about what areas to include
and who would be good candidates to write the chapters.
Fortunately, subsequent scanning of a few well-known intro-
ductory texts and prior handbooks did nothing to alter those
initial hunches that came so immediately and automatically
to mind. For the most part, the vast majority of the chapters
cover contemporary perspectives on traditional social psy-
chological issues; however, a few introduce new, highly ac-
tive areas of inquiry (e.g., justice, close relationships, and
peace studies).

At this point, it would be nice to describe the central
theme, the deep structure underlying the organization of the
social psychology chapters. But, as most readers know, social
psychology and social behavior are too broad and varied for
that kind of organization to be valid, much less useful. For the
past 50 years or so, social psychology has done remarkably
well examining the various aspects of social behavior with
what Robert Merton termed theories of the midrange—his
theory of relative deprivation being a good example.

The social psychology chapters easily fall in to a few
categories based on the nature of the issues they address.
Four chapters focus on the social context of fundamental
psychological structures: social cognitions, emotions, the
self concept, and attitudes. These, together with the chapter

on environmental psychology, provide a natural introduction
to the social processes and interpersonal dynamics that
follow.

In the chapter on social cognition, Galen V. Bodenhausen,
C. Neil Macrae, and Kurt Hugenberg, point out that the sub-
stance of the chapter contains an excellent review of the
available literature describing the types of mental representa-
tions that make up the content of social cognitions; how var-
ious motives and emotions influence those cognitions; and
the recent very exciting work on the nature, appearance, and
consequences of automatic as well as more thoughtfully con-
trolled processes. This chapter would be an excellent place
for someone to get an overview of the best that is now known
about the cognitive structures and processes that shape un-
derstanding of social situations and mediate behavioral reac-
tions to them.

No less fundamental are the questions of the sources of
people’s emotions and how they influence behavior. The
chapter by José-Miguel Fernández-Dols and James A.
Russell provides a review of the theories and empirical evi-
dence relevant to the two basic approaches to emotions and
affect: as modular products of human evolutionary past
and as script-like products of human cultural history.
Whether one fully accepts their highly creative and brave
integration of these two approaches employing the concept of
core affect, their lucid description of the best available evi-
dence together with their astute analytic insights will be well
worth the reader’s time and effort. In addition, it would be re-
markably easy to take their integrative theoretical model as
the inspiration, or at least starting point, for various lines of
critically important research.

Roy F. Baumeister and Jean M. Twenge clearly intend that
their readers fully appreciate their observation that the self-
concept is intrinsically located in a social processes and
interpersonal relations. In fact, as they state, the self is con-
structed and maintained as a way of connecting the individual
organism to other members of the species. It would be easy to
view this as a contemporary example of teleological theoriz-
ing (i.e., explaining structures and processes referring to a
functional purpose); however, the authors go to considerable
length to provide evidence explicitly describing the underly-
ing dynamics. This includes issues such as belongingness,
social exclusion, and ostracism, as well as the more familiar
concerns with conformity and self-esteem. The authors make
a good case for their proposition that one of the self’s crucial
defining functions is to enable people to live with other peo-
ple in harmony and mutual belongingness.

The notion that people walk around with predispositions
to think, feel, and act with regard to identifiable aspects
of their world has a long and noble tradition in social
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psychology. Certainly since Gordon Allport’s writings the
concept of attitudes and their nature, origins, and behavioral
consequences have been at the core of social psychology. To
be sure, those issues appear in one form or another through-
out most of the chapters in this volume. James M. Olson and
Gregory Maio took on the task of presenting what is now
known about attitudes in social behavior. This includes the
structure of attitudes, the dimensions on which they differ,
how they are formed and related to beliefs and values, and
their functions in social relations and behavior. Of particular
importance is the identification of those issues and questions
that should be addressed in future research. For example, the
evidence for the distinction between implicit and explicit
attitudes opens up several areas worthy of investigation.

Ever since the seminal work of Barker and his colleagues,
social psychologists have recognized the importance of con-
sidering the built environments as well as sociocultural con-
texts in arriving at an adequate understanding of human
thought, feelings, and actions. In their chapter on environ-
mental psychology, Gabriel Moser and David Uzzell adopt
the idea exemplified in Barker’s early field research that psy-
chologists must recognize that the environment is a critical
factor if they are to understand how people function in the
real world. As Moser and Uzzell demonstrate, much has been
discovered about the environment-person relationship that
falls nicely within the context created by that early work. The
authors note that not only do environmental psychologists
work in collaboration with other psychologists to understand
the processes mediating these relationships, but they also find
themselves in collaborative efforts with other disciplines,
such as architects, engineers, landscape architects, urban
planners, and so on. The common focus, of course, consists
of the cognitions, attitudes, emotions, self-concepts, and
actions of the social participants.

The next chapters consider the dynamics involved in
interpersonal and social processes that lead to changes in
people’s attitudes and social behavior.

Recognizing the important distinction between implicit
and explicit attitudes, in their chapter on persuasion and atti-
tude change Richard E. Petty, S. Christian Wheeler, and
Zakary L. Tormala report that as yet there is no way to change
implicit attitudes. Their main contribution consists of pre-
senting the evidence and theories relevant to changing ex-
plicit attitudes. After a relatively brief discussion of the cur-
rently influential elaboration likelihood model, their chapter
is organized around the important distinction between
processes that involve relatively automatic low-effort reac-
tions from the target person and those that engage the target’s
thoughts and at times behavioral reactions. The distinction
between high- and low-effort processes of attitude change

provides a comfortable and rather meaningful framework for
organizing processes as seemingly disparate as affective
priming, heuristic-based reactions, role playing, dissonance,
information integration, and so on.

Andrzej Nowak, Robin R. Vallacher, and Mandy E.
Miller’s chapter on social influence and group dynamics has
several noteworthy features, one of which is the range of
material that they have included. The chapter is so nicely
composed and lucidly written that the reader may not easily
appreciate the wide range of material, both theory and evi-
dence, that is being covered. For example, the chapter begins
with the more traditionally familiar topics such as obedience
and reactance, moves on to what is known about more ex-
plicit efforts to influence people’s behavior, and then ad-
dresses the interpersonal processes associated with group
pressure, polarization, and social loafing. All that is pretty
familiar to most psychologists. However, the authors finally
arrive at the most recent theoretical perspectives involving
cellular automata that naturally lend themselves to the use
of computer simulations to outline the implicit axiomatic
changes in complex systems. What an amazing trip in both
theories and method! Is it possible that what the authors iden-
tify as the press for higher order coherence provides a coher-
ent integration of the entire social influence literature?

The transition from these initial chapters to those remain-
ing can be roughly equated with the two dominant concerns
of social psychologists. Up to this point, the chapters were
most concerned with basic social psychological processes:
scientific understanding of the interpersonal processes and
social behavior. The remaining chapters exemplify social
psychologists’ desire to find ways to make the world a better
place, where people treat each other decently or at least are
less cruel and destructive. Three of these chapters consider
the social motives and processes that are involved in people
helping and being fair to one another, whereas the last three
examine harmful things that can happen between individuals
and social groups, ranging from acts of prejudice to open
warfare. The last chapter offers an introduction to what is
now known about achieving a peaceful world.

In their chapter on altruism and prosocial behavior,
C. Daniel Batson and Adam A. Powell offer a most sophisti-
cated analysis of the relevant social psychological literature.
On the basis of his research and theoretical writings, Batson
is the most cited and respected psychological expert on
prosocial behavior. In this chapter he discusses the evidence
for four sources of prosocial behavior. After providing
an analysis of the sources of these prosocial motives—
enlightened self-interest, altruism, principalism, and collec-
tivism—he then takes on the task of discussing the points of
possible conflict and cooperation among them. One might
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argue with his evidence for the ease with which the princi-
palist motives—justice and fairness—can be corrupted by
self-interest, and thus his conclusion is that prosocial behav-
ior can be most reliably based on altruistic (i.e., empathy-
based) motives. I suspect, however, that Kurt Lewin would
have been very pleased with this highly successful example
of the potential societal value of good social psychological
theory.

Leo Montada, in the chapter on justice, equity, and fair-
ness in human relations, provides a very content-rich but nec-
essarily selective review of what is known about how justice
appears in people’s lives, the various aspects of justice, and
their social and individual sources, as well as interpersonal
consequences. At the same time that he leads the reader
through a general survey of the justice literature, he provides
the reader with highly sophisticated insights and critical
analyses. It is clear from the outset of this chapter that
Montada is a thoroughly well-informed social scientist ap-
proaching one of the fundamental issues in human relations:
how and why people care about justice in their lives, what
forms that concern takes, and how important those are con-
cerns in shaping how they treat one another.

Margaret S. Clark and Nancy K. Grote’s chapter can be
viewed as the integration of several literatures associated with
close relationships, friendships, and marriages—romantic
and familial. They focus on the social-psychological
processes associated with “good relationships”: those that
they define as fostering members’ well-being. This chapter
provides the most recent developments in Clark’s important
distinction between communal and exchange relationships
and includes the report of an important longitudinal study ex-
amining the relationship between conflict and fairness in close
relationships. They find that conflict in a relationship leads to
increased concern with issues of fairness that then lead the
participants even further from the important communal norms
based on mutual concern for one another’s welfare.

Kenneth L. Dion’s chapter on prejudice, racism, and dis-
crimination looks at various aspects of the darker side of in-
terpersonal relations. In the first section of the chapter, Dion
leads the reader to a very thoughtful and complete review of
the various explanations for prejudice, racism, and discrimi-
nation. Beginning with the classic and contemporary ver-
sions of the authoritarian personality theories, he discusses
just-world, belief congruence, and ambivalence literatures.
Dion does a masterful job of leading the reader through the
more recently developed distinction between automatic and
controlled processes, as well as social dominance theory and
multicomponent approaches to intergroup attitudes. But that
is only the beginning. Reflecting his own earlier research
interests, Dion devotes the second section of his chapter to

the psychology of the victim of prejudice and discrimination.
This section integrates the most recent findings in this highly
active and productive area of inquiry. Dion describes the re-
search that has given the familiar self-fulfilling prophecy no-
tion in social psychology new meaning and has provided
compelling new insights into the very important ways vic-
tims respond to their unfair treatment.

The chapter by John F. Dovidio, Samuel L. Gaertner,
Victoria M. Esses and Marilynn B. Brewer examines the
social-psychological processes involved in interpersonal and
intergroup relations. This includes both the sources of social
conflict and those involved in bringing about harmony and
integration. The origins of the important work reported in this
chapter can be traced to the initial insights of European social
psychologists who recognized that when people they think in
terms of “we” rather than “I,” there is a strong tendency also
to react in terms of “us” versus “them” (i.e., in-group vs. out-
group). The consequences, of course, include favoring mem-
bers of the in-group and discriminating against members
of the salient out-groups. After describing what is known
about the psychological processes involved in these biased
reactions, the authors then consider those processes that can
preclude or overcome those destructive biases and promote
harmony and social integration.

Joseph de Rivera’s chapter takes a similar path, by first
focusing on those social-psychological processes involved in
aggression and violence, and then with that as background
presenting his recommendations concerning how positive
peace can be promoted. For de Rivera this does not simply
mean an absence of open conflict, but rather a benevolent and
supportive environment, as well as societal norms, that pro-
mote individual processes involving harmony and well-being.
In describing the various means for generating a global culture
of peace, he also makes the case for the importance of individ-
ual’s personal transformation in creating and maintaining a
culture of peace. De Rivera offers the reader a highly sophisti-
cated use of the social-psychological research and theory to
arrive at specific recommendations for solving, arguably, the
most important issues of our lives: the achievement of a
peaceful, caring, nurturing social environment. Ambitious?
Yes. But de Rivera generates the framework of his own per-
spective out of the best of what social science has to offer.

We trust the readers of this volume on personality and
social psychology will find the chapters it contains to be both
provocative and illuminating. It has been an honor and a joy
to edit a book written by so many able, inspiring, and cooper-
ative authors, whom we thank personally for their thoughtful
and stimulating contributions.

THEODORE MILLON

MELVIN J. LERNER
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In the last year of the twentieth century, voters elected a
group of Kansas school board members who supported the
removal of the concept of evolution from the state’s science
curriculum, an act that indicated the extent to which evolu-
tionary ideas could incite intense emotional, if not irrational
opposition on the part of unenlightened laymen. Retrospec-
tively appalled by their prior action, in the following year
Kansan voters rescinded their perverse judgment and chose
new board members who intended to restore the concept.

The theory of evolution was reinstated not because the
electors of Kansas, a most conservative and religious state,
suddenly became agnostic, but because they realized that
rejecting the idea would deny their children the necessity of
remaining in touch with one of the fundamentals of modern
science; they realized that this could, in effect, allow their
children to fall behind, to be bereft of a basic science, and to
be both a misinformed and misguided generation. Their chil-
dren could become embarrassingly backward in a time of
rapidly changing technology.

Might not the same ambivalence be true of our own field,
one composed of ostensibly sophisticated and knowledgeable
scientists? Might we not be so deeply mired in our own tradi-
tions (scholarly religions?) that we are unable to free our-
selves from the habit of seeing our subject from no vantage
point other than those to which we have become accustomed?
Are we unable to recognize that behavior, cognition, the un-
conscious, personality—all of our traditional subjects—are
merely diverse manifestations of certain common and deeper

principles of functioning, processes, and mechanisms that
have evolved either randomly or adaptively through history
and time? Do we psychologists have a collective phobia
about laws that may represent the fundamental origins of our
traditional subjects? Does the search for and application of
such laws push our emotional buttons, perhaps run hard
against our habitual blinders, so much so as to prevent us
from recognizing their value as a potential generative source
that may more fully illuminate our science?

PERSONOLOGY’S RELATIONSHIP
TO OTHER SCIENCES

It is the intent of this chapter to broaden our vistas, to furnish
both a context and a set of guiding ideas that may enrich our
studies. I believe it may be wise and perhaps even necessary
to go beyond our current conceptual boundaries in psychol-
ogy, more specifically to explore carefully reasoned, as well
as intuitive hypotheses that draw their laws and principles if
not their substance from contextually adjacent sciences such
as evolution. Not only may such steps bear new conceptual
fruits, but they may also provide a foundation that can under-
gird and guide our own discipline’s explorations. Much of
personology, no less psychology as a whole, remains adrift,
divorced from broader spheres of scientific knowledge; it is
isolated from firmly grounded if not universal principles,
leading us to continue building the patchwork quilt of
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concepts and data domains that characterize our field. Preoc-
cupied with but a small part of the larger puzzle of nature or
fearful of accusations of reductionism, we may fail to draw
on the rich possibilities to be found in parallel realms of sci-
entific pursuit. With few exceptions, cohering concepts that
would connect our subject domain to those of its sister sci-
ences in nature have not been adequately developed.

It appears to me that we have become trapped in (obsessed
with?) horizontal refinements. A search for integrative
schemas and cohesive constructs that link its seekers closely
to relevant observations and laws developed in other scien-
tific fields is needed. The goal—albeit a rather ambitious
one—is to refashion our patchwork quilt of concepts into a
well-tailored and aesthetically pleasing tapestry that inter-
weaves the diverse forms in which nature expresses itself
(E. O. Wilson, 1998).

What sphere is there within the psychological sciences
more apt than personology to undertake the synthesis of na-
ture? Persons are the only organically integrated system in
the psychological domain, evolved through the millennia and
inherently created from birth as natural entities rather than
culture-bound and experience-derived gestalts. The intrinsic
cohesion of nature’s diverse elements that inheres in persons
is not a rhetorical construction, but rather an authentic sub-
stantive unity. Personological features may often be disso-
nant and may be partitioned conceptually for pragmatic or
scientific purposes, but they are segments of an inseparable
physicochemical, biopsychosocial entity.

To take this view is not to argue that different spheres of
scientific inquiry must be collapsed or even equated, but rather
that there may be value in seeking a single, overarching
conceptual system that interconnects ostensibly diverse sub-
jects such as physics, biology, and psychology (Millon, 1990;
E. O. Wilson, 1998). Arguing in favor of establishing explicit
links between these domains calls for neither a reductionistic
philosophy, nor a belief in substantive identicality, nor efforts
to so fashion the links by formal logic. Rather, one should as-
pire to their substantive concordance, empirical consistency,
conceptual interfacing, convergent dialogues, and mutual
enlightenment.

A few words should be said concerning the undergird-
ing framework used to structure an evolutionary context for
a personology model. Parallel schemas are almost universally
present in the literature; the earliest may be traced to
mid–nineteenth-century philosophers, most notably Spencer
(1855) and Haeckel (1874). More modern but equally specu-
lative systems have been proposed by keen and broadly in-
formed observers such as Edward Wilson (1975), Cosmides
and Tooby (1987, 1989) and M. Wilson and Daley (1992), as
well as by empirically well-grounded methodologists, such as
Symons (1979, 1992) and D. M. Buss (1989, 1994). Each of

their proposals fascinates either by virtue of its intriguing por-
trayals or by the compelling power of its logic or its data. Their
arguments not only coordinate with but also are anchored to
observations derived specifically from principles of modern
physical and biological evolution. It is these underpinnings of
knowledge on which the personological model presented in
this chapter has been grounded and from which a deeper and
clearer understanding may be obtained concerning the nature
of both normal and pathological personality functioning.

On the Place of Theory in Personology

The following discussion is conjectural, if not overly ex-
tended in its speculative reach. In essence, it seeks to expli-
cate the structure and styles of personality with reference to
deficient, imbalanced, or conflicted modes of evolutionary
survival, ecological adaptation, and reproductive strategy.
Whatever one’s appraisal of these conjectures, the model that
follows may best be approached in the spirit in which it was
formulated—an effort to provide a context for explicating
the domains of personological science in the hope that it can
lead to a clearer understanding of our subject. All sciences
have organizing principles that not only create order but also
provide the basis for generating hypotheses and stimulating
new knowledge. A contextual theory not only summarizes
and incorporates extant knowledge, but is heuristic—that is,
it has “systematic import,” as Hempel (1965) has phrased it,
in that it may originate and develop new observations and
new methods.

It is unfortunate that the number of theories that have been
advanced to “explain” personality is proportional to the in-
ternecine squabbling found in the literature. However, and
ostensibly toward the end of pragmatic sobriety, those of an
antitheory bias have sought to persuade the profession of the
failings of premature formalization, warning that one cannot
arrive at the desired future by lifting science by its own boot-
straps. To them, there is no way to traverse the road other sci-
ences have traveled without paying the dues of an arduous
program of empirical research. Formalized axiomatics, they
say, must await the accumulation of so-called hard evidence
that is simply not yet in. Shortcutting the route with ill-timed
systematics, they claim, will lead us down primrose paths,
preoccupying attentions as we wend fruitlessly through end-
less detours, each of which could be averted by our holding
fast to an empiricist philosophy and methodology.

No one argues against the view that theories that float, so to
speak, on their own, unconcerned with the empirical domain,
should be seen as the fatuous achievements they are and the
travesty they make of the virtues of a truly coherent concep-
tual system. Formal theory should not be pushed far beyond
the data, and its derivations should be linked at all points to
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established observations. However, a theoretical framework
can be a compelling instrument for coordinating and giving
consonance to complex and diverse observations—if its con-
cepts are linked to relevant facts in the empirical world. By
probing beneath surface impressions to inner structures and
processes, previously isolated facts and difficult-to-fathom
data may yield new relationships and expose clearer mean-
ings. Scientific progress occurs when observations and con-
cepts elaborate and refine previous work. However, this
progression does not advance by brute empiricism alone, by
merely piling up more descriptive and more experimental
data. What is elaborated and refined in theory is understand-
ing, an ability to see relations more plainly, to conceptualize
categories and dimensions more accurately, and to create
greater overall coherence in a subject—to integrate its ele-
ments in a more logical, consistent, and intelligible fashion.

A problem arises when introducing theory into the study
of personality. Given our intuitive ability to “sense” the cor-
rectness of a psychological insight or speculation, theoretical
efforts that impose structure or formalize these insights into a
scientific system will often be perceived as not only cumber-
some and intrusive, but alien as well. This discomfiture and
resistance does not arise in fields such as particle physics, in
which everyday observations are not readily available and
in which innovative insights are few and far between. In such
subject domains, scientists not only are quite comfortable,
but also turn readily to deductive theory as a means of help-
ing them explicate and coordinate knowledge. It is paradoxi-
cal but true and unfortunate that personologists learn their
subject quite well merely by observing the ordinary events of
life. As a consequence of this ease, personologists appear to
shy from and hesitate placing trust in the obscure and com-
plicating, yet often fertile and systematizing powers inherent
in formal theory, especially when a theory is new or different
from those learned in their student days.

Despite the shortcomings in historic and contemporary the-
oretical schemas, systematizing principles and abstract con-
cepts can “facilitate a deeper seeing, a more penetrating vision
that goes beyond superficial appearances to the order underly-
ing them” (Bowers, 1977). For example, pre-Darwinian tax-
onomists such as Linnaeus limited themselves to apparent
similarities and differences among animals as a means of con-
structing their categories. Darwin was not seduced by appear-
ances. Rather, he sought to understand the principles by which
overt features came about. His classifications were based not
only on descriptive qualities, but also on explanatory ones.

On the Place of Evolutionary Theory in Personology

It is in both the spirit and substance of Darwin’s explanatory
principles that the reader should approach the proposals that

follow. The principles employed are essentially the same as
those that Darwin developed in seeking to explicate the origins
of species. However, they are listed to derive not the origins of
species, but rather the structure and style of personalities that
have previously been generated on the basis of clinical obser-
vation alone. Aspects of these formulations have been pub-
lished in earlier books (Millon, 1969, 1981, 1986, 1990;
Millon & Davis, 1996); they are anchored here, however, ex-
plicitly to evolutionary and ecological theory. Identified in
earlier writings as a biosocial learning model for personality
and psychopathology, the theory we present seeks to generate
the principles, mechanisms, and typologies of personality
through formal processes of deduction.

To propose that fruitful ideas may be derived by applying
evolutionary principles to the development and functions of
personological traits has a long (if yet unfulfilled) tradition.
Spencer (1870), Huxley (1870), and Haeckel (1874) offered
suggestions of this nature shortly after Darwin’s seminal Ori-
gins was published. The school of functionalism, popular in
psychology in the early part of this century, likewise drew its
impetus from evolutionary concepts as it sought to articulate a
basis for individual difference typologies (McDougall, 1932).

In recent decades, numerous evolution-oriented psycholo-
gists and biologists have begun to explore how the human
mind may have been shaped over the past million years to
solve the problems of basic survival, ecological adaptation,
and species replication and diversification. These well-crafted
formulations are distinctly different from other, more tradi-
tional models employed to characterize human functioning.

The human mind is assuredly sui generis, but it is only the
most recent phase in the long history of organic life. Moreover,
there is no reason to assume that the exigencies of life have dif-
fered in their essentials among early and current species. It
would be reasonable, therefore—perhaps inevitable—that the
study of the functions of mind be anchored to the same princi-
ples that are universally found in evolution’s progression.
Using this anchor should enable us to build a bridge between
the human mind and all other facets of natural science; more-
over, it should provide a broad blueprint of why the mind en-
gages in the functions it does, as well as what its essential
purposes may be, such as pursuing parental affection and pro-
tection, exploring the rationale and patterns of sexual mating,
and specifying the styles of social communication and abstract
language.

In recent times we have also seen the emergence of socio-
biology, a new science that has explored the interface be-
tween human social functioning and evolutionary biology
(E. O. Wilson, 1975, 1978). The common goal among both
sociobiological and personological proposals is the desire not
only to apply analogous principles across diverse scientific
realms, but also to reduce the enormous range of behavioral
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and trait concepts that have proliferated through modern his-
tory. This goal might be achieved by exploring the power of
evolutionary theory to simplify and order previously dis-
parate personological features. For example, all organisms
seek to avoid injury, find nourishment, and reproduce their
kind if they are to survive and maintain their populations.
Each species displays commonalities in its adaptive or sur-
vival style. Within each species, however, there are differ-
ences in style and differences in the success with which its
various members adapt to the diverse and changing environ-
ments they face. In these simplest of terms, differences
among personality styles would be conceived as representing
the more-or-less distinctive ways of adaptive functioning that
an organism of a particular species exhibits as it relates to its
typical range of environments. Disorders of personality, so
formulated, would represent particular styles of maladaptive
functioning that can be traced to deficiencies, imbalances, or
conflicts in a species’ capacity to relate to the environments it
faces.

A few additional words should be said concerning analo-
gies between evolution and ecology on the one hand and per-
sonality on the other. During its life history, an organism
develops an assemblage of traits that contribute to its individ-
ual survival and reproductive success, the two essential com-
ponents of fitness formulated by Darwin. Such assemblages,
termed complex adaptations and strategies in the literature of
evolutionary ecology, are close biological equivalents to what
psychologists have conceptualized as personality styles and
structures. In biology, explanations of a life history strategy
of adaptations refer primarily to biogenic variations among
constituent traits, their overall covariance structure, and the
nature and ratio of favorable to unfavorable ecological re-
sources that have been available for purposes of extending
longevity and optimizing reproduction. Such explanations
are not appreciably different from those used to account for
the development of personality styles or functions.

Bypassing the usual complications of analogies, a relevant
and intriguing parallel may be drawn between the phylogenic
evolution of a species’ genetic composition and the ontogenic
development of an individual organism’s adaptive strategies
(i.e., its personality style, so to speak). At any point in time, a
species possesses a limited set of genes that serve as trait
potentials. Over succeeding generations, the frequency distri-
bution of these genes will likely change in their relative
proportions depending on how well the traits they undergird
contribute to the species’ “fittedness” within its varying
ecological habitats. In a similar fashion, individual organisms
begin life with a limited subset of their species’ genes and
the trait potentials they subserve. Over time the salience
of these trait potentials—not the proportion of the genes

themselves—will become differentially prominent as the or-
ganism interacts with its environments. It “learns” from these
experiences which of its traits fit best (i.e., most optimally
suit its ecosystem). In phylogenesis, then, actual gene fre-
quencies change during the generation-to-generation adap-
tive process, whereas in ontogenesis it is the salience or
prominence of gene-based traits that changes as adaptive
learning takes place. Parallel evolutionary processes occur—
one within the life of a species, and the other within the life
of an organism. What is seen in the individual organism is a
shaping of latent potentials into adaptive and manifest styles
of perceiving, feeling, thinking, and acting; these distinctive
ways of adaptation, engendered by the interaction of biologi-
cal endowment and social experience, comprise the elements
of what is termed personality styles. It is a formative process
in a single lifetime that parallels gene redistributions among
species during their evolutionary history.

Two factors beyond the intrinsic genetic trait potentials of
advanced social organisms have a special significance in af-
fecting their survival and replicability. First, other members
of the species play a critical part in providing postnatal nur-
turing and complex role models. Second, and no less rele-
vant, is the high level of diversity and unpredictability of
their ecological habitats. This requires numerous, multifac-
eted, and flexible response alternatives that are either prepro-
grammed genetically or acquired subsequently through early
learning. Humans are notable for unusual adaptive pliancy,
acquiring a wide repertoire of styles or alternate modes of
functioning for dealing with both predictable and novel envi-
ronmental circumstances. Unfortunately, the malleability of
early potentials for diverse learnings diminishes as matura-
tion progresses. As a consequence, adaptive styles acquired
in childhood and usually suitable for comparable later envi-
ronments become increasingly immutable, resisting modifi-
cation and relearning. Problems arise in new ecological
settings when these deeply ingrained behavior patterns per-
sist, despite their lessened appropriateness; simply stated,
what was learned and was once adaptive may no longer fit.
Perhaps more important than environmental diversity, then,
is the divergence between the circumstances of original
learning and those of later life, a schism that has become
more problematic as humans have progressed from stable
and traditional to fluid and inconstant modern societies.

From the viewpoint of survival logic, it is both efficient
and adaptive either to preprogram or to train the young of a
species with traits that fit the ecological habitats of their par-
ents. This wisdom rests on the usually safe assumption that
consistency if not identicality will characterize the ecological
conditions of both parents and their offspring. Evolution is
spurred when this continuity assumption fails to hold—when
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formerly stable environments undergo significant change.
Radical shifts of this character could result in the extinction
of a species. It is more typical, however, for environments to
be altered gradually, resulting in modest, yet inexorable re-
distributions of a species’ gene frequencies. Genes that sub-
serve competencies that proved suited to the new conditions
become proportionately more common; ultimately, the fea-
tures they engender come to typify either a new variant of or
a successor to the earlier species.

All animal species intervene in and modify their habitats
in routine and repetitive ways. Contemporary humans are
unique in evolutionary history, however, in that both the
physical and social environment has been altered in precipi-
tous and unpredictable ways. These interventions appear
to have set in motion consequences not unlike the “equilib-
rium punctuations” theorized by modern paleontologists
(Eldredge & Gould, 1972). This is best illustrated in the ori-
gins of our recent borderline personality epidemic (Millon,
1987):

Central to our recent culture have been the increased pace of so-
cial change and the growing pervasiveness of ambiguous and
discordant customs to which children are expected to subscribe.
Under the cumulative impact of rapid industrialization, immigra-
tion, urbanization, mobility, technology, and mass communica-
tion, there has been a steady erosion of traditional values and
standards. Instead of a simple and coherent body of practices
and beliefs, children find themselves confronted with constantly
shifting styles and increasingly questioned norms whose durabil-
ity is uncertain and precarious. Few times in history have so
many children faced the tasks of life without the aid of accepted
and durable traditions. Not only does the strain of making
choices among discordant standards and goals beset them at
every turn, but these competing beliefs and divergent demands
prevent them from developing either internal stability or external
consistency. (p. 363)

Murray has said that “life is a continuous procession of ex-
plorations . . . learnings and relearnings” (1959). Yet, among
species such as humans, early adaptive potentials and plian-
cies may fail to crystallize because of the fluidities and in-
consistencies of the environment, leading to the persistence
of what some have called immature and unstable styles that
fail to achieve coherence and effectiveness.

Lest the reader assume that those seeking to wed the sci-
ences of evolution and ecology find themselves fully wel-
come in their respective fraternities, there are those who
assert that “despite pious hopes and intellectual convictions,
[these two disciplines] have so far been without issue”
(Lewontin, 1979). This judgment is now both dated and
overly severe, but numerous conceptual and methodological

impediments do face those who wish to bring these fields of
biological inquiry into fruitful synthesis—no less employing
them to construe the styles of personality. Despite such con-
cerns, recent developments bridging ecological and evolu-
tionary theory are well underway, and hence do offer some
justification for extending their principles to human styles of
adaptation.

To provide a conceptual background from these sciences
and to furnish a rough model concerning the styles of person-
ality, four domains or spheres of evolutionary and ecological
principles are detailed in this chapter. They are labeled exis-
tence, adaptation, replication, and abstraction. The first re-
lates to the serendipitous transformation of random or less
organized states into those possessing distinct structures of
greater organization; the second refers to homeostatic
processes employed to sustain survival in open ecosystems;
the third pertains to reproductive styles that maximize the
diversification and selection of ecologically effective attrib-
utes; and the fourth, a distinctly human phenomenon, con-
cerns the emergence of competencies that foster anticipatory
planning and reasoned decision making.

What makes evolutionary theory and ecological theory
as meritorious as I propose them to be? Are they truly coex-
tensive with the origins of the universe and the procession of
organic life, as well as human modes of adaptation? Is ex-
trapolation to personality a conjectural fantasy? Is there justi-
fication for employing them as a basis for understanding
normal and pathological behaviors?

Owing to the mathematical and deductive insights of our
colleagues in physics, we have a deeper and clearer sense of
the early evolution and structural relations among matter and
energy. So too has knowledge progressed in our studies of
physical chemistry, microbiology, evolutionary theory, popu-
lation biology, ecology, and ethology. How odd it is (is it
not?) that we have only now again begun to investigate—as
we did at the turn of the last century—the interface between
the basic building blocks of physical nature and the nature of
life as we experience and live it personally. How much more
is known today, yet how hesitant are people to undertake a se-
rious rapprochement? As Barash (1982) has commented:

Like ships passing in the night, evolutionary biology and the
social sciences have rarely even taken serious notice of each
other, although admittedly, many introductory psychology
texts give an obligatory toot of the Darwinian horn somewhere
in the first chapter . . . before passing on to discuss human be-
havior as though it were determined only by environmental
factors. (p. 7)

Commenting that serious efforts to undergird the behavioral
sciences with the constructs and principles of evolutionary
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biology are as audacious as they are overdue, Barash (1982)
notes further:

As with any modeling effort, we start with the simple, see how
far it takes us, and then either complicate or discard it as it gets
tested against reality. The data available thus far are certainly
suggestive and lead to the hope that more will shortly be forth-
coming, so that tests and possible falsification can be carried out.
In the meanwhile, as Darwin said when he first read Malthus, at
least we have something to work with! (p. 8)

The role of evolution is most clearly grasped when it is paired
with the principles of ecology. So conceived, the so-called
procession of evolution represents a series of serendipitous
transformations in the structure of a phenomenon (e.g., ele-
mentary particle, chemical molecule, living organism) that
appear to promote survival in both its current and future
environments. Such processions usually stem from the
consequences of either random fluctuations (such as muta-
tions) or replicative reformations (e.g., recombinant mating)
among an infinite number of possibilities—some simpler
and others more complex, some more and others less orga-
nized, some increasingly specialized and others not. Evolu-
tion is defined, then, when these restructurings enable a
natural entity (e.g., species) or its subsequent variants to sur-
vive within present and succeeding ecological milieus. It is
the continuity through time of these fluctuations and refor-
mations that comprises the sequence we characterize as evo-
lutionary progression.

THREE UNIVERSAL POLARITIES OF EVOLUTION

As noted in previous paragraphs, existence relates to the
serendipitous transformation of states that are more
ephemeral, less organized, or both into those possessing
greater stability, greater organization, or both. It pertains to
the formation and sustenance of discernible phenomena, to
the processes of evolution that enhance and preserve life,
and to the psychic polarity of pleasure and pain. Adaptation
refers to homeostatic processes employed to foster survival
in open ecosystems. It relates to the manner in which extant
phenomena adapt to their surrounding ecosystems, to the
mechanisms employed in accommodating to or in modifying
these environments, and to the psychic polarity of passivity
and activity. Replication pertains to reproductive styles that
maximize the diversification and selection of ecologically ef-
fective attributes. It refers to the strategies utilized to repli-
cate ephemeral organisms, to the methods of maximizing
reproductive propagation and progeny nurturance, and to the
psychic polarity of self and other. These three polarities have

forerunners in psychological theory that may be traced back
to the early 1900s.

Some Historical Notes

A number of pre–World War I theorists proposed polarities
that were used as the foundation for understanding a variety
of psychological processes. Although others formulated par-
allel schemas earlier than he, I illustrate these conceptions
with reference to ideas presented by Sigmund Freud. He
wrote in 1915 what many consider to be among his most
seminal works, those on metapsychology and in particular,
the paper entitled “The Instincts and Their Vicissitudes.”
Speculations that foreshadowed several concepts developed
more fully later both by himself and by others were pre-
sented in preliminary form in these papers. Particularly no-
table is a framework that Freud (1915/1925) advanced as
central to understanding the mind; he framed these polarities
as follows:

Our mental life as a whole is governed by three polarities,
namely, the following antitheses:

• Subject (ego)-Object (external world)

• Pleasure-Pain

• Active-Passive

The three polarities within the mind are connected with one
another in various highly significant ways. 

We may sum up by saying that the essential feature in the
vicissitudes undergone by instincts is their subjection to the in-
fluences of the three great polarities that govern mental life. Of
these three polarities we might describe that of activity-passivity
as the biological, that of the ego-external world as the real, and
finally that of pleasure-pain as the economic, respectively.
(pp. 76–77, 83)

Preceding Freud, however, aspects of these three polarities
were conceptualized and employed by other theorists—in
France, Germany, Russia, and other European nations as
well as in the United States. Variations of the polarities of
active-passive, subject-object, and pleasure-pain were identi-
fied by Heymans and Wiersma in Holland, McDougall in the
United States, Meumann in Germany, Kollarits in Hungary,
and others (Millon, 1981; Millon & Davis, 1996).

Despite the central role Freud assigned these polarities,
he failed to capitalize on them as a coordinated system for un-
derstanding patterns of human functioning. Although he
failed to pursue their potentials, the ingredients he formulated
for his tripartite polarity schema were drawn upon by his
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disciples for many decades to come, seen prominently in the
progressive development from instinct or drive theory, in
which pleasure and pain were the major forces, to ego psy-
chology, in which the apparatuses of activity and passivity
were central constructs, and, most recently, to self-psychology
and object relations theory, in which the self-other polarity is
the key issue (Pine, 1990).

Forgotten as a metapsychological speculation by most, the
scaffolding comprising these polarities was fashioned anew
by this author in the mid-1960s (Millon, 1969). Unacquainted
with Freud’s proposals at the time and employing a biosocial-
learning model anchored to Skinnerian concepts, I constructed
a framework similar to Freud’s “great polarities that govern all
of mental life.” Phrased in the terminology of learning con-
cepts, the model comprised three polar dimensions: positive
versus negative reinforcement (pleasure-pain); self-other as
reinforcement source; and the instrumental styles of active-
passive. I (Millon, 1969) stated:

By framing our thinking in terms of what reinforcements the in-
dividual is seeking, where he is looking to find them and how he
performs we may see more simply and more clearly the essential
strategies which guide his coping behaviors.

These reinforcements [relate to] whether he seeks primarily
to achieve positive reinforcements (pleasure) or to avoid nega-
tive reinforcements (pain).

Some patients turn to others as their source of reinforcement,
whereas some turn primarily to themselves. The distinction [is]
between others and self as the primary reinforcement source.

On what basis can a useful distinction be made among instru-
mental behaviors? A review of the literature suggests that the
behavioral dimension of activity-passivity may prove useful. . . .
Active patients [are] busily intent on controlling the circum-
stances of their environment. . . . Passive patients . . . wait for the
circumstances of their environment to take their course . . .
reacting to them only after they occur. (pp. 193–195)

Do we find parallels within the disciplines of psychiatry and
psychology that correspond to these broad evolutionary
polarities?

In addition to the forerunners noted previously, there is a
growing group of contemporary scholars whose work relates
to these polar dimensions, albeit indirectly and partially. For
example, a modern conception anchored to biological foun-
dations has been developed by the distinguished British psy-
chologist Jeffrey Gray (1964, 1973). A three-part model of
temperament, matching the three-part polarity model in most
regards, has been formulated by the American psychologist
Arnold Buss and his associates (Buss & Plomin 1975, 1984).
Circumplex formats based on factor analytic studies of mood
and arousal that align well with the polarity schema have been

published by Russell (1980) and Tellegen (1985). Deriving
inspiration from a sophisticated analysis of neuroanatomical
substrates, the highly resourceful American psychiatrist
Robert Cloninger (1986, 1987) has deduced a threefold
schema that is coextensive with major elements of the
model’s three polarities. Less oriented to biological founda-
tions, recent advances in both interpersonal and psychoana-
lytic theory have likewise exhibited strong parallels to one or
more of the three polar dimensions. A detailed review of these
and other parallels has been presented in several recent books
(e.g., Millon, 1990; Millon & Davis, 1996).

The following pages summarize the rationale and charac-
teristics of the three-part polarity model. A few paragraphs
draw upon the model as a basis for establishing attributes for
conceptualizing personality patterns.

Aims of Existence

The procession of evolution is not limited just to the evolution
of life on earth but extends to prelife, to matter, to the primor-
dial elements of our local cosmos, and, in all likelihood, to the
elusive properties of a more encompassing universe within
which our cosmos is embedded as an incidental part. The de-
marcations we conceptualize to differentiate states such as
nonmatter and matter, or inorganic and organic, are nominal
devices that record transitions in this ongoing procession of
transformations, an unbroken sequence of re-formed ele-
ments that have existed from the very first.

We may speak of the emergence of our local cosmos from
some larger universe, or of life from inanimate matter, but if
we were to trace the procession of evolution backward we
would have difficulty identifying precise markers for each of
these transitions. What we define as life would become pro-
gressively less clear as we reversed time until we could no
longer discern its presence in the matter we were studying.
So, too, does it appear to theoretical physicists that if we trace
the evolution of our present cosmos back to its ostensive ori-
gins, we would lose its existence in the obscurity of an undif-
ferentiated and unrecoverable past. The so-called Big Bang
may in fact be merely an evolutionary transformation, one of
an ongoing and never-ending series of transitions.

Life Preservation and Life Enhancement: 
The Pain-Pleasure Polarity

The notion of open systems is of relatively recent origin
(Bertalanffy, 1945; Lotka, 1924; Schrodinger, 1944), brought
to bear initially to explain how the inevitable consequences
of the second law of thermodynamics appear to be circum-
vented in the biological realm. By broadening the ecological
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field so as to encompass events and properties beyond the
local and immediate, it becomes possible to understand how
living organisms on earth function and thrive, despite seem-
ing to contradict this immutable physical law (e.g., solar ra-
diation, continuously transmitting its ultimately exhaustible
supply of energy, temporarily counters the earth’s inevitable
thermodynamic entropy). The open system concept has been
borrowed freely and fruitfully to illuminate processes across
a wide range of subjects. In recent decades it has been ex-
tended, albeit speculatively, to account for the evolution of
cosmic events. These hypotheses suggest that the cosmos as
known today may represent a four-dimensional “bubble” or
set of “strings” stemming either from the random fluctuations
of an open meta-universe characterized primarily by entropic
chaos or of transpositions from a larger set of dimensions that
comprise the properties of an open mega-universe—that is,
dimensions beyond those we apprehend (Millon, 1990).

By materializing new matter from fluctuations in a larger
and unstable field—that is, by creating existence from non-
existence (cold dark matter)—any embedded open system
might not only expand, but also form entities displaying anti-
entropic structure, the future survival of which is determined
by the character of parallel materializations and by the fortu-
itous consequences of their interactions (including their eco-
logical balance, symbiosis, etc.). Beyond fortuitous levels of
reciprocal fitness, some of these anti-entropic structures may
possess properties that enable them to facilitate their own
self-organization; that is to say, the forms into which they
have been rendered randomly may not only survive, but also
be able to amplify themselves, to extend their range, or both,
sometimes in replicated and sometimes in more comprehen-
sive structures.

Recent mathematical research in both physics and chem-
istry has begun to elucidate processes that characterize how
structures “evolve” from randomness. Whether one evaluates
the character of cosmogenesis, the dynamics of open chemi-
cal systems, or repetitive patterns exhibited among weather
movements, it appears that random fluctuations assume se-
quences that often become both self-sustaining and recurrent.
In chemistry, the theory of dissipative (free energy) structures
(Prigogine 1972, 1976) proposes a principle called order
through fluctuation that relates to self-organizational dynam-
ics; these fluctuations proceed through sequences that not
only maintain the integrity of the system but are also self-
renewing. According to the theory, any open system may
evolve when fluctuations exceed a critical threshold, setting
in motion a qualitative shift in the nature of the system’s
structural form. Similar shifts within evolving systems are
explained in pure mathematics by what has been termed cat-
astrophic theory (Thom, 1972); here, sudden switches from

one dynamic equilibrium state to another occur instanta-
neously with no intervening bridge. As models portraying
how the dynamics of random fluctuation drive prior levels of
equilibrium to reconstitute themselves into new structures,
both catastrophe and dissipative theories prove fruitful in ex-
plicating self-evolving morphogenesis—the emergence of
new forms of existence from prior states.

There is another equally necessary step to existence, one
that maintains “being” by protecting established structures
and processes. Here, the degrading effects of entropy are
counteracted by a diversity of safeguarding mechanisms.
Among both physical and organic substances, such as atoms
and molecules, the elements comprising their nuclear struc-
ture are tightly bound, held together by the strong force that
is exceptionally resistant to decomposition (hence the power
necessary to split the atom). More complicated organic struc-
tures, such as plants and animals, also have mechanisms to
counter entropic dissolution—that is to say, to maintain the
existence of their lives.

Two intertwined strategies are required, therefore: one to
achieve existence, the other to preserve it. The aim of one is
the enhancement of life—creating and then strengthening
ecologically survivable organisms; the aim of the other is the
preservation of life—avoiding circumstances that might ter-
minate (entropically decompose) it. Although I disagree with
Freud’s concept of a death instinct (Thanatos), I believe he
was essentially correct in recognizing that a balanced yet fun-
damental biological bipolarity exists in nature, a bipolarity
that has its parallel in the physical world. As he wrote in one
of his last works, “The analogy of our two basic instincts ex-
tends from the sphere of living things to the pair of opposing
forces—attraction and repulsion—which rule the inorganic
world” (Freud, 1940, p. 72). Among humans, the former may
be seen in life-enhancing acts that are attracted to what we
experientially record as pleasurable events (positive rein-
forcers), the latter in life-preserving behaviors oriented to
repel events experientially characterized as painful (negative
reinforcers). More is said of these fundamental if not univer-
sal mechanisms of countering entropic disintegration in the
next section.

To summarize, the aims of existence reflects a to-be or
not-to-be issue. In the inorganic world, to be is essentially a
matter of possessing qualities that distinguish a phenomenon
from its surrounding field—not being in a state of entropy.
Among organic beings, to be is a matter of possessing the
properties of life as well as being located in ecosystems that
facilitate the enhancement and preservation of that life. In the
phenomenological or experiential world of sentient organ-
isms, events that extend life and preserve it correspond
largely to metaphorical terms such as pleasure and pain; that
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is to say, recognizing and pursuing positive sensations and
emotions, on the one hand, and recognizing and eschewing
negative sensations and emotions, on the other.

Although there are many philosophical and metapsycho-
logical issues associated with the nature of pain and pleasure
as constructs, it is neither our intent nor our task to inquire
into them here. That they recur as a polar dimension time and
again in diverse psychological domains (e.g., learned behav-
iors, unconscious processes, emotion, and motivation, as well
as their biological substrates) has been elaborated in another
publication (Millon, 1990). In this next section, I examine
their role as constructs for articulating attributes that may
usefully define personality.

Before we proceed, let us note that a balance must be
struck between the two extremes that comprise each polarity;
a measure of integration among the evolutionary polarities is
an index of normality. Normal personality functioning, how-
ever, does not require equidistance between polar extremes.
Balanced but unequal positions emerge as a function of
temperamental dispositions, which, in their turn, are modi-
fied by the wider ecosystems within which individuals de-
velop and function. In other words, there is no absolute or
singular form of normal personality. Various polar positions
and the personality attributes they subserve result in diverse
styles of normality, just as severe or marked imbalances be-
tween the polarities manifest themselves in diverse styles of
abnormality (Millon & Davis, 1996).

Moreover, given the diverse and changing ecological mi-
lieus that humans face in our complex modern environment,
there is reason to expect that most persons will develop mul-
tiple adaptive styles, sometimes more active, sometimes less
so, occasionally focused on self, occasionally on others, at
times oriented to pleasure, at times oriented to the avoidance
of pain. Despite the emergence of relatively enduring and
characteristic styles over time, a measure of adaptive flexibil-
ity typifies most individuals: Persons are able to shift from
one position on a bipolar continuum to another as the cir-
cumstances of life change.

Personality Implications

As noted, an interweaving and shifting balance between the
two extremes that comprise the pain-pleasure polarity typi-
fies normal personality functioning. Both of the following
personality attributes should be met in varying degrees as life
circumstances require. In essence, a synchronous and coordi-
nated personal style would have developed to answer the
question of whether the person should focus on experiencing
only the enhancement of life versus concentrating his or her
efforts on ensuring its preservation.

Avoiding Danger and Threat: The Life Preservation
Attribute. One might assume that an attribute based on the
avoidance of psychic or physical pain would be sufficiently
self-evident not to require specification. As is well known,
debates have arisen in the literature as to whether normal
personality functioning represents the absence of mental
disorder—that is, the reverse side of the mental illness or
abnormality coin. That there is an inverse relationship be-
tween health and disease cannot be questioned; the two are
intimately connected both conceptually and physically. On
the other hand, to define a healthy personality solely on the
basis of an absence of disorder does not suffice. As a single
attribute of behavior that signifies both the lack of (e.g., anx-
iety, depression) and an aversion to (e.g., threats to safety and
security) pain in its many and diverse forms does provide a
foundation upon which other, more positively composed at-
tributes may rest. Substantively, however, positive personal
functioning must comprise elements beyond mere nonnor-
mality or abnormality. And despite the complexities of per-
sonality, from a definitional point of view normal functioning
does preclude nonnormality.

Turning to the evolutionary aspect of pain avoidance, that
pertaining to a distancing from life-threatening circum-
stances, psychic and otherwise, we find an early historical
reference in the writings of Herbert Spencer, a supportive
contemporary of Darwin. In 1870 Spencer averred:

Pains are the correlative of actions injurious to the organism,
while pleasures are the correlatives of actions conducive to its
welfare.

Those races of beings only can have survived in which, on the
average, agreeable or desired feelings went along with activities
conducive to the maintenance of life, while disagreeable and ha-
bitually avoided feelings went along with activities directly or
indirectly destructive of life.

Every animal habitually persists in each act which gives plea-
sure, so long as it does so, and desists from each act which gives
pain. . . . It is manifest that in proportion as this guidance ap-
proaches completeness, the life will be long; and that the life will
be short in proportion as it falls short of completeness.

We accept the inevitable corollary from the general doctrine
of Evolution, that pleasures are the incentives to life-supporting
acts and pains the deterrents from life-destroying acts. (pp. 279–
284)

More recently, Freedman and Roe (1958) wrote:

We . . . hypothesize that psychological warning and warding-
off mechanisms, if properly studied, might provide a kind of
psychological-evolutionary systematics. Exposure to pain, anxi-
ety, or danger is likely to be followed by efforts to avoid a
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repetition of the noxious stimulus situation with which the expe-
rience is associated. Obviously an animal with a more highly
developed system for anticipating and avoiding the threatening
circumstance is more efficiently equipped for adaptation and sur-
vival. Such unpleasant situations may arise either from within, in
its simplest form as tissue deprivation, or from without, by the
infliction of pain or injury. Man’s psychological superstructure
may be viewed, in part, as a system of highly developed warning
mechanisms. (p. 458)

As for the biological substrate of pain signals, Gray (1975)
suggests two systems, both of which alert the organism to
possible dangers in the environment. Those mediating the
behavioral effects of unconditioned (instinctive?) aversive
events are termed the fight-flight system (FFS). This system
elicits defensive aggression and escape and is subserved, ac-
cording to Gray’s pharmacological inferences, by the amgy-
dala, the ventromedial hypothalamus, and the central gray of
the midbrain; neurochemically, evidence suggests a difficult-
to-unravel interaction among aminobutyric acids (for exam-
ple, gamma-ammobutyric acid), serotonin, and endogenous
opiates (for example, endorphins). The second major source
of sensitivity and action in response to pain signals is referred
to by Gray as the behavioral inhibition system (BIS), consist-
ing of the interplay of the septal-hippocampal system, its
cholinergic projections and monoamine transmissions to the
hypothalamus, and then on to the cingulate and prefrontal cor-
tex.Activated by signals of punishment or nonreward, the BIS
suppresses associated behaviors, refocuses the organism’s at-
tention, and redirects activity toward alternate stimuli.

Harm avoidance is a concept proposed by Cloninger
(1986, 1987). As he conceives the construct, it is a heritable
tendency to respond intensely to signals of aversive stimuli
(pain) and to learn to inhibit behaviors that might lead to pun-
ishment and frustrative nonreward. Those high on this di-
mension are characterized as cautious, apprehensive, and
inhibited; those low on this valence would likely be confi-
dent, optimistic, and carefree. Cloninger subscribes essen-
tially to Gray’s behavioral inhibition system concept in
explicating this polarity, as well as the neuroanatomical and
neurochemical hypotheses Gray proposed as the substrates
for its pain-avoidant mechanisms.

Shifting from biological-evolutionary concepts, we may
turn to proposals of a similar cast offered by thinkers of a
distinctly psychological turn of mind. Notable here are the
contributions of Maslow (1968), particularly his hierarchical
listing of needs. Best known are the five fundamental needs
that lead ultimately to self-actualization, the first two of
which relate to our evolutionary attribute of life preservation.
Included in the first group are the physio-logical needs such
as air, water, food, and sleep, qualities of the ecosystem

essential for survival. Next, and equally necessary to avoid
danger and threat, are what Maslow terms the safety needs,
including the freedom from jeopardy, the security of physical
protection and psychic stability, as well as the presence of so-
cial order and interpersonal predictability.

That pathological consequences can ensue from the fail-
ure to attend to the realities that portend danger is obvious;
the lack of air, water, and food are not issues of great concern
in civilized societies today, although these are matters of con-
siderable import to environmentalists of the future and to
contemporary poverty-stricken nations.

It may be of interest next to record some of the psychic
pathologies that can be traced to aberrations in meeting this
first attribute of personality. For example, among those
termed inhibited and avoidant personalities (Millon, 1969,
1981), we see an excessive preoccupation with threats to
one’s psychic security—an expectation of and hyperalertness
to the signs of potential rejection—that leads these persons to
disengage from everyday relationships and pleasures. At the
other extreme of the polarity attribute, we see those of a risk-
taking attitude, a proclivity to chance hazards and to endan-
ger one’s life and liberty, a behavioral pattern characteristic
of those we contemporaneously label antisocial personali-
ties. Here there is little of the caution and prudence expected
in the normal personality attribute of avoiding danger and
threat; rather, we observe its opposite, a rash willingness to
put one’s safety in jeopardy, to play with fire and throw cau-
tion to the wind. Another pathological style illustrative of a
failure to fulfill this evolutionary attribute is seen among
those variously designated as masochistic and self-defeating
personalities. Rather than avoid circumstances that may
prove painful and self-endangering, these nonnormal person-
ality styles set in motion situations in which they will come to
suffer physically, psychically, or both. Either by virtue of
habit or guilt absolution, these individuals induce rather than
avoid pain for themselves.

Seeking Rewarding Experiences: The Life Enhance-
ment Attribute. At the other end of the existence polarity
are attitudes and behaviors designed to foster and enrich
life, to generate joy, pleasure, contentment, fulfillment, and
thereby strengthen the capacity of the individual to remain
vital and competent physically and psychically. This attribute
asserts that existence and survival call for more than life
preservation alone—beyond pain avoidance is what we have
chosen to term pleasure enhancement.

This attribute asks us to go at least one step further than
Freud’s parallel notion that life’s motivation is chiefly that of
“reducing tensions” (i.e., avoiding or minimizing pain),
maintaining thereby a steady state, if you will, a homeostatic
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balance and inner stability. In accord with my view of evolu-
tion’s polarities, I would assert that normal humans are also
driven by the desire to enrich their lives, to seek invigorating
sensations and challenges, to venture and explore, all to the
end of magnifying if not escalating the probabilities of both
individual viability and species replicability.

Regarding the key instrumental role of “the pleasures,”
Spencer (1870) put it well more than a century ago: “Pleasures
are the correlatives of actions conducive to [organismic]
welfare. . . . the incentives to life-supporting acts” (pp. 279,
284). The view that there exists an organismic striving to ex-
pand one’s inherent potentialties (as well as those of one’s kin
and species) has been implicit in the literature of all times.
That the pleasures may be both sign and vehicle for this real-
ization was recorded even in the ancient writings of the
Talmud, where it states: “everyone will have to justify himself
in the life hereafter for every failure to enjoy a legitimately
offered pleasure in this world” (Jahoda, 1958, p. 45).

As far as contemporary psychobiological theorists are
concerned, brief mention will be made again of the contribu-
tions of Gray (1975, 1981) and Cloninger (1986, 1987).
Gray’s neurobiological model centers heavily on activation
and inhibition (active-passive polarities) as well as on signals
of reward and punishment (pleasure-pain polarity). Basing
his deductions primarily on pharmacological investigations
of animal behavior, Gray has proposed the existence of sev-
eral interrelated and neuroanatomically grounded response
systems that activate various positive and negative affects.
He refers to what he terms the behavioral activation system
(BAS) as an approach system that is subserved by the reward
center uncovered originally by Olds and Milner (1954).
Ostensibly mediated at brain stem and cerebellar levels, it is
likely to include dopaminergic projections across various
striata and is defined as responding to conditioned rewarding
and safety stimuli by facilitating behaviors that maximize
their future recurrence (Gray, 1975). There are intricacies in
the manner with which the BAS is linked to external stimuli
and its anatomic substrates, but Gray currently views it as a
system that subserves signals of reward, punishment relief,
and pleasure.

Cloninger (1986, 1987) has generated a theoretical model
composed of three dimensions, which he terms reward depen-
dence, harm avoidance, to which I referred previously, and
novelty seeking. Proposing that each is a heritable personality
disposition, he relates them explicitly to specific monoamin-
ergic pathways; for example, high reward dependence is con-
nected to low noradrenergic activity, harm avoidance to high
serotonergic activity, and high novelty seeking to low
dopaminergic activity. Cloninger’s reward dependence di-
mension reflects highs and lows on the positive-gratifying-

pleasure valence, whereas the harm avoidance dimension
represents highs and lows on the negative-pain-displeasure
valence. Reward dependence is hypothesized to be a herita-
ble neurobiological tendency to respond to signals of reward
(pleasure), particularly verbal signals of social approval,
sentiment, and succor, as well as to resist events that might
extinguish behaviors previously associated with these re-
wards. Cloninger portrays those high on reward dependence
to be sociable, sympathetic, and pleasant; in contrast, those
low on this polarity are characterized as detached, cool,
and practical. Describing the undergirding substrate for the
reward-pleasure valence as the behavior maintenance sys-
tem (BMS), Cloninger speculates that its prime neuromodu-
lator is likely to be norepinephrine, with its major ascending
pathways arising in the pons, projecting onward to hypo-
thalamic and limbic structures, and then branching upward
to the neocortex.

Turning again to pure psychological formulations, both
Rogers (1963) and Maslow (1968) have proposed concepts
akin to my criterion of enhancing pleasure. In his notion of
“openness to experience,” Rogers asserts that the fully func-
tioning person has no aspect of his or her nature closed off.
Such individuals are not only receptive to the experiences that
life offers, but they are able also to use their experiences in ex-
panding all of life’s emotions, as well as in being open to all
forms of personal expression. Along a similar vein, Maslow
speaks of the ability to maintain a freshness to experience, to
keep up one’s capacity to appreciate relationships and events.
No matter how often events or persons are encountered, one is
neither sated nor bored but is disposed to view them with an
ongoing sense of awe and wonder.

Perhaps less dramatic than the conceptions of either
Rogers and Maslow, I believe that this openness and freshness
to life’s transactions is an instrumental means for extending
life, for strengthening one’s competencies and options, and
for maximizing the viability and replicability of one’s species.
More mundane and pragmatic in orientation than their views,
this conception seems both more substantive theoretically
and more consonant a rationale for explicating the role the
pleasures play in undergirding reward experience and open-
ness to experience.

As before, a note or two should be recorded on the patho-
logical consequences of a failure to possess an attribute.
These are seen most clearly in the personality disorders la-
beled schizoid and avoidant. In the former there is a marked
hedonic deficiency, stemming either from an inherent
deficit in affective substrates or the failure of stimulative ex-
perience to develop attachment behaviors, affective capac-
ity, or both (Millon, 1981, 1990). Among those designated
avoidant personalities, constitutional sensitivities or abusive
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life experiences have led to an intense attentional sensitivity
to psychic pain and a consequent distrust in either the
genuineness or durability of the pleasures, such that these
individuals can no longer permit themselves to chance expe-
riencing them, lest they prove again to be fickle and unreli-
able. Both of these personalities tend to be withdrawn and
isolated, joyless and grim, neither seeking nor sharing in the
rewards of life.

Modes of Adaptation

To come into existence as an emergent particle, a local cos-
mos, or a living creature is but an initial phase, the serendip-
itous presence of a newly formed structure, the chance
evolution of a phenomenon distinct from its surroundings.
Although extant, such fortuitous transformations may exist
only for a fleeting moment. Most emergent phenomena do
not survive (i.e., possess properties that enable them to retard
entropic decomposition). To maintain their unique structure,
differentiated from the larger ecosystem of which they are a
part, and to be sustained as a discrete entity among other phe-
nomena that comprise their environmental field requires
good fortune and the presence of effective modes of adapta-
tion. These modes of basic survival comprise the second es-
sential component of evolution’s procession.

Ecological Accommodation and Ecological Modification.
The Passive-Active Polarity 

The second evolutionary stage relates to what is termed the
modes of adaptation; it is also framed as a two-part polarity.
The first may best be characterized as the mode of ecological
accommodation, signifying inclinations to passively fit in, to
locate and remain securely anchored in a niche, subject to the
vagaries and unpredictabilities of the environment, all ac-
ceded to with one crucial proviso: that the elements compris-
ing the surroundings will furnish both the nourishment and
the protection needed to sustain existence. Although based on
a somewhat simplistic bifurcation among adaptive strategies,
this passive and accommodating mode is one of the two fun-
damental methods that living organisms have evolved as a
means of survival. It represents the core process employed in
the evolution of what has come to be designated as the plant
kingdom: a stationary, rooted, yet essentially pliant and de-
pendent survival mode. By contrast, the second of the two
major modes of adaptation is seen in the lifestyle of the ani-
mal kingdom. Here we observe a primary inclination toward
ecological modification, a tendency to change or rearrange
the elements comprising the larger milieu, to intrude upon
otherwise quiescent settings, a versatility in shifting from one

niche to another as unpredictability arises, a mobile and in-
terventional mode that actively stirs, maneuvers, yields, and
at the human level substantially transforms the environment
to meet its own survival aims.

Both modes—passive and active—have proven impres-
sively capable to both nourishing and preserving life. Whether
the polarity sketched is phrased in terms of accommodating
versus modifying, passive versus active, or plant versus ani-
mal, it represents at the most basic level the two fundamental
modes that organisms have evolved to sustain their existence.
This second aspect of evolution differs from the first stage,
which is concerned with what may be called existential be-
coming, in that it characterizes modes of being: how what has
become endures.

Broadening the model to encompass human experience,
the active-passive polarity means that the vast range of be-
haviors engaged in by humans may fundamentally be grouped
in terms of whether initiative is taken in altering and shaping
life’s events or whether behaviors are reactive to and accom-
modate those events.

Much can be said for the survival value of fitting a specific
niche well, but no less important are flexibilities for adapting
to diverse and unpredictable environments. It is here again
where a distinction, although not a hard and fast one, may be
drawn between the accommodating (plant) and the modify-
ing (animal) mode of adaptation, the former more rigidly
fixed and constrained by ecological conditions, the latter
more broad-ranging and more facile in its scope of maneu-
verability. To proceed in evolved complexity to the human
species, we cannot help but recognize the almost endless va-
riety of adaptive possibilities that may (and do) arise as sec-
ondary derivatives of a large brain possessing an open
network of potential interconnections that permit the func-
tions of self-reflection, reasoning, and abstraction. But this
takes us beyond the subject of this section of the chapter. The
reader is referred elsewhere (Millon 1990) for a fuller discus-
sion of active-passive parallels in wider domains of psycho-
logical thought (for example, the “ego apparatuses”
formulated by Hartmann (1939) or the distinction between
classical and operant conditioning in the writings of Skinner
(1938, 1953).

Normal or optimal functioning, at least among humans, ap-
pears to call for a flexible balance that interweaves both polar
extremes. In the first evolutionary stage, that relating to exis-
tence, behaviors encouraging both life enhancement (plea-
sure) and life preservation (pain avoidance) are likely to be
more successful in achieving survival than actions limited to
one or the other alone. Similarly, regarding adaptation, modes
of functioning that exhibit both ecological accommodation
and ecological modification are likely to be more successful
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than is either by itself. Nevertheless, it does appear that the
two advanced forms of life on earth—plants and animals—
have evolved by giving precedence to one mode rather than
both.

Personality Implications 

As with the pair of criteria representing the aims of existence,
a balance should be achieved between the two criteria com-
prising modes of adaptation, those related to ecological
accommodation and ecological modification, or what I have
termed the passive-active polarity. Healthy personality func-
tioning calls for a synchronous and coordinated style that
weaves a balanced answer to the question of whether one
should accept what the fates have brought forth or take the
initiative in altering the circumstances of one’s life.

Abiding Hospitable Realities: The Ecologically
Accommodating Attribute. On first reflection, it would
seem to be less than optimal to submit meekly to what life pre-
sents, to adjust obligingly to one’s destiny. As described ear-
lier, however, the evolution of plants is essentially grounded
(no pun intended) in environmental accommodation, in an
adaptive acquiescence to the ecosystem. Crucial to this adap-
tive course, however, is the capacity of these surroundings to
provide the nourishment and protection requisite to the thriv-
ing of a species.

Could the same be true for the human species? Are there
not circumstances of life that provide significant and assured
levels of sustenance and safekeeping (both psychic and phys-
ical?) And if that were the case, would not the acquisition of
an accommodating attitude and passive lifestyle be a logical
consequence? The answer, it would seem, is yes. If one’s up-
bringing has been substantially secure and nurturant, would it
not be not normal to flee or overturn it?

We know that circumstances other than those in infancy
and early childhood rarely persist throughout life. Autonomy
and independence are almost inevitable as a stage of matura-
tion, ultimately requiring the adoption of so-called adult re-
sponsibilities that call for a measure of initiative, decision
making, and action. Nevertheless, to the extent that the
events of life have been and continue to be caring and giving,
is it not perhaps wisest, from an evolutionary perspective, to
accept this good fortune and let matters be? This accommo-
dating or passive life philosophy has worked extremely well
in sustaining and fostering those complex organisms that
comprise the plant kingdom. Hence passivity, the yielding to
environmental forces, may be in itself not only unproblem-
atic, but where events and circumstances provide the plea-
sures of life and protect against their pains, positively

adaptive and constructive. Accepting rather than overturning
a hospitable reality seems a sound course; or as it is said, “If
it ain’t broke, don’t fix it.”

Often reflective and deliberate, those who are passively
oriented manifest few overt strategies to gain their ends. They
display a seeming inertness, a phlegmatic lack of ambition or
persistence, a tendency toward acquiescence, a restrained at-
titude in which they initiate little to modify events, waiting
for the circumstances of their environment to take their
course before making accommodations. Some persons may
be temperamentally ill-equipped to rouse or assert them-
selves; perhaps past experience has deprived them of oppor-
tunities to acquire a range of competencies or confidence in
their ability to master the events of their environment; equally
possible is a naive confidence that things will come their way
with little or no effort on their part. From a variety of diverse
sources, then, those at the passive end of the polarity engage
in few direct instrumental activities to intercede in events or
generate the effects they desire. They seem suspended, quies-
cent, placid, immobile, restrained, listless, waiting for things
to happen and reacting to them only after they occur.

Is passivity a natural part of the repertoire of the human
species, does agreeableness serve useful functions, and where
and how is it exhibited? A few words in response to these
questions may demonstrate that passivity is not mere inactiv-
ity but a stance or process that achieves useful gains. For ex-
ample, universal among mammalian species are two basic
modes of learning: the respondent or conditioned type and
the operant or instrumental type. The former is essentially a
passive process, the simple pairing of an innate or reflexive
response to a stimulus that previously did not elicit that re-
sponse. In like passive fashion, environmental elements that
occur either simultaneously or in close temporal order be-
come connected to each other in the organism’s repertoire of
learning, such that if one of these elements recurs in the fu-
ture, the expectation is that the others will follow or be
elicited. The organisms do not have to do anything active to
achieve this learning; inborn reflexive responses and environ-
mental events are merely associated by contiguity.

Operant or instrumental learning, in contrast, represents
the outcome of an active process on the part of the organism,
one that requires an effort and execution on its part that has
the effect of altering the environment. Whereas respondent
conditioning occurs as a result of the passive observation of a
conjoining of events, operant conditioning occurs only as a
result of an active modification by the organism of its sur-
roundings, a performance usually followed by a positive re-
inforcer (pleasure) or the successful avoidance of a negative
one (pain). Unconditioned reflexes, such as a leg jerk in
reaction to a knee tap, will become a passively acquired
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conditioned respondent if a bell is regularly sounded prior to
the tap, as will the shrinking reflex of an eye pupil passively
become conditioned to that bell if it regularly preceded expo-
sure to a shining light.

The passive-active polarity is central to formulations of
psychoanalytic theory. Prior to the impressively burgeoning
literature on self and object relations theory of the past two
decades, the passive-active antithesis had a major role in
both classical instinct and post–World War II ego schools of
analytic thought. The contemporary focus on self and object
is considered in discussions of the third polarity, that of self-
other. However, we should not overlook the once key and
now less popular constructs of both instinct theory and ego
theory. It may be worth noting, as well as of special interest
to the evolutionary model presented in this chapter, that the
beginnings of psychoanalytic metapsychology were oriented
initially to instinctual derivatives (in which pleasure and
pain were given prominence), and then progressed subse-
quently to the apparatuses of the ego (Hartmann, 1939; Ra-
paport, 1953)—where passivity and activity were centrally
involved.

The model of activity, as Rapaport puts it, is a dual one:
First, the ego is strong enough to defend against or control the
intensity of the id’s drive tensions; or second, through the
competence and energy of its apparatuses, the ego is success-
ful in uncovering or creating in reality the object of the id’s
instinctual drives. Rapaport conceives the model of passivity
also to be a dual one: First, either the ego gradually modu-
lates or indirectly discharges the instinctual energies of the
id; or second, lacking an adequately controlling apparatus,
the ego is rendered powerless and subject thereby to instinc-
tual forces. Translating these formulations into evolution-
ary terms, effective actions by the ego will successfully
manage the internal forces of the id, whereas passivity will
result either in accommodations or exposure to the internal
demands of the id.

Turning to contemporary theorists more directly con-
cerned with normal or healthy personality functioning, the
humanistic psychologist Maslow (1968) states that “self-
actualized” individuals accept their nature as it is, despite
personal weaknesses and imperfections; comfortable with
themselves and with the world around them, they do not
seek to change “the water because it is wet, or the rocks be-
cause they are hard” (p. 153). They have learned to accept the
natural order of things. Passively accepting nature, they need
not hide behind false masks or transform others to fit
distorted needs. Accepting themselves without shame or
apology, they are equally at peace with the shortcomings of
those with whom they live and relate.

Where do we find clinical states of personality functioning
that reflect failures to meet the accommodating-agreeable
attribute?

One example of an inability to leave things as they are is
seen in what is classified as the histrionic personality disor-
der. These individuals achieve their goals of maximizing pro-
tection, nurturance, and reproductive success by engaging
busily in a series of manipulative, seductive, gregarious, and
attention-getting maneuvers. Their persistent and unrelenting
manipulation of events is designed to maximize the receipt of
attention and favors, as well as to avoid social disinterest and
disapproval. They show an insatiable if not indiscriminate
search for stimulation and approval. Their clever and often
artful social behaviors may give the appearance of an inner
confidence and self-assurance; beneath this guise, however,
lies a fear that a failure on their part to ensure the receipt of at-
tention will in short order result in indifference or rejection—
hence their desperate need for reassurance and repeated signs
of approval. Tribute and affection must constantly be replen-
ished and are sought from every interpersonal source. As they
are quickly bored and sated, they keep stirring up things,
becoming enthusiastic about one activity and then another.
There is a restless stimulus-seeking quality in which they can-
not leave well enough alone.

At the other end of the polarity are personality maladapta-
tions that exhibit an excess of passivity, failing thereby to
give direction to their own lives. Several personality disor-
ders demonstrate this passive style, although their passivity
derives from and is expressed in appreciably different ways.
Schizoid personalities, for example, are passive owing to
their relative incapacity to experience pleasure and pain;
without the rewards these emotional valences normally acti-
vate, they are devoid of the drive to acquire rewards, leading
them to become apathetically passive observers of the ongo-
ing scene. Dependent personality styles typically are average
on the pleasure-pain polarity, yet they are usually as passive
as schizoids. Strongly oriented to others, they are notably
weak with regard to self. Passivity for them stems from
deficits in self-confidence and competence, leading to deficits
in initiative and autonomous skills, as well as a tendency to
wait passively while others assume leadership and guide
them. Passivity among so-called obsessive-compulsive per-
sonalities stems from their fear of acting independently,
owing to intrapsychic resolutions they have made to quell
hidden thoughts and emotions generated by their intense self-
other ambivalence. Dreading the possibility of making mis-
takes or engaging in disapproved behaviors, they became
indecisive, immobilized, restrained, and thereby passive.
High on pain and low on both pleasure and self, individuals
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with masochistic personality styles operate on the assump-
tion that they dare not expect nor deserve to have life go their
way; giving up any efforts to achieve a life that accords with
their true desires, they passively submit to others’ wishes,
acquiescently accepting their fate. Finally, narcissistic per-
sonality styles, especially high on self and low on others, be-
nignly assume that good things will come their way with little
or no effort on their part; this passive exploitation of others is
a consequence of the unexplored confidence that underlies
their self-centered presumptions.

Mastering One’s Environment: The Ecologically
Modifying Attribute. The active end of the adaptational
polarity signifies the taking of initiative in altering and shap-
ing life’s events. Such persons are best characterized by their
alertness, vigilance, liveliness, vigor, forcefulness, stimulus-
seeking energy, and drive. Some plan strategies and scan al-
ternatives to circumvent obstacles or avoid the distress of
punishment, rejection, and anxiety. Others are impulsive, pre-
cipitate, excitable, rash, and hasty, seeking to elicit pleasures
and rewards. Although specific goals vary and change from
time to time, actively aroused individuals intrude on passing
events and energetically and busily modify the circumstances
of their environment.

Neurobiological research has proven to be highly support-
ive of the activity or arousal construct ever since Papez (1937),
Moruzzi and Magnum (1949), and MacLean (1949, 1952)
assigned what were to be termed the reticular and limbic sys-
tems’ both energizing and expressive roles in the central ner-
vous system.

First among historic figures to pursue this theme was Ivan
Pavlov. In speaking of the basic properties of the nervous sys-
tem, Pavlov referred to the strength of the processes of exci-
tation and inhibition, the equilibrium between their respective
strengths, and the mobility of these processes. Although
Pavlov’s (1927) theoretical formulations dealt with what
Donald Hebb (1955) termed a conceptual nervous system, his
experiments and those of his students led to innumerable di-
rect investigations of brain activity. Central to Pavlov’s thesis
was the distinction between strong and weak types of nervous
systems.

Closely aligned to Pavlovian theory, Gray (1964) has
asserted that those with weak nervous systems are easily
aroused, non–sensation-seeking introverts who prefer to
experience low rather than high levels of stimulation. Con-
versely, those with strong nervous systems would arouse
slowly and be likely to be sensation-seeking extroverts who
find low stimulation levels to be boring and find high levels
to be both exciting and pleasant.

Akin also to the active modality are the more recent views
of Cloninger (1986, 1987). To him, novelty-seeking is a her-
itable tendency toward excitement in response to novel stim-
uli or cues for reward (pleasure) or punishment relief (pain),
both of which leading to exploratory activity. Consonant with
its correspondence to the activity polarity, individuals who
are assumed to be high in novelty-seeking may be character-
ized in their personality attributes as impulsive, excitable,
and quickly distracted or bored. Conversely, those at the pas-
sive polarity or the low end of the novelty-seeking dimension
may be portrayed as reflective, stoic, slow-tempered, orderly,
and only slowly engaged in new interests.

Turning from ostensive biological substrates to specula-
tive psychological constructs, de Charms (1968) has pro-
posed that “man’s primary motivational propensity is to be
effective in producing changes in his environment” (p. 269).
A similar view has been conveyed by White (1959) in his con-
cept of effectance, an intrinsic motive, as he views it, that ac-
tivates persons to impose their desires upon environments. De
Charms (1968) elaborates his theme with reference to man as
Origin and as Pawn, constructs akin to the active polarity on
the one hand and to the passive polarity on the other; he states
this distinction as follows:

That man is the origin of his behavior means that he is constantly
struggling against being confined and constrained by external
forces, against being moved like a pawn into situations not of his
own choosing. . . . An Origin is a person who perceives his be-
havior as determined by his own choosing; a Pawn is a person
who perceives his behavior as determined by external forces be-
yond his control. . . . An Origin has strong feelings of personal
causation, a feeling that the locus for causation of effects in his
environment lies within himself. The feedback that reinforces
this feeling comes from changes in his environment that are at-
tributable to personal behavior. This is the crux of personal cau-
sation, and it is a powerful motivational force directing future
behavior. (pp. 273–274)

Allport (1955) argued that history records many individuals
who were not content with an existence that offered them
little variety, a lack of psychic tension, and minimal chal-
lenge. Allport considers it normal to be pulled forward by a
vision of the future that awakened within persons their drive
to alter the course of their lives. He suggests that people pos-
sess a need to invent motives and purposes that would con-
sume their inner energies. In a similar vein, Fromm (1955)
proposed a need on the part of humans to rise above the roles
of passive creatures in an accidental if not random world.
To him, humans are driven to transcend the state of merely
having been created; instead, humans seek to become the
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creators, the active shapers of their own destiny. Rising above
the passive and accidental nature of existence, humans gener-
ate their own purposes and thereby provide themselves with
a true basis of freedom.

Strategies of Replication

In their mature stage, organisms possess the requisite compe-
tencies to maintain entropic stability. When these competen-
cies can no longer adapt and sustain existence, organisms
succumb inexorably to death and decomposition. This fate
does not signify finality, however. Prior to their demise, all
ephemeral species create duplicates that circumvent their ex-
tinction, engaging in acts that enable them to transcend the
entropic dissolution of their members’ individual existences.

If an organism merely duplicates itself prior to death, then
its replica is doomed to repeat the same fate it suffered. How-
ever, if new potentials for extending existence can be fash-
ioned by chance or routine events, then the possibility of
achieving a different and conceivably superior outcome may
be increased. And it is this co-occurrence of random and re-
combinant processes that does lead to the prolongation of a
species’ existence. This third hallmark of evolution’s proces-
sion also undergirds another of nature’s fundamental polari-
ties, that between self and other.

Reproductive Nurturance and Reproductive Propagation:
The Other-Self Polarity 

At its most basic and universal level, the manifold varieties of
organisms living today have evolved, as Mayr (1964) has
phrased it, to cope with the challenge of continuously chang-
ing and immensely diversified environments, the resources of
which are not inexhaustible. The means by which organisms
cope with environmental change and diversity are well
known. Inorganic structures survive for extended periods of
time by virtue of the extraordinary strength of their bonding.
This contrasts with the very earliest forerunners of organic
life. Until they could replicate themselves, their distinctive
assemblages existed precariously, subject to events that could
put a swift end to the discrete and unique qualities that char-
acterized their composition, leaving them essentially as tran-
sient and ephemeral phenomena. After replicative procedures
were perfected, the chemical machinery for copying organis-
mic life, the DNA double helix, became so precise that it
could produce perfect clones—if nothing interfered with its
structure or its mechanisms of execution. But the patterning
and processes of complex molecular change are not immune
to accident. High temperatures and radiation dislodge and
rearrange atomic structures, producing what are termed

mutations, alterations in the controlling and directing DNA
configuration that undergirds the replication of organismic
morphology.

Despite the deleterious impact of most mutations, it is the
genetic variations to which they give rise that have served as
one of the primary means by which simple organisms acquire
traits making them capable of adapting to diverse and chang-
ing environments. But isomorphic replication, aided by an
occasional beneficent mutation, is a most inefficient if not
hazardous means of surmounting ecological crises faced by
complex and slowly reproducing organisms. Advantageous
mutations do not appear in sufficient numbers and with suffi-
cient dependability to generate the novel capabilities required
to adapt to frequent or marked shifts in the ecosystem. How
then did the more intricate and intermittently reproducing or-
ganisms evolve the means to resolve the diverse hazards of
unpredictable environments?

The answer to this daunting task was the evolution of a re-
combinant mechanism, one in which a pair of organisms ex-
change their genetic resources: They develop what we term
sexual mating. Here, the potentials and traits each partner
possesses are sorted into new configurations that differ in
their composition from those of their origins, generating
thereby new variants and capabilities, of which some may
prove more adaptive (and others less so) in changing envi-
ronments than were their antecedents. Great advantages ac-
crue by the occasional favorable combinations that occur
through this random shuffling of genes.

Recombinant replication, with its consequential benefits
of selective diversification, requires the partnership of two
parents, each contributing its genetic resources in a distinc-
tive and species-characteristic manner. Similarly, the atten-
tion and care given the offspring of a species’ matings are
also distinctive. Worthy of note is the difference between the
mating parents in the degree to which they protect and nour-
ish their joint offspring. Although the investment of energy
devoted to upbringing is balanced and complementary, rarely
is it identical or even comparable in either devotion or deter-
mination. This disparity in reproductive investment strate-
gies, especially evident among nonhuman animal species
(e.g., insects, reptiles, birds, mammals), underlies the evolu-
tion of the male and female genders, the foundation for the
third cardinal polarity I propose to account for evolution’s
procession.

Somewhat less profound than that of the first polarity,
which represents the line separating the enhancement of
order (existence-life) from the prevention of disorder
(nonexistence-death), or that of the second polarity, differen-
tiating the adaptive modes of accommodation (passive-plant)
from those of modification (active-animal), the third polarity,
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based on distinctions in replication strategies, is no less fun-
damental in that it contrasts the maximization of reproduc-
tive propagation (self-male) from that of the maximization of
reproductive nurturance (other-female).

Evolutionary biologists (Cole, 1954; Trivers, 1974; E. O.
Wilson, 1975) have recorded marked differences among
species in both the cycle and pattern of their reproductive
behaviors. Of special interest is the extreme diversity among
and within species in the number of offspring spawned and
the consequent nurturing and protective investment the
parents make in the survival of their progeny. Designated the
r-strategy and K-strategy in population biology, the former
represents a pattern of propagating a vast number of offspring
but exhibiting minimal attention to their survival; the latter
is typified by the production of few progeny followed by
considerable effort to assure their survival. Exemplifying the
r-strategy are oysters, which generate some 500 million eggs
annually; the K-strategy is found among the great apes,
which produce a single offspring every 5 to 6 years.

Not only do species differ in where they fall on the r- to
K-strategy continuum, but within most animal species an im-
portant distinction may be drawn between male and female
genders. It is this latter differentiation that undergirds what
has been termed the self- versus other-oriented polarity, im-
plications of which are briefly elaborated in the following
discussion.

Human females typically produce about four hundred
eggs in a lifetime, of which no more than twenty to twenty-
five can mature into healthy infants. The energy investment
expended in gestation, nurturing, and caring for each child,
both before and during the years following birth, is extraordi-
nary. Not only is the female required to devote much of her
energies to bring the fetus to full term, but during this period
she cannot be fertilized again; in contrast, the male is free to
mate with numerous females. And should her child fail to sur-
vive, the waste in physical and emotional exertion not only is
enormous, but also amounts to a substantial portion of the
mother’s lifetime reproductive potential. There appears to be
good reason, therefore, to encourage a protective and caring
inclination on the part of the female, as evident in a sensitiv-
ity to cues of distress and a willingness to persist in attending
to the needs and nurturing of her offspring.

Although the male discharges tens of millions of sperm
on mating, this is but a small investment, given the ease
and frequency with which he can repeat the act. On fertiliza-
tion, his physical and emotional commitment can end with
minimal consequences. Although the protective and food-
gathering efforts of the male may be lost by an early abandon-
ment of a mother and an offspring or two, much more may be
gained by investing energies in pursuits that achieve the wide

reproductive spread of his genes. Relative to the female of the
species, whose best strategy appears to be the care and com-
fort of child and kin—that is, the K-strategy—the male is
likely to be reproductively more prolific by maximizing self-
propagation—that is, adopting the r-strategy. To focus primar-
ily on self-replication may diminish the survival probabilities
of a few of a male’s progeny, but this occasional reproductive
loss may be well compensated for by mating with multiple
females and thereby producing multiple offspring.

In sum, males lean toward being self-oriented because
competitive advantages that inhere within themselves maxi-
mize the replication of their genes. Conversely, females lean
toward being other-oriented because their competence in nur-
turing and protecting their limited progeny maximizes the
replication of their genes.

The consequences of the male’s r-strategy are a broad range
of what may be seen as self- as opposed to other-oriented
behaviors, such as acting in an egotistical, insensitive, incon-
siderate, uncaring, and minimally communicative manner. In
contrast, females are more disposed to be other-oriented,
affiliative, intimate, empathic, protective, communicative,
and solicitous (Gilligan, 1982; Rushton, 1985; E. O. Wilson,
1978).

Personality Implications

As before, I consider both of the following criteria necessary
to the definition and determination of a full personality char-
acterization. I see no necessary antithesis between the two.
Humans can be both self-actualizing and other-encouraging,
although most persons are likely to lean toward one or the
other side. A balance that coordinates the two provides a sat-
isfactory answer to the question of whether one should be
devoted to the support and welfare of others (the underlying
philosophy of the “Democrats”) or fashion one’s life in
accord with one’s own needs and desires (the underlying
philosophy of the “Republicans”).

Constructive Loving: The Other-Nurturing Attribute.
As described earlier, recombinant replication achieved by
sexual mating entails a balanced although asymmetrical
parental investment in both the genesis and the nurturance of
offspring. By virtue of her small number of eggs and ex-
tended pregnancy, the female strategy for replicative success
among most mammals is characterized by the intensive care
and protection of a limited number of offspring. Oriented to
reproductive nurturance rather than reproductive propaga-
tion, most adult females, at least until recent decades in West-
ern society, bred close to the limit of their capacity, attaining
a reproductive ceiling of approximately 20 viable births.
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By contrast, not only are males free of the unproductive
pregnancy interlude for mating, but they may substantially
increase their reproductive output by engaging in repetitive
matings with as many available females as possible.

The other-versus-self antithesis follows from additional
aspects of evolution’s asymmetric replication strategy. Not
only must the female be oriented to and vigilant in identify-
ing the needs of and dangers that may face each of her few
offspring, but it is reproductively advantageous for her to be
sensitive to and discriminating in her assessment of potential
mates. A bad mating—one that issues a defective or weak
offspring—has graver consequences for the female than for
the male. Not only will such an event appreciably reduce her
limited reproductive possibilities and cause her to forego a
better mate for a period of time, but she may exhaust much of
her nurturing and protective energies in attempting to revital-
ize an inviable or infertile offspring. By contrast, if a male in-
dulges in a bad mating, all he has lost are some quickly
replaceable sperm, a loss that does little to diminish his future
reproductive potentials and activities.

Before we turn to other indexes and views of the self-other
polarity, let us be mindful that these conceptually derived
extremes do not evince themselves in sharp and distinct gen-
der differences. Such proclivities are matters of degree, not
absolutes, owing not only to the consequences of recombinant
“shuffling” and gene “crossing over,” but also to the influential
effects of cultural values and social learning. Consequently,
most normal individuals exhibit intermediate characteristics
on this as well as on the other two polarity sets.

The reasoning behind different replication strategies de-
rives from the concept of inclusive fitness, the logic of which
we owe to the theoretical biologist W. D. Hamilton (1964).
The concept’s rationale is well articulated in the following
quote (Daly & Wilson, 1978):

Suppose a particular gene somehow disposes its bearers to help
their siblings. Any child of a parent that has this gene has a one-
half of probability of carrying that same gene by virtue of com-
mon descent from the same parent bearer. . . . From the gene’s
point of view, it is as useful to help a brother or sister as it is to
help the child.

When we assess the fitness of a . . . bit of behavior, we must
consider more than the reproductive consequences for the indi-
vidual animal. We must also consider whether the reproductive
prospects of any kin are in any way altered. Inclusive fitness is a
sum of the consequences for one’s own reproduction plus the
consequences for the reproduction of kin multiplied by the degree
of relatedness of those kin [italics added].

An animal’s behavior can therefore be said to serve a
strategy whose goal is the maximization of inclusive fitness.
(pp. 30–31)

Mutual support and encouragement represents efforts lead-
ing to reciprocal fitness—a behavioral pattern consonant
with Darwin’s fundamental notions. Altruism, however, is a
form of behavior in which there is denial of self for the ben-
efit of others, a behavioral pattern acknowledged by Darwin
himself as seemingly inconsistent with his theory (1871,
p. 130). A simple extrapolation from natural selection sug-
gests that those disposed to engage in self-sacrifice would
ultimately leave fewer and fewer descendants; as a conse-
quence, organisms motivated by self-benefiting genes would
prevail over those motivated by other-benefiting genes, a re-
sult leading to the eventual extinction of genes oriented to
the welfare of others. The distinguished sociobiologist E. O.
Wilson states the problem directly: “How then does altruism
persist?” (1978, p. 153). An entomologist of note, Wilson
had no hesitation in claiming that altruism not only persists,
but also is of paramount significance in the lives of social
insects. In accord with his sociobiological thesis, he illus-
trates the presence of altruism in animals as diverse as birds,
deer, porpoises, and chimpanzees, which share food and
provide mutual defense—for example, to protect the
colony’s hives, bees enact behaviors that lead invariably to
their deaths.

Two underlying mechanisms have been proposed to ac-
count for cooperative behaviors such as altruism. One derives
from the concept of inclusive fitness, briefly described in pre-
ceding paragraphs; E. O. Wilson (1978) terms this form of
cooperative behavior hard-core altruism, by which he means
that the act is “unilaterally directed” for the benefit of others
and that the bestower neither expects nor expresses a desire
for a comparable return. Following the line of reasoning orig-
inally formulated by Hamilton (1964), J. P. Rushton (1984),
a controversial Canadian researcher who has carried out illu-
minating r-K studies of human behavior, explicates this
mechanism as follows:

Individuals behave so as to maximize their inclusive fitness
rather than only their individual fitness; they maximize the pro-
duction of successful offspring by both themselves and their rel-
atives. . . . Social ants, for example, are one of the most altruistic
species so far discovered. The self-sacrificing, sterile worker and
soldier ants . . . share 75% of their genes with their sisters and so
by devoting their entire existence to the needs of others . . . they
help to propagate their own genes. (p. 6)

The second rationale proposed as the mechanism underly-
ing other-oriented and cooperative behaviors Wilson terms
soft-core altruism to represent his belief that the bestower’s
actions are ultimately self-serving. The original line of rea-
soning here stems from Trivers’s (1971) notion of reciprocity,
a thesis suggesting that genetically based dispositions to
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cooperative behavior can be explained without requiring the
assumption of kinship relatedness. All that is necessary is that
the performance of cooperative acts be mutual—that is, result
in concurrent or subsequent behaviors that are comparably
beneficial in terms of enhancing the original bestower’s sur-
vivability, reproductive fertility, or both.

E. O. Wilson’s (1978) conclusion that the self-other
dimension is a bedrock of evolutionary theory is worth
quoting:

In order to understand this idea more clearly, return with me for
a moment to the basic theory of evolution. Imagine a spectrum of
self-serving behavior. At one extreme only the individual is
meant to benefit, then the nuclear family, next the extended fam-
ily (including cousins, grandparents, and others who might play
a role in kin selection), then the band, the tribe, chiefdoms, and
finally, at the other extreme, the highest sociopolitical units.
(p. 158)

Intriguing data and ideas have been proposed by several re-
searchers seeking to identify specific substrates that may re-
late to the other-oriented polarities. In what has been termed
the affiliation-attachment drive, Everly (1988), for example,
provides evidence favoring an anatomical role for the cingu-
late gyrus. Referring to the work of Henry and Stephens
(1977), MacLean (1985), and Steklis and Kling (1985),
Everly concludes that the ablation of the cingulate elimi-
nates both affiliative and grooming behaviors. The proximal
physiology of this drive has been hypothesized as including
serotonergic, noradrenergic, and opoid neurotransmission
systems (Everly, 1988; Redmond, Maas, & Kling, 1971).
MacLean (1985) has argued that the affiliative drive may be
phylogenically coded in the limbic system and may under-
gird the concept of family in primates. The drive toward
other-oriented behaviors, such as attachment, nurturing,
affection, reliability, and collaborative play, has been re-
ferred to as the “cement of society” by Henry and Stevens
(1977).

Let us move now to the realm of psychological and social
proposals. Dorothy Conrad (1952) specified a straightfor-
ward list of constructive behaviors that manifest “reproduc-
tive nurturance” in the interpersonal sphere. She records
them as follows:

Has positive affective relationship: The person who is able to re-
late affectively to even one person demonstrates that he is poten-
tially able to relate to other persons and to society.

Promotes another’s welfare: Affective relationships make it
possible for the person to enlarge his world and to act for the
benefit of another, even though that person may profit only
remotely.

Works with another for mutual benefit: The person is largely
formed through social interaction. Perhaps he is most completely
a person when he participates in a mutually beneficial relation-
ship. (pp. 456–457)

More eloquent proposals of a similar prosocial character
have been formulated by the noted psychologists Maslow,
Allport, and Fromm.

According to Maslow, after humans’ basic safety and se-
curity needs are met, they next turn to satisfy the belonging
and love needs. Here we establish intimate and caring rela-
tionships with significant others in which it is just as impor-
tant to give love as it is to receive it. Noting the difficulty in
satisfying these needs in our unstable and changing modern
world, Maslow sees the basis here for the immense popular-
ity of communes and family therapy. These settings are ways
to escape the isolation and loneliness that result from our fail-
ures to achieve love and belonging.

One of Allport’s criteria of the mature personality, which
he terms a warm relating of self to others, refers to the capa-
bility of displaying intimacy and love for a parent, child,
spouse, or close friend. Here the person manifests an authen-
tic oneness with the other and a deep concern for his or her
welfare. Beyond one’s intimate family and friends, there is an
extension of warmth in the mature person to humankind at
large, an understanding of the human condition, and a kinship
with all peoples.

To Fromm, humans are aware of the growing loss of their
ties with nature as well as with each other, feeling increas-
ingly separate and alone. Fromm believes humans must pur-
sue new ties with others to replace those that have been lost
or can no longer be depended upon. To counter the loss of
communion with nature, he feels that health requires that we
fulfill our need by a brotherliness with mankind and a sense
of involvement, concern, and relatedness with the world. And
with those with whom ties have been maintained or reestab-
lished, humans must fulfill their other-oriented needs by
being vitally concerned with their well-being as well as fos-
tering their growth and productivity.

In a lovely coda to a paper on the role of evolution in
human behavior, Freedman and Roe (1958) wrote:

Since his neolithic days, in spite of his murders and wars, his
robberies and rapes, man has become a man-binding and a time-
binding creature. He has maintained the biological continuity of
his family and the social continuity of aggregates of families. He
has related his own life experiences with the social traditions of
those who have preceded him, and has anticipated those of his
progeny. He has accumulated and transmitted his acquired goods
and values through his family and through his organizations. He
has become bound to other men by feelings of identity and by
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shared emotions, by what clinicians call empathy. His sexual
nature may yet lead him to widening ambits of human affection,
his acquisitive propensities to an optimum balance of work and
leisure, and his aggressive drives to heightened social efficiency
through attacks on perils common to all men. (p. 457)

The pathological consequences of a failure to embrace the
polarity criterion of others are seen most clearly in the per-
sonality maladaptations termed antisocial and narcissistic
disorders. Both personalities exhibit an imbalance in their
replication strategy; in this case, however, there is a primary
reliance on self rather than others. They have learned that
reproductive success as well as maximum pleasure and min-
imum pain is achieved by turning exclusively to themselves.
The tendency to focus on self follows two major lines of
development.

In the narcissistic personality maladaptive style, develop-
ment reflects the acquisition of a self-image of superior worth.
Providing self-rewards is highly gratifying if one values one-
self or possesses either a real or inflated sense of self-worth.
Displaying manifest confidence, arrogance, and an exploitive
egocentricity in social contexts, this individual believes he or
she already has all that is important—him- or herself.

Narcissistic individuals are noted for their egotistical self-
involvement, experiencing primary pleasure simply by pas-
sively being or attending to themselves. Early experience
has taught them to overvalue their self-worth; this confidence
and superiority may be founded on false premises, however—
it may be unsustainable by real or mature achievements.
Nevertheless, they blithely assume that others will recognize
their special-ness. Hence they maintain an air of arrogant self-
assurance, and without much thought or even conscious in-
tent, benignly exploit others to their own advantage. Although
the tributes of others are both welcome and encouraged, their
air of snobbish and pretentious superiority requires little con-
firmation either through genuine accomplishment or social
approval. Their sublime confidence that things will work out
well provides them with little incentive to engage in the reci-
procal give and take of social life.

Those clinically designated as antisocial personalities
counter the indifference or the expectation of pain from
others; this is done by actively engaging in duplicitous or
illegal behaviors in which they seek to exploit others for self-
gain. Skeptical regarding the motives of others, they desire
autonomy and wish revenge for what are felt as past injus-
tices. Many are irresponsible and impulsive, behaviors they
see as justified because they judge others to be unreliable and
disloyal. Insensitivity and ruthlessness with others are the
primary means they have learned to head off abuse and
victimization.

In contrast to the narcissistic form of maladaptation, the
antisocial pattern of self-orientation develops as a form of
protection and counteraction. These styles turn to themselves
first to avoid the depredation they anticipate, and second to
compensate by furnishing self-generated rewards in their
stead. Learning that they cannot depend on others, individu-
als with these personality styles counterbalance loss not only
by trusting themselves alone, but also by actively seeking
retribution for what they see as past humiliations. Turning
to self and seeking actively to gain strength, power, and re-
venge, they act irresponsibly, exploiting and usurping what
others possess as just reprisals. Their security is never fully
assured, however, even when they have aggrandized them-
selves beyond their lesser origins.

In both narcissistic and antisocial personality styles, we
see maladaptations arising from an inability to experience a
constructive love for others. For the one, there is an excessive
self-centeredness; for the other, there is the acquisition of a
compensatory destructiveness driven by a desire for social
retribution and self-aggrandizement.

Realizing One’s Potentials: The Self-Actualizing
Attribute. The converse of other-nurturance is not self-
propagation, but rather the lack of other-nurturance. Thus, to
fail to love others constructively does not assure the actualiza-
tion of one’s potentials. Both may and should exist in normal,
healthy individuals. Although the dimension of self-other is
arranged to highlight its polar extremes, it should be evident
that many if not most behaviors are employed to achieve the
goals of both self- and kin reproduction. Both ends are often
simultaneously achieved; at other times one may predomi-
nate. The behaviors comprising these strategies are driven,
so to speak, by a blend of activation and affect—that is, com-
binations arising from intermediary positions reflecting
both the life enhancement and life preservation polarity of
pleasure-pain, interwoven with similar intermediary positions
on the ecological accommodation and ecological modifica-
tion polarity of activity-passivity. Phrasing replication in
terms of the abstruse and metaphorical constructs does not ob-
scure it, but rather sets this third polarity on the deeper foun-
dations of existence and adaptation, foundations composed of
the first two polarities previously described.

At the self-oriented pole, Everly (1988) proposes an
autonomy-aggression biological substrate that manifests it-
self in a strong need for control and domination as well as in
hierarchical status striving. According to MacLean (1986), it
appears that the amygdaloid complex may play a key role in
driving organisms into self-oriented behaviors. Early studies
of animals with ablated amygdalas showed a notable increase
in their docility (Kluver & Bucy, 1939), just as nonhuman 
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primates have exhibited significant decreases in social hier-
archy status (Pribram, 1962). Although the evidence remains
somewhat equivocal, norepinephrine and dopamine seem to
be the prime neurotransmitters of this drive; the testosterone
hormone appears similarly implicated (Feldman & Quenzar,
1984).

Regarding psychological constructs that parallel the no-
tion of self-actualization, their earliest equivalent was in the
writings of Spinoza (1677/1986), who viewed development
as that of becoming what one was intended to be and nothing
other than that, no matter how exalted the alternative might
appear to be.

Carl Jung’s (1961) concept of individuation shares impor-
tant features with that of actualization in that any deterrent to
becoming the individual one may have become would be det-
rimental to life. Any imposed “collective standard is a serious
check to individuality,” injurious to the vitality of the person,
a form of “artificial stunting.”

Perhaps it was my own early mentor, Kurt Goldstein
(1939), who first coined the concept under review with the
self-actualization designation. As he phrased it, “There is
only one motive by which human activity is set going: the ten-
dency to actualize oneself” (1939, p. 196).

The early views of Jung and Goldstein have been enriched
by later theorists, notably Fromm, Perls, Rogers, and Maslow.

Focusing on what he terms the sense of identity, Fromm
(1955) spoke of the need to establish oneself as a unique
individual, a state that places the person apart from others.
Further—and it is here where Fromm makes a distinct self-
oriented commitment—the extent to which this sense of
identity emerges depends on how successful the person is in
breaking “incestuous ties” to one’s family or clan. Persons
with well-developed feelings of identity experience a feeling
of control over their lives rather than a feeling of being con-
trolled by the lives of others.

Perls (1969) enlarged on this theme by contrasting self-
regulation versus external regulation. Normal, healthy persons
do their own regulating, with no external interference, be it the
needs and demands of others or the strictures of a social code.
What we must actualize is the true inner self, not an image we
have of what our ideal selves should be. That is the “curse of
the ideal.” To Perls, each must be what he or she really is.

Following the views of his forerunners, Maslow (1968)
stated that self-actualization is the supreme development and
use of all our abilities, ultimately becoming what we have the
potential to become. Noting that self-actualists often require
detachment and solitude, Maslow asserted that such persons
are strongly self-centered and self-directed, make up their
own minds, and reach their own decisions without the need to
gain social approval.

In like manner, Rogers (1963) posited a single, overreach-
ing motive for the normal, healthy person—maintaining, ac-
tualizing, and enhancing one’s potential. The goal is not that
of maintaining a homeostatic balance or a high degree of ease
and comfort, but rather to move forward in becoming what is
intrinsic to self and to enhance further that which one has al-
ready become. Believing that humans have an innate urge to
create, Rogers stated that the most creative product of all is
one’s own self.

Where do we see failures in the achievement of self-
actualization, a giving up of self to gain the approbation of
others? Two maladaptive personality styles can be drawn
upon to illustrate forms of self-denial.

Those with dependent personalities have learned that feel-
ing good, secure, confident, and so on—that is, those feelings
associated with pleasure or the avoidance of pain—is pro-
vided almost exclusively in their relationship with others. Be-
haviorally, these persons display a strong need for external
support and attention; should they be deprived of affection
and nurturance, they will experience marked discomfort, if
not sadness and anxiety. Any number of early experiences
may set the stage for this other-oriented imbalance. Depen-
dent individuals often include those who have been exposed
to an overprotective training regimen and who thereby fail to
acquire competencies for autonomy and initiative; experienc-
ing peer failures and low self-esteem leads them to forego at-
tempts at self-assertion and self-gratification. They learn
early that they themselves do not readily achieve rewarding
experiences; these experiences are secured better by leaning
on others. They learn not only to turn to others as their source
of nurturance and security, but also to wait passively for oth-
ers to take the initiative in providing safety and sustenance.
Clinically, most are characterized as searching for relation-
ships in which others will reliably furnish affection, protec-
tion, and leadership. Lacking both initiative and autonomy,
they assume a dependent role in interpersonal relations, ac-
cepting what kindness and support they may find and will-
ingly submitting to the wishes of others in order to maintain
nurturance and security.

A less benign but equally problematic centering on the
wishes of others and the denial of self is seen in what is termed
clinically as the obsessive-compulsive personality. These per-
sons display a picture of distinct other-directedness—a con-
sistency in social compliance and interpersonal respect. Their
histories usually indicate having been subjected to constraint
and discipline when they transgressed parental strictures and
expectations. Beneath the conforming other-oriented veneer,
they exhibit intense desires to rebel and assert their own self-
oriented feelings and impulses. They are trapped in an am-
bivalence; to avoid intimidation and punishment they have
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learned to deny the validity of their own wishes and emotions
and instead have adopted as true the values and precepts set
forth by others. The disparity they sense between their own
urges and the behaviors they must display to avoid condem-
nation often leads to omnipresent physical tensions and rigid
psychological controls.

Readers who have reached this final paragraph on the
basic three polarities that undergird all physical forms and or-
ganic species should have a foundation to move onto our next
series of polarities, those which are distinctly human—that
is, these polarities relate to personality attributes found al-
most exclusively in the human species that set us off from all
earlier forms of evolution and that pertain to the higher pow-
ers and adaptive functions of abstraction and their constit-
uent cognitive modes.

THE DISTINCTLY HUMAN POLARITIES 
OF EVOLUTION

This group of personality attributes incorporates the sources
employed to gather knowledge about the experience of life
and the manner in which this information is registered and
transformed. Here, we are looking at styles of cognizing—
differences (first) in what people attend to in order to
learn about life, and (second) how they process information:
what they do to record this knowledge and make it useful to
themselves.

Predilections of Abstraction

The cognitive features of intelligence are judged by me to be
central elements in personological derivations. Comprising
the fourth and most recent stage of evolution, they comprise
the reflective capacity to transcend the immediate and con-
crete, they interrelate and synthesize the diversity of experi-
ence, they represent events and processes symbolically, they
weigh, reason, and anticipate; in essence, they signify a quan-
tum leap in evolution’s potential for change and adaptation.

Cognitive differences among individuals and the manner
in which they are expressed have been much overlooked in
generating and appraising personality attributes. With an oc-
casional notable exception or two, little of the recent so-
called revolution in cognitive science that has profoundly
affected contemporary psychology has impacted the study of
personology. Historically, the realms of intellect, aptitude,
and ability have not been considered to be personality-related
spheres of study.

In my view, personology should be broadened to encom-
pass the whole person, an organically unified and unseg-
mented totality. Consequently, cognitive dimensions and

their various styles not only should be included, but also may
have a significance equal to that of other functions as a source
of personality attributes (Millon, 1990). Unfortunately, the
various features comprising cognitive abstraction have only
rarely been included as components in personality-oriented
concepts and appraisals.

Emancipated from the real and present, unanticipated pos-
sibilities and novel constructions may routinely be created
cognitively. The capacity to sort, to recompose, to coordinate,
and to arrange the symbolic representations of experience
into new configurations is in certain ways analogous to the
random processes of recombinant replication, but processes
enabling manipulation of abstractions are more focused and
intentional. To extend this rhetorical liberty, replication is the
recombinant mechanism underlying the adaptive progression
of phylogeny, whereas abstraction is the recombinant mecha-
nism underlying the adaptive progression of ontogeny. The
powers of replication are limited, constrained by the finite
potentials inherent in parental genes. In contrast, experi-
ences, abstracted and recombined, are infinite.

Over one lifetime, innumerable events of a random, logi-
cal, or irrational character transpire, are construed, and are re-
formulated time and again—some of which prove more and
others less adaptive than their originating circumstances may
have called forth. Whereas the actions of most nonhuman
species derive from successfully evolved genetic programs,
activating behaviors of a relatively fixed nature suitable for a
modest range of environmental settings, the capabilities of
both implicit and intentional abstraction that characterize
humans give rise to adaptive competencies that are suited to
radically divergent ecological circumstances, circumstances
that themselves may be the result of far-reaching acts of sym-
bolic and technological creativity.

Although what underlies our self- versus other-oriented
attributes stems from differential replication strategies, the
conscious state of knowing self as distinct from others is a
product of the power of abstraction, the most recent phase of
evolution’s procession. The reflective process of turning in-
ward and recognizing self as an object—no less to know one-
self, and further, to know that one knows—is a uniqueness
found only among humans. Doubling back on oneself, so to
speak, creates a new level of reality, consciousness that im-
bues self and others with properties far richer and more sub-
tle than those that derive from strategies of reproductive
propagation and nurturance alone.

The abstracting mind may mirror outer realities but recon-
structs them in the process, reflectively transforming them
into subjective modes of phenomenological reality, making
external events into a plastic mold subject to creative designs.
Not only are images of self and others emancipated from
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direct sensory realities, becoming entities possessing a life of
their own, but contemporaneous time may also lose its im-
mediacy and impact. The abstracting mind brings the past ef-
fectively into the present, and its power of anticipation brings
the future into the present as well. With past and future em-
bedded in the here and now, humans can encompass at once
not only the totality of our cosmos, but also its origins and na-
ture, its evolution, and how they have come to pass. Most im-
pressive of all are the many visions humans have of life’s
indeterminate future, where no reality as yet exists.

Four polarities constitute this distinctly human abstraction
function. The first two pairs refer to the information sources
that provide cognitions. One set of contrasting polarities ad-
dresses the orientation either to look outward, or external-to-
self, in seeking information, inspiration, and guidance, versus
the orientation to turn inward, or internal-to-self. The second
set of abstraction polarities contrasts predilections for either
direct observational experiences of a tangible, material, and
concrete nature with those geared more toward intangible,
ambiguous, and inchoate phenomena.

The third and fourth set of abstraction polarities relate to
cognitive processing—that is, the ways in which people eval-
uate and mentally reconstruct information and experiences
after they have been apprehended and incorporated. The first
of these sets of cognitive polarities differentiates processes
based essentially on ideation, logic, reason, and objectivity
from those that depend on emotional empathy, personal val-
ues, sentiment, and subjective judgments. The second set of
these polarities reflects either a tendency to make new infor-
mation conform to preconceived knowledge, in the form of
tradition-bound, standardized, and conventionally structured
schemas, versus the opposing inclination to bypass precon-
ceptions by distancing from what is already known and in-
stead to create innovative ideas in an informal, open-minded,
spontaneous, individualistic, and often imaginative manner.

Cognitive functions are consonant with our earlier bioso-
cial formulations concerning the architecture of human func-
tioning (Millon, 1990) because we see cognitive processes to
be an essential component of our fourfold model regarding
how organisms approach their environments. Beyond the
driving motivational elements of personality style (as in my
formulation of the personality disorders), or the factorial
structure of personality (e.g., as explicated in the Big Five
model), we seek to conjoin all components of personality
style by linking and integrating the various expressions and
functions of personality into an overarching and coherent
whole.

Several polar dimensions have been proposed through the
years as the basis for a schema of cognitive styles. Contrast-
ing terms such as leveling versus sharpening, narrow versus

broad, analytic versus synthetic, constricted versus flexible,
inductive versus deductive, abstract versus concrete, and
convergent versus divergent have been used to illustrate the
stylistic differences among cognitive functions. Although
each of these pairs contributes to distinctions of importance
in describing cognitive processes, few were conceptualized
with personality differences in mind, although some may
prove productive in that regard.

As noted above, the model formulated by the author sepa-
rates cognitive activities into two superordinate functions. The
first pertains to the contrasting origins from which cognitive
data are gathered, or what may be termed information sources;
the second pertains to the methods by which these data are re-
constructed by the individual, or what we label transforma-
tional processes. These two functions—the initial gathering
and subsequent reconstruction of information—are further
subdivided into two polarities each. As is elaborated later in
this chapter, the sources of information are separated into
(a) external versus internal and (b) tangible versus intangible.
Transformational processes are divided into (a) ideational
versus emotional and (b) integrative versus imaginative. The
resulting four personality attributes are by no means exhaus-
tive. Rather surprisingly, they turn out to be consonant with a
model formulated in the 1920s by Jung (1971a).

Sources of Information

Information may be seen as the opposite of entropy. What en-
ergy or nutrients are to physical systems, information is to
cognitive systems. A physical system sustains itself by suck-
ing order, so to speak, from its environs, taking in energy or
nutrients and transforming them to meet tissue needs; a cog-
nitive system does something similar by sucking information
from its environs—that is, taking in data and transforming
them to meet its cognitive needs. In much the same way as
any other open system, a cognitive structure needs to main-
tain itself as an integrated and cohesive entity. In the physical
world, the integrity of a system is achieved by making adap-
tations that preserve and enhance the physical structure,
thereby precluding the entropic dissipation of its ordered ele-
ments. Similarly, a cognitive system achieves its integrity
through a variety of preserving and enhancing adaptations
that reduce the likelihood of events that may diminish the
order and coherence of its knowledge base.

Moreover, an open cognitive system is purposefully fo-
cused, as is a physical system. Just as a physical system must
be selective about its nutrition sources in order to find those
suitable to meet its tissue needs, so, too, must a cognitive
system be selective about information sources, choosing
and processing particular raw inputs according to specific
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cognitive goals. A cognitive system can no more process ran-
dom input than a physical system can ingest random material.
Hence, information (negative entropy) must be acquired se-
lectively rather than randomly or diffusely; some sources of
information will be heeded and others ignored or suppressed.

Coherence may be optimized by adopting and maintaining
a preferred and regular information source, thereby ensuring a
consistent confirmatory bias in favor of a cognitive structure’s
world view and organizational architecture. Conversely, a
cognitive structure that is exposed to dissonant or contradic-
tory sources or that heeds diverse or multitudinous sources ul-
timately may be challenged successfully or may be exhausted
beyond its ability to maintain coherence. In other words, bur-
densome processing and discordant sources are likely to re-
sult in increasing cognitive entropy. A more structured and
coherent focus that strengthens and confirms prior sources of
information becomes useful in ensuring optimal cognitive
survivability.

External Versus Internal Orientation Polarity: The
Extraceptive and Intraceptive Attributes. In light of the
preceding argument, we see two primary stimulative sources
of information, that which originates external to the self
and that which originates internally. Whether this polar cog-
nitive orientation is termed external versus internal, extracep-
tive versus intraceptive, or extraversing versus introversing,
each polarity provides a replicable reservoir for cognitive
information—a selectively narrowed wellspring of knowl-
edge to which the person will continue to be exposed.

A few lines paraphrasing Jung, the originator of the
extraversing-introversing dimension, may be of value in
highlighting core features of the externally oriented prefer-
ence. Extraversion, from Jung’s view, was centered in an in-
terest in the external object noted by a ready acceptance of
external happenings, a desire to influence and be influenced
by external events, a need to join in, and the capacity not only
to endure the bustle and noise of every kind, but actually find
them enjoyable (Jung, 1971a).

Similarly, Jung clearly states a view paralleling ours in
what we have termed the internal orientation. To Jung, the
introverted person is “not forthcoming”; he or she “retreats
before the external object.” Such an individual is aloof from
external happenings and does not join in. Self-communings
are a pleasure and the introverted individual experiences his
or her own world as a safe harbor, a “carefully tended and
walked-in garden, closed to the public and hidden from pry-
ing eyes.” The internally oriented person’s own company is
best. One who is internally oriented feels at home in one’s
own world, a place where changes are made only by oneself.
Most significantly, the best work of such individuals is done

with their own resources, on their own initiative, and in their
own way (Jung, 1971b).

Tangible Versus Intangible Disposition Polarity: The
Realistic and Intuitive Attributes. Information, whether
its source is internal or external to the self, can be classified
in numerous ways. A core distinction can be drawn between
information that is tangible versus that which is intangible.
By tangible we mean identifiable by human sensory capaci-
ties, well-defined, distinctive, recognizable, and knowable—
referring to phenomena that are concrete, factual, material,
realistic, or self-evident. In contrast, information that is
termed intangible takes in phenomena that lack an intrinsi-
cally distinctive order and structural clarity; they are inher-
ently ambiguous, abstract, insubstantial, vague, mysterious,
and obscure. Such phenomena usually can be fathomed only
by means that are unknown, unconscious, and percipient, or
by glimmerings into their diffuse and elusive nature that are
materially tenuous or psychical in form.

The readiness of some individuals to be receptive to infor-
mation that is well-structured and tangible, and of others to
receive information that is obscure and intangible, consti-
tutes, in our view, a fundamental difference in cognitive style
that is of appreciable personological significance. Although
Jung’s language is only tangentially formulated in cognitive
terms, close parallels can be seen between the polarity pre-
sented here and that offered by Jung in his distinction between
Sensing and Intuiting. As Jung (1933) wrote decades ago:

Here we should speak of sensation when sense impressions are
involved, and of intuition if we are dealing with a kind of per-
ception which cannot be traced back directly to conscious sen-
sory experience. Hence, I define sensation as perception via con-
scious sensory functions, and intuition as perception via the
unconscious. (pp. 538–539)

Favoring tangible, structured, and well-defined sources of
information that call upon one’s five senses will no doubt cor-
relate with a wide range of associated behaviors, such as
choosing actions of a pragmatic and realistic nature, prefer-
ring events in the here and now, and attending to matters call-
ing for facts and quantitative precision.

Jung conceived what we would term the tangible disposi-
tion as the fact-minded men in whom intuition is “driven
into the background by actual facts.” In contrast, those prefer-
ring the intangible, unstructured, and ambiguous world of
information are likely to be inspired by possibilities, by chal-
lenges, and potentials of an abstract, connotative, and symbolic
character, as well as by matters that depend on mystery and
speculation. In Jung’s words, “for these persons, actual reality
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counts only insofar as it harbors possibilities, regardless of the
way things are in the actual present” (Jung, 1971b, p. 539).

Transformational Processes

The first two pairs of cognitive functions were grouped ac-
cording to attributes that signify choices among the sources
and styles of gathering information. These next two pairs of
attribute polarities represent amplification preferences and
transformational processes, referring to what is done to infor-
mation after it has been received. Cognitive science has artic-
ulated a number of concepts related to the registering,
encoding, and organizing of life experiences. These concepts
pertain to various questions, such as Through what cognitive
mode will information be received and amplified—intellective
or affective? and How shall information be organized; will it
be assimilated into preformed memory systems or will it be
recast through imagination into novel schemas? Although
individuals may be positioned on several other continua or
polarities—for example, convergent versus divergent, serial
versus hierarchical, primary versus secondary, verbal versus
visual—it is the author’s view that the most fruitful cognitive
distinctions relevant to personality are the pairs selected in
this and the following section.

Ideational Versus Emotional Preference Polarity: The
Intellective and Affective Attributes. Stated simply, there
are essentially two pathways through which experiences pass
once recorded by our consciousness or by our senses, if they
are of sufficient magnitude to activate an encoded response.
The first pathway accentuates information that is conceptual
and logical, eliciting a reasoned judgment that signifies in an
articulate and organized way that the registered experience
makes sense—that is, it is rationally consistent and coherent.
The second pathway resonates an emotional response, a sub-
jective feeling reaction, signaling in a somewhat diffuse and
global way that the registered event was experienced either as
affectively neutral, clearly positive, or distinctly negative.

The ideational pole indicates a preference and elaboration
of experience in light of reason and logic. Although life
events may derive from internal or external sources and may
be of a tangible or intangible nature, the interpretive and
evaluative process is inclined toward and augments the ob-
jective and impersonal, as events are amplified by means of
critical reason and intensified by the application of rational
and judicious thought. By diminishing affective engage-
ments—reducing the unruly emotional input of others or the
upsetting effects of one’s own affective state—the preference
is to sustain and strengthen a high degree of cognitive logic
and cohesion. Objective analysis and affective detachment

protect against unwanted incursions upon intellectual ratio-
nality, but often at the price of promoting processes that tend
to be rigid, overcontrolled, and unyielding.

In contrast, experiences processed and amplified emotion-
ally activate subjective states, such as liking versus disliking,
feeling good versus feeling bad, comfort versus discomfort,
attracted versus repelled, valuing versus devaluing, and so
on. Through empathic resonance, the route of enhanced af-
fectivity inclines the individual to record not so much what
other people think but rather how they feel. The individual
who inclines toward the affective attribute uses feeling vibra-
tions to learn more from the melodic tone that words convey
than from their content or logic. The usual modality for those
who exhibit an affective bent is that of a subjective reality, a
series of more-or-less gut reactions composed of either global
or differentiated positive or negative moods. For the most
part, the affective amplification style indicates individuals
who evince modest introspective analyses, who show an
open and direct empathic response to others, and who have a
subconscious susceptibility to the emotional facets of experi-
ence in as pure a manner as possible.

Integrating Versus Innovating Bias Polarity: The
Assimilative and Imaginative Attributes. The second
cognitive transformational polarity addresses the question of
whether new information is shaped to fit preformed memory
schemas (integrated within preexisting cognitive systems), or
is organized through the imagination to be cast into innova-
tive and creative forms. Evolutionary theory suggests that the
best course may be to reinforce (cognitive) systems that have
proved stable and useful. On the other hand, progress will not
be made unless promising new possibilities are explored. A
beneficial tension in evolution clearly exists between conser-
vation and change, between that of adhering to the habitual
and that of unleashing the creative. These two contrasting
cognitive biases demonstrate the two options—integrating
experiences into already established systems versus explor-
ing innovative ways to structure them.

Assimilators are akin in certain features to persons with
well-structured memory systems to which they routinely at-
tach new cognitive experiences. Disposed to operate within
established perspectives, assimilators integrate new informa-
tion to fit previous points of view, exhibiting thereby a high
degree of dependability and consistency, if not rigidity, in
their functioning. Typically, such people are predictable, con-
ventional, orderly, systematic, decisive, methodical, exact-
ing, formal, disciplined, conscientious, faithful, loyal, and
devoted. Hence, in evolutionary terms, the integrating polar-
ity leads to continuity and tradition, or to the maintenance of
existing levels of cognitive entropy; this cognitive style
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promotes an architectural cohesion that remains unchal-
lenged by variations that could be risky (i.e., potentially di-
minish established levels of order).

In contrast, those functioning at the innovating pole are
characterized by an openness to forming new and imagina-
tive cognitive constructions of a more-or-less impromptu
character. They are inclined to search for and enjoy creative
ideas and solutions, to find novel ways to order information
and to accumulate negative entropy, so to speak, by stepping
outside of what is known and given in order to establish a
new and potentially higher level of cognitive organization.
Innovators stretch beyond confirmed perspectives, seek to
broaden interpretations of experience, and are not concerned
with demonstrating their reliability. The imaginative attribute
is typically associated with being open-minded, spontaneous,
extemporaneous, informal, adaptable, flexible, resilient, im-
pressionable, creative, inventive, and resourceful.

It is to those who combine these latter two persuasions
that the present chapter is heartily addressed.
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During much of its past, psychology represented a culturally
grounded enterprise that took into account the constitutive
role of cultural meanings and practices in human develop-
ment. Yet, as recent historical accounts make clear (Jahoda,
1993), this attention to culture was muted during the twentieth
century, with psychology dominated by an idealized physical-
science model of explanation. This has given rise to the
enigma that psychologists find it “difficult to keep culture in
mind,” noted by Cole (1996):

On the one hand, it is generally agreed that the need and ability to
live in the human medium of culture is one of the central charac-
teristics of human beings. On the other hand, it is difficult for many
academic psychologists to assign culture more than a secondary,
often superficial role in the constitution of our mental life. (p. 1)

From this type of perspective, which dominates the field, cul-
ture is seen as at most affecting the display of individual psy-
chological processes, but not as impacting qualitatively on
their form.

However, although culture thus remains in a peripheral
role in the contemporary discipline, recent years have seen a
reemergence of interest in cultural approaches and an in-
creased recognition of their importance to psychological the-
ory. As reflected in the interdisciplinary perspective of
cultural psychology (e.g., Cole, 1990; Greenfield, 1997; J. G.
Miller, 1997; Shweder, 1990), culture and psychology are
coming to be understood as mutually constitutive processes. It
is recognized that human development occurs in historically
grounded social environments that are structured by cultural

meanings and practices. Cultural meanings and practices are
themselves understood to be dependent on the subjectivity of
communities of intentional agents. By affecting individuals’
understandings and intentions, cultural meanings and prac-
tices, in turn, are recognized to have a qualitative impact on
the development of psychological phenomena and to be inte-
gral to the formulation of basic psychological theory.

The goal of the present chapter is to highlight some of the
insights for understanding personality and social psychology
that emerge from a consideration of the cultural grounding of
psychological processes. The first section of the chapter con-
siders factors that have contributed to the downplaying of
culture in mainstream social psychology and the assumptions
that guided some of the earliest research in the traditions of
cross-cultural psychology. In the second section, considera-
tion is given to key conceptual developments underlying cul-
tural psychology, recent empirical findings that illustrate the
existence of cultural variation in basic social psychological
processes, and challenges for future theory and research. In
conclusion, consideration is given to the multiple contribu-
tions of a cultural perspective in psychology. 

APPROACHES TO CULTURE IN MAINSTREAM
SOCIAL PSYCHOLOGY AND IN EARLY
CROSS-CULTURAL PSYCHOLOGY

The present section provides an overview of shifts in the role
accorded to culture in psychological theory over time, and it
outlines some of the changing conceptual understandings and
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disciplinary practices that are affecting these shifts. The first
section considers factors that are contributing to the tendency
to assign cultural considerations a relatively peripheral role
both in social psychology and more generally in the larger
discipline. The second section provides an overview of some
of the earliest traditions of cultural research in social psy-
chology, highlighting respects in which this research, al-
though groundbreaking in many respects, did not seriously
challenge this tendency to downplay the importance of cul-
ture in psychology. Finally, attention turns to the core as-
sumptions of cultural psychology, assumptions that highlight
the need to accord culture a more integral role in basic psy-
chological theory.

Downplaying of Culture in Mainstream
Social Psychology

Signs of the peripheral theoretical role accorded to cultural
considerations in social psychology may be seen in its being
downplayed in major social psychological publications. Text-
books typically either leave the construct of culture theo-
retically undefined, treat it as the same as the objective
environment or social ecology, or approach it in an eclectic
way that lacks conceptual clarity. Likewise, basic theory
tends to be presented without any reference to cultural con-
siderations. Culture is treated merely as a factor that influ-
ences the universality of certain psychological effects but not
as a process that must be taken into account to explain the
form of basic psychological phenomena. One example of
such a stance can be found in Higgins and Kruglanski’s
(1996) recent handbook on basic principles of social psy-
chology: The only citations for culture in the index—with
only one exception—refer to pages within the single chapter
on cultural psychology by Markus, Kitayama, and Heiman
(1996), rather than to any of the other 27 chapters of the vol-
ume. In the following discussion, we argue that this down-
playing of culture in social psychology reflects to a great
degree the tendency to conceptualize situations in culture-
free terms, the embrace of an idealized natural-science model
of explanation, and the default assumption of cultural homo-
geneity that dominates the field.

Culture-Free Approach to Situations

A key contribution of social psychology—if not its signa-
ture explanatory feature—is its recognition of the power of
situations to impact behavior. Such a stance is reflected, for
example, in a series of classic studies; salient examples in-
clude the Milgram conformity experiment, which demon-
strated that to conform with the orders of an experimenter,

individuals were willing to inflict a harmful electric shock on
a learner (Milgram, 1963), as well as the prison experiment of
Zimbardo and his colleagues (Haney, Banks, & Zimbardo,
1973), which demonstrated that individuals who had been
thrust into the role relationships of guards and prisoners in a
simulated prison behaved in ways that reflected these posi-
tions, with the guards behaving abusively and the prisoners
becoming passive. It also may be seen in recent lines of in-
quiry on such topics as individuals’ limited conscious access
to their cognitive processes, priming effects, and the mere ex-
posure effect (Bargh, 1996; Bornstein, Kale, & Cornell,
1990; Zimbardo, Banks, Haney, & Jaffe, 1973). Social psy-
chological work of this type has shown that contexts affect
behavior in ways that do not depend on conscious mediation
and that may even violate individuals’ conscious expectations
and motivational inclinations.

Supplementing this focus on the power of situations to af-
fect behavior, it has also been documented that individual dif-
ferences influence the meaning accorded to situations. This
attention to individual differences is evident not only in work
on personality processes but also in the attention given to
cognitive and motivational schemas as sources of individual
variability in behavior. Individual difference dimensions,
however, typically are accorded a secondary role to situa-
tional influences within social psychological theory. They are
believed to affect the display of certain basic psychological
dimensions, but they are not often implicated in normative
models of psychological phenomena. To give a representa-
tive example of such a stance, the theory of communal and
exchange relationships has been forwarded to distinguish
qualitatively between relationships that are based on need
versus those based on exchange considerations (Mills &
Clark, 1982). In this model, individual differences are in-
voked only in a descriptive sense (i.e., to distinguish between
persons who are more or less likely to adopt each type of ori-
entation) and not in a theoretical sense (that is, to identify dis-
tinctive approaches to relationships beyond those specified in
the original conceptual model).

The crucial point is that the approach to situations that
dominates social psychological inquiry treats contexts as
presenting one most veridical structure that can be known
through inductive or deductive information processing. No
consideration is given to the possibility that culture is neces-
sarily implicated in the definition of situations or that cul-
tural presuppositions constitute prerequisites of what is
considered objective knowledge. It is assumed that variability
in judgment arises from differences in the information avail-
able to individuals or from differences in their information-
processing abilities, resulting in certain judgments’ being
more or less cognitively adequate or veridical than others
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(Nisbett & Ross, 1980). Evidence that individuals from differ-
ent cultural backgrounds maintain contrasting systems of
belief, value, or meaning—and that they interpret situations in
contrasting ways—tends to be assimilated to an individual-
difference dimension. It is viewed as implying that individual
differences in attitudes, understandings, or available informa-
tion may relate to cultural group membership, but not as
implying that there is a need to give any independent weight to
cultural meanings and practices per se in explanation.

In maintaining the present realist approach to situations
and in adopting explanatory frameworks focused on factors in
the situation and in the person, cultural considerations are
downplayed in theoretical importance. It is assumed that cul-
tural information may substitute for or shortcut individual in-
formation processing: The individual comes to learn about
the world indirectly through acquiring the knowledge dissem-
inated in the culture. As such, culture is viewed as providing
information redundant with that which individuals could ob-
tain by themselves through direct cognitive processing. Wells
(1981), for example, maintains that enculturation processes
are nonessential to individual knowledge acquisition:

It is difficult for anyone who has raised a child to deny the per-
vasive influence of socialized processing that surely surfaces as
causal schemata originate through secondary sources such as
parents . . . Even though socialized processing may be an impor-
tant determinant of knowledge about causal forces at one level, it
nevertheless begs the question. How is it that the parents knew
an answer? The issue is circular. That is precisely the reason that
one must consider a more basic factor–namely original process-
ing. (p. 313)

From the present type of perspective, cultural knowledge is
seen as necessary neither to account for the nature of individ-
ual knowledge nor to evaluate its adequacy.

Natural Science Ideals of Explanation 

The tendency to downplay the importance of culture in social
psychological theory also derives from the field’s embrace
of an idealized physical-science model of explanation. Al-
though social psychology makes use of multiple normative
models of scientific inquiry, it has typically treated physical
science models of scientific inquiry as the ideal approach.
This has affected both the goals and methods of inquiry in
ways that have tended to marginalize cultural approaches.

In terms of explanatory goals, the foremost aim of psycho-
logical explanation has been to identify universal laws of
behavior. Adopting the criteria of parsimony and of predic-
tive power as the hallmarks of a successful explanation,

psychological inquiry has been conceptualized as involving
the identification of deep structural explanatory mechanisms
that (it is assumed) underlie overt behavior. Higgins and
Kruglanski (1996) outline this vision for social psychological
inquiry:

A discovery of lawful principles governing a realm of phenom-
ena is a fundamental objective of scientific research . . . A useful
scientific analysis needs to probe beneath the surface. In other
words, it needs to get away from the ‘phenotypic’ manifestations
and strive to unearth the ‘genotypes’ that may lurk beneath. . . .
We believe in the scientific pursuit of the nonobvious. But less in
the sense of uncovering new and surprising phenomena than
in the sense of probing beneath surface similarities and differ-
ences to discover deep underlying structures. (p. vii)

From this perspective, the assumption is made that funda-
mental psychological processes are timeless, ahistorical, and
culturally invariant, with the principles of explanation in the
social sciences no different from those in the natural or phys-
ical sciences.

From the present physical-science view of explanation,
cultural considerations tend to be regarded as noise; they are
consequently held constant in order to focus on identifying
underlying processes. Malpass (1988) articulates this type of
position:

Cultural differences are trivial because they are at the wrong
level of abstraction, and stand as ‘medium’ rather than ‘thing’ in
relation to the objects of study. The readily observable differ-
ences among cultural groups are probably superficial, and repre-
sent little if any differences at the level of psychological
processes. (p. 31)

According to this perspective, an explanation that identifies a
process as dependent on culturally specific assumptions is re-
garded as deficient. To discover that a phenomenon is cultur-
ally bound is to suggest that the phenomenon has not as yet
been fully understood and that it is not yet possible to formu-
late a universal explanatory theory that achieves the desired
goals of being both parsimonious and highly general.

Another consequence of the present physical-science
model of explanation is that social psychology has tended to
privilege laboratory-based methods of inquiry and to be dis-
missive of what is perceived to be the inherent lack of
methodological control of cultural research. Skepticism sur-
rounds the issue of whether sufficient comparability can be
achieved in assessments made in different cultural contexts to
permit valid cross-cultural comparisons. Equally serious con-
cerns are raised that methodological weaknesses are inherent
in the qualitative methods that are frequently involved in
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assessment of cultural meanings and practices. In particular,
because such measures are at times based on analyses under-
taken by single ethnographers or similar methods, measures
used in cultural assessment are seen as characterized by lim-
ited reliability and validity, as well as by heavy reliance on
interpretive techniques.

It is notable that the adoption within social psychology of
a physical-science ideal of explanation also promotes disci-
plinary insularity. Although there is considerable openness to
the integration of biologically based conceptual models and
methodologies—a trend seen in the growing interest in
neuroscience—there is little or no interest in integrating the
theoretical insights and empirical findings from other social
science fields, such as anthropology. Rather, the body of
knowledge developed within anthropology becomes difficult
for social psychologists to assimilate. Thus, for example,
psychologists typically treat the findings of anthropological
research as merely descriptive or anecdotal, with little atten-
tion even given to such findings as a source of hypotheses
that might be subject to further testing through controlled so-
cial psychological procedures. A situation is then created in
which the findings of cultural variability in human behavior
(which have been widely documented within anthropology)
as well as anthropological tools of interpretive methodologi-
cal inquiry tend to be given little or no attention in social psy-
chological inquiry.

Default Assumption of Cultural Heterogeneity

Finally, the downplaying of the importance of cultural con-
siderations in social psychology also stems from the tendency
to assume a universalistic cultural context in recruitment of
research participants and in formulation of research ques-
tions. This type of stance has led to skewed population sam-
pling in research. As critics (Reid, 1994) have charged, the
field has proceeded as though the cultural context for human
development is homogeneous; consequently, research has
adopted stances that treat middle-class European-American
research populations as the default or unmarked subject of
research:

Culture . . . has been assumed to be homogenous, that is, based
on a standard set of values and expectations primarily held by
White and middle-class populations. . . . For example, in devel-
opmental psychology, children means White children (McLoyd,
1990); in psychology of women, women generally refers to
White women (Reid, 1988). When we mean other than White, it
is specified. (p. 525)

In this regard, slightly over a decade ago, it was observed that
fewer than 10% of all hypothesis testing research undertaken

in social psychology involved samples drawn from two or
more cultures (Pepitone & Triandis, 1987). Likewise, a re-
view conducted of more than 14,000 empirical articles in
psychology published between 1970 and 1989 yielded fewer
than 4% centering on African Americans (Graham, 1992). 

However, it is not only these skewed sampling practices but
also the resulting skewed knowledge base brought to bear in
inquiry that contributes to the downplaying of the importance
of cultural considerations. Commonly, research hypotheses
are based on investigators’ translations of observations from
their own experiences into testable research hypotheses. In
doing this, however, researchers from non–middle-class
European-American backgrounds frequently find themselves
having to suppress intuitions or concerns that arise from their
own cultural experiences. As reflected in the following ac-
count by a leading indigenous Chinese psychologist (Yang,
1997), the present type of stance may give rise to a certain
sense of alienation among individuals who do not share the so-
called mainstream cultural assumptions that presently domi-
nate the field:

I found the reason why doing Westernized psychological re-
search with Chinese subjects was no longer satisfying or reward-
ing to me. When an American psychologist, for example, was
engaged in research, he or she could spontaneously let his or her
American cultural and philosophical orientations and ways of
thinking be freely and effectively reflected in choosing a re-
search question, defining a concept, constructing a theory and
designing a method. On the other hand, when a Chinese psy-
chologist in Taiwan was conducting research, his or her strong
training by overlearning the knowledge and methodology of
American psychology tended to prevent his or her Chinese val-
ues, ideas, concepts and ways of thinking from being adequately
reflected in the successive stages of the research process. (p. 65)

It has been suggested, in this regard, that to broaden psycho-
logical inquiry to be sensitive to aspects of self emphasized in
Chinese culture, greater attention would need to be paid to
such presently understudied concerns as filial piety, impres-
sion management, relationship harmony, and protection of
face (Hsu, 1963, 1985; Yang, 1988; Yang & Ho, 1988). Tak-
ing issues of this type into account, researchers of moral de-
velopment, for example, have challenged the Kohlbergian
claim that a concern with human rights fully captures the end
point of moral development (Kohlberg, 1969, 1971); such re-
searchers have uncovered evidence to suggest that within
Chinese cultural populations, the end point of moral develop-
ment places greater emphasis on Ch’ing (human affection or
sentiment) as well as on the Confucian value of jen (love,
human-heartedness, benevolence, and sympathy; Ma, 1988,
1989).
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As a consequence of its tendency to privilege considera-
tions emphasized in European-American cultural contexts,
psychology in many cases has focused on research concerns
that have a somewhat parochial character, as Moscovici
(1972) has argued in appraising the contributions of social
psychology:

. . . The real advance made by American social psychology
was . . . in the fact that it took for its theme of research and for
the content of its theories the issues of its own society. Its merit
was as much in its techniques as in translating the problems of
American society into sociopsychological terms and in making
them an object of scientific inquiry. (p. 19)

In proceeding with a set of concepts that are based on a rela-
tively narrow set of cultural experiences, psychological re-
search then has tended to formulate theories and research
questions that lack adequate cultural inclusiveness and instead
are based on the experiences of highly select populations.

Summary

Despite its concern with social aspects of experience and
with units of analysis, such as groups, that are larger than in-
dividuals, social psychological inquiry has tended to down-
play cultural factors. This downplaying, as we have seen,
reflects in part the field’s tendency to give weight both to sit-
uational and individual difference considerations, while ac-
cording no independent explanatory force to cultural factors.
Equally, it reflects the field’s embrace of natural-science
models of explanation, which emphasize generality as the
hallmark of a successful explanation and controlled experi-
mentation as the most adequate approach to scientific inquiry.
Finally, in both its sampling practices and in its consideration
of research questions, social psychology has privileged a
middle-class European-American outlook that gives only
limited attention to the perspectives and concerns of diverse
cultural and subcultural populations.

Early Research in Cross-Cultural Psychology

Although cultural considerations have tended to be accorded
little importance in social psychological theory, there exists a
long-standing tradition of research in cross-cultural psychol-
ogy that has consistently focused attention on them. The
scope of work in cross-cultural psychology is reflected in the
vast body of empirical research that has been conducted.
Empirical work from this perspective is extensive enough
to fill the six-volume first edition of the Handbook of Cross-
Cultural Psychology (Triandis & Lambert, 1980), as well as

numerous textbooks and review chapters (e.g., Berry, Poor-
tinga, Segall, & Dasen, 1992; Brislin, 1983).

Research in cross-cultural psychology shares many of the
conceptual presuppositions of mainstream psychology—
which explains, at least in part, why it has not fundamentally
posed a challenge to the mainstream discipline (see discussion
in Shweder, 1990; J. G. Miller, 2001a). These assumptions in-
volve a view of culture as an independent variable affecting
psychological processes understood as a dependent variable.
From such a perspective, culture is seen as affecting the dis-
play or level of development of psychological processes, but
not their basic form—a stance similar to the assumption in
mainstream social psychology that culture has no impact on
fundamental psychological phenomena. Research in cross-
cultural psychology also assumes an adaptive approach to cul-
ture that is consonant with the view of the environment
emphasized in mainstream psychology. Naturally occurring
ecological environments are viewed as presenting objective
affordances and constraints to which both individual behavior
and cultural forms are adapted.

A major thrust of work in cross-cultural psychology has
been to test the universality of psychological theories under
conditions in which there is greater environmental variation
than is present in the cultural context in which the theories
were originally formulated. Brief consideration of early
cross-cultural research in the traditions of culture and person-
ality, culture and cognition, and individualism-collectivism
highlights both the groundbreaking nature of this work as
well as the limited extent to which it challenges the core the-
oretical presuppositions of the mainstream discipline.

Culture and Personality

The research tradition of culture and personality constituted
an interdisciplinary perspective that generated great interest
and inspired extensive research throughout the middle years
of the twentieth century (e.g., LeVine, 1973; Shweder, 1979a,
1979b; Wallace, 1961; J. W. Whiting & Child, 1953; B. B.
Whiting & Whiting, 1975). Although many of the classic as-
sumptions of this perspective were subject to challenge, and
although interest in this viewpoint diminished after the
1980s, work in culture and personality has served as an im-
portant foundation for later work on culture and the develop-
ment of self. 

Some of the earliest work in the tradition of culture and
personality adopted a critical case methodology to test the
generality of psychological theories. For example, in a clas-
sic example of this type of approach, Malinowski tested the
universality of the Oedipus complex against case materials
from the Trobriand Islands (1959). In contrast to the Freudian
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assumption that the father is both the disciplinarian and the
mother’s lover, in this society, the mother’s brother, rather
than the father, assumed the role of disciplinarian. Based on
his analysis, Malinowski concluded that there was no evi-
dence for the occurrence of the Oedipus complex under these
societal conditions. Likewise, in another early example of
this type of approach, Margaret Mead provided evidence that
adolescence does not invariably involve the patterns of psy-
chosocial conflict that are observed in Western populations
and that were once assumed in psychological theory to be
universal (1928, 1939).

Later work in culture and personality developed models
that portrayed culture as an amalgam of parts that conformed
to the dominant pattern of individual personality possessed
by members of the culture. Such an assumption may be seen
reflected, for example, in the stance adopted by Benedict as
she portrayed culture and personality as highly integrated
entities: “A culture, like an individual, is a more or less con-
sistent pattern of thought and action” (1932, p. 42). Applying
this model to an analysis of Japan, Benedict (1946) traced
broad consistencies that characterized Japanese values, social
institutions, national policy, and interpersonal relations.
Similar types of assumptions characterized the national-
character studies that were conducted—research that fre-
quently involved studying culture at a distance by relying on
sources such as literature, art, and history (Adorno, Frenkel-
Brunswick, Levinson, & Sanford, 1950; Gorer, 1955; Gorer
& Rickman, 1962). For example, in examining why Nazism
was embraced in Germany, researchers identified an assumed
“authoritarian” personality that they maintained was charac-
teristic of the German psyche and that they saw as contribut-
ing to the emphasis on obedience to authority observed in
Germany under Nazi rule (Fromm, 1941).

Still a third thrust of work in culture and personality for-
warded a personality–integration-of-culture model (Kardiner,
1945; B. B. Whiting & Whiting, 1975). From this viewpoint,
individual personality structure was regarded as adapted to
cultural meanings and practices that in turn were regarded as
adapted to the demands of particular ecological settings. It
was assumed from this perspective that individuals come
over time to be socialized to behave in ways that fit what is re-
garded as the dominant psychological orientation of adults in
the culture. As reflected in research that made use of the
ethnographic reports compiled in the Human Relations Area
Files (HRAF; J. W. Whiting & Child, 1953), studies empiri-
cally tested assumed causal relationships between features of
the natural ecology, modes of social organization, child so-
cialization, and expressive aspects of culture, such as reli-
gious beliefs. In a groundbreaking program of research that
stands as one of the most influential contributions of this

school of thought, the Six Culture study tested these relations
in an investigation that involved conducting behavioral ob-
servations of parenting and child behavior in everyday con-
texts in a worldwide sampling of cultures (J. W. Whiting &
Child, 1975). As one example of the many findings from the
Six Culture project, it was demonstrated that cultures with
rich natural ecologies give rise to societies with complex
social structures, which, in turn, lead to the development of
egoistic personality dispositions among members of the cul-
tures and to cultural meanings and practices that emphasize
competitiveness.

In terms of criticisms, research in the tradition of culture
and personality was subject to challenge in terms of the theo-
ries of personality and of culture that it embodied (Shweder,
1979a, 1979b). Concerns were raised regarding the determin-
ism of treating culture merely as a concomitant of individual
personality, as well as regarding what was viewed as its
overly socialized conception of the person—a conception
that treated the individual as merely passively conforming to
prevailing norms. Additionally, it was argued that work in
culture and personality overestimated the thematic nature of
cultural forms, as well as failed to take into account the lim-
ited longitudinal stability and cross-situational consistency of
personality. For example, evidence suggested that what had
been interpreted as a difference in personality between
cultural populations in fact could be explained in normative
terms—as individuals responding to the behavioral expecta-
tions of different everyday cultural settings (Shweder, 1975).
Thus, the observation was later made that one of the most
important influences of culture on individual development
is that it provides contrasting socialization experiences rather
than affects individual personalities. For example, the de-
gree to which children in different cultures emphasize com-
petitive versus cooperative behavior appears closely linked to
whether children spend their days in the competitive atmos-
phere of formal school settings versus the more prosocial
atmosphere of sibling caregiving activities (B. B. Whiting &
Edwards, 1988).

In terms of enduring contributions, work on culture and
personality succeeded in highlighting the importance of un-
derstanding the mutual influence of ecological, psychologi-
cal, and cultural processes. Methodologically rich, research
in this tradition not only demonstrated the importance of in-
tegrating both ethnographic and quantitative approaches in
psychological investigation, but also called attention to the
value of observing behavior in naturalistic contexts and of
capturing the dynamics of everyday cultural activities and
practices (e.g., Ford, 1967; Honigmann, 1954; LeVine, 1973;
Spindler, 1980; Spiro, 1958, 1965, 1982; Wallace, 1961; J. W.
Whiting & Child, 1953; B. B. Whiting & Whiting, 1975). 
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However, although the study of culture and personality left
a rich and highly influential legacy with many investigators
associated with this tradition at the forefront of contemporary
work in cultural psychology, work in culture and personality
did not directly move into the issues of culture and basic psy-
chological theory that are being addressed in contemporary
research in cultural psychology. Rather, most work in culture
and personality assumed psychological universalism or what
theorists have characterized as the “postulate of psychic
unity” (e.g., Shweder, 1990). Personality theories were
treated as having universal validity and thus as applicable in
unchanged form in diverse cultural populations. Little consid-
eration was given to respects in which these theories (e.g.,
psychoanalysis) might themselves be culturally bound.

Individualism-Collectivism

Work on individualism-collectivism represents one of the
most influential and long-standing traditions of research in
cross-cultural psychology. Associated particularly with the
early theoretical work of investigators such as Hofstede and
Triandis (Hofstede, 1980; Triandis, 1972, 1980, 1988), this
perspective has been applied to explain variation in a wide
range of behavioral domains on a worldwide scale. Thus,
the constructs of individualism-collectivism have been in-
voked in explaining such diverse phenomena as values
(Hofstede, 1980; S. H. Schwartz, 1994), cognitive differen-
tiation (Witkin & Berry, 1975), and modernity (Inkeles,
1974). Embracing the explanatory goals of predictive power
and parsimony as well as the quantitative methodological
approaches of the mainstream discipline, the primary focus
of work on individualism-collectivism has been to forward a
universal framework that predicts the nature of both cultural
forms and individual psychological experience.

Individualism and collectivism are conceptualized as syn-
dromes of beliefs and attitudes that distinguish different cul-
tural populations. Collectivism is seen as encompassing such
core ideas as an emphasis on the views, needs, and goals of
one’s in-group as having priority over one’s own personal
views, needs, and goals, and a readiness to cooperate with
in-group members. In contrast, individualism is seen as en-
tailing such core ideas as that of individuals as ends in them-
selves who should realize their own selves and cultivate their
own judgment. In collectivist cultures, in-groups are assumed
to influence a broad range of behaviors, with individuals ex-
periencing pressure to conform to in-group norms or leave
the groups. In contrast, in individualistic cultures, in-groups
are seen as providing only limited norms, with individuals
readily able to enter and exit in-groups: The relationship of
individuals with their in-groups is of limited intensity.

Further distinctions are made in this broad dichotomy to
capture dimensions of variation between different individual-
istic and collectivist cultures (e.g., Triandis, 1989, 1996).
Thus, for example, cultures are seen as differing in terms of
which in-groups are important (e.g., family vs. country), the
particular collectivist values emphasized (e.g., harmony vs.
dignity), and the ease with which individuals can join in-
groups and deviate from their norms (e.g., tightness vs. loose-
ness of norms; Triandis, 1988). In addition to the global
constructs of individualism-collectivism, additional con-
structs are invoked to explain individual differences. Thus,
the constructs of idiocentrism and allocentrism have been
proposed as the psychological manifestations at the level of
individual self-definitions, beliefs, and attitudes of individu-
alism and collectivism. It is assumed that individuals in all
cultures maintain both idiocentric and allocentric aspects of
their selves. Cultural differences at the psychological level,
then, are seen as reflecting the differential sampling of idio-
centric as compared with allocentric features of self in di-
verse sociocultural contexts (Triandis, 1990, 1996).

In terms of explaining the cultural syndromes of individu-
alism and collectivism, research has shown that factors such
as affluence, exposure to mass media, modernization, mobil-
ity, movement from rural to urban settings, and industrializa-
tion are linked to societal shifts from collectivism toward
individualism. In turn, a wide range of psychological conse-
quences are seen as linked to such shifts, with individualism,
as compared with collectivism, associated with such out-
comes as higher self-esteem and subjective well-being (e.g.,
Diener & Diener, 1995; Diener, Diener, & Diener, 1995),
values such as being curious and broad-minded as compared
with emphasizing family security and respect for tradition
(S. H. Schwartz, 1994), as well as direct and frank communi-
cation styles, as compared with relatively indirect communi-
cation styles that emphasize context and concern for the
feelings of the other (Gudykunst, Yoon, & Nishida, 1987;
Kim, Sharkey, & Singelis, 1994; Triandis, 1994). 

The prototypical research conducted by investigators in the
tradition of individualism-collectivism involves multiculture
survey or questionnaire research. This work is concerned with
developing ecological models of culture that can be invoked
to explain the distribution of individualism-collectivism and
of related psychological characteristics on a worldwide scale
(for review, e.g., see Berry et al., 1992).

In recent years, researchers have shown increased interest
in the constructs of individualism and collectivism as a con-
sequence of these constructs being linked to the distinction
drawn by Markus and Kitayama (1991) between independent
versus interdependent modes of self-construal. In introduc-
ing the contrast between independent versus interdependent



38 Cultural Perspectives on Personality and Social Psychology

modes of self-construal, Markus and Kitayama did not adopt
all of the assumptions of the individualism-collectivism
framework as developed by early cross-cultural psycholo-
gists. In contrast to such theorists, for example, they were
concerned with the cultural psychological agenda of identi-
fying insights for basic psychological theory of cultural
variation (e.g., identifying new culturally based forms of mo-
tivation), rather than with the cross-cultural agenda of apply-
ing existing psychological theories in diverse cultural
contexts (e.g., identifying cultural variation in the emphasis
placed on internal vs. external locus of control, as specified
by Rotter’s framework). They tended to eschew the use of
scale measures of individualism-collectivism; they also did
not draw some of the global contrasts made within much
work within this framework, such as devaluation of the self in
collectivism or of relationships in individualism (see discus-
sion in Kitayama, in press; J. G. Miller, 2002). However, in
part as a reflection of the interest in the distinction between
independent versus interdependent self-construals introduced
by Markus and Kitayama (1991), the number of investigators
concerned with individualism and collectivism has grown in
recent years, with many investigators drawing on this frame-
work to further the cultural psychological agenda of broaden-
ing basic psychological theory (e.g., Greenfield & Cocking,
1994; Greenfield & Suzuki, 1998), and other investigators in
social psychology drawing on the framework to further the
original agenda of theorists such as Triandis to develop a uni-
versal, ecologically based framework to explain psychologi-
cal variation on a worldwide scale (e.g., Oyserman, Coon, &
Kemmelmeier, 2002).

In terms of criticisms, the tradition of cross-cultural re-
search on individualism is limited in its emphasis on testing
the generality of existing psychological theories in diverse
cultural contexts, and in its inattention to examining the de-
gree to which such theories themselves may be culturally
bound and take somewhat contrasting forms in different cul-
tural contexts. This stance represents perhaps the most central
reason that mainstream psychologists have tended to view the
findings of research on individualism-collectivism as primar-
ily descriptive in nature rather than to view them as contribut-
ing to basic psychological theory (e.g., Shweder, 1990). The
framework of individualism-collectivism has also been sub-
ject to criticism for its global view of culture: Much work in
this tradition fails to account for subtleties in cultural mean-
ings and practices, and it has also been criticized for the some-
what stereotypical nature of its portrayal of these two cultural
systems (e.g., Dien, 1999). Thus, for example, as numerous
theorists have noted (e.g., Markus & Kitayama, 1991; J. G.
Miller, 1994, 2002; Rothbaum, Pott, Azuma, Miyake, &

Weisz, 2000), much work on individualism-collectivism has
failed to recognize that concerns with self have importance
in collectivist cultures rather than only in individualistic
cultures—although they may take somewhat contrasting
forms in the two cultural contexts, just as concerns with rela-
tionships have importance but may take different forms in the
two cultural contexts. Finally, methodological criticisms have
been directed at the widespread use of attitudinal scale mea-
sures in work in this tradition (e.g., Kitayama, 2002), with the-
orists noting the many problems associated with the limited
ability of individuals to report on the orientations emphasized
in their culture and with the inattention to everyday cultural
practices, artifacts, and routines that has characterized much
work in this tradition with its reliance on attitudinal indexes of
culture.

The individualism-collectivism framework has made
major and enduring contributions to understanding culture
and society in ecological terms. Work in this tradition has
been of great value in providing insight into processes of
modernization and cultural change, and it has assisted in
modeling how both factors in the physical environment and
social structural considerations affect psychological out-
comes. The broad framework of individualism-collectivism
has also proven useful heuristically as a source of initial
research hypotheses, with this distinction embraced—at least
in a limited way—not only by investigators concerned with
the more universalistic agenda of cross-cultural psychology,
but also by some theorists identified more explicitly with
cultural psychology (e.g., Greenfield & Suzuki, 1998).

Culture and Cognitive Development

Early work on culture and cognitive development was theo-
retically diverse and international in character, drawing on
Piagetian as well as Vygotskiian viewpoints among others.
Within Piagetian viewpoints, cross-cultural research was un-
dertaken to test the presumed universality of cognitive devel-
opmental theory (Dasen, 1972; Dasen & Heron, 1981). This
work involved administering standard Piagetian cognitive
tests in different cultures after translating the tests and mak-
ing minor modifications to ensure their ecological validity.
Likewise, in the domain of moral development, Kohlbergian
measures of moral judgment were administered in a large
number of cultural settings after only minor changes in re-
search protocols were made, such as substituting local names
for those originally in the text (e.g., Edwards, 1986;
Kohlberg, 1969; Snarey, 1985). The findings on Piagetian
tasks suggested that in certain African settings, cognitive de-
velopment proceeds at a slower rate than that observed in
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Geneva, with the highest level of formal operations generally
not obtained. Likewise, cross-cultural Kohlbergian research
indicated that populations not exposed to higher levels of
education do not reach the highest (postconventional) stage
of moral judgment. Results of this type were generally inter-
preted as reflecting the cognitive richness of the environment
that resulted in more advanced cognitive development in cer-
tain cultures over others. They were also interpreted as sup-
porting the universality of cognitive developmental theory. It
was concluded that culture is nonessential in development, in
that the sequence and end point of developmental change are
culturally invariant (e.g., Piaget, 1973). 

Inspired by Vygotsky and other Soviet investigators (e.g.,
Vygotsky, 1929, 1934/1987; 1978; Luria, 1928, 1976), theo-
rists in the early sociocultural tradition of cross-cultural re-
search on cognitive development proceeded by undertaking
experiments in diverse cultural settings. However, in contrast
to cognitive developmental viewpoints, they assumed that
cognitive development has a formative influence on the emer-
gence of basic psychological processes. Rather than view-
ing development as proceeding independently of cultural
learning, cultural learning was assumed to be necessary for
development to proceed. Vygotskiian theory and related so-
ciocultural approaches emphasized the importance of tool use
in extending cognitive capacities. From this perspective, cul-
tural transmission was assumed to be essential, with cognitive
development involving the internalization of the tools pro-
vided by the culture. Among the key cultural tools assumed to
transform minds were literacy and formal schooling, through
their assumed effects of providing individuals exposure to ab-
stract symbolic resources and giving rise to modes of reason-
ing that are relatively decontextualized and not directly tied to
practical activity (e.g., Goody, 1968). In viewing cultural
processes as a source of patterning of thought, work in the so-
ciocultural tradition shared many assumptions with and may
be considered part of cultural psychology. However, at least in
its early years, research in this tradition focused on establish-
ing the universality of basic cognitive processes; this linked it
closely to other contemporary traditions of cross-cultural
cognitive developmental research.

The earliest traditions of cross-cultural experimental re-
search undertaken by sociocultural theorists resembled those
of Piagetian researchers in both their methods and their find-
ings. After making only minor modifications, experimental
tests were administered to diverse cultural populations. These
populations were selected to provide a contrast in the cultural
processes thought to influence cognitive development, such
as literacy and schooling (e.g., Bruner, Olver, & Greenfield,
1966; Cole, Gay, Glick, & Sharp, 1971). Results revealed

that individuals who were illiterate or who lacked formal ed-
ucation scored lower in cognitive development, failing to
show such features as abstract conceptual development or
propositional reasoning, which appeared as end points of
cognitive development in Western industrialized contexts.
Such findings supported a “primitive versus modern mind”
interpretation of cultural differences, in which it was as-
sumed that the cognitive development of certain populations
remains arrested at lower developmental levels. This type of
argument may be seen, for example, in the conclusion drawn
by Greenfield and Bruner (1969) in drawing links between
such observed cross-cultural differences and related differ-
ences found in research contrasting cognition among main-
stream and minority communities within the United States:

. . . As Werner (1948) pointed out, ‘development among primi-
tive people is characterized on the one hand by precocity and, on
the other, by a relatively early arrest of the process of intellectual
growth.’ His remark is telling with respect to the difference we
find between school children and those who have not been
to school. The latter stabilize earlier and do not go on to new lev-
els of operation. The same ‘early arrest’ characterizes the dif-
ferences between ‘culturally deprived’ and other American
children.

. . . Some environments ‘push’ cognitive growth better, ear-
lier, and longer than others. . . . Less demanding societies—less
demanding intellectually—do not produce so much symbolic
embedding and elaboration of first ways of looking and thinking.
(p. 654)

From this perspective, the impact of culture on thought was
assumed to be highly general, with individuals fully internal-
izing the tools provided by their culture and that resulting in
generalized cultural differences in modes of thought.

Later experimental research in the sociocultural tradition
challenged these early conclusions about global differences
in thought and about the transformative impact of cultural
tools on minds. Programs of cross-cultural research were un-
dertaken that focused on unpacking the complex cognitive
processes that are tapped in standard cognitive tests and in
assessing these components under diverse circumstances
(Cole & Scribner, 1974). Thus, for example, rather than using
the multiple objects that tended to be employed in Piagetian
seriation tasks, with their extensive memory demands, re-
searchers employed fewer objects in memory procedures.
Also, processes such as memory were assessed in the context
of socially meaningful material, such as stories, rather than
merely in decontextualized ways, such as through the presen-
tation of words. These and similar modifications showed that
cognitive performance varied depending on features of the
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task situation and that cultural differences did not remain sta-
ble. For example, in experimental research, it was shown that
whereas Liberian schoolchildren are superior to unschooled
Mano rice farmers in abstract classification of geometric
shapes, the farmers tended to display more abstract levels of
classification than shown by the school children on a rice-
sorting task (Irwin & McLaughlin, 1970).

Notably, in this early tradition, experimental research fo-
cused on isolating the impact on thought of literacy and
schooling, as two of the dimensions believed to be most influ-
ential in affecting cognitive development. In one landmark
program of such research, Scribner and Cole (1981) conducted
research among the Vai tribal community as a way of assessing
the impact of literacy on thought independently of the effects
of schooling. Whereas in most societies, literacy covaries with
schooling, among the Vai certain individuals became literate
through working as priests without attending school. Results
of the Scribner and Cole (1981) investigation revealed that lit-
eracy had no independent impact on thought beyond the ef-
fects of schooling. In turn, the many programs of research
focused on evaluating the cognitive consequences of school-
ing revealed that formal schooling enhanced performance on
tests of cognitive achievement, but suggested that they had
highly limited generality in everyday domains of thought out-
side of school contexts (Sharp, Cole, & Lave, 1979).

In sum, early research on culture and cognition set a
strong foundation for contemporary cognitive work in cul-
tural psychology. Whereas its early findings suggested that
culture had the effect of arresting the rate of cognitive devel-
opment or the highest levels of cognitive development
attained, this finding became qualified as conclusions pointed
to the need for a more contextually based view of cognition.
The early image of global cultural differences in thought,
linked to an image of a primitive versus modern mind, gave
way to a view of common basic cognitive competencies. 

Early work on culture and thought left many significant
legacies that remain influential in the field. There was a
recognition of the need to treat cognition as contextually de-
pendent rather than highly global. Equally, it was demon-
strated that experimental tasks do not provide pure measures
of cognitive ability. Rather, research revealed that greater
cognitive competence tends to be evident when individuals
respond to experimental tasks that are more motivationally
engaging or when individuals are observed interacting in the
contexts of everyday activities. However, at least in its early
period, a strong agenda had not yet been developed for cul-
tural psychology. As the anthropologist T. Schwartz (1981)
once commented, work in this tradition arrived at a conclu-
sion of universal cognitive competencies that, although it
represented a welcome advance from the early emphasis on

global cultural differences in thought, seemed to be proving
something that was already assumed by many anthropolo-
gists who held a view of individuals as competent in fulfilling
the cognitive demands of their culture. The field had not yet
reached the point of articulating a positive agenda of charac-
terizing how culture affected cognition. It was this kind of
stance that emerged as sociocultural work, and work on cul-
ture and cognition began to turn more explicitly to cultural
psychology.

Summary

In sum, early research in cross-cultural psychology laid im-
portant groundwork for contemporary research in the newly
reemerging framework of cultural psychology. In terms of
major empirical findings, this early work challenged the idea
that cultural differences map onto personality differences of
individual members of a culture, and pointed instead to the
role of normative practices in underlying observed differ-
ences in individual behavior. It also challenged claims of
global differences in cognitive capacity linked to moderniz-
ing influences, and instead identified modernizing influences
as having localized effects on cognitive capacities. It is im-
portant to note, however, that although in many respects it
was a precursor to much contemporary work in cultural psy-
chology, early work in these traditions of cross-cultural psy-
chology tended to remain in a relatively peripheral role in the
discipline and not to impact fundamentally on psychological
theory. Thus, in particular, work on culture and personality
never challenged the universality of psychological theories
themselves, such as psychoanalysis, but merely applied them
in understanding levels of personality development or dis-
play of assumed personality traits in different cultures.
Equally, work on individualism and collectivism was con-
cerned with developing parameters that affected the level of
development of particularly psychological attributes, but not
the nature of the attributes themselves. Thus, for example, the
prediction was made that self-esteem would be emphasized
more in individualistic than in collectivist cultures (e.g.,
Triandis, 1989), but culture was not assumed to affect quali-
tatively the nature of self-processes or the relevance of self-
esteem as a dimension of self in different cultural contexts
(e.g., Heine, Lehman, Markus, & Kitayama, 1999). Finally,
early comparative research in the sociocultural tradition
approached cognitive processes as culturally dependent, but
(at least in these earlier years) tended not to go beyond a con-
textually based view of cognition and claims of universal
cognitive competencies in its implications for psychological
theory. In the next section, consideration is given to some of
the theoretical insights that underlay the turn from these
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earlier traditions of cultural research to a more explicit cul-
tural psychological stance.

INSIGHTS AND CHALLENGES
OF CULTURAL PSYCHOLOGY

Cultural psychology represents an eclectic interdisciplinary
perspective that has many roots. In many (but not all) cases,
investigators associated with some of these traditions of re-
search in cross-cultural psychology moved toward a cultural
psychological outlook in response to the perceived limita-
tions of some of the conceptual frameworks and goals of their
earlier research. Thus, for example, many leading investiga-
tors associated with culture and personality, such as individ-
uals who worked on the Six Culture project (B. B. Whiting &
Whiting, 1975), as well as those associated with early work
in the Vygotskiian tradition on culture and thought, are at
the forefront of contemporary work in cultural psychology.
Equally, however, research in cultural psychology has drawn
from disciplinary perspectives outside psychology. Thus,
within psychological and cognitive anthropology, many in-
vestigators moved in a cultural psychological direction both
from a concern that some of the early theories of culture and
personality were parochial and needed to be formulated in
more culturally grounded terms and from a sense that to un-
derstand culture requires attention to psychological and not
merely anthropological considerations (e.g., Lutz & White,
1986; T. Schwartz, White, & Lutz, 1992; Shore, 1996;
Strauss & Quinn, 1997). Thus, for example, arguments were
made that to avoid an oversocialized conception of the person
as merely passively conforming to cultural expectations re-
quired taking into account the subjectivity of intentional
agents (e.g., Strauss, 1992). Equally, in another major re-
search tradition, interest developed in cultural work within
sociolinguistics. Thus, in work on language learning, it was
recognized that individuals come to acquire not only the code
of their language but also the meaning systems of their cul-
ture through everyday language use (e.g., Heath, 1983;
P. Miller, 1986; Ochs & Schieffelin, 1984). Likewise, it came
to be understood that everyday discourse contexts serve as a
key context of cultural transmission.

Key Conceptual Premises

The perspective of cultural psychology is defined concep-
tually by its view of culture and psychology as mutually con-
stitutive phenomena. From this perspective, cultural processes
are seen as presupposing the existence of communities of in-
tentional agents who contribute meanings and form to cultural

beliefs, values, and practices. Equally, psychological func-
tioning is seen as dependent on cultural mediation, as individ-
uals participate in and come to acquire as well as create and
transform the shared meaning systems of the cultural commu-
nities in which they participate. It is this monistic assump-
tion of psychological and cultural processes as mutually
dependent—not the type of methodology adopted—that is
central to cultural psychology. Thus, for example, whether
an approach employs qualitative versus quantitative methods
or comparative versus single cultural analysis does not mark
whether the approach may be considered as within the tradi-
tion of cultural as compared with cross-cultural psychology.

Active Contribution of Meanings to Experience

A core assumption underlying cultural psychology is linked
to the insight of the Cognitive Revolution regarding the im-
portance of meanings in mediating behavior (Bruner, 1990).
It came to be understood that individuals go beyond the
information given as they contribute meanings to experi-
ence, with these meanings in turn influencing individuals’
affective, cognitive, and behavioral reactions. The cultural
implications of this cognitive shift were not appreciated
immediately within psychology. Rather, as Bruner (1990)
observes in presenting a brief history of the field, there was a
tendency for many years to emphasize the autonomous
self-construction of knowledge—independently of cultural
transmission. The cultural implications of the Cognitive Rev-
olution were also not apparent for many years because of the
ascendance of information-processing accounts of cognition,
which stress the automatic processing of information rather
than the more active and creative processes of meaning-
making. Nonetheless, although this image of an active con-
structivist agent for many years was not linked with cultural
viewpoints, it formed an important theoretical basis for cul-
tural psychology. The recognition that an act of interpretation
mediates between the stimulus and the response established a
theoretical basis upon which investigators could draw as they
began to appreciate the cultural aspects of meanings and these
meanings’ impact on thought and behavior.

Symbolic Views of Culture

The development within anthropology of symbolic views of
culture (Geertz, 1973; Sahlins, 1976; Shweder & LeVine,
1984) also contributed to the emergence of cultural psychol-
ogy in that it highlighted the need to go beyond the prevailing
tendency to treat culture merely in ecological terms as an as-
pect of the objective environment. Ecological views of culture
are critically important in calling attention to the adaptive
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implications of features of the context (Bronfenbrenner,
1979). However, they also are limited in treating the context
exclusively in objective terms, as presenting affordances and
constraints that are functional in nature. In such frameworks,
which have tended to be adopted in both mainstream and
cross-cultural psychology, culture is seen as nonessential to
interpretation or construction of reality. In contrast, within
symbolic approaches, cultural systems are understood as bear-
ing an indeterminate or open relationship to objective con-
straints rather than being fully determined by objective
adaptive contingencies. Within symbolic approaches to cul-
ture, it is recognized that cultural meanings serve not merely
to represent reality, as in knowledge systems, or to assume a
directive function, as in systems of social norms. Rather, they
are seen as also assuming constitutive or reality-creating roles.
In this latter role, cultural meanings serve to create social re-
alities, whose existence rests partly on these cultural defini-
tions (Shweder, 1984). This includes not only cases in which
culturally based social definitions are integral to establishing
particular social institutions and practices (e.g., marriage,
graduation, etc.) but also cases in which such definitions form
a key role in creating psychological realities. Thus, it is in-
creasingly recognized that aspects of psychological function-
ing (e.g., emotions) depend, in part, for their existence on
cultural distinctions embodied in natural language categories,
discourse, and everyday practices. For example, the Japanese
emotional experience of amae (Doi, 1973; Yamaguchi, 2001)
presupposes not only the concepts reflected in this label but
also norms and practices that support and promote it. As an
emotional state, amae involves a positive feeling of depend-
ing on another’s benevolence. At the level of social practices,
amae is evident not only in caregiver-child interactions in
early infancy (Doi, 1973, 1992), but also in the everyday in-
teractions of adults, who are able to presume that their inap-
propriate behavior will be accepted by their counterparts in
close relationships (Yamaguchi, 2001). 

The significance of a symbolic view of culture for the de-
velopment of cultural psychology was in its complementing
the attention to meaning-making heralded by the cognitive
revolution. It became clear that not only were meanings in
part socially constructed and publicly based, but they also
could not be purely derived merely by inductive or deductive
processing of objective information. Culture, then, in this
way became an additional essential factor in psychological
explanation, beyond merely a focus on objective features of
the context and subjective features of the person.

Incompleteness Thesis

Finally, and most critically, the theoretical grounding of
cultural psychology emerged from the realization of the

necessary role of culture in completion of the self, an insight
that has been termed the incompleteness thesis (Geertz, 1973;
T. Schwartz, 1992). This stance does not assume the absence
of innate capacities or downplay the impact of biological in-
fluences as a source of patterning of individual psychological
processes. However, without making the assumption that
psychological development is totally open in direction, with
no biological influences either on its initial patterning or on
its subsequent developmental course, this stance calls atten-
tion to the essential role of culture in the emergence of
higher-order psychological processes. Individuals are viewed
not only as developing in culturally specific environments
and utilizing culturally specific tools, but also as carrying
with them, in their language and meanings systems, cultur-
ally based assumptions through which they interpret experi-
ence. Although there has been a tendency within psychology
to treat this culturally specific input as noise that should be
filtered out or controlled in order to uncover basic features of
psychological functioning, the present considerations suggest
that it is omnipresent and cannot be held constant or elimi-
nated. Rather, it is understood that the culturally specific
meanings and practices that are essential for the emergence
of higher-order psychological processes invariably introduce
a certain cultural-historical specificity to psychological func-
tioning, as Geertz (1973) once noted:

We are . . . incomplete or unfinished animals who complete or
finish ourselves through culture—and not through culture in gen-
eral but through highly particular forms of it. (p. 49)

From the present perspective, it is assumed that whereas an
involuntary response may proceed without cultural media-
tion, culture is necessary for the emergence of higher-order
psychological processes. Wertsch (1995) articulates this
point:

Cultural, institutional, and historical forces are ‘imported’ into
individuals’ actions by virtue of using cultural tools, on the one
hand, and sociocultural settings are created and recreated
through individuals’ use of mediational means, on the other. The
resulting picture is one in which, because of the role cultural
tools play in mediated action, it is virtually impossible for us to
act in a way that is not socioculturally situated. Nearly all human
action is mediated action, the only exceptions being found per-
haps at very early stages of ontogenesis and in natural responses
such as reacting involuntarily to an unexpected loud noise.
(p. 160)

Thus, for example, whereas involuntary physiological reac-
tions may be elicited by situational events, whether they
become interpreted and experienced in emotional terms
depends in part on such input as culturally based theories
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regarding the nature, causes, and consequences of emotions,
cultural routines for responding to emotions, natural lan-
guage categories for defining emotions, and a range of other
sociocultural processes.

This assumption of the interdependence of psychological
and cultural processes represents the central idea of cultural
psychology. Notably, the term cultural psychology was se-
lected by theorists to convey this central insight that psycho-
logical processes need to be understood as always grounded
in particular socio-cultural-historical contexts that influence
their form and patterning, just as cultural communities de-
pend for their existence on particular communities of inten-
tional agents. The present considerations then lead to the
expectation that qualitative differences in modes of psy-
chological functioning will be observed among individuals
from cultural communities characterized by contrasting self-
related sociocultural meanings and practices.

Summary

Among the key conceptual insights giving rise to cultural
psychology were the emergence of a view of the individual as
actively contributing meanings to experience and an under-
standing of culture as a symbolic system of meanings and
practices that cannot be explained exclusively in functional
terms as mapping onto objective adaptive constraints. Crucial
to the field’s development was that it also came to be recog-
nized that higher-order psychological processes depend for
their emergence on individuals’ participation in particular
sociocultural contexts, and thus that culture is fundamental
to the development of self.

Select Overview of Empirical Research
in Cultural Psychology

The present section examines representative examples of em-
pirical studies that embody this core insight regarding the
cultural grounding of psychological processes, an insight that
is central to the many traditions of work in cultural psychol-
ogy (e.g., Cole, 1990, 1996; Markus et al., 1996; J. G. Miller,
1997; Shweder, 1990; Shweder et al., 1998). Although the
overview presented here is necessarily highly selective and
incomplete, it serves to illustrate ways in which cultural re-
search is offering new process explanations of psychological
phenomena as well as identifying fundamental variability in
the forms that psychological processes assume. 

Sociocultural Traditions of Research

The discussion here makes reference to findings from a di-
verse range of related viewpoints that have derived from the

work of such major cultural theorists as Vygotsky (1978,
1981a, 1981b), Leontiev (1979a, 1979b), Luria (1979, 1981),
Bakhtin (1986), and Bourdieu (1977) among others; their
work is reflected in the many contemporary traditions of re-
search in sociocultural psychology (e.g., Cole, 1988, 1990;
Rogoff, 1990; Valsiner, 1988, 1989; Wertsch, 1979, 1991).
Central to theoretical work within this tradition is an empha-
sis on the mediated nature of cognition. Human behavior is
seen as dependent on cultural tools or on other mediational
means, with language recognized as one of the most central
of these cultural supports. Embodying a broad lens, sociocul-
tural approaches focus on understanding human activity at
phylogenetic, historical, ontogenetic, and microgenetic lev-
els, with cultural practices and activities viewed in terms of
their place in larger sociopolitical contexts.

Considerable research in this area focuses on document-
ing how interaction with cultural tools and participation in
everyday cultural activities leads to powerful domain-
specific changes in thought. In work on everyday cognition
(see review in Schliemann, Carraher, & Ceci, 1997), it has
been shown, in fact, that everyday experiences can produce
changes that represent an advance on those produced by
schooling. For example, Scribner (1984) documented that
individuals who work as preloaders in a milk factory and
have less formal education than do white-collar workers are
able to solve a simulated loading task more rapidly than do
white-collar workers through using a more efficient percep-
tual solution strategy as contrasted with a slower enumerative
approach. Likewise, in a growing body of research on exper-
tise, it has been revealed, for example, that compared with
novice adult chess players, child chess experts use more
complex clustering strategies in organization and retrieval of
chess information; they are also more proficient in their
memory for chess pieces (Chi, Glaser, & Farr, 1998). Similar
effects have equally been shown to occur in the solving of
math problems among expert versus novice abacus users
(Stigler, 1984).

It is important to note that sociocultural research is also
providing new process models of the nature of everyday cog-
nition. For example, recent research on situated cognition has
challenged the view of learning as a distinct activity or as an
end in itself set off from daily life and has emphasized its em-
beddedness in everyday activities and social contexts (Lave,
1988, 1993; Lave & Wenger, 1991). Research has revealed,
for example, that in contrast to the forms of instruction that
occur in formal school settings, learning in everyday situa-
tions is more oriented toward practical problems. In part as a
result, individuals tend to be more motivationally involved in
tasks and spontaneously to search for and generate more flex-
ible task solutions in everyday situations than they do in
formal school contexts.
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Sociocultural research is also offering new answers to
long-standing questions in psychological development. For
example, work by Cole and his colleagues (Cole & Enge-
stroem, 1995) has offered a novel process explanation of one
of the central theoretical problems of cognitive development
and language learning—explaining how individuals can ob-
tain a more powerful conceptual structure if they do not al-
ready in some way possess that structure, or how qualitative
and not merely quantitative developmental change may
occur. In research conducted on the teaching of reading, it has
been demonstrated that a range of mediational means, such as
simplified reading materials, expert guidance, and so on, are
available in everyday socialization contexts that support
learning to read. Thus, it is noted that many of the structures
entailed in the achievement of competence in reading exist
between persons before they appear as individual competen-
cies that may be manifest without this level of cultural
support. Equally, in another example, evidence has been ob-
tained to suggest that changes in children’s forms of social
participation explain some of the marked advances in cogni-
tive and social functioning that have been linked to the 5- to
7-year-old age shift among the schooled populations that
have been subject to most study by cognitive developmental
psychologists (Rogoff, 1996).

Cultural Social Psychological Traditions
of Cognitive Research

Cultural social psychological work on cognition has a more
recent history, tracing its origins most directly to early chal-
lenges to the universality of certain well-established attribu-
tional phenomena. It is giving rise to a rapidly growing
experimental literature that points to qualitative cultural vari-
ation in basic modes of cognitive processing.

In some of the early groundbreaking work in this tradition,
Shweder and Bourne (1984) challenged the completeness of
contemporary social psychological theories of social attribu-
tion. It was documented that, as compared with European-
Americans, Oriyan Hindu Indians place significantly greater
emphasis in person description on actions versus abstract
traits, with their person descriptions more frequently making
reference to the context. Thus, for example, their investiga-
tion revealed that whereas European-Americans are more
likely to describe a friend by saying she is friendly, Oriyan
Indians are more likely to describe the friend by saying she
brings cakes to my family on festival days. This type of cul-
tural difference, it was observed, was not explicable in terms
of the types of objective ecological or individual psychologi-
cal factors that had been emphasized in previous studies, such
as variation in schooling, literacy, socioeconomic status,

linguistic resources, or capacities for abstract thought. Rather,
the results appeared explicable only when taking into account
cultural factors. In particular, the trends were demonstrated to
reflect the contrasting cultural conceptions of the person and
related sociocultural practices emphasized in Hindu Indian
versus European-American cultural communities.

Subsequent cross-cultural developmental research on so-
cial attribution demonstrated that these types of cultural con-
siderations give rise to cultural variation in the paths and
endpoints of development (J. G. Miller, 1984, 1987). It was
documented that whereas European-American children show
an age increase in their reference to traits (e.g., she is aggres-
sive) but no age-related change in their reference to contextual
considerations, Hindu Indian children show an age increase in
their references to the social context (e.g., there are bad rela-
tions between our families) but no age increase in their refer-
ences to traits. More recently, this type of work has been
further extended to understanding the development of indi-
viduals’ conceptions of mind, with cultural work calling into
question claims that theory of mind understandings develop
spontaneously toward an end point of trait psychology—and
providing evidence that they proceed in directions that reflect
the contrasting epistemological assumptions of local cultural
communities (Lillard, 1998).

In other lines of work on social attribution and cognition,
culturally based social psychological research is calling into
question the universality of various attributional and cognitive
tendencies long assumed to be basic to all psychological func-
tioning, such as motives to maintain self-consistency or to
emphasize dispositional over situational information. Thus,
for example, it has been demonstrated that Japanese college
students tend to maintain weaker beliefs in attitude-behavior
consistency than do Australian college students (Kashima,
Siegal, Tanaka, & Kashima, 1992), while being less prone
than are Canadian college students to show cognitive disso-
nance biases—that is, tendencies to distort social perceptions
to make them more congruent with behavior (Heine & Leh-
man, 1997). Also, relative to European-Americans, various
East Asian populations have been documented to display
greater sensitivity to situational information in object percep-
tion and less vulnerability to the fundamental attributional
error (Ji, Peng, & Nisbett, 2000), a tendency to treat behaviors
as correspondent with dispositions.

New lines of research in this area are also linking cultural
views of the self and related cultural practices to variation in
fundamental styles of cognitive processing, such as tenden-
cies to privilege analytic versus dialectical epistemological
stances. In one illustration of such a cultural difference, ex-
perimental research has demonstrated that American under-
graduates tend to treat information in a polarized manner, as
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seen in their considering scientific evidence as more plausi-
ble when it is presented alone rather than in conjunction with
contradictory information (Peng & Nisbett, 1999). In con-
trast, Chinese undergraduates tend to process information in
ways that involve greater acceptance of opposing viewpoints,
as seen in their considering scientific evidence as more plau-
sible when it is presented in conjunction with contradictory
information rather than alone. Work of this type calls into
question the primacy of analytic modes of thought in work in
cognitive science, highlighting the salience of fundamentally
different styles of cognitive processing in various East Asian
cultural populations.

Self-Processes

In the area of the self-concept, psychological research is
challenging the long-standing assumption that individuals
spontaneously engage in self-maintenance strategies that
are oriented toward self-enhancement, and that self-esteem
is universally fundamental to psychological well-being.
Open-ended attributional research on self-description, for
example, has documented that whereas the open-ended self-
descriptions of American adults emphasize positive attri-
butes (Herzog, Franks, Markus, & Holmberg, 1998), those
of Japanese adults emphasize either weakness or the absence
of negative self-characteristics (e.g., I’m poor at math, I’m
not selfish). Research has also documented that whereas the
scores of Americans on measures of self-esteem tend to be
higher than the scale midpoints—an indication of a tendency
toward self-enhancement—those of Japanese persons tend
to be at or slightly below the scale midpoint, an indication of
a tendency to view the self as similar to others (Diener &
Diener, 1995). 

One of the most far-reaching implications of this type of
research is that it calls into question the centrality of self-
esteem in psychological functioning in various collectivist
cultural communities, and it suggests that other types of self-
processes may be more central in everyday adaptation in such
contexts. In this regard, cross-national survey research has
shown that self-esteem is more closely associated with life
satisfaction in individualist than in collectivist cultures
(Diener & Diener, 1995). In contrast, it is documented that a
concern with maintaining relationship harmony shows a
stronger relationship with life satisfaction in collectivist than
in individualist cultures (Gabrenya & Hwang, 1996). These
contrasting patterns of interrelationship are further docu-
mented to distinguish everyday socialization practices and to
have important adaptive consequences. Thus, for example,
Chinese as well as Japanese mothers tend to be more self-
critical of their children’s academic performance than are

American mothers (Crystal & Stevenson, 1991), with this
stance implicated in the tendencies of Chinese and Japanese
versus American mothers to place greater emphasis on their
children’s expending effort toward self-improvement and
having children who show superior levels of academic
achievement (Stevenson & Lee, 1990).

Cultural research on the self is also challenging basic psy-
chological theory in the domain of self-consistency. Social
psychological theory has long assumed that individuals are in-
herently motivated to maintain a consistent view of the self
and that such consistency is integral to psychological well-
being. This stance is evident not only in classic theories of cog-
nitive dissonance (Festinger, 1957), but also in more recent
work on attribution. For example, work on self-verification
has shown that individuals tend to prefer information that is
consistent rather than inconsistent about themselves (Swann,
Wenzlaff, Krull, & Pelham, 1992), as well as that autobio-
graphical memories are structured in ways that preserve a
consistent sense of self (Ross, 1989). Equally, work on psy-
chological health has suggested that having an integrated
and consistent view of self has adaptive value (Jourard, 1965;
Suh, 2000).

A growing body of attributional research in Asian cul-
tures, however, is suggesting that in these cultures the self
tends to be experienced as more fluid than is typically ob-
served in U.S. populations, with sensitivity to context valued.
Work on self-description has demonstrated, for example, that
the self-descriptions of Japanese but not of Americans tend to
vary as a function of the presence of others (Kanagawa,
Cross, & Markus, 2001). Likewise, experimental research
has documented that cognitive dissonance effects tend not to
be observed among Japanese as compared with Canadian
populations (Heine & Lehman, 1997; Heine & Morikawa,
2000), and that consistency across situations shows a much
weaker relationship to psychological well-being among
Korean as compared with American populations (Suh, 2000).

Emotions

Emotions provide a particularly challenging area for cultural
research because they are phenomena that involve not merely
perceptions but also behavioral action tendencies and so-
matic reactions. They thus entail a biological grounding even
as they also involve essential cultural components. Notably,
as suggested in the following discussion, culture affects the
expression of emotions and their form, as well as their role in
mental health outcomes.

One important influence of cultural processes on emotion
occurs in the degree of an emotion’s elaboration or suppres-
sion. It has been documented that cultural meanings and
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practices affect the degree to which particular emotions are
hypercognized (in the sense that they are highly differentiated
and implicated in many everyday cultural concepts and prac-
tices) versus hypocognized (in that there is little cognitive or
behavioral elaboration of them; Levy, 1984). Even universal
emotions, it has been observed, play contrasting roles in indi-
vidual experience in different cultural settings. For example,
whereas in all cultures both socially engaged feelings (e.g.,
friendliness, connection) and socially disengaged feelings
(e.g., pride, feelings of superiority) may exist, among the
Japanese only socially engaged feelings are linked with
general positive feelings, whereas among Americans both
types of emotions have positive links (Kitayama, Markus, &
Kurokawa, 2000).

Cross-cultural differences have also been observed in emo-
tion categories as well as in individuals’appraisals of emotions.
Thus, variation in emotion concepts has been documented not
only in the case of culturally specific categories of emotion,
such as the concept of amae among the Japanese (Russell &
Yik, 1996; Wierzbicka, 1992), but also among such assumed
basic emotions as anger and sadness (Russell, 1991, 1994). It
has been shown that Turkish adults make systematically dif-
ferent appraisals of common emotional experiences than do
Dutch adults, whose cultural background is more individualist
(Mesquita, 2001). Thus, as compared with Dutch adults’ ap-
praisals, Turkish adults tend to categorize emotions as more
grounded in assessments of social worth, as more reflective of
reality than of the inner subjective states of the individual, and
as located more within the self-other relationship than confined
within the subjectivity of the individual.

Notably, work on culture and emotions is also providing
evidence of the open relationship that exists between physio-
logical and somatic reactions and emotional experiences. For
example, research has revealed that although Minangkabu
and American men show the same patterns of autonomic
nervous system arousal to voluntary posing of prototypical
emotion facial expressions, they differ in their emotional
experiences (Levenson, Ekman, Heider, & Friesen, 1992).
Whereas the Americans tend to interpret their arousal in this
type of situation in emotional terms, Minangkabu tend not to
experience an emotion in such cases, because it violates their
culturally based assumptions that social relations constitute
an essential element in emotional experience. 

Finally, important cultural influences on the mental health
consequences of affective arousal are also being documented.
For example, various somatic experiences—such as fatigue,
loss of appetite, or agitation—that are given a psychological
interpretation as emotions by European-Americans tend not
to be interpreted in emotional terms but rather as purely

physiological events among individuals from various Asian,
South American, and African cultural backgrounds (Shweder,
Much, Mahapatra, & Park, 1997). It is notable that such
events tend to be explained as originating in problems of
interpersonal relationships, thus requiring some form of
nonpsychological form of intervention for their amelioration
(Rosaldo, 1984; White, 1994).

Motivation

Whereas early cross-cultural research was informed exclu-
sively by existing theoretical models, such as Rotter’s frame-
work of internal versus external locus of control (Rotter,
1966), recent work is suggesting that motivation may assume
socially shared forms. This kind of focus, for example, is re-
flected in the construct of secondary control, which has been
identified among Japanese populations, in which individuals
are seen as demonstrating agency via striving to adjust to sit-
uational demands (Morling, 2000; Morling, Kitayama, &
Miyamoto, 2000; Weisz et al., 1984). Equally, work in India
has also pointed to the existence of joint forms of control, in
which the agent and the family or other social group are
experienced as together agentic in bringing forth certain
outcomes (Sinha, 1990).

In another related area of work on motivation, research is
highlighting the positive affective associations linked with
fulfillment of role-related responsibilities. This type of docu-
mentation notably challenges what has been the assumption
informing much psychological theory—that behavior is ex-
perienced as most agentic when it is freely chosen rather than
socially constrained and that social expectations are invari-
ably experienced as impositions on individual freedom of
choice. For example, behavioral research on intrinsic motiva-
tion has documented that Asian-American children experi-
ence higher intrinsic motivation for an anagrams task that has
been selected for them by their mothers than for one that they
have freely chosen (Iyengar & Lepper, 1999). In contrast, it is
shown that European-American children experience greater
intrinsic motivation when they have selected such a task for
themselves.

Further support for this view that agency is compatible
with meeting role expectations may be seen in attributional
research, which has documented that Indian adults indicate
that they would want to help as much and derive as much
satisfaction in helping when acting to fulfill norms of rec-
iprocity as when acting in the absence of such normative
expectations (J. G. Miller & Bersoff, 1994). Such a trend
contrasts with that observed among Americans, who assume
that greater satisfaction is associated with more freely chosen
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helping. These kinds of results challenge prevailing models
of communal relationships, which assume that a concern with
obligation detracts from a concern with being responsive to
the others’ needs (Mills & Clark, 1982). They also challenge
models of self-determination, which assume that internaliza-
tion involves a greater sense of perceived autonomy (Deci &
Ryan, 1985). Rather, it appears that in certain collectivist cul-
tures individuals may experience their behavior as demanded
by role requirements, while also experiencing themselves
as strongly endorsing, choosing to engage in, and deriving
satisfaction from the behavior.

In turn, work in the area of morality, relationships, and at-
tachment highlights the need to expand current conceptual-
izations of motivation. For example, research in the domain
of morality with both Hindu Indian populations (Shweder,
Mahapatra, & Miller, 1990) as well as with orthodox reli-
gious communities within the United States (Jensen, 1997)
has documented forms of morality based on concerns with
divinity that are not encompassed in existing psychological
theories of morality, with their exclusive stress on issues of
justice, individual rights, and community (e.g., Kohlberg,
1971; Turiel, 1983). Furthermore, work on moralities of com-
munity have documented the highly individualistic cultural
assumptions that inform Gilligan’s morality of caring frame-
work (Gilligan, 1982), with its emphasis on the voluntaristic
nature of interpersonal commitments. Cross-cultural work
conducted on the morality of caring among Hindu Indian
populations and cross-cultural work conducted utilizing
Kohlbergian methodology have uncovered the existence of
forms of duty-based moralities of caring that although fully
moral in character, differ qualitatively in key respects from
those explained within Gilligan’s framework (J. G. Miller,
1994, 2001b; Snarey & Keljo, 1991).

In terms of relationship research, a growing cross-cultural
literature on attachment is suggesting that some of the ob-
served variation in distribution of secure versus nonsecure
forms of attachment arises at least in part from contrasting
cultural values related to attachment, rather than from certain
cultural subgroups’ having less adaptive styles of attachment
than others. For example, research conducted among Puerto
Rican families suggests that some of the greater tendency of
children to show highly dependent forms of attachment re-
flects the contrasting meanings that they place on interdepen-
dent behavior (Harwood, Miller, & Irizarry, 1995). Thus, an
analysis of open-ended responses of mothers revealed that
compared with European-American mothers, Puerto Rican
mothers viewed dependent behavior relatively positively as
evidence of the child’s relatedness to the mother. Suggesting
that present dimensions of attachment may not be fully

capturing salient concerns for Puerto Rican mothers, this
work further demonstrated that Puerto Rican mothers spon-
taneously emphasized other concerns—such as display of
respect and of tranquility—that are not tapped by present at-
tachment formulations. 

In other research, recent work on attachment among
Japanese populations highlights the greater emphasis on
indulgence of the infant’s dependency and on affectively
based rather than informationally oriented communication in
Japanese versus American families (Rothbaum, Weisz, Pott,
Miyake, & Morelli, 2000). In contrast to the predictions of at-
tachment theory, however, such forms of parenting are not
linked with maladaptive outcomes; rather, these parenting
styles have positive adaptive implications, in fitting in with
the cultural value placed on amae, an orientation that in-
volves presuming upon another’s dependency and plays an
important role in close relationships throughout the life cycle.
Such research has pointed out that the common finding that
Japanese attachment more frequently takes what are consid-
ered as insecure or overly dependent forms reflects biases in
present conceptions of attachment, which fail to take into
account the concerns with interdependence in the Japanese
context. Furthermore, it is noted that methodologically, the at-
tachment research paradigm presents a separation context that
is much rarer and thus much more stressful for Japanese than
for American infants. Equally, it is suggested that (rather than
treat the individual as the unit of attachment) to fully capture
Japanese attachment-related concerns would require treat-
ing the individual-caregiver unit rather than the indi-
vidual alone as the object of attachment assessment, with a
focus on how well individuals can anticipate each other’s
responses.

Summary

Work in cultural psychology is not only documenting cultural
variability in psychological outcomes, but is also focused on
uncovering respects in which this variation has theoretical
implications in pointing to the implicit cultural underpinnings
of existing psychological effects, as well as respects in which
psychological theory needs to be conceptually expanded to
account for culturally diverse modes of psychological func-
tioning. We have seen specifically that cultural work is high-
lighting the culturally mediated nature of cognition through
individuals’ participation in everyday cultural practices and
use of culturally specific tools; such work has also uncovered
the existence of contrasting culturally based cognitive styles,
as well as extensive cultural variation in basic psychological
processes involving the self, emotions, and motivation.
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Challenges

Whereas there has been a dramatic increase in interest in cul-
tural research in recent years, there nonetheless remains a
sense in which cultural perspectives remain in a marginal
position in the discipline. This may be seen in the stance
adopted for cultural considerations most frequently—to be
treated in a diversity sense, as relevant in explaining excep-
tions from what are assumed to be the general or default
patterns—and for psychological theory and psychological
generalizations commonly to be formulated without refer-
ence to cultural considerations. Concerns have also been
raised about the quality of existing cultural research. In this
regard, for example, criticisms have been made of the predic-
tive power of recent work in social psychology based on the
individualism-collectivism paradigm (e.g., Oyserman et al.,
2002; Matsumoto, 1999). Charges have also been made that
at least some contemporary cultural research is somewhat
simplistic, if not stereotypical, and fails to capture the sub-
tlety of particular cultural outlooks or to forward sophisti-
cated contextually sensitive accounts of psychological
functioning (J. G. Miller, 2002). Consideration here is given
to ways to overcome some of these limitations and of how to
further the promise and potential of cultural psychology to
broaden and enrich basic psychological theory.

Process-Oriented Views of Culture

Social psychological traditions of cultural research in particu-
lar have been influenced by the views of culture held in the tra-
dition of individualism-collectivism. This link has occurred
largely because of the tremendous influence of the distinction
introduced by Markus and Kitayama (1991) between interde-
pendent versus independent self-construals. As introduced,
this distinction embodied a set of dichotomous contrasts that
were presented as characterizing a wide range of cultures,
with the independent view of self characteristic of North
American as well as many Western European cultural popula-
tions and the interdependent view of self characteristic of
many Asian and African cultures. Thus, for example, whereas
the independent self was defined as “separate from social con-
text, bounded, unitary, stable, and focused on internal private
features (abilities, thoughts, feelings)”, the interdependent
self was defined in polar opposite ways as “connected with so-
cial context, flexible, variable, and focused on external public
features (status, roles, relationships)” (Markus & Kitayama,
1991, p. 230).

When presenting this global dichotomy, Markus and
Kitayama (1991) cautioned about drawing direct links be-
tween the type of general cultural schemas that they were

identifying and individual self-representations. In this regard,
for example, they noted respects in which individual self-
concepts reflect a range of factors, including “gender, race,
religion, social class, and one’s particular social and devel-
opmental history” (p. 230). They also stressed that both
independent and interdependent orientations toward self are
found in all societies, although these orientations take some-
what culturally specific forms. However, many social psycho-
logical investigators adopted the independent-interdependent
self distinction in a nonnuanced manner that has ended up
being somewhat stereotypical and simplistic in its characteri-
zation of culture and overly global in its views of how culture
influences psychological phenomena.

Variation Between and Within Cultural Communities

In future research, it is critical to attend to the variation
within different collectivist and individualist cultures and to
the frequent overlap between cultural groups. Also, greater
attention needs to be given to variation within culture that
may be linked to social class, ethnicity, and experiences of
discrimination or oppression. 

In this regard, recent cultural research that has focused on
varieties of individualism and collectivism has been valuable
in that it points to psychological consequences linked to such
variation. For example, research has suggested that Japanese
individuals tend to approach social relations by focusing on
the peer group, whereas Chinese individuals tend to adopt
more of an authority-directed stance (Dien, 1999). It has also
been documented that regional variation occurs in forms of
individualism within the United States, such as the concerns
with a culture of honor found in southern and western parts of
the United States (Nisbett & Cohen, 1996). Notably, socio-
linguistic and ethnographic research has also documented
that within lower-class and working-class communities
within the United States, there tends to be what has been
characterized as a “hard defensive” type of individualism,
which stresses adoption of abilities to cope in harsh everyday
environments, in contrast with the “soft” individualism,
which stresses the cultivation of individual uniqueness and
gratification within middle-class contexts (Kusserow, 1999). 

Attention to Cultural Practices

A limitation of current work on culture has also been the
tendency to conceptualize culture purely in ideational terms.
This type of stance is reflected in the reliance on scale
measures of individualism-collectivism that have tended to
portray cultures as systems of value orientations. Current
conceptualizations have also been problematic in treating
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cultural meanings as individual-difference attitudinal or per-
sonality variables—a stance that fails to recognize the multi-
ple motives and personality factors that may be satisfied by
given cultural practices, resulting in the lack of a one-to-one
relationship between personality and culture.

In future research, it is important to recognize the com-
plexity of cultural meanings. This means acknowledging cul-
ture not merely as knowledge about experience or as norms
but also as constitutive propositions that serve to define and
create social realities. It is equally critical to view cultural
meanings as embodied in material artifacts, social institu-
tions, and cultural tools, as well as expressed and communi-
cated in everyday activities and practices. It is important that
this type of stance is being recognized in the recent emphasis
on the construct of cultural “selfways” or “custom com-
plexes” that treat culture as including ideational and process-
oriented elements that are mutually supportive (Greenfield,
1997; Markus, Mullally, & Kitayama, 1997; Shweder et al.,
1998). It is important that the present type of concern also ex-
pands current understandings of culture in highlighting the
frequently implicit and covert nature of cultural meanings,
with many cultural commitments experienced by agents as
facets of nature rather than of culture per se—a stance that
contributes to their motivational force for individuals.

Finally, in future research, there is a need to integrate both
symbolic and ecological views of culture. Symbolic views
call attention to the arbitrary nature of cultural meanings and
the extent to which they rest on nonrational commitments,
rather than purely on functional considerations of utility. In
turn, ecological approaches call attention to the material as-
pects of sociocultural systems, pointing to the need to take
into account material constraints, resources, and issues of
power and control in understanding sociocultural processes.
In this regard, it is important to understand respects in which
cultural and ecological effects are mutually influential. Thus,
for example, research has shown not only that Puerto Rican
mothers differ qualitatively in their views of attachment from
European-American mothers, but also that both common and
culturally specific effects of social class are observed in each
case (Harwood et al., 1995).

Culturally Nuanced Models of Cultural Influences

One of the limitations of existing views of cultural influences
on psychological processes has been the tendency to treat cul-
tural differences as mapping onto personality differences.
Ironically, this was one of the problematic aspects of early
work in the tradition of culture and personality. As noted ear-
lier, theorists criticized this work as presenting an overly so-
cialized conception of the person as merely conforming to

existing social norms and requirements. It also was criticized
for positing an isomorphism between personality and individ-
ual motivation, and for failing to recognize the open-ended
relationship between them. Notably, another problematic as-
pect of contemporary treatment of cultural influences has
been the tendency to view cultural influences on psychologi-
cal processes as highly generalized rather than as context-
ually dependent. This also appears related to a tendency to
adopt a dispositional view of cultural effects as giving rise to
global orientations that generalize across contexts or as uni-
form and noncontextually mediated forms of perceptual
biases.

To develop more nuanced views of cultural influences on
psychological functioning, it is critical, then, to attend both to
individual differences and to cultural influences rather than to
assume that individual differences map directly onto cultural
differences. This involves recognizing the variation in indi-
vidual attitudinal and personality measures within culture. It
also involves taking into account that culture frequently has
its impact on psychological processes through affecting indi-
viduals’ participation in normative contexts—with their var-
ied normative requirements—rather than through affecting
enduring psychological individual-difference variables.

Notably, to develop contextually sensitive views of cul-
tural influences on psychological functioning requires taking
into account the variation observed across contexts. Thus, for
example, it cannot be assumed that because a concern with
social relations and with a more interdependent view of self
has been seen in collectivist cultures, individuals from col-
lectivist cultures always give more weight to contextual ef-
fects than do individuals from individualist cultures. Rather,
it must be recognized that culture influences the meanings
given to contexts, and—depending on these meanings—there
will be occasions in which individuals from collectivist cul-
tures may show less variation in their judgments across con-
texts than do individuals from individualist cultures; or in
some situations, observed cultural differences may even
reverse (e.g., Cousins, 1989).

International and Interdisciplinary Approaches
to Scholarship

In order to formulate approaches to culture that are dynamic
and nuanced, it is essential for researchers to gain an under-
standing of the meanings and practices emphasized in the
particular cultural communities in which they work. Such an
understanding can be promoted through a range of processes,
including collaboration with individuals from the culture,
spending time in residence in the culture, learning the local
language, or any combination of these. It is also likely that
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research that is informed by in-depth understandings of dif-
ferent cultural communities will become more common in
psychology in the future. As the field becomes increasingly
international and culturally diverse, investigators will be able
to bring to their research cultural sensitivities and concerns
contrasting with those presently dominating the discipline. 

There is equally a need for future research on culture to
become increasingly interdisciplinary, with investigators tak-
ing into account the conceptual and methodological insights
of anthropological and sociolinguistic research traditions and
avoiding the present insularity that results from ignoring or
dismissing work from different disciplinary viewpoints. This
neglect can yield findings considered to have relatively little
importance from the perspective of the other traditions. How-
ever, given the overlap in concerns across these research
traditions and given their contrasting strengths, greater inter-
disciplinary exchange can only serve to enhance progress in
the field.

Summary

To enhance the quality of existing cultural research, it is im-
portant for investigators to go beyond dichotomous frame-
works for understanding cultural differences, such as the
global dimensions of individualism-collectivism. These types
of frameworks fail to capture the complexity of individual
cultural systems, portraying cultures in ways that are overly
static, uniform, and isolated. Effort must be made to develop
more nuanced views of culture through attending to everyday
cultural activities and practices as well as to symbolic culture
and ecological dimensions of contexts. Additionally, attention
must be given both to individual differences and to cultural
influences—the assumption should not be made that individ-
ual differences map directly onto cultural variation. Finally,
the sensitivity of cultural research stands to be enhanced
through researchers’ working to gain a greater understanding
of the specific cultural communities which they study.

CONCLUSION

In conclusion, the present examination of culture in social
psychological theory highlights the importance of recogniz-
ing that culture is part of human experience and needs to be
an explicit part of psychological theories that purport to pre-
dict, explain, and understand that experience. What work in
culture aims to achieve, and what it has already accomplished
in many respects, is more than to lead investigators to treat
psychological findings and processes as limited in generality.
Rather than leading to an extreme relativism that precludes

comparison, work in this area holds the promise of leading to
the formulation of models of human experience that are in-
creasingly culturally inclusive. By calling attention to the
cultural meanings and practices that form the implicit context
for existing psychological effects, and by broadening present
conceptions of the possibilities of human psychological func-
tioning, work in cultural psychology is contributing new con-
structs, research questions, and theoretical insights to expand
and enrich basic psychological theory. 
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Until recently, the study of personality was handicapped
by the lack of a systematic taxonomy of constructs to repre-
sent individual differences. A confusing array of con-
structs and measures was available, and different measures of
purportedly the same construct often showed little correspon-
dence. This diversity hindered the development of a system-
atic understanding of individual differences. Recently, the
situation began to change with emerging agreement about
some of the major dimensions of personality. Broad traits
such as neuroticism-stability, extraversion-introversion, and
psychoticism-constraint are identified in most analyses of
personality traits and part of most descriptive systems. There
is also agreement about the way personality is organized.
Models based on trait concepts assume that traits differ along
a dimension of breadth or generalization and that traits are hi-
erarchically organized, with global traits such as neuroticism
subdividing into a set of more specific traits such as anxious-
ness and dependence (Goldberg, 1993; Hampson, John, &
Goldberg, 1986).

Within this framework, attention has focused particularly
on the five major factors as a parsimonious taxonomy of per-
sonality traits (Goldberg, 1990). Lexical analyses of the nat-
ural language of personality description (Digman, 1990;
Goldberg, 1990) and subsequent psychometric studies of

personality inventories (Costa & McCrae, 1992) have con-
verged in identifying five broad factors typically labeled
extraversion or surgency, agreeableness, conscientiousness,
emotional stability versus neuroticism, and intellect, culture,
or openness. It is widely assumed that this structure is trans-
forming our understanding of personality and that the higher-
order structure of personality is becoming more clearly
delineated. Enthusiasm for the emergent structure, although
understandable because it promises to bring coherence to a
field characterized more by conceptual and theoretical debate
than by substantive findings, tends to minimize confusions
that still exist regarding the number and content of higher-
order domains (Zuckerman, 1991, 1995, 1999; Zuckerman,
Kulhman, Joireman, Teta, & Kraft, 1993) and nature of the
assumed hierarchical arrangement of traits.

These problems remain unresolved despite numerous
attempts to explicate personality structure, partly because the
methods used incorporate subjective elements regarding
choice of analytic strategies and data interpretation, and
partly because personality concepts are inherently fuzzy, a
factor that contributes to interpretive problems. In this chap-
ter, we examine the contribution that behavioral genetic
approaches can make to explicating the structure of personal-
ity and resolving issues of the number and content of
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domains. The argument we advance is that an approach that
contributes to understanding of the causes of trait covariation
(as opposed to approaches that simply offer descriptions of
trait covariation) offer an important perspective on these
intractable taxonomic problems.

DOMAIN DEFINITION: UNRESOLVED PROBLEMS
WITH PHENOTYPIC STRUCTURE 

Number of Domains

Despite the dominance of the five-factor approach, disagree-
ment still exists on the number of dimensions required to
represent the higher-order structure of personality. Almagor,
Tellegen, and Waller (1995), for example, suggested that
five factors do not capture all dimensions of the natural lan-
guage of personality because lexical analyses excluded terms
that were evaluative or described temporary states such as
mood. When they used an unrestricted set of terms, seven
factors were identified. Five factors—Positive Emotionality,
Negative Emotionality, Dependability, Agreeableness, Nega-
tive Emotionality, and Conscientiousness—corresponded to
the five-factor dimensions of Extraversion, Neuroticism,
Conscientiousness, Agreeableness, and Openness (nega-
tively), respectively. The remaining factors were evaluative
dimensions, Positive Valence and Negative Valence, which
are not represented in the five-factor model. They concluded
that the seven-factor model provides a better representation
of lexical descriptions of personality. McCrae and John
(1992) and Widiger (1993) refuted this conclusion, claiming
that positive and negative valence factors could be assumed
under the five factors.

Whereas Almagor, Tellegen, and Waller (1995) main-
tained that the five-factor model is too parsimonious, Eysenck
(1991) suggested that it is not parsimonious enough. He ar-
gued that the five domains differ in abstractness and that the
five dimensions could be accommodated within his three-
factor model of Psychoticism, Extraversion, and Neuroticism
because the Openness and Agreeableness domains are merely
facets of Psychoticism. Studies examining the relationship
between NEO-PI-R (Neurosis Extraversion Openness-
Personality Inventory-Revised) and EPQ-R (Eysenck Person-
ality Questionnaire-Revised), however, suggest that although
the two scales overlap they assess unique aspects of personal-
ity (Avia et al., 1995; Draycott & Kline, 1995). These prob-
lems occur because the five factors, although assumed to be
orthogonal, in fact intercorrelate. For example, correlations
between NEO-PI-R Neuroticism and Conscientiousness

domains and Extraversion and Openness to Experience do-
mains are −.53 and .40 respectively (Costa & McCrae, 1992).
These values raise the important issue of what degree of over-
lap or covariation between domains is tolerable. Whether
these values are interpreted as unimportant or substantial de-
pends largely on the investigator’s theoretical perspective.

Domain Definition

A related issue is lack of agreement on the lower-order traits
that define each domain. Identification of an optimal set of
lower-order traits has proved difficult (Costa & McCrae,
1998). Questions about whether a facet belongs to a proposed
domain are raised when it consistently correlates with facets
comprising another domain. For example, although Costa
and McCrae (1992) report a moderate correlation of −.25
between total domain scores for Neuroticism and Agreeable-
ness, the correlations between the Neuroticism facet Angry
Hostility and Agreeableness facets Trust, Altruism, and Com-
pliance are −.42, −.34, and −.49, respectively, and the cor-
relation between Angry Hostility and the total Agreeableness
domain score is −.47. Similarly, the correlation between the
total Neuroticism domain score and the Agreeableness facet
Trust is −.37. How this overlap is interpreted often forms the
basis of many authors’ claims as to why their model provides
the “correct” description of personality. As with the intercor-
relations among domains, the interpretations placed on the
findings are largely arbitrary.

This problem is also revealed by factor analyses of facet
scales. Although factor loadings may conform to simple
structure and the hypothesized five-factor pattern, some facets
may have an appreciably lower loading than do the other
facets defining a domain. This occurs with the NEO-PI-R
Neuroticism facet of Impulsiveness. The correlations be-
tween Impulsiveness and the other Neuroticism facets range
from .31 to .40 (Costa & McCrae, 1992). The median inter-
correlation is .35, whereas the median intercorrelation among
the other facets is .57. Findings such as these raise questions
about the definition of domains and the possibility that addi-
tional domains are required to provide a comprehensive
taxonomy.

The issue of establishing a coherent set of traits for each
domain is related to the interpretation of each domain. Even
within the five-factor approach there are differences in the in-
terpretation of some domains, especially the domain that
Costa and McCrae label Openness to Experience. They em-
phasize such defining characteristics as artistic, curious, orig-
inal, and having wide interests (McCrae & Costa, 1985a,
1985b). In the NEO-PI-R, the factor is defined by ideas
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(curious), fantasy (imagination), aesthetics (artistic), actions
(wide interests), feelings (excitable), and values (unconven-
tional). Others consider the domain to represent culture or
intellect (Digman, 1990; Saucier & Goldberg, 1996). John
and Srivastava (1999) maintained that the culture label
(Passini & Norman, 1966) is not supported by evidence that
traits referring to culture such as civilized, polished, digni-
fied, foresighted, and logical load more highly on the consci-
entiousness factor. This leaves the alternative interpretation
of intellect (Digman & Inouye, 1986; Goldberg, 1990). How-
ever, John and Srivastava (1999) concluded that the evidence
supports the Costa and McCrae interpretation and that intel-
lect is merely a component of a broader openness factor. This
interpretation is supported by studies of the relationship
between the domain and measures of cognitive ability. For
example, the openness-intellect factor (Understanding, Sen-
tience, Change, and Autonomy) based on the Personality
Research Form (Jackson, 1984) correlates highly with mea-
sures of crystallized intelligence (e.g., verbal subscales) but
less with measures of fluid ability (arithmetic and perfor-
mance subscales; Ashton, Lee, Vernon, & Jang, 1999).

There are other, less easily resolved confusions about the
definition and facet structure of other domains. For example,
Conscientiousness according to Costa and McCrae (1995)
consists of a single factor defined by competence, order, du-
tifulness, achievement striving, self-discipline, and deliber-
ateness. Paunonen and Jackson (1996), however, question the
unity of conscientiousness: “. . . The domain is best thought
of as three separate, but somewhat overlapping, dimensions
related to being (a) methodical and orderly, (b) dependable
and reliable, and (c) ambitious and driven to succeed. More-
over, the amount of overlap among these three facets may not
be high enough to justify their inclusion in an overall Consci-
entiousness measure” (p. 55). 

The cluster of traits labeled impulsive–sensation seeking
poses an even greater problem. Earlier, we discussed prob-
lems with the placement of impulsiveness within the five-
factor model. The controversy, however, is deeper. For Zuck-
erman (1991, 1994), impulsivity and sensation seeking define
a separate higher-order factor within an alternative five-factor
structure. The factor resembles Eysenck’s psychoticism and
Tellegen’s (1985) constraint. There appears, therefore, to be
strong support for this domain. The five-factor model of
Costa and McCrae, however, divides this factor into impul-
sivity and sensation seeking and assigns them to different
domains. Impulsivity is considered part of neuroticism, an
interpretation that is not shared by other conceptions of neu-
roticism, whereas sensation seeking is assigned to extraver-
sion. This leads to similar problems with extraversion.

Extraversion is defined by subsets of traits that differ across
models. These subsets include such traits as sociability or af-
filiation, agency, activation, impulsive–sensation seeking,
positive emotions, and optimism (Depue & Collins, 1999;
Watson & Clark, 1997). Depue and Collins (1999) pointed
out that most accounts of extraversion postulate two central
features, an interpersonal engagement component consisting
of affiliation or sociability and agency, and an impulsivity
component that includes sensation seeking. They suggested
that impulsive–sensation seeking arises from the interaction
of extraversion and a second independent trait represented by
Tellegen’s (1985) constraint. This proposal differs, however,
from Eysenck’s model that places impulsivity in the psy-
choticism domain and Costa and McCrae’s proposal that it
belongs to neuroticism. It also differs from Gray’s (1973,
1987; Pickering & Gray, 1999) model that considers impul-
sivity as assessed by questionnaire to be a blend of Eysenck’s
higher-order dimensions of extraversion and psychoticism. It
appears, therefore, that there are major unresolved defini-
tional problems with most domains that compromise claims
that the five-factor model provides a basic assessment frame-
work (McCrae & Costa, 1986).

The existence of such basic uncertainty about the taxon-
omy of personality traits would seem to suggest that state-
ments that the structure of personality is becoming delineated
might be a little premature. Uncertainty about the relation-
ships among traits is a major obstacle to constructing a theory
of individual differences and clarification of these issues is
essential for the field to advance. The ordering of traits within
each domain forms the basis for developing theoretical ex-
planations by defining relationships that require explanation.
In effect, a descriptive taxonomy shapes subsequent research
and theory development. 

Approaches to Domain Definition

In response to these challenges, especially Paunonen and
Jackson’s (1996) critique of conscientiousness, Costa and
McCrae (1998) outlined six methodological approaches that
can be used to demonstrate the unity of any domain: (a) item
content analysis, (b) definitions of psychological opposites,
(c) examination of empirical correlates, (d) interpreting sec-
ondary and tertiary factor loadings, (e) identification of
equivalents in specialized languages and (f) case studies.
Costa and McCrae (1998) applied these approaches to show
that the Conscientiousness domain was unitary in nature. The
limitation of these proposals is their reliance on an array of
criteria that incorporate a subjective element. The proposal
relies on a convergence of evidence across sets of traditional
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phenotypic and psychometric analyses. However, numerous
psychometric studies have not resolved these problems, rais-
ing the possibility that studies of phenotypes alone may not
be sufficient.

The problem with phenotypic analyses is their reliance on
constructs that are by their nature fuzzy and imprecise. This
is illustrated by the confusion noted about the components of
extraversion (Depue & Collins, 1999; Watson & Clark,
1997). Conceptions of extraversion include sociability or af-
filiation (includes agreeableness, affiliation, social recogni-
tion, gregariousness, warmth, and social closeness), agency
(surgency, assertion, endurance, persistence, achievement,
social dominance, ascendancy, ambitiousness), activation
(liveliness, talkativeness, energy level, activity level, activity
level), impulsive–sensation seeking (impulsivity, sensation
seeking, excitement seeking, novelty seeking, boldness, risk
taking, unreliability, disorderliness, adventurousness, thrill
and adventure seeking, monotony avoidance, boredom sus-
ceptibility), positive emotions (positive affect, elatedness,
enthusiasm, exuberance, cheerfulness, merriness, joviality),
and optimism (Depue & Collins, 1999). 

This list reveals the problems faced by attempts to delin-
eate phenotypic structure. Not only does the content of extra-
version differ across models, but the definition of each basic
or lower-order trait may also differ across models and mea-
sures. Moreover, the meaning of putatively distinct traits
overlaps so that facet traits defining a given domain shade
into each other and into facet traits defining other domains.
This fuzziness is probably an inevitable consequence of
using natural language concepts that evolved to capture so-
cially significant behaviors that are multidetermined. It adds
to concerns that the taxonomies of phenotypic traits may not
represent natural cleavages in the way behavior is organized
nor reflect underlying etiological structures. 

This fuzziness contributes to the considerable variability
in personality phenotypes so that minor variations in mea-
sures and samples influence the number and contents of fac-
tors. The problem is compounded by the fact that many
decisions about methodology and analytic strategies have an
arbitrary component. More objective criteria are needed to
guide decisions on the number of higher-order domains and
the location of lower-order or basic traits within domains and
to define a systematic set of basic traits. Phenotypic analyses
are concerned primarily with describing trait covariation.
This evokes the oft-voiced criticism of the five-factor
approach—it is descriptive rather than explanatory. The
basic problem of why traits are related to each other is not
considered. An understanding of etiology of trait covariance,
especially genetic etiology, would provide a conceptual foun-
dation for current models. At each level of the trait hierarchy,

traits and behaviors, including test items, could be grouped
according to a shared etiology. Etiology would provide an
additional criterion to supplement the usual psychometric cri-
teria such as proposed by Costa and McCrae (1997) to guide
decisions on the number and content of domains. Identifica-
tion of a robust model of personality structure would be facil-
itated by evidence that a given phenotypic structure reflects
the genetic architecture of personality traits. Unfortunately
there are few studies of the genetic architecture underlying
multiple personality traits compared to studies of phenotypic
structure. Evidence that a given phenotypic structure paral-
lels genotypic structure would support the validity and gener-
alizability of the structure.

HERITABILITY

The foundation for an etiological understanding of personal-
ity structure and for a behavioral genetic approach is pro-
vided by evidence that genetic influences account for
approximately 40–60% of the variance for virtually all per-
sonality traits, with most of the remaining variance being ex-
plained by nonshared environmental effects (Bouchard,
1999; Loehlin & Nicholls, 1976; Plomin, Chipeur, &
Loehlin, 1990). The broad traits of extraversion and neuroti-
cism have received most attention. The data from several
twin studies yield heritability estimates of approximately
60% for extraversion and 50% for neuroticism. Loehlin
(1992) also examined multiple personality scales organized
according to the five-factor framework. Estimates of about
40% heritability were obtained for each domain. Subsequent
studies using the NEO-PI-R yielded heritability estimates of
41% for neuroticism, 53% for extraversion, 41% for agree-
ableness, and 40% for conscientiousness (Jang, Livesley,
Vernon, & Jackson, 1996; see also Bergeman et al., 1993;
Jang, McCrae, Angleitner, Riemann, & Livesley, 1998). Non-
additive genetic effects accounted for 61% the variance in
openness to experience.

Although the evidence points to a significant genetic com-
ponent to personality traits, it has been suggested that traits
could be divided into temperament traits that have a substan-
tial heritable component and character traits that are largely
environmental in origin. If this is the case and environmental
factors give rise to distinct traits, the role of genetic criteria in
clarifying trait structure would be limited. The evidence does
not, however, support the proposal. Putatively charactero-
logical traits such as openness to experience are as herita-
ble as so-called temperament traits. Moreover, molecular
genetic studies have found significant allelic associations be-
tween so-called character traits such as cooperativeness and
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self-directedness as assessed using the Temperament and
Character Inventory and the 5-HTTLPR allele (Hamer,
Greenberg, Sabol, & Murphy, 1999).

To date, a self-report measure of personality that has no
genetic influence has not been identified (Plomin & Caspi,
1998). The qualification should be added that heritability stud-
ies have relied largely on self-report measures—alternative
methods of assessment may yield different results. However,
this was not the case with the few studies using other methods
(Heath, Neale, Kessler, Eaves, & Kendler, 1992; Riemann,
Angleitner, & Strelau, 1997). Riemann and colleagues (1997),
for example, reported a twin study conducted in Germany and
Poland that compared assessments of the five factors using
self-report questionnaires with peer ratings. Estimates of her-
itability based on self-report were similar to those reported by
other studies. The peer ratings also showed evidence of heri-
tability, although estimates were lower than those obtained
from self-reports. Multivariate genetic analyses showed that
the same genetic factors contributed to self-report and peer
ratings. These results suggest that findings of a heritable com-
ponent to all self-report measures are likely to generalize to
other methods of measurement.

Evidence of heritability alone, however, is not sufficient to
justify the use of behavioral genetic criteria to clarify trait
structure. It is possible that environmental factors that ac-
count for about 50% of the variance have a substantial effect
on trait covariation. If this were the case, the finding that
traits are genetically related would be of less value in clarify-
ing personality structure. The evidence, however, suggests
that the phenotypic structure of traits closely parallels the un-
derlying genetic architecture (Livesley, Jang, & Vernon,
1998; Loehlin, 1987)—a point that is discussed in detail later
in this chapter. 

It should be noted, however, that information about heri-
tability merely explains the variance in a single trait as op-
posed to the covariance between traits. Such information has
limited value in explicating personality structure. As Turk-
heimer (1998) argued, all individual differences in behavior
are heritable and “. . . the very ubiquity of these findings
make them a poor basis for reformulating scientists’ concep-
tions of human behavior” (p. 782). Nevertheless, information
on heritability forms the foundation for understanding of the
etiology of personality. The major contribution of behavior
genetics to understanding personality structure, however,
comes from multivariate genetic analyses that elucidate the
genetic structure underlying multiple traits (Carey & DiLalla,
1994). Multivariate analyses extend univariate analysis of the
genetic and environmental influences on a trait to evaluate
genetic and environmental components of the covariation be-
tween two or more traits (DeFries & Fulker, 1986). It is this

extension that promises to contribute to personality theory by
explicating the etiological basis for trait covariance by evalu-
ating the degree to which different traits are influenced by the
same genetic and environmental factors. This issue is central
to resolving some of the problems of personality description
and structure.

THE ETIOLOGICAL BASIS OF COVARIANCE

The phenotypic covariation between two traits may be due to
pleiotropy—that is, the degree to which the traits share a
common genetic influence, environmental effects common to
both traits, or both. The degree to which two variables have
genetic and environmental effects in common is indexed by
genetic (rG) and environmental correlation coefficients (rE ).
These statistics are interpreted as any other correlation coef-
ficient and they may be subjected to other statistical proce-
dures such as factor analysis (Crawford & DeFries, 1978).
Genetic and environmental correlation coefficients are read-
ily estimated from data obtained from monozygotic (MZ)
and dizygotic (DZ) twin pairs. 

The calculation of the genetic correlation is similar to that
used to estimate the heritability of a single variable. A higher
within-pair correlation for MZ twins than for DZ twins sug-
gests the presence of genetic influences because the greater
similarity is directly attributable to the twofold increase in
genetic similarity in MZ versus DZ twins. In the multivariate
case, a common genetic influence is suggested when the MZ
cross-correlation (the correlation between one twin’s score
on one of the variables and the other twin’s score on the other
variable) exceeds the DZ cross-correlation. 

The phenotypic correlation (rp) between two variables
(traits), x and y, is expressed by the following equation: 

rp = (hx · hy · rg) + (ex · ey · re) (3.1)

where the observed or phenotypic correlation, (rp), is the
sum of the extent to which the same genetic (rg) and/or envi-
ronmental factors (re) influence each variable, weighted by
the overall influence of genetic and environmental causes on
each variable (hx , hy , ex , ey , respectively). The terms h and
e are the square roots of heritability and environmental effect
(h2 and e2) for variables x and y, respectively.

It should be noted that a genetic correlation describes
statistical pleiotropism—that is, the extent to which allelic
effects on trait predict allelic effects on the other trait. As
Carey (1987) pointed out, statistical pleiotropism is not to be
confused with biological pleiotropism in which two variables
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share the same loci. Unlike statistical pleiotropism, biological
pleiotropism unequivocally links actual genes to behavior.

PHENOTYPIC STRUCTURE AND GENETIC
ARCHITECTURE OF PERSONALITY

A critical issue for understanding the etiological structure of
personality and for the use of multivariate genetic analyses to
clarify personality structure is the degree to which the pheno-
typic organization of traits reflects an underlying biological
structure as opposed to the influence of environmental fac-
tors. The evidence indicates that the phenotypic structure of
traits closely resembles the underlying genetic architecture
and to a lesser degree environmental structure. The evidence
also suggests that environmental factors do not appreciably
influence trait covariation. These conclusions are based on
comparisons of the factors extracted from matrices of pheno-
typic, genetic, and environmental correlations computed
among traits comprising a given model or measure.

In one of the earliest studies of this kind, Loehlin (1987)
analyzed the structure of item clusters from the California
Psychological Inventory (CPI; Gough, 1989) in samples of
MZ and DZ twins. Three matrices were derived that repre-
sented the covariance among different traits due to genetic,
shared environmental, and nonshared environmental factors.
When these matrices were examined with factor analysis,
four factors emerged from analyses of genetic covariance that
could be interpreted as representing Neuroticism, Extraver-
sion, Openness, and Conscientiousness (few items related to
the fifth factor, Agreeableness, are included in the CPI; see
McCrae, Costa, & Piedmont, 1993). Analysis of shared envi-
ronmental effects yielded two factors: family problems and
masculinity-femininity. The former is not an aspect of per-
sonality per se, and the latter is probably an artifact of the ex-
clusive use of same-sex twins (Loehlin, 1987). It should be
noted, however, that shared environmental effects make rela-
tively little contribution to the variance of personality traits.
Hence, the important finding is the structure of nonshared en-
vironmental effects. Analysis of the nonshared environmen-
tal covariance matrix yielded three interpretable factors that
resembled Neuroticism, Extraversion, and Conscientious-
ness. Thus, the structure of nonshared environmental influ-
ences largely mirrored genetic influences. This is not an
isolated finding: Livesley et al. (1998) found similar struc-
tures in genetic and nonshared environmental components of
traits related to personality disorder. 

Livesley and colleagues (1998) examined the congru-
ence of genetic and phenotypic factor structures and com-
pared phenotypic structure across samples of personality

disordered patients and two samples recruited from the gen-
eral population. The clinical sample consisted of 602 patients
with personality disorder. The general population samples
consisted of 939 volunteer general population participants
and 686 twin pairs. The twin sample allowed the computation
of matrices of genetic and environmental correlations that
could be compared against the phenotypic structures from all
three samples. Personality was assessed with the Dimen-
sional Assessment of Personality Pathology (DAPP; Livesley
& Jackson, in press). This measure assesses 18 traits underly-
ing personality disorder diagnoses that were identified in pre-
vious studies using a combination of clinical judgments,
rational methods, and psychometric procedures (Livesley,
1986; Livesley, Jackson, & Schroeder, 1992).

Phenotypic correlations were computed in all three sam-
ples separately, and genetic and environmental correlations
were computed on the twin sample. The phenotypic, genetic,
and environmental correlation matrices were subjected to
separate principal components analyses with rotation to
oblimin criteria. Phenotypic structure was similar across all
samples. Four factors were extracted from all five matrices
(see Tables 3.1 and 3.2).

The first factor, Emotional Dysregulation, represents un-
stable and reactive affects and interpersonal problems. The
factor resembled neuroticism as measured by the NEO-PI-R
(Costa & McCrae, 1992; Schroeder, Wormworth, & Livesley,
1992) or the Eysenck Personality Questionnaire (EPQ; Jang &
Livesley, 1999) and the DSM-IV diagnosis of borderline per-
sonality disorder. The second factor, Dissocial Behavior, was
negatively correlated with NEO-PI-R Agreeableness. It de-
scribed antisocial traits and resembled the DSM-IV Cluster B

TABLE 3.1 Rotated Principal Component Factor Loadings: 
DAPP-BQ Dimensions (clinical sample)

Factor

Dimension 1 2 3 4

Submissiveness 0.85
Cognitive Dysregulation 0.64
Identity Problems 0.81
Affective Instability 0.64
Stimulus Seeking 0.76
Compulsivity 0.93
Restricted Expression 0.75
Callousness 0.81
Oppositionality 0.64 −0.47
Intimacy Problems 0.85
Rejection 0.78
Anxiousness 0.86
Conduct Problems 0.74
Suspiciousness 0.50
Social Avoidance 0.76
Narcissism 0.41
Insecure Attachment 0.70 −0.44
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antisocial personality diagnosis, Eysenck’s Psychoticism, and
Zuckerman’s Impulsive–Sensation Seeking. The third factor,
labeled Inhibition, was defined by intimacy problems and re-
stricted expression of inner experiences and feelings. The
factor correlated negatively with NEO-PI-R and EPQ Extra-
version and resembled the DSM-IV avoidant and schizoid
personality disorders. The fourth factor, Compulsivity clearly
resembled NEO-PI-R Conscientiousness and DSM-IV
obsessive-compulsive personality disorder. The loadings de-
rived from the phenotypic correlation matrices were remark-
ably similar: Congruence coefficients ranged from .94 to .99.
The congruency coefficients between the genetic and pheno-
typic factors on Emotional Dysregulation, Dissocial, Inhibi-
tion, and Compulsivity were .97, .97, .98, and .95, respectively.
The congruence between factors extracted from the pheno-
typic and nonshared environmental matrices were also high at
.99, .96, .99, and .96, respectively. These data suggest that the
phenotypic structure of personality and personality disorder
traits closely reflects the underlying etiological architecture.

This conclusion is also supported by a study of the pheno-
typic structure and genetic architecture of the five-factor
model assessed using the NEO-PI-R in two independent
samples of twins recruited in Germany and Canada (Jang,
Livesley, Angleitner, Riemann, & Vernon, in press). Factor
analysis of the genetic and nonshared environmental covari-
ance matrices yielded five factors that strongly resembled N,
E, O, A, and C (Neurotic, Extraversion Openness, Agreeable-
ness, and Conscientiousness). Congruence coefficients
computed between the genetic factors and the published

normative structure were .83, .72, .92, .88, and .70 for N, E,
O, A, and C, respectively. The congruence of the nonshared
environmental factors and normative structure was even
higher at .96, .93, .90, .93, and .97 for N, E, O, A, and C,
respectively.

The interesting feature of these results is not only that phe-
notypic structure resembles genetic structure, but also that the
structure of environmental effects is similar to the genetic
structure. Plomin, DeFries, and McClearn (1990) noted that
across a range of studies, “the structure of genetic influences
seems to be similar to the structure of [nonshared] environ-
mental influences” (p. 236). They added that this is surprising:
“Most of us would probably predict different patterns of ge-
netic and environmental influences” (p. 236). Recently, how-
ever, it has been suggested that genetic factors are more
important than are environmental influences in shaping trait
structure because the resemblance of the structure of non-
shared environmental effects to the observed structure of
traits may be artifactual (McCrae, Jang, Livesley, Riemann, &
Angleitner, in press).

Nonshared environmental effects are usually estimated
as a residual term that may include systematic bias such as
that introduced by implicit personality theory. Passini and
Norman (1966) demonstrated this bias by asking students to
rate the personalities of complete strangers. Although each
rating was presumably a guess, a clear pattern to the ratings
was found. Students who assumed that strangers were talka-
tive also assumed that they were sociable and cheerful.Across
a range of targets, these associations defined an Extraversion

TABLE 3.2 Rotated Principal Component Factor Loadings of Additive Genetic and Nonshared
Environmental Correlations

Genetic Factors Environmental Factors

Dimension 1 2 3 4 1 2 3 4

Submissiveness 0.91 0.76
Cognitive Dysregulation 0.66 0.70
Identity Problems 0.84 0.68
Affective Lability 0.69 0.70
Restricted Expression 0.45 0.78
Oppositionality 0.74 0.54
Anxiousness 0.96 0.86
Suspiciousness 0.61 0.45
Social Avoidance 0.76 0.69
Narcissism 0.60 0.47 0.45
Insecure Attachment 0.64 0.69
Stimulus Seeking 0.61 0.81
Callousness 0.88 0.66
Rejection 0.82 0.65
Conduct Problems 0.75 0.69
Restricted Expression 0.67
Intimacy Problems 0.93 0.75
Compulsivity 0.93 0.85
Suspiciousness 0.45
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factor. Factor analysis of the ratings yielded the familiar five
factors. Some researchers concluded from such studies that
trait structure merely reflects the effects of semantic biases on
person perceptions (Shweder, 1975). Ratings of strangers
must contain bias due to implicit personality theory because
they cannot be influenced by the true personalities of the tar-
gets. It is also likely that self-reports and ratings of well-
known targets incorporate a similar bias. For example, two
observers may agree that a person is sociable but disagree on
the extent of his or her sociability. The observer assigned a
higher rating for sociability is also likely to assign a higher
rating for cheerfulness and talkativeness. Thus, part of the co-
variance of these traits may be attributable to systematic bi-
ases in person perception that lead to correlated errors in
individual judgments. If this is the case, similarities in struc-
ture between genetic covariance and nonshared environmen-
tal covariance could reflect the biasing effects of implicit
personality theory on the latter.

To test for this bias, self-report twin data were supple-
mented with cross-observer correlations on the NEO-PI-R.
This allowed the computation of two matrices of nonshared
environmental covariance. The first estimated the covariance
due to implicit personality theory bias alone. Factorial analy-
sis of this matrix yielded the familiar five factors. Comparison
with normative structure yielded congruence coefficients of
.81, .45, .81, .89, and .85 for Neuroticism, Extraversion,
Openness, Agreeableness, and Conscientiousness, respec-
tively. The second matrix of nonshared environmental covari-
ance estimated was free from systematic bias. Factor analysis
of this “unbiased” matrix with targeted rotations to the nor-
mative NEO-PI-R factors produced low congruence coeffi-
cients at .53, .68, .22, .61, and .80 for Neuroticism,
Extraversion, Openness, Agreeableness, and Conscientious-
ness, respectively. Subsequent factor analysis of this matrix
yielded two factors. The first resembled a broad form of Con-
scientiousness with salient loading of the facets Activity,
Order, Dutifulness, Achievement Striving, Self-Discipline,
and (low) Impulsiveness. The second factor was defined by
the facets Warmth, Gregariousness, Positive Emotions, Open-
ness to Feelings, Altruism, and Tender-Mindedness. This
combination of Extraversion and Agreeableness facets resem-
bles the Love axis of the Interpersonal Circumplex (Wiggins,
1979). The other interpersonal axis—Dominance—does not
appear to be influenced by the nonshared environment. As-
sertiveness did not load on either factor.

These results suggest that when the conventional estimates
of nonshared environmental covariances are decomposed
into implicit personality theory bias and true nonshared ef-
fects, much of the resemblance to the five-factor structure
appears attributable to bias. Overall, these studies point to the

conclusion that genetic factors are largely responsible for the
observed pattern of trait covariation.

THE HIERARCHICAL STRUCTURE
OF PERSONALITY

Beyond problems with the content of personality taxono-
mies, there are also uncertainties about the nature of the pro-
posed hierarchical structure of traits and the relationship
between higher- and lower-order traits. Factor analytic stud-
ies provide consistent evidence that specific traits are orga-
nized into more global entities. Lexical studies also show that
natural language reflects this structure. Substantial agreement
exists among individuals in judgments of trait breadth
(Hampson et al., 1986). Despite this evidence, the nature and
origins of the hierarchy are unclear. This is clearly a problem
that requires explanation. 

Fundamental differences exist among models on the way
the personality hierarchy is conceptualized. The lexical ap-
proach seems to consider the higher-order domains to be
lexical categories that impose structure on personality de-
scriptors by organizing them into clusters that are not neces-
sarily discrete or equally important (Saucier & Goldberg,
1996). The lexical structure “provides a framework for de-
scription, but not necessarily for explanation” (Saucier &
Goldberg, 1996, p. 24–25). Saucier and Goldberg also as-
serted that “as a representation of phenotypes based on nat-
ural language, the Big Five structure is indifferent and thus
complementary to genotypic representations of causes, moti-
vations, and internal personality dynamics” (p. 42). The
higher-order terms do not appear, therefore, to have any sig-
nificance beyond that of description. 

Traits psychologists, including other five-factor theorists,
make different assumptions. For Allport (1961), a trait is “a
neuropsychic structure” (p. 347) and therefore an explana-
tory concept. Eysenck also adopted this approach: Traits have
heritable biological basis. Similarly, the five-factor model
assumes that traits are “endogenous basic tendencies” with
a substantial heritable component (McCrae & Costa, 1996,
p. 72). For Eysenck and Costa and for McCrae, traits are
explanatory as well as descriptive. In contrast to the lexical
approach, the five-factor model assumes that domains are
equally important and equal in breadth. 

Assumptions that trait theories make about the psycho-
biological basis for the higher-order domains initially cre-
ated uncertainty about the status of the lower-order traits.
Most research effort has been directed toward understanding
higher-order factors and little attention has been paid to
parsing these domains into more specific components. Until
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recently, it was unclear whether the lower-order traits were
merely facets of the higher-order traits or distinct entities
with their own etiology. The use of the term facet to de-
scribe the lower-order traits, a convention adopted by Costa
and McCrae, implies that they are merely exemplars or
components of a more fundamental global trait. In this
sense, the facet traits can be understood in terms of the do-
main sampling approach used in test construction in which
facets are merely arbitrary ways to subdivide global traits
to ensure adequate domain sampling. Identification of gen-
eral genetic factors that have a broad influence on personal-
ity phenotypes also raises questions about the significance
of the lower-order or facet traits—in particular, whether
these traits are heritable simply because of their association
with the broader domains or whether they are also subject to
specific genetic influences. Clarification of this issue is crit-
ical to constructing an explanatory account of personality
structure.

Heritability of Lower-Order Traits 

If lower-order traits are only subcomponents of broader traits,
all variance in a facet apart from error variance should be ex-
plained by the variance in the global trait. Recently, however,
behavioral genetic research has suggested that lower-order
traits have a distinct heritable component (Jang et al., 1998;
Livesley et al., 1998). These studies estimated whether lower-
order traits have a unique genetic basis when the heritable
component of higher-order traits is removed from them. Jang
and colleagues (1998) partialled out all of the common vari-
ance due to each of higher-order Neuroticism, Extraversion,
Openness, Agreeableness, and Conscientiousness scales from
the 30 facet scales of the NEO-PI-R. When the residual vari-
ances on the facets were subjected to heritability analyses, a
substantial genetic influence remained. Additive genetic ef-
fects accounted for 25 to 65% of the reliable specific variance,
with most heritabilities ranging from .20 to .35 (see Table 3.3).

When these values were corrected for unreliability, the
values increased to the usual range observed for personality
traits. The implication is that these traits are not merely facets
of more general traits, but rather distinct heritable entities. 

A similar approach was used to study the residual heri-
tability of the 18 traits underlying personality disorder
(Livesley et al., 1998). Factor scores were computed for the
four factors described previously. A standardized residual
score for each scale was computed by regressing the four fac-
tor scores on each of the 18 basic traits. Monozygotic twin
correlations were higher that the dizygotic twin correlations
for all 18 traits. Estimates of the heritability of the residual
trait scores showed substantial residual heritability for 11 of

TABLE 3.3 Heritability Estimates, Retest Reliabilities, and
Relative Reliabilities of Revised NEO Personality Inventory Residual
Facet Scores

Domain and Facet Scale h2 c2 e2 ru h2/ru

Neuroticism
Anxiety 0.25 — 0.75 0.58 0.43
Hostility 0.21 — 0.79 0.53 0.40
Depression 0.25 — 0.75 0.50 0.50
Self-Consciousness 0.29 — 0.71 0.54 0.54
Impulsiveness 0.27 — 0.73 0.59 0.46
Vulnerability 0.26 — 0.74 0.56 0.46

Extraversion
Warmth 0.23 — 0.77 0.60 0.38
Gregariousness 0.28 — 0.72 0.71 0.39
Assertiveness 0.29 — 0.71 0.72 0.40
Activity 0.27 — 0.73 0.70 0.39
Excitement Seeking 0.36 — 0.64 0.69 0.52
Positive Emotions 0.30 — 0.70 0.63 0.48

Openness
Fantasy 0.25 — 0.75 0.60 0.42
Aesthetics 0.37 — 0.63 0.72 0.51
Feelings 0.26 — 0.74 0.57 0.46
Actions 0.34 — 0.66 0.69 0.49
Ideas 0.33 — 0.67 0.69 0.48
Values 0.35 — 0.65 0.71 0.49

Agreeableness
Trust 0.31 — 0.69 0.62 0.50
Straightforwardness 0.25 — 0.75 0.56 0.45
Altuism — 0.20 0.80 0.50 —
Compliance 0.26 — 0.74 0.54 0.48
Modesty — 0.26 0.74 0.64 —
Tendermindedness 0.28 — 0.72 0.64 0.44

Conscientiousness
Competence 0.11 — 0.89 0.44 0.25
Order 0.26 — 0.74 0.69 0.38
Dutifulness 0.28 — 0.72 0.43 0.65
Achievement Striving — 0.26 0.74 0.54 —
Self-Discipline 0.28 — 0.72 0.61 0.46
Deliberation — 0.18 0.82 0.71 —

the 18 basic traits that ranged from .26 for Intimacy Prob-
lems to .48 for Conduct Problems.

These studies, in contrast to studies of phenotypic struc-
ture, point to the significance of the lower-order traits.
Although these traits have tended to be neglected in personal-
ity research, they appear to be important for understanding
personality. This suggests that a bottom-up approach to per-
sonality structure would provide additional information to
complement that provided by the traditional top-down
approach of the three- and five-factor models that identify the
higher-order domains first and then seek to define an appro-
priate complement of facet traits. Before considering these is-
sues in greater depth, it is important to recognize a limitation
of the methods used. The regression method does not model
genetic effects directly, and the results need to be replicated
using multivariate genetic analyses. This introduces another
feature of behavioral genetic analyses that is pertinent to
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understanding the genetic basis of personality: the use of path-
ways models to evaluate competing models of personality.

Independent and Common Pathways Models

In heritability analyses, components of variance are esti-
mated by fitting models to the observed covariance matrices.
In the univariate case, the heritability of a variable is esti-
mated by comparing the similarity (estimated by Pearson’s r)
of MZ to DZ twins. In the bivariate case, common genetic
influences are suggested when the MZ cross-correlation
exceeds the DZ cross-correlation used to compute the genetic
correlation, rG . The multivariate extension of this idea is
found in two general classes of path analytic models that are
pertinent to personality research: independent and common
pathways models (see Figures 3.1 and 3.2; McArdle &
Goldsmith, 1990; Neale & Cardon, 1992). The independent
pathway model specifies direct links from one or more ge-
netic and environmental influences common to each variable
and unique genetic and environmental effects to each vari-
able. The common pathways model is a more stringent ver-
sion of the independent pathways model. The primary
difference between the two models is that the common path-
ways model postulates that of the covariation in a set of vari-
ables is mediated by a single latent variable that has its own
genetic and environmental basis. Both models provide the
opportunity to examine variance specific to each variable—
that is, each lower-order trait. Factor analytic studies of

personality have been concerned with reducing the covari-
ance between lower-order traits to fewer factors. Residual
variance specific to each trait is neglected. Biometric path
models applied to twin data decompose this variance into
etiological components. This makes it possible to evaluate
the significance of these specific traits.

These models offer the opportunity to evaluate the hierar-
chical structure of personality by comparing the fit of the two
models to the same data set. The common pathways model
is the biometric equivalent to the traditional model of ex-
ploratory factor analysis used to delineate the phenotypic
structure of traits. As applied to each of the five-factor do-
mains, the model postulates a single latent factor for each do-
main that mediates the effects of genetic and environmental
effects on each lower-order trait. In the case of NEO-PI-R
Neuroticism, a latent variable of neuroticism is hypothesized
through which genetic and environmental factors influence
the six facets of Anxiety, Hostility, Depression, Self-
Consciousness, Impulsivity, and Vulnerability. In contrast,
the independent pathways model postulates direct genetic
and environmental effects on each facet trait. The fits of these
models provide an opportunity to evaluate different concep-
tions of personality structure. If the common pathways model
provides the best fit, the implication is that the hierarchical
structure of personality arises from the effects of higher-order
factors that have a genetic and environmental basis. The task
is then to explain how this entity differs from lower-order
or facet traits and the role it plays in the formation of the

Figure 3.1 Independent pathways model; G = additive genetic effects common to all variables, E =
nonshared environmental effects common to all variables, g = additive genetic effects unique to each vari-
able, and e = nonshared environmental effects unique to each variable

Independent Pathways Model 

G � additive genetic effects common to all variables 
 E � nonshared environmental effects common to all variables 
 g  � additive genetic effects unique to each variable 
 e � nonshared environmental effects unique to each variables

Anxiety Hostility Depression Self-conscious Impulsiveness Vulnerability
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g e g e g e g e g e g e
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Common Pathways Model 

G � additive genetic effects common to all variables 
 E � nonshared environmental effects common to all variables 
 g  � additive genetic effects unique to each variable 
 e � nonshared environmental effects unique to each variables

G E

Anxiety Hostility Depression Self-conscious Impulsivity Vulnerability

g e g e g e g e g e g e

NEUROTICISM

Figure 3.2 Common pathways model; G = additive genetic effects common to all variables, E = non-
shared environmental effects common to all variables, g = additive genetic effects unique to each vari-
able, and e = nonshared environmental effects unique to each variable.

hierarchy. If the independent pathways model provides the
best fit, however, the implication is that the higher-order con-
structs of phenotypic analyses do not reflect the effects of a
phenotypic entity, but rather the pleiotropic action of the
genes shared by all lower-order or facet traits that define
the domain. Under these circumstances, the task is to expli-
cate the mechanisms that lead to trait clusters. Regardless of
which model provides the best fit to the data, a useful feature
of both models is that the magnitude of the path coefficients
between each facet scale and the common genetic factor or
latent variable along with information on the magnitude of
genetic and environmental influences unique to each facet
provides the basis for determining which facets should be
grouped together within the taxonomy. 

Five-Factor Model

Jang and colleagues (in press) fit common and independent
pathways models to evaluate the coherence of the five do-
mains assessed with the NEO-PI-R. The models were applied
separately to a sample of 253 identical and 207 fraternal
twin pairs from Canada and 526 identical and 269 fraternal
pairs from Germany. The two samples made it possible to
examine the universality of the etiological basis for personal-
ity structure by investigating whether the same genetic and

environmental factors influenced personality traits in the two
samples and whether they had similar effects.

For each sample, a single-factor common pathways
model and a series of independent pathway models specify-
ing variable numbers of genetic and nonshared environmen-
tal factor were fit to the six facets defining each domain.
Shared environmental effects were omitted from the models
because their effects were minimal. For each domain, the
best fit was obtained with an independent pathways model.
Table 3.4 illustrates the findings for the Neuroticism do-
main. An independent pathways model specifying two ge-
netic factors and two nonshared environmental factors
provided the most satisfactory explanation of the covariance
between the six Neuroticism facets in the two samples. In
both samples, the first genetic factor was marked by the
Angry Hostility facet and, to a lesser extent, Anxiety. The
second factor influenced all facets except Angry Hostility
and Impulsivity. The depression facet had the highest load-
ing in both samples.

In addition to demonstrating that the independent path-
ways model provided the best fit, these findings also suggest
that the broad domains of personality are nonhomogeneous.
This raises important questions about the factors that account
for the apparent hierarchical structure of personality traits
and the nature and conceptual status of the higher-order
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dimensions. These conclusions are, however, based on a sin-
gle study using only a single measure of personality. Replica-
tion is clearly needed, given the results’ significance for
understanding trait structure. The conclusions are, however,
similar to those drawn from a study of personality disorder
traits (Livesley & Jang, 2000). 

Personality Disorder Traits

Livesley and Jang (2000) investigated the etiological struc-
ture of personality disorder by fitting independent and com-
mon pathways models to the 18 lower-order traits of
personality disorder assessed by administering the DAPP to a
volunteer sample of 686 twin pairs. Each trait consists of two
or more specific traits so that a total of 69 specific traits define
the 18 basic traits. The 18 traits in turn define four higher-
order factors. Thus the DAPP system incorporates three lev-
els of construct (higher-order factors, lower-order traits, and
specific traits) whereas the NEO-PI-R has only two levels
(domains and facets). This makes it possible to explore the
genetic architecture of personality in more detail. For exam-
ple, the basic trait of Anxiousness is defined by four specific
traits: trait anxiety, guilt proneness, rumination, and indeci-
siveness. Each basic trait represents a single phenotypic fac-
tor. If personality is inherited as a few genetic dimensions
represented by the four higher-order factors, a single genetic
dimension should underlie each basic trait that is shared by
other traits constituting the higher-order factor. Evidence of a
genetic effect specific to each trait would be provided by

evidence that the 18 basic traits are composed of two or more
genetic dimensions.

A one-factor common pathways model did not provide a
satisfactory fit for any of the 18 basic traits. On the other hand,
an independent pathways model postulating a single genetic
dimension explained the covariation among specific traits
for 12 of the 18 basic trait scales: Anxiousness, Cognitive
Dysregulation, Compulsivity, Conduct Problems, Identity
Problems, Insecure Attachment, Intimacy Problems, Opposi-
tionality, Rejection, Stimulus Seeking, Submissiveness, and
Suspiciousness. The results of model fitting for illustrative
scales are provided in Table 3.5. For three of these scales, Inti-
macy Problems, Rejection, and Stimulus Seeking, the com-
mon genetic dimension accounted for little of the variance for
one or more of the specific trait scales, indicating that a spe-
cific genetic factor influenced these traits. Two genetic dimen-
sions were found to underlie four scales: Affective Lability,
Narcissism, Restricted Expression, and Social Avoidance.
Three common genetic dimensions contributed to Callousness
(see Table 3.5).

Multivariate analyses of normal and disordered personal-
ity traits suggest that multiple genetic and environmental fac-
tors influence the covariant structure of traits. They also
confirm the findings of the regression analyses that many
lower-order traits are influenced by one or more genetic di-
mensions specific to those traits. Finally, in both sets of
analyses, the common pathways model did not provide a bet-
ter fit to the data than did the independent pathways model.
This suggests that the general genetic dimensions found by
Livesley and colleagues (1998) and others by factor analyz-
ing matrices of genetic correlations do not influence each trait
through a latent phenotypic variable, but rather exert a direct
influence on each trait.

IMPLICATIONS FOR PERSONALITY STRUCTURE

The studies described in the previous section reveal a com-
plex genetic basis for personality. Multiple genetic dimen-
sions differing in the breadth of their effects contribute to
personality phenotypes (Jang et al., 1998; Livesley et al.,
1998; Livesley & Jang, 2000). Some are relatively specific
dimensions that influence single phenotypic traits, whereas
others have broader effects influencing multiple phenotypi-
cally distinct but covarying traits. Consequently, many traits
appear to be influenced by multiple genes and gene systems.
Similarly, trait covariation seems to arise from multiple
genetic effects. Genetic effects on traits appear to be direct
rather than mediated by higher-order entities. These findings
require replication. Nevertheless they appear to challenge

TABLE 3.4 Multivariate Genetic Analysis (independent pathways
model) of the NEO-PI-R Neuroticism Facets on a Sample of German
and a Sample of Canadian Twins

Common
Common Nonshared Variable-
Genetic Environmental specific
Factors Factors Factors

Facet Scale 1 2 1 2 A E

Canadian Sample
Anxiety .48 .27 .50 .30 .30 .56
Hostility .65 — .29 .21 — .67
Depression .45 .43 .59 .26 .23 .38
Self-Consciousness .42 .35 .42 .24 .37 .57
Impulsivity .36 — .78 — .50 —
Vulnerability .47 .40 .40 .21 .28 .57

German Sample
Anxiety .46 .34 .29 .46 .36 .51
Hostility .66 — .76 — — —
Depression .47 .45 .33 .46 .22 .45
Self-Consciousness .35 .44 .22 .35 .40 .60
Impulsivity .24 — .19 — .57 .77
Vulnerability .43 .42 .33 .49 .28 .46

Note. All parameters are significant at p < .05.
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models of personality positing links between specific geneti-
cally based neurotransmitter systems and specific personality
traits. They also suggest a different conception of the trait
hierarchies from that assumed by many trait taxonomies.

Hierarchical Structure

Factor analyses of genetic correlations and the modeling
studies cited in the previous section identified general genetic
factors that account for trait covariation. The model-fitting
analyses also confirmed conclusions based on regression
analyses that lower-order traits are not merely components of
higher-order traits, but rather are distinct etiological entities.
It appears that each basic or facet trait is influenced by general
and specific genetic factors. Genetic dimensions that affect
multiple traits appear to influence each trait directly rather
than indirectly through a higher-order phenotypic entity. This
raises questions about the basis for the hierarchy consistently
identified by factor analytic studies and the conceptual status
of higher-order constructs like neuroticism and extraversion
and their role in theories of individual differences.

Although the facets delineating each of the five-factor do-
mains covary due to shared genetic effects, it is not necessary
to invoke a higher-order latent construct to explain this
covariation. This raises the possibility that higher-order con-
structs such as neuroticism merely represent the pleiotropic
action of genes. If this is the case, neuroticism and other

higher-order domains are not entities that are distinct from
the specific traits that delineate them. They are not traits in
Allport’s sense of distinct phenotypic entities with an under-
lying biology, but rather heuristic devices that represent clus-
ters of traits that covary because of a common genetic effect.
This is consistent with the conception of domains as lexical
categories (Saucier & Goldberg, 1996). Nevertheless, facet
traits defining domains such as neuroticism and extraversion
overlap sufficiently to justify grouping them into an overall
global measure. 

The model of trait structure implied by these findings dif-
fers from that of traditional trait theories. With traditional
models in which lower-order traits are nested within a few
higher-order factors, it follows that any statement about the
higher-order factor applies to all subordinate traits. This is
not the case with the model proposed because each basic trait
has its own specific etiology. A second difference is that tra-
ditional hierarchical models seem to assume that trait tax-
onomies are similar to any classification based on set theory
principles. At each level in the hierarchy, categories are as-
sumed to be exhaustive and exclusive (Simpson, 1961).
Exhaustiveness means that trait categories exist to classify all
subordinate traits, whereas exclusiveness refers to the princi-
ple that each subordinate feature can be classified into only
one superordinate trait. Considerable effort has been ex-
pended in attempts to delineate a structure with these proper-
ties. Indeed, this is the reason for debate on number and

TABLE 3.5 Illustrative Scales: Multivariate Genetic Analyses of the DAPP-DQ Facet Scales

A1 A2 A3 E1 E2 A C E

� 2 = 52.45, df = 54, p = .53

Rejection
Rigid Cognitive Style — — — .43 — .38 — .56
Judgmental .13 — — .46 — .34 — .57
Interpersonal Hostility .46 — — .31 — .34 — .51
Dominance .53 — — — — .40 — .61

� 2 = 90.63, d f = 84, p = .22

Restricted Expression
Self-Disclosure .55 .30 — .12 .49 .33 — .49
Affective Expression .31 .58 — .21 .56 — — .45
Angry Affects .24 .38 — .75 — .49 — —
Positive Affects .40 .51 — — .46 .33 — .52
Self-Reliance .55 .15 — .17 .50 .23 — .59

� 2 = 154.48, d f = 166, p = .73

Callousness
Contemptuousness .36 .27 .42 .28 .15 .44 — .57
Egocentrism .28 .36 .28 .46 .21 .47 — .48
Exploitation .26 .54 .43 .35 .18 — — .51
Irresponsibility .40 .33 .23 .22 .23 .40 — .65
Lack of Empathy .53 .20 .16 .33 .23 .26 — .65
Remorselessness .42 .16 .34 — .76 .32 — —
Sadism .36 — .66 .27 .14 .40 — .65
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content of domains. It also explains Costa and McCrae’s in-
sistence that domains are equal in breadth. If they are not, the
five-factor model is open to the criticism that the model is not
sufficiently parsimonious, as argued by Eysenck. This theo-
retical structure is understandable if trait taxonomies are con-
ceptualized only as lexical structures. It is possible, however,
that traits at the biological level are not organized in the sys-
tematic way proposed by the five-factor model. 

There are no a priori reasons to assume that all basic traits
must be organized into a hierarchy or that each higher-order
domain is equally broad and defined by an equal number of
facets as hypothesized by the five-factor model. An equally
plausible model is that traits are organized into clusters that
differ in the number of basic traits that they subsume and that
the hierarchy is incomplete, with some specific traits showing
minimal degrees of covariation. This structure is illustrated
by the findings regarding the structure of the higher-order di-
mension of compulsivity identified in studies of personality
disorder traits (Livesley et al., 1998). Pathways models iden-
tified a single genetic dimension underlying the specific traits
that define this construct. Factor analyses show that it is con-
sistently not related to other traits—hence, the three pheno-
typic traits that delineate compulsivity from separate
higher-order factors. Compulsivity is, however, a trait nar-
rower than other higher-order domains. It appears to repre-
sent a distinct basic or lower-order trait based on a single
genetic dimension that does not have a hierarchical relation-
ship with other basic traits.

Basic-Level Traits: Defining the Basic
Unit of Personality

The idea that personality is inherited as a few genetic mod-
ules with broad effects and a large number of modules with
more specific effects focuses attention on the significance of
lower-order or basic traits. These findings are similar to eval-
uations of hierarchical models of cognitive ability that also
provide evidence that specific abilities are heritable (Casto,
DeFries, & Fulkner, 1995; Pedersen, Plomin, Nesselroade, &
McClearn, 1992). Basic traits do not appear to be specific
exemplars of the higher-order traits that they define or blends
of two or more factors (Hofstee, DeRaad, & Goldberg, 1992).
Rather, they are discrete genetic entities with their own bio-
logical basis. This suggests that personality models that re-
duce traits to a few global domains do not reflect the genetic
architecture of normal or disordered personality. As noted
earlier, personality research has tended to neglect these traits
in favor of more global dimensions. Yet evidence of speci-
ficity of genetic effects suggests that the basic traits are the
fundamental building blocks of personality that are more

important for understanding personality than are the global
constructs that have traditionally been the focus of research
and explanation. This approach again raises the question of
how basic traits should be conceptualized and defined, as
well as which criteria are relevant to defining domains. 

Costa and McCrae (1998) noted the challenges of delin-
eating a comprehensive set of basic traits. The specificity of
genetic effects also reveals the challenge involved because of
the large number of genetic dimensions that are likely to be
involved. A genetic perspective does, however, provide a de-
finition of a basic dimension that could facilitate the identifi-
cation and assessment of these traits. The usual psychometric
criteria used to develop homogeneous scales could be sup-
plemented with the genetic criterion that a basic trait scale
represents a single specific genetic dimension. With this ap-
proach, items assessing a basic trait would form a genetically
homogeneous unit as opposed to a factorially homogeneous
unit. Items could then be selected according to their correla-
tion with the underlying genetic dimension. Thus items form-
ing a scale would share the same general and specific genetic
etiology. With this approach, the goal would be to use behav-
ioral genetic techniques to bring about definitions of the phe-
notype that correspond to what Farone, Tsuang, and Tsuang
(1999) refer to as “genetically crisp categories” (p. 114).

An example of this approach is provided by a study of
the genetic structure of the Eysenck Personality Question-
naire (Heath, Eaves, & Martin, 1989). This instrument has
three broad scales composed of 21 to 25 items that assess
Neuroticism, Extraversion, and Psychoticism. Heath and col-
leagues extracted a common genetic and environmental
factor for Neuroticism and Extraversion, indicating that these
items are etiologically homogeneous. In contrast, little evi-
dence was found for a common genetic factor for the Psy-
choticism items. Subsequent analyses showed that the items
formed into two distinct genetic factors: paranoid attitudes
and hostile behavior. The results of such a systematic evalua-
tion of item etiology could be used to form etiologically
homogeneous scales. 

This approach could be used either to develop new scales
or modify existing scales so that they resemble the underly-
ing genetic architecture more closely. This could be achieved
by applying differential weights that index the influence of
specific genetic and environmental influences on different
traits. In this way, questions about the phenotypic structure of
personality are addressed, and scales could be constructed so
that they do not reflect competing genetic and environmental
influences.

The estimation of genetic and environmental factor scores
is a relatively new and active area of research. Sham et al.
(2001) recently described a method that permits these genetic
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factor scores to be computed. Their method uses the follow-
ing equation:

y = ��−1x (3.2)

where y = factor score for the common genetic factor, ã =
the factor loadings of each variable on the genetic factor of
interest (i.e., the column vector of estimated path coefficients
that represent the correlations between the common genetic
or environmental factor and the observed measures), �−1 =
correlation matrix between all of the variables (i.e., the in-
verse of the correlation matrix of the observed measures),
and x = each person’s score or response to each of the vari-
ables (i.e., column vector of observed values on the mea-
sures). Other methods are also available to compute genetic
and environmental factor scores (Thomis et al., 2000).

Domain Content

As discussed earlier, the facet structure of several five-factor
domains is still unclear. The same behavioral genetic
approach used to define and measure basic trait scales could
also be applied to the delineation of domain content. The
unity of a domain is demonstrated by evidence that a single
common genetic factor influences all the facets composing
the domain. This approach could be used to clarify the loca-
tion of impulsivity within the higher-order structure. The
five-factor model locates impulsivity in Neuroticism,
whereas Eysenck places it within Extraversion. As noted
earlier, the bivariate correlations of this facet with other
Neuroticism facets assessed with the NEO-PI-R are lower
than correlations between other facets. Etiological data could
be used to relocate impulsivity with other traits with which it
shares a common etiology. Alternatively the item content
could be changed based on genetic and environmental etiol-
ogy so that correlations with the other Neuroticism facets are
increased (of the loadings on the common factors are in-
creased). In the case of the DAPP scales, impulsivity is part
of the phenotypic trait of stimulus seeking along with sensa-
tion seeking and recklessness. Multivariate genetic analyses
showed that a single common genetic factor underlies this
dimension that is defined by sensation seeking and reckless-
ness (see Table 3.5). Impulsivity has a low loading on the
factor and a substantial specific heritable component. It
appears that impulsivity as defined within the DAPP structure
is a specific heritable entity and not the result of interaction
between extraversion and constraint or psychoticism as sug-
gested by Depue and Collins (1999) or extraversion and psy-
choticism as suggested by Gray (1970, 1973, 1987; Pickering
& Gray, 1999), although it is consistent with Gray’s argument
that impulsivity is a fundamental dimension of temperament. 

The findings of behavioral genetic studies of personality
structure also have implications for attempts to identify the
putative genes for personality. Most molecular genetic stud-
ies of personality use an analytic strategy that correlates a
total personality trait score such as Neuroticism with varia-
tions in the candidate allele (Lesch et al., 1996). As the stud-
ies described show, the total scale score confounds multiple
genetic and environmental effects and reduces the power to
detect putative loci. The use of etiological factor scores that
index the proportions of the personality phenotype directly
attributable to specific genetic and environmental effects
(Boomsma, 1996; Sham et al., 2001; Thomis et al., 2000)
could reduce these confounds.

UNIVERSALITY OF TRAIT STRUCTURE

Most models of personality traits including Eysenck’s three-
factor model (Eysenck & Eysenck 1992), the five-factor
model, and diagnostic categories of personality disorder
proposed in the DSM-IV (American Psychiatric Association,
1994) assume that the taxonomies proposed reflect a univer-
sal structure. This assumption is also assumed to apply to the
measures developed to assess these constructs. The only dif-
ferences that these models of personality (and their mea-
sures) permit between cultures and other groups (e.g.,
gender) are quantitative in nature; they typically mean differ-
ences in trait levels or severity. If these assumptions are cor-
rect, we should find that the etiological architecture of
personality is also invariant across cultures and other basic
groupings. We discuss this idea with respect to cross-cultural
comparisons and the effects of gender. 

Cross-Cultural Comparisons

Multiple studies show that the observed factorial structure of
scales such as the NEO-PI-R is stable across cultures. For ex-
ample, McCrae and Costa (1997) reported that the five-factor
structure is consistent across samples from the United States,
Western Europe, and Asia (see also Costa & McCrae, 1992;
McCrae et al., 2000). The issue of cross-cultural stability also
applies to etiological structure. Earlier, we described fitting
an independent pathways model to the six facets defining
NEO-PI-R domains in independent samples of German and
Canadian twins. The universality of genetic effects can be
evaluated by testing the equivalence of the genetic and envi-
ronmental structures across independent samples. It is possi-
ble to test whether: (a) the same genetic and environmental
factors influenced the Canadian and German samples; and
(b) whether these factors influenced each sample to the same
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degree. Two tests of equivalency were applied. The first eval-
uated equivalency of model form by testing the hypothesis
that the same kind and number of genetic parameters are
required to explain the data across the two samples. Sample
differences are hypothesized to be limited to differences in
the magnitude of the genetic and environmental influence
exerted on a domain’s facet scales. If equivalence of model
form was supported across the samples, the next step was to
evaluate the magnitude of genetic and environmental influ-
ences across samples. This was accomplished by applying a
model with the same parameters to both samples. That is, the
model specified the same number and type of factors in both
samples and identical and constrained the factor loadings to
be identical. 

The results of tests of model form and magnitude for
NEO-PI-R Neuroticism are shown in Table 3.6. The same
number and types of genetic and environmental influences
(two additive genetic and two nonshared environmental com-
mon factors) were identified in both samples, suggesting that
the structure of neuroticism was similar across the samples.
When the factor loadings on the common factors from the
German sample were made to be the same as those on the
Canadian sample (and vice versa), the model no longer fit
the data. The results suggested that the primary differences
between the German and Canadian samples were limited to
the magnitude rather than kind of genetic and environmental
effects supporting the claim that the factorial structure of the
NEO-PI-R facets is universal.

Gender Differences

Personality tests are usually constructed to minimize gender-
based differences by eliminating items whose intercorrela-
tions with the other items can be attributable to gender and

eliminating items evoking marked gender differences in
endorsement. The approach yields scales that are applicable
to both females and males but it overlooks the possibility of
gender differences in the etiology. Behavioral genetic meth-
ods may be used to determine whether the same genetic and
environmental factors influence personality measure scores
in males and females and whether the etiological architecture
underlying the factorial structure of a personality measure is
the same in males and females. 

The first question can be answered by fitting sex-limitation
models to personality data (Neale & Cardon, 1992). This is
accomplished by fitting a simple extension of the usual heri-
tability model that uses data from same- and opposite-sex
twin pairs to test whether the same genetic factors operate in
males and females. In this case, gender differences are limited
to differences in the magnitude of genetic and environmental
influences. Another form of sex-limited gene expression oc-
curs when different genes control the expression of a trait that
is measured in the same way in males and females. With this
form of sex-limitation, it is also possible to determine
whether the same genes are present in both sexes but only ex-
pressed in one sex. This is evaluated by comparing the simi-
larities of opposite-sex DZ twin pairs with same-sex DZ
pairs. Sex-specific genetic influences are suggested when the
similarity of opposite-sex pairs is significantly less than
the similarities of male or female DZ pairs. The difference in
the correlation is attributable to the gender composition of
each zygosity group. When the same and opposite-sex DZ
correlations are similar, gender differences are not indicated.

Only a few studies have investigated sex-limited gene
expression in normal personality. The most notable is Finkel
and McGue’s (1997) study that showed that the same genetic
loci influence 11 out of the 14 scales of Multidimensional
Personality Questionnaire (MPQ; Tellegen, 1982) in males
and females. The heritable influences on the remaining three

TABLE 3.6 Model-Fitting Statistics

Canadian Sample German Sample

Model � 2 p RMSEA AIC � 2 p RMSEA AIC

Neuroticism
1a 199.91 .00 .040 −64.09 216.56 .00 .039 −47.44
2b 172.11 .00 .036 −79.89 149.82 .07 .019 −102.18
3c 151.12 .00 .029 −88.88 135.86 .15 .015 −104.14
4d 144.88 .03 .029 −83.12 131.14 .13 .016 −96.86
5e 145.12 .03 .030 −82.88 130.40 .14 .014 −97.60
6f 210.86 .00 .043 −61.14 220.57 .00 .038 −51.43

Note. All models specified additive genetic and nonshared environmental factors unique to each facet. adf = 132, one
common additive and one common nonshared environmental factor. bdf = 126, one common additive and two common
nonshared environmental factors. cdf = 120, two common additive and two common nonshared environmental factors.
ddf = 114, two common additive and three common nonshared environmental factors. edf = 114, three additive and two
nonshared environmental factors.fdf = 136, common pathways model.
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traits—Alienation, Control, and Absorption—indicated that
the genetic influences were gender-specific. Jang, Livesley,
and Vernon (1998) reported some evidence for sex-limited
gene expression in 18 traits delineating personality disorder
measured by the DAPP. All dimensions except Submissive-
ness in males, and Cognitive Dysfunction, Compulsivity,
Conduct Problems, Suspiciousness, and Self-Harm in females
were significantly heritable. Sex-by-genotype analyses sug-
gested that the genetic influences underlying all but four
DAPPdimensions (Stimulus Seeking, Callousness, Rejection,
Insecure Attachment) were specific to each gender, whereas
environmental influences were the same in both genders
across all dimensions. Furthermore, the four higher-order di-
mensions derived from the 18 basic traits (Livesley et al.,
1998) were also heritable across sex, and genetic effects were
in common to both genders; the exception was Dissocial
Behavior, which was not heritable in females.

Such evidence of sex-limited effects challenges the as-
sumed universality of trait taxonomies. However, it could be
argued that the results based on the DAPP and MPQ are
atypical. The DAPP is a specialized scale designed primarily
to assess personality dysfunction. The scale does not cover
such areas of normal personality as Openness to Experience
(Jang & Livesley, 1999; Schroeder et al., 1992) because ab-
normal variants of Openness are not included in clinical
descriptions of personality disorder. The MPQ, unlike other
scales, routinely reveals nonadditive genetic effects due to
dominance (Waller & Shaver, 1994). This suggests that it
may assess content different from that tested by scales such
as the NEO-PI-R, which reveals genetic effects that are addi-
tive (e.g., Jang et al., 1998).

A more appropriate evaluation of the assumption of uni-
versality would be to examine sex-limited gene expression
on a major model of personality such as the five-factor
model. Evaluation of whether the same genes are present
across different samples is similar to the evaluation of cross-
cultural effects. Jang, Livesley, Riemann, and Angleitner
(in press) applied sex-limitation models to NEO-FFI data

obtained from the Canada and German twin samples de-
scribed earlier. Two general models were fit to the data. The
first specified additive genetic and nonshared environmental
influences for females and males and a male-specific genetic
factor. The second tested whether heritable influences com-
mon to males and females were the same across the two sam-
ples. Table 3.7 reports the intrapair twin correlations for each
zygosity group in each sample. The MZ male and MZ female
correlations exceed their respective DZ correlations, suggest-
ing the presence of heritable influences on each NEO-FFI
domain in each sample. Of particular interest is the com-
parison between the DZ opposite-sex correlations and the
same-sex DZ correlations. In both samples, the DZ opposite-
sex correlation for Conscientiousness was near zero, suggest-
ing the presence of differential gender effects. The final form
of the best-fitting model is presented in Table 3.8. The results
suggest that genetic and environmental influences common
to males and females influence four of the five FFM domains.
The exception was Conscientiousness, for which gender-
specific additive genetic influences operate. However, the
external events and experiences specific to each twin—
nonshared environmental influences—are common to males
and females. The results also suggest that the type and mag-
nitude of genetic and environmental influence were the same
across the two groups, supporting the notion that the five-
factor model as assessed by the NEO-FFI is applicable to
different cultures and genders. 

This study has several limitations. The first is that the sam-
ple sizes are rather small in both samples, especially male DZ
twin pairs and opposite-sex pairs. The twin covariances asso-
ciated with these two zygosity types, especially the opposite-
sex pairs, are crucial for the validity of the analyses. The
availability of relatively few twin pairs calls into question
the stability of the correlations and thus the detection of sex-
limited genes—as was obtained for Conscientiousness. Sec-
ond, the study used the NEO-FFI, the short form of the
NEO-PI-R. The full scale might produce different results
because long versions of these scales sample domains more

TABLE 3.7 Intrapair Twin Correlations (Pearson’s r)

Canadian Sample German Sample

MZ DZ MZ DZ

NEO-FFI Domain M F M F M-F M F M F M-F

Neuroticism .41 .53 .22 .35 .13 .49 .52 .36 .20 .15
Extraversion .50 .49 .34 .30 .23 .57 .57 .34 .25 .17
Openness .63 .51 .28 .36 .20 .57 .50 .44 .26 .10
Agreeableness .50 .46 .14 .33 .26 .43 .42 .37 .10 .10
Conscientiousness .47 .50 .28 .38 .01 .57 .46 .40 .23 .05
Sample sizes (pairs) 102 165 61 129 73 104 425 38 163 68
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TABLE 3.8 Parameter and Standard Error Estimates Produced by the Best-Fitting Sex-Limitation Model

Parameter N E O A C

Canada
hf .86 ± .03 .84 ± .03 .80 ± .02 .85 ± .03 .86 ± .03
ef .82 ± .02 .84 ± .02 .88 ± .01 .83 ± .02 .82 ± .02
hm .80 ± .04 .84 ± .04 .80 ± .02 .89 ± .03 —
em .88 ± .03 .84 ± .03 .88 ± .01 .79 ± .03 .85 ± .03
h′

m — — — — .83 ± .04
Germany

hf .84 ± .02 .87 ± .02 .80 ± .02 .84 ± .02 .82 ± .02
ef .84 ± .01 .81 ± .01 .88 ± .01 .84 ± .01 .86 ± .01
hm .84 ± .04 .87 ± .04 .81 ± .04 .87 ± .03 —
em .84 ± .03 .81 ± .03 .87 ± .03 .81 ± .03 .81 ± .03
h′

m — — — — .87 ± .03

Note. N = Neuroticism; E = Extraversion; O = Openness to Experience; A = Agreeableness; C = Conscientiousness; hf, ef,
hm, em = additive genetic and nonshared environmental effects common to males and females; h′

m = male-specific additive
genetic effects.

thoroughly. As such, the present results should be considered
tentative until replicated on a larger sample using full-scale
versions, as well as other measures of personality. 

These analyses suggest that although most personality
traits are influenced by the same genes in both genders (the
implication being, e.g., DRD4 influences novelty seeking in
both men and women), this is not true for all traits. The
previous section suggested several explanations, but it is also
possible that at the molecular level, different genes (or yet-to-
be-discovered polymorphisms) differentially influence per-
sonality across genders. If this is the case, the genetic and
environmental architecture of some scales may differ by gen-
der. This could be evaluated by fitting independent and com-
mon pathways models to data from sister pairs and brother
pairs separately and constraining the models (in form and
magnitude) to be equal across gender groups. The sex-limita-
tion model described previously that uses data from brother-
sister pairs to test for gender-specific effects can be expanded
to the multivariate case to further explore gender differences
in personality. As far as we are aware, few multivariate ge-
netic analyses of gender differences have been conducted,
probably because many studies have limited data collection
to sister pairs or have difficulty obtaining data from brother
pairs (Lykken, McGue, & Tellegen, 1987).

ENVIRONMENTAL EFFECTS

Although our primary concern is with the genetic basis for
personality structure, any discussion of genetic influence
would be incomplete without reference to environmental fac-
tors. Twin studies consistently show that about 50% of the
variance in personality traits is explained by environmental
factors and that most of this is accounted for by nonspecific

influences; common environmental influences do not appear
to contribute to personality variation (Plomin & Daniels,
1987). This etiological model derived from twin studies is
confirmed by a large-scale study of Neuroticism by Lake,
Eaves, Maes, Heath, and Martin (2000) that showed that in-
dividual differences in neuroticism were not transmitted from
parent to offspring via the environment but rather by genetic
factors. The size and unique features of their data set (45,880
twin pairs and their relatives on two continents) allowed
them to test models of genetic transmission as well as gene-
environment correlations. The results suggest that the envi-
ronment exerts a contemporaneous influence on individual
differences in neuroticism. That is, its effects are located in
the current environment as opposed to being preset like ge-
netic factors that are passed to individuals from their parents. 

Although nonshared environmental factors are important,
the nature of these variables and the way they affect person-
ality remain unclear. Despite considerable research effort
(e.g., Hetherington, Reiss, & Plomin, 1994; Turkheimer &
Waldron, 2000) using a variety of methods (Baker & Daniels,
1990; Hetherington et al., 1994; Reiss et al., 1994; Vernon,
Lee, Harris, & Jang, 1996) the results have been uniformly
disappointing: Few nonshared influences on personality have
been identified (Turkheimer & Waldron, 2000). Most studies
have, however, investigated the effects of the nonshared en-
vironment on the single variables; few studies have examined
the effects of the nonshared environment on trait covariance.
The study by McCrae et al. (in press) and the illustrative mul-
tivariate genetic analyses of the NEO-PI-R and DAPP pre-
sented earlier suggest that the nonshared environmental
factors have an influence on personality structure different
from that of genetic factors. They do not appear to contribute
to trait substantially to the trait covariation described by trait
taxonomies.
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It also appears that the environment does not have an
effect that is independent of preexisting genetic factors. Re-
views by Reiss, Neiderhiser, Hetherington, and Plomin
(2000) and Caspi and Bem (1990) document personality-
environment interaction and the way the individuals select
and create their own environment. Genetic factors influence
the environmental variables that are the focus of attention and
the situations that the individual selects. For example, some
kinds of life events are not independent of the individual;
rather, their occurrence is influenced by such traits as Neu-
roticism and Extraversion (e.g., Poulton & Andrews, 1992;
Magnus, Diener, Fujita, & Pavot, 1993). Saudino, Pedersen,
Lichtenstein, and McClearn (1997) showed that all genetic
variance on controllable, desirable, and undesirable life
events in women was common to the genetic influences un-
derlying EPQ Neuroticism and Extraversion, NEO-FFI
Openness to Experience (Costa & McCrae, 1985). Genetic
influences underlying personality scales had little influence
on uncontrollable life events because this variable was not
heritable. Kendler and Karkowski-Shuman (1997) showed
that the genetic risk factors for major depression increased
the probability of experiencing significant life events in the
interpersonal and occupational-financial domains, probably
because individuals play an active role in creating their own
environments. Heritable factors, such as personality and
depression, influence the types of environments sought or en-
countered. Jang, Vernon, and Livesley (2000) report signifi-
cant genetic correlations between the Family Environment
Scale (FES: Moos & Moos, 1974) subscale of Cohesiveness
and DAPP higher-order factors of Emotional Dysregulation
(−.45), Inhibition (−.39), FES Achievement Orientation and
DAPP Dissocial Behavior (.38), Inhibition (−.58), and FES
Intellectual Cultural Orientation and DAPP Emotional Dys-
regulation (−.34). These results help to explain why mea-
sures of the environment often have a heritable component:
They often reflect genetically influenced traits (Saudino et al.,
1997).

Using the factor score approach described earlier, Thomis
et al. (2000) computed genetic factor scores for measures of
muscle strength obtained from a sample of MZ and DZ twins.
The twins were then subjected to a 10-week muscle strength
training regimen. The muscle strength genetic factor scores
explained the greatest proportion of the variance pre- and
posttraining, indicating that genes are switched on, so to
speak, in response to stress due to training, thus demonstrat-
ing the existence of gene-environment interaction. Findings
such as these suggest that the environmental factors that in-
fluence traits are partially dependent on preexisting geneti-
cally based personality traits. For example, a person scoring
highly on a genetically based trait like sensation seeking will

seek out environments conducive to the expression of this
personality genotype, such as engaging exciting sports. For
this reason, molecular genetic studies designed to identify the
genes for personality need to incorporate measures of per-
sonality that separate the effects of genes and environment on
the phenotype.

MOLECULAR GENETICS

From a genetic perspective, dimensions of individual differ-
ences in personality are complex traits. That is, multiple genes
and gene systems and multiple environmental factors influ-
ence each trait (Plomin, DeFries, McClearn, & McGuffin,
2000). The emergence of molecular genetics prompted
considerable optimism about the possibility of identifying
the genetic component or quantitative trait loci (QTLs) of
these traits. Such a development would radically change the
nature of personality research by enabling investigators to
link behavioral dimensions to underlying molecular genetic
structures. This would provide a more powerful way to
resolve trait taxonomic issues that the behavioral genetic
approaches discussed. The results of such studies have,
however, been inconsistent, replications have often failed,
and progress has been slower than expected.

One of the earliest studies investigated the relationship be-
tween Novelty Seeking and dopamine D4 or DRD4 receptor
(Cloninger, Adolfsson, & Svrakic, 1996). Earlier Cloninger
(1987; Cloninger, Svrakic, & Przybeck, 1993) proposed a
model of personality that postulated that the expression of
each personality trait is modulated by a specific genetically
controlled neurotransmitter system. Specifically, Novelty
Seeking is controlled by the dopaminergic system, Harm
Avoidance by the serotonin system, and Reward Dependence
by norephinephrine. Cloninger and colleagues (1996) re-
ported a polymorphism of the D4 receptor that accounted for
about 10% of the variance. Several replications have been
reported (Benjamin, Greenberg, & Murphy, 1996; Ebstein,
Novick, & Umansky, 1996; Ebstein, Segman, & Benjamin,
1997) along with many failed replications (Ebstein,
Gritsenko, & Nemanov, 1997; Malhotra, Goldman, Ozaki, &
Breier, 1996; Ono et al., 1997; Pogue-Geile, Ferrell, Deka,
Debski, & Manuck, 1998; Vandenbergh, Zonderman, Wang,
Uhl, & Costa, 1997).

Similarly, several studies have demonstrated a relation-
ship between the serotonergic system and Harm Avoidance,
Neuroticism, or related constructs (Hansenne & Ansseau,
1999; Rinne, Westenberg, den Boer, & van den Brink,
2000), and significant associations were reported with the
serotonin transporter gene, 5-HTTLPR (Katsuragi et al.,
1999). However, several studies have failed to replicate
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these findings (Flory et al., 1999; Gelernter, Kranzler,
Coccaro, Siever, & New, 1998; Hamer et al., 1999; Herbst,
Zonderman, McCrae, & Costa, 2000). Gustavsson et al.
(1999) also failed to replicate these findings using the
Karolinska Scales of Personality.

These inconsistencies can be attributed to conceptual and
measurement issues. The early studies in particular were
often based on a conceptual model that assumed that person-
ality is influenced by relatively few genes, each accounting
for substantial variance. As noted, the evidence does not sup-
port this approach. There has also been a tendency to assume
that each trait was linked a specific neurotransmitter system.
More recently, however, attention has focused on pleiotropic
effects by investigating the possibility that a given polymor-
phism influences several traits. Work on the serotonin trans-
porter gene, for example, suggests that it is not associated
with a single trait but rather has a pleiotropic relationship
with Neuroticism and Agreeableness. Studies on humans and
primates suggest that altered serotonin activity is related to
negative emotional states such as depression, anxiety, and
hostility, and to social behaviors such as dominance, aggres-
sion, and affiliation with peers (Graeff, Guimaraes, De
Andrade, & Deakin, 1996; Knutson et al., 1998; Murphy
et al., 1998). Knutson and colleagues (1998) found that ad-
ministration of the specific serotonin reuptake inhibitor,
paroxetine, decreased negative affect and increased social af-
filiation in normal human subjects. Lesch and colleagues
(1996) reported that individuals carrying the 5-HTTLPR-S
allele had increased total scores on NEO-PI-R Neuroticism
and the facets of Anxiety, Angry Hostility, Depression, and
Impulsiveness. The allele accounted for 3 to 4% of the total
variance in these scales. Unexpectedly, the allele was also as-
sociated with a decreased NEO-PI-R Agreeableness score.
Greenberg et al. (1999) recently replicated these findings.
Hamer et al. (1999) showed that 5-HTTLPR-S genotypes
were significantly associated with increased Harm Avoidance
(which correlates .66 with NEO-PI-R Neuroticism) and de-
creased Self-Directedness (correlated −.64 with NEO-PI-R
Neuroticism), Reward Dependence, and Cooperativeness
(shown to correlate .43 and .66 with NEO-PI-R Agreeable-
ness). These effects accounted for .80%, 1.98%, .97%, and
2.60% of the total variance in these scores, respectively.
Mazzanti et al. (1998), Peirson et al. (2000), and Benjamin
et al. (2000) have reported replications.

Measurement problems contributing to inconsistent find-
ings include the use of measures with less-than-optimal
psychometric properties and the use of relatively broad per-
sonality constructs. Comparison of the dopamine–novelty
seeking and serotonin-neuroticism studies suggests that the
serotonin-neuroticism literature is less ambiguous than the

dopamine–novelty seeking literature. These differences
appear to be related to scale properties. Inconsistent find-
ings may also be due to the confounding of genetic and en-
vironmental influences on the phenotypes. As we have tried
to show, many constructs and scales are etiologically
heterogeneous.

Twin studies estimating statistical pleiotropy could con-
tribute to molecular genetic studies by identifying traits that
are etiologically homogeneous units and etiologically re-
lated. Molecular genetic work could then be used to confirm
these associations by identifying the actual genes that ac-
count for trait covariance. This would provide the strongest
basis for revising personality models and allocating traits to
etiologically related domains. 

CONCLUSIONS

The thesis of this chapter is that behavioral genetic ap-
proaches promise to provide an additional perspective that
may help to resolve some of the more intractable problems in
delineating and conceptualizing personality structure. The
evidence reviewed suggests an alternative perspective on the
trait structure of personality that complements traditional
conceptions. Although trait theory has largely concentrated
on mapping personality in terms of broad global traits, the
evidence suggests that personality is inherited as a large num-
ber of genetic dimensions that have relatively specific effects
on personality phenotypes and a smaller number of genetic
dimensions that have broader effects, perhaps through a
modulating influence on related dispositions. These dimen-
sions with broader effects appear to account for some of the
observed covariation among traits. They do not appear, how-
ever, to exert these effects through higher-order phenotypic
structures, but rather through a direct influence on each basic
trait. We assume that these common features are more likely
to involve modulating functions or common mechanisms that
regulate each trait in a given cluster.

These tentative conclusions suggest the need to reconsider
traditional models of the hierarchical structure of personality
in which traits are organized into broad domains due to the ef-
fects on broad dispositions. Instead, the organization of traits
into clusters is assumed to arise from the pleiotropic effects of
genetic dimensions that affect multiple traits. Under these cir-
cumstances, it is conceivable that not all traits are organized
into clusters of covarying features, but rather remain relatively
distinct characteristics. Nor is it inevitable the traits are hierar-
chically organized in similar ways across domains. That is, it
is possible that the symmetrical hierarchical structure avidly
sought by trait theorists and students of psychopathology does
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not reflect the way personality is organized at a genetic level.
An equally feasible structure would involve considerable dif-
ferences in complexity across domains. Some domains may
consist of a relatively large number of traits, whereas others
may consist of only one or two genetically homogeneous
traits. These assumptions are consistent with the lexical view
of Saucier and Goldberg (1996), who argued that the five do-
mains are merely a convenient way of organizing lower-order
traits and that there is no inherent reason to assume that do-
mains are equal in breadth or in pervasiveness.

Although behavioral genetic analyses show that environ-
mental factors exert a considerable influence on personality,
they do not appear to influence the structural relationships
among traits to any appreciable extent. Instead, environ-
mental factors appear to exert a more contemporaneous effect
on trait expression. The nature of these factors and the way
that they function remain important topics of research.
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Whether we speak of mice or men, every member of a
species is the same as other members in many respects but
different in others. One task of personality psychology is to
describe the basic behavioral differences and discover their
origins. Description of personality is usually in terms of ob-
servable traits, and various models have been proposed to
classify them. Biology has confronted a similar task in the
classification of species (taxonomy). Taxonomy has been
based on phenomenal and functional similarities and differ-
ences but more recently has been moving in the direction of
using evolutionary analyses to define species in terms of their
ancestries. Psychology still depends on phenomenal similari-
ties and differences. As the genome reveals its secrets, both
fields will eventually turn to DNA for the classification task.

There are two basic pathways for the second task, the
search for the sources of individual differences. These are
shown in Figure 4.1. One pathway is the biological beginning
in behavioral genetics. Genes make proteins into neurons,
and neurons are organized into brain and nervous systems.

Neurons operate through chemical neurotransmitters and the
enzymes that govern their production and catabolism, as well
as through hormones produced in other loci. This is the bio-
chemical level. Differences in neurochemical makeup result
in differences in neural activity and reactivity or physiology.
Physiological differences affect conditionability, both of the
classical and operant types. Individuals differ in both their
conditionability and their sensitivities to conditioned stimuli
associated with reward and punishment.

The second pathway begins with the largest social unit,
culture. Cultures are subdivided into specific societies de-
fined by geography or class groupings defined by wealth, oc-
cupation, and education. Neighborhood provides the more
proximal influences on behavior. The family of origin and
peers transmit the influences of society, albeit with individual
variations on modal mores, values, and behavior patterns.
Observational learning combined with social reinforcement
is the mechanism of influence at the next level. At this point
there is a convergence of the pathways because the different
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Figure 4.1 Two pathways to individual differences in personality: the
biological and the social.

mechanisms of learning combine to produce behavioral
traits. These traits are usually specific to certain types of situ-
ations. Depending on their generality and strength they com-
bine to form what we call personality traits.

Both of these pathways have a historical origin in the evo-
lutionary history of the species. Genetic changes account
for the origin and changes (over long periods of time) in
the species. Cultures represent the collective solutions of the
human species to the basic demands of evolution: survival
and reproduction. Cultural evolution is more rapid than bio-
logical evolution. Significant changes can occur within a gen-
eration, as with the sudden impact of computer technology on
the current generation.

This chapter describes the biological pathway up to, but
not including, conditioning. For each of four dimensions of
personality I describe theory and research at each level of
analysis along this pathway starting at the top (physiology).
At the genetic level I describe primarily the studies of mole-
cular genetics that link specific genes to traits. The biometric
genetic studies are covered in the chapter by Livesly, Jang,
and Vernon in this volume. The molecular studies link genes
more directly to the neurological and biochemical levels on
the way up to personality traits. An analysis of this type was
conducted a decade ago (Zuckerman, 1991). Advances occur
rapidly in the neurosciences. Ten years is equivalent to at
least several decades in the social sciences. I have made an

attempt to survey the changes since my last attempt. In a
chapter I can hope only to highlight some of these advances
and will reserve a more thorough review for a revision of my
1991 book. My approach draws heavily on comparative stud-
ies of other species as any psychobiological model must do
(Gosling, 2001; Zuckerman, 1984, 1991), but I cannot do so
within the constraints of a single chapter. I will limit compar-
ative studies to those in which there are clear biological
markers in common between animal and human models.

TEMPERAMENT AND PERSONALITY TRAITS

Researchers of temperament in children and behavioral traits
in other species have typically included certain dimensions
like emotionality, fearfulness, aggressiveness, approach ver-
sus withdrawal (in reactions to novel stimuli), general activ-
ity, playfulness, curiosity, sociability versus solitariness, and
inhibition versus impulsivity (Strelau, 1998). From the 1950s
through the 1970s personality trait classification was domi-
nated by two models: Eysenck’s (1947) three-factor theory
(extraversion, neuroticism, and psychoticism) and Cattell’s
(1950) 16-factor model. Eysenck’s (1967) model was biolog-
ically based with an emphasis on genetics, physiology, and
conditioning. Gray’s (1982, 1987) model is a bottom-up
model that starts with behavioral traits in animals and extrap-
olates to human personality. He places his three behavioral
dimensions (anxiety, impulsivity, fight-flight) within the axes
of Eysenck’s dimensions, but not lying on the axes of those
dimensions or being precise equivalents of them.

The first five-factor model originated in lexical studies of
trait-descriptive adjectives in language done in the 1960s
(Norman, 1963; Tupes & Christal, 1961) with its roots in a
much earlier study by Fiske (1949). Interest in this model
reawakened in the 1980s (Digman & Inouye, 1986; Goldberg,
1990; Hogan, 1982; McCrae & Costa, 1985). Most of these
studies used adjective rating scales. The translation of the
model into a questionnaire form (NEO-PI-R; Costa &
McCrae, 1992a) increased the use of the scales by personality
investigators. The five factors incorporated in this tests are la-
beled extraversion, neuroticism, agreeableness, conscientious-
ness, and openness to experience. The five factors have been
replicated in studies in many countries although with some
differences—particularly on the last factor, openness. The en-
thusiasts for the Big Five insist it is the definitive and final
word on the structure of personality (Costa & McCrae, 1992b),
although critics regard this claim as premature (Block, 1995;
Eysenck, 1992; Zuckerman, 1992). One of the criticisms of the
model is its atheoretical basis in contrast to Eysenck’s devel-
opment of his factors from theory as well as empirical factor
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analytic studies of questionnaire content. However, recent
studies in behavior genetics have used the model, and some of
the data from earlier studies has been translated into the form
of these five factors (Loehlin, 1992).

Two recent models have been derived from biosocial
theories. Based on factor analyses of scales used in psy-
chobiological studies of temperament and personality,
Zuckerman and Kuhlman developed a five-factor model
dubbed the alternative five (Zuckerman, Kuhlman, &
Camac, 1988; Zuckerman, Kuhlman, Thornquist, & Kiers,
1991). This model was translated into a five-factor question-
naire (Zuckerman-Kuhlman Personality Questionnaire, or
ZKPQ) on the basis of item and factor analyses (Zuckerman,
Kuhlman, Joireman, Teta, & Kraft, 1993). The five factors
are sociability, neuroticism-anxiety, impulsive sensation
seeking, aggression-hostility, and activity. This model was
used as the framework for a volume on the psychobiology
of personality (Zuckerman, 1991).

Cloninger (1987) developed a personality model for
both clinical description and classification of personality.
The theory is biologically based and, like Zuckerman’s,
uses the monoamine neurotransmitters as fundamental de-
terminants of personality differences. The factors included
in the most recent version of his questionnaire include nov-
elty seeking, harm avoidance, reward dependence, persis-
tence, cooperativeness, persistence, self-directedness, and
self-transcendence (Cloninger, Przybeck, Svrakic, & Wetzel,
1994). Much of the recent psychobiological research in per-
sonality and psychopathology has used Cloninger’s system
and questionnaires.

Builders of personality trait models often give different
names to what are essentially the same traits. But even if one
goes by the trait labels alone there are obvious similarities in
what are considered the basic personality traits. Extraversion
and neuroticism appear in nearly every system. Of course,
one cannot take their equivalence for granted until empirical
studies are done of their correlational relatedness.

Zuckerman et al. (1993) compared Eysenck’s Big Three,
Costa and McCrae’s Big Five, and Zuckerman and
Kuhlman’s Alternative Five in a factor-analytic study. A four-
factor solution accounted for two thirds of the variance. The
first factor was clearly extraversion, and the second was neu-
roticism with representative scales from all three question-
naires highly loading on their respective factors. The third
factor consisted of Eysenck’s psychoticism and Zuckerman
and Kuhlman’s impulsive sensation seeking at one pole and
the NEO conscientiousness at the other. The fourth factor
was defined by NEO agreeableness at one pole and ZKPQ
aggression-hostility at the other. The analysis did not yield a
fifth factor, possibly because of a lack of representative

markers in the three tests. Activity loaded on the extraversion
factor, and openness loaded on the agreeableness factor.

Zuckerman and Cloninger (1996) compared the scales of
the ZKPQ with those of Cloninger’s Temperament and Char-
acter Inventory (TCI). ZKPQ impulsive sensation seeking
was highly correlated with TCI novelty seeking (r = .68),
ZKPQ neuroticism-anxiety with TCI harm-avoidance
(r = .66), ZKPQ aggression-hostility with TCI cooperative-
ness (r = −.60), and ZKPQ activity with TCI persistence
(r = .46). These scales showed convergent and discriminant
cross validity, but the other scales in both tests had weaker
correlations and correlated equally with several measures on
the other scales. In Cloninger’s model there is no specific
scale for extraversion or sociability.

The personality systems described thus far have been
developed using factor analyses of trait dimensions. Many
personologists have developed typologies on a rational-
theoretical basis. Freud (1914/1957), Erikson (1963), and
Maslow (1954) described personality types based on their
developmental theories, each stressing the adult expressions
of types derived from earlier stages of development. No
valid methods of assessment were developed to operational-
ize these theories, although many clinicians continue to use
them to describe personality differences among patients or
others.

More recently, Millon and Everly (1985) defined eight
types based on the interactions of four primary sources of re-
inforcement and two kinds of instrumental behavior patterns
(active and passive). Some of the resultant types resemble
different poles of the standard dimensions of personality.
Sociable and introversive personality types resemble the two
poles of the extraversion dimension; the inhibited type re-
sembles neuroticism; and the cooperative types sounds like
agreeableness. The model was developed as a way of inte-
grating personality development of psychopathology, partic-
ularly the personality disorders. It has been described as a
biosocial theory but has not as yet been widely used in
psychobiological research.

The examination of the biosocial bases of personality in
this chapter will be organized around four basic personality
factors, derived mostly from factor analytic studies, which
are the same or quite similar across these studies, have some
similarity to traits described in studies of temperament and
animal behavior, and have been used in correlational studies
of traits and psychobiology in humans. The four traits are
extraversion/sociability, neuroticism/anxiety, aggression/
agreeableness, and impulsivity/sensation seeking/psychoti-
cism. Although activity is a widely used trait in studies of
children and animals, it has not been widely used in studies of
humans except for the pathological extreme of hyperactivity
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disorder and is recognized as a primary personality trait only
in the Zuckerman-Kuhlman model.

EXTRAVERSION/SOCIABILITY

All models of basic personality, with the exception of
Cloninger’s, recognize extraversion (E) as a primary and
basic personality factor, but different models have defined it
differently. In his earlier model Eysenck regarded E as a com-
bination of two narrower traits: sociability and impulsivity.
This amalgam was questioned by Carrigan (1960) and
Guilford (1975), who claimed that sociability and impulsivity
were independent traits. Sybil Eysenck and Hans Eysenck
(1963) initially defended the dual nature of extraversion.
However, the introduction of psychoticism (P) into a new ver-
sion of their questionnaire resulted in a drift of impulsivity-
type items to the P dimension, leaving E defined primarily by
sociability and activity types of items. Hans and Michael
Eysenck (1985) finally defined E in terms of the subtraits: so-
ciable, lively, active, assertive, sensation seeking, carefree,
dominant, surgent, and venturesome.

Costa and McCrae (1992a) defined their E superfactor in
terms of subscale facets: warmth, gregariousness (sociabil-
ity), activity, excitement seeking (sensation seeking), and
positive emotions. Neither Eysenck nor Costa and McCrae
now include impulsivity in the E factor; Eysenck now
includes it in the N superfactor, and Costa and McCrae place
it in their neuroticism factor. Both Eysenck and Costa and
McCrae include activity and sensation seeking as compo-
nents of their E factors.

Zuckerman et al. (1993) include only sociability and iso-
lation intolerance in their sociability superfactor. In the alter-
native five, impulsivity and sensation seeking form another
primary factor instead of being subsumed under E, and activ-
ity comprises another major factor. In spite of these differ-
ences in the content of the E factor in the three models, the
questionnaire measures of the factors intercorrelate highly
and have high loadings on a common factor (Zuckerman
et al., 1993).

Cortical Arousal

Eysenck’s (1967) theory of extraversion has shaped much of
the psychobiological research on this trait even to the end
of the century (Strelau & Eysenck, 1987). The model suggests
that introversion-extraversion is based on arousal characteris-
tics of the cerebral cortex as regulated by the reticulocortical
activating system. The extravert’s cortex in waking, nonstim-
ulating conditions is underaroused relative to his or her

optimal level of arousal. In these conditions the extravert is
prone to seek out exciting stimulation in order to increase the
level of arousal to a level that makes him or her feel and func-
tion better. The introvert is usually closer to an optimal level
of arousal in low stimulation conditions and has less need to
seek additional stimulation to feel better. The introvert may be
overstimulated at a level of stimulation that is positive for the
extravert.

The theory was initially tested with measures of brain ac-
tivity from the electroencephalogram (EEG). Spectrum
analyses break the raw EEG into bands characteristic of dif-
ferent degrees of arousal: sleep (delta), drowsiness (theta),
relaxed wakefulness (alpha), and alert excitement (beta).
Alpha has often been regarded as inversely related to arousal
on the assumption that any interruption of this regular wave
means an increase in arousal. However, some have used the
frequency of alpha within the usual band (8–13 Hz) as a
measure of relative arousal or alpha amplitude as an inverse
measure of arousal. EEG spectrum characteristics are highly
if not completely heritable (Lykken, 1982).

The findings relating extraversion to EEG criteria of
arousal in various conditions from nonstimulating to mentally
engaged have been summarized by Gale (1983), O’Gorman
(1984), and Zuckerman (1991). Gale tried to reconcile the
wide variety of results with the hypothesis that differences be-
tween introverts and extraverts appear only in moderately ac-
tive conditions and not in either low stimulation (eyes closed,
no stimulation) or activating conditions. Both O’Gorman and
Zuckerman concluded that neither Eysenck’s broad hypothe-
sis nor Gale’s narrow hypothesis, limiting the prediction to
specific experimental conditions, were consistently sup-
ported by studies. Zuckerman noted that among the best stud-
ies, those confirming Eysenck’s hypothesis used samples
with either all female or equal male and female participants,
whereas those with all male or a preponderance of male par-
ticipants did not support the hypothesis.

A large study utilizing the full spectrum range of EEG,
three levels of activating conditions, measures of impulsivity
as well as E, and a test of the interaction of personality,
arousal level, and performance, found only weak evidence
supporting Eysenck’s hypothesis (Matthews & Amelang,
1993). Correlations of .16 (about 3% of the variance) were
found between activation in the low arousal bands (delta and
theta) and E and one of its components, impulsivity. These
correlations controlled for the influence of the other two
Eysenck factors, neuroticism and psychoticism. The sociabil-
ity component of E was not related to any index of cortical
arousal. The significant results linking E to low arousal bands
were found only in the least stimulating condition (reclining,
eyes closed). The fact that the differences were not found in
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alpha or beta bands but were found only in the most relaxed
condition suggests that the weak correlation may have been
due to impulsive extraverts’ getting drowsy or actually falling
asleep. Regardless of interpretation, the low level of relation-
ship between personality and arousal in this study could ex-
plain the inconsistency of previous studies testing the
hypothesis: They simply did not have enough power to detect
the relationship with any reliability.

Consistent with Eysenck’s model was the finding that
while performing six tasks extraverts tended to perform
worse than introverts at higher levels of alpha (indicating
lower levels of arousal). Only the alpha band, however, sup-
ported the hypothesis of better performance of introverts
at lower levels of arousal. Brain imaging using positron-
emission tomography (PET) and cerebral blood flow (CBF)
have an advantage over EEG because they assess subcortical
as well as cortical activation and analyze activity in particu-
lar structures or brain loci. The problem with studies using
these new techniques is that because of the expense, low num-
bers of subjects are used and many brain areas are analyzed,
increasing the possibilities of both Type I and Type II errors.
Replication across studies is one solution to the problem.

Mathew, Weinman, and Barr (1984) found negative corre-
lations between E and CBF indices of activation in all corti-
cal areas in both hemispheres, supporting Eysenck’s
hypothesis of higher cortical arousal in introverts than in ex-
traverts. All of their participants were female. Stenberg,
Wendt, and Risberg (1993) also found an overall negative
correlation (r = −.37), but this was a function of the high
correlation among the female participants; the correlation
among the males was close to zero. As with the EEG data,
confirmation of the hypothesis was more common in female
than in male samples.

Some studies have found hemispheric differences in the
relationships between E and activation, but these have not
been consistent (Johnson et al., 1999; Stenberg et al., 1993).
Studies of subcortical areas of brain have also yielded little in
the way of consistent findings except for one: E is associated
positively with activation of the anterior cingulate area
(Ebmeier et al., 1994; Haier, Sokolski, Katz, & Buchsbaum,
1987; Johnson et al., 1999). The cingulum is the major path-
way between the frontal cortex and the limbic system and has
been theoretically associated with neuroticism and anxiety
rather than E (Zuckerman, 1991).

The results in the two brain imaging studies described, un-
like the EEG studies, tend to support Eysenck’s hypothesis of
a relationship (albeit a weak one) between E and cortical
arousal. There is no clue in his theory, however, why the find-
ing is supported more in females than in males or why sub-
cortical differences in the cingulum, the executive structure

of the limbic brain, should be associated with extraversion. In
Eysenck’s model limbic arousability is associated with neu-
roticism, and any association with E would be with introver-
sion rather than extraversion.

General arousal may be too broad a construct to be associ-
ated with personality. Arousal is highly dependent on diurnal
variation and general stimulation levels. Arousal as a trait
would represent the state of the nervous system at a given
time under a given set of conditions. In contrast, arousability
is the typical immediate reaction of some part of the nervous
system to a stimulus with specified characteristics. Eysenck’s
(1967) optimal level of stimulation model says that introverts
are more arousable at low to moderate intensities of stimula-
tion, but at higher intensities extraverts are more responsive.
Introverts have strong reactive inhibition mechanisms that
dampen response to high intensities. Strelau (1987), in a
model based on neo-Pavlovian theories, states that persons
with strong nervous systems are relatively insensitive to
stimuli at lower intensities but can process and react to stim-
uli at higher intensities. For weak nervous system types the
opposite is true: They are highly sensitive to low intensities
but show inhibition of response at high intensities.

Cortical Arousability

Cortical arousability is usually assessed with the cortical
evoked potential (EP). A brief stimulus, such as a tone or
flash of light, is presented a number of times, and the EEG is
digitized at a fixed rate, that is time locked to stimulus deliv-
ery time and averaged across trials for a given participant.
This process averages out the “noise” and produces a clear
waveform representing the typical reaction of that subject to
the specific stimulus over a 500-ms period. Although laten-
cies of response vary somewhat for individuals, for most one
can identify particular peaks of positivity and negativity. For
instance, a peak of positive potential at about 100 ms after the
stimulus (P1) represents the first impact of the intensity char-
acteristics of stimuli on the cortical centers. Earlier peaks
represent stimulus processing at subcortical centers. The peak
at 300 ms after the stimulus (P3) is influenced by novelty, sur-
prise, or unexpectedness of the stimulus and thus represents a
higher level of cortical processing in that the stimulus must be
compared with previous stimuli.

Stelmack (1990) reviewed the relationship between E and
cortical EPs. As might be expected, the results depend on the
characteristics of the stimuli used to evoke the EPs as well as
the reactor’s age and personality characteristics. For instance,
Stelmack said that introverts have greater amplitude EPs in
response to low-frequency tones, but there are no differences
between introverts and extraverts for high-frequency tones.



90 Biological Bases of Personality

If the stimulus attribute had been intensity, these kinds of re-
sults might be compatible with Eysenck’s theory of increased
sensitivity of introverts to low-intensity stimuli. But the evo-
lutionary type of explanation offered by Stelmack for the
greater survival significance of low-frequency sounds is not
convincing.

Recent studies have focused on the P300 EP component,
many using the “odd-ball” paradigm in which the participant
listens with eyes closed to a sequence of tones in which one
tone is presented frequently and another one (the oddball)
rarely. The rare tone is the signal for some task. These are
usually vigilance tasks on which extraverts’ performances
and EP reactions are expected to decline more rapidly than
those for introverts. However, when the task is made less
montonous or response requirements are high, the differ-
ences may disappear or even be reversed with larger EP am-
plitudes in extraverts (Stenberg, 1994).

The intensity of the stimulus is another factor in the I-E
difference. Brocke, Tasche, and Beauducel (1997) found that
introverts showed larger P3 reactions to a 40-db stimulus,
whereas extraverts showed a larger amplitude of P3 in re-
sponse to a 60-db stimulus. Introverts’ EP amplitudes de-
creased going from 40 db to 60 db, whereas extraverts
increased going from the less intense to the more intense
stimulus. These effects were a function of the impulsivity
component rather than the sociability component of the E
scale used in the study. The results of studies that vary the
experimental conditions suggest that attention and inhibition
may be the basic mechanisms governing the nature of the
relationship between E and cortical EPs. Responses at
the brain-stem level are probably less susceptible to these
mechanisms, and Eysenck’s theory does involve the brain
stem and other points along the reticulocortical arousal
system in I and E.

Stelmack and Wilson (1982) found that extraverts had
longer latencies for the EP subcortical wave V (inferior
colliculus) for stimulus intensity levels up to but not includ-
ing 90 db. The direction of the finding was confirmed in a
second experiment (Stelmack, Campbell, & Bell, 1993) and
in a study by Bullock and Gilliland (1993). Different doses of
caffeine and levels of task demand were used in the latter
study, but the differences between extraverts and introverts
held across all levels of caffeine and task demand. The results
support Eysenck’s theory more strongly than those using cor-
tical EPs, which seem more susceptible to stimulus, task, and
background arousal factors. A study by Pivik, Stelmack, and
Bylsma (1988), however, suggested that Eysenck’s arousal-
inhibition hypothesis may not be broad enough. These re-
searchers measured the excitability of a spinal motoneuronal
reflex in the leg and found that extraverts showed reduced

motoneuronal excitability as measured by reflex recovery
functions. These results show that the inhibitory properties of
the nervous system related to E may extend well below the
reticulocortical level.

Another line of EP research is based on Gray’s (1982,
1987) model of personality. Gray proposed that impulsivity, a
dimension close to extraversion, is related to sensitivity to
signals (conditioned stimuli) of reward whereas anxiety,
close to neuroticism, is related to sensitivity to signals of pun-
ishment. This model suggests that the learned biological
significance of stimuli, in addition to the intensity of stimula-
tion, governs the strength of reaction to them.

Bartussek, Diedrich, Naumann, and Collet’s (1993) results
supported the theory by showing a stronger EP response (P2,
N2) of extraverts than introverts to tones associated with
reward (winning money) but no differences in tones associ-
ated with punishment (losing money). In a later experiment,
however, extraverts showed larger P3 EP amplitudes to stim-
uli associated with both reward and punishment compared to
neutral stimuli (Bartussek, Becker, Diedrich, Naumann, &
Maier, 1996).

DePascalis and his colleagues also presented findings sup-
porting Gray’s theory. In one study they used a questionnaire
scale developed more directly from Gray’s theory measuring
the approach tendency (DePascalis, Fiore, & Sparita, 1996).
Although they found no effect for E itself, the participants
scoring high on the approach scale had higher EP (P6) ampli-
tudes in response to stimuli (words) associated with winning
than to those associated with losing, and the reverse was true
for low-approach motive subjects.

Eysenck’s and Gray’s theories have also been tested using
peripheral autonomic measures of activity like the electroder-
mal activity (EDA), or skin conductance (SC), heart rate
(HR), and blood pressure (BP). These are only indirect mea-
sures of cortical activity and reactivity because they occur in
the autonomic nervous system (ANS) and are controlled by
limbic system centers, which in Eysenck’s model are associ-
ated more closely with neuroticism than with E. The results in
relation to E are similar to those obtained with more direct
cortical measures. Reviews by Smith (1983) and Stelmack
(1990) showed mixed and inconclusive findings relating tonic
EDA arousal to E, but some evidence of stronger SC re-
sponses of introverts than extraverts in response to low-to
moderate-intensity stimuli and stronger responses of ex-
traverts in response to high-intensity stimulation. Tonic
(base-level) measures of HR (Myrtek, 1984) and BP
(Koehler, Scherbaum, Richter, & Boettcher, 1993) are unre-
lated to E. Young children rated as shy and inhibited had
higher and less variable HRs, and a high HR at 21 months is
the same behavior pattern at 48 months (Kagan, Reznick, &
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Snidman, 1988). Shyness and inhibition, however, are traits
that are a mixture of introversion and neuroticism or anxiety;
therefore, the correlation with HR could be due to the anxiety
component rather than to E.

Eysenck’s model for the trait of extraversion produced a
great deal of research in the area of psychophysiology. But
psychophysiology has its problems as a branch of neuro-
science. Both tonic and phasic psychophysiological measures
are highly reactive to environmental conditions. Tonic levels
can vary as a function of reactions to the testing situation it-
self, and phasic reactions depend on the specific qualities of
stimulation such as intensity and novelty. It is not surprising
that the relationships of physiological measures with person-
ality traits often interact with these stimulus characteristics in
complex ways. Eysenck’s theory based on optimal levels of
stimulation has received some support. Those based on dif-
ferences in basal arousal levels are beginning to receive some
support from PET studies, although the earlier results with
EEG measures remain problematic.

Monoamines

The monoamine neurotransmitter systems in the brain have
been the focus of most biosocial theories of personality. The
reasons are the evidence of their involvement in human emo-
tional and cognitive disorders and basic emotional and moti-
vational systems in other species. Much of the work with
humans has been correlational, comparing basal levels of the
neurotransmitters, as estimated from levels of their metabo-
lites in cerebrospinal fluid (CSF), blood, or urine, to person-
ality traits as measured by questionnaires. Of these sources
CSF is probably the best because the CSF is in direct contact
with the brain. But the indirect relationship of these indica-
tors with brain levels of activity (which can differ in different
brain loci) and the fact that some of the metabolites in plasma
and urine are produced in the peripheral nervous system
make the putative measures of brain amine activity problem-
atic. New imaging methods may eventually overcome these
problems by directly viewing the monoamine activities in
the brain itself. Added to these problems of validity of mea-
surement is the use of small numbers of subjects in most
studies, as well as the use of subjects with certain types of
disorders rather than normal subjects. The ethical constraints
of giving drugs that affect activity in the brain systems is an-
other barrier, although some of the more recent studies have
used such drugs in normals.

The freedom of investigators to experiment directly with
the brain in other species has given us a fairly coherent picture
of the emotional and motivational functions of the
monoamine systems in the brain, and bottom-up theorists

have used these findings to extend animal models to human
motivations and personality (Gray, 1982, 1987; Mason, 1984;
Panksepp, 1982; Soubrié, 1986; Stein, 1978). Top-down the-
orists have drawn on these findings from the comparative re-
search but have attempted to reconcile them with the relevant
research on humans, including clinical and personality studies
(Cloninger, Svrakic, & Prszybeck, 1993; Depue & Collins,
1999; Netter, Hennig, & Roed, 1996; Rammsayer, 1998;
Zuckerman, 1991, 1995). The problem with building a bridge
from two banks is to make it meet in the middle. With these
caveats let us first examine the case for extraversion.

The primary monoamines in the brain are norepinephrine,
dopamine, and serotonin. The first two are labeled cate-
cholamines because of the similarities in their structures.
Serotonin is an indoleamine. These are not independent neu-
rotransmitter systems because activity in one may affect ac-
tivity in another. Serotonin, for example, may have
antagonistic effects on the catecholamines. These kinds of
interaction must be kept in mind because most studies relate
one neurotransmitter to one personality trait. Some models
suggest that this kind of isomorphism of trait and transmitter
is the rule. This is a new kind of phrenology based on bio-
chemistry rather than bumps on the head.

To understand the human research one needs to know the
pathways of biosynthesis and catabolism (breakdown) of the
monoamines because some experiments block the precursors
of the transmitter to see its effect on behavior and most use
metabolite products of the catabolism to gauge activity in
the systems. Figure 4.2 is a simplified diagram showing the

Figure 4.2 Biosynthesis and breakdown of the monoamines dopamine,
norepinephrine, and serotonin.
Note. COMT � catechol-O-methyltransferase; MAO � monoamine oxi-
dase; HVA � homovanillic acid; DBH � dopamine ß-hydroxylase; MHPG �

3-methoxy-4-hydroxyphenylglycol; 5-HIAA � 5-hydroxyindoleacetic acid.
From Psychobiology of personality, p. 177, by M. Zuckerman, 1991,
Cambridge: Cambridge University Press. Copyright 1991 by Cambridge
University Press. Reprinted by permission.
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stages of production of the monoamines and some of the en-
zymes (DBH, COMT, MAO) involved in the conversions
from one stage to another. The metabolite for dopamine is ho-
movanillic acid (HVA), for norepinephrine it is 3-methoxy-4-
hydroxyphenylglycol (MHPG), and for serotonin it is
5-hydroxyindoleacetic acid (5-HIAA).

Theorists are in fair agreement on the role of dopaminergic
systems in motivation based on studies of other species: ap-
proach and sensitivity to stimuli associated with reward
(Crow, 1977; Gray, 1982, 1987; Stein, 1978); foraging and ex-
ploration and positive emotions like hope, desire, and joy in
humans (Panksepp, 1982; Zuckerman, 1991); and novelty or
sensation seeking in animals and humans (Bardo, Donohew, &
Harrington, 1996; Cloninger et al., 1993; Le Moal, 1995;
Zuckerman, 1984, 1991). I have proposed that the activity of
the mesolimbic dopamine system is related to a broad ap-
proach trait that includes extraversion, sensation seeking, and
impulsivity (Zuckerman, 1991). Considering that dopaminer-
gic reactivity is also related to aggression and sexuality in
many species, it is also possible that the third dimension
of personality, low socialization, or psychoticism, may also
be involved. Gray’s (1987) model linked dopamine and re-
ward sensitivity with impulsivity, a dimension related to high
E, P, and N, although his more recent remarks (Gray, 1999)
suggest that he is linking dopamine more closely with the P
dimension because of this transmitter’s involvement in
schizophrenia.

Depue and Collins (1999) defined a broad view of extra-
version with two main factors: interpersonal engagement, or
affiliation and warmth, and agency, which includes social
dominance, exhibitionism, and achievement motivation. Pos-
itive affect and positive incentive motivation are more
strongly associated with the agentic extraversion factor. Im-
pulsivity and sensation seeking are regarded as constituting an
emergent factor representing a combination of extraversion
and constraint (a dimension related to Eysenck’s P and Costa
and McCrae’s conscientiousness). The “lines of causal neuro-
biological influence” are suggested to lie along the orthogonal
dimensions of extraversion and constraint rather than along
the dimension of impulsive sensation seeking. Although
Depue and Collins say that this structural system does not
mean that positive incentive motivation and its dopaminergic
basis are related only to extraversion, the expectation is that
they will be more strongly related to agentic extraversion than
to impulsive sensation seeking or constraint.

Only a few correlational studies of monoamine CSF
metabolites and personality traits were done prior to 1991
(Zuckerman, 1991), and they generally showed few signifi-
cant relationships between the dopamine metabolite HVA

and either extraversion or sensation seeking. This is still the
case with studies that simply correlate CSF levels of HVA
with questionnaire measures of extraversion, even when
there is sufficient power to detect weak relationships (Limson
et al., 1991). In fact, the Limson et al. study failed to find
any correlations between CSF metabolites of serotonin
(5-HIAA), norepinephrine (MHPG), norepinephrine itself,
and Dopac and any of the personality measures assessed by
the Minnesota Multiphasic Personality Inventory (MMPI),
Eysenck Personality Questionnaire (EPQ), or Cloninger’s
Temperament Character Inventory (TCI). As with psy-
chophysiological measures, levels of neurotransmitter activ-
ity in a resting basal state are not sensitive to variations in
personality, at least as the latter is measured in self-report
questionnaires. However, studies that attempt to potentiate or
attenuate activity in neurotransmitters with agonists or antag-
onists have yielded some significant findings in regard to per-
sonality, even though they typically use very small sample
sizes.

Depue, Luciana, Arbisi, Collins, and Leon (1994) chal-
lenged the dopamine system with bromocriptine, a potent
agonist at D2 receptor sites, and measured the effects using
inhibition of prolactin secretion and activation of eye-blink
rate, two measures of dopamine activation. The correlations
between Positive Emotionality (PE) and baselline measures
of the dopamine activity indicators were small and insignifi-
cant, but they found significant correlations between the pu-
tative measures of dopamine response to the agonist and the
PE (an extraversion type measure) factor from Tellegen’s
MPQ. Rammsayer (1998, 1999) challenged Depue et al.’s
interpretation of their findings as indicative of higher
dopamine reactivity in high-PE persons (extraverts) than in
lows, suggesting that the prolactin response would indicate
just the reverse (i.e., higher reactivity in the low-PE persons).
The disagreements on the meaning of the data are too com-
plicated to elucidate here.

Rammsayer’s interpretation of the findings is supported by
PET measures of higher cerebral blood flow to the dopamine-
rich basal ganglia areas in introverts than in extraverts (Fischer,
Wik, & Fredrikson, 1997); but another PET study found no re-
lationship between E and dopamine binding in the basal gan-
glia (N. S. Gray, Pickering, & Gray, 1994), and still another
found a positive relationship with E (Haier et al., 1987). The
first two of these studies used normal controls as subjects
whereas the Haier et al. study used patients with Generalized
Anxiety Disorder, a possible confounding factor.

Rammsayer, Netter, and Vogel (1993), using an inhibiter
of tyrosine hydroxlase, thereby blockading dopamine synthe-
sis, found no difference between introverts and extraverts in
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either baseline dopamine or reactivity to the blockading
agent. Despite the lack of difference in dopaminergic activity
or reactivity, they found that reaction time performance was
markedly impaired in introverts but not in extraverts by the
dopamine blockading agent. In another study, using a chem-
ical that selectively blocks D2 receptors and inhibits
dopamine neurons in the limbic and cortical regions of the
brain, Rammsayer (1998) again found a detrimental effect on
reaction (liftoff) time in introverts but not in extraverts. The
agent that was used caused a marked decrease in alertness
and cortical arousal, but this effect was equivalent in intro-
verts and extraverts. Both this finding and the performance
findings would seem to contradict Eysenck’s arousal expla-
nation for the differences between introverts and extraverts.
That theory would predict a more detrimental effect in ex-
traverts because they supposedly start with a lower level of
cortical arousal. But the results also raise the question, What
is the source of the performance differences between intro-
verts and extraverts if they do not differ in dopamine activity
or reactivity?

The answer might lie in the interactions of dopaminergic
and other neurotransmitters or hormones or, at another level,
in the genetics of the dopaminergic receptors. Considerable
interest has developed in a gene associated with the dopamine
receptor 4 (DRD4). Allelic variations in this gene have been
associated with novelty or sensation seeking, but not with ex-
traversion (Ebstein, Nemarov, Klotz, Gritsenko, & Belmaker,
1997; Ebstein et al., 1996).

Simple correlative studies have found no relationship be-
tween serotonin or norepinephrine and E or other personality
variables measured by questionnaires given to adult subjects.
A study using CSF from newborns in predicting tempera-
mental traits found that infants born with low levels of
the serotonin metabolite 5-HIAA showed low sociability at
9 months of age (Constantino & Murphy, 1996). Retest relia-
bility for 5-HIAA in neurologically normal infants was very
high (r = .94).

A study of adults with depressive disorder treated with
either a noradrenergic or a serotonergic reuptake inhibiter,
which increase activity in those systems, showed that there
were significant increases in measures of E and gregarious-
ness (sociability) in those treated with these drugs (Bagby,
Levitan, Kennedy, Levitt, & Joffe, 1999). The change in E was
correlated with the change in depression severity, but the
change in sociability was not. Although the result with socia-
bility probably represents a change of state rather than the
preillness trait, serotonin and norepinephrine might play some
role in the trait as well. Studies of serotonin transporter genes
have not shown any relationship to E, although they have to

other personality traits (Hamer, Greenberg, Sabol, & Murphy,
1999; Jorm, Henderson, Jacomb, Croft, & Easteal, 1997).

Monoamine Oxidase

Monoamine oxidase (MAO) is an enzyme involved in the
catabolic deamination of monoamines. Evidence using selec-
tive monoamine inhibitors suggests that MAO-Type B, as-
sayed from blood platelets in humans, is preferentially
involved in the catabolic breakdown of dopamine more than
the other two brain monoamines, norepinephrine and
dopamine (Murphy, Aulakh, Garrick, & Sunderland, 1987).
Although no direct correlation of platelet and brain MAO has
been found, indirect assessments and the effects of MAO in-
hibitors on depression, as well as a large body of behavioral
data, suggest that there must be a connection, if only one lim-
ited to certain brain areas. Platelet MAO is normally distrib-
uted in the human population, is highly reliable although it
increases in brain and platelets with age, and is lower in men
than in woman at all ages, and variations are nearly all ge-
netic in origin. Unlike other biochemical variables it does not
vary much with changes in state arousal. Thus, MAO has all
of the characteristics of a biological trait.

Low levels of MAO-B taken from umbilical cord blood
samples in newborn infants were related to arousal, activity,
and good motor development (Sostek, Sostek, Murphy,
Martin, & Born, 1981). High levels of the enzyme were re-
lated to sleep time and general passivity. The relationship
with motor development is particularly suggestive of devel-
opment of the dopamine-influenced basal ganglionic areas of
the brain involved in motor coordination. In a study of mon-
keys living in a colony in a natural environment, low-platelet
MAO was related to high sociability, activity, dominance, and
sexual and aggressive activity, a broad array of E-type traits
described by Depue and Collins (1999) as agentic extraver-
sion. However, in human correlative studies the results relat-
ing MAO-B to questionnaire-measured extraversion have
been inconsistent (Zuckerman, 1991). The enzyme has more
consistently correlated (inversely) with the trait of sensation
seeking. But using reported behavioral indices of sociability
in college students, low MAO was related to sociability and
high MAO to social insolation (Coursey, Buchsbaum, &
Murphy, 1979).

Hormones

The hormone testosterone (T) is produced by both men and
women but is 8 to 10 times as high in men as in women.
Plasma T is highly heritable (66%) in young adult males and
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moderately heritable (41%) in females (Harris, Vernon, &
Boomsa, 1998). In rats T has reward effects in the nucleus ac-
cumbens, the major site of dopaminergic reward. Administra-
tion of a dopamine receptor blocker eliminates the rewarding
effects of T in rats, suggesting that its rewarding effects are
mediated by an interaction with dopamine in the mesolimbic
system (Packard, Schroeder, & Gerianne, 1998).

The hormone T affects personality traits and may account
in part for many of the personality trait differences between
men and women. Men and women do not differ on the pure so-
ciability or affiliative type of extraversion, but they do on the
agentic type, which includes dominance, assertiveness, sur-
gency, and self-confidence. To the extent that sensation seek-
ing is associated with extraversion, it is with the agentic type.

Daitzman and Zuckerman (1980) found that T in young
males was positively correlated with sociability and extraver-
sion, as well as with dominance and activity and inversely with
responsibility and socialization, indicating an association with
the agentic type of extraversion. Windle (1994) also found that
testosterone was associated with a scale measuring behavioral
activation, characterized by boldness, sociability, pleasure
seeking, and rebelliousness. Dabbs (2000) also found that T is
associated with a type of extraversion characterized by high
energy and activity levels and lower responsibility.

Summary

Eysenck’s theory relating cortical arousal to extraversion has
been extensively tested using the EEG and, in more recent
times, the brain scanning methods. The EEG studies yielded
mixed results in which the sources of differences between stud-
ies were not clearly apparent. Two cerebral blood flow studies
did confirm that extraverts were cortically underaroused re-
lated to introverts in female subjects but not in males. Studies
measuring cortical arousability have also not clarified the pic-
ture. Apparently, experimental conditions affecting attention
or inhibition may confound the relationship with E. Some more
consistent results have been obtained from EP studies of re-
sponses at subcortical levels in which conscious attention is
less of a factor. Although Eysenck’s theory is confined to corti-
cal arousal and reactivity, differences between introverts and
extraverts have been found at lower levels of the central ner-
vous system, even in a spinal motoneuronal reflex.

Theories of the biochemical basis of extraversion have fo-
cused on the monoamine neurotransmitters, particularly
dopamine. Simple correlational studies between the
monoamine metabolites and trait measures of E have not
yielded significant findings, although there is some evidence
that drugs that increase noradrenergic or serotonergic activity
in depressed patients also increase their extraversion and

sociability. This may be an indirect effect of the reduction in
depression rather than a direct effect on E. The enzyme
MAO-B is involved in regulation of the monoamines, partic-
ularly dopamine. Low levels of MAO have been related to
arousal and activity in newborn human infants and to socia-
ble behavior in adult humans and monkeys. These results
suggest that a dysregulation of the dopamine system may be
a factor in extraversion even in its earliest expression in the
behavior of newborns. The hormone testosterone is related to
E, but more so to E of the agentic type, which is the type
characterized by dominance, assertiveness, surgent affect,
high energy levels, activity, and irresponsibility, rather than
simple sociability and interest in social relationships. This
distinction between the two types of E has been hypothesized
to be crucial for the relationship between dopamine and E as
well (Depue & Collins, 1999).

NEUROTICISM/ANXIETY/HARM AVOIDANCE

Although the broad trait of neuroticism/anxiety includes
other negative emotions, such as depression, guilt, and hostil-
ity, and character traits such as low self-esteem, neuroticism
and anxiety are virtually indistinguishable as traits. Neuroti-
cism is highly correlated with measures of negative affect,
but when the negative affect was broken down into anxiety,
depression, and hostility components, anxiety had the highest
correlation, and hostility the lowest, with the N factor while
depression was intermediate (Zuckerman, Joireman, Kraft, &
Kuhlman, 1999). Hostility had a higher relationship to a fac-
tor defined by aggression.

Eysenck (1967) assumed a continuity between N as a per-
sonality trait and anxiety disorders. Indeed, N is elevated in
all of the anxiety and depressive mood disorders, and longi-
tudinal studies show that the trait was evident in most persons
before they developed the symptoms of the clinical disorder
(Zuckerman, 1999). In the first half of the twentieth century,
when little was known about the role of the limbic system in
emotions, the biological basis of neuroticism and anxiety trait
was related to overarousal or arousability of the sympathetic
branch of the autonomic nervous system. Such arousal is ap-
parent in state anxiety elicited by anticipation of some kind of
aversive stimulus or conditioned stimuli associated with
aversive consequences.

Autonomic overarousal is apparent in the primary symp-
toms of many anxiety disorders. On the assumption of conti-
nuity between the N trait and these disorders, it was expected
that autonomic arousal, as assessed by peripheral measures
such as heart rate (HR), breathing rate (BR), blood pressure
(BP), and electrodermal activity (EDA), would be correlated
with N. In Eysenck’s (1967) theory, N was ultimately based
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on reactivity of the limbic system, which regulates the ANS,
but he did not distinguish particular pathways, structures, or
neurotransmitters within that system that were involved in N.
Some theories did not even make a distinction between corti-
cal and autonomic arousal in emotions. Eysenck felt that
there was some correlation between the two kinds of arousal
because of collaterals between the limbic and ascending
reticulocortical system. Gray (1982) and others, extrapolat-
ing from experimental studies of animals, delineated specific
limbic systems involved in anxiety and the neurotransmitters
involved in these systems. Neuroimaging studies have at-
tempted to extend these brain models to humans.

Autonomic Arousal

Large-scale studies of the relationship between cardiovascu-
lar measures, either in resting levels of activity or reactivity
to stressful experimental situations, and Measures of N failed
to reveal any significant relationships (Fahrenberg, 1987;
Myrtek, 1984). On the assumption that high cardiovascular
activity put high-N subjects at risk for cardiovascular disease,
Almada et al. (1991) investigated the relation between mea-
sures of N and subsequent health history in nearly 2,000 men.
N was not associated with systolic BP or serum cholesterol
but was associated with cigarette smoking and alcohol con-
sumption. When tobacco and alcohol consumption were held
constant there was no relationship between N and cardiovas-
cular disease. Similar studies have failed to find any relation-
ships between electrodermal activity and N or trait anxiety
(Fahrenberg, 1987; Hodges, 1976; Naveteur & Baque, 1987).

Given the fact that many anxiety disorders do show ele-
vated heart rate and electrodermal reactivity, how can we
explain the lack of correlation with N? The answer may lie in
the difference between generalized anxiety disorder (GAD)
and panic disorder (PD), agoraphobia (Ag), and obsessive-
compulsive disorder (OCD). Whereas the latter (PD, Ag,
OCD) show elevated basal HRs and frequent spontaneous
SCRs, GAD patients show little evidence of this kind of
autonomic arousal (Zuckerman, 1991). Their anxiety is
expressed cognitively (worry) and in symptoms of muscle
tension such as fatigue. In contrast, PD, Ag, and OCD pa-
tients complain of autonomic symptoms, such as accelerated
heart rate, even when they are not experiencing an actual
panic attack (Zuckerman, 1999). Most persons who are high
on N probably represent subclinical GAD disorder rather
than the other types of anxiety disorders.

Brain Arousal

Studies of general cortical arousal using the EEG have
historically focused on E, but some of these studies found

interactions with N. These effects were inconsistent; some
found higher and some reported lower arousal for high-N
persons. Application of PET methods has not shown any as-
sociation of general cortical or limbic arousal with N in situ-
ations that were not emotionally provoking (Fischer et al.,
1997; Haier et al., 1987). Similar results are seen in anxiety
patients; but when anxiety is provoked in patients by present-
ing them with feared stimuli, increased activity is seen in
areas like the orbitofrontal cortex, insular cortex, temporal
cortex, and anterior cingulate (Breier et al., 1992; Rauch et
al., 1995). These studies identify an anxiety pathway in hu-
mans (orbitofrontal-frontal to cingulate to temporal lobe and
amygdala) already established in animals, but they do not
show a preexisting sensitivity of this pathway in normals
scoring high in N. Another study of anxiety patients in non-
stimulated conditions, which did use normal controls, found
that whole brain blood flow did not distinguish anxiety
patients from normals but did find a negative correlation be-
tween a depression scale and caudate activation. The previ-
ously mentioned study by Canli et al. (2001) found that in a
small sample of normal women N correlated with increased
brain activation to negative pictures (relative to activation by
positive pictures) in left-middle frontal and temporal gyri and
reduced activation in the right-middle frontal gyrus. Taken
together, the clinical studies and this last study of normals
suggests that whole brain activation does not vary with N-
Anx, but given negative emotional provocation there may be
a reactive disposition in frontal cortex of high-N persons that
activates a pathway through the orbitofrontal cortex around
the cingulum to the temporal lobe and amygdala.

Davis (1986) argued that the central nucleus of the amyg-
dala is a major center where the input of fear-provoking stim-
uli is organized and where output to various intermediate
nuclei organizes the entire range of behavioral, autonomic,
and neurotransmitter reactions involved in panic or fear. A
recent MRI study (van Elst, Woermann, Lemieux, & Trimble,
1999) found an enlargement of left and right amygdala vol-
umes in epileptic patients with dysthymia (a chronic kind of
neurotic depression). Amygdala volume within the group did
not correlate with trait or state anxiety but did correlate posi-
tively with a depression inventory. Because anxiety and
depression are usually highly correlated and both correlate
highly with N, it is not clear why depression alone was re-
lated to amygdala volume.

Monoamines

Much of the recent exploration of the role of the monoamines
in N-Anx have been based on Cloninger’s (1987) biosocial
model of personality and therefore used his scale of Harm
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Avoidance (HA) instead of the N or anxiety trait scales used
by other investigators. HA, however, is not a pure scale of the
N factor but lies between the E and N dimensions, constitut-
ing a measure of introverted neuroticism. It is defined in the
same way that Gray defines trait anxiety: a sensitivity to cues
associated with punishment and nonreward (frustration) and
a tendency to avoid them.

Gray’s (1982) model suggests that norepinephrine in the
dorsal ascending noradrenergic system (DANA) originating
in the locus coeruleus is the major neurotransmitter involved
in anxiety, although high levels of serotonin may mediate the
behavioral inhibition that is associated with high levels of
anxiety. Redmond (1977), from a psychiatric viewpoint, sees
the DANA as an alarm system at lower levels and a panic
provoker at high levels of activity. In contrast to these two
theorists, Cloninger, Svrakic, and Przybeck (1993) proposed
that high levels of serotonin activity underlie the trait of HA
whereas norepinephrine activity is related to another trait
called Reward Dependence.

In patients there has been little evidence of higher levels
of the norepinephrine metabolite MHPG in anxiety patients
compared to normals, although a more recent study by
Spivak et al. (1999) showed higher levels of MHPG in
plasma of patients with combat-related posttraumatic stress
disorder than in controls.

The alpha-2 receptor functions as a homeostatic regulator
of the norepinephrine systems, tuning them down when ex-
cessive neurotransmitter levels are detected in the synapse.
Yohimbine is a antagonist to this receptor and therefore po-
tentiates the activity of the norepinephrine system, just as a
broken thermostat results in an overheated room. Yohimbine
increases MHPG levels and provokes panic attacks in pa-
tients with panic disorders, although it does not have these ef-
fects in normal controls (Charney & Heninger, 1986).
Cameron et al. (1996) replicated a previous result finding a
decreased number of alpha-2 receptors in panic disorder. One
might extrapolate that MHPG should correlate with N or anx-
iety over the range in normals and other patient groups. How-
ever, as noted earlier, high N in normals may resemble GAD
more than panic disorder. Heinz, Weingarten, Hommer,
Wolkowitz, and Linnoila (1999) reported a high correlation
between CSF MHPG and an anxiety scale in a combined
group of abstinent alcoholics and normals. A stress resistant
group, defined by N and similar measures, had lower plasma
MHPG after a mild stressor than did a nonresistant (high-N)
group (de Leeuwe, Hentschel, Tavenier, & Edelbroek, 1992).
Norepinephrine may be one of the factors underlying N, but
it may be the dysregulation of norepinephrine by a lack of the
receptors needed for this and a consequent tendency to be un-
able to cope with stress, rather than the basal level of activity
in the norepinephrine system, which is related to N.

Cloninger’s biosocial theory of personality proposes that
the trait of harm avoidance is related to behavioral inhibition
mediated by serotonergic activity in the brain. Earlier studies
showed no correlation between between CSF levels of the
serotonin metabolite, 5-HIAA, and N. A more recent study
has found a positive correlation between CSF 5-HIAA and N
but in a sample of depressed patients (Roy, 1999). Constan-
tino and Murphy’s (1996) study of the prediction of infant
temperament from CSF levels of 5-HIAA showed no rela-
tionships between this metabolite and emotionality, sootha-
bility, or activity in infants.

Studies of normals using serotonin challenges, drugs that
stimulate serotonergic activity, and indirect measures of sero-
tonin response in normals have yielded mixed results includ-
ing both positive (Gerra et al., 2000; Hansenne & Ansseau,
1999), nonsignificant (Ruegg et al., 1997), and a negative re-
lationship (Mannuck et al., 1998) with N. The first three of
these studies used the HA scale, whereas the last used the
N scale, but with a much larger number of normal subjects
than in the other studies. Serotonin seems to be implicated in
harm avoidance, but the nature of that relationship is open
to question. As with other neurotransmitters, the personality-
relevant aspects of serotonin may have more to do with recep-
tor number and sensitivity than with basal levels of transmitter
activity.

Hormones

Daitzman and Zuckerman (1980) found that testosterone (T)
in males correlated negatively with various MMPI indexes of
anxiety, depression, and neuroticism; that is, subjects with
neurotic tendencies were low on T. Dabbs, Hopper, and
Jurkovic (1990) reported a significant negative correlation
between T and N in one study, but this was not replicated in
another larger study of males; and in an even larger study of
over 5,000 veterans T was not correlated with any MMPI in-
dexes of trait anxiety or N. In still another study Dabbs et al.
report significant negative correlations between T and a mea-
sure of pessimism in both males and females. T reflects both
trait and state characteristics; that is, it is affected by immedi-
ate stressful experiences, particularly those involving success
or defeat in competitive activities (Dabbs, 2000). The rela-
tionship with pessimism may reflect a history of defeat and
consequent expectations for future failures. This depressive
attitude may underlie negative relationships with N if any
such relationships do exist.

Cortisol is one of the end products of activation of the
hypothalamic-pituitary adrenocortical (HYPAC) system, a
stress-reactive hormonal system. Like T, cortisol reactivity
has both trait and state characteristics. Elevated cortisol is
associated with major depressive disorder as a trait but is
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found in anxiety disorders only when activated by an imme-
diate stressor.

Molecular Genetics

Lesch, Bengal, Hells, and Sabol (1996) found an association
between a serotonin transporter gene (5-HTTLPR) and the trait
of neuroticism, as assessed by three different scales including
the NEO N scale and Cloninger’s TCI harm avoidance scale.
Individuals with either one or two copies of the short form had
higher N scores than individuals homozygous for the long vari-
ant of the gene. The association was limited to the N factor
of the NEO and the harm avoidant factor of the TCI; none of
the other factors in these test was associated with the genetic
variant. However, in a second study by this group (Hamer,
Greenberg, Sabol, & Murphy, 1999) the association of the gene
with harm avoidance was weaker, and associations were found
with TCI traits of cooperativeness and self-directiveness.

Several other studies have not been able to replicate the re-
lationship between the gene variants and N or harm avoidance.
This is a common outcome in the hunt for specific genes asso-
ciated with personality traits or types of psychopathology,
even when studies have adequate power and use good method-
ology. Population differences may account for some of these
failures. Even in the studies that are significant the particular
gene accounts only for a small portion of the genetic variance.
In the Lesch et al. study the 5-HTT polymorphism accounted
for 3% to 4% of the total variance for the trait and 7% to 9% of
the genetic variance, and 10 to 15 more genes were estimated
to be involved. If there is any replication of a gene-trait associ-
ation, that finding should not be immediately dismissed by
subsequent failures of replication, particularly if the finding
has a theoretical basis. In this case Cloninger’s theory has sug-
gested the involvement of serotonin in harm avoidance.

The short form of the gene, which is associated with high
neuroticism, reduces serotonin uptake and therefore in-
creases serotonergic transmission. Reduced uptake has been
associated with anxiety in animal and human models, but
paradoxically the serotonin uptake inhibitors are therapeutic
agents in depressive disorders and several forms of anxiety
disorders. These drugs could achieve their results through the
inhibitory effects of serotonin on other systems such as the
noradrenergic ones.

Summary

A sudden intense surge in anxiety is characterized by
arousal of the sympathetic branch of the autonomic nervous
system as expressed in elevated heart and breathing rates,
blood pressure, sweating, and other signs of activation
of this system. This led to the expectation that N or trait

anxiety would be related to measures of these indicators
either in the basal state or in reaction to stress. Research has
generally failed to support this correlational hypothesis.
EEG and brain scan studies also fail to reveal a difference in
arousal levels as a trait distinguishing high- and low-N indi-
viduals. However, PET scan studies, done primarily on pa-
tients with anxiety disorders in reaction to fearful stimuli,
show heightened reactivity of frontal, insular, and temporal
cortex and anterior cingulate to such stimuli. Evidence from
studies of animals has implicated the amygdala as a center
for organization of the fear response, but brain imaging
studies in humans have not yet supplied evidence for this
localization.

Much of the research on other species identifies activation
of the dorsal ascending noradrenergic system originating in
the locus coeruleus as an alarm system activating the entire
cortex in states of fear or anxiety. Reactivity of this system is
a characteristic of panic disorders during panic attacks com-
pared to the reactions of other types of anxiety disorders and
normal controls. Correlational studies of norepinephrine
metabolites and N-type trait measures in the basal state have
not found a relationship, but at least one study has found a re-
lationship between N and reactivity of a norepinephrine
metabolite and response to stress. A hypothesized relation-
ship with the monoamine serotonin has also shown no rela-
tionship with N in the basal state and no consistent findings
relating N to reactions to drugs that stimulate serotonergic ac-
tivity. Initial findings of a relationship between a serotonin
transporter gene and N-type scales have not been replicated.
Hormones like testosterone and cortisol show similar nega-
tive findings in the basal state and few findings relating N to
reactivity to stress.

The research attempting to find a biological basis for N has
had a disappointing outcome, particularly in view of the posi-
tive results in experimental research with animals and with
humans that suffer from anxiety and mood disorders. Longi-
tudal research has shown that N is a personality precursor of
these disorders, so why does N not show relationships with
some of the same biological indicators that characterize the
disorders? There may be a kind of threshold effect so that the
dysregulation of neurotransmitter systems characteristic of
the disorders only emerges at some critical level of persistent
stress that is not reproducible in controlled laboratory studies.

PSYCHOTICISM/IMPULSIVITY/SENSATION
SEEKING/CONSCIENTIOUSNESS/CONSTRAINT

The third major personality factor goes under a variety of
names depending on the various trait classification systems.
Our factor analyses of personality scales have shown that
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Eysenck’s psychoticism scale is one of the best markers for
the dimension that consists of scales for impulsivity and
sensation seeking at one pole and scales for socialization,
responsibility, and restraint at the other pole (Zuckerman
et al., 1988, 1991, 1993). In a three-factor solution this
factor also includes aggression and capacity to inhibit
aggression, but in a four- or five-factor solution aggression
and hostility versus agreeableness form a separate factor
(Zuckerman et al., 1993). This chapter is organized by the
four-factor model.

Cortical Arousal and Arousability

At the time the original studies were done relating condition-
ing to arousal and the construct “strength of the nervous sys-
tem” to extraversion, E was measured by scales with two
components: E and Impulsivity (Imp). In a theoretical shift,
not receiving much attention, Eysenck and Eysenck (1985) re-
assigned Imp to the P rather than the E dimension. Although
nearly all the earlier arousal and conditioning studies focused
on E, it was shown that the relationship of E to conditionabil-
ity (introverts more conditionable than extraverts) depended
on the Imp component of E rather than the sociability compo-
nent (Barratt, 1971; Eysenck & Levey, 1972). A later study
showed that classical eyelid conditoning was related most
closely to a specific type of Imp, the tendency to act quickly on
impulse without thinking or planning. This is the type of Imp,
called narrow impulsivity (IMPn), that constitutes a subscale
of the older E scale. It is also the type of Imp that has been
combined with sensation seeking in the latest ImpSS scale.
Conditionability is thought to be a function of arousal; the
more aroused a person is, the more conditionable he or she is
thought to be. Could this mean that cortical arousal is related
to the third dimension (P), including sensation seeking and
IMPn, rather than the first (E) dimension of personality? A
PET study found negative correlations between P and glucose
use in cortex and in thalamic and cingulate areas of the limbic
system (Haier et al., 1987). Low cortical and autonomic
arousal is a characteristic of the psychopathic (antisocial) per-
sonality, which may represent an extreme manifestation of the
P dimension of personality (Zuckerman, 1989).

Evidence for a relationship between cortical arousal
(EEG) and P and IMPn was found by some investigators
(Goldring & Richards, 1985; O’Gorman & Lloyd, 1987);
high P and impulsive subjects were underaroused. Sensation
seeking, however, was not related to tonic arousal. Instead,
sensation seeking—particularly that of the disinhibitiory
type—has been consistently related to a particular measure of
cortical arousability called augmenting-reducing (A-R,
Buchsbaum, 1971).

A-R asseses the relationship of cortical reactivity, mea-
sured as a function of the relationship between the cortical EP
and stimulus intensity for any given individual. A strong pos-
itive relationship between the amplitude of the EP and the in-
tensity of stimuli is called augmenting, and a negative or zero
relationship is called reducing. A-R differences are most
often observed at the highest intensities of stimulation, where
the reducers show a marked EP reduction and the augmenters
continue to show increased EP amplitude. There is an obvi-
ous relevance of this measure to Pavlov’s (1927/1960) con-
struct of “strength of the nervous system,” based on the
nervous system’s capacity to respond to high intensities of
stimulation without showing transmarginal inhibition.

Figure 4.3 shows the first study of the relationship be-
tween the Disinhibition (Dis) subscale of the SSS and ampli-
tude of the visual EP. Those scoring high on Dis displayed an
augmenting pattern, and those scoring low on this scale
showed a strong reducing pattern, particularly at the highest
intensity of stimulation. This study was followed by many
others, some using visual and others using auditory stimuli.
Replications were frequent, particularly for the auditory EP
(Zuckerman, 1990, 1991). Replications continue to appear
(Brocke, Beauducel, John, Debener, & Heilemann, 2000;
Stenberg, Rosen, & Risberg, 1990). A-R has also been found
to be related to Imp, particularly cognitive impulsiveness
(Barratt, Pritchard, Faulk, & Brandt, 1987).

The A-R model has been extended to other species and
used as a biological marker for behavioral traits in animals
resembling those in high and low human sensation seekers
and impulsive and constrained persons. Cats who showed the

Figure 4.3 Mean visual evoked potential amplitudes (P1-N1) at five levels
of light intensity for low and high scorers on the disinhibition subscale of the
Sensation Seeking Scale.
From “Sensation seeking and cortical augmenting-reducing,” by M.
Zuckerman, T. T. Murtaugh, and J. Siegel, 1974, Psychophysiology, 11,
p. 539. Copyright 1974 by the Society for Psychophysiological Research.
Reprinted by permission.
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augmenting pattern were active, exploratory, and approached
rather than withdrew from novel stimuli. Augmenting cats
adapted easily to novel situations, were responsive to a sim-
ple reward task, but were poor at learning to inhibit responses
where they were only reinforced for low rates of response
(Hall, Rappaport, Hopkins, Griffin, & Silverman, 1970;
Lukas & Siegel, 1977; Saxton, Siegel, & Lukas, 1987).

Siegel extended this paradigm to a study of two geneti-
cally selected strains of rats, one actively avoidant or more
aggressive and the other passive and frozen in reaction to
shock (Siegel, Sisson, & Driscoll, 1993). The first strain
consistently showed the augmenting EP pattern, and the sec-
ond showed the reducing. Other behavioral characteristics of
these strains were consistent with the human model of im-
pulsive sensation seeking: The augmenting strain was ag-
gressive, more willing to ingest alcohol, had high tolerance
for barbituates, and self-administered higher intensities of
electrical stimulation in reward areas of the limbic brain than
the reducing strain.

Biochemical reactions suggested the basis for behavioral
differences in characteristics of stress-reactive neurotransmit-
ter and hormonal responses. Under stress, the augmenting
strain showed more dopaminergic activity in the prefrontal
cortex of brain, whereas the reducers had a stronger reaction in
the hypothalamic-pituitary-adrenal cortex (HYPAC) stress
pathway including increased serotonergic activity and corti-
cotropin releasing factor in the hypothalamus and adrenocor-
ticotropic hormone in the pituitary gland. Dopamine is a
neurotransmitter implicated in action tendencies and theo-
rized to be the basis of novelty and sensation seeking.
Dopamine release would explain the active avoidance patterns
that were the basis for selecting the two strains. Conversely,
serotonin activity is associated with behavioral inhibition.

Monoamines

The animal model described earlier suggests that sensation
seeking and related traits in humans may be associated posi-
tively with dopaminergic and negatively with serotonergic
reactivity. Indirect evidence of this association comes from
patients with Parkinson’s disease (PD), in which dopamine is
depleted 75% in ventral tegmental neurons. A study of per-
sonality of PD patients showed that the PD patients were sig-
nificantly lower on novelty seeking than controls but did not
differ from them on harm avoidance or reward dependence
(Menza, Golbe, Cody, & Forman, 1993). The PD patients
were more depressed than controls, but depression did not
correlate with novelty seeking scores.

Simple correlations between sensation seeking and
dopamine and serotonin metabolites (HVA and 5-HIAA)

assayed from CSF reveal no correlations between these
metabolites and sensation seeking or the P scale or impulsiv-
ity scales (Ballenger et al., 1983; Limson et al., 1991). How-
ever, the correlational study by Ballenger et al. found a
significant negative correlation between norepinephrine in
the CSF and sensation seeking. A significant correlation was
found between P and dopamine D2 binding in left and right
basal ganglia in a PET study of a small group of normal sub-
jects (Gray, Pickering, & Gray, 1994).

An experimental study by Netter, Hennig, and Roed
(1996) used drugs that stimulate (agonist) or inhibit (antago-
nist) activity in the serotonergic and dopaminergic systems
and measured their effects on hormonal, emotional-state, and
behavioral reactions. Their findings suggested a low respon-
sivity of the serotonergic system in high sensation seekers,
but no association of dopaminergic response to an agonist and
sensation seeking. However, craving for nicotine was in-
creased by a dopamine agonist in high sensation seekers, sug-
gesting that dopamine stimulation may induce more approach
behavior in high than in low sensation seekers. Experiments
in which nicotine or amphetamine is given to participants
high or low in sensation seeking or novelty seeking showed
that the high sensation/novelty seekers had more intense
“highs” or subjective effects in response to these drugs than
did low sensation seekers (Hutchison, Wood, & Swift, 1999;
Perkins, Wilson, Gerlach, Broge, & Grobe, 2000). The effect
for nicotine was most intense for nonsmokers, and the study
on amphetamine did not use persons with a drug history.
These special reactions of high sensation/novelty seekers to
the novel drugs suggests some sensitivity to these dopamine
agonists, perhaps in the receptors.

Another study by the German group found that the disin-
hibition type of sensation seeking and impulsivity, as well as
aggression, were correlated with a response to a serotonin
antagonist indicating low serotonergic responsivity in impul-
sive sensation seekers (Hennig et al., 1998).

Monoamine Oxidase

Fairly consistent negative relationships have been found be-
tween sensation seeking and MAO.Asurvey of results in 1994
showed low but significant negative correlations between
platelet MAO and sensation seeking trait in 9 of 13 groups,
and in 11 of 13 groups the correlations were negative in sign.
The gender and age differences in sensation seeking are con-
sistent with the gender and age differences in MAO described
previously. Low MAO levels are characteristic of disorders
characterized by impulsive, antisocial behavior including an-
tisocial and borderline personality disorders, alcoholism and
heavy drug abuse, pathological gambling disorder, bipolar
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disorder, and attention deficit and hyperactivity disorder in
children. MAO is low even in children of alcoholics and bipo-
lar disorders who have not yet manifested the disorders, sug-
gesting that it is a genetic risk marker for these disorders.

In a general normal population, low MAO was associated
with use of tobacco, alcohol, and illegal drugs, convictions for
crimes other than traffic offenses, and sociability in terms of
hours spent with friends (Coursey et al., 1979).Astudy of low-
MAO monkeys living in a natural environment showed that
they were more aggressive, dominant, sexually active, and so-
ciable than were high-MAO monkeys (Redmond, Murphy, &
Baulu, 1979). Monkeys with high MAO levels were social iso-
lates and passive. This study of another species suggests the
evolutionary advantage of sensation seeking as mediated by
MAO and possibly dopaminergic systems in the brain. Low
MAO, however, is also associated with impulsivity in labora-
tory tests (Klinteberg et al., 1991), as is sensation seeking
(Breen & Zuckerman, 1999; Thornquist & Zuckerman, 1995),
and impulsivity in risky situations could be a disadvantaged
trait that may lead to premature death. However, the advantage
in securing and dominating mates by intimidation of rivals
may have outweighed the evolutionary disadvantages of reck-
less behavior.

In the public mind testosterone is identified with sexual
drive and aggressiveness. However research shows that
testosterone (T) is associated with a broader range of traits
than these two. Androgens and T assayed from blood are cor-
related with sensation seeking (Daitzman & Zuckerman,
1980; Daitzman, Zuckerman, Sammelwitz, & Ganjam,
1978). Dabbs (2000) and Bogaert and Fisher (1995), using T
from saliva, found only nonsignificant tendencies in that di-
rection. A comparison of hypogonadal (low-T) and normal-T
men, all referred for complaints of erectile dysfunction,
showed that the low T-men were lower on sensation seeking
than were the normal-T men (O’Carroll, 1984).

Hormones

Testosterone and sensation seeking in young males are both
correlated with their sexual experience, in terms of the num-
ber of sex partners they have had (Bogaert & Fisher, 1995;
Dabbs, 2000; Daitzman & Zuckerman 1980). Testosterone
levels affect sexuality in women as well as men. Androgen
levels of married women were related to sexual responsivity,
frequency of intercourse, and sexual gratification (Persky
et al., 1982). As with MAO, we can see the evolutionary
advantage of the behavioral trait based on its biochemical
substrate. However, other correlates of T include sociability,
dominance, and activity, as well as inverse relationships to
socialization and self-control.

The high-T male tends to be assertive, impulsive, and
low in self-control, as well as high in sensation seeking.
There is much less work on T in women, but what data there
are suggest the same kind of personality correlates as in
men. Apart from aggression, high-T men were more likely
than others to misbehave in school as children, get into legal
difficulties as adults, use drugs and alcohol, and go AWOL
(absent without leave) while in the army (Dabbs, 2000). Fra-
ternities with high average T levels were generally disor-
derly and chaotic, and their members were described by an
observer as “crude and rude.” The high-T fraternities had
more parties, worse grades, and fewer community service
activities. Dabbs (2000) suggested that the total effect
among members is an outcome of an interaction between T
levels of its members and reinforcement of each other for
antisocial behavior. In this case, high T is clearly a predis-
posing factor for low socialization, which these authors
describe as “rambunctiousness.”

Testosterone levels reflect both trait and state moods. Al-
though reliability can be found in T levels taken at the same
time of day in the same setting, T levels can also be affected
by experiences in competition (Dabbs, 2000). Competitors
show increases in T when victorious and decreases when de-
feated. Even sports spectators show increases in T when their
team wins and decrease when their team loses.

High levels of cortisol are associated with prolonged
stress and depression. Ballenger et al. (1983) found that low
levels of CSF cortisol were associated with a P dimension
factor that included the P scale, the disinhibition subscale of
the Sensation Seeking Scale (SSS), the MMPI hypomania
scale, and lifetime number of sexual partners. Low levels of
cortisol have been found in prisoners who have a history of
psychopathic and violent behavior (Virkkunen, 1985). Low
cortisol was also associated with novelty seeking in veterans
with posttraumatic stress disorder (Wang, Mason, Charney,
& Yehuda, 1997). Low cortisol may indicate a low reactivity
to stress, which can be an advantage in some situations but
carries the dangers inherent in lack of control and impulsiv-
ity. Traits that may have been adaptive in the warrior societies
of the past may now confer a disadvantage in more socialized
civilizations.

Genetics

Twin studies have found relatively high heritabilities (58%)
for sensation seeking whether based on twins raised together
(Fulker, Eysenck, & Zuckerman, 1980) or on twins separated
shortly after birth and raised in different families (Hur &
Bouchard, 1997). Heritability for Cloninger’s NS scale is
somewhat lower (40%) but typical of that found for other
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personality traits (Heath, Cloninger, & Martin, 1994), but
that for impulsivity is lower (15–40%) albeit significant
(Eysenck, 1983).

Ebstein et al. (1996) were the first to report an association
between the trait of novelty seeking and the gene for the D4
dopamine receptor (D4DR). The longer, usually the 7 repeat
form of the 48 base pair sequence, was associated with high
scores on Cloninger’s NS scale in an Israeli population. An
immediate replication was reported by Benjamin et al. (1996)
in an American population using scales from the NEO that
approximate the NS factor such as Excitement Seeking and
Deliberation (vs. Impulsiveness). Within a year Ebstein and
Belmaker (1997) summarized the rapidly growing literature
reporting two more replications and three failures to repli-
cate. Since then two more failures to replicate have been
reported, one in a Swedish population (Jönsson et al., 1998)
and the other in a New Zealand sample (Sullivan et al., 1998).
One partial replication was reported in Finland (Ekelund,
Lichtermann, Jaervelin, & Peltonen, 1999). The variations in
populations among the studies may have something to do
with the inconsistent results. The distribution of alleles dif-
fers among populations. For instance, in a Japanese popula-
tion the 7 repeat allele was not found but a comparison of the
longer (5 and 6 repeats) with the shorter (2 to 4 repeats) still
showed the former to be more characteristic of high novelty
seekers (Ono et al., 1997).

As with MAO, the association between sensation or nov-
elty seeking and this genetic marker is given some credence
by its association with behavioral traits or disorders charac-
terized by impulsivity and sensation seeking. The longer
form of the D4DR has been found in high proportions of
opiate abusers (Kotler et al., 1997), persons with pathological
gambling disorder (Castro, Ibanez, Torres, Sáiz-Ruiz, &
Fernández-Piqueras, 1997), those with attention-deficit-
hyperactivity disorder (Swanson et al., 1998), and infants
showing less distress in reaction to novel stimuli (Auerbach
et al., 1998).

A comparative study was done on the effects of knocking
out the D4R gene in mice on tests of approach-avoidance in
reaction to novel objects or situations (Dulawa, Grandy, Low,
Paulus, & Geyer, 1999). The D4 knockout mice showed re-
ductions in behavioral response to novelty or a decrease in
novelty related exploration in comparison to D4 intact mice.

Despite some failures of direct replication the association
between novelty seeking and the D4DR receptor gene is
given credence by these extensions to psychopathology and
behavior in humans and mice. The D4DR association ac-
counts for only about 10% of the genetic variation in the
human trait, so other genes are certainly involved. The search
is on for such genes. A crucial question is the functional sig-

nificance of the difference between the alleles associated with
high or low sensation seeking. The D4DR gene is expressed
mainly in the limbic brain regions associated with emotional
and motivational characteristics of sensation seeking.
Dopaminergic activity is certainly involved, as has been pos-
tulated. But the significance of the D4DR gene in this activity
is far from certain. An interesting finding is that the density of
D4 receptors is elevated in brains of schizophrenics and that
this receptor is the primary target for the antipsychotic drug
clozapine (Seeman, 1995).

Summary

The underarousal hypothesis related to E has been more suc-
cessfully applied to this third dimension of personality. Both
EEG and brain imaging studies have found some preliminary
evidence of cortical underarousal related to the P dimension
and impulsivity. Sensation seeking and impulsivity have
been related to the characteristic cortical response to a range
of intensities of stimulation. Disinhibited and impulsive per-
sons show an augmentation of cortical response at high
intensities of stimulation relative to low intensities, whereas
inhibited and constrained individuals show a reducing
pattern, particularly at high intensities. This augmenting-
reducing paradigm of cortical reactivity has been extended to
cats and rats, where it is associated with similar kinds of
behavioral reactions and with other kinds of biological reac-
tivity postulated to be the basis of the behavioral traits in
humans.

The clinical model for this dimension of personality lies in
the psychopathic or antisocial personality disorder. One of
the characteristics of this disorder is a lack of emotional reac-
tivity to stimuli associated with punishment and therefore a
deficit in learning to avoid reacting to such stimuli. This leads
to seeking of high-intensity rewarding stimuli regardless of
the risk involved. It is not surprising that psychopaths are all
high impulsive sensation seekers and share some of the same
biological traits with nonpsychopathic sensation seekers such
as low levels of the monoamine oxidase enzyme and high
levels of testosterone.

One psychopharmacological theory of the P dimension is
that it is based on high dopaminergic reactivity and low sero-
tonergic and noradrenergic reactivity to highly stimulating
situations. The low serotonergic reactivity is particularly re-
lated to the lack of restraint or behavioral inhibition and the
low noradrenergic reactivity to the lack of arousal character-
istic of high P, impulsive, and sensation seeking individuals.
There is some evidence from studies of humans of a weaker
response to serotonin stimulants in high sensation seekers
than in low sensation seekers. There is no demonstrated
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relationship between the P dimension and dopaminergic reac-
tivity although animal and clinical research would support
such a relationship.

High levels of testosterone and low levels of cortisol have
been associated with disinhibition and psychopathic traits.
But high levels of testosterone have also been associated with
sociability and low levels with neuroticism, as discussed in
previous sections. There is no necessary one-to-one relation-
ship between biological and personality traits. Neurotrans-
mitters like dopamine and hormones like testosterone may be
related to two or more of the basic dimensions of personality
or to a higher order dimensions like approach or inhibition.

Personality in the third dimension shows a high degree of
heritability compared to other major dimensions. A specific
gene, the dopamine receptor D4, has been associated with
the trait of novelty seeking, although replication has been
spotty. The association is supported by animal and clinical
studies. Disorders characterized by impulsivity like opiate
abuse, pathological gambling disorder, and attention-deficit-
hyperactivity disorder share the same form of the gene as
found in high novelty seekers. Mice with the gene removed
show decreases in exploration and responses to novel situa-
tions. The third dimension of personality has been a rich lode
of biological findings from the psychophysiological down to
the most basic genetic level.

AGGRESSION/HOSTILITY/ANGER/
AGREEABLENESS

Problems of definition confuse the fourth dimension of per-
sonality. Aggression refers to behavior, hostility to attitude,
and anger to emotion. One can be aggressive without being
hostile or angry, as in certain kinds of competition; or one can
be chronically hostile and angry without expressing the neg-
ative attitude and feelings in overt aggression. One may be
disagreeable without being aggressive or being aware of hos-
tile attitudes or anger. Hostility without aggression is more
closely associated with the N factor whereas aggression, with
or without hostility, is more closely associated with this
fourth factor.

Another source of differences is in the way aggression is
expressed. Aggression in other species is classified by the
source or context of the aggression: predatory, intermale, fear-
induced, maternal, sex-related, instrumental, territorial, or
merely irritable (Volavka, 1995). Human aggression is more
often characterized by the form of expression. For instance,
the widely used Buss-Durkee (1957) Hostility Scale (BDHS)
classifies aggression as assault, indirect hostility, verbal
hostility, irritability, negativism, resentment, and suspicion.

A new form of the scale has reduced the number of subscales
to four, using factor analyses: physical aggression, verbal ag-
gression, anger, and hostility (Buss & Perry, 1992). Although
the subscales are moderately intercorrelated, quite different
results have been found for the different subscales of the test
in biological studies. Another important distinction in the lit-
erature is whether aggression is impulsive. The impulsive
type of aggression seems more biologically rooted than in-
strumental types of aggression, but this confounds two differ-
ent dimensions of personality.

Although aggression and hostility are correlated in tests
and life, they are separated in two of the major trait classifi-
cation systems. Eysenck’s system includes negative feelings
like anger (moodiness) in neuroticism, but aggression and
hostility are at the core of the psychoticism dimension. Costa
and McCrae (1992a) have angry-hostility as a facet of neu-
roticism but regard aggression as the obverse of agreeable-
ness. My colleagues and I found that hostility and anger load
more highly on N and aggression on P in a three-factor
model, but all three correlate with a common factor in a five-
factor analysis (Zuckerman et al., 1991).

Aggression has been defined by several methods, includ-
ing self-report ratings or questionnaires, observer or ratings
by others, and life-history variables like membership in
groups characterized by violent acts or crimes. Aggression is
not a socially desirable trait and this may limit the usefulness
of self-report methods in some settings. Laboratory observa-
tions may be too specific to the experimental conditions.
Persons who committed a violent crime, like murder, may
differ depending on how characteristic their violent behavior
was before they committed the crime. All methods have
methodological problems, but in spite of this there are certain
consistencies in results across methods in the literature.

Cortical Arousal and Arousability

Early studies of the EEG in abnormal populations, like vio-
lent criminals, used crude qualitative judgments of the EEG
records as “abnormal” or “normal” (Volavka, 1995). EEG ab-
normalities included diffused or focal slowing, spiking or
sharp waves in certain areas, and generalized paroxysmal
features resembling minor epileptic seizures. The incidence
of abnormal records found in samples of prisoners convicted
of homicides and habitually violent prisoners was quite high
(50–65%) compared to nonviolent prisoners or normal con-
trols (about 5–10%; Volavka, 1995). However, some other
studies found no differences between violent and nonviolent
offenders.

Studies using quantitative methods showed EEG slowing
in offenders, including slowing of alpha activity and an
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excess of slow wave (theta) activity. Volavka (1995) pointed
out that these results could be due to a variety of factors in-
cluding developmental retardation, brain injuries, decreased
arousal level, cortical disinhibition, or genetic factors. Actu-
ally, twin research suggests that most of the activity in spec-
trum parameters of the EEG is genetically determined
(Lykken, 1982).

One limitation of most of these earlier studies was that
only prisoners referred for neuropsychiatric evaluation were
used. A study by Wong, Lumsden, Fenton, and Fenwick
(1994) selected subjects from a population of prisoners who
had all been rated for violent behavior, and 70% had received
EEG assessment. The prisoners were divided into three
groups based on their history of violence. Going from the
lowest to the highest violent groups, the percentages of ab-
normal EEG’s were, respectively, 26%, 24%, and 43%. The
most frequent EEG characteristics differentiating the most
violent from the less violent groups was focalized EEG ab-
normalities, particularly in the temporal lobes. Twenty per-
cent of the most violent patients showed abnormal temporal
lobe readings compared to 2% to 3% in the other two groups.
Computerized tomography (CT) scans confirmed the high in-
cidence of temporal lobe abnormalities in the most violent
group.

The cortical EP has also been used to study cortical arous-
ability. A study comparing detoxified alcoholic patients with
and without histories of aggression found lower amplitudes
of the P300 in the aggressive group (Branchey, Buydens-
Branchey, & Lieber, 1988). Aggressive alcoholics often have
other characteristics, such as impulsivity and alcoholism,
which might have produced the weaker P300 signal. Another
study found that impulsive aggressive subjects screened from
a college student population also showed lower P300 ampli-
tudes at frontal electrode sites (Gerstle, Mathias, & Stanford,
1998). Still another study showed that a drug that reduced
frequency of aggressive acts among prisoners with a history
of impulsive aggression also increased the amplitude of the
P300 in this group (Barratt, Stanford, Felthous, & Kent,
1997). This effect of the drug was not found in a group of
prisoners who had committed premeditated murders. A re-
duced P300, particularly in the frontal lobes, may be sympto-
matic of a weakened inhibition from the frontal lobes and
may account for the impulsive aspect of the aggression.

Visual imaging methods have been used in the study of vi-
olent behavior. Two structural methods are computed tomog-
raphy (CT) and magnetic resonance imaging (MRI). MRI
yields better images for precise assessment of brain structure.
PET is used to assess brain activity in specific areas of brain
including regions not accessible by ordinary EEG methods.
Mills and Raine (1994) reviewed 15 studies of structural

brain imaging (MRI, CT) and 5 studies using PET and re-
gional CBF. Subject groups were violent prisoners, convicted
murderers, pedophiles, incest offenders, property offenders,
and, in some studies, normal controls. Property offenders
were regarded as controls for violent offenders. Sexual of-
fenders were not necessarily violent. Nine of the 15 studies
using CT or MRI showed some type of structural abnormal-
ity, about evenly divided between frontal and temporal or
frontotemporal deficits. Frontal abnormalities characterized
the violent offenders and frontotemporal the sexual offend-
ers, according to the authors of the review. However, most
studies used small samples. The two studies of violent offend-
ers using large samples (Ns of 128 and 148) found no particu-
lar localization of abnormalities (Elliot, 1982; Merikangus,
1981). The only study using MRI with any kind of N (another
had only 2 cases) found evidence of temporal lobe lesions in
5 of 14 violent patients (Tonkonogy, 1990). The large study by
Wong et al. (1994), not included in the review, found that 55%
of the most violent group had abnormal CT findings, and 75%
of these were temporal lobe findings. Contrary to the hypoth-
esis of Mills and Raine, temporal lobe lesions alone seem to
be characteristic of violent patients. More MRI studies are
needed to clarify the issue of localization.

The temporal lobe overlays the amygdala and has connec-
tions with it. Animal lesion and stimulation studies have
found sites in the amygdala that inhibit and others that trigger
aggression. Total amygdalectomies in monkeys produce a
drop in the dominance hierarchy and an inability to defend
against aggression from other monkeys. The comparative
data suggest loci for aggression in the amygdala.

Mills and Raine reviewed five PET studies, but of these
only one had a near-adequate number of subjects (3 had less
than 10) and another compared child molesters with controls.
The one study remaining compared 22 murderers with 22
normals and found selective prefrontal dysfunction in the
group of murderers (Raine et al., 1994). Temporal lobe dam-
age and functional hypofrontality are not unique to violent
offenders but are also found in patients with schizophrenia.

Cardiovascular Arousal and Arousability

Numerous studies show that persons who score high on
hostility scales show greater anger and cardiovascular
arousal, especially blood pressure, in response to stress or
perceived attack than do low hostile persons. As an example,
a recent study found that among participants who were delib-
erately harassed in an experiment, the high hostile group who
was harassed showed enhanced and prolonged blood pres-
sure, heart rate, forearm blood flow and vascular resistance,
and increased norepinephrine, testosterone, and cortisol



104 Biological Bases of Personality

responses than did low hostile subjects who were harassed
(Suarez, Kuhn, Schanberg, Williams, & Zimmermann,
1998). This kind of cardiovascular reactivity may occur in
frequent situations like stressful marital interactions (Smith
& Gallo, 1999), and general day-to-day living (Räikkönen,
Matthews, Flory, & Owens, 1999), and thus put a strain on
the cardiovascular system that can result in cardiovascular
disease, including hypertension (Lawler et al., 1998; Miller,
Dolgoy, Friese, & Sita, 1998) and isochemic heart disease
(IHD; Gallagher, Yarnell, Sweetnam, Elwood, & Stansfied,
1999). Persons with a family history of hypertension exhibit
the same pattern of hostility and anger arousal with elevated
blood pressure as do those who have developed the disorder
suggesting that there may be a genetically influenced source
to the cardiovascular overreactivity associated with anger
arousability. However, how the anger is dealt with is a factor
in vulnerability to heart disease. In a prospective study of
nearly 3,000 men in their 50s and 60s Gallager et al. (1999)
found that suppressed anger was most predictive of the inci-
dence of IHD even when other risk factors were statistically
controlled.

Monoamines

Åsberg’s (1994) review of the role of the monoamine neuro-
transmitters in human aggressiveness and violence attributes
a primary importance to the role of serotonin. In animals
serotonin is associated with inhibition of aggressive behavior
and lowered serotonin with disinhibition of such behavior
(Soubrié, 1986). In humans low levels of the serotonin
metabolite, 5-HIAA, have been consistently found in those
who attempt or complete suicide using violent means and in
violent criminal offenders, particularly those characterized
by impulsive violence or murder (Åsberg, 1994). Personality
disorders like antisocial and borderline disorder have a high
incidence of aggressive behaviors and suicide attempts.
Homicide and suicide are not antithetical; homicide offend-
ers have increased suicide rates. Within a group with person-
ality disorders a negative correlation was found between CSF
5-HIAA and lifetime aggressive behavior (Brown et al.,
1982).

Hormonal responses to serotonergic agonists and antago-
nists have also been used to assess the reactivity of the sys-
tem in relation to aggression. They generally support the
hypothesis of an inverse relationship between serotonin func-
tion and aggression/hostility (Cleare & Bond, 1997; Coccaro,
Kavoussi, Sheline, Berman, & Csernansky, 1997; Moss, Yao,
& Panzak, 1990).

Tryptophan is a precursor of serotonin in the brain (see
Figure 4.2). Tryptophan depletion provides an experimental

approach to the serotonin-aggression hypothesis, and unlike
correlational studies it can provide evidence of a causal link
with aggression. Studies have found that tryptophan deple-
tion increases aggressive responses in laboratory behavioral
tests (Cleare & Bond, 1995; Dougherty, Bjork, Marsh, &
Moeller, 1999) as well as subjective feelings of anger, ag-
gression, and hostile mood (Cleare & Bond, 1995; Finn,
Young, Pihl, & Ervin, 1998), but the effect is limited to per-
sons who are high in trait measures of hostility. The inference
is that hostile persons, who are already low in serotonergic
activity, tend to react aggressively with even more lowering
of serotonin stores. There is the further suggestion that sero-
tonin agonists or selective serotonin reuptake inhibitors
(SSRIs) may reduce aggression in aggression-prone persons.
A study by Knutson et al. (1998) showed that an SSRI re-
duced focal indices of hostility through a general decrease in
negative affect without altering positive affect. In addition,
the SSRI increased agreeableness on a behavioral index and
cooperativeness in a puzzle-solving task.

SSRI’s are used to treat depression, but can they change
other emotions like anger-hostility? A study of SSRI therapy
for depressed outpatients showed a significant decrease in
anger-hostility as well as neuroticism (Bagby et al., 1999).
The decrease in neuroticism, however, was correlated with
the decrease in clinical depression severity, whereas the de-
crease in anger-hostility was independent of the reduction of
depression.

NE mediates a primary arousal system in the brain begin-
ning in the locus-coeruleus and extending through limbic
structures to innervate all areas of cerebral cortex. As such it
has been implicated in the arousal of anxiety as previously
discussed. But anger is also associated with an arousal effect
as shown by the cardiovascular reactivity in highly hostile
and angry persons as previously discussed. A study of ag-
gression in free-ranging monkeys found a negative correla-
tion between aggressivity and CSF 5-HIAA, congruent with
the serotonin-aggression hypothesis, but it also found an
equally strong positive correlation between aggressivity and
CSF MHPG, the NE metabolite. The Ballenger et al. (1983)
study of humans (normals) found a very high positive corre-
lation (.64) between plasma MHPG and the Assault scale
from the BDHS. Use of a noradrenergic challenge revealed a
correlation of noradrenergic reactivity and irritability and
assault scales (Coccaro et al., 1991).

On the other hand, low levels of the catecholamines epi-
nephrine and NE, obtained from urine, are inversely related
to aggressiveness (Magnusson, 1987). Psychopathic youths
have low reactivity in these peripheral catecholamine sys-
tems in stressful situations (Lidberg, Levander, Schalling, &
Lidberg, 1978). The difference may lie between the central
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noradrenergic and the peripheral autonomic stress system.
Another possibility is that there is a difference between the
psychopathic type of aggression, which is often not accom-
panied by high arousal, and the impulsive-angry type of
aggression in which emotional disinhibition is typical. Netter,
Hennig, and Rohrmann (1999) believed that they can
distinguish the two types of aggressiveness on the basis of
selective types of challenges to the monoamine systems. The
serotonergic challenge was primarily correlated with
Eysenck’s P scale, assessing the psychopathic type of aggres-
sion, whereas another type of challenge more closely related
to dopamine reactivity was related to the nonpsychopathic
type of aggression.

Increasing levels of brain dopamine in rats increases im-
pulsive aggressive responding, but it takes a great deal of
dopamine depletion to reduce aggressive behavior (Volavka,
1995). Little research has been done on dopamine specifi-
cally although the aggression producing effects of ampheta-
mine may be a function of stimulation of dopaminergic as
well as noradrenergic systems. A study of the neuroendocrine
responses to glucose challenge in a group of substance
abusers showed that those participants characterized by anti-
social hostility had responses suggestive of increased
dopaminergic activity (Fishbein, Dax, Lozovsky, & Jaffe,
1992).

Hormones

The hypothesis of an influence of T on aggressive behavior
has a prescientific origin in that the pacifying effects of cas-
tration in animals were known and used for that purpose.
Sexual competition among males is one form of aggression
influenced by T, but other forms are also affected. Castration
reduces aggression in males in most species, and T replace-
ment reverses this effect.

Studies of the relationships between T and hostility or ag-
gression in humans have produced mixed results, but a meta-
analysis of such studies found a moderate effect size of .40
over all studies (Archer, Birring, & Wu, 1988). An earlier re-
view by Archer (1991) suggested that results were more pos-
itive in studies where behavioral assessments (usually in
prisoners) were used and less powerful in studies of trait
(self-report) hostility or aggression (usually in college stu-
dent samples). The newer meta-analysis failed to support this
hypothesis. Better results were obtained in studies using sali-
vary T as opposed to T derived from blood. A study using
salivary T in 306 students found T positively correlated with
aggression and negatively with prosocial scales in both men
and women (Harris, Rushton, Hampson, & Jackson, 1996),
but in other studies using either blood (Archer et al., 1998) or

salivary T (Campbell, Muncer, & Odber, 1997) in large sam-
ples of male students no relationship was found. In still an-
other study of blood T in students, both T and estradiol were
postively correlated with self-reported aggression in men, but
the correlations were negative in women (Gladue, 1991).

More consistent results have been obtained with behav-
ioral (non-self-report) assessments. A study of nearly 700
male prison inmates found that salivary T was related to a
history of violent crimes, particularly rape, homicide, and
child molestation, as well as violations of prison rules, partic-
ularly those involving assault (Dabbs, Carr, Frady, & Riad,
1995). A study of female inmates showed a relationship of T
with aggressive dominance in prison but not with the history
of criminal violence. A group of alcoholics with a history of
violence had elevated levels of serum T relative to other al-
coholics (Bergman & Brismar, 1994).

Even among nonclinical samples there is correlational ev-
idence of a relationship between T and aggression. T corre-
lated with more aggressive fighting in men during judo
contests (Salvador, Suay, Martinez, Simon, & Brain, 1999)
and in amount of shock given to an opponent in a contrived
laboratory situation (Berman, Gladue, & Taylor, 1993).

Whether self-report or behavioral, correlational studies
cannot establish cause and effect. There is ample evidence in
both animal and human studies that aggressive experience
in competition may raise T levels in victors or lower them in
those who are defeated. Experimental studies in which the ef-
fects of raised T levels on aggression are observed might be
helpful. Clinical studies of steroid users have shown in-
creased aggressiveness in some of them (Pope & Katz, 1994).
Archer (1991) reviewed studies in which T or T-stimulating
hormones were given and effects on aggression assessed by
self-report. Although there is some evidence that T can affect
hostility, there are also some negative findings from other
studies. In all likelihood there is a continuous interaction be-
tween endogenous levels of T and life experiences (affecting
current levels) during life. T makes one more likely to
aggress, and aggression or its anticipation raises T levels.

Longitudinal studies may also elucidate the complex causal
pattern. In one study a group of boys was followed from 6 to 13
years of age (Tremblay et al., 1998). T at age 12 and body mass
predicted social dominance in adolescence but only body mass
independently predicted physical aggression. The authors sug-
gest that the relation between aggression and T in adolescents
may be mediated by the effect of T in the change in physique
in the context of dominance. A similar study followed males
from pre- or early adolescence (12–13 years) and found little
relationship between early or concurrent measure of T and ag-
gression; the few that were found did not persist over time
(Halpern, Udry, Campbell, & Suchindran, 1993).
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Short time periods of prediction may confound en-
vironmental-developmental interactions that could mask the
influence of endogenous levels of T. Windle and Windle
(1995), in a retrospective longitudinal study, examined the
adult levels of plasma T in four groups: (a) those who were
aggressive only in childhood; (b) those who became aggres-
sive as adults; (c) those who were aggressive in both child-
hood and adulthood (continuity); and (d) those who were low
in aggression in childhood and adulthood. Adult onset and
continuity (in aggressiveness) groups had higher T levels as
adults than the other two groups. Other than aggressiveness,
the high-T adult groups had higher rates of antisocial person-
ality and a history of various signs of antisocial behavior.
Was the high level of T in these groups a product of their his-
tory or a sign of an earlier level of T that affected the devel-
opment of these behaviors? The authors admit that it is
impossible to answer this question.

High levels of cortisol are associated with stress and inhi-
bition and low levels with impulsivity and sensation seeking,
as noted previously. In baboons dominant and aggressive
males usually have low levels of cortisol and subordinate and
nonaggressive primates have higher levels of cortisol. As
with testosterone, cortisol varies considerably with recent
and long-term patterns of experience such as winning or los-
ing in fights. Low levels of cortisol have been found in psy-
chopathic, violent offenders (Virkkunen, 1985), but high
levels of cortisol are positively associated with hostility as
measured by hostility questionnaires (Keltikangas, Räikkö-
nen, & Adlercreutz, 1997; Pope & Smith, 1991). Chronic
feelings of hostility are often associated with anxiety and de-
pression, but the type of impulsive aggression seen in antiso-
cial personality represents a brief state of anger in a generally
unemotional personality.

Genetics

Behavior genetic studies of general hostility scales or ag-
gression in children have shown significant heritabilities.
However, it is possible that some aspects of hostility or ag-
gression may be more heritable than others. A twin study of
adult males using the BDHS revealed heritabilities ranging
from 28% for verbal hostility to 47% for assault (Coccaro,
Bergeman, Kavoussi, & Seroczynski, 1997). Verbal hostility
is the most common form and yet it had the least heritability
and the strongest environmental influence. An analysis of the
genetic influence on the correlations among the scales that
the assault scale had different underlying influences than the
other scales which shared a common genetic influence. With
the exception of the assault scale the genetic influence un-
derlying the scales is of a nonadditive type suggesting

Mendelian dominant or recessive or epistatic mechanisms. If
it is the former, there is the likelihood of finding a gene of
major effect in the general trait of aggression, apart from
physical assault type.

The MAO type-A gene has become a likely candidate for
this trait. Aggression in male mice is heightened by deletion
of the MAO-A gene (Cases et al., 1995), and a mutation in
the gene in a large Dutch family has been linked to mild re-
tardation and impulsive aggressive behavior (Bruner, Nelsen,
Breakfield, Ropers, & van Oost, 1993). The mutation is rare,
but the gene has a wide range of alleles varying in repeat
length. Subjects with one form, in contrast to those with
another form, had lower scores on an index of aggression/
impulsivity and the Barratt impulsiveness scale (Manuck,
Flory, Ferrell, Mann, & Muldoon, 2000). The life history of
aggression only approached significance and the BDHS did
not show significant differences between allele groups. Ap-
parently, the impulsivity was more salient than the aggres-
siveness in the combination. Consistent with the association
between low serotonin and aggression in the finding that the
allele group with the higher impulsive aggression score also
showed less response to a serotonergic challenge test.

Just as the findings on the MAO-A gene suggest one
source of the link between serotonin and aggression, another
gene has been found that suggests a genetic mechanism for
the association of norepinephrine with aggression. The
adrenergic-2A receptor gene (ADRA2A) plays a role in mod-
ulating norepinephrine release in the locus coeruleus. Alleles
of this gene were associated with scales for hostility and im-
pulsivity in a younger student sample and impulsivity alone
in an older sample (Comings et al., 2000).

Summary

Extreme violence has been associated with EEG evidence of
cortical abnormality usually in the form of an excess of slow
wave activity (underarousal) or focalized EEG abnormalities
in the temporal lobes. Brain scans have confirmed the tem-
poral lobe abnormalities and also found an equal incidence
of frontal lobe abnormalities. A reduced P300 cortical EP re-
sponse has also been found in prisoners with a history of ex-
tremely violent behavior. The reduced activity and reactivity
in the frontal lobes may reflect a deficit in inhibitory capac-
ity, which is part of the executive function of these lobes.
The abnormal activity of the temporal lobe may be sympto-
matic of abnormal amygdala function because this lobe is in
close proximity to the underlying amygdala. An MRI study
has revealed temporal lobe lesions in about one third of vio-
lent patients. Hostility or anger proneness is related to a high
level of cardiovascular, noradrenergic, and testosterone and
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cortisol response to stress or perceived attack. Suppressed
hostility can lead to cardiovascular disease.

Among the monoamines, serotonin deficit is most highly
associated with impulsive aggression. However, low sero-
tonin is associated with depression and suicide as well as ag-
gression and homicide, another example of the multiple trait
associations of biological markers. Lack of emotional and be-
havioral control is the likely consequence of serotonin deficit.
Depletion of tryptophan, the precursor of serotonin in the
production chain, increases aggressive responses and angry
and hostile feelings in laboratory experiments. Augmentation
of serotonin, through reuptake inhibitors, can reduce aggres-
sion in aggression-prone persons.

Unlike depression, in which both serotonin and norepi-
nephrine depletions are seen, brain norepinephrine (from
CSF) tends to be positively correlated with aggressive ten-
dencies in monkeys and humans. However, low levels of pe-
ripheral levels of the catecholamines norepinephrine and
epinephrine are also related to aggressiveness. We need to
distinguish between the type of aggression that occurs in
states of high emotional arousal and the cold type of aggres-
sion more characteristic of the psychopath. The latter type
may be reflected in the low levels of peripheral cate-
cholamine reactivity.

Testosterone is associated with aggression based on be-
havioral records, but results using self-report measures of
hostility or aggression are less conclusive. Prisoners with ei-
ther histories of extremely violent crimes or characterized by
aggression in prison show high levels of testosterone. Testos-
terone is increased by victory in competitive contests and
sexual stimulation and decreased by defeat, raising the old
“chicken or egg” problem of causation. The influence of
testosterone during development may be mediated by its in-
fluence on physique in male adolescents where it is associ-
ated with a more muscular mesomorhpic body build. Low
cortisol levels are found in aggressive types and are also in-
fluenced by the outcomes of fights.

Aggression trait is moderately heritable, but its heritability
depends on the form it takes. Assaultive aggression is moder-
ately heritable but verbal aggression is only weakly heritable.
The gene for MAO of the A type has been linked to aggres-
sion in a human family study. Deletion of the MAO-A gene in
mice increases their aggressivity, suggesting that the gene is
involved in the inhibition or regulation of aggression.

CONCLUSIONS

Wilson (1998) described consilience as a quality of science
that links knowledge across disciplines to create a common

background of explanation. Personality psychology, extend-
ing from social psychology at the higher level to biopsychol-
ogy at the more fundamental level, provides a daunting
challenge to consilience. The introduction to this chapter pre-
sented a model of levels along the biological and social path-
ways leading up to a merger in personality traits.

Such a levels approach suggests a goal of reductionism, a
pejorative term for critics of science and many scientists as
well. The artist is contemptuous of the critic’s attempts to re-
duce his or her art to a textual formula, and the social scien-
tist may resent the presumptious intrusion of the biological
scientist into his or her own complex type of explanation.
Wilson, however, views reductionism as a natural mode of
science:

The cutting edge of science is reductionism, the breaking apart
of nature into its natural constituents. . . . It is the search strategy
employed to find points of entry into otherwise impenetrably
complex systems. Complexity is what interests scientists in the
end, not simplicity. Reductionism is the way to understand it.
The love of complexity without reductionism makes art; the love
of complexity with reductionism makes science. (pp. 58–59)

Later, Wilson (1998) admits that reductionism is an over-
simplification that may sometimes be impossible. At each
level of organization the phenomena may require new laws
and principles that cannot be predicted from those at more
general levels. My view is that this is always true for levels
that involve an interaction between biological traits or genes
and experience in the social environment. A learned associa-
tion cannot be reduced to a specific set of neural events, at
least not in the complex brain of a higher organism. It is not
inconceivable, however, that the difference in general neural
events that make an association more likely in one individual
than another is not only explicable but also essential for a
complete understanding of the event. Consilience is more
possible at the borders of two levels, and this is where the
breakthroughs are most likely to take place. As Wilson puts
it, “The challenge and the cracking of thin ice are what gives
science its metaphysical excitement” (p. 60).

This chapter was organized around a top-down approach,
starting with four broad classes of personality traits that are em-
pirically identifiable across several systems of trait description:
extraversion/sociability, neuroticism/anxiety, impulsiveness/
conscientousness, and aggression/agreeableness. One way to
bypass the complex social determinants of these traits in
human societies is to look for appropriate animal models and
biological links between behavior in these species and
our own. This approach has identified certain biological mark-
ers for analogous behavioral traits such as the monoamine
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neurotransmitters and enzymes like MAO that regulate them;
hormones like testosterone and cortisol; psychophysiological
characteristics such as augmenting/ reducing of the cortical
evoked potential; brain structure and physiology as assessed
by brain imaging methods in humans and lesion and stimula-
tion studies in other species; and molecular genetic studies
that link genes, biological mechanisms, and behavioral and
personality traits.

Simple-minded reductionism would expect one personal-
ity or behavioral trait to be associated with one brain struc-
ture, one neurotransmitter, one hormone, one physiological
pattern of reactivity, and one gene in both humans and other
animals. The chapter is organized by personality traits, but if
one reads across the traits it is clear that this neat kind of
phrenological isomorphism is not the rule. Evolution may
have shaped the nervous system around behavioral mecha-
nisms necessary for adaptation, but evolution did not select
for personality traits. The tendency to explore, forage, and ap-
proach novel but nonthreatening objects or creatures is part of
that adaptation and is important in survival, as is competitive
and defensive aggression, cooperation, and even altruism.

If we reverse direction and work up from the biological
mechanisms to the personality trait and behavioral levels
the fourfold classification at the top becomes blurred.
Monoamine reactivities, MAO, testosterone, cortisol, and re-
activity of cortical EPs to stimulus variation are related to so-
ciability and sensation seeking, impulsivity and aggression,
asocialization, neuroticism, anxiety, and inhibition, but in no
simple one-to-one manner. Low levels of serotonergic activ-
ity are related to both depression and impulsive aggression
producing both violent and impulsive homicides and sui-
cides, sometimes in the same person. Is it the impulsivity, the
aggression, or the neuroticism that is related to a serotonin
deficiency? High levels of testosterone are related to socia-
bility and social dominance, disinhibitory sensation seeking,
aggressivity, asocialization, and low levels to neuroticism
and agreeableness. Low levels of MAO are related to sensa-
tion seeking, impulsivity, asocial tendencies, and sociability.

Personality traits may be orthogonal, but biological traits
do not respect these boundaries. It is almost as if the func-
tional biology of the organism is organized around two basic
traits: approach (including sociability, impulsivity, sensation
seeking, and aggression) and inhibition/avoidance (or
neuroticism/anxiety at the personality trait level). The com-
parative psychologist Schneirla (1959) put this idea into a
postulate: “For all organisms in early ontogenetic stages, low
intensities of stimulation tend to evoke approach reactions,
high intensities withdrawal reactions” (p. 3). In evolved or
more mature organisms Schneirla used the terms “seeking”
and “avoidance” in place of “approach” and withdrawal.”
The latter terms convey the idea of reflexive or tropistic

mechanisms, whereas the former imply learned behavior.
Approach-withdrawal describes a basic dimension of tem-
perament and inhibition/shyness another in infant scales of
temperament. These individual differences in infants may
represent two biologically based dimensions found in other
species, and they may develop into more diffentiated charac-
teristics in adult humans.

Genetic dissection is one method of defining the bound-
aries of biological influence in traits. If both biological and
behavioral traits are included in biometric or molecular ge-
netic studies, the genetic covariance between the genetic and
the other two can be determined. Rarely are genetic, biologi-
cal, and behavioral traits all included in one study.

A biosocial approach cannot ignore the complex interac-
tions between biological traits and environmental experi-
ences. In both animals and humans the levels of the hormones
testosterone and cortisol influence behavioral interactions
with the environment but are in turn influenced by the out-
comes of these interactions. There is no reason to think that
similar interactions do not occur for the monoamine neuro-
transmitters. All of these systems are regulated by internal
mechanisms. For instance, if there is overactivity in a system,
regulators like MAO may catabolize the excess neurotrans-
mitter. There may be more trait stability in the regulator than
in the transmitter itself. After repeated experiences, however,
there may be changes in the activity of a biological system
that are relatively enduring if not irreversible. Environment
may even influence the effect of genes by affecting their
release. Given the constant interaction between the biological
and environmental pathways (Figure 4.1), reductionism of
one to the other is impossible. It would be like describing the
biological activity of the lungs in the absence of oxygen, the
digestive organs in the absence of food, or, using a more rel-
evant analogy, the brain in the absence of stimulation.

Psychology emerged from the biological sciences more
than a century ago, although its origins were forgotten by
those who wanted a science that would emulate physics
and those who wanted to cut all connections with the biolog-
ical sciences. Fifty years ago, when I entered the field, the
founder of behaviorism, Watson, had declared that the out-
come of personality was entirely a matter of life experience
(conditioning) and had nothing to do with genetics, and
Skinner had declared the irrelevancy of the brain in behavior.
Despite Freud’s own view that the mysteries of the psyche
would one day be understood in terms of biology, his follow-
ers advocated an environmental determinism that put the en-
tire weight of explanation on society, the family, and early
experience. These early prophets of our science are now his-
torical footnotes, and the science is more cognitive and
biosocial with new cross disciplines like cognitive neuro-
science emerging. The changes are in large measure due to
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the rapid advances in the neurosciences that have opened
new, unforeseen vistas in psychology. Further progress will
also procede apace with the development of new methodolo-
gies and the refinement of current ones.

Behavior genetics has challenged the radical environmen-
talist position by showing that nearly all personality traits and
even some broad attitudinal traits have a significant degree of
genetic determination. It is becoming a truism that genes in-
teract with environment throughout life. But the precise na-
ture of this complex interaction remains obscure. Genes do
not make personality traits; they make proteins. The develop-
ment of molecular behavioral genetics will help solve some
of these problems. When we know some of the major genes
involved with a personality trait and what these genes make
and influence in the nervous system, we will be in a better po-
sition to define the biological mechanisms that lie between
gene and behavior. Knowing the gene-biological trait link is
not sufficient until we can understand the way the biological
mechanism interacts with the environment, or more specifi-
cally the brain-behavior relationship.

Until recent decades the study of the brain was limited to
peripheral measures like the EEG. The brain-imaging meth-
ods are only in their infancy but are already influencing the
course of our science. The ones like PET or the more effective
fMRI can tell us exactly what is happening in the brain after
the presentation of a stimulus or condition, as well as where it
is happening. The expensiveness of these methods has lim-
ited their use to medical settings and to clinical populations.
Studies of personality in normals are rare and incidental to the
objectives of clinical studies. They usually involve small
numbers of subjects with a consequent unreliability of find-
ings. Sooner or later the application of these methods to the
study of personality dimensions in nonclinical populations
will help to understand exactly what a personality predisposi-
tion is in the brain. Longitudinal studies starting with genetic
and neurochemical markers and tracking the fate of individu-
als with these markers through life will enable us to predict
both normal variant outcomes and psychopathology.
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Freud’s psychoanalysis is like Picasso’s cubism. Controver-
sial from the outset, Picasso’s work enchanted some and
alienated others, but every twentieth-century painter has re-
sponded to it in some way. So it is with Freud’s psychoana-
lytic theory: Some psychologists love it, others hate it, but
almost every psychologist has reacted to it—deliberately or
inadvertently, consciously or unconsciously—in his or her
own work.

Psychoanalysis and cubism are alike in at least one other
respect as well. Both paradigms changed in fundamental ways
our view of the world by pointing out limitations in our habit-
ual manner of thinking and perceiving. Cubism compelled us
to view a given object or situation from multiple perspectives
simultaneously—no single viewpoint can capture the com-
plexity of the scene. Psychoanalysis taught us much the same
thing, but instead of looking outward toward the external
world, psychoanalysis turned our attention inward. In the
process, it altered forever the way we see ourselves.

Evaluating the validity and utility of a theory of personality
is never easy, but it is particularly challenging for a theory as
complex and far-reaching as psychoanalysis. Psychoanalytic
theory touches upon virtually every aspect of human mental
life, from motivation and emotion to memory and information
processing. Embedded within this larger model is a theory of
personality, but it is not always obvious where the personality

portion of psychoanalysis begins and other aspects of the
model leave off. Because of this, one cannot assess the psy-
choanalytic theory of personality without examining psycho-
analytic theory in toto, with all its complexity, intricacy, and
controversy.

This chapter reviews psychodynamic models of personal-
ity and their place in contemporary psychology. The chapter
begins with a brief discussion of the core assumptions of psy-
choanalytic theory, followed by an overview of the evolution
of the theory from Freud’s classical model to today’s integra-
tive psychodynamic frameworks. I then discuss the common
elements in different psychodynamic models and the ways
that these models have grappled with key questions regarding
personality development and dynamics. Finally, I discuss the
place of psychoanalysis within contemporary psychology
and the relationship of psychoanalytic theory to other areas of
the discipline.

THE CORE ASSUMPTIONS OF PSYCHOANALYSIS

Given the complexity of psychoanalytic theory and the myr-
iad incarnations that the model has assumed over the years,
the core assumptions of the psychodynamic framework are
surprisingly simple. Moreover, the three core assumptions of
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psychoanalysis are unique to the psychodynamic framework:
No other theories of personality accept these three premises
in their purest form.

Primacy of the Unconscious

Psychodynamic theorists contend that the majority of psy-
chological processes take place outside conscious awareness.
In psychoanalytic terms, the activities of the mind (or psyche)
are presumed to be largely unconscious, and unconscious
processes are thought to be particularly revealing of personal-
ity dynamics (Brenner, 1973; Fancher, 1973). Although
aspects of the primacy of the unconscious assumption remain
controversial (see Kihlstrom, 1987; McAdams, 1997), re-
search on implicit learning, memory, motivation, and cog-
nition has converged to confirm this basic premise of
psychoanalysis (albeit in a slightly modified form). Many
mental activities are only imperfectly accessible to con-
scious awareness—including those associated with emotional
responding, as well as more mundane, affectively neutral
activities such as the processing of linguistic material (see
Bornstein & Pittman, 1992; Greenwald & Banaji, 1995;
Schacter, 1987; Stadler & Frensch, 1998). Whether uncon-
scious processes are uniquely revealing of personality dy-
namics is a different matter entirely, and psychologists remain
divided on this issue.

It is ironic that the existence of mental processing outside
awareness—so controversial for so long—has become a cor-
nerstone of contemporary experimental psychology. In fact,
in summarizing the results of cognitive and social research on
automaticity, Bargh and Chartrand (1999) recently concluded
that evidence for mental processing outside of awareness is
so pervasive and compelling that the burden of proof has
actually reversed: Rather than demonstrate unconscious in-
fluences, researchers must now go to considerable lengths to
demonstrate that a given psychological process is at least in
part under conscious control. This conclusion represents a
rather striking (and counterintuitive) reversal of prevailing
attitudes regarding the conscious-unconscious relationship
throughout much of the twentieth century.

Psychic Causality

The second core assumption of psychodynamic theory is
that nothing in mental life happens by chance—that there
is no such thing as a random thought, feeling, motive, or be-
havior (Brenner, 1973). This has come to be known as the
principle of psychic causality, and it too has become less con-
troversial over the years. Although few psychologists accept

the principle of psychic causality precisely as psychoanalysts
conceive it, most theorists and researchers agree that cogni-
tions, motives, emotional responses, and expressed behaviors
do not arise randomly, but always stem from some combina-
tion of identifiable biological and/or, psychological processes
(Rychlak, 1988).

Although few psychologists would argue for the existence
of random psychological events, researchers do disagree
regarding the underlying processes that account for such
events, and it is here that the psychodynamic view diverges
from those of other perspectives. Whereas psychoanalysts
contend that unconscious motives and affective states are key
determinants of ostensibly random psychological events, psy-
chologists with other theoretical orientations attribute such
events to latent learning, cognitive bias, motivational conflict,
chemical imbalances, or variations in neural activity (e.g., see
Buss, 1991; Danzinger, 1997). The notion that a seemingly
random event (e.g., a slip of the tongue) reveals something im-
portant about an individual’s personality is in its purest form
unique to psychoanalysis.

Critical Importance of Early Experiences

Psychoanalytic theory is not alone in positing that early de-
velopmental experiences play a role in shaping personality,
but the theory is unique in the degree to which it emphasizes
childhood experiences as determinants of personality devel-
opment and dynamics. In its strongest form, psychoanalytic
theory hypothesizes that early experiences—even those oc-
curring during the first weeks or months of life—set in motion
personality processes that are to a great extent immutable (see
Emde, 1983, 1992). In other words, the events of early child-
hood are thought to create a trajectory that almost invariably
culminates in a predictable set of adult character traits (Eagle,
1984; Stern, 1985). This is especially of events that are out-
side the normal range of experience (i.e., very positive or very
negative).

The psychodynamic hypothesis that the first weeks or
months of life represent a critical period in personality de-
velopment contrasts with those of alternative theories (e.g.,
cognitive), which contend that key events in personality
development occur somewhat later, after the child has ac-
quired a broad repertoire of verbal and locomotive skills.
Freud’s notion of a critical early period in personality devel-
opment—coupled with his corollary hypothesis that many of
the most important early experiences involve sexual frustra-
tion or gratification—was (and is) highly controversial. It
helped create a decades-long divergence of psychoanalysis
from mainstream developmental psychology, which has only
recently begun to narrow (Emde, 1992).
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THE EVOLUTION OF PSYCHOANALYSIS: GAZING
ACROSS THREE CENTURIES

Many psychodynamic ideas—including the core assump-
tions just discussed—predated Freud’s work and were anti-
cipated by eighteenth and nineteenth century philosophers
(Ellenberger, 1970; Hilgard, 1987). Nonetheless, psychoana-
lytic theory as an independent school of thought was con-
ceived just over 100 years ago, with the publication of Breuer
and Freud’s (1895/1955) Studies on Hysteria. Since that time,
the history of psychoanalysis can be divided into four over-
lapping phases: classical psychoanalytic theory, neo-analytic
models, object relations theory and self psychology, and con-
temporary integrative models. Each phase introduced a novel
approach to human development and personality.

Classical Psychoanalytic Theory

Given Freud’s background in neurology, it is not surprising
that the first incarnation of psychoanalytic theory was
avowedly biological. In his early writings, Freud (1895/1966,
1900/1958a) set out to explain psychological phenomena
in terms that could be linked to extant models of neural
functioning (an ironic goal to say the least, given that psy-
choanalysis developed in part to explain “neurological”
symptoms that had no identifiable neurological basis, such as
hysterical blindness and hysterical paralysis).

Because the core principles of classical psychoanalytic
theory developed over more than 40 years, there were numer-
ous revisions along the way. Thus, it is most accurate to think
of classical psychoanalytic theory as a set of interrelated mod-
els, which were often (but not always) consistent with and
supportive of each other: the drive model, the topographic
model, the psychosexual stage model, and the structural
model.

The Drive Model

One consequence of Freud’s determination to frame his the-
ory in quasi-biological terms is that the earliest version of
psychoanalytic drive theory was for all intents and purposes
a theory of energy transformation and tension reduction
(Breuer & Freud, 1895; Freud, 1896/1955c). Inborn (presum-
ably inherited) instincts were central to the drive model, and
most prominent among these was the sex drive, or libido.
Freud’s interest in (some might say obsession with) sexual
impulses as key determinants of personality development and
dynamics was controversial during his lifetime, and remains
so today (e.g., see Torrey, 1992). At any rate, during the ear-
liest phase of psychoanalytic theory, personality was seen as

a by-product of the particular way in which sexual impulses
were expressed in an individual.

Freud never fully renounced the drive concept, even after
he shifted the emphasis of psychoanalytic theory from inborn
instincts to dynamic mental structures with no obvious bio-
logical basis (Greenberg & Mitchell, 1983). The concept of
cathexis—investment of libidinal (or psychic) energy in an
object or act—remained central to psychoanalytic theory even
as the drive model waned in influence. As his career drew to a
close during the 1930s, Freud (1933/1964a, 1940/1964b) con-
tinued to use the concept of cathexis to account for a wide
range of psychological processes, from infant-caregiver
bonding and infantile sexuality to group behavior and para-
praxes (i.e., “Freudian slips”).

As the concept of cathexis became reified in classical psy-
choanalytic theory, so did the companion concepts of fixation
(i.e., lingering investment of psychic energy in objects and
activities from an earlier developmental period), and regres-
sion (i.e., reinvestment of psychic energy in an earlier stage of
development, usually under stress). As should become appar-
ent, the concept of cathexis gradually faded from view, but
the concepts of fixation and regression continue to be widely
discussed and used to explain a wide range of issues related to
personality development and dynamics.

The Topographic Model

At the same time as Freud was refining the drive theory, he
was elaborating his now-famous topographic model of the
mind, which contended that the mind could usefully be di-
vided into three regions: the conscious, preconscious, and un-
conscious (Freud, 1900/1958a, 1911/1958b). Whereas the
conscious part of the mind was thought to hold only informa-
tion that demanded attention and action at the moment, the
preconscious contained material that was capable of becom-
ing conscious but was not because attention (in the form of
psychic energy) was not invested in it at that time. The un-
conscious contained anxiety-producing material (e.g., sexual
impulses, aggressive wishes) that were deliberately repressed
(i.e., held outside of awareness as a form of self-protection).
Because of the affect-laden nature of unconscious material,
the unconscious was (and is) thought to play a more central
role in personality than are the other two elements of Freud’s
topographic model. In fact, numerous theories of personality
ascribe to the notion that emotion-laden material outside
of awareness plays a role in determining an individual’s per-
sonality traits and coping style (see Hogan, Johnson, &
Briggs, 1997; Loevinger, 1987).

The terms conscious, preconscious, and unconscious con-
tinue to be used today in mainstream psychology, and research
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TABLE 5.1 The Psychosexual Stage Model

Associated
Stage Age Range Developmental Task Character Traits

Oral 0–18 months Moving from infantile Dependency
dependency toward
autonomy and self-
sufficiency

Anal 18–36 months Learning to exercise Obsessiveness
control over one’s
body, one’s impulses,
and other people

Oedipal 5–6 years Mastering competitive Competitiveness
urges and acquiring
gender role related
behaviors

Latency 6 years– Investing energy in —
puberty conflict-free

(nonsexual) tasks
and activities

Genital Puberty Mature sexuality —
onward (blending of

sexuality and
intimacy)

Note. Dashes indicate that no associated character traits exist (fixation in the
latency and genital periods does not play a role in classical psychoanalytic
theory).

has provided a surprising degree of support for this tripartite
approach in the areas of memory and information processing
(Bucci, 1997; Stein, 1997; Westen, 1998). Consciousness is
indeed linked with attentional capacity, and studies show that
a great deal of mental processing (including perceptual pro-
cessing) occurs preconsciously (Bornstein, 1999b; Erdelyi,
1985). As noted earlier, the existence of a dynamic uncon-
scious remains controversial, with some researchers arguing
that evidence favoring this construct is compelling (Westen,
1998), and others contending that “unconscious” processing
can be accounted for without positing the existence of a
Freudian repository of repressed wishes and troubling urges
and impulses (Kihlstrom, 1987, 1999).

Perhaps the most troubling aspect of the topographic
model—for Freud and for contemporary experimentalists as
well—concerns the dynamics of information flow (i.e., the
mechanisms through which information passes among
different parts of the mind). Freud (1900/1958a, 1915/1957,
1933/1964a) used a variety of analogies to describe informa-
tion movement among the conscious, preconscious, and un-
conscious, the most well-known of these being his gatekeeper
(who helped prevent unconscious information from reaching
conscious awareness), and anteroom (where preconscious in-
formation was held temporarily before being stored in the un-
conscious). Contemporary researchers (e.g., Baddeley, 1990)
have coined terms more scientific than those Freud used (e.g.,
central executive, visuospatial scratch pad), but in fact they
have not been much more successful than Freud was at spec-
ifying the psychological and neurological mechanisms that
mediate intrapsychic information flow.

The Psychosexual Stage Model

Freud clung to the drive model (and its associated topo-
graphic framework) for several decades, in part because of his
neurological background, but also because the drive model
helped him bridge the gap between biological instincts and
his hypothesized stages of development. By 1905, Freud had
outlined the key elements of his psychosexual stage model,
which argued that early in life humans progress through an
invariant sequence of developmental stages, each with its
own unique challenge and its own mode of drive (i.e., sexual)
gratification (Freud, 1905/1953, 1918/1955a). Freud’s psy-
chosexual stages—oral, anal, Oedipal, latency, and genital—
are well known even to nonpsychoanalytic psychologists. So
are the oral, anal, and Oedipal (or phallic) character types as-
sociated with fixation at these stages (Fisher & Greenberg,
1996). From a personality perspective, the psychosexual
stage model marks a turning point in the history of psycho-
analysis because it was only with the articulation of this

model that personality moved from the periphery to the cen-
ter of psychoanalytic theory.

Table 5.1 illustrates the basic organization of Freud’s
(1905/1953) psychosexual stage model. Frustration or over-
gratification during the infantile, oral stage was hypothesized
to result in oral fixation, and an inability to resolve the devel-
opmental issues that characterize this period (e.g., conflicts
regarding dependency and autonomy). The psychosexual
stage model further postulated that the orally fixated (or oral
dependent) person would (a) remain dependent on others for
nurturance, protection, and support; and (b) continue to ex-
hibit behaviors in adulthood that reflect the oral stage (i.e.,
preoccupation with activities of the mouth, reliance on food
and eating as a means of coping with anxiety). Research sup-
ports the former hypothesis, but has generally failed to con-
firm the latter (Bornstein, 1996).

A parallel set of dynamics (i.e., frustration or overgratifi-
cation during toilet training) were assumed to produce anal
fixation and the development of an anal character type. Be-
cause toilet training was viewed by Freud as a struggle for
control over one’s body and impulses, the anally fixated indi-
vidual was thought to be preoccupied with issues of control,
and his or her behavior would thus be characterized by a con-
stellation of three traits, sometimes termed the anal triad:
obstinacy, orderliness, and parsimony (Masling & Schwartz,
1979). Fixation during the Oedipal stage was presumed to
result in a personality style marked by aggressiveness,
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Id:  Present at birth.

Ego:  Age 2�; develops as a result
 of imperfect parenting and
 the child’s need to develop
 independent coping strategies.

Superego:  Age 5�; develops when the child
 becomes capable of internalizing
 abstract rules and principles
 as communicated by parents and
 others.

Figure 5.1 Development of the id, ego, and superego in classical psycho-
analytic theory.

TABLE 5.2 Conceptions of Personality Within Classical
Psychoanalytic Theory

Model Conception of Personality

Drive Personality traits as drive (instinct) derivatives.
Topographic Unconscious (repressed) material is a primary 

determinant of personality.
Psychosexual Fixation at a particular psychosexual stage 

leads to an associated character type.
Structural Id-ego-superego dynamics determine personality 

traits and coping strategies.

competitiveness, and a concern with status and influence
(Fisher & Greenberg, 1996; Juni, 1992).

Empirical studies have yielded mixed results with respect
to the anal and Oedipal stages. Studies support the existence
of an anal triad, but they do not support the critical role of
toilet training in the ontogenesis of these traits (Kline, 1981).
Similarly, research offers only mixed support for the concept
of an Oedipal personality type and offers little evidence for the
Oedipal dynamic as Freud conceived it (Fisher & Greenberg,
1996; Masling & Schwartz, 1979).

The Structural Model

Ultimately, Freud recognized certain explanatory limitations
in the topographic model (e.g., the model’s inability to ac-
count for certain forms of psychopathology), and as a result
he developed an alternative, complementary framework to
explain normal and abnormal personality development. Al-
though the structural model evolved over a number of years,
the theoretical shift from topography to structure is most
clearly demarcated by Freud’s (1923/1961) publication of
The Ego and the Id, wherein he described in detail the central
hypothesis underlying the structural model: the notion that
intrapsychic dynamics could be understood with reference
to three interacting mental structures called the id, ego, and
superego. The id was defined as the seat of drives and in-
stincts (a throwback to the original drive model), whereas the
ego represented the logical, reality-oriented part of the mind,
and the superego was akin to a conscience, or set of moral
guidelines and prohibitions (Brenner, 1973). Figure 5.1 illus-
trates the sequence of development of the id, ego, and super-
ego in Freud’s structural model.

According to the structural model, personality is derived
from the interplay of these three psychic structures, which
differ in terms of power and influence (Freud, 1933/1964a,
1940/1964b). When the id predominates, an impulsive,
stimulation-seeking personality style results. When the
superego is strongest, moral prohibitions inhibit impulses,
and a restrained, overcontrolled personality ensues. When
the ego (which serves in part to mediate id impulses and
superego prohibitions) is dominant, a more balanced set of
personality traits develop. Table 5.2 summarizes the psycho-
dynamic conceptualization of personality in Freud’s struc-
tural model, as well as within the drive, topographic, and
psychosexual stage models.

From 1923 until his death in 1939, Freud spent much of
his time elaborating the key principles and corollaries of the
structural model, and he extended the model to various areas
of individual and social life (e.g., humor, mental errors, cul-
tural dynamics, religious belief). He also made numerous

efforts to link the structural model to his earlier work in order
to form a more cohesive psychodynamic framework. For
example, Freud (and other psychoanalysts) hypothesized
that oral fixation was characterized in part by a prominent,
powerful id, whereas Oedipal fixation was characterized by
strong investment in superego activities. At the time of his
death, Freud was actively revising aspects of the structural
model (Fancher, 1973; Gay, 1988), and it is impossible to
know how the model would have developed had Freud con-
tinued his work. This much is certain, however: During the
decades wherein Freud explicated details of the structural
model of the mind, he altered it in myriad ways, and in doing
so he laid the foundation for several concepts that—many
years later—became key elements of modern psychoanalytic
theory.
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Neo-Analytic Models

Following Freud’s 1909 Clark University lectures, psycho-
analysis attracted large numbers of adherents from within the
medical and lay communities. At first, these adherents fol-
lowed Freud’s ideas with little questioning and minimal re-
sistance. By the early 1920s, however, competing schools
of psychoanalytic thought were beginning to emerge both in
Europe and in America. At first, the growth of these alterna-
tive psychodynamic frameworks was inhibited by Freud’s
strong personality and by the immense international popular-
ity of psychoanalytic theory (Hilgard, 1987; Torrey, 1992). It
was only upon Freud’s death in 1939 that competing psycho-
analytic perspectives blossomed into full-fledged theories in
their own right.

By the mid-1940s, the discipline had splintered into an
array of divergent theoretical perspectives. This splintering
process, which has continued (albeit in a somewhat abated
form) to the present day, is summarized graphically in
Figure 5.2. As Figure 5.2 shows, each post-Freudian psycho-
dynamic model was rooted in classical psychoanalytic theory,
but each drew upon ideas and findings from other areas of
psychology as well.

Several neo-analytic theories became particularly influ-
ential in the decades following Freud’s death. Among the
most important of these were Jung’s (1933, 1961) analyti-
cal psychology, Erikson’s (1963, 1968) psychosocial theory,
Sullivan’s (1947, 1953) interpersonal theory, and the quasi-
dynamic models of Adler (1921, 1923), Fromm (1941, 1947),
and Horney (1937, 1945). These theories shared a Freudian
emphasis on intrapsychic dynamics, childhood experiences,
and unconscious processes as determinants of personality
and psychopathology. However, each neo-analytic theorist
rejected the classical psychoanalytic emphasis on sexuality
as a key component of personality, and each theory sought to
supplant sexuality with its own unique elements. Key fea-
tures of the most prominent neo-analytic models are summa-
rized in Table 5.3.

Each neo-analytic model in Table 5.3 attained a loyal
following during its heyday, but for the most part these neo-
analytic models are no longer influential in mainstream psy-
chology. To be sure, aspects of these neo-analytic theories
continue to be discussed (and on occasion isomorphically
rediscovered by other personality theorists). However, with
the exceptions of Erikson and Sullivan, the neo-analytic
theories summarized in Table 5.3 have comparatively few
adherents today, and they do not receive much attention within
the clinical and research communities.

Erikson’s (1963, 1968) psychosocial approach continues
to have a strong impact on personality and developmental
research (Franz & White, 1985). Sullivan’s (1953, 1956)
interpersonal theory not only helped lay the groundwork for

19th-century philosophy,
neurology, psychiatry,
and academic psychology

Cognitive, social,
and developmental
psychology

Behavioral,
cognitive, and
humanistic
treatment models

Neo-Analytic
Models

Self
Psychology

Object Relations
Theory

Contemporary
Integrative
Theories

Classical
Psychoanalytic

Theory

Figure 5.2 Evolution of psychodynamic models of personality; arrows in-
dicate the influence of earlier theories/perspectives on later ones.

TABLE 5.3 Neo-Analytic Models of Personality

Theorist Key Assumption Key Terms/Concepts

Adler Family dynamics (especially Striving for
birth order) are primary superiority,
determinants of personality. inferiority complex

Erikson Social interactions between Psychosocial stages,
individual and significant developmental
others are key in personality crises
development.

Fromm Personality is best understood Authoritarianism
with reference to prevailing
social and political (as well
as intrapsychic) forces.

Horney Infantile dependency- Basic anxiety
powerlessness is key to
personality.

Jung Personality is shaped by Archetypes,
spiritual forces as well as collective
by biological and social unconscious
variables.

Sullivan Personality can only be Personifications,
conceptualized within the developmental
context of an individual’s epochs
core relationships.
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object relations theory and self psychology (described later
in this chapter), but continues to influence developmental
research on adolescence (Galatzer-Levy & Cohler, 1993),
as well as psychodynamic writing on treatment of severe
pathology (Kernberg, 1984; Millon, 1996).

Object Relations Theory and Self Psychology

Although the influence of most neo-analytic models has
waned, two other psychodynamic frameworks that evolved
out of Freud’s work—object relations theory and self
psychology—remain very much a part of mainstream psy-
choanalytic theory and practice. Both frameworks developed
out of early work in ego psychology, an offshoot of the clas-
sical model; this model updated Freud’s thinking on the role
of the ego in personality development. Where Freud had con-
ceptualized the ego primarily in terms of its reality-testing
and defensive functions, ego psychologists posited that the
ego plays another equally important role in intrapsychic
life—setting goals, seeking challenges, striving for mastery,
and actualizing potential (Hartmann, 1964). Within this line
of thinking, the ego was seen as an autonomous, conflict-free
structure, rather than an entity that simply responded to
the demands of id, superego, and the external world. Ego psy-
chologists’ reconceptualization of the ego set the stage for
object relations theory and self psychology.

Object Relations Theory

Although there are several distinct variants of object relations
theory (see Greenberg & Mitchell, 1983), they share a core be-
lief that personality can be analyzed most usefully by examin-
ing mental representations of significant figures (especially
the parents) that are formed early in life in response to interac-
tions taking place within the family (Gill, 1995; Winnicott,
1971). These mental representations (sometimes called intro-
jects) are hypothesized to serve as templates for later interper-
sonal relationships, allowing the individual to anticipate the
responses of other people and draw reasonably accurate infer-
ences regarding others’ thoughts, feelings, goals, and motiva-
tions (Sandler & Rosenblatt, 1962). Mental representations of
the parents—parental introjects—also allow the individual to
carry on an inner dialogue with absent figures. This inner dia-
logue helps modulate anxiety and enables the person to make
decisions consistent with values and beliefs acquired early in
life (Fairbairn, 1952; Jacobson, 1964).

One of the most prominent object relations models of per-
sonality today is Blatt’s (1974, 1991) anaclitic-introjective
framework. Blending psychoanalytic theory with research in
cognitive development, Blatt postulated that the structure of

an individual’s parental introjects play a key role in personal-
ity development and dynamics. When introjects are weak (or
even absent), an anaclitic personality configuration results,
characterized by dependency, insecurity, and feelings of
helplessness and emptiness. When introjects are harsh and
demanding, an introjective personality configuration is pro-
duced, characterized by feelings of guilt, failure, worthless-
ness, and self-loathing. A plethora of studies have shown that
Blatt’s anaclitic-introjective distinction helps predict risk for
psychopathology and physical illness, the form that psy-
chopathology and illness will take, the kinds of stressful
events that are likely to be most upsetting to the individual,
and the types of interventions that will effect therapeutic
change most readily (Blatt & Homann, 1992; Blatt & Zuroff,
1992).

Self Psychology

Self psychologists share object relations theorists’ emphasis
on mental representations as the building blocks of personal-
ity. However, self psychologists contend that the key introjects
are those associated with the self, including selfobjects (i.e.,
representations of self and others that are to varying degrees
merged, undifferentiated, and imperfectly articulated). Self
psychology developed in part in response to analysts’ interest
in treating severe personality disorders and other treatment-
resistant forms of psychopathology (Goldberg, 1980; Kohut,
1971). The development of self psychology was also aided by
a recognition that the knowledge base of analytic theory and
practice could be enriched if greater attention were paid to the
ontogenesis of the self in the context of early child-caregiver
relationships (see Mahler, Pine, & Bergman, 1975).

The most widely known self psychology framework was
first described by Kohut (1971, 1977). Kohut postulated that
empathic and supportive early interactions resulted in the
construction of a secure, cohesive autonomous self, with
sufficient resources to deal with the stresses and challenges of
intimacy. In contrast, disturbances in infant-caregiver interac-
tions were hypothesized to result in damage to the self along
with impairments in evocative constancy (i.e., the ability to
generate stable mental images of self and absent others) and
an inability to tolerate true intimacy with others. A variety of
narcissistic disorders result from damage to the self—and al-
though these narcissistic disorders range in severity from
moderate to severe, all reflect the individual’s inability to
maintain a cohesive sense of self, except when recapitulating
specific (often destructive) interaction patterns. Empirical
data testing Kohut’s model are less plentiful than those as-
sessing various object relations frameworks, but studies offer
indirect support for Kohut’s contention that early difficulties
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within the infant-caregiver unit result in subsequent character
pathology and may predict the form that character pathol-
ogy will take (Galatzer-Levy & Cohler, 1993; Masling &
Bornstein, 1993).

Contemporary Integrative Models

Object relations theory and self psychology have revived aca-
demic psychologists’ interest in psychodynamic ideas during
the past several decades, in part because they represent nat-
ural bridges between psychoanalytic theory and research in
other areas of psychology (e.g., cognitive, social, develop-
mental; see Barron, Eagle, & Wolitzky, 1992; Masling &
Bornstein, 1994; Shapiro & Emde, 1995). While object rela-
tions theory and self psychology continue to flourish, a paral-
lel stream of theoretical work has developed that focuses on
integrating psychodynamic models of personality with ideas
and findings from competing clinical frameworks.

As Figure 5.1 shows, contemporary integrative psychody-
namic models draw from both object relations theory and self
psychology (and to some extent, from classical psychoana-
lytic theory as well). Unlike most earlier psychodynamic the-
ories, however, these integrative frameworks utilize concepts
and findings from other schools of clinical practice (e.g., cog-
nitive, behavioral, humanistic) to refine and expand their
ideas. Some integrative models have gone a step further,
drawing upon ideas from neuropsychology and psychophar-
macology in addition to other, more traditional areas.

There are almost as many integrative psychodynamic mod-
els as there are alternative schools of psychotherapeutic
thought.Among the most influential models are those that link
psychodynamic thinking with concepts from cognitive ther-
apy (Horowitz, 1988; Luborsky & Crits-Christoph, 1990), be-
havioral therapy (Wachtel, 1977), and humanistic-existential
psychology (Schneider & May, 1995). Other integrative mod-
els combine aspects of psychoanalysis with strategies and
principles from family and marital therapy (Slipp, 1984).
Needless to say, not all analytically oriented psychologists
agree that these integrative efforts are productive or desirable.
Moreover, the question of whether these integrative frame-
works are truly psychoanalytic or have incorporated so many
nonanalytic principles as to be something else entirely is
a matter of considerable debate within the psychoanalytic
community.

PSYCHOANALYTIC PERSONALITY THEORIES:
BRINGING ORDER TO CHAOS

Given the burgeoning array of disparate theoretical per-
spectives, a key challenge confronting psychodynamic theo-
rists involves finding common ground among contrasting

viewpoints. Although there are dozens of psychodynamically
oriented models of personality in existence today, all these
models have had to grapple with similar theoretical and
conceptual problems. In the following sections, I discuss how
contemporary psychodynamic models have dealt with three
key questions common to all personality theories.

Personality Processes and Dynamics

Three fertile areas of common ground among psychodynamic
models of personality involve motivation, mental structure
and process, and personality stability and change.

Motivation

With the possible exception of the radical behavioral ap-
proach, every personality theory has addressed in detail the
nature of human motivation—that set of unseen internal
forces that impel the organism to action (see Emmons, 1997;
Loevinger, 1987; McAdams, 1997). Although classical psy-
choanalytic theory initially conceptualized motivation in
purely biological terms, the history of psychoanalysis has
been characterized by an increasing emphasis on psycholog-
ical motives that are only loosely based in identifiable physi-
ological needs (Dollard & Miller, 1950; Eagle, 1984).

During the 1940s and 1950s, evidence from laboratory
studies of contact-deprived monkeys (Harlow & Harlow,
1962) and observational studies of orphaned infants from
World War II (Spitz, 1945, 1946) converged to confirm that
human and infrahumans alike have a fundamental need for
contact comfort and sustained closeness with a consistent
caregiver. Around this time, developmental researchers were
independently formulating theories of infant-caregiver at-
tachment that posited a separate need to relate to the primary
caregiver of infancy and specified the adverse consequences
of disrupted early attachment relationships (Ainsworth, 1969,
1989; Bowlby, 1969, 1973).

Object relations theorists and self psychologists integrated
these developmental concepts and empirical findings into
their emerging theoretical models, so that by the late 1960s
most psychodynamic psychologists assumed the existence of
one or more psychological drives related to contact comfort
(e.g., Kernberg, 1975; Kohut, 1971; Winnicott, 1971). Theo-
rists emphasized the critical importance of interactions that
take place within the early infant-caregiver relationship, not
only because these interactions determined the quality of con-
tact comfort available to the infant, but also because positive
interactions with a nurturing caregiver were necessary for the
construction of a cohesive sense of self (Kohut, 1971; Mahler
et al., 1975); stable, benevolent introjects (Blatt, 1974, 1991);
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and useful mental models of self-other interactions (Main,
Kaplan, & Cassidy, 1985).

Mental Structure and Process

Along with psychoanalysts’ recognition that mental images
of self and others were key building blocks of person-
ality came a change in the way the structures and processes
of personality were conceptualized. Terms like introject,
schema, and object representation gradually took their place
alongside those of Freud’s structural model as cornerstones
of psychoanalytic theory and therapy (Bornstein, 1996;
Greenberg & Mitchell, 1983). Analysts recognized that in ad-
dition to mental images of self and others, a key derivative of
early relationships was the formation of internal working
models of self-other interactions (sometimes identified as
scripts). This alternative conceptualization of the nature of
mental structure not only enabled psychodynamic theorists
to derive new treatment approaches (especially for working
with character-disordered patients), but also helped con-
nect psychodynamic models with research in attachment the-
ory and social cognition (Galatzer-Levy & Cohler, 1993;
Masling & Bornstein, 1994).

This language shift not only was due to theoretical changes,
but also reflected a need to develop a psychoanalytic terminol-
ogy that was less abstract and closer to the day-to-day experi-
ence of psychoanalytic patients. In fact, close analysis of
psychoanalytic discourse during the early days of object rela-
tions theory indicated that this terminological evolution was
already underway, regardless of the fact that some newfound
language was only gradually becoming formalized within the
extant psychoanalytic literature.

In this context, Mayman (1976) noted that at any given
time, a psychoanalytic theorist or practitioner may use sev-
eral different levels of discourse to communicate theoretical
concepts. At the top of this framework is psychoanalytic
metapsychology—the complex network of theoretical con-
cepts and propositions that form the infrastructure of psycho-
analysis. Metapsychological terms are often abstract, rarely
operationalizable, and typically used in dialogue with other
theorists and practitioners. The concepts of libido and selfob-
ject are examples of language most closely associated with
psychoanalytic metapsychology.

The middle-level language of psychoanalysis incorporates
the constructs used by theorists and practitioners in their own
day-to-day work. It is the language in which psychoanalysts
conceptualize problems and communicate informally—the
kind of language likely to turn up in the heart of a case study
or in a set of clinical notes. The terms oral dependent and
sublimation are examples of the middle-level language of
psychoanalysis.

The bottom level of psychoanalytic language centers on
the experience-near discourse that characterizes therapist-
patient exchanges within an analytic session. Less formal than
Mayman’s (1976) middle-level language, this experience-
near discourse is intended to frame psychoanalytic concepts
in a way that resonates with a patient’s personal experience
without requiring that he or she have any understanding of
psychoanalytic metapsychology. When an analyst discusses a
patient’s “aggressive impulses” or “sibling rivalry,” that ana-
lyst has translated an abstract concept into experience-near
terms.

Thus, like most personality theorists, psychoanalysts
today conceptualize mental structures and processes on
several levels simultaneously. Unfortunately, it has taken
psychoanalytic psychologists a long time to develop an expe-
rience-near language for day-to-day work—longer perhaps
than it has taken psychologists in other areas. On the positive
side, however, in recent years psychoanalytic theorists have
addressed this issue more openly and systematically than
have theorists from other theoretical backgrounds (e.g., see
Horowitz, 1991; Kahn & Rachman, 2000).

Personality Stability and Change

The parallel conceptualization of psychoanalytic concepts in
relational terms introduced a fundamentally new paradigm
for thinking about continuity and change in personality de-
velopment and dynamics. In addition to being understood in
terms of a dynamic balance among id, ego, and superego,
stability in personality was now seen as stemming from con-
tinuity in the core features of key object representations (in-
cluding the self-representation; see Blatt, 1991; Bornstein,
1996). In this context, personality change was presumed to
occur in part because internalized representations of self and
other people changed as a result of ongoing inter- and intra-
personal experiences (Schafer, 1999).

This alternative framework influenced psychoanalytic the-
ories of normal personality development and led to a plethora
of studies examining the intrapsychic processes involved in
therapeutic resistance, transference, and cure (Blatt & Ford,
1994; Luborsky & Crits-Christoph, 1990). It also called theo-
rists’ attention to the critical importance of present-day expe-
riences in moderating long-term psychodynamic processes.
One important consequence of newfound concepts of person-
ality stability and change was a continuing shift from past to
present in the study of psychodynamics (Spence, 1982).

Insight, Awareness, and Coping

As noted earlier, a key tenet of all psychodynamic models is
that unconscious processes are primary determinants of
thought, emotion, motivation, and behavior. To the degree that
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people have only limited introspective access to these under-
lying causes, they have only limited control over these
processes as well. In part as a consequence of their emphasis
on unconscious processes, psychodynamic theorists are unan-
imous in positing that a certain degree of self-deception is
characteristic of both normal and abnormal functioning: Not
knowing why we are driven to behave in a certain way, but
needing to explain our behavior to ourselves, we generate
explanations that may or may not have anything to do with the
real causes of behavior (e.g., see Bornstein, 1999b). More-
over, when feelings, thoughts, and motivations produce anxi-
ety (including guilt), we invoke coping strategies called ego
defenses to minimize these negative reactions and to hide
them from ourselves (Cramer, 2000).

The once-radical notion of defensive self-deception is
now widely accepted among psychoanalytic and nonpsycho-
analytic psychologists alike. Research in social cognition
(attribution theory in particular) confirms that systematic, pre-
dictable distortions in our perceptions of self and others are a
normal part of everyday life (Kihlstrom, 1987; Robins & John,
1997). Although the language of attribution theory differs
substantially from that of psychoanalysis, scrutiny reveals a
remarkable degree of convergence between these two frame-
works. Moreover, researchers have begun to bridge the gap be-
tween these ostensibly divergent theoretical perspectives,
uncovering a surprising degree of overlap in the process.

One area in which psychodynamic models of defensive
self-deception diverge from social psychological models of
this phenomenon is in the explanations of why these distor-
tions occur. Although both models agree that these distortions
stem largely (but not entirely) from self-protective processes,
only psychoanalytic theories explicitly link these distor-
tions to an identifiable set of unconsciously determined strate-
gies termed ego defenses. Social cognitive researchers have
tended to favor explanatory models that emphasize limitations
in the human information-processing apparatus and mental
shortcuts that arise from the need to process multiple sources
of information simultaneously as key factors in our cognitive
biases and distortions of self and others (Robins & John,
1997). Recent work in terror management theory represents a
potential bridge between psychodynamic and social-cognitive
work in this area, insofar as the terror management theory
model specifies how distortions in inter- and intrapersonal
perception simultaneously reflect defensive processes and
information-processing limitations (Pyszczynski, Greenberg,
& Solomon, 1999).

Ironically, the concept of the ego defense—now central to
psychodynamic models of personality—did not receive much
attention during the theory’s formative years. In fact, Janet
paid greater attention to the defense concept than Freud did

(Perry & Laurence, 1984), and in certain respects Janet’s po-
sition regarding this issue has turned out to be more accurate
than Freud’s has (see Bowers & Meichenbaum, 1984). Evi-
dence suggests that a conceptualization of defensive activity
as narrowing of consciousness may be more valid and heuris-
tic than is the classic psychoanalytic conceptualization of de-
fense in terms of exclusion (or barring) of material from
consciousness (Cramer, 2000; cf. Erdelyi, 1985).

Although Freud discussed certain ego defenses (e.g., re-
pression, projection, sublimation) in his theoretical and clini-
cal writings, it was not until Anna Freud’s (1936) publication
of The Ego and the Mechanisms of Defense that any effort was
made to create a systematic, comprehensive listing of these
defensive strategies. Most of the ego defenses discussed by A.
Freud continue to be discussed today, although some have
fallen out of favor, and new ones have been added as empiri-
cal research on defenses began to appear following A. Freud’s
(1936) seminal work.

In the decades following A. Freud’s (1936) publication,
several alternative methods for conceptualizing ego defenses
were offered. The most influential of these are summarized in
Table 5.4. As Table 5.4 shows, differences among the individ-
ual defense, defense style, and defense cluster models have
less to do with the way that specific defensive processes are
conceptualized and more to do with how these processes
are organized and relate to one another. Each approach to
conceptualizing and organizing ego defenses has its own as-
sociated measurement strategy (technique), its own research
base, and its own adherents within the discipline.

The combined influences of unconscious processes and ego
defenses raise the unavoidable question of whether within the

TABLE 5.4 Perspectives on Ego Defenses

Perspective Key Contributors Key Terms

Individual S. Freud, A. Freud Specific defenses:
defenses Repression

Projection
Denial
Sublimation
Displacement

Defense style Ihilevich & Gleser Defense styles:
approach Reversal

Projection
Principalization

Turning against object
Turning against self

Defense Vaillant Defense levels-clusters:
levels-clusters Adaptive-mature

Maladaptive-immature
Image distorting
Self-sacrificing

Note. Detailed discussions of these three perspectives are provided by
Cramer (2000), Ihilevich & Gleser (1986, 1991), and Vaillant (1986).
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psychodynamic framework humans are seen as inherently
irrational creatures. Like most questions in psychoanalysis,
this one has more than one answer. On the one hand, humans
are indeed irrational—driven by forces they do not understand,
their thoughts and feelings are distorted in ways they cannot
control. On the other hand, humans are as rational as can be ex-
pected given the constraints of their information-processing
skills, their need to cope with and manage anxiety, and the
adaptations necessary to survive in an unpredictable, threaten-
ing world. Within the psychodynamic framework, all humans
are irrational, but most are irrational in a rational way.

Normal and Pathological Functioning

As any psychologist knows, all humans may be irrational,
but some are more irrational than others. Like most person-
ality theorists, psychoanalysts see psychopathology as re-
flected in a greater-than-expected degree of self-destructive,
self-defeating (i.e., irrational) behavior (Millon, 1996). In
most psychodynamic frameworks, psychopathology is also
linked with increased self-deception, decreased insight into
the underlying causes of one’s behavior, and concomitant
limitations in one’s ability to modify dysfunctional inter-
action patterns and alter self-defeating responses (Eagle,
1984).

Psychodynamic models conceptualize psychopathology
in terms of three general processes: (a) low ego strength,
(b) maladaptive ego defenses, and (c) dysfunctional introjects.
Low ego strength contributes to psychopathology because the
ego cannot execute reality testing functions adequately; intra-
and interpersonal distortions increase. Maladaptive defenses
prevent the individual from managing stress and anxiety ade-
quately leading to higher levels of self-deception, increased
perceptual bias, and decreased insight. Dysfunctional intro-
jects (including a distorted or deficient self-representation)
similarly lead to inaccurate perceptions of self and others, but
they also foster dysfunctional interaction patterns and propa-
gate problematic interpersonal relationships.

A key premise of the psychoanalytic model of psy-
chopathology is that psychological disorders can be divided
into three broad levels of severity (Kernberg, 1970, 1975).
The classic conceptualization of this three-level framework
invokes the well-known terms neurosis, character disorder,
and psychosis. In most instances, neuroses are comparatively
mild disorders which affect only a few areas of functioning
(e.g., phobias). Character disorders are more pervasive, long-
standing disorders associated with problematic social rela-
tionships, distorted self-perception, and difficulties with
impulse control (e.g., borderline personality disorder). Psy-
choses are characterized by severely impaired reality testing

and low levels of functioning in many areas of life (e.g.,
schizophrenia).

Although this tripartite model is both theoretically heuris-
tic and clinically useful, it is important not to overgeneralize
regarding differences among different levels of functioning.
There are great variations in both severity and chronicity
within a given level (e.g., certain neuroses may be more debil-
itating than an ostensibly more severe personality disorder).
In addition, there is substantial comorbidity—both within and
between levels—so that a disordered individual is likely to
show multiple forms of psychopathology (Bornstein, 1998;
Costello, 1995).

As Table 5.5 shows, all three dimensions of intrapsychic
dysfunction—low ego strength, maladaptive defenses, and
dysfunctional introjects—can be mapped onto the tripartite
psychopathology model. In this respect, the model represents
an integrative framework that links different psychodynamic
processes and connects the psychoanalytic model with con-
temporary diagnostic research. Although the term neurosis is
rarely used today in mainstream psychopathology research,
perusal of contemporary diagnostic frameworks (including
the DSM-IV; APA, 1994) confirms that the tripartite model
has had a profound influence on the way practitioners con-
ceptualize and organize psychological disorders (see also
Masling & Bornstein, 1994, and Millon, 1996, for discus-
sions of this issue).

PSYCHOANALYSIS AND CONTEMPORARY
PSYCHOLOGY: RETROSPECT AND PROSPECT

Psychodynamic models of personality occupy a unique place
in contemporary psychology. On the one hand, they continue
to be roundly criticized—perceived by those within and out-
side the discipline as untested and untestable and denigrated
by skeptics as a quasi-phrenological pseudoscience that has
hindered the progress of both scientific and clinical psychol-
ogy. On the other hand, Freud’s theory continues to fascinate
many, occupying a central place in undergraduate and gradu-
ate psychology texts and influencing in myriad ways our

TABLE 5.5 Levels of Psychopathology in Psychodynamic Theory

Level Ego Strength Ego Defenses Introjects

Neurosis High Adaptive-mature Articulated-
(displacement, differentiated
sublimation) and benign

Character Variable Maladaptive-immature Quasi-articulated,
disorder (denial, projection) malevolent, or both

Psychosis Low Maladaptive-immature Unarticulated-
or nonexistent undifferentiated

and malevolent
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understanding of ourselves and our culture. In these final sec-
tions, I discuss the place of psychoanalysis in contemporary
psychology and speculate about its future.

Testing Psychoanalytic Theories

Within the psychoanalytic community, few issues are as
controversial as the nature of evidence in psychoanalysis
(see Grunbaum, 1984, for a detailed discussion of this issue).
Because psychoanalysis focuses on the in-depth understand-
ing of individuals, many of the theory’s adherents argue that
research aimed at confirming general principles of human
functioning is of little value (e.g., see Gedo, 1999). Others
maintain that without a strong nomothetic research base, psy-
chodynamic theory can never be refined and updated based
on our evolving understanding of brain, mind, and behavior
(Bornstein, 2001).

The controversy regarding the nature of psychoanalytic
evidence dates almost to the inception of the theory itself.
Although Freud started his career as a researcher, his attitude
toward traditional scientific methods became increasingly
dismissive as time went on (Fisher & Greenberg, 1996;
Masling & Schwartz, 1979). By the 1920s, psychoanalytic
theory had become quite distant from its roots in the natural
sciences. With this distancing came an increasing discomfort
with traditional nomothetic research methods and a shift
toward idiographic data, which most theorists and practi-
tioners saw as being ideally suited to both testing and refin-
ing psychoanalytic hypotheses via close analysis of clinical
material.

Psychoanalytic theories of personality continue to be
strongly influenced by data obtained in the treatment setting.
The case reports of psychoanalytic practitioners are still used
to formulate general principles of psychopathology, after
which these case-derived general principles are reapplied to
new cases. Although for many years psychoanalytic psycholo-
gists accepted the heuristic value of case studies with little out-
ward resistance, this situation is changing, and contemporary
theorists and researchers have begun to question the near-
exclusive emphasis on case material in psychoanalytic theory-
building (Bornstein, 2001; Bornstein & Masling, 1998).

Although psychodynamic theorists have tended to place
the greatest value on material derived from the psychoana-
lytic treatment session, other forms of idiographic evidence
(e.g., anthropological findings, literary records) have also
been used to assess psychoanalytic ideas. Needless to say,
psychodynamic theorists’ devotion to idiographic methods
has led to widespread criticism from within and outside
psychology. Proponents of the nomothetic approach maintain
that idiographic data—especially those obtained behind

closed doors—are neither objective nor replicable, and pro-
vide little compelling evidence for the validity of psychoana-
lytic concepts or the efficacy of psychoanalytic treatment
(Crews, 1998; Macmillan, 1996).

The Researcher-Practitioner Split

A noteworthy difference between psychoanalysis and other
models of personality becomes apparent when one contrasts
the theoretical orientations of practitioners with those of
academics. Although there are few practicing psychoanalysts
outside large metropolitan centers, a sizable minority of
clinical psychologists acknowledge the impact of psychody-
namic principles on their day-to-day clinical work (Norcross,
Karg, & Prochaska, 1997). In contrast, few personality re-
searchers are openly psychodynamic despite the fact that
many concepts in contemporary nonanalytic models of per-
sonality are rooted to varying degrees in psychodynamic
ideas (Bornstein, 2001).

This researcher-practitioner divide is in part political.
During the 1960s and 1970s, behavioral, cognitive, and hu-
manistic personality theorists deliberately distanced them-
selves from psychoanalytic theory. For behaviorists, this
distancing was a product of their core assumptions and be-
liefs, which clearly conflict with those of psychoanalysis. For
cognitivists and humanists, however, the split with psycho-
analysis was aimed at enhancing the status of their theories.
During this era, it was important for these burgeoning models
to distinguish themselves from long-standing psychoanalytic
principles in order to assert the uniqueness of their perspec-
tives. Even when parallel concepts arose in these models, the-
orists emphasized the differences from psychoanalysis rather
than focusing on their commonality.

The situation has changed somewhat in recent years:
Now that the cognitive and humanistic perspectives are
well-established, there has been a slow and subtle reconcilia-
tion with Freudian ideas. In the case of humanistic psy-
chology, there has even some explicit acknowledgment of
the discipline’s Freudian roots. Even contemporary trait
approaches—which have historically been strongly bound to
the biological and psychometric traditions—have begun to
integrate psychodynamic principles into their models and
methods (e.g., see Pincus & Wilson, 2001).

Freud’s Cognitive Revolution

The theory that upended mainstream neuroscience a century
ago has had a significant impact on cognitive psychology
within the past two decades. Although the synergistic inter-
change between these two fields dates back at least to the
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1960s, the impact of Freud’s cognitive revolution only be-
came widely accepted with the publication of Erdelyi’s
(1985) landmark analysis of the interface between cognitive
psychology and psychoanalysis. Erdelyi’s work demon-
strated that many psychoanalytic concepts dovetailed well
with prevailing models of perception, memory, and informa-
tion processing, and set the stage for an increasingly produc-
tive interchange between psychodynamic researchers and
cognitive psychologists (e.g., see Bucci, 1997; Horowitz,
1988; Stein, 1997).

The language of the topographic model—conscious, un-
conscious, and preconscious—continues to be used to a sur-
prising degree, even by researchers unaffiliated with (and
often unsympathetic to) Freudian ideas. Moreover, recent re-
search in perception without awareness, implicit learning,
and implicit memory draws heavily from psychodynamic
concepts (Bornstein & Masling, 1998; Bornstein & Pittman,
1992). Despite psychoanalysts’ long-standing resistance to
nomothetic research methods, psychoanalytic principles have
undeniably been affected by laboratory research in these
other related areas.

Although it was largely unacknowledged at the time, the
integration of psychoanalysis and cognitive psychology was
central to the development of object relations theory and re-
sulted in substantive reconceptualization of such traditional
psychoanalytic concepts as transference, repression, and
screen (or false) memories (Bornstein, 1993; Bowers, 1984;
Eagle, 2000; Epstein, 1998). As cognitive psychology contin-
ues to integrate findings from research on attitudes and emo-
tion (resulting in the study of hot, or affect-laden cognitions),
the psychodynamics of perception, memory, and information
processing are increasingly apparent.

A likely consequence of this ongoing integration will be
the absorption of at least some psychodynamic principles
into models of problem solving, concept formation, and
heuristic use. Studies confirm that systematic distortions and
biases in these mental processes are due in part to constraints
within the human information-processing system (Gilovich,
1991), but this does not preclude the possibility that motiva-
tional factors (including unconscious motives and their asso-
ciated implicit memories) may also influence psychological
processes that were once considered largely independent of
personality and psychopathology factors (McClelland,
Koestner, & Weinberger, 1989).

Developmental Issues

A second domain of contemporary psychology that has been
strongly influenced by psychodynamic models is the study of
human development. There is a natural affiliation between

developmental psychology and the psychodynamic emphasis
on stages of growth, familial influences, and the formation of
internal mental structures that structure and guide behavior
(Eagle, 1996; Emde, 1992; Stern, 1985). Theorists in both
areas have built upon and deepened this natural affiliation.

In contrast to cognitive psychology, the exchange between
psychoanalysis and developmental psychology has been
openly acknowledged from the outset (see Ainsworth,
1969, 1989). Moreover, the psychoanalysis–developmental-
psychology interface is synergistic: Just as models of child
and adolescent development have been affected by psycho-
dynamic concepts, psychoanalytic models of personality for-
mation and intrapsychic dynamics have been affected by
developmental research on attachment, emotions, and cogni-
tive development (Emde, 1992). At this point in the history of
psychology, the proportion of developmental psychologists
receptive to psychoanalytic ideas is probably higher than that
found in any other subdiscipline of psychology (with the pos-
sible exception of clinical psychology).

Ironically, although Freud denied the existence of person-
ality development postadolescence, there has been a surpris-
ing amount of empirical research on the psychodynamics of
aging. Beginning with Goldfarb’s (1963) work, theoreticians
and researchers have explored myriad aspects of the psycho-
dynamics of late-life development (e.g., see Ainsworth,
1989; Galatzer-Levy & Cohler, 1993). With the advent of
more sophisticated multistore models of memory, the links
between psychodynamic processes and injury- and illness-
based dementia have also been delineated.

Psychoanalytic Health Psychology

Over the years, psychoanalysis has had an ambivalent rela-
tionship with health psychology (Duberstein & Masling,
2000). In part, this situation reflects Freud’s own ambivalence
regarding the mind-body relationship. After all, the great in-
sight that led Freud to develop his topographic and structural
models of the mind—in many ways, the raison d’être of psy-
choanalysis itself—was the idea that many physical symp-
toms are the product of psychological conflicts rather than of
organic disease processes (Bowers & Meichenbaum, 1984;
Erdelyi, 1985). Freud’s early interest in conversion disorders
and hysteria set the stage for a psychoanalytic psychology
that emphasized mental—not physical—explanations for
changes in health and illness states.

Beginning in the 1920s, however, Deutsch (1922, 1924)
and others argued that underlying psychodynamic processes
could have direct effects on the body’s organ systems. The no-
tion that unconscious dynamics could influence bodily func-
tioning directly was extended and elaborated by Alexander
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(1950, 1954), who developed a detailed theoretical framework
linking specific psychodynamic processes with predictable
physiological sequelae and illness states. When Sifneos
(1972) articulated his empirically grounded, psychoanalyti-
cally informed model of alexithymia (i.e., an inability to ver-
balize emotions), the stage was set for the development of a
truly psychoanalytic health psychology. The key hypotheses
of Sifneos’s approach—that unverbalized emotions can have
myriad destructive effects on the body’s organ systems—
helped lay the groundwork for several ongoing health psy-
chology research programs that are to varying degrees rooted
in psychodynamic concepts. Research on health and hardiness
(Kobasa, 1979), stress and coping (Pennebaker & O’Heeron,
1984), emotional disclosure and recovery from illness
(Spiegel, Bloom, Kraemer, & Gottheil, 1989), and the “Type
C” (cancer-prone) personality (Temoshok, 1987) are all based
in part in psychodynamic models of health and illness.

The Opportunities and Challenges of Neuroscience

Some of the first contemporary efforts to integrate psychoan-
alytic principles with findings from neuroscience involved
sleep and dreams (Hobson, 1988; Winson, 1985). Although
the language of Freudian dream theory is far removed from
that of most neuropsychological models, work in this area has
revealed a number of heretofore unrecognized convergences
between the psychodynamics and neurology of dreaming. In
fact, contemporary integrative models of dream formation
now incorporate principles from both domains, setting the
stage for extension of this integrative effort to other aspects
of mental life.

Neuroimaging techniques such as the computerized axial
tomography (CAT) scan, the positron-emission tomography
(PET) scan, and magnetic resonance imaging (MRI) have
begun to play a leading role in this ongoing psychoanalysis-
neuroscience integration. Just as neuroimaging techniques
have allowed memory researchers to uncover the neural un-
derpinnings of previously unseen encoding and retrieval
processes, functional magnetic resonance imaging (fMRI)
have enabled dream researchers to record on-line visual rep-
resentations of cortical activity associated with different
sleep stages and experiences.

Two psychodynamically relevant issues now being studied
via fMRI (functional MRI) and other neuroimaging techniques
are unconscious processes (e.g., implicit perception and learn-
ing) and psychological defenses (Schiff, 1999; Walla, Endl,
Lindinger, & Lang, 1999). In general, evidence suggests that
implicit processes are centered in mid- and hindbrain regions
to a greater degree than are explicit processes—a finding
that dovetails with Freud’s own hypotheses as well as with

recent evolutionary interpretations of psychodynamic princi-
ples (Slavin & Kriegman, 1992). Neuroimaging studies of de-
fensive mental operations are still in their infancy, but
preliminary findings suggests that the process of biasing and
distorting previously-encoded information involves predictable
patterns of cortical (and possibly subcortical) activation.

CONCLUSION: THE PSYCHOLOGY
OF PSYCHODYNAMICS AND THE
PSYCHODYNAMICS OF PSYCHOLOGY

Despite their limitations, psychodynamic models of person-
ality have survived for more than a century, reinventing
themselves periodically in response to new empirical find-
ings, theoretical shifts in other areas of psychology, and
changing social and economic forces. Stereotypes notwith-
standing, psychodynamic models have evolved considerably
during the twentieth century and will continue to evolve dur-
ing the first decades of the twenty-first century as well.

For better or worse, psychoanalytic theory may be the
closest thing to an overarching field theory in all of psychol-
ogy. It deals with a broad range of issues—normal and patho-
logical functioning, motivation and emotion, childhood and
adulthood, individual and culture—and although certain
features of the model have not held up well to empirical test-
ing, the model does have tremendous heuristic value and
great potential for integrating ideas and findings in disparate
areas of social and neurological science.

More than a century ago, Freud (1895b) speculated that
scientists would be resistant to psychoanalytic ideas because
of the uncomfortable implications of these ideas for their
own functioning. Whether or not he was correct in this re-
gard, it is true that psychodynamic models of personality
provide a useful framework for examining ourselves and our
beliefs. Clinical psychologists have long used psychoana-
lytic principles to evaluate and refine their psychotherapeu-
tic efforts. Scientists have not been as open to this sort of
self-scrutiny. There is, however, a burgeoning literature on
the biases and hidden motivations of the scientist (Bornstein,
1999a; Mahoney, 1985), and psychodynamic models of
personality may well prove to contribute a great deal to this
literature.

REFERENCES

Adler, A. (1921). Understanding human nature. New York: Fawcett.

Adler, A. (1923). The practice and theory of individual psychology.
London: Routledge & Kegan Paul.



References 131

Ainsworth, M. D. S. (1969). Object relations, dependency, and at-
tachment: A theoretical review of the infant-mother relationship.
Child Development, 40, 969–1025.

Ainsworth, M. D. S. (1989). Attachments beyond infancy. American
Psychologist, 44, 709–716.

Alexander, F. (1950). Psychosomatic medicine. New York: W. W.
Norton.

Alexander, F. (1954). The scope of psychoanalysis. New York: Basic
Books.

American Psychiatric Association (1994). Diagnostic and statistical
manual of mental disorders (4th ed.). Washington, DC: Author.

Baddeley, A. (1990). Human memory: Theory and practice.
Needham Heights, MA: Allyn and Bacon.

Bargh, J. A., & Chartrand, T. L. (1999). The unbearable automatic-
ity of being. American Psychologist, 54, 462–479.

Barron, J. W., Eagle, M. N., & Wolitzky, D. L. (Eds.). (1992). Inter-
face of psychoanalysis and psychology. Washington, DC:
American Psychological Association.

Blatt, S. J. (1974). Levels of object representation in anaclitic and
introjective depression. Psychoanalytic Study of the Child, 29,
107–157.

Blatt, S. J. (1991). A cognitive morphology of psychopathology.
Journal of Nervous and Mental Disease, 179, 449–458.

Blatt, S. J., & Ford, R. Q. (1994). Therapeutic change. New York:
Plenum Press.

Blatt, S. J., & Homann, E. (1992). Parent-child interaction in the eti-
ology of dependent and self-critical depression. Clinical Psy-
chology Review, 12, 47–91.

Blatt, S. J., & Zuroff, D. C. (1992). Interpersonal relatedness and
self-definition: Two prototypes for depression. Clinical Psychol-
ogy Review, 12, 527–562.

Bornstein, R. F. (1993). Implicit perception, implicit memory, and
the recovery of unconscious material in psychotherapy. Journal
of Nervous and Mental Disease, 181, 337–344.

Bornstein, R. F. (1996). Beyond orality: Toward an object rela-
tions/interactionist reconceptualization of the etiology and dy-
namics of dependency. Psychoanalytic Psychology, 13, 177–203.

Bornstein, R. F. (1998). Reconceptualizing personality disorder di-
agnosis in the DSM-V: The discriminant validity challenge. Clin-
ical Psychology: Science and Practice, 5, 333–343.

Bornstein, R. F. (1999a). Objectivity and subjectivity in psycholog-
ical science: Embracing and transcending psychology’s posi-
tivist tradition. Journal of Mind and Behavior, 20, 1–16.

Bornstein, R. F. (1999b). Source amnesia, misattribution, and the
power of unconscious perceptions and memories. Psychoana-
lytic Psychology, 16, 155–178.

Bornstein, R. F. (2001). The impending death of psychoanalysis.
Psychoanalytic Psychology, 18, 3–20.

Bornstein, R. F., & Masling, J. M. (Eds.). (1998). Empirical per-
spectives on the psychoanalytic unconscious. Washington, DC:
American Psychological Association.

Bornstein, R. F., & Pittman, T. S. (Eds.). (1992). Perception without
awareness: Cognitive, clinical, and social perspectives. New
York: Guilford Press.

Bowers, K. S. (1984). On being unconsciously informed and influ-
enced. In K. S. Bowers & D. Meichenbaum (Eds.), The uncon-
scious reconsidered (pp. 227–272). New York: Wiley.

Bowers, K. S., & Meichenbaum, D. (1984). The unconscious recon-
sidered. New York: Basic Books.

Bowlby, J. (1969). Attachment. New York: Basic Books.

Bowlby, J. (1973). Separation: Anxiety and anger. New York: Basic
Books.

Brenner, C. (1973). An elementary textbook of psychoanalysis. New
York: Anchor Books.

Breuer, J., & Freud, S. (1955). Studies on hysteria. In J. Strachey
(Ed. & Trans.), The standard edition of the complete psycholog-
ical works of Sigmund Freud (Vol. 2, pp. 1–305). London:
Hogarth. (Original work published 1893)

Bucci, W. (1997). Psychoanalysis and cognitive science: A multiple
code theory. New York: Guilford Press.

Buss, D. M. (1991). Evolutionary personality psychology. Annual
Review of Psychology, 42, 459–491.

Costello, C. G. (1995). Personality characteristics of the personal-
ity disordered. New York: Wiley.

Cramer, P. (2000). Defense mechanisms in psychology today: Further
processes for adaptation. American Psychologist, 55, 637–646.

Crews, F. C. (Ed.). (1998). Unathorized Freud: Doubters confront a
legend. New York: Viking Press.

Danzinger, K. (1997). Naming the mind. Beverly Hills, CA: Sage.

Deutsch, F. (1922). Psychoanlayse und Organkrankheiten. Interna-
tional Journal of Psychoanalysis, 8, 290–306.

Deutsch, F. (1924). Zur Bildung des Konversions Symptoms. Inter-
national Journal of Psychoanalysis, 10, 380–392.

Dollard, J., & Miller, N. E. (1950). Personality and psychotherapy.
New York: McGraw-Hill.

Duberstein, P. R., & Masling, J. M. (Eds.). (2000). Psychodynamic
perspectives on sickness and health. Washington, DC: American
Psychological Association.

Eagle, M. N. (1984). Recent developments in psychoanalysis. New
York: McGraw-Hill.

Eagle, M. N. (1996). Attachment research and psychoanalytic
theory. In J. M. Masling & R. F. Bornstein (Eds.), Psychoana-
lytic perspectives on developmental psychology (pp. 105–149).
Washington, DC: American Psychological Association.

Eagle, M. N. (2000). A critical evaluation of current conceptions of
transference and countertransference. Psychoanalytic Psychol-
ogy, 17, 24–37.

Ellenberger, H. (1970). The discovery of the unconscious. New
York: Basic Books.

Emde, R. N. (1983). The prerepresentational self and its affective
core. Psychoanalytic Study of the Child, 38, 165–192.



132 Psychodynamic Models of Personality

Emde, R. N. (1992). Individual meaning and increasing complexity:
Contributions of Sigmund Freud and Rene Spitz to developmen-
tal psychology. Developmental Psychology, 28, 347–359.

Emmons, R.A. (1997). Motives and goals. In R. Hogan, J. Johnson, &
S. Briggs (Eds.), Handbook of personality psychology (pp. 486–
512). San Diego, CA: Academic Press.

Epstein, S. (1998). Cognitive-experiential self theory: A dual-
process personality theory with implications for diagnosis and
psychotherapy. In R. F. Bornstein & J. M. Masling (Eds.), Empir-
ical perspectives on the psychoanalytic unconscious (pp. 99–
140). Washington, DC: American Psychological Association.

Erdelyi, M. H. (1985). Psychoanalysis: Freud’s cognitive psychol-
ogy. New York: W. H. Freeman.

Erikson, E. H. (1963). Childhood and society. New York: W. W.
Norton.

Erikson, E. H. (1968). Identity: Youth and crisis. New York: W. W.
Norton.

Fairbairn, W. R. D. (1952). An object relations theory of the person-
ality. New York: Basic Books.

Fancher, R. E. (1973). Psychoanalytic psychology: The develop-
ment of Freud’s thought. New York: W. W. Norton.

Fisher, S., & Greenberg, R. P. (1996). Freud scientifically reap-
praised. New York: Wiley.

Franz, C. E., & White, K. M. (1985). Individuation and attachment
in personality development: Extending Erikson’s model. Journal
of Personality, 53, 224–256.

Freud, A. (1936). The ego and the mechanisms of defense. New
York: International Universities Press.

Freud, S. (1953). Three essays on the theory of sexuality. In
J. Strachey (Ed. & Trans.), The standard edition of the com-
plete psychological works of Sigmund Freud (Vol. 7, pp. 125–
245). London: Hogarth. (Original work published 1905)

Freud, S. (1955a). From the history of an infantile neurosis. In
J. Strachey (Ed. & Trans.), The standard edition of the com-
plete psychological works of Sigmund Freud (Vol. 17, pp. 3–
122). London: Hogarth. (Original work published 1918)

Freud, S. (1955b). A reply to criticisms of my paper on anxiety neu-
rosis. In J. Strachey (Ed. & Trans.), The standard edition of the
complete psychological works of Sigmund Freud (Vol. 3, pp. 119–
139). London: Hogarth. (Original work published 1895)

Freud, S. (1955c). Further remarks on the neuro-psychoses of de-
fense. In J. Strachey (Ed. & Trans.), The standard edition of the
complete psychological works of Sigmund Freud (Vol. 3, pp. 159–
185). London: Hogarth. (Original work published 1896)

Freud, S. (1957). Instincts and their vicissistudes. In J. Strachey (Ed.
& Trans.), The standard edition of the complete works of Sig-
mund Freud (Vol. 14, pp. 117–140). London: Hogarth. (Original
work published 1915)

Freud, S. (1958a). The interpretation of dreams. In J. Strachey (Ed. &
Trans.), The standard edition of the complete psychological
works of Sigmund Freud (Vols. 4 & 5). London: Hogarth. (Origi-
nal work published 1900)

Freud, S. (1958b). Formulations on the two principles of mental
functioning. In J. Strachey (Ed. & Trans.), The standard edition
of the complete psychological works of Sigmund Freud (Vol. 12,
pp. 218–226). London: Hogarth. (Original work published 1911)

Freud, S. (1961). The ego and the id. In J. Strachey (Ed. & Trans.),
The standard edition of the complete psychological works of
Sigmund Freud (Vol. 19, pp. 1–66). London: Hogarth. (Original
work published 1923)

Freud, S. (1964a). New introductory lectures on psycho-analysis. In
J. Strachey (Ed. & Trans.), The standard edition of the complete
psychological works of Sigmund Freud (Vol. 22, pp. 1–182).
London: Hogarth. (Original work published 1933)

Freud, S. (1964b). An outline of psycho-analysis. In J. Strachey
(Ed. & Trans.), The standard edition of the complete psycholog-
ical works of Sigmund Freud (Vol. 23, pp. 139–207). London:
Hogarth. (Original work published 1940)

Freud, S. (1966). Project for a scientific psychology. In J. Strachey
(Ed. & Trans.), The standard edition of the complete psycholog-
ical works of Sigmund Freud (Vol. 1, pp. 283–387). London:
Hogarth. (Original work published 1895)

Fromm, E. (1941). Escape from freedom. New York: Avon.

Fromm. E. (1947). Man for himself. New York: Holt, Rinehart, and
Winston.

Galatzer-Levy, R. M., & Cohler, B. J. (1993). The essential other: A
developmental psychology of the self. New York: Basic Books.

Gay, P. (1988). Freud: A life for our time. New York: W. W. Norton.

Gedo, P. M. (1999). Single case studies in psychotherapy research.
Psychoanalytic Psychology, 16, 274–280.

Gill, M. (1995). Classical and relational psychoanalysis. Psychoan-
alytic Psychology, 12, 89–107.

Gilovich, T. (1991). How we know what isn’t so: The fallibility of
human reasoning in everyday life. New York: Free Press.

Goldberg, A. (Ed.). (1980). Advances in self psychology. New York:
International Universities Press.

Goldfarb, A. (1963). Psychodynamics and the three-generation fam-
ily. In E. Shanas & G. Streib (Eds.), Social structure and the
family (pp. 10–45). Englewood Cliffs, NJ: Prentice Hall.

Greenberg, J. R., & Mitchell, S. J. (1983). Object relations in psy-
choanalytic theory. Cambridge, MA: Harvard University Press.

Greenwald, A. G., & Banaji, M. R. (1995). Implicit social cognition.
Psychological Review, 102, 4–27.

Grunbaum, A. (1984). The foundations of psychoanalysis. Berkeley:
University of California Press.

Harlow, H. F., & Harlow, M. K. (1962). Social deprivation in mon-
keys. Scientific American, 207, 136–146.

Hartmann, H. (1964). Essays on ego psychology. New York: Inter-
national Universities Press.

Hilgard, E. (1987). Psychology in America: An historical survey.
New York: Harcourt Brace Jovanovich.

Hobson, J. A. (1988). The dreaming brain. New York: Basic
Books.



References 133

Hogan, R., Johnson, J., & Briggs, S. (Eds.) (1997). Handbook of
personality psychology. San Diego, CA: Academic Press.

Horney, K. (1937). The neurotic personality of our time. New York:
W. W. Norton.

Horney, K. (1945). Our inner conflicts. New York: W. W. Norton.

Horowitz, M. J. (Ed.). (1988). Psychodynamics and cognition.
Chicago: University of Chicago Press.

Horowitz, M. J. (Ed.). (1991). Person schemas and maladaptive in-
terpersonal patterns. Chicago: University of Chicago Press.

Ihilevich, D., & Gleser, G. C. (1986). Defense mechanisms.
Owosso, MI: DMI Associates.

Ihilevich, D., & Gleser, G. C. (1991). Defenses in psychotherapy.
Owosso, MI: DMI Associates.

Jacobson, E. (1964). The self and object world. New York: Interna-
tional Universities Press.

Jung, C. G. (1933). Modern man in search of a soul. New York: Har-
court Brace Jovanovich.

Jung, C. G. (1961). The collected works of Carl Jung. Princeton, NJ:
Princeton University Press.

Juni, S. (1992). The role of the object in drive cathexis and psycho-
sexual development. Journal of Psychology, 126, 429–442.

Kahn, E., & Rachman, A. W. (2000). Carl Rogers and Heinz Kohut:
A historical perspective. Psychoanalytic Psychology, 17,
294–312.

Kernberg, O. (1970). Object relations theory and clinical psycho-
analysis. New York: Jason Aronson.

Kernberg, O. (1975). Borderline conditions and pathological nar-
cissism. New York: Jason Aronson.

Kernberg, O. (1984). Severe personality disorders. New Haven, CT:
Yale University Press.

Kihlstrom, J. F. (1987). The cognitive unconscious. Science, 237,
1445–1452.

Kihlstrom, J. F. (1999). A tumbling ground for whimsies? Contem-
porary Psychology, 44, 376–378.

Kline, P. (1981). Fact and fantasy in Freudian theory. London:
Methuen.

Kobasa, S. C. (1979). Stressful life events, personality, and health:
An inquiry into hardiness. Journal of Personality and Social
Psychology, 37, 1–11.

Kohut, H. (1971). The analysis of the self. New York: International
Universities Press.

Kohut, H. (1977). The restoration of the self. New York: Interna-
tional Universities Press.

Loevinger, J. (1987). Paradigms of personality. New York: W. H.
Freeman.

Luborsky, L., & Crits-Christoph, P. (1990). Understanding transfer-
ence: The core conflictual relationship theme method. New
York: Basic Books.

Macmillan, M. B. (1996). Freud evaluated: The completed arc.
Cambridge, MA: MIT Press.

Mahler, M. S., Pine, F., & Bergman, A. (1975). The psychological
birth of the human infant. New York: Basic Books.

Mahoney, M. J. (1985). Open exchange and the epistemic process.
American Psychologist, 40, 29–39.

Main, M., Kaplan, M., & Cassidy, J. (1985). Security in infancy,
childhood, and adulthood. Monographs of the Society for Re-
search in Child Development, 50, 66–104.

Masling, J. M., & Bornstein, R. F. (Eds.). (1993). Psychoanalytic
perspectives on psychopathology. Washington, DC: American
Psychological Association.

Masling, J. M., & Bornstein, R. F. (Eds.). (1994). Empirical per-
spectives on object relations theory. Washington, DC: American
Psychological Association.

Masling, J. M., & Schwartz, M. A. (1979). A critique of research in
psychoanalytic theory. Genetic Psychology Monographs, 100,
257–307.

Mayman, M. (1976). Psychoanalytic theory in retrospect and
prospect. Bulletin of the Menninger Clinic, 40, 199–210.

McAdams, D. P. (1997). A conceptual history of personality psy-
chology. In R. Hogan, J. Johnson, & S. Briggs (Eds.), Handbook
of personality psychology (pp. 3–40). San Diego, CA: Academic
Press.

McClelland, D. C., Koestner, R., & Weinberger, J. (1989). How to
self-attributed and implicit motives differ? Psychological Re-
view, 96, 690–702.

Millon, T. (1996). Disorders of personality: DSM-IV and beyond.
New York: Wiley.

Norcross, J. C., Karg, R. S., & Prochaska, J. O. (1997). Clinical psy-
chologists in the 1990s. The Clinical Psychologist, 50, 4–9.

Pennebaker, J. W., & O’Heeron, R. C. (1984). Confiding in others
and illness rate among spouses of suicide and accidental death
victims. Journal of Abnormal Psychology, 93, 473–476.

Perry, C., & Laurence, J. (1984). Mental processing outside of
awareness: The contributions of Freud and Janet. In K. S.
Bowers & D. Meichenbaum (Eds.), The unconscious reconsid-
ered (pp. 9–48). New York: Wiley.

Pincus, A. L., & Wilson, K. R. (2001). Interpersonal variability in
dependent personality. Journal of Personality, 69, 223–251.

Pyszczynski, T., Greenberg, J., & Solomon, S. (1999). A dual-
process model of defense against conscious and unconscious
death-related thoughts. Psychological Review, 106, 835–845.

Robins, R. W., & John, O. P. (1997). The quest for self-insight: The-
ory and research on accuracy and bias in self-perception. In
R. Hogan, J. Johnson, & S. Briggs (Eds.), Handbook of personal-
ity psychology (pp. 649–679). San Diego, CA: Academic Press.

Rychlak, J. E. (1988). The psychology of rigorous humanism. New
York: New York University Press.

Sandler, J., & Rosenblatt, B. (1962). The concept of the representa-
tional world. Psychoanalytic Study of the Child, 17, 128–145.

Schacter, D. L. (1987). Implicit memory: History and current status.
Journal of Experimental Psychology: Learning, Memory, and
Cognition, 13, 501–518.



134 Psychodynamic Models of Personality

Schafer, R. (1999). Recentering psychoanalysis. Psychoanalytic
Psychology, 16, 339–354.

Schiff, N. D. (1999). Neurobiology, suffering, and unconscious
brain states. Journal of Pain Management, 17, 303–304.

Schneider, K. J., & May, R. (1995). The psychology of existence.
New York: McGraw-Hill.

Shapiro, T., & Emde, R. N. (Eds.). (1995). Research in psycho-
analysis: Process, development, outcome. Madison, CT: Interna-
tional Universities Press.

Sifneos, P. (1972). Short-term psychotherapy and emotional crisis.
Cambridge, MA: Harvard University Press.

Slavin, M. O., & Kriegman, D. (Eds.). (1992). The adaptive design
of the human psyche: Psychoanalysis, evolutionary theory, and
the therapeutic process. New York: Guilford Press.

Slipp, S. (1984). Object relations: A dynamic bridge between indi-
vidual and family treatment. New York: Jason Aronson.

Spence, D. P. (1982). Narrative truth and historical truth: Meaning
and interpretation in psychoanalysis. New York: W. W. Norton.

Spiegel, D., Bloom, J. R., Kraemer, H. C., & Gottheil, E. (1989). Ef-
fect of psychosocial treatment on survival of patients with
metastatic breast cancer. The Lancet, 114, 888–891.

Spitz, R. A. (1945). Hospitalism. Psychoanalytic Study of the Child,
1, 53–74.

Spitz, R. A. (1946). Hospitalism: A follow-up report on investiga-
tion described in Volume 1, 1945. Psychoanalytic Study of the
Child, 2, 113–117.

Stadler, M. A., & Frensch, P. A. (Eds.). (1998). Handbook of implicit
learning. Beverly Hills, CA: Sage.

Stein, D. J. (Ed.). (1997). Cognitive science and the unconscious.
Washington, DC: American Psychiatric Press.

Stern, D. (1985). The interpersonal world of the infant. New York:
Basic Books.

Sullivan, H. S. (1947). Conceptions of modern psychiatry. New
York: W. W. Norton.

Sullivan, H. S. (1953). The interpersonal theory of psychiatry. New
York: W. W. Norton.

Sullivan, H. S. (1956). Clinical studies in psychiatry. New York:
W. W. Norton.

Temoshok, L. (1987). Personality, coping style, emotion, and can-
cer: Toward an integrative model. Cancer Surveys, 6, 545–567.

Torrey, E. F. (1992). Freudian fraud: The malignant effect of
Freud’s theory on American thought and culture. New York:
HarperCollins.

Vaillant, G. E. (Ed.) (1986). Empirical studies of ego mechanisms of
defense. Washington, DC: American Psychiatric Press.

Wachtel, P. (1977). Psychoanalysis and behavior therapy. New
York: Basic Books.

Walla, P., Emdl, W., Lindinger, G., & Lang, W. (1999). Implicit
memory within a word recognition task: An event-related po-
tential study in human subjects. Neuroscience Letters, 16,
129–132.

Westen, D. (1998). Unconscious thought, feeling, and motivation:
The end of a century-long debate. In R. F. Bornstein & J. M.
Masling (Eds.), Empirical perspectives on the psychoanalytic
unconscious (pp. 1–43). Washington, DC: American Psycholog-
ical Association.

Winnicott, D. W. (1971). Playing and reality. Middlesex, UK:
Penguin.

Winson, J. (1985). Brain and psyche: The biology of the uncon-
scious. New York: Doubleday.



CHAPTER 6

A Psychological Behaviorism
Theory of Personality

ARTHUR W. STAATS

135

BEHAVIORAL APPROACHES AND PERSONALITY 135
Traditional Behaviorism and Personality 135
Behavior Therapy and Personality 137

THE STATE OF THEORY IN THE FIELD
OF PERSONALITY 140
The Need for Theorists Who Work the Field 141
We Need Theory Constructed in Certain Ways

and With Certain Qualities and Data 142

PERSONALITY: THE PSYCHOLOGICAL
BEHAVIORISM THEORY 143
Basic Developments 143
Additional Concepts and Principles 146
The Concept of Personality 147
Definition of the Personality Trait 149
The Principles of the Personality Theory 150

Plasticity and Continuity in Personality 150
The Multilevel Nature of the Theory

and the Implications 151
PERSONALITY THEORY FOR THE 

TWENTY-FIRST CENTURY 151
Biology and Personality 152
Learning and Personality 152
Human Learning and Personality 152
Developmental Psychology 152
Social Psychology 153
Personality Tests and Measurement 153
Abnormal Psychology 155
Application of the Personality Theory 155

CONCLUSION 156
REFERENCES 157

This chapter has several aims. One is that of considering the
role of behaviorism and behavioral approaches in the fields of
personality theory and measurement. A second and central
aim is that of describing a particular and different behavioral
approach to the fields of personality theory and personality
measurement. A third concern is that of presenting some of
the philosophy- and methodology-of-science characteristics
of this behavioral approach relevant to the field of personal-
ity theory. A fourth aim is to characterize the field of person-
ality theory from the perspective of this philosophy and
methodology of science. And a fifth aim is to project some
developments for the future that derive from this theory per-
spective. Addressing these aims constitutes a pretty full
agenda that will require economical treatment.

BEHAVIORAL APPROACHES AND PERSONALITY

Behavioral approaches to personality might seem of central
importance to personology because behaviorism deals with
learning and it is pretty generally acknowledged that learning

affects personality. Moreover, behaviorist theories were
once the models of what theory could be in psychology. But
certain features militate against behaviorism’s significance
for the field of personality. Those features spring from the tra-
ditional behaviorist mission. 

Traditional Behaviorism and Personality

One feature is behaviorism’s search for general laws. That is
ingrained in the approach, as we can see from its strategy of
discovering learning-behavior principles with rats, pigeons,
dogs, and cats—for the major behaviorists in the first and sec-
ond generation were animal psychologists who assumed that
those learning-behavior principles would constitute a com-
plete theory for dealing with any and all types of human
behavior. John Watson, in behaviorism’s first generation,
showed this, as B. F. Skinner did later. Clark Hull (1943) was
quite succinct in stating unequivocally about his theory that
“all behavior, individual and social, moral and immoral, nor-
mal and psychopathic, is generated from the same primary
laws” (p. v). Even Edward Tolman’s goal, which he later
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admitted was unreachable, was to constitute through animal
study a general theory of human behavior. The field of per-
sonality, in contrast, is concerned with individual differences,
with humans, and this represents a schism of interests.

A second, even more important, feature of behaviorism
arises in the fact that personality as conceived in personology
lies within the individual, where it cannot be observed. That
has always raised problems for an approach that placed scien-
tific methodology at its center and modeled itself after logical
positivism and operationism. Watson had decried as mentalis-
tic the inference of concepts of internal, unobservable causal
processes. For him personality could only be considered as
the sum total of behavior, that is, as an observable effect, not
as a cause. Skinner’s operationism followed suit. This, of
course, produced another, even wider, schism with personol-
ogy because personality is generally considered an internal
process that determines external behavior. That is the raison
d’être for the study of personality.

Tolman, who along with Hull and Skinner was one of the
most prominent second-generation behaviorists, sought to
resolve the schism in his general theory. As a behaviorist
he was concerned with how conditioning experiences, the
independent variable, acted on the organism’s responding,
the dependent variable. But he posited that there was some-
thing in between: the intervening variable, which also helped
determine the organism’s behavior. Cognitions were interven-
ing variables. Intelligence could be an intervening variable.
This methodology legitimated a concept like personality.

However, the methodology was anathema to Skinner.
Later, Hull and Kenneth Spence (1944) took the in-between
position that intervening variables should be considered just
logical devices, not to be interpreted as standing for any real
psychological events within the individual. These differences
were played out in literature disputes for some time. That was
not much of a platform for constructing psychology theory
such as personology. The closest was Tolman’s consideration
of personality as an intervening variable. But he never devel-
oped this concept, never stipulated what personality is, never
derived a program of study from the theory, and never em-
ployed it to understand any kind of human behavior. Julian
Rotter (1954) picked up Tolman’s general approach, however,
and elaborated an axiomatic theory that also drew from Hull’s
approach to theory construction. As was true for Hull, the ax-
iomatic construction style of the theory takes precedence over
the goal of producing a theory that is useful in confronting the
empirical events to which the theory is addressed.

To exemplify this characteristic of theory, Rotter’s so-
cial learning has no program to analyze the psychometric
instruments that stipulate aspects of personality, such as intel-
ligence, depression, interests, values, moods, anxiety, stress,
schizophrenia, or sociopathy. His social learning theory,

moreover, does not provide a theory of what personality tests
are and do. Nor does the theory call for the study of the learn-
ing and functions of normal behaviors such as language,
reading, problem-solving ability, or sensorimotor skills. The
same is true with respect to addressing the phenomena of ab-
normal behavior. For example, Rotter (1954) described the
Minnesota Multiphasic Personality Inventory (MMPI) but in
a very conventional way. There are no analyses of the differ-
ent personality traits measured on the test in terms of their be-
havioral composition or of the independent variables (e.g.,
learning history) that result in individual differences in these
and other traits. Nor are there analyses of how individual dif-
ferences in traits affect other people’s responses to the indi-
viduals or of how individual differences in the trait in turn act
on the individual’s behavior. For example, a person with a
trait of paranoia is more suspicious than others are. What in
behavioral terms does being suspicious consist of, how is that
trait learned, and how does it have its effects on the person’s
behavior and the behavior of others? The approach taken here
is that a behavioral theory of personality must analyze the
phenomena of the field of personality in this manner. Rotter’s
social learning theory does not do these things, nor do the
other social learning theories.

Rather, his theory inspired academic studies to test his for-
mal concepts such as expectancy, need potential, need value,
freedom of movement, and the psychological situation. This
applied even to the personality-trait concept he introduced,
the locus of control—whether people believe that they them-
selves, others, or chance determines the outcome of the situa-
tions in which the individuals find themselves.Although it has
been said that this trait is affected in childhood by parental re-
ward for desired behaviors, studies to show that differential
training of the child produces different locus-of-control char-
acteristics remain to be undertaken. Tyler, Dhawan, and Sinha
(1989) have shown that there is a class difference in locus of
control (measured by self-report inventory). But this does not
represent a program for studying learning effects even on that
trait, let alone on the various aspects of personality.

The social learning theories of Albert Bandura and Walter
Mischel are not considered here. However, each still carries
the theory-oriented approach of second-generation behavior-
ism in contrast to the phenomena-oriented theory construction
of the present approach. For example, there are many labora-
tory studies of social learning theory that aim to show that
children learn through imitation. But there are not programs to
study individual differences in imitation, the cause of such
differences, and how those differences affect individual
differences in important behaviors (e.g., the ability to copy
letters, learn new words, or accomplish other actual learning
tasks of the child). Bandura’s approach actually began in a
loose social learning framework. Then it moved toward a
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behavioral approach several years later, drawing on the ap-
proach to be described here as well as the approach of Skinner,
and later it moved toward including a more cognitive termi-
nology. Mischel (1968) first took a Watsonian-Skinnerian
approach to personality and assessment, as did other radical
behaviorists. He later abandoned that position (Mischel,
1973) but, like the other social learning theorists, offered no
program for study stipulating what personality is, how it is
learned, how it functions, and how personality study relates to
psychological measurement.

When all is said and done, then, standard behaviorism
has not contributed a general and systematic program for the
study of personality or personality measurement. It has fea-
tures that interfere with doing so. Until they are overcome in
a fundamental way (which Tolmanian social learning ap-
proaches did not provide), those features represent an impass-
able barrier.

Behavior Therapy and Personality 

The major behaviorists such as Hull, Skinner, and Tolman
were animal learning researchers. None of them analyzed the
learning of functional human behaviors or traits of behavior.
Skinner’s empirical approach to human behavior centered on
the use of his technology, that is, his operant conditioning ap-
paratus. His approach was to use this “experimental analysis
of behavior” methodology in studying a simple, repetitive
response of a subject that was automatically reinforced (and
recorded). That program was implemented by his students in
studies reinforcing psychotic patients, individuals with mental
retardation, and children with autism with edibles and such for
pulling a knob. Lovaas (1977), in the best developed program
among this group, did not begin to train his autistic children in
language skills until after the psychological behaviorism (PB)
program to be described had provided the foundation. Al-
though Skinner is widely thought to have worked with chil-
dren’s behavior, that is not the case. He constructed a crib for
infants that was air conditioned and easy to clean, but the crib
had no learning or behavioral implications or suggestions. He
also worked with programmed learning, but that was a delim-
ited technology and did not involve behavior analyses of the
intellectual repertoires taught, and the topic played out after a
few years. Skinner’s experimental analysis of behavior did not
indicate how to research functional human behaviors or prob-
lems of behavior or how they are learned.

Behavior Therapy

The original impetus for the development of behavior therapy
(which in the present usage includes behavior modification,
behavior analysis, cognitive behavior therapy, and behavior

assessment) does not derive from Hull, Skinner, Tolman, or
Rotter, although they and Dollard and Miller (1950) helped
stimulate a general interest in the possibility of applications.
One of the original sources of behavior therapy came from
Great Britain, where a number of studies were conducted of
simple behavior problems treated by using conditioning prin-
ciples, either classical conditioning or reinforcement. The
learning framework was not taken from an American behav-
iorist’s theory but from European developments of condition-
ing principles. As an example, Raymond (see Eysenck, 1960)
treated a man with a fetish for baby carriages by classical con-
ditioning. The patient’s many photographs of baby carriages
were presented singly as conditioned stimuli paired with an
aversive unconditioned stimulus. Under this extended condi-
tioning the man came to avoid the pictures and baby car-
riages. The various British studies using conditioning were
collected in a book edited by Hans Eysenck (1960). Another
of the foundations of behavior therapy came from the work of
Joseph Wolpe. He employed Hull’s theory nominally and
loosely in several endeavors, including his systematic desen-
sitization procedure for treating anxiety problems. It was his
procedure and his assessment of it that were important.

A third foundation of behavior therapy came from my PB
approach that is described here. As will be indicated, it began
with a very broad agenda, that of analyzing human behavior
generally employing its learning approach, including behav-
iors in the natural situation. Its goal included making analyses
of and treating problems of specific human behavior problems
of interest to the applied areas of psychology. Following sev-
eral informal applications, my first published analysis of a be-
havior in the naturalistic situation concerned a journal report
of a hospitalized schizophrenic patient who said the opposite
of what was called for. In contrast to the psychodynamic inter-
pretation of the authors, the PB analysis was that the abnormal
behavior was learned through inadvertent reinforcement given
by the treating doctors. This analysis suggested the treat-
ment—that is, not to reinforce the abnormal behavior, the op-
posite speech, on the one hand, and to reinforce normal speech,
on the other (Staats, 1957). This analysis presented what be-
came the orientation and principles of the American behavior
modification field: (a) deal with actual behavior problems,
(b) analyze them in terms of reinforcement principles, (c) take
account of the reinforcement that has created the problem be-
havior, and (d) extinguish abnormal or undesirable behavior
through nonreinforcement while creating normal behavior by
reinforcement.

Two years later, my long-time friend and colleague Jack
Michael and his student Teodoro Ayllon (see Ayllon &
Michael, 1959), used this analysis of psychotic behavior and
these principles of behavior modification to treat behavioral
symptoms in individual psychotic patients in a hospital. Their
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study provided strong verification of the PB behavior modifi-
cation approach, and its publication in a Skinnerian journal had
an impact great enough to be called the “seeds of the behav-
ioral revolution” by radical behaviorists (Malott, Whaley, &
Malott, 1997, p. 175). Ayllon and Michael’s paper was written
as though this approach derived from Skinnerian behaviorism
and this error was repeated in many works that came later. For
example, Fordyce (see 1990) followed Michael’s suggestion
both in using the PB principles and in considering his pain
theory to be Skinnerian.

The study of child behavior modification began similarly.
Following my development of the behavior modification prin-
ciples with simple problems, I decided that a necessary step
was to extend behavior analysis to more complex behavior
that required long-term treatment. At UCLA (where I took my
doctoral degree in general experimental and completed clini-
cal psychology requirements) I had worked with dyslexic
children. Believing that reading is crucially important to
human adjustment in our society, I selected this as a focal
topic of study—both remedial training as well as the original
learning of reading. My first study—done with Judson Finley,
Karl Minke, Richard Schutz, and Carolyn Staats—was ex-
ploratory and was used in a research grant application I made
to the U.S. Office of Education. The study was based on my
view that the central problem in dyslexia is motivational.
Children fail in learning because their attention and participa-
tion are not maintained in the long, effortful, and nonreinforc-
ing (for many children) learning task that involves thousands
and thousands of learning trials. In my approach the child was
reinforced for attending and participating, and the training
materials I constructed ensured that the child would learn
everything needed for good performance. Because reading
training is so extended and involves so many learning trials, it
is necessary to have a reinforcing system for the long haul,
unlike the experimental analysis of behavior studies with
children employing simple responses and M&Ms. I thus
introduced the token reinforcer system consisting of poker
chips backed up by items the children selected to work for
(such as toys, sporting equipment, and clothing). When this
token reinforcer system was adopted for work with adults, it
was called the token economy (seeAyllon &Azrin, 1968) and,
again, considered part of Skinner’s radical behaviorism.

With the training materials and the token reinforcement,
the adolescents who had been poor students became attentive,
worked well, and learned well. Thus was the token methodol-
ogy born, a methodology that was to be generally applied.
In 1962 and 1964 studies we showed the same effect with
preschool children first learning to read. Under reinforcement
their attention and participation and their learning of reading
was very good, much better than that displayed by the usual

four-year-old. But without the extrinsic reinforcement, their
learning behavior deteriorated, and learning stopped. In
reporting this and the treatment of dyslexia (Staats, 1963;
Staats & Butterfield, 1965; Staats, Finley, Minke, & Wolf,
1964; Staats & Staats, 1962), I projected a program for using
these child behavior modification methods in studying a wide
variety of children’s (and adults’) problems. The later devel-
opment of the field of behavior modification showed that this
program functioned as a blueprint for the field that later devel-
oped. (The Sylvan Learning Centers also use methods similar
to those of PB’s reading treatments, with similar results.)

Let me add that I took the same approach in raising my own
children, selecting important areas to analyze for the applica-
tion of learning-behavior principles to improve and advance
their development as well as to study the complex learning in-
volved. For example, in 1960 I began working with language
development (productive and receptive) when my daughter
was only several months old, with number concepts at the age
of a year and a half, with reading at 2 years of age. I have
audiotapes of this training with my daughter, which began
in 1962 and extended for more than 5 years, and videotapes
with my son and other children made in 1966. Other aspects
of child development dealt with as learned behaviors include
toilet training, counting, number operations, writing, walking,
swimming, and throwing and catching a ball (see Staats,
1996). With some systematic training the children did such
things as walk and talk at 9 months old; read letters, words,
sentences, and short stories at 2.5 years of age; and count
unarranged objects at 2 years (a performance Piaget suggested
was standard at the age of 6 years). The principles were also
applied to the question of punishment, and I devised time-out
as a mild but effective punishment, first used in the literature
by one of my students, Montrose Wolf (Wolf, Risely, & Mees,
1964).

Traditional behaviorism was our background. However,
the research developed in Great Britain and by Wolpe and by
me and a few others constituted the foundation for the field of
behavior therapy. And this field now contains a huge number
of studies demonstrating that conditioning principles apply to
a variety of human behavior problems, in children and adults,
with simple and complex behavior. There can be no question
in the face of our behavior therapy evidence that learning is a
centrally important determinant of human behavior.

The State of Personality Theory and Measurement
in the Field of Behavior Therapy

Behaviorism began as a revolution against traditional psy-
chology. The traditional behaviorist aim in analyzing psy-
chology’s studied phenomena was to show behaviorism’s
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superiority and that psychology’s approach should be aban-
doned. In radical behaviorism no recognition is given still
that work in traditional psychology has any value or that it
can be useful in a unification with behaviorism. This charac-
teristic is illustrated by the Association of Behavior Analy-
sis’s movement in the 1980s to separate the field from the rest
of psychology. It took a PB publication to turn this tide, but
the isolationism continues to operate informally. Radical be-
haviorism students are not trained in psychology, or even in
the general field of behaviorism itself. While many things
from the “outside” have been adopted by radical behavior-
ism, some quite inconsistent with Skinner’s views, they are
accepted only when presented as indigenous developments.
Radical behaviorism students are taught that all of their fun-
damental knowledge arose within the radical behaviorism
program, that the program is fully self-sufficient. 

Psychological behaviorism, in conflict with radical behav-
iorism, takes the different view: that traditional psychology
has systematically worked in many areas of human behavior
and produced valuable findings that should not be dismissed
sight unseen on the basis of simplistic behaviorist method-
ological positions from the past. Psychology’s knowledge
may not be complete. It may contain elements that need to be
eliminated. And it may need, but not include, the learning-
behavior perspective and substance. But the PB view has been
that behaviorism has the task of using traditional psychology
knowledge, improving it, and behaviorizing it. In that process,
behaviorism becomes psychologized itself, hence the name of
the present approach. PB has aimed to discard the idiosyn-
cratic, delimiting positions of the radical behaviorism tradi-
tion and to introduce a new, unified tradition with the means to
effect the new developments needed to create unification.

An example can be given here of the delimiting effect of
radical behaviorism with respect to psychological measure-
ment. Skinner insisted that the study of human behavior was
to rest on his experimental analysis of behavior (operant con-
ditioning) methodology. Among other things he rejected self-
report data (1969, pp. 77–78). Following this lead, a general
position in favor of direct observation of specific behavior,
not signs of behavior, was proposed by Mischel, as well as
Kanfer, and Phillips, and this became a feature of the field of
behavioral assessment. The view became that psychological
tests should be abandoned in favor of Skinner’s experimental
analysis of behavior methodology, an orientation that could
not yield a program for unification of the work of the fields of
personality and psychological measurement with behavior
therapy, behavior analysis, and behavioral assessment.

It may be added that PB, by contributing foundations to
behavior therapy, had the anomalous effect of creating enthu-
siasm for a radical behaviorism that PB in good part rejects.

For example, PB introduced the first general behavioral
theory of abnormal behavior and a program for treatment
applications (see Staats, 1963, chaps. 10 & 11), as well as a
foundation for the field of behavioral assessment:

Perhaps [this] rationale for learning [behavioral] psychotherapy
will also have to include some method for the assessment of
behavior. In order to discover the behavioral deficiencies, the re-
quired changes in the reinforcing system [the individual’s emo-
tional-motivational characteristics], the circumstances in which
stimulus control is absent, and so on, evaluational techniques in
these respects may have to be devised. Certainly, no two individ-
uals will be alike in these various characteristics, and it may be
necessary to determine such facts for the individual prior to be-
ginning the learning program of treatment.

Such assessment might take a form similar to some of the
psychological tests already in use. . . . [H]owever, . . . a general
learning rationale for behavior disorders and treatment will sug-
gest techniques of assessment. (Staats, 1963, pp. 508–509)

At that time there was no other broad abnormal psychology-
behavioral treatment theory in the British behavior therapy
school, in Wolpe’s approach, or in radical behaviorism. But
PB’s projections, including creation of a field of behavioral
assessment, were generally taken up by radical behaviorists.
Thus, despite its origins within PB (as described in Silva,
1993), the field of behavioral assessment was developed as a
part of radical behaviorism. However, the radical behaviorism
rejection of traditional psychological measurement doomed
the field to failure.

That was quite contrary to the PB plan. In the same work
that introduced behavioral assessment, PB unified traditional
psychological testing with behavior assessment. Behavior
analyses of intelligence tests (Staats, 1963, pp. 407–411) and
interest, values, and needs tests (Staats, 1963, pp. 293–306)
were begun. The latter three types of tests were said to measure
what stimuli are reinforcing for the individual. MacPhillamy
and Lewinsohn (1971) later constructed an instrument to mea-
sure reinforcers that actually put the PB analysis into practice.
Again, despite using traditional rating techniques that Skinner
(1969, pp. 77–78) rejected, they replaced their behavioral as-
sessment instrument in a delimiting radical behaviorism
framework. Thus, when presented in the radical behaviorism
framework, this and the other behavioral assessment works
referenced earlier were separated from the broader PB frame-
work that included the traditional tests of intelligence, inter-
ests, values, and needs and its program for general unification
(Staats, 1963, pp. 304–308).

The point here is that PB’s broad-scope unification orien-
tation has made it a different kind of behaviorism in various
fundamental ways, including that of making it a behaviorism
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with a personality. The PB theory of personality is the only
one that has been constructed on the foundation of a set of
learning-behavior principles (Staats, 1996). Advancing in
successive works, with different features than other personal-
ity theories, only in its later version has the theory of person-
ality begun to arouse interest in the general field of behavior
therapy. It appears that some behavior therapists are begin-
ning to realize that behaviorists “have traditionally regarded
personality, as a concept, of little use in describing and pre-
dicting behavior” (Hamburg, 2000, p. 62) and that this is a
liability. Making that realization general, along with under-
standing how this weakens the field, is basic in effecting
progress.

As it stands, behavior therapy’s rejection of the concept of
personality underlies the field’s inability to join forces with
the field of psychological measurement. This is anomalous
because behavior therapists use psychological tests even
while rejecting them conceptually. It is anomalous also be-
cause Kenneth Spence (1944), while not providing a concep-
tual framework for bringing behaviorism and psychological
testing together, did provide a behavioral rationale for the
utility of tests. He said that tests produce R-R (response-
response) laws—in which a test score (one response) is used
to predict some later performance (the later response). It
needs to be added that tests can yield knowledge of behavior
in addition to prediction as we will see.

This, then, is the state of affairs at present. Not one of the
other behavioral approaches—radical behaviorism, Hullian
theory, social learning theory, cognitive-behavioral theory—
has produced or projected a program for the study of per-
sonality and its measurement. That is a central reason why
traditional psychology is alienated from behaviorism and
behavioral approaches. And that separation has seriously dis-
advantaged both behaviorism and traditional psychology.

THE STATE OF THEORY IN THE FIELD
OF PERSONALITY

Thus far a critical look has been directed at the behaviorism
positions with respect to the personality and psychological
testing fields. This is not to say that those two fields are fulfill-
ing their potential or are open to unification with any behav-
ioral approach. Just as behaviorism has rejected personality
and psychological measurement, so have the latter rejected
behaviorism. Part of this occurs because traditional behavior-
ism does not develop some mutuality of interest, view, or
product. But the fields of psychological testing and personal-
ity have had a tradition that considers genetic heredity as the
real explanation of individual differences. Despite lip service

to the contrary, these fields have never dealt with learning. So
there is an ingrained mutual rejection. Furthermore, the lack
of a learning approach has greatly weakened personality
theory and measurement, substantively as well as method-
ologically, as I will suggest.

To continue, examination of the field of personology reveals
it to be, at least within the present philosophy-methodology,
a curiosity of science. For this is a field without guidelines,
with no agreement on what its subject matter—personality—is
and no concern about that lack of stipulation. It is accepted that
there will be many definitions in the operating field. The only
consensus, albeit implicit, is that personality is some process or
structure within the individual that is a cause of the individual’s
behavior. Concepts of personality range from the id, ego, and
superego of Sigmund Freud, through the personal constructs of
George Kelly and Carl Rogers’s life force that leads to the
maintenance and enhancement of self, to Raymond B. Cattell’s
source traits of sociability, intelligence, and ego strength, to
mention a very few.

Moreover, there is no attempt to calibrate one concept of
personality with respect to another. In textbooks each person-
ality theory is described separately without relating concepts
and principles toward creating some meaningful relation-
ships. There are no criteria for evaluating the worth of the
products of the field, for comparing them, for advancing the
field as a part of science. Each author of a theory of personal-
ity is free to pursue her or his own goals, which can range from
using factor analytic methods by which to establish relation-
ships between test items and questionnaires to running pi-
geons on different schedules of reinforcement. There will be
little criticism or evaluation of empirical methods or strate-
gies.All is pretty much accepted as is. There will be no critical
consideration of the kind of data that are employed and evalu-
ation of what the type of data mean about the nature of the
theory. Other than psychometric criteria of reliability and va-
lidity, there will be no standards of success concerning a test’s
provision of understanding of the trait involved, what causes
the trait, or how it can be changed. Also, the success of a per-
sonality theory will not be assessed by the extent to which it
provides a foundation for constructing tests of personality,
therapies, or procedures for parents to employ. It is also not
necessary that a personality theory be linked to other fields
of study.

Moreover, a theory in this field does not have the same
types of characteristics or functions as do theories in the
physical sciences. Those who consider themselves personal-
ity theorists are so named either because they have created
one of the many personality theories or because they have
studied and know about one or more of the various existent
theories. They are not theorists in the sense that they work on
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the various personality theories in order to improve the the-
ory level of the field. They are not theorists in the sense that
they study their field and pick out its weaknesses and errors
in order to advance the field. They do not analyze the con-
cepts and principles in different theories in order to bring
order into the chaos of unrelated knowledge. They do not, for
example, work on the large task of weaving the theories to-
gether into one or more larger, more advanced, and more gen-
eral and unified theories that can then be tested empirically
and advanced. 

An indication of the mixed-up character of the field of per-
sonality theory is the inclusion of Skinner’s experimental
analysis of behavior as a personality theory in some textbooks
on personality theory. This is anomalous because Skinner has
rejected the concept of personality, has never treated the phe-
nomena of personality, has had no program for doing so, and
his program guides those who are radical behaviorists to ig-
nore the fields of personality and its measurement. His find-
ings concerning schedules of reinforcement are not used by
personologists, nor are his students’findings using the experi-
mental analysis of behavior with human subjects nor his phi-
losophy-methodology of science. His approach appears to be
quite irrelevant for the field. What does it say about the field’s
understanding of theory that the irrelevance of his theory does
not matter? From the standpoint of the philosophy and
methodology of PB, the field of personality is in a very primi-
tive state as a science.

To some extent the following sections put the cart before
the horse because I discuss some theory needs of the field of
personality before I describe the approach that projects those
needs. That approach involves two aspects: a particular the-
ory and a philosophy-methodology. The latter is the basis for
the projections made in this section. This topic needs to be
developed into a full-length treatment rather than the present
abbreviation.

The Need for Theorists Who Work the Field

One of the things that reveals that the field of personality the-
ory is not really part of a fully developed science is the lack of
systematic treatment of the theories in the field. Many study
the theories of the field and their empirical products. But that
study treats the field as composed of different and indepen-
dent bodies of knowledge to be learned. There is not even the
level of integration of study that one would find in humanities,
such as English literature and history, where there is much
comparative evaluating of the characteristics of different
authors’ works.

If the field of personality theory is to become a real scien-
tific study, we need theorists who work the field. Theories have

certain characteristics. They contain concepts and principles,
and the theories deal with or derive from certain empirical data.
And those concepts, principles, and data vary in types and in
functions. With those differences, theories differ in method and
content and therefore in what they can do and thus how they fit
together or not. We need theorists who study such things and
provide knowledge concerning the makeup of our field. What
can we know about the field without such analysis?

We need theorists who work the field in other ways also.
For example, two scientific fields could be at the same level in
terms of scientific methods and products. One field, however,
could be broken up by having many different theorists, each of
whom addresses limited phenomena and does so in idiosyn-
cratic theory language, with no rules relating the many theo-
ries. This has resulted in competing theories, much overlap
among theories and the phenomena they address, and much
redundancy in concepts and principles mixed in with real dif-
ferences. This yields an unorganized, divided body of knowl-
edge.Accepting this state provides no impetus for cooperative
work or for attaining generality and consensus.

The other hypothetical field has phenomena of equal com-
plexity and difficulty, and it also began with the same unorga-
nized growth of theory. But the field devoted part of its time
and effort in working those theories, that is, in assessing what
phenomena the various theories addressed, what their meth-
ods of study were, what types of principles and concepts were
involved, and where there was redundancy and overlap, as
well as in comparing, relating, and unifying the different
theory-separated islands of knowledge. The terms for the con-
cepts and principles were standardized, and idiosyncrasy was
removed. The result was a simpler, coherent body of knowl-
edge that was also more general. That allowed people who
worked in the field to speak the same language and to do re-
search and theory developments in that language in a way that
everyone could understand. In turn, researchers could build on
one another’s work. That simplifying consensus also enabled
applied people to use the knowledge better.

It can be seen that although these two sciences are at the
same level with respect to much of their product, they are
quite different with respect to their theory advancement and
operation. The differences in the advancement of knowledge
in science areas along these lines have not been systematically
considered in the philosophy of science. There has not been an
understanding that the disunified sciences (e.g., psychology)
operate differently than do the unified sciences (e.g., physics)
that are employed as the models in the philosophy of science.
Thus, there has been no guide for theorists to work the fields
of personality theory and psychological testing to produce the
more advanced type of knowledge. So this remains a crying
need.
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We Need Theory Constructed in Certain Ways
and With Certain Qualities and Data

We need theorists to work the field of personality. And they
need to address certain tasks, as exemplified earlier and later.
This is only a sample; other characteristics of theory also
need to be considered in this large task. 

Commonalities Among Theories

In the field of personality theory there is much commonality,
overlap, and redundancy among theories. This goes unrecog-
nized, however, because theorists are free to concoct their own
idiosyncratic theory language. The same or related phenom-
ena can be given different names—such as ego, self, self-
concept, and self-efficacy—and left alone as different. Just in
terms of parsimony (an important goal of science), each case
of multiple concepts and unrecognized full or partial redun-
dancy means that the science is unnecessarily complex and
difficult, making it more difficult to learn and use. Unrecog-
nized commonality also artificially divides up the science,
separating efforts that are really relevant. Personality theo-
rists, who are in a disunified science in which novelty is the
only recognized value, make their works as different as possi-
ble from those of others. The result is a divided field, lacking
methods of unification.

We need theorists who work to remove unnecessary the-
ory elements from our body of knowledge, to work for sim-
plicity and standardization in theory language. We need to
develop concepts and principles that everyone recognizes in
order to build consistency and consensus. It is essential also
for profundity; when basic terms no longer need to be argued,
work can progress to deeper levels.

Data of Theories and Type of Knowledge Yielded

A fundamental characteristic of the various theories in per-
sonality is that despite overlap they address different sets of
phenomena and their methods of data collection are differ-
ent. For example, Freud’s theory was drawn to a large extent
from personal experience and from the stated experiences of
his patients. Carl Rogers’s data was also drawn from per-
sonal experience and clinical practice. Gordon Allport em-
ployed the lexical approach, which involved selecting all
the words from a dictionary that descriptively labeled differ-
ent types of human behavior. The list of descriptive words
was whittled down by using certain criteria and then was or-
ganized into categories, taken to describe traits of personal-
ity. This methodology rests on large numbers of people, with
lay knowledge, having discriminated and labeled different

characteristic behaviors of humans. Raymond Cattell used
three sources of data. One consisted of life records, as in
school or work. Another source was self-report in an inter-
view. And a third could come from objective tests on which
the individual’s responses could be compared to the re-
sponses of others. These data could be subjected to factor
analytic methods to yield groupings of items to measure per-
sonality traits.

What is not considered systematically to inform us about
the field is that the different types of data used in theories
give those theories different characteristics and qualities. To
illustrate, a theory built only on the evanescent and imprecise
data of personal and psychotherapy experience—limited by
the observer’s own concepts and flavored by them—is un-
likely to involve precisely stated principles and concepts and
findings. Moreover, any attempt by the client to explain her
behavior on the basis of her life experience is limited by
her own knowledge of behavior and learning and perhaps by
the therapist’s interpretations. The naturalistic data of self-
description, however, can address complex events (e.g.,
childhood experiences) not considered in the same way in an
experimental setup. Test-item data, as another type, can stip-
ulate behaviors while not including a therapist’s interpreta-
tions. However, such items concern how individuals are, not
how they got that way (as through learning). 

Let us take as an example an intelligence test. It can predict
children’s performance in school. The test was constructed to
do this. But test data do not tell us how “intelligence” comes
about or what to do to increase the child’s intelligence. For
in constructing the test there has been no study of the causes
of intelligence or of how to manipulate those causes to change
intelligence. The theory of intelligence, then, is limited by
the data used. Generally, because of the data on which they
rest, tests provide predictive variables but not explanatory,
causal variables. Not understanding this leads to various
errors.

The data employed in some theories can be of a causal
nature, but not in other theories. Although data on animal
conditioning may lack other qualities, it does deal with cause-
effect principles. Another important aspect of data used in-
volves breadth. How many different types of data does a
theory draw on or stimulate? From how many different fields
of psychology does the theory draw its data? We should as-
sess and compare theories on the types of data on which they
are based. Through an analysis of types of data we will have
deeper knowledge of our theories, how they differ, how they
are complementary, the extent to which they can be devel-
oped to be explanatory as well as predictive, and also how
they can or cannot be combined in organizing and unifying
our knowledge.
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Precision of Theories

There are also formal differences in theories in terms of other
science criteria, for example, in the extent of precision of state-
ment.Aknown example of imprecision was that of Freud’s re-
action formation. If the person did not do as predicted, then the
reaction formation still allowed the theory always to be
“right.” Another type of difference lies in the precision or
vagueness of definition of concepts. Hull aimed to define his
habit strength concept with great precision. Rogers’s concept
of the life force does not have such a precise definition. Sci-
ence is ordinarily known for its interest in considering and as-
sessing its theory tools with respect to such characteristics.
The field of personality needs to consider its theories in this
respect.

Unifying and Generality Properties of Theories

Hans Eysenck showed an interest in applications of condition-
ing principles to problems of human behavior. He also worked
on the measurement of personality, in traits such as intelli-
gence and extroversion-introversion. Moreover, he also had
interest in variations in psychic ability as shown in exper-
iments in psychokinisis. (During a six-month stay at the
Maudsley Hospital in 1961, the author conveyed the spread of
our American behavioral applications and also argued about
psychic phenomena, taking the position that selecting subjects
with high “psychic” ability abrogated the assumptions for the
statistics employed.) Theorists vary in the number of different
research areas to which they address themselves. And that
constitutes an important dimension; other things equal, more
general theories are more valuable than narrow theories.

Another property of a theory is that of unifying power. The
example of Eysenck can be used again. That is, although he
was interested in behavior therapy, personality measurement,
and experimental psychic ability, he did not construct a theory
within which these phenomenal areas were unified within a
tightly reasoned set of interrelated principles. Both the general-
ity and the unifying power of theories are very important.

Freud’s psychological theory was more general than
Rogers’s. For example, it pertains to child development, ab-
normal psychology, and clinical psychology and has been
used widely in those and other fields. And Freud’s theory—
much more than other theories that arise in psychotherapy—
also was high in the goal of unification. John Watson began
behaviorism as a general approach to psychology. The behav-
ioral theories of personality (such as that of Rotter, and to some
extent the other social learning theories) exhibit some general-
ity and unification. The present theory, PB, has the most gen-
erality and unification aims of all. None of the personality

theories, with the exception of the present one, moreover, has
a systematic program for advancing further in generality and
unification.

In general, there are no demands in the field of personality
to be systematic with respect to generality or unification, and
there are no attempts to evaluate theories for success in
attaining those goals. Again, that is different from the other
more advanced, unified sciences. That is unfortunate, for the
more a theory of personality has meaning for the different
areas of psychology, employs products of those fields, and has
implications for those fields, the more valuable that theory
can be.

This view of the field of personality and its personality the-
ories is a byproduct of the construction of the theory that will
be considered in the remaining sections. The perspective sug-
gests that the field of personality will continue to stagnate until
it begins to work its contents along the lines proposed.

PERSONALITY: THE PSYCHOLOGICAL
BEHAVIORISM THEORY

More than 45 years ago, while still a graduate student at
UCLA, I began a research program that for some years I did
not name, then called social behaviorism, later paradigmatic
behaviorism, and finally PB. I saw great importance in the
behaviorism tradition as a science, in fundamental learning
principles, and in experimentation. But I saw also that the
preceding behaviorisms were incompletely developed, ani-
mal oriented, and too restricted to laboratory research. They
also contained fundamental errors and had no plan by which
to connect to traditional psychology, to contribute to it, and to
use its products. Very early in the research program I began to
realize that animal conditioning principles are not sufficient
to account for human behavior and personality. In my opinion
a new behavioral theory was needed, it had to focus on
human behavior systematically and broadly, it had to link
with traditional psychology’s treatments of many phenomena
of human behavior, and it had to include a new philosophy
and methodology.

Basic Developments

The early years of this program consisted of studies to extend,
generally and systematically, conditioning principles to sam-
ples of human behavior. This was a new program in behavior-
ism. Some of the studies were informal, some were formal
publications, and many involved theoretical analyses of
behaviors—experimental, clinical, and naturalistic—that had
been described in the psychology literature. One of the goals
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was to advance progressively on the dimension of simple-
complex with respect to behavior. The low end of the dimen-
sion involved establishment of basic principles, already
begun with the animal conditioning principles. But those prin-
ciples had to be verified with humans, first with simple behav-
iors and laboratory control. Then more and more complex
behaviors had to be confronted, with the samples of behavior
treated becoming more representative of life behaviors. The
beginning of this latter work showed convincingly the rele-
vance of learning-behavior principles for understanding
human behavior and progressively indicated that new human
learning principles were needed to deal with complex human
behavior. Several areas of PB research are described here as
historical background and, especially, to indicate how the the-
ory of personality arose in an extended research-conceptual
development.

Language-Cognitive Studies

My dissertation studied how subjects’ verbal responses to
problem-solving objects were related to the speed with which
they solved the problem. It appeared that people learn many
word labels to the objects and events of life. When a situation
arises that involves those objects and events, the verbal re-
sponses to them that individuals have learned will affect their
behavior. The research supported that analysis.

There are various kinds of labeling responses. A child’s
naming the letters of the alphabet involves a labeling reper-
toire. Studies have shown that children straightforwardly
learn such a repertoire, as they do in reading numbers and
words. The verbal-labeling repertoire is composed of various
types of spoken words controlled by stimulus events. The
child learns to say “car” to cars as stimulus events, to say
“red” to the stimulus of red light, to say “running” to the visual
stimulus of rapidly alternating legs that produce rapid move-
ment, and to say “merrily” to people happily reveling. More-
over, the child learns these verbal labeling responses—like
the nouns, adjectives, verbs, and adverbs just exemplified—in
large quantities, so the verbal-labeling repertoire becomes
huge. This repertoire enables the person to describe the many
things experienced in life, but it has other functions as well.
As discussed later, this and the other language repertoires are
important components of intelligence.

As another aspect of language, the child also learns to make
different motor responses to a large number of words. The
young child learns to look when hearing the word “look,” to
approach when hearing the word “come,” to sit when told the
word “sit,” and to make a touching response when told to
“touch” something. The child will learn to respond to many
words with motor responses, constituting the verbal-motor

repertoire. This repertoire enables the person to follow direc-
tions. It is constituted not only of a large number of verbs, but
also of adverbs, nouns, adjectives, and other grammatical ele-
ments. For example, most people could respond appropriately
to the request to “Go quickly, please, to the top-left drawer of
my dresser and bring me the car keys” because they have
learned motor responses to the relevant words involved.
Important human skills involve special developments of the
verbal-motor subrepertoire. As examples, ballet dancers, vio-
linists, NFL quarterbacks, mechanics, and surgeons have spe-
cial verbal-motor repertoires that are essential parts of their
special skills.

Another important part of language is the verbal-
association repertoire. When the word salt is presented as a
stimulus in a word-association task, a common response is
pepper or water. However, an occasional person might re-
spond by saying wound or of the earth or something else that
is less usual. Years ago it was believed that differences in as-
sociations had personality implications, and word-association
tests were given with diagnostic intent.Analysis of word asso-
ciations as one of the subrepertoires of the language-cognitive
repertoire suggests more definitively and specifically that this
constitutes a part of personality. Consider a study by Judson,
Cofer, and Gelfand (1956). One group of subjects learned a
list of words that included the sequence rope, swing, and pen-
dulum. The other group learned the same list of words, but the
three words were not learned in sequence. Both groups then
had to solve a problem by constructing a pendulum from a
light rope and swinging it. The first group solved the problem
more quickly than did the second. Thus, in the present view
the reasoning ability of the two groups depended on the word
associations they had learned.

Word associates are central to our grammatical speech, the
logic of our speech and thought, our arithmetic and mathemat-
ical knowledge, our special area and general knowledge,
our reasoning ability, our humor, our conversational ability,
and our intelligence. Moreover, there are great individual
differences in the verbal-association repertoire such that it
contributes to differences on psychological tests. Additional
repertoires are described in the PB theory of language-
cognition (see Staats, 1968, 1971, 1975, 1996).

Emotional-Motivational Studies

An early research interest of PB concerned the emotional
property of words. Using my language conditioning method I
showed subjects a visually presented neutral word (nonsense
syllable) paired once each with different auditorily presented
words, each of which elicited an emotional response, with one
group positive emotion and with another group negative in a
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classical conditioning procedure. The results of a series of ex-
periments have showed that a stimulus paired with positive or
negative emotional words acquires positive or negative emo-
tional properties. Social attitudes, as one example, are
emotional responses to people that can be manipulated by lan-
guage conditioning (Staats & Staats, 1958). To illustrate, in a
political campaign the attempt is made to pair one’s candidate
with positive emotional words and one’s opponent with nega-
tive emotional words. That is why the candidate with greater
financial backing can condition the audience more widely,
giving great advantage.

Skinner’s theory is that emotion (and classical condition-
ing) and behavior (and operant conditioning) are quite sepa-
rate, and it is the operant behavior that is what he considers
important. In contrast, PB’s basic learning-behavior theory
states that the two types of conditioning are intimately related
and that both are important to behavior. For one thing, a
stimulus is reinforcing because it elicits an emotional
response. Thus, as a stimulus comes to elicit an emotional re-
sponse through classical conditioning, it gains potential as a
reinforcing stimulus. My students and I have shown that
words eliciting a positive or negative emotional response will
function as a positive or negative reinforcer. In addition, the
PB learning-behavior theory has shown that a stimulus that
elicits a positive or negative emotional response will also
function as a positive or negative incentive and elicit approach
or avoidance behavior. That is a reason why emotional words
(language) guide people’s behavior so ubiquitously. An im-
portant concept from this work is that humans learn a very
large repertoire of emotion-eliciting words, the verbal-
emotional repertoire. Individual differences in this repertoire
widely affect individual differences in behavior (see Staats,
1996).

One other principle should be added for positive emo-
tional stimuli: They are subject to motivational (deprivation-
satiation) variations. For example, food is a stimulus that
elicits a positive emotional response on a biological basis;
however, the size of the response varies according to the
extent of food deprivation. That also holds for the reinforce-
ment and incentive effect of food stimuli on operant behavior.
These three effects occur with stimuli that elicit an emotional
response through biology (as with food) or through learning,
as with a food word.

The human being has an absolutely gargantuan capacity
for learning. And the human being has a hugely complex
learning experience. The result is that in addition to biologi-
cally determined emotional stimuli, the human learns a gigan-
tic repertoire that consists of stimuli that elicit an emotional
response, whether positive or negative. There are many vari-
eties of stimuli—art, music, cinema, sports, recreations,

religious, political, manners, dress, and jewelry stimuli—that
are operative for humans. They elicit emotion on a learned
basis. As a consequence, they can also serve as motivational
stimuli and act as reinforcers and incentives. That leads to a
conclusion that individual differences in the quantity and type
of emotional stimuli will have great significance for personal-
ity and human behavior.

Sensorimotor Studies

Following its human-centered learning approach, PB studied
sensorimotor repertoires in children. To illustrate, consider the
sensorimotor response of speech. Traditional developmental
norms state that a child generally says her first words at the
age of 1 year, but why there are great individual differences is
not explained, other than conjecturing that this depends on
biological maturation processes. In contrast, PB states that
speech responses are learned according to reinforcement prin-
ciples, but that reinforcement depends on prior classical con-
ditioning of positive emotion to speech sounds (Staats, 1968,
1996). I employed this theoretical analysis and learning pro-
cedures in accelerating the language development of my own
children, in naturalistic interactions spread over a period of
months, but adding up to little time expenditure. Their speech
development accelerated by three months, which is 25% of the
usual 12-month period (Staats, 1968). I have since validated
the learning procedures with parents of children with retarded
speech development. Lovaas (1977) has used this PB frame-
work. Psychological behaviorism also systematically studied
sensorimotor skills such as standing, walking, throwing and
catching a ball, using the toilet, writing letters, paying atten-
tion, counting objects, and so on in systematic experimental-
longitudinal research (see Staats, 1968, 1996).

In this theory of child development, PB pursued its goal of
unification with traditional psychology, in this case with the
field of child development. The PB position is that the norms
of traditional child developmentalists provide valuable
knowledge. But this developmental conception errs in assum-
ing biological determination and in ignoring learning. Prior to
my work, the reigning view was that it was wasteful or harm-
ful to attempt to train the child to develop behaviors early. For
example, the 4-year-old child was said to be developmentally
limited to an attention span of 5 min to 15 min and thus to be
incapable of formal learning. We showed that such preschool-
ers can attend well in the formal learning of reading skills for
40-min periods if their work behaviors are reinforced (Staats
et al., 1964). When not reinforced, however, they do not
attend. My later research showed that children learn progres-
sively to attend and work well for longer periods by having
been reinforced for doing so.
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Rather than being a biologically determined cognitive abil-
ity, attention span is actually a learned behavior. The same is
true with the infant’s standing and walking, the development
of both of which can be advanced by a little systematic train-
ing. The child of 2 years also can be straightforwardly trained
to count unarranged objects (Piaget said 6 years). Writing
training can be introduced early and successfully, as can other
parts of the sensorimotor repertoire. I also developed a proce-
dure for potty training my children (see Staats, 1963) that was
later elaborated byAzrin and Foxx (1974). Such findings have
changed society’s view of child development.

What emerges from this work is that the individual learns
the sensorimotor repertoire. Without the learning provided in
the previous cases, children do not develop the repertoires.
Moreover, the human sensorimotor repertoire is, again, vast
for individuals. And over the human community it is infi-
nitely varied and variable. There are skills that are generally
learned by all, such as walking and running. And there are
skills that are learned by only few, such as playing a violin,
doing surgery, or acting as an NFL quarterback. As such there
are vast individual differences among people in what sensori-
motor skills are learned as well as in what virtuosity. 

Additional Concepts and Principles

Human Learning Principles

As indicated earlier, a basic assumption of traditional behav-
iorism is that the animal learning principles are the
necessary and sufficient principles for explaining human be-
havior. Psychological behaviorism’s program has led to the
position that while the animal conditioning principles, inher-
ited through evolution, are indeed necessary for explaining
human behavior, they are far from sufficient. I gained an early
indication of that with my research on the language condition-
ing of attitudes, and later findings deepened and elaborated the
principles.

What the traditional behaviorists did not realize is that
human learning also involves principles that are unique to
humans—human learning principles. The essential, new fea-
ture of these principles is that much of what humans learn
takes place on the basis of what they have learned before. For
example, much human learning can occur only if the individ-
ual has first learned language. Take two children, one of whom
has learned a good verbal-motor repertoire and one of whom
has not. The first child will be able to follow directions and
therefore will be able to learn many things the second child
cannot because many learning tasks require the following of
directions. The goodness of that verbal-motor repertoire dis-
tinguishes children (as we can see on any intelligence test for

children). In PB, language is considered a large repertoire
with many important learning functions. Learning to count, to
write, to read, to go potty, to form attitudes, to have logic and
history and science knowledge and opinions and beliefs, to be
religious, to eat healthily and exercise, and to have political
positions are additional examples in which language is a foun-
dation. A child of 18 months can easily learn to name numbers
of objects and then to count if that child has previously learned
a good language repertoire (see Staats, 1968). On the other
hand, a child of 3 years who has not learned language will not
be able to learn those number skills. The reason for the differ-
ence is not some genetic difference in the goodness of learn-
ing. Rather, the number learning of the child is built on the
child’s previous language learning. It is not age (biology) that
matters in the child’s learning prowess; it is what the child has
already learned.

Cumulative-Hierarchical Learning

Human learning is different from basic conditioning because
it typically involves learning that is based on repertoires that
have been previously learned. This is called cumulative-
hierarchical learning because of the building properties
involved—the second learning is built on the first learning
but, in turn, provides the foundation for a third learning. Mul-
tiple levels of learning are typical when a fine performance is
involved. Let us take the learning of the language repertoire.
When the child has a language repertoire, the child can then
learn to read. When the child has a reading repertoire, the
child can learn more advanced number operations, after
which the child can learn an algebra repertoire, which then is
basic in learning additional mathematics repertoires, which
in turn enable the learning of physics. Becoming a physicist
ordinarily will involve in excess of 20 years of cumulative-
hierarchical learning.

Cumulative-hierarchical learning is involved in all the
individual’s complex characteristics. A sociopath—with the
complex of language-cognitive, emotional-motivational, and
sensorimotor repertoires this entails—does not spring forth
full-blown any more than being a physicist. Understanding
the sociopathic personality, hence, requires understanding the
cumulative-hierarchical learning of the multiple repertoires
that have been involved.

The Basic Behavioral Repertoire: A Cause as Well
as an Effect

And that brings us to another concept developed in PB, that
is, the basic behavioral repertoire (BBR). The BBRs are those
repertoires that provide the means by which later learning can
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occur, in the cumulative-hierarchical learning process. In
providing foundations for further learning, the three major
BBRs—the emotional-motivational, language-cognitive, and
sensorimotor—also grow and elaborate through cumulative-
hierarchical learning.

The learning of the basic behavioral repertoires changes the
individual. The BBRs thus act as independent variables that
determine what the individual experiences, how the individual
behaves, and what the individual learns. The cumulative-
hierarchical learning of such repertoires is fundamental in
child development; in fact, the PB theory is that the study of
that learning should be the primary objective of this field, as it
should be in the field of personality.

The Concept of Personality

It is significant in comparing the PB theory to other personal-
ity theories to note differences in such things as the type of
data involved and the specificity, precision, systematicity,
and empirical definition of principles and concepts. It is such
characteristics that determine the functions that a theory can
have. Another characteristic of the PB approach concerns the
schism between traditional psychology and traditional be-
haviorism. Traditional psychology infers personality as a
unique internal process or structure that determines the indi-
vidual’s unique behavior. That makes study of personality
(and related concepts) very central. Traditional behaviorism,
in opposition, and according to its fundamental methodology,
cannot accept an inferred concept as the cause of behavior.
So, while almost every personologist considers learning to be
important in personality, traditional behaviorism, which
should be concerned with how learning affects personality,
cannot even consider the topic. The schism leaves personal-
ity theories incomplete and divides psychology.

The PB Definition of Personality

The PB program has led to the development of a theory of
personality that can resolve that schism in a way that is valu-
able to both sides. The PB definition of personality is that it is
composed of the three basic behavioral repertoires that the
individual has learned. That definition harmonizes with be-
haviorism, for the PB program is to study the behaviors in
those repertoires and how they are learned, as well as how
they have their effects on the individual’s characteristic be-
havior. At the same time, that definition is very compatible
with the traditional view of personality as an internal process
or structure that determines behavior. As such, the PB con-
cept of personality can link with traditional work on person-
ality, including personality tests, and can also contribute to

advancement of that work. How the three BBRs compose
personality is described next.

The Emotional-Motivational Aspects of Personality

There are many concepts that refer to human emotions, emo-
tional states, and emotional personality traits. As examples, it
may be said that humans may feel the responses of joy or fear,
may be in a depressed or euphoric state, and may be optimistic
or pessimistic as traits. The three different emotional
processes are not usually well defined. PB makes explicit
definitions. First, the individual can experience specific,
ephemeral emotional responses depending on the appearance-
cessation of a stimulus. Second, multiple emotion-eliciting
events can yield a series of related emotional responses that
add together and continue over time; this constitutes an emo-
tional state. Third, the individual can learn emotional re-
sponses to sets of stimuli that are organized—like learning a
positive emotional response to a wide number of religious
stimuli. That constitutes an emotional-motivational trait (reli-
gious values); that is, the individual will have positive emo-
tional responses to the stimuli in the many religious situations
encountered. And that emotional-motivational trait will affect
the individual’s behavior in those many situations (from the
reinforcer and incentive effects of the religious stimuli). For
these reasons the trait has generality and continuity. There are
psychological tests for traits such as interests, values, atti-
tudes, and paranoid personality. There are also tests for states
such as anxiety and depression and moods. And there are
also tests for single emotional responses, such as phobias or
attitudes.

Personality theories usually consider emotion. This is
done in idiosyncratic terminology and principles. So how one
theory considers emotion is not related to another. Theories
of emotion at the personality level are not connected to stud-
ies of emotion at more basic levels. Many psychological tests
measure emotions, but they are not related to one another.
Psychological behaviorism provides a systematic framework
theory of emotion that can deal with the various emotional
phenomena, analyze many findings within the same set of
concepts and principles, and thus serve as a unifying overar-
ching theory. Psychological behaviorism experimentation
has shown that interest tests deal with emotional responses to
occupation-related stimuli, that attitude tests deal with emo-
tional responses to groups of people, and that values tests
deal with emotional responses to yet other stimuli, unifying
them in the same theory.

In the PB theory, beginning with the basic, the individual
has emotional responses to stimuli because of biological struc-
ture, such as a positive emotional response to food stimuli,
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certain tactile stimuli, warm stimulation when cold, and vice
versa, and a negative emotional response to aversive, harmful
stimuli of various kinds. Conditioning occurs when any neu-
tral stimulus is paired with one of those biological stimuli and
comes to elicit the same type of emotional response. Condi-
tioning occurs also when a neutral stimulus is paired with an
emotion-eliciting stimulus (e.g., an emotional word) that has
gained this property through learning. The human has a long
life full of highly variable, complex experiences and learns an
exceedingly complex emotional-motivational repertoire that
is an important part of personality. People very widely have
different emotional learning. Not everyone experiences posi-
tive emotional responses paired with religious stimuli, foot-
ball-related stimuli, or sex-related stimuli. And different
conditioning experiences will produce different emotional-
motivational repertoires. Because human experience is so
variegated, with huge differences, everyone’s hugely complex
emotional-motivational personality characteristics are unique
and different.

That means, of course, that people find different things
reinforcing. What is a reward for one will be a punishment for
someone else. Therefore, people placed in the same situation,
with the same reinforcer setup, will learn different things.
Consider a teacher who compliments two children for work-
ing hard. For one child the compliment is a positive reinforcer,
but for the other child it is aversive. With the same treatment
one child will learn to work hard as a consequence, whereas
the other will work less hard. That is also true with respect to
incentives. If one pupil has a positive emotional response to
academic awards and another pupil does not, then the initia-
tion of an award for number of books read in one semester will
elicit strong reading behavior in the one but not in the other.
What is reinforcing for people and what has an incentive ef-
fect for them strongly affects how they will behave. That is
why the emotional BBR is an important personality cause of
behavior.

The Language-Cognitive Aspects of Personality

Each human normally learns a huge and fantastically com-
plex language repertoire that reflects the hugely complex
experience each human has. There is commonality in that ex-
perience across individuals, which is why we speak the same
language and can communicate. But there are gigantic indi-
vidual differences as well (although research on language
does not deal with those). Those differences play a central
role in the individual differences we consider in the fields of
personality and personality measurement.

To illustrate, let us take intelligence as an aspect of per-
sonality. In PB theory intelligence is composed of basic

behavioral repertoires, largely of a language-cognitive nature
but including important sensorimotor elements also. People
differ in intelligence not because of some biological quality,
but because of the basic behavioral repertoires that they have
learned. We can see what is specifically involved at the
younger age levels, where the repertoires are relatively simple.
Most items, for example, measure the child’s verbal-motor
repertoire, as in following instructions. Some items specifi-
cally test that repertoire, as do the items on the Stanford-Binet
(Terman & Merrill, 1937, p. 77) that instruct the child to “Give
me the kitty [from a group of small objects]” and to “Put the
spoon in the cup.” Such items, which advance in complexity
by age, also test the child’s verbal-labeling repertoire. The
child can only follow instructions and be “intelligent” if he or
she has learned the names of the things involved.

The language-cognitive repertoires also constitute other as-
pects of personality, for they are important on tests of language
ability, cognitive ability, cognitive styles, readiness, learning
aptitude, conceptual ability, verbal reasoning, scholastic apti-
tude, and academic achievement tests. The tests, considered to
measure different facets of personality, actually measure char-
acteristics of the language-cognitive BBR. The self-concept
also heavily involves the verbal-labeling repertoire, that is, the
labels learned to the individual’s own physical and behavioral
stimuli. People differ in the labels they learn and in the emo-
tional responses elicited by those verbal labels. We can exem-
plify this using an item on the MMPI (Dahlstrom & Welsh,
1960, p. 57): “I have several times given up doing a thing be-
cause I thought too little of my ability.” Individuals who have
had different experience with themselves will have learned
different labels to themselves (as complex stimuli) and will
answer the item differently. The self-concept (composed of
learned words) is an important aspect of personality because
the individual reasons, plans, and decides depending on those
words. So the learned self-concept plays the role of a cause of
behavior. As another example, the “suspiciousness” of para-
noid personality disorder heavily involves the learned verbal-
labeling repertoire. This type of person labels the behaviors of
others negatively in an atypical way. The problem is that the
unrealistic labeling affects the person’s reasoning and behav-
ior in ways that are not adjustive either for the individual or
for others.

These examples indicate that what are traditionally con-
sidered to be parts of personality are conceived of in PB as
parts of the learned language-cognitive BBR.

The Sensorimotor Aspects of Personality

Traditionally, the individual’s behavior is not considered
as a part of personality. Behavior is unimportant for the
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personologist. Everyone has the ability to behave. It is per-
sonality that is important, for personality determines behav-
ior. Even when exceptional sensorimotor differences are
clearly the focus of attention, as with superb athletes or
virtuoso musicians, we explain the behavior with personality
terms such as “natural athlete” or “talent” or “genius” each of
which explains nothing.

Psychological behaviorism, in contrast, considers sensori-
motor repertoires to constitute learned personality traits in
whole or part. And there are very large individual differences
in such sensorimotor repertoires. Part of being a physically
aggressive person, for example, involves sensorimotor behav-
iors for being physically aggressive. Being a natural athlete,
as another example, involves a complex set of sensorimotor
skills (although different body types can be better suited for
different actions). Being dependent, as another example, may
also involve general deficits in behavior skills. Moreover,
sensorimotor repertoires impact on the other two personality
repertoires. For example, a person recognized for sensorimo-
tor excellence in an important field will display language-
cognitive and emotional-motivational characteristics of
“confidence” that have been gained from that recognition.

A good example of how sensorimotor repertoires are
part of personality occurred in a study by Staats and Burns
(1981). The Mazes and Geometric Design tests of the
Wechsler Preschool and Primary Scale of Intelligence
(WPPSI) (Wechsler, 1967) were analyzed into sensorimotor
repertoire elements. That analysis showed that children learn
that repertoire—of complex visual discrimination and other
sensorimotor skills—when exposed to learning to write the let-
ters of the alphabet. The expectation, thus, is that children
trained to write letters will thereby acquire the repertoire by
which to be “intelligent” on the Mazes and Geometric Design
tests, as confirmed in our study. As other examples, on the
Stanford-Binet (Terman & Merrill, 1937) the child has to build
a block tower, complete a line drawing of a man, discriminate
forms, tie a knot, trace a maze, fold and cut a paper a certain
way, string beads a certain way, and so on. These all require
that the child have the necessary sensorimotor basic behavioral
repertoire. This repertoire is also measured on developmental
tests. This commonality shows that tests considered measures
of different aspects of personality actually measure the same
BBR. Such an integrative analysis would be central in concep-
tualizing the field and the field needs many such analyses.

The sensorimotor repertoire also determines the individ-
ual’s experiences in ways that produce various aspects of per-
sonality. For example, the male who acquires the skills of a
ballet dancer, painter, carpenter, center in the NBA, symphony
violinist, auto mechanic, hair dresser, professional boxer,
architect, or opera singer will in the learning and practice of

those skills have experiences that will have a marked affect on
his other personality repertoires. Much emotional-motiva-
tional and language-cognitive learning will take place, and
each occupational grouping will as a result have certain com-
mon characteristics.

As final examples, being physically aggressive is generally
seen as an aspect of personality, a part of some inner psycho-
logical process. However, a person cannot be physically ag-
gressive without the sensorimotor skills for being so. It is true
that more is involved than just those skills. But those sensori-
motor skills are an important part. Likewise, part of a person’s
being caring and nurturing resides in the sensorimotor skills
for being so. A person cannot be a “natural” athlete without
having learned the repertoire of sensorimotor skills that en-
ables him or her to learn new sports easily, rapidly, gracefully,
and very well. One cannot be a mechanical, athletic, artistic,
or surgical genius, or a musical or dance virtuoso, without the
requisite sensorimotor repertoire. Are sensorimotor differ-
ences part of personality? And are those differences learned?
The PB theory answer to both questions is yes.

The PB analyses that show tests measure BBRs provide a
whole new way of viewing psychological tests, with a large
new agenda for research, as will be indicated.

Definition of the Personality Trait

The personality trait is thus a particular feature of one or more
of the three basic behavioral repertoires. Traits involve com-
plex repertoires. For example, liking a religious song involves
an isolated emotion. But if the person also has a positive emo-
tional response to many religious stimuli—to the stated be-
liefs, history, rituals, holidays, personages, and tenets of
religion, generally and particularly—this constitutes a person-
ality trait, an important part of the emotional-motivational
BBR (as well as of language-cognitive and sensorimotor
repertoires). That emotional-motivational repertoire will have
general effects on the individual’s behavior, life experiences,
and further learning, both for normal and abnormal traits.

In PB the personality trait, as a complex repertoire of re-
sponses, is considered a universe from which the various sit-
uations of life sample. To illustrate, the individual’s language
repertoire includes many different behaviors. A question like
“How much are two and two?” is a life situation that samples
the language-cognitive repertoire in eliciting the one response
“Four.” Many items on intelligence tests sample individuals’
language repertoires. That sample is representatives of how
rich that particular universe is. The entire universe is the total
BBR, that is, the personality repertoire.

Personality traits are constituted of particular repertoires
that produce types of experience, learning, and behavior. For
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Figure 6.1

example, a person with a trait of religiosity will display coin-
cident knowledge (language) of religious material, will expe-
rience religious situations with positive emotion and be
motivated by such situations, as well as exhibit the special-
ized ritualistic behaviors of the religion.

The Principles of the Personality Theory 

Figure 6.1 schematizes and makes more explicit the concepts
and principles of the PB theory of personality. Personality is
composed of the individual’s basic behavioral repertoires. As
a consequence of previous learning, depicted as S1, the indi-
vidual learns BBRs.At a later time the individual is confronted
with an environmental situation, S2, which elicits (samples)
elements from the individual’s BBRs. Those elements make
up the individual’s behavior (B) in that situation. Personality
does not equate with the individual’s behavior. For example,
many individuals learn words that are never uttered. So the in-
dividual’s language-cognitive BBR can never be ascertained
from observing behavior; the individual’s potential for behav-
ior is greater than that which is exhibited.

Traditional behaviorism never established how biology
works its effects in the explanation of behavior. In contrast, in
PB’s personality theory the individual’s biological character
plays an important role at different times. First, the learning
of the basic behavioral repertoires takes place by virtue of the
brain and peripheral nervous system, muscles, tendons, emo-
tional response organs, and such. The organic state at the time
of learning is thus an important independent variable. This
includes permanent biological conditions such as brain dam-
age as well as ephemeral biological conditions such as those
of deprivation-satiation, illness, and drug and alcohol effects.
These biological conditions that are influential at the time of
learning the BBRs are designated as O1.

In addition, however, at the time the individual experi-
ences a later situation certain biological conditions, O2, are
operating in ways that affect the state of the individual’s
BBRs. For the BBRs to be operative they have to be retained
(remembered). Any temporary conditions, such as drugs or a
fever, that effect the brain mechanisms that house the BBRs
will be important, as will more permanent conditions such as

brain damage that has deleted BBRs in whole or part. In ad-
dition, the biological mechanism plays a third role. Even
though the individual has retained the BBRs, other biological
conditions, O3, may affect the ability of S2, the later situation,
to elicit them. For example, the individual’s sensory systems
may be affected by drugs or other organic conditions that
limit or distort the sensory responses, as occurs with a person
who because of poor hearing cannot respond emotionally to a
touching dialogue in a movie.

In this theoretical conception environmental conditions
play two roles in the determination of the individual’s behav-
ior. Separating these environmental events enables a more
explicit consideration of both environmental and biological
effects on personality and behavior. In both of these ways the
definition of personality becomes more explicit. Several ad-
ditional specifications can be added.

Plasticity and Continuity in Personality

There has been an issue of whether individuals behave the
same across time and situations or whether their behavior is
situationally determined. Watson’s behaviorism raised the
issue, which was argued to a stalemate in his era. Mischel’s
1968 book revivified the contest by arguing for the situational
determinism position and against the conception that the in-
dividual has a personality that acts across situations. A num-
ber of pro and con works were then published until, as
generally happens in such issues, interest for the moment was
exhausted. A deeper analysis can be made, however, that can
resolve the issue.

To begin, Figure 6.1 has various implications. Behavior is
certainly situational, for the situation does indeed play an im-
portant role in selecting the elements of behavior displayed in
that situation. For example, people generally act boisterously
at a football game or wrestling match and sedately in a place
of worship, a library, or a museum. 

But there is generality to personality also.Aparticular BBR
over time can be relevant to various situations, and the indi-
vidual’s behavior can thereby show characteristic features
across those situations. For example, a person with a large
repertoire of skilled singing behaviors will have learned a
repertoire whose elements are called out in many later envi-
ronmental situations. Compared to others the individual will
sing more generally and more skillfully than others lacking
that repertoire. Clearly that will be a characteristic, general,
and stable feature of the individual’s behavior, considered to
reflect a personality trait.

Personality typically produces stability over time and sit-
uations. For example, a person who has learned positive val-
ues (emotion) to positions on the conservative side of many
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political-social-economic events (issues) will tend to display
conservative behavior in the books and magazines that are
read, the television programs that are watched, the lectures
that are attended, the church that is attended, the voting
choices that are made, the person who is married, the opin-
ions that are expressed, and so on. As this example shows, a
general trait—emotional-motivational, language-cognitive,
or sensorimotor—promulgates additional trait develop-
ment by ensuring additional experience of the same type that
originally produced the BBR. In the abnormal area, for ex-
ample, once the individual has learned negative emotional re-
sponses to people generally, the individual will display
negative behaviors (such as suspicion) to people. They in
turn will typically respond in negative ways that will further
condition the individual to have negative emotional re-
sponses to people. That can become a general, deep, and con-
tinuing abnormal trait.

Stability in personality is produced in these ways. Thus,
the BBRs, once formed, tend to ensure continuity of experi-
ence, learning, and behavior. But personality can also exhibit
change. For the process of personality development never
ends. Learning goes on for the whole life span. In unusual
cases something may happen to change a fundamental direc-
tion in life. To illustrate, a conservative, conventional man
may experience the horrors and immorality of war and
thereby read things and participate in activities and meet peo-
ple he otherwise would not. And these continuing experi-
ences may ultimately provide him with new BBRs—new
personality traits—that change his behavior drastically. The
cumulative-hierarchical learning involved smacks of a chaos
theory effect. 

The Multilevel Nature of the Theory
and the Implications

Simplification is a goal of science, and oversimplification is
common. The traditional approach to personality involves
this; that is, personality is conceptually simpler than myriad
behaviors. Specification of personality, thus, could make it
unnecessary to study all those behaviors. Furthermore, if one
takes personality to be the cause of behavior, one need only
study personality and not all the other fields of psychology,
like animal learning principles and cognitive things (such as
language), child development, social interaction principles,
educational psychology, and so on. 

But PB differs here. Explaining human behavior is not
considered a two-level task, with one basic theory level, the
study of personality, which explains the second level, behav-
ior. Psychological behaviorism says that psychology is di-
vided into fields that have a general hierarchical relationship

with one another. The field of animal learning is basic to a
field like developmental psychology because much of devel-
opment depends on learning. The field of developmental psy-
chology, on the other hand, is basic to the field of personality
because important aspects of personality develop in child-
hood. In turn, knowledge of personality is relevant to psy-
chological measurement, abnormal psychology, and clinical
and educational psychology. 

This multilevel relationship has many exceptions, and there
is a bidirectional exchange between areas (levels). But the pres-
ent position is that a personality theory that does not take into
account the various major fields (levels) of psychology can
only be a part theory. Learning, for example, is important to
personality, as most personologists would agree. That being
the case, the field should demand that a personality theory in-
dicate how it links to and draws from the study of learning. The
same is true of the fields of child development, experimental
psychology (in studying language-cognition, emotion-motiva-
tion, and sensorimotor behavior), biology, and social interac-
tion. Personality theory on the other side should be basic to
personality measurement and to abnormal, clinical, educa-
tional, and industrial psychology. Personality theories should
be evaluated comparatively for the extent to which they have a
program for drawing from and contributing to the various
fields of psychological knowledge (see Staats, 1996, for PB’s
most advanced statement of its multilevel approach.)

The traditional oversimplified view of the study of per-
sonality needs change that broadens and deepens its scope as
well as its analytic powers.

PERSONALITY THEORY FOR THE 
TWENTY-FIRST CENTURY

The PB theory of personality says the phenomena of
personality—what it is, how it is learned, and the effects it
has—are complex and require a theory capable of dealing
with that complexity. And that complex theory suggests many
more things to do than the traditional approach envisages. For
one thing, there is a large task of specifying what the person-
ality repertoires are, how they are learned, and how they op-
erate. Psychological behaviorism says it has begun the study,
but the task is huge, and the program for the twenty-first cen-
tury must be suitably huge. It should be added that PB, while
showing the task to be more complex than traditionally con-
sidered, provides a foundation that simplifies the task. For all
the studies made within its framework will be related and
meaningful to one another. They all add together and advance
toward explaining personality. Doing that permits research
becoming progressively more profound, unimpeded by the
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necessity of arguing perennially about basics. The fact is the
traditional framework allows for a seeming simplicity; per-
sonality theories can be created that are simple, but they have
very little scope. Worse, however, the traditional framework
allows for the creation of an infinity of such approaches to
personality, all of them unrelated. The result is a large and
chaotic fund of unrelated knowledge, set forth in many differ-
ent and competing theory languages, impossible to work with
as a student, researcher, or practitioner. This constitutes irre-
solvable complexity. And the framework only guides the field
to multiply its complexity with new and unrelated works.
Generally, there is no advancement of knowledge in terms of
parsimony, profundity, organization, non-redundancy, relat-
edness, and explanatory value.

Some of the implications of the PB theory of personality
for study in the twenty-first century will be sketched.

Biology and Personality

Biological characteristics do indeed play an important role in
human behavior and in individual differences in behavior.
But in the present view, without a good conception of per-
sonality, biological research is presently not of the type
needed. The traditional search is for the biological mecha-
nisms that produce personality traits, which PB considers the
wrong path. Rather, the PB position is that the individual’s
biology provides the mechanism by which the learning of
the BBRs can take place, be stored, and be selectively acti-
vated by the stimuli of the later environmental situations the
individual encounters. Biological studies of various kinds
are needed to specify the biological events involved in these
processes.

Learning and Personality

While biological conditions are the most basic level of study
proposed, it is the field of learning that is the most important
basic level. Anomalously, however, especially since most
every personologist would agree that personality is in good
measure learned, personologists generally have not studied
how learning-behavior principles are involved in the acquisi-
tion or function of personality. There seems to be an implicit
view that learning is not that much different for people except
in extreme cases.

The PB position, on the contrary, is that the personality
repertoires are learned, that there are wide individual differ-
ences in the learning conditions involved, and that those
differences produce infinitely varied personality characteris-
tics. Psychological behaviorism says that the first major
task of a personality theory is formulating a basic theory of

learning-behavior and a theory of human learning. No other
existing personality theory does this. 

Human Learning and Personality

The basic animal-conditioning principles are not sufficient for
dealing with the learning of personality. There have been stud-
ies, long since abandoned, employing human subjects that
dealt with more complex learning situations and produced
principles such as mediated generalization, sensory precondi-
tioning, and verbal associations. But there has not been a
conceptual framework to guide the field to study what is nec-
essary, that is, to study how humans learn complex, functional
repertoires in an advancing cumulative-hierarchical way.
There has been no systematic goal of studying the basic be-
havioral repertoires that are important to humans. Although
there are research fields that study language, emotion, and
sensorimotor behavior, these fields do not systematically ad-
dress how these behaviors are important for human adjust-
ment. Studies should be conducted that indicate how such
repertoires function to (a) change the individual’s experience,
(b) change the individual’s behavior, and (c) change the indi-
vidual’s ability to learn. Such knowledge is needed to provide
foundations for advancing the study of personality. For con-
structing theory, personology needs fundamental knowledge
of cumulative-hierarchical learning, the BBRs, their content,
and how the BBRs work to affect experience, learning, and
behavior.

Developmental Psychology

Some of the theories of personality include reference to how
personality develops in childhood. Freud’s psychoanalytic
theory initiated this and has had great influence on some
other personality theories in this respect. But Freud’s theory
of learning was lacking: He had no understanding of human
learning principles or what is learned via those principles, no
concepts of the BBRs, how they are learned, how important
they are for further learning of personality, and so on. So his
treatment (and others in this tradition) of child development
in personality formation had to be limited and lacking. 

The PB position is that the learning experiences of child-
hood set the individual’s basic personality (BBRs) to a great
extent so that what follows typically continues in the same
line of development. This conceptual position and its empiri-
cal findings indicate that the field of child development should
be an essential study. The focus of the field in the PB view
should become the study of the central BBRs that are learned
in childhood—a large agenda. This position recognizes the
value of traditional research, such as longitudinal study of
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behavioral development, but also sets new avenues of re-
search. To illustrate, it is important to know that children stand
unaided at the age of 6 months and walk at the age of 1 year.
But that type of knowledge needs to be joined with a behav-
ioral analysis of the behavior involved, how the behavior
is learned, and what the function of the behavior is in later
development.

Moreover, research needs to be conducted with respect to
how repertoires are learned in a cumulative-hierarchical
manner to constitute progressively more complex entities
that constitute personality. Language development, for exam-
ple, needs progressive study from the time when the reper-
toires are simple to the time when they are more complex,
both in their features that are general to most children as well
as in features personal to individuals. The manner in which
different repertoires in language provide the springboards for
later learning needs study. To illustrate, the verbal-motor
repertoire (by which the child follows directions) is elabo-
rated throughout childhood. How is that BBR basic in the
learning of elements in other language, sensorimotor, and
emotional repertoires? Such very essential subject matter is
not being studied today.

This is to say that the theory of personality as BBRs pro-
jects a new framework for research in developmental psychol-
ogy that will make developmental psychology fundamental
for the fields of personality and personality measurement (see
Staats, 1966).

Social Psychology

The basic principles of learning behavior and the human
learning principles pertain to single individuals. But much
learning of humans and much human behavior occur in social
interaction. While learning and behavior follow the basic
principles, principles of social interaction can be abstracted
that are useful in understanding personality formation and
function.

Take the child’s learning of the personality repertoires.
Very central elements are formed in the parent-child interac-
tions. And that process will be influenced greatly by the
BBRs the child learns to the parent (as a stimulus object), as
well as the reverse. To illustrate, the parent ordinarily pro-
vides for the child’s needs, which means the presentation of
positive emotional stimuli (food, warmth, caresses) paired
with the parent. The parent comes thereby to elicit a very pos-
itive emotional response (love) in the child. And that is im-
portant to the child’s further learning, for the more positive
emotion the parent elicits, the more effective the parent will
be in promoting the child’s learning. That follows from PB’s
social psychological principle that the stronger a person

elicits a positive emotional response in another individual the
more effective the person will be as a reinforcing and direc-
tive stimulus for the individual. That means that the parent
who is more loved will be more effective in rewarding the
child for a desired behavior or in admonishing the child for
an undesirable behavior. The more loved parent will also be a
stronger “incentive” for the child to follow in learning via im-
itation. Moreover, generalization will occur to other people
so the child has learned a general personality trait.

The point is that the PB framework calls for research that
concerns how social interaction principles (see Staats, 1996)
are involved in personality formation and function. 

Personality Tests and Measurement

There is not room in this chapter to deal with the nature of the
field of psychological measurement as a science. However, it
shares the same weakness as the field of personality already
described and repairing those weaknesses calls for many stud-
ies of different types, including linking psychological mea-
surement to other fields of psychology, such as that of learning.
Traditional behaviorism never made sense of how the concepts
and methods of psychological testing are related to behavior-
ism concepts and methods (see Skinner, 1969, pp. 77–78). The
conceptual gap between the two sets of knowledge is just too
wide. To understand tests and test construction methods in be-
havioral terms, it is necessary to have the concepts and princi-
ples of a behavioral theory of personality, so the developments
made by PB are necessary for bridging the gap. PB introduces
the position that tests can provide information about behavior
and personality.

Let me begin by making a behavioral analysis of test
construction methods, in a manner that answers the question
of why psychological tests can predict later behavior. Tradi-
tionally, tests are thought to predict behavior because they
measure an unobservable process-entity of personality.
Rather, tests can predict behavior because that is what they
are constructed to do. That is, the test constructor first gathers
a group of items. But in test construction only those items that
do predict the behavior of interest are retained. Sometimes the
test constructor first selects items without any justifying ra-
tionale. Sometimes, however, the test constructor first selects
items that are believed to be measures of the personality trait.
But this selection difference does not matter, for in both cases
the test constructor discards and retains items on the basis of
which ones relate to (predict) the behavior of interest.

The next question is why items are related to behaviors.
Some, influenced by radical behaviorism, have assumed that
the test item and the predicted behavior are, and should be, the
same. However, in most cases that is not true. One real reason
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for item-behavior relationships is that the test measures an
element of a BBR or the verbal labeling of that repertoire. For
example, we would find that a group of people who affirma-
tively answered the item “I am an excellent athlete” would also
display more athletic ability than would a group who answered
negatively. The two behaviors are in the same repertoire. Peo-
ple generally learn to describe their own behavior with some
accuracy (but there are variations in that respect).

It can also be the case that a test, because of how it was
constructed, measures a BBR that is necessary for the learning
of the predicted behavior. Intelligence tests are a prime exam-
ple. Behavioral analysis of IQ test items reveals that many test
whether the child has the language-cognitive elements. Most
of the items, for example, test for the child’s verbal-motor
repertoire that is necessary for following instructions. Others
test the number concept repertoire, the counting and other
arithmetic repertoires, and the verbal-labeling repertoire. The
manner in which items on the WPPSI (Wechsler, 1967) mea-
sure aspects of the sensorimotor repertoire has been described
earlier. Why do such items predict later school performance?
The answer is that the items measure basic behavioral reper-
toires the child needs to be successful in learning materials
that are later presented in school. So the items correlate with
school performance.

Other tests measure the emotional-motivational BBR. Con-
sider an interest test. Constructing the test involves gathering a
number of items together that are thought to represent a range
of interests that are occupationally relevant. But the important
part involves the standardization procedures. The items are
given to different occupational groups, and those that distin-
guish the groups are retained and organized (keyed). When the
test is used, it can be ascertained whether the individual an-
swers the items in a manner that is like some particular occu-
pational group. What does this mean in the PB analysis? The
answer is that the items measure emotional responses (indi-
cated, e.g., by like-dislike) to different life stimuli. So the indi-
vidual’s test responses reveal life stimuli to which the
individual has positive and negative emotional responses. Re-
member that those life stimuli the individual likes or dislikes
will also serve as positive or negative reinforcers and incen-
tives. Thus, if the individual has emotional responses to life
stimuli that are like people who are successful in some occu-
pation, then the individual should be happy in that same work
situation. Moreover, the individual should be reinforced by
that work and be attracted to it incentively. That means that
other things equal, the individual should work harder in the
job, study relevant material more, and so on. That is why in-
terest tests predict job success.

It is important to bridge the psychological testing–
behaviorism gap, for unifying the two traditions produces

new knowledge. For example, in terms of the present theory
of personality, the various existent psychological tests are
an invaluable source of knowledge for defining the basic
behavioral repertoires. PB’s basic experimental studies, de-
velopmental studies, and behavior therapy studies have
been important avenues of definition. But the manner in
which psychological tests have been constructed means that
their items measure elements of BBRs that constitute as-
pects of personality. The extensive work of behaviorally an-
alyzing the items of psychological tests can be expected to
tell us much about the content of personality (see Staats,
1996). And, as indicated, those analyses will then yield di-
rectives for conducting research on how the BBRs involved
are learned and how they function in producing the individ-
ual’s behavior. We have already trained children to be more
intelligent (Staats & Burns, 1981) by training them in basic
behavioral repertoires. In addition, interest and values (see
Staats, 1996) tests have been shown to measure aspects of
the learned emotional-motivational BBR. Those findings
merely open the way.

Other positive avenues of development emerge from the
conceptual unification of tests and PB theory. For one thing,
the unified theory enables us to understand what tests are.
That should be valuable in constructing tests. The approach
provides an avenue for defining in objective, stipulable
terms just what personality is. That should be valuable in
using tests, namely, that test items—not just total scores—
when analyzed behaviorally, describe the content of person-
ality traits of the individual. This conception of tests,
moreover, says that tests can yield more than prediction;
they can describe the contents of personality traits and thus
the nature of the individual’s BBR being measured. With
study of how people come to learn those personality traits
we will have knowledge on how to avoid doing things that
will give children undesirable traits, while doing things to
give them desirable traits. And behaviorally-analyzed tests
will also give specific information regarding what remedial
treatment needs to do.

Many studies are needed that analyze existing tests in
terms of the behavioral repertoires they assess, as already
demonstrated in PB experiments. With that knowledge tests
could be compared to one another in a way that would make
sense of the field. At present tests are independent entities;
they are not related to each other. Many tests of different as-
pects of personality are actually redundant and share types of
items (e.g., interest, values, and needs tests, on the one hand,
and fears, anxiety, and stress tests, on the other). 

The field of testing does not relate itself to the content areas
of psychology or to personality theories. The analysis of tests
in terms of BBRs provides a means for doing so. Studying
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how the repertoires on tests are learned and function will lead
to studies that are relevant in different areas of psychology.
There is a vast amount of research to be conducted within this
framework. The results of that research will help organize the
presently chaotic knowledge of the field. That research will
help relate the field of testing to the other fields of psychology.
That research will render theoretically meaningful many
works that exist in this field. And the knowledge produced
should also enable the field to construct better tests.

Abnormal Psychology

The PB position is that a theory of personality should contain
principles and concepts for formulating a theory of abnormal
psychology. Freud’s psychoanalytic theory was composed to
have that potentiality, and this was elaborated in others
works. Radical behaviorism has not produced such a theory,
nor has the traditional behavioral field.

Psychological behaviorism, however, began a new devel-
opment in behaviorism when it analyzed the opposite speech
of the schizophrenic patient (Staats, 1957). Not only was the
abnormal symptom considered as a behavior, but the analysis
also indicated how the symptom was learned and how it
could be extinguished and replaced with normal behavior. In
the early presentation of PB (see Staats, 1963) one chapter
was devoted to further formulation of its theory of abnormal
behavior. This theory was employed in the social learning
theory of abnormal behavior (Bandura, 1968) and in later be-
havioral works of various kinds. However, the PB theory was
developed a good deal further after its theory of personality
was systematically formulated (Staats, 1975) and then further
extended (Staats, 1989, 1996). 

The PB theory of abnormal behavior follows the theory of
personality schematized in Figure 6.1. However, each term in
the causal circumstances can be normal or abnormal and result
in abnormal behavior. With respect to biological conditions,
O1, O2, and O3 may be abnormal in some way. For example,
because of organic conditions a child with Down syndrome
does not learn normally and will display deficits in the BBRs
and thus not behave normally in various life situations, such as
school. The same is true of the O2 and O3. When they are ab-
normal, they will produce abnormal behavior.

In addition, the behavioral variables in the schematized
theory of personality can be either normal or abnormal. In
this case abnormal can mean either deficits in what should be
or inappropriate conditions that should not occur. The origi-
nal learning, for example, S1, may be deficit or inappropriate
and produce deficit or inappropriate BBRs that will result in
deficit or inappropriate behavior in later situations such that
the individual will be diagnosed as abnormal. The deficit or

inappropriate conditions can also occur in S2 and produce be-
havior that will be judged as abnormal.

The task is to analyze, for the various diagnostic categories,
these various behavioral or organic conditions that produce
abnormal behavior. Each such analysis constitutes a theory of
the disorder involved that can be employed by therapists or
parents. For example, if the deficit or inappropriate conditions
occur at S1, the analysis can be used to instruct parents how to
see to it that the child does not develop abnormal BBRs. The
analysis will also provide the practitioner with knowledge
about how to correct the abnormal conditions and treat the be-
havior disorder after it has occurred. For example, PB works
have presented analyses of developmental disorders, develop-
mental reading disorder, autism, and mental retardation
(Staats, 1996). In addition, PB theories of depression, the anx-
iety disorders (phobic disorder, generalized anxiety disorder,
panic disorder, obsessive-compulsive disorder, and posttrau-
matic stress disorder) have also been presented. Various other
behavior therapists have produced other analyses of behavior
disorders that use elements from PB theory. However, typi-
cally they do not employ the full approach, and there remains
a general need to stipulate the elements of abnormal BBRs fur-
ther, how they are learned, and how they have their effects
in a general theory of abnormal behavior.

The PB theory of abnormal behavior takes the position
that traditional descriptions of categories of abnormal behav-
ior (see DSM-IV; American Psychiatric Association, 1994)
are valuable. PB analyses of behavior disorders yield exten-
sive implications for research that PB suggests for the
twenty-first century. So, in addition to those already made,
many analyses of the various behavior disorders are needed.
Such analyses need to be empirically verified, their implica-
tions for prevention and treatment assessed, and their impli-
cations for test construction exploited. Centrally, research is
needed that gathers observations of the development of ab-
normal behavior through learning that, strangely enough,
have never been made.

Application of the Personality Theory

From the beginning the PB position has been that basic and
applied work should be closely related in psychology but
presently are not. For example, the field of animal learning has
ceased providing useful information to the various areas of
human study because the field needs input from those areas
concerning important things to study. As an example in the
other direction, a personality theory in the PB view should
have implications for the improvement of psychology’s fields
of practice. To illustrate, my own personal experience has
exposed me to cases of disadvantageous parenting that re-
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sulted from following psychoanalytic theory or traditional
developmental (biologically oriented) theory. Such cases
of applied failure represent disconfirmation of the theory. A
good theory should yield good applications.An important part
of PB’s development, thus, has been directed toward practice,
as will be briefly mentioned.

Clinical Applications

The analysis of the opposite speech of the schizophrenic pa-
tient contained clinical directives. The analysis said that the
opposite speech was learned and maintained via the inadver-
tent reinforcement provided by the professional staff (Staats,
1957). That analysis led directly to applications (Ayllon &
Michael, 1959). As another example, PB’s token reinforcer
system was employed as the token economy in dealing with
hospitalized psychotic patients (Ayllon & Azrin, 1968). Psy-
chological behaviorism analyses and reinforcement methods
have been used to train mentally retarded children (Bijou,
1965; Birnbrauer, Bijou, Wolf, & Kidder, 1965) and autistic
children (Lovaas, 1977), to toilet train children (Azrin &
Foxx, 1974), and to treat juvenile delinquents in different set-
tings (see Staats & Butterfield, 1965; Wolf, et al., 1976). Wolf,
Risely, and Mees (1964) used the PB approach of working in
the naturalistic situation, including PB’s time-out procedure,
in their seminal study to treat an autistic child’s behavior prob-
lems. Many of the other extensions of PB’s methods, as sug-
gested for a wide variety of children’s problems (see Staats,
1963; Staats & Butterfield, 1965; Staats & Staats, 1962) were
accomplished by others, creating the body of works con-
tributed to the establishment of the field of behavior analysis.
As another example, the PB theory of language provided a
basis for understanding why traditional verbal psychotherapy
could be used to change behavior therapeutically laying a
foundation for the field of cognitive behavior therapy (Staats,
1972). Radical behaviorism, however, rejected for some
16 years. Finally, verbal therapy was later accepted as though
it were a derivative of radical behaviorism (Hamilton, 1988;
Hayes & Wilson, 1994). Additional projections of clinical
research and treatment have been outlined based on the addi-
tional developments of PB (Staats, 1996, chap. 8).

Educational Psychology Applications

The PB research on reading and treatment of nonreading has
already been mentioned. Reading was conceptualized as a
later elaboration of the language-cognitive BBR. Learned on
the foundation of the repertoires of language, it is a complex
repertoire that requires long-term training and a huge number
of training trials. The subrepertoires of reading, when they

have been acquired, serve various learning functions for the
individual in later school learning (Staats, 1975). The PB
theory of reading focuses on this extensive learning and de-
nies the existence of biological defects responsible for learn-
ing disabilities such as dyslexia because the children have
normal intelligence, which means normal language BBRs.
PB research and analysis thus states the definitive principle
that if the child has developed normal language, then the
child has all the cognitive ability needed to learn reading per-
fectly well because no additional abilities are required for
reading (see Staats, 1975).

Dyslexia arises because there is inadequate reinforcement
to maintain the child’s attention and participation in the long
task. I designed the token reinforcer system to solve the moti-
vation problem by providing reinforcement for the child’s at-
tention and participation. The system works widely, as shown
by its use in the multitude of studies and programs designed to
treat reading and other developmental academic disorders (see
Burns & Kondrick, 1998; Sulzer-Azeroff & Mayer, 1986). The
Sylvan Learning Centers enterprise by its use of the token re-
inforcer system validates the system as well as the PB theories
of developmental academic disorders (see Staats, 1963, 1968,
1975, 1996). The PB theories of the various academic reper-
toires (reading, writing, counting, number operations, math)
provide the foundation for deriving a large body of additional
research to understand school learning and to solve the prob-
lems of school learning. The educational field’s absorption
with cognitive psychology stands in the way of the vast re-
search and application that would advance education so much.

CONCLUSION

The PB theory of personality is set in a general theory that goes
from the study of basic learning, including the biology of that
learning, through the multiple levels of study that provide
its principles and concepts. The theory of personality, thus, is
sunk into general psychology, making connections to various
fields in psychology. It is specific, objective, and empirical. It
draws widely on various areas of study, and it has implications
for conducting large amounts of additional research and appli-
cation in various areas and fields of study. The theory provides
a philosophy of science and methodology of theory construc-
tion. This is the only theory of personality that claims it can be
employed to establish or to change personality, a claim that if
fulfilled would have enormous importance. It is the only the-
ory that is unified and has comprehensive scope—sorely
needed developments for the field and psychology generally.
It is a theory that ties together personality and personality
measurement on a broad front. And it projects new areas and
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topics of research. An important need for the twenty-first cen-
tury is to compare this theory with others as part of the general
comparison and evaluation of personality theories called for
by PB. Another is to exploit the theory in the various areas of
theoretical analysis and empirical research it suggests.
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Cognitive-experiential self-theory (CEST) is a broadly inte-
grative theory of personality that is compatible with a variety
of other theories, including psychodynamic theories, learn-
ing theories, phenomenological self-theories, and modern
cognitive scientific views on information processing. CEST
achieves its integrative power primarily through three as-
sumptions. The first is that people process information by two
independent, interactive conceptual systems, a preconscious
experiential system and a conscious rational system. By intro-
ducing a new view of the unconscious in the form of an expe-
riential system, CEST is able to explain almost everything that
psychoanalysis can and much that it cannot, and it is able to do
so in a scientifically much more defensible manner. The sec-
ond assumption is that the experiential system is emotionally
driven. This assumption permits CEST to integrate the pas-
sionate phallus-and-tooth unconscious of psychoanalysis
with the “kinder, gentler” affect-free unconscious of cognitive
science (Epstein, 1994). The third assumption is that four

basic needs, each of which is assumed in other theories to be
the one most fundamental need, are equally important accord-
ing to CEST.

In this chapter, I review the basic assumptions of CEST,
summarize the research conducted to test the theory, and note
the implications of the theory for research and psychotherapy.

TWO INFORMATION-PROCESSING SYSTEMS

According to CEST, humans operate by two fundamental
information-processing systems: a rational system and an
experiential system. The two systems operate in parallel and
are interactive. CEST has nothing new to say about the ratio-
nal system, other than to emphasize the degree to which it is
influenced by the experiential system. CEST does have a
great deal to say about the experiential system. In effect,
CEST introduces a new system of unconscious processing in
the experiential system that is a substitute for the unconscious
system in psychoanalysis. Although like psychoanalysis,
CEST emphasizes the unconscious, it differs from psycho-
analysis in its conception of how the unconscious operates.
Before proceeding further, it should be noted that the word
rational as used in the rational system refers to a set of

This chapter includes material from several other chapters and arti-
cles as well as new information. The research reported here was sup-
ported by National Institute of Mental Health (NIMH) Research
Grant MH 01293 and NIMH Research Scientist Award 5 KO5 MH
00363.
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TABLE 7.1 Comparison of the Experiential and Rational Systems

Experiential System Rational System

1. Holistic. 1. Analytic.

2. 2. Logical; reason oriented
(what is sensible).

3. Associationistic connections. 3. Cause-and-effect connections. 

4. Outcome oriented. 4. Process oriented. 

5. 5. Behavior mediated by con-
scious appraisal of events.

6. 6. Encodes reality in abstract
symbols, words, and
numbers.

7. 7. Slower processing; oriented
toward delayed action.

8. 8. Changes more rapidly;
changes with speed of
thought.

9. 9. More highly differentiated;
dimensional thinking.

10. 10. More highly integrated.

11. 11. Experienced actively and
consciously; in control of
our thoughts.

12. 12. Requires justification via
logic and evidence.

Note. Adapted from Cognitive-experiential self-theory: An integrative the-
ory of personality by S. Epstein, 1991, in R. C. Curtis, editor, The relational
self: Theoretical convergences in psychoanalysis and social psychology,
New York: Guilford. Adapted by permission.

Self-evidently valid: “Seeing is
believing.”

Experienced passively and
preconsciously; seized by
our emotions.

More crudely integrated;
dissociative, organized
in part by emotional
complexes (cognitive-
affective modules).

More crudely differentiated;
broad generalization gradient;
categorical thinking.

Slower to change; changes with
repetitive or intense experience.

More rapid processing; oriented
toward immediate action.

Encodes reality in concrete
images, metaphors, and
narratives.

Behavior mediated by vibes
from past experience.

Emotional; pleasure-pain
oriented (what feels good).

analytical principles and has no implications with respect to
the reasonableness of the behavior, which is an alternative
meaning of the word.

It is assumed in CEST that everyone, like it or not, auto-
matically constructs an implicit theory of reality that includes
a self-theory, a world-theory, and connecting propositions.
An implicit theory of reality consists of a hierarchical organi-
zation of schemas. Toward the apex of the conceptual struc-
ture are highly general, abstract schemas, such as that the self
is worthy, people are trustworthy, and the world is orderly
and good. Because of their abstractness, generality, and their
widespread connections with schematic networks throughout
the system, these broad schemas are normally highly stable
and not easily invalidated. However, should they be invali-
dated, the entire system would be destabilized. Evidence that
this actually occurs is provided by the profound disorganiza-
tion following unassimilable experiences in acute schizo-
phrenic reactions (Epstein, 1979a). At the opposite end of the
hierarchy are narrow, situation-specific schemas. Unlike the
broad schemas, the narrower ones are readily susceptible to
change, and their changes have little effect on the stability of
the personality structure. Thus, the hierarchical structure of
the implicit theory allows it to be stable at the center and flex-
ible at the periphery. It is important to recognize that unlike
other theories that propose specific implicit or heuristic rules
of information processing, it is assumed in CEST that the ex-
periential system is an organized, adaptive system, rather
than simply a number of unrelated constructs or so-called
cognitive shortcuts (e.g., Tversky & Kahneman, 1974). As it
is assumed in CEST that the experiential system in humans is
the same system by which nonhuman animals adapt to their
environments, it follows that nonhuman animals also have an
organized model of the world that is capable of disorganiza-
tion. Support for this assumption is provided by the wide-
spread dysfunctional behavior that is exhibited in animals
when they are exposed to emotionally significant unassimil-
able events (e.g., Pavlov, 1941).

Unlike nonhuman animals, humans have a conscious, ex-
plicit theory of reality in their rational system in addition to
the model of reality in their experiential system. The two the-
ories of reality coincide to different degrees, varying among
individuals and situations.

Comparison of the Operating Principles
of the Two Systems

The experiential system in humans is the same system with
which other higher order animals have adapted to their envi-
ronments over millions of years of evolution. It adapts by
learning from experience rather than by logical inference,

which is the exclusive domain of the rational system. The
experiential system operates in a manner that is preconscious,
automatic, rapid, effortless, holistic, concrete, associative,
primarily nonverbal, and minimally demanding of cognitive
resources (see Table 7.1 for a more complete comparison of
the two systems). It encodes information in two ways: as
memories of individual events, particularly events that were
experienced as highly emotionally arousing, and also in a
more abstract, general way.

Although the experiential system is a cognitive system, its
operation is intimately related to the experience of affect. It is,
in fact, inconceivable that a conceptual system that learns
from experience would not be used to facilitate positive affect
and avoid negative affect. According to CEST, the experien-
tial system both influences and is influenced by affect. Not
only does the experiential system direct behavior in a manner
anticipated to achieve pleasurable outcomes and to avoid un-
pleasurable ones, but the cognitions themselves are influenced
by affect. As noted previously, the experiential conceptual
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system, according to CEST, is emotionally driven. After this
is recognized, it follows that the affect-free unconscious
proposed by cognitive scientists is untenable. The automatic,
preconscious experiential conceptual system that regulates
everyday behavior is of necessity an emotionally driven, dy-
namic unconscious system. Because affect determines what is
attended to and what is reinforced, without affect there would
be neither schemas nor motivation in the experiential system,
and, therefore, no experiential system. It follows that CEST is
as much an emotional as a cognitive theory.

In contrast to the experiential system, the rational system
is an inferential system that operates according to a person’s
understanding of the rules of reasoning and of evidence,
which are mainly culturally transmitted. The rational system,
unlike the experiential system, has a very brief evolutionary
history. It operates in a manner that is conscious, analytical,
effortful, relatively slow, affect-free, and highly demanding
of cognitive resources (see Table 7.1).

Which system is superior? At first thought, it might seem
that it must be the rational system. After all, the rational
system, with its use of language, is a much more recent evo-
lutionary development than is the experiential system, and it
is unique to the human species. Moreover, it is capable
of much higher levels of abstraction and complexity than is
the experiential system, and it makes possible planning, long-
term delay of gratification, complex generalization and
discrimination, and comprehension of cause-and-effect rela-
tions. These attributes of the rational system have been the
source of humankind’s remarkable scientific and technologi-
cal achievements. Moreover, the rational system can under-
stand the operation of the experiential system, whereas the
reverse is not true.

On the other side of the coin, carefully consider the fol-
lowing question: If you could have only one system, which
would you choose? Without question, the only reasonable
choice is the experiential system. You could exist with an ex-
periential system without a rational system, as the existence
of nonhuman animals testifies, but you could not exist with
only a rational system. Even mundane activities such as
crossing a street would be excessively burdensome if you had
to rely exclusively on conscious reasoning. Imagine having
to estimate your walking speed relative to that of approaching
vehicles so that you could determine when to cross a street.
Moreover, without a system guided by affect, you might not
even be able to decide whether you should cross the street.
Given enough alternative activities to consider, you might re-
main lost in contemplation at the curb forever. 

The experiential system also has other virtues, including
the ability to solve some kinds of problems that the rational
system cannot. For example, by reacting holistically, the

experiential system can respond adaptively to real-life prob-
lems that are too complex to be analyzed into their compo-
nents. Also, there are important lessons in living that can be
learned directly from experience and that elude articulation
and logical analysis. Moreover, as our research has demon-
strated, the experiential system is more strongly associated
with the ability to establish rewarding interpersonal relation-
ships, with creativity, and with empathy than is the rational
system (Norris & Epstein, 2000b). Most important is that the
experiential system has demonstrated its adaptive value over
millions of years of evolution, whereas the rational system has
yet to prove itself and may yet be the source of the destruction
of the human species as well as all other life on earth.

Fortunately, there is no need to choose between the sys-
tems. Each has its advantages and disadvantages, and the ad-
vantages of one can offset the limitations of the other. Besides,
we have no choice in the matter. We are they, and they are us.
Where we do have a choice is in improving our ability to use
each and to use them in a complementary manner. As much as
we might wish to suppress the experiential system in order to
be rational, it is no more possible to accomplish this than to
stop breathing because the air is polluted. Rather than achiev-
ing control by denying the experiential system, we lose con-
trol when we attempt to do so: By being unaware of its
operation, we are unable to take its influence into account.
When we are in touch with the processing of the experiential
system, we can consciously decide whether to heed or dis-
count its influence. Moreover, if, in addition, we understand
its operation, we can begin to take steps to improve it by
providing it with corrective experiences.

How the Experiential System Operates

As noted, the operation of the experiential system is intimately
associated with the experience of affect. For want of a better
word, I shall use the word vibes to refer to vague feelings that
may exist only dimly (if at all) in a person’s consciousness.
Stating that vibes often operate outside of awareness is not
meant to imply that people cannot become aware of them.
Vibes are a subset of feelings, which include other feelings
that are more easily articulated than vibes, such as those that
accompany standard emotions. Examples of negative vibes
are vague feelings of agitation, irritation, tension, disquietude,
queasiness, edginess, and apprehension. Examples of positive
vibes are vague feelings of well-being, gratification, positive
anticipation, calmness, and light-heartedness.

When a person responds to an emotionally significant
event, the sequence of reactions is as follows: The experiential
system automatically and instantaneously searches its mem-
ory banks for related events. The recalled memories and
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feelings influence the course of further processing and of be-
havioral tendencies. If the recalled feelings are positive, the
person automatically thinks and has tendencies to act in ways
anticipated to reproduce the feelings. If the recalled feelings
are negative, the person automatically thinks and has tenden-
cies to act in ways anticipated to avoid experiencing the feel-
ings. As this sequence of events occurs instantaneously and
automatically, people are normally unaware of its operation.
Seeking to understand their behavior, they usually succeed in
finding an acceptable explanation. Insofar as they can manage
it without too seriously violating reality considerations, they
will also find the most emotionally satisfying explanation
possible. This process of finding an explanation in the rational
system for what was determined primarily by the experiential
system and doing so in a manner that is emotionally acceptable
corresponds to what is normally referred to as rationalization.
According to CEST, such rationalization is a routine process
that occurs far more often than is generally recognized. Ac-
cordingly, the influences of the experiential system on the ra-
tional system and its subsequent rationalization are regarded,
in CEST, as major sources of human irrationality.

The Four Basic Needs 

Almost all of the major theories of personality propose a sin-
gle, most basic need. CEST considers the four most often
proposed needs as equally basic. It is further assumed in
CEST that their interaction plays an important role in behav-
ior and can account for paradoxical reactions that have
eluded explanation by other theoretical formulations. 

Identification of the Four Basic Needs

In classical Freudian theory, before the introduction of the
death instinct, the one most basic need was the pleasure prin-
ciple, which refers to the desire to maximize pleasure and min-
imize pain (Freud, 1900/1953). Most learning theorists make
a similar implicit assumption in their view of what constitutes
reinforcement (e.g., Dollard & Miller, 1950). For other theo-
rists, such as object-relations theorists, most notably Bowlby
(1988), the most fundamental need is the need for relatedness.
For Rogers (1951) and other phenomenological psycholo-
gists, it is the need to maintain the stability and coherence of a
person’s conceptual system. For Allport (1961) and Kohut
(1971), it is the need to enhance self-esteem. (For a more thor-
ough discussion of these views, see Epstein, 1993.) Which
of these views is correct? From the perspective of CEST, they
are all correct, because each of the needs is basic—but they are
also all incorrect because of their failure to recognize that
the other needs are equally fundamental. They are equally
fundamental in the sense that each can dominate the others.

Moreover, there are equally serious consequences, including
disorganization of the entire personality structure, when any
one of the needs is insufficiently fulfilled.

Interactions Among the Basic Needs

Given four equally important needs that can operate simulta-
neously, it follows that behavior is determined by the com-
bined influence of those needs that are activated in a particular
situation. An important adaptive consequence of such influ-
ence is that the needs serve as checks and balances against
each other. When any need is fulfilled at the expense of the
others, the intensity of the others increases, thereby increasing
the motivation to satisfy the other needs. However, under
certain circumstances the frustration of a need may be so great
that frustration of the other needs is disregarded, which can
have serious maladaptive consequences. As is shown next,
these assumptions about the interaction of basic needs can
resolve some important, otherwise paradoxical findings.

The finding that normal people characteristically have
unrealistic self-enhancing and optimistic biases (Taylor &
Brown, 1988) has evoked considerable interest because it ap-
pears to contradict the widely held assumption that reality
awareness is an important criterion of mental health. From the
perspective of CEST, this finding does not indicate that reality
awareness is a false criterion of mental health, but only that it
is not the only criterion. According to CEST, a compromise
occurs between the need to realistically assimilate the data of
reality into a stable, coherent conceptual system and the need
to enhance self-esteem. The result is a modest self-enhancing
bias that is not unduly unrealistic. It suggests that normal in-
dividuals tend to give themselves the benefit of the doubt in
situations in which the cost of slight inaccuracy is outweighed
by the gain in positive feelings about the self. Note that this as-
sumes that the basic need for a favorable pleasure-pain bal-
ance is also involved in the compromise.

There are more and less effective ways of balancing basic
needs. A balance that is achieved among equally unfulfilled
competing needs is a prescription for chronic distress—not
good adjustment. Whereas poorly adjusted people tend to ful-
fill their basic needs in a conflictual manner, well-adjusted
people fulfill their basic needs in a synergistic manner, in
which the fulfillment of one need contributes to rather than
conflicts with the fulfillment of the other needs. They thereby
maintain a stable conceptual system, a favorable pleasure-
pain balance, rewarding interpersonal relationships, and a
high level of self-esteem.

Let us first consider an example of a person who balances
her basic needs in a synergistic manner and then consider an
opposite example. Mary is an emotionally stable, happy per-
son with high self-esteem who establishes warm, rewarding
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relationships with others. She derives pleasure from helping
others. This contributes to her self-esteem, as she is proud of
her helpful behavior and others admire and appreciate her for
it. As a result, Mary’s behavior also contributes to favorable
relationships with others. Thus, Mary satisfies all her basic
needs in a harmonious manner.

Now, consider a person who fulfills his basic needs in a
conflictual manner. Ralph is an unhappy, unstable person
with low self-esteem who establishes poor relationships with
others. Because of his low self-esteem, Ralph derives plea-
sure from defeating others and behaving in other ways that
make him feel momentarily superior. Not surprisingly, this
alienates people, so he has no close friends. Because of his
low self-esteem and poor relationships with others, he antici-
pates rejection, from which he protects himself by maintain-
ing a distance from people. His low self-esteem and poor
relationships with others contribute to feelings of being un-
worthy of love as well as to an unfavorable pleasure-pain bal-
ance. Because his conceptual system is failing to fulfill its
function of directing his behavior in a manner that fulfills his
basic needs, it is under the stress of potential disorganization,
which he experiences in the form of anxiety. The more his
need for enhancing his self-esteem is thwarted, the more he
acts in a self-aggrandizing manner, which exacerbates his
problems with respect to fulfilling his other basic needs.

Imbalances in the Basic Needs as Related
to Specific Psychopathologies

Specific imbalances among the basic needs are associated
with specific mental disorders. For present purposes, it will
suffice to present some of the more obvious examples. 

Paranoia with delusions of grandeur can be understood as
a compensatory reaction to threats to self-esteem. In a des-
perate attempt to buoy up self-esteem, paranoid individuals
disregard their other needs. They sacrifice their need to main-
tain a favorable pleasure-pain balance because their desperate
need to maintain their elevated self-esteem is continuously
threatened. They sacrifice their need to maintain relationships
because their grandiose behavior alienates others who do not
appreciate being treated as inferiors and who are repelled by
their unrealistic views. The situation is somewhat more com-
plicated with respect to their need to realistically assimilate
the data of reality into a coherent, stable, conceptual system.
They sacrifice the reality aspect of this need but not the co-
herence aspect. In both of these respects they are similar to
paranoid individuals with delusions of persecution, consid-
ered in the next example.

Paranoia with delusions of persecution can be understood
as a desperate attempt to defend the stability of a person’s con-
ceptual system and, to a lesser extent, to enhance self-esteem.

By viewing their problems in living as resulting from persecu-
tion by others, paranoid people with delusions of persecution
can focus all their attention and resources on defending them-
selves. Such focus and mobilization provide a highly unifying
state that serve as an effective defense against disorganization.
Delusions of persecution also contribute to self-esteem be-
cause the perception of the persecutors as powerful or presti-
gious, which is invariably the case, implies that the target of
the persecution must also be important. The basic needs that
are sacrificed are the pleasure principle, as being persecuted
is a terrifying experience, and the need for relatedness, as
others are either viewed as enemies or repelled by the unreal-
istic behavior.

Schizophrenic disorganization can be understood as the
best bargain available for preventing extreme misery under
desperate circumstances in which fulfillment of the basic
needs is seriously threatened. Ultimate disorganization is a
state devoid of conceptualization and (relatedly) therefore of
feelings. Although its anticipation is dreaded, its occurrence
corresponds to a state of nonbeing, a void in which there are
neither pleasant nor unpleasant feelings (Jefferson, 1974).
Thus, what is gained is a net improvement in the pleasure-
pain balance (from a negative to a zero value). What is sacri-
ficed are the needs to maintain the stability of the conceptual
system, to maintain relatedness, and to enhance self-esteem.

The Four Basic Beliefs

The four basic needs give rise to four corresponding basic
beliefs, which are among the most central constructs in a per-
sonal theory of reality. They therefore play a very important
role in determining how people think, feel, and behave in the
world. Moreover, as previously noted, because of their domi-
nant and central position and their influence on an entire
network of lower-order beliefs, should any of them be invali-
dated, the entire conceptual system would be destabilized.An-
ticipation of such disorganization would be accompanied by
overwhelming anxiety. The disorganization, should it occur
(as previously noted) would correspond to an acute schizo-
phrenic reaction.

The question may be raised as to how the four basic needs
give rise to the development of four basic beliefs. Needs, or
motives, in the experiential system, unlike those in the rational
systems, always include an affective component. They there-
fore determine what is important to a person at the experiential
level and what a person is spontaneously motivated to pursue
or avoid. Positive affect is experienced whenever a need is
fulfilled, and negative affect is experienced whenever the
fulfillment of a need is frustrated. Because people wish to
experience positive affect and to avoid negative affect, they
automatically attend to whatever is associated with the
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fulfillment or frustration of a basic need. As a result, they de-
velop implicit beliefs associated with each of the basic needs.
Let us examine this idea in greater detail.

Depending on a person’s history in fulfilling the need to
maximize pleasure and minimize pain, a person tends to de-
velop a basic belief about the world along a dimension vary-
ing from benign to malevolent. Thus, if a person experienced
an environment that was predominantly a source of pleasure
and security, the person will most likely develop the basic be-
lief that the world is a good place in which to live. If a person
has the opposite experiences, the person will tend to develop
the opposite basic belief. The basic belief about the benignity
versus malevolence of the world is the core of a network of
related beliefs, including optimistic versus pessimistic views
about future events.

Corresponding to the basic need to represent the data of
reality in a stable and coherent conceptual system is a basic
belief about the world that varies along a dimension of mean-
ingful versus meaningless. Included in the network of related
beliefs are beliefs about the predictability, controllability, and
justness of the world versus its unpredictability, uncontrolla-
bility, and lack of justice. Corresponding to the basic need for
relatedness is a basic belief about people that varies along a
dimension from helpful and trustworthy to dangerous and
untrustworthy. Included in the network of related beliefs are
beliefs about the degree to which people are loving versus
rejecting and trustworthy versus untrustworthy. Correspond-
ing to the basic need for self-enhancement is a basic belief
about the self that varies along a dimension from worthy to
unworthy. Included in the network of related beliefs are be-
liefs about how competent, moral, worthy of love, and strong
the self is compared to how incompetent, immoral, unworthy
of love, and weak it is.

Interaction of the Experiential and Rational Systems

As previously noted, according to CEST, the experiential and
rational systems operate in parallel and are interactive. 

The Influence of the Experiential System
on the Rational System

As the experiential system is the more rapidly reacting sys-
tem, it is able to bias subsequent processing in the rational
system. Because it operates automatically and precon-
sciously, its influence normally occurs outside of awareness.
As noted previously, this prompts people to search for an
explanation in their conscious rational system, which often
results in rationalization. Thus, even when people believe
their thinking is completely rational, it is often biased by their
experiential processing.

The biases that influence conscious, rational thinking in
everyday life are, for the most part, adaptive, as the experien-
tial system operates according to schemas learned from past
experience. In some situations, however, the experientially
determined biases and their subsequent rationalizations are
highly maladaptive. An extreme case is the life-long pursuit
of “false goals.” Such goals are false in the sense that their
achievement is followed by disappointment and sadness,
rather than by the anticipated happiness, enhanced self-
esteem, or security that was the reason for their pursuit. It is
noteworthy that the achievement of a false goal is experien-
tially disappointing although at the rational level, it is viewed
as a significant achievement about which the individual is
proud. The following passage from Tolstoi (1887), in which he
describes his thoughts during a period of depression, provides
a poignant example of such a reaction:

When I thought of the fame which my works had gained me, I
used to say to myself, ‘Well, what if I should be more famous
than Gogol, Pushkin, Shakespeare, Moliere—than all the writers
of the world—well, and what then? I could find no reply. Such
questions demand an answer, and an immediate one; without one
it is impossible to live, but answer there was none. 

My life had come to a sudden stop. I was able to breathe, to
eat, to drink, to sleep. I could not, indeed, help doing so; but
there was no real life in me. I had not a single wish to strive for
the fulfillment of what I could feel to be reasonable. If I wished
for something, I knew beforehand, that were I to satisfy the wish,
nothing would come of it, I should still be dissatisfied.

Such was the condition I had come to, at the time when all the
circumstances of my life were preeminently happy ones, and
when I had not yet reached my fiftieth year. I had a good, a lov-
ing, and a well-beloved wife, good children, a fine estate, which,
without much trouble on my part, continually increased my
income; I was more than ever respected by my friends and
acquaintances; I was praised by strangers, and could lay claim to
having made my name famous . . .

The mental state in which I then was seemed to me summed
up into the following: my life was a foolish and wicked joke
played on me by I knew not whom . . .

Had I simply come to know that life has no meaning, I could
have quietly accepted it as my allotted position. I could not, how-
ever, remain thus unmoved. Had I been like a man in a wood,
about which he knows that there is no issue, I could have lived
on; but I was like a man lost in a wood, and, who, terrified by the
thought, rushes about trying to find a way out, and though he
knows each step can only lead him farther astray, can not help
running backwards and forwards.

Two features of Tolstoi’s situation are of particular interest.
One is that he experiences deep despair after achieving his life
goals. This suggests that his achievements, although viewed
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as successes in his rational system, failed to fulfill a basic need
or needs in his experiential system. His success, therefore, can
be said to be success at the rational level but failure at the ex-
periential level. This raises the question of what the deeply
frustrated need in his experiential system might be. In the ab-
sence of additional information, it is, of course, impossible to
know, and one can only speculate. One possibility within the
framework of CEST is that the frustrated need was for uncon-
ditional love in early childhood. Such a need, of course, can-
not be satisfied by material rewards or accomplishments.

The other interesting observation is that Tolstoi is dis-
tressed not only because of his feelings of emptiness and
meaninglessness, but that, try as he might, he cannot solve the
problem of why he should be unhappy when all the conditions
of his life suggest that he should be happy. It follows from
CEST that the reason he cannot solve his problem, despite his
considerable intelligence and motivation, is that he believes it
exists in his rational system when in fact it exists in his expe-
riential system. Moreover, assuming the speculation about
frustration of unconditional love in childhood is true, its early,
preverbal occurrence and its remoteness from the kinds of
motives normally present in the rational systems of adults can
help account for Tolstoi’s inability to articulate the source of
his distress.

The influence of the experiential system on the rational sys-
tem can be positive as well as negative. As an associative sys-
tem, the experiential system can be a source of creativity by
suggesting ideas that would not otherwise be available to the
linear-processing rational system. Because the experiential
system is a learning system, it can be a source of useful infor-
mation, which can be incorporated into the rational system.
Most important is that the experiential system can provide a
source of passion for the rational system that it would other-
wise lack. The result is that intellectual pursuits can be pursued
with heart, rather than as dispassionate intellectual exercises.

The Influence of the Rational System
on the Experiential System

As the slower system, the rational system is in a position to
correct the experiential system. It is common for people to re-
flect on their spontaneous, impulsive thoughts, recognize they
are inappropriate, and then substitute more constructive ones.
For example, in a flash of anger an employee may have the
thought that he would like to tell off his boss, but on further re-
flection may decide this course of action would be most un-
wise. To investigate this process, we conducted an experiment
in which people were asked to list the first three thoughts that
came to mind in response to reading a variety of provocative
situations. The first thought was often counterproductive and

in the mode of the experiential system, whereas the third
thought was usually corrective and in the mode of the rational
system.

The rational system can also influence the experiential
system by providing the understanding that allows a person
to train the experiential system so that its initial reactions are
more appropriate. That is, by understanding the operating
principles of the experiential system as well as its schemas, it
is possible to determine how that system can be improved;
this can be accomplished in a variety of ways, the most ob-
vious of which is by disputing the maladaptive thoughts in
the experiential system, a procedure widely utilized by cog-
nitive therapists. As the experiential system learns directly
from experience, another procedure is to provide real-life
corrective experiences. A third procedure is to utilize im-
agery, fantasy, and narratives for providing corrective expe-
riences vicariously.

The rational system can influence the experiential system
in automatic, unintentional ways as well as by its intentional
employment. As the experiential system operates in an asso-
ciative manner, thoughts in the rational system can trigger as-
sociations and thereby emotions in the experiential system.
For example, a student attempting to solve a mathematics
word problem may react to the content with conscious
thoughts that produce associations in the experiential system;
the associations then elicit emotional reactions that interfere
with performance. In this illustration, we have an interesting
cycle of the rational system’s influencing the experiential
system, which in turn influences the rational system.

Another unintentional way in which the rational system
can influence the experiential system is through repetition of
thoughts or behavior in the rational system. Through such rep-
etition, thoughts and behavior that were originally under ratio-
nal control can become habitualized or proceduralized, with
the control shifting from the rational to the experiential system
(Smith & DeCoster, 2000). An obvious advantage to this shift
in control is that the thought and behavior require fewer cog-
nitive resources and can occur without conscious awareness.
Potential disadvantages are that the habitual thoughts and be-
havior are under reduced volitional control and are more dif-
ficult to change. Although this can be desirable for certain
constructive thoughts and behaviors, it is problematic when
the thoughts and behavior are counterproductive.

The Lower and Higher Reaches
of the Experiential System

The experiential system operates at different levels of com-
plexity. Classical conditioning is an example of the operation
of the experiential system at its simplest level. In classical
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conditioning, a conditioned, neutral stimulus (the CS), such as
a tone, precedes an unconditioned stimulus (the UCS), such as
food. Over several trials, a connection is formed between the
conditioned and unconditioned stimulus, so that the condi-
tioned stimulus evokes a conditioned response (the CR), such
as salivation, that originally occurred only to the UCS. This
process illustrates the operation of several of the attributes of
the experiential system, including associative processing, au-
tomatic processing, increased strength of learning over trials,
affective influence (e.g., emotional significance of the UCS),
and arbitrary outcome-orientation (e.g., reacting to the CS
independent of its causal relation to the UCS). The CS is also
responded to holistically, as the animal reacts not only to the
tone, but to the entire laboratory context.

A more complex operating level of the experiential system
is exhibited in heuristic processing. In an article that has had a
widespread influence on understanding decisional processes,
Tversky and Kahneman (1974) introduced the concept of
heuristics, which they defined as cognitive shortcuts that peo-
ple use naturally in making decisions in conditions of uncer-
tainty. They and other cognitive psychologists have found
such processing to be a prevalent source of irrational reactions
in a wide variety of situations. For example, people typically
report that the protagonists in specially constructed vignettes
would become more upset following arbitrary outcomes pre-
ceded by acts of commission than by acts of omission, by near
than by far misses, by free than by constrained behavior, and
by unusual than by usual acts. As they respond as if the pro-
tagonist’s behavior were responsible for the arbitrary out-
comes, their thinking is heuristic in the sense that it is based
on simple associative reasoning rather than on cause-and-
effect analysis.

A vast amount of research on heuristic processing (see
review in Fiske & Taylor, 1991) has produced results that are
highly consistent with the principles of experiential process-
ing. Although the data-driven views on heuristic processing
derived from social-cognitive research and the theory-driven
views of CEST have much in common, the two approaches
differ in three important respects. One is that CEST attributes
heuristics to the normal mode of operation of an organized
conceptual system, the experiential system, that is contrasted
with an alternative organized conceptual system, the rational
system. The second is that heuristic processing and the expe-
riential system in CEST are embedded in a global theory of
personality. The third is that heuristic processing, according
to CEST, has withstood the test of time over millions of years
of evolution, and is considered to be primarily adaptive. In
contrast to these views, social cognitive psychologists, such
as Kahneman and Tversky (1973) and Nisbett and Ross
(1980), regard heuristics as individual “cognitive tools” that

are employed within a single conceptual system that includes
both associative (experiential) and analytical (rational) rea-
soning. These theorists further regard heuristics as quirks in
thinking that although sometimes advantageous are common
sources of error in everyday life, and therefore are usually de-
sirable to eliminate. It is of interest in this respect to note how
resistant some of these blatantly nonrational ways of process-
ing have been to elimination by training. From the perspec-
tive of CEST, given the intrinsically compelling nature of
experiential processing and its highly adaptive value in most
situations in everyday life, such resilience is to be expected. 

Although the experiential system encodes events con-
cretely and holistically, it is nevertheless able to generalize,
integrate, and direct behavior in complex ways, some of
which very likely involve a contribution by the rational sys-
tem. It does this through prototypical, metaphorical, sym-
bolic, and narrative representations in conjunction with the
use of analogy and metaphor. Representations in the experi-
ential system are also related and generalized through their
associations with emotions. It is perhaps through processes
such as these that the experiential system is able to make its
contributions to empathy, creativity, the establishment of re-
warding interpersonal relationships, and the appreciation of
art and humor (Norris & Epstein, 2000b).

PSYCHODYNAMICS

Psychodynamics, as the term is used here, refers to the inter-
actions of implicit motives and of implicit beliefs and their
influence on conscious thought and behavior. The influence
on conscious thought and behavior is assumed to be mediated
primarily by vibes. Two major sources of vibes that are im-
portant sources of maladaptive behavior are early-acquired
beliefs and needs. 

The Influence of Early-Acquired Beliefs
on Maladaptive Behavior

As you will recall, according to CEST, the implicit beliefs in a
person’s experiential system consist primarily of generaliza-
tions from emotionally significant past experiences. These
affect-laden implicit beliefs correspond to schemas about
what the self and other people are like and how one should
relate to them. Particularly important sources of such schemas
are experiences with mother and father figures and with sib-
lings. The schemas exist in varying degrees of generality. At
the broadest level is the basic belief about what people in gen-
eral are like, as previously discussed. At a more specific level
are views about particular categories of people, such as
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authority figures, maternal figures, mentors, and peers. Such
implicit beliefs, both broader and narrower ones, exert a strong
influence on how people relate to others, particularly to those
who provide cues that are reminders of the original general-
ization figures. The influence of the schemas is mediated by
the vibes automatically activated in cue-relevant situations.

It is understandable why implicit beliefs that contribute to
a person’s happiness and security are maintained. But why
should implicit beliefs that appear to contribute only to
misery also be maintained? Why do they not extinguish as a
result of the negative affect following their retrieval? Ac-
cording to the pleasure principle, they should, of course.
They do not because of the influence of the need to maintain
the stability of one’s conceptual system (Epstein & Morling,
1995; Hixon & Swann, 1993; Morling & Epstein, 1997;
Swann, 1990). Depending on circumstances, the need for
stability can override the pleasure principle. But how exactly
does this operate? What do people actually do that prevents
their maladaptive beliefs acquired in an earlier period from
being extinguished when they are exposed to corrective
experiences in adulthood? 

There are three things people do or fail to do that serve to
maintain their maladaptive implicit beliefs. First, they tend to
perceive and interpret events in a manner that is consis-
tent with their biasing beliefs. Biased perceptions and inter-
pretations allow individuals to experience events as verifying
a belief even when on an objective basis they should be dis-
confirming it. For example, an offer to help or an expression
of concern can be perceived as an attempt to control one, and
an expression of love can be viewed as manipulative. Second,
people often engage in self-verifying behavior, such as by
provoking counterbehavior in others that provides objective
confirmation of the initial beliefs. For example, a person who
fears rejection in intimate relationships may behave with ag-
gression or withdrawal whenever threatened by relationships
advancing toward intimacy. This predictably provokes the
other person to react with counteraggression or withdrawal,
thereby providing objective evidence confirming the belief
that people are rejecting. Third, people fail to recognize the
influence of their implicit beliefs and associated vibes on their
behavior and conscious thoughts, which prevents them from
identifying and correcting their biased interpretations and
self-verifying behavior. As a result, they attribute the conse-
quences of their maladaptive behavior to unfavorable circum-
stances or, more likely, to the behavior of others. In the event
that after repeated failed relationships, they should consider
the possibility that their own behavior may play a role, they
are at a loss to understand in what way this could be true, as
they can cite objective evidence to support their biased views.
You will recall that an important maxim in CEST is that a

failure to recognize the operation of one’s experiential system
means that one will be controlled by it.

There is an obvious similarity between the psychoanalytic
concept of transference and the view in CEST that people’s
relationships are strongly influenced by generalizations from
early childhood experiences with significant others. Psycho-
analysts have long emphasized the importance of transfer-
ence relations in psychotherapy. They have observed that
their patients, after a period in therapy, react to the analyst as
if the analyst were a mother or a father figure. They encour-
age the development of such transference reactions with the
aim of providing a corrective emotional experience. Through
the use of this procedure as well as by interpreting the trans-
ference, the analyst hopes to eliminate the tendency of the pa-
tient to establish similar relationships with others. Although
this procedure is understandable from the perspective of
CEST, it is fraught with danger, as the patient may become
overly dependent on the therapist and the therapist, despite
the best of intentions, may provide a destructive rather than a
corrective experience. Moreover, working through a transfer-
ence relationship—even when successful—may not be the
most efficient way of treating inappropriate generalizations.
Nevertheless, for present purposes, it illustrates how general-
izations from early childhood tend to be reproduced in later
relationships, including those with therapists, and how
appropriate emotional experiences can correct maladaptive
generalizations.

Although there are obvious similarities between the con-
cepts of transference in psychoanalysis and of generalization
in CEST, there are also important differences. Generalization
is a far broader concept, which, unlike transference, is not re-
stricted to the influence of relationships with parents. Rather,
it refers to the influence of all significant childhood relation-
ships, including in particular those with siblings as well as
with parents. Schemas derived from childhood experiences
are emphasized in CEST because later experiences are as-
similated by earlier schemas. Also, generalizations acquired
from childhood experiences are likely to be poorly articu-
lated (if articulated at all) in the rational system. Their influ-
ence, therefore, is likely to continue to be unrecognized into
adulthood.

The Influence of Early-Acquired Motives
on Maladaptive Behavior

Much of what has been said about implicit beliefs in the ex-
periential system can also be applied to implicit needs. Like
implicit beliefs, implicit needs or motives are acquired from
emotionally significant experiences. They are also main-
tained for similar reasons. As previously noted, when people
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experience a positive or negative event, they automatically
acquire a behavioral tendency or motive to reproduce the ex-
perience if it was favorable and to avoid experiencing it if it
was unfavorable. The stronger the emotional response and
the more often it occurs in the same or similar situations, the
greater the strength of the motive. Although this learning pro-
cedure is adaptive most of the time, it is maladaptive when
past conditions are unrepresentative of present ones. One
such condition is when a child has experiences involving the
deep thwarting of one or more basic needs. For example, if
the need to maintain self-esteem is deeply frustrated in child-
hood, the child will acquire a sensitivity to threats to self-
esteem and a corresponding compulsion to protect himself or
herself from such threats in the future. Sensitivities, in CEST,
refer to areas of particular vulnerability, and compulsions
refer to rigid, driven behavioral tendencies with the aim of
protecting oneself from sensitivities. Such sensitivities and
compulsions are considered in CEST to be major sources of
maladaptive behavior. 

The following case history illustrates the operation of a
sensitivity and compulsion. In this and other case histories,
names, places, and details are altered to protect the anonymity
of the protagonists. Ralph was the oldest child in a family that
included three other children. He was extremely bright and far
outshone his siblings in academic performance. However,
rather than being appreciated for it, he was resented by both
his parents and siblings. When he eagerly showed his mother
the excellent grades on his report card, she would politely tell
him that she was busy at the moment and would like to look at
it later, when she had more time. Not infrequently, she would
forget to do so. It gradually became evident to Ralph that she
was more upset than pleased with his accomplishments, so he
stopped informing her about them.

The mother’s behavior can be understood in terms of her
own background. She had been deeply resentful, as a child,
when her mother expressed admiration for the accomplish-
ments of her brighter sibling and ignored her own accomplish-
ments. Thus, her automatic reaction to cues that reminded her
of such experiences was to have unpleasant vibes accompa-
nied by resentful thoughts. Consequently, although she meant
to be a good mother to Ralph, her experiential reactions un-
dermined her conscious intent. Being unaware of her underly-
ing experiential reactions, she could not help but react as she
did. Moreover, over time she found objective reasons for con-
sidering him as her least favored child. Little did she realize
that his resentful and reticent attitude toward her and others
were reactions to her own behavior toward him. She simply re-
garded him as a stubborn, difficult child by nature.

As a result of his experience in the family, Ralph devel-
oped feelings of being unlovable and unworthy and felt

depressed much of the time. As an adult, he devoted his en-
ergy to bolstering his self-esteem by working extremely hard
at becoming a successful businessman. He succeeded at this
to a remarkable extent, becoming wealthy at an early age. Yet
despite his success and accumulation of material things that
other people admired, happiness eluded him. He continued to
feel unlovable and depressed no matter what his possessions
were and no matter that he had a wife and children who tried
hard to please him. When his wife praised the children for
their accomplishments, he became resentful toward her and
the children. He spent less and less time with his family and
increasingly immersed himself in his business. He also began
to accuse his wife and children of not loving him and said that
was the reason he was spending so little time with them. In
his eyes, he was the victim of rejection, not its perpetrator.
The result was that he increasingly alienated his family,
which verified for him that they did not love him. He became
convinced that his wife would ask him for a divorce, and
rather than be openly rejected by her, he asked her for a di-
vorce first. He was sure she would be pleased to oblige, and
he was extremely relieved when she protested that she did not
want a divorce. She said that she wanted more than anything
else for them to work together to improve their relationship.
This gave a great boost to Ralph, and he tried to the best of
his ability to be a more attentive husband and father. This was
no easy task for him, particularly as he had no insight into the
role his own behavior played in his distressing relationships
with his family. It remains to be seen if he will succeed. From
the perspective of CEST, it is doubtful that he will unless he
gains insight into the influence of his experiential system. 

This case illustrates the development, operation, and con-
sequences of a sensitivity and compulsion. Of further interest
is that it illustrates the transference of sensitivities and com-
pulsions across generations. The mother’s sensitivity was to
being outshone intellectually, and her compulsion was to get
back in some way or other at whomever activated the sensi-
tivity. In this case it was her own son, who provided cues
reminiscent of her childhood experiences with her brighter
sibling. Lest you blame the mother, consider that her reac-
tions occurred automatically, outside of her awareness, and
that she was no less a victim than was Ralph. 

Ralph had three related sensitivities: threat to his self-
esteem, lack of appreciation for his accomplishments, and re-
jection by a loved one. His compulsive reaction in response
to the first sensitivity was to attempt to increase his self-
esteem by becoming an outstanding success in business and
thereby gaining the admiration of others. His compulsive re-
action to the second sensitivity was again to gain the admira-
tion of others for his success and material possessions. His
compulsive reaction to the third sensitivity was to withdraw
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from and reject the members of his family before they re-
jected him. Not surprisingly, his compulsive reactions inter-
fered with rather than facilitated gaining the love he so
desperately desired. 

RESEARCH SUPPORT FOR THE CONSTRUCT
VALIDITY OF CEST

Research generated by a variety of dual-process theories other
than CEST has produced many findings consistent with the
assumptions in CEST (see review in Epstein, 1994, and arti-
cles in Chaiken & Trope, 1999). As a review of this extensive
literature is beyond the scope of this chapter, here I confine the
discussion to studies my associates and I specifically designed
to test assumptions in CEST. Three kinds of research are
reviewed: research on the operating principles of the experi-
ential system, research on the interactions within and between
the two systems, and research on individual differences in the
extent and efficacy in the use of the two systems.

Research on the Operating Principles 
of the Experiential System

For some time, my associates and I have been engaged in a
research program for testing the operating principles of the
experiential system. One of our approaches consisted of
adapting procedures used by Tversky and Kahneman and
other cognitive and social-cognitive psychologists to study
heuristic, nonanalytical thinking through the use of specially
constructed vignettes (for examples of this research by oth-
ers, see Fiske & Taylor, 1991; Tversky & Kahneman, 1974,
1983; Kahneman, Slovic, & Tversky, 1982). 

Irrational Reactions to Unfavorable Arbitrary Outcomes

People in everyday life often react to arbitrary, unintended
outcomes as if they were intentionally and causally deter-
mined. Thus, they view more favorably the proverbial bearer
of good than of evil tidings despite knowing full well that the
messenger is not responsible for the message. Such behavior
is an example of outcome-oriented processing. It is the typi-
cal way the experiential system reacts to events—by associ-
ating outcomes with the stimuli that precede the outcomes, as
in classical conditioning. 

As an example of the kinds of vignettes we used, one of
them described a situation in which two people, as the result of
unanticipated heavy traffic, arrive at an airport 30 minutes
after the scheduled departure of their flights. One learns that
her flight left on time, and the other learns that her flight just

left. Tversky and Kahneman (1983) found that people typi-
cally reported that the one who barely missed her flight would
be more upset than the other protagonist would be, although
from a rational perspective it should not matter at all as both
were equally inconvenienced and neither was responsible for
the outcome. We modified Tversky and Kahneman’s experi-
ment by having the participants respond from three perspec-
tives: how they believed most people would react; how they
themselves would react based on how they have reacted to
similar situations in the past, and how a completely logical
person would react (Epstein, Lipson, Holstein, & Huh, 1992).
The first two perspectives were considered to be mainly under
the jurisdiction of the experiential system and the third to be
mainly under the jurisdiction of the rational system. In order to
control for and examine the influence of each of the perspec-
tives on the effect of subsequent perspectives, we counterbal-
anced the order of presentation of the perspectives.

The findings supported the following hypotheses: There
are two different modes of information processing, experi-
ential and rational; the experiential system is an associative
system that automatically relates outcomes to preceding situ-
ations and behavior, treating them as if they are causally
related, even when the relation is completely arbitrary; the
rational system is an analytical system that judges cause-and-
effect relations according to logical rules; and the systems are
interactive, with each influencing the other. Support for the
last hypothesis is of particular interest, as it supports the im-
portant assumption in CEST that the prevalence of irrational
thinking in humans can be attributed largely to the influence
of their automatic, preconscious experiential processing on
their conscious analytical thinking. 

In research on arbitrary outcomes in which we varied the
affective consequences of the outcomes, the results supported
the assumption in CEST that the degree of experiential relative
to rational influence varies directly with the intensity of the
affect that is implicated (Epstein et al., 1992). What we found
is that the greater the emotional intensity of the outcomes,
the more the responses reflected experiential (vs. rational)
processing.

The Ratio-Bias Phenomenon

Imagine that you are told that on every trial in which you
blindly draw a red jellybean from a bowl containing red and
white jellybeans, you will receive two dollars. To make mat-
ters more interesting, you are given a choice between drawing
from either of two bowls that offer the same 10% odds of
drawing a winning bean. One contains one red jellybean and
nine white ones; the other contains 10 red jellybeans and 90
white ones. Which bowl would you choose to draw from, and
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how much would you pay for the privilege of drawing
from the bowl of your choice, rather than having the choice
decided by the toss of a coin? When people are simply
asked how they would behave, almost all say they would
have no preference and would not pay a cent for a choice
between two equal probabilities. Yet when they are placed
in a real situation, most willingly pay small sums of money
for the privilege of drawing from the bowl with more red
jellybeans (Kirkpatrick & Epstein, 1992). This difference
in response to the verbally presented and the real situation can
be explained by the greater influence of the experiential than
the rational system in real situations with emotionally signif-
icant consequences compared to simulated situations with-
out consequences. According to CEST, the experiential
system is particularly reactive to real experience, whereas
the rational system is uniquely responsive to abstract, verbal
representations.

This jellybean experimental situation, otherwise referred
to as the ratio-bias experimental paradigm, is particularly in-
teresting with respect to CEST because it pits experiential
against rational processing. The conflict between the two
modes of processing arises because the experiential system is
a concrete system that is less responsive to abstractions such
as ratios than to the numerousness of objects. Comprehension
of numerousness, unlike comprehension of ratios, is an ex-
tremely fundamental ability that is within the capacity of
3-year-old children and nonhuman animals (Gallistel &
Gelman, 1992).

Even more impressive than the irrational behavior exhib-
ited by people paying for the privilege of choosing between
bowls that offer equal probabilities are the results obtained
when unequal probabilities are offered by the bowls. If our
reasoning is correct, a conflict between the two systems can
be established by having one bowl probability-advantaged
and the other numerousness-advantaged. In one study, the
probability-advantaged bowl always contained 1 in 10 red
jellybeans, whereas the numerousness-advantaged bowl of-
fered between 5 and 9 red jellybeans out of 100 jellybeans,
depending on the trial (Denes-Raj & Epstein, 1994). Under
these circumstances, many adults made nonoptimal re-
sponses by selecting the numerousness-advantaged bowl
against the better judgment of their rational thinking. For ex-
ample, they often chose to draw from the bowl that contained
8 of 100 (8%) in preference to the one that contained 1 of 10
(10%) red jellybeans. Some sheepishly commented that they
knew it was foolish to go against the probabilities, but some-
how they felt they had a better chance of drawing a red jelly-
bean when there were more of them. Of additional interest,
participants made nonoptimal responses only to a limited
degree, thereby suggesting a compromise between the two

systems. Thus, although many selected a numerousness-
advantaged 8% option (8 of 100 red jellybeans) over a 10%
probability-advantaged one (1 of 10 red jellybeans), almost
no one selected a 5% numerousness-advantaged option (5
of 100 red jellybeans) over a 10% probability-advantaged
option (1 of 10 red jellybeans). Apparently, most people pre-
ferred to behave according to their experiential processing
only up to a point of violating their rational understanding. To
be sure, there were participants who always responded ratio-
nally. What was impressive about the study, however, was the
greater number who responded irrationally despite knowing
better (in their rational systems). 

To determine whether children who have not had formal
training in ratios have an intuitive understanding of ratios, we
conducted a series of studies in which we examined chil-
dren’s responses to the ratio-bias experimental paradigm
(Yanko & Epstein, 2000). We were also interested in these
studies in determining whether children who have only an in-
tuitive understanding of ratios exhibit compromises between
the two systems. We found that children without formal
knowledge of ratios had only a rudimentary comprehension
of ratios. They responded appropriately to differences be-
tween ratios only when the magnitude of the differences
was large. Like adults, children exhibited compromises, but
their compromises were more in the experiential direction.
For example, many children but no adults selected a 5%
numerousness-advantaged bowl over a 10% probability-
advantaged one. However, very few of the same children
selected a 2% numerousness-advantaged bowl over a 10%
probability-advantaged one.

We also used the ratio-bias experimental paradigm to test
the assumption in CEST that the experiential system re-
sponds to visual imagery in a way similar to the way it does
to real experience (Epstein & Pacini, 2001). We presented
participants in an experimental group with a verbal descrip-
tion of the ratio-bias experimental paradigm after training
them to vividly visualize the situation. Participants in the
control group were given only the verbal description. In sup-
port of the assumption, the visual-imaging group but not the
control group exhibited the ratio-bias phenomenon in a man-
ner similar to what we have repeatedly found in real situa-
tions but not in simulated situations. 

The overall results from the many studies we conducted
with the ratio-bias paradigm (Denes-Raj & Epstein, 1994;
Denes-Raj, Epstein, & Cole, 1995; Kirkpatrick & Epstein,
1992; Pacini & Epstein, 1999a, 1999b; Yanko & Epstein,
2000) provided support for the following assumptions and
hypotheses derived from CEST. There are two independent
information-processing systems. Sometimes they conflict
with each other, but more often they form compromises. With



Research Support for the Construct Validity of CEST 171

increasing maturation from childhood to adulthood, the bal-
ance of influence between the two processing systems shifts
in the direction of increased rational dominance. The experi-
ential system is more responsive than is the rational system to
imagery and to other concrete representations than the ratio-
nal system, whereas the rational system is more responsive
than is the experiential system to abstract representations.
Engaging the rational system in children who do not have
formal knowledge of ratios by asking them to give the rea-
sons for their responses interferes with the application of
their intuitive understanding of ratios, resulting in a deterio-
ration of performance. 

We have also used the ratio-bias phenomenon to elucidate
the thinking of people with emotional disorders. In a study of
depressed college students (Pacini, Muir, & Epstein, 1998),
the ratio-bias phenomenon helped to clarify the paradoxical
depressive-realism phenomenon (Alloy & Abramson, 1988).
The phenomenon refers to the finding that depressed partici-
pants are more rather than less accurate than are nondepressed
participants in judging contingencies between events. We
found that the depressed participants made more optimal re-
sponses than did their nondepressed counterparts only when
the stakes for nonoptimal responding were inconsequential.
When we raised the stakes, the depressed participants re-
sponded more experientially and the control participants re-
sponded more rationally, so that the groups converged and no
longer differed. We concluded that the depressive-realism
phenomenon can be attributed to an overcompensatory reac-
tion by subclinically depressed participants in trivial situa-
tions to a more basic tendency to behave unrealistically in
emotionally significant situations. We further concluded that
normal individuals tend to rely on their less demanding expe-
riential processing when incentives are low, but increasingly
engage their more demanding rational processing as incen-
tives are increased.

The Global-Evaluation Heuristic

The global-person-evaluation heuristic refers to the ten-
dency of people to evaluate others holistically as either good
or bad people rather than to restrict their judgments to
specific behaviors or attributes. Because the global-person-
evaluation heuristic is consistent with the assumption that
holistic evaluation is a fundamental operating principle of the
experiential system (see Table 7.1), it follows that global-
person-evaluations tend to be highly compelling and not eas-
ily changed. The heuristic is particularly important because
of its prevalence and because of the problems that arise from
it—such as when jurors are influenced by the attractiveness
of a defendant’s appearance or personality in judging his or

her guilt. An interesting example of this phenomenon was
provided in the hearing of Clarence Thomas for appointment
to the United States Supreme Court. The testimony by Anita
Hill about the obscene sexual advances she alleged he made
to her was discredited in the eyes of several senators because
of the favorable testimony by employees and acquaintances
about his character and behavior. It seemed inconceivable to
the senators that an otherwise good person could be sexually
abusive.

We studied the global-person-evaluation heuristic (re-
ported in Epstein, 1994) by having participants respond to a
vignette adapted from a study by Miller and Gunasegaram
(1990). In the vignette, a rich benefactor tells three friends
that if each throws a coin that comes up heads, he will give
each $100. The first two throw a heads, but Smith, the third,
throws a tails. When asked to rate how each of the protago-
nists feels, most participants indicated that Smith would feel
guilty and the others would feel angry with him. In an alter-
native version with reduced stakes, the ratings of guilt and
anger were correspondingly reduced. When asked if the other
two would be willing, as they previously had intended, to in-
vite Smith to join them on a gambling vacation in Las Vegas,
where they would share wins and losses, most partici-
pants said they would not “because he is a loser.” These re-
sponses were made both from the perspective of how the
participants reported they themselves would react in a real
situation and how they believed most people would react.
When responding from the perspective of how a completely
logical person would react, most participants said a logical
person would recognize that the outcome of the coin tosses
was arbitrary, and they therefore would not hold it against
Smith. They further indicated that a logical person would
invite him on the gambling venture. 

This study indicates that people tend to judge others holis-
tically by outcomes, even arbitrary ones. It further indicates
that people intuitively recognize that there are two systems of
information processing that operate in a manner consistent
with the principles of the experiential and rational systems. It
also supports the hypotheses that experiential processing be-
comes increasingly dominant with an increase in emotional
involvement and that people overgeneralize broadly in judg-
ing others on the basis of outcomes over which the person
has no control, even though they know better in their rational
system.

Conjunction Problems

The Linda conjunction problem is probably the most
researched vignette in the history of psychology. It has evoked
a great deal of interest among psychologists because of its
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paradoxical results. More specifically, although the solution
to the Linda problem requires the application of one of the
simplest and most fundamental principles of probability
theory, almost everyone—including people sophisticated in
statistics—gets it wrong. How is this to be explained? As you
might suspect by now, the explanation lies in the operating
principles of the experiential system.

Linda is described as a 31-year-old woman who is single,
outspoken, and very bright. In college she was a philosophy
major who participated in antinuclear demonstrations and
was concerned with issues of social justice. How would you
rank the following three possibilities: Linda is a feminist,
Linda is a bank teller, and Linda is a feminist and a bank
teller? If you responded like most people, you ranked Linda
as being a feminist and a bank teller ahead of Linda’s being
just a bank teller. In doing so, you made what Tversky &
Kahneman (1982) refer to as a conjunction fallacy, and which
we refer to as a conjunction error (CE). It is an error or fallacy
because according to the conjunction rule, the occurrence of
two events cannot be more likely than the occurrence of only
one of them.

The usual explanation of the high rate of CEs that people
make is that they either do not know the conjunction rule or
they do not think of it in the context of the Linda vignette.
They respond instead, according to Tversky and Kahneman,
by the representativeness heuristic, according to which being
both a bank teller and a feminist is more representative of
Linda’s personality than being just a bank teller. 

In a series of studies on conjunction problems, including
the Linda problem (Donovan & Epstein, 1997; Epstein,
Denes-Raj, & Pacini, 1995; Epstein & Donovan, 1995;
Epstein, Donovan, & Denes-Raj, 1999; Epstein & Pacini,
1995), we concluded that the major reason for the difficulty of
the Linda problem is not an absence of knowledge of the con-
junction rule or a failure to think of it. We demonstrated that al-
most all people have intuitive knowledge of the conjunction
rule, as they apply it correctly in natural contexts, such as in
problems about lotteries. Nearly all of our participants,
whether or not they had formal knowledge of the conjunction
rule, reported that winning two lotteries, one with a very low
probability of winning and the other with a higher probability,
is less likely than is winning either one of them (Epstein et al.,
1995). This finding is particularly interesting from the
perspective of CEST because it indicates that the experiential
system (which knows the conjunction rule intuitively)
is sometimes smarter than the rational system (which may not
be able to articulate the rule). We also found that when we pre-
sented the conjunction rule among other alternatives, thereby
circumventing the problem of whether people think of it in the
context of the Linda problem, most people selected the wrong

rule. They made the rule fit their responses to the Linda prob-
lem rather than the reverse, thereby demonstrating the com-
pelling nature of experiential processing and its ability to
dominate analytical thinking in certain situations.

The conclusions from our series of studies with the Linda
problem can be summarized as follows:

• The difficulty of the Linda problem cannot be fully ac-
counted for by the misleading manner in which it is pre-
sented, for even with full disclosure about the nature of the
problem and the request to treat it purely as a probability
problem, a substantial number of participants makes CEs.
Apparently, people tend to view the Linda problem as a per-
sonality problem rather than as a probability problem, no
matter what they are told.

• The difficulty of the Linda problem can be explained by the
rules of operation of the experiential system, which is the
mode employed by most people when responding to it.
Thus, people tend to reason associatively, concretely, holis-
tically, and in a narrative manner rather than abstractly and
analytically when responding to the problem. For example,
a number of participants explained their responses that vio-
lated the conjunction rule by stating that Linda is more
likely to be a bank teller and a feminist than just a feminist
because she has to make a living.

• The essence of the difficulty of the Linda problem is that it
involves an unnatural, concrete presentation, where an un-
natural presentation is defined as one that differs from the
context in which a problem is normally presented. We
found that concrete presentations facilitate performance in
natural situations (in which the two processing systems
operate in synchrony) and interfere with performance in
unnatural situations (in which the two systems operate in
opposition to each other). 

• Processing in the experiential mode is intrinsically highly
compelling and can override processing in the rational
mode even when the latter requires no more effort. Thus,
many people, despite knowing and thinking of the conjunc-
tion rule, nevertheless prefer a representativeness solution.

• Priming intuitive knowledge in the experiential system can
facilitate the solution to problems that people are unable
initially to solve intellectually.

Interaction Between the Two Processing Systems

An important assumption in CEST is that the two systems
are interactive. Interaction occurs simultaneously as well as
sequentially. Simultaneous interaction was demonstrated in
the compromises between the two systems observed in the
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studies of the ratio-bias phenomenon. Sequential interaction
was demonstrated in the study in which people listed their first
three thoughts and in the studies of conjunction problems, in
which presenting concrete, natural problems before abstract
problems facilitated the solution of the abstract problems.

There is also considerable evidence that priming the expe-
riential system subliminally can influence subsequent re-
sponses in the rational system (see review in Bargh, 1989).
Other evidence indicates that the form independent of the
content of processing in the rational system can be influenced
by priming the experiential system. When processing in
the experiential mode is followed by attempts to respond
rationally, the rational mode itself may be compromised by
intrusions of experiential reasoning principles (Chaiken &
Maheswaren, 1994; Denes-Raj, Epstein, & Cole, 1995;
Edwards, 1990; Epstein et al., 1992).

Sequential influence does not occur only in the direction
of the experiential system influencing the rational system. As
previously noted, in everyday life sequential processing
often proceeds in the opposite direction, as when people react
to their irrational, automatic thoughts with corrective, ratio-
nal thoughts. In a study designed to examine this process, we
instructed participants to list the first three thoughts that
came to mind after imagining themselves in various situa-
tions described in vignettes (reported in Epstein, 1994). The
first response was usually a maladaptive thought consistent
with the associative principle of the experiential system,
whereas the third response was usually a more carefully rea-
soned thought in the mode of the rational system. As an ex-
ample, consider the responses to the following vignette,
which describes a protagonist who fails to win a lottery be-
cause she took the advice of a friend rather than follow her
own inclination to buy a ticket that had her lucky number on
it. Among the most common first thoughts were that the
friend was to blame and that the participant would never take
her advice again. By the third thought, however, the partici-
pants were likely to state that the outcome was due to chance
and no one was to blame.

Interaction Between the Basic Needs

You will recall that a basic assumption in CEST is that behav-
ior often represents a compromise among multiple basic
needs. This process is considered to be particularly important,
as it provides a means by which the basic needs serve as checks
and balances against each other, with each need constrained by
the influence of the other needs. To test the assumption about
compromises, we examined the combined influence of the
needs for self-enhancement and self-verification. Swann and
his associates had previously demonstrated that the needs for

enhancement and verification operate sequentially, with the
former tending to precede the latter (e.g., Swann, 1990;
Hixon & Swann, 1993). We wished to demonstrate that they
also operate simultaneously, as manifested by compromises
between them. Our procedure consisted of varying the favor-
ableness of evaluative feedback and observing whether partic-
ipants had a preference for feedback that matched or was more
favorable to various degrees than their self-assessments
(Epstein & Morling, 1995; Morling & Epstein, 1997). In
support of our hypotheses, participants preferred feedback
that was only slightly more favorable than their own self-
assessments, consistent with a compromise between the need
for verification and the need for self-enhancement.

Research on Individual Differences

Individual Differences in the Intelligence
of the Experiential System

If there are two different systems for adapting to the environ-
ment, then it is reasonable to suspect that there are individual
differences in the efficacy with which people employ each. It
is therefore assumed in CEST that each system has its own
form of intelligence. The question remains as to how to mea-
sure each. The intelligence of the rational system can be mea-
sured by intelligence tests, which are fairly good predictors of
academic performance. To a somewhat lesser extent, they
also predict performance in a wide variety of activities in the
real world, including performance in the workplace, particu-
larly in situations that require complex operations (see re-
views in Gordon, 1997; Gottfredson, 1997; Hunter, 1983,
1986; Hunter & Hunter, 1984). However, intelligence tests do
not measure other kinds of abilities that are equally important
for success in living, including motivation, practical intelli-
gence, ego strength, appropriate emotions, social facility, and
creativity.

Until recently, there was no measure of the intelligence of
the experiential system; one reason for this is that the concept
of an experiential system was unknown. Having established
its theoretical viability, the next step was to construct a way of
measuring it, which resulted in the Constructive Thinking In-
ventory (CTI; Epstein, 2001). The measurement of experien-
tial intelligence is based on the assumption that experiential
intelligence is revealed by the adaptiveness of the thoughts
that tend to spontaneously occur in different situations or
conditions.

People respond to the CTI by reporting on a 5-point scale
the degree to which they have certain common adaptive and
maladaptive automatic or spontaneous thoughts. An example
of an item is I spend a lot of time thinking about my mistakes,
even if there is nothing I can do about them (reverse scored).
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The CTI provides a Global Constructive Thinking scale and
six main scales, most of which have several facets, or sub-
scales. The six main scales are Emotional Coping, Behavioral
Coping, Categorical Thinking, Esoteric Thinking, Naive Op-
timism, and Personal Superstitious Thinking. The main scales
all have high internal-consistency reliability coefficients and
evidence for their validity in numerous studies. They are pre-
dictive of a wide variety of criteria related to success in living.
A review of the extensive literature supporting the construct
validity of the CTI is beyond the scope of this chapter, but is
available elsewhere (Epstein, 2001). For present purposes, it
will suffice to note that favorable CTI scores have been found
to be significantly associated with performance in the work-
place and in the classroom, social competence, leadership
ability, ability to cope with stress, emotional adjustment,
physical well-being, and an absence of drug and alcohol
abuse.

The relation of constructive thinking to intellectual intelli-
gence is of considerable interest for theoretical as well as
practical reasons. According to CEST, the experiential and ra-
tional systems operate independently, each by its own set of
principles (see Table 7.1). One would therefore expect the in-
telligence or efficacy of the two processing systems to be in-
dependent. This is exactly what we have repeatedly found in
several studies that have compared scores on the Global CTI
scale with measures of intellective intelligence (Epstein,
2001). Of additional interest, constructive thinking and intel-
lectual intelligence were found to exhibit opposite courses of
development across the life span. Constructive thinking is at
its nadir in adolescence, when intellectual intelligence is at its
peak, and it gradually increases throughout most of the adult
years when intellectual intelligence is gradually declining.
Unlike intellectual intelligence, constructive thinking is only
negligibly related to academic achievement tests. Yet it adds
significant variance in addition to the contribution of intellec-
tual intelligence to the prediction of performance in the class-
room, as indicated by grades received and class rank (Epstein,
2001). Apparently, good constructive thinkers are able to
capitalize on their knowledge and obtain appropriate recogni-
tion for their achievements, whereas poor constructive
thinkers are more likely to engage in counterproductive be-
havior such as antagonizing their teachers, resulting in their
being downgraded.

Individual Differences in Rational and Experiential
Thinking Styles

If people process information by two different systems, the
extent to which they employ each should be an important
personality variable. To investigate this aspect of personality,
we constructed a self-report test, the Rational-Experiential

Inventory (REI). The REI has main scales of rational and ex-
periential processing. Each of the main scales has subscales
of self-assessed effectiveness and of frequency in use of the
thinking style. 

The REI scales have internal-consistency reliabilities of
.87–.90 for the main scales and .79–.84 for the subscales.
There is considerable evidence in support of their construct
validity. The major findings from several studies (Epstein
et al., 1996; Norris & Epstein, 2000a, 2000b; Pacini &
Epstein, 1999b; Pacini, Muir, & Epstein, 1998; Rosenthal &
Epstein, 2000) can be summarized as follows:

• In support of the assumption in CEST of independent ra-
tional and experiential processing systems, the two main
scales are independent. 

• In support of the inclusion of the subscales, they exhibit
factorial, discriminant, and convergent validity.

• The rational and experiential scales are coherently associ-
ated with objective measures of heuristic processing. As
expected, the relation of the rational scale with heuristic
processing is inverse, and the relation of the experiential
scale with heuristic processing is direct. 

• Although the rational and experiential main scales are
uniquely associated with some variables, they make inde-
pendent, supplementary contributions to the prediction of
other variables. The rational scale is more strongly posi-
tively associated than is the experiential scale with intel-
lectual performance, as measured by SAT scores and
grade point average, and with adjustment, including mea-
sures of ego strength and self-esteem, and with measures
of openness, conscientiousness, favorable beliefs about
the self and the world, and physical well-being. The ratio-
nal scale is more strongly negatively associated than the
experiential scale with measures of neuroticism, depres-
sion, anxiety, stress in college life, subtle racism, extreme
conservatism, alcohol abuse, and naive optimism. The ex-
periential scale is more strongly positively associated than
the rational scale with measures of extroversion, agree-
ableness, favorable interpersonal relationships, empathy,
creativity, emotionality, sense of humor, and art apprecia-
tion, and it is more strongly negatively associated than the
rational system with distrust and intolerance.

When introducing a new measure, it is important to
demonstrate that the measure provides information that is not
readily available from existing instruments. In order to deter-
mine whether the REI is redundant with more standard per-
sonality measures, we conducted a study (Pacini & Epstein,
1999b) in which we compared the REI to the NEO Five-
Factor Inventory (NEO-FFI; Costa & McCrae, 1989), the
most popular measure of the Big Five personality traits.
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The two inventories contributed independent, supplementary
variance to the prediction of many of the same variables and
unique variance to the prediction of other variables. More-
over, when the five NEO-FFI scales were entered into a re-
gression equation as predictors of the REI scales, they
accounted for only 37% of the variance of the Rationality
scale and 11% of the variance of the Experientiality scale.
This is of interest not only because it demonstrates that the
REI is mainly independent of the NEO-FFI, but also because
of the information it provides about the NEO-FFI. It suggests
that the NEO-FFI mainly measures attributes associated with
the rational system and is relatively deficient in measuring at-
titudes and behavior associated with preconscious, automatic
information processing.

Consistent with gender stereotypes, women report signifi-
cantly greater appreciation of and engagement in experiential
processing than men, and men report greater appreciation of
and engagement in rational processing. However, the mean
gender differences are small, and there is a great deal of over-
lap between the groups. 

Given fundamentally different ways of processing infor-
mation, it might reasonably be expected that people with dif-
ferent thinking styles would be receptive to different kinds of
messages. To test this hypothesis, Rosenthal and Epstein
(2000) conducted a study with the REI in which they com-
pared the reactions of women with high scores on rationality
and low scores on experientiality with women with the oppo-
site pattern. The groups were subdivided according to
whether they received messages on the danger of breast can-
cer and the importance of self-examination in the form of
information designed to appeal to the rational or the experi-
ential mode of information processing. The rational mes-
sage emphasized actuarial and other objective information,
whereas the experiential message included personal appeals
and vivid individual cases. The dependent variable was the
intention to regularly conduct breast self-examinations. Both
groups reported a greater intention to conduct breast exami-
nations when the message they received matched their own
thinking style.

Individual Differences in Basic Beliefs About
the Self and the World

The Basic Beliefs Inventory (BBI; Catlin & Epstein, 1992) is
a self-report questionnaire that measures the four basic be-
liefs proposed in CEST. It includes a global scale of overall
favorability of basic beliefs and separate scales for measuring
each of the basic beliefs. The internal-consistency reliabili-
ties (coefficients alpha) of the scales are between .77 to .91.
The scales are moderately intercorrelated with a median cor-
relation of .42, thereby justifying combining them into an

overall scale of favorability of beliefs as well as considering
them individually. 

You will recall that according to CEST, a person’s basic
beliefs are primarily derived from emotionally significant
personal experiences. To test this hypothesis, Catlin and
Epstein (1992) examined the relations of scores on the BBI
and self-reports of two kinds of highly significant emotional
experiences. The two kinds of experiences were extreme life
events, such as loss of a loved one, and the quality of rela-
tionships with parents during early childhood. In support of
hypothesis, both kinds of experiences were significantly and
coherently related to basic beliefs. Often, the two kinds of ex-
perience made independent, supplementary contributions to
the prediction of the same basic belief. Of additional interest,
the self-reported quality of childhood relationships with par-
ents moderated the influence of extreme life events on basic
beliefs.

Summary and Conclusions Regarding Research
Support for CEST

In summary, the program of research on CEST has provided
impressive support for its construct validity. The following
basic assumptions of CEST have all been verified: There
are two independent information-processing systems that op-
erate in parallel by different rules. The systems are interac-
tive, with each influencing the other, and the interaction
occurs both sequentially and simultaneously. The influence
of experiential processing on rational processing is of partic-
ular importance, as it identifies a process by which people’s
automatic, preconscious, experiential processing routinely
biases their conscious rational thinking. The experiential sys-
tem is an associative, rapid, concretist, primarily nonverbal
system that is intrinsically highly compelling to the extent
that it can override the rational system, leading people to “be-
have against their better judgment.” 

When people are aware of the maladaptive thoughts gen-
erated by their automatic experiential processing, they often
correct the thoughts through more deliberative reasoning in
their rational systems. There are reliable individual differ-
ences in the efficacy or intelligence of the experiential system.
The intelligence of the experiential system is independent of
the intelligence of the rational system and is more strongly as-
sociated with a variety of indexes of success in living than is
the intelligence of the rational system. Included are work suc-
cess, social facility, absence of drug and alcohol abuse, and
mental and physical well-being. There are reliable individual
differences in experiential and rational thinking styles. The
two thinking styles exhibit coherent patterns of relations
with a variety of criterion variables. There are also reliable
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individual differences in the four basic beliefs proposed by
CEST. As the basic beliefs influence behavior simultaneously
in the form of compromises, they serve as checks and bal-
ances against each other.

IMPLICATIONS OF COGNITIVE-EXPERIENTIAL
SELF-THEORY FOR PSYCHOTHERAPY
AND RESEARCH 

Implications for Psychotherapy

For psychotherapy to be effective, it is necessary according to
CEST for changes to occur in the experiential system. This is
not meant to imply that changes in the rational system are
of no importance, but rather to suggest that changes in the
rational system are therapeutic only to the extent that they
facilitate changes in the experiential system. 

There are three basic ways of producing changes in the ex-
periential system. These include the use of the rational system
to correct and train the experiential system, the provision of
emotionally significant corrective experiences, and commu-
nicating with the experiential system in its own medium—
namely fantasy, imagery, metaphor, concrete representations,
and narratives. These three approaches provide a unifying
framework for a wide variety of approaches in psychother-
apy, including insight approaches, cognitive-behavioral ap-
proaches, and experiential approaches, including gestalt
therapy and psychosynthesis (Epstein, 1994, 1998).

Using the Rational System to Correct
the Experiential System

The rational system has an important advantage over the ex-
periential system in that it can understand the experiential
system, whereas the reverse is not true. Thus, one way the
rational system can be used to improve the functioning of the
experiential system is by teaching people to understand
the operation of their experiential systems. Almost everyone
is aware of having conflicts between the heart and the head as
well as having unbidden distressing thoughts that they can
not consciously control. These are not deep, dark, inaccessi-
ble thoughts, but rather ones of which people are acutely
aware. Beginning with a discussion of such reactions, it
should not be difficult to convince people that they operate by
two independent systems. The next step is to teach them
about the operating principles of the experiential system and
the manner in which it influences their behavior and biases
their conscious thought. They then can be helped to under-
stand that their problems are almost always in their automatic
experiential processing, not in their conscious thinking. Not

only is such knowledge useful for correcting and training the
experiential system, but it also provides a useful foundation
for the other two approaches. 

One of the important advantages of clients’ recognizing
that their problems lie primarily in their experiential and not
their rational systems is that it reduces resistance and defen-
siveness because they no longer have to defend the reason-
ableness of their behavior. For example, if a client engages in
excessive rational discourse and feels compelled to defend
his or her behavior as reasonable, the therapist can remind the
client that the experiential system does not operate by logic.
Rather, what is important is to uncover the maladaptive be-
liefs and needs in the experiential system and ultimately
change them in a constructive way.

Uncovering implicit beliefs in the experiential system can
be accomplished in several ways. One way is by noting repet-
itive behavior patterns, and in particular becoming aware of
sensitivities, compulsions, and ego-alien behavior, and be-
coming aware of the situations in which they arise. A second
way is by using fantasy to vicariously explore reactions to
different situations. A third way is by attending to emotional
reactions, vibes, and the kinds of automatic thoughts that
instigate them.

Emotional reactions are particularly revealing according to
CEST because they provide a royal road to the important
schemas in people’s implicit theories of reality. They do this in
two ways. First, whenever an event elicits a strong emotional
response, it indicates that a significant schema in a person’s
implicit theory of reality has been implicated.Accordingly, by
noting the events that elicit emotional responses, some of
the more important schemas in a person’s theory of reality
can be determined. Second, emotions can be used to infer
schemas through knowledge of the relation between specific
thoughts and specific emotions (e.g., Averill, 1980; Beck,
1976; Ellis, 1973; Epstein, 1983, 1984; Lazarus, 1991). This
relation has been well documented by the clinical observa-
tions of cognitive-behavioral therapists (e.g., Beck, 1976;
Ellis, 1973) and by research that has examined the relation of
thoughts and emotions in everyday life (e.g., Averill, 1980;
Epstein, 1983). It follows from the relation of automatic
thoughts to emotions that people who characteristically have
certain emotions characteristically spontaneously think in
certain ways. For example, angry people can be assumed to
have the implicit belief that people often behave badly and de-
serve to be punished, frightened people can be assumed to
have the implicit belief that the world is dangerous and they
should be prepared for flight, and sad people can be assumed
to have the implicit belief that they have sustained an irre-
placeable loss, or that they are inadequate, bad, or unlovewor-
thy people, and there is nothing they can do about it.
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The most obvious way in which the rational system can be
used to correct maladaptive feelings and behavior is by detect-
ing and disputing the automatic thoughts that precede the
feelings and behavior, a technique widely practiced by
cognitive-behavioral therapists (e.g., Beck, 1976; Ellis, 1973).
Clients can be taught to attend to the automatic thoughts that
immediately precede troublesome emotions and behavior. By
recognizing these thoughts as destructive and repeatedly sub-
stituting more constructive ones, they often can change the
maladaptive emotions and behavior that had been instigated
by the thoughts.

Another way that people can employ their rational system
to correct their experiential processing is by understanding
the value of real-life corrective emotional experiences.
Clients can be helped to understand how their biased inter-
pretations and habitual reaction tendencies—particularly
those involving sensitivities and compulsions—have served
to maintain their maladaptive reactions in the past, and how
changing them can allow them to have and learn from poten-
tially corrective experiences.

The rational system can also be employed to teach people
about the rules of operation of the two systems, the weak-
nesses and strengths of each system, and the importance of
using the two systems in a supplementary manner. They
should understand that neither system is superior to the other,
and that each has certain advantages and limitations. They
should appreciate that each processing mode can provide use-
ful guidance and each can lead one astray when not checked
by the other. As an example of how the two systems can be
used together when making an important decision, a client can
be told to ask him- or herself, “How do I feel about doing this,
what do I think about doing it, and considering both, what
should I do?” In evaluating the wisdom of behaving according
to one’s feelings, it is helpful to consider the influence of past
experiences on current feelings (particularly when sensitivi-
ties are implicated), and to consider how appropriate the past
experiences are as a guide for reacting to the present situation.

Learning Directly from Emotionally
Significant Experiences

As its name implies, the essence of the experiential system is
that it is a system that learns from experience. It follows that
the most direct route for changing maladaptive schemas in the
experiential system is to provide corrective experiences. One
way to accomplish this is through the relationship between
client and therapist. This procedure is particularly emphasized
in psychoanalytic transference relationships. Another way
to learn directly from experience is by having corrective
emotionally significant experiences in everyday life. As

previously noted, it can be very useful in this respect for
clients to gain insight into their biasing interpretations and
self-verifying behavior. In the absence of such insight, poten-
tially corrective experiences can be misinterpreted in a way
that makes them contribute to the reinforcement rather than
extinction of their destructive thoughts and behavior patterns.
Having emphasized the contribution of insight, a caveat is in
order concerning valuing it too highly and considering it a
necessary condition for improvement.Although insight can be
very useful, it is not a necessary condition for improvement. It
is quite possible for change to occur in the experiential system
in the absence of intellectual understanding of the process,
which, of course, is the way nonhuman animals as well as peo-
ple who are not in therapy normally learn from experience.
Many a novel has been written about cures through love. In
fact, for clients who are nonintellectual, corrective experi-
ences in the absence of insight may be the only way to proceed
in therapy. In the absence of recognizing the limited value of
intellectual insight, there is the danger that therapists will in-
sufficiently attend to the experiential aspects of therapy.

Communicating with the Experiential System
in Its Own Medium

Communicating with the experiential system in its own
medium refers to the use of association, metaphor, imagery,
fantasy, and narrative. Within the scope of this chapter, it is im-
possible to discuss all of these procedures or even to discuss
any in detail. It is important to recognize in this regard that
there is no single kind of therapy that is specific to CEST.
Rather, CEST is an integrative personality theory that pro-
vides a framework for placing into broad perspective a variety
of therapies. For present purposes, it will suffice to present
both a simple and a more complicated example of how com-
munication with the experiential system in its own medium
can be used therapeutically.

The simple example concerns a person who under the
guidance of a therapist visualizes a situation to learn how he
might react to the situation in real life. The procedure is based
on the assumption that the experiential system reacts to visu-
alized events in a similar way as to real events, an assumption
supported by research expressly designed to test it (Epstein &
Pacini, 2001).

Robert exhibited a life pattern of ambivalence about get-
ting married. Recently, the woman he had been dating for
several years gave him an ultimatum. She demanded that
either he pronounce his intention to marry her or she would
leave him. Robert loved her dearly, but he did not feel ready
for marriage. He had always assumed he would settle down
and raise a family, but somehow whenever he came to the
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point of committing himself, something went wrong with the
relationship, and he and his partner parted ways. At first,
Robert attributed the partings to failings in his partners, but
after repeated reenactments, it occurred to him that he might
be ambivalent about marriage. Because this made no sense to
him, he decided to seek the help of a therapist. The therapist
instructed and trained Robert to vividly imagine being mar-
ried and coming home to his wife and children after work.
When he had the scene clearly in mind, he was asked to care-
fully attend to his feelings. To his surprise, he felt irritated
and burdened when his wife greeted him at the door and the
children eagerly began relating the events of the day. The
therapist then instructed Robert to imagine another scene in
which he had the very same feelings. His mind turned to his
childhood, and he had an image of taking care of his younger
siblings when his parents went out for entertainment. He
deeply resented having to take care of them frequently and
not being able to play with his peers. The result was that he
learned to dislike interacting with children at the experiential
level, but had never articulated this feeling at the rational
level.

As an adult, although Robert believed in his conscious, ra-
tional mind that he wanted to get married and raise a family,
in his experiential mind, the thought of being in the company
of children produced unpleasant vibes. He and his therapist
discussed whether he should follow his heart or his mind. In
order to help him to decide, the therapist pointed out that fol-
lowing his heart would be the path of least resistance. He
added that if Robert decided to follow his mind, it would be
important for him to work on overcoming his negative feel-
ings toward children. When Robert decided that is what he
wanted to do, he was given an exercise to practice in fantasy
that consisted of scenes in which Robert engaged in enjoy-
able activities with children. He was also encouraged to visu-
alize whatever occasions he could remember from his
childhood in which he enjoyed being with his siblings. He
was given other scenes to imagine, including being pleased
with himself for behaving as a better parent to his imaginary
children than his parents had behaved to him. 

The more complex example is taken from a book by Alice
Epstein (1989) in which she described her use of fantasy and
other procedures designed to communicate with her experi-
ential system. She attributed a surprisingly rapid reorganiza-
tion of her personality to this procedure. She also believed
that the change in her feelings that accompanied the change
in her personality contributed to a dramatic recovery from a
life-threatening illness against all odds.

Alice began psychotherapy after receiving a diagnosis of
terminal cancer and being informed that she would not likely

live more than three months. The statistics at that time of her
diagnosis on the outcome of a metastasized hypernephroma,
the form of kidney cancer that she had, indicated that no more
than 4 in 1000 cases experienced remission from the disease,
let alone cure. Now, many years after that diagnosis, Alice has
no detectable signs of cancer and has been considered cured
for more than 15 years. Whether her belief that the psychother-
apy actually saved her life is correct is not at issue here. What
is of primary interest is the rapid resolution of deep-seated
problems through the use of fantasy that usually require a pro-
longed period of intensive psychotherapy. However, given in-
creasing evidence of the relation of emotions to the immune
system, it would be unwise to summarily reject her belief that
her psychological recovery contributed to her physical recov-
ery. It is possible that the experiential system has a relation to
physical well-being much stronger than orthodox medicine
recognizes.

The following is one of the early fantasies described by
Alice in her book: In the session preceding the fantasy, she
had expressed hostility toward her mother for her mother’s
behavior to her during a period of extended turmoil in the
household. During that period, the mother surprisingly gave
birth to Alice’s younger sister after denying being pregnant
and attributing the change in her appearance to a gain in
weight from eating too much. During the same period, the
mother’s mother, who shared the household with the family,
and to whom the mother was deeply attached, was dying of
cancer. After the session in which Alice Epstein (1989) ex-
pressed her hostility to her mother, she experienced a pro-
longed feeling of isolation and loneliness that lasted until
she reported and discussed the following fantasy with her
therapist.

My therapist and I decided to try the same technique to try to
understand my intense discomfort at being alone. Visualizing
isolation was much more difficult than visualizing pain. After
many attempts that we both rejected as trivial, I finally caught the
spirit of what I was experiencing. I saw some figures with
shrouds—very unclear. Then as they took on a more distinct
form, I saw that they were witches standing around a fire. My
therapist told me to ask them to come over to talk to us. They
were frightening to me in the light of the fire, but they were more
horrible as they came closer. They laughed at me and started to
poke at me with their sticks. The visualization was so real and
their presence was so chilling to me that I burst into tears over
the interaction with them.

My therapist told me to ask them what I could do to get
rid of the awful fear of isolation. Finally they revealed their
price. It was that I make a sacrifice so that they could be-
come beautiful and mingle with other people. When I heard
their price I began to tremble. In an almost inaudible voice I
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whispered, ‘They want my children so they can turn them
into witches like them, but I’ll never do it. I’ll never give them
my children!’

My therapist then told me to destroy them, but I told him that
I couldn’t possibly do it. He urged me to try to turn my fear to
wrath, to try to imagine a creature that could help me. The image
that came to me was a white winged horse. He told me to mount
the horse and to supply myself with a weapon that would destroy
them. I refused to kill them myself, but said that the wings of the
horse would fan the flames of their fire, which would turn back
on them and destroy them.

There was only one problem with this scenario—the horse
and I were one now and I couldn’t get airborne. The wings were
so heavy that I couldn’t flap them hard enough to catch the
breeze. The harder I tried, the more I failed and the more the
witches laughed at me. My therapist . . . told me that another
horse who loved the first horse very much would join her and to-
gether they would destroy the witches. The other horse flew
above me and made a vacuum into which I could take off. Once
in the air, I flew effortlessly and fanned the fire into a huge blaze.
The witches ran here and there trying to avoid the flames but in
the end they were consumed by the fire.

I practiced the scene over and over again until it became
easy, but I never enjoyed it. I liked to fly, but I felt sorry for the
witches, no matter how mean they were to me. My therapist felt
that it was a mistake to feel sympathy for them because they
would take advantage of any mercy that I displayed. He felt they
would use any deception and illusion they could to control me.
I was not so sure but I did agree with him that I must assume the
right to soar into the world and be free of their influence. After
the session, my therapist and I discussed the meaning of the im-
ages. Although I had begun with the concept of isolation in
mind, I knew that the witches related to my mother, particularly
the way she would poke at me and shame me. They probably
represented my fear of isolation if I did not acquiesce to her de-
mands. My therapist added that in destroying the witches I was
only destroying the hostile part of our relationship, the witch
part of it, and leaving the loving part intact. This was necessary
for me to be free, autonomous, and no longer ensnared by fear
of abandonment.

The concept that I had a great deal of conflict between the
need for association and the need for autonomy was not new. I
believed I had to buy affection and that no one would love me if
I were myself, i.e., if I attended to my own wants. I knew also
that I felt that I had to carry the burden of being responsible for
my mother’s well-being, that she would die at some level if I
broke the bond with her. (pp. 45–47)

There are several aspects of this fantasy that warrant further
comment. First, it is noteworthy that the only aspect that
reached awareness before the fantasy was an enduring feel-
ing of loneliness and isolation. The source of the feeling and

its associations remained unconscious until they were dealt
with at the experiential level and perhaps assimilated at the
rational level.

Second, the insight represented in the fantasy—namely,
that Alice had a conflict between autonomy and related-
ness—was not new to her. As she noted, she had been con-
sciously aware of this conflict before. What, then, did the
fantasy accomplish? What it accomplished was to produce a
vicarious corrective emotional experience that had a pro-
found effect at the experiential level. The previous intellec-
tual insight in the absence of involvement of the experiential
system had accomplished little. To make a therapeutic contri-
bution, the same information had to be felt and processed
experientially. 

Third, the fantasy provided useful diagnostic clues for the
psychotherapist. Alice, apparently, could not free herself from
the hold of the bad mother figure until a loving figure sup-
ported her independence, after which she could soar freely.
This suggested that what she needed to resolve her conflict
was to be convinced at a compelling experiential level that it
is possible to be autonomous and loved at the same time. This
was duly noted by her therapist, who made a point of encour-
aging its implementation in her family, as well as supporting it
himself in the therapeutic relationship.

Fourth, the fantasy illustrates the usefulness of vicarious
symbolic experience as a therapeutic tool. Alice sponta-
neously began to practice in fantasy enjoying the feeling of
soaring freely into space, and as a result she was able to gain
a newfound freedom without guilt or fear of abandonment.
What she learned through the fantasy at a deep experiential
level suggests a therapeutic technique that may be more gen-
erally useful—namely, the practice in symbolic form of cop-
ing with a deep-seated problem that cannot be resolved by
intellectual insight. Of additional general value of this exam-
ple of a spontaneous fantasy is that it indicates how such fan-
tasies can provide diagnostic information that can be useful
in therapy.

There is, of course, no way of knowing the extent to which
the use of fantasy relative to other factors, such as having
a highly supportive environment, played in Alice’s rapid
progress. It is very likely that both contributed. However, it
should be considered in this respect that the equally favor-
able environment before the therapy was insufficient to re-
solve Alice’s conflict between autonomy and relatedness. As
she reported, the love and affection that were abundantly
available to her from her husband, her children, her extended
family, and her deeply caring friends could not penetrate, so
long as she felt that the price of love was the sacrifice of au-
tonomy. Having developed a lifelong pattern of self-sacrifice
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in order to maintain relationships, she had no way of learning
before therapy that it was unnecessary.

Implications for Research

If there are two different information-processing systems, it
can only be a source of confusion to conduct research as if
there were only one, which is the customary practice. As an
example, given the existence of two different systems, it is
meaningless to investigate “the” self-concept because a per-
son’s self-concept in one system may not conform to the self-
concept in the other system. Moreover, the difference between
the two self-concepts can be of considerable importance in its
own right. The problem of treating the two self-concepts as if
there were only one has been particularly evident in research
on self-esteem, in which individuals are typically classified as
high or low in self-esteem based on self-report questionnaires.
Yet if there are two self-concepts, then it is quite possible for
people to be high in self-esteem in one system and low in the
other. For example, a person might be high in self-esteem in
the rational system, as measured by a self-report test, yet low
in self-esteem in the experiential system, as inferred from be-
havior (Savin-Williams & Jaquish, 1981).

There has been much disagreement concerning whether
elevating students’ self-esteem by treating them as successful
no matter what their performance is desirable or undesirable.
In order to resolve this issue, from the perspective of CEST it
is necessary to recognize that high self-esteem at the con-
scious, rational level may coexist with low self-esteem at the
experiential level. It is one thing to teach students to con-
sciously believe they have high self-regard and another to
have them acquire the quiet confidence that comes from feel-
ings of mastery and competence that are a consequence of
real accomplishment. The former in the absence of the latter
can be considered to be no more than self-deception and a po-
tential source of disillusionment in the future. It follows that
not only is it important to examine self-esteem separately in
each of the two systems, but it is equally important to conduct
research on their convergence. What is obviously true of self-
esteem in this respect is equally true of other personality vari-
ables, including basic needs and beliefs.

Although the importance of four basic needs and corre-
sponding beliefs is emphasized in CEST, this is not meant to
imply that lower-level beliefs and needs are not also very im-
portant. Recently, social and personality psychologists have
emphasized midlevel motivational constructs (e.g., Emmons,
1986; Markus & Nurius, 1986; Mischel & Shoda, 1995). It is
assumed in CEST that personality is hierarchically organized,
with broad, basic needs subsuming midlevel motives, which
in turn subsume narrower, situation-specific motives. It would

therefore be desirable to examine the organization of such
needs and beliefs, and to determine in particular the kinds of
relations the different levels establish with each other, as well
as with other variables. It might reasonably be expected that
the lowest-order needs and beliefs are most strongly associ-
ated with situationally specific behaviors, and the higher-order
beliefs and needs are more strongly associated with broad dis-
positions, or traits. The higher-order beliefs and needs can also
be expected to be more weakly but more extensively associ-
ated with narrow behavioral tendencies. Midlevel motives can
be expected to have relations that fall in between those of the
higher- and lower-order needs. A particularly important hy-
pothesis with regard to CEST is that higher-order needs and
beliefs are more resistant to change than are lower-order needs
and beliefs, but should they be changed they have greater ef-
fects on the overall personality structure. Moreover, any major
changes, including positive changes, are disorganizing and
anxiety-producing because of the basic need to maintain the
stability of the conceptual system.

Although considerable research has recently been con-
ducted on midlevel needs that has demonstrated their theoret-
ical importance and predictive value (e.g., Emmons, 1986;
Markus & Nurius, 1986; Mischel & Shoda, 1995), the ques-
tion remains as to how the midlevel needs can best be desig-
nated and measured. The most thorough and compelling list
of midlevel needs to date still appears to be the list proposed
by Henry A. Murray (1938) many years ago. It is interesting
from the perspective of CEST that Murray measured mid-
level needs both explicitly via direct self-report and implic-
itly through the use of the Thematic Apperception Test (TAT;
Murray, 1943). A more psychometrically advanced procedure
for measuring the Murray midlevel needs at the explicit level
has since become available in the form of the Edwards Per-
sonal Preference Schedule (Edwards, 1959). 

There is a need for research to further explore the TAT as
a measure of implicit needs and to also examine additional
measures of implicit needs. Included could be older proce-
dures such as word association and sentence completion, as
well as promising new procedures such as priming tech-
niques and subthreshold measures (see Bargh & Chartrand,
in press, for a review of such techniques). It would be inter-
esting to relate the various implicit measures to each other to
determine whether they have enough in common to combine
them into an overall measure. The implicit measure (or mea-
sures) of needs could then be related to explicit measures of
needs, and both could be related to external criteria. Through
such procedures it should be possible to determine in what
ways implicit and explicit measures are similar and different.
It could also be determined whether they contribute in a sup-
plementary way to the prediction of the same variables and
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whether the degree to which they coincide in individuals is an
important personality variable, as assumed in CEST. It would
be informative to determine what kinds of combinations of
implicit needs usually result in compromises, what kinds usu-
ally result in conflict, and how this differs among individuals.
Such research would not only be of theoretical importance,
but would also have important implications for the diagnosis
of sources of distress and for therapy.

Although considerable research has been done with the
CTI that has supported its construct validity (see review in
Epstein, 2001), there are many areas that could profit from fur-
ther research with it. One such area is the predictive value of
the CTI for success in a variety of work situations that have not
yet been investigated. It would be interesting, for example, to
conduct a study comparing the contribution of intellectual in-
telligence, as measured by a standard intelligence test, and ex-
periential intelligence, as measured by the CTI, for predicting
performance in graduate school and beyond. A hypothesis
derived from CEST and consistent with previous research
(Epstein, 2001) is that intellectual intelligence is a stronger
predictor of grades and scores on paper-and-pencil tests,
whereas constructive thinking is a stronger predictor of practi-
cal performance. The latter could be indicated by demonstra-
tions of research productivity and creativity, by length of time
to complete the PhD degree, and by successful professional
performance after obtaining the PhD degree.

As noted previously, with the aid of a newly constructed
instrument, the Rational-Experiential Inventory (REI;
Epstein et al., 1996; Norris & Epstein, 2000a, 2000b; Pacini &
Epstein, 1999b), it is possible to study the effects of individual
differences in processing in each of the two modes. Of partic-
ular interest is the independent contribution of each of the
modes for predicting well-being and performance in different
kinds of activities. Although a promising beginning has been
made in this area, there is a need for more extensive research,
particularly with the use of objective rather than self-reported
dependent variables.

An important area of research with both practical and theo-
retical implications is the relation of the two thinking styles to
receptivity to different kinds of messages. The one research
project that has been completed on this issue (Rosenthal &
Epstein, 2000) has produced interesting results consistent with
CEST and suggests that it is a promising area for further re-
search. It remains to be determined how each of the processing
styles—separately and in combination—is related to receptiv-
ity to messages regarding politics, advertising, and health-
related behaviors such as smoking and sexual risk-taking.

An area of particular theoretical and practical importance
is the influence of the experiential system on the rational sys-
tem. As previously noted, this relation can account for the

paradoxical irrationality exhibited by humans despite their
unique capacity for rational reasoning. The influence of ex-
periential on rational processing is assigned an extremely im-
portant role in CEST, equivalent to the influence of the
Freudian unconscious in psychoanalysis. It is therefore
important from the perspective of CEST to conduct further
research to demonstrate the influence of experiential on ratio-
nal processing under various conditions. Relatedly, it is im-
portant to test the hypotheses that such influence is often
mediated by feelings, the identification of which, accord-
ingly, can be helpful as a first step in controlling the influence
of the experiential on the rational system. 

Research is needed on the positive contributions of expe-
riential processing to creativity, wisdom, and physical and
mental well-being. It is important in this respect to determine
how people can most effectively influence and learn from
their experiential systems by communicating with these
systems in their own medium, as illustrated in the case his-
tory that was presented. You will recall that Alice, by practic-
ing soaring freely and unaided in fantasy, was able to accept
the belief, at a deep experiential level, that it is possible to be
an autonomous being without fear of rejection in a way that
intellectual insight was unable to accomplish. It will be inter-
esting to determine how effective such symbolic rehearsal is
more generally as a way of resolving deep-seated conflicts at
the experiential level.

SUMMARY AND CONCLUSIONS

Cognitive-experiential self-theory (CEST) is a psychody-
namic global theory of personality that substitutes a different
kind of unconscious processing for the Freudian unconscious.
Unlike the maladaptive Freudian unconscious, the uncon-
scious of CEST is an adaptive, associative learning system. It
is the same system with which higher-order animals have in-
creasingly effectively adapted to their environments over mil-
lions of years of evolution. Because it is a system that learns
from experience, it is referred to as the experiential system. In
addition to an experiential system, humans uniquely have a
rational system. The rational system is a logical, inferential
system that operates with the aid of language. The experien-
tial system can account for the widespread irrationality in the
thinking of humans despite their unique capacity for reason-
ing rationally by recognizing that it biases conscious thinking
automatically and outside of awareness.

The operating principles of the experiential system were
described and contrasted with those of the rational system.
Although the systems are independent in the sense that
they operate by different rules, they nevertheless are highly
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interactive. The two systems usually operate in synchrony and
produce compromises between them, but sometimes they
conflict with each other, resulting in what are commonly re-
ferred to as conflicts between the heart and the head. A re-
search program was described that provided support for many
of the assumptions in CEST. The implications of CEST were
discussed for psychotherapy and psychological research.

It was noted that neither system is superior to the other.
They are simply different ways of understanding the world
and behaving in it. The experiential system is intimately as-
sociated with emotions and adapts by learning from out-
comes. The rational system is a affect-free and adapts by
logical inference. Each has its advantages and disadvantages.
Although the rational system is responsible for remarkable
achievements in science and technology, it is less well suited
for everyday living than is the experiential system. Moreover,
the experiential system can intuitively and holistically solve
some problems that are beyond the capacity of the analytical,
rule-based reasoning of the rational system (Hammond,
1996). The experiential system is also a source of some of hu-
mankind’s most desirable attributes, including the capacity
for passion, compassion, love, creativity, and appreciation of
aesthetics. However, it is also a source of serious difficulties,
including superstitious thinking, prejudice, violence, and—
perhaps most important—undermining people’s ability to
think rationally. Thus, the experiential system is a mixed
blessing; it is difficult to live with it, but it would be impossi-
ble to live without it.
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Personality is a difficult concept to pin down. By necessity it
is a very broad concept because personality impinges on vir-
tually all aspects of human behavior. This breadth is viewed
differently by different theorists, however. As a result, many
different approaches have been taken to thinking about and
conceptualizing personality. The diversity in focus among the
chapters in the first part of this volume attests very clearly to
that fact.

We were both trained as personality psychologists.
Throughout our careers, however, our research interest has

focused on a set of issues regarding the structure of behavior.
These issues link the concept of personality and its function-
ing to a set of themes that might be regarded as representing
the psychology of motivation. Our interest in how behav-
ior occurs has taken us into a number of specific research
domains—most recently health-related behavior and respon-
ses to stress (Carver & Scheier, 2001; Scheier, Carver, &
Bridges, 2001). However, these specific explorations have
almost always occurred in service to a more general interest
in the structure of behavior.

What we mean by “the structure of behavior” is reflected
in the issues underlying questions such as these: What is the
most useful way to think about how people create actions
from their intentions, plans, and desires? Once people have
decided to do something, how do they stay on course? What
is the relation between people’s values and their actions?

Preparation of this chapter was facilitated by grants CA64710,
CA64711, CA62711, CA78995, and CA84944 from the National
Cancer Institute, and grants HL65111 and HL65112 from the Na-
tional Heart, Lung, and Blood Institute.
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What processes account for the existence of feelings as
people make their way through the world? 

As we have tried to address such questions, we have con-
sistently returned to the idea that people are self-regulatory
entities. That is, human behavior is an attempt to make some-
thing occur in action that is already held in mind. Similarly,
affects serve as self-regulatory controls on what actions take
place and with how much urgency. 

The self-regulatory principles we emphasize in our writ-
ings were not conceived as being a model of personality.
However, the principles do turn out to provide an interest-
ing perspective on personality. They suggest some implica-
tions about how personality is organized and expressed in
people’s actions. These principles also point to some of the
issues that are involved in successfully negotiating the world.
The principles we emphasize deal most explicitly with
the “process” aspect of personality—the functions that make
everyone a little bit alike—but they can also be seen to have
implications for the individual differences that are part of
personality psychology.

This chapter is organized as a series of conceptual themes
that reflect this self-regulatory perspective on personality. We
start with basic ideas about the nature of behavior and some
of the processes by which we believe behavior is regulated.
We then turn to emotion—how we think it arises and a way in
which two classes of affects differ from each other. This leads
to a discussion of the fact that people sometimes are unable
to do what they set out to do and of what follows from that
problem. The next sections are more speculative and reflect
emerging themes in thinking about behavior. They deal with
dynamic systems, connectionism, and catastrophe theory as
models for behavior and how such models may influence
how people such as ourselves view self-regulation.

BEHAVIOR AS GOAL DIRECTED AND
FEEDBACK CONTROLLED

The view we take on behavior begins with the concept of goal
and the process of feedback control, ideas we see as inti-
mately linked. Our focus on goals is in line with a growing re-
emergence of goal constructs in personality psychology (e.g.,
Austin & Vancouver, 1996; Elliott & Dweck, 1988; Miller &
Read, 1987; Pervin, 1989), constructs known by a variety
of labels such as current concern (Klinger, 1975, 1977),
personal strivings (Emmons, 1986), life task (Cantor &
Kihlstrom, 1987), and personal project (Little, 1983). The
goal construct is at its core very simple. Yet these theories all
emphasize that it has room for great diversity and individual-
ization. For example, any life task can be achieved in diverse

ways. People presumably choose paths for achieving a given
life task that are compatible with other aspects of their life sit-
uation (e.g., many concerns must usually be managed simul-
taneously) and with other aspects of their personality.

Two goal constructs that differ somewhat from those
named thus far are the possible self (Markus & Nurius, 1986)
and the self-guide (Higgins, 1987, 1996). These constructs
were intended to bring a dynamic quality to conceptualization
of the self-concept. In contrast to traditional views, but
consistent with other goal frameworks, possible selves are
future oriented. They concern how people think of their as-
yet-unrealized potential, the kind of people they might be-
come. Self-guides similarly reflect dynamic aspects of the
self-concept.

Despite differences among these various constructs (see
Austin & Vancouver, 1996; Carver & Scheier, 1998), they are
the same in many ways. All include the idea that goals ener-
gize and direct activities; all implicitly convey the sense that
goals give meaning to people’s lives (cf. Baumeister, 1989).
Each theory emphasizes the idea that understanding the per-
son means in part understanding the person’s goals. Indeed,
the view represented by these theories often implies that the
self consists partly of the person’s goals and the organization
among them.

Feedback Processes

How are goals used in behaving? We believe that goals serve
as reference values for feedback loops (Wiener, 1948). A
feedback loop, the unit of cybernetic control, is a system of
four elements in a particular organization (cf. MacKay, 1956;
Miller, Galanter, & Pribram, 1960). The elements are an
input function, a reference value, a comparator, and an output
function (see Figure 8.1).

Figure 8.1 Schematic depiction of a feedback loop, the basic unit of
cybernetic control. In such a loop a sensed value is compared to a reference
value or standard, and adjustments are made in an output function (if neces-
sary) to shift the sensed value in the appropriate direction.
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Figure 8.2 The effects of discrepancy-enlarging feedback systems are often
constrained by discrepancy-reducing feedback systems. A value moves away
from an undesired condition in an avoidance loop and then comes under the
influence of an approach loop, moving toward its goal value. Source: From
C. S. Carver and M. F. Scheier, On the Self-Regulation of Behavior, copyright
1998, Cambridge University Press. Reprinted with permission.

An input function is a sensor. Think of it as perception. The
reference value is a bit of information specified from within
the system. Think of it as a goal. A comparator is something
that makes continuous or repeated comparisons between the
input and the reference value. The comparison yields one of
two outcomes: values being compared either are or are not dis-
criminably different from one another. Following the compar-
ison is an output function. Think of this as behavior (although
the behavior sometimes is internal). If the comparison yielded
“no difference,” the output function remains whatever it was.
If the comparison yielded “discrepancy,” the output changes.

There are two kinds of feedback loops, corresponding to
two kinds of goals. In a discrepancy-reducing loop (a nega-
tive feedback loop), the output function is aimed at diminish-
ing or eliminating any detected discrepancy between input
and reference value. It yields conformity of input to refer-
ence. This conformity is seen in the attempt to approach or at-
tain a valued goal.

The other kind of feedback loop is a discrepancy-enlarging
loop (a positive feedback loop). The reference value here is
not one to approach, but one to avoid. Think of it as an “anti-
goal.” An example is a feared possible self. Other examples
would be traffic tickets, public ridicule, and the experience of
being fired from your job. This loop senses present condi-
tions, compares them to the anti-goal, and tries to enlarge the
discrepancy. For example, a rebellious adolescent who wants
to be different from his parents senses his own behavior, com-
pares it to his parents’ behavior, and tries to make his own
behavior as different from theirs as possible.

The action of discrepancy-enlarging processes in living
systems is typically constrained in some way by discrepancy-
reducing loops (Figure 8.2). To put it differently, avoidance
behaviors often lead into approach behaviors that are com-
patible with the avoidance. An avoidance loop creates pres-
sure to increase distance from the anti-goal. The movement
away occurs until it is captured by the influence of an ap-
proach loop. This loop then serves to pull the sensed input
into its orbit. The rebellious adolescent, trying to be different
from his parents, soon finds other adolescents to conform to,
all of whom are actively deviating from their parents.

Our use of the word orbit in the last paragraph suggests a
metaphor that may be useful for those to whom these con-
cepts do not feel very intuitive. You might think of feedback
processes as metaphorically equivalent to gravity and anti-
gravity. The discrepancy-reducing loop exerts a kind of grav-
itational pull on the input it is controlling, pulling that input
closer to its ground zero. The discrepancy-enlarging loop has
a kind of antigravitational push, moving sensed values ever
farther away. Remember, though, that this is a metaphor.
More is involved here than a force field.

Note that situations are often more complex than the one
in Figure 8.2 in that there often are several potential values to
move toward. Thus, if several people try to deviate from a
mutually disliked reference point, they may diverge from one
another. For example, one adolescent trying to escape from
his parents’ values may gravitate toward membership in a
rock band, whereas another may gravitate toward the army.
Presumably, the direction in which the person moves will de-
pend in part on the fit between the available reference values
and the person’s preexisting values, and in part on the direc-
tion the person takes initially to escape from the anti-goal.

Feedback processes have been studied for a long time in a
variety of physical systems (cf. Wiener, 1948). With respect
to living systems, they are commonly invoked regarding
physiological systems, particularly those that maintain the
equilibriums that sustain life. We all know of the existence of
homeostatic systems that regulate, for example, temperature
and blood pressure. It is a bit of a stretch to go from homeo-
static maintenance processes to intentional behavior, but the
stretch is not as great as some might think (see Miller et al.,
1960; MacKay, 1956; Powers, 1973). 

One key to this extrapolation is the realization that refer-
ence values for feedback loops need not be static. They can
change gradually over time, and one can be substituted
quickly for another. Thus, a feedback system need not be
purely homeostatic. It can be highly dynamic—chasing (and
avoiding) moving targets and changing targets. This is not
too far from a description (albeit a very abstract one) of the
events that make up human life.

Some years ago we argued that the comparator of a psy-
chological feedback process is engaged by self-focused
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attention (Carver, 1979; Carver & Scheier, 1981). Indeed, the
similarity between self-focus effects and feedback effects
was one thing that attracted us to the feedback model in the
first place. Self-focused attention leads to more comparisons
with salient standards (Scheier & Carver, 1983) and to
greater conformity to those standards. On the avoidance side,
self-focus has led to rejection of attitudinal positions held by
a negative reference group (Carver & Humphries, 1981) and
to stronger reactance effects (Carver & Scheier, 1981).

The literature of self-awareness is not the only one in
personality–social psychology that fits well the structure of
the feedback loop. Another good example (Carver & Scheier,
1998) is the literature of social comparison. People use
upward comparisons to help them pull themselves toward de-
sired goals. People use downward comparisons to help them
force themselves farther away from (upward from) those who
are worse off than they are.

Re-emergent Interest in Approach and Avoidance

Our interest in the embodiment of these two different kinds
of feedback processes in behavior is echoed in the recent
emergence of interest in two modes of regulation in several
other literatures. One of the most prominent of these litera-
tures stems from a group of theories that are biological in
focus. Their research base ranges from animal conditioning
and behavioral pharmacology (Gray, 1982, 1987b) to studies
of human brain activity (Davidson, 1992a, 1992b; Tomarken,
Davidson, Wheeler, & Doss, 1992). These theories assume
that two core biological systems (sometimes more) are in-
volved in regulating behavior. 

One system, managing approach behavior, is called the be-
havioral activation system (Cloninger, 1987; Fowles, 1980),
behavioral approach system (Gray, 1987a, 1990), behavioral
engagement system (Depue, Krauss, & Spoont, 1987), or
behavioral facilitation system (Depue & Iacono, 1989). The
other, dealing with withdrawal or avoidance, is usually called
the behavioral inhibition system (Cloninger, 1987; Gray,
1987a, 1990), and sometimes a withdrawal system (Davidson,
1992a, 1992b). The two systems are generally regarded as rel-
atively independent, with different portions of the brain being
most involved in their functioning.

Another literature with a dual-motive theme derives from
self-discrepancy theory (Higgins, 1987, 1996). This theory
holds that people relate their perceptions of their actual selves
to several self-guides, particularly ideals and oughts. Ideals
are qualities the person desires to embody: hopes, aspira-
tions, positive wishes for the self. Living up to an ideal means
attaining something desired. An ideal is clearly an approach
goal.

Oughts, in contrast, are defined by a sense of duty, respon-
sibility, or obligation. An ought is a self that one feels com-
pelled to be, rather than intrinsically desires to be. The ought
self is a positive value, in the sense that people try to conform
to it. However, living up to an ought also implies acting to
avoid a punishment—self-disapproval or the disapproval of
others. In our view, oughts are more complex structurally
than ideals. Oughts intrinsically imply both an avoidance
process and an approach process. Their structure thus resem-
bles what was illustrated earlier in Figure 8.2. Recent work
has demonstrated the avoidance aspect of the dynamics
behind the ought self (Carver, Lawrence, & Scheier, 1999;
Higgins & Tykocinski, 1992).

A similar theme can be seen in the literature of self-
determination theory (e.g., Deci & Ryan, 1985, 2000; Ryan &
Deci, 2000). That theory focuses on the importance of having
a sense of self-determination in one’s actions. Actions that
are self-determined are engaged in because they are of intrin-
sic interest or because they reflect values that are incorpo-
rated within the self. Such behavior clearly represents a
voluntary approach of positive goal values. In contrast to this
is what is termed controlled behavior, meaning that the be-
havior occurs in response to some sort of coercive force. The
coercion can be from outside, or it can be self-coercion. An il-
lustration of the latter is doing something because you feel
you have to do it in order not to feel guilty. Such introjected
values are very similar to the oughts of self-discrepancy
theory, and we have suggested that they similarly involve
an avoidance process along with the approach (Carver &
Scheier, 1999a, 2000).

HIERARCHICALITY AMONG GOALS

Another key issue in the translation of goals into behavior re-
flects the obvious fact that some goals are broader in scope
than others. How to think about the difference in breadth is not
always easy to put your finger on. Sometimes it is a difference
in temporal commitment. Sometimes, though, it’s more than
that: It’s a difference in the goal’s level of abstraction.

Differentiating Goals by Levels of Abstraction

The notion that goals differ in their level of abstraction is easy
to illustrate. You may have the goal of being an honorable
person or a self-sufficient person—goals at a fairly high level
of abstraction. You may also have the goal of avoiding a per-
son at work who gossips or of making dinner for yourself,
which are at a lower level of abstraction. The first set con-
cerns being a particular kind of person, whereas the second
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Figure 8.3 A hierarchy of goals (or of feedback loops). Lines indicate the
contribution of lower level goals to specific higher level goals. They can also
be read in the opposite direction, indicating that a given higher order goal
specifies more-concrete goals at the next-lower level. The hierarchy de-
scribed in text involves goals of “being” particular ways, which are attained
by “doing” particular actions. Source: From C. S. Carver and M. F.
Scheier, On the Self-Regulation of Behavior, copyright 1998, Cambridge
University Press. Reprinted with permission.

set concerns completing a particular kind of action. You can
also think of goals that are even more concrete, such as the
goal of walking quietly to your office and closing the door
without being noticed, or the goal of slicing vegetables into a
pan. These goals (which some would call plans or strategies)
are closer to specifications of individual acts than was the
second set, which consisted more of summary statements
about the desired outcomes of intended action patterns.

As you may have noticed, the examples used to illustrate
concrete goals relate directly to the examples of abstract
goals. We did this to show how abstract goals join with con-
crete goals in a hierarchy of levels of abstraction. In 1973
William Powers argued that a hierarchical organization of
feedback loops underlies the self-regulation of behavior, thus
proposing a model of hierarchicality among goals. 

His line of thought ran as follows: In a hierarchical organi-
zation of feedback systems, the output of a high-level system
consists of the resetting of reference values at the next-lower
level of abstraction. To put it differently, higher order systems
“behave” by providing goals to the systems just below them.
The reference values are more concrete and restricted as one
moves from higher to lower levels. Each level regulates a qual-
ity that contributes to (though not entirely defining) the quality
controlled at the next-higher level. Each level monitors input
at the level of abstraction of its own functioning, and each level
adjusts output to minimize its discrepancies. Structures at var-
ious levels presumably handle their concerns simultaneously.

Powers (1973) focused particularly on low levels of ab-
straction. He said much less about the levels we’re most inter-
ested in, though he did suggest labels for several of them.
What he called sequences are strings of action that run off
directly once cued. Programs, the next-higher level, are activ-
ities involving conscious decisions at various points. Pro-
grams are webs of sequences with an overall purpose that
synthesizes the goals of the constituent sequences. The next
level is principles, qualities that are abstracted from (or imple-
mented by) programs. These are the kinds of qualities that are
represented by trait labels. Powers gave the name system con-
cepts to the highest level he considered. Goals there include
the idealized sense of self, relationship, or group identity.

A simple way of portraying this hierarchy is shown in
Figure 8.3. This diagram omits the loops of feedback
processes, using lines to indicate only the links among goal
values. The lines imply that moving toward a particular lower
goal contributes to the attainment of some higher goal (or
even several at once). Multiple lines to a given goal indicate
that several lower level action qualities can contribute to its
attainment. As indicated previously, there are goals to be a
particular way and goals to do certain things (and at lower
levels, goals to create physical movement).

Although the Powers hierarchy per se has not been studied
empirically, research has been done from the perspective of
another theory that strongly resembles it—Vallacher and
Wegner’s (1985) action identification theory. This model is
framed in terms of how people think about their actions, but
it also conveys the sense that how people think about their
actions is informative about the goals by which they are
guiding the actions. People can identify a given action in
many different ways, and the identifications can vary in
level of abstraction. High-level identifications are abstract,
whereas lower level identifications are more concrete. Low-
level identifications tend to convey a sense of how an activity
is done, whereas high-level identifications tend to convey a
sense of why.

The Vallacher and Wegner (1985) model does not specify
what qualities define various levels but simply assumes that
where there is a potential emergent property, there is the po-
tential for differing levels of identification. However, the ex-
amples used to illustrate the theory tend to map onto levels of
the Powers hierarchy: sequences of acts, programs of actions
(with variations of smaller scale and larger scale programs),
and principles of being. Thus, work on action identification
tends to suggest the reasonableness of these particular levels
of abstraction in thinking about behavior.

Step back from this hierarchy for a moment to consider its
broader implications. Our present interest is in linking these
ideas to the construct of personality. It should be clear that
this model provides a way to talk about how the values that
are embedded in a person’s personality are manifested in
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that person’s actions. Values are the source of intentions to
take certain patterns of actions, and those programmatic
action plans are realized in an extended series of sequences of
movement. This view also provides for a mechanism by
which the actions themselves take place, which is not typi-
cally the case in models of personality.

Multiple Paths to High-Level Goals, Multiple Meanings
from Concrete Acts

This hierarchy also has implications for several further issues
in thinking about behavior (for more detail see Carver &
Scheier, 1998, 1999a). In this view, goals at a given level can
often be attained by a variety of means at lower levels. This
addresses the fact that people sometimes shift radically the
manner in which they try to reach a goal when the goal itself
has not changed. This happens commonly when the emergent
quality that is the higher order goal is implied in several
lower order activities. For example, a person can be helpful
by writing a donation check, picking up discards for a recy-
cling center, volunteering at a charity, or holding a door open
for someone else.

Just as a given goal can be obtained via multiple path-
ways, so can a specific act be performed in the service of di-
verse goals. For example, you could buy someone a gift to
make her feel good, to repay a kindness, to put her in your
debt, or to satisfy a perceived holiday-season role. Thus, a
given act can have strikingly different meanings depending
on the purpose it’s intended to serve. This is an important
subtheme of this view on behavior: Behavior can be under-
stood only by identifying the goals to which behavior is ad-
dressed. This is not always easy to do, either from an
observer’s point of view (cf. Read, Druian, & Miller, 1989)
or from the actor’s point of view.

Goals and the Self

Another point made by the notion of hierarchical organiza-
tion concerns the fact that goals are not equivalent in their
importance. The higher you go into the organization, the
more fundamental to the overriding sense of self are the qual-
ities encountered. Thus, goal qualities at higher levels would
appear to be intrinsically more important than those at lower
levels.

Goals at a given level are not necessarily equivalent to
one another in importance, however. In a hierarchical system
there are at least two ways in which importance accrues to a
goal. The more directly an action contributes to attainment
of some highly valued goal at a more abstract level, the more

important is that action. Second, an act that contributes to
the attainment of several goals at once is thereby more im-
portant than an act that contributes to the attainment of only
one goal.

Relative importance of goals returns us again to the concept
of self. In contemporary theory the self-concept has several
aspects. One is the structure of knowledge about your personal
history; another is knowledge about who you are now.Another
is the self-guides or images of potential selves that are used to
guide movement from the present into the future. As stated
earlier, a broad implication of this view is that the self—
indeed, personality—consists partly of a person’s goals.

FEEDBACK LOOPS AND CREATION OF AFFECT

We turn now to another aspect of human self-regulation:
emotion. Here we add a layer of complexity that differs
greatly from the complexity represented by hierarchicality.
Again, the organizing principle is feedback control. But now
the control is over a different quality.

What are feelings, and what makes them exist? Many have
analyzed the information that feelings provide and situations
in which affect arises (see, e.g., Frijda, 1986; Lazarus, 1991;
Ortony, Clore, & Collins, 1988; Roseman, 1984; Scherer &
Ekman, 1984). The question we address here is slightly dif-
ferent: What is the internal mechanism by which feelings
arise?

Velocity Control

We have suggested that feelings arise within the functioning
of another feedback process (Carver & Scheier, 1990). This
process operates simultaneously with the behavior-guiding
process and in parallel to it. One way to describe this second
function is to say that it is checking on how well the behavior
loop is doing at reducing its discrepancies. Thus, the input for
this second loop is a representation of the rate of discrepancy
reduction in the action system over time. We focus first on
discrepancy-reducing loops and turn later to enlarging loops.

We find an analogy useful here. Because action implies
change between states, think of behavior as analogous to dis-
tance. If the action loop deals with distance, and if the affect-
relevant loop assesses the progress of the action loop, then
the affect loop is dealing with the psychological equivalent of
velocity, the first derivative of distance over time. To the ex-
tent that the analogy is meaningful, the perceptual input to
this loop should be the first derivative over time of the input
used by the action loop.
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This input does not in itself create affect because a given
rate of progress has different affective consequences under
different circumstances. As in any feedback system, this
input is compared against a reference value (cf. Frijda, 1986,
1988). In this case, the reference is an acceptable or desired
rate of behavioral discrepancy reduction. As in other feed-
back loops, the comparison checks for a deviation from the
standard. If there is one, the output function changes.

We suggest that the result of the comparison process in
this loop (the error signal generated by its comparator) ap-
pears phenomenologically in two forms. One is a nonverbal
sense of confidence or doubt (to which we turn later). The
other is affect, feeling, a sense of positivity or negativity.

Research Evidence

Because this idea is relatively novel, we should devote some
attention to whether any evidence supports it. Initial support
came from Hsee and Abelson (1991), who arrived indepen-
dently at the velocity hypothesis. They conducted two studies
of velocity and satisfaction. In one, participants read descrip-
tions of paired hypothetical scenarios and indicated which
they would find more satisfying. For example, they chose
whether they would be more satisfied if their class standing
had gone from the 30th percentile to the 70th over the past
6 weeks, or if it had done so over the past 3 weeks. Given
positive outcomes, they preferred improving to a high out-
come over a constant high outcome; they preferred a fast
velocity over a slow one; and they preferred fast small
changes to slower larger changes. When the change was neg-
ative (e.g., salaries decreased), they preferred a constant low
salary to a salary that started high and fell to the same low
level; they preferred slow falls to fast falls; and they preferred
large slow falls to small fast falls.

We have since conducted a study that conceptually repli-
cates aspects of these findings but with an event that was
personally experienced rather than hypothetical (Lawrence,
Carver, & Scheier, in press). We manipulated success feed-
back on an ambiguous task over an extended period. The
patterns of feedback converged such that block 6 was iden-
tical for all subjects at 50% correct. Subjects in a neutral
condition had 50% on the first and last block, and 50% av-
erage across all blocks. Others had positive change in per-
formance, starting poorly and gradually improving. Others
had negative change, starting well and gradually worsening.
All rated their mood before starting and again after block 6
(which they did not know ended the session). Those whose
performances were improving reported mood improvement,
whereas those whose performances were deteriorating

reported mood deterioration, compared to those with a con-
stant performance.

Another study that appears to bear on this view of affect
was reported by Brunstein (1993). It examined subjective
well-being among college students over the course of an
academic term, as a function of several perceptions, includ-
ing perception of progress toward goals. Of particular interest
at present, perceived progress at each measurement point was
strongly correlated with concurrent well-being.

Cruise Control Model

Although the theory may sound complex, the system we have
proposed functions much the same as another device that is
well known to many people: the cruise control on a car. If you
are moving too slowly toward a goal, negative affect arises.
You respond to this condition by putting more effort into your
action, trying to speed up. If you are going faster than you
need to, positive affect arises, and you pull back effort and
coast. A car’s cruise control is very similar. You come to a
hill, which slows you down. The cruise control responds by
feeding the engine more gas to bring the speed back up. If
you pass the crest of a hill and roll downhill too fast, the sys-
tem pulls back on the gas, which eventually drags the speed
back down.

This analogy is intriguing because it concerns regulation
of the very quality that we believe the affect system is regu-
lating: velocity. It is also intriguing that the analogy incor-
porates a similar asymmetry in the consequences of
deviating from the set point. That is, both in a car’s cruise
control and in human behavior, going too slow calls for in-
vesting greater effort and resources. Going too fast does not.
It calls only for pulling back on resources. That is, the cruise
control does not apply the brakes; it just cuts back on the
gasoline. In this way it permits the car to coast gradually
back to its velocity set point. In the same fashion, people do
not respond to positive affect by trying to make it go away,
but just by easing off.

Does positive affect actually lead people to withdraw ef-
fort? We are not aware of data that bear unambiguously on
the question. To do so, a study must assess coasting with re-
spect to the same goal as lies behind the affect. Many stud-
ies that might otherwise be seen as relevant to the question
created positive affect in one context and assessed its impact
on another task (see, e.g., Isen, 2000). The question thus
seems to remain open, and to represent an important area for
future work (for broader discussion of relevant issues see
Carver, in press).
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Affect from Discrepancy-Enlarging Loops

Thus far we have restricted ourselves to issues that arise in the
context of approach. Now we turn to attempts to avoid a point
of comparison, attempts to not-be or not-do: discrepancy-
enlarging loops.

Our earlier discussion should have made it clear that be-
havior regarding avoidance goals is just as intelligible as
behavior regarding approach goals. We think the same is true
of the affective accompaniments to behavior. Our model
rests on the idea that positive affect comes when a behav-
ioral system is doing well at what it is organized to do. Thus
far we have considered only systems organized to close
discrepancies. There seems no obvious reason, however,
why the principle should not apply just as well to systems
organized to enlarge discrepancies. If the system is doing
well at what it is organized to do, positive affect should
arise. If it is doing poorly at what it is organized to do, neg-
ative affect should arise.

That much would seem to be fully comparable across the
two types of systems. But doing well at moving toward an in-
centive is not exactly the same experience as doing well at
moving away from a threat. Both have the potential to induce
positive feelings, by doing well. Both also have the potential
to induce negative feelings, by doing poorly. Yet the two pos-
itives may not be quite the same as each other, nor the nega-
tives quite the same as each other.

Our view of this difference derives partly from the insights
of Higgins and his colleagues (Higgins, 1987, 1996). Follow-
ing their lead, we suggest that the affect dimension relating to
discrepancy reduction is (in its purest form) the dimension
that runs from depression to elation (Figure 8.4). The affect

that relates to discrepancy enlargement is (in its purest form)
the dimension from anxiety to relief or contentment. As
Higgins and his colleagues have noted, dejection-related
and agitation-related affect may take several forms, but these
two dimensions capture the core qualities behind those two
classes of affect. Similarly, Roseman (1984) has argued that
joy and sadness are related to appetitive (moving-toward)
motives, whereas relief and distress are related to aversive
(moving-away-from) motives.

Merging Affect and Action

Theories about emotion typically emphasize the idea that
emotion is related to action. How do affect and action relate
in this model? We see the regulation provided by these sys-
tems as forming a two-layered array, with both simultane-
ously at work (Carver & Scheier, 1998, 1999a, 1999b). The
two layers are analogous to position and velocity controls in
a two-layered engineering control system (e.g., Clark, 1996).
Such a two-layered system in engineering has the quality of
responding both quickly and accurately (without undue oscil-
lation). There is reason to believe that the simultaneous func-
tioning of the two layers has the same broad consequence for
human behavior.

Another way of addressing the relation between affect and
action is to ask about the nature of the output of the affect
loop. Earlier we described affect as reflecting the error signal
of a loop that has as input a perception of rate of progress.
The resulting output thus must be an adjustment in rate of
progress. This output therefore has a direct link to behavior
because it means changing its pace.

What does it mean to adjust the rate of progress? In some
cases it means literally changing velocity. If you are behind,
go faster. Some adjustments are less straightforward. The
rates of many behaviors in which personality–social psy-
chologists are interested are not defined in terms of literal
pace of motion. Rather, they are defined in terms of choices
among actions, even potential programs of action. For ex-
ample, increasing your rate of progress on a reading assign-
ment may mean choosing to spend a weekend working
rather than playing. Increasing your rate of manifestation of
kindness means choosing to perform an action that reflects
that value. Thus, adjustment in rate must often be translated
into other terms, such as concentration or reallocation of
time and effort.

Despite this complexity in implementing changes in rate,
it should be apparent from this description that the action sys-
tem and the velocity system are presumed to work in concert
with one another. Both are involved in the flow of action.
They influence different aspects of the action, but both are

Figure 8.4 Two affect-creating systems and the affective dimensions we
believe arise from the functioning of each. Discrepancy-reducing systems
are presumed to yield affective qualities of sadness or depression when
progress is well below standard and happiness or elation when progress is
above standard. Discrepancy-enlarging systems are presumed to yield anxi-
ety when progress is below standard and relief or contentment when progress
is above standard. Source: From C. S. Carver and M. F. Scheier, On the
Self-Regulation of Behavior, copyright 1998, Cambridge University Press.
Reprinted with permission.
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always involved. Thus, this view incorporates clear links be-
tween behavior and affect.

Comparison with Biological Models of Bases of Affect

It is useful to compare this model with the group of biolog-
ically focused theories mentioned earlier in the chapter. As
indicated earlier, those theories assume that two separate
systems regulate approach and avoidance behavior. Many as-
sume further that the two systems also underlie affect. Given
cues of impending reward, the activity of the approach sys-
tem creates positive feelings. Given cues of impending pun-
ishment, the avoidance system creates feelings of anxiety.

Data from a variety of sources fit this picture. Of particular
relevance is work by Davidson and collaborators involving
electroencephalography (EEG) recordings assessing changes
in cortical activation in response to affective inducing stimuli.
Among the findings are these: Subjects exposed to films in-
ducing fear and disgust (Davidson, Ekman, Saron, Senulis, &
Friesen, 1990) and confronted with possible punishment
(Sobotka, Davidson, & Senulis, 1992) show elevations in
right frontal activation. In contrast, subjects with a chance to
obtain reward (Sobota et al., 1992), subjects presented with
positive emotional adjectives (Cacioppo & Petty, 1980),
and smiling 10-month olds viewing their approaching moth-
ers (Fox & Davidson, 1988) show elevations in left frontal
activation. From findings such as these, Davidson (1992a,
1992b) concluded that neural substrates for approach and
withdrawal systems (and thus positive and negative affect)
are located in the left and right frontal areas of the cortex,
respectively.

Thus far the logic of the biological models resembles the
logic of our model. At this point, however, there is a diver-
gence. The key question is what regulatory processes are
involved in—and what affects result from—failure to attain
reward and failure to receive punishment. Gray (1987b,
1990) holds that the avoidance system is engaged by cues of
punishment and cues of frustrative nonreward. It thus is re-
sponsible for negative feelings in response to either of these
types of cues. Similarly, Gray holds that the approach system
is engaged by cues of reward or cues of escape from (or
avoidance of) punishment. It thus is responsible for positive
feelings in response to either of these types of cues. In his
view, then, each system creates affect of one hedonic tone
(positive in one case, negative in the other), regardless of its
source. This view is consistent with a picture of two unipolar
affective dimensions, each linked to a distinct behavioral sys-
tem. Others have taken a similar position (see Cacioppo,
Gardner, & Berntson, 1999; Lang, 1995; Lang, Bradley, &
Cuthbert, 1990; Watson, Wiese, Vaidya, & Tellegen, 1999). 

Our position is different. We argue that both approach
and avoidance systems can create affects of both hedonic
tones because affect is a product of doing well or doing
poorly. We think that the frustration and eventual depression
that result from failure to attain desired goals involve the ap-
proach system (for similar predictions see Clark, Watson, &
Mineka, 1994, p. 107; Cloninger, 1988, p. 103; Henriques &
Davidson, 1991). A parallel line of reasoning suggests that
relief, contentment, tranquility, and serenity relate to the
avoidance system rather than to the approach system (see
Carver, 2001).

Less information exists about the bases of these affects
than about anxiety and happiness. Consider first relief-
tranquility. We know of two sources of evidence, both some-
what indirect. The first is a study in which people worked at
a laboratory task and experienced either goal attainment or
lack of attainment (Higgins, Shah, & Friedman, 1997, Study
4). Participants first were given either an approach orienta-
tion to the task (to try to attain success) or an avoidance ori-
entation (to try to avoid failing). After the task outcome
(which was manipulated), several feeling qualities were as-
sessed. Among persons given an avoidance orientation, suc-
cess caused an elevation in calmness, and failure caused an
elevation in anxiety. These effects on calmness and anxiety
did not occur, however, among those who had an approach
orientation. This pattern suggests that calmness is linked to
doing well at avoidance, rather than doing well at approach.

Another source is data reported many years ago by Watson
and Tellegen (1985). In their analysis of multiple samples
of mood data, they reported “calm” to be one of the 10 best
markers (inversely) of negative affect (which was defined
mostly by anxiety) in the majority of the data sets they exam-
ined. In contrast, “calm” never emerged as one of the top
markers of positive affect in those data sets. This suggests
that these feelings are linked to the functioning of a system of
avoidance.

The same sources also provide information on the mo-
mentary experience of sadness. In the study by Higgins et al.
(1997), failure elevated sadness and success elevated cheer-
fulness among persons with an approach orientation. These
effects did not occur, however, among participants who had
an avoidance orientation. The pattern suggests that sadness is
linked to doing poorly at approach, rather than doing poorly
at avoidance. Similarly, Watson and Tellegen (1985) reported
“sad” to be one of the 10 best markers (inversely) of the fac-
tor that they called positive affect in the majority of the data
sets they examined. In contrast, “sad” never emerged as one
of the top markers of negative affect in those data sets. This
pattern suggests that sad feelings are linked to the functioning
of a system of approach.
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This issue clearly represents an important difference
among theoretical viewpoints (Carver, 2001). Just as clearly,
it is not yet resolved. It seems likely that it will receive more
attention in the near future.

RESPONDING TO ADVERSITY: PERSISTENCE
AND GIVING UP

In describing the genesis of affect, we suggested that one
process yields two subjective experiences as readouts: affect
and a sense of confidence versus doubt. We turn now to con-
fidence and doubt—expectancies for the immediate future.
We focus here on the behavioral and cognitive manifestations
of the sense of confidence or doubt.

One likely consequence of momentary doubt is a search
for more information. We have often suggested that when
people experience adversity in trying to move toward goals,
they periodically interrupt efforts in order to assess in a more
deliberative way the likelihood of a successful outcome (e.g.,
Carver & Scheier, 1981, 1990, 1998). In effect, people sus-
pend the behavioral stream, step outside it, and evaluate in a
more deliberated way. This may happen once or often. It may
be brief, or it may take a long time. In this assessment people
presumably depend heavily on memories of prior outcomes
in similar situations. They may also consider such things as
additional resources they might bring to bear, alternative ap-
proaches that might be taken, and social comparison infor-
mation (Wills, 1981; Wood, 1989).

These thoughts sometimes influence the expectancies that
people hold. When people retrieve “chronic” expectancies
from memory, the information already is expectancies—
summaries of the products of previous behavior. In some
cases, however, the process is more complex. People bring to
mind possibilities for changing the situation and evaluate
their consequences. This is often done by briefly playing the
possibility through mentally as a behavioral scenario (cf.
Taylor & Pham, 1996). Doing so can lead to conclusions that
influence expectancies (“If I try doing it this way instead of
that way, it should work better” or “This is the only thing I
can see to do, and it will just make the situation worse”).

It seems reasonable that this mental simulation engages
the same mechanism as handles the affect-creation process
during actual overt behavior. When your progress is tem-
porarily stalled, playing through a confident and optimistic
scenario yields a higher rate of progress than is currently
being experienced. The affect loop thus yields a more opti-
mistic outcome assessment than is being derived from
current action. If the scenario is negative and hopeless, it
indicates a further reduction in progress, and the loop yields
further doubt.

Behavioral Manifestations

Whether stemming from the immediate flow of experience
or from a more thorough introspection, people’s expectan-
cies are reflected in their behavior. If people expect a suc-
cessful outcome, they continue exerting effort toward the
goal. If doubts are strong enough, the result is an impetus
to disengage from effort, and potentially from the goal it-
self (Carver & Scheier, 1981, 1990, 1998, 1999a; see also
Klinger, 1975; Kukla, 1972; Wortman & Brehm, 1975). This
theme—divergence in behavioral response as a function of
expectancies—is an important one, applying to a surpris-
ingly broad range of literatures (see Carver & Scheier, 1998,
chap. 11).

Sometimes the disengagement that follows from doubt is
overt, but sometimes disengagement takes the form of mental
disengagement—off-task thinking, daydreaming, and so on.
Although this can sometimes be useful (self-distraction from
a feared stimulus may allow anxiety to abate), it can also cre-
ate problems. Under time pressure, mental disengagement
can impair performance, as time is spent on task-irrelevant
thoughts. Consistent with this, interactions between self-
focus and expectancies have been shown for measures of
performance (Carver, Peterson, Follansbee, & Scheier, 1983;
Carver & Scheier, 1982). 

Often, mental disengagement cannot be sustained, as situ-
ational cues force the person to reconfront the problematic
goal. In such cases, the result is a phenomenology of repeti-
tive negative rumination, which often focuses on self-doubt
and perceptions of inadequacy. This cycle is both unpleasant
and performance-impairing.

Is Disengagement Good or Bad?

Is the disengagement tendency good or bad? Both and nei-
ther. On the one hand, disengagement (at some level, at least)
is an absolute necessity. Disengagement is a natural and in-
dispensable part of self-regulation (cf. Klinger, 1975). If peo-
ple are ever to turn away from unattainable goals, to back out
of blind alleys, they must be able to disengage, to give up and
start over somewhere else.

The importance of disengagement is particularly obvious
with regard to concrete, low-level goals: People must be able to
remove themselves from literal blind alleys and wrong streets,
give up plans that have become disrupted by unexpected
events, even spend the night in the wrong city if they miss the
last plane home. Disengagement is also important, however,
with regard to more abstract and higher level goals. A vast lit-
erature attests to the importance of disengaging and moving
on with life after the loss of close relationships (e.g., Orbuch,
1992; Stroebe, Stroebe, & Hansson, 1993; Weiss, 1988).
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People sometimes must be willing to give up even values that
are deeply embedded in the self if those values create too much
conflict and distress in their lives.

However, the choice between continued effort and giving
up presents opportunities for things to go awry. It is possible
to stop trying too soon, thereby creating potentially serious
problems for oneself (Carver & Scheier, 1998). It is also pos-
sible to hold on to goals too long, thereby preventing oneself
from taking adaptive steps toward new goals. But both con-
tinued effort and giving up are necessary parts of the experi-
ence of adaptive self-regulation. Each plays an important role
in the flow of behavior.

Hierarchicality and Importance
Can Impede Disengagement

Disengagement is sometimes precluded by situational con-
straints. However, a broader aspect of this problem stems
from the idea that behavior is hierarchically organized, with
goals increasingly important higher in the hierarchy, and thus
harder to disengage from. 

Presumably, disengaging from concrete values is often
easy. Lower order goals vary, however, in how closely they
link to values at a higher level, and thus in how important
they are. To disengage from low-level goals that are tightly
linked to higher level goals causes discrepancy enlarge-
ment at the higher level. These higher order qualities are
important, even central to one’s life. One cannot disengage
from them, disregard them, or tolerate large discrepancies
between them and current reality without reorganizing one’s
value system (Greenwald, 1980; Kelly, 1955; McIntosh &
Martin, 1992; Millar, Tesser, & Millar, 1988). In such a case,
disengagement from even very concrete behavioral goals can
be quite difficult.

Now recall again the affective consequences of being in
this situation. The desire to disengage was prompted by unfa-
vorable expectancies. These expectancies are paralleled by
negative affect. In this situation, then, the person experiences
negative feelings (because of an inability to make progress
toward the goal) and is unable to do anything about the feel-
ings (because of an inability to give up). The person simply
stews in the feelings that arise from irreconcilable discrepan-
cies. This kind of situation—commitment to unattainable
goals—seems a sure prescription for distress.

Watersheds, Disjunctions, and Bifurcations
Among Responses

An issue that bears some further mention is the divergence in
the model of the behavioral and cognitive responses to favor-
able versus unfavorable expectancies. We have long argued

for a psychological watershed among responses to adversity
(Carver & Scheier, 1981). One set of responses consists of
continued comparisons between present state and goal, and
continued efforts. The other set consists of disengagement
from comparisons and quitting. Just as rainwater falling on a
mountain ridge ultimately flows to one side of the ridge or the
other, so do behaviors ultimately flow to one of these sets or
the other. 

Our initial reason for taking this position stemmed largely
from several demonstrations that self-focused attention cre-
ates diverging effects on information seeking and behavior as
a function of expectancies of success. We are not the only ones
to have emphasized a disjunction among responses, however.
A number of others have done so, for reasons of their own.

Kukla (1972) proposed an early model that emphasized
the idea of a disjunction in behavior. Another such model
is the reactance–helplessness integration of Wortman and
Brehm (1975): the argument that threats to control produce
attempts to regain control and that perceptions of loss of
control produce helplessness. Brehm and his collaborators
(Brehm & Self, 1989; Wright & Brehm, 1989) developed an
approach to task engagement that resembles that of Kukla
(1972), but their way of approaching the description of the
problem is somewhat different. Not all theories about persis-
tence and giving up yield this dichotomy among responses.
The fact that some do, however, is interesting. It becomes
more so a bit later on.

SCALING BACK ASPIRATIONS AND
RECALIBRATION OF THE AFFECT SYSTEM

The preceding sections dealt with the creation of affect and
confidence and the concomitant effects on behavior. By im-
plication, the time frames under discussion were quite narrow.
In this section we broaden our view somewhat and indicate an
important way in which reference values change across longer
periods of time. These particular changes are changes in the
stringency of the goals being sought after. We consider this
issue both with respect to the reference values underlying the
creation of affect and with respect to the goals of behavior.

Shifts in Velocity Standards

Reference values used by the affect system presumably can
shift through time and experience. That is, as people accumu-
late experience in a given domain, adjustments can occur in
the pacing that they expect and demand of themselves. There
is a recentering of the system around the past experience,
which occurs via shifts in the reference value (Carver &
Scheier, 2000).
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Consider first upward adjustments. As an example, a per-
son who gains work-related skills often undertakes greater
challenges, requiring quicker handling of action units. Up-
ward adjustment of the rate standard means that the person
now will be satisfied only with faster performance. Such a
shift has the side effect of decreasing the potential for posi-
tive affect and increasing the potential for negative affect be-
cause there now is more room to fail to reach the rate
standard and less room to exceed it. Recall, however, that the
shift was induced by a gain in skills. The change in skill tends
to counter the shift in regions of potential success and failure.
Thus, the likelihood of negative affect (vs. positive affect or
no affect) remains fairly constant.

Now consider a downward adjustment. For example, a
person whose health is failing may find that it takes longer to
get things done than it used to. This person will gradually
come to use less stringent rate standards. A lower pace will
then begin to be more satisfying. One consequence of this
downward shift of standard is to increase the potential for ex-
periencing positive affect and to decrease the potential for
negative affect because there now is less room for failing to
reach the rate standard and more room for exceeding it. The
failing health, however, tends to counter the shift in regions
of potential success and failure. Again, then, the net result is
that the likelihood of negative affect (vs. positive and neutral)
remains fairly constant.

Mechanism of Shift

Such changes in comparison value do not happen quickly or
abruptly. Shifting the reference value downward is not peo-
ple’s first response when they have trouble maintaining a de-
manding pace. First, they try harder to keep up. Only more
gradually, if they continue to lag behind, does the rate-related
standard shift to accommodate. Similarly, the immediate re-
sponse when people’s pace exceeds the standard is not an up-
ward shift in reference value. The more typical response is to
coast for a while. Only when the overshoot is frequent does
the standard shift upward.

We believe that adjustments in these standards occur
automatically and involuntarily, but slowly. Such adjust-
ments themselves appear to reflect a self-corrective feedback
process (Figure 8.5). This feedback process is slower than the
ones focused on thus far, involving a very gradually accumu-
lating shift. It resembles what Solomon (1980; Solomon &
Corbit, 1974) described as the long-term consequences of an
opponent process system (see also Helson, 1964, regarding
the concept of adaptation level).

As an illustration, assume for the moment that a signal to
adjust the standard occurred every time there was a signal to

change output, but that the former was much weaker than the
latter—say, 5% of the latter. If so, it would take a fairly long
time for the standard to change. Indeed, as long as the person
deviated from the standard in both directions (under and
over) with comparable frequency, the standard would never
change noticeably, even over an extended period. Only with
repeated deviation in the same direction could there be an ap-
preciable effect on the standard.

This view has an interesting implication for affective ex-
perience across an extended period. Such shifts in reference
value (and the resultant effects on affect) would imply a
mechanism within the organism that prevents both the too-
frequent occurrence of positive feeling and the too-frequent
occurrence of negative feeling. That is, the (bidirectional)
shifting of the rate criterion over time would tend to control
pacing such that affect continues to vary in both directions
around neutral, roughly as before. The person thus would
experience more or less the same range of variation in affec-
tive experience over long times and changing circumstances
(see Myers & Diener, 1995, for evidence of this). The organi-
zation would function as a gyroscope serving to keep people
floating along within the framework of the affective reality
with which they are familiar. It would provide for a continu-
ous recalibration of the feeling system across changes in sit-
uation. It would repeatedly shift the balance point of a
psychic teeter-totter so that rocking both up and down re-
mains possible.

Figure 8.5 A feedback loop (in this case, the postulated velocity loop) acts
to create change in the input function, to shift it toward the reference value.
Sometimes an additional process is in place as well (gray lines), which ad-
justs the reference value in the direction of the input. This additional process
is presumed to be weaker or slower; thus, the reference value is stable rela-
tive to the input value. Source: From C. S. Carver and M. F. Scheier, On
the Self-Regulation of Behavior, copyright 1998, Cambridge University
Press. Reprinted with permission.
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Figure 8.6 Conflict arises when two desired goals are incompatible for
some reason. For example, by working extra hours in order to further a ca-
reer aspiration, this woman may at the same time be having an adverse in-
fluence (indicated by the opposite-direction arrow) on another goal that is
also related to her ideal self—spending time maintaining a sense of related-
ness with her family.

Scaling Back on Behavioral Goals

The principle of gradual adjustment of a standard also oper-
ates at the level of behavioral goals (Carver & Scheier, 1981,
1998). Sometimes progress is going poorly, expectancies of
success are dim, and the person wants to quit. Rather than quit
altogether, the person trades this goal for a less demanding
one. This is a kind of limited disengagement in the sense that
the person is giving up the first goal while adopting the lesser
one. However, this limited disengagement keeps the person
engaged in activity in the domain he or she had wanted to
quit. By scaling back the goal—giving up in a small way—
the person keeps trying to move ahead—thus not giving up, in
a larger way.

Small-scale disengagement occurs often in the context of
moving forward in broader ways. A particularly poignant ex-
ample comes from research on couples in which one partner
is becoming ill and dying from AIDS (Moskowitz, Folkman,
Collette, & Vittinghoff, 1996). Some healthy participants ini-
tially had the goal of overcoming their partner’s illness and
continuing active lives together. As the illness progressed and
it became apparent that that goal would not be met, it was not
uncommon for the healthy partners to scale back their aspira-
tions. Now the goal was, for example, to do more limited ac-
tivities during the course of a day. Choosing a more limited
and manageable goal ensures that it will be possible to move
toward it successfully. The result was that even in those diffi-
cult circumstances the person experienced more success than
would otherwise have been the case and remained engaged
behaviorally with efforts to move forward. 

How does the scaling back of goals within a domain
occur? We believe that the answer is the same as in the case
of affect: If the loop’s output function is inadequate at mov-
ing the input toward the standard, a second (slower-acting)
process moves the standard toward the input. The scaling
back of behavioral goals thus would involve the same struc-
tural elements as are involved in the recalibration of the af-
fect system.

CONFLICT AND RESTRAINT

In thinking about the self-regulation of behavior, another set
of issues to be considered concerns the existence of conflict.
Conflict arises whenever two incompatible goals are held si-
multaneously and both are salient (see also Carver & Scheier,
1998, 1999b). It sometimes is possible to move toward two
goals simultaneously, but sometimes moving toward one
interferes with one’s ability to move toward the other. For
example, the woman who wants to develop her career and
also spend time with her family faces a conflict imposed by

the limited number of hours in the day and days in the week
(Figure 8.6). The effort to attain one (e.g., further the career
by working extra hours) can interfere with efforts to attain the
other (by removing the time available for family activities).

Given this structure, the experience of conflict naturally
produces negative feelings, as movement toward one of the
goals is impeded. If movement toward the active goal is rapid
(relative to the reference velocity) as movement toward the
other goal is stifled, the person may have mixed feelings,
feelings relating to each of the two goal values. It is no sur-
prise that people typically try to balance their conflicting de-
sires so that both goals are partly attained. It is also no
surprise that this strategy often feels unsatisfying, as the per-
son “almost” keeps up with goals in both domains but keeps
up fully with neither of them.

Often there is no structural basis for viewing one goal as
intrinsically more valuable than the other (as in Figure 8.6).
Sometimes, however, one goal has a kind of primacy because
it is reflected in an explicitly formulated intention to override
efforts to move toward the other goal. Sometimes the tenden-
cies involved are mental; sometimes they are behavioral.
Often, the attempt to override works for a while (sometimes
a long while), but sometimes it fails.

Ironic Processes in Mental Control

One literature bearing on this theme was developed by
Wegner (e.g., 1994) and his colleagues. The study that began
this work was simple. Some people were told not to think of
a white bear for 5 minutes. Then they were told to think about
the bear. When the thought was permitted, it came more fre-
quently than it did for people who had not had to suppress the
thought first. Something about trying not to think of the bear
seemed to create pressure to think of it.

This study was followed by others. Most of this research
looked not at rebounds, but at what goes on during people’s
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attempts to control their thoughts. The data consistently indi-
cate that an instruction to exert mental control yields better
control if the person has no other demands. If something else
is going on, however (e.g., if the person is trying to remem-
ber a 9-digit number), the instruction backfires, and people
tend to do the opposite of what they are trying to do.

Wegner (1994) interprets this as follows: Trying to sup-
press a thought engages two processes. An intentional process
tries to suppress. An ironic monitoring process looks for
the occurrence of whatever is being suppressed. If it finds it, it
increases the effort of the first mechanism. The ironic monitor
is sensitive, but it is automatic and does not require much in
the way of mental resources. The intentional process requires
more resources. Thus, any reduction in mental resources (e.g.,
being distracted by a second thought or task) disrupts the
intentional process more than it disrupts the ironic monitor.
The monitor, searching for lapses, in effect invites those
lapses to occur.

This theory also applies to the opposite pattern—attempts
to concentrate. In this case, the intentional process con-
centrates, and the ironic process looks for the occurrence
of distractions. As in the first case, if the person’s mental
resources are stretched thin, the ironic process seems to invite
the undesired thought into consciousness. In this case, the
thought is a distraction.

This research indicates that trying hard to do something (or
suppress something) gets much harder when your mental re-
sources are stretched thin. Not only does it get harder, but you
may even begin to do the opposite of what you are trying to do.

Lapses in Self-Control

Another important literature bearing on this set of issues con-
cerns what Baumeister and Heatherton (1996) termed self-
regulatory failure, which we will term lapse in self-control.
The potential for this kind of event arises when someone has
both the desire to do something (e.g., overindulge in food or
drink) and also the desire to restrain that impulse. Self-control
of this sort is often especially hard, and sometimes the re-
strained impulse breaks free.

Consider binge eating as an example. The binge eater wants
to eat but also wants to restrain that desire. If self-control
lapses, the person stops trying to restrain the desire to eat, lets
himself or herself go, and binges.

In characterizing the decision to quit trying to restrain,
Baumeister and Heatherton noted that restraint is hard work
and that mental fatigue plays a role; however, giving up the
restraint attempt rarely requires that the person reach a state
of total exhaustion. Rather, there is a point where the person

has had enough and stops trying to control the impulse. We
have suggested that confidence about resisting the impulse
plays a role in whether the person stops trying (Carver &
Scheier, 1998). The confident person continues the struggle
to restrain. The person whose confidence has sagged is more
likely to give up.

Muraven, Tice, and Baumeister (1998) have extended this
line of thought to argue that self-control is a resource that not
only is limited but also can become depleted by extended
self-control efforts. When the resource is depleted, the person
becomes vulnerable to a failure of self-control. This view
also suggests that there is a shared pool of self-control
resources, so that exhausting the resource with one kind of
self-control (e.g., concentrating very hard for many hours on
a writing assignment) can leave the person vulnerable to a
lapse in a different domain (e.g., eating restraint).

It seems worthwhile to compare the cases considered in
this section (lapses in self-control) with those described just
earlier (mental control). Both sections dealt with efforts at
self-control. In many ways the situations are structurally quite
similar. Each is an attempt to override one process by another,
which falters when mental resources are depleted. There even
is a resemblance between the “overdoing” quality in the pre-
viously restrained behavior in Baumeister and Heatherton’s
cases and the rebound quality in Wegner’s research.

One difference is that the cases emphasized by Baumeis-
ter and Heatherton explicitly involve desires that direct the
person in opposing directions. In most cases studied by
Wegner, there is no obvious reason why the suppressed
thought (or the distractor) would be desirable. This difference
between cases seems far from trivial. Yet the similarities in
the findings in the two literatures are striking enough to war-
rant further thought about how the literatures are related.

DYNAMIC SYSTEMS AND SELF-REGULATION

Recent years have seen the emergence in the psychological lit-
erature of new (or at least newly prominent) ideas about how
to conceptualize natural systems. Several labels attach to these
ideas: chaos, dynamic systems theory, complexity, catastro-
phe theory. A number of introductions to this body of thought
have been written, some of which include applications to
psychology (e.g., Brown, 1995; Gleick, 1987; Thelen &
Smith, 1994; Vallacher & Nowak, 1994, 1997; Waldrop,
1992). These themes are of growing interest in several areas of
psychology, including personality–social psychology. In this
section we sketch some of the themes that are central to this
way of thinking.
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Nonlinearity

Dynamic systems theory holds that the behavior of a system
reflects all the forces operating on (and within) it. It also
emphasizes that the behavior of a complex system over any
period but a brief one is very hard to predict. One reason for
this is that the system’s behavior may be influenced by these
forces in nonlinear ways. Thus, the behavior of the system—
even though highly determined—can appear random.

Many people are used to thinking of relationships be-
tween variables as linear. But some relationships clearly are
not. Familiar examples of nonlinear relationships are step
functions (ice turning to water and water turning to steam as
temperature increases), threshold functions, and floor and
ceiling effects. Other examples of nonlinearity are interac-
tions. In an interaction the effect of one predictor on the out-
come differs as a function of the level of a second predictor.
Thus the effect of the first predictor on the outcome is not
linear.

Many personality psychologists think in terms of interac-
tions much of the time. Threshold effects and interactions are
nonlinearities that most of us take for granted, though per-
haps not labeling them as such. Looking intentionally for
nonlinearities, however, reveals others. For example, many
psychologists now think that many developmental changes
are dynamic rather than linear (Goldin-Meadow & Alibali,
1995; Ruble, 1994; Siegler & Jenkins, 1989; Thelen, 1992,
1995; van der Maas & Molenaar, 1992).

Sensitive Dependence on Initial Conditions

Nonlinearity is one reason for the difficulty in predicting
complex systems. Two more reasons why prediction over any
but the short term is difficult is that you never know all the in-
fluences on a system, and the ones you do know you never
know with total precision. What you think is going on may
not be quite what’s going on. That difference, even if it is
small, can be very important.

This theme is identified with the phrase sensitive depen-
dence on initial conditions. This means that a very small dif-
ference between two states of affairs can lead to divergence
and ultimately to an absence of relation between the paths
that are taken later on. The idea is (partly) that a small initial
difference between systems causes a difference in what they
encounter next, which produces slightly different outcomes
(Lorenz, 1963). Through repeated iterations, the systems di-
verge, eventually moving on very different pathways. After a
surprisingly brief period they no longer have any noticeable
relation to one another.

How does the notion of sensitive dependence on initial
conditions relate to human behavior? Most generally, it sug-
gests that a person’s behavior will be hard to predict over a
long period except in general terms. For example, although
you might be confident that Mel usually eats lunch, you will
not be able to predict as well what time, where, or what he
will eat on the second Friday of next month. This does not
mean Mel’s behavior is truly random or unlawful (cf. Epstein,
1979). It just means that small differences between the influ-
ences you think are affecting him and the influences that ac-
tually exist will ruin the predictability of moment-to-moment
behavior.

This principle also holds for prediction of your own
behavior. People apparently do not plan very far into the future
most of the time (Anderson, 1990, pp. 203–205), even experts
(Gobet & Simon, 1996). People seem to have goals in which
the general form is sketched out but only a few steps toward it
have been planned. Even attempts at relatively thorough plan-
ning appear to be recursive and “opportunistic,” changing—
sometimes drastically—when new information becomes
known (Hayes-Roth & Hayes-Roth, 1979).

The notion of sensitive dependence on initial conditions
fits these tendencies. It is pointless (and maybe even counter-
productive) to plan too far ahead too fully (cf. Kirschenbaum,
1985), because chaotic forces in play (forces that are hard to
predict because of nonlinearities and sensitive dependence)
can render much of the planning irrelevant. Thus, it makes
sense to plan in general terms, chart a few steps, get there, re-
assess, and plan the next bits. This seems a perfect illustration
of how people implicitly take chaos into account in their own
lives.

Phase Space, Attractors, and Repellers

Another set of concepts important to dynamic-systems think-
ing are variations on the terms phase space and attractor
(Brown, 1995; Vallacher & Nowak, 1997). A phase diagram
is a depiction of the behavior of a system over time. Its states
are plotted along two (sometimes three) axes, with time dis-
played as the progression of the line of the plot, rather than on
an axis of its own. A phase space is the array of states that the
system occupies across a period of time. As the system
changes states from one moment to the next, it traces a tra-
jectory within its phase space—a path of the successive states
it occupies across that period.

Phase spaces often contain regions called attractors.
Attractors are areas that the system approaches, occupies, or
tends toward more frequently than other areas. Attractors
exert a metaphorical gravitational pull on the system, bringing
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the system into proximity to them. Each attractor has a basin,
which is the attractor’s region of attraction. Trajectories that
enter the basin tend to move toward that attractor (Brown,
1995).

There are several kinds of attractors, some very simple,
others more complex. In a point attractor, all trajectories con-
verge onto some point in phase space, no matter where they
begin (e.g., body temperature). Of greater interest are chaotic
attractors. The pattern to which this term refers is an irregular
and unpredictable movement around two or more attraction
points. An example is the Lorenz attractor (Figure 8.7),
named for the man who first plotted it (Lorenz, 1963). It has
two attraction zones. Plotting the behavior of this system
over time yields a tendency to loop around both attractors,
but to do so unpredictably. Shifts from one basin to the other
seem random.

The behavior of this system displays sensitivity to initial
conditions. A small change in starting point changes the spe-
cific path of motion entirely. The general tendencies remain
the same—that is, the revolving around both attractors. But
details such as the number of revolutions around one before
deflection to the other form an entirely different pattern. The
trajectory over many iterations shows this same sensitivity to
small differences. As the system continues, it often nearly re-
peats itself but never quite does, and what seem nearly iden-
tical paths sometimes diverge abruptly, with one path leading
to one attractor and the adjacent path leading to the other.

A phase space also contains regions called repellers, re-
gions that are hardly ever occupied. Indeed, these regions
seem to be actively avoided. That is, wandering into the basin

of a repeller leads to a rapid escape from that region of phase
space.

Another Way of Picturing Attractors

The phase-space diagram gives a vivid visual sense of what
an attractor looks and acts like. Another common depiction
of attractors is shown in Figure 8.8. In this view, attractor
basins are basins or valleys in a surface (more technically
called local minima). Repellers are ridges. This view assumes
a metaphoric “gravitational” drift downward in the diagram,
but other forces are presumed to be operative in all directions.
For simplicity, this portrayal usually is done in two dimen-
sions (sometimes 3), but keep in mind that the diagram often
assumes the merging of a large number of dimensions into
the horizontal axis.

The behavior of the system at a given moment is repre-
sented as a ball on the surface. If the ball is in a valley (points

Figure 8.7 The Lorenz attractor, an example of what is known as a chaotic
attractor or strange attractor. Source: From C. S. Carver and M. F. Scheier,
On the Self-Regulation of Behavior, copyright 1998, Cambridge University
Press. Reprinted with permission.

Figure 8.8 Another way to portray attractors. Panel A: Attractor basins as
valleys in a surface (local minima). Behavior of the system is represented as
a ball. If the ball is in a valley (point 1 or 2), it is in an attractor basin and will
tend to stay there unless disturbed. If the ball is on a ridge (between 1 and 2),
it will tend to escape its current location and move to an attractor. Panel B: A
wider basin (1) attracts more trajectories than a narrower basin (2). A steeply
sloping basin (2) attracts more abruptly any trajectory that enters the basin
than does a more gradually sloping basin (1). Panel C: A system in which
attractor 1 is very stable, and the others are less stable. It will take more
energy to free the ball from attractor 1 than from the others. Panel D: The
system’s behavior is energized, much as the shaking of a metaphoric tam-
bourine surface, keeping the system’s behavior in flux and less than com-
pletely captured by any particular attractor. Still, more shaking will be
required to escape from attractor 1 than attractor 2. Source: From C. S.
Carver and M. F. Scheier, On the Self-Regulation of Behavior, copyright
1998, Cambridge University Press. Reprinted with permission.
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1 and 2 in panel A of Figure 8.8), it is in an attractor basin and
will tend to stay there unless disturbed. If it is on a hill (be-
tween 1 and 2), any slight movement in either direction will
cause it to escape its current location and move to an adjacent
attractor.

One strength of this portrayal is that it does a good job of
creating a sense of how attractors vary in robustness. The
breadth of a basin indicates the diversity of trajectories in
phase space that are drawn into it. The broader is the basin
(B-1 in Figure 8.8), the more trajectories are drawn in. The
narrower the basin (B-2), the closer the ball has to come to its
focal point to be drawn to it. The steepness of the valley indi-
cates how abruptly a trajectory is drawn into it. The steeper
the slope of the wall (B-2), the more sudden is the entry of a
system that encounters that basin.

The depth of the valley indicates how firmly entrenched
the system is, once drawn into the attractor. Figure 8.8, panel
C, represents a system of attractors with fairly low stability
(the valleys are shallow). One attractor represents a stable
situation (valley 1), whereas the others are less so. It will take
a lot more “energy” to free the ball from valley 1 than from
the others.

There is a sense in which both breadth and depth suggest
that a goal is important. Breadth does so because the system
is drawn to the attractor from widely divergent trajectories.
Depth does so because the system that has been drawn into
the basin tends to stay there.

A weakness of this picture, compared to a phase-space
portrait, is that it is not as good at giving a sense of the erratic
motion from one attractor to another in a multiple-attractor
system. You can regain some of that sense of erratic shifting,
however, if you think of the surface in Figure 8.8 as a tam-
bourine being continuously shaken (Figure 8.8, panel D).
Even a little shaking causes the ball to bounce around in its
well and may jostle it from one well to another, particularly
if the attractors are not highly stable. An alternative would be
to think of the ball as a jumping bean. These two characteri-
zations would be analogous to jostling from situational influ-
ences and jostling from internal dynamics, respectively.

Goals as Attractors

The themes of dynamic systems thinking outlined here
have had several applications in personality–social and
even clinical psychology (Hayes & Strauss, 1998; Mahoney,
1991; Nowak & Vallacher, 1998; Vallacher & Nowak, 1997).
Perhaps the easiest application of the attractor concept to
self-regulatory models is to link it with the goal concept. In-
deed, alert readers will have noticed that we used the same
metaphor—gravity and antigravity—in describing both the

goal construct at the beginning of the chapter and in describ-
ing the attractor concept just earlier.

As we said at the beginning of the chapter, goals are points
around which behavior is regulated. People spend much of
their time doing things that keep their behavior in close prox-
imity to their goals. It seems reasonable to suggest, then, that
a goal represents a kind of attractor. Further, if a goal is an at-
tractor, it seems reasonable that an antigoal would represent a
repeller. 

This functional similarity between the goal construct and
the attractor basin is very interesting. However, the similarity
exists only with respect to the end product—that is, main-
taining proximity to a value (or remaining distant from a
value). The two views make radically different assumptions
about the presence or absence of structure underlying the
functions. The feedback model assumes a structure underly-
ing and supporting the process, whereas the dynamic systems
model does not necessarily incorporate such an assumption. 

CONNECTIONISM

A related set of questions about the role of central control
processes is raised by the literature of connectionism. Con-
nectionist models simulate thought processes in networks of
artificial units in which “processing” consists of passing acti-
vation among the units. As in neurons, the signal can be exci-
tatory or inhibitory. Energy passes in only one direction
(though some networks have feedback links). Processing
proceeds entirely by the spread of activation—there is no
higher order executive to direct traffic. In a distributed con-
nectionist network, knowledge is not represented centrally, as
nodes of information. Rather, knowledge is represented in
terms of the pattern of activation of the network as a whole
(Smith, 1996).

In networks with feedback relations, once the system re-
ceives input, the pattern of weights and activations is updated
repeatedly across many cycles. Thus, modifications or up-
dates are made iteratively throughout the network, both with
respect to activation in each node and the weighting func-
tions. Gradually, the various values asymptote, and the sys-
tem “settles” into a configuration. The settling reflects the
least amount of overall error the system has been able to cre-
ate, given its starting inputs and weights.

Multiple Constraint Satisfaction

A useful way to think about this process is that the system si-
multaneously satisfies multiple constraints that the elements
create on each other (Thagard, 1989; see also Kelso, 1995).
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For example, two mutually inhibitory nodes cannot both be
highly active at the same time. Thus they constrain one an-
other. Constraints among multiple nodes are settled out dur-
ing the repeated updating of activation levels. 

This idea of multiple constraint satisfaction is now having
a substantial impact on how people in social psychology think
about a variety of topics (Kunda & Thagard, 1996; Read,
Vanman, & Miller, 1997; Schultz & Lepper, 1996). It is an
idea that has a great deal of intuitive appeal. It captures well
the introspective sense that people come to conclusions and
decisions not by weighing the evidence, exactly, but rather by
letting the evidence sort itself until it reaches a degree of in-
ternal consistency. The conclusion then pops into mind.

Another term that goes along with this picture is self-
organization (e.g., Prigogine & Stengers, 1984). The idea be-
hind this label is that multiple causal forces which have no
intrinsic relation to each other can cause the spontaneous
emergence of some property of the system as a whole that
does not otherwise exist. The term is used to describe emer-
gent qualities in a variety of scientific disciplines. A number
of people have begun to invoke it as a basis for emergent
properties in dynamic systems (Nowak & Vallacher, 1998;
Prigogine & Stengers, 1984). 

Self-Organization and Self-Regulation

Some would argue that models of self-organization in dy-
namic systems represent a serious challenge to the viability of
the type of self-regulatory model with which we began. That
is, it might be asserted that behavior only seems to be self-
regulated—that behavior instead self-organizes from among
surrounding forces, like foam appearing on roiling surf.

Do feedback processes actually reflect self-organization—
a haphazard falling together of disparate forces? Or are there
structures in the nervous system (and elsewhere) in living sys-
tems that carry out true feedback functions? In considering the
relation between the two sets of ideas, it is of interest that
MacKay (1956) anticipated the principle of self-organization
many years ago when he described a system of feedback
processes that could evolve its own goals (see also Beer, 1995;
Maes & Brooks, 1990). Thus, MacKay found the principle of
self-organization to be useful, but he found it useful explicitly
within the framework of a self-regulatory model.

Our view is, similarly, that the concepts of attractors and
trajectories within phase space complement the idea that be-
havior is guided by feedback processes but do not replace it
(Carver & Scheier, in press). There do appear to be times and
circumstances in which forces converge—unplanned—and
induce acts to occur that were not intended beforehand. How-
ever, there also seem to be clear instances of intentionality in
behavior and its management.

It is of interest in this regard that contemporary cogni-
tive psychologists often assume the existence of both bot-
tom-up organizational tendencies and top-down directive
tendencies (see, e.g., Holyoak & Spellman, 1993; Shastri &
Ajjanagadde, 1993; Sloman, 1996; Smolensky, 1988). That
view would seem to fit a picture in which self-organization
of action can occur, but where actions can also be planned
and executed systematically, from the top down. Similar
two-mode models of regulation have also appeared in sev-
eral literatures in personality-social psychology (Chaiken &
Trope, 1999). In short, there seems to be some degree of con-
sensus that human experience is part self-organization and
part self-regulation.

Even when the focus is on planful behavior, the two kinds
of models seem to complement each other in a different way.
The feedback model provides a mechanism through which
goal-directed action is managed, which the phase-space
model lacks. The phase-space model suggests ways of think-
ing about how multiple goals exist and how people shift
among those multiple goals over time, an issue that is not
dealt with as easily in terms of feedback processes.

That is, think of the landscape of chaotic attractors, but with
many different basins rather than just two or three. This seems
to capture rather well the sense of human behavior. No basin in
this system ever becomes a point attractor. Behavior tends to-
ward one goal and then another, never being completely cap-
tured by any goal. The person does one thing for a while, then
something else. The goals are all predictable—in the sense
that they all influence the person—and the influence is highly
predictable when aggregated across time. But the shifts from
one to another occur unpredictably (thus being chaotic).

CATASTROPHE THEORY

Another set of ideas that has been around for some time but
may be reemerging in influence is catastrophe theory, a math-
ematical model that bears on the creation of discontinuities,
bifurcations, or splittings (Brown, 1995; Saunders, 1980;
Stewart & Peregoy, 1983; van der Maas & Molenaar, 1992;
Woodcock & Davis, 1978; Zeeman, 1977). A catastrophe oc-
curs when a small change in one variable produces an abrupt
(and usually large) change in another variable.

An abrupt change implies nonlinearity. This focus on non-
linearity is one of several themes that catastrophe theory
shares with dynamic systems theory, though the two bodies of
thought have different origins (and are seen by some as quite
different from each other—see Kelso, 1995, chap. 2). The sim-
ilarity is nicely expressed in the statement that the discontinu-
ity in catastrophe theory reflects “the sudden disappearance of
one attractor and its basin, combined with the dominant
emergence of another attractor” (Brown, 1995, p. 51).
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Figure 8.9 Three-dimensional depiction of a cusp catastrophe. Variables x
and z are predictors, and y is the system’s “behavior,” the dependent variable.
The catastrophe shows sensitive dependence on initial conditions. Where z is
low, points 1 and 2 are nearly the same on x. If these points are projected for-
ward on the surface (with increases in z), they move in parallel until the cusp
begins to emerge. The lines are then separated by the formation of the cusp
and project to completely different regions of the surface. Source: From
C. S. Carver and M. F. Scheier, On the Self-Regulation of Behavior, copy-
right 1998, Cambridge University Press. Reprinted with permission.

Though several types of catastrophe exist (Brown, 1995;
Saunders, 1980; Woodcock & Davis, 1978), the one receiv-
ing most attention regarding behavior is the cusp catastrophe,
in which two variables influence an outcome. Figure 8.9 por-
trays its three-dimensional surface. X and z are predictors,
and y is the outcome. At low values of z, the surface of the fig-
ure shows a roughly linear relationship between x and y. As x
increases, so does y. As z increases, the relationship between
x and y becomes less linear. It first shifts toward something
like a step function. With further increase in z, the x-y rela-
tionship becomes even more clearly discontinuous—the out-
come is either on the top surface or on the bottom. Thus,
changes in z cause a change in the way x relates to y.

Another theme that links catastrophe theory to dynamic
systems is the idea of sensitive dependence on initial condi-
tions. The cusp catastrophe displays this characteristic nicely.
Consider the portion of Figure 8.9 where z has low values and
x has a continuous relation to y (the system’s behavior).
Points 1 and 2 on x are nearly identical, but not quite. Now
track these points across the surface as z increases. For a
while the two paths track each other closely, until suddenly
they begin to be separated by the fold in the catastrophe. At
higher levels of z, one track ultimately projects to the upper
region of the surface, the other to the lower region. Thus, a
very slight initial difference results in a substantial difference
farther along.

Hysteresis

The preceding description also hinted at an interesting and
important feature of a catastrophe known as hysteresis. A sim-
ple characterization of what this term means is that at some
levels of z, there is a kind of fold-over in the middle of the x-y

relationship. A region of x exists in which more than one value
of y exists. Another way to characterize hysteresis is that two
regions of this surface are attractors and one is a repeller
(Brown, 1995). This unstable area is illustrated in Figure 8.10.
The dashed-line portion of Figure 8.10 that lies between val-
ues a and b on the x-axis—the region where the fold is going
backward—repels trajectories (Brown, 1995), whereas the
areas near values c and d attract trajectories. To put it more
simply, you cannot be on the dashed part of this surface.

Yet another way of characterizing hysteresis is captured
by the statement that the system’s behavior depends on the
system’s recent history (Brown, 1995; Nowak & Lewenstein,
1994). That is, as you move into the zone of variable x that
lies between points a and b in Figure 8.10, it matters which
side of the figure you are coming from. If the system is mov-
ing from point c into the zone of hysteresis, it stays on the
bottom surface until it reaches point b, where it jumps to the
top surface. If the system is moving from d into the zone of
hysteresis, it stays on the top surface until it reaches point a,
where it jumps to the bottom surface.

An Application of Catastrophe Theory

How does catastrophe theory apply to the human behaviors
of most interest to personality and social psychologists? Sev-
eral applications of these ideas have been made in the past
decade or so, and others seem obvious candidates for future
study (for broader discussion see Carver & Scheier, 1998,
chap. 16). 

One interesting example concerns what we believe is a
bifurcation between engagement in effort and giving up.
Earlier we pointed to a set of theories that assume such a

Figure 8.10 A cusp catastrophe exhibits a region of hysteresis (between
values a and b on the x axis), in which x has two stable values of y (the solid
lines) and one unstable value (the dotted line that cuts backward in the mid-
dle of the figure). The region represented by the dotted line repels trajecto-
ries, whereas the stable regions (those surrounding values c and d on the
x-axis) attract trajectories. Traversing the zone of hysteresis from the left
of this figure results in an abrupt shift (at value b on the x-axis) from the
lower to the upper portion of the surface (right arrow). Traversing the zone
of hysteresis from the right of this figure results in an abrupt shift (at value a
on the x-axis) from the upper to the lower portion of the surface (left arrow).
Thus, the disjunction between portions of the surface occurs at two different
values of x, depending on the starting point. Source: From C. S. Carver and
M. F. Scheier, On the Self-Regulation of Behavior, copyright 1998,
Cambridge University Press. Reprinted with permission.
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Figure 8.11 Acatastrophe model of effort versus disengagement. Source:
From C. S. Carver and M. F. Scheier, On the Self-Regulation of Behavior,
copyright 1998, Cambridge University Press. Reprinted with permission.
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disjunction (Brehm & Self, 1989; Kukla, 1972; Wortman &
Brehm, 1975). In all those models (as in ours), there is a point
at which effort seems fruitless and the person stops trying.
Earlier, we simply emphasized that the models all assumed a
discontinuity. Now we look at the discontinuity more closely
and suggest that the phenomena addressed by these theories
may embody a catastrophe.

Figure 8.11 shows a slightly relabeled cross section of a
cusp catastrophe similar to that in Figure 8.10. This figure
displays a region of hysteresis in the engagement versus
disengagement function. In that region, where task demands
are close to people’s perceived limits to perform, there should
be greater variability in effort or engagement, as some people
are on the top surface of the catastrophe and others are on the
bottom surface. Some people would be continuing to exert
efforts at the same point where others would be exhibiting a
giving-up response. 

Recall that the catastrophe figure also conveys the sense
that the history of the behavior matters. A person who enters
the region of hysteresis from the direction of high confidence
(who starts out confident but confronts many contradictory
cues) will continue to display engagement and effort, even as
the situational cues imply less and less basis for confidence.
A person who enters that region from the direction of low
confidence (who starts doubtful but confronts contradictory
cues) will continue to display little effort, even as the cues
imply a greater basis for confidence.

This model helps indicate why it can be so difficult to get
someone with strong and chronic doubts about success in
some domain of behavior to exert real effort and engagement
in that domain. It also suggests why a confident person is so
rarely put off by encountering difficulties in the domain
where the confidence lies. To put it in terms of broader views
about life in general, it helps show why optimists tend to stay
optimistic and pessimists tend to stay pessimistic, even when
the current circumstances of the two sorts of people are iden-
tical (i.e., in the region of hysteresis).

It is important to keep in mind that the catastrophe cross
section (Figure 8.11) is the picture that emerges under

catastrophe theory only once a clear region of hysteresis has
begun to develop. Farther back, the model is more of a step
function. An implication is that to see the fold-over it is im-
portant to engage the variable that is responsible for bringing
out the bifurcation in the surface (i.e., axis z in Figure 8.9). 

What is the variable that induces the bifurcation? We think
that in the motivational models under discussion—and per-
haps more broadly—the control parameter is importance. Im-
portance arises from several sources, but there is a common
thread among events seen as important. They demand mental
resources. We suspect that almost any strong pressure that
demands resources (time pressure, self-imposed pressure)
will induce bifurcating effects.

CONCLUDING COMMENT

In this chapter we sketched a set of ideas that we think are im-
portant in conceptualizing human self-regulation. We believe
that behavior is goal directed and feedback controlled and
that the goals underlying behavior form a hierarchy of ab-
stractness. We believe that experiences of affect (and of con-
fidence vs. doubt) also arise from a process of feedback
control, but a feedback process that takes into account tem-
poral constraints. We believe that confidence and doubt yield
patterns of persistence versus giving up and that these two re-
sponses to adversity form a dichotomy in behavior. These
ideas have been embedded in our self-regulatory viewpoint
for some time.

We have also recently begun to consider some newer
ideas, addressed in the latter parts of the chapter. In those sec-
tions we described ideas from dynamic systems theory, con-
nectionism, and catastrophe theory. We suggest that they
represent useful tools for the analysis and construal of behav-
ior. Our view is that they supplement rather than replace the
tools now in use (though not everyone will agree on this
point). We see many ways in which those ideas mesh with the
ideas presented earlier, though space constraints limited us to
discussing that integration only briefly. 

In thinking about the structure of behavior, we have tried
to draw on ideas from disparate sources while continuing to
follow the thread of the logical model from which we started.
The result is an aggregation of principles that we think have
a good deal to say about how behavioral self-regulation takes
place. In so doing, they also say something about personality
and how it is manifested in people’s actions. 

The conceptual model presented here is surely not com-
plete, and many avenues exist for further discussion and in-
deed further conceptual development. For example, this
chapter included little attention to the issue of how new goals
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are added to people’s hierarchies or of how to think about
growth and change over time (but see Carver & Scheier,
1998, 1999a, 1999b). Similarly, the concepts addressed here
bear in several ways on problems in behavior and behavior
change, though space constraints prevent us from describing
them in detail. For example, we suspect that many problems
in people’s lives are, at their core, problems of disengage-
ment versus engagement and the failure to disengage adap-
tively (Carver & Scheier, 1998). As another example, it may
be useful to conceptualize problems as less-than-optimal
adaptations in a multidimensional phase space, which require
some jostling to bounce the person to a new attractor (Hayes
& Strauss, 1998). These are all areas in which more work re-
mains to be done.

These are just some of the ways in which we think the fam-
ily of ideas described here will likely be explored in the near
future. Further analyses of the self-regulation of behavior are
likely to produce insights that transform the models from
which the insights grew.As the models change, so will our un-
derstanding of motivational processes and of how human be-
ings function as coherent, autonomous units. This we take to
be one of the core pursuits of personality psychology.
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INTERPERSONAL FOUNDATIONS FOR AN
INTEGRATIVE THEORY OF PERSONALITY

The origins of the interpersonal theory of personality we dis-
cuss in the present chapter are found in Sullivan’s (1953a,
1953b, 1954, 1956, 1962, 1964) interpersonal theory of
psychiatry. Extensions, elaborations, and modifications have
consistently appeared over the last 50 years, with landmark
works appearing in each successive decade (see Table 9.1).
Given this clear line of theoretical development, it might
seem puzzling that in a discussion of the scope of interper-
sonal theory held at a recent meeting of the Society for Inter-
personal Theory and Research (SITAR), it was pointed out
that psychology’s expanding focus on interpersonal function-
ing has rendered study of interpersonal processes so funda-
mental that interpersonal theory risks an identity crisis
(Gurtman, personal communication, June 20, 2000). In our
opinion, both promising and perplexing aspects of this iden-
tity crisis are respectively reflected in two growing bodies of
literature. The former body recognizes the integrative and
synthetic potential of interpersonal theory to complement and
enhance many other theoretical approaches to the study of
personality (e.g., Benjamin, 1996c; Kiesler, 1992), whereas
the latter body focuses on interpersonal functioning without
any recognition of interpersonal theory.

Explicit efforts have been made toward integration of
interpersonal theory and cognitive theory (e.g., Benjamin,

1986; Benjamin & Friedrich, 1991; Carson, 1969, 1982;
Safran, 1990a, 1990b; Tunis, Fridhandler, & Horowitz,
1990), attachment theory (e.g., Bartholomew & L. Horowitz,
1991; Benjamin, 1993; Birtchnell, 1997; Florsheim, Henry,
& Benjamin, 1996; Pincus, Dickinson, Schut, Castonguay, &
Bedics, 1999; Stuart & Noyes, 1999), contemporary psy-
chodynamic theory (e.g., Benjamin, 1995; Benjamin &
Friedrich, 1991; Heck & Pincus, 2001; Lionells, Fiscalini,
Mann, & Stern, 1995; Pincus, 1997; Roemer, 1986), and
evolutionary theory (e.g., Hoyenga, Hoyenga, Walters, &
Schmidt, 1998; Zuroff, Moskowitz, & Cote, 1999). Although
it might be argued that such efforts could lead to identity dif-
fusion of interpersonal theory, we believe this points to the
fundamental integrative potential of an interpersonal theory
of personality. In contrast, efforts at integrating interpersonal
theory with social psychological theories of human interac-
tion and social cognition appear to be lagging despite the
initial works of Carson (1969) and Wiggins (1980). We note
continued expansion of a significant social psychological lit-
erature on interpersonal behavior, such as self-verification
and self-confirmation theories (e.g., Hardin & Higgins, 1996;
Swann & Read, 1981) and interpersonal expectancies (e.g.,
Neuberg, 1996), that does not incorporate interpersonal
theory as reviewed here. Remarkably, recent reviews of
interpersonal functioning (Reis, Collins, & Berscheid, 2000;
Snyder & Stukas, 1999) did not cite any of the literature
reviewed for the present chapter on interpersonal theory,
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nor do interpersonal theorists regularly recognize the social
psychological literature on interpersonal interaction in their
work (cf. Kiesler, 1996).

Thus, the current state of affairs compels interpersonal
theorists to take the next step in defining the interpersonal
foundations for an integrative theory of personality. The ini-
tial integrative efforts provide a platform to refine the scope
of interpersonal theory, and the areas in which integration is
lacking indicate that further development is necessary. The
goal of this chapter is to begin to forge a new identity for in-
terpersonal theory that recognizes both its unique aspects and
integrative potential; in this chapter, we also suggest impor-
tant areas in need of further theoretical development and em-
pirical research.

THE INTERPERSONAL SITUATION

I had come to feel over the years that there was an acute need for
a discipline that was determined to study not the individual
organism or the social heritage, but the interpersonal situations
through which persons manifest mental health or mental disor-
der. (Sullivan, 1953b, p. 18)

Personality is the relatively enduring pattern of recurrent in-
terpersonal situations which characterize a human life. (Sullivan,
1953b, pp. 110–111)

These statements are remarkably prescient, as much of psy-
chology in the new millenium seems devoted in one way or
another to studying interpersonal aspects of human existence.
To best understand how this focus has become so fundamen-
tal to the psychology of personality (and beyond), we must
clarify what is meant by an interpersonal situation. Perhaps
the most basic implication of the term is that the expression
of personality (and hence the investigation of its nature)
focuses on phenomena involving more than one person—that
is to say, some form of relating is occuring (Benjamin, 1984;
Kiesler, 1996; Mullahy, 1952). Sullivan (1953a, 1953b) sug-
gested that individuals express “integrating tendencies” that
bring them together in the mutual pursuit of both satisfactions
(generally a large class of biologically grounded needs) and
security (i.e., self-esteem and anxiety-free functioning).

These integrating tendencies develop into increasingly com-
plex patterns or dynamisms of interpersonal experience.
From infancy onward through six developmental epochs
these dynamisms are encoded in memory via age-appropriate
learning. According to Sullivan, interpersonal learning of
social behaviors and self-concept is based on an anxiety
gradient associated with interpersonal situations. All inter-
personal situations range from rewarding (highly secure)
through various degrees of anxiety and ending in a class of
situations associated with such severe anxiety that they are
dissociated from experience. Individual variation in learning
occurs when maturational limits affect the developing a
person’s understanding of cause-and-effect logic and consen-
sual symbols such as language (i.e., Sullivan’s prototaxic,
parataxic, and syntaxic modes of experience), understanding
of qualities of significant others (including their “reflected
appraisals” of the developing person), as well as their under-
standing of the ultimate outcomes of interpersonal situations
characterizing a human life. Thus, Sullivan’s concept of the
interpersonal situation can be summarized as the experience
of a pattern of relating self with other associated with varying
levels of anxiety (or security) in which learning takes place
that influences the development of self-concept and social
behavior. This is a very fundamental human experience for
psychology to investigate, and it is a significant aspect of
the efforts to integrate interpersonal theory with cognitive,
attachment, psychodynamic, and evolutionary theories previ-
ously noted.

Sullivan (1954) described three potential outcomes of in-
terpersonal situations. Interpersonal situations are resolved
when integrated by mutual complementary needs and recip-
rocal patterns of activity, leading to “felt security” and prob-
able recurrence. A well-known example is the resolution of
an infant’s distress by provision of tender care by parents.
The infant’s tension of needs evokes complementary parental
needs to provide care (Sullivan, 1953b). Interpersonal situa-
tions are continued when needs and patterns of activity are
not initially complementary, such that tensions persist and
covert processing of possible alternative steps toward resolu-
tion emerge, leading to possible negotiation of the rela-
tionship (Kiesler, 1996). Finally, interpersonal situations are

TABLE 9.1 Landmark Publications in Interpersonal Theory

1950s 1960s 1970s 1980s 1990s

Sullivan (1953a) Schaefer (1961) Benjamin (1974) Wiggins (1980) Benjamin (1996b)
Sullivan (1953b) Sullivan (1962) McLemore & Benjamin (1979) Anchin & Kiesler (1982) Wiggins & Trapnell (1996)
Sullivan (1954) Lorr & McNair (1963) Wiggins (1979) Wiggins (1982) Kiesler (1996)
Sullivan (1956) Sullivan (1964) Kiesler (1983) Wiggins & Trobst (1999)
Leary (1957) Lorr & McNair (1965) Benjamin (1984)
Schaefer (1959) Carson (1969) Horowitz & Vitkus (1986)
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frustrating when needs and actions are not complementary
and no resolution can be found, leading to an increase in anx-
iety and likely disintegration of the situation.

For Sullivan, the interpersonal situation underlies genesis,
development, mutability, and maintenance of personality.
The continuous patterning and repatterning of interpersonal
experience in relation to the vicissitudes of satisfactions and
security in interpersonal situations gives rise to lasting
conceptions of self and other (Sullivan’s “personifications”)
as well as to enduring patterns of interpersonal relating. To
us, the interpersonal situation is at the core of an inter-
personal theory of personality. The power of interpersonal
experiences to create, refine, and change personality as Sulli-
van conceived is the foundation of an interpersonal theory of
personality that has been elaborated in the last half century by
a wide range of theoretical, empirical, and clinical efforts.

A comprehensive theory of personality includes con-
temporaneous analysis emphasizing present description and
developmental analysis emphasizing historical origins as well
as the continuing significance of past experience on cur-
rent functioning (Millon, 1996). Consistent with these ap-
proaches, the fundamental aspects of an interpersonal theory
of personality should include (a) a delineation of what is
meant by interpersonal, (b) the systematic description of in-
terpersonal behavior, (c) the systematic description of recip-
rocal interpersonal patterns, (d) articulation of processes and
structures that account for enduring patterns of relating, and
(e) motivational and developmental principles. In our opin-
ion, interpersonal theorists have reached greater consensus on
contemporaneous description than on developmental con-
cepts. This consensus may be due in part to ambiguity in the
meaning of the term interpersonal.

THE INTERPERSONAL AND THE INTRAPSYCHIC

Where are interpersonal situations to be found? Millon’s
(1996) distinction between contemporaneous and develop-
mental analysis alludes to the dichotomy of the interpersonal
and the intrapsychic. Specifically, current description evokes
a view of the reciprocal behavior patterns of two persons en-
gaged in resolving, negotiating, or disintegrating their pre-
sent interpersonal situation. In this sense, we might focus on
what can be observed to transpire between them. In contrast,
developmental analysis implies that there is something rela-
tively stable that a person brings to each new interpersonal
situation. Such enduring influences might be considered to
reside within the person—that is, they are intrapsychic. The
dichotomous conception of the interpersonal and the in-
trapsychic as two sets of phenomena—one residing between

people and one residing within a person—may have at times
led interpersonal theorists to focus more attention on con-
temporaneous analysis with perhaps greater hesitancy to
elaborate on developmental influences. In our opinion, how-
ever, we must include developmental concepts if we are to be
comprehensive, and this in turn requires examination of in-
trapsychic structures and processes. As it turns out, Sullivan
would not be opposed to such efforts.

Greenberg and Mitchell (1983) point out that Sullivan’s
interpersonal theory of psychiatry was largely a response to
Freud’s strong emphasis on drive-based intrapsychic aspects
of personality. Because of Sullivan’s opposition to drives as
the source of personality structuralization, there is a risk of
simplifying interpretation of interpersonal theory as focusing
solely on what occurs outside the person, in the world of ob-
servable interaction. Mitchell (1988) points out that Sullivan
was quite amenable to incorporating the intrapsychic into
interpersonal theory because he viewed the most important
contents of the mind to be the consequence of lived inter-
personal experience. For example, Sullivan (1964) states,
“. . . everything that can be found in the human mind has been
put there by interpersonal relations, excepting only the capa-
bilities to receive and elaborate the relevant experiences”
(p. 302; see also Stern, 1985, 1988).

Mitchell (1988) specifies several concepts associated with
the dichotomization of interpersonal and intrapsychic, in-
cluding perception versus fantasy and actuality versus
psychic reality. Sullivan clearly viewed fantasy as fundamen-
tal to interpersonal situations. He defined psychiatry as
the “study of the phenomena that occur in configurations
made up of two or more people, all but one of whom may be
more or less completely illusory” (Sullivan, 1964, p. 33).
These illusory aspects of the interpersonal situation involve
mental structures—that is, personifications of self and others.
Sullivan (1953b) was forceful in asserting that personifica-
tions are elaborated organizations of past interpersonal expe-
rience, stating “. . . I would like to make it forever clear that
the relation of the personifications to that which is personified
is always complex and sometimes multiple; and that personi-
fications are not adequate descriptions of that which is per-
sonified” (p. 167). Sullivan also saw subjective meaning (i.e.,
psychic reality) as highly important. For example, Mitchell
(1988) points out that Sullivan’s conception of parataxic inte-
gration involves subjective experience of the interpersonal
situation influenced by intrapsychic structure and process.
Sullivan (1953a) describes parataxic integrations as occur-
ring “when, beside the interpersonal situation as defined
within the awareness of the speaker, there is a concomitant
interpersonal situation quite different as to its principle inte-
grating tendencies, of which the speaker is more or less
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completely unaware” (p. 92). In discussing the data of
psychiatry, Sullivan (1964) asserted that “human behavior,
including the verbal report of subjective appearances
(phenomena), is the actual matter of observation” (p. 34).

Thus, we can assert that interpersonal theory is not strictly
an interactional theory emphasizing observable behavior;
rather, the term interpersonal is meant to convey a sense of
primacy, a set of fundamental phenomena important for per-
sonality development, structuralization, function, and pathol-
ogy. It is not a geographic indicator of locale: It is not meant
to generate a dichotomy between what is inside the person
and what is outside the person. From a Sullivanian stand-
point, the intrapsychic is intrinsically interpersonal, derived
from the registration and elaboration of interactions occurring
in the interpersonal field (Mitchell, 1988). As we will see,
however, descriptions of observable interpersonal behavior
and patterns of relating have generated far more consensus
among interpersonal theorists than have elaboration of in-
trapsychic processes and concepts.

DESCRIBING INTERPERSONAL BEHAVIOR

The emphasis on interpersonal functioning in Sullivan’s
work stimulated efforts to develop orderly and lawful con-
ceptual and empirical models describing interpersonal be-
havior. The goal of such work was to obtain a taxonomy of
interpersonal behavior—“to obtain categories of increasing
generality that permit description of behaviors according to
their natural relationships” (Schaefer, 1961, p. 126; see also
Millon, 1991, for a general discussion of taxonomy in clas-
sification of personality and psychopathology). In contem-
porary terms, such systems are referred to as structural
models, which can be used to conceptually systematize ob-
servation and covariation of variables of interest. If suffi-
ciently integrated with rich theory, such models can even be
considered nomological nets (Benjamin, 1996a; Gurtman,
1992).

There have been two distinct but related empirical
approaches to the development of structural models describ-
ing interpersonal functioning. We refer to these as the indi-
vidual differences approach and the dyadic approach (Pincus,
Gurtman, & Ruiz, 1998). These authors pointed out that
although each approach has unique aspects, the approaches
converge in that they assert that the best structural model of
interpersonal behavior takes the form of a circle or circumplex
(Gurtman & Pincus, 2000; Pincus et al., 1998; Wiggins &
Trobst, 1997). The geometric properties of circumplex mod-
els give rise to unique computational methods for assess-
ment and research (Gurtman, 1994, 1997, 2001; Gurtman &

Balakrishnan, 1998; Gurtman & Pincus, in press) that are not
reviewed here. In the present chapter, circumplex models of
interpersonal behavior are used to anchor description of theo-
retical concepts. The development of circumplex models of
interpersonal behavior has significantly influenced contem-
porary developments in interpersonal theory, and vice versa
(Pincus, 1994).

The Individual Differences Approach

The individual differences approach focuses on qualities of
the individual, (e.g., personality traits) that are assumed to
give rise to behavior that is generally consistent over time and
across situations (Wiggins, 1997). From a relational stand-
point, this approach involves behavior which is also generally
consistent across interpersonal situations, giving rise to the in-
dividual’s interpersonal style (e.g., Lorr &Youniss, 1986; Pin-
cus & Gurtman, 1995; Pincus & Wilson, 2001), and in cases of
psychopathology, an individual’s interpersonal diagnosis
(Kiesler, 1986; Leary, 1957; McLemore & Benjamin, 1979;
Wiggins, Phillips, & Trapnell, 1989).

The individual differences approach led to the empirical
derivation of a popular structural model of interpersonal
traits, problems, and behavioral acts often referred to as the
Leary circle (Freedman, Leary, Ossorio, & Coffey, 1951;
Leary, 1957) or the Interpersonal Circle (IPC; Kiesler, 1983;
Pincus, 1994; Wiggins, 1996). Leary and his associates at the
Kaiser Foundation Psychology Research Group observed in-
teractions among group psychotherapy patients and asked,
“What is the subject of the activity, e.g., the individual whose
behavior is being rated, doing to the object or objects of
the activity?” (Freedman et al., 1951, p. 149). This context-
free cataloging of all individuals’ observed interpersonal
behavior eventually led to an empirically derived circular
structure based on the two underlying dimensions of
dominance-submission on the vertical axis and nurturance-
coldness on the horizontal axis (see Figure 9.1).

The IPC model is a geometric representation of individ-
ual differences in a variety of interpersonal domains, includ-
ing interpersonal traits (Wiggins, 1979, 1995), interpersonal
problems (Horowitz, Alden, Wiggins, & Pincus, 2000),
verbal and nonverbal interpersonal acts (Gifford, 1991;
Kiesler, 1985, 1987), and covert interpersonal impacts
(Kiesler, Schmidt, & Wagner, 1997; Wagner, Keisler, &
Schmidt, 1995). Thus, all qualities of individual differences
within these domains can be described as blends of the cir-
cle’s two underlying dimensions. Blends of dominance and
nurturance can be located along the 360º perimeter of the cir-
cle. Interpersonal qualities close to one another on the perim-
eter are conceptually and statistically similar, qualities at 90º
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Figure 9.1 The Interpersonal Circle (IPC).

are conceptually and statistically independent, and qualities
180º apart are conceptual and statistical opposites. Although
the circular model itself is a continuum without beginning or
end (Carson, 1969, 1996; Gurtman & Pincus, 2000), any seg-
mentalization of the IPC perimeter to identify lower-order
taxa is potentially useful within the limits of reliable discrim-
inability. The IPC has been segmentalized into sixteenths
(Kiesler, 1983), octants (Wiggins, Trapnell, & Phillips,
1988), and quadrants (Carson, 1969).

Although the IPC represents a model of functioning in
which the individual is presumed to be in many possible in-
terpersonal situations, the model itself is monadic. The IPC
structure does not include specific structural or contextual
references to the interacting other. Most often, it is used
to describe qualities of the individual interacting with a
“generalized other” (Mead, 1932; Sullivan, 1953a, 1953b),
such as the “hostile-dominant patient” interacting with a
generic “psychotherapist” (e.g., Gurtman, 1996; Horowitz,
Rosenberg, & Kalehzan, 1992).

The Dyadic Approach

In contrast to the individual differences approach, a second
approach assumes that the basic unit of analysis for the study
of interpersonal functioning was the dyad. As is the case for
the IPC, there is a long history of theoretical and empirical
conceptualizations of dyadic interpersonal functioning. At the
same time that Leary and his colleagues were investigating in-
dividual differences in interpersonal behavior, Schaefer
(1959, 1961) began investigating mother-child dyads in an ef-
fort to develop a structural model of interpersonal behavior.
His methods were similar, but he emphasized the specific

dyad as the basic unit of observation: “For maternal behavior,
the universe [of content] is the behavior of the mother directed
toward an individual child, excluding all other behaviors of
the mother” (Schaefer, 1961, p. 126). His work showed a re-
markable convergence with Leary (1957)—both investigators
found that a two-dimensional circular model best represented
interpersonal behavior. As with the IPC, the horizontal di-
mension was love-hostility. However, the vertical dimension
differed, and was labeled autonomy, ranging from autonomy-
granting to controlling. Given a dyadic focus, Schaefer (1961)
also derived a complementary circular model of children’s be-
havior in reaction to mothers. Although this early model
failed to parallel his maternal behavior model, the notion that
parent-like interpersonal behaviors and childlike interper-
sonal behaviors may be distinguished from each other was an
important advance that led to the development of a second
prominent circular model of interpersonal behavior from a
dyadic point of view.

Structural Analysis of Social Behavior (SASB; Benjamin,
1974, 1984, 1996a, 1996b, 2000) is a complex three-plane
circumplex that operationally defines interpersonal and
intrapsychic interactions (see Figure 9.2). The dimensions
underlying SASB include autonomy (i.e., enmeshment-
differentiation on the vertical axis), affiliation (i.e., love-hate
on the horizontal axis), and interpersonal focus (i.e., parent-
like transitive actions towards others represented by the top
circle, childlike intransitive reactions to others represented
by the middle circle, and introjected actions directed toward
the self represented by the bottom circle). Benjamin (1996c)
described the development of SASB as an effort “to combine
the prevailing clinical wisdom about attachment with the
descriptive power of the circumplex as Schaefer had envi-
sioned it” (p. 1204). The unique multiplane structure of
SASB also incorporates Sullivan’s concept of introjection—
that is, the expected impact of interpersonal situations on the
self-concept—by proposing a third corresponding circle that
reflects how one relates to self.

By separating parent-like and childlike behaviors into two
planes, SASB incorporates both the vertical dimension of
Schaefer’s model (control vs. emancipate) and that of the IPC
(dominate vs. submit). The transitive surface represents the
former, whereas the intransitive surface opposes submission
with autonomy-taking. Thus, according to circumplex geom-
etry, controlling and autonomy-granting are opposite inter-
personal actions, whereas submitting and autonomy-taking
are opposite interpersonal reactions (Lorr, 1991). Dominance
and submission are placed at comparable locations on differ-
ent surfaces to reflect the fact that they are complementary
positions rather than opposites. Thus, SASB expands inter-
personal description by including taxa reflecting friendly
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Figure 9.2 Structural Analysis of Social Behavior (SASB).

and hostile differentiation (e.g., affirming, ignoring) not
defined within the IPC structure, as well as describing the
introjected relationship with self. Although the vertical
dimensions and complexity of SASB set it apart from the
IPC, the same geometric assumptions are applicable. Inter-
personal behaviors located along the perimeters of the SASB
circles (identified as clusters in SASB terminology) represent
blends of the basic dimensions with the same geometric
relations among clusters on each surface.

To complete the description, we note that attachment
concepts have been incorporated into the SASB structure

(Benjamin, 1993, 1996a, Florsheim et al., 1996; Henry,
1994). Boxes in Figure 9.2 denote that interpersonal elements
on the right side of the circles (affirm-disclose, reciprocal
love, protect-trust) represent the attachment group (AG).
Interpersonal elements on the left side of the circles (blame-
sulk, attack-recoil, ignore-wall off) represent the disrupted
attachment group (DAG).

Using this expanded taxonomy, SASB describes a
dyadic interpersonal unit—that is, a real or internalized
relationship—rather than the qualities of a single interactant.
For example, psychotherapy research using SASB has
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focused on the therapist-patient dyad as the unit of investiga-
tion (e.g., Henry, Schacht, & Strupp, 1990). Despite these
differences, we view the structural models derived from the
individual differences and dyadic approaches to be highly
convergent in many respects, and they should be viewed
as complementary approaches rather than mutually exclusive
competitors (e.g., Pincus, 1998; Pincus & Wilson, 2001).

INTERPERSONAL RECIPROCITY
AND TRANSACTION

The notion of reciprocity in human relating is reflected in a
wide variety of psychological concepts including repetition
compulsion (Freud, 1914, 1920), projective identification
(Grotstein, 1981), core conflictual relational themes
(Luborsky & Crits-Cristoph, 1990), self-fulfilling prophe-
cies (Carson, 1982), vicious circles (Millon, 1996), self-
verification seeking (Swann, 1983), and object-relational
enactments (Kernberg, 1976), to name a few. If we assume
that an interpersonal situation involves two or more people
relating to each other in ways that bring about social and self-
related learning, this implies that something is happening that
is more than mere random activity. Reciprocal relational pat-
terns create an interpersonal field (Wiggins & Trobst, 1999)
in which various transactional influences impact both interac-
tants as they resolve, negotiate, or disintegrate the interper-
sonal situation. Within this field, interpersonal behaviors tend
to pull, elicit, invite, or evoke restricted classes of responses
from the other, and this is a continual, dynamic transactional
process. Thus, an interpersonal theory of personality empha-
sizes field-regulatory processes over self-regulatory or affect-
regulatory processes (Mitchell, 1988).

Sullivan (1948) initially conceived of reciprocal processes
in terms of basic conjunctive and disjunctive forces that lead
either to resolution or to disintegration of the interpersonal
situation. He further developed this in the “theorem of recip-
rocal emotions,” which states that “integration in an interper-
sonal situation is a process in which (1) complementary
needs are resolved (or aggravated); (2) reciprocal patterns of
activity are developed (or disintegrated); and (3) foresight
of satisfaction (or rebuff) of similar needs is facilitated”
(Sullivan, 1953b, p. 129). Kiesler (1983) pointed out that al-
though this theorem was a powerful interpersonal assertion, it
lacked specificity, and “the surviving general notion of com-
plementarity was that actions of human participants are
redundantly interrelated (i.e., have patterned regularity) in
some manner over the sequence of transactions” (p. 198).

Leary’s (1957) “principle of reciprocal interpersonal
relations” provided a more systematic declaration of the

patterned regularity of interpersonal behavior, stating “inter-
personal reflexes tend (with a probability greater than chance)
to initiate or invite reciprocal interpersonal responses from the
‘other’ person in the interaction that lead to a repetition of the
original reflex” (p. 123). Learning in interpersonal situations
takes place in part because social interaction is reinforcing
(Leary, 1957). Carson (1991) referred to this as an interbehav-
ioral contingency process whereby “there is a tendency for a
given individual’s interpersonal behavior to be constrained or
controlled in more or less predictable ways by the behavior
received from an interaction partner” (p. 191).

Describing Reciprocal Interpersonal Patterns

Structural models of interpersonal behavior such as the IPC
and SASB have provided conceptual anchoring points and
lexicons upon which more systematic description of the
patterned regularity of reciprocal interpersonal processes can
be articulated (e.g., Benjamin, 1974; Carson, 1969; Kiesler,
1983).

The Interpersonal Circle

Carson (1969) focused on the notion of interpersonal com-
plementarity as the patterned regularity between two people
that contributed to “felt security.” This notion is directly re-
lated to Sullivan’s conception of a resolved interpersonal sit-
uation as an outcome in which both persons’ needs are met
via reciprocal patterns of activity leading to its likely recur-
rence. Anchoring his propositions within the IPC system,
Carson first proposed that complementarity was based on the
social exchange of status and love, as reflected in reciprocity
for the vertical dimension (i.e., dominance pulls for submis-
sion; submission pulls for dominance) and correspondence
for the horizontal dimension (friendliness pulls for friendli-
ness; hostility pulls for hostility).

Kiesler’s (1983) seminal paper on complementarity sig-
nificantly expanded these IPC-based conceptions in several
ways. First, he recognized the continuous nature of the circu-
lar model’s descriptions of behavior, and he noted that be-
cause all interpersonal behaviors are blends of dominance
and nurturance, the principles of reciprocity and correspon-
dence could be employed to specify complementary points
along the entire IPC perimeter. Thus, beyond the cardinal
points of the IPC, it was asserted that (for example) hostile
dominance pulls for hostile submission, friendly dominance
pulls for friendly submission, and so forth, which can be fur-
ther described by the lower-level taxa in these segments of
the model. Second, Kiesler also incorporated Wiggins’ (1979,
1980, 1982) conception of the IPC as a formal geometric
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model into his description of complementarity, whereby the
distance from the center of the circle represents a dimen-
sion of intensity. That is, complementarity involves both the
class of behaviors and their strength. Reciprocity on domi-
nance, correspondence on nurturance, and equivalent inten-
sity thus define complementary behaviors.

In addition, Kiesler (1983, 1996) defined two other broad
classes of reciprocal interpersonal patterns anchored by the
IPC model. When reciprocal interpersonal patterns meet one
of the two rules of complementarity, he referred to this situa-
tion as an acomplementary pattern. In such a case, interac-
tants may exhibit correspondence with regard to nurturance
or reciprocity with regard to dominance, but not both. When
interactants exhibit neither reciprocity on dominance nor cor-
respondence on nurturance, he referred to this situation as an
anticomplementary pattern. In Kiesler’s (1996) discussion of
these three reciprocal patterns of interpersonal behavior, it is
clear that they relate rather directly to the types of outcomes
of interpersonal situations suggested by Sullivan. Comple-
mentary reciprocal patterns are considered to promote rela-
tional stability—that is, such interpersonal situations are
resolved, they are mutually reinforcing, and they are recur-
ring. Acomplementary patterns are less stable and instigate
negotiation (e.g., toward or away from greater complemen-
tarity). Finally, anticomplementary patterns are the most un-
stable and lead to avoidance, escape, and disintegration of the
interpersonal situation.

SASB

After developing his two circular models of maternal and
child behavior, Schaefer (1961) suggested that relationships
between the two surfaces could be the basis for articulating a
theory of influence of maternal behavior on child behavior,
stating

Bowlby (1951) has pointed out that both European and Ameri-
can investigators agree that the quality of parental care has great
importance to the development of the child. Less agreement ex-
ists about how specific patterns of parent behavior are related to
specific patterns of child behavior. One obstacle to the under-
standing of such relationships has been a lack of knowledge of
the interrelations of the concepts within each universe [italics
added]. For the purpose of discussion, let us accept the concep-
tual models presented here and attempt to develop hypotheses
concerning the relationship of the two models [italics added].
(pp. 143–144)

Benjamin (1974, 1984, 1996a, 1996b) has extended
Schaefer’s proposition by formally articulating a class of
reciprocal interpersonal patterns defined by intersurface

relationships within the SASB model, referred to as SASB
predictive principles. The main predictive principles are
complementarity, similarity, opposition, antithesis, and intro-
jection, although others may be logically deduced (Schacht,
1994). It is important to note that these principles are not mu-
tually exclusive from those anchored in the IPC model. The
first four listed can also be articulated using the IPC. Com-
plementarity implies the very same conditions for an inter-
personal situation in both models with content (i.e., differing
taxa) being the point of descriptive distinction. As Kiesler
(1983) noted, similarity and opposition are specific forms of
an acomplementary pattern as defined on the IPC. Antithesis
is a form of anticomplementarity from the IPC perspective,
again distinctly described using the SASB lexicon. Only
introjection cannot be at least partially specified within the
IPC model.

Complementarity is based on the relations between transi-
tive and intransitive SASB surfaces; it reflects the typical
transactional so-called pulls, bids, or invitations that influ-
ence dyadic interactants. It is defined when both members of
a dyad are focused on the same person and exhibit compara-
ble amounts of affiliation and autonomy. These can be identi-
fied by the numbers indicating the SASB surface (1, 2, or 3)
and the cluster (1 through 8) as indicated in Figure 9.2. For
example, a therapist focuses on her patient and empathically
communicates that she notices an emotional shift (1-2:
affirm). In response, the patient focuses on himself and
tells the therapist of the associated perceptions, cognitions,
wishes, fears, or memories associated with his current affec-
tive state (2-2: disclose). All possible complementary posi-
tions are marked by taxa appearing in the same locations
on surface one and surface two (i.e., attack-recoil, blame-
sulk, control-submit, protect-trust, active love-reactive love,
affirm-disclose, emancipate-separate, and ignore-wall off).
Like the continuous nature of the IPC, the SASB model has
several versions, differing in their level of segmentalization
and thus precision in terms of their descriptive taxa and
predictive principles.

Similarity is exhibited when an individual imitates or acts
like someone else—that is, they occupy the same points on
the same SASB surface. Imitation, modeling, and observa-
tional learning (Bandura, 1977) are important mechanisms in
social learning theories that can be described by similarity.
However, similarity has a different meaning if it is exhibited
by two interactants in an interpersonal situation. If two
people rigidly maintain similar positions at the same time, the
situation will be rather unproductive—negotiation must
occur for there to be much progress. A familiar example is a
couple planning their weekend. If both attempt to control
(demand their way), there is a power struggle. If both submit,
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little is accomplished as the pattern of What do you want to
do?—I don’t know, I’ll do whatever you want cycles and
stalls. In an occupational relationship, both boss and em-
ployee tend to focus on the employee. The boss controls (in a
friendly, neutral, or hostile way) and the employee complies
in kind (i.e., complementarity). In contrast, an employee who
consistently tries to boss the boss (i.e., similarity) will not be
an employee for long!

Points 180º apart describe opposition on each SASB sur-
face. Opposing transitive actions are attack and active love,
blame and affirm, control and emancipate, and protect and
ignore. Opposing intransitive reactions are recoil and reac-
tive love, sulk and disclose, submit and separate, and trust
and wall off. Opposing introjected actions are self-attack and
self-love, self-blame and self-affirm, self-control and self-
emancipate, and self-protect and self-neglect.

The complementary point of an opposite is its antithesis.
Given a particular transitive or intransitive behavior, the an-
tithesis is identified by first locating the behavior’s opposite
on the same surface, and then identifying its complement.
That is, antithetical points differ in interpersonal focus and
are 180º apart. Due to the impact of complementarity (i.e., a
bid or invitation), the antithesis is the response that pulls for
maximal change in an interpersonal relationship. For exam-
ple, a psychotherapy patient treated by the first author would
frequently sulk (2-6) when she experienced the therapist as
not understanding or supporting her (e.g., I don’t know why I
come here, this isn’t helping me). Rather than complement
this with blame (1-6; e.g., If you don’t try to tolerate not get-
ting exactly what you want from me, this won’t work), the
antithetical affirming (1-2) response was enacted, (e.g., I can
see that something I have done or failed to do has left you
feeling pretty upset). The complement of affirm (1-2) is dis-
close (2-2). The patient would often visibly relax and com-
municate her frustration and disappointment. Thus, the
antithesis of sulk (2-6) is affirm (1-2). Other antithetical pairs
are emancipate and submit, active love and recoil, protect and
wall off, control and separate, blame and disclose, attack
and reactive love, and ignore and trust.

Introjection is based on the relations between the transitive
and introject SASB surfaces and describes the circumstance
where an individual treats him- or herself as he or she has
been treated by important others. This reflects Sullivan’s view
that important aspects of an individual’s self-concept are de-
rived from reflected appraisals of others. That is, the person
comes to conceptualize and treat himself in accordance with
the ways important others have related to him or her. Com-
mon patterns often seen in psychotherapy include depressed
patients who recall chronic blame and criticism from parents
and now chronically self-blame, and patients with borderline

personalities who were physically or sexually abused as chil-
dren (perpetrator attack) and who now chronically self-attack
via cutting or burning. As with complementarity, all intro-
jected positions are marked by clusters in the same location
but reflect the pairing of transitive and introject surface de-
scriptors. These include attack and self-attack, blame and
self-blame, control and self-control, protect and self-protect,
active love and self-love, affirm and self-affirm, emancipate
and self-emancipate, and ignore and self-neglect.

It is important to note that reciprocal interpersonal patterns
anchored in either the IPC or SASB are neither inherently
good nor inherently bad; they are value-free. In addition, we
have tried to present them in their simplest form—as descrip-
tors of behavior patterns that can be observed in interpersonal
situations. A taxonomy of reciprocal interpersonal patterns is
fundamental to contemporaneous analysis to account for
transactional influences occurring in the interpersonal field
and to developmental analysis to account for the enduring
patterning of interpersonal situations that characterize a
human life.

Contemporaneous Analysis of Human Transaction

In examining the immediate interpersonal situation, we may
now use the taxonomies of interpersonal behavior and recip-
rocal interpersonal patterns to provide a contemporaneous
analysis of human transaction. The most central pattern dis-
cussed previously is that of complementarity, and it is this
reciprocal interpersonal pattern that anchors most theoretical
discussions of interpersonal interaction. If we are to regard
interpersonal behavior as influential or field regulatory, there
must be some basic goals toward which our behaviors are di-
rected. Sullivan (1953b) viewed the personification of the
self to be a dynamism that is built up from the positive re-
flected appraisals of significant others, allowing for relatively
anxiety-free functioning and high levels of felt security and
self-esteem. The self-dynamism tends to be self-perpetuating
due to both our awareness and organization of interpersonal
experience (input), and the field-regulatory influences of in-
terpersonal behavior (output). Sullivan proposed that both
our enacted behaviors and our perceptions of others’ behav-
iors toward us are strongly affected by our self-concept.
When we interact with others, we are attempting to define
and present ourselves and trying to negotiate the kinds of in-
teractions and relationships we seek from others. Sullivan’s
(1953b) theorem of reciprocal emotion and Leary’s (1957)
principle of reciprocal interpersonal relations have led to the
formal view that what we attempt to regulate in the inter-
personal field are the responses of the other. “Interpersonal
behaviors, in a relatively unaware, automatic, and unintended
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fashion, tend to invite, elicit, pull, draw, or entice from inter-
actants restricted classes of reactions that are reinforcing of,
and consistent with, a person’s proffered self-definition”
(Kiesler, 1983, p. 201; see also Kiesler, 1996). To the extent
that individuals can mutually satisfy their needs for interac-
tion that are congruent with their self-definitions (i.e., com-
plementarity), the interpersonal situation remains integrated
(resolved). To the extent that this fails, negotiation or disinte-
gration of the interpersonal situation is more probable.

As noted previously, interpersonal theory includes in-
trapsychic elements. The contemporaneous description of the
interpersonal situation utilizing either the IPC or SASB to
delineate behavior and reciprocal patterns is not limited to the
observable behaviors occurring between two people. Thus,
interpersonal complementarity (or any other reciprocal
pattern) should not be conceived of as some sort of stimulus-
response process based solely on overt actions and reactions
(Pincus, 1994). A comprehensive account of the contempora-
neous interpersonal situation must somehow bridge the gap
between the interpersonal (or overt) and the intrapsychic (or
covert). Interpersonalists have indeed proposed many con-
cepts and processes that clearly imply a rich and meaningful
intrapsychic life (Kielser, 1996; Pincus, 1994), including per-
sonifications, selective inattention, and parataxic distortions
(Sullivan, 1953a, 1953b), covert impacts (Kiesler et al.,
1997), expectancies of contingency (Carson, 1982), fantasies
and self-statements (Brokaw & McLemore, 1991), and cog-
nitive interpersonal schemas (Foa & Foa, 1974; Safran,
1990a, 1990b; Wiggins, 1982). We agree with Safran’s
(1992) conclusion that the “ongoing attempt to clarify the re-
lationship between interpersonal and intrapsychic levels is
what is needed to fully realize the transtheoretical implica-
tions of interpersonal theory” (p. 105). Much of the field is
moving in this direction, as the relationship between the in-
terpersonal and the intrapsychic is a common entry point for
current integrative efforts (e.g., Benjamin, 1995; Florshiem
et al., 1996, Tunis et al., 1990).

Kiesler’s (1986, 1988, 1991, 1996) interpersonal transac-
tion cycle provides the most articulated discussion of the
relations among overt and covert interpersonal behavior
within interpersonal situations. He proposes that the basic
components of an interpersonal transaction are (a) Person X’s
covert experience of Person Y, (b) Person X’s overt behavior
toward Person Y, (c) Person Y’s covert experience in re-
sponse to Person X’s action, and (d) Person Y’s overt behav-
ioral response to Person X. These four components are part of
an ongoing transactional chain of events cycling toward res-
olution, further negotiation, or disintegration. Within this
process, overt behavioral output serves the purpose of regu-
lating the interpersonal field via elicitation of complementary

overt responses in the other. The structural models of inter-
personal behavior specify the range of descriptive taxa,
whereas the motivational conceptions of interpersonal theory
give rise to the nature of regulation of the interpersonal field.
For example, dominant or controlling interpersonal behavior
(e.g., Do it this way!) communicates a bid for status (e.g.,
I am an expert) that impacts the other in ways that elicit either
complementary (e.g., Can you show me how?) or noncom-
plementary (e.g., Quit bossing me around!) responses in an
ongoing cycle of reciprocal causality, mediated by covert and
subjective experience.

In our opinion, the conceptions of covert processes medi-
ating behavioral exchange have been a weak link in the inter-
personal literature, reflecting much less consensus among
theorists than do the fundamental dimensions and circular
nature of structural models. The diverse conceptualizations
proposed have not been comprehensively related to develop-
mental analyses, nor have their influences on the observable
interpersonal field been fully developed. In a significant step
forward, Kiesler (1996) has synthesized many concepts (i.e.,
emotion, behavior, cognition, and fantasy) in developing the
construct referred to as the impact message (see also Kiesler
et al., 1997). Impact messages are fundamental covert aspects
of the interpersonal situation, encompassing feelings (e.g.,
elicited emotions), action tendencies (pulls to do something;
i.e., I should calm him down or I should get away), perceived
evoking messages (i.e., subjective interpretations of the
other’s intentions, desires, affect states, or perceptions of in-
terpersonal situation), and fantasies (i.e., elaborations of the
interaction beyond the current situation). Kiesler and his col-
leagues view the link between the covert and overt aspects of
the interpersonal situation to be emotional experience. Im-
pact messages are part of a “transactional emotion process
that is peculiarly essential to interpersonal behavior itself”
(Kiesler, 1996, p. 71). Impact messages are registered
covertly by Person X in response to Person Y’s interpersonal
behavior, imposing complementary demands on the behavior
of Person X through elicited cognition, emotion, and fantasy.
Notably, the underlying structure of impact messages paral-
lels that of the IPC (Kiesler et al., 1997; Wagner et al., 1995),
allowing for description of covert processes that are on a
metric common with the description of overt interpersonal
behavior.

In summary, contemporaneous analysis of the interper-
sonal situation accounts for the patterned regularity of inter-
actions by positing that interpersonal behavior typically
evokes a class of covert responses (impact messages) that
mediate cycles of overt behavior—that is, patterned rela-
tional behavior occurs, in part, due to the field-regulatory in-
fluences of interpersonal behavior on covert experience and
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the subsequent mediation of overt action by evoked covert
exprience. In our opinion, this is only part of the story. Covert
responses are intrapsychic phenomena that give rise to sub-
jective experience. It is clear that the nature of such covert
responses—that is, feelings, action tendencies, interpreta-
tions, and fantasies—are not evoked completely in the mo-
ment due to interpersonal behavior of another, but rather arise
in part from enduring organizational tendencies of the indi-
vidual, as the following example illustrates.

Parataxic Integration of Interpersonal Situations

The covert impact messages evoked within a contemporane-
ous interpersonal transaction cycle are primarily associated
with the overt behaviors of the interactants. It is assumed that
interactants are generally aware of such covert experience, as
the development of the self-report Impact Message Inventory
(Kiesler & Schmidt, 1993) suggests. However, Sullivan
(1953a) also suggested that other integrating tendencies—
beyond those that are encoded within the proximal interper-
sonal field—often influence the interpersonal situation. Such
parataxic distortions may play a more or less significant role
in the covert experience of one or the other person in an
interpersonal situation.

Clinical Example

A psychotherapy patient treated by the first author entered her
therapy session genuinely distraught and depressed. She
reported that a person she labeled “an important friend” had
ignored her during a recent social gathering and failed to
attend a small celebration of her birthday. This was certainly
no surprise to me, as this fellow had consistently behaved in
an unreliable and invalidating manner toward my patient.
However, it again appeared to be a surprise to her, and her
disappointment was profound. The immediate interpersonal
situation with this patient was quite familiar, and I decided
our alliance was now sufficiently established to allow for an
empathic effort to confront her continued unrealistic expecta-
tions of this fellow and to further examine how her attach-
ment to him seemed to leave her vulnerable to ongoing
disappointments.

I responded by saying, “I can understand that what has
happened over the weekend has left you hurt, but I wonder
why it is that despite repeated similar experiences with this
‘friend,’ you continue to remain attached to him and hope he
will give you what you want? It seems to leave you very
vulnerable.” My patient responded with sullen withdrawal,
curtly remarking, “Now you’re yelling at me just like my
mother always does!”

I am fairly certain that had the session been videotaped,
there would be no increase in the decibel level of my voice
during the intervention. And, an internal scan of my reaction
to her report suggested helpful intent rather than countertrans-
ferential punitiveness. Nonetheless, my patient’s response
clearly communicated that I was now berating her and putting
her down, and that therapy was not supposed to go this way.
This continued for several months—any effort I made to
examine my patient’s contributions to her difficulties was
rebuffed in a similar way. This continued to shape my thera-
peutic responses, leaving me hesitant to venture in this direc-
tion when my patient reported interpersonal difficulties. In
other words, the repertoire of therapeutic behaviors I could
provide became more and more limited by my patient’s rather
rigid behaviors in our relationship. In Kiesler’s (1988)
terminology, I was “hooked.”

Several things are apparent from this example. First, using
interpersonal structural models to describe the contempo-
raneous therapeutic transaction, we would see that the rela-
tionship was often characterized by noncomplementary
responses and by a movement away from an integrated ther-
apeutic relationship. I would try to direct her attention toward
herself in an empathic way, and in response my patient would
withdraw and threaten to leave. Second, my patient’s re-
sponse of sullen withdrawal was, however, quite complemen-
tary to her subjective experience of me as blaming and
punishing. And third, the dynamic interaction between the
overt and the covert aspects of our therapeutic transactions
continuously exerted field-regulatory influence that allowed
the therapy to continue. Too much “yelling and blaming” on
my part would lead to a quick termination. My patient did not
seem particularly aware of her bids to get me to back off, in-
stead insisting she wanted my help with her depression and
interpersonal difficulties.

In our opinion, this example highlights the challenges
ahead for fully developing an integrative interpersonal theory
of personality. In bridging the interpersonal and the intrapsy-
chic, there are several limitations to contemporaneous analy-
sis, three of which we discuss further in the next section.

Some Comments on Interpersonal Complementarity

The Locus of Influence

Safran (1992) is correct in pointing out that interpersonal the-
ory’s bridge between the overt and the covert requires further
development. It is possible that many interpersonal situations
generate undistorted, proximal field-regulatory influences—
that is, covert experience generally is consistent with overt
experience and impact messages reflect reasonably accurate
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encoding of the interpersonal bids proffered by the interac-
tants. Thus, all goes well, the interpersonal situation is re-
solved, and the relationship is stable. However, this is clearly
not always the case, as the previous example suggests. When
covert experience is inconsistent with the field-regulatory
bids communicated via overt behavior, it is our contention
that subjective experience takes precedence. That is, the
locus of complementarity is internal and covert experience is
influenced to a greater or lesser degree by enduring tenden-
cies to elaborate incoming data in particular ways. The qual-
ities of the individual that give rise to such tendencies have
yet to be well articulated within interpersonal theory. Inter-
personal theory can easily accommodate the notion that
individuals exhibit tendencies to organize their experience
in certain ways (i.e., they have particular interpersonal
schemas, expectancies, fantasies, etc.), but there has been
relatively little consensus on how these tendencies develop
and how they impact the contemporaneous interpersonal
situation.

The Problem of Complementarocentricity

Complementarocentricity can be defined as the tendency to
place complementarity at the center of interpersonal theory
and research. In our opinion, this overemphasis has limited
the growth of theory. Three examples of complementarocen-
tricity are as follows:

1. What does failure to find empirical support for interper-
sonal complementarity mean? When empirical studies do
not confirm the existence of complementarity, investiga-
tors often label it “a failure to statistically support comple-
mentarity” (e.g., Orford, 1986). Even when empirical
investigations do find significant results (e.g., Gurtman,
2001), they are not indicative of 100% lawfulness. In our
opinion, the answer to our question is that other reciprocal
interpersonal patterns are also occurring in the interper-
sonal situation(s) under investigation.

2. In perhaps the most influential articulation of complemen-
tarity, Kiesler (1983) defined all reciprocal patterns in
relation to complementarity. That is, other forms of recip-
rocal interpersonal patterns are said to take either acom-
plementary or anticomplementary forms. We wonder if
this has inadvertently promoted complementarity as a
more fundamental reciprocal interpersonal pattern than it
actually should be.

3. In his encyclopedic review of complementarity theory and
research, Kiesler (1996) presented 11 propositions to
define and clarify the nature of, scope, and generizability

of complementarity, and nine counterpoints to Orford’s
(1986) famous critique of complementarity. In this work,
Kiesler summarized important contributions by many in-
terpersonalists emphasizing situational, personological,
and intrapsychic moderators of complementarity (e.g., see
Tracey, 1999), and suggested that significant attention be
directed toward articulating when and under what condi-
tions complementarity should and should not be expected
to occur. Although this is exceptionally important, it
continues to reflect complementarocentric thinking in that
what is not recognized is that Kiesler’s (1996) 11 proposi-
tions, nine counterpoints, and continuing investigation of
moderators serve to decentralize complementarity as the
fundamental reciprocal interpersonal pattern by suggest-
ing that its occurrence is more limited and contextualized.
For example, consider Proposition 11 regarding “appro-
priate situational parameters” from Kiesler (1996): “The
condition of complementarity is likely to obtain and be
maintained in a dyadic relationship only if the following
conditions are operative: a) the two participants are peers,
b) are of the same gender, c) the setting is unstructured,
and d) the situation is reactive (the possibility of recipro-
cal influence exists)” (p. 104). Considered alone, comple-
mentarity is thus suggested to be most applicable to
understanding the unstructured interactions of same-sex
peers. This is certainly important, but is perhaps not the
core phenomenon of interest for a comprehensive theory
of personality.

The Problem of Motivation

The two core theoretical assertions associated with interper-
sonal complementarity are Sullivan’s theorem of reciprocal
emotion and Leary’s principle of reciprocal interpersonal re-
lations. With regard to the former, we suggest that interper-
sonal theorists have overemphasized Sullivan’s first point
(i.e., complementary needs are resolved or aggravated) and
underemphasized his second point (i.e., reciprocal patterns of
activity are developed or disintegrated). It is important to
note that the needs involved are left undefined, and that the
nature of satisfaction in the Sullivanian system involves a
global sense of felt security marked by the absence of
anxiety. Leary’s principle provided an important extension in
its emphasis on interpersonal influence and reinforcement
that shapes the nature of ongoing interpersonal situations.
But to what end? What is behavior’s purpose? Traditionally,
the cornerstone of complementarity has been the assertion
that behavior is enacted to invite self-confirming reciprocal
responses from others. We believe this has also been overem-
phasized in the interpersonal literature.
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We agree that reciprocal interpersonal influence, reinforce-
ment, and gratification are central to understanding human
personality. This is reflected in the large number of psy-
chological concepts that in some way reflect the notion of
reciprocity. That is, individuals develop some consistently
sought-after relational patterns and some strategies for
achieving them. However, we do not believe that a single
superordinate motive such as self-confirmation will succeed
in comprehensively explaining how personality develops and
is expressed.

Summary

Our discussion of interpersonal reciprocity and transaction
has highlighted many of the unique strengths of interper-
sonal theory, as well as areas in which significant develop-
ment and synthesis are necessary. In our view, interpersonal
theory emphasizes relational functioning in understanding
personality; this emphasis has led to the development of
well-validated structural models that provide anchors to sys-
tematically describe interpersonal behavior and the patterned
regularity of human transaction. Interpersonal theory has
also emphasized field-regulatory aspects of personality in
addition to the more traditional drive, self, and affect-
regulatory foci of most theories of personality. The combi-
nation of descriptive structural models and clear focus on the
interpersonal situation provides a rich nomological net that
has had a significant impact in psychology, particularly with
regard to the classification of personological and psycho-
pathological taxa and the contemporaneous analysis of
human transactions and relationships. However, we also feel
that the future of interpersonal theory will require continuing
efforts to address (a) the intrapsychic or covert structures
and processes involved in human transaction, (b) the
overemphasis on complementarity as the fundamental recip-
rocal interpersonal pattern in human relationship, (c) the
overemphasis on self-confirmation as the fundamental mo-
tive of interpersonal behavior, and (d) the lack of a compre-
hensive developmental theory to complement its strength in
contemporaneous analysis.

THE FUTURE OF INTERPERSONAL THEORY

We believe the future of interpersonal theory is bright.
Addressing the four major issues previously noted will re-
quire interpersonal theorists to continue efforts at integrating
interpersonal theory’s nomological net with the wisdom con-
tained in the cognitive, psychodynamic, and attachment liter-
ature. Fortunately, this is already beginning to take place.

Benjamin (1993, 1995, 1996a, 1996b) has initiated this with
her interpersonal “gift of love” theory that integrates the
descriptive precision of the SASB model with intrapsychic,
motivational, and developmental concepts informed by at-
tachment, cognitive, and object-relations theories.

Interpersonal Theory and Mental Representation

We have previously asked the question Where are interper-
sonal situations to be found? Our answer is that they are
found both in the proximal relating of two persons and also in
the minds of individuals. There are now converging lit-
eratures that suggest mental representations of self and other
are central structures of personality that significantly af-
fect perception, emotion, cognition, and behavior (Blatt,
Auerbach, & Levy, 1997). Attachment theory refers to these
as internal working models (Bowlby, 1969; Main, Kaplan, &
Cassidy, 1985), object-relations theory refers to these as
internal object relations (Kernberg, 1976), and cognitive the-
ory refers to these as interpersonal schemas (Safran, 1990a).
Notably, theorists from each persuasion have observed the
convergence in these concepts (Blatt & Maroudas, 1992;
Bretherton & Munholland, 1999; Collins & Read, 1994;
Diamond & Blatt, 1994; Fonagy, 1999; Safran & Segal,
1990; Westen, 1992). Benjamin (1993, 1996a, 1996b) has
also proposed that mental representations of self and other
are central to the intrapsychic interpersonal situation. She
refers to these as important people or their internalized rep-
resentations, or IPIRs. Thus, whether referred to as internal
working models, internal object relations, interpersonal
schemas, or IPIRs, psychological theory has converged in
identifying mental representations of self and other as basic
structures of personality.

In our opinion, the fundamental advantage of integrating
conceptions of dyadic mental representation into interper-
sonal theory is the ability to import the interpersonal field
(Wiggins & Trobst, 1999) into the intrapsychic world of the
interactants (Heck & Pincus, 2001). What we are suggesting
is that an interpersonal situation can be composed of a proxi-
mal interpersonal field in which overt behavior serves impor-
tant communicative and regulatory functions, as well as an
internal interpersonal field that gives rise to enduring individ-
ual differences in covert experience through the elaboration
of interpersonal input.

In addition, Benjamin’s conception of IPIRs retains inter-
personal theory’s advantage of descriptive precision based on
the SASB model (Pincus et al., 1999). Benjamin (1993,
1996a, 1996b) proposes that the same reciprocal patterns that
describe the interactions of actual dyads may be used to
describe internalized relationships (mental representations
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of self and other) on the common metric articulated by the
SASB model (see also Henry, 1997). In our view, this adds
explanatory power for interpersonal theory to account for
individuals’ enduring tendencies to organize interpersonal
information in particular ways. Although the concept of
the impact message is extremely useful in identifying the
classes of covert cognitive, affective, and behavioral experi-
ences of individuals, it does not necessarily account for the
nature of individual differences in covert experiences. Ben-
jamin’s IPIRs provide a way to account for the unique and
enduring organizational tendencies that people bring to inter-
personal situations—experiences that may underlie their
covert feelings, impulses, interpretations, and fantasies in re-
lation to others. Interpersonal theory proposes that overt be-
havior is mediated by covert processes. Psychodynamic,
attachment, and cognitive theories converge with this asser-
tion, and they suggest that dyadic mental representations are
key influences on the subjective elaboration of interpersonal
input. In our opinion, Benjamin has advanced interpersonal
theory by incorporating mental representations explicitly into
the conception of the interpersonal situation.

Returning briefly to our clinical example, recall that the
patient consistently came into therapy reporting disappoint-
ments in her interpersonal relations. In telling her sad stories,
she communicated her need to be consoled and nurtured.
When she was asked to reflect on her own contributions to
her disappointments, she became sullen and withdrawn. This
reaction was a bid at negotiation, communicating a threat to
leave in an effort to reestablish a reciprocal pattern of satisfy-
ing responses from her therapist. Why was this happening,
given that the therapist attempted to provide recognition and
consolation of her hurt feelings? Despite good therapeutic in-
tentions, efforts to focus her attention on her own patterns
seemed unhelpful. There was a clue in her report of her sub-
jective covert experience. When the therapist turned the
focus toward the patient’s contributions to her relational dif-
ficulties, he was experienced as similar to her mother. The
proximal interpersonal field was no longer the primary
source of her experience. There was now a second, parataxic
integration of the situation that led to a covert experience that
was driven by previous lived interpersonal experiences that
now influenced the patient’s subjective experience; this be-
came the primary mediating influence on her overt behavior.
Despite her requests for help and consistent attendance in
therapy, the patient was having difficulty organizing her
experience of the therapist independently of her maternal
IPIR. In our view, this example demonstrates that noncom-
plementary reciprocal interpersonal responses in the proxi-
mal interpersonal field may indicate significantly divergent
experiences within the internal interpersonal field that can

best be described by integrating interpersonal theory’s struc-
tural models with concepts of mental representation.

Development and Motivation

Adding conceptions of dyadic mental representation is not
sufficient for a comprehensive interpersonal theory of per-
sonality. Sullivan (1964), Stern (1988), and others have sug-
gested that the contents of the mind are in some way the
elaborated products of lived interpersonal experience. A
comprehensive interpersonal theory must account for how
lived interpersonal experience is associated with the develop-
ment of mental representation. In our opinion, Benjamin has
provided the only comprehensive developmental approach to
evolve from interpersonal theory.

Using SASB as the descriptive anchor (Figure 9.2),
Benjamin (1993, 1996a, 1996b) has proposed three develop-
mental copy processes that describe the ways in which early
interpersonal experiences are internalized. The first is identi-
fication, which is defined as treating others as one has been
treated; this is associated with the transitive SASB surface.
To the extent that individuals strongly identify with early
caretakers (typically parents), there will be a tendency to act
toward others in ways that copy how important others have
acted toward the developing person. The second copy
process is recapitulation, which is defined as maintaining a
position complementary to an IPIR; this is associated with
the intransitive SASB surface and can be described as react-
ing as if the IPIR were still there. The third copy process is
introjection, which is defined as treating the self as one has
been treated. This is associated with the introject SASB sur-
face and is related to Sullivan’s conceptions of “reflected
appraisals” as a source of self-personification.

Identification, recapitulation, and introjection are not in-
compatible with Kiesler’s conception of covert impact mes-
sages. In fact, we suggest that the proposed copy processes
can help account for individual differences in covert experi-
ence by providing developmental hypotheses regarding the
origins of a person’s enduring tendencies to experience par-
ticular feelings, impulses, cognitions, and fantasies in inter-
personal situations. For the patient described earlier, it seems
that her experience of the therapist as yelling and blaming re-
flects (in part) recapitulation of her relationship with her
mother. This in turn leads to a parataxic distortion of the
proximal interpersonal field in therapy and noncomplemen-
tary overt behavior.

Although the copy processes help to describe possible
pathways in which past interpersonal experience is internal-
ized into mental structures (IPIRs), it is still insufficient to ex-
plain why early IPIRs remain so influential. The answer to
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this question requires a discussion of motivation. Whereas
Sullivan’s legacy has led many interpersonal theorists to
posit self-confirmation as the core motive underlying human
transaction, Benjamin (1993) proposed a fundamental shift
toward the establishment of attachment as the fundamental
interpersonal motivation. In doing so, she has provided one
mechanism to account for the enduring influence of early ex-
perience on mental representation and interpersonal behav-
ior. Although a complete description of attachment theory is
beyond the scope of the present chapter, we agree that attach-
ment to proximal caregivers in the early years of life is both
an evolutionary imperative (e.g., Belsky, 1999; Bowlby,
1969; Simpson, 1999) and a primary organizing influence on
early mental representation (Beebe & Lachmann, 1988a,
1988b; Bowlby, 1980; Stern, 1985).

Infants and toddlers must form attachments to caregivers
in order to survive. Benjamin has suggested that the nature of
the early interpersonal environment will dictate what must
be done to establish attachments. These early attachment
relationships can be described using the SASB model’s de-
scriptive taxa, predictive principles, and copy processes. The
primacy of relationships to IPIRs is thus associated with the
need to maintain attachment to them even when not immedi-
ately present. Benjamin (1993) refers to this as maintaining
“psychic proximity” to IPIRs. The need to maintain psychic
proximity is organized around wishes for love and connect-
edness (secure attachment or AG on the SASB model), as
well as fears of rejection and loss of love (disrupted attach-
ment or DAG on the SASB model). The primacy of early
attachment patterns and mental representations influencing
current experience is consistent with psychodynamic and at-
tachment theories. Bowlby (1980) suggested that internal
working models act conservatively; thus, assimilation of new
experience into established schemas is typical (see also Stern,
1988). Benjamin (1996a) suggested that “psychic proximity
fulfills the organizing wish to receive love from the IPIR . . .
acting like the IPIR, acting like the IPIR were present, or
treating the self as would the IPIR can bring about psychic
proximity” (p. 189).

Returning again to the patient described earlier, it was
clear that she was ambivalently but strongly attached to her
mother. She consistently experienced blame any time she
attempted to convey interpersonal disappointments or bad
feelings. Anything that disrupted her mother’s sense of con-
trol over the world was met with the accusation that the pa-
tient was being selfish and immature—and that it was the
patient’s fault, so her feelings were not valid. In addition, she
was told that if she didn’t stop causing so much trouble, her
parents might divorce. It became clear that the patient had
internalized a critical maternal IPIR. Whenever the patient

was asked about her experience of self, she would inevitably
begin her response with “My mother says that I am . . . ” or
“My mother says it’s bad for me to feel this way.” When the
therapist would try to explore the patient’s contributions to
her interpersonal difficulties, it evoked recapitulation. De-
spite affirming and affliative efforts on the part of the thera-
pist, the patient had a difficult time accommodating the new
interpersonal input; instead she covertly experienced psychic
proximity to the critical maternal IPIR and responded in kind.
She experienced the therapeutic interpersonal situation as if
the maternal IPIR were present, and she needed to back down
rather than own her disappointments. To do otherwise would
risk her attachment to her mother, painful as it was.

Concluding Propositions

Benjamin’s developmental and motivational extensions of
interpersonal theory provide some of the richest advances to
date. We see her work, along with Kiesler’s recent integration
of emotion theory into the interpersonal transaction cycle, as
solid evidence that interpersonal theory as originally con-
ceived of by Sullivan has a vital and promising future as a
fundamental and integrative approach to personality. In this
vein we would like to close this chapter with a further exten-
sion of these contemporary works.

Interpersonal theorists are interested in understanding
why certain reciprocal interpersonal patterns become promi-
nent for an individual. Benjamin has made an important start
by suggesting that a basic human motivation is attachment
and that the interpersonal behaviors and reciprocal interper-
sonal patterns (described by interpersonal theory’s unique
structural models) that help achieve attachment become fun-
damental to personality through internalization of relation-
ships (characterized by the copy processes). She posits that
the wish for attachment and the fear of its loss are universal,
and that positive early environments lead to secure attach-
ments and normal behavior (i.e., AG). If the developing
person is faced with achieving attachment in a toxic early en-
vironment, behavior will be abnormal (DAG), but will de-
velop in the service of attachment needs and be maintained
via internalization.

We would like to extend this further in an effort to gener-
ate an interpersonal theory of personality that more broadly
addresses issues of basic human motivation. It is our con-
tention that the maturational trajectory of human life allows
us to conceptualize many developmentally salient motives
that may function to mediate and moderate current interper-
sonal experience. That is, reciprocal interpersonal patterns
develop in concert with emerging motives that take develop-
mental priority, thus expanding the goals that underlie their
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TABLE 9.2 Some Possible Catalysts of Internalization

Developmental Achievements Traumatic Learning

Attachment Early loss of attachment figure
Security Childhood illness or injury
Separation-individuation Physical abuse
Positive affects Sexual abuse
Gender identity
Resolution of Oedipal issues
Self-esteem
Self-confirmation
Mastery of unresolved conflicts
Identity formation

formation and maintenance. We can posit core issues likely to
elicit the activation of central reciprocal patterns and their
associated IPIRs, potential developmental deficits associated
with early experiences, and unresolved conflicts that continue
to influence the subjective experience of self and others. The
output of such intrapsychic structures and processes for indi-
viduals are those consistently sought-after relational patterns
and their typical strategies for achieving them (i.e., proximal
and internal field regulation). These become the basis for
the recurrent interpersonal situations that characterize a
human life.

It is our view that what catalyzes and reinforces identifica-
tion, recapitulation, and introjection is the organizing power
of developmental achievements and traumatic stressors. Al-
though interpersonalists have discussed differential “evoking
power” of behavior due to situational constraints and the
quality of interactions (i.e., moderators of complementarity),
we believe such evoking power is limited in comparison to
the catalyzing effects of major personality developments and
their underlying motivational influences. At different points
in personality development, certain motives become a prior-
ity. Perhaps initially the formation of attachment bonds and
security are primary motivations; but later, separation-indi-
viduation, self-esteem, mastery of unresolved conflicts, and
identity formation may become priorities (see Table 9.2). If
we are to understand the reciprocity seeking, field-regulatory
strategies individuals employ, we must learn what interper-
sonal behaviors and patterns were required to achieve partic-
ular developmental milestones. In this way, we see that what
satisfies a need or achieves an important goal for a given in-
dividual is strongly influenced by his or her developmental
history. In addition to developmental achievements, trau-
matic learning may also catalyze the internalization of pat-
terns associated with coping responses to early loss of an
attachment figure, severe physical illness in childhood, sex-
ual or physical abuse, and so on.

Integrating the developmental and traumatic catalysts
for internalization of reciprocal interpersonal patterns allows

for greater understanding of current behavior. If individuals
have the goal of individuating the self in the context of a cur-
rent relationship in which they feel too enmeshed, they are
likely to employ strategies that have been successful in the
past. Some individuals have internalized hostile forms of dif-
ferentiation such as walling off, whereas others have inter-
nalized friendly forms of differentiation such as asserting
their opinions in an affiliative manner. The overt behavior of
the other is most influential as it activates a person’s ex-
pectancies, wishes, and fears associated with current goals,
needs, and motives; this will significantly influence their
covert experience of impact messages. In our opinion, the
most important goals, needs, and motives of individuals are
those that are central to personality development.

A brief example highlights this point and provides some
clues as to why individuals may repeat maladaptive interper-
sonal behaviors over and over. Another psychotherapy pa-
tient treated by the first author was severely sexually and
emotionally abused by multiple family members while she
was growing up. The predictive principle of opposition to
what she experienced as a child characterized her transitive
actions towards others in the present. In all dealings with
others she was hyper-loving and hyper-protective, even when
clearly to her detriment. She compulsively exhibited such
behaviors, even when treated badly by others. In therapy,
it became clear that she counteridentified with her perpetra-
tors and chronically exhibited the opposite pattern in order to
maintain a conscious sense of individuation. It was as if she
were saying, “If I allow myself to become even the slightest
bit angry or blaming, it will escalate and I’ll be just like those
who hurt me in the past.” Unfortunately, although she could
shed tears for the victims of the holocaust and the victims of
the recent epidemic of school shootings, she could not do so
for herself. She had also introjected her early treatment
within the family and continued to self-injure and ignore her
own needs and basic human rights. Thus, although she con-
sciously behaved in ways that individuated her from her
abusers, she also abused and neglected herself in ways that
unconsciously maintained attachment to her abusive IPIRs
(see Table 9.3).

We end this chapter with a bit of speculation.Abroader tax-
onomy of reciprocal interpersonal patterns such as SASB pre-
dictive principles and copy processes, combined with a theory
of personality development and motivation, can be the basis
for understanding both personality and its pathology. Obvi-
ously this approach could take many forms. From the contem-
porary interpersonal perspective developed in this chapter, a
basic approach would be an open system with consideration
of IPIR-Goal linkages associated with fundamental develop-
mental achievements and traumatic learning. We could also
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TABLE 9.3 Interpersonal Analysis of Ms. W’s Behavior

Motive, Copy Predictive Overt
IPIRs Goal Process Principle Behavior

Brothers & Individuation (Counter-) Opposition Hyper-loving &
mother identification protective

Brothers & Attachment, Introjection Introjection Self-attacking,
mother psychic proximity self-neglecting

consider individual differences in the influence of certain
copy processes, such that personalities are classified as highly
recapitulating, highly introjective, and so on. Similarly, we
could consider individual differences in the tendency to enact
certain reciprocal interpersonal patterns, such that personali-
ties are differentiated by their tendencies to exhibit opposi-
tional, complementary, antithetical, similar, or introjected
behaviors. Although these final thoughts are purely specula-
tive, we wish to emphasize our hope that the ideas presented
throughout this chapter provide the interpersonal foundations
for an integrative theory of personality.
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Operations reshape concepts. Over the past decades, the
very concept of personality has been subject to implicit re-
definition through a set of operations labeled the Big Five
taxonomy or the five-factor model of personality. In a re-
stricted sense, the number five refers to the finding that most
of the replicable variance of trait-descriptive adjectives in
some Western languages is caught by five principal compo-
nents whose varimax rotations are named extraversion,
agreeableness, conscientiousness, emotional stability, and
intellect (or openness to experience, autonomy, imagination,
and so on, depending on operational variations). In a wider
sense, however, the five-dimensional (5-D) approach has
come to represent no less than a paradigm—in particular, a
revival of the individual-differences or trait conception of
personality. For an evaluation of its status and future per-
spectives, a systematic analysis of its operational credentials
is in order.

A first module of the set of operations that constitute the
5-D paradigm consists of the questionnaire construction of
personality, whereby someone’s personality is defined through
his or her own answers, or more exceptionally through the
answers given by third persons, to standardized questions.
The questionnaire approach is not confined to the 5-D tradi-
tion, but it has to a significant extent been taken over by that
paradigm (the megamerger impressing some as monopolis-
tic). Is there a viable alternative to the questionnaire method,
and if so, would it change our view of personality?

A second, more specific, operational module contains
ways of choosing personality descriptors. The general guid-
ing principle in this module is the lexical approach that
consists of selecting items from a corpus of language, par-
ticularly a dictionary of that language. The distinguishing
characteristic of the lexical approach is its purposely induc-
tive nature, in contrast to approaches in which the descriptor
base is deduced from particular trait constructs, for example,
neuroticism. Again, the leading question is about the impact
of these operations on our conception of personality.

A third operational characteristic consists of reliance on
the linear model, particularly, principal component analysis
(PCA) of Likert item scales. This is probably the most

The author is greatly indebted to Lewis R. Goldberg, Gerard
Saucier, and Jos M. F. Ten Berge for their incisive comments on a
draft of this chapter.
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constitutive operation of the paradigm, if only because the
number of five dimensions is intimately connected with it.
The merits or demerits of PCA as such (if that problem makes
sense at all) are not in order here. Clearly, however, other
methods—notably, methods advocated under the label of
person-oriented approach—yield concepts of personality that
differ from the 5-D trait paradigm.

A fourth set of operations contains models for structur-
ing, interpreting, and communicating trait information. The
major rivals are the hierarchical and the circumplex models
of personality structure. Their common point of departure
is simple structure. On the one hand, simple structure is a
primitive case of the circumplex in that trait variables are
assigned to the factor on which they load highest, thus, to
circle segments that are 90 deg wide with the factor poles
as bisectrices. On the other, simple structure may be
viewed as a primitive case of hierarchical structure con-
taining two levels: factors at the top and trait variables at
the bottom. But from there on, ways separate. I judge
structure models by their capacity to produce clear and
communicable trait concepts; their underlying mechanics,
however, should be allowed to be intricate and may stretch
the mind.

After discussing the structure models that have been pro-
posed or implied in the 5-D context, I conclude with sketch-
ing a family of models that may serve as a base for capturing
personality structure. It consists of a hierarchy of generalized
semicircumplexes, with one general p component of person-
ality at the top, and including two-dimensional circumplex,
giant three, 5-D, and other dimensional structures. The joint
structure responds to the greatest challenge in personality as-
sessment, which is to deal with its dominating evaluative
component in a realistic manner.

CONSTRUCTING PERSONALITY
THROUGH QUESTIONNAIRES

Under the 5-D paradigm, what does it mean to say that a per-
son is extraverted? In the typical case, it means that this in-
dividual has given answers to a number of standard
questions regarding himself or herself and that these answers
have been summarized into a score under the hopefully
adequate label of extraversion—rather than, for example,
surgency or sociability, which are related but not the same.
This is not to suggest that a ready alternative to the question-
naire approach is available; rather, it functions as a tacit pre-
supposition in trait psychology taken generally. However,
there is an obvious alternative to the individual himself

or herself as a responder, namely, others who know the per-
son well.

The Hegemony of Questionnaires

The association between personality and questionnaires is
not merely a matter of fashion or a historical coincidence. To
assess someone’s personality, we have to ask questions about
it—to the person himself or herself, to third parties who know
the person well, to expert observers. Between the investigator
or practitioner on the one hand and the person on the other,
there is an indispensable assessor. So-called behavior obser-
vations, for example, are not objective in the way they would
be if behavior recordings were translated into a score without
the intervention of an observer; they represent answers to
questions put to a human assessor. Moving from asking ques-
tions to applying a questionnaire is a small step: A systematic
approach to personality requires standard questions, and thus
a questionnaire. Using an unstructured interview, for exam-
ple, means obtaining answers to an imperfectly standardized
set of questions.

One seeming exception is self-report, in which person and
assessor coincide. Failure to distinguish between the two
roles, however, would amount to denying that the assessor
could be someone else, thereby abandoning personality as an
intersubjective phenomenon. Another more interesting ap-
parent exception to questionnaire use is expert clinical diag-
nosis, in which practitioner and assessor coincide. In the first
place, however, that process may be reconstructed in part as
giving answers to more or less standardized questions about
the person that the diagnostician has learned to ask to himself
or herself. Second and more fundamental, the diagnostician
could have been another individual. By virtue of that
exchangeability, a case can be made for maximizing the
intersubjective character of diagnoses. Actually using a stan-
dardized set of questions (e.g., a personality questionnaire
phrased in the third person singular) to guide and articulate
one’s diagnostic impressions would contribute to that end.
This is not to deny the heuristic element in clinical diagnosis,
or in any other applied setting, but to document the central
place of asking questions to third persons in the systematic
study of personality.

The reason for the primacy of questionnaires may of
course be sought in a tendency of students of personality to
take things easy: There is nothing more convenient than giv-
ing a self-report questionnaire to a client or applicant. But
more valid reasons may be brought forward. There is a tension
between the concepts of “test” and “personality.” Surely, we
may decide to assess a person’s typical intelligent behavior by
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means of a questionnaire (e.g., Goff & Ackerman, 1992), or
test the maximal introversion of which he or she is capable
(see Riemann, 1997), but neither of these crossovers has ap-
peared to be adequate or promising. Ability and tests of max-
imal performance, and personality and assessments of typical
behavior, are associated in a nonarbitrary manner (Hofstee,
2001).

Are Questionnaires There to Stay?

The prime product of the 5-D paradigm consists of question-
naires, including most notably the Neopersonality incen-
tives-PI-R and NEO-FFI (Costa & McCrae, 1992), and
includes many other questionnaires and trait adjective lists;
the model has thus given a significant boost to the question-
naire construction of personality. I have argued in brief that
the relation between personality traits and the questionnaire
operationalization is intimate. Should one be happy with
the prospect of such an essentially monomethod definition of
personality, and if not, can alternatives be foreseen?

Asking questions to third persons in order to assess per-
sonality implies a social definition of it. Surely, the field has
moved beyond the stage at which personality was deemed to
be merely in the eye of the beholder; cumulative behavior-
genetic research (see, e.g., chapter by Livesley, Jang, &
Vernon in this volume; Loehlin, 1992) has put an end to that
subjective conception of traits. But the dominant conception
of personality remains social in the sense of intersubjective
rather than objective. Buss (1996) made a virtue of this need
by explaining the Big Five as elementary social mechanisms;
for example, Factor III represents the need of the perceiver to
know whether the other person can be depended upon. Most
students of personality, however, would have hesitations with
this subordination of personality to social psychology, espe-
cially if that bondage is a side effect of a dominant opera-
tional approach.

The scientific emancipation of a subjective or intersubjec-
tive concept appears to hinge upon the discovery of objective
indicators that cover the concept well. If we wish to establish
how much of a fever we run, we do not use a Likert scale but
measure it with a thermometer. If we want to gauge an appli-
cant’s intelligence, we apply a test rather than asking ques-
tions to the applicant or even to a number of third persons. If
the latter example is more problematic than the first, that is be-
cause there may be doubt regarding the coverage of the con-
cept of intelligence by an IQ score. In the same vein, one may
have doubts about the thermometer scale as a measure of out-
door temperature and prefer a formula that includes sunshine,
humidity, and wind force. But once a certain level of coverage

is secured, a return to sheer subjectivity would count as re-
gressive. Are adequate objective indicators of personality
traits in sight?

Probably the most promising indicators of personality are
genes. According to estimates based on behavior-genetic
research, genetic patterns will be capable of covering some
40% of the trait variance. That degree of coverage is not
enough; we would not accept a thermometer that is only 40%
valid. But before discarding the prospect, one should realize
that the figure of .4 is heavily attenuated. An indicator need
not and should not predict the error components in subjective
assessments of temperature or extraversion. Heredity coeffi-
cients in the order of .4 should thus be divided by an estimate
of the proportion of valid variance in questionnaire scores.

The first source of error in the self-reports that have almost
invariably been used in behavior-genetic studies of personal-
ity is lack of agreement between assessors. The highest
agreement coefficients between self and other in assessing
personality (Hendriks, 1997; McCrae & Costa, 1987) are in
the order of .7. Unless it is assumed that self is a systemati-
cally better assessor than other or vice versa, that figure may
be taken as an estimate of the rater reliability of a single re-
spondent, and some 30% of the questionnaire variance is
rater error. Second, some 20% of the variance results from
lack of internal consistency of the questionnaire scale, as-
suming alpha reliabilities in the order of .8; and third, a com-
parable error component results from temporal instability.
Taking all these independent sources of error into account,
one is left wondering how the heredity coefficients can reach
.4 at all (Hofstee, 1994a).

The ironic conclusion from this crude analysis of error
components in questionnaire variance is that the perspective
of molecular-genetic diagnosis of personality traits cannot at
all be discarded: It may well appear that whatever valid vari-
ance remains in questionnaire data can be accounted for to a
satisfactory extent by genetic configurations. However, the
analysis also points to the conditions for such a development.
To establish links between genes and phenotypic personality
traits, the assessment of the latter will have to be much more
valid than it has been up to now (see also Bouchard, 1993).
The central element of that program is discussed in the next
paragraphs. Another aspect—optimizing the internal consis-
tency of questionnaire data—is treated in the section on the
linear approach to personality.

Definitions of Personality by Self and Others

Self-report fosters a conception of personality whereby the
individual knows best how he or she is. With self-report
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questionnaires, the situation is more complicated. Standard-
ized questions aim at comparing personalities rather than
capturing unique and emergent characteristics. McAdams’s
(1992) criticism of the Big Five approach as a psychology of
the stranger is correct in that sense (although other phrasings
might be preferred if the value of scientific objectivity is
stressed); it would be even more correct if the emphasis in
Big Five research were on other-report rather than self-
report. Self-report questionnaires embody a discordant blend
of subjective and intersubjective accents.

In preparing an earlier (Hofstee, 1994a) paper on the
topic, I met with unexpectedly ardent arguments in favor of
self-report from prominent American Big Five researchers,
the essence of which is documented in that paper. One argu-
ment pertained to personal secrets, whose content, however,
would not be central to personality in most definitions. (A
person might be said to be secretive, but that trait hardly even
makes sense from the person’s own point of view.) Another
argument was that a person might sit in a corner over a large
number of consecutive parties but still consider himself or
herself to be extraverted, which would be all that counts. In
practice, however, most witnesses would start worrying
whether that person were still in contact with reality (which is
again different from the question about introversion or extra-
version). In the abstract, actors are at liberty to entertain a
subjective definition of personality, but in real life it does not
carry them very far. The intersubjective viewpoint is not
merely a matter of scientific style; it is in touch with what
people think of personality.

If the intersubjective viewpoint is accepted as a proper per-
spective on personality and if idiosyncrasies in self-report are
seen as a source of error among other sources of error, the con-
sequence for personality research and practice is as straight-
forward as it is revolutionary: Multiple assessors are needed to
achieve acceptable reliability and validity; self-reports, being
single by definition, are inevitably deficient. Self is of course
acceptable as an assessor among others; self-ratings might
even contribute more to the common variance than others’ rat-
ings do. But in any case, the road toward an eventual objective,
genetic diagnosis of personality, will have to be paved with
multiple assessors; good intentions will not be enough.

THE FUTURE OF THE
FIVE-DIMENSIONAL MODEL

Will genetic fingerprinting in due time describe personality in
terms of extraversion, agreeableness, conscientiousness,
emotional stability, and some version of Factor V? In other
words, will the 5-D model survive the developments that

most readers may expect to witness in their lifetimes
(whether they like it or not)? At the moment of writing this,
the answer can hardly be unequivocal; even the question may
appear to need rephrasing.

In an extensive reanalysis of several data sets, Saucier
(2002a) found a three-dimensional structure containing
agreeableness, conscientiousness, and extraversion to be
more replicable across samples than a 5-D structure, espe-
cially in peer ratings, which in the present reasoning are more
germane than self-ratings. So we might end up with a subset.
Using a comparable three-dimensional solution, Krueger
(2000) showed that the additive-genetic structure underlying
the Multidimensional Personality Questionnaire (Tellegen,
1982) corresponded closely to the phenotypic structure.
On the other hand, Jang, McCrae, Angleitner, Riemann, &
Livesly (1998) demonstrated that specific factors beyond the
first five have nonzero heritability coefficients.

Even supposing reliable and valid assessments of pheno-
typic personality traits, a routine search for indicators of, for
example, conscientiousness would require enormous samples
just for tracing additive polygenetic effects; for interactions,
the required sizes would rise exponentially (for a discussion
of strategies of molecular-genetic research on personality, see
Plomin & Caspi, 1998). At the turn of the century, attempts to
trace genetic polymorphisms that explain personality showed
the familiar picture of high initial expectations followed by
failing replications (e.g., Herbst, Zonderman, McCrae, &
Costa, 2000). According to a possibly more feasible scenario,
large principal components of personality traits may be ex-
pected to reappear as an aggregate result of studies searching
for single genes to explain specific patterns of deviant behav-
ior (see, e.g., Brunner, Nelen, Breakfield, Roppers, & Van
Oost, 1993). Assuming continuity between the range of nor-
mal behavior and deviant extremes, the aggregate structure of
a large number of such specific patterns would resemble the
5-D structure. In the process, such taxonomies of phenotypic
traits would receive a status comparable to mineralogical
classifications; the chemistry of individual differences would
be located at the DNA level.

Decades ago, Carlson (1971) found that personality was
spelled in either of two ways: social or clinical. The
questionnaire conception of personality is arguably social-
psychometric by its methodological nature. If the genetic
approach becomes dominant, a clinical reconstruction will
regain momentum; individual differences within the normal
range will be seen as mitigations and moderations of person-
ality defects constituting the chemical elements. Meanwhile,
an enormous amount of work has to be done, and 5-D ques-
tionnaires filled out by several third persons and self are
instrumental in that labor.
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THE LEXICAL BASE OF THE
FIVE-DIMENSIONAL MODEL

A basic motive of researchers involved in the 5-D paradigm
is to give a systematic and comprehensive, or at least repre-
sentative, account of personality traits. An accompanying
notion is that the field is characterized by a proliferation
(John, 1990) of concepts and instruments, which frustrates
the progress of the science of personality. The signature of
the 5-D paradigm is empiricist and, in a sense, antitheoreti-
cal: If theorists, in this context, are individuals bent on dis-
seminating their idiosyncratic concepts of personality, then
their collective but uncoordinated action is responsible for a
chaotic state of affairs in which thousands of unrelated con-
cepts and their operationalizations form a market rather than
a science. The 5-D conception is thus a taxonomy intended
to end all idiosyncratic taxonomies.

To lift personality out of its chaotic state, an Archimedean
point was needed. The most obvious candidate for a point of
departure at the descriptive or phenotypic (Goldberg, 1993b)
level is the lexicon. Like genetics, it provides a finite set of
elements on the base of which a taxonomy may be built and
proliferation may be counteracted. This section contains a
discussion of the lexical point of departure, its variations,
and its consequences. An analysis of the different shapes of
the Factor V and their operational antecedents serves as an
illustration.

The Lexical Axiom

What is usually referred to as the lexical hypothesis is more
like an axiom. It states that people wish to talk about what-
ever is important and that the terms in which they talk may be
found in the lexicon. The first and central part of that state-
ment is not a hypothesis that is subject to empirical confirma-
tion or disconfirmation; it introduces a heuristic that may or
may not appear to be fertile. The second part is definitely
false as no dictionary is ever complete; however, it is un-
problematic because most dictionaries contain far more
words than most people care to use or even understand, and
hardly if ever omit common terms.

An objection that is seldom voiced although it is obvious
enough is that the reverse of the lexical axiom does not nec-
essarily hold true: People may well be talking about unim-
portant things most of the time. There is something to be said
for the idea that the language of normal personality does
not serve much of a purpose. However, PCA (see the
next section) capitalizes on redundancies among variables.
That method thus retroactively introduces a corollary of the
lexical axiom, namely, that redundancy is indicative of real

importance. For playful purposes, we may seek rare and
sophisticated terms or combinations of terms; at the level
of common components, however, we mean business. Of
course, this corollary, in its turn, may or may not be judged
credible.

A reverse objection is that common language is not subtle
enough for scientific purposes. One may philosophize at
length about this proposition, which is as metaphysical as the
lexical axiom itself. The historic rebuttal, however, was
delivered by Digman (1990; Digman & Inouye, 1986), who
recovered the Big Five structure in questionnaires, that is, in
instruments designed by experts. In a similar vein, I (Hofstee,
1999) asked 40 clinicians to score a prototypical personality
disorder with which they were familiar on the items of
the Five-Factor Personality Inventory (FFPI; Hendriks,
Hofstee, & De Raad, 1999). These items do not contain
any technical terms or pathological content. Nonetheless,
very distinct and extreme profiles in 5-D terms resulted,
again indicating that expert categories may be well repre-
sented by ordinary language.

In principle, the lexical approach both reflects and fosters
a lay definition of personality; in practice, however, the
effect seems to be slight. Thus, at low conceptual costs 5-D
research has succeeded in bringing a considerable measure of
order to the anarchy of phenotypic traits. Any serious investi-
gator proposing a new trait concept would now be well ad-
vised to investigate whether it has incremental validity over
an optimal linear combination of the five factors; existing
concepts are better understood in that framework. An exam-
ple is typical intellectual engagement (Goff & Ackerman,
1992), which appears to be a label for a mixture of Factors V
and III; another is the familiar concept of sociability, blend-
ing Factors I and II. As I argue later, there is nothing against
using dedicated labels for blends if they are distinguished
from variables that do carry considerable specific variance.
But even if taken liberally, the five factors represent a taxo-
nomic breakthrough, part of which may be credited to the
lexical approach.

Operationalizations of the Lexical Approach

There is no unique and cogent operationalization of the lexi-
cal approach. It pertains to single personality-relevant words,
under the tacit supposition that words do not interact, so that
the meaning of any trait combination can be represented by a
linear function of them. That supposition is patently false in
the case of oxymora like “amiably inimical” or “quietly exu-
berant,” joinings of opposite terms whose meaning cannot be
accounted for in a linear fashion; however, there are reasons
to be wary of such seductions of literary language. In any
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case, the search for single words is a defining characteristic of
the lexical approach. But the question of how to select the
single words has no straightforward answer; a number of
decisions must be made.

A first decision concerns grammatical categories. Most
investigators, from Galton (1884) on, have concentrated on
adjectives (for an overview, see De Raad, 2000; Saucier,
Hampson, & Goldberg, 2000). Goldberg (1982) and De
Raad (1992) have studied type nouns, alphabetically running
from ace to zombie in American English, but there is a con-
sensus that this category does not add much (cf. extraverted
vs. an extravert) or consists of invectives that have uses
other than describing personality. A more interesting addition
to adjectives are personality-descriptive verbs, which run
from abandon to yield (not counting zap, zip, and zigzag) in
English, denoting acts that would be more characteristic of
one person than another. De Raad’s (1992) analyses of per-
sonality verbs and nouns, however, do not result in novel
content over the factors found in adjectives. The focus on
adjectives does not recoil significantly on the implicit defini-
tion of personality.

A second set of operations consists of exclusion cate-
gories, for example, moods (e.g., sad), body characteristics
(e.g., fat), social relations (e.g., subordinate), attitudes (e.g.,
progressive), and effects (e.g., famous). These exclusions are
unproblematic because the categories are outside the domain
of personality traits. Two other categories, however, deserve
special consideration. One is called mere evaluations (e.g.,
good). In the language of personality, content and evaluation
are intimately connected: On the one hand, neutral content is
hard to find; on the other, mere evaluation is equally scarce.
Tellegen (1993), in particular, has argued against excluding
this category and has shown that it contains variance over and
above the five factors (Almagor, Tellegen, & Waller, 1995).
Thus, the 5-D model entertains a conception of personality
that is somewhat sterilized with respect to evaluation.

The other problematic category is one that is invariably
included, containing adjectives denoting intelligence, capa-
bilities, talents, erudition, and the like—thus, the kind of
maximum-performance traits that have traditionally been dis-
tinguished from typical-behavior traits. This inclusion is not
an automatic consequence of the lexical approach; Ostendorf
(1990), for example, sharply distinguished between tempera-
ment and character on the one hand, and skills and talents on
the other, before joining the two sets of traits under the head-
ing of dispositions. One could simply state that the 5-D
approach has opted for the broader of the two definitions of
personality, including not only temperamental or stylistic as-
pects (most notably Factors I, extraversion-introversion, and
IV, emotional stability vs. neuroticism) and character (most

notably Factors II, agreeableness, and III, conscientiousness),
but also intellect, erudition, and the like (Factor V; see
Hofstee, 1994b). However, I voice some reservations regard-
ing that inclusive choice when discussing Factor V later.

A final operation consists of the exclusion of technical,
highly metaphorical, and otherwise difficult terms. As I
argued earlier, that procedure is probably not very conse-
quential with respect to the scientific concept of personality,
even though the literary loss is considerable. In constructing
the FFPI, however, Hendriks (1997) went one step further
and retained only items that were found perfectly compre-
hensible by students of lower professional education. Of the
1,045 brief expressions (e.g., Wants to be left alone) that
made up the pool from which the items were chosen, 34%
met this criterion. In a set of 195 trait-descriptive adjectives
carefully selected to cover the factors of the 5-D model, only
14% did. It is a sobering thought that the founding studies of
the 5-D model could not have been meaningfully carried out
with these respondents. Furthermore, this sharpening of the
comprehensibility criterion does appear to have conse-
quences for the content of Factor V, as is shown next.

The Credentials of the Fifth Factor

The most spectacular vindication of the 5-D model has been
brought forward by Ostendorf (1990). In the introduction to
his study, Ostendorf related that he viewed the model with
great skepticism at first, as the available American studies
were based on very small samples of trait variables that had
been composed using very subjective criteria (Ostendorf,
1990, p. 9). Not only this initial skepticism, but also the fact
that the replication was completely independent, started from
scratch, and was carried out in another language, added to the
credibility of the 5-D model. Ostendorf, however, expressly
included ability adjectives; consequently, his Factor V is a
clear intellect factor defined by such terms.

In our Dutch lexical project, subjects were asked whether
an adjective would fit in the framing sentence “he/she is
[adjective] by nature” (cf. Brokken, 1978) in order to deter-
mine an adjective’s prototypicality as a trait descriptor. Adjec-
tives like dull, gifted, capable, brilliant, one-sided, idiotic,
sharp, and ingenious received very low prototypicality ratings
(along with other categories of terms, most notably social-
effect adjectives like horrible, commonplace, and captivating).
In a selection of terms used by De Raad (1992) to establish the
replicability of the 5-D model in the Dutch language, terms
with low prototypicality were excluded; consequently, no
clear fifth factor appeared. In a Dutch-German-American
comparison (Hofstee, Kiers, De Raad, Goldberg, & Ostendorf,
1997), the correspondence between the American and German
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structures was higher than the match of either with the Dutch
structure, especially with regard to Factor V.

Plagued with feelings of intellectual inferiority, we took
drastic steps to better our lives. In constructing the item pool
for the FFPI (Hendriks et al., 1999), we expressly added 266
intellect items over the 1,045 constructed to cover the five
Dutch factors (see Hendriks, 1997, p. 19f). However, only
two of these 266 were judged to be perfectly comprehensible
by our students of lower professional education, who did not
connect to words like reflect, analyze, and contemplate. In a
PCA of the whole item pool, based on responses of more so-
phisticated subjects, typical intellect items like Thinks ahead,
Uses his/her brains, Sees through problems, Learns quickly,
Is well-informed, and their counterparts had sizable sec-
ondary or even primary loadings on Factor III, conscientious-
ness; pure markers of V(�) were items like Follows the
crowd, Copies others, and Does what others do. Conse-
quently, Factor V(�) was interpreted as autonomy. We were
thus unsuccessful in our attempts to arrive at an intellect fac-
tor. The autonomy interpretation of Factor V reappears in
Italian data (see De Raad, Perugini, & Szirmák, 1997).

A powerful competitor—if only by virtue of the wide-
spread use of the NEO-PI-R (Costa & McCrae, 1992)—to the
intellect conception of Factor V is its interpretation as open-
ness to experience. That construct does not come out of the
lexical approach; in fact, McCrae (1990, 1994) has used it re-
peatedly to argue the deficiency of that approach. The conse-
quent problem with such constructs, however, is that they do
not share the taxonomic status that is awarded by the lexical
paradigm. Furthermore, many of the NEO items in general,
and of the openness to experience scales in particular, would
not pass the comprehensibility test that was outlined earlier.
Brand (1994) predicted that both intellect and openness to
experience would correlate substantially with measured intel-
ligence (g) over the whole intellectual range of the popula-
tion. A special reason may be that subjects of modest IQ
would reject such items because they do not understand
them, and thus receive low scores.

Distinguishing Personality from Ability

The 5-D model seems to have contributed to a shifting em-
phasis from a narrow to a broad conception of personality.
That shift can hardly be objected to as such. Not only are both
intelligence and other personality traits stable and psycholog-
ically relevant, but they also combine with each other. An in-
telligent extravert may be found eloquent; a dull one may be
judged to be loudmouthed. In the study on 5-D profiles of
prototypical personality disorders (Hofstee, 1999) referred to
earlier, the narcissistic and antisocial profiles were relatively

close together, but that must be because the FFPI’s Factor V
has little to do with intellect: Sizable differences between the
two would be expected on measured intelligence (Millon,
personal communication, September 29, 1999). For a proper
assessment of personality, the inclusion of intelligence is
indispensable.

There is no good reason, however, to contaminate typical
behavior and maximum performance. On the contrary, there
are good reasons to separate the operations. One is that
objective measurement of intelligence is more scientific than
its assessment, however intersubjective that assessment may
be. Another is that methods are not neutral: Abilities and tests
of maximum performance are as closely associated as are
stylistic traits and assessments of typical behavior. To include
ability items in questionnaires can only obscure the view on
intelligence.

With respect to concepts of temperament and character,
state-of-the-art assessment would include a 5-D question-
naire as a baseline instrument, and novel concepts would
have to prove their added value against that background.
According to the same principle of parsimony, however, 5-D
factors have to prove their added value over measured intelli-
gence. Precisely because personality and intelligence belong
together, objective measures of intelligence should be in-
cluded in investigating the structure of personality. In view of
the scientific primacy of intelligence, its variance should be
partialled out of the questionnaire scores. While in the
process, attitudinal factors, which are out of bounds in most
definitions of personality, should be removed in the same
manner. They, too, are empirically correlated with certain
versions of Factor V, particularly with openness to experi-
ence (Saucier, 2002a). With these corrections, it is entirely
conceivable that little would remain of Factor V.

THE LINEAR APPROACH TO THE CONCEPT
OF PERSONALITY

The “Magical Number Five,” in the words of Goldberg
(1992b), is intricately connected with applying PCA to large
numbers of trait variables. Forerunners have been pinpointed,
most notably Tupes and Christal’s (1961/1992) analyses.
However, Tupes and Christal’s denomination of the fifth fac-
tor in terms of culture is now obsolete. On the other hand, if
the magical number had been found to be six, one could have
referred to another Cattellian’s (Pawlik, 1968) set consisting
of I Extraversion, II Cooperativeness, III Deliberate Control,
IV Emotionality, V Independence of Opinion, and VI
Gefühlsbetontheit (which is difficult to translate; the order in
which the factors appear has been adjusted to the present
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context). These examples of imperfect historical fit could eas-
ily be expanded upon. The five factors owe their consolidation
and impact to analyses of large data matrices that did not be-
come possible until the last decades of the twentieth century.

This section starts with setting out the strongest possible
case for PCA by presenting a classical (see Horst, 1965)
rationale for it. Next, it examines the grounds for the magical
number five. It then considers the so-named person-centered
approach as an alternative to PCA in certain contexts.

The Case for Principal Component Analysis

Applying PCA to a scores matrix is the logical consequence
of performing item analysis. In the general case, the aim of
item analysis is to maximize the internal consistency of one
or more scales based on the items; the exception whereby
items are weighted by their predictive validity is outside the
present scope. The basic idea of item analysis may be
expressed as follows: The investigator is aware that each
single item, carefully chosen as it may be, is an imperfect
operationalization of whatever construct it represents. But
the investigator has no better criterion against which to
gauge the validity of the item than the total score on the set
of equivalent items. Item analysis is thus a bootstrapping
operation.

Carrying this basic idea to its logical consequence pro-
ceeds as follows: At the first step, items are weighted accord-
ing to their association with the total score. Discarding items
on that basis would amount to arbitrarily assigning a zero
weight. That may be defensible in extreme cases where it is
evident for substantive reasons—albeit post hoc—that the
item does not belong in the set. In the general case, however,
all items would be retained.

By virtue of assigning weights to the items, however, the
total score has been replaced by a weighted sum. The implicit
rationale is that this weighted sum is a better approximation
of the underlying construct than was the unweighted sum. So
the logical second step would be to assign item weights ac-
cording to their association with the weighted sum. Thus an
iteration procedure has been started, the endpoint of which is
reached when convergence of weights and of weighted sums
occurs. At that point, the weighted total score is the first prin-
cipal component of the item scores (Horst, 1965). If the item
set is multidimensional, more than one principal component
is obtained, but the reasoning is essentially the same. 

Thus a particularly strong argument in favor of PCA is
that it is logically inevitable. Also, since the days of com-
puter scoring, any practical objections against calculating
weighted sums have disappeared: Sooner than applying 10
hand-scoring keys to a 5-D questionnaire (five keys for

positive items and five for negative items), one would put the
item scores on electronic file anyway.

Raw-Scores PCA

The present argument does not prejudice in favor of PCA as
it is usually conceived, namely, PCA of z scores or correla-
tion matrices. Rather, it refers to raw-scores PCA, with devi-
ation scores and their covariance matrices, or standardized
scores and their correlations, as special cases. Raw-scores
PCA should be performed on bipolar scores; for example,
scores on a five-point scale should be coded as �2, �1, 0,
�1, and �2: We (Hofstee, 1990; Hofstee & Hendriks, 1998;
Hofstee, Ten Berge, & Hendriks, 1998) have argued that a
bipolar representation of personality variables is appropriate,
as they tend to come in pairs of opposites. Thinking in terms
of all-positive numbers is a habit imported from the abilities
and achievement domain, where it does not make sense to
assign a negative score.

Raw-scores PCA implies an absolute-scale interpretation
of the Likert scale, rather than the conventional interval-scale
interpretation. These alternative interpretations have subtle
consequences for our conception of personality. The first of
these concerns the reference point. With relative, interval-
scale scoring, the population mean is the reference point. For
desirable traits, that reference point is at the positive side of
the scale midpoint (0), and vice versa. Thus a person with a
score of �.8 on a socialness scale with a population mean of
�1.1 (most people being found social), would be said to be
somewhat asocial, albeit in a relative sense, which however is
the only available interpretation when using interval scaling.
The unthinking adoption of interval scales from the domain
of intelligence and achievement may lead to a bleak view of
humankind, whereby a sizable proportion of the population is
judged more or less deviant. A poor comfort is that the pro-
portion is a bit less than 50% because the raw-score distribu-
tion is not symmetric. Taking the scale midpoint seriously
solves the problem; it prevents a positive judgment from
being translated into something unfavorable and vice versa,
based on an inappropriate convention.

The second way in which absolute and interval scale con-
ceptions differ concerns spread. Using a five-point scale,
most items have standard deviations close to 1, as the preva-
lent responses are �1 and �1; thus the difference between
absolute and interval scaling is not dramatic in this respect.
But extremely favorable and unfavorable items obtain
smaller standard deviations. The effect of standard PCA and
interval scoring procedures is to increase their impact on the
total score. It would seem that this is also an unintended con-
sequence rather than a deliberate effect.
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In sum, item scoring through weights obtained by raw-
scores PCA deserves more consideration than it has received
so far. The standard objection to treating scores on a Likert
scale as absolute is that strong assumptions would be im-
posed on the data. I am unable to see the validity of that
argument. So-called weak models may in fact be very strong:
To assume that the midpoint of a personality scale has no
meaning and, consequently, that respondents’ evaluations can
be reversed, is about as strong as hypothesizing, for example,
that a large proportion of the population cannot be trusted. At
the very least, the absolute conception of Likert-scale scores
is no more indefensible than the interval conception.

A Review of the Grounds for the Number Five

A way to obtain many principal components is to analyze ma-
trices with large numbers of variables, in this case single trait
descriptors. Earlier, limitations on computing capacity virtu-
ally prevented the number of trait variables from being much
larger than the 35 employed by Tupes and Christal (1961/
1992). With the expanding power of computers, however, it
became feasible to analyze the very large numbers of vari-
ables that were needed to justify claims of representativeness
if not exhaustiveness. However, the sorcerer’s apprentice
problem then becomes keeping the number of factors from
getting out of hand. With hundreds of variables, it will take
many factors to get down to the time-honored “eigenvalue 1”
threshold; for example, the 20th factor in Ostendorf’s (1990)
PCA of 430 traits still has an eigenvalue of 3.

Hofstee et al. (1998) proposed a more stringent criterion
based on the alpha reliability of principal components, which
is approximately 1� 1/E with large numbers of variables, E
being the eigenvalue of that principal component. Setting the
minimum alpha at .75, an “eigenvalue 4” threshold results
(E = 1 gives � = 0). Using this criterion, Ostendorf (1990)
should still have set the dimensionality of the personality
sphere at about 14 rather than 5; with even larger numbers of
traits, the dimensionality would only increase. There can be
no doubt that the 5-D model discards linear composites of
traits that are of sufficient internal consistency, and would
add to the number of dimensions. It is of interest to note that
the most prominent 5-D questionnaire, Costa and McCrae’s
(1992) NEO-PI-R, in fact postulates 30 dimensions rather
than 5, as each of the 30 subscales is deemed to have specific
variance in their hierarchical model. (The five second-order
factors do not add to the dimensionality, as they are linear
combinations of six subscales at a time.)

An entirely valid pragmatic reason to restrict the number
of factors is parsimony. The first principal component is
the linear combination of traits that explains a maximum of

variance; the second maximizes the explained variance in the
residual, and so on. Consecutive factors thus follow the law
of diminishing returns. Next, the scree test acts on the amount
of drop in eigenvalue between consecutive factors; it thus
signals points of increasingly diminishing returns. Using the
scree test, Brokken (1978) retained 6 principal components in
a set of 1,203 trait adjectives; Ostendorf (1990) retained 5.
However, the scree test does not offer a unique solution;
Ostendorf, for example, could have opted for an 8-factor so-
lution on that basis. Neither PCA nor the scree test dictates
the number of five.

Does replicability of factors provide a cogent criterion
for the dimensionality of the space? That depends on how
the term is understood. If one and the same large trait list were
administered to large samples from the same population, the
number of replicable factors would in all likelihood exceed
five. At the other extreme, when independent, “emic” replica-
tions of the lexical approach in different languages are under-
taken, the number tends to be in the order of three (De Raad
et al., 1997; Saucier et al., 2000) rather than five, Ostendorf’s
replication being an exception. Saucier, Hampson, and
Goldberg list 18 points on which such studies might diverge
and recommend methodological standardization. A familiar
objection is that standardization leads to premature closure of
the issue: Not only would the outcome depend on arbitrary
choices, but moreover one could not tell anymore what makes
a difference and what does not. It would be preferable to use
these points for studies on whether and how the number varies
in function of differences in approach.

In sum, the number five takes on the character of a point
estimate in a Bayesian credibility function on an abscissa that
runs from 0 to some fairly large number, with the bulk of the
density stacked up between 3 and 7. As with other empirical
constants, the uncertainty does not so much result from ran-
dom error as from the interplay of diverging arguments and
specifications. In any case, the number should be taken with
a grain of salt.

The Person-Centered or Typological Approach

A familiar critique of trait psychology is that it loses the
individual from sight (see, e.g., Block, 1995; Magnusson,
1992). A set of alternative operations is available under labels
such as type or person-centered approach; it comprises
Q-sorts in preference to Likert scales, longitudinal designs to
assess the dynamics of personality, and cluster analysis of
persons rather than PCA of variables. Recent empirical stud-
ies (e.g., Asendorpf & Van Aken, 1999; Robins, John, Caspi,
Moffit, & Stouthamer-Loeber, 1996) concentrate on the three
“Block” types: resilient, overcontrolled, and undercontrolled.
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I document the relativeness of the opposition between the
person-centered and variable-centered paradigms (see also
Millon, 1990) but try to do justice to a real difference in their
ranges of application.

Persons in Principal Component Analysis

Unlike factor analysis proper, in which factor scores are
hardly more than an afterthought, PCA offers a fairly sym-
metric treatment of individuals and variables. One could ro-
tate a matrix of scores on principal components to simple
structure and characterize individuals by the person factor on
which they had their highest score. In an even closer approx-
imation to the person-centered approach, factors and load-
ings may be rescaled such that individuals receive loadings
and variables receive factor scores. That is not precisely the
same thing as performing Q-factor analysis, as the scores still
become standardized per variable instead of per individual as
in Q-analysis; but the two operations would be mathemati-
cally identical in the case of raw-score PCA. If the argument
in favor of raw-score PCA is accepted, the difference
between variable-centered and person-centered analysis re-
duces to a set of scaling constants and rotation criteria being
applied to one matrix rather than another, which is hard to get
excited about.

Variables and Types

An orthodox typological solution may be viewed as a binary
matrix of persons by types with one 1 per row, representing
the type to which that person is assigned, and 0 scores in the
remaining cells. At the other extreme, each person could be
given a score for each type on a continuous scale, represent-
ing the extent to which that person corresponds with that
type, thereby treating the types as continuous variables. The
orthodox solution could be reconstructed from that matrix by
selecting the highest score per row and dichotomizing ac-
cordingly. Intermediate, liberalized typological solutions
(Millon, 1990) could also be derived, most notably through
matrix-wise dichotomization of the continuous scores. In the
liberalized solution, some persons would appear to be as-
signed to more than one type, whereas some others would fail
to meet the threshold for any type at all. The types would no
longer be orthogonal in the way they are forced to be accord-
ing to the orthodox solution; so one could correlate the types,
factor analyze them, and the like.

To those who would find this methodological play with
types improper, there is a perfectly serious answer. In the ideal
case, a diagnosis is performed by an infinite number of inde-
pendent experts. Experts do not agree perfectly in all cases.

Thus the sum or average of even their orthodox typological
solutions would give precisely the kind of matrix of continu-
ous scores introduced in the earlier argument. In a scientific
(in the sense of intersubjective) conception of types, the con-
tinuous matrix is the primitive case, not the binary matrix. The
primitive case arises not because types (or even personality
variables in general) are necessarily continuous as such, but
because of the tacit third dimension of the matrix.

Q-Sorts and Likert Scales

Investigators working in the person-centered paradigm prefer
ipsative scores, as they would represent intra-individual
rather than interindividual comparisons. Varieties of ipsative
scoring are row standardization, which fixes the means and
standard deviations, and forced distribution, whereby all
moments are fixed. Q-sorts automatically result in forced-
distribution scores (unless the number of items in the “most
applicable” to “least applicable” categories is not fixed, in
which case, however, the method is indistinguishable from
using a Likert scale).

Like orthodox typologies, ipsative scores may be con-
structed from continuous “interactive” scores, in this case by
standardizing over variables or by forcing a distribution on
them. One might object that Q-sorts are different in principle
from Likert-scale scores, but that remains to be seen. In the
first place, judges need not respond the way we instruct them
to. If I am asked, by way of intra-individual comparison,
whether I am (or John is) more reliable than friendly, I may
well respond against the background of people in general; it
could even be argued that the question is meaningless with-
out that background. Conversely, when confronted with a
standard personality questionnaire, intra-individual consider-
ations might well enter into my response process. It is thus ar-
guable that all responding is interactive. In the second place,
Q-sorts are used to compare people, therefore, interindividu-
ally: If John is said to be of Type A whereas Mary is not, the
intra-individual level is automatically surpassed.

The effect of ipsatization is to remove interindividual dif-
ferences in elevation and spread (and skewness, kurtosis, and
so on) of the responses. The operation thus implies a view
of personality in which such individual differences have
no place. Surprisingly, that view appears to be shared by
some unadulterated trait researchers, most notably Goldberg
(1992a) and Saucier (1992; see, however, Saucier, 2002a).
Their rationale, however, has nothing to do with an emphasis
on intra-individual differences. Rather, they use ipsatization
of Likert-scale data to remove differences in scale usage, in
other words, response sets. Whatever the rationale is, the
implication needs to be examined in detail.
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Removing differences in elevation and spread prevents one
person from having more traits than another, as well as from
being more extreme. Correcting for elevation is quite defensi-
ble in the special case where the variable set is completely bal-
anced (i.e., consists of opposites like reliable and unreliable).
Except in a fairly poetic manner, it hardly makes sense for a
person to be both more X and un-X than another; it is more
parsimonious to attribute such a response pattern to excentric
scale use, traditionally denoted as the acquiescent response
set. Hofstee et al. (1998; see also Ten Berge, 1999) presented
ways to correct for excentric responding. However, if the vari-
ables set is not balanced, correcting for elevation removes
content and social desirability variance. In the most elemen-
tary case, John is prevented from being both more friendly and
reliable than Mary. That consequence is infelicitous.

The person-centered approach is thus subject to an irony
of fate: An intention (a proper approach to personality) mate-
rializes into an operation (ipsative scoring) that appears to
cradle aversive implications (for the very concept of person-
ality). Ipsatization would do the job in a strictly idiographic
approach, but that condition is not fulfilled: By virtue of the
fact that one and the same method and vocabulary is applied
to more than one person, interindividual comparison auto-
matically creeps in. It may make sense to separate ipsative
and normative components of a scores matrix by representing
the latter as a vector containing the person means. Discarding
that vector, however, has the effect of flattening the concept
of personality. Essentially the same argument applies to indi-
vidual differences in spread (and other moments of the score
distribution).

Dynamics

Analytically, a dynamic approach to personality, as advo-
cated by person-centered investigators, may mean either of
two things: taking the time or growth dimension into account,
and interpreting traits as an intra-individual pattern, there-
fore, in a nonlinear fashion. The dynamic approach thus
stands in opposition to an orthodox trait approach, which is
static and linear.

However, dynamics are easily accommodated in the
individual-differences paradigm. A chronological series of
assessments pertaining to an individual may be conceived as
an extension of the scores vector. In a multiple prediction of
some criterion, the question then becomes whether, for ex-
ample, last year’s emotional stability has incremental validity
over today’s. Alternatively, a (fitted) growth curve may be
represented by its first derivative representing growth speed,
its second derivative representing growth acceleration, and
so on, in addition to the overall score of that individual.

Again, the derivatives function as extra traits. Similarly,
pattern interpretation may be represented by introducing
extra predictors, in this case, moderator or interaction terms
formed by multiplication of predictors. Thoroughbred trait
psychologists would argue that growth and pattern scores
cannot be expected to have incremental validity, but that
is not an objection of principle. What this brief analysis
shows is that the two paradigms are not ideologically incom-
patible but appear to consist of different generalized expecta-
tions regarding the relevance of growth and moderator terms.

A final wording of the moderator issue is whether single
predictors may receive different weights according to the indi-
vidual in question; thus, whether Mary’s emotional stability
may be less relevant in predicting her performance as a pursuit
plane pilot than is John’s. Again, there is no a priori reason
why the weights should be uniform.Atechnical problem is that
the Pearson correlation is undefined in the single case; how-
ever, raw-score association coefficients like Gower’s (1971)
and Zegers and Ten Berge’s (1985) can do the job. Their appli-
cation to the single case also gives a precise expression to
the otherwise elusive idea of intra-individual trait structure.
The Gower coefficient for the general case is the mean of the
single-case coefficients; it thus writes interindividual structure
as the mean of intra-individual structures, thereby joining two
paradigms of personality that are usually brought in opposition
to each other. This integration is still another reason for taking
raw scores seriously. An empirical problem, however, is that
individual weights may be extremely unstable. However, the
same holds for intra-individual structure.

Ranges of Application

After digesting a number of red herrings, what remains is a
matter of conventional preference. The trait psychologist rep-
resents the person as a vector of scores on a continuous scale,
whereas the typologist would prefer a single qualification on a
binary (applicable vs. not applicable) scale. Taking a sophisti-
cated trait model incorporating growth and moderator effects,
the person-centered approach is a special or degenerate case
of it, and can therefore not be psychometrically superior in
any respect. To justify the type approach, a different perspec-
tive should be adopted. To that end, I distinguish between a
context of prediction and a context of communication.

Given the same basic materials, there can be no reasonable
doubt that the trait approach is superior in a predictive con-
text. On the one hand, typing consists of discarding informa-
tion that is potentially valid. On the other, it introduces
dynamic predictor terms whose empirical status is highly
dubious; therefore, even an orthodox trait approach may be
expected to do better upon cross validation.
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Ironically, the 5-D approach meets with ambivalence from
the side of its very proponents in predictive respects. McCrae
and Costa (1992) and Jang and others (1998) have empha-
sized the incremental validity of the 30 subscales of the
NEO-PI-R (Costa & McCrae, 1992) over its five factor
scales, thereby implicitly questioning the 5-D model as an
adequate representation of personality. The psychometric
value of such arguments, however, is quite limited. Principle
component analysis capitalizes on the common variance in
the predictor set; successive residuals follow the law of di-
minishing returns. So does validity, unless in some magical
and unintended way specific variance would be more valid
than common variance.

The value of the type approach is to be found at a differ-
ent, pragmatic level, at which personality is a subject of com-
munication between a diagnostician and a therapist (in the
wide sense of someone who is going to work with the indi-
vidual, possibly the individual him- or herself). Human dis-
course and cognition being what they are, it makes little sense
in that context to exchange vectors of continuous scores. Pro-
fessional communication is better served by an attempt to
capture the essence of the individual’s personality in a vivid
and suggestive picture. To insist on using a trait paradigm in
this context is to ignore the human element at the receiving
end of a communication.

In the end, the two sets of operations appear to refer to dif-
ferent conceptions of personality-in-context rather than
personality-in-vitro. The trait approach is geared toward au-
tomated predictive procedures in which substantive consider-
ations do not even surface. The type approach caters to
human receivers of personality information. Which of the
two scripts is appropriate in a particular case is difficult to say
in abstract terms. A personnel selection situation, for exam-
ple, may be conceived in predictive as well as in communica-
tive terms; the same goes for a clinical intake situation. The
emphasis here is on distinguishing the scripts: Predicting on
the basis of types and communicating in terms of traits are
both arguably deficient.

HIERARCHICAL AND
CIRCUMPLEX STRUCTURES

In a hierarchical model, trait concepts are seen as specifica-
tions of broader traits, which in turn may be grouped under
the heading of supertraits. In a circumplex model, trait vari-
ables appear as combinations of each other; they form a
network in which all concepts define each other in a recursive
manner, without subordination or superordination. In mixed
models, all variables and factors are equal, but some are more

equal than others because they explain more variance or are
assigned privileged status for conventional reasons.

This section contains an evaluation of trait taxonomies
that have been proposed or implied, and it works its way to-
ward a family model that may be acceptable by way of inte-
gration. However, it should be kept in mind that taxonomies
are subject to contradictory demands, namely, conceptual and
communicative simplicity on the one hand, and adequate
coverage of empirical reality on the other.

The Principal Component Analysis Plus
Varimax Taxonomic Model

In its elementary form, the Big Five structure consists of a
varimax rotation of the first five principal components taken
from a large heterogeneous set of trait adjectives (see, e.g.,
Ostendorf, 1990). Whether this result is intended as a model
in any proper sense is irrelevant, as it evidently functions like
one: People receive scores on the Big Five, and these scores
are interpreted as their personality structure—specifically, an
orthogonal structure according to which these factors vary
independently over persons.

Goldberg (1993a) articulated that the model in question
may be viewed as hierarchical: Items specify scales, and
scales specify factors. This argument presupposes simple
structure, but that condition is not fulfilled. A concomitant
and very widespread notion is that the Big Five are “broad”
(in the sense of fuzzy) factors of personality. 

The Implicit Assumption of Simple Structure

Simple structure, in which each variable loads on only one
factor and factors exhaust the common variance would be
hierarchical indeed: Each variable would be a specification of
only that factor; a particular factor could legitimately and
meaningfully be interpreted in terms of the variables that load
on it. The interpretation would not surreptitiously introduce
other variance common to some subset of the variables in
question.

In empirical practice, however, variable structures are so
overwhelmingly complex—as opposed to simple—that the
hierarchical model functions as an obstacle to proper concep-
tualization: The practice of interpreting factors on the basis of
their highest loading items, which would be appropriate
under simple structure, is quite erroneous if the condition is
not fulfilled. For to the extent that some of the highest load-
ing items share other common variance, factor interpretations
become contaminated. For example, an extraversion factor
easily receives a social interpretation (sociability, social ex-
traversion, and the like; for an overview, see Digman, 1990)
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because many high-loading items have positive secondary
loadings on agreeableness.

The Alleged Broadness of Factors

Under conditions of actual simple structure, factors could be
called broad in a hierarchical sense, as they capture the com-
mon variance of a number of variables. Even then, factors are
not broad in a conceptual sense but rather more narrow than
variables, as their internal consistency is higher and their
angular position in the trait space is thus more fixed. A g fac-
tor of intelligence, for example, is not a broadband but a high-
fidelity measure of some latent trait.Afortiori, there is nothing
broad about a Big Five factor based on a particular domain of
trait variables. For lack of actual simple structure, it does not
encompass a sizable number of lower level items or scales.
The meaning of a factor, even if latent, is much more precise
in a psychometric sense than is the meaning of the variables
on which it is based. In that domain of variables, a set of five
rotated principal components covers more variance than does
any other set of five linear combinations, but “broadness” is an
inappropriate and misleading term for that.

In another terminology, to view the Big Five as broad fac-
tors is to treat them as a circumplex structure. In a regular
two-dimensional circumplex, the plane is sliced into a num-
ber of angular segments (e.g., 12 segments). Variables within
a segment form a homogeneous set. A special case is simple
structure, in which “mixed” segments are empty, as in
Figure 10.1, panel A. The actual situation, however, is closer
to panel B, amounting to a circumplex with four segments, of
which two are well filled. These segments contain very het-
erogeneous sets of variables; two of those variables may even
be orthogonal to each other. The very specific meaning of the
factor is thus not adequately captured by the broad array of
variables that have their primary loading on it.

Marker Variables

The interpretation problem would be solved if stable marker
variables could be found, that is, trait terms that load exclu-
sively on one factor. Goldberg (1992a) presented such sets of
psychometric synonyms, for example, extraverted, talkative,
assertive, verbal, bold, and five other terms for the positive
pole of the extraversion factor. A minor problem with this
interpretation strategy is that markers for some factor poles
are difficult to find, for example, markers for emotional sta-
bility. A major problem is that marker sets appear to be no
longer orthogonal in fresh samples or upon translation. Any
two homogeneous sets of traits may be expected to correlate
positively if both are desirable or if both are undesirable,
negatively if they are opposite in that respect; neutral sets
hardly exist. Orthogonal sets may be selected in a sample, but
they will regress to obliqueness upon cross validation. On the
basis of a large-scale study, Saucier (2002b) has developed
marker scales that appear to be robustly orthogonal within his
several data sets and might thus defy the present analysis.
Still, one would have to wait and see how they do in another
laboratory, for example, when transported abroad.

The obliqueness problem (see, e.g., Block, 1995) cannot
be answered by the truism that varimax-rotated factors are by
definition orthogonal. The missed point is that they have no
interpretation—not because they are broad or fuzzy, but be-
cause any interpretation in terms of sets of variables is biased.
To interpret a Big Five factor properly, one would have to
perform and communicate a suppression operation, such as
the following: Factor I is what remains of extraversion after
suppressing any connotation of agreeableness or socialness
that may be associated with it, however firmly; Factor V is a
residue of intellect or openness to experience after subtract-
ing a virtually indissoluble tinge of energy, which rather
belongs to Factor I. That is a bit much to ask.

Figure 10.1 Prototypical simple-structure (A) and semicircumplex (B) configurations.

(A) (B)
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In conclusion, the PCA plus varimax set of operations
leads to an inadequate representation of personality. The
argument is not that traits are correlated, in any metaphysical
sense: For purely predictive purposes, linear regression of
criteria on orthogonal factors is a perfectly defensible ap-
proach. What was stressed is the conceptual risk of starting to
talk in Big Five terms, either among experts or with others.
Conceivably, we could keep our mouths shut, but in practice
that is too high a price to pay.

The PCA plus varimax model has been imported into per-
sonality from the domain of intelligence research. The ques-
tion arises whether it is appropriate in that domain. I
(Hofstee, 1994c) have argued that it is not. The empirical
structure of intelligence variables is an n-dimensional sim-
plex (the all-positive quadrant of an n-dimensional sphere)
characterized by positive manifold and lack of simple struc-
ture. Treating it as an orthogonal simple structure gives rise to
biased conceptualizations of the underlying dimensions and
inadequate representation of the domain. Essentially the
same objection holds for the domain of personality.

The Double Cone Model

A seminal attempt at a specific structure model of personality
in the 5-D framework is Peabody and Goldberg’s (1989) dou-
ble cone, based on Peabody’s (1984; see also De Boeck,
1978) work on separating descriptive and evaluative aspects
of trait terms. It focuses on the first three Factors; the smaller
factors IV, emotional stability, and V, intellect, are treated
as separate axes orthogonal to the sphere that is formed by
the bigger three: I Extraversion, II Agreeableness, and III
Conscientiousness.

The double cone model may be envisaged as follows:
Take a globe with desirability as its north-south axis, so that
all desirable traits are on the northern hemisphere and
their undesirables opposites are on the southern hemisphere
in the antipode positions. Apply an orthogonal rotation to the
Factors I, II, and III such that their angular distances to
the desirability axis become equal, namely, 54.7 deg with
cosine 1/3. Draw a parallel of latitude at 35.3 deg (close to
Kyoto and Oklahoma City) through the positive endpoints of
the Factors I, II, and III, and another one (close to Sydney and
Montevideo) through the negative endpoints. Connect each
possible pair of antipode points on the two circles by a vector.
Together, these vectors form the double cone. The model rep-
resents empirical trait variables by their projection on the
closest model vector.

The double cone was designed to embody a particular tax-
onomic principle, informally referred to by insiders as the

Peabody plot and named chiasmic structure by Hofstee and
Arends (1994). A classical example of a chiasm is

Thrifty Generous

Stingy Extravagant

In Peabody’s reasoning, this configuration arises by pitting a
content contrast (i.e., not spending vs. spending) against a so-
cial desirability contrast (thrifty and generous vs. stingy and
extravagant). In the double cone model, chiasmic structure
recurs in the shape of Xs that are formed by vertical slicings
through the center of the double cone. On the Northern circle,
we would have thrifty and generous at opposite longitudes;
on the southern hemisphere, stingy and extravagant. More
generally, descriptive and evaluative aspects are represented
by longitude and latitude, respectively.

Evaluation of the Double Cone Model

The model is readily generalized to five dimensions, although
it loses some of its aesthetic appeal in the process: Take all 10
subsets of 3 out of the 5 factors, that is, the I � II � III, I �

II � IV, through III � IV � V subsets, and treat each of these
spheres in the manner just sketched. The generalized double
cone thus consists of a Gordian knot of 10 three-dimensional
double cones in the 5-D space sharing their vertical (desir-
ability) axis, or 10 pairs of latitude circles. There is no valid
reason why the range of the chiasmic structural principle
should be restricted to a particular subset of three dimensions.
But the model easily passes the generalizability test.

It is not entirely clear whether the algorithm for analyzing
the data as used by Peabody and Goldberg (1989) is consistent
with the model. Via Peabody (1984), the reader is referred
to an algorithm proposed by De Boeck (1978). De Boeck’s
procedure, however, sets the I, II, and III dimensions orthog-
onal to the desirability axis, rather than at 54.7 deg. Still, it
is certainly possible to design an algorithm that would be
consistent with the double-cone model.

The next question, however, concerns fit. That may be
tested by assessing the quality of chiasms that are generated
by the model. Hofstee and Arends (1994, Table 1) present
chiasms derived from Peabody and Goldberg’s (1989) mate-
rials. An example is

Forceful Peaceful

Quarrelsome Submissive

The content contrasts in this and in other examples are not
convincing. The reasons are not hard to find. First and most
important, the cone structure supposes an angular distance of
only 109.5 deg between terms that should form a content
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contrast, like forceful-peaceful and quarrelsome-submissive.
Second, 5-D factors have different angles with the desirabil-
ity vertical axis: II�, agreeableness, for example, is much
further north than is I�, extraversion. When these angular
distances are forced to be equal, as in the model, content con-
trasts become contaminated by a desirability contrast. In the
example, peaceful is more desirable than forceful; therefore,
to the extent that they are at all judged opposite, that is partly
an artifact of a desirability difference.

It is fair to conclude that the double cone does not model
the underlying principle of chiasmic structure in an optimal
way. One could refine the model, but there is no need to do
so: Hofstee and Arends (1994) showed that the Abridged Big
Five circumplex (AB5C; see Hofstee, De Raad, & Goldberg,
1992) model to be discussed later can account for chiasmic
structure, and generates credible chiasms:

Daring Cautious

Reckless Timid

In two experiments, participants judged content contrasts
taken from AB5C chiasms to be superior over double cone
contrasts. This is not to say that chiasmic structure exists:
Hofstee and Arends reiterate a point already taken by
Peabody (1967) himself, namely, that desirability and content
cannot be separated. So the best one can do is create a chias-
mic illusion, as in the previous example. The algorithm goes
as follows: Take a particular circumplex; draw a diameter
separating desirable from undesirable traits; select two traits
on different sides of the diameter but close to it and to each
other, for example, cautious (slightly desirable) and timid
(slightly undesirable); together with their opposites, they cre-
ate the chiasmic illusion. It arises because in this case the
alleged content contrast is formed by two terms with an an-
gular distance that is only slightly less than 180 deg, instead
of 109.5 deg as according to the double cone model.

Do Chiasms Have a Future?

The double cone model was shown to be generalizable; it
may be possible to design a refined version by widening the
angle between content opposites, amounting to oblique
rotation. The more basic questions that remain, are What is
the taxonomic status of the underlying principle of chiasmic
structure? and What does it do to our conception of per-
sonality?

Whatever the refined model would be, it would focus on
traits that are close to the equator of a hypersphere whose
vertical axis is desirability: The model would focus on fairly

neutral traits. They form a small minority, so the focus
would be on a counterrepresentative subset of personality
variables. On the one hand, there is something venerable (to
use Saucier’s, 1994, term) to such a value-free approach;
personality psychologists, like everybody else, would prefer
practicing a discipline that is not submerged in extrascien-
tific values. On the other, desirability is not fruitfully consid-
ered as a mere response set or other artifact that is to be
separated from content: Hofstee and Arends (1994) empha-
sized that even in the classical example of chiasmic structure
cited earlier, stinginess is not merely undesirable thrift, but
an asocial version of it, whereas generousness differs from
extravagance in being prosocial; therefore, the evaluation
contrast is in fact one of content, as in the AB5C model. So
the most realistic conclusion is that chiasmic structure and
related models cannot be central to the concept of personal-
ity, even though they may have their place in specific
contexts (see Saucier, 1994; Saucier, Ostendorf, & Peabody,
2001).

Central features of the double cone model, however, ap-
pear to be valuable by themselves. One is the “circular pat-
tern” (Peabody & Goldberg, 1989, p. 556), as opposed to
simple structure, that is embodied in the model. Another is
orienting the trait space toward desirability as its reference
axis. These points are taken up later when developing an
integrative family of structure models.

Generalized Circumplexes

In circumplex models, traits are assigned to segments of a
circle and are thus represented by their projection on the
bisectrix of that segment. Circumplexes picture tissues or
networks of traits: Contrary to hierarchies, circumplexes
have no superordinate and subordinate concepts. Eysenck
and Rachman (1965), for example, represented Hippocrates’
melancholic, choleric, sanguinic, and phlegmatic types as
mixtures of the positive and negative poles of neuroticism
and extraversion; presumably, however, Hippocrates would
have preferred a rotation by which an extravert is a mixture of
the choleric and sanguinic types, neuroticism is what melan-
cholics and cholerics have in common, and so on. Circles
enjoy full freedom of rotation.

Circles generalize to spheres, and spheres generalize to
hyperspheres—particularly, in this context, to the 5-D hyper-
sphere. An early example of a 3-D structure is Heymans’s
(1929) temperament cube. Not until the end of the twentieth
century, however, did 5-D researchers (Hofstee et al., 1992;
Saucier, 1992) construct circumplexes of more than two
dimensions.
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Heymans’s Cube

Heymans (1929) constructed a network model with three
dimensions—emotionality, primary versus secondary function
(comparable to extraversion-introversion), and activity—
forming the axes of a cube. Types are located at each of
the eight vertices of the cube, among which are the four
Hippocratic types; for example, the sanguinic type is at the
vertex where low emotionality, primary function, and high
activity meet.

Heymans tended to conceive the temperament space as
unipolar: The type characterized by the absence of emotion-
ality, activity, and secondary function is named amorphous.
One amendment therefore is to move the origin of the trait
space to the center of the cube. Next, it is difficult to conceive
of activity and primary function as orthogonal; different
dimensions (and types) would be chosen in a contemporary
three-dimensional model. Finally, one would prefer rounding
the cube to a sphere. On the one hand, it is thus gratifying to
note that time has not stood still, and that Heymans’s cube is
now obsolete by reasonable standards. On the other, it is
equally gratifying to recognize Heymans’s model as a fore-
runner of the generalized circumplexes that did not appear
until the end of the twentieth century.

Saucier’s Rhombicuboctahedron

Saucier (1992) presented an integration of interpersonal and
mood circumplexes and the Big Five Factors I, II, and IV. He
drew attention to the fact that simple structure does not mate-
rialize in these domains; many variables are interstitial in that
they are closer to the bisectrix of the angle between two fac-
tors than to the factors themselves. When simple structure is
nonetheless imposed, interstitial variables are likely to be
assigned to different factors by different investigators, even
though the positions of variables and factors are closely
comparable. Saucier constructed 6 bipolar scales as bench-
marks for the interstitial positions, in addition to the 3 bipolar
factor markers: a I�II� versus I�II� scale (friendly vs.
unfriendly), a I�II� versus I�II� scale (dominant vs. sub-
missive), and so on. He depicted the resulting trait struc-
ture as a rhombicuboctahedron, a prism showing the 18
(i.e., 2 � [3 � 6]) unipolar benchmarks as facets.

Saucier’s model may be alternatively conceived as an
abridged three-dimensional circumplex, depicted by three or-
thogonal circles based on two of the three factors at a time.
Each circle contains two bisectrices of the angles between the
factor axes; in the model, a variable is represented by its pro-
jection on the vector (out of 9 bipolar or 18 unipolar vectors)

to which it is closest. This representation has the advantage
that it is easily carried to the fifth dimension (discussed later).
Saucier showed that the I � II � IV sphere was the most in-
terstitially structured of all 10 spheres that are contained in the
5-D hypersphere; that difference, however, is quite relative in
view of the many mixtures involving Factors III or V.

Like Wiggins’s (1980) two-dimensional interpersonal cir-
cumplex, Saucier’s model uses octants, which are 45 deg
wide, corresponding to a correlation of .707. Therefore, the
variables assigned to such a segment may still form a fairly
heterogeneous set. Hofstee et al. (1992) distinguished traits
that had their primary loading on one factor and their sec-
ondary loading on another (e.g., I�II�; sociable, social) and
traits with a reverse pattern (II�I�; merry, cheerful). This
strategy amounts to slicing up a circle into 12 clock segments
of 30 deg, corresponding to a correlation of .866. A reason for
making these finer distinctions is that 30 deg is about the
angular distance at which vectors are still given the same sub-
stantive interpretation (Haven & Ten Berge, 1977). If this
amendment is worked into Saucier’s model, it becomes
identical to a three-dimensional version of the abridged
circumplex.

The Abridged Big Five Circumplex Model

The AB5C model consists of the 10 circumplex planes that
are based on 2 of the 5 factors at a time. Thus, variables are
represented by their projections on the closest plane or, more
precisely, on the closest of the 6 bipolar clock vectors
(running from 12 o’clock to 6 o’clock, 1 to 7, and so on) in
that plane. The hypersphere contains large empty spaces be-
tween the model planes, so it may look as if the abridgement
is rather drastic. However, varimax rotation puts the variables
as close to the planes as possible; Hofstee et al. (1992)
showed that it does a better job at this than at maximizing
simple structure, which is putting the variables as close to
the single factors as possible. Thus, representing traits by
their two highest loadings seems acceptable; a model includ-
ing tertiary loadings is entirely conceivable, but it would be
much more complex and add very little.

More aptly than by a spatial configuration, the AB5C
tissue is depicted by a table using the 10 factor poles (I�, I�,
II�, II�, and so on) as both warp and weft, the column de-
noting the primary loading, and the row, the secondary load-
ing of the traits assigned to a cell. Of the 100 cells in that table,
the 10 combinations of the positive and negative poles of the
same factor are void; the remaining 90 contain the unipolar
facets generated by the model. The gain over the simple-
structure model is enormous. That model accommodates only
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relatively pure factor markers, that is, traits assigned to the 10
diagonal (I�I� to V�V�) cells of the table. If simple struc-
ture would in fact materialize, most if not all of the variables
would be found in those cells. If, on the other hand, the em-
pirical structure is essentially circumplex, only 11.1% of
the variables would find their way to the diagonal cells. In
Hendriks’s (1997) analysis of 914 items, 105 (11.5%) ended
up in those cells. That illustration is as dramatic as is the per-
centage of variables that would have to be discarded in a
proper application of the simple-structure model.

In the discussion of the person-centered approach, I intro-
duced a distinction between the contexts of prediction and
communication. Against that background, it should be noted
that the predictive gain of the off-diagonal AB5C facets over
the five principal components is nil, as the facets are linear
combinations of the components. However, they do serve
conceptual, interpretive, and communicative purposes. An
individual’s profile of scores on the FFPI, for example, may
be typified by that person’s single most characteristic facet;
thus, for example, a person whose highest score is on factor
V� and whose second highest score is on III� may be char-
acterized by the cluster of expressions and adjectives that
form the V�III� facet (Knows what he/she is talking about,
Uses his/her brains, Sees through problems, and the many
other items listed by Hendriks, 1997, for this “Tight Intelli-
gence” facet). One or more of these catch phrases should be
more effective than presenting a 5-D profile or even the
subset based on the scores in question (“This person is pri-
marily someone who Thinks quickly [V�], and secondarily
someone who Does things according to plan [III�]”).
Furthermore, at the theoretical level the AB5C model ac-
counts for a large number of concepts that do not coincide
with the five Factors but are quite adequately reconstructed as
their mixtures.

Another way to document the flexibility of the AB5C
design is in noting that it incorporates features of both
oblique rotation and cluster analysis on an orthogonal basis.
Oblique rotation as such does not solve the simple-structure
problem when the configuration of variables is essentially
circumplex. However, the insertion of oblique model vectors
enables one to capture relatively homogeneous clusters of
traits. That function is also served by cluster analysis proce-
dures, but they lose sight of the dimensional fabric of the
structure and the recursive definitions of clusters.

With respect to predictive purposes, the loss incurred by
adopting the AB5C model is quite limited. First, the princi-
pal components base maximizes the internal consistency of
the facets (Ten Berge & Hofstee, 1999), which should be
beneficial to their validity. Second, if factors beyond the

Big Five are needed to increase validity, the model is easily
extended to include those factors. That would be more
efficient than including separate scales for each additional
specific concept.

Undoing Hierarchies

The traditional design of questionnaires is hierarchical: Items
are grouped into subscales, subscales into scales. From the
manuals of such questionnaires (see, e.g., Costa & McCrae,
1992) it is easily verified that subscales actually form a
network; they have substantial secondary correlations with
scales other than the one they are assigned to. Upon analyzing
the single items of a questionnaire, a similar tissue pattern
would arise; items would appear to have all sorts of promiscu-
ous relationships, inviting circumplex analysis of the data.

Generalized (beyond two dimensions) circumplex analy-
sis would proceed as follows: First, the item scores are
subjected to PCA. The maximum number of principal com-
ponents would be the number of subscales or facets (e.g., 30
in the case of the NEO-PI-R). Note that these 30 principal
components extract more variance by definition than tradi-
tional scoring does. (In practice, it would soon become
apparent that only a part of these principal components
should be retained because the redundancies in the item
tissue are captured by fewer components than the number of
subscales.)

At the scale level, the optimal strategy is to proceed from
the first m principal components, m being the number of
superordinate scales (e.g., 5), as they make more efficient use
of the data than do traditional scale scores. If, for reasons of
continuity, the original interpretations of the scales are to be
simulated, target rotations of the m principal components to-
ward these scales could be carried out. If the original scales
are conceived to be orthogonal, as in 5-D questionnaires, the
optimal approximation procedure would be a simultaneous
orthogonal target rotation of the m principal components to-
wards the set of m scales. That procedure conserves internal
consistency (Ten Berge & Hofstee, 1999); consequently, the
average coefficient alpha of the rotated principal components
is maximal. Most notably, it is automatically higher than the
average alpha of the original scales.

Subscales of traditional questionnaires are very short;
therefore, they are unreliable or consist of asking essentially
the same question over and again, which is annoying to re-
spondents and introduces unintended specific variance. If
they are to be retained, their quality can be improved to a con-
siderable extent by estimating subscale scores on the basis of
(maximally) as many principal components as are postulated
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by the questionnaire model (e.g., 30). The procedure would
consist of a target rotation of these principal components to-
ward the subscale in question. Thus, using the collateral
information contained in related items would generally in-
crease the subscale’s internal consistency, even though the
contribution of “bloated-specific” variance to it would be
diluted, which in itself would be a desirable side effect.

The previous script, however, amounts to proving that the
performance of a hierarchically conceived questionnaire can
be boosted by placing a network model under its hood. Fol-
lowing the script would sooner or later lead to adopting the
generalized circumplex approach, which implies a view of
personality structure as a tissue rather than a hierarchy. At the
superordinate scale level, one would hit upon a large number
of interesting AB5C facets, which are linear combinations of
the first m principal components; at the subscale level, a great
amount of redundancy would be found, leading to a drastic
reduction of the conceptual rank of the data matrix. The
future of personality structure is hyperspheric.

Pruning the AB5C Model

The hypersphere of personality is riddled with gaps. Upon
presenting the AB5C model, Hofstee et al. (1992) already
noticed that its circumplexes were not evenly filled: The 1
o’clock versus 7 o’clock and 2 versus 8 segments attracted far
more trait terms than did the 4 versus 10 and 5 versus 11 seg-
ments. The former segments contain consonant mixtures of
either two positives factor poles (e.g., I�II�, sociable) or two
negative poles (e.g., I�II�, unsociable), whereas the latter
contain discords combining a positive and a negative pole
(e.g., I�II�, submissive, vs. I�II�, dominant). The scarcity
of discords reappears in Hendriks’s (1997, p. 45) results: Of
the off-diagonal items, only 23% combine a positive and a
negative factor pole, whereas the number of consonant and
discordant cells is equal. Furthermore, discords tend to have
the smaller projections in the 5-space, as may be verified from
the cited studies. These results reflect the classical (e.g.,
Cruse, 1965) finding that neutral trait terms are scarce. The
lexical axiom would imply that people find the corresponding
behaviors relatively unimportant.

The rationale for introducing blends, in circumplex mod-
els in general and in the AB5C model in particular, is commu-
nicative. In the case of discords, the communicative benefits
are unlikely to materialize. Rigid, for example, has a projec-
tion of .29 on the II�III� vector in the AB5C model (Hofstee
et al., 1992, p. 157); unkind and orderly have projections of
.52 on II� and .67 on III�, respectively. Thus, the projection
of the weighted sum of unkind and orderly on the II�III�
vector would be about twice as high as the projection of rigid

itself. “John is primarily unkind and secondarily orderly” may
thus be expected to communicate better than “John is rigid.”
Therefore, the discordant hyperquadrants may be deleted
from the AB5C model. It would thereby become semicircum-
plex: Of each circumplex, only the first and third quadrants
would be retained. Clinicians, who tend to be sensitive to am-
bivalences of personality, might deplore that loss. However,
the removal might well clarify intraprofessional communica-
tion, not to speak of communication with lay clients.

Extending this analysis would lead to a proposal for a
somewhat different rotational positioning of the 5-D axes in
order to maximize the coverage of consonant variables. In
their present definition, some factors (notably, II and III) are
associated more closely with desirability than are others
(notably, I and IV). Thus, the vector in the I� by II�
quadrant upon which the projections of the Desirability val-
ues of the traits would be maximal is closer to the II axis than
to the I axis. This asymmetry is illustrated by the fact that an
undesirable trait like unrestrained (at 2:30 on the clock) has a
distance of only 30 deg from that bisectrix (which is at 1:30),
whereas agreeable (at about 11:20) is more than 60 deg re-
moved from it. A counterclockwise rotation of the two factors
would recognize unrestrained as a discord and agreeable as a
consonant trait, which seems appropriate.

Applying this operation to all axes jointly amounts to a ro-
tation to desirable manifold, mirrored by undesirable mani-
fold. The resulting abridged Big Five semicircumplex
(AB5SC) model is thus contained by the 10 faces of the
hyperquadrant centered around the desirability axis and their
10 opposites. Each face is divided into three segments of
30 deg, placing the model vectors at clock positions of 12:30
versus 6:30, 1:30 versus 7:30, and 2:30 versus 8:30. (A more
elegant representation involving a 45-deg counterclockwise
rotation is presented later.) As no vectors recur in other semi-
circumplexes, there are now 30 bipolar model vectors.

In the following section the AB5SC model returns as a
member of a family of models. That family comes about by a
somewhat different rationale. The number five is no longer
fixed; the emphasis shifts from 5-D models to accounts of
trait structure that incorporate a number of principles that
contribute to an efficient description of personality. Also, the
factors as such disappear into the background, which is
where they should have been from the start.

A FAMILY MODEL OF TRAIT STRUCTURE

What remained of hierarchical structure is the fact that each
subsequent principal component explains less variance and is
subordinate to its predecessors in that respect. The head of
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the trait pedigree is the first principal component, named the
p factor of personality by Hofstee et al. (1998), in analogy to
the g factor of intelligence, and in distinction to Eysenck’s
(1992) psychoticism or P factor, which is intended as a lower
level construct. A family of models may be constructed by
adding one principal component at a time. Thus at the second
level we have a circumplex or semi-circumplex; at the third a
three-dimensional generalized one, and so on. 

The Primordial One

In search of superlatives over the Big Five and the giant three
(Eysenck, 1992), primordial appears as a good label for the p
factor. That factor derives a mythical quality from its close
association with desirability. It presents a fundamental para-
dox to students of personality, whose ultimate challenge is to
manage the potent values that nourish its roots: Not until we
are capable of giving an overall evaluation of an individual’s
personality in a perfectly respectful manner will we have
mastered that challenge.

In principle, there is nothing broad or vague about the p
factor. Quite to the contrary, it is by definition the most inter-
nally consistent linear combination of all traits, explaining
some 10% to 15% of the total variance in unselected item sets
(see, e.g., Brokken, 1978; Hendriks, 1997; Ostendorf, 1990),
just like the g factor does in the intelligence domain. In other
words, no scale based on any subset of the items, however
optimally weighted, is as internally consistent as p. Its
location in the personality sphere is almost completely fixed
in any large data set.

Fixing the interpretation of p across studies is another
matter. In Hendriks’s (1997) unselected set of 914 items, p is
best labeled as competence (Hofstee, 2001). In Saucier’s
(2002a) study of representative sets of trait adjectives, it ap-
pears as a character factor taking in altruism, self-discipline,
and success. The first principal component of the FFPI,
whose 100 items were selected to cover the five factors
equally, is an optimism factor (Hofstee et al., 1998). In view
of the psychometric accuracy and the statistical reliability
that was attained in these large-scale studies, the differences
in interpretation cannot be attributed to chance. Differences
in composition of the item pools must be responsible.

Saucier (2002a) interprets his first principal component as
SD, for socially desirable qualities. On the one hand, this in-
terpretation cannot be far off because the first principal com-
ponent in any mixed set of positive and negative trait
descriptors will be close to the desirability axis. On the other,
it masks the fact that the first principal component bends to-
ward whatever content is best represented in the item pool.
For an extreme example, if that pool were overloaded with

fairly neutral extraversion and introversion items, the first
principal component would appear as extraverted desirabil-
ity. Therefore, active steps have to be taken to justify the
desirability interpretation.

I propose to define the p factor of personality as the indi-
viduals’ Desirability. The most obvious operational definition
of that variable consists of obtaining a score by weighting the
items proportional to their desirability values. Both these val-
ues and the item scores are best expressed as positive and
negative deviations from the neutral midpoint of the scale. In
the absence of desirability values, the first principal compo-
nent of a heterogeneous and representative set of traits will
closely approximate the desirability variable. The desirability
score reflects the extent to which an individual is assessed to
have desirable versus undesirable qualities. The result will be
that most people are found to be desirable, although some are
more desirable than others. A few people would be assessed
to be undesirable.

The implied conception of personality is literally perpen-
dicular to the neutral view according to which, for example,
there are no right or wrong answers to the items of a ques-
tionnaire, and by which all people are equally desirable, just
different. One could of course use the desirability variable
just to partial it out, and retain a value-free, neutrally descrip-
tive account of personality, as in Saucier’s (1994) model.
Here, on the contrary, it functions as the pivot around which
the personality hypersphere revolves. The present approach
is comparable to emphasizing the g factor of intelligence,
rather than its multidimensional conception according to
which people are just differently intelligent (even though no
one, to my knowledge, has gone as far as to partial out g).
There can hardly be any doubt that capitalizing on p provides
the most realistic account of personality.

In the present context, the social part of social desirability
is terminologically dubious. It could be used in opposition to
personal desirability, but then the proper specification would
be intersubjective versus subjective. In its actual use, SD
refers primarily to impression management in self-report.
This socially desirable responding (SDR) may be an interest-
ing topic of study in its own right, but it is not at issue here.
People have desirable and undesirable traits; they show over-
all differences in the extent to which that is the case; there is
substantial agreement among third persons, and even be-
tween self and other, about someone’s desirability score; its
heredity coefficient is undoubtedly in the same order of mag-
nitude as with other traits, as it is a linear combination of
them. Socially desirable responding is orthogonal to these
individual differences: In a Persons � Assessors � Situations
design with Desirability as the dependent variable, SDR is
an Assessors main effect (e.g., a self-assessment may be



250 Structures of Personality Traits

relatively socially desirable), and/or a Situations effect (e.g.,
a personnel selection context gives rise to elevated scores),
and/or some interaction effect, but not a Persons or individual
differences effect. The p component concerns the latter.

Carrying out the slight rotation, if needed, to align the first
principal component in any particular data set with the desir-
ability variable should prove helpful in solving the vexing
problem of indeterminate rotational positions of components.
Saucier (2002a) has already documented that varimax rota-
tion does not help in this respect: Across data sets, the posi-
tions of unrotated principal components were at least as
replicable as were varimaxed components. Among the princi-
pal components, the first is by far the most replicable one.
Across differently composed sets of variables, however, part
of this stability gets lost (as discussed earlier). Anchoring p at
the desirability values, which are external to the studies,
should enhance replicability.

The p-oriented model produces another taxonomic lever,
namely, a measure of the representativeness of a set of per-
sonality traits or items, in the shape of the correlation be-
tween the first principal component of the set and the
desirability variable. In a set overloaded with fairly neutral
extraversion-introversion items attracting the first principal
component, that correlation would be clearly below unity. In
a heterogeneous set of neutral items, the desirability variable
would be unstable, again lowering the correlation. In the
spirit of the lexical axiom, such sets would be judged
insufficiently representative. The proposed measure simu-
lates that judgment. 

The Two-Dimensional Level

Upon extracting p, a residual remains in the shape of a matrix
of part scores. The first principal component of that residual
matrix comes close to the second principal component of the
original scores, at least in a representative set of variables.
Taking p as the ordinate, a 45-deg counterclockwise rotation
of the two components including p will produce an X struc-
ture, or a flat version of the double cone. The upper and lower
segments contain the most unambiguously positive and neg-
ative, or consonant, traits; the left and right segments contain
the most relatively neutral and discordant traits. The abridged
semicircumplex structure at this level contains two bipolar
facet vectors running from 11 o’clock to 5 o’clock and from
1 to 7 in addition to the 12 to 6 p vector; the relatively neutral
traits are left unaccounted for by the model, as their projec-
tions on the vectors will be very low.

Substantively, the plane would resemble, but not be iden-
tical to, the interpersonal circumplex (Wiggins, 1980), the
I � II or Agreeableness � Extraversion slice of the 5-D

structure, Digman’s (1997) � � � plane, and the like. In a
perfectly representative set of traits as defined earlier, the
model plane would be identical to the plane formed by the
first two (rotated) principal components; this property makes
it a good candidate for a canonical or reference structure. Its
suitability for that purpose is enhanced by the absence of
rotational freedom at this level: The positions of the model
vectors are indirectly prescribed by the desirability values of
the traits. Theoretical criteria, as in the interpersonal circum-
plex, or the simple-structure criterion as in 5-D models, are
insufficiently capable of serving that reference function.

In the rationale of the semicircumplex model, the transi-
tion from one p dimension to two dimensions means a
spreading of the desirability component, in the manner of the
unfolding of a fan. The primordial one becomes diluted in the
process, like the g factor of intelligence does when it is
spread over two or more dimensions. Following elementary
rules of parsimony, the transition should not be made lightly;
the burden of proof is on those who take the step. Psycho-
metrics offers an adequate procedure for this proof: More-
dimensional assessments of personality should be shown to
have sufficient incremental validity over the p component.
This requirement implies that an assessment of p, as a base-
line variable, would have to be part of any empirical study of
personality.

Incremental validity of variables other than p would nec-
essarily imply that variance orthogonal to it, thus neutral
variance, is valid. This implication bridges the present fam-
ily of models and those that capitalize on neutral variance,
like Peabody’s (1984) and Saucier’s (1994; Saucier et al.,
2001). In fact, the latter model is the complement of the
Semi-Circumplex, at the present and subsequent dimen-
sional levels; it fills in what the present model leaves empty.
Although the basic assumption—potential incremental valid-
ity of neutral variance—is thus necessarily the same, a
strategic difference remains at the executive level. In the
semicircumplex approach, neutral variance is assessed indi-
rectly, by suppressing the p variance from consonant traits
rather than directly, as in Saucier (1994). The reason was
given earlier: Discordant personality concepts are difficult to
handle.

Semicircumplex Spheres and Hyperspheres

The three-dimensional member of the model family arises
as follows: Add the second principal component of the matrix
of residual scores (after removing p); retain the vertical ori-
entation so that a globe is formed with the positive traits on
the northern hemisphere and the negative traits on the south-
ern one; perform an orthogonal rotation of the three axes
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including p so that they become equidistant (the angles being
54.7 deg, with cosine 

√
1/3; further constraints are discussed

later) from the vertical axis. All this is in correspondence with
the double cone model. Now form three slices (circumplexes)
by taking two rotated axes at a time. The projection of p on
these tilted planes has the 12 o’clock to 6 o’clock direction,
and the 3 o’clock and 9 o’clock positions are on the equator.
Additional model vectors are constructed running from 11
to 5 and from 1 to 6, as in the two-dimensional member of the
model family.

The central positions in this structure are taken by the 12
to 6 vectors—to be labeled I/II, I/III, and II/III—that are the
bisectrices of the right angle between the two rotated princi-
pal components forming the circumplex. The I, II, and III
axes themselves merely guard the boundaries of the model
structure; as such, they have no place or name in the model.
The central model vectors appear to be close to p, namely, at
a distance of 35.3 deg (with cosine .816 or 

√
2/3; generally,√

2/n, where n is the number of dimensions). Note that this
oblique structure arises as a side effect of an orthogonal rota-
tion, not through some more liberal oblique rotation proce-
dure as such. The central model vectors are thus much more
saturated with desirability than are the factors themselves; at
all dimensional levels of the model, they share exactly 

√
2 as

much variance with p as do the orthogonal factors.
What is new about this structure is that mixtures or blends

of factors have stolen the central place that used to belong to
the factors. Instead of being derivatives, the bisectrices of the
factor pairs have become the central concepts. This play of
musical chairs comes about because of the closer association
of the central vectors with p, which entitles them to their po-
sition. In passing, the model resolves the uneasiness of
inserting orthogonal axes into an essentially oblique struc-
ture; it rigorously defines oblique axes without giving up the
convenience of an orthogonal base. The only price is that the
number of musical chairs has to be increased, from four di-
mensions onward: There are n(n − 1)/2 central vectors, with
n the number of dimensions or factors. However, that exten-
sion will be welcomed by those who have always wondered
whether five is all there is. The model has shaken off the last
remnants of simple-structure thinking. Parenthetically, I note
that the model is equally appropriate in other domains,
notably, intelligence.

With four dimensions, the rotated factors are at an angle of
60 deg with respect to the p factor; the central model vectors
are at 45 deg from that pivot. With five dimensions, the fac-
tors are at 63.4 deg, and the central vectors are at 50.7 deg.
Still, the model rotation maximizes the sum of the correla-
tions of the central axes with p, and in that sense minimizes
their average neutralness. Conversely, any other orthogonal

rotation of these dimensions (e.g., varimax) is inferior in this
respect: It takes in more neutral traits, which are less repre-
sentative of the domain.

With three or more dimensions, the model leaves freedom
of spin. A three-dimensional structure, for example, may be
rotated around its vertical p-axis without violating the model.
For reasons of continuity, this freedom may be used for max-
imizing the correspondence of the rotated factors with the
current varimax factors, particularly, the 5-D model factors.
This amounts to some lowering of the positive poles of the
current dimensions I and III toward the hyperequator, and
some lifting of the others. One may speculate, for example,
that the American lexical extraversion factor loses its aggres-
sive connotation and moves in the direction of sociability.
However, it is difficult to gauge what the substantive effects
of the joint rotation will be on all the versions in all the dif-
ferent languages (see, e.g., Saucier et al., 2000) that have
been proposed. The labels of the 5-D model are probably
used in a manner vague enough to permit this twisting.
(Agreeableness and conscientiousness, in particular, do not
even fit their present axes; see Hofstee et al., 1992.) 

From the three-dimensional level on, there is some redun-
dancy between model vectors at different levels. At the top
level, there is the one vector. At the second level, two addi-
tional bipolar vectors appear, which satisfy the requirement
of being 30 deg removed from p. At the third, we find three
semicircumplexes with three model vectors each; at the
fourth, there are 6 � 3 at the fifth, the AB5SC model with
30 vectors appears; in general, at the nth level from 3 on,
there are 1.5n(n − 1) vectors specific to that level. In succes-
sively adding levels, the cumulative number of model vectors
thus becomes 1, 3, 12, 30, and 60. From the third level on, it
appears impossible to rotate the central vectors in such a way
that all the additional vectors stay at least 30 deg away from
the ones at the second level. Thus some vectors would have
indistinguishable interpretations.

One strategy would be to settle for a particular dimension-
ality of the trait space. That would prevent overlap and would
simplify things in general. The foremost drawback is that
from three dimensions onward the most central trait concepts
would be missed. Furthermore, that strategy would only stir
up the debate on the dimensionality of the trait space, to
which there is no cogent solution; it would thus frustrate the
attainment of a canonical structure rather than contribute to
it. The other, preferable, strategy is to adopt the model family
as a whole, including as many (or as few) levels as will ap-
pear to be needed, and deleting concepts at lower levels that
are virtual clones of those at higher levels. The foreseeable
result of this strategy is maximal convergence of structures at
each level, and maximal efficiency in communicating about
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personality up to a particular level. In this manner, the family
model may become a model family.

CONCLUSION

This probe into the credentials and future of the 5-D approach
to personality ends in cautious optimism. Because of its re-
liance on the questionnaire method, the 5-D paradigm stays
at the phenotypic level; however, an efficient and coherent
description of personality is indispensable also for research
on genotypic and other determinants of individual differ-
ences. The exploitation of the lexical axiom, with its rich his-
tory dating back into the nineteenth century, in combination
with PCA of large data sets that became feasible only in the
last decades of the twentieth century, has provided a firm base
for efficiently and coherently describing personality differ-
ences. Of the several and diverging taxonomic models that
have arisen in the 5-D tradition, I used elements to design the
contours of an integrative structure that may serve scientific
and applied communication.

In the process, the penetrating evaluative aspect of per-
sonality description exerted its influence. Its pervasiveness
constitutes a fundamental and often frustrating problem
to the field. I have chosen to adopt the strategy recommended
to bridge players who find themselves in a squeeze: Relax
and enjoy it. Desirability cannot be circumvented or sup-
pressed without sacrificing the first principal component of
personality description. So it might as well be squarely faced
and put in the most central position. Giving in to the desir-
ability component of personality will in all likelihood be
rewarded with a more coherent, stable, and internationally
replicable conception of personality structure.
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Sociality is a hallmark of human functioning. Indeed, the
survival and success of our evolutionary ancestors depended
on their ability to form coordinated bands of interdependent
actors (e.g., Leakey, 1978). The benefits of group living al-
lowed a band to succeed where an individual might fail (e.g.,
Axelrod & Hamilton, 1981). Although our species has come
a long way from the harsh and precarious conditions present
during early hominid evolution, human beings continue to be
utterly dependent on one another for their survival and well-
being. It is therefore quite reasonable to assume that human
cognitive and motivational tendencies were shaped by the
demands of group living (e.g., Brewer, 1997; Seyfarth &
Cheney, 1994). Some have claimed that our capacities for
reasoning and our other higher mental functions may owe
their very existence to the constraints imposed by sociality on
human survival and reproductive success (Byrne, 2000). Our
most fundamental concerns depend crucially on our ability to
understand the characteristics, motivations, and intentions of
others; according to Cummins (1998, p. 37), “the evolution of
mind emerges as a strategic arms race in which the weaponry
is ever-increasing mental capacity to represent and manipu-
late internal representations of the minds of others.” This ca-
pacity to understand the minds of others is so central to
successful human functioning that when it is compromised,
the consequences are often devastating (e.g., Baron-Cohen,
1995). How the mind understands the social world within

which it functions is therefore a matter of central importance
in psychology. It is this question that is at the center of theory
and research on social cognition.

Social cognition refers to the cognitive structures and
processes that shape our understanding of social situations
and that mediate our behavioral reactions to them. At its core,
the fundamental assumption of social cognition research is
the idea that internal mental representations of other persons
and of social situations play a key causal role in shaping be-
havior. The central task of social cognition research is thus to
provide a specification of the nature of these mental struc-
tures and the processes that operate on them. A simple,
generic depiction of the theoretical space within which social
cognition researchers work is provided in Figure 11.1. Stated
at the most general level, a social cognition analysis incorpo-
rates a consideration of (a) the informational cues that are
currently experienced in the social environment; (b) mental
representations that are constructed on the basis of current or
previous experience; (c) the ways these representations are
manipulated and the processes through which they influence
other aspects of attention and cognition; and (d) the deci-
sions, judgments, intentions, and behaviors that result from
the application of these processes. The distinction between
representation and process is more a matter of convenience
than it is a reflection of a clear theoretical dissociation be-
tween considerations of mental structure and mental process.
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In fact, as we shall see, many social-cognitive theories con-
sist of propositions that link representational assumptions
with particular processing tendencies that are assumed to be
inherent within the representational format.

In taking seriously the role of mental events in mediating
social behavior, social cognition theorists part company from
the radical behaviorists, who view the mind as a black box
having little if any theoretical relevance to an understanding
of the factors controlling and directing behavior. However,
the form of mentalism embodied in contemporary social cog-
nition research also parts company from the early structural-
ists, who took the data provided by introspection to be the
primary phenomena of psychological inquiry. Indeed, one of
the cornerstones of social cognition is the recognition that the
mind may be largely unaware of what it is doing; quite com-
monly, social perceivers may have very little introspective
access to the cognitive processes that give rise to their behav-
ioral reactions (Nisbett & Wilson, 1977). These metatheoret-
ical commitments create some methodological challenges for
social cognition researchers of social cognition. On one hand,
it is assumed that mental events have central, causal impor-
tance in shaping social behavior. One the other hand, it is also
assumed that people may not be able to provide accurate self-
reports concerning the nature of these mental events. As a
result, social-cognitive researchers have devoted consider-
able effort to the development and adaptation of methodolo-
gies for studying mental processes that do not rely upon
introspection. Before commencing with our survey of social-
cognitive theory and research, we begin with a brief consid-
eration of the methodological underpinnings of this work.

The obvious difficulties of explicitly studying mental
events without falling prey to the potential biases and limita-
tions of self-report measures have led to innovations in both the
measurement and manipulation of social-cognitive processes.
Two broad classes of process measures that do not rely on

introspection have been developed. The first class consists of
chronometric techniques that measure the speed with which
a task can be performed (for a review, see Fazio, 1990). Build-
ing on classic chronometric methods for analyzing mental
processes (e.g., Donders, 1868; Sperling, 1960; Sternberg,
1966), these techniques bring the workings of the mind into the
scientific sphere by focusing on a directly observable property
of mental events (i.e., their duration). Through carefully con-
structed experimental situations, it becomes possible to use
participants’ response times to derive inferences about a num-
ber of theoretically important issues, such as determining the
nature of mental associations (e.g., Bargh & Chartrand, 2000)
and identifying the subsystems or component stages of a more
general process (e.g., Lingle & Ostrom, 1979). The second
class of process measures consists of techniques focusing on
memory performance (for a review, see Srull, 1984). Through
the study of aspects of performance such as omissions, intru-
sions, and the serial ordering of freely recalled material, or the
error rates observed in recognition memory, inferences can be
drawn concerning both mental structure and process (e.g.,
Jacoby, 1998; Srull, 1981). Techniques such as these do not
require any insight on the part of participants into the workings
of their own minds; moreover, they are unlikely to be influ-
enced by concerns about social desirability that can often
contaminate self-report data.

Another important methodological approach has involved
the development of experimental manipulations that are de-
signed either to activate or to interfere with hypothesized men-
tal structures, processes, or both (for a review, see Bargh &
Chartrand, 2000). For example, priming techniques can be
used to study nonconscious biases in social perception (e.g.,
Bargh & Pietromonaco, 1982; Devine, 1989). In one version
of this kind of research, general concepts (such as Blacks) are
activated outside of perceivers’ conscious awareness, and the
consequences for social perception and memory are exam-
ined. If subsequent impressions of an ambiguous social target
are more in line with the subliminally activated concept (e.g.,
more stereotypical of African Americans), then one can con-
clude that stereotypical associations can be activated and ap-
plied in a manner that is automatic and unintentional. Along
similar lines, the imposition of secondary tasks can be used to
study the efficiency or the resource dependency of the mental
processes mediating social responses (e.g., Gilbert, Pelham, &
Krull, 1988; Macrae, Milne, & Bodenhausen, 1994). Rela-
tively automatic mental processes occur efficiently (i.e., they
do not require much in the way of attentional resources for
their successful deployment) and hence will not be disrupted
by the imposition of a secondary task. This very brief method-
ological sampler is merely meant to offer a taste of the general
spirit within which social cognition research is conducted. The

Figure 11.1 A schematic overview of the core assumptions of the social
cognition perspective.
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creativity with which researchers have gone about mapping
the workings of the social mind testifies to the possibility of
approaching the subject with a respectable measure of scien-
tific rigor and objectivity, unhampered by the limitations of
introspective methods.

The study of the social mind inevitably proceeds from a
set of (often implicit) assumptions about its fundamental
character. The major theoretical precursors of contemporary
social cognition research lie in the seminal research on social
perception and attribution conducted by such pioneers asAsch
(1946) and Heider (1958). Embodied within these historical
approaches is a view of the human mind as largely rational and
even—in its own naive way—scientific. Attributional models
such as Heider’s were grounded in the assumption that per-
ceivers seek out cues pertaining to issues such as the control-
lability, foreseeability, or desirability of others’ behavior;
perceivers then use these cues to logically derive assumptions
about their mental states and about the reasons for their ob-
served behavior. Classic models of impression formation
(e.g., Anderson, 1965) assumed that social perceivers ascer-
tain the likelihood that various characteristics or traits apply to
a given target, and they then assess the favorableness of these
traits, combining them into a composite impression in a man-
ner dictated by familiar expectancy-value models of human
judgment. Contemporary social-cognitive research calls this
optimistic view of humans as rational actors into question and
suggests a set of alternative metaphors. We mention several of
these newer metaphors here, as a way to anticipate many of the
major themes of the rest of this review.

• Humans as automatons. Whereas classic social-
psychological theories emphasized the role of rational
analysis and active reasoning in guiding human behavior,
much of contemporary social cognition research has em-
phasized the role of automatic and implicit processes in
shaping social conduct. This work certainly casts into
doubt the assumption of pervasive rationality, and it sug-
gests that in many (if not most) circumstances, we may be
the slaves of mental processes that occur outside the realm
of our ratiocinations.

• Humans as motivated tacticians. Even when engaging in
active thought, there is ample reason to believe that people
seek out and use mental shortcuts rather than engage in
a thorough and systematic analysis of relevant data.
Because of the inherent limitations of our attentional
capacity (Miller, 1956) and epistemic motivation (Simon,
1967), humans are likely to be quite strategic in allocat-
ing their mental resources to the tasks confronting them
(Fiske & Taylor, 1991). A major theme of the research we
review in this chapter concerns the specification of the

conditions under which social cognition will be likely to
be relatively more analytical versus superficial.

• Humans as intuitive lawyers. Whereas an intuitive scien-
tist would be expected to be a truth-seeker, objectively
seeking and using data concerning the state of the social
environment, an abundant research literature shows that
social cognition actually is subject to a wide range of
powerful motivational biases. Rather than seeking to
know the world as it is, we often see the world in the way
we want it to be (e.g., Kunda, 1990). Much as a lawyer
manipulates the available facts in a manner that is most
flattering to a preferred conclusion, social perceivers also
often show a rather shameless partiality in their dealings
with the evidence relevant to their judgments, impres-
sions, and choices.

• Humans as affect-driven agents. The historical metaphor
of the rational actor leaves relatively little room for the
world of emotions, moods, and other feeling-states that
form the real-life context of all social thought and action.
In recent years, the importance of affective states in influ-
encing social cognition and social behavior has been
undeniably established (e.g., Forgas, 2001). It has thus
become clear that affect is of integral importance in shap-
ing the character of social cognition. In the remainder of
this chapter, we trace the developments that have led re-
searchers toward new conceptions of the social mind.

MENTAL REPRESENTATION: STRUCTURE 
AND PROCESS

With the advent of powerful technologies for studying the
functioning of the brain in vivo, there have been many impor-
tant advances in our understanding of the neural basis of in-
formation processing (e.g., Gazzaniga, 2000). Nevertheless,
there continues to be a sizable gap between our understanding
of the low-level functioning of the central nervous system and
the development of a satisfying theoretical account for the
higher-order mental phenomena that are the focus of social
cognition research. To fill the gap, theorists have hypothesized
the existence of mental structures such as schemas and asso-
ciative networks that can provide a relatively parsimonious
account of how information is organized and used to meet the
demands of a complex social world. These hypothetical repre-
sentational constructs are best thought of as metaphors that
capture theoretically or empirically important properties of
social information processing. Although in a literal sense the
nervous system may not contain schemas or other sorts of hy-
pothesized mental structures, such constructs can be scientifi-
cally useful to the extent that they capture some important
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essence of whatever structures or processes actually do exist
within the neural architecture of the brain. Because re-
searchers have been able to account for a range of empirical
phenomena by reference to these kinds of mental structures—
and, indeed, have used their understanding of such structures
to generate novel empirical predictions about the phenomena
of social cognition—their hypothetical status has not been a
source of great tribulation. Nevertheless, as Smith (1998) has
pointed out, the metaphors that researchers use to understand
mental representation can have the undesirable side effect of
blinding them to important—even fundamental—properties
of the how the mind works. For this reason, it is important to
be cognizant of the background assumptions that underlie any
particular representational model and to reevaluate these as-
sumptions periodically.

Before considering the most prominent models of mental
representation (and many of their built-in assumptions), we
can begin by summarizing some of the common ground that is
shared by different theoretical approaches. First, all of the var-
ious theoretical approaches are in agreement that our subjec-
tive understanding of the social world consists of some sort
of organized representations, and that these representations,
whatever their nature, are definitely not merely veridical or ob-
jective renderings of reality. These representations are filtered
through the lens of each individual perceiver’s personality,
motivations, knowledge, and attitudes. As such, mental rep-
resentations are both more and less than a photographic record
of the social world. They are less than a photographic record
because they may fail to incorporate many aspects of the expe-
rienced world. Some features of the informational environ-
ment are selected for attention and subsequent processing, and
these features are likely to be incorporated into mental repre-
sentations of the relevant persons and events. However, many
other features are neglected and will consequently fail to be in-
cluded. On the other hand, the representations that are formed
are often more than a photographic record: They may go be-
yond the available data and incorporate aspects that were
never directly experienced—that is, perceivers may generate
inferences about otherwise unspecified characteristics of so-
cial targets and then incorporate these inferences within their
mental representations; indeed, they may subsequently be un-
able to distinguish between actual and inferred features. These
features of mental representation make it clear why it has as-
sumed the central role in social cognition research: It is impos-
sible to know what the person’s mental representation will
consist of simply by examining the stimulus input. After a rep-
resentation has been formed, it (and not the source information
from which it was originally derived) will be the crucial deter-
minant of observed reactions (e.g., Lingle & Ostrom, 1979;
Srull & Wyer, 1983).

A second universal assumption regarding mental repre-
sentation is the notion that new representations are inevitably
formed by referencing memory for relevant prior experiences
and knowledge. It is quite obvious that we would be hope-
lessly disoriented and quickly incapacitated if we had to treat
every stimulus that we encounter as a novel phenomenon
about which no preconceptions are available. Instead, we
rely on our memories to determine such crucially important
matters as how to interpret the meaning of different objects
and events and how to allocate our attention to different
aspects of the social environment. As such, our experience
of the present is always inexorably linked to past experi-
ences, as they are represented in memory. Clearly, what-
ever theoretical choices one might make in accounting for the
nature of mental representation, an understanding of the na-
ture and determinants of social memory will be absolutely
central to any complete account of the dynamics of social
cognition.

In an especially comprehensive and insightful review of the
models of mental representation that have been employed by
social psychologists, Smith (1998) identified four major
classes of hypothesized representational mechanisms: asso-
ciative networks, schemas, exemplars, and distributed (PDP)
models. In the next sections, we review each of these major ap-
proaches, highlighting their key assumptions and document-
ing the major phenomena that each approach has succeeded in
illuminating.

Associative Network Models

The intellectual roots of associative network models lie in
British empiricism (especially Locke and Hume), with its
emphasis on the learning of simple associations between
sensations as the foundation from which all mental capacities
are presumed to arise. The associative network approach
assumes that mental representations consist of nodes of
information that are linked together in meaningful ways (e.g.,
Wyer & Carlston, 1994). For example, a mental representa-
tion of a person named George could consist of various
concepts that are associated with him, such as personality
traits, occupational roles, physical appearance, and so on.
Each attribute would constitute one node, and each node
would be connected to a central organizing node via links.
The strength of these links is hypothesized to vary; if certain
attributes were especially strongly associated with George,
for example, then the links connecting these attributes to the
central one would be especially strong ones. The structural
assumptions of this approach could thus hardly be simpler:
Representations consist simply of nodes that are intercon-
nected via links that vary in strength.
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The central process that is assumed to operate on this type of
representational structure is the spreading of activation. Each
of the nodes in a network can vary in its degree of activation.
When activation levels are minimal, the information contained
in a node is essentially dormant in long-term memory, exercis-
ing no influence over the ongoing course of social cognition.
However, when the level of activation rises above a critical
threshold, the information contained in the node is assumed to
enter working memory and to begin to influence ongoing cog-
nition. For example, if our hypothetical friend George were
suddenly encountered on the street, the George node in long-
term memory would be activated and thereby brought into
working memory. It is important that the activation that is in-
fused into the central George node is assumed to spread along
the available links to connected concepts, with more activation
flowing along the stronger links. Whenever this activation is
sufficiently high, the connected links will also enter working
memory.Although there are variants on these assumptions, this
brief summary provides a reasonable description of the core
ideas of the associative network models.

The assumptions of the associative network models have
been used to illuminate a wide variety of social-cognitive
phenomena. To provide a representative sample, in this chap-
ter we focus on three domains in which such models have been
influential: attitudes, stereotypes, and memory for expectancy-
relevant material. Fazio (1986) proposed a model of attitude
structure that follows from the principles of the associative net-
work models. In his view, an attitude consists of a simple asso-
ciative structure: a node representing the attitude object, an
evaluative node, and a link connecting the two nodes. Of criti-
cal importance is the strength of the connecting link. For strong
attitudes, the link between the two nodes will be very strong,
and any time the node representing the attitude object gets ac-
tivated, the activation will be likely to spread to the evaluative
node, thereby activating the associated attitude. Weak atti-
tudes, however, will tend not to be automatically activated in
this way, because the link connecting the attitude object to the
evaluation is not likely to conduct enough activation to the
evaluation node when the attitude object node gets activated.
On the basis of this set of assumptions, Fazio was able to con-
struct a compelling model of the determinants of attitude-
behavior consistency. When attitudes are highly accessible
(i.e., when the link between the attitude object and the evalua-
tive node is strong), encountering the attitude object is likely to
be sufficient to activate the attitude. After it is brought into
working memory, the activated attitude can influence the on-
going stream of information processing by biasing the process
of interpreting the subjective meaning and perceived behav-
ioral affordances of the immediate situation. But none of this
will happen if the attitude is not sufficiently accessible.

Some prominent models of stereotyping also assume the
operation of an associative network structure (e.g., Devine,
1989; Dovidio, Evans, & Tyler, 1986). From this perspec-
tive, stereotypes consist of a central node representing a
particular social group (e.g., elderly people) that is linked to
various concepts that are assumed to characterize group
members (e.g., slow, forgetful). When a member of the rele-
vant category is encountered, activation can spread along the
links from the central identity node to the associated stereo-
typical concepts. After these concepts enter working memory,
they can influence subsequent impressions and reactions. One
especially influential example is a study by Devine (1989).
In her experiment, concepts that are part of the African
American stereotype were activated (via a subliminal prim-
ing procedure). It is important that none of these concepts
dealt with the concept of hostility. However, because hostility
is assumed to be part of the cultural stereotype of African
Americans, Devine assumed that activating other parts of the
stereotype would also result in the activation of the concept of
hostility, through the spread of activation. In line with this
assumption, it was found that priming the African American
stereotype resulted in elevated perceptions of hostility on the
part of a subsequently encountered, ambiguous target. This
finding fits with the assumption that after a sufficient level of
activation reached the hostility node (by traversing the links
connecting it to the rest of the associative network), this
concept entered working memory and influenced subsequent
impressions. Devine argued that these associations are part
of culturally ingrained belief systems, and even when people
do not consciously endorse the relevant belief (e.g., even
when they do not believe that African Americans are hostile),
they are still prone to being influenced by the culturally
learned association.

Perhaps the most extensive development of associative
network models by social cognition researchers has occurred
as part of efforts to understand the impact of expectancies on
social memory (e.g., Hastie, 1980; Srull, 1981; Wyer & Srull,
1989). Researchers working in this tradition have attempted
to specify the factors that determine both the strength and the
types of links that form among activated pieces of infor-
mation, and they have also developed models addressing how
these associative structures are used in the process of memory
retrieval. In the typical experiment, participants learn some
initial facts about a particular target that establish a general
expectancy about him or her (e.g., Tina is smart, intellectual,
well-educated, etc.). After an expectancy has been induced,
participants then read more detailed descriptions of the tar-
get’s behavior. These descriptions contain three classes of be-
haviors: those that are consistent, inconsistent, and irrelevant
to the general expectancy about the target. When a consistent
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behavior is encountered (e.g., won the citywide chess tourna-
ment), it is assumed to be linked directly to the central concept
(Tina) by a relatively strong node, because it fits with precon-
ceptions about this target quite well. However, when an in-
consistent behavior is encountered (e.g., got confused trying
to figure out the subway system), it is assumed to be linked to
the central concept in a more tenuous way because it does not
really fit with the general image of the target. However, the in-
congruity embodied in the inconsistent behavior is assumed to
provoke efforts to resolve the confusion by thinking about
how the inconsistent behavior might make sense in light of
other known facts. This triggers the formation of inter-item
associations among the different behavior nodes. Thus, al-
though inconsistent behaviors are likely to be less strongly
linked to the central person concept than are consistent behav-
iors, the inconsistent behaviors are actually more likely to be
linked to a variety of other behavior nodes. As a result, the in-
consistent behaviors tend to be more memorable on average
because they tend to have more associative links with other
items, producing a greater number of pathways through which
activation can spread into them and draw them into working
memory.

We have presented only the most general statement of how
associative network models have been applied in the domain
of social memory. Specific theoretical approaches have been
much more elaborate in their assumptions—although they
still share the key core assumptions that we have outlined.
This general approach has been used to predict a wide and
impressive array of empirical phenomena concerning social
memory, including the serial order of information retrieval in
free recall (e.g., Srull, 1981) and the influence of different
processing goals and levels of attentional capacity on the
probability of recalling inconsistent versus consistent infor-
mation (e.g., Srull, Lichtenstein, & Rothbart, 1983; for a
comprehensive review, see Wyer & Srull, 1989). Research in
these and several other topic areas confirm the explanatory
power of the relatively simple assumptions embodied in the
associative network approach.

Schemas

A rather different view of the nature of human understanding
emerged in Continental philosophy (particularly the ideas of
Kant). From this perspective, simple associations are inade-
quate to account for the complexity of human cognition.
Instead, it is assumed that knowledge is organized into more
elaborately structured conceptual representations. This ap-
proach to mental representation is epitomized in schema
theories.

Originally introduced prominently into psychology by
Bartlett (1932), schema theories focus on the role played

by generic knowledge structures that organize a person’s un-
derstanding of a particular domain. A schema can be thought
of as a subjective theory (Markus & Zajonc, 1985) that is for-
mulated to account for the generalities of one’s experience.
The elements of the schema are typically thought to be orga-
nized by more than simple association. For example, spatial,
temporal, logical, and causal relations constrain and provide
coherence to the schematic structure. To take a simple exam-
ple, a face schema consists not only of a set of elements that
are associated with faces (e.g., eyes, nose, mouth), but also of
rules about the spatial relations among these elements. This
general understanding of what faces are like is assumed to
have been abstracted from experience with numerous specific
faces over time. In addition to this inductive pathway to
schema formation, it is often assumed that schemas can be
learned in a more top-down manner. For example, most
schoolchildren could, one hopes, articulate a rather detailed
mammal schema, although they have most likely not induced
its elements by observing particular instances. Instead, they
have learned directly what the core elements of the schema
are and how these elements are related to one another.

The elements contained in a schema often function like
variables that can take a variety of values, provided that they
adhere to the fundamental constraints of the schema. For ex-
ample, there is a range of acceptable colors and shapes that
eyes can take, but they must invariably be located above the
nose, contain a pupil and an iris, and so on. This observation
points to the fundamental function of schemas: They serve as
templates for understanding experience by providing preor-
ganized, general-purpose understandings that can be adapted
to the particulars of the current situation via instantiation. It
is assumed that schemas will be activated spontaneously in
situations in which they are relevant, and that this activation
occurs in an all-or-none fashion. Thus, unlike the associative
network models (in which some nodes in a network can be
active while others are not), schema models assume that if
any part of the schema has been activated, then the rest of the
schema will also be activated.

Schemas are thought to fulfill a variety of functions (for
a review, see Bodenhausen, 1992). Most notably, they provide
a basis for making inferences about unspecified elements of a
stimulus or situation, and they can guide the interpretation of
ambiguous features as well. Activated schemas also tend to
guide the processes of perception and memory toward infor-
mation that is relevant to the particular schema. One famous
demonstration of the operation of schemas was provided by
Bransford and Franks (1971), who showed that memory for
ambiguous verbal stimuli (e.g., the notes were sour because
the seam was split) was substantially enhanced when a relevant
schema was activated that would allow for the disambiguation
of the sentence (in this example, bagpipe). As Bartlett (1932)
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emphasized in his seminal writings, schemas also serve an
important function in facilitating the reconstruction of the past.
Schematic inferences undoubtedly do contribute to our memo-
ries for past experiences in important ways.

In many situations, competing schemas may be potentially
applicable, and the understanding one gains of the situation
may be substantially altered depending upon which schema
is activated to parse the situation. Consider the famous case
of Kitty Genovese, a New York resident who was brutally
murdered in 1964. After observing Ms. Genovese being
chased, screaming, by an unknown man, many witnesses
failed to activate and apply the correct schema (i.e., homici-
dal maniac pursuing victim) and instead applied a quite
mistaken one (e.g., teenagers engaging in horseplay). The
failure of other bystanders to take action only served to
underscore the plausibility of the erroneous interpretation.
Clearly, the meaning of observed behavior can take on a very
different meaning—and obliges very different behavioral
reactions—depending upon which schema is invoked. Re-
search by Shotland and Straw (1976) subsequently showed
that when people observe an ambiguous situation in which a
man is harassing a woman on the street, they often assume by
default that it is a lover’s quarrel and fail to take any steps to
help the woman. Only when this schema was rendered inap-
plicable (by the woman’s exclaiming, “I don’t know you!”)
did people perceive the situation as one in which they should
intervene. Research such as this underscores the importance
of understanding the conditions under which particular
schemas will be applied.

Sometimes a relevant schema is activated because it fits
the current situation unambiguously. But when there is any
ambiguity and competing schemas can each afford some de-
gree of fit to the situation, then the schema that is applied is
likely to be the one that most accessible (Bruner, 1957). Ac-
cessibility, in turn, is a function of relevance of the contend-
ing schemas to the perceiver’s chronically and momentarily
active goals, as well as the recency and frequency with which
each of the competing schemas has been used. As such,
schemas that are goal-relevant or that have been recently or
frequently used will be much more likely to be applied.
Dodge (1993) has shown, for example, that some boys have a
chronically accessible schema for parsing social interactions,
in which they assume that the behavior of others toward them
is motivated by hostile intentions and disrespect. When
confronted with ambiguous behavior, they consistently as-
sume the worst. These schema-based impressions then lead
to hostile reactions. Perhaps unsurprisingly, these same boys
have a tendency to show poor social adjustment and are at
higher risk for delinquency. In addition to dispositional
biases in the accessibility of schemas, situational factors can
prompt certain schemas to become more accessible. The

expansive literature on priming effects is built on the realiza-
tion that schemas that have been activated in unrelated con-
texts may continue to exert an influence on social cognition
because their previous use has rendered them momentarily
accessible (e.g., Higgins, 1996). 

Schema theory has been applied in a wide variety of topi-
cal domains. One domain in which schematic models have
been especially influential is gender. Bem (1981) proposed a
gender schema theory, which asserts that cultural conven-
tions regarding gender become a sort of lens through which
perceptions of others are filtered. Bem (1993, p. 154) ex-
plains that the gender-schematic person “has a readiness to
superimpose gender-based classification on every heteroge-
neous collection of human possibilities that presents itself.”
In one of the most well-known studies of this phenomenon,
Bem (1981) first identified individuals who were or were not
gender schematic (i.e., based on their sex-role attitudes, they
either did or did not appear to possess an internalized schema
for gender appropriateness that was consistent with prevail-
ing cultural conventions). Then she presented them with lists
of concepts (animals, verbs, clothing) to learn, in a randomly
mixed order. An important aspect of this study was that some
of the concepts were pretested as being conventionally mas-
culine (e.g., gorilla, hurling, trousers), some were conven-
tionally feminine (e.g., butterfly, blushing, bikini), and some
had no gender connotations (e.g., ant, stepping, sweater). The
order in which these concepts were recalled in a memory task
revealed that gender-schematic individuals were far more
likely than were aschematic persons to cluster the concepts
together in terms of their gender connotations, consistent
with the idea that a gender schema guided the way the infor-
mation was interpreted and organized in the minds of the
gender-schematic participants.

Gender is but one of many domains in which the schema
construct has been invoked to account for the regularities
of social cognition. Person schemas, event schemas, self
schemas, role schemas, and many others have been proposed
(for a review, see Fiske & Taylor, 1991). The appeal of
schema theory as opposed to associative network models of
mental representation appears to lie in the recognition that the
stimuli of the social world are often quite complex, and the
assumptions of structured organization contained within
schema models seems more appropriate for capturing this
complexity, compared to the comparatively simple structural
assumptions underlying network models. Moreover, the em-
phasis of schema approaches on processes of selective atten-
tion and organization of social information has an undeniable
resonance with many phenomena of long-standing interest to
social cognition researchers. Nevertheless, schematic models
have been criticized as being too loose and theoretically un-
derspecified (e.g., Alba & Hasher, 1983; Fiske & Linville,
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1980). In addition, newer approaches to mental representa-
tion have been proposed that can account for many if not
all of the same phenomena covered by schema theory, but
with a much greater degree of theoretical specificity. We turn
now to one of these alternatives to schema theory—namely,
exemplar models.

Exemplars

Generic mechanisms for mental representation (e.g.,
schemas) assume that people forge abstract or prototypical
models of reality by inducing generalities across similar,
particular instances. A major alternative to this view was
provided by exemplar models (e.g., Smith & Zárate, 1992),
which hold that social cognition is based on specific repre-
sentations of individual instances. Instead of relying on pre-
computed generalizations, perceivers are assumed to retrieve
and use sets of prior relevant and specific experiences to
guide their social information processing. Consider, for ex-
ample, how the category elderly people might be represented
using the various mechanisms that have been discussed so
far. In an associative network, various attributes would be as-
sumed to be linked to the generic concept elderly people,
with varying degrees of strength. In a schematic model, the
same kinds of attributes would be assumed to be embedded
within a more elaborate conceptual model, in which causal
and other kinds of constraints provide a more integrated but
still very generic structure. In the exemplar model, it is as-
sumed that there is no abstract or generic elderly people rep-
resentation at all. Instead, there would be a multitude of
specific elderly persons (e.g., Grandma, the kindly pharma-
cist, the doddering Senator, etc.), each represented in terms of
how they were perceived or experienced by the individual. If
the situation requires a person to make general judgments
about elderly people, then he or she will retrieve relevant ex-
emplars at that time and render judgments based on the aver-
age features of these momentarily activated exemplars.

This example conveys several important assumptions of
the exemplar approach. First, it assumes that multiple exem-
plars can be activated in parallel at the same time. The likeli-
hood that any given exemplar will be activated depends on
the degree of its similarity to the current retrieval cues. The
most similar exemplars are the ones that tend to get activated.
Upon activation, the entire set of exemplars can then influ-
ence judgments and behavioral reactions. The assumption of
parallel processing is an important characteristic of the ex-
emplar approach. During retrieval of exemplars, many simi-
lar instances tend to be retrieved simultaneously; when an
individual makes generalizations about a concept or stimu-
lus, multiple, simultaneously active exemplars enter into the

judgment (with their implications being aggregated into a
general summary). Exemplar models thus can produce and
account for generic judgments, just as schematic models
can, and they can also account for patterns of selective atten-
tion and interpretation that were previously regarded as the
hallmark of schematic processing. As soon as a set of exem-
plars is activated, it can bias the ongoing stream of informa-
tion processing, just as a schema is assumed to do. However,
exemplar models are substantially more flexible than are
schema models, because exemplar models assume that dif-
ferent subsets of exemplars will be activated in different con-
texts, depending on the particular retrieval cues that are most
salient in each context. Whereas schemas have a fixed or sta-
tic quality and are assumed to be activated in an all-or-none
fashion, exemplar retrieval can be tuned very flexibly to the
immediate situational context. Further, the specific exem-
plars that are retrieved depend partly on recency and chronic-
ity of activation. Thus, a more recently encountered elderly
person would be more likely to be recruited into our sum-
mary representation of elderly people than would a more
temporally distant one. Inasmuch as exemplar models can
account for many of the same phenomena as can other repre-
sentational formats, yet offer a strikingly greater degree of
flexibility, they have considerable theoretical appeal.

Exemplar models are of relatively recent vintage, coming
to prominence within social psychology only in the last
decade or so; there are therefore few examples of substantive
topics that have been shaped and guided by the assumptions
of this representational mechanism. One case in which such
models have taken on particular prominence is the study of
perceptions of variability versus homogeneity in social
groups (e.g., Linville, Fischer, & Salovey, 1989). Exemplar
models provide a very natural way for thinking about how
people understand and estimate group variability. By simply
calling to mind a relevant set of exemplars, the degree of vari-
ability can be gauged directly by making across-exemplar
comparisons. Research findings confirm that exemplar-based
models are better able to account for perceptions of group
variability than can models relying on prototypic or generic
representations of groups (such as schemas; e.g., Smith &
Zárate, 1990). However, many researchers have concluded
that the most sensible assumption about the mental represen-
tation of social groups is that both specific exemplars and
more abstract summaries are important components of such
representations (e.g., Hamilton & Sherman, 1994; Park &
Judd, 1990). Various ideas have been proposed concerning
the relative prevalence and importance of each type of repre-
sentation. For example, Sherman (1996) proposed that when
representations of groups are initially being formed, they
tend to be predominantly exemplar-based—but over time,
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more abstract and stable representations emerge. Park, Judd,
and Ryan (1991) proposed that representations of groups to
which one oneself belongs (i.e., in-groups) tend to contain
more information about specific exemplars, whereas repre-
sentations of out-groups tend to consist mainly of generaliza-
tions (see also Sherman, Klein, Laskey, & Wyer, 1998).
Hybrid representational models such as these provide even
more theoretical flexibility because they can account for both
the flexibility of social cognition that is emphasized in the ex-
emplar approach and the stability (sometimes even rigidity)
of social cognition that is emphasized in models relying on
more generic forms of representation such as schemas.

Distributed Memory Models

As Smith (1998) notes, one potentially important distinction
between exemplar models and earlier approaches to repre-
sentational mechanisms lies in the fact that the schema and
associative network approaches suggest the existence of a
discrete, stable, enduring cognitive entity—a thing that is
stored, accessed, used, and stored away again. In contrast, the
exemplar approach suggests the dynamic construction of rep-
resentations on the spot, depending on which particular ex-
emplars happen to get recruited for processing in a particular
context. After such a representation is formed from its con-
stituent exemplars, it does not remain as a stable entity;
rather, it is used and then deconstructed back into its underly-
ing elements, which may never come together in quite the
same way again. From this perspective, exemplar-based
representations are more like a transitory state than like an
enduring entity. This idea is taken even further in the latest
representational mechanism to catch the fancy of social-
cognitive researchers: parallel distributed memory (often
called PDP) models.

Based on models of distributed cognition developed by
cognitive psychologists, this approach to mental representa-
tion has been developed in a rather elaborate manner. An ex-
cellent summary geared toward social-cognitive researchers
was provided by Smith (1996). A detailed presentation of the
assumptions of this approach is beyond the scope of this re-
view, but a good general sense for the ideas embodied in this
way of thinking is provided by a simple analogy used by
Smith (1998). In distributed representations, a concept is rep-
resented as a pattern of activation across a set of low-level
processing units, in much the same way that a television
screen image arises from a pattern of electrical activity occur-
ring across a set of pixels. Any individual pixel does not con-
vey meaningful information, but a very complex and richly
meaningful representation can emerge from the pattern cre-
ated by the activation’s occurring across multiple pixels.

Moreover, just as with the pixels in a television screen, the
same processing units can be involved in numerous, very dif-
ferent representations; meaning never resides in the process-
ing units per se, but instead emerges from the overall pattern
of their activity. According to this view, representations are
clearly momentary states rather than enduring entities. In fact,
whereas the other representational approaches make a dis-
tinction between representational structures and the processes
that operate on these structures, such a distinction is mean-
ingless in the PDP approach because the process of activation
itself is the representation from this perspective. According
to the PDP approach, representations are not stored and re-
trieved; instead, they are constructed and (approximately)
reconstructed based on the relevant input cues.

Extremely new to social psychologists, distributed-
memory mechanisms have not yet won widespread applica-
tion. Nevertheless, interest in their theoretical potential is
growing, and PDP-based accounts for a diverse range of phe-
nomena such as attribution, cognitive dissonance, and person
perception have begun to appear (e.g., Kashima, Woolcock, &
Kashima, 2000; Schulz & Lepper, 1996; Smith & DeCoster,
1998; Van Overwalle, 1998). As Smith (1998) describes in
careful detail, the PDP approach can provide an impressive
degree of theoretical coherence because it can account for vir-
tually all of the phenomena previously explained by asso-
ciative network, schema, and exemplar models. Ultimately,
Smith makes a convincing case that these alternative versions
of mental representation are not really competitors, but in-
stead are complementary windows, each with its own particu-
lar theoretical usefulness.

AUTOMATIC AND CONTROLLED PROCESSES 
IN SOCIAL COGNITION

A great deal of social cognition theory and research is con-
cerned with questions about the degree to which social infor-
mation processing involves active, conscious analysis of the
social environment. Historical models of person perception
and attribution regarded the perceiver as operating as a “lay
scientist” (e.g., Heider, 1958; Kelley, 1967), examining evi-
dence and reasoning about its logical implications; research
in this tradition was largely mute, however, with respect to
whether these putative mental processes involved the con-
scious application of deductive principles or processes of a
more preconscious variety. As Gilbert (1998) observes, it is
quite possible for a mental system to follow a reasoning
algorithm without requiring that the conscious mind know or
consciously apply the relevant principles. Mental processes
that do not involve active, conscious ratiocination have come
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to be called automatic or implicit social cognition and have
been the subject of a massive amount of recent research.

The contrast between conscious, effortful, controlled men-
tal processes on one hand and unconscious, automatic ones on
the other became a prominent issue in cognitive psychology
largely due to influential papers by Posner and Snyder (1974),
Shiffrin and Schneider (1977), and Hasher and Zacks (1979),
yet there is quite a history of interest in the extent to which the
mind might be operating in ways unknown to the conscious
self. For example, researchers interested in human perfor-
mance have long been interested in the processes involved in
skill acquisition, whereby an initially novel task that requires
considerable effort and attention becomes relatively auto-
matic with practice (e.g., Fitts & Posner, 1967). After they be-
come automated, skills can be triggered and used without
much involvement of the conscious mind. In a different vein,
psychoanalytically oriented researchers have been interested
in how unconscious motivations might shape processes of
perception and cognition (e.g., Erdelyi, 1974). Cognitive re-
search of this sort addresses profound questions concerning
who is running the show. Does the conscious self call the
shots, or is the brain going about its business without much in-
terference from the conscious thinker? In this section, we first
review research on automatic aspects of social cognition, and
then we consider the case that can be made for the capacity of
the conscious mind to control and regulate processes of social
cognition. Finally, we consider some of the ways in which au-
tomatic and effortful processes can interact to determine
jointly the course of perception, thought, and action.

Automatic Social Cognition

The foundations for social-psychological treatments of the
issue of automaticity have been established in the work of
Bargh (e.g., 1982; Bargh & Chartrand, 1999; Bargh &
Ferguson, 2000). Synthesizing the insights emerging from
disparate research areas touching on the issue of automatic-
ity, Bargh (1994) argued that the notion of automatic mental
processes is complex and multifaceted. He argued that the
term has been used to refer to four distinct qualities of infor-
mation processing: awareness, intention, efficiency, and con-
trol. That is, a process tends to be considered automatic if it
(a) occurs without the person’s awareness, (b) occurs without
the person’s intention, (c) occurs with great efficiency and
does not require much mental capacity, or (d) occurs in a
manner that is difficult to prevent or stop. Not all four criteria
are necessary for a process to be considered automatic. When
one or more of these characteristics is present, the relevant
process is often deemed to be relatively automatic.

A particularly compelling and influential demonstration of
the implicit operation of the mind was provided by Warrington
and Weiskrantz (1968). Their research documented that indi-
viduals suffering from anterograde amnesia, who are unable
to consciously recollect their recent experiences, nevertheless
showed a clear benefit from that experience in the perfor-
mance of indirect tests of memory, such as completing word
fragments. Although these patients have no explicit memory
for the words they saw during a study period, they neverthe-
less were better able to complete word fragments when the
corresponding word had indeed been previously studied. This
research clearly indicates that memories can be quite influen-
tial even when there is no conscious awareness of the relevant
prior episodes.

Social cognition researchers have sought to investigate the
role of awareness in social cognition in several ways. One
approach has simply been to demonstrate that individuals
are often unable to articulate accurately the factors that are im-
portant in shaping their behavioral choices (e.g., Nisbett &
Wilson, 1977). This fact obviously implies that people are
generally unaware of the processes at work behind the scenes
in the preconscious mind. Another approach to documenting
that some processes occur without awareness has been
adopted in research on priming. The basic idea of priming
research is quite straightforward. Individuals are exposed to
a task or environmental context that is designed to activate a
particular mental representation. Then a second, ostensibly
unrelated task is performed, and the researcher seeks to deter-
mine whether the previously activated representation exerts
any influence on information processing in the second task.
Research of this sort conclusively demonstrates that concepts
that have been activated in one context can continue to influ-
ence social cognition in subsequent, unrelated contexts, by
virtue of their enhanced accessibility (Higgins, 1996). A com-
mon effect of such priming is that subsequently encountered
information is assimilated toward the activated concept. For
example, Srull and Wyer (1979) showed that activating hostile
concepts in a language-processing task caused participants to
form more negative impressions of an ambiguous social target
in a subsequent impression formation task, compared to par-
ticipants who never had the hostile concepts activated in the
initial task. It is typically assumed that this assimilation
process occurs because the fortuitously activated concepts are
used to disambiguate later information, and the perceiver is
presumed to be oblivious to the fact that it is occurring.

Perhaps the best evidence that priming effects occur with-
out the perceiver’s awareness comes from research that
employs subliminal priming techniques. In this research,
concepts are activated by exposing participants to extremely
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brief stimulus presentations (see Bargh & Chartrand, 2000,
for procedural details). Although perceivers are unable to
describe the stimuli to which they have been exposed, they
nevertheless show evidence of priming effects. We have
already described one experiment by Devine (1989) that
showed that subliminal activation of words associated with
the African American stereotype caused perceivers to view
an ambiguously aggressive target as more hostile, compared
to individuals who had not been primed with the stereotypic
concepts. Similar findings have been reported by other re-
searchers (e.g., Bargh & Pietromonaco, 1982), confirming
that priming effects can occur outside of the perceiver’s
conscious awareness.

It is usually assumed that for these assimilative priming
effects to occur, not only must the relevant concept be accessi-
ble, but it must also be applicable (Higgins, 1996). In line with
this proposition, Banaji, Hardin, and Rothman (1993) demon-
strated that priming gender stereotypes resulted in more
stereotypical impressions of ambiguous targets, but only when
the target was a member of the relevant gender group—that is,
activating masculine concepts resulted in the perception of
ambiguous male targets in a more stereotypical manner, but it
largely did not affect perceptions of female targets. Con-
versely, activating feminine concepts resulted in perceiving
ambiguous female targets in a more stereotypical manner, but
it did not affect perceptions of male targets. Although priming
effects do operate under the constraints of applicability, the
processes involved in using or failing to use activated concepts
as a basis for disambiguating social targets appears to operate
largely without any awareness on the perceiver’s part.

It is not inevitably the case that priming results in assimi-
lation to the primed concepts. For example, Herr (1986)
demonstrated that when activated concepts are sufficiently
extreme, they can produce contrast effects. A contrast effect
is said to occur when an object is judged more extremely
in the direction opposite to the activated concept. For exam-
ple, if an ambiguous target were judged to be significantly
less hostile after an African American stereotype had been
activated (compared to an unprimed control group), this
would constitute a contrast effect. The mechanism produc-
ing contrast effects involves using the activated concept as a
comparison standard rather than as an interpretive frame.
Thus, in the case of Herr’s research, for example, the target
person is compared to the activated standard and is conse-
quently seen as relatively less hostile, given the extremity
of the standard. The question of whether contrast effects
occur automatically has been a matter of continuing theoreti-
cal dispute (e.g., Martin, Seta, & Crelia, 1990; Stapel &
Koomen, 1998).

Another hallmark of automatic processing is the occur-
rence of unintended effects. The assimilative priming effects
just reviewed certainly meet this criterion of automaticity, be-
cause it is clearly not the case that individuals intend to use
subliminally activated concepts to guide subsequent impres-
sions. Another domain providing compelling evidence for
unintended aspects of impression formation is research on
spontaneous trait inferences. The question at stake in this re-
search concerns whether social perceivers spontaneously
infer that observed behavior implies that the actor has a
corresponding personality trait. In historical models of this
process of dispositional inference (e.g., Jones & Davis,
1965), it was typically assumed that perceivers engage in a
fairly extensive deductive reasoning process to determine the
trait implications of observed behavior, comparing the effects
of the observed behavior with the simulated effects of not
performing it or of performing an alternative option. In con-
trast, more recent research on spontaneous trait inferences
suggests that perceivers automatically infer the trait implica-
tions of behavioral information, even if that is not their con-
scious intention. For example, Winter and Uleman (1984)
presented participants with behavioral descriptions (e.g.,
Billy hit the ballerina) and subsequently asked participants to
recall the presented descriptions with the aid of cues. The
cues were either semantically related to the theme of the de-
scription (e.g., dance) or were related to the trait implications
of the behavior (e.g., hostile). Cued recall performance was
markedly better when trait cues were available. In a different
paradigm, Uleman, Hon, Roman, and Moskowitz (1996)
showed that people spontaneously made trait inferences
when processing behavioral descriptions, even when such in-
ferences actually impaired performance of their focal task. In
this paradigm, participants read behavioral descriptions on a
computer screen. Immediately after the presentation of a de-
scription, a word appeared on the screen and participants had
to indicate whether that exact word had appeared in the pre-
ceding sentence. When the target word was a trait that was
implied by the behavioral description, reaction times were
slower and error rates were higher than they were when the
same target words followed similar descriptions that did not
imply the traits in question. This kind of evidence suggests
that fundamental aspects of social perception can occur quite
spontaneously, without any conscious instigation on the part
of the perceiver.

Trait inferences are but one manifestation of unintended so-
cial cognition. In a growing program of research, Bargh and
colleagues have shown that without the formation of any
conscious intention, primed or salient stimuli can trigger spon-
taneous behavior (e.g., Bargh, Chen, & Burrows, 1996). For
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example, Bargh et al. showed that activating stereotypes about
elderly persons resulted in slower rates of walking. Similarly,
Chen and Bargh (1997) showed that subliminal presentation
of African American (as compared with European American)
faces resulted in more hostile behavior in a subsequent verbal
game played with an unprimed partner. Moreover, the un-
primed partner’s behavior also became more hostile as a con-
sequence, showing that self-fulfilling prophecies can emerge
in a very automatic manner—even when participants are un-
aware that stereotypical concepts have even been activated
and have formed no conscious intention to act in a manner
consistent with these concepts. Although the precise mecha-
nisms responsible for these fascinating effects have not been
isolated, the very existence of the phenomenon provides a
potent demonstration of the potential automaticity of not only
social thought, but also interpersonal interaction.

A principal advantage of automatic reactions lies in the
fact that they are largely not dependent on the availability of
processing resources. Because of the great efficiency with
which they unfold, automatic processes do not require much
investment of attentional capacity or perceiver motivation.
Whereas novice drivers can find it harrowing to coordinate all
of the requisite activities (shifting gears, monitoring traffic,
steering, braking, etc.), after the process has been automated,
not only can these tasks be easily performed, but the driver
may also have sufficient reserve capacity available for
singing along with the stereo or engaging in mobile phone
conversations. Empirical confirmation of the resource-
conserving properties of automatic mental processes was pro-
vided in a series of experiments by Macrae, Milne, and
Bodenhausen (1994). In one of their studies, they asked
participants to engage in two tasks simultaneously: a visual
impression-formation task that involved reading personality
descriptions of four different persons, and an audio task that
involved listening to a description of the geography and econ-
omy of Indonesia. For half of the participants, stereotypes
were activated in the impression-formation task (by provid-
ing information about a social group to which each target be-
longed). Some of the personality information was consistent
with stereotypes about the relevant group, and the rest was ir-
relevant to such stereotypes. One might expect that giving
these participants an additional piece of information to inte-
grate would simply make their task all that much harder—but
in fact, the introduction of the stereotype provided a frame-
work that participants could spontaneously use to organize
their impressions, making the process of impression forma-
tion much more automatic and efficient. As a consequence,
participants who knew about the group memberships of the
social targets not only recalled more information about the
targets (as revealed in a free recall measure), they also learned

more information about Indonesia (as revealed in a multiple-
choice test). The automatic reactions triggered by stereotype
activation provided a clear functional benefit to perceivers by
making the process of impression formation more efficient,
thereby freeing up attentional resources that could be devoted
to the other pressing task.

When automatic effects of these sorts occur without
awareness, intention, or much attentional investment, is there
any hope of preventing them or stopping them after they start?
In the realm of automatic stereotyping effects, Bargh (1999)
has argued that the prospects for controlling such effects are
slim to none. Indeed, the final hallmark of an automatic
process is its imperviousness to control. In line with Bargh’s
assertion, the previously described research of Devine (1989)
showed that even low-prejudice individuals who disavow
racist stereotypes are still prone to showing automatic effects
of stereotype activation. Similarly, Dunning and Sherman
(1997) found that implicit gender stereotyping occurred inde-
pendently of participants’ level of sexism. However, other re-
search has begun to suggest that at least some of the time, it
may be possible to develop control over automatic processes.
Uleman et al. (1996), for example, found that with practice,
people could learn to avoid making spontaneous trait infer-
ences. Similarly, it seems that egalitarian individuals can also
learn to control automatic stereotyping effects, at least under
some circumstances (e.g., Wittenbrink, Judd, & Park, 1997).
It is toward the processes through which mental control can be
achieved that we now turn our attention.

Controlled Social Cognition

The process of controlling thought and action, at least in rel-
atively novel and unpracticed domains, requires attention.
Whereas automatic processes occur efficiently and thus re-
quire little expenditure of mental resources, effortful, con-
trolled processes come with an attentional price to pay.
Moreover, controlled processes typically require intentional
deployment, and they occur in a manner that is at least par-
tially accessible to the conscious mind. Whereas many com-
putational processes of implicit cognition are regarded to be
massively parallel, attention and consciousness represent a
processing bottleneck that results in highly selective and
serial information processing (e.g., Simon, 1994). As Simon
notes, connecting one’s motives to one’s thought processes
requires a system that can cope with the constraints imposed
by limitations of attentional capacity. 

Attentional capacity has turned out to be a major theoreti-
cal construct in social cognition research (for a review, see
Sherman, Macrae, & Bodenhausen, 2001) precisely because it
plays such a fundamental role in determining whether it
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will be possible for the perceiver to engage in controlled
processing. Without sufficient mental resources, automatic
mental processes are presumed to operate in an unchecked
manner, and it is difficult or impossible for perceivers to im-
pose their will and exercise control over the workings of their
own minds. Early theorizing about attentional capacity as-
sumed a simple, unitary structure to the mental resources that
are used in conscious, controlled information processing.
However, advances in cognitive neuroscience have made it
possible to identify a more differentiated set of working mem-
ory resources (e.g., Roberts, Robbins, & Weiskrantz, 1998).
Baddeley (1998) proposed that there are three principal facets
to working memory, each with a limited capacity for holding
information: a phonological buffer, a visuospatial sketch pad,
and a central executive. It is the latter resource that is most im-
portant to social-cognitive theorizing, because it is the central
executive that governs the conscious planning, execution, and
regulation of behavior. When these executive resources are in
ample supply, individuals are generally able to exercise a
considerable degree of control over their conscious thought
processes and behavioral responses; when these finite re-
sources have been usurped by other ongoing processes, how-
ever, the resulting executive dysfunction can put perceivers in
the position of failing to produce intended patterns of thinking
and responding. Under this circumstance, thought and action
will be dictated more by potent automatic reactions than by the
force of the conscious will.

Research on mental control has undergone a dramatic resur-
gence in the past decade (for an excellent sampling of research
topics, see Wegner & Pennebaker, 1993). Wegner’s research
on thought suppression has been a major impetus for this ex-
plosion of research attention (e.g., Wegner, 1994; Wenzlaff &
Wegner, 2000). In this research, the prospects for mental self-
control have been investigated by providing participants with a
self-regulatory injunction to consciously pursue (e.g., don’t
think about white bears or don’t be sexist). Success is measured
simply by the number of times the unwanted response is gen-
erated, and success rates can be considerable—provided that
the person has ample attentional resources. However, if a cog-
nitive load is imposed on the person (e.g., a secondary task
must be completed simultaneously, such as rehearsing an
eight-digit number), not only are unwanted responses likely to
emerge, but they are also likely to occur with even greater fre-
quency than they would if the person had never tried to sup-
press them in the first place (i.e., a rebound effect).

Wegner (1994) proposed a theoretical account for this
state of affairs; his account rests on the assumption that men-
tal control reflects the operation of two separate processes. A
monitoring process is responsible for checking to see whether
undesired responses (e.g., sexist thoughts) are occurring. If it

should detect such responses, an operating process is trig-
gered that serves to squelch the unwanted response by finding
an acceptable substitute response (e.g., thoughts about a tar-
get’s occupation rather than her gender). Crucial to his model
are two additional assumptions. First, the monitoring process
can do its work in a relatively automatic manner, but must of
necessity keep active in memory (even if only at a relatively
low level) a representation of the undesirable response so that
it can be recognized if it should appear. Thus, the monitoring
process ironically keeps an unwanted thought or response
salient in the perceiver’s mind. This recurrent activation of
the undesired target stimulus is not a big problem, so long as
the operating process can counteract the unwanted response
whenever it does exceed the threshold necessary for con-
scious awareness. However, a second assumption of the
model is that the operating process is relatively effortful and
requires sufficient attentional resources. Hence, if these re-
sources are being depleted by other tasks (e.g., rehearsing a
digit string), the enhanced accessibility created as a byprod-
uct of the monitoring process cannot be effectively checked,
and the stage is set for rebound effects.

These assumptions have been explored in the domain of
stereotype suppression by several researchers. In the contem-
porary social world, it has become largely taboo to respond to
many stigmatized social groups in terms of negative stereo-
types and prejudices that have historically been prevalent. In
the previous section, we reviewed several pieces of evidence
suggesting that stereotypes can exert numerous automatic ef-
fects on information processing. If so, what are the prospects
for success when perceivers strive to follow the dictates of
cultural injunctions against thinking discriminatory thoughts
about these stigmatized groups? In an initial demonstration,
Macrae, Bodenhausen, Milne, and Jetten (1994) showed
that individuals who strive to prevent stereotypical reactions
from entering their thoughts can succeed as long as they are
actively pursuing that objective. However, consistent with the
implications of Wegner’s ironic model of mental control, this
process rendered the unwanted thoughts hyper-accessible,
and Macrae et al. found that after the suppression motivation
had dissipated, rebound effects emerged when subsequent
members of the stereotyped group were encountered. That is,
participants reported even more stereotypical reactions to the
subsequent group members than did individuals who had
never engaged in any previous stereotype suppression. These
findings confirm that intentionally suppressing stereotypes
ironically involves repeatedly priming them, albeit at rela-
tively low levels—and this in turn renders the stereotypes all
the more accessible. If the operating process that is commis-
sioned to direct attention away from unwanted thoughts
should be compromised either by the imposition of a cognitive
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load or by the dissipation of the motivation required for its
activity (being a relatively effortful, controlled process), this
in turn can lead to rebound effects.

Additional ironic implications of stereotype suppression
were uncovered in subsequent research. For example, trying
not to think stereotypical thoughts about an elderly target re-
sulted in better memory for the most stereotypical characteris-
tics displayed by the target (Macrae, Bodenhausen, Milne, &
Wheeler, 1996). Moreover, these effects are not limited to sit-
uations in which an overt, external requirement for thought
suppression is imposed; even when suppression motivation
was self-generated in a relatively spontaneous manner, ironic
effects were observed to result (Macrae, Bodenhausen, &
Milne, 1998). Other research suggests that rebound effects of
this sort are more likely to emerge in high-prejudice persons
(Monteith, Spicer, & Toomen, 1998) and in situations in
which the perceiver is unlikely to have chronically high levels
of suppression motivation (Wyer, Sherman, & Stroessner,
2000). These qualifications are quite consistent with general
idea that even the process of mental control itself is subject to
some degree of automation. With practice, the initial effortful-
ness of stereotype suppression may be replaced by relative
efficiency.

Another form of controlled processing that has received
considerable attention from social cognition researchers is
judgmental correction. When perceivers suspect that their
judgments have been contaminated by unwanted or inappro-
priate biases, they may take steps to adjust their judgments in
a manner that will remove the unwanted influence (e.g.,
Wilson & Brekke, 1994). Whereas the initial processes
that produced the bias are likely to be automatic ones, the
processes involved in correcting for them are usually consid-
ered to be effortful. Hence, they require perceiver motivation
and processing capacity for their deployment. One particu-
larly noteworthy domain in which such hypotheses have been
investigated is research on person perception. In particular, it
has long been established that people are susceptible to a cor-
respondence bias, in which they tend to perceive the behav-
ior of others to be a reflection of corresponding internal
dispositions—even when there are clear and unambiguous
situational constraints on the behavior (e.g., Jones & Harris,
1967; Gilbert & Malone, 1995). The previously described
research on spontaneous trait inference is consistent with the
idea that people often immediately assume that behavior
reflects the actor’s dispositions. In an influential theoretical
assessment of this bias, Gilbert (e.g., 1998) proposed that dis-
positional inferences involve three distinct stages. In the cat-
egorization stage, the observed behavior is construed in
terms of its trait implications (e.g., Hannah shared her
dessert with her brother could be categorized as kind). Then

the inferred trait is ascribed to the actor in the characteriza-
tion stage. Both of these stages are assumed to be relatively
automatic —that is, they occur spontaneously, efficiently, and
without intention. In a third correction stage, individuals may
consider the situational constraints that might have influ-
enced the behavior (e.g., Mommy threatened Hannah with
retribution if she failed to share her dessert) and adjust their
dispositional inferences accordingly (e.g., perhaps Hannah
isn’t so kind after all). This correction process is assumed to
be a controlled activity that requires motivation and process-
ing capacity for its execution.

In numerous experiments, Gilbert and colleagues have
pursued the implications of this model by demonstrating that
situational constraints are often not taken into account when
perceivers are given a taxing mental task to perform that oc-
cupies their central executive resources (e.g., rehearsing a
random digit string). For example, when watching a nervous-
looking woman, people spontaneously assume that she is an
anxious person; only subsequently do they correct this initial
assumption in light of the fact that she is in an anxiety-
provoking situation (e.g., a job interview). If they have to
watch the seemingly nervous person while rehearsing a digit
string, they still automatically infer the trait of anxiety,
but they no longer engage in corrective adjustments in light
of the situational constraint. This pattern of results is quite
consistent with the idea that correction is a controlled,
resource-dependent process. When attentional resources are
diminished, the automatic tendencies of the system remain
unchecked by more effortful control mechanisms.

A more general treatment of the nature of correction
processes has been provided by Wegener and Petty (1997) in
their flexible correction model. According to this model, cor-
rection processes operate on the basis of lay theories about
the direction and extent of biasing influences. When people
suspect that they may have fallen prey to some untoward in-
fluence, they rely on their intuitive ideas about the nature of
the bias to make compensatory corrective adjustments. For
example, if they believe that their judgments of a particular
person have been assimilated to stereotypes about the per-
son’s gender group, then they would adjust those judgments
in the opposite direction to make them less stereotypical in
nature. Conversely, if they believe that their judgment of a
target has been contrasted away from a salient standard of
comparison, they will make adjustments that result in judg-
ments in which the target is seen as more similar to the com-
parison standard. Several points are important to keep in mind
with regard to this correction process. First, it requires that
the perceiver detect the biasing influence before the process
can initiate (Stapel, Martin, & Schwarz, 1998; Strack &
Hannover, 1996). Many automatic biasing influences are
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likely to be subtle and hence escape detection; as a result,
no correctional remedy is pursued. Second, as a controlled
process, it is likely to require motivation and attentional
capacity for its successful execution. Third, if correctional
mechanisms are to result in a less biased judgment, the per-
ceiver must have a generally accurate lay theory about the
direction and extent of the bias. Otherwise, corrections could
go in the wrong direction, they could go insufficiently in the
right direction, or they could go too far in the right direction,
leading to overcorrection. Indeed, many examples of overcor-
rection have been documented (see Wegener & Petty, 1997,
for a review), indicating that even when a bias is detected
and capacity and motivation are present, controlled processes
are not necessarily effective in accurately counteracting auto-
matic biases.

Wegner and Bargh (1998) categorize several ways in
which automatic and controlled mental processes interact
with one another. The examples we have just described fall
into the category of regulation—when a controlled process
overrides an automatic one. When an automatic process over-
rides a controlled one, as in the rebound effect, intrusion is
said to occur. Controlled processes can also launch automatic
processes that subserve the achievement of the actor’s mo-
mentary intentions, and this is termed delegation. For exam-
ple, delegation would be said to occur if a conscious goal to
go to the shopping mall triggered the many automatic aspects
of driving behavior. Conversely, automatic processes can
serve an orienting function in which they launch controlled
processes, as in Wegner’s model of mental control: When the
automatic monitoring process detects an unwanted thought, it
triggers the more effortful operating process to banish the
thought from conscious awareness. Finally, controlled
processes can be transformed into automatic processes via
automatization, as when perceivers become so skilled at sup-
pressing stereotypes that it happens automatically, and auto-
matic processes can be transformed into controlled processes
via disruption, as when one starts thinking too much about
the steps involved in a well-learned task and subsequently
performs the task more poorly.

In many ways, the tension between automatic and con-
trolled processes has become the heart of social cognition
research. Most contemporary social cognition research pro-
grams are oriented toward this issue in a fundamental way.
One of the key insights to emerge from this research is that
our perceptions of and reactions to the social world are often
shaped by rapid, automatic processes over which we com-
monly exercise very little control. By virtue of their very au-
tomaticity, the impressions that are constructed on this basis
often have the phenomenological quality of being direct rep-
resentations of objective reality. We feel, for example, that

Mary is objectively a kind and caring person rather than
recognize the role that our own biases (e.g., gender stereo-
types) may have played in shaping this necessarily subjective
interpretation. It may be possible to exercise control over
these processes. If we pause long enough to entertain the pos-
sibility that our perceptions of the world may contain system-
atic biases, we can engage in suitable corrective action. This
action, however, requires awareness, motivation, and atten-
tional capacity. Without them, we may function more like
automatons than like the rational agents we often fancy
ourselves to be.

SOCIAL COGNITION IN CONTEXT:
MOTIVATIONAL AND AFFECTIVE INFLUENCES

A common question asked of social cognition researchers is
How is social cognition different from “regular” cognition?
A common answer to this question is that whereas cognitive
psychologists often study cognitive processes in a manner
that is divorced from the real-life contexts in which these
mechanisms operate, social-cognition researchers muddy the
waters by attempting to add back some of the real-life context
into their experiments. In real life, our mental processes
occur within a complex framework of motivations and affec-
tive experiences. Whereas most cognitive psychology exper-
iments attempt to eliminate the role played by these factors,
social cognition researchers have had to increasingly recog-
nize that an understanding of how the social mind works
must include a consideration of how basic processes of per-
ception, memory, and inference are influenced by motivation
and emotion.

There have been a series of interesting debates in social
psychology that take the form of questioning whether a par-
ticular phenomenon can be explained in purely cognitive
terms, or whether one must invoke motivational processes in
order to account for it. One case in point is the tendency for
people to form negative stereotypes about minority groups.
This phenomenon has been studied for quite a long time, and
many explanations for it focus on the perceiver’s motivations
that are gratified by engaging in stereotyping of this sort. For
instance, maybe perceivers derive feelings of superior self-
worth by looking down on members of other groups (e.g.,
Adorno, Frenkel-Brunswik, Levinson, & Sanford, 1950) or
by viewing their own group as positively distinct from other
groups (Tajfel & Turner, 1986). Alternatively, negative
stereotypes might arise in order to forestall feelings of guilt
about social inequality (Jost & Banaji, 1994). Could the ten-
dency to stereotype minority groups negatively ever be ex-
plained in purely cognitive terms, without appealing to these
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kinds of motivational explanations? Hamilton and Gifford
(1976) produced an influential affirmative answer to this
question. In a paper that stimulated dozens of subsequent in-
vestigations, they argued that a simple cognitive principle
could account for the tendency to believe that minority
groups are more likely to possess negative characteristics.
Specifically, they proposed that one could view stereotyping
merely as a natural by-product of our tendency to pay more
attention to distinctive events. 

In their experiments, they presented participants with in-
formation about members of two groups of differing sizes.
Although the information was predominantly positive,
negative information was provided about both groups. An im-
portant feature was that within each group, the ratio of nega-
tive to positive information was exactly the same; thus, there
was objectively no correlation between group membership
and positivity of the available information. Hamilton and
Gifford argued that if people have a tendency to attend more
to distinctive information, they will (a) tend to pay more at-
tention to information about the smaller (minority) group, be-
cause it is more rare and hence distinctive; and (b) tend to pay
more attention to negative information than to positive infor-
mation, because it is also relatively rarer. This means that the
negative information about the minority group will be espe-
cially (doubly) distinctive, and it should tend to stand out
more in perceivers’ memories and impressions of the groups.
This pattern was in fact empirically observed. The partici-
pants tended to form illusory correlations, in which the
minority group was perceived to be characterized by negative
qualities greater than those of the majority group.

Although it has been debated whether distinctiveness per
se is the factor that produces this pattern of illusory correla-
tion (e.g., Fiedler, 1991), the interesting point is that in this
situation, negative stereotypes arise in the absence of the
usual motivational forces that had previously been assumed
to be causally responsible for prejudice-related phenomena.
It thus appears that sometimes the basic properties of our in-
formation-processing apparatus can produce biases and
distortions that have important consequences; this can occur
independent of the perceivers’ particular motivational orien-
tation. Yet anyone who has observed the phenomena of
stereotyping and prejudice would instantly recognize that this
account is at best only part of the story. The unsavory signa-
ture of motivated distortion is written in a variety of stereo-
typing phenomena (e.g., Fein & Spencer, 1997; Sinclair &
Kunda, 2000). More generally, purely cognitive explanations
for virtually any socially interesting phenomenon are likely
to fall well short of providing a satisfying explanatory ac-
count. It seems to us undeniable that the study of cognitive
processes must ultimately be situated within the context of

the mind’s affective and motivational dynamics, because
there is no compelling way in which these various facets of
mind can be meaningfully divorced from one another. In the
present section, we attempt to provide a representative survey
of the extensive evidence indicating that motivational and af-
fective forces are indeed of central importance in understand-
ing the dynamics of social cognition. In fact, it becomes
impossible to think of motivation and cognition as separable
phenomena after one develops an appreciation for the impli-
cations of this evidence.

As a starting point for understanding the motivational un-
derpinnings of social cognition, it is useful to consider the
general categories of motives that have come under theoreti-
cal and empirical scrutiny in social cognition research. We
focus here on three such broad categories: epistemic motives
(pertaining to the need to understand the social world), de-
fensive motives (pertaining to the need to view oneself and
one’s environment in pleasing and desirable rather than
threatening ways), and social-adjustive motives (pertaining
to the need for the acceptance and approval of others).

Epistemic Motivation

A fundamental motivation thought to underlie all of social
cognition to various degrees is the desire to understand the
people and events we experience in our daily lives. This mo-
tivation undoubtedly arises from our basic desire to feel safe
and in control of our lives. When we have a sense of under-
standing the social world, interactions seem predictable and
manageable. When we do not understand what is happening
around us, we quite naturally feel disoriented and relatively
helpless. This core need to figure things out must be balanced
against a variety of constraints, most notably the constraints
imposed by the information-processing limitations of our
nervous systems (e.g., the finite capacity of working mem-
ory). Given that we cannot engage in active processing of all
potentially relevant evidence before forming an impression
or making a judgment, our efforts to understand the world
must necessarily be selective and rely to a certain extent on
inference and supposition. Of primary importance is the sub-
jective sense that we have a reasonably clear understanding
of the situations we face in everyday life. 

An assumption shared by many social-cognitive theories
is the idea that epistemic motivation varies across persons
and situations, and this variability has important implications
for the types of information-processing strategies that per-
ceivers are likely to use in making judgments and choices
(see Chaiken & Trope, 1999, for numerous relevant reviews).
Stated simply, the assumption is that when such motivation
is high, perceivers are likely to engage in more sustained,
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effortful, and detail-oriented analysis of the social envi-
ronment. However, when epistemic motivation is low, per-
ceivers are likely to rely on their immediate reactions, which
often arise via the operation of automatic processes, the exer-
cise of relatively simple judgmental heuristics, or both (e.g.,
Tversky & Kahneman, 1974). These fast, top-of-the-head
reactions often seem to provide an adequate basis for under-
standing the situation, so unless there is some particularly
pressing reason to do so, pursuing more effortful and analytic
strategies may seem unnecessary.

One prototypical context within which these contingen-
cies have been much studied is the domain of stereotyping.
Recognizing the extent to which stereotypes can provide
rapid, efficient appraisals of others, Lippmann (1922) argued
that preconceptions about social groups serve a vital knowl-
edge function for perceivers. Instead of getting to know each
individual in terms of his or her own unique constellation of
characteristics (which would certainly be a daunting task in
complex, socially dense environments), we can rely to a great
extent upon generalities that subjectively seem to be suffi-
ciently accurate. Only in circumstances in which it is really
imperative to know an individual with particular accuracy do
we need to devote the extra time and energy necessary for
going beyond a stereotypical impression. Many situational
moderators of accuracy motivation have been investigated.
For example, telling people that they will be held accountable
for their judgments makes them much less reliant on stereo-
types (e.g., Bodenhausen, Kramer, & Süsser, 1994). Being in
a position of interdependence with (or dependency on) an-
other person can provide an impetus to know the other person
more accurately and can thereby also reduce reliance on sim-
ple generalizations (e.g., Fiske & Dépret, 1996). The personal
relevance or importance of a judgment also can raise fears of
invalidity, motivating perceivers to invest more effort into the
judgment-making process (e.g., Kruglanski & Freund, 1983).
Finally, experiencing a loss of control can motivate greater
information-processing effort in subsequent judgment con-
texts (Pittman & D’Agostino, 1989). Presumably, the desire
to restore a sense of subjective control motivates careful
attention to the details of the environment in order to provide
a maximally accurate assessment of its contingencies.

Epistemic motivation also varies across persons; certain
types of individuals show a more chronic orientation toward
relatively effortful and detailed impressions of the social
world. Cacioppo, Petty, Feinstein, and Jarvis (1996) re-
viewed an extensive body of research on an individual differ-
ence variable that directly captures this tendency, the need for
cognition. Persons high in need for cognition are likely to
engage spontaneously in more elaborate analysis of social
information, in part because they may simply enjoy figuring

things out. Whereas others may be quite content to rely on
simple heuristics and stereotypes, individuals who possess a
higher need for cognition are unlikely to do so, provided that
they have the time and attentional resources available to think
more deeply about the judgmental situation. Another disposi-
tional quality that can motivate individuated rather than
stereotypical impressions is found in persons who experience
chronic loss of control (e.g., Edwards & Weary, 1993). Just as
individuals who have experienced a situational loss of con-
trol are motivated to repair their feelings of vulnerability by
taking care to know the environmental setting accurately, so
do persons experiencing more chronic problems with loss of
control. Individuals who experience a chronic fear of invalid-
ity for any reason are likely to have generally higher levels of
baseline motivation for systematic or effortful information
processing (see Kruglanski, 1996). Thus, greater accuracy
motivation can arise either because of (positive) enjoyment
of engaging in mental analysis or (negative) anxiety about
making a mistaken judgment or choice.

Apart from accuracy motivation, epistemic motivation
also derives from the extent to which persons feel a strong
need for closure (or its avoidance). According to Kruglanski
and Webster (1996), the need for closure involves the desire
for definite knowledge and the desire to avoid ambiguity and
uncertainty. This need, which also varies across persons and
situations, lends a sense of urgency to information processing,
leading to a tendency to seize on initial reactions rather than
pursue a more detailed analytical course. In addition, this need
also invokes a desire to maintain closure. Situational varia-
tions in need for closure can be created, for example, by ma-
nipulating the deadline for judgments. Many investigations of
the need for closure have examined more enduring, disposi-
tional variations. Consequences of high need for closure have
now been documented in many social settings. For example,
de Dreu, Koole, and Oldersma (1999) showed that persons
high in the need for closure were more likely use simplifying
heuristics in a negotiation setting. Shah, Kruglanski, and
Thompson (1998) showed that need for closure increased in-
group favoritism and out-group derogation—both processes
that can be attributed to the invocation of simple evaluative
heuristics. When individuals want an answer quickly, they are
thus unlikely to go beyond their initial reactions; to do so
might necessitate addressing complexities and ambiguities
that would only undermine the press for closure.

Defensive Motivation

The desire for predictability and control is presumably best
served by the formation of accurate representations and
judgments. Yet sometimes the truth hurts, and we would feel
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better if we could avoid it. Thus, our need to know the social
world inevitably involves a tension between accuracy and de-
fensive motives (e.g., Taylor & Brown, 1988). Defensive mo-
tives reflect our desire to see ourselves and our social worlds
in desirable, positive ways and to avoid unflattering or threat-
ening realities. This tension is reflected in research examin-
ing the perceiver’s need to feel like a reasonable, rational
agent. Although previously described research has suggested
that people often apply stereotypes as a sort of default, only
going beyond a stereotypical impression when accuracy mo-
tivation is high and need for closure is low, there are some
cases in which this tendency may be undermined by a differ-
ent set of concerns.

Sometimes individuals may be reluctant to apply stereo-
types in their judgments of others because such stereotypes
are considered socially undesirable or inaccurate. As re-
viewed in the previous section, this kind of situation can mo-
tivate effortful attempts to suppress stereotypes or otherwise
correct for their influence on judgments. More generally,
people may be reluctant to render judgments about others un-
less they feel they have a defensible basis for doing so (e.g.,
Yzerbyt, Leyens, & Corneille, 1998). For example, if pre-
sented with a male versus female target (e.g., just a picture
and no other information) and asked to judge the person’s
suitability for an engineering job, judges would probably be
very reluctant to rely on sexist stereotypes. Under these cir-
cumstances, they would very likely feel that they were not
entitled to judge the person. However, if given a résumé to go
along with the photo, perhaps containing evaluatively mixed
credentials, they may then feel entitled to judge (and might
very well rely on their sexist stereotypes under this circum-
stance). In a different vein, some individuals typically do not
rely on social stereotypes because they do not view persons
(or groups) as having very stable, enduring qualities (Levy,
Stroessner, & Dweck, 1998). For these persons, simply
knowing a person’s group membership does not seem like a
very informative basis for forming impressions, so they must
satisfy their epistemic motivations by seeking out other kinds
of data. Perceivers thus must balance their tendency to use
simplifying generalizations with their desire to feel that they
have a valid and reasonable basis for judging others. This
latter desire can derive as much from defensive as from epis-
temic motivations.

Perhaps the most classic example of a defensive motive is
the desire for self-enhancement. People want to think well
of themselves and avoid confronting their own shortcomings.
This powerful motivation has been examined in innumer-
able psychological studies (for a review, see Pittman, 1998).
The obvious implication for social cognition is that people are
motivated to form self-serving impressions, and this tendency

has been documented in many ways. To pick but one exam-
ple, it has been found that people are more likely to activate
and apply negative stereotypes when self-enhancement needs
have been aroused by a recently experienced threat to self-
esteem (Spencer, Fein, Wolfe, Fong, & Dunn, 1998). As pre-
viously noted, one fundamental motivation for prejudice and
stereotyping may be the fact that their application can provide
a mechanism whereby the perceiver can feel superior to oth-
ers (e.g., Fein & Spencer, 1997). In addition to economizing
cognition, stereotyping thus can simultaneously gratify other
motivational constraints.

In addition to wanting to feel superior to others, we also
want to feel impervious to harm and to believe that the world
is fair and just. The phenomenon of “blaming the victim”
(e.g., Lerner, 1998) is one important by-product of these
profound needs. If bad things can happen to good people, this
has disturbing implications for our senses of safety and
justice. Consequently, we may come to view the victims of
unfortunate circumstances as possessing qualities that pre-
cipitated or otherwise can explain their unhappy fate. Lerner
argues that these beliefs often operate in a primitive, implicit
manner in shaping our impressions and blame reactions,
rather than through a more conscious application of deduc-
tive reasoning. Seen in this light, applying negative stereo-
types to members of socially disadvantaged groups can be
seen as a way of bolstering our sense that the existing system
of social inequality is just and appropriate (see also Jost &
Banaji, 1994).

Perhaps the greatest threat to our sense of safety and
invulnerability comes from the recognition of our own mor-
tality. Research on terror management (e.g., Pyszczynski,
Greenberg, & Solomon, 1999) suggests that we have a fun-
damental motivation to defend ourselves against confronting
our own eventual demise. One strategy for coping with this
unpleasant reality lies in the creation and maintenance of
broader worldviews that imbue life with a sense of meaning
and purpose that extend beyond the life of the individual. In a
series of studies, it has been shown that reminding people of
their own mortality results in the motivation to bolster one’s
cultural worldview. One way in which this can be accom-
plished is by disparaging individuals who threaten or contra-
dict one’s worldview, such as the members of other social
groups (Schimel et al., 1999). Given the wide array of defen-
sive motivations that are addressed by forming negative and
hostile impressions of out-groups, the enduring manifesta-
tions of intergroup conflict around the world may seem all the
more intractable.

Research of this sort shows that although accurate percep-
tions are important to attainment of control, other powerful
needs operate, pushing us toward perceiving the world in
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ways we want it to be (Kunda, 1990; MacCoun, 1998). Fortu-
nately for the social perceiver, given the often-considerable
ambiguity of social stimuli, the need to feel that one has
accurate knowledge can often be met while simultaneously
pursuing the need to feel good about oneself. But just what
mechanisms are available to produce the desired self-serving
impressions and judgments? There are many such mecha-
nisms. First, perceivers may selectively attend to stimuli
in ways that provide desired outcomes. In one recent demon-
stration, Mussweiler, Gabriel, and Bodenhausen (2000)
showed, for example, that when put in the threatening position
of having been outperformed by another person, people tend
to strategically focus on aspects of their own identity that
serve to differentiate them from the upward comparison stan-
dard. For example, a European American woman who is out-
performed by anAsian woman may activate self-definitions in
which her ethnicity is more salient. People generally find sim-
ilar others to be more relevant bases for social comparison, so
by emphasizing an aspect of her identity that differentiates her
from a potential comparison standard, she renders that stan-
dard less diagnostic for self-evaluation. Use of this identity
differentiation strategy is indeed associated with greater posi-
tive affect and enhanced situational self-esteem following an
upward comparison.

A particularly powerful demonstration of motivated selec-
tivity in the use of identity dimensions was provided by
Sinclair and Kunda (1999). In their research, they presented
individuals with evaluative feedback that ostensibly came
from a source that was simultaneously a member of both a
positively stereotyped and a negatively stereotyped group.
For example, the participants were either praised or criticized
by an African American doctor. Having been criticized, par-
ticipants were motivated to discredit the evaluator, and they
tended to activate African American stereotypes while at the
same time inhibiting doctor stereotypes. Conversely, having
been praised, participants were motivated to imbue the eval-
uator with credibility, so they tended to activate doctor
stereotypes while simultaneously inhibiting African Ameri-
can stereotypes. This research suggests an important mecha-
nism whereby desired conclusions can be reached: By
inhibiting stimulus dimensions that could challenge the pre-
ferred impression, perceivers do not have to face their un-
wanted implications. Selective attention is clearly a hallmark
of motivated social cognition.

Perceivers can also selectively sample from their memo-
ries in order to reach desired conclusions. For example,
Sanitioso, Kunda, and Fong (1990) showed that after receiv-
ing information indicating that introverts (or, alternatively,
extroverts) are more likely to enjoy positive academic and
social outcomes, people selectively recalled past behaviors

that were consistent with the desirable characteristic. There
are many ways in which we selectively construct autobio-
graphical memories in order to confirm our desired
beliefs about ourselves (e.g., Ross & Wilson, 2000). Similar
processes may operate in our perceptions of others. That is,
we may selectively remember the “facts” differently about
liked versus disliked others, giving the benefit of the doubt to
those toward whom we feel an affinity by recalling their most
favorable moments; however, when we pause to think about
those to whom we feel enmity, we may conjure up episodes
when they were at their worst. Moreover, if confronted with
an irrefutable set of facts, perceivers always have the option
of explaining the facts in different ways. For instance, a liked
individual (or group) will be assumed to be more responsible
for a positive event than a disliked entity would be, whereas
negative events may be seen as more situationally caused for
liked (versus disliked) social entities (e.g., Pettigrew, 1979;
Regan, Straus, & Fazio, 1974). Further, the perceived trait
implications of a behavior can depend critically on whether
we are motivated to think well or ill of the actor. An ambigu-
ously aggressive behavior may be seen as disgraceful hostil-
ity when performed by an African American, yet the same
behavior may be seen as a playful interaction when per-
formed by a European American (e.g., Sagar & Schofield,
1980). Again, the inherent ambiguity of many social events
lends itself to creative and selective interpretations and
reconstructions.

Perceivers can also apply differential evidentiary standards,
depending on the desirability of the implied conclusion. Natu-
rally, a more stringent criterion of proof is required for un-
wanted or unpleasant conclusions compared to pleasing ones
(Ditto & Lopez, 1992). That is to say, if an initial consideration
of the evidence supports a desired conclusion, we may be quite
content to stop, but if the initial implications are displeasing,
we may sort through the evidence much more extensively and
subject the counterevidence to our desired conclusions to par-
ticularly harsh scrutiny. In this way, effortful reasoning can be
engaged in the service of producing desired impressions and
judgments. We also may estimate the likelihood of events at
least partially in terms of their desirability. This form of wish-
ful thinking appears to be a ubiquitous source of bias in belief-
based reasoning (McGuire, 1960). However, the fact that our
expectations tend to covary with our desires can also reflect
the simultaneous operation of a mechanism whereby desires
are constrained by reality—that is, just as we may want to
think that desirable events are more probable, we may also
determine what it is that we desire in part by assessing its
attainability.

It is thus evident that the wily social perceiver has many
strategies for getting what he or she wants. Via selective
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attention, memory, and interpretation, the world can be seen
as a flattering, safe, desirable place. These positive biases
may provide important coping resources for us (Taylor &
Brown, 1988). However, it is important to recognize there are
always some reality constraints in operation when we per-
ceive the social environment. It is only when a suitable justi-
fication can be constructed that the perceiver is free to
indulge in these positive illusions. Given the typical degree
of ambiguity in social reality and the range of motivational
strategies that are available, it may only rarely be the case
that reality constraints are completely impervious to the dis-
torting influence of defensive motives.

Social-Adjustive Motivation

The need for belonging and interpersonal acceptance is an-
other powerful motivational force acting on social perceivers,
as decades of research on normative social influence have
documented (e.g., Baron, Kerr, & Miller, 1992). A major im-
plication of this body of research is that social perceivers will
be motivated to perceive the world in ways that win them ac-
ceptance and approval and that make them feel like worthy
members of their social groups. One major component of this
tendency is simple conformity to the impressions and judg-
ments of others. For instance, hearing information that con-
dones or criticizes prejudice can influence the types of
attitudes that an individual expresses (e.g., Blanchard, Lilly, &
Vaughn, 1991). One might argue that such an effect merely re-
flects simple compliance with clear situational demands and
does not necessarily reflect motivated distortion of the per-
son’s true inner judgments and impressions. However, similar
findings have emerged even when relevant social norms are
activated in very subtle and indirect ways, and when there is
no audience that will be aware of whether the person con-
formed or failed to conform to the apparent social consensus
(Wittenbrink & Henley, 1996).

There is also interesting evidence that belongingness
needs can direct social attention and memory. Gardner,
Pickett, and Brewer (2000) had participants engage in inter-
actions in a computer chat room. The nature of the interaction
was manipulated so that the participants would have social
acceptance or rejection experiences. Following social rejec-
tion, belongingness needs were expected to be activated and
to guide subsequent information processing. After the chat
room experience, all participants read a diary that contained
information about both social and individual events. As ex-
pected, in a subsequent memory task, the individuals who had
experienced exclusion in the chat room were significantly
more likely to remember the social information contained in
the diary. This finding confirms the long-standing claim that

the momentary needs and goals of the person are likely to
play an important directive role in social cognition (e.g.,
Bruner, 1957; Jones & Thibaut, 1958; Klinger, 1975). The
pursuit of belonging is just one of many possible goals that
can serve this directive function, and a recent focus of empir-
ical attention has been on the mechanisms through which
goals guide cognition down a path toward desired outcomes
(e.g., Bargh & Barndollar, 1996; Gollwitzer, 1990).

Affective States

The study of emotion is intimately tied up with the study of
motivation. Just as the perceiver’s motives can influence the
extent and direction of social cognition, so too do affective
states play a regulatory role in shaping the course of social in-
formation processing. Moods and other emotional states can
direct memory toward affectively congruent material (e.g.,
Forgas, 1995), influence which dimensions and attributes
of objects are salient (e.g., Niedenthal, Halberstadt, &
Innes-Ker, 1999), and lead perceivers to interpret ambiguous
social stimuli in a manner that is consistent with the implica-
tions of their affect (e.g., Keltner, Ellsworth, & Edwards,
1993). Affective states can influence the perceived likelihood
of events (e.g., Johnson & Tversky, 1983) and can them-
selves be used as information directing judgments when per-
ceivers interpret their affect as being a reaction to the object
of judgment (e.g., Clore, Schwarz, & Conway, 1994).

In keeping with major themes of the present review, affec-
tive and arousal states have also been hypothesized to influ-
ence attentional capacity and epistemic motivation. Thus,
they may play a role in determining the extent to which social
impressions are based primarily on relatively automatic,
immediate reactions or instead are based on more controlled,
analytic assessments. Evidence consistent with these possi-
bilities has emerged in many domains of social cognition,
including the study of stereotyping. For example, several
studies suggest that happiness is associated with a tendency to
think less extensively about the social environment. Instead,
happy people often appear content to rely on their generic
knowledge about social groups rather than taking the trouble
to engage in extensive individuation of particular group mem-
bers (e.g., Bodenhausen, Kramer, & Süsser, 1994; Park &
Banaji, 2000; for a review, see Bodenhausen, Mussweiler,
Gabriel, & Moreno, 2001). Happiness may confer a sense of
confidence in initial top-down impressions that makes effort-
ful thought processes seem subjectively unnecessary. Fluctu-
ations in arousal can also influence information-processes
resources and thereby moderate the extent of reliance upon
stereotypical generalizations. For example, Bodenhausen
(1990) showed that stereotype-based discrimination covaried
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with circadian fluctuations in mental energy. When “early
birds” were tested in the morning, they showed little evidence
of reliance on stereotypes, but later in the day they were much
more likely to render stereotypical judgments. Conversely,
“night owls” were highly likely to make stereotypical judg-
ments in the morning, but not in the afternoon or evening.
These findings suggest that low levels of circadian arousal
represent a risk factor for intergroup discrimination because
perceivers will lack the mental resources to marshal the effort
necessary for forming more individuated impressions. At the
other end of the spectrum, it is also the case that excessive
amounts of arousal can prompt greater reliance on stereo-
types, presumably by disrupting attentional processes (e.g.,
Kim & Baron, 1988).

One emerging trend in the literature on affect and social
cognition is the examination and comparison of the effects of
integral versus incidental sources of affect (e.g., Bodenhausen
et al., 2001). Most of the previous research has focused on
moods and other affective states that were triggered in con-
texts unrelated to the current information-processing situa-
tion. This incidental affect can be contrasted with feelings and
emotions that arise in reaction to the present situation itself.
This latter, integral affect, comes in two important varieties.
Chronic integral affect refers to enduring feelings one has
about the individual(s), group(s), or setting present when an
interaction is transpiring, whereas episodic integral affect
refers to momentary feelings triggered in a particular interac-
tion. For example, if one has a fear of dentists, a trip to the
dentist’s office will be imbued with chronic negative integral
affect; however, if this particular trip happens to go very well,
the episodic integral affect may end up being quite positive.
The affective dynamics of social behavior are very likely to
involve both of these kinds of integral affect, as well as the in-
cidental affective background of moods that are brought into
an interaction from previous unrelated events. Whereas a rich
set of theory and data has emerged to study the incidental side
of the picture, the role of integral affect in social cognition is
only beginning to be explored (e.g., Moreno & Bodenhausen,
2001; Perrott & Bodenhausen, 2002). In any case it is clear
that the affective and motivational context of social cognition
will continued to be explored with great vigor as researchers
attempt to reunite thinking and doing with feeling and
wanting.

CONCLUSION

There have been many debates about the appropriate defini-
tion of social cognition—many reflect attempts to circum-
scribe the content domain or topics that fall within its purview.

In our view, social cognition is not so much a topic area as a
general perspective that can be applied to virtually any social
psychological topic in which one is interested. In keeping with
this perspective, we have reviewed the central conceptual
themes of social cognition research, including the form and
nature of mental representations, the automatic and effortful
use of such representations, and the ways in which these
processes are modulated by the motivational and affective
context within which they occur. Although we produced ex-
amples of the use of these general principles from a limited
number of topic areas (often focusing on stereotyping as a pro-
totypical example), they could be (and have been) applied in a
host of content domains, including group decision making,
interpersonal conflict, relationship development, social influ-
ence, political judgment, marketing and consumer behavior,
academic and athletic performance, and countless others. The
fruitfulness of these various applications shows that much ex-
planatory power can be gained when psychologists explore
the workings of the so-called black box, using objectively ob-
servable aspects of task performance to derive and test infer-
ences about how the mind goes about its business. Inevitably,
much of that business is social in nature. The business of
studying social cognition is to unravel the mysteries of our
socially embedded minds.
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In everyday conversation, Spaniards occasionally describe
someone as being emocionado(a). To be emocionado means
to be emotional, but this translation is misleadingly simple.
Whereas English speakers use the phrases to be emotional
and to have an emotion largely interchangeably, Spaniards
make a clear distinction between estar emocionado and sen-
tir una emoción. Emocionado is perhaps better rendered into
American English metaphorically as “to be touched” or “to
be moved” (as a psychological state); emocionado can be
used in either positive or negative contexts. Spaniards recog-
nize different expressive behaviors for emocionado and
emoción, even when both occur in a positive context. For
example, a Spanish journalist described two medal winners
on an Olympic podium, one smiling and the other crying.
The journalist described the smiling woman as alegre
(joyful) and the crying woman as emocionada (Fernández-
Dols & Ruiz-Belda, 1995). Emocionado is an emotional state
distinct from specific emotions such as anger or joy. In fact,
as early as 1921, Gregorio Marañón, a Spanish doctor,
pointed to Spaniards’ use of emocionado as a recognition
of the nonspecific nature of visceral changes in emotion
(Ferrandiz, 1984). If emocionado denotes an emotional state
not recognized clearly in English, Spanish may segment
emotional experience in a subtler way than does English.

Ethnographers’ and historians’ descriptions of remote or
past cultures reveal many more examples of different ways of
talking about emotion. For example, Tahitians lack the word
sadness entirely (Levy, 1973). Even where a similar word

exists, it may cover different experiences—just as the Eng-
lish word sadness has covered different experiences during
different historical periods (Barr-Zisowitz, 2000). 

Another observation from the ethnographic record is vast
differences even when an emotion word appears the same.
Consider two societies, both of whom have words easily
translatable as anger. In Never in Anger, Briggs (1970) de-
scribes an Utku family in the Canadian Arctic; the Utku smile
and laugh off situations that would make most of us angry.
They endure with patience and humor situations that would
drive us to fury. The clearest case of an Utku’s anger recorded
by Briggs was particularly telling. A group of visiting
Kapluna (White) sports fishermen borrowed a canoe and
damaged it. It was one of only two canoes the Utku band pos-
sessed. The fishermen later asked to borrow the other canoe.
Damage to this second canoe would endanger the future
livelihood of Briggs’s Utku family. Briggs was the interpreter,
and she refused the fisherman’s request, becoming overtly
angry with them. The Utku elder for whom she was translat-
ing did not react with anger toward the fishermen, who were
to be shown indulgence and forgiven, as a child would be. But
he did react with ningaq to Briggs. He found her angry out-
burst so inappropriate that she was ostracized for several
months. The Utku never see anger (ningaq) as justified. The
Utku believe that angry feelings, by themselves, with no
mediation, can harm others or even kill them. For an Utku, to
experience ningaq is to experience oneself as unjustifi-
ably harboring murderous feelings—this in a society in which
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kindness and tolerance are expected of all adults and are even
considered to define what it means to be a mature functioning
human (Kaplunas—White people—are suspected of being
descended from dogs and to have the minds of children).

Our second case comes from the Ilongot, a group indige-
nous to the Philippines and studied by Michelle Rosaldo
(1980). Their word commonly translated as anger is liget. A
young man is restless, frustrated, mulling over past insults.
He is envious of the privileges of his elders and the successes
of his peers. His liget mounts and weighs down on him.
There will likely be other such young men, competing, envi-
ous of one another, and heavy with frustration and boredom.
Led by an elder man, a small group of such youths conducts
a raiding party, sometimes against a known enemy, but more
often against a random victim (man, woman, or child). Dur-
ing the raid, the young men beat their heads to increase their
liget. The liget mounts and weighs on them. It is felt as
heavy and oppressive, an unrelieved yearning. Finally, the
victim is selected and killed (it does not particularly matter
by whom). The young men rush at the victim, slashing and
mutilating. The victim’s head is severed, and one youth
throws the head in the air. Now the liget is felt as “burning
joy.” The young men feel lightened, freed from the heavy
burden. Filled with liget, the party is intent on mutilation.
They slash, mutilate, and toss heads. They then raid the
home of the victim, destroying property. As they return to
their homes, to keep their liget hot, they drink hot drinks.
They return in triumph as men.

QUESTIONS ARISE FROM
CULTURAL DIFFERENCES

Whatever the validity of these specific observations, these
and many more like them have been important in the psychol-
ogy of emotion. For one, reactions to such observations reveal
diverse assumptions. One reaction to claims of this sort has
been to conclude that emotions among Spaniards, Tahitians,
Ilongot, and Utku are different from emotions in English-
speaking societies. Another reaction has been to conclude that
perhaps each language has a different way of describing emo-
tions (but that does not mean that the emotions themselves are
different). Another reaction has been to conclude that emo-
tional experience is culture-specific but that emotions are not.
Yet another reaction is to dismiss much of the ethnographic
and historical evidence as concerning mere talk—nothing
important for those who would study emotion.

When confronted with claims of cultural and historical
differences in the concept of sadness or with anecdotes of
cultural variability of anger, psychologists must face difficult

questions: Is anger of the Utku the same emotion as anger in
the Ilongot? How could that sameness be empirically tested?
What, if anything, is the anger behind the manifest differences?
Is anger universal? Or could it be a cultural artifact? Answers
to such questions follow predictable theoretical positions on
fundamental issues such as what is real and what is not, what
are legitimate topics in science, and what is the relationship
between mind and body and between language and reality.

The issues raised by reports of cultural differences have
not been settled by available evidence. There is no consensus
on such matters. Or even on how they could be settled. In-
stead, different researchers assume different positions, based
on deeply held philosophical assumptions. These often-
unvoiced assumptions then guide scientific theorizing, divid-
ing the field into camps that each pursue different goals with
different methods. For example, an approach to emotions as
universal natural entities independent of language and culture
stems from (or resonates with) a basic philosophical position
that could be labeled as ontological realism. In contrast, an
approach to emotions as cultural products created through
language stems from (or resonates with) a philosophical po-
sition that could be labeled as nominalism. Psychological the-
orists may not endorse all the traditional consequences of
their philosophical assumptions, and most theorists introduce
ways to accommodate data grounded on other assumptions.
Nevertheless, exposure of these philosophical assumptions
can help us understand some of the sources of strength and
weakness in current research on emotion.

In this chapter, we first outline four philosophical posi-
tions (in necessarily overly simplified and stark terms) that
seem to underlie different research programs on emotion and
that center on the issue of the relation between language and
reality. (Does language accurately describe reality? Influence
reality? Constitute reality? Or does everyday language con-
ceal and obscure reality?) We then explore one way that these
research programs might be integrated.

Ontological Realism

The ontological realist assumes that words such as anger and
sadness are simply labels for preexisting entities. Emotions
are like rivers or lakes or other things in the natural world.
They are self-contained and distinct from any other thing.
They have a concrete localization inside human beings and
other animals (“inside” nowadays often means “in the brain”).
With scientific effort, emotions will be isolated, localized,
measured, and manipulated. From this point of view, it would
not be surprising if each specific emotion were discovered to
correspond to a single neural center, neural circuit, peptide, or
some other specific physical entity.
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Emotions existed long before culture or language. At best,
language can provide labels for different emotions. Of course,
different languages provide different labels, but these point to
the same preexisting reality: Just as luna and moon are differ-
ent labels for the same entity, so are anger, ningaq, and liget
just different labels for the same entity. Language is useful
only in providing labels, and most talk about emotion is of lit-
tle interest to the scientist and can often obscure or conceal
reality behind the words, as in romantic or metaphoric talk
about the moon.

Nominalism

Nominalism is thought by some to have started with the me-
dieval philosopher Ockham, who broke with many of the
philosophical assumptions of his contemporaries. Ockham
taught that there exist only individual events and things (such
as Briggs’s reaction that day to the Kapluna fishermen). Indi-
vidual events or things (even those called by the same name)
do not share with each other some Platonic essence. Names
for general classes of events or things (e.g., emotion or anger)
are therefore misleading. Sometimes some events look simi-
lar enough for an observer to group them together and give
them a common name—hence nominalism. Through lan-
guage, people can name general groups of these individual
events and talk about the type in general. Nevertheless, such
groupings are always arbitrary, in the sense that the only
thing real is the individual. A nominalist position is thus
skeptical about any claims about reality outside individual
events and words themselves. 

In a modern version of nominalism, the emphasis is on the
role of words. Words differ from one society to the next or
one historical era to the next, and that is the reality to be ana-
lyzed. As words, anger, liget, and ningaq are important in
their own right, rather than as labels for a common entity
(Harre, 1986). An extreme version of this approach asserts
that these words lack any denotation. Instead, they are simply
cultural practices (e.g., Lutz, 1988). Another version would
be the belief that there do exist individual events, but these
individual events take on the meaning of anger, liget, or
ningaq only by being labeled. For example, one approach to
emotion words is to study them only as part of discourse and
focus on pragmatics of their use. (What is the consequence,
in Utku society, of accusing someone of being ningaq?)
Emotion words, as part of discourse, create an object (the
emotion) that exists only in the context of the speaker’s
construed social reality: Words create a cultural, idiosyn-
cratic illusion that is the emotion itself. Anger, liget, and
ningaq are therefore not comparable and cannot be under-
stood outside the culture in which they fulfill an important

role in the regulation of everyday interaction. From this
point of view, much of the psychology of emotion is the im-
position of a Western construction on other cultures, which
ignores the implicit symbolic structure that gives shape and
meaning to each potential candidate for the label emotion in
that culture (Shweder & Haidt, 2000).

Conceptualism

A conceptualist position shares with ontological realism its
assumption that emotion words refer to a nonlinguistic real-
ity, its interest in that reality rather than in words, and its skep-
ticism about the ability of language to reveal that reality. The
conceptualist, however, takes such words as anger and liget
as concepts rather than as labels for entities. There are many
ways to construe reality. Thus, any inference to emotions as
independent, real entities, while possible, is suspect. The na-
ture of the reality so conceptualized is the focal question. For
example, one might hold that when people use an emotion
word, they are pointing to a physiological, behavioral, or sit-
uational event—something observable—and not to any emo-
tional entity. The scientist’s job is to search for an objective
account of the actual processes commonly conceptualized as
anger, liget, or ningaq. Behaviorist, functionalist, and situa-
tionist approaches to emotion arise from this philosophical
background.

Formalism

The formal approach treats emotion words as formal objects,
much like numbers or logical operators. As in the nominalist
approach, the focus is again on language, although in this
case it is on the semantics rather than pragmatics of language.
Emotion and emoción are first and foremost words. What are
the necessary and sufficient features for emotion and emo-
ción? Or for anger, liget, or ningaq? These terms may have
both common and distinguishing features, which would re-
veal universal and language-specific aspects of these words,
respectively. Rather than simply assume that anger � liget �

ningaq, the researcher seeks to provide a formal analysis of
each word. Words are linguistic phenomena, parts of a partic-
ular language. Each specific language is a cultural product,
but language in general has universal aspects.

DIFFERENT RESEARCH PROGRAMS
ON EMOTION

The study of emotion is guided by deep assumptions that res-
onate with old philosophical debates. The result is that differ-
ent and apparently incompatible research programs have
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arisen that provide different frameworks for research and ap-
plications in the field. From one program to the next, there is
no agreement about the meaning and scientific usefulness of
words such as anger, sadness, and the like or even of emotion
itself. In this section we describe several of these programs.
Although we emphasize the philosophical assumptions
guiding each program, we do not imply that individual theo-
rists endorse these philosophies explicitly, consistently, or
exclusively.

Emotions as Entities

The Facial Expression Program

Ontological realism comes close to the philosophical assump-
tions of the person in the street and remains the dominant po-
sition in the psychology of emotion. (See Lillard, 1998, for a
discussion of the ontological realist assumptions of the con-
cept of mind.) Emotions are natural entities. By “natural,” we
mean that emotions are now viewed as biological products of
evolution. By “entity,” we mean (a) that an emotion could, at
least in principle, be isolated from its surrounding context
(i.e., from its eliciting stimulus and behavioral and physio-
logical consequences) and still be the emotion that it is and
(b) that an emotion has causal powers (fear causes flight and
love makes one care for the loved one). Thus, in the days of
faculty psychology, emotion was a faculty.

The ontological position can be seen in much of the re-
search conducted on emotion, but its major theoretical repre-
sentatives today were inspired by Silvan Tomkins (1962,
1963). Tomkins was a psychiatrist with a vast range of inter-
ests and a formidable intellectual curiosity. Tomkins’s influ-
ence on two creative, enthusiastic scientists, Carroll Izard
and Paul Ekman, was a powerful tool in spreading his ideas.
Together, they created the Facial Expression Program (FEP;
Russell & Fernández-Dols, 1997), arguably the most influen-
tial network of assumptions, theories, and methods in the
psychology of emotion. The FEP combined ontological as-
sumptions about emotion with modern scientific concerns
about the evolutionary origins, neural mechanisms, and pre-
cise physiological correlates of emotion.

In this framework, the kinds of cultural differences with
which we began are acknowledged. Ekman (1972) named
his own theory neurocultural. Culture influences the observ-
able elements surrounding emotion, but not the unobservable
emotion itself. Members of different societies learn to have
different emotions in given situations: A food that produces
pleasure in one society can produce disgust in another. And
society regulates (through display rules) the observable man-
ifestations of each emotion: A society might believe that boys

should show a brave face even when sad or frightened. These
cultural differences are not taken to challenge the reality or
universality of the emotions themselves.

Izard and Ekman traced their intellectual roots to Charles
Darwin. Darwin’s Expression of the Emotions in Man and
Animals was an extended argument for human evolution and
against the then-popular belief that most muscles of the
human face were God’s creations designed exquisitely for the
expression of emotion (Montgomery, 1985). Darwin’s strat-
egy was to show that expressions are not simply expressions
at all but vestiges of formerly instrumental actions. (A facial
expression of anger with bared teeth does not simply express
anger but is a genetically transmitted habit of baring the teeth
when preparing to bite.) Emotions and movements (expres-
sions) were described according to the everyday categoriza-
tion of nineteenth-century English society. Darwin was a
great empirical scientist, but his views on emotion were com-
monsense assumptions in the tradition of academic treatises
of the seventeenth and eighteenth centuries. His three princi-
ples of expression do not mention emotion, and his book is
focused mostly on the physiology of expression. 

In the hands of Izard and Ekman the emphasis shifted
back to facial movements as genuine expressions and even
more to the emotions expressed. Darwin’s research became
the search for universal entities (now called basic emotions)
behind human faces. His findings of similar movements
across cultures, ages, and species became a finding of similar
emotions across cultures, ages, and species. Ekman and Izard
transformed Darwin’s vague and open-ended list of emotions
(e.g., meditation, hunger, determination, love, low spirits,
despair) into a closed list of basic emotions. Ekman (1972)
included happiness, fear, sadness, anger, surprise, and dis-
gust and more recently added contempt (Ekman & Friesen,
1986) and shame (Keltner, 1995). Basic emotions are
prepackaged neural programs that can be detected in all
human beings as well as in other species. Other emotions,
such as love, jealousy, shame, emocionado, liget, or ningaq
are blends, mixtures, subcategories, or synonyms of the basic
emotions.

Although different theorists have proposed somewhat dif-
ferent theories, a list of the prototypical principles of the FEP
would include the following:

1. There is a closed (although revisable) list of basic
emotions.

2. Basic emotions are discrete entities.

3. Basic emotions are genetically determined and universal.

4. Each basic emotion produces a coherent and unique pat-
tern of facial and vocal signals, conscious experience,
instrumental action, and physiological changes.
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5. All emotions other than the basic ones are subcategories
or mixtures of the basic emotions.

6. Signals for basic emotions are recognized by any normal
human being. 

7. Voluntary facial expressions are deceptive and culturally
determined.

The FEP stimulated the gathering of a vast quantity of
data, much of it aimed at establishing one fact: Across a range
of ages and cultures, human beings can attribute the same
emotions to select facial configurations. But this fact (assum-
ing it is a fact; cf. Russell, 1994) would establish only one of
the basic principles of the FEP. For example, research has not
yet shown that an allegedly universally recognized facial ex-
pression is a manifestation in all human societies of the very
emotion recognized. Indeed, available data make this as-
sumption doubtful (see Camras; 2000; Fernández-Dols &
Ruiz-Belda, 1997; Fridlund, 1994). 

The FEP has generated much valuable data on how people
associate emotion names with facial expressions and on
physiological or vocal patterns of those said to have those
emotions. Curiously, no data have been gathered to establish
the existence of anger, fear, and other basic emotions beyond
the facial configurations, vocal and physiological patterns,
and so on from which the emotion is inferred—that is, be-
yond the emotion’s observable manifestations. Instead, the
emphasis has been on the importance (in Darwinian terms,
the adaptiveness) of emotion. This approach is reminiscent of
another argument in the ontological tradition: Anselm’s onto-
logical argument for the existence of God, by which the
meaning of the word God implies the necessity of his exis-
tence. By definition, God is perfect, but nonexistence would
be an imperfection and therefore a contradiction. Emotions
are important (adaptive), but a nonexistent entity could not be
important.

Appraisal Theories

The clearest candidate for the research program that is re-
placing FEP as dominant in the psychology of emotion today
is known as appraisal theory. Appraisal theory (see Frijda,
1986; Lazarus, 1991; Scherer, Schorr, & Johnstone, 2001)
shares with FEP the assumption that emotions are adaptive
entities that have evolved to respond quickly to recurring
important circumstances. Appraisal theories can be thought
of as a development of FEP in which emphasis is put on a
cognitive step between those circumstances and the emotion
(event → appraisal → emotion). (Some versions of appraisal
theory assume that appraisals are a part of the emotion). An
appraisal provides an explanation for (a) which situations

elicit which emotions and (b) individual differences in the
stimulus-response link. (For example, if you appraise dogs as
threats, then, for you, dog → threat → fear; but if you like
dogs, then dog → good → happy.) The main question then
becomes the nature of appraisal. In the earliest versions, ap-
praisal was a simple evaluation (Arnold, 1960). In later ver-
sions, appraisals became increasingly complex and took into
account a person’s plans, beliefs, desires, values, and so on
(Lazarus, 1991). 

One appraisal theorist, Smith (Smith & Kirby, 2001), noted
the ontological assumptions of appraisal theories. These theo-
ries generally share with FEP assumptions about emotions as
entities, but they also began by assuming that appraisals are
also entities (which are capable of producing emotions). This
ontological predisposition can be seen in the primary method
used: If a subject could label an appraisal with a word such as
threat or good, then these specific appraisals were assumed to
exist and to trigger the emotion. Smith and Kirby called for
more circumspect inferences from such methods and for the
use of methods that focus on the actual processes that consti-
tute appraisals.

Concluding Comment

The ontological approach has been an enormous success—
indeed, sometimes a victim of its own successes. For exam-
ple, data generated by the FEP unveiled extraordinary
complexity within “basic” emotions. Facial, vocal, and
instrumental behavior, as well as cognitive appraisal, subjec-
tive experience, and physiological changes all show much
more variability within each emotion than anticipated
(Ortony & Turner, 1990; Smith & Scott, 1997). Further, these
separate components do not correlate with each other as
highly as anticipated (Lang, 1994). As a second example, the
ontological approach has relied heavily on human judgment
studies (e.g., in the studies on recognition of emotion from
faces or in questionnaire studies on appraisal). This method
did not yield the simple patterns anticipated, but it did pave
the way for the study of a completely different topic: the cog-
nitive representation of emotion.

Emotion as Discourse

A very different reaction to observations about cultural dif-
ferences comes from a loosely related group known as social
constructionists (e.g., Averill, 1982; Harré, 1986; Kemper,
1978; Lutz, 1988; Parkinson, 1995). Social constructionist
ideas show the influence of nominalism and focus on dis-
course about emotion. They also emphasize cultural differ-
ences in the observable antecedents and consequences of
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emotions—but then these differences were acknowledged by
such ontological realists as Ekman (1972). In contrast, the
social constructionist takes the role of culture to be deeper,
extending to emotion itself.

Return to the Ilongot’s liget and Utku’s ningaq. A nomi-
nalist would argue that instances of liget and ningaq are
merely similar enough for an observer to give them a com-
mon name (anger). The word anger admits the head-hunting
Ilongot youth and the Utku elder who ostracized Briggs.
But this judgment is in the eye of the beholder—in this case,
an outsider’s third-person point of view. There is no entity
shared by the Ilongot youth and the Utku elder. Further,
there is no entity shared by different examples of liget within
Ilongot society, or shared by different examples of ningaq
within Utku society, or shared by different examples of anger
within an English-speaking society. Nothing, that is, except
the label.

It is clear that the causes and consequences of liget differ
from those of ningaq. For the social constructionist, there is a
difference as well in the conscious subjective experiences of
the Ilongot youth’s liget and of the Utku elder’s ningaq. The
two experiences are similar in some ways, but they differ in
other ways and do not share any essence. Although the Utku
elder might share with the Ilongot youth some of the same
raw ingredients (and this remains to be demonstrated), he ex-
periences ningaq rather than liget or anger. To experience
ningaq is to experience something that human beings should
not experience. In contrast, to experience liget is to experi-
ence the most important force in life, something vital to life.
For an Ilongot, to feel liget and to head-hunt as a result are the
most natural thing. 

An analogy may make the nominalist position clearer. Con-
sider a baby nursing, a Jew celebrating a seder at Passover, and
a gourmand savoring a meal at Maxim’s in Paris. The word
eating admits all three experiences, yet their experiences are
quite different. They might have some of the same lip move-
ments, physiological processes, and raw sensations. However,
the meaning given to the behaviors, physiological changes,
and sensations would be different. Experience is a complex
web of associations that draws on expectations, history, norms
of what is proper, and so on. Suppose that we give the Utku
elder and the Ilongot youth a meal at Maxim’s. The expe-
riences would be different again. Imagine the Utku elder being
engaged in Ilongot head-hunting. He would likely experience
this state as abnormal and unnatural. In contrast, the Ilongot
youth experiences himself in line with his ancestors as doing
something completely natural, almost inevitable.

Some social constructionists view terms such as liget,
ningaq, and anger are names for interpretative schemas or
scripts (Shweder, 1994). Emotional experience is based on a

narrative constructed with the help of this cultural script,
which gives meaning to the experience. By sharing a script,
members of a society create similar narratives. Sometimes
narratives in different societies are similar enough to an out-
side observer that they can all be called by the same name.
People form widely applicable concepts and talk about them in
general. From this view, emotional experiences are cultural
products. To be sure, physiological changes, facial move-
ments, and actions are also real and might even be universal,
but these tend to be viewed as raw ingredients, devoid of in-
herent meaning.

The nominalist perspective is easy to apply to the experi-
ences of those most foreign to us, but it applies equally to our
own emotions. In his study of road rage in Los Angeles, Katz
(1999) emphasized that road rage fits a highly regular narra-
tive that shapes the driver’s experience in a characteristic
way (although to an external observer road rage can be as
mysterious and frightening as the Ilongots’ liget). When cut
off by another driver, the driver becomes morally outraged,
insults the other driver (even though the other driver cannot
hear the insult), makes obscene gestures, and feels the need to
retaliate in order to teach the offender a lesson (sometimes
thereby increasing the danger). 

Emotion as Process

A line of thinking about emotion that resembles a conceptu-
alist philosophical stance began with William James. James
wrote disparagingly of thinking of emotions as entities or of
giving credence to distinctions embedded in everyday lan-
guage (such as anger vs. irritation vs. annoyance, etc.). His
view opened the door to asking about the actual process that
occurs when an emotion is said to occur. He suggested that
the actual process is quite different from what is suggested by
common sense. James famously argued that bodily changes
(e.g., crying, running) produce rather than follow the experi-
ence of emotion. 

Marañon (1924, 1950) tested James’s hypothesis about the
role of bodily changes in the experience of emotion. Marañon
injected epinephrine (adrenalin) into 210 hospital patients. He
observed two different results. Some (29%) of the patients re-
ported a strong “genuine” emotion, but most (71%) reported
an “as-if” emotion. That is, they felt as if they were having an
emotion but denied having any real emotion. Marañon con-
cluded that James’s hypothesis was not confirmed. Instead,
Marañon suggested that different reactions to the same epi-
nephrine-induced bodily changes were related to a patient’s
specific medical condition, such as hyperthyroidism.

Cantril and Hunt (1932) challenged Marañon’s interpreta-
tion by replicating his study with 22 students and professors
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without medical problems. They found a similar split between
reports of genuine and as-if emotions. Cantril and Hunt
pointed not to medical conditions, but to the unique situational
circumstances of each subject. In cases of genuine emotion,
the subject’s current situation bore a “logical relationship”
to the emotion reported; in cases of as-if-emotion, no such
situation was present. Landis and Hunt (1934) also replicated
Marañon’s experiment, this time with psychiatric patients,
and obtained similar results. Landis and Hunt therefore con-
cluded that emotion was influenced by “environmental” fac-
tors and “higher intellectual and perceptual functions.”

Cantril (1934) placed subjects in four successive negative
situations (e.g., watching photographs of mutilated war
victims or hearing sudden loud noises as the lights were unex-
pectedly turned off). Subjects went through the four situations
in different orders. Each was injected four times, getting a
placebo for the first three trials and epinephrine for the fourth.
In comparison with the placebo, epinephrine increased the
subjects’ ratings of their emotional reactions in fear situations
but decreased their rated emotional reaction in disgust situa-
tions. Cantril suggested that “the awareness of some object or
situation around which the emotion is intellectually organized
is the immediate cause for the emotional experiences”
(p. 578), and that “the quality of an emotion is primarily de-
pendent upon the attitude aroused in the [subject] by the stim-
ulus” (p. 579). In this way, Cantril, Hunt, and Landis moved
away from a view in which emotion is an entity triggered by a
stimulus and defined by bodily changes, as assumed in early
ontological theories. They moved toward a view in which
emotion depends not just causally but logically on a complex
situation intellectually organized in the context of bodily
arousal.

An interesting development of this view was Nina Bull’s
(1951) attitude theory of emotion. Bull begins with a simple
framework: Situations elicit actions. Action consists of two
successive stages: (a) a preparatory phase and (b) a consum-
matory movement (e.g., fight or flight). The first stage is a
motor attitude or action readiness and includes involuntary
changes in posture and in various organs. This phase has both
a direct and an indirect consequence: The direct consequence
is the particular action (the second stage) for which the first
phase prepares. The indirect consequence is a feeling. It is
this feeling that is usually known as emotion. The feeling of
an emotion is thus an epiphenomenon of the sequence in
which a motor attitude becomes action. Although Bull shares
with ontological thinkers the attempt to identify the one
event that is the emotion, she also moved in the direction of
thinking of emotion as something that can be understood only
in terms of a process that necessarily includes both situation
and action. Indeed, unless the feeling of the emotion is

equated with the emotion itself, there is no emotion per se
within Bull’s theory of emotion. 

Schachter (1964) further articulated and developed
this perspective in his two-factor theory of emotion.
Schachter’s specific ideas were an application of Lewinian
principles (Ross & Nisbett, 1991): Emotion is the result of a
tension between environmental constraints and cognitive
construals. The environmental constraints were both situa-
tional (mainly others’ behaviors) and internal (nonspecific
arousal). The cognitive construals were originally cognitive
labels but shortly afterward became attributions (Nisbett &
Schachter, 1966). Schachter’s theory of emotion dominated
the study of emotion in social psychology for several decades.
The combination of nonspecific arousal and (mis)attribution
inspired important theoretical models of aggression (e.g.,
Zillmann & Bryant, 1974), helping (e.g., Piliavin, Piliavin, &
Rodin, 1975), interpersonal attraction (e.g., Dutton & Aron,
1974), environmental behavior (e.g., Anderson & Anderson,
1984), and attitude change (e.g., Zanna & Cooper, 1974).
Mandler (1984) developed a related theory of emotion that
dominated the study of emotion in cognitive psychology
around the same time.

Ginsburg and Harrington (1996) recently proposed an ac-
count of emotion along more purely conceptualist lines. The
concept of emotion refers to an action in a context. The con-
text has two structural features. The first is hierarchical: a
broad system of events and social relationships that are nec-
essary to give meaning to the action. The second feature of the
context is linear; that is, it includes a sequence of actions un-
folding over time. Prior actions lead to (or, in Lewinian terms,
create a channel for) subsequent actions. Actions also alter
bodily state and felt experience. The entire sequence of ac-
tions in context with its accompanying bodily and mental
state is construed (conceptualized) as emotion. In this way,
there is no emotion in addition to the action in context. No sin-
gle event within the sequence can be equated with emotion.

Ginsburg and Harrington described the proper study of
emotion as descriptive. They suggested creating natural
histories of specific emotional episodes. In turn, these emo-
tional episodes are to be understood as a subsystem of larger
and more complex systems. The search for universal entities
is abandoned in favor of an exhaustive description of such
systems relevant for a particular culture. 

Formal Definitions for Emotion Terms

Much philosophical work on emotion has been aimed at a
formal analysis of emotion terms. Solomon’s (1976) inspired
analysis was a precursor to appraisal theories. Wierzbicka’s
(1992, 1999) linguistic analysis provides a formal framework
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for any word in any language. She developed a contemporary
version of an ancient philosophical dream: the creation of a
universal language based on fundamental concepts indis-
pensable for thought. Wierzbicka developed a list of univer-
sal semantic primitives (I, you, someone, something, know,
good, bad, maybe, feel, etc.). These, together with a mini-
grammar specifying the rules of their combination, constitute
a universal language. This universal language can then be
used to analyze any emotion word in any language. The in-
teresting result of her analyses so far is that emotion words
(anger, liget, ningaq) and emotion itself have all been found
to be culture-specific but, nevertheless, definable in terms of
her universal semantic primitives, especially feel, good, and
bad. Even words with a similar etymology, such as emotion,
the Italian emozione, and the Spanish emoción, have not been
found to be equivalent. 

Psychologists have also offered formal analyses of the
emotion lexicon, although they are limited to the English lan-
guage. Oatley and Johnson-Laird (1990) defined emotion as a
disjunctive set of five semantic primitives: happy, sad, fear,
anger, and disgust. Any emotion term is then defined by ref-
erence to one or more of these five. This approach clearly
also has ties to the position of ontological realism. Ortony,
Clore, and Collins (1988), in contrast, define all English emo-
tion terms as referring to a valenced reaction to an event. Dif-
ferences between terms are defined by cognitive differences
in interpreting that event (along the lines of appraisal theo-
ries). Their approach has ties to a conceptualist perspective.

An alternative formal analysis began with Wittgenstein
and entered psychology largely through the work of Rosch
(e.g., Rosch, 1978, 1987). This analysis is skeptical of the
classical search for necessary and sufficient features to define
such everyday words as emotion or anger. Various nonclassi-
cal alternatives have been proposed (e.g., Fehr & Russell,
1984), but all share the idea that membership in the category
labeled by a word is a matter of degree and that the border be-
tween members and nonmembers is fuzzy.

TOWARD INTEGRATION

No one research program has been able to achieve consensus.
The persistence of competing and possibly incommensurate
programs is frustrating, but at the same time fascinating and
potentially useful. Differences force us to question assump-
tions and to notice ignored questions. Competing approaches
thus create the grounds for a qualitative shift in our under-
standing of emotion. This shift might take the form of an in-
tegration of two or more of the various paradigms or even of
a revolutionary change in our understanding of emotion. In

this chapter we offer neither a revolutionary theory nor even
a complete integration of available paradigms, but we do
offer the beginnings of one possible integration. We describe
a new descriptive framework deliberately built on all of these
paradigms.

So far, we have perhaps overemphasized the limitations of
these various paradigms. Their longevity indicates that each
addresses some aspect of the topic.All of them have made sub-
stantial contributions to the understanding of emotion. Indeed,
all of them are necessary for raising—if not answering—
essential questions about those very important events that
are labeled emotion.

We also believe that all can be integrated within a com-
mon framework. What has prevented integration in the past is
the assumption that each of these research programs is deal-
ing with the same thing, namely, emotion. If the word emo-
tion denoted a homogeneous, well-defined set of events, then
different theories of emotion would, indeed, be in direct con-
flict with each other over the same territory. Scientific analy-
sis would long ago have settled major disputes. If, instead,
emotion is a heterogeneous, poorly defined mix of qualita-
tively different events (originally grouped together by our
hunter-gatherer ancestors and modified with each era to suit
cultural concerns), then different theories could be about dif-
ferent topics within that loose domain. Selected evidence
could easily find support for each such theory.

We therefore begin by abandoning emotion as a scientific
term. It remains here only as an everyday term and as a fig-
urehead, a convenient symbol for the general domain of
study, but it is not allowed to set the boundary for the set of
events that any theory in this domain must explain. In fact,
our proposed integrative framework extends beyond the tra-
ditional boundaries of emotion by including such states as
fatigue, drowsiness, and calm. It is especially important to
underscore that abandoning emotion as a scientific term does
not mean abandoning the study of those very real and very
important events now called emotion.

Abandoning emotion as a scientific term allows us to bor-
row from each of the established research programs on emo-
tion (as diagrammed in Figure 12.1). Programs based on an
ontological realist position embody the traditional scientific
search for basic entities that underlie all the varied manifest
differences in a domain. They rightly emphasize empirical
examination of physiological and behavioral details. Pro-
grams based on a nominalist position emphasize the unique-
ness and complexity of each emotion event and of emotional
experience. They also emphasize the role of meaning systems
shared by members of a culture. Unique events are under-
stood (both by a scientist and a nonscientist) through the
mediation of concepts (which are mental processes that
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group or order unique events). Programs based on a concep-
tualist stance hold that nonscientists and scientists alike hold
conceptualizations of reality. The history of science teaches
that common-sense conceptualizations can be improved and
ultimately replaced with scientifically honed ones. And
programs based on a formalist position suggest possible al-
ternative universal primitives (such as feel, good, and bad )
and bolster our claim that emotion is a heterogeneous cluster
of events.

CORE AFFECT AS A POINT OF DEPARTURE

Next, we search for primitive entities. One reason that basic
emotions are ill suited to serve as emotion primitives has
been established by research from the basic emotions per-
spective: They are too complex. For example, they typically
consist of separable components (Izard, 1977) and are di-
rected at an object (i.e., one fears, loves, hates, or is angry
with something). Oatley and Johnson-Laird (1987) pointed
out that an emotional primitive should be free of this some-
thing (the object) because of the cognitive involvement that
the object implies. Curiously, then, our search for emotional
primitives begins with moods and other simple feelings that
lack an object. In this way, Oatley and Johnson-Laird created
an important new theory based on a categorical perspective. 

Here we explore that same approach but from a dimen-
sional perspective. The goal in dimensional studies is to find
what is common to various emotions, moods, and related
states. Methods have included multivariate analyses of self-
reported feelings, introspection, the semantic differential,
and various biological techniques. This research has regu-
larly found such broad dimensions as pleasure-displeasure
and activation-deactivation. We refer to any state that can be
defined simply as some combination of these two dimensions
as core affect.

Core affect is similar to Thayer’s (1986) activation, Watson
and Tellegen’s (1985) affect, and Morris’s (1989) mood; it is
also translatable into the everyday term feeling. In its most
primitive form, core affect is free-floating. That is, it lacks
an object. For example, one can feel anxious (unpleasant acti-
vation) about nothing in particular and without knowing why
one feels that way. Core affect thus fits the ontological re-
quirements for a primitive, elemental, and simple emotional
ingredient. Biological research has often found that the most
basic levels of emotional behavior are better conceptualized
as dimensions than as discrete emotions (Cabanac 1990;
Caccioppo, Gardner, & Berntson, 1999; Davidson, 1992a,
1992b; Gray, 1994; Lang, 1979; Rozin, 1999; Shizgal &
Conover, 1996; Thayer, 1996). For example, in their review of
studies on the peripheral physio-logical changes in emotion,
Cacioppo, Berntson, Larsen, Poehlmann, & Ito, (2000) em-
phasized the existence of a primitive and fast response catego-
rizing stimuli as hospitable or hostile (see also Carver, 2001).

More formally, core affect is that neurophysiological state
consciously accessible as the simplest raw feelings evident in
(but not limited to) moods and emotions, such as feeling
good or bad, energized or enervated. In line with nominalist
ideas, core affect does not correspond with any word in a nat-
ural language ( just as the physicist’s concept of force cannot
be easily translated into lay terms). Core affect consists
of all possible combinations of pleasure-displeasure and
activation-deactivation and therefore includes states that
would not be called emotions, such as calm, fatigue, or
drowsiness. Indeed, a person is always in some state of core
affect, which can be extreme, mild, or even neutral. Core af-
fect is part of most psychological processes. 

Specifically, core affect is one part of those events people
call emotion (and which we call emotional episodes). Self-
reports of emotion persistently yield two large general factors
interpretable as pleasure and arousal (e.g., Russell &
Mehrabian, 1977; Watson & Clark, 1992). Furthermore, the
manipulation of arousal by drugs influences self-reported
discrete emotions (Cooper, Zanna, & Taves, 1978; Gerdes,
1979; Schachter & Latané, 1964; Schachter & Wheeler,
1962). Feldman Barrett and Russell (2000) explored this
hypothesis further in a study of self-reported emotions. In
one condition participants were asked to describe how they
currently felt. In a second condition they were asked to search
their memory for the very last time they had an emotion. In
the third condition they were asked to search their memories
for a strong, clear emotion. In all three conditions the plea-
sure and arousal dimensions accounted for substantial
variance in the intensity of self-reported emotions. However,
as the event to be described became more restricted to clearer
and stronger cases of emotion, the amount of variance

Ontological:
Pre-emotional primitives 
that are not necessarily
“emotion.”

Conceptualist:
The pre-emotional primitive 
is manifested in events. The 
experience of these events 
gives rise to categories such 
as “emotion.”

Nominalist:
Events are unique and 
constitute the ground of 
everyday knowledge about 
emotion.

Formal:
People’s talk about emotions 
can be deconstructed into 
concepts that allude to 
emotional primitives.

Figure 12.1 Four research programs on emotion.
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accounted for declined, though not to zero. For example, the
variance accounted for by pleasure and arousal in a scale of
anger was .80, .63, and .68 in the three conditions, respec-
tively. Thus, pleasure and arousal remained a part of strong,
clear emotions, but other components played a larger role.

Core affect also guides behavior. Core affect leads us to
expose ourselves to affect-congruent situations (Bower &
Forgas, 2000), thereby playing a role in action preparation and
behavioral choice. Pleasure-displeasure influences our way of
assessing resources when planning or deciding on action.
Pleasure and displeasure are thus not restricted to emotional
behavior and are currently found in the explanation of differ-
ent kinds of action, including aggression (Berkowitz, 1993),
eating (Pinel,Assanand, & Lehman, 2000), sex (Abramson, &
Pinkerton, 1995), and drug abuse (Solomon, 1977). The di-
mension of arousal is one’s state of readiness for action. For
example, feeling enthused (high pleasure and arousal) gives a
person a sense of optimism in choosing goals and plans.
Arousal has been the basic component of the most popular sit-
uationist theory of emotion in social psychology (Schachter,
1964). The existence of core affect complements rather than
contradicts the characterization of emotions as action patterns,
provided that action patterns too are thought to be parts of
rather than the whole of or essential to emotion.

Core affect provides a way of comparing qualitatively dif-
ferent scenarios by representing them on a single dimension,
thereby solving a common human problem: The events en-
countered and the choices available are often qualitatively
different. Occasionally, one chooses between the larger and
smaller dessert, but more often the choice is between two
qualitatively different options: dessert or a film. The dimen-
sion of pleasure-displeasure is a psychological currency that
provides a yardstick for such comparisons (e.g., Mellers,
2000).

A final advantage of thinking in terms of core affect is that
the psychology of emotion is more easily integrated with the
rest of psychology. The concept of emotion has led writers to
think of emotions as stemming from a separate faculty. In con-
trast, the concept of core affect is compatible with a growing
body of evidence that links it to other psychological processes.
For example, core affect has been found to guide cognitive
processes such as attention, perception, thinking, judgment,
mental simulation, and retrieval from memory (e.g., Baron,
1987; Blaney, 1986; Bower, 1992; Eich, 1995; Forgas, 1995;
Forgas, Bower, & Krantz, 1984; Izard, Wehmer, Livsey, &
Jennings, 1965; Mayer, Gaschke, Braverman, & Evans, 1992;
Schiffenbauer, 1974). Pleasure and displeasure facilitate the
accessibility of positive and negative material respectively;
the more pleasant core affect is, the more positive are evalua-
tive judgments (Schwarz & Clore, 1988) and the more

optimistic is one’s simulation of the future (Sanna, 1998).
Arousal could also have a similar effect; high or low arousal
facilitates the accessibility of high and low arousal material
respectively (Clark, Milberg, & Ross, 1983; for a dissenting
opinion see Bower & Forgas, 2000). Core affect also influ-
ences the quality and type of cognitive processing.Arousal af-
fects the quality of cognitive performance (Humphreys &
Revelle, 1984) and attention selectivity (Easterbrook, 1959;
Eysenck, 1982). Pleasure affects heuristic processing and
problem solving (see Aspinwall, 1998; Isen, 1993; Lerner &
Keltner, 2000; Niedenthal, Halberstadt, & Setterlund, 1997;
Park & Banaji, 2000; Schwarz & Bless, 1991).

A VOCABULARY FOR A SCIENTIFIC
FRAMEWORK FOR EMOTION

Core affect is not simply another term for emotion, and a vari-
ety of additional concepts are needed to deal with those events
called emotion. Some of these new concepts are generated by
thinking in terms of core affect, and others are simply bor-
rowed from other branches of psychology. Core affect is thus
a departure point for a new vocabulary in the study of emotion.
It can be used to define some common terms and to generate a
set of secondary concepts that covers various emotion-related
events.

Mood is defined as prolonged core affect without an ob-
ject, and affect regulation is any attempt to alter core affect
directly. Individuals typically (though not always) seek plea-
sure and avoid displeasure. Individuals also seek a level of
arousal appropriate to the task at hand (e.g., looking for
pleasant relaxation when stressed, but for excitement when
bored). Exercise, coffee, cigarettes, looking for particular
companions, and listening to music are at least in part ways
of regulating core affect.

Affective Quality

Just as the objects and events in our perceptual world emerge
into consciousness already interpreted, they emerge affec-
tively interpreted. Core affect should be distinguished
from the affective qualities of the stimuli we perceive on at
least two grounds. First, unlike core affect, which is object-
less, affective quality is linked to a particular stimulus. Sec-
ond, phenomenologically, core affect resides in the person
who feels it, whereas affective quality resides in the stimulus;
it is the odor that is pleasant (a fragrance) or unpleasant (a
stench). Although core affect and affective quality are usually
linked, each can change without the other: Core affect can be
altered chemically, and a depressed patient can acknowledge
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that something is pleasant but report no changes in actual
core affect. Various terms from the literature (e.g., evalua-
tion, affective judgment, affective appraisal, affective reac-
tion, or primitive emotion) are similar to the perception of
affective quality (see Cacioppo et al., 1999; Zajonc, 1980,
2000). Several experiments suggest that an initial perception
of affective quality of a stimulus takes place automatically
within 25 ms of encountering the stimulus (Bargh, 1997;
Bargh, Chaiken, Govender, & Pratto, 1992; Bargh, Chaiken,
Raymond, & Hymes, 1996; Fazio, Sanbonmatsu, Powell, &
Kardes, 1986).

Attribution

People seek the cause of any change in core affect that they
experience. They attribute core affect to someone or some-
thing or some condition. In this way, core affect takes on an
object: One moves from simply feeling bad to grieving over
the loss of a friendship. Attributions are complex perceptual-
cognitive processes and entail the possibility of misattribu-
tion. Although the object typically is an obvious thing or
event, it can be invented (fear of ghosts), hallucinated, re-
membered, or anticipated. The object is a psychological con-
struction that includes past and future.

Motive

Attributing core affect to an object becomes a motive for
action—for example, attributing negative core affect
(displeasure) to a deprivation (e.g., attributing discomfort to
the lack of a cigarette constitutes a motive to smoke). Mo-
tives may or may not result in action. 

Liking and Disliking

These everyday concepts include both occurrent (actual, brief)
events and dispositions to those events. An occurrent instance
of liking (e.g., tasting a novel soup and liking it) is the experi-
ence of pleasure attributed to the liked object (the soup).Aper-
son’s disposition to like something (e.g., Joe likes soup) is that
person’s tendency to derive pleasure from that thing.

Categories of Emotion

Core affect, perception of affective quality, and the corre-
sponding attributions to an object describe a huge variety of
phenomena usually called emotion. Nevertheless, a dimen-
sional affect system should also explain all these cases in
which psychologists and laypeople prefer to speak in terms
of specific categories such as fear, sadness, and so on.

Categorization is a basic cognitive process. Rather than con-
sider each event encountered as unique (as we are encouraged
to do by the nominalists), people group them together on the
basis of perceived similarity. Thus, one notes a resemblance
between some actual event and a stored representation of a
group of events. On one theory, an emotion category is men-
tally represented by a script of the components of that emo-
tion, unfolding in a causally linked sequence (Fehr & Russell,
1984; Fischer, 1991; Lakoff, 1987; Russell, 1991; Russell &
Fehr, 1994). Categories are also linked to one another in a
complex net of associations, and categorization is implicated
in the perception of emotion both in others and in self.

Emotional Episode

Our term that comes closest to emotion is emotional episode.
It is any actual event that resembles the mental representation
of an emotion category sufficiently to count as a member of
that category. Resemblance is a matter of degree, and no sharp
boundary separates members from nonmembers. We define a
prototypical emotional episode as an emotional episode for
which the resemblance is especially close. Our notion of
emotional episode as a pattern among simpler ingredients
(including those already described, such as core affect and
attribution) is congruent with much current conceptual
and empirical analysis of emotion as the integration of
simpler components through a process of attribution (Bem,
1972; Blascovich, 1990; Higgins, 1987; Keltner, Locke, &
Audrain, 1998; Öhman, 1999; Olson, 1990; Schachter, 1964;
Weiner, 1985).

An emotional episode typically begins with a real or imag-
inary event, which has a perceived affective quality. (This ini-
tial estimate of affective quality is included in appraisal
theories, usually as a first evaluative step; Arnold, 1960;
Smith & Ellsworth, 1985.) Core affect changes and prompts
an attributional process. In most cases, the eliciting event is
readily identified, but ambiguous cases can give rise to mis-
attributions (Nisbett & Schachter, 1966). Whatever event is
identified as the cause is thereby seen as the source of current
core affect—and therefore as a problem to be solved or an op-
portunity to be seized. Behavior follows accordingly.

Emotional Meta-experience

It is one thing to undergo an emotional episode, another to no-
tice that this is happening. Emotional meta-experience is the
perception of oneself as having a specific emotion. It is similar
to what is commonly called subjective emotional experience.
The prefix “meta-” draws attention to the notion that the raw
data (affect core, affective quality, action, somatic sensations,
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attribution, etc.) on which emotional meta-experience is based
are themselves consciously accessible experiences. On this
account, to perceive oneself as “angry” is a complex process of
self-categorization based on the everyday category of anger.
The hypothesis of emotional meta-experience fits well with
recent findings that conscious emotional feelings follow
and monitor rather that precede other emotional ingredients
(e.g., Gray, 1999; LeDoux, 1996; Öhman, 1999).

THE UNIVERSAL AND THE CULTURAL

In the debate between universalists and cultural relativists,
the psychology of emotion inherited a version of the peren-
nial nature-nurture controversy. As long as this question is
posed about the heterogeneous cluster called emotion, more
debate than resolution can be expected. When emotion is
replaced with the variety of concepts proposed here, we hope
that a resolution is nearer. In this chapter, we have come
down squarely both on the side of nature and on the side of
nurture. In principle, every psychological event is a joint
product of genetic and epigenetic influences. In searching for
elementary processes, we sought those whose existence ap-
pears to be as much a part of a universal human nature as pos-
sible. We offered core affect (and the specific dimensions of
pleasure and arousal), perception of affective quality, attribu-
tion, categorization, and so on as candidates. Specific out-
comes of some of these universal processes, however, might
show variability caused by epigenetic factors. For instance,
the event to which core affect is attributed and the affective
quality perceived in a specific stimulus might show measur-
able epigenetic variability. 

Emotional episodes are patterns among these ingredients
and might show more variability caused by epigenetic influ-
ences. Behavior, for example, draws on prepackaged modules
that are coupled or decoupled to suit the specific antecedent
event and one’s goals, plans, social role, norms, values, and
so forth. An emotional episode in response to frustration will
bear a family resemblance to all human responses to frustra-
tion. Still, it might more typically resemble the script for
liget among the Ilongot, but more the script for ningaq among
the Utku. As a consequence, concepts formed in one so-
ciety can be expected to differ from those formed in another
(Russell, 1991).

On our account, emotional meta-experience (although hy-
pothesized to be a universal process) allows the greatest
cultural diversity in content. For example, the concept of
emocionado is available and readily accessible for Spaniards.
They are easily able to conceptualize, label, and report states
that resemble emocionado. Perhaps all persons experience a

core affect combined with thoughts and behaviors that do not
fit well into a specific emotion category, but Spaniards expe-
rience this state in terms of emocionado. Doing so places that
state within a culture-specific network of meaning. In con-
trast, a person who lacks this concept might also have the
same raw ingredients but would, nevertheless, not experience
the resulting Gestalt in the same way. 

A COMPARISON OF CORE AFFECT
WITH EMOTION

Emotion is an old and rich term that refers to a variety of fas-
cinating phenomena that are not as closely related to each
other as one might think. The gap between emotion and
nonemotion is fuzzier and smaller than was once thought. As
a consequence, the psychology of emotion is fragmented into
many largely independent areas. Research even on a suppos-
edly single emotion is fragmented. For example, research on
fear includes clinical research on anxiety, social psychologi-
cal research on the effect of fear on attitude change, and ex-
perimental research on fear as a basic emotion; each of these
areas has its own traditions. Articles in one tradition rarely
reference an article in another. These considerations suggest
any number of strategies for the future. One suggestion is to
take stock of the ecology of emotion events. Another is to
move to a much lower level of analysis. Fear, sadness, and the
like consist of components that can be studied in their own
right. A search for patterns among the components would re-
place assumption with empirically established patterns.

Our proposal of a new framework and vocabulary for re-
search on emotion should not be understood as a new theory
about emotion but as an outline for the integration of old the-
ories. The concept of emotional episode has several advan-
tages over the old concept of emotion. It encourages the study
of individual components and thus allows researchers to ex-
plain and include in their theories the huge variability of
emotional behavior, expression, experience, and physiology
that has been uncovered in research on basic emotions. Be-
havior probably does not divide naturally into two qualita-
tively different classes, the emotional and the nonemotional.
Core affect, affective quality, and attribution all occur outside
emotional episodes as well. 

Unlike “basic emotions,” which are self-contained entities,
emotional episodes consist of ingredients that can be shaped in
a variety of ways. For example, Bugental (2000) proposed that
socialization is not simply a general process of social influence
but an acquisition of effective procedures (algorithms) for
solving problems in five specific domains (attachment, power
in hierarchies, mating, coalitions in groups, and reciprocity).
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Effective procedures in one domain may be unrelated to those
in another. Considered to be emotional episodes, love and jeal-
ousy involve not just such processes as core affect and attribu-
tion but also these specific algorithms for social life—roles,
strategies, tactics, stances, norms—that shape behavior and
social interaction in a dynamic way.

Although an amalgam of prior theories, our framework
results in a picture of emotional life different from what is
currently available. The events highlighted in previous
paradigms—prototypical emotion episodes, discourse about
emotion, concepts—all occur and are important. Neverthe-
less, rather than incompatible approaches to one thing, they are
interacting parts of a larger system. This system also includes
many other related parts, such as moods, evaluations, and un-
attributed core. Whatever the fate of our specific framework, a
new study of emotion that goes beyond current assumptions
promises to yield an even richer field than we see today.
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Popular culture seems obsessed with the concept of attitude.
Entering the word attitude into an Internet search engine gen-
erates many listings, including “Art with Attitude,” “Animals
with Attitude,” “Attitude Bikes,” and “Spice Girls—Spicy
Attitude.” Moreover, the importance of attitude is frequently
cited in promotional media (e.g., gym posters), self-help
books (e.g., Russell-McCloud, 1999; Ryan, 1999), and even
large-scale business conferences (e.g., Wal-Mart Canada,
1997). All of these examples support (albeit indirectly)
Gordon Allport’s (1935) famous assertion that attitude is one
of the most indispensable constructs in social psychology.

In this chapter, we review social psychological research
and theory about attitudes. In the first portion of the chapter,
we define attitudes and compare this construct to other impor-
tant social psychological constructs. Next, we discuss differ-
ent theories about the psychological structure of attitudes,
focusing on the theories’ implications for measuring attitudes
and the evidence supporting or refuting them. Third, we

examine the psychological functions served by attitudes.
Fourth, we consider the relations among attitudes and between
attitudes and higher-order constructs such as ideologies. Fifth,
we identify important ways in which attitudes vary. Sixth, we
address briefly how attitudes form. Seventh, we discuss the ef-
fects of attitudes on information processing. Finally, we con-
sider the relation between attitudes and behavior.

WHAT ATTITUDES ARE AND WHAT
ATTITUDES ARE NOT

When they define attitudes, social psychologists focus on
the tendency to like or dislike an attitude object or behavior.
That is, attitudes are defined as tendencies to evaluate objects
favorably or unfavorably (Bem, 1970; Eagly & Chaiken,
1993; Fazio, 1990; Olson & Zanna, 1993; Petty, Wegener, &
Fabrigar, 1997; Wood, 2000). Attitudes can be directed
toward any identifiable object in our environment, including
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groups of people (e.g., ethnic groups), controversial issues
(e.g., legalized abortion), and concrete objects (e.g., pizza).
In fact, the potentially unlimited range of attitude objects
sometimes causes confusion about the relations between atti-
tudes and other social psychological constructs. For example,
there is conceptual overlap between attitudes and values,
which are abstract ideals that people consider to be important
guiding principles in their lives (e.g., freedom; Rokeach,
1973; Schwartz, 1992). The importance component of values
makes them distinct from attitudes (Feather, 1995; Maio &
Olson, 1998), because positive attitudes do not imply that the
targets are important guiding principles in life. 

One fundamental attribute of attitudes is that they are
subjective—that is, they reflect how a person sees an object
and not necessarily how the object actually exists. Conse-
quently, attitudes should be considered a part of the subjective
self, which is the stream of thoughts, feelings, and actions that
govern how someone lives (James, 1890).

STRUCTURE OF ATTITUDES

The relevance of attitudes to the subjective self suggests that
attitudes may be connected to thoughts, feelings, and actions.
This hypothesis raises the question of how attitudes are struc-
tured in the human mind. Understanding the mental structure
of attitudes is potentially as important to attitude research as
identifying the structure of DNA was to biological research.
Uncovering the internal structure of attitudes can facilitate
our understanding of how attitudes form, strengthen, and
change.

In this section, we describe four well-established perspec-
tives on attitude structure and their implications for attitude
measurement. Two perspectives focus on the content of atti-
tudes. These perspectives examine how attitudes may express
more elemental psychological constructs, such as beliefs and
emotions. The other two perspectives examine the dimension-
ality of attitudes—that is, these theories consider precisely
how attitudes summarize positivity and negativity toward the
attitude object. After reviewing attitude content and dimen-
sionality, we describe some alternative attitude measures and
the concept of implicit attitudes.

Attitude Content

Two perspectives have dominated research on the content
of attitudes: the three-component model and the expectancy-
value model. For both models, we describe their chief
characteristics, implications for attitude measurement, and
supporting evidence. 

Three-Component Model 

GuidingAssumptions The three-component model hypoth-
esizes that attitudes express people’s beliefs, feelings, and past
behaviors regarding the attitude object (Zanna & Rempel,
1988). For example, people might form a positive attitude
toward eating spaghetti because spaghetti tastes good (affec-
tive component) and they believe that spaghetti is nutritious
(cognitive component). Moreover, through the process of
self-perception (Bem, 1972; Olson, 1992), people may decide
that they like spaghetti because they can recall eating it often
(behavioral component). Thus, this model suggests that peo-
ple have positive attitudes toward an object when their beliefs,
feelings, and behaviors express favorability toward an object,
whereas people have negative attitudes toward an object when
their beliefs, feelings, and behaviors express unfavorability to-
ward the object.

We think it important to note, however, that the three-com-
ponent view also regards attitudes as being distinct from the
beliefs, feelings, and behaviors that influence them—
following the adage that the whole is not simply the sum of its
parts (Eagly & Chaiken, 1998; Zanna & Rempel, 1988). The
attitude per se is a net evaluation of an attitude object; people
can experience this evaluation when they encounter the atti-
tude object, and they can store their attitude as a statement in
memory (e.g., ice cream is good). Similarly, the attitude object
can evoke the component beliefs, feelings, and behaviors, and
the components can be subjectively represented in memory.
Nonetheless, these components are more circumscribed in
their focus. Beliefs are perceived associations between an ob-
ject and its attributes, which may be evaluative in nature (e.g.,
ice cream is fattening); feelings are experiences of pleasant or
unpleasant mood, which may be evoked by particular objects
(e.g., ice cream makes me relaxed); and behaviors are overt
acts that involve approaching or avoiding the object in some
way (e.g., I buy ice cream often).

Measurement The three-component model indicates
that it is possible to obtain measures of overall attitudes with-
out attempting to assess attitude-relevant beliefs, feelings,
and behaviors. For example, attitudes are frequently mea-
sured using an attitude thermometer, which asks participants
to use a thermometer-like scale to indicate the extent
to which they feel favorable versus unfavorable toward the
attitude object (Campbell, 1971; Haddock, Zanna, & Esses,
1993; Maio, Bell, & Esses, 1996; Wolsko, Park, Judd, &
Wittenbrink, 2000). Using this scale, people can indicate a
general evaluation, which may be derived from attitude-
relevant beliefs, feelings, behaviors, or some combination of
all three.
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Nonetheless, such measures do not utilize the three-
component model as rigorously as do measures that assess
directly the attitude-relevant beliefs, feelings, and behaviors.
Breckler (1984) provided an excellent example of the direct
assessment of attitude-relevant beliefs, feelings, and behav-
iors. His research measured attitudes toward snakes and used
a variety of verbal and nonverbal indicators. The verbal mea-
sures asked participants to rate (using self-report scales) their
beliefs, feelings, and past behaviors toward snakes. The non-
verbal measures assessed attitude-relevant affect and behav-
ior, using recordings of participants’ heart rate and behavior
in the presence of a live snake. The verbal and nonverbal
measures for each component were then aggregated to form
overall indices for each attitude component.

Open-ended measures offer another method for assess-
ing the three components of attitudes. These measures ask
participants to list their beliefs, feelings, and behaviors re-
garding the attitude object (Esses & Maio, 2002; Haddock &
Zanna, 1998). Participants then rate the valence of each
response by using a semantic-differential scale. This approach
makes it necessary for respondents to indicate responses
that are accessible to them, rather than simply rate agree-
ment with responses that the researcher presents (Esses &
Maio, 2002).

Evidence In support of the three-component model, re-
search has found that people’s beliefs, feelings, and behav-
iors toward an attitude object are correlated but distinct. For
example, Breckler (1984) found that people’s beliefs, feel-
ings, and behaviors toward snakes were moderately corre-
lated when the components were assessed using verbal and
nonverbal measures in a context in which a snake was pre-
sent. His use of verbal and nonverbal measures provides a
good test of the three-component model, because this tech-
nique corrects for the systematic measurement error that
would occur if either technique were used alone. (In fact, the
components were highly intercorrelated when verbal items
alone were used in the absence of a snake.)

Using primarily pen-and-paper measures, additional re-
search has examined the distinction between the cognitive
and affective components, and such research has found mod-
erate correlations for attitudes toward a large variety of ob-
jects (e.g., birth control, blood donation, microwaves;
Breckler & Wiggins, 1989; Crites, Fabrigar, & Petty, 1994;
Haddock & Zanna, 1998). Further, Trafimow and Sheeran
(1998) found that attitude-relevant feelings and beliefs were
clustered separately in memory. 

Given the evidence that the cognitive and affective com-
ponents are distinct, attitudes in different domains may be
uniquely related to one or the other component. Consistent

with this prediction, cognitive responses are strong predictors
of attitudes toward a variety of controversial issues (e.g.,
capital punishment, legalized abortion, nuclear weapons;
Breckler & Wiggins, 1991; Crites et al., 1994), whereas
affective responses are strong predictors of attitudes toward
blood donation (Breckler & Wiggins, 1989), intellectual
pursuits (e.g., literature, math; Crites et al., 1994), smoking
(Trafimow & Sheeran, 1998), and politicians (Glaser &
Salovey, 1998).

Belief-Based Attitudes

Guiding Assumptions It is also possible to view attitudes
as evaluative responses to an object that are influenced by be-
liefs alone (e.g., McGuire, 1960; Wyer, 1970). From this per-
spective, it is important to understand exactly how beliefs are
interrelated and how beliefs are linked to affective responses.
For example, a message might argue that it is good to reduce
waste, and therefore that people should recycle waste. The
message is persuasive if the message recipient accepts both
the premise of the argument (i.e., reducing waste is good)
and the implied link between the premise and the conclusion
(i.e., recycling will reduce waste). Notice that the evaluative
nature of the premise (reducing waste is good) introduces an
evaluative bias into the conclusion—that is, people should
become more favorable toward recycling because of its
desirable implications for reducing waste. In this manner,
attitudes can be evoked by beliefs (i.e., premises) that are
evaluative in nature.

The notion that attitudes reflect the acceptance or rejec-
tion of evaluative premises is central to the well-known
expectancy-value perspective on attitudes (e.g., the theory of
reasoned action; Fishbein & Ajzen, 1975). According to this
approach, an attitude is the sum of all of the evaluative beliefs
regarding the attitude object. For instance, if people believe
that recycling is easy and that recycling helps the environ-
ment, people should hold a positive attitude toward recy-
cling. This attitude is positive because both beliefs link
positively valued attributes to the behavior. Of course, beliefs
are rarely held with absolute certainty. For example, a person
may be only 70% certain that recycling is easy, but also be
100% certain that recycling helps the environment. Accord-
ing to the expectancy-value model, beliefs have less impact
on attitudes when they are less certain. This reasoning is fre-
quently summarized in a well-known equation: A � �biei,
where A is the total attitude toward the attitude object, bi is
the subjective belief that the object possesses attribute i (e.g.,
the probability that recycling helps the environment), and ei

is the evaluation of attribute i (e.g., the positive value at-
tached to the environment).
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Measurement The expectancy-value model prescribes
a method for measuring attitudes: Participants must first
consider a list of potential attributes of an attitude object and
then for each attribute rate (a) the probability that the object
possesses the attribute, and (b) the desirability of the attribute.
In most research, the probability ratings are made using scales
from �3 (very improbable) to �3 (very probable) or from
0 (not at all) to 1 (definitely). The evaluative ratings are
made using evaluative scales from �3 (e.g., very bad ) to �3
(e.g., very good). To derive the overall attitude, the product
of the probability and evaluative ratings is computed for
each attribute, and the products are summed across all of the
attributes.

The expectancy-value model is also compatible with an
open-ended thought-listing procedure for measuring atti-
tudes. In this procedure, participants list their beliefs about
the attributes of the attitude object, and they rate the desir-
ability of each attribute. An overall index of attitude is then
obtained by summing the desirability ratings. The thought-
listing procedure does not require probability ratings because
it elicits attributes that participants perceive as being highly
associated with the attitude object (Esses, Haddock, & Zanna,
1993; Esses & Zanna, 1995).

Evidence Research has examined the utility of the
expectancy-value model by testing whether people’s reports
of their own attitudes are correlated with the summed products
of the attitude-relevant expectancies and values. Results indi-
cate that there are at least moderate correlations between atti-
tudes and the expectancy-value products (e.g., Budd, 1986;
van der Pligt & de Vries, 1998), although there have been sta-
tistical and methodological criticisms of these findings (e.g.,
Bagozzi, 1984; Sparks, Hedderley, & Shepherd, 1991).

To test the expectancy-value model directly, it is necessary
to examine experimentally the causal impact of beliefs and
evaluations on attitudes. Fortunately, studies of persuasion
have yielded some support for the idea that persuasive mes-
sages influence evaluative beliefs, which influence attitudes
(e.g., Maio, Bell, et al., 1996), although this effect may occur
only when people are motivated and able to process persua-
sive messages in a systematic manner (Chaiken, Liberman, &
Eagly, 1989; Petty & Cacioppo, 1986; E. P. Thompson,
Kruglanski, & Spiegel, 2000).

Reconciling the Three-Component
and Belief-Based Models

The comprehensiveness of the expectancy-value model is
challenged by the findings noted earlier—that affect and past
behavior predict attitudes independently of beliefs. This

challenge can be met by the argument that affective reactions
and past behaviors are simply different types of beliefs about
the attitude objects. For example, the three-component model
suggests that people may form a positive attitude toward an
object that makes them feel happy. The expectancy-value
model can account for this process by suggesting that people
believe that the object makes them happy and value their
own happiness—the effect of happiness is reduced to an
expectancy-value product. Nevertheless, affective beliefs
and behavioral beliefs are made salient only by considering
the three-component model. Thus, at the very least, the three-
component model spurs the expectancy-value formulation to
consider different types of beliefs.

On the other hand, the three-component model would be
more compelling if the relations between the three attitude
components and attitudes fell into a discernible pattern that
could be explained by prior theory. Discovering such a pat-
tern is difficult, partly because there is conflicting evidence
for some attitude objects. For example, Esses et al. (1993)
found that affect played the greatest unique role in predicting
attitudes toward two groups (French Canadian and native
people), whereas beliefs about out-group values played the
greatest unique role in predicting attitudes toward two other
groups (Pakistani and homosexual people). These researchers
also obtained evidence that the relative dominance of emo-
tions and cognitions depended on individual differences and
situational factors.

These findings indicate that there is a need for theory de-
scribing when one component should be more influential than
another. Such a theory would need to consider evidence that
the roles of affect and cognition may depend on the psycho-
logical functions fulfilled by attitudes (see Maio & Olson,
2000). For example, affective reactions may be stronger pre-
dictors of attitude when the attitude object has a hedonic pur-
pose than when the object has a utilitarian purpose (Kempf,
1999). In addition, attitudes toward social partners become
more imbued with affect as people get older and when they are
diagnosed with a critical illness—conditions that presumably
increase the importance of close affective ties with others
(Carstensen, Isaacowitz, & Charles, 1999).

It is also important to consider that affect and cognition
may have different processing requirements. For example,
affective associations may be more accessible (Verplanken,
Hofstee, & Janssen, 1998) and they may be processed more
easily (Reeder & Pryor, 2000). Perhaps the ease of affective
processing explains why (a) affective reactions exert a
stronger influence on attitudes when there is a conflict between
affect and cognition (Lavine, Thomsen, Zanna, & Borgida,
1998), (b) affect has a stronger influence on mental represen-
tations of others in general (Jussim, Nelson, Manis, & Soffin,
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1995), and (c) affect is more closely related to the importance
attached to social values (Maio & Olson, 1998).

The Dimensionality of Attitudes

The three-component model and the expectancy-value model
describe the manner in which attitudes are related to beliefs,
feelings, and behavior. Neither model, however, specifies
precisely how attitudes summarize positivity and negativity
in memory. There are two prominent perspectives on this
question: the unidimensional model and the bidimensional
model.

Unidimensional Model

Guiding Assumptions The traditional perspective regards
attitudes as being unidimensional evaluations, which express
sentiments ranging from extreme unfavorability toward the
attitude object to extreme favorability toward the attitude
object. In other words, the unidimensional perspective as-
sumes that attitudes can take the form of (a) favorability,
(b) unfavorability, or (c) neither favorability nor unfavorabil-
ity toward the attitude object. Thus, a person may feel either
positively or negatively about the object, but not both at the
same time. 

Measurement The most common measures of attitudes
are based on the unidimensional perspective. These measures
include bipolar semantic-differential scales, which are an-
chored by a negative adjective at one end (e.g., bad) and a pos-
itive adjective at the other end (e.g., good). For example,
respondents could be asked to rate their attitude toward cen-
sorship using a 7-point scale from �3 (very unfavorable) to
�3 (very favorable), with 0 (neither favorable nor unfavor-
able) in between. Respondents may be given many semantic
differential scales, anchored by different adjective pairs (e.g.,
good vs. bad; negative vs. positive). To yield an overall index
of attitudes, responses are averaged across the scales.

Another common procedure uses Likert-like scales. This
technique utilizes many statements expressing varying
degrees of favorability or unfavorability toward the attitude
object. Examples might be Censorship unfairly restricts
access to information and Censorship is necessary to keep
obscene material from children. People respond to each item
on a scale from �2 (strongly disagree) to �2 (strongly agree).
To yield an overall index of attitudes, responses to the items
that imply unfavorability toward the attitude object are reverse
coded (e.g., �2 changes to �2), and responses to all items are
then averaged.

Evidence To some extent, the unidimensional model is
supported by findings that unidimensional measures of atti-
tude exhibit substantial criterion validity. That is, semantic-
differential and Likert scales yield attitude scores that predict
behavior (Ajzen & Fishbein, 1977; Kraus, 1995). In addition,
the unidimensional model is consistent with Judd and Kulik’s
(1980) observation that people are faster at identifying their
agreement or disagreement with extreme attitude positions
than with neutral attitude positions. These researchers argued
that this result should occur if people easily represent strong
positivity (without any negativity) and strong negativity
(without any positivity) in their minds.

Bidimensional Model

Guiding Assumptions The bidimensional model rejects
the notion that attitudes exist only on a single evaluative
continuum from negativity to positivity. Instead, the bidimen-
sional model suggests that attitudes subsume an evaluative
tendency that varies in positivity and a separate evaluative
tendency that varies in negativity. Consequently, attitudes
can take the form of (a) favorability, (b) unfavorability, (c) nei-
ther favorability nor unfavorability, and (d) both favorability
and unfavorability toward the attitude object.

Measurement To measure attitudes from the bidimen-
sional perspective, the positive and negative responses must
be assessed separately. Kaplan (1972) suggested that any sin-
gle semantic-differential scale could be split to yield separate
positive and negative dimensions. For example, researchers
could use a semantic-differential scale from �3 (very bad) to
0 (neutral) and a semantic-differential scale from 0 (neutral)
to 3 (very good), rather than use a single semantic-differential
scale from �3 (very bad) to 3 (very good). In this manner, sep-
arate negative and positive dimension scores are obtained.
This approach prevents ambiguous neutral responses (Kaplan,
1972). That is, in single semantic-differential and Likert items,
neutrality may stem from an absence of both positivity and
negativity toward the attitude object, or it may stem from
the simultaneous presence of both positivity and negativity;
the split scales can differentiate between these two types of
neutrality.

Split scales may be unnecessary when an attitude measure
includes many items that assess both positive and negative
attributes of the attitude object. For example, open-ended
measures of attitude ask participants to list their beliefs about
an attitude object and the emotions that the object elicits in
them (see Esses & Maio, 2002; Haddock & Zanna, 1998).
Using a traditional semantic-differential scale, participants
then rate the valence of each response. This approach enables
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respondents to indicate some beliefs and emotions that are
positive and some beliefs and emotions that are negative.
Using this technique, a positive-dimension score can be de-
rived from the sum or average of the positive ratings, and a
negative-dimension score can be derived from the sum or
average of the negative ratings (Bell, Esses, & Maio, 1996;
Maio, Esses, & Bell, 2000).

Separation of the positive and negative dimensions en-
ables the calculation of ambivalence, which is the simulta-
neous existence of positivity and negativity toward the
attitude object (Kaplan, 1972; Olson & Zanna, 1993). Am-
bivalence is calculated using formulas that are designed to
assess the extent to which there are high amounts of positiv-
ity and negativity rather than a high amount of positivity or
negativity alone (e.g, Bell et al., 1996; Priester & Petty,
1996; M. M. Thompson, Zanna, & Griffin, 1995). We find it
interesting, however, that the scores derived from these for-
mulas exhibit only moderate correlations with subjective
self-reports of ambivalence (approximately r � .40; Priester
& Petty, 1996). Thus, although the objective and subjective
measures possess some convergent validity, they must be
tapping psychological processes that are at least somewhat
distinct.

Evidence If the bidimensional view is valid, people’s
favorability toward an attitude object should at least some-
times be largely unrelated to their unfavorability toward the
object. In contrast, the unidimensional view suggests that
there should be a strong negative correlation between posi-
tivity and negativity. In support of the bidimensional view,
past research has found only moderate negative correlations
between positivity and negativity, across a variety of attitude
objects (e.g., different ethnic groups; Bell et al., 1996;
Kaplan, 1972; I. Katz & Hass, 1988; M. M. Thompson et al.,
1995; cf. Jonas, Diehl, & Brömer, 1997). 

Cacioppo, Gardner, and Berntson (1997) observed that
positivity and negativity toward an object do not change in
parallel: (a) There is a tendency for people to initially pos-
sess more positivity than negativity toward attitude objects,
and (b) positivity increases more slowly than does negativ-
ity. Therefore, it is plausible that positivity and negativity
summarize different mental processes. Also, if the positive
and negative dimensions are distinct, they should exhibit
somewhat different correlations with other variables. Unfor-
tunately, researchers have not yet systematically examined
this issue.

Finally, if the bidimensional view is valid, the simultane-
ous existence of positivity and negativity (i.e., ambivalence)
should have unique psychological consequences that are
not predicted by the unidimensional model. And, indeed,

researchers have found unique consequences of ambivalence
(see the section on characteristics of attitudes later in this
chapter).

Reconciling the Unidimensional and
Bidimensional Perspectives

Despite the empirical support for the bidimensional view, it
should be noted that most researchers have not examined the
correlations between positivity and negativity while simulta-
neously controlling random and systematic measurement
error. Failure to control for both sources of error can artifac-
tually decrease the magnitude of the observed correlation
(Green, Goldman, & Salovey, 1993), leaving the impression
that the positive and negative dimensions are less strongly re-
lated than they actually are. 

Even if future evidence supports the bidimensional model,
it is plausible that the unidimensional model and bidimen-
sional model are valid at different psychological levels. For
instance, the bidimensional model may apply to attitude for-
mation, in which people perceive the attitude object on both
positive and negative dimensions; these dimensions might
then be integrated to form a single, unidimensional evalua-
tion (see Cacioppo et al., 1997). Alternatively, the unidimen-
sional model may lose predictive validity as knowledge
about the attitude object becomes more complex, because it
becomes difficult to integrate the object’s positive and nega-
tive attributes.

Neither perspective on attitude dimensionality explicitly
considers implications of the fact that people can be made
aware of many different exemplars of the attitude object, in
addition to many attributes of each exemplar (Lord & Lepper,
1999). For example, when thinking of their attitude toward
cheese, people can imagine the most recent type of cheese
that they ate (e.g., fresh brie vs. processed cheese slices). The
reported attitude will depend on which exemplar is retrieved
because different exemplars are often associated with differ-
ent attributes and evaluations. Thus, it is likely that attitudes
subsume many different exemplars of the attitude object in
addition to the varied attributes of the exemplars.

Alternative Attitude Measures

Past researchers have most often measured attitudes using
self-report scales. An important limitation of self-report
scales is that they are affected by tendencies to respond in
a socially desirable manner (Paulhus, 1991). For example,
people might be reluctant to report prejudice against ethnic
groups because of the social stigma attached to prejudicial
attitudes.
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To overcome this problem, various techniques have been
developed. For example, the bogus pipeline procedure
(Jones & Sigall, 1971) deceives participants into believing
that the researcher can detect their true feelings about an
attitude object, after which participants are asked to report
their attitude toward the attitude object. This technique has
been shown to reduce social desirability in responses to sim-
ple self-report attitude measures (Roese & Jamieson, 1993).

Another approach involves assessing participants’ physio-
logical responses to attitude objects. Unfortunately, many
physiological measures are incapable of distinguishing posi-
tive and negative affective reactions (e.g., skin conductance,
papillary response; Petty & Cacioppo, 1983; Guglielmi,
1999). Positive and negative evaluations can be distin-
guished, however, using facial electromyography (EMG)
recordings (Cacioppo, Petty, Losch, & Kim, 1986), which
detect the relative amount of electrical activity in the muscles
that control smiling and frowning. 

Two other psychophysiological techniques show consider-
able promise. One technique detects a specific pattern of elec-
trical activity in the centroparietal region of the brain
(amplitude of the late positive potential: Cacioppo, Crites, &
Gardner, 1996; Gardner, Cacioppo, Crites, & Berntson, 1994),
whereas the other examines the frequency and latency of eye
blinks for attitude objects (Ohira, Winton, & Oyama, 1998).
Future research should test whether these techniques are more
closely linked to one attitude component (e.g., affect) than to
others and whether the techniques yield support for separate
positive and negative dimensions in evaluations.

Implicit Attitudes

Another limitation of most self-report measures of attitudes
is that they assess only explicit attitudes, which are con-
sciously retrievable from memory. As discussed in Petty’s
chapter on attitude change, explicit, conscious attitudes may
differ in numerous ways from implicit, nonconscious atti-
tudes (Greenwald & Banaji, 1995; Wilson, Lindsey, &
Schooler, 2000). Thus, it is useful to measure directly the
nonconscious attitudes. 

Several techniques are available to accomplish this
goal. One approach involves extracting self-report, attitude-
relevant information without relying directly on partici-
pants’ conscious determination of their attitude. For example,
researchers can calculate participants’ attitudes from their
responses to open-ended measures, even though these mea-
sures do not directly ask participants to report their at-
titudes. Other measures circumvent respondents’ inferential
processes more strongly by recording behavior that occurs
outside of participants’ conscious control. For example,

researchers can unobtrusively measure participants’ non-
verbal and verbal behaviors toward other people as an indica-
tion of liking (e.g., Fazio, Jackson, Dunton, & Williams,
1995; Word, Zanna, & Cooper, 1974). Because people have
difficulty consciously monitoring such behaviors, their be-
haviors may often reveal attitudes of which the participants
are unaware (see Dovidio, Kawakami, Johnson, Johnson, &
Howard, 1997). 

The most common measures of implicit attitudes use elab-
orate priming techniques (e.g., Dovidio et al., 1997; Fazio
et al., 1995; Greenwald, McGhee, & Schwartz, 1998). For
example, Fazio et al.’s (1995) “bona fide pipeline” presents
participants with a target attitude object and asks participants
to classify subsequently presented adjectives as being good or
bad. Theoretically, positive evaluations should be activated in
memory after viewing an attitude object that evokes a positive
attitude. This priming of positive affect should cause partici-
pants to be faster at classifying positive adjectives (e.g., nice,
pleasant) than at classifying negative adjectives (e.g., disgust-
ing, repugnant). In contrast, after viewing an attitude object
that evokes a negative attitude, participants should be slower
at classifying positive adjectives than at classifying negative
adjectives. Indeed, evidence from several studies suggests that
the latency to classify positive versus negative adjectives is
affected by the prior presentation of a liked or disliked attitude
object, particularly when participants hold a strong attitude
toward the attitude object (Fazio, 1993; Fazio, Sanbonmatsu,
Powell, & Kardes, 1986; cf. Bargh, Chaiken, Govender, &
Pratto, 1992). Moreover, attitude scores can be derived from
the speed of responding to the positive versus negative adjec-
tives following the positive versus negative primes, and these
attitude scores predict attitude-relevant behavior toward the
attitude object (Fazio et al., 1995). Greenwald et al.’s (1998)
“implicit association test” similarly relies on facilitating ver-
sus inhibiting effects of evaluation on task performance. An
interesting issue is whether such measures of implicit attitudes
can be adapted to test the models of attitude content and atti-
tude dimensionality.

ATTITUDE FUNCTIONS

Although models of attitude structure are useful for describ-
ing ways in which attitudes may be represented in memory,
these models do not address attitude functions, which are the
psychological motivations that attitudes fulfill (Olson &
Zanna, 1993). Understanding the functions of attitudes
should clarify why people bother to form and maintain atti-
tudes, as well as how underlying motivations influence the
valence and structure of attitudes.
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Two early theoretical statements are the best-known mod-
els of attitude function (D. Katz, 1960; Smith, Bruner, &
White, 1956). Smith et al. (1956) suggested that attitudes serve
three functions: object appraisal, social adjustment, and exter-
nalization. Object appraisal refers to the ability of attitudes to
summarize the positive and negative attributes of objects in
our environment; social adjustment is served by attitudes that
help us to identify with people whom we like and to dissociate
from people whom we dislike; and externalization is fulfilled
by attitudes that defend the self against internal conflict.
D. Katz (1960) proposed four attitude functions, which over-
lap with those proposed by Smith et al. (1956): knowledge,
utility, value expression, and ego defense. The knowledge
function represents the ability of attitudes to summarize infor-
mation about attitude objects; the utilitarian function exists in
attitudes that maximize rewards and minimize punishments
obtained from attitude objects; the value-expressive function
exists in attitudes that express the self-concept and central val-
ues (e.g., equality, freedom; Maio & Olson, 1998; Rokeach,
1973; Schwartz, 1992); and the ego-defensive function pro-
tects self-esteem.

The object-appraisal function (which combines aspects
of the utilitarian and knowledge functions) perhaps best ex-
plains why people form attitudes in the first place. This func-
tion implies that attitudes classify objects in the environment
for the purposes of action. Moreover, it can be argued that all
strong attitudes simplify interaction with the environment in
this way, regardless of whether the attitudes imply favorabity
or unfavorability toward the attitude object.

Two important themes have emerged in research on atti-
tude functions since these early theoretical statements. First,
as just noted, evidence suggests that strong attitudes fulfill
an object-appraisal function. Second, a distinction between
instrumental attitudes (serving a utilitarian function) and
symbolic attitudes (serving a value-expressive function) ap-
pears to be useful. In the following sections, we describe the
evidence regarding these observations.

Object Appraisal

In their description of the object-appraisal function, Smith
et al. (1956) hypothesized that attitudes are energy-saving
devices, because attitudes make attitude-relevant judgments
faster and easier to perform. Two programs of research have
directly supported this reasoning while suggesting important
caveats. First, Fazio (1995, 2000) argued that the object-
appraisal function should be more strongly served by atti-
tudes that are spontaneously activated from memory when the
object is encountered than by attitudes that are not sponta-

neously retrieved. This prediction is based on the assumption
that activated attitudes guide relevant judgments and behav-
ior, whereas dormant attitudes have little effect during judg-
ment and behavior processes. Consistent with this hypothesis
is that highly accessible attitudes (either measured via re-
sponse latency or manipulated via repeated attitude expres-
sion) have been shown to increase the ease with which people
make attitude-relevant judgments. For example, people who
have accessible attitudes toward an abstract painting have
been shown to be subsequently faster at deciding whether
they prefer the painting over another painting; they also ex-
hibit less physiological arousal during these preference deci-
sions than do people who have less accessible attitudes (see
Fazio, 2000).

Another program of research has revealed that the strength
of the object-appraisal motivation is influenced by levels of
the need for closure, which is a “desire for a definite answer
on some topic, any answer as opposed to confusion and am-
biguity” (Kruglanski, 1989, p. 14). Of course, the object-
appraisal function reflects the notion that attitudes can
provide such answers because attitudes help people to make
decisions about attitude objects. Consequently, a high need
for closure should increase the desire to form and maintain
attitudes. Kruglanski (1996) has tested this hypothesis using
an individual difference measure of need for closure and sit-
uational manipulations of the need for closure (which involve
imposing or withdrawing situational pressures to resolve un-
certainty). As expected, the effects of need for closure on at-
titude change depended on whether participants had already
formed an attitude toward the assigned topic. If participants
had already formed an attitude, those who were high in need
for closure were less persuaded by new information than
were participants who were low in need for closure. In con-
trast, if participants had not yet formed an attitude, those who
were high in need for closure were more persuaded by new
information than were participants who were low in need for
closure. Thus, the need for closure was associated with a ten-
dency to form and maintain attitudes.

Instrumental Versus Symbolic Attitudes

Numerous researchers have argued for a distinction between
instrumental (or utilitarian) and symbolic (or value-
expressive) attitudes (e.g., Herek, 1986; Prentice, 1987; Sears,
1988). Instrumental attitudes classify attitude objects accord-
ing to their ability to promote self-interest, whereas symbolic
attitudes express concerns about self-image and personal
values (Herek, 1986; Sears, 1988). This distinction has been
used to understand attitudes toward many social groups (e.g.,
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homosexual persons, persons with HIV, African Americans;
Herek, 2000; Reeder & Pryor, 2000; Sears, 1988), consumer
objects (Ennis & Zanna, 2000; Prentice, 1987; Shavitt, 1990),
altruistic behaviors (Maio & Olson, 1995; Snyder, Clary, &
Stukas, 2000), and political issues (Kinder & Sears, 1985;
Lavine & Snyder, 2000).

At least three lines of research support this distinction.
First, some attitude objects elicit attitudes that are associated
primarily with one or the other of these functions. For exam-
ple, Shavitt (1990) found that people’s thoughts about air
conditioners and coffee focus on the utility of the objects,
whereas thoughts about greeting cards and flags tend to focus
on the objects’ capacity to symbolize the self and social
values.

Second, evidence indicates that people are more persuaded
by messages containing arguments that match the instrumental
or symbolic functions of their attitudes than by messages con-
taining arguments that do not match the functions of their atti-
tudes. For example, Shavitt (1990) found that instrumental ads
for instrumental products (e.g., an air conditioner) were more
persuasive than were symbolic ads for instrumental products.
Similarly, Snyder and DeBono (1985) found that low self-
monitors (who typically possess instrumental attitudes) were
more persuaded by instrumental ads for various products (e.g.,
whiskey, cigarettes) than were high self-monitors (whose
attitudes typically fulfill social-adjustive functions). Also,
Prentice (1987) found that participants who attached high
importance to symbolic values (e.g., mature love, self-respect)
and symbolic possessions (e.g., family heirlooms) were less
persuaded by messages that contained instrumental arguments
than by messages that contained symbolic arguments. Presum-
ably, these match effects occurred because people scrutinize
arguments that match the function of their attitude more
carefully than they scrutinize arguments that do not match
the function of their attitude (Petty & Wegener, 1998). As a re-
sult, match effects occur only when the persuasive arguments
are strong, but not when the persuasive arguments are weak
(Petty & Wegener, 1998).

Finally, the distinction between instrumental and sym-
bolic attitudes improves the measurement of attitudes and the
prediction of behavior. Regarding attitude measurement,
many studies have shown that attitudes toward ethnic groups
are related to beliefs about the group members’ values, over
and above beliefs about the group members’ implications for
personal well-being (e.g., Esses et al., 1993; I. Katz & Hass,
1988; see also Schwartz & Struch, 1989). Also, when an atti-
tude serves a symbolic function, personal values enhance the
prediction of attitude-relevant behavior over and above be-
liefs about the positive or negative instrumental attributes of

the behavior and perceptions of group norms (Beck & Ajzen,
1991; Maio & Olson, 1995). Values exhibit weaker relations
to attitudes and behaviors that serve utilitarian functions
(Kristiansen & Zanna, 1988; Maio & Olson, 1994, 1995; cf.
Maio & Olson, 2000).

ATTITUDES AND HIGHER-ORDER CONSTRUCTS

Attitudes do not, of course, exist in isolation from each other
or from other constructs. For example, people who favor so-
cial assistance payments to the poor may on average possess
positive attitudes toward other social welfare programs such
as national health care and subsidized housing. The positive
attitudes toward all of these programs may in turn arise be-
cause the person attaches high importance to the social value
of helpfulness. Such relations among attitudes and values
may have implications for stability and change in attitudes. In
this section, we consider how attitudes are structurally and
functionally related to each other and how sets of attitudes
may be related to higher-order constructs such as values and
ideologies.

Interattitude Structure

Heider’s (1958) balance theory is one of the earliest models
of relations between attitudes. This theory examined a situa-
tion in which a person (P) holds a positive or negative atti-
tude toward another person (O), and both people (P and O)
hold a positive or negative attitude toward a particular object
(X). According to Heider, such P-O-X triads are balanced
when P likes O and they hold the same (positive or negative)
attitude toward X, or when P dislikes O and they hold differ-
ent attitudes toward X. A state of imbalance occurs when P
likes O and they hold different attitudes toward X, or when P
dislikes O and they hold the same attitude toward X. In other
words, balance exists when a person agrees with someone
whom he or she likes, or when a person disagrees with some-
one whom he or she dislikes. 

Heider (1958) predicted that unbalanced states create an
unpleasant tension, which causes people to prefer balanced
states. Subsequent research documented that participants
report more discomfort with hypothetical unbalanced triads
than with hypothetical balanced triads (e.g., Jordan, 1953).
Individuals can convert unbalanced states to balanced states
by using three strategies: Change the attitude toward O or X
(attitude change), change the beliefs about O’s attitude
(belief change), or focus on some aspect of O or X that bal-
ances the triad (differentiation). In cases in which attitude
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change is the selected route to imbalance reduction, Heider
did not indicate whether the attitude toward O or the attitude
toward X is more likely to change.

Osgood and Tannenbaum’s (1955) congruity theory ad-
dressed this latter issue by proposing that attitudes toward both
O and X would change in the face of imbalance. In addition,
these researchers predicted that the amount of attitude change
would depend on the extremity of each attitude, such that the
more extreme attitude would change the least. (Balance the-
ory did not consider the role of attitude extremity.) These
predictions have received some support (e.g., Tannenbaum,
1966), with important exceptions (e.g., Tannenbaum &
Gengel, 1966).

Relations Between Attitudes, Values, and Ideologies

Attitudes and Values

Not only are different attitudes interconnected, but they may
also be related to other, higher-order constructs such as val-
ues. The capacity of attitudes to express values is highlighted
by theories describing the value-expressive function of atti-
tudes (e.g., Herek, 1986; D. Katz, 1960) and by measures that
specifically include value-relevant beliefs in the assessment
of attitude components (e.g., Esses et al., 1993). In addition,
Rokeach’s (1973) seminal theory of values emphasized the
role of values in driving attitudes. He suggested that a rela-
tively small set of social values underlie most attitudes. Con-
sistent with this reasoning, rankings of the importance of
values have been shown to predict a large variety of attitudes
and behavior (e.g., Maio, Roese, Seligman, & Katz, 1996).
Moreover, priming a value makes accessible a variety of
value-relevant attitudes, but priming value-relevant attitudes
does not make accessible a variety of values (Gold &
Robbins, 1979; Thomsen, Lavine, & Kounios, 1996), sug-
gesting that values are above attitudes in the hierarchical
network of attitudes, beliefs, and values.

The potential centrality of values is also reflected in
Rosenberg’s (1960, 1968) evaluative-cognitive consistency
theory. According to this theory, people strive for consis-
tency between their attitudes and social values. This pursuit
of consistency is similar to the pursuit of balance in P-O-X
triads. Specifically, people seek consistency across a series of
person-value-object (P-V-X) triads or bands. Each band
contains the person’s attitude toward the attitude object
(e.g., censorship), the person’s belief in the importance of a
particular value (e.g., freedom), and the perceived relation
between the attitude object and the value (e.g., censorship
threatens freedom). Moreover, for any given attitude object,
the number of bands equals the number of relevant values,
such that the bands differ only in their referent values (e.g.,

P-V1-X, P-V2-X, P-V3-X). Rosenberg (1960) suggested that
people are unlikely to restore consistency by changing per-
sonal values because each value can be relevant to many
attitudes. Thus, changing a value may balance triads for one
attitude object, but could also create imbalance in other
triads. Consistent with this reasoning, Rosenberg observed
that people were more likely to change their beliefs about the
relations between an attitude object and relevant values than
to change the values themselves.

Attitudes and Ideologies

Attitudes may also express ideologies, which are clusters of
thematically related values and attitudes (Converse, 1964;
McGuire, 1985). Liberalism and conservatism are well-
known ideologies. Liberal ideologies encompass attitudes
and values that promote universal rights and benevolence,
whereas conservative ideologies encompass attitudes and
values that promote freedom and self-enhancement (e.g.,
Kerlinger, 1984). 

If the liberal-conservative dimension is a valid means for
sorting political attitudes, then people should tend to endorse
either conservative attitudes or liberal attitudes, but not both.
Yet people’s actual endorsement of liberal and conservative
attitudes does not follow this simple pattern (Converse, 1964;
Fleishman, 1986). Multidimensionality is most evident
among people who lack expertise in political issues (Lavine,
Thomsen, & Gonzales, 1997; Lusk & Judd, 1988). Re-
searchers have found at least two distinct ideological dimen-
sions within political attitudes: attitudes toward moral
regulation versus individual freedom, and attitudes toward
compassion versus competition (e.g., Ashton, Esses, & Maio,
2001; Boski, 1993).

There has been recent interest in ideologies from re-
searchers examining nonpolitical attitudes as well. For exam-
ple, researchers in the area of intergroup attitudes have
examined several ideological dimensions, including multi-
culturalism versus color blindness (Wolsko et al., 2000) and
individualism versus communalism (I. Katz & Hass, 1988).
Diverse ideologies have also been examined in studies of at-
titudes toward gender roles (Spence, 1993), body weight and
obesity (Quinn & Crocker, 1999), ways of life (de St. Aubin,
1996), and violence (Cohen & Nisbett, 1994).

At present, there is little evidence documenting precisely
how attitudes express broad values and ideologies. For exam-
ple, values may occasionally function as post hoc justifica-
tions for attitudes, rather than as their psychological basis
(Kristiansen & Zanna, 1988). When causal influences of val-
ues and ideologies do occur, the effects may be indirect or
direct. In an indirect effect, values and ideologies influence a
specific attitude indirectly through other attitudes, whereas a
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direct effect occurs when people perceive the value itself as
relevant to their attitude (Maio & Olson, 1994, 1995). The
latter, direct process may be more likely when the value and
the reasons for its importance have been consciously articu-
lated (Maio & Olson, 1998).

CHARACTERISTICS OF ATTITUDES

Attitudes vary along numerous dimensions, or characteris-
tics, that have significant implications for information pro-
cessing, persistence, and behavior. A continuing issue in the
literature on attitude has been the relations among these
dimensions; some researchers have argued that the various
characteristics are distinct and should be treated as indepen-
dent, but other researchers have argued that the characteristics
are interdependent and should be treated as manifestations of
a smaller set of constructs. In this section, we briefly describe
these dimensions and address the controversy surrounding
the interrelations among them.

Extremity

Attitude extremity is the oldest and most basic dimension of
attitudes. Extremity refers to the extent to which the attitude
deviates from a neutral midpoint—that is, the extent to which
the individual’s evaluation is strongly favorable or strongly
unfavorable. Extreme attitudes (compared to moderate atti-
tudes) are more resistant to influence (e.g., Osgood &
Tannenbaum, 1955), more likely to be projected onto others
(e.g., Allison & Messick, 1988), and more likely to predict
behavior (e.g., Fazio & Zanna, 1978). Attitude theorists have
generally assumed that extreme attitudes develop over time,
often resulting from actions that publicly commit the individ-
ual to his or her position.

Direct-Indirect Experience

Attitudes can be based on direct, personal experience with
the attitude object, or they can be based on indirect infor-
mation from others about the object. For example, students’
attitudes toward chemistry courses can be based on their own
experiences with previous chemistry courses or on things
they have heard from others who have taken chemistry
courses. Researchers have found that attitudes based on di-
rect experience (compared to those based on indirect experi-
ence) are more confidently held (e.g., Fazio & Zanna, 1978),
more stable over time (e.g., Doll & Ajzen, 1992), more resis-
tant to influence (e.g., Wu & Shaffer, 1987), and more likely
to predict behavior (e.g., Fazio & Zanna, 1981). Presum-
ably, these effects of direct experience reflect that we trust

our own senses more than we do others’ reports, which in-
creases confidence in attitudes based on direct experience.

Accessibility

Accessibility refers to the ease of activation (activation
potential) of a construct (Higgins, 1996). Highly accessible
attitudes are evaluations that come to mind quickly and spon-
taneously when the attitude object is encountered. Accessi-
bility depends at least in part on the frequency with which the
attitude has been activated in the recent past. Researchers
have found that highly accessible attitudes (compared to
less accessible attitudes) are more resistant to change (e.g.,
Bassili, 1996), more likely to influence perceptions of atti-
tude-relevant events (e.g., Houston & Fazio, 1989), and more
likely to predict behavior (e.g., Fazio & Williams, 1986).
These effects of accessibility presumably reflect that highly
accessible attitudes are always activated by the attitude ob-
ject, so they exert an impact (compared to low accessibility
attitudes, which are more likely to remain dormant).

Embeddedness

Attitude embeddedness (also called working knowledge)
refers to the amount of attitude-relevant information, such as
beliefs and experiences, that is linked to the attitude (Scott,
1968; Wood, 1982). The more information that comes to
mind when one encounters the attitude object, the more em-
bedded is the attitude. Highly embedded attitudes are more
resistant to change (e.g., Wood, Rhodes, & Biek, 1995), more
likely to influence perceptions of attitude-relevant stimuli
(e.g., Vallone, Ross, & Lepper, 1985), and more predictive of
behavior (e.g., Kallgren & Wood, 1986) than are attitudes
with low embeddedness. These effects of embeddedness pre-
sumably reflect that attitudes based on a lot of information
are held more confidently and provide the individual with
many bits of knowledge to counteract the potential influence
of new information. Also, embedded attitudes can be more
accessible than are attitudes low in embeddedness (see Wood
et al., 1995).

Evaluative Consistency

Evaluative consistency refers to the degree of consistency be-
tween the overall attitude (the evaluation) and one of its compo-
nents (cognitive, affective, or behavioral information).
Evaluative consistency occurs when the favorability of the
overall evaluation of the object is similar to (a) the favorability
implied by the individual’s beliefs about the object (evaluative-
cognitive consistency), (b) the favorability implied by the indi-
vidual’s feelings toward the object (evaluative-affective
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consistency), or (c) the favorability implied by the individual’s
behavioral experience with the object (evaluative-behavioral
consistency). Most past research has examined evaluative-
cognitive consistency (see Eagly & Chaiken, 1993, 1998).
Attitudes that are high in evaluative consistency are more
stable (e.g., Rosenberg, 1968), more resistant to change (e.g.,
Chaiken & Baldwin, 1981), more likely to influence informa-
tion processing (e.g., Chaiken & Yates, 1985), and more likely
to predict behavior (e.g., Chaiken, Pomerantz, & Giner-Sorolla,
1995) than are attitudes that are low in evaluative consistency.
These effects of evaluative consistency probably reflect—at
least in part—that consistent attitudes yield similar evaluative
reactions to the object regardless of the situational salience of
attitude components. Consistent attitudes might also be held
more confidently and be more accessible than are inconsistent
attitudes (see Chaiken et al., 1995).

Ambivalence

Ambivalence refers to the simultaneous presence of conflict-
ing positive and negative elements within an attitude (Bell
et al., 1996; Kaplan, 1972; I. Katz & Hass, 1988; M. M.
Thompson et al., 1995). Ambivalence can occur between ele-
ments of the same component of an attitude, such as when
people possess both positive and negative feelings about a
minority group (intracomponent ambivalence), or between
two components of an attitude, such as when people possess
negative beliefs but positive feelings about junk food (inter-
component ambivalence). Attitudes that are ambivalent are
likely also to be low in evaluative consistency, but the con-
structs are distinct: Low consistency refers to discrepancies
between the overall evaluation and one component, whereas
ambivalence refers to discrepancies between elements of a
component or between components (Maio et al., 2000). Am-
bivalent attitudes have been shown (compared to nonambiva-
lent attitudes) to be easier to change (e.g., Armitage &
Conner, 2000) and to be less predictive of behavior (e.g.,
Lavine et al., 1998). Ambivalent attitudes have also been
shown to polarize judgments when one of the conflicting
elements is made more salient than another. For example,
MacDonald and Zanna (1998) showed that individuals with
ambivalent attitudes toward feminists made either more fa-
vorable or more unfavorable judgments about a feminist job
applicant, depending on whether positive or negative infor-
mation was made salient, whereas individuals with nonam-
bivalent but equally extreme attitudes were not affected by
the salience of positive or negative information. Ambivalent
attitudes are hypothesized to have these polarizing effects
because such attitudes contain both positive and negative
information; priming can make available one or the other

category of information, which then influences judgments.
There is also some evidence that ambivalent attitudes are less
accessible than are nonambivalent attitudes (Bargh et al.,
1992), which might explain in part why the former are more
pliable and less predictive of behavior (Armitage & Conner,
2000).

Strength: An Integrative Concept?

The characteristics of attitudes discussed to this point overlap
in several ways. First, they all tend to influence the degree to
which attitudes are stable, resist change, affect the perception
of attitude-relevant stimuli, and influence behavior. Also, the
characteristics tend to be interrelated. For example, attitudes
based on direct experience tend to be more extreme, less am-
bivalent, and more accessible; evaluatively consistent atti-
tudes tend to be more accessible and less ambivalent;
ambivalent attitudes tend to be less extreme and less accessi-
ble; and so on.

Intuitively, all of these characteristics reflect the extent to
which attitudes are important to individuals (Krosnick, 1989)
or are held with conviction (Abelson, 1988). The term
attitude strength has become a common label for this quality
(e.g., Petty & Krosnick 1995). Theorists have linked many
attitude characteristics with strength, including extremity,
intensity, certainty, importance, embeddedness, direct experi-
ence, accessibility, conviction, evaluative consistency, am-
bivalence, and vested interest (see Bassili, 1996; Krosnick &
Abelson, 1992; Raden, 1985). Each of these characteris-
tics incorporates aspects of subjective certainty, personal
importance, and significant psychological and behavioral
consequences.

Given the conceptual overlap among these various charac-
teristics, theorists have wondered whether the variables rep-
resent more-or-less-interchangeable terms for attitude
strength—in other words, whether the characteristics form a
single dimension ranging from weak to strong attitudes. The
most common way to investigate this issue has been to mea-
sure numerous characteristics and conduct a factor analysis
of the data. If a single factor emerged, the unidimensional at-
titude strength notion would be supported, whereas if multi-
ple factors emerged, a more complex framework would be
suggested. Such studies have generally supported the multi-
dimensional view (e.g., Abelson, 1988; Krosnick, Boninger,
Chuang, Berent, & Carnot, 1993), although the precise struc-
tures of the factors emerging from the analyses have been in-
consistent. Based on these data, the most common conclusion
has been that the various characteristics should be viewed as
distinct but related constructs (e.g., Krosnick et al., 1993;
Raden, 1985).
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Bassili (1996) proposed a distinction between “operative”
and “meta-attitudinal” measures of attitude strength. Opera-
tive measures reflect ongoing processes that are related to
attitude strength, whereas meta-attitudinal measures reflect
the individual’s conscious judgments about qualities that
are related to the strength of his or her attitude. For example,
response latency is an operative measure—it unobtrusively
reveals the accessibility of the evaluation (one feature of
attitude strength). In contrast, a subjective judgment of the
importance of the attitude is a meta-attitudinal measure—it
reflects a conscious judgment about a strength-related fea-
ture. In two studies, operative and meta-attitudinal measures
of attitude strength were obtained from participants and used
to predict resistance to influence and stability (two presumed
consequences of attitude strength). Results showed that the
operative measures predicted the criteria better than did
the meta-attitudinal measures. Bassili concluded that opera-
tive measures of attitude strength are more valid than meta-
attitudinal measures.

ATTITUDE FORMATION

Where do attitudes come from? How do they develop? As de-
scribed in the earlier section on attitude structure, attitudes
can be based on cognitive, affective, and behavioral informa-
tion. Each of these possible avenues of attitude formation is
discussed in the following section; a biological perspective
on attitude formation is also introduced.

It is important to note that the psychological processes
involved in attitude formation can also lead to attitude
change (i.e., the alteration of an existing attitude to a differ-
ent evaluative position), and that theories of attitude forma-
tion are also theories of attitude change. Because there is
another chapter in this volume dedicated entirely to attitude
change (see the chapter by Petty in this volume), we de-
scribe the mechanisms involved in attitude formation only
briefly here.

Cognitive Processes

One crucial source of attitudes is cognitive information about
the target—that is, beliefs about the attributes of the target.
Indeed, as discussed in the section of this chapter on attitude
structure, beliefs play a prominent role in both major models
of attitude content. Knowledge about an object can come
either from direct experience with the object or from indirect
sources such as parents, peers, and the media. As already
noted, attitudes based on direct experience tend to be stronger
than are attitudes derived from indirect information.

The best-known theory of attitude formation based on
cognitive beliefs is the theory of reasoned action (Fishbein &
Ajzen, 1975), which is an expectancy-value model in which
salient (i.e., highly accessible) beliefs are hypothesized to
combine additively to form the overall evaluation of the tar-
get (attitude toward the target). As noted earlier in the chap-
ter, many researchers have documented a strong relation
between attitudes and expectancy-value products (e.g.,
Budd, 1986; van der Pligt & de Vries, 1998). This model of
attitudes is based on a conception of humans as rational, de-
liberate thinkers who base their attitudes and behavior on in-
formation about the positive and negative consequences of
various actions.

Affective Processes

Individuals’ evaluations of targets can also be based on how
the target makes them feel—that is, on the emotions or affect
aroused by the target. Indeed, as noted in this chapter’s sec-
tion on attitude structure, affect sometimes predicts attitudes
better than does cognition (e.g., see Esses et al., 1993). Of
course, affect and cognition are often (or even usually) con-
sistent with one another because these processes are mutually
interdependent (e.g., knowledge can influence feelings, and
feelings can guide thoughts).

Although affect toward objects can spring from beliefs
about those objects, there are a number of processes that can
result in affect’s becoming associated with an object inde-
pendently of cognition (i.e., independently of information
about the characteristics of the object). These processes are
discussed in detail in the section entitled “Low-Effort
Attitude Change Processes” in the chapter on attitude change
(see the chapter by Petty in this volume), so we only mention
them here briefly. One process is classical conditioning,
which occurs when a stimulus comes to evoke a response
that it did not previously evoke, simply by being paired
with another stimulus that already evokes that response. For
example, the receptionist at a dental office might come to
evoke negative affect for patients who are very fearful of den-
tal work. Although a conditioning perspective on attitudes
has been around for many years in social psychology (e.g.,
Staats & Staats, 1958), the past decade has continued to see
very sophisticated studies documenting conditioning effects
on attitudes (e.g., Cacioppo, Marshall-Goodell, Tassinary, &
Petty, 1992).

A second process through which affect can become linked
to objects without necessary cognitive mediation is mere ex-
posure. The mere exposure effect (Zajonc, 1968) occurs when
repeated, simple exposure to an object (i.e., exposure without
reinforcement feedback) leads to more favorable feelings
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toward the object. For example, an abstract painting that ini-
tially evokes confusion might come to be liked over time—
simply because the painting is more familiar. The results of
several fascinating studies have shown that conscious recog-
nition that stimuli are familiar is not necessary for the mere
exposure effect to occur (e.g., Moreland & Beach, 1992), nor,
in fact, is conscious perception of the object—subliminal ex-
posures can increase liking for a stimulus (e.g., Bornstein &
D’Agostino, 1992).

Behavioral Processes

A third potential source of attitudes is behavioral
information—specifically, knowledge of one’s previous ac-
tions toward a target. This knowledge can influence attitudes
through a variety of processes, including dissonance arousal
and self-perception processes. From the perspective of disso-
nance theory (Festinger, 1957), knowing that one has acted
favorably or unfavorably toward a target will motivate an indi-
vidual to evaluate the target in a manner consistent with those
actions (e.g., Cooper & Fazio, 1984). From the perspective of
self-perception theory (Bem, 1972), individuals might logi-
cally infer that their attitudes are consistent with their actions
(e.g., Olson, 1992). Thus, an effect of past behavior on atti-
tudes may reflect both cognitive and affective processes.

In a recent paper, Albarracin and Wyer (2000) reported
several studies in which they cleverly tested the effects of
knowledge about past behavior by leading participants to be-
lieve that they had expressed either support for or opposition
to a particular position without being aware of it. Because
participants had not actually engaged in such behavior, the
research tested directly the effects of believing that one has
behaved in a certain fashion. Results showed that participants
reported attitudes that were consistent with the alleged past
behavior and that subsequent behavior toward the target also
tended to be consistent with the alleged prior action. Thus,
behavioral information had a direct effect on attitudes and
subsequent behavior.

Biological Processes

Social psychologists have directed little attention to biologi-
cal processes in attitude formation. A few biological issues
have been examined, including physiological concomitants
of attitudes (e.g., Cacioppo & Petty, 1987), the impact of cer-
tain drugs on attitudes and persuasion (e.g., MacDonald,
Zanna, & Fong, 1996), and the role of physiological arousal
in specific attitudinal phenomena (e.g., Zanna & Cooper,
1974). In general, however, biological processes have been
neglected by attitude researchers.

A provocative biological perspective on attitudes concerns
the role of genetic factors. The field of behavioral genetics
has begun to influence social psychologists, including atti-
tude researchers. It is extremely unlikely, of course, that
there are direct, one-to-one connections between genes and
attitudes (e.g., a gene that causes attitudes toward capital
punishment). Nevertheless, genes could establish general
predispositions that shape environmental experiences in
ways that increase the likelihood of an individual’s develop-
ing specific traits and attitudes. For example, children who
are naturally small for their age might be picked on by other
children more than their larger peers are, with the result that
the smaller children might develop anxieties about social in-
teraction, resulting in consequences for their attitudes toward
social events.

Arvey, Bouchard, Segal, and Abraham (1989) found that
approximately 30% of the observed variance in job satisfac-
tion in their sample of identical twins raised apart was
attributable to genetic factors. Thus, respondents’ attitudes
toward their jobs appeared to be partly inherited. In addition,
Eaves, Eysenck, and Martin (1989) reported the results of
two surveys involving almost 4,000 pairs of same-sex twins.
A variety of social attitudes were assessed, including those
toward crime, religion, race, and lifestyle. Heritability esti-
mates for individual items ranged from 1% to 62%, with a
median of 39%.

But how do genes impact attitudes? What are some
specific, genetically influenced characteristics that can sys-
tematically bias environmental experience so as to induce
particular attitudes? Tesser (1993) identified several possibil-
ities, including intelligence, temperament, and sensory struc-
tures. Olson, Vernon, Harris, and Jang (2001) measured some
potential mediators of attitude heritability, including physical
characteristics and personality factors, in a study of more
than 300 pairs of same-sex twins. Most of these possible me-
diators were themselves highly heritable in the sample of
twins, and multivariate analyses showed that several of the
variables correlated at a genetic level with attitudes that were
heritable. For example, the personality trait of sociability
yielded a significant heritability coefficient and significant
genetic correlations with five of the six heritable attitude
measures. These data suggest that the heritability of sociabil-
ity (see Zuckerman, 1995) might account in part for the heri-
table components of some attitudes.

Tesser (1993) hypothesized that attitudes that are highly
heritable might have a biological basis that makes attitude
change difficult, which could lead individuals to develop psy-
chological defenses to protect the attitudes. For example,
niche building might occur (see Plomin, DeFries, & Loehlin,
1977), such that individuals seek out environments that are
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compatible with their highly heritable attitudes. Tesser (1993;
Tesser & Crelia, 1994) tested this idea in several ingenious
ways. In all of his studies, attitudes that had been shown by
Eaves et al. (1989) to have either high or low heritability co-
efficients were studied. In one study, individuals were found
to provide answers more quickly for high than for low heri-
tability attitudes. In another study, individuals were found to
be less affected by conformity pressure when reporting high
than when reporting low heritability attitudes. In a third
study, interpersonal similarity on high heritability attitudes
was shown to affect liking for others more than did similarity
on low heritability attitudes. Finally, in two studies, individu-
als found agreement feedback more reinforcing when the
agreement occurred for highly heritable attitudes than when
it occurred for less heritable attitudes. These findings suggest
that attitude strength is positively correlated with attitude
heritability (see also Olson et al., 2001).

ATTITUDES AND INFORMATION PROCESSING

One of the fundamental functions of attitudes, as discussed
earlier, is the object-appraisal function, which refers to the
capacity of attitudes to facilitate both the identification of
objects and the rapid appraisal of the objects’ implications
for the self. This function underscores that attitudes influ-
ence how objects are perceived and how information about
those objects is processed. In this section we review research
on the effects of attitudes on information processing. The
theme of this section is selectivity—attitudes tend to facilitate
the processing of information that is consistent with them and
to inhibit the processing of inconsistent information.

Selective Attention

Festinger (1957) proposed in his dissonance theory that peo-
ple want to believe that their decisions and attitudes are cor-
rect. Whereas individuals attend in an unbiased way to
information prior to making decisions or forming attitudes,
Festinger argued that after attitudes are formed, they moti-
vate people to pay attention to consistent information and
avoid inconsistent information. Early tests of this selective
exposure hypothesis yielded little support (see Freedman &
Sears, 1965), but researchers gradually identified boundary
conditions for the effect (see Frey, 1986). For example, the
utility, novelty, and salience of consistent versus inconsis-
tent information must be controlled so that the effects of
attitudinal consistency can be tested clearly. Researchers
have documented selective attention in the laboratory (e.g.,
Frey & Rosch, 1984) and in field settings (e.g., Sweeney &

Gruber, 1984), and there is evidence that individuals with
repressing-avoidance defensive styles may exhibit selective
attention to consistent information more than do individ-
uals with ruminative-approach defensive styles (Olson &
Zanna, 1979).

There is also some evidence of a broader form of selective
attention, which relates to the existence of strong attitudes
per se. Specifically, Roskos-Ewoldsen and Fazio (1992)
showed that objects toward which individuals have highly
accessible attitudes (whether positive or negative) are more
likely to attract attention than are objects toward which indi-
viduals have less accessible attitudes. Presumably, this selec-
tivity effect is not motivated by a desire to believe one’s
attitudes to be correct, but rather by the functional value of
quickly attending to objects that personal experience has
shown to be potentially rewarding or punishing.

Selective Perception

Many researchers have shown that attitudes influence the per-
ception or interpretation of attitude-relevant information, with
the effect generally of interpreting information as more sup-
portive of one’s attitudes than is actually the case. For ex-
ample, Vidmar and Rokeach (1974) found that viewers’
perceptions of the television show All in the Family were re-
lated to their racial attitudes: Low-prejudice viewers saw the
bigoted character of Archie Bunker as the principal target of
humor and sarcasm in the show, whereas high-prejudice view-
ers sawArchie sympathetically and considered his liberal son-
in-law Mike to be the principal target of humor and sarcasm.
Similarly, Lord, Ross, and Lepper (1979) found that individ-
uals’ attitudes toward capital punishment predicted their as-
sessments of the quality of two alleged scientific studies, one
supporting and one questioning the deterrence value of the
death penalty: Participants evaluated the study that apparently
supported their own view more favorably than they evaluated
the study that apparently disconfirmed their view. Houston
and Fazio (1989) replicated this study and showed that the bi-
asing effect of attitudes on the interpretation of information
was significant only when the attitudes were highly accessible
(see also Fazio & Williams, 1986; Schuette & Fazio, 1995).
In another domain, Vallone et al. (1985) found that indi-
viduals’ evaluations of the media coverage of an event were
biased by their relevant attitudes (see also Giner-Sorolla &
Chaiken, 1994).

If there is a general bias to perceive the world as consistent
with one’s attitudes, then existing attitudes might reduce the
ability of perceivers to detect that the attitude object has
changed. Indeed, Fazio, Ledbetter, and Towles-Schwen (2000)
have documented such an effect and related it to attitude
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accessibility. Specifically, attitudes tended to interfere with
participants’ ability to perceive change in an attitude target,
and this effect was stronger for highly accessible attitudes than
for less accessible attitudes. In another set of studies, Stewart,
Vassar, Sanchez, and David (2000) showed that participants’
attitudes toward women’s and men’s societal roles influenced
whether they individuated male or female targets more: Indi-
viduals with traditional sex-role attitudes individuated male
targets more than they did female targets, whereas individuals
with nontraditional sex-role attitudes individuated female tar-
gets more than they did male targets.

Selective Memory

Attitudes have long been thought to influence memory and
learning of attitude-related information. A variety of processes
could contribute to selective memory, including paying more
attention to attitudinally consistent information (but see
Roberts, 1985), finding it easier to store attitudinally consistent
information, and finding it easier to retrieve attitudinally con-
sistent information from memory. Early studies (e.g., Levine &
Murphy, 1943) indicated that individuals learned and recalled
information that was consistent with their attitudes better
than they did information that was inconsistent with their atti-
tudes. Subsequent researchers, however, had difficulty obtain-
ing significant selective memory effects and questioned
the reliability of the phenomenon (e.g., Greenwald &
Sakumura, 1967).

In a comprehensive and detailed review and meta-analysis
of research on attitude-memory effects, Eagly, Chen,
Chaiken, and Shaw-Barnes (1999) concluded that the hypoth-
esized attitude congeniality effect (i.e., information congenial
with one’s attitudes is more memorable than is uncongenial
information) has been small in magnitude and inconsistent
across studies. Especially worrisome was evidence that the
effect has grown weaker in more recent experiments (com-
pared to earlier experiments), because the recent studies have
generally used more rigorous methods. It appears that selec-
tive memory may be a phenomenon weaker than selective
attention and selective perception.

Perhaps the clearest evidence of selective memory has
been obtained in studies testing whether individuals use their
attitudes as clues for searching memory (i.e., studies specifi-
cally testing selective search and retrieval effects, as opposed
to selective learning and memory in general). Ross (1989)
reviewed a number of studies showing that people used their
attitudes as clues for searching memory, reconstructing past
events, or both. For example, Ross, McFarland, and Fletcher
(1981) exposed respondents to one of two messages that had
previously been shown to have reliable persuasive effects in

opposite directions. In an apparently separate study, respon-
dents exposed to the persuasive message provided reports of
the frequency with which they had performed a number of
behaviors in the past month, including some behaviors
related to the target of the persuasive message. Respondents
reported more frequent behaviors consistent with the attitude
promoted in their message than with the attitude promoted in
the opposing message. Presumably, respondents used their
newly formed attitudes to search their memories and to re-
construct their behaviors in the previous month.

Attitude Polarization

Attitudes guide information processing in another way—
namely, they guide spontaneous thinking about the attitude
object. Tesser (1978) showed that simply thinking about an
attitude object tended to polarize the evaluation even in the
absence of any new information. For example, simply think-
ing about a person who was either likable or unlikable led to
stronger evaluations (positive for the likable target, negative
for the unlikable partner) than did a control condition in which
participants performed a distracting task. Presumably, the ex-
isting attitude led participants to generate thoughts that were
consistent with it. This interpretation is supported by findings
that polarization effects are stronger when the individual is
knowledgeable about the attitude object and when the exist-
ing attitude is high in evaluative-cognitive consistency (see
Chaiken & Yates, 1985).

ATTITUDES AND BEHAVIOR

We discussed earlier how attitudes fulfill various functions
for individuals, including the rapid appraisal of attitude ob-
jects (object-appraisal function), the approach of rewarding
objects and the avoidance of punishing objects (utilitarian
function), the expression of underlying values and identity
(value-expressive function), and so on. All of these hypoth-
esized functions are predicated in part on the assumption
that individuals behave in ways that are consistent with their
attitudes—in other words, on the assumption that attitudes
influence action. In this final section, we review some of the
literature on attitude-behavior consistency.

The hypothesized strong relation between attitudes and be-
havior has sometimes proven difficult to document. For exam-
ple, Wicker (1969) reviewed 30 studies that examined
attitude-behavior consistency and concluded that there was
“little evidence to support the postulated existence of stable,
underlying attitudes within the individual which influence both
his verbal expressions and his actions” (p. 75). Fortunately,
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since that time, researchers have identified several factors that
influence attitude-behavior consistency, and the appropriate
conclusion seems to be that measures of attitudes and behavior
are closely related in some circumstances but not in others. We
outline these factors in the following sections.

Compatibility of Attitude and Behavior Measures

An important conceptual advance came from Fishbein and
Ajzen’s (1975) theory of reasoned action. These theorists dis-
tinguished between attitudes toward objects and attitudes to-
ward behaviors—a distinction that can also be viewed as
general attitudes versus specific attitudes. Hypothetically,
attitudes toward objects should influence the favorability of
the class of behaviors related to the object, whereas attitudes
toward behaviors should influence the favorability of those
specific behaviors.

The point made by Fishbein and Ajzen was that for there
to be a strong relation between measures of attitudes and be-
havior, the measures must be compatible (or congruent) in
terms of their specificity: Measures of general attitudes (to-
ward objects) predict general or broad behavior measures
(encompassing the class of relevant behaviors, also called
multiple act behavioral criteria), whereas measures of spe-
cific attitudes (toward behaviors) predict specific behavior
measures (the single, focal behavior). Single behaviors can
be specified along four dimensions: action (e.g., giving
money), target (e.g., to a homeless person), context (e.g., on
the street), and time (e.g., at lunchtime today). To predict
single behaviors maximally, the measure of attitude should
correspond on as many dimensions of specification as possi-
ble. For example, a measure of the individual’s attitude to-
ward giving money to a homeless person on the street at
lunchtime today would be the best predictor of this specific
behavior, whereas measures of attitudes that corresponded
only on the action dimension (attitudes toward giving
money) or only on the target dimension (attitudes toward
homeless people) would rarely yield strong correlations.
Many early researchers inappropriately used general attitude
measures (e.g., participants’ attitudes toward an ethnic
group) to try to predict specific behavior measures (e.g., how
participants behaved toward a particular member of the eth-
nic group in a particular setting at a particular time). When
measures of attitudes and behavior have been highly com-
patible in terms of their specificity, attitude-behavior correla-
tions have been substantial (see Ajzen & Fishbein, 1977;
Kraus, 1995).

The impact of another kind of compatibility on attitude-
behavior consistency was investigated by Lord, Lepper, and
Mackie (1984). These researchers proposed a “typicality

effect,” such that attitudes toward a social group would pre-
dict individuals’ behavior toward typical members of the
group better than the same attitudes would predict behavior
toward atypical members of the group. Results showed that
individuals’ attitudes toward gay men predicted how they be-
haved toward a gay man who closely matched the stereotype
better than the same attitudes predicted how they behaved
toward a gay man who differed substantially from the stereo-
typical image of gay men. Thus, compatibility between group
stereotypes and individual group members influences
whether attitudes toward the group predict behavior toward
those individual members (see also Blessum, Lord, & Sia,
1998).

Nature of the Behavior

Certain kinds of behavior are more predictable from attitudes
than are other kinds of behavior. In particular, attitudes are
hypothesized to guide only volitional actions—behaviors that
individuals are free to perform or to not perform. When
strong external incentives or constraints exist regarding an
action, attitudes may not play much role in determining be-
havior. For example, politeness norms may cause people to
say hello to coworkers whom they dislike. This conceptual
point—that social pressures often guide behavior—was rec-
ognized in the theory of reasoned action (Fishbein & Ajzen,
1975) by including subjective norms as a determinant of be-
havioral intentions that was distinct from attitudes. Subjective
norms refer to individuals’ perceptions that other people who
are important to them want them to act in certain ways.

Researchers have identified several factors, including the
nature of the behavior, that influence the degree of impact
that attitudes and norms exert on behavior. For example,
Ybarra and Trafimow (1998) showed that increasing the ac-
cessibility of individuals’ private self cognitions (i.e., assess-
ments of the self by the self) led participants to place more
weight on attitudes than on perceived norms in behavioral
choices, whereas increasing the accessibility of individuals’
collective self cognitions (assessments of the self by other
people and reference groups) led participants to place more
weight on perceived norms than on attitudes in behavioral
choices. Presumably, these findings reflected that attitudes
derive from personal preferences, whereas norms derive
from other people.

Ajzen (1985, 1991) proposed a revision to the theory of
reasoned action, which he labeled the theory of planned
behavior (for a review, see Conner & Armitage, 1998). This
model includes perceived behavioral control as another
determinant of intentions and behavior, distinct from both
attitudes and subjective norms. The construct of perceived
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behavioral control extends the model to behavior that is not
fully under volitional control; for example, individuals who
believe that they cannot easily perform a behavior might not
do it even if they have a positive attitude toward the behavior,
perceive that other people want them to perform it, or both
(see also Gollwitzer & Moskowitz, 1996). Thus, the nature of
the behavior—specifically, its controllability or difficulty—
influences the strength of the attitude-behavior relation.

Nature of the Attitude

Characteristics of the attitude also influence the strength
of the attitude-behavior relation, a point that we noted earlier
in this chapter. One of the first attitude qualities to be studied
in this regard was direct versus indirect experience: Attitudes
that are based on direct experience with the attitude object
predict behavior better than do attitudes that are based on in-
direct experience (see Fazio & Zanna, 1978, 1981). Presum-
ably, these findings reflected that attitudes based on direct
experience are stronger—more confidently held, more stable,
and so on—than are attitudes based on indirect experience.
Indeed, in a meta-analysis of the attitude-behavior consis-
tency literature, Kraus (1995) concluded that such attitudinal
qualities as direct experience, certainty, and stability pre-
dicted the strength of the attitude-behavior relation.

Fazio (1990) has proposed that the effects of direct expe-
rience operate through another manifestation of attitude
strength—namely, the accessibility of the attitude. As noted
earlier, accessible attitudes are more likely to be associated
with biased perceptions of stimuli (e.g., Houston & Fazio,
1989; Schuette & Fazio, 1995). If accessible attitudes are
more likely to be evoked spontaneously in the presence of the
attitude object (e.g., Fazio et al., 1986) and to guide individ-
uals’ perceptions of situations, then they seem likely to serve
as the basis for action as well. In line with this reasoning,
Fazio and Williams (1986) found that voters who reported
their evaluations of candidates quickly were subsequently
more likely to vote for their preferred candidate than were
voters who reported their evaluations more slowly. In his
meta-analysis of past studies, Kraus (1995) also found that
attitude accessibility predicted attitude-behavior consistency.

Another attitude characteristic that has been related to
attitude-behavior consistency is ambivalence, which (as
described in earlier sections) refers to inconsistency within
or between the components of an attitude (e.g., affective-
cognitive ambivalence involves oppositely valenced affect
versus cognition). Ambivalent attitudes are generally less
predictive of behavior than are nonambivalent attitudes (e.g.,
Armitage & Conner, 2000), presumably because the conflict-
ing elements may become differentially salient at various

times or in various settings, thus inducing inconsistent ac-
tions. In an interesting twist on this reasoning, however,
Jonas et al. (1997) showed that encountering a new attitude
object that has both positive and negative aspects can arouse
attitudinal ambivalence, which in turn can cause individuals
to process information systematically (because of uncer-
tainty; see also Maio, Bell, et al., 1996—which in turn can
actually produce higher attitude-behavior consistency. Thus,
although ambivalence in existing attitudes may serve to re-
duce attitude-behavior consistency, ambivalence in newly
forming attitudes may have the opposite effect.

Lavine et al. (1998) showed that when attitudes were high
in affective-cognitive ambivalence, the affective component
predicted behavior better than did the cognitive component.
In contrast, for nonambivalent participants, the affective and
cognitive components of attitudes were equally predictive of
behavior. MacDonald and Zanna (1998) found that manipu-
lations of evaluative priming had a significant effect on the
behavioral intentions of attitudinally ambivalent individuals
but did not affect the intentions of nonambivalent individu-
als. Consistent with the studies described in the preceding
paragraph, these data indicate that ambivalent attitudes yield
greater behavioral variability across time and settings than do
nonambivalent attitudes.

Personality Variables

Finally, some people may behave in accordance with their at-
titudes to a greater extent than do other people—that is, col-
lapsing across attitude-behavior domains (hence, ignoring
the nature of the attitude and the nature of the behavior),
personality variables might predict the strength of attitude-
behavior consistency.

The variable that has received the most attention in this re-
gard is self-monitoring (Snyder, 1987). Self-monitoring re-
flects the extent to which people base their behavioral choices
on internal versus external cues. Low self-monitors rely on
internal cues to guide their behavior, whereas high self-
monitors use external, situational cues as guides to action.
Given that attitudes are an internal construct, low self-
monitors should exhibit stronger attitude-behavior consis-
tency than do high self-monitors. Several researchers have
produced data in support of this prediction (e.g., Snyder &
Kendzierski, 1982; Zanna, Olson, & Fazio, 1980). Ajzen,
Timko, and White (1982) obtained evidence that the source
of the heightened attitude-behavior consistency for low self-
monitors was that these individuals were more likely to fol-
low through on their behavioral intentions than were high
self-monitors. Presumably, high self-monitors are easily di-
verted from their intended courses of action by unanticipated
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situational demands. Kardes, Sanbonmatsu, Voss, and Fazio
(1986) found that the attitudes of low self-monitors were
more accessible than were the attitudes of high self-monitors,
perhaps because low self-monitors think about their attitudes
more often than do high self-monitors. As noted earlier, atti-
tudes high in accessibility predict behavior better than do
attitudes low in accessibility (e.g., Fazio & Williams, 1986).
Thus, there are probably multiple determinants of the differ-
ences in attitude-behavior consistency between low and high
self-monitors.

Private self-consciousness (Fenigstein, Scheier, & Buss,
1975) is another variable that has been examined in the
attitude-behavior consistency literature. Private self-con-
sciousness reflects the extent to which individuals are aware of
their internal states (e.g., moods, values, and attitudes); it
corresponds to stable individual differences in the state of
objective self-awareness or self-focused attention (Duval &
Wicklund, 1972). If awareness of one’s attitudes increases the
likelihood of attitude-consistent behavior (which seems
likely), then individuals who are high on this dimension
should exhibit stronger attitude-behavior correlations than
should those who are low in private self-consciousness. This
result has in fact been obtained (Scheier, Buss, & Buss, 1978;
Wicklund, 1982).

Composite Model of Attitude-Behavior Consistency

As the preceding sections have indicated, social psycholo-
gists have made significant advances in the understanding of
when and how attitudes predict behavior. Distinctions be-
tween types of attitudes, types of behaviors, and personality
subgroups have all helped to clarify the relation between
measures of attitudes and measures of behavior.

Numerous models have been proposed to account for
attitude-behavior consistency, such as the theory of rea-
soned action (Fishbein & Ajzen, 1975), the theory of planned
behavior (Ajzen, 1985), and the MODE (motivation and
opportunity as determinants of how attitudes influence be-
havior) model (Fazio, 1990). Based on a comprehensive
review of the literature and building on these previously
proposed models, Eagly and Chaiken (1993, 1998) devel-
oped a composite model of attitude-behavior consistency.
The model parallels the theory of reasoned action by propos-
ing that attitudes toward behaviors predict intentions, which
in turn predict behaviors. Working back from attitudes
toward behaviors, however, the model identifies five factors
that influence attitudes toward behaviors: habits (past behav-
ior), attitudes toward targets (especially the target of the be-
havior), utilitarian outcomes (rewards and punishments that
are expected to follow from engaging in the behavior),

normative outcomes (approval and disapproval from others
that are expected to follow from engaging in the behavior),
and self-identity outcomes (implications of engaging in the
behavior for the self-concept). Some of these factors are also
hypothesized to influence either intentions or behavior di-
rectly; for example, habits are proposed to affect behavior
directly (i.e., not via attitudes toward the behavior).

Eagly and Chaiken’s model is unique in its inclusion of
both attitudes toward behaviors and attitudes toward targets
as predictors of specific actions. The inclusion of habits is
also noteworthy; many researchers have found that past
behavior predicts future behavior even when attitudes and
norms are held constant (see Ouellette & Wood, 1998). Fi-
nally, the categorization of expected outcomes into utilitarian,
normative, and self-identity classes extends previous models.
Although this model has not yet been exposed to direct em-
pirical tests, it provides a heuristically useful framework for
future research.

Applications to Social Behavior

We have reviewed various theories of attitude-behavior con-
sistency and outlined the conditions under which strong rela-
tions between attitudes and behavior can be expected. The
title of this chapter is “Attitudes in Social Behavior,” so we
close with the consideration of some of the important social
behaviors to which the concept of attitude can be applied. In
each case, data support the hypothesis that attitudes facilitate
attitude-consistent behaviors.

For example, this Handbook contains several chapters that
rely heavily on attitudes to understand social behavior. The
chapter on prejudice, racism, and discrimination (see the
chapter by Dion in this volume) explores interpersonal and
intergroup settings in which negative attitudes toward an out-
group (prejudice) can cause conflict and violence. Prejudice
is one of the oldest topics in social psychology; it continues
to be a vibrant research area today—recent attention has ex-
panded to incorporate the consequences of being a target of
prejudice (e.g., impaired performance on intellectual tasks
caused by fear of confirming a stereotype; Spencer, Steele, &
Quinn, 1999; Steele & Aronson, 1995). Altruism (see the
chapter by Batson & Powell in this volume) is another do-
main in which attitudes are important. Positive evaluations of
potential recipients of assistance serve to motivate prosocial
actions (e.g., Goodstadt, 1971). Similarly, attitudes influence
individuals’ responses to situations involving justice consid-
erations (see the chapter by Montada in this volume). For
example, individuals are more likely to tolerate a situation in
which distributive or procedural justice was violated when
they have positive attitudes toward the responsible authority
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(see Tyler & Smith, 1998). Family and close relationships
(see the chapter by Clark & Grote in this volume) are built
upon positive attitudes, encompassing such concepts as love,
trust, caring, and intimacy. Positive attitudes encourage good
communication, which is the basis of effective relationships.

Research on consumer behavior is one of the clearest ex-
amples of the application of social psychological findings on
attitudes (e.g., Cialdini, 1993; Reardon, 1991), with topics
ranging from advertising to purchasing behavior. Finally, re-
search on expectancies (see Olson, Roese, & Zanna, 1996)
has shown that expectancies influence information process-
ing and behavior. One of the principal sources of expectan-
cies is attitudes—we expect good things from positively
evaluated objects and bad things from negatively evaluated
objects. These attitude-induced expectancies can lead to er-
rors in information processing, biased hypothesis-testing, and
self-fulfilling prophesies (see Olson et al., 1996).

CONCLUSIONS

Many issues and questions must be addressed in future re-
search on attitudes in social behavior. One important issue is
the internal structure of attitudes, including the dimensional-
ity of attitudes and the conditions under which different com-
ponents of attitudes are more influential than are other
components.Arelated issue is the distinction between implicit
attitudes and explicit attitudes (or between implicit and ex-
plicit measures of attitudes), including the question of which
sorts of behavior are best predicted by each type of attitude
(measure). The connections between attitudes and broader
constructs like values and ideologies also need to be clarified.
Turning to a different domain, the role of biological factors in
attitude formation and change seems likely to receive more at-
tention over the next decade. Finally, the connection between
attitudes and behavior will continue to interest social psychol-
ogists, with models of attitude-behavior consistency becom-
ing increasingly complex. For example, prediction may be
improved by simultaneously taking into account attitudes to-
ward all of the different behavioral options in a setting.

In closing, the evidence described in this chapter supports
the importance of the construct of attitude. Because of their
broad evaluative nature, attitudes may potentially reflect di-
verse beliefs, feelings, and behaviors. In addition, these eval-
uations serve a number of attitude functions and vary on
several characteristics (e.g., ambivalence, certainty). Most
important is that attitudes influence a wide variety of impor-
tant social behaviors. Indeed, no matter what the setting, per-
sonal evaluations play a role in information processing and in
behavior. The obsession of popular culture with the concept

of attitude, noted at the outset of this chapter, is comprehen-
sible when the ubiquity of attitudes is recognized.
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It is difficult to think about the self without referring to other
people. Although the very concept of the self seems to denote
individualism, the self is nevertheless incomplete without
acknowledging our interactions with others. People often
describe themselves in terms of relationships (husband, son,
mother) or as a member of a profession (and thus as a member
of a social group). Even personality traits are usually concep-
tualized in comparison to other people (one is not extraverted
per se, but extraverted compared to others). Self-esteem re-
flects what others think (Leary, Tambor, Terdal, & Downs,
1995). Attempts at self-control can benefit or harm others
(e.g., smoking and drinking; Baumeister, Heatherton, & Tice,
1994). People’s behavior can be radically affected by social
rejection or exclusion (Twenge, Baumeister, Tice, & Stucke,
2001; K. D. Williams, Cheung, & Choi, 2000). Selves do
not develop and flourish in isolation. People learn who and
what they are from other people, and they always have identi-
ties as members of social groups. By the same token, close
personal relationships are potent and probably crucial to the
development of selfhood. A human being who spent his or

her entire life in social isolation would have a stunted and
deficient self.

In addition, the self is inherently interpersonal because
relating to others is part of what the self is for. The self is con-
structed, used, altered, and maintained as a way of connect-
ing the individual organism to other members of its species.
By this we are not positing a mysterious homunculus that cre-
ates the self to serve its own purposes. Instead, we begin by
acknowledging that the need to belong is a fundamental
human need that serves the innate biological goals of survival
and reproduction (see Baumeister & Leary, 1995), and so
psychological mechanisms such as the self are likely to be
shaped to foster interpersonal connection. The biological
evolution of the species presumably established the cognitive
and motivational basis of self, and the experiences of the in-
dividual within an immediate social context builds on these
bases to shape the self in ways that lead to establishing and
maintaining some important social bonds. If no one likes you,
the odds are that you will start asking “What’s wrong with
me?”—and making changes to the self when you reach some
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answers. In this chapter, we will explore how individual
selves affect others and how others affect individual selves.

The interpersonal self is one of three major facets of the
self (Baumeister, 1998). The other two main aspects are the
experience of reflexive consciousness, which involves being
aware of oneself and constructing knowledge structures (in-
cluding self-concept and self-esteem) about the self, and the
executive function, which controls the decisions and actions
of the self. As argued previously, the social self provides a
crucial piece of this puzzle.

BELONGINGNESS, SOCIAL EXCLUSION,
AND OSTRACISM

Theoretical Background

Meaningful human relationships are a crucial part of the self.
Baumeister and Leary (1995) have proposed that the need to
belong is one of the most fundamental human motivations,
underlying many emotions, actions, and decisions through-
out life. Belongingness theory predicts that people seek to
have close and meaningful relationships with others, perhaps
because such relationships increase the likelihood of sur-
vival and reproduction (Shaver, Hazan, & Bradshaw, 1988).
Social exclusion may have hampered reproductive success;
it is difficult to find a mate when one is isolated from others
or devalued by others. Likewise, social exclusion probably
lowered chances of survival during hunter-gatherer times
due to lack of food sharing, the difficulty of hunting alone,
and lack of protection from animal and human enemies
(e.g., Ainsworth, 1989; Hogan, Jones, & Cheek, 1985;
Moreland, 1987).

Several motivational and cognitive patterns support the
view that people are innately oriented toward interpersonal
belongingness (see Baumeister & Leary, 1995, for review).
People form relationships readily and with minimal external
impetus. They are reluctant to break off a relationship even
when its practical purpose has ended. They also seem to cat-
egorize others based on their relationships. In general, hu-
mans are social animals, and people seek relationships with
others as a fundamental need. What happens, however, when
this need is not met—when people feel disconnected from
social groups and lonely from a lack of close relationships?
That is, how does the lack or loss of interpersonal relation-
ships affect the self and behavior?

Previous research suggests that social exclusion is corre-
lated with a variety of negative circumstances, including
poor physical and mental health (Bloom, White, & Asher,
1979; D. R. Williams, Takeuchi, & Adair, 1992), crime and

antisocial behavior (Sampson & Laub, 1993), alcohol and drug
abuse (D. R. Williams et al., 1992), and even reckless driving
(Harano, Peck, & McBride, 1975; Harrington & McBride,
1970; Richman, 1985). People who are ostracized by others re-
port negative emotions and a feeling of losing control (K. D.
Williams et al., 2000). In general, social exclusion leads to
negative emotional experiences such as anxiety, depression,
loneliness, and feelings of isolation (Baumeister & Leary,
1995; Baumeister & Tice, 1990; Gardner, Pickett, & Brewer,
2000). Leary et al. (1995) showed that social rejection leads
to considerable decreases in feelings of self-esteem. Their so-
ciometer theory posits that self-esteem is primarily a measure
of the health of social relationships. That is, high self-esteem
comes from believing that other people will want to spend time
with you and maintain long-term relationships with you. Low
self-esteem arises when people experience rejection or fear
that they will end up alone in life.

Conversely, fulfilled belongingness needs seem to serve as
an inoculation against negative outcomes and a predictor of
positive ones. An influential review by Cohen and Wills
(1985) concluded that high social support is correlated with
lower self-reports of anxiety and depression. Baumeister
(1991) and Myers (1992) both reviewed the empirical litera-
ture on happiness and concluded that the strongest predictor
of happiness was social connectedness. People who are rela-
tively alone in the world are much less happy than people
who have close connections with others. All other objective
predictors of happiness, including money, education, health,
and place of residence, are only weakly correlated with hap-
piness. The importance of social ties for positive life out-
comes suggests that social connection carries considerable
explanatory power. Social exclusion may be connected to
many of the personal and social problems that trouble mod-
ern citizens, including aggression and lack of prosocial be-
havior. In addition, it may be linked to many self-defeating
behaviors (such as overeating and taking excessive risks).
Last, social exclusion may cause cognitive impairment.

Aggressive Behavior and Prosocial Behavior

During the late 1990s, a series of shootings occurred at
American schools, leading to the deaths of a number of
young people and the serious injury of many others. In almost
every case, the perpetrators were boys who felt rejected by
their peers (Leary, 2000). Apparently these young men re-
sponded to this rejection with violence, walking into their
schools with guns and shooting their fellow students. These
tragedies were consistent with several broader patterns of
correlation between antisocial, violent behavior and lack of
social connections. Garbarino’s (1999) studies confirmed that
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many perpetrators of violence are young men who feel
rejected from family and peer groups (see also Leary, 2000;
Walsh, Beyer, & Petee, 1987).

Prior research provides partial support for a connection be-
tween social exclusion and aggressive behavior. Rejected
children are more physically aggressive and more disruptive,
and issue more verbal threats than other children (Coie, 1990;
Newcomb, Bukowski, & Pattee, 1993). Compared to married
men, single men are more likely to speed and drive recklessly,
two antisocial behaviors that can lead to injury and death
(Harano et al., 1975; Harrington & McBride, 1970). Marital
status also correlates with criminal behavior. Stable relation-
ships in adulthood (especially good marriages) are connected
to lower incidence of crime and delinquency (Sampson &
Laub, 1990, 1993). On the other hand, Wright and Wright
(1992) found no link between criminality and marital status in
itself. Apparently only a happy (or reasonably happy) mar-
riage is incompatible with criminal behavior.

However, these findings are correlational, so the direction
of causation is not clear. For example, men with criminal ten-
dencies may be less likely to find someone to marry. Children
who are aggressive are not likely to keep friends. Even third-
variable causal explanations are plausible. For example, per-
haps lack of money makes poor men both more prone to
criminal activity and less desirable as potential husbands.

In order to determine the direction of causation between
social exclusion and aggressive behavior, we performed a
series of experimental studies (Twenge, Baumeister, et al.,
2001). We manipulated social exclusion either by false feed-
back on a personality test (in the crucial condition, partici-
pants heard they would end up alone later in life) or by peer
rejection (participants heard either that everyone or no one in
a group of their peers chose them as a desirable partner for
further interaction). Consistent across several studies, re-
jected participants were more aggressive toward other peo-
ple. First, rejected participants issued negative written
evaluations of a target when the target had insulted them. Re-
jected participants also chose to blast the target with higher
levels of stressful, aversive noise during a reaction time game
after a target issued an insult. In the last study, however,
the participant had no interaction (positive or negative) with
the target. Even under these conditions, rejected participants
were more aggressive toward the target. Thus rejected partic-
ipants were willing to aggress more even against an innocent
third party.

In another series of studies, we examined the effect of so-
cial exclusion on prosocial behavior (Twenge, Ciarocco, &
Baumeister, 2001). Across five studies, socially excluded
people were less prosocial than others. They donated less
money to a student fund, were less willing to volunteer for

more experiments, were less helpful to the experimenter after
a mishap, and were less cooperative in a prisoner’s dilemma
game. This effect held regardless of whether the prosocial be-
havior involved a cost to the self, no cost or benefit to the self,
or even a benefit to the self. Combined with the aggression
studies, the implication of these findings is that social exclu-
sion leads to a reduction in prosocial behavior and an in-
crease in antisocial behavior.

Self-reports of mood consistently failed to mediate the re-
lationship between social exclusion and aggressive or proso-
cial behavior. In addition, the effects were not due to simply
hearing bad news. A misfortune control group heard that they
would be accident prone in the future. This group demon-
strated significantly less aggressive behavior and more proso-
cial behavior compared to the social exclusion group. These
manipulations of social exclusion are weak compared to real-
life experiences such as romantic breakups or ostracism
by friends. This makes it less surprising that rejections out-
side the laboratory can sometimes lead to lethally violent
reactions.

These results linking exclusion to more antisocial behav-
ior and less prosocial behavior are especially interesting
given some previous studies. A recent paper (K. D. Williams
et al., 2000) examined ostracism (being ignored by others)
during an Internet ball-tossing game. Participants who were
ostracized were subsequently more likely to conform to oth-
ers’ judgments in a line-judging task. The authors suggest
that the ostracized participants were thus more willing to
make amends and conform in exchange for social accep-
tance. A previous study also found that female participants
who were ostracized socially compensated by working
harder on a group task (K. D. Williams & Sommer, 1997).
One interpretation of these results is that social exclusion
leads to prosocial behavior—thus the opposite results to the
Twenge et al. studies. However, there are several explana-
tions for this discrepancy. First, the ostracized participants in
the K. D. Williams et al. (2000) studies may have conformed
out of passivity rather than out of a desire to rejoin the group.
Another difference lies in motivation: the participants in the
K. D. Williams et al. (2000) study and the Williams and
Sommer (1997) study might have felt more confident that
they could regain the favor of the group members in further
interaction. In our studies, rejected participants were interact-
ing with someone they did not expect to meet in person. This
may have reduced their desire to act prosocially and encour-
aged them to indulge their antisocial, aggressive impulses. In
other words, they might have felt that there was no clear route
back to social acceptance.

Could it be that socially rejected people simply lose inter-
est in connecting with others? There is some evidence against
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this view. Gardner et al. (2000) presented participants with
acceptance and rejection experiences. Rejected participants
later demonstrated better memory for the social aspects and
events in a diary they had read earlier. Thus the experience of
rejection seems to make people focus on social events to a
greater extent.

Self-Defeating Behavior

Psychologists have often been fascinated with self-defeating
behavior because of its fundamental and paradoxical nature
(for reviews, see Baumeister, 1997; Baumeister & Scher,
1988). It seems irrational for people to act in ways that are ul-
timately self-defeating. Why do people do things that bring
them suffering, failure, and other misfortunes? A broad range
of social problems (e.g., drug addiction, overeating, under-
achievement, excessive risk-taking) can be regarded as self-
defeating acts. Many of these problems are caused by failures
of self-control or self-regulation (Baumeister, Heatherton,
et al., 1994), which occur when people find it difficult to resist
tempting impulses. In addition, a loss of self-control can lead
to taking self-defeating risks (Leith & Baumeister, 1996),
which in turn may cause undesirable outcomes such as poor
health, drug and alcohol abuse, and harmful accidents.

Self-control loss is also detrimental for relationships.
Living together with other people requires some degree of
accommodation and compromise, because the self-interest
of the individual is sometimes in conflict with the best interests
of the group. Sharing, showing humility, respecting the rights
and property of others, and other socially desirable acts require
some degree of self-control. Few people want to live with
someone who continually exploits others, breaks promises,
abuses drugs, lashes out in anger, and takes stupid risks. Hence
people must use their self-control to curb these impulses, if
they want to maintain good interpersonal relationships.

Evidence from the sociological literature suggests that
marriage (which is one important form of belongingness) in-
oculates against many self-defeating behaviors. When com-
pared to unmarried or divorced individuals, married people
are less likely to abuse alcohol and drugs (D. R. Williams et al.,
1992). As mentioned earlier, married men are less likely to be
arrested for speeding or reckless driving (Harrington &
McBride, 1970) and are less likely to be involved in car acci-
dents (Harano et al., 1975), especially in those related to
alcohol (Richman, 1985). In one of the first works of modern
sociology, Durkheim (1897/1951) found that suicide—
perhaps the ultimate self-defeating behavior—was more com-
mon among people who were unmarried or otherwise socially
unconnected. These correlational studies suggest a relation-
ship between belongingness and self-defeating behaviors,

including loss of self-control and risk taking. As noted previ-
ously, however, these studies are limited due to their correla-
tional design and their exclusive focus on marriage.

In addition, married people are often mentally and physi-
cally healthier than single, divorced or widowed individuals.
The correlation between marital status and health may have
several causes. First, it is possible that spouses provide prac-
tical support for health behaviors, such as by reminding their
partners to keep physicians’ appointments, eat well, and ex-
ercise regularly. The social interaction of a marital relation-
ship may also directly increase mental health, which may
increase physical health in turn. Third, and most relevant
here, not being involved in a close relationship may encour-
age risky, self-defeating behaviors. Just as single and di-
vorced people are more likely to take risks while driving,
they may also take more risks with their health. We have al-
ready established that unmarried people are more likely to
abuse alcohol and drugs. The same risk-taking, self-defeating
tendency may also lead the unmarried to neglect their health
by missing appointments, declining to seek health informa-
tion, and taking a passive role toward health maintenance. It
seems that many people feel that life is not worth living (or
not as worth living) without close relationships. However, the
causation may work the other way; it is certainly plausible
that unhealthy people are not as likely to marry or have as
many close social relationships.

Like the previous evidence on antisocial behavior, the
evidence on social exclusion and self-defeating acts is pri-
marily correlational. We performed a series of experiments to
determine the causal path between social exclusion and self-
defeating behavior (Twenge, Catanese, & Baumeister, 2001).
We manipulated social exclusion using the same methods
employed in the research on aggressive and prosocial behav-
iors (future prediction of a life devoid of social relationships,
or rejection by peers). These experiments found that ex-
cluded participants consistently displayed more self-
defeating behavior. Compared to the other groups, excluded
participants procrastinated longer, took irrational risks in a
lottery choice, and made more unhealthy choices. These ef-
fects were not mediated by mood, no matter how mood was
measured (we used three different mood measures). The mis-
fortune control group, who heard that they would be accident
prone later in life, did not show significant increases in self-
defeating behavior. Thus it appears to be specifically social
exclusion that makes people self-destructive.

Cognitive Impairment

If mood does not mediate the relationship between social
exclusion and negative outcomes, what does? One possibility
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is cognitive impairment. Social exclusion may impair the
ability to reason effectively, and this in turn could lead to
self-defeating behavior (which is usually a failure to ratio-
nally consider the outcomes of one’s actions: Leith &
Baumeister, 1996). Cognitive impairment could also lead to
antisocial behavior, as socially excluded individuals may
give in to aggressive impulses without considering the conse-
quences. This decrease in the ability to reason may result
from numbness or excessive rumination.

Our research has found that social exclusion does reduce
the ability to reason effectively (Baumeister, Twenge, &
Nuss, 2001). Socially excluded participants obtained lower
scores on a timed test of intelligence. In a reading compre-
hension task, social exclusion led to impairments in the abil-
ity to retrieve information. Participants read a passage under
normal conditions, received the exclusion feedback, and
were then asked to recall what they had read. Excluded par-
ticipants did not answer as many questions correctly as com-
pared with participants in the other conditions. However,
their ability to store information was apparently intact. Be-
cause the recall questions were difficult, the results could
have been due to deficits in either recall or reasoning. We
tested pure recall by asking participants to memorize a list of
nonsense syllables. They then received the belongingness
feedback and were asked to recall the syllables. Social exclu-
sion did not affect the retrieval of simple information; how-
ever, we found that it did affect reasoning. Participants were
given a timed reasoning test (taken from a Graduate Record
Exam analytical section). Those in the excluded condition
answered fewer questions correctly than those in the other
groups. Thus social exclusion does not affect the storage of
information or the retrieval of simple information, but it does
affect higher reasoning.

Larger Social Trends in Belongingness
and Negative Outcomes

Social exclusion may be important for understanding recent
changes in American society. Several authors have argued
that the changes of the last 40 years have led to a society in
which people lack stable relationships and feel disconnected
from each other. Putnam (1995, 2000) found that Americans
are now less likely to join community organizations and visit
friends than they were in the 1950s and 1960s. The propor-
tion of the population living alone has nearly doubled in re-
cent decades, from 13% in 1960 to 25% in 1997 (U.S. Bureau
of the Census, 1998). The substantially increased divorce
rate, another indicator of unstable social relations, accounts
for a large part of this change. The later age of first marriage
has also contributed to the increase in living alone. At the

same time, violent crime has skyrocketed, property crime has
increased, and people trust and help each other less than they
once did (Fukuyama, 1999).

This breakdown in relationships has occurred alongside
several negative social trends. Depression rates (Klerman &
Weissman, 1989; Lewinsohn, Rohde, Seeley, & Fischer,
1993) and feelings of anxiety (Twenge, 2000) have increased
markedly. The increase in anxiety is directly linked to
decreases in social connectedness such as divorce rates, levels
of trust, and the percentage of people living alone (Twenge).
In addition, crime and antisocial behavior have increased;
violent crime is more than 4 times as common as it was in
1960 (6 times as common as in 1950). In fact, Lester (1994)
found that statistics measuring social integration (divorce,
marriage, and birth rates) were almost perfectly correlated
with homicide rates when examined in a time-series analysis.
Self-defeating behaviors have also escalated in the last few
decades (see Baumeister, Heatherton, et al., 1994). Although
it is notoriously difficult to prove which causal processes are
operating at the macrosocial level in the complex world, we
think that the declines in social integration and belongingness
have contributed to the rise of negative social indicators and
social problems.

THE SELF AS AN INTERPERSONAL ACTOR

Once people have social relationships, how do these relation-
ships influence their selves, and vice versa? One reason peo-
ple have selves is to facilitate interactions and relationships
with others. For example, it is difficult to go out on a first date
if one is in the middle of an identity crisis. Accordingly, Erik
Erikson (1950, 1968) famously asserted that identity is a pre-
requisite for intimacy. People must settle the problems of
identity before they are developmentally ready for intimate
relations. The sequence may not be that simple, because iden-
tity and intimacy seem to develop together, but the link be-
tween the two is hard to deny (Orlofksy, Marcia, & Lesser,
1973; Tesch & Whitbourne, 1982).

Identity is also constructed out of social roles. A series of
cluster analyses by Deaux, Reid, Mizrahi, and Ethier (1995) re-
vealed five main types of social identities: relationships (hus-
band, sibling), vocational or avocational role (coin collector,
teacher), political affiliation (Republican, feminist), stigma-
tized identity (homeless person, fat person), and religion or
ethnicity (Jewish, Hispanic). As products of the culture and
society, roles again reveal the interpersonal dimension of
selfhood. To fulfill a relationship-oriented role (such as mother
or police officer), one must make the self fit a script that is
collectively defined. Each person may interpret a given role
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in a slightly different way, but the role is nonetheless under-
stood by the social group and is a way of relating to others.

Reflexive consciousness itself may depend partly on inter-
personal contact. Sartre’s (1953) famous analysis of conscious-
ness emphasized what he called “the look,” that is, the
subjective experience of looking at someone else and knowing
that that person is looking at you. The rise in adolescent self-
consciousness and social awkwardness is in part a result of the
increased cognitive ability to understand how one appears to
others. Teenagers feel self-conscious because they are begin-
ning to fully realize how they are being judged by other people.

How do interpersonal interactions shape the self? The
tabula rasa view of human nature holds that selves are the
products of interpersonal relations. That is, people start off as
blank slates, and experiences gradually produce the unique
individuality of the complex adult self. Although such views
are elegant and sometimes politically appealing, they may
suggest too passive or simple a role of the self. The self plays
an active role in how it is influenced by others. The broader
issue is how selfhood is maintained in an interpersonal envi-
ronment. For example, part of the self exists in other people’s
minds; other people know about us and what we are like.
Selfhood cannot be achieved or constructed in solitude.

Self-Esteem and Interpersonal Relationships

Self-esteem may be defined as a person’s evaluation of self.
Thus, self-esteem is a value judgment based on self-
knowledge. Because much self-knowledge concerns the
person’s relations with others, it is not surprising that self-
esteem is heavily influenced by interpersonal relationships.

Sociometer Theory

Leary et al. (1995) proposed that self-esteem is a sociometer:
that is, an internal measure of how an individual is succeeding
at social inclusion (see also Leary & Baumeister, 2000). In
their experimental studies, participants are told that no one has
chosen them as a partner for further interaction. This expe-
rience causes a decline in state self-esteem. In contrast, being
chosen by group members increases state self-esteem. Leary
et al. (1995) compare self-esteem to a car’s gas gauge. The gas
gauge itself does not affect the mechanical functioning of the
car, but it serves a crucial function by showing the driver how
much fuel is in the tank. Leary et al. (1995) suggest that human
drivers are strongly motivated to keep their automobiles’ gas
gauges from reading “empty,” because most people seek out
relationships whenever they see the needle moving in that
direction. Self-esteem lets people know when they need
“refueling” in the form of human interaction.

The sociometer theory is important for an interpersonal
view of the self, because it takes one of the best-known and
most prominent intrapsychic variables (self-esteem) and
recasts it in interpersonal terms. Concern with self-esteem can
easily seem like a private, inner matter. It is easy to assume that
self-esteem goes up and down in the person’s own inner world
with only minimal connection to the environment, and that
people accept or reject environmental input according their
own choices (e.g., one can either be in denial about a problem,
or acknowledge and deal with the problem). Yet the sociome-
ter theory proposes that self-esteem is not purely personal but
instead fundamentally relies on interpersonal connection.

There is abundant evidence that people are consistently
concerned with the need to form and maintain interpersonal
connections (Baumeister & Leary, 1995), and so it seems
quite likely that there would be a strong set of internal moni-
tors (possibly including self-esteem) to help the person
remain oriented toward that goal. The sociometer view can
also readily explain why so much emotion is linked to self-
esteem, because strong emotional responses are generally as-
sociated with interpersonal relationships. In addition, people
tend to derive their self-esteem from the same traits that lead
to social acceptance (e.g., competence, likability, attractive-
ness). When people feel socially anxious, however, self-
esteem suffers. A review of multiple studies concluded that
the average correlation between social anxiety and self-
esteem is about �.50 (Leary & Kowalski, 1995). That is,
there is a substantial and robust link between worrying about
social rejection and having low self-esteem.

Why, then, do people need self-esteem to register changes
in social connection, when emotion seems to serve the same
purpose? Leary and Baumeister (2000) argue that self-esteem
registers long-term eligibility for relationships, rather than
just responding to current events. Hence someone might have
low self-esteem despite being socially connected—if, for ex-
ample, she believed that she has managed to deceive people
about her true self and personality. If people were to find out
what she is really like, she thinks, they might abandon her.
Conversely, someone might have high self-esteem despite
having no close friends at the moment, because he might at-
tribute this dearth of friendships to the situation or to the lack
of suitable people. He might believe that he will have plenty
of friends as soon as there are enough people around who can
appreciate his good qualities.

There are several possible objections to the sociome-
ter view. It does seem that people can have high self-esteem
without having any close relationship at that moment. There
is also no direct and simple link between one’s immediate
social status and self-esteem. Self-esteem seems more sta-
ble than social-inclusion status. Shifting the emphasis from



The Self as an Interpersonal Actor 333

current relationships to perceived eligibility for such relation-
ships is one way to address this problem, but more research is
needed to verify whether that solution is correct.

Social and Interpersonal Patterns

Self-esteem is also associated with different patterns of social
behavior. Indeed, such differences constituted one of the orig-
inal sources of research interest in self-esteem. Janis (1954)
hypothesized that people with low self-esteem are more easily
persuaded than people with high self-esteem. One of the most
influential and popular measures of self-esteem was devel-
oped specifically for use in studies of attitude change (Janis &
Field, 1959). This measure, usually known as the Janis-Field
Feelings of Inadequacy scale, cemented the view that individ-
uals with low self-esteem feel little self-confidence and are
easily swayed by other people’s arguments.

The view that low self-esteem is associated with greater
persuasibility was supported in those early studies, and sub-
sequent work built upon those studies to link low self-
esteem to a broad range of susceptibility to influence and
manipulation. A seminal review article by Brockner (1984)
concluded that low self-esteem is marked by what he called
“behavioral plasticity”—the idea that people with low self-
esteem are broadly malleable and easily influenced by others.
For example, anxiety-provoking stimuli produce stronger
and more reliable effects in people with low self-esteem;
their reactions are more influenced by the anxiety-provoking
situation than are those of people with high self-esteem.
People with low self-esteem also show stronger responses to
expectancy effects and self-focus inductions.

Self-esteem also effects choices between self-enhancement
and self-protection. Many self-esteem differences occur more
frequently (or only) in interpersonal situations, and self-
esteem may be fundamentally tied toward self-presentational
patterns (see Baumeister, Tice, & Hutton, 1989, for review). In
general, people with high self-esteem are oriented toward self-
enhancement, whereas people with low self-esteem tend to-
ward self-protection. People with high self-esteem want to
capitalize on their strengths and virtues and are willing to take
chances in order to stand out in a positive way. On the other
hand, people with low self-esteem want to remedy their defi-
ciencies and seek to avoid standing out in a negative way.

High self-esteem people’s tendency toward self-
enhancement can sometimes make them less likable to others.
After receiving a negative evaluation, people high in self-
esteem emphasized their independence and separateness
from others, whereas people with low self-esteem empha-
sized their interdependence and connectedness with others
(Vohs & Heatherton, 2001). These self-construals had direct

consequences for interpersonal perceptions. Interaction part-
ners saw independent people as less likable and interdepen-
dent people as more likable. Given the differences in behavior
based on level of self-esteem, this meant that partners saw
low self-esteem individuals as more likable than high self-
esteem individuals. However, these differences occurred only
after the individuals being perceived had received negative
evaluations; presumably self-esteem moderates reactions to
ego threat.

The evidence reviewed thus far does not paint an entirely
consistent picture of people with low self-esteem. On the one
hand, people with low self-esteem seem to desire success, ac-
ceptance, and approval, but on the other hand they seem
skeptical about it and less willing to pursue it openly. Work
by Brown (e.g., 1993) has addressed this conflict directly by
proposing that people with low self-esteem suffer from a mo-
tivational conflict. Brown and McGill (1989) found that pos-
itive, pleasant life events had adverse effects on the physical
health of people with low self-esteem; such people actually
became ill when too many good things happened. In contrast,
people with high self-esteem are healthier when life treats
them well. It may be that positive events exceed the expecta-
tions of people with low self-esteem. This may force them to
revise their self-concepts in a positive direction, and these
self-concept changes may be sufficiently stressful to make
them sick.

Social Identity Theory

Another way that interpersonal relationships influence self-
esteem is through group memberships. Social identity theory
(e.g., Tajfel, 1982; Tajfel & Turner, 1979; Turner, 1982)
argues that the self-concept contains both personal and social
attributes. Self-esteem usually focuses on personal attributes,
but group memberships are also important. A person will ex-
perience higher self-esteem when his or her important social
groups are valued and compare favorably to other groups (see
also Rosenberg, 1979). Empirical research has confirmed this
theory; collective self-esteem (feeling that one’s social groups
are positive) is correlated with global personal self-esteem
(Luhtanen & Crocker, 1992). This is particularly true for
members of racial or ethnic minorities (Crocker, Luhtanen,
Blaine, & Broadnax, 1994). This most likely occurs because
minority group members identify more strongly with their
ethnic groups, and these groups are obvious and salient to
others. In addition, improving the status of the group tends to
increase personal self-esteem. For example, favoring in-
groups over out-groups in allocation of points or rewards can
enhance self-esteem, even when the self does not personally
benefit from those allocations (e.g., Lemyre & Smith, 1985;
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Oakes & Turner, 1980). Thus self-esteem is not only per-
sonal: It also includes a person’s evaluations of the groups to
which he or she belongs.

Is High Self-Esteem Always Good

To place the findings about self-esteem in perspective, it is
useful to ask how important and beneficial high self-esteem
actually is. In America today, many people seem to believe
that high self-esteem is extremely beneficial. The strong be-
lief in the benefits of self-esteem is a major reason it remains
a popular topic of discussion and research. By one count,
there are almost 7,000 books and articles about self-esteem
(Mruk, 1995). The belief that high self-esteem is a vital as-
pect of mental health and good adjustment is strong and
widespread (e.g., Bednar, Wells, & Peterson, 1989; Mruk,
1995; Taylor & Brown, 1988). In many studies, in fact, self-
esteem is measured as an index of good adjustment, so that
even the operational definition of healthy functioning in-
volves self-esteem (e.g., Kahle, Kulka, & Klingel, 1980;
Whitley, 1983).

However, there is a “dark side” to high self-esteem, espe-
cially concerning interactions with others. In one study, peo-
ple with high self-esteem were more likely than most people to
aggress against others and to be interpersonally violent
(Baumeister, Smart, & Boden, 1996). Aggression seems to be
most common among people who think well of themselves but
then interact with someone who disputes their favorable self-
appraisal. In particular, inflated, unrealistic, or fluctuating
forms of high self-esteem predict outbursts of violence and ag-
gression. This most likely occurs because these types of self-
esteem are the most vulnerable to ego threats (e.g., Blaine &
Crocker, 1993; Kernis, Granneman, & Barclay, 1989). People
appear to lash out at others who criticize them as a way of
avoiding any decrease in their self-esteem and the accompa-
nying negative emotion (especially shame; see Tangney,
Wagner, Fletcher, & Gramzow, 1992). Normally, people with
high self-esteem do not seem defensive, but that may be
because they usually think highly of themselves and expect to
succeed at most things. When they do fail or are rejected, they
are very surprised and thus may respond dramatically.

Inflated self-esteem also predicts social maladjustment. In
one study, researchers compared people’s self-descriptions
with the descriptions of their friends (Colvin, Block, &
Funder, 1995). This identified a group of people who thought
more highly of themselves than warranted by the opinions of
their friends. When followed over time in a longitudinal de-
sign, these self-enhancing people displayed poor social skills
and decreased psychological adjustment. In a laboratory

study, the people in this group tended to express hostility,
interrupt others, be socially awkward, irritate others, talk at
people instead of talking with them, and perform a variety of
other negatively evaluated behaviors. The composite picture
is one of a self-centered, conceited person who lacks genuine
regard for others. This picture is quite consistent with the lit-
eral meaning of high self-esteem, even though it does not fit
the popular stereotype.

Narcissism and Interpersonal Relationships

Another individual difference likely to affect interpersonal
relationships is narcissism, usually defined as an exaggerated
view of one’s importance, influence, and entitlements. People
high in self-esteem are more likely to be high in narcissism,
although the correlation is low to moderate rather than high.
The imperfect correlation probably reflects the fact that
high self-esteem is a very heterogeneous category, including
plenty of arrogant, narcissistic people as well as others who
simply accept themselves without assuming they are superior
to others. Put another way, narcissism is a subcategory of
high self-esteem; very few people score high in narcissism
but low in self-esteem.

Generally, narcissists tend not only to feel good about
themselves, but also to expect deference and recognition from
others. Thus, in some ways narcissism is more interpersonally
relevant than self-esteem. Campbell (1999) found that narcis-
sists were more interpersonally attracted to highly positive
and highly admiring individuals. Narcissists were less at-
tracted to people who offered greater amounts of emotional
intimacy. This occurred because narcissists preferred partners
who were more self-oriented rather than other-oriented,
as part of a strategy to enhance self-esteem. Thus, narcissists
found it more important to be with someone who made them
look good rather than to be with someone who truly cared for
them. This overall strategy for self-enhancement is linked to
a noncaring, nonintimate experience of interpersonal rela-
tionships in general. Compared to non-narcissists, narcissists
report lower levels of empathy (Watson, Grisham, Trotter, &
Biderman, 1984), intimacy (Carroll, 1987), communion
(Bradlee & Emmons, 1992), caring (Campbell, 1999), and
selflessness (Campbell, Foster, & Finkel, 2000). It seems that
a narcissist’s first question in a relationship is “What can you
do for me?”

Narcissists also tend to react badly when they are criti-
cized or challenged by others. In laboratory experiments,
Bushman and Baumeister (1998) found that narcissists were
considerably more aggressive toward someone who had in-
sulted them, as compared to non-narcissists. When the
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researchers controlled for narcissism statistically, self-esteem
did not predict aggressive behavior. Thus it appears that
narcissism is the better predictor of interpersonal hostility.
This fits the view that aggression comes from only a subset of
people with high self-esteem, while other people with high
self-esteem are not aggressive.

Other research has found that narcissists are willing to
derogate others after receiving threatening feedback (e.g.,
Kernis & Sun, 1994). They react with hostility, denigration,
and aggression when they feel threatened (Rhodewalt &
Morf, 1998). In fact, a recent study found that men incarcer-
ated in prisons scored significantly higher in narcissism than
samples of male college students (Bushman, Baumeister,
Phillips, & Gilligan, 2001). Levels of self-esteem, however,
did not differ between the two groups. Thus narcissists tend
to be more personally sensitive to criticism, but insensitive to
how their behavior affects others. Like the research on self-
esteem presented earlier, these results suggest that inflated
self-views can often lead to poor consequences for interper-
sonal relationships.

Reflected Appraisals

The reflected appraisals model suggests that people learn
about themselves by interacting with others. People find out
what other people think of them and then internalize these
opinions into their self-views. In addition, information about
the self often is meaningful only in comparison to others, as
social comparison theory emphasizes. One is only fat or thin,
intelligent or stupid, friendly or hostile in comparison to
other people. In these cases and many others, self-knowledge
can grow only when people make these implicit comparisons.
Much of reflected appraisals theory stems from symbolic in-
teractionism (e.g., Mead, 1934). Mead’s theory argues that
most self-knowledge comes from social interactions. The
process of reflected appraisals (i.e., how other people’s ap-
praisals of you shape your self-understanding) is often de-
scribed with Cooley’s (1902) term the looking-glass self.
Using an antiquated term for a mirror, the looking-glass self
posits that other people provide the mirror through which in-
dividuals see and understand themselves.

Cooley (1902) argued that the self-concept consists of
“the imagination of our appearance to the other person; the
imagination of his judgment of that appearance, and some
sort of self-feeling, such as pride or mortification” (p. 184).
Thus our self-esteem is also heavily influenced by what
others think of us. Mead (1934) elaborated on this notion by
suggesting that the self is also shaped by our vision of how
a generalized other perceives us. The generalized other is

basically the person’s whole sociocultural environment. If a
society has a negative view of children at a given time, for
example, children are likely to internalize this negative view
of the generalized other.

An influential literature review by Shrauger and
Schoeneman (1979) concluded that symbolic interactionism
was partially supported by data. The review gathered data
comparing self-concepts with the views of others. Although
these correlations were positive, they were rather small. Sub-
sequent studies have confirmed that symbolic interaction ef-
fects are significant but small (Edwards & Klockars, 1981;
Malloy & Albright, 1990). Even some of these weak links
can be questioned on methodological grounds, as noted by
Felson (1989).

On the other hand, Shrauger and Shoeneman (1979) found
that self-concepts were highly correlated with how people be-
lieved that others perceived them (and subsequent work has
replicated this conclusion). Therefore, there is a meaningful
link between self-perceptions and other-perceptions (although
the causal direction is unclear and probably bidirectional). The
discrepancy arises between how people actually perceive Bob
and how Bob thinks other people perceive him—but Bob’s
view of himself is quite similar to how he thinks others see
him. Thus others do shape self-views, even though people are
not always accurate about how others perceive them.

There seem to be two major reasons for these inaccuracies
(see Felson, 1989). First, people do not generally tell some-
one precisely what they think of him or her. The exchange of
interpersonal evaluations is highly distorted. People do not
want to offend or distress someone by an honest, negative
evaluation, and they are often afraid that the person they crit-
icize will no longer like them. (This is a legitimate fear; most
humans tend to like people who like them, and distrust those
who criticize them.) When refusing a date, for example,
people tend to give false and misleading explanations, often
resulting in their being unable to discourage further invita-
tions from the same person (e.g., Folkes, 1982—although
some of these explanations have become so popular that they
are now more easily understood as a genuine brush-off: “It’s
not you, it’s me.” Translated: “It’s totally you. You are the big
problem. I’m fine.”). Even when people are engaging in
deliberate self-presentation, they are not very accurate at
estimating the impression they actually make on others (e.g.,
DePaulo, Kenny, Hoover, Webb, & Oliver, 1987). Given the
dearth of honest and precise negative feedback from others, it
is not surprising that people’s self-views remain blissfully
unaffected by those concealed opinions and appraisals.

The other source of distortion is self-deception. Often,
people do not accept information directly into their views of
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themselves. Instead, they filter it, bias it, and adapt it to fit in
with what they already believe and what they prefer to
believe. Hence, even if others do tell Bob exactly what they
think of him, he may discount or ignore the unwelcome
parts of the message. Some authors have argued that a degree
of optimistic self-deception is necessary for psychological
adjustment (Taylor & Brown, 1988).

Influence of Others’ Expectancies

As discussed in the previous subsection, it seems that people
do not directly internalize other’s opinions of them. How-
ever, people might still change their behavior and beliefs
according to other people’s expectations. For example,
Rosenthal and Jacobson (1968) provided a demonstration of
the effect of the self-fulfilling prophecy in a study that has be-
come a classic. Teachers were told that certain students were
about to experience a leap forward in intelligence and acade-
mic success. Although this expectancy was not true (in fact,
the supposedly newly intelligent students were chosen at ran-
dom), the chosen students nevertheless showed increases in
academic performance. With new faith in these students’
abilities, the teachers presumably provided more encourage-
ment of the students and expected more of them. These ex-
pectancies were enough to produce results, even though they
originated from outside the students.

Do self-concepts change in response to others’ expectan-
cies? Darley and Fazio (1980) argued that a self-fulfilling
prophecy can produce three different types of change: change
in the perceiver’s final belief, in the target’s actual behavior,
or in the target’s self-appraisal. Out of the three, the evidence
for the last (the target’s self-appraisal) was the weakest. Thus,
perceivers see that the target changes his or her behavior and
believe that their expectancies are confirmed. However, tar-
gets do not usually come to share the perceivers’ initially
false belief about themselves.

One of the most widely cited studies of self-fulfilling
prophecies was performed by Snyder, Tanke, and Berscheid
(1977). In their study, male subjects each saw a bogus
photograph of a female interaction partner and then had a
telephone conversation with a woman they believed was
the woman in the photograph they saw; actually, the
photographs were varied randomly. The men who saw a photo-
graph of an attractive woman perceived their telephone part-
ner as more attractive and socially charming than those who
saw a photograph of an unattractive woman. These expectan-
cies were confirmed when the women’s responses varied
depending on how the men interacted with them. However, the
women did not accept the way the men treated them when it
was unfavorable. When the man thought the woman was unat-

tractive and treated her accordingly, she tended to reject and
to discount as inaccurate his view of her.

In another study, Snyder and Swann (1978) created the ex-
pectation that an interaction partner would be hostile. These
expectancies were confirmed in the interaction that followed;
the perceiver expected hostility and the target delivered by act-
ing in a hostile way. The next question was, would the target
(who had been perceived as hostile) go on to be hostile with a
new interaction partner? That is, would the treatment the target
experienced in one interaction carry over to another? Snyder
and Swann found a carryover effect only when targets were
encouraged to attribute their behavior during the first interac-
tion to their own personalities. The hostile behavior did not
carry over without this experimental manipulation; people did
not naturally attribute their hostile behavior to themselves.
These results again suggest that it is not easy to alter a person’s
self-appraisal.

SELF-PRESENTATION

The most obvious and proactive way that the self parti-
cipates in social life is through self-presentation. Self-
presentation is defined as people’s attempts to convey
information about themselves to others. Some authors have
emphasized self-presentation to such an extent that they see
life as an ongoing series of roles, played out as if by an actor
on stage (Goffman, 1959).

People seem to be inherently and pervasively concerned
with self-presentation. Baumeister (1982) showed that many
of social psychology’s effects occurred because of self-
presentation. For example, subjects in the Asch line-judging
study conformed to others’ judgments more strongly when
these other people were watching (see especially Deutsch &
Gerard, 1955). When judgments were anonymous, the con-
formity effect was substantially weaker. Cognitive and in-
trapsychic theories that explained many effects seemed to be
missing something, because the effects depended on interper-
sonal contexts. Thus, aggression, helping, attitude change,
emotion, attributional patterns, and other responses seemed
to change when the individual’s acts would be seen by others.
Leary (1995) has furnished an even longer and more impres-
sive list, showing effects of self-presentation in contexts
ranging from sports teams to business meetings to the beach
to mental hospitals.

Favorability of Self-Presentation

In general, people want to present themselves favor-
ably. However, people are sometimes torn between self-
enhancement and being seen as likable. The basic question is
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this: How favorably should one present oneself? People’s
answers appear to depend on several factors. In Schlenker’s
(1980, 1986) terms, self-presentation is often the result of
a trade-off between the opposing forces of favorability and
believability. People often make positive claims about
themselves in order to make a good impression. However,
excessively positive claims might not be believed, and they
could even be discredited. (For example, you could try to
make a good impression by saying you are a good basket-
ball player. Someone might not believe you, or worse, you
might later play basketball and perform poorly). Boasting
about one’s abilities and being proven wrong leaves a bad
impression.

In one of the earliest and most often cited experiments on
self-presentation, Schlenker (1975) gave participants moder-
ately negative feedback about their abilities on a novel task
prior to a session in which group members would perform
the task. Participants were then asked to describe them-
selves to the group members. Schlenker wanted to see if
participants would self-present in positive terms or incorpo-
rate the negative feedback they had just received. As it
turned out, the favorability of self-presentation depended on
whether the upcoming group performance was expected to
be public or private. If it would be private, so that no one
would know anyone else’s performance, then participants
presented themselves in rather favorable terms. If they
thought other people would be able to see how well they
did, however, they refrained from boasting. Thus, people
seemed to present themselves as favorably as they could get
away with: They boasted when it was safe to do so but re-
mained modest when it seemed likely that the truth would
be found out.

The possibility of future discreditation is not the only con-
straint on the favorability of self-presentation. It is also lim-
ited by past actions and other socially available information.
After all, people do not simply form wholly new impressions
of others with every single interaction. New information is
added to old information. The self-presenter must anticipate
this and know that whatever he or she does now will be
combined, in the observer’s mind, with what the observer
already knows.

An early study of the effects of prior knowledge on self-
presentation was conducted by Baumeister and Jones (1978).
Subjects were told that their interaction partners would read
their personality profiles. As in Schlenker’s (1975) study,
people felt constrained to be consistent with independent in-
formation. In this case, they altered their self-presentations to
fit the randomly assigned feedback. This occurred even when
the personality profiles were unfavorable. Yet they did not
leave the matter at that: They sought to compensate for the

unfavorable image of themselves by presenting themselves
extra-favorably on other, unrelated dimensions. Thus, people
felt constrained to be consistent with what the observer al-
ready knew about them, but they tried to compensate for a
bad impression by balancing it with unrelated, highly favor-
able information.

The general trend toward favorable self-presentation may
therefore have significant limits. An additional and quite im-
portant limit was identified by Tice, Butler, Muraven, and
Stillwell (1995). These authors pointed out that nearly all
self-presentation research had been done on first meetings
between strangers. However, the vast majority of actual so-
cial interactions take place between people who already
know each other. The studies they performed showed that
people tend to be positive and self-enhancing when interact-
ing with strangers, but they more modest and neutral when
presenting themselves to friends. This occurs in part because
of differences in the perceivers’ knowledge. Strangers know
nothing about you, and so it is necessary to convey one’s
good traits in order to make a favorable impression on them.
In addition, a stranger will not be able to dispute an overly fa-
vorable self-presentation. On the other hand, friends already
have substantial information about you, and so it is not nec-
essary to name all of your good traits. Meanwhile, friends
will know when you are exaggerating. Even if you are being
honest, friends will probably not respond well to bragging
and self-aggrandizement.

Cognition and Self-Presentation

Do people know what impressions they convey to others?
DePaulo et al. (1987) investigated that question by having
subjects interact in a round-robin pattern. Each subject
interacted with three others, one at a time, in interactions
structured around different tasks (e.g., a teaching task vs.
a competition). After each interaction, both subjects reported
their impressions of the partner and the impressions they
thought they had made on the partner. The researchers
were then able to determine whether there were discrepancies
in perceived versus actual impressions. The answers were
mixed. There was indeed significant accuracy, although most
of the correlations were rather low. People could tell in a gen-
eral way how the other persons’ impressions of them changed
over time. They were not, however, very effective at guessing
which partner liked them the most or perceived them as most
competent. In other words, people cannot often tell who likes
them the most. In another analysis, the authors found that
people believed that they had made similar impressions on
everyone in the group; in fact, different partners reported
very different impressions of the same person. People seem
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to think that they come across the same way to everyone, but
they do not.

Baumeister, Hutton, and Tice (1989) studied the cognitive
processes behind self-presentation. In this study, subjects
were interviewed in pairs. An experimenter instructed one
member of each pair to self-present in either a modest or a self-
enhancing fashion. After the interview, subjects were given
surprise recall tests for both their own and their partners’ self-
presentations, as well as for their impressions of their part-
ners. Subjects who had been instructed to be modest and
self-effacing showed impaired memory for the interaction.
Apparently, acting modestly (which is an unusual way to act
with strangers) causes greater cognitive load and interferes
with the memory storage process during the interaction. In ad-
dition, subjects seemed unaware of the influence they had on
others (see Gilbert & Jones, 1986). Thus, for example, if John
presents himself by saying highly favorable things about
himself, Bill may also begin to boast. This might lead John to
conclude that Bill must be rather conceited (or at least very
self-confident). In fact, Bill’s self-promotion was merely a
response to John’s.

The increase in cognitive load caused by effortful self-
presentation may explain some of the findings of DePaulo
et al. (1987). When one is concentrating on trying to make a
certain impression, he or she may not be fully able to attend
to how the other person is responding. After a series of inter-
actions, people may remember merely that they tried to make
roughly the same good impression on each interaction part-
ner. However, they might not remember that the partners
responded to them differently. Thus, self-presentation is not
always successful because it is difficult cognitive work. Mak-
ing a good impression consumes so many resources that
people find it hard to attend to other people’s responses and
adjust that impression.

Harmful Aspects of Self-Presentation

Through various means, self-presentation can lead to health
risks (Leary, Tchividjian, & Kraxberger, 1994). For exam-
ple, concern about the impression one is making can lead to
risky and harmful behaviors; at times, the drive to impress
others can outweigh self-preservation. How does this occur?
Appearance concerns are a relevant example. On the one
hand, people believe that having a suntan is attractive; on
the other, most people have heard the warnings about skin
cancer. Leary and Jones (1993) showed that the risky behav-
iors of sunbathing were mainly linked to concern over phys-
ical appearance and to the lack of concern about health.
People sunbathe to make themselves attractive, often ignor-
ing the physical danger involved. High-heeled and platform

shoes are another example: many women wear them because
they think it makes them look attractive despite the pain,
back problems, and lack of coordination that such shoes
often cause. Risky sexual behavior is also influenced by self-
presentation. Condoms are generally regarded as the safest
method for having intercourse outside of stable, monoga-
mous relationships, but many people do not use them.
People often cite self-presentational concerns when explain-
ing their lack of protection, such as embarrassment when
buying them and the fear of making a bad impression on an
anticipated sexual partner (Leary, 1995). Other risks re-
viewed by Leary et al. (1994) include hazardous dieting and
eating patterns, use of alcohol and illegal drugs, cigarette
smoking, steroid use, not wearing safety equipment and
other behaviors that may cause accidental injury and even
death, and submitting to cosmetic surgery and risk of its sub-
sequent complications. Taken together, these provide strong
evidence that self-presentational concerns often take prece-
dence over concerns with maintaining health and even pro-
tecting life.

INTERPERSONAL CONSEQUENCES
OF SELF-VIEWS

Clearly, characteristics of the self exert an influence on inter-
personal relations. One of the best-known findings in social
psychology is the link between similarity and attraction
(Byrne, 1971; Smeaton, Byrne, & Murnen, 1989); that is,
people like those who resemble them (or at least, they avoid
and dislike people who are different from them; Rosenbaum,
1986). Similarities on important, heritable traits are espe-
cially potent bases for liking and disliking others (Crelia &
Tesser, 1996; Tesser, 1993).

Self-Views Alter Person Perception

Evidence suggests that self-views affect how people under-
stand others. Markus, Smith, and Moreland (1985; see also
Fong & Markus, 1982) examined the role of self-schemas in
person perception. They proposed that someone who has a
self-schema in a particular domain will behave like an expert
in that domain. For example, schematic people will spot
domain-relevant information faster, integrate it into exist-
ing information better, and fill in gaps in information more
thoroughly. In Markus et al.’s research, people who were
schematic for masculinity tended to group more items together
when judging the masculinity-relevant behavior of a stimulus
person. They also saw the stimulus person as more masculine
and more like themselves than did aschematic individuals.
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Thus, aspects of self-concept can influence the perception
of others (however, it is also possible that greater interest in
the area relevant to the self leads to the expertise). The key
point appears to be that a particularly well developed aspect
of self-knowledge makes one act like an expert in that sphere.
If your view of yourself emphasizes loyalty, for example, you
will probably be more sensitive to loyalty or disloyalty in
others.

One mechanism driving the link between self-views and
person perception is the self-image bias (Lewicki, 1983,
1984). According to this bias, people tend to judge others on
the basis of traits in their own areas of strength. Thus there is
a correlation between the favorability and the centrality of
self-ratings (Lewicki, 1983). That is, people’s most favorable
traits are also those that are most central and important
for their judgments of others—people judge others by a stan-
dard that favors them (the perceiver). For example, students
who did well in a computer science course tended to place
more emphasis on computer skills when judging others than
did students who did not perform well in the computer course
(Hill, Smith, & Lewicki, 1989). Lewicki (1984) showed that
the self-image bias serves a defensive function: When people
receive negative feedback, the effect of self-image bias on
perception of others is increased. Along these lines, Dunning,
Perie, and Story (1991) found that people construct proto-
types of social categories such as intelligence, creativity, and
leadership in ways that emphasize their own traits. Thus, in-
quisitive people think inquisitiveness is a valuable aid to cre-
ativity, but noninquisitive people do not believe that
inquisitiveness has any far-reaching implications for other
outcomes. These prototypes thus influence how people eval-
uate others.

Rejecting a view of self through a defensive process also
affects person perception. Newman, Duff, and Baumeister
(1997) proposed a new model of the Freudian defense
mechanism of projection (basically, seeing one’s faults in
other people rather than in oneself). This model builds on
evidence that suggests that when people try not to think
about something, it instead becomes highly accessible in
memory (Wegner & Erber, 1992). Newman et al. showed
that when people tried to suppress thoughts about a bad trait
that had been attributed to them, they then interpreted other
people’s behavior in terms of that bad trait. Thus, person
perception can be shaped by the traits you are trying to deny
in yourself, just as much as by the traits that you do see in
yourself.

All of these effects can be explained by accessibility. The
attributes the self emphasizes, and those the self seeks to deny,
operate as highly accessible categories for interpreting others’
behavior (Higgins, King, & Mavin, 1982). Social perception

thus tends to be self-centered and self-biased. Still, these ef-
fects appear to be specific and limited; not all interpersonal
perception is wildly distorted by self-appraisals. In particular,
these effects seem to be limited to situations in which infor-
mation about the target person is ambiguous (Lambert &
Wedell, 1991; Sedikides & Skowronski, 1993).

Self-Evaluation Maintenance

Several important links between self-esteem and inter-
personal relations have been elaborated in Tesser’s (1988)
self-evaluation maintenance theory. Among other conse-
quences, this theory explains how people may become closer
to or more distant from relationship partners as a result of
pressures to maintain self-esteem. According to Tesser, two
main processes link self-views to interpersonal outcomes.
First is the process of reflection; one can gain esteem when a
close other achieves something. One’s self-esteem may get a
boost simply from having an uncle who is a Congressman or
a child who is quarterback of the football team; from sleeping
with a movie star, or from learning one’s college basketball
team has won a championship. Cialdini and his colleagues
have shown how people bask in reflected glory of institu-
tions, for example, by wearing school colors more frequently
following a team victory than following a defeat (Cialdini &
Richardson, 1980).

The other process is one of comparison (see Festinger,
1954; Wills, 1981); this process can instead lead to a decrease
in self-esteem. People may compare themselves with others
close to them and feel bad if the other person is outperform-
ing them. If your sibling gets better grades than you, if your
dimwit brother-in-law earns double your salary, or if your
friend wins a scholarship or a job you wanted, you may lose
esteem.

Thus, the processes of reflection and comparison with
close others produce opposite effects on self-esteem. Tesser’s
work has therefore gone on to look for factors that determine
which process will operate in a given situation. One factor is
the relevance of the accomplishment to one’s self-concept.
Thus, a friend’s football victory may bring you esteem, as the
reflection process predicts—but only if your own football-
playing ability is not highly relevant to your own self-esteem.
If you played in the same football game and performed terri-
bly, your friend’s success would make you look that much
worse by comparison. For this reason, people sometimes pre-
fer to see strangers succeed rather than close friends, because
the stranger’s success does not invite comparison and is less
humiliating. Tesser and Smith (1980) showed that people will
do more to help a stranger than a friend to succeed at a task
that is relevant to the person’s own self-esteem.
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Meanwhile, the closer the relationship, the greater the
effect. You gain (or lose) more esteem if your spouse wins a
major award than if your hairdresser wins it. Thus the com-
parison process may be especially disruptive to close relation-
ships. If a romantic partner succeeds on something irrelevant
to your self-esteem, you may feel closer to that partner. If he
or she succeeds at something highly relevant to your own
goals, then you may feel jealous or threatened, and the inti-
mate relationship may be damaged (Beach, 1992). When the
comparison process makes you look bad, the only way to
limit the damage may be to reduce closeness. Research con-
firms that people distance themselves from someone who per-
forms too well on something that is highly relevant to their
own self-concepts (Pleban & Tesser, 1981).

Self-Monitoring

Snyder (1974, 1987) proposed an early and influential theory
about individual differences in how the self structures inter-
personal processes. He was first interested in cross-situational
consistency, stimulated by Bem and Allen’s (1974) suggestion
that some people are more consistent in their traits than others.
Snyder introduced the concept of self-monitoring as an indi-
vidual difference, distinguishing between high self-monitors
and low self-monitors. A high self-monitor looks to others for
cues, modifying his or her behavior to fit the situation and the
people in it. A low self-monitor, on the other hand, is more
consistent and does not try to alter behavior very much across
situations. Subsequent research (Snyder & Swann, 1976)
showed that low self-monitors had high attitude-behavior
consistency: Their attitudes predicted their verdicts in a simu-
lated jury case. In contrast, high self-monitors’ attitudes did
not predict their behavior very well, probably because they
modified their statements on the jury case to fit the immediate
situational demands and cues. It seems that high self-monitors
do not see any necessary relation between their private be-
liefs and their public actions, and so discrepancies do not
bother them (Snyder, 1987). Thus, there is a basic difference in
how these two types of people regard themselves. Low self-
monitors believe that they have strong principles, and they
consistently strive to uphold them. High self-monitors see
themselves as pragmatic and flexible rather than principled.
They respond to the situation and do what they regard as
appropriate, which often includes altering their own self-
presentations.

Further research addressed the interaction patterns associ-
ated with the different levels of self-monitoring. Low self-
monitors base friendships on emotional bonds, and they
prefer to spend most of their time with the people they like
best. In contrast, high self-monitors base friendships on

shared activities. Thus they spend time with the people who
are best suited to the relevant activity. For example, the low
self-monitor would prefer to play tennis with his or her best
friend, regardless of how well the friend plays. The high self-
monitor would rather play tennis with the best tennis player
among his or her acquaintances (or the one best matched to
his or her own abilities). Consequently, the social worlds of
high self-monitors are very compartmentalized, with differ-
ent friends and partners linked to specific activities. On the
other hand, the social worlds of low self-monitors are rela-
tively uncategorized by activities, with friends chosen
instead on the basis of emotional bonds.

These interpersonal patterns carry over into romantic rela-
tionships (Snyder & Simpson, 1984; Snyder, 1987). For ex-
ample, high self-monitoring males choose dating patterns
based mainly on physical appearance, whereas low self-
monitors place more emphasis on personality and other inner
qualities. High self-monitors tend to have more romantic and
sexual partners than lows. When it comes to marriage, high
self-monitors again look for shared activities and interests,
whereas low self-monitors emphasize mainly the pleasures
and satisfactions of simply being together.

Partner Views of Self

Swann (1996) advanced a simpler theory of how interper-
sonal relationships are shaped by self-views. Extending self-
verification theory, Swann argued that people prefer romantic
partners who see them as they see themselves. People are
sometimes torn between a desire to see themselves favorably
and a desire to confirm what they already think of themselves
(as we discussed earlier). If love is truly blind, a person in
love would see the beloved partner in an idealized way.
Would that be helpful or harmful?

Swann and his colleagues (Swann, Hixon, & De La
Ronde, 1992) have examined such dilemmas in various rela-
tionships, ranging from roommates to spouses. On a variety
of measures, they found that people would rather be with
someone who confirms their self-views (as opposed to some-
one who saw them favorably). People choose, like, and retain
partners who see them accurately. This research might ex-
plain why some people have partner after partner who treats
them badly: They somehow feel that they do not deserve to
be treated well. In this view, the idealizing effects of love are
dangerous and harmful to the relationship. Apparently people
want their friends and lovers to see all their faults.

However, a large independent investigation found that fa-
vorability is more important than consistency with self-
views. Murray, Holmes, and Griffin (1996a) found that
favorable views of one’s partner were associated with better
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relationships. Idealization was associated with greater satis-
faction and happiness about the relationship. A follow-up
study (Murray, Holmes, & Griffin, 1996b) found that favor-
able views of one’s partner predicted greater stability and
durability of the relationship. This research suggests that per-
haps love should be blind (or at least nearsighted enough to
wear rose-colored glasses when looking at the loved one).
The authors argue that idealized love is not blind, but instead
farsighted; partners who idealized each other created the re-
lationships they wanted. Idealization and positive illusions
about one’s partner seem to strengthen the relationship, mak-
ing it more pleasant and more likely to last. Seeing the real
person beneath the facade is not always the beginning of real
intimacy: Sometimes it is the beginning of the end.

These somewhat discrepant results do at least agree that it
is quite important for people to believe that their friends and
lovers appreciate their good points. It is less clear whether
people want their partners to also see their faults and flaws.
One possible explanation for the discrepant results of the two
authors is that most of Swann’s self-consistency work has
emphasized traits that the person is highly certain of and
committed to having. On the other hand, Murray’s favorabil-
ity effects tend to emphasize a broader spectrum of less cer-
tain traits. People might want their close relationship partners
to recognize one or two favorite faults but otherwise maintain
a highly favorable view of them.

There is also intriguing but preliminary evidence that rela-
tionship partners can help sustain consistency. Swann and
Predmore (1985) gave people feedback that was discrepant
from their self-views and watched how they and their roman-
tic partners responded. When the subject and his or her part-
ner agreed that the feedback was wrong, the pair then joined
forces to reject it: They discussed its flaws and decided how
best to refute or dismiss it. In contrast, when the partner’s
view of the subject differed from the subject’s self-view,
the discrepant feedback led to further disagreements between
the subject and partner. It may be that one vital function of
close relationship partners is to help maintain and defend
one’s self-concept against the attacks of the outer world (see
also De La Ronde & Swann, 1998).

Sedikides, Campbell, Reeder, and Elliott (1998) explored
another important link between self-deception and the inter-
personal self. They examined the self-serving bias, a classic
pattern of self-deception that occurs when people take credit
for success but deny blame for failure. When people work in
groups, the self-serving bias produces the tendency to claim
all the credit for success at joint tasks but to dump the blame
for failure on the other group members. However, the authors
found that self-serving bias is mitigated when the group
members feel a close interpersonal bond with each other.

Thus, people will flatter themselves at their partner’s
expense—but only when they do not care much about the part-
ner. The interpersonal context dictates whether people will
display the self-serving bias.

Self-Handicapping

When someone self-handicaps, he or she tries to explain
away failure (or even possible failure) by attributing it to
external causes (often external causes of his or her own
making). Self-handicapping is usually studied within the
context of individual performance, but it has a strong inter-
personal aspect as well. One study manipulated whether
several crucial aspects of the situation were public (known
to others) or private (known only to the subject; Kolditz &
Arkin, 1982). Self-handicapping emerged mainly in the
public conditions, when the subject’s handicap and subse-
quent performance would be seen by others. In contrast,
subjects did not self-handicap when the experimenter was
unaware of the handicap. Apparently, self-handicapping is
primarily a self-presentational strategy used to control the
impression one makes on other people. Self-handicapping
rarely occurs when people are concerned only with their
private self-views.

EMOTIONS AND THE INTERPERSONAL SELF

Emotions often reflect value judgments relevant to the self.
Recent work has increasingly emphasized interpersonal
determinants and processes of emotion (Tangney & Fischer,
1995).

Shame and Guilt

Both shame and guilt have strong interpersonal components.
The two terms were used in varying ways for decades, but in
recent decades a consensus has emerged about how to define
the two. The distinction was first proposed in the theoretical
work by Lewis (1971), based on clinical observations, and it
received considerable elaboration and further support from
factor analytic and scale-development studies by researchers
such as Tangney (1992, 1995). The difference between the
two lies in how much of the self is affected: Guilt denounces
a specific action by the self, whereas shame condemns the
entire self.

Shame is usually the more destructive of the two emo-
tions. Because shame signifies that the entire self is bad, sim-
ple reparations or constructive responses seem pointless. This
absence of constructive solutions probably leads to many of
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the pathological outcomes connected with shame, such as
suicide and major depression (Tangney, Burggraf, & Wagner,
1995). Shame also seems to produce socially undesirable out-
comes such as, for some people, a complete withdrawal from
others. Other people, however, respond to shame with anger
(Tangney et al., 1992). The shift from shame into anger may
be a defensive effort to negate the global negative evaluation.
There is some evidence that this shift in emotions can lead
to violent outbursts (Baumeister et al., 1996). Kitayama,
Markus, and Matsumoto (1995) have proposed that the
movement from shame to anger reflects the independent self-
hood model common to Western cultures and may not occur
in cultures that emphasize more interdependent selves.

In contrast, guilt is more reparable and less socially disrup-
tive than shame. Guilt has a strong basis in relationships even
when no transgression is involved. For example, some people
feel survivor guilt because they have survived when others
have died or suffered. The term originated in studies of sur-
vivors of the Holocaust and the Hiroshima bombing (Lifton,
1967). More recently, survivor guilt emerged during episodes
of corporate downsizing, when people who kept their jobs felt
guilty while others were fired (Brockner, Davy, & Carter,
1985). In general, people may feel guilty when they outper-
form others (Exline & Lobel, 1999).

According to Baumeister, Stillwell, and Heatherton
(1994), guilt is mainly interpersonal and seems designed to
strengthen relationships. People may try to avoid hurting
close others because it makes them feel guilty. After a trans-
gression, guilt makes people seek to make amends or rectify
the situation in an attempt to repair the damage to the relation-
ship. It makes people change their behavior so that they will
not repeat the damaging behavior. It makes them try to live up
to the expectations of others. Feeling guilty is sometimes ben-
eficial to the relationship in and of itself, because guilty feel-
ings confirm that the person cares about the relationship (even
if the transgression made it appear that he or she did not care).
In addition, people sometimes exaggerate how hurt or upset
they are by another person’s actions, in order to make that per-
son feel guilty. The guilt makes the other person more willing
to comply with the wishes of the person who felt hurt. This
tactic can be used to redistribute power in a relationship: Guilt
enables otherwise powerless people to sometimes get their
way. Usually, the person who is hurt makes his or her feelings
and disappointment clear. If the other person cares about your
welfare, he or she will want to avoid hurting you, because
hurting you will make him or her feel guilty. Hence the person
will do what you want.

Baumeister, Reis, and Delespaul (1995) confirmed that
guilt plays an important role in close relationships. The
authors asked participants to describe their most recent
experiences of six different emotions, including guilt. These

were then coded for the level of interpersonal connection.
Guilt scored the highest of the six major emotions on interper-
sonal connection. That is, hardly any guilt stories referred to
solitary experiences or interactions with strangers; the over-
whelming majority of guilt stories involved partners in close
relationships, such as family members or romantic partners.

Embarrassment

Similar to shame and guilt, embarrassment seems to be a mix-
ture of self and interpersonal concerns. Modigliani (1971)
linked embarrassment to the public self by showing that the
best predictor of embarrassment was a situational, perceived
loss of others’ good opinion. In addition, embarrassability
correlates more highly with public self-consciousness than
with private self-consciousness (Edelmann, 1985).

In an influential review, Miller (1995) argued that two
theoretical perspectives on embarrassment are predominant.
The first theory emphasizes concern over being evaluated by
others; to be embarrassed, you must first be concerned about
others’ evaluations. The alternative view invokes the un-
pleasant nature of awkward social interactions. In one study,
Parrott, Sabini, and Silver (1988) presented participants with
a hypothetical scenario in which someone refused a date.
People reported they would feel less embarrassed if the rejec-
tor used an obvious excuse than if the rejector bluntly
rejected them, even if the person’s rejection was equally neg-
ative. However, making an excuse may itself convey a posi-
tive evaluation, such as concern for the rejected person’s
feelings (Miller, 1995). Miller concluded that both perspec-
tives are valid; nevertheless, the concern over social evalua-
tion is the more common cause of embarrassment.

Blushing is one common sign of embarrassment, but peo-
ple sometimes blush even when there is no obvious social
evaluation. Leary, Britt, Cutlip, and Templeton (1992) con-
cluded that unwanted social attention is the most common
cause of blushing. In general, people blush as an appease-
ment to others after violating social norms. People hope that
looking embarrassed after a transgression will inform other
people that they feel remorseful. Apparently, embarrassment
is effective in minimizing negative evaluations. Semin and
Manstead (1982) found that subjects expressed greater liking
toward someone who was embarrassed after an accidental
transgression. When the target person was not embarrassed,
subjects did not like the person as much.

Social Anxiety

Schlenker and Leary (1982) argued that social anxiety is di-
rectly linked to self-presentation. In their view, social anxiety
arises when someone wants to make a particular, desired
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impression but fears that he or she will fail to do so. As Leary
and Kowalski (1995) describe it, social anxiety is essentially
a concern about controlling public impressions. Making a
particular impression is important for gaining the acceptance
of others and for achieving status (two important interper-
sonal goals). Given the importance of being perceived
positively by others, it is hardly surprising that some people
become extremely concerned and anxious during social
situations.

Disclosing Emotion and Personal Information

So far, we have discussed the interpersonal roots of emotion.
In what way do interpersonal situations, however, affect the
expression of these emotions? Clark, Pataki, and Carver
(1995) found that people are careful about how much happi-
ness they express when they are concerned about the impres-
sion they are making on others. As an influential review
showed, people are concerned that their success will create
feelings of jealousy and dislike (Exline & Lobel, 1999).
Clark et al. (1995) also found that people express anger in an
attempt to get their own way. Sadness, too,  can be used as an
interpersonal lever; people show sadness when they want
others to see them as dependent in order to gain their help.
These strategies correspond to the self-presentational tactics
of ingratiation, intimidation, and supplication (E. E. Jones &
Pittman, 1982). A more general statement was provided by
DePaulo (1992): People can either exaggerate or downplay
their emotional reactions in order to meet their self-presenta-
tional goals. That is, sometimes it is best to pretend to be hav-
ing a strong emotional reaction, and other times it is
advantageous to conceal one’s emotions.

Levels of self-disclosure are also affected by self-control.
When one’s self-control is depleted by a self-regulatory task,
one is less able to maintain an appropriate level of self-
disclosure. People with an avoidant attachment style with-
draw too much during interactions after being depleted,
whereas those with an anxious attachment style disclose too
much (Vohs, Ciarocco, & Baumeister, 2002). Because a mod-
erate amount of self-disclosure is best for smooth interaction,
self-regulatory depletion affects the quality of interactions
through disrupting self-disclosure.

CULTURAL AND HISTORICAL VARIATIONS
IN SELFHOOD

Most of the research presented so far has studied North
American college students at specific points in time (usually
between 1975 and 2000). Although this research is informa-
tive, it does not capture the variations in selfhood across the

cultures of the world and the decades of the century. Given
that the self is an inherently social construct, there should be
considerable cultural and historical variation.

Culture and Society

The past 15 years have brought much interest in the cultural
determinants of selfhood. By way of summary, it is useful
to draw from an influential review article by Triandis (1989).
This review identified several key features of selfhood that
vary across different cultures. First, cultures vary in concep-
tions of the private self, or how people understand them-
selves (e.g., self-regard, self-esteem, introspection, and
individual decision making). Second, the public self refers to
how the individual is perceived by other people, thus includ-
ing issues such as reputation, specific expectations of others,
and impression management. Third, the collective self
involves memberships in various social groups, from the
family to an employing organization or ethnic group. Trian-
dis argues that individualistic societies such as that in much
of the United States emphasize the private and public selves
and downplay the collective self, whereas other (e.g., Asian)
societies tend to emphasize the collective self while down-
playing the private self. Variation in these conceptions may
also occur within a society. For example, some authors have
argued that African-Americans show more collectivistic
tendencies compared to White Americans (e.g., Baldwin &
Hopkins, 1990).

Triandis (1989) also proposed several important cultural
dimensions that have important implications for the self.
One dimension is individualism versus collectivism. Individ-
ualistic societies support diversity, self-expression, and the
rights of individuals, whereas collectivistic societies promote
conformity and a sense of obligation to the group. As a
general rule, Western societies such as the United States are
more individualistic, whereas Asian and African societies are
more collectivistic. In general, relationships are closer in col-
lectivistic societies. The concept of an independent, individ-
ual self is not as common; rather, a person sees his or her self
as overlapping with the selves of close others.

Another dimension that varies between societies is tight-
ness, or the amount of social pressure on individuals. Tight
societies demand that individuals conform to the group’s
values, role definitions, and norms. In contrast, loose soci-
eties allow people more freedom to do what they want. (For
that reason, tight societies tend to promote the public and col-
lective selves, whereas loose ones allow more scope for the
private self to flourish.)

A third dimension of cultural variation proposed by Trian-
dis (1989) is societal complexity. In a complex society, an
individual tends to belong to many different groups; thus it is
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less imperative to stay on good terms with any one of these
groups. The collective self is therefore not so crucially
important. In addition, complex societies allow greater devel-
opment of the private self (because of the greater availability
of many social relationships). The public self is also quite
important because it is the common feature of all one’s social
relations. In contrast, in a simple society people belong to
relatively few groups, each of which is then quite important
in defining the self. The collective self flourishes in adapting
to these memberships, and the need to conform to the group
tends to stifle the private self.

Triandis (1989) illustrated some of his central ideas by
contrasting American and Japanese societies. Japan tends to
be tighter and more collectivistic than the United States, and
as a result there is much greater homogeneity: Japanese
citizens tend to eat the same foods, whereas Americans use
the prerogative of the private self and choose from a broad
assortment. Certain Asian traditions, such as having the
oldest male order the same food for the entire table, would be
unthinkable in the United States, where each individual’s
special preferences are honored.

Furthermore, Americans place a premium on sincerity. At
its base, sincerity is the congruency between public and
private selves: You are supposed to say what you mean and
mean what you say. In Japan, however, public actions are more
important than private sentiments. For example, Americans
object to hypothetical dilemmas in which people think one
thing and say another, whereas Japanese respondents approve
of these options.

Markus and Kitayama (1991) proposed that Asian and
Western cultures primarily vary in independence versus in-
terdependence. Western cultures, they argue, emphasize the
independent self: People are supposed to attend to them-
selves, to discover and express their unique attributes, and to
try to stand out in important ways. In the West, as they say,
the squeaky wheel gets the grease. In contrast, Asian cultures
emphasize interdependence. Asians are expected to attend to
others, to conform to group demands and role obligations,
and to try to fit into  the group. In Asia, “the nail that stands
out gets pounded down.” To the Western mind, the self is
an autonomous unit that is essentially separate and unique,
whereas the Asian view begins with an assumption of the
basic and pervasive connectedness of people.

Multiple consequences flow from this idea. As might be
expected in an interdependent culture, relationship harmony
was more important to self-esteem for students in Hong Kong
compared to students in the United States (Kwan, Bond, &
Singelis, 1997). Because relationships are more intertwined
with the self in these cultures, they are more important to self-
esteem and life satisfaction. Self-enhancing biases also differ

between the two types of cultures. In general, Americans tend
to self-enhance, whereas the Japanese tend to self-criticize
(Kitayama, Markus, Matsumoto, & Norasakkunkit, 1997).

People from independent cultures also tend to describe oth-
ers in terms of cross-situational, person-centered traits (e.g.,
“He is stingy”). In contrast, people from interdependent cul-
tures tend to describe others more in terms of specific contexts
(e.g., “He behaves properly with guests but feels sorry if
money is spent on them”; Markus & Kitayama, 1991, p. 232).
Self-descriptions also vary between cultures (Bond &
Cheung, 1983; Cousins, 1989). Japanese college students
asked to finish a sentence beginning with “I am . . . ”were more
likely to respond with social roles (“brother,” “student at
Tokyo University”), whereas American college students were
more likely to respond in terms of personal attributes (“outgo-
ing,” “blonde”). Thus, members of independent societies see
themselves and others in terms of relatively constant personal-
ity traits, whereas members of interdependent societies see
personality and behavior as more dependent on the situation.

In addition, interdependent societies do not emphasize
consistency among private thoughts and feelings as much as
independent societies do. In an interdependent society, it is
more important to be accommodating and kind than to be in-
ternally consistent. Among independent selves, politeness
means giving the other person the maximum freedom to ex-
press unique, special, and changing wants. Among interde-
pendent selves, however, politeness means anticipating what
the other might want and showing appreciation for their ac-
tions. There are also emotional consequences, as Markus and
Kitayama (1991) explain. In the West, the expression versus
suppression of anger has long been a point of controversy;
anger is socially disruptive, but it also expresses the needs of
the individual. In Asian cultures, however, there is no contro-
versy: Anger is to be avoided at all costs.

Thus it is important to consider culture when studying the
self. Most research on the self, like that on most psychologi-
cal topics, has involved participants from Western countries.
As a result, it may exaggerate the fundamental nature and
pervasiveness of the independent self. Although cultures
share many conceptions of selfhood, many others show strik-
ing differences.

Historical Evolution of Self

It is not necessary to visit multiple cultures to find variations
in selfhood. There is often ample variation within a single
culture, because cultural change over time modifies the soci-
ety. This is the root of research on birth cohort differences
(e.g., Caspi, 1987; Stewart & Healy, 1989; Twenge, 2000,
2001a, 2001b): Your generation influences the culture you are
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exposed to and thus your individual characteristics. Western
culture’s dominant ideas about selfhood have changed and
evolved dramatically over the past few centuries (see
Baumeister, 1987; Twenge & Campbell, 2001). Thus, the
special nature of the modern Western form of selfhood can
be understood in a historical context as well as in the context
of cross-cultural comparisons. These changes are important
for the interpersonal self because many of these trends have
affected personal relationships and the independent-
interdependent nature of the self. Just as some cultures (such
as the West) are more independent, so are some time periods
(such as 1970–2000). In addition, shifts in self-views due to
societal trends demonstrate the inherently social nature of the
self: It changes in response to the larger society and one’s
generational peers.

Medieval Times to the Twentieth Century

During medieval times, people did not have identity crises the
way we do today (see Baumeister, 1987, for a review). In ear-
lier times, age, gender, and family were the decisive determi-
nants of life outcomes and thus of identity. There were set
patterns for life, depending on the constraints of these ascribed
attributes; if you were born a peasant worker, you remained a
peasant worker. Upward mobility was almost nonexistent, and
most men entered their father’s professions or were appren-
ticed to professions chosen by their parents. Religion dictated
strict standards for behavior and worship. Many marriages
were arranged. To put it crudely, a rigid society told our an-
cestors who they were, and there was not much they could do
about it. In general, these societies were tighter and more col-
lectivistic than Western societies are today.

Over the course of several centuries, Western societies be-
came looser and more individualistic. For example, modern
selves are based on changing rather than stable attributes.
Gender and family background slowly became less important
than more changeable attributes such as ability, diligence,
and personality. The modern Western self can be defined and
redefined much more than the self of earlier eras. This greater
freedom has also shifted the burden of defining the self onto
the individual; today everyone can choose from a wide spec-
trum of possible identities. This freedom can cause anxiety,
however, because these choices can be overwhelming in their
scope and direction. It also requires great self-knowledge,
because decisions about careers and romantic partners are
based on suitability (What is the best job for me? Is this per-
son the one I’m supposed to marry?) The burden falls most
heavily on adolescents, because adolescence ends with the
formation of adult identity (e.g., Erikson, 1968). Hence, in
the twentieth century adolescence has become a period of in-

decision, uncertainty, experimentation, and identity crisis
(see Baumeister & Tice, 1986).

The 1960s to the Present

The trend toward greater focus on the self has accelerated in
recent decades. Over the last 30 years, the self has become
increasingly more individualized and autonomous. During
the late 1960s and 1970s, popular culture promoted self-
fulfillment, self-love, and “being your own best friend”
(Ehrenreich & English, 1978). Pollsters noted that “the rage
for self-fulfillment” had spread everywhere (Yankelovich,
1981). At one time, duty and modesty were the most favorable
traits; during the 1970s, however, self-help books advised
“a philosophy of ruthless self-centeredness” that informed
people that “selfishness is not a dirty word” (Ehrenreich &
English, 1978, p. 303). The preoccupation with self so perme-
ated the society that Lasch (1978) called it “The Culture of
Narcissism”; L. Y. Jones (1980, p. 260) spoke of the decade’s
“orgy of self-gratification”; and the young adults of the 1970s
acquired the label “The ‘Me’ Generation.” Increasingly, pro-
claiming that you loved, cherished, and valued yourself was
no longer an immodest proposition (L. Y. Jones, 1980; Rosen,
1998; Swann, 1996). By the 1980s, Whitney Houston could
sing (without irony) that “the greatest love of all” was for
oneself.

This emphasis on individualism had specific consequences
for many interpersonal relationships. Because spouses and
children necessarily hindered the expression of unfettered
individualism, writers and commentators increasingly por-
trayed marriage and children as “a drag” (Ehrenreich &
English, 1978, p. 295). For example, if there was a conflict be-
tween what is best for the marriage and what is best for the
self, earlier generations often placed the obligation to mar-
riage as the supreme duty, but more recent generations placed
the self higher (Zube, 1972). “From now on, Americans
would live for themselves,” notes David Frum in his cultural
history of the 1970s (2000; p. 58). “If anyone or anything else
got in the way—well, so much the worse for them.” It is prob-
ably not a coincidence that divorce rates began to rise sub-
stantially during the late 1960s and early 1970s, just as this
new individualism was taking hold (Frum).

In addition, many authors have argued that the 1970s
promoted negative attitudes toward children—what the
Germans call Kinderfeindlichkeit, or hostility toward
children (see, e.g., Holtz, 1995; Strauss & Howe, 1991).
According to some authors, the growing emphasis on indi-
vidualism tended to decrease the priority parents placed on
children’s needs as opposed to their own (Ehrenreich &
English, 1978). At the same time, the birth rate declined
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during the 1970s, reaching historic lows that have not been
equaled since. Children did not fit into the picture of individ-
ual self-fulfillment—after all, what could they really do for
their parents?

Not only did the general societal ethos promote the self, but
a self-esteem movement (an offshoot of the human-potential
and self-growth movements) gained prevalence, arguing that
“the basis for everything we do is self-esteem” (MacDonald,
1986, p. 27; quoted in Seligman, 1995). During the early
1980s, educators began to actively promote self-esteem in
school children. This was partially accomplished by affirma-
tion (children were given T-shirts that said “I’m lovable and
capable” or sang songs about self-love; e.g., Swann, 1996). In
addition, many schools discouraged criticism, telling teachers
not to correct misspellings or grammar mistakes, so as not to
harm a child’s self-esteem (Sykes, 1995). Thus the culture in-
creasingly promoted self-esteem as an end unto itself, rather
than as an outcome of accomplishment or meaningful per-
sonal relationships.

This popular interest in the self also meant that young peo-
ple became increasingly exposed to self-esteem as a desirable
goal. Gergen (1973) argued that the popularization of
psychological concepts often creates changes in the responses
of the subject populations. Self-esteem is a prime candidate
for changes based on popularization. Not only has self-esteem
been directly trumpeted by social movements and promoters,
but the concept has received wide media attention in newspa-
pers, magazines, television programs, and popular music
(Whitney Houston sings about it, and a popular song in the
mid-1990s explained the singer’s misguided actions as result-
ing from “low self-esteem”). If anything, this attention in-
creased during the 1980s; while the self-esteem and human
potential movements reached only some people in the 1970s,
the 1980s and 1990s saw talk about self-esteem enter the
mainstream.

Empirical searches show that coverage of self-esteem has
increased substantially in the popular press (these searches
were originally performed for Twenge & Campbell, 2001). In
1965, the Reader’s Guide to Periodical Literature did not even
include a listing for self-esteem (nor did it list any articles
under self-respect or self-love). In 1995, the Reader’s Guide
listed 27 magazine articles devoted solely to the topic of self-
esteem. In addition, a search of the Lexis-Nexus database for
1995 articles mentioning self-esteem exceeded the search
limit of 1,000 articles; the 1,000-article limit was still ex-
ceeded even when the search was limited to a single month
(June 1995). In the academic literature, PsycLit also shows a
steady increase in articles mentioning self-esteem. From 1970
to 1974, .6% of all articles in the database mentioned self-
esteem. This number increased steadily, reaching .10% from

1975 to 1979 and .12% from 1980 to 1984; the number has
since leveled off at .12% to .13%. Thus, over the time period in
question, academic publications examining self-esteem have
doubled.

One consequence of these cultural changes has been in-
creases in self-esteem as measured by popular question-
naires. Twenge and Campbell (2001) found that college
students’ scores on the Rosenberg Self-Esteem Scale rose
more than a half a standard deviation between the late 1960s
and the early 1990s. Children’s scores on the Coopersmith
Self-Esteem Inventory also increased from the early 1980s to
the early 1990s. The authors argued that much of this change
can be traced to the self-esteem movement and the general
emphasis on the individual self in the larger society. In-
creases in assertiveness (Twenge, 2001b) and extraversion
(Twenge, 2001a) complete the picture of a generation in-
creasingly concerned with the self, individual rights, and
self-expression.

To sum up: The self cannot be fully understood without
reference to culture, whether that culture differs with respect
to region or with respect to time. Research on cultural differ-
ences has blossomed into an extensive and growing subfield,
while research on birth cohort and change over time is just
beginning to be conducted. As Caspi (1987) argued, many
aspects of development and personality must be understood
within the context of time, because the larger sociocultural
environment changes so much from decade to decade (also
see Gergen, 1973). When we are born, grow up, and discover
our adolescent and adult identities has a substantial effect on
how we see the self as an entity.

REFERENCES

Ainsworth, M. D. (1989). Attachments beyond infancy. American
Psychologist, 44, 709–716.

Baldwin, J. A., & Hopkins, R. (1990). African-American and
European-American cultural differences as assessed by the
worldviews paradigm: An empirical analysis. Western Journal of
Black Studies, 14, 38–52.

Baumeister, R. F. (1982). A self-presentational view of social phe-
nomena. Psychological Bulletin, 91, 3–26.

Baumeister, R. F. (1987). How the self became a problem: A psy-
chological review of historical research. Journal of Personality
and Social Psychology, 52, 163–176.

Baumeister, R. F. (1991). Meanings of life. New York: Guilford
Press.

Baumeister, R. F. (1997). Esteem threat, self-regulatory breakdown,
and emotional distress as factors in self-defeating behavior.
Review of General Psychology, 1, 145–174.



References 347

Baumeister, R. F. (1998). The self. In D. T. Gilbert, S. T. Fiske, &
G. Lindzey (Eds.), Handbook of social psychology (4th ed.,
pp. 680–740). New York: McGraw Hill.

Baumeister, R. F., Heatherton, T. F., & Tice, D. M. (1994). Losing
control: How and why people fail at self-regulation. San Diego,
CA: Academic Press.

Baumeister, R. F., Hutton, D. G., & Tice, D. M. (1989). Cogni-
tive processes during deliberate self-presentation: How self-
presenters alter and misinterpret the behavior of their
interaction partners. Journal of Experimental Social Psychology,
25, 59–78.

Baumeister, R. F., & Jones, E. E. (1978). When self-presentation is
constrained by the target’s knowledge: Consistency and com-
pensation. Journal of Personality and Social Psychology, 36,
608–618.

Baumeister, R. F., & Leary, M. R. (1995). The need to belong:
Desire for interpersonal attachments as a fundamental human
motivation. Psychological Bulletin, 117, 497–529.

Baumeister, R. F., Reis, H. T., & Delespaul, P. A. E. G. (1995).
Subjective and experiential correlates of guilt in everyday
life. Personality and Social Psychology Bulletin, 21, 1256–
1268.

Baumeister, R. F., & Scher, S. J. (1988). Self-defeating behavior
patterns among normal individuals: Review and analysis of com-
mon self-destructive tendencies. Psychological Bulletin, 104,
3–22.

Baumeister, R. F., Smart, L., & Boden, J. M. (1996). Relation of
threatened egotism to violence and aggression: The dark side of
high self-esteem. Psychological Review, 103, 5–33.

Baumeister, R. F., Stillwell, A. M., & Heatherton, T. F. (1994).
Guilt: An interpersonal approach. Psychological Bulletin, 115,
243–267.

Baumeister, R. F., & Tice, D. M. (1986). How adolescence became
the struggle for self: A historical transformation of psychological
development. In J. Suls & A. G. Greenwald (Eds.), Psychologi-
cal perspectives on the self: Vol. 3. (pp. 183–201). Hillsdale, NJ:
Erlbaum.

Baumeister, R. F., & Tice, D. M. (1990). Anxiety and social
exclusion. Journal of Social and Clinical Psychology, 9, 165–
195.

Baumeister, R. F., Tice, D. M., & Hutton, D. G. (1989). Self-
presentational motivations and personality differences in self-
esteem. Journal of Personality, 57, 547–579.

Baumeister, R. F., Twenge, J. M., & Nuss, C. K. (in press). Effects of
social exclusion on cognitive processes: Journal of personality
and social psychology.

Beach, S. R. H. (1992, May). Self-evaluation maintenance and mar-
ital functioning. Presented at the conference of the Midwestern
Psychological Association, Chicago.

Bednar, R., Wells, G., & Peterson, S. (1989). Self-esteem:
Paradoxes and innovations in clinical theory and practice.
Washington, DC: American Psychological Association.

Bem, D. J., & Allen, A. (1974). On predicting some of the people
some of the time: The search for cross-situational consistencies
in behavior. Psychological Review, 81, 506–520.

Blaine, B., & Crocker, J. (1993). Self-esteem and self-serving biases
in reactions to positive and negative events: An integrative re-
view. In R. Baumeister (Ed.), Self-esteem: The puzzle of low self-
regard (pp. 55–85). New York: Plenum.

Bloom, B. L., White, S. W. & Asher, S. L. (1979). Marital disruption
as a stressor: A review and analysis. Psychological Bulletin, 85,
867–894.

Bond, M. H., & Cheung, T. (1983). College students’ spontaneous
self-concept: The effect of culture among respondents in Hong
Kong, Japan, and the United States. Journal of Cross-Cultural
Psychology, 14, 153–171.

Bradlee, P. M., & Emmons, R. A. (1992). Locating narcissism
within the interpersonal circumplex and the five-factor model.
Personality and Individual Differences, 13, 821–830.

Brockner, J. (1984). Low self-esteem and behavioral plasticity:
Some implications for personality and social psychology. In
L. Wheeler (Ed.), Review of personality and social psychology:
Vol. 4. (pp. 237–271). Beverly Hills, CA: Sage.

Brockner, J., Davy, J., & Carter, C. (1985). Layoffs, self-esteem, and
survivor guilt: Motivational, affective and attitudinal conse-
quences. Organizational Behavior and Human Decision
Processes, 36, 229–244.

Brown, J. D. (1993). Motivational conflict and the self: The double-
bind of low self-esteem. In R. Baumeister (Ed.), Self-esteem:
The puzzle of low self-regard (pp. 117–130). New York: Plenum.

Brown, J. D., & McGill, K. L. (1989). The cost of good fortune:
When positive life events produce negative health consequences.
Journal of Personality and Social Psychology, 57, 1103–1110.

Bushman, B. J., & Baumeister, R. F. (1998). Threatened egotism,
narcissism, self-esteem, and direct and displaced aggression:
Does self-love or self-hate lead to violence? Journal of Person-
ality and Social Psychology, 75, 219–229.

Bushman, B. J., Baumeister, R. F., Phillips, C. M., & Gilligan, J.
(2002). Self-love and self-loathing behind bars: Narcissism and
self-esteem among violent offenders in a prison sample. Unpub-
lished manuscript.

Byrne, D. (1971). The attraction paradigm. New York: Academic
Press.

Campbell, W. K. (1999). Narcissism and romantic attraction. Jour-
nal of Personality and Social Psychology, 77, 1254–1270.

Campbell, W. K., Foster, C. A., & Finkel, E. J. (2000). Narcissism
and love. Unpublished manuscript. Cleveland, Ohio: Case West-
ern Reserve University.

Carroll, L. (1987). A study of narcissism, affiliation, intimacy, and
power motives among students in business administration.
Psychological Reports, 61, 355–358.

Caspi, A. (1987). Personality in the life course. Journal of Person-
ality and Social Psychology, 53, 1203–1213.



348 The Social Self

Cialdini, R. B., & Richardson, K. D. (1980). Two indirect tactics of
image management: Basking and blasting. Journal of Personal-
ity and Social Psychology, 39, 406–415.

Clark, M. S., Pataki, S. P., & Carver, V. H. (1995). Some thoughts on
self-presentation of emotions in relationships. In G. Fletcher &
J. Fitness (Eds.), Knowledge structures in close relationships: A
social psychological approach (pp. 247–274). Hillsdale, NJ:
Erlbaum.

Cohen, S., & Wills, T. A. (1985). Stress, social support, and the
buffering hypothesis. Psychological Bulletin, 98, 310–357.

Coie, J. D. (1990). Toward a theory of peer rejection. In S. R.
Asher & J. D. Coie (Eds.), Peer rejection in childhood
(pp. 365–401). New York: Cambridge University Press.

Colvin, C. R., Block, J., & Funder, D. C. (1995). Overly positive
evaluations and personality: Negative implications for mental
health. Journal of Personality and Social Psychology, 68,
1152–1162.

Cooley, C. H. (1902). Human nature and the social order. New York:
Scribner’s.

Cousins, S. D. (1989). Culture and self-perception in Japan and the
United States. Journal of Personality and Social Psychology, 56,
124–131.

Crelia, R. A., & Tesser, A. (1996). Attitude heritability and attitude
reinforcement: A replication. Personality and Individual Differ-
ences, 21, 803–808.

Crocker, J., Luhtanen, R. K., Blaine, B., & Broadnax, S. (1994). Col-
lective self-esteem and psychological well-being among Black,
White, and Asian college students. Personality and Social Psy-
chology Bulletin, 20, 503–513.

Darley, J. M., & Fazio, R. H. (1980). Expectancy confirmation
processes arising in the social interaction sequence. American
Psychologist, 35, 867–881.

Deaux, K., Reid, A., Mizrahi, K., & Ethier, K. A. (1995). Parameters
of social identity. Journal of Personality and Social Psychology,
68, 280–291.

De La Ronde, C., & Swann, W. B. (1998). Partner verification:
Restoring shattered images of our intimates. Journal of Person-
ality and Social Psychology, 75, 374–382.

DePaulo, B. M. (1992). Nonverbal behavior and self-presentation.
Psychological Bulletin, 111, 203–243.

DePaulo, B. M., Kenny, D. A., Hoover, C. W., Webb, W., & Oliver,
P. V. (1987). Accuracy of person perception: Do people know
what kinds of impressions they convey? Journal of Personality
and Social Psychology, 52, 303–315.

Deutsch, M. & Gerard, H. B. (1955). A study of normative and in-
formational social influence upon individual judgment. Journal
of Abnormal and Social Psychology, 51, 629–636.

Dunning, D., Perie, M., & Story, A. L. (1991). Self-serving proto-
types of social categories. Journal of Personality and Social Psy-
chology, 61, 957–968.

Durkheim, E. (1951). Suicide (J. A. Spaulding & G. Simpson,
Trans.). New York: Free Press. (Original work published 1897).

Edelmann, R. J. (1985). Individual differences in embarrassment:
Self-consciousness, self-monitoring, and embarrassability. Per-
sonality and Individual Differences, 6, 223–230.

Edwards, A. L., & Klockars, A. J. (1981). Significant others and
self-evaluation: Relationships between perceived and actual
evaluations. Personality and Social Psychology Bulletin, 7,
244–251.

Ehrenreich, B., & English, E. (1978). For her own good: 150 years
of the experts’ advice to women. New York: Doubleday.

Erikson, E. H. (1950). Childhood and society. New York: Norton.

Erikson, E. H. (1968). Identity: Youth and crisis. New York: Norton.

Exline, J. J., & Lobel, M. (1999). The perils of outperformance:
Sensitivity about being the target of a threatening upward com-
parison. Psychological Bulletin, 125, 307–337.

Felson, R. B. (1989). Parents and the reflected appraisal process: A
longitudinal analysis. Journal of Personality and Social Psy-
chology, 56, 965–971.

Festinger, L. (1954). A theory of social comparison processes.
Human Relations, 7, 117–140.

Folkes, V. S. (1982). Communicating the reasons for social rejection.
Journal of Experimental Social Psychology, 18, 235– 252.

Fong, G. T., & Markus, H. (1982). Self-schemas and judgments
about others. Social Cognition, 1, 191–204.

Frum, D. (2000). How we got here: The 1970s, the decade that
brought you modern life—for better or worse. New York: Basic
Books.

Fukuyama, F. (1999). The great disruption: Human nature and the
reconstitution of social order. New York: Free Press.

Garbarino, J. (1999). Lost boys: Why our sons turn violent and how
we can save them. San Francisco: Jossey-Bass.

Gardner, W. L., Pickett, C. L., & Brewer, M. B. (2000). Social
exclusion and selective memory: How the need to belong influ-
ences memory for social events. Personality and Social Psychol-
ogy Bulletin, 26, 486–496.

Gergen, K. J. (1973). Social psychology as history. Journal of Per-
sonality and Social Psychology, 26, 309–320.

Gilbert, D. T., & Jones, E. E. (1986). Perceiver-induced constraint:
Interpretations of self-generated reality. Journal of Personality
and Social Psychology, 50, 269–280.

Goffman, E. (1959). The presentation of self in everyday life. New
York: Anchor Books.

Harano, R. M., Peck, R. L., & McBride, R. S. (1975). The prediction
of accident liability through biographical data and psychometric
tests. Journal of Safety Research, 7, 16–52.

Harrington, D. M., & McBride, R. S. (1970). Traffic violations by
type, age, sex, and marital status. Accident Analysis and Preven-
tion, 2, 67–79.

Higgins, E. T., King, G. A., & Mavin, G. H. (1982). Individual
construct accessibility and subjective impressions and recall.
Journal of Personality and Social Psychology, 43, 35–47.



References 349

Hill, T., Smith, N., & Lewicki, P. (1989). The development of self-
image bias: A real-world demonstration. Personality and Social
Psychology Bulletin, 15, 205–211.

Hogan, R., Jones, W. H., & Cheek, J. M. (1985). Socioanalytic the-
ory: An alternative to armadillo psychology. In B. R. Schlenker
(Ed.), The self and social life (pp. 175–198). Newberry Park,
CA: Sage.

Holtz, G. T. (1995). Welcome to the jungle: The why behind genera-
tion X. New York: St. Martin’s Press.

Janis, I. L. (1954). Personality correlates of susceptibility to persua-
sion. Journal of Personality, 22, 504–518.

Janis, I. L., & Field, P. (1959). Sex differences and personality fac-
tors related to persuasibility. In C. Hovland & I. Janis (Eds.),
Personality and persuasibility (pp. 55–68, 300–302). New
Haven, CT: Yale University Press.

Jones, E. E., & Pittman, T. S. (1982). Toward a general theory of
strategic self-presentation. In J. Suls (Ed.), Psychological
perspectives on the self: Vol. 1. (pp. 231–262). Hillsdale, NJ:
Erlbaum.

Jones, L. Y. (1980). Great expectations: America and the baby boom
generation. New York: Coward, McCann, & Geoghegan.

Kahle, L. R., Kulka, R. A., & Klingel, D. M. (1980). Low adolescent
self-esteem leads to multiple interpersonal problems: A test of
social-adaptation theory. Journal of Personality and Social Psy-
chology, 39, 496–502.

Kernis, M. H., Granneman, B. D., & Barclay, L. C. (1989). Stability
and level of self-esteem as predictors of anger arousal and hos-
tility. Journal of Personality and Social Psychology, 56, 1013–
1022.

Kernis, M. H., & Sun. C. (1994). Narcissism and reactions to in-
terpersonal feedback. Journal of Research in Personality, 28,
4–13.

Kitayama, S., Markus, H. R., & Matsumoto, H. (1995). Culture,
self, and emotion: A cultural perspective on “self-conscious”
emotions. In J. Tangney & K. Fischer (Eds.), The self-conscious
emotions (pp. 439–464). New York: Guilford.

Kitayama, S., Markus, H. R., Matsumoto, H., & Norasakkunkit, V.
(1997). Individual and collective processes in the construction of
the self: Self-enhancement in the United States and self-criticism
in Japan. Journal of Personality and Social Psychology, 72,
1245–1267.

Klerman, G. L., & Weissman, M. M. (1989). Increasing rates of de-
pression. Journal of the American Medical Association, 261,
2229–2235.

Kolditz, T. A., & Arkin, R. M. (1982). An impression management
interpretation of the self-handicapping strategy. Journal of Per-
sonality and Social Psychology, 43, 492–502.

Kwan, V. S. Y., Bond, M. H., & Singelis, T. M. (1997). Pancultural
explanations for life satisfaction: Adding relationship harmony
to self-esteem. Journal of Personality and Social Psychology,
73, 1038–1051.

Lambert, A. J., & Wedell, D. H. (1991). The self and social judg-
ment: Effects of affective reaction and “own position” on judg-
ments of unambiguous and ambiguous information about
others. Journal of Personality and Social Psychology, 61,
884–897.

Lasch, C. (1978). The culture of narcissism: American life in an age
of diminishing expectations. New York: Norton.

Leary, M. R. (1995). Self-presentation: Impression management
and interpersonal behavior. Madison, WI: Brown & Benchmark.

Leary, M. R. (2000, October). Anger and aggression as responses to
relational devaluation. Symposium talk presented at the annual
meeting of the Society of Experimental Social Psychology,
Atlanta, GA.

Leary, M. R., & Baumeister, R. F. (2000). The nature and function
of self-esteem: Sociometer theory. In M. Zanna (Ed.), Advances
in experimental social psychology: Vol. 32. (pp. 1–62). San
Diego, CA: Academic Press.

Leary, M. R., Britt, T. W., Cutlip, W. D., & Templeton, J. L. (1992).
Social blushing. Psychological Bulletin, 112, 446–460.

Leary, M. R., & Jones, J. L. (1993). The social psychology of tan-
ning and sunscreen use: Self-presentational motives as a predic-
tor of health risk. Journal of Applied Social Psychology, 23,
1390–1406.

Leary, M. R., & Kowalski, R. (1995). Social anxiety. New York:
Guilford.

Leary, M. R., Tambor, E. S., Terdal, S. K., & Downs, D. L. (1995).
Self-esteem as an interpersonal monitor: The sociometer hypoth-
esis. Journal of Personality and Social Psychology, 68, 518–530.

Leary, M. R., Tchividjian, L. R., & Kraxberger, B. E. (1994). Self-
presentation can be hazardous to your health: Impression man-
agement and health risk. Health Psychology, 13, 461–470.

Leith, K. P., & Baumeister, R. F. (1996). Why do bad moods in-
crease self-defeating behavior? Emotion, risk taking, and self-
regulation. Journal of Personality and Social Psychology, 71,
1250–1267.

Lemyre, L., & Smith, P. M. (1985). Intergroup discrimination and
self-esteem in the minimal intergroup paradigm. Journal of
Personality and Social Psychology, 49, 660–670.

Lester, D. (1994). Time-series analysis of the murder and homicide
rates in the USA. Perceptual and Motor Skills, 79, 862.

Lewicki, P. (1983). Self-image bias in person perception. Journal of
Personality and Social Psychology, 45, 384–393.

Lewicki, P. (1984). Self-schema and social information processing.
Journal of Personality and Social Psychology, 47, 1177–1190.

Lewinsohn, P., Rohde, P., Seeley, J., & Fischer, S. (1993). Age-
cohort changes in the lifetime occurrence of depression and
other mental disorders. Journal of Abnormal Psychology, 102,
110–120.

Lewis, H. B. (1971). Shame and guilt in neurosis. New York: Inter-
national Universities Press.

Lifton, R. J. (1967). Death in life. New York: Simon & Schuster.



350 The Social Self

Luhtanen, R. K., & Crocker, J. (1992). A collective self-esteem
scale: Self-evaluation of one’s social identity. Personality and
Social Psychology Bulletin, 18, 302–318.

MacDonald, S. (1986, April 28). Political priority #1: Teaching kids
to like themselves. New Opinions.

Malloy, T. E., & Albright, L. (1990). Interpersonal perception in a
social context. Journal of Personality and Social Psychology,
58, 419–428.

Markus, H. R., & Kitayama, S. (1991). Culture and the self: Impli-
cations for cognition, emotion, and motivation. Psychological
Review, 98, 224–253.

Markus, H. R., Smith, J., & Moreland, R. (1985). Role of the self-
concept in the perception of others. Journal of Personality and
Social Psychology, 49, 1494–1512.

Mead, G. H. (1934). Mind, self, and society. Chicago, IL: University
of Chicago Press.

Miller, R. S. (1995). Embarrassment and social behavior. In
J. Tangney & K. Fischer (Eds.), The self-conscious emotions
(pp. 322–339). New York: Guilford.

Modigliani, A. (1971). Embarrassment, facework, and eye contact:
Testing a theory of embarrassment. Journal of Personality and
Social Psychology, 17, 15–24.

Moreland, R. L. (1987). The formation of small groups. In C.
Hendrick (Ed.), Group processes: Review of personality and
social psychology: Vol. 8. (pp. 80–110). Newberry Park, CA:
Sage.

Mruk, C. (1995). Self-esteem: Research, theory, and practice. New
York: Springer.

Murray, S. L., Holmes, J. G., & Griffin, D. W. (1996a). The benefits
of positive illusions: Idealization and the construction of satis-
faction in close relationships. Journal of Personality and Social
Psychology, 70, 79–98.

Murray, S. L., Holmes, J. G., Griffin, D. W. (1996b). The self-
fulfilling nature of positive illusions in romantic relationships:
Love is not blind, but prescient. Journal of Personality and
Social Psychology, 71, 1155–1180.

Myers, D. (1992). The pursuit of happiness. New York: Morrow.

Newcomb, A. F., Bukowski, W. M., & Pattee, L. (1993). Children’s
peer relations: A meta-analytic review of popular, rejected,
neglected, controversial, and average sociometric status.
Psychological Bulletin, 113, 99–128.

Newman, L. S., Duff, K., & Baumeister, R. F. (1997). A new look at
defensive projection: Suppression, accessibility, and biased
person perception. Journal of Personality and Social Psychol-
ogy, 72, 980–1001.

Oakes, P. J., & Turner, J. (1980). Social categorization and inter-
group behavior: Does minimal intergroup discrimination make
social identity more positive? European Journal of Social
Psychology, 10, 295–301.

Orlofsky, J. L., Marcia, J. E., & Lesser, I. M. (1973). Ego iden-
tity status and the intimacy versus isolation crisis of young

adulthood. Journal of Personality and Social Psychology, 27,
211–219.

Parrott, W. G., Sabini, J., & Silver, M. (1988). The roles of self-
esteem and social interaction in embarrassment. Personality and
Social Psychology Bulletin, 14, 191–202.

Pleban, R., & Tesser, A. (1981). The effects of relevance and quality
of another’s performance on interpersonal closeness. Social
Psychology Quarterly, 44, 278–285.

Putnam, R. D. (1995). Bowling alone: America’s declining social
capital. Journal of Democracy, 6, 65–78.

Putnam, R. D. (2000). Bowling alone: The collapse and revival of
American community. New York: Simon & Schuster.

Rhodewalt, F., & Morf, C. C. (1998). On self-aggrandizement and
anger: A temporal analysis of narcissism and affective reactions
to success and failure. Journal of Personality and Social
Psychology, 74, 672–685.

Richman, A. (1985). Human risk factors in alcohol-related crashes.
Journal of Studies on Alcohol, 10, 21–31.

Rosen, B. C. (1998). Winners and losers of the information revolu-
tion: Psychosocial change and its discontents. Westport, CN:
Praeger.

Rosenbaum, M. E. (1986). The repulsion hypothesis: On the nonde-
velopment of relationships. Journal of Personality and Social
Psychology, 51, 1156–1166.

Rosenberg, M. (1979). Conceiving the self. New York: Basic Books.

Rosenthal, R., & Jacobson, L. (1968). Pygmalion in the classroom.
New York: Holt.

Sampson, R. J., & Laub, J. H. (1990). Crime and deviance over the
life course: The salience of adult social bonds. American Socio-
logical Review, 55, 609–627.

Sampson, R. J., & Laub, J. H. (1993). Crime in the making: Path-
ways and turning points through life. Cambridge, MA: Harvard
University Press.

Sartre, J.-P. (1953). The existential psychoanalysis (H. E. Barnes,
Trans.). New York: Philosophical Library.

Schlenker, B. R. (1975). Self-presentation: Managing the
impression of consistency when reality interferes with self-
enhancement. Journal of Personality and Social Psychology, 32,
1030–1037.

Schlenker, B. R. (1980). Impression management: The self-concept,
social identity, and interpersonal relations. Monterey, CA:
Brooks/Cole.

Schlenker, B. R. (1986). Self-identification: Toward an integration
of the private and public self. In R. Baumeister (Ed.), Public self
and private self (pp. 21–62). New York: Springer-Verlag.

Schlenker, B. R., & Leary, M. R. (1982). Social anxiety and self-
presentation: A conceptualization and model. Psychological
Bulletin, 92, 641–669.

Sedikides, C., Campbell, W. K., Reeder, G. D., & Elliot, A. J.
(1998). The self-serving bias in relational context. Journal of
Personality and Social Psychology, 74, 378–386.



References 351

Sedikides, C., & Skowronski, J. J. (1993). The self in impression
formation: Trait centrality and social perception. Journal of
Experimental Social Psychology, 29, 347–357.

Seligman, M. (1995). The optimistic child. New York: Houghton
Mifflin.

Semin, G. R., & Manstead, A. S. R. (1982). The social implications
of embarrassment displays and restitution behavior. European
Journal of Social Psychology, 12, 367–377.

Shaver, P., Hazan, C., & Bradshaw, D. (1988). Love as attachment:
The integration of three behavioral systems. In R. J. Sternberg &
M. L. Barnes (Eds.), The psychology of love (pp. 68–99). New
Haven, CT: Yale University Press.

Shrauger, J. S., & Schoeneman, T. J. (1979). Symbolic interactionist
view of self-concept: Through the looking glass darkly. Psycho-
logical Bulletin, 86, 549–573.

Smeaton, G., Byrne, D., & Murnen, S. K. (1989). The repulsion
hypothesis revisited: Similarity irrelevance or dissimilarity bias?
Journal of Personality and Social Psychology, 56, 54–59.

Snyder, M. (1974). The self-monitoring of expressive behavior.
Journal of Personality and Social Psychology, 30, 526–537.

Snyder, M. (1987). Public appearances, private realities: The
psychology of self-monitoring. New York: Freeman.

Snyder, M., & Simpson, J. (1984). Self-monitoring and dating
relationships. Journal of Personality and Social Psychology, 47,
1281–1291.

Snyder, M., & Swann, W. B. (1976). When actions reflect attitudes:
The politics of impression management. Journal of Personality
and Social Psychology, 34, 1034–1042.

Snyder, M., & Swann, W. B. (1978). Behavioral confirmation in
social interaction: From social perception to social reality. Jour-
nal of Experimental Social Psychology, 14, 148–162.

Snyder, M., Tanke, E. D., & Berscheid, E. (1977). Social perception
and interpersonal behavior: On the self-fulfilling nature of social
stereotypes. Journal of Personality and Social Psychology, 35,
656–666.

Stewart, A. J., & Healy, J. M. (1989). Linking individual develop-
ment and social changes. American Psychologist, 44, 30–42.

Strauss, W., & Howe, N. (1991). Generations: The history of
America’s future, 1584 to 2069. New York: Morrow.

Swann, W. B. (1996). Self-traps: The elusive quest for higher self-
esteem. New York: Freeman.

Swann, W. B., Hixon, J. G., & De La Ronde, C. (1992). Embracing
the bitter “truth”: Negative self-concepts and marital commit-
ment. Psychological Science, 3, 118–121.

Swann, W. B., & Predmore, S. C. (1985). Intimates as agents of
social support: Sources of consolation or despair? Journal of
Personality and Social Psychology, 49, 1609–1617.

Sykes, C. J. (1995). Dumbing down our kids: Why American
children feel good about themselves but can’t read, write, or add.
New York: St. Martin’s Griffin.

Tajfel, H. (1982). Social psychology of intergroup relations. Annual
Review of Psychology, 33, 1–59.

Tajfel, H., & Turner, J. C. (1979). An integrative theory of
intergroup conflict. In S. Worchel & W. Austin (Eds), Psychol-
ogy of intergroup relations (2nd ed., pp. 7–24). Chicago:
Nelson-Hall.

Tangney, J. P. (1992). Situational determinants of shame and guilt in
young adulthood. Personality and Social Psychology Bulletin,
18, 199–206.

Tangney, J. P. (1995). Shame and guilt in interpersonal relation-
ships. In J. Tangney & K. Fischer (Eds.), The self-conscious
emotions (pp. 114–139). New York: Guilford.

Tangney, J. P., Burggraf, S. A., & Wagner, P. E. (1995). Shame-
proneness, guilt-proneness, and psychological symptoms. In
J. Tangney & K. Fischer (Eds.), The self-conscious emotions
(pp. 343–367). New York: Guilford.

Tangney, J. P., & Fischer, K. W. (Eds.), (1995). The self-conscious
emotions: The psychology of shame, guilt, embarrassment, and
pride. New York: Guilford.

Tangney, J. P., Wagner, P. E., Fletcher, C., & Gramzow, R. (1992).
Shamed into anger? The relation of shame and guilt to anger and
self-reported aggression. Journal of Personality and Social
Psychology, 62, 669–675.

Taylor, S. E., & Brown, J. D. (1988). Illusion and well-being: A
social psychological perspective on mental health. Psychologi-
cal Bulletin, 103, 193–210.

Tesch, S. A., & Whitbourne, S. K. (1982). Intimacy and identity
status in young adults. Journal of Personality and Social Psy-
chology, 43, 1041–1051.

Tesser, A. (1988). Toward a self-evaluation maintenance model of
social behavior. In L. Berkowitz (Ed.), Advances in experimental
social psychology: Vol. 21. (pp. 181–227). San Diego, CA:
Academic Press.

Tesser, A. (1993). The importance of heritability in psychological
research: The case of attitudes. Psychological Review, 100,
129–142.

Tesser, A., & Smith, J. (1980). Some effects of friendship and task
relevance on helping: You don’t always help the one you like.
Journal of Experimental Social Psychology, 16, 582–590.

Tice, D. M., Butler, J. L., Muraven, M. B., & Stillwell, A. M. (1995).
When modesty prevails: Differential favorability of self-
presentation to friends and strangers. Journal of Personality and
Social Psychology, 69, 1120–1138.

Triandis, H. C. (1989). The self and social behavior in differing cul-
tural contexts. Psychological Review, 96, 506–520.

Turner, J. C. (1982). Towards a cognitive redefinition of the social
group. In H. Tajfel (Ed.), Social identity and intergroup relations
(pp. 15–40). Cambridge: Cambridge University Press.

Twenge, J. M. (2000). The age of anxiety? Birth cohort change in
anxiety and neuroticism, 1952–1993. Journal of Personality and
Social Psychology, 79, 1007–1021.

Twenge, J. M. (2001a). Birth cohort changes in extraversion: A
cross-temporal meta-analysis, 1966–1993. Personality and Indi-
vidual Differences, 30, 735–748.



352 The Social Self

Twenge, J. M. (2001b). Changes in women’s assertiveness in re-
sponse to status and roles: A cross-temporal meta-analysis,
1931–1993. Journal of Personality and Social Psychology, 81,
133–145.

Twenge, J. M., Baumeister, B. F., Tice, D. M., & Stucke, T. S.
(2001). If you can’t join them, beat them: The effects of social
exclusion on antisocial behavior. Journal of Personality and
Social Psychology, 81.

Twenge, J. M., & Campbell, W. K. (2001). Age and birth cohort
differences in self-esteem: A cross-temporal meta-analysis.
Personality and Social Psychology Review, 5, 321–344.

Twenge, J. M., Catanese, K., & Baumeister, R. F. (2001). If no one
will ever love you . . . The effect of social rejection on self-
defeating behavior. Unpublished manuscript.

Twenge, J. M., Ciarocco, N. J., & Baumeister, R. F. (2001). Help! I
need somebody: Effects of social exclusion on prosocial behav-
ior. Unpublished manuscript.

U.S. Bureau of the Census. (1998). Statistical abstract of the United
States. Washington, DC: U.S. Government Printing Office.

Vohs, K. D., Ciarocco, N. J., & Baumeister, R. F. (2002). Interper-
sonal functioning uses self-regulatory resources. Manuscript in
progress.

Vohs, K. D., & Heatherton, T. F. (2001). Self-esteem and threats to
self: Implications for self-construals and interpersonal percep-
tions. Journal of Personality and Social Psychology, 81,
1103–1118.

Walsh, A., Beyer, J. A., & Petee, T. A. (1987). Violent delinquency:
An examination of psychopathic typologies. Journal of Genetic
Psychology, 148, 385–392.

Watson, P. J., Grisham, S. O., Trotter, M. V., & Biderman, M. D.
(1984). Narcissism and empathy: Validity evidence for the
narcissistic personality inventory. Journal of Personality Assess-
ment, 45, 159–162.

Wegner, D. M., & Erber, R. (1992). The hyperaccessibility of sup-
pressed thoughts. Journal of Personality and Social Psychology,
63, 903–912.

Whitley, B. E. (1983). Sex role orientation and self-esteem: A criti-
cal meta-analytic review. Journal of Personality and Social Psy-
chology, 44, 765–778.

Williams, D. R., Takeuchi, R. L., & Adair, R. K. (1992). Marital sta-
tus and psychiatric disorders among blacks and whites. Journal
of Health and Social Behavior, 33, 140–157.

Williams, K. D., Cheung, C. K. T., & Choi, W. (2000). Cyberos-
tracism: Effects of being ignored over the Internet. Journal of
Personality and Social Psychology, 79, 748–762.

Williams, K. D., & Sommer, K. L. (1997). Social ostracism by
coworkers: Does rejection lead to loafing or compensation? Per-
sonality and Social Psychology Bulletin, 23, 693–706.

Wills, T. A. (1981). Downward comparison principles in social psy-
chology. Psychological Bulletin, 90, 245–271.

Wright, K. N., & Wright, K. E. (1992). Does getting married reduce
the likelihood of criminality? A review of the literature. Federal
Probation, 56, 50–56.

Yankelovich, D. (1981). New rules: Searching for self-fulfillment in
a world turned upside-down. New York: Random House.

Zube, M. J. (1972). Changing concepts of morality: 1948–1969.
Social Forces, 50, 385–393.



CHAPTER 15

Persuasion and Attitude Change

RICHARD E. PETTY, S. CHRISTIAN WHEELER, AND ZAKARY L. TORMALA

353

BACKGROUND ISSUES 353
Bases of Attitudes 353
Attitude Storage Versus Construction 353
Attitude Strength 354
Implicit Versus Explicit Attitudes 355
Measurement of Attitudes 356

ATTITUDE CHANGE: AN OVERVIEW 358
The Elaboration Likelihood Model of Persuasion 358
Determinants and Dimensions of Elaboration 359
Relatively Objective Versus Biased

Information Processing 360
Assessing Information Processing 361

RELATIVELY LOW-EFFORT PROCESSES
OF ATTITUDE CHANGE 361

Associative Processes 362
Inference-Based Processes 363

RELATIVELY HIGH-EFFORT PROCESSES
OF ATTITUDE CHANGE 364
Message Learning and Reception 364
Cognitive Response Approach 365
Self-Persuasion with No Message 366
Self-Persuasion as a Result of Dissonance Processes 367
Combinatory Approaches 369

WHAT HAPPENS WHEN ATTITUDES CHANGE? 371
CONCLUSIONS 372
REFERENCES 373

Attitudes refer to the general and relatively enduring evalua-
tions people have of other people, objects, or ideas. These
overall evaluations can be positive, negative, or neutral, and
they can vary in their extremity. For example, one individual
might view jazz music in a mildly positive way, whereas an-
other might be wildly positive and another might be some-
what negative. Individuals can hold attitudes about very
broad or hypothetical constructs (e.g., anarchy) as well as
about very concrete and specific things (e.g., a particular
brand of chewing gum). Before turning to our primary focus
on the processes involved in changing attitudes, we address
some important background issues on the nature and struc-
ture of attitudes. Following this background discussion, we
describe ways to change attitudes that involve relatively high
versus low amounts of cognitive effort and the consequences
of these different strategies.

BACKGROUND ISSUES

Bases of Attitudes

Attitudes can be based on different types of information.
One popular conceptualization of the attitude construct, the

tripartite theory, holds that there are three primary types
of information on which attitudes can be based (Breckler,
1984; Rosenberg & Hovland, 1960; Zanna & Rempel, 1988):
cognitions or beliefs (e.g., This car gets 10 miles per gallon),
affect or feelings (e.g., Owning this car makes me happy),
and actions or behavior (e.g., I have always driven this brand
of car). The basis of the attitude object can have important
implications for attitude change (see also the chapter by
Olson & Maio in this volume). For example, it may generally
be more effective to change attitudes that are based on emo-
tion with emotional strategies rather than with more cogni-
tive or rational ones (Edwards, 1990; Fabrigar & Petty,
1999).

Attitude Storage Versus Construction

Implied in our definition of attitudes is the notion that atti-
tudes are stored memorial constructs. Some researchers have
argued that attitudes may in fact not be stored in memory and
instead be newly constructed, based upon salient beliefs,
emotions, and behaviors each time the individual is asked to
report his or her attitude (Schwarz & Bohner, 2001; Wilson &
Hodges, 1992). This perspective seems rooted primarily in
the finding that attitude reports are susceptible to a variety of
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contextual biases that can contaminate attitude reports (see
Schwarz, 1999).

Although attitude reports are clearly influenced by the im-
mediate context, a strict constructivist view of attitudes seems
implausible for a variety of reasons. First, as we review later in
this chapter, research has demonstrated that individuals expe-
rience aversive arousal when they violate their existing atti-
tudes (e.g., Elliot & Devine, 1994; Elkin & Leippe, 1986;
Losch & Cacioppo, 1990), and individuals are often motivated
to defend their attitudes in the face of counterattitudinal
appeals (e.g., Ditto & Lopez, 1992; Ditto, Scepansky, Munro,
Apanovitch, & Lockhart, 1998; Edwards & Smith, 1996;
Kunda, 1990; Petty & Cacioppo, 1979a). These findings are
consistent with the view that some attitudinal representation
exists in memory. Furthermore, research has delineated the
conditions under which motivated defense versus attitude con-
struction processes will operate (e.g., Fazio, Zanna, & Cooper,
1977). Second, attitudes can be automatically activated under
response conditions that would make spontaneous construc-
tion seem unlikely (Bargh, Chaiken, Govender, & Pratto,
1992; Bargh, Chaiken, Raymond, & Hymes, 1996; Fazio,
Sanbonmatsu, Powell, & Kardes, 1986). Third, it would seem
to be functionally maladaptive for individuals to store a lot of
attitude-relevant beliefs for attitude reconstruction in the ab-
sence of summary evaluative representations (see also Lingle
& Ostrom, 1981). Fourth, research has uncovered structural
properties of attitudes that can influence their persistence
across a variety of contexts (see Petty & Krosnick, 1995).

If there were no stored attitudes, and evaluations were
simply constructed anew each time the attitude object was en-
countered, many of the processes described in this chapter
would have little theoretical utility. Instead, attitude change
researchers would better spend their time focusing solely on
context effects rather than procedures aimed at changing
memorial evaluative representations. In our view, the strict
constructivist approach does not seem prudent. In this
chapter, attitudes are conceptualized as stored memorial con-
structs that may or may not be retrieved upon encountering
the attitude object (see Fazio, 1990).

In using this conceptualization, we do not mean to imply
that attitudes are not susceptible to context effects or are
never constructed from scratch. Most obviously, when indi-
viduals do not have attitudes about a particular attitude ob-
ject, they may simply construct an attitude when asked for
one (Converse, 1970). Also, when individuals are instructed
to think about their attitude before reporting it, they may
sometimes selectively focus on a subset of attitude-relevant
information and this salient information would influence
the attitude reported (e.g., Wilson & Kraft, 1993). Similarly,

individuals may report different attitudes when contextual
variables like conversational norms or social desirability
concerns operate (e.g., Fazio, Jackson, Dunton, & Williams,
1995; Schwarz, 1999). However, the fact that contextual vari-
ables can sometimes influence attitude reports is not tanta-
mount to establishing that there are no stored evaluations for
any attitude objects. Rather, attitude construction processes
probably occur mostly when no stored evaluation is readily
accessible or when contextual factors contribute to current at-
titude reports by modifying or shading a retrieved global
evaluation (Petty, Priester, & Wegener, 1994).

Attitude Strength

Although we define attitudes as relatively enduring con-
structs (i.e., stored representations), attitudes can certainly
change over time. Attitudes can change from being nonexis-
tent to having some valence, or they can change from one
valence to another. Most of this chapter focuses on the
processes responsible for changes in attitudes. Polarization
refers to instances in which an existing attitude maintains the
same valence but becomes more extreme. Moderation refers
to those instances in which an individual’s existing attitude
becomes less extreme and moves toward the point of neutral-
ity. One’s attitude can also cross the neutral point and change
valence.

Attitudes may be fruitfully conceptualized as falling along
a continuum ranging from nonattitudes to strong attitudes
(see Converse, 1970). Strong attitudes are those that influ-
ence thought and behavior, are persistent over time, and are
resistant to change (Krosnick & Petty, 1995). A large variety
of strength indicators have been identified and studied empir-
ically, including attitude accessibility (e.g., Bassili, 1995;
Fazio, 1995), certainty (e.g., Gross, Holtz, & Miller, 1995),
importance (Krosnick, 1988), and elaboration (Petty,
Haugtvedt, & Smith, 1995; see Petty & Krosnick, 1995, for a
review of attitude strength variables). Although it is intu-
itively appealing to assume that attitude strength variables
are manifestations of a single latent construct, intercorrela-
tions among the various attitude strength variables are often
somewhat low (e.g., Krosnick, Boninger, Chuang, Berent, &
Carnot, 1993; Raden, 1985). Furthermore, the search for a
limited number of underlying attitude strength factors has
yielded inconclusive results so far (see Eagly & Chaiken,
1998, for a review). Nevertheless, it seems reasonable that
the many strength variables ultimately boil down to a rela-
tively few critical dimensions that are most important for pro-
ducing the major strength consequences (e.g., making the
attitude resistant to change).



Background Issues 355

Implicit Versus Explicit Attitudes

Although most research on attitudes concerns people’s explicit
likes and dislikes, in recent years a good deal of research inter-
est has been generated by the idea of implicit attitudes. In an
influential review of implicit attitude effects, Greenwald and
Banaji (1995) referred to implicit attitudes as “introspectively
unidentified (or inaccurately identified) traces of past experi-
ence that mediate favorable or unfavorable feeling, thought, or
action toward social objects” (p. 8). This definition suggests
that people are unaware of some past experiences (implicit at-
titudes) that mediate current responses. Wilson, Lindsey, and
Schooler (2000) expanded this definition by suggesting that
implicit attitudes are “evaluations that (a) have an unknown
origin . . . (b) are activated automatically; and (c) influence im-
plicit responses . . .” (p. 104). This definition suggests that
people may be unaware of the origin of their past attitudes, al-
though they may be aware of the attitudes themselves. Green-
wald, McGhee, and Schwartz (1998) stated that “implicit
attitudes are manifest as actions or judgments that are under
the control of automatically activated evaluation without the
performer’s awareness of that causation” (p. 1464). This defi-
nition suggests that people are unaware of the effects of im-
plicit attitudes. The implicit attitudes construct has been
applied to a growing body of research and can have important
implications for how researchers conceptualize attitude
change. Although the various definitions of implicit attitudes
have significant overlap, their application in practice is some-
times characterized by substantial ambiguity.

As the above definitions imply, one dimension on which
implicit attitudes are thought to differ from explicit attitudes
is awareness. That is, implicit attitudes are viewed as ones
for which people are unaware of what the attitude is, where
it comes from, or what effects it has. It is perhaps important
to note that these types of awareness are not mutually exclu-
sive. Any attitude can be characterized by all or none of
these types of awareness. We discuss each of these features
next.

Awareness of the Attitude Itself

The first type of awareness concerns an awareness of the
attitude itself—that is, does the person consciously acknowl-
edge that he or she holds an evaluative predisposition toward
some person, object, or issue? If so, the attitude is said to be
explicit. On the other hand, individuals sometimes have
stored evaluative associations of which they are unaware.
This type of awareness corresponds to the meaning of im-
plicit as employed in other psychological research domains.

For example, in many demonstrations of implicit memory, an
individual shows evidence of having memorized a piece of
information, yet is unable to consciously retrieve the infor-
mation when desired (see Schacter, 1987, for a review). Sim-
ilarly, evidence for implicit learning is found when an
individual acquires some knowledge or skill that is evidenced
on task performance, but the individual is unable to verbalize
the underlying rule or basis for the skill (see Seger, 1994, for
a review). Thus, according to this criterion, to the extent that
people have evaluative predispositions of which they are not
consciously aware and are unable to consciously report when
asked, these attitudes are said to be implicit.

Awareness of the Basis of the Attitude

Another type of awareness mentioned in some discussions of
implicit attitudes concerns awareness of the basis of the atti-
tude. If people are not aware of the attitude itself, it is un-
likely that they would be aware of its basis (i.e., where it
comes from). However, people are often unaware of the basis
of their explicit attitudes as well. For example, repeated sub-
liminal exposures to a stimulus can increase liking of the
stimulus (Bornstein & D’Agostino, 1992) without aware-
ness. Although the individual can explicitly report his or her
preference for the previously seen stimulus, he or she has no
access to the source of the liking (i.e., the previous subliminal
exposures). Similarly, a consciously reported attitude (e.g.,
one’s life satisfaction) may be unknowingly biased by extra-
neous inputs (e.g., the good weather; Schwarz & Clore,
1983). Even if the source of an attitude seems quite explicit
(e.g., exposure to a persuasive message), people may be un-
aware that the message has influenced their attitudes. People
sometimes recall having had their new attitude all along
(Ross & McFarland, 1988). People can also think that their
attitudes have changed when they have not.

Thus, using awareness of an attitude’s basis or source as a
defining criterion for implicit attitudes is problematic in part
because individuals rarely (if ever) have complete access
to all of the influences on their judgments (see Nisbett &
Wilson, 1977; Wilson & Hodges, 1992). Therefore we do not
think that this criterion is a useful one for distinguishing im-
plicit from explicit attitudes. Stated simply, if an attitude is
implicit, the basis may be unknown—but not knowing the
basis of an attitude does not make it implicit.

Awareness of the Attitude’s Influence

A third type of awareness concerns awareness of the extent of
an attitude’s influence on other judgments and behaviors. For
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example, Greenwald and Banaji (1995) indicated that halo
effects are one example of the operation of implicit attitudes.
Halo effects refer to instances in which information about
one attribute influences judgments about other unrelated at-
tributes. For example, Johnny may judge Sue to be intelligent
because he believes her to be attractive. To the extent that
Johnny is unaware that his conscious beliefs concerning her
attractiveness influence his judgments of her intelligence,
his attitude toward her attractiveness may be labeled implicit
by this criterion (Greenwald & Banaji, 1995). This view is
problematic, however. Individuals are unlikely to be aware
of all of the consequences of their attitudes for judgment and
behavior, and thus this criterion would render nearly every
attitude implicit. Furthermore, whether the attitude was con-
sidered implicit could vary from context to context (i.e., the
person could be aware that a negative attitude was influenc-
ing him or her in one situation but not in another). Conse-
quently, this feature does not appear to be an optimal criterion
for defining implicit attitudes. As with the previous criterion,
if people are unaware of the attitude itself (i.e., the attitude is
implicit) they are unlikely to be aware of the effects of the
attitude. But not knowing the effects of an attitude does not
make it implicit.

Summary

In considering the three types of awareness, it is awareness or
acknowledgement of holding the attitude itself that is the dis-
tinguishing feature of implicit versus explicit attitudes. Peo-
ple are aware of holding their explicit attitudes; they are not
aware of holding their implicit attitudes. Our use of the
phrase acknowledging one’s attitude is not meant to imply
that people like or are comfortable with their attitudes—only
that they recognize that they have these attitudes. For
example, a person might acknowledge some prejudice for or
liking of cigarettes, but the same person might also wish that
these attitudes could change. People tend to be happy with
and want to defend their attitudes, but this is not always the
case. In addition, an implicit attitude may enter conscious-
ness in a variety of ways. For example, therapy may reveal
hidden attitudes, or an experimenter may reveal such atti-
tudes to participants in a study. The person’s own behavior
(e.g., a slip of the tongue) may also provide a clue to an im-
plicit attitude. When presented with such information, a per-
son can acknowledge the implicit attitude, thereby making it
explicit—or the person can deny having this reaction (i.e., the
therapist is wrong), keeping it implicit. Regarding the other
dimensions, we note that implicit attitudes generally have an
implicit basis and have implicit effects, but these attributes
per se do not make the attitudes implicit because explicit

attitudes can also have an implicit basis and have implicit
effects (see also Wegener & Petty, 1998).

Measurement of Attitudes

Researchers have developed a multitude of attitude measure-
ment instruments (see Eagly & Chaiken, 1993; also see the
chapter by Olson & Maio in this volume). Measurement of at-
titudes is important for determining whether attitude change
has occurred. A long-standing distinction between attitude
measures has been drawn concerning whether the measure is
a direct or an indirect one (Petty & Cacioppo, 1981). Direct
attitude measures are those that simply ask the respondent to
report his or her attitude. Because these measures are trans-
parent and make it obvious that attitudes are being assessed,
they can be considered explicit measures of attitudes. In-
cluded in this category are attitude measurement devices such
as the semantic differential (Osgood, Suci, & Tannenbaum,
1957), the one-item rating scale, the Likert scale (Likert,
1932), and the Thurstone scale (Thurstone, 1928). Indirect at-
titude measures on the other hand are those that do not di-
rectly ask the individual to report his or her attitude. Instead,
the individual’s attitude is inferred from his or her judgments,
reactions, or behaviors. Because these measures do not make
it obvious that attitudes are being assessed, they can be con-
sidered implicit measures of attitudes. A person completing
an implicit measure is presumably unaware that the measure
is assessing attitudes. Included in this category are a wide
variety of methods such as the Thematic Apperception Test
(Proshansky, 1943), the Information Error Test (Hammond,
1948), the Implicit Association Test (IAT; Greenwald et al.,
1998), the automatic evaluation task (e.g., Fazio et al., 1995),
physiological measures such as the facial electromyograph
(EMG; e.g., Cacioppo & Petty, 1979a) or electroencephalo-
gram (EEG; e.g., Cacioppo, Crites, Bernston, & Coles, 1993),
and physical behaviors like nonverbal gestures, eye contact,
or seating distance (e.g., Argyle & Dean, 1965; Dovidio,
Kawakami, Johnson, Johnson, & Howard, 1997; Macrae,
Bodenhausen, Milne, & Jetten, 1994; Word, Zanna, &
Cooper, 1974). Direct and indirect measurement methods
typically exhibit modest positive correlations (Dovidio,
Kawakami, & Beach, 2000).

It is important to note that direct and indirect measurement
methods can differ in the extent to which they permit deliber-
ative responding (Vargas, von Hippel, & Petty, 2001). For ex-
ample, experimenters could require individuals to report their
attitudes on a direct one-item rating scale very quickly with no
time for deliberation, or they could permit individuals to make
the judgment after some minimal or extensive reflection. Sim-
ilarly, some indirect attitude measures permit relatively slow
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and deliberate responding (e.g., the Thematic Apperception
Test; Information Error Test), whereas others require very fast
responses (e.g., the IAT or automatic evaluation task).

Researchers make two common assumptions about direct
(explicit) and indirect (implicit) measures of attitudes, and
we discuss each assumption in turn. 

What Do Implicit and Explicit Measures Assess?

One assumption is that explicit attitude measures tap explicit
attitudes, whereas implicit measures tap implicit attitudes
(e.g., Dovidio et al., 2000; Greenwald & Banaji, 1995). This
assumption is tidy but seems ill-advised for a number of rea-
sons. First, even if it were the case that implicit attitudes
could be assessed only with implicit measures, this would not
mean that implicit measures assessed only implicit attitudes.
In fact, implicit measuring devices have long been used to tap
explicit attitudes that people were simply unwilling to report
due to social desirability concerns, and such measures do tap
explicit attitudes if there is no competing implicit attitude.
For example, an attitude measure like eye contact or seating
distance could tap primarily implicit attitudes to the extent
that the individual is not aware that he or she holds that atti-
tude. Hence, an individual may sit farther away from mem-
bers of a stigmatized social category despite professing (and
believing) that he or she harbors no animosity or dislike to-
wards the group. However, behaviors like eye contact or seat-
ing distance can often also be manifestations of quite explicit
attitudes. One may sit closer to one’s spouse than to a com-
plete stranger and also be quite aware that one prefers the
company of one’s spouse. Contemporary measures of auto-
matic responding (e.g., Fazio, 1995) also assess primarily ex-
plicit attitudes if there is no competing implicit one.

On the other hand, if there is a competing implicit attitude,
measures of automatic evaluation might be used to assess it.
Thus, discrepancies between nondeliberative implicit mea-
sures and deliberative explicit measures can sometimes be
attributed to social desirability contaminants (e.g., Fazio et al.,
1995; Greenwald et al., 1998), but they can also be due to
competing implicit and explicit attitudes (Wilson, Lindsey, &
Schooler, 2000).

Second, it does not appear to be the case that implicit atti-
tudes can only be assessed with implicit measures. This is be-
cause implicit measures, like explicit ones, vary in the extent
to which they allow controlled versus automatic responding
(Vargas et al., 2001). For example, if a direct measure is
administered quickly with little time for reflection, implicit
attitudes might well influence responses (see also Wilson
et al., 2000). Thus, if time pressure is high, a fast direct scale
might assess a prior and now-rejected attitude because it was

more accessible than was the new attitude (Petty & Jarvis,
1998). Perhaps a simple generalization that can be made is
that explicit attitudes are most confidently assessed with
deliberative direct attitude assessments. Of course, this state-
ment rests on the assumption that self-presentational concerns
or other biasing factors are not contaminating the attitude re-
port. To the extent that such biasing factors (e.g., an unusually
positive mood) are at work, the measure may tap the influence
of the biasing agents rather than solely the underlying atti-
tude. When direct attitude reports do not permit deliberative
responding, however, the direct measure could tap either ex-
plicit or implicit attitudes.

Most of the time explicit and implicit measures should as-
sess the same underlying attitude. It is in the interesting case
in which the two types of assessments produce different out-
comes that one might conclude that the implicit measure has
tapped an implicit attitude. Of course, before one reaches this
conclusion, it is important to rule out the possibility that the
person is actually aware of the conflicting attitude but simply
does not report it for purposes of self-presentation.

What Do Implicit and Explicit Measures Predict?

A second assumption is that explicit attitudes predict deliber-
ative behaviors (e.g., jury voting), whereas implicit attitudes
predict spontaneous behavior (e.g., seating distances;
Dovidio et al., 1997). If implicit attitudes are always more
accessible than are explicit attitudes, one might expect this to
be the case (Dovidio, et al, 2000; Wilson et al., 2000). For
example, Fazio (1990) suggested that highly accessible atti-
tudes influence behavior when motivation and opportunity to
evaluate the consequences of one’s actions are low, but that
less accessible or newly constructed attitudes can influence
behavior when motivation and opportunity are high. How-
ever, the conclusion that implicit attitudes predict sponta-
neous behavior whereas explicit attitudes predict deliberative
behavior may be premature. Vargas et al. (2001) argued that
this conclusion was reached because the prominent contem-
porary implicit measures have relied on quick and sponta-
neous reactions (e.g., speeded response task; Wilson et al.,
2000; automatic evaluation task; Fazio, 1995), whereas
explicit measures have relied on deliberative responses. That
is, the information-processing conditions of attitude mea-
surement (spontaneous or deliberate) matched the informa-
tion-processing conditions of behavioral assessment, and this
assessment compatibility fostered higher correlations (Ajzen
& Fishbein, 1977). To test this notion, Vargas et al. developed
a deliberative implicit measure of attitudes and demonstrated
that it could predict deliberative behavior over and above a
series of deliberative explicit attitude measures. Although not
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demonstrated yet, it presumably would be the case that a
spontaneous explicit measure could predict spontaneous be-
havior above and beyond that predicted by a spontaneous im-
plicit measure. To the extent that these effects hold, it
suggests that both dimensions of attitudes (implicit-explicit,
spontaneous-deliberate) are important to consider in predict-
ing behavior. After discussing the major approaches to
attitude change in the next section, we return to the implicit-
explicit attitude distinction and discuss some implications of
this distinction for understanding attitude change.

ATTITUDE CHANGE: AN OVERVIEW

Now that we have examined some important conceptual
issues surrounding the attitude concept, we turn to a discus-
sion of attitude change processes. In the remainder of this
chapter we describe the fundamental processes of attitude
change that have been proposed by social psychologists in
the modern era. The study of attitude change is one of the old-
est in social psychology, and so many different theories and
effects have been uncovered over the past 50 years that it can
be challenging to understand them all. 

The focus of theories of attitude change to date has been
on producing and changing explicit attitudes. That is, an atti-
tude change technique is deemed effective to the extent that it
modifies a person’s self-report of attitudes. For example, if a
person is neutral toward an abstract symbol prior to the
change treatment but is explicitly more favorable afterward,
attitude change was successful. Although some recent re-
search has demonstrated that attitude change can be produced
on implicit attitude measures (Dasgupta & Greenwald,
2001), these change techniques probably also introduced
change that could have been measured with explicit measures
(see also Olson & Fazio, 2001). To date, there are no persua-
sion techniques that have proven to be effective in changing
implicit but not explicit attitudes; thus, our review focuses
on changing explicit attitudes. The topic of implicit attitude
change will likely occupy considerable research attention
in the coming decade (e.g., Kawakami, Dovidio, Moll,
Hermsen, & Russin, 2000).

To organize the different theories of attitude change, we rely
on the key ideas from contemporary dual process models of so-
cial judgment (Chaiken & Trope, 1999). The two such models
that are most popular for understanding attitude change are the
elaboration likelihood model (ELM; Petty & Cacioppo, 1986)
and the heuristic-systematic model (HSM; Chaiken, Liberman,
& Eagly, 1989). These models provide a metaframework from
which to understand the moderation and mediation of attitude
change effects, and they explain how the same variable (e.g.,
source credibility, mood) can have different effects on attitude

change in different situations (e.g., increasing attitude change
in one situation but decreasing it in another) and produce the
same effect by different processes in different situations. Per-
haps the key idea in the dual process models is that some
processes of attitude change require relatively high amounts of
mental effort, whereas other processes of attitude change re-
quire relatively little mental effort. Thus, Petty and Cacioppo
(1981) reasoned that most of the major theories of attitude
change were not necessarily competitive or contradictory, but
rather operative in different circumstances. Later in this chap-
ter we use this notion to organize the major processes of per-
suasion. Although the ELM and HSM stem from somewhat
different traditions, today the models have many similarities
and can generally accommodate the same empirical results, al-
though the explanatory language and sometimes the assumed
mediating processes vary (Eagly & Chaiken, 1993; Petty &
Wegener, 1998).

Contemporary persuasion theorists endorse the funda-
mental dual process notion that different processes lead to
attitude change in different circumstances (cf., Kruglanski &
Thompson, 1999). Some of these processes require diligent
and effortful information-processing activity, whereas others
proceed with relatively little mental effort. In this section, we
first describe the elaboration likelihood model of persuasion
and review some prominent factors that determine whether
people exert high or low amounts of mental effort in a per-
suasion situation (the HSM points to similar factors). Next,
we describe in more detail the persuasion processes that tend
to require relatively low amounts of mental effort. Following
this, we describe the persuasion processes that tend to require
relatively high amounts of mental effort.

The Elaboration Likelihood Model of Persuasion

The elaboration likelihood model of persuasion (ELM;
Petty & Cacioppo, 1981, 1986; Petty & Wegener, 1999) is a
theory about the processes responsible for attitude change
and the strength of the attitudes that result from those
processes. A key construct in the ELM is the elaboration like-
lihood continuum. This continuum is defined by how moti-
vated and able people are to assess the central merits of an
issue or a position. The more motivated and able people are
to assess the central merits of an issue or position, the more
likely they are to effortfully scrutinize all available issue-rel-
evant information. Thus, when the elaboration likelihood is
high, people assess issue-relevant information in relation to
knowledge that they already possess, and they arrive at a rea-
soned (although not necessarily unbiased) attitude that is well
articulated and bolstered by supporting information (central
route). When the elaboration likelihood is low, however, then
information scrutiny is reduced and attitude change can result
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from a number of less resource-demanding processes that do
not require as much effortful evaluation of the issue-relevant
information (peripheral route). Attitudes that are changed by
low-effort processes are postulated to be weaker than are at-
titudes that are changed the same amount by high-effort
processes (see prior discussion of attitude strength). 

The elaboration likelihood continuum incorporates both a
quantitative and a qualitative distinction (see Petty, 1997;
Petty, Wheeler, & Bizer, 1999). That is, as one goes higher on
the elaboration continuum, central route processes increase
in magnitude (cognitive effort increases), and as one goes
down the continuum, central route processes diminish in
magnitude (cognitive effort decreases). This quantitative
variation suggests that at high levels of elaboration, people’s
attitudes are determined by their effortful examination of all
relevant information, but at lower levels of elaboration, atti-
tudes can be determined by effortful examination of less in-
formation (e.g., the person critically examines only the first
argument in a message but not the remaining arguments), or
less effortful examination of all of the information. In
addition, however, the ELM incorporates a qualitative
distinction—that is, the ELM holds that not all change
processes are the same. For example, consider a person who
is exposed to a message with 10 arguments. The high elabo-
ration (central route) processor tends to think carefully about
much or all of the information. If motivation or ability to
think were reduced, the recipient might think about each
argument less carefully or think about fewer arguments
(quantitative difference). However, the ELM holds that when
the elaboration likelihood is low, people might also process
the arguments in a qualitatively different way. For example,
rather than assessing the substantive merits of the arguments,
they might simply count them and reason, “there are so many
arguments, it must be good” (Petty & Cacioppo, 1984). In
the section of this chapter entitled “Relatively Low-Effort
Processes of Attitude Change,” we describe a variety of rela-
tively low-effort processes that can modify attitudes.

In addition to the elaboration continuum and the various
processes that operate along it, two other ELM notions are
worth explaining. The first is that the ELM postulates a trade-
off between the impact of high- and low-effort processes on
judgments along the elaboration continuum—that is, as the
impact of high-effort processes on judgments increases, the
impact of low-effort processes on judgments decreases. This
trade-off hypothesis implies a number of things. First is
that at most points along the continuum, various change
processes can co-occur and jointly influence judgments.
Second, however, is that movement in either direction along
the continuum tends to enhance the relative impact of one
or the other family of processes (e.g., effortful scrutiny for
merit vs. reliance on a counting heuristic) on judgments. 

Another important ELM notion is called the multiple roles
hypothesis; this is the idea that any given variable can influ-
ence attitudes by different processes at different points along
the elaboration continuum. For example, if a pleasant televi-
sion show makes you feel happy, this happiness might make
you develop a positive attitude toward the products featured
in the commercials shown during the show. The mechanism
by which this happens can vary, however, depending on the
overall elaboration likelihood. When the elaboration likeli-
hood is low (e.g., high distraction), happiness could affect
judgments by serving as a simple associative cue (e.g., if
I feel good, I must like it). On the other hand, if the elabora-
tion likelihood is high, happiness could affect judgments by
biasing the thoughts that come to mind (Petty, Schumann,
Richman, & Strathman, 1993). If the elaboration likelihood is
not constrained to be high or low, being happy can affect the
extent of processing of the message arguments. In particular,
if the message is counterattitudinal or unpleasant in some
way, being happy reduces message processing (Bless,
Bohner, Schwarz, & Strack, 1990). If the message is uplifting
and pleasant, however, happiness can increase message pro-
cessing over neutrality (Wegener, Petty, & Smith, 1995).
Other variables can also play different roles depending on the
overall elaboration likelihood.

Determinants and Dimensions of Elaboration

According to the ELM, in order for high-effort processes to
influence attitudes, people must be both motivated to think
(i.e., have the desire to exert a high level of mental effort) and
have the ability to think (i.e., have the necessary skills and
opportunity to engage in thought). There are many variables
capable of affecting the elaboration likelihood and thereby
influencing whether attitude change is likely to occur by the
high- or low-effort processes we describe in more detail
shortly. Some of these motivational and ability variables are
part of the persuasion situation, whereas others are part of the
individual. Some variables affect mostly the amount of infor-
mation processing activity, whereas others tend to influence
the direction or valence of the thinking.

One of the most important variables influencing a person’s
motivation to think is the perceived personal relevance or
importance of the communication (Johnson & Eagly, 1989;
Petty & Cacioppo, 1979b, 1990; Petty, Cacioppo, &
Haugtvedt, 1992; Thomsen, Borgida, & Lavine, 1995). When
personal relevance is high, people are more influenced by
the substantive arguments in a message and are less affected by
peripheral processes (e.g., Petty, Cacioppo, & Goldman,
1981). There are many ways to render a message self-relevant,
such as including many first-person pronouns (Burnkrant &
Unnava, 1989) or matching the message in some way to a
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person’s self-conceptions (Petty, Wheeler, & Bizer, 2000). In
addition, people are more motivated to scrutinize information
when they believe that they are solely responsible for message
evaluation (Petty, Harkins, & Williams, 1980), when they are
individually accountable (Tetlock, 1983), when they recently
have been deprived of control (Pittman, 1994), and when they
expect to discuss the issue with a partner (Chaiken, 1980).
Increasing the number of message sources can enhance
information-processing activity (e.g., Harkins & Petty, 1981;
Moore & Reardon, 1987), especially when the sources are
viewed as providing independent assessments of the issue
(Harkins & Petty, 1987). Various incongruities can increase
information-processing activity, such as when an expert source
presents surprisingly weak arguments (Maheshwaran &
Chaiken, 1991), when the message does not present the
information in a form that was expected (S. M. Smith & Petty,
1996), and when people feel ambivalent rather than certain
about some issue (Maio, Bell, & Esses, 1996).

In addition to factors associated with the persuasive mes-
sage or the persuasion context, there are individual differ-
ences in people’s motivation to think about persuasive
communications. For example, people who enjoy thinking
(i.e., those high in need for cognition; Cacioppo & Petty,
1982) tend to form attitudes on the basis of the quality of the
arguments in a message rather than on peripheral cues (see
Cacioppo, Petty, & Morris, 1983). Factors associated with the
attitude itself can also influence the extent of information pro-
cessing. For example, people tend to think more about mes-
sages relevant to their accessible attitudes rather than to their
relatively inaccessible attitudes (Fabrigar, Priester, Petty, &
Wegener, 1998).

Among the important variables influencing a person’s abil-
ity to process issue-relevant arguments is message repetition.
Moderate message repetition provides more opportunities for
argument scrutiny (e.g., Cacioppo & Petty, 1979b; Gorn &
Goldberg, 1980), which is beneficial for processing as long as
tedium is not induced (Cacioppo & Petty, 1989; Cox & Cox,
1988). External distractions (e.g., Petty, Wells, & Brock,
1976), fast presentations (S. M. Smith & Shaffer, 1991) exter-
nal pacing of messages (such as those on radio or TV rather
than in print; Chaiken & Eagly, 1976; Wright, 1981), time
pressures on processing (e.g., Kruglanski & Freund, 1983),
enhancing recipients’ physiological arousal via exercise (e.g.,
Sanbonmatsu & Kardes, 1988), placing recipients in an
uncomfortable posture (Petty, Wells, Heesacker, Brock, &
Cacioppo, 1983), and rendering the message difficult to
understand (e.g., Ratneshwar & Chaiken, 1991) all decrease
substantive message processing and should increase the im-
pact of peripheral processes. Interestingly, even though a
number of studies have examined differences in the actual
ability of recipients to process a persuasion message, little

work has examined differences in perceived ability to
process. For example, a message that appears technical or
overly quantitative (Yalch & Elmore-Yalch, 1984) may re-
duce processing not because it interferes with actual ability,
but rather because it interferes with a person’s perceived abil-
ity to process (e.g., it’s probably too complicated for me, so
why bother).

Individual differences also exist in the ability of people to
think about a persuasive communication. For example, as
general knowledge about a topic increases, people can be-
come more able (and perhaps more motivated) to think about
issue-relevant information (Wood, Rhodes, & Biek, 1995).
Knowledge is only effective to the extent that it is accessible,
however (e.g., Brucks, Armstrong, & Goldberg, 1988). When
knowledge is low or inaccessible, people are more reliant on
simple cues (e.g., Wood & Kallgren, 1988). 

Of course, in most communication settings, a confluence
of factors rather than one variable acting in isolation deter-
mines the nature of information processing. Although the ef-
fects of single variables on information processing have been
studied extensively, there is relatively little work examining
possible interactions among variables (cf. Petty, Cacioppo, &
Heesacker, 1981). 

Relatively Objective Versus Biased
Information Processing

The variables we have discussed, such as distraction or need
for cognition, tend to influence information-processing activ-
ity in a relatively objective manner—that is, all else being
equal, distraction tends to disrupt whatever thoughts a person
is thinking (Petty et al., 1976). The distraction per se does not
specifically target one type of thought (e.g., favorable or un-
favorable) to impede. Similarly, individuals with high need
for cognition are more motivated to think in general than are
people low in need for cognition (Cacioppo, Petty, Feinstein,
& Jarvis, 1996). They are not more motivated to think certain
kinds of thoughts over others. Some variables, however, are
selective in their effects on thinking. For example, when peo-
ple are highly motivated to think, a positive mood tends to
encourage positive thoughts, discourage negative thoughts,
or both (Petty et al., 1993), and expert sources tend to
encourage favorable rather than unfavorable interpretations
of message arguments (Chaiken & Maheswaran, 1994).

The ELM accommodates both relatively objective and rel-
atively biased information processing by pointing to the mo-
tivational and ability factors involved. The ELM assumes
that motivation is relatively objective when no a priori judg-
ment is preferred and a person’s implicit or explicit goal is to
seek the truth, wherever it might lead (Petty & Cacioppo,
1986). In contrast, a motivated bias can occur whenever
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people implicitly or explicitly prefer one judgment over an-
other (see also Kruglanski, 1990). A wide variety of motiva-
tions can determine which particular judgment is preferred in
any given situation. For example, if the reactance motive
(Brehm, 1966) is aroused, people prefer to hold whatever
judgment is forbidden. If balance motives (Heider, 1958) are
operating, people prefer to adopt the position of a liked
source but distance themselves from a disliked source. If
impression management motives (Tedeschi, Schlenker, &
Bonoma, 1971) are operating, people prefer to hold whatever
position they think would be ingratiating. Importantly, many
of these biasing motives could have an impact on judgments
by either the central or the peripheral route. For example, in-
vocation of reactance could lead to simple rejection of the
forbidden position without much thought or through active
counterarguing of the position.

The ELM holds that biased processing can occur even if no
specific judgment is preferred (i.e., if based on motivational
factors alone, processing would be relatively objective)—this
is because ability factors can also introduce bias. For exam-
ple, some people might simply possess a biased store of
knowledge compared to other people. If so, their ability to
process the message objectively can be compromised. That is,
recipients with a biased store of knowledge might be better
able to see the flaws in opposition arguments and the merits in
their own side compared to recipients with a more balanced
store of knowledge (cf. Lord, Ross, & Lepper, 1979). In addi-
tion, variables in the persuasion situation can bias retrieval of
information even if what is stored is completely balanced and
no motivational biases are operating. For example, a positive
mood can increase access to positive material in memory
(e.g., Bower, 1981). In general, biases in processing a persua-
sive message are fostered when the message contains infor-
mation that is ambiguous or mixed rather than clearly strong
or weak (Chaiken & Maheswaran, 1994).

Finally, just because some motivational or ability factor
results in biased information processing, this does not mean
that a biased judgment will result because people sometimes
attempt to correct for factors they believe might have unduly
biased their evaluations (e.g., Martin, Seta, & Crelia, 1990;
Petty & Wegener, 1993; Wilson & Brekke, 1994). The avail-
able research suggests that corrections can proceed in differ-
ent directions depending on recipients’ theories of how the
biasing event or stimulus (e.g., an attractive source) was
likely to have influenced their views. According to the flexi-
ble correction model (Petty & Wegener, 1993; Wegener &
Petty, 1997), in order for corrections to occur, people should
(a) be motivated and able to identify potentially biasing fac-
tors, (b) possess or generate a naive theory about the magni-
tude and direction of the bias, and (c) be motivated and able
to make the theory-based correction. 

Assessing Information Processing

Persuasion researchers have identified a number of ways to
assess the extent to which persuasion is based on effortful
consideration of information. Perhaps the most popular
procedure to assess the amount of objective information pro-
cessing that takes place has been to vary the quality of the
arguments contained in a message and examine the size of the
argument quality effect on attitudes and valenced thoughts
(e.g., Petty et al., 1976). Greater argument quality effects sug-
gest greater objective scrutiny. Because strong arguments
elicit more favorable thoughts and become more persuasive
with thought, but weak arguments elicit more unfavorable
thoughts and become less persuasive with thought, thinking
enhances the argument quality effect on attitudes and va-
lenced thoughts. If the message processing is biased, how-
ever, the size of the argument quality effect on these variables
can be attenuated over what it is with objective processing
(Nienhuis, Manstead, & Spears, 2001; Petty & Cacioppo,
1986); this is because when engaged in biased processing,
people may fail to appreciate the merits or demerits of the ar-
guments (e.g., seeing strengths in even weak arguments and
finding some flaws in strong ones).

When biased processing is an issue, there are other means
to gauge the extent of thinking. In particular, one can assess
the mere number of issue-relevant thoughts generated (Petty,
Ostrom, & Brock, 1981). High elaboration conditions are
associated with more thoughts (e.g., Burnkrant & Howard,
1984). Also, correlations between message-relevant thoughts
and postmessage attitudes tend to be greater when argument
scrutiny is high (e.g., Chaiken, 1980; Petty & Cacioppo,
1979b), although other variables, such as the confidence peo-
ple have in their thoughts, can affect this correlation (Petty,
Briñol, & Tormala, 2002). Finally, high message elaboration
can produce reading or exposure times longer than more cur-
sory analyses (Mackie & Worth, 1989), although longer read-
ing times might also reflect daydreaming rather than careful
message scrutiny (see Wegener, Downing, Krosnick, & Petty,
1995, for a discussion of these measures).

RELATIVELY LOW-EFFORT PROCESSES
OF ATTITUDE CHANGE

We have now seen that a multitude of variables can determine
whether the attitude change context is likely to be one of
relatively high or low cognitive effort. First we focus on the spe-
cific low-effort processes that can determine whether attitudes
will change, and then we turn to high-effort processes.

The low-effort mechanisms of attitude change vary in the
extent to which they require conscious processing, ranging
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from those relying on automatic associations to those posit-
ing simple inferences. Thus, some peripheral processes re-
quire somewhat more cognitive effort than do others (Petty &
Cacioppo, 1986). Nevertheless, these processes have in com-
mon the fact that none of them requires extensive and effort-
ful scrutiny of the central merits of the attitudinal advocacy
or position.

Associative Processes

Some low-effort attitude change processes are associative in
nature—that is, attitudes are often impacted by associations
that develop between attitude objects and positive or negative
stimuli (i.e., objects and feelings), or even by observations of
those associations. Examples of these processes include clas-
sical conditioning, affective priming, mere exposure, and
balance.

Classical Conditioning

One way to produce attitude change in the absence of effortful
scrutiny is to associate an attitude object that is initially neutral
(e.g., a new product) with stimuli that already have positive or
negative meaning. Considerable research has demonstrated
that when an initially neutral stimulus immediately precedes
another stimulus that already has positive or negative associa-
tions, the neutral stimulus can come to be positively or nega-
tively evaluated itself. For example, attitudes toward words
(e.g., Staats & Staats, 1958), people (e.g., Griffitt, 1970), and
products (e.g., Gresham & Shimp, 1985) have been influenced
by their association with pleasant or unpleasant odors, tem-
peratures, sounds, shock, photographs, and so on (e.g.,
Gouaux, 1971; Staats, Staats, & Crawford, 1962; Zanna,
Kiesler, & Pilkonis, 1970). Furthermore, attitudes have been
shown to be influenced by the contraction of certain muscles
associated with positive and negative experiences (e.g.,
Cacioppo, Priester, & Bernston, 1993; Priester, Cacioppo, &
Petty, 1996; Strack, Martin, & Stepper, 1988). Consistent with
the classification of classical conditioning as a low-effort
process, conditioning effects have been found to be particu-
larly likely when effortful processing is at a minimum (Field,
2000). Specifically, these effects are enhanced when the stim-
uli are presented subliminally (DeHouwer, Baeyens, & Eelen,
1994) and when the stimuli have no a priori meaning attached
to them (Cacioppo, Marshall-Goodell, Tassinary, & Petty,
1992; Priester et al., 1996; Shimp, Stuart, & Engle, 1991).

Affective Priming

Another process that relies on associations between stimuli is
affective priming. In this method, also known as backward

conditioning, presentation of positively or negatively va-
lenced stimuli immediately precedes rather than follows pre-
sentation of target stimuli. These presentations have been
found to influence evaluations of the target stimuli. For
example, Krosnick, Betz, Jussim, and Lynn (1992) found that
subliminal presentation of positive or negative pictures
(e.g., smiling people vs. snakes) made subsequent evalua-
tions of target individuals more favorable or less favorable,
respectively. Consistent with classification of this change
mechanism as a low effort process, these effects have been
found to be unaffected by cognitive load (e.g., Hermans,
Crombez, & Eelen, 2000) and more likely to occur when
the initial affective stimuli can be processed only mini-
mally (DeHouwer, Hermans, & Eelen, 1998) or not at all
(e.g., when they have been presented subliminally; Murphy,
Monahan, & Zajonc, 1995; Murphy & Zajonc, 1993).

Mere Exposure

Research has also shown that the mere repeated exposure of
an object can make one’s attitude toward that object more
favorable even if one does not recognize the object as having
been encountered previously (Zajonc, 1968). Kunst-Wilson
and Zajonc (1980), for instance, repeatedly presented partic-
ipants with a series of polygon images and found that even
though participants could not recognize which images they
had seen before and which they had not, they expressed
significantly greater preferences for those they had seen.
Additionally, mere exposure effects also occur in patients
suffering from Alzheimer’s disease (Winograd, Goldstein,
Monarch, Peluso, & Goldman, 1999). Some researchers have
argued that even when a stimulus cannot be consciously iden-
tified as having been encountered, its previous exposure
might make it easier to process. This could create a kind of
perceptual fluency (Bornstein, 1989; Jacoby, Kelley, Brown,
& Jasechko, 1989) that becomes attached to the stimulus or
confused with a positive evaluation of the stimulus. This
process only occurs, however, to the extent that the feeling of
familiarity is not directly attributed to the repeated exposure.
If people attribute the experience of familiarity to the re-
peated exposure of a stimulus, the mere exposure effect is
attenuated (Bornstein & D’Agostino, 1994). Moreover, as
with other low-effort processes, the influence of mere expo-
sure on attitudes appears to be increased when the repeated
object is low in meaning (see Bornstein, 1989, for a review)
or presented subliminally (Bornstein & D’Agostino, 1992),
thus reducing or eliminating conscious processing. Similarly,
the effect appears to be decreased as conscious processing in-
creases, such as when evaluation apprehension is induced
(Kruglanski, Freund, & Bar-Tal, 1996). When meaningful
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stimuli are presented (e.g., familiar words or persuasive mes-
sages), repeated exposure has been found to accentuate the
dominant reaction (e.g., Cacioppo & Petty, 1989; Brickman,
Redfield, Harrison, & Crandall, 1972) regardless of whether
the reaction is positive or negative. With meaningful stimuli,
deliberative analyses can enhance the dominant response, at
least until tedium sets in.

Balance

According to balance theory (Heider, 1958), certain cognitive
states are associated with pleasantness, whereas other states
are associated with unpleasantness. More specifically, bal-
ance (harmony) within the elements of an attitudinal system
exists when people agree with others they like (or with whom
they are closely associated) and disagree with others they dis-
like (or with whom they are dissociated). Because imbalance
is an uncomfortable state (Heider, 1958), people should seek
to eliminate it as quickly and easily as possible. In many
cases, the easiest way to restore balance is to alter one’s eval-
uation of one of the elements in the attitude system
(Rosenberg & Abelson, 1960; see also Visser, 1994). Unlike
the effortful restoration of cognitive consistency associated
with dissonance reduction (Festinger, 1957; see subsequent
discussion), the alteration of evaluations need not be effortful
according to balance theory. In addition to the general prefer-
ence for balanced relationships among people, objects, and
attitudes, research has also shown that people prefer positiv-
ity in these relationships (Miller & Norman, 1976). Impor-
tantly, the changes people make to ensure balance and
positivity do not require thoughtful consideration of the cen-
tral merits of the attitude objects in the system (see Insko,
1984; Newcomb, 1968, for further discussion).

Inference-Based Processes

Low-effort attitude change processes can also be more infer-
ential in nature rather than a result of the operation of affec-
tive or associative processes. In other words, people
sometimes base attitudes on simple inferences that do not re-
quire considerable cognitive processing. The use of balance
principles can be considered inferential if people reason that
they will feel better if they adopt the attitude of a liked other.
Two other inferential rules are to infer one’s attitude from
one’s own behavior and to rely on simple heuristics, or deci-
sion rules, that circumvent effortful scrutiny of information.

Attribution

At a general level, attribution theory addresses the inferences
people make about themselves and others after witnessing

behaviors and the situational constraints surrounding those
behaviors (e.g., Bem, 1965; Jones & Davis, 1965). In some
cases, these inferences involve attitudes, such as when indi-
viduals infer their own or someone else’s attitudes on the
basis of their behavior with respect to some attitude object
(e.g., if a person donates money to a candidate, it is reason-
able to infer that that person favors the candidate). Although
some attributional processes require effortful cognitive activ-
ity (see Gilbert, 1998, for a review), others result in relatively
quick and simple inferences (e.g., inferring that you like a
certain TV program because you smile when you watch it). 

According to Bem’s (1965, 1972) self-perception theory,
when people are not attuned to their internal states, they can
infer their own attitudes from their behaviors just as they might
do when inferring the attitudes of others. Self-perception may
be more likely to operate under relatively low-effort condi-
tions. For example, Taylor (1975) conducted a study in which
women evaluated the photographs of men under high or low
personal relevance conditions. Participants also received false
physiological feedback about their responses toward some of
the men (see Valins, 1966). Taylor found that the women in-
ferred attitudes from their ostensible physiological reactions to
a greater extent when personal relevance was low than when it
was high (see also Chaiken & Baldwin, 1981; Wood, 1982).
This implies that self-perception processes are more likely to
operate when the likelihood of thinking about the attitude ob-
ject is relatively low rather than high.

Attribution theory has also contributed to attitude change
research in other ways. In one application called the overjus-
tification effect, people come to devalue previously enjoyed
activities (e.g., running) when they are given overly sufficient
rewards for engaging in them (e.g., Lepper, Greene, &
Nisbett, 1973). If someone is given an extrinsic reward for
promoting a proattitudinal advocacy, for instance, their
attitude may become less favorable to the extent that they
view their behavior as stemming from the reward rather than
from the merits of the position they are endorsing (e.g., Scott
& Yalch, 1978). Furthermore, attribution theory has shed
light on the processes by which inferences about a message
source impact attitudes. For example, Eagly, Chaiken, and
Wood (1981) argued that when people are exposed to a per-
suasive communication, their expectancies regarding the
source of the communication have an important impact on
their acceptance of that source’s position. If the communica-
tor advocates a position that violates his or her own self-in-
terest, he or she is perceived as more trustworthy and the
position as more valid. If the communicator takes a position
consistent with self-interest, however, he or she is perceived
as less trustworthy and the position as less valid. When the
position is viewed as valid, it can be accepted with relatively
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little scrutiny. However, when the position is seen as possibly
invalid, effortful scrutiny of the information is increased
(Priester & Petty, 1995). We find it interesting that when a
source takes a position that violates his or her group’s interest
(rather than individual self-interest) the source is not seen as
more trustworthy—perhaps because violating group interest
is seen as disloyal. As a result, when an individual advocates
a position that violates group interest, people are surprised
and this leads to enhanced message scrutiny (Petty, Fleming,
Priester, & Feinstein, 2001).

Heuristics

The heuristic-systematic model of persuasion (HSM;
Chaiken et al., 1989) suggests that when people are engaged
in relatively little information-processing activity, they typi-
cally evaluate persuasive information in terms of stored
heuristics, or simple decision rules based on prior experiences
or observations. One such heuristic might be that length im-
plies strength. In several studies (e.g., Chaiken, 1987; Petty &
Cacioppo, 1984) it has been found that people are more per-
suaded by messages containing large numbers of examples or
arguments, but only when recipients of such messages are rel-
atively unmotivated to engage in extensive thought (e.g., low
need for cognition or low personal relevance). Similarly,
some people might have stored heuristics pertaining to source
credibility, such as experts are usually correct, and use of
these heuristics is especially potent when personal relevance
is relatively low (e.g., Petty, Cacioppo, & Goldman, 1981),
distraction is high (e.g., Kiesler & Mathog, 1968), or elabora-
tion likelihood is low for some other reason (see Andreoli &
Worchel, 1978; Wood & Kallgren, 1988).

As noted earlier, according to dual process models, source
expertise, like other variables, can serve in other roles when
the elaboration likelihood is moderate or high—such as af-
fecting the extent of processing or biasing argument process-
ing. If source expertise takes on other roles, its impact under
high elaboration conditions can be equivalent to or even ex-
ceed its impact under low elaboration conditions (Chaiken &
Maheswaran, 1994; Kruglanski & Thompson, 1999; Petty,
1994).

A variety of additional variables have been shown to oper-
ate as cues when the elaboration likelihood is low—such as
source attractiveness (e.g., Chaiken, 1980) and speed of
speech (e.g., S. M. Smith & Shaffer, 1995). These variables
also can serve in other roles as the likelihood of elaboration is
increased (see Petty & Wegener, 1998, for a review). Chaiken
et al. (1989) propose that the use of heuristics depends on
their availability (i.e., the heuristic must be stored in mem-
ory), accessibility (i.e., it must be activated from memory),

and applicability to the judgment at hand (see Chaiken,
Wood, & Eagly, 1996). Although this proposition is intrigu-
ing, little research has been conducted examining these as-
pects of heuristics (but see Chaiken & Eagly, 1983). Thus, the
operation of some variables that have been attributed to
heuristics under low elaboration conditions (e.g., a person’s
mood state; Schwarz, 1990; Schwarz & Clore, 1983) might
instead have impact on attitudes through some other periph-
eral process (e.g., classical conditioning). Nevertheless, the
heuristic concept has been very useful and has sparked a
great deal of persuasion research. 

RELATIVELY HIGH-EFFORT PROCESSES
OF ATTITUDE CHANGE

In addition to the low-effort attitude change mechanisms de-
scribed previously, attitudes can also be formed and changed
through relatively high-effort processes. According to dual-
process formulations, these high-effort processes tend to in-
fluence persuasive outcomes when motivation and ability to
think are relatively high, such as when the issue is of high
personal relevance, when people are accountable for their
judgments, when they have high knowledge on the topic,
when few distractions are present, and so forth.

Message Learning and Reception 

Early information-processing theories of attitude change held
that persuasion was contingent upon a sequence of stages, in-
cluding attention, comprehension, learning, acceptance, and
retention of the information in a persuasive communication
(Hovland, Janis, & Kelley, 1953). Thus, a given persuasive
appeal would be successful to the extent that the message and
its conclusion were processed, understood, accepted, and
later recalled. McGuire (1968) later modified this model
and focused on two core processes—reception and yielding.
According to McGuire, variables could influence persuasive
outcomes by affecting either of these processes, and variables
might affect each process in different ways. For example, in-
creasing intelligence might increase the likelihood of recep-
tion but decrease the likelihood of yielding. Although some
research has examined the role of literal comprehension or
reception of a message in attitude change (Eagly, 1974), a
majority of the research in this domain has addressed the
reception-yielding hypothesis by assessing the relationship
between attitude change and message recall. Despite the intu-
itive appeal of the model, considerable research has demon-
strated that attitudes and message recall are often weakly
related at best (e.g., Anderson & Hubert, 1963; Watts &
McGuire, 1964; see Eagly & Chaiken, 1993, for a review).



Relatively High-Effort Processes of Attitude Change 365

A number of factors have been proposed to account for the
relatively low correlation between attitude change and infor-
mation recall. One argument, for example, has been that
simple learning theories do not account for the fact that dif-
ferent people form different evaluations of information con-
tained in persuasive messages—that is, although one person
may be convinced by an argument, someone else might find it
to be ludicrous (see Petty, Ostrom, et al., 1981). Yet both
might be able to recall the argument. Attitude change has been
found to correspond more closely with information recall
when individuals’ unique assessments of the information
recalled is accounted for (Chattopadhyay & Alba, 1988).
Furthermore, attitudes have been found to correlate more
strongly with learning and recall when people are not evaluat-
ing information on-line at the time of exposure. For example,
when processing is made difficult (e.g., Bargh & Thein, 1985;
Bodenhausen & Lichtenstein, 1987), when people are given
nonevaluative processing goals (e.g., Chartrand & Bargh,
1996; Hastie & Park, 1986; Lichtenstein & Srull, 1987;
Mackie & Asuncion, 1990), or when they are the type of
people who do not spontaneously engage in evaluation (low
in their need to evaluate; Tormala & Petty, 2001), the attitude-
recall correlation is higher. Under these conditions, when peo-
ple are asked to report their attitudes, they are forced to first
retrieve what they can from memory, and then base their atti-
tudes on the evaluative implications of this information.

Cognitive Response Approach

Following a series of early findings that attitude change and
information recall were not consistently related, researchers
developed the cognitive response approach to persuasion
(e.g., Brock, 1967; Greenwald, 1968; Petty, Ostrom, et al.,
1981). According to this approach, attitudes and message
argument recall are not always related because persuasion
typically depends largely on an individual’s idiosyncratic
thoughts in response to a persuasive message (i.e., thoughts
about message arguments or other factors such as the tone,
source, or context of the message). According to the cognitive
response view, when exposed to a persuasive message, peo-
ple reflect on the message with respect to their preexisting
knowledge and prior attitude (if they have one), considering
information not contained in the message itself. Three aspects
of people’s cognitive responses have proven important.

Extent of Thought

First, investigators have explored determinants of the extent
of issue-relevant thinking. As noted earlier in our discussion

of the elaboration likelihood model, a number of variables
have been found to affect how much people are motivated
(e.g., personal relevance) or able (e.g., distraction) to think
about a persuasive communication. 

Content of Thought

Another aspect of thinking that has garnered considerable re-
search attention is the content of thought. Perhaps the most
important dimension in this regard is the overall valence of
the thinking that occurs. Researchers typically categorize
thoughts as favorable, unfavorable, or neutral, and then com-
pute an overall valence index (e.g., positive thoughts minus
negative thoughts; see Mackie, 1987). According to the cog-
nitive response approach, persuasion can be increased to the
extent that the message elicits mostly favorable thoughts
(e.g., If we raise taxes, the roads will improve and reduce my
commute time) and few unfavorable thoughts (e.g., If we
raise taxes, I’ll have less money to go out to dinner). On the
other hand, people can resist messages to the extent that they
generate mostly unfavorable thoughts and few favorable
thoughts.

As noted earlier, people can be motivated to generate par-
ticular thoughts by external variables such as their mood
(Petty et al., 1993) or the message source (Chaiken &
Maheswaran, 1994). In a series of studies on resistance to
change, McGuire (1964) demonstrated that counterarguing
of persuasive messages could be increased by giving people
weak attacking messages prior to a stronger attack. The un-
derlying logic of this inoculation approach to resistance is
that a small dose of an attacking virus (i.e., a weak challenge
to the person’s attitude that is refuted) motivates the person to
build up antibodies (i.e., counterarguments) that can be used
against subsequent attacks. Even if an exact defense is not
anticipated, people are presumably motivated by the inocula-
tion treatment (i.e., the initial attack and refutation) to defend
their attitudes by counterarguing opposition messages in the
future. Recent research has shown that having people experi-
ence a successful defense of their attitudes can produce
greater confidence in the initial attitude. This enhanced confi-
dence renders the attitude not only more resistant to change
in the future, but also more predictive of future behavior
(Tormala & Petty, in press).

Confidence in Thoughts

In addition to extent and content of thinking, recent research
has uncovered a third aspect of thought that influences
persuasion—the confidence people have in their own cognitive
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responses. According to the self-validation hypothesis (Petty,
Briñol, & Tormala, in press), people vary in the extent to which
they have confidence in or doubt the validity of the thoughts
that they generate to a persuasive message. Although thoughts
in which people have confidence have a large impact on atti-
tude change, thoughts in which people have low confidence do
not. Thus, this research suggests that favorable thoughts in-
crease persuasion primarily when people have confidence in
them. Similarly, unfavorable thoughts decrease persuasion
mostly when people have confidence in them. When confi-
dence in thoughts is low, thoughts do not predict attitudes very
well even under high elaboration conditions.

Several variables have been shown to affect the confi-
dence people have in their thoughts and thereby to influence
the extent of attitude change. For example, in one study
(Briñol & Petty, 2001), people who were nodding their head
in a yes (vertical) fashion while listening to a message re-
ported more confidence in their thoughts than did people who
were nodding their heads in a no (horizontal) fashion. As a re-
sult, when processing a compelling message that elicited
mostly favorable thoughts, people nodding yes were more
persuaded than were people nodding no (see also Wells &
Petty, 1980). However, when processing a specious message
that elicited mostly unfavorable thoughts, people nodding
yes were less persuaded than were people nodding no. In ad-
dition to head nodding, the ease of generating thoughts
affects the confidence people have in them (Tormala, Petty, &
Briñol, in press). When people are asked to generate a small
and easy number of cognitive responses (e.g., counterargu-
ments or favorable thoughts), they have more confidence in
the responses and rely on them to a greater extent in deter-
mining their attitudes than when they are asked to generate a
higher and more difficult number of thoughts.

Self-Persuasion with No Message

The importance of one’s own thoughts in producing persua-
sion outcomes is highlighted in research showing that self-
persuasion can occur even in the absence of an external
message. For example, research has demonstrated that per-
suasion in the absence of a message can occur when individ-
uals are asked to actively present or generate their own
messages or even when individuals are simply permitted to
engage in thought about an attitude object. 

Role Playing

Early research on role playing in persuasion found it to be an
effective tool to increase persuasion as well as the resistance

and persistence of the resulting attitudes. In one of the earliest
role-playing demonstrations, Janis and King (1954) examined
the differential effects of having people actively present per-
suasive arguments versus passively hear arguments presented
by others. Results indicated that participants who actively
generated and presented messages were typically more per-
suaded than were those who passively listened to messages.
This effect has been replicated numerous times (e.g., Elms,
1966; Greenwald & Albert, 1968; Janis & Mann, 1965).

A number of mechanisms have been proposed to account
for these role-playing effects. Janis (1968) proposed a biased
scanning explanation whereby individuals, in the process of
supporting an attitudinal position, recruit consistent beliefs
and inhibit inconsistent beliefs (see also, Kunda, 1990). This
interpretation is based in part on the finding that improvisa-
tion is an important element in eliciting role-playing effects.
King and Janis (1956) showed that a process of active argu-
ment generation was necessary to elicit role-playing persua-
sion effects. Simply reading a set of persuasive arguments to
others did not elicit as much persuasion as did extemporane-
ously elaborating on the message. Presumably, actively gen-
erating arguments in favor of a given position leads to the
active retrieval of supportive information that is uniquely
persuasive to the individual and to the inhibition of nonsup-
porting information (Greenwald & Albert, 1968; Janis &
King, 1954). The information that people self-generate might
seem particularly compelling to the generator because of the
enhanced effort involved in generation over passive exposure
(Festinger, 1957)—or the arguments might seem more com-
pelling simply because they are associated with the self (i.e.,
an ownness bias; Perloff & Brock, 1980). People might also
have more confidence in the thoughts that they generate,
leading them to be more influential than are arguments re-
ceived by others (Petty, et al., 2002).

Mere Thought

Some research has indicated that attitude polarization can
sometimes occur when individuals simply engage in exten-
sive thought about an attitude object (see Tesser, Martin, &
Mendolia, 1995, for a review). Attitude polarization follow-
ing thought requires a well-integrated and consistent attitude
schema (e.g., Chaiken & Yates, 1985; Tesser & Leone, 1977);
otherwise, thought leads to attitude moderation. This rela-
tionship appears to be bidirectional—that is, just as having a
consistent schema fosters attitude polarization with thought,
simply thinking about an issue also tends to increase schema
consistency via the generation of schema-consistent cogni-
tions and the reinterpretation of inconsistent cognitions (e.g.,
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Millar & Tesser, 1986; Sadler & Tesser, 1973; Tesser &
Cowan, 1975).

The attitudinal consequences of mere thought are depen-
dent upon the salient subset of information that is the focus of
the thought (Tesser, 1978). Attitude change can sometimes
occur following thought because individuals focus on selec-
tive subsets of information (e.g., Levine, Halberstadt, &
Goldstone, 1996; Wilson, Dunn, Kraft, & Lisle, 1989). For
example, when participants are instructed to analyze the rea-
sons for their attitudes, they often focus on those that are eas-
iest to verbalize (Wilson et al., 1989). Consequently, they
may often overemphasize the cognitive component of their
attitudes to the neglect of the affective component, leading
to a momentary attitude shift. Selective focus on a subset of
attitude-relevant information increases the impact of that lim-
ited subset of information on attitude judgments and can con-
sequently lead to suboptimal decision making (e.g., Wilson
et al., 1993; Wilson & Schooler, 1991).

Self-Persuasion as a Result of Dissonance Processes

We have seen that self-persuasion can occur when people are
prompted to think by receiving a persuasive message, by
doing a role-playing exercise, or by simply being asked to
think. Attitude change can also occur when a person’s own
behavior motivates him or her to think. A common assump-
tion of many persuasion theories is that individuals have a de-
fault motivation of accuracy—that is, people want to hold
correct attitudes. However, the elaboration likelihood model
and other persuasion theories acknowledge that a variety of
biasing motivations can sometimes distort objective informa-
tion processing. Although a number of these motivations
exist, the motive to be consistent is the most studied, and the
theory of cognitive dissonance is the most influential of the
consistency theories. In its original formulation (Festinger,
1957), dissonance was described as a feeling of aversive
arousal akin to a drive state experienced by an individual
when he or she simultaneously held two conflicting cogni-
tions. The resulting aversive arousal was hypothesized to in-
stigate attempts to restore consonance among the relevant
cognitions. Attempts to restore consistency typically in-
volved very active thinking about the attitude object, and the
end result of this thinking was often a change in the person’s
attitude.

Dissonance Effects

A large body of research using different experimental para-
digms has supported the essence of dissonance theory (see

Brehm & Cohen, 1962; Cooper & Fazio, 1984; Harmon-Jones
& Mills, 1999; for reviews). Some experimental procedures
used to induce dissonance include coaxing people to write
counterattitudinal essays under the illusion of free choice
(e.g., Losch & Cacioppo, 1990), undergoing harsh initiations
to join an uninteresting group (e.g., Aronson & Mills, 1959),
selecting between two different but equally desirable products
(e.g., Brehm, 1956), and eating grasshoppers after a request
from a dislikable person (Zimbardo, Weisenberg, Firestone, &
Levy, 1965). In these instances, people become more favor-
able toward the initially counterattitudinal position, the
uninteresting group, the chosen product, and the initially dis-
tasteful grasshoppers.

Early work in dissonance theory suggested that individu-
als must directly resolve the cognitive inconsistency by
changing their attitudes—generating cognitions to make the
dissonant elements more consistent (i.e., bolstering)—or by
minimizing the importance of the dissonant cognitions (i.e.,
trivializing; see Simon, Greenberg, & Brehm, 1995). How-
ever, some research has suggested that dissonance can be
reduced (at least temporarily) by engaging in virtually any ac-
tivity that distracts one from the dissonance. For example, in-
dividuals appear to successfully reduce their dissonance by
affirming even unrelated aspects of their self-concepts
(Steele, 1988; Tesser & Cornell, 1991), by consuming alcohol
(Steele, Southwick, & Critchlow, 1981), or by watching a
comedy film (Cooper, Fazio, & Rhodewalt, 1978). By con-
trast, individuals avoid receiving even positive information
about themselves if it is highly related to the dissonance-
arousing event, and when such exposure is forced, the amount
of experienced dissonance increases (Blanton, Cooper,
Skurnik, & Aronson, 1997).

A number of research studies have supported the hypothe-
sis that physiological arousal follows from situations thought
to induce cognitive dissonance (e.g., Elkin & Leippe, 1986;
Losch & Cacioppo, 1990), and such arousal has been shown
to be subjectively unpleasant (Elliot & Devine, 1994). When
the arousal can be plausibly misattributed to some unrelated
environmental agent (rather than to the true dissonance-
arousing event), dissonance-based attitude change fails to
occur (e.g., Fazio et al., 1977; Zanna & Cooper, 1974). How-
ever, evidence for the mediational role of arousal in eliciting
dissonance-based attitude change is equivocal. Some work,
for example, suggests that the experience of dissonance has
less to do with arousal per se and more to do with feeling un-
pleasant (e.g., Higgins, Rhodewalt, & Zanna, 1979; Losch &
Cacioppo, 1990). Additionally, in contrast to the predictions
of dissonance theory, attitude change following a dissonance
induction can sometimes fail to reduce dissonance-based
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arousal (Elkin & Leippe, 1986; Harmon-Jones, Brehm,
Greenberg, Simon, & Nelson, 1996). 

Limiting Conditions

Early research supported the hypothesis that dissonance was
experienced when a person had insufficient justification for
violating a belief or attitude (Festinger, 1957; Festinger &
Carlsmith, 1959). Since the original formulation of the disso-
nance construct, however, many researchers have imposed
limiting conditions on the basic dissonance predictions. For
example, some researchers asserted that commitment to the
behavior was necessary to elicit dissonance (e.g., Brehm &
Cohen, 1962). Additionally, some research indicates that cog-
nitive inconsistency per se is neither necessary nor sufficient
to generate dissonance. In an influential new look at disso-
nance research, Cooper and Fazio (1984) concluded that for
dissonance to be aroused, an individual must be responsible
for engaging in an action that has negative or undesired con-
sequences. If an individual engages in a counterattitudinal ac-
tion that has no apparent effect (e.g., Collins & Hoyt, 1972;
Cooper & Worchel, 1970) or a positive effect (Scher &
Cooper, 1989), dissonance effects do not occur. Similarly,
even a proattitudinal behavior can arouse dissonance if it has
unintended, aversive consequences (Scher & Cooper, 1989).
Moreover, if the individual does not feel responsibility for the
discrepant action because the consequences were unforesee-
able (e.g., Cooper, 1971; Hoyt, Henley, & Collins, 1972), dis-
sonance likewise fails to obtain.

Alternative Views

Two additional alternatives implicate the self as the essential
component in eliciting dissonance. Steele’s self-affirmation
theory suggests that dissonance results from any threat to
viewing oneself as “adaptively and morally adequate”
(Steele, 1988, p. 262). Alternately, Aronson (1969) has ar-
gued that dissonance is based on inconsistency between one’s
self-view and one’s actions (e.g., I am a good person and did
a bad deed). These two alternatives differ in their predictions
of whether individuals prefer self-verification or self-
enhancement. Steele’s self-affirmation theory predicts that
people prefer positive feedback even if it is inconsistent with
their self-view, whereas Aronson’s self-inconsistency view
postulates that people will prefer self-consistent feedback
even if it is negative. The views also differ in whether people
high or low in self-esteem should be more susceptible to dis-
sonance effects. The self-inconsistency view holds that indi-
viduals high in self-esteem should show greater dissonance
effects because it is more inconsistent for a person with high

self-esteem to engage in bad deeds. The self-affirmation view
holds that high self-esteem individuals should show reduced
dissonance effects because they have more self-affirmational
resources to use to protect against dissonance. Unfortunately,
the research evidence on this question is mixed, with some
studies showing greater dissonance effects for individuals
with low self-esteem (Steele, Spencer, & Lynch, 1993) and
other studies showing greater dissonance effects for persons
with high self-esteem (Gerard, Blevans, & Malcolm, 1964).

A final alternative is the self-standards model of disso-
nance (Stone & Cooper, 2001). This model attempts to put the
new look, self-consistency, and self-affirmation theories
under a single conceptual umbrella by suggesting that disso-
nance results from the violation of salient normative or idio-
graphic self-standards. According to this model, when
dissonant-relevant self-attributes are salient, higher disso-
nance should result in persons with high than low self-esteem.
This is because high self-esteem individuals have higher per-
sonal standards and the dissonant behavior is more likely to
be inconsistent with these standards. When irrelevant self-at-
tributes are salient, however, the opposite pattern is predicted
to occur; this is because the positive irrelevant self-attributes
should provide high self-esteem individuals with greater self-
affirmational resources to draw upon and therefore reduce the
need to engage in self-justification via attitude change. Last,
when normative standards are more salient, dissonance
should be equal between high and low self-esteem individu-
als because the same normative standard is determining dis-
sonance arousal for everyone (see Stone & Cooper, 2001, for
more detail regarding these predictions).

The true distinctions between the original dissonance the-
ory, the new look formulation, the self-approaches, and the
self-standards model are sometimes nebulous, however, and
findings consistent with one approach can often be incorpo-
rated by another. For example, results that could be inconsis-
tent with the new look formulation include the finding that
engaging in counterattitudinal behaviors with no apparent
consequences to others (Harmon-Jones, 2000; Harmon-Jones
et al., 1996) or engaging in proattitudinal behaviors with
positive consequences to others (Dickerson, Thibodeau,
Aronson, & Miller, 1992; Prislin & Pool, 1996; Stone,
Aronson, Crain, Winslow, & Fried, 1994) can elicit disso-
nance-based attitude change. However, when aversive con-
sequences are considered to be “anything that blocks one’s
self-interest or an event that one would rather have not occur”
(Cooper & Fazio, 1984, p. 232; Cooper, 1992) or the viola-
tion of some standard (Cooper, 1999), the new look approach
can accommodate such results (Cooper, 1992; cf. Harmon-
Jones, 2000; Harmon-Jones et al., 1996; Stone & Cooper,
2001).
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Results that might be inconsistent with the original disso-
nance formulation include the finding that proattitudinal be-
haviors can elicit dissonance when aversive consequences
result (e.g., Scher & Cooper, 1989) and that inconsistency
might fail to arouse dissonance if the individual has low
consistency needs (e.g., Cialdini, Trost, & Newsom, 1995;
Snyder & Tanke, 1976). The original dissonance formulation
might account for such results by considering the importance
of the cognitions creating the inconsistency (Harmon-Jones
et al., 1996). Important cognitions should have greater weight
in determining dissonance magnitude than should unimpor-
tant cognitions. Therefore, if aversive (and inconsistent) con-
sequences are highly important, they could override the
effect of the proattitudinal act itself (Harmon-Jones et al.,
1996). Similarly, individual differences in consistency needs
might be accounted for by differential importance weights
across individuals.

As should be apparent, the original dissonance formula-
tion and its alternatives appear to be quite flexible in ac-
counting for the wide variety of effects one’s behavior can
have on one’s attitude. The flexibility associated with these
different ways of interpreting dissonance findings affords
greater explanatory breadth, but it comes with a cost. Specif-
ically, this flexibility makes it difficult to accurately predict
when any given individual will experience dissonance—a
criticism that has often been leveled at dissonance theory
(Aronson, 1992, 1999).

Nondissonance Alternatives

In addition to the dissonance modifications described previ-
ously, two nondissonance alternatives have been proposed to
account for the findings of dissonance researchers. One such
alternative is self-perception theory. As described earlier,
self-perception theory (Bem, 1965) holds that individuals
often infer their attitudes from their own behavior. Self-
perception theory was a formidable opponent to the disso-
nance view because it was able to account for many of the
results attributed to dissonance mechanisms (Greenwald,
1975). It later became apparent that self-perception was a dif-
ferent phenomenon that functioned in different settings and
was not simply an alternative explanation for cognitive dis-
sonance (e.g., Beauvois, Bungert, & Mariette, 1995). For in-
stance, in contrast to dissonance processes, self-perception
processes appear to operate when one’s behavior falls in
one’s latitude of acceptance and thus elicits little aversive
arousal (Fazio et al., 1977). In addition, whereas dissonance
reduction has been proposed to require considerable cogni-
tive effort (Festinger, 1957), self-perception processes appear
to involve simpler attributional decisions that operate under

relatively low-effort circumstances (see attribution section in
this chapter).

A second alternative mechanism is impression manage-
ment. Proponents of this view believe that the attitude change
observed in dissonance experiments results not from aversive
arousal associated with cognitive inconsistency, but instead
from the desire to appear consistent to others (e.g., Tedeschi
et al., 1971). Although impression management is a motiva-
tional variable that can affect attitude reports, it cannot
account for all dissonance phenomena. For example, disso-
nance-based attitude change can also occur in situations in
which attitude reports are private and anonymous and should
therefore arouse no impression management concerns (e.g.,
Baumeister & Tice, 1984; Hoyt et al., 1972).

Combinatory Approaches

Combinatory approaches emphasize the different ways in
which individuals assign value to pieces of information and
integrate them into a structure of beliefs and attitudes. These
models differ in their emphasis on the types of information
individuals consider, as well as the means by which the in-
formation is integrated. Three different types of models have
received the most research attention.

Probabilogical Model

The probabilogical model (McGuire, 1960, 1981; Wyer,
1970, 1974) suggests that beliefs are represented in memory
in a network of syllogistic structures that have both horizon-
tal and vertical dimensions. Each syllogism contains two
premises that logically imply a conclusion. 
Consider the following syllogism: 

Premise 1: Drinking Brand X beer makes one popular.
Premise 2: Being popular is desirable.
Conclusion: Drinking Brand X beer is desirable. 

The conclusion of this syllogism relies on Premises 1 and 2.
The vertical structure of the network is formed by related
syllogisms. For example, Premises 1 and 2 could each be
the conclusion of other syllogisms, and the premises that
lead to these conclusions could each be the conclusions of
yet other syllogisms. The vertical structure of the network
has important implications for attitude change because
changing beliefs at one point in the vertical structure can
lead to logical change in other elements within the vertical
structure.

The network of syllogisms also has a horizontal structure.
The horizontal dimension incorporates other syllogisms that
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share the same conclusion and can also have important impli-
cations for attitude change. In particular, the probabilogical
model specifies that belief in the conclusion of a syllogism
should be resistant to the extent that many other syllogisms
imply the same conclusion. Hence, if a conclusion that Brand
X beer is desirable rests on a single syllogism, undermining
one belief in the syllogism should easily undermine one’s
belief that Brand X beer is desirable. However, if multiple
premises support Brand X’s virtues, undermining a single
syllogism should have less of an effect—that is, the more in-
formation on which an attitude is based, the more difficult it
should be to change the attitude.

Importantly, the models of McGuire (1960, 1981) and
Wyer (1970, 1974) do not assume that beliefs in premises or
conclusions are all or none. Rather, people can hold beliefs
with differing degrees of likelihood. A number of studies
have shown that the probability one assigns to a conclusion
follows closely what it should based on the laws of probabil-
ity (Henninger & Wyer, 1976; Rosen & Wyer, 1972; Wyer,
1973). More important is that changes in the belief of a con-
clusion based on a change in belief in one of the premises can
also be predicted to a good extent by the laws of probability
(McGuire, 1981). However, logical consistency is not the
only factor that determines the strength of people’s beliefs.
The desirability of the beliefs is also important. This hedonic
consistency (McGuire, 1960) leads to a bias such that people
tend to see as likely things that are good, and to see as good
things that are likely. 

One of the most interesting elements of the probabilogical
model is its ability to describe how some attitudes or judg-
ments affect others. The model offers one explanation for
how attitude change on one issue such as abortion can affect
related attitudes such as one’s attitude toward contraception
(Mugny & Perez, 1991; see also Dillehay, Insko, & Smith,
1966). Changing one attitude can lead to a change in another
if the attitudes are somehow related in the syllogistic network
(e.g., being derived from common premises; see also Crano &
Chen, 1998).

Expectancy-Value Formulations

Expectancy-value theories propose that attitudes reflect an
individual’s subjective assessment of the likelihood that an
attitude object will be associated with positive or negative
consequences or related to important values (Peak, 1955;
Rosenberg, 1956; see Bagozzi, 1985, for a review). A partic-
ularly influential model, the theory of reasoned action
(Fishbein & Ajzen, 1975, 1981), posits that attitudes are a
multiplicative function of the desirability of an individual’s
salient beliefs about an attitude object and the likelihood that

those beliefs are true. For example, one’s attitude towards a
political candidate could be predicted by the expectancy that
the candidate will enact certain policies if elected and the
value or desirability the individual places on those policies. 

Although studied primarily within the framework of be-
havioral prediction rather than that of attitude change, this
formulation has clear implications for the successful devel-
opments of persuasive communications. Specifically, the the-
ory of reasoned action implies that attitude change should
follow changes in perceptions of the likelihood or desir-
ability of the consequences associated with a position (see
Albarracín, in press; Petty & Wegener, 1991, for discussion).
And, in fact, a number of studies have indicated that persua-
sive messages and contextual variables such as a person’s
mood can produce attitude change by changing the perceived
likelihood or desirability of salient beliefs (e.g., Albarracín &
Wyer, 2001; Fishbein, Ajzen, & McArdle, 1980; Lutz, 1975;
MacKenzie, 1986; Wegener, Petty, & Klein, 1994). 

Although some researchers have proposed that virtually all
attitude change occurs via the thoughtful consideration of like-
lihood and desirability assessment (Fishbein & Middlestadt,
1995; McGuire & McGuire, 1991), as we described previ-
ously, attitude change can also occur via multiple low-effort
processes. Additionally, even likelihood and desirability as-
sessments could be made via low-effort processes. For exam-
ple, under low-elaboration conditions, individuals are prone to
believing whatever they hear (Gilbert, 1991; Gilbert, Tafarodi,
& Malone, 1993) and perceiving stimuli positively (Cacioppo
& Berntson, 1994; Peeters & Czapinski, 1990). Repeated
exposure appears to magnify these propensities. For example,
repeated exposure to a piece of information increases percep-
tions of its validity (e.g., Arkes, Boehm, & Xu, 1991), and as
noted earlier, repeated mere exposure to a stimulus increases
its desirability (Zajonc, 1968), even when the exposure is sub-
liminal (Bornstein & D’Agostino, 1992).

However, it seems likely that the retrieval and integration
of likelihood and desirability assessments of multiple salient
beliefs would require effort and would occur only when indi-
viduals have the ability and motivation to do so. In support of
this reasoning, expectancy-value processes tend to account
for more variance in attitudes when motivation (e.g., the need
for cognition; Wegener et al., 1994) and ability (e.g., topic-
relevant knowledge; Lutz, 1977) to think are high.

Information Integration

In addition to specifying the primary components of atti-
tudes, attitude theorists have also attempted to specify the
means by which these components are combined to influence
attitudes. As just noted, the expectancy-value formulation of
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Fishbein and Ajzen predicts that the information is combined
additively to form attitudes—that is, attitudes are postulated
to be the sum of the likelihood � desirability products for each
salient attribute associated with the attitude object. However,
other theorists such as Anderson (1971) have proposed that
beliefs are combined by an averaging function. In this formu-
lation, each salient belief is weighted by the individual’s as-
sessment of the importance of that piece of information. 

Anderson’s averaging model has proven efficacious in ex-
plaining the impact of different information on resulting atti-
tudes or summary judgments. The flexibility of the averaging
account in accommodating the data is simultaneously its
greatest strength and weakness (see Eagly & Chaiken, 1984;
Petty & Cacioppo, 1981). By adjusting the weighting para-
meter of the initial attitude or beliefs in a post hoc fashion,
the model can accommodate nearly any finding, but an 
a priori basis for different combinatory patterns is not well
specified by the model. Distinguishing the averaging account
from additive accounts can be exceedingly difficult, and cru-
cial tests have yet to emerge. At present, there is some sug-
gestion that people are more likely to use an adding
integration rule when thinking is at the low end of the elabo-
ration continuum (Betsch, Plessner, Schwieren, & Gütig,
2001), but they use an averaging rule when elaboration is
higher (Petty & Cacioppo, 1984).

WHAT HAPPENS WHEN ATTITUDES CHANGE?

We have now discussed the major low- and high-effort
approaches to understanding attitude change.As we noted ear-
lier, all of these approaches focus on changing a person’s ex-
plicit attitude—but what role do implicit attitudes play in
attitude change? Our previous discussion of implicit and ex-
plicit attitudes suggested that a given individual might hold
more than one attitude toward the same attitude object—one
explicit and one implicit. It has been demonstrated, for in-
stance, that although people tend to report favorable attitudes
toward minority group members on some explicit measures,
they may simultaneously show evidence of unfavorable atti-
tudes on more implicit measures (e.g., Banaji & Greenwald,
1995; Devine, 1989; Dovidio et al., 1997; Fazio et al., 1995;
Wittenbrink, Judd, & Park, 1997). A common explanation for
this finding (e.g., Devine, 1989) has been that negative associ-
ations develop early in life and remain accessible in memory
even after more positive attitudes are later formed. This expla-
nation is consistent with the dual-memory system articulated
by E. R. Smith and DeCoster (2000). According to this model,
people have two memory systems—a slow-learning system
that detects regularities in the environment over time and a

fast-learning system designed more for the memory of single
events or one-time experiences. Based on this formulation,
conflicting attitudes might coexist in different systems.

The possibility of people having both implicit and explicit
attitudes has a number of important implications. Perhaps the
most relevant implication for attitude change is that it suggests
that on some occasions when attitudes appear to change (e.g.,
when initial negative racial attitudes become more positive),
the new attitude might not literally replace the old attitude,
but may instead coexist in such a way that the old attitude
can resurface under specifiable circumstances (Cacioppo
et al., 1992; Jarvis, Petty, & Tormala, 1999; Petty, Baker, &
Gleicher, 1991; Wilson et al., 2000). This notion is a radical
departure from previous treatments of attitude change—that
is, the prevailing assumption of prior models was that when
attitude change occurred, the prior attitude was incorporated
into the new attitude such that the old attitude ceased to exist
and was replaced by the new one. In his information integra-
tion theory discussed earlier, Anderson (1971) represented
this mathematically as

An =
(
w0 A0 +

∑
wi si

)/(
w0 +

∑
wi

)
(15.1)

This formula says that a person’s new attitude ( An) following
some new information (s) is a weighted (w) average of the
new information and the old attitude ( A0). Stated differently,
the old attitude is weighted by its importance along with the
importance of the new information, each piece of which has
some scale value (s). After the integration has taken place, the
old attitude is replaced by the new one.

In contrast to the information integration approach,
the notion of implicit attitudes suggests that people can have
different attitudes toward the same object: one that is explicit
and one that is implicit. According to the dual attitude model
(Wilson et al., 2000), two attitudes can form when one atti-
tude, A0, changes to another, An. When this occurs, the
original attitude A0 does not actually disappear. Instead,
according to this model, it becomes implicit and persists
in memory along with An , which is considered the explicit
attitude. The dual attitude model is depicted schematically in
the top panel of Figure 15.1. This model represents a case
in which a person with an initially negative attitude toward a
racial group subsequently becomes positive. Wilson et al.
posit that both attitudes can influence responding. Whereas
the newer (explicit) attitude affects controlled responses
(e.g., direct attitude measures; deliberative behaviors), the
older (now implicit) attitude affects responses that individu-
als are not motivated or able to control (e.g., indirect attitude
measures; spontaneous behaviors; see Dovidio et al., 1997;
and Greenwald & Banaji, 1995, for similar views).
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An alternative to the dual attitude model, the PAST (prior
attitudes are still there; Jarvis et al., 1999; Petty & Jarvis,
1998) model was also proposed to account for what happens
to the old attitude when attitudes change. The PAST model
differs, however, in that it presents a more dynamic picture
of the relationship between the old and new attitude, suggest-
ing that both can simultaneously influence responding under
certain circumstances. In short, the PAST model, like the dual
attitudes model, holds that the prior attitude remains in mem-
ory, and because it is consciously rejected can be considered
implicit (i.e., people are unaware of currently holding this at-
titude). However, the PAST model proposes that when a new
attitude is acquired, the old attitude takes on a false or “low
confidence” tag that must also be activated if the old attitude
is to be suppressed (see Gilbert et al., 1993). The bottom
panel of Figure 15.1 presents a schematic depiction accord-
ing to the PAST model of a person who was initially unfa-
vorable toward a minority group and then became favorable.
According to the PAST model, to the degree that the false tag
is accessible, the newer attitude will guide responses (see
also Kawakami et al., 2000). The prior attitude will have an
impact, however, if it was never fully rejected (i.e., no false
tag or a weak one), if the false tag cannot be retrieved, or if
the tag is retrieved but one is still unable to inhibit the prior

attitude’s influence for some other reason. According to the
PAST model, when current and prior attitudes conflict and
both are accessible, they should produce ambivalent respond-
ing. Thus, the PAST model, unlike the dual attitude model,
suggests that current and prior attitudes do not always oper-
ate in an either-or fashion. Rather, depending on the circum-
stances, either one or the other or both could exert some
impact. Over the coming years, the viability of dual atti-
tude models for understanding attitude change is likely to
receive considerable research attention.

CONCLUSIONS

Our goal in this chapter has been to present an organizing
framework for understanding the psychological processes re-
sponsible for attitude change. Since the earliest empirical
studies of attitude change in the 1920s, much has been
learned about the underlying determinants and consequences
of different attitude change processes. We divided the theo-
retical processes responsible for modifying attitudes into
those that emphasize effortful thinking about the central mer-
its of the attitude object and those that rely on less cognitively
demanding processes. This framework allows understanding
and prediction of what variables affect attitudes and in what
general situations they do so. In addition, this framework
helps to place the various minitheories of attitude change in
their proper domain of operation. For example, high-effort
processes like cognitive responses should account for attitude
change in those contexts in which thinking is expected to be
high, whereas a lower-effort process such as balance or use of
simple heuristics should be more likely to account for empir-
ical effects in those contexts in which thinking is expected to
be low. Finally, recognition of an elaboration continuum per-
mits understanding and prediction of the strength of attitudes
changed by different processes. Attitudes that are changed as
a result of considerable mental effort tend to be more persis-
tent, resistant to counterpersuasion, and predictive of behav-
ior than are attitudes that are changed by a process invoking
little mental effort in assessing the central merits of the
object.

Although a multitude of processes are involved in chang-
ing attitudes, we have a reasonably good handle on what
these processes are and when they operate. Yet despite the
considerable progress that has been made in understanding
attitude change, much work remains to be done. The next
decade will likely bring advances in a number of areas. First,
greater appreciation is needed for the view that any one vari-
able is capable of multiple roles in the persuasion process. At
present, most studies still focus on the one process by which

Figure 15.1 What happens when attitudes change? (Top
panel). In the dual attitudes model, when attitudes change
from Time 1 to Time 2, the old attitude becomes implicit and
the new attitude is the explicit attitude (Wilson et al., 2000).
(Bottom panel). In the PAST model, when attitudes change,
the old attitude acquires a “false” tag which allows for the
possibility of ambivalent responding (Jarvis et al., 1999;
Petty & Jarvis, 1998).
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a variable has an impact on attitudes. More research is needed
on the multiple ways in which variables can influence atti-
tudes in different situations. Second, one of the most exciting
new domains of inquiry is the interplay between explicit and
implicit attitudes. For example, what is the best way to con-
ceptualize and assess implicit attitudes? Under what condi-
tions are implicit and explicit attitudes likely to guide action?
Are some attitude change processes more likely to influence
implicit attitudes, whereas others are more likely to change
explicit attitudes? Work on the topic of implicit attitudes is in
its infancy, but the next decade promises to provide more de-
finitive answers to these and other questions.
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The belief that we are the masters of our own destiny surely
ranks among the most fundamental of human conceits. This
overarching self-perception is viewed by many scholars as a
prerequisite to personal adjustment, enabling us to face un-
certainty with conviction and challenges with perseverance
(cf. Alloy & Abramson, 1979; Deci & Ryan, 1985; Kofta,
Weary, & Sedek, 1998; Seligman, 1975; Taylor & Brown,
1988), and as equally central to the maintenance of social
order because of its direct link to the attribution of personal
responsibility (cf. Baumeister, Stillwell, & Heatherton, 1994;
Shaver, 1985). Its adaptive significance notwithstanding, the
sense that one’s actions are autonomous, self-generated, and
largely impervious to external forces is routinely exagger-
ated in daily life (e.g., Langer, 1978; Taylor & Brown, 1988),
and ultimately can be dismissed as philosophically untenable
to the extent that it reflects naive assumptions about personal
freedom (cf. Bargh & Chartrand, 1999; Skinner, 1971).
Social psychologists know better, and in their pursuit of the
true causal underpinnings of behavior, they have routinely

placed the individual at the intersection of various and sundry
social forces. In this view, people represent interdependent
elements that together comprise larger social entities, be they
familial, romantic, or societal in nature. Against this back-
drop, people continually influence and in turn are influenced
by one another in myriad ways. Social influence is the
currency of human interaction, and although its operation
may be subtle and sometimes transparent to the individuals
involved, its effects are pervasive.

In recognition of the primacy of influence in the social
landscape, G. W. Allport (1968) defined the field of social
psychology as “an attempt to understand . . . how the thought,
feeling, and behavior of the individual are influenced by the
actual, imagined, or implied presence of others.” No other
topic in social psychology can lay claim to such centrality.
After all, no one has defined social psychology as the study of
impression formation or self-concept, nor have researchers
investigating such topics done so without assigning a promi-
nent role to social influence processes. The belief in self-
determination may well be important for personal and
societal function, but the reality of social influence is equally
significant—and for many of the same reasons. Our aim in
this chapter is to outline the fundamental features of social
influence and to illustrate the manifestations of influence in
different contexts. In so doing, we emphasize the various
functions served by social influence, both for the individual
and for society.

Preparation of this chapter was supported in part by Grant SBR-
11657 from the National Science Foundation and Grant 1H01F07310
from the Polish Committee for Scientific Research. The constructive
comments of Irving Weiner and Melvin Lerner on an earlier draft are
greatly appreciated.
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OVERVIEW OF CHAPTER

Because social influence is deeply embedded in every aspect
of interpersonal functioning, any attempt to discuss it apart
from all the topics and research traditions defining social psy-
chology is necessarily incomplete and potentially mislead-
ing. How can one divorce a depiction of basic influence
processes from such phenomena as attitude change, self-
concept malleability, or the development of close relation-
ships? As it happens, of course, any field of scientific inquiry
is differentiated into relatively self-contained regions, and
social psychology is no exception. Although it can be ar-
gued that one person’s practical differentiation is another
person’s unnecessary fragmentation (see, e.g., Gergen, 1985;
Vallacher & Nowak, 1994), it is nonetheless the case that dis-
tinct theoretical and research traditions have emerged over
the years to create a workable taxonomy of social psycholog-
ical phenomena. Despite the pervasive nature of social influ-
ence, then, it is commonly treated as a separate topic in
textbooks and secondary source summaries of relevant the-
ory and research. To an extent, our treatment of social influ-
ence works within the accepted boundary conditions. Thus,
we discuss such agreed-upon subtopics as compliance, con-
formity, and obedience to authority. At the same time, how-
ever, we attempt to impose a semblance of theoretical order
on the broad assortment of relevant processes. So although
each manifestation of influence—whether in advertising, the
military, or intimate relationships—taps correspondingly dis-
tinct psychological mechanisms, there are certain invariant
features that transcend the surface structure of social influ-
ence phenomena. 

We begin by discussing the exercise of external control to
influence people’s thoughts and behaviors. Rewards and pun-
ishments have self-evident efficacy in controlling behavior
across the animal kingdom, so their incorporation into influ-
ence techniques in human affairs is hardly surprising. We
then turn our attention to less blatant strategies of influence
that typically fare better in inducing sustained changes in
people’s thought and behavior. It is noteworthy in this regard
that the lion’s share of the literature subsumed under the so-
cial influence label emphasizes subtle manipulation rather
than direct attempts at control. We provide an overview of the
principal manipulation techniques and abstract from them
common features that are responsible for their relative
success. This theme provides the foundation for an even less
blatant approach to influence, one centering on the coordina-
tion of people’s internal states and overt behaviors. People
have a natural tendency to bring their beliefs, preferences,
and actions in line with those of the people around them, and

this tendency becomes manifest in the absence of overt or
subtle manipulation strategies. This penchant for interper-
sonal synchronization is what enables a mere collection of
individuals to become a functional unit defining a higher
level of social reality.

We then turn our attention to the manifestation of social
influence at the level of society. A central theme here is that
the emergence and maintenance of macrolevel properties in
a social system can be understood in terms of the mi-
crolevel influence processes described in the preceding
sections. We describe the results of computer simulations
demonstrating this linkage between different levels of so-
cial reality. In a concluding section, we abstract what appear
to be the common features of influence across different top-
ics and relate them to fundamental psychological processes,
chief among them the coordination of individual elements
to create a coherent higher-order unit. Our suggestions in
this regard are as much heuristic as integrative, and we offer
suggestions for future lines of theoretical work to forward
this agenda.

EXTERNAL CONTROL

The most elemental way to influence someone’s behavior is
make rewards and punishments contingent on the enactment
of the behavior. For the better part of the twentieth century,
experimental psychology was essentially defined in terms of
this perspective, and during this era a wide variety of rein-
forcement principles were generated and validated. Attempts
to extend these principles to social psychology were always
complicated by the undeniable cognitive capacities of hu-
mans and the role of such capacities in regulating behavior
(cf. Bandura, 1986; Zajonc, 1980). Nonetheless, several lines
of research based on behaviorist assumptions are represented
in social psychology (e.g., Byrne, 1971; Staats, 1975). With
respect to social influence, this perspective suggests simply
that people are motivated to do things that are associated with
the attainment of pleasant consequences or the avoidance of
unpleasant consequences. Thus, people adopt new attitudes,
develop preferences for one another, change the frequency of
certain behaviors, or take on new activities because they in
effect have been trained to do so. It’s fair to say this perspec-
tive never achieved mainstream status in social psychology,
but one might think that social influence would be an ex-
ception. Reinforcement, after all, is defined in terms of the
control of behavior, and to the extent that a self-interest
premise underlies virtually all social psychological theories
(cf. Miller, 1999), it is hard to imagine how the promise of
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reward or threat of punishment could fail to influence peo-
ple’s thoughts, feelings, and actions.

Bases of Social Power

The ability to control someone’s behavior, whether by carrot
or stick, is synonymous with having power over that person.
Presumably, then, successful influence agents are those who
are seen—by the target at least—as possessing social power.
In contemporary society, power reflects more than physical
strength, immense wealth, or the capacity and readiness
to harm others—although having such attributes certainly
wouldn’t hurt under some circumstances. Social power
instead derives from a variety of different sources, each
providing a correspondingly distinct form of behavior con-
trol. The work of French and Raven (1959; Raven, 1992,
1993) is commonly considered the definitive statement on the
various bases of social power and their respective manifesta-
tions in everyday life. They identify six such bases: reward,
coercion, expertise, information, referent power, and legiti-
mate authority.

Reward power derives, as the term implies, from the abil-
ity to provide desired outcomes to someone. The rewards
may be tangible and material (e.g., money, a nice gift), but
often they are more subtle and nonmaterial in nature (e.g., ap-
proval, affection). The compliance-for-reward exchange may
be direct and explicit, of course, as when a parent offers an
economic incentive to a child for doing his or her homework.
But the transaction is often tacit or implicit in the relationship
rather than directly stated. The salesperson who pushes used
cars with special zeal, for example, may do so because he or
she knows the company gives raises to those who meet a cer-
tain sales quota. Coercive power derives from the ability to
provide aversive or otherwise undesired outcomes to some-
one. As with rewards, coercion can revolve around tangible
and concrete outcomes, such as the use or threat of physical
force, or instead involve outcomes that are nonmaterial and
acquire their valence by virtue of less tangible features. The
parent concerned with a child’s study habits might express
disapproval for the child’s shortcomings in this regard, for
example, and the salesperson might redouble his or her ef-
forts at moving stock for fear of losing his or her job.

Expert power is accorded those who are perceived to have
superior knowledge or skills relevant to the target’s goals.
Deference to such individuals is common when the target
lacks direct personal knowledge regarding a topic or course
of action. In the physician-patient relationship, for example,
the patient typically complies with the physician’s instruc-
tions to take a certain medicine, even when the patient has no

idea how the purported remedy will cure him or her. Knowl-
edge, in other words, is power. Information power is related
to expert power, except that it relates to the specific informa-
tion conveyed by the source, not to the source’s expertise
per se. A person could stumble on a piece of useful gossip, for
example, and despite his or her general ignorance in virtually
every aspect of his or her life, this person might wield con-
siderable power for a time over those who would benefit from
this information. Knowledge is power, it seems, even in the
hands of someone who doesn’t know what he or she is talk-
ing about.

Referent power derives from people’s tendency to identify
with someone they respect or otherwise admire. “Be like
Mike” and “I am Tiger Woods,” for example, are successful
advertising slogans that play on consumers’ desire to be sim-
ilar to a cultural icon. The hoped-for similarity in such cases,
of course, is stunningly superficial—all the overpriced shoes
in the world won’t enable a teenager to defy gravity while
putting a basketball through a net or drive a small white ball
300 yards to the green in one stroke. Referent power is rarely
asserted in the form of a direct request, operating instead
through the pull of a desirable person, and can be manifest
without the physical presence or surveillance of the influence
agent. A young boy might shadow his older brother’s every
move, for example, even if the brother hardly notices, and an
aspiring writer might emulate Hemingway’s sparse writing
style even though it is fair to say this earnest adulation is
totally lost on Hemingway.

Legitimate power derives from societal norms that accord
behavior control to individuals occupying certain roles. The
flight attendant who instructs 300 passengers to put their
tables in an upright position does not have a great deal of
reward or coercive power, nor is he or she seen as necessarily
possessing deep expertise pertaining to the request, and it is
even more unlikely that he or she is the subject of identifica-
tion fantasies for most of the passengers. Yet this person
wields enormous influence over the passengers because of
the legitimate authority he or she is accorded during the
flight. Legitimate power is often quite limited in scope. A
professor, for example, has the legitimate authority to sched-
ule exams but not to tell students how to conduct their per-
sonal lives—unless, of course, he or she also has referent
power for them. Legitimate power is clearly essential to soci-
etal coordination—imagine how traffic at a four-way inter-
section would fare if the signal lights failed and the police on
the scene had to rely on gifts or their personal charisma to
gain the cooperation of each driver. But blind obedience to
those in positions of legitimate authority also has enormous
potential for unleashing the worst in people, sometimes to the
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detriment of themselves or others. In recognition of this po-
tential, social psychologists have devoted considerable atten-
tion to the nature of legitimate power, with special emphasis
on obedience to authority. Not wanting to question this schol-
arly norm, we highlight this topic in the following section. 

Obedience to Authority

Guards herding millions of innocent people into gas cham-
bers, soldiers mowing down dozens of farmers and villagers
with machine guns, and hundreds of cult members waiting in
line for lethal Kool-Aid that is certain to kill themselves and
their children: These images may be unthinkable, but they are
part of the legacy of the twentieth century. Nestled in the
security of our homes, we are nonetheless affected by such
undeniable examples of mass abdications of personal respon-
sibility and decision making; they can keep us up nights, not
to mention undermine our sense of control. Although recent
times have no monopoly on genocide, the abominations of
World War II intensified the drive to plumb the depths of so-
cial influence, especially influence over the many by the few
in the name of legitimate authority.

The best-known and most provocative line of research on
this topic is that of Stanley Milgram (1965, 1974), who con-
ducted a set of controversial laboratory experiments in the
early 1960s. Milgram wanted to document the extent to which
ordinary people will take orders from a legitimate authority
figure when compliance with the orders entails another per-
son’s suffering. The idea was to replicate in a relatively be-
nign setting the dynamics at work during wartime, when
soldiers are given orders to kill enemy soldiers and citizens.
In his experimental situation, ostensibly concerned with the
psychology of learning, participant “teachers” were asked to
deliver electric shocks to “learners” (who were actually ac-
complices of Milgram) if the learners produced an incorrect
response to an item on a simple learning task. In the initial
study, Milgram (1965) found that 65% of the subjects cast in
the teacher role obeyed the experimenter’s demand to pro-
ceed, ultimately administering 450 volts of electricity to a
learner (a mild-mannered, middle-aged man with a self-
described heart condition) in an adjoining room, despite hear-
ing the learner’s protests, screams, and pleas to stop
emanating from the other room. Milgram subsequently per-
formed several variations on this procedure, each designed to
identify the factors responsible for the striking level of obe-
dience initially observed. In one of the most intriguing
variations, subjects were cast in the learner role as well as the
teacher role, and the experimenter eventually told the teacher
to cease administering shocks. Remarkably, some learners
in this situation insisted that the teacher continue “teaching”

them for the good of the experiment. Because the learner did
not have the same degree of legitimacy as the experimenter
did, however, none of the teachers acceded to the learner’s
demand to continue shocking them.

Milgram’s findings proved unsettling to scholars and
laypeople alike. With the horrors of World War II still fairly
fresh in people’s memories, Milgram’s research suggested
that Hitler’s final solution was not only fathomable, but per-
haps also likely to occur again under the right circumstances.
After all, these findings were produced by people from a
nation of self-professed mavericks whose ancestors had risen
up against the motherland’s authority less than two centuries
earlier. Subsequent research employing Milgram’s basic par-
adigm has demonstrated comparable levels of obedience in
many other countries, including Australia, Germany, Spain,
and Jordan (Kilham & Mann, 1974; Meeus & Raaijmakers,
1986). The tendency to defer to legitimate authority, even
when the demands of authority run counter to one’s personal
beliefs and inhibitions, appears to be robust, representing
perhaps an integral part of human nature.

The power of authority can derive from purely symbolic
manifestations, such as titles or clothing, even when the
ostensible authority has no credible claim to his or her role
as a legitimate authority figure. A man wearing a security
guard’s uniform, for example, can secure compliance with a
request to pick up litter, even when the requests are made in
a context outside the guard’s purview (Bickman, 1974).
Even fictional symbols of authority can produce compliance.
Television advertising trades on this tendency with astonish-
ing commercial success. For example, the actor Robert
Young, who played the part of Dr. Marcus Welby in a popu-
lar TV doctor series in the 1960s, wore a white lab coat in a
commercial for Sanka (a brand of decaffeinated coffee). He
was not an expert on coffee and certainly not a real doctor,
yet the symbols of his authority (the white lab coat, the
association with Dr. Welby) were sufficient to increase dra-
matically the sales of Sanka. Even when an actor states at
the outset of a commercial pitch that I am not a doctor, but I
play one on TV, his recommendations regarding cold reme-
dies are followed by a significant portion of the viewing
audience. This deference to titles and uniforms can have
devastating effects. A study performed in a medical context,
for example, found that 95% of nurses who received a
phone call from a “doctor” agreed to administer a dangerous
level of a drug to a patient (Hofling, Brotzman, Dalrymple,
Graves, & Pierce, 1966).

Although pressures to obey authority are compelling,
obedience is not inevitable. Research has shown, for exam-
ple, that obedience to authority is tempered when the vic-
tim’s suffering is highly salient and when the authority figure
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is made to feel personally responsible for his or her actions
(Taylor, Peplau, & Sears, 1997). Resistance to authority is
enhanced, moreover, when the resister receives social sup-
port and in situations in which he or she is encouraged to
question the motives, expertise, or judgments of the author-
ity figure (Taylor et al., 1997). It should be reiterated, how-
ever, that legitimate authority serves important social
functions and should not be viewed with a jaundiced eye
only as a necessary evil in the human condition. Policeman,
judges, elected representatives, and school crossing guards
could not perform their duties if their power were not based
on an aura of legitimacy. And as much as teachers like to be
liked and to be seen as experts, their power over students in
the classroom hinges to a large extent on students’ perceiving
them as legitimate authority figures. Even parents, who
wield virtually every other kind of power (reward, coercion,
expertise, information) over their children, must occasion-
ally remind their offspring who is ultimately in charge in
order to exact compliance from them. Obedience to author-
ity, in sum, is pervasive in informal and formal social rela-
tions, and is neither intrinsically good nor intrinsically bad.
Like many features of the human condition, its potential for
good or evil is dependent on the restraint and judgment of
those who exercise it.

Limitations of External Control

If the exercise of power always had its intended effect, both
scholarly and lay interest in social influence would be mini-
mal. Why bother obsessing over something as obvious as the
tendency of people to defer to people in a position to offer
rewards or threaten punishment? Is detailed experimentation
really necessary to figure out why we listen to experts or
model the behavior and attitudes of people we admire? And
what could be more obvious than the observation that we typ-
ically comply with the demands and requests of those who
are perceived as entitled to influence us in this way? Fortu-
nately for social psychologists—and perhaps for intellectu-
ally curious laypeople as well—the story of social influence
does not end with such self-evident conclusions, but rather
unfolds with a far more interesting plotline. There is reason to
think, in fact, that the general approach to influence outlined
previously is among the least effective ways of implementing
true change in people’s thoughts and feelings relevant to the
behavior in question. Indeed, a fair portion of theoretical and
research attention over the last 40 years has focused on the
tendency for heavy-handed efforts at influence to boomerang,
promoting effects opposite to those intended. This is espe-
cially the case for attempted influence that trades on reward
and coercive power, although the assumptions underlying

this line of theory and research would seem to hold true for
legitimate power as well.

Psychological Reactance

To a certain extent, the failure of power-based approaches to
induce change in people’s action preferences can be traced to
the fundamental human conceit noted at the outset. People
want to feel like they are the directors of their own fate (cf.
Deci & Ryan, 1985), and accordingly are sensitive to attempts
by others to diminish this self-perceived role. No one really
likes to be told what to do, and influence attempts that are
seen in this light run the risk of producing resistance rather
than compliance. Reactance theory (J. W. Brehm, 1966; S. S.
Brehm & Brehm, 1981) trades on the assumption that people
like to feel free, specifying how people react when this feel-
ing is undermined. The basic idea is that when personal free-
doms are threatened, people act to reassert their autonomy
and control. Commanding a child not to do something runs
the risk of eliciting an I won’t! rebuttal, for example, or reluc-
tant compliance that disappears as soon as the surveillance is
lifted (e.g., Aronson & Carlsmith, 1963). In effect, all the
bases of power at the parent’s disposal—reward, coercion,
referent, expert, legitimate—pale in comparison to the child’s
distaste for having his or her tacit agreement removed from
the parent-child exchange.

Considerable evidence has been accumulated over the
years in support of the basic tenets of reactance theory (cf.
Burger, 1992). Research by Burger and Cooper (1979), for
example, found that even something as basic and sponta-
neous as humor appreciation is subject to reactance effects.
Male and female college students were asked to rate ten car-
toons in terms of funniness. Some participants rated the
cartoons when alone, but others provided the ratings after re-
ceiving instructions from confederates to give the cartoons
high ratings. Results revealed that pressure by the confeder-
ates tended to backfire, producing funniness ratings lower
than those produced by participants not subject to the pres-
sure. This effect was pronounced among individuals who had
scored high on a preexperimental personality assessment of
need for personal control.

Some studies have produced rather counterintuitive find-
ings that call into question the basis for certain public policy
initiatives. In a study investigating attempts to reduce alco-
hol consumption, for example, participants who received a
strongly worded antidrinking message subsequently drank
more than did those who received a moderately worded mes-
sage (Bensley & Wu, 1991). The strongly worded message
presumably was perceived by participants as a threat to their
personal freedom, to which they reacted by drinking more



388 Social Influence and Group Dynamics

rather than less in an effort to assert their sense of control.
Findings such as these cast into doubt the wisdom of the Just
say no mantra of many contemporary drug education pro-
grams aimed at young people. The slogan itself may promote
the very behavior it is intended to discourage, because it rep-
resents a rather direct short-circuiting of targets’ personal
decision-making machinery. There is evidence, in fact, that
the Just say no approach has backfired in some instances,
producing increased rather than decreased consumption of
illegal substances—although it is not entirely clear that this
effect is due primarily to reactance (Donaldson, Graham,
Piccinin, & Hansen, 1995). 

The experience of psychological reactance is not limited to
influence techniques that trade on power per se. Indeed, the
concern with protecting one’s self-perceived freedom can cur-
tail the effectiveness of any influence attempt that is seen as
such. The use of flattery to seduce a target into a new course of
action, for example, can backfire if the target is aware—or
simply suspicious—that the flattery is being strategically em-
ployed for manipulative purposes (e.g., Jones & Wortman,
1973). Indeed, any attempt to gain influence over another per-
son by becoming attractive to him or her runs a serious risk of
failure if the attempted ingratiation is transparent to the per-
son. Jones (1964) has referred to this stumbling block to inter-
personal influence as the “ingratiator’s dilemma.” Normally,
we like to hear compliments, to have others agree with our
opinions, and to interact with people who are desirable by
some criterion. As intrinsically rewarding as these experi-
ences are, they also make us correspondingly vulnerable to re-
quests and other forms of influence from the people in
question. When their compliments become obsequious or if
their desirability is buttressed by a little too much name-
dropping, we become suspicious that they are playing on this
vulnerability with a particular agenda in mind. The result is
resistance rather than assent to their subsequent requests, even
requests that might otherwise seem quite reasonable.

Reactance, in short, is a pervasive human tendency that
sets clear limits on the effectiveness of all manner of social
influence. Power-based forms of influence are particularly
vulnerable to reactance effects, not only because they are
linked to a restriction of freedom for targets, but also because
they tend to be explicit and thus transparent to targets. Letting
someone know that you are trying to influence him or her is a
decidedly poor strategy—unless, of course, your real goal is
to get him or her to do the opposite. 

Reverse Incentive Effects

Twentieth-century social psychology is a story of two seem-
ingly incompatible perspectives on human nature. For the

first half of the century, social psychology accepted as
received wisdom the notion that the behavior of organisms,
humans included, is ultimately under the control of external
reinforcement. The mindless S-R models invoked by radical
behaviorists may not have been most theorists’ cup of tea, but
no one seriously challenged the assumption that contingen-
cies of positive and negative reinforcement play a pervasive
role in shaping people’s psychological development as well
as their specific behavior in different contexts. People’s con-
cern over personal freedom was certainly recognized by
social psychologists, but more often than not this penchant
was considered an independent force that competed with re-
inforcement for the hearts and minds of people in their daily
lives. Thus, people struggled to control their impulses, resist
temptation, delay gratification, and maintain their dignity in
the face of incentives to do otherwise. 

After mid-century, something akin to a phase transition
began to take place in social psychology. Fueled in large part
by an emerging emphasis on the importance of cognitive me-
diation, theory and research began to question the imperial
role of rewards and punishments in shaping personal and in-
terpersonal behavior. People’s latent preoccupation with self-
determination, for example, came to be seen not simply as a
force that competed with reinforcement, but rather as a con-
cern that was activated by explicit reinforcement contingen-
cies (cf. de Charms, 1968; Deci & Ryan, 1985). Thus, the
awareness of a contingency was said to sensitize people to
the potential loss of self-determination if they were to adjust
their behavior in accordance with the contingency. In effect,
awareness of a contingent relation between behavior and re-
ward weakened the power of the contingency, leaving the de-
sire for self-determination the dominant casual force. This
reasoning, of course, is consistent with the assumptions of
reactance theory, described above. The dethroning of rein-
forcement theory, however, went far beyond a recognition of
people’s need for autonomy, freedom, and the like. Two
major perspectives in particular captured the academic spot-
light for extended periods of time, and today they still stand
as basic insights into human motivation—including motiva-
tion relevant to social influence.

The first of these, cognitive dissonance theory (Festinger,
1957), sparked psychologists’ imagination in large part
because of its seemingly counterintuitive take on the role of
rewards in shaping thought and behavior. The essence of the
theory is a purported drive for consistency in people’s
thoughts and feelings regarding a course of action. When
inconsistency arises, it is experienced as aversive arousal,
which motivates efforts to eliminate or at least reduce the
inconsistency so as to reestablish affective equilibrium. This
sounds straightforward enough, but under the right conditions
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a concern for restoring consistency can produce what can be
described as reverse incentive effects (cf. Aronson, 1992;
Wicklund & Brehm, 1976). In a prototypical experimental
arrangement, subjects are induced to perform an action that
they are unlikely to enjoy (e.g., a repetitive or boring task) or
one that conflicts with an attitude they are likely to hold (e.g.,
writing an essay in support of raising tuition at their univer-
sity). At this point, varying amounts of monetary incentive
are offered for the action’s performance; some subjects are
offered a quite reasonable sum (e.g., $20), others are offered
a mere pittance (e.g., $1). Virtually all subjects agree to par-
ticipate regardless of the incentive value, so technically they
all perform a counterattitudinal task (i.e., a task that conflicts
with their attitude concerning the task).

According to Festinger, the dissonance experienced as a
result of such counterattitudinal behavior can be reduced by
changing one of the cognitive elements to make it consistent
with the other element. In this situation, the relevant cognitive
elements for subjects presumably are their feelings about the
action and their awareness they have performed the action.
Because the latter thought cannot be changed (i.e., the damage
is done), the only cognitive element open to revision is their
attitude toward the action (which conveniently had not been
assessed yet). So, the theory holds, subjects faced with this
cognitive dilemma will adjust their attitude toward the action
to make it consistent with the fact that they have engaged in the
action. Subjects who performed a boring task now consider it
interesting or important. Subjects who wrote an essay espous-
ing an unpopular position now indicate they hold that position
themselves. In effect, subjects rationalize their behavior by
indicating that it really reflected their true feelings all along.

At this point, one might assume that all subjects would
follow this scenario. But revising one’s attitude is not the
only potential means of reducing the dissonance brought on
by counterattitudinal behavior. Festinger suggested that a
person can maintain his original attitude if he or she can jus-
tify the counterattitudinal behavior with other salient and rea-
sonable cognitive elements. This is where the large versus
small reward manipulation enters the picture. A subject of-
fered a large incentive (e.g., $20) for performing the act
can use that fact to justify what he or she has done. Who
wouldn’t do something boring or even write an essay one
doesn’t believe if the price were right? The reward, in other
words, obviates the psychological need to change one’s feel-
ings about what one has done. A subject offered a token in-
centive (e.g., $1), on the other hand, cannot plausibly argue
that the reward justified engaging in the boring activity or
writing the disingenuous essay. The only recourse in this sit-
uation is to revise one’s own attitude and indicate liking for
the activity or belief in the essay’s position. 

Note the upshot here: The smaller the contingent reward,
the more positive one’s resultant attitude toward the behavior;
or conversely, the larger the contingent reward, the more neg-
ative one’s attitude toward the rewarded behavior. This repre-
sents a rather stunning reversal of the conventional wisdom
regarding the use of rewards to influence people’s behavior.
To be sure, large rewards are useful—often necessary—to get
a person to perform an otherwise undesirable activity or to
express an unpopular attitude. But the effect is likely to be
transitory, lasting only as long as the reward contingency is in
place. To influence the person’s underlying thoughts and feel-
ings regarding the action, and thereby bring about a lasting
change in his or her behavioral orientation, it is best to em-
ploy the minimal amount of reward. In effect, lasting social
influence requires reconstruction within the person rather
than inducements from the outside.

Mental processes are notoriously hard to pin down objec-
tively, of course, and this fact of experimental psychology
has always been a problem for dissonance theory. Festinger
and his colleagues did not attempt to measure what they
assumed to be the salient cognitions at work in the reward
paradigm, nor have subsequent researchers fared much better
in providing definitive evidence regarding the stream of
thought presumably underlying the experience and reduction
of psychological tension. With this gaping empirical hole in
the center of the theory, it is not surprising that other theorists
soon rushed in to fill the gap with their own inferences about
the true mental processes at work. In effect, the results ob-
served in cognitive dissonance research served as something
of a Rorschach for subsequent theorists, each of whom saw
the same picture but imparted somewhat idiosyncratic inter-
pretations of its meaning. Not all interpretations have fared
well, however, and among those that have, there is sufficient
common ground to characterize (in general terms at least) a
viable alternative to the dissonance formulation. 

Central to the alternative depiction of reverse incentive ef-
fects is the assumption that people’s minds are first and fore-
most interpretive devices, designed to impose coherence on
the sometimes diverse and often ambiguous elements of per-
sonal experience. In analogy to Gestalt principles of percep-
tion, cognitive processes “go beyond the information given”
(Bruner & Tagiuri, 1954) to impart higher-order meaning that
links the information in a stable and viable structure. With re-
spect to the dissonance paradigm, subjects’ cognitive playing
field is presumably populated with an abundance of salient or
otherwise relevant information. These cognitive elements in-
clude the nature of the task (the activity or essay) and the
money received, of course, but they no doubt encompass an
assortment of other thoughts and feelings as well. Thus, sub-
jects may be sensitized to their sense of personal freedom and
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control in that context, for example, or perhaps to their sense
of personal competence in performing the task. For that mat-
ter, subjects might also be considering their feelings about the
experimenter, pondering the value of the experiment, or
rethinking the value of psychological research in general. In
view of the plethora of likely cognitive elements and the po-
tential for these elements to come in and out of focus in the
stream of thought, the achievement of coherence is anything
but a trivial task. What processes are at work to impart
coherence to this complex and dynamic array of information?
And what psychological dimensions capture the resultant
coherence?

There is hardly a shortage of relevant theories. Several
early models, for example, emphasized processes of causal
attribution (cf. Bem, 1972; Jones & Davis, 1965; Kelley,
1967) that were said to promote personal interpretations
favoring either internal causation (e.g., personal beliefs and
desires) or external causation (most notably, the monetary
incentive). In this view, a large incentive provides a reason-
able and sufficient cause for engaging in the activity, short-
circuiting the need to make inferences about the causal role
of one’s beliefs or desires. A small incentive, on the other
hand, is not perceived as a credible cause for taking the time
and expending the effort to engage in the activity, so one in-
stead invokes relevant beliefs and desires as causal forces
for the behavior. In effect, the counterintuitive influence
of rewards is a testament to their perceived efficacy in caus-
ing people to do things they might not otherwise do. Causal
attribution, of course, is not the only plausible endpoint of
coherence concerns. Other well-documented dimensions
relevant to higher-order integrative understanding include
evaluative consistency (cf. Abelson et al., 1968), explanatory
coherence (cf. Thagard & Kunda, 1998), narrative structure
(cf. Hastie, Penrod, & Pennington, 1983), and level of action
identification (cf. Vallacher & Wegner, 1987). It is hardly sur-
prising, then, that a number of other models have been fash-
ioned and tested in an attempt to explain why rewards
sometimes fail to influence people’s beliefs and desires in
the intended direction (e.g., Csikszentmihalyi, 1990; Deci &
Ryan, 1985; Kruglanski, 1975; Harackiewicz, Abrahams, &
Wageman, 1987; Trope, 1986; Vallacher, 1993).

Taken together, the various models emphasizing inference
and interpretation have a noteworthy advantage over the
standard dissonance reduction model in that they predict re-
verse incentive effects for any action, not just those that are
likely to be viewed in a context-free manner as aversive by
some criterion (e.g., repetitive, boring, pointless, time-
consuming, etc.). Indeed, some of the most interesting re-
search has established conditions under which otherwise
enjoyable or interesting activities can seemingly lose their

intrinsic interest by virtue of their association with material
rewards (cf. Lepper & Greene, 1978). Rewards do not always
have this effect, however, a point that has been incorporated
with varying degrees of success into many of these models.
Still, the theoretical preoccupation with the effects of rewards
has generated an unequivocal lesson: The success or failure
of attempted influence depends on how the attempt engages
the mental machinery of the target. Rewards can be perceived
as bribery and aversive consequences can mobilize resis-
tance, for example, and both can activate concerns about
one’s freedom of action and self-determination. Social influ-
ence does not operate on blank minds, but rather encounters
an active set of interpretative processes that operate accord-
ing to their own dynamics to make sense of incoming infor-
mation (Vallacher, Nowak, Markus, & Strauss, 1998).

MANIPULATION

Change in people’s behavior can be imposed from the outside
by the exercise of power, but this approach to influence may
prove effective only as long as the relevant contingencies
(reward, punishment, expertise, information) are in place. To
influence people in a more fundamental sense, it is necessary
to include them as accomplices in the process. A self-sustain-
ing change in behavior requires a resetting of the person’s in-
ternal state—her or her beliefs, preferences, goals, and so
on—in a way that preserves the person’s sense of freedom
and control. Assuming the influence agent has an agenda that
does not coincide with the target’s initial preferences and
concerns, the agent may then find it necessary to employ sub-
tle strategies designed to manipulate the relevant internal
states of the target. Couched in these terms, social influence
boils down to various means by which an agent can obtain
voluntary compliance from targets in response to his or her
requests, offers, or other forms of overture. Research has
identified several compliance-inducing strategies, some of
which rely on basic interpersonal dynamics, others of which
reflect the operation of basic social norms. We discuss spe-
cific manifestations of these general approaches in the fol-
lowing sections.

Manipulation Through Affinity

Could you pass the broccoli? Will you marry me? Whether
the agenda at issue is mundane or life-altering, requests pro-
vide the primary medium by which people seek compliance
from one another. Requests are a fairly routine feature of
everyday social interaction and have been examined for their
effectiveness under experimental arrangements designed to
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identify basic principles. However, requests are also central
to businesses, charitable organizations, political parties, and
other societal entities that depend on contributions of money,
effort, or time from the citizenry. Accordingly, much of the
knowledge concerning compliance has been gleaned from
observation—sometimes participant observation—of profes-
sional influence agents operating in charitable, commercial,
or political contexts (cf. Cialdini, 2001). Experimentation
and real-world observation provide cross-validation for
one another, and together have generated a useful taxonomy
of effective strategies for obtaining compliance. Many of
these strategies are based on what can be called the affinity
principle—the tendency to be more compliant in the hands of
an influence agent we like as opposed to dislike.

The Affinity Principle

Whoever suggested caution in the face of friends bearing
gifts may not have been advocating cynicism, but rather self-
preservation. Extensive research supports the commonsense
notion that personal affinity motivates compliance. From
sales professionals, the consummate chameleons of the com-
mercial world, to con artists preying on the elderly and
college students calling home for cash, several effective in-
fluence strategies rest on the influence agent’s being liked,
known by, or similar to the target. When such affinity exists
between agent and target, ruse is not necessarily a prerequi-
site for compliance. Quite the opposite, in fact, can be true. 

Consider, for example, the Tupperware Corporation,
which has exploited the power of friendship in an unprece-
dented fashion. It has been reported that a Tupperware party
occurs somewhere every 2.7 seconds (Cialdini, 1995)—
although they typically last much longer than that, which
suggests the sobering possibility that there is never a moment
without one. The format is as follows: A host invites friends
and relatives over to his or her home to participate in a gath-
ering at which Tupperware products are demonstrated by a
company representative. Armed with the knowledge that
their friend and host will receive a percentage of sales, the at-
tendees tend to buy willingly, because they are purchasing
from someone they know and like rather than from a stranger.
As confirmation for the pivotal role of “liking” in this con-
text, Frenzen and Davis (1990) found that 67% of the vari-
ance in purchase likelihood was accounted for by socials ties
between the hostess and the guest and only 33% by product
preference.

Personal affinity has been shown to be a potent compli-
ance inducer even in the absence of the liked individual.
Anecdotal evidence of this phenomenon abounds in our daily
lives. It is the rare parent who has not sent his or her child

around to friends and neighbors to collect for a school
walkathon or raffle. The child, hardly the embodiment of a
“compliance professional” (Cialdini, 2001), represents the
parent who is (one would hope) liked by the target. In the
same vein, Cialdini (1993) discovered that door-to-door
salespersons commonly ask customers for names of friends
upon whom they might call. Although we may wonder what
kind of friends a person might surrender in this way, rejecting
the salesperson under these circumstances apparently is seen
as a rejection of the referring friend—the person for whom
affinity is felt. The potency of the affinity principle per se
may be diminished by the physical absence of the liked per-
son, but the allusion appears nonetheless to render the target
more susceptible to other compliance tactics. 

The affinity principle is not limited to influence seekers
and their surrogates, but applies as well to those who are
known or at least recognized by the target. During elections,
for example, voters have been shown to cast their ballots for
candidates with familiar-sounding names (Grush, 1980;
Grush, McKeough, & Ahlering, 1978). In similar fashion,
survey response rates sometimes double if the sender’s name
is phonetically similar to the recipient’s (Garner, 1999).
Physical attractiveness represents another extension of the
affinity principle. A total stranger blessed with good looks
has a distinct advantage over his or her less attractive
counterparts in securing behavioral compliance (Benson,
Karabenick, & Lerner, 1976) and attitude change (Chaiken,
1979). Good grooming, for example, accounts for greater
variance in hiring decisions than does the applicant’s job
qualifications, although interviewers deny the impact of at-
tractiveness (Mack & Rainey, 1990). In political campaigns,
meanwhile, there is evidence that a candidate’s attractiveness
can substantially influence voters’ perceptions of him or
her and affect their voting behavior as well (Budesheim &
DePaola, 1994; Efran & Patterson, 1976). Even criminal
justice is not immune to the power of physical attractive-
ness. Better-looking defendants generally receive more fa-
vorable treatment in the criminal justice system (Castellow,
Wuensch, & Moore, 1990) and often receive lighter sen-
tences when found guilty (Stewart, 1980). 

Similarity and Affinity

Similarity between influence agent and target represents a
special case of the affinity principle. It is rarely a coincidence
when a car salesperson claims to hail from a customer’s
home state or when an apparel salesperson claims to have
purchased the very same outfit the vacillating customer is
sporting. People like those who are similar to them (cf.
Byrne, 1971; Byrne, Clore, & Smeaton, 1980; Newcomb,
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1961), and in accordance with the affinity principle, they are
inclined to respond affirmatively to requests from similar
others as well. The similarity effect encompasses a wide
range of dimensions, including opinions, background,
lifestyle, and personality traits (Cialdini & Trost, 1998). Even
similarity in nonverbal cues, such as posture, mood, and
verbal style, has been observed to increase compliance
(LaFrance, 1985; Locke & Horowitz, 1990; Woodside &
Davenport, 1974). The effect of similarity is quite pervasive,
having been demonstrated across a wide range of variation in
age, cultural background, socioeconomic status, opinion top-
ics, and relationship types (cf. Baron & Byrne, 1994). 

The power of similarity to elicit compliance has been
observed even when the dimension of similarity is decidedly
superficial in nature. Sometimes outward manifestations
of similarity such as clothing are all that are required.
Emswiller, Deaux, and Willits (1971), for example, arranged
for confederates to dress as either “straight” or “hippie” and
had them ask fellow college students for a dime to make a
phone call. When the confederate and target subject were sim-
ilar in their respective attire, compliance was observed over
two thirds of the time. When the confederate-target pair dif-
fered in clothing type, however, less than half of the students
volunteered the dime. In a related vein, Suedfeld, Bochner,
and Matas (1971) observed that if antiwar protestors were
asked by a similarly dressed confederate to sign a petition,
they tended to do so without even reading the petition. Auto-
matic compliance to the requests of others perceived to be
similar has a decidedly nonthinking quality to it. The very au-
tomaticity of the similarity principle, however, may have im-
portant adaptive significance. By using this heuristic to make
quick decisions regarding compliance requests, people can
allocate their valuable but limited mental resources to other
types of judgment and decision-making situations defined in
terms of ambiguous, conflicting, or complex information.

Esteem and Affinity

Perhaps even more basic than our propensity to do things for
those we like is our need to be liked by those we know (cf.
G. W. Allport, 1939; Baumeister, 1982; Tesser, 1988). To be
sure, for some people the desire to be liked can be overridden
by other motives, such as the need for acceptance (Rudich &
Vallacher, 1999) or desires to be seen accurately (Trope,
1986) or in accordance with one’s personal self-view
(Swann, 1990). For most people most of the time, however, it
is hard to resist the allure of flattery. Receiving positive feed-
back from someone is highly rewarding and tends to promote
a reciprocal exchange with the source. In other words, we
like others who seem to like us. When activated in this way,

the affinity principle makes the recipient of flattery a poten-
tial target for influence by the flatterer. 

Flattery has a long history as an effective compliance tech-
nique, both inside and outside the laboratory (cf. Carnegie,
1936/1981; Cialdini, 2001). Drachman, DeCarufel, and Insko
(1978), for example, arranged for men to receive positive or
negative comments from a person in need of a favor. The per-
son offering praise alone was liked most, even if the targets
knew that the flatterer stood to gain from their liking them.
Moreover, inaccurate compliments were just as effective as
accurate compliments in promoting the target’s affinity for
the flatterer. So influence agents need not bother gathering
facts to support their complimentary onslaught; simply ex-
pressing positive comments may be sufficient to woo the tar-
get and thereby gain his or her compliance. At the same time,
however, the ingratiator’s dilemma (Jones, 1964) discussed
earlier sets limits on the effectiveness of the esteem principle.
In particular, praise and other forms of ingratiation (e.g.,
opinion conformity with the target) can backfire if the ingra-
tiator’s ulterior motives are readily transparent and the praise
is seen as solely manipulative. And, of course, the influence
agent can simply overdo the flattery and come across as disin-
genuous and obsequious.

Manipulation Through Scarcity

From childhood on, we want what we lack—be it toys,
money, fancy cars, or greener grass. The cache of the unat-
tainable, for example, is a sure bet to spark competition and
fuel sales in commercial settings. Cries of today and today
only and in limited quantities have been known to drive shop-
pers like lemmings toward the blue-light special, and con-
venient Christmastime shortages of Tickle Me Elmos or
Furbees stoke the fires of demand for such toys. We may
see ourselves as impervious to such base tactics, but the
power of the human tendency to view scarcity as an indicator
of worth or desirability is undeniable, well-documented—
and routinely exploited as a method of securing compliance
(cf. Cialdini, 2001).

It’s interesting in this regard to consider the tendency for
efforts at censorship to backfire, creating a stronger demand
than ever for the forbidden fruit. The prohibition of alcohol
in the 1920s, for example, only whetted people’s appetite for
liquor and spawned the rise of secret establishments (the
speakeasy) that provided access to the scarce commodity.
Antipornography crusades typically have the same effect, in-
creasing interest in the banned books and magazines, even
among people who might not otherwise consider this particu-
lar genre. Telling people they cannot read or see something
can increase—or even create—a desire to take a proverbial
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peek at the hard-to-find commodity. By the same token, after
the censorship or prohibition is lifted, interest in the object in
question tends to wane. 

Surprisingly, there is a paucity of research on the psychol-
ogy of scarcity. The enhanced desirability of scarce items
may reflect a perceived loss of freedom to attain the items, in
line with reactance theory. The censorship example certainly
suggests that people value an object in proportion to the in-
junction against having it. People don’t like having their free-
dom threatened, and making an item difficult to obtain or
forbidding an activity clearly restricts people’s options with
respect to the item and the activity. Reactance is a reasonable
model, but one can envision other theoretical contenders.
Simple supply-and-demand economics, for example, has a
direct connection to the scarcity phenomenon. The lower the
supply-demand ratio with respect to almost any item, the
more those who control the resource can jack up the price and
still count on willing customers. Perhaps there are viable evo-
lutionary reasons for the heightened interest in scarce re-
sources. The conditions under which we evolved were harsh
and uncertain, after all, and there may have been selection
pressures favoring our hominid ancestors who were success-
ful at securing and hording valuable but limited food supplies
and other resources.

Yet another possibility centers on people’s simultaneous
desires to belong and to individuate themselves from the
groups to which they belong (e.g., Brewer, 1991). Scarcity
has a way of focusing collective attention on a particular ob-
ject, and there may be a sense of social connectedness in
sharing the fascination with others. Waiting in line with
throngs of shoppers hoping to secure one of the limited
copies of the latest Harry Potter volume, for example, is ar-
guably an annoying and irrational experience, but it does
make the person feel as though he or she is on the same wave-
length as people who would otherwise be considered total
strangers. At the same time, if the person is one of the lucky
few who manages to secure a copy before the shelves are
cleared, he or she has effectively individuated him- or herself
from the masses. In essence, influence appeals based on
scarcity may be effective because they provide a way for peo-
ple to belong to and yet stand out from the crowd in a world
where he or she may routinely feel both alienated and
homogenized.

Manipulation Through Norms

Human behavior, compliance included, is driven to a large
extent by social norms—context-dependent standards of be-
havior that exert psychological pressure toward conformity.
At the group level, norms provide continuity, stability, and

coordination of behavior among individuals. At the individ-
ual level, norms provide a moral compass for deciding how to
behave in situations that might offer a number of action alter-
natives. The norm of social responsibility (e.g., Berkowitz &
Daniels, 1964), for example, compels us to help those less
fortunate than ourselves, and the norm of equity prevents us
from claiming excessive compensation for minimal contribu-
tion to a group task (cf. Berkowitz & Walster, 1976). Norms
pervade social life, and thus provide raw material for social
influence agents. By tapping into agreed-upon and internal-
ized rules for behavior, those who are so inclined can extract
costly commitments to behavior from prospective targets
without having to flatter them.

The Norm of Reciprocity

The obligation to repay what others provide us appears to be
a universal and defining feature of social life. All human so-
cieties subscribe to the norm of reciprocity (Gouldner, 1960),
which is understandable in light of the norm’s adaptive value
(Axelrod, 1984). The sense of future obligation engendered
by this norm promotes and maintains both personal and for-
mal relationships. And when widely embraced by people as a
shared standard, the reciprocity norm lends predictability, in-
terpersonal trust, and stability to the larger social system.
Transactions involving tangible assets are only a subset of the
social interactions regulated by reciprocity. Favors and invi-
tations are returned, Christmas cards are sent to those who
send them, and compliments are rarely accepted without find-
ing something nice to say in return (Cialdini, 2001).

The social obligation that there be a give for every take is
well-documented (DePaulo, Brittingham, & Kaiser, 1983;
Eisenberger, Cotterell, & Marvel, 1987; Regan, 1971). Even
when gifts and favors are unsolicited (or unwanted), the re-
cipient feels compelled to provide something in return. The
ability of uninvited gifts to produce feelings of obligation in
the recipient is successfully exploited by many organizations,
both charitable and commercial. People may not need per-
sonalized address labels, key rings, or hackneyed Christmas
cards, but after they have been received, it is difficult not to
respond to the organization’s request for a “modest contribu-
tion” (e.g., Berry & Kanouse, 1987; Smolowe, 1990). A par-
ticularly vivid example of this tendency is provided by the
Hare Krishna Society (Cialdini, 2001). The members of this
religious sect found that they could dramatically increase the
success of their solicitations in airports simply by giving trav-
elers a free flower before asking for donations. People find it
hard to turn down a request for money after receiving an un-
solicited gift, even something as irrelevant to one’s current
needs as a flower. That receiving a flower is not exactly the
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high point of the recipients’ day is confirmed by Cialdini’s
observation that the flower more often than not winds up in a
nearby waste container shortly after the flower-for-money
transaction has been completed. 

Reciprocity can have the subsidiary effect of increasing
the recipient’s liking for the gift- or favor-giver, but the norm
can be exploited successfully without implicit application of
the affinity principle (e.g., Regan, 1971). Affect does enter
the picture, however, when people fail to uphold the norm.
Nonreciprocation runs the risk of damaging an exchange
relationship (Cotterell, Eisenberger, & Speicher, 1992;
Meleshko & Alden, 1993) and may promote reputational
damage for the offender (e.g., moocher, ingrate) that can
haunt him or her in future transactions. Somewhat more sur-
prising is evidence that negative feelings can be engendered
when the reciprocity norm is violated in the reverse direction.
One might think that someone who provides a gift but does
not allow the recipient to repay would be viewed as generous,
unselfish, or altruistic (although perhaps somewhat mis-
guided or naive). But under some circumstances, such a per-
son is disliked for his or her violation of exchange etiquette
(Gergen, Ellsworth, Maslach, & Seipel, 1975). This tendency
appears to be universal, having been demonstrated in U.S.,
Swedish, and Japanese samples.

Cooperation is an interesting manifestation of the reci-
procity norm. Just as the act of providing a gift or a favor
prompts repayment, cooperative behavior tends to elicit co-
operation in return (Braver, 1975; Cialdini, Green, & Rusch,
1992; Rosenbaum, 1980) and can promote compliance with
subsequent requests as well (Bettencourt, Brewer, Croak, &
Miller, 1992). This notion is not lost on the car salesperson
who declares that he or she and the customer are on “the same
side” during price negotiations, and then appears to take up
the customer’s fight against their common enemy, the sales
manager. Even if this newly formed alliance comes up short
and the demonized sales manager purportedly holds fast on
the car’s price, the customer may feel sufficiently obligated to
repay the salesperson’s cooperative overture with a purchase. 

A related form of reciprocity is the tactical use of conces-
sions to extract compliance from those who might otherwise
be resistant to influence. The strategy is to make a request
that is certain to meet with a resounding no, if not a rhetorical
are you kidding? The request might call for a large invest-
ment of time and energy, or perhaps for a substantial amount
of money. After this request is turned down, the influence
agent follows up with a more reasonable request. In effect,
the influence agent is making a concession and, in line with
the reciprocity norm, the target now feels obligated to make a
concession of his or her own. A study by Cialdini et al. (1975)
illustrates the effectiveness of what has come to be known as

the door-in-the-face technique. Posing as representatives of a
youth counseling program, Cialdini et al. approached college
students to see if they would agree to chaperon a group of
juvenile delinquents for several hours at the local zoo. Not
surprisingly, most of them (83%) refused. The results were
quite different, though, if Cialdini et al. had first asked the
students to do something even more unreasonable—spending
2 hours per week as counselors to juvenile delinquents for a
minimum of 2 years. After students refused this request—all
of them did—the smaller zoo-trip request was agreed to by
50% of the students, a tripling of the compliance rate. The
empirical evidence for the door-in-the face technique is im-
pressive (cf. Cialdini & Trost, 1998) and largely supports the
reciprocity of concessions interpretation. 

The power of reciprocal concessions is also apparent in
the that’s not all technique, which is a familiar trick of the
trade among salespeople (Cialdini, 2001). The tactic involves
making an offer or providing a come-on to a customer, then
following up with an even better offer before the target has
had time to respond to the initial offer. This technique is used
fairly routinely to push big-ticket commercial items. A sales-
person, for example, quotes a price for a large-screen TV, and
while the interested but skeptical couple is thinking it over,
he or she adds, “but that’s not all—if you buy today, I’m au-
thorized to throw in a free VCR.” Research confirms that the
effectiveness of the that’s not all technique is indeed attribut-
able in part to the creation of a felt need in the target to reci-
procate the agent’s apparent concession (e.g., Burger, 1986),
although the contrast between the initial and follow-up con-
cession plays a role as well. In the real world, the knowledge
that people tend to reciprocate concessions provides a cor-
nerstone of negotiation and dispute resolution. The bargain-
ing necessary to reach a compromise solution in such
instances invariably hinges on one party’s making a conces-
sion with the assumption that the other party will follow suit
with a concession of his or her own. This phenomenon can be
seen at work in a wide variety of contexts, including busi-
ness, politics, international diplomacy, and marriage.

Reciprocity in Personal Relationships

The norm of reciprocity is not limited to transactions between
people who otherwise would have little to do with one an-
other (e.g., salespeople and consumers), but rather provides a
foundation for virtually every kind of social relationship. The
reciprocity norm even plays a role in personal relationships,
serving to calibrate the fairness in people’s ongoing interac-
tions with friends and lovers. The trust and warmth neces-
sary to maintain a personal relationship would be impossible
to maintain if either partner felt that his or her overtures of
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affection, self-disclosures, offers of assistance, and birthday
gifts went unreciprocated (cf. Lerner & Mikula, 1994). There
are two complications here, however. First, the partners to a
relationship are not always equally invested in or dependent
on the relationship (e.g., Rusbult & Martz, 1995). In terms of
social exchange theory (Kelley & Thibaut, 1978; Thibaut &
Kelley, 1959), the comparison level for alternatives (CLalt)
for each partner may be substantially different, and this dif-
ferential dependency can promote exploitative behavior by
the less dependent person. In effect, the person who feels
more confident that he or she could establish desirable alter-
native relationships (i.e., the person with the higher CLalt) can
set the terms of exchange in the relationship. This power
asymmetry need not be discussed explicitly in order for it to
promote inequality in overt expressions of affection, the allo-
cation of duties and responsibilities, and decision making. 

The second complication arises in relationships that
achieve a certain threshold of closeness. Intimate partners are
somewhat loathe to think about their union in economic, tit-
for-tat terms, preferring instead to emphasize the communal
aspect of their relationship (cf. M. S. Clark & Mills, 1979).
They feel they operate on the basis of need rather than equity
or reciprocity, and this perspective enables them to make sac-
rifices for one another without expecting compensation or re-
payment. The apparent suspension of reciprocity may be
more apparent than real, however. The issue is not reciproc-
ity per se, but rather the time scale on which reciprocity and
other exchange metrics are calculated. What looks like self-
less and unrequited sacrifice by one person in the short run
can be viewed as inputs that are eventually compensated by
the other person in one form or another (cf. Foa & Foa,
1974). Depending on the sacrifice (e.g., fixing dinner vs. tak-
ing on a second job), the time scale for repayment can vary
considerably (e.g., hours or days vs. weeks or even years),
but at some point the scales need to be balanced. The sense
that one has been treated unfairly or exploited—or simply
that one’s assistance and affection have not been duly
reciprocated—can ultimately spoil a relationship and bring
about its dissolution. 

Commitment

Although it is not usually listed as a social norm, commitment
can influence behavior as much as do reciprocity, equity, re-
sponsibility, and other basic social rules and expectations
(Kiesler, 1971). After people have committed themselves to
an opinion or course of action, it is difficult for them to
change their minds, recant, or otherwise fail to stay the
course. Commitment does not derive its power solely from
the anger and disappointment that breaking of a commitment

would engender in others—although this certainly counts for
something—but also from a basic desire to act consistently
with one’s point of view. A commitment that is expressed
publicly, whether in front of a crowd or to a single individual,
is especially effective in locking in a person’s opinion or
promise, making it resistant to change despite the availability
of good reasons for reconsideration (cf. Deutsch & Gerard,
1955; Schlenker, 1980).

Agents of influence play on this seemingly noble ten-
dency, often for decidedly nonnoble purposes of their own.
Several specific techniques have been observed in real-world
settings and confirmed in research (Cialdini & Trost, 1998).
Perhaps the best-known tactic is referred to as the foot-in-the-
door, which is essentially the mirror image of the door-in-the-
face tactic. Rather than starting out with a large request and
then appearing to make a concession by making a smaller re-
quest, the foot-in-the-door specialist begins with a minor
request that is unlikely to meet with resistance. After securing
committing with this request, the influence agent ups the
ante by making a far more costly request that is consistent
with the initial request. Because of commitment concerns, it
can be very difficult at this point for the target to refuse com-
pliance. A series of clever field experiments (Freedman &
Fraser, 1966) provide compelling evidence for the effective-
ness of this tactic. In one study, suburban housewives were
contacted and asked to do something that most of them (78%)
refused to do: allow a team of six men from a consumer
group to come into their respective homes for 2 hours to
“enumerate and classify all the household products you
have.” Another group of housewives was contacted and pre-
sented with a much less inconvenience-producing request—
simply answering a few questions about their household
soaps (e.g., “What brand of soap do you use in your kitchen
sink?”). Nearly everyone complied with this minor request.
These women were contacted again three days later, but this
time with the larger home-visit request. In this case, over
half the women (52%) complied with the request and allowed
the men to rummage through their closets and cupboards for
2 hours. 

The commitment process underlying this tactic goes be-
yond the target’s concern with maintaining consistency with
the action per se. It also engages the target’s self-concept with
respect to the values made salient by the action. Thus, the
women who complied with the initial request in the Freedman
and Fraser (1966) studies were presumably sensitized to their
self-image as helpful, public-spirited individuals. To maintain
consistency with this suddenly salient (and perhaps newly
enhanced) self-image, they felt compelled to comply with
the later, more invasive request. Assuming this to be the case,
the foot-in-the-door tactic holds potential for influencing
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people’s thought and behavior long after the tactic has run its
course. Freedman and Fraser (1966) themselves noted a par-
allel between their approach and the approach employed by
the Chinese military on U.S. prisoners of war captured during
the Korean War in the early 1950s. A prisoner, approached
individually, might be asked to indicate his agreement with
mild statements like The United States is not perfect. After the
prisoner agreed with such minor anti-American statements,
he might be asked by the interrogator to elaborate a little on
why the United States is not perfect. This, in turn, might be
followed by a request to make a list of the “problems with
America” he had identified, which he was expected to sign.
The Chinese might then incorporate the prisoner’s statement
in an anti-American broadcast. As a consequence of this
ratcheting up of an initially mild anti-American statement, a
number of prisoners came to label themselves as collabora-
tors and to act in ways that were consistent with this self-
image (cf. Schein, 1956).

Commitment underlies a related tactic known as throwing
a lowball, which is routinely employed by salespeople to gain
the upper hand over customers in price negotiations (Cialdini,
2001). Automobile salespeople, for example, will seduce cus-
tomers into deciding on a particular car by offering it at a very
attractive price. To enhance the customer’s commitment to
the car, the salesperson might allow the customer to arrange
for bank financing or even take the car home overnight. But
just before the final papers are signed, something happens
that requires changing the price or other terms of the deal.
Perhaps the finance department has caught a calculation error
or the sales manager has disallowed the deal because the
company would lose money at that price. At this point, one
might think that the customer would back out of the deal—
after all, he or she has made a commitment to a particular ex-
change, not simply to a car. Many customers do not back out,
however, but rather accept the new terms and proceed with
the purchase. Apparently, in making the initial commitment,
the customer takes mental possession of the object and is re-
luctant to let it go (Burger & Petty, 1981; Cioffi & Garner,
1996).

Changing the terms of the deal without undermining the
target’s commitment is not limited to shady business prac-
tices. Indeed, lowball tactics underlie transactions having
nothing to do with economics, and can be used to gain peo-
ple’s cooperation to do things that center on prosocial con-
cerns rather than personal self-interest (e.g., Pallak, Cook, &
Sullivan, 1980). In an interesting application of the lowball
approach, Cialdini, Cacioppo, Bassett, and Miller (1978)
played on college students’ potential commitment to psycho-
logical research. Students in Introductory Psychology were
contacted to see if they would agree to participate in a study

on “thinking processes” that began at 7:00 a.m. Because this
would entail waking up before the crack of dawn, few stu-
dents (24%) expressed willingness to participate in the study.
For another group of students, however, the investigators
threw a lowball by not mentioning the 7:00 a.m. element until
after the students had indicated their willingness to take part
in the study. A majority of the students (56%) did in fact agree
to participate, and none of them backed out of this commit-
ment when informed of the starting time. After an individual
has committed to a course of action, new details associated
with the action—even aversive details that entail unantici-
pated sacrifice—can be added without undermining the psy-
chological foundations of the commitment. 

Like the lowball tactic, the bait-and-switch tactic works
by first seducing people with an attractive offer. But whereas
the lowball approach changes the rules by which the ex-
change can be completed, the bait-and-switch tactic nixes the
exchange altogether, with the expectation that the target will
accept an alternative that is more advantageous to the influ-
ence agent. Car salespeople once again unwittingly have fur-
thered the cause of psychological science by their shrewd
application of this technique (Cialdini, 2001). They get the
customer to the showroom by advertising a car at a special
low price. Taking the time to visit the showroom constitutes a
tentative commitment to purchase a car. Upon arrival, the
customer learns that the advertised special is sold, or that be-
cause of its low price, the car doesn’t come with all the fea-
tures the customer wants. Because of his or her commitment
to purchase a car, however, the customer typically expresses
willingness to examine and purchase a more expensive
model—even though he or she wouldn’t have made the trip
to look at these models in the first place. 

SOCIAL COORDINATION

To this point, social influence has been described as if it were
a one-way street. One person (the influence agent) has an
agenda that he or she wishes to impose upon another person
(the influence target). Although influence strategies certainly
are employed for purposes of control and manipulation, so-
cial influence broadly defined serves far loftier functions
in everyday life. Indeed, as noted at the outset, it is hard to
discuss any aspect of social relations without acceding a
prominent role to influence processes. Social influence is
what enables individuals to coordinate their opinions, moods,
evaluations, and behaviors at all levels of social reality, from
dyads to social groups to societies. The process of social
coordination is a thus a two-way street, with all parties to
the exchange influencing and receiving influence from one
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another. The ways and means of coordination are discussed
in this section, as are the functions—both adaptive and
maladaptive—of this fundamental human tendency.

Conformity

People go to a lot trouble to influence one another. Yet for
all the effort expended in service of manipulation, sometimes
all it takes to influence a person is to convey one’s own atti-
tude or action preference. People take solace from the ex-
pressions of like-minded people and develop new ways of
interpreting reality from those with different perspectives. In
both cases, simply expressing an opinion—no tricks, strate-
gies, or power plays—may be sufficient to bring someone
into line with one’s point of view. This form of influence cap-
tures the essence of conformity, a phenomenon that is com-
monly counted as evidence for people’s herdlike mentality.
There is a nonreflective quality to many instances of confor-
mity, but this property enables people to coordinate their
thoughts in an efficient manner and attain the social consen-
sus necessary to engage in collective action. We consider first
what constitutes conformity, and then we develop both the
positive and negative consequences of this manifestation of
social influence. 

Group Pressure and Conformity

Conformity represents a “change in behavior or belief to-
ward a group as a result of real or imagined group pressure”
(Kiesler & Kiesler, 1976). Defined in this way, conformity
would seem to be a defining feature of group dynamics.
Festinger (1950), for example, suggested that pressures to-
ward uniformity invariably exist in groups and are brought
to bear on the individual so that over time, he or she will tend
to conform to the opinions and behavior patterns of the other
group members. If one of two diners at a table for two says
that he or she finds the food distasteful and the other person
expresses a more favorable opinion, the first person is un-
likely to change his or her views to match those of his or
her companion. However, the addition of several more dinner
companions, each holding the contrary position, may well
cause the person to rethink his or her position and estab-
lish common ground with the others. If he or she has yet to
express an opinion, the likelihood of conforming to the
others’ opinions is all the greater. To investigate the variables
at work in this sort of context—group size, unanimity of
group opinion, and the timing of the person’s expressed
judgment—Solomon Asch (1951, 1956) performed a series
of experiments that became viewed unanimously by social
psychologists as classics. 

Asch’s original intention actually was to demonstrate that
people do not conform slavishly and uncritically in a group
setting (Levine, 1996). Asch put his hope for humanity to a
test in a simple and elegant way. Participants thought they
were participating in a study on perception. They sat facing a
pair of white cardboards on which vertical lines were drawn.
One card had a single line, which provided the standard for
subjects’ perceptual judgments. The second card had three
lines of varying length, one of which was clearly the same
length as the standard. Participants were simply asked to
indicate which of the three lines matched the standard. The
correct answer was always obvious, and in fact when partici-
pants were tested individually, they rarely made a mistake. To
give conformity a chance, Asch (1951) placed a naive par-
ticipant in a group setting with six other people, who were
actually experimental accomplices pretending to be naive
participants. By arrangement, the participant always made
his judgment after hearing the bogus participants make their
judgments. For the first two trials, the accomplices (and, of
course, the participant) gave the obviously correct answers.
After creating this group consensus, the accomplices gave a
unanimous but incorrect answer on the third trial—and again
on trials 4, 6, 7, 9, 10, and 12. To Asch’s surprise, the typical
participant conformed to the incorrect group response one
third of the time. Over 80% of the participants conformed to
the incorrect majority on at least one trial, and 7% conformed
on all seven of the critical trials. Although it was not his in-
tent, Asch had demonstrated that even when there is a clear
reality, people are still inclined to go along with the crowd.

Informational and Normative Influence

Presumably, Asch’s participants conformed because they
wanted the other group members to like them or because they
were fearful of ridicule if they failed to go along. During post-
experimental interviews, participants typically mentioned
these concerns as their motivation for concurring with obvi-
ously inaccurate judgments. And when Asch allowed partici-
pants to make their responses privately in writing as opposed
to publicly by voice, the extent to which participants con-
formed showed a marked decrease. Because people are obvi-
ously less concerned about the approval of others when the
others cannot monitor their behavior, these findings suggest
that participants’ conformity did in fact reflect a desire to win
approval or avoid disapproval. 

Social approval does not exhaust the possible motives for
conformity, however. Indeed, several years prior to Asch’s
research, Muzafer Sherif (1936) had concocted an equally
compelling experimental situation relevant to conformity, but
one that played on the often ambiguous nature of physical
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reality rather than concerns with acceptance, rejection, and
the like. Sherif felt that groups provide important information
for individuals—and more important, interpretative frame-
works for making coherent judgments about information.
People have a need for cognitive clarity (Schachter, 1959),
but sometimes they lack an objective yardstick for determin-
ing the true nature of their experiences. In such instances,
people turn to others, not to gain approval but rather to obtain
social clues to reality. People are highly prone to rumors, for
example, even from unreliable sources, when they hear about
goings-on for which no official explanation has been pro-
vided. A sudden noise or a hard-to-read message can simi-
larly make people prone to the assessments of others in an
attempt to clarify what has happened. 

To test this motivation for conformity, Sherif (1936)
needed a situation in which the physical environment lacked
ready-made yardsticks for understanding, so that the opera-
tion of social standards could be observed. His solution was
to take advantage of the autokinetic effect—the apparent
motion of a stationary spot of light in a dark room. The idea
was to place a group of participants in this type of situation
and ask them to make estimates of the light’s movement. Par-
ticipants, of course, were not informed that the light’s move-
ment was illusory. When tested individually, participants
varied considerably in their estimates, from virtually no
movement to more than 10 inches. He then brought together
three participants who had previously made estimates in pri-
vate, and asked them to announce their individual judgments
aloud and in succession. Despite their initial differences, par-
ticipants converged fairly quickly (often within three trials)
on a single estimate that functioned as a group standard for
the light’s movement. Sherif went on to show that after a
group defined reality for participants, they continued to ad-
here to the group judgment even after they left the group (see
also Alexander, Zucker, & Brody, 1970).

Deutsch and Gerard (1955) recognized that people can
conform for different reasons and formally distinguished be-
tween normative influence, which captures the essence of the
Asch situation, and informational influence, which reflects
participants’ motivation in the Sherif situation. Normative in-
fluence refers to conformity in an attempt to gain approval,
whereas informational influence refers to conformity in an at-
tempt to gain clear knowledge about reality. Sometimes it is
difficult to determine which basis of conformity is operative
in a given situation. Imagine, for example, that you observe
someone following the lead of others at a classical music
concert. When they sit, he or she sits. When they give a stand-
ing ovation, the person follows suit. The group influence in
this case could be normative, informational, or perhaps both,
depending on the person’s primary source of uncertainty. If

the person is unsure of his or her standing among the fellow
concert-goers, the person’s conformity could be driven by de-
sires for approval or fears of ridicule. If the person is unfa-
miliar with classical music, however, the behavior of others
might provide all-important clues about the quality of the
performance.

Normative influence is especially salient when the group
controls material or psychological rewards important to the
person (e.g., Crutchfield, 1955), when the behavior is public
rather than private (e.g., Insko, Drenan, Solomon, Smith, &
Wade, 1983), or when the person is especially eager for
approval (Crowne & Marlowe, 1964). Someone attending
the concert with prospective colleagues, for instance, may
be especially inclined to match their behavior, particularly
if he or she is uncertain about their interest in his or her
job candidacy and the concert hall has good lighting. The
salience of informational influence in turn depends on
the person’s confidence in his or her own judgment, and on
the person’s judgment of how well-informed the group is.
Thus, a classical music neophyte who sees tuxedo-clad audi-
ence members leap to their feet upon completion of the Rach
3 (Rachmaninoff’s third piano concerto) is more likely to fol-
low suit than if he or she instead sees the same behavior by
school children. A graduate of Julliard, meanwhile, is un-
likely to mimic such behavior in either case. Informational
influence tends also to take precedence, not surprisingly,
when the judgment task is particularly difficult or ambiguous
(e.g., Coleman, Blake, & Mouton, 1958). Even in the Asch
situation, conformity is increased when the lines are closer in
length and thus harder to judge (Asch, 1952), and when judg-
ments are made from memory rather than from direct percep-
tion of the lines (Deutsch & Gerard, 1955), presumably
because our memories are considered more fallible than are
our immediate perceptions.

Groupthink

Conformity clearly serves important functions, but like every
other adaptation, there are downsides as well. A particularly
troublesome aspect of conformity is groupthink (Janis, 1982).
Janis borrowed this term from George Orwell’s 1984 to refer
to a mode of thinking dominated by a concern for reaching
and maintaining consensus, as opposed to making the best
decision under the circumstances. Groupthink essentially
entails “a deterioration of mental efficiency, reality testing,
and moral judgment that results from group pressure” (Janis,
1982, p. 9). Rather than examining all possible courses of
action, people in the grips of groupthink expend their mental
energy on achieving and maintaining group solidarity and
opinion unanimity.
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The potential for groupthink exists in any group context,
informal as well as formal, but the most intriguing examples
concern decisions with far-reaching consequences by people
normally considered the best and the brightest. Janis (1982)
analyzed several such situations, including the Bay of Pigs
invasion during the Kennedy administration, the bombing of
Pearl Harbor, and the Vietnam War. Janis identified several
common factors in these instances. In each case, crucial deci-
sions were made in small groups whose members had con-
siderable respect and liking for one another. Positive regard
is certainly preferable to disinterest or disrespect, of course,
but it can also serve to inhibit criticism and close examina-
tion of one another’s suggestions. The group members also
tended to exhibit collective rationalization, systematically
discrediting or ignoring all information contrary to the
prevailing group sentiment. They also tended to develop
strong feelings that their mission (e.g., invading Cuba, imple-
menting a massive troop build-up in South Vietnam) was
moral and that the opposite side was not only immoral but
also stupid. To further cocoon the group, self-appointed
“mind-guards” precluded members from accessing informa-
tion that was inconsistent with the party line. The upshot is
something akin to tunnel vision, in which a single perspective
is seen as the only viable perspective—not because of a
rational assessment of the facts but because of the group’s
irrational espirit de corps.

Group Polarization

The groupthink phenomenon has rather straightforward im-
plications for another phenomenon—group polarization—
that was nonetheless considered surprising when first noted
by researchers (e.g., Stoner, 1961; Wallach, Kogan, & Bem,
1962). The conventional wisdom was that individuals in
groups avoid going out on the proverbial limb, and thus tend
to produce more common or popular opinions and recom-
mendations (cf. F. H. Allport, 1924). It followed from this
that a group decision is usually more conservative than the
average of the decisions generated by group members indi-
vidually. This assumption regarding group decision making
is reflected in critics’ laments about the bland and often timid
recommendations generated by committees in bureaucratic
environments. When faced with making a decision, groups
were assumed to inhibit boldness, subjugating the creative
mind to the lowest common denominator of the group. What
the research began to reveal, however, was quite the opposite
tendency—greater endorsement of risky decisions as a result
of group discussion.

This so-called risky shift is not surprising in light of theory
and research on groupthink. If anything, the sense of

superiority and certainty fostered by an emphasis on cohe-
siveness as opposed to rationality would seem to be a breed-
ing ground for bold decisions that go beyond what an
individual alone would contemplate. The shift toward risky
decisions, however, was observed in contexts that didn’t in-
volve the intellectual and emotional incest displayed by
highly cohesive groups of self-important people. Even
groups of strangers brought together for a one-shot encounter
in a laboratory setting were found to advocate courses of
action with less guarantee of success than the recommen-
dations volunteered by the group members prior to their
discussion. Because this observation flew in the face of con-
ventional wisdom, it cried out for both replication and expla-
nation. During the 1960s, neither proved to be in short supply.
This burgeoning literature demonstrated greater risk-taking
with respect to a wide variety of domains, including bargain-
ing and negotiations (Lamm & Sauer, 1974), gambling be-
havior (Blascovich, Ginsberg, & Howe, 1975; Lamm &
Ochssmann, 1972), and jury decisions (Myers, 1982).
The risky shift was observed, moreover, when the conse-
quences of a group’s decision involved real as well as hypo-
thetical consequences (Wallach et al., 1962). The research
also demonstrated that the risky shift was not limited to rec-
ommendations regarding possible courses of action. Indeed,
group discussion—again, even among strangers—seemed to
intensify all sorts of attitudes, beliefs, values, judgments, and
perceptions (Myers, 1982). Such shifts were observed for
both sexes, in different populations and cultures (e.g., United
States, Canada, England, France, Germany, New Zealand),
and with many kinds of group participants (Pruitt, 1971).

Several explanations for the risky shift achieved currency
(Forsyth, 1990). The diffusion of responsibility perspective
suggested that people are less averse to risk in groups
because they feel less responsibility for—and hence less anx-
ious about—the potential negative outcomes of risky deci-
sions. The leadership account held that risk takers tend to
emerge as leaders because of their greater confidence,
assertiveness, and involvement in the task, and that their
leadership status makes them more influential in group dis-
cussions. Familiarization theory maintained that group dis-
cussion increases members’ familiarity with the issue, which
reduces their uncertainty and increases their willingness to
advocate more risky alternatives. The value perspective pro-
posed that taking risks is positively valued (in our culture, at
least) and that group members like to be perceived as willing
to take a chance; when group members discover that others in
the group favor riskier alternatives, they change their original
position to agree with the riskiest member. 

During this same period, however, some research hinted at
the opposite effect of group discussion—a cautious shift. To
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complicate matters even further, research began to find evi-
dence of movement in both directions after a group discus-
sion (Doise, 1969; Moscovici & Zavalloni, 1969), suggesting
that both risky and cautious shifts were different manifesta-
tions of a more basic phenomenon. Based on a review of this
research, Myers and Lamm (1976) identified what they felt
was the underlying process. According to their group-
polarization hypothesis, the “average postgroup response
will tend to be more extreme in the same direction as the
average of the pregroup responses” (p. 603). Imagine two
groups, each consisting of four individuals whose opinions
vary in their respective preferences for risk. The average
choice of members is closer to the risky end of the caution-
risk dimension in one group, but closer to the cautious end of
this dimension in the other group. The group-polarization
effect predicts that the first group should become riskier as a
result of group discussion (i.e., a risky shift), but that the sec-
ond group should become more cautious during its delibera-
tions (i.e., a cautious shift). The evidence cited by Myers and
Lamm (1976) is consistent with this prediction and is widely
accepted today as a valid empirical generalization regarding
group dynamics. 

This straightforward generalization proved to be resistant
to a simple theoretical account. Most theorists eventually en-
dorsed the value account (e.g., Myers & Lamm, 1976; Pruitt,
1971; Vinokur, 1971), although it didn’t take long for differ-
ent variations on this general theme to emerge. Of these, two
have stood the test of time (thus far). Social comparison the-
ory holds that people attempt to accomplish two goals during
group discussion: evaluating the accuracy of their position by
comparing it with the positions of other group members, and
creating a favorable impression of themselves within the
group. The confluence of these two motives results in a ten-
dency to describe one’s own position in somewhat more ex-
treme terms (e.g., Goethals & Zanna, 1979; Myers & Lamm,
1976). Persuasive-arguments theory, meanwhile, stresses the
importance of the information obtained during group discus-
sion. Whether there is a shift toward risk or toward caution
depends on the relative persuasiveness of the arguments
favoring each position (e.g., Burnstein & Vinokur, 1977;
Vinokur & Burnstein, 1974). The distinction between these
two accounts corresponds to the distinction introduced earlier
between normative and informational influence. Social com-
parison theory, with its emphasis on self-presentation at-
tempts to match the perceived group norm, can be understood
in terms of normative influence. The persuasive-arguments
perspective, meanwhile, is practically synonymous with
the rationale of informational influence. As noted in our ear-
lier discussion, these two forms of influence often co-occur,

so it should come as no surprise that social comparison and
persuasive arguments often work together to promote polar-
ization in groups (cf. Forsyth, 1990). 

Minority Influence

In the film Twelve Angry Men, the character played by Henry
Fonda turned his one-man minority into a unanimous major-
ity during jury deliberations so that an innocent man could go
free. In the face of virulent opposition, Galileo struggled for
acceptance of his proof of Copernican theory that the planets
revolve around the sun. This acceptance did not come during
his lifetime, but his influence lived on and eventually turned
the intellectual tide for subsequent generations. Martin
Luther King Jr. and Mahatma Gandhi both defied the prevail-
ing norms of their respective cultures and brought about sig-
nificant social and political change. And in everyday life,
people with opinions or lifestyles out of step with those of the
majority often manage to preserve their personal perspective,
sometimes even overcoming the majority’s disapproval and
winning acceptance. If conformity were the only dynamic at
work in social groups, these examples could be dismissed as
aberrations with no implications for our understanding of so-
cial influence processes. One can envision groupthink and
group polarization carried to the extreme, with the complete
suppression of minority opinion and a resultant interpersonal
homogeneity.

Far from representing aberrations, these examples suggest
that there is more to social life than accommodation by the
minority to majority influence. Even in small social groups, it
is possible for a lone dissenter to be heard and to convert oth-
ers to his or her point of view. At a societal level, minority in-
terests and opinions manage to survive in the face of majority
disapproval and hostility, and can sometimes manage to be-
come dominant forces in the culture. In recognition of these
facts of social life, minority influence has emerged as an im-
portant topic in social psychology (cf. Moscovici, 1976).
Much of this research attempts to identify factors that enable
minority opinions to persist in groups. Experiments in the
Asch tradition, for example, have found that both group size
and unanimity of the majority have important effects on con-
formity. The relation between group size and conformity
appears to be logarithmic, such that conformity increases
with increasing group size up to a point, after which the addi-
tion of more group members has diminishing impact (Latané,
1981). Asch’s own research showed that conformity is re-
duced if the group opposing the subject is not unanimous.
Even one dissenter among the confederates emboldens the
naive subject to resist group pressure and express his or her
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own judgment. This is true even if the dissenting confederate
disagrees with the subject as well as the rest of the group
(Allen & Levine, 1971). The key factor is not agreement with
the subject, but rather the recognition that nonconformity is
possible and acceptable. 

Other lines of research have explored the conditions under
which minority opinions not only survive, but also become
influential to varying degrees in the group. A primary con-
clusion is that minority members must marshal high-quality
arguments and come across as credible. In other words,
minorities must rely on informational influence to counter the
normative influence associated with the majority position.
Against this backdrop, research has revealed a variety of more
specific factors that foster minority influence. Thus, minori-
ties are persuasive when they hold steadily to their views
(Maass & Clark, 1984; Moscovici, Lage, & Naffrechoux,
1969), originally held the majority opinion (e.g., R. D. Clark,
1990; Levine & Ranelli, 1978), are willing to compromise a
bit (Mugny, 1982), have at least some support from others
(e.g., Asch, 1955; Tanford & Penrod, 1984; Wolf & Latané,
1985), appear to have little personal stake in the issue (Maass,
Clark, & Haberkorn, 1982), and present their views as com-
patible with the majority but just a bit ahead of the curve, so
to speak (e.g., Kiesler & Pallak, 1975; Maass et al., 1982;
Volpato, Maass, Mucchi-Faina, & Vitti, 1990). Minority in-
fluence also has a better chance if the majority wants to make
an accurate decision, because this situation gives the advan-
tage to informational over normative influence (Laughlin &
Ellis, 1986). The conditions associated with effective minor-
ity influence enable groups (and societies) to embrace new
ideas, fashions, and action preferences.

Accountability

The notion of conformity conveys an image of nameless au-
tomatons who surrender their personal identity to the group.
Ironically, however, the coordination function served by mu-
tual influence in a group setting requires rather than negates a
sense of personal identity and responsibility among group
members. To achieve social coordination, people must feel
that they are part of a larger social entity, of course, but they
also must feel that this part is uniquely their own. Two
research traditions are relevant to the role of accountability in
achieving social coordination. The first concerns the condi-
tions under which people abrogate personal responsibility for
doing their part to achieve a common goal or for taking the
initiative in a group setting in which their involvement would
be helpful. The second concerns the conditions under which
people in a sense become overly sensitized to the group goal

to the point that they lose sight of their personal identity and
unique role in the group.

Social Loafing

Sometimes the whole is less than the sum of its parts. This
feature of group dynamics was first observed in an experi-
mental setting by Max Ringelman in the 1920s. Using a
gauge to measure effort exerted by tug-of-war participants,
Ringelman found that the collective effort was always greater
than that of any single participant, but less than the sum of all
participants (Kravitz & Martin, 1986). If two people working
alone could each pull 100 units, for example, their combined
output was only 186—not the 200 one would expect if each
pulled as hard as he or she could. Similarly, a three-person
group did not produce 300 units, but only 255, and an eight-
person group managed only 392 units—less than half the 800
possible.

Ringelman suggested that two mechanisms were responsi-
ble for this phenomenon. The first, coordination loss, reflects
difficulties individuals have in combining their efforts in a
maximally effective fashion. On a rope-pulling task, for ex-
ample, people may not synchronize their respective pulls and
pauses, and this can prevent each person from reaching his or
her full potential. The second mechanism, commonly re-
ferred to today as social loafing (Latané, 1981), refers to
diminished effort by group members. People may simply not
work as hard when they feel other people can pick up the
load. Latané, Williams, and Harkins (1979) attempted to
replicate the Ringelman effect and to determine which of his
proposed mechanisms accounted for it. Participants in one
study, for example, were simply asked to shout or clap as
loud or as hard as they could, while wearing blindfolds and
headsets that played a stream of loud noise. When tested
alone, participants averaged a rousing 9.22 dynes/cm2—
about as loud as a pneumatic drill or a teenager’s stereo sys-
tem. But in dyads, subjects performed at only 66% capacity,
and in six-person groups, their performance dropped to 36%
capacity. The results, in other words, revealed an inverse
relationship between the number of coperformers and the
output each one generated.

To separate the relative impact of coordination loss and
social loafing, Latané et al. (1979) tested noise production
in pseudogroups. Participants thought that either one other
participant or five other participants were cheering with
them, although they were actually cheering alone (the blind-
folds and headsets came in handy here). Because there were
not any other group members, any drop in individual produc-
tion could not be due to coordination loss, but instead would
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reflect social loafing. Results revealed that social loafing was
the operative mechanism. If participants thought they were
cheering with one other person, they shouted at 82% of their
individual capacity. Their productivity dropped to 74% if
they thought five others were working with them. 

Social loafing is not limited to group tasks involving
shouting, or even to tasks involving physical effort of some
kind. The decrement in personal contribution with increasing
group size has been documented in groups working on a va-
riety of tasks, including maze performance, typing, swim-
ming, vigilance exercises, creativity problems, job-selection
decisions, and even brainstorming (e.g., Weldon & Mustari,
1988; cf. Forsyth, 1990). Social loafing applies equally well
to men and women, to people of all ages, and to groups in
many different cultures (e.g., Brickner, Harkins, & Ostrom,
1986; Harkins & Petty, 1982). There may be polarization of
attitudes and other mental states in social groups, but this in-
tensification effect apparently does not apply to group mem-
ber’s efforts in accomplishing a group task. 

Social loafing varies in accordance with a set of specific
factors. Group members loaf less when they are working on
interesting or challenging tasks (e.g., Brickner et al., 1986).
Loafing is also minimized when each member’s contribution
to a group project can be clearly identified, presumably
because identification creates the potential for evaluation
by other group members (e.g., Harkins & Jackson, 1985;
Jackson & Latané, 1981; Williams, Harkins, & Latané,
1981). Social loafing is also partly attributable to the diffu-
sion of responsibility that takes place in groups and crowds
(cf. Latané & Darley, 1970). Bystanders to emergency situa-
tions feel less compelled to intervene if there are other poten-
tial helpers (Darley & Latané, 1968), for example, and
restaurant patrons leave pitiful tips when there are many peo-
ple in the dinner party (Latané & Darley, 1970). Diminished
personal responsibility reflects members’ feeling that some-
one else will make up the difference, and also reflects their
assessment that they can get away with not helping because
the blame is shared by everyone in the group.

The research on social loafing has focused primarily on ad-
ditive group tasks in which each member’s performance is re-
dundant with that of every other member. This hardly exhausts
the possible relationships among group members. In situa-
tions emphasizing individual rather than group performance,
for example, there is a tendency for individual energy expen-
diture and effort to increase rather than decrease when others
are physically present (cf. Triplett, 1898; Zajonc, 1965).
Whether this social facilitation effect (cf. Cotterell, 1972)
translates into better performance, however, depends on fea-
tures of the task and the contingencies surrounding its occur-
rence. The presence of others typically enhances performance

on overlearned tasks, for example, but tends to hinder perfor-
mance on novel or difficult tasks (Zajonc, 1965). There is
some controversy regarding the social influence processes at
work in such contexts, although there is a fair degree of con-
sensus that the presence of others increases a performer’s
physiological arousal, which in turn activates his or her domi-
nant responses on the task. This is consistent with the empiri-
cal generalization noted by Zajonc (1965), because correct
responses are dominant for well-learned tasks and incorrect
responses are dominant for unfamiliar tasks.

Even in groups mandating cooperation among group mem-
bers, the nature of the task may entail forms of coordination
that go beyond the simple additive criterion employed in so-
cial loafing research (cf. Steiner, 1972). Neither simultaneous
shouting nor tug-of-war, after all, captures the essence of
groups that build machines or solve human relations prob-
lems. Many group goals are defined in terms of distinct sub-
acts that must be accomplished by different group members.
For such activities, the quality of the group’s performance de-
pends on how well members’ respective contributions are
synchronized in time. Assembling a car on a production line
requires such role differentiation, as does maintaining a
household, moving heavy pieces of furniture, or implement-
ing plans to manually recount votes in a close election. Coor-
dination is every bit as critical as individual effort per se in
such instances, and a particular blend of normative and infor-
mational influence may be necessary for the action to unfold
smoothly and effectively. Identifying these blends of influ-
ence is an agenda for future research.

Deindividuation

Festinger, Pepitone, and Newcomb (1952) coined the term
deindividuation to describe a mental state defined by total
submergence in a group. A deindividuated person feels he or
she does not stand out as a unique individual, and this feeling
leads to a reduction of inner restraints that can result in
impulsive acts or other behaviors that might otherwise be in-
hibited. Although these behaviors may be benign or even
desirable (e.g., spontaneous expression of feelings, laughing
and dancing at a boisterous party), researchers have typically
focused on the potential for antisocial and aggressive actions
under conditions that promote deindividuation (cf. Diener,
1980; Zimbardo, 1970). Soccer hooligans committing ran-
dom acts of violence, mobs rioting and looting stores, and
gangs terrorizing their enemies are disturbing manifestations
of this potential. 

Several preconditions for deindividuation have been iden-
tified (Zimbardo, 1970). Being part of a large, unstructured
group, for example, increases one’s anonymity and thus can
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reduce feelings of personal responsibility for one’s actions.
The same can be said for clothing that conceals one’s iden-
tity, the cover of darkness, sensory overload, the use of drugs
or alcohol, and collective action of a simple, repetitive (or
rhythmic) nature (e.g., marching, clapping, dancing). Diener
(1980) suggested that the anonymity associated with deindi-
viduating conditions is tantamount to a loss of self-aware-
ness (Duval & Wicklund, 1972) and hence to diminished
salience of personal standards for acceptable conduct (e.g.,
Carver & Scheier, 1999; Higgins, 1987; Vallacher &
Solodky, 1979). Lacking the usual self-regulatory mecha-
nisms for enacting and inhibiting behavior, the deindividu-
ated person becomes highly susceptible to influence from the
group and the context in which the group is acting. The
nature of this influence, however, does not map onto either
normative or informational influence in a straightforward
manner. Thus, the person is not consciously modifying his or
her behavior to court approval from others, nor is he or she
gaining a great deal of insight into physical reality from fel-
low group members.

One likely dynamic at work is akin to what Le Bon
(1895/1960) referred to as behavioral contagion, the rapid
spread of behavior in a group context. Contagion occurs
through simple imitation of others’ behavior or through the
adoption of others’emotional state, and thus is not particularly
taxing on people’s mental processes. A related possibility fol-
lows from emergent norm theory (Turner & Killian, 1972),
which holds that people in unstructured group settings without
clear a priori group goals are highly susceptible to cues to
higher-order meaning and guides to action that develop in the
situation. Consider, for example, the experience of walking
down New Orleans’ Bourbon Street at 2 a.m. during Mardi
Gras. This situation is ripe for deindividuation—maybe even
prototypical. You are part of a large, unstructured group con-
sisting of unfamiliar people, it’s dark and no one is paying
attention to you anyway, music is coming from all angles to
overwhelm your powers of sensory integration, and there may
have been a couple of hurricane specials consumed by this
time. But despite the complex array of sights and sounds, there
is no plan dictating your movements and shifts in attention. At
this point, if others in the throng spontaneously broke into a
rhythmic chant or began throwing plastic beads at a passing
float, you might be tempted to follow suit. The collective ac-
tion you observe provides temporary integration for the en-
semble of your specific experiences and thus functions as an
emergent norm. The norm doesn’t imply acceptance or
rejection by others—you could keep on walking and no one
would care—but it does provide a guide that allows you to
engage in concerted action rather than mere movement
(cf. Goldman, 1970; Vallacher & Wegner, 1985).

Viewed in this way, it is easy to appreciate how a state
of deindividuation can promote widely divergent action
trajectories—moral versus immoral, prosocial versus antiso-
cial, effusive versus sullen, and so on. In effect, the deindi-
viduated person is behaving in accordance with rudimentary
moment-to-moment action guides that are devoid of higher-
level meaning. This mental state is a precondition for emer-
gent understanding (Vallacher & Wegner, 1987), making the
person highly susceptible to whatever goals and plans are
rendered salient as the situation evolves. Should the situation
resolve itself as an occasion for social camaraderie, the per-
son might be inclined to laugh and dance with everyone he or
she encounters. But should the opportunity for personal gain
at the expense of others suddenly arise, the same person
could just as easily behave in a decidedly unfriendly, even
aggressive manner toward those who provide the oppor-
tunity. Social influence in this context provides personal
(if somewhat transient) coherence and direction for individu-
als’ otherwise disassembled and unregulated actions. 

THE INDIVIDUAL AND SOCIETY

One of the most challenging problems in social psychology
centers on the relation between micro- and macrolevels of de-
scription. Social psychological theories are typically couched
in terms of a single level of description, with little explicit co-
ordination with theories defined at different levels. Thus, the
processes at the level of the individual tend to be independent
of group-level processes. Yet it is unreasonable to expect any
level of structure and function to operate in isolation. An in-
dividual’s behavior is influenced by the social context in
which he or she functions, and each individual in turn creates
the social context for other individuals through his or her in-
teractions with them. The nature of this mutual dependency is
difficult to capture, but recent advances in the study of com-
plex systems (cf. Schuster, 1984) are proving useful in link-
ing different levels of social reality (e.g., Nowak & Vallacher,
1998a, 1998b; Nowak, Vallacher, & Burnstein, 1998; Nowak,
Vallacher, & Zochowski, 2002). In this section, we describe
one relevant approach—cellular automata—that has estab-
lished a track record in this regard in recent years. Other
approaches (neural networks, coupled dynamical systems)
are showing promise as well, and the reader is referred to the
sources cited above for a description of them.

The Cellular Automata Approach

Cellular automata models (Gutowitz, 1991; Ulam, 1952; von
Neumann, 1966; Wolfram, 1986) capture important features



404 Social Influence and Group Dynamics

of complex systems and are widely used in physics and vari-
ous domains of biology, including neuroscience (Amit, 1989)
and population dynamics (May, 1981). A set of elements is
specified to represent the basic units (e.g., neurons, people)
in the process under consideration. Each element can adopt
a finite number of discrete states (e.g., activated vs. inhibited,
pro- vs. antiabortion). The elements are arranged in a
spatial configuration, the most common of which is a two-
dimensional grid. The state of an element at t + 1 depends on
the states of the neighboring elements at time t. The exact
form of this dependence is specified by so-called updating
rules. The dynamics of cellular automata depend on the na-
ture of the updating rule and on the format of the grid dictat-
ing the neighborhood structure.

Two classes of cellular automata models are used to char-
acterize social processes. In both, elements represent individ-
uals in a social system. In one, personal characteristics
change as a result of updating rules. This approach explores
changes in attitudes and opinions that occur as a result of
social interaction. In the other class, individuals maintain sta-
ble characteristics but may change their physical location.
This approach has revealed the emergence of spatial patterns
on the basis of stable values and preferences. Shelling (1969,
1971), for instance, developed an updating rule specifying
that an individual who has more dissimilar than similar
neighbors will move to a different random location. Simula-
tions based on this simple rule demonstrated the emergence
of spatial patterns corresponding to social segregation. Both
classes of models reveal the emergence of regularities and
patterns on a global level that were not directly programmed
into the individual elements. These regularities and patterns
typically take the form of spatial configurations, such as co-
herent minority opinion clusters that emerge from an initial
random distribution of opinions. Regularities may also ap-
pear as temporal patterns, including such basic trajectories as
the development of a stable equilibrium (fixed-point attrac-
tor), alternation between different states (periodic attractor),
and apparent randomness (deterministic chaos).

Cellular Automata and Social Processes

Cellular automata models are useful for exploring different
social interaction rules and the generation of societal level
phenomena as a result of such rules (cf. Hegselman, 1998;
Messick & Liebrand, 1995; Nowak, Szamrej, & Latané,
1990). In these applications, the neighborhood structure is
intended to capture the structure of interdependence among
individuals (Thibaut & Kelley, 1959). Indirect interdepen-
dence exists when an individual’s actions have conse-
quences, intended or unintended, for other people. This form
of interdependence is often examined in the context of social

dilemmas, in which an action intended to maximize personal
gain has negative consequences for others (cf. Schulz,
Alberts, & Mueller, 1994). In the tragedy of the commons
(Hardin, 1968), for instance, a farmer is motivated to over-
graze an area of land shared with other farmers. In the short
run, the farmer gains advantage over his neighbors, but in the
long run, everyone—the farmer included—suffers. Direct in-
terdependence reflects what we normally think of as social
influence: One person directly influences the state or behav-
ior of another person. Power, manipulation, and coordination
thus represent direct interdependence. Both indirect and di-
rect forms of interdependence have been examined in cellular
automata models.

Interdependence and Social Dilemmas

How can altruistic behavior can emerge against the backdrop
of self-interest? Insight into this puzzle derives from cellular
automata models that simulate the short- and long-term
effects of behavior in the Prisoner’s Dilemma Game (PDG).
In pioneering this approach, Axelrod (1984) demonstrated
that cooperation often emerges among individuals trying to
maximize their respective self-interest. Essentially, Axelrod
found that cooperators survived by forming clusters with one
another, so that they could engage in mutual help without
risking exploitation. 

In an extension of this approach, Messick and Liebrand
(1995) modeled the consequences of different strategies in
the PDG. Each interactant occupied a fixed position in a two-
dimensional lattice and played a PDG with one of his or
her nearest neighbors. On each trial, the interactant chose
whether to cooperate or defect according to one of several
updating rules, each reflecting a specific social strategy. In a
given simulation, everyone used the same strategy. In the tit-
for-tat strategy, individuals imitated the choice made on the
preceding trial by their neighbor. In the win-cooperate–
lose-defect strategy, the interactant with the greater outcome
cooperated, whereas the interactant with the smaller outcome
defected. In the win-stay–lose-shift strategy, meanwhile, in-
teractants who perceived themselves to be winning behaved
in the same fashion on the next trial, whereas interactants
who perceived themselves as losing changed their behavior
on the next trial. The results of simulations employing these
updating rules reveal different effects depending on the size
of the group. In relatively small groups, an equilibrium tends
to be reached fairly quickly, with all interactants converging
on a particular choice. In larger groups, however, each strat-
egy leads to continuous dynamics characterized by the coex-
istence of different behavioral choices. Eventually, however,
each strategy leads to specific proportions of cooperating in-
dividuals. These proportions tend to be maintained at the
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group level, with the interactants themselves continuing to
change their choices throughout the simulation.

In a different approach, Hegselman (1998) explored the
emergence of social support networks in a society. Individu-
als lived on a two-dimensional grid containing some unoc-
cupied sites and played a two-person “support game” with
all of their immediate neighbors. Each individual was char-
acterized by some probability of needing help. A needy indi-
vidual clearly benefited, of course, if he or she received help
from a neighbor, but providing help to a neighbor was
clearly costly. With this trade-off in mind, each individual’s
preferred neighborhood was one in which he or she could
obtain the degree of help needed while minimizing the help
he or she provided. Individuals were sometimes provided a
migration option that enabled them to move to a more desir-
able location within a certain radius. The results reveal how
support networks can evolve in a world of rational egoists
who are differentially needy, but similarly motivated to
choose partners in an opportunistic manner. Although social
support inevitably develops, the social networks that emerge
tend to be highly segregated. Individuals with a moderate
probability of becoming needy tend to form relationships
with one another, and also with individuals from somewhat
higher and lower risk classes. Interestingly, individuals at the
extremes of neediness—those with very high or very low
probabilities of needing help—tend to have the most diffi-
culty in establishing support relations. If they do manage to
form such relationships, their partners tend to be from the
same risk class.

Social Influence and the Emergence of Social Structure

The cellular automata model of social process that has been
analyzed most thoroughly concerns social influence (e.g.,
Lewenstein, Nowak, & Latané, 1993; Nowak, Lewenstein, &
Frejlak, 1996). The initial formulation of this model (Nowak
et al., 1990) focused on the emergence of public opinion in a
society characterized by a diversity of attitudes. The model
assumes that in the course of social interaction, individuals
are motivated to sample the degree of social support for their
position on a given topic. The model also assumes, in line
with social impact theory (Latané, 1981), that each individual
gives the greatest weight to the opinions of others who are
spatially closest to him or her and who have the greatest
strength (e.g., who are most influential or persuasive). An in-
dividual’s own opinion is also taken into consideration and is
weighted most heavily by virtue of spatial immediacy (i.e.,
distance is 0). After each round of interaction, the individual
compares the degree of support for each attitude position and
adopts the one with the strongest support in preparation for
the next round of interaction.

In the simulations, one individual is chosen (usually at
random), and influence is computed for each opinion in the
group. (The strength of influence of each opinion is ex-
pressed by the following formula.

Ii =

 N∑

1

(
sj

d2
i j

)2

1/2

where Ii denotes total influence, sj corresponds to the
strength of each individual, and di j corresponds to the dis-
tance between individuals i and j.) If the resultant strength for
an opinion position is greater than the strength of the individ-
ual’s current position, his or her opinion changes to match the
prevailing position. This process is performed for each indi-
vidual. This procedure is repeated until there are no further
changes, which typically requires several rounds of simula-
tion, because a person who had previously changed his or her
position to match that of his or her neighbors may revert to
the original position if the neighbors change their opinions.
Figures 16.1 and 16.2 present representative results of the
computer simulations. Each box corresponds to an individ-
ual. The color of the box (light vs. dark gray) denotes the
individual’s position, and the height of the box corresponds
to the individual’s strength. In Figure 16.1, there is a majority
of 60% (light gray) and a minority of 40% (dark gray). The
majority and minority members are randomly distributed,

Figure 16.1 Initial distribution of opinions in the simulated group.

Figure 16.2 Final equilibrium of opinions in the simulated group.
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and each group has the same relative proportions of strong
and weak members (high vs. low boxes). Figure 16.2 shows
the equilibrium reached after six rounds of simulated discus-
sion. Now the majority is 90% and the minority is 10%. Note
that the minority opinion has survived by forming clusters of
like-minded people and that these clusters are largely formed
around strong individuals.

These two group-level outcomes—polarization and
clustering—are commonly observed in computer simulations
(cf. Nowak et al., 1996; Latané, Nowak, & Liu, 1994) and are
reminiscent of well-documented social processes. As noted
earlier in this chapter, the average attitude in a group be-
comes polarized in the direction of the prevailing attitude as
a result of group discussion (e.g., Moscovici & Zavalloni,
1969; Myers & Lamm, 1976). In the simulations, polariza-
tion reflects the greater influence of the majority opinion. In
the initial random configuration (Figure 16.1), the average
proportion of neighbors holding a given opinion corresponds
to the proportion of this opinion in the total group. The aver-
age group member, then, is surrounded by more majority
than minority members, a difference that results in more mi-
nority members’ being converted to the majority position
than vice versa. Some majority members are converted to
the minority position, however, because they happen to be
located close to an especially influential minority member, or
because by pure accident, more minority members happen to
be at this location.

Clustering is also pervasive in social life. Attitudes, for ex-
ample, have been shown to cluster in residential neighbor-
hoods (Festinger, Schachter, & Back, 1950). Pronounced
clustering also characterizes political beliefs, religions, cloth-
ing fashions, and farming techniques. Clustering reflects the
relatively strong influence exerted by an individual’s neigh-
bors. When opinions are distributed randomly, the sampling
of opinions through social interaction provides a reasonably
accurate portrait of the distribution of opinions in the larger
society. When opinions are clustered, however, the same sam-
pling process will yield a highly biased result. Because the
opinions of those in the nearby vicinity are weighted the most
heavily, the prevalence of one’s own opinion is likely to be
overestimated. Hence, opinions that are in the minority in
global terms can form a local majority. Individuals who hold
a minority opinion are therefore likely to maintain this opin-
ion in the belief that it represents a majority position.

Control Factors for Social Influence

The results concerning polarization and clustering have been
confirmed analytically (Lewenstein et al., 1993) and have
received empirical support as well (Latané, Liu, Nowak,

Bonavento, & Zheng, 1995; Latané & Nowak, 1997). This
research has also identified several control factors that are re-
sponsible for the emergence of these macroscopic properties
(Latané & Nowak, 1997; Lewenstein et al., 1993; Nowak
et al., 1996). Individual differences in strength, first of all, are
indispensable to the survival of minority clusters. This con-
clusion is consistent with evidence demonstrating the impor-
tance of leaders for maintaining the viability of minority
opinions. The literature on brainwashing, for example, docu-
ments that natural leaders were commonly removed from the
group before attempts were made to brainwash prisoners of
war (cf. Schein, 1956). By counteracting the sheer number of
majority opinions, the strength of leaders stops minority clus-
ters from decaying. It is worth noting that as a result of social
influence, individual differences in strength tend to become
correlated with opinions. This is because the weakest minor-
ity members are most likely to adopt the majority position, so
that over time the average strength of the remaining minority
members will grow at the expense of the majority. This sce-
nario is consistent with the observation that individuals advo-
cating minority positions are often more influential than
those advocating majority positions.

A second critical control factor is nonlinearity in attitude
change. Abelson (1979) demonstrated that when individuals
move incrementally toward the opinions of interaction part-
ners as a result of social influence, the invariable outcome of
simulations is uniformity and the complete loss of minority
clusters. In the model depicted here, however, attitudes are
assumed to be categorical in nature (Latané & Nowak, 1994).
This means that individuals hold a fixed position and actively
resist influence attempts until a critical threshold of influence
is reached, at which point they switch dramatically from one
category to another rather than incrementally on a dimension
of judgment. There is empirical evidence in support of the
nonlinearity assumption for attitude topics that are personally
important (cf. Latané & Nowak, 1994). Such attitudes dis-
play a bimodal distribution, with almost no individuals occu-
pying the intermediate points on the attitude dimension. This
suggests, incidentally, that one way to achieve consensus in a
group is to decrease the subjective importance of the topic in
question.

A third critical feature concerns the geometry of the social
space (Nowak, Latané, & Lewenstein, 1994). People do not
communicate equally with everyone in a group, nor are their
interactions random. Specific communication patterns can
be approximated with different geometries of social space.
In most of the simulations, social space is portrayed as a
two-dimensional matrix of n rows and n columns. This geom-
etry reflects the assumption that interactions typically occur
in two-dimensional spaces, such as neighborhoods, town
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squares, and rooms. One can envision other geometries, how-
ever, to capture different communication structures (Nowak
et al., 1996). A one-dimensional geometry in which people
interact mainly with neighbors to their left and right corre-
sponds to a row of houses along a river or a village stretching
along a road. In this case, strong clustering occurs because of
well-pronounced local interactions between nearest neigh-
bors. Polarization, however, is inhibited because members of
the majority cannot encircle members of the minority and
overwhelm them. Far more elaborate geometries of social
space can also be envisioned. In the real world, many differ-
ent geometries no doubt co-occur and thus determine the
dynamics of social influence. The availability of telephones,
e-mail, and common areas for shopping and recreation
clearly add many dimensions to the effective geometry in
which interactions occur. The combined effects of such
geometries play a significant role in determining the form and
outcome of social influence.

A fourth critical factor represents the weight an individ-
ual attaches to his or her own opinion as compared to the
opinions of others. This variable, referred to as self-influence,
corresponds to psychological states like self-confidence,
strength of conviction, and belief certainty. An individual’s
self-influence is correlated with his or her strength, although
the absolute value of self-influence varies as a function of
topic or social setting. When an issue is new or confusing, for
example, self-influence is correspondingly lower, reflecting
the fact that no strong opinion has formed and everyone is
relatively open to external influence. When an issue is famil-
iar and personally important, however, self-influence attains
its maximum value for everyone, reflecting the greater im-
portance of one’s own opinion compared to others’ opinions.
Because issue familiarity is assumed to be the same for all
individuals in a given simulation, variation in self-influence
is a direct reflection of variation among individuals in their
respective strength. 

The dynamics of social influence are determined by the
value of self-influence relative to the total influence of other
individuals. When self-influence is low, individuals may
switch their opinions several times during the course of sim-
ulations. This has the effect of destabilizing clusters. For
topics that are unfamiliar, then, one observes heightened
dynamics that promote unification based on the majority
opinion. However, if self-influence is greater than the com-
bined influence of others, dynamics tend to be dampened
altogether, unless sources of noise (random external factors)
are present. Because noise works jointly with social influ-
ence, noise-induced changes are typically in the same direc-
tion as majority influence. Introducing a random factor that
by itself would not favor any position can thus neutralize the

effect of self-influence and enhance the effect of majority
opinion. Very high values of noise, however, can dilute the
effects of social interaction as well, producing random
changes in opinion. 

Social Change and Societal Transitions

This general approach to the modeling of social processes has
proven useful in generating insight into the dynamics of social
change, including major societal transformations (Nowak &
Lewenstein, 1996; Nowak, Lewenstein, & Szamrej, 1993;
Nowak & Vallacher, 2001). This approach successfully mod-
els social change when a source of bias is introduced that
makes the minority opinion more attractive than the majority
opinion. The results of simulations reveal that rapid social
change occurs in a manner that is remarkably similar to phase
transitions in physical phenomena. Expressed metaphori-
cally, changes enter as bubbles of new within the sea of old,
and social transitions occur as these bubbles expand and be-
come connected. Thus, for example, a new political ideology
or lifestyle fashion that resonates with existing values or in-
terests is introduced into a social system and is immediately
embraced by pockets of people in different areas. These pock-
ets become increasingly connected over time, until at some
point the new idea achieves widespread dominance over the
old idea.

Computer simulations also indicate, however, that the
bubbles of the old manage to stay entrenched in the sea of the
new. The strongest and best-supported individuals holding
the old position, moreover, are the most likely to survive
pressures associated with the new position. This, in turn,
means that the old position is likely to display a rebound
effect when the bias toward the new position disappears or
is somehow reversed. This scenario provides an explanation
for the return of leftist governments in Eastern Europe after
their overwhelming defeat in the elections in the late 1980s.

This model of societal transition stands in marked contrast
to the conventional view of social change, which holds that
individuals gradually switch from an old set of attitudes or
preferences to a new set of ideas. From that perspective, new
ideas spread more or less uniformly through a society at a
constant and relatively slow rate. The simulation model
allows for this mode of social change as long as the social
system is near a relatively stable equilibrium and noise is not
a significant factor in dictating the system’s dynamics
(Nowak et al., 1993). The incremental scenario, in other
words, may effectively characterize how change occurs in a
stable society (e.g., a gradual shift from liberalism to conser-
vatism or vice versa), but it does not capture the nature of
change defining periods of rapid social transition. 
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Two sources of data provide empirical support for this
perspective on social transition: the development of the pri-
vate sector of the Polish economy and the emergence of vot-
ing preferences in the Polish parliamentary elections during
the transition from socialism to private enterprise in the late
1980s and early 1990s (Nowak, Urbaniak, & Zienkowski,
1994). For a description of these data, as well as a compre-
hensive depiction of the cellular automata model and its im-
plications for societal transition, the reader is referred to
Nowak and Vallacher (2001).

Implications for Cultural Differences

The cellular automata model is useful in understanding and
predicting differences among cultures in the dynamics of
social influence and societal organization. A primary theme
in cross-cultural comparisons centers on collectivism versus
individualism (cf. Markus & Kitayama, 1991). In so-called
collectivist cultures—China and Japan, for example—
interdependence among individuals is stressed at the expense
of personal independence, so that individuals are readily in-
fluenced by the beliefs, attitudes, and expectations of other
people. In so-called individualistic cultures—the United
States, for example—greater emphasis is placed on inde-
pendence, with individuals maintaining a relatively strong
degree of autonomy in their self-concept, attitudes, and
lifestyle. This dimension of cultural variation maps directly
onto the variable of self-influence in the cellular automata
model. In a society that values independence in decision-
making and judgment, the magnitude of self-influence is cor-
respondingly strong and operates at the expense of the
opinions and expectations of others. Computer simulations
have revealed that as self-influence increases in magnitude,
the number of individuals changing their opinion on a given
issue decreases, there is less polarization and clustering, and
the average cluster is smaller in size (Latané & Nowak, 1997;
Lewenstein et al., 1993). 

Societies also differ in their relative stability. In less mod-
ernized societies, which are predominantly rural and agrarian
rather than industrial in nature, the social context for individ-
uals is relatively stable over time. In contrast, relatively mod-
ernized and industrial societies tend to be characterized by
greater social mobility (e.g., travel, permanent relocation)
and greater frequency of communication over large distances
(by means of phone, e-mail, and fax). These features disturb
the stability of social influence exerted by the social context
on the individual. At different times, in other words, the indi-
vidual is exposed to a broad range of opinions that go beyond
those expressed in the immediate social context. This aspect
of modernized society can be represented in the model as

noise, which reflects the sum of influences (e.g., exposure to
mass media, contact with people from other cultures) not ac-
counted for by local influence. The greater the magnitude of
noise in a society, the weaker the relative role played by the
individual’s local context. The opinions of someone in a dif-
ferent part of the country, for example, may have a greater
impact on an individual’s opinions than do the opinions of his
or her immediate neighbors. This is clearly not the case in a
stable society, in which everyone is exposed to the same local
contacts throughout much of his or her life.

Computer simulations of the model have demonstrated a
nonlinear relationship between noise and the distribution of
opinions in a society (Latané & Nowak, 1997; Lewenstein
et al., 1993). Small values of noise tend to destabilize weak
clusters (e.g., Nowak, Vallacher, Tesser, & Borkowski,
2000). Because weak clusters tend also to be small, low-level
noise has the effect of increasing the average size of clusters
in the society, which is reflected in higher overall clustering
and polarization. Higher values of noise, however, can desta-
bilize all minority clusters and thus promote unification of
opinions in the society. At very high levels of noise, however,
individuals are likely to adopt opinions that are independent
of their immediate social context. This not only disrupts clus-
ters, but it also prevents unification of opinions in the society.
In effect, everyone switches his or her opinions in a more-or-
less random fashion.

In a stable society characterized by low levels of noise,
then, a stable pattern of relatively small clusters is to be ex-
pected, whereas in a somewhat less stable society character-
ized by moderate levels of noise, larger clusters and greater
opinion polarization is to be expected. With further increases
in societal instability, one might expect a breakdown in mi-
nority opinion clusters and a tendency toward societal uni-
fication in opinion. Finally, in a highly modernized and
unstable society, one would expect the pattern of opinions to
be largely independent of the pattern of social ties (e.g.,
neighborhood influence), demonstrating instead the influence
of other factors, such as selective exposure to the media and
contact with other cultures. 

Cultures also differ in their respective values and prefer-
ences regarding everything from clothing to religion. This
feature is represented in the model as bias. If a new idea res-
onates well with a culture’s prevailing values and prefer-
ences, it will take somewhat less social influence for the idea
to take hold in the society. But if the idea runs counter to cul-
tural values, it is likely to be resisted even if it is supported by
considerable influence. Communist ideology was never fully
embraced in Poland, for example, despite the considerable
influence exerted by the government, because communist
values ran counter to strong Polish traditions of independence
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and Catholicism. As noted above, research exploring the
social change implications of the model has verified that cul-
tural bias is indeed a significant factor in determining the ex-
tent to which a new idea or ideology can take hold in a society
(cf. Nowak & Vallacher, 2001).

It is interesting to consider cultural differences in terms of
the specific combinations of self-influence, noise, and bias.
Two industrialized societies may both have high levels of
self-influence (i.e., an individualistic orientation), for exam-
ple, but they may differ considerably in their respective lev-
els of noise (e.g., selective exposure to mass media) or their
bias toward various positions (e.g., religious beliefs). Be-
cause each of these variables plays a unique role in social in-
fluence, the interaction among them is likely to be decisive in
shaping the predominant form of social influence characteriz-
ing a given society. Cultural variation in social influence
processes, in other words, conceivably can be traced to the
specific blend of variables in the cellular automata model.
The investigation of this possibility provides an important
agenda for future research concerning the relationship be-
tween micro- and macrolevels of social reality. 

TOWARD COHERENCE IN SOCIAL INFLUENCE

Social influence is clearly a big topic, a fact that reflects its
centrality to the field of social psychology. The enormous
range of ideas and principles associated with this topic, how-
ever, is a mixed blessing. On the one hand, the diversity of
social influence phenomena and processes attests to the un-
deniable complexity of human social experience. But on
the negative side of the ledger, this very diversity can prove
vexing for those—laypeople and theorists alike—who seek
integration and synthesis in their understanding. Several hun-
dred studies and dozens of distinct mechanisms may well be
necessary to capture the nuances of such a wide-ranging
topic, but this state of affairs does little to inspire a feeling of
coherent understanding. Like the field of social psychology
as a whole (cf. Vallacher & Nowak, 1994), the subfield of
social influence is highly fragmented, with poorly defined
connections among the separate elements that define it. 

Ironically, if there is a basis for theoretical coherence in
social influence, it may reflect what psychologists have
learned about the dynamics of coherence in recent years.
Despite the enormous complexity of human minds and so-
cial groups—or perhaps because of such complexity—
psychological systems at different levels of personal and
social reality display self-organization and the emergence of
higher-level properties. The mutual influences among the
elements in each system promote such emergence, and the

resultant properties in turn provide functional integration
and coordination for the component elements. This reciprocal
feedback between lower-level elements and higher-level
properties may constitute an invariant principle common to
all social psychological processes—or to all complex sys-
tems, for that matter (cf. Nowak & Vallacher, 1998a). Thus,
the specific cognitive elements defining the stream of thought
become self-organized with respect to higher-order judg-
ments and values (Vallacher, Nowak, & Kaufman, 1994),
specific movements and perceptions become coordinated to
produce meaningful action (cf. Vallacher et al., 1998), indi-
viduals become integrated into higher-order functional units
such as dyads and social groups (e.g., Nowak et al., 2002),
and social groups become coordinated with respect to larger
goals and values that define the social system in which they
are embedded (cf. Nowak & Vallacher, 2001).

With this in mind, it is tempting to consider whether a
press for higher-order coherence provides a common denom-
inator for the otherwise dizzying array of specific social in-
fluence processes. Perhaps seemingly distinct means of
influencing people prove effective or ineffective depending
on how well each taps into established rules regarding coher-
ence in thought and action. If so, many of the phenomena dis-
cussed in this chapter could be reframed so as to underscore
their common features, and new predictions could be gener-
ated about the factors that determine whether a given influ-
ence strategy will prove successful in a particular context for
a particular target. The central idea is that influence involves
resynchronization of the elements in the target’s relevant cog-
nitive structure. Achieving resynchronization is difficult,
however, when the cognitive structure in question is well-
integrated and stable. To promote a change in behavior in
this case, it is necessary to disassemble or otherwise destabi-
lize the associated cognitive structure. After the structure is
destabilized, the person is primed for resynchronization in
line with cues to higher-order meaning provided by the influ-
ence agent. 

A basic strategy for resynchronizing people’s thoughts and
desires follows from the emergence process of action identifi-
cation theory (cf. Vallacher & Wegner, 1987; Vallacher et al.,
1998). Research on this process has revealed that when peo-
ple do not have an integrated representation of what they are
doing, they become highly sensitive to coherent perspectives
on their behavior provided by others. The extrapolation of
this process to social influence is straightforward. In this sce-
nario, the influence agent first induces the target to consider
the relevant topic or action in concrete, low-level terms. Get-
ting the target to engage in topic-relevant behavior has this
effect, provided the behavior is sufficiently novel or complex
that it requires attention to detail. Simply describing an action
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in terms of its details can also induce low-level identification,
as can presenting the target with a surplus of concrete infor-
mation regarding the attitude object. From this disassembled
state, the target experiences a heightened press for integra-
tion. Left to his or her own devices, the target might emerge
with a higher-level frame for the action or topic that reflects
past positions or perhaps one that reflects a new integration
altogether (Vallacher & Nowak, 1997; Vallacher et al., 1998).
If, however, the influence agent offers a message that pro-
vides the missing integration before the target has demon-
strated emergence on his or her own, the target is likely to
embrace this message as an avenue of emergent understand-
ing, even if it conflicts with his or her prior conception.

This general approach to influence is effective in changing
people’s understanding of their own behavior, but with few
exceptions (e.g., Davis & Knowles, 1999; Vallacher & Selz,
1991) this approach has not been extended to other domains
of influence. Nonetheless, a wide variety of established influ-
ence strategies can be reframed as the disassembly of a
coherent state into its lower-level elements, setting the stage
for a reconfiguration of the elements in line with the influence
agent’s agenda. Thus, any strategy that involves inducing the
target to engage in acts that are at least somewhat novel or
time-consuming can create the necessary precondition for
guided emergence, as can providing the target with ambigu-
ous or conflicting information that is open to different higher-
level interpretations. Placing the target in a situation that lacks
a priori structure and coherence can similarly make him or her
vulnerable to emergent norms for how to act. Certain dimen-
sions of individual difference are also associated with vulner-
ability to social influence, and these too can be considered in
light of the emergence scenario. Self-uncertainty (e.g., Swann
& Ely, 1984; Vallacher, 1980), low levels of personal agency
(Vallacher & Wegner, 1989), field dependence (Witkin, Dyk,
Faterson, Goodenough, & Karp, 1962), low cognitive differ-
entiation (Bieri, Atkins, Briar, Leaman, Miller, & Tripodi,
1966), and external locus of control (Rotter, 1966) are clearly
distinct constructs, but each can be seen as a manifestation of
weak cognitive structure concerning a relevant domain of
judgment and self regulation (i.e., the self, action, other peo-
ple, society). Lacking internal coherence, a person character-
ized in this fashion utilizes information provided by others as
a frame around which he or she can achieve a sense of per-
sonal integration.

The failure of influence strategies, meanwhile, may reflect
a corresponding failure to disrupt or otherwise disassemble
the target’s prevailing understanding of the action or topic at
issue. Thus, resistance to influence (e.g., psychological reac-
tance) may be enhanced when the target’s prevailing per-
spective is not sufficiently deconstructed for him or her to

embrace the influence agent’s alternative perspective. In
essence, the emergence scenario suggests that all manner of
influence, from compliance with requests to brainwashing,
are built on a shared platform emphasizing people’s inherent
press for coherent understanding.

We should note, however, that complete integration is
rarely attained in complex systems. The cellular automata
model of social influence, for example, commonly produces
a highly clustered rather than unified social structure, even
though the underlying dynamics are in service of self-
organization and coherence (e.g., Nowak et al., 1990, 1998;
Nowak & Vallacher, 1998b). Differentiation as opposed to
unification is commonly observed as well in people’s self-
structure (Nowak et al., 2000), despite a sustained press for
integration in self-understanding. It is unreasonable, then, to
expect the voluminous literature on social influence to admit
to a single higher-order principle. Nor should we expect the
field to reach a static equilibrium, with an immutable set of
conclusions concerning the ways in which people influence
one another. Complex systems are inherently dynamic, con-
tinually evolving and becoming reconfigured in response to
new influences from the outside. Because interest in social
influence shows no sign of letting up, we can expect this
defining area of social psychology to display repeated
episodes of disassembly and reconfiguration in the years
to come.
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WHY PSYCHOLOGY NEEDS
ENVIRONMENTAL PSYCHOLOGY

Introduction

This review, like the model of psychology we advocate, looks
to the past, present, and future of environmental psychology.
The chapter begins with a discussion of the importance of
the socioenvironmental context for human behavior. Having
demonstrated that the environment, far from being a silent
witness to human actions, is an integral part of the plot, the
chapter continues with an examination of the nature and
scope of environmental psychology. Both its interdisciplinary
origins and its applied emphasis have conspired to prevent a
straightforward and uncontentious definition of environmen-
tal psychology. We review some of these and suggest how
recent definitions are beginning to adopt a more inclusive,
holistic, and transactional perspective on people-environment
relations. The next section discusses the various spatial scales
at which environmental psychologists operate—from the
micro level such as personal space and individual rooms,
public/ private spaces, and public spaces to the macro level of
the global environment. This incorporates research on the
home, the workplace, the visual impact of buildings, the
negative effects of cities, the restorative role of nature, and

environmental attitudes and sustainable behaviors. The third
section takes three key theoretical perspectives that have
informed environmental psychology—determinism, interac-
tionalism, and transactionalism—and uses these as an orga-
nizing framework to examine various theories used by
environmental psychologists: arousal theory, environmental
load, and adaptation level theory within a behaviorist and
determinist paradigm; control, stress adaptation, behavioral
elasticity, cognitive mapping, and environmental evaluation
within an interactionist paradigm; and behavior settings, af-
fordance theory and theories of place, place identity, and
place attachment within transactionalism.

The fourth section looks to the future of environmental
psychology by challenging the assumptions and limiting
perspectives of present research. The issues at the forefront
of the political and environmental agenda at the beginning of
the twenty-first century—human rights, well-being and qual-
ity of life, globalization, and sustainability—need to be ad-
dressed and tackled by environmental psychologists in a way
that incorporates both cross-cultural and temporal dimen-
sions. The impact of environmental psychology may be en-
hanced if researchers work within the larger cultural and
temporal context that conditions people’s perceptions and
behaviors within any given environment. This concluding
section discusses some of the work being undertaken by



420 Environmental Psychology

environmental psychologists seeking to meet this challenge
and address what some have considered to be an application
gap within environmental psychology (i.e., the gap between
the generation of general principles and on-the-ground ad-
vice of direct use to practitioners).

The Environment as Context

One of the shortcomings of so much psychological research
is that it treats the environment simply as a value-free back-
drop to human activity and a stage upon which we act out our
lives. In essence, the environment is regarded as noise. It is
seen as expedient in psychological investigations and experi-
ments to remove or reduce as much extraneous noise as
possible that will affect the purity of our results. This is un-
derstandable and desirable in many situations, but when it
comes to understanding human perceptions, attitudes, and
behaviors in real-world settings, the environment is a critical
factor that needs to be taken into account.

A paper presented at a recent environmental psychology
conference reported on an investigation of children’s class-
room design preferences. The study was undertaken by means
of showing the children photographs of different classroom
layouts. There were three principal methodological flaws that
illustrate well the issue of the role and importance of environ-
mental context in psychology. First, the photographs included
neither adults nor children. In other words, the photographs
did not illustrate or indicate how the environment was actu-
ally being used by either children or adults. When the re-
searcher was asked why children and adults were excluded
from the photographs, the response was that they would have
been a distraction. This is another variant of the failing iden-
tified in the previous paragraph. In this case, people are
treated as noise and become environmental objects. It is as-
sumed that if we can get people to rate environments prefer-
entially without those environments being contaminated with
people, we will arrive at a purer measure of the impact of the
environment on human preferences.

The second flaw with this study was that all the pho-
tographs were taken at adult height, thereby providing an
adult perspective on the environment even though children’s
perceptions and preferences were being sought. Finally, all
the photographs were taken from an adult point of view (e.g.,
the framing, focus, what was included and excluded) as if the
environment is visually and symbolically neutral. In other
words, the researcher thought that taking photographs of the
classrooms could provide an objective and impartial view of
the environment. If the photographs had been taken by the
children from their own perspective, the photographs might
have come to mean very different things to the children

and brought about a very different evaluation. The environ-
ment provides us with opportunities and constraints—sets of
affordances—that we can choose to draw upon (Gibson,
1979). Of course, not all children will perceive the same
affordances in a single environment, nor will similar environ-
ments generate the same perceptions and evaluations in a sin-
gle child (Wohlwill & Heft, 1987).

It is a characteristic feature of environmental psychology
that in any environmental transaction attention should focus
on the user of the environment as much as on the environ-
ment itself. For example, as it is not possible to understand
the architecture and spatial layout of a church, mosque, or
synagogue without reference to the liturgical precepts that in-
fluenced their design, so it is no less possible to understand
any landscape without reference to the different social, eco-
nomic, and political systems and ideologies that inform them.

One might well imagine, for example, a school landscape
that looks extremely tidy, well kempt, with clear demarcation
of spaces, producing a controlled and undifferentiated envi-
ronment with easy surveillance, and with learning and other
activities taking place in predetermined spaces. Such a de-
signed environment reflects a traditional view of the passive,
empty learner waiting for educational input. If one now
imagines a school landscape that appears on the surface to be
more haphazard and not so well ordered, unkempt with long
grass, soft or even no edges between activities, less easy sur-
veillance, and no obvious places for learning specific curricu-
lum subjects, then this would seem to be antithetic to learning
and education. However, if one switches to another model of
the child—the child as a stimulus-seeking learner—then the
sterile, formal, and rigid landscape just described would
seem like an inappropriate place for learning. On the other
hand, providing an unstructured, environmentally diverse set
of landscapes would seem to be an ideal place for learning,
encouraging children to seek out the stimulation that they
need for learning and development. Reading the environment
in terms of the assumptions it makes about the user is in-
structive. Understanding and designing the environment for
human activity can be achieved only when both the environ-
ment and the user are considered together as one transaction. 

The environmental setting is not a neutral and value-free
space; it is culture bound. It is constantly conveying mean-
ings and messages and is an essential part of human func-
tioning and an integral part of human action. As Getzels
(1975) writes, “Our vision of human nature finds expression
in the buildings we construct, and these constructions in turn
do their silent yet irresistible work of telling us who we are
and what we must do” (p. 12). The environment embodies the
social and cultural values of those who inhabit it. Some psy-
chologists argue that we need only focus on people because
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even though the environment contains the manifest evidence
of the values and meanings held by people, these values and
meanings can be investigated at source (i.e., in the people
themselves). As we know that attitudes are not always good
predictors of behavior, so we might also assume that what
people say about the environment and their actions within it
may actually be contradicted by extant evidence from the en-
vironment itself. Furthermore, the environment is not just a
figment of our imaginations or a social construct; it is real. If
we take a determinist or even an interactionist position, we
would acknowledge that the environment can have a direct
effect on human actions. Within transactionalism the envi-
ronment has a physical manifestation in order to confer
meaning in the first place. The environment embodies the
psychologies of those who live in it. It is used to confer
meaning, to promote identity, and to locate the person so-
cially, culturally, and economically.

The role of environmental context in influencing social be-
havior can be exemplified by reference to interpersonal rela-
tions as well as institution-person relations. Helping behavior
is a good example of the influence of environmental context
on the interpersonal behavior. The conclusions of numerous
research studies undertaken since the 1970s (Korte, 1980;
Korte & Kerr 1975; Krupat, 1985; Merrens, 1973) consis-
tently demonstrate that the conditions of urban life reduce the
attention given to others and diminish our willingness to help
others. Aggressive reactions to a phone box that is out of order
are more common in large cities than in small towns (Moser,
1984). Those findings have been explained by the levels of
population densities such as we encounter in large urban areas
that engender individualism and an indifference toward oth-
ers, a malaise noted in 1903 by Simmel (1903/1957), who
suggested that city life is characterized by social withdrawal,
egoistic behaviors, detachment, and disinterest toward others.
The reduction of attention to others can be observed also
when the individual is exposed to more isolated supplemen-
tary stressful condition (Moser, 1992). Thus, excessive popu-
lation density or the noise of a pneumatic drill significantly
reduces the frequency of different helping behaviors (Moser,
1988). If, generally speaking, politeness (as measured by
holding the door for someone at the entry of a large depart-
ment store) is less frequent in Paris than in a small provincial
town, this would suggest that population density and its im-
mediate impact on the throughput of shoppers will affect help-
ing and politeness behavior (Moser & Corroyer, 2001).

A good example of the effect of environmental context on
human attitudes and behaviors in an institution-person setting
can be found in Rosengren and DeVault’s (1970) study of the
ecology of time and space in an obstetric hospital. They found
that both the attitudes and behaviors of all the protagonists

involved in the process of delivering a baby—the mother,
nurses, doctors—were a function not only of where they were
situated but also of when they were situated there. Authority
(i.e., who managed the mother’s labor and delivery) was not
so much a function of a formal position in the hierarchy but of
where each person was at a particular time and who con-
trolled that space. This time-space interaction had an impact
not only on staff-patient relations but also on perceptions of
the appropriateness of medical procedures as they related to
the management of pain.

The environmental context in which perceptions occur,
attitudes are formed, and behavior takes place also has a
temporal dimension. We cannot understand space and place
without taking into account time. We encounter events not
only in the present but also in the past and in the future. We
experience places now, in the present, as well as places that
have had a past that impinges on and colors our interpretation
of the present. Furthermore, these same places have a future
that, for example, through anticipatory representations may
guide our actions (Doise, 1976).

The Nature and Scope of Environmental Psychology

Environmental psychology studies individuals and groups
in their physical and social contexts by giving a prominent
place to environmental perceptions, attitudes, evaluations and
representations, and accompanying behavior. Environmental
psychology focuses both on the effects of environmental con-
ditions on behavior and on how the individual perceives and
acts on the environment. The point of departure of analysis is
often the physical characteristics of the environment (e.g.,
noise, pollution, planning and layout of physical space) acting
directly on the individual or mediated by social variables in
the environment (e.g., crowding, population heterogeneity).
But physical and social factors are inextricably linked in their
effects on individuals’ perceptions and behaviors (Altman &
Rogoff, 1987). To achieve this effectively, research in envi-
ronmental psychology aims to identify processes that regulate
and mediate this relationship. Environmental psychologists
work in collaboration with other psychologists such as social,
cognitive, and occupational psychologists, as well as other
disciplines and professions such as architects, educationalists,
environmental scientists, engineers, and landscape architects
and planners.

Environmental psychology’s unit of analysis is the
individual-environment relation. One can study this relation
only by examining cognitions and behaviors that occur in
real-world situations. For this reason, environmental psy-
chology operates according to an inductive logic: Theories
are generated from what can be observed and from data
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unearthed in research in the real world. Kurt Lewin’s advo-
cacy of theory-driven practical research ought to have a reso-
nance with environmental psychologists.

The conceptual model by which our perceptions, represen-
tations, and behaviors are interdependent with the physical
and social environment has frequently been mentioned in
psychology. In their work on perception, Brunswik (1959)
and Gibson (1950) referred to the role of the environment;
Tolman (1948) used the concept of the mental map to de-
scribe the cognitive mechanisms that accompany maze learn-
ing; and in the domain of the psychology of form Lewin
(1951) elaborated the theory of the environmental field, con-
ceived as a series of forces that operate on the individual.
Lynch’s study of The Image of the City (1960), although by an
urban planner, was another major landmark in the early years
of environment-behavior research. The first milestones of en-
vironmental psychology date from the late 1960s (Barker,
1968; Craik, 1970; Lee, 1968; Proshansky, Ittelson, & Rivlin,
1970). The intellectual and international origins of envi-
ronmental psychology are considerably broader than many,
typically North American, textbooks suggest (Bonnes &
Secchiaroli, 1995).

Although environmental psychology can justly claim to
be a subdiscipline in its own right, it clearly has an affinity
with other branches of psychology, especially social psychol-
ogy, but also cognitive, organizational, and developmental
psychology. Examples of where environmental psychology
has been informed by and contributed to social psychology
are intergroup relations, group functioning, performance,
identity, conflict, and bystander behavior. However, social
psychology often minimizes the role of the environment as a
physical and social setting and treats it as simply the stage on
which individuals and groups act rather than as an integral
part of the plot. Environmental psychology adds an important
dimension to social psychology by making sense of differ-
ences in behavior and perception according to contextual
variables—differences that can be explained only by refer-
ence to environmental contingencies.

Although there are strong links to other areas of psychol-
ogy, environmental psychology is unique among the psycho-
logical sciences in terms of the relationship it has forged with
the social (e.g., sociology, human ecology, demography), en-
vironmental (e.g., environmental sciences, geography), and
design (e.g., architecture, planning, landscape architecture,
interior design) disciplines.

Because of the difficulties of defining environmental psy-
chology, many writers have sought instead to characterize or
describe it, as we ourselves did in part earlier. The most re-
cent of these can be found in the fifth edition of Bell,
Greene, Fisher, and Baum’s (2001) textbook Environmental

Psychology. They suggested that (a) environmental psychol-
ogy studies environment-behavior relationships as a unit,
rather than separating them into distinct and self-contained
elements; (b) environment-behavior relationships are really
interrelationships; (c) there is unlikely to be a sharp distinc-
tion between applied and basic research; (d) it is part of an
international and interdisciplinary field of study; and (e) it
employs an eclectic range of methodologies. But description
is not a substitute for definition. Leaving aside Proshansky
et al.’s (1970, p. 5) oft-quoted “environmental psychology is
what environmental psychologists do,” the same authors
suggested that “in the long run, the only really satisfactory
way . . . is in terms of theory. And the simple fact is that as
yet there is no adequate theory, or even the beginnings of a
theory, of environmental psychology on which such a defin-
ition might be based” (p. 5). By 1978, Bell, Fisher, and
Loomis, in the first edition of Environmental Psychology,
cautiously suggested that it is “the study of the interrela-
tionship between behavior and the built and natural envi-
ronment,” although they preferred to opt for the initial
Proshansky et al. conclusion. Other, not dissimilar, defini-
tions followed: “an area of psychology whose focus of in-
vestigation is the interrelationship between the physical
environment and human behavior and experience” (Holahan,
1982, p. 3); “is concerned with the interactions and relation-
ships between people and their environment” (Proshansky,
1990); “the discipline that is concerned with the interactions
and relationships between people and their environments”
(McAndrew, 1993, p. 2).

The problem with some of these definitions is that
although they describe what environmental psychologists do,
unfortunately they also hint at what other disciplines do as
well. For example, many (human) geographers could proba-
bly live quite comfortably with these definitions. By 1995,
Veitch and Arkkelin were no less specific and perhaps even
enigmatic with the introduction of the word “enhancing”:
“a behavioural science that investigates, with an eye towards
enhancing, the interrelationships between the physical envi-
ronment and human behaviour.”

These are clearly not the only definitions of environmen-
tal psychology, but they are reasonably representative. The
definitions have various noteworthy features. First, because
the area is necessarily interdisciplinary, the core theoretical
perspectives that should inform our approaches have some-
times been minimized. Thus Bonnes and Secchiaroli (1995)
drew attention to the need to define the field as a function of
the psychological processes studied. Most definitions of en-
vironmental psychology focus on the relationship between
the environment and behavior, yet paradoxically most of the
research in environmental psychology has not been about
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behavior but perceptions of and attitudes toward the environ-
ment and attitudes toward behavior in the environment. Sec-
ond, many of the definitions refer to relationships between
people and the physical or built environment. Proshansky
acknowledged that this was problematic because it fails to
recognize the importance of the social environment. The dis-
tinction between built and natural environments is becoming
increasing untenable given the mutual dependency and reci-
procity that exist between them, especially within the context
of the sustainability debate. Finally, many of the definitions
talk about the individual interacting with the environment.
Unfortunately, this ignores or minimizes the social dimen-
sion of environmental experience and behavior. This is a
strange omission given the strong influence of social psy-
chology on the area, although it is perhaps a reflection of the
individualistic nature of much social psychology.

Gifford (1997) more usefully offered the following:
“Environmental psychology is the study of transactions
between individuals and their physical settings. In these
transactions, individuals change the environment and their
behaviour and experiences are changed by the environment.
Environmental psychology includes research and practice
aimed at making buildings more humane and improving our
relationship with the natural environment” (p. 1). This far
more inclusive definition captures key concepts such as ex-
perience, change, people-environment interactions and trans-
actions, and natural versus built environments. As long ago
as 1987, Stokols (1987) suggested that “the translation of a
transactional world view into operational strategies for the-
ory development and research . . . poses an ambitious but
promising agenda for future work in environmental psychol-
ogy” (p. 41). The essence of a transactional approach,
Stokols continued, is “its emphasis on the dynamic interplay
between people and their everyday environmental settings, or
‘contexts’ ” (p. 42).

DOMAINS OF ENVIRONMENTAL PSYCHOLOGY

Environmental psychology deals with the relationship be-
tween individuals and their life spaces. That includes not
only the environment to provide us with all what we need to
survive but also the spaces in which to appreciate, under-
stand, and act to fulfill higher needs and aspirations.

The individual’s cognitions and behaviors gain meaning
in relation to the environment in which these cognitions
or behaviors are developed. Consequently, environmental
psychologists are confronted with the same issues that
concern all psychologists. The basic domains of environmen-
tal psychology include (a) environmental perceptions and

cognitions, (b) environmental values, attitudes, and assess-
ment, and (c) behavioral issues. It studies these processes in
relation to the environmental settings and situations in which
they occur. For instance, environmental perceptions are not
typically studied with the aim of identifying general laws
concerning different aspects of the perceived object. Envi-
ronmental perception deals with built or natural landscape
perception with an emphasis on sites treated as entities
(Ittelson, 1973); the perceiver is considered part of the scene
and projects onto it his or her aspirations and goals, which
will have an aesthetic dimension as well as a utilitarian func-
tion. The question the perceiver asks in appraising a land-
scape is not just “Do I like the appearance of this landscape?”
but also “What can this landscape do for me (i.e., what func-
tion does it serve)?” (Lee, 2001). Likewise, interpersonal
behavior within an environmental psychology context is
studied in order that we might better understand how envi-
ronmental settings influence these relationships (e.g., urban
constraints on the frequency of relational behavior with
friends or relatives; Moser, 1992).

Because of its very focus, environmental psychology has
been and remains above all a psychology of space to the
extent that it analyzes individuals’ and communities’ per-
ceptions, attitudes, and behaviors in explicit relation to the
physical and social contexts within which people and
communities exist. Notions of space and place occupy a
central position. The discipline operates, then, at several
levels of spatial reference, enabling the investigation of
people-environment interactions (at the individual, group, or
societal level) at each level. Reference to the spatial dimen-
sion makes it possible to take into account different levels
of analysis:

1. Private spaces (individual level): personal and private
space, dwelling, housing, workplace, office

2. Public/private environments (neighborhood-community
level): semipublic spaces, blocks of flats, the neighbor-
hood, parks, green spaces

3. Public environments (individual-community level, inhabi-
tants): involving both built spaces (villages, towns, cities)
as well as the natural environment (the countryside, land-
scape, etc.)

4. The global environment (societal level): the environment
in its totality, both the built and the natural environment,
natural resources

Environmental psychology analyzes and characterizes
people-environment interactions and/or transactions at these
different environmental levels. These relations can best be
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understood through perception, needs, opportunities, and
means of control.

Private Spaces

Personal space and privacy are important for individual and
community well-being and quality of life. Altman (1975,
p. 18) defined privacy as the “selective control of access to
the self or one’s group.” Thus, privacy implicates control
over the immediate environment. It is important for the indi-
vidual to be able to organize and personalize space. Privacy
represents a dynamic process of openness and closeness to
others (Altman & Chemers, 1980). Thus, privacy adjust-
ments may be established with physical or even psychologi-
cal barriers wherever individuals seek to isolate or protect
themselves from the intrusion of others. This may be impor-
tant in one’s home, but also in the work environment or dur-
ing leisure activities (e.g., on the beach). Privacy involves not
only visual but also auditory exclusivity (Sundstrom, Town,
Rice, Osborn, & Brill, 1994). Steady or transitionally occu-
pied places produce place attachment and are often accompa-
nied with ties to personal objects such as furniture, pictures,
and souvenirs that mark the appropriation (Korosec-Serfaty,
1976). Appropriation can be defined as a particular affective
relation to an object. The appropriated object may become
part of the identity of the individual (Barbey, 1976). The ap-
propriation of space has essentially a social function in the
sense that the individual or the group marks control over the
space (Proshansky, 1976), which in turn produces a feeling
of security. When appropriation is not shared with others, or
only with one’s group, control is absolute. 

The use of space in the home or the office environment has
produced a variety of studies. The intended function of a
room (e.g., kitchen, dormitory, etc.) implies a specific design
and determines how the space will be used. There are consid-
erable individual and cultural differences in the use of space
in one’s home (Kent, 1991; Newell, 1998; Rapoport, 1969). 

Personal space is defined as the invisible boundary sur-
rounding each individual into which others may not intrude
without causing discomfort (Hall, 1966). Personal space reg-
ulates interactions, and its extension depends on environmen-
tal variables. Its functions are twofold: protection, in which it
acts as a buffer against various interpersonal threats, and
communication purpose, in which it determines which sen-
sory communication-channel (touch, visual, or verbal) can
and should be used. Thus, interpersonal distances are cues for
understanding the specific relationship of two individuals.
Research has looked at various social determinants of per-
sonal space such as culture and ethnicity, age and gender
(e.g., Aiello, 1987; Crawford & Unger, 2000), psychological

factors (Srivastava & Mandal, 1990), and physical factors
(Altman & Vinsel, 1977; Evans, Lepore, Shejwal, & Palsane,
1998; Jain, 1993).

In contrast to personal space, territoriality is visibly de-
limited by boundaries and tends to be home or workplace
centered. It is a demarcated and defended space and invari-
ably is an expression of identity and attachment to a place
(Sommer, 1969). Territories are controlled spaces that serve
to enable the personalization and regularization of intrusion.
Therefore, territoriality has an essential function in providing
and promoting security, predictability, order, and stability in
one’s life. Altman and Chemers (1980) identified three types
or levels of territory: primary territories (e.g., home or office
space), where control is permanent and high and personaliza-
tion is manifest; secondary territories (e.g., the classroom or
open plan office), where control, ownership, and personaliza-
tion are temporary; and public territories (e.g., the street, the
mall), where there is competition for use, intrusion is difficult
to control, and personalization is largely absent.

Public/Private Environments

The Home Environment

Analyses at this level deal with the immediate environment
of the individual’s living space. These could be rows of
houses or apartment blocks, the immediate neighborhood, the
workplace, or the leisure areas in the immediate surroundings
of the home (e.g., parks and green areas). These areas are re-
ferred to as semipublic or semiprivate spaces, which means
that the control over them is shared within a community.

A great deal of research in environmental psychology
concerns the immediate home environment. Concepts like
attachment to place and sense of community contribute to
our understanding of how individuals and groups create
bonds to a specific place. Although the size of the habitable
space is essential for residential satisfaction, other aspects of
the living conditions modulate its importance as well. Resi-
dents enhance the value of their neighborhood through the
transactional relationships they establish with their place of
residence. For those who have already acquired basic living
conditions and who have an income that allows them to
achieve a good quality of life, the agreeable character of the
neighborhood has a modulating effect on satisfaction con-
cerning available space in the dwelling. The affective rela-
tionship with the dwelling and anchorage in childhood seem
to play an important role. Giuliani (1991) found that affec-
tive feelings toward the home were attributable to changing
conceptions of the self in relation to the home over the life
span.
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The feeling of being at home is closely connected to a
feeling of well-being and varies with the extent of the spatial
representation of the neighborhood. A spatially narrow repre-
sentation is correlated with a weak affective investment in the
neighborhood (Fleury-Bahi, 1997, 1998). The degree of sat-
isfaction felt with three of a neighborhood’s environmental
attributes (green spaces, aesthetics of the built framework,
and degree of noise) has an effect on the intensity of the af-
fectivity developed toward it, as well as feelings of well-
being. The feeling of being at home in one’s neighborhood is
linked to the frequency of encounters, the extent of the sphere
of close relations, the nature of local relationships, and satis-
faction with them. Low and Altman (1992) argued that the
origin and development of place attachment is varied and
complex, being influenced by biological, environmental,
psychological, and sociocultural processes. Furthermore, the
social relations that a place signifies may be more important
to feelings of attachment than the place itself.

Besides the home and neighborhood environments, other
domains involve a problematic congruence between people
and their environment (e.g., work, classroom, and institu-
tional environments such as hospitals, prisons, and homes for
children or the elderly). How can these environments be de-
signed to meet the needs of their occupants? We illustrate this
by examining one setting—the workplace.

Environmental Psychology in the Workplace

Increasing attention is being paid to the design of the work-
place so that it matches more effectively the organization’s
goals and cultural aspirations as well as employee needs and
job demands and performance. There has been a long history
of research into the workplace (Becker, 1981; Becker and
Steele, 1995; Sundstrom, 1987; Wineman, 1986). Indeed, the
famous Hawthorne effect first noted in the 1920s emerged
from a study of the effect of illumination on productivity.
Since then there have been many studies examining the am-
bient work environment and investigating the impact of
sound, light, furniture layout, and design on performance and
job satisfaction. It is now recognized that the environment,
space, and design can operate at a subtler level and have an
impact on issues such as status, reward, and the promotion of
corporate culture.

Decisions about space use and design should be examined
for their embedded assumptions regarding how they will en-
hance or detract from the organization’s goals and values. In
other words, whose assumptions underlie the design and
management of space, and what are the implications of
space-planning decisions? The relationship between the or-
ganization’s culture, the physical planning of the buildings

or offices, and the feel, look, and use of the facilities becomes
most apparent especially when there is a mismatch. A mis-
match often occurs when a new building is planned according
to criteria such as these: How many people should it accom-
modate? How many square feet should it occupy? How much
equipment should it have? How should it look to visitors?
Questions typically posed and addressed by environmental
psychologists have a different emphasis: Will the designs and
space layout enhance or detract from the desired corporate
work styles? Is the organization prepared to accept that em-
ployees have different working styles and that these should
be catered to in the provision of space and facilities? How
much control does the organization currently exert over its
employees’ use of time and space? To what extent are em-
ployees permitted to modify their own environment so that it
enables them to do their job more effectively? In what way,
for whom, and how does the management and design permit,
encourage, or enhance the following: personal and group
recognition, environmental control (heating, lighting, venti-
lation, amount and type of furniture, personalized space), so-
cial integration and identity, communication within the
working group, communication with other working groups,
and appropriate levels of privacy? How are issues such as in-
dividual and group identity; individual capacities, needs, and
preferences; and working patterns reflected in space planning
and the allocation of environmental resources? Is space and
resource allocation used as a means of reflecting and re-
warding status and marking distinctions between job clas-
sifications? Is the organization prepared to redefine its
understanding of equity and provide space and facilities on
the basis of need rather than status?

There are many ways of looking at the relationship be-
tween corporate culture and physical facilities. The effective
use of the organization’s resources lies not in fitting the staff
to the workplace but in recognizing that there will be a trans-
action between staff and workplace so that if the employee
cannot or will not be forced into the setting, they will either
attempt to modify the setting so that it does approximate more
closely their working needs and preferences or become dis-
satisfied, disaffected, and unproductive. For example, instead
of assigning an employee just one space, consideration
should be given to permitting if not encouraging. Instead of
working in just one place (e.g., a desk), some companies are
giving employees access to a number of spaces (e.g., hot
desking) that will allow them to undertake their tasks and
with more satisfaction and effectiveness. Within such an
arrangement staff cannot claim territorial rights over specific
spaces but are regarded as temporary lodgers for as long as
they need that space: informal privacy spaces for talking to
clients and colleagues; quiet, comfortable spaces for writing
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reports; workstations for undertaking word processing and
data analysis; meeting rooms for discussing issues with col-
leagues; small refreshment areas for informal socializing; and
quiet, private telephone suites for confidential matters. There
are various possibilities—the type of spaces will depend on
the type of work and how it can be undertaken effectively.

Public Environments

Cities are a human creation. They concentrate novelty, inten-
sity, and choice more so than do smaller towns and villages.
They provide a variety of cultural, recreational, and educa-
tional facilities. Equally, it is argued that cities have become
more dangerous because they concentrate all sorts of crime
and delinquency and are noisy, overcrowded, and polluted.
Three topics addressed at this environmental level are dis-
cussed here: the negative effects of cities, the visual impact of
buildings, and the restorative role of nature.

The Negative Effects of Cities

Living in metropolitan areas is considered to be stressful. The
analysis of behavior in cities has concentrated on noise, den-
sity, living conditions (difficulty of access to services), high
crime, and delinquency rates. A series of conceptual consid-
erations have been proposed to understand the consequences
of these stressors for typical urban behavior, such as paying
less attention to others and being less affiliative and less help-
ful. Environmental overload, environmental stress, and be-
havioral constraint all point to the potentially negative effects
of living in cities as compared with living in small towns. En-
vironmental conditions like noise and crowding not only af-
fect general urban conditions but also have a specific effect
on behavior. A comparison of behavior at the same site but
under different environmental conditions (noisy-quiet, high-
low density) shows a more marked negative effect in the
case of high noise and high density (Moser, 1992). Higher
crime and delinquency rates are commonly explained by the
numerous opportunities that the city offers, along with dein-
dividuation (Zimbardo, 1969). The probability of being rec-
ognized is lower, and the criminal can escape without being
identified. Fear of crime (which is not necessarily correlated
with objective crime rates) restricts people’s behavior by
making them feel vulnerable. It is exacerbated by an environ-
ment that appears to be uncared for (e.g., through littering
and vandalism). 

Whereas the effect of air pollution on health (e.g., respira-
tory problems for children and the elderly) is well documented
(Godlee & Walker, 1992; Lewis, Baddeley, Bonham, &
Lovett, 1970), it has little direct effect on the behavior of urban

residents. The relationship between exposure to air pollution
and health is mediated by perceptions of the exposure (Elliot,
Cole, Krueger, Voorberg, & Wakefield, 1999). The extent to
which people feel that they can control the source of air pollu-
tion, for instance, influences their response to this pollution.
Perceptions of air pollution are also important because they
influence people’s responses to certain strategies for air pollu-
tion management. Whether people perceive air pollution as a
problem is of course related to the actual existence of the prob-
lem. Generally, people are more likely to perceive environ-
mental problems when they can hear (noise), see (smoke),
smell, or feel them. Another important source of information
is the media because the media’s interpretation of pollution
levels may have a social amplification effect and influence
public perceptions and attitudes (Kasperson et al., 1988). Peo-
ple believe that heavy-goods vehicles, commuters, and busi-
ness traffic are the principal sources of urban air pollution. On
the other hand, school traffic is often seen as one of the most im-
portant causes of transport problems. It is often argued that
reducing school trips by car would make a significant differ-
ence to urban transportation problems. Paradoxically, al-
though considered to be a major source of congestion, school
traffic is not seen as a major source of pollution (Gatersleben &
Uzzell, 2000).

The Visual Impact of Buildings

Most of us live in cities. The architecture that surrounds us is
more than public sculpture. Research on the visual impact of
buildings demonstrates perhaps more than any other area that
different user groups perceive and evaluate the environment
dissimilarly. The criteria used most widely by the public to as-
sess the visual impact of a building is how contextually com-
patible it appears to be with the surrounding environment
(Uzzell, 2000b). Architects and their clients, however, tend to
value more highly the distinctiveness and contrast of build-
ings. Although there is a place for both, the indication is that
there are diverging points of view on what constitutes a desir-
able building between groups of people (Hubbard, 1994,
1996). Groat (1994) found differences of opinion to be great-
est between the public and architects and most similar be-
tween the public and planners. Several studies (e.g., Purcell &
Nasar, 1992; Nasar, 1993) have demonstrated that architects
and educated laypeople differ in their preferences for build-
ing styles and in the meanings that they infer from various
styles. For example, Devlin and Nasar (1989) found that
architects rated more unusual and distinctive residential ar-
chitecture as more meaningful, clear, coherent, pleasant, and
relaxing, whereas nonarchitects judged more conventional
and popular residential architecture as such. Similarly, Nasar



Domains of Environmental Psychology 427

(1993) found that not only did architects differ from the pub-
lic in their preferences and in the meanings that they inferred
from different styles, but they also misjudged the preferences
of the public.

Individual design features such as color, texture, illumina-
tion, and the shape and placement of windows can have a
significant impact on evaluations. Overall, such research
findings regarding order (including coherence, compatibility,
congruity, legibility, and clarity) have been reasonably con-
sistent; increases in order have been found to enhance the
evaluative quality of cities (Nasar, 1979), downtown street
scenes (Nasar, 1984), and residential scenes (Nasar, 1981,
1983).

The Restorative Role of Nature

Despite city living, many urban residents desire a private
house with garden or at least to be able to visit urban parks and
recreational areas. Urban residents often seek nature, and
research points consistently to its positive psychological
function (Staats, Gatersleben, & Hartig, 1997; Staats, Hartig,
& Kieviets, 2000). Green spaces and the natural environment
can provide not only an aesthetically pleasing setting but also
restorative experiences (Kaplan, 1995), including a positive
effect on health (Ulrich, 1984; E. O. Moore, 1982). Gifford
(1987) summarized this research and identified the following
main benefits of nature: cognitive freedom, escape, the expe-
rience of nature, ecosystem connectedness, growth, chal-
lenge, guidance, sociability, health, and self-control. What
seems to be important is the sense of freedom and control felt
in nature, in contrast to an urban environment, which is per-
ceived as constraining.

The Global Environment

Local agendas are increasingly informed by global perspec-
tives and processes (Lechner & Boli, 1999). The interaction
between the local and the global is crucial and is the essence
of globalization (Bauman, 1998; Beck, 1999). Although en-
vironmental issues are increasingly seen as international in
terms of extent, impact, and necessary response, social psy-
chological studies have traditionally treated many environ-
mental problems as locally centered and limited to a single
country. Thus they have been decontextualised in that not
only has the local-global environmental dimension been min-
imized, but perhaps more significantly the local-global social
psychological effects have also been minimized. This is well
illustrated by Bonaiuto, Breakwell, and Cano (1996), who
examined the role of social identity processes as they mani-
fest themselves in place (i.e., local) and national identity in

the perception and evaluation of beach pollution. It was
found that subjects who were more attracted to their town or
their nation tended to perceive their local and national
beaches as being less polluted.

Three phenomena—mass media coverage of environmen-
tal issues, the growth in environmental organizations, and the
placing of environmental issues on international political
agendas—have, intentionally or unintentionally, emphasized
the seriousness of global as opposed to local or even national
environmental problems. On the other hand, it has been sug-
gested that people are only able to relate to environmental
issues if they are concrete, immediate, and local. Conse-
quently, it might be hypothesized that people will consider
environmental problems to be more serious at a local rather
than global level. If this is the case, then what is the effect of
the public’s perceptions of the seriousness of environmental
problems on their sense of responsibility for taking action? In
a series of cross-cultural studies undertaken in Australia,
Ireland, Slovakia, and the United Kingdom, members of the
public and environmental groups, environmental science stu-
dents, and children were asked about the seriousness of vari-
ous environmental problems in terms of their impact on the
individual, the local area, the country, the continent, and the
world (Uzzell, 2000b). It was consistently found that respon-
dents were able to conceptualize problems at a global level,
and an inverse distance effect was found such that environ-
mental problems were perceived to be more serious the far-
ther away they are from the perceiver. This phenomenon
repeatedly occurred in each country for all groups. An in-
verse relationship was also found between a sense of respon-
sibility for environmental problems and spatial scale
resulting in feelings of powerlessness at the global level.

We are increasingly conscious of the effect of global envi-
ronmental processes on local climate. The effects of extreme
weather conditions—wind, heat or extreme cold—as, for ex-
ample, investigated by Suedfeld and others inAntarctic survey
stations, have demonstrated various impacts on individuals
(Suedfeld, 1998; Weiss, Suedfeld, Steel, & Tanaka, 2000). The
effect of seasonal daylight availability on mood has been de-
scribed as seasonal affective disorder (Rosenthal et al., 1984).
Likewise, sunlight has been found to enhance positive mood
(Cunningham, 1979).

The most significant topic analyzed at the level of global
environment is without doubt individuals’ attitudes toward
and support of sustainable development. A major challenge
for environmental psychology is to enable the understanding
and development of strategies to encourage environmentally
friendly behavior. There is consistent field research in
environmental psychology about the ways to encourage
environmentally responsible behavior concerning resources
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conservation (e.g., energy and water), littering, and recycling.
Environmental education, commitment, modeling, feedback,
rewards, and disincentives are on the whole effective only if
such behavior is reinforced and if opportunities are provided
that encourage environmentally friendly behavior.

Growing ecological concern in our societies is attributed to
a series of beliefs and attitudes favorable to the environment
originally conceptualized by Dunlap (1980) and Dunlap and
Van Liere (1984) as the new environmental paradigm and
now superseded by the New Ecological Paradigm Scale (Dun-
lap, Van Liere, Mertig, & Jones, 2000). But it is clear from re-
search that proenvironmental attitudes do not necessarily lead
to proenvironmental behaviors. Environmental problems can
often be conceptualized as commons dilemma problems (Van
Lange, Van Vugt, Meertens, & Ruiter, 1998; Vlek, Hendrickx,
& Steg, 1993). In psychology this is referred to as a social
dilemma. The defining characteristics of such dilemmas are
that (a) each participant receives more benefits and less costs
for a self-interest choice (e.g., going by car) than for a public
interest choice (e.g., cycling) and (b) all participants, as a
group, would benefit more if they all choose to act in the pub-
lic interest (e.g., cycling) than if they all choose to act in self-
interest (e.g., going by car; Gatersleben & Uzzell, in press).
The social dilemma paradigm can explain why many people
prefer to travel by car even though they are aware of the envi-
ronmental costs of car use and believe that more sustainable
transport options are necessary. It is in the self-interest of
every individual to use cars. Nevertheless, it is in the common
interest to use other modes of transport. However, single indi-
viduals do not cause the problems of car use; nor can they
solve them. They are typically collective problems. People
therefore feel neither personally responsible for the problems
nor in control of the solutions.

THEORETICAL PERSPECTIVES
ON KEY QUESTIONS IN
ENVIRONMENTAL PSYCHOLOGY

It was suggested at the beginning of this chapter that the
context—the environment—in which people act out their
lives is a critical factor in understanding human perceptions,
attitudes, and behavior. Psychologists have largely ignored
this context, assuming that most explanations for behavior
are largely person centered rather than person-in-environ-
ment centered. Because environmental psychologists are in a
position to understand person-in-environment questions, the
history of environmental psychology has been strongly
influenced by the need to answer questions posed by the

practical concerns of architects, planners, and other profes-
sions responsible for the planning, design, and management
of the environment (Uzzell, 2000a). These questions include
the following: How does the environment stimulate behavior,
and what happens with excessive stimulation? How does the
environment constrain and cause stress? How do we form
maps of the environment in our heads and use them to navi-
gate through the environment? What factors are important in
people’s evaluations of the built and natural environment,
and how satisfied are they with different environments and
environmental conditions? What is the influence of the envi-
ronment or behavior setting on people? What physical prop-
erties of the environment facilitate some behaviors and
discourage others? Do we have a sense of place? What effect
does this have on our identity? In this section we outline
some of the approaches that have been taken to answer these
questions.

Typically, within environmental psychology these ques-
tions have been addressed from one of three perspectives. The
first is a determinist and essentially behaviorist perspective
that argues that the environment has a direct impact on
people’s perceptions, attitudes, and behaviors. The second
approach has been referred to as interactionism: The environ-
ment has an impact on individuals and groups, who in turn
respond by having an impact on the environment. The third
perspective is transactional in that neither the person nor the
environment has priority and neither one be defined without
reference to the other. Bonnes and Secchiaroli (1995) sug-
gested that transactionalism has two primary features: the
continuous exchange and reciprocity between the individual
and the environment, and the primarily active and intentional
role of the individual to the environment.

It is impossible in a chapter of this length to discuss all the
theories that have driven environmental psychology research.
The varying scales at which environmental psychologists
work, as we have seen, assume different models of man, make
different assumptions about people-environment and envi-
ronment-behavior relations, require different methodologies,
and involve different interpretive frameworks. In this section
we discuss the three principal approaches that have been em-
ployed in environmental psychology to account for people’s
behavioral responses to their environmental settings.

Determinist and Behaviorist Approaches

Arousal theory, environmental load, and adaptation level
provide good illustrations of theories that are essentially
behaviorist in their assumptions and determinist in their
environment-behavior orientation.
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Arousal Theory

Arousal theory stipulates that the environment provides a cer-
tain amount of physiological stimulation that, depending on
the individual’s interpretation and attribution of the causes,
has particular behavioral effects. Each particular behavior is
best performed at a definite level of arousal. The relation be-
tween levels of arousal and optimal performance or behavior
is curvilinear (Yerkes-Dodson law). Whereas individuals
seek stimulation when arousal is too low, too-high levels of
arousal produced by either pleasant or unpleasant stimulation
or experiences have negative effects on performance and be-
havior. Anomic behavior in urban environments is attributed
to high stimulation levels due to environmental conditions
such as excessive noise or crowding (Cohen & Spacapan,
1984). On the other hand, understimulation may occur in cer-
tain environments such as the Arctic that cause unease and
depression (Suedfeld & Steel, 2000).

The Environmental Load or Overstimulation Approach

According to this model people have a limited capacity to
process incoming stimuli, and overload occurs when the in-
coming stimuli exceed the individual’s capacity to process
them. Individuals deal with an overloaded situation by concen-
trating their attention on the most important aspects of a task or
by focusing on a fixed goal, ignoring peripheral stimulation in
order to avoid distraction. Paying attention to a particular task
in an overloaded situation is very demanding and produces
fatigue (Kaplan & Kaplan, 1989). Typical aftereffects of being
exposed to an overload situation are, according to the over-
load model, less tolerance to frustration, less attention, and
reduced capacity to react in an adaptive way. Milgram (1970)
attributed the deterioration of social life in cities to the wide va-
riety of demands on citizens causing a reduced capacity to pay
attention to others. The overload approach explains why cer-
tain environmental conditions lead to undesirable behavioral
consequences such as aggression, lack of helping behavior,
and selfishness in urban environments.

Adaptation Level Theory

Adaptation level theory (Wohlwill, 1974) is in certain ways a
logical extension of arousal theory and the overload
approach. It assumes that there is an intermediate level of
stimulation that is individually optimal. Three categories
of stimulation can be distinguished: sensory stimulation,
social stimulation, and movement. These categories can be
described along three dimensions of stimulation: intensity,
diversity, and patterning (i.e., the structure and degree of

uncertainty of the stimulation). In ideal circumstances a stim-
ulus has to be of average intensity and reasonably diverse,
and it must be structured with a reasonable degree of uncer-
tainty. The level of stimulation at which an individual feels
comfortable depends on his or her past experience, or, more
precisely, on the environmental conditions under which he or
she has grown up. This reference level is nevertheless subject
to adaptation when individuals change their life environ-
ments. If rural people can be very unsettled by urban envi-
ronments, they may also adapt to this new situation after a
certain period of residence. Adaptation level theory postu-
lates an active and dynamic relation of the individual with his
or her environment.

Interactionist Approaches

Analyses of the individual’s exposure to environmental stres-
sors in terms of control and of behavioral elasticity, on one
hand, and environmental cognition (cognitive mapping, envi-
ronmental evaluations, etc.), on the other hand, refer typi-
cally to an interactionist rationale of individual-environment
relations.

Stress and Control

Some authors (Proshansky et al., 1970; Stokols, 1978;
Zlutnick & Altman, 1972) consider certain environmental
conditions to be constraining to the individual. Similarly, oth-
ers (Baum, Singer, & Baum, 1981; Evans & Cohen, 1987;
Lazarus & Folkman, 1984) describe such situations as being
stressful. Both approaches lead to conditions as being poten-
tially constraining or stressful and introduce the concept
of control. Individuals exposed to such situations engage in
coping processes. Coping is an attempt to reestablish or gain
control over the situation identified as stressing or constrain-
ing. According to the psychological stress model, environ-
mental conditions such as noise, crowding, or daily hassles
provoke physiological, emotional, and behavioral reac-
tions identified as stress (Lazarus, 1966). Three types of
stressors can be distinguished: cataclysmic events (e.g., vol-
canic eruptions, floods, earthquakes), personal life events
(e.g., illness, death, family or work problems), and back-
ground conditions (e.g., transportation difficulties, access to
services, noise, crowding). Such conditions are potentially
stressful according to their nature provided that the individ-
ual identifies them as such (Cohen, Evans, Stokols, & Krantz,
1986).

An environment is constraining when something is limit-
ing or prevents individuals from achieving their intentions.
This may occur with environmental conditions or stressors
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like noise or crowding, but also with specific environmental
features like fences, barriers, or bad weather. The constraining
situation is interpreted by the individual as being out of his or
her control. The feeling of not being able to master the situa-
tion produces psychological reactance (Brehm, 1966). Un-
pleasant feelings of being constrained lead the individual to
attempt to recover his or her freedom of action in controlling
the situation. Having freedom of action or controlling one’s
environment seems to be an important aspect of everyday life
and individuals’ well-being. When people perceive control in
a noisy situation, their performance is improved (Glass &
Singer, 1972); they are less aggressive (Donnerstein &
Wilson, 1976; Moser & Lévy-Leboyer, 1985); and they are
more often helpful (Sherrod & Dowes, 1974). On the contrary,
the perception of loss of control produced by a stressful situa-
tion or constraints has several negative consequences on be-
havior (Barnes, 1981) as well as on well-being and health.

Confronted with a potentially stressful condition, the indi-
vidual appraises the situation. Appraisals involve both as-
sessing the situation (primary appraisal) and evaluating the
possibilities of coping with it (secondary appraisal). The
identification of a situation as being stressful depends on
cognitive appraisal. Cognitive appraisal of a situation as
being potentially disturbing or threatening or even harmful
involves an interaction between the objective characteristics
of the situation as well as the individual’s interpretation of
the situation in light of past experience. The secondary
appraisal leads to considering the situation as challenging
with reference to a coping strategy. Coping strategies de-
pend on individual and situational factors. They consist of
problem-focused, direct action such as fleeing the situation,
trying to stop, removing or reducing the identified stressor, or
reacting with a cognitive or emotional focus such as reevalu-
ating the threatening aspects of the situation. Reaction to a
stressful situation may lead the individual to concentrate on
the task, focus on the goals, or ignore or even deny the dis-
tracting stimuli. Repeated or steady exposure to stressors
may result in adaptation and therefore weaker reactions to
this type of situation. If the threatening character of the situa-
tion exceeds the coping capacities of the individual, this
may cause fatigue and a sense of helplessness (Garber &
Seligman, 1981; Seligman, 1975).

The Stress-Adaptation Model

In everyday life the individual is exposed to both background
stressors and occasionally to excessive environmental stimu-
lation. Consequently, the individual’s behavior can only be
appreciated when considered in a context perceived and eval-
uated by the persons themselves and in reference to baseline

exposure (Moser, 1992). Any exposure to a constraining or
disagreeable stimulus invokes a neuro-vegetative reaction.
Confronted with such stimulation, the individual mobilizes
cognitive strategies and evaluates the aversive situation with
reference to her or his threshold of individual and situational
tolerance, as well as the context in which exposure occurs.
This evaluation creates a stimulation level that is judged
against a personal norm of exposure. In response the individ-
ual judges the stimulus as being weak, average and tolerable,
or strong. Cognitive processes intervene to permit the indi-
vidual to engage in adaptive behavior to control the situation.
A situation in which the constraints are too high or in which
stimulation is excessive produces increased physiological
arousal, thereby preventing any cognitive intervention and
therefore also control of the situation.

Behavioral Elasticity

This model introduces the temporal dimension of exposure to
environmental conditions and refers to individual norms of
exposure (Moser, in press). The influence of stressors is well
documented, but the findings are rarely analyzed in terms of
adaptation to long-term or before-after comparisons. Yet one
can assume that where there are no constraining factors, indi-
viduals will revert to their own set of norms, which are elab-
orated through their history of exposure. The principle of
elasticity provides a good illustration of individual behavior
in the context of environmental conditions. Using the princi-
ple of elasticity from solids mechanics to characterize the
adaptive capacities of individuals exposed to environmental
constraints, three essential behavioral specificities as a con-
sequence of changing environmental contingencies can be
distinguished: (a) a return to an earlier state (a point of refer-
ence) in which constraints were not present, (b) the ability to
adapt to a state of constraint as long as the constraint is per-
manent, and (c) the existence of limits on one’s flexibility.
The latter becomes manifest through reduced flexibility in
the face of increased constraints, the existence of a breaking
point (when the constraints are too great), and the progressive
reduction of elasticity as a function of both continuous con-
straints and of aging.

Returning to an Earlier Baseline. While attention is
mostly given to attitude change and modifying behavior in
particular situations, the stability over time of these behaviors
is rarely analyzed. Yet longitudinal research often shows that
proenvironmental behavior re-sorts to the initial state before
the constraints were encountered. This has been shown, for
instance, in the context of encouraging people to sort their
domestic waste (Moser & Matheau, in press) or in levels of
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concern about global environmental issues (Uzzell, 2000b).
Exposure to constraints creates a disequilibrium, and the in-
dividual, having a tendency to reincorporate initial behavior,
reverts to the earlier state of equilibrium.

Adaptation: The Ability to Put Up With a Constraining
Situation in so Far as It Is Continuous. Observing behav-
ior in the urban environment provides evidence of the con-
straining conditions of the urban context. Residents of large
cities walk faster in the street and demonstrate greater with-
drawal than do those living in small towns: They look
straight ahead, only rarely maintain eye contact with others,
and respond less frequently to the various requests for help
from other people. In other words, faced with an overstimu-
lating urban environment, people use a filtering process by
which they focus their attention on those requests that they
evaluate as important, disregarding peripheral stimulation.
The constant expression of this type of adaptive behavior
suggests that it has become normative. The walking speed of
inhabitants of small towns is slower that the walking speed of
inhabitants in large cities (Bornstein, 1979). So we can assert
that such behavior provides evidence of the individual’s ca-
pacity to respond to particular environmentally constraining
conditions.

The Extent and Limits of Flexibility. The limits of flexi-
bility and, more particularly, the breakdown following con-
straints that are too great are best seen in aggressive behavior.
The distinction between instrumental and hostile aggression
(Feshbach, 1964) recalls the distinction between adaptive be-
havior aimed at effectively confronting a threat and a reactive
and impulsive behavior ineffectual for adaptation. Three lim-
its of flexibility can be identified. First is reduced flexibility in
the face of increased constraints. When exposure to accus-
tomed constraints is relatively high, there is a lower proba-
bility of performing an adaptive response, and therefore an
increase in reactive behaviors. There is decreased flexibility
in the face of constraint, more so if the constraint is added
onto already-existing constraints affecting the individual.
This is most clearly evident in aggressive behaviors (Moser,
1984). People react more strongly to the same stimulation in
the urban environment than in small towns. Hostile aggres-
sion thus becomes more frequent. This results in a decrease in
adaptive capacities and therefore of flexibility if additional
constraints are grafted onto those already present. The second
limit is the existence of a breaking point when the constraints
are too great: Intervention by cognitive processes is pre-
vented if stimulation produces a neuro-vegetative reaction
that is too extreme (Moser, 1992; Zillmann, 1978). This is
most evident with violent or hostile aggressive behavior. This

involves nonadaptive reactive behavior that is clearly of a
different order. As a consequence, breakdown and a limit on
flexibility result. Contrary to what occurs when there is elas-
ticity, however, this breakdown fortunately occurs only occa-
sionally and on an ad hoc basis. The third limit is the
progressive loss of elasticity as a function of the persistence
of exposure to constraints: This has been examined under
laboratory conditions in the form of postexposure effects.
Outside the laboratory, the constant mobilization of coping
processes, for example, for those living near airports pro-
duces fatigue and lowers the capacity to face new stressful
situations (Altman, 1975). One encounters, in particular,
greater vulnerability and irritability as well as a significant
decrease in the ability to resist stressful events. These effects
demonstrate that there is a decreased tolerance threshold, and
so a decreased flexibility following prolonged exposure to
different environmental constraints.

The elasticity model is an appropriate framework to illus-
trate the mechanisms and limits of behavioral plasticity. It
may perhaps stimulate the generation of a model of behav-
ioral adjustments by placing an emphasis on the temporal di-
mension and the cognitive processes governing behavior.
Environmental cognition, cognitive mapping, and environ-
mental appraisals are likely to fall within an interactionist
framework. While they can be individualistic, they are in-
variably set within a social context. Environmental cognition
would be enriched by more research in terms of social repre-
sentations (Moscovici, 1989) providing the opportunity to
emphasize the role of cultural values, aspirations, and needs
as a frame of reference for environmental behavior.

Cognitive Mapping

How do we form maps of the environment in our heads and
use them to navigate through the environment? Cognition
and memory of places produce mental images of our envi-
ronment. The individual has an organized mental representa-
tion of his or her environment (e.g., neighborhood, district,
city, specific places), which environmental psychologist call
cognitive maps. Cities need to be legible so that people can
“read” and navigate them. The study of cognitive maps has its
origin in the work of Tolman (1948), who studied the way in
which rats find their ways in mazes. Lynch (1960), an urban
planner, introduced the topic and a methodology to study the
ways in which people perceive the urban environment. Lynch
established a simple but effective method to collect and ana-
lyze mental maps. He suggested that people categorize the
city according to five key elements: paths (e.g., streets,
lanes), edges (e.g., spatial limits such as rivers and rail
tracks), districts (e.g., larger spatial areas or neighborhoods
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that have specific characteristics and are typically named,
such as Soho), nodes (e.g., intersections, plazas), and land-
marks (e.g., reference points for the majority of people).

Furthermore, one can distinguish sequential representa-
tions (i.e., elements that the individual encounters when trav-
eling from one point of the city to another, rich in paths and
nodes) and spatial representations emphasizing landmarks
and districts (Appleyard, 1970). Cognitive maps will vary,
for example, as a function of familiarity with the city and
stage in the life cycle. Such maps can be used to characterize
either an individual’s specific environment interests or pref-
erences (Milgram & Jodelet, 1976) or the qualities and legi-
bility of a particular environment (Gärling & Evans, 1991;
Kitchen, Blades, & Golledge, 1997). Way finding is a com-
plex process involving a variety of cognitive operations such
as localization of the target and choosing the route and the
type of transportation to reach the goal (Gärling, Böök, &
Lindberg, 1986). Sketch maps often carry typical errors that
point to the cognitive elaboration of the individual’s environ-
mental representation: nonexhaustive, spatial distortions (too
close, too apart), simplification of paths and spaces, and over-
estimation of the size of familiar places.

Environmental Evaluations 

What factors are important in people’s evaluation of the built
and natural environment, and how satisfied are they with dif-
ferent environments and environmental conditions? Some
environmental evaluations, called the place-centered method,
focus on the objective physical properties of the environment
such as pollution levels or the amount of urban development
over the previous 10 years. The aim is to measure the quali-
ties of an environment by experts or by actual or potential
users. Such evaluations are done without taking into account
the referential framework of the evaluator (i.e. the values,
preferences, or significations attached to the place). These
kinds of appraisals are important, but when it is remembered
that what may be an environmental problem for one person
may be of no consequence to another, it is clear that environ-
mental assessment has an important subjective dimension as
well. This person-centered method focuses on the feelings,
subjective appreciation of, and satisfaction with a particular
environment (Craik & Zube, 1976; Russell & Lanius, 1984). 

Some environmental appraisals take the form of contrast-
ing social categories such as architects versus the public
(Groat, 1994; Hubbard, 1994) or scientists versus laypeople
(Mertz, Slovic, & Purchase, 1998) or of categorizing people
who hold particular attitudes (e.g., pro- vs. anticonservation;
Nord, Luloff, & Bridger, 1998). The focus of attention is on
the role the individual occupies or the attitudes held and the

consequent effect that this has on environmental attitudes and
behavior. 

Evaluations can be carried out either in the environment
that is being evaluated or through simulations. Horswill and
McKenna (1999) developed a video-based technique for
measuring drivers’ speed choice, and their technique has the
advantage of maintaining experimental control and ensuring
external and ecological validity. They found that speed
choice during video simulation related highly to real driving
experiences. Research consistently confirms color pho-
tographs as a valid measure of on-site response, especially
for visual issues (Bateson & Hui, 1992; Brown, Daniel,
Richards, & King, 1988; Nasar & Hong, 1999; Stamps,
1990). Stamps (1990) conducted a meta-analysis of research
that had previously used simulated environments to measure
perceptions of real versus photographed environments (e.g.,
presented as slides, color prints, and black-and-white prints).
He demonstrated that there is highly significant correlation
between evaluations of real and simulated (photographed)
environments. The advent of digital imaging means that it is
now possible to manipulate photographs so that environ-
ments can be changed in a systematic and highly convincing
way in order to assess public preferences and reactions. The
photographs in Figure 17.1 were manipulated with the inten-
tion of assessing the impact of different traffic calming mea-
sures on drivers’ estimates of speed (Uzzell & Leach, 2001).

The research demonstrated that drivers clearly were able
to discriminate between the different conditions presented in
manipulated photographs. When estimated speeds were cor-
related against actual speeds along the road as it exists at pre-
sent, this suggested which design solutions would lead to an
increase or decrease in speeding behavior.

Transactional Approaches

Three approaches are discussed here as examples of transac-
tional approaches in environmental psychology: Barker’s
behavior setting approach; affordances; and place theory,
identity, and attachment.

Barker’s Behavior Settings

Barker’s behavior settings approach has both a theoretical
and methodological importance because it provides a frame-
work for analyzing the logic of behavior in particular set-
tings. Barker (1968, 1990) considered the environment as a
place where prescribed patterns of behavior, called programs,
occur. There is a correspondence between the nature of the
physical milieu and a determined number and type of collec-
tive behavior taking place in it. According to ecological
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Figure 17.1 Digitally manipulated photographs used to assess the impact of alternative traffic-calming
measures on drivers’ estimates of speed.

psychology, knowing the setting will provide information
about the number of programs (i.e., behaviors) in it. Such
programs are recurrent activities, regularly performed by per-
sons holding specific roles. A church, for instance, induces
behaviors like explaining, listening, praying, singing, and so
on, but each type of activity is performed by persons endors-
ing specific roles. According to his or her role, the priest is a
performer and the congregation members are nonperformers.
This setting also has a layout and particular furniture that fits
that purpose and fixes the program (i.e., what type of behav-
ior should happen in it). The so-called behavior setting (i.e.,
the physical place and the behaviors) determines what type of
behavior is appropriate and therefore can or should occur.
Patterns of behavior (e.g., worshipping) as well as settings
(e.g., churches) are nevertheless independent: A religious of-
fice can be held in the open air, and the church can be used for
a concert. It is their role-environment structure or synomor-
phology that create the behavior setting. Barker’s analysis
supposes an interdependency between collective patterns of
behavior, the program, and the physical space or milieu in
which these behaviors take place. Behaviors are supposed to
be unique in the specific setting and dependent on the setting
in which they occur. Settings are delimited places such as
within walls, fences, or symbolic barriers. They can be

identified and described. Barriers between settings also de-
limit programs. Knowing about the setting (e.g., its purpose
or intention) infers the typical behaviors of the people in that
setting. Barker’s conceptualization permits an understanding
of environment-behavior relationships such that space might
be organized in a certain way in order to meet its various pur-
poses. Behavior settings are dynamic structures that evolve
over time (Wicker, 1979, 1987).

Staffing (formerly manning) theory completes Barker’s
approach by proposing a set of concepts related to the num-
ber of people that the behavior setting needs in order to be
functional (Barker, 1960; Wicker & Kirkmeyer, 1976). Be-
sides key concepts like performers who carry out the primary
tasks and the nonperformers who observe, the minimum
number of people needed to maintain the functioning of a be-
havior setting is called the maintenance minimum, and the
maximum is called its capacity. Applicants are people seek-
ing to become part of the behavior setting. Overstaffing or
understaffing is a consequence of too few or too many appli-
cants for a behavior setting. The consequence of under-
staffing is that people have to work harder and must endorse
a greater range of different roles in order to maintain the
functioning of the setting. They will also feel more commit-
ted to the group and endorse more important roles. On the
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other hand, overstaffing requires the fulfillment of adaptive
measures to maintain the functioning, such as increasing
the size of the setting.

Behavior settings and staffing theory are helpful tools to
solve environmental design problems and to improve the
functioning of environments. Barker’s approach has been
applied successfully to the analyses of work environments,
schools, and small towns. It helps to document community
life and enables the evaluation of the structure of organiza-
tions in terms of efficiency and responsibility.

Affordance Theory

Gibson (1979) argued that, contrary to the orthodox view
held in the design professions, people do not see form and
shape when perceiving a place. Rather, the environment can
be seen as offering a set of affordances; that is, the environ-
ment is assessed in terms of what it can do for us. The design
professions are typically taught that the building blocks of
perception comprise shape, color, and form. This stems from
the view that architecture and landscape architecture are
often taught as visual arts rather than as ways of providing
functional space in which people can work, live, and engage
in recreation. Gibson argues that “the affordances of the en-
vironment are what it offers the animal, what it provides or
furnishes either for good or ill” (p. 127). Affordances are eco-
logical resources from a functional point of view. They are an
objectively specifiable and psychologically meaningful tax-
onomy of the environment. The environment offers opportu-
nities for use and manipulation. How we use the environment
as children, parents, or senior citizens will vary depending on
our needs and interests, values, and aspirations.

This perspective suggests that the degree to which built or
natural environments are utilized changes as people’s roles,
relationships, and activities in the environment change.
Therefore, the environment can be seen to have a develop-
mental dimension to it. As people develop their cognitive,
affective, and behavioral capacities, the resources that the
environment offers change. Furthermore, the environment
can be designed to facilitate, support, and encourage this.
Heft (1988) argued that utilizing Gibson’s theory of affor-
dances allows us to describe environmental features in terms
of their functional significance for an individual or group. He
postulated that to arrive at a functional description of an
environment, one requires three sorts of information: the
characteristics of the person, the characteristics of the envi-
ronment, and the behavior of the individual in question. Heft
(1988) was interested in children’s environment-behavior
interactions, with the aim of creating a taxonomy that would
describe the functionally significant properties of children’s

environments. Based on his analysis of three significant books
on children’s use of their environment (Barker & Wright,
1951; Hart, 1979; R. Moore, 1986), Heft created a functional
taxonomy of children’s outdoor environments in terms of the
environmental features and activities that they afford the
child. The 10 environmental features were flat, relatively
smooth surface; relatively smooth slope; graspable/detached
object; attached object; nonrigid, attached object; climbable
feature; aperture; shelter; moldable materials; and water.

Heft also pointed out that as there is a developmental as-
pect to the taxonomy, the value of the environment will
change for the developing child. As children move from pre-
teenagers through to adolescence, so the affordances of dif-
ferent types of environments change in response to their need
for social interaction and privacy (Woolley, Spencer, Dunn, &
Rowley, 1999). Clark and Uzzell (in press) found that the use
of the neighborhood for interaction decreased with age
and that by the time the young people had reached 11 years
old the number of affordances was significantly lower than
for those aged 7 years old. There was no decrease in the use
of the neighborhood for retreat. Therefore, the neighborhood
retains its importance for retreat behaviors.

Exemplifying the assertion by Bonaiuto and Bonnes
(1996) that the experience of small- and large-city living
is notably different, Kyttä (1995) examined children’s activi-
ties in the city, in a small town, and in a rural area in Finland.
Using the affordance approach but including categories on
social affordances and nature, Kyttä found that the number of
positive affordances was highest in the rural area and lowest
in the city. However, when the quality of affordances was an-
alyzed, there were no differences between the areas for 8 out
of the 11 affordance categories. The attitudes of parents play
a significant role in how children perceive affordances. Chil-
dren with a limited autonomy over their spatial range, due to
parental restrictions through fears about safety, see little of
the environment and therefore of its affordances.

Theories of Place, Place Identity, and Place Attachment

One of the earliest theories of place was proposed by Canter
(1977), whose conceptual, as opposed to behavioral, model
proposed that the cognitive system contains information
about where places are, what is likely to happen there, and
who is likely to be present. Canter defined place as a unit of
environmental experience and postulated that the unit of
place was the result of the relationships between actions
(i.e., behavior is associated or anticipated), conceptions, and
physical attributes.

A second influential theory of place is the transactional
theory of Stokols and Shumaker (1981), who defined place
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as the entity between aspects of meaning, physical proper-
ties, and relative activity. This is not so dissimilar from Can-
ter’s notions of actions, conceptions, and physical properties.
Stokols and Shumaker emphasize the collective perceptions
of place and propose that a place has a social imageability.
This imageability is the collectively held social mean-
ings that the place has among its occupants or users. Within
social psychology these would be called social representa-
tions (Farr & Moscovici, 1984; Moscovici, 1989). Stokols
proposed that three dimensions contribute to a group’s social
imageability of place: functions, goals, and evaluations. Func-
tions are individual or group activities that occur within the
place regularly and include the norms associated with the ac-
tivities and the identity and social roles of the occupants/users
of the place; goals can be either personal or collective and
relate to the purpose of the place; evaluations include the
occupants, physical features, and social functions associated
with the place.

Thus, Stokols and Shumaker concluded that the perceived
social imageability of a place is the result of the functional,
motivational, and evaluative meanings conveyed by the envi-
ronment. Stokols places particular emphasis on the functional
dimension of place and the need to explore the affective and
motivational processes in the relationship between people
and place. As Bonnes and Secchiaroli (1995) pointed out, to
live in an environment does not mean structuring experiences
only with respect to its physical reality. Places carry a role in
the fulfillment of biological, cultural, psychological, and so-
cial needs of the person in the many situations that they will
face over their lifetimes.

One such role is their contribution to personal and group
identity. Place has been related to identity in two ways. The
first could be referred to as place identification. This refers to
a person’s expressed identification with a place. For example,
a person from London may refer to himself as a Londoner. In
this sense, “Londoner” can be considered to be a social cate-
gory that is subject to the same rules as is a social identifica-
tion within social identity theory. Hogg and Abrams (1988)
suggested that social identity comprises different social iden-
tifications, any one of which will become salient depending
on the context. Taking this position suggests that the concept
of place identity is subsumed into and becomes a part of
social identity. 

The second way in which place has been related to iden-
tity is through the term place identity, a construct promoted
by Proshansky, Fabian, and Kaminoff (1983; Proshansky,
1987) that calls for a more radical reevaluation of the con-
struct of identity. Proshansky et al. (1983) proposed that
place identity is another aspect of identity comparable to so-
cial identity that describes the person’s socialization with the

physical world. This understanding sets place identity along-
side and independent of self-identity, rather than subsumed
within it.

Although it may be possible to discuss the relationship
between the physical environment and identity without refer-
ence to a group, to have two forms of identity would focus
discussion on whether identity was more “social” or more
“place.” This would not seem to be useful in explanatory
terms. In addition, it contradicts environmental psycholo-
gists’ transactional perspective on place (Saegert & Winkel,
1990). Although we agree with Proshansky that self theorists
have neglected the physical environment, we would suggest
that rather than there being a separate part of identity con-
cerned with place, all aspects of identity will, to a greater or
lesser extent, have place-related implications. Although place
identity is seen to be a crucial part of the relationship between
self and environment, Proshansky never really operational-
ized the concept. Breakwell’s (1986) identity process model,
with its constructs of distinctiveness, continuity, self-esteem,
and self-efficacy, provides such an investigatory and analyti-
cal framework. Although these constructs have a particularly
social orientation in Breakwell’s formulation, they neverthe-
less would seem to have useful transfer relevance to other di-
mensions of identity, including place (Bonaiuto, Breakwell, &
Cano, 1996; Uzzell, 1995). For example, distinctiveness and
continuity are essential elements in Korpela (1989) and Lalli’s
(1992) conceptualizations of place identity.

One important mechanism through which place identity is
supported is place attachment. Spencer and Woolley (2000),
for example, argued that children gain their personal identity
through place attachment. Place attachment refers to an emo-
tional bonding between individuals and their life spaces,
which could be the home, the neighborhood, or places and
spaces at a larger scale (Altman & Low, 1992; Giuliani, 1991;
Giuliani & Feldman, 1993).

TIME, SPACE, AND THE FUTURE OF
ENVIRONMENTAL PSYCHOLOGY

Needs and Rights in Environmental Psychology 

The emphasis of much environmental psychology has been
on identifying and then assisting in the process of providing
for and satisfying people’s needs. It is assumed within the
philosophy of Brandt and Bruntland that environmental
needs should be defined by those in power (i.e., the West), not
by the people whose needs are supposedly being satisfied.
This form of donor benevolence as a strategy for tackling
environmental deficits operates at the local, national, and
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international level. Thus, it is argued, we need to prevent pol-
lution and conserve the rainforests, wildlife, energy, and
water supplies. The West finds it difficult to understand why
those experiencing environmental degradation—but also suf-
fering poverty, malnutrition, poor housing, unemployment,
and high mortality rates—have different priorities. The
needs-based approach is often carried through to be an as-
sumption that guides environmental psychology research.

An alternative approach focuses on environmental rights
in which those without power define their needs themselves
and try to secure the rightful access to resources to satisfy
those needs. There is a difficulty with trying to integrate a
bottom-up rights approach with a top-down needs-driven
approach because one is faced with the problem of who sets
the agenda. Groups will have difficulties asserting their rights
when the allocation processes and agendas are structured by
others. A rights approach does not mean that neither help nor
resources are required or given. Clearly it is essential that the
haves of the world continue to provide for the have nots—but
within a context of participation, self-determination, trans-
parency in decision-making, and accountability by all con-
cerned. The essential factor is that the starting point for
discussing the allocation of resources is different.

Long-term change and development will come about only
through informed community action, rather than a depen-
dency relationship on experts and technological-fix solutions.
The development of environmental consciousness and capac-
ities without the simultaneous development of opportunities
for action leads to a feeling of powerlessness (Uzzell, 1999).
For this reason cooperation between all agencies and institu-
tions is necessary in order to secure action opportunities. Psy-
chologists in general and environmental psychologists in
particular have the expertise and experience to play an impor-
tant role in this process. It is here that we can see the value of
research in suggesting prescriptive roles and functions for an
environmental psychology that should be taken seriously by
policy makers and practitioners alike. Some have suggested
that the implementation of sustainable development through,
for example, Local Agenda 21 initiatives will be possible only
with local community consensus (Robinson, 1997). Petts
(1995) argued that traditional participatory approaches have
been reactive in that the public is expected simply to respond
to previously formulated plans. The trend now is for proac-
tive, consensus-building approaches that attempt to involve
people in the decision-making process itself.

Cultural Differences and Temporal Processes

Environmental psychology, like other areas of psychology,
has focused almost exclusively on topics, theories, and

methodologies that have been oriented toward Western
assumptions and worldviews. Two topics seem to have been
neglected in environmental psychology as they have in other
areas of psychology: cultural differences and temporal
processes. Both approaches are even more important at the
beginning of the twenty-first century because on the one hand
the processes of globalization have the effect of destroying
cultural differences, and on the other hand, sustainable de-
velopment is seen as a way of ensuring the long-term in-
tegrity of biocultural systems.

By defining sustainable development as “development
that meets the need of the present without compromising
the ability of future generations to meet their own needs,”
Bruntland (1987) opened the way to concerns related to qual-
ity of life. The reference to needs allows not only the require-
ment that development be harmonious toward and respectful
of the environment, but equally for the recognition of the
individual’s own well-being. Of course, the issue just posed
requires us to consider whether we should be thinking in
terms of needs or rights, and, indeed, whose needs and whose
rights.

Globalization and its corollary, global trade and com-
munications, create pressure toward cultural uniformity in
lifestyles. The progressive deployment of globalization has
brought on, with reason, fear of a standardization of values
and increased anonymity threatening both individual and
group identity. It gives rise to movements demanding recog-
nition of local, regional, and national priorities and cultural
differences and therefore also specific needs. This search
for identity finds its expression spatially. Furthermore, the
increase in regional, national, and international forced or vol-
untary mobility (e.g., political refugees and asylum seekers,
economic migration of job-seeking populations, and execu-
tives dislocated by their companies) exacerbates confronta-
tions between cultures with different needs, values, and
customs. Globalization provides the impetus to situate envi-
ronmental psychology in a more globally—and, at the same
time, culturally—relative framework. The traditional con-
cepts of local community, environmental appropriation, and
identity take on new meanings in the context of sustainable
development and globalization.

The Cultural Dimension

Quality of life standards are culturally determined. Needs
concerning personal space, social life in the neighborhood,
and urban experience are different from one culture to an-
other. Furthermore, acting in sustainable ways depends on
culturally marked values concerning the environment. From
a globalization perspective, how universal is the need for
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personal space and privacy? Are they the same everywhere?
Research in environmental psychology has taught us that, for
instance, spatial needs vary both from one culture to another
and also on one’s stage in the life cycle (Altman, 1975;
Sundstrom, 1978). Some studies, such as Nasar and Min
(1984), show that people living in the Mediterranean region
and in Asia react very differently to confined spatial arrange-
ments. But many such studies are conducted in a culturally
homogeneous environment and therefore allow only for con-
clusions concerning interpersonal differences related to the
cultural origins of the research participants (see, e.g., Loo &
Ong, 1984). We need more longitudinal research and inter-
cultural studies such as those undertaken to study reactions to
density and spatial needs.

The norms, needs, and strategies for adapting to condi-
tions very different from our own are likely to provide us
with insights on the dynamics of how people relate to the
physical and social dimensions of both their and our environ-
ments. Such studies should be able to answer these questions
more systematically. Privacy may signify and represent very
different conditions not only at the individual level, but also
between different cultures (Altman & Chemers, 1980). Indi-
vidual versus collective housing preferences, as well as
the use of different facilities inside and around the dwelling,
are all culturally defined. While individual dwelling units ap-
pear as an ideal in Anglo-Saxon cultural settings, in some
Latin American societies there is a stronger preference for
collective housing units, particularly in Brazil, mainly for
reasons of increased security. More systematic research in
this area should be able to provide guidelines for architects
and designers, allowing them to take account of culturally
dependent needs beyond the simplistic notions of conception
and layout (e.g., kitchens clearly separated from dining
rooms). Kent (1991) proposed a classification of different
cultural groups according to their use of domestic space.
Such a distinction is particularly relevant to the functional
segmentation of spatial arrangements. Kent noted that occu-
pants remodel their domestic environment to fit their own
cultural imperatives if they find themselves in an environ-
ment that fails to correspond to their own cultural standards.
Well-being has different meanings in different cultures, and
instead of imposing Western standards, environmental psy-
chology should contribute more to identifying culturally spe-
cific standards to enable the construction of modular spaces
to satisfy diversified needs. This becomes more important
than ever in the context of an increasingly mobile (forced or
voluntary) society.

At the neighborhood level, well-being depends on how the
immediate environment is able to satisfy the specific needs of
culturally different people, thereby providing opportunities

for appropriation. Currently there is a preference for homo-
genization of populations within neighborhoods. Arguably,
however, such a strategy may pose more risks for the future
than encouraging a process of heterogeneity in terms of
the impact on how we perceive others and how we perceive
space occupied by foreigners. These are classic lessons to be
learned from social psychology (Tajfel, 1982). Neighbor-
hoods not directly controlled or appropriated by the individual
can lead to antagonism between culturally different commu-
nities. More sociocultural research on living in areas with het-
erogeneous populations and transcultural relations should be
undertaken in order to identify barriers to integration.

Environmental psychology has repeatedly pointed to the
negative consequences of living conditions in large urban
centers: anonymity, insecurity, indifference to others, and ex-
posure to various types of stress (Moser, 1992). This presents
a rather dark portrait of urban living conditions. An environ-
mental psychology has emerged that has deprecated urban
centers and lauded the virtues of supposedly more attrac-
tive suburban residential environments (Lindberg, Hartig,
Garvill, & Gärling, 1992). Taking the Anglo-Saxon single-
family house as its model (Cooper, 1972; Thorne, Hall, &
Munro-Clark, 1982), this approach has failed to account for
what is happening in cities such as Paris where the city cen-
ter is invariably highly valued as a thriving, attractive, and
lively residential as well as commercial and cultural environ-
ment. Two thirds of those living in the Paris region indicate
that they would prefer to live within Paris proper, whereas
one fifth would prefer to live in a small provincial town and
only 15% show a preference for the Parisian suburbs (Moser,
Ratiu, & Fleury-Bahi, 2002). Such results are in direct con-
trast to those found in the United States. The American expe-
rience cannot be taken as the norm; unfortunately, this is
often the case in environmental psychology and other
branches of psychology. These differences go beyond merely
the characteristics of urban and suburban environments and
raise questions concerning the aspirations and needs of city
dwellers and the processes that are generating the transfor-
mation of cities. Inhabitants of large cities are increasingly
culturally diverse; as a consequence, so are their needs. How
do cities manage the influx of foreign populations, some of
them culturally very different? What are the conditions of ter-
ritorial appropriation of ethnic and cultural minorities, and
what is the territorial behavior of these populations (e.g., seg-
regation, assimilation, or integration in respect of the wider
community)?

Over the last few years environmental psychologists have
made tentative steps toward building models of the condi-
tions necessary for generating behavior favorable to the
global environment, as a function of both values and human
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well-being (Vlek, Skolnik, & Gattersleben, 1998). How are
intercultural differences, particularly with respect to values,
compatible with proenvironmental benefits for future genera-
tions? Many studies point to individualistic behavior in the
face of limited resources (i.e., “the tragedy of the commons”;
Hardin, 1968; Thompson & Stoutemyer, 1991), which can be
interpreted in more familiar social psychological terms as a
social dilemma problem (Van Lange et al., 1998). Other stud-
ies focus on the different ways of envisaging our relationship
with the environment, such as the new environmental para-
digm (Arcury & Christianson, 1990; Dunlap et al., 2000).
Perception, attitudes, and behavior concerning the environ-
ment differ from one culture to another to the extent that they
are modulated by environmental variations, the resources
available, and the societal context, including values, regula-
tions, infrastructure, and opportunities for action (Lévy-
Leboyer, Bonnes, Chase, Ferreira-Marques, & Pawlik, 1996).
For instance, the different cultural representations of water
form interpretative filters of the objective conditions and nor-
mative references orienting individual and collective behav-
ior (Moser, in press). The resolution of the dilemma between
individual short-term behavior and collective action that is
common in these types of problematic situations depends on
cultural values, accessibility to resources, and the perception
of these resources. The representation of water is shaped by
the values attached to water: Affective and aesthetic values
lead to a dynamic, global-ecological vision, whereas func-
tional values and spatial and temporal proximity constitute a
limited representation of the same phenomenon.

The Temporal Dimension

There has been a growing interest in recent years in the his-
toricity of psychological processes (Gergen & Gergen, 1984).
Too often in psychology, time, like the environment, has been
treated as noise rather than as a valid process in itself. Even
in areas that have an integral temporal dimension (e.g., social
representations), little account is given of either the origins
or the development of the representations (Herzlich, 1973;
Moscovici, 1976; Uzzell & Blud, 1993). There are clearly
difficulties in accessing the past from a psychological point
of view (Lowenthal, 1985; Uzzell, 1998). Social structures
and social processes change over time, and this in turn has an
effect on spatial structures and processes. If psychological
processes are molded and influenced by their social context,
then changing social structures and regulatory mechanisms
will affect those processes and have a consequent effect on
the individual, the group, and the environment. Although
environmental psychology often hints at the temporal dimen-
sion of people-environment relations with the physical and

social environment, the temporal dimension has in general
been neglected (Altman & Rogoff, 1987; Proshansky, 1987;
Werner, Altman, & Brown, 1992).

First, the temporal dimension intervenes in different ways
in terms of spatial anchoring and individual well-being.
Anchoring is always a process that occurs within a time di-
mension. It reflects the individual’s motivations, social sta-
tus, family situation, and projects for the future. Well-being
has to be set within a time reference, within a time horizon
and the life cycle.

Second, the temporal dimension intervenes as a reference
in the individual’s construction of his or her own identity.
Appropriating one’s place of residence is conditioned by the
individual’s residential history. A sense of neighborliness in
the immediate environment can compensate for mediocre liv-
ing conditions, but such compensation does not occur if the
person looks back with nostalgia to his or her childhood resi-
dence (Lévy-Leboyer & Ratiu, 1993; Ratiu & Lévy-Leboyer,
1993). Furthermore, environmental appropriation revolves
around forming social and interpersonal relationships that
depend largely on the duration of the person’s residence.
Those who make emotional investments in their neighbor-
hood and develop a sense of well-being tend to be more sat-
isfied with their interpersonal relations in their neighborhood.
This takes the form of relationships that go beyond simple
politeness (Fleury-Bahi, 1997, 1998). On the other hand, the
lack of free time available to people living in suburbs has an
impact on residents’ relationships with neighbors (Moser,
1997).

Third, how do interindividual differences, and particularly
gender differences, express themselves in relation to the tem-
poral dimension in terms of spatial investment and environ-
mental needs? How are these two variables interrelated?
What is their impact on our perceptions, needs, and behav-
iors? The division of time between leisure and nonleisure
activities (e.g., activities involving imposed time constraints
and activities) is fundamentally different when we compare
urban and non-urban settings. Commuting time, due to
the greater distance between home and work, reduces the free
time of commuters in large urban areas in an obvious way.
This has not been systematically considered with respect to
its impact on the appropriation of space. One might assume
that people who appropriate their environment and feel at
home where they live will also care more about the environ-
ment in general and exhibit more frequent ecologically bene-
ficial behaviors as predicted in the Cities, Identity, and
Sustainability model (Pol, Guardia, Valera, Wiesenfeld, &
Uzzell, 2001; Uzzell, Pol, & Badenes, 2002). 

The cognitive and affective evaluation of the environment
is contingent on temporal, historical, and cultural factors.
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Analyses of the perception, evaluation, and representations
of the environment, both built and natural, generally only
make implicit reference to the cultural and temporal dimen-
sions. It has been found, for example, that the cognitive
image of the city of Paris not only develops and is condi-
tioned by the culture of origin and the sociospatial familiarity
but also goes through well-defined representational stages
before becoming more or less stable (Ramadier & Moser,
1998).

Increasing population mobility also raises questions con-
cerning the rhythm of life and its consequential territorial im-
plications. All places have a life rhythm. For some it may be
shortlived—a period of high-intensity use either by day,
week, or season. Many leisure settings fall into this category.
Others may be 24-7 environments such as shopping malls
and airports that are open and used every hour of the day,
every day of the year. What differentiates the rhythm is the
different types of groups that occupy the spaces for different
reasons at different times. We know from research on leisure
and recreation that what makes a recreation place is the social
meanings ascribed to the recreational setting rather than the
particularities of the activities undertaken (Cheek, Field, &
Burdge, 1976). An integral component of this is time. With
the development of new technologies, the notion of proxim-
ity takes on new meanings that have not been fully explored
by environmental psychologists. Finally, the temporal dimen-
sion resurfaces in the context of the preservation of the envi-
ronment and natural resources. One of the conditions for
adopting proenvironmental behaviors is the ability to project
oneself into the future and to step outside one’s own life cycle
and act in the interests of future generations.

Both temporal and cultural dimensions have to be taken
into account when addressing quality of life issues. Well-
being depends on the satisfaction of culturally determined
needs. Environmental anchoring and appropriation leading to
identity are progressive processes and are essential for indi-
vidual and group behavior in respect of a sustainable devel-
opment. The relationship to the environment (at every spatial
level—home, neighborhood, city, nation, planet) is mediated
by the individual’s and the group’s sense of control. Each in-
dividual has a personal history, a representation of the past,
and an anticipatory representation of the future (Doise, 1976)
that condition how he or she relates to the environment. This
means abandoning the atemporal orientation of environmen-
tal psychology in favor of a more dynamic approach. Analy-
ses of proenvironmental behavior have demonstrated the
importance of a temporal horizon, yet few research studies
explicitly incorporate this dimension. It is only by refocusing
analysis on the person and the social group and their relation
with the environment in its spatial, cultural, and temporal

dimensions that the discipline will be able to develop its own
metatheories. It is in this context that the perspectives of sus-
tainable development and the consequences of globalization
can give a new impetus to environmental psychology and
help to generate theories with wider applications.

CONCLUSION: APPLYING
ENVIRONMENTAL PSYCHOLOGY

Gärling and Hartig (2000) suggested that one of the short-
comings of environmental psychology is that environmental
psychologists have only been able to provide general princi-
ples in response to the specific needs of practitioners. In
short, it is suggested that there is an applications gap. While
this may be a valid criticism of science in general, its validity
in relation to environmental psychology should be chal-
lenged. If there is a gap, is it because environmental psychol-
ogists have failed to communicate with or convince other
scientists and practitioners of the value of their work? Or is it
because environmental psychologists have not delivered the
kind of answers that practitioners such as architects and de-
signers have required or were expecting or wanted? Perhaps
environmental psychologists have been asking the wrong
questions? Or does environmental psychology suffer from a
shortage of data? Some might argue that we need better theo-
retical ways of understanding the data that we have already. It
may also be that those who have the task of drawing upon and
implementing the results of environmental psychological and
other behavioral science research become frustrated at the
amount of time, financial resources, and effort that go into
generating marginal increases in the amount of variance
explained in a set of data. Increasing the amount of variance
explained from 33% to 35% is important, but we really need
to be far more imaginative in our theoretical and conceptual
approaches in order to make serious inroads into the 65% of
the variance unaccounted for.

Gifford (2000) argued that we need more challenging,
bolder theories. Environmental psychology has an important
role to play in providing conceptual guidelines of how to look
at and analyze a given setting with reference to its contextual
framework. As we suggested at the outset, the essence of en-
vironmental psychology is the context. Context is an insepa-
rable part of the explanation of people’s transactions with the
environment. One way of responding to Gifford’s plea for
bolder theories is to extend our understanding of context. In
the last section we argued that the cultural and temporal di-
mension of people-environment relations needs to be incor-
porated into our analytical framework. There is every reason
to argue that this should be the new thrust in environmental
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psychology research because the study of globalization and
sustainable development—two crucial issues that we have
identified in this chapter—with their implications for people-
environment relations will necessitate the incorporation of
cross-cultural and temporal analyses if we are to find solu-
tions to the challenges that they pose.
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In this chapter we draw links between well-being in close re-
lationships and the application of fairness rules in those rela-
tionships. In doing so we discuss and link two literatures: a
large (and growing) literature on close relationships and a far
smaller (and increasingly less active) literature dealing with
distributive justice rules and perceptions of fairness in inti-
mate relationships. In sketching out links we set forth some
theoretical ideas both about what constitutes a high-quality
relationship and about how use of fairness norms relates to
the quality of what are often called close relationships—

friendships, romantic relationships, marriages, and family
relationships.

DEFINING QUALITY RELATIONSHIPS

What constitutes a good, high-quality friendship, dating rela-
tionship, marriage, or family relationship? What differenti-
ates a high-quality close relationship from one of lower
quality? Surprisingly, until quite recently most social and
even clinical psychologists had not tackled this question. We
attempt to do so in this chapter. First, though, because rela-
tionship quality often has been equated with relationship
stability, with relationship satisfaction, or with the lack of
conflict in a relationship, we begin with arguments against
using those relationship characteristics as indexes of the
overall quality of a relationship.

Stability Is Not Enough

Although at first blush equating relationship stability and
relationship quality seems reasonable, making this general
assumption is unwise. After all, many stable relationships are
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characterized by unhappiness. Interdependence theorists pro-
vide straightforward explanations as to why this is sometimes
the case (Kelley & Thibaut, 1978; Rusbult, Arriaga, &
Agnew, 2001; Rusbult & Van Lange, 1996). Satisfaction,
they point out, is just one determinant of commitment to stay
in relationships. Other powerful determinants of relationship
stability can keep people in relationships despite unhappiness
with that relationship.

First, the more one has invested in a relationship, the
less likely one is to leave that relationship (Rusbult, 1983).
Investments include such things as joint memories, financial
investments, friends, possessions, and children. Second, the
poorer one’s alternatives to a relationship, including the
alternative of being on one’s own, the less likely one is to
leave the relationship (Kelley & Thibaut, 1978; Rusbult &
Martz, 1995). A woman might stay in an abusive relationship
if she perceives her alternatives to be worse, including the
option of being alone with no job skills and no financial
resources. Finally, personal and social prescriptives against
leaving relationships can keep a person within a relationship
in which satisfaction is low (Cox, Wesler, Rusbult, & Gaines,
1997). A person may have a quite miserable relationship with
his or her child yet stay due to very strong personal and soci-
etal beliefs that one should never abandon one’s child.

Satisfaction Is Not Enough

What about satisfaction? Are relationship members’ ratings
of their own satisfaction with their relationship valid indexes
of the existence of a good relationship? Such ratings often
have been used in this way, and we do believe that these are
better indexes of the existence of a good relationship than is
relationship stability. Problems remain, however, and interde-
pendence theorists again provide us with good reasons not to
accept satisfaction as the sine qua non of a good relationship.

They point out that satisfaction is only partially deter-
mined by the rewards and costs associated with our rela-
tionships. A person’s comparison level for a relationship is
another important determinant of satisfaction (Kelley &
Thibaut, 1978). A person’s comparison level for a particular
relationship is what that person expects (or feels he or she de-
serves) from that relationship. It is the person’s set of stan-
dards for the relationship. If a person has had poor-quality
relationships in the past, a current relationship that objective
observers judge to be a bad relationship might, to that person,
seem quite good compared to his or her expectations. In con-
trast, if a person has had terrific-quality relationships in the
past, a current relationship that objective observers judge to
be quite good might seem, to that person, to be quite unsatis-
factory by comparison.

Another reason satisfaction ratings are not terrific mea-
sures of relationship quality is that they are generally collected
from a single individual or, at best, from each member of a re-
lationship independently. However, relationship quality is the
characteristic of a dyad. It is certainly possible for one person
to report being very satisfied with a relationship and his or her
partner to report being very unsatisfied with the relationship.
What would we then say the quality of the relationship was?
For these reasons we do not believe that member satisfaction
is the ideal way to judge the quality of a relationship.

Lack of Conflict Is Not Enough

Although many researchers have used the absence of conflict
as an index of high-quality relationships and the presence of
conflict as an index of low-quality relationships, we believe
that such measures are flawed for two reasons. First, it is cer-
tainly possible for a relationship to be characterized by low
conflict and, simultaneously, by low mutual sharing of con-
cerns and low mutual support. We would not consider this to
be a high-quality relationship. For instance, two spouses may
lead largely independent lives while sharing the same home.
Each may go about his or her business with little or no re-
liance on the other. Conflict in such a relationship would be
quite low, but so too would mutual sharing of concerns, com-
fort, and support. Indeed, many researchers define interde-
pendence as the very essence of a relationship. They would
not view such a relationship as being much of a relationship
at all, much less a high-quality one.

Second, we would not consider all conflict to be bad for
relationships. Conflict often arises when one person in a rela-
tionship feels that his or her needs have been neglected. Rais-
ing this as a concern and working it out with a partner may
give rise to conflict. However, at the same time, if the conflict
is resolved to both persons’ satisfaction, the relationship is
likely to have been improved relative to what it had been prior
to the conflict. This logic suggests that the presence of some
conflict in a close relationship (as long as it is dealt with in a
constructive fashion) may actually be a positive indicator of
relationship quality.

Good Relationships Foster Members’ Well-Being

Having rejected stability and satisfaction as valid indexes of
good relationships, we suggest that high-quality relationships
are ones in which members behave in such a manner as to
foster the well-being of their partners. We define well-being,
in turn, as each member’s good physical and mental health
and each member’s being able to strive toward and reach
desired individual and joint goals.
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We further suggest that the best way to define such rela-
tionships is in terms of the interpersonal processes (and their
impact on individual well-being) that characterize relation-
ships. By identifying interpersonal processes likely to foster
well-being in relationships, not only can we define high-
quality relationships, but, simultaneously, we can also come
to understand just why such relationships are of high quality.

This said, recent research suggests that good relationships
are those in which each member (a) feels an ongoing respon-
sibility for the other member’s welfare and acts on that feel-
ing by noncontingently meeting the needs of the partner and
(b) feels comfortable and happy about that responsibility; in
addition, in most mutual, adult, equal-status relationships
each member (c) firmly believes that his or her partner feels a
similar sense of responsibility for his or her own welfare and
relies on that feeling by turning to the other for support with-
out feeling obligated to repay and (d) believes that the other
feels comfortable and happy about that responsibility.

Members of high-quality mutual friendships, romantic rela-
tionships, and family relationships trust each other, feel secure
with each other, and derive satisfaction from nurturing each
other. They understand, validate, and care for each other.
They keep track of each other’s needs (Clark, Mills, &
Powell, 1986), help each other (Clark, Ouellette, Powell, &
Milberg, 1987), and feel good about doing so (Williamson
& Clark, 1989, 1992). They feel bad when they fail to help
(Williamson, Pegalis, Behan, & Clark, 1996). They respond to
one another’s distress and even anger with accommodation and
support (Finkel & Campbell, 2001; Rusbult, Verette, Whitney,
Slovik, & Lipkus, 1991) rather than with reciprocal expres-
sions of distress and anger or with defensiveness (Gottman,
1979). They express their emotions to their partners (Clark,
Fitness, & Brissette, 2001; Feeney, 1995, 1999). They turn to
one another for help (Simpson, Rholes, & Nelligan, 1992).
They are willing to forgive one another’s transgressions
(McCullough, 2000). Further, members of such relationships
are likely to hold positive illusions about partners that, in turn,
bring out the best in those partners (Murray & Holmes, 1997;
Murray, Holmes, & Griffin, 1996a, 1996b; Murray, Holmes,
Dolderman, & Griffin, 2000) and to possess cognitive struc-
tures in which even their partner’s apparent faults are linked to
virtues (Murray & Holmes, 1993). Finally, members of such re-
lationships appear ready to engage in some active relationship-
protecting processes such as viewing their own relationship as
being better than those of others (Johnson & Rusbult, 1989;
Simpson, Gangestad, & Lerma, 1990; Van Lange & Rusbult,
1995). All these things contribute to a sense of intimacy be-
tween partners (Reis & Patrick, 1996; Reis & Shaver, 1988)
and relationship members’ having the sense that their relation-
ship is a safe haven (Collins & Feeney, 2000).

Relationship researchers do not have a single name for
what we are describing as a high-quality relationship. Rather,
several terms currently in use describe different aspects of
such a relationship. We have called relationships in which
people assume responsibility for another’s well-being and
that benefit that person without expecting repayments com-
munal relationships (Clark & Mills, 1979, 1993). However,
assuming responsibility for another person’s needs and striv-
ing to meet those needs on a noncontingent basis does not
necessarily imply that one is competent or successful at so
doing. Other terms in the literature for relationships imply
success at following such norms. For example, relationships
in which members successfully attend to, understand, vali-
date, and effectively care for one another have been called
intimate relationships by Reis and Shaver (1988; Reis &
Patrick, 1996). Relationships in which members view the
other as one who does care for their welfare and themselves
as worthy of such are have been called secure relationships
by attachment researchers (Ainsworth, Blehar, Waters, &
Wall, 1978; Collins & Allard, 2001; Hazan & Shaver, 1987;
Simpson et al., 1992). From our perspective, the exact ter-
minology is not that important—an understanding of the in-
terpersonal processes characterizing these relationships is
important.

Agreement on Levels of Responsibility Matters

It is not sufficient just to characterize high-quality friend-
ships, romantic relationships, marriages, and family relation-
ships as those in which members assume responsibility for a
partner’s welfare. It is also important, in our opinion, for
members to assume the “right” levels of such responsibility.
Of course, it is possible and easy to understand that a rela-
tionship might be of low quality because members of a
relationship do too little to foster the other’s welfare. That
seems obvious. A parent who fails to feed his or her child
adequately clearly does not have a high-quality relationship
with that child. Spouses who ignore one another’s needs
clearly do not have a high-quality relationship. Less obvi-
ously, it is also possible for members to do too much to foster
the other’s welfare. A person who receives an extravagant,
expensive present from a casual friend is likely to feel quite
uncomfortable and indebted and is unlikely to describe the
relationship as high quality. A very young child might feel as
if he must comfort his constantly distressed mother and do so.
Objective observers would not consider this to be a sign of a
high-quality relationship. Indeed, they are likely to consider
this to be a sign of poor parenting. So, how are we to under-
stand what degree of responsiveness to another’s needs is
right for a relationship?
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We suspect that almost everyone has a hierarchy of what
we call communal relationships. By this we mean that people
have a set of relationships with others about whose needs
they believe they ought to care and to whose needs they be-
lieve they ought to strive to be responsive in a noncontingent
fashion (Clark & Mills, 1993; Mills & Clark, 1982). These
relationships vary from weak to strong, with strength refer-
ring to the degree of responsibility the person believes he or
she ought to assume for the other’s welfare. One end of the
hierarchy is anchored by relationships in which the person
feels a very low degree of responsibility for the partner’s
needs (e.g., a relationship with an acquaintance for whom the
person might provide directions or the time of day with no
expectation of compensation). The other end of the hierarchy
is anchored by relationships in which the person assumes
tremendous responsibility for the other’s needs (e.g., a
parent-child relationship in which the parent would do just
about anything at any cost to ensure the child’s welfare.)

Figure 18.1 depicts one hypothetical person’s hierarchy
of communal relationships. Communal relationships, from
weak to strong, are depicted on the x-axis. The costs one is
willing to incur to meet the other’s needs (noncontingently)
are depicted on the y-axis. The dashed line in the figure
depicts the costs the person is willing to incur in order to ben-
efit the other on a communal basis.

Beneath the implicit cost line benefits will be given and
accepted on a communal, need, basis. Thus, for instance,
strangers give one another the time of day, neighbors take in

one another’s mail on a temporary basis, friends throw birthday
parties for one another and travel to one another’s weddings,
and parents spend years raising children and tremendous
amounts of money to support those children.

Above the cost line benefits are generally not given or
even considered. When they are given, they are given on an
exchange basis. Consider, for instance, a relationship partner
who needs a car. This is a costly benefit and one that falls
above the cost line for most relationships, such as those with
acquaintances, neighbors, or friends. Under most circum-
stances this means that this benefit will not be given (or asked
for) in such relationships. The topic simply will not come up.
However, a person might sell his car to a friend (an economic
exchange in which the parties agree that the money and the
care are of equal value). Neighbors might agree to provide
each other’s child with rides to and from soccer practice fol-
lowing a rule of equality (half the days one person drives,
half the days the other drives), and so forth.

Recognizing the existence of hierarchies of communal
relationships should help to understand the nature of high-
quality personal (communal) relationships. As we said earlier,
these relationships are characterized by assumed, noncontin-
gent responsibility for a partner’s needs. Here we add that the
level of responsibility actually assumed on the part of a care-
giver or expected on the part of a person in need (in the ab-
sence of true emergencies) ought also to be appropriate to the
location of that relationship in its members’ hierarchy of
relationships. If the costs involved in meeting the need fall
beneath the implicit cost boundary shown in Figure 18.1, the
responsiveness ought to be present. If costs exceed the bound-
ary, benefits should not be given, except for emergencies or in
instances in which both members wish to strengthen the com-
munal nature of the relationship. Indeed, giving a benefit that
falls above the implicit cost boundary might harm the quality
of the relationship. So too may asking for too costly a benefit
or implying the existence of too strong a communal relation-
ship by self-disclosing too much (Chaiken & Derlega, 1974;
Kaplan, Firestone, Degnore, & Morre, 1974) be likely to hurt
the relationship.

This should help to explain why responsiveness must be
within appropriate bounds even though responsiveness to
needs is a hallmark of good relationships. A casual friend
should not give one an extravagant present. It exceeds the
appropriate level of responsiveness to needs. A young child is
not supposed to assume a great deal of communal responsi-
bility for his or her parent. Thus, a child consistently com-
forting a troubled parent is not a sign of a high-quality
relationship. In contrast, a parent is supposed to assume great
communal responsibility for his or her child. Thus, a parent
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Figure 18.1 The costs one hypothetical person is willing to incur to meet
the needs of members of his or her social network on a communal basis.
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consistently comforting his or her troubled child is a sign of a
high-quality relationship.

NECESSARY ABILITIES AND FORTITUDES

Having a hierarchy of communal relationships in which one
believes one should behave communally (up to an implicit
cost level) is one thing. Actually pulling off the task of ap-
propriately and skillfully attending to one another’s needs in
such relationships is quite another thing. For mutually sup-
portive, trusting, secure, and intimate communal relation-
ships to exist and to thrive, members must have three distinct
sets of skills. One set allows for responding to one’s partner’s
needs effectively. A second set allows for eliciting a partner’s
attention to one’s own needs. The third set involves being able
to distinguish successfully when one ought to behave in ac-
cord with communal rules and when the application of such
rules is socially inappropriate.

Responding Effectively to a Partner’s Needs

Skills and fortitudes necessary to respond effectively to a part-
ner’s needs include empathic accuracy (Ickes, 1993) and the
ability to draw out one’s partner’s worries and emotional states
(Miller, Berg, & Archer, 1983; Purvis, Dabbs, & Hopper,
1984). Many studies support the idea that understanding a
spouse’s thoughts, beliefs, and feelings is linked with good
marital adjustment (e.g., Christensen & Wallace, 1976; Noller,
1980, 1981; Gottman & Porterfield, 1981; Guthrie & Noller,
1988). Another skill important to meeting a partner’s needs is
knowing when and how to offer help in such a way that it will
not threaten the potential recipient’s self-esteem or make the
potential recipient feel indebted, but will be accepted. Still an-
other skill important to meeting a partner’s needs is the ability
to give help that the partner (not the self) desires and from
which the partner (not the self) will benefit. To do so requires
accurate perception of differences in needs between the self
and the partner. Many parents go wrong in this regard. They
may impose their needs on the child and may be seen by out-
siders as living “through their child,” often to the detriment of
the child.

Some of these abilities require learning, practice, and in-
telligence (e.g., the ability to draw a partner out, empathic ac-
curacy, and provision of emotional support). The keys to
others may lie more in emotional fortitudes. A person may
wish to express empathy or offer help but fail to do so out of
fear of appearing awkward or being rejected. One’s history of
personal relationships in general and one’s history within the

particular relationship in question provide explanations for a
lack of emotional fortitude in providing help. If one’s past
partners (or current partner) have not been open to accepting
help in the past, then the person is likely to be reluctant to
offer care. A lack of fortitude may also stem from temporary
factors. When temporarily stressed or in a bad mood, people
may not feel that they have the energy to help because they
may be especially likely to anticipate that negative outcomes
will be associated with helping (Clark & Waddell, 1983).

Alerting Partners to Your Needs

Next consider skills and fortitudes necessary for eliciting
needed support for the self from one’s partner. In this regard,
freely expressing one’s own need states to the partner through
self-disclosure and emotional expression should be impor-
tant. After all, a partner cannot respond to needs without
knowing what they are. Given this, it is not surprising to us
that self-disclosure has been found to increase positive affect
(Vittengl & Holt, 2000), liking (Collins & Miller, 1994), and
satisfaction in dating relationships (Fitzpatrick & Sollie,
1999), marriages (Meeks, Hendrick, & Hendrick, 1998),
and sibling relationships (Howe, Aquan-Assee, Bukowski,
Rinaldi, & Lenoux, 2000). Of course, one ought also to be
able to ask outright for help and accept it when it is offered.
Perhaps less obviously, possessing the ability to say “no” to
requests from the partner that interfere with one’s needs
ought to be crucial to the partner’s being attentive and re-
sponsive to one’s needs. It should also be important that, over
time, one demonstrates that one does not exaggerate needs or
constantly seek help when it is not needed (Mills & Clark,
1986). This ought to increase a partner’s sense that one is
appropriately, and not overly, dependent.

Although help-seeking skills might seem easy, enacting
them requires certain emotional fortitudes. In particular, ex-
ercising all these skills probably requires having the firm
sense that one’s partner truly cares for one and will, indeed,
meet one’s needs to the best of his or her ability. Otherwise,
self-disclosure, emotional expression, and asking for help
seem inadvisable. Under such circumstances, one risks being
rebuffed, rejected, or evaluated negatively. The partner may
even use information to mock or exploit the other. Negative
assertion on one’s own behalf may also be frightening, as it
too many provide a basis for rejection. Thus it may seem best
not to seek help and not to assert oneself. However, if one
does not do so, keeping the relationship on a communal basis
becomes difficult. It is for just these reasons that we believe
that a sense of trust and security in relationships is key to
following communal norms.



452 Close Relationships

Knowing When to Be Communal

Applying communal rules effectively within appropriate
bounds requires the skills and fortitudes just mentioned.
Avoiding their use in nonemergency situations outside those
bounds may require additional fortitudes. One must be able to
detect whether the other desires a communal relationship and,
if so, at what strength. Being too anxious for intimate com-
munal relationships may lead one to behave communally in
inappropriate situations. Work by attachment researchers sug-
gests that this is something that anxious, ambivalent, or pre-
occupied people often do (Hazan & Shaver, 1987; Simpson &
Rholes, 1998).

LINKING RELATIONSHIP AND
JUSTICE RESEARCH

Having reviewed some relationship work suggesting what
interpersonal processes and interpersonal skills make a per-
sonal relationship such as a friendship, romantic relationship,
marriage, or family relationship a high-quality relationship,
we turn to linking this work to work on the use of distributive
justice rules. In this regard we have already made clear that
we believe that benefits are ideally distributed according to
needs (and not inputs) in relationships such as friendships,
romantic relationships, marriages, and family relationships.
We have also made clear that we believe such responsiveness
should be noncontingent.

Our views fit well with some past work on distributive jus-
tice. Specifically, our views fit well with work supporting the
idea that use of a needs-based norm governing the giving and
receiving of benefits is preferred to using other distributive
justice norms in personal relationships (Clark et al., 1986;
Clark et al., 1987; Deutsch, 1975, 1985, for family relation-
ships; Lamm & Schwinger, 1980, 1983). At the same time,
our views conflict with the arguments of many other distribu-
tive justice researchers who have claimed that following other
rules—rules such as equity (Walster, Walster, & Berscheid,
1978; Sabatelli & Cecil-Pigo, 1985; Sprecher, 1986; Utne,
Hatfield, Traupman, & Greenberger, 1984) or equality
(Austin, 1980; Deutsch, 1975, 1985, for friendships)—are
best for friendships, romantic relationships, and family rela-
tionships. It also conflicts with the view that an individual
solely watching out for his or her own welfare is best in
such relationships (Cate, Lloyd, & Henton, 1985; Huston &
Burgess, 1979).

Are we right? Is following a noncontingent, responsiveness-
to-needs rule best for personal relationships? Is it better than
rules of equality or equity? If so, why? We think it is best, and

we make the following theoretical and empirical case for this
viewpoint.

Following Communal Norms Affords Security; Following
Contingent Norms Undermines Security

The reason we believe that following a communal rule is ideal
for ongoing intimate relationships is that it is the only rule
that can afford members of the relationship the sense that the
other truly cares for their welfare. If another responds to one’s
needs on a noncontingent basis, the logical inference is that
the other truly cares for oneself. This, in turn should heighten
trust in the other and promote a sense of security. Instances in
which the other benefits a person at some cost to him- or her-
self should be especially likely to heighten trust (Holmes &
Rempel, 1989).

Note that, by definition, contingent distributive justice
norms (equity, equality, exchange) involve receiving benefits
as conditions of benefiting a person. In contrast, a need-based
or communal norm dictates noncontingent giving and accep-
tance of benefits. Thus, communal responsiveness should be
uniquely valuable in terms of providing recipients of care
with a sense of being valued and cared for—two of the com-
ponents Reis and Shaver (1988) pointed out as essential for
attaining a sense of intimacy in relationships.

Looking at this from the perspective of the person who
gives help also provides insight into the importance of
following a communal norm in friendships, romantic rela-
tionships, and family relationships. At the same time that
noncontingent provision of benefits should cause a recipient
to feel valued and cared for, so too should it cause the donor
of the benefit to see him- or herself as a nurturant, caring
individual. This is simply a matter of self-perception. Both
feeling cared for and judging oneself to be a nurturant indi-
vidual are, we suspect, deeply satisfying. It is just these feel-
ings, we believe, that form the essence of what people desire
from their friendships, family relationships, and romantic
relationships.

People Advocate and Follow Communal Norms

Not only do we believe that—ideally and often in practice—
people follow a communal rule in their intimate relationships
and do not keep track of individual inputs and outcomes from
a relationship, participants in our studies share our belief
(Grote & Clark, 1998; Clark & Grote, 2001). What we did to
examine this is straightforward: We asked people. First, we
came up with prototype descriptions of a number of ways in
which people might choose to distribute benefits within their
intimate relationships. That is, we made up descriptions of
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communal rule, an exchange rule, an equity rule, and an equal-
ity rule. Then we had people in a number of different types of
close, personal relationships (i.e., friendships, dating relation-
ships, marriages) rate the extent to which they viewed these
rules to be ideal for their relationship (from �3 indicating “not
at all ideal” to �3 indicating “extremely ideal”). They also
rated each rule according to the extent to which they thought it
was realistic on a similar scale.

In each case the communal rule was rated as ideal for
these relationships and as substantially more ideal than were
any of the remaining rules (the ratings generally fell on the
“not ideal” ends of the scales). In each case the communal
rule also was rated as being on the realistic side of the scales
and as being more realistic than any of the remaining rules.

Use of Communal Norms and Relationship Satisfaction

Some evidence that a tendency to follow contingent, record-
keeping norms is associated with lower marital satisfaction
comes from studies by Murstein, Cerreto, and MacDonald
(1977) and by Buunk and VanYperen (1991). Murstein et al.
(1977) measured the “exchange orientation” of one member
of a group of married couples with a scale including items
such as, “If I do dishes three times a week, I expect my
spouse to do them three times a week.” They also adminis-
tered a marital adjustment scale to research participants.
Among both men and women, an exchange orientation to-
ward marriage was negatively correlated with marital adjust-
ment. (We would note, however, that they did not find an
analogous negative correlation between exchange orientation
and satisfaction in friendships, perhaps because the friend-
ships were weak ones.)

Buunk and VanYperen (1991) had individuals fill out an
eight-item measure of exchange orientation and a Global
Measure of Equity (see Walster et al., 1978). The latter mea-
sure asks, “Considering what you put into your relationship
relative to what you get out of it and what your partner puts
in compared to what he gets out of it, how does your rela-
tionship ‘stack up’?” Respondents could indicate that they
were getting a much better or better deal, an equitable deal, or
a much worse or worse deal than their partner. Buunk and
VanYperen also measured satisfaction with the relationship
with an eight-item Likert-type scale that measures the fre-
quency with which the interaction with the partner in an inti-
mate relationship is experienced as rewarding and not as
aversive.

As these researchers expected, perceiving oneself to be
over- or underbenefited relative to one’s spouse was linked
with lower relationship satisfaction among those high in ex-
change orientation but not among those low in exchange

orientation. More important for the present point, however,
there was a main effect of being high in exchange orientation
on marital satisfaction. Those high in exchange orientation
reported substantially lower marital satisfaction than did
those low in exchange orientation. They did so regardless of
whether they reported being underbenefited, equitably bene-
fited, or overbenefited (Buunk & VanYperen, 1991).

Can We Follow Contingent Rules Anyway?

Still another reason we believe that people do not keep track
of inputs and calculate fairness on some sort of contingent
basis in well-functioning close relationships is simply that
following any contingent rule in relationships in which levels
of interdependence are high is virtually impossible. Even to
make a substantial effort to do so day to day and week to
week would be so effortful as to be tremendously irritating
and painful to the relationship members involved. Consider
the impossibility of accurately keeping track of benefits first.

Think of the sheer number and variety of benefits that are
likely to be given and received in an intimate relationship for
example, between a husband and wife living together in the
same home. Each day a very large number of household tasks
(e.g., making beds, doing laundry, picking up clutter, prepar-
ing food, shopping for food, putting groceries away, vacuum-
ing, dusting, taking the mail in, feeding pets, changing light
bulbs and toilet paper, etc.) are done. So too are a variety of
nonhousehold services (e.g., dropping a spouse off at work,
picking up take-out food, dropping off dry cleaning, hav-
ing something framed, visiting relatives, etc.). Then there
are benefits that fall within the categories of verbal affec-
tion, physical affection, information, instructions, and goods
that are given and received. Furthermore, things such as re-
strained behavioral impulses might be considered benefits.
How in the world can two people in a relationship accurately
track these things and still accomplish anything else in their
lives? The answer is, we think, that they cannot.

To make matters worse, one must keep in mind that track-
ing the equality or equity of benefits given and benefits re-
ceived involves far more than simply keeping track of what
has been given by each member of a relationship. To compute
equality or equality one must place values or weights on the
diverse benefits given and received and compute the equality,
equity, or evenness of repeated specific exchanges. What is
taking the garbage out worth? Does it matter if it is cold and
rainy outside? How does it compare with another simple ser-
vice such as putting the laundry in the machine or unloading
the dishwasher? Tougher yet, how does it compare with giv-
ing a hug (and does the hug get discounted because both
people benefit)?
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To push this even further, consider these questions. How
does the ability and enjoyment of giving a benefit figure into
the calculations? If one partner enjoys doing laundry and the
other does not, is laundry done by the latter weighted higher
than laundry done by the former? If one partner does not care
if the living room is cluttered but the other one does, does it
count at all if the latter person cleans up the clutter? These
questions are difficult, and they probably seem silly. We
suggest that the reason they may seem silly is precisely that
people simply do not try to calculate these things in their
day-to-day lives, primarily because in good times issues of
fairness do not occur to them. Moreover, in times of more
stress, when people may have some desire to compute such
things, they realize the futility of trying to compute objective
equality or equity across diverse domains of inputs and out-
comes. (Later we address what we suspect they actually do in
times of stress.)

Even If We Could Follow Contingent Norms, Do We
Have Access to the Necessary Information?

Imagine that one did have the cognitive capacity to keep
track of all benefits given and received in a relationship. Does
one have access to all the relevant input? We do not think so.
Again, consider a husband and wife who live together—a
husband and wife who can surmount the obstacles to record
keeping just discussed. We still think it would be an impossi-
ble task to track everything that ought to be tracked simply
because each person has better access to contributions that
he or she has made to the relationship than to contributions
that the other has made for a number of reasons. The most
straightforward reason is that many contributions one partner
makes to the relationship are made in the absence of the other
partner.

Picture the husband arriving home prior to the wife. He
stops at the mailbox and brings the mail into the house.
He throws out the junk and leaves the rest on the table. He
notices that the cat has tipped over a plant and cleans up
the mess. He listens to three solicitation messages left on the
answering machine and deletes them. Although tired, he
chats pleasantly when his mother-in-law calls in order to
make her feel good and keep her company. He starts dinner.
His wife arrives. She notices the mail on the table and the
dinner cooking, but does she know anything about the other
contributions to the relationship that her spouse has made?
No, and he may well not mention them. The general point is
that because of the lopsided accessibility of information
about contributions to a relationship, there will always be a
bias to perceive that the self has made more contributions
than the partner has made.

ARE CONTINGENT RULES EVER USED
IN CLOSE RELATIONSHIPS?

To recap, we argued that the ideal norm for giving and re-
ceiving benefits in close relationships (within an implicit cost
boundary) is a need-based, or communal, norm. We further
noted that when such relationships are functioning well, is-
sues of fairness tend not to arise. This is not, however, to say
that complaints and distress never arise. A need may be
neglected, and the neglected person may become distressed
and complain. Ideally, the partner responds to that distress
and complaint in such a manner as to address the need at
hand, soothe the partner, and maintain the relationship on an
even, communal keel. However, perhaps the need will not be
addressed. It is then, we contend, that processes leading to
concerns about fairness may begin to unfold.

Imagine that a person neglects his or her partner’s needs;
the latter complains, but the former does not respond by ade-
quately addressing the need. Even then, we suspect, the situ-
ation may unfold in such a manner that issues of fairness do
not arise. Specifically, sometimes the partner will respond
with a benign interpretation of the behavior. For instance, that
partner may respond by blaming unstable, situational causes
rather than the partner (cf. Bradbury & Fincham, 1990), and
the behavior may simply be tolerated. Rusbult et al. (1991)
described this action as accommodation, generally, and as an
instance of reacting with loyalty, more specifically.

For instance, consider a woman who lives far from her
family of origin and misses them terribly. She tells her hus-
band of her desire to visit them during their next vacation. He
refuses, countering that he would rather take a relaxing trip,
perhaps one to the beach. She then suggests that they could
go for just a weekend, and he refuses again, saying that he re-
ally wants her to stay home and get some work done and that
he really needs her company. In other words, he does not re-
spond to her needs. In the face of this his wife may interpret
his behavior benignly by attributing it to the situation (“He’s
very stressed. It’s not that he doesn’t love me; he just needs to
relax”). She may then behave constructively by continuing
on with her own communal behavior (acting loyally). She
may even go beyond benignly attributing her partner’s be-
havior to the nonstable, situational factors and actually con-
nect her partner’s faults (as evidenced by the poor behavior)
to virtues, as Murray and Holmes (1993) observed. For in-
stance, his reluctance to visit relatives and his desire to be
with her alone on vacation or at home might be taken as evi-
dence of his love for her and of his sensible nature—he does
not want to take too much on. In any case, she continues on,
maintaining her faith in the overall communal nature of their
relationship.
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But sometimes spouses do not respond in such an accom-
modating manner or by connecting their partner’s faults to
virtues. Instead, they may conclude that their partner really is
not a good partner or that they themselves are not worthy of
care. In such instances, people may well experience an incli-
nation to switch to contingent rules of distributive justice,
and they may actually do so. Doing so, we believe, is trig-
gered by the judgment that one’s partner has not met one’s
need combined with a judgment that this is due to a lack of
true caring for the self. One might say that trust in the partner
has evaporated. At such times, the adoption of a contingent
distributive justice rule in place of a communal rule is likely
to seem adaptive. It seems adaptive, we contend, because it is
judged to be a more effective means of getting what one
needs from one’s partner than is trusting that partner to be
noncontingently responsive to one’s needs.

Consider once again the woman who lives far from her
family of origin and misses them terribly. This time, after she
suggests that they could go just for a weekend and he refuses
again, saying that he really wants her to stay home and that he
needs her company, she becomes increasingly distressed at
her husband’s refusal to respond in any way to her needs. She
may attribute his behavior to himself rather than to the situa-
tion (“He’s selfish”). Alternatively, or perhaps additionally,
she may attribute his behavior to herself (“I’m not loveable”).
His faults may also bring other faults to mind (“He’s selfish;
he’s often inconsiderate”). He is really not very insightful or
intelligent. In general, he is an embarrassment to be around.

In any case, the wife may conclude that the only way her
husband is going to respond to her needs is if he must do so in
order to receive benefits himself (a contingent, exchange per-
spective). Thus, she may counter his responses by thinking,
“Well, OK, if that’s the way he’s going to be,” and saying,
“Look, if you’re not willing to visit my family, then you cer-
tainly can’t expect me to go visit yours next May when we
were planning on going. I’m only going to go if you do the
same for me.”

This threat may well work in that the spouse agrees to go
visit her family. Unfortunately, we propose, it works with
some costs. Switching from a communal to an exchange
norm sacrifices important things. First, the donor of a benefit
will no longer be able to derive the same sense of nurturing
the other. He or she must attribute at least part (or maybe all)
of their motivation to their own selfish interests. Second, the
recipient of the benefit no longer derives the same sense of
being cared for and security from acquiring the benefit. He or
she must attribute at least part (or maybe all) of the donor’s
motivation to the donor’s own self-interest rather than to
the donor’s sense of caring for them. Trust is also likely to
deteriorate.

When Will People Switch?

We already suggested that switches from communal to ex-
change norms are likely to be triggered when a person feels
that his or her needs have not been met. We have also sug-
gested, however, that this will not always occur. Thus, an
important question becomes when it will and will not occur.
We have two answers to this question, one having to do with
the situation in which a person finds him- or herself and one
having to do with the personality of the person whose needs
have been neglected and who is, therefore, vulnerable to
switching.

The Situation Matters

Our first answer is straightforward. We predict that people
will be more likely to switch from communal to exchange
equality or equity norms when they perceive that their needs
are being neglected. This may occur because a partner who
has normally been quite responsive to the person’s needs
ceases to be so responsive to that person’s needs. This could
occur because the partner has become interested in someone
or something else or because the partner is under consider-
able stress or is distracted from the partner’s needs. It also
may occur because the person who needs help has experi-
enced a large increase in needs that the partner cannot meet.
If this is the case, and if the partner continues to neglect needs
despite any attempts on the person’s part to rectify the situa-
tion, the person might switch to an exchange norm.

Of course, there are other options available to the person
who has lost faith in the communal norm. The person could
leave the relationship altogether or switch immediately to
simply watching out for his or her own needs without adopt-
ing a norm such as equity or equality.

How are decisions between these options made? We can
only speculate at this point, but it seems to us that certain
variables that have long been discussed by interdependence
theorists are relevant to making these decisions. If there
are few barriers to leaving (i.e., in interdependence terms, if
the person has good alternative options, such as being alone
or forming alternative relationships), if investments in the
relationship are low, and if there are few social or personal
prescriptives to leaving, the person whose needs are being
neglected might simply leave. A switch to contingent, record-
keeping norms might never take place. We suspect this often
happens in friendships. If a friend neglects one’s needs, peo-
ple usually have other friends (or potential friends) to whom
they can turn. There are typically not great social or personal
prescriptives against letting a friendship lapse, and invest-
ments in friendships tend to be lower than those in other close
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relationships (e.g., romantic relationships, marriages, or
parent-child relationships).

On the other hand, sometimes there are considerable bar-
riers to leaving a close relationship. Investments may be high,
alternatives may not seem attractive, and there may be strong
social and personal pressures working against a person’s
leaving the relationship. We suspect that when such barriers
are high, people whose needs have been seriously neglected
will stay in the relationship but switch from adherence to a
communal norm to adherence to a contingent record-keeping
norm such as equity, equality, or exchange. This may happen
in many marriages in which investments that cannot be
recouped have been made (e.g., children, a joint house, finan-
cial success, joint friends), alternatives seem poor (being
poorer, living alone, leaving the house), and strong prescrip-
tions against leaving exist (one’s church or parents would dis-
approve). In such circumstances, the best option may seem to
be to continue relationship but to switch the basis on which
benefits are given in such a way that one feels more certain
that one’s needs will be met. This may seem most workable
even if one has to sacrifice a sense of being nurtured and of
nurturing.

Individual Differences Matter

We believe that it is the situation that triggers people to
switch from communal to contingent, record-keeping distrib-
utive justice norms, but we also believe that personality mat-
ters. People differ from one another in terms of their chronic
tendencies to believe that others will be responsive to their
needs and that they are worthy of such responsiveness. This
has been a major theme in recent relationship literature. It is
especially evident in the attachment theory and the empirical
work that has been based on that theory. Secure individuals
are assumed to view close others as likely to respond to their
needs on a consistent basis, and they feel comfortable de-
pending on others for support. Insecure people do not. How-
ever, attachment theorists are not the only ones who have
emphasized differences in how people tend to view their part-
ners. Others have talked about people differing in their
chronic tendencies to trust other people in close relationships
without necessarily referring to attachment theory (Holmes &
Rempel, 1989), or about how chronic levels of self-esteem
may relate to views of, and reactions to, close partners
(Murray, Holmes, MacDonald, & Ellsworth, 1998). For our
own part, we have discussed chronic individual differences in
communal orientation, which refers to the tendency to re-
spond to the needs of others and to expect others to respond
to one’s own needs on a noncontingent basis (Clark et al.,
1987).

We suspect that these chronic individual differences that
people bring to their close relationships will be important
determinants of switching from communal to exchange
norms in the face of evidence that one’s partner is neglecting
one’s needs. We suspect that almost everyone (regardless of
attachment style, trust, self-esteem, or communal orientation)
understands communal norms as we have discussed them.
Moreover, we would assert that almost everyone believes that
communal norms are ideal for friendships, romantic relation-
ships, and marriages and that people start off such relation-
ships following such norms. Indeed, it is by following such
norms in the first place that people signal to potential partners
that they want a friendship or romantic relationship with an-
other person.

However, we also suspect that people who are insecure,
have low trust in others, are low in self-esteem, or are low in
chronic communal orientation (variables that we suspect co-
occur) will be especially vulnerable to switching from a com-
munal to an exchange norm in the face of real or imagined
evidence that the other is neglecting their needs. They are the
people, we assert, who react to the slightest evidence of such
neglect with conclusions that the evidence indicates that the
other is selfish and does not care for them or that they are un-
worthy of care. Further, we suggest that such conclusions, in
turn, lead them to back away from the relationship. Alter-
natively (perhaps because they also are likely to perceive
that they have fewer good alternatives than others do), these
insecure individuals might be led to switch to a contingent,
record-keeping norm such as equality, equity, or exchange as
a basis for giving and receiving benefits in their relationship.

Evidence

The arguments we have just made suggest something that,
to date, has not received attention in the distributive justice
literature. Researchers in that tradition have typically advo-
cated that there is one real rule that governs the giving and re-
ceiving of benefits within close relationships. Some suggest it
is equality (Austin, 1980; Deutsch, 1975, 1985, for friend-
ships); some suggest it is equity (Sabatelli & Cecil-Pigo,
1985; Utne et al., 1984; Walster et al., 1978); and some say it
is a need-based rule (Deutsch, 1975, 1985, for family rela-
tionships; Lamm & Schwinger, 1980, 1983; Mills & Clark,
1982). Whatever rule they advocate, though, it has tended to
be a single rule, and they have suggested that people in close
relationships generally follow that rule. If a person does a
good job following the particular rule, all is well. If the rule is
violated, unhappiness results, and either the distress must be
resolved or the relationship may end. We are suggesting
something quite different.
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Figure 18.2 Links between relationship conflict and perceptions of fair-
ness in relationships across time.

We are suggesting that people in general start off their
close relationships believing in a communal norm and doing
their best to follow it. Such a norm requires mutual respon-
siveness to needs. However, it is inevitable that needs will be
neglected. When this happens or when it is perceived to have
happened, distress will occur, as we have argued. The dis-
tress, in turn, sets the stage for a possible switch to a contin-
gent, record-keeping norm such as equity or exchange. Thus,
it is likely that it is distress that—in most relationships some
of the time and in some relationships very often—leads to
record keeping. Such record keeping will, however, necessar-
ily be retrospective at first. As such, it is very likely that it will
be biased in such a manner as to result in evidence of inequity.
Perceptions of inequity will, in turn, lead to judgments of un-
fairness. Then, in an iterative fashion, these perceptions will
lead to further distress. Note that this is the reverse of what
has typically been argued in the past, which is that record
keeping and calculations of equity come first and that distress
results when inequities are detected (Walster et al., 1978).

Is there any evidence for our proposal that distress pre-
cedes perception of unfairness in close relationships (rather
than vice versa)? The answer is yes (Grote & Clark, 2001). In
a recent study we tracked both conflict and perceptions of
unfairness in a sample of about 200 married couples. These
couples were enrolled in the study at a time when the wife
was in the third trimester of her first pregnancy. Marital con-
flict (distress) was tapped at that time, again a few months
after the baby was born, and a third time when the baby was
about 1 year old. We also asked many questions about the di-
vision of household labor at all three points in time and about
how fair the husband and wife felt that division of labor to be.
(Notably, the division of labor was almost always judged to
be unfair, with the wife performing more whether she stayed
at home, worked part time or worked full time, and with both
spouses agreeing that this was unfair.)

The longitudinal panel design of this study allowed us to
conduct path analyses on the data in order to ascertain
whether conflict at Time 1 predicted perceptions of unfair-
ness at Time 2 (controlling for perceptions of unfairness at
Time 1). Our theoretical position led us to the prediction that
it would. We were also able to test whether perceptions of un-
fairness at Time 1 would predict conflict at Time 2 (control-
ling for conflict at Time 1). Traditional perspectives would
lead to the prediction that it would. However, our theoretical
perspective led us to predict that that would not necessarily
be the case. That is, we believed that the division of labor
could be inequitable and could be judged to be unfair when a
social scientist came along and asked about it but still might
not disrupt the relationship if both partners felt that their
needs were being met and did not feel stressed.

The results, which are shown in Figure 18.2, were as we
expected. Conflict at Time 1 (which we felt was indicative of
situations in which at least one person was feeling that his or
her needs were not being met) prospectively and significantly
predicted perceptions of unfairness at Time 2 controlling for
perceptions of unfairness at Time 1. Perceptions of unfairness
at Time 1, however, were not significant prospective predic-
tors of conflict at Time 2 controlling for perceptions of con-
flict at Time 1. This occurs, we assert, because in low-stress
times when partners’ needs are being met (as we suspected
was the case for most couples prior to the birth of an eagerly
anticipated first child), people are not keeping track of inputs
and outcomes day to day and are not calculating fairness.
Whereas they can report on inequities in housework when a
social scientist asks them to do so, we believe that most of
our couples were not doing this on their own. That is why our
measures of perceived unfairness did not predict conflict. In
contrast, the early measures of conflict, we suspect, did pick
up on those couples including at least one member who felt
that his or her needs were being neglected. It is among these
couples, we suspect, that record keeping (much of it ret-
rospective and biased) emerged, resulting in perceptions of
unfairness.

Once record keeping does emerge and unfairness is per-
ceived, we have predicted that those perceptions of unfair-
ness will increase unhappiness further. Evidence for this
subsequent process emerged in the Grote and Clark data as
well. Specifically, when changes in the patterns of data from
Time 2 until Time 3 were examined, it was found that per-
ceptions of unfairness at Time 2 (shortly after the baby had
been born) until Time 3 (when the baby was about 1 year old)
did significantly predict increases in conflict, controlling for
conflict at Time 2. This occurred, we believe, because once
couples were stressed and record keeping commenced, find-
ing evidence of inequities increased distress still further. One
interesting result was that conflict measured at Time 2 did
not predict further increases in perceptions of unfairness as
Time 3 (controlling for perceptions of unfairness at Time 2).
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Thus, we have acquired and reported evidence consistent
with the notion that the existence of inequities in a marriage
will not necessarily lead to distress. We have also acquired
and reported evidence consistent with the notions that dis-
tress might be what triggers contingent record keeping and
perceptions of unfairness. We do not yet have hard empirical
evidence that there are individual differences in people’s ten-
dencies to feel that their needs have been neglected and, in
turn, to switch from adherence to a communal norm to adher-
ence to some sort of record keeping, contingent, distributive
justice norm. However, we are currently collecting and be-
ginning to analyze data relevant to just that question.

Permanent or Temporary Switches?

A final issue we wish to address in this chapter is whether the
change will be permanent or temporary once people switch
from a communal to a contingent, record-keeping norm for
distributing benefits within their relationship. We propose
that most such switches will be temporary. These changes
will occur when a person is dissatisfied with how a relation-
ship is going, wishes to ensure that his or her needs are met
by the partner, and (not incidentally) wishes to signal his or
her distress to the partner. Indeed, communicating displea-
sure may be just as important a motivator of the switch as is
ensuring that one gets what one wants. Once the switch has
been made and communicated, the protest function of having
done so is largely accomplished. So, too, may the person
have accomplished the short-term goal of having one imme-
diate need addressed.

However, once a contingent, record-keeping distributive
justice norm begins to be used, all the disadvantages of fol-
lowing such a norm will emerge. That is, record keeping will
have to be done. It is tedious; it is virtually impossible to do
competently; and given all the sorts of biases already dis-
cussed in this chapter, there will inevitably be disagreements
over whether equity, equality, or fair exchange have been
achieved. Moreover, the advantages of following a communal
norm will evaporate. The recipient of benefits will not feel that
the other cares for him or her, and the donor of benefits will not
derive satisfaction for having nurtured a partner. These things
combined with the strong societal norm that communal rules
ought to characterize marriages and other close relationships
will combine to push couples back to following a communal
norm. Moreover, stresses in relationships themselves will
often dissipate, and reminders of a partner’s true caring atti-
tudes will reemerge. Thus, we would predict that couples will
often bounce back to using communal norms.

On the other hand, there should also be cases when cou-
ples do not bounce back. Chronic neglect of at least one

partner’s needs by the other may predict this. So too may
either partner’s long-term, pessimistic views of the likelihood
of the other being caring (and of the self being worthy of
care) predict such a lack of resilience. These two things, in
combination, may be especially likely to predict that a switch
to contingent norms will be longer term. Such a switch, as we
have already noted, is unlikely to constitute a satisfying solu-
tion. Therefore, we believe that it will likely be followed by a
further switch to purely self-interested behavior or to the dis-
solution of the relationship. Whether the relationship persists
long term (and perhaps happily), given the use of contingent
record-keeping norms, or whether it ends will depend on the
presence or absence of the sorts of barriers to leaving that in-
terdependence theorists have discussed. That is, having poor
alternatives, high investments, and feeling prescriptions
against leaving are factors likely to keep couples together de-
spite giving and receiving benefits on what we consider to be
nonoptimal bases. Good alternatives, low investments, and
low prescriptions to leaving are likely to predict relationship
dissolution.

CONCLUSIONS

In this chapter we described what we believe to be the char-
acteristics of a high-quality friendship, dating relationship,
marriage, or family relationship. We suggested that quality
ought not be defined in terms of stability, satisfaction, or con-
flict but rather in terms of the presence of interpersonal
processes that facilitate the well-being of its members. We
also suggested that members ought to agree implicitly on the
degree of responsiveness to needs that is expected in the rela-
tionship and that relationships can go bad not only if respon-
siveness to needs is not present when expected but also if it is
present when it is not called for.

Next we pointed out that viewing close relationships in this
way suggests taking a new approach to understanding the use
(and nonuse) of contingent, record-keeping distributive jus-
tice norms in intimate relationships. In well-functioning inti-
mate relationships people should respond to one another’s
needs in a noncontingent fashion as those needs arise. Record
keeping should not be an issue, and fairness should not be dis-
cussed. Fairness simply should not be a salient issue for people
in such relationships. (Of course, if some social scientist
comes along and asks participants to judge the fairness of the
giving and receiving of benefits in that relationship, we have
no doubt that members will come up with such ratings. We just
do not think they do this spontaneously on their own.) Mem-
bers of such relationships appear to be following a communal
rule, and we believe that following such a rule promotes a
sense of intimacy, security, and well-being in the relationship.
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However, we argued further, record keeping may become
an issue in relationships that members would like to see op-
erate on a communal basis. It becomes an issue if and when
needs are perceived to have been neglected and attributions
of a lack of caring are made. In such cases, partners in a rela-
tionship may switch to record-keeping norms such as ex-
change, equity, or equality in an effort to ensure that their
needs are met. Once this is done, it is very likely that unfair-
ness will be perceived (whether it objectively exists or not),
and distress is likely to increase. However, we do believe that
many couples are resilient and will “bounce back” to follow-
ing communal norms with time. Others will not be resilient,
and members of such relationships will continue, often times
unhappily, to use record-keeping rules to give and receive
benefits or even to rely on pure self-interest. Depending
on barriers to exiting the relationship, it may or may not
dissolve.
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The word prosocial does not appear in most dictionaries; it
was created by social scientists as an antonym for antisocial.
Prosocial behavior covers the broad range of actions
intended to benefit one or more people other than oneself—
behaviors such as helping, comforting, sharing, and cooper-
ating. The word altruism has at times been used to refer to a
subset of these behaviors—for example, self-sacrificial help-
ing or helping in the absence of obvious, external rewards.
Such usage seems inappropriate, however, because altruism
is a motivational concept. Altruism is the motivation to in-
crease another person’s welfare; it is contrasted to egoism,
the motivation to increase one’s own welfare (MacIntyre,
1967). There is no one-to-one correspondence between
prosocial behavior and altruism. Prosocial behavior need not
be motivated by altruism; altruistic motivation need not pro-
duce prosocial behavior.

WHY DO—AND DON’T—PEOPLE
ACT PROSOCIALLY?

Addressing the question of why people act prosocially may
seem natural and necessary for social psychologists. Indeed,
in the field’s first text William McDougall (1908) made this

question focal: “The fundamental problem of social psychol-
ogy is the moralization of the individual by the society into
which he is born as a creature in which the non-moral and
purely egoistic tendencies are so much stronger than any altru-
istic tendencies” (p. 16). When Kurt Lewin, his students, and
his colleagues ushered in modern social psychology in the
1930s and 1940s, however, other questions took precedence.
These were the pressing social-problem questions provoked
by the rise of Nazism, two world wars, the Holocaust, the
advent of the nuclear age, the Cold War, and racial injustice.
Attention was directed to totalitarian and autocratic leadership,
conformity and obedience to authority, aggression, prejudice,
ethnocentrism, interpersonal and intergroup conflict, propa-
ganda, persuasion, and attitude formation and change.

The 1960s brought the question of why people act proso-
cially to the fore once again. This question did not replace the
social-problem questions; it was added to the list. Several
shocking cases in which bystanders failed to help persons in
desperate need raised concern about the breakdown of social
structure and social decency, especially in urban environ-
ments. Best known is the case of Kitty Genovese, whose bru-
tal stabbing and eventual death was witnessed by 38 of her
neighbors in the Kew Gardens area of Queens, New York.
Her murder took more than half an hour, and despite her

Amalgamated Models 471
ANOMALOUS FAILURES TO ACT PROSOCIALLY 472

Effect of Others on Decisions Under Pressure 472
Blaming the Victim 473

ANOMALOUS PROSOCIAL ACTS 473
The Altruism Question 474
Beyond the Egoism-Altruism Debate:

Other Prosocial Motives 476
Conflict and Cooperation of Prosocial Motives 478

RESEARCH METHOD MATTERS 478
CONCLUSION 479
REFERENCES 479



464 Altruism and Prosocial Behavior

pleading screams, no one intervened; no one even called the
police. More heartening were the courageous acts of Freedom
Riders and other civil rights workers, Black and White, who
suffered beatings, imprisonment, and in some cases death to
further the cause of racial equality in the American South.
Youth were in the streets to protest the Vietnam War and to
proclaim the dawning of the Age of Aquarius. The times they
were a-changin’. Social psychologists were asked, Why do—
and don’t—people act prosocially?

Before attempting to offer an answer to this question, one
should probably inquire of the questioner, “Why do you ask?”
This response is necessary because the question has been
asked for two very different reasons. Some have asked in
order to reach the practical goal of encouraging prosocial be-
havior; others, in order to challenge currently dominant theo-
ries of social motivation. The dominant motivational theories
in psychology, sociology, economics, and political science
are firmly founded on assumptions of universal egoism
(Mansbridge, 1990; Wallach & Wallach, 1983). Can one ac-
count for all prosocial behavior in terms of egoism, or must
one make room for altruism as well? Might there be other
forms of prosocial motivation besides egoism and altruism?

These two reasons for asking why people act prosocially
beg for very different answers. So, if one is not clear which
reason lies behind the question, the answer provided may
appear irrelevant and the research on which it is based mis-
guided. To avoid such confusion, this chapter addresses the
two concerns in turn—first the practical, then the theoretical.

VARIANCE-ACCOUNTED-FOR
EMPIRICAL ANALYSIS

Psychologists pursuing the practical concern of promoting
prosocial behavior usually employ one of two strategies: (a) a
variance-accounted-for empirical analysis or (b) application
and extension of existing social psychological theory. One
view of science that has long been popular among psy-
chologists, especially psychologists with an applied orien-
tation, is empirical prediction and control. From this
perspective, promoting prosocial behavior requires, first,
identification of its most powerful predictors. Then one can
engage in social engineering, creating an environment that
optimizes these predictors and, thereby, prosocial behavior.
The logic seems straightforward. Its apparent simplicity has,
however, proved deceptive.

Dispositional Versus Situational Determinants

Operating with an implicit variance-accounted-for model, sev-
eral investigators around 1970 attempted to determine whether

dispositional or situational factors were better predictors of
prosocial behavior. The dispositional variables studied include
anomie, authoritarianism, autonomy, deference, intelligence,
Machiavellianism, nurturance, religiosity, self-esteem, social
desirability, social responsibility, submissiveness, and succo-
rance. Not one of these, by itself, was a clear predictor. In con-
trast, situational factors—ambiguity of need, severity of need,
physical appearance of victim, similarity to victim, friendship,
number of bystanders, location (urban vs. rural), cost of help-
ing, and so on—seemed powerful. These results led several
reviewers (e.g., Huston & Korte, 1976; J. A. Piliavin, Dovidio,
Gaertner, & Clark, 1981) to conclude that situational variables
are better predictors of prosocial behavior than are disposi-
tional variables.

Soon, however, this conclusion was challenged as part of
the general counterattack by personality researchers against
situationist critiques. Staub (1974) found that an aggregate
dispositional measure, a prosocial orientation index (combin-
ing measures of feelings of personal responsibility, social
responsibility, moral reasoning, prosocial values, and a low
level of Machiavellianism), was a reasonably good predictor
of helping across several different measures. Rushton (1980)
reanalyzed previous research (notably, the classic studies by
Hartshorne and May in the late 1920s) by computing aggre-
gate measures of prosocial behavior and found far better evi-
dence of cross-situation consistency than had analyses based
on individual measures.

Other researchers pointed to the greater predictive poten-
tial of dispositional factors for the higher cost, nonsponta-
neous, longer term helping that occurs in the natural stream of
behavior outside the psychological laboratory. For example,
Oliner and Oliner (1988) conducted a major study using inter-
views and questionnaires to identify predictors of acting to
rescue Jews in Nazi Europe. They claimed evidence for the
predictive power of three dispositional factors: (a) a proclivity
to feel empathy for those in need, (b) sensitivity to normative
pressure from social groups, and (c) adherence to inclusive,
universal moral principles such as justice or care. Presumably,
better prediction is possible outside the laboratory because the
more reflective decision process involved in planned (non-
spontaneous) helping permits more chance for personal val-
ues, attitudes, and dispositions to come into play.

Still other researchers argued that it was an oversimplifi-
cation to expect a personality variable to relate to helping in
all situations. Many pointed to the greater success of predict-
ing prosocial behavior using disposition-situation interac-
tions (e.g., Romer, Gruder, & Lizzardo, 1986). For example,
self-confidence and independence seem to correlate with
helping in emergency situations, especially dangerous ones,
but not in response to a request to contribute to the United
Way (Wilson, 1976). Snyder and Ickes (1985) suggested that
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the predictive power of dispositional factors should be mani-
fest only when situational pressure is weak, not when it is
strong. Carlo, Eisenberg, Troyer, Switzer, and Speer (1991)
claimed support for this distinction between weak and strong
pressure when predicting prosocial behavior. Within these
more recent studies, then, dispositional predictors have
fared better than in earlier work. Still, correlations between
personality measures and prosocial behavior—however
measured—rarely rise above .30 to .40, leaving 85% to 90%
of the variance unaccounted for.

At the same time that dispositional predictors were being
revived, the health of situational predictors took a turn for
the worse: Their ecological validity was questioned (Bar-Tal,
1984). Could one expect a situational predictor of single-act
helping by college students in a controlled laboratory experi-
ment to be equally powerful in predicting naturally occurring
prosocial behavior outside the lab, such as volunteerism
(Clary & Snyder, 1991)?

Proliferating Predictors and Predictions

Since 1970, proposed predictors of prosocial behavior have
proliferated well beyond the initial dichotomy between
dispositional and situational factors. Krebs and Miller (1985)
presented an interlocking three-tier classification. Most distal
from the specific prosocial behavior are biological and cul-
tural predictors (see also Fiske, 1992). These predictors com-
bine to produce enduring dispositional characteristics, which
are more proximal. Dispositional factors then combine with
situational factors to produce cognitive and affective reac-
tions, which are considered the most proximal predictors of
prosocial behavior. Within each of these broad classes, nu-
merous specific variables can be identified.

In additions to proliferating predictors, there are also many
different forms of prosocial behavior to be predicted, and the
variables that predict one form may not predict another. For
example, within the domain of helping are rescuing, donating,
assisting, volunteering, and giving social support (Pearce &
Amato, 1980). Moreover, each of these categories includes a
wide range of specific behaviors. One can assist by holding a
door, answering a request for directions, splinting a broken
leg at the scene of an automobile accident, securing false pa-
pers for a Jew in Nazi Europe, or enabling a suicide. One can
volunteer to serve on the board of directors for the local sym-
phony, to call potential blood donors, to be a buddy for some-
one who has AIDS, or to join the rescue squad. Critics
claim—and research supports the claim (Levine, Martinez,
Brase, & Sorenson, 1994; Omoto & Snyder, 1995)—that
variables accounting for variance in one form of prosocial be-
havior in one setting are not likely to account for the same
amount of variance (if any) in other forms of behavior or in

other settings. Talk of prediction based on interactions among
person, situation, and behavior has become common (e.g.,
Bandura, 1991; Carlo et al., 1991).

One need not pursue this logic very far—adding predic-
tors, behaviors to be predicted, situations in which prediction
can be made, and populations for which predictions can be
made—to realize that a general variance-accounted-for an-
swer to the question of why people act prosocially is impos-
sible. All one can hope for is the identification of predictors
that account for a specific prosocial behavior in a specific
situation for a specific population at a specific time (Snyder,
1993). Although useful to address some applied questions,
such research is apt to become ideographic rather than nomo-
thetic (Allport, 1961), with very little generalizability.

APPLICATION AND EXTENSION
OF EXISTING THEORY

Well aware of the limited, ad hoc nature of a variance-
accounted-for approach, Lewin (1951) reminded us, “There
is nothing so practical as a good theory” (p. 169). In opposi-
tion to the Aristotelian approach to science that guides the
variance-accounted-for strategy, in which the scientist’s goal
is to identify essential features to predict outcomes, Lewin
advocated a Galilean approach. Galileo’s goal was to identify
underlying genotypic (conditional-genetic) constructs and
the highly general—even universal—relations among them
that account for observable phenotypic events. Lewin was
convinced that explanatory theories developed and tested
following Galileo are of far more practical value than are
explanations developed following Aristotle, even though the
Galilean model relies on contrived laboratory experiments
rather than on direct, real-world observation.

Psychologists approaching the study of prosocial behavior
from Lewin’s Galilean perspective are not likely to look to
empirical research to identify predictors accounting for the
most variance. They are likely instead to look to existing the-
ory about genotypic psychological processes, using research
to illustrate and document the relevance of these processes to
understanding prosocial behavior. At least seven broad theo-
retical perspectives have been applied in this way: social
learning, tension reduction, norms and roles, exchange or
equity, attribution, esteem enhancement/maintenance, and
moral reasoning. Let us briefly consider each of these. 

Social Learning

Social learning theory suggests that if you want to know
why people act prosocially, you should consider their learn-
ing history. You should consider not only the rewards and
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punishments received following helping (or not), but also the
relative rewards—the benefits minus the costs. You should
consider observational learning or modeling that comes from
watching the actions of others. You should consider self-
rewards. Much research has supported a social learning expla-
nation of prosocial behavior (for reviews, see Bandura, 1977;
Rushton, 1980). Integrating and coordinating social learning
principles, Cialdini, Baumann, and Kenrick (1981) proposed a
three-step developmental sequence: (a) In the young child
prosocial behavior is a product of material rewards and pun-
ishments; (b) in the preadolescent it is a product of social as
well as material rewards and punishments; and (c) in the ado-
lescent and adult it is a product of internalized self-reward, as
well as social and material rewards and punishments.

Mood Effects

Building on the idea that helping can be a basis for self-
reward, Cialdini, Darby, and Vincent (1973) proposed a
negative-state relief hypothesis: that adults are more likely to
help when they feel bad. The reason is that adults have
learned that they can reward themselves for helping and so
feel better. 

Not only does helping have reward value for people who
feel bad, but it also seems rewarding for people who feel
good. Indeed, the effect is even clearer for good mood.
Across a range of studies (e.g., Isen & Levin, 1972; Weyant,
1978), people induced to feel good have been more likely to
give help to good causes.

What accounts for this pervasive reward value of helping
for people in a good mood? One possibility is a desire to
maintain the good mood. Seeing another person in need can
throw a wet blanket on a good mood, so one may help in
order to shed this blanket and maintain the mood (Wegener &
Petty, 1994). Isen, Shalker, Clark, and Karp (1978) suggested
a second possibility: Being in a good mood may bias one’s
memories about and attention to the positive and negative as-
pects of various activities, including helping. When in a good
mood, a person is more likely to recall and attend to positive
rather than negative aspects of life. Applied to helping, a
good mood makes people more likely to remember and
attend to the positive, rewarding features and less likely to
attend to the negative features, such as the costs involved.

General Assessment

Social learning theory finds itself in an awkward position in
contemporary social psychology. There seems little doubt
that the theory is in large measure correct. However, perhaps
because of its relatively straightforward explanation of

behavior, without the ironic twists and the revelations of sub-
tle faux pas for which cognitive explanations have become
renown, social learning theory generates little excitement.
The direct focus on behavior and reinforcement history
seems almost unpsychological in its lack of nuance. Even
with the added emphasis on self-reward, cognitive represen-
tation, self-regulation, and reciprocal determinism (Bandura,
1977, 1991), social learning theory seems bland. Still, were
one forced to choose a single theory to explain why people
do—and do not—act prosocially, social learning theory
should almost certainly be the choice. “As Einstein has em-
phasized, the goal is to account for the most facts with the
fewest principles” (Dollard & Miller, 1950, p. 6). Social
learning theory has probably come closer to this goal than has
any other theory in the history of social psychology.

Tension Reduction

Tension reduction has long been a popular explanation of
why people help others in need, especially others in obvious
pain or distress. The general idea is that people find it upset-
ting to see another person suffer and that preferring not to be
upset, they relieve the other’s suffering. 

Perhaps the best way to describe the relationship between
tension reduction, which is a form of motivation, and social
learning is to say that they are related by marriage. Social
learning can exist without tension reduction, as in the pure
operant theories descendant from Watson and Skinner.
Tension reduction can exist without social learning, as in
reactions to pain, extreme temperatures, hunger, thirst, and
other physiological needs. Yet social learning and tension
reduction lived together for many years in relative harmony,
housed within Hull’s (1943) general learning theory and its
descendants, including Dollard and Miller’s (1950) version
of social learning theory. In response to the current cognitive
zeitgeist, social learning theory has of late been less attached
to tension reduction, showing more interest in cognitive
processes (Bandura, 1977, 1991). Whether this philandering
is grounds for divorce is hard to say. In any case, tension
reduction has also been seen stepping out without operant
processes by its side, most notably in dissonance theory—at
least as originally conceived by Festinger (1957). 

Why should the suffering of others upset someone? Most
straightforward is the answer proposed by J. A. Piliavin et al.
(1981), among others. They suggested that witnessing an-
other’s distress evokes vicarious distress that has much the
same character as the victim’s distress, and the witness is mo-
tivated to escape his or her own distress. One way to escape
is to help because helping terminates the stimulus causing the
distress. Of course, running away may enable the witness to



Application and Extension of Existing Theory 467

escape just as well and at less cost, as long as the old adage
“out of sight, out of mind” works.

Variations on the theme of aversive-arousal reduction have
been provided by Hornstein (1982), Reykowski (1982), and
Lerner (1982). Focusing on the self-other relationship,
Hornstein suggested that when certain others are in need—
specifically, those whom one cognitively links to self as “us”
and “we” rather than “them” and “they”—one experiences a
state of promotive tension in which one is “aroused by
another’s needs almost as if they were one’s own” (Hornstein,
1982, p. 230). Once so aroused, one is motivated to reduce this
tension by aiding the fellow “we-grouper.”

Reykowski’s (1982) proposed explanation, though quite
different, also involves reduction of aversive tension: “The
sheer discrepancy between information about the real or pos-
sible state of an object and standards of its normal or desir-
able state will evoke motivation” (p. 361). Reykowski
applied this general principle to prosocial motivation as
follows: If a person perceives a discrepancy between the cur-
rent state and the expected or ideal state of another person
(i.e., perceives the other to be in need), cognitive inconsis-
tency and motivation to reduce this aversive inconsistency
will result. Relieving the other’s need is one way to remove
the inconsistency and escape the situation. Another, less
prosocial way is to change one’s perception and decide that
the other’s suffering is acceptable, even desirable.

Lerner’s (1980, 1982) just-world hypothesis led him to an
explanation similar to but more specific than Reykowski’s.
Lerner suggested that most people believe in a just world—a
world in which people get what they deserve and deserve
what they get. The existence of a victim of innocent suffering
is inconsistent with this belief. In order to reduce the arousal
produced by this inconsistency, a person may help another in
need. Alternatively, the person may derogate the innocent
victim, making the suffering appear deserved.

At first glance, Cialdini’s negative-state relief model may
appear to be another example of aversive-arousal reduction.
In fact, it is not. Although it too begins with the proposition
that seeing someone in need evokes a negative affective state,
from this common starting point the two explanations
diverge. The negative-state relief explanation claims that the
goal of helping is to obtain mood-enhancing self-rewards that
one has learned are associated with helping; aversive-arousal
reduction explanations claim that the goal of helping is to
eliminate the mood-depressing stimulus. Negative-state re-
lief is a social learning explanation that assumes that the in-
creased need for some type—any type—of mood-enhancing
reward motivates helping; aversive-arousal reduction expla-
nations make no assumptions about prior learning history but
focus instead on reduction of current tension.

Norms and Roles

Theories that seek to explain prosocial behavior in terms of
norms and roles often make heavy use of social learning prin-
ciples. Yet norm and role theories are not direct descendants
of classic learning theory and behaviorism. Instead, they
trace their ancestry to symbolic interactionism and its
analysis of social behavior using a dramaturgical metaphor
(cf. Goffman, 1959; Mead, 1934). Within this metaphor,
norms provide the script of the social drama, specifying what
should be done and said when; roles are the parts to be
played. (More formally, norms are a group’s written or un-
written rules of appropriate behavior for those occupying
particular roles; roles are behavior patterns that are character-
istic, and expected, of a person who occupies a particular
position in a social structure.)

In both developmental and social psychology, norms and
roles have been adopted into the social learning family; it is
assumed that people learn the norms and roles appropriate to
a given situation through social reinforcement and modeling.
At the same time that people are learning that acting proso-
cially can bring rewards, they are also learning the norms for
prosocial behaviors that should be performed by individuals
in various roles in different social situations. These norms
dictate that one should help people in need—at least some
people under some circumstances—to avoid social or self-
administered sanctions.

Reciprocity

One prosocial norm that has been studied extensively is reci-
procity. Gouldner (1960) suggested that this norm tells people
both that they should help people who help them and that they
should not injure these people. He believed that this norm was
universal, an important part of the moral code of every culture.
He also believed that the pressure on a person to comply with
the norm of reciprocity depends on the circumstances under
which the initial help was given—including (a) how badly one
needed help, (b) one’s perception of how much the other
person gave relative to his or her total resources, (c) one’s
perception of the other person’s motives for helping (was it a
bribe?), and (d) whether the other person helped voluntarily or
was pressured into it. Much evidence supports the claim that
people are motivated to comply with the norm of reciprocity
(e.g., Wilke & Lanzetta, 1982).

Social Responsibility

A second norm that psychologists have suggested motivates
helping is social responsibility. This norm dictates that one
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person should help another in need when the latter is depen-
dent on the former—that is, when others are not available to
help and thus the second person is counting specifically on
the first. Although this norm does seem to exist, its effect on
helping has been surprisingly difficult to demonstrate. After
more than a decade of research attempts to do so, Berkowitz
(1972) concluded, “The findings do not provide any clear-cut
support for the normative analysis of help-giving. . . . The
potency of the conjectured ‘social responsibility norm’ was
greatly exaggerated” (pp. 68, 77).

Why has evidence that the norm of social responsibility
leads to prosocial behavior been so elusive? Darley and
Latané (1970) suggested that this norm may be at once too
general and too specific. The norm may be too general in that
everyone in our society adheres to it. If this is true, it cannot
account for why one person helps and another does not. On the
other hand, the norm may be too specific in that it comes with
a complex pattern of exceptions, situations in which an indi-
vidual may feel exempt from acting in accordance with the
norm. The norm may be characterized not simply by a rule that
says, “If someone is dependent on you for help, then help,” but
by a more complex rule that says, “If someone is dependent on
you for help, then help, except when . . .” There may be indi-
vidual differences in readiness to accept exceptions—that is,
to deny responsibility (Schwartz, 1977). Moreover, excep-
tions may vary for individuals in different roles and in differ-
ent social situations. One advantage of remembering the
dramaturgical roots of the concept of norms is that it makes
explicit their role specificity.

Darley and Latané (1970) also pointed out that in addition
to norms for helping, there are norms for not helping. A per-
son may be taught, “Help those in need,” and at the same time,
“Mind your own business.” Which norm is the one to follow?
If the former, one may help; if the latter, probably not.

Effects of Race and Sex

Exceptions to and conflicts among norms may account for the
highly inconsistent effects on prosocial behavior of demo-
graphic variables such as race and sex. It has sometimes been
found that same-race helping is more frequent (e.g., Gaertner &
Bickman, 1971), sometimes that cross-race helping is more
frequent (Katz, Cohen, & Glass, 1975), and sometimes that the
race of the victim or helper makes no difference (Wispé &
Freshley, 1971). Similarly, sometimes men help more than
women (West, Whitney, & Schnedler, 1975), sometimes
women help more than men (Wegner & Crano, 1975), and
sometimes the sex of the helper makes no difference (J. A.
Piliavin & Piliavin, 1972). It does appear, however, that women
are generally more likely to be helped than are men (Gruder &
Cook, 1971).

How can we account for these seemingly contradictory
findings? One possibility is that given their different social
roles in different situations, Blacks and Whites—and men
and women—may feel more or less obligated to help a
dependent other. For example, Black students on a predomi-
nantly White campus, acutely aware of their minority status,
may feel strong responsibility for helping a fellow Black stu-
dent but very little responsibility for helping a White student;
White students may be more likely to help a Black student
when failure to do so clearly violates norms proscribing
racial prejudice. Helping may be more normative for men
than for women in one situation—for example, intervening in
a potentially dangerous emergency. Helping may be more
normative for women than for men in another situation—for
example, providing sympathy and support after a friend’s
breakup with her fiancé (Eagly & Crowley, 1986). A role-
sensitive normative analysis renders the apparent inconsis-
tencies comprehensible.

Norm Salience

Some researchers have suggested that the problem with
social norms lies in norm salience and focus of attention.
Only when attention is focused on the norm as a standard for
behavior is concern about violating it likely to affect behav-
ior (Cialdini, Kallgren, & Reno, 1991). Consistent with this
suggestion, Gibbons and Wicklund (1982) found that if nor-
mative standards of helpfulness were salient and thus a focus
of attention, then focusing on oneself increased helping.
Presumably, being self-focused when the norm was salient
highlighted the threat of sanctions for failing to act in line
with personal standards. In the absence of salient standards
for helpfulness, however, self-focus led to less helping;
it seemed to inhibit attention to others’ needs (see also
Karylowski, 1984).

Personal Norms

Because broad social norms like social responsibility have
limited ability to predict whether a person will help,
Schwartz (1977) proposed a change of focus in thinking
about norms. Rather than thinking about social norms,
Schwartz suggested that we should think of more specific,
personal norms. By personal norms he meant internalized
rules of conduct that are socially learned, that vary among in-
dividuals within the same society, and that direct behavior in
particular situations.

Applied to helping, a personal norm involves a sense of
obligation to perform a specific helping act. For example,
people may say (either publicly or to themselves), “I ought to
give a pint of blood in the blood drive.” Such statements
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appear to be far more predictive of whether a person will give
blood than are statements of agreement with broad social
norms like the norm of social responsibility—at least if the
person in question is one who believes in acting responsibly
(Schwartz & Howard, 1981). Specific statements like this are
particularly powerful as predictors when one also takes into
account extenuating circumstances, such as whether an indi-
vidual was in town during the blood drive, had no major
scheduling conflicts, and was physically able to give blood
(Zuckerman & Reis, 1978). At this level of specificity, how-
ever, it is not clear whether the statement about giving blood
reflects a sense of personal obligation stemming from an in-
ternalized rule of conduct (i.e., a personal norm) or simply an
intention to act in a particular way.

Exchange or Equity

Perhaps the most direct extension of social learning princi-
ples into interpersonal relations is exchange or equity theory.
When developing exchange theory, Homans (1961) explic-
itly and proudly declared his agenda to be the reduction of
social relations—including cooperation, helping, and other
prosocial behaviors—to reinforcement principles operating
within the individual. Equity theorists were not so reduction-
ist. They considered social relations to have emergent prop-
erties that were irreducible to the benefits and costs for the
individuals involved. In their view, social learning teaches
one to value equitable relations, in which the ratio of out-
comes to inputs is equal for the relating individuals. Walster,
Berscheid, and Walster (1973) claimed that equity theory was
a general theory that subsumed social learning theory (and
psychoanalytic theory). Although this may seem a myopic
inversion, equity theory does add an important dimension to
the understanding of prosocial behavior by introducing both
social comparison and distributive justice. Needs and bene-
fits are no longer defined by looking at the individual alone;
the definition is broadened to include needs based on relative
deprivation (Adams, 1965).

Homans (1961) pointed out that if a recipient of help can-
not return the favor in a tangible way, then he or she must re-
turn esteem and deference. Otherwise, the relationship will
not remain beneficial to both parties and thus will not con-
tinue. Walster et al. (1973) argued that not only the relatively
underbenefited but also the relatively overbenefited are moti-
vated to restore equity (although they acknowledged that
inequity in one’s favor is more tolerable than the reverse).
Acting prosocially to redistribute resources more fairly is one
way to restore equity—but only one. Equity may also be re-
stored psychologically by enhancing the perceived inputs of
the advantaged or devaluing the inputs of the disadvantaged,
thereby justifying the difference in outcomes.

Attribution

Attribution theory concerns inferences drawn about the
causes of events (Heider, 1958; Jones & Davis, 1965). Attri-
butions can affect prosocial behavior in two major ways.
First, attributions about why a person is in need are made not
only by potential helpers and bystanders but also by the per-
son in need, with consequences for each. Second, attributions
about the character of a person who helps are made not only
by the helpers themselves but also by the persons helped,
again with consequences for each.

Attributing the Cause of Others’ Needs

People are far more likely to help innocent victims than to
help those who bring their troubles on themselves (Weiner,
1980). Although this relationship is no surprise, the reason
for it is not entirely clear. Perhaps causing one’s own need (or
not working to prevent it) violates ingrained standards for
self-sufficiency and prudence; perhaps causing one’s own
need but not suffering the consequences violates our sense of
justice; perhaps it seems inequitable to those who perceive
themselves to have exerted effort to avoid need. In any case,
people are less likely to help those who bring their troubles
on themselves, even though the explanation for this behavior
has never been carefully explored.

Attributing the Cause of One’s Own Need

People in need may be predisposed to attribute their need to
situational causes, as something thrust upon them by un-
avoidable circumstances and carrying no implications about
personal ability or worth. This attribution may, however, be
hard to sustain when the need is produced by failure on a task
that one expected to perform successfully, especially when
comparable peers succeed (Fisher, Nadler, & Whitcher-
Alagna, 1982). To avoid an esteem-damaging dispositional
attribution, the person in need may attempt to deny the failure
and not seek or appreciate help (Nadler, 1991).

Attributing the Cause of Help

Helpers make attributions about the nature and cause not only
of others’ needs but also of their own helping. A helper may
ask, “Why did I help in this situation?” Possible answers in-
clude the following: (a) because I am a kind, caring, helpful
person—a dispositional attribution likely to be self-rewarding
and encourage one to help in a range of situations in the
future; (b) because I am the kind of person who helps in this
particular situation (e.g., I am a blood donor; J. A. Piliavin,
Callero, & Evans, 1982)—a dispositional attribution likely to
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encourage one to help again in this situation; (c) because of
situational pressure—a situational attribution not likely to in-
crease helping in the future, at least not when situational pres-
sure is absent; and (d) because I am a compliant schnook and
a pushover who cannot say no—a dispositional attribution
likely to be self-punishing and to discourage future helping.
Grusec (1991) traced the development and demonstrated the
prosocial benefits of children attributing their helping to a
broad disposition to be helpful.

An attributional analysis suggests a complicating limit on
the effects of social learning. To the extent that subsequent
helping is mediated by self-attributions of helpfulness, induc-
ing help by providing material or social rewards in the form
of incentives or salient models, norms, and so on may actu-
ally diminish rather than increase subsequent helping, much
as providing extrinsic incentives can diminish activity based
on intrinsic motivation (Lepper, Greene, & Nisbett, 1973).
Consistent with this possibility, research suggests that provid-
ing incentives—whether money, models, or norms—reduces
self-perceived altruism following helping (e.g., Thomas,
Batson, & Coke, 1981).

These results reveal a dilemma. One important source of
motivation to help, the external reward that comes from pay-
ment or praise for helping, actually undermines a second
important source of motivation to help, the self-reward that
comes from seeing oneself as a good, kind, caring person.
Consider the long-term consequences. As self-reward is un-
dermined, additional external pressure may be necessary to
coerce the person to help. This additional external pressure
further erodes the helper’s chances for self-reward. Over
time, the result may be a slide toward a more and more cyni-
cal self-concept, in which personal kindness plays an increas-
ingly minor role and help is offered only for a price. 

The person helped is also likely to make attributions about
why the helper acted. The most obvious and most frequently
studied attributions for helping are that the helper acted
(a) out of concern, with no strings attached, or (b) in order to
indebt, control, or demean the recipient. Attributions of the
second kind may be especially problematic when made by re-
cipients of international aid. Research by Greenberg and his
colleagues (e.g., Greenberg & Frisch, 1972) demonstrated, as
expected, that aid is not appreciated to the degree that it is
perceived as an attempt to control. In return, the benefactor
is likely to receive hostility rather than gratitude (Tesser,
Gatewood, & Driver, 1968).

Esteem Enhancement/Maintenance

Models of esteem enhancement/maintenance have been both
popular and numerous in social psychology since about 1980.

As an explanation for prosocial behavior, these models gen-
erally assume that people act prosocially to enhance or re-
cover self-esteem (Brown & Smart, 1991).

One might expect perceptions of the esteem-enhancing
potential of helping to follow the same three-step devel-
opmental sequence outlined by Cialdini et al. (1981). For
the young child, gaining material rewards for doing good en-
hances esteem; for the middle child, social approval enhances
esteem; by adolescence, self-directed and uncoerced—even
anonymous—help may be necessary to feel good about
oneself.

Not only benefactors, but also recipients, may act and
react with an eye to their self-esteem. Fisher et al. (1982) pro-
posed an esteem-loss explanation for recipients’ negative
reactions to receiving aid. Consistent with the comparative
aspects of self-esteem, Nadler, Fisher, and Ben-Itzhak (1983)
found that when individuals were having trouble on a task
that reflected on their abilities, receipt of help from a friend
produced more negative self-evaluation than did receipt of
help from a stranger.

DePaulo, Nadler, and Fisher (1983) pointed out that con-
cern over loss of esteem both in others’ and in one’s own eyes
may go a long way toward explaining reticence to seek help
when in need. To seek help is to admit that you lack the com-
petence, knowledge, or other valuable resources necessary to
cope and, moreover, that the person from whom you seek
help has these resources. Consistent with this analysis, peo-
ple are less likely to seek help to the degree that they hold
themselves in high esteem and do not anticipate a chance to
reciprocate the help (Nadler, 1991).

This analysis must be qualified by roles and norms, how-
ever. For the young child, seeking help from his or her par-
ents is not likely to be upsetting or damaging to self-esteem.
For a middle-level executive who finds himself out of a job,
the thought of applying for welfare assistance to feed his
family may be devastating.

Moral Reasoning

Moral reasoning theories (also called cognitive developmen-
tal or rational developmental theories of morality) build on
the classic work of Piaget. Typically, they accept his account
of intellectual development as a process of adaptation
through assimilation and accommodation proceeding in an
invariant developmental sequence from sensorimotor to pre-
operational to concrete operational to formal operational
thought (Piaget, 1926). They also accept Piaget’s (1932)
application of this model of intellectual development to moral
judgment. Moral reasoning theories, of which Kohlberg’s
(1976) is the best known, treat situations in which one person
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might act to benefit another as problems or puzzles to be
solved, much like the problems in volume conservation that
Piaget gave his children. The key to prosocial action is the
level of moral reasoning used to solve the puzzle or dilemma.
In Kohlberg’s (1976) words, “To act in a morally high way
requires a high stage of moral reasoning. . . . Moral stage is a
good predictor of action” (p. 32).

Kohlberg claimed to have identified a universal and in-
variant sequence of six stages in moral reasoning, grouped in
pairs into three levels: (a) preconventional (judgment based
on immediate consequences for self), (b) conventional (judg-
ment based on social norms, rules, and laws), and (c) post-
conventional (judgment based on universal moral principles
that at once transcend and undergird the moral conventions of
society). The moral principle that Kohlberg considered most
important was a neo-Kantian principle of justice whereby
each individual is accorded equal rights and dignity in a
Kingdom of Ends.

Controversy has surrounded moral reasoning theories
from the start. First, evidence that moral reasoning develops
universally in the invariant sequence of stages that Kohlberg
described is equivocal at best (Kurtines & Greif, 1974). Sec-
ond, the link between level of moral reasoning and prosocial
behavior is far less clear than one might expect (Blasi, 1980;
Eisenberg, 1991). In defense, supporters of moral reasoning
models have pointed out that (a) adequate measurement of
moral reasoning is difficult and (b) in almost any moral
dilemma one may justify a given course of action in different
ways, using different levels of moral reasoning. Both points
seem true, but they reduce the explanatory power of moral
reasoning theories, casting doubt on Kohlberg’s claim that
moral stage is a good predictor of prosocial action. Modified
models of moral reasoning that incorporate social learning
principles offer better explanatory power (e.g., Eisenberg,
1986). One must ask of these models, however, whether the
social learning principles do all the explanatory work.

In addition to being challenged from outside by re-
searchers who question the value of moral reasoning as a suf-
ficient or even necessary explanation of prosocial behavior,
Kohlberg’s focus on justice as the capstone of moral maturity
has been challenged from inside the moral-reasoning camp.
The most notable challenge has come from his former student
and colleague Carol Gilligan. In addition to an ethic of justice
and fairness, Gilligan (1982) called for recognition of an
ethic of care. Although she believed that both men and
women display reasoning based on justice and reasoning
based on care, she claimed that the former is more character-
istic of men and the latter more characteristic of women. She
also claimed that Kohlberg’s exclusive focus on justice led
to a perception that men are superior to women in moral

reasoning. Finally, she claimed that this apparent superiority
will disappear if one listens to the moral voice of women,
who speak more of care than of justice. 

Evidence for the claimed sex difference in use of per-
spectives of justice and care has been limited and weak
(Walker, 1991). But research has supported Gilligan’s claim
that moral dilemmas can be approached from a perspective
of care rather than justice (Gilligan, Ward, & Taylor, 1988;
Walker, 1991). It remains unclear, however, what a care per-
spective is. Is it (a) a reflection of Kohlberg’s conventional
stage of morality, (b) an alternative mode of moral reasoning
with its own developmental sequence, or (c) not a form of
moral reasoning at all but an emotional reaction or bond?
In sum, although the distinction between justice and care
seems to have value, considerably more conceptual preci-
sion is needed to know the nature and significance of this
distinction.

Amalgamated Models

One need not rely on just one of these seven theoretical per-
spectives to explain prosocial behavior. It is possible to in-
voke more than one in a given situation or to invoke one in
one situation and another in a different situation. It is also
possible to combine perspectives into an amalgamated
model. Sometimes, such an amalgamation has been created
by the integration of different theoretical perspectives (e.g.,
social learning and norm theories); more often, it has resulted
from arranging perspectives in sequence, adding boxes and
arrows to a flowchart of steps that lead ultimately to prosocial
behavior. The impetus for creating amalgamated models
seems to be the desire to be comprehensive, a desire that
stems from the same aspirations for prediction and control
that underlie the more ad hoc variance-accounted-for ap-
proach. But in amalgamated models, this desire takes advan-
tage of existing theories to pull together and organize a range
of explanations.

Perhaps the best known and most enduring amalgamated
model is the arousal/cost-reward model originally proposed
by I. M. Piliavin, Rodin, and Piliavin (1969) and devel-
oped and elaborated by J. A. Piliavin et al. (1981), Dovidio
(1984), and Dovidio, Piliavin, Gaertner, Schroeder, and
Clark (1991). Originally, this model combined a tension-
reduction motivational component with a cost-reward assess-
ment of the various behavioral means to reduce the tension.
Over the years, norms, equity concerns, and attribution
processes have been incorporated as well, producing a flow-
chart with 8 boxes and 17 arrows that is too complex to
describe here. Other amalgamated models include those de-
veloped by Bar-Tal (1982), who relies most heavily on social
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learning and moral-reasoning perspectives, and by Schwartz
(1977), who relies most heavily on norms, especially per-
sonal norms.

Amalgamated models make three useful contributions.
First, they remind us of the complexity of prosocial behavior
and thereby caution against simplistic explanations. Second,
they sketch a causal ordering of the various psychological
processes assumed to be operating—although these orderings
are rarely tested. Third, they provide a mnemonic for relevant
psychological processes and theoretical perspectives.

Amalgamated models have potential liabilities too. First,
the desire to be comprehensive exerts pressure toward prolif-
eration of boxes and arrows. As more intervening steps are
added and more arrows are drawn, multiple paths connect
postulated antecedent and consequent variables. This makes
achieving clear causal prediction increasingly difficult. The
models become less explanatory and more purely descrip-
tive. It seems to be a general and ironic rule in science that the
greater the number of different explanatory models com-
bined, the less the resulting explanatory power (recall
Einstein’s admonition to account for the most facts with the
fewest principles).

Second, having accepted the goal of making an amalga-
mated model comprehensive, one can expend much energy
trying to make anomalous data fit. The breadth and complex-
ity of these models make success almost inevitable. With
effort, data can be made to fit even when they do not. The
consequence is that opportunities for new insight and under-
standing are lost—or at least discouraged. This is a very seri-
ous liability if, as we wish to suggest in the next section of
this chapter, the anomalous aspects of prosocial behavior are
what have contributed the most to psychology.

The seven perspectives reviewed thus far reveal the scope
and power of existing psychological theory available to
explain why people act prosocially. Yet in spite of this scope
and power, these existing theories sometimes seem inade-
quate. Even after hearing their explanations, one may ex-
perience a nagging sense of “yes, but” when faced with
a dramatic display of concern for another’s welfare—or a
dramatic display of callousness. Such displays have long
intrigued and puzzled not only psychologists but also philoso-
phers and other behavioral and social scientists. They call for
a rethinking of our existing theories about why people do and
do not act prosocially, even a rethinking of our assumptions
about human nature.

By attending to these anomalies, researchers have ex-
tended and altered our theories of social motivation. Attempts
to explain prosocial anomalies have not caused a total rewrite
of our theories, of course, but they have caused some rewrit-
ing, and likely there will be more.

ANOMALOUS FAILURES TO ACT PROSOCIALLY

The anomalous aspects of prosocial behavior have been of
particular interest to those concerned with the theoretical
rather than practical implications of why people do—and
don’t—act prosocially. At times, a failure to act prosocially
can be baffling. How can individuals who were raised in car-
ing and nurturing homes, whose parents rewarded them for
showing concern, who become upset when they hear about
suffering in remote corners of the world, who have a well-
developed sense of duty, justice, and social responsibility,
and who are highly sensitive to how they look in others’ eyes
as well as in their own fail to respond to the needs of others,
even when it would cost little to do so? Given all the pressure
that society brings to bear, failures to act prosocially can
seem quite anomalous, almost amazing. Yet they happen.

Let’s return to the murder of Kitty Genovese. At the time,
explanations bandied about in the media focused on the
breakdown in modern urban society of moral fiber, social
norms, and sense of community. Her death was said to be a
product of apathy, alienation, anomie, and angst.

Effect of Others on Decisions Under Pressure

Bibb Latané and John Darley (1970) came up with an inge-
nious alternative to these dispositional explanations. Their
explanation was based in part on existing psychological the-
ory and in part on new theoretical insights. They observed
that once we notice a possible emergency situation, we must
make several decisions in order to help. We must decide that
an emergency exists, that it is our personal responsibility to
act, and that there is something we can do to help. To compli-
cate matters, these decisions must be made under pressure;
emergencies involve threat, ambiguity, urgency, and stress.
The presence of other bystanders can influence this pressure-
packed decision sequence at each step, tipping the scales
toward inaction.

Is a scream in the night a woman being attacked or harm-
less high-spirited play? Uncertain, bystanders may turn to
others present, seeking cues to help them decide. No one
wishes to appear foolishly excited over an event that is not an
emergency, so each individual reacts initially with a calm
outward demeanor, while looking at other people’s reactions.
Others do the same. No one appears upset, creating a state of
pluralistic ignorance (Miller & McFarland, 1987). Everyone
decides that since no one else is upset, the event must not
be an emergency (Latané & Darley, 1968; Latané & Rodin,
1969).

Even if one decides that the situation is an emergency and
that someone is in dire need of help, the presence of others can
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still discourage action. To explain how, Darley and Latané
(1968) moved beyond existing theory and proposed a diffu-
sion of responsibility. If others are available, each individual
may feel less personal obligation to come forward and help.
One call to the police is as helpful, if not more helpful, than
20 calls. In the Kitty Genovese case, her neighbors may have
seen lights in other windows and assumed that other neigh-
bors had heard the screams and that someone else had already
called. Some may have thought, “Something should be done,
but why should I be the one to do it?” Thoughts like these,
made possible by awareness of other bystanders without
knowing what the others are doing, diffuses the responsibility
to help among all the bystanders present and makes it less
likely that any one bystander will help.

Latané and Darley’s (1970) answer to the question of why
none of the 38 witnesses to the murder of Kitty Genovese
helped has stood up remarkably well to experimental test (see
Latané & Nida, 1981). Still, the psychological process that
underlies diffusion of responsibility remains unclear. Do the
costs of helping lead to a motivated, optimistic redefinition
of the situation (“I’m sure someone else has already helped,
so there is no longer a need”)? Is there a recognition of con-
tinuing need but denial of personal responsibility, either by
reasoning that others present are better qualified to act
(“Somebody’s got to do something, but not me; they’re the
ones who know what to do”) or shifting from a prescriptive to
a descriptive norm (“I can’t be blamed; no one else is doing
anything either”)? Might some people fail to act out of defer-
ence or modesty (“I’ll let someone else be the hero”)? Each
of these processes involves the effect of others on decision
making under pressure, and they are often confounded in
research; yet these processes are distinct. Any or all could
operate, suggesting that more research is needed.

Blaming the Victim

Another important theoretical development stimulated by
reflection on bystander “apathy” was Melvin Lerner’s (1970,
1980) just-world hypothesis. The anomaly on which Lerner
focused was not the failure to help victims of accidents,
attacks, or other emergencies, but rather the more pervasive
and pernicious tendency for the haves in society to be unre-
sponsive to the needs of the have-nots. Lerner observed, as
did Ryan (1971), that people often not only fail to notice need
or to show concern for victims, but that they actively dero-
gate and blame victims.

To explain this apparent anomaly, Lerner turned to the
seemingly prosocial principle of justice. He reasoned as fol-
lows. If children are to delay gratification and pursue long-
term goals, they must develop a belief that effort brings

results. For most of us, this belief in contingency leads in turn
to a belief in a just world, a sense of appropriateness—that
people get what they deserve (and deserve what they get)—
necessary for trust, hope, and confidence in our future.
Witnessing the suffering of innocent victims violates the be-
lief in a just world. In order to reduce the discomfort produced
by this threat, we may help. But there is an alternative: We
may derogate or blame the victims (if they have less, they
must deserve less; that is, they must be less deserving). Lerner
and his associates provided extensive evidence that witness-
ing an innocent victim suffer can lead to derogation (see
Lerner, 1980, for a review). The insight that a natural—even
noble—belief in justice, when carried into an unjust world,
can itself become a source of injustice has proved major.

ANOMALOUS PROSOCIAL ACTS

In the 1960s, heightened social conscience focused attention
on anomalous failures to act prosocially. In the broader sweep
of Western thought, this focus is itself anomalous. Through
the centuries, the puzzle that has intrigued those contemplat-
ing the human condition has not been why people fail to care
for others in need; the puzzle has been why people care.

From Aristotle and Aquinas through Hobbes and Bentham
to Nietzsche and Freud, the dominant view in Western
thought has been that people are, at heart, exclusively self-
interested. Given this view, what explains the enormous ef-
fort and energy directed toward benefiting others? At times,
what people do for others can be spectacular. Soldiers have
thrown themselves on live grenades to protect their com-
rades. Crews worked around the clock in extreme danger to
free the trapped victims of the Oklahoma City bombing.
Firemen died directing others to safety when the World Trade
Center towers collapsed. Surviving an airline crash, Arland
Williams lost his life in the icy waters of the Potomac be-
cause he repeatedly gave others his place in the rescue
helicopter. Mother Teresa dedicated her life to the dying of
Calcutta, the poorest of the poor, bringing care and comfort to
thousands. Rescuers of Jews in Nazi Europe, such as Miep
Gies (1987), who helped hide Anne Frank and her parents,
and Oskar Schindler, risked their own lives—and often the
lives of their loved ones—day after day for months, or even
years.

How can we reconcile these actions with a view that
people are exclusively self-interested? Could some people, to
some degree, under some circumstances, be capable of hav-
ing another person’s interest at heart? Is it possible for one
person to have another person’s welfare as an ultimate goal
(altruism), or is all helping simply an instrumental means of
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obtaining one or another form of self-benefit (egoism)? This
has been called the altruism question (Batson, 1991).

The Altruism Question

One easy answer to the altruism question that can quickly be
laid to rest goes like this: Even if it were possible for a person
to be motivated to increase another’s welfare, such a person
would be pleased by attaining this desired goal, so even this
apparent altruism would be a product of egoism. In the
words of Tolman’s (1923) well-turned epithet, this argument
is “more brilliant than cogent” (p. 203). Philosophers have
shown it to be flawed by pointing out that it involves a confu-
sion between two different forms of psychological hedonism.
The strong form of hedonism asserts that the ultimate goal of
human action is always the attainment of personal pleasure;
the weak form asserts only that goal attainment always brings
pleasure. The weak form is not inconsistent with the altruistic
claim that the ultimate goal of some action is to benefit an-
other rather than to benefit oneself; the pleasure obtained can
be a consequence of reaching this goal without being the goal
itself. The strong form of psychological hedonism is incon-
sistent with the possibility of altruism, but to affirm this form
is simply to assert that altruism does not exist, an empirical
assertion that may or may not be true (see MacIntyre, 1967,
for discussion of these philosophical arguments).

More serious advocates of universal egoism argue that
some specific self-benefit is always the ultimate goal of help-
ing; benefiting the other is simply an instrumental goal on the
way to one or another ultimately self-serving end. They point
to all the self-benefits of helping: the material, social, and self-
rewards received; the material, social, and self-punishments
avoided; and aversive-arousal reduction. Advocates of altru-
ism counter that simply because self-benefits follow from
benefiting another, this does not prove that the self-benefits
were the helper’s ultimate goal. These self-benefits may be
unintended consequences of reaching the ultimate goal of
benefiting the other. If so, the motivation would be altruistic,
not egoistic.

Advocates of altruism claim more than possibility, of
course. They claim that altruistic motivation exists, that at
least some people under some circumstances act with the
ultimate goal of increasing another person’s welfare.

The Empathy-Altruism Hypothesis

Over the centuries, the most frequently proposed source of
altruistic motivation has been an other-oriented emotional
response congruent with the perceived welfare of another
person—today usually called empathy (Batson, 1987) or

sympathy (Wispé, 1986). If another person is in need, these
empathic emotions include sympathy, compassion, tender-
ness, and the like. The empathy-altruism hypothesis claims
that these emotions evoke motivation with an ultimate goal of
benefiting the person for whom the empathy is felt—that is,
altruistic motivation. Various forms of this hypothesis have
been espoused by Thomas Aquinas, David Hume, Adam
Smith, Charles Darwin, Herbert Spencer, and William
McDougall, as well as in contemporary psychology by
Hoffman (1975), Krebs (1975), and Batson (1987).

Considerable evidence supports the idea that feeling em-
pathy for a person in need leads to increased helping of that
person (see Batson, 1991; Eisenberg & Miller, 1987, for re-
views). Observing an empathy-helping relationship, how-
ever, tells us nothing about the nature of the motivation that
underlies this relationship. Increasing the other person’s wel-
fare could be (a) an ultimate goal, producing self-benefits as
unintended consequences; (b) an instrumental goal on the
way to the ultimate goal of gaining one or more self-benefits;
or (c) both. That is, the motivation could be altruistic, egois-
tic, or both.

Egoistic Alternatives to the Empathy-Altruism Hypothesis

Three general classes of self-benefits can result from helping
a person for whom one feels empathy. Such help can (a) re-
duce one’s empathic arousal, which may be experienced as
aversive; (b) enable one to avoid possible social and self-
punishments for failing to help; and (c) enable one to gain
social and self-rewards for doing what is good and right. The
empathy-altruism hypothesis does not deny that these self-
benefits of empathy-induced helping exist. It claims that they
are unintended consequences of the empathically aroused
helper reaching the ultimate goal of reducing the other’s
suffering. Proponents of egoistic alternatives to the empathy-
altruism hypothesis disagree. They claim that one or more of
these self-benefits are the ultimate goal of empathy-induced
helping. In the past two decades more than 30 experiments
have tested these three egoistic alternatives against the
empathy-altruism hypothesis.

The most frequently proposed egoistic explanation of the
empathy-helping relationship is aversive-arousal reduction.
This explanation claims that feeling empathy for someone
who is suffering is unpleasant, and empathically aroused in-
dividuals help in order to benefit themselves by eliminating
their empathic feelings. Benefiting the victim is simply a
means to this self-serving end.

Over half a dozen experiments have tested the aversive-
arousal reduction explanation against the empathy-altruism
hypothesis by varying the ease of escape from further exposure
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to the empathy-evoking need without helping. Because em-
pathic arousal is a result of witnessing the need, either termi-
nating this need by helping or terminating exposure to it by
escaping should reduce one’s own empathic arousal. Escape
does not, however, enable one to reach the altruistic goal of
relieving the victim’s need. Therefore, the aversive-arousal
explanation predicts elimination of the empathy-helping rela-
tionship when escape is easy; the empathy-altruism hypothesis
does not. Results of these experiments have consistently
patterned as predicted by the empathy-altruism hypothesis
and not by the aversive-arousal reduction explanation, casting
doubt on this popular egoistic account (see Batson, 1991, for a
review).

A second egoistic explanation invokes empathy-specific
punishment. It claims that people learn through socialization
that additional obligation to help, and thus additional shame
and guilt for failure to help, is attendant on feeling empathy for
someone in need. As a result, when people feel empathy, they
are faced with impending social or self-censure beyond any
general punishment associated with not helping. They say to
themselves, “What will others think—or what will I think of
myself—if I don’t help when I feel like this?” and then they
help out of an egoistic desire to avoid these empathy-specific
punishments. Once again, experiments designed to test this
explanation have failed to support it; the results have consis-
tently supported the empathy-altruism hypothesis instead
(Batson, 1991).

The third major egoistic explanation invokes empathy-
specific reward. It claims that people learn through socializa-
tion that special rewards in the form of praise and pride are
attendant on helping a person for whom they feel empathy.
As a result, when people feel empathy, they think of these
rewards and help out of an egoistic desire to gain them.

The general form of this explanation has been tested in
several experiments and received no support (Batson et al.,
1988, Studies 1 & 5; Batson & Weeks, 1996), but two varia-
tions have also been proposed. Best known is the negative-
state relief explanation proposed by Cialdini et al. (1987).
Cialdini et al. suggested that the empathy experienced when
witnessing another person’s suffering is a negative affective
state—a state of temporary sadness or sorrow—and the per-
son feeling empathy helps in order to gain self-rewards to
counteract this negative state.

Although this egoistic alternative received some initial
support (Cialdini et al., 1987; Schaller & Cialdini, 1988), sub-
sequent research has revealed that this was likely due to pro-
cedural artifacts. Experiments avoiding these artifacts have
instead supported the empathy-altruism hypothesis (Batson
et al., 1989; Dovidio, Allen, & Schroeder, 1990; Schroeder,
Dovidio, Sibicky, Matthews, & Allen, 1988). It now seems

clear that the motivation to help evoked by empathy is not
directed toward the egoistic goal of negative-state relief.

A second interesting variation on an empathy-specific
reward explanation was proposed by Smith, Keating, and
Stotland (1989). They claimed that rather than helping to gain
the rewards of seeing oneself or being seen by others as a
helpful person, empathically aroused individuals help in order
to feel joy at the needy individual’s relief: “It is proposed that
the prospect of empathic joy, conveyed by feedback from the
help recipient, is essential to the special tendency of empathic
witnesses to help. . . . The empathically concerned witness to
the distress of others helps in order to be happy” (Smith et al.,
1989, p. 641).

Some early self-report data were supportive, but more
rigorous experimental evidence has failed to support this
empathic-joy hypothesis. Instead, experimental results have
once again consistently supported the empathy-altruism
hypothesis (Batson et al., 1991; Smith et al., 1989). The
empathic-joy hypothesis, like other versions of the empathy-
specific reward explanation, seems unable to account for the
empathy-helping relationship.

A Tentative Conclusion

Reviewing the empathy-altruism research, as well as related
literature in sociology, economics, political science, and biol-
ogy, J. A. Piliavin and Charng (1990) concluded that

There appears to be a “paradigm shift” away from the earlier
position that behavior that appears to be altruistic must, under
closer scrutiny, be revealed as reflecting egoistic motives.
Rather, theory and data now being advanced are more compati-
ble with the view that true altruism—acting with the goal of ben-
efiting another—does exist and is a part of human nature. (p. 27)

Pending new evidence or a plausible new egoistic explana-
tion of the existing evidence, this conclusion seems correct.
It appears that the empathy-altruism hypothesis should—
tentatively—be accepted as true.

Implications of the Empathy-Altruism Hypothesis

If the empathy-altruism hypothesis is true, the implications
are wide ranging. Universal egoism—the assumption that all
human behavior is ultimately directed toward self-benefit—
has long dominated not only psychology but other social and
behavioral sciences as well (Campbell, 1975; Mansbridge,
1990; Wallach & Wallach, 1983). If individuals feeling
empathy act, at least in part, with an ultimate goal of increas-
ing the welfare of another, then the assumption of universal
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egoism must be replaced by a more complex view of motiva-
tion that allows for altruism as well as egoism. Such a shift in
our view of motivation requires, in turn, a revision of our
underlying assumptions about human nature and human
potential. It implies that we humans may be more social
than we have thought—that other people can be more to us
than sources of information, stimulation, and reward as we each
seek our own welfare. To some degree and under some circum-
stances, we can care about their welfare as an end in itself.

The evidence for the empathy-altruism hypothesis also
forces us to face the question of why empathic feelings exist.
What evolutionary function do they serve? Admittedly spec-
ulative, the most plausible answer relates empathic feelings
to parenting among higher mammals, in which offspring
live for some time in a very vulnerable state (de Waal, 1996;
Hoffman, 1981; McDougall, 1908; Zahn-Waxler & Radke-
Yarrow, 1990). Were parents not intensely interested in the
welfare of their progeny, these species would quickly die out.
Empathic feelings for offspring, and the resulting altruistic
motivation, may promote one’s reproductive potential not by
increasing the number of offspring but by increasing the
chance of their survival.

Clearly, however, empathic feelings extend well beyond
one’s own children. People can feel empathy for a wide range
of individuals (including nonhumans) as long as there is no
preexisting antipathy (Batson, 1991; Krebs, 1975; Shelton &
Rogers, 1981). From an evolutionary perspective, this exten-
sion may be attributed to cognitive generalization whereby
one “adopts” others, making it possible to evoke the primi-
tive and fundamental impulse to care for progeny when these
adopted others are in need (Batson, 1987; MacLean, 1973).
Such cognitive generalization may be possible because of
(a) human cognitive capacity, including symbolic thought,
and (b) the lack of evolutionary advantage for sharp discrim-
ination of empathic feelings in the small hunter-gatherer
bands of early humans. In these bands, those in need were
often one’s children or close kin, and one’s own welfare was
tightly tied to the welfare even of those who were not close
kin (Hoffman, 1981).

The empathy-altruism hypothesis also may have wide-
ranging practical implications. Given the power of empathic
feelings to evoke altruistic motivation, people may some-
times suppress or avoid these feelings. Loss of the capacity
to feel empathy for clients may be a factor, possibly a central
one, in the experience of burnout among case workers in the
helping professions (Maslach, 1982). Aware of the extreme
effort involved in helping or the impossibility of helping
effectively, these case workers—as well as nurses caring for
terminal patients, and even pedestrians confronted by the
homeless—may try to avoid feeling empathy in order to
avoid the resulting altruistic motivation (Shaw, Batson, &

Todd, 1994; Stotland, Mathews, Sherman, Hansson, &
Richardson, 1978). There seems to be, then, egoistic motiva-
tion to avoid altruistic motivation.

More positively, experiments have tested the possibility that
empathy-induced altruism can be used to improve attitudes
toward stigmatized out-groups. Thus far, results look quite
encouraging. Inducing empathy has improved racial attitudes,
as well as attitudes toward people with AIDS, the homeless,
and even convicted murderers (Batson, Polycarpou, et al.,
1997; Dovidio, Gaertner, & Johnson, 1999). Empathy-induced
altruism has also been found to increase cooperation in a com-
petitive situation (a prisoner’s dilemma), even when one knows
that the person for whom one feels empathy has acted compet-
itively (Batson & Ahmad, 2001; Batson & Moran, 1999).

Other Possible Sources of Altruistic Motivation

Might there be sources of altruistic motivation other than
empathic emotion? Several have been proposed, including
an altruistic personality (Oliner & Oliner, 1988), principled
moral reasoning (Kohlberg, 1976), and internalized pro-
social values (Staub, 1974). There is some evidence that
each of these potential sources is associated with increased
prosocial motivation, but as yet, it is not clear whether this
motivation is altruistic. It may instead be an instrumental
means to the egoistic ultimate goals of (a) maintaining one’s
positive self-concept or (b) avoiding guilt (Batson, 1991;
Batson, Bolen, Cross, & Neuringer-Benefiel, 1986; Carlo
et al., 1991; Eisenberg et al., 1989). More and better research
exploring these possibilities is needed.

Beyond the Egoism-Altruism Debate:
Other Prosocial Motives

Thinking more broadly, beyond the egoism-altruism debate
that has been the focus of attention and contention for the
past two decades, might there be other forms of prosocial
motivation—forms in which the ultimate goal is neither to
benefit oneself nor to benefit another individual? Two possi-
bilities seem especially worthy of consideration: collectivism
and principlism.

Collectivism: Benefiting a Group

Collectivism involves motivation to benefit a particular group
as a whole. The ultimate goal is not to increase one’s own wel-
fare or the welfare of the specific others who are benefited; the
ultimate goal is to increase the welfare of the group. Robyn
Dawes and his colleagues put it succinctly: “Not me or thee
but we” (Dawes, van de Kragt, & Orbell, 1988). They also
suggested that collectivist prosocial motivation is a product of
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group identity (Brewer & Kramer, 1986; Tajfel, 1981; Turner,
1987).

As with altruism, however, what looks like collectivism
may actually be a subtle form of egoism. Perhaps attention to
group welfare is simply an expression of enlightened self-
interest. After all, if one recognizes that ignoring group needs
and the common good in a headlong pursuit of self-benefit
will only lead to less self-benefit in the long run, then one
may decide to benefit the group as a means to maximize over-
all self-benefit. Appeals to enlightened self-interest are often
used by politicians and social activists trying to encourage
prosocial response to societal needs. They warn of the long-
term consequences for oneself and one’s children of pollution
and squandering natural resources. They remind that if the
plight of the poor becomes too severe, those who are well off
may face revolution. Such appeals seem to assume that col-
lectivism is simply a form of egoism.

The most direct evidence that collectivism is independent
of egoism comes from research by Dawes, van de Kragt, and
Orbell (1990). They examined the responses of individuals
who had been given a choice between allocating money to
themselves or to a group. Allocation to oneself maximized in-
dividual but not group profit, whereas allocation to the group
maximized collective but not individual profit.

Dawes et al. (1990) found that if individuals faced with
this dilemma made their allocation after discussing it with
other members of the group, they gave more to the group
than if they had no prior discussion. Moreover, this effect
was specific to the in-group with whom the discussion oc-
curred; allocation to an out-group was not enhanced. Based
on this research, Dawes et al. claimed evidence for collec-
tivist motivation independent of egoism, arguing that their
procedure ruled out the two most plausible egoistic explana-
tions: (a) enlightened self-interest (by having no future con-
tact and only one allocation round) and (b) socially instilled
conscience (a norm to share, if evoked, should increase shar-
ing with the out-group as well as the in-group). There is rea-
son to doubt, however, that their procedure effectively ruled
out self-rewards and self-punishments associated with con-
science. The research on norms reviewed earlier suggests
that norms can be more refined than Dawes and his cowork-
ers allowed. We may have a norm that says “share with
your buddies” rather than a norm that simply says “share.”
So, although this research is important and suggestive, more
and better evidence is needed to justify the conclusion that
collectivist prosocial motivation is not reducible to egoism.

Principlism: Upholding a Moral Principle

Not only have most moral philosophers argued for the impor-
tance of a prosocial motive other than egoism, but most since

Kant (1724–1804) have shunned altruism and collectivism as
well. They reject appeals to altruism, especially empathy-
induced altruism, because feelings of empathy, sympathy, and
compassion are too fickle and too circumscribed. Empathy is
not felt for everyone in need, at least not to the same degree.
They reject appeals to collectivism because group interest is
bounded by the limits of the group; it may even encourage
doing harm to those outside the group. Given these problems
with altruism and collectivism, moral philosophers have typ-
ically advocated prosocial motivation with an ultimate goal of
upholding a universal and impartial moral principle, such as
justice (Rawls, 1971). We shall call this moral motivation
principlism.

Is acting with an ultimate goal of upholding a moral prin-
ciple really possible? When Kant (1785/1898) briefly shifted
from his analysis of what ought to be to what is, he was
ready to admit that even when the concern we show for
others appears to be prompted by duty to principle, it may
actually be prompted by self-love (pp. 23–24). The goal of
upholding a moral principle may be only an instrumental
goal pursued as a means to reach the ultimate goal of self-
benefit. If so, then principle-based motivation is actually
egoistic.

The self-benefits of upholding a moral principle are
conspicuous. One can gain the social and self-rewards of
being seen and seeing oneself as a good person. One can also
avoid the social and self-punishments of shame and guilt for
failing to do the right thing. As Freud (1930) suggested, soci-
ety may inculcate such principles in the young in order to bri-
dle their antisocial impulses by making it in their best
personal interest to act morally (see also Campbell, 1975).
Alternatively, through internalization (Staub, 1989) or devel-
opment of moral reasoning (Kohlberg, 1976), principles may
come to be valued in their own right and not simply as in-
strumental means to self-serving ends.

The issue here is the same one faced with altruism and
collectivism. We need to know the nature of the underlying
motive. Is the desire to uphold justice (or some other moral
principle) an instrumental goal on the way to the ultimate
goal of self-benefit? If so, this desire is a form of egoism. Is
upholding the principle an ultimate goal, and the ensuing
self-benefits merely unintended consequences? If so, princi-
plism is a fourth type of prosocial motivation, independent of
egoism, altruism, and collectivism.

Recent research suggests that people often act so as to
appear moral while, if possible, avoiding the cost of actually
being moral (Batson, Kobrynowicz, Dinnerstein, Kampf,
& Wilson, 1997; Batson, Thompson, Seuferling, Whitney, &
Strongman, 1999). This research also suggests that if moral
motivation exists, it is easily overpowered by self-interest.
Many of us are, it seems, quite adept at moral rationalization.
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We are good at justifying to ourselves (if not to others) why a
situation that benefits us or those we care about does not
violate our moral principles—for example, why storing our
nuclear waste in someone else’s backyard is fair, why terrorist
attacks by our side are regrettable but necessary evils whereas
terrorist attacks by the other side are atrocities, and why we
must obey orders even if it means killing innocent people. The
abstractness of most moral principles, and their multiplicity,
makes rationalization all too easy (see Bandura, 1991;
Bersoff, 1999; Staub, 1990).

But this may be only part of the story. Perhaps in some
cases upholding a moral principle can serve as an ultimate
goal, defining a form of motivation independent of egoism. If
so, perhaps these principles can provide a basis for respond-
ing to the needs of others that transcends reliance on self-
interest or on vested interest in and feeling for the welfare of
certain other individuals or groups. Quite an “if,” but it seems
well worth conducting research to find out.

Conflict and Cooperation of Prosocial Motives

To recognize the range of possible prosocial motives makes
available more resources to those seeking to produce a more
humane, caring society. At the same time, a multiplicity of
prosocial motives complicates matters. These different mo-
tives for helping others do not always work in harmony. They
can undercut or compete with one another.

Well-intentioned appeals to extended or enlightened self-
interest can backfire by undermining other prosocial motives.
Providing people with money or other tangible incentives for
showing concern may lead people to interpret their motiva-
tion as egoistic even when it is not (Batson, Coke, Jasnoski,
& Hanson, 1978). In this way, the assumption that there is
only one answer to the question of why we act for the com-
mon good—egoism—may become a self-fulfilling prophecy
(Batson, Fultz, Schoenrade, & Paduano, 1987) and may cre-
ate a self-perpetuating norm of self-interest (Miller, 1999;
Miller & Ratner, 1998).

Nor do the other three prosocial motives always work in
harmony. They can conflict with one another. For example,
altruism can—and often does—conflict with collectivism or
principlism. We may ignore the larger social good, or we may
compromise our principles, not only to benefit ourselves but
also to benefit those individuals about whom we especially care
(Batson, Batson, et al., 1995; Batson, Klein, Highberger, &
Shaw, 1995). Indeed, whereas there are clear social sanctions
against unbridled self-interest, there are not clear sanctions
against altruism. Batson, Ahmad, et al. (1999) found that altru-
ism can at times be a greater threat to the common good than is
egoism.

Each of the four possible prosocial motives that we have
identified has its strengths. Each also has its weaknesses. The
potential for the greatest good may come from strategies that
orchestrate these motives so that the strengths of one can
overcome the weaknesses of another. Strategies that combine
appeals to either altruism or collectivism with appeals to prin-
ciple seem especially promising. For example, think about the
principle of justice. Upholding justice is a powerful motive,
but it is vulnerable to rationalization. Empathy-induced altru-
ism and collectivism are also powerful motives, but they are
limited in scope. They produce partiality—special concern
for a particular person or persons or for a particular group. If
we can lead people to feel empathy for the victims of injustice
or to perceive themselves in a common group with them, we
may be able to get these motives working together rather than
at odds. Desire for justice may provide perspective and rea-
son; empathy-induced altruism or collectivism may provide
emotional fire and a force directed specifically toward relief
of the victims’ suffering, preventing rationalization.

Something of this sort occurred, we believe, in a number
of rescuers of Jews in Nazi Europe. A careful look at data col-
lected by the Oliners and their colleagues (Oliner & Oliner,
1988) suggests that involvement in rescue activity frequently
began with concern for a specific individual or individuals for
whom compassion was felt—often individuals known previ-
ously. This initial involvement subsequently led to further
contacts and rescue activity and to a concern for justice that
extended well beyond the bound of the initial empathic con-
cern. Something of this sort also lay at the heart of Gandhi’s
and Martin Luther King’s practice of nonviolent protest. The
sight on the TV news of a small Black child in Birmingham
being literally rolled down the street by water from a fire hose
under the direction of Police Chief Bull Connor, and the
emotions this sight evoked, seemed to do more to arouse a
concern for justice than did hours of reasoned argument and
appeals for equal civil rights.

Something of this sort also can be found in the writing of
Jonathan Kozol. Deeply concerned about the “savage inequal-
ities” in public education between rich and poor communities
in the United States, Kozol (1991) does not simply document
the inequity. He takes us into the lives of individual children.
We come to care deeply for them and, as a result, about the
injustice.

RESEARCH METHOD MATTERS

Efforts to explain prosocial behavior, especially its seemingly
anomalous aspects, have raised thorny issues about research
methods that, though not specific to this area, flourish here.
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Most of these issues are rooted in mire produced by two fea-
tures. First, psychologists are not the only ones who care about
prosocial behavior. Most research participants see themselves
as good, kind, caring people, and they want to be seen that way
by others. Second, although cool, cognitive analysis and in-
ference are often involved, theory and research on prosocial
behavior focuses on relatively hot, active processes—the
interplay of values, emotions, motives, and behavior. These
processes may not be accessible to cool introspection.

To reap a fruitful harvest from the mire that these two
features create, researchers need to avoid the pitfalls of
demand characteristics, evaluation apprehension, social de-
sirability, self-presentation, and reactive measures. Conse-
quently, research on prosocial behavior still relies heavily on
high-impact deception procedures of the sort made famous
in the social psychology of the 1960s (Aronson, Brewer, &
Carlsmith, 1985). The currently popular procedure of present-
ing research participants with descriptions of hypothetical
situations and asking them to report what they would do is of
limited use when studying prosocial behavior. Commitment to
actual behavior—if not the behavior itself—is almost always
required (Lerner, 1987). Rather than relying heavily on self-
reports, thought listing, or retrospective analysis to reveal me-
diating psychological processes, we must often study these
processes indirectly by designing research that allows the
effect of mediators to be inferred from observable behav-
ior. Typically, this means one must successfully deceive par-
ticipants, run the experiments on each participant individually,
use between-group designs, and so on. Clearly, such research is
difficult. Equally clearly, it requires careful sensitivity to and
protection of the welfare and dignity of participants.

Deeming care and sensitivity insufficient, some universi-
ties have instituted a blanket prohibition on the use of high-
impact deceptions of the kind needed to address key research
questions concerning prosocial behavior. It is ironic that the
study of prosocial, ethical behavior is one of the areas to suf-
fer most from restrictions imposed in response to concerns
about research ethics.

Few would disagree that society could benefit from in-
creased prosocial behavior. Rage and hate crimes, terrorist
attacks, child and spouse abuse, neglect of the homeless, the
plight of people with AIDS, and the growing disparity be-
tween rich and poor (and smug callousness toward the latter)
provide all-too-frequent reminders of crying need. Given the
societal importance of understanding why people act to ben-
efit others, given the apparent necessity of using high-impact
deception research to provide this understanding, and given
the dangers of obtaining misleading information using other
methods, it is not the use of these methods, but rather a blan-
ket prohibition of them, that seems unethical.

CONCLUSION

Over the past 30 years the practical concern to promote
prosocial behavior has led to both a variance-accounted-for
empirical approach and the application of existing psycho-
logical theories. In addition, existing theory has been chal-
lenged and new theoretical perspectives developed by a focus
on anomalous aspects of why people do—and don’t—act
prosocially. Research has challenged currently dominant the-
ories of social motivation and even of human nature—views
that limit the human capacity to care to self-interest. This
research has raised the possibility of a multiplicity of social
motives—altruism, collectivism, and principlism, as well as
egoism. It also has raised important theoretical questions—as
yet unanswered—about how these motives might be most
effectively orchestrated to increase prosocial behavior. More
broadly, research in this area takes exception to the currently
dominant focus in social psychology on cognitive representa-
tion of the social environment and processing of social infor-
mation, calling for increased attention to motives, emotions,
and values.

Research on prosocial behavior provides evidence that in
addition to our all-too-apparent failing and fallibilities, we
humans are, at times, capable of caring, and caring deeply,
for people and issues other than ourselves. This possibility
has wide-ranging theoretical implications, suggesting that we
are more social than even our most social theories have led
us to believe. It also has wide-ranging practical implications,
suggesting untapped resources for social change. At present,
however, these theoretical and practical implications are
only partly realized, providing a pressing—and daunting—
agenda.
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SOCIAL CONFLICT AND INTEGRATION

Humans are fundamentally social animals. Not only is group
living of obvious contemporary importance (see Spears,
Oakes, Ellemers, & Haslam, 1997), but also it represents the
fundamental survival strategy that has likely characterized
the human species from the beginning (see Simpson &
Kenrick, 1997). The ways in which people understand their
group membership thus play a critical role in social conflict
and harmony and in intergroup integration. This chapter
examines psychological perspectives on intergroup relations
and their implications for reducing bias and conflict and for
enhancing social integration. First, we review social psycho-
logical theories on the nature of individual and collective
identities and their relation to social harmony and conflict.
Then, we examine theoretical perspectives on reducing inter-
group bias and promoting social harmony. Next, we explore
the importance of considering majority and minority perspec-
tives on intergroup relations, social conflict, and integration.
The chapter concludes by considering future directions and
practical implications.

INDIVIDUAL AND COLLECTIVE IDENTITY

Perspectives on social conflict, harmony, and integration have
reflected a variety of disciplinary orientations. For instance,
psychological theories of intergroup attitudes have com-
monly emphasized the role of the individual, in terms of
personality and attitude, in social biases and discrimination
(see Duckitt, 1992; Jones, 1997). Traditional psychological
theories, such as the work on the authoritarian personality
(Adorno, Frenkel-Brunswik, Levinson, & Sanford, 1950),
have considered the role of dysfunctional processes in the
overt expression of social biases. More contemporary ap-
proaches to race relations, such as aversive racism and sym-
bolic racism perspectives, have considered the contributions
of normal processes (e.g., socialization and social cognition)
to the expression of subtle, and often unconscious, biases
(Dovidio & Gaertner, 1998; S. Gaertner & Dovidio, 1986;
Kovel, 1970; Sears, 1988; Sears & Henry, 2000). In addition,
the role of social norms and standards is emphasized in recent
reconceptualizations of older measures, such as authoritarian-
ism. Right-wing authoritarianism (Altemeyer, 1996, 1998)
has been found to be associated with negative attitudes
toward a number of groups, particularly those socially stig-
matized by society (e.g., Altemeyer, 1996; Esses, Haddock, &
Zanna, 1993).

Recent approaches to intergroup relations within psychol-
ogy have also considered the role of individual differences in

Preparation of this chapter was supported by NIMH Grant MH
48721 to the first two authors and an SSHRC Grant to the third
author. We gratefully acknowledge the helpful guidance, sugges-
tions, and support provided by Mel Lerner and Irv Weiner on earlier
versions of the work.



486 Social Conflict, Harmony, and Integration

representations of group hierarchy. Social dominance theory
(Pratto & Lemieux, 2001; Pratto, Sidanius, Stallworth, &
Malle, 1994; see also Sidanius & Pratto, 1999) assumes that
people who are strongly identified with high-status groups
and who see intergroup relations in terms of group competi-
tion will be especially prejudiced and discriminatory toward
out-groups. These biases occur spontaneously as a function of
individual differences in social dominance orientation, in
contexts in which in-group–out-group distinctions are salient
(Pratto & Shih, 2000). Scales developed to measure social
dominance orientation pit the values of group dominance and
equality against each other (see Pratto et al., 1994; Sidanius &
Pratto, 1999). People high in social dominance orientation
believe that group hierarchies are inevitable and desirable,
and they may thus see the world as involving competition
between groups for resources. They endorse items such as,
“Some groups of people are simply inferior to other groups”
and “Sometimes other groups must be kept in their place.” In-
dividuals high in social dominance orientation believe that
unequal social outcomes and social hierarchies are appropri-
ate and therefore support an unequal distribution of resources
among groups in ways that usually benefit their own group
(see Pratto et al., 1994; Sidanius, Levin, & Pratto, 1996). In-
dividuals low in social dominance orientation, in contrast, are
generally concerned about the welfare of others and are em-
pathic and tolerant of other individuals and groups (Pratto
et al., 1994). They tend to endorse items such as, “Group
equality should be our ideal” and “We would have fewer
problems if we treated people more equally.”

Sociological theories, in contrast, have frequently empha-
sized the role of large-scale social and structural dynamics in
intergroup relations in general and in race relations in partic-
ular (Blauner, 1972; Bonacich, 1972; Wilson, 1978). These
theories have considered the dynamics of race relations
largely in economic and class-based terms—and often to the
exclusion of individual influences (see Bobo, 1999).

Despite the existence of such divergent views, both socio-
logical and psychological approaches have converged to rec-
ognize the importance of understanding the impact of group
functions and collective identities on race relations (see Bobo,
1999). In terms of group functions, Blumer (1958a, 1958b,
1965a, 1965b), for instance, offered a sociologically based
approach focusing on defense of group position, in which
group competition and threat were considered fundamental
processes in the development and maintenance of social bi-
ases. With respect to race relations, Blumer (1958a) wrote,
“Race prejudice is a defensive reaction to such challenging of
the sense of group position. . . . As such, race prejudice is a
protective device. It functions, however shortsightedly, to pre-
serve the integrity and position of the dominant group” (p. 5).

From a psychological orientation, Sherif, Harvey, White,
Hood, and Sherif (1961) similarly proposed that the func-
tional relations between groups are critical in determining
intergroup attitudes. According to this position, competition
between groups produces prejudice and discrimination,
whereas intergroup interdependence and cooperative interac-
tion that result in successful outcomes reduce intergroup bias
(see also Bobo, 1988; Bobo & Hutchings, 1996; Campbell,
1965; Sherif, 1966).

With respect to the importance of collective identity,
psychological research has emphasized how the salience of
group versus individual identity can influence the way in
which people process social information. In particular, the
operation of group-level processes has been hypothesized to
be dynamically distinct from the influence of individual-level
processes. Different modes of functioning are involved, and
these modes critically influence how people perceive others
and experience their own sense of identity. In terms of per-
ceptions of others, for example, Brewer (1988) proposed a
dual process model of impression formation (see also the
continuum model; Fiske & Neuberg, 1990; see also Fiske,
Lin, & Neuberg, 1999). The primary distinction in Brewer’s
model is between two types of processing: person based and
category based. Person-based processing is bottom up and
data driven, involving the piecemeal acquisition of informa-
tion that begins “at the most concrete level and stops at the
lowest level of abstraction required by the prevailing pro-
cessing objectives” (Brewer, 1988, p. 6). Category-based
processing, in contrast, proceeds from global to specific; it is
top-down. In top-down processing, how the external reality is
perceived and experienced is influenced by category-based,
subjective impressions. According to Brewer, category-based
processing is more likely to occur than is person-based pro-
cessing because social information is typically organized
around social categories.

With respect to one’s sense of identity, social identity
theory (Tajfel & Turner, 1979) and self-categorization theory
(Turner, 1985; see also Onorato & Turner, 2001) view the
distinction between personal identity and social identity as a
critical one (see Spears, 2001). When personal identity is
salient, a person’s individual needs, standards, beliefs, and
motives primarily determine behavior. In contrast, when
social identity is salient, “people come to perceive them-
selves as more interchangeable exemplars of a social cate-
gory than as unique personalities defined by their individual
differences from others” (Turner, Hogg, Oakes, Reicher, &
Wetherell, 1987, p. 50). Under these conditions, collective
needs, goals, and standards are primary.

This perspective also proposes that a person defines or cat-
egorizes the self along a continuum that ranges at one extreme
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from the self as a separate individual with personal motives,
goals, and achievements to the self as the embodiment of a so-
cial collective or group. At the individual level, one’s personal
welfare and goals are most salient and important. At the group
level, the goals and achievements of the group are merged
with one’s own (see Brown & Turner, 1981), and the group’s
welfare is paramount. At each extreme, self-interest fully is
represented by the pronouns “I” and “We,” respectively. Inter-
group relations begin when people think about themselves as
group members rather than solely as distinct individuals.

Illustrating the dynamics of this distinction, Verkuyten and
Hagendoorn (1998) found that when individual identity was
primed, individual differences in authoritarianism were the
major predictor of the prejudice of Dutch students toward
Turkish migrants. In contrast, when social identity (i.e.,
national identity) was made salient, in-group stereotypes
and standards primarily predicted prejudiced attitudes. Thus,
whether personal or collective identity is more salient criti-
cally shapes how a person perceives, interprets, evaluates, and
responds to situations and to others (Kawakami & Dion, 1993,
1995).

Although the categorization process may place the person
at either extreme of the continuum from personal identity to
social identity, people often seek an intermediate point to
balance their need to be different from others and their need
to belong and share a sense of similarity to others (Brewer,
1991). This balance enhances one’s feelings of connection
to the group and increases group cohesiveness and social
harmony (Hogg, 1996). However, social categorization into
in-groups and out-groups also lays the foundation for the
development of intergroup bias or ethnocentrism. In addition,
intergroup relations tend to be less positive than interpersonal
relations. Insko, Schopler, and their colleagues have demon-
strated a fundamental individual-group discontinuity effect
in which groups are greedier and less trustworthy than indi-
viduals (Insko et al., 2001; Schopler & Insko, 1992). As a
consequence, relations between groups tend to be more com-
petitive and less cooperative than those between individuals.
In general, then, the social categorization of others and oneself
plays a significant role in prejudice and discrimination.

Although social categorization generally leads to inter-
group bias, the nature of that bias—whether it is based on in-
group favoritism or extends to derogation and negative
treatment of the out-group—depends on a number of factors,
such as whether the structural relations between groups and
associated social norms foster and justify hostility or contempt
(Mummendey & Otten, 2001; Otten & Mummendey, 2000).
However, different treatment of in-group versus out-group
members, whether rooted in favoritism for one group or
derogation of another, can lead to different expectations,

perceptions, and behavior toward in-group versus out-group
members that can ultimately create a self-fulfilling prophecy.
Initial in-group favoritism can also provide a foundation for
embracing more negative intergroup feelings and beliefs that
result from intrapersonal, cultural, economic, and political
factors. In the next section we describe alternative, and ulti-
mately complementary, theoretical approaches to intergroup
conflict and integration.

Perspectives on Intergroup Relations and Conflict

In general, research on social conflict, harmony, and inte-
gration has adopted one of two perspectives, one with an
emphasis on the functional relations between groups and the
other on the role of collective identities.

Functional Relations Between Groups

Theories based on functional relations often point to competi-
tion and consequent perceived threat as a fundamental cause
of intergroup prejudice and conflict. Realistic group conflict
theory (Campbell, 1965; Sherif, 1966), for example, posits
that perceived group competition for resources produces ef-
forts to reduce the access of other groups to the resources. This
process was illustrated in classic work by Muzafer Sherif and
his colleagues (Sherif et al., 1961). In 1954 Sherif and his col-
leagues conducted a field study on intergroup conflict in an
area adjacent to Robbers Cave State Park in Oklahoma. In this
study 22 12-year-old boys attending summer camp were ran-
domly assigned to two groups (who subsequently named
themselves Eagles and Rattlers). Over a period of weeks they
became aware of the other group’s existence, engaged in a
series of competitive activities that generated overt intergroup
conflict, and ultimately participated in a series of cooperative
activities designed to ameliorate conflict and bias.

To permit time for group formation (e.g., norms and a
leadership structure), the two groups were kept completely
apart for one week. During the second week the investigators
introduced competitive relations between the groups in the
form of repeated competitive athletic activities centering
around tug-of-war, baseball, and touch football, with the win-
ning group receiving prizes. As expected, the introduction of
competitive activities generated derogatory stereotypes and
conflict among these groups. These boys, however, did not
simply show in-group favoritism as we frequently see in lab-
oratory studies. Rather, there was genuine hostility between
these groups. Each group conducted raids on the other’s cab-
ins that resulted in the destruction and theft of property.
The boys carried sticks, baseball bats, and socks filled with
rocks as potential weapons. Fistfights broke out between
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members of the groups, and food and garbage fights erupted
in the dinning hall. In addition, group members regularly ex-
changed verbal insults (e.g., “ladies first”) and name-calling
(e.g., “sissies,” “stinkers,” “pigs,” “bums,” “cheaters,” and
“communists”).

During the third week, Sherif and his colleagues arranged
intergroup contact under neutral, noncompetitive condi-
tions. These interventions did not calm the ferocity of the
exchanges, however. Mere intergroup contact was not suffi-
cient to change the nature of the relations between the groups.
Only after the investigators altered the functional relations
between the groups by introducing a series of superordinate
goals—ones that could not be achieved without the full
cooperation of both groups and which were successfully
achieved—did the relations between the two groups become
more harmonious.

Sherif et al. (1961) proposed that functional relations
between groups are critical in determining intergroup
attitudes. When groups are competitively interdependent, the
interplay between the actions of each group results in positive
outcomes for one group and negative outcomes for the other.
Thus, in the attempt to obtain favorable outcomes for them-
selves, the actions of the members of each group are also
realistically perceived to be calculated to frustrate the goals
of the other group. Therefore, a win-lose, zero-sum competi-
tive relation between groups can initiate mutually negative
feelings and stereotypes toward the members of the other
group. In contrast, a cooperatively interdependent relation be-
tween members of different groups can reduce bias (Worchel,
1986).

Functional relations do not have to involve explicit compe-
tition with members of other groups to generate biases. In the
absence of any direct evidence, people typically presume that
members of other groups are competitive and will hinder the
attainment of one’s goals (Fiske & Ruscher, 1993). Moreover,
feelings of interdependence on members of one’s own group
may be sufficient to produce bias. Rabbie’s behavioral interac-
tion model (see Rabbie & Lodewijkx, 1996; Rabbie & Schot,
1990; cf. Bourhis, Turner, & Gagnon, 1997), for example,
argues that either intragroup cooperation or intergroup com-
petition can stimulate intergroup bias. Similarly, L. Gaertner
and Insko (2000), who unconfounded the effects of catego-
rization and outcome dependence, demonstrated that depen-
dence on in-group members could independently generate
intergroup bias among men. Perhaps as a consequence of
feelings of outcome dependence, allowing opportunities for
greater interaction among in-group members increases in-
tergroup bias (L. Gaertner & Schopler, 1998), whereas in-
creasing interaction between members of different groups
(S. Gaertner et al., 1999) or even the anticipation of future

interaction with other groups (Insko et al., 2001) decreases
intergroup bias.

Recently, Esses and her colleagues (Esses, Dovidio,
Jackson, & Armstrong, 2001; Esses, Jackson, & Armstrong,
1998; Jackson & Esses, 2000) have integrated work on re-
alistic group conflict theory (Campbell, 1965; LeVine &
Campbell, 1972; Sherif, 1966; see also Bobo, 1988) and
social dominance theory (Pratto, 1999; Sidanius & Pratto,
1999) within the framework of the instrumental model of
group conflict. This model proposes that resource stress (the
perception that access to a desired resource, such as wealth or
political power, is limited) and the salience of a potentially
competitive out-group lead to perceived group competition
for resources. Several factors may determine the degree
of perceived resource stress, with the primary ones including
perceived scarcity of resources and individual or group sup-
port for an unequal distribution of resources, which is closely
related to social dominance orientation (Pratto et al., 1994).
Moreover, resource stress is likely to lead to perceived group
competition when a relevant out-group is present. Some
groups are more likely to be perceived as competitors than are
others. Out-groups that are salient and distinct from one’s
own group are especially likely to stand out as potential com-
petitors. However, potential competitors must also be similar
to the in-group on dimensions that make them likely to take
resources. That is, they must be interested in similar resources
and in a position to potentially take these resources.

The combination of resource stress and the presence of a
potentially competitive out-group leads to perceived group
competition. Such perceived group competition is likely to
take the form of zero-sum beliefs: beliefs that the more the
other group obtains, the less is available for one’s own group.
There is a perception that any gains that the other group might
make must be at the expense of one’s own group. The model is
termed the instrumental model of group conflict because atti-
tudes and behaviors toward the competitor out-group are hy-
pothesized to reflect strategic attempts to remove the source of
competition. Efforts to remove the other group from competi-
tion may include out-group derogation, discrimination, and
avoidance of the other group. One may express negative atti-
tudes and attributions about members of the other group in an
attempt to convince both one’s own group and other groups of
the competitors’ lack of worth. Attempts to eliminate the
competition may also entail discrimination and opposition to
policies and programs that may benefit the other group. Limit-
ing the other group’s access to the resources also reduces
competition. Consistent with this model, Esses and her col-
leagues have found that individuals in Canada and the United
States perceive greater threat, are more biased against, and are
more motivated to exclude immigrant groups that are seen as
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involved in a zero-sum competition for resources with nonim-
migrants (Esses et al., 1998, 2001; Jackson & Esses, 2000).

Discrimination can serve less tangible collective functions
as well as concrete instrumental objectives. Blumer (1958a)
acknowledged that the processes for establishing group posi-
tion may involve goals such as gaining economic advantage,
but they may also be associated with the acquisition of intan-
gible resources such as prestige. Taylor (2000), in fact, sug-
gested that symbolic, psychological factors are typically
more important in intergroup bias than are tangible resources.
Theoretical developments in social psychology, stimulated by
social identity theory (Tajfel & Turner, 1979), further high-
light the role of group categorization, independent of actual
realistic group conflict, in motivations to achieve favorable
group identities (“positive distinctiveness”) and consequently
on the arousal of intergroup bias and discrimination.

Collective Identity

Human activity is rooted in interdependence. Group systems
involving greater mutual cooperation have substantial sur-
vival advantages for individual group members over those
systems without reciprocally positive social relations (Trivers,
1971). However, the decision to cooperate with nonrelatives
(i.e., to expend resources for another’s benefit) is a dilemma of
trust because the ultimate benefit for the provider depends on
others’ willingness to reciprocate. Indiscriminate trust and al-
truism that are not reciprocated are not effective survival
strategies.

Social categorization and group boundaries provide a basis
for achieving the benefits of cooperative interdependence
without the risk of excessive costs. In-group membership is a
form of contingent cooperation. By limiting aid to mutually
acknowledged in-group members, total costs and risks of non-
reciprocation can be contained. Thus, in-groups can be de-
fined as bounded communities of mutual trust and obligation
that delimit mutual interdependence and cooperation. The
ways in which people understand their group membership
thus play a critical role in social harmony and conflict.

Models of category-based processing (Brewer, 1988; see
also Fiske et al., 1999) assume that “the mere presentation of a
stimulus person activates certain classification processes that
occur automatically and without conscious intent. . . . The
process is one of ‘placing’ the individual social object along
well-established stimulus dimensions such as age, gender,
and skin color” (Brewer, 1988, pp. 5–6). We have further
hypothesized that “a primitive type of categorization may also
have a high probability of spontaneously occurring, perhaps in
parallel process. This is the categorization of individuals as
members of one’s ingroup or not” (Dovidio & Gaertner, 1993,

p. 170). Because of the centrality of the self in social per-
ception (Higgins & Bargh, 1987; Kihlstrom et al., 1988), we
propose that social categorization involves most fundamen-
tally a distinction between the group containing the self (the
in-group) and other groups (the out-groups) between the
“we’s” and the “they’s” (see also Tajfel & Turner, 1979; Turner
et al., 1987). This distinction has a profound influence on
evaluations, cognitions, and behavior.

Social identity theory (Tajfel & Turner, 1979) and, more
recently, self-categorization theory (Turner, 1985; Turner
et al., 1987) address the fundamental process of social catego-
rization. From a social categorization perspective, when peo-
ple or objects are categorized into groups, actual differences
between members of the same category tend to be perceptually
minimized (Tajfel, 1969) and often ignored in making deci-
sions or forming impressions. Members of the same category
seem to be more similar than they actually are, and more sim-
ilar than they were before they were categorized together. In
addition, although members of a social category may be dif-
ferent in some ways from members of other categories, these
differences tend to become exaggerated and overgeneralized.
Thus, categorization enhances perceptions of similarities
within groups and differences between groups—emphasizing
social difference and group distinctiveness. This process is not
benign because these within- and between-group distortions
have a tendency to generalize to additional dimensions (e.g.,
character traits) beyond those that differentiated the categories
originally (Allport, 1954, 1958). Furthermore, as the salience
of the categorization increases, the magnitude of these distor-
tions also increases (Abrams, 1985; Brewer, 1979; Brewer &
Miller, 1996; Dechamps & Doise, 1978; Dion, 1974; Doise,
1978; Skinner & Stephenson, 1981; Turner, 1981, 1985).

Moreover, in the process of categorizing people into two
different groups, people typically classify themselves into
one of the social categories and out of the other. The insertion
of the self into the social categorization process increases the
emotional significance of group differences and thus leads to
further perceptual distortion and to evaluative biases that
reflect favorably on the in-group (Sumner, 1906), and conse-
quently on the self (Tajfel & Turner, 1979). Tajfel and Turner
(1979), in their social identity theory, proposed that a person’s
need for positive identity may be satisfied by membership in
prestigious social groups. This need also motivates social
comparisons that favorably differentiate in-group from out-
group members, particularly when self-esteem has been chal-
lenged (Hogg & Abrams, 1990). For example, Meindl and
Lerner (1984) found that experiencing an esteem-lowering
experience (committing an unintentional transgression) moti-
vated people to reject an opportunity for equal status contact
between the in-group and an out-group in favor of interaction
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that implied the more positive status of the in-group. Within
social identity theory, successful intergroup discrimination
is then presumed to restore, enhance, or elevate one’s self-
esteem (see Rubin & Hewstone, 1998).

As we noted earlier, the social identity perspective (see also
self-categorization theory; Turner et al., 1987) also proposes
that a person defines or categorizes the self along a continuum
that ranges at one extreme from the self as the embodiment
of a social collective or group to the self as a separate individ-
ual with personal motives, goals, and achievements. Self-
categorization in terms of collective identity, in turn, increases
the likelihood of the development of intergroup biases and
conflict (Schopler & Insko, 1992). As Sherif et al.’s (1961)
initial observations revealed, intergroup relations begin to
sour soon after people categorize others in terms of in-group
and out-group members: “Discovery of another group of
campers brought heightened awareness of ‘us’ and ‘ours’ as
contrasted with ‘outsiders’ and ‘intruders,’ [and] an intense
desire to compete with the other group in team games” (Sherif
et al., 1961, p. 95). Thus, social categorization lays the foun-
dation for intergroup bias and conflict that can lead to, and be
further exacerbated by, competition between these groups.

Additional research has demonstrated just how powerfully
mere social categorization can influence differential thinking,
feeling and behaving toward in-group versus out-group mem-
bers. Upon social categorization of individuals into in-groups
and out-groups, people spontaneously experience more posi-
tive affect toward the in-group (Otten & Moskowitz, 2000;
Otten & Wentura, 1999). They also favor in-group members
directly in terms of evaluations and resource allocations
(Mullen, Brown, & Smith, 1992; Tajfel, Billig, Bundy, &
Flament, 1971), as well as indirectly in valuing the products of
their work (Ferguson & Kelley, 1964). In addition, in-group
membership increases the psychological bond and feelings of
“oneness” that facilitate the arousal of promotive tension or
empathy in response to others’ needs or problems (Hornstein,
1976). In part as a consequence, prosocial behavior is offered
more readily to in-group than to out-group members (Dovidio
et al., 1997; Piliavin, Dovidio, Gaertner, & Clark, 1981). Peo-
ple are also more likely to initiate “heroic” action on behalf of
an in-group member than another person, for example by di-
rectly confronting a transgressor who insults the person
(Meindl & Lerner, 1983). Moreover, people are more likely to
be cooperative and exercise more personal restraint when
using endangered common resources when these are shared
with in-group members than with others (Kramer & Brewer,
1984), and they work harder for groups they identify more as
their in-group (Worchel, Rothgerber, Day, Hart, & Butemeyer,
1998).

In terms of information processing, people retain more
information in a more detailed fashion for in-group members
than for out-group members (Park & Rothbart, 1982), have
better memory for information about ways in which in-group
members are similar and out-group members are dissimilar to
the self (Wilder, 1981), and remember less positive informa-
tion about out-group members (Howard & Rothbart, 1980).
Perhaps because of the greater self-other overlap in represen-
tations for people defined as in-group members (E. R. Smith &
Henry, 1996), people process information about and make
attributions to in-group members more on the basis of self-
congruency than they do for out-group members (Gramzow,
Gaertner, & Sedikides, 2001).

People are also more generous and forgiving in their expla-
nations for the behaviors of in-group relative to out-group
members. Positive behaviors and successful outcomes are
more likely to be attributed to internal, stable characteristics
(the personality) of in-group than out-group members,
whereas negative outcomes are more likely to be ascribed to
the personalities of out-group members than of in-group mem-
bers (Hewstone, 1990; Pettigrew, 1979). Observed behaviors
of in-group and out-group members are encoded in memory at
different levels of abstraction (Maass, Ceccarelli, & Rudin,
1996). Undesirable actions of out-group members are en-
coded at more abstract levels that presume intentionality and
dispositional origin (e.g., she is hostile) than identical behav-
iors of in-group members (e.g., she slapped the girl). Desirable
actions of out-group members, however, are encoded at more
concrete levels (e.g., she walked across the street holding
the old man’s hand) relative to the same behaviors of in-group
members (e.g., she is helpful).

Language plays another role in intergroup bias through as-
sociations with collective pronouns. Collective pronouns such
as “we” or “they” that are used to define people’s in-group or
out-group status are frequently paired with stimuli having
strong affective connotations. As a consequence, these pro-
nouns may acquire powerful evaluative properties of their
own. These words (we, they) can potentially increase the
availability of positive or negative associations and thereby
influence beliefs about, evaluations of, and behaviors to-
ward other people—often automatically and unconsciously
(Perdue, Dovidio, Gurtman, & Tyler, 1990).

The process of social categorization, however, is not com-
pletely unalterable. Categories are hierarchically organized,
and higher level categories (e.g., nations) are more inclusive
of lower level ones (e.g., cities or towns). By modifying a per-
ceiver’s goals, motives, past experiences, and expectations, as
well as factors within the perceptual field and the situational
context more broadly, there is opportunity to alter the level of
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category inclusiveness that will be primary in a given situa-
tion. Although perceiving people in terms of a social category
is easiest and most common in forming impressions, particu-
larly during bitter intergroup conflict, appropriate goals,
motivation, and effort can produce more individuated impres-
sions of others (Brewer, 1988; Fiske et al., 1999). This mal-
leability of the level at which impressions are formed—from
broad to more specific categories to individuated responses—
is important because of its implications for altering the way
people think about members of other groups, and conse-
quently about the nature of intergroup relations.

Although functional and social categorization theories of
intergroup conflict and social harmony suggest different
psychological mechanisms, these approaches may offer
complementary rather than necessarily competing explana-
tions. For instance, realistic threats and symbolic threats
reflect different hypothesized causes of discrimination, but
they can operate jointly to motivate discriminatory behavior.
W. Stephan and his colleagues (Stephan, Diaz-Loving, &
Duran, 2000; Stephan & Stephan, 2000; Stephan, Ybarra,
Martinez, Schwarzwald, & Tur-Kaspa, 1998) have found
that personal negative stereotypes, realistic group threat, and
symbolic group threat all predict discrimination against
other groups (e.g., immigrants), and each accounts for a
unique portion of the effect. In addition, personal-level
biases and collective biases may also have separate and
additive influences. Bobo and his colleagues (see Bobo,
1999) have demonstrated that group threat and personal
prejudice can contribute independently to discrimination
against other groups. The independence of these effects
points to the importance of considering each of these per-
spectives for a comprehensive understanding of social con-
flict and integration, while at the same time reinforcing the
theoretical distinctions among the hypothesized underlying
mechanisms.

Given the centrality and spontaneity of the social catego-
rization of people into in-group and out-group members, and
given the important role of functional relations between
groups in a world of limited resources that depend on differ-
entiation between in-group and out-group members, how can
bias be reduced? Because categorization is a basic process that
is fundamental to prejudice and intergroup conflict, some con-
temporary work has targeted this process as a place to begin to
improve intergroup relations. This work also considers the
functional relations among groups. In the next section we
explore how the forces of categorization may be disarmed or
redirected to promote more positive intergroup attitudes—and
potentially begin to penetrate the barriers to reconciliation
among groups with a history of antagonistic relations. One of

the most influential strategies involves creating and structur-
ing intergroup contact.

INTERGROUP CONTACT AND THE REDUCTION
OF BIAS

For the past 50 years the contact hypothesis (Allport, 1954;
Amir, 1969; Cook, 1985; Watson, 1947; Williams, 1947; see
also Pettigrew, 1998a; Pettigrew & Tropp, 2000) has repre-
sented a promising and popular strategy for reducing inter-
group bias and conflict. This hypothesis proposes that simple
contact between groups is not automatically sufficient to im-
prove intergroup relations. Rather, for contact between groups
to reduce bias successfully, certain prerequisite features must
be present. These characteristics of contact include equal sta-
tus between the groups, cooperative (rather than competitive)
intergroup interaction, opportunities for personal acquain-
tance between the members (especially with those whose per-
sonal characteristics do not support stereotypic expectations),
and supportive norms by authorities within and outside of the
contact situation (Cook, 1985; Pettigrew, 1998a). Research in
laboratory and field settings generally supports the efficacy of
the list of prerequisite conditions for achieving improved
intergroup relations (see Pettigrew & Tropp, 2000).

Contact and Functional Relations

Consistent with functional theories of intergroup relations,
changing the nature of interdependence between members
of different groups from perceived competition to coopera-
tion significantly improves intergroup attitudes (Blanchard,
Weigel, & Cook, 1975; Cook, 1985; Deutsch & Collins,
1951; Green, Adams, & Turner, 1988; Stephan, 1987;
Weigel, Wiser, & Cook, 1975). Cooperative learning (Slavin,
1985), jigsaw classroom interventions in which students are
interdependent on one another in problem-solving exercises
(Aronson & Patnoe, 1997), and more comprehensive ap-
proaches in schools that involve establishing a cooperative
community, resolving conflicts, and internalizing civic values
(e.g., Peacekeepers; Johnson & Johnson, 2000) also support
the fundamental principles outside of the laboratory. Al-
though it is difficult to establish all of these conditions in
intergroup contact situations, the formula is effective when
these conditions are met (Cook, 1984; Johnson, Johnson, &
Maruyama, 1983; Pettigrew, 1998a).

Structurally, however, the contact hypothesis has repre-
sented a list of loosely connected, diverse conditions rather
than a unifying conceptual framework that explains how these
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prerequisite features achieve their effects. This is problematic
because political and socioeconomic circumstances (e.g., real
or perceived competitive, zero-sum outcomes) often preclude
introducing these features (e.g., cooperative interdependence,
equal status) into many contact settings. Despite substantial
documentation that intergroup cooperative interaction re-
duces bias (Allport, 1954; Aronson, Blaney, Stephan, Sikes,
& Snapp, 1978; Cook, 1985; Deutsch, 1973; Johnson et al.,
1983; Sherif et al., 1961; Slavin, 1985; Worchel, 1979), it is
not clear how cooperation achieves this effect. One basic
issue involves the psychological processes that mediate this
change.

The classic functional relations perspective by Sherif et al.
(1961) views cooperative interdependence as a direct media-
tor of attitudinal and behavioral changes. However, recent
approaches have extended research on the contact hypothesis
by attempting to understand the potential common processes
and mechanisms that these diverse factors engage to reduce
bias. Several additional explanations have been proposed
(see Brewer & Miller, 1984; Miller & Davidson-Podgorny,
1987; Worchel, 1979, 1986). For example, cooperation may
induce greater intergroup acceptance as a result of dissonance
reduction serving to justify this type of interaction with the
other group (Miller & Brewer, 1986). It is also possible that
cooperation can have positive, reinforcing outcomes. When
intergroup contact is favorable and has successful conse-
quences, psychological processes that restore cognitive bal-
ance or reduce dissonance produce more favorable attitudes
toward members of the other group and toward the group as
a whole to be consistent with the positive nature of the inter-
action. In addition, the rewarding properties of achieving
success may become associated with members of other
groups (Lott & Lott, 1965), thereby increasing attraction
(S. Gaertner et al., 1999). Also, cooperative experiences can
reduce intergroup anxiety (Stephan & Stephan, 1984).

Intergroup contact can also influence how interactants
conceive of the groups and how the members are socially
categorized. Cooperative learning and jigsaw classroom inter-
ventions (Aronson & Patnoe, 1997), which are designed to in-
crease interdependence between members of different groups
and to enhance appreciation for the resources they bring to the
task, may reduce bias in part by altering how interactants con-
ceive of the group boundaries and memberships. In the next
section we consider how the effects of intergroup contact can
be mediated by changes in personal and collective identity.

Contact, Categorization, and Identity

From the social categorization perspective, the issue to be
addressed is how intergroup contact can be structured to alter

cognitive representations in ways that eliminate one or more
of the basic features of the negative intergroup schema.
Based on the premises of social identity theory, three alterna-
tive models for contact effects have been developed and
tested in experimental and field settings: decategorization,
recategorization, and mutual differentiation.

Each of these models can be described in terms of recom-
mendations for how to structure cognitive representations of
situations in which there is contact between the groups, the
psychological processes that promote attitude change, and
the mechanisms by which contact experiences are general-
ized to change attitudes toward the out-group as a whole.
Each of these strategies targets the social categorization
process as the place to begin to understand and to combat
intergroup biases. Decategorization encourages members to
deemphasize the original group boundaries and to conceive
of themselves as separate individuals rather than as members
of different groups. Mutual differentiation maintains the orig-
inal group boundaries, maintaining perceptions as different
groups, but in the context of intergroup cooperation during
which similarities and differences between the memberships
are recognized and valued. Recategorization encourages the
members of both groups to regard themselves as belonging to
a common, superordinate group—one group that is inclusive
of both memberships.

Rather than viewing these as competing positions and argu-
ing which one is correct, we suggest that these are comple-
mentary approaches and propose that it is more productive to
consider when each strategy is most effective. To the extent
that it is possible for these strategies, either singly or in concert,
to alter perceptions of the “Us versus Them” that are reflected
in conflictive intergroup relations, reductions in bias and social
harmony may be accomplished. Moreover, decategorization
and recategorization strategies may increase the willingness of
group representatives to view the meaning of the intergroup
conflict from the other group’s perspective and to offer solu-
tions that recognize both groups’ needs and concerns.

Decategorization: The Personalization Model 

The first model is essentially a formalization and elaboration
of the assumptions implicit in Allport’s contact hypothesis
(Brewer & Miller, 1984). A primary consequence of salient
in-group–out-group categorization is the deindividuation of
members of the out-group. Social behavior in category-based
interactions is characterized by a tendency to treat individual
members of the out-group as undifferentiated representatives
of a unified social category, ignoring individual differences
within the group. The personalization perspective on the
contact situation implies that intergroup interactions should
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be structured to reduce the salience of category distinctions
and promote opportunities to get to know out-group mem-
bers as individual persons, thereby disarming the forces of
categorization.

The conditional specifications of the contact hypothesis
(e.g., cooperative interaction) can be interpreted as features
of the situation that reduce category salience and promote
more differentiated and personalized representations of the
participants in the contact setting. Interdependence typically
motivates people to focus more on the individual characteris-
tics of a person, with whom their outcomes are linked, than
more general category representations (Fiske, 2000). Attend-
ing to personal characteristics of group members not only
provides the opportunity to disconfirm category stereotypes,
but it also breaks down the monolithic perception of the out-
group as a homogeneous unit (Wilder, 1978). In this scheme,
the contact situation encourages attention to information at
the individual level that replaces category identity as the most
useful basis for classifying participants.

With a more differentiated representation of out-group
members, there is the recognition that there are different types
of out-group members (e.g., sensitive as well as tough profes-
sional hockey players), thereby weakening the effects of
categorization and the tendency to minimize and ignore dif-
ferences between category members. When personalized in-
teractions occur, in-group and out-group members slide even
further toward the individual side of the self as individual ver-
sus group member continuum. Members “attend to informa-
tion that replaces category identity as the most useful basis for
classifying each other” (Brewer & Miller, 1984, p. 288) as
they engage in personalized interactions. Repeated personal-
ized contacts with a variety of out-group members should,
over time, undermine the value and meaningfulness of the
social category stereotype as a source of information about
members of that group. This is the process by which contact
experiences are expected to generalize—via reducing the
salience and meaning of social categorization in the long run
(Brewer & Miller, 1996).

A number of studies provide evidence supporting this
perspective on contact effects (Bettencourt, Brewer, Croak, &
Miller, 1992; Marcus-Newhall, Miller, Holtz, & Brewer,
1993). Miller, Brewer, and Edwards (1985), for instance,
demonstrated that a cooperative task that required personal-
ized interaction with members of the out-group resulted not
only in more positive attitudes toward out-group members in
the cooperative setting but also toward other out-group mem-
bers shown on a videotape, compared to cooperative contact
that was task focused rather than person focused.

During personalization, members focus on information
about an out-group member that is relevant to the self (as an

individual rather than as a group member). Repeated person-
alized interactions with a variety of out-group members
should over time undermine the value of the category stereo-
type as a source of information about members of that group.
Thus, the effects of personalization should generalize to new
situations as well as to heretofore unfamiliar out-group mem-
bers. For the benefits of personalization to generalize, how-
ever, it is of course necessary for the identities of out-group
members to be salient—at least somewhat—during the inter-
action to allow the group stereotype to be weakened.

Further evidence of the value of personalized interactions
for reducing intergroup bias comes from data on the effects
of intergroup friendships (Hamberger & Hewstone, 1997;
Pettigrew, 1997; Pettigrew & Meertens, 1995). For example,
across samples in France, Great Britain, the Netherlands, and
Germany, Europeans with out-group friends were lower
on measures of prejudice, particularly affective prejudice
(Pettigrew, 1998a). This positive relation did not hold for
other types of acquaintance relationships in work or residen-
tial settings that did not involve formation of close interper-
sonal relationships with members of the out-group. In terms
of the direction of causality, although having more positive
intergroup attitudes can increase the willingness to have
cross-group friendships, path analyses indicate that the path
from friendship to reduction in prejudice is stronger than the
other way around (Pettigrew, 1998a).

Other research reveals three valuable extensions of the per-
sonalized contact effect. One is evidence that personal friend-
ships with members of one out-group may lead to tolerance
toward out-groups in general and reduced nationalistic pride,
a process that Pettigrew (1997) refers to as deprovincializa-
tion. Thus, decategorization based on developing cross-group
friendships that decrease the relative attractiveness of a per-
son’s in-group provides increased appreciation of the relative
attractiveness of other out-groups more generally.

A second extension is represented by evidence that contact
effects may operate indirectly or vicariously. Although
interpersonal friendship across group lines leads to reduced
prejudice, even knowledge that an in-group member has be-
friended an out-group member has the potential to reduce bias
while the salience of group identities remains high for the ob-
server (Wright, Aron, McLaughlin-Volpe, & Ropp, 1997). A
third extension relates to interpersonal processes involving the
arousal of empathic feelings for an out-group member, which
can increase positive attitudes toward members of that group
more widely (Batson et al., 1997). Thus, personalized interac-
tion and interpersonal processes more generally can directly
and indirectly increase positive feelings for out-group mem-
bers through a variety of processes that can lead to more gen-
eralized types of harmony and integration at the group level.
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Recategorization: The Common In-Group
Identity Model

The second social categorization model of intergroup contact
and conflict reduction is also based on the premise that
reducing the salience of in-group–out-group category distinc-
tions is key to positive effects. In contrast to the decategoriza-
tion approaches described earlier, however, recategorization
is not designed to reduce or eliminate categorization, but
rather to structure a definition of group categorization at a
higher level of category inclusiveness in ways that reduce
intergroup bias and conflict (Allport, 1954, p. 43).

Allport (1954, 1958) was aware of the benefits of a com-
mon in-group identity, although he regarded it as a catalyst
rather than as a product of the conditions of contact:

To be maximally effective, contact and acquaintance programs
should lead to a sense of equality in social status, should occur in
ordinary purposeful pursuits, avoid artificiality, and if possible
enjoy the sanction of the community in which they occur. While
it may help somewhat to place members of different ethnic
groups side by side on a job, the gain is greater if these members
regard themselves as part of a team [italics added]. (Allport,
1958, p. 489)

In contrast, the common in-group identity model (S.
Gaertner, Dovidio, Anastasio, Bachman, & Rust, 1993; S.
Gaertner & Dovidio, 2000) proposes that group identity can
be a critical mediating factor. According to this model, inter-
group bias and conflict can be reduced by factors that trans-
form participants’ representations of memberships from two
groups to one, more inclusive group. With common in-group
identity, the cognitive and motivational processes that ini-
tially produced in-group favoritism are redirected to benefit
the common in-group, including former out-group members.

Allport’s (1954, 1958) description of widening circles of
inclusion, hierarchically organized, depicts a person’s various
in-group memberships from one’s family to one’s neighbor-
hood, to one’s city, to one’s nation, to one’s race, to all of
humankind. Recognizing that racial group identity had
become the dominant allegiance among many White racists,
Allport questioned the accuracy of the common belief that in-
group loyalties always grow weaker the larger their circle of
inclusion, which might prevent loyalty to a group more
inclusive than race. Rather, Allport proposed the potential
value of shifting the level of category inclusiveness from race
to humankind. He recognized that the “clash between the idea
of race and of One World . . . is shaping into an issue that may
well be the most decisive in human history. The important
question is, Can a loyalty to mankind be fashioned before in-
terracial warfare breaks out?” (pp. 43–44). But is it too difficult

and unrealistic for people to identify with humankind?Allport
proposed that this level of common in-group identification is
difficult for most people primarily because there are few sym-
bols that make this more ephemeral in-group real or concrete.
That is, groups such as nations have symbols that include flags,
buildings, and holidays, but at the international level there are
few icons that help serve as anchors for unity and world loy-
alty. Attempts to forge superordinate cooperative alliances,
therefore, would more likely engage identification processes if
symbols were adopted to affirm the joint venture.

Among the antecedent factors proposed by the common
in-group identity model are the features of contact situations
that are necessary for intergroup contact to be successful
(e.g., interdependence between groups, equal status, equali-
tarian norms; Allport, 1954). From this perspective, inter-
group cooperative interaction, for example, enhances
positive evaluations of out-group members, at least in part,
because cooperation transforms members’ representations of
the memberships from “Us” versus “Them” to a more inclu-
sive “We.” In a laboratory experiment, S. Gaertner, Mann,
Dovidio, Murrell, and Pomare (1990) directly tested and
found strong support for the hypotheses that the relation be-
tween intergroup cooperation and enhanced favorable evalu-
ations of out-group members was mediated by the extent to
which members of both groups perceived themselves as one
group. In addition, the generalizability of this effect was sup-
ported by a series of survey studies conducted in natural
settings across very different intergroup contexts: bankers
experiencing corporate mergers, students in a multiethnic
high school, and college students from blended families (see
S. Gaertner, Dovidio, & Bachman, 1996). Moreover, appeals
that emphasize the common group membership of nonimmi-
grants and immigrants have been shown to improve attitudes
toward immigrants and to increase support for immigration
among people in Canada and the United States, and particu-
larly among those high in social dominance orientation for
whom group hierarchy is important (Esses et al., 2001).

These effects of recategorization on behaviors, such as
helping and self-disclosure (see Dovidio et al., 1997; Nier
et al., 2001), as well as on attitudes, have some extended,
practical implications. Recategorization can stimulate inter-
actions among group members in the contact situation that
can in turn activate other processes, which subsequently pro-
mote more positive intergroup behaviors and attitudes. For
example, both self-disclosure and helping typically produce
reciprocity. More intimate self-disclosure by one person
normally encourages more intimate disclosure by the other
(Archer & Berg, 1978; Derlega, Metts, Petronio, & Margulis,
1993). As we discussed earlier, the work of Miller, Brewer,
and their colleagues (e.g., Brewer & Miller, 1984; Miller
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et al., 1985) has demonstrated that personalized and self-
disclosing interaction can be a significant factor in reducing
intergroup bias.

Considerable cross-cultural evidence also indicates the
powerful influence of the norm of reciprocity on helping
(Schroeder, Penner, Dovidio & Piliavin, 1995). According to
this norm, people should help those who have helped them,
and they should not help those who have denied them help
for no legitimate reason (Gouldner, 1960). Thus, the devel-
opment of a common in-group identity can motivate inter-
personal behaviors between members of initially different
groups that can initiate reciprocal actions and concessions
(see Deutsch, 1993; Osgood, 1962). These reciprocal actions
and concessions not only will reduce immediate tensions but
also can produce more harmonious intergroup relations
beyond the contact situation.

Although finely differentiated impressions of out-group
members may not be an automatic consequence of forming a
common in-group identity, these more elaborated, differen-
tiated, and personalized impressions can quickly develop
because the newly formed positivity bias is likely to encourage
more open communication (S. Gaertner et al., 1993). The
development of a common in-group identity creates a motiva-
tional foundation for constructive intergroup relations that can
act as a catalyst for positive reciprocal interpersonal actions.
Thus, the recategorization strategy proposed in our model as
well as decategorization strategies, such as individuating
(Wilder, 1984) and personalizing (Brewer & Miller, 1984)
interactions, can potentially operate complementarily and
sequentially to improve intergroup relations in lasting and
meaningful ways.

Challenges to the Decategorization and
Recategorization Models

Although the structural representations of the contact situa-
tion advocated by the decategorization (personalization) and
recategorization (common in-group identity) models are dif-
ferent, the two approaches share common assumptions about
the need to reduce category differentiation and associated
processes. Because both models rely on reducing or eliminat-
ing the salience of intergroup differentiation, they involve
structuring contact in a way that will challenge or threaten
existing social identities. However, both cognitive and
motivational factors conspire to create resistance to the dis-
solution of category boundaries or to reestablish category
distinctions over time. Although the salience of a common
superordinate identity or personalized representations may
be enhanced in the short run, then, these may be difficult to
maintain across time and social situations.

Brewer’s (1991) optimal distinctiveness model of the
motives underlying group identification provides one expla-
nation for why category distinctions are difficult to change.
The theory postulates that social identity is driven by two op-
posing social motives: the need for inclusion and the need for
differentiation. Human beings strive to belong to groups that
transcend their own personal identity, but at the same time
they need to feel special and distinct from others. In order to
satisfy both of these motives simultaneously, individuals
seek inclusion in distinctive social groups where the bound-
aries between those who are members of the in-group cate-
gory and those who are excluded can be drawn clearly. On
the one hand, highly inclusive superordinate categories do
not satisfy distinctiveness needs. Thus, inclusive identities,
which may not be readily accepted, may be limited in their
capacity to reduce bias (Hornsey & Hogg, 2000a, 2000b). On
the other hand, high degrees of individuation fail to meet
needs for belonging and for cognitive simplicity and uncer-
tainty reduction (Hogg & Abrams, 1993). These motives are
likely to make either personalization or common in-group
identity temporally unstable solutions to intergroup discrimi-
nation and prejudice.

Preexisting social-structural relations between groups may
also create strong forces of resistance to changes in category
boundaries. Even in the absence of overt conflict, asymmetries
between social groups in size, power, or status create addi-
tional sources of resistance. When one group is substantially
smaller than the other in the contact situation, the minority
category is especially salient, and minority group members
may be particularly reluctant to accept a superordinate cate-
gory identity that is dominated by the other group. Another
major challenge is created by preexisting status differences
between groups, where members of both high- and low-status
groups may be threatened by contact and assimilation
(Mottola, 1996).

The Mutual Differentiation Model

These challenges to processes of decategorization/recategori-
zation led Hewstone and Brown (1986) to recommend an
alternative approach to intergroup contact in which coopera-
tive interactions between groups are introduced without
degrading the original in-group–out-group categorization.
More specifically, this model favors encouraging groups
working together to perceive complementarity by recogniz-
ing and valuing mutual assets and weaknesses within the
context of an interdependent cooperative task or common,
superordinate goals. This strategy allows group members to
maintain their social identities and positive distinctiveness
while avoiding insidious intergroup comparisons. Thus, the
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mutual intergroup differentiation model does not seek to
change the basic category structure of the intergroup contact
situation, but to change the intergroup affect from negative to
positive interdependence and evaluation.

In order to promote positive intergroup experience,
Hewstone and Brown (1986) recommended that the contact
situation be structured so that members of the respective
groups have distinct but complementary roles to contribute to-
ward common goals. In this way, both groups can maintain
positive distinctiveness within a cooperative framework.
Evidence in support of this approach comes from the results of
an experiment by Brown and Wade (1987) in which work
teams composed of students from two different faculties en-
gaged in a cooperative effort to produce a two-page magazine
article. When the representatives of the two groups were as-
signed separate roles in the team task (one group working on
figures and layout, the other working on text), the contact ex-
perience had a more positive effect on intergroup attitudes than
when the two groups were not provided with distinctive roles
(see also Deschamps & Brown, 1983; Dovidio, Gaertner, &
Validzic, 1998).

Hewstone and Brown (1986) argued that generalization of
positive contact experiences is more likely when the contact
situation is defined as an intergroup situation rather than as an
interpersonal interaction. Generalization in this case is direct
rather than requiring additional cognitive links between posi-
tive affect toward individuals and toward representations of the
group as a whole. This position is supported by evidence, re-
viewed earlier, that cooperative contact with a member of an
out-group leads to more favorable generalized attitudes toward
the group as a whole when category membership is made
salient during contact (e.g., Brown, Vivian, & Hewstone, 1999;
van Oudenhoven, Groenewoud, & Hewstone, 1996).

Although in-group–out-group category salience is usually
associated with in-group bias and the negative side of inter-
group attitudes, cooperative interdependence is assumed to
override the negative intergroup schema, particularly if the
two groups have differentiated, complementary roles to play.
Because it capitalizes on needs for distinctive social identi-
ties, the mutual intergroup differentiation model provides
a solution that is highly stable in terms of the cognitive-
structural aspects of the intergroup situation. The affective
component of the model, however, is likely to be less stable.
Salient intergroup boundaries are associated with mutual dis-
trust (Schopler & Insko, 1992), which undermines the poten-
tial for cooperative interdependence and mutual liking over
any length of time. By reinforcing perceptions of group dif-
ferences, this differentiation model risks reinforcing negative
beliefs about the out-group in the long run; intergroup anxi-
ety (Greenland & Brown, 1999; Islam & Hewstone, 1993)

and the potential for fission and conflict along group lines
remain high.

In addition, theoretical approaches and interventions are
often guided by the perspective of the majority group. Indeed,
because the majority group typically possesses the resources,
focusing strategies for reducing conflict and enhancing social
harmony on the majority group have considerable potential.
However, it is not enough, and without considering all of the
groups involved, these strategies can be counterproductive.
Intergroup relations need to be understood from the perspec-
tive of each of the groups involved. We consider the issue of
multiple perspectives in the next section.

HARMONY AND INTEGRATION: MAJORITY AND
MINORITY PERSPECTIVES

The perspectives that majority and minority group members
take on particular interactions and on intergroup relations in
general may differ in fundamental ways. The attributions and
experiences of people in seemingly identical or comparable
situations may be affected by ethnic or racial group member-
ship (see Crocker & Quinn, 2001). In the United States,
Blacks perceive less social and economic opportunity than do
Whites (Schuman, Steeh, Bobo, & Krysan, 1997). Cross-
culturally, the generally nonstigmatized ethnic and racial
majorities perceive intergroup contact more positively than
do minorities (S. Gaertner, Rust, Dovidio, Bachman, &
Anastasio, 1996; Islam & Hewstone, 1993). Distinctiveness,
associated with numerical minority status or the salience of
physical or social characteristics, can exacerbate feelings of
stigmatization among members of traditionally disadvan-
taged groups (e.g., Kanter, 1977; Niemann & Dovidio, 1998). 

More generally, group status has profound implications
for the experience of individuals, their motivations and
aspirations, and their orientations to members of their own
group and of other groups. As Ellemers and Barreto (2001)
outlined, responses to the status of one’s group depend on
whether one is a member of a low- or high-status group, the
importance of the group to the individual (i.e., strength of
identification), the perceived legitimacy of the status differ-
ences, and the prospects for change at the individual or group
level (see also Branscombe & Ellemers, 1998). Wright
(2001; see also Tajfel & Turner, 1979) further proposed that
people in low-status groups will be motivated to pursue col-
lective action on behalf of their group, rather than seek per-
sonal mobility, when they identify strongly with the group or
when possibilities for individual mobility are limited, when
intergroup comparisons produce perceptions of disadvantage
and that disadvantage is viewed as illegitimate, and when
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people believe that the intergroup hierarchy can change and
the in-group has the resources to change it. Although collec-
tive action may have long-term benefits in achieving justice
and equality, in the short-term the conditions that facilitate
collective action may intensify social categorization of mem-
bers of the in-group and out-groups, temporarily increase
conflict, and reduce the likelihood of harmony or integration
between groups.

Racial and ethnic identities are unlikely to be readily
abandoned because they are frequently fundamental aspects
of individuals’ self-concepts and esteem and are often associ-
ated with perceptions of collective injustice. Moreover, when
such identities are threatened, for example by attempts to
produce a single superordinate identity at the expense of
one’s racial or ethnic group identity, members of these groups
may respond in ways that reassert the value of the group (e.g.,
with disassociation from the norms and values of the larger
society; see Branscombe, Schmitt, & Harvey, 1999; Steele,
1997) and adversely affect social harmony.

In addition, efforts to incorporate minority groups within
the context of a superordinate identity may also produce
negative responses from the majority group. Mummendey
and Wenzel (1999) argued that because the standards of the
superordinate group will primarily reflect those of the major-
ity subgroup, the minority out-group will tend to be viewed
as nonnormative and inferior by those standards, which can
exacerbate intergroup bias among majority group members
and increase group conflict. In contrast, S. Gaertner and
Dovidio (2000) have proposed that the simultaneous exis-
tence of superordinate and subordinate group representations
(i.e., dual- or multiple-identities) may not only improve inter-
group relations (see also Hornsey & Hogg, 2000a, 2000b) but
also may contribute to the social adjustment, psychological
adaptation, and overall well-being of minority group mem-
bers (LaFromboise, Coleman, & Gerton, 1993). Therefore,
identifying the conditions under which a dual identity serves
to increase or diffuse intergroup conflict is an issue actively
being pursued by contemporary researchers.

There is evidence that intergroup benefits of a strong
superordinate identity can be achieved for both majority and
minority group members when the strength of the subordinate
identity is high, regardless of the strength of subordinate group
identities. For example, in a survey study of White adults, H. J.
Smith and Tyler (1996, Study 1) measured the strengths of
respondents’ superordinate identity as “American” and also
the strengths of their subordinate identification as “White.”
Respondents with a strong American identity, independent of
the degree to which they identified with being White, were
more likely to base their support for affirmative action policies
that would benefit Blacks and other minorities on relational

concerns regarding the fairness of congressional representa-
tives than on concerns about whether these policies would in-
crease or decrease their own well-being. However, for those
who had weak identification with beingAmerican and primar-
ily identified themselves with being White, their position on
affirmative action was determined more strongly by concerns
regarding the instrumental value of these policies for them-
selves. This pattern of findings suggests that a strong superor-
dinate identity (such as being American) allows individuals to
support policies that would benefit members of other racial
subgroups without giving primary consideration to their own
instrumental needs.

Among minorities, even when racial or ethnic identity is
strong, perceptions of a superordinate connection enhance in-
terracial trust and acceptance of authority within an organiza-
tion. Huo, Smith, Tyler, and Lind (1996) surveyed White,
Black, Latino, and Asian employees of a public-sector orga-
nization. Identification with the organization (superordinate
identity) and racial-ethnic identity (subgroup identity) were
independently assessed. Regardless of the strength of racial-
ethnic identity, respondents who had a strong organizational
identity perceived that they were treated fairly within the
organization, and consequently they had favorable attitudes
toward authority. Huo et al. (1996) concluded that having a
strong identification with a superordinate group can redirect
people from focusing on their personal outcomes to concerns
about “achieving the greater good and maintaining social sta-
bility” (pp. 44–45), while also maintaining important racial
and ethnic identities.

S. Gaertner et al. (1996) found converging evidence in a
survey of students in a multiethnic high school. In particular,
they compared students who identified themselves on the
survey using a dual identity (e.g., indicating they were Korean
and American) with those who used only a single subgroup
identity (e.g., Korean). Supportive of the role of a dual iden-
tity, students who described themselves both as Americans
and as members of their racial or ethnic group had less bias to-
ward other groups in the school than did those who described
themselves only in terms of their subgroup identity. Also, the
minority students who identified themselves using a dual iden-
tity reported lower levels of intergroup bias in general relative
to those who used only their ethnic or racial group identity.

Not only do Whites and racial and ethnic minorities bring
different values, identities, and experiences to intergroup con-
tact situations, but also these different perspectives can shape
perceptions of and reactions to the nature of the contact.
Blumer (1958a) proposed that group status is a fundamental
factor in the extent of and type of threat that different groups
experience. Recent surveys reveal, for example, that Blacks
show higher levels of distrust and greater pessimism about
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intergroup relations than do Whites (Dovidio & Gaertner,
1998; Hochschild, 1995). Majority group members tend to
perceive intergroup interactions as more harmonious and pro-
ductive than do minority group members (S. Gaertner et al.,
1996; Islam & Hewstone, 1993; see also the survey of college
students discussed earlier), but they also tend to perceive sub-
ordinate and minority groups as encroaching on their rights
and prerogatives (Bobo, 1999). In addition, majority and
minority group members have different preferences for the
ultimate outcomes of intergroup contact. Whereas minority
group members often tend to want to retain their cultural iden-
tity, majority group members may favor the assimilation of
minority groups into one single culture (a traditional melting
pot orientation): the dominant culture (e.g., Horenczyk, 1996).

Berry (1984; Berry, Poortinga, Segall, & Dasen, 1992)
presented four forms of cultural relations in pluralistic soci-
eties that represent the intersection of “yes–no” responses to
two relevant questions: (a) Is cultural identity of value, and to
be retained? (b) Are positive relations with the larger society
of value, and to be sought? These combinations reflect four
adaptation strategies for intergroup relations: (a) integration,
when cultural identities are retained and positive relations
with the larger society are sought; (b) separation, when cul-
tural identities are retained but positive relations with the
larger society are not sought; (c) assimilation, when cultural
identities are abandoned and positive relations with the larger
society are desired; and (d) marginalization, when cultural
identities are abandoned and are not replaced by positive
identification with the larger society.

Research in the area of immigration suggests that immi-
grant groups and majority groups have different preferences
for these different types of group relations. Van Oudenhoven,
Prins, and Buunk (1998) found in the Netherlands that Dutch
majority group members preferred an assimilation of minority
groups (in which minority group identity was abandoned and
replaced by identification with the dominant Dutch culture),
whereas Turkish and Moroccan immigrants most strongly en-
dorsed integration (in which they would retain their own cul-
tural identity while also valuing the dominant Dutch culture).

These preferences also apply to the preferences of Whites
and minorities about racial and ethnic group relations in the
United States. Dovidio, Gaertner, and Kafati (2000) have
found that Whites prefer assimilation most, whereas racial
and ethnic minorities favor pluralistic integration. Moreover,
these preferred types of intergroup relations for majority and
minority groups—a one-group representation (assimilation)
for Whites and dual representation (pluralistic integration)
for racial and ethnic minorities—differentially mediated
the consequences of intergroup contact for the different
groups. Specifically, for Whites, more positive perceptions

of intergroup contact related to stronger superordinate (i.e.,
common group) representations, which in turn mediated
more positive attitudes to their school and other groups at the
school. In contrast, for minority students, a dual-identity
(integration) representation—but not the one-group represen-
tation—predicted more positive attitudes toward their school
and to other groups. In general, these effects were stronger
for people higher in racial-ethnic identification, both for
Whites and minorities.

These findings have practical as well as theoretical
implications for reducing intergroup conflict and enhancing
social harmony. Although correlational data should be inter-
preted cautiously, it appears that for both Whites and racial
and ethnic minorities, favorable intergroup contact may con-
tribute to their commitment to their institution. However,
strategies and interventions designed to enhance satisfaction
need to recognize that Whites and minorities may have dif-
ferent ideals and motivations. Because White values and cul-
ture have been the traditionally dominant ones in the United
States, American Whites may see an assimilation model—in
which members of other cultural groups are absorbed into
the mainstream—as the most comfortable and effective
strategy. For racial and ethnic minorities, this model, which
denies the value of their culture and traditions, may be per-
ceived not only as less desirable but also as threatening to
their personal and social identity—particularly for people
who strongly identify with their group. Thus, efforts to
create a single superordinate identity, though well inten-
tioned, may threaten one’s social identity, which in turn can
intensify intergroup bias and conflict. As Bourhis, Moise,
Perrault, and Sebecal (1997) argued with respect to the
nature of immigrant and host community relations, conflict
is likely to be minimized and social harmony fostered
when these groups have consonant acculuration ideals and
objectives.

CONCLUSIONS

In this chapter we have examined the fundamental psycholog-
ical processes related to intergroup relations, group conflict,
social harmony, and intergroup integration. Intergroup bias
and conflict are complex phenomena having historical, cul-
tural, economic, and psychological roots. In addition, these
are dynamic phenomena that can evolve to different forms
and manifestations over time. A debate about whether a soci-
etal, institutional, intergroup, or individual level of analysis is
most appropriate, or a concern about which model of bias or
bias reduction accounts for the most variance, not only may
thus be futile but may also distract scholars from a more



Conclusions 499

fundamental mission: developing a comprehensive model of
social conflict, harmony, and integration.

We propose that understanding how structural, social, and
psychological mechanisms jointly shape intergroup relations
can have both valuable theoretical and practical implications.
Theoretically, individual difference (e.g., social dominance
orientation; Sidanius & Pratto, 1999), functional (e.g., Sherif &
Sherif, 1969), and collective identity (e.g., Tajfel & Turner,
1979; Turner et al., 1987) approaches can be viewed as com-
plementary rather than competing explanations for social con-
flict and harmony (see Figure 20.1). Conceptually, intergroup
relations are significantly influenced by structural factors as
well as by individual orientations toward intergroup relations
(e.g., social dominance orientation; Sidanius & Pratto, 1999)
and toward group membership (e.g., strength of identifica-
tion) and by the nature of collective identity. Functional rela-
tions within and between groups and social identity can
influence perceptions of intra- and intergroup support or threat
as well as the nature of group representations (see Figure 20.1).
For instance, greater dependence on in-group members can
strengthen the perceived boundaries, fostering representations
as members of different groups and increasing perceptions of
threat (L. Gaertner & Insko, 2000). Empirically, self-interest,
realistic group threat, and identity threat have been shown in-
dependently to affect intergroup relations adversely (Bobo,
1999; Esses et al., 1998; Stephan & Stephan, 2000). Percep-
tions of intergroup threat or support and group representations
can also mutually influence one another. Perceptions of com-
petition or threat increase the salience of different group repre-
sentations and decrease the salience of superordinate group
connections, whereas stronger inclusive representations of the

groups can decrease perceptions of intergroup competition
(S. L. Gaertner et al., 1990).

Similarly, within the social categorization approach, re-
searchers have posited not only that decategorization, recate-
gorization, and mutual intergroup differentiation processes
can each play a role in the reduction of bias over time
(Pettigrew, 1998a), but also that these processes can facilitate
each other reciprocally (S. L. Gaertner et al., 2000; Hewstone,
1996). Within an alternating sequence of categorization
processes, mutual differentiation may emerge initially to neu-
tralize threats to original group identities posed by the recate-
gorization and decategorization processes. Once established,
mutual differentiation can facilitate the subsequent recogni-
tion and acceptance of a salient superordinate identity and
recategorization, which would have previously stimulated
threats to the distinctiveness of group identities (S. Gaertner &
Dovidio, 2000).

Reductions in perceived threat, increased perceptions of
intergroup support, and more inclusive representations (either
as a superordinate group or as a dual identity), in turn, can
activate group- and individual-level processes that can reduce
intergroup conflict (see Figure 20.1). These processes may
also operate sequentially. For example, once people identify
with a common group identity, they may be more trusting of
former out-group members and consequently be willing to en-
gage in the type of personalized, self-disclosing interaction
that can further promote social harmony (Brewer & Miller,
1984; Dovidio et al., 1997). Thus, factors related to structural
and functional relations between groups and those associated
with collective representations (e.g., involving mutual inter-
group differentiation, recategorization, and decategorization

Figure 20.1 The roles of functional and identity relations in social conflict and integration.
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processes) can operate in a complementary and reciprocal
fashion.

Pragmatically, understanding the nature of bias and conflict
can suggest ways in which these forces can be harnessed and
redirected to promote social harmony. Given the different per-
spectives, needs, and motivations of majority (high status) and
minority (low status) groups, interventions based on these
principles need to be considered carefully. Nevertheless, un-
derstanding the multilevel nature of prejudice and discrimina-
tion is an essential step for finding solutions—which may
need to be similarly multifaceted. These principles may be
applied to reduce social conflict and facilitate the integration
of groups as disparate as corporations and stepfamilies
(S. Gaertner, Bachman, Dovidio, & Banker, 2001), to im-
prove race relations in the workplace (Dovidio, Gaertner, &
Bachman, 2001) and more generally (Dovidio & Gaertner,
1998), and to meet the challenge of managing immigration
successfully—in ways that facilitate the achievement and well-
being of immigrants and that produce the cooperation and sup-
port of residents of the receiving country (Esses et al., 2001).

In addition, these approaches may be applied integratively
to reduce international tensions and improve national rela-
tions (Pettigrew, 1998b). Rouhana and Kelman (1994), for
example, described the activities and outcomes of a program
of workshops designed to improve Palestinian-Israeli rela-
tions and to contribute to peace in the Middle East. These
workshops required Palestinian and Israeli participants to
search for solutions that satisfy the needs of both parties.
Rouhana and Kelman (1994) explained that this enterprise
“can contribute to a creative redefinition of the conflict, to
joint discovery of win-win solutions, and to transformation of
the relationship between the parties” (p. 160). Conceptually,
this orientation changes the structural relations between the
groups from competition to cooperation, facilitates the devel-
opment of mutually differentiated national identities within a
common workshop identity, and permits the type of personal-
ized interaction that can enhance social harmony. Pettigrew
(1998b) proposed that these workshops serve as a setting for
direct interaction that provides opportunities for developing
coalitions of peace-minded participants across conflict lines.
Thus, a strategic and reflective application of basic social-
psychological principles can have significant practical bene-
fits in situations of long-standing conflict.

In conclusion, the issues related to social conflict, harmony,
and integration are complex indeed. As a consequence, ap-
proaches to understanding these processes need to address the
issues at different levels of analysis and to consider structural
as well as psychological factors. This diversity of perspectives
produces a complicated and sometimes apparently inconsis-
tent picture of the nature of intergroup relations. However,

rather than viewing these approaches as competing positions,
we suggest that they often reflect different perspectives on a
very large issue. No single position is definitive, but jointly
they present a relatively comprehensive picture of the multi-
faceted nature of intergroup relations.
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Prejudice (i.e., biased and usually negative attitudes toward
social groups and their members), racism (a negatively ori-
ented prejudice toward certain groups seen as biologically
different and inferior to one’s own), and discrimination (un-
fair behavior or unequal treatment accorded others on the
basis of their group membership or possession of an arbitrary
trait, such as skin color) have been favored topics of research
and theorizing for many years by psychologists—especially
social and personality psychologists—around the world. Of
these three concepts, prejudice is perhaps the most central
and important. Prejudice underlies racism and is also be-
lieved to motivate acts of discrimination. Between 1887 and
2000, nearly 4,000 papers were published on prejudice in
journals covered by the American Psychological Associa-
tion’s electronic database of published psychological litera-
ture. Since the 1950s, in particular, the pace of psychological
research on prejudice has steadily increased.

Much like prejudice as a topic in international prose and
poetry (Larson, 1971), the psychology of prejudice reflects
two main themes: (a) the psychology of the bigot, which
seeks to understand why some people are prejudiced toward

certain groups and their members, and (b) the psychology of
the victim of prejudice and discrimination, which focuses on
the psychological correlates and consequences of experienc-
ing or perceiving oneself to be an object or target of preju-
dice or discrimination. These two principal themes likewise
provide the basic organization for this chapter.

Research on the psychology of the bigot far exceeds that
on the psychology of the victim of prejudice and discrimina-
tion. One reason for this differential emphasis undoubtedly
stems from the optimistic view that if the psychology of big-
otry could be truly understood, scientifically based remedial
efforts could then be devised and deployed to reduce, if not
eliminate, prejudice at its source within the bigot. Yet, even if
we suddenly possessed a magic bullet that instantly turned
bigots into tolerant people, a strong case could be made for a
psychology of the victim. Among other reasons, some of the
prejudice and discrimination confronting members of op-
pressed groups comes from structural and institutional forms
of racism, sexism, and all other “isms” rather than being
solely due to intolerant and bigoted individuals. The task of
addressing the social structural bases of prejudice within so-
ciety and its institutions is apt to be far more daunting and
difficult than reducing prejudices in individuals with psycho-
logical or other means—a formidable enough challenge in its
own right (see the chapter on reducing prejudice by Dovidio
in this volume).

Preparation of this chapter was made possible by a research grant to
Kenneth L. Dion and Karen K. Dion from the Social Sciences and
Humanities Research Council of Canada.
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The extant literature on prejudice is also so vast and di-
verse that one chapter cannot realistically suffice to capture
it all. Accordingly, this chapter’s goal is to survey major
perspectives and research foci on the aforementioned two
themes underlying the psychology of prejudice at the turn of
the twenty-first century. The amount of psychological re-
search on prejudice has, to some extent, waxed and waned
over the last five decades of the twentieth century. The preju-
dice literature has also been characterized by different em-
phases or waves, such as whether prejudice is conceptualized
as a form of psychopathology or is instead viewed as being
the product of normal cognitive processes (Duckitt, 1994).
The present chapter focuses on the historical continuity of
key ideas and psychological explanations about prejudice
over the past several decades and emphasizes links between
classic and contemporary research on prejudice.

We begin, then, with the psychology of bigotry. Under this
principal theme, the classic perspectives of authoritarian per-
sonality, just world, and belief congruence theories are con-
sidered first. Though proposed in the 1950s and 1960s, these
perspectives are still with us and remain important to our
contemporary understanding of prejudice. For example, by
focusing on beliefs and values, belief congruence theory
presaged and anticipated more recent theories of racism (con-
sidered later under the rubric of ambivalence approaches to
prejudice) and also has links to more recent perspectives on
prejudice and impression formation. After considering am-
bivalence approaches, our focus shifts to automatic and con-
trolled processing approaches to prejudice, especially the
dissociation model and recent innovations in measuring prej-
udice with automatic activation procedures. The final sec-
tion under the psychology of bigotry highlights integrative
approaches (viz., social dominance theory, integrated threat
theory, and the multicomponent approach to intergroup atti-
tudes), each of which incorporates insights from multiple
perspectives in seeking to understand prejudice better.

The psychology of the victim of prejudice and
discrimination—the second principal theme of this chapter—
begins with a consideration of attributional ambiguity per-
spectives, focusing on the complex but important issue of
whether and when attributing a rejection or failure to preju-
dice can buffer one’s sense of well-being and self-esteem.
Following that, the stressfulness of perceiving oneself to be a
target of prejudice or discrimination and the consequences of
stereotype threat for task performance, respectively, are con-
sidered. Finally, the relationship of relative deprivation and
perceived discrimination to protest and desires to take
corrective action is considered. I begin, though, with the
psychology of bigotry.

THE PSYCHOLOGY OF BIGOTRY

Authoritarian Personality Theories

The Original Theory of the Authoritarian Personality

The original theory of the authoritarian personality (OTAP),
proposed by Adorno, Frenkel-Brunswik, Levinson, and
Sanford (1950), was the first comprehensive and systematic
attempt by psychologists to understand theoretically the roots
of prejudice and to link ethnic, racial, religious, and ethno-
centric prejudices to personality. Adopting the research
methodologies of mid-twentieth-century social and clinical
psychology along with a guiding psychoanalytic theoretical
perspective, Adorno et al. (1950) postulated that the origins
of the prejudice-prone authoritarian personality stemmed
from a particular pattern of childhood influences and parental
practices (see Brown, 1967, for an excellent in-depth analysis
of the OTAP). Specifically, the authoritarian personality was
the presumed result of an upbringing by parents who, among
other things, (a) disciplined their child harshly, (b) empha-
sized duties and obligations instead of affection in child-
parent relations, (c) made their love dependent on the child’s
unquestioning obedience, and (d) were status-oriented by
being ingratiating toward those of higher social status but
contemptuous toward those of lesser social status.

According to the OTAP, the child in such a family devel-
ops hostility but cannot express it toward the harsh, frustrat-
ing, but feared parents. This submission leads the child to
develop a sense of itself as dependent upon its parents and
unable to defy their authority. Moreover, the child in an au-
thoritarian family presumably deploys an array of defense
mechanisms to deal with the repressed hostility felt toward its
parents. By identifying with the aggressor and following a
strategy of “if you can’t beat them, join them,” the child
comes to idealize its parents and to identify with established
authority in general. Repressed hostility and other impulses
unacceptable to its parents, such as aggression and sex, are
displaced and projected by the child onto minority and subor-
dinate groups as safe, alternative outlets. As a result, the child
in an authoritarian family presumably develops a rigid per-
sonality organization characterized by a moralistic attitude
toward unconventional people and practices, prejudice to-
ward minority and other out-groups, and a tendency to ideal-
ize power, status, strength, and toughness but to disdain
tenderness, weakness, and self-introspection.

The OTAP has several implications flowing from the cen-
tral idea that prejudice toward ethnic and racial minorities
and other target groups reflects an underlying, deep-seated
personality structure in the bigot. First, prejudice should
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relate to attitudes toward a variety of issues and objects (e.g.,
attitudes toward sex, power, and political-economic issues)
that would otherwise appear unrelated to prejudice and to one
another because their interrelations reflect deeper, uncon-
scious processes and connections. (OTAP’s tenet that preju-
dice is rooted in unconscious processes is clearly echoed in
contemporary theories of prejudice emphasizing automatic
cognitive processing, described later, as an important feature
of individuals’ prejudicial beliefs and their expression.) Sec-
ond, the authoritarian personality would be prejudiced to-
ward a wide variety of target groups. If an authoritarian
person’s prejudice toward one group were somehow blocked,
it would presumably be expressed, in a process of symptom
substitution, toward other groups. Third, if prejudice is in-
deed deeply rooted in a personality structure, it should be dif-
ficult to change and would require depth-oriented techniques,
such as psychotherapy and insight, that promote and produce
profound personality change in the bigoted individual.

Adorno et al. (1950) attempted to validate the OTAP, in
good part, by developing a personality scale, the California
F (for fascism) scale, whose items were constructed to tap
the right-wing political ideology and belief syndrome that
they theorized as comprising the authoritarian personality.
U.S. respondents’ F scale scores correlated positively, as hy-
pothesized, with their scores on other attitude scales de-
signed to assess anti-Semitism, negative attitudes toward
Blacks and other U.S. minority groups, and U.S. ethnocen-
trism. The F scale was subsequently incorporated into nu-
merous studies in the 1950s and 1960s. Though criticized at
the time of its initial appearance and later for keying all its
items in one direction and not correcting for acquiescence
response set, the F scale was still sporadically used by psy-
chological and survey researchers well up to the 1980s. It re-
mained for Altemeyer (1981, 1988, 1996), in a trilogy of
books reflecting often painstaking psychometric research, to
demonstrate conclusively the California F scale’s serious in-
adequacies as a measure of proneness to prejudice and to
refocus the conceptualization of the authoritarian personality
into a more rigorously defined construct and scale of right-
wing authoritarianism.

The Theory of Right-Wing Authoritarianism

Altemeyer (1981) persuasively detailed the inadequacies of
the California F scale, most notably its lack of scale homo-
geneity and its saturation with response sets, especially ac-
quiescence. Even more important, however, he created a
psychometrically and conceptually appropriate scale of
right-wing authoritarianism (RWA) that he has continued to

refine (see Altemeyer, 1996). Altemeyer defined RWA as the
covariation of three attitudes: (a) authoritarian submission
(i.e., ready submission to societally established authorities),
(b) authoritarian aggression (i.e., aggression sanctioned
by established authorities toward defined targets or social
groups), and (c) conventionalism (i.e., adherence to con-
ventions endorsed by societally established authorities).
Altemeyer (1981, 1988, 1996) has extensively documented
RWA’s correlates, often with numerous replications. For ex-
ample, RWA is concentrated more among politicians of the
right, fundamentalist Protestants, and the poorly educated.
Also, parents outscore their university-age offspring in RWA.

Altemeyer’s approach to RWA differs from the OTAP in
several important regards (Dion, 1990). By contrast to the
OTAP’s psychoanalytic perspective, Altemeyer has favored
social learning theory as an explanation for the development
of RWA in individuals, especially Bandura’s versions with
their emphases on vicarious learning and self-regulation
by cognitive processes. Social learning theory has provided
Altemeyer with a heuristic framework for explaining the con-
tribution to RWA of personal experiences in one’s adoles-
cence, of parents and peers, of university education and
parenthood, and the paradoxical role of religion in fostering
RWA by creating a sense of self-righteousness. Second,
whereas the OTAP portrayed authoritarianism as a personal-
ity dimension with its developmental roots in infancy and
early childhood, Altemeyer has viewed RWA as an attitudinal
orientation that emerges and crystallizes in early adoles-
cence, suggesting that it may be more readily amenable to
change within the individual.

Finally, in addition to documenting its empirical links to
prejudice, Altemeyer (1988, 1996) has particularly focused
on the political correlates of RWA. He has shown repeatedly
that individuals (usually university students) scoring high on
the RWA scale are reportedly more than willing and ready to
punish others and to infringe upon and curtail their civil
rights, especially those who threaten the social order. RWA
scale scores have also been found to discriminate well be-
tween provincial and state legislators in Canada and the
United States belonging to right- and left-wing political par-
ties. Knowing politicians’ RWA scale scores appears to be a
useful piece of information for predicting their attitudes and
behaviors.

Research by Altemeyer and others indicates that the RWA
scale correlates between .30 and .50 with measures of pre-
judice toward racial and ethnic minorities and ethnocentrism
scales. RWA correlates negatively with internal motivation
(e.g., personal standards) and positively with external moti-
vation (e.g., social or peer pressure) by White people to
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respond without prejudice toward Black people (Plant &
Devine, 1998). RWA consistently correlates more highly,
between .5 and .6, with homophobia and negative attitudes
toward homosexuals. Indeed, Altemeyer (1996) contended
that RWA is the single individual difference variable most
relevant for predicting attitudes toward homosexuals, espe-
cially negative ones.

Studies by other investigators have likewise documented
a consistently negative relationship between RWA and
attitudes toward homosexuals and homosexuality (e.g.,
Haddock, Zanna, & Esses, 1993; Lippa & Arad, 1999;
Whitley, 1999), strongly reinforcing Altemeyer’s conclusion
in this regard. The negative attitudes toward homosexuals
by those scoring high in RWA are due to perceived impedi-
ments of homosexuals and homosexuality to one’s values
(Haddock et al., 1993) or to religiousness. Finally, a recent
lexical approach to mapping the structure of social attitudes
by Saucier (2000) showed that authoritarianism and RWA
(along with conservatism and religiousness) defined the first
and largest of three factors in the domain of social attitudes
and beliefs. Clearly, the authoritarianism construct, espe-
cially RWA, remains important in psychological research on
prejudice and in linking prejudice to individuals’ personality
and attitudes.

Just World Theory

An individual’s belief in a just world (BJW) is another psy-
chological dimension relevant for understanding individuals’
reactions to ethnic and racial minorities and victims of ill for-
tune. According to Lerner’s (1980) just world theory, we all
believe, to a varying extent, in a just world where people get
what they deserve and also deserve what they get. The BJW
presumably enables us to view our world as a safe, pre-
dictable place where we can expect to obtain desired rewards
and to avoid unpleasant outcomes. Becoming aware of an
innocent victim who does not deserve to suffer, however,
threatens one’s BJW. Individuals go to considerable lengths
to maintain and protect their BJW in the face of contrary
information. For example, classic experiments by Lerner and
his colleagues have demonstrated that when unable to pre-
vent or compensate for an innocent victim’s suffering, ob-
servers preserved their BJW by derogating the victim and
seeing the suffering as deserved (see Lerner, 1980).

Questionnaire measures of the BJW consistently correlate
with the tendency to blame visible victims (e.g., ethnic and
racial minorities, the unemployed, and immigrants and asy-
lum seekers) with samples of university and community
respondents in the United States, Canada, and Europe (see
Montada & Lerner, 1998). However, the BJW construct is

conceptually and empirically distinguishable from authori-
tarianism. Using factor analyses of questionnaire measures
from a sample of Canadian university students in Ontario,
Lerner (1978) showed that authoritarianism (as measured by
Rokeach’s 1960 F scale) and BJW loaded on separate, inde-
pendent factors. Authoritarianism loaded on a xenophobia
factor characterized by high loading for authoritarianism, ad-
herence to the Protestant ethic (a belief in the virtues of hard
work and effort), attitudes toward social changes, and nega-
tive attitudes toward both minority groups and out-groups
(e.g., Americans). By contrast, the BJW loaded on a win-lose
view of the world, in which winners (e.g., Americans) were
viewed positively, while losers (e.g., Native Indians and
Métis) were negatively appraised. The BJW also correlates
positively, but only modestly (i.e., between .1 and .3) with
RWA (Lambert, Burroughs, & Chasteen, 1998).

It is interesting that blaming victims for their ill fate
strengthens the observer’s BJW (see Lerner & Montada, 1998).
In turn, believing oneself to have been victimized as a target of
prejudice or discrimination also appears to affect the BJW
adversely. Birt and Dion (1987) found that in Toronto, the
greater the perceived discrimination against homosexuals as a
group, the weaker was the BJW among gay and lesbian re-
spondents. Thus, just world theory and the BJW have relevance
for the psychology of being a victim of prejudice and discrimi-
nation as well as the psychology of bigotry.

Belief Congruence Theory

Rokeach (1960) criticized the OTAP for focusing on right-
wing authoritarianism, contending that authoritarianism need
not be tied inextricably to either right- or left-wing political
views. As an alternative, he proposed the construct of closed-
mindedness or dogmatism and developed several Dogmatism
Scales in an attempt to measure authoritarianism and to
assess general authoritarianism of the political left as well
as the political right. Unfortunately, his Dogmatism Scales
possess serious psychometric limitations and are relatively
little used today. Moreover, if it exists, left-wing authoritari-
anism would involve resisting and opposing conventional
and established authorities (see Altemeyer, 1996, for an inter-
esting discussion of dogmatism and left-wing authoritarian-
ism and some new prospective scales for measuring these
dimensions).

In the same book on the open and closed mind, however,
Rokeach, Smith, and Evans (1960) also proposed an im-
portant perspective on prejudice: belief congruence theory
(BCT). According to BCT, individuals cognitively organize
their psychological world along the lines of belief congru-
ence, liking those with similar beliefs and disliking those
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with dissimilar beliefs. Although the link between attitude
similarity and interpersonal attraction had already been well
demonstrated by that point, Rokeach et al.’s provocative
contribution was to extent it to the domain of prejudice and to
argue that all forms of prejudice were essentially different
forms of belief prejudice. Thus, according to BCT, the racial
conflict between Blacks and Whites in the United States is
not due to race per se but rather to opposite or conflicting
stands on key issues such as affirmative action in em-
ployment and education. Likewise, the antipathies between
English and French in Canada are not due to ethnicity per se,
but rather to conflict over the issue of Quebec’s role, and the
place of the French language, within Canada. In other words,
racial and ethnic prejudice, as two examples, presumably
reflect belief prejudice.

BCT clearly suggests research in which belief is pitted
against group membership characteristics such as race or eth-
nicity. Rokeach et al. (1960), for example, had samples of
White university students from northern and southern parts of
the United States rate their desires to be friends with members
of pairs of stimulus persons whose races and beliefs, both
race-relevant and -irrelevant, were specified. For example,
Type R pairs varied in race but kept belief constant (e.g., a
White person who believes in God vs. a Black person who be-
lieves in God). Type B pairs kept race constant but varied be-
lief (a Black person who believes in God vs. a Black person
who is an atheist). Type RB pairs varied both race and belief
simultaneously. Differences in friendliness ratings for mem-
bers of a stimulus person pair were taken as reflecting
discrimination. A critical comparison suggested by BCT
involved a choice between an in-group member with dissimi-
lar beliefs versus an out-group member with beliefs similar to
one’s own. For this pair comparison, individuals’ preference
typically goes to the latter, consistent with BCT. Likewise,
Rokeach and Mezei (1966) showed that belief similarity ex-
cels race in predicting preferences for work partners among
employment applicants following actual interpersonal inter-
action and discussion between Black and White participants
with similar and dissimilar beliefs on an issue.

BCT remains as relevant a theory of prejudice in the
twenty-first century as it was in the latter half of the twentieth
century, largely due to the research over the past several
decades of Insko and his colleagues (e.g., Cox, Smith, &
Insko, 1996; Insko, Nacoste, & Moe, 1983) as well as recent
contributions by Biernat and her colleagues (Biernat, Vescio,
& Theno, 1996; Biernat, Vescio, Theno, & Crandall, 1996).
For example, Insko et al. (1983) reviewed the literature and
compared the strong version of BCT (when social pressure is
absent, only belief determines racial-ethnic discrimination)
to a weak version (when social pressure is absent, belief is

more important than race in determining discrimination or
prejudice). They concluded that the weak version of BCT was
clearly supported by the evidence, whereas the strong version
was more problematic (e.g., race effects in the form of in-
group favoritism occur even in the absence of social pressure).

Cox et al. (1996) reported results of three cross-sectional
surveys conducted over several decades of Black and White
teenagers sampled from a North Carolina school system who
had responded to stimulus persons varying in race and belief,
using a belief discrepancy manipulation in which dissimilar
beliefs were ones that respondents themselves had previously
attributed to the other race. For White respondents, race ef-
fects (i.e., preferring their own race to Blacks on social dis-
tance and other attitude measures) steadily declined across
three points in time from 1966 to 1993, as did perceived dis-
approval of interracial contacts and relationships. The effects
of belief similarity affected all of their dependent variables
and were constant across decades for White respondents. For
Black respondents, more complex findings were obtained:
Specifically, race effects (i.e., in-group preference) did not
decline between 1979 and 1993 (the only two time periods
including Black respondents), and belief similarity primarily
influenced same-race rather than interracial evaluations.

BCT has clear links to contemporary perspectives on im-
pression formation and prejudice. For example, Cox et al.
(1996) noted that BCT is very similar to Fiske and Neuberg’s
(1990) temporal-continuum model of impression formation.
In the latter model, a perceiver begins with categorical infor-
mation (viz., race, ethnicity, sex, age, etc.) about a person
but proceeds, if time permits and circumstances require, to
process individuating information (e.g., beliefs of the stimu-
lus person). Like Fiske and Neuberg’s model, BCT deals with
the issue of when individuating information (viz., beliefs and
values) about a stimulus person overcomes competing cate-
gorical information (viz., group membership) in the impres-
sions we form of others. Likewise, the importance that BCT
accords to perceived belief dissimilarity in eliciting prejudice
is shared today by terror management theory, a perspective
focusing on the psychological consequences of being aware
of, or sensitized to, one’s mortality (Solomon, Greenberg, &
Pyszczynski, 2000).

BCT has also been extended to the value domain. Schwartz
and Struch (1989) proposed that perceptions of value dissim-
ilarities between groups underlie intergroup antagonisms and
undercut feelings of shared humanity. Likewise, Biernat,
Vescio, Theno, and Crandall (1996) reported studies in which
group membership cues (race and sexual orientation, respec-
tively, in separate studies) were crossed with value violation
(e.g., a lazy vs. dependable worker in the race study or a good
vs. bad parental example in the sexual orientation study).
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Value similarity had a strong effect on stimulus person ratings
in both studies and a stronger effect than group member-
ship characteristics (i.e., whether the stimulus person being
evaluated was an in-group or out-group member from the per-
spective of the respondent).

When only group membership cues are available, per-
ceivers infer that an out-group member has dissimilar beliefs,
triggering a discriminatory or prejudicial response toward her
or him, whether the out-group is defined by race or sexual
orientation (see Stein, Hardyck, & Smith, 1965; Pilkington &
Lydon, 1997). When belief similarity or dissimilarity is
crossed with group membership, belief effects (i.e., prefer-
ring the individual with similar beliefs to one with dissimilar
beliefs) are stronger. Race effects, however, usually remain
evident in interpersonally intimate domains such as eating to-
gether, dating, and marriage. Insko et al. (1983; Cox et al.,
1996) have suggested that race effects in these particular do-
mains reflect perceived disapproval of interracial contact by
reference persons such as parents and peers rather than inti-
macy per se.

In sum, as a perspective on prejudice, BCT anticipated the
subsequent focus on the importance of values in prejudice, an
idea pivotal to ambivalence approaches to prejudice that
emerged in the 1970s and 1980s. I now turn to ambivalence
approaches to prejudice.

Ambivalence Approaches

Myrdal (1994) was perhaps first to suggest that ambivalence
underlies White Americans’ attitudes and behaviors toward
Blacks. This idea lay fallow in U.S. psychology until the late
1970s (see Crosby, Bromley, & Saxe, 1980; Pettigrew, 1979).
By that point, though, it had become increasingly apparent that
White Americans were less prone to strident racism asserting
White superiority, Black inferiority, and racial segregation but
instead inclined toward subtler expressions of racism. Al-
though attitude surveys suggested growing racial tolerance
among WhiteAmericans from the 1960s onward, the evidence
was much less clear on indirect indicators (e.g., nonverbal be-
havior and helping behavior) that feelings of WhiteAmericans
toward Blacks had truly become more tolerant.

In the last few decades, several groups of researchers
concerned with prejudice, racism, and discrimination in the
United States have characterized White Americans’ attitudes
toward Black Americans in the latter twentieth and early
twenty-first centuries as being ambivalent in nature, that is,
consisting of both positive and negative elements (see Jones,
1997). They differ, however, in the nature of the positive and
negative elements comprising this ambivalence and other as-
pects of their models. These ambivalence approaches include

theories of aversive racism, symbolic and modern racism, re-
sponse amplification, ambivalent sexism, and blatant versus
subtle prejudice.

Aversive Racism

Dovidio and Gaertner (1986), for example, proposed a the-
ory of aversive racism, in which they characterized the racial
attitudes of most liberal, White Americans today as a subtler
and less obviously bigoted view of Black Americans than the
dominative racism (i.e., old-fashioned, “redneck” views of
White superiority and Black inferiority) of previous genera-
tions. According to the aversive racism perspective, preju-
dice in the United States of the later twentieth century
became a subtler, less direct, and perhaps more pernicious
form than before, although dominative racism has not disap-
peared altogether.

Aversive racism theory suggests that on one hand, most
White Americans subscribe strongly to an egalitarian value
system, inclining them to sympathize with victims of injus-
tice, such as Black Americans and other racial minorities, and
to support policies promoting racial equality. This strong ad-
herence to egalitarianism enables White Americans to regard
themselves as being unprejudiced and nondiscriminatory.
This positive component of the ambivalence comprising
aversive racism is not assumed, however, to include gen-
uinely pro-Black attitudes or sentiments of true friendship
between Whites and Blacks in the United States.

On the other hand, owing to a historically racist culture in
the United States and certain feelings of negative affect (e.g.,
uneasiness, disgust, fear, and discomfort, though not neces-
sarily hostility or hate) toward Black Americans, most White
Americans are assumed to avoid Black-White interracial in-
teractions and to be biased and discriminatory toward Black
Americans in situations in which they can do so without
appearing to be prejudiced or in which it may be justified
under a rationale preserving their erstwhile egalitarian val-
ues. Aversive racism is not assumed to be a psychopatho-
logical phenomenon but rather to reflect normal cognitive
processes and the influence of sociocultural and historical
processes on White Americans.

Several implications flow from aversive racism theory and
the idea that aversive racists are strongly motivated and vigi-
lant to avoid appearing racially bigoted. First, traditional prej-
udice measures in the form of standard attitude scales would
presumably be difficult and perhaps of limited use for assess-
ing aversive racism, according to Dovidio and Gaertner
(1986). Nevertheless, based on survey research up to the
1990s, Dovidio and Gaertner (1991) estimated that perhaps a
fifth of White U.S. citizens were overtly racist. The other 80%
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of White Americans would presumably be, to varying extent,
ambivalent toward Black Americans. White Americans who
espouse a political philosophy of liberalism should be espe-
cially prone to aversive racism (Biernat, Vescio, Theno, &
Crandall, 1996).

As noted earlier, a second implication of aversive racism
theory is that in situations where discrimination would be
blatant and where the appropriate behavior is normative and
well-defined, White Americans would be unlikely to discrim-
inate against Black Americans because doing so would con-
tradict their allegedly nonprejudiced, egalitarian ideals and
self-images. However, in ambiguous situations where the dis-
crimination is less blatant or obvious, White Americans
should be more likely to be biased against Black Americans
because in that case they can do so without necessarily threat-
ening their self-images. This feature of aversive racism
theory—emphasizing the normative structure of situations as
a moderator variable for predicting when racially ambivalent
White Americans will or will not discriminate against Black
Americans—is perhaps its most unique and distinctive fea-
ture among ambivalence approaches (Biernat, Vescio, Theno,
& Crandall, 1996). These predictions have been amply sup-
ported in studies of White Americans, mostly college stu-
dents, by Dovidio, Gaertner, and their colleagues.

This supportive research has included studies of helping,
social cognition studies measuring reaction times linking the
words “white” and “black” to positive and negative stereo-
type characteristics, studies where pictures of Black and
White individuals’ faces are presented as primes (Dovidio &
Gaertner, 1986), research on juridic recommendations of the
death penalty in a capital case (Dovidio, Smith, Gershenfeld
Donnella, & Gaertner, 1997), and personnel selection recom-
mendations in 1989 and 1999 (Dovidio & Gaertner, 2000),
among others. In all of these studies, findings supported aver-
sive racism theory and were unaffected by whether the par-
ticipants had scored low or high on standard prejudice
measures, though high scorers on such scales often showed
greater bias toward Blacks than did low scorers.

What remains to be demonstrated by aversive racism the-
orists is that it is actually the conflict or tension between the
positive element of egalitarianism, or one hand, and negative
feelings toward Blacks, on the other, that constitutes the un-
derlying basis of ambivalence for White Americans’ attitudes
and behaviors toward Blacks and is the driving force behind
their discrimination of Blacks in ambiguous situations.
Indeed, egalitarianism is the value that perhaps most strongly
promotes tolerance and mitigates negative feelings toward
Blacks by White Americans. Presenting liberal-oriented U.S.
university students with an egalitarian message has been
shown by Biernat, Vescio, and Theno (1996) to elicit more

positive ratings of a Black stimulus person than a White one.
Whether egalitarianism promotes tolerance among indi-
viduals in countries other than the United States, however,
remains to be seen. With White participants from Portugal
and Brazil, Vala and Lima (2001) found that activating an
egalitarian norm affected perceptions and evaluations of a
White but not a Black stimulus person.

Although aversive racism theory has an excellent track
record in predicting a variety of cognitions and behaviors in
the social psychological laboratory, documenting the precise
nature of White Americans’ ambivalence toward Blacks
remains a task to be completed. Using recently developed
automatic processing techniques (described later) to assess
nonconscious feelings of antipathy toward Blacks (or other
oppressed group members) in conjunction with standard
value measures to assess egalitarianism and other potentially
race-relevant values may provide some useful leverage for
assessing aversive racism in White participants and for test-
ing the theory directly.

Symbolic and Modern Racism

Closely related to aversive racism theory are the constructs of
symbolic and modern racism that have been suggested by
several researchers, such as McConahay (1986) and Sears
(1988; Sears & Funk, 1991). The symbolic and modern
racism constructs originated because standard prejudice
scales of the 1950s and 1960s became increasingly problem-
atic for U.S. survey researchers in the 1960s and 1970s,
owing to social desirability issues (i.e., the transparency of
what they were measuring) and because they failed to predict
racially relevant political behavior, such as voting intentions
for capable Black candidates in elections where candidates of
both races were running and racism likely played a role in the
outcome (see Kinder & Sears, 1981).

What did predict voting and support for progressive racial
policies were attitude items reflecting an abstract, moral
tone that Black Americans were violating cherished White
American values such as individualism and the Protestant
ethic extolling the virtues of individual effort and hard
work—qualities White Americans often felt were lacking
among Black Americans. Ambivalence, then, arises because
many White Americans want to maintain a nonprejudiced
image even though they privately resent and dislike Blacks
and feel the racial discrimination toward Blacks in the United
States no longer exists. In protecting themselves from the
appearance of being prejudiced, symbolic or modern racists
justify their negative attitudes and behaviors toward Blacks
by invoking nonprejudiced explanations in the form of
American values or ideals. A symbolic or modern racist, for
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example, might justify opposition to affirmative action prog-
rams benefiting Blacks by saying that they violate the value
of equality by favoring one group over others.

The constructs of symbolic and modern racism are similar
to aversive racism. In both cases, the ambivalence arises from
negative feelings toward Black people versus core American
values. In both cases, White Americans dislike and avoid
racial prejudice but seek indirect ways to manifest their neg-
ative feelings toward Black Americans. All three racism
constructs are interested in predicting interpersonal behavior,
with symbolic and modern racism being used mainly to pre-
dict political attitudes and behavior, typically in surveys.
Symbolic and modern racism are assumed to emerge from
early political socialization and not to be based on personal
experience, personal competition, or direct, personal, eco-
nomic threats to Whites from Blacks. Unlike aversive racism,
however, items and scales to assess symbolic and modern
racism have been constructed by their adherents and have
proven very popular in survey and experimental research on
prejudice by psychologists in the late twentieth century.

McConahay (1986), for example, presented a Modern
Racism Scale (MRS) and an Old-Fashioned Racism Scale
(OFRS), with moderate, positive correlations between the
two, and items loading on one or the other factor in ex-
ploratory factor analyses. Whereas the OFRS was reactive
(i.e., White U.S. respondents’ scores were lower when it was
administered by a Black experimenter than by a White one),
the MRS was nonreactive (at least in the 1980s). Items from
symbolic or modern racism scales became the standard mea-
sure of prejudice toward Blacks in the United States in the
1980s and 1990s and are still frequently used in this regard.
In the twenty-first century, newer scales such as the Blatant
and Subtle Prejudice Scales (Pettigrew & Meertens, 1995) or
the Social Dominance Orientation Scale (Pratto, Sidanius,
Stallworth, & Malle, 1994), both of which are discussed later,
are perhaps more apt to become the preferred, “paper-and-
pencil” measures of prejudice.

Sniderman and Tetlock (1986), themselves prominent po-
litical psychologists, have strongly criticized the constructs
and measurement of symbolic and modern racism. Among
other things, they criticized symbolic and modern racism for
being unclear as to the causal relation between anti-Black
affect and core American values, for equating political policy
preferences (e.g., opposition to busing school children or
affirmative action) with racism itself, and for suggesting that
old-fashioned racism no longer existed in the United States.
Sniderman and Tetlock even contended that symbolic racism
theory was unfalsifiable and therefore unscientific. The MRS,
they also charged, was confounded with political conser-
vatism. Sniderman and his colleagues showed that political

conservatism related not to rejection and prejudice toward
out-group members but rather to greater support for those,
whether from the in-group or out-group, who behaved in a
manner consistent with politically conservative principles
(e.g., Sniderman, Piazza, Tetlock, & Kendrick, 1991).

Although proponents of symbolic and modern racism have
not thoroughly explored the presumed link to values, Biernat,
Vescio, and Theno (1996) did so in a series of studies. For ex-
ample, after completing Rokeach’s Value Survey, White U.S.
undergraduates were asked to rate the extent to which four tar-
get groups, including Black Americans, supported or violated
their values. Whether considering their top value or their
hierarchy of values, Black Americans were perceived as
less supportive of their values than were White Americans;
however, there was no difference in perceived violation of val-
ues for these two target groups. Likewise, differences in rat-
ings of White versus Black support and violation of values
correlated with measures of modern racism as well as pro- and
anti-Black attitudes, although these correlations were consis-
tently modest in magnitude. Consistent with theories of sym-
bolic and modern racism, Biernat et al. showed that White
individuals who scored high on the Protestant work ethic and
had their values made salient rated a Black employee less
positively than a White employee when they violated the
work ethic.

Thus, Biernat, Vescio, and Theno’s (1996) research par-
tially supported models of symbolic and modern racism. How-
ever, if violating coreAmerican values is indeed one of the two
key components of symbolic and modern racism, one would
expect to find much stronger relationships than they did.
Biernat et al. also questioned the assumption that modern-
symbolic racism is a blending of negative affect toward Blacks
and coreAmerican values, such as individualism. Their analy-
ses suggested that egalitarianism is a stronger predictor than
individualism of intergroup attitudes and that combining neg-
ative affect with value measures added little beyond the sepa-
rate components in predicting responses to an out-group
member in their studies of race and sexual orientation.

In the ambivalence approach presented next the focus
shifts to conflict between pro- and anti-Black attitudes linked
to values as the determinant of positive and negative reac-
tions to Blacks by White Americans.

Ambivalence Amplification

Katz and Hass (1988) contended that most White Americans
hold both positive and negative attitudes about Black
Americans that are relatively independent of one another. A
White American who endorses positive statements about
Blacks on a “Pro-Black scale” is neither more nor less likely
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to agree with anti-Black statements from a separate “Anti-
Black scale.” Moreover, for White American respondents,
these racial beliefs relate to different and conflicting value
systems. Pro-Black attitudes (e.g., beliefs that Blacks have a
disadvantaged position in society) are linked to humanitar-
ian-egalitarian values. By contrast, anti-Black attitudes (e.g.,
beliefs that Black people lack the drive or skills necessary to
improve their socioeconomic position) related to White re-
spondents’ beliefs in individualism and the Protestant ethic.

Katz and his colleagues proposed that when these con-
flicting beliefs are salient to a White person holding them and
who also becomes aware of the ambivalence, he or she expe-
riences negative arousal and is motivated to reduce this ten-
sion. Indeed, Hass, Katz, Rizzo, Bailey, and Moore (1992)
have demonstrated that White American participants experi-
enced negative mood change when their racial ambivalence
toward Black people was stimulated by reading a vivid
description of an ugly racial incident in which gangs of
young Whites in New York City viciously beat some Black
Americans whose car had broken down in their neighbor-
hood. This discomfort can be reduced, according to these
theorists, by intensifying either the positive or negative com-
ponent of the conflicted attitude toward Blacks—an idea
defining response amplification theory.

Response amplification theory suggests that for ambiva-
lent White Americans attitudes and behavior will be more
polarized or amplified toward Black Americans than toward
fellow White Americans. Experimental evidence for re-
sponse amplification theory, as applied to Black Americans
and other socially stigmatized groups such as the handi-
capped, was presented by Katz and Glass (1979). For exam-
ple, White U.S. undergraduates who had been led to believe
that they had delivered a series of strong shocks to a victim
derogated a Black victim more than a White victim, and this
derogation was a function of the extent of ambivalence as
reflected by measures of prejudice and sympathy toward
Blacks. Whether racial ambivalence potentiates positive or
negative responses depends on the situational context and the
ambivalent person’s behavioral options.

Ambivalent Sexism

Sexism, like racism, reflects ambivalence. Glick and Fiske
(1996) viewed sexism as a multidimensional construct in-
volving ambivalence. They proposed that ambivalent sexism
comprises two positively correlated components: hostile sex-
ism (HS) and benevolent sexism (BS). The former consists of
hostility, negative attitudes, and negative stereotypes of
women. By contrast, BS is a set of interrelated sexist attitudes
that portray women stereotypically and in restricted roles but

that are subjectively positive in affective tone from the per-
ceiver’s viewpoint and elicit prosocial behaviors (e.g., help-
ing) or intimacy seeking (e.g., self-disclosure). Benevolent
sexism reflects a positive attitude toward women and positive
stereotypes about women, although Glick and Fiske do not
view it as a good thing. Although both HS and BS were orig-
inally postulated to include three underlying components,
this conjecture was supported only for BS, while HS was
found to be a unidimensional construct.

Both HS and BS relate, as one would expect, to other mea-
sures of modern sexism (Swim, Aikin, Hall, & Hunter, 1995)
and neo-sexism (Tougas, Brown, Beaton, & Joly, 1995).
Benevolent sexism, however, relates to subtler forms of sex-
ism than HS, masked as it is in a veil of positive sentiment
toward women. Glick and Fiske (1996) suggested that among
women, BS reflects a tendency to adopt as one’s own the
prevalent forms of sexist prejudice in U.S. society. They also
suggested that while modern- and neo-sexism measures
excel in predicting gender-related political attitudes, HS
and BS scales together (comprising the Ambivalent Sexism
Inventory, or ASI) would be better at predicting attitudes
and behavior in the realm of interpersonal and romantic
relationships between women and men. As well, sexist
ambivalence—the combination of scoring high on both BS
and HS—is believed to polarize attitudes and behaviors to-
ward women, in a process like that proposed by Katz, Haas,
and their colleagues for amplified responses toward Black
Americans and the physically handicapped as induced by
ambivalence.

Blatant and Subtle Prejudice

The preceding ambivalence approaches differ in whether
they assume that old-fashioned prejudice still exists or
whether it is seen to be as potent as its modern or symbolic
variants. For example, advocates of symbolic and modern
racism suggest that it is the more dominant form of prejudice
today. Other ambivalence approaches assume that both forms
are prevalent and require assessment by researchers inter-
ested in prejudice. For example, Pettigrew and Meertens
(1995) postulated the existence of both blatant and subtle
prejudice toward out-groups today. They characterized bla-
tant prejudice (the traditional form) as “hot, close, and direct”
and suggested that it consisted of two components: (a) per-
ceived threat and rejection of the out-group and (b) avoidance
of intimacy (especially sex and marriage). By contrast, subtle
prejudice (the modern variant) is “cool, distant, and indirect”
and includes three components: (a) defense of traditional
values, (b) exaggeration of cultural differences, and (c) denial
of positive emotional responses toward out-groups.
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Pettigrew and Meertens (1995) created separate multi-item
scales for blatant and subtle prejudice toward immigrants
and administered them to survey respondents from four
European countries with regard to several different target
groups. Across countries, confirmatory factor analyses sug-
gested that two-factor models surpassed a one-factor model,
but that a correlated two-factor model and a hierarchical model
in which blatant and subtle prejudice were first-order factors
subsumed under a general second-order factor were equally
viable models to account for the pattern of scale scores.

An advantage of using both subtle and blatant prejudice
scales is that a threefold typology emerged that yielded dif-
ferent patterns of responses to immigrants in Pettigrew and
Meertens’s (1995) research. Respondents who scored low on
both blatant and subtle prejudice scales were called “equali-
tarians,” a group who were most in favor of maintaining and
enhancing immigrants’ rights in their countries and who
presumably have internalized most strongly contemporary
norms of tolerance in their societies. Respondents scoring
high on both scales comprised “bigots,” who were most in
favor of returning immigrants to their home countries and
restricting immigrants’ rights and were assumed to have
rejected current norms against blatant prejudice. “Subtles”
were respondents scoring low on blatant prejudice but high
on subtle prejudice and were assumed to have only partially
and incompletely internalized norms against blatant preju-
dice. On immigration issues, “subtles” adopted a middling,
nonprejudicial stance between bigots and equalitarians and
required justification for restricting immigrants’ rights. The
“subtles” category, of course, is the analogue to symbolic,
modern, and aversive racism in that these people strive to
appear nonprejudiced and are assumed to express their biases
against immigrants in ways that do not violate current norms
against blatant prejudice.

Automatic and Controlled Processing

The Dissociation Model

As noted earlier in discussing ambivalence approaches to
prejudice, some prejudice researchers (e.g., Crosby et al.,
1980; Dovidio & Gaertner, 1986) have suggested that most
White Americans are prejudiced toward Black people and
that subtle behaviors that individuals can less readily monitor
and censor (e.g., helping, nonverbal behavior, reaction times
to briefly presented stimuli) are better gauges of White
Americans’ true racial attitudes. In an influential contribution
to the prejudice literature, Devine (1989) strongly challenged
and countered this view. She claimed that it implied that

prejudiced beliefs and attitudes were unamenable to change,
as well as that prejudice is an inevitable, unavoidable product
of normal cognitive processes.

As an alternative, Devine (1989) proposed a dissociation
model that emphasizes the importance of distinguishing
between automatic versus controlled cognitive processing
and the differentiation of stereotype activation versus per-
sonal beliefs. The automatic versus controlled processing dis-
tinction emerged in cognitive psychology during the 1970s
and subsequently has become an increasingly important con-
struct in social and personality psychology (see Bargh, 1989).
Automatic processing refers to unintentional, nonconscious
cognitive processing that occurs without effort or intention
and is unlimited by cognitive capacity. By contrast, con-
trolled cognitive processing refers to intentional, effortful,
and goal-directed processing of information that is assumed
to be under the person’s awareness and control but subject to
limitation by cognitive capacity (e.g., attentional limits). Ap-
plying this distinction to the relationship between stereotyp-
ing and prejudice, Devine (1989) suggested that stereotype
activation was an automatic process that did not require in-
tention, attention, or cognitive capacity on the part of a per-
ceiver. Instead, whenever an appropriate cue is present, such
as the appearance of a Black person or a symbolic represen-
tation of one, a White U.S. perceiver’s stereotype of Black
people should be activated automatically.

Devine (1989) proposed that common socialization expe-
riences in late-20th-century America have led White people
in the U.S. to become equally knowledgeable about the
prevalent and generally negative stereotype of Black people,
regardless of their personal levels of prejudice. As a conse-
quence of this common knowledge, her dissociation model
predicted that automatic activation of the stereotype would
be equally strong and unavoidable for White U.S. perceivers,
regardless of the extent of their personal prejudice toward
Blacks.

Prejudiced and nonprejudiced White persons, however,
were expected in the dissociation model to differ in their per-
sonal beliefs concerning Black people, and this difference in
personal beliefs regarding Blacks should be manifested on
cognitive tasks involving deliberate, controlled cognitive
processing. Specifically, on such a task, nonprejudiced White
persons should inhibit and override their negative cultural
stereotype of Blacks because it conflicts with their egalitarian
values and their personal beliefs and to replace the pejorative,
Black stereotype with more positive perceptions and attribu-
tions of Black persons. On this latter point, Devine’s (1989)
analysis of nonprejudiced perceivers agrees with aversive
racism and modern-symbolic racism theories in positing a
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conflict between core American values, on one hand, and a
desire to avoid appearing prejudiced, on the other.

For prejudiced White persons, on the other hand, the cul-
tural stereotype of Blacks and their personal beliefs about
them are congruent with one another. Because they do not
conflict, there would be little need for them to censor their
negative personal beliefs concerning Black people. Thus, ac-
cording to the dissociation model, White persons varying in
prejudice toward Black people should differ on cognitive
tasks involving controlled processing but not on tasks involv-
ing automatic processing.

Devine (1989) supported her dissociation model with
three studies, in which the MRS served as the measure used
to define high versus low levels of prejudice in White par-
ticipants. One study demonstrated that on an open-ended
measure, both high- and low-prejudice White participants
listed very similar characteristics, and predominantly nega-
tive ones, when asked to describe the cultural stereotype of
Black people—an effect since replicated by other investiga-
tors in the United States and the United Kingdom (e.g.,
Lepore & Brown, 1997). Another study deployed a con-
trolled processing task by giving participants ample time to
list alternative labels for “Black Americans” and then asking
them to list all of their thoughts in response to this label.
Thoughts on this listing task were categorized by judges as
being positive beliefs, negative beliefs, or traits. Highly prej-
udiced White participants listed negative traits most often,
while less prejudiced ones were more likely to list thoughts
reflecting positive beliefs—uncontroverisal and unsurprising
results.

In what has since become a more controversial study,
however, Devine (1989) also compared reactions of White
persons varying in prejudice on an automatic processing task
in which participants were subliminally presented with word
primes parafoveally (i.e., outside the central visual field)
while performing a perceptual vigilance task. Word primes
were related to the Black stereotype either 20% or 80% of the
time and included reference both to the category Blacks and
to stereotypic traits for Black Americans (e.g., lazy, poor, op-
pressed, etc.). Following this automatic processing task in
which participants had been primed to varying extent with
racially relevant stimuli, they read an ambiguous story about
a male person of unspecified race performing various as-
sertive behaviors and then rendered their impressions of him.
As predicted by the dissociation model, impressions of the
stimulus person were affected by the automatic processing
task in that attributions of hostility were more likely when
primes from the preceding automatic processing task had
been proportionally more stereotypically oriented (i.e., in the

80% condition instead of the 20% one), with no difference as
a function of the participants’ level of prejudice.

From the preceding research, Devine (1989) concluded
that controlled processing rather than automatic processing
differentiates the highly prejudiced from their less prejudiced
White counterparts. Moreover, White people with egalitarian
ideals employ controlled processing to try to behave and
think in an unprejudiced manner toward Black people. Both
high- and low-prejudiced White Americans have the same
stereotypic knowledge of Black people and are presumably
both susceptible to having this stereotypic knowledge that is
presumably elicited automatically beneath their awareness.
However, stereotypic and prejudicial responses can be over-
ridden by intentional and flexible controlled processing.

Deciding to be unprejudiced is, according to the dissocia-
tion model, a conscious, intentional act of controlled process-
ing. Inhibiting and overriding stereotypic and prejudicial
responses elicited by automatic activation processes and re-
placing them with more appropriate and positive beliefs to-
ward Blacks and other minorities held by individuals seeking
to be unprejudiced is akin, Devine has argued, to their “break-
ing a bad habit.” That is, the White person trying to be un-
prejudiced toward Black people must consciously and
deliberately decide to forego prejudicial beliefs and actions
(the bad, old habit) and to replace them with new attitudes and
behaviors consistent with an egalitarian outlook (the new,
good habit). In essence, Devine’s (1989) dissociation model
suggests that for those seeking to be (or actually being) un-
prejudiced, automatic and controlled processes must become
dissociated from one another, with the good habit of tolerance
strengthened at the expense of the bad habit of prejudice.

Monteith (1993; Monteith, Devine, & Zuwerink, 1993;
Monteith & Walters, 1998) and her colleagues (Devine &
Monteith, 1999; Devine, Monteith, Zuwerink, & Elliot,
1991) have explored in depth the self-regulatory processes by
which low-prejudice White Americans (i.e., those who score
low on prejudice measures, such as the MRS) inhibit preju-
diced responses and maintain egalitarian standards. First,
low-prejudice Whites do indeed have personal beliefs and
standards against expressing prejudice toward oppressed
groups, such as Black people and homosexuals, but many of
the former also acknowledge responding from time to time in
ways that are more prejudiced than their personal beliefs
would warrant. Second, when they do find themselves
exhibiting a biased response toward an oppressed group
member (i.e., what Monteith and her colleagues term a
prejudice-related discrepancy), low-prejudice White
Americans experience emotional responses in the form of
guilt and negative, self-directed affect as well as increased
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self-focus and self-attention, and they subsequently monitor
their behavior more carefully to ensure that it conforms more
closely to their personal beliefs.

Critique of the Dissociation Model

The dissociation model’s contention that prejudiced and un-
prejudiced perceivers would be equally responsive to priming
by an automatic processing task has, however, been recently
criticized and questioned by several investigators. Lepore and
Brown (1997), for example, criticized Devine’s (1989) auto-
matic processing study for including both categorical cues
referring to Blacks as a social group and stereotypic traits of
Black people among the subliminal primes. As an alternative
to the dissociation model, Lepore and Brown argued that the
link between the category and the stereotypic features relating
to Blacks differentiates White perceivers varying in preju-
dice, with the link being much stronger and more chronically
accessible for highly prejudiced White persons than for less
prejudiced ones. If only categorical cues referring to Blacks
as a group comprise the subliminal primes on an automatic
processing task, one should observe highly prejudiced White
persons subsequently forming more negative impressions
than less prejudiced ones—a result that Lepore and Brown
(1997, Study 2), in fact, have obtained.

By contrast, subliminal cues that include stereotypic at-
tributes along with the categorical label also prime the stereo-
typic knowledge of both high- and low-prejudice White
perceivers, which has been shown to be highly similar. Thus,
subliminal cues containing both category references and
stereotypic attributes on an automatic processing task would
not be expected to reveal differences between White persons
varying in prejudice, a prediction that Lepore and Brown
(1997, Study 3) also supported in a conceptual replication of
Devine’s (1989) automatic processing study. Null hypothesis
predictions have been rife on the issue of automatic process-
ing effects on impression formation as a function of the
White participants’ prejudice toward Blacks. Predicting
the null hypothesis, however, is problematic because tests of
such hypotheses often lack sufficient statistical power (see
Cohen, 1992).

Kawakami, Dion, and Dovidio (1998) further reinforced
Lepore and Brown’s conceptual analysis in two ways. They
found that high-prejudice White persons were more respon-
sive to primes on a single task where automatic and con-
trolled processing could both be experimentally manipulated
by varying stimulus onset asynchrony (i.e., the difference in
time between presentation of the prime and a subsequent, to-
be-responded-to stimulus). Second, individual differences in
stereotype attribution as assessed by a separate measure

correlated with stereotypic activation on the experimental
task when it allowed automatic processing.

With regard to Devine’s automatic processing findings,
Fazio, Jackson, Dunton, and Williams (1995) have suggested
that the MRS has become a reactive and insensitive measure
of racial prejudice. Consistent with this point, they showed
that the levels of modern racism in White American partici-
pants failed to moderate priming effects on a procedure
(described later) that was designed to elicit automatic activa-
tion of racial attitudes.

Taken together, the preceding critiques of the dissociation
model have important implications for prejudice and its re-
duction. According to Lepore and Brown’s (1997) alternative
perspective, low-prejudice White persons have never estab-
lished the bad habit of prejudice toward Black people in the
first place or established it much less firmly than their highly
prejudiced White counterparts. For low-prejudice White per-
sons, the link between the social category, Blacks, and the
culturally stereotypic information about them is already weak
and tenuous. Rather than unlearning a bad habit, those inter-
ested in reducing prejudice in White people presumably need
to focus on the highly prejudiced Whites and on weakening
the associative strength of the links between the category of
Blacks as a social group and negative stereotypic information
and content about them.

Automatic Activation as Prejudice Measures

Automatic activation techniques are a means of unobtrusively
measuring racial and other intergroup attitudes and an alterna-
tive to traditional attitude scales, which are often compromised
by social desirability and transparency regarding the goal of
assessing prejudice. Even the MRS has recently been shown to
be sensitive to social desirability, yielding lower scores from
White participants when administered by a Black experi-
menter than by a White one (Fazio et al., 1995, Study 3). From
their findings in several studies, Fazio et al. (1995) have styled
the MRS as a measure of White Americans’ “willingness to
express” negative feelings or opinions about Blacks, one that
also confounds racism with political conservatism. Other re-
searchers have noted that correlations between old-fashioned
and modern and symbolic racism are higher than would be
expected if these were truly two separate constructs rather than
different aspects of a single construct (see Dovidio et al., 1997;
Swim et al., 1995).

As an alternative, Fazio et al. (1995) proposed a priming
paradigm using automatic activation of attitudes from mem-
ory as an unobtrusive measure of racial attitudes that is
demonstrably superior to the MRS. The priming procedure
consists of multiple trials on a computer in which the prime
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consists of a symbolic representation of the attitude object,
such as digitized photos of stimulus persons from one or
more racial groups. Immediately following the prime, a target
in the form of a positive or negative evaluative adjective is
displayed, and the participant is required to indicate its con-
notation as either good or bad by pressing different computer
keys. When the prime and target are evaluatively congruent
for the participant, responding should be facilitated as mani-
fested in a faster, more efficient reaction time. By contrast,
when prime and target are evaluatively incongruent with one
another from the viewpoint of the participant, responding
should be slowed, as reflected by a longer reaction time.

Using this priming procedure, Fazio et al. (1995) showed
in several studies that White U.S. university students showed
greater facilitation when negative adjectives were preceded by
photos of Black people. By contrast, a small sample of Black
participants showed response facilitation on the priming task
when photos of Blacks preceded positive adjectives and when
White photos were preceded by negative adjectives. More-
over, scores on this unobtrusive measure of racial attitudes had
predictive validity for a Black experimenter’s ratings of the
participant’s friendliness and interest when interacting with
her, to which MRS scores were unrelated.

Along similar lines, Greenwald, McGhee, and Schwartz
(1998) suggested the Implicit Association Test (IAT) as a
related procedure for assessing implicit attitudes, defined as
behaviors, feelings, or thoughts elicited outside the partici-
pant’s awareness by automatically activated evaluation
procedures (see Greenwald & Banaji, 1995). The IAT con-
sists of a series of five discrimination tasks, conducted on
computer, in which the participants differentiate between two
categories of stimuli by responding as quickly as possible on
different computer keys.

If one were assessing White attitudes toward Black people
with the IAT, the first task would be an initial target-concept
discrimination in which they might be asked to differentiate
between White and Black American first names by pressing
different keys on the computer. The second task is an associ-
ated attribute discrimination in which the participant differ-
entiates pleasant from unpleasant words. The third step is the
initial combined task in which the two prior tasks are now su-
perimposed or mapped onto one another, such as using one
key for individual stimuli that are either White or pleasant
and another key for stimuli that are either Black or unpleas-
ant. In the fourth step, the response keys from the first
task are reversed. The fifth and final step, the reverse com-
bined task, reverses the response key contingencies from the
third step (e.g., one key for stimuli that are either White or
unpleasant or either Black or pleasant. The difference in
speed of responding to the two combined tasks on the IAT

provides the measure of implicit attitudes. Following the ear-
lier example, a latency shorter for the first combined task than
for the reverse combined task would suggest a less positive or
more negative implicit attitude toward Blacks by a White
participant.

Using the IAT, Greenwald and Banaji (1998) found evi-
dence that it may reveal the existence of prejudice that is not
evident on paper-and-pencil attitude measures such as the
semantic differential scale. Whereas a majority of a sample of
White American participants in one study indicated no
Black-White difference or even a pro-Black preference on
paper-and-pencil ratings, all but one had IAT scores indicat-
ing a White preference, presumably a nonconscious one.
Greenwald and his colleagues have also found modest posi-
tive correlations between IAT scores and some “explicit” at-
titude measures such as the feeling thermometer (in which
social groups are rated on a 100-point thermometer scale) and
a diversity index but not others, especially semantic differen-
tial scales. IAT scores, they suggested, do not merely reflect
greater familiarity with one’s in-group (e.g., naming prac-
tices, facial stimuli) compared to an out-group. The IAT pro-
cedure, they also proposed, yields stronger effect sizes and is
therefore more sensitive than the priming procedure devised
by Fazio et al. (1995) and by other investigators.

One would not necessarily expect implicit and explicit
measures of racial attitudes to correlate highly with one
another. Demonstrating this point, Dovidio, Kawakami,
Johnson, Johnson, and Howard (1997) showed that the predic-
tive validity of implicit (i.e., elicited by automatic processing
techniques, such as priming or the IAT) and explicit measures
of racial attitudes (i.e., elicited by self-report measures such as
scales of modern and old-fashioned racism) of White partici-
pants toward Black people diverges in a predictable manner.
Specifically, implicit prejudice measures predicted sponta-
neous cognitions and behaviors that are not easily monitored
but reflect automatic processing, such as performance on a
word-completion task in which answers may be racially tinged
or nonverbal behavior such as eye blinking or direct gaze
when interacting with a Black person. By contrast, explicit
prejudice measures possessed predictive validity for delibera-
tive thoughts and actions that reflect controlled processing,
such as judgments of a Black defendant’s guilt in a juridic
decision-making task and evaluations.

Fazio et al. (1995) had previously obtained a similar pat-
tern of findings. Their unobtrusive priming measure of preju-
dice in Whites had predictive validity for rated quality of
interaction with a Black experimenter, whereas explicit mea-
sures predicted deliberative acts such as attractiveness ratings
of photos and evaluations of the fairness of the Rodney King
verdict (in which White police officers in Los Angeles were
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exonerated from charges of using excessive force with a
Black defendant). Both explicit and implicit measures pre-
dicted attributions of responsibility for the causes of rioting
following the Rodney King verdict. Thus, implicit attitude
measures add an important, new, and separate dimension to
the conceptual and methodological toolbox that psycholo-
gists have to assess prejudice.

To summarize, both automatic and controlled cognitive
processing play an important role in the social psychology of
bigotry. Racial stimuli presented below or just above the
threshold of awareness operate as primes that influence
thinking and behavior by White persons toward members of
a stereotyped group such as Blacks. If the racial prime
includes only reference to the social category, automatic acti-
vation will activate stronger stereotypes among the more
highly prejudiced Whites than among the less prejudiced. If
the racial prime includes both categorical reference as well as
stereotypic trait information, differences on dependent mea-
sures (e.g., impression formation) between participants dif-
fering in levels of prejudice by Whites will usually no longer
be apparent.

An important development for automatic processing tech-
niques has been their utilization for assessing prejudice,
avoiding problems with standard attitude measures of preju-
dice such as social desirability, and deliberately masking
one’s negative feelings toward specific groups. These tech-
niques, such as the priming methodology as well as the IAT,
will undoubtedly be increasingly utilized to assess individu-
als’ nonconscious prejudices, with the resulting measures
being especially helpful in predicting behaviors and cogni-
tions toward out-group members that an individual cannot
easily monitor and censor.

Integrative Approaches

The rubric of integrative approaches includes perspectives on
prejudice that include the insights of multiple theoretical
viewpoints concerning the psychology of bigotry that their
advocates have organized into a single, coherent, explanatory
framework. By incorporating multiple perspectives, each in-
tegrative approach becomes a broad, comprehensive expla-
nation of prejudice. Social dominance theory, integrated
threat theory, and a multicomponent approach to intergroup
attitudes exemplify integrative approaches to prejudice.

Social Dominance Theory

Social dominance theory (SDT) assumes that societies are
structured as group-based social hierarchies, with one or a
small number of dominant or hegemonic groups at the top

of the social structure and at least one subordinate group
below them (Sidanius, Levin, Rabinowitz, & Federico, 1999;
Sidanius & Pratto, 1999). In general, dominant group mem-
bers disproportionately enjoy society’s goods and benefits
(i.e., wealth, status, and power), whereas subordinate group
members suffer a disproportionate share of society’s mis-
eries and inequities (i.e., poverty, low prestige, and relative
powerlessness).

In group-based social hierarchies, individual’s stations in
life are determined largely by their membership in socially
constructed groups defined by race, gender, age, religion, so-
cial class, and so on. Group-based hierarchies are assumed
to be highly stable, often reflecting consensus as to which
groups are dominant and subordinate, respectively. For ex-
ample, perceived social standing of U.S. ethnic groups in
1964 and later in 1989 correlated almost perfectly across
the quarter century (Sidanius & Pratto, 1999). SDT defines
three types of social stratification systems: an age system
where adults and older individuals command more resources
and power than the younger, a gender system in which men
possess greater status and power than women, and an arbi-
trary set system in which socially constructed, arbitrarily de-
fined categories (e.g., races, occupations, social classes,
nationalities) enjoy disproportionately more status and power
over other socially constructed categories. SDT concentrates
especially on gender and arbitrary set systems of group-based
hierarchy.

Whereas age and gender systems of group hierarchy are
assumed by SDT to be universal across human societies,
arbitrary set hierarchies differ in several regards. First, they
display more definitional fluidity across time period and
countries. Sidanius and Pratto (1999), the principal architects
of SDT, claimed that arbitrary set hierarchies emerge only in
societies that produce an economic surplus. Arbitrary set
hierarchies tend to be dynastic with social status passing on
to one’s children. Finally, arbitrary set hierarchies are pre-
sumably maintained more by terror, violence, and brutality
than by age- and gender-based hierarchies.

Three basic assumptions of SDT are as follows: (a) Most
intergroup conflict and oppression reflect a predisposition
toward forming group-based social hierarchy; (b) social
systems are prone to hierarchy-enhancing (HE) forces
pushing toward greater inequality, and opposing effects of
hierarchy-attenuating (HA) forces toward greater equality;
and (c) conflict between HE and HA forces produces rela-
tively stable social systems.

From these assumptions SDT concerns itself with the
mechanisms that contribute to group-based social hierarchy
and with how hierarchies affect these mechanisms. Behav-
ioral asymmetry is one mechanism. The notion of behavioral
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asymmetry is that the behavioral repertoires of dominant and
subordinate group members differ and that these differences
contribute to the hierarchical relationships among these
groups. Four types of behavioral asymmetries are asymmetri-
cal in-group bias, systematic out-group favoritism or defer-
ence, self-debilitating behavior, and ideological asymmetry.

Regarding in-group bias (i.e., favoring one’s own group
over other groups), dominants show more than do subordi-
nates. This asymmetrical in-group bias reinforces the hege-
monic group’s dominance over the subordinate group. By
contrast, deference, or out-group favoritism, is more apt to be
shown by members of the subordinate group, again reinforc-
ing the dominant group’s hegemony. Self-debilitation occurs
when subordinate group members engage in more self-
defeating and self-destructive behavior, such as criminal ac-
tivity or drugs, than do dominant group members. Ideological
asymmetry refers to the idea the antiegalitarian values lead
one to endorse policies and ideologies promoting group-
based inequality, such as support for the death penalty in the
United States, which dominant group members endorse more
strongly than do subordinate group members.

The degree of group-based social inequality is also influ-
enced by support for various legitimizing myths (LMs).
These are ideologies that provide moral or intellectual justifi-
cations for group-based social hierarchies within all three hi-
erarchical systems (age, gender, or arbitrary set). SDT defines
two types of LMs based on whether they facilitate social in-
equality and are HE or facilitate social equality and are HA.
Racism, sexism, and ageism exemplify HE-LMs, while fem-
inism, socialism, and universalism are HA-LM examples.

The psychological aspect of SDT is the construct of social
dominance orientation (SDO) as assessed by an eponymous
scale. SDO is a personality dimension defined as an attitude
toward intergroup relations reflecting antiegalitarianism and
intolerance, at one end, to support for group-based hierarchy
and the domination of inferior groups by superior groups, at
the opposite end. A high score on the SDO scale reflects a
willingness to accept inequalities between and among groups
in society. Items in the SDO scale refer to groups in the ab-
stract and thus tap the respondent’s acceptance of intergroup
inequalities for whatever group distinctions are salient to the
respondent in a given sociopolitical or national context.

SDO scale scores have been shown to relate to many po-
litical attitudes (e.g., political conservatism, nationalism,
patriotism), legitimizing ideologies (e.g., racism, sexism, be-
lief in fate), social attributions (e.g., internal vs. external at-
tributions for the fate of the poor), HE/HA career choices
(e.g., police officers vs. teachers), and group evaluations (see
Sidanius et al., 1999; Sidanius & Pratto, 1999). In Saucier’s
(2000, p. 378) study of the structure of social attitudes, SDO

loaded with Machiavellianism on a dimension defined as
“favoring whatever is immediately beneficial to me and
mine, disregarding wider concerns of fairness or morality,”
which was separate from the factor on which authoritarian-
ism loaded on.

Focusing on prejudice specifically, Whitley (1999) has
shown that (a) SDO predicted most forms of prejudice toward
Black Americans and homosexuals in a sample of White, het-
erosexual U.S. university students and (b) SDO also mediated
gender differences in those prejudices in that sample. Accord-
ing to Sidanius, Pratto, and their colleagues, SDO also shows
discriminant validity in being relatively independent of other
constructs such as conservatism, interpersonal dominance,
and right-wing authoritarianism, although Altemeyer (1996)
reported a moderate, positive correlation between RWA and
SDO. Consistent with the notion that attitudes toward group
hierarchy reflected in the SDO scale are culturally universal,
Pratto et al. (2000) showed that with proper translation and
back translation, SDO can be reliably measured cross-
culturally, and its scores related in theoretically predicted
ways to sexism, prejudice toward oppressed groups by major-
ity group members, and related attitudes (e.g., support for the
military) for samples of respondents in several countries out-
side NorthAmerica, including Israel, Taiwan, and the People’s
Republic of China (Shanghai), as well as Canada.

Advocates of SDT have suggested that the SDO construct
can account for the relationships between conservatism and
racism and between conservatism and antimiscegenation (i.e.,
a disdain for interracial marriages) in terms of their mutual de-
pendence on SDO (see Sidanius & Pratto, 1999). Advocates
of SDT also believe that individual differences in SDO are de-
termined by four factors: group status, gender, socialization,
and temperament. First, the greater the social status of one’s
in-group in a given society, the higher is one’s level of SDO.
In the United States, for example, White Americans outscore
Black Americans in SDO. In Israel, Ashkenazi (European an-
cestry) Jews have higher SDOs than Sephardic (North-
African or Middle Eastern ancestry) Jews. Second, the single
most reliable finding of SDT research is that with a few ex-
ceptions in cultures outside North America (see Pratto et al.,
2000), males outscore females on SDO. Socialization experi-
ences, such as education, are also assumed to affect SDO, with
higher educational levels relating inversely to SDO. Finally,
higher SDO scores correlate with lower empathy levels and
greater aggressivity—temperamental features that are pre-
sumably heritable and that promote out-group prejudice.

Advocates of SDT view it as a theoretical perspective
linking the individual and the social structure together in the
explanation of prejudice, and one that provides a comprehen-
sive explanation for the oppression of subordinate groups by
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dominant ones in human societies around the world. As such,
its advocates claim that SDT complements and integrates the-
ories of prejudice focusing on the individual, such as the
right-wing authoritarianism theory (see Altemeyer, 1996;
Whitley, 1999), and those focusing on the role of social struc-
ture and elites, such as Marxism, as well as providing a
theoretical bridge between these micro and macro levels of
analysis.

Proponents of SDT have also noted some differences be-
tween their perspective and other theories of prejudice and
racism. Sidanius et al. (1999) suggested that symbolic racism
is limited to focusing on racism toward Black Americans in
one historical and cultural context (viz., the United States
in the late 20th century), whereas SDT claims a much wider
historical and cross-cultural focus as well as a broader sweep
regarding oppressed groups around the world to which it pre-
sumably applies. In fact, however, some evidence suggests
that U.S.-derived measures of prejudice, especially blatant
and subtle prejudice, work as well in Europe as they do in the
United States (Pettigrew et al., 1998). Similarly, while sym-
bolic and modern racism theories focus on values such as in-
dividualism and the Protestant ethic, SDT instead emphasizes
antiegalitarianism as crucial to prejudice.

Its proponents also suggest that SDT complements inter-
group theories, such as social identity theory (SIT), by taking
into account the attitudes and behaviors of subordinate group
members as well as those from the dominant group, focusing
on out-group derogation as well as in-group favoritism, and
differentiating status and power in intergroup relations. In-
deed, researchers have profitably used both SDT and SIT (e.g.,
Levin & Sidanius, 1999; Levin, Sidanius, Rabinowitz, &
Federico, 1998) to yield insights into intergroup processes,
such as the relationship between in-group identification and
SDO in high-status versus low-status groups in a society.
Clearly, SDT is presently one of the most prominent and
promising contemporary theories of prejudice, and the SDO
measure is apt to become a scale of choice among those who
wish to use an explicit prejudice measure instead of, or along
with, implicit prejudice measures.

Integrated Threat Theory

Without claiming to incorporate all possible causes of preju-
dice, Walter Stephan, Cookie Stephan, and their colleagues
have nevertheless proposed that threat is certainly one major
class of its causes and arguably its principal one. Their inte-
grated threat theory (ITT) identifies and combines four major
types of threat that they and other investigators have previ-
ously documented as relevant to understanding and pre-
dicting prejudice: (a) realistic threats, (b) symbolic threats,

(c) intergroup anxiety, and (d) stereotyping (e.g., Stephan &
Stephan, 1996; Stephan, Ybarra, & Bachman, 1999). Al-
though other theories and investigators have emphasized one
or another of these threats, the Stephans and their associates
provide a distinctive twist or interpretation of each threat in
the overall context of ITT.

Realistic threats include any perceived threats from an-
other group to the welfare, well-being, or survival of one’s in-
group and its members. Symbolic threats are perceived group
differences in beliefs, values, or norms that may threaten the
in-group’s way of life. Unlike symbolic racism, ITT’s sym-
bolic threats apply to a wider array of groups, both dominant
and subordinate, and to value differences in general, rather
than those typifying only U.S. society, such as the Protestant
ethic. The intergroup anxiety construct derives from prior
research by Stephan and Stephan (1985), referring to the neg-
ative emotions occurring when one interacts with members of
another group, especially an antagonistic or competitive out-
group. Beliefs about the characteristics of groups and the traits
of group members (i.e., stereotypes) constitute yet another
threat by creating expectancies about the type of interactions
that can be anticipated with out-group members, with negative
expectancies reflecting prejudice. Finally, in addition to the
four types of threat, ITT also assumes that the history and na-
ture of prior contact between groups (e.g., negative, positive,
or mixed) and the status of groups relative to one another also
needs to be taken into account for predicting prejudice.

Immigrants are assumed by ITT to elicit all four types of
threat in members of immigrant-receiving societies, such
as the United States, Spain, and Israel. For that reason, atti-
tudes toward immigrant groups have figured prominently as a
criterion of particular interest in ITT research. Using samples
of university students at several locales throughout the United
States, Stephan, Ybarra, and Bachman (1999) showed that all
four threats were relevant for predicting prejudice toward
Cubans (in Miami), Mexicans (in New Mexico), and Asians
(in Hawaii), accounting for 50% or more of the variance in at-
titudes toward each of these different immigrant groups.
Stephan, Ybarra, Martinez, Schwarzwald, and Tur-Kaspa
(1998) likewise showed that each of the four threats was a
reliable predictor of attitudes held by Spanish university stu-
dents toward Moroccan immigrants and by Israeli students
toward Ethiopian and Russian immigrants to Israel.

Structural equation modeling (SEM) analyses by Stephan
et al. (1998) indicated that the four threats comprised a single,
unitary dimension of threat. Schwarzwald and Tur-Kaspa
(1997) showed that realistic, symbolic, and interpersonal
threats were significant predictors of Israeli university stu-
dents’ attitudes toward Ethiopian and Russian immigrants,
whereas individual differences in SDO predicted prejudice
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toward Ethiopian immigrants only. By exploring women’s
attitudes toward men, Stephan, Stephan, Demitrakis, Yamada,
and Clason (2000) showed that ITT is useful for target groups
other than immigrants and for attitudes of members of subor-
dinate or oppressed groups as well as dominant ones. Stephan
et al. found that for women, symbolic threat, intergroup anxi-
ety, and negative contact were predictors of negative attitudes
toward men; however, contrary to prediction, realistic threats
failed to emerge as a reliable predictor.

Because the preceding research on ITT is correlational in
nature, it does not and cannot conclusively document that the
causal sequence goes only from perceived threat to prejudice
and not the other way or in both directions. However, Maio,
Esses, and Bell (1994) experimentally manipulated perceived
realistic and symbolic threats and found increased prejudice
toward immigrants, thus validating at least the proposed
causal sequence of threats heightening prejudice that lies at
the core of ITT, at least for that target group.

Assessment of different types of threat has potential utility
for those interested in improving intergroup relations. In stud-
ies in which attitudes toward more than one target group are
assessed from an ITT perspective, one may explore which tar-
get group may deserve more attention in ameliorative efforts
(for an example, see Schwarzwald & Tur-Kaspa, 1997). Simi-
larly, in the aforementioned studies of ITT, some but usually
not all types of threat emerged as significant predictors, sug-
gesting where change attempts might profitably focus. For ex-
ample, in attitudes of U.S. university students toward Mexican
immigrants, intergroup anxiety has emerged as the most reli-
able predictor (Stephan & Stephan, 1996; Ybarra & Stephan,
1994). ITT is, therefore, especially useful for those interested
in reducing as well as understanding prejudice (see the chap-
ter on reducing prejudice by Dovidio in this volume).

The Multicomponent Approach to Intergroup Attitudes

The multicomponent approach to intergroup attitudes
(MAIA), proposed by Esses, Haddock, and Zanna (1993; see
also Haddock et al., 1993; Zanna, 1994), is the final example
of an integrative theoretical approach to be considered. Al-
though MAIA was derived independently from ITT, the two
perspectives clearly resemble one another in their mutual em-
phases on symbolic beliefs and emotional reactions to out-
groups as important predictors of prejudice and also in a
shared interest in determining if and when stereotypes of
out-groups will relate to prejudice toward them.

MAIA presumes that an intergroup attitude, like the atti-
tude concept in general, has several components (viz., evalu-
ations, cognitions, and affect). An attitude toward a social
group is an overall evaluation, either positive or negative.

Esses and her colleagues use the feeling thermometer as
their preferred measure of an intergroup attitude as a global
evaluation. The goal of MAIA is to predict prejudice and
intergroup attitudes, relying mainly on cognitive and affec-
tive factors as the key predictors. Stereotypes and symbolic
beliefs constitute MAIA’s cognitive factors. Stereotypes are
beliefs about the characteristics of groups, both those shared
with other perceivers (i.e., a consensual stereotype) and those
unique to a given perceiver (a personal stereotype), with per-
sonal stereotypes assumed by MAIA researchers to be more
useful to predict prejudice than consensual stereotypes. Sym-
bolic beliefs are a person’s ideas as to how a social group hin-
ders or facilitates her or his core values and norms. In the
MAIA the affective component consists of the specific feel-
ings and emotions evoked by a social group (see also Esses,
Haddock, & Zanna, 1994). To assess personal stereotypes,
symbolic beliefs, and emotions toward one or more groups,
MAIA researchers typically employ open-ended measures in
which respondents first list their thoughts and feelings toward
a specified group and then go over their lists in order to rate
the valence of each entry and the percentage of the social
group believed to be characterized by it.

In their initial studies MAIA researchers explored attitudes
among English-Canadian university respondents in Ontario
toward several social groups: English-Canadians, French-
Canadians, Native Indians, Pakistanis, and homosexuals (see
Esses et al., 1993). The MAIA model successfully predicted
attitudes toward the out-groups. Attitudes toward Pakistanis
and homosexuals were best predicted by symbolic beliefs, a
component of intergroup attitudes believed to be impor-
tant for assessing prejudice toward disliked or unfavorable
groups. By contrast, out-groups more favorably regarded by
the English-Canadian respondents (viz., French-Canadians
and Native Indians) were best predicted by emotions.

Esses et al. (1993) also showed that RWA is an important
moderator of out-group attitudes and their subcomponents.
English-Canadian respondents scoring high on RWA had
consistently more negative attitudes toward all four out-
groups, especially the disfavored groups, and symbolic be-
liefs were their single best predictor of attitudes toward
different groups, including French-Canadians. By contrast,
emotions best predicted the more favorable out-group atti-
tudes of those scoring low on RWA.

These conclusions, particularly regarding homosexuals as
a target group, were further reinforced in two studies by
Haddock et al. (1993). Their first study confirmed the more
negative attitude of high RWA scorers toward homosexuals
and the importance of symbolic beliefs in predicting preju-
dice toward homosexuals. Their second study replicated and
extended these findings by showing that for those scoring
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high on RWA, past experience and perceived value dissimi-
larity were additional factors along with symbolic beliefs that
were useful in predicting their prejudicial attitude toward
homosexuals.

Because intergroup attitudes can be ambivalent rather
than uniformly positive or negative, Esses and her colleagues
extended their open-ended techniques to assess attitudinal
ambivalence toward various social groups. In one study,
Bell, Esses, and Maio (1996) assessed evaluations, stereo-
types, symbolic beliefs, and emotions that a sample of
English-Canadian university students in Ontario felt toward
Native People, French-Canadians, Canadians, and Oriental
immigrants. Respondents were more ambivalent toward
Native People than Canadians or Oriental immigrants, with
French-Canadians in between. Correlations between average
ambivalence scores and an overall summary evaluation of
each group showed that ambivalence was unrelated to atti-
tude toward Native Peoples but negatively related to attitudes
for the other groups, especially French-Canadians. Because
MAIA takes into account ambivalence in intergroup atti-
tudes, it could also qualify as an ambivalence approach to
prejudice.

Conclusion

As perhaps the ultimate form of an integrative approach to
the psychology of bigotry, one could ask what a general the-
ory of prejudice would look like. In reviewing the literature
on theories of racism and their own research on values and
prejudice, Biernat, Vescio, Theno, and Crandall (1996) out-
lined just such a general theory of prejudice. A general the-
ory, they suggested, should seek to predict or explain
prejudice by oppressors toward an array of potential target
groups, such as Blacks, homosexuals, ethnic groups, women,
and so on in the United States and in other countries. They
also generated a list of factors that promote prejudice. From
racism and belief congruence theories (as well as SDT, ITT,
and MAIA, it might be added), these prejudice-promoting
factors include negative affect toward Blacks (and other
groups), prototypic values such as antiegalitarianism, indi-
vidualism, and the Protestant ethic, the perception that mem-
bers of groups who are the target of prejudice violate
cherished beliefs and values, as well as normative and con-
textual cues that condone or permit prejudice and discrimina-
tion. Other contributing factors, they noted, would include
known correlates of prejudice, such as an authoritarian per-
sonality (especially RWA) and attributional styles in per-
ceivers that lead them to attribute negative outcomes
confronting oppressed people to internal, controllable causes
rather than external ones.

To their list of factors promoting prejudice should also be
added individual differences in aggressiveness and social
dominance orientation, realistic threats, and situational cues
that prime and stimulate negative out-group attitudes, both
subliminally and supraliminally. In addition, unconscious
processes of the types specified by the OTAP and automatic
processing approaches to prejudice would also need to be
taken into account. On the other hand, humanitarian and egal-
itarian values, internal motivation to avoid prejudice, and
empathy and sympathetic identification with the underdog
would help to counteract prejudice and its expression.

This outline for a general theory of prejudice summarizes
well the insights of psychology’s best theories for under-
standing prejudice at the dawn of the twenty-first century. It
highlights ambiguities that future research might try to re-
solve, such as whether egalitarian values promote or counter
prejudice or both, depending on yet other factors. Finally, it is
perhaps useful as a heuristic device for designing and execut-
ing studies of prejudice, with an eye to evaluating the relative
power of promotive and counteractive factors and assessing
their unique predictive power and interactions. Illustrating
just such an approach is the research by Biernat, Vescio,
Theno, and Crandall (1996), which (among other things) in-
cluded measures of core American values, prejudice scales,
supraliminal priming of values, and experimental variations
in value violation by attitude targets representing (in different
studies) variations in race, sexual orientation, and weight
status.

Having completed a review of prejudice from the perspec-
tive of the bigot, I now consider the psychology of prejudice
from the viewpoint of the victim or target.

THE PSYCHOLOGY OF THE VICTIM OF
PREJUDICE AND DISCRIMINATION

Psychologists have long been interested in the effects of dis-
crimination on members of oppressed groups. One early ap-
proach to exploring this question was to assess samples of
oppressed individuals on psychological measures as a means
of exploring the impact of oppression. Kardiner and Ovesey
(1951), for example, used psychoanalytic interviews and re-
sponses to projective tests such as the thematic apperception
test (TAT) and the Rorschach to assess the “mark of oppres-
sion” among Black Americans. Similarly, Karon (1975) com-
pared samples of White respondents and northern versus
southern Black respondents in the United States on a modi-
fied version of the Tomkins-Horn Picture Arrangement Test
(PAT), a projective test for assessing personality. Although
both studies showed evidence of the stigma of being Black in
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the United States, they did not link it clearly to experiences of
discrimination encountered by their respondents.

Attributional Ambiguity Perspectives

Beginning in the 1970s, research on the psychology of being
a victim of prejudice and discrimination changed in several
important ways (see Dion, Earn, & Yee, 1978). First, it shifted
toward an experimental approach in which discrimination
experiences were manipulated by investigators in the psycho-
logical laboratory by creating conditions in which partici-
pants from stigmatized groups either could or could not
attribute a negative outcome to prejudice on the part of others
(an attributional ambiguity paradigm) or were explicitly
given the odds that their failure was due to discrimination by
allegedly biased judges of their performance (the base rate
paradigm). Second, these experimentally oriented researchers
often adopted a viewpoint stressing the attributional ambigu-
ity of being a target of prejudice (see Crocker & Major, 1989;
Crocker, Major, & Steele, 1998; Dion, 1975, 1986; Dion &
Earn, 1975; Dion et al., 1978).

According to an attributional ambiguity perspective, in-
stances of encountering prejudice or discrimination are often
ambiguous. For example, Black Americans who encounter a
rejection from a White American confront an attributional
dilemma to explain the situation and must decide whether the
rejection is due to something about themselves (i.e., a personal
characteristic) or to something about the person rejecting them
(e.g., a prejudicial bias or a discriminatory reaction against
Blacks). Attributional ambiguity perspectives emphasize that
the type of attributions that a victim of prejudice or discrimi-
nation makes in such a situation (i.e., an internal attribution to
the self, an external attribution of perceived prejudice or dis-
crimination, or perhaps both) has a psychological impact on
the victim’s self-evaluations and affective reactions.

Attributions of Prejudice and Self-Esteem

Dion (1975) provided the first suggestive evidence for a link
between attributions of prejudice and self-esteem in an ex-
periment where university women competed against several
opponents in a laboratory setting, who they were led to be-
lieve were either all male or all female; and the women them-
selves were made to fail either mildly or severely. Following
experimentally induced failure, the women rated themselves
on positive and negative traits comprising the female stereo-
type and self-esteem traits and indicated to what extent their
opponents were biased and prejudiced against them. From
this latter measure, women were further categorized into
high- versus low-perceived prejudice groups, with perceived

prejudice taken as an additional independent variable along
with the experimental variables of alleged sex of the oppo-
nents and severity of failure (i.e., an internal analysis).

Unsurprisingly, the greater the failure, the lower was the
women’s subsequent self-esteem. However, perceived preju-
dice moderated this effect and apparently mitigated the im-
pact of severe failure in decreasing women’s self-esteem.
Specifically, women who experienced severe failure with
male opponents and perceived it as reflecting sexist prejudice
showed higher self-regard than did those who did not see
their putative male opponents as prejudiced. Dion (1975) in-
terpreted this finding as suggesting that perceived prejudice
or discrimination may not inevitably lower self-esteem in the
victim. Rather, under some circumstances the attribution of
prejudice may sustain self-esteem by enabling the minority
or subordinate group member to attribute a negative experi-
ence to prejudice by others toward an arbitrary trait (i.e., their
group membership) rather than to their own personal quali-
ties as an individual.

In an important theoretical statement and elaboration of
the attributional ambiguity perspective, Crocker and Major
(1989) reviewed the then-existing literature and outlined sev-
eral ways that members of stigmatized groups could protect
their self-concepts in the face of a negative experience. For
example, a stigmatized group member could interpret the
negative encounter as due to prejudice or discrimination to-
ward their group. Alternatively, they could protect them-
selves from invidious comparisons with privileged majority
group members by comparing their outcomes to their own in-
group rather than to the out-group and by focusing on those
dimensions on which their group exceeds the dominant out-
group. Major and Schmader (1998) have added psychological
disengagement to the list of ways in which stigmatized group
members may psychologically insulate and protect them-
selves from prejudice and discrimination. Miller and Kaiser
(2001a, 2001b) recently outlined the wide variety of re-
sponses that those who are discriminated against may employ
to protect themselves, drawing from the literature on coping
and stress as well as attachment theory for insights.

Crocker and Major (1993) qualified the conditions under
which attributing negative outcomes to prejudice could
buttress one’s self-esteem: namely, when the stigma was
perceived as legitimate, justifiable, or controllable and legit-
imizing beliefs supported the stigmatized group’s lower
status, or when other important beliefs were threatened by at-
tributions of prejudice. Crocker, Cornwell, and Major (1993)
supported this reasoning in a subsequent experiment in which
obese women were rejected by an attractive male confederate
as a potential date. Although the obese women attributed the
negative outcome to their weight, they did not attribute it to
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the male rater or to his prejudice. Crocker et al. interpreted
the lower self-esteem by obese women to the fact that obesity
is widely seen as a controllable stigma, which legitimizes
and justifies prejudice and bias toward the overweight. The
stigma of obesity, however, applies more to White than to
Black American women (Hebl & Heatherton, 1998).

Crocker, Major, and their colleagues have also conducted
experimental tests of the attributional ambiguity perspective
with groups that regard prejudice and discrimination to-
ward them as illegitimate. Crocker, Voelkl, Testa, and Major
(1991) focused on sex and race in separate experiments in
order to explore the potential buffering effects of perceived
prejudice on self-esteem. Their study with White U.S. uni-
versity women as participants succeeded in experimentally
varying their attributions to prejudice on the part of a sexist
man evaluating an essay of theirs negatively; however, the
trait measure of global self-esteem failed to yield reliable dif-
ferences as a function of perceived prejudice, though the
mood measure followed the prediction of a self-protective
function for attributions of prejudice.

Crocker et al. (1991) reported finding evidence for the
buffering effects of perceived prejudice on self-esteem with
Black American participants who had received either positive
or negative interpersonal feedback from a White evaluator.
These participants believed that the White evaluator either
could see them from another room and was thus aware of their
race or could not see them because of a drawn blind and hence
was unaware of their race. Black participants who thought
they could be seen by a White evaluator and had attributed the
evaluator’s feedback to prejudice showed less of a pretest-
posttest difference in self-esteem than when they thought that
the White evaluator could not see them. In other words, in the
condition where prejudice was attributed, Black participants
appeared to discount the negative feedback from a White
evaluator, with the consequence that their self-esteem was left
unchanged. They also discounted positive feedback when the
White evaluator could allegedly see them and showed de-
creased self-esteem in that condition.

The classic book Black Like Me, in which White author
James Griffin (1961) described his experiences posing as a
Black man in the U.S. South of the 1950s, had suggested a
similar process among Black Americans. Recalling an in-
stance of racial discrimination he had experience, he noted,
“The Negro’s only salvation . . . lies in his belief, the old
belief of his fore fathers, that these things are not directed
against him personally, but against his race, his pigmentation.
His mother or aunt or teacher long ago carefully prepared him,
explaining that ‘. . . they don’t do it to you because you’re
Johnny—they don’t even know you. They do it against your
Negro-ness’” (p. 48). In the United States, Black Americans

are considerably more likely to be targets of prejudice and
discrimination than are members of other minority or subordi-
nate groups. Perhaps as a consequence of this greater victim-
ization now and in the past, Black Americans have developed
through ethnic group socialization the strategy of discounting
negative (and perhaps positive) feedback from White majority
group members and attributing negative feedback to prejudice
as a means of coping and sustaining their self-esteem.

Some investigators (e.g., Branscombe & Ellemers, 1998;
Kobrynowicz & Branscombe, 1997), however, have ques-
tioned whether Crocker et al. (1991) actually succeeded in
demonstrating the buffering effects of attributing prejudice
on self-esteem with their Black participants. Branscombe
and Ellemers (1998) have instead suggested that in-group
identification is a necessary mediator between the attribu-
tion of prejudice for experiences of oppression and self-
esteem for Black American men and women as well as
other minority groups in the United States, such as Native
Americans and Hispanic-Americans. The greater the in-
group identification, the more likely that attributions of
prejudice for experiences of discrimination or oppression
will be associated with the maintenance and retention of
high self-esteem.

Protective Benefits for Majority Group Members

Of course, even members of dominant, hegemonic groups
can and sometimes do avail themselves of the self-protective
benefits of perceiving themselves and their group as being
discriminated against, but apparently without the same psy-
chological dilemma and tradeoff confronting members of
oppressed groups. Kobrynowicz and Branscombe (1997) ar-
gued that certain members of structurally privileged groups,
such as White American men whose self-esteem may be low
or otherwise vulnerable, may exaggerate estimates of per-
ceived discrimination against their group as a means of bol-
stering their self-esteem. Consistent with this perspective, a
sample of White men scoring low in self-esteem were espe-
cially prone to perceive themselves and their group as having
been discriminated against on the basis of gender. Likewise,
Branscombe (1998) showed that asking men to contemplate
their group’s disadvantage on the basis of gender led to
higher self-esteem, whereas thinking about their group’s ad-
vantages produced decreases on group-related well-being.
By contrast, women contemplating their group’s disadvan-
tages scored lower in reported self-esteem. Thus, the self-
protective effect of attributing one’s failure to discrimination
is apparently even more evident among dominant majority
group members and has positive benefits for both their self-
esteem and their sense of control.
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The Personal-Group Discrimination Discrepancy

Research originally conducted in the tradition of relative de-
privation theory has suggested that individuals in subordi-
nate and oppressed groups typically perceive more group
discrimination than personal discrimination. Specifically, in
testing models of egoistic relative deprivation (defined later),
Crosby (1982) observed that members of a sample of work-
ing women in Massachusetts believed that they, as individual
women, were personally less deprived and discriminated
against in terms of income and employment opportunities
than were women as a group. Crosby (1984) subsequently
attributed the tendency for women to perceive less personal
than group discrimination to a process of denial of their per-
sonal disadvantage.

This phenomenon has since been observed among ethnic
and racial groups in the United States, Canada, and elsewhere
and has been labeled the personal-group discrimination dis-
crepancy (PGDD; Taylor, Wright, Moghaddam, & Lalonde,
1990; Taylor, Wright, & Porter, 1994). Much like Crosby
(1982), Taylor et al. (1990) found that Haitian and East
Indian women in Montreal reported more group than per-
sonal discrimination across four sources of potential discrim-
ination (viz., race, culture, status as newcomers to Canada,
and sex). Dion and Kawakami (1996) likewise found a
PGDD across a variety of domains for six ethnic groups in
Toronto, three of them visible minorities and the other three
White or nonvisible minorities, although the PGDD was con-
sistently stronger among the visible minorities.

Explanations for the Personal-Group
Discrimination Discrepancy

One reason that people from oppressed groups may be reluc-
tant to claim that they have personally experienced prejudice
or discrimination is that there are social costs to attributing a
setback to discrimination. In two studies, Kaiser and Miller
(2001) showed that a Black person who attributed a failing
grade on a test to discrimination was perceived by Whites as
being a complainer and was evaluated less positively than
was a Black person attributing the failure to the low quality
of his answers on the test.

Perhaps the most comprehensive explanation of the
PGDD, at present, has been suggested by Postmes,
Branscombe, Spears, and Young (1999). Postmes and his
colleagues argued that the PGDD is not an intentional com-
parison between oneself and one’s group as regards experi-
enced discrimination. If the latter were the case, the
difference between separate ratings of perceived discrimina-
tion for self and for group (i.e., the standard way of assessing

the PGDD) should relate highly to a single direct comparison
for self (compared to others of one’s group, e.g., a gender
group) or in-group (compared to a comparison out-group,
e.g., the other gender group). In fact, standard PGDD scores
correlated only modestly with direct comparisons for self and
for group.

Instead, Postmes et al. (1999) proposed and showed that
ratings of personal discrimination and of group discrimina-
tion are based on two separate judgments: an interpersonal
judgment comparing self and other in-group members for
ratings of personal discrimination and an intergroup judg-
ment comparing one’s in-group to an out-group for ratings
of group discrimination. Consistent with this emphasis on
different types of judgment and comparison referents, they
also demonstrated that ratings of personal discrimination or
advantage reflect personal, self-serving motives; whereas
ratings of group discrimination or advantage are influenced
by social identity motives and in-group identification. Other
researchers’ analyses of the PGDD converge with Postmes
et al.’s conclusions (Dion & Kawakami, 1996; Kessler,
Mummendey, & Leisse, 2000; Quinn, Roese, Pennington, &
Olson, 1999).

Perceived Prejudice and Discrimination as Stressors

A Stress Model

A number of investigators have independently proposed that
perceiving oneself to be a target of prejudice or discrimina-
tion is a psychosocial stressor. For example, Dion, Dion, and
Pak (1992) contended that perceived prejudice or discrimina-
tion is a social stressor because it elicits cognitive appraisals
of threat such that its victims see themselves as being delib-
erate targets of negative behavior by one or more out-group
antagonists and impute stable, malevolent motives and inten-
tions to them. Moreover, prejudice and discrimination are
often unpredictable stressors, entailing greater adaptational
costs for the victim than a predictable or controllable stressor
(see Allison, 1998, for an excellent discussion of other stress
models).

If perceived prejudice and discrimination are indeed stres-
sors, they should produce in individuals various social-
psychological consequences known to result from stress,
such as negative affect, reported stress, psychological or psy-
chiatric symptoms, and lowered sense of well-being, as well
as heightened in-group identification (a frequent response to
external threat to one’s group). Dion et al.’s stress model of
perceived discrimination has now been amply supported by
both experimental and correlational studies. In an experiment
varying perceived prejudice in an attributional ambiguity
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paradigm, Dion and Earn (1975) found that when they made
attributions to prejudice for a severe failure, Jewish men
showed evidence of heightened in-group identification as
well as a stress response on mood measures: namely, feeling
more aggression, greater sadness, higher anxiety, and height-
ened self-consciousness. Similar, Crocker et al. (1993) found
that women, especially obese ones, reported more negative
moods when they received negative feedback from an attrac-
tive man as opposed to positive feedback.

Correlational studies concur strongly with experimental
studies in documenting a link between perceived discrimina-
tion and stress. Perceptions of discrimination in Black
Americans correlate with psychiatric symptoms. Landrine
and Klonoff (1996; Klonoff & Landrine, 1999) developed a
reliable 18-item measure of perceived racial discrimination
called the Schedule of Racist Events (SRE) and validated it in
two separate studies with samples of Black American com-
munity respondents. In the most recent study with more than
500 respondents sampled from middle- and lower-class sec-
tions of San Bernardino, California, they found that 96%
reported discrimination in the past year and 98% at some
time during their lives. For 95% of the respondents, these
discrimination experiences were labeled as stressful. Black
American men reported more experiences of discrimination
than did their female counterparts. In both studies, frequency
of discrimination experiences correlated positively with psy-
chiatric symptoms, accounting for about 10% of the variance.
In the 1996 study, the frequency of discrimination experi-
ences was also linked to cigarette smoking.

Other researchers have highlighted the cumulative and
chronic stressfulness of perceived discrimination among
Black Americans. Feagin (1991) emphasized that for Black
Americans, even those well ensconced in the middle class, the
cumulative effect of racist encounters over a lifetime becomes
potentially more potent than a simple sum of frequency count
of such experiences might suggest. Branscombe, Schmitt, and
Harvey (1999) showed the negative effects upon well-being
of chronic perceptions of discrimination in Black American
respondents. Branscombe and her colleagues emphasized that
chronic perceptions of discrimination and stable attributions
of pervasive prejudice have quite different effects on self-
esteem and well-being than do attributions to prejudice for a
single event, such as is typically explored in laboratory stud-
ies of perceived prejudice or discrimination.

A Biopsychosocial Model

Clark, Anderson, Clark, and Williams (1999) proposed a
biopsychosocial model of racism as a stressor for Black
Americans. Its underlying assumption is that perceived

racism leads to heightened psychological and physiological
stress responses from Black Americans. In this model, con-
stitutional, sociodemographic, psychological, and behavioral
factors are proposed to moderate the relationship between an
environmental stimulus and its perception as being racist.
Perceptions of racism are then linked to coping responses,
psychological and physiological stress responses, and health
outcomes.

The links between perceived racism and health outcomes
among Black Americans are perhaps the most intriguing and
important aspect of Clark et al.’s (1999) model. The authors
suggested that racism and its perception (or denial) relate
to cardiovascular, neuroendocrine, and immune system re-
sponses by Black Americans. Hypertension among Black
Americans may well be associated, albeit in complex ways,
with experiences of racism and methods of coping with them.
For example, Krieger (1990) found that Black American
women who indicated that they passively accepted racist ex-
periences were over four times more likely to report hyper-
tension than were those indicating a more active response to
unfair treatment. Moreover, those Black American women
reporting no instances of unfair treatment were more than 21�2

times more likely to report hypertension than were those re-
porting one or more experiences of racism. If one assumes
that Black women reporting no instances were denying or in-
ternalizing racist experiences, this finding and other studies
(Krieger & Sidney, 1996) suggest that as a coping mecha-
nism, denial may have unfortunate health correlates or conse-
quences for Black Americans. The specific links between
perceptions and experiences of racism and hypertension in
Black Americans of both sexes, however, remain to be firmly
established and better understood.

Like racism, sexism also has pernicious consequences
for individuals experiencing and perceiving it. Landrine,
Klonoff, Gibbs, Manning, and Lund (1995) correlated life-
time and recent experiences of sexist events from their
Schedule of Sexist Events (SSE) with scores from anxiety
and depression scales, the Hopkins Symptom Checklist
(HSC), and a measure of premenstrual tension syndrome
(PMTS). Hierarchical regression analyses were performed in
which generic stress measures for life events and hassles
were entered at the first step, followed by lifetime and recent
SSE scores in the second step. SSE scores accounted for ad-
ditional variance beyond the generic stress indexes. Sexist
discrimination emerged as an especially important and better
predictor than generic stress for symptoms from the PMTS
and HSC measures including premenstrual, somatization,
obsessive-compulsive, depressive, and total psychiatric
symptoms. Moreover, the ability of SSE scores to predict
symptoms varied as a function of the U.S. women’s ages and
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ethnicities. Lifetime SSE scores enhanced prediction (over
and above generic stress measures) of total HSC symptoms
for older women but not for younger ones.

Buffers for Discrimination-Related Stress

Not all members of oppressed groups will suffer the stress of
discrimination in the same way or to the same extent. The
personality construct of hardiness—a composite of self-
esteem and sense of control—may be one factor that buffers
the stress of experiencing or perceiving discrimination to-
ward oneself and one’s group. Dion et al. (1992) explored the
role of personality-based hardiness in a study of Toronto’s
Chinese community. As they predicted, the relationship of
discrimination to psychological symptoms was markedly
higher among Chinese community respondents who were
low in hardiness than among those high in hardiness. Indeed,
for those scoring high in hardiness, discrimination and re-
ported psychological symptoms were effectively unrelated,
whereas they related reasonably strongly for those low in har-
diness. In addition, alternative interpretations in terms of
differential life stresses or differential exposure to discrimi-
nation in the two hardiness groups were ruled out as rival ex-
planations (see Dion et al., 1992).

Foster and Dion (2001) explored whether the beneficial
relationship of personality-based hardiness to discrimination-
related stress is due to buffering or denial in an experiment in
which women confronted gender discrimination on an exam-
ination. The findings favored a buffering interpretation and
suggested that the buffering was due to the types of attribu-
tions that hardy women made relative to their less hardy
counterparts. Specifically, hardy women made specific, un-
stable attributions rather than global, stable ones; that is, they
tended to see the gender discrimination as a unique and un-
usual occurrence, even though there were no differences
between the hardy and nonhardy women in perceived un-
fairness of the discrimination.

Whereas hardiness may provide a personality-based
buffer and coping dimension, in-group identification has
been hypothesized to be important in predicting reliance on
group-based responses to coping with discrimination and
buffering self-esteem. Branscombe and Ellemers (1998) pro-
posed a rejection-identification model suggesting that greater
willingness to make attributions to prejudice among Black
Americans heightens their minority-group identification as
well as hostility toward the dominant White group but has a
negative effect on personal and collective sense of well-
being. Minority-group identification, however, has a buffer-
ing effect in sustaining well-being. Branscombe and her
colleagues tested and supported this model with SEM

procedures. Some alternative theoretical models failed to re-
ceive support.

Stereotype Threat

Not only do women and minority members confront preju-
dice and discrimination, but they also must deal with broadly
shared, negative stereotypes about their groups by majority
group members, which can have pernicious and deleterious
effects upon their academic and athletic performance. Black
Americans, for example, confront low expectations in the
realm of academic ability, whereas women in the United
States, Canada, and some other societies are presumed by
consensually shared stereotypes to be inferior in mathematics
compared to men.

Steele (1997; Steele & Aronson, 1995) and his colleagues
contended that negative stereotypes impugning the abilities
of stigmatized group members constitute a powerful situa-
tional threat with two notable consequences. First, in a testing
situation involving an ability where one’s group is negatively
stereotyped, the performance of those members who care
about the ability and doing well on the test can be adversely
affected. Second, chronic experiences of stereotype threat
can lead members of stigmatized groups to disidentify by
denying the importance of the ability for themselves. At the
college level, this disidentification can lead to academic
dropouts among Black Americans and proportionally fewer
women enrolling in math, science, and engineering programs
where mathematical ability is prerequisite.

Initial Studies

Steele and Aronson (1995) reported the first set of four ex-
periments documenting the impact of stereotype threat on the
performance of Black American university students, relative
to their White American counterparts, at Stanford University,
an elite U.S. university. These investigators told participants
that difficult and challenging items from the Graduate Record
Examination (GRE) either were diagnostic of their intellec-
tual ability (the diagnostic or stereotype threat condition) or
were a test of problem-solving with no implications for diag-
nosing their intellectual ability (the nondiagnostic or no-
stereotype-threat condition). In all four studies, participants’
previous Scholastic Achievement Test (SAT) scores in high
school were statistically controlled in the analyses by means
of analysis of covariance (ANCOVA) procedures.

The first two studies by Steele and Aronson (1995) demon-
strated that Black American participants in the diagnostic
or stereotype threat condition completed fewer items and
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attained lower accuracy (i.e., number of items correct relative
to the number attempted) than did either Black or White par-
ticipants in the other conditions. Steele and Aronson’s third
experiment demonstrated that the diagnostic ability manipu-
lation elicited among Black participants who were expecting
to take a difficult test (but did not do so) the racial stereotype
of Blacks held by Whites as well as an avoidance of self-
characterization in terms of this stereotype, and even an
avoidance of indicating one’s racial status on a demographic
postquestionnaire, relative to nondiagnostic and control con-
ditions. In Study 4, priming race by merely having partici-
pants indicate their race on a demographic questionnaire
before attempting a challenging intellectual test served to in-
hibit performance by Black participants and presumably to
elicit stereotype threat. Steele and Aronson proposed that the
mechanism underlying the impact of stereotype threat on the
test performance of their Black American participants was
probably an inefficiency of cognitive processing, not unlike
that produced by other evaluative pressures.

Croizet and Claire (1998) extended the applicability of the
stereotype threat concept to those of low socioeconomic sta-
tus (SES) outside the United States. Using a predominantly
female sample of French university students, these investiga-
tors likewise found that under stereotype threat, students of
low SES obtained fewer correct answers, attempted fewer
items, and had lower overall accuracy on verbal GRE items.
By contrast, much like Steele and Aronson (1995) had previ-
ously found in comparing Black and White American partic-
ipants, there was no difference in test performance between
participants of low and high SES when the same test was
described as nondiagnostic of one’s intellectual ability. Vary-
ing the salience of SES before the test by having participants
indicate their parents’ occupation and educational level, how-
ever, had no effect in this study.

Recent Studies

Spencer, Steele, and Quinn (1999) themselves applied stereo-
type threat theory to U.S. women’s math performance in three
studies including math-oriented students who had taken cal-
culus and had performed highly on the high-school mathemat-
ics section of the SAT. Their first experiment demonstrated
that a gender difference, with women underperforming men,
occurred only when the math GRE items used to assess math
performance were difficult rather than easy. Spencer and his
colleagues varied stereotype threat in the next two studies by
informing participants either that there was a gender differ-
ence previously obtained with the math GRE items they were
to solve (threat condition) or not (no stereotype threat). In
the no threat condition, women’s performance on the math

GRE test equalled that of men. By contrast, in the threat
condition, women underperformed men. Finally, their third
experiment demonstrated that the stereotype threat effect
was obtainable at a state university in the U.S. whose
academic standards were less rigorous and selective than
the elite university samples in prior studies and further ex-
plored possible mediating processes. The mediational tests
excluded evaluation apprehension and self-efficacy as a basis
for the impact of stereotype threat on women’s math perfor-
mance. Anxiety emerged as a weak mediator of stereotype
threat.

Finally, recent studies by different sets of investigators
show that stereotype threat can affect the performance of
White majority group members and does not require that one
be a member of a historically stigmatized group. Aronson
et al. (1999) conducted two experiments in which White
students of high math ability at an elite U.S. university were
presented information that Asian Americans outperform
Whites in math (stereotype threat condition) or not (no threat
condition). Additionally, in the second study they selected
math-oriented students who scored on the bottom and top
tertiles of rated importance of mathematics ability to their
self-concept as a means of assessing low versus high identifi-
cation with this domain. Their first study showed that White
students performed less well on a challenging math test when
threatened with a racial stereotype indicating their inferiority
relative to Asians. Their second study showed that this
stereotype effect occurred only when the White students were
math-identified and that evaluation apprehension was a
weak, potential mediator.

Stone, Lynch, Sjomeling, and Darley (1999) took advan-
tage of a golf test that they presented to Black and White
Princeton University participants as indicating their “natural
athletic ability” or their “sports intelligence.” Their first study
showed that performance by Black students on the golf test
suffered more when it constituted a stereotype threat (an in-
dication of sports intelligence—a negative stereotype for
Whites) than when it did not (an indication of natural athletic
ability—a positive stereotype for Blacks). By contrast, for
White participants for whom the opposite was true (i.e.,
sports intelligence is a positive stereotype, and natural ath-
letic ability is a negative or less positive stereotype than for
Blacks), the reverse pattern was obtained, as predicted from
stereotype threat theory. Their second study, focusing on
White participants only, showed that the detrimental effects
of stereotype threat on performance on the golf test occurred
only for “engaged” participants for whom performance in the
athletic domain was important to their self-worth and not for
those who were “disengaged.” In addition to showing the im-
portance of engagement for the stereotype threat effect, their
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explorations of mediators for White participants implicated
performance anxiety and lowered expectations when the
task’s difficulty became apparent.

In sum, accumulating evidence suggests that the stereotype
threat effect is real and that its effects can be demonstrated
among historically stigmatized groups such as Black
Americans and White women as well as nonstigmatized
groups. Also, apart from the obvious importance of a person
being engaged and identified with the domain (e.g., math,
athletics, etc.), the precise mechanisms responsible for
the stereotype threat effect remain somewhat ambiguous.
The preceding studies have assessed an array of potential
mediators—such as self-handicapping and situational and
trait anxiety, as well as test anxiety, evaluation apprehension;
self-concept, and so on—with self-report measures. Weak
evidence of potential mediators has emerged, though not the
same ones across studies and groups. Perhaps different
mechanisms will ultimately be shown to be important for dif-
ferent target groups. What seems clear at present is that the
stereotype threat effect is not due to a lowering of effort, as
stereotype-threatened individuals typically work or try harder
than their nonthreatened counterparts. On the other hand,
stereotype threat seems to act as a distractor and an additional
pressure that reduces one’s effectiveness for successfully
completing challenging tasks at the limit of one’s ability in a
given domain.

Advocates of stereotype threat theory suggest that their
perspective is optimistic in that it points to a situational stres-
sor as a key factor in underperformance by negatively stereo-
typed and stigmatized groups, in contrast to dispositional
interpretations of innate inferiority in ability, genetic factors,
and so on. Stereotype threat theory also provides a viable ex-
planation for why academic achievement tests have lower
criterion validity for stigmatized groups in the U.S. and else-
where than for nonstigmatized ones. Once the deleterious ef-
fects of stereotype threat are identified and understood, steps
to counteract them in standardized testing and in academic
learning environments can be developed—a process that
Steele and his colleagues have already begun with some no-
table success (see Aronson, Quinn, & Spencer, 1998; Steele,
1997; see also the chapter on reducing prejudice by Dovidio
in this volume).

Relative Deprivation, Perceived Discrimination,
and Desire for Corrective Action

Paradoxically, members of oppressed groups do not always,
or even often, respond to stereotypes, disadvantage, de-
privation, and discrimination by seeking redress or social
change. Relative deprivation theory (RDT) is one conceptual

framework that tries to predict when and why members of an
oppressed group will respond to their disadvantage with
attempts to instigate social change, such as political protest.
As its name implies, RDT assumes that one’s feelings of de-
privation are not absolute but instead depend on the individ-
ual or group with whom one compares.

RDT proposes different types of deprivation as defined by
two dimensions. One dimension concerns the focus of com-
parison and defines the distinction between egoistic and fra-
ternalistic relative deprivation (RD). Egoistic RD occurs
when an individual feels deprived relative to others in their
membership group. Fraternalistic RD (also called collectivis-
tic RD by those of us preferring a gender-neutral label) oc-
curs when one’s group is perceived to be at a disadvantage to
one or more out-groups. The second dimension concerns the
cognitive-affective distinction. Cognitive RD concerns the
perception of inequality, whereas affective RD refers to re-
sentment over inequalities. Taken together, these two dimen-
sions define four types of RD. Reviews of RDT (e.g., Dion,
1986) indicate that of these four types, it is primarily affec-
tive, collectivistic RD (i.e., resentment over poorer treatment
of one’s group compared to other groups) that best predicts
desires and attempts at social change.

In a series of studies, I and my colleagues have pitted per-
ceived discrimination against measures of RD types to assess
their relative efficacy at predicting attitudinal measures of de-
sires to take corrective action (Dion, 2002). With groups in
Canada such as lesbians and gays, Chinese university stu-
dents, and women, we have consistently found that perceived
discrimination is a more powerful and consistent predictor of
reported desires to corrective action than are the different RD
types, with the notable exception of affective, collectivistic
RD (e.g., Birt & Dion, 1987; Dion & Kawakami, 2000). To-
gether, perceived discrimination and affective, collectivistic
RD predict desires to take corrective action in response to
group disadvantage quite well. Relatedly, Foster (2000) has
shown that global attributions of gender discrimination (i.e.,
seeing gender discrimination as affecting many situations in
one’s life) was also associated with greater proneness to sup-
port collective action in U.S. college women. Thus, the vic-
tim’s perceptions of discrimination—whether it is seen as
being global in its effects, whether it affects one’s group, and
whether it evokes a negative affective response—make a dif-
ference in stimulating desires to take corrective action and to
mobilize one’s efforts with others to create social change.

Conclusion

Perceived prejudice and discrimination are pivotal in the psy-
chology of ethnic and intergroup relations. The literature on
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the psychology of being a victim of prejudice and discrimina-
tion that was reviewed earlier suggests several conclusions.
First, for some groups and for some individuals within op-
pressed groups, perceptions of prejudice and attributions of
setbacks to prejudice may buffer self-esteem and maintain
well-being. However, the buffering effect of attributed preju-
dice is probably a weak one, may occur for only some groups,
involves a tradeoff between types of self-esteem and per-
ceived control, and is mediated or moderated by in-group
identification. Somewhat perversely, the buffering effects of
perceived discrimination on self-esteem seem to be more
straightforward and clearer for members of dominant than of
subordinate groups. Second, the experience or perception of
prejudice and discrimination toward oneself and one’s group
is unquestionably stressful, although personality-based hardi-
ness and in-group identification may moderate discrimination-
related stress to some extent. Discrimination-related stress
has been linked to mental and physical health outcomes for
both American women and Black Americans. Stereotype
threat—the perception of being negatively stereotyped by
others in academic and other domains—is also a stressor
whose deleterious effects on achievement task performance
are now established, although the mediators are unclear. Fi-
nally, Some evidence suggests that perceived prejudice and
discrimination, along with feelings of resentment about in-
group disadvantage relative to other groups, instigate desires
to take corrective social action. These conclusions demon-
strate that our knowledge of the psychology of victimization
has advanced appreciably in the last several decades of the
twentieth century.

A FINAL THOUGHT

Having considered the psychology of bigotry as well as the
psychology of being a victim of prejudice and discrimination,
a next step for future psychological research on prejudice
may be to explore the reciprocal interaction between bigot
and victim. To date, the psychology of bigotry and the psy-
chology of being a victim of prejudice and discrimination
have been investigated separately from one another and have
focused heavily on intrapersonal dynamics (e.g., the effects
of automatic processing on a person’s cognitions and behav-
iors). Yet, some previous theorists (e.g., Dion et al., 1978)
have suggested that the bigot and the victim of prejudice form
a complementary role relationship with one another. Under-
standing the interpersonal dynamics of prejudice may require
investigating situations in the laboratory and the community
where victims of prejudice confront the bigotry, whether from
one or more persons or an institution, directly. As always,
psychological researchers interested in prejudice will rise to

the methodological and theoretical challenges of exploring
the reciprocal interactions between bigot and victim.
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THE CONCERN FOR JUSTICE—THE
JUSTICE MOTIVE

Claims for justice and protests against injustice are ubiquitous
in social life. Political movements, revolutions, and wars
are initiated under the banner of justice. Justice is a prominent
issue in all fields of politics. The courts are swamped with law
suits, and their judgments are accepted without protest or
bitterness only when they are considered to be just. Perceived
injustices are at the core of everyday conflicts in private life.
Close relationships are put at risk by experienced injustice.
Victims of misfortune have to cope with the perceived injus-
tice of their fate and—not seldom—with being derogated and
blamed by others who try to preserve their belief in a just world
by reconstructing the observed misfortune as deserved.

Humans are averse to injustice—they have a justice mo-
tive. Lerner (1977, 1980) was the first to outline the essential
psychological features of the justice motive. He has empha-
sized the human need for justice, including the need to

believe in a just world in which everybody gets what he or
she deserves. Lerner has assigned the belief in a just world
(BJW) a key role in his theory of the justice motive: When-
ever people are confronted with injustices, their BJW is
challenged and they try to preserve what Lerner calls the
fundamental delusion either by efforts to restore the violated
justice in the real world or to restore it mentally by reinter-
preting the reality to minimize injustice. According to Lerner,
people build up a personal contract whereby they are oblig-
ated to observe rules of justice, expecting that others do the
same.

Can this human concern for justice be explained? And
what would such an explanation mean? It is indisputable that
views of what is just and what is unjust in general and in par-
ticular vary among individuals, subcultures, and cultures.
Some individuals and cultures are more concerned about jus-
tice than others are. Moreover, their views are subject to
intra-individual and to historical changes. It is worth explor-
ing the sources of these variations and changes: cultural
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traditions, acculturation, information about the implications
of applying specific rules of justice, personal and socially
shared values, the impact of social roles and positions (for
reviews, see Tyler, Boeckman, Smith, & Huo, 1997), person-
ality traits, and basic belief systems (cf. Schmitt, 1994, for a
review). It is not the aim of this chapter to review and discuss
this kind of research. Rather, the influential theory that the
concern for justice has the instrumental function of maximiz-
ing self-interest is disputed. 

Justice: A Means to Serve Self-Interest?

The view that people care about justice purely as a means to
pursue their own self-interest is prominent in social psychol-
ogy (a review is provided by Tyler et al., 1997). It forms
the core assumption in the equity theory of social ex-
change (Adams, 1965; Homans, 1961; Walster, Berscheid, &
Walster, 1978), which states that people prefer equity as a
strategic choice to maximize their individual gains within so-
cial exchanges on either the short or the long term.

Thibault and Walker (1975) took a similar approach to
explain people’s preference rankings for different ways of
settling conflicts with others—by negotiation, mediation,
arbitration, or court decisions. They supposed that people’s
preferences were guided by their personal self-interests. The
best strategy is to keep control over the outcome. In situations
in which people have only limited control over the outcome
because authorities have decisional power, people seek pro-
cedural control and attempt to influence the outcome by hav-
ing a voice and by presenting arguments, their views, and
evidence. Therefore, people view those procedures in which
they have voice and influence as fairer than others. That
means that the fairness ratings given to procedures are
dependent on the indirect control over the outcome that these
procedures allow.

The reasons given for this reduction of the concern for jus-
tice to a concern for self-interest mirror social contract theo-
ries in political philosophy. Philosophers—from Hobbes
(1648/1970) to Rawls (1971)—have tackled the question of
why individuals living in a fictional “original” prestate situa-
tion consented to build a state with powerful institutions,
laws, and rules of justice. The basic answer is that it was to
their best mutual advantage to restrict their egoistic fight for
their own interests by establishing a system of social norms
which would and could regulate their rights and obligations
in competition as well as in cooperation. If this idea is gener-
alized slightly, informal social norms (like most justice
norms) can also be regarded as serving the mutual advantage
of all (Hardin, 1996). Both the establishment of a state with a
system of rules and of powerful institutions to ensure their

observation can be considered to be rational choices in the
well-understood self-interest of individuals, especially when
the social system is structured in a way that even the weak,
less fortunate, and less able individuals participate in the
common wealth (Rawls, 1971). 

For several reasons, this rational choice modeling of the
justice motive is disputable.

• What is missing in these theoretical accounts is the norma-
tive, prescriptive core of justice. Justice is an ought, a
moral imperative for social life. It is not a means to achieve
personal aims, but rather an end in itself (Montada, 1998a).
People are obligated to observe the norms of justice re-
gardless of whether this is in their self-interest. Moreover,
they are entitled to claim justice from other actors, organi-
zations, state institutions, and so on, not only for them-
selves but also for others.

• The model does not fit to empirical data showing that
justice concerns are not reducible to self-interests and may
in fact conflict with self-interests. 

• There is no empirical proof of the reductionistic view of
the model; it is merely an anthropological assumption. As
such, it is part of a belief system and is not a testable sci-
entific hypothesis. These three arguments are elaborated
in more detail in this section.

Justice as an End in Itself 

In every rational-choice explanation of the justice motive, it
is not the concern for justice that is the primary motivational
factor—rather, it is concerns for one’s self-interests. If justice
matters at all, then it matters only insofar as it serves these
other concerns. This implies that justice is not acknowledged
as a prescriptive normative standard.

When the equity principle is applied, inequity is unjust
and needs to be rectified. The disadvantaged are entitled to
claim equity, and anybody observing inequity is entitled or
even obligated to claim equity for the disadvantaged. Those
who are overbenefited within an exchange relation are
morally obligated to reestablish equity.

The prescriptive nature of justice norms is not dependent
on the actors’ self-interest or on observers’ sympathies with
the advantaged or disadvantaged party in a social exchange
relationship. Of course, self-interest may motivate actors to
interpret and to balance the investments and benefits to their
own advantage, and observers’ sympathies with advantaged
actors, for instance, may motivate them to discount the in-
vestments or overestimate the benefits of the disadvantaged
in order to avoid or cope with feelings of injustice. Such
biased distortions of so-called objective justice, however, do
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not mean that justice and its standards are disregarded. They
can perhaps be interpreted as trade-offs between self-interest
and justice motives, but not as a reduction of the justice
motive to self-interest; this is not what Walster et al. (1978)
and others wanted to explain by referring to self-interest.
What they wanted to explain was why people care about
justice in the first place.

Concern for justice may mean that people claim justice for
themselves—for example, equitable shares in their social ex-
changes, voice in disputes, and so forth; it is incontestable
that this serves self-interest. But concern for justice means
also that people claim or (at least) that they concede justice
for all parties involved, equitable shares for all actors, or
equal voice for all. Equal justice for all involved does not and
must not result in maximum benefits for the subject who
raises these claims: Equitable shares are usually less than the
maximum share, and voice may benefit the other party if he
or she has the better arguments. There is consensus among
philosophers of justice that the crucial test of whether actions
are based on a concern for justice is whether the actor not
only claims justice for him- or herself, but at least concedes
justice for others, if not claiming it for them.

Of course, the rules of justice may be applied for reasons
other than establishing justice. Self-interest and further con-
cerns may provide the motivation.

• Politicians may fight for more justice merely in order to
win the votes of those whose claims they are voicing. 

• In business exchanges, equity rules may be observed be-
cause the actors expect that this will pay off in the long run.

• Companies may expect just wages to increase efficiency
by stabilizing the motivation and performance of their
employees.

• Retaliation may be used for the rational reason that it will
stop continued defection (egoistical behavior) by another
party.

• Applying the rule of parity in allocations within a group
may be a rational choice aimed at furthering the social
cohesion of the group.

• Responsiveness to needs of one’s spouse may express
one’s sympathy and love (and may not be an application
of the need principle of justice).

In these cases, justice is not the primary concern—if it is a
concern at all—but rather comes into play as a means of pur-
suing the actors’ other concerns. This is a tactical use of jus-
tice that does not require that the actors have internalized the
relevant justice principles, that they believe in their validity,
or that they are convinced that these principles should be

applied by everyone in similar cases. It can be assumed that
concerns for justice—if they exist at all—will be trumped by
the actors’ primary concerns if there ever were a conflict
between the two motives.

This is not the case when justice is the actors’ primary
concern or at least one of his or her main concerns. In these
cases, actors are committed to establishing, reestablishing, or
maintaining justice—whatever they may hold to be just. In
such cases, concerns for justice are not easily trumped by
other concerns.

It is well known in psychology that actors usually have
more than one concern in a given situation and that different
concerns may come into conflict. We need to use valid diag-
nostic measures to show that justice was one of the concerns
taken into consideration in a given situation, even if it was ul-
timately trumped by other concerns. If justice was only con-
sidered for tactical reasons, actors who neglected justice in
order to achieve the desired outcomes should not be expected
to show signs of moral disquiet about their behavior. 

In cases in which justice is a concern in itself, its neglect
causes feelings of guilt and possibly also efforts to correct
one’s actions, compensate for the resulting injustice, beg for
pardon, excuse or justify one’s actions, minimize the unjust
consequences mentally, deny the injustice by blaming the
victims or the disadvantaged, and so on. These are possible
indicators for the neglect of justice concerns by acting
subjects.

In social interactions, the rules of justice may be neglected
or violated by others. In this case, subjects’ concern for
justice may be indicated by explicit claims for justice, resent-
ment of others’ behavior, criticism of this behavior, punish-
ment, or retaliation; but this concern may also be indicated
by mental reconstructions aiming at minimizing or denying
the perceived injustices, as shown in the literature on belief in
a just world and observed injustices (cf. Lerner, 1977, 1980;
Montada & Lerner, 1998, for overviews), as well as by cop-
ing with suffered injustice (cf. Montada, 1994). Both victims
of injustices and observers who are not directly affected may
have concerns for justice and have to cope with experienced
or perceived injustice in one way or the other.

Empirical Evidence for the Justice Motive
as a Primary Motive

Looking at empirical research, we find much evidence that
does not fit the rational-choice modeling of the justice con-
cern. Instances of resentment in which the resenting subjects
do not have any vested interests of their own but nonetheless
commit themselves to costly and potentially risky attempts to
restore justice are especially significant in this respect. It is not
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unusual for social movements to be initiated and supported by
people without any vested interests of their own. Think of
Keniston’s (1970) study of young radicals involved in the
anti–Vietnam-war movement, and of the studies Haan, Smith,
and Block (1968) and Fishkin, Keniston, and McKinnon
(1973) have conducted about activists in the 1960s civil rights
movement. Moral orientations and social responsibility were
the motivational bases identified here. Phenomena such as the
survivor guilt described for Holocaust survivors (L. Baron,
1987), Hiroshima survivors (Lifton, 1967), and released pris-
oners of war (Lifton, 1954) demonstrate that not all people
who have been favorably advantaged are able to enjoy their
good fortune.

They perceive the disadvantaged victims as belonging to
their own community of solidarity (Deutsch, 1985), whereby
equality and need are postulated to be the preferred justice
principles (Deutsch, 1975) and communal orientations are
prevalent (Clark & Chrisman, 1994; Lerner & Whitehead,
1980). Managers’ feelings of guilt after layoff decisions
(Lerner, 1996) indicate that members of the management feel
more obligations toward the staff than expected. Guilt felt by
survivors of layoffs (Brockner, 1994) is another example. As
Cohen (1986) has pointed out, the application of standards of
justice depends on the psychological boundaries of the com-
munity one has in mind. Susan Opotow (1996) uses the term
scope of justice to depict the fact that some people draw their
personal boundaries much wider than do others. Those who
are concerned about global inequalities (Olson, 1997) have a
wide scope of justice. If self-interest is the dominant concern,
the scope of justice will not be extended to include those who
are disadvantaged relative to oneself.

We have studied the ways in which relatively privileged
people respond to the misery, the problems, and the poor life
conditions of less fortunate others: poor people in developing
countries, unemployed individuals in their own countries,
physically handicapped people, and foreign guest workers
with unfavorable working and living conditions (Montada,
Schmitt, & Dalbert, 1986; Montada & Schneider, 1989, 1991;
Montada, Schneider, & Reichle, 1988). How do people in rel-
atively privileged life situations respond emotionally when
confronted with the hardships and the misery of the disadvan-
taged? Do they respond with sympathy or angry reproaches,
pride in their own achievements, satisfaction about their
higher standards of living, feelings of guilt about their rela-
tively privileged situations (which they may not consider to
be entirely deserved), or resentment about the unjust treat-
ment of the disadvantaged? We found large interindividual
differences in these emotional responses. Guilt feelings—
which in this case we called existential guilt and resentment—
were with respect to their intensity normally distributed

emotions in large heterogeneous samples, rather than being
rare or exotic abnormalities. Guilt and resentment have mean-
ingful correlates; some examples include perception of the
existing inequalities as unjust, cognitions that one’s own
higher standard of living and the lower standard of living of
others are causally related, or cognitions that the inequalities
could be reduced by redistribution—and preference for
the need-based principle of distributive justice (over the
contribution-proportional principle). It has been shown that
both guilt and resentment dispose people to perform prosocial
activities in favor of the disadvantaged (guilt is more closely
associated with personal sacrifices, resentment with political
protest). It could also be proved that guilt and resentment
were not reducible to self-interests of the privileged which
was also assessed in these studies—namely, in terms of fear of
losses through forced redistribution and anger at the disad-
vantaged because of their lack of self-help. Guilt and resent-
ment proved to be not reducible to fear of loss or to anger at
the disadvantaged.

In these studies, we tried to disentangle justice and self-
interest by looking more closely at people who are better off
than others are, consider their views and standards of justice
violated to their own advantage, and feel morally uneasy
about this situation. They feel responsible for helping to cor-
rect the injustice. Other researchers (De Rivera, Gerstman, &
Maisels, 1994; Edelstein & Krettenauer, 1996) have come to
similar conclusions. Such findings recall those of equity re-
search, in which distress was observed in people who were
overbenefited.

Whereas justice claims arising from a position of relative
deprivation can easily be interpreted to be self-interested, this
is not the case when justice is claimed for the disadvantaged
by those in a more privileged position. From the perspective
of rational choice theory, one could of course ask Isn’t it a
rational choice, serving self-interest in the long run, to
correct the gross inequalities existing all over the world, for
instance, to prevent violent rebellion by the disadvantaged?
The counterquestion to this would be Why guilt and re-
sentment instead of fear of their violent efforts to restore
equality—or instead of cool, strategic deliberation how to
prevent their violent attacks at the status quo?

Whenever self-interest has been assessed and factor ana-
lyzed together with justice scales, the independence of these
variables was demonstrated (e.g., Montada & Schneider,
1990; Moschner, 1998).

Traps of Reductionism

Reducing the number of human motives seems to correspond
to the ideal of parsimony in theory construction. Of two
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theories, the one with fewer postulates is the more parsimo-
nious. Such a comparison presupposes that both theories
explain the same empirical phenomena and allow the same
predictions. A motivation theory that posits only a small
number of motives—or even a single one—would seem to
be more parsimonious than would one that offers a larger
number of motives. 

The parsimony argument may have added to the reduc-
tionistic stance that the justice motive (as well as other mo-
tives such as altruism, social responsibility, love, etc.) can in
fact be reduced to or unmasked, so to speak, as self-interest.
The economic analysis of behavior (Ramb & Tietzel, 1993)
suggests that a great variety of behavior (if not all) can be ex-
plained by assuming some degree of self-interest as the basic
motivation. This idea is illustrated in the following examples
(cf. Montada, 1998a):

• Hypothetically, caring for disabled parents can easily be
traced back to selfish motivations such as the desire to cul-
tivate a favorable public image or to ensure that the par-
ents do not withdraw their love or financial support. 

• Hypothetically, improvements in community or state care
for the poor can be interpreted as enhancing political
leaders’ chances of being elected by these less privileged
voters.

• As mentioned previously, the avoidance of opportunistic
and selfish behavior can reasonably be interpreted as self-
serving in the context of continued social exchanges.

The economic theory of behavior allows elegant so-called
explanations of every action by tracing a path to some basic
hypothetical self-interest (e.g., Baurmann & Kliemt, 1995).
With some ingenuity, it is possible to generate hypotheses re-
ducing every surface motive to an underlying self-interest, or
to unmask it as ultimately serving self-interest. This kind of
hypothesizing may be creative, but it clearly does not consti-
tute valid scientific proof of the hypotheses proposed. Instead
of asking the scientific question What explains X?, rational-
choice theorists ask How might a rational-choice theory
explain X? (Green & Shapiro, 1994, p. 203). Bunge has
therefore criticized rational-choice modeling, arguing that it
has “inhibited the search for alternatives” (1989, p. 210).

Approaching the scientific task of explaining the interindi-
vidual and intra-individual variance of human behavior with a
single-motive model is counterproductive because this single
motive (maximizing one’s self-interest) does not contribute to
the explanation of the behavioral variance. The statement that
a person’s behavior is motivated by self-interest has no infor-
mational value and no scientific validity as long as alternative
motives such as altruism, social responsibility, the justice

motive, and moral obligation are not tested and excluded
by empirical data. Furthermore, the seeming parsimony of a
single-motive model is offset by the necessary increase in the
number of corollary hypotheses needed to predict and explain
the behavioral variance and the diversity of behaviors ob-
served. Single-motive conceptions may best be understood as
anthropological predecisions without scientific validity or
utility. They are part of a belief system, not of a scientific
knowledge system.

Trade-Offs Between the Justice Motive
and Other Motives

Lerner (1977, 1980, 1998) has stressed the categorical nor-
mative quality of the justice motive as a primary motive and
as an aim in itself. After it is internalized as a normative stan-
dard, justice imposes itself as an ought—valid for oneself and
for others, not as an option that can be rationally deliberated
and chosen when it seems functional for a particular goal or
disregarded without moral disquiet if other options arise.
Defining justice as an ought implies that unjustified viola-
tions evoke moral emotions—guilt when the subject him- or
herself has failed to meet the requirements of the ought by
action or omission, and resentment when others have done so
(Montada, 1993).

We agree that the justice motive may come into conflict
with other motives such as self-interest, but can it be trumped
by egoism without remorse (cf. Lerner, 1996, on managers’
guilt after layoff decisions)? Lerner doubts whether humans
can give up the fundamental delusive belief that the world is
a place where everybody gets what he or she deserves—
ultimately, at least. This motivated belief in a just world
(BJW) is supported by what Lerner has called the personal
contract to observe the rule of justice.

Lerner has contributed and instigated a wealth of empiri-
cal studies showing that the justice motive does not always
appear as a straightforward application of standards of jus-
tice. Trade-offs between what one deserves and what others
deserve are elaborated in specific situations, as are trade-offs
between justice concerns and other concerns such as self-
interest (Montada, 1998b). The three psychologically fasci-
nating phenomena described in the following passage can be
interpreted as examples of trade-offs between justice con-
cerns and self-interests.

Blaming innocent victims is a phenomenon observed in
many experiments conducted by Lerner and his students
(cf. Lerner, 1980), as well as in studies carried out elsewhere
(cf. Furnham, 1998; Maes, 1998; Montada, 1998b). Blaming
victims is plausibly interpreted as subjects’ doing an injustice
in an attempt to preserve their belief in a just world, which is
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or would be threatened by the victimization of innocent
people. Belief in a just world can be assumed to be a psycho-
logical resource that may be defended by attributing respon-
sibility and blame to the victims themselves, thus reframing
the injustice of their victimization.

Another exciting phenomenon is the exchange fiction,
discussed in more detail in works by Holmes, Miller, and
Lerner (cited in Lerner, 1977) and Lerner (1980). It has been
observed that many people tend to prefer buying an over-
priced article when they know that the profits will go to
needy people, rather than directly donating an amount of
money corresponding to the price difference. The explana-
tion for this phenomenon is that helping a needy person es-
tablishes a commitment and personal responsibility for this
and other needy persons. Thus, any act of helping is prob-
lematic in several respects: It implies an acknowledgment of
undeserved neediness which is threatening the belief in a just
world; it creates a continuing and generalized responsibility
for needy people, a responsibility that may interfere with
personal concerns; and finally, it creates further injustices
with respect to all other similarly needy people who have not
been helped. Yet provided that they are not to blame for hav-
ing inflicted their hardships upon themselves, needy people
deserve to be helped. This conflict is best solved by an ex-
change fiction that allows the donation to be masked as a
purchase.

The third phenomenon is called the free riding dilemma.
Everyone will agree that free riding—profiting without
investing—serves self-interests. Those who do invest resent
free riders for their selfishness. A relevant observation here
is that opinion polls conducted in Europe during the 1990s
revealed that two thirds of employees were in principle will-
ing to reduce their working hours and income (on average
by 10% to 20%), if this would result in the creation of new
jobs for unemployed persons. However, this willingness
was very rarely translated into action. At least two hypothe-
ses explain this discrepancy: (a) Self-interest (preserving
one’s level of income) finally outweighs the justice motive,
and (b) moving the targets of social comparison changes the
objects and contents of the justice motive. When considering
mass unemployment and its undeserved sequelae, it would
be a just decision for the relatively privileged to share their
working time and income. When comparing themselves with
free riders (other full-time employees who are not willing to
share their privileges), however, subjects who do choose
to share would feel relatively deprived. Thus, not sharing
can be justified as long as free riding is not prevented at the
societal level. What at first glance appears to be selfish be-
havior may well be motivated by justice concerns (Montada,
1998b).

JUSTICE: A UNIVERSAL CONCERN
WITH DIVERGING VIEWS

The concern for justice seems to be an anthropological uni-
versal. However, there does not appear to be a universal con-
sensus on what is considered to be just or unjust. We speak of
justice in the singular as if there were only one single, just
solution for every social system and for every problem or
conflict; yet frequently, there are diverging views about what
would be just, which criteria should be applied, and how they
should be applied in order to establish justice. This is true for
all domains of social life in which justice is critical: distribu-
tions, social exchanges, and the retribution and acknowledge-
ment of deeds. The application of different standards of
justice results in diverging and conflicting outcomes. A com-
mon view about what is just and what is unjust would be
helpful to avoid and to settle social conflicts in private and
business contexts, as well as in the political arena within and
between societies.

The normative nature of justice is obvious. The aim of nor-
mative disciplines is to analyze and account for normative
standards, to elaborate reasonable and just solutions for
specific cases, and to conceive criteria and procedures for just
decision-making. The ultimate challenge for normative ap-
proaches may be to find universally valid solutions. In view of
the difficulty of that task, the focus may be displaced from the
concrete solutions to the procedures of finding a solution—
precisely as in discourse ethics (Ackerman, 1980) in which
ideal rules of discourse are considered a guarantee for the eth-
ical truth of the result.

It is not the aim of empirical approaches to propose the
best standards of justice and the best solutions for justice
problems. Instead, the following questions are investigated:
What do people consider to be just and unjust? How diver-
gent or convergent are the views about justice? Which are the
belief systems and dispositions that influence people’s per-
ceptions of justice and injustice? What is the motivational
impact of experienced or observed injustice? How do people
cope with experienced or observed injustices? How can
justice conflicts be settled? How can one-sided views of jus-
tice be qualified? What is the impact of procedures on the
appraisal of decisions?

There are interfaces between normative and empirical
approaches: Philosophical theories of justice imply anthro-
pological assumptions that need to be tested empirically
(e.g., Frohlich & Oppenheimer, 1990, on Rawls’ theory of
justice), and the ethical validity of empirically assessed
views about justice and injustice as well as the claims for
justice has to be examined normatively and cannot be taken
for granted.
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THE JUSTICE OF DISTRIBUTIONS

Standards of Distributive Justice

In the domain of distributions—that is, the allocation or the
existing distribution of material resources or symbolic goods,
rights, duties, positions, power, opportunities, taxes, and so
on, within as well as between groups and populations—
equality certainly constitutes the basic idea of justice. How-
ever, equality can be specified in many different ways. It may
mean equal shares for all human beings or—if that is impos-
sible or dysfunctional—equal opportunities. Alternatively,
according to Aristotle, it may mean equal shares or equal op-
portunities for all equal human beings. This second view im-
plies that human beings differ and that specific individual
differences justify unequal allocations and given inequalities
in the distribution of resources, rights, duties, and so forth
(e.g., according to citizenship, social status, specific merits,
professional qualifications, productivity, age, conventional
rights, gender, neediness). In this sense, equality means equal
shares for all those with the same status, for all those with
the same kinds of merits, needs, conventional rights, and so
forth. That implies unequal shares for people with different
status, merits, and so forth. A particular variant of the equal
opportunity rule is the equal chance rule, in which a lottery
procedure is used when it is impossible for goods to be split
up (e.g., in the allocation of organs for transplantation), or the
rotation schedule, which may be appropriate when it would
be dysfunctional for a position to be split. Equal opportunity
may also mean providing similar material, physical, and so-
cial conditions for development, for a good life, for health,
and so on.

Walzer (1983) somewhat neutralized the justice problems
with inequalities in allocations and existing distributions by
his concept of complex equality, which postulates that distri-
butions in different spheres of justice (material wealth, social
recognition in various contexts, political power, education,
kinship and love, recreation time, etc.) are not perfectly cor-
related. Thus, a lower rank in one sphere may be compen-
sated by a higher ranking in another. Moreover, the subjective
importance of the different spheres of justice varies within a
population, so that the perceived overall inequalities may be
reduced further.

However, the question of which differences between peo-
ple justify which inequalities in allocations and distributions
remains open. In the ongoing discussions, arguments are in-
spired by cultural traditions and social philosophies such as
egalitarianism, liberalism, social welfarism, utilitarianism,
and the human and civil rights movements. We are far
from having reached a general consensus on this question;

the preferred standards of distributive justice vary be-
tween and within cultures and they are subject to historical
changes.

This fact applies across all fields of distributive justice.
For instance, the populations of postcommunist states are less
tolerant of inequalities, and they claim more responsibility
for individual welfare from the governments than do the pop-
ulations of states with a liberal tradition (Kluegel, Mason, &
Wegener, 1995). The rules of justice for the allocation and
withdrawal of scarce goods such as scholarships, state-
subsidized housing, jobs, and so on vary largely within and
across states (Elster, 1992). In the dismissal of employees,
for instance, the criteria applied include the employees’
seniority, acquired skills, current productivity, neediness,
responsibility for a family, age, and gender. Although it
may be possible to justify the application of each of these cri-
teria, each could result in different decisions—not a single
just solution. Therefore, the application of different justice
principles can result in grossly diverging outcomes. Given
this multitude of justice criteria, conflicts about which ones
would be appropriate in which cases are not surprising.

Although a long list of justice principles has been identi-
fied empirically (Reis, 1984), psychological research has
largely been limited to three of them: equality (equal shares
for all those within specified social boundaries), allocation
according to merit or to contributions (achievements, in-
vestments, etc.), and allocation according to needs. More-
over, most empirical research has focused on the application
of these principles in single concrete allocations of material
goods. Fewer psychological studies are available on the al-
location of symbolic goods, rights, and positions, on the
withdrawal of positions, or on the allocation of loads (e.g.,
tasks, taxes; for a comprehensive review, see Törnblom,
1992). Data have been gathered on individual preferences
for a particular justice principle in specific cases and con-
texts (e.g., Schmitt & Montada, 1981), and for culturally
shared preferences (e.g., Bierbrauer, 2000; Schwinger,
1980).

The Choice of a Principle

Viewing the application of a justice principle as a choice raises
a question as to the goals of a specific choice: Is the objective
merely to act or evaluate justly, or to avoid disharmony, to
strengthen solidarity, to demonstrate solidarity, to motivate
performances or effort, to punish laziness, to enhance produc-
tivity within a social system by stimulating competitiveness,
or perhaps to further the health and growth of the recipients?
Deutsch (1975), for instance, has argued that people who
pursue economic productivity should use proportionality to
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contributions as the allocation principle (because this kind of
allocation can be expected to motivate recipients to give their
best), whereas people trying to foster enjoyable and harmo-
nious social relationships should use the equality principle,
and those aiming to foster personal growth and welfare may
well consider the need principle to be appropriate.

However, as is discussed later in greater detail, these
goals per se have little to do with justice. Justice as a set of
social norms creates entitlements and duties (cf. Lerner,
1987). Which goals allocators pursue has nothing to do with
justice unless they are actively trying to discharge their own
duty to observe rules of justice, to observe the entitlements
of recipients, or—in the case that they have to impose tasks,
loads, and risks—the legal and moral obligations of the ad-
dressees. The relevant question, which was also posed by
Deutsch (1975), is not what choice is functional for which
goal, but what ought to be chosen for the reason of justice.
Although equality, equity, and need are principles of dis-
tributive justice, not every allocation according to one
of these criteria is for doing justice. In many empirical stud-
ies the aim of applying a specific principle of distribution—
doing justice or pursuing another goal—is not adequately
assessed.

For instance, Barrett-Howard and Tyler (1986) found that
proportionality to contributions is more likely to be used as
an allocation principle when productivity is the goal,
whereas the equality and the need principles are preferred
when harmony and welfare are the goals. In experimental
studies, Mikula and Schwinger observed that most partici-
pants are polite when asked to propose a way of distributing
joint earnings. Those who (were made believe to) have con-
tributed more to the joint undertaking tended to propose
equal shares, and those who (were made believe to) have
contributed less propose that the earnings should be allocated
according to the respective contributions (Schwinger, 1980).
It is open to question, however, whether the participants in
these studies considered their allocation proposals to be a just
solution or to be functional for some other goal like social
harmony.

It may well be that justice counts less in some social con-
texts (e.g., in intimate relationships) and situations (e.g., in
emergencies) than in others. But it should be assessed
whether justice is at stake or some other goal. When respon-
dents are explicitly asked to rate several alternative criteria
for allocations with respect to their justice, it emerges that
the equality and the need principles are more frequently ap-
plied within close relationships (e.g., between friends or
within stable cooperative working groups), the need princi-
ple is more frequently applied in health care and welfare

contexts, and the contribution principle is more often used in
economic contexts (e.g., Schmitt & Montada, 1981).

Social Comparisons as a Basis for Justice Appraisals

Equity Theory

Much attention has been paid to the equity theory of distribu-
tive justice—equity as a criterion in the valuation of social
exchange relationships is tackled later in this chapter—which
was originally developed in the context of work organiza-
tions to explore employees’ reactions to their wages and
promotions (Adams, 1965). The basic components are
(a) proportionality of contributions (performance, effort, in-
vested time, expertise, etc.) and outcomes (benefits, grades,
acknowledgements etc.), and (b) equal ratios of contributions
and outcomes for similar actors.

Later on, the concept of equity was used in an inflationary
manner and was taken as a synonym for what people sub-
jectively considered to be just or fair, regardless of the crite-
rion they may apply to judge whether their outcomes were
equitable: contributions, status, membership, need, or others.
The assumption was that equity is in the eye of the beholder
(Walster & Walster, 1975). Used this broadly, equity is no
longer conceived as one justice criterion or principle among
others, but rather is synonymous with the justice of out-
comes. The criteria used by the beholders were not assessed,
probably because the authors were only interested in the pre-
diction and explanation of the emotional and behavioral con-
sequences of the experience of injustice, and not in the
prediction of experienced injustice on the basis of specific
criteria (Mikula, 1980).

Equity theory predicts that people will be satisfied when
they consider their outcomes (e.g., their wages) to be equi-
table. They resent receiving too little and feel uneasy about
receiving too much. Many studies have supported the basic
assumptions of equity theory. People feel satisfied with
equitable outcomes and those who feel underbenefited are
angry—but also those who feel overbenefited feel uneasy
(for a review, see Tyler et al., 1997). This has been demon-
strated by subjects’ self reports, by physiological measures of
the emotional arousal (Markowski, 1988), and by observa-
tion of behaviors aimed at restoring justice (e.g., adjusting
one’s job performance, cf. Greenberg, 1988). The first finding
that people are dissatisfied when receiving less than would be
equitable does not allow any discrimination between a justice
motive and self-interest. The second finding, that people feel
distressed when overbenefited, is stronger evidence for the
justice motive, which is discussed in the next section.
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The conclusion that equity and inequity are in the eye
of the beholder does not only mean that various criteria of
justice may be applied. Rather, subjects may view the values
of their own contributions and benefits in an entirely different
way from the way they see the contributions and benefits of
others. A self-serving bias in appraisals of contributions and
benefits has been identified in a few studies (Lerner, Somers,
Reid, Chiriboga, & Tierney, 1991; Schlenker & Miller,
1977). Therefore, justice conflicts may also arise in cases in
which all parties apply the equity principle (Montada, 2000). 

The Theory of Relative Deprivation

Research on distributive justice was instigated by the concept
of relative deprivation developed by Stouffer, Suchman,
DeVinney, Star, and Williams (1949). These authors ob-
served that soldiers’ satisfaction with the promotion system
within their section of the army was not determined by their
current position nor by the objective probability of promo-
tion. (In fact, dissatisfaction was more prevalent in the air
force than in military police although the air force had a
higher promotion rate.) Rather, comparisons with similar oth-
ers had a considerable impact on their level of satisfaction.
They were dissatisfied when they felt that they were disad-
vantaged (deprived) in relation to similar others. Depending
on the availability and the choice of comparison referents,
people in the same objective situation may be either satisfied
or dissatisfied. In most studies, the objective social situation
correlates only weakly with feelings of personal deprivation.
What are the circumstances leading to feelings of relative
deprivation?

Crosby (1976) proposed five necessary and sufficient pre-
conditions that can be illustrated using the example of wages.
A person must (a) see that someone else has a higher wage,
(b) want to have this higher wage as well, (c) feel entitled to
this higher wage, (d) think it is feasible to be paid a higher
wage, and (e) lack a sense of personal responsibility for not
receiving this higher wage. The denial of any personal re-
sponsibility for one’s relatively disadvantaged situation is a
necessary condition for feeling entitled to claim the wanted
good. Feasibility can be defined by using one of the postu-
lates in Folger’s referent cognition theory (1986): Resent-
ment will occur when persons can easily imagine obtaining
the wanted good, implying that they do not perceive any seri-
ous objective restrictions or barriers. If they do not, some
actor or agency must be responsible for withholding the
wanted good.

Runciman (1966) has distinguished between egoistical
(personal) and fraternal (group) deprivation. The latter

implies that a person views his or her social group or the so-
cial category to which he or she belongs as disadvantaged
compared with another social group or category. It is remark-
able that in Western societies with a liberal tradition, even
large inequalities in material wealth between social groups
or categories are not viewed as being unjust by the majority
of the population, and consequently do not cause feelings of
group deprivation (Shepelak & Alwin, 1986). This can be ex-
plained by the dominant liberal ideology that everybody is
personally responsible for his or her success and welfare.
When discrimination is made salient and is clearly perceived,
however, feelings of group deprivation may become more
prevalent.

Conceptually, group deprivation does not imply personal
deprivation: The two have different comparison targets.
Personal deprivation occurs when individuals perceive that
they are disadvantaged compared with others of similar so-
cial status. Group deprivation is based on comparisons with
groups of dissimilar status. However, high levels of group
deprivation are less frequent among individuals ranking at
the lower end of their group’s objective deprivation range—
that is, among those who are (objectively speaking) the most
deprived. In fact, the more advantaged members of disadvan-
taged groups are, the more likely it is that they will resent the
difference between their group and more advantaged groups
and engage in protest actions (e.g., Pettigrew, 1964). An ex-
planatory hypothesis is that they compare themselves with
members of the more advantaged group and feel personal de-
privation in relation to them (D. M. Taylor & Moghaddam,
1994). For instance, women in higher-status positions who
earn significantly more money than does the average woman
resent the gender-bound inequalities in earnings more than
do women in low-wage groups (Crosby, 1982). Thus, rela-
tive group deprivation may be mediated by a perceived per-
sonal deprivation because the choice of comparison target
may cross the borderline between social groups (Zanna,
Crosby, & Lowenstein, 1987).

The 1960s civil rights movement in the United States
emerged during a period in which the disadvantaged were
making economic social gains. The observation that protest
against discrimination becomes more probable within up-
ward economic and social development can be explained by
the hypotheses (a) that comparisons with advantaged groups
become more likely (Pettigrew, 1972), and (b) that reality
cannot keep pace with raised expectations and feelings of en-
titlement to further improvement (Gurr, 1970).

Fraternal (group, collective) deprivation has different con-
sequences from those of personal deprivation. People are
more likely to admit the existence of an unjust discrimination
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and disadvantaging of their group than of themselves. This
corresponds to the well-known better-than-average phenom-
enon: I am personally better off than the average member of
my group (e.g., Crosby, 1982, for women’s appraisal of jus-
tice in wages). People are more likely to engage in protest
when they perceive their group as relatively deprived (e.g.,
Dion, 1986; Dubé & Guimond, 1986). One explanatory
hypothesis is that personal deprivation is more likely to be as-
sociated with symptoms of depression than with outrage
against an unjust system (Hafer & Olson, 1993). Another hy-
pothesis is that protest against personal relative deprivations
can be attributed to envy, an emotion and motive that has
negative connotations. Protest against fraternal relative de-
privation means both solidarity with one’s group and a fight
for more social justice: Both motivations are respectable. If
oneself is better off than the average of one’s group, one’s
protest even has a prosocial—not an egotistical—touch
(Montada, 2001a).

Relative deprivation theory emphasizes the role of per-
ceived injustice in comparison to referents in the emergence
of resentment and assertive actions both in the personal con-
text or in the political arena. But the theory does not specify
which standards of justice are applied, nor which referents
are chosen for comparison by whom—nor does it specify any
other antecedents. Therefore, relative deprivation theory
works well as a post hoc framework for interpretation. It is
less suited to predict resentment and protest. For instance, the
spectrum of options for choosing comparison referents and
standards of justice is large, and these choices are motivated
whether they are deliberated or spontaneous. Those who are
motivated to avoid or reduce feelings of unjust discrimina-
tion have the option of downward comparisons. Findings re-
vealing that the majority of subjects state that they are
personally better off than the average member of their social
group demonstrates the motivated nature of this choice
(Crosby, 1982; S. E. Taylor & Brown, 1988). The majority of
those belonging to disadvantaged groups tend to avoid com-
parisons with advantaged groups (Major & Testa, 1988), or to
underestimate the size of the inequality (Wegener, 1987).
These and further coping strategies may help them to keep an
emotional balance by controlling feelings of injustice.

The question of how an active movement against injustice
arises has led to many explanatory hypotheses (Major, 1994;
J. Martin & Murray, 1986). Latent feelings of relative depri-
vation may be made conscious as a result of public condemna-
tions of existing discrimination and injustice. Participation in
public protests may be dependent on a rational calculation of
the expected personal costs and benefits, on the strength of
one’s feelings of solidarity with one’s group, and of moral
obligations to support it. Participation may be triggered

by outrage. Outrage against group relative deprivation may be
inflamed by unexpected and noticeably unjust losses and loads
decreed by those in power (Moore, 1978), especially when
losses were preceded by upward economic and social devel-
opment that has set higher standards for the appraisal of the
present unsatisfactory state (Davies, 1962). The justice princi-
ple violated is the right to preserve the status quo and to pre-
serve the present conditions of life and the acquired rights, an
issue that is referred to very frequently in political disputes.
Latent feelings of group relative deprivation may flare up as a
reaction to events of enraging victimization of members of the
own minority group; such reactions may explode collectively
in riots, especially when the state authorities violate their
duties by contributing to the unjust action or by failing to in-
tervene in ongoing victimization (Lieberson & Silverman,
1965): The withholding of basic civil rights by representatives
of the state is especially enraging.

The cases referred to by Moore (1978) and by Lieberson
and Silverman (1965) are characterized by an unequal distri-
bution of power. If the disadvantaged groups do not see the
possibility to push through their claims by taking legal ac-
tion, outrage may bring the empowerment to take collective
action to correct disadvantageous decisions, to change the
power structure, or to retaliate the victimization.

JUSTICE IN SOCIAL RELATIONS

Justice in social relations means justice with respect to the
exchanges between the members of social systems, the ex-
changes between social groups, corporations, and organiza-
tions, and between individuals and institutions—but it also
concerns the exchanges of casual encounters.

Forms and Contents of Social Exchanges

Exchanges are ubiquitous in social life—between individu-
als, groups, organizations, and states, between individuals
and groups, individuals and organizations, and so forth.
Exchanges may be direct, for instance, when two individuals
express their liking for one another, conclude a contract, or
attack one another. Exchanges may also be indirect, for in-
stance, when an individual donates money to a charity that
provides help to people in need, or when the state collects
taxes from its citizens, using this income to pay for educa-
tion, law and order, and so on. Exchange relationships may
be sequentially chained. For instance, each adult generation
cares for the welfare and development of the younger gener-
ation, as well as the welfare of the aged parent generation.
The next generation will in turn do the same, thus abiding by
the terms of the generation contract.
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What are the contents of social exchanges? Not only prod-
ucts and money, but also status (e.g., by a marriage or by
granting citizenship), commitment to a relationship, atten-
tiveness, information, services, support, good mood, love,
loyalty, and—on a less positive note—burdens (such as health
problems, addictions, and depression), criticism, blame,
harm, mistrust, and hostility.

What Is Fair and Just in Social Exchanges?

Fair Contracts

The contract is a prototypical form of social exchange.
Contracts are regarded as just when the partners are equally
informed and equally free to consent (Nozick, 1974). Justice
is threatened if relevant information is withheld, if pressure is
exerted, or if one party is not free to refuse to enter into the
contract because of a certain predicament.

Because contracts are of eminent importance in social
life, many legal norms have been established that specify the
obligations of the partners to provide all relevant informa-
tion, to observe the contractual agreements, to respect social
norms in the contents of the contract, and so forth. A contract
only has to be fair ex ante: Valid contracts have to be ful-
filled, even if they turn out to be unfavorable for one party
because of circumstances beyond the control of the contrac-
tual partner (e.g., unexpected significant changes in market
prices). Moreover, specific legal regulations have been es-
tablished to protect the supposedly less powerful parties—
with respect to rent control, industrial law, and product
liability.

Laws and Social Role Norms

Legal regulations have also been established for many non-
contractual relationships, specifying the rights and duties of
the exchange partners (e.g., married couples, parents and chil-
dren, administrations and citizens, police and citizens, etc.).
Most important is, of course, the criminal law (addressed in
this chapter’s section on retributive justice) containing nega-
tive exchanges that are banned by law in a society.

Many exchange relationships are regulated not by laws but
by informal social norms, for example, by the system of reci-
procal social roles. Many normative scripts for social roles are
conventional in character. They prescribe the rights and oblig-
ations of the actors, and they shape the normative expecta-
tions held by the actors and by the public with respect to the
reciprocally related roles. Further regulations are found in the
behavioral codes of professional associations, in public con-
ventions regarding politically correct behavior, in the rule

systems of sports, in the bylaws of organizations, and so forth.
These legal and conventional rule systems correspond to and
are shaping the sense of justice within the population.

Justice Principles

Many social exchanges are not subjected to legal or role-
bound norms but still have to be fair and just. Which stan-
dards of justice are operating here? Modified forms of the
equality criterion are standards for appraising the fairness of
exchange relationships, especially the principles of reciproc-
ity and equity. Social exchanges are regarded as just if reci-
procity is established. This is true for positive exchanges, in
which equal mutual advantage is the normative standard, as
well as for negative exchanges, as portrayed in the biblical
rule of “an eye for an eye and a tooth for a tooth.”

Equal mutual advantages have also been postulated in
Hobbes’ (1648/1970) social contract conception of the state
and in the sociological theory of role-bound exchanges
(teacher-student, physician-patient, employer-employee,
leader-follower; cf. Parsons, 1951). However, the general
truth of Parson’s equal–mutual-advantage assumption for
reciprocal social roles has been criticized with good reason
(Gouldner, 1960): Some social roles or positions are certainly
more attractive, powerful, prestigious, and profitable than
others. And the equal opportunity assumption, which means
that all citizens have equal opportunities to receive the more
favorable positions, is illusory.

Equity has been proposed as the normative standard for
social exchanges, implying equal ratios of investments/costs
and outcomes/benefits for all parties involved (Homans,
1961). Equity is to assess easily only when the investments
and outcomes are quantifiable—for instance, in money
equivalents. This is possible for market exchanges.

The claim that equity is the general justice principle in
exchange relationships (Walster et al., 1978) is exaggerated.
One reason is that equity theory is too vaguely defined to be
applicable in qualitatively and structurally different relation-
ships. How should the ratio of contributions to benefits be
calculated, for example, for the employer and the employee,
the mother and the child, the players in a tennis match, or the
victim of an accident and his or her rescuer? All actors in
these relationships have obligations or entitlements, but they
are not entitled an equal ratio of contributions to benefits. The
entitlements are based on contracts, on particular social and
moral norms, or on the norms of fair play. Every citizen main-
tains an exchange relationship with the state. The citizens
and the state (in the same way as the insured and their insur-
ance companies) have reciprocal rights and obligations that
cannot be represented in the equity formula. Nevertheless, the
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relationships can be evaluated as just if all parties meet their
obligations.

The equity principle is less precise than it was contended
to be in more informal social exchanges, in which its assess-
ment is based on subjectively focused and subjectively
valued exchanges (of goods, services, love, respect, trust,
loyalty, harm, negligence, hostilities, etc.), and indirect and
chained exchanges (e.g., services to third parties or to the
community that are of indirect benefit to the exchange part-
ner) may or may not be included in subjective evaluations.
Nevertheless, it has been proposed as the justice principle in
social relations, even in close personal relationships. As it is
worthwhile to have a closer look at close relationships this
issue will be taken up in a later section.

Implicit Contracts Within Social Relationships

Not every aspect of a relationship can be explicitly articu-
lated in a contract. For instance, employment contracts imply
that employees use working time for the employer and not for
private interests, that they are conscientious, that they do not
misuse the contract by spying for a competitor, and so on. In
return, the employer does not require employees to perform
inappropriate tasks (e.g., those that are below the employee’s
qualification level) and also takes care to ensure a safe work-
ing environment.

Moreover, existing, practiced relationships create new,
contract-like expectations. For instance, significant changes
in the task structure that was practiced for a long time by an
employee cannot simply be assigned by the employer to the
employee; rather, they have to be negotiated. People believe
that employers have obligations to their current employees
but not to those requesting employment (Kahneman,
Knetsch, & Thaler, 1986). There is a widespread view that se-
niority (defined here as the length of continuous employment
with an employer) is an important factor protecting against
layoff in the case of workforce reduction (Elster, 1992;
Engelstad, 1998). The period of notice that tenants must be
given is dependent on the length of the tenancy; in many
countries, this issue is regulated by law. People are expected
to keep to existing exchange relationships, even if the pre-
vailing market situation would allow one party to make more
profit elsewhere. Rousseau has investigated the implicit psy-
chological contracts (and the entitlements derived from
them) that are built up in ongoing relationships (Rousseau &
Anton, 1988; Rousseau & Parks, 1993). Respectful treat-
ment, meaningful work, and a safe working environment
constitute important parts of these implicit contracts.

It may well be that the perceived quality of an existing
relationship shapes the expectations of what would be an

appropriate reciprocal treatment. And these expectations
have a normative character; violations may be valuated as un-
deserved. One limit, however, is that people, as mentioned
previously, consider different justice rules as appropriate
depending on the kind of the relationship (e.g., equal distrib-
ution or distribution according to needs within close rela-
tionships but equitable distributions in market exchange).
Relationship issues are also an important topic of procedural
justice research (Tyler et al., 1997) and are addressed later in
this chapter. The way people are treated by authorities—as
representatives of social systems, communities, or social
groups—is informative with respect to their social status. If
the treatment is not felt to be in accordance with their subjec-
tive entitlements, it is considered unjust. These entitlements
are part of implicit psychological contracts. 

Entitlement to Respectful Treatment

One aspect of social interactions has attracted much attention
in justice research—respect. Miller (2001) has recently pro-
vided an excellent review. A few examples are mentioned
here. Lind and Tyler (1988) have stressed the eminent impor-
tance of respectful and decent treatment in their group value
theory of procedural justice. Mikula (1986) studied unjust ex-
periences of students in daily life and found frequently men-
tioned unjustified accusation and blame, the giving of orders
in an inappropriate form, and ruthless misuses of status and
power (see also Clayton, 1992). Bies and Tripp (1996) found
that humiliation and wrongful accusation by superiors were
instances of reported injustices. Insult and disrespectful treat-
ment have been identified as powerful instigators of resent-
ment and aggression (R. A. Baron, 1993; Bettencourt &
Miller, 1996; Folger & Skarlicki, 1998; Heider, 1958).
People in general seem to expect respect from others in social
interactions, and they seem to feel entitled to respectful treat-
ment and interaction. The right of being treated with dignity
is the first of the human rights. However, what respect and
disrespect mean in concrete social encounters may vary a lot
between individuals, settings, kinds of relationships, social
groups, subcultures, and cultures. Nevertheless, what has
been named interactional justice (Bies & Moag, 1986) seems
to be agreed upon in psychological contracts about a code of
conduct (Robinson, Kraatz, & Rousseau, 1994; Rousseau,
1995) defining what is and what is not acceptable in a rela-
tionship. As the code of conduct frequently is neither explic-
itly articulated nor negotiated between interaction partners,
the normative expectations have to be derived from observed
resentment and reproaches, from aggressive responses, and
from further behavioral manifestations of feeling vio-
lated (e.g., withdrawal, reduced commitment, cf. Miller,
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2001). These responses function also as a measures to edu-
cate the offender whose apologies and remorse are healing
the relationship (Ohbuchi, Kameda, & Agarie, 1989;
Montada & Kirchhoff, 2000). The range of normative expec-
tations may encompass the acknowledgement of expertise,
performances and efforts, granted supports, loyalty, consider-
ation of one’s preferences, sympathies, aversions, fears,
handicaps, and vulnerabilities: All these have to be respected.
Moreover, codes of politically correct behavior and language
that have to be respected have gained much attention.

Disrespect is experienced as an offence to the personal
and social identity. Some of the victims’ responses to disre-
spect are meant as a defense or restoration of their violated
self (Vidmar, 2000). In case of public disrespect, the aim of
responses may be to restore social status in the eyes of others.
Violent acts may have these functions to restore the self-
esteem and social status (Megargee & Bohn, 1979; Toch,
1969; for a review, see Streng, 1995)—evening the score by
retaliation (Greenberg & Scott, 1996).

The motive to even the score may also be given in re-
sponses like reduction of commitment at the workplace or in
close relationships, reduction of trust, and silent or explicit
rejection of proposals. The positive effects of respectful treat-
ment by authorities on the acceptance of their decisions and
on generalized trust in them (Lind & Tyler, 1988) mirror this
hypothesis in positive terms.

Justice Within Close Relationships

“The rule most frequently advocated as the rule governing all
relationships, including intimate ones, is equity” (Clark &
Chrisman, 1994, p. 17). Participants are expected to be more
satisfied with the relationship, which is in turn expected to be
more stable when equity is realized. Participants strive to
make inequitable relationships equitable by changing their
contributions, their expected outcomes, or both by requesting
change in the contributions made by their partners or by reap-
praising their own or their partners’ contributions and out-
comes (Walster et al., 1978). Because equity is in the eye of
the beholder, so to speak, reappraisals may be functional for
establishing subjective equity.

It is indisputable that exchanges can be balanced on vari-
ous dimensions (e.g., those emphasized by Foa and Foa
(1980)—love, status, money, material goods, services, and
information): Information can be compensated by money,
services by love, and so on. In our culture, parents typically
do not expect that their investments into their children’s care,
development, and education would be reciprocated by the
children. Instead, they feel more than compensated when they
are loved by their children. To assess whether a relationship is

considered just, one has to look at the balances that are actu-
ally made. The global measure of equity generally used in
research—that is, asking subjects what they contribute to a
relationship and what they get out of it—relative to their part-
ner(s) is unsatisfactory. The precise balances have to be spec-
ified if we are to learn how appraisals of equity and inequity
are generated.

One major problem is the validity of global measures of
equity. Respondents who do not really balance contributions
and outcomes for themselves and for their partners may use
the terms equity and justice synonymously. Detailed mea-
sures across numerous exchange dimensions—which may
additionally be weighted according to personal importance—
are possible, however (e.g., Lujansky & Mikula, 1983; Van
Yperen & Buunk, 1994). The correlations between detailed
and global measures are generally modest or near zero
(Sprecher & Schwartz, 1994). Thus, using global measures of
equity does not really clarify which justice standards are
actually used by respondents.

Nevertheless, in accordance with hypotheses derived from
equity theory, some studies have found that not only respon-
dents who feel deprived compared to their partner but also
those who feel advantaged are less satisfied with their rela-
tionship than are respondents who perceive their relationship
as equitable (Buunk & van Yperen, 1991). The effects of eq-
uity ratings on satisfaction in the partnership and the stability
of the relationship are, however, generally weak or nonexis-
tent (Sprecher & Schwartz, 1994).

Thus, we do not have robust evidence in favor of the equity
model in close relationships, such as those between family
members, in intimate partnerships, and best friendships. Re-
search about justice in close relationships is reported and re-
viewed in a volume edited by Lerner and Mikula (1994) and a
special issue of Social Justice Research (Vol. 11, 3) edited by
Mikula (1998). One might question whether justice actually
matters at all in these kinds of relationships, which ideally are
characterized by mutual love, trust, and caring. However, as
Desmarais and Lerner (1994) argue, the degree of “closeness”
is not the same at all times and for all parties, and it may vary
from an identity relationship (in which the parties’ identities
are merged), to a unit relationship (in which equal but inde-
pendent partners cooperate), and even to a nonunit relation-
ship (in which the parties compete with one another).
According to Desmarais and Lerner (1994), strong effects of
equity ratings on satisfaction are not to be expected within
identity relationships—“where meeting a partners’ needs is
most likely to create harmonious relations, while equal and
reciprocal treatment may be alienating in close relationships”
(p. 45)—in which the partners are not looking for long-term
reciprocity. In a study with married couples, Desmarais and
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Lerner found that, for respondents who believe that they are
in an identity relation with their partner, satisfaction with the
relationship correlates higher with the partner’s outcomes
than with the respondent’s own outcomes.

Lerner’s distinction of an identity relationship from a unit
and a nonunit relationship (Lerner & Whitehead, 1980) corre-
sponds to Clark and Mills’distinction between the communal-
versus the exchange-norm orientation in intimate partnerships
(1979). The communal-norm orientation means feeling
responsible for and being responsive to the other’s needs
without expecting repayment. It is satisfying enough to meet
the other’s needs. The partner’s outcomes are no less impor-
tant than one’s own outcomes; on the contrary, they take
precedence. Extending the authors’ argumentation slightly,
the following could be stated: Whereas with exchange-norm
orientations, outcomes (benefits) are balanced against inputs
(costs), in communal-norm orientations the ratio between out-
comes and costs is not decisive because one’s own inputs are
viewed not as costs, but rather as welcome opportunities to
meet the partner’s needs. Any ensuing rewards are interpreted
not as profits on one’s own investments, but rather as an
expression of the partner’s affection and love.

However, conflicts are not unusual in close relationships,
and because these conflicts are essentially justice conflicts, it
is worthwhile to examine which justice principles are applied
when conflicts occur. As long as an identity relation exists, all
investments, all self-sacrifices, and all burdens are not bal-
anced with one’s outcomes, but the balances may be made
when the partner withdraws his or her love (Montada & Kals,
2001).

Research by Cate and colleagues (Cate, Lloyd, Henton, &
Larson, 1982; Cate, Lloyd, & Henton, 1985) and Desmarais
and Lerner (1989) has shown that the level of received re-
wards (e.g., in the six resource areas of love, status, services,
goods, money, and information) predicts relationship satis-
faction better than does global equity (and equality as well),
regardless of whether the relationship is traditional or modern
in terms of gender-role orientation (M. W. Martin, 1985). Do
these findings mean that self-interest is the dominant motive
in close relationships? To answer this question, the partner’s
rewards (stemming from the respondents’ own responses to
their partner’s needs) also need to be assessed. It may well be
that those relationships that both partners experience as re-
warding are satisfying. One kind of empirical findings seems
to support this interpretation: Rusbult (1987) and Hays
(1985) found that own rewards minus costs (investments)
predict relationship success less well than own rewards plus
costs (which may mean the partner’s rewards). The latter
index may reflect the mutual responsiveness of the partners to
each other’s needs (Clark & Chrisman, 1994).

An exchange orientation implies the normative expectation
that one’s own investments (definable as the material, social,
and personality resources one brings into the relationship) will
be repaid or yield profits—if not immediately, then in the long
run. This economic view of close relationships would suggest
that partners keep track of their own investments and out-
comes and—in the equity version of the model—of their part-
ner’s as well. The few studies investigating this aspect have
found that respondents who desire or already have communal
relationships do not tend to keep track of the respective invest-
ments and outcomes (Clark & Chrisman, 1994). Furthermore,
as shown by Grote and Clark (1998), communal relationships
represent the widely preferred ideal for partnerships. In the
same study, these authors found the perceived fairness of the
distribution of housework and child-care responsibilities to
be positively related to adherence to communal norms in the
partnership (for women) and negatively related to an adher-
ence to exchange norms (for men and women).

However, it is open to question whether the responsive-
ness to the other’s needs, which is typical for a communal
orientation, is motivated by love, sympathy, altruism, or jus-
tice. The justice motive implies an awareness of the partner’s
entitlements and of one’s own perceived obligations. Love
and sympathy, same as altruism, may motivate to satisfy the
other’s desires and needs without conceiving these as entitle-
ments and without feeling obliged to do that. In social rela-
tionships, applying the need principle of justice, feeling
sympathy with the needs of the loved one, and being altruis-
tic may motivate an actor to choose the same behavioral com-
mitments. Nevertheless, the justice motive and sympathy,
altruism, and love are distinct motives, and conflicts between
them may occur or be induced (cf. Batson, 1996). The behav-
ioral commitments are not informative with respect to the
question how they are motivated. We need valid assessments
of the actors’ motives behind their responses to the needs of a
loved one. To assume a justice motive, one has, at least, to
ask respondents explicitly about the others’ entitlements or
their deservingness. Another approach is to observe or ask
respondents about their emotions that imply perceived own
violations of justice norms, namely feelings of guilt or of
indebtedness—and to explore the justice appraisals assumed
to be necessary components of these emotions.

The justice motive may also be inferred from resentment
of the partner. Freudenthaler and Mikula (1998) offer an ex-
ample of this approach with their investigation of women’s
sense of injustice regarding the unbalanced division of
housework. In their interview study with employed women
living in a partnership, perceived violations of entitlement are
predicted by four variables related to household chores: un-
fulfilled wants, social comparisons of their partner’s with
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other men’s commitments, normative social expectations of
partner’s commitments, and lack of justification as to why
their partner is contributing less than expected. Perceived
violations of entitlement together with attributions of respon-
sibility to the partner and lack of justification predicted 53%
of the criterion variable blaming the partner. This set of vari-
ables includes the key variables for the perception of injus-
tice: entitlements on the basis of some justice norm and
violation of these entitlements by a responsible actor who
does not have convincing justification (cf. Lerner, 1987;
Montada, 1991). To predict perceptions of violated entitle-
ments, it is necessary to assess the justice norms applied by
the individual.

Another example based on a similar conceptual model of-
fers a questionnaire study conducted by Reichle (1996) about
losses and restrictions experienced by spouses after the birth
of their first child. Anger (resentment) toward the spouse was
predicted by attributing responsibility for one’s own losses
and restrictions to the spouse, which was moderated by the
perceived injustice of the losses and a negative balance
of perceived gains and losses (explained variance = 74%).
Marital dissatisfaction was explained by anger toward the
spouse, extent of the experienced losses, number of losses at-
tributed to the spouse, and attribution of responsibility for the
losses to the spouse (explained variance = 77%). Within this
sample, strong preferences for using the equality and the
need principle in distributions of tasks, opportunities, and
restrictions (in contrast to gender specific traditional norms)
and strong preferences for negotiations as the just way to
proceed in cases of disagreement were observed (Reichle &
Gefke, 1998). 

The Effects of Social Exchanges on Third Parties

Assessing the justice of social exchange relationships would
be incomplete without examining the effects of exchanges
on third parties. Adverse effects of exchange relationships on
third parties raise justice problems—but to my knowledge,
they have not yet been an object of psychological research. 

Contracts that are fair to the contractual parties may incur
serious disadvantages for others. For instance, cartel con-
tracts may be fair for the contract parties, but they are made at
the expense of others. Exclusive contracts of sale put other
suppliers at a disadvantage. Granting government subsidies
to a big company in financial trouble may be viewed as fair by
its employees but as unfair by its competitors. Labor contracts
between employers’ organizations and unions may be viewed
as a fair distribution of profits but may cause rationalization
measures leading to the dismissal of part of the workforce, or
they may prevent the expansion of the workforce, which

would have provided jobs for the unemployed. Even in close
relationships, adverse effects on third parties are not unusual.
Parents may enjoy the loyal support of their partner in cases
of conflict with their adolescent child who in turn considers
this loyalty to be a coalition at his or her own cost.

Therefore, it is adequate to expand the view from the
directly concerned exchange parties and to examine the con-
sequences for others and for the social system.

THE JUSTICE OF RETRIBUTIONS

The phrase retributive justice normally means the justice of
retribution for crimes and negligence, as well as the justice
of compensations for caused damages and harm. However,
special achievements (intellectual, artistic, moral, etc.),
especially those that go beyond the call of duty, are also to be
repaid or acknowledged. Because the justice of acknowl-
edgement of special achievements has received little research
attention thus far, it is only mentioned here; the retribution
for crimes and negligence is treated in more detail.

Just Retribution and Punishment

Though just retribution for crimes is anchored in criminal
law, in criminal justice proceedings, and in precedents in
court judgments, empirical social and behavioral sciences
can contribute significant insights, because the sense of jus-
tice held by the general public does not perfectly coincide
with that reflected by the legal code and court decisions.

What is just retribution for the violation of criminal law?
A first answer could be reparation for the damages caused,
analogous to the equity principle of social exchanges. Such
regulations exist in the civil code, as can be seen in liability
laws: The defective product must be replaced; the damage
must be compensated; the price must be reduced if services
are insufficient; the caused secondary costs (expenses, oppor-
tunity costs) are to be balanced out. Compensation for dam-
ages is not a prevalent goal in criminal justice.

For most people’s sense of justice, equitable compensa-
tion would be an inadequate atonement for a crime. This is
true not only for crimes which have caused irreversible
losses: How could, for example, the murder of a person, per-
manent health impairments following a physical injury, or
psychological damage caused by terror or humiliation be
compensated? This is generally true because the violation of
criminal law means a violation of the moral consensus with-
out which the social community cannot survive (Miller &
Vidmar, 1981). Regardless of the amount of damage, this in-
jury to the moral code of society demands punishment. The
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violation of the basic values of the community, those which
make up its identity and its self-esteem, as well as violation
of the sacred symbols of a society (e.g., its religious tenets, its
flag) demand retribution. The primary purpose of retribution
is atonement.

The rational-choice model also offers an explanation of
why compensation alone is insufficient. If the bank robber
could compensate the crime simply by returning the money,
there would be no deterrent: He or she could attempt it again
and again without risk, in the hopes of one day not being
caught. Therefore, retribution must be independent of com-
pensation for damages. Alongside atonement and compensa-
tion for damages, a third purpose in legal punishment is
deterrence, which is supposed to have an effect on the perpe-
trator as well as on the public at large. Additional functions of
legal punishment are considered: building up or reinforcing a
sense of justice in the population, resocializing the perpetra-
tor, and protecting the community by incapacitation of the
offender (e.g., by imprisonment or death penalty).

Analyzing the valuations of the various functions of legal
punishment, Vidmar & Miller (1980) identified two main mo-
tives: a controlling and a retaliation motive. The retaliation
motive emphasizes the perpetrator’s guilt and the severity of
the crime. The function of atonement is placed in the fore-
ground. The controlling motive aims at keeping the criminal
in check and protecting society. Of importance are the dan-
gerousness of the criminal and the degree of harmfulness of
the crime. Miller and Vidmar also differentiate the motives
according to whether they are directed at the perpetrator or at
a third party: A motive for retaliation can also be to dampen
public outcry. We should take this psychological analysis a
step further and distinguish between deterring the perpetra-
tors and resocializing them because different measures seem
to be appropriate for those two goals.

It is remarkable that the victims of crimes are only mar-
ginally considered in the functions of retribution, if at all. In
fact, in the historical development of criminal justice in the
modern age, the main focus was protecting society and guar-
anteeing fairness to the perpetrator, not to providing justice to
the victim. For a long time, the victim played exclusively the
role of a witness in criminal proceedings. The witness does
not have a powerful role: He or she does not control the pro-
cedure, and his or her credibility and reputation may be
doubted. Only recently have victims had the right to function
as joint plaintiffs in such crimes as rape and bodily injury,
thereby gaining a bit more control in the course of the trial;
this should be relevant for their assessment of procedural
justice, according to hypotheses forwarded by Thibault and
Walker (1975). Whether the victim received justice was of
no concern to the criminal justice system. Victimology has

finally taken the rights of victims seriously—for example,
their need for acknowledgement of their status as victims,
which will be documented by the conviction of the perpetra-
tor (Fischer, Becker-Fischer, & Düchting, 1998). 

The various goals of legal punishment may conflict with
one another and thus create their own problems of justice: Is
the retributive sentencing of a young offender for robbery with
grievous bodily harm to the victim just, or is a mild sentence
with an attempt at his resocialization more just? When general
deterrence is the objection, the mitigating factors associated
with the individual offense may easily be overlooked.

Perpetrator’s Responsibility and Blameworthiness

In criminal law the severity of the crime is the first decisive
factor in determining the degree of guilt and blameworthiness
of the offender (recognizable by the range of penalties for a
crime). Moreover, mitigating and aggravating circumstances
are considered. Special importance is given to the assessment
of the offender’s responsibility for the criminal act and to po-
tential justifications of this act. This practice coincides with
the sense of retributive justice in the public.

A guilty verdict presupposes the attribution of responsibil-
ity to the perpetrator. The assessment of the defendant’s
responsibility is a core problem in jurisprudence. Defendants
may use any of eight arguments to deny or to diminish their
responsibility for their behavior and its consequences
(cf. Hamilton & Hagiwara, 1992; Heider, 1958; Montada,
2001b; Semin & Manstead, 1983):

1. Denial of agency. Persons may deny that their behavior
was under their voluntary control. Reasons given for the
lack of volitional control include lack of competence, fa-
tigue, external influences, effects of drugs, intense affects,
and so on. In the courtroom, for instance, insanity, intense
emotional states, or being under the influence of drugs
are sometimes accepted as factors that exclude or reduce
actors’ responsibility for their deeds.

2. Lack of foreseeability of consequences. Persons may deny
that the consequences of their actions could have been
foreseen.

3. Lack of intent. Persons may deny that the negative effects
of their actions were intentional; this may lower the de-
gree of responsibility assigned to them, but does not free
them of responsibility in every case (Heider, 1958).
The person may be judged not to be malevolent, but he or
she may still be blamed for carelessness.

4. Assigning coresponsibility to others. Persons may try to
reduce their own responsibility by attributing responsibil-
ity to coactors.
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5. Displacing responsibility. Persons may deny their own re-
sponsibility by ascribing the responsibility for their actions
or omissions to others, asserting that they were seduced,
persuaded, misinformed, or forced by these third parties. A
special subcategory of this type is the displacement of re-
sponsibility to authorities who have given orders for the
action to be taken.

6. Mental retardation and developmental immaturity.

7. Lack of adequate socialization and education. Disadvan-
taged childhood and adolescence, deficient socialization,
and a lack of education are arguments frequently used
by lawyers to deny the defendant’s responsibility, because
these factors are widely believed to cause behavior
disorders.

8. Denial of having caused damages or harm. Even if the
person does not deny responsibility for an action or omis-
sion, he or she may deny the presumed effects of that
action, either by doubting the existence of any harm or
damage or by denying that harm or damage was caused by
the action or omission in question.

Apart from arguments to deny or diminish responsibility,
blameworthiness can be reduced by justifications of one’s
action or omission. Justifications do not deny responsibility.
Rather, they offer reasons such as the following that are
expected to reduce their blameworthiness and liability for
compensation:

1. Persons may make reference to their benevolent intent or
to the positive effects or benefits of their actions or omis-
sions. They may claim that any negative effects are bal-
anced out by positive ones.

2. Persons may assert that the victim had been informed and
had consented (e.g., to participate in a high-risk medical
research program or to engage in sexual contact).

3. Persons may legitimize their action as a just retaliation or
punishment. The victim is viewed as an offender who
deserves to be punished.

4. Persons may derogate the victim as being inferior or dan-
gerous, and may assert that their own actions are appro-
priate for this kind of person (cf. Bandura, 1990, on
dehumanization of victims).

5. Persons may justify their actions by referring to legitimate
self-interests, whether personal or communal.

6. Persons may legitimize their actions by referring to their
normative obligations or higher-order values (e.g., group
norms, obligations of obedience, religious norms).

7. Persons may interpret their action as defense of their rep-
utation (e.g., their face, so to speak).

8. Persons may legitimize their action by referring to con-
sensus information, either that “most people act or would
have acted the same way” or that “most people approve of
the legitimacy of the action.”

Arguments to deny or diminish responsibility on the one
hand and justifying arguments on the other may be presented
by defendants (cf. Sykes & Matza, 1957, on the defense pleas
of criminals in general; Deegener, 1997, on men charged with
sexual child abuse), or by the defendants’ representatives.
Even victims trying to cope with intense outrage and hatred
against the offender may use such arguments to calm down
their emotions.

There is much empirical proof suggesting that the puni-
tiveness of victims as well as that of observers who were not
directly affected is dependent on the attributed level of
offenders’ responsibility; this also holds true outside the
courtroom.

In people’s sense of justice, responsibility and justifica-
tions do have much weight (Burnstein & Worchel, 1969;
Kolik & Brown, 1979; Shklar, 1990; Zillmann & Cantor,
1977; and others). In a vignette study, Schmitt, Hoser, and
Schwenkmezger (1991) distinguished six grades of responsi-
bility for an injury: (a) intended injury; (b) awareness and ac-
ceptance of possible injury; (c) careless action; (d) impulsive
action, forced action, or unforeseeable effects; (e) benevolent
action performed in a clumsy manner; and (f) behavior not
under volitional control. They found a high correlation be-
tween these levels of responsibility and the mean state-anger
scores of respondents taking the perspective of victims in the
vignettes. The perceived blameworthiness of actors may be in-
ferred from these state-anger scores. Montada and Kirchhoff
(2000) have demonstrated that credible justifications substan-
tially reduce victims’ anger at the offender, as well as the
degree of punishment the victims regard as appropriate.

Retributive justice requires a valid assessment of the of-
fender’s responsibility and blameworthiness. The offender’s
own views of his or her blameworthiness must be given a
careful hearing. Giving voice to the offender is a central prin-
ciple of procedural justice; yet other’s views and information
by others also need to be included in the decision-making
process.

Blameworthiness, Apologies, and Retribution

According to the concept of retribution as atonement, a
penalty is just when it is proportionate to the degree of guilt.
The penalty is reduced, however, if sincere apologies by the
offender are offered. Goffman (1971) named the following
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components for honest apologies in a private context: The
perpetrator must (a) express remorse and emotional distress
because he or she has violated a legal and moral norm and
has harmed the victim; (b) he or she accepts responsibility
for the violation and liability for blame; (c) he or she credi-
bly expresses willingness to observe the moral rule in the
future; and (d) acknowledges that it is up to the victim to
accept or to refuse the apology, and that forgiveness is a
grace granted by the victim which cannot be claimed by the
perpetrator.

It has been empirically proven that sincere apologies rec-
oncile victims and judges (as well as observers not directly
involved) and reduce their desire for retribution and their
punitiveness (Miller & Vidmar, 1981; Montada & Kirchhoff,
2000). Goffman (1971) explained this phenomenon as fol-
lows: By showing remorse, the perpetrator accepts the valid-
ity of the violated norm, accepts his or her own guilt and
blameworthiness, brings him- or herself once again back to
the normative consensus of the community, and confirms the
views of the victim. Therefore, apologies attenuate the ret-
ributive counteraggression of victims as well as of the puni-
tiveness of the broader public (Ohbuchi et al., 1989). The
perpetrator’s attempt at reparation has similar effects (Darley
& Shultz, 1990). Some courts also reduce the penalties if in
perpetrator-victim compensation an agreement was reached
(Rössner, 1998).

Victims’ Need for Retribution

Whereas the assessment of appropriate penalties has been
widely studied, only a few studies exist of the victim’s needs
for retribution. It is known, however, that for the victims of
violent crimes, retributive reactions by the state are more im-
portant than are reparations (Baurmann & Schädler, 1991;
Pfeiffer, 1993). The large majority of victims assess sen-
tences as too mild in their own cases (Richter, 1997).

A study of victims of violent crimes (rape, physical injury,
attempted murder, robbery, kidnapping) done by Orth
(2000)—on the average 4 years after the crime and 2 years
after the court trial—pointed out that two thirds of the sample
were dissatisfied with the court’s judgment; and those who
were dissatisfied tended to react with pronounced feelings of
indignation, disappointment, helplessness, mistrust in the
legal system, a diminished belief in a just world, reduced
self-esteem, and reduced trust in the future. The effects of
dissatisfaction, however, were moderated by victims’ ap-
praisal of the proceedings as just. Procedural justice was as-
sessed by some of Leventhal’s (1980) criteria and by the
relational criteria proposed by Lind and Tyler (1988) that will
be discussed in a following section.

THE JUSTICE OF SOCIAL SYSTEMS 
AND POLITICS

The justice of allocations and existing distributions in general
can be assessed for different levels, for instance, within pri-
mary groups, within casual social formations as realized in
most laboratory experiments, within organizations and insti-
tutions (Elster, 1992, speaks of local justice), at the level of
the society (Brickman, Folger, Goode, & Schul, 1981, speak
of macrojustice), and at the international level.

It is important to note that for assessing the justice of allo-
cations and distributions, one needs to determine social bor-
derlines that specify who is principally entitled to receive a
share of the resources to distribute, who is obligated to bear a
share of the tasks and loads to be allocated, and so on (Cohen,
1986). However, the determined borderlines may be criti-
cized as unjust. Should the inheritance of a deceased person
who has not made his or her will be distributed only among
his or her descendants, or should those persons be included
who have self-sacrificingly cared for him or her for years?
Should the profits of a business be distributed exclusively to
the shareholders or should the stakeholders participate? Who
has to bear the losses? Should the tax revenues of rich states
be distributed exclusively within the state or should develop-
ing states also participate?

Because the constitution, the legal system, and the institu-
tions of a society have an impact on distributions, these compo-
nents of the societal system are also the objects of justice
appraisals—for example, the economic system, the labor laws,
the health and welfare system, the educational system, envi-
ronmental protection laws, immigration rules, the generation
contract; all of these may be valued as basically just or may be
criticized as unjust, as well as the politics responsible for their
implementation and adaptation. Constitutions may be criti-
cized for failing to guarantee human rights, the protection of the
environment, or animal welfare; the economic and tax systems
may be criticized for allowing the development of huge in-
equalities in wealth or for demotivating individual productiv-
ity; the educational system may be blamed for failing to provide
equal opportunities for the socially disadvantaged or failing to
meet the needs of gifted students. Justice arguments can be
found to support or censure any given policy, and all parties
concerned usually seem convinced that their view is the only
valid one; this is how normative standards are conceived—as
generally valid and as binding for all concerned.

Imbalances of Justice at the Societal Level

Not every claim, not every evaluation of social conditions,
and not every protest against injustice is justified. Claims and
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protests are often based on a one-sided subjective concept of
justice: Unbalanced claims—for the preservation of the sta-
tus quo, of freedom rights, of the equality principle, of the
need or the equity principle, and so on—lead to unjust solu-
tions because all other principles of justice have been vio-
lated. This idea may be illustrated by a few case examples
that are currently disputed.

Affirmative Action

Not seldom, efforts to correct one injustice result in the cre-
ation of another. A prominent example is the affirmative action
taken to correct the indisputable historical disadvantages of
women in the labor market, problems that still persist to this
day. For instance, women are still underrepresented in top-
level positions. Interpreting this fact as unjust discrimination
against women, various types of affirmative action have been
taken to give preference to female applicants over their male
competitors. The justice problem with this policy is that it aims
to correct a historical problem by reversing gender privileges
in today’s generation of students and young professionals.
Today’s young women have certainly suffered fewer injustices
in education and in the labor market than have earlier genera-
tions of women, and today’s young men are less privileged
than were their male predecessors. Therefore, it is problematic
for these historical injustices to be corrected by affirmative ac-
tion’s affecting only the present generation of young women
and men, with no impact on preceding generations. The ques-
tion is whether it is just that the costs of this measure have to be
borne exclusively by young men. Moreover, justice—at least
in terms of equity—is more frequently valuated at the level of
individuals, not at the level of groups or collectives. Therefore,
as D. M. Taylor and Moghaddam (1994) argue, many people
have justice problems with affirmative action policies.

This approach to correcting a historical injustice is based
on an implicit assumption advanced by the new feminist
movement—namely, that the gender categories male and
female were in fact social groups. Would it not be a mistake to
believe that the whole group of women will vicariously partic-
ipate in and profit from the success of some—mostly already
privileged—young women? Women are not a social group,
but rather a social category. This distinction is psychologically
an important one (cf. Griffith, Parker, & Törnblom, 1993).
Individually, most women are members of gender-mixed so-
cial groups such as families, where they are bound not only to
daughters, sisters, and mothers, but also to sons, husbands,
brothers, and fathers. They may be proud of the careers of the
male as well as of the female members of their family.

This is not to deny the continuing existence of unjust
gender inequalities in the labor markets. Unjust gender

inequalities are recognized by many of those who doubt that
the concrete policy of affirmative action will result in new in-
justices. This is also true for affirmative action in the realm of
ethnic inequalities in education and in the job market (cf., for
instance, Bobocel, SonHing, Holmvoll, & Zanna, 2002).

Environmental Protection Policies

There is little doubt that current and future environmental
pollution entails not only health risks, but also the risk of cli-
mate changes with incalculable consequences. There is also
little doubt that the current pollution of air, soil, and water en-
tails gross injustices. Because pollution is a side effect of pro-
ductive processes in agriculture, industry, and business, and
of traffic, air conditioning, and so on, the justice concern is
about the allocation of the profits, costs, and risks resulting
from these processes and activities. Some people and some
populations benefit more than do others from these processes,
and those who profit most are unlikely to be those who have
most to lose from the risks and disadvantages of pollution (cf.
the concept of environmental racism, Clayton, 1996).

The costs of pollution are still typically externalized—that
is to say, the costs and risks are mainly borne not by those
who have caused them, nor by those who have most to gain
from the processes in question. The externalization of costs
bears always the risk of an injustice. One of the policies for
reducing pollution injustices is the internalization of the costs
by means of pollution taxes. However, pollution taxes may
result in new justice problems.

First, there is no guarantee that the taxes raised will be
used to compensate the victims of pollution. In fact, not even
all of the victims of pollution can be identified because its
harmful effects are long lasting, interact with many other fac-
tors, and are cumulative. Furthermore, air and water pollution
extend across regional and state boundaries, and such pollu-
tion may involve delayed risks for the future when coming
generations may be affected by the greenhouse effect.

Second, pollution taxes may intensify social inequalities.
They may be ruinous for poorer firms, but not for richer ones;
they may be prohibitive for poorer car owners, but not for
more affluent drivers who can easily afford to pay the new
taxes. The result may be the bankruptcy of some firms, the
consequent dismissal of employees, and the aggravation of
social inequalities (Montada & Kals, 2000; Russell, 2000).
Looking at the branched systemic effects of every interven-
tion, it is not easy to avoid new injustices.

Justice for the Defendant Versus Justice for the Victim

The principle of giving defendants the benefit of the doubt
is uncontested in criminal law, but the practice violates the
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victims’ claims to retribution, at least in the case of those vic-
tims who have no doubts as to the guilt of the defendant.
Many such victims experience an acquittal or a light sentence
by the judges as a secondary victimization (Orth, 2000) after
the state was not able to protect them from primary victim-
ization by the crime.

Underserved Welfare Benefits

The fact that an ostensibly indolent unemployed father prof-
its from the generous welfare benefits accorded to his family
is unjust. It may be justified, however, by the constitutional
guarantee of equal opportunity for all citizens: The children’s
opportunities have to be safeguarded, and they are not re-
sponsible for their father’s unemployment. Furthermore, the
economic system does not allow the father to be forcibly
employed. The assessment of justice requires looking at the
social system as a whole, and (frequently) considering which
of several injustices is to be less tolerable.

State Subsidies to Business 

Subsidizing uncompetitive business sectors aids those
employed in these sectors and thus can be justified by the
principle of need; but it may hinder modernization. Subsidies
for preservation instead of investment in the future can place
a mortgage on the future and a burden on the next generation.
Every instance of subsidization by means of public funds that
has no sustainable effect is an injustice to the needs of the
next generation. The concerns of the next generation should
carry the same weight as those of the present generation.

In political conflicts, the principle of preserving acquired
rights is frequently asserted. In the spring of 1997, coal miners
in Germany took to the streets to force a continuation of the
hitherto-granted government subsidies, which consisted of
about LSD 55000-per job position per year. If an equal amount
of subsidy had been demanded to create new jobs for all the
four million unemployed persons searching for jobs (the un-
employment rate was 10.4%), that would have required the en-
tire federal budget. Applying the equality principle of justice
in this conflict would have demonstrated the injustice of a one-
sided application of the principle of acquired rights preserva-
tion and would have undercut the miners’ demands.

Pension Systems on a Transfer Basis

The current pension system in Germany raises at least two
justice problems. First, with the current shift in the age pyra-
mid, the younger generations can no longer be guaranteed that
they will receive a pension of an equal ratio to their

contributions as currently is paid to the pensioners; this is tan-
tamount to an exploitation of the younger generation. Second,
parents with children are exploited by the pension system in-
sofar as their investments in time and money in the develop-
ment and education of their children represent an essential
contribution for the future performance capabilities of the pen-
sion system, but the parents do not receive equitable financial
compensation for their investments. In addition, if they reduce
their paid work to save time for caring for their children, as
mothers frequently do, their own pensions will be lowered.

What Is Unjust and What Would Be Just?

It is much easier to reveal injustices than it is to establish jus-
tice within complex social systems. Pointing to imbalances is
not yet a generally accepted solution. As justice conflicts and
justice dilemmas become apparent, the question is how they
may be resolved. There are several approaches to avoid or to
settle justice conflicts and to resolve justice dilemmas:

• Just procedures in decision making help to avoid creating
feelings and perceptions of injustice.

• When more than one principle of justice is valid in a case,
a mixed application of principles would be helpful to
avoid gross imbalances.

• Mediation methods can settle justice conflicts in which
(ideally) all concerned have a guided discourse about all
issues and perspectives at stake and have a chance to find
a mutually accepted solution.

These approaches are outlined next. It should become obvi-
ous that justice is a personal and social construction.

AVOIDING AND SETTLING JUSTICE CONFLICTS

Procedural Justice

Given the broad spectrum of options for appraising, con-
structing, and realizing justice in the various fields of social
life, conflicts about justice are unavoidable. How can these
conflicts be settled? How can peace be preserved? One answer
is to ensure fair decision-making—using procedures that are
broadly accepted as just within the population (Luhmann,
1983). This solution holds for parliamentary procedures, elec-
tions, institutional decisions, decisions of courts, arbitration,
and decisions of other authorities. The separation of powers
is a crucial element in the appraisal of justice in a given
society—this includes the right to appeal against decisions of
authorities, also against institutional and parliamentary deci-
sions in administrative and constitutional courts.
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Extensive empirical research has confirmed the impact of
fair procedures on conflict resolution and on the acceptance
of authoritative decision-making. From a normative perspec-
tive, the question of which procedures are just is a crucial
one. Although Thibaut and Walker’s (1975) book is entitled
Procedural Justice, the authors address the issue of control
more than they do that of justice. Preferences for procedures
of conflict resolution that give more control over to the par-
ties involved may well be motivated by self-interest—as
Thibaut and Walker have argued—and not by a justice
motive. Therefore, it is crucial to ask whether the parties in-
volved claim to have control by voice only for themselves or
equally for the other party. Leventhal (1980) has drawn up a
set of justice rules for the procedures of decision making—
for example, impartiality of the authorities, consistent use of
arguments, consideration of relevant information, objectivity
in the review of information, and revision of decisions if new
information becomes available. The granting of a voice to all
concerned is also essential—all concerned should be given
the opportunity to present their views and claims and to take
influence on the decision-making process by having their
views and claims considered by the authorities. These are
criteria that have emerged in Western cultures as procedural
rights to be claimed by everyone. There is ample general
evidence of what has been dubbed the fair procedure effect,
which refers to the phenomenon that perceived procedural
fairness helps the parties involved to accept even those
decisions or outcomes that are less favorable than they had
expected or hoped for (Greenberg & Folger, 1983).

However, a higher level of education is probably required
for individuals to understand exactly what is actually meant by
Leventhal’s list of criteria—and to determine whether author-
ities observe these rules or violate them. Intellectually less
demanding criteria for procedural fairness would therefore be
helpful. The concept of respectful and decent treatment by au-
thorities is easy to grasp. In their group value theory of proce-
dural justice, Lind and Tyler (1988) emphasize the way people
are treated by authorities. According to their theory, people
care about their valuation and status in their group, commu-
nity, company, or society, and they infer this status from the
way they are treated by authorities. Because the way one
is treated by authorities is informative with respect to one’s
social status and has an impact on one’s self-esteem—as is as-
sumed by political theorists such as Lane (1988) and Rawls
(1971), as well as by psychologists (cf. Tyler, Degouey, &
Smith, 1996; Van den Bos, Lind, Vermunt, & Wilke, 1997)—
the concern for respectful and decent treatment in conflict-
resolution procedures would appear to be motivated by the
striving to gain or to maintain high self-esteem and a positive
self-concept. Lind and Tyler’s (1988) group value theory of

procedural justice has inspired a wide range of research activ-
ities and has generated an impressive body of knowledge about
the favorable impact that perceived respectful and decent treat-
ment by authorities has on one’s own perceived status, on
one’s self-esteem, on the acceptance of decisions, and on one’s
trust in authorities’ fairness and the legitimacy of institutions
(Tyler et al., 1997; Vermunt & Törnblom, 1996).

One question as to the justice component of group value
theory remains open, however: Is everyone entitled to claim
decent, respectful treatment by authorities? Even those who
have seriously violated the law and social norms? Respectful
treatment by benevolent authorities may enhance self-
esteem, and it may produce further beneficial effects, includ-
ing the willingness to accept the authorities’ decisions, but
that alone does not imply that justice is involved. Only if au-
thorities were obliged to treat everyone in a respectful or
even friendly manner, everybody would be entitled to claim
this kind of treatment, regardless of whether they deserve it.
But is everyone truly entitled to receive respectful treatment?
Or is this kind of treatment only deserved and claimable by
certain people—for example, by law-abiding citizens, by
people who have accumulated merits, by employees who al-
ways have given their best?

Brockner et al. (1998) and Heuer, Blumenthal, Douglas,
and Weinblatt (1999) have made first steps to approach this
question empirically. They could identify subjects’self-esteem
as a moderator variable: Specifically, having a voice and influ-
ential informational input into an ongoing dispute is correlated
more closely with perceived procedural fairness among
people with high self-esteem than it is among those with low
self-esteem. Respondents with high self-esteem seem to as-
sume that they deserve and are entitled to respectful treatment
as well as to being given a voice. Consequently, they and only
they tend to associate respectful treatment with fairness to
resent unfairness if they do not get what they expect.

Nevertheless, positive effects that are analogous to the fair
procedure effect may well be observable also in cases in
which perpetrators are benevolently treated respectfully and
decently by legal authorities: Such defendants may gain trust
that the sentence is fair, may accept the authority of the judges
instead of opposing them, may feel accepted as members of
the community, and may reciprocally accept the rules of that
community. Benevolence and grace may well have signifi-
cant integrating power, even if they are not to be claimed.

Settling Justice Conflicts by Mediation

There is good reason to assume that at their core, all hot social
conflicts are conflicts of justice (Montada, 2000). Insights into
procedural justice—as well as insights into the prevalence of
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justice dilemmas and knowledge of how to deal with justice
dilemmas—are helpful to settle social conflicts. We can dif-
ferentiate several strategies for dealing with conflicts of jus-
tice in a mediation setting; they are outlined in the following
discussion.

Articulating Conflicting Concepts of Justice

Existing justice conflicts are often not clearly articulated at
the beginning of a mediation. The conflicts manifest them-
selves as emotions, specifically as resentment of the opposing
party. It happens on occasion that the parties cannot clearly
articulate their views of justice and require assistance with
this articulation. To be able to assist, the mediators need an
repertory of hypotheses concerning the principles of justice.
Only clearly articulated concepts of justice can be communi-
cated and reflected.

Mediators must keep in mind that the manifest objects of a
conflict are not necessarily identical with the underlying deep
structure of the conflict—an example can be found, for in-
stance, in the many conflicts between parents and their ado-
lescent children: the demands of the children for autonomy
and the demands of the parents for maintaining authority and
the acceptance of their norms and values by the children. The
manifest conflicts about dress, hairstyle, neatness, contacts
with peers, and so on do not directly reflect their deep struc-
ture. Thus, solutions to the manifest conflicts do not always
lead to a lasting settlement because the deep structure of con-
flicting demands is not articulated and not addressed in the
agreement.

Imparting Understanding for the Other Party’s
Concepts of Justice

After the proper articulation of the conflicts, the second step
in the process is imparting an understanding of the respective
demands and normative concepts of the other party. Under-
standing does not mean that their demands and normative
concepts were adopted and accepted as justified. Each party
should, however, reformulate the other party’s views of jus-
tice and injustice in such a way that this party feels itself to be
correctly understood; this is analogous to giving and having a
voice in decision making, and it is a sign of reciprocal re-
spect. If, in addition, each party can be induced to formulate
arguments for the views of the respective opposing party,
then a great deal has been achieved; this is in line with
principles of discourse ethics and the ideal communication
situation (Habermas, 1990).

Imparting Insight Into the Dilemma Structure
of Conflicts of Justice

Settling conflicts is made easier when insight is gained that
divergent principles of justice do exist and may be valid and
that justice dilemmas result from this fact (Montada & Kals,
2001). The normative character of justice implies that every-
one is convinced that his or her own conception of justice is
valid for everyone else. Each party involved draws the unre-
flected conclusion that others are either in error in their dif-
fering viewpoints or are egoistic, perhaps even maliciously
violating justice. If the person, however, recognizes that a
justice dilemma exists, then he or she no longer views the po-
sition of the other parties as completely illegitimate and his or
her own position as the only legitimate one. In conflict medi-
ation, the questioning of the exclusive validity of every single
principle of justice by pointing to the concurrent validity of
competing principles is an important strategy (Montada &
Kals, 2001).

The justification of the validity of a moral rule or principle
is to be distinguished from the justification of decisions in
concrete cases in which competing principles are relevant
(Habermas, 1993). This step requires concrete attempts to
qualify all conflicting claims for justice. Does this mean gen-
eral relativism of values, a questioning of their validity? No!
Not one of the aforementioned principles of justice is un-
founded. Their validity can be established with good argu-
ments. As this applies, however, to all conflicting principles,
this implies that none of these principles is valid exclusively.
We must counter a negative relativism that states Nothing is
valid with the positive relativism No principle is valid ab-
solutely; many principles are valid. Making one principle ab-
solute and applying it to the exclusion of others would violate
all other principles. 

It is the wisdom of institutions to consider various princi-
ples of justice in their regulations and decisions. The social
market economy, for instance, is an attempt to harmonize the
rights of the individual citizen to free economic activity with
the maxims of the social welfare state. Rawls’ maximin-
principle is also a suggestion toward integration of the free-
dom of all citizens to economic activity (which ensures best
collective wealth) with the rights of every citizen to partici-
pate in the general prosperity (1971).

Regulations for decision making and individual decisions
seem to find rather broad acceptance when several principles
of justice are considered at the same time; this can be seen in
the research on the distribution of scarce goods such as
university study places, subsidized housing, and transplant
organs, as well as in the research on the layoff of employees
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(Elster, 1992). If the decision procedures are, moreover,
judged as being just, then their acceptance can be expected. 

Qualifying Norms of Justice Empirically

If the parties are claiming different principles to apply in the
pending conflict, it can be helpful to show that each party is
applying completely different standards of justice in different
situations and contexts; this shall demonstrate that the parties
accept more then one standard as valid and the debate can be
focused on the reasons that one principle is preferred in the
specific case at conflict. A further possibility of qualifying
principles empirically consists of pointing to the application
of a multitude of principles and their intermixing in various
areas of society. Here we can also point to empirical studies
on institutional distribution procedures in the allocation or
withdrawal of goods in short supply (Elster, 1992) as well as
to Walzer’s (1983) observations that various norms of justice
are used in different spheres of justice.

Communicating the Subjective Implementations 
of Justice Principles

If the conflict is not about which principle of justice is to
be applied—that is, if the parties to the conflict apply the
same principle but think they have contradicting justifiable
claims—the justifications of these claims must be finely ana-
lyzed. As an example may few cases of divorce mediation in
which at least one party claims a fair balancing of the former
exchanges. That means that everything must be disclosed—
all resources, all achievements, all sacrifices, all the love and
loyalty invested in the marriage, all burdens borne, and also
all returns. There can be no guarantee that a proper balance
will be reached in a divorce settlement. But just communicat-
ing an understanding for the subjective assessments of the
other party may be a step toward improving the relationship.

Adhering to Principles of Procedural Justice

Mediation requires that the rules of procedural justice will be
observed—the impartiality of the mediators, extensive prob-
ing into personal perspectives and demands, careful consid-
eration of information presented, a respectful and polite
interaction, and so on. In mediation, the decision is made not
by a third party (e.g., a judge), but rather by the parties them-
selves. For the mediation proceedings to be judged as fair, the
mediators’ behavior is important. The mediation is conflict
settlement worked out in common by the parties and the

mediators; therefore, the fairness of the proceedings depends
also on the parties’ behavior.

It is true that one cannot oblige parties to the conflict to be
impartial—an essential principle of procedural justice. But
one can oblige them not only to listen to the positions and
arguments of the opposing party, but also to show with their
own reformulation of those arguments that they have under-
stood the other party’s position. When this action is coupled
with a respectful and appreciative attitude, shown by Lind,
Tyler, and others to be significant, a proper precondition is
created to judge the mediation as fair proceedings. It is easier
to come to an agreement under this precondition, and the last-
ing acceptance of this agreement is more probable.

JUSTICE AS A PERSONAL
AND SOCIAL CONSTRUCTION

Although the justice motive is universal, divergent views
about justice are indisputable. This becomes evident in
historical changes, cultural differences, and the ubiquitous
debates and conflicts in the private sphere—in the political
arenas as well as in the courtrooms. The debates and conflicts
have two different topics: (a) Which principle or rule of jus-
tice is the right one to be applied?, and (b) What is the right
application of a principle? With respect to the distribution of
a scarce good, it may (a) be debated whether the equality, the
equity, the need, or some other principle is the right one to
apply; and it may (b) be debated who at all is entitled to be
considered for the distribution, who is more or less needy,
who has contributed more, and so forth. The first topic is the
choice of a principle (or a set of principles); the second topic
is its implementation.

Justice Appraisals: Intuitions or Moral Reasoning?

In many situations we experience and perceive injustices
spontaneously and emotionally (Lerner, 1998). Those who
are outraged have no doubts that justice was violated; that
means they have a sense of justice telling them what is just
and unjust in the specific case at stake. This is not a deliber-
ated, reflected, thoroughly proofed judgment, but rather is an
intuitive appraisal. It may well be that the outrage will disap-
pear when the case is reappraised, when new hypotheses
about the facts are formed and tested (Bernhardt, 2000) or are
offered by credible others, by the offender (Montada &
Kirchhoff, 2000), or by observers (e.g., Zillmann & Cantor,
1977).
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Referring to Shweder and Haidt (1993), who have distin-
guished between two categories of moral judgments, those
based on cognitive intuitions and those based on reasoning,
Lerner (1998) has distinguished between preconscious expe-
riential processes and rational processes in coming to conclu-
sions about justice and injustice. The moral emotions of
resentment and guilt are mostly based on preconscious expe-
riential processes. The belief in a just world (BJW) is a
“fundamental delusion” (Lerner, 1980) that is preconscious
in character and motivated by the desire for a trustworthy, re-
liable world. When adult people answer questionnaire items
regarding whether the world is basically a just place where
everybody gets what he or she deserves, most respondents
hesitate to agree with such a statement. The rational system is
activated, and too many instances of undeserved victimiza-
tion and discrimination begin to surface. But even if this ma-
jority of respondents do not concede that the world is really a
just place, there remain significant interindividual differences
in their ratings to test hypotheses derived from BJW theory.
In the large majority of questionnaire studies, the theoreti-
cally expected pattern of results was found to corroborate
BJW theory (cf. Furnham, 1998; Maes, 1998; Montada,
1998b).

Like the frequently preconscious cognitions implied in
emotions (e.g., Epstein, 1984), intuitions of justice and injus-
tice are often preconscious—not reflected, well articulated,
or well reasoned. Nevertheless, they are cognitions that can
be modeled as personal or social constructions (Cohen, 1989)
of an idea about what is or what would be just in a category
of cases or in specific cases. The large variety of criteria or
standards of justice defining entitlements and obligations has
already been depicted here. Some process of selection must
be assumed—whether it occurs spontaneously, habitually, or
done after thoughtful personal deliberation, or done by for-
malized decision making as in court trials. Even if an indi-
vidual person’s sense of justice was shaped by socializing
agents and socializing experiences, the internalization of nor-
mative standards can be understood as a personal choice
(Montada, 1993). Moreover, entitlements and obligations
have to be attributed in concrete cases (e.g., on the basis of
some principle of justice). The appraisal of an injustice im-
plies that a subject’s entitlements have been neglected by
some agent or agency who is considered responsible.

Looking at unreflected or reflected appraisals of justice
and injustices as a process of selection and construction open
the eyes for the spectrum of options given to evaluate a case.
Psychological research has tried to identify factors that have
impact on this process of construction. To illustrate, a couple
of research lines shall be mentioned, beginning with dis-
positional factors that influence the fabrication of justice

judgment, and ending with coping processes of victims
who try to reduce their aversive feelings of being unjustly
victimized.

Dispositional Factors in Appraisals of Justice

Various dispositions have been conceived and operationalized
that have an impact on the appraisal of justice and injustice. A
couple of them are mentioned in this section. There are indi-
vidual preferences for specific principles of distributive justice
that have characteristic consequences for the appraisal of the
reality and for the motivation of activities. Those who prefer
the need principle tend to resent, for instance, gross social in-
equalities more and are more ready to support socially disad-
vantaged people than are those who prefer the merit principle.
In contrast, the latter tend more to blame the disadvantaged for
lacking efforts to improve their life situation and for having
self-inflicted their problems (e.g., Montada et al., 1988).
Those preferring the merit principle tend, for instance, to
oppose assertive action policies that use preferential treatment
(at least, if the unfairness of the status quo is not made salient;
cf. Bobocel et al., 2002).

As the justice motive may compete with self-interests, the
centrality of justice in one’s life was measured and found to
predict voluntary prosocial commitments (e.g., Moschner,
1998).

People vary in their sensitivity to befallen injustice; those
who score high on this trait measure perceive themselves
more frequently unfairly disadvantaged (Schmitt &
Mohiyeddini, 1996).

Belief in a just world is challenged by observed injustices.
Those scoring high on BJW scales tend more to blame
socially disadvantaged people for having self-inflicted their
situation problems. They do this because they want to protect
their view of a just world in cases in which equalizing unjust
social inequalities would be very costly or even impossible
(Lerner 1977; Reichle, Schneider, & Montada, 1998).

As mentioned before, people with high self-esteem seem
to feel more entitled to have a voice in decision procedures
than do those with low self-esteem (Brockner et al., 1998;
Heuer et al., 1999).

A case can be viewed from the victim’s perspective, the
observer’s perspective and the offender’s perspective. Sup-
posing self-serving biases, one might expect that the victim is
attributing more responsibility and blameworthiness to the
offender than the offender is ready to concede, while the ob-
servers’ appraisals may depend on their attitudes toward the
victim, the offender, and the experienced threat of their BJW.
However, the self-serving bias was not observed in harmo-
nious intimate relationships: Questioning couples separately
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about injustices they have committed against the partner and
about those they have suffered from the partner, Mikula
(1998) found with harmonious couples that the appraisal of
injustices suffered by the partner was more lenient than of
those oneself had committed to the partner. In disharmonious
partnerships, the self-serving bias was the rule. 

The role of attitudes toward victims and toward offenders
was intensively studied in research on juries. Prejudices
against defendants have a significant impact on the attribu-
tion of blameworthiness and on sentencing.

The Social Construction of Justice by Social Movements

Social movements are stipulated by focusing a social
injustice—for example, the withholding of civil rights from
minorities, the discrimination against women in the labor mar-
ket, the exploitation of natural resources by the living genera-
tion at the costs of future generations, the discrimination
against homosexuality, the exploitation of children by child
labor, the huge inequalities between the rich and the poor
nations, the torture practiced in many countries, and so on.

Social movements try to appeal to and if necessary change
the public sense of justice. Their views about injustices do not
always reflect common sense and are not always shared by the
majority. Even the disadvantaged (the victims themselves)
might not share their views: The women in the workforce
comparing themselves not with men but with other women
(Crosby, 1982) did not feel disadvantaged. The children
in child labor may consider their lot as normal, or they may
even be proud to contribute a bit to the survival of their fami-
lies. Homosexual persons in earlier times may have not
protested against unjust discrimination but may have de-
plored their “deviant” desires.

The social movements must present convincing arguments
that the status quo, the current social practice, is unjust. They
must gain public attention in the media, but ultimately they
have to convince the majority—at least the majority in the cen-
ters of power. Major (1994) has outlined some of the psycho-
logical processes and strategies to change the public
awareness of entitlements and obligations.

Coping With Injustice

Persons who are suffering an injustice have (in principle)
several options to respond: They can claim correction of the
existing injustice, they can claim an equitable compensation
from the wrongdoers, respectively from those who are liable;
they can start a lawsuit; they can retaliate the victimization;
they can claim an apology from the wrongdoer; they can
appeal for social support and some compensation from their

group or community; they can try to forget the case; they can
ruminate on the case, thus alimenting their resentment and bit-
terness; they can pray for a just punishment; they can excuse
and forgive the wrongdoer; and finally, they can cope with
their resentment. With regard to the construction of justice are
those cases of interest in which an equitable compensation and
a just retaliation are not possible and the resentment is not
calmed down by a honest apology of the wrongdoer. How to
cope with the continuing feelings of resentment and bitter-
ness. According to an analysis of the cognitions implied in the
emotion of resentment (Montada, 1994), the coping can take
one of four strategies:

• The suffered harm and losses can be reappraised: Are the
harm and the losses really that severe? Is it, for instance,
that violating to have been insulted by a person who has
such a bad reputation? In cases of objectively severe and
even irrevocable losses the victims may look for com-
pensating positive experiences; this was called search for
meaning in experienced losses. For instance, the victims
may have found their true friends through this event, or
they may be proud of the way they have mastered their
fate. Gains are counterbalancing the losses.

• Victims may think about their entitlements or the norms of
justice violated by the offender and may qualify the validity
of these norms. This point is addressed in more detail in this
chapter’s section about mediation in justice conflicts.

• Victims may think about the offenders’ responsibility: Has
the offender really acted malevolently, intentionally, reck-
lessly, merely carelessly, or even with good intentions but
clumsily? Was he or she responsible alone or were others
responsible too? The victims can even attribute some
responsibility to themselves in what has been called self-
blame (Bulman & Wortman, 1977). The diffusion of re-
sponsibility (e.g., the poor education of the offender),
especially the attribution of a bit of coresponsibility to
oneself calms down resentment (Montada, 1992). Acci-
dent victims actively use reattributions of responsibility as
a strategy to cope with their feelings of resentment and
injustice (Montada, Schneider, & Seiler, 1999). A compre-
hensive review of research about the effects of self-
responsibility is provided by Dalbert (2001). 

• Victims may think about possible justifications of the
offender, misconceptions, conflicting obligations, own
provoking behavior, and so on. Imagined justifications
calm down resentment and hostility (Bernhardt, 2000;
Montada & Kirchhoff, 2000).

These coping strategies, if effective, result in a changed view
of the case and of its injustice.
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Observers whose belief in a just world is shattered by
being confronted with victims of injustice either commit
themselves to restore justice if that would be feasible (e.g.,
Lerner & Simmons, 1966); claim justice from powerful oth-
ers as the state (e.g. Schmitt, 1998); or they deny the injus-
tices by derogating the victims (Lerner & Simmons, 1966),
blaming the victims for having caused their own fate, or
denying that harm and losses are serious (e.g., Montada,
1998a).

CONCLUSIONS AND OUTLOOK

We have good reasons to assume that the concern for justice
is universal, and we have ample empirical evidence that a
universal consensus on what is to be considered as just or
unjust is the exception rather than the rule. We can observe
diverging views between individuals, groups, and cultures,
and we know of significant historical changes. This is not to
say that no cases would exist in which views about justice are
shared in a culture: Experimental social psychology has no
problems finding and arranging cases that are considered
unjust by nearly everybody. But the omnipresence of con-
flicts and debates about what is unjust and what would be
just—in private lives, in public debates, and in the political
arena on the local, national, and international levels—gives
evidence of diverging views.

Two kinds of social conflicts and debates should be dis-
tinguished: (a) conflicts about the standards or principles of
justice to be applied, and (b) conflicts about facts that are rel-
evant when a specific standard of justice is applied. For in-
stance, in conflicts about the layoff of employees, the choice
and the weight of different standards or criteria of justice may
be disputed (seniority, merit, current productivity, or needi-
ness of the employees vs. equal chances of all or an equal
cutback of wages and working time for all, an alternative to
layoffs). Otherwise it may be disputed who has more or fewer
merits, who is more or less productive, or needy, and so forth.
The first kind of conflict is obviously a justice conflict, but
the latter is also a justice conflict, insofar as criteria of proce-
dural justice may subjectively seem violated when one’s own
view of the facts is not shared by everybody—namely, the
criteria of voice, impartiality, or objectivity.

It is an important task of empirical research to identify the
standards of justice that are applied and to describe the cul-
tural and individual preferences that may be specific to con-
texts and cases. On the basis of such information, a reliable
assessment of the conflicting views in actual disputes is pos-
sible; such an assessment is a precondition for a discourse
and for conflict settlement. Until now, research has focused

only a few standards of justice and has not paid attention to
the whole spectrum of criteria. 

An enlightened discourse has to take several perspectives
at a problematic case or a justice conflict. Being aware of the
prevalence of justice dilemmas—meaning that two or more
valid principles of justice are conflicting—should help to
avoid and to overcome one-sided views. 

Looking at the character of justice appraisals, Lerner’s
distinction between preconscious, intuitive, and experiential
versus rational processes in coming to judgments about jus-
tice and injustice is a very important one (Lerner, 1998). Many
appraisals of injustice are intuitive and not consciously re-
flected upon. Furthermore, the parties of justice conflicts have
primarily intuitive beliefs about justice and rarely have
founded their positions on reflected moral reasoning. What is
the problem with that? Experienced and observed injustices
may motivate actions that have good and productive conse-
quences: Protest may assert the validity of a justice norm, stop
further violations, motivate compensation for the victims, and
so forth. But it is also true that experienced and observed in-
justices may motivate terrible actions, up to homicide, war,
and genocide. Moreover, they may mean a serious impairment
of the well-being and mental health of individuals. Therefore,
it might be well-advised to subject these intuitions of justice
and injustice to reflected moral reasoning.

For this purpose, the typical use of the singular form when
speaking of justice may be counterproductive because it
may suggest that a single view of justice is valid: Which view
should be valid other than the own intuitively compelling
one? Whenever views of justice and injustice instigate emo-
tions or motivate actions that have negative effects for the
subjects, for others, or for the social systems, moral reason-
ing may help to demonstrate that no single view can claim
absolute validity: Accepting one view, one principle absolute
would violate all others. Trying to integrate and to balance
various principles of justice in their decisions and regulations
is the wisdom of institutions and authorities.

Moral reasoning and discourses about justice are one way
that views about justice are built up or changed; these are not
the only ways, however. The socialization and adoption of
views of justice takes many more ways. Social facts as well
as the dominant ideologies and traditions have a coining
effect on people’s minds, at least as long as they are not crit-
icized by trustworthy people as unjust.

A look at social movements and the psychological
processes and strategies used to change the public awareness
about entitlements and obligations is informative, as Major
(1994) has shown. It is no less informative to examine
psychological barriers against changes of the worldview—a
consolidated belief in a just world, the conviction that the
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status quo is justified or deserved, self-serving biases, or
prejudices.

At the individual level, the construction of justice can also
be observed in victims of injustice, in observers, and in per-
petrators. The coping strategies of victims who try to avoid or
to reduce burning outrage and hatred against their victimizers
or who search for answers to the question Why me? are well
described. Observers who are not able or not willing to bear
the costs of correcting undeserved victimizations of others
reconstruct a case in order to preserve their belief in a just
world (Lerner, 1980), which is to be considered a personal
resource (Dalbert, 2001). And the perpetrators try to justify
their deeds as Sykes and Matza (1957) and others have de-
scribed; these are examples of the motivated malleability of
justice views.

On the other side, we have many examples that justice
views can impose themselves compellingly and uncontrol-
lably to individuals, leading to intensive emotions of resent-
ment of a perpetrator or of guilt when the victim him- or
herself has failed. Such justice views function psychologi-
cally as categorical (unconditional) imperatives. This is not
proof of their indisputable exclusive validity, but it is proof of
the moral character of justice norms, and it supports the the-
sis that the justice motive is a primordial motive that is not
instrumental and cannot be reduced to some other motive like
self-interest.

In psychological research on this topic, it is crucial to
make sure that concern for justice is the object of investiga-
tion and not some other concern. Entitlements and corre-
sponding obligations shall be the focus and participants’
concern can be seen by looking at the emotional reactions to
violations of justice norms like guilt and resentments.
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Although aggression, violence, and evil are interrelated, con-
temporary research is so specialized that it is unusual to
group them together, and this chapter is unique in considering
them together with ideas and research on peace. Why place
such disparate fields in the same chapter? In part, it is because
we study aggression and violence in order to avoid the evil
that they occasion and to achieve peace. However, if peace
were simply the absence of violence, it would not require
separate treatment; and if peace were a completely indepen-
dent field, it would be better to make use of separate chapters.
Typically, there are separate chapters on aggression and
prosocial behavior. Here, however, we argue that the achieve-
ment of peace rests on an understanding of aggression, vio-
lence, and evil, yet requires us to go beyond that material to
include not only what is usually conceived as prosocial
behavior but the use of aggression in a struggle with violence
and evil. Hence, we must consider these topics in conjunction
with one another. The attainment of peace requires us to have
an understanding of aggression, and the pitfalls of violence
and evil, as well as the various paths that may lead toward a
peaceful world.

We begin with aggression because although it is often
violent, aspects of aggression may be necessary for the
achievement of peace. We will then sample the voluminous
literature on forms of violence and the ways in which it may
be controlled. Although many of these forms are clearly
related to aggression, Gandhi asserted that the worst form of

violence is poverty. Such violence is masked and occurs be-
cause of unjust economic and political structures. And when
we turn to examine evil we find that a difficult moral judg-
ment is involved. Although most contemporary judgment
considers violence to be evil, much of our striving for peace
and justice involves us in violence that we do not acknowl-
edge as evil. This is one of the facts that requires us to base
any quest for peace (valued as good) on a thorough under-
standing of violence and evil. In this way, we will not be
naive when we finally come to consider how peace may be
attained.

AGGRESSION

Aggression has different meanings that focus our attention on
different aspects of behavior and lead to the creation of dif-
ferent approaches to its understanding. We may distinguish at
least three different definitions:

1. Aggression as behavior intended to hurt an other, whether
this intent is motivated emotionally (as by anger, pain,
frustration, or fear) or instrumentally, as a means to an end
(as in punishing misbehavior or intimidating an other to
attain one’s end.) There are two caveats to this definition.
First, the intention to hurt may be embedded in larger in-
tentions that have quite different meanings. Although the
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definition succeeds in avoiding the inclusion of hurting
that is accidental or an unavoidable aspect of helping (as
in washing a wound that needs to be cleaned), it does
include behaviors as disparate as a swat on the bottom to
correct a child and the dropping of a nuclear bomb to win
a war. Second, the other who is hurt may be the self (as in
suicide) and may include animals. 

2. Aggression as assertive, moving-out behavior that is
aimed at getting what one desires (sometimes without
regard for the wishes of others).

3. Aggression as the assertion of one’s power in a rela-
tionship and the removal of challenges to what one be-
lieves ought to exist.

If we work from the first definition, we may view aggres-
sion as behavior that is clearly to be discouraged and socially
controlled. However, the second definition is much more
positive, at least in an individualistic culture, and we may
want to support such behavior as long as it is balanced by a
concern for others. The third definition raises a number of
evaluative issues. It is morally neutral if one accepts chal-
lenges or power as a fact of life, but its presumption of a
power relationship between persons or groups may be
viewed as morally repugnant. These alternatives may be kept
in mind as we examine four major approaches to aggres-
sion: as socially learned, as emotion based, as biologically
grounded, or as embedded in conflict.

Social Learning Theories

Focusing on aggression as behavior that results in personal
injury or property destruction, Bandura (1973) showed how
people may learn such behavior by modeling the aggressive
behavior of others. Shown an adult striking a large inflatable
“Bobo” doll, children learn the observed pattern of behavior.
The pattern is then encouraged or inhibited by what happens
to the model. If the behavior is rewarded, the model is liked
and chosen for emulation. Even when children are critical of
the aggressive means that are used, the amount of their
aggression increases. If the model is punished, the child’s
subsequent aggression decreases. Models also function by
suggesting the social acceptability of some forms of behav-
ior, thus facilitating patterns of behavior that have already
been learned.

Since the direct punishment of aggression is itself aggres-
sive, it models aggression at the same time that it discourages
it. Thus, although small amounts of nonabusive spanking can
be beneficial in disciplining children between the ages of 2
and 6 years (Larzelere, 1996), physical punishment generally

promotes aggression. The frequency of physical punishment
is linearly related to the frequency of aggression toward sib-
lings (as well as toward parents) across a wide range of ages
(Larzelere, 1986).

The modeling of aggression may occur in families, neigh-
borhoods, or on TV, and in each of these cases numerous
studies show that children exposed to aggressive models are
more apt to engage in aggressive behavior. Children growing
up in abusive families are apt to assault their own children
(Silver, Dublin, & Lourie, 1969); higher rates of aggressive
behavior occur in neighborhoods where there is a subculture
of violence that provides models and rewards aggressive be-
havior (Wolfgang & Ferracuti, 1967); children exposed to a
film depicting police violence show more violence during a
subsequent game of floor hockey than do children who had
just watched an exciting film on bike racing (Josephson,
1987); the general aggressiveness of teenagers (as rated by
teachers and classmates) is correlated to the amount of vio-
lence that they watched on TV when they were children
(Turner, Hesse, & Peterson-Lewis, 1986); and both self-
reported aggression and the seriousness of criminal arrests at
age 30 is predicted by the violence level of the TV show per-
sons watched at age 8 (as reported by their mothers 22 years
earlier; Eron, Huesmann, Lefkowitz, & Walder, 1972).

From the perspective of social learning theory, aggression
is neither instinctive nor produced by frustration. It is a pat-
tern of learned behavior that has been rewarded so that it is
efficacious within a given society. Aggressive cultures as-
sume that aggression is innate and natural, without realizing
that there are other cultures where aggressive patterns of be-
havior do not occur or occur with far less frequency. Although
emotional conditions often precede aggression, numerous
studies have shown that loss, frustration, or anger lead to ag-
gression only when an aggressive pattern of behavior has
been learned and reinforced. For example, Nelson, Gelfand,
and Hartmann (1969) involved children in competitive or
noncompetitive play and then had them observe either an ag-
gressive or a nonaggressive model. Those who had lost in
competitive play were most prone to behave aggressively, but
only when they were exposed to the aggressive model.

We may see aggression as a pattern of learned behavior,
but Huesman (1986) has proposed that we may also concep-
tualize it as a more general social script, a program of how to
act in problematic social situations. Children learn such
scripts by observing how others behave in life and on TV.
Realistic violence by a perpetrator with whom the child can
identify is highly salient and easily leads to fantasy and re-
hearsal as a way of solving problems. Aggressive scripts may
be used in quite different circumstances and provide ways to
gain attention and get one’s way. Among middle-class peers,



Aggression 571

the use of such scripts is likely to result in unpopularity. The
resulting social isolation may lead to increased television
viewing, and an even greater reliance on the use of aggressive
scripts, eventually producing the habitual use of violence.

In Huesmann’s (1998) informational processing model,
people use a heuristic search process to retrieve a script that is
relevant for their situation. The use of an aggressive script
will depend on how situational cues are interpreted, the avail-
ability of aggressive scripts, the normative evaluation of such
a script once it is activated, and the interpretation of conse-
quences. Regarding the last factor, Huesmann pointed out that
if a child is beaten for aggression, the child may feel disliked
rather than interpret his or her behavior as unprofitable.

Although most researchers focus on the use of aggressive
scripts by delinquents, the scripts are as available for use
in international conflicts as in bullying and gang wars.
McCauley (2000) pointed out that while the least socialized
are more involved in personal violence, it is the best social-
ized who are often involved in the intergroup violence of war.
In fact, personal scripts are an aspect of the societal myths
that we shall consider when we deal with the concept of evil,
and Schellenber (1996) pointed out that interpersonal vio-
lence may be more influenced by the extent to which a soci-
ety engages in war than the reverse. Thus, Ember and
Ember’s (1994) analysis of the relationship between war and
interpersonal violence in 186 societies suggested that social-
ization for aggression and severity of childhood punishment
appear to be more a consequence rather than a cause of war,
and it is this socialization that is most directly related to
interpersonal violence.

Aggressive scripts are available for use in any social con-
flict, and if aggressive behavior is perceived as justified, an
observer is more apt to identify with the aggressor and more
apt to model the behavior. In the context of competition, the
goal of winning may entail a willingness to hurt, and this is
easily conflated with a willingness to hurt in order to win.
Paradoxically, the fact that context affects the meaning of a
behavior is an argument for Bandura’s behavioral definition
of aggression as that which results in (rather than intends)
harm. For example, bomber pilots often do not intend to hurt
civilians. Any intention to harm is embedded in the goal of
carrying out a mission, and attention is directed toward mun-
dane means (the pilot who carried the Hiroshima bomb was
primarily concerned that added weight might prevent a safe
takeoff).

Many social forces inhibit aggression, and Bandura
(1999) has extended his earlier work by examining how ag-
gression is more likely to occur when a person is morally
disengaged from the victim. Such disengagement may occur
by justifying the aggression, by using euphemistic labels, or

by using advantageous moral comparison. It is facilitated by
displacing responsibility for the damage that is done (as in
Milgram’s, 1974, experiments), by diffusing responsibility
(Zimbardo, 1995), and by increasing the distance between
persons and evidence of the pain that they are inflicting
(Kilham & Mann, 1974). Finally, moral disengagement oc-
curs when dehumanization prevents empathic responsiveness
(see Bandura, Underwood, & Fromson, 1975). Personally, I
would argue that we witness the contrast between moral en-
gagement and moral disengagement whenever we either em-
pathize with the struggles of an ant or step on the nuisance. A
scale measuring the extent of moral disengagement has been
used in different nations and shown to be positively related to
support for military action (McAlister, 2001).

Emotional Bases

In Bandura’s work on the modeling of aggressive behavior,
the meaning of the behavior as intent to harm is implicit.
Berkowitz (1993) emphasized that this meaning may be cru-
cial. This becomes apparent if we focus on aggressive ideas
and emotions. If one person tackles another in a football
game, we may see the skillful, determined act of an athlete, or
we may see a deliberate attempt to injure another person. For
Berkowitz, it is only in the latter case that the model may
activate the aggressive thoughts and emotional reactions that
may lead to aggressive behavior. He pointed out that model-
ing is more apt to occur when a person identifies with the
aggressor and when negative emotional states exist. He also
distinguishes between instrumental aggression that occurs as
a means of achieving some planned end and emotional
aggression that is grounded in passion and is typically spon-
taneous and unplanned. The deliberate “taking out” of a star
player is quite different from a blow thrown in temper.

Berkowitz tends to focus on emotional aggression, which
he sees as pushed out, impelled from within, although this
impulsion can be influenced by external cues. He sees such
aggression as having both a motoric component (tightened
jaw and fists, striking out, etc.) and an urge to hurt, injure, and
destroy. He makes two major points. First, he argues that the
emotional state that underlies emotional aggression is not
only anger, but all negative affect. He shows that the discom-
fort produced by heat, cold, noise, overcrowding, frustration,
or free-floating annoyance lead to the increased probabil-
ity or strength of aggressive behavior. For example, when a
student makes a mistake, other students behave more ag-
gressively when they are in a hot room (Baron, 1977), and
they use more punishment than reward when they are in
pain. Riots are more apt to occur in hot spells (Baron &
Ransberger, 1978), and domestic assaults occur more
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frequently when air pollution is high (Rotton & Frey, 1985;
see also Berkowitz, 1982; Anderson & Anderson, 1998). 

Second, he asserts that the emotional state consists of a
network of feelings, ideas, memories, and expressive motor
reactions that are associated with one another so that the acti-
vation of one part of the net will activate other parts. Un-
pleasant memories will promote a negative mood, and this
will increase the probability of negative thoughts and ag-
gressive behavior. An external cue that has an aggressive
meaning (e.g., a weapon) may activate aggressive thoughts
and—particularly if negative feelings are present—lead to an
increased probability of aggressive behavior. Thus, in the
classic experiment by Berkowitz and LePage (1967), angered
subjects delivered more shocks to their partner when guns
rather than badminton rackets were in the room (for further
findings see Turner, Simons, Berkowitz, & Frodi, 1977).
Even more disturbing, Berkowitz argued that cues associated
with pain, frustration, suffering, and aversive stimuli in gen-
eral may activate negative affect and increase the probability
of aggression. Thus, Berkowitz and Frodi (1979) showed that
when women university students were angered and dis-
tracted, they were more punitive when the child they were
supervising was “funny looking” and stuttered. The activa-
tion of negative affect does not necessarily lead to aggression.
Such behavior may be inhibited by either fear of punishment
or empathic concerns, and a person may learn to respond with
other behaviors. However, a person is susceptible to the influ-
ence of negative moods and external stimulation, and aggres-
sive behavior is a “natural” response to negative affect that
will tend to occur whenever self-control is reduced.

Biological Perspectives

From a biological perspective, many species of animals ex-
hibit aggressive behavior, and we may consider a good deal of
this to be instinctually based. Inasmuch as this is so, there
are constraints on the ease with which we can modify aggres-
sive behavior. The concept of instinct can be approached from
the view of contemporary behavioral evolutionary theory or
from its original conception as used by Freud.

Behavioral Evolution

Rather than view aggressive behavior as a learned response,
we may conceptualize aggression as the product of evolu-
tionary processes, that is, behavior patterns based on genetic
influences that have persisted because they have been adap-
tive, helping members of a species survive in specific envi-
ronments. Thus, we may find aggressive patterns of behavior
programmed into the nervous system because the genes that
served as the basis for these programs were selected by the

reproduction of the organisms that possessed them. In its
original conception, instinctual behavior was viewed as a sort
of drive that, like hunger, was directed toward a goal, build-
ing if it were not satisfied and becoming less and less partic-
ular about the ideal goal object until it could be satisfied by
something that would not ordinarily be chosen. However, it is
difficult to imagine the goal of an aggressive drive because
there are so many different functions for aggression. There is
the aggression involved in predation, in the defense of the
young, in the struggle between males for mates, and so on. It
may be better to consider instinctual aggression as comprised
of particular behavior patterns that can be released by partic-
ular cues in the environment. We may then consider both
internal and external factors that may influence these aggres-
sive patterns, as well as how the patterns may have adaptive
significance. For example, in most species males engage in
more intraspecies aggression than females, and this aggres-
sion is involved in the competition to fertilize females. In
some species the struggle for mates involves the establish-
ment and defense of territory and may function to spread
members of a species out over territory, thus preserving food
supplies.

When we examine the human species, we find that soci-
eties vary widely in the amount of aggression. However,
within any given society males always appear more aggres-
sive than females. Observational studies find boys more ag-
gressive than girls (E. E. Maccoby & Jacklin, 1974); teenage
males are more apt to offer more violent solutions (Archer &
McDaniel, 1995); and violent crimes are more apt to be com-
mitted by men (J. Q. Wilson & Herrnstein, 1985). However,
Straus and Gelles (1990) suggested that within-family
aggression may be as prevalent in females.

The sex differences in aggression that are found appear to
be related to testosterone, which seems to influence both the
development of the brain and some of the physiology underly-
ing current behavior (R. T. Rubin, 1987). However, the exact
relationship between testosterone and aggression is unclear,
in part because behaving aggressively appears to affect the
release of testosterone and because testosterone levels may be
related more to dominance behavior than to aggression as in-
tent to hurt. Mazur and Booth (1998) argued that testosterone
both rises in response to a challenge to dominance and in-
creases in winners and decreases in losers. Alternatively, van
Creveld (2000) argued that males gravitate toward violence
because their bodies are better adapted for aggressive combat
and because the exercise of this advantage is a way for men to
solve the existential problem posed by the fact that they cannot
bear children. They justify their existence by insisting on the
necessity of violence and their preeminence in its exercise.

In humans, as in other animals, it is easy to imagine how
aggressive behavior in a conflict between males could result
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in the reproductive advantage of stronger males and, hence,
that the genes of aggressive males would be more likely to be
reproduced in specific environments (Daly & Wilson, 1985).
However, if we imagine early humans as existing in hunter-
gatherer groups, it seems clear that cooperative behavior
within the group would also contribute to survival. Even
when the sacrifices involved in such cooperation might result
in a disadvantage for a particular individual and his or her
genes, genes related to cooperative behavior might be pre-
served if the cooperation favored kin or others who recipro-
cated the cooperation, or if the penalty of not cooperating was
high, or (in certain conditions) if the group itself benefited
(see D. S. Wilson & Sober, 1994). It seems probable that the
genetics favoring cooperative behavior may offset those fa-
voring male in-group aggressiveness. However, this may not
be so when we consider intergroup combat. Thus, it has been
noted that boys evidence more intragroup cooperation than
girls when their group is in competition (Shapira & Madsen,
1974). In his studies on the conflict between Hindus and
Muslims, Kakar (1996) observed that when boys and girls
were asked to construct an “exciting” scene with toys and
dolls identifiable as Hindu or Muslim, the boys constructed
scenes of violence whereas the girls created scenes of family
life. Further, Thompson (1999) has pointed out that group se-
lection may also have favored the selection of aggressive
individuals who are willing to die for their group when it is in
combat.

Freudian Theory

Freud’s psychoanalytic theory is written from a biological
perspective that is based on the older idea of instincts as dri-
ves or needs. The development of his thinking about aggres-
sion is complex and has been described and critiqued by
Fromm (1973). Taken literally, few would agree with Freud’s
conceptualization. However, on a metaphoric level his theory
allows a rather elegant statement of a viable theoretical posi-
tion, best expressed in his letter to Albert Einstein on the
cause of war (Freud, 1933). Working in the manner of evolu-
tionary biologists today, Freud assumed that early humans
lived in small groups. He postulated that these groups were
initially dominated by the compelling aggression of the
strongest male. This dominance could eventually be over-
come by an aggressive union of weaker males. However,
such a union had to be maintained by the growth of law and
feelings of unity. As Freud (1933, p. 276) put it, “Here, I be-
lieve we have all the essentials: violence overcome by the
transference of power to a larger unity, which is held together
by emotional ties between its members.” As Freud surveyed
history he was not encouraged by what he saw. Although ag-
gression within groups is contained by laws that are enforced

by group union, there is no way to contain aggression be-
tween groups. Some propose the ideal of a union between
groups, but a mere ideal is not sufficient to overcome the ag-
gressive drive of independent groups, and powerful groups
are unwilling to grant sufficient power to a superordinate
body.

In spite of the apparent cogency of the previous argu-
ments, it should be noted that the consensus of contemporary
social scientists is that there is no instinctual press for war
per se. Thus, the group gathered at Seville to examine the
problem declared, “It is scientifically incorrect when people
say that war cannot be ended because it is part of human na-
ture” (UNESCO, 1991, p. 10). The reasoning behind such a
statement is well explicated by Fromm (1973). He pointed out
that war, like slavery, is a human institution. Early hunter-
gatherer groups had no reason to engage in warfare because
there were no goods to plunder. Far from being an aspect of
“primitive” man, warfare develops along with the develop-
ment of civilization. Agriculture and animal husbandry lead
to surpluses and the development of specializations and hier-
archies of power that then become involved in the conquest of
other peoples. Fromm pointed out that there were and still are
peaceful peoples, as well as evidence for a relatively high de-
gree of civilization in a number of matrilocal societies that
existed before warfare began. Of course, these facts do not
preclude a possible instinctive base for the in-group biases
that are so prevalent whenever groups must share resources.
Culture interfaces with a biological base for both cooperation
and violence. Although chimpanzees show extensive cooper-
ative behavior, Blanchard and Blanchard (2000) pointed out
that they also form raiding parties and that this aggressiveness
is inhibited when they are afraid.

Conflict Theories

Rather than focus on aggression as the response of individu-
als, we may examine the role it plays in the relations between
people, as a way of wining conflicts, establishing dominance,
or managing impression. This more sociological approach
may be linked to both emotion and biology. Regarding emo-
tion, I proposed that anger is best regarded as a response to a
challenge to what a person asserts ought to exist (de Rivera,
1977, 1981). I argued that when persons become angry, they
are attempting to remove a challenge in a way that is analo-
gous to an animal defending territory. Learned aggressive
responses are recruited to serve this end.

Considering aggression as an aspect of conflict is close to
the biological perspective in that it considers the function of
aggression in a specific cultural environment. In game theory
the choice of a competitive or mistrustful, rather than cooper-
ative, strategy may be regarded as involving aggression in the
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sense that benefits to the self are sought without regard for in-
jury to the other. Research shows how many situations se-
duce persons to play aggressively even when this is not in
their best interest (Deutsch, 1958). And the game theory used
in the study of conflict is enriched by utilizing the perspective
of evolutionary biology (D. S. Wilson, 1998).

Scheff (1999) asserted that emotional sequences play a
crucial role in both interpersonal and intergroup conflict, and
he focused on the roles of pride and shame as signals of soli-
darity and alienation. He argued that if shame is acknowl-
edged, connections of solidarity and trust can be built.
However, shame is often unacknowledged. Such unacknowl-
edged shame may involve painful feeling with little ideation
and is often signaled by furtiveness. When it is bypassed, it
involves rapid thoughts that occur with little feeling and is
accompanied by hostility or withdrawal from the other in
ways that mask the shame. The unacknowledged shame feeds
on itself, and the person becomes ashamed that he or she is
ashamed, experiences a panic state, or enters a humiliated
fury. A typical pattern is to mask the shame with anger, and
Scheff sees such shame-anger loops at the heart of destruc-
tive conflicts. He suggested that they account for the need for
vengeance and are at the heart of deterrence strategy. The
danger of appearing weak, the underlying unacknowledged
shame, is euphemistically treated as face-saving and status
competition.

Seeing aggression as an aspect of conflict reminds us that
at least two parties are involved and that aggression increases
as the parties respond to one another. In their examination
of conflicts between individuals, groups, and nations, J. Z.
Rubin, Pruitt, and Kim (1994) described how conflicts esca-
late in aggressiveness. This escalation occurs in different
ways: Influence attempts move from light to heavy tactics,
from persuasive attempts to threats and violence; issues pro-
liferate from small to large so that parties become increas-
ingly involved in the conflict and commit more resources to
it; issues move from the specific to the general so that the
relationship between parties deteriorates; motivation shifts
from simply doing well for the self to winning and then
to hurting the other; and participants may grow from few to
many. Thus, the strength of the aggressive responses (from a
harsh word to a physical threat), the generalization of the at-
tack (from one aspect of behavior to a description of charac-
ter), and the extensity of the conflict (from a disagreement
over one thing to disagreements over many) all may increase. 

Fortunately, such conflicts often subside, decreasing as for-
bearance prevails, tempers cool, and apologies are made. This
is particularly true when the parties to the conflict have com-
mon interests and a history of cooperation. However, conflicts
that spiral and escalate may lead to structural changes that

make it difficult for the conflict to subside. These involve psy-
chological transformations. When groups are involved, there
are changes in group and community dynamics. The psycho-
logical changes that occur involve the development of nega-
tive attitudes and beliefs about the other, the development of
competitive and hostile goals, and the deindividuation and
dehumanization discussed earlier. As R. K. White (1984) de-
scribed, an intensely negative image of the other begins to de-
velop, and the other becomes regarded as immoral, inhuman,
and evil. When groups are involved, they become polarized.
They become increasingly extreme in hostile attitudes and de-
velop norms that resist compromise as well as contentious
group goals that contribute to in-group solidarity at the ex-
pense of the out-group. They select militant leaders, become
more liable to the problems of groupthink (Janis, 1983), and
initiate the development of militant subgroups. The entire
community may become polarized as members are forced to
choose sides and neutrality becomes impossible without one’s
loyalty becoming questioned.

VIOLENCE AND ITS CONTROL

Violence seems to imply a damaging of the other, a hurting
that is more than temporary pain. However, what is consid-
ered to be violent often seems to depend on one’s side. Thus,
Blumenthal, Kahn, Andrews, and Head (1972) found that
persons tend to distinguish between the violence of those
they dislike and the “justified force” of groups they favor.
Further, the violence that is ordinarily considered is the direct
violence involved in using force to injure, damage, or destroy
a person or to violate unjustly a person’s rights. We tend to
overlook indirect violence. In this section on violence we
consider the many forms of direct violence that occur be-
tween persons, within communities, and in and between soci-
eties. However, we also consider the violence that is done
when human beings are distorted and prevented from devel-
oping their potential, the structural violence described by
Galtung (1969).

Personal Violence

Violence often occurs in an interpersonal context. We first
consider men who are particularly prone to violence, and
then examine family violence, rape, and bullying.

Violent Men

Men committed about 90% of the violent crimes between
1960 and 1980 in the United States (J. Q. Wilson &
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Herrnstein, 1985). Although this percentage is changing (it is
now 83%), men are more apt to be involved, and some are
particularly prone to violence. Thus, Berkowitz (1993) cited
a number of studies that present evidence for a degree of vio-
lent consistency across situations and across time. For exam-
ple, Farrington (1989) reported on a longitudinal study of
400 working-class males that lived in a section of London.
Youths and their parents were periodically interviewed;
teachers rated their behavior; and court records were exam-
ined. Of the 100 youths who were most aggressive at age 9,
14% had been convicted of a violent offense by age 21 as
compared with 4% of the other boys. 

Aggressive scripts appear to be much more prevalent in
some subcultures, are available to groups, and are promoted
by negative affect. Thus, Dunning, Murphy, and Williams
(1988) documented how the British football hooligans, who
“have an aggro” and violently attack strangers, are working-
class males who grow up in families where they witness, re-
ceive, and are coached in violence until many enjoy the skills
and thrills involved. However, it should also be noted that the
studies showing how particular people are prone to violence
also reveal the inaccuracy of prediction over time. Many peo-
ple change to become more or less aggressive as they age.
And it must also be realized that the reactions of others can
amplify initial marginal deviance so that greater problems
develop (Caprara & Zimbardo, 1996).

What are the motivations behind violent crime? Using
peer interviews of 69 men who had records for repeated vio-
lence, Toch (1969/1993) distinguished nine types of motiva-
tional processes. His most frequent classification (used to
describe 28 cases) involved the promoting or defending of a
self-image that seemed to be constructed as a compensation
for the fact that the person was not convinced of his own
worth. By contrast, another 16 cases involved a basic ego-
centrism that evidenced a complete lack of empathy with
others, who were simply seen as objects. Although Toch
demonstrated that his classification can be used with some
reliability, it is clear that often more than one process is in-
volved, and his main concern was to point out that violence
should not be treated as homogeneous. He also pointed out
that once a man has been involved in violence, he may de-
velop a habit of using violence. Violence creates its own
needs and reinforces the very insecurities and egocentricity
that was its source, and a person may define the self in a way
that makes violence more probable in the future.

Baumeister and Campbell (1999) distinguished three dis-
tinct processes that they believe may be involved in an intrin-
sic appeal to commit violent acts (as opposed to instrumental
motives for either selfish or idealistic ends). They differenti-
ated sadism (the pleasure of inflicting suffering or terror

involved in Toch’s bullying category) from violent thrill
seeking. They argued that the former is an addictive process,
while the latter is more the sporadic sensation seeking of the
bored (and often drunk and impulsive). They estimated that
sadism may develop in about 5% of persons who are repeat-
edly violent and possibly explained by Solomon’s (1980)
opponent process theory. By contrast, they saw violent thrill
seeking as motivated by boredom combined with high sensa-
tion seeking and low impulse control (and more likely to
occur under the influence of alcohol). Both processes are, of
course, opposed by any guilt feelings an individual may have.

A third process involves threatened egoism and, at first
glance, appears to be related to Toch’s category of self-image
promoting and defending. However, Toch views his category
as involving persons who are not convinced of their own
worth, while Baumeister and Campbell feel that the process
they are describing is more a reaction when a narcissistic
view of the self is threatened. This disparity may involve
some important distinctions (along with some semantic and
measurement issues). Baumeister, Smart, and Boden’s (1996)
literature review seemed to show that aggressors tend to have
favorable, even grandiose, views of the self, and Bushman
and Baumeister’s (1998) laboratory study showed the highest
aggression coming from the injured self-esteem of insulted
narcissists. However, the review article often involved the
aggression of psychopaths and rapists whom Toch would
classify as egocentric, and narcissism also implies egocen-
tricity. We may need to distinguish the inflated (and narcis-
sistic) self-esteem of the bully from the poor self-esteem of
other violent persons.

The previous analyses are useful in understanding persons
whose violence is not condoned by the society in which they
live, but how may we understand the tolerated violence of
leaders such as Hitler, Stalin, or Poi Pot, lieutenants such as
Himmler or Goering, or the masses involved in publicly
sponsored killings such as those that occurred in the Roman
coliseum or any number of blatant purges and massacres?
Although we may assume a certain amount of egocentricity,
objectification, and lack of empathy, there appear to be
deeper motivational reasons, the sort of instinctual tendency
for destruction postulated by Freud. An alternative is sug-
gested by Fromm’s (1973) analysis of destructive character
structure. Fromm distinguished between a biologically adap-
tive aggression that humans share with other animals and a
malignant aggression that is distinctly human and maladap-
tively destructive, a point discussed more fully when we con-
sider the nature of evil. One of the character structures he
describes involves the worship of technique and the fusion of
technique with the destructiveness seen in modern warfare.
This may be objectively measured and related to political
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attitudes that favor military power and the repression of dis-
sent (see M. Maccoby, 1972). 

Family Violence

Although there are obvious differences between child abuse
and domestic violence, it seems important to relate these
two types of violence to each other and to the rather ne-
glected topic of sibling abuse. For example, Patterson (1982)
showed that the families of antisocial and abused children
fail to provide consistent and effective discipline when chil-
dren are aggressive, fail to monitor their whereabouts, and
do not provide positive reinforcement for prosocial skills. He
suggested that in such families, a problem child learns to be
aggressive by attacking and dominating siblings, and a sam-
ple of such children shows that they attack siblings at almost
10 times the normal rate, as well as being involved in hitting
their fathers and mothers and being hit by them (Patterson,
1986).

One often thinks of child abuse as involving physical or
sexual abuse. However, by far the most prevalent form of
abuse involves neglect. Thus, Sedlak (1990) reported an inci-
dence rate of 14.6 per 1,000 as contrasted with rates of 4.9 for
physical abuse and 2.1 for sexual abuse. Parental neglect usu-
ally occurs in situations of low family income and education
and often where there is a high level of stress and a lack of so-
cial support (Garbarino, 1991). In such situations there is
probably less parental maturity, less knowledge about child
development, and a greater degree of attachment distur-
bances. Further, mothers (and one presumes fathers) may be
quite depressed, and this may contribute to the neglect of
children (see Pianta, Egeland, & Erickson, 1989). Poverty
and the lack of social support also appear to be a factor in
both physical and sexual abuse. 

Azar (1991) pointed out that in order to understand fully
how abuse occurs we must look at the interpersonal dynam-
ics that occur within the social context. Her investigations of
abusive mothers reveal that they often misperceive a child’s
behavior. If a 3-year-old spills a glass of milk, the mother
may perceive willful disobedience and may lack the skills to
cope with what she perceives as a challenge to her authority.
Learned patterns of aggression that occur in a situation per-
ceived as a struggle for dominance may account for a good
deal of physical abuse. In any case, in their review of theories
of child abuse, Azar, Povilaitis, Lauretti, and Pouquette
(1998) argued that the best way to understand child abuse is
to focus on how a parent interacts with a child in a social sit-
uation that is influenced by both societal and cultural factors.
The interaction will be influenced by a child who may be
more or less pleasing and difficult and by a mother who may

have more or less parental and social skills, impulse control,
and ability to manage stress. And the interaction occurs in a
context that may or may not provide helpful or aggressive
models, be stressful, or lend social support. To some extent
this overall model for understanding may also be applicable
to sexual abuse. However, sexual abuse seems less dependent
on societal stress and more on personality factors such as
high familial dependence, psychopathy, or pedophilic ten-
dencies (Rist, 1979), or, more generally, as having its origin
within perpetrators rather than in the interaction between per-
petrator and victim (Haugaard, 1988).

Domestic abuse in the sense of partner abuse is often
attributed to male batterers, and the U.S. Department of Justice
(1995) reported about twice as many wives and girlfriends
killed by husbands and boyfriends as the converse
(1,500:700). However, a telephone survey of 6,000 married or
cohabiting couples found that as many females as males ap-
peared to be involved in partner violence (Straus & Gelles,
1990). In many cases of extreme violence the superior physi-
cal strength of the males was offset by the more frequent use of
weapons by females. In a similar vein, surveys of lesbian cou-
ples have found as much or more violence as in heterosexual
couples (Waldner-Haugrud, Gratch, & Magruder, 1997).

Regardless of the degree to which violence in perpetrated
by males, it seems important to distinguish between differ-
ent sorts of perpetrators. Holtzworth-Munroe (2000) distin-
guished between three groups of men involved in marital
violence: Those who become violent within the family only
as a result of an inability to manage conflict escalation; those
who have difficulty with trust issues and become overly de-
pendent on their wives, resorting to violence when their
needs are not met; and those who are antisocial and violent in
all relationships. Clearly, the management of domestic abuse
in each of these cases requires quite different strategies. In
some cases couples therapy seems appropriate, but in others
it would simply prolong abuse. In some cases separation of-
fers a solution. However, Hart (1992) reported that about
75% of emergency room visits and calls to law enforcement,
and 50% of the homicides, occur after separation.

Intervention programs attempting to teach men anger
management and conflict resolution skills in small groups
typically report a 53% to 83% success rate (Edleson, 1996).
Although these rates are encouraging, the lower percentages
occur when there is a longer follow-up time and when suc-
cess is based on the reports of the victims or on arrest rates.
Further, the rates are based on men who complete the pro-
grams (which last from 10 to 36 sessions) and appear to
ignore differences in different types of abusers. In one eval-
uation, of about 500 men who contacted the program, only
283 attended the first session, and only 153 completed the
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sessions. Programs are also available for the treatment of
aggressive women (see Leisring, Dowd, & Rosenbaum,
in press), although these may face the same attendance prob-
lems as do the men’s programs.

Rape

Estimation of the prevalence of rape depends a great deal
on how it is defined and how the statistics are collected
(Muehlenhard, Powch, Phelps, & Giusti, 1992). In a well-
designed study involving over 3,000 college women, 15%
reported that they had experienced unwanted sexual penetra-
tion because a man had used physical force or given them
alcohol or drugs, and an additional 12% reported having had
to resist physical force (Koss, Gigycz, & Wisniewski, 1987).
Few of these instances were reported, and many may not
have been termed “rape” or recognized as such.

After years of study, Malamuth (1998) presented data
showing that coercive sex is most apt to be perpetrated by
males who have both an orientation toward impersonal sex
(often related to a violent childhood) and a hostile masculin-
ity (involving feelings of rejection and a desire to dominate
women). To some extent these risk factors may be mitigated
by the ability to empathize.

If the problem of sexual aggression were only a problem
of restraining a relatively small percentage of males, it might
be fairly easily addressed. Unfortunately, it seems clear that
larger percentages can be influenced by subcultural norms in
some gangs, military units, sports teams, and fraternities.
These subcultures suggest that what seems like rape to some
is merely normal masculine action. Such norms encourage
the objectification of women as sexual objects and the rein-
forcement of rape myths (O’Toole, 1997). Fortunately, it ap-
pears that it may be possible to create intervention programs
that decrease the acceptance of such norms (Flores &
Hartlaub, 1998). However, it may also be possible to create
conditions such as war that lead men to rape. 

Although we have been examining rape as a form of
personal violence, rape may also be used impersonally as an
instrument of war (Copelon, 1995). Enloe (2000) pointed out
the different ways in which such militarized rape may be
used to achieve political objectives and may become institu-
tionalized. The brutality of such rape is particularly devastat-
ing because victims are often subsequently rejected by their
own communities (Turshen, 2000).

Bullying and Malicious Gossip

A defining aspect of bullying is that the behavior occurs re-
peatedly so that there is a pattern of abuse and intimidation

(Boulton & Underwood, 1992). So defined, Bernstein and
Watson (1997) reported that from 7% to 10 % of U.S. school
children are victimized by about another 7% of the children
who are active bullies. Similar percentages are found in Great
Britain (Atlas & Pepler, 1998), with prevalence highest in the
middle-school years. The average bully appears to have nor-
mal self-esteem (see Bernstein & Watson, 1997), and the
average victim has less self-perceived social competence
compared with other members of their peer group (Egan &
Perry, 1998). There are a number of detrimental aspects to
bullying. Those who are bullied feel unsafe at school and ap-
pear to be at risk for illness, failure, and depression (Wylie,
2000). The bullies begin to think that they can get what they
want by using power to dominate others, something that
often fails to work in adult life (Oliver, Hoover, & Hazler,
1994). In addition, the majority of children who witness the
bullying typically feel fear and fail to intervene. Thus, they
may be being trained to be ineffective bystanders. Fortu-
nately, it is possible to train teachers, students, and parents in
ways to intervene. Such training, involving the entire com-
munity, has proven effective in Scandinavia, where programs
have reduced bullying by 50% (Olweus, 1991, 1993).

Community Violence

Although it sometimes takes personal forms, some types of
violence are more communal than interpersonal. Among such
forms are riots, gang extortion and warfare, and police vio-
lence. Although space considerations prevent an adequate
discussion of these forms of violence, some contemporary
work may be noted. 

Riots

The failure of structural factors in predicting which cities
would have the most commodity riots, together with difficul-
ties in satisfactorily predicting which individuals would par-
ticipate in them, has led McPhail (1994) to abandon both
structural strain and relative deprivation as predictors and to
advocate extending Snyder’s (1979) work of examining the
factors that affect the interpersonal processes that assemble a
riot. Such an approach inquires into communication patterns
and the motives of individuals as they assemble to engage in
collective goals. McPhail argued that it is important to distin-
guish between collective goals that do not intend violence
(although violence may result) and collective goals that do
intend violence (as is the case with England’s football hooli-
gans). It would also seem wise to consider the group emo-
tions that can occur when group members share attitudes and
have a common sentience (see K. K. Smith & Crandell,
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1984). Such group emotion may play a role in the generation
of crowd violence in cases where police suppositions of vio-
lence may create a self-fulfilling prophecy of violence in
sports fans (Stott & Reicher, 1998).

A nuanced account of the group emotions involved in
riots is provided by Kakar’s (2000) description of the pro-
tracted communal clashes between Hindus and Muslims in
Hyderabad, India. After a skillful delineation of economic,
political, historical, demographic, social-psychological, and
psychoanalytic accounts, he focused on the psychological
shifts that occur at the outbreak of violence. He noted how the
character of rumors begins to change from general threats to
rumors that the body is threatened by previously benign sub-
stances, how the boundaries of individuals with peaceful reli-
gious identities and a basic sense of trust become replaced by
a transcendent communal identity with a propensity for anxi-
ety and violence, how individual behavior becomes governed
by a different sort of morality, and how a history of coexis-
tence is replaced by a history of violence. Of course, these
shifts are perpetrated by demagogues, and much of the vio-
lence is perpetrated by gangs of young people, but Kakar’s
point is that the entire community is caught up in altered
identities and that certain norms are still in existence that en-
able people to return to their traditional religious identities
and live in relative harmony after the violence subsides.

Gangs and Gang Warfare

In 1996 there were about 31,000 gangs with approximately
846,000 members in the United States (Office of Juvenile Jus-
tice and Delinquency Prevention, 1998). It seems likely that
gangs develop whenever societies fragment and lower-class
males lack access to legitimate sources of power and prestige.
It might be interesting to study gangs as quasi states.
Certainly, delinquent gangs involve symbols of identification
for group membership, territorial claims, leadership power
struggles, in-group protection, and out-group antagonism
(Capozzoli & McVey, 2000). When the Soviet Union
collapsed, hundreds of violent groups emerged who, as
Volkov (2000, p. 709) noted, “intimidated, protected, gath-
ered information, settled disputes, gave guaranties, enforced
contracts and taxed.” He argued that these entrepreneurs
of violence created organizations that were essentially
“violence-managing agencies.” The more successful gradu-
ally became legitimized by becoming involved in prosocial
activities and absorbed in the process of state formation.

Hill, Howell, Hawkins, and Battin-Pearson (1999) noted
four risk factors that predict adolescent involvement in
gangs. On the community level these include poverty, high
rates of mobility, and dysfunctional norms. A crucial problem

created by gang warfare (and by civil war in general) is the
impact that violence has on children. Kostelny and Garbarino
(2001) pointed out that in some Chicago neighborhoods, 38%
of elementary school children have seen a dead body outside,
and 21% have had someone threaten to shoot them. They
have noted how repeated violence often leads to regression, a
loss of trust, sense of no future, and increased aggressive be-
havior. They propose a series of measures to counteract these
affects, including home visiting and early education pro-
grams, as well as specific violence prevention programs at
both the elementary- and middle-school levels.

One might think that children who have suffered the sort
of violence that occurs when civil society has disintegrated
would themselves become violent. However, this is not nec-
essarily so. What sort of moral character might develop in
South Africa, where, after the violence of apartheid, children
were subjected to criminal, domestic, and vigilante violence,
often with a lack of clarity about the reasons for the violence?
Dawes (1994) reported that the majority of children do not
appear to have become violent or even to seek retaliation. In
fact, many evidence an increased empathy. He points out that
moral behavior is learned in a sociocultural context. People
construct their identities and reputations as members of
groups and learn moral conduct in settings that assign re-
sponsibility to the roles that people chose to play. Hence,
children may learn that violence is called for in one situation
but immoral in another. Although a culture may arise and lead
some to assume violent roles, such violence is not automati-
cally produced by being exposed to violence but is subject to
the rhetoric and morality developed by a group in a situation.

Merely increasing the number of police in an area high in
gang crime does not seem to be effective, but a study by
Fritsch, Caeti, and Taylor (1999) suggested that if the addi-
tional police focus on curfew and truancy enforcement, it is
possible to reduce gang-related crime. However, many inves-
tigators argue that suppression is less effective than social in-
terventions that offer centers of activity for at-risk youth
before they become involved in gangs (Spergel & Grossman,
1997), and there is some evidence that such centers are effec-
tive alternatives (Thurman, Giacomazzi, Reisig, & Mueller,
1996).

The Use of Violence in Social Control

Unfortunately, the process of maintaining social control often
involves violence and far more violence than appears justifi-
able. In fact, it may be argued that punishment and the use of
any violence, as opposed to an aggressive use of force and
physical restraint, fails to deter violence and cannot be justi-
fied (Gilligan, 2000). When violence is used, it may occur in
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the form of police violence in the streets or violence within
prisons in the form of torture or cruel and unusual punish-
ment. In the United States the reported instances of death
from police violence are relatively low, about 300 deaths per
year. It seems evident that laws and strong civilian control
must demand a professional force that minimizes the use of
violence and that excellent training is crucial. Toch, Grant,
and Galvin (1974) argued that the best way to achieve control
over unacceptable police violence is to have peer review pan-
els who review all arrest reports, tally deployed violence, and
work with those officers who exceed a predefined number of
incidents. Such officers are helped to understand their behav-
ior and create alternative approaches to handling the situa-
tions that provoked their violence. When their incidents
decrease, they themselves are enlisted to become members of
the panel.

In the United States an increasing number of persons are
being imprisoned: The prison population in maximum-
security prisons more than doubled from 1987 to 1997. There
are now over 1.6 million persons in federal and state prisons,
and inmates outnumber guards 38 to 1 (U.S. Department of
Justice, 1999). Note that this figure does not include persons
in county and city jails. Much of this increase is due to non-
violent drug offenders and targets African American and
Black men. As Haney and Zimbardo (1998) pointed out, the
increased use of imprisonment reflects a policy choice to im-
prison individual lawbreakers rather than to correct the social
conditions that contribute to crime. There are troubling indi-
cations that the increased privatization of prisons is leading to
abusive practices such as the increased use of stun belts and
solitary confinement. Further, there is every indication that
prisons are failing to rehabilitate a majority of those who are
incarcerated. Thus, Beck and Shipley (1997) reported that an
estimated 62.5% of the prisoners released from 11 state pris-
ons were rearrested for a felony or serious misdemeanor
within three years of their release and that 41.4% were re-
turned to prison or jail. Many prisons appear to be dominated
by gangs (Lerner, 1984), and violence and domination occur
between inmates and are often used by guards. It is evident
that most prisons are providing an environment that encour-
ages learning violence rather than responsibility (Haney &
Zimbardo, 1998).

There are managerial approaches that reduce violence
(Reisig, 1998), vocational programs that offer structure and
reduce assault rates (McCorkle, Miethe, & Drass, 1995), and
educational programs that reduce violence and recidivism
(Matthews & Pitts, 1998). However, neither governmental
officials nor the American public seems willing to spend
money on what is often seen as coddling prisoners. There ap-
pears to be a general attitude that favors punishment over re-

habilitation, a general failure to distinguish between what
might help different types of prisoners, and a general lack of
compassion for those who find themselves in prison.

Torture is the most troublesome form of police violence,
and it often leaves its victims crippled both physically and
psychologically. This is particularly true when, as is often the
case, the aim of the torture was not to obtain information but
to intimidate and destroy a person so that he or she could no
longer function as a leader of resistance to those in authority.
While victims differ widely in their posttorture symptoms
and some have demonstrated an incredible capacity to for-
give and heal, many need both physical and psychological
treatment. Elsass (1997) has described effective treatment
methods, and the journal Torture is devoted to the prevention
of torture and the rehabilitation of its victims. 

As defined in the 1984 United Nations Convention
Against Torture, torture involves the intentional infliction of
severe pain or suffering, by or with the agreement of a public
official, in order to obtain information or a confession, or to
punish, intimidate, or coerce. Perhaps the most evident indi-
cation of the extent of the problem is that by the year 2000
only 119 of the 188 member states had endorsed the rules
against torture promulgated by the UN convention.

Amnesty International (2000) enumerated a 12-point pro-
gram to eliminate torture. These include calling for every
nation to officially condemn and enact laws against torture,
refuse evidence obtained under torture, make the location of
all prisoners known, allow prisoners to communicate, have
all allegations of torture investigated by an authority inde-
pendent of the prison system, have authorities clearly state
their opposition to the use of torture, punish torturers, and
compensate victims.

Societal Violence

Although community violence often reflects what is happen-
ing within a society, there are forms of violence that occur
throughout the society in which communities are embedded.
This include the violence in its media and the violence that
occurs when a society engages in war, is subjected to civil war,
ethnic violence, and genocide, or must deal with terrorism.

Media Violence

We saw how aggressive behavior can be learned by following
the models provided on film and TV. Hence, it is troubling to
note that Hepburn (1997) reported that 57% of the TV pro-
grams monitored at four different locations in the United
States contained some sort of violence, whereas only 4% pre-
sented an antiviolence theme. American children are exposed
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to vast amounts of violence on TV; Signorelli, Gerber, and
Morgan (1995) estimated that the average 12-year-old has
seen over a 100,000 acts of violence. There is little doubt that
this sort of exposure contributes to violence (see Eron,
Heusmann, Lefkowitz, & Walder, 1996). The violence is
most apt to be learned when an attractive perpetrator with
whom the viewer can identify engages in justified and re-
warded violence that fails to depict the harm suffered by the
victim of the violence (S. L. Smith & Donnerstein, 1998).

Media violence appears to promote violence in a number
of different ways (see Berry, Giles, & Williams, 1999). Be-
sides modeling violent behavior and weakening inhibitions
about violence, it numbs or desensitizes reactions to violence
and decreases empathy for victims. Similar negative effects
occur as a consequence of playing violent video games
(Anderson & Bushman, 2001). Although the evidence for the
danger of viewing violence is increasing, warnings against
viewing such violence appear to be decreasing in the U.S.
mass media (Bushman & Anderson, 2001). 

Interstate Warfare

Richardson (1960a) began the statistical study of war when
his concern for human life led him to define war in terms of
human deaths rather than in terms of declarations or histori-
cal significance. Setting 1,000 deaths as a lower limit and the
log of deaths as a scale of magnitude (thus 1,000 deaths is a
magnitude-3 war), he argued that counting was the best anti-
septic for prejudice and proceeded to count the wars between
1820 and 1945. He showed that many magnitude-6 wars
(about a million deaths) were not remembered because they
lacked political significance (e.g., the Taiping rebellion, the
war in La Plata), and many of the 188 magnitude-3 wars were
completely overlooked. He also established that the nation
responsible for the most wars keeps changing in different
periods so that focusing on containing any given aggressor
cannot prevent war. 

Richardson proposed a sort of molecular model of war
that imagined nations as bumping up against each other, with
some of these conflicts resulting in war. Those with more bor-
ders and energy have a greater chance of collisions. In accord
with such a model, he shows that the number of wars that a
nation fights correlates highly with its number of borders (he
includes colonies in this count), and the number of wars
breaking out in any given year follows a Poisson (chance)
distribution. Factors we might think of as lessening the prob-
ability of war, such as common language or religion, do not.
What does lessen the probability of war between peoples is
the number of years in which they live under a common gov-

ernment. The probability of war decreases geometrically with
each decade of common government. 

Which disputes result in war? Vasquez and Henehan
(2001) showed that the probability of war is greater when
there is a territorial dispute than when there is a policy dis-
pute. Wallace (1979), who investigated 99 serious interna-
tional disputes occurring between 1815 and 1965, reported
that 26 resulted in war and that in 23 of these cases the war
was preceded by an arms race. There were only five cases
where an arms race did not lead to war, and we are probably
fortunate that the arms race between the United States and the
Soviet Union proved to be in this category.

When arms races occur, there is instability in the balance
of power, and the race accelerates exponentially in a way that
Richardson (1960b) can describe with a simple pair of differ-
ential equations. Basically, this elegant mathematical model
reveals that races occur when a pair of nations are more afraid
of each other than they are concerned with the cost to their
own economy. A more complex model dealing with more
than two nations and chaotic transitions is described by
Behrens, Feichtinger, and Prskawetz (1997). Richardson’s
model stresses deterministic factors, and Rapoport (1960)
has pointed out how such an approach may be contrasted
with an approach that involves strategic gaming over inter-
ests or struggles involving different ideologies. Applying this
latter approach, R. Smith, Sola, and Spagnolo (2000) demon-
strated that in the conflict between Greece and Turkey, the
amount each nation spends on arms does not depend on what
the other is spending but is a function of bureaucratic and
political inertia. Current spending by the United States also
appears to evidence this pattern. 

Subsequent to Richardson’s work, the Stockholm Interna-
tional Peace Research Institute has kept an ongoing account of
wars that focuses on number of deaths. Their statistics reveal
millions of largely overlooked deaths, with 10 magnitude-
6 wars that have occurred since 1945 and about 30 wars going
on in any given year. Over recent years the number of inter-
state wars has decreased while the number of intrastate (civil)
wars has increased. There have also been an increasingly large
percentage of civilian deaths, which now account for about
85% of the casualties. One ray of hope for decreasing inter-
state conflict is offered by statistics that demonstrate that
fewer militarized disputes occur when nations have important
trade relations and when nations are democracies (Oneal,
Oneal, Maoz, & Russett, 1996). Under such conditions war is
not in the interest of those in power. However, these statistics
do not consider support for covert interference, as in the U.S.
involvement in overthrowing the democratically elected gov-
ernments of Guatemala and Chile. Nor do they consider that
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the number of reasonably democratic nations is not high and
that the conditions for democracy may be difficult to achieve
(see de Rivera, in press). Nevertheless, we are reminded that
interstate war is not inevitable.

Civil War, Ethnic Violence, and Genocide

Although civil wars sometimes simply reflect a struggle for
power within a dominant group, they often involve ethnic
group interests or ideological differences that become in-
volved in a struggle for power. Their complexity is nicely
captured in a series of case studies that deal with the wars in
Central America, Ireland, Israel, Rwanda, and Sri Lanka from
a psychological point of view. In Ireland (Cairns & Darby,
1998), Sri Lanka (J. D. Rogers, Spencer, & Uyangoda, 1998),
and many other nations, important ethnic groups have both
inflicted and experienced the sort of prejudicial treatment
so aptly demonstrated in Tajfel’s (1982) studies. Niens and
Cairns (2001) applied social identity theory to the under-
standing of ethnic conflict and have concluded that overcom-
ing the stereotypes that are involved requires contact
situations in which people’s group memberships are more
rather than less emphasized.

In considering these disputes it is important to note that
there are often many people within each group who are will-
ing to treat the other group fairly. However, extremists within
each group oppose any efforts to take the interests of the
other group into consideration. Rather than creating a com-
mon intergroup political front, the moderates appear con-
strained by their intragroup identity with their extremists so
that rational compromises that would be in the interest of
both groups are impossible to achieve. Some methods that
may be helpful in resolving these conflicts will be discussed
when techniques of negotiation are considered.

Gurr (1996) identified 268 politically significant national
and minority peoples (about 18% of the world’s population),
three fourths of whom experienced political disadvantages.
Almost 100 of these groups participated in violent conflict
between 1945 and 1990. He argued that it is important to rec-
ognize the grievances of minorities, the fact that cultural
identities are important aspects of human being, and that it is
not always possible to assimilate a minority culture. A critical
problem is posed by the fact that conflicting parties often find
it difficult to create a common historical narrative. An exam-
ple is furnished by Rouhana and Bar-Tal’s (1998) balanced
account of the Israeli-Palestinian conflict.

Gottlieb (1993) argued that some conflicts may be man-
aged by allowing people to have two identities, a formal na-
tional identity and a state identity. The national identity could

control some language use in education, local law, and mar-
riage rites. The state identity could control currency, border
defense, and other factors necessary for a nation-state to sur-
vive in a global economy. Psychologically, such an arrange-
ment makes sense because, as Brewer (1999) notes, it is quite
possible to have a positive in-group identity that is indepen-
dent of negative attitudes toward out-group members. Such
in-group identities may be less threatened when clear bound-
aries between groups are recognized within the bounds of a
common state.

In some nation-states, such as in Turkey in 1915, Germany
in the 1930s, Iraq in the 1980s, and Rwanda in the 1990s, po-
litical decisions lead to genocide. Most students of genocide
argue that genocides are not the inevitable results of ethnic
differences. They point to the fact that people often have
lived together peacefully for years, often with a considerable
amount of intermarriage. The genocide occurs when leaders
emphasize group identity, often in order to consolidate power
or mobilize support in a power struggle. Yet the genocide is
only possible when rapidly arousing fear and hatred. In the
case of Rwanda, D. N. Smith (1998) argued that official hate
propaganda combined with projective sexual envy, a belief
in sorcery, authoritarianism, and a breakdown in traditional
restraints and opportunities.

Staub (1989) examined a number of genocides in an
attempt to conceptualize the common processes involved. He
finds that they occur under circumstances of material depri-
vation and social disorganization that frustrate basic human
needs. In such circumstances, individuals feel helpless and
increasingly rely on their group membership. The seeds of
genocide are sown if the group develops a destructive ideol-
ogy in which an enemy group is perceived to stand in the way
of the fulfillment of a hopeful vision. The conditions for the
genocide evolve as violence begins to occur and is justified
by an increasing devaluation of the enemy group, a devalua-
tion that may easily be mobilized for political purposes.
Although Staub emphasized that genocide is the outcome of
normal group processes, he noted that there appear to be cul-
tural preconditions. These include prejudices that become
part of a cultural background, an ideology of antagonism, and
the lack of a pluralistic culture. In many cases there also
appears to be a particularly strong respect for authority that
makes it difficult to resist immoral orders and may contribute
to the threat and anxiety experienced when authority is
unable to fulfill basic needs. 

Once civil war has occurred, processes of reconciliation
must restore the fabric of the society. The difficulties are im-
mense, requiring a balance between needs for justice, the sav-
ing of face, and the support of sources of power that may be
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implicated by revelations of human rights abuses. Above all,
as Lederach (1997) observed, the relationship between
groups must change so that out-group members are no longer
excluded from one’s moral framework, and this must occur at
the grassroots level as well as at the level of top leadership.
Lederach stressed the need for years of work in rebuilding
trust in teams from different strata of the society. He showed
that such reconciliation requires the assistance of third parties
who can accompany disputants with an attitude of humility as
they, both individuals and communities, wrestle with the
problems of combining truth, justice, and mercy.

Governmental initiative is often required, and certainly
the most successful effort to date has been the South African
government’s establishment of its Truth and Reconciliation
Commission. Rather than attempting to punish those respon-
sible for the torture and murders that occurred during the
maintenance of apartheid, the commission was charged with
establishing what happened—making known the fate of vic-
tims and providing them with the opportunity to relate their
accounts and achieve some measure of reparation, facilitat-
ing the amnesty of offenders who made full disclosure, and
recommending measures to prevent future violations (de la
Rey, 2001). Although justice was not achieved in the sense of
adequate reparations, of punishment of the guilty, or even of
an adequate admission of guilt or request for forgiveness, the
public hearings held by the commission provided a forum
that allowed a public acknowledgment of what had happened
and the establishment of a common moral framework. In
contrast to the situation in Argentina, where there is still no
public recognition for the abuses under the military dictator-
ship or condemnation of those involved in torture and disap-
pearances, the South African public can speak of what
occurred and move on with a new public identity and history. 

Terrorism

Terrorism may be distinguished from the guerilla tactics of
rebels who are fighting a military opponent within their own
territory. Terrorism involves random attacks on civilians as a
means of gaining political ends and has been used by both
states and revolutionaries (J. R. White, 1998). In the former
case, a government that is engaged in a war attempts to
destroy its opponent’s will to fight, or a despotic government
maintains its power by creating an emotional climate of ter-
ror that prevents the organization needed for political opposi-
tion (de Rivera, 1992). In the latter case, groups without
access to political power use terror to publicize their griev-
ances, extort concessions, or overthrow a regime that is expe-
rienced as repressive. All cases involve the training for
aggression and moral desensitization described in the section

on aggression. However, terrorism is situated in historical
circumstances that have interesting and largely unexplored
psychological aspects.

An example is provided by the September 11, 2001, attack
on the United States. Most of the terrorists were from Saudi
Arabia. Although the government is repressive in that there
are no ways to express discontent, the United States supports
the regime in exchange for access to oil. The alternative
to the king Monarchy would probably be an Islamic state
rather than a secular democracy. Such a state is fundamen-
tally religious and is conceived hierarchically rather than de-
mocratically. Vatikiotis (1986) noted that it is not based on
the skepticism, experimentation, and tolerance essential to
pluralistic politics. It is based on a different psychology, and
its stability would require the cultivation of a different set of
emotional relationships and customs (de Rivera, in press).
Hence, we are dealing with the problems of psychological
identity and the ambiguous role of religion that will be con-
sidered when we discuss the nature of evil. An examination
of past attempts to deal with revolutionary terrorism suggests
that the more successful have involved meeting the underly-
ing needs that fuel the terrorism, as well as the suppression of
terrorist elements. 

Structural Violence

The concept of structural violence has been articulated by
Galtung (1969, 1975�1980, 1996) to capture how economic
and political structures may place constraints on the human
potential. It sees violence as present when humans are dimin-
ished and points to the fact that this occurs when social struc-
tures prevent the meeting of human needs. Galtung pointed
out that modern society is organized hierarchically and that
those on top often use their position in ways that exploit those
below, preventing them from having the resources they need.
The top dogs are in control of resource distribution, and their
decisions determine who has access to education, health care,
and good jobs. Further, he argued that the top dogs maintain
their power by a series of devices that work against the
underdogs organizing a resistance.

One measure of structural violence is furnished by the
human poverty index (HPI; United Nations Development Pro-
gramme, 1999). This index uses five variables that reflect the
loss of potentials that could be resolved by public policies.
These are the percentage of the population dying before age 40,
the percentage of underweight children (under age 5), the per-
centages of the population without access to potable water and
without health care, and the percentage of illiterate adults.

It is important to realize that the hierarchies of power and
privilege that exist within each society are connected to those
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in other societies in ways that support one another. The top
dogs in a poor nation are often quite wealthy and well con-
nected to the top dogs in other nations, so they are positioned
to use aid in ways that maintain their power. Although
Galtung does not deny that domestic problems may generate
international conflict, he stresses that many domestic prob-
lems are exacerbated by the policies of exploitation of the
elites in powerful countries. The entire system—the hierar-
chies and the connections between them—completely masks
the responsibility for the terrible violence that it occasions.
For specific examples from Sub-Saharan Africa see Nathan
(2000) and Tandon (2000).

While we have discussed both direct violence and the
structural violence that can be attributed to greed and the fear
of losing power, a considerable amount of violence on both
the personal and state level is motivated by what can only be
considered as “good” motives. As Butigan (1999, p. 13)
pointed out, “Violence is often motivated by fear, unre-
strained anger, or greed to increase domination or power over
others. It can also be motivated by a desire for justice in the
face of injustice: a longing to put things right, to overcome an
imbalance of power, or end victimization or oppression.”
This fact requires us to look at the nature of evil.

EVIL

While aggression and violence are largely matters of fact,
evil involves a moral judgment. We must consider how it is
conceptualized and how religions attempt to contain it. 

Conceptions of Evil and Its Experience

What is meant by evil? Berkowitz (1999) argued that it
should be distinguished from mundane badness and that there
is a commonly shared prototype for evil. This prototype re-
flects action that not only is morally wrong but also reveals
an excessive departure from social norms. The judgment of
evil has to do with the helplessness of victims, the responsi-
bility of the perpetrator, and the imbalance between the great
wrong that is done for a relatively small gain.

Staub (1999) argued that a conscious intention to destroy
is not a necessary aspect of evil. Rather, the word evil is ap-
propriately used to categorize the repetition of intensely
harmful actions that are not commensurate with instigating
conditions. He recognizes that the term communicates horror,
and although he is opposed to romanticizing evil as mythic
and incomprehensible, he believes that the concept of evil
may be a useful way to mobilize prosocial group norms. As
an example of evil and the need for the concept, he discusses

the evil involved in bystanders who allow genocides to occur.
Stohl (1987) showed that nations are typically bystanders,
and this is reflected in the minimal news devoted to accounts
of genocidal actions. However, the judgment that genocide is
evil is reflected by the development of an international norm
against genocide that may eventually be enforced by the
establishment of a permanent international court.

Without the concept of evil it might be easy for people to
avoid making judgments that need to be made. In this regard,
Miller, Gordon, and Buddie (1999) have evinced concern that
situational explanations of criminal actions may result in per-
sons’ condoning such actions. They demonstrate that when
persons make judgments after situational explanations, they
have less unfavorable attitudes and punitive responses to-
ward the perpetrator. However, they do not show that the
criminal action is condoned, and many would argue that the
action rather than the person should be considered evil. To
consider a person or group evil may evade an examination of
the situational conditions. 

Although psychologists have considered the concept of
evil, they have not yet addressed evil as an experience. The
concept of evil implies an objective judgment; the evil is
experienced as “real.” Of course, one may argue that evil
and all values are really subjective and relative—simply
what a person likes or wants. Value in this view is reduced
to what someone is willing to pay. Yet we continue to expe-
rience value as existing apart from ourselves and as differ-
ent from mere taste. As F. Heider (1958) asserted, value
differs from what we want. It is characterized by what an
objective order wants. We experience goodness and evil as
objective in nature, as existing apart from our judgment of
them, although we may recognize that our judgment may be
faulty and may change with time. In the latter regard, Rozin,
Markwith, and Stoess (1997) pointed out that smoking has
recently become moralized. That is, smoking is now re-
garded by many as bad in a moral sense, an object of dis-
gust. Note that the process of moralization involves
emotional responses that help constitute the very value that
is perceived as objective.

Evil exists in relation to what is Good, and the latter is
what is necessary for life, for fertility, health, and success in
getting food and outwitting enemies. In any society that is
not completely secularized, Goodness exists because hu-
mans exist and could not exist without it. Evil is more prob-
lematic. Although some persons and religions regard Evil as
essential and in primary opposition to the Good, others view
it as secondary and existing because of the actions of hu-
mans; still others view it as illusory, as existing only as an
object of our perception. Likewise, the relationship between
Good and Evil may be seen in different ways. Evil may be
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viewed as a malevolent force or as ignorance, as repellant to
Goodness or as the simple absence of Goodness. Thus, it
may be symbolized as an active Devil or as darkness, as de-
structive choice or as the obstacles between humans and
Goodness. Ricoeur (1967) pointed out that humans have
symbolized evil in three quite different ways that reflect dif-
ferent experiences and conceptualizations. As stain, evil is
contagious, and one may unintentionally become contami-
nated by its impurity. As sin, evil is a ruptured relationship
with God, a departure from a path or missing of the mark
that may be affected by the actions of one’s people. As guilt,
evil is a personal responsibility that occurs because of one’s
intentions. In all cases, one is removed from Goodness and
must be relived of the stain, sin, or guilt in order to reconnect
with Goodness.

K. G. Heider (1991) argued that in some cultures the basic
moral conflict of life is more between order and disorder than
between good and evil. Thus, in Indonesian and Japanese
films the dominant concern appears to be the restoration of
order rather than the triumph of the good over the bad. This
may be related to a cultural tendency to see persons as more
socially embedded than individually autonomous. The “vil-
lain” is not inherently bad but is more an agent of disorder
who is easily welcomed back into the fold once order is re-
stored. However, the restoration of order may involve the
recognition of evil and its removal. Thus, Wessells and
Monteiro (2001) described how child soldiers who have
engaged in unjustified killings may participate in purification
ceremonies to be reintegrated into the community. 

Every society, and certainly our own, appears to have
myths about evil, perhaps because we humans seem to need
to give meaning to our suffering. In Western society, Ricoeur
(1967) distinguished four such myths that continue to influ-
ence our thinking: the Greek tragic and Platonic myths and
the Babylonian and Judaic creation myths. Each views the
source of evil quite differently. In the Babylonian myth, the
world is created in the process of a power struggle between
the gods; violence is used to create the order that prevents the
agony of chaos; and humans must serve the state in order to
prevent chaos. By contrast, in the Judaic myth a God peace-
fully creates an essentially good world in which evil enters
when people do what they are not supposed to do. Both of
these myths are operative in our contemporary society. On the
one hand, Wink (1992) has pointed out that much of the vio-
lence portrayed on TV exemplifies the Babylonian myth. That
is, there is a power struggle between bad chaotic forces and
good order, and the good guys use violence to restore order.
Likewise, the strategic policy of the (putatively Christian)
United States is actually based on the use of violence to main-
tain peace. On the other hand, the nation as a whole still

subscribes to Judeo-Christian ideals of justice and believes in
the freedom to choose between good and evil.

The Ambiguous Role of Religion

Taking Otto’s (1923) idea of the Holy as a starting point,
Appleby (2000) argued that the sacred can either be the locus
of violence as a sacred duty or a militant nonviolence dedi-
cated to peace. Defining religion as a response to a reality that
is perceived as sacred, he showed that it gives the authority to
kill or to heal and argued that religious leadership determines
which course is taken, appealing to religious identity either to
exploit or to transcend ethnic animosities. On the one hand,
Appleby showed how religion was an important element in
the destruction of Bosnia and the development of Islamic ter-
rorism. He distinguished fundamentalism as a response to sec-
ularization (describing the terrorist violence that developed in
2 of 10 such movements) from the ethnonationalistic use of
religion (and often violence) to unify a state and discussed
how both differ from cult violence. On the other hand, he gave
concrete examples of dozens of Gandhi-like figures who have
worked for peace and discussed the role that religious organi-
zations have played in peace meditations. He convincingly
demonstrated that religion is always a construction of a sacred
past and has the potential to inculcate nonviolence as the reli-
gious norm. He argued that religious education should be de-
voted to this end and supported with the technical skills and
material resources it needs to organize peace.

The choice between good and evil is central to Fromm’s
(1955, 1973) analysis of evil. He pointed out that human be-
ings, as distinct from all other animals, are aware of them-
selves as apart from nature and aware of their ultimate death.
This existential dilemma creates common needs that must be
met. These include needs for an object of devotion and for
affective ties, unity, effectiveness and stimulation. Each
can be met in either life-enhancing or life-destroying ways.
An object of devotion can be an ideal or an idol; affective ties
can be of love or sadomasochism; unity can be achieved by
practicing an open religion or by losing the self in a trance
state or a social role, effectiveness by creating or destroying,
stimulation by active or passive excitation. Fromm sees these
choices as determining whether a society and individual will
become good or evil.

While Fromm emphasized the role of choice in determining
how to meet basic needs, both Staub (1999) and Burton (1990)
saw evil as stemming from the frustration of basic needs such
as security, identity, connective ties to others, effectiveness,
control, and autonomy. They believe that if persons cannot ful-
fill these constructively, they will engage in destructive behav-
ior. Such an analysis lies in our understanding of some of the
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conditions that promote destructive behavior and in encourag-
ing those with power to consider the needs of others. However,
the emphasis on need fulfillment appears to neglect the role of
personal responsibility and the fact that a large amount of vio-
lence stems from greed. It reflects a liberal view of basic
human goodness (if only needs were met by the state) as op-
posed to a conservative view that sees everyone as basically
selfish (and needing the state to enforce law and order).

The previous analyses begin with the needs of individuals.
By contrast, Macmurray (1961) argued that individuals exist
only in relationships with others. He sees these relations as
composed of two strands: a love (caring) for the other and a
fear (concern) for the self. Although both strands are always
present, one always dominates. When a caring for the other
dominates, the person is unified. However, any real or per-
ceived hurt, betrayal, or abandonment causes the fear for the
self to dominate, and when this occurs a person suffers dual-
istic splits (mind from body, reason from emotion, the practi-
cal from the ideal, the self from the other). At this point a
person (or society) may focus either on individualism (“if the
other doesn’t care for me, I’d better care for myself”) or on a
conforming collectivism (“if I’m good, then they will care
for me”). Because people assume that others are similar, the
former leads to a Hobbesian analysis (the need for a strong
state to enforce contracts between basically selfish people),
whereas the latter leads to Rousseau, Marx, and the idea that
people are basically good and will agree about basic needs.
However, Macmurray asserted that people must continually
wrestle with the choice as to whether concern for the other or
concern for the self will dominate action. In his view, self-
development occurs only when acceptance, understanding,
forbearance, and forgiveness lead to the restoration of the
dominance of caring for the other. Then, a person’s unity is
restored and, with it, the ability for genuine freedom and co-
operation (see de Rivera, 1989). 

How may we relate aggression to values of good and evil?
In an attempt to distinguish between a “good” aggressive au-
dacity, necessary for human progress, and an aggression that
intends to destroy, Kelly (1965) proposed that the latter in-
volves hostility. Hostility occurs when there is a threat to a
person’s belief system and the person extorts evidence in an
attempt to maintain beliefs and the way that one is living
one’s life in the face of contrary evidence. Examples include
fundamentalist terrorists or the middle-class Germans who
became Nazis. Kelly might assert that the latter were not
simply frustrated by inflation. Rather, they saw their belief
system—their commitment to the value of hard work and
thrift—crumple as the savings from their hard work were
wiped away by inflation (see Moore, 1978). For Kelly, the
alternative to hostility is to allow the experience of tragedy.

It is this experience, rather than the certainty that one’s be-
liefs are valid, that is the basis of hope.

Kelly’s analysis is supported by aspects of Peck’s (1983)
examination of the “group evil” involved in the MyLai mas-
sacre. On one level, Peck pointed out that it is easier for
groups to commit atrocities because of the diffusion of re-
sponsibility and the normal narcissistic influences of group
pride and out-group denigration. However, on a societal
level, Peck argued that the group that killed innocent vil-
lagers manifested a broader societal problem. The group
contained men who had been rejected from the broader soci-
ety to do the dirty work that others did not want to see. The
war itself was an attempt to defend a narcissistic image of
American perfection, and when the situation in Vietnam pre-
sented evidence of the fallibility of the American worldview,
the government was willing to destroy Vietnam rather than
acknowledge this error. It may be noted that the research that
was recommended to prevent future atrocities was rejected
on the grounds that it might prove embarrassing.

The unwillingness to admit the tragic is an aspect of
refusing to acknowledge evil, and Macmurray (1944) argued
that a major problem is posed by the fact that one may do what
one ought to do and yet still be involved in evil. A “just war”
may be necessary; but when thousands of innocents are killed,
the war is still evil, and the morally correct action of partici-
pating in the war does not absolve a person from having par-
ticipated in that evil. Note that a person holding such a point of
view is protected from the sort of dissonance reduction that is
involved when a person hurts another and then justifies the ag-
gression by devaluating the other. This suggests that public
ceremonies of atonement might protect a society from becom-
ing involved in any more evil than is necessary. Perhaps if
Americans had the opportunity to mourn the deaths of all the
Koreans and Chinese killed in the Korean War, there would
have been less readiness to become involved in Vietnam or
continuing sanctions against Iraq. In any case it seems desir-
able to confront the evil that is within as well as without. Such
a confrontation leads us to examine the possibility of peace.

PEACE

By peace we do not mean the “negative” peace that is the
absence of war but a “positive” peace (Barash, 1991) that is
the opposite of evil—not the absence of conflict but the reso-
lution of conflict in creative rather than destructive ways. We
may imagine different aspects of this peace: the personal
peace of inner harmony and compassion, the communal
peace that exists when social norms and institutions promote
a concern for the welfare of others and a peaceful resolution



586 Aggression, Violence, Evil, and Peace

of conflict, and the peace that results from an environment
that allows people to satisfy their basic needs. There are at
least four different paths to peace: paths of strength, negotia-
tion, justice, and personal transformation. Each may be
viewed as involving types of aggression.

Peace Through Strength

It is said that the sword is the olive leaf’s brother, and it
seems self-evident that weakness invites attack while
strength discourages it. Bullies pick on the insecure; crimi-
nals flourish in the absence of police; and history is filled
with one people’s expanding at the expense of another. Few
would argue against the idea that some sort of strength is nec-
essary for peace, and some, like Sumner (1911), would argue
that peace is attained only by the imposition of order that oc-
curs when states use their strength to expand their dominion.
However, there are some problems with conventional inter-
pretations of this path or with relying on it to produce posi-
tive or even negative peace. Empirically, Singer and Small’s
(1979) statistics, examining 59 recent wars, fail to show a
significant relationship between strength and the probability
of being attacked. Consider three problems: 

First, it is not clear how much strength is sufficient to pro-
vide a sense of security. Surveys repeatedly show that a ma-
jority of the American public feels secure against foreign
attack and favor nuclear disarmament (Kay, 1998), and in
1997 U.S. military expenditures were 172% of all its possible
enemies combined (Council for a Livable World Education
Fund, 1998). However, the government continues to spend far
more than appears necessary (Defense Monitor, 2000). In part,
the excess funding is due to economic pressure from the mili-
tary-industrial complex (Fogarty, 2000), the need to maintain
a weapons industry, and the desire to export weapons to main-
tain a favorable balance of trade. However, to a large extent the
extraordinary funding seems driven by an underlying insecu-
rity that was not present before the beginning of the Cold War.

Second, if we assume that the weak will be attacked, the
obvious converse is that the strong will expand and attack.
Hence, those who build strength will become involved in
using power to impose their will. This appears to be true of
the United States. 

Third, when two powers come into conflict with each
other, they each build strength so that the other will not dom-
inate them, and the resulting conflict is simply more deadly.
History gives us Athens versus Sparta, Rome versus
Carthage, the United States versus the Soviet Union, and
dozens of other examples, and we saw earlier that structural
changes in conflict spirals often have disastrous outcomes. In
the future we may witness a race to dominate space weaponry.

These problems have given rise to two quite different so-
lutions: the development of nonviolent defense systems and
the strengthening of the United Nations so that it could begin
to function as a world government with an international
police force. 

Nonviolent Defense

Nonviolent defense may not be as impracticable as one might
imagine. There are effective nonviolent self-defense forms
such as aikido and tai chi, in which the defense maintains a
calm center of gravity to take advantage of the momentum of
an attack and the fact that the attacker is likely to be un-
balanced. The defender gains control of the attack and turns it
aside (Ueshiba, 1921). There are forms of community polic-
ing in which the community prevents violence by maintain-
ing civilized norms (J. Q. Wilson & Kelling, 1989), and
Canada (1995) has called for the use of unarmed peace offi-
cers trained and organized by local colleges. Finally, there
are many examples of the successful use of nonviolent resis-
tance against dictatorial governments. Sharp (1973) pub-
lished the results of a historical survey that carefully
examines the methods and dynamics of nonviolent action to
influence political decisions. He gives specific examples of
198 techniques that have been used, ranging from public
assemblies and marches, through boycotts and strikes, to
noncooperation, civil disobedience, and the establishment of
alternative structures of government, including successful
uses against the Russian and British empires, the Nazis, Latin
American dictators, and the Soviet Union. Sharp’s (1990)
pragmatic examination of when nonviolent defense has
worked and what factors make such resistance possible
distinguishes between situations conducive and noncon-
ducive to nonviolent resistance. Relative power is not as im-
portant as one might imagine. The contest is really one of
wills, and a central factor is the cohesiveness of the nonvio-
lent group and the ability to maintain communications so that
tactics can be adapted to the changing situation. 

Although civilian defense may be an alternative to mili-
tary might, it may be argued that any defense that is orga-
nized by the state will be used to maintain structural violence.
Citizens give the state a monopoly of violence so that it may
maintain order and curb crime. And it may be argued that a
democratically run state succeeds in having adequate police
control and adequate control over its police. However, from
an anarchist standpoint, states—at least nation-states based
on centralized power—commit far more violence than their
citizens do. Hence, Martin (1984) argued that working with
state systems will never abolish war because states them-
selves are the problem. His anarchist solution is to use
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grassroots strategies to build alternative institutions to the
state and its existing bureaucracies.

Developing the United Nations

To some extent we already have the rudiments of a democra-
tic world police force. The United Nations forces have been
engaged in over 50 missions. These have included the moni-
toring of elections, the provision of the international police
presence needed after civil turmoil, the maintenance of buffer
zones between former combatants, and armed interventions
needed to prevent extensive civilian casualties. 

Clearly, the last case, armed interventions, is the most
problematic form of intervention. Studies of the military in-
terventions in northern Iraq, Somalia, Bosnia, Rwanda, and
Haiti (Weiss, 1999) have attempted to assess the degree of the
civilian costs incurred before intervention, the cost of mili-
tary intervention, and the civilian benefits of the intervention.
Weiss discussed the quandaries faced by those hoping to use
military forces to achieve humanitarian assistance and rec-
ommended careful “conflict impact assessment” before at-
tempting to use military force in situations where a presence
is not desired by both sides of the conflict. 

Although many problems are posed by military interven-
tion once armed conflict has erupted, it may be argued that to
have the possibility of military intervention may be helpful in
influencing decisions in the early stages of a conflict that
threatens to degenerate into military struggle. This is the
position taken by Jentleson (2000) in his analysis of the possi-
bilities of preventative diplomacy. He argued that the parties to
a conflict are often driven to military action by the uncertainty
of a situation in which the other side may strike first. In such
situations, diplomacy—with the possibility of intervention
and rewards—may be used to influence the calculus of
whether to attack or negotiate. The participants in the volume
edited by Jentleson present 10 cases where preventative diplo-
macy either succeeded in averting potential disaster (as in the
Baltics and North Korea) or missed opportunities (as in
Chechnya and Yugoslavia). They discuss the use and misuse
of intelligence; the strategy of using mixes of deterrents, in-
ducements, and reassurances; and the necessity for fast action.

Unfortunately, fast action is currently limited by the fact
that there is no permanent UN military force so that each UN
action requires the new recruitment of troops, equipment, and
money from whatever nations are willing to donate (Holt,
1995). It would be easy to create a small standing force, but
the major powers are reluctant to set a precedent and begin an
international force that could conceivably challenge their
military preeminence. Given the fact that the United States
has a veto power in the Security Council (which must concur

in the use of any UN forces), an interesting psychological
problem is posed by why conservative representatives feel
the need to maintain tight national control by blocking any
permanent UN forces. This need for the maintenance of con-
trol is manifested also in the reluctance to endorse a nuclear
test ban treaty or an international criminal court for war
crimes.

Peace Through Negotiation

Instead of regarding the other as an enemy, it is often possible
to search for mutual gains, and trade has often been an alter-
native to war. While horse trading has been known for mil-
lennia, there have been a number of advances in the tactics
and strategies of negotiation. One promising approach that
has been advanced by Fisher and Ury (1981) is “principled”
negotiation. Rather than either strongly maintaining a bar-
gaining position or softly compromising in order to maintain
a valued relationship, they argue that one should search for
the interests that underlie the bargaining positions. The nego-
tiator than attempts to create a solution that meets the inter-
ests of both parties and searches for objective criteria to
determine what is fair. Note that this approach uses aggres-
sion in the sense of attempting to get what one wants and
insisting on fairness.

Although principled negotiation is a practical approach
that can often be used, it assumes that the conflict to be nego-
tiated is essentially a conflict about interests. However, some
conflicts involve past wounds, different values, and the very
identities of the parties to the conflict. This is often true when
ethnic conflicts are involved. The Israelis and Palestinians,
for example, do not simply have conflicting interests con-
cerning security and sovereignty, but issues about the identity
of the Jewish and Palestinian peoples as well. To deal with
these sorts of conflicts, Burton (1990) advanced a form of
“transformative” negotiation in which the negotiating
process deals with the sharing of underlying needs and iden-
tities as well as interests. Such negotiations require a deeper
level of trust and, when successful, involve a transformation
of identities so that definitions that reflect enmity or involve
devaluations of the other are no longer aspects of identity. A
discussion of such needs may be helpful in intractable con-
flicts. For example, Cross and Rosenthal (1999) randomly
paired 20 Jewish and 20 Arab students to discuss the dispute
over the control of Jerusalem, and they contrasted different
methods of negotiation. Participants who used a method in
which they identified needs and fears about identity, recogni-
tion, and security before they attempted to generate ideas for
mutual satisfaction became less pessimistic about the conflict
and showed a more positive attitude change toward the other.
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In order to deal with the pain and shame of past injuries and
the conflicts between identity needs, C. R. Rogers and Ryback
(1984) and Kelman (1996) used problem-solving workshops
in which people may share underlying pains, fears, and needs.
In the approach used by Rogers and Ryback, a facilitator
models the role of respectfully listening and accepting the
initial hostility expressed by both parties. Without the accept-
ing presence of the mediator, the hostility would be responded
to defensively, but the authors write that after the mediator
accepts the hostility, the underlying pain is expressed, and this
is responded to sympathetically. This approach should be
contrasted with the reframing of hostile statements in couples
therapy, in order to avoid shame-hostility cycles, which is ad-
vocated by Scheff (1999).

Kelman’s workshops are carefully structured in ways that
lead both parties to share their underlying needs. Since polit-
ical leaders are usually hindered by the demands of their
position and constituency, he attempted to work with opinion
leaders and those who may come into political power in the
future. These workshops are quite effective in getting partic-
ipants to understand and empathize with opposing views.
However, the participants are then confronted with the prob-
lem of explaining their new tolerance to their compatriots in
ways that avoid an accusation of being traitors. From my out-
sider perspective it appears that these sorts of workshops
need to occur between the liberal and conservative parties
within the opposing sides of a conflict. It would be fascinat-
ing to see the extent to which transformative negotiation
could be used to arrive at creative solutions to the sort of clas-
sic problems that have divided political parties.

Differences in values are usually expressed in the rhetoric
of political parties and typically are debated by having oppo-
nents state their conflicting views and then rebut the views of
their opponent as both attempt to create a rhetoric that will in-
fluence third parties and capture their support. However,
Rapoport (1960) has advocated another strategy, which he
believes is more apt to produce creative solutions and mini-
mize devaluation of the opponent. He suggested that each
opponent should state the other’s point of view until the other
agrees that it has been correctly presented. Then, rather than
rebutting the other’s view, the opponent should create ways
to agree with the other’s view, not by role playing the other
side but by honestly finding points of agreement. Rapoport
pointed out that any statement has a region of validity. Thus,
if the other says, “11 plus 2 is 1,” a person may respond by
agreeing to the extent that one is referring to clock time. Pre-
liminary studies (de Rivera, 1968) have shown that the tech-
nique is usable, and it would be interesting to see if it could
be used to create acceptable public policies for divisive issues
such as legalized abortion.

When a negotiation between parties can be arranged, it is
more successful than third-party mediation. Jackson (2000)
studied 295 conflicts that occurred between 1945 and 1995
and found 1,154 negotiation efforts, with 47% success (82%
lasting more than 8 weeks), and 1,666 mediations, with
39.4% success (51.7% lasting). Of course, mediation is prob-
ably more often attempted when the level of hostility is high
and interferes with negotiation, but it seems clear that third
parties should first encourage direct negotiation. When hos-
tility is high, there are innovative approaches to conflict man-
agement that stress the use of third parties as go-betweens.
Galtung and Tschudi (2001) argued that when emotions hin-
der the ability of conflicting parties to dialogue with one an-
other, it is often possible to create better dialogue with neutral
conflict workers who can then work separately with the con-
flicting parties to create a solution that transcends deep dif-
ferences. Patai (1973) pointed out that in Arabic cultures a
mutually respected third party may be used to request solu-
tions that conflicting parties can grant out of generosity and
respect, without appearing to give in to the other party with
whom they are in conflict, and Pedersen (2001) reminded
conflict workers that collectivistic cultures may manage con-
flicts in ways that are substantially different from those
favored in the West. 

Negotiation is increasingly being used to settle civil dis-
putes, and in the future it may be used increasingly in crimi-
nal cases. Zehr (1990) convincingly argued that many crimes
rupture human relationships and that it is these relationships
that need to be repaired. Currently, crime is viewed as con-
trary to the state, and the state punishes an offender (who is
made into a “criminal,” who often attempts to avoid respon-
sibility by offering a defense) and largely ignores the victim.
Zehr suggested that, as an alternative, the state ask the victim
if he or she would like to meet the offender and see what the
offender could do to restore the human relationship between
them. Studies of trial programs of such “restorative justice”
have found that about 50% of victims want to meet the per-
son who wronged them, that it is usually possible to negotiate
a way to restore the human relationship, and that in such
cases there is much less recidivism. Justice has been attained
nonviolently, by restoration rather than retribution.

Peace Through Justice

There are times when repressive forces are so strong that a
completely unjust “peace” may exist for years. However, sit-
uations inevitably change, and when opportunities arise, re-
bellion and revolution occur, often killing some who opposed
the injustice that existed. Yet the path of peace through justice
is much more than an attempt to stave off violent revolution.
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It is an attempt to achieve a positive peace, a fundamentally
just world.

The conflict between those desiring justice and those re-
sisting it could be achieved by negotiation. However, this can
only occur if parties are willing to negotiate, and there are
many situations in which people with property and power do
not wish to negotiate, particularly when oppression and ex-
ploitation are involved. Hence, the building of structural
peace often requires the creation of social strain and disequi-
libria (Montiel, 2001). Attempts at organization are often met
with violence, and this may result in counter violence. Even
when the oppressed succeed in using counter violence, it
often happens that the success only replaces one system of
exploitation with another. Knowing these facts and facing in-
justice within the context of the British colonialism led
Gandhi to create his method of nonviolent resistance.

By nonviolence (literally, satyagrha or “truth power”)
Gandhi (1983) did not mean either passivity or the use of so-
cially acceptable nonviolent tactics to coerce his opponent to
give in. He meant asserting the truth as one saw it while being
open to the perceptions of opponents and their interests, treat-
ing them with respect and attempting to convince them, and
accepting suffering rather than inflicting it or giving in to in-
justice. Inherent in his approach are the unity of means and
end and the unity of all life. Gandhi’s approach is aggressive
in the sense of asserting one’s will, and some have argued
that his methods were coercive. However, Burrowes (1996,
chap. 7) established that he always attempted to change the
heart of his opponent and that any coercion that existed was a
coercion for a negotiation that could satisfy the needs of both
parties. Several of his nonviolent campaigns have been de-
scribed and evaluated by Bondurant (1965); a general history
of nonviolent methods and the dynamics of how they influ-
ence political decisions has been presented by Sharp (1973);
and the psychology of nonviolence, in both its positive and
problematic aspects, has been discussed by Pelton (1974). A
recent history of nonviolent social movements since 1970
may be found in the volume by Zunes, Kurtz, and Asher
(1999), and Sutherland and Meyer (2000) contrasted the role
played by both nonviolence and violence in the struggle for
freedom and social justice in Africa. 

Peace Brigades International (PBI) is an example of current
nonviolence in practice. This nonhierarchical organization
furnishes unarmed volunteers who accompany human rights
workers who are committed to nonviolence but have received
death threats because of their work. Working in a nonpartisan
way with the government of the nation where atrocities are
being committed, and backed by an international emergency
response network that communicates with embassies through-
out the world, PBI has been successful in the effort to open the

political space essential for democracy (see Mahony &
Egeren, 1997). Building on such efforts, Hartsough and
Duncan (2001) are attempting to organize a volunteer nonvio-
lent global peace force that could be used in situations where
unarmed peacekeepers could function as neutral observers.

Peace Through Personal Transformation

Although each of the previous paths toward peace have
merit, it may be argued that correctly following any of them
requires a sort of personal development that can only be
called transformational. This is perhaps most evident in the
person who commits to Gandhi’s path of nonviolent action
and develops a willingness to suffer rather than inflict injury
as he or she acts to further justice. However, it is also required
in the negotiator who develops an ability to acknowledge
shame and refuses to allow egoistic needs to interfere with
the skillful conduct of a negotiation, or the practitioner of de-
fense who remains centered and balanced in dealing with a
situation of potential violence, the type of self required if we
are to have a more peaceful world (de Rivera, 1989). Form-
ing such a self constitutes another path toward peace that
takes personal transformation as its means. Rather than fo-
cusing on strength, negotiation, or justice, it emphasizes the
development of an inner peacefulness that may spread out-
ward to influence the conduct of others. An exemplar is the
Vietnamese monk Thich Nhat Hanh (1991).

Thich Nhat Hanh, who has helped thousands of refugees
and has established a number of meditation centers, is com-
mitted to living in the sacredness of each moment and devel-
oping a compassion for all being. He and dozens of other
activists who have published accounts, along with hundreds
of less well known activists (see True, 1985), have dedicated
their lives to a practical living of nonviolence that they
assume will influence the people around them and gradually
create an atmosphere of peace that will affect the communities
in which they live and, eventually, national policy. Although
there are numerous anecdotal accounts of the sorts of effects
they have generated, there has been little systematic study
of their influence. The personal transformations involved in
the development of nonviolence may be examined in the con-
text of character development or in uses of the imagination to
promote the development of peaceful action.

Character Development

Although the public is acquainted only with a few well-
known peace activists, there are many persons who have
risked or devoted their lives to working for peace and justice,
and one may ask how such commitment develops. Oliner and
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Oliner’s (1988) inquiry into the background of people who
risked helping Jews during the Holocaust reveals a family
background that combined both warmth and caring within
the family with the welcoming of people from different
groups into the family. Both these factors seem important in
Hannon’s (1990) study of a sample of 21 Boston peace ac-
tivists. He found that many had some sort of religious social-
ization that provided a moral basis that was challenged by
radicalizing college experiences. He argued for an identity
crisis that could in part be understood in terms of Erikson’s
(1963) fifth stage, in which the adolescent seeks an ideology
that can be affirmed by peers and that defines what is good
and evil. However, in these activists the resolution of the cri-
sis also involved a transition to Kohlberg’s (1973) postcon-
ventional moral reasoning and Fowler’s (1981) transition
from conventional to individualistic/reflective faith. This was
often influenced by one or more adults who served as a sort
of sponsor to the new identity, which usually also involved
participation in a network of like-minded peers. In their study
of 28 moral exemplars, Colby and Damon (1999) reported
that the exemplars did not begin as exceptional people but be-
came increasingly caring as their goals were transformed by
their interactions with others. They found that the exemplars
were characterized by an absence of conflict between selfish
and moral goals. In accord with Macmurray’s (1961) concep-
tualization, the absence of the more typical split between self
and other coincided with a faith in the eventual triumph of
goodness for humanity.

The Use of Imagination

Boulding (1988) pointed out that action is guided by a vision
of the future and that many people lack a vision of what a
peaceful world would be like. (In my own experience, students
find it much easier to imagine alien abductions than a peaceful
world.)Accordingly, she has experimented with workshops in
which people are asked to imagine a future world that is peace-
ful. She has found that such a world needs to be placed about
30 years in the future so that it seems possible but not too re-
mote. After imagining some of the details of a peaceful world,
participants are asked to imagine the steps that enabled such a
world to come into being and, finally, to come up with a plan
for the steps they might personally take.

Working from a neo-Jungian perspective, Watkins (1988)
postulated that the imagination needed to work for peace is
checked by a conflict with other aspects of the self. She asked
persons to imagine the part of them that wants to work for
peace and to construct a character to represent that part (Is it
a man or a woman, rich or poor, how old, how dressed?).
Similarly, persons create a character to represent the part of
them that has other interests and things to do. Watkins postu-

lated that it is the relationship between these characters that
governs whether a person’s energy is available for peace
work. Accordingly, she asked her subjects to imagine the two
characters meeting each other and attempts to structure these
meetings so that the two accept rather than reject one another.
Preliminary evidence suggests that when persons are able to
imagine a friendly meeting, they are more likely to engage in
actions that promote peace.

Macy (1983) used imagination in still other ways in the
course of the workshops she has created to deal with the de-
spair that she believes prevents many persons from taking
action to stop the use of nuclear weapons. After exercises de-
signed to help people feel and express pain and despair, she
involved participants in empowering exercises. For example,
persons may be asked to imagine themselves before they
were born, looking at the earth and deciding to help. They ev-
idently choose a particular time to be born, a nation and fam-
ily to be born into, and a specific gender and personality so
that they could act for peace. Next, they were asked to re-
member why they made the choices they did. What are they
here to do? Although Macy’s and Boulding’s workshops have
clear immediate effects, we lack data on whether they affect
long-term commitments.

Developing Cultures of Peace

Each of the four paths toward peace may be seen as ways to
develop cultures of peace that could replace the cultures of
violence that exist in many contemporary societies. Although
such a goal is idealistic, it is not unrealistic. Peaceful cultures
have existed in the past, and there are small peaceful cultures
that exist today. An examination of such cultures reveals a
number of interesting characteristics. Bonta’s (1993) anno-
tated bibliography describes over 60 traditional peoples and
contemporary subcultures. Although they differ in many
ways, they all emphasize cooperative rather than competitive
relationships, dislike power and downplay individual recog-
nition and wealth, have many ways to prevent and resolve
conflict, value group harmony over abstract concepts of jus-
tice, and think of themselves as essentially peaceful.

Ross (1993), who has contrasted the extent of conflict in a
sample of 90 preindustrial societies, showed that the level of
conflict is related to socialization practices. Cultures without
much conflict tend to place a high value on children, are high
in warmth and affection, and are low in male gender identity
conflict. These psycho-cultural roots of peace are orthogonal
with the way a society is structured, and Ross showed that the
extent to which aggression is directed out at external targets,
rather than expressed within the society, depends on the ex-
tent to which there are strong cross-cutting interest ties within
the society. 
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Turning to modern societies, the Peace Forum’s (2000) so-
phisticated index of the peacefulness of contemporary na-
tions is based on a combination of measures of external and
internal conflict and measures of domestic justice. The index
reveals the relative peacefulness of the developed but small
nations such as Denmark, the Netherlands, and Portugal, as
contrasted with many of the less developed nations and the
powerful permanent members of the Security Council (the
United States ranks 51st among the 74 nations for which data
are available). The people of these smaller nations may feel
more secure because their life is more predictable. People can
trust one another and their social institutions (Fogarty, 2000),
and they may find it easier to accept the need for the mutual
obligations and responsibilities stressed by Hearn (1997).

Although powerful societies are often relatively violent,
Boulding (2000) has described how there are always many
peaceful elements mixed in with the violent components. In
religion, for example, there is the idea of a holy war but also
the image of the peaceful garden. And it may be noted that
after the putatively Islamic terrorist attack on the United
States, the president of Iran phoned the pope to discuss the
importance of Christian-Muslim dialogue (Catholic Free
Press, 2001). Boulding argued that these peaceful elements
make it possible to conceive realistically of developing
peaceful cultures in modern society. 

How might we conceptualize what such cultures could be
like? One way is to consider the transformations that would
be involved in moving from the culture of violence to which
many of us have become accustomed to a culture of peace.
Adams and True (1997) suggested that these transformations
might be characterized as follows:

1. The redefinition of power so that it was understood to
involve joint problem solving and active nonviolence
rather than the use of hierarchies that require violent
domination.

2. The mobilization of people and the attainment of solidar-
ity by building relationships of understanding and trust
between groups rather than having one group dominate
another or by achieving solidarity by focusing on the
defeat of a common enemy.

3. The participation of all people in the decisions that affect
their lives. 

4. The open sharing of information in the press and in civic
society. 

5. The development and empowerment of the caring and
nurturing qualities traditionally associated with the role of
women.

6. The development of a cooperative and sustainable (rather
than exploitative) economies.

We may imagine a global culture of peace involving the
previous transformations along with an environment in
which armaments were controlled and human rights were en-
sured. Such a culture has been advocated by 20 Nobel peace
laureates and promoted by UNESCO. To assist this develop-
ment, the General Assembly of the United Nations has
launched a decade of initiatives to achieve a culture of peace
and requested a progress report from the secretary general
(see Adams, 2000). Current research is attempting to develop
indicators for the eight aspects of such a culture so that it will
be possible to assess progress toward its development.

Of course, a global culture of peace both influences and is
dependent upon the specific cultures of peace developed by
different societies. Each nation has its own particular chal-
lenges, and it seems clear that peace, like human rights, must
be developed by a discourse between groups from within each
society as theses groups dialogue with groups from without
(An-Na’ im, 1992). The movement toward a culture of peace is
the first social movement that includes nation states as well as
people. However, progress toward its goal cannot depend on
the initiative of those powerful states whose interest is in
maintaining the status quo. Rather, the development of each
of the components of cultures of peace will depend on the less
powerful nations and on the hundreds of grassroots initiatives
by nongovernmental organizations that are constructing the
paths of peace described previously. Each of these paths,
along with an understanding of aggression, violence, and evil,
is critical to developing the aspects of peaceful culture.

International arms control and the maintenance of human
rights require some system of international security. Given
the current state of human development, this security must
rest on the strength of some international authority that can
take aggressive action when it is required, but whose vio-
lence is checked by a division of power and civilian control.
Whenever that system of authority is reduced to the use of vi-
olent means, this must be publicly acknowledged as an evil.
Such an authority will develop only when the strengthening
of emotional ties leads powerful nations to surrender their
monopoly of violence. NATO and other regional forces are
steps in this direction, and we may see a strengthening of UN
police forces in an effort to control terrorism.

The challenges to achieving a consensus about interna-
tional norms on terrorism involve issues that must be aggres-
sively negotiated. The path of negotiation, as well as an
understanding of the structural changes that perpetrate con-
flict, is also involved in attempts to increase democratic par-
ticipation, the sharing of information, and intergroup trust.
The latter rests on a mastery of transformative as well as prin-
cipled negotiation. Such negotiation will be much easier if
synergistic societal structures lead those who want power to
meet the needs of those without it. 
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The transformation of hierarchies of power and the attain-
ment of an equitable and sustainable economy require the de-
velopment of justice by nonviolent action. The evil of
structural violence can only be overcome by methods that
employ the creative use of aggression pioneered by Gandhi.
This will require a learning of a different set of scripts and
myths, heroes, and heroines who overcome negative emo-
tions and moral disengagement, as well as the development
of norms for intervening when violence occurs.

Gender equality and the development of the nurturance
and caring that is required for domestic and civil peace will
require personal transformations. This path will also be
needed to develop the sense of security that constrains the de-
sire for power of those in authority, to restrict the egoism that
can hinder negotiation, and to develop the compassionate
nonviolence needed to attain justice. These personal transfor-
mation need not depend solely on individual efforts. If a cul-
ture of peace develops, there will be ceremonies that
remember all of the victims of war, a honoring of tragedy will
replace claims of goodness, and signs will ask God to bless
the world. These will help develop the sorts of persons re-
quired by the culture.
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PERSONALITY IN POLITICAL PSYCHOLOGY

Political psychology “has a long past, but as an organized
discipline, it has a short history,” wrote William F. Stone in
The Psychology of Politics (Stone & Schaffner, 1988, p. v).
Niccolò Machiavelli’s political treatise, The Prince
(1513/1995), an early precursor of the field, has modern-day
echoes in Richard Christie and Florence Geis’s Studies in
Machiavellianism (1970). The formal establishment of polit-
ical psychology as an interdisciplinary scholarly endeavor
was anticipated by notable precursors in the twentieth century
with a focus on personality, among them Graham Wallas’s
Human Nature in Politics (1908); Harold Lasswell’s Psy-
chopathology and Politics (1930) and Power and Personality
(1948); Hans Eysenck’s The Psychology of Politics (1954);
Fred Greenstein’s Personality and Politics (1969); and the
Handbook of Political Psychology (1973) edited by Jeanne
Knutson, who founded the International Society of Political
Psychology in 1978.

The purpose of this chapter is to sketch the rich history of
personality in political psychology, to take stock of the cur-
rent state of personality-in-politics inquiry, and to map out
new directions for this emerging application of personality
theory informed by the rich possibilities of contextually adja-
cent scientific fields such as evolution, of which Theodore
Millon wrote in the opening chapter of this volume.

THE EMERGENCE OF PERSONALITY INQUIRY
IN POLITICAL PSYCHOLOGY

In the present chapter, the terms personality and politics are
employed in Greenstein’s (1992) narrowly construed sense.
Politics, by this definition, “refers to the politics most often
studied by political scientists—that of civil government and
of the extra-governmental processes that more or less directly
impinge upon government, such as political parties” and
campaigns. Personality, as narrowly construed in political
psychology, “excludes political attitudes and opinions . . . and
applies only to nonpolitical personal differences” (p. 107).

Origins of Personality-in-Politics Inquiry

Knutson’s 1973 Handbook, most notably the chapter “From
Where and Where To?” by James Davies, defined the field at
the time of its publication (Stone & Schaffner, 1988, p. v).
Davies (1973) credits political scientist Charles Merriam of
the University of Chicago with stimulating “the first notable
liaisons between psychology and political science” (p. 18) in
the 1920s and 1930s. Though Merriam did not personally

exploit the fruitful possibilities he saw for a productive union
of the two disciplines, his “intellectual progeny,” Harold
Lasswell, “was the first to enter boldly into the psychological
house of ill repute, establish a liaison, and sire a set of ideas
and influences of great vitality” (p. 18).

Machiavelli’s famous treatise serves as testimony that,
from the beginning, the study of personality in politics consti-
tuted an integral part of political-psychological inquiry. In the
modern era, the tradition dates back to Sigmund Freud, who
collaborated with William Bullitt on a psychological study of
U.S. president Woodrow Wilson (Freud & Bullitt, 1967).

Types of Personality-in-Politics Inquiry

In examining the state of the personality-in-politics litera-
ture, Greenstein (1969) proposed three types of personality-
in-politics inquiry: individual, typological, and aggregate.

Individual inquiry (Greenstein, 1969, pp. 63–93), which is
idiographic in orientation, involves single-case psychological
analyses of individual political actors. Although the single-
case literature historically comprised mostly psychological
biographies of public figures, such as Alexander and Juliette
George’s Woodrow Wilson and Colonel House (1956) and
Erik Erikson’s Gandhi’s Truth (1969), it also encompassed
in-depth studies of members of the general population, such
as Robert Lane’s Political Ideology (1962). With increasing
specialization in political psychology since the 1960s, the
focus has shifted progressively to the psychological examina-
tion of political leaders, while single-case studies of ordinary
citizens have become increasingly peripheral to the main
focus of contemporary political personality research.

Typological inquiry (Greenstein, 1969, pp. 94–119),
which is nomothetic in orientation, concerns multicase analy-
ses of political actors. This line of inquiry encompasses the
main body of work in political personality, including the in-
fluential work of Harold Lasswell (1930, 1948), James David
Barber (1965, 1972/1992), Margaret Hermann (1974, 1980,
1986, 1987), and David Winter (1987, 1998) with respect to
high-level political leaders; however, part of this literature
focuses more on followers (i.e., mass politics) than on leaders
(i.e., elite politics)—for example, Theodor Adorno, Else
Frenkel-Brunswik, Daniel Levinson, and Nevitt Sanford’s
classic The Authoritarian Personality (1950) and Milton
Rokeach’s The Open and Closed Mind (1960). Greenstein
(1992) has submitted that typological study “is of potentially
great importance: if political actors fall into types with known
characteristics and propensities, the laborious task of analyz-
ing them de novo can be obviated, and uncertainty is reduced
about how they will perform in particular circumstances”
(p. 120).
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Aggregate inquiry (Greenstein, 1969, pp. 120–140) in-
cludes a large and diverse body of work on national charac-
ter, conflict among nations, behavior in groups, and global
psychologizing about humanity and society (pp. 15–16).
Greenstein (1992) has written that the impact of mass publics
on politics, except for elections and drastic shifts in public
opinion, “is partial and often elusive,” in contrast to the
political impact of leaders, which tends to be “direct, readily
evident, and potentially momentous in its repercussions”
(p. 122).

In his review of “Personality and Politics” in the Hand-
book of Personality (Pervin, 1990), Dean Keith Simonton
(1990) observed that the psychometric examination of politi-
cal leaders represents the leading edge of current personality-
in-politics research (p. 671). Moreover, by 1990 the dominant
paradigm in the psychological examination of leaders had
undergone a shift from the earlier preponderance of qualita-
tive, idiographic, psychobiographic analysis, to more quanti-
tative and nomothetic methods—in other words, Greenstein’s
(1969) typological inquiry. Simonton’s assessment is as
valid now as it was more than a decade ago. Contemporary
personality-in-politics inquiry focuses almost exclusively on
the psychological examination of high-level political leaders
and the impact of personal characteristics on leadership per-
formance and policy orientation.

Its other principal avenue of inquiry, the study of ordinary
citizens, has retreated from the political personality landscape,
although it left a legacy of momentous works such as Adorno
et al. (1950), Rokeach (1960), and others.As Simonton (1990)
has noted, “the heyday of personality studies conducted on the
typical citizen is past; the personality traits germane to citizen
ideology and candidate preferences have been inventoried
many times” (p. 671). This trend represents a distinct shift
from the personality-and-culture era of the 1940s and 1950s
(McGuire, 1993), in which psychobiography, studies of
national character, and research involving the authoritarian
personality syndrome flourished (Levin, 2000, p. 605). In this
regard, Greenstein (1992) pointed to “the vexed post–World
War II national character literature in which often ill-
documented ethnographic reports and cultural artifacts . . .
were used to draw sweeping conclusions about modal national
character traits,” with the result that by the 1950s, “there was
broad scholarly consensus that it is inappropriate simply to
attribute psychological characteristics to mass populations on
the basis of anecdotal or indirect evidence” (p. 122). Accord-
ingly, political personality inquiry became more leadership
oriented in emphasis, with the study of followers (or mass
publics) in the domain of political psychology increasingly
shifting to cognate areas such as political socialization,
political attitudes, prejudice and intergroup conflict, political

participation, party identification, voting behavior, and public
opinion, which could be studied more systematically than the
impalpable notion of national character.

THE EVOLUTION OF PERSONALITY INQUIRY
IN POLITICAL PSYCHOLOGY

Political psychology, as much as any social-scientific en-
deavor, has evolved in sociohistoric context. Accordingly, the
evolution of personality-in-politics inquiry in the second half
of the twentieth century can be viewed against the backdrop
of three defining events: the legacy of the Nazi Holocaust and
World War II; the Cold War and the threat of nuclear annihi-
lation; and the collapse of communism in Central and Eastern
Europe and the Soviet Union, with its attendant new world
order.

The Postwar Era

The rise of Hitler and the Nazi Holocaust stimulated person-
ality research in the areas of authoritarianism, belief systems,
and ideology, as represented in the work of Adorno et al.
(1950) and Rokeach (1960), noted previously—precisely the
historical juncture that in the domain of social psychology
stimulated vigorous research programs in conformity (e.g.,
Asch, 1955) and obedience (e.g., Milgram, 1963).

In a definitive 1973 review of research developments in
political psychology since Lasswell (1951), Davies identified
four distinct lines of inquiry in post–World War II political
psychology: (a) the study of voting behavior in stable democ-
racies, the dominant trend, which had become “increasingly
dull, repetitious, and a precious picking of nits”; (b) cross-
national comparative research in relatively stable, democratic
polities (which included “the vexed post–World War II
national character literature” noted by Greenstein, 1992,
(p. 122); (c) the genesis of behavioral patterns established in
childhood (i.e., political socialization), which, along with
cross-national research, “provided some relief from the
[dominant trend’s] rather static study of behavior under stable
circumstances”; and (d) psychological political biography
(p. 21). Concerning the latter, which is most closely allied to
contemporary political personality inquiry, Davies (1973)
noted the futility of attempting to ascertain the psychological
determinants of why some individuals emerge as leaders,
given the rudimentary nature of available conceptual tools
and measuring devices. More useful, according to Davies,
would be analysis and description of leadership style, which
had become increasingly sophisticated, as evidenced by
the work of Barber (1972–1992)—“the boldest step yet in
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establishing a typology applicable to all American presi-
dents,” successfully making a case for “the predictability
of. . . . how presidents will act” (Davies, 1973, p. 25).

The Cold War Era

By the 1960s, the Cold War, punctuated by the 1962 Cuban
missile crisis, brought about an important shift in the direc-
tion of political personality research. In the shadow of the
nuclear sword, the focus of interest shifted from the mass
politics of followers to the elite politics of foreign-policy
decision making. In social psychology, this trend was paral-
leled by research endeavors such as Charles Osgood’s (1962)
explication of graduated reciprocation in tension-reduction
(GRIT) and Irving Janis’s (1972/1982; Janis & Mann, 1977)
influential work on groupthink and decision-making fiascoes.
In his review of advances in the study of personality and
politics, Greenstein (1992) noted that the 1970s and 1980s
were marked by “burgeoning inquiry into political perception
and cognitive psychology more generally” (p. 112), as repre-
sented by Robert Jervis’s (1976) text on threat perception and
deterrence and Richard Lau and David Sears’s (1986) edited
collection of papers on political cognition.

As a field, political psychology thrived in the sociohistoric
environment of the Cold War, as witnessed by the publication
of the Handbook of Political Psychology in 1973, with an
important chapter on “Personality in the Study of Politics” by
its editor, Jeanne Knutson; William F. Stone’s (1974) ground-
breaking introductory political psychology textbook; and the
founding of the International Society of Political Psychology
in 1978. Greenstein, in his now classic Personality and Poli-
tics (1969), set about the task of clearing a path “through the
tangle of intellectual underbrush” (Greenstein, 1987, p. v) of
conflicting perspectives on whether personality in politics
was amenable to, and worthy of, disciplined inquiry.

Well into the 1980s, however, three powerful influences
would subdue the impact of Greenstein’s (1969) and Knutson’s
(1973) important work in mapping out a conceptual frame-
work conferring figural status upon the personality construct in
the evolving study of personality in politics: the dominant in-
terest in foreign-policy decision making against the backdrop
of the Soviet-U.S. struggle for superpower supremacy; the
cognitive revolution (see McGraw, 2000; Simon, 1985), which
extended its reach from its parent discipline of psychology into
mainstream political science; and the person–situation debate
(see Mischel, 1990) then raging in personality psychology.

In a preface to the new edition (1987) of Personality and
Politics, Greenstein observed that “one kind of political
psychology—the cognitive psychology of perception and
misperception—has found a respected niche in a political

science field, namely international relations” (p. vi). Ole
Holsti (1989) asserted that the psychological perspective
constituted a basic necessity in the study of international
politics. As the 1980s drew to a close, Jervis (1989), in a
paper outlining major challenges to the field of political psy-
chology, wrote, “The study of individual personalities and
personality types has fallen out of favor in psychology and
political science, but this does not mean the topics are
unimportant” (p. 491). Significantly, two decades earlier
George (1969) and Holsti (1970) had published influential
papers that revived the World War II–era operational code
construct, in part because perception and beliefs were viewed
as more easily inferred than personality—given “the kinds of
data, observational opportunities, and methods generally
available to political scientists” (George, 1969, p. 195).

The renewed focus on operational codes—beliefs about
the fundamental nature of politics, which shape one’s world-
view, and hence, one’s choice of political objectives—steered
political personality in a distinctly cognitive direction.
Stephen Walker (1990, 2000) and his associates (Dille &
Young, 2000; Schafer, 2000) would carry this line of inquiry
forward to the present day. Moreover, Hermann (1974)
initiated a research agenda that accorded cognitive variables
a prominent role in the study of political personality.
Hermann’s (1980) conceptual scheme accommodated four
kinds of personal characteristics hypothesized to play a cen-
tral role in political behavior: beliefs and motives, which
shape a leader’s view of the world, and decision style and
interpersonal style, which shape the leader’s personal
political style. Hermann’s model warrants particular attention
because of the degree to which it integrated existing perspec-
tives at the time, and because of its enduring influence on the
study of personality in politics.

Conceptually, Hermann’s notion of beliefs is anchored to
the philosophical beliefs component of the operational code
construct. Her interest in motives stems from Lasswell’s
Power and Personality (1948) and Winter’s The Power
Motive (1973)—an approach to political personality that
Winter (1991) would elaborate into a major political person-
ality assessment methodology in its own right. Hermann’s
construal of decision style overlaps with the instrumental be-
liefs component of George’s (1969) operational code con-
struct and aspects of Barber’s (1972/1992) formulation of
presidential character, focusing particularly on conceptual
complexity (see Dille & Young, 2000)—once again, an ap-
proach to political personality that would later develop
into a major branch of political personality assessment, as
represented in the work of Suedfeld (1994) on integrative
complexity. Finally, Hermann’s interpersonal style domain
encompasses a number of politically relevant personality
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traits such as suspiciousness, Machiavellianism, and task
versus relationship orientation in leadership (see Hermann,
1980, pp. 8–10).

Methodologically, a common strand of cognitively and
motivationally oriented trait approaches—such as those of
Hermann (1987), Suedfeld (1994), Walker (1990), and
Winter (1998)—is their reliance on content analysis of public
documents (typically speeches and other prepared remarks or
interviews and spontaneous remarks) for the indirect assess-
ment of political personality (see Schafer, 2000, for a recent
overview of issues in at-a-distance methods of psychological
assessment).

As Simonton (1990) has noted, “The attributes of charac-
ter that leave the biggest impression on political affairs in-
volve both cognitive inclinations, which govern how an
individual perceives and thinks about the world, and motiva-
tional dispositions, which energize and channel individual
actions in the world” (pp. 671–672). Hermann’s model, in
capturing cognition (including beliefs or attitudes) and moti-
vation (recognizing the importance of affect in politics and
checking the tendency in political psychology toward
overemphasis of human rationality), clearly fills Simonton’s
prescription. On the other hand, Hermann’s construal of deci-
sion style as a personality (or input) variable is problematic.
Renshon’s (1996b) integrative theory of character and politi-
cal performance, for example, specifies political and policy
judgments and decision making, along with leadership, as
performance (output) variables. Finally, Hermann’s construal
of personality in terms of interpersonal style is too restrictive
for a comprehensive theory of personality in politics.

The New World Order

Epochal events such as the fall of the Berlin Wall in 1989, the
collapse of communist rule in Central and Eastern Europe
in 1989–1990, the disintegration of the Soviet Union in
1991–1992, South Africa’s transition from apartheid state to
nonracial democracy in 1994 following Nelson Mandela’s
release from prison in 1990, and the Persian Gulf War in 1991
marked the beginning of a new world order, which stimulated
renewed research interest in psychometric inquiry—an area
that contemporaneously began to emerge as a new paradigm
for the study of personality in politics (Immelman, 1988,
1993; Simonton, 1990). In psychometric personality-in-
politics inquiry, standard psychometric instruments were
adapted to “derive personality measures from biographical
data rather than through content analysis of primary materials”
(Simonton, 1990, p. 678), although some investigators (e.g.,
Kowert, 1996; Rubenzer, Faschingbauer, & Ones, 2002),
though similar in intent, opted for indirect expert ratings

instead of direct analysis of biographical data. The focus of
psychometric inquiry is less on cognitive variables and
foreign-policy decision making and more on a personological
understanding of the person in politics, his or her personality
attributes, and the implications of personality for leadership
performance and generalized policy orientation.

George and George’s (1956) psychoanalytically framed
study of Woodrow Wilson, which relied on clinical insights
rather than psychometric evaluation of biographical data, is
the best known precursor of the personological trend in polit-
ical personality research. In Simonton’s (1990) judgment,
qualitative, nonpsychometric psychobiographical analyses
“have leaned heavily on both theoretical perspectives and
methodological approaches that cannot be considered a cen-
tral current in mainstream personality research” (p. 671). Al-
though some highly informative personological studies (e.g.,
Glad, 1996; Post, 1991; Renshon, 1996a, 1998) continued in
the older psychobiographic tradition, the twentieth century
closed with a distinct shift in a psychometric direction (Im-
melman, 1998, 2002; Kowert, 1996; Lyons, 1997; Rubenzer
et al., 2002).

Although some contemporary psychobiographically ori-
ented studies are theoretically eclectic (e.g., Betty Glad’s
1996 study of the transfer of power from Gorbachev to
Yeltsin in Russia and from De Klerk to Mandela in South
Africa), the modern psychoanalytic reformulations of Heinz
Kohut (1971, 1977) and Otto Kernberg (1984) have acquired
considerable cachet in political psychology. Swansbrough
(1994), for instance, conducted a Kohutian analysis of
George Bush’s personality and leadership style in the Persian
Gulf war. Similarly, Stanley Renshon’s (1996a) psychobiog-
raphy of Bill Clinton is informed primarily by Kohutian self
psychology. Jerrold Post’s (1991) psychobiographical analy-
sis of Saddam Hussein is more indebted to Kernberg’s notion
of narcissistic personality organization (see Post, 1993).
Despite Simonton’s (1990) grim prognostication and Jervis’s
(1989) observation that “Freudian analysis and psychobi-
ographies are out of fashion” (p. 482), the psychobiographic
tradition has been revitalized by the analytic insights of
scholars such as Post and Renshon.

OBSTACLES TO THE ADVANCEMENT OF THE
PERSONALITY-IN-POLITICS ENTERPRISE

Greenstein (1992) has formulated what may be the most con-
cise statement of the case for studying personality in politics:
“Political institutions and processes operate through human
agency. It would be remarkable if they were not influenced by
the properties that distinguish one individual from another”
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(p. 124). Yet, specialists in the study of politics “tend to con-
centrate on impersonal determinants of political events and
outcomes” or define away personal characteristics, “positing
rationality . . . and presuming that the behavior of actors can
be deduced from the logic of their situation” (p. 106). The
relevance of the study of personality with respect to political
leadership is nicely captured in Renshon’s (1996b) con-
tention that

many of the most important aspects of presidential performance
rely on the personal characteristics and skills of the president. . . .
It is his views, his goals, his bargaining skills . . . , his judgments,
his choices of response to arising circumstance that set the levers
of administrative, constitutional, and institutional structures into
motion. (p. 7)

In this regard, Glad (1996), writing about the collapse of the
communist state in the Soviet Union and the apartheid state
in South Africa, has shown convincingly that the personal
qualities of leaders can play a critical role at turning points in
history.

Scholarly Skepticism and Inadequate Conceptual
and Methodological Tools

Despite the conviction of personality-in-politics practitioners
in the worth of their endeavor, the study of personality in pol-
itics is not without controversy (see Lyons, 1997, pp. 792–
793, for a concise review of “controversies over the presi-
dential personality approach”). Greenstein (1969, pp. 33–62)
offered an incisive critique of “two erroneous” and “three
partially correct” objections to the study of personality in pol-
itics, lamenting that the study of personality in politics was
“not a thriving scholarly endeavor,” principally because
“scholars who study politics do not feel equipped to analyze
personality in ways that meet their intellectual standards. . . .
[thus rendering it primarily] the preserve of journalists”
(p. 2). The optimistic verdict more than three decades later is
that political personality has taken root and come of age as a
scholarly endeavor, as evidenced by the inclusion of the
present chapter in this volume.

Inadequate Transposition From Source to
Target Discipline

Although the enterprise of studying personality in politics
has largely succeeded in countering common objections to its
usefulness, it has been hampered by inadequate transposition
from the source discipline of personality assessment to the
target discipline of political psychology. For political person-
ality inquiry to remain a thriving scholarly endeavor and

have an impact beyond the narrow confines of academic
political psychology, it will need to account, at a minimum,
for the patterning of personality variables “across the entire
matrix of the person” (Millon & Davis, 2000, pp. 2, 65). Only
then will political personality assessment provide an ade-
quate basis for explaining, predicting, and understanding
political outcomes. Moreover, political personologists will
need to advance an integrative theory, not only of personality
and of political leadership, but also of the personality-politics
nexus. In The Psychological Assessment of Presidential Can-
didates (1996b), Stanley Renshon provides a partial blueprint
for this daunting task.

Inadequate Progress From Description of Observable
Phenomena to Theoretical Systematization

Ultimately, scholarly progress in personality-in-politics in-
quiry hinges on its success in advancing from the “natural
history stage of inquiry” to a “stage of deductively formu-
lated theory” (Northrop, 1947). The intuitive psychologist’s
“ability to ‘sense’ the correctness of psychological insight”
(chapter by Millon in this volume) presents an easily over-
looked obstacle to progress in political-personological in-
quiry. Early in the development of a scientific discipline,
according to philosopher of science Carl Hempel (1965), in-
vestigators primarily strive “to describe the phenomena
under study and to establish simple empirical generalizations
concerning them,” using terms that “permit the description of
those aspects of the subject matter which are ascertainable
fairly directly by observation” (p. 140). Hermann’s (1974,
1980) early work illustrates this initial stage of scientific
development. In the words of Hempel (1965),

The shift toward theoretical systematization is marked by the in-
troduction of new, “theoretical” terms, which refer to various
theoretically postulated entities, their characteristics, and the
processes in which they are involved; all of these are more or
less removed from the level of directly observable things and
events. (p. 140)

Hermann’s (1987) proposal of a model suggesting how lead-
ers’ observable personal characteristics “link to form role
orientations to foreign affairs” (p. 162) represents consider-
able progress in this direction; however, it lacks systematic
import.

A Lack of Systematic Import

Theoretical systematization and empirical import (opera-
tional definitions) are necessary but not sufficient for
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scientific progress.

To be scientifically useful a concept must lend itself to the for-
mulation of general laws or theoretical principles which reflect
uniformities in the subject matter under study, and which thus
provide a basis for explanation, prediction, and generally scien-
tific understanding. (Hempel, 1965, p. 146)

The most striking instance of this principle of systematic
import, according to Hempel (1965), “is the periodic system
of the elements, on which Mendeleev based a set of highly
specific predictions, which were impressively confirmed
by subsequent research” (p. 147). Hempel chronicled similar
scientific progress in biological taxonomic systems, which
proceeded from primitive classification based on observable
characteristics to a more advanced phylogenetic-evolutionary
basis. Thus, “two phenomenally very similar specimens may
be assigned to species far removed from each other in the
evolutionary hierarchy, such as the species Wolf (Canis) and
Tasmanian Wolf (Thylacinus)” (Hempel, 1965, p. 149).

For personality-in-politics inquiry to continue advancing
as a scholarly discipline, it will have to come to grips with the
canon of systematic import. At base, this means that theoret-
ical systematizations cannot be constructed on the foundation
of precisely those personal characteristics from which they
were originally inferred (see chapter by Millon in this vol-
ume). As Kurt Gödel (1931) demonstrated with his incom-
pleteness theorem, no self-contained system can prove or
disprove its own propositions while operating within the
axioms of that system.

TOWARD A GENERATIVE THEORY
OF PERSONALITY AND POLITICAL
PERFORMANCE

Ideally, conceptual systems for the study of political person-
ality should constitute a comprehensive, generative, theo-
retically coherent framework consonant with established
principles in the adjacent sciences (particularly the more
mature natural sciences; see Millon’s chapter in this volume),
congenial with respect to accommodating a diversity of
politically relevant personal characteristics, and capable of
reliably predicting meaningful political outcomes. In this
regard, Renshon (1996b) is critical of unitary trait theories
of political personality (such as those relying primarily on
isolated personality variables, motives, or cognitive vari-
ables), noting that “it is a long causal way from an individual
trait of presidential personality to a specific performance out-
come” and that unitary trait theories fail to contribute to the

development of an integrated psychological theory of leader-
ship performance. He ventures that “more clinically based
theories . . . might form the basis of a more comprehensive
psychological model of presidential performance” (p. 11).

The problem bedeviling contemporary personality-in-
politics inquiry, however, is more profound than the precari-
ous perch of leadership performance theories on a fragmented
personological foundation. In his critique of postwar research
directions in political psychology, Davies (1973) declared:

There is . . . a kind of atrophy of theory and research that can help
us link observable acts with their deeply and generally an-
tecedent causes in the human organism, notably the nervous and
endocrine systems. Aristotle sought such relationships. So did
Hobbes, whose Leviathan (1651) founded its analysis of politi-
cal institutions on a theory of human nature. And likewise,
Lasswell has sought to relate fundamental determinants to
observable effects—and vice versa. (p. 26)

Similarly, but with greater theoretical precision, Millon
(1990), in explicating his evolutionary theory of personality,
distinguished between “true, theoretically deduced” nosolo-
gies and those that provide “a mere explanatory summary of
known observations and inferences” (p. 105). He cited Hempel
(1965), who proposed that scientific classification ought to
have an “objective existence in nature, . . . ‘carving nature at the
joints,’ in contradistinction to ‘artificial’ classifications, in
which the defining characteristics have few explanatory or
predictive connections with other traits” (p. 147). Ultimately,
“in the course of scientific development, classifications defined
by reference to manifest, observable characteristics will tend to
give way to systems based on theoretical concepts” (Hempel,
1965, pp. 148–149).

Greenstein (1987), pointing to the work of Gangestad and
Snyder (1985) and Morey (1985), acknowledged the substan-
tial progress since the publication of his seminal Personality
and Politics (1969) “in grounding complex psychological
typologies empirically,” yet pessimistically proclaimed that
“complex typologies are not easily constructed and docu-
mented” (Greenstein, 1987, p. xiv). Although Greenstein was
clearly correct on both counts, he failed to report that these
typologies had already been constructed and empirically
documented (see, for example, Millon, 1986). Greenstein’s
(1987) conclusion, that the difficulty of constructing a com-
plex typology renders it “productive to classify political
actors in terms of single traits that differentiate them in
illuminating ways” (p. xiv), is therefore patently founded
on a false premise. This pitfall of overlooking parallel de-
velopments in clinical science is reminiscent of Barber’s
(1972/1992) construction, de novo, of a rudimentary 2 × 2
model for assessing presidential character, which yields little
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more systematic import or prototypal distinctiveness than the
humoral doctrine of Hippocrates, 24 centuries earlier.

Toward a Politically Relevant Theory 
of Personality in Politics

Renshon (1996b) has argued persuasively that a president’s
character serves as the foundation for leadership effective-
ness, in part because political parties (in the United States)
have lost much of their ability to serve as “filters” for evalu-
ating candidates, who are no longer mere standard-bearers of
party platforms and ideologies (pp. 38–40). Renshon exam-
ines the psychology of presidential candidates using theories
of character and personality, theories of presidential leader-
ship and performance, and theories of public psychology. For
a concise, schematic outline of Renshon’s model, which is
anchored to Kohut’s (1971, 1977) psychoanalytic self theory,
the reader is referred to appendix 2 (pp. 409–411) of his
book, The Psychological Assessment of Presidential Candi-
dates (1996b).

For the great majority of psychodiagnosticians, who are
more familiar with Axis II of the Diagnostic and Statistical
Manual of Mental Disorders (4th ed.; DSM-IV) of the
American Psychiatric Association (APA; 1994) than with
Kohutian self psychology as a framework for recording per-
sonality functioning, Renshon’s (1996b) particular clinically
based theory of political personality may be somewhat
restrictive, if not arcane. Fortunately, the value of Renshon’s
work with respect to mapping out an integrated theory of char-
acter and leadership for political personality assessment is not
contingent upon the utility of the personological component
of his model; it can easily be molded to the theoretical pro-
clivities of the practitioner, including—perhaps especially—
those favoring a theoretical orientation more compatible with
the DSM-IV.

Toward a Psychologically Grounded Theory of
Political Performance

In developing a psychologically grounded theory of political
performance, Renshon (1996b) distinguished between two
key elements of presidential role performance: “making good
policy and political decisions” and “pursuing and realizing
policy purposes” (p. 12). With regard to the former, Renshon
(1996b) proposed a model of judgment and decision making
(pp. 206–223, 411) capable of accommodating those cogni-
tive constructs that became popular in Cold War–era political
psychology (e.g., integrative complexity). Concerning the
second aspect of political performance, Renshon (1996b) pro-
poses “three distinct aspects” (p. 226) of political leadership

shaped by character: mobilization, the ability to arouse, en-
gage, and direct the public; orchestration, the organizational
skill and ability to craft specific policies; and consolidation,
the skills and tasks required to preserve the supportive rela-
tionships necessary for implementing and institutionalizing
one’s policy judgments (pp. 227, 411).

However, those seeking to develop a generative theory of
personality and political performance confront a conceptual
minefield—a problem highlighted previously with respect to
the overly restrictive, psychodynamically framed character
component of Renshon’s model, which limits its integrative
potential. This issue is examined more closely in the next
section.

CONCEPTUAL PROBLEMS IN THE STUDY OF
PERSONALITY IN POLITICS

Unresolved conceptual problems that cloud personality-in-
politics inquiry include a lack of agreement about the appro-
priate levels of analysis; a lack of clarity about the requisite
scope of inquiry; theoretical stagnation; and a failure of some
approaches to satisfy basic standards for operationalizing
the personality construct.

Levels of Analysis

In his early efforts to chart a course for the field’s develop-
ment, Greenstein (1969) noted that the personality-in-politics
literature was “formidably gnarled—empirically, method-
ologically, and conceptually” (p. 2). He identified three oper-
ational levels for the assessment of personality in politics:
phenomenology, dynamics, and genesis. In Greenstein’s
opinion, these distinctions are useful

for sorting out the different kinds of operations involved in the
psychological diagnosis of political actors, and for ordering
diagnostic operations in terms of both the directness of their
bearing on explanations of political action and the degree to
which they can be carried out in a more or less standardized
fashion. (p. 144)

Phenomenology—regularities in the observable behavior
of political actors—according to Greenstein, is “the most im-
mediately relevant supplement to situational data in predict-
ing and explaining the actor’s behavior” (p. 144), whereas
explanations of genesis are “remote from the immediate
nexus of behavior” and pose “difficult questions of valida-
tion” (p. 145). With the increasing dominance of descriptive
approaches and the dwindling influence of psychoanalysis in
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contemporary personality assessment (Jervis, 1989, p. 482;
Simonton, 1990, p. 671), preoccupation with personality
dynamics can be expected to wane, while psychogenesis
already occupies a peripheral role in political personality, of
primary interest to psychohistorians.

Millon’s (1990) evolutionary model refines Greenstein’s
three operational levels of analysis (phenomenology, dynam-
ics, and genesis) by redefining genesis as a conceptual
construct, relabeling dynamics as the intrapsychic level of
analysis, disaggregating phenomenology into phenomeno-
logical and behavioral data levels, and adding a fourth,
biophysical, data level.

The critical operational constructs are the clinical domains
(or personality attributes), which provide an explicit basis for
personality assessment. Millon’s (1990) evolutionary model
specifies four structural domains (object representations,
self-image, morphologic organization, and mood or tempera-
ment) and four functional domains (expressive behavior,
interpersonal conduct, cognitive style, and regulatory mecha-
nisms) encompassing four data levels: behavioral (expressive
behavior, interpersonal conduct); phenomenological (cogni-
tive style, object representations, self-image); intrapsychic
(regulatory mechanisms, morphological organization); and
biophysical (mood or temperament).

Scope of Inquiry

Beyond simply refining Greenstein’s (1969) specification of
operational levels for personality-in-politics inquiry, the
scope of this endeavor must be elucidated if political person-
ality is to extricate itself from the “tangled underbrush.” The
requisite scope of inquiry is implied in the organizational
framework of a representative undergraduate personality text
(Pervin & John, 2001), which presents theory and research in
terms of structure, process, development, psychopathology,
and change—a formulation consistent with the organizing
framework of structure, dynamics, development, assessment,
and change that Gordon Allport employed in his seminal text,
Personality: A Psychological Interpretation (1937). Millon’s
(1990, 1996) contemporary clinical model of personality fol-
lows this time-honored tradition by construing personality in
terms of its structural and functional domains, normal and
pathological variants, developmental background (including
hypothesized biogenic factors and characteristic develop-
mental history), homeostatic (self-perpetuation) processes,
and domain-based modification strategies and tactics.

Theoretical Orientation

In an important recapitulation nearly a quarter-century after
his landmark work in Personality and Politics (1969),

Greenstein (1992) resolved, “The study of personality and
politics is possible and desirable, but systematic intellectual
progress is possible only if there is careful attention to prob-
lems of evidence, inference, and conceptualization” (p. 105).
He went on to assert, however, that “it is not appropriate to
recommend a particular personality theory,” suggesting that
the theories of “Freud, Jung, Allport, Murray, and . . . many
others” (p. 117) are all potentially useful. Although there is
merit in Greenstein’s (1973) counsel to “let many flowers
bloom” (p. 469), professional psychodiagnosticians—who
tend not to treat the classic schools of personality theory as
templates for tailoring their assessment tools—might find
this assertion quite striking. Burgeoning scientific and tech-
nological progress in clinical science over the past half-
century practically dictates that assimilating contemporary
approaches to psychodiagnostics and personality assessment
provides a less obstacle strewn passage for personality-in-
politics practitioners than steering a course illuminated solely
by the radiance of the great pioneers of personality theory.
Despite major advances in behavioral neuroscience, evolu-
tionary ecology, and personality research in the past two
decades (see chapter by Millon in this volume), personality-
in-politics inquiry arguably has become insular and stagnant,
with few fresh ideas and—with the exception of cognitive
science—little indication of meaningful cross-pollination of
ideas from adjacent disciplines.

Necessary Conditions for Operationalizing
Research Designs

In the original Handbook of Political Psychology (1973),
Knutson implored that, to be feasible for studying personality
in politics, conceptual models should fulfill three critical re-
quirements for operationalizing research designs in political
personality: Clearly conceptualize the meaning of the term
personality; delineate attributes of personality that can be
quantified or objectively assessed, thereby rendering them
amenable to scientific study; and specify how the personality
attributes subjected to scientific inquiry relate to the per-
sonality construct (pp. 34–35). As shown next, Millon’s
(1990, 1996) evolutionary model of personality satisfies all
three of Knutson’s criteria, making it eminently useful for
studying personality in politics.

Defining Personality

From Millon’s evolutionary-ecological perspective, person-
ality constitutes ontogenetic, manifest, adaptive styles of
thinking, feeling, acting, and relating to others, shaped by
interaction of latent, phylogenetic, biologic endowment and
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social experience (chapter by Millon in this volume). This
construal is consistent with the contemporary view of per-
sonality as 

a complex pattern of deeply embedded psychological character-
istics that are largely nonconscious and not easily altered,
expressing themselves automatically in almost every facet of
functioning. Intrinsic and pervasive, these traits emerge from a
complicated matrix of biological dispositions and experiential
learnings, and ultimately comprise the individual’s distinctive
pattern of perceiving, feeling, thinking, coping, and behaving.
(Millon, 1996, p. 4)

Delineating the Core Attributes of Personality

In constructing an integrated personality framework that ac-
counts for “the patterning of characteristics across the entire
matrix of the person” (Millon & Davis, 2000, p. 2), Millon
(1994b) favors a theoretically grounded “prototypal domain
model” (p. 292) that combines quantitative dimensional
elements (e.g., the five-factor approach) with a qualitative
categorical approach (e.g., DSM-IV). The categorical aspect
of Millon’s model is represented by eight universal attribute
domains relevant to all personality patterns, namely expres-
sive behavior, interpersonal conduct, cognitive style, mood
or temperament, self-image, regulatory mechanisms, object
representations, and morphologic organization.

Assessing Personality on the Basis of Variability
Across Attributes

Millon specifies prototypal features (diagnostic criteria)
within each of the eight attribute domains for each personal-
ity style (Millon, 1994a; Millon & Everly, 1985) or disorder
(1990, 1996) accommodated in his taxonomy. The dimen-
sional aspect of Millon’s schema is achieved by evaluating
the “prominence or pervasiveness” (1994b, p. 292) of the
diagnostic criteria associated with the various personality
types.

Additional Considerations

Traditionally, political personality assessment has borne little
resemblance to the conceptualization of personality shared by
most clinically trained professional psychodiagnosticians, or
to their psychodiagnostic procedures. In satisfying Knutson’s
three criteria, Millon’s personological model offers a viable
integrative framework for a variety of current approaches to
political personality, thus narrowing conceptual and method-
ological gaps between existing formulations in the source dis-
ciplines of personology and personality assessment and the

target discipline of contemporary political personality—
specifically the psychological examination of political
leaders.

Although necessary for operationalizing research designs,
Knutson’s (1973) three criteria provide an insufficient basis
for applied personality-in-politics modeling. A theoretically
sound, comprehensive, useful personality-in-politics model
with adequate explanatory power and predictive utility must
meet additional standards. I propose the following basic stan-
dards for personality-in-politics modeling:

1. The meaning of the term personality should be clearly
defined.

2. Quantifiable personality attributes amenable to objective
assessment should be clearly specified.

3. The personality attributes subject to inquiry should be
explicitly related to the personality construct as whole.

4. The conceptual model for construing personality in
politics should be congruent with personality systems
employed with reference to the general population.

5. The conceptual model for construing political personal-
ity should be integrative, capable of accommodating
diverse, multidisciplinary perspectives on politically
relevant personal characteristics.

6. The conceptual model should offer a unified view of
normality and psychopathology.

7. The conceptual model should be rooted in personality
theory, with clearly specified referents in political leader-
ship theory.

8. The personality-in-politics model should be embedded
in a larger conceptual framework that acknowledges
cultural contexts and the impact of distal and proximal
situational determinants that interact with dispositional
variables to shape political behavior.

9. The methodology for assessing political personality
should be congruent with standard psychodiagnostic
procedures in conventional clinical practice.

10. The assessment methodology should be inferentially
valid.

11. The assessment methodology should meet acceptable
standards of evidence for reliability.

12. For purposes of predictive utility, the assessment
methodology should be practicable during political
campaigns.

13. For considerations of efficiency, the assessment method-
ology should be minimally cumbersome or unwieldy.

14. For optimal utility, the assessment methodology should
be remote, indirect, unobtrusive, and nonintrusive.
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15. For advancing theoretical systematization, the concep-
tual model should be nomothetically oriented, permit
typological inquiry, and posit a taxonomy of political
personality types.

A PERSONALITY-IN-POLITICS AGENDA
FOR THE NEW CENTURY

In the new world order of the twenty-first century, personal-
ity-in-politics inquiry is poised to reclaim personality as the
central organizing principle in the study of political leader-
ship, informed by insights garnered from the cognitive revo-
lution preceding the close of the twentieth century and
energized by the quickening evolutionary reconceptualiza-
tion of personology at the dawn of the new millennium.

From Cognitive Revolution to Evolutionary Psychology

On the crest of major breakthroughs in evolutionary biology
during the preceding quarter-century, the emerging evolution-
ary perspective in psychology since the mid-1980s (see Buss,
1999; Millon, 1990; Millon, this volume) represents the first
major theoretical shift in the discipline since the cognitive rev-
olution of the 1950s and 1960s. Conceptually, the integrative
capacity of Millon’s (1990; Millon, this volume) evolutionary
model renders it sufficiently comprehensive to accommodate
major tenets of psychodynamic, behavioral, humanistic, inter-
personal, cognitive, biogenic, and trait approaches to person-
ality. Methodologically, Millon’s framework provides an
empirically validated taxonomy of personality patterns com-
patible with the syndromes described in DSM-IV, Axis II
(APA, 1994).

No present conceptual system in the field of political
personality rivals Millon’s model in compatibility with con-
ventional psychodiagnostic methods and standard clinical
practice in personality assessment. Moreover, no current sys-
tem matches the elegance with which Millon’s evolutionary
model synthesizes normality and psychopathology. In short,
Millon offers a theoretically coherent alternative to existing
conceptual frameworks and assessment methodologies for
the psychological examination of political leaders (see Post,
2003, for an up-to-date collection of current conceptualiza-
tions; see Kinder, 1999, for a series of reviews, both critical
and laudatory, of “Millon’s evolving personality theories and
measures”).

The Utility of Millon’s Model as a Generative
Framework for the Study of Personality in Politics

The work of Millon (1990, 1994a, 1996, and his chapter in
this volume; Millon & Davis, 2000; Millon, Davis, & Millon,

1996; Millon & Everly, 1985) provides a sound foundation
for conceptualizing and assessing political personality, clas-
sifying political personality types, and predicting political
behavior.

Epistemologically, it synthesizes the formerly disparate
fields of psychopathology and normatology and formally
connects them to broader spheres of scientific knowledge,
most notably their foundations in the natural sciences
(Millon, this volume). Diagnostically, it offers an empirically
validated taxonomy of personality patterns congruent with
the syndromes described on Axis II of DSM-IV (APA, 1994),
thus rendering it compatible with conventional psychodiag-
nostic procedures and standard clinical practice in personal-
ity assessment.

Millon (1986) uses the concept of the personality prototype
(paralleling the medical concept of the syndrome) as a global
formulation for construing and categorizing personality sys-
tems, proposing that “each personality prototype should com-
prise a small and distinct group of primary attributes that
persist over time and exhibit a high degree of consistency”
(p. 681). To Millon, the essence of personality categorization
is the differential identification of these enduring (stable) and
pervasive (consistent) primary attributes. This position is con-
sistent with the conventional view of personality in the study
of politics (see Knutson, 1973, pp. 29–38). In organizing his
attribute schema, Millon (1986) favors “an arrangement that
represents the personality system in a manner similar to that of
the body system, that is, dividing the components into struc-
tural and functional attributes” (p. 681; see Millon, 1990,
pp. 134–135, for a concise summary of these attribute
domains).

The Core Characteristics of a Comprehensive
Model of Personality in Politics

Acomprehensive model for the study of personality in politics
(see Fig. 24.1) should account for structural and functional
personality attributes, at behavioral, phenomenological, in-
trapsychic, and biophysical levels of analysis; permit supple-
mentary developmental causal analysis (i.e., genesis or
etiology); provide an explicit framework for risk analysis (i.e.,
account for normal variability as well as personality
pathology); and provide an assessment methodology. Further-
more, the personality model should be linked with perfor-
mance outcomes, recognize the impact of situational variables
and the cultural context on political performance, and
allow for personological, situational, and contextual filters
that may modulate the impact of personality on political
performance.
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STRUCTURAL ATTRIBUTES OF PERSONALITY

Structural attributes, according to Millon (1990), “represent a
deeply embedded and relatively enduring template of im-
printed memories, attitudes, needs, fears, conflicts, and so on,
which guide the experience and transform the nature of ongo-
ing life events” (p. 147). Millon (1986, 1990) has specified
four structural attributes of personality, outlined in the follow-
ing subsections. Where relevant, equivalent or compatible
formulations in the field of political psychology are noted.

Self-Image

Self-image, located at the phenomenological level of ana-
lysis, denotes a person’s perception of self-as-object or the
manner in which people overtly describe themselves (Millon,
1986; 1990, pp. 148–149).

This domain accommodates self-confidence, an element of
decision style in Hermann’s (1980, 1987) conceptual scheme.
It also offers an alternative theoretical basis for construing
Renshon’s (1996b) character domain of ambition, derived
from Kohut’s (1971, 1977) psychoanalytic self theory.

Object Representations

The domain of object representations, located at the phenome-
nological level of analysis, encompasses the inner imprint left
by a person’s significant early experiences with others—in
other words, the structural residue of significant past experi-
ences, composed of memories, attitudes, and affects, which
serves as a substrate of dispositions for perceiving and respond-
ing to the social environment (Millon, 1986, 1990, p. 149).

This domain accommodates Renshon’s (1996b) character
attribute of relatedness, which is steeped in object-relations

Assessment Risk analysis

Psychological political forecasting

Developmental causal analysis
Biogenic factors 

Experiential history 
(Millon, 1996)

Functional personality attributes 
Expressive behavior 

Interpersonal conduct 
Cognitive style 

Regulatory mechanisms 
(Millon, 1990, 1996)

Experiential filters 
Training or expertise 

Specific interests 
(Hermann, 1978, 1980, 1987)

Situational constraints 
Historical antecedents 
Immediate situation 
(Smith, 1968, 1973) 

Cultural context

Structural personality attributes 
Self-image

Object representations 
Morphologic organization 

Mood or temperament 
(Millon, 1990, 1996)

Tactical performance modalities 
Biophysical
Behavioral

Phenomenological
Intrapsychic

(Millon, 1990, 1996)

Strategic performance modalities 
Existence: pain–pleasure 

Adaptation: passive–active 
Replication: other–self 
Abstraction: cognitive 

(Millon, 1990, 1994a, 1996)

Figure 24.1 A generative conceptual model for assessing personality and political
performance.
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theory, including Kohut’s (1971) selfobject construct and
Karen Horney’s (1937) interpersonal tendencies.

Morphologic Organization

Morphologic organization, located at the intrapsychic level
of analysis, embodies the overall architecture that serves as
framework for a person’s psychic interior—the structural
strength, interior congruity, and functional efficacy of the
personality system (Millon, 1986, 1990, pp. 149, 157).

This domain, roughly equivalent to the notion of ego
strength, provides a good fit for Renshon’s (1996b) realm of
character integrity, derived from Kohut’s (1971) self theory
and elaborated in terms of Erikson’s (1980) notions of ego
identity and ego ideal.

Mood or Temperament

Mood or temperament, located at the biophysical level of
analysis, captures a person’s typical manner of displaying
emotion and the predominant character of an individual’s
affect, and the intensity and frequency with which he or she
expresses it (Millon, 1986, 1990, p. 157).

This domain provides a suitable fit for Barber’s (1972/1992)
construal of presidential character along positive–negative
(i.e., affective) and active–passive (i.e., predisposition to activ-
ity, or temperamental) dimensions. In conjunction with the
domain of cognitive style, mood or temperament also provides
a conceptual frame of reference for the so-called pessimistic
explanatory style of stable (vs. unstable), global (vs. specific),
and internal (vs. external) causal attribution with respect to ad-
versity, which, in combination with excessive rumination
about problems, has been shown to predict not only suscepti-
bility to helplessness and depression, but the electoral defeat of
presidential candidates (Zullow & Seligman, 1990).

FUNCTIONAL ATTRIBUTES OF PERSONALITY

Functional attributes, according to Millon (1990), “represent
dynamic processes that transpire within the intrapsychic
world and between the individual’s self and psychosocial en-
vironment” (p. 136). Millon (1986, 1990) has specified four
functional attributes of personality, outlined in the next sec-
tions. Where relevant, equivalent or compatible formulations
in the field of political psychology are noted.

Expressive Behavior

Expressive behavior, located at the behavioral level of analy-
sis, refers to a person’s characteristic behavior—how the

individual typically appears to others and what the individual
knowingly or unknowingly reveals about him- or herself or
wishes others to think or to know about him or her (Millon,
1986, 1990, p. 137).

Numerous personality traits commonly used to describe
political behavior are accommodated by this domain, includ-
ing assertiveness, confidence, competence, arrogance, suspi-
ciousness, impulsiveness, prudence, and perfectionism.

Interpersonal Conduct

Interpersonal conduct, located at the behavioral level of
analysis, includes a person’s typical style of interacting with
others, the attitudes that underlie, prompt, and give shape to
these actions, the methods by which the individual engages
others to meet his or her needs, and the typical modes of cop-
ing with social tensions and conflicts (Millon, 1986, 1990,
pp. 137, 146).

This domain accommodates the personal political charac-
teristic of interpersonal style in Hermann’s (1980, 1987) con-
ceptual scheme, including its two operational elements,
distrust of others and task orientation. The domain of inter-
personal conduct also offers a conceptual niche for Christie
and Geis’s (1970) operationalization of Machiavellianism,
which remains popular as a frame of reference for describing
political behavior.

Cognitive Style

Cognitive style, located at the phenomenological level of
analysis, signifies a person’s characteristic manner of focusing
and allocating attention, encoding and processing informa-
tion, organizing thoughts, making attributions, and communi-
cating thoughts and ideas (Millon, 1986, 1990, p. 146).

This domain accommodates the personal political charac-
teristics of beliefs and decision style in Hermann’s (1980,
1987) framework, most notably the conceptual complexity
component of decision style, and integrative complexity (e.g.,
Suedfeld & Tetlock, 1977; Tetlock, 1985), which rose to
prominence during the Cold War era as a major construct for
operationalizing personality in politics. The domain of cogni-
tive style is also compatible with the notions of nationalism
and belief in one’s own ability to control events (the two key
operational elements of beliefs in Hermann’s conceptual
framework) and her operationalization of several beliefs as-
sociated with contemporary reformulations of the operational
code construct (George, 1969; Holsti, 1970; Walker, 1990),
such as belief in the predictability of events and belief in the
inevitability of conflict.
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Regulatory Mechanisms

The domain of regulatory mechanisms, located at the in-
trapsychic level of analysis, involves a person’s characteristic
mechanisms of self-protection, need gratification, and con-
flict resolution (Millon, 1986, 1990, pp. 146–147).

The need-gratification facet of the regulatory mechanisms
domain provides a potential fit for Winter’s (1973, 1987,
1991, 1998) approach to political personality, which empha-
sizes needs for power, achievement, and affiliation, and for
the related motives aspect of the personal characteristics com-
ponent of Hermann’s (1980, 1987) conceptual scheme.

PERSONALITY DESCRIPTION, PSYCHOGENETIC
UNDERSTANDING, AND PREDICTIVE POWER

The practical value of conceptual systems for assessing per-
sonality in politics is proportionate to their predictive utility
in anticipating political behavior. Moreover, there is consid-
erable merit in a personality model’s capacity to promote ac-
curate understanding of the developmental antecedents of
political personality patterns.

Developmental Causal Analysis

The importance of a developmental component in a com-
prehensive model of personality is implicit in Millon and
Davis’s (2000) contention that, “once the subject has been
conceptualized in terms of personality prototypes of the clas-
sification system, biographical information can be added”
to answer questions about the origin and development of the
subject’s personality characteristics (p. 73). Greenstein (1992)
cautions against “the fallacy of observing a pattern of behav-
ior and simply attributing it to a particular developmental
pattern, without documenting causality, and perhaps even
without providing evidence that the pattern existed” (p. 121).

Millon (1996, chapter 3) frames developmental causal
analysis in terms of hypothesized biogenic factors and the
subject’s characteristic developmental history. For the major-
ity of present-day personality-in-politics investigators, who
generally favor a descriptive approach to personality assess-
ment, developmental questions are of secondary relevance;
however, an explicit set of developmental relational state-
ments is invaluable for psychobiographically oriented analy-
sis. Moreover, precisely because each personality pattern has
characteristic developmental antecedents, in-depth knowl-
edge of a subject’s experiential history can be useful with re-
spect to validating the results of descriptive personality

assessment, or for suggesting alternative hypotheses (Millon
& Davis, 2000, p. 74). This benefit notwithstanding, genetic
reconstruction does not constitute an optimal basis for per-
sonality assessment and description.

A Framework for Risk Analysis

As Sears (1987) has noted, a problem with existing concep-
tualizations of personality in politics is the dichotomy be-
tween pathology-oriented and competence-oriented analyses.
Millon’s evolutionary theory of personality bridges the gap
by offering a unified view of normality and psychopathology:
“No sharp line divides normal from pathological behavior;
they are relative concepts representing arbitrary points on a
continuum or gradient” (Millon, 1994b, p. 283). The synthe-
sis of normality and pathology is an aspect of Millon’s prin-
ciple of syndromal continuity, which holds, in part, that
personality disorders are simply “exaggerated and pathologi-
cally distorted deviations emanating from a normal and
healthy distribution of traits” (Millon & Everly, 1985, p. 34).
Thus, whereas criteria for normality include “a capacity to
function autonomously and competently, a tendency to adjust
to one’s environment effectively and efficiently, a subjective
sense of contentment and satisfaction, and the ability to actu-
alize or to fulfill one’s potentials” (Millon, 1994b, p. 283), the
presence of psychopathology is established by the degree to
which a person is deficient, imbalanced, or conflicted in these
areas (Millon, this volume).

At base, then, Millon (1994b) regards pathology as result-
ing “from the same forces . . . involved in the development of
normal functioning . . ., [the determining influence being] the
character, timing, and intensity” (p. 283) of these factors (see
also Millon, 1996, pp. 12–13). From this perspective, risk
analysis would entail the classification of individuals on a
range of dimensions, each representing a normal-pathological
continuum.

Despite the emphasis of Millon’s (1996) clinical model on
personality disorders, the absence of a conceptual distinction
between normal and abnormal personality—the assertion that
personality disorders are merely pathological distortions of
normal personality attributes (Millon, 1990; Millon & Everly,
1985)—his theoretical system is particularly well suited for
studying the implications of personality for political perfor-
mance, because implicit in the principle of syndromal conti-
nuity is a built-in framework for risk analysis. In short,
Millon’s system offers an integrated framework for constru-
ing normal variability and personality pathology, and suggests
the likely nature and direction of personality decompensation
under conditions of catastrophic personality breakdown.
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ASSESSMENT METHODOLOGIES

Approaches to the indirect assessment of personality in poli-
tics can generally be classified into three categories: content
analysis, expert ratings, and psychodiagnostic analysis of
biographical data.

Content Analysis

The fundamental assumption of content-analytic techniques
for at-a-distance (i.e., indirect) measures “is that it is possible
to assess psychological characteristics of a leader by system-
atically analyzing what leaders say and how they say it”
(Schafer, 2000, p. 512). Content analysis remains the domi-
nant approach to indirect personality assessment and is
widely acknowledged in political psychology as a reliable
data-analytic method. It draws on the assumptions and meth-
ods of psychology, political science, and speech communica-
tion (Schafer, 2000, p. 512) and predates the establishment of
political psychology as a discrete field—having been used,
for example, to analyze Nazi propaganda during World
War II. Holsti’s (1977) classic overview of qualitative and
quantitative content-analytic approaches in political psychol-
ogy remains relevant today, including his examination of
perennial validity concerns such as the logic of psychological
inferences about communicators engaging in persuasive
communication (pp. 133–134); the ambiguities of authorship
in documentary sources other than interviews and press con-
ferences (p. 134); and problems of coding (e.g., word or sym-
bol vs. theme or sentence coding) and data analysis (e.g.,
frequency vs. contingency measures; pp. 134–137). Parallel-
ing advances in information technology, a recent develop-
ment has been “automated content analysis” (Dille & Young,
2000), which “offers a less expensive, quicker, and more reli-
able alternative to commissioning graduate students to pore
over and content-analyze texts” (p. 595).

Schafer (2000) and Walker (2000) provide good overviews
of the current state of content-analytic at-a-distance assess-
ment, its major conceptual and methodological issues, and
future research directions. Clearly, content analysis can be a
useful tool for dissecting political propaganda, examining psy-
chologically relevant images in political rhetoric, and opera-
tionalizing important, politically relevant psychological
constructs such as motives and conceptual or integrative com-
plexity. However, content analysis does not offer a congenial
frame of reference for comprehensive, clinically oriented psy-
chological assessment procedures capable, in the words of
Millon and Davis (2000), of capturing the patterning of person-
ality variables “across the entire matrix of the person” (p. 65).

Expert Ratings

Paul Kowert (1996) has endeavored to move beyond the con-
tent-analytic methods (e.g., Hermann, 1980; Walker, 1990;
Winter, 1987) that dominated political personality inquiry
during the Cold War era, by applying Q-sort methodology to
single-case analysis. In view of the huge role of public opin-
ion polling, focus groups, professional speech writers, and
political spin in contemporary politics, it seems prudent to
find alternatives to speeches and interviews as primary
sources of data for psychological evaluation.

An important advantage of expert ratings is that it yields
coefficients of interrater reliability. However, this is offset by
a variety of validity issues. Specifically, ratings by presiden-
tial scholars are fundamentally impressionistic and not based
on systematic personality assessment (see Etheredge, 1978,
p. 438). In some cases, high interrater reliability may merely
reflect a convergence of conventional wisdom and shared
myths about the personality characteristics of past presidents.

A major disadvantage of the expert-rating approach is that
it is uneconomical, cumbersome, and impractical. To gather
data for his study of the impact of personality on American
presidential leadership, Kowert (1996) solicited 42 experts
on American presidents. Rubenzer and his associates (2002),
for their ambitious, highly resourceful study of U.S. presi-
dents (employing primarily Big Five personality measures),
attempted to contact nearly 1,000 biographers, presidential
scholars, journalists, and former White House officials,
eventually securing the cooperation of 115 raters who collec-
tively completed 172 assessment packets, each containing
620 items.

A vexing difficulty with expert ratings is that it is impracti-
cal for studying candidates in the heat of presidential cam-
paigns, when—as noted by Renshon (1996b, chapter 13)—
accurate personality assessment is critical with respect to
assessing psychological suitability for office. Historians and
presidential scholars are not optimal sources of information
under these conditions. Journalists who cover presidential can-
didates are potentially more reliable, but may be too immersed
in their own reporting to offer much assistance. A more practi-
cal approach would be to extract personality data directly from
the writings of journalists, presidential scholars, biographers,
and other experts, which obviates the need for soliciting their
active cooperation.

Psychodiagnostic Analysis of Biographical Data

Simonton (1990) credits Lloyd Etheredge (1978) with estab-
lishing the diagnostic utility “of abstracting individual traits
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immediately from biographic data” to uncover the link be-
tween personality and political leadership (p. 677). Simonton
(1986) argues that “biographical materials [not only] . . . sup-
ply a rich set of facts about childhood experiences and career
development . . . [but] such secondary sources can offer the
basis for personality assessments as well” (p. 150).

Etheredge (1978) used a hybrid psychodiagnostic/expert-
rating approach. As subjects he selected 36 U.S. presidents,
secretaries of state, and presidential advisors who served be-
tween 1898 and 1968 and “assessed personality traits by
searching scholarly works, insiders’ accounts, biographies,
and autobiographies” of his subjects (p. 437). Specifically,
Etheredge excerpted passages relevant to two dimensions:
dominance–submission and introversion–extroversion. He
deleted explicit information and cues regarding the identity
of the political figures and then rated them on the two per-
sonality dimensions of interest, along with two independent
judges who were unaware of the subjects’ identities.

Etheredge (1978), in commenting on “troublesome
methodological issues” in such “second-hand assessment of
historical figures,” raises an important problem with respect
to atheoretical trait approaches to the study of personality:

Aman like Secretary [John Foster] Dulles could be dominant over
his subordinates yet deferential to a superior. This social context
must be standardized explicitly. I chose to assess dominance by
assessing dominance over nominal subordinates on the as-
sumption that a person’s inner desire to dominate would be less
inhibited and show itself more clearly in this sector of life. In ad-
dition, since America’s use of force has often been directed
against smaller countries, I felt this was the most relevant ten-
dency of international behavior that would generalize. (p. 437)

Etheredge’s concerns highlight the indispensability of sys-
tematic import in personality-in-politics theorizing. Theory-
driven conceptualization safeguards the psychodiagnostician
against several pitfalls in Etheredge’s reasoning. Most impor-
tant, in spuriously identifying a problem where none in fact
existed, Etheredge introduced troubling confounds. The
pattern that Etheredge observed with respect to Secretary
Dulles transparently conveys a prototypical instance of the
distinctive interpersonal conduct of highly conscientious (or
compulsive) personalities. In stark contrast, highly dominant
personalities consistently assert themselves in relation to
both superiors and subordinates.

In lacking a prior personality taxonomy and proceeding
atheoretically, Etheredge missed an important, politically
relevant distinction with respect to dominance. Clearly, a
purely dimensional scale can obscure important distinctions
among disparate personality types. In short, dimensional

prominence provides a necessary but insufficient basis for
personality assessment; it must be complemented by categor-
ical distinctiveness—in other words, a comprehensive theory
of types.

This concern with categorical distinctiveness is reflected in
the work of Lyons (1997), who used the Myers-Briggs Type
Indicator (MBTI; Myers & McCaulley, 1985) as a frame of
reference for systematically extracting data from secondary-
source biographies to construct a typological profile of U.S.
president Bill Clinton, which he then used as a framework for
analyzing President Clinton’s leadership style. However, in
applying the Myers-Briggs model qualitatively, Lyons’s ap-
proach is somewhat impressionistic, lacking the empirical
basis essential for assessing dimensional prominence and the
nomothetic focus necessary for comparative study.

A noteworthy aspect of Lyons’s method is that he used one
set of biographies, predating Bill Clinton’s election as presi-
dent, for extracting personality data and another set, focusing
on the Clinton presidency, for inferring leadership style (see
Lyons, 1997, p. 799). This is consistent with the solution
implied in Greenstein’s (1992) critique that

single-case and typological studies alike make inferences about
the inner quality of human beings . . . from outer manifestations—
their past and present environments . . . and the pattern over time
of their political responses. . . . They then use those inferred con-
structs to account for the same kind of phenomena from which
they were inferred—responses in situational contexts. The danger
of circularity is obvious, but tautology can be avoided by
reconstructing personality from some response patterns and using
the reconstruction to explain others. (pp. 120–121)

Greenstein’s point is valid insofar as it highlights the in-
herent danger of pseudoexplanations of leadership behaviors
in terms of mere diagnostic labels. However, Lyons’s ap-
proach seems overly reductionistic and risks reifying the
scientific method. At the operational level, it may be useful to
view personality as the independent variable and leadership
as the dependent variable—as if they were causally related.
Conceptually, however, the relationship is fundamentally cor-
relational. The fallacy involved in construing personality and
leadership as hypothetical cause and effect, respectively, is
akin to the so-called third-variable problem in correlational
studies: Rather than manifest personality properties (x) caus-
ing observed leadership style (y), both variables likely
express a common latent structure (z); to paraphrase Millon
(1996), the “opaque or veiled inner traits” undergirding the
“surface reality” (p. 4) of both observed variables.

Millon’s system offers abundant prospects for psychodi-
agnostic analysis of biographical data. Several personality in-
ventories have been developed to assess personality from a
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Millonian perspective. Best known among these is the widely
used Millon Clinical Multiaxial Inventory–III (MCMI-III;
Millon, Davis, & Millon, 1996), a standard clinical diagnos-
tic tool employed worldwide. The Millon Index of Personal-
ity Styles (MIPS; Millon, 1994a) was developed to assess
and classify personality in nonclinical (e.g., corporate) set-
tings. Similarly, Strack (1991) developed the Personality
Adjective Check List (PACL) for gauging normal personality
styles. Oldham and Morris, in their trade book, The New Per-
sonality Self-Portrait (1995), offer a self-administered instru-
ment congruent with Millon’s model. Immelman (1999;
Immelman & Steinberg, 1999) adapted the Millon Inventory
of Diagnostic Criteria (MIDC) from Millon’s work, specifi-
cally for the assessment of personality in politics.

Immelman (1998, 2002) uses the MIDC to synthesize,
transform, and systematize diagnostically relevant informa-
tion collected from the literature on political figures (primar-
ily biographical sources and media reports) into Millon’s
(1990) four data levels (behavioral, phenomenological, in-
trapsychic, and biophysical). The next section outlines the
Millonian approach to political personality assessment.

A Theory-Driven Psychodiagnostic
Assessment Methodology

Favoring the more systematic, quantitative, nomothetic
approach advocated by Simonton (1986, 1988, 1990),
Immelman (1993, 1998, 2002) adapted Millon’s model of
personality (1986, 1990, 1994a, 1996; Millon & Davis, 2000;
Millon & Everly, 1985) for the indirect assessment of person-
ality in politics. Immelman’s (1999) approach is equivalent to
Simonton’s (1986, 1988) in that it quantifies, reduces, and or-
ganizes qualitative data extracted from the public record. It is
dedicated to quantitative measurement, but unlike the cur-
rently popular five-factor model, which is atheoretical, the
Millonian approach is theory driven. The assessment method-
ology yields a personality profile derived from clinical analy-
sis of diagnostically relevant content in biographical
materials and media reports, which provides an empirical
basis for predicting the subject’s political performance and
policy orientation (Immelman, 1998).

Sources of Data

Immelman (1998, 1999, 2002) gathers diagnostic informa-
tion pertaining to the personal and public lives of political
figures from a variety of published materials, selected with a
view to securing broadly representative data sets. Pertinent
selection criteria include comprehensiveness of scope (e.g.,
coverage of developmental history as well as political

career), inclusiveness of literary genre (e.g., biography, auto-
biography, scholarly analysis, and media reports), and the
writer’s perspective (e.g., a balance between admiring and
critical accounts).

Personality Inventory

Greenstein (1992) criticizes analysts who “categorize their
subjects without providing the detailed criteria and justifi-
cations for doing so” (p. 120). In Immelman’s (1999)
approach, the diagnostic criteria are documented by means of
a structured assessment instrument, the second edition of the
MIDC (Immelman & Steinberg, 1999), which was compiled
and adapted from Millon’s (1990, 1996; Millon & Everly,
1985) prototypal features and diagnostic criteria for normal
personality styles and their pathological variants. The justifi-
cation for classification decisions is provided by documenta-
tion from independent biographical sources. The Millon
Inventory of Diagnostic Criteria Manual (Immelman, 1999)
describes the construction, administration, scoring, and inter-
pretation of the MIDC. The 12 MIDC scales (see Immelman,
1999, 2002, for the full MIDC taxonomy) correspond to
major personality patterns posited by Millon (e.g., 1994a,
1996) and are coordinated with the normal personality styles
described by Oldham and Morris (1995) and Strack (1997).

Diagnostic Procedure

The diagnostic procedure can be summarized as a three-part
process: first, an analysis phase (data collection) in which
source materials are reviewed and analyzed to extract and
code diagnostically relevant psychobiographical content;
second, a synthesis phase (scoring and interpretation) in
which the unifying framework provided by the MIDC proto-
typal features, keyed for attribute domain and personality
pattern, is employed to classify the diagnostically relevant in-
formation extracted in phase 1; and finally, an evaluation
phase (inference) in which theoretically grounded descrip-
tions, explanations, inferences, and predictions are extrapo-
lated from Millon’s theory of personality, based on the
personality profile constructed in phase 2 (Immelman, 1998,
1999, 2002).

SITUATIONAL VARIABLES, EXPERIENTIAL
FILTERS, AND POLITICAL PERFORMANCE

Greenstein (1992) cautions against “the psychologizing and
clinical fallacies” of explaining behavior in terms of person-
ality while ignoring situational determinants (p. 121). This,
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of course, is simply the familiar fundamental attribution error
(Ross, 1977). Clearly, a comprehensive model of personality
in politics should account for the impact of situational vari-
ables and the cultural context on political performance and
recognize that certain personal characteristics (e.g., training
and experience) serve as filters for the political expression of
personality.

The best known integrative framework for political psy-
chology is the conceptual map developed by M. Brewster
Smith (1968), which illustrates interactions among distal and
proximate social antecedents, the social environment, the im-
mediate situation, personality processes and dispositions of
political actors, and political behavior. Smith’s conceptual
map has been exhaustively detailed in the political psychol-
ogy literature and will not be recapitulated here. The reader is
referred to Smith (1968, 1973), Greenstein (1969, pp. 25–31;
cf. Greenstein’s 1992, pp. 114–116, reformulation), and
Stone and Schaffner (1988, pp. 32–43).

Filter Variables That Modulate the Impact 
of Personality on Political Performance

An important aspect of Hermann’s (1980, 1987) model of
personality in politics is that it stipulates not only the condi-
tions under which personal characteristics will most directly
influence political behavior (e.g., the wide decision latitude
of leaders in authoritarian regimes), but also specific filter
variables that modulate the impact of personality on political
performance. A high-level political leader’s training, experi-
ence, or expertise has “a dampening effect” on the impact of
personal characteristics on government behavior because it
increases the range or repertoire of policy-relevant, role-
related behaviors available to the leader (Hermann, 1987,
p. 166). Sensitivity to the environment similarly inhibits the
impact of personality in politics. According to Hermann
(1987), “the more sensitive the leader is to cues from his po-
litical environment, the more likely other types of factors are
to intervene in this relationship” (p. 166). Hermann’s em-
ployment of this particular variable as a filter is problematic
in that social responsiveness is in essence a personality trait.
Finally, interest in foreign affairs (or in any aspect of politics
for that matter, depending on the political domain of interest)
“acts as a motivating force” (Hermann, 1980, p. 13); it
“enhances the effect of a leader’s [personal] orientation on
government policy” by increasing his or her participation in
the decision-making process and restricting the delegation of
authority in the political domain of interest (Hermann, 1987,
p. 166).

It is worth noting that Renshon’s construal of “skills and
talents” that mediate the relationship between character and

political performance (see Renshon, 1996a, p. 47; 1996b,
pp. 194–199), stripped of its surplus Kohutian self-psycho-
logical significance, is not incompatible with Hermann’s no-
tion of experiential filters.

Systematic Import in a Generative Theory of
Personality and Political Performance

In his introduction to a special issue of the journal Leadership
Quarterly devoted to political leadership, guest editor Dean
Keith Simonton (1998) asserted that “political leadership has
received inadequate attention by researchers who specialize
in the study of leadership” (p. 239). To highlight the dispro-
portionate focus of leadership research on small problem-
solving groups, Simonton noted that a recent edition of the
classic Bass & Stogdill’s Handbook of Leadership (Bass,
1990) dispensed with the topic of political leadership in only
four pages.

Hermann (1986) demarcated the requisite scope of inquiry
by specifying five ingredients necessary for understanding
political leadership: 

(1) the leader’s personality and background, as well as the [lead-
ership] recruitment process . . .; (2) the characteristics of
the groups and individuals whom the leader is leading; (3) the
nature of the relationship between the leader and those he leads;
(4) the context or setting in which the leadership is taking place;
and (5) the outcomes of interactions between the leader and
those led in specific situations. (p. 169)

Clearly, Hermann accords personality a prominent place
in the study of political leadership. She elaborates by speci-
fying seven personal characteristics that influence political
leadership: (a) the leader’s basic political beliefs, which in-
fluence “the kinds of goals and strategies the leader will urge
on his [or her] political unit”; (b) the leader’s political style,
which contributes to the structure and function of the politi-
cal unit; (c) the leader’s motivation for seeking a political
leadership position, which shapes “the general focus of at-
tention of the leader’s behavior”; (d) the leader’s reaction to
stress and pressure, which has a bearing on the kinds of is-
sues prone “to cause problems for the leader and how detri-
mental and pervasive stress is likely to be”; (e) the manner
in which the leader was first recruited into a political leader-
ship position, which is instrumental in determining “how
free of political debts and obligations” he or she will be and
predicts “the rhetoric and practices” that the leader will tend
to revert to; (f) the leader’s previous political experience,
which signifies how qualified he or she is for the position
and “what strategies and styles have paid off for the leader”
over time; and (g) the unique generational experiences of the
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leader upon embarking on a political career, in terms of the
prevailing political climate that helped “shape the norms and
beliefs” of the leader and his or her constituents (pp. 173–
180).

Developing a comprehensive model of political leadership
is beyond the scope of the present endeavor, which is dedi-
cated primarily to mapping out a generative conceptual
framework and methodology for studying personality in pol-
itics. Nonetheless, there is heuristic value in broadly stipulat-
ing the major tenets for an evolving theory of political
leadership synergistically superimposed upon a comprehen-
sive, generative model of personality in politics. Of central
relevance in this regard are Hermann’s (1986) first two
personal characteristics surmised to influence political lead-
ership: political beliefs impinging on a leader’s goals or
strategies, and stylistic elements that fashion the structural
and functional attributes of political units. These core charac-
teristics are important signposts for a generative theory of
personality and political performance compliant with
Hempel’s (1965) canon of systematic import.

To this end, Millon’s evolutionary model of personality
provides a practical point of departure. David Buss (1999)
has bluntly asserted that “theories of personality inconsistent
with evolutionary principles stand little or no chance of
being correct” (p. 52). Paralleling Millon’s (1996, chapter 5)
construal of a personologically based evolutionary model
of psychotherapeutic intervention, an applied personologic
model of leadership can be construed as encompassing both
strategic and tactical modalities. From this frame of refer-
ence, strategic dimensions of political leadership would
consist of generalized, personality-based leadership orienta-
tions, including higher-order political aims and long-term
policy goals and preferences, whereas tactical (stylistic)
modalities of political leadership would consist of more con-
crete, focal leadership objectives and political maneuvers,
typically dictated by circumstances but shaped both by the
leader’s underlying structural and functional personality
attributes and by his or her higher order strategic aims and
goals. The distinction between strategic and tactical modali-
ties of political performance is equivalent to the distinction
between philosophical and instrumental beliefs in George’s
(1969) operational code construct. Philosophical (epistemo-
logical) beliefs include a leader’s “assumptions and
premises” about “the fundamental nature of politics” and
“the nature of political conflict,” whereas instrumental
beliefs relate to “ends–means relationships in the context of
political action” (p. 199). When reconceptualized in evolu-
tionary terms, this general perspective provides a heuristic
basis for an emergent personological interpretation of
political performance.

AN EVOLUTIONARY MODEL OF PERSONALITY
AND POLITICAL PERFORMANCE:
THE STRATEGIC MODALITIES

Paralleling the conceptual foundations of his personological
model, Millon’s (1996, chapter 5) strategic modalities of ap-
plied psychological intervention are derived from three uni-
versal, interacting domains or spheres of evolutionary and
ecological principles (1990; Millon, this volume): existence
(the pain–pleasure polarity), adaptation (the passive–active
polarity), and replication (the other–self polarity). A practical
operationalization of these three polarities is provided by the
Millon Index of Personality Styles (MIPS; Millon, 1994a;
cf. Millon, this volume), which assesses them in accordance
with six “motivating aims”: life enhancement (pleasure seek-
ing) versus life preservation (pain avoidance), ecologic mod-
ification (active) versus ecologic accommodation (passive),
and reproductive propagation (self-individuating) versus
reproductive nurturance (other-nurturing).

The MIPS also assesses four “cognitive modes,” or
predilections of abstraction, consonant with Carl Jung’s
(1921/1971) theory of types. Unlike the three universal moti-
vating aims, the cognitive modes represent a distinctly
human sphere of functioning and were thus redundant with
respect to deriving Millon’s (1990, 1996) original taxonomy
of adaptive and maladaptive personality styles from evolu-
tionary ecology. However, precisely by virtue of the fact that
abstraction “concerns the emergence of uniquely human
competencies that foster anticipatory planning and reasoned
decision making” (Millon, 1999, pp. 442–443; Millon, this
volume), the cognitive modes are critical with respect to
deducing a synergistic, personological model of political per-
formance. Moreover, the four distinctly human cognitive
propensities will likely be at the forefront of future advances
in Millon’s personality system, judging from his current con-
viction that predilections of abstraction, the most recent stage
of evolution, comprise “central elements in personologic
derivations” (Millon, this volume).

It is noteworthy that in terms of evolutionary theory,
Osgood’s (Osgood, Suci, & Tannenbaum, 1957) three seman-
tic differential dimensions, namely evaluation (good–bad),
potency (strong–weak), and activity (active–passive), can
be conceptually linked to, respectively, Millon’s (1990)
pleasure–pain, self–other, and active–passive polarities.

Aims of Existence: The Pain–Pleasure Polarity

The two-dimensional (i.e., two linearly independent vectors)
pain–pleasure polarity (Millon, 1990, pp. 51–64; Millon, this
volume) is conceptualized in terms of, respectively, life
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enhancement (pleasure seeking) and life preservation (pain
avoidance): “acts that are ‘attracted’ to what we experien-
tially record as ‘pleasurable’ events (positive reinforcers) . . .
[versus] behaviors oriented to ‘repel’ events experientially
characterized as ‘painful’ (negative reinforcers)” (Millon,
this volume).

Hypothetically, the pain–pleasure polarity could partially
account for individual differences in ideological (e.g.,
liberal–conservative) resonance in politics. In evolutionary
terms, liberalism can be construed as a primary concern
“with improvement in the quality of life” and “behaviors that
improve survival chances,” and conservatism as an avoid-
ance of “actions or environments that threaten to jeopardize
survival” (Millon & Davis, 2000, p. 58). Thus construed,
liberals seek to maximize survival by seeking pleasure (life
enhancement, or positive reinforcement), whereas conserva-
tives seek to maximize survival by avoiding pain (life preser-
vation, or negative reinforcement).

The nature of the relationship between personality and ide-
ology has been a perennial concern in political psychology
and remains a topic worthy of study.As early as 1907, William
James drew a personological distinction between two ideo-
logically relevant philosophical temperaments: optimistic,
idealistic tender-mindedness versus pessimistic, materialistic
tough-mindedness—a position compatible with Millon’s
(1990) life-enhancement and life-preservation polarities.

Evolutionary theory also may shed new light on an unre-
solved controversy in political psychology, namely the de-
bate over authoritarianism as fundamentally a right-wing
phenomenon versus authoritarianism as an expression of
both right-wing and left-wing ideological extremism.
Eysenck (1954) proposed a two-factor theory that among its
classifications conceptualized fascists as tough-minded con-
servatives, communists as tough-minded radicals, and liber-
als as tender-minded moderates. Paul Sniderman (1975)
conjectured that low self-esteem encourages both left-wing
and right-wing extremism. More consonant with Millon’s
pain–pleasure polarity, Silvan Tomkins’s (1963) polarity
theory posits that people with more humanistic, left-wing,
ideo-affective postures (or scripts) both express and are more
receptive to positive affect, whereas those with more norma-
tive, right-wing scripts tend to be more responsive to nega-
tive affect. Stone (1980; Stone & Smith, 1993), a leading
critic of what he calls the myth of left-wing authoritarianism,
has argued on empirical grounds that the evidence for left-
wing authoritarianism is flawed (see Altemeyer, 1996;
McFarland, Ageyev, & Abalakina, 1993) and that authoritar-
ianism is, in essence, a right-wing phenomenon.

In Hermann’s conceptual scheme, a core belief compo-
nent shaping a leader’s worldview is nationalism, which
emphasizes “the importance of maintaining national honor

and dignity” (Hermann, 1987, p. 167). In Millon’s evolution-
ary terms, the motivating aim of nationalism clearly is a life-
preserving (pain-avoidant) orientation.

The pain–pleasure dimension also provides evolutionary
underpinnings for Barber’s (1972/1992) fourfold (active–
passive × positive–negative) categorization of presidential
character, in which positivity–negativity is described in terms
of enjoyment derived from political office. Positive leaders
have a generally optimistic outlook and derive pleasure from
the duties of public office, whereas negative leadership has a
more pessimistic tone, being oriented toward pain aversion.

Finally, the pain–pleasure dimension suggests a possible
evolutionary basis for the three management models pro-
posed by Johnson (1974) and employed by George and Stern
(1998) to classify the policy-making structures and advisory
systems favored by recent U.S. presidents.

Formalistic chief executives prefer “an orderly policy-
making [sic] structure, . . . well-defined procedures, hierar-
chical lines of communication, and a structured staff system”
(George & Stern, 1998, p. 203). In evolutionary terms, they
seek to preserve life by minimizing pain.

Competitive chief executives encourage “more open and
uninhibited expression of diverse opinions, analysis, and ad-
vice” and tolerate or encourage “organizational ambiguity,
overlapping jurisdictions, and multiple channels of commu-
nication to and from the president” (George & Stern, 1998,
p. 203). In evolutionary terms, they seek to enhance life by
maximizing pleasure.

Collegial chief executives attempt to benefit from the ad-
vantages of both the competitive and formalistic approaches
while avoiding their pitfalls. Thus, they strive for “diversity
and competition in the policymaking system,” balanced by
“encouraging cabinet officers and advisers to identify at least
partly with the presidential perspective” and “encouraging
collegial participation” (George & Stern, 1998, p. 203). In
evolutionary terms, collegial executives are intermediate on
both the pleasure-seeking and pain-avoidant polarities.

The systematic import of a generative theory is implicit
in the suggestion that Johnson’s (1974) management model
fails to account for at least two additional executive styles: com-
plex types high on both the pleasure-seeking and pain-avoidant
polarities, and undifferentiated types low on both valences.

Modes of Adaptation: The Passive–Active Polarity

The passive–active polarity (Millon, 1990, pp. 64–77; Millon,
this volume) is conceptualized in terms of ecologic modifi-
cation (active) and ecologic accommodation (passive); that is,
“whether initiative is taken in altering and shaping life’s
events or whether behaviors are reactive to and accommodate
those events” (Millon, this volume).
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The passive–active dimension provides evolutionary un-
derpinnings for Barber’s (1972/1992) fourfold (active–passive
× positive–negative) categorization of presidential character,
in which activity–passivity is described in terms of energy in-
vested in political office. In evolutionary terms, a passive
orientation can be construed as “a tendency to accommodate to
a given ecological niche and accept what the environment
offers,” whereas an active orientation can be construed as “a
tendency to modify or intervene in the environment, thereby
adapting it to oneself” (Millon & Davis, 2000, p. 59).

The passive–active dimension also provides an evolu-
tionary basis for Etheredge’s (1978) fourfold (high–low
dominance × introversion–extroversion) classification of
personality-based differences in foreign-policy operating
style and role orientation. High-dominance introverts (bloc
or excluding leaders such as Woodrow Wilson and Herbert
Hoover) actively seek to reshape the world, typically by
means of containment policies or by tenaciously advancing
a personal vision. High-dominance extraverts (world or
integrating leaders such as Theodore Roosevelt, Franklin D.
Roosevelt, John F. Kennedy, and Lyndon B. Johnson) ac-
tively seek to reshape the world through advocacy and prag-
matic leadership on a wide range of foreign-policy fronts.
Low-dominance introverts (maintainers such as Calvin
Coolidge) tend to persevere with the existing order, pas-
sively pursuing a foreign policy that amounts to “a holding
action for the status quo.” Low-dominance extraverts (con-
ciliators such as William McKinley, William Taft, Warren
Harding, Harry Truman, and Dwight D. Eisenhower),
though revealing a preference for accommodating to exist-
ing arrangements, are more flexible and open to change,
tending “to respond to circumstances with the sympathetic
hope that accommodations can be negotiated” (Etheredge,
1978, pp. 449–450).

Finally, in Hermann’s (1980, 1987) conceptual scheme, a
core belief contributing to a leader’s worldview, along with
nationalism, is belief in one’s own ability to control events. In
evolutionary terms, a more efficacy-oriented, internal locus
of control implies an active-modifying motivating aim, in
contrast to a more external locus of control, which suggests a
passive-accommodating mode of adaptation. Hermann’s
(1987) expansionist, active-independent, and influential ori-
entations are more actively oriented, whereas her mediator-
integrator, opportunist, and developmental orientations are
more passively oriented.

Strategies of Replication: The Other–Self Polarity

The other–self polarity (Millon, 1990, pp. 77–98) is conceptu-
alized in terms of, respectively, reproductive nurturance (other)
and reproductive propagation (self): a nurturing tendency to

value the needs of others versus an individuating self-
orientation that seeks to realize personal potentials before at-
tending to the needs of others (Millon, 1994a, p. 6; Millon, this
volume).

In political psychology, three social motives (which in
Hermann’s conceptual scheme are postulated to contribute to
a leader’s worldview) are regarded as playing a key role in
leader performance: need for power, need for achievement,
and need for affiliation (Winter, 1987, 1998). In evolutionary
terms, the need for power, involving “the desire to control,
influence, or have an impact on other persons or groups”
(Hermann, 1987, p. 167), suggests a self-individuating repli-
cating strategy, as does the need for achievement, which
involves “a concern for excellence” and personal accomplish-
ment (Winter, 1998, p. 369). Conversely, the need for
affiliation, reflecting “concern for establishing, maintaining,
or restoring warm and friendly relations with other persons or
groups” (Hermann, 1987, p. 167), suggests an other-nurturing
replicating strategy. Hermann’s (1987) expansionist, active-
independent, and influential orientations are more self-
oriented, whereas her mediator-integrator, opportunist, and
developmental orientations are more other-oriented.

Hermann (1980) also posits two key elements of interper-
sonal style that, in conjunction with decision style, shape a
leader’s personal political style: distrust of others and task
orientation (see Hermann, 1987, pp. 163, 167). In evolution-
ary terms, the trust–distrust and task–relationship dimen-
sions of leadership are easily reconceptualized as surface
manifestations of the other–self bipolarity.

The two key elements of decision style in Hermann’s (1980)
framework are conceptual complexity and self-confidence,
which she construes (following Ziller, Stone, Jackson, &
Terbovic, 1977), as jointly determinative of “how ideological
or pragmatic a political leader will be” (Hermann, 1987,
p. 164). Ziller (1973) developed a social-psychological theory
of personality that examines two components of the self-
concept—self-esteem and complexity of the self-concept—in
the context of responsiveness to the views of others. Ziller et al.
(1977) conducted a series of important studies investigating
the effects of the four self–other orientations (high/low self-
esteem × high/low self-complexity) on political behavior.
They found that, in terms of political behavior, persons with
high self-esteem and high self-complexity (apoliticals) “have
difficulty being responsive” to others; persons with low self-
esteem and high self-complexity (pragmatists) “are quite re-
sponsive” to the opinions of others; persons with high
self-esteem and low self-complexity (ideologues) “are gener-
ally nonresponsive” to the opinions of others; and persons with
low self-esteem and low self-complexity (an indeterminate
type) “are highly responsive within a narrow range of social
stimuli” (Ziller et al., 1977, pp. 179–180). According to Ziller
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and his coworkers, low self-esteem/high self-complexity prag-
matists and high self-esteem–low self-complexity ideologues
“parallel the two leadership roles which have been observed in
small groups, the task role (ideologue) and the socio-emotional
role (pragmatist)” (p. 193).

Stone and Baril (1979), elaborating on the findings of
Ziller et al. (1977), used self–other orientation as a concep-
tual basis for postulating two distinctive political prototypes,
each having a different motivational base. The pragmatist—
akin to Barber’s (1965) active-negative advertiser—is moti-
vated by power seeking to compensate for low self-esteem
(as anticipated by Lasswell, 1948), being driven by self-
enhancement and self-promotion. The second political per-
sonality type, the ideologue—akin to Barber’s (1965)
active-positive lawmaker—is more other oriented, appar-
ently having a sincere interest in good legislation (defined
as either pursuing ideological goals or as serving a
constituency).

Stone and Baril’s (1979) construal of self- and other-
oriented political personality types, in concert with Barber’s
(1965, 1972/1992) scheme, lends empirical and theoretical
support for the utility of Millon’s (1990) other–self polarity
in an overarching theory of political personality and perfor-
mance. In addition, Ziller et al.’s (1977) explication of four
self–other orientations in relation to social responsiveness
offers a conceptual substrate for Hermann’s (1980, 1987)
notion of “sensitivity to the [political] environment” as a fil-
ter for modulating the influence of personal characteristics on
political behavior.

Predilections of Abstraction: The Cognitive Polarities

The cognitive modes of abstraction (Millon, 1990, pp. 42–43,
1994a, pp. 3–4, 6–7, 21–27), which encompass “the sources
employed to gather knowledge about the experience of life and
the manner in which this information is gathered and trans-
formed” (Millon, this volume), are conceptualized in terms of
four polarities subserving two superordinate functions,
namely information sourcing and transformational process-
ing of cognitive data:

1. The external–internal orientation polarity involves extra-
ceptive (extraversing) versus intraceptive (introversing)
modes of information gathering or knowledge sourcing.

2. The tangible–intangible disposition polarity entails realis-
tic (sensory, concrete) versus intuitive (abstract) modes of
attending to, selecting, and perceiving information.

3. The ideational–emotional preference polarity pertains to
intellective (thinking) versus affective (feeling) modes of
information processing.

4. The integrating–innovative bias polarity relates to assim-
ilative (systematizing) versus imaginative (innovating)
modes of knowledge transformation; that is, knowledge
assimilation versus cognitive accommodation.

Implicitly, Choiniere and Keirsey (1992) cross the
tangible–intangible cognitive mode with the other–self moti-
vating aim to yield a fourfold (realistic, concrete vs. intuitive,
abstract mode of thought and speech � moral sanctioning vs.
pragmatic utilitarian value orientation) categorization of U.S.
presidents as Guardians (concrete sanctioners), Idealists
(abstract sanctioners), Artisans (concrete utilitarians), and Ra-
tionals (abstract utilitarians; pp. 8–10; see also pp. 598–602).
Furthermore, Choiniere and Keirsey’s (1992) model of “pres-
idential temperament” distinguishes two variants of each
type—directing and reporting (pp. 11–12)—a distinction that
appears to be a surface manifestation of Millon’s (1990)
active–passive polarity. Thus, when reconceptualized in terms
of Millon’s (1994a) three universal evolutionary motivating
aims and four cognitive modes, there are eight distinct leader-
ship styles: active-realist utilitarians (Operator Artisans such
as Theodore Roosevelt, Franklin D. Roosevelt, John F.
Kennedy, and Lyndon B. Johnson); passive-realist utilitarians
(PlayerArtisans such as Warren Harding and Ronald Reagan);
active-intuitive utilitarians (Organizer Rationals such as
Herbert Hoover and Dwight D. Eisenhower); passive-intuitive
utilitarians (Engineer Rationals such as Thomas Jefferson
and Abraham Lincoln); active-realist sanctioners (Monitor
Guardians such as George Washington, Woodrow Wilson,
Calvin Coolidge, Harry Truman, Jimmy Carter, and Richard
Nixon); passive-realist sanctioners (Conservator Guardians
such as William McKinley, William Taft, Gerald Ford, and
George H. W. Bush); active-intuitive sanctioners (Mentor
Idealists); and passive-intuitive sanctioners (Advocate Ideal-
ists). There have been no Idealist U.S. presidents; however,
Choiniere and Keirsey (1992) present Mohandas Gandhi and
Eleanor Roosevelt as prototypes of, respectively, the Mentor
and Advocate Idealist.

AN EVOLUTIONARY MODEL OF PERSONALITY
AND POLITICAL PERFORMANCE:
THE TACTICAL MODALITIES

Millon’s (1996, chapter 5) tactical modalities of applied psy-
chological intervention are conceptually anchored to his
eight structural and functional personality domains, encom-
passing the behavioral, phenomenological, intrapsychic, and
biophysical levels of analysis. Millon (1996) notes that the
eight domains “are not themselves the parts of personality,
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but do serve as a means of classifying the parts or constructs
of personality” (p. 183). There is heuristic value in employ-
ing a parallel organizational scheme to classify the constructs
of political performance (leadership and decision making).
At a minimum, such a heuristic model establishes explicit
links between the source domain of personality and the target
domain of political performance.

Biophysical Level

Fundamentally, Barber’s (1972/1992) dimensions of activity–
passivity and positive affect/negative affect constitute a
temperamental (i.e., having a predisposition to activity and
emotionality) construct. Thus, Barber’s construal of “presi-
dential character” offers a congenial framework for deducing
biophysical (temperamental and affective) modalities of
presidential performance.

The biophysical modality also is capable of accommodat-
ing the notion of emotional intelligence, one of the six key
qualities in Greenstein’s (2000) schema for describing presi-
dential leadership style and job performance. The flawed
presidencies of Lyndon B. Johnson, Richard Nixon, Jimmy
Carter, and Bill Clinton all serve as stark reminders of the
pernicious effects that failed emotional management can
have on presidential performance. More significant, however,
is that this modality offers a congenial framework for accom-
modating the emerging biopolitical perspective (e.g.,
Marcus, 2001; Masters, 1989) on the psychology of politics.

Behavioral Level

The ubiquitous task–relationship dimension, prevalent in con-
temporary theories of leadership (including that of Hermann,
1986), presents a clear-cut instance of a personality-based
leadership orientation observed at the behavioral level. The
behavioral modality also represents the appropriate data level
for assessing Renshon’s (1996b) “three distinct aspects of
presidential and political leadership: mobilization, orchestra-
tion, and consolidation” (p. 226). Three of Greenstein’s (2000)
six stylistic and performance qualities can be assembled at the
behavioral level of analysis: organizational capacity, effec-
tiveness as a public communicator, and political skill.

Phenomenological Level

Numerous personality-based leadership traits and qualities
converge on the phenomenological data level, including con-
ceptual complexity (Hermann, 1974, 1987), integrative com-
plexity (Suedfeld, 1994), cognitive style (George & Stern,
1998), sense of efficacy and competence (George & Stern,
1998), and judgment/decision making (Renshon, 1996b).

Two of Greenstein’s (2000) presidential leadership and per-
formance qualities, namely vision (which subsumes both the
power to inspire and consistency of viewpoint) and cognitive
style, assemble at this data level.

Intrapsychic Level

Both Hermann’s (1987) trust–distrust dimension (a compo-
nent of interpersonal style) and George and Stern’s (1998)
orientation toward political conflict (which influences a
leader’s choice of policy-making system) lend themselves to
analysis at the intrapsychic data level. Indeed, numerous per-
sonological and social-psychological perspectives relevant to
political leadership, judgment, and decision making converge
at the intrapsychic level, including the ego-defensive notion
of scapegoating as a form of displaced aggression (Adorno
et al., 1950; Hovland & Sears, 1940); the belief in a just
world and blaming the victim (Lerner, 1970) as a form of de-
fensive attribution; and the problem of defensive avoidance
in political decision making (Janis & Mann, 1977). The in-
trapsychic modality also offers a heuristic frame of reference
for examining psychodynamic aspects of xenophobia, ethnic
hatred, and the so-called roots of evil (Staub, 1989) as ex-
pressed in political leadership.

CONCLUSION

Political psychologists recognize that political outcomes are
governed by a multitude of factors, many of them indetermi-
nate. Nonetheless, the study of personality in politics has
advanced sufficiently to permit broad personality-based per-
formance predictions and to pinpoint a political candidate’s
specific strengths and limitations.

A coherent psychodiagnostic framework capable of cap-
turing the critical personological determinants of political
performance, embedded in a broad range of attribute domains
across the entire matrix of the person—not just the individ-
ual’s motives, operational code, integrative complexity, or
personality traits—is the one indispensable tool without
which the assessment of personality in politics can neither
prevail nor prosper.

Although this chapter has but scratched the surface in
breaking new ground for the construction of a generative,
evolutionary foundation for personality-in-politics inquiry, I
join Theodore Millon (coeditor of this volume) in reflecting
as he did upon concluding his epoch-making Toward a New
Personology: An Evolutionary Model (1990):

Some may very well argue they just struggled through an au-
thor’s need not only to impose an unnecessary order but to frame
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its elements in an overly formalistic sequence; that I, the author,
have forced the subject of personology into the procrustean bed
of theoretical predilections, drawing on tangential topics of little
or no relevance. If such a case be valid, I regret that my habit of
seeking bridges between scientific domains has led me to cohere
subjects best left disparate. It is hoped that this philosophic prej-
udice, obviously inspired by a personally driven world view, will
yet prove to have a modicum of empirical merit and theoretical
value. (p. 177)
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Psychology at the beginning of the twenty-first century has
become a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field. 

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology. 

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that define the
fields they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective fields. Third, for psychologists seeking
to become conversant with fields outside their own specialty
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature. 

The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER

Tampa, Florida
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At this writing, at the beginning of the twenty-first century,
the study of human development is framed by theoretical
models that stress that dynamic, integrated relations across
all the distinct but fused levels of organization involved in
human life. The relations among these levels constitute the
basic process of development. The levels include biology,
individual psychological and behavioral functioning, social
relationships and institutions, the natural and designed phys-
ical ecology, culture, and history.

Indeed, from the beginning of the last century to the pre-
sent one, the history of developmental psychology has been
marked by an increasing interest in the role of history. Schol-
ars have been concerned with how temporal changes in the
familial, social, and cultural contexts of life shape the quality
of the trajectories of change that individuals traverse across
their life spans. Scholars of human development have incor-
porated into their causal schemas about ontogenetic change a
nonreductionistic and synthetic conception about the influ-
ence of context—of culture and history—on ontogenetic
change. In contrast to models framed by a Cartesian split
view of the causes of change, cutting-edge thinking in the
field of human development has altered its essential ontology.
The relational view of being that now predominates the field
has required epistemological revisions in the field as well.
Both qualitative understanding and quantitative understand-
ing have been legitimized as scholars have sought an inte-
grated understanding of the multiple levels of organization
comprising the ecology of human development.

The integrated relations studied in contemporary scholar-
ship are embedded in the actual ecology of human develop-
ment. As a consequence, policies and programs represent
both features of the cultural context of this ecology and
methodological tools for understanding how variations in
individual-context relations may impact the trajectory of
human life. As such, the application of developmental sci-
ence (through policy and program innovations and evalua-
tions) is part of—synthesized with—the study of the basic,
relational processes of human development.

In essence, then, as we pursue our scholarship about
human development at this early part of a new century, we do
so with an orientation to the human life span that is charac-
terized by (a) integrated, relational models of human life,

perspectives synthesizing biological-through-physical eco-
logical influences on human development in nonreductionis-
tic manners; (b) a broad array of qualitative and quantitative
methodologies necessary for attaining knowledge about
these fused, biopsychoecological relations; (c) a growing ap-
preciation of the importance of the cultural and historical in-
fluences on the quality and trajectory of human development
across the course of life; and (d) a synthesis of basic and ap-
plied developmental science. 

These four defining themes in the study of human devel-
opment are represented in contemporary developmental sys-
tems theories, perspectives that constitute the overarching
conceptual frames of modern scholarship in the study of
human development. We believe that the chapters in this vol-
ume reflect and extend this integrative systems view of basic
and applied developmental scholarship.

Part I of this volume, “Foundations of Development
Across the Life Span,” describes the ontological and episte-
mological features of this synthetic approach to developmen-
tal science. The following four parts of the volume provide
evidence, within and across successive portions of the life
span, of the rich scholarship conducted to describe and explain
dynamic relations between developing individuals and their
complex contexts. The final part of the volume, “Applied
Developmental Psychology Across the Life Span,” extends
the age-specific discussions of basic person-context relational
processes to multiple portions of the life span. Chapters in this
section focus on the use of concepts and research associated
with developmental systems thinking in applied efforts aimed
at enhancing relational processes and promoting positive,
healthy developmental trajectories across life.

In sum, by focusing on the four themes of contemporary
human development theory and research just described,
chapters in this volume reflect and offer a foundation for con-
tinued contributions to developmental scholarship aimed at
understanding the dynamic relations between individuals and
contexts. As we believe is persuasively demonstrated by the
chapters in this volume, contemporary human developmental
science provides rigorous and important scholarship about
the process of human development and applications across
the life span. Together, these advances in the scholarship of
knowledge generation and knowledge application serve as an
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invaluable means for advancing science and service pertinent
to people across the breadth of their lives. 

There are numerous people to thank in regard to the prepa-
ration of this book. First and foremost we are indebted to the
volume’s contributors. Their scholarship and dedication to
excellence and social relevance in developmental science and
its application enabled this work to be produced. The contri-
butions serve as models of how scholarship may contribute
both to knowledge and to the positive development of people
across their life spans. We also owe a great debt to editor-in-
chief Irving Weiner, both for giving us the opportunity to edit
this volume of the Handbook and for his unflagging support
and superb scholarly advice and direction throughout the en-
tire project. We are especially indebted to our colleague in the
Eliot-Pearson Department of Child Development at Tufts
University, Professor David Elkind, for his generous and
insightful foreword to this volume.

Our colleagues and students in Eliot-Pearson were great
resources to us in the development of this volume. We thank
Karyn Lu, managing editor of the Applied Developmental
Science Publications Program in Eliot-Pearson, for her ex-
pert editorial support and guidance. Jennifer Simon, our
publisher at Wiley, was a constant source of excellent advice,
encouragement, and collegial support, and we are pleased to
acknowledge our gratitude to her.

Finally, we deeply appreciate the love and support given
to us by our families during our work on this volume. They
remain our most cherished developmental assets, and we
gratefully dedicate this book to them.

RICHARD M. LERNER

M. ANN EASTERBROOKS

JAYANTHI MISTRY



Foreword

Longevity within a discipline carries with it certain advan-
tages. Not the least of these is the luxury of a historical per-
spective. I was increasingly drawn to this perspective as I
read over the topics of this sixth volume of the Handbook of
Psychology: Developmental Psychology. What impressed
me, from a perspective of 40 years, was both how much had
changed and how much had remained the same. Accordingly,
in this foreword I want to take the opportunity to reflect
briefly, for each of the major domains covered by the text,
both on the progress that has been made and on what remains
to be accomplished.

If I were to use one concept to describe the difference be-
tween the developmental psychology of today and that of
40 years ago, it would be the movement from simplicity to
complexity. When I was going to school, positivism was in
vogue. One facet was the belief in Occam’s razor: “Simplify,
simplify” was the dictum—that is, reduce everything to the
simplest, most basic formulation. Today, in our postmodern
world, we recognize that the goal of simplicity was mis-
guided. In all domains of psychological investigation the fur-
ther we progress, the more we discover the multiplicity, and
intricacy, of variables and factors that must be taken into ac-
count in the understanding and prediction of human behavior.
Complexity, moreover, also entails the breakdown of disci-
plinary boundaries and the rapid rise of interdisciplinary
research and theory. 

In their introductory chapter Lerner, Easterbrooks, and
Mistry give a comprehensive overview of the multifaceted
nature of human development. Development has to be histor-
ically situated and connected to the social, cultural, political,
and economic forces that are in play at that time in history.
Complexity is at play in the psychological processes them-
selves. Learning, perception, and cognition, as well as other
psychological dispositions, are all much more involved than
we once supposed them to be. Indeed, each of the chapters in
this book is a testament to this new respect for complexity.

Our discipline is also much broader than it was in the past.
A case in point is the relatively new interest in human devel-
opment across the life span. Today, we take this extension of
our area of research and theory across the whole life cycle as
a given. However, it was not always so. As late as 1954 David
Wechsler could still write that intelligence peaked at the age

of 18 years and declined thereafter. This psychometric view
contributed to a neglect of the psychology of adulthood.
Likewise, the prevalence of Freudian psychology contributed
to the view that adult personality could be understood
completely in terms of childhood experience. Human devel-
opment after adolescence, in and of itself, was generally re-
garded as uninteresting if not boring. Erikson’s work on the
human life cycle was one of the major impetuses to studying
adulthood in all of its psychological vicissitudes. In addition,
the fact that people live longer and healthier lives has con-
tributed to the concern with development across the whole
life cycle. 

Today, as Overton describes it, the field is rich in both re-
search and theory. The life-span approach to development
has raised a whole new set of questions and theoretical issues
that will act back on what we know and think about develop-
ment from infancy to adolescence. Although developmental
psychology has always had an applied dimension, given its
close association with both pediatrics and education, that di-
mension was always subordinate to purely disciplinary con-
cerns. In his chapter, Donald Wertlieb makes clear that that
situation has changed and that applied concerns now dictate a
great deal of developmental research. This applied emphasis
is illustrated not only by Wertlieb’s examples but also by a
great many chapters in the book wherein the authors draw
implication for policy and practice.

Infancy has been one of the most intensely studied and
conceptualized fields of developmental psychology. Again,
our knowledge in this domain, as in so many others, contin-
ues to grow and to demonstrate the complexity of behavior at
the infancy level. The chapter titled “Infant Perception and
Cognition,” by Cohen and Cashon, describes the many con-
temporary research technologies and theoretical models em-
ployed in the study of infants’ progress in cognitive ability
and conceptual understanding. In the next chapter, titled
“Social and Emotional Development in Infancy,” Thompson,
Easterbrooks, and Padilla-Walker emphasize the contextual
variables that have to be considered in understanding attach-
ment and the evolution of self-other understanding. 

The interdisciplinary nature of much of today’s develop-
mental psychology is nicely evidenced by the Gunnar
and Davis chapter titled “Stress and Emotion in Early

xi
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Childhood.” Workers in this area are bringing together psy-
chological, biological, and neurological concepts to provide a
deeper understanding of the dynamics of stress. The next
chapter in this section, “Diversity in Caregiving Contexts,”
by Fitzgerald, Mann, Cabrera, and Wong, is yet another ex-
ample of the emergence of applied studies. With more than
85% of young children in one or another form of child
care, the need to assess the effects of amount and quality of
early child care is imperative. This chapter not only reviews
the few longitudinal studies in this field but also suggests
important caveats in the interpretation of data from such
investigations.

In the third part of the book, which deals with childhood
proper (ages 6–12), we again see how the study of this stage
of development has grown in both breadth and complexity.
The first chapter in this section, by Hoff, summarizes con-
temporary research and theory on language development in
childhood. In so doing, Hoff highlights the biological, lin-
guistic, social, and cognitive approaches to this topic as well
as the many questions that still remain in the attempts to
discover how children learn to talk. In his chapter titled
“Cognitive Development in Childhood,” Feldman summa-
rizes the many changes undergone in a field that was once
dominated by Piagetian research and theory. Neo-Piagetian
approaches, information theory models, the individualization
of normative development, and the use of brain imaging to
study the development of mental processes are but some of
the innovations that have transformed this area of investiga-
tion over the last few decades. 

Likewise, the chapter “Emotion and Personality Develop-
ment in Childhood,” by Cummings, Braungart-Rieker, and
Du Rocher-Schudlich, goes well beyond the identification of
the primary emotions and their differentiation with age,
which once characterized this field. Now researchers look at
emotion in connection with many other facets of develop-
ment from psychobiology to personality. Social-cultural
variables are taken into account as well. What is striking with
respect to emotions, as with so many other topics covered in
this book, is how contextualized the treatment of this topic
now is in contrast to the isolated way in which it was once
approached.

The following chapter, “Social Development and Social
Relationships in Middle Childhood,” by McHale, Dariotis,
and Kauh, is quite striking in its break with the past. For
many decades childhood was a relatively neglected stage ex-
cept perhaps for cognitive and moral development. But these
authors make a strong case for the crucial importance of
this period for the development of independence, work
habits, self-regulation, and social skills. In their chapter titled

“The Cultural Context of Child Development,” Mistry and
Saraswathi give evidence that the road to cross-disciplinary
research is not always smooth. They illustrate how the
fields of cross-cultural psychology, cultural psychology, and
developmental psychology do not always map easily on to
one another. They give challenging examples of the kinds of
research paradigms that might ease the integration of culture
and development.

Part IV of the text deals with adolescence. The first chap-
ter, “Puberty, Sexuality, and Health,” by Susman, Dorn, and
Schiefelbein, is a testament to the complexity with which we
now view development. In addition to biopsychosocial mod-
els, the paper also includes the perspectives of developmental
contextualism and holistic interactionism. It also reflects the
new applied emphasis by suggesting some of the policy, and
educational implications, of current research on pubertal
timing. In their chapter titled “Cognitive Development in
Adolescence,” Eccles, Wigfield, and Byrnes focus upon the
relation of cognitive growth and achievement as this relation-
ship is mediated by gender and ethnic group differences.
Again we see that cognitive development, once considered
pretty much in isolation, is now placed in a much broader
personal-social context.

Galambos and Costigan also demonstrate the new multi-
variate approach to developmental issues in their chapter
titled “Emotion and Personality Development in Adoles-
cence.” Among the new themes emerging from this contex-
tual approach are a focus on optimal development, cultural
variations, the relation of emotion to temperament, and the
person approach. The applied dimension is reflected in the
author’s suggestions for intervention and prevention pro-
grams. In their chapter titled “Positive Behaviors, Problem
Behaviors, and Resiliency in Adolescence,” Perkins and
Borden give the lie to the naive notion that educational
curricula are the panacea for all of adolescent problem be-
haviors. On the contrary, this chapter reflects our current
understanding that the real issue is why young people take
risks. Perkins and Borden detail the risk factors revealed by
contemporary research. They also provide a brief history of
the development of resiliency research. In this review they
highlight the many forms of social capital that support
invulnerability. Authors Kerr, Stattin, Biesecker, and Ferrer-
Wreder provide a groundbreaking integration of the parent-
ing and the peer interaction literature in their chapter titled
“Relationships with Parents and Peers in Adolescence.”
Up until very recently these two topics were dealt with as
independent issues. This chapter provides a fine example of
the integrative work going on both within and between
disciplines.
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Part V of the text looks at research and theory on adult-
hood and aging. In their chapter titled “Disease, Health, and
Aging,” Siegler, Bosworth, and Poon look at the variables
coming into play in the study of aging during this new
century. These variables include the input from multiple
disciplines, a focus on Alzheimer’s, the social context of
aging, and the impact of new discoveries in medicine and
genetics. Dixon and Cohen, in their chapter titled “Cognitive
Development in Adulthood,” summarize findings from a very
active field of research. Both studies dealing with classical
and emerging issues are reviewed. One of the classical issues
is the study of patterns of intellectual aging. Among the
emerging issues are the study of metamemory and social
interactive memory. 

A major issue of personality research in adulthood is the
stability and change of attitudes and traits over time. In their
chapter titled “Personality Development in Adulthood and
Old Age,” Bertrand and Lachman review several ap-
proaches, theories, and models that have been put forward to
address this issue. They also review findings regarding the
relation of identity, self-efficacy, and other variables on
the development of adult personality. A novel approach to
the study of aging is introduced by Pruchno and Rosenbaum
in their chapter titled “Social Relationships in Adulthood
and Old Age.” These authors focus on research on adult so-
cial relations in which at least one of the participants is el-
derly. They look at relations among spouses, parents and
children, siblings, and friends. Their aim is not only to dis-
cern patterns but also to identify key research questions that
have yet to be addressed.

Part VI of the book is devoted to applied issues. Hauser-
Cram and Howell, in their chapter titled “Disabilities and
Development,” review the history and current state or re-
search on children with disabilities. Although the authors
welcome the research relating disabilities to family influ-
ences and family health, they cite the lack of research relating
disabilities to cultural conceptions of challenged children.
The next chapter, “Applied Developmental Science of Posi-
tive Human Development,” by Lerner, Anderson, Balsano,
Dowling, and Bobek, is conceptual and theoretical rather
than empirical. A number of different person-context models
are reviewed, and the authors use the youth charter model as
an example of how the person-context approach can be em-
ployed to promote adolescent health. In his chapter titled
“Child Development and the Law,” Lamb illustrates how de-
velopmental research and theory can be invaluable in making
legal decisions affecting the family. As cases in point he
reviews the research regarding child witness testimony and
divorce and custody. This review makes his case that the

legal system might well look to developmental science for
important information and guidance.

A very interesting approach to life-span development is
offered by Connell and Janevic in their chapter titled “Health
and Human Development.” These authors look at the impor-
tant issue of how health habits, social involvement, and atti-
tudes at one age period affect health at later periods. A telling
example is the relation between a relative lack of physical ac-
tivity in the early adult years and the contraction of diabetes
at middle age. The authors suggest important contextual is-
sues such as socioeconomic status, race, culture, and gender
as other variables that enter into the health-aging connec-
tion. The final chapter, “Successful Aging,” ends on a posi-
tive note. In this chapter Freund and Riediger deal with
models that have been suggested for successful aging. These
models emphasize the importance of actively taking charge
of one’s life and of continued engagement with the world. In
so doing, older people can maintain high-level functioning
and well-being. Further research in this area will be espe-
cially important as the proportion of our aging population
increases with the entrance of the baby boomers into the se-
nior citizen category.

The review of these chapters thus gives evidence of the
vigorous growth of child development as a discipline. Com-
plexity of conceptualization and research design, interdisci-
plinary research, and an applied emphasis all characterize the
field today. Although there is so much to admire in the
progress we have made, it is perhaps a bit unappreciative to
remark on an area that I feel continues to be neglected. This
neglected area is education. Child development has so much
to contribute to education, yet we continue to remain on the
sidelines and limit our involvement to such issues as disabil-
ities or reading problems. The reason may be that there is a
whole field of educational research that purportedly is the sci-
ence of education. But much of educational research is unin-
formed by developmental psychology. This is particularly
true in the domain of content, where educational psychology
is particularly remiss. Developmental psychology has a
tremendous role to play. We need to explore how children
learn different subject matters and look at this learning in the
contextual framework that has become so prominent in so
many other areas. It is sad to see so much fine developmental
research with such clear implications for education, to never
be employed in this way. I believe it is time to make educa-
tion an important field for applied developmental science.

The foregoing remarks are in no way a criticism of this re-
markable volume. Rather, they are addressed to the field as a
whole. What is so satisfying about this Handbook is how so
much of what is new and invigorating in the field is now a
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part of our conventional wisdom. We are no longer bound by
the early constraints of psychology that identified science
with experimentation and quantification and operationally
defined variables. Observation, ethnographic studies and
narrative, and other qualitative methodologies are now
part of the developmentalist’s tool kit. And we no longer
have only the grand theories of Freud, Piaget, and Erikson;

we also appreciate the domain specificity of so much of
human thought and behavior. This book is not only a solid
summary of where we stand with regard to our knowledge of
human development today, but also a powerful witness for
the readiness of the field itself to grow and to mature.

DAVID ELKIND
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Introduction: Dimensions of Developmental Psychology

RICHARD M. LERNER, M. ANN EASTERBROOKS, AND JAYANTHI MISTRY

1

Wilhelm Wundt labeled the science he is typically credited
with launching as physiological psychology (Boring, 1950).
In turn, at the end of his career Wundt sought to understand
the science he had launched within the frame of cultural
anthropology (Misiak & Sexton, 1966). Even in its early
history, then, psychology has been a field whose individual-
level scholarship has been linked to phenomena at levels of
organization either more micro or more macro than its own. 

Often, however, mechanistic and reductionist models
were used to conceptualize the relations among levels. For
example, Homans’s (1961) social exchange theory used prin-
ciples of operant learning to reduce dyadic relationships to
psychogenic terms. Wilson (1975), in turn, reduced instances
of (seemingly) moral behaviors (labeled as altruistic) to pur-
ported biogenic explanations (involving the concepts of ga-
metic potential and inclusive fitness).

The field of developmental psychology has been an in-
stance of this general approach in psychology, that is, of the
orientation to explain the phenomena of one level of organi-
zation by reductive reference to terms associated with an-
other level. Bijou and Baer (1961) attempted to explain all
phenomena associated with psychological and behavioral
development during infancy and childhood by reduction to
the principles of classical and operant conditioning. Rowe
(1994) sought to reduce parent-child relations and, in fact, all
socialization experiences of childhood by reference to ge-
netic inheritance, as represented by estimates of heritability.

The attempts by such developmental psychologists to por-
tray the phenomena of one level of organization as primary,
or “real,” and others as derivative, or epiphenomenal, were
representative of a more general tendency among develop-
mentalists to split apart the components of the ecology of
human life and to treat the bases of development as residing
in one or another component, for example, nature or nurture
(Overton, 1973, 1998). Indeed, theoretical controversies
and associated empirical activity revolved around whether

nativist concepts or experiences associated with learning
could explain the development of perception, cognition, lan-
guage, intelligence, or personality (Cairns, 1998; Dixon &
Lerner, 1999). This split also is illustrated by the tendency to
reduce human relationships to interactions among members
of dyads, or individual interaction sequences. In addition,
split conceptions of development framed debates about
whether continuity or discontinuity characterized the course
of life; for instance, a key issue was whether early experi-
ence, split off from subsequent periods of life, was integral in
shaping the context of the person’s psychological-behavioral
repertoire across ontogeny (Brim & Kagan, 1980).

LEVELS OF INTEGRATION IN
HUMAN DEVELOPMENT

An old adage says that “standing on the shoulders of giants
we can see forever.” For scholars of human development—
especially contemporary developmentalists who eschew the
split conceptions of the past—many of these giants came
from the fields of biological-comparative psychology (e.g.,
Gottlieb, 1983, 1997; Gottlieb, Wahlsten, & Lickliter, 1998;
Kuo, 1976; Lehrman, 1953; Maier & Schneirla, 1935;
Novikoff, 1945a, 1945b; Schneirla, 1957; Tobach, 1981; von
Bertalanffy, 1933). Through the cumulative impact of the
theory and research of such scholars, by the early years of
the twenty-first century scientists studying human develop-
ment have come to view the reductionist and split concep-
tions that dominated conceptual debates in developmental
psychology during the first seven to eight decades of the twen-
tieth century as almost quaint historical artifacts. The few con-
temporary remnants of these split conceptions (e.g., Plomin,
2000; Rushton, 2000; Spelke & Newport, 1998) are regarded
as theoretically atavistic and as conceptually and methodolog-
ically flawed (e.g., see Hirsch, 1997; Lerner, 2002).
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Within the context of the contemporary understanding of
the theoretical flaws of past and, in some cases, present (e.g.,
Plomin, 2000; Rowe, 1994; Rushton, 2000), contemporary
contributions to the literature of human development derive
from ideas that stress that an integrative, reciprocal relation,
fusion, or dynamic interaction of variables from multiple lev-
els of organization provides the core process of development.
These relational ideas—summarized in the concepts associ-
ated with developmental systems models of human develop-
ment (Ford & Lerner, 1992; Sameroff, 1983; Thelen & Smith,
1998)—are found in the theoretical ideas associated with the
work of the comparative psychologists just noted.

To illustrate, the comparative work of Gilbert Gottlieb
(1983, 1997; Gottlieb et al., 1998) has been a central influence
on contemporary developmental psychology, providing a rig-
orous, compelling theoretical and empirical basis for viewing
human development as involving changes in a person-context
developmental system across the life span. Gottlieb’s scholar-
ship has documented the probabilistic epigenetic character of
developmental changes, that is, alterations that result from
variation in the timing of the integrated or fused relations—or
the coactions—among levels of organization ranging from bi-
ology through the macroecological influences of culture and
history. Using examples drawn from a variety of species—
and involving, for instance, variation in morphological out-
comes of development in the minute parasitic wasp, the emer-
gence of enameled molar teeth resulting from chick oral
epithelial cells being placed in contact with mouse cell
mesenchyme, dominant frequencies in the vocalizations of
mallard duck embryos and hatchlings, phenotypic variation in
the body builds of human monozygotic twins reared apart,
and secular trends from 1860 to 1970 in the age at menarche
of European and United States females—Gottlieb (1997,
1999) provided evidence of a probabilistic epigenetic view of
bidirectional structure-function development. This view
(Gottlieb, 1997, 1999) may be summarized as

Genetic activity (DNA ← → RNA ← → Protein)
←→ Structural Maturation ← → 
Function, Activity, or Experience

Thus, Gottlieb’s (1983) theoretical work is coupled with
rich and convincing empirical documentation that biology-
ecology coactions provide a basis of plasticity—of the
potential for systematic change—across the course of life
(e.g., see Gottlieb, 1997).

Gottlieb’s (1997, 1999; Gottlieb et al., 1998) scholarship
underscores the importance of focusing developmental
analysis on the multilevel, integrated matrix of covariation—
on the dynamic developmental system—that constitutes

human development. Moreover, in forwarding a systems
view of human development, this scholarship necessitates
that developmental psychologists transcend a psychogenic
view of their field. This scholarship leads developmentalists
to embrace a perspective that includes contributions from the
multiple—biological, behavioral, and social—sciences that
afford understanding of the several coacting levels of organi-
zation integrated in the developmental system. 

In a similar vein, scholars building on Vygotsky’s (1978)
sociocultural perspective on human development also em-
phasized the need to transcend the boundaries of psychologi-
cal science. Cole (1990, 1996) and Werstch (1985, 1991)
explicated Vygotsky’s description of the genetic method for
the study of human development, stating that a complete
theory of human development for the study of human devel-
opment must be able to explain development at the phyloge-
netic, sociohistorical, ontogenetic, and microgenetic levels.
The assumption is that such an endeavor requires the integra-
tion of perspectives from biology, sociology, anthropology,
history, and psychology.

In short, to understand human development, developmen-
tal psychologists must become developmental scientists.
They must become multidisciplinary collaborators seeking to
describe, explain, and optimize the changing interlevel rela-
tions that constitute the basic process of development within
a developmental systems perspective (Lerner, 1998a, 1998b,
2002).

SCHOLARLY PRODUCTS AND PRODUCERS OF
DEVELOPMENTAL SYSTEMS MODELS

The work of Gottlieb and other comparative psychologists
found a ready audience among many developmentalists
across the last three decades of the twentieth century. This pe-
riod was a teachable moment in the field of developmental
psychology because many scholars were struggling to find a
theoretically sound means to frame what were anomalous
findings by the then-current split theoretical models (e.g.,
associated with either nature or nurture, mechanistic concep-
tions or predetermined epigenetic models; see Gottlieb, 1997;
Lerner, 2002; Overton, 1973, 1998; and chapter by Overton
in this volume, for discussion of these split approaches).

For example, these findings pertained to cohort or time-of-
testing effects on human ontogenetic change, to the role of
later life events in altering (creating discontinuities with)
the trajectories of individual development, and to the pres-
ence of plasticity across life—even in the aged years—
regarding biological, psychological, and social functioning
(e.g., see Baltes, Lindenberger, & Staudinger, 1998; Baltes,
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Staudinger, & Lindenberger, 1999; Brim & Kagan, 1980;
Elder, 1998, 1999; Lerner, 2002). These findings demon-
strated that dynamic relations between individual characteris-
tics and critical contextual events or nonnormative historical
episodes shaped the character of change across the life span.

Several different developmental systems theories were de-
veloped in regard to such findings (e.g., Brandtstädter, 1998;
Bronfenbrenner & Morris, 1998; Csikszentmihalyi &
Rathunde, 1998; Elder, 1998; Feldman, 2000; Fischer &
Bidell, 1998; Ford & Lerner, 1992; Gottlieb, 1997, 1998,
1999; Lerner, 2002; Magnusson & Stattin, 1998; Overton,
1998; Thelen & Smith, 1998; Wapner & Demick, 1998).
Across these different formulations there is a common em-
phasis on fused person-context relations and on the need to
embed the study of human development within the actual set-
tings of human life.

Such embeddedness may involve tests of theoretically
predicated ideas that appraise whether changes in the
relations within the system result in alterations in develop-
mental trajectories that coincide with model-based predic-
tions. Depending on their target level of organization, these
changes may be construed as policies or programs, and the
evaluation of these actions provides information about both
the efficacy of these interventions in promoting positive
human development and the basic, relational process of
human development emphasized within developmental sys-
tems models.

As such, within contemporary developmental systems
theory, there is a synthesis of basic and applied developmen-
tal science. That is, by studying integrated person-context
relations as embedded in the actual ecology of human devel-
opment, policies and programs represent both features of the
cultural context of this ecology and methodological tools for
understanding how variations in individual-context relations
may impact the trajectory of human life. Thus, the applica-
tion of developmental science (through policy and program
innovations and evaluations) is part of—is synthesized
with—the study of the basic relational processes of human
development.

THE CONTEMPORARY FEATURES OF
DEVELOPMENTAL SCIENCE

As the decade of the 1980s ended, the view of developmental
science that Paul Mussen (1970) had forwarded at the begin-
ning of the 1970s—that the field placed its emphasis on
explanations of the process of development—was both vali-
dated and extended. Mussen alerted developmentalists to the
burgeoning interest not in structure, function, or content per

se but to change, to the processes through which change
occurs, and thus to the means through which structures trans-
form and functions evolve over the course of human life. His
vision of and for the field presaged what emerged in the
1990s to be at the cutting edge of contemporary developmen-
tal theory: a focus on the process through which the individ-
ual’s engagement with his or her context constitutes the basic
process of human development.

The interest that had emerged by the end of the 1980s in
understanding the dynamic relation between individual and
context was, during the 1990s, brought to a more abstract
level, one concerned with understanding the character of the
integration of the levels of organization comprising the
context, or bioecology, of human development (Lerner,
1998a, 1998b). This concern was represented by reciprocal or
dynamic conceptions of process and by the elaboration of
theoretical models that were not tied necessarily to a particu-
lar content domain but rather were focused on understand-
ing the broader developmental system within which all
dimensions of individual development emerged (e.g.,
Brandtstädter, 1998; Bronfenbrenner, 2001; Bronfenbrenner
& Morris, 1998; Ford & Lerner, 1992; Gottlieb, 1997;
Magnusson, 1999a, 1999b; Sameroff, 1983; Thelen & Smith,
1994, 1998). In other words, although particular empirical is-
sues or substantive foci (e.g., motor development, the self,
psychological complexity, or concept formation) lent them-
selves readily as exemplary sample cases of the processes
depicted in a given theory (Lerner, 1998a), the theoretical
models that were forwarded within the 1990s were superor-
dinately concerned with elucidating the character of the
individual-context (relational, integrative) developmental
systems (Lerner, 1998b).

During the 1980s and 1990s similar concerns with under-
standing the nature of the integration between individual
development and cultural context led to the development of
sociocultural perspectives on human development.As already
noted, some scholars extended Vygotsky’s (1978) socio-
historical theory to emphasize the study of human develop-
ment as it is constituted in sociocultural context (Cole, 1990,
1996; Rogoff, 1990; Wertsch, 1985, 1995). Others conceptual-
ized culture as the meaning systems, symbols, activities, and
practices through which people interpret experience (Bruner,
1990; Goodnow, Miller, & Kessel, 1995; Greenfield & Cock-
ing, 1994; Markus & Kitayama, 1991; Shweder, 1990).

By the end of the twentieth century, then, the conceptually
split, mechanistic, and atomistic views, which had been in-
volved in so much of the history of concepts and theories of
human development, had been replaced by theoretical mod-
els that stressed relationism and integration across all the
distinct but fused levels of organization involved in human
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life. This dynamic synthesis of multiple levels of analysis is a
perspective having its roots in systems theories of biological
development (Cairns, 1998; Gottlieb, 1992; Kuo, 1976;
Novikoff, 1945a, 1945b; Schneirla, 1957; von Bertalanffy,
1933); in addition, as noted by Cairns (1998), the interest in
understanding person-context relations within an integrative,
or systems, perspective has a rich history within the study of
human development.

For example, James Mark Baldwin (1897) expressed in-
terest in studying development in context, and thus in under-
standing integrated, multilevel, and hence interdisciplinary
scholarship (Cairns, 1998). These interests were shared as
well by Lightner Witmer, the founder in 1896 of the first psy-
chological clinic in the United States (Cairns, 1998; Lerner,
1977). Moreover, Cairns describes the conception of devel-
opmental processes—as involving reciprocal interaction,
bidirectionality, plasticity, and biobehavioral organization
(all quite modern emphases)—as integral in the thinking of
the founders of the field of human development. For instance,
Wilhelm Stern (1914; see Kreppner, 1994) stressed the
holism that is associated with a developmental systems per-
spective about these features of developmental processes. In
addition, other contributors to the foundations and early
progress of the field of human development (e.g., John
Dewey, 1916; Kurt Lewin, 1935, 1954; and even John B.
Watson, 1928) stressed the importance of linking child devel-
opment research with application and child advocacy—a
theme of very contemporary relevance (Lerner, Fisher, &
Weinberg, 2000a, 2000b; Zigler, 1999).

The field of human development has in a sense come full
circle in the course of a century. From the beginning of the
last century to the beginning of the present one, the history
of developmental psychology has been marked by an in-
creasing interest in the role of history—of temporal changes
in the familial, social, and cultural contexts of life—in shap-
ing the quality of the trajectories of change that individuals
traverse across their life spans. As a consequence of incorpo-
rating into its causal schemas about ontogenetic change a
nonreductionistic and a synthetic conception about (as com-
pared to a Cartesian split view of) the influence of context—
of culture and history—the field of human development has
altered its essential ontology. The relational view of being
that now predominates in the field has required epistemolog-
ical revisions in the field as well. Qualitative as well as quan-
titative understanding has been legitimated as scholars have
sought an integrated understanding of the multiple levels of
organization comprising the ecology of human development.
In fact, relational perspectives embracing the developmental
system stress the methodological importance of triangulation
across quantitative and qualitative appraisals of multilevel

developmental phenomena (Lerner, Chaudhuri, & Dowling,
in press).

In essence, then, as we pursue our scholarship about
human development at this early part of a new century, we do
so with an orientation to the human life span that is charac-
terized by (a) integrated, relational models of human life,
perspectives synthesizing biological-through-physical eco-
logical influences on human development in nonreductionis-
tic manners; (b) a broad array of qualitative and quantitative
methodologies requisite for attaining knowledge about these
fused, biopsychoecological relations; (c) a growing apprecia-
tion of the importance of the cultural and historical influences
on the quality and trajectory of human development across
the course of life; and (d) a synthesis of basic and applied de-
velopmental science. 

These four defining themes in the study of human devel-
opment are represented in contemporary developmental
systems theories, perspectives that constitute the overarching
conceptual frames of modern scholarship in the study of
human development. We believe as well that across the rest
of this century the field will advance through the coordinated
emphasis on a culturally and historically sensitive science
that triangulates quantitative and qualitative appraisals of the
relations among the multiple levels of organization fused
within the developmental system.

In short, there has been a history of visionary scholars in-
terested in exploring the use of ideas associated with devel-
opmental systems theory for understanding the basic process
of human development and for applying this knowledge
within the actual contexts of people to enhance their paths
across life. For instance, scholars building on Vygotsky’s
(1978) sociohistorical perspective have explored promising
conceptual frameworks to explicate the integration between
the individual and cultural context in the process of develop-
ment (Cole, 1996; Wertsch, 1995). Accordingly, the chapters
in this volume reflect and extend the diverse theoretical per-
spectives that emphasize understanding dynamic and inte-
grated developmental processes as they are situated in the
varying contexts of people’s lives and circumstances. 

THE PLAN OF THIS VOLUME

Developmental science at the beginning of the twenty-first
century is marked by an explicit integration of philosophy,
theory, and method, on the one hand, and a synthetic under-
standing of basic developmental processes and applications
designed to promote positive human development on the other
(Lerner, 2002). Part I of this volume, “Foundations of Devel-
opment Across the Life Span,” presents these integrations in
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chapters by Overton and by Wertlieb, respectively. The for-
mer chapter contrasts relational perspectives with models
that were based on philosophically and methodologically
problematic, as well as empirically counterfactual, attempts
to split the components of development, for instance, into
sources related to separate nature or nurture influences. In
turn, Overton explains the past and contemporary philosoph-
ical and theoretical bases of relational models of human de-
velopment. The integrative vision he provides for theory and
research frames the cutting edge of contemporary basic and
applied scholarship in developmental science.

Wertlieb discusses how relational models associated with
developmental systems theory are used in applications of
developmental science aimed at promoting healthy develop-
ment across life. Drawing on examples from the literatures
of parenting, early care and education, developmental psy-
chopathology, and developmental assets, Wertlieb explains
that developmental science is well poised to enhance the well-
being of children, adolescents, and their families.

The next four parts of the volume provide evidence, within
and across successive portions of the life span, of the rich
scholarship conducted to describe and explain dynamic rela-
tions between developing individuals and their complex
contexts. In Part II of the volume, titled “Infancy,” Cohen and
Cashon review the explosion of research on infant perception
and cognition in the latter half of the twentieth century. The au-
thors’goal is to lend coherence to the sometimes-contradictory
evidence regarding the abilities of infants. They adopt an
information-processing view as an organizational tool in un-
derstanding how infants of different ages and experiences
perceive and understand their worlds.

In the chapter by Thompson, Easterbrooks, and Padilla-
Walker, the authors examine the dynamics of individual and
context in key constructs of early socioemotional develop-
ment: attachment relationships, self-understanding, and emo-
tional regulation. The ways in which these constructs and
developmental processes emerge and take character are ex-
amined from a relational context (primarily that of the infant
and close caregivers).

Gunnar and Davis apply a dynamic systems approach to the
study of the stress and emotion in the early years of life. The
chapter emphasizes the biological roots of developing emo-
tion systems and the scope and limitations of developmental
plasticity. The authors navigate the fundamental tenets of the
psychobiology of stress and emotion, outlining developmental
integration across infancy. In addition, Gunnar and Davis
place these developmental systems in the context of the rela-
tionships between infants and their caregiving environments.

Issues of caregiving environments are at the center of
the chapter by Fitzgerald, Mann, Cabrera, and Wong. The

authors use a systems approach to understand the role of
child care in the lives of very young children and their fami-
lies. They argue that this field of study needs to include key
mediating or moderating factors (temperament, parent-child
relationships, family risk load) in order to understand the way
in which child care impacts family development.

The chapters in Part III, “Childhood,” present current per-
spectives on the dynamic processes of development and mul-
tiple influences of context in various domains of children’s
development. In the chapter on language acquisition, Hoff fo-
cuses on the current state of the scientific effort to explain
how children acquire language, presenting the biological, lin-
guistic, social, and domain-general cognitive approaches to
the study of language development. Arguing that no approach
is sufficient, Hoff emphasizes dynamic and interactive nature
of language acquisition.

Similarly, Feldman, in the chapter on cognitive develop-
ment, presents the broad theories of the past 50 years that
have attempted to explain the growth and transformation of
the mind. With a focus on the Piagetian revolution, Feldman
presents a systematic and logically organized discussion of
the emergence, prominence, and subsequent evolution of
Piagetian perspectives, leading to more contemporary theo-
retical frameworks and conceptual issues that are driving cur-
rent research and theory development.

Cummings, Braungart-Rieker, and Du Rocher-Schudlich
take a comprehensive approach in their review of the de-
velopment of emotion and personality. These authors begin
with a focus on individual development of emotion and per-
sonality, leading to a discussion of relational influences on
development, followed by a review of developmental psy-
chopathology perspectives.

Similarly, McHale, Dariotis, and Kauh provide a compre-
hensive review of social development and social relationships
in middle childhood. Their chapter represents a particularly
broad and culturally inclusive account of social development
because they begin with a focus on the social ecology of
middle childhood, before highlighting individual processes,
thus situating individual processes in a larger socioecological
context.

Finally, in the chapter on culture and child development,
Mistry and Saraswathi describe current understanding of the
interface between culture and child development by integrat-
ing literature from three subfields of psychology—cultural
psychology, cross-cultural psychology, and developmental
psychology. They illustrate the complementary contributions
of the three subfields in unraveling the culture-individual in-
terface by presenting selective overviews of three topic areas
of development: development of self, development of chil-
dren’s narratives, and development of remembering.
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The dynamics of person-context relations, and the inte-
grated influence of the multiple levels of the developmental
system, frame also the several chapters in Part IV, “Adoles-
cence.” For example, the chapter on puberty, sexuality, and
health, by Susman, Dorn, and Schiefelbein, examines pu-
berty from the perspective of biopsychosocial models of
development. The authors note that the behavioral covariates
of pubertal change are influenced by the interrelation of hor-
mones, bodily constitution, and social relationships.

Similarly, in their discussion of cognitive development
and achievement during adolescence, Eccles, Wigfield, and
Byrnes use relational ideas pertinent of developmental stage-
environment fit to discuss current patterns of school achieve-
ment and recent changes in both school completion and
differential performance on standardized tests of achieve-
ment. In addition, their relational theoretical frame is used to
understand gender and ethnic group differences in achieve-
ment motivation.

In turn, Galambos and Costigan discuss emotional and
personality development in adolescence through reference to
research areas (e.g., emotion regulation, temperament, and
cultural influences on emotion and personality) that draw on
integrative understandings of the person and his or her con-
text. The authors stress that their approach to conceptualizing
emotion and personality aids in the design of intervention and
prevention programs that may result in the promotion of
healthy youth development.

Similarly, in their chapter on parental and peer influences
on development, Kerr, Stattin, Biesecker, and Ferrer-Wreder
emphasize the importance of models of bidirectional rela-
tionship between adolescents and their parents or peers for
understanding the role of these social groups for adolescent
behavior and development. Moreover, the authors emphasize
that adolescents act as active agents in their own develop-
ment and that they integrate their parental and peer contexts
across their development.

Finally, in their discussion of positive behaviors, problem
behaviors, and resiliency, Perkins and Borden emphasize the
interrelation of the behaviors and contents of youth develop-
ment. They stress that to understand the bases of both risk ac-
tualization and resiliency, theory and research must adopt an
integrative systems perspective about the multiple individual
and contextual influences on adolescent development.

Part V, “Adulthood and Aging,” reflects a stress on devel-
opmental systems. For instance, in their discussion of disease,
health, and aging, Siegler, Bosworth, and Poon conceptualize
health as a contextual variable that exists in a bidirectional
relationship with personological processes such as personal-
ity and cognition. They explain how changes in health may

precede changes in individual and social functioning and, as
well, how changes in health status may result from changes in
these functions.

Similarly, in their chapter on cognitive development in
adulthood, Dixon and Cohen explain that cognitive aging in-
volves integrative developmental processes that range from
the neurological, through individual, to social levels of analy-
sis. Cognitive developmental processes are used in different
ways to accomplish different goals throughout adulthood, but
it is always a central component of one’s concept of self and
of one’s adjustment to the challenges of everyday life.

In turn, Bertrand and Lachman emphasize that the key
focus of contemporary personality development research in
adulthood and old age is on assessment of the multidirec-
tional paths of personality and on the impact of individual dif-
ferences throughout the life span. The authors discuss the role
of contextual models, which incorporate person-environment
interactions, in understanding these features of personality
development.

Similarly, Pruchno and Rosenbaum explain that individ-
ual change in adulthood and old age is linked to the people
with whom adults and the aged maintain close relationships.
These social relationships involve spouses, children, siblings,
and friends.

Across the infancy, childhood, adolescence, and adult-
hood and aging sections of this volume, the contributing
scholars make clear that the basic process of human develop-
ment involves dynamic interactions among variables from in-
dividual and contextual levels of organization. These authors
stress that within any focal period of development these inte-
grative relations afford understanding of extant and potential
instances of person-context relations. As such, focus on these
relations is central both for appreciation of basic features of
developmental change and for efforts aimed at enhancing the
character and course of human development. The final sec-
tion of the volume, “Applied Developmental Psychology
Across the Life Span,” extends the age specific discussions of
basic person-context relational processes to multiple portions
of the life span, and does so with a focus on the use of con-
cepts and research associated with developmental systems
thinking in applied efforts aimed at enhancing relational
processes and promoting positive, healthy developmental
trajectories across life. 

The sample cases included in this section involve, first,
disabilities and development. Hauser-Cram and Howell em-
phasize the importance of longitudinal and contextually sen-
sitive research in attempting to understand the development
of young children with biologically based developmental
disabilities. They stress the importance of assessing how the
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strengths of the family system may positively influence the
development of these children. 

Similar systems effects are discussed by Lerner, Anderson,
Balsano, Dowling, and Bobek in their presentation of the key
emphases on person-context relations associated with the
attempts of applied developmental scientists to promote posi-
tive youth development. The authors discuss how the diversity
of person-context relations may be capitalized on to provide a
frame for policy and program innovations seeking to increase
the probability of such development.

The importance of understanding the links between the
developing child and the features of his or her context are
stressed as well by Lamb, who discusses how knowledge of
such relational developmental processes can assist legal au-
thorities. Lamb illustrates this domain of application by dis-
cussing the importance of developmental scholarship in the
areas of child witness testimony and the resolution of divorce
and child custody cases.

A comparable conceptual frame is used in the chapter by
Connell and Janevic on health and human development. The
authors emphasize the importance of adopting an integrated
understanding of biological, cognitive, and social develop-
mental influences on health behaviors from infancy through
older adulthood. Connell and Janevic stress the importance of
understanding the interaction between developmental phe-
nomena and extrinsic factors such as socioeconomic status
and culture in studying health across the life span.

Similarly, Freund and Riediger use dynamic, developmen-
tal systems theories to understand the bases of positive,
successful aging. By reference to the model of selection,
optimization, and compensation; the model of assimilative
and accommodative coping; and the model of primary and
secondary control, the authors explain how integrated rela-
tions between aged people and their contexts can result in the
maintenance of high levels of functioning and of well-being.

In sum, the chapters in this volume contribute significantly
to extending a quarter century or more of scholarship aimed
at understanding the dynamic relations between individuals
and contexts. The present volume brings this scholarship to
both an empirically richer and a more theoretically nuanced
level, one depicting—for multiple substantive foci of human
development and both within and across the major develop-
mental epochs of life—the nature of the reciprocal or dy-
namic processes of human ontogenetic change, of how struc-
tures function and how functions are structured over time.

The consistency across chapters in the demonstration of
the usefulness of developmental systems thinking for theory,
research, and application indicates that this frame for contem-
porary developmental scholarship is not tied necessarily to a

particular content domain, but rather is useful for understand-
ing the broader developmental system within which all
dimensions of individual development emerge (e.g., Ford &
Lerner, 1992; Gottlieb, 1997; Sameroff, 1983; Thelen &
Smith, 1998). In other words, although particular empirical is-
sues or substantive topics (e.g., perceptual development,
successful aging, cognition and achievement, emotional be-
haviors, or complex social relationships) may lend themselves
readily as emphases of developmental scholarship within or
across developmental periods, the chapters in this volume at-
test to the importance of focusing on relational, integrative
individual-context dynamics to understand the human devel-
opmental system.

CONCLUSIONS

The power of contemporary developmental scholarship lies
in its integrative character—across substantive domains of
individual functioning (e.g., biology, emotional, cognition,
and social behaviors), across developmental periods, across
levels of organization (from biology through culture and his-
tory), and across basic and applied interests in regard to un-
derstanding and enhancing human life. As represented by the
scholarship in this volume, contemporary developmental sci-
ence is not limited by (or, perhaps better, confounded by) an
inextricable association with a unidimensional portrayal of
the developing person (e.g., the person seen from the vantage
point of only cognitions, emotions, or stimulus-response con-
nections). Today, the developing person is neither biologized,
psychologized, nor sociologized. Rather, the individual is
systemized; that is, his or her development is conceptualized
and studied as embedded within an integrated matrix of vari-
ables derived from multiple levels of organization. 

This integrative, systems-oriented approach to develop-
mental science is certainly more complex than its organismic
or mechanistic predecessors (Lerner, 2002; Overton, 1998;
chapter by Overton in this volume). However, a developmen-
tal systems approach is also more nuanced, more flexible,
more balanced, and less susceptible to extravagant, or even ab-
surd, claims (e.g., that nature, split from nurture, can shape the
course of human development). Moreover, as elegantly
demonstrated by the chapters in this volume, developmental
systems offer a productive frame for rigorous and important
scholarship about the process of human development and ap-
plications across the life span. Together, these advances in the
scholarship of knowledge generation and knowledge applica-
tion serve as an invaluable means for advancing science and
service pertinent to people across the breadth of their lives. 
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In this chapter I focus on some ideas that usually rest quietly
in the background when development is explored. Back-
ground ideas are not unlike the foundation of a house. A foun-
dation grounds, constrains, and sustains the nature and style
of the building that can ultimately be constructed. So, too, do
background ideas ground, constrain, and sustain both theory
and methods of investigation in any area of inquiry. A foun-
dation is usually ignored by those who live and work in the
house; at least until something goes wrong—for example,
when cracks appear in walls or the house begins to sink into
the ground. So, too, are background ideas often ignored by
investigators, at least until something goes wrong with theo-
retical or empirical efforts in the field of study. In this chapter
I try to bring these ideas from background to foreground; I
also examine how they form the basis for—and constraints
of—both theory and research in developmental psychology.

In scientific discussions background ideas are often
termed metatheoretical or metatheories. They transcend (i.e.,
meta-) theories in the sense that they define the context in
which theoretical concepts are constructed, just as a founda-
tion defines the context in which a house can be constructed.
Further, metatheory functions not only to ground, constrain,

and sustain theoretical concepts, but also to do the same thing
with respect to methods of investigation. For convenience,
when specifically discussing background ideas that ground
methods, these will be termed metamethods. Methodology
would also be an appropriate term here if this were under-
stood in its broad sense as a set of principles that guide em-
pirical inquiry (Asendorpf & Valsiner, 1992; Overton, 1998).

The primary function of metatheory—including meta-
method—is to provide a rich source of concepts out of which
theories and methods emerge. Metatheory also provides
guidelines that help to avoid conceptual confusions—and
consequently, help to avoid what may ultimately be unpro-
ductive ideas and unproductive methods.

Theories and methods refer directly to the empirical
world, whereas metatheories and metamethods refer to the
theories and methods themselves. More specifically, a
metatheory is a set of rules and principles or a story (narra-
tive) that both describes and prescribes what is acceptable
and unacceptable as theory—the means of conceptual explo-
ration of any scientific domain. A metamethod is also a set of
rules and principles or a story, but this story describes and
prescribes the nature of acceptable methods—the means of
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observational exploration—in a scientific discipline. When
metatheoretical ideas—including metamethod—are tightly
interrelated and form a coherent set of concepts, the set is
often termed a model or paradigm. These coherent sets can
form a hierarchy in terms of increasing generality of applica-
tion. Thus, for example, a model that contains the basic con-
cepts from which a theory of memory will be constructed is a
relatively low-level model because it applies only to memory.
A model such as dynamic systems applies to a number of
domains, including social, cognitive, and emotional domains;
hence, it functions at a higher hierarchical level. The hier-
archical dimension of any given set of metatheoretical ideas
also forms a coherently interrelated system of ideas, and the
model operating at the pinnacle of this hierarchy is termed a
worldview (Overton, 1984). Worldviews are composed of co-
herent sets of epistemological (i.e., issues of knowing) and
ontological (i.e., issues of reality) principles. In this chapter,
most of the discussion concerns ideas that have a very high
range of application.

Metatheories and metamethods are closely interrelated
and intertwined. For example (as we will see shortly), when
considering the very nature of development, a prevailing
metatheory may assert the claim that change of form (trans-
formational change) is a legitimate and important part of
the understanding of developmental change. If a prevail-
ing metatheory asserts the legitimacy of transformational
change, then theories of development will include some type
of stage concept, because stage is the theoretical concept that
is used to describe transformational change. Further, if trans-
formational change and stage are a part of one’s metatheory,
then the related metamethod will prescribe the significance of
methods that assess patterns and sequences of patterns that
are appropriate to empirically examining the stage concept in
any given specific empirical domain. On the other hand, if a
metatheory asserts that transformational change is unimpor-
tant to our understanding of development, then any theoreti-
cal concept of stage will be viewed negatively, and methods
of pattern and sequential assessment will be understood to be
of marginal interest.

Broadly, a metatheory presents a vision of the nature of
the world and the objects of that world (e.g., a metatheory
might present a picture of the child as an active agent con-
structing his/her known world, and another metatheory might
picture the child as a “recording device” that processes infor-
mation). A metamethod presents a vision of the tools that will
be most adequate to explore the world described by the
metatheory.

Any rich understanding of the impact of the metatheoreti-
cal requires an historical appreciation of the emergence of
specific alternative metatheoretical approaches to knowl-
edge. Developmental psychology was born and spent its

early years in a curious metatheoretical world. This world,
which began in the seventeenth century, has been called the
modern world or modernity. In the past century, the modern
world has undergone major crises; these form the context for
alternative contemporary metatheories. Before describing
this history, a brief examination of the broad ways that
metatheory colors an understanding of the nature of develop-
ment deserves some attention. This discussion will establish
a developmental framework serving as a general context for
the remainder of the chapter.

DEVELOPMENTAL INQUIRY AND
THE METATHEORETICAL

How should we understand the field of developmental in-
quiry? Although it is clear that change is central in any defin-
ition of development, the process of identifying the specific
nature of this change and identifying what it is that changes
in development is shaped by metatheoretical principles. The
most popular current text definition of development is some
variation of the idea of age changes in observed behavior.
Any reflection, however, reveals that serious problems arise
when development is shaped by this definition. Age has no
unique qualities that differentiate it from time; age is simply
one index of time. There is also nothing unique or novel
about units of age-time, such as years, months, weeks,
minutes, and so on (see Lerner, 2002). Thus, this definition
merely states that development is about changes that occur in
time. The difficulty with this is that all change occurs “in”
time, and—as a consequence—the definition is an empty
one, merely restating that development is about change. At a
minimum the definition omits what some would consider to
be critical features of development, including the idea that
developmental change concerns change that has a directional
quality to it, change that is relatively permanent and irre-
versible, and change that entails orderly sequences. However,
making a judgment that direction and sequence are central
concerns—or making the judgment that they are of marginal
interest—is a direct product of the metatheoretical platform
from which the definition is launched.

Similar problems arise when the definition of ‘what’ de-
velops is limited to observed behavior. Although observed
behavior is clearly central to empirical investigations—the
dependent variable of psychological research efforts—
whether it is the ultimate goal of inquiry is an issue defined
by metatheory. Except in a metatheoretical world identified
with behaviorism, observed behavior may be primarily a
jumping-off point—a point of inference—for an exploration
of unseen processes and patterns of processes that identify
mental life. Again, however, making the judgment that
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mental events are central to understanding—or the judgment
that mental events are marginal—is a metatheoretically moti-
vated judgment.

The Nature of Developmental Change:
Transformations and Variations

Perhaps the broadest conceptualization of developmental
entails the recognition of two fundamental types of change,
transformational and variational (see Figure 1.1). Transfor-
mational change is change in the form, organization, or struc-

ture of any system. The caterpillar transforms into the butter-
fly, water transforms into ice and gas, the seed transforms
into the plant, cells transform into the organism. All nonlinear
dynamic systems, including the human psyche, undergo
transformation change. Transformational change results in
the emergence of novelty. As forms change, they become
increasingly complex. This increased complexity is a com-
plexity of pattern rather than a linear, additive complexity of
elements. As a consequence, new patterns exhibit novel char-
acteristics that cannot be reduced to (i.e., completely ex-
plained by) or predicted from earlier components (indicated
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by the four “person” cubes on the left side of Figure 1.1).
This emergence of novelty is commonly referred to as quali-
tative change in the sense that it is change that cannot be
represented as purely additive. Similarly, reference to dis-
continuity in development is simply the acknowledgment of
emergent novelty and qualitative change (Overton & Reese,
1981). Recognizing these features of transformational
change is quite important when one considers various notions
of stages or levels of development, as these are theoretical
concepts that refer to transformational change with the asso-
ciated emergent novelty, qualitative change, and disconti-
nuity. The philosopher E. Nagel well captured the nature of
transformational change when he suggested that the concept
of development implies two fundamental features: (a) “the
notion of a system, possessing a definite structure [i.e., orga-
nization] . . .”; and (b) “the notion of a set of sequential
changes in the system yielding relatively permanent but
novel increments not only in its structures [i.e., organization]
but in its modes of operation as well” (1957, p. 17).

Variational change refers to the degree or extent that a
change varies from a standard, norm, or average (see the ar-
rows on the right side of Figure 1.1). Consider the pecking of
the pigeon; changes in where, when, and how rapidly pecking
occurs are variational changes. The reaching behavior of the
infant, the toddler’s improvements in walking precision, the
growth of vocabulary, and the receipt of better grades in
school are all examples of variational change. From an adap-
tive point of view, developmental variational change is about
a skill or ability’s becoming more precise and more accurate.
This type of change can be represented as linear—completely
additive in nature. As a consequence, this change is under-
stood as quantitative and continuous.

Given these two types of change, there have been three
metatheoretical solutions proposed for the problem of how
they are related in development. The first and most prominent
solution—given the history to be described later—has been
to treat variation as the bedrock reality of development. This
solution marginalizes transformational change by claiming
that it is mere description, which itself requires explana-
tion. Essentially this claim embodies the promise that all
“apparent” transformational change will ultimately be
explained—perhaps as our empirical knowledge increases—
as the product of variation and only variation. An important
consequence of this solution is that the associated meta-
method will prescribe methods that can assess linear addi-
tive processes, but will marginalize methods that assess
nonlinear processes. A classic example of this general solu-
tion was the Skinnerian demonstration that given only
variations in pecking and reinforcement, it was possible to
train pigeons to hit ping-pong balls back and forth over a
net. Thus, it was claimed that the “apparent” developmental

novelty of playing ping-pong was in reality nothing but the
continuous additive modifications in variation. This solution
is also adopted by those who portray cognitive development
as either a simple increase in representational content (see
Scholnick & Cookson, 1994) or as an increase in the effi-
ciency with which this content is processed (Siegler, 1989,
1996; Sternberg, 1984; Valsiner, 1994).

The second metatheoretical solution treats transforma-
tional change as the bedrock reality and marginalizes the
significance of variation. Here, variation is seen as rather
irrelevant noise in a transformational system. Although this
solution is seldom actually articulated, some stage theories,
such as Erik Erikson’s (1968) theory of psychosocial devel-
opment, have elevated transformational change to a point that
the importance of the variational seems to disappear below
the horizon.

The third metatheoretical approach does not approach
transformation and variation as competing alternative, but
rather it understands them as fundamentally real, necessary,
and interrelated features of development. This solution
asserts a reality in which each assumes a different functional
role, but each explains and is explained by the other. Trans-
formational systems produce variation, and variation trans-
forms the system (this solution is illustrated in Figure 1.1).
This relational metatheoretical posture is discussed later in
this chapter as a “take on reality” that resolves many of
developmental inquiry’s most controversial problems and
opens new paths of investigation.

In relation to this and to other discussions of systems
and dynamic systems explored in this chapter, it should be
noted that the term systems is ambiguous unless clarified
through articulation of its metatheoretical roots (see Overton,
1975). As pointed out by Ludwig von Bertalanffy (1968a,
1968b), the acknowledged father of general systems theory,
systems has different meanings, depending on the background
assumptions that frame its definition. Bertalanffy’s own
systems approach—and the one explored in the present
chapter—begins from background assumptions that stress
the central significance of irreducible activity and organiza-
tion. Other definitions, however, emerge from background
assumptions that stress an ultimate absolute foundation of
static uniform objects and a reductionism of any apparent
activity and organization to this foundation. Bertalanffy him-
self referred to these alternative approaches to systems as the
organismic and mechanistic respectively.

What Changes in Development? The Expressive and
the Instrumental

As with development itself, the what of development has
classically entailed two alternatives. Any action, at any level
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from the neuronal to the molar, can be considered from
the perspective of what it expresses or from the perspective
of the instrumental value of the behavior. The expressive-
constitutive function refers to the fact any action may be
considered the reflection of some underlying organization or
dynamic system. For example, in human ontogenesis we
speak of cognitive systems, affective systems, and motiva-
tional systems (see the systems described in the cubes on the
left of Figure 1.1). These systems have characteristic forms
of activity that are expressed as actions and patterns of action
in the world (center horizontal lines of Figure 1.1). A verbal-
ization may reflect the nature of the child’s system of thought,
a cry in a particular context may reflect the status of the
child’s attachment system, and a series of behaviors may re-
flect the child’s intentional system. The expressive function is
constitutive in the sense that it reflects the creative function of
human action. It reflects the base from which new behaviors,
new intentions, and new meanings are constituted. When in-
quiry is directed toward the assessment or diagnosis of the
nature, status, or change of the underlying psychological sys-
tem, the expressive function is central. It can also be central
when explanations are presented from the perspective of
biological systems. When exploring the expressive function
of an action, the what that changes in development is the
dynamic system that is reflected in the action expression.
Dynamic systems become transformed (left cubes of Fig-
ure 1.1) through their action (center horizontal lines of
Figure 1.1). Thus, dynamic systems as a what of change and
transformation as a type of change are closely related.

The instrumental function of an action is understood as a
means of attaining some outcome; it is the pragmatic and
adaptive dimension of action (see center horizontal lines of
Figure 1.1). For example, in human ontogenesis a cognition
or thought may be the means to solve a problem, the emotion
of crying may lead to acquiring a caregiver, or walking
around may be instrumental in acquiring nourishment.
Communicative actions are instrumental actions that extend
into the domain of the intersubjective (relation of the person
cubes at the left and social world at the right of Figure 1.1).
When inquiry is directed toward the adaptive or communica-
tive value of an action, the instrumental function is central.
What changes when the instrumental is focal is the behavior
itself, but the new behavior is some variation of the original.
Thus, instrumental behaviors as a what of change and varia-
tion as a type of change are also closely related.

In a fashion analogous to the earlier discussion of types of
developmental change, solutions to the relation of the expres-
sive and instrumental functions of change emerge from
three different metatheoretical postures. The first takes the
instrumental-communicative as bedrock and marginalizes
the expressive. This, for example, is the solution of any

perspective that advocates an exclusively functional ap-
proach to a topic of inquiry (e.g., see the work on the func-
tional theory of emotions, Saarni, Mumme, & Campos,
1998), of any theory that advocates an exclusively adapta-
tionist view of a domain of interest, and of any theory that ex-
plicitly denies or marginalizes the status of mental structures,
mental organization, or biological systems as legitimate—if
partial—explanations of behavior.

The second metatheoretical solution reverses the bedrock-
marginalization process. It establishes the expressive as
bedrock and the instrumental as the marginal. Approaches
that offer biological systems, mental systems, or both as
both necessary and sufficient for the explanation of behavior
represent examples of this solution.

The third metatheoretical solution again—as in the case
of the nature of change itself—presents the expressive and
the instrumental as realities that operate within a relational
matrix. The expressive and the instrumental are accepted not
as dichotomous competing alternatives, but rather as differ-
ent perspectives on the same whole (this solution is illus-
trated in Figure 1.1). Like the famous ambiguous figure that
appears to be a vase from one line of sight and the faces of
two people from another line of sight, the expressive and
instrumental represent two lines of sight, not independent
processes. System and adaptation, like structure and func-
tion, are separable only as analytic points of view. Focusing
inquiry on the diagnosis of underlying dynamic biological
and psychological systems in no way denies that behaviors
have an adaptive value; focusing on adaptive value in no
way denies that the behaviors originate from some dynamic
system.

With this introduction to the impact of the metatheoretical
on our understanding of the nature of development and our
understanding of the nature of what changes in development,
we can proceed to examine the details of various metatheo-
retical postures as they emerged historically and as they
currently operate.

A BRIEF HISTORY OF METATHEORETICAL
WORLDS AND THE BIRTH OF
DEVELOPMENTAL PSYCHOLOGY

The Modern Period

Modernity was defined both by a quest for absolute certainty
of knowledge (Toulmin, 1990) and by an effort to expand
individual freedom, especially freedom of thought. Building
knowledge on rational and reasoned grounds rather than
on the grounds of authority and dogma was understood as
the key to each of these goals. The early protagonists who
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developed the basic tenets of this metatheoretical story line
were Galileo Galilei and his physics of a natural world dis-
connected from mind; René Descartes, whose epistemology
elevated disconnection or splitting to a first principle; and
Thomas Hobbes, who saw both mind and nature in a vision of
atomistic materialism. Of the three, Descartes was to have the
greatest and most lasting impact on the text and subtexts of
this particular metatheoretical story.

Descartes’ major contributions entailed the insertion
and articulation of splitting and foundationalism as key
interrelated themes into the story of scientific knowledge.
Splitting is the formation of a conceptual dichotomy—an
exclusive either-or relationship—and foundationalism is a
claim that one or the other elements of the dichotomy con-
stitutes the ultimate Reality or bedrock of certainty. Nature
and nurture, idealism and materialism (form and matter),
reason and observation, subject and object, constancy and
change, biology and culture, and so on all can be—and
under the influence of Cartesian epistemology are—
presented as split-off competing alternatives. Choose a
background principle as the “Real”—as the foundation—
and it follows, under a split metatheory, that the other is
mere appearance or epiphenomenal. It must be cautioned
at this point that there is a critical distinction between the
use of the term real in everyday commonsense life and
the Real of foundationalism. No one argues—or has ever
argued—that there is a lack of reality or realness in the
experienced everyday world. This is commonsense realism.
Commonsense realism accepts the material existence of a
real, actual, or manifest world and all metatheoretical per-
spectives treat people, animals, and physical objects as
having such a real existence. The metatheoretical issue of
the Real with a capital R (Putnam, 1987) is a very different
issue. It concerns the current issue of having an absolute
base or foundation from which everything else emerges. In
this limited sense, the Real is defined as that which is not
dependent on something else—that which cannot be re-
duced to something else.

Modernity’s foundationalism is identified with a final
achievement of absolute certainty and the end of doubt. In
this story even probable knowledge is knowledge on its way
to certainty (i.e., 100% probable). This foundation is not
simply a grounding or a vantage point, standpoint, or point of
view, and certainty and doubt are not dialectically related.
Descartes’ foundationalism describes the final, fixed, secure
base. It constitutes an absolute, fixed, unchanging bedrock—
a final Archimedes point (Descartes, 1969).

Cartesian splitting and foundationalism came to operate as
a permanent background frame for modernity’s scientific
story. However, the specification of the nature of the ultimate

foundation remained at issue. It was left to the empiricist
branch of modernity to locate the Real within a dichotomy of
observation split off from interpretation. Hobbs and later em-
piricists operated within this frame, in which subject became
split from object, mind split from body, ideas split from mat-
ter; they built into it a materialist identification of atomistic
matter as the ultimate ontological foundational Real. Further,
the epistemological rhetoric of Locke, Berkeley, and Hume
operated to suppress subjectivity, mind, or ideas, thereby cre-
ating objectivism, or the belief that the ultimate material real-
ity exists as an absolute—independent of mind or knower
(Searle, 1992). This constituted, as Putnam (1990) has said,
the idea of a “God’s eye view” that would be independent of
the mind of the investigator.

Objectivist matter thus came to constitute the ontological
Real to which all of commonsense experience would be re-
duced to arrive at the goal of science: a systematized body of
certain empirical knowledge. Support for the materialist
foundation arose and was further defined by Newton’s contri-
butions. Central among these was the redefinition of the
nature of matter in a way that conceived of all bodies as fun-
damentally inactive. Prior to Newton, matter was understood
as inherently active. Matter had been conceived in terms of
the relation of being (the static, fixed) and becoming (the
active, changing). Newton, however—through his concept
of inertia—split activity and matter and redefined matter as
inactivity (Prosch, 1964).

The redefinition of bodies as inert matter and the assump-
tion of the atomicity of matter (i.e., bodies as ultimately ag-
gregates of elemental matter that is uniform in nature, and in
combination yields the things of the world), were basic for
Newton’s formulation of his laws of motion. However, they
were also ideas that a later generation generalized into a
metaphysical worldview (i.e., a metatheory at the highest
level of generality). This worldview identified the nature of
the Real as fixed inert matter and only fixed inert matter. This
worldview has been called the “billiard ball” notion of the
universe—“the notion that basically everything . . . was made
up of small, solid particles, in themselves inert, but always in
motion and elasticitly rebounding from each other, . . . and
operating mechanically” (Prosch, 1964, p. 66).

With these metatheoretical themes at hand—splitting,
foundationalism, materialism, empiricism, and objectivism—
it was a short step to the formulation of a completely exclusive
scientific metamethod termed mechanical explanation that
with relatively minor modifications has extended to the pre-
sent day as the metamethod of empiricism. This metamethod
has gone under various names, including neopositivism and
later instrumentalism, conventionalism, and functionalism
(Overton, 1998).
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Mechanical Explanation

The mechanical explanation metamethod continues the split-
ting process by dichotomizing science into two airtight com-
partments, description and explanation. There are three steps
to mechanical explanation. The first is considered descriptive
and the second two are considered explanatory.

Step 1: Reduction-Description. The first step of me-
chanical explanation entails addressing the commonsense
object of inquiry and reducing it to the absolute material, ob-
jective, fixed, unchanging, foundational elements or atoms.
Terms like reductionism, atomism, elementarism, and ana-
lytic attitude all identify this step. In psychology for many
years the atoms were stimuli and responses. Today they tend
to be neurons and behaviors, or contextual factors and
behaviors—the story line changes but the themes remain the
same within this metatheory. In keeping with the framework
of empiricism and materialism, the broad stricture here is to
reduce all phenomena to the visible.

Briefly consider one impact of this first step on devel-
opmental inquiry. Immediately the concepts of transfor-
mational change, stages of development, and the mental
organizations, or dynamic systems that change during devel-
opment become suspect as being somehow derivative be-
cause they are not directly observable. At best under this
story line, transformations, stages, and mental organization
can only function as summary statements for an underlying
more molecular really Real. In fact, the drive throughout this
step is toward the ever more molecular in the belief that
it is in the realm of the molecular that the Real is directly
observed. This is particularly well illustrated in the recent
enthusiasm for a microgenetic method (e.g., D. Kuhn, Garcia-
Mila, Zohar, & Andersen, 1995; Siegler, 1996) as a method
that offers “a direct [italics added] means for studying
cognitive development” (Siegler & Crowley, 1991, p. 606).
In this approach, an intensive trial-by-trial analysis re-
duces the very notion of development to a molecular bedrock
of visible behavioral differences as they appear across
learning trials.

It is important to recognize that the aim of Step 1 is to
drive out interpretations from the commonsense phenomena
under investigation. Under the objectivist theme, common-
sense observation is error laden, and it is only through ever
more careful neutral observation that science can eliminate
this error and ultimately arrive at the elementary bedrock
that constitutes the level of facts or data (i.e., invariable
observations).

Step 2: Causal Explanation. Step 2 of mechanical
explanation begins to move inquiry into the second

compartment of compartmentalized science—explanation.
Step 2 consists of the instruction to find the relation among
the elements described in Step 1. More specifically, given our
objects of study in developmental psychology—behavior
and behavior change—this step directs inquiry to locate an-
tecedents. These antecedents, when they meet certain criteria
of necessity and sufficiency, are termed causes; the discovery
of cause defines explanation within this metamethod. The an-
tecedents are also often referred to as mechanisms, but the
meaning is identical.

This is another point at which to pause and notice an im-
portant impact of metatheory. Here, because of the particular
metatheoretical principles involved, the word explanation
comes to be defined as an antecedent-consequent relation, or
the efficient-material proximal cause of the object of inquiry.
Further, science itself comes to be defined as the (causal) ex-
planation of natural phenomena. It is critically important to
remember here that Aristotle had earlier produced a very
different metatheoretical story of scientific explanation.
Aristotle’s schema entailed complementary relations among
four types of explanation, rather than a splitting. Two of
Aristotle’s explanations were causal in nature (i.e., an-
tecedent material and efficient causes). Two, however, were
explanations according to the pattern, organization, or form
of the object of inquiry. Aristotle’s formal (i.e., the momen-
tary form or organization of the object of inquiry) and final
(i.e., the end or goal of the object of inquiry) explanations
were explanations that made the object of inquiry intelligible
and gave reasons for the nature and functioning of the object
(Randall, 1960; Taylor, 1995). Today, the structure of the
atom, the structure of DNA, the structure of the solar system,
and the structure of the universe are all familiar examples of
formal pattern principles drawn from the natural sciences.
Kinship structures, mental structures, mental organization,
dynamic systems, attachment behavior system, structures of
language, ego and superego, dynamisms, schemes, opera-
tions, and cognitive structures are familiar examples of for-
mal pattern principles drawn from the human sciences.
Similarly, reference to the sequence and directionality found
in the second law of thermodynamics, self-organizing sys-
tems, the equilibration process or reflective abstraction, the
orthogenetic principle, or a probabilistic epigenetic principle
are all examples of final pattern principles (Overton, 1994a).

Both formal and final pattern principles entail interpreta-
tions that make the phenomena under investigation intelligible.
Both—within the Aristotelian relational scheme— constitute
legitimate explanations. However, within the split story of
mechanical explanation, as guided by reductionism and
objectivism, formal and final principles completely lose
any explanatory status; explanation is limited to nothing but
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observable efficient (i.e., the force that moves the object) and
material (i.e., the material composition of the object) causes.
At best, within the mechanical story formal and final principles
may reappear in the descriptive compartment as mere sum-
mary statements of the underlying molecular descriptive Real
discussed in Step 1. In this way transformational change and
dynamic psychological systems become eliminated or margin-
alized as necessary features of developmental inquiry.

Step 3: Induction of Interpretation-Free Hypotheses,
Theories, and Laws. Step 3 of mechanical explanation in-
stalls induction as the foundational logic of science. Step 3
instructs the investigator that ultimate explanations in science
must be found in fixed unchanging laws, and these must be
inductively derived as empirical generalizations from the
repeated observation of cause-effect relations found in
Step 2. Weak generalizations from Step 2 regularities consti-
tute interpretation-free hypotheses. Stronger generalizations
constitute interpretation-free theoretical propositions. Theo-
retical propositions joined as logical conjunctions (and
connections) constitute interpretation-free theories. Laws
represent the strongest and final inductions.

Deduction later reenters modernity’s story of empirical
science as a split-off heuristic method of moving from induc-
tively derived hypotheses and theoretical propositions to fur-
ther empirical observations. When later editions of the story
introduced a “hypothetico-deductive method” it was simply
more variation on the same theme. The hypothesis of this
method has nothing to do with interpretation, but is simply an
empirical generalization driven by pristine data; the general-
ization then serves as a major premise in a formal deductive
argument. Similarly, when instrumentalism moved away
from the hypothetico-deductive stance to the employment of
models, models themselves functioned merely as the same
type of interpretation-free heuristic devices.

Another important variation—but a variation neverthe-
less—on this same theme was the so-called covering law
model of scientific explanation. This model was introduced
by Carl Hempel (1942) and became the prototype of all later
explanations formulated within this metatheory. The cover-
ing law model was particularly important for developmental
inquiry because it treated historical events as analogous to
physical events in the sense that earlier events were consid-
ered the causal antecedents of later events (Ricoeur, 1984).

Here, then, is the basic outline of the quest for absolute
certainty according to the empiricist modernity story of
scientific methodology:

• Step 1. Reduce to the objective (interpretation-free)
observable foundation.

• Step 2. Find the causes.

• Step 3. Induce the law.

As noted, variations appear throughout history. In fact, it
would be misleading not to acknowledge that probability has
replaced certainty as the favored lexical item in the story as it
is told today. Indeed, induction is itself statistical and proba-
bilistic in nature. However, as mentioned earlier, this change
represents much more style than it does substance, because
the aim remains to move toward 100% probability, thereby
arriving at certainty or its closest approximation. This type of
fallibilistic stance continues to pit doubt against certainty as
competing alternatives rather than understand doubt and cer-
tainty as a dialectical relation framed by the concept of plau-
sibility. More generally, all of the variations that have been
introduced since the origin of Newtonian explanation—
including those formulated under the methodological
banners of neopositivism, instrumentalism, conventional-
ism, and functionalism—have not at all changed the basic
themes.

There is scarcely any doubt that modernity’s empiricist
metatheory of objective certainty has failed. This failure
is too long a story to retell here. It has been thoroughly
documented in the arena of scientific knowledge by numer-
ous historians and philosophers of science, including Stephen
Toulmin (1953), N. R. Hanson (1958), Thomas Kuhn
(1962), Imre Lakatos (1978), Larry Laudan (1977), Richard
Bernstein (1983), and—most recently—Bruno Latour
(1993). Despite this discrediting, ghosts of modernity’s
mechanistic worldview continue to haunt the scientific study
of development. Nature (material cause) and nurture (effi-
cient cause) are still presented as competing alternative ex-
planations. Biology and culture still compete with each other
as fundamental explanations of development (see Lerner,
2002). There are still those who argue that emergence of
genuine novel behavior is not possible and that any apparent
novelty must be completely explained by antecedent causal
mechanisms. Indeed, the claim is still put forth that if a
causal mechanism is not identified, then there is no real
explanation—only mysticism (Elman et al., 1996) or miracles
(Siegler & Munakata, 1993). This is the same mechanisti-
cally defined argument that claims there can be no disconti-
nuity or transformational change in development. All change,
according to this mechanistic argument, is (i.e., must be)
nothing but additive or continuous in nature; all qualitative
change must be reduced to nothing but quantitative change.
There are also those who still argue that development must
be explained by causal mechanisms and only causal
mechanisms. And—last but not least—there are still those
who argue that all scientific knowledge about development
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must begin and end in a world of interpretation-free pristine
observations of what “the child actually does,” a world
that exalts the instrumental-communicative and excludes the
expressive.

There are probably several reasons for the failure to
recognize and accept the demise of modernity’s empiricist
metatheory. One of these reasons has to do with socializa-
tion. For psychologists who were reared in the strictures
of mechanical explanation, these strictures are difficult to
abandon, and the values tend to be passed from generation
to generation without deep reflection. Indeed, because
this metatheory is virtually inscribed with the motto Don’t
think, find out (Cohen, 1931), it is not surprising that fledg-
ling investigators are often discouraged from taking the
very notion of metatheory seriously; hence, they seldom
evaluate the merits and flaws of alternative background
assumptions. Another (perhaps more important) reason,
however, has been the apparent lack of viable empirical
scientific alternatives—and the seeming abyss of uncer-
tainty that is faced when one abandons a secure rock-solid
base. The rise of postmodern thought did nothing to assuage
this fear.

The Postmodern Period and the Chaos
of Absolute Relativity

Like its predecessor, postmodernism is identified with the
ideal of achieving individual freedom. However, the propo-
nents of the postmodern agenda have approached this ideal
almost exclusively through attacks directed at modernity’s
rational quest for absolute certainty. This has left in place
the splitting of categories. The effect of this continued split-
ting is that postmodern thought has tended to define itself
in terms of categories that reflect the opposite of those that
defined modernity. Thus, if modernity was rational, the
postmodern celebrates the emotional; if modernity was
objectivist observational, the postmodern celebrates subjec-
tivist interpretation; and if modernity aimed for the univer-
sal, the postmodern argues for the particular. Despite the
fact that advocates of postmodernism explicitly reject foun-
dationalism and explicitly reject the notion of metatheory—
“metanarratives,” as they are termed in the postmodern
vernacular (Overton, 1998)—splitting into oppositional cat-
egories of necessity creates a new (if implicit) foundational-
ism. In this new foundationalism, modernity is turned on its
head. The apparent reality of modernity becomes the real
foundational reality of postmodernism. The foundational el-
evation of interpretation over observation in some versions
of hermeneutics and deconstructivism is illustrative. When
interpretation is valued to the exclusion of observation, the

end result is a complete (i.e., absolute) relativism. If there is
no neutral observational territory to help decide between
your judgment and my judgment, then all knowledge is
purely subjective and (hence) relative. But this situation is
chaotic and precludes any stable general base from which to
operate; this is complete relativity and uncertainty. Given
this chaotic alternative, it is little wonder that the generation
of developmental psychologists that followed the destruc-
tion of neopositivism and instrumentalism tended to cling
for support to the wreckage of modernity’s descending nar-
rative. In their split world, the slow death of fading rele-
vance is less terrifying than the prospect of chaotic
fragmentation.

Although much of postmodern thought has moved to-
wards the chaotic abyss, one variant has attempted to estab-
lish a stable base for knowledge construction by developing a
new scientific metamethod. This position emerged from the
hermeneutic and phenomenological traditions (Latour, 1999)
and has come to operate parallel to and as a reaction against
neopositivism’s quest for reductionistic causal explanation.
This alternative picture champions understanding (in con-
trast to explanation) as the base of scientific knowledge—at
least as this scientific knowledge pertains to the behavioral
and social sciences, including the humanities.

Broadly, hermeneutics is the theory or philosophy of the
interpretation of meaning. Hermeneutics elevates to a heroic
role the very concept that mechanical explanation casts as
demon error—interpretation. For our purposes, we can pass
by the periods of classical, biblical, and romantic hermeneu-
tics, as well as Vico’s historical hermeneutics. Our brief focus
here is on the effort that Dilthey (1972) promoted at the turn
of the present century to construct a metamethod for the
social sciences; this was Verstehen or understanding. Within
this metamethod, understanding operates as an epistemologi-
cal rather than a psychological concept. Furthermore, most
important is that interpretation operates as the procedure that
results in understanding.

As a metamethod of the social and behavioral sciences,
understanding is closely related to action theory. Action the-
ory is a person-centered approach to inquiry into processes
and operations of the meaning-producing, living embodied
agent (Brandtstadter, 1998; Brandtstadter & Lerner, 1999;
Overton, 1997a, 1997b). Action theory stands in contrast to
exclusively variable approaches to human behavior, which
are externalist and event oriented in their focus. Paul Ricoeur
has clearly outlined—in the context of Wittgenstein’s
language games, which are themselves metatheoretical back-
ground principles—the distinction between variable-centered
events and person-centered actions (see also Magnusson &
Stattin, 1998), and in the following outline Ricoeur (1991)
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suggested the distinction between mechanical explanation
and hermeneutic understanding:

It is not the same language game that we speak of events [vari-
ables] occurring in nature or of actions performed by people.
For, to speak of events [variables], we enter a language game in-
cluding notions like cause, law, fact, explanation and so on. . . .
It is . . . in another language game and in another conceptual net-
work that we can speak of human action [i.e., a person-centered
frame]. For, if we have begun to speak in terms of action, we
shall continue to speak in terms of projects, intentions, motives,
reasons for acting, agents, [interpretation, understanding] and so
forth. (pp. 132–133)

Unfortunately, the creation of a distinct metamethod for the
social sciences is yet another example of proceeding within a
split background frame. Verstehen is presented as a competing
account of human functioning to that found in the natural sci-
ences. However, the articulation of this dichotomy may also
provide a clue to the possibility of its resolution—the possi-
bility of a rapprochement between the futility of a search for
absolute certainty and the chaos of absolute uncertainty.
Verstehen as a metamethod—and action theory as an ap-
proach to human functioning—are closely related by the
intentional quality of action. Intention is never directly ob-
servable by a third party. To intend is to do something for the
sake of; it involves direction and order. There is a goal toward
which action moves, and a sequence of acts lead to that goal.
To explain (understand) action, it is necessary to make inter-
pretative inferences about patterns of acts that make the
specific behavioral movements intelligible and give a reason
for the movements. For example, the act we term reaching in
the young infant is only that if the inference is made that the
infant intends a particular goal object. Under another infer-
ence the observed movements might be termed stretching.
Making inferences about action patterns is in fact identical
to Aristotle’s formal and final explanations as they were de-
signed to make the object of inquiry intelligible and give
reasons for the nature and functioning of the object. Thus, a
rapprochement between developmental psychology as an
adherent of a so-called natural science perspective might
view it—and as an adherent of an action perspective might
view it—may reside in a metatheoretical perspective that
can integrate the mechanical causal explanation and action
pattern explanation.

RELATIONAL METATHEORY: A SYNTHESIS
OF OPPOSITES

The historian of science Bruno Latour (1993) has sketched
just such a rapprochement in his analysis of the modern
agenda and postmodernism. Latour begins by rejecting both

modernity and postmodernism. He refers to the latter as “a
symptom, not a fresh solution” (p. 46) to the problems of
modernity.

It [postmodernism] senses that something has gone awry in the
modern critique, but it is not able to do anything but prolong that
critique, though without believing in its foundations (Lyotard,
1979). . . .

Postmodernism rejects all empirical work as illusory and de-
ceptively scientistic (Baudrillard, 1992). Disappointed rational-
ists, its adepts indeed sense that modernism is done for, but they
continue to accept its way of dividing up time (p. 46).

Although adversaries, both groups have played on the
field of identical background assumptions. Latour’s solution
is to move from this to another much broader field of play
where foundations are groundings, not bedrocks of certainty;
and analysis is about creating categories, not about cutting
nature at its joints. Viewed historically, Latour calls this
approach “amodernism” as a denial of both modernity and
postmodernism. Viewed as a metatheoretical background it is
termed “relationism” (p. 114) and its basic identity is defined
by a move away from the extremes of Cartesian splits to the
center or “Middle Kingdom,” where entities and ideas are
represented not as pure forms, but as forms that flow across
fuzzy boundaries.

Rejecting Splits and Bedrocks

A relational metatheory begins by clearing splitting from the
field of play. Because splitting and foundationalism go hand
in hand, this also eliminates foundationalism. Splitting in-
volves the belief that there are pure forms, but this belief it-
self springs from the acceptance of the atomistic assumptions
that there is a rock bottom to reality and that this rock bottom
is composed of elements that preserve their identity, regard-
less of context. Thus, acceptance of atomism leads directly to
the belief that the mental (ideas, mind) and the physical (mat-
ter, body) are two absolutely different natural kinds of things.
And if nature is composed of such natural kinds, then it is
possible to cut nature at its joints. A relational metatheory
abandons atomism and replaces it with a more holistic under-
standing, which proposes that the identity of objects derives
from the relational context in which they are embedded.
As a consequence of this form of background idea—as the
philosopher John Searle (1992) has suggested—“the fact
that a feature is mental does not imply that it is not physi-
cal; the fact that a feature is physical does not imply that it is
not mental” (p. 15). Similarly, the fact that a feature is bio-
logical does not suggest that it is not cultural, the fact that a
feature is cultural does not suggest that it is not biological,
and so forth.
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TABLE 1.1 Fundamental Categories of Analysis
Expressed as Either-Or Dichotomies

Subject Object
Mind Body
Biology Person
Culture Biology
Person Culture
Person Situation
Intrapsychic Interpersonal
Nature Nurture
Stability Change
Expressive Instrumental
Variation Transformation
Reason Emotion
Form Matter
Universal Particular
Transcendent Immanent
Analysis Synthesis
Unity Diversity

The rejection of pure forms or essences has broad impli-
cations for developmental psychology. To briefly give but
one example, consider the seemingly never-ending nature-
nurture or biology-culture debate. This debate is framed by
the modern agenda of splitting and foundationalism. In the
debate’s current form, virtually no one actually asserts that
matter-body-brain-genes or society-culture-environment pro-
vides the cause of behavior or development; however, the
background idea of one or the other as the real determinant
remains the silent subtext that continues to shape debate. The
overt contemporary claim is that behavior and development
are the products of the interactions of nature and nurture.
But interaction is still thought of as two split-off pure entities
that function independently in cooperative ways, competitive
ways, or both. As a consequence, the debate simply becomes
displaced to another level of discourse. At this new level, the
contestants agree that behavior and development are deter-
mined by both nature and nurture, but they remain embattled
over the relative merits of each entity’s contribution. Within
the split foundationalist agenda, battles continue over which
of the two is more important for a specific behavior, which
of the two determines the origin versus the appearance of
a specific behavior, or how much one or the other contributes
to that behavior. Thus, despite overt conciliatory declara-
tions to the contrary, the classical which one and how
much questions that have long framed the split debate (see
Anastasi, 1958; Schneirla, 1956) continue as potent divisive
frames of inquiry. In fact, it would be impossible to cast ques-
tions of development as issues of nativism and empiricism
(Spelke & Newport, 1998) were it not for the assumption of
pure forms (see Lerner, 2002, for a further elaboration).

The Identity of Opposites

Rejecting atomism eliminates the idea of pure forms and con-
sequently makes any notion of natural foundational splits un-
tenable. This in itself destroys the scientific legitimacy of
questions such as the which one and how much questions of
nature-nurture. However, the mere rejection of atomism does
not in itself offer a positive approach to resolving the many
fundamental dichotomies that have framed developmental as
well as other fields of inquiry (see Table 1.1). A general posi-
tive resolution requires a second component; this component
is the generation of a context in which the individual identity
of each formerly dichotomous member is maintained while
simultaneously it is affirmed that each member constitutes
and is constituted by the other. Thus, a general context is
needed in which (for example) both nature and nurture main-
tain their individual identities while simultaneously it is un-
derstood that the fact that a behavior is a product of biology
does not imply that it is not equally a product of culture, and

that the fact that a behavior is a product of culture does not
imply that is not equally a product of biology—that is, it must
be shown that while there are both biology and culture, there
is no biology that is not culture and no culture that is not
biology.

Splitting entails casting categories into an exclusive
either-or form that forces an understanding of the terms as
contradictions in the sense that one category absolutely ex-
cludes the other (i.e., follows the logical law of contradiction
that it is never the case that A � not A). The next step in the
formulation of a relational metatheory involves replacing this
exclusive framework with an inclusive one. The inclusive
framework must accomplish the seemingly paradoxical task
of simultaneously establishing both an identity between the
opposite categories and retaining the opposite quality of the
categories; this is accomplished by considering identity and
differences as two moments of analysis.

Guided by a more holistic contextual background assump-
tion that assumes that parts and wholes define each other,
the identity among categories is found by recasting the pre-
viously dichotomous elements not as contradictions, but as
differentiated polarities of a unified matrix—as a relation.
As differentiations, each pole is defined recursively; each
pole defines and is defined by its opposite. In this identity
moment of analysis the law of contradiction is suspended and
each category contains and in fact is its opposite. Further—
and centrally—as a differentiation this moment pertains to
character, origin, and outcomes. The character of any con-
temporary behavior, for example, is 100% nature because it
is 100% nurture. There is no origin to this behavior that was
some other percentage—regardless of whether we climb
back into the womb, back into the cell, back into the genome,
or back into the DNA—nor can there be a later behavior that
will be a different percentage. Similarly, any action is both
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expressive and instrumental, and any developmental change
is both transformational and variational.

In the second or oppositional moment of analysis, the law
of contradiction is allowed to operate and each category again
asserts its individuality. The parts are opposites and they
assert their differences. In this oppositional moment nature
is nature, it is not nurture, and, nurture is nurture, it is not
nature. This moment of analysis pertains to settings or mo-
mentary context. Thus, it is possible to analyze any behavior
from the standpoint of either nature or nurture when this
either-or is considered as an inclusive rather than an exclusive
disjunction. I return to this point in the following section.

Because the idea and implications of suspending the law
of contradiction on the one hand and applying it on the other
hand is not a familiar idea, some clarifying comments are
needed. Here it must be noted that the relational stance owes
much to the notion of the dialectic as this was articulated
by the nineteenth century philosopher G. W. F. Hegel
(1807–1830). For Hegel, historical—and by extension devel-
opmental—change is a dynamic expressive-transformational
process of growth, represented and defined by the dialectic.
The essence of Hegel’s dialectic is that of a process through
which concepts or fundamental features of a dynamic system
differentiate and move toward integration. Any initial con-
cept or any basic feature of a dynamic system—called a the-
sis or an affirmation—contains implicit within itself an
inherent contradiction that, through action of the system, be-
comes differentiated into a second concept or feature—the
antithesis or negation of the thesis. As a consequence, even in
the single unity of thesis there is the implicit contradictory re-
lation of thesis-antithesis, just as in the unity of the single or-
ganic cell there is the implicit differentiation into the unity of
multiple cells. This points to the fundamental relational char-
acter of the dialectic.

As thesis leads to antithesis—thus producing the differen-
tiation of a relational polarity of opposites—a potential space
between them is generated, and this becomes the ground for
the coordination of the two. The coordination that emerges—
again through the mechanism of action of the system—
constitutes a new unity or integration called the synthesis.
The coordinating synthesis is itself a system that exhibits
novel systemic properties while subsuming the original sys-
tems. Thus, a new relational dynamic matrix composed of
three realms—thesis-antithesis-synthesis—is formed. The
integration that emerges from the differentiation, like all inte-
grations, is incomplete. The synthesis represents a new dy-
namic action system—a new thesis—and thus begins a new
growth cycle of differentiation and integration.

In this relational scheme, the polarity of opposites (i.e.,
thesis and antithesis) that emerges from the initial relatively

undifferentiated matrix (i.e., thesis) does not constitute a cut-
off (split) of contradictory categories that absolutely exclude
each other. Having grown from the same soil as it were, the
two, while standing in a contradictory relation of opposites,
also share an identity. Hegel, in fact, referred to this relation
as the “identity of opposites” (Stace, 1924) and illustrated it
in his famous example of the master and slave. In this exam-
ple Hegel demonstrated that it is impossible to define or un-
derstand the freedom of the master without reference to the
constraints of slavery; and it is consequently impossible to
define the constraints of slavery without the reference to the
freedom of the master. Freedom thus contains the idea of con-
straint as constraint contains the idea of freedom, and in this
we see the identity of the opposites freedom and constraint.

The justification for the claim that a law of logic—for
example, the law of contradiction—can reasonably both be
applied and relaxed depending on the context of inquiry re-
quires a recognition that the laws of logic themselves are not
immune to background ideas. In some background traditions,
the laws of logic are understood as immutable realities given
either by a world cut off from the human mind or by a
prewired mind cut off from the world. However, in the back-
ground tradition currently under discussion, the traditional
laws of logic are themselves ideas that have been constructed
through the reciprocal action of human minds and world. The
laws of logic are simply pictures that have been drawn or sto-
ries that have been told. They may be good pictures or good
stories in the sense of bringing a certain quality of order into
our lives, but nevertheless they are still pictures or stories,
and it is possible that other pictures will serve us even better.
The twentieth century philosopher Ludwig Wittgenstein
(1958), whose later works focused on the importance of
background ideas, made this point quite clearly when he dis-
cussed another law of logic—the law of the excluded mid-
dle—as being one possible picture of the world among many
possible pictures.

The law of the excluded middle says here: It must either look
like this, or like that. So it really . . . says nothing at all, but gives
us a picture. . . . And this picture seems to determine what we
have to do and how—but it does not do so. . . . Here saying
‘There is no third possibility’ . . . expresses our inability to turn
our eyes away from this picture: a picture which looks as if it
must already contain both the problem and its solution, while all
the time we feel that it is not so. (1953, para. 352)

The famous ink sketch by M. C. Escher titled Drawing
Hands (Figure 1.2) presents a vivid graphic illustration both
of the identity of opposites that is found when the law of
contradiction is relaxed in this second phase of a relational
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metatheory, and as well as the opposites of this identity. In
this sketch a left and a right hand assume a relational posture
according to which each is simultaneously drawing and being
drawn by the other. Each hand is identical with the other in
the sense of each drawing and each being drawn. This is the
relaxed moment of the law of contradiction. Yet they are op-
posites and contradict each other in that one is a left hand and
one is a right hand. Identity is achieved in the context of op-
posites that define and are defined by each other. It is a useful
exercise to write on each hand one term of traditionally split
concepts and to explore the resulting effect. Terms that can be
written in this fashion range from nature and nurture, biology
and culture, transformation and variation, expressive and
instrumental to pairs such as subject-object, intrapsychic-
interpersonal, interpretation-observation, certainty-doubt,
absolute-relative, unity-diversity, stability-change, universal-
particular, reason-emotion, ideas-matter, analysis-synthesis,
and so on. This exercise is more than merely an illustration of
a familiar bidirectionality of effects suggested in many in-

stances by many scientific investigators. The exercise makes
tangible the central feature of the relational metatheory;
seemingly dichotomous ideas that have often been thought of
as competing alternatives can in fact enter into inquiry as
complementary supportive partners.

This transformation of competing alternatives into com-
plementary partners is illustrated in a recent exchange of
comments concerning research on the topic that social psy-
chology refers to as the fundamental attribution error. In this
exchange, one group (Gilovich & Eibach, 2001) proceeds
from a split position and notes that “human behavior is not
easily parsed into situational and dispositional causes” (p. 23)
and it is difficult to establish “a precise accounting of how
much a given action stems from the impinging stimulus
rather than from the faculty or disposition with which it
makes contact” (p. 24). The reply to this comment, from
a group committed to an identity of opposites (Sabini,
Siepmann, & Stein, 2001), asserts that they reject such a
position because it reflects confusion between competing and

Figure 1.2 M. C. Escher’s “Drawing Hands” © Cordon Art B. V.—Baarn—Holland. All rights reserved.

[Image not available in this electronic edition.]
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complementary accounts. They argue that the problem with
the question of

How much John’s going out with Sue stems from her beauty
rather than from his love of beautiful women. . . . is not that it is
difficult to answer; it is that it is conceptually incoherent. It is in-
coherent because it construes two classes of accounts that are in
fact complementary as if they were competing. The heart of our
argument is that one must take this point seriously. All behavior
is jointly a product of environmental stimuli and dispositions.
(p. 43)

A similar but subtler example is found in a recently pub-
lished dialogue on spatial development. Uttal begins this
dialogue with the seemingly complementary view that his
claims about spatial development “are based on the assump-
tion that the relation between maps and the development of
spatial cognition is reciprocal in nature” (2000, p. 247). How-
ever, in a commentary on Uttal’s article, Liben (2000) raises
the question of whether Utall is in fact operating within the
context of an identity of opposites, which she proposes as her
own approach.

As I read his thesis, Uttal seems to be suggesting an independent
contribution of maps, positing that exposure to maps can play a
causal role in leading children to develop basic spatial concepts.
My own preference is to propose a more radically interdepen-
dent [italics added] role of organismic and environmental
factors. (p. 272)

The Opposites of Identity

If we think of the identity of opposites as a kind of figure-
ground problem then, to this point, the figure has primarily
been the proposition that within a relational metatheory,
ideas—that in other metatheoretical systems act as bedrock
foundational competing alternatives—exhibit an underlying
identity. Equally important, but operating as ground to this
point, is the already alluded-to fact that this identity is one of
opposites. To now make these opposites the figure, opens the
way to a third component of a relational metatheory: generat-
ing relatively stable platforms from which to launch empiri-
cal inquiry.

Without the opposites of identity there would be only the
identity of identities and this would present little opportunity
for serious empirical work. It has already been noted that a
relational metatheory rejects splits and bedrocks. If this were
the end of the story—as would be the case with an identity
of identities—then we would have eliminated the absolute
objective realism of modernity, but we would still be in

danger of falling into the absolute relativism of post-
modernism. What is needed is some way to introduce a rela-
tive relativism or a relative realism—both would mean the
same—in order to establish a stability sufficient to make em-
pirical inquiry possible and meaningful. This goal is met by
taking the oppositional moment of analysis as figure and the
identity moment of analysis as ground. When relational terms
are viewed as opposites, each asserts a unique identity that
differentiates it from other identities. These unique differen-
tial qualities are stable within any general system and thus
may form a relatively stable platform for empirical inquiry.
These platforms become standpoints, points of view, or lines
of sight in recognition that they do not reflect absolute foun-
dations (Harding, 1986). Again, considering Escher’s sketch,
when left hand as left hand and right as right are the focus of
attention, it then becomes quite clear that—were they large
enough—one could stand on either hand and examine the
structures and functions of that hand. Thus, to return to
the nature-nurture example, while explicitly recognizing that
any behavior is 100% nature and 100% nurture, alternative
points of view permit the scientist to analyze the behavior
from a biological or from a cultural standpoint. Biology and
culture no longer constitute competing alternative explana-
tions; rather, they are two points of view on an object of in-
quiry that has been both created by and will only be fully
understood through multiple viewpoints. To state this more
generally, the unity that constitutes human identity and
human development becomes discovered only in the diver-
sity of multiple interrelated lines of sight.

Synthesis: The View From the Center

Engaging fundamental bipolar concepts as relatively stable
standpoints opens the way and takes an important first step
toward establishing a broad stable base for empirical inquiry
within a relational metatheory. However, this solution is in-
complete because it omits a key relational component. The
oppositional quality of the bipolar pairs reminds us that
their contradictory nature still remains and still requires a
resolution. As suggested earlier, the resolution of this tension
between contradictions is not found in the reduction of one
of the system polarities to the other. Rather, moving to the
middle and above the conflict—and here discovering a
novel system that coordinates the two conflicting systems—
establishes the resolution. This position is a position of syn-
thesis and it constitutes another standpoint.

At this point the Escher sketch fails as a graphic represen-
tation. Although Drawing Hands illustrates the identity of
opposites and shows the middle ground, it does not present a
coordination of the two. In fact, the synthesis for this sketch
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is the unseen hand that has drawn the drawing hands. The
synthesis of interest for the general metatheory would be a
system that is a coordination of the most universal bipolarity
we can imagine. Undoubtedly there are several candidates for
this level of generality, but the polarity between matter and
society seems sufficient for present purposes. What then rep-
resents the synthesis of matter and society? Arguably it is the
human organism (Latour, 1993). Because our specific focus
of inquiry is psychology, we can reframe this matter-society
polarity as the polarity of biology and culture. In the context
of psychology, then, as an illustration write “biology” on
one and “culture” on the other Escher hand, and what is
the resulting synthesis?—the human organism, the person
(see Figure 1.3). Persons—as integrated self-organizing
dynamic systems of cognitive, emotional, and motivational
processes—represent a novel level or stage of structure and
functioning that emerges from and constitutes a coordination
of biology and culture (see Magnusson & Stattin, 1998).

At the synthesis, then, there is a standpoint that coordi-
nates and resolves the tension between the other two mem-
bers of the relation. This provides a particularly broad and
stable base for launching empirical inquiry. A person stand-
point opens the way for the empirical investigation of univer-
sal dimensions of psychological structure-function relations
(e.g., processes of perception, thought, emotions, values),
their individual differences, and their development—
(transformational-variational) across the life span. Because
universal and particular are themselves relational concepts,
no question can arise here about whether the focus on univer-
sal processes excludes the particular; it clearly does not, as
we already know from the earlier discussion of polarities.
The fact that a process is viewed from a universal standpoint
in no way suggests that it is not contextualized. The general
theories of Jean Piaget, Heinz Werner, James Mark Baldwin,
William Stern, attachment theory and object relations theo-
ries of John Bowlby, Harry Stack Sullivan, Donald Winnicott
all are exemplars of developmentally oriented relational
person standpoints.

It is important to recognize that one synthesis standpoint is
relative to other synthesis standpoints. Human and society

are coordinated by matter, and thus—within psychological
inquiry—biology represents a standpoint as the synthesis of
person and culture (Figure 1.3). The implication of this is that
a relational biological approach to psychological processes
investigates the biological conditions and settings of psycho-
logical structure-function relations. This exploration is quite
different from split-foundationalist approaches to biological
inquiry that assume an atomistic and reductionistic stance
towards the object of study. The neurobiologist Antonio
Damasio’s (1994, 1999) work on the brain-body basis of a
psychological self and emotions is an excellent illustration of
this biological relational standpoint. And in the context of his
biological investigations, Damasio points out

A task that faces neuroscientists today is to consider the neurobi-
ology supporting adaptive supraregulations [e.g., the psycholog-
ical subjective experience of self] . . . I am not attempting to
reduce social phenomena to biological phenomena, but rather
to discuss the powerful connection between them. (1994,
p. 124). . . . Realizing that there are biological mechanisms be-
hind the most sublime human behavior does not imply a simplis-
tic reduction to the nuts and bolts of neurobiology (1994, p. 125).

A similar illustration comes from the Nobel laureate neurobi-
ologist Gerald Edelman’s (1992; Edelman & Tononi, 2000)
work on the brain-body base of consciousness:

I hope to show that the kind of reductionism that doomed the
thinkers of the Enlightenment is confuted by evidence that has
emerged both from modern neuroscience and from modern
physics. . . . To reduce a theory of an individual’s behavior to a
theory of molecular interactions is simply silly, a point made clear
when one considers how many different levels of physical, bio-
logical, and social interactions must be put into place before
higher order consciousness emerges. (Edelman, 1992, p. 166)

A third synthesis standpoint recognizes that human and
matter are coordinated by society, and again granting that the
inquiry is about psychological processes, culture represents
a standpoint as the synthesis of person and biology (Fig-
ure 1.3). Thus, a relational cultural approach to psychological
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Figure 1.3 Relational standpoints in psychological inquiry: person, biology, and culture.
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processes explores the cultural conditions and settings of
psychological structure-function relations. From this cultural
standpoint, the focus is upon cultural differences in the con-
text of psychological functions as complementary to the per-
son standpoint’s focus on psychological functions in the
context of cultural differences.

This standpoint is illustrated by cultural psychology, or
developmentally oriented cultural psychology. However, not
all cultural psychologies emerge from standpoint background
ideas. When, for example, a cultural psychology makes the
social constructivist assertion that social discourse is “prior
to and constitutive of the world” (Miller, 1996, p. 99), it be-
comes clear that this form of cultural psychology has been
framed by split-foundationalist background ideas. Similarly,
when sociocultural claims are made about the “primacy of
social forces,” or claims arise suggesting that “mediational
means” (i.e., instrumental-communicative acts) constitute the
necessary focus of psychological interest (e.g., see Wertsch,
1991), the shadows of split-foundationalist metatheoretical
principles are clearly in evidence.

A recent example of a relational developmentally oriented
cultural standpoint emerges from the work of Jaan Valsiner
(1998), which examines the “social nature of human psychol-
ogy.” Focusing on the social nature of the person, Valsiner
stresses the importance of avoiding the temptation of try-
ing to reduce person processes to social processes. To this
end he explicitly distinguishes between the dualisms of
split-foundationalist metatheory and dualities of the rela-
tional stance he advocates. Ernst Boesch (1991) and Lutz
Eckensberger (1990) have also presented an elaboration of
the cultural standpoint. Boesch’s cultural psychology and
Eckensberger’s theoretical and empirical extensions of this
draw from Piaget’s cognitive theory, from Janet’s dynamic
theory, and from Kurt Lewin’s social field theory, and argues
that cultural psychology aims at an integration of individual
and cultural change, an integration of individual and collec-
tive meanings, and a bridging of the gap between subject and
object (e.g., see Boesch, 1991).

In a similar vein Damon offers a vision of the cultural
standpoint in his discussion of “two complementary develop-
mental functions, . . . the social and the personality functions
of social development” (1988, p. 3). These are presented by
Damon as an identity of opposites. The social function is an
act of integration serving to “establish and maintain relations
with other, to become an accepted member of society-at-
large, to regulate one’s behavior according to society’s codes
and standards” (p. 3). The personality function, on the other
hand, is the function of individuation, an act of differentiation
serving the formation of the individual’s personal identity
that requires “distinguishing oneself from others, determin-

ing one’s own unique direction in life, and finding within the
social network a position uniquely tailored to one’s own par-
ticular nature, needs, and aspirations” (p. 3). Although others
could be mentioned as illustrative (e.g., Grotevant, 1998), it
should be noted in conclusion here that Erik Erikson (1968),
was operating out of exactly this type of relational standpoint
when he described identity as “a process ‘located’ in the core
of the individual and yet also in the core of his communal
culture” (p. 22).

As a final point concerning syntheses and the view from
the center, it needs to be recognized that a relational metathe-
ory is not limited to three syntheses. For example, discourse
or semiotics may also be taken as a synthesis of person and
culture (Latour, 1993). In this case biology and person are
conflated and the biological-person dialectic represents the
opposites of identity that are coordinated by discourse.

As a general summary to this point, the argument has been
made that metatheoretical principles form the ground out of
which grow the theories and methods of any domain of em-
pirical inquiry. This has been illustrated by exploring several
issues that frame the field of developmental psychology.
Historically, both the modern and postmodern eras have
articulated broad metatheoretical paradigms that have func-
tioned as competing alternatives in the natural and social sci-
ences. The commonality of these paradigms has been that
each shares the background assumptions of splitting and
foundationalism. A relational paradigm, which begins by
rejecting these assumptions, offers a rapprochement of the
alternatives through an elaboration of the principles of the
identity of opposites, the opposites of identity, and the syn-
thesis of opposites. The question of the specific nature of this
rapprochement remains.

A RAPPROCHEMENT: EXPLANATION
IN A RELATIONAL CONTEXT

The rapprochement between the natural and social sciences
emerges from transforming the historically traditional dicho-
tomies of observation versus interpretation and theory versus
data into relational bipolar dimensions. Given this movement in
grounding, mechanical explanation and hermeneutic under-
standing become an integrated metamethod in the following
manner.

Step 1: Relational Analysis—Synthesis Replaces
Split Reductionism

Clearly the reduction and atomism of mechanical explanation
are split principles and they need to be replaced. Simply
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anointing holism as the guiding principle is not possible be-
cause holism, at least as often interpreted, is itself a split prin-
ciple. Rather, integration requires that analysis and synthesis
operate as a relational polarity. Analysis must occur in the
context of some integrated whole, and the integrated whole
operates in the context of its analytic parts. Because a rela-
tional metatheory is sometimes incorrectly viewed as less
rigorous than mechanical explanation, a major feature of this
first step is the affirmation of the importance of analysis and
the analytic tools of any empirical science. The provisos here
are that it simultaneously be recognized that the analytic mo-
ment always occurs in the context of a moment of synthesis
and that the analysis can neither eliminate nor marginalize
synthesis.

Step 2: Relational Action Pattern—Conditions
Explanation Replaces Split Causes

As noted earlier, the defining marks of mechanical explana-
tion and hermeneutic understanding have been the “nothing
but” reliance on causes and action patterns, respectively. By
entering into a relational context, these forms of explanation
become integrated. In a relational context, causes are trans-
formed from interpretation-free observed objects or events
that produce changes in other objects or event into conditions
that are associated with changes. A cause is interpretation
free only when analysis is split from synthesis; in a relational
model conditions—as an analytic moment of inquiry—are
understood as functioning under some interpretation and
some synthesis (Hanson, 1958). A cause can be a force that
produces, influences, or affects the status or change of an
object only in a model that splits system and activity; in a re-
lational model, system and activity are joined as a structure-
function relation. In a relational model, conditions are
identified as necessary, sufficient, or both to the occurrence of
the phenomenon under investigation (von Wright, 1971).
Thus, rather than inquiry into the causes of behavior or de-
velopment, inquiry from a relational perspective examines
conditions that are associated with behavior or development.
For example, if inquiry concerned the development of a
plant, food and water would represent necessary conditions
for the plant to grow, but would not cause the plant’s devel-
opment in the sense of producing that development. Simi-
larly, neither nature factors nor nurture factors can be
considered the cause of human development; they represent
conditions that are associated with that development.

The assertion that causes are best understood as conditions
leaves open the question of what in fact does produce behav-
ior and change. The issue here is that of mechanisms. As is the
case with other key terms, mechanism has several often in-

compatible definitions. In the present case the meaning is
closer to “a process, physical or mental, by which something
is done or comes into being” than to “the doctrine that all
natural phenomena are explicable by material causes and
mechanical principles” (American Heritage Dictionary of the
English Language, Fourth Edition (2000) online). Hence, for
present purposes, mechanism is defined as an active method
or process rather than a cause or set of causes. These mecha-
nisms are found in the structure-function relations that
identify action patterns. Any active system constitutes a
structure-function relation. The system is not a random aggre-
gate of elements; it has a specific organization, an architecture
(i.e., a structure). Further, this structure is not randomly
active; it has a characteristic activity (i.e., a function). Even
computers (structure)—when they are turned on—compute
(function). However, computers do not change—at least they
do not change in a transformational manner—and for this
reason they are rather limited as models of the human mind
(Fodor, 2000). The input and output of a computer may
change, and this is the basis for traditional and contemporary
split functionalist approaches to explanation (Overton,
1994a). However, the organization-activity of the computer
itself does not undergo transformational change. Living
organisms, on the other hand, are dynamic systems; they are
organizations (structures) that are inherently active (function)
and exhibit transformational change (dynamic).

When a system is viewed from the standpoint of function,
it is the function itself (i.e., the characteristic action of
the system) that constitutes the mechanism of behavior and
change. Systems change through their characteristic action
on or in the context of external conditions. Thus, the expla-
nation of behavior and change is given by the function of the
system (see Thelen & Smith, 1998). Further, because of the
relation of structure and function, when a system is viewed
from the standpoint of structure, structure then explains
function. Consequently, both structure and function enter
centrally into the explanatory process.

Structure and function are central to explanation, but they
are also fundamentally interpretative in nature; they are not
directly observable. Structure-function relations are patterns
of action, but patterns are never directly observed; they
must be inferred. When examined from the structural stand-
point, the patterns constitute Aristotle’s formal and final
explanations. From the structural standpoint, action patterns
make the object of inquiry intelligible and give reasons for
the nature and functioning of the object. From the functional
standpoint, action patterns explain by presenting the mecha-
nism of behavior and development. Action patterns, however,
necessarily operate within the context of material conditions
both internal to the system and external to it. Thus, the
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introduction of structure-function relations serves to inte-
grate hermeneutic explanation and natural science conditions
explanation. Both types of explanation are necessary, but
each operates from a different standpoint.

Developmental psychology offers several illustrations
of this explanatory integration. For example, Bowlby’s
(1958) theory of infant-caregiver attachment posits a behav-
ioral attachment system (structure) in relation to actions that
serve the adaptive function of keeping the caregiver in close
proximity. Piaget’s (1952, 1985) theory presents a more gen-
eral example. This theory represents an attempt to make sense
of (i.e., explain) the development of knowing. Like Bowlby’s,
Piaget’s is a relational theory that takes seriously the back-
ground ideas of structure-function and conditions. Because
the theoretical goal is to explain the person and the develop-
ment of the knowing person, Piaget takes a person (and epis-
temic) standpoint rather than a biological or a cultural
standpoint. The theory conceptualizes the person as a dy-
namic self-organizing action system operating in a world
of biological and environmental conditions. Structure and
function constitute thesis and antithesis, and the resulting syn-
thesis is transformational change or stages of new structure-
function relations. Structures are the mental organizations
that are expressed as patterns of action. On the structural side
of the equation, Piaget introduces the theoretical concepts
schemes, coordination of schemes, operations, groupings,
and group. Each explains (i.e., formal explanation)—at
successive novel levels of transformation—the cognitive
equipment that the infant, toddler, child, and adolescent come
to have available for constructing their known worlds.

Theoretical concepts of adaptation, assimilation-
accommodation, equilibrium, equilibration, and reflective
abstraction, constitute the functional side of the equation.
Schemes, coordinated schemes, operations, and so forth
function; they are active and it is through their action in a
world of conditions that they change. Piaget’s is an action
theory and action is the general mechanism of development.
Through the organized actions of the person in the world, the
person’s mode of knowing the world changes and these
changes are adaptive. Action as the mechanism of develop-
ment becomes more specific through recognition of its bipha-
sic nature. Assimilation is the phase of action that expresses
the mental organization. This expression gives meaning to
the world; it constitutes the world as known. However, these
meanings—including meanings at a presymbolic, preconcep-
tual stage—have an instrumental function as well as the
expressive function. When the instrumental function of the
action is not completely successful in securing an adaptive
goal, variation occurs in the action. For example, an infant
may intend (assimilate) the side of the breast as a nipple by
sucking it, but when the satisfaction of feeding does not

occur, variations arise in the action and this is exemplified by
the sucking in various new locations. Variations open new
possibilities that both secure a goal and feedback to transform
(differentiations and novel coordinations) the system itself.
This action phase of variation and organizational modifica-
tion is the accommodation phase of any action.

Organization explains in the sense of establishing the form
(structure), and action yields the explanatory mechanism
(function). This relational polarity operates in the context of
conditions, such as parents who do or do not provide appro-
priate opportunities for the adequate exercise of functioning.
It is also the case that at the beginning of any stage of novel
structure-function relations, the capacity for successful adap-
tation is limited. This is theoretically expressed in the idea
that there is more assimilation than accommodation at the be-
ginning of a stage; hence, there is a lack of balance or equi-
librium between assimilation and accommodation. Through
action this imbalance changes and the two phases of action
eventually move into equilibrium within a given stage. Of
course, given the relational nature of the theory, equilibrium
of assimilation and accommodation also means that the un-
derlying structures have reached a stable state (equilibrium)
of differentiation and intercoordination.

The movement toward equilibrium of the action phases of
assimilation and accommodation describes the development
mechanism within a stage. To explain development across
stages, Piaget introduces a principle that also has both a struc-
tural and a functional face. Structurally, this is the equilibra-
tion principle (Piaget, 1985) and it asserts that development
change is directed toward improved states or patterns of the
just-described equilibrium. Improved here is defined in terms
of the adaptive value of one stage of cognitive structures
relative to the adaptive value of other stages of cognitive
structures. For example, the formal operational structures as-
sociated with adolescence represent an improved equilibrium
over sensorimotor structures associated with infancy in that
the formal structures are more stable, more flexible, and
describe a much broader range of potential cognitive experi-
ences than do sensorimotor structures. The equilibration
principle introduces hierarchical organization into the theory
and explains sequence, order, and direction in the emergence
of novel cognitive abilities, just as the second law of thermo-
dynamics explains sequence, order, and direction with
respect to the physical world. It reflects Aristotle’s metatheo-
retical final explanation, and it is consistent with the struc-
tural final explanations offered in other developmental
theories, including Heinz Werner’s (1957, 1958) orthogenetic
principle and Erik Erikson’s (1968) epigenetic principle.

The functional face of the mechanism of development
across stages is termed reflective abstraction. Reflective
abstraction is action, but it is action that has its own biphasic
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Figure 1.4 The abductive process.

character consisting of reflecting in the sense of projecting
something from a lower to a higher level, and reflexion, which
is the reorganization of what has been projected. The alterna-
tion of the reflecting-reflexion phases produces each new
stage of cognitive reorganization. Reflection is similar to the
act of generalizing; reflexion is acting from the generalized
position to consolidate the gains made through generalizing.
What is abstracted in this process is the coordination of the
differentiated structures of the lower level of organization.

Step 3: Abductive Logic Replaces Split Induction
and Deduction

The third step towards a relational metamethod that integrates
mechanical explanation and hermeneutic understanding ad-
dresses the nature of scientific logic. Modern mechanical ex-
planation split acts of discovery and acts of justification and
identified the former with a foundational inductive logic and
the latter with a deductive logic. Interpretation-free induction
from interpretation-free data was the vehicle for the discovery
of hypotheses, theories, laws, and interpretation-free deduc-
tion was the vehicle for their justification. A relational
metamethod introduces the logic of abduction as the synthesis
of the opposite identities of theory (broadly considered, in-
cluding background ideas) and data. Abduction (also called
retroduction) was originally described by the pragmatist
philosopher Charles Sanders Pierce (1992), and the historian
of science N. R. Hanson (1958) has argued that it has long been
the fundamental—if often invisible—logic of scientific activ-
ity. In a contemporary version, this logic is termed inference to
the best explanation (Fumerton, 1993; Harman, 1965).

Abduction operates by arranging the observation under
consideration and all background ideas (here, including
specific theoretical ideas) as two Escherian hands. The possi-
ble coordination of the two is explored by asking the question
of what must necessarily be assumed in order to have that
observation (see Figure 1.4). The inference to—or interpreta-
tion of—what must in the context of background ideas
necessarily be assumed then comes to constitute the explana-
tion of the phenomenon. The abductive process has also been
termed the transcendental argument.

Abductive inference is illustrated in virtually any psycho-
logical work that assumes a centrality of emotional, motiva-
tional, or cognitive mental organization. Russell (1996), for
example, has discussed the significance of abduction to the
area of cognition. Chomsky’s work in language and Piaget’s
work in cognitive development are particularly rich in abduc-
tive inference. Consider as an illustration of the process the
following example drawn from Piaget:

1. There is the phenomenal observation (O) that it is the case
that a certain group of people (children around 6–7 years
of age) understands that concepts maintain the same
quantity despite changes in qualitative appearances (i.e.,
conservation).

2. Given the relational background ideas discussed in this
paper, Piaget forms the abductive inference that the expla-
nation of this observation (E) is that a certain type of action
system, having specified features including reversibility
(i.e., concrete operations), must be available to these peo-
ple. This forms the conditional statement “If (E) concrete
operational structure, then (O) conservation, is expected.”

3. Given (O), the conclusion is, “Therefore, concrete oper-
ational structure explains the understanding of con-
servation.”

This, of course, is not the end of the process, as criteria must
be established that allow choice among alternative Es—the
best E. But this is not a major hurdle, because many of the
criteria for theory-explanation selection that were articulated
within traditional modern science can readily be incorporated
here. These criteria include the explanation’s depth, coher-
ence, logical consistency, extent to which it reduces the pro-
portion of unsolved to solved conceptual and empirical
problems in a domain (Laudan 1977), and last but not least,
scope, empirical support, and empirical fruitfulness.

Scope, empirical support, and fruitfulnessaspart criteria for
choice of a best theory-explanation all demand a return to the
observational grounds for empirical assessment. Some of the
statistical and research strategies associated with this return
are described in detail by Rozeboom (1997). Scope is assessed
through testing the abductive explanation in observational
contexts that go beyond the context that generated the explana-
tion. For example, conservation may be assessed in the
contexts of number, weight, number, area, volume, or it may be
assessed in relation to other skills that should—in the context
of the explanation—be associated with it. The assessment of
scope also serves the function of establishing that the abductive
explanation-observation relation is not viciously circular (i.e.,
does not constitute an identity of identities).

The fruitfulness of an explanation is measured in terms of
the extent to which the explanation combines with other
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Figure 1.5 Scientific progress through abduction.

abductive hypotheses to generate (predict) new observations.
Each new abductive hypothesis in the relational triangle
(Figure 1.4) becomes a part of background (background
ideas-theory) and thus creates a new enlarged background
(see Figure 1.5). The new background generates novel obser-
vations, but these too—because they constitute a back-
ground-observation relation—yield opposite identities that
require further abductive inferences.

Empirical support for an abductive explanation is the out-
come of any assessment of scope. Here, another central fea-
ture of a relational metamethod needs to be differentiated
from the traditional modern split metamethod. Under the
rule of split-off induction and deduction, it was assumed that
scientific progress moved forward through the deductive
falsification of theories (Popper, 1959). The criterion of
falsification, however, fell into disrepute through demonstra-
tions by several historians and philosophers of science (e.g.,
Hanson, 1958; T. S. Kuhn, 1962; Lakatos, 1978; Laudan,
1977; Putnam, 1983; Quine, 1953) that although deductive
logic, and hence falsification, is applicable to a specific ex-
perimental hypothesis, falsification does not reach to the level
of rich theories (i.e., background is abductive in character, not

inductive nor deductive). Within a relational metatheory,
these demonstrations lead to the principle that falsified exper-
imental hypotheses are important in that they constitute
failures of empirical support for the broader abductive expla-
nation, but they are not important in the sense of constituting
a refutation of the explanation. T. S. Kuhn, Lakatos, and
Luadan describe these failures as anomalous instances for
the background, and as such they require evaluation; but they
do not in and of themselves require abandonment of the
abductive explanation (see Overton, 1984, 1994a).

To this point a relational metatheory and an integrative
metamethod have been described, and the manner in which
these ground, constrain, and sustain various developmentally
relevant issues, theories, and methods has been illustrated. The
next section of this paper presents a broad illustration of the
application of relational metatheory to developmental inquiry.

EMBODIED DEVELOPMENT:
A RELATIONAL CONCEPT

This illustration focuses on embodied development. Until re-
cently, the trend of developmental inquiry over the past two
decades had been moving towards ever-increasing fragmenta-
tion of the object of study. Beginning in the early 1980s the ex-
amination of human development aggressively promoted split
and foundational approaches to inquiry, including variable-
centered, discourse, modular, and domain-specific inquiry.
Each of these potentially alternative foci was advanced with
claims that it presented the bedrock form of explanation. The
result was that inquiry into human development was increas-
ingly split into biologically determined, culturally deter-
mined, and bioculturally determined behavior, innate modules
of mind, situated cognitions, domain-specific understandings,
and communicative and instrumental functioning. What be-
came lost in the exclusivity of these projects was the person as
a vital integrated embodied center of agency and action. This
is the embodied person—functioning as a self-organizing dy-
namic action system—expressively projecting onto the world,
and instrumentally communicating with self and world,
thoughts, feelings, wishes, beliefs, and desires. This is the em-
bodied person who emerges from and transacts with the rela-
tional biological-cultural world, thereby developmentally
transforming her own expressive and adaptive functioning.

The concept of embodiment was most thoroughly
articulated in psychology by Maurice Merleau-Ponty (1962,
1963) and it represents a relational attempt to mend the
split understanding of body as exclusively physical and mind
as exclusively mental. Embodiment represents the over-
arching synthesis described earlier between each of the
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Figure 1.6 Embodiment as synthesis.

biology-person-culture relations (see Figure 1.6); thus, em-
bodiment creates a seamless bridge between the biological,
the psychological, and the sociocultural. It has a double
meaning, referring both to the body as physical structure, and
the body as a form of lived experience, actively engaged with
the world of sociocultural and physical objects. As Merleau-
Ponty (1963) states with respect to embodiment as the form
of life or life form (Lebensform),

One cannot speak of the body and of life in general, but only of
the animal body and animal life, of the human body and of
human life; . . . the body of the normal subject . . . is not distinct
from the psychological. (p. 181)

Embodiment is not the claim that various bodily states have a
causal relation to our perceptions, thoughts, and feelings. It
would simply be trivial to suggest, for example, that when we
close our eyes we perceive differently from when our eyes
are open. Rather, embodiment is the claim that perception,
thinking, feelings, desires—that is, the way we experience
or live the world—is contextualized by being an active agent
with this particular kind of body (Taylor, 1995). In other

words, the kind of body we have is a precondition for the
kind of experiences and meanings that we generate.

Ultimately, embodiment is the affirmation that the lived
body counts in our psychology. Mental processes of motiva-
tion, emotion, and cognition, along with the actions they en-
gender, are not products of a split-off physical and cultural
world, nor are they the products of a split-off world of genes
and a central nervous systems, nor the products of some ad-
ditive combination of biology and culture. Mind and actions
grow from the embodied person constantly engaged in the
world. It is this embodied person that both creates world
meaning and is created by the meaning of the world. Embod-
iment makes our psychological meanings about the world
intelligible and hence explains these meanings. Embodied
processes and action, so conceived, form a bridge between
biological and sociocultural systems.

Person-Centered and Variable Approaches
to Developmental Inquiry

As a bridge concept, embodiment can be examined from a
biological, a cultural, or a person standpoint. Operating
within a relational metatheory, each standpoint on embodi-
ment is complementary to and supports the others (see Fig-
ures 1.6 and 1.7). However, for purposes of exposition it is
only possible to stand at one place at a time. Thus, the present
discussion focuses from a person-centered standpoint and
later briefly describes embodiment from both a biological
standpoint and a cultural standpoint.

A person-centered approach to inquiry maintains a theo-
retical and empirical focus on the psychological processes
and patterns of psychological processes as these explain the
individual’s activities in the world (see Figure 1.7). Perhaps
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Figure 1.7 Embodied action theory: a relational approach to psychological inquiry.
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Figure 1.8 A variable approach to psychological inquiry.
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this orientation to developmental inquiry is best illustrated by
contrast with what has been termed a variable approach (see
Figure 1.8). In a variable approach, the focus of inquiry is
not on the person, nor on the dynamic action systems that
characterize the person’s functioning. In a variable approach,
the focus is on biological, cultural, and individual variables;
these are understood to operate as predictors, correlates, risk
factors, or antecedent causes of behavior. The distinction
being drawn here is similar to that described some time ago
by Block (1971) and more recently elaborated by Magnusson
(1998; Magnusson & Stattin, 1998). As Magnusson has
suggested, from a variable approach, various individual vari-
ables (e.g., child factors) and contextual variables are under-
stood as the explanatory actors in the processes being
studied. From a person-centered standpoint, self-organizing
dynamic action systems—which identify psychological
mechanisms—operate as the main vehicles of explanation.

Within the context of a relational metatheory a person-
centered theoretical orientation (standpoint or point of view;
Figures 1.6 and 1.7A) is as necessary to an integrated devel-
opmental inquiry as is a relational socioculture-centered
standpoint (Figures 1.6 and 1.7B) or a relationally considered
biological-centered point of view (Figures 1.6 and 1.7C). In
any given inquiry, a focus on the person, or the sociocultural
(interpersonal), or the biological is a necessary focus of
analysis. However, as suggested earlier, these function as
complementary, not alternative competing explanations.

It should also be noted in passing that variable-focused
inquiry can be transformed from a split-off exclusivity to
yet another necessary point of view of relationally integrated
inquiry. Stated briefly, developmental variable-focused
inquiry aims at the prediction of events, states, and move-
ments, whereas developmental person-centered inquiry aims

to explain psychological processes and their transformation.
There is no necessary conflict in these aims. They are only in
conflict in the reductionistic case, in which one or the other is
asserted as the exclusive foundational aim of inquiry. In a
similar vein, it is important to recognize that the complemen-
tarity here is one of aim and not one suggesting that variable
inquiry is oriented to research methods and person-centered
inquiry is oriented to conceptual context. Both approaches
entail the translation of theory into the empirically assessable
and the translation of the empirically assessable into theory.

The Person-Centered Point of View

Before detailing a person- or child-centered standpoint or
point of view, it is worth noting some of the benefits that ac-
crue to taking this standpoint toward developmental inquiry.
First, a person-centered standpoint rescues developmental
psychology, as a psychology, from becoming a mere adjunct
to biology, to culture, to discourse, to narrative, or to com-
puter science. Psyche initially referenced soul and later mind,
and if psychology is not to again lose its mind—as it did in
the days of behaviorism—keeping the psychological person
as the center of action is a necessary guard against explana-
tory reduction to biology, culture, discourse, and so on.

Second, a person-centered approach highlights the fact
that any act can be profitably understood—again in a com-
plementary bipolar fashion—as both expressive-constitutive
and as instrumental-adaptive. Split or dichotomous
approaches—especially split-off variable approaches—lead
to the illusion that acts exhibit only adaptive-instrumental
functions. A person-centered approach argues that any act
may also be understood as an expression of an underlying
dynamic organization of cognitive, affective, and conative
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meanings, and this expression operates to constitute the
world as known, felt, and desired. Here, Lois Bloom’s work
(Bloom, 1998; Bloom & Tinker, 2001) on the development
of language provides an excellent illustration of the power
of conceptualizing language acquisition in the context of the
expression of person-centered cognitive, affective, and
conative-motivational meanings, rather than exclusively as
an instrumental tool operating solely for communicative
ends.

A third benefit derived from a person-centered point of
view is that it provides the necessary context for the resolu-
tion of certain important problems related to our general
understanding of psychological meaning. Specifically, a
person-centered approach is a necessary frame for solving
the so-called symbol-grounding problem. This is the question
of how to explain that representational items (e.g., a symbol,
an image) come to have psychological meaning (Bickhard,
1993; Smythe, 1992). I return to this problem in a more
detailed fashion later in this chapter.

With these examples of some of the benefits of a child- or
person-centered approach to developmental inquiry as back-
ground, it is possible to turn to a specific description of this
approach. A detailed specification of a person-centered ap-
proach to developmental inquiry requires the description of
four critical interwoven concepts: person, agent, action, and
embodiment.

Person-Agent

Person and agent are complementary Escherian levels of
analysis of the same whole (see Figure 1.7). The person
level is constituted by genuine psychological concepts (e.g.,
thoughts, feelings, desires, wishes) that have intentional
qualities, are open to interpretation, and are available to con-
sciousness (Shanon, 1993); or in other words, have psycho-
logical meaning. The agent level—called the subpersonal
level by some (Dennett, 1987; Russell, 1996)—here refers to
action systems or dynamic self-organizing systems. Schemes,
operations, ego, attachment behavioral system, and executive
function are some of the concepts that describe these action
systems.

Taken as a whole, the person-agent forms the nucleus of
a psychological theory of mind. And in this context mind is
defined as a self-organizing dynamic system of cognitive
(knowings, beliefs), emotional (feelings), and conative or
motivational (wishes, desires) meanings or understandings,
along with procedures for maintaining, implementing, and
changing these meanings. It is important to note and under-
line that a person-centered theory of mind is not an encapsu-
lated cognition, but rather a theory that includes emotions,

wishes, and desires, as well as cognition. Further, there is no
question about where mind is located. Mind emerges from a
relational biosociocultural activity matrix. In the present con-
text, mind is a person-centered concept because the approach
being described takes the person standpoint. As a person-
centered concept, mind bridges naturally to both the biologi-
cal and the sociocultural.

Action, Intention, Behavior, and Experience

Person-agency is the source of action. At the agent level,
action is defined as the characteristic functioning of any
dynamic self-organizing system. For example, a plant orients
itself towards the sun. Weather systems form high and low
pressure areas and move from west to east. Human systems
organize and adapt to their biological and sociocultural
worlds. At the person level, action is defined as intentional
activity. Action is often distinguishable from behavior, be-
cause the action of the person-agent implies a transformation
in the intended object of action, whereas behavior often sim-
ply implies movement and states (von Wright, 1971, p. 199).
Thus, when the infant chews (action)—something that from a
sociocultural standpoint is called a basket—the infant, from
a person-centered standpoint, is transforming this part of
his or her known world into a practical action chewable.
Through the intentional act the person projects meaning onto
the world.

Action serves at least three major functions in the devel-
opment of mind (see Figure 1.1). First, action expresses
cognitive-affective-conative meaning. Here, it is important
to recognize that the concept meaning itself has a bipolar
relational status (Overton, 1994b). “I mean” and “it means”
operate in a relational matrix. The former is concerned with
person-centered meanings, the latter with sociocultural
meanings and reference. From a person-centered standpoint,
the focus of analysis is on “I mean” and secondarily on how
“I mean” comes to hook up with “it means.” Considered in its
expressive moment, action entails the projection of person-
centered meanings, thus transforming the objective environ-
mental world (i.e., an object point of view) into an actual
world as known, felt, and desired.

The second function that action serves is the instrumental
function of communicating and adjusting person-centered
meanings. Communication, dialogue, discourse, and problem
solving all call attention to the relational to-and-fro move-
ment between the expression of the self-organizing system
and instrumental adaptive changes. Completely adapted
action (i.e., successful) entails only projection. Partially
adapted (i.e., partially successful) action results in ex-
ploratory action, or variations. Exploratory action that is
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adaptive leads to reorganization of the system (transforma-
tional change) and hence leads to new meanings.

This general cycle of projected action and exploratory
variational action as the accommodation to encountered re-
sistances (see Figure 1.1) constitutes the third and most gen-
eral function of action: Action defines the general mechanism
of all psychological development. From a person-centered
developmental action standpoint, all development is ex-
plained by action. However, action is also identified with
experience. But caution is necessary here because experi-
ence, like meaning and other basic terms, is itself a bipolar
relational concept. From a person-centered perspective,
experience is the person-agent action of observing, manipu-
lating, and exploring. From a sociocultural and ‘objective’
environmental point of view, experience is often identified as
an event or stimulus that is independent of the person and im-
poses on or is imposed on the person. For purposes of clarity
it would better to retain the former action definition as expe-
rience and to redefine the latter as opportunity for experience.
Similarly, it should be pointed out that when experience is
described as a feeling, the reference here is the person-
centered felt meaning of the observational, manipulative, and
explorational action.

In defining experience as the developmental action cycle
of projecting and transforming the known world while
exploring the known world and transforming the system,
experience also becomes the psychological bridge between
biological and sociocultural systems. There is no sense here
of an isolated, cut-off, solitary human psyche. Person-
centered experience emerges from a biosociocultural rela-
tional activity matrix (e.g., see Gallese, 2000a, 2000b), and
this experience both transforms the matrix and is transformed
by the matrix. Person development is neither a split-off na-
tivism, nor a split-off environmentalism, nor a split-off addi-
tive combination of the two. The neonate is a dynamic system
of practical action meanings. These meanings represent the
outcome of 9 months of the interpenetrating action (Tobach
& Greenberg, 1984) of biology-environment, and this inter-
penetration stretches all the way down to DNA (Gottlieb,
1997; Lewontin, 1991, 2000).

Person Development

Psychological development of the person-agent entails the
epigenetic stance that novel forms emerge through the inter-
penetrating actions of the system under investigation and the
resistances the system encounters in the actual environmental
world. It is through interpenetrating actions that the system
changes and hence becomes differentiated. But differentia-
tion of parts implies a novel coordination of parts and this

coordination itself identifies the emergence of novelty. Thus,
for example, the neurological action system becomes differ-
entiated through the interpenetrating actions of neurological-
environmental functioning. This differentiation leads to a
novel coordination or reorganization that constitutes the
adapted level of conscious practical action found in the
neonate. Consciousness is a systemic property of this emer-
gent action system. The initial adapted practical conscious-
ness entails a minimum awareness of the meaning entailed by
an act (Zelazo, 1996). Consciousness cannot be reduced to or
squeezed, so to speak, out of lower stages; it is the result of a
transformation. Similarly, further developmental differentia-
tions and coordinations of actions—described as higher lev-
els of consciousness—emerge through the interpenetrations
of conscious action and the sociocultural and physical worlds
it encounters (Figure 1.1). Symbolic meaning and the sym-
bolic representational level of meanings (Mueller & Overton,
1998a, 1998b) describes forms of consciousness that arise
from the coordination of practical actions; reflective and
trans-reflective (reflective symbolic understandings of reflec-
tive symbolic understandings) meanings describe further
developmental advances in the coordination of action
systems.

To summarize, to this point I have described the nucleus
of a relationally informed person-centered developmental
theory of mind, whereby mind is defined as a dynamic self-
organizing system of meanings that through projection
transforms the world as known and through exploration
transforms itself (i.e., develops). However, this remains a
nucleus and only a nucleus, because it lacks the critical
necessary feature of embodiment.

Embodiment

As discussed earlier, embodiment is the claim that our per-
ception, thinking, feelings, desires—that is, the way we
experience or live the world—is contextualized by being an
active agent with this particular kind of body (Taylor, 1995).
In other words, the kind of body we have is a precondition for
the kind of experiences and meanings that we generate.

At the agent level, embodiment specifies the characteris-
tic activity of any living system. At the person level, embod-
iment affirms that—from the beginning—intentionality is a
feature of bodily acts (Margolis, 1987). Intentionality is not
limited to a symbolic, a reflective, or a trans-reflective system
of psychological meanings. Intentionality also extends to a
system of psychological meanings that characterize practical
embodied actions operating at the most minimum level of
consciousness. Thus, psychological meanings are as charac-
teristic of the neonate as they are of the adult person. This
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in fact solves the symbol-grounding problem described
earlier—that is, the explanation for how actual world repre-
sentational items (e.g., a symbol, an image) come to have
psychological meaning resides in the fact that psychological
meanings, in the form of practical embodied actions, are pre-
sent from the beginning. As these become transformed and
coordinated, they become available to conventional symbols
provided by the sociocultural world.

Embodiment makes our psychological meanings about the
world intelligible and hence explains our meanings. Embod-
ied action, so conceived, forms a person-agent bridge be-
tween biological and sociocultural systems. Support for the
claim that embodiment is central to the explanation of psy-
chological meaning, central to a person-centered develop-
mental action theory of mind, and central as a relational
bridge between the several points of view is found in empiri-
cal and theoretical work being done from the biological,
the cultural, and the person standpoints. The remainder of
this chapter reviews some of this evidence.

Embodiment and Biology. If we first consider the bio-
logical standpoint of the biology-person-socioculture rela-
tional matrix (see Figure 1.7C), it is apparent that biology is
increasingly taking embodiment seriously. For example,
neurobiologists such as Gerald Edelman (1992), Antonio
Damasio (1994, 1999), and Joseph LeDoux (1996) all argue
that the cognitive-affective-motivational meanings that con-
stitute mind can no longer be thought of as merely a func-
tionalist piece of software or even merely a function of brain
processes, but must be considered in a fully embodied
context (see also Gallese, 2000a, 2000b). As Damasio says,
“mind is probably not conceivable without some sort of
embodiment” (1994, p. 234).

Damasio (1994) comments further on contemporary per-
spectives on mind:

This is Descartes’ error: the abyssal separation between body and
mind. . . . The Cartesian idea of a disembodied mind may well
have been the source, by the middle of the twentieth century, for
the metaphor of mind as software program. . . . [and] there may
be some Cartesian disembodiment also behind the thinking of
neuroscientists who insist that the mind can be fully explained in
terms of brain events, leaving by the wayside the rest of the or-
ganism and the surrounding physical and social environment—
and also leaving out the fact that part of the environment is itself
a product of the organism’s preceding actions. (pp. 249–251)

Similarly, Edelman argues that

The mind is embodied. It is necessarily the case that certain dic-
tates of the body must be followed by the mind. . . . Symbols do

not get assigned meanings by formal means; instead it is as-
sumed that symbolic structures are meaningful to begin with.
This is so because categories are determined by bodily structure
and by adaptive use as a result of evolution and behavior.
(p. 239)

Embodiment and the Socioculture Context. On the
sociocultural side of the biology-person-socioculture rela-
tional matrix (see Figure 1.7B), social constructivists such as
Harre (1995) and Sampson (1996) have increasingly em-
braced embodied action as a relational anchoring to the rela-
tivism of split-off discourse analysis. Sampson, for example,
argues for “embodied discourses” as these “refer to the inher-
ently embodied nature of all human endeavor, including talk,
conversation and discourse itself” (p. 609). Csordas (1999)
approaches culture and embodiment from an anthropological
position. Perhaps the most fully articulated contemporary
employment of embodiment in a developmentally oriented
cultural psychology is found in the work of the German psy-
chologist Ernest E. Boesch (1991). Boesch’s presentation of
“the I and the body” is a discussion of the centrality of em-
bodiment for a cultural psychology. Thus, he states that “the
body, obviously, is more than just an object with anatomical
and physiological properties: it is the medium of our actions
[italics added], it is with our body that we both conceive and
perform actions” (p. 312).

Embodiment and the Person. From the person-
centered center of the biology-person-socioculture matrix
(see Figure 1.7A), Varela, Thompson, and Rosch (1991)
have sketched a general outline for an embodied theory of
cognition. Sheets-Johnstone (1990) provides an evolutionary
anthropological perspective on human embodiment and
thought, and Santostefano (1995) has detailed the emotional
and cognitive dimensions of practical, symbolic, and reflec-
tive embodied meanings. Further, many who have studied
psychopathology, from R. D. Laing (1960) to Donald
Winnicott (1971) and Thomas Ogden (1986), argue that
disruptions in the embodied actions of the person-agent are
central to an understanding of the development of severe
forms of psychopathology.

At the level of practical actions, Bermudez’s (1998) recent
work on the development of self-consciousness is central to
an understanding of the impact of an embodied person con-
ceptualization. Bermudez’s fundamental argument is that
late-emerging forms of meaning found in symbolic and re-
flective consciousness develop from—and are constrained
by—embodied self-organizing action systems available to
the infant. Most important is that these early systems entail
person-level somatic proprioception and exteroception. As
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these person-centered processes interpenetrate the physical
and sociocultural worlds, proprioception operates as the
differentiation mechanism for the emergence of a self-
consciousness action system, and exteroception operates as
the differentiation mechanism for the emergence of an
object-consciousness system. Hence, over the first several
months of life, a basic practical action associated with me and
other develops, which in turn becomes transformed into the
symbolic me and other of early toddlerhood. Thelen’s (2000)
work on the role of movement generally, and specifically
“body memory” in infant cognitive functioning is another
closely related area that illustrates the importance of embod-
iment at the level of practical actions.

Langer’s (1994) empirical studies represent important
demonstrations of the intercoordination of embodied action
systems as these intercoordinations move development from
the practical to the symbolic plane of meaning. Earlier work
by Held and his colleagues (e.g., Held & Bossom, 1961; Held
& Hein, 1958), on the other hand, illustrates the significance
of voluntary embodied action at all levels of adaptation.
Acredolo’s research (e.g.,Goodwyn & Acredolo, 1993) on
the use of bodily gestures as signs expressing practical mean-
ings in older infants suggests the expressive and instrumental
value of embodied practical gesture. Other work has elabo-
rated on the significance of bodily representations at the sym-
bolic and reflective levels of meaning. For example, while the
use of fingers for counting is well documented (Gelman &
Williams, 1998), Saxe’s (1981, 1995) research has shown
cross-culturally that other bodily representations enter into
counting systems. Further, earlier research by Overton and
Jackson (1973) and more recently by Kovacs and Overton
(2001) has demonstrated that bodily gestures support emerg-
ing symbolic representations at least until the level of reflec-
tive meanings.

At the level of symbolic, reflective, and trans-reflective
conceptual functioning, the writings of Lakoff and Johnson
(1999; see also Lakoff, 1987) are well known for their
detailed exploration of the significance of embodiment. For
Lakoff and Johnson, embodiment provides the fundamental
metaphors that shape meanings at all levels of functioning. In
a parallel but distinct approach, Kainz (1988) has described
how the basic laws of ordinary logic (i.e., the law of identity,
the law of contradictions, and the law of the excluded middle)
can be understood as emerging from the early embodied dif-
ferentiation of self and other. Finally, Liben’s (1999) work on
the development of the child’s symbolic and reflective spatial
understanding presents a strong argument for an understand-
ing of this development in the context of an embodied child
rather than in the context of the disembodied eye that tradi-
tionally has framed this domain.

CONCLUSIONS

This chapter has explored background ideas that ground, con-
strain, and sustain theories and methods in psychology
generally and developmental psychology specifically. An un-
derstanding of these backgrounds presents the investigator
with a rich set of concepts for the construction and assess-
ment of psychological theories. An understanding of back-
ground ideas also helps to prevent conceptual confusions that
may ultimately lead to unproductive theories and unproduc-
tive methods of empirical inquiry. The importance of this
function has recently been forcefully articulated by Robert
Hogan (2001) who in an article entitled “Wittgenstein Was
Right” notes with approval Wittgenstein’s (1958) remark that
“in psychology there are empirical methods and conceptual
confusions” (p. 27), and then goes on to say that

Our training and core practices concern research methods;
the discipline is . . . deeply skeptical of philosophy. We empha-
size methods for the verification of hypotheses and minimize the
analysis of the concepts entailed by the hypotheses. [But] all the
empiricism in the world can’t salvage a bad idea. (p. 27)
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Developmental psychology’s emergent identity as an ap-
plied developmental science (ADS) reflects our discipline’s
rich and complex history and forecasts our discipline’s chal-
lenges and opportunities as we begin our second century of
science and practice. As proponents of a key subdiscipline
of psychology, we continue our commitment to advance
psychology “as a science, as a profession, and as a means
of promoting human welfare” (American Psychological
Association, 2000, p. 1) and to “promote, protect, and
advance the interests of scientifically oriented psychology
in research, application, and the improvement of human
welfare” (American Psychological Society, 2000, p. 1).
Fulfilling this commitment involves heeding the recent call
of a Nobel Foundation symposium for better integrated
models of life-span development and for interdisciplinary
and international frameworks (Cairns, 1998; Magnusson,
1996).

This chapter provides a brief history of the emergence,
or re-emergence, of ADS as a compelling umbrella for
advancing developmental psychology, with a particular
focus on the first two decades of life, namely, child and
adolescent psychology. Consistent with the interdiscipli-
nary and multidisciplinary mandates, consideration of the
kindred disciplines that partner to advance knowledge
follows. Examples of substantive areas of inquiry and
action in ADS are then considered, including articulation
of the special methods of ADS, the special ethical impera-
tives of ADS, and some particular training challenges
for ADS.

DEFINING APPLIED DEVELOPMENTAL SCIENCE

Over the last two decades increasing numbers of develop-
mental psychologists have identified themselves profession-
ally as applied developmental scientists. Joining them under
this umbrella are colleagues from allied disciplines and spe-
cialties in the biological, social, and behavioral sciences and
the helping professions, all sharing common goals and vi-
sions captured in some of the more formal definitions of the
ADS fields. Certainly an early milestone in the staking out of
the field’s territory occurred with the founding of the Journal
of Applied Developmental Psychology in 1980, an interna-
tional multidisciplinary life-span journal. The masthead pro-
claimed a “forum for communication between researchers
and practitioners working in life-span human development
fields, a forum for the presentation of the conceptual,
methodological, policy, and related issues involved in the ap-
plication of behavioral science research in developmental
psychology to social action and social problem solving”
(Sigel & Cocking, 1980, p. i). In welcoming the new journal
in an inaugural editorial, Zigler (1980) narrowed the defini-
tion of the journal’s purview to what he called a “field within
a field” (i.e., presumably, applied developmental psychology
within developmental psychology) but set high and broad
expectations that “these pages shall attest to the synergistic
relationship between basic and applied research” (p. 1).

Almost 20 years later, Zigler (1998) issued a similar note
of hope, celebration, and welcome in a significant essay
called “A Place of Value for Applied and Policy Studies,” this
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time in the pages of Child Development, the prestigious
archival journal of the Society for Research in Child Devel-
opment (SRCD). Child Development had been singularly de-
voted to “theory-driven, basic research. Now, after more than
six decades of advancing science as a means to expand our
understanding of human development, SRCD has formally
welcomed into its major journal research that uses this
knowledge on children’s behalf . . . the result of a very
gradual transformation within SRCD from a scientist’s sci-
ence toward a more public science” (Zigler, 1998, p. 532).
The continuing vicissitudes of the gaps and synergies be-
tween applied and basic research will be a theme of the his-
torical sketch offered in the next section (see also Garner,
1972).

In 1991 a National Task Force on Applied Developmental
Science convened representatives from abroad, but not an ex-
haustive range of professional scientific organizations con-
cerned with the application of the knowledge base of
developmental psychology to societal problems. Organiza-
tions represented included the American Psychological Asso-
ciation, the Gerontological Society of America, the
International Society for Infant Studies, the National Black
Child Development Institute, the National Council on Family
Relations, the Society for Research on Adolescence, and the
Society for Research in Child Development. Goals included
the articulation of the definition and scope of ADS along with
guidelines for graduate training in this emergent, interdisci-
plinary field. A consensus process produced a complex four-
point definition of ADS, quoted here at length to document
the current parameters of content, process, methods, and
values:

1.1 Applied developmental science involves the programmatic
synthesis of research and applications to describe, explain,
intervene, and provide preventive and enhancing uses of
knowledge about human development. The conceptual base
of ADS reflects the view that individual and family func-
tioning is a combined and interactive product of biology and
the physical and social environments that continuously
evolve and change over time. ADS emphasizes the nature of
reciprocal person-environment interactions among people,
across settings, and within a multidisciplinary approach
stressing individual and cultural diversity. This orientation is
defined by three conjoint emphases:
Applied: Direct implications for what individuals, families,
practitioners, and policymakers do.
Developmental: Systematic and successive changes within
human systems that occur across the life span.
Science: Grounded in a range of research methods de-
signed to collect reliable and objective information system-
atically that can be used to test the validity of theory and
application.

1.2 ADS recognizes that valid applications of our knowl-
edge of human development depend upon scientifically
based understanding of multilevel normative and atypical
processes that continually change and emerge over the life
cycle.

1.3 ADS reflects an integration of perspectives from relevant
biological, social, and behavioral sciences disciplines in the
service of promoting development in various populations.

1.4 The nature of work in ADS is reciprocal in that science dri-
ves application and application drives science. ADS empha-
sizes the bidirectional relationship between those who
generate empirically based knowledge about developmental
phenomena and those who pursue professional practices,
services, and policies that affect the well-being of mem-
bers of society. Accordingly, research and theory guide
intervention strategies, and evaluations of outcomes of de-
velopmental interventions provide the basis for the reformu-
lation of theory and for modification of future interventions.
(Fisher et al., 1993, pp. 4–5)

By 1997 these parameters defining ADS were adopted as
the editorial scope of a new journal, Applied Developmental
Science, with further explication of a more inclusive range of
methodologies and audiences. The journal publishes

research employing any of a diverse array of methodologies—
multivariate longitudinal studies, demographic analyses, eva-
luation research, intensive measurement studies, ethnographic
analyses, laboratory experiments, analyses of policy and/or
policy-engagement studies, or animal comparative studies—
when they have important implications for the application of
developmental science across the life span. Manuscripts perti-
nent to the diversity of development throughout the life-span—
cross-national and cross-cultural studies; systematic studies of
psychopathology; and studies pertinent to gender, ethnic and
racial diversity–—are particularly welcome. . . . [The audience in-
cludes] developmental, clinical, school, counseling, aging, educa-
tional, and community psychologists; lifecourse, family and
demographic sociologists; health professionals; family and con-
sumer scientists; human evolution and ecological biologists; [and]
practitioners in child and youth governmental and nongovern-
mental organizations. (Lerner, Fisher, & Weinberg, 1997, p. 1)

This amplified definition of ADS postulates a number of hall-
marks of ADS key to the discussion of its history, content,
and special concerns. Among these hallmarks are

1. A historical context and perspective reflecting the peren-
nial balancing of related constructs such as basic and ap-
plied research or science and practice or knowledge
generation and utilization. This includes a sensitivity
to historical and sociopolitical contexts captured in the
notion of ADS as
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Scholarship for our times. . . . As we enter the 21st century, there
is growing recognition that traditional and artificial distinctions
between science and service and between knowledge generation
and knowledge application need to be reconceptualized if soci-
ety is to successfully address the harrowing developmental se-
quelae of the social, economic, and geo-political legacies of the
20th century. Scholars, practitioners and policymakers are in-
creasingly recognizing the role that developmental science can
play in stemming the tide of life-chance destruction caused by
poverty, premature births, school failure, child abuse, crime,
adolescent pregnancy, substance abuse, unemployment, welfare
dependency, discrimination, ethnic conflict, and inadequate
health and social resources. (Lerner et al., 1997, p. 2)

2. A broadened and deepened awareness of the ethical chal-
lenges and imperatives involved in implementing the
scope of ADS. This awareness evolves from challenges in
the use of scientific methods in new ways such that pro-
tection of the autonomy and well-being research of par-
ticipants is increasingly complex. Research participants
become partners in the inquiry process and new, more
complicated collaborations among diverse multidiscipli-
nary professionals and communities become key elements
of defining research questions and problems and seeking
answers and solutions.

More recently, some leaders have broadened the potential
scope of ADS even further, suggesting elements of a blue-
print for promoting civil society and social justice, a provoca-
tive and compelling elaboration of both the substance and the
ethical orientation of the field (Lerner, Fisher, & Weinberg,
2000). Others have focused on more traditional academic or
incremental stocktaking for defining ADS with attention to
advancing the numerous knowledge bases and methodolo-
gies (e.g., Schwebel, Plumert, & Pick, 2000; Shonkoff, 2000;
Sigel & Renninger, 1998). ADS is now considered an “estab-
lished discipline” (Fisher, Murray, & Sigel, 1996), defined
with the parameters just outlined. Our survey of this disci-
pline moves now to a more detailed historical analysis, with
attention to earlier roots as well as appreciation for the con-
temporary ferment evident in the definitional emergence of
the last few years.

ELEMENTS OF THE HISTORY OF APPLIED
DEVELOPMENTAL SCIENCE

From the earliest days of psychology in general and of devel-
opmental psychology in particular, tensions and balances
basic to the emergence of contemporary ADS as just defined
have provided the heat and light for historians of the field.

Observers and analysts are prone to calling upon metaphors
such as a swinging pendulum or old wine in new bottles. In-
deed, as argued elsewhere, the newness of the ADS orienta-
tion “ought not be overemphasized—renewal is perhaps a
more accurate frame” (Wertlieb & Feldman, 1996, p. 123).
As the definition of ADS just noted emerged, Parke’s (1992)
Presidential Address to the American Psychological Associa-
tion Division of Developmental Psychology noted the return
of developmental psychologists to “their forerunners’ con-
cern for applying science to social problems . . . , and their re-
newed interest in interdisciplinary work also resembles early
developmental psychology” (p. 987). Parke noted that “the
applied/nonapplied distinction is an increasingly blurry and
perhaps dubious one, as researchers continue to recognize the
multifaceted value of social experiments such as Headstart”
(p. 987).

Our forerunners were perhaps even bolder in asserting
such views. When discussing the case of a chronic bad speller
referred to his clinic, Witmer (1907), a founder of clinical
psychology, noted that “if psychology was worth anything to
me or to others it should be able to assist the efforts of a
teacher in a retarded case of this kind. The final test of the
value of what is called science is its applicability” (cited in
Fagan, 1992, p. 237). Indeed, an elemental challenge in ADS
today is overcoming the historical quagmires of scientism
versus clinicalism (Perry, 1979) and applied versus scientific
acceptability. As evident at psychology’s inception, Fagan
(1992) reported that “both Hall and Witmer were popular
with teacher and parent constituencies, but not always with
psychologist colleagues, many of whom viewed their work as
less than scientific” (p. 239).

Several extensive histories of the disciplines of develop-
mental psychology and child development have been pub-
lished, and most include reference to the ebb and flow of
interest and priority for what might be termed the applied,
practical, or societally oriented issues so central to ADS.
Especially relevant are discussions offered by Bronfenbren-
ner, Kessel, Kessen, and White (1986); Cairns (1998);
Davidson and Benjamin (1987); Hetherington (1998);
McCall (1996); McCall and Groark (2000); Parke, Ornstein,
Reiser, and Zahn-Waxler (1994); Sears (1975); and Siegel
and White (1982). Hetherington (1998) framed her analysis
by accenting her use of the term “developmental science . . .
to emphasize both the scientific and multidisciplinary foun-
dations of the study of development and the recognition that
development is not confined to childhood but extends across
the lifespan” (p. 93)—emphases lost or diluted in using the
too-limiting term child psychology. She interpreted and
extended Sears’s (1975) classic analysis, reaffirming that
“unlike many areas in psychology [with their histories
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documented by Boring (1950) and Koch & Leary (1985)],
developmental science originated from the need to solve
practical problems and evolved from pressure to improve the
education, health, welfare and legal status of children and
their families” (p. 93).

The chronology of developmental psychology offered by
Cairns (1998) serves as a useful framework in which to spec-
ify some of the distinctive or seminal elements of ADS.
Cairns delimited the emergence of developmental psychol-
ogy (1882–1912), the middle period of institutionalization
and expansion (1913–1946), and the modern era (1947–
1976). His compliance with a convention that 20 years must
elapse before qualifying as “historical” leaves much of the
significant milestone material mentioned in our earlier defin-
ition of ADS outside the realm of his presentation, but he did
conclude his account with a clarion call for more integrated
interdisciplinary science, quite consistent with what we
might term the postmodern or contemporary era (1977–pre-
sent). Indeed, it is from this most recent period that we draw
our substantive examples of ADS, after the conclusion of this
historical sketch.

Most accounts, including Cairn’s (1998) emergence anal-
ysis, portray the dialectic at the base of ADS as pioneered by
G. Stanley Hall, the first professor of psychology in America
(appointed in 1883 at Johns Hopkins University), the first
president of the American Psychological Association (1891),
and founder of the first child development research insti-
tute (at Clark University) and of the journal Pedagogical
Seminary.

Hall was a remarkable teacher and catalyst for the field. Some of
the most significant areas for developmental study—mental test-
ing, child study, early education, adolescence, life-span psychol-
ogy, evolutionary influences on development—were stimulated
or anticipated by Hall. Because of shortcomings in the methods
he employed and the theory he endorsed, few investigators
stepped forward to claim Hall as a scientific mentor. His reach
exceeded his grasp in the plan to apply the principles of the new
science to society. Psychology’s principles were too modest,
and society’s problems too large. Perhaps we should use a fresh
accounting to judge Hall’s contributions, one that takes into ac-
count the multiple facets of his influence on individuals, the dis-
cipline, and society. The audit would reveal that all of us who
aspire to better the lot of children and adolescents can claim him
as a mentor. (Cairns, 1998, p. 43)

White (1992) asserted that

the simple fact is that G. Stanley Hall marched away from exper-
imental psychology toward the study of children because at least
six different constituencies existed in American society, basically

still our constituencies today—scientists, college administrators,
child savers and social workers, mental health workers, teachers,
and parents. These constituencies wanted certain kinds of knowl-
edge about children. Mirabile dictu, without even being develop-
mental psychologists and before we came into existence, they
were all collecting data that look like ours. So if you look at the
social history that surrounds the birth of the Child Study Move-
ment, you gradually come to the conclusion that perhaps we rep-
resent a professionalization of trends of knowledge gathering
and knowledge analysis that existed in our society before our
coming. That doesn’t completely detach us from the mainstream
of the history of psychology, but it certainly throws a very differ-
ent light on the emergence and evolution of the field and its basic
issues. (Bronfenbrenner et al., 1986, p. 1221)

Among Hall’s most significant contributions, according to
White (1992), were the concern with descriptions of children
in their natural contexts and the need “to arrive at a scientific
synthesis on the one side and practical recommendations on
the other” (cited in Cairns, 1998, p. 43). Contemporary ADS
continues in its value in the former and aspires to overcome
the too-dichotomous implications of the latter; it emphasizes
the reciprocal and mutual interactions of the scientific and
practical typical in this earliest era.

The other heroes or giants of history contributing in this
foundational period are, of course, Sigmund Freud, Alfred
Binet, and John Dewey. Freud’s psychoanalytic theories and
methods were key forerunners of one of contemporary ADS’s
most vital arenas, developmental psychopathology. The sep-
arate path taken by psychoanalysis in subsequent years is
only recently reconverging with developmental psychology.
Millennium analyses of the field of developmental psy-
chopathology are intriguing sources of elaboration of the
history of ADS, and the reawakened appreciation of psycho-
analytic approaches are of special interest (Cicchetti &
Sroufe, 2000; Fonagy & Target, 2000).

The measurement and testing of intelligence pioneered by
Binet continues to influence extant theories and methods in
contemporary ADS, although certainly the scientific revolu-
tions in the ensuing years (e.g., Piagetian psychology), as well
as political sensitivities, establish a much more complex and
sophisticated set of theories about intelligences, their mani-
festation and measurement, and their places in a broad array
of processes, competencies, or outcomes relevant to develop-
mental status or progress. The abiding links to schooling and
education, so basic to the philosophical and scientific contri-
butions of John Dewey, remain core foci in contemporary
ADS. Notions of constructivism, of the salience of motivation
and everyday experience, and of psychology as a founda-
tional science for applications such as education championed
by Dewey pervade contemporary ADS (Cahan, 1992).
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The second and third periods of Cairn’s (1998) history of
developmental psychology emphasize institutionalization,
especially of scientific and laboratory-based inquiry, and ex-
pansion into a modern behavioral science. Many of the scien-
tific and applied seeds planted in the foundational period
grew in the middle of the twentieth century, with what we
might term the rise and fall of the then-grand theories being
an especially salient process. These grand theories included
the elaboration of Freudian psychoanalytic approaches, be-
haviorism as espoused by Skinnerians and Pavlovians, as
well as cognitive theories of Piagetians. Modernism and pos-
itivism yielded to postmodernism with the articulations and
fragmentations captured by labels such as ego-analytic or
neo-Freudian approaches; social-behavioral, social-learning,
and cognitive-behavioral approaches; or neo-Piagetian ap-
proaches, for example. Bronfenbrenner et al. (1986, p. 1219)
described and decried dimensions of this fragmentation
process in the middle of the twentieth century, identifying a
trend of what they term recurring faddism or, worse, recur-
rent scientific bias.

The contemporary era in which ADS is now emerging
capitalizes on newly grand theoretical formulations. For in-
stance, bioecological theory (Bronfenbrenner & Ceci, 1994),
developmental contextualism (Lerner, 1998), and life-
span developmental psychology (Baltes, Lindenberger, &
Staudinger, 1998) each represent varying degrees of broaden-
ing and integrating (or even reintegrating) consistent with the
scope and challenges of ADS. It is useful to consider a his-
torical process somewhat akin to Werner’s orthogenetic prin-
ciple: “Basic and applied aspects of developmental science
began as a global unit and became increasingly differenti-
ated. Further maturity now allows for a hierarchical integra-
tion of the specialized functions into a synergistic whole”
(Zigler, 1998, pp. 533–534).

Substantive challenges or demands inherent in American
social policy during the “Great Renaissance” of the 1960s
and 1970s (the modern era according to Cairns, 1998)
provided the raison d’être for ADS. The War on Poverty,
Head Start early education intervention, and the community
mental health movements all provided arenas for expecta-
tions and conversations between developmental scientists
and the society in which they functioned. The newly grand
theories were required to guide the generation of research
questions, data, interpretation, and application. ADS is pro-
viding parameters for advancing with simultaneous and in-
creasingly integrated attention to processes of knowledge
generation and knowledge utilization.

As noted earlier, multidisciplinarity and interdisciplinarity
are key hallmarks of ADS. Not surprisingly, parallel histori-
cal evolution in related subdisciplines and disciplines has

been documented such that among the component fields or
contemporary renditions of ADS are several emergent inte-
grating or synergizing traditions. This trend has been dis-
cussed in kindred subdisciplines of psychology such as
clinical psychology (Fox, 1982; Frank, 1984; Kendall, 1984;
Levy, 1984; Wertlieb, 1985), community psychology
(Marsella, 1998; Masterpasqu, 1981), school psychology
(Fagan, 1992, 2000; Ysseldyke, 1982), educational psychol-
ogy (Bardon, 1983), and pediatric psychology (Brennemann,
1933; Wertlieb, 1999). Other social sciences such as anthro-
pology, policy analysis, social work, home economics/
consumer sciences, and public health share some of these el-
ements of differentiation and recent reintegration in interdis-
ciplinary forms consistent with ADS (e.g., Elder, 1998;
Featherman & Lerner, 1985; Kaplan, 2000; Nickols, 2001;
Schneiderman, Speers, Silva, Tomes, & Gentry, 2001;
Winett, 1995).

Within the field of psychology, as well as in the links with
kindred disciplines that form ADS, the integrated identity as
a “scientist-practitioner” evolves as a basic standard or goal.
A similar rubric of reflective practice captures the optimal
functioning of a scientist-practitioner (e.g., Schon, 1983).
Cultivation of the scientist-practitioner remains an abiding
challenge (Belar & Perry, 1992). This bridge between science
and practice is requires constant attention, as documented by
Kanfer’s (1990) articulation of the challenges “to foster and
blend the skills, perceptivity and pragmatism of the profes-
sional along with training in methods, and exposure to the
skeptic-empirical attitude of the researcher” (p. 269). Applied
developmental scientists are “translators who a) devote sys-
tematic attention to research and dissemination of practical
implications and methods derived from various domains of
the social sciences and/or b) formulate professional problems
in ‘basic science’ language and collaborate with (or act as)
scientists whose expertise encompasses the domain in which
these researchable questions are phrased” (p. 265). With
definitions of ADS in hand, along with historically significant
elements that continue to shape the field, we turn to a selec-
tive overview of contemporary domains of inquiry and action
in ADS.

DOMAINS OF INQUIRY AND ACTION IN APPLIED
DEVELOPMENTAL SCIENCE

At the start of the twenty-first century, scores of applied de-
velopmental scientists are actively and productively pursuing
hundreds of significant research questions with important im-
plications and applications to the well-being of children,
youth, and families. Table 2.1 lists many of these topics of
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TABLE 2.1 Areas of Inquiry and Action in Applied Developmental Science

Topic Sample Study or Review

Early child care & education Lamb (1998); Ramey & Ramey (1998); Scarr (1998); Zigler & Finn-Stevenson (1999).
Early childhood education Elkind (2002).
Education reform & schooling Adelman & Taylor (2000); Fishman (1999); Renninger (1998); Strauss (1998).
Literacy Adams, Trieman, & Pressley (1998); Lerner, Wolf, Schliemann, & Mistry (2001).
Parenting & parent education Collins et al. (2000); Cowan et al. (1998).
Poverty Black & Krishnakumar (1998); McLoyd (1998).
Developmental assets Benson (1997); Scales & Leffert (1999); Weissberg & Greenberg (1998).
Successful children & families Masten & Coatsworth (1998); Wertlieb (2001).
Marital disruption & divorce Hetherington, Bridges, & Insabella (1998); Wertlieb (1997).
Developmental psychopathology Cicchetti & Sroufe (2000); Cicchetti & Toth (1998b); Richters (1997); Rutter & Sroufe (2000).
Depression Cicchetti & Toth (1998a).
Domestic violence & maltreatment Emery & Laumann-Billings (1998).
Adolescent pregnancy Coley & Chase-Landsdale (1998).
Aggression & violence Loeber & Stouthamer-Loeber (1998).
Children’s eyewitness reports Bruck, Ceci, & Hembrooke (1998).
Pediatric psychology Bearison (1998).
Mass media, television, & computers Huston & Wright (1998); Martland & Rothbaum (1999).
Prevention science Coie et al. (1993); Kaplan (2000).

inquiry and action to provide a sense of the broad scope of
ADS. Recent textbooks (e.g., Fisher & Lerner, 1994), review
chapters (e.g., Zigler & Finn-Stevenson, 1999), handbooks
(e.g., Lerner, Jacobs & Wertlieb, 2002; Sigel & Renninger,
1998), special issues of journals (e.g., Hetherington, 1998),
and regular sections of journals such as the “Applied Devel-
opmental Theory” section of Infants and Young Children pro-
vide ongoing articulation of ADS inquiry. Journals such as
the Journal of Applied Developmental Psychology, Applied
Developmental Science, and Children’s Services: Social Pol-
icy, Research and Practice are among the central outlets for
new work in ADS. Each of the chapters that follow in the pre-
sent volume on developmental psychology reflects, to vary-
ing degrees, some influence of ADS in establishing the
current state of knowledge, and the final section of this vol-
ume includes several chapters specifically focused on ADS-
related scholarship across the life span. For the purposes of
this chapter’s overview of ADS, just two of the many areas of
inquiry and action have been selected to illustrate some of the
substantive concerns of ADS: (a) parenting and early child
care and education, followed by (b) developmental psy-
chopathology and developmental assets. As will be evident,
each of these complex areas involves foci of theoretical and
methodological concerns, and most link to several of the oth-
ers listed in Table 2.1, consistent with the highly contextual
and interdisciplinary orientation of ADS.

Parenting and Early Child Care and Education

The state of ADS in parenting and early child care education
is well summarized in several reviews (e.g., Bornstein, 1995;
Collins, Maccoby, Steinberg, Hetherington, & Bornstein,

2000; Cowan, Powell, & Cowan, 1998; Harris, 1998, 2000;
Scarr, 1998; Vandell, 2000; Zigler & Finn-Stevenson, 1999)
and covers core questions such as

1. How do parenting behaviors influence a child’s behavior
and development?

2. How do children influence parenting behavior?

3. What are the influences of different forms of child care
and early education on children’s development?

4. How effective are different interventions for parent educa-
tion and early education of young children?

5. How do social policies influence the qualities of interven-
tions and programs for children and parents?

Political, philosophical, and scientific controversies per-
meate many discussions of parenting and early child care and
education. In recent years, as challenges to what had become
conventional wisdom about the salience of parents’ attitudes,
beliefs, and behaviors as shapers of their children’s develop-
ment (e.g., Harris, 1998) gained notoriety, applied develop-
mental scientists have acknowledged the shortcomings of
extant socialization research (see chapter by Kerr, Stattin, &
Ferrer-Wreder in this volume). “Early researchers often over-
stated conclusions from correlational findings; relied exces-
sively on singular, deterministic views of parental influence;
and failed to attend to the potentially confounding effects of
biological variation” (Collins et al., 2000, p. 218). Now, with
augmented behavior-genetic designs, longitudinal analyses,
animal comparative studies, more sophisticated data collec-
tion, and analyses and grounding in more comprehensive and
contextual biopsychosocial ecological theories, researchers
offer more valid and sophisticated accounts of the important
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influences of parenting on behavior. These accounts are
highly nuanced with emphasis on interaction and moderator
effects, reciprocal influences, nonfamilial influences, and at-
tention to impacts of macrocontexts such as neighborhoods,
policies, and cultures.

As an example, consider the studies of children’s tempera-
ments and parenting reviewed by Collins et al. (2000). Chil-
dren can be characterized in terms of constitutionally based
individual differences or styles of reacting to the environment
and self-regulating. Developmental research had established
modest statistical correlations between “difficult” tempera-
mental profiles in young children and later behavior prob-
lems and disorders. 

Bates, Pettit, and Dodge (1995), in a longitudinal study, found
that infants’ characteristics (e.g., hyperactivity, impulsivity, and
difficult temperament) significantly predicted externalizing
problems 10 years later. Although this finding at first seems to
support the lasting effects of physiologically based characteris-
tics, Bates et al. (1995) also showed that predictive power in-
creased when they added information about parenting to the
equation. Infants’ early characteristics elicited harsh parenting at
age 4, which in turn predicted externalizing problems when the
children were young adolescents, over and above the prediction
from infant temperament. Similarly, this and other findings
imply that even though parenting behavior is influenced by child
behavior, parents’ actions contribute distinctively to the child’s
later behavior. (Collins et al., 2000, p. 222)

Coupled with the increasingly sophisticated literature on the
development and effectiveness of intervention programs that
help parents alter their parenting behavior with infants,
young children, or adolescents (e.g., Cowan et al., 1998;
Webster-Stratton, 1994), this area of scholarship is a proto-
typical domain of inquiry and action for ADS, and one
that provides theoretical, methodological, and practical
contributions.

When care by other than the child’s parents is examined,
similar advances are evident (Lamb, 1998, 2000; National
Institute of Child Health and Human Development Early
Child Care Research Network, 2000; Scarr, 1998; Zigler &
Finn-Stevenson, 1999). Again, these advances are in the con-
text of political, philosophical, and scientific controversies.
The last quarter century has seen a shift away from research
aimed at documenting how much damage is done to children
who are left in daycare as their mothers enter the work force,
to research discovering and describing varieties and qualities
of day care and early education experiences for children, and
more recently to sophisticated longitudinal studies compar-
ing and contrasting varieties of maternal and nonmaternal
care, including in-home, family-based, and center-based

care. These latter studies increasingly include “not only prox-
imal influences on the child but distal influences as well”
(Scarr, 1998, p. 101) and adopt conceptual frameworks re-
quiring attention to individual differences in children, in fam-
ily processes, and contextual issues such as staff training and
support, access to care, and related social policies. Attention
to the special needs of at-risk populations such as children
living in poverty or other disadvantaged conditions shows
similarly increasing sophistication as ADS frameworks are
employed (e.g., Ramey & Ramey, 1998).

Lamb’s (1998) summary of the current state of knowledge
on child care reflects the orientation of ADS:

In general, the quality of care received both at home and in alter-
native care facilities appears to be important, whereas the specific
type of care (exclusive home care, family day care, center day
care) appears to be much less significant than was once thought.
Poor quality care may be experienced by many children . . . and
poor quality care can have harmful effects on child development.
Type of care may also have varying effects depending upon the
ages at which children enter out-of-home care settings, with the
planned curricula of day care centers becoming increasingly ad-
vantageous as children get older. Interactions between the type of
care and the age of the child must obviously be considered,
although claims about the formative importance of the amount of
nonparental care and the age of onset have yet to be substantiated
empirically. It also appears likely that different children will be
affected differently by various day care experiences, although we
remain ignorant about most of the factors that modulate these dif-
ferent effects. Child temperament, parental attitudes and values,
preenrollment differences in sociability, curiosity and cognitive
functioning, sex and birth order may all be influential, but reli-
able evidence is scanty. . . . We know that extended exposure to
nonparental child care indeed has a variety of effects on children,
but when asked about specific patterns of effects or even whether
such care is good or bad for children we still have to say It
depends. (pp. 116–117)

Such an analysis of the state of our science becomes a start-
ing point for the ADS professional in pursuing the collabora-
tions with researchers from allied disciplines and community
partners to advance knowledge and build and evaluate
programs.

Developmental Psychopathology
and Developmental Assets

In fostering synergy among disciplines concerned with the
understanding and well-being of children, ADS provides a
forum for significant scientific cross-fertilization between
two powerful new traditions of inquiry and action: develop-
mental psychopathology and developmental assets. An early
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definition of the science of developmental psychopathology
called it “the study of the origins and course of individual
patterns of behavioral maladaptation, whatever the age of
onset, whatever the causes, whatever the transformations in
behavioral manifestation, and however complex the course
of the developmental pattern may be” (Sroufe & Rutter,
1984, p. 18). Cicchetti and Toth (1998b) confirmed that 

developmental psychopathologists should investigate function-
ing through the assessment of ontogenetic, genetic, biochemical,
biological, physiological, societal, cultural, environmental, fam-
ily, cognitive, social-cognitive, linguistic, representational, and
socioemotional influences on behavior. . . . The field of devel-
opmental psychopathology transcends traditional disciplinary
boundaries. . . . Rather than competing with existing theories and
facts, the developmental psychopathology perspective provides
a broad integrative perspective within which the contributions of
separate disciplines can be fully realized. . . . The developmental
psychopathology framework may challenge assumptions about
what constitutes health or pathology and may redefine the man-
ner in which the mental health community operationalizes, as-
sesses, classifies, communicates about, and treats the adjustment
problems and functioning impairments of infants, children, ado-
lescents, and adults. . . . Thus, its own potential contribution lies
in the heuristic power it holds for translating facts into knowl-
edge, understanding and practical application. (p. 482)

As society grasps the challenges and the costs of mental
disorder and behavior dysfunction, only a multidisciplinary
vision so broad and so bold, with attendant reliance on the
newly grand theories noted earlier, especially developmental
contextualism and bioecological theory, can suffice. And
even with this breadth and boldness evident in developmen-
tal psychopathology, vulnerability to the critique of its being
illness oriented or deficit oriented limits its scope. Richters’s
(1997) critique of developmental psychopathology identifies
dilemmas and a “distorted lens” (p. 193) that hamper re-
search advances. ADS provides a support for the bridges
needed by developmental psychopathology by linking to the
complementary concepts and methods of the developmental
assets approach. When contemporary clinical psychologists
or clinical-developmental psychologists (Noam, 1998), for
instance, who are increasingly comfortable in claiming their
role as developmental psychopathologists, can collaborate
with community psychologists, for instance, who are increas-
ingly comfortable in cultivating developmental assets, ADS
approaches its promise as a framework for understanding and
addressing the needs of children in our society.

The developmental assets framework (Benson, Leffert,
Scales, & Blyth, 1998; Scales & Leffert, 1999) has some of
its roots and branches in developmental psychopathology but
contributes its own heuristic power to ADS, especially in

grafting its roots and branches in community psychology
and prevention science (e.g., Weissberg & Greenberg, 1998).
Although developmental psychopathology may focus more
often on outcomes reflecting health and behavior problems or
mental disorders or illness, the developmental assets frame-
work emphasizes outcomes (or even processes) such as com-
petence or thriving, as captured in the “emerging line of
inquiry and practice commonly called positive youth devel-
opment” (Benson et al., 1998, p. 141; see also Pittman &
Irby, 1996). ADS emphasizes the importance of simultaneous
consideration of both orientations. In addition, whereas de-
velopmental psychopathology is explicitly life-span oriented
as noted in the definitions stated earlier, the developmental
assets framework, at least to date, is more focused (in deriva-
tion though not implication) on the processes boldest in the
second decade of life. The empirical and theoretical foun-
dations for the framework emphasize “three types of health
outcomes: a) the prevention of high risk behaviors (e.g., sub-
stance use, violence, sexual intercourse, school dropout);
b) the enhancement of thriving outcomes (e.g., school suc-
cess, affirmation of diversity, the proactive approach to nutri-
tion and exercise); and c) resiliency, or the capacity to
rebound in the face of adversity” (p. 143).

Developmental assets theory generates research models
that call upon a system or catalog of 40 developmental assets,
half of them internal (e.g., commitment to learning, positive
values, social competencies, and positive identity) and half of
them external (e.g., support, empowerment, boundaries and
expectations, and constructive use of time). Assessments of
these characteristics and processes in individuals and in com-
munities then provide for problem definition, intervention
design, and program evaluation. While the developmental
psychopathologist might focus on similar constructs and
word them only in a negative or deficit manner (e.g., a posi-
tive identity is merely the opposite of poor self-esteem),
simultaneous consideration of both the assets and psy-
chopathology orientations reveals that beyond the overlap-
ping or synonymous concept or measure are complementing
and augmenting meanings with important implications for
both research and practice.

Some features of the synergy obtained with the perspec-
tives fostered by developmental psychopathology and devel-
opmental assets orientations are evident in theory and
research conducted in frameworks termed the stress and
coping paradigm (e.g., Wertlieb, Jacobson, & Hauser, 1990),
or vulnerability/risk and resiliency/protective factors
model (e.g., Ackerman, Schoff, Levinson, Youngstrom, &
Izard, 1999; Hauser, Vieyra, Jacobson, & Wertlieb, 1985; Jes-
sor, Turbin & Costa, 1998; Luthar, Cicchetti, & Becker,
2000; Luthar & Zigler, 1991; Masten & Coatsworth, 1998).
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To illustrate some dimensions of this synergy that are basic to
advancing ADS, we offer an overview of the stress and cop-
ing paradigm.

The Stress and Coping Paradigm

An important step toward the integration of emergent ap-
proaches to developmental psychopathology and extant
stress theories salient to both health and mental health
researchers was taken about 20 years ago at a gathering of
scholars at the Center for Advanced Study in the Behavioral
Sciences. Attendants generated what at the time was a com-
prehensive state-of-the-art review and compelling research
agenda published as Stress, Coping, and Development in
Children (Garmezy & Rutter, 1983). At a reunion a decade
later, many of the same scientists and their younger col-
leagues now pursuing the agenda took stock of the research
to produce Stress, Risk, and Resilience in Children and Ado-
lescents (Haggerty, Sherrod, Garmezy, & Rutter, 1994). This
latter volume was especially impressive in its articulation of
important interventions and prevention applications, reflect-
ing the historical trend noted earlier to be fueling ADS. A
comparison of the two titles reveals that the coping construct
disappeared—an unfortunate decision in light of present con-
cerns with the promises of coping interventions and develop-
mental assets as elements of overcoming stress, risk, and

poor health outcomes. However, the second title did intro-
duce core biomedical and epidemiological constructs of risk
and resiliency, basic conceptual and methodological tools
consistent with ADS as defined earlier. In any event, these
volumes provide a comprehensive treatment of the stress and
coping field as an ADS. Figure 2.1 is a simple schematic that
illustrates some basic features.

The stress and coping paradigm depicted in Figure 2.1
juxtaposes four variable domains capturing the complex and
dynamic stress process (Pearlin, 1989) as a slice in time and
context. The dimensions of time, or developmental progres-
sion, and context are those noted earlier as the bioecological
framework (Bronfenbrenner & Ceci, 1994) and life-course
models (e.g., Clausen, 1995; Elder, 1995); they are the back-
ground and foreground absent from, but implicit in, the
schematic in Figure 2.1. A common critique of stress research
focuses on the circularity of some of its constructs and rea-
soning. For instance, consider a stressful life event such as
the hospitalization of a child and the necessity to consider it
both as a stressor in the life of the child and his family and as
an outcome of a stress process. As ADS evolves with its more
sophisticated longitudinal and nonlinear analytic methodolo-
gies, these critiques will be less compelling. For the moment
and for the sake of this brief description of the paradigm, a
circular form with multiple dual-direction arrows is adopted.
The reciprocity of influences and the transactional qualities

Figure 2.1 The stress and coping paradigm.

COPING PROCESSES
• appraisal focus
• problem-solving focus
• emotion management

focus

COPING RESOURCES/
      MODERATORS

• social support
• “intelligence”
• “personality”
• socioeconomic status

OUTCOMES
• health
• illness
• adaptation

STRESS
• developmental
• major life event
• hassles
• chronic
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of relationships among and across domains are signaled by
both the intersections of the quadrants and the dual-directed
arrows around the circumference. Consideration of each
quadrant should convey the substance and form of this devel-
opmental stress and coping paradigm and the way it calls
upon key variables in developmental psychopathology and
developmental assets orientations.

Beginning with the stress quadrant, reference is made to
the types of stress that are familiar in the literature and have
documented developmental and health consequences. For in-
stance, each child encounters biological, psychological, and
social milestones and transitions. Examples include the tod-
dler’s first steps, kindergartners entering school, teenagers
entering puberty, and young people marrying. These are the
developmental stressors, or transitional life events, of devel-
opment.

Traditional psychosomatic medicine as well as contempo-
rary health psychology and behavioral medicine have fo-
cused most heavily on health consequences of major life
events. Among these are normative experiences such as en-
tering high school or starting a new job, nonnormative events
such as the death of a parent during childhood or getting
arrested, and events that do not fit classification by normative
life course transitions. Thus, being diagnosed with a serious
chronic illness or undergoing a divorce are examples of non-
normative event changes. The horserace between major life
events such as these and, in turn, what are termed hassles, or
the microstressors of everyday life—efforts to quantify one
type or the other as more strongly related to particular health
outcomes—has been a feature of recent research in develop-
mental psychopathology. This work teaches us the impor-
tance of avoiding overly simple variable-centered strategies
and striving to capture the richness of conceptualizations that
link, for instance, chronic role strain and acute life events, be
they major or quotidian (Eckenrode & Gore, 1994; Pearlin,
1989). Notions of chronic stressors allow for consideration of
a relatively vast child development literature on the adverse
impacts of, for example, poverty (e.g., McLoyd, 1998). The
distinction between chronic and acute stressors also serves
applied developmental scientists when they can differentiate
variables and processes in an acute experience. Thus, for in-
stance, receiving a diagnosis of a chronic illness, such as dia-
betes, may be considered an acutely stressful event, whereas
living with diabetes may be viewed as a chronic stressor
(Wertlieb et al., 1990).

Health consequences associated with these stressors ap-
pear in the outcomes quadrant of Figure 2.1. Highlighted here
are a commitment to multidimensional and multivariate
assessments of health outcomes; an appreciation of both
physical and mental health indexes, acknowledging both

interdependence and unity; an emphasis on a balance among
assets, health, and competence indexes; and a context of
health as a part of a broader biopsychosocial adaptation. In
traditional terms, ADS is concerned with the health and
mental health of individuals. In contemporary terms, the
health of developmental systems and communities must also
be indexed.

For decades, it was these two domains—stressors and
outcomes—that alone constituted the field of stress research.
Consistent, reliable, and useful relationships were docu-
mented confirming the stress and illness correlation. Across
scores of studies, statistically consistent relationships on the
order of .30 were obtained and replicated. Thus, we could
consistently account for close to 10% of the variance shared
by stress and health—scientifically compelling, but hardly
enough given the magnitude of the decisions that health care
providers and policy makers must make. Using the ADS
framework, stress and coping researchers pursue a quest for
the other 90% of the variance. The expansions and differenti-
ations of stressor types exemplified in the stress quadrant of
Figure 2.1 contribute to the cause. In addition, it is the incor-
poration of the other two quadrants—coping processes and
coping resources/moderators—that are the keys to achieving
the goal. As these variables are incorporated into our models,
explanatory and predictive power increases, and the quest for
the other 90% advances.

The present model employs a specific conceptualization
and assessment methodology for coping processes as ad-
vanced by Lazarus and Folkman (1984) and adapted for chil-
dren by Wertlieb, Weigel, and Feldstein (1987). This model
emphasizes three types or dimensions of coping behavior ex-
hibited by children as well as adults. A focus on the appraisal
process, the problem-solving process, or the emotion-
management process can be distinguished and measured in
the transactions between an individual and the environment
as stress is encountered and as developmental or health con-
sequences unfold. Other researchers have employed similar
or competing coping theories, and many, perhaps most, are
consistent with the broader stress and coping paradigm pre-
sented here (e.g., Aldwin, 1994; Basic Behavioral Science
Task Force of the National Advisory Mental Health Council,
1996; Bonner & Finney, 1996; Compas, 1987; Fiese &
Sameroff, 1989; Luthar & Zigler, 1991; Pellegrini, 1990;
Sorensen, 1993; Stokols, 1992; Wallander & Varni, 1992;
Wills & Filer, 1996).

Similarly, there is a wide range of coping resources/
moderators investigated in the literature, and Figure 2.1 se-
lects a few examples to illustrate the range and demon-
strate the relevance to the developmental psychopathology
and developmental assets domains of ADS. Many of the
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40 elements of the developmental assets framework reflect
various dimensions of social support (e.g., family support, a
caring school climate, a religious community, or school en-
gagement). A large and complicated literature documents the
manners in which social support in its diverse forms influ-
ences the relationships between health and illness. Key dis-
criminations of pathways for such influences in terms of main
effects, interactions, buffering effects, and mediation or mod-
eration are elaborated in these studies (Cohen & Syme, 1985;
Sarason, Sarason, & Pierce, 1990). Similarly complex, and
even controversial, are formulations that call upon constructs
and measures of intelligence or cognitive capacities or styles,
as resources, moderators, or mediators of the stress-health re-
lationship (Garmezy, 1994; Goleman, 1995). Diverse ranges
of personality variables have also been employed in this
work, including biologically oriented notions of tempera-
ment and psychological control orientations (Wertlieb,
Weigel, & Feldstein, 1989).

Socioeconomic status (SES) is depicted in this resource
quadrant, reminding us of the problem of redundancy and cir-
cularity. In the earlier description of types of stress I noted the
manner in which poverty—a level or type of SES—could be
modeled. Here, whether the SES is conceived as a factor that
psychological researchers too often relegate to the status of
background variable in a multivariate model or as a factor
that sociologists might emphasize in a social structural analy-
sis, its elements are crucial pieces of the contemporary con-
text for the stress-health linkage. Again, the general stress
and coping model in Figure 2.1 can accommodate consider-
able diversity in this coping resources/moderators domain;
success in the quest will reflect the achievement of simplicity
and parsimony.

A specific composite case example from our research pro-
gram in pediatric psychology, or child health psychology,
will serve to show the stress and coping paradigm in action.
Again, the ADS framework orients us to significant demands
for both knowledge generation and knowledge utilization in
this example of a child’s development, where understanding
as well as application in terms of health care intervention and
social policy are intertwined (Wertlieb, 1999). The example
of Jason Royton involves each of the four domains shown in
Figure 2.1.

Twelve-year-old Jason Royton was rushed to the pediatric
hospital emergency room by his distraught father the morn-
ing after a vociferous battle in their home about whether
Jason will get to see the R-rated movies that he contends all
his friends are allowed to see. Within hours, the pediatrician
emerges with the diagnosis: insulin-dependent diabetes mel-
litus (IDDM). In this scenario, the applied developmental sci-
entist can quickly document multiple interacting dimensions

of stress that potentially impinge on the child: the acute
trauma of the health emergency and diagnosis, the parallel
stress of the separation and autonomy struggle in the
Roytons’ lives, the onset of a chronic stressor of living with a
life-threatening illness, and the initiation of multiple series of
hassles or quotidian stressors associated with the precise reg-
imen of diet, insulin injection, exercise, and medical care.
Also immediate are the coping processes and a mélange of
challenges and responses—shock, grief, denial, anxiety, ap-
praisal (sizing up the nature of the challenges), problem solv-
ing (assessing and marshaling resources to comprehend and
meet these challenges)—and for each individual, as well as
for the family system, managing the feelings, threats, and
disequilibria now introduced into their lives.

Influences of coping resources/moderators can be recog-
nized as well. Mobilization of social support is part of the
problem-solving process as we see Jason’s grandmother
arriving on the scene once they return home. Caring for the
other two Royton children will be only a minor worry for Mr.
and Mrs. Royton as they get through these initial days of their
new status as a family with IDDM. Less minor and more sur-
prising is the extent to which some of the protection offered
by their comfortable middle-class lifestyle does not turn out
to be what they thought it was. Clarifying their benefits and
expenses in their new managed health care plan confirms that
health insurance is not what it once was. IDDM, too, is not
what it once was. Several decades ago, prior to the 1922 in-
troduction of insulin therapy, the diagnosis was a death sen-
tence. Now, people living with IDDM are part of a large
group enjoying productive lives and pioneering novel chal-
lenges. The hope for ever-greater advances in biomedical sci-
ence and technology is part of that life; a cure for IDDM, or a
prevention, is an active research area.

Jason, meanwhile, is having his various “intelligences”
challenged as his health care team launches him on an educa-
tion for life with IDDM. Processing complex biomedical and
psychosocial information, shifting notions of future threats
and complications in and out of awareness, and anticipating
how to live with this difference, especially when being dif-
ferent, has little cachet in a young adolescent’s social circles.
These stressors are moderated and will unfold as elements of
the multidimensional health outcomes profile that must be
considered in assessing the current or future health of a
youngster with IDDM. Most immediate health outcomes
focus on maintaining healthy blood glucose levels and some
optimal adherence with the medical regimen. Psychological
dimensions of accommodation of psychosocial strivings for
autonomy and consolidation of a positive sense of compe-
tence and self-worth are related developmental processes.
Undoubtedly, this set of experiences for Jason and his family
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engages the applied developmental scientist in an array of
conceptual and methodological endeavors guided by frame-
works of developmental psychopathology and develop-
mental assets. (A more detailed consideration of IDDM in a
stress and coping paradigm can be found in Wertlieb et al.,
1990; a comprehensive survey of pediatric psychology is
offered by Bearison, 1998.)

In elaborating the stress and coping paradigm as an exam-
ple of an ADS heuristic, a key point to be made is that al-
though any science can be described by mapping its domains
of inquiry, to describe ADS, one must map domains of in-
quiry and action. The synergy and cross-fertilization between
inquiry and action are core processes in advancing the ADS
field. For instance, in the stress and coping paradigm
example, note that each quadrant includes variables that are
amenable to some range of intervention, influence, or change.
Families, health or social service professionals, communities,
or public policies may be among the instigators or agents of
such changes. Stressors of various types can be reduced,
modified, or ameliorated by individual actions or shifts in
public policies. Coping processes can be taught or modi-
fied. Resources and moderators can be introduced, altered,
strengthened, or weakened. Outcomes can be changed. The
design and evaluation of such change processes constitutes
key elements of ADS. These foci involve a number of special
methods as well as ethical imperatives.

SPECIAL METHODS AND ETHICAL IMPERATIVES
OF APPLIED DEVELOPMENTAL SCIENCE

Having sketched key historical and definitional parameters of
ADS and having sampled a few of the many substantive do-
mains of inquiry and action in ADS, this section shifts to con-
sideration of some of the special research methods of and
ethical issues in ADS. As evident in the sampling of inquiry
domains, the ADS parameters are addressed only to a certain
extent by traditional research methods and designs. Ac-
knowledgment of the conceptual complexity imposed by the
relevant developmental contextual and bioecological theo-
ries engages increasingly sophisticated methodological ap-
proaches. Orchestration of a researcher’s perspectives on
a set of problems with a society’s perspectives on the
problems—be they concerns about how to provide a type of
care for children or how to sustain the health and develop-
ment of an ill child, as considered in this sampling—requires
extension and innovation by the applied developmental
scientist. Some of the extension and innovation is relatively
incremental. For example, study of children’s adaptation to
illness becomes the province of interdisciplinary teams of

endocrinologists, pediatric psychologists, nurses, and child
psychiatrists. Bolder innovation advances ADS when fami-
lies and communities are recognized and embraced as legiti-
mate partners in the research enterprise, when the audience or
“consumer” of research is broadened to include service
providers and policy makers, and when traditional institu-
tional structures and functions associated with the ivory
tower of the university are challenged or modified. A leading
perspective in capturing these extensions and innovations
is termed outreach scholarship (Chibucos & Lerner, 1999;
Lerner & Miller, 1998).

Jensen, Hoagwood, andTrickett (1999) contrast university-
based research traditionally supported by the National
Institute of Health in an efficacy model with an outreach model
that reflects emergent approaches to research consistent with
the parameters of ADS and basic to advancement in the
numerous domains of inquiry and action listed in Table 2.1.
Outreach research or outreach scholarship characterizes the
“engaged university” (Kellogg Commission on the Future of
State and Land-Grant Colleges, 1999) more so than the tradi-
tional ivory tower university (e.g., McCall, Groark, Strauss, &
Johnson, 1995). In outreach scholarship, knowledge advances
as a function of collaborations and partnerships between
universities and communities such that the scientists and the
children, families, and communities that they seek to under-
stand and to help are defining problems, methods, and solu-
tions together. Communities include policy makers as well as
the families and service providers who both implement and
consume interventions and programs. Lerner et al. (2000)
properly noted that this involves a “sea change in the way
scholars conduct their research” (p. 14) and then noted the
principles of outreach scholarship that characterize these
special collaborations and methods in ADS. These principles
include the following:

(1) an enhanced focus on external validity, on the pertinence of
the research to the actual ecology of human development . . . as
opposed to contrived, albeit well-designed, laboratory type stud-
ies; (2) incorporating the values and needs of community collab-
orators within research activities; (3) full conceptualization and
assessment of outcomes, that is, a commitment to understanding
thoroughly both the direct and indirect effects of a research-
based intervention program on youth and their context and to
measuring these outcomes; (4) flexibility to fit local needs and
circumstances, that is, an orientation to adjust the design or pro-
cedures . . . to the vicissitudes of the community within which
the work is enacted; (5) accordingly, a willingness to make mod-
ifications to research methods in order to fit the circumstances of
the local community; and (6) the embracing of long term per-
spectives, that is, the commitment of the university to remain in
the community for a time period sufficient to see the realization
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of community-valued developmental goals for its youth. . . . [In
addition, these principles include] co-learning (between two ex-
pert systems—the community and the university); humility on
the part of the university and its faculty, so that true co-learning
and collaboration among equals can occur; and cultural integra-
tion, so that both the university and the community can appreci-
ate each other’s perspective. (Lerner et al., 2000, p. 14, italics
added)

As articulated in the definitional parameters of ADS that
opened this chapter and as reflected in the specific examples
of inquiry and action, the extensions and innovations in-
volved in outreach scholarship provide a means to address
the conceptual and methodological challenges inherent in
attending to the synergy and advancement of science and
practice. Along with these tools and potentials comes a series
of ethical imperatives reflecting responsibilities of both re-
searchers and practitioners. These complex challenges have
been a central concern to ADS from its earliest contemporary
renditions, and the frameworks offered by Fisher and Tryon
(1990) continue to serve well as an agenda.

Fisher and Tryon (1990) noted that along with the synergy
and integration of research and application basic to the ad-
vance of the field, the applied developmental scientist is
bound by the ethics of research, by the ethics of professional
service, and by a complicated admixture that emerges with
the acknowledgement of their interdependence. In addition,
as the notion of outreach scholarship shifts the applied
developmental scientist away from narrow and traditional
notions of research subjects, patients, and clients to more
appropriate notions of partners, consumers, and collabora-
tors, there emerge areas as yet uncharted by the ethical stan-
dards of extant disciplines and professions. Indeed, even the
imperative—that ethical behavior in ADS reflects some con-
sensus or amalgam of the applied ethics embraced over time
by diverse disciplines or traditions now teaming up in any of
the areas of inquiry and action noted earlier—invokes chal-
lenge. Distinctive, perhaps even unique, ethical issues arise
when the articulation of basic bioecological and contextual
theories are parlayed into methods, measures, research de-
signs, interventions, programs, and policies. Further, whether
in the traditional disciplines or in emergent ADS, ethical con-
siderations are encumbered and enriched by the mores and
pressures of the historical context. Thus, the particular exi-
gencies of our evolving multicultural and global societies
that are manifested in concerns about diversity and cultural
sensitivity and competence become deep and abiding con-
cerns for the applied developmental scientist as she develops
and tests her theories, designs and evaluates her interven-
tions, provides health or social services, or engages policy
makers around social programs and policies.

As one example of the special ethical challenges that
ADS must master, return to our consideration of the re-
search on early child care and education. As noted then, the
sociohistorical shift involving the entry of more women into
the workforce fueled the interest and concern of both society
and developmental scientists. Hoffman (1990) described the
manner in which bias in the scientific process characterized
much of the early research on maternal employment.
Knowledge was produced and applied with an emphasis on
documenting defects or deficits in children left in non-
parental day care. As the more sophisticated concepts and
methods of ADS were engaged to address the social concern
of nonparental care, there were more nuanced and accurate
notions of direct and indirect effects of individual differ-
ences and quality variables in home-based and center-based
care settings. In addition, as dire as were some of the ethical
challenges in the conduct of the science aimed at generating
understanding about the impacts of different care arrange-
ments, the risks involved in the communication of findings
to the public and to policy makers can also be harrowing
and daunting. Hoffman (1990) concluded her account with
the position that whereas “there is a social responsibility to
make findings available for social policy and individual de-
cision, there is also a responsibility to communicate the re-
sults accurately, and to educate the public about what the
data can and cannot say. The tentative nature of our findings,
their susceptibility to different interpretations, and the com-
plications of translating them into individual or policy ac-
tions must be communicated to achieve an ethical science”
(p. 268).

A second example to capture some of the particular ethical
challenges facing ADS pertains especially to this particular
historical moment where ADS is gaining recognition as an
established discipline (Fisher et al., 1996). Yet, training pro-
grams to produce the next generation of applied developmen-
tal scientists are only just emerging. Whereas some of the
root or allied disciplines may have sophisticated quality-
control and credentialing procedures in place to increase the
likelihood that ethical standards are met, ADS cannot borrow
completely from these traditions. ADS must generate new
and appropriate standards reflecting the exigencies of its spe-
cial methods (e.g., outreach scholarship, university commu-
nity partnerships) and the special expectations and demands
faced by new applied developmental scientists as they pursue
work in many, or any, of the domains of inquiry and action
listed in Table 2.1.

For instance, traditional developmental psychologists can
be trained, and their allegiance to the ethical standards of the
American Psychological Association (1992) can be incul-
cated during their graduate training. Clinical psychologists,
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as another example, can be educated and held accountable
both through their graduate training and later professional
career in APA standards and in a variety of state and national
licensing and credentialing conventions. Although applied
developmental scientists now emerging from traditionally
regulated fields such as clinical, school, or counseling psy-
chology will have a starting point in these traditional ethical
guidelines, neither they nor their colleagues from diverse
disciplinary and multidisciplinary training bases are yet
equipped with explicit ethical principles or credentials
for the practice of ADS. Indeed, Koocher (1990) alerted
the field to this challenge a decade ago, and although the
sociopolitical scene has evolved in complex ways since
then, the challenge remains for ADS to attend very seri-
ously to issues of graduate training and ethics commensu-
rate with its appropriately broadened scope and deepened
mission.

CONCLUSIONS

The tributary of history that was developmental psychology
has joined a river that is ADS. This contemporary face of de-
velopmental psychology is not really a new focus, but rather
a contemporary manifestation of some of the field’s earliest
roots and priorities. As was originally the case, the under-
standing of children, their development, and their needs is
pursued for the intellectual bounty only in part. It is the use of
this knowledge to enhance the quality of life for children
that launched the discipline of developmental psychology
in the late nineteenth century and that propels ADS in the
early twenty-first century.

Recently emerged and sophisticated theoretical frame-
works have evolved and are required to address the para-
meters of ADS. In particular, bioecological theory and
developmental contextual theory are useful in capturing the
complexities of children’s lives over time. As society, includ-
ing families, caregivers, service providers, and policy mak-
ers, as well as youth themselves, convey their awareness of
the needs and potentials of today’s children, applied develop-
mental scientists can collaborate to generate systematic un-
derstandings of how best to meet those needs and achieve
those potentials. A large array of substantive areas of inquiry
and action is likely to be advanced through such collabora-
tion, and only a few examples were discussed in this chapter.
The challenges in many of these areas are considerable—
conceptually, methodologically, and ethically. ADS is aware
of the challenge and is poised to pursue its potential for en-
hancing the well-being of children, adolescents, and families
across the life span.
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Research on infant perception and cognition has grown expo-
nentially over the past four decades. In most respects, this
explosion of research has led to spectacular advances in
knowledge and appreciation of infants and their abilities. How-
ever, this same growth has also led to conflicting theoretical
views, contradictory conclusions, and even heated exchanges
between investigators—all of which seem to make a coherent
picture of infant perceptual and cognitive development diffi-
cult if not impossible to achieve. One goal of this chapter is to
cut through some of the extravagant claims and rhetorical
arguments to examine in some detail what the evidence really

indicates. We shall approach this task from an information-
processing point of view by continually asking two interrelated
questions: (a) How are infants actually processing the informa-
tion in their environment? and (b) In what way does that
processing change with age and experience? Fortunately, when
one takes this approach, an organized and reasonably con-
sistent picture of infant perception and cognition emerges.
Furthermore, a number of domain-general propositions, such
as those mentioned later in this chapter in the section on in-
formation processing, seem to help to explain both infants’
information processing at a given age and how that processing
develops over time. In this chapter we shall both describe these
information-processing principles and—when possible—use
them as a convenient tool for organizing the many findings
on numerous topics within the domain of infant perception
and cognition.

Preparation of this chapter was supported in part by NIH grant
HD-23397 to the first author from the National Institute of Child
Health and Human Development.
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INFANT PERCEPTION VERSUS
INFANT COGNITION

Before discussing the findings in the area of infant perception
and cognition, the first step should be at least to make some
crude attempt to define what we mean by infant perception
and cognition. The reader may have noticed our tendency so
far to treat infant perception and cognition as a single domain
rather than as two distinct entities. Even that issue is unclear
and debatable. Some, such as Mandler (1992, 2000b), overtly
assume that infant perception and cognition are two distinct
domains with little communication between them. Under this
view, infant perception may be seen as including lower-level,
automatic processes such as noticing the features of objects
and responding to those features. Infant cognition, on the
other hand, may be seen as involving higher-level, concep-
tual processes such as making inferences about the functions
or meanings of objects. Others, such as Quinn and Eimas
(2000), argue that both are aspects of a single domain and
that they differ more in degree than in kind.

Our opinion falls closer to Quinn and Eimas’s than to
Mandler’s. We also see the difference between perception
and cognition to be more a matter of degree than of kind.
Whether one is dealing with perceiving size constancy—
perceiving the actual size of an object seen at different
distances—or understanding the meaning of a complex
causal event in which one object pushes another object across
a table, it is the nature of the underlying relationship that
must be perceived or understood. In size constancy, the un-
derlying relationship is the size of one object relative to the
object’s distance or to the size of other objects; in the causal
event, it is the movement of one object in space and time
relative to the movement of the second object. Some rela-
tionships may be perceived automatically and effortlessly;
others require a more active comparison. But from an infor-
mation-processing perspective, they all can be understood in
terms of sets of relationships. Our task is to describe the
nature of these relationships and how they contribute to some
overall organization or information-processing hierarchy.

HISTORICAL ANTECEDENTS

We begin by considering some historical antecedents of
the current popularity of research on infant perception and
cognition. Certainly interest in infants and what they can
perceive and understand has existed for centuries. Classic
debates by philosophers such as Locke versus Rousseau exist
in modified form to this day. Biologists’ and psychologists’
biographies of their own babies, such as Teidemann, Preyer,
Darwin, and Piaget, provided important insights into their

infants’ reactions, although they often were less than totally
objective accounts (see Kessen, 1965). More objective ex-
periments on infants’ responsiveness to stimulation occasion-
ally appeared in the early 1900s. For example, McDougall
(1908) reported finding differential infant fixation times to
stimuli varying in color. Blanton (1917) was one of the first to
find that infants will pursue a moving stimulus visually, and
Irwin (1941) found that changes in light intensity produced
modifications in an infant’s activity.

Somewhat later, in the 1950s and 1960s, studies began to
appear that measured heart rate and sucking measures, as well
as visual fixation. Both auditory (e.g., Bridger, 1961) and
olfactory (Engen, Lipsitt, Lewis, & Kaye, 1963) stimulation
were found to produce changes in heart rate in newborn infants.
Furthermore, these studies also showed that repeated presenta-
tions of these stimuli led to habituation of the response.
A group of Russian investigators (Bronshtein, Antonova,
Kamentskaya, Luppova, & Sytova, 1958) presented auditory,
olfactory, and visual stimuli to infants under 1 month of age.
They found suppression of sucking to all three types of stimu-
lation and habituation of the suppression over trials. Often in-
fants were presented with repetitions of a bright light or 90 dB
white noise. Many of these studies examined what Sokolov
(1963) had referred to as the “orienting reflex,” a pattern of
physiological and behavioral changes to the presentation of a
novel stimulus. There were several reports that infants exhib-
ited both an orienting response and a decline in that response—
habituation—with repeated presentations of the same stimulus.
According to Sokolov, habituation of the orienting reflex re-
flected a form of memory, a point that would be picked up in the
1970s when studies of infant memory first became popular.

These studies and many similar ones demonstrated that
infants—even very young infants—were sensitive to stimula-
tion from a number of modalities, and perhaps that they even
had some memory of that stimulation. Yet these studies did
very little to address more interesting questions about how that
stimulation was processed or remembered. This may in part be
due to the complexity of the methods involved; in order to con-
duct these experiments, one needed rather elaborate and ex-
pensive recording equipment as well as a team of investigators
to monitor that equipment and the infant.

MODERN TECHNIQUES FOR ASSESSING INFANT
PERCEPTION AND COGNITION

Infant Visual Preference

Two seminal studies, conducted independently on essentially
the same topic, both published in 1958, radically reduced the
potential complexity of the experimental method and led to a
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dramatic change in the nature of research on infant perception
and cognition. Berlyne (1958) measured the visual fixations of
3- to 9-month-old infants. On each trial, two black and white
checkerboard patterns that differed in brightness or complex-
ity were placed on a display board in front of each infant. An
observer who could not see the patterns called out the direction
of gaze of the infant—a technique that allowed Berlyne to de-
termine to which pattern the infant first fixated. One of
Berlyne’s findings was that infants first looked at a complex
pattern, such as a checkerboard with many squares, more than
at a simple pattern, such as a checkerboard with few squares.

At the same time Fantz, known to many as the founder of
modern research on infant perception, began a series of stud-
ies (Fantz, 1958, 1961, 1963; Fantz, Ordy, & Udelf, 1962) on
infants’ visual preferences. Patterns, such as checkerboards
with differing numbers of squares, vertical stripes of different
thicknesses, and drawings of regular versus scrambled faces
were shown to infants two at a time. Fantz’s procedure was a
methodological advance over Berlyne’s in that because of the
placement of the infant in a testing chamber, the experimenter
could actually see a reflection of the stimulus on the infants’
cornea. Also, Fantz measured total looking time rather than
just the direction of first look. Among Fantz’s findings were
that infants tend to prefer patterned surfaces to uniform sur-
faces and complex patterns to simple patterns.

Both Berlyne’s and Fantz’s studies represented real ad-
vances over previous research in the field. Their innovations
included demonstration of a simple, reliable, inexpensive
technique for measuring infant visual attention, systematic
manipulation of the stimuli presented to infants, and exami-
nation of differences in the pattern of visual attention over
age. Their technique capitalized on what may be considered
infants’ natural preferences for some stimuli over others; it
has come to be called the visual preference paradigm.

The visual preference paradigm is still a very popular
technique. Numerous studies by many investigators over the
past 40 years have used some version of this visual prefer-
ence paradigm to examine topics ranging from infant visual
acuity to pattern perception, preferences for complexity, and
even face perception. Several of these topics are discussed in
greater detail later in this chapter.

Novelty Preferences and Habituation

The visual preference technique works well when infants
have a natural preference for certain stimuli—that is, when
from the outset, infants have the tendency to look at some
stimuli longer than at others. When this occurs, we can infer
not only that infants have a preference for one stimulus over
another, but also that infants can discriminate between those

stimuli. However, many cases exist in which infants do not
display an initial preference, yet investigators need to know
whether the infants can discriminate between the stimuli. In
such cases, investigators often rely on a paradigm that com-
bines the visual preference technique with habituation. Once
again, the field is indebted to Fantz for leading the way. In
1964, Fantz reported a study in which infants were shown
two magazine pictures simultaneously, side by side, and the
infants’ looking times to the pictures were recorded. As trials
progressed, the picture on one side remained the same, but
the one on the other side changed from trial to trial. Over the
course of the experiment, infants gradually came to look
more and more at the side with novel pictures.

This preference for novelty has become the underlying
basis of the most widely used research tool for investigating
infant perception and cognition—the infant visual habituation
paradigm. Although many variations of this paradigm exist, a
prototypical example would be to repeatedly present one vi-
sual stimulus until an infant’s looking time habituates to some
criterion level, such as 50% of the infant’s initial looking time.
Novel and familiar test stimuli would then be presented to see
if the infant looks longer at (i.e., recovers to) the novel ones.
Doing so indicates that the infant can differentiate between the
novel and the familiar stimuli, even though initially the infant
may not have had a natural preference for one over the other.

As we shall see later in this chapter, the infant visual
habituation paradigm has been used for over three decades
to investigate basic and esoteric questions related to infant
perception, attention, memory, language acquisition, object
knowledge, categorization, and concept formation. Differ-
ences in habituation and recovery have been reported
between normal and aberrant infants, and both habituation
rates and preferences for novelty appear to be moderately
correlated with later IQ.

As simple and straightforward as infant preferences for
novelty and habituation appear to be, the situation is actually
more complicated. Many people assume that infants always
have a preference for novelty. In reality, several studies have
shown that a preference for familiarity often precedes a pref-
erence for novelty. Furthermore, this early preference for
familiarity seems to be stronger in younger infants. It is also
stronger when the information-processing task is more com-
plex or difficult for the infant.

Hunter and Ames (1988) have summarized these con-
ditions. According to them, the time it takes for an infant
to be familiarized to a stimulus—that is, show a novelty
preference—depends upon both the age of the infant and the
complexity of the stimulus. For example, the familiarity pref-
erences for older infants (e.g., those over 6 months of age)
should be very brief compared to those for younger infants
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(e.g., those under 6 months of age), and within an age group
the familiarity preferences should vary according to stimulus
complexity. The bottom line is that if younger infants are re-
peatedly shown very simple stimuli—or if older infants are
shown moderately complex stimuli—both groups are likely
to produce the classic monotonically decreasing habituation
curve. On the other hand, if infants at either age are shown
dynamic moving scenes involving multiple objects, they are
likely to prefer familiar scenes prior to preferring novel ones.
Therefore, it becomes important in such studies to habituate
all infants to a relatively stringent criterion and to include
both familiar and novel stimuli at the end to test that the in-
fant indeed prefers novelty. Unfortunately, many infant habit-
uation studies today do not adhere to these procedures.

Other Techniques

Several other techniques have also been used to investigate
questions related to infant perception and cognition. In some,
infants play a more active role, such as crawling, walking, or
reaching. In others, physiological indicators—such as heart
rate or cortical evoked potentials—rather than behavioral
indicators are assessed. Although some of these techniques
are unrelated to visual preference and habituation, others are
more related than one might first assume. For example, infant
operant conditioning is often used and has many similarities
to visual habituation (e.g., Bower, 1966a). In these studies,
infants are first conditioned to respond to one stimulus and
then tested with novel stimuli that vary in some systematic
way from the conditioned stimulus. The logic is similar to
that in habituation studies. In habituation, responses are arti-
ficially decreased to one stimulus. Discrimination is assessed
by determining whether that decrease generalizes to other
stimuli. In conditioning, responses are artificially increased
to one stimulus, and discrimination is assessed by determin-
ing whether that increase generalizes to other stimuli.

A variety of conditioning studies have also been used
to investigate infants’ perception of speech (e.g., Eimas,
Siqueland, Jusczyk, & Vigorito, 1971), all of which relate
either to visual preferences, visual habituation, or both. Such
studies have frequently used a high-amplitude sucking proce-
dure in which infants first are conditioned to suck in order to
hear a sequence of speech sounds. That procedure continues
until their sucking habituates, at which time the speech
sounds are changed and recovery of sucking is assessed.
Many more recent studies of infant speech perception and
early language ability have turned to visual attention as the
measure (e.g., Jusczyk & Aslin, 1995). For example, infants
may learn to look at a specific location to hear a particular
sound. Then a new sound is introduced and changes in
looking time are assessed. We find it interesting that just as in

the visual perception literature, some disagreement exists as
to whether the infants should look longer or shorter when a
novel stimulus is presented. We cannot list all possible tech-
niques that can be used to assess infant perception and cogni-
tion, but as we have described, many are related either
procedurally or logically to two very important techniques—
infant visual preferences and visual habituation.

THEORETICAL PERSPECTIVES

Several theoretical perspectives have been influential in
directing research on infant perception and cognition over the
past forty years. It is impossible to adequately represent any
of these viewpoints in just a single chapter. Indeed, some
of them require entire books to explain them adequately.
Certainly Piagetian theory, Gibsonian theory, dynamical
systems, and connectionist modeling fall into this category.
Others are more approaches to studying infant development
than they are complete theories. They make certain assump-
tions and predictions and use certain research techniques to
investigate those predictions, but they probably do not qual-
ify as formal theories. Nativism, cognitive neuroscience,
and information processing tend to fall into this category.
Brief descriptions are provided in the following sections for
each of these theoretical perspectives. It should be under-
stood that each description is merely a cursory overview. Any
real understanding requires reading much more, including
the references provided with each description.

Piagetian Theory

The one researcher who has had the longest—and many would
say the most profound—impact on the field of infant cognition
and perception is Piaget. Originally a biologist, Piaget devel-
oped a theory of cognitive development by observing his own
children’s behavior on certain tasks during infancy and child-
hood (e.g., Piaget, 1927, 1936/1952, 1937/1954). For many
years, psychologists in the United States disregarded Piaget’s
theory because his research methods were considered impre-
cise and his ideas about cognition were in conflict with the be-
haviorist’s zeitgeist of the day. However, that position began
to change as comprehensive reviews of Piaget’s theory be-
came available in English (e.g., Flavell, 1963; Hunt, 1961).As
the reader will see, the modern infant cognition researcher
often uses Piaget’s theory and observations as a springboard
for further ideas and research.

Piaget’s (1937/1954) view of infant development is that
infants develop an understanding of the world—that is, an
understanding about objects, space, time, and causality—by
interacting with the environment. Borrowing from the field of
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biology, Piaget (1936/1952, 1937/1954) believed that infants
develop through the processes of assimilation and accom-
modation. Piaget also believed that development is stagelike
and discontinuous. Furthermore, the infant, according to
Piaget, is as an active learner who is motivated to learn about
the world; but cognitive development, like other aspects of
development, represents an interaction between maturation
and learning.

Piaget specified four major periods corresponding to
different ages of the developing child. The first period of
Piaget’s (1937/1954) theory of cognitive development, the
sensorimotor period, describes infants from birth to around
18–24 months of age, or about the age that language first
appears. During this period, infants are thought to go through
six stages, starting from interacting with the world strictly
with innate reflexes (Stage 1) to using mental representations
for acting on the world (Stage 6). Topics examined by Piaget
include the development of infants’ understandings of time,
space, causality, and the permanence of objects.

Many modern developmental researchers agree with
Piaget’s view that the child is an active learner, but disagree
with his view that development is discontinuous, or stagelike.
Theoretical positions, such as information processing and the
connectionist view of development, are similar in some ways
to Piaget’s view in that both emphasize the role of learning
and experience to help explain developmental changes and
both can be considered constructivist theories. Like Piaget,
both assume that developmental change is a building-block
process that starts small and gradually becomes more elabo-
rate or sophisticated. Other more nativist views believe that
Piaget was much too conservative about infants’ developing
abilities; they claim he underestimated the ability of the in-
fant. Some modern researchers believe that because Piaget’s
method of research was not truly experimental, his findings
were not generalizable. His findings are sometimes criticized
for erroneously focusing too much on the child’s competence
at a very specific task that may or may not reveal the child’s
true understanding of the world (e.g., Baillargeon, Spelke,
& Wasserman, 1985; Bower, 1974). Nevertheless, Piaget is
revered today by many infant cognition and perception
researchers and is appreciated for his ingenuity and his
insights into the mind of the infant (see Flavell, 1963).

Gibson’s Ecological Theory

Not all theories of development rely so much on the develop-
ing mind of the infant. For example, Gibson’s ecological
approach to the study of infant perceptual development places
emphasis on the environment and infant’s abilities to detect
important information from the world. Her view is based pri-
marily on two key issues: (a) the infant’s ability to discover

new affordances—ways upon which an environment lends it-
self to be acted, and (b) the infant’s ability to differentiate—
parse out invariant information from the world. As infants
act in the world, they differentiate information in their envi-
ronment and discover affordances. With this new understand-
ing of the world around them, their actions in the world
change.

According to Gibson, perception and action are closely
related for the infant, and much Gibsonian research examines
that relationship (Gibson, 1995). For example, it has been
found that an infant may tumble down a slope the first couple
of times he or she approaches such a surface. Soon the infant
begins to understand that one affordance of the slope,
compared to other surfaces, is that it may cause tumbling
(Adolph, Eppler, & Gibson, 1993a). Another example is
Gibson and Walk’s (1960) classic work on infants’ perception
of depth, known as the “visual cliff” experiment. In this
study, it was found that infants would not crawl across a table
that appeared to have a drop-off, or cliff, in the middle.
Gibson and Walk saw this as evidence that infants of crawl-
ing age had enough experience with depth to know that it
could afford danger. (For a more detailed discussion of this
theory and related research, see the review by Adolph,
Eppler, & Gibson, 1993b).

Dynamical Systems

Another theoretical view that emphasizes the close relation-
ship between perception, cognition, and action is dynamical
systems. In a recent set of books, Smith and Thelen (1993)
and Thelen and Smith (1994) attempt to unify recent ad-
vances in dynamical systems theory with research in devel-
opmental neuroscience and behavioral development. They
argue that development can best be understood in terms of
complex nonlinear systems that are self-organizing. Devel-
opmental changes tend to be described in the language of
physical nonlinear systems—that is, attractor states, phase
transitions, and stability versus fluctuations of the system.
This view, with its emphasis on mechanisms of change, is
clearly opposed to nativist explanations. Although it has been
applied most successfully to issues of motor development, its
advocates are attempting to apply it to perceptual and cogni-
tive development as well. As we shall see, it also has impor-
tant elements in common with connectionist modeling.

Nativism

A persistent theoretical debate throughout the entire history
of developmental psychology has been nativism versus empiri-
cism. Nowhere is this debate more apparent than in modern-
day infant perception and cognition. A chief spokesperson for
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the nativist position is Spelke. According to Spelke (1985),
infants are endowed by nature with capacities to perceive
and understand objects and events in the world. This core
knowledge includes an understanding of partially and fully
occluded objects; the ability to reason about physical proper-
ties of objects, such as continuity and solidity; an under-
standing of number; and knowledge of physical causality.
Spelke and others, most notably Baillargeon, have argued
that human infants are more competent than others (such as
Piaget) had believed. To bolster their claims, they have pro-
vided considerable evidence based upon ingenious variations
of methods involving infant habituation and visual preference.
In some of these variations, infants must not only perceive
events involving one or more objects, but must also make
inferences when a portion of those events is hidden behind an
occluder.

Needless to say, this viewpoint has been controversial.
Many believe the nativist assumptions about the competen-
cies of young infants are unwarranted. In fact, they question
whether such assumptions can even be considered explana-
tions. Recent debates on the pros and cons of nativism have
appeared in the literature between Spelke (1998) versus
Haith (1998) and Baillargeon (1999) versus Smith (1999).
Furthermore, empirical research on some of these topics is
beginning to show that simpler explanations can account
for the apparent cognitive sophistication proposed by the na-
tivists. Some of the research both for and against the nativist
viewpoint is described in later sections of this chapter.

Connectionist Modeling

The connectionist modeling approach stands in sharp
contrast to the nativist approach. The most complete descrip-
tion of the application of connectionism to development has
been published in a recent book entitled Rethinking Innate-
ness (Elman et al., 1996). Whereas nativism assumes infants
come prewired with certain core knowledge, connectionists
reject this form of innateness. They argue that at all levels—
molecular, cellular, and organismic—interactions occur be-
tween organisms and the environment. A more appropriate
meaning of innateness is that the outcome is constrained to
some extent at each of those levels. These constraints operate
on the type of representation, the architecture, and the timing
of the developmental process that is being considered.
Comparisons—sometimes real, sometimes metaphorical—
are made between the structure of the brain and computerized
connectionist networks. So, for example, just as brains in-
clude neuronal synapses and specific areas, connectionist
models include patterns of connections and types of units or
levels. Connectionist models also include nonlinear learning

rules that may lead to emergent, stagelike properties and thus
are quite compatible with a dynamical systems approach.
Many early models were developed to counter the prevalent
nativism of linguistic theory. Modelers tried to demonstrate
that what some assumed were innate rules of language could
be approximated by connectionist models through experi-
ence. Connectionism has spread to simulations of infant
perception and cognition. New models are appearing on
infant categorization (Mareschal & French, 2000), object
permanence (Munakata, McClelland, Johnson, & Siegler,
1997), speech perception (Schafer & Mareschal, 2001), and
rule learning (Shultz & Bale, 2001). The adequacy of these
models is still being hotly debated (Marcus, 1999a, 1999b)
but there is no doubt that these models are presenting a
challenge to the view that infants possess innate knowledge
structures.

Cognitive Neuroscience

Developmental neuroscience is an area that has grown
substantially over the last 10 to 20 years. Like dynamical sys-
tems and connectionist modeling, its users attempt to make
links between development of the brain and development of
behavior associated with perception and cognition. Whereas
previous approaches to ties with brain development have
been somewhat metaphorical, developmental neuroscientists
attempt to measure brain development directly and then relate
it to cognitive development. However, finding the answers to
questions about brain development and cognitive develop-
ment in infants is not such a straightforward business. Proce-
dures that may be useful for studying the link between brain
and cognition in older children may not be appropriate for
studying this link in infants. For example, PET (positron-
emission tomography) and fMRI (functional magnetic reso-
nance imaging) methods may work fairly well with children
and adults, but these are considered too intrusive for use with
infants (M. H. Johnson, 1997). The methods most often used
to study the developing brain in infants are EEGs (electroen-
cephalographs), ERPs (event related potentials), and animal
models (for a review of studies on infant perception and at-
tention, see M. H. Johnson, 1996).

Information Processing

The information-processing approach contains elements of
some of the other approaches described previously. Like
Piaget, proponents of the information-processing approach
believe that perceptual and cognitive development is con-
structive. According to one view, at least, the emphasis is on
infants’ learning to process the relationship among properties
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to form the whole (Cohen, 1988, 1991, 1998; Cohen &
Cashon, 2001b). Young infants are able to process simple
perceptual properties of objects, such as color, form, and
shape, before they can process objects as a whole. As in
Piagetian theory, development is also hierarchical. From an
information-processing perspective, what counts as a unique
whole at one age can serve as a property or element of a
larger or more complex whole at an older age. Therefore,
after infants perceive or organize perceptual properties into
unique objects, they can treat objects themselves as proper-
ties of larger wholes and look for relationships between
objects in dynamic events involving multiple objects. One
such relationship is causality; infants can distinguish causal,
direct-launching events from noncausal events. At a later
point in development, even these causal events can become
elements in more elaborate event sequences.

Recently this approach has been summarized by a set of
six propositions (Cohen & Cashon, 2001b):

1. Perceptual-cognitive development follows a set of
domain-general information-processing principles.

2. Information in the environment can be processed at a
number of different levels of organization.

3. Higher (more holistic) levels can be defined in terms of
the types of relationships among lower (parts) levels.

4. Development involves progressing to higher and higher
levels.

5. There is a bias to initiate processing at the highest level
available.

6. If an information overload occurs (such as when move-
ment is added or when the task involves forming a cate-
gory), the optimal strategy is to fall back to a lower level
of processing.

Much like connectionist modeling and dynamical systems
and unlike nativism, the information-processing approach
emphasizes the role of experience, learning, and nonlinear
changes in development. In fact, attempts are currently
underway to produce a connectionist model that follows the
preceding six propositions (Chaput & Cohen, 2001). Along
with other approaches, visual attention and habituation are
frequently used to assess infant information-processing. In
contrast to other approaches, it also emphasizes changes in
attention and memory over age. An information-processing
perspective has often been used in studies of individual dif-
ferences in preterm versus full-term infants or normal versus
aberrant infants as well as long-term predictions of later
intellectual ability (e.g., Bornstein & Sigman, 1986; Fagan,
1984).

INFANTS’ PERCEPTION OF PROPERTIES
OF OBJECTS

We begin by considering three classic topics in perception
that have also been studied extensively in infants—form
perception, color perception, and perceptual constancies. If
space permitted, we could have included many other topics
that have also been investigated in infants, including the
perception of sound, touch, odor, and motion. Although our
selections are not exhaustive, they are representative of the
type of questions being asked about infant perception and its
development. They also serve as a reasonable starting point
for our progression from topics that most would agree are
clear examples of infant perception to topics which fall more
into the category of infant cognition.

Form Perception

Form perception in infants is usually studied with two-
dimensional or three-dimensional static figures or shapes that
have well-defined contours (Slater, 1995b; Slater & Johnson,
1998). The issue most often investigated in form perception
is whether infants will respond to the component parts of a
shape or to the figure as a whole (Slater, 1995b; Slater &
Johnson, 1998). However, making this distinction experi-
mentally is not always easy. For example, Slater, Morison,
and Rose (1983) found that newborn infants can discriminate
between the outlines of the shapes of a triangle, a square, and
a cross. Is this form perception? Perhaps not. In fact, in one of
the earliest form perception studies with infants, Salapatek
and Kessen (1966) found that when newborns scanned a
large triangle, they only scanned a small portion near the
apex. To provide clear evidence of form perception, it is
important to show that infants are discriminating between
these shapes based upon more than just a portion of their out-
lines or some other component of the figure. It also must be
shown that infants process the figure as a whole.As Banks and
Salapatek (1983) discussed (see also Slater, 1995b), it is very
difficult to obtain unambiguous evidence of form perception
because there are often simpler, perceptual explanations
for results with infants. Thus, even topics as basic as form
perception must deal with issues about part-versus-whole
processing that are central to the information-processing
approach mentioned earlier.

Fortunately, there are ways to examine this experimental
issue. In one such study, Cohen and Younger (1984) investi-
gated developmental differences in the perception of angles
by 14- and 6-week-old infants and were able to get clear
evidence of form perception in the older infants. Cohen and
Younger (1984) tested whether infants would process the
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parts of the angle—that is, the orientations of the lines—or
whether they would process the whole angle—that is, the
relationship between the lines. After habituating infants to
one angle, they presented variations that either changed the
line orientations but not the angle, or that changed the angle
but not the line orientations. Their results indicated a devel-
opmental shift in the manner in which infants process angles
and perhaps other simple forms. The younger infants seem
only able to process the line orientations, or the independent
parts of the angle, whereas the older infants are able to
process the relationship between the lines and process the
angle as a whole form.

Slater, Mattock, Brown, and Bremner (1991) conducted a
similar set of experiments with newborns. In the first experi-
ment, newborns were found to behave similarly to the
younger, 6-week-old infants in the Cohen and Younger
(1984) study. Not surprisingly, the newborns in the Slater
et al. (1991) study responded to a change in line orientation
and not to a change in the angle. In a second experiment,
Slater et al. (1991) investigated whether newborns could
process the angle independently of its orientation. In this ex-
periment, newborns were familiarized either to an acute or an
obtuse angle presented in six different orientations, much like
a category study. Infants were then tested on an acute and an
obtuse angle, one of which was familiar and the other novel,
both in novel orientations. Slater et al. (1991) found that the
newborns showed a novelty preference for the novel angle.
Slater (1995b) suggested that this could be evidence of form
perception in newborns, although he acknowledged that it
may not be unambiguous evidence.

One important alternate interpretation has been referred
to as the “blob theory” (Slater et al., 1991). This interpreta-
tion rests on the notion that at the apex of an angle a low-
frequency “blob” is formed, and the size of the blob varies
depending on the size of the angle. When newborns discrim-
inated between the acute and obtuse angles in the Slater et al.
(1991) test, they may have been responding to the difference
in relative size of the blobs and not actually to the angle it-
self. If this is the case, then the results would be consis-
tent with a developmental progression in the perception of
angles, whereby newborns respond to the size of the apex
(the blob), 6-week-olds respond to the independent lines of
an angle, and 14-week-olds respond to relationship of the
lines of the angle or the form of the angle.

Slater and Morison (as cited in Slater, 1995b) also found
evidence for a developmental progression in form per-
ception. In this experiment, newborns, 3-month-olds and
5-month-olds were tested on whether they could extract
the general shape from a series of figures that varied only
slightly from one another in design or texture. After being

familiarized to six exemplars of a shape, infants were tested
on a novel exemplar of the familiar shape and a novel shape.
By showing infants slight variations of the same shape, the
experimenters were able to see whether infants could form a
category based on the overall form of the shape. If infants
were in fact able to form this category, then one would expect
infants to show a novelty preference for the novel shape. This
is exactly what the 3- and 5-month-old infants did; however,
the newborns did not show the preference. These results fit
nicely with an information-processing approach and provide
further support that form perception may develop over time.

Color Perception

Our knowledge about infants’ color perception has grown
considerably in the last 25 years (for a review, see Teller &
Bornstein, 1987). Before that time, the results of research
conducted on infant color perception were somewhat
ambiguous. It was never clear in these early experiments
whether infants were discriminating between different hues
or some other aspect of color, such as brightness or intensity.

In 1975, several researchers invented clever tasks to show
that infants younger than 3 months of age can discriminate
between stimuli that vary in hue, not just brightness. For ex-
ample, Peeples and Teller (1975) tested 2-month-old infants
on a hue preference test and found that they could discrimi-
nate a red hue from a white hue, independent of brightness.
More recently, Adams, Courage, and Mercer (1994) tested
infants shortly after birth and found that newborns could
discriminate red from white, but not blue, green, or yellow
from white. As Kellman and Arterberry (1998) concluded,
however, by about 2 to 3 months of age, infants seem to have
color vision very similar to that of to adults and can discrim-
inate between many colors.

So, within the first 2 to 3 months of life, infants appear to
be sensitive to the same spectrum of color as adults. But do
infants view the boundaries between colors in the same way
as adults? Adults group a range of colors into blue and
another range into green, and so on. In other words, do
infants (like adults) organize colors into distinct categories?
Bornstein, Kessen, and Weiskopf (1976) tested this question
with 4-month-old infants. They habituated infants to a stimu-
lus of a certain hue, or wavelength. Then the infants were
tested with the same stimulus, a stimulus of a different wave-
length but from the same color category, and a stimulus of a
different wavelength that was considered by adults to be in a
different category. If infants dishabituated to both novel stim-
uli, one would conclude that they must have responded to the
wavelength and not the color categories. However, Bornstein
et al. (1976) found that infants dishabituated only to the
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stimulus that adults considered to be in a different color cate-
gory. Thus, infants not only perceive colors at an early age,
they also seem to organize them into roughly the same color
categories as adults.

From an information-processing viewpoint, it is interest-
ing that like form perception, even infants’ color perception
appears to go through a developmental pattern whereby in-
fants begin by processing information at a lower level, and
then later they integrate that information and process it at a
higher level. In the case of color perception, infants first
gain the ability to discriminate between colors (around 2–3
months of age) and then later, building upon that ability, are
able categorize colors (around 4 months of age). In the next
section, we examine something that looks very much like
categorization with infants’ perception of shape and size
constancy.

Perceptual Constancy

Artists are taught to be conscious of the way they see the
world and to create visual illusions such as size, perspective,
and distance on the canvas. For example, to create the illu-
sion that an object is farther away, an artist simply draws the
object higher and smaller on the page than he or she would
draw an object that is meant to be up close. Similarly, adults
have little difficulty making sense of the environment and un-
derstanding the illusions created on our retina. For example,
you would have no trouble recognizing this book as the same
book whether you saw it inside on your desk under fluores-
cent lighting or outside in the bright daylight. You would not
be fooled by the different perceptual characteristics of the
book due to the different illuminations and would effortlessly
understand that it is the same book. Furthermore, you would
perceive the book as the same despite its change in location
or orientation. This ability to identify an object as the same
despite a perceptual transformation is known as perceptual
constancy.

One question that researchers have asked is whether
young infants see real objects as adults do or retinal images
of objects? For example, how would an infant make sense of
seeing a teddy bear from across the room and then seeing
the same teddy bear up close? Would the infant respond to the
objective characteristics of the teddy bear and recognize the
two images as the same teddy bear, or would the infant
respond to the different-sized images on the retina and
perceive the bears as two distinct objects, one much larger
than the other? If infants perceived the two images as the
same, as adults would, we would say that infants have size
constancy—that is, despite the fact that the retinal image of
the close teddy bear may be twice as large as the retinal

image of the distant teddy bear, the objective size is still
preserved.

The notion of constancy can also refer to shape constancy,
which is the ability to perceive an object as being the same
despite changes to its orientation or slant. For example, if an
infant saw a rectangular block from the frontal view and then
saw it at a 45° angle, would the infant know that it was the
same block? In other words, would the infant (like an adult)
understand that despite the change in slant, both objects are
the same rectangular block? Or would the infant perceive
only the retinal image of these two objects and treat these two
as different shapes, one as a rectangle and one as a trapezoid?

Size Constancy

Piaget and Inhelder (1969) adhered to the position that
infants first respond to the retinal images of objects and
believed that infants did not get size constancy until 5 or
6 months of age. They based this belief on the finding that if
one taught infants to reach for a large box, the infant would
continue to reach for that box even though it projected a
smaller image on the retina than did a box that was closer and
smaller in real size.

Bower, however, challenged the traditional view of size
constancy and was one of the first researchers to test its
claims empirically. In several experiments (e.g., Bower,
1966b), he used an operant conditioning paradigm to investi-
gate whether young infants based their responses to an object
on that object’s real size, retinal size, or distance. Bower
(1966b) found that infants generalized their response based
upon both the objective size and the object’s distance, but not
retinal size. Thus, he had evidence that infants younger than
2 months of age do not rely on the retinal size of objects and
can respond on the basis of an object’s real size and distance.

Day and McKenzie (1981) continued the work on infant
size constancy using a habituation paradigm, a completely
different technique from Bower’s operant conditioning
experiments. They also found evidence for size constancy in
infants as young as 18 weeks of age. Subsequently, two inde-
pendent research laboratories tested newborns in a habitua-
tion paradigm, and both found evidence of size constancy
(Granrud, 1987; Slater, Mattock, & Brown, 1990).

Shape Constancy

In addition to studying size constancy in infants, Bower also
used his operant conditioning technique to study shape
constancy. In one experiment with 50- to 60-day-olds, he
trained infants on a rectangle that was slanted at a 45° angle,
which created a retinal image that looked like a trapezoid.
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He then looked for a generalized response to (a) a rectangle at
a frontal view (new retinal image, same objective shape, new
slant); (b) a trapezoid at a frontal view (same retinal image,
new objective shape, new slant); and (c) a trapezoid slanted at
a 45° angle (new retinal image, new objective shape, same
slant). Bower found that infants generalized their responses to
the rectangle presented at a frontal view. This result indicates
that the infants responded to the objective shape of objects and
not the shape of the retinal image or the slant of the objects.

Caron, Caron, and Carlson (1979) also addressed the issue
of shape constancy in young infants, but did so in several
studies using a habituation paradigm. Their results supported
Bower’s finding that young infants perceive the objective
shape of objects and do not rely solely on the retinal image of
those objects. In fact, in a more recent habituation study,
Slater and Morison (1985) also found evidence of shape
constancy in newborns.

Constancy as a Relationship Between Features

In sum, the evidence suggests that young infants do not rely
solely on the retinal image of objects and are capable from
birth (or shortly thereafter) of understanding size and shape
constancy. How is it that infants are able to understand these
constancies and respond to more than the retinal image of
objects at birth? The key may be that all constancies require
an understanding or appreciation of relational information.
To return to the examples in the beginning of this section, the
reason this book outdoors is not perceived as brighter is
that relative to other objects, it is not brighter. Furthermore,
the reason that an infant would perceive the teddy bear up
close and far away as the same bear is that the size is constant
relative to the distance of the object. The up close bear may
appear two times as large, but it is also two times as close as
the distant bear. Thus, the relationship between size and
distance has remained the same. It is these constant relation-
ships to which the infants must be sensitive.

Being sensitive to the relationships among things in the
world is a necessary requirement for understanding the world
around us. From our information-processing perspective,
understanding relationships is the central principle around
which infant perceptual and cognitive development proceeds.
Throughout this chapter, we demonstrate that as infants get
older, the types of relationships they process, understand, and
remember become more complex and abstract. In that sense,
the abilities to understand size, shape, and other constancies
become building blocks from which infants learn about first
objects and later events in the world about them.

Even some types of constancies may be more cognitively
demanding or require more conscious attention to relation-
ships than do others. One of these constancies may be object

constancy, which is an understanding that despite a signifi-
cant physical transformation of an object in space, time,
or both, it is the same object. An example would be under-
standing that the bottle now on its side but seen previously
standing up is the same bottle—or recognizing the back of
mother’s head is the same person who is normally seen from
the front. One could go a step further. What if the object or
person were not visible at all? For example, consider an
infant who hears her mother’s voice in the other room and is
able to identify the voice as that of his or her mother—or an
infant who recognizes that the toy under the table is the same
toy he or she had in hand before dropping it and losing sight
of it. This extension of object constancy has been examined
in great detail in the infant cognition literature by Piaget and
many other investigators under the heading of object perma-
nence. Because the development of an understanding about
objects has played such a prominent role in investigations of
infant cognition, we shall devote considerable space to it in
the next section of this chapter.

INFANTS’ UNDERSTANDING OF OBJECTS

Object Permanence

When people think about what infants know about objects,
the concept of object permanence, or understanding that
an object continues to exist in the world even though it is hid-
den or cannot be seen, often comes to mind. There is the
general misconception that infants acquire this concept at 8
or 9 months of age. The misconception arises in part because
most people think of object permanence as a unitary concept
that infants have or do not have at a particular age.

Because one of the most dramatic developments in object
permanence, reaching for and obtaining an object that is
totally hidden, occurs around 8 or 9 months of age, this is when
many assume infants acquire object permanence. However,
for Piaget, obtaining a hidden object is only one intermediate
step in a long sequence of accomplishments that infants must
master during their first 2 years of life (Piaget, 1936/1952,
1937/1954). Obtaining a completely hidden object is charac-
teristic of the onset of Piaget’s Stage 4 (9 to 12 months). How-
ever, infants at Stage 3 (1 and one half to 4 or 5 months),
although not yet able to retrieve a completely hidden object,
are able to retrieve an object that is only partially hidden. And
even though infants in Stage 4 can retrieve a completely hid-
den object, if an experimenter subsequently hides the object
under a second cloth, infants at this stage will commit what is
known as the A not B error. They will mistakenly go to the first
cloth to retrieve the object (for more discussion on the A not B
error, see Diamond, 1991; and Haith & Benson, 1998).
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Infants at Stage 5 (12–18 months) no longer make this
error and will correctly retrieve the hidden object from the
correct cloth. However, according to Piaget (1937/1954),
Stage 5 infants still do not completely have the concept of
object permanence because they are fooled by invisible
displacements. If an experimenter shows an infant an object
and then places the object in a small box before hiding it
under a cloth on the table, the Stage 5 infant will not look for
the hidden object at its final destination. An infant who does
successfully retrieve an object under this circumstance is
considered by Piaget to be in Stage 6 (18–24 months) and to
have completely mastered the object concept. (For more
discussion on the development of the object concept, see
Diamond, 1991; and Haith & Benson, 1998)

Object Unity

More recent research has extended the work of Piaget and
considered other questions about infants’ understanding of
objects. Kellman and Spelke (1983), for example, investi-
gated the role of coordinated movement of an object parts in
infants’ perception of objectness, or the perception of object
unity. In this classic study, they habituated 4-month-old
infants to a display in which a partially occluded rod moved
back and forth behind an occluder. They were then tested on
two displays without the occluder. In one test, infants saw a
complete rod that moved back and forth, and in the other they
saw just the two rod parts that resembled portions visible
during habituation. The infants dishabituated to the two rod
parts but not to the solid rod, indicating to Kellman and
Spelke (1983) that the parts were novel, and thus that they
must have perceived the two moving parts during habituation
as a single complete rod. This result, according to Kellman
and Spelke, indicates that the infants perceived object unity
even under conditions of partial occlusion. It is interesting to
note that the perception or inference of an object under
conditions of partial occlusion at 4 months of age would be
consistent with Piaget’s Stage 3 behavior. It therefore would
be of interest to test younger infants to see whether this
ability to perceive or infer a unified object develops during
the first few months of life.

Several researchers have in fact attempted to replicate this
object unity study with younger infants. Slater et al. (1990)
conducted a similar study with newborns and found a very
different set of results from those reported by Kellman and
Spelke (1983). Slater et al. found that instead of dishabituat-
ing to the two rod parts, newborn infants dishabituated to the
complete rod, suggesting that they were perceiving the rod
parts as separate items rather than as the top and bottom of a
single unified object. More recently, researchers have rep-
licated Kellman and Spelke’s findings with 2-month-olds and

have found that they dishabituate to the rod parts display in
the test if the occluder is rather narrow (S. P. Johnson &
Nañez, 1995). Collectively, research on object unity shows
that infants are not born with the ability to perceive two parts
of a moving, partially occluded object as one object, but that
this ability develops over at least the first 4 months of age.

In fact, such a conclusion fits within an information-
processing framework by showing once again a developmen-
tal change from processing parts to processing wholes. It
seems clear from research on object unity and other related
topics that well before 7 months of age, infants are capable of
perceiving objectness—that is, of perceiving those character-
istics that indicate a single unified object exists. From our
earlier discussions on form, color, and constancy, it is equally
clear that also well before 7 months of age infants perceive
many characteristic features of an object. However, as re-
search described in the next section indicates, young infants
still lack the ability to distinguish one object from another.
This ability has been called object individuation or object
segregation and estimates about when it develops range
widely from 4 or 5 months of age to 12 months of age.

Object Individuation

The ability to distinguish two objects as distinct entities is
what researchers refer to as object individuation or object seg-
regation. Depending on the procedure used, there are reports
that infants can individuate objects at 12 but not 10 months of
age (Xu & Carey, 1996), or in some cases as young as 5 months
of age (Needham, 2001; Wilcox, 1999). Xu and Carey (1996)
employed an “event-mapping” procedure, as it is referred to
by Wilcox and Baillargeon (1998), in which infants were
shown an event and then tested on two events—one that was
considered consistent and another that was considered incon-
sistent with the first event. Specifically, infants initially saw
one object move behind an occluder from the left, then a dif-
ferent object emerge from behind the occluder and move to the
right. The authors reasoned that if infants understood that there
were two objects in the original event, then they should look
longer at the inconsistent event—that is, the display with
one object. They found that the 12-month-olds but not the
10-month-olds, looked longer at the one-object display. Based
upon these findings, Xu and Carey concluded that these older
infants understood that there were two objects present in the
event and had successfully individuated the objects.

However, studies with younger infants suggest that they
also—under certain circumstances—can individuate objects.
In a very recent set of studies, Needham (2001) gave infants
exposure to an object prior to presenting two test events that
involved an object similar to the prior-experience–object but
varying on some feature such as texture (Experiments 1 and 2),
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orientation (Experiment 3), and color (Experiments 4, 5, and
6). One test event can be described as two objects move to-
gether. In this event, the two objects that are touching
and move together could be perceived as either one or two sep-
arate objects. The second test event can be described as one
object moves. In this event, the object remains stationary, so it
should be obvious that there are two distinct objects. Needham
reasoned that if infants attended to the featural characteristics
of the prior-experience–object and its equivalent in the test
was similar enough, then infants should still show signs of in-
dividuating the objects in the move-together test event. If,
however, infants did not view the two objects as similar, then
presumably that prior experience with the first object would
not help the infants to individuate the objects in the test dis-
play. In this case, infants would not be expected to show a dif-
ference in response to the two test events. Needham (2001)
found that 4.5-month-olds could use texture and orientation
but not color cues to help them individuate the objects in the
test displays.

In addition to these findings a study by Wilcox (1999)
showed a developmental progression in what featural infor-
mation can be used to help infants individuate objects. She
found that at 4.5 months of age infants can use shape and size,
at 7.5 months of age they can use pattern, and at 11.5 months
of age they can use color to individuate objects. From our ear-
lier discussions on form and color perception, it is clear that
infants in the first 3 months can perceive these characteristics
about objects. Furthermore, as the discussion on object unity
shows, infants are also capable of perceiving objectness
(i.e., that something is a separate object) by 2 months of age.
Given this information, one may ask why infants cannot
consistently individuate objects until possibly 5 or even 10 to
12 months of age; we believe the answer may lie in an
information-processing perspective. The ability to individu-
ate objects requires attention to and integration of both feat-
ural information and objectness. Thus, object individuation
represents another example of a developmental progression
from processing the independent features of objects to inte-
grating or relating those features and processing the object as
a whole.

Core Knowledge About Objects

Some theorists believe that infants have sophisticated knowl-
edge about objects and object permanence much earlier than
others such as Piaget had assumed. In fact, in many of their
studies investigating infants’ understanding of objects, an
understanding of object permanence is a prerequisite for the
infants. For example, in one experiment on young infants’
understanding of object solidity—that is, that one solid

object cannot pass through another solid object—Spelke,
Breinlinger, Macomber, and Jacobson (1992, Experiment 3)
showed 2.5-month-olds’events in which a ball rolled from the
left end of the stage to behind an occluder. After about 2 s, the
occluder was raised to reveal the ball resting against a wall. In
the habituation phase, when the occluder was raised, the ball
was shown resting on the left side of a wall on the right end of
the stage. In the test phase, lifting the occluder revealed two
walls, one in the center of the stage and one on the right. In
one test event, the ball was found resting against the center
wall, which was considered a consistent outcome because the
wall would have obstructed the ball’s path. In the other test
event, the ball rested against the right wall, which was con-
sidered an inconsistent outcome because the ball would have
had to go through the center wall to reach the right wall.

Spelke et al. (1992) found that infants looked longer at the
inconsistent outcome and interpreted this result to mean that
infants as young as 2.5 months of age understand that a ball
cannot travel through a solid center wall to get to the right
wall. However, given the fact that the action of the ball took
place behind an occluder, to make the interpretation that
these very young infants understand object solidity, one also
has to assume that these infants understand the ball continues
to exist when behind an occluder—in other words, one must
assume that they are operating at least at Stage 4 of object
permanence.

Recent evidence with 8-month-old infants and animated
events, however, suggests a simpler explanation for this ap-
parent sophisticated cognitive ability of infants. It is possible
the infants were simply responding to changes in the per-
ceptual cues of the events, such as the duration of movement
or the presence of a wall to the left of the ball (Bradley &
Cohen, 1994). In another, similar set of experiments on in-
fants’ understanding of solidity, Cohen, Gilbert, and Brown
(1996) tested 4-, 8-, and 10-month-old infants. They found
that infants had to be at least 10 months of age before they
really understood that one solid object cannot pass through
another solid object.

If this conclusion is accurate, once again it fits within the
information-processing framework. As we have mentioned,
there is evidence that infants first learn about the independent
features of objects by about 4 months and then integrate these
features into a whole object by about 7 months. The next
developmental step would be for infants to understand the
relationship between objects—in this case, to understand that
one solid object cannot pass through another solid object. It
makes sense to us that the ability to understand object solid-
ity may not develop until approximately 10 months of age,
given that infants would first have to be able to individuate
and segregate individual objects.
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Another type of relationship between objects would be a
causal relationship, the simplest version of which would
occur in what has been called a direct launching event. In this
type of event, one moving object hits a second moving
object, causing the second object to move. Several studies
have now been reported on infants’ perception or understand-
ing of causality in these types of events. Once again, as pre-
dicted by an information-processing view, when realistic
objects are being used, infants do not perceive the causality
until approximately 10 months of age. See Cohen, Amsel,
Redford, and Casasola (1998) for a review of this literature.

In addition to Spelke and her colleagues, Baillargeon has
also reported a large body of research suggesting that infants
are precocious (for reviews, see Baillargeon, 1995, 1999). In
one of her most well-known set of studies, she reported that
infants as young as 3.5 months old understand that an object
continues to exist when it is out of sight (Baillargeon, 1987;
Baillargeon et al., 1985). Her procedure was very different
from the traditional Piagetian object permanence task. In-
stead of relying on an infants’ ability to reach for a hidden
object, she (like Spelke) relied on infants’ looking times at
possible and impossible events.

The procedure involved familiarizing infants with a
screen that rotated 180° back and forth, from a position of
lying flat on the front part of a stage to lying flat on the back
part of the stage. Infants were then tested on a possible and an
impossible event, both of which involved the presence of an
object such as a yellow box placed in the path of the rotating
screen. In the possible event, infants saw the box resting on
the stage before the start of the first rotation. The screen then
rotated back and forth, as it did in the familiarization event.
Each time it rotated back, it hid the object from the infant.
Furthermore, the screen stopped rotating at 112° when it
appeared to make contact with the object and then rotated
back toward the infant, once again reexposing the object. The
impossible event was similar to the possible event, except
that the screen rotated a full 180°, appearing to go magically
through the space that should have been occupied by the box.
(There was actually an experimenter behind the stage who
removed the box so that the screen could complete its rota-
tion. As the screen rotated toward the infant again, the exper-
imenter replaced the box on the stage in time for the infant to
see the box once again resting in the screen’s path.)

Baillargeon (1987) found that 4.5- and some 3.5-month-
old infants looked longer at the impossible event. She in-
terpreted this finding to mean that the infants “understood that
(a) the object behind the screen continued to exist after the
screen rotated upward and occluded it and (b) the screen could
not move through the space occupied by the object” (p. 662).
She based these interpretations on several assumptions:

(a) Infants normally have a novelty preference during the test
phase, (b) infants would perceive the impossible event as
familiar because the amount of rotation in this event is the
same as the amount of rotation in the familiarization event,
(c) infants would perceive the possible event as novel because
the amount of rotation is novel, and (d) if infants looked
longer at the impossible event, which should be perceived as
familiar, it must be for reasons other than novelty; it must be
because they understood object permanence and object solid-
ity and were observing a violation of both concepts.

However, as with Spelke et al. (1992), recent evidence
suggests a simpler, perceptual explanation of Baillargeon’s
so-called drawbridge results (Baillargeon, 1987; Baillargeon
et al., 1985). We have already mentioned the problem of a
familiarity effect in habituation-familiarization studies.Along
those lines, one alternative interpretation is that the infants in
Baillargeon’s studies were not fully habituated and thus did
not have a novelty preference during the test phase, as she as-
sumed. The results of these more recent studies, which varied
familiarization time or used more stringent habituation crite-
ria, support the interpretation that infants looked longer at the
impossible event because it was familiar, not because it was
impossible (Bogartz, Shinskey, & Schilling, 2000; Cashon &
Cohen, 2000; Schilling, 2000; see also Bogartz, Cashon,
Cohen, Schilling, & Shinskey, 2000).

The findings that 3.5- to 4.5-month-olds understand object
permanence (Baillargeon, 1987) and that infants as young as
2.5 months old understand object solidity (Spelke et al., 1992)
stand in stark contrast to Piaget’s reported ages and stages.
Thus, if one assumes that explanations like Baillargeon’s
(1987) and Spelke et al.’s (1992) are correct regarding in-
fants’ early understanding of object permanence, that expla-
nation has to be reconciled with the fact that under standard
object permanence techniques, infants do not show evidence
that they understand an object exists when completely hidden
until at least 8 or 9 months of age.

The prevailing explanation for this discrepancy is that
younger infants understand that hidden objects continue to
exist, but they fail to reach for those objects in a standard
Piagetian task because they have difficulty with means-end
actions (Baillargeon, 1987; Baillargeon et al., 1985; Bower,
1974; Diamond, 1991). In other words, infants may have
trouble coordinating two actions to obtain a goal—in this
case, removing the cloth and then reaching for the object.
Once again, however, recent evidence suggests that infants
do not have a means-end deficit. A couple of recent studies,
for example, have shown that infants do not have the same
reaching problem when the object is behind a transparent
obstacle versus an opaque obstacle (Munakata et al., 1997;
Shinskey, Bogartz, & Poirer, 2000). Taken together, these



78 Infant Perception and Cognition

more recent results uphold previous findings that infants
younger than 8 or 9 months of age fail to search for hidden
objects not because they lack a means-end skill, but because
they have yet to understand that objects continue to exist
when they are hidden.

Face Perception

A considerable amount of research has been conducted on
infants’ perception of faces over the past 40 or so years
(see Maurer, 1985, for review). There is no question that faces
are important stimuli for infants. Infants see faces often and
use them to help identify others, interact with others, and learn
about the world. It may seem odd to some that we have
included a section of face perception within a section devoted
to objects. However, one issue that arises in the study of
infants’ perception of faces is whether infants view faces as
something special or whether they perceive faces in the same
way they perceive other complex objects (see Kleiner, 1993,
for discussion). Nativists often argue that faces are a unique
class of objects and that the way in which newborns process a
face is quite different from the way in which newborns process
nonface stimuli (e.g., Fantz, 1961; Morton & Johnson, 1991).
Empiricists, however, regard face perception quite differ-
ently. They argue that the way in which we process a face is
brought about through experience; at least in the begin-
ning, faces are no different from other objects (e.g., Banks &
Ginsburg, 1985). In this section, we review some of the
literature regarding the issue of infants’ preference for face-
like over nonfacelike stimuli, followed by a discussion of how
infants process faces and how that processing may change
with age.

Research on infants’ perception of faces has produced
conflicting results with respect to the question of whether
faces are special to infants. Whether newborns have an in-
nate preference to look at faces over other stimuli is still
unresolved (for discussions, see Easterbrooks, Kisilevsky,
Hains, & Muir, 1999; Maurer, 1985). Visual tracking studies
with newborns have shown that neonates will follow (with
their eyes) a facelike pattern farther than they will follow a
nonfacelike pattern (Goren, Sarty, & Wu, 1975; M. H.
Johnson, Dziurawiec, Ellis, & Morton, 1991; Maurer &
Young, 1983). However, preferential looking paradigm stud-
ies have provided a different picture. Fantz and Nevis (1967)
found that in general, newborns preferred to look at patterned
stimuli, such as a bull’s-eye and a schematic face, to plain
stimuli, and preferred a schematic face to a bull’s-eye;
however, they did not find a preference for a schematic face
over a scrambled face. In another preferential looking study,
Maurer and Barrera (1981) found a preference for a facelike

pattern over scrambled faces at 2 months of age, but not at
1 month of age. M. H. Johnson et al. (1991, Experiment 2)
replicated Maurer and Barrera’s findings with 5- and 10-
week-old infants in a preferential looking paradigm and
Goren et al.’s (1975) with newborns in a visual tracking task.

It may seem odd that the evidence suggests that newborns
have a preference for faces but that this preference disappears
by 2 months of age. One possible explanation for the discrep-
ancy, posited by Morton and Johnson (1991) and Johnson
and Morton (1991), is that two different testing methods were
used that may tap into two different processes of face recog-
nition in place at different ages. The first mechanism they
describe is CONSPEC, a subcortical device in the brain of the
newborn that contains the information about the structure of
a face. CONSPEC is believed to attract infants’ attention to
stimuli with the same structural information as faces, which
would account for newborns’ preferential tracking of faces.
The second mechanism, CONLERN, is thought to take over
by the second month. It is assumed to be a cortical structure
that is involved in learning about conspecifics of a face. This
mechanism is believed to help in the recognition of individ-
ual faces.

If Morton and Johnson are correct that infants have an
innate representation of the structure of faces, then we could
certainly conclude that faces are special. However, evidence
from other studies raised doubts about this conclusion. The
results of studies on infants’ visual scanning patterns of faces
and nonface stimuli have revealed similar scanning patterns
and developmental trends for faces and nonface stimuli alike,
which suggests that faces may not be special to infants
(see Salapatek, 1975, for discussion). Several researchers
have reported finding that infants tend to scan mostly the
external contour of a face in the first month of life, whereas
in the second month, infants tend to scan the internal fea-
tures (Bergman, Haith, & Mann, 1971, as cited in Salapatek,
1975; Maurer & Salapatek, 1976; Salapatek, 1975). This de-
velopmental shift in the scanning pattern of faces has also
been found in infants’ scanning pattern of nonface stimuli
(Salapatek, 1975).

A number of investigators have examined the develop-
ment of infants’ face processing over the first year of life and
whether that processing is similar to or different from the
development of object processing. Previous findings with
4- and 7-month-olds have shown that the younger infants
process the independent features of line-drawn animals, but
that the older infants are sensitive to the correlations among
features (Younger & Cohen, 1986). More recently, we have
been investigating whether this developmental shift from
parts to whole processing would also be true in 4- and 7-
month-old infants’ processing of faces as well. It has been
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found that adults process upright faces as a whole but
inverted faces in a piecemeal manner. Therefore, we also
examined the effect of orientation. Half of the infants saw all
upright faces and the other half saw inverted faces.

Some of the results were expected; others were surpris-
ing. The 7-month-olds behaved as expected—that is, they
responded to upright faces as a whole but inverted faces in a
piecemeal fashion (Cohen & Cashon, 2001a). The 4-month-
olds, however, behaved in a totally unexpected manner. In
one sense, they appeared to be more advanced than the 7-
month-olds—or even adults. Not only did these younger
infants process a face as a whole when it was presented
upright, but they also processed it as a whole when it was pre-
sented in an inverted orientation (Cashon & Cohen, 2001)!
One possible explanation for this finding currently under
investigation is that an upright facial orientation may not be
as important to infants at 4 months of age. They undoubtedly
receive a considerable amount of exposure to faces in a vari-
ety of orientations, perhaps much more so than at 7 months
when they are stronger and tend to view the world from an
upright position.

INFANT CATEGORIZATION

Categorization is a fundamental cognitive ability. It allows us
to group together objects and events in the world and to
respond equivalently to items that may be perceptually quite
different. Infants as well as adults must be able to categorize
to some degree. Consider what life would be like for infants
if they could not: No two experiences would be identical,
learning would be nonexistent, and anticipating the regulari-
ties in the world would be impossible. As Madole and Oakes
(in press) have stated a bit more conservatively,

The ability to categorize may be especially important in infancy
when an enormous amount of new information is encountered
every day. By forming groups of similar objects, infants can
effectively reduce the amount of information they must process,
learn and remember . . . (p. 1)

But how can one determine whether infants—in particu-
lar, young, preverbal infants—are able to categorize? Fortu-
nately that problem was at least partially solved in the late
1970s by a modification of the standard habituation para-
digm. Instead of habituating infants to repeated presentations
of a single item, infants could be habituated to a series of
perceptually distinct items that all were members of the same
category. If in a subsequent test, infants remained habituated
to a novel example from that habituated category, but not to a

novel noncategory item, they would be demonstrating the
ability to categorize. In other words, they would be respond-
ing equivalently to items that were perceptually distinct.

Cohen and Caputo (1978) were among the first to use this
procedure. They tested three groups of 7-month-old infants.
One group was habituated to a single, repeated presentation
of a photograph of a toy stuffed animal. A second group was
habituated to pictures of different stuffed animals, and a third
group was habituated to pictures of unrelated objects. All
three groups were then tested with a picture of a new stuffed
animal and a multicolored arrangement of flowers. The first
group dishabituated to both test items. They had not formed a
category. The third group did not even habituate. But the
second group—the one that had seen different members of
the stuffed animal category—dishabituated to the flowers but
remained habituated to the new stuffed animal. They demon-
strated that they were responding on the basis of the stuffed
animal category.

Early demonstrations, such as the previously described
stuffed animal example, have been followed by other
attempts to assess categorization in infants, using a variety
of techniques—including habituation and novelty prefer-
ence, sequential touching, operant conditioning, and even im-
itation—with infants over 1 year of age. In fact, an explosion
of research on categorization in infants has occurred in the
past two decades, and several reviews of this literature are -
available. (e.g., Cohen & Younger, 1983; Hayne, 1996;
Madole & Oakes, 1999; Quinn & Eimas 1996; Younger &
Cohen, 1985). In reviewing this literature, we shall consider
three significant questions regarding categorization in infants:
At what age can infants categorize; what is the content of in-
fants’ categories; and finally, what information-processing
changes underlie infant categorization?

The Earliest Age at Which Infants Can Categorize

Considerable evidence is now available that infants can cate-
gorize during the second half of the first year of life. In addi-
tion to the previously mentioned study with pictures of
stuffed animals, several studies report infant categorization of
faces (e.g., Cohen & Strauss, 1979; Strauss, 1979) of three-
dimensional as well as two-dimensional representations of
animals (Younger & Fearing, 1998) and even adult gender
categories (Leinbach & Fagot, 1993). Other studies have re-
ported that as early as 3 or 4 months of age, infants can distin-
guish cats from dogs (Quinn, Eimas, & Rosenkrantz, 1993)
and animals from furniture (Behl-Chadha, 1996). In addition,
if one assumes that perceptual constancies may actually be a
form of categorization, then there is evidence that newborns
can categorize.
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Consider size constancy as an example. In a newborn size
constancy experiment, infants are habituated to the same
object at different distances and then are tested with that
same object at a new distance versus a different-sized object
at an old distance. Assuming that the infant can discriminate
among these distances, then the procedure amounts to a typi-
cal categorization experiment. The infants have been habitu-
ated to multiple examples of discriminably different stimuli
(in this case, the same object at different distances) and then
do not dishabituate to a new example (the object at a new
distance) but do dishabituate to a nonexample (a new object).
Of course, as adults we assume a big difference between an
instance of perceptual constancy, which we interpret as
different views of one item, and categorization, which we
interpret as a grouping of similar but different items. It is a
totally unexplored question whether infants make that same
distinction and if so at what age they do it.

The Content of Infants’ Categories

Although many investigators agree that even newborns may
be able to categorize, they also agree that the content of those
categories changes over age. It is one thing to group together
different views of the same object and quite another to group
together very different animals into the category of mammal
or tables and chairs into the category of furniture. An
important issue in this regard is the level at which infants first
categorize objects. The traditional view has been that infants
and young children form basic-level categories (such as dog
or chair) and only later form higher-order superordinate cat-
egories (such as animal or furniture; Mervis & Rosch, 1981).
Recent evidence with infants (see Quinn & Eimas, 1996,
for a review) provides some support for this view. On the
other hand, Mandler (2000a) has argued just the opposite.
She has reported studies in which infants first appear to re-
spond in terms of global categories (e.g., Mandler, Bauer, &
McDonough, 1991). Quinn and others have also reported that
infants respond more readily to global categories than to
basic categories (Quinn & Eimas, 1998; Quinn & Johnson,
2000; Younger & Fearing, 2000).

To complicate matters further, one might assume Mandler
would be pleased to find additional evidence supporting a
priority of global categories over basic categories. How-
ever, she makes an additional distinction, also in dispute,
between perceptually and conceptually based representa-
tions (Mandler, 2000b). She believes the evidence cited
previously—which is based primarily upon habituation and
novelty preference techniques—taps perceptual categories,
whereas her studies—which use manipulation and imitation
techniques—tap something independent: conceptual cate-
gories. Quinn and Eimas (1996), on the other hand, argue that

there is a continuum between the two, with perceptual cate-
gories gradually developing into more abstract conceptual
categories.

Information-Processing Changes in Categorization

One of the difficulties in deciding between global versus
basic levels or perceptual versus conceptual processing is that
these distinctions are based upon the presumed content of the
categories from the experimenter’s point of view. Evidence
that infants distinguish between animals and vehicles, for ex-
ample, does not necessarily mean that the infants are operat-
ing at a global or superordinate level. In fact, Rakison and
Butterworth (1998) have shown that in the case of toy animals
versus toy vehicles, 14- and 18-month-old infants are actually
responding to legs versus wheels. Much younger infants can
distinguish cats from dogs, but the distinction is based pri-
marily on features located in the face region (Quinn & Eimas,
1996). Consistent with an information-processing viewpoint,
there appears to be a developmental progression from pro-
cessing these features independently to processing the corre-
lation among the features (Younger & Cohen, 1986). In fact,
by 10 months of age, attention to correlations among features
becomes a major factor both in the formation of categories
and in the differentiation of one category versus another
(Younger, 1985).

The number and variety of features to which infants attend
also increases with age (Madole & Oakes, in press). One
nonobvious type of feature that appears to become salient,
particularly in the second year of life, is an object’s function.
For example, Madole, Cohen, and Bradley (1994) found
that 14-month-olds but not 10-month-olds used functional
information (what an object does) in their formation of cate-
gories. Madole, Oakes, and Cohen (1993) also reported a
developmental shift from processing form and function infor-
mation independently at 14 months to processing the rela-
tionship between form and function at 18 months, once again
a developmental shift that is consistent with an information-
processing view of infant perception and cognition. The in-
creased salience of nonobvious features of objects during the
second year of life, such as their function or their animacy
(Rakison & Poulin-Dubois, 2001), may account at least in
part for what appears to be a shift from perceptual to concep-
tual categorization.

Current Trends in Infant Categorization Research

Research on infant categorization is continuing at a rapid
pace. Among the most exciting developments are the ties
developing to other related areas of developmental and
cognitive psychology. One of these ties is the relationship
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between infant categorization and infant language develop-
ment. Lalonde and Werker (1995), for example, have shown
the close tie between the use of correlated attributes in
categorization and the development of speech perception.
Waxman (1999) has also reported the importance of language
labels in infant categorization. Close ties are also develop-
ing between infant categorization and connectionist model-
ing. Several attempts recently have been reported to
simulate infant categorization (e.g., Mareschal & French,
2000; Quinn & Johnson, 2000). The most popular approach
has been the use of simple auto-encoder models, although
other more complex models are on the drawing board. These
early attempts to model infant behavior in a categorization
task have been remarkably successful. Future, more extensive
models are likely to lead to interesting predictions as well.

INDIVIDUAL DIFFERENCES

The vast majority of research on infant perception and cogni-
tion has been concerned with discovering the abilities of
normal infants along with changes in those abilities over age
and development. Both theoretical predictions and experi-
mental designs generally have been based upon differences
between groups, with the goal of describing and explaining
how infants in one condition differ from those in another con-
dition, or how one age group differs from another age group.
The average performance of these groups is not even the em-
phasis. It is the optimal performance of infants at a certain
age, so that often the behavior of 25% or more of the infants
in a study is discarded for some reason. Perhaps it is because
the infants were too irritable, or they were too sleepy, or they
did not attend sufficiently, or they did not habituate. In such
studies, individual differences traditionally are treated as
error variance. They are considered primarily as an indication
of the degree of experimental control or the statistical power
of the experiment.

This overwhelming emphasis on group differences among
normal infants does not mean that investigators of infant
perception and cognition have been totally unconcerned
about the value of assessing individual differences in normal
populations or in discovering what differences exist between
normal and aberrant infants. In fact, a frequent argument
often made in significance sections of grant proposals is
that one must first collect data on normal infants before
one can determine the most important ways in which aberrant
infants deviate from normal ones. Fagan, a basic researcher
of infant attention and memory in the 1970s, has gone con-
siderably further than that. He has developed a clinical
screening device—based upon his measure of infant novelty
preferences—that he argues should be used to differentiate

those infants truly at risk for some long-term deficit from
those who may seem to be at risk, but really are not (Fagan,
1984).

To be accurate, individual differences in infants’ function-
ing have been of interest to some investigators of infant
perception and cognition since the 1970s. That research has
come primarily from those focused on differences in infant
attention, memory, and information processing. As Rose and
Feldman (1990) noted, this research on individual differences
can be subdivided into two broad categories: differences
between normal versus risk groups and measures of predic-
tive validity, primarily in normal infants.

Full-Term Versus Preterm Infants

The term at risk usually refers to infants who are born with
some difficulty that may or may not lead to a long-term
deficit. The most common group of at-risk infants are those
who are born prematurely with or without additional symp-
toms. Much of the early research on individual differences in
infant perception and cognition compared full-term versus
preterm infants. One of the first such studies was reported by
Fagan, Fantz, and Miranda (1971). They tested normal and
preterm infants on a novelty preference task from approxi-
mately 6 to 20 weeks of age. Their infants were familiar-
ized to one complex black and white pattern and then tested
with that pattern versus a novel pattern. A clear difference be-
tween the groups was obtained with normal-term infants first
showing a novelty preference at 10 weeks of age, but preterm
infants not showing a novelty preference until 16 weeks of
age. Of more importance from a developmental perspective
was that when the two groups were equated for conceptional
age (gestational age plus age since birth) the group difference
disappeared. Both groups first showed a strong novelty pref-
erence at about 52 weeks of conceptional age. Thus, at least
on this one task, maturation seemed to play a more important
role than that of the total amount or type of external stimula-
tion the infants had received.

Others, however, have found differences between preterm
and full-term infants even when conceptional age is equated.
Sigman and Parmelee (1974), for example, found that at
59 weeks of conceptional age, full-term infants preferred
faces to nonfaces, whereas preterm infants did not. Unlike
the results in the Fagan et al. (1971) study, full-term but
not preterm infants also displayed a novelty preference. Of
course, there are many reasons that preterm infants may be
delayed compared to full-term infants. Preterm infants
usually have more serious medical complications, they are
more isolated from their parents, they stay in the hospital
longer, they tend to be disproportionately male and lower
class, the parents tend to have received less prenatal care and
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poorer nutrition, and so on. Any number of these factors in
isolation or combination could be responsible for delays in
perceptual or cognitive development.

In another study (Cohen, 1981) three groups of infants
were compared at 60 weeks conceptional age. The severe
group had a number of complications, including prematurity
and hyaline membrane disease; several had seizures, one had
severe hypocalcemia, and one had congenital heart disease.
In general these infants had suffered considerable prenatal
or perinatal trauma but had survived relatively intact. They
all also came from lower-class family backgrounds. A sec-
ond group included only full-term, healthy infants, also from
lower social class backgrounds. Finally, a third group in-
cluded only full-term infants from middle-class backgrounds.
In this study, low and middle SES (socioeconomic status)
groups differed in number of two-parent families, years of
education, racial background, and place of residence. All
three groups were habituated to a picture of a face and then
tested with two different novel faces. The middle-class group
dishabituated to the novel faces (i.e., showed a novelty pref-
erence), but neither of the lower-class groups did so. It ap-
peared that factors associated with class status were more
significant than those associated with prematurity or risk
status in this particular study.

We find it interesting that Rose, Gottfried, and Bridger
(1978) reported a similar finding with one-year-old infants
and a cross-modal task. Middle-class full-term infants,
lower-class full-term infants, and preterm infants were
allowed oral and tactile familiarization with a three-
dimensional block. When shown that object and a novel
object, only the middle-class infants looked longer at the
novel object. In a subsequent study, however, using a visual
task with simple geometric shapes presented at 6 months of
age, lower-class full-term infants displayed a novelty prefer-
ence but lower-class preterms did not (Rose et al., 1978).
Thus the evidence is mixed with respect to preterm versus
full-term differences. Systematic differences between these
groups are frequently reported, but the bases for those differ-
ences are not always clear. In some cases, the difference
appears to be based upon conceptional age or social class. In
other cases, risk status seems to be implicated more directly.

The differences discussed so far between full-term and
preterm infants have been rather global; full-term infants
dishabituate or show a novelty preference, whereas preterm
infants do not. But at least one study has gone further to
investigate how the two groups differ in their information
processing. Caron, Caron, and Glass (1983) tested preterm
and full-term infants on a variety of problems that involved
processing the relations among the parts of complex facelike
drawings and other stimuli that they presented. They then
tested to see whether the infants had processed the stimuli on

a configural basis (e.g., the overall configuration of a face)
and a component basis (e.g., the type of eyes and nose that
made up the faces). They found clear evidence that the full-
term infants were processing configurations, whereas the
preterm infants were processing components.

Infants With an Established Risk Condition

A distinction is sometimes drawn between infants who are “at
risk” for later disability and infants who have an “established
risk condition,” such as Down’s syndrome, cerebral palsy, and
spina bifida (Tjossem, 1976). Several studies have established
that Down’s syndrome infants, for example, are delayed rela-
tive to normal infants in habituation and novelty preference
(e.g., Fantz, Fagan, & Miranda, 1975; Miranda, 1976).

One of the more interesting comparative studies was re-
ported by McDonough (1988). She tested normal 12-month-
old infants as well as 12-month-old infants with spina bifida,
cerebral palsy, or Down’s syndrome. The infants were given
a category task similar to the one reported earlier by Cohen
and Caputo (1978). Infants were habituated to a series of pic-
tures of stuffed animals and then tested with a novel stuffed
animal versus an item that was not a stuffed animal (a chair).
The normal infants and the infants with spina bifida or cere-
bral palsy habituated, but the infants with Down’s syndrome
did not. Apparently the presentation of multiple distinct ob-
jects was too difficult for them to process. However, in the
test, only the normal infants and the infants with spina bifida
showed evidence of categorization by looking longer at the
noncategory item than at the new category member; even
though the infants with cerebral palsy habituated, they
showed no evidence of forming the category.

These and other studies that have compared normal with
at-risk infants provide compelling evidence that the at-risk
infants perform more poorly on certain tests of habituation
and novelty preference. Additional evidence on these differ-
ences is available in edited volumes by Friedman and Sigman
(1981) and Vietze and Vaughan (1988). An important ques-
tion is what these differences mean. Most would assume that
habituation, and novelty preference tests are assessing certain
aspects of information processing, such as attention, memory,
or perceptual organization. But even if some at-risk infants
perform more poorly during the first year of life, does this
performance predict any long-term deficiency in one or more
of these processes? Even if some long-term prediction is
possible, does that prediction only apply to group differences,
such as those between normal and at-risk or established-risk
infants? Or can one also use habituation and novelty prefer-
ence measures to make long-term predictions of individual
differences even among normal infants? This question is
addressed in the next section.
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Predictive Validity of Habituation and Novelty
Preference Measures

An examination of the predictive value of traditional
standardized tests of infant development, such as the Bayley
or the Gesell scales, has led to the unfortunate but definite
conclusion that these tests have dubious long-term predictive
validity for normal populations (e.g., McCall, 1979; McCall,
Hogarty, & Hurlburt, 1972), as well as for populations that
include infants at risk (Kopp & McCall, 1982). This lack of
predictive validity of traditional tests was at first considered
not to be a failure in the tests themselves but simply a reflec-
tion of the discontinuity and qualitative nature of change over
age in intellectual development from infancy to childhood
(McCall, 1981; McCall, Appelbaum, & Hogarty, 1973).

That view became somewhat suspect in the 1980s as
studies appeared demonstrating sizable correlations between
infant habituation or novelty preference usually assessed
sometime between 3 and 8 months of age and later IQ—
usually assessed between 3 and 8 years of age (e.g., Caron
et al., 1983; Fagan & McGrath, 1981; Rose & Wallace, 1985).
Both Bornstein and Sigman (1986) and McCall and Carriger
(1993) provide excellent reviews and analyses of this litera-
ture. McCall and Carriger, for example, report that across
these studies the median correlation between information-
processing measures assessed via habituation or novelty
preference tasks and childhood intelligence is approximately
.47, whereas it is approximately .09 between standardized
infant tests and later intelligence. Furthermore these high
correlations between information processing and later IQ tend
to occur even in small samples and with normal populations.

Although many specific measures of infant information
processing have been tried, three classes of them appear to be
the best predictors of later intelligence (Slater, 1995a). One is
preference for visual novelty. Following brief exposure to a
visual pattern (usually 5–20 s), the familiar and a novel pat-
tern are presented side by side and the percent responding to
the novel pattern is recorded. This percent novelty tends to be
positively correlated with later IQ. A second is some measure
of habituation rate. Various measures of habituation, such as
the total looking time until some habituation criterion is
reached or the total number of habituation trials prior to
criterion are sometimes found to be correlated with later
intelligence. In general, those who habituate more rapidly
tend to have higher IQs. The third is some measure of fixation
duration independent of habituation. The measure may be
the duration of a look at the outset of the habituation trials, or
the duration of the longest look during habituation, or the
average duration of a look during habituation. In general, the
shorter the look by the infant, the higher the IQ found later in
life. Some have even found systematic individual differences

between short and long lookers. For example, it has been
found that younger infants tend to look longer at most pictures
that they can see clearly than do older infants (Colombo &
Mitchell, 1990).

Although most investigators agree that these measures
tap some aspect of information processing, it is less clear what
the underlying mechanism or mechanisms may be. Most
explanations of differences in infants’ performances have
something to do with differences in encoding or processing
speed or the ability to remember old information and compare
it to new information. Perhaps the most popular explanation is
based upon processing speed. Why speed of processing visual
pattern information in infancy should be related to later IQ in
childhood is still an open question, although Rose and Feld-
man (1995) have recently reported that these infancy measures
correlate with perceptual speed at 11 years of age, even when
IQ was controlled.

Whatever the mechanism, correlations in the .4, .5, or
even .6 range between measures of infant attention at around
6 months and later measures of IQ at around 6 years are quite
impressive, particularly in light of the failure of standardized
IQ tests to predict. But the results are not without contro-
versy; not everyone obtains such high correlations. Both
Lecuyer (1989) and Slater (1995a), for example, point out
that the so-called 0.05 syndrome makes it difficult to publish
a paper if the correlations are not statistically significant.
Many studies have probably not found a relationship between
infant attention and IQ, but they are not counted in sum-
maries or meta-analyses because no one knows about them.
In their meta-analysis of this literature, McCall and Carriger
(1993) evaluate three other criticisms that have been raised
about the importance of these correlations. First, habitua-
tion and novelty preference measures may not reflect any in-
teresting cognitive process. Second, the infancy measures
have only moderate test-retest reliabilities. Third, the small
sample sizes used may lead to a prediction artifact—that is,
the inclusion of a few extreme scores, perhaps by infants who
have known disabilities, can inflate correlations when the
sample N is small. McCall and Carriger conclude that
although these criticisms have some merit, in the end they do
not negate the fact that even with normal populations, the
ability to make long-term predictions is impressive.

A Specific Information-Processing Explanation

Before leaving this section, it might be worthwhile to try to
understand these individual differences by referring to the
specific set of information-processing propositions men-
tioned previously in this chapter (Cohen & Cashon, 2001b).
First, it seems a bit odd that previous explanations have
assumed that somehow habituation and novelty preferences



84 Infant Perception and Cognition

are tapping infant information processing, but they do not
emphasize how infants are actually processing the informa-
tion or how that processing changes with age. It is not a
coincidence that the best predictions seem to result when
infants are between about 4 and 7 months of age and they are
shown complex, abstract patterns or pictures of faces. That is
just the age period when infants should be making a transi-
tion from processing those pictures in a piecemeal fashion to
processing them holistically. If one makes the additional
assumption that processing and remembering something
holistically takes less time and fewer resources than process-
ing it one piece at a time, then the following set of results—
all of which have been reported—would be predicted.

• Younger infants should look longer at complex patterns
than do older infants because the younger ones, who are
processing the individual features, in effect have more to
process.

• At 4 or 5 months of age, infants with short looking times
should be more advanced than are infants with long look-
ing times because the short lookers have made the transi-
tion to holistic processing, whereas the long lookers are
still processing the stimuli piece by piece.

• Optimal predictions should occur in a novelty preference
procedure when familiarization times are short. Obviously
if familiarization times are long enough, even piecemeal
processors will have sufficient time to process and re-
member all or most of the pieces.

• Both measures of infant fixation duration in habituation
tasks and measures of percent novelty in novelty prefer-
ence tasks should work equally well; both are essentially
testing the same thing in different ways. Short fixation du-
rations imply holistic processing. Therefore, short lookers
should be more advanced than long lookers. Novelty pref-
erence tasks work when familiarization times are short—
in other words, at the end of familiarization the holistic
processor will have had time to process and remember the
pattern presented, but for the piecemeal processor much
about the pattern will still be novel. Therefore, when
tested with the familiar versus a novel pattern, the holistic
processor should show a greater novelty preference.

Thus, according to this version of the information-processing
approach, the correlations with later intelligence occur
because the infant tasks are tapping into an important devel-
opmental transition in information processing at exactly the
right age and with exactly the right stimuli to assess that
transition. Those who develop more rapidly as infants will
tend to continue that rapid development and become the

children with higher IQs. Whether the developmental
progression that is being assessed in infancy is specific to
infant perception and cognition or whether it is much more
general really has yet to be determined.

Two final points can be derived from this approach. First,
it is clear that the piecemeal to holistic transition is hierarchi-
cal. It occurs at several different levels at different ages.
Therefore, one would predict that if simpler stimuli were
presented with younger ages or more complex stimuli such
as categories or events involving multiple objects were pre-
sented at older ages, one might achieve the same level of
prediction that one now finds with complex two-dimensional
patterns in the 4- to 7-month age period. At the very least this
viewpoint predicts that the most appropriate stimuli for the
infants to process will change systematically with age.

The other point is that the information-processing tasks
given to infants might be tapping processing or perceptual
speed as some assume, but only in an indirect way. More
advanced infants may appear to process the items more
rapidly because they effectively have fewer items to process
in the same stimulus—not because they are processing each
item more rapidly. After the manner in which infants process
information at a particular age is understood, one can design
experiments that equate the effective amount of information at
different ages to see whether older and more advanced infants
really do process and remember information more rapidly.

CONCLUDING COMMENTS

As we were contemplating topics to include in this chapter, it
became obvious that it would be impossible to review all or
even most of the research on infant perception and cognition
in the space allotted. Instead we decided to concentrate on
several areas that not only have been very productive over the
years, but also tend to relate to each other in one way or
another. The purpose was to provide some overall organiza-
tion to the field. Admittedly, that organization is based upon
an information-processing perspective, the perspective we
believe most adequately encompasses most of the findings,
both basic and applied. However, we also included other the-
oretical perspectives and attempted to show how these per-
spectives are similar or different from one another. It should
be obvious that we relied almost exclusively on issues and
evidence from infant visual perception and cognition and on
techniques designed to address those issues. One could argue
that that is where most of the action is these days.

We fully recognize, however—and want the reader to
appreciate—that many other topics are equally important and
exciting. These topics include but are not limited to auditory
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and speech perception, the relationship between perception
and action, cross-modal perception, the perception of num-
ber, the understanding of causality and animacy, the expecta-
tion and anticipation of future events, and an understanding
of the organization of complex sequences of events. We
believe many of the issues addressed in this chapter apply to
these topics as well. For example, some of these areas are
clearly in the domain of perception and others are much more
in cognition; still others fall somewhere in between. Again,
the nature versus nurture debate rears its head with respect to
these topics as well as to the ones described in more detail
in the chapter. Furthermore, traditional theoretical perspec-
tives have been applied to these topics and to the ones cov-
ered in this chapter. Like those topics covered in this chapter,
we believe more recent theoretical approaches such as con-
nectionist modeling, dynamical systems, and information
processing may lead to advances in these topics as well.

One thing is certain. The area of infant perception and
cognition is alive and well and making continued progress.
Spectacular results and unwarranted assumptions are being
replaced by solid evidence. The field is expanding. Topics
investigated under the rubric of infant perception and cog-
nition are becoming more and more advanced, and the subjects
of previous studies are getting older and older. At the same
time, investigators of cognitive processes in children are going
younger and younger to find the origins of those processes. In
some cases—such as in theory of mind research—the two
fields have met, and fruitful collaborations are taking place.
Collaborations are also beginning between investigators in in-
fant perception and cognition and those in other apparently
quite disparate areas such as sensory psychophysics, cognitive
neuroscience, language acquisition, and even artificial intelli-
gence and robotics. It is an exciting and dynamic time. Over
the past 25 years we have seen exponential growth in research
on infant perception and cognition. Given current attempts to
apply approaches broad enough to relate basic and applied re-
search—and excursions into collaborations that will add new
dimensions to our understanding—continued rapid progress
in research on infant perception and cognition is not only
likely, it is inevitable.
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Infancy is a period of origins. It is when a child’s capabilities,
individuality, and first relationships begin to develop. Early
social and emotional development is concerned with devel-
oping capacities for emotional expression, sociability, self-
understanding, social awareness, self-management, and other
facets of socioemotional growth. Research in this field is im-
portant for understanding these central features of early
development and for applying this knowledge to understand-
ing why some young children become anxiously insecure in
their attachments, easily dysregulated in their behavior when
stressed, or preoccupied with sad affect early in life. By
studying the dimensions and contexts of healthy or maladap-
tive growth, developmental scientists can contribute to pre-
ventive and therapeutic interventions and public policies
designed to ensure that infancy is a period of growing com-
petence, connection, happiness, and self-confidence.

Because infancy is a period of origins, the study of so-
cioemotional development also addresses some of the most
significant questions of contemporary developmental psy-
chology. How are nature and nurture processes fused in shap-
ing developmental pathways (cf. chapter by Overton in this
volume)? How may early experiences have an enduring
effect on social and emotional growth (“as the twig is bent, so
grows the tree”), and under what conditions are their influ-

ences subsumed by subsequent developmental processes? In
what ways are early relationships of significance for the
growth of social dispositions, self-understanding, and per-
sonality? Under what conditions does early temperament
provide a foundation for mature personality?

These enduring questions cast the study of early social and
emotional development within the broader context of life-
span development, and they focus on the early years as a pe-
riod of potentially formative influences. Although not all
developmental scholars concur that infancy may be a founda-
tion for later development (see Kagan, 1984; Lewis, 1997;
Scarr, 1992), belief in the enduring effects of early experi-
ences is deeply rooted in Western and Eastern cultures as well
as in developmental science. This belief contributes to the
concerns of parents, practitioners, and policy makers that
young children are afforded a good start in infancy because
of the difficulties in later correcting developmental pathways
that begin awry. The National Academy of Sciences Commit-
tee on Integrating the Science of Early Childhood Develop-
ment recently highlighted the “fundamental paradox” that
“development in the early years is both highly robust and
highly vulnerable . . . because it sets either a sturdy or fragile
state” for later development (Shonkoff & Phillips, 2000, pp. 4,
5). Although an overemphasis on infancy as a period of
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formative influences can lead people to perceive the early
years primarily as they foreshadow later development—rather
than as a developmental period that is significant in itself—
this view also highlights the practical and scientific value of
understanding social and emotional growth in infancy.

Research on early socioemotional development is impor-
tant, therefore, because it affords understanding of the growth
of emotions, relationships, and self in infancy; provides
knowledge enabling parents and practitioners to promote
healthy early psychosocial growth; and offers unique oppor-
tunities to explore central questions of early development,
especially those related to the significance of the early years.
Each of these perspectives on early socioemotional develop-
ment provides a guiding orientation to this chapter.

We begin by placing infancy in context. We consider the
psychobiological context of temperamental individuality and
neurobiological growth that shape early emotions, individu-
ality, and patterns of relating to others. We also consider the
contexts of culture and family that shape, and are shaped by,
early experiences. In doing so, the dynamic interplay of
nature and nurture is profiled at the outset of the chapter (see,
too, chapter by Overton in this volume).

Early emotional development and the growth of sociabil-
ity are profiled next, with special attention to the importance
of emotion to early social interaction and social relationships.
This intertwining illustrates the integration of developmental
functions, structures, and processes in infancy. In the section
that follows, we focus on attachment relationships between
infants and their caregivers, a topic of significant research in-
terest during the past 30 years. Two central questions are
highlighted: (a) how infants develop different patterns of at-
tachment behavior in these relationships and (b) the contro-
versial question of potentially enduring consequences of
variations in attachments during infancy. The importance
of relationships for self-awareness, emotional understanding,
empathy, and conscience is subsequently discussed with re-
spect to the early representations that are influenced by rela-
tional experience. Our focus on the representational features
of early relationships constitutes a bridge between infancy
and psychosocial development in early childhood, when rep-
resentations of self, others, and relationships truly flourish.
Finally, in a concluding note we consider the implications of
research and theory in this field for policy and practice.

SOCIOEMOTIONAL DEVELOPMENT IN CONTEXT

Because the young of the human species cannot thrive out-
side of a relational context (Tobach & Schnierla, 1968), in
order to understand infant socioemotional development, one

must understand also the broader caregiving context. This
sentiment, illustrated by Winnicott’s celebrated statement
that “there is no such thing as an infant” (Winnicott, 1965),
sets the framework for this chapter. By its very definition
socioemotional development invokes relationships. The
mother-infant relationship is central to popular and scientific
images of social and emotional development in infancy.
This emphasis occurs because of cultural and theoretical
traditions emphasizing that the sensitivity, warmth, and
responsiveness of this first and primary relationship shapes a
baby’s initial, and in some conceptualizations continuing,
social dispositions and expectations for others. Later in this
chapter we examine research concerning this relationship,
especially within the context of attachment theory. It is
important first, however, to establish a broader framework for
our discussion of early socioemotional development by
considering how social and emotional responding and the
very relationships that develop transactionally (Sameroff &
Chandler, 1975) are shaped by the psychobiological context
of neurological development and temperament, as well as by
the broader social contexts of culture and family.

Psychobiological Context

Neurobiological Underpinnings

Infancy is a period of rapid physical and neurological growth,
second only to the prenatal months in the scope and
pace of development. This has significant implications for
the changes that occur in emotional and social responding
(see chapter by Gunnar & Davis in this volume). Emotional
development is predicated on the growth of richly intercon-
nected brain structures and hormonal influences that organize
the arousal-activation and regulatory-recovery interplay of
emotional behavior (LeDoux, 1996; Schore, 1994). Because
emotions are biologically essential features of human func-
tioning in that they are critical to the very survival of the in-
fant from the earliest postnatal days, they are based on
regions of the human nervous system that develop very early,
including structures of the limbic system and the brain stem.
The capacity of a newborn to exhibit distress, excitement,
and rage reflects the early emergence of these deeply biolog-
ically rooted emotional brain systems.

Major advances in emotional responding occur during the
initial years of life as a result of developmental changes
in central neurobiological systems, including maturation in
adrenocortical activation and parasympathetic regulation
systems, and the slow growth of frontal regions of the neo-
cortex that exert regulatory control over limbic activation
(Gunnar, 1986; Porges, Doussard-Roosevelt, & Maiti, 1994;
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Thompson, 1994). This development helps to account for the
ontogeny of the newborn, whose unpredictable swings of
arousal can be disconcerting to neonate and caregivers alike,
into the emotionally more nuanced and well-regulated tod-
dler, who is capable of responding emotionally to a wide
range of events and whose emotional reactions can be man-
aged by self and others. There are, of course, significant ad-
vances in emotional development yet to occur in childhood
and adolescence with further growth in these and other brain
processes.

For decades we have recognized that caregivers play a
role in the infant’s psychobiological organization. Sander
(1964), for example, proposed that the first role of the care-
giver was to aid the infant in achieving physiological regula-
tion. There is intriguing recent evidence that individual
differences in the quality of caregiving can influence the
development of these neurobiological systems when early
experiences are highly stressful (Gunnar, 2000; chapter by
Gunnar & Davis in this volume) or when mothers are
seriously or chronically depressed (Dawson & Ashman,
2000). This research suggests that development of the physi-
ological systems managing emotion and coping is impaired
by experiences of chronic stress when the caregiver is either
the source of stress or fails to buffer it.

Although the topic of early brain development and its role
in shaping cognitive and emotional development has enjoyed
both scientific and popular currency during the last decade, it
is important to understand the extent to which findings repre-
senting acute or chronic severe deprivation or stressors apply
more broadly. At present there is little evidence that more
typical variations in early care have a significant impact
on individual differences in brain development. Nor is there
strong evidence that time-limited critical periods or
“windows of opportunity” exist for early socioemotional
development during which essential experiential catalysts are
required for the young brain to develop normally—this
despite widely publicized claims to the contrary (Thompson,
2002; Thompson & Nelson, 2001). In other words, much of
early brain development is experience expectant rather than
experience dependent. In most cases, the typical circum-
stances of early care afford many opportunities for healthy
social and emotional development to occur; caregivers who
are not abusive or neglectful typically provide these opportu-
nities in the course of their everyday social interactions with
the infants in their care (Shonkoff & Phillips, 2000). For
development to proceed otherwise would indicate a very
fragile system indeed.

Because of these developmental changes in the neurobio-
logical systems governing early social and emotional respond-
ing, it is not surprising that temperamental individuality also

emerges and flourishes during infancy. The construct of tem-
perament has eluded firm definition. Scientists enumerating
the dimensions that comprise the domain of temperament
have reported from three to nine dimensions (Chess &
Thomas, 1986; Rothbart & Bates, 1998). Some of the most
distinctive temperamental attributes that characterize infants
at birth are based on emotional response tendencies, whether
they concern the baby’s dominant mood, adaptability, sootha-
bility, or reactions to novelty. In general, most theorists agree
that aspects of temperament involve biologically based, heri-
table, response tendencies that involve emotionality, activity,
and attention (see chapter by Cummings, Braungart-Rieker, &
Rocher-Schudlich in this volume; Rothbart & Bates, 1998)
and that are somewhat stable across time and context.

Temperamental individuality describes not only emotional
response tendencies but also self-regulatory qualities
(Goldsmith et al., 1987; Kagan, 1998; Rothbart & Bates,
1998); each of these has implications for social interactions
and relationships. Young children who are behaviorally shy
in response to new people or situations, for example, are
displaying a temperamental attribute that is both emotional in
quality (i.e., fearful) and self-regulatory (i.e., inhibited), with
profound implications for the child’s social functioning
(Kagan, 1998). Both reactive and self-regulatory aspects of
temperament are based on early-emerging biological individ-
uality founded on differences in neuroendocrine functioning,
the reactivity of subcortical or sympathetic nervous system
structures, variability in parasympathetic regulation, or other
nervous system processes (Rothbart & Bates, 1998).

The Construct of Temperament

Because infant socioemotional development is embedded in a
relational context, understanding the construct of tempera-
ment is key. Because social relationships are influenced by
temperament, they also have an effect on the expression of
temperamental individuality. A young child’s temperamental
profile significantly influences how the child interacts with
people in at least two ways. Temperamental qualities tend to
evoke certain reactions from others (e.g., a temperamentally
positive infant naturally elicits smiles and interest from others,
paving the way for the development of mutually satisfying
relationships) as well as shape a child’s preferences for certain
partners, settings, and activities (e.g., a temperamentally shy
child tends to withdraw from unfamiliar social situations;
Scarr & McCartney, 1983). Thus, temperamental qualities
shape social and emotional growth because they channel the
young child’s early experiences in particular ways.

This interactional stance implies that early socioemotional
growth can be significantly affected by how well a young
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child’s temperamental profile accords with the requirements
of his or her social settings, a concept known as goodness of
fit (e.g., Chess & Thomas, 1986; see also chapters by Eccles,
Wigfield, & Byrnes and by Lerner, Anderson, Balsano,
Dowling, & Bobek in this volume). A temperamentally shy
child is likely to be happier and become less withdrawn, for
example, when parents are tolerant and accommodating to
the child’s need for greater support and time with new part-
ners. These parents may want to invite a potential sitter into
their home on several occasions while they remain at home,
before they leave their infant alone with the new caregiver.
By contrast, even a temperamentally easy-going child will
have difficulty in settings where social demands are exces-
sive and developmentally inappropriate. Because of this,
social experiences can considerably modify the behavioral
manifestations of temperamental qualities a baby exhibits at
birth. The interactions, or transactions, between the child’s
constitutional makeup and the social “surround” acknowl-
edge a more dynamic view of temperament than previously
recognized (e.g., Lerner, 2002).

In light of this, and in view of the remarkable psychobio-
logical advances of the early years, it is perhaps unsurprising
that temperamental characteristics in infancy are only mod-
estly predictive of later temperament, or of other behavior in
the years that follow (Rothbart & Bates, 1998). Stronger evi-
dence for enduring associations between temperament and
later behavior begins to appear in children after the second
birthday (Caspi, 1998; Sanson, Prior, Oberklaid, & Smart,
1998; see also chapter by Cummings, Braungart-Rieker, &
Rocher-Schudlich in this volume), perhaps because many of
the biological foundations of temperament have consolidated
after infancy (although some continue to mature throughout
childhood). An additional factor may be measurement
artifact, with greater difficulty measuring appropriate mani-
festations of temperament in the early years. Stronger
continuity after infancy also may be advanced by the fact that
the 2-year-old is a more self-aware child whose developing
self-understanding is likely to incorporate temperamental
qualities that cause the child to perceive herself, and to
respond to situations, in temperament-consistent ways. Thus,
temperamental qualities in infancy may not foreshadow the
personality of the adult, although they are significant for
shaping the quality of a baby’s social interactions with others.

There are, however, notable exceptions to this conclusion,
namely the work on temperamental shyness or behavioral
inhibition and work involving the construct of temperamental
difficulty. Behavioral inhibition, associated with a unique
physiological pattern including high and stable heart rate,
elevated baseline cortisol, right frontal electroencephalo-
graph (EEG) activation, and negative emotional and motor

reactivity to the unfamiliar (e.g., Calkins, Fox, & Marshall,
1996; Kagan, Reznick, & Snidman, 1987; Schmidt,
Shahinfar, & Fox, 1996), has been identified early in infancy
(Fox, Henderson, Rubin, Calkins, & Schmidt, 2001; Kagan
& Snidman, 1991). Some work shows that the extremes of in-
hibition and the opposite end of the continuum, exuberance
or uninhibited behavior, demonstrate considerable continuity
from early infancy into toddlerhood and childhood (Fox
et al., 2001; Kagan et al., 1987; Kagan & Snidman, 1991;
Kagan, Snidman, & Arcus, 1998). Despite the stability, there
also is lawful discontinuity in the behavioral manifestations
of this pattern, with more early-inhibited children later show-
ing decreased inhibition than early low-reactive or uninhib-
ited children demonstrating later behavioral inhibition.
Multiple factors may be implicated by this pattern of find-
ings. Societal norms of desired behavior (e.g., positive affect,
independence, sociability) may push for control of negative
affect and manifestations of inhibition. Environmental fac-
tors may play an additional role. Fox et al. (2001) reported
that infants who became less inhibited had significant out-of-
home care experiences during the first two years. Whether
these experiences with multiple caregivers, peers, and envi-
ronments contributed to decreases in behavioral inhibition or
whether differences among the groups in parent personality
or child temperament affected families’ decisions to place
children in out-of-home care is a question that remains
unanswered.

In addition to the intriguing work on behavioral inhibition,
temperament research that demonstrates some measure of
continuity from infancy into childhood utilizes the construct
of temperamental difficulty (Chess & Thomas, 1986). Tem-
peramental difficulty is a constellation of qualities that
includes negative mood, frequent and intense negative emo-
tional behavior, irregularity, poor adaptability, and demand-
ingness. As was suggested by the research on temperamental
inhibition, the interaction, or transaction, of temperamental
characteristics and environmental characteristics aids predic-
tion of long-term continuity or consequences. Difficult
temperament in infancy is significantly more prognostic of
later psychosocial difficulties because this constellation
of characteristics is likely to create and maintain problems in
early interactions with others and to color many aspects of
early experience compared to other temperamental configu-
rations (Bates, 1987; Rothbart & Bates, 1998).

Relational Context

Contrary to traditional maturationist views (e.g., Gesell,
1940), therefore, the infant is psychobiologically constituted
by early experiences as well as heredity. This is one reason
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for interest in early caregiving relationships that sensitively
accommodate to the infant’s temperamental qualities and
offer support for the unfolding of positive emotional and
social dispositions. The research evidence reviewed earlier
suggesting that neurobiological systems governing emotion
and coping with stress can be affected by abusive or neglect-
ful care, by the caregiver’s serious depression, and possibly
by other chronic experiences not yet studied contributes
further to an appreciation of the importance of these relation-
ships for healthy psychobiological growth.

But the social context of infancy extends far beyond rela-
tionships with primary caregivers to include other family
members, including fathers and siblings. Although early rela-
tionships with these partners have been studied much less, in-
fants develop qualitatively distinct modes of interaction with
their fathers and older siblings that arise from the unique
social experiences that they have with each (Dunn, 1993;
Lamb, 1997). Infant-father interactions are characterized by
exuberant, emotionally animated physical play, for example,
that helps to account for a baby’s excitement in the father’s
presence (Lamb, 1997; Parke & Tinsley, 1987). These char-
acteristics of many father-infant play interactions may in part
account for the importance of the father-child relationship to
emotional regulation and control (Gottman, Katz, & Hooven,
1997). Although style of paternal involvement (warmth,
sensitivity) is linked to positive outcomes for children,
amount of involvement is not (Easterbrooks & Goldberg,
1985; Elder, Van Nguyen, & Caspi, 1985; Lamb, 1997).

Siblings also are unique sources of social and emotional
understanding as young children carefully observe, interpret,
and inquire about their behavior directly with the sibling or
with others in the family (Dunn, 1998). In fact, sibling rela-
tionships may play a very important role in the emotional and
social development of infants, given the special nature of the
relationships. Sibling relationships, notable for their emo-
tional intensity, provide ample opportunities for observing,
experiencing, and interpreting both positive and negative
emotions. Although sibling rivalry may be accompanied by
intense competition and negative emotions, parents also state
that siblings often can most easily induce positive mood in
infants. These observations, combined with the role structure
of sibling relationships, may serve as a catalyst for develop-
mental growth in infants’ social and emotional repertoire. In
part, this may be due to the fact that the demands of sibling
relationships may encourage infants to stretch emotionally in
ways that relationships with parents or other adult caregivers
do not.

Whereas the direct interactions between infants and their
family members are recognized as important, far less attention
has been devoted to the indirect effect of other relationships,

in terms of both their influence on infant development and the
ways in which they are influenced by a developing infant. Pos-
itive marital relationships are more likely to be associated
with sensitive parent-infant interactions because marital har-
mony is thought to provide support for the sometimes-difficult
tasks of parenting (Gottman et al., 1997; Goldberg &
Easterbrooks, 1984). Conversely, marital conflict is associ-
ated with less optimal parent-infant interaction and infant ad-
justment (e.g., attachment, emotion regulation; Cummings &
Davies, 1994). In similar fashion, the extent to which fathers
become actively involved in caregiving responsibilities sig-
nificantly affects the extent to which mothers feel stressed or
supported in their caregiving role.

The social ecology of infancy extends significantly beyond
the family, of course, to include relationships with adults and
peers in out-of-home care (see chapter by Fitzgerald, Mann,
Cabrera, & Wong in this volume). This means that early social
and emotional development is shaped not only by the quality
of the relationship with the primary caregiver but also by rela-
tionships with a range of partners of varying developmental
status and different characteristics who are encountered in
widely varying social contexts (Howes, 1999). Zimmerman
and McDonald (1995) reported, for example, that infant emo-
tional availability was distinct with mothers and other adult
caregivers (e.g., fathers, day care providers).

Research in the 1970s and 1980s established that infant peer
relationships develop as early as the first year of life and help to
define the structure and content of these interactions (Adamson
& Bakeman, 1985; Howes, 1988; Mueller & Vandell, 1979).
Although infant peer relationships involve both positive and
negative emotions (Adamson & Bakeman, 1985; Hay, Nash, &
Pedersen, 1983), positive affect predominates.

Familial and nonfamilial relationships may have overlap-
ping or independent influences on early psychosocial growth.
Recognizing these patterns undermines any assumption that,
within this broad social ecology, a baby’s social and emotional
dispositions arise from social encounters with the mother
alone. In fact, several studies suggest that relationships with
nonparental caregivers are more predictive of later social
skills than are relationships with parents (Oppenheim, Sagi, &
Lamb, 1988). Indeed, understanding how different social part-
ners have unique and overlapping influences on early socioe-
motional growth is one of the significant research challenges
in this field.

Cultural Context

Uniting these diverse social influences are the values of the
culture. Cultural values define the needs and characteristics
of infants, the roles and responsibilities of caregivers, and the
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goals of child development that are based on the mature at-
tributes that are consensually valued (see chapter by
Saraswathi & Mistry in this volume). Cultural beliefs and
values guide the behavior of caregivers, family members, and
others in the community with an interest in young children
and, in doing so, shape the ecology of infant care (New,
2001). For example, among the Efe, a foraging community in
the forests of Zaire, infants receive care from birth by many
adults besides the mother, and this intense social contact
leads to strong connections with many people in the commu-
nity (Morelli & Tronick, 1991; Tronick, Morelli, & Winn,
1987). This cultural pattern of infant care not only ensures
that young children are protected by accommodating to the
wide-ranging foraging activities of men and women, but also
incorporates diverse community members into infant care
and socializes infants into the intrinsically interactive, coop-
erative features of community life.

Culture is not synonymous with nationality. Within the
United States and other heterogeneous nations, multiple cul-
tural communities exist with distinct values related to young
children and their care. General cultural attitudes are related
to specific parental child-rearing beliefs, or ethnotheories,
and practices (Small, 1998). One of the most important val-
ues related to child care that transcends specific national
norms is the emphasis placed on the independence or interde-
pendence of infants with their caregivers (based on Triandis’s
1995 distinction between individualist and collectivist cul-
tures). Belief in the importance of infant-caregiver indepen-
dence or interdependence affects many features of infant care
and is influential even before a baby’s birth. Korean mothers,
for example, are explicitly instructed to view each prenatal
event as an experience shared with the fetus, and they are
encouraged to avoid unpleasant experiences that might affect
the child or the mother-infant relationship (Yu, 1984). The
interdependence fostered by cultural beliefs such as these
significantly influences subsequent patterns of infant care in
Korea and in other cultures.

The extent to which cultural values emphasize the inde-
pendence or interdependence of infant and caregiver affects
early socioemotional growth through its impact on infant care
practices. In most families in the United States, for example,
infants sleep in their own beds independently of their parents
within the first few months after birth, and their parents are
extremely concerned about the establishment of reliable
sleeping patterns and report a large number of sleeping prob-
lems in their offspring (Morelli, Rogoff, Oppenheim, &
Goldsmith, 1992). By contrast, Japanese, African, and Mayan
infants sleep with their mothers until toddlerhood, and their
sleeping patterns are determined by the sleeping rhythms of
those around them and are less of a family disturbance

(Small, 1998). Infants who awaken are more easily and
quickly comforted, fed, and returned to sleep (Harkness,
1980; Morelli et al., 1992). Likewise, not only does the
constant carrying of infants by mothers of the !Kung hunter-
gatherers of the Kalahari desert permit reliable contact and
regular feeding, but also the baby’s fusses receive an imme-
diate response before they escalate, and soothing can occur
more quickly (Barr, Bakeman, Konner, & Adamson, 1987;
Hunziker & Barr, 1986). By contrast, the cries of infants in
the United States often escalate because soothing is delayed
by the physical distance between infant and mother or by
other demands in a child-care setting. The close physical con-
tact of sleeping and carrying reflects cultural values con-
cerning infant-mother interdependence that reduces the
incentives for infants to acquire skills for managing their dis-
tress independently (Pomerleau, Malcuit, & Sabatier, 1991).

A cultural emphasis on independence or interdependence
also influences other aspects of mother-infant interaction,
including feeding practices, verbal stimulation, and provision
of play materials. In one observational study, Puerto Rican
mothers were found to be more likely to restrain their infants,
physically position them, and issue direct commands to them,
each of which was consistent with a maternal emphasis on
interdependence and the infant’s need for guidance. By con-
trast, American mothers offered more suggestions to their
offspring and praised infant behavior much more than Puerto
Rican mothers did (Harwood, Scholmerich, & Schulze,
2000). In another study, Japanese mothers were observed to
respond in a more animated fashion when the infant’s atten-
tion was directed toward them, whereas mothers in the
United States were more responsive when infants were look-
ing at objects rather than at them (Bornstein, Tal, & Tamis-
LeMonda, 1991; Bornstein, Toda, Azuma, Tamis-LeMonda,
& Ogino, 1990). This difference is consistent with the close
intimacy fostered by Japanese mothers with their offspring,
in contrast to the greater emphasis on individualism and inde-
pendence of mothers in the United States.

Cultural differences in normative patterns of social inter-
action are important not only because of how they affect
early social and emotional responding, but also because they
compel developmental scientists’ attention to the appropriate
assessment of early social interaction and social relation-
ships. Researchers cannot assume that caregiving practices
and infant behavior that are normative for middle-class
families in the United States are standard worldwide, nor
even within different cultural communities inside the United
States. Thus, early socioemotional development must be
viewed within the context of the specific cultural values and
goals that guide child-rearing practices. However, many
aspects of early socioemotional growth, such as forming
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close attachments to caregivers, are broadly observed in dif-
ferent cultural contexts and appear to be universal features of
psychosocial development based on human evolutionary
adaptation (van IJzendoorn & Sagi, 1999). An important
challenge to students of socioemotional development, there-
fore, is how to study broadly generalizable processes of
social and emotional growth while respecting cultural
differences in how these processes are realized (see, e.g.,
Rothbaum, Weisz, Pott, Miyake, & Morelli, 2000).

Summary

Taken together, the psychobiological context of infant devel-
opment and the contexts of culture and family offer
reminders that early socioemotional development occurs
within a broader network of influences than is commonly
portrayed. Although the majority of the research reviewed in
this chapter focuses on developmental influences in the con-
text of close relationships—most commonly mother-infant
relationships—these relationships are influenced by the inte-
gration of the infant’s rapid neurobiological maturation and
the values and beliefs of family and cultural members.

DEVELOPING EMOTIONS AND SOCIABILITY

It is difficult to conceive of early social development apart
from the emotions that color social interactions in infancy.
Emotions have been called the language of infancy, and
infants as “emotion detectors” (Tronick, 2001). Infants sig-
nal their emerging social discriminations and preferences
according to which partners can most readily evoke smiles
and cooing, and adults become engaged in social play with
babies because of the animated, exuberant responses that
they receive. Caregivers attune to the preemptory sound of
the infant cry and the hunger, pain, or startled fear it reflects,
and the baby’s developing sensitivity to the emotional
expressions of others reflects achievements in an emerging
understanding of people. In short, the study of “socioemo-
tional” development reflects how interwoven are the
processes of early social and emotional growth, each of
which provides a window into psychological development.

Although it is common to view emotions as disorganizing,
unregulated influences on infant behavior, it is more appro-
priate to regard their influence as both organizing and
disorganizing (similar to how emotions affect adults). The
image of a 3-month-old in a raging, uncontrollable tantrum
must be joined to the image of the same child who has been
motivated to learn how to make a crib mobile spin because of
the interest and pleasure it evokes. Even a toddler’s angry

conflict with a parent can motivate and organize new under-
standing of another’s thoughts, feelings, or motives.

Development of Emotional Expression and Sensitivity

Most conceptualizations of early socioemotional develop-
ment place the social nature of emotions as a centerpiece of
early development. Emotional availability, a relational con-
struct, is considered central to healthy socioemotional devel-
opment (Easterbrooks & Biringen, 2000). According to
Emde (1980), emotional availability refers to responsiveness
and attunement to another’s signals, goals, and needs. Stern
(1985) called it a “dance”—those captivating images of par-
ent and infant immersed in interaction, oblivious to the out-
side world. Such pictures highlight the extent to which
emotions are part of the fabric of complex relationships, not
simply sensations to be regulated. Emotions, in fact, “are apt
to be a sensitive barometer of early developmental function-
ing in the child-parent system” (Emde & Easterbrooks,
1985, p. 80).

Face-to-Face Social Interaction

An important early social context in which the organizing in-
fluence of emotions is apparent is face-to-face social interac-
tion with an adult partner. This activity becomes prominent
by the time infants are 2 to 3 months of age, when they are
capable of sustained alertness and display preferential
responses to familiar people, and it continues until about 6 or
7 months, after which more active kinds of infant-parent
interactions ensue with the baby’s developing locomotor
skills (Tronick, 1989). Face-to-face play involves short but
intense episodes of focused interaction between an infant and
an adult (typically the mother) in which each partner enter-
tains the other with smiling, vocalizing, animated facial
expressions, and other social initiatives and responses. The
goal of this activity is the establishment and maintenance of
well-coordinated exchanges that elicit mutual pleasure,
although these synchronous exchanges occur only about
30% or less of the time that mothers and infants interact with
each other (Tronick, 1989; Tronick & Cohn, 1989). These
sequences of affective synchrony and mismatches offer
opportunities for infants to learn important lessons about
the possibilities of reparation of dyssynchronous states
(Kohut, 1977; Lyons-Ruth, Bronfman, & Parson, 1999;
Tronick, 2001). For example, rules of communication
within and across interactions, preferred interactive tempo
and intensity, and ways to convert negative affect into neutral
or pleasurable states can be learned. As a consequence,
other developmental skills, such as learning to self-regulate
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(including managing emotional arousal) and to repair dys-
synchronous interaction, are also fostered by these intensive
social exchanges (Gianino & Tronick, 1988).

Although adults take the lead in face-to-face interaction
by sensitively scaffolding their initiatives to accord with the
infant’s readiness to respond (Kaye, 1982), infants also
participate actively through their animated emotional expres-
sions, approach and withdrawal, and patterns of gazing that
signal their interest in social play. In this respect, emotions
organize early social interaction by structuring the ebb and
flow of social activity and by providing signals by which
each partner can respond in a coordinated fashion to the
other. Moreover, changes in infant behavior during play over
the early months also indicate changes in the emerging social
expectations that guide the baby’s behavior. Infants begin to
expect, for example, that others will spontaneously interact
with them, and when their mothers are instructed to be
impassive and expressionless, their offspring respond with
social elicitations (e.g., brief smiles, increased vocalizing
and reaching) followed, eventually, by withdrawal (Cohn,
Campbell, & Ross, 1991; Cohn & Tronick, 1983). Even
more, infants begin to expect to receive responses from their
partners that are contingent on their own behavior: They re-
spond with positive animation to responsive partners but turn
away from partners who are comparably active but not re-
sponsive to the infant’s initiatives (Murray & Trevarthen,
1985; Symons & Moran, 1987). Taken together, these behav-
iors suggest that within the first 6 months, the infant is learn-
ing about the rules of social interaction and is developing a
rudimentary awareness of her or his own efficacy in evoking
responses from other people.

Later in the first year, infants respond differently also to
the appearance of their mothers and fathers in social play,
reflecting the development of discriminative expectations
for specific familiar partners (Lamb, 1981). According to
Tronick (2001), two qualities regulate the uniqueness of
relationships that infants have with different social partners:
implicit relational knowing (e.g., “how we interact together”)
and thickness. Implicit relational knowing derives from re-
peated patterns of affect in interaction with a partner; thick-
ness refers to the number of different time-activity contexts
of interactions (e.g., play, feeding, bathing, putting to bed).
As infants develop, then, much of implicit relational knowing
is increasingly unique to specific relationships, which be-
come more differentiated.

The Role of Distress-Relief Sequences

Face-to-face play is not the only context in which social
expectations develop. From repeated experiences of distress

and its subsequent relief from a caregiver’s nurturant re-
sponse, infants begin to expect to be soothed after the adult
arrives. This is revealed in the baby’s anticipatory quieting,
after fussing occurs, to the sound of the caregiver’s footsteps
(Gekoski, Rovee-Collier, & Carulli-Rabinowitz, 1983;
Lamb & Malkin, 1986). By the latter part of the first year,
therefore, infants have begun to learn about the behavioral
propensities of others, as well as the self’s efficacy in pro-
voking these behaviors, and this makes the baby a more com-
petent and self-aware social partner. These early social
expectations also shape emotional responding because an
awareness of the contingency between one’s actions and
another’s response is a highly reliable elicitor of smiling and
laughter and can contribute to the alleviation of distress
(Watson, 1972, 1979). Consequently, an infant’s early experi-
ences of face-to-face play and the relief of distress contribute
significantly to the social expectations and positive emotional
responses to caregivers that set the stage for the development
of attachment relationships.

The Growth of Meaning, Reciprocity, and Competence
in Emotional Development

Throughout the first year, infants develop a more acute sensi-
tivity to the emotions of others as they are expressed in vocal
intonation, facial expression, and other behavior. Because
these various modes of emotional expression typically
covary, infants have many opportunities to learn about the
behavioral propensities of someone with, say, an angry vocal
tone, or the facial expressions that accompany the sound of
laughter. By the second half of the first year, the emotions
of others have become affectively meaningful to the baby
through processes of conditioning, emotion contagion, or of
empathy (Saarni et al., 1998). That is, the emotions of others
become meaningful to the baby because of the actions with
which they are associated and the resonant emotional
responses that they evoke in the infant. Equally important, an
awareness of the emotions of others in circumstances that
evoke emotion in the infant herself contributes to a growing
realization that other people, like oneself, are subjective
human entities.

Later in the first year, the growth of crawling, creeping,
and walking introduces new challenges to parent-infant inter-
action and socioemotional growth (Bertenthal & Campos,
1990; Biringen, Emde, Campos, & Appelbaum, 1995;
Campos et al., 2000; Campos, Kermoian, & Zumbahlen,
1992). On one hand, self-produced locomotion changes the
child, who, with the capacity to move independently, becomes
more capable of goal attainment, as well as of wandering
away from the parent, acting in a dangerous or disapproved
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manner, and experiencing the varieties of emotion and feel-
ings of self-efficacy that these activities inspire. Parents
commonly report that this developmental transition is accom-
panied by their child’s increased expressions of affection but
also of anger and frustration, and offspring also become more
adept at monitoring the parents’ whereabouts (Campos et al.,
1992; Campos et al., 2000). On the other hand, self-produced
locomotion changes the parent, who must now more actively
monitor the child’s activity by using prohibitions and sanc-
tions and expecting compliance from offspring. The testing
of wills that ensues from self-produced locomotion not only
is a challenge to the emotional quality of the parent-child
relationship, but also provides a catalyst to the infant’s early
grasp of mental states in others that are different from the
child’s own.

This development is important because by 9 to 10 months
of age infants begin to show other indications of a dawning
awareness of mental states in others. For example, they strive
to achieve joint visual attention with those with whom they
are communicating, and their protocommunicative acts (e.g.,
gestures, vocal appeals) and imitative activity each increase
in sophistication. Taken together, infants are beginning to un-
derstand that others are intentional agents with potentially
shared subjective orientations toward objects and events that
are worth understanding. This dawning psychological under-
standing changes how they interact with others and their in-
terpretations of why people act as they do (Bretherton,
McNew, & Beeghly-Smith, 1981; Carpenter, Nagell, &
Tomasello, 1998; Tomasello, Kruger, & Ratner, 1993).

Social Referencing

Another reflection of the infant’s growing realization that
others have mental states is the emergence of social referenc-
ing, in which infants respond to events (particularly novel or
ambiguous events) based on the emotional expressions that
they detect in other people (Campos & Stenberg, 1981;
Feinman, 1992; Saarni, Mumme, & Campos, 1998). In a
manner similar to how adults take their cues from others
nearby when responding to unexpected or uncertain situa-
tions, the sight of an adult’s reassuring smile or terrified gaze
(especially if it is accompanied by the appropriate vocaliza-
tions and other behavior) can significantly influence whether
a young child approaches or withdraws from an unfamiliar
person or novel object. Social referencing is commonly
believed to arise from the infant’s active search for clarifying
information from another’s emotional reactions, although it
may also be derived less deliberately when the child shares a
new experience or seeks reassurance from a caregiver
(Baldwin & Moses, 1996). In either case, social referencing

is important for socioemotional development because it indi-
cates that infants are competent at obtaining and enlisting
emotional information from others into their own responses
to events, and it reflects the infant’s growing awareness of
accessible subjective states in others.

Although its direct effects on an infant’s behavior can be
modest and transient, social referencing in the first year is the
vanguard of the variety of more sophisticated referencing
activities that enable young children to acquire social under-
standing from the experiences that they share with adults.
During the second year, for example, social referencing
permits toddlers to compare their own evaluation of events
with those of others, enabling them to begin to understand
conflicting as well as shared mental states. Somewhat later,
social referencing becomes an important avenue to con-
science development as behavioral standards are conveyed
through the parent’s nonverbal affective reaction to approved
or disapproved activity, which may be referenced by a young
child even prior to acting in a disapproved way (such as the
toddler who watches the parent’s face carefully while reach-
ing sticky fingers into the VCR; Emde & Buchsbaum, 1990;
Emde, Johnson, & Easterbrooks, 1987). Social referencing
can also be a source of pride and self-confidence as children
consult their parents’ approving expressions after succeeding
at a difficult task (Stipek, 1995). In these ways, the infant’s
dawning awareness of subjectivity in others, as well as inter-
est in understanding these mental states, transforms the
development of social understanding and self-awareness.

As social and emotional capabilities develop in concert,
they are mutually influential. Emotional connections to
familiar people provide a foundation for developing attach-
ments and social understanding, and early social experiences
cause the generalized emotional systems of early infancy to
become more discretely and functionally organized (Saarni
et al., 1998).

Emotion Regulation

Social development and emotional development are interwo-
ven also in how emotions become enlisted into social compe-
tence. One way this occurs is through the growth of skills of
emotion regulation (Thompson, 1994). In infancy, of course,
parents assume the prominent role in managing the emotions
of offspring. They do so by directly intervening to soothe or
pacify the child, as well as by regulating the emotional
demands of familiar settings like home or child care (e.g., by
creating predictable routines), altering how the young child
construes an emotionally arousing experience (e.g., by
smiling reassuringly when a friendly but unfamiliar adult
approaches the child), and later by actively coaching young
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children on the expectations or strategies of emotion man-
agement. Moreover, young children’s emotions are managed
because of the security or confidence that they derive from
their relationships with caregivers, such as in a baby’s antici-
patory soothing to the sound of the parent’s arrival. Infants
and toddlers who can anticipate reassurance from the arrival
of their caregivers are aided by the belief that, with the adult’s
assistance, emotions are neither uncontrollable nor unman-
ageable (Cassidy, 1994; Nachmias, Gunnar, Mangelsdorf,
Parritz, & Buss, 1996).

In the early years, however, young children are also devel-
oping rudimentary means of managing their own emotions.
This can be observed initially in the comfort seeking of a
distressed infant or toddler, but young children quickly
appreciate that emotions can also be managed by making active
efforts to avoid or ignore emotionally arousing situations,
through reassuring self-talk, by obtaining further information
about the situation, and in other simple ways (Braungart
& Stifter, 1991; Calkins & Johnson, 1998; Grolnick,
Bridges, & Connell, 1996). Developing skills of emotion
regulation are built on slowly maturing brain regions that also
contribute to the young child’s capacities to inhibit impulsivity
and that enable rule-governed behavior (Diamond, Werker, &
Lalonde, 1994; Rothbart, Posner, & Boylan, 1990). Moreover,
individual differences in temperamental “inhibitory control”
emerge early and are related to conscience development
(Kochanska, Murray, & Coy, 1997). Not surprisingly, there-
fore, the growth of emotion regulation is part of a constellation
of developing capabilities that are related to social competence
and behavioral self-control, and successful emotion regulation,
within a cultural framework, is seen as a central developmental
task of early childhood.

Summary

Caregivers assume a significant role in supporting the devel-
opment of these features of socioemotional competence that
enable young children to enlist their emotions constructively
to accomplish social goals (Saarni, 1999). Unfortunately, for
some children temperamental vulnerability combined with
poor caregiver support can contribute to the growth of
emotion-related difficulties in the early years, including prob-
lems related to sad, depressed affect (Cicchetti & Schneider-
Rosen, 1986), anxious fear (Thompson, 2002), and angry
behavioral problems (Shaw, Keenan, & Vondra, 1994).
Often, these are conceptualized as relationship problems
rather than difficulties of the individual (Zeanah & Boris,
2000; Zeanah, Boris, Heller, Hinshaw-Fuselier, Larrieu,
Lewis, Palomino, Rovaris, & Valliere, 1997), reminiscent of
Winnicott’s maxim about infants existing within a social

system. The presence of clear disturbances in emotion regu-
lation during infancy and toddler years is a reminder of
the importance of establishing the social and emotional com-
petencies that are a foundation for psychosocial health in the
years that follow.

RELATIONSHIPS: THE DEVELOPMENT
OF ATTACHMENTS

Freud (1940/1963) described the infant-mother relationship
as “unique, without parallel, established unalterably for a
whole lifetime as the first and strongest love-object and as
the prototype of all later love-relations.” (p. 45) Although the
typical conditions of early care in Western cultures have
changed significantly since Freud’s day (i.e., fathers, child-
care providers, babysitters, and extended family members
now share infant care with mothers), Freud’s famous asser-
tion draws attention to the importance of the initial attach-
ments a baby develops to caregivers and to their potentially
enduring significance. An attachment can be described as an
enduring affectional bond that unites two or more people
across time and context, and the development of attachment
relationships between infants and their caregivers is one of
the hallmarks of early socioemotional growth (Ainsworth,
Blehar, Waters, & Wall, 1978; Bowlby, 1969/1982; Cassidy
& Shaver, 1999).

Developmental Aspects of Attachments

Except in highly unusual conditions of neglect or abuse,
virtually all infants develop close emotional ties to those who
care for them. These initial attachments are as biologically
basic as learning to crawl and talk because they have been
crucial to the protection, nurturance, and development of
infants throughout human evolution (Gould, 1977; Tobach &
Schnierla, 1968). Bowlby (1969/1982) placed special em-
phasis on the role of distress-relief sequences as key interac-
tions for the development of attachments, with attachment
behaviors eliciting caregiver proximity and care for a vulner-
able, dependent infant.

Attachment theorists believe that these infant-caregiver
relationships address two fundamental needs of the infant
(see Ainsworth et al., 1978; Cassidy & Shaver, 1999). First,
a caregiver’s support reduces a young child’s fear, distress,
or anxiety in novel or challenging situations and enables the
child to explore with confidence and to manage negative
emotions (Ainsworth, 1967; Emde & Easterbrooks, 1985).
This is commonly reflected in secure base behavior, by
which an infant maintains reassuring psychological contact
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with the caregiver (through looks and smiles from a distance
and occasionally returning to the adult for affection) while
exploring and playing. Second, the caregiver’s sensitive and
prompt responding to the baby’s needs and signals strength-
ens the child’s sense of competence and efficacy, especially
for obtaining assistance from others. Attachment relation-
ships begin to develop very early on and become consoli-
dated between 6 and 12 months of age as infants become
gradually aware of the psychological qualities of other
people, acquire expectations for their behavior, and develop
trust in certain caregivers upon whom they rely for this kind
of assistance and support (Ainsworth et al., 1978; Colin,
1996).

Individual Differences in Attachments

Although virtually all infants become attached to their care-
givers, not all attachments exhibit characteristics that attach-
ment theorists define as secure (Ainsworth et al., 1978).
Whereas the markers of a secure attachment are the child’s
confident exploration and secure base behavior in the care-
giver’s company, as well as ready soothing of distress when
the child is upset, infants sometimes develop attachments to
caregivers that reflect uncertainty or distrust in the respon-
siveness of the parent, child-care provider, or other caregiver.
Infants with insecure attachments are not so easily soothed by
the caregiver, and their exploratory play may be better char-
acterized either by independence or by anxious dependency
on the adult (Ainsworth et al., 1978; Colin, 1996; Thompson,
1998). An insecure attachment is not, however, equivalent to
no attachment at all. Even a young child who is uncertain
about the caregiver’s nurturance derives important emotional
support from the caregiver’s presence that would not be de-
rived from the company of someone to whom the child had
no attachment at all. Even so, as we shall see, attachment
relationships characterized by insecurity provide young
children with a weaker psychological foundation for the
growth of sociability, emotion management, and self-
understanding than do secure attachments. Insecure attach-
ments do not presage or accompany the development of
psychopathology. There is, however, some evidence of an as-
sociation between one kind of insecure attachment—insecure
disorganized attachment—and psychopathology in child-
hood and adulthood, particularly in the context of high psy-
chosocial risk environments (Dozier, Stovall, & Albus, 1999;
Greenberg, 1999; Lyons-Ruth & Jacobvitz, 1999; Sroufe,
1997). Although some of these data are cross-sectional,
others are drawn from a handful of longitudinal studies
following the development of infants into the childhood or
adolescent—and now early adult—years.

Given the importance of secure attachment, what character-
istics of care contribute to its creation? Although a child’s tem-
perament is influential, the most important determinant of
whether an infant develops a secure or insecure attachment is
the caregiver’s sensitivity to the child’s needs and inten-
tions (de Wolf & van IJzendoorn, 1997; Thompson, 1998).
Sensitivity can be described as responding promptly and
appropriately to the child and being available to help when
needed, especially when the child is distressed. The word
“appropriately” is key here because the quickest response is
not necessarily the most sensitive, particularly beyond early
infancy. Appropriate timing of sensitive responsiveness
allows older infants opportunities to develop competent self-
regulation of emotions and coping strategies. Sensitive
responding thus addresses the two fundamental needs of the in-
fant described earlier: It helps to manage the child’s distress to
permit confident exploration, and it consolidates a young
child’s sense of efficacy, both in the self and in soliciting the
support of others and the expectation of an effective response.

Sensitive care—and its opposite, whether conceptualized as
unresponsiveness, uninvolvement, rejection, or psychological
unavailability—is influenced by many features of a caregiver’s
life experiences (Berlin & Cassidy, 1999; George & Solomon,
1999; Isabella, 1995). The amount and nature of social stress
and support that an adult experiences; the caregiver’s personal-
ity and childhood history, including his or her own attachment
relationships; competing demands, beliefs, and values; and
many other factors can influence the sensitivity shown to a
young child at any moment (Bornstein, 1995; Easterbrooks &
Graham, 1999; Fonagy, Steele, & Steele, 1991; Holden, 1995).
Sensitivity also is undermined by more severe circumstances,
such as parental depression or other forms of mental illness
(Seifer & Dickstein, 1993). A baby’s temperamental difficulty,
developmental delay, or other needs influence how sensitivity
is expressed in the relationship with the caregiver (e.g.,
Brazelton, Koslowski, & Main, 1974) and can also affect
the child’s perceptions of the adult’s responsiveness
(Easterbrooks, 1989; Seifer, Schiller, Sameroff, Resnick, &
Riordan, 1996; van den Boom, 1989). Thus, the sensitive care
leading to secure attachment is affected by the psychobio-
logical and familial contexts of infant development discussed
earlier, reflecting the view that attachment relationships are the
product of an integrated developmental system.

Multiple Attachment Relationships

In typical conditions of contemporary care, infants develop
attachments to many caregivers, including mothers and
fathers at home, child-care providers, preschool teachers, and
sometimes also grandparents and other adults (Berlin &
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Cassidy, 1999; Howes, 1999). Infants’ attachments with these
caregivers can be secure or insecure based on their experi-
ence with each person, largely independent of the security of
their relationships with the other people who care for them.
This means that a child can be insecurely attached to the
mother but securely attached to the father or a child-care
provider, or the reverse may be true. This has important im-
plications for early socioemotional development because it
means that young children are affected by relationships with
a variety of caregivers, each of whom provides opportunities
to develop the social skills, emotional understanding, and
self-confidence that are offered by a secure attachment.
Secure relationships with each are optimal, but a secure at-
tachment to one may support healthy psychosocial growth
even if relationships with others are insecure. Early socio-
emotional development is, in short, affected by a variety of
relationships, not just the mother-infant bond, although the
mother-infant relationship remains most significant for most
children (Easterbrooks & Goldberg, 1990; Main, Kaplan, &
Cassidy, 1985; Suess, Grossman, & Sroufe, 1992; NICHD
Early Child Care Research Network, 1997).

Issues of Stability and Continuity in Attachments

Relationships are not static. They change and grow in concert
with the developing child and the changing social contexts in
which the child lives. Parents and the quality of care that they
provide also change over time (Holden & Miller, 1999). This
means that the security of attachment can change in the early
years when changes occur in the caregiver’s sensitivity,
in family circumstances, or for other reasons (Thompson,
1998). Longitudinal studies have found, for example,
that changes in attachment security occur because of
common changes in family circumstances such as alterations
in child-care arrangements, the birth of a new sibling, or
family stress (like marital discord) that causes a reorganiza-
tion of familiar patterns of interaction with caregivers
(Belsky, Campbell, Cohn, & Moore, 1996; Cummings &
Davies, 1994; Teti, Sakin, Kucera, Corns, & Das Eiden,
1996; Vaughn, Egeland, Sroufe, & Waters, 1979). A child
with an insecure attachment in infancy, therefore, may later
have opportunities to develop greater confidence in the same
caregiver, and a child who begins with a secure attachment is
not safeguarded against the possibility of later insecurity if
the caregiving context and quality should change toward in-
sensitivity. There is no guarantee that the influence of early
attachment security will endure, unless that environmental
caregiving support and ensuing security are maintained in the
years that follow through the continuing sensitivity of
parental care and a supportive developmental context.

Therefore, one of the most important long-term conse-
quences of a secure attachment in infancy is that it inaugu-
rates a positive relationship with a caregiver that heightens
the child’s receptiveness to the adult and that supports, but
does not ensure, continuing parental sensitivity (Kochanska
& Thompson, 1997; Waters, Kondo-Ikemura, Posada, &
Richters, 1991; Thompson, 1999). If this positive relation-
ship is maintained over time, it contributes to the develop-
ment of mutual trust and responsiveness between parent
and child in which young children are motivated to accept
and adopt the parent’s instruction, guidance, and values.
Such a relationship provides not only a secure base for confi-
dent exploration in infancy but also support, in early child-
hood, for a young child’s emerging conscience and sense of
moral responsibility, emotional understanding, positive sense
of self, and motivation to achieve (Kochanska & Thompson,
1997; Laible & Thompson, 1998, 2000; Thompson, 2000a;
Waters et al., 1991). A secure attachment in infancy is impor-
tant, in short, because it reflects a positive parent-child
relationship and inaugurates processes of mutual positive
regard that can support healthy socioemotional growth in the
years that follow.

A secure attachment in infancy also supports other
socioemotional competencies (see Thompson, 1998, 1999,
for reviews). Longitudinal studies report that children with
secure attachments to parents (typically mothers) develop
more positive, supportive relationships with teachers,
friends, camp counselors, and others whom they come to
know well. Their positive social skills and friendly approach
to those with whom they develop new relationships seem to
evoke closer friendships with others. There is also evidence
that securely attached infants have stronger social skills in
their initial encounters with unfamiliar adults, perhaps
because they generalize the positive sociability that they
acquire in their relationships with caregivers.

Attachment relationships are important also because of
how they influence young children’s emergent understand-
ings of who they are and of what other people are like. Secure
or insecure attachments are associated with a child’s devel-
oping conceptions of self, others, and relationships that
constitute some of their earliest representations (or, in the
parlance of attachment theory, internal working models)
of the social world (Bretherton & Munholland, 1999;
Thompson, 2000a). Securely attached infants have been
found, for example, to have a more complex and sophisti-
cated understanding of themselves and their mothers com-
pared to insecurely attached infants (Pipp, Easterbrooks, &
Brown, 1993; Pipp, Easterbrooks, & Harmon, 1992; Pipp-
Siegel, Easterbrooks, Brown, & Harmon, 1995; Schneider-
Rosen & Cicchetti, 1984).
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In early childhood, when representations of self and the
social world begin to develop more fully, the influence of se-
cure attachments on the “self” becomes more apparent
(Thompson, 2000a). Securely attached young children have
been found to have positive views of the self (Cassidy, 1988;
Verschueren & Marcoen, 1999), a more easily-accessed or bal-
anced self-concept (Cassidy, 1988; Easterbrooks & Abeles,
2000), a more sophisticated grasp of emotion (Laible &
Thompson, 1998), more positive understandings of friendship
(Cassidy, Kirsh, Scolton, & Parke, 1996; Kerns, 1996), and
more advanced conscience development (Kochanska &
Thompson, 1997; Laible & Thompson, 2000) compared with
insecurely attached young children (see review by Thompson,
1999). Attachment theorists argue that this arises not only
because of the continuing influences of sensitive parental care,
but also because attachment security provides important
lessons about what people, including the self, are like in close
relationships, including how rewarding or painful they might
be. Positive notions lend confidence in the self and guide young
children’s understanding and expectations in their encounters
with new relational partners (Sroufe & Fleeson, 1986).

Summary

The body of research just summarized adds credence to tradi-
tional views, expressed in Freud’s famous maxim, that the
mother-infant relationship has enduring effects on early
psychosocial development. Especially when the sensitivity
that initially led to a secure attachment is maintained into
early childhood, attachment security contributes to the
growth of a positive orientation toward others, emotional and
moral awareness, and self-understanding that are crucial
aspects of healthy psychological development. However, the
dynamic changes that can occur in the quality of caregiving,
and thus attachment security, remind us also that the effects
of early attachment are provisional, that is, contingent on
the enduring quality of these relationships in the years to
come. Moreover, early attachment does not solely determine
the course of later socioemotional growth and is only one of
the complex influences on early psychological development
(Sroufe, Carlson, Levy, & Egeland, 1999; Sroufe, Egeland, &
Kreutzer, 1990).

This means that in understanding the course of early
development, it is important to take a developmental
contextualist view (Lerner, 2002; Lerner & Kaufmann, 1985)
and to consider, along with the security of attachment, the
influences of a child’s temperamental attributes, biological
characteristics, intellectual capabilities, the parent’s stresses
and supports, the marital relationship, the demands or oppor-
tunities associated with socioeconomic status, and other

influences on early socioemotional growth (Belsky, 1981;
Easterbrooks, Davidson, & Chazan, 1993; Lyons-Ruth,
Easterbrooks, & Cibelli, 1997). Security of attachment is
important for its direct influences on early socioemotional de-
velopment, but it is also important as it buffers (or heightens)
the impact of risk factors that can undermine healthy psy-
chosocial growth, and enhances (or undercuts) the benefits of
other supports that exist in the child’s world.

RELATIONSHIPS AND REPRESENTATION

The Transitions of Toddlerhood

As attachment theorists have shown, and as developmental
scientists concerned with cognitive development also have
recognized, early relationships are important for the growth
of social representation. From their experiences in close
attachment relationships and interactions with others, infants
acquire a sense of who they are, what people are like, and the
qualities of close relationships in the form of internal work-
ing models that encompass provisional understandings of the
self and social world. These rudimentary representations are
continuously revised in the years after infancy with advances
in conceptual understanding and experience in new and
different relationships. As infancy evolves into toddlerhood
and early childhood, a young child’s working models of self
and relationships change significantly as parent-child rela-
tionships become forums of mutual understanding and
disagreement and as the child develops more complex forms
of psychological self- and other-awareness.

The Role of Conflict in Relationships

Although the emphasis of attachment theory is on the devel-
opment of warm, nurturant relationships with parents and
other caregivers, we have already noted that conflict and its
resolution are also part of these early relationships. In fact,
even securely attached dyads experience affective errors or
mismatches in emotional communication (Lyons-Ruth et al.,
1999); the repair of these missed communications is key to
successful emotion regulation and secure attachments. From
the dyssynchrony experienced in early face-to-face play to
the testing of wills evoked by the toddler’s independent
locomotion, parent-child differences in behavior, goals, inten-
tions, and expectations provide some of the most important
early catalysts to the young child’s growing awareness of the
subjectivity inherent in interpersonal relationships. Nothing
focuses a young child’s attention on what others are thinking,
feeling, and expecting better than the realization that
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disagreement with that person must be resolved. As a conse-
quence, conflict as well as security in early relationships
helps to shape emergent representations of self, others, and
relationships. Conflict, then, may be development enhancing
(Turiel, 1978, 1997).

The second and third years of life are marked by signifi-
cant changes in parent-child relationships. Young children
are developing the cognitive skills to understand parental
expectations and apply them to their own behavior, and they
are becoming increasingly capable of regulating their own
actions according to internalized standards of conduct
(Kopp, 1982; Kopp & Wyer, 1994). At the same time, par-
ents “up the ante” in their expectations for the behavior of
offspring to incorporate consideration for others, basic skills
at self-care, safety concerns, and compliance with family
routines and manners (Campos et al., 2000; Erikson, 1950;
Gralinski & Kopp, 1993). The strategies used by parents to
elicit compliance also change to build on the young child’s
maturing capacities for self-control, and they begin to make
greater use of explanations, bargaining, indirect guidance,
and other nonassertive strategies (Belsky, Woodworth, &
Crnic, 1996; Crockenberg & Litman, 1990; Kuczynski,
Kochanska, Radke-Yarrow, & Girnius-Brown, 1987). In re-
sponse, young offspring cooperate but also assert their own
independent judgment by refusing before they comply and
by negotiating, compromising, and displaying other indica-
tors of self-assertion (Kuczynski & Kochanska, 1990;
Kuczynski et al., 1987; Vaughn, Kopp, & Krakow, 1984).
As a consequence, parent-child interaction in the toddler pe-
riod is a psychologically more complex process of mutual
understanding than it was in early infancy. This affords
young children frequent opportunities to expand and elabo-
rate their understandings of self and social relationships be-
cause of their experience of shared and conflicting
intentions, feelings, and beliefs in their interactions with
caregivers.

Developments in Self and Social Understanding

These changes in parent-child interaction arise because of
the growth of psychological self-awareness in the second
and third years. Self-understanding grows rapidly in infancy
and early childhood (Stern, 1985, 1995). Early in infancy, a
rudimentary subjective self-awareness emerges from the
infant’s experience of the self as a causal agent in social
interaction and a volitional agent in play, especially when
accompanied by the strong emotions that are often experi-
enced in these situations. Somewhat later in the first year, as
noted earlier, a new form of self-awareness arises as infants
become aware of subjective states in others that can be

accessed and altered, contributing to the realization that
differences exist between another’s feelings and intentions
and one’s own.

By the middle of the second year, another form of self-
awareness develops with the growth of physical self-
recognition. Toddlers who catch sight of their mirror images
after a spot of rouge has been surreptitiously applied to their
noses begin to respond with self-referential behavior (e.g.,
touching their noses) and other self-conscious acts (e.g., smil-
ing, looking away) that indicate that they recognize the mirror
image to be themselves (Lewis, 1993). By the end of the
second year and during the third year, young children become
more psychologically self-aware. They begin to use their
names and personal pronouns more frequently, describe them-
selves and their experiences to others, and assert their compe-
tence, independence, and responsibility as autonomous agents
by insisting on “doing it myself” (Bullock & Lutkenhaus,
1990; Heckhausen, 1988; Stipek, Gralinski, & Kopp, 1990).
This emergent psychological self-awareness also contributes
to the defiance and obstinacy that can occur with parents (lead-
ing to the charming description of this period as the “terrible
twos”); but beneath a young child’s assertion of self-will is a
newly discovered self-conscious sense inspiring reflection
and requiring expression and respect from others.

Because of these changes in the parent-child relationship
and the child’s psychological self-awareness, the end of in-
fancy and the beginning of early childhood also witness rapid
advances in social awareness. The initial, provisional work-
ing models of infancy change considerably as the young child
acquires growing insight into the feelings, intentions, and
(at a somewhat later age) thoughts of other people and into
the nature of human relationships. The child’s developing
sensitivity to the violation of behavioral standards and
emerging capacities for self-control, for example, together
with the incentives to cooperate with the parent that arise
from a secure attachment relationship, provide the founda-
tions for conscience development in early childhood as
young children adopt and comply with the expectations of
parents (Dunn, 1987; Emde et al., 1987; Kochanska &
Thompson, 1997). The emotional repertoire of infancy
expands considerably to include self-referential emotions
like pride, guilt, shame, and embarrassment that reflect the
young child’s growing awareness of and sensitivity to the
evaluations of others (Lewis, 1993; Tangney & Fischer,
1995). And with a developing understanding of the mental
states of others, young children begin to enlist this under-
standing in more competent social interaction, whether this
consists of negotiating with parents, teasing a sibling, or
achieving personally meaningful goals (e.g., having dessert
after dinner).
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Summary

The close of infancy and the beginning of early childhood
brings, therefore, remarkable advances in psychological
growth that arise, in part, from the flourishing representa-
tional capacities of the second and third years of life. As a
consequence, young children perceive themselves and regard
others much differently and become capable of understand-
ing relationships and interacting with others in ways that take
into account the perspectives, emotions, and intentions of
other people. Throughout this period, a young child’s close
relationships with caregivers remain central to the growth of
these representational working models through the warmth
and sensitivity of adult care. When caregivers focus a young
child’s attention on the human consequences of misbehavior,
exuberantly applaud a child’s accomplishments, help a young
child understand a sibling’s actions, or talk about the child’s
own emotions, they contribute to the growth and refinement
of a young child’s early representations of who they are,
what other people like, and how relationships are negotiated.
These relational catalysts to social and emotional understand-
ing begin to be influential at the same time that children’s
representational abilities unfold (Thompson, 1998, 2000a),
providing a reminder that although caregiving relationships
change significantly from infancy to early childhood, the
sensitivity of care—expressed in age-appropriate ways—
remains important throughout.

CONCLUSIONS: APPLICATIONS TO POLICY
AND PRACTICE AND IMPERATIVES FOR A
RESEARCH AGENDA

During the past decade or so, we have witnessed an explosion
of interest in infancy, within the scientific and popular milieu.
Technological advances in understanding the development
and functioning of the infant brain have gone hand in hand
with public engagement campaigns highlighting the impor-
tance of the early years of life for social and emotional, as well
as cognitive, development. Very early child development has
enjoyed currency in major media outlets and among politi-
cians and entertainers. The market is filled with infant prod-
ucts (T-shirts, toys, videos, music) extolling the amazing skills
of infants and is aimed at making babies “more stimulated,”
“smarter,” or “better attached.” Researchers and academics
now must ask the “so what?” question (Brady, Jacobs, &
Lerner, 2002) and consider how best to translate advances in
the scientific knowledge base about early social and emotional
development into policies and practices that promote positive
development (e.g., secure attachments, curiosity, self-confi-
dence, cooperation, conflict resolution).

Although most researchers do not operate acontextually,
it is important to bring these issues of dissemination, policy,
and practice to the forefront, rather than the recesses, of
scientific investigation (Brady et al., 2002; Shonkoff &
Phillips, 2000). Thus far, the potential benefits of develop-
mental science have yet to be realized. The reasons are com-
plex, including (a) traditional academic or university
structures that do not facilitate dissemination of applied
work, (b) the natural tendency of academe toward scientific
conservatism based on standards of scientific rigor, and
(c) the occasional suspicion of academe by some policy
makers and practitioners (Lerner, Fisher, & Weinberg,
2000). Efforts to bridge the divide between research and ap-
plication may be enhanced by embracing broader definitions
of the scientific enterprise, scientific rigor, and the surround-
ing context of scholarly and public policy endeavors (East-
erbrooks, Jacobs, Brady, & Mistry, 2001; Thompson &
Nelson, 2001).

The publication of From Neurons to Neighborhoods: The
Science of Early Childhood Development (Shonkoff &
Phillips, 2000) by the Committee on Integrating the Science
of Early Childhood Development presents a compelling man-
date for policy-makers, employers, and individuals to con-
sider what we know to be the fundamental needs of infants
and whether our social policies and practices facilitate posi-
tive infant social and emotional development for all infants.
Several key questions accompany this directive, including
those of the roles of culture and individual differences in bio-
logical predispositions and environmental context in shaping
individual development.

The bulk of our scientific knowledge in infant social and
emotional development is drawn from Western samples
(primarily North American) that are not representative of
diversity in race or ethnicity, family structure, or economic
context. In fact, some have assumed that all infants are the
same, echoing a bias that “babies are just babies,” not really
conscious beings until the onset of language.Although all cul-
tures have traditions that promote competence, in a heteroge-
neous society it is sometimes difficult to distinguish individual
differences in typical social and emotional development from
deviations requiring concern and intervention. How does an
early intervention home visitor, for example, distinguish cul-
ture-bound caution and shy behavior from potentially prob-
lematic emotional inhibition? In addition, to what extent can
particular individual, relational, or contextual strengths com-
pensate for particular vulnerabilities or risks, particularly in
the frequent context of double jeopardy (Parker, Greer, &
Zuckerman, 1988) or multiple risks? The fact that we do not
have immediate answers to many of the most pressing ques-
tions in early social and emotional development does not
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mitigate the responsibility to use the extant knowledge to
ensure the best start for all infants.

The application of scientific research in infant social and
emotional development spans disciplinary boundaries (e.g.,
interdisciplinary or transdisciplinary team approaches to
early intervention). Earlier in this chapter we discussed recent
significant developments in the knowledge base about infant
socioemotional functioning that have emerged from neuro-
science. This work in neuroscience crosses traditional notions
of disciplinarity but is easily embedded in a developmental
framework that includes social relationships. This research
calls into question both the limits of developmental plasticity
as well as deterministic views of early brain development. Fu-
ture work needs to map this knowledge of early development
onto the actual social ecology of infancy that considers not
only the primary caregiving relationship but also the broader
social networks and contexts in which infants develop.

Our understanding of the growth of social and emotional
capacities in infancy highlights that although infancy is a
period of origins, developmental processes early in life are
complex and multifaceted. Nature and nurture are in dynamic
interplay throughout infancy as caregivers respond to the
psychobiological individuality of offspring but also alter
temperamental qualities through the quality of care. Early
influences can have an enduring effect on young children, but
change is also evident. Continuity in early adaptation is
apparent primarily when the developmental context is main-
tained as the child grows so that early influences are actually
continuing ones that impact on psychosocial growth. The
dispositions, understanding, and relationships of the first two
years are important not because they may inaugurate
unchanging developmental pathways, but because they
provide a foundation for the emergence of new representa-
tional capacities and relational capacities in the years that
follow. These underpinnings ideally set the stage for the tran-
sitions of early childhood to be approached with security,
curiosity, and confidence in the self and in relationships.
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Stress is a fact of life. Even before birth, successful adapta-
tion requires responding to stressors and regulating stress
reactions. What causes us to react and how we regulate
stress change during development and differ among indi-
viduals. These differences affect our physical and emo-
tional health and determine whether we experience events
as threats or challenges. In this chapter we adopt a devel-
opmental psychobiological approach to the study of stress
in early development. Further, we explore the intimate, but
not isomorphic, relations among emotions, temperament,
and stress.

Developmental psychobiologists approach the study of
stress from a systems perspective (e.g., Gottlieb, Whalsten, &
Lickliter, 1998). (Note that to reduce the overall length of the
chapter, the number of citations had be limited. Whenever
possible we have cited review papers rather than original
studies. We hope that the interested reader is able to use these

reviews to find the original studies supporting the points
made in this chapter.) This perspective, with its roots in epi-
genetic approaches to comparative psychology (e.g., Kuo,
1976), is shared by many developmental frameworks (e.g.,
Lerner, 1986; Sameroff, 1983). Accordingly, the stress sys-
tem is viewed as hierarchically organized into reciprocally
influencing systems and subsystems. Whereas understanding
organization on one level requires understanding the roles
played by systems at lower levels of organization, reduction-
istic explanations are viewed as misleading. Plasticity is seen
as an inherent characteristic of living systems; nonetheless,
with development, plasticity is expected to narrow. Under-
standing the boundaries of plasticity and recognizing the
processes involved in narrowing the range of likely adapta-
tions as development proceeds are central to research on the
developmental psychobiology of stress.

The developmental systems perspective is overwhelm-
ingly complex. Coherence of a sort is achieved by reference
to several critical propositions. First, development proceeds
through activity-dependent processes. At all levels of the or-
ganism, the critical question is how that activity shapes future
responses to, creation of, and selection of experiences. Sec-
ond, activity involves not only responses, but also regulation
of responses; thus, no reaction of the organism can be under-
stood without an equal focus on how the reaction is regulated.
Finally, the systems that regulate development do not stop at
the skin, but extend into the social contexts that are essential
for the survival of the developing young.
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The developmental psychobiology of stress is eclectic.
Because the neural systems underlying emotions and emo-
tionality influence the activation and regulation of behavioral
and physiological responses to stressors, developmental
psychobiological research on stress is intimately related to
neuroscience research on emotions and temperament. Theory
and research in these domains, however, are not always con-
sistent with a developmental systems approach. Tempera-
ment theorists, for example, often adopt main effect rather
than transactional models in studies of the development
of temperament (Kagan, 1994), whereas neuroscience re-
search is often overly reductionist (see discussion by West &
King, 2001). Nevertheless, the emphasis on neural plasticity
in neuroscience (e.g., Hann, Huffman, Lederhendler, &
Meinecke, 1998) and psychobiological models of tempera-
ment (Rothbart, Derryberry, & Posner, 1994) provides
bridges from these research domains to developmental psy-
chobiological research on stress.

In this chapter we review what is known about the
development of activity and regulation of the two arms
of the stress system, the limbic-hypothalamic-pituitary-
adrenocortical (L-HPA) and brain-stem norepinephrine/
sympathetic-adrenomedullary (NE-SAM) systems. We begin
with an overview of the neurobiology of the L-HPA system
and the autonomic nervous system, emphasizing the SAM
system. Next we describe limbic and cortical circuits in-
volved in the ability to anticipate threat and engage in
preparatory responses and the way these circuits modulate
and may be modulated by the L-HPA and SAM systems. This
is followed by a discussion of what is known about the on-
togeny of these systems and of the way individual differences
in the development of reactivity and regulation of these sys-
tems may be related to temperament and caregiving. We con-
clude with some thoughts about the need for basic research
examining the development of stress systems in order to bet-
ter our understanding of the origins of individual differences
in stress reactivity and regulation. We begin, however, with a
general discussion of the concept of stress as it is used in the
psychobiological literature.

THE PSYCHOBIOLOGY OF STRESS

Stress is difficult to define. Like the terms motivation and
emotion, periodically there are calls to strike stress from the
scientific lexicon (e.g., Engle, 1985). Stress variously refers
to objective events (stressors), subjective psychological
states (being stressed), and physiological responses (e.g.,
increases in cortisol). Following Selye (1975), in this chapter
we refer to the events that precipitate stress reactions as

stressors and the responses to those events as stress reactions.
Events that have the potential to stimulate stress responses
are not stressors for all individuals or at all ages. Intra-
individual processes mediate the effect of the event on the re-
sponse (e.g., Frankenhaeuser, 1979). Stress results when the
demands of internal or external events exceed immediately
available resources. These demands may be physiological,
including being overheated, chilled, and so on. They may
also be psychological, including perceived threat, failure of
expectation, and social rejection. Such conditions threaten
well-being and require a shifting of metabolic resources to
fuel the processes needed for self-protection. This shift in
metabolic resources favors systems involved in immediate
survival and threat-related learning processes. When intense
or prolonged, this metabolic shift limits activity in systems
performing functions that are future oriented, including func-
tions directed at growth and repair. Shifting resources to
maintain organism viability is termed allostasis or stability
through change (McEwen, 1998). The capacity to respond
to stress through allostatic adjustments is necessary for
survival. Increasing evidence suggests that when stress re-
sponses are limited or acute, they tend to enhance function-
ing. However, these adjustments have costs that, if frequent
or prolonged, may undermine health and development. Thus,
as important as activation is in understanding the psychobiol-
ogy of stress, an understanding of the processes that regulate
stress reactions is critical.

Two systems orchestrate stress responses in mammals: the
L-HPA and the NE-SAM systems (Johnson, Kamilaris,
Chrousos, & Gold, 1992). These systems interact in complex
ways at all levels of their organization. In the early 1900s
Cannon (1936) argued that the SAM system was responsible
for coordinating the physiological and behavioral responses
necessary to meet external challenges to the constancy of the
internal milieu. Building on Bernard’s theory that organisms
have evolved complex adaptive mechanisms to stabilize their
internal states, Cannon proposed the concept of fight/flight
to describe the behavioral functions of the SAM system.
Later, when Selye (e.g., 1975) presented his theory of the
general adaptation syndrome, attention shifted from the SAM
to the L-HPA system. Both Cannon and Selye recognized that
thoughts and emotions could produce increases in sym-
pathetic and adrenocortical activity even when there were no
physical threats to homeostasis. However, it was not until re-
searchers understood that activity of the pituitary gland was
under the regulation of hypothalamic releasing and inhibiting
factors that the outlines of our current understanding of stress
and its relations to the neurobiology of emotion and cognition
began to be discerned. It is now well recognized that the
SAM and L-HPA system are regulated in part by forebrain
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structures and pathways, including regions in the prefrontal
cortex (Johnson et al., 1992). As in all areas of neuroscience,
most of what we know is based on animal research and, when
conducted in humans, generally involves adults. Thus, cau-
tion is necessary in extrapolating the information presented
here to human infants and children.

Contemporary formulations of stress describe a loosely
integrated system consisting of neuroanatomical and func-
tional subsystems. Below the neck, stress biology centers
on the regulation of glucocorticoids or CORT (cortisol in
primates, corticosterone in rodents) and catecholamines, pri-
marily norepinephrine and epinephrine (NE and EPI) (e.g.,
Johnson et al., 1992). In the periphery, CORT and cate-
cholamines operate to increase the energy available for action
through inhibiting glucose uptake into storage sites and liber-
ating energy from fat and protein stores. Concurrently, they
stimulate increases in cardiovascular and pulmonary function
to support the increased motor activity needed in times
of challenge. Finally, in concert with central components of
the stress system, they function to modulate the biology of
growth and repair, including digestion, physical growth, im-
mune function, and reproduction. In the brain, the stress sys-
tem is orchestrated through reciprocal interactions among NE
and hypothalamic and extra-hypothalamic corticotropin-
releasing hormone (CRH).

Levels of the stress system mature and become organized
over the course of development. In humans, the hypothalamic-
brain-stem level develops largely during the prenatal period.
Development and integration of limbic and hypothalamic-
brain-stem circuits likely occur over the course of infancy
(Vazquez, 1998). The frontal cortex is also involved in the reg-
ulation of limbic and hypothalamic nuclei. The long period of
development of the frontal cortex that extends into adoles-
cence (Huttenlocher, 1994) likely means that a protracted
period of development of stress reactivity and regulation in
humans exists. A prolonged period of postnatal development
of the stress system also suggests that postnatal experience
may play critical and multiple roles in emerging individual
differences in stress reactivity and regulation (e.g., Heim,
Owen, Plotsky, & Nemeroff, 1997). Next we describe each
level of the stress system in more detail.

The Limbic-Hypothalamic-Pituitary-Adrenocortical
System

The L-HPA system orchestrates mammalian stress biology
through the activity of CRH (e.g., Nemeroff, 1996). CRH is a
neuroactive peptide produced in the hypothalamus and in
extra-hypothalamic sites. In the hypothalamus its production
begins the cascade of events that culminates in increased

production of CORT by the adrenal glands. Along with sev-
eral other secretagogues, CRH regulates the production of
adrenocorticotropic hormone (ACTH) by the anterior
pituitary (for review, see Palkovits, 1987). Released into gen-
eral circulation, ACTH binds to receptors on adrenocortical
cells in the cortex of the adrenal glands and stimulates the
biosynthesis and release of CORT into general circulation.
Negative feedback regulates L-HPA activation and CORT
production. Current evidence suggests that negative feedback
is a widely distributed system involving CORT receptors in,
but not limited to, the prefrontal cortex, hypothalamus, hip-
pocampus, and the anterior pituitary gland (e.g., de Kloet,
Vreugdenhil, Oitzl, & Joels, 1998; Sanchez, Young, Plotsky,
& Insel, 2000).

CRH-producing cells in the hypothalamus receive input
from other limbic, hypothalamic, and brain-stem nuclei. As
discussed later, NE is a major stimulus of CRH activity in
response to psychological stressors. However, multiple neuro-
transmitter and neuropeptide systems, beyond the NE system,
are involved in regulating CRH (Palkovits, 1987). Further-
more, hypothalamic CRH-producing cells also receive input
from other nuclei in the hypothalamus, particularly those
involved in daily energy flow (Dallman et al., 1993). The
net result is that the production of cortisol is not a direct
reflection of the individual’s emotional state. Rather, it reflects
the extent to which signals impinging on the hypothalamus
from all sources indicate that extraordinary resources can
and must be expended in order to meet the demands of the
moment.

Balancing internal and external demands is reflected not
only in CRH activity at the level of the hypothalamus, but
also in CRH activity at extra-hypothalamic sites (Nemeroff,
1996). CRH is produced in many brain structures that are in-
volved in associating fear and anxiety with activation of the
stress system, including the amygdala and prefrontal cortex.
In addition, one subtype of the CRH receptor, CRH1, appears
specifically to mediate fear-related functions, whereas in-
creasing evidence suggests that CRH2 receptors are more in-
volved in anxiety states (Steckler & Holsboer, 1999). The
neuroanatomy of the CRH system has lead to the (likely
overly simplistic) view of CRH as the central orchestrator of
the stress system, both in terms of endocrine and behavioral
responses.

CORT has figured prominently in research on the health
consequences of chronic stress. One common fallacy about
the L-HPA system is that CORT is necessarily bad for one’s
health and development. In fact, the relationship between
CORT and healthy adaptation is an inverted-U function.
Although it appears that chronic or frequent high CORT can
be detrimental, it is equally apparent that insufficient CORT
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has negative consequences (McEwen, 1998). One hypothesis
is that the basis for this inverted-U function lies in the two
receptors for CORT, termed mineralocorticoid receptors
(MR) and glucocorticoid receptors (GR), and the different
functions they mediate (de Kloet et al., 1998). According to
this hypothesis, MRs primarily mediate processes that sus-
tain and promote mental and physical health, whereas GRs
mediate effects that shunt metabolic resources from growth
and repair to catabolic activities needed to manage immedi-
ate threats. MRs tend to be occupied when CORT levels are
in the basal range. GRs become occupied as CORT levels rise
in response to stressors. As GRs become occupied, CRH
activity in the hypothalamus is restrained and the stress
response is terminated. Activation of this system and activa-
tion of GRs is normal and probably has beneficial effects.
However, when GRs are occupied chronically, GR-mediated
biochemical events can threaten neuronal viability and down-
regulate or reduce the GRs available to terminate the stress
response, leading to an increase in CORT production. Thus,
frequent or prolonged elevations in CORT have been postu-
lated to be one cause of subsequent heightened and prolonged
CORT elevations following trauma or chronic adversity. Im-
portantly, early experiences in rodents shape the MR and GR
receptor systems (e.g., Caldji et al., 1998; Levine, 1994).
Conditions associated with adequate maternal care result in
increased MR/GR ratios that allow better containment of the
stress response and promotive effects associated with MR
occupation to be produced across a wider range of CORT
production. Histories of inadequate nurturance result in the
opposite pattern of decreased MR/GR ratios.

Autonomic Regulation

Although the L-HPA system now figures prominently in re-
search on stress, the older focus on the SAM system has not
been lost (see review by Johnson et al., 1992). Consider the
catecholamines EPI and NE. EPI is produced by the adrenal
medulla and then released into general circulation. EPI acts
as a stress hormone, whereas NE produced at synapses is a
neurotransmitter. Both EPI and NE act to energize and mobi-
lize the organism for action. Neurons of the hypothalamus
and other cell groups within the brain stem are the central
coordinators of the sympathetic nervous system (SNS). In
the brain, NE-producing neurons originating in the locus
coeruleus (LC) project widely throughout the cortex.
Although the LC has often been considered a component of
central autonomic control, there is little evidence to support
this view. LC projections seem to be involved in arousal
(Saper, 1995). In addition, LC neurons project to the CRH-
producing cells in the hypothalamus, serving as a primary

stimulus of increased CRH production and sensitization in
response to emotional stressors. In a parallel but independent
system, CRH-producing neurons in the amygdala project to
the LC, bringing activity of the LC under the regulation of
extra-hypothalamic CRH. The central nucleus of the amyg-
dala also stimulates activity of the SAM system via projec-
tions to the lateral hypothalamus and brain-stem autonomic
nuclei. Although the SAM system has long been associated
with stress, its activity is not specific to threatening or aver-
sive events. Instead, because of the role of the sympathetic
system in supporting rapid energy mobilization, its activity
tends to track conditions requiring effort and information
processing more generally, rather than those involving dis-
tress and uncertainty about outcomes more specifically (e.g.,
Frankenhaeuser, 1979). Despite this, frequent mobilization of
the sympathetic system, particularly in the presence of ele-
vated CORT, can threaten physical health.

The SAM system forms one arm of the autonomic nervous
system (ANS). The other arm of this system is the parasym-
pathetic nervous system (PNS). Unlike the SAM system,
which is sometimes referred to as a diffuse or mass-discharge
system, the PNS tends to be more fine-tuned, having discrete
effects on the organ systems that it innervates (Hugdahl,
1995). Similar to the health-promotive effects of MRs for the
L-HPA system, the PNS primarily promotes anabolic activi-
ties concerned with the conservation and restoration of en-
ergy (Porges, 1995a, 1995b). The presence of PNS terminals
on most organs and tissues innervated by the SAM system
allows the PNS to serve as a major regulator of sympathetic
effects. Furthermore, although both the PNS and SAM sys-
tems have been viewed as efferent systems that carry out
work dictated by the brain, both systems also have afferent
projections to the brain. These afferent projections not only
inform the brain about the status of organs and tissues in the
periphery but also allow autonomic regulation of the central
nervous system.

Parasympathetic neuronal projections leave the brain
through several cranial nerves including the 10th cranial, or
vagus nerve, which has been the focus of most of the psy-
chophysiological research relating activity of the PNS to
stress and emotion (Porges, 1995a, 1995b). In the following
description we draw heavily from Porges’s work, which has
stimulated much of the developmental work on emotion and
stress (see also the review by Beauchaine, in press). The pri-
mary fibers of the vagus nerve originate in two nuclei in the
medulla: the dorsal motor nucleus of the vagus (DMNX),
which regulates visceral functions, and the nucleus
ambiguus (NA), which regulates functions associated with
communication and emotion. In addition, a third medullary
nucleus, the nucleus tractus solitarius (NTS) receives many
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of the afferent projections traveling through the vagus from
peripheral organs. In his polyvagal theory, Porges (1995a)
argued that this trinity of nuclei forms the central regulatory
component of the vagal system. Efferent projections from
the NA, the smart vagus (Vna), are the principal vagal com-
ponent in vagal cardiac and bronchomotor regulation. The
intimate associations between Vna and facial and vocal ex-
pressions of emotion, in combination with afferent projec-
tions through the NTS, provide pathways through which
emotion regulation may contribute to stress regulation, and
vice versa. Though still speculative, this polyvagal theory
offers a number of insights into the potential role of the PNS
in regulating stress biology (Porges, 1995b). Specifically,
high-baseline Vna should increase the individual’s ability to
cope effectively with stress by permitting the lifting of what
Porges termed the vagal break, allowing rapid increases in
sympathetic activity to shift metabolic resources quickly
in response to challenge. In addition, feedback to the NTS
via afferent projections of the vagal system should stimu-
late CNS containment of both the L-HPA and SAM system
reactivity.

Limbic Regulation

The physiology of stress can be activated and regulated with
little or no input from limbic or cortical centers. Limbic-
cortical involvement provides the opportunity to anticipate
threats to homeostasis before they are actualized, allowing
for preparatory, defensive responses. Integration of corticol-
imbic with hypothalamic-brain-stem stress systems also
means that feedback and afferent projections of the L-HPA,
NE-SAM, and vagal systems influence cognitive-emotional
behavior. All attempts to describe the neurobiology of

emotion and stress trace their history to work by Papez
as elaborated by MacLean (1952). Accordingly, emotions
involve the integration of neural structures that include
hypothalamic and brain-stem nuclei, along with structures
such as the amygdala, hippocampus, cingulate gyrus, and or-
bitofrontal cortex (see Figure 5.1).

The amygdala has long been known to mediate adreno-
cortical responses to psychosocial stressors (Palkovits,
1987). Its role in negative emotion and conditioned fear is
also now well established (for review, see Rosen & Schulkin,
1998). The amygdala and the bed nucleus of the stria termi-
nalis (BNST) form the core structures in current views of the
neurobiology of fear, anxiety, and emotional activation of the
stress system. The amygdala is comprised of multiple nuclei
that are richly interconnected with other parts of the brain.
The central nucleus of the amygdala (CEA) has widespread
influence over the L-HPA, NE-SAM, and vagal systems via
amygdalofugal and stria terminalis pathways. Lesions of the
amygdala and surrounding cortex in adult animals prevent
elevations in stress hormones to psychological stressors such
as physical restraint but do not prevent elevations to physical
stressors such as illness or surgery. Such lesions also affect
negative emotionality and impair fear conditioning. Although
some have speculated that the CEA is involved in anxiety
(e.g., with regard to behavioral inhibition, see Kagan, 1994),
the role of the CEA in anxiety has recently been questioned.
Indeed, Davis has argued that the BNST is more centrally in-
volved in regulating anxious affectivity (for discussion, see
Rosen & Schulkin, 1998). Nonetheless, although controversy
exists regarding the roles of the CEA and BNST in the regu-
lation of fear versus anxiety, both structures and their circuits
are involved in the regulation of L-HPA and SAM system
responses to events that elicit negative emotionality.

Figure 5.1



118 Stress and Emotion in Early Childhood

Current views hold that the threshold for activating the
CEA and BNST is regulated by extra-hypothalamic CRH.
Similar to stimulation of the CEA, microinfusions of CRH
into the CEA produce fear behaviors in primates (reviewed
by Rosen & Schulkin, 1998). The fear-inducing effects of
CRH are mediated by CRH1 receptors, and experiences that
increase fearful reactions to events also tend to increase
CRH1 receptors in these regions (for review, see Steckler &
Holsboer, 1999). There is also increasing evidence that CRF2
receptors may be involved in regulating anxiety and related
states. These facts would seem to argue for a close coupling
between fear/anxiety and elevations in CORT. As reflected in
syndromes such as posttraumatic stress disorder (PTSD),
however, this is not always the case. Whereas elevated NE
and EPI have been described in PTSD, remarkably, basal
cortisol levels are normal or even suppressed and the L-HPA
response to stressors is often dampened although levels of
CRH are increased (see review by Yehuda, 1998). Never-
theless, emotion-modulated startle responses, which are be-
lieved to reflect responsivity of the CEA and BNST, are
increased in animal models of PTSD and are further en-
hanced by infusions of CRH especially in the presence of
high CORT (see review by Rosen & Schulkin, 1998). Odd as
it may seem, the limbic CRH and hypothalamic CRH sys-
tems appear only loosely coupled. It is not uncommon to find
dissociations between these levels of the CRH system and,
consequently, between activity of the L-HPA and NE-SAM
systems. There is some suggestion that these dissociations
may be the result of prolonged elevations in CORT (e.g.,
Rosen & Schulkin, 1998). In animal models, prolonged
CORT elevations produce increased activity of CRH-
producing cells in the CEA but decreased activity of similar
cells in the hypothalamus. Adrenalectomy (i.e., eliminating
CORT) has the opposite effect. Dissociations of this sort
may contribute to the development of anxiety disorders (see
also Cameron & Nesse, 1988).

Frontal Regulation

Frontal regulation of the limbic, hypothalamic, and brain-stem
circuits involved in stress and emotion is a comparatively new
frontier in stress research. Although it has long been recog-
nized that the orbitofrontal cortex (OFC) and anterior cingu-
late cortex (ACC) play critical roles in regulating emotional
behavior (e.g., MacLean, 1952), their roles in regulating ac-
tivity of the L-HPA and autonomic systems are increasingly
appreciated. Indeed, the degree and breadth of interconnectiv-
ity between the amygdala and frontal cortex in primates have
been one of the surprising findings of the last two decades
(Emery & Amaral, 2000). Perhaps especially in primates, the

frontal cortex appears to play a central role in stress reactivity
and regulation. In this section we briefly describe OFC and
ACC regulation of the stress system. Then we broaden the
discussion to current views of the roles played by analytic
reasoning and positive affectivity.

The OFC and medial cortex have numerous reciprocal
connections to the amygdala and other limbic regions (Price,
1999). These connections support the integration of sensory
and affective signals, allowing the organization of behavior
in relation to reward and punishment. They are also critically
important in organizing and modulating behavior so that it is
appropriate to the social context. It has been hypothesized
that the OFC and its connections to the amygdala and other
limbic regions help to mediate attachment effects on stress
reactivity and regulation (Schore, 1996). This argument is
supported by evidence that the OFC and medial prefrontal
regions have connections with hypothalamic and brain-stem
regions that regulate behavioral, neuroendocrine, and auto-
nomic stress responses. Thus, activity in this region may be
important in modulating autonomic and neuroendocrine
stress responses.

Technically, the ACC is part of the limbic system. How-
ever, it has both cortical and limbic functions and serves, in
many ways, to balance activity in the prefrontal regions of the
brain with activity in the limbic-hypothalamic areas. The
ACC long has been associated with emotion. Most critical to
this review, dysregulation of autonomic and neuroendocrine
stress reactions are produced by lesions of the ACC (e.g.,
Diorio, Viau, & Meaney, 1993). The ACC also subserves
cognition. It has been hypothesized that the cognitive and
emotion functions of the ACC involve two subdivisions, a
dorsal cognitive and rostral-ventral affective division (Bush,
Luu, & Posner, 2000). According to this perspective, the cog-
nitive division is considered part of the anterior attention net-
work, a distributed attentional network that contributes to
executive functioning. The emotional division, on the other
hand, is connected to the OFC and medial prefrontal cortex,
to the amygdala, and to hypothalamic and brain-stem regions
involved in the regulation of stress physiology (e.g., Price,
1999).

Posner and Rothbart (2000) argued that the anterior atten-
tion network forms the basis of the effortful control di-
mension of temperament. Effortful control is believed to
contribute importantly to the regulation of social and emo-
tional behavior, particularly when effortful inhibition of
actions and emotion are required. Recent evidence that the
cognitive and emotional subdivisions of the ACC recipro-
cally regulate each other may provide one mechanism
whereby effortful control exerts inhibitory effects on nega-
tive affect and stress physiology (Drevets & Raichle, 1998).
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Increases in the size and functional connectivity of the ACC
with development may also help explain children’s increas-
ing ability to use cognitive coping strategies to regulate emo-
tion, behavior, and stress (e.g., Rothbart, Derryberry, et al.,
1994; Wilson & Gottman, 1996).

In addition, affect influences activity of the cognitive and
affective subdivisions of the ACC. Positive emotion has been
shown to support the cognitive ACC and enhance executive
functioning (Ashby, Isen, & Turken, 1999), whereas nega-
tive emotion has been shown to decrease activity in the cog-
nitive division (Bush et al., 2000). Thus, conditions that
produce anger, fear, and other strong negative affects, if in-
tense, may disrupt children’s effortful regulation of their be-
havior and make it difficult for them to engage in tasks
requiring executive function. This ability to dampen negative
affects and/or reassert more positive affective states may
be critical in regulating stress. Some individuals seem to be
able to do this better than others. As discussed in the next sec-
tion, individual differences may partly reflect asymmetry in
neural activity in the prefrontal cortex.

Emotional activity in the prefrontal cortex appears to be
lateralized, with activity (for review, see Davidson, 1994;
Davidson & Slagter, 2000) in the right prefrontal cortex sup-
porting negative affectivity, while activity in the left supports
positive affectivity. It is interesting to note that baseline
asymmetry predicts susceptibility to negative and positive
emotion-eliciting stimuli and may index the extent of
prefrontal-cortex inhibition of limbic-hypothalamic stress
circuits. Specifically, greater activity in the right prefrontal
cortex may result in disinhibition of the stress system,
whereas greater activity in the left prefrontal cortex may help
contain and terminate stress reactions. It is not yet clear how
this laterality is related to the functioning of specific frontal
structures involved in the regulation of the stress response.
Nonetheless, the focus on right-frontal asymmetry is consis-
tent with evidence that there is a right bias in the reactive
components of the stress system. In rodents there is evidence
that the right, not the left, medial frontal cortex mediates
neuroendocrine and autonomic responsivity to stressors
(Sullivan & Grafton, 1999). Similarly, both sympathetic
(Kagan, 1994) and parasympathetic regulation of the heart
show a right bias (Porges, 1995a). Hyperactivity in the right
frontal regions, then, may reflect a bias not only to negative
emotions but also to hyperactivation of the stress system.

Although most of the attention has been on negative emo-
tionality, recently there has been increased attention on posi-
tive emotions in stress regulation. Positive affectivity has
been associated with problem-focused coping (Folkman &
Moskowitz, 2000), perhaps because it supports the engage-
ment of the cognitiveACC and executive functions. Similarly,

positive affectivity as reflected in greater left than right frontal
activity has been associated with self-reported preferences
for approach-oriented coping strategies (Davidson & Irwin,
1999). This is consistent with Davidson’s argument that later-
alization of emotion in the frontal lobes reflects differential
motor biases, with negative emotions organized to support
withdrawal and freezing and positive emotions organized to
support approach. Greater left than right frontal activity has
also been associated with more rapid termination of CEA-
generated fear reactions. Davidson and colleagues have sug-
gested that a left-sided bias in the emotion system may allow
individuals to experience negative emotions and produce
stress reactions to threat, but then to dampen these responses
rapidly once the threat has been removed.

Summary

The physiology of stress and emotions is complex. While we
are beginning to develop a much richer understanding of the
neurobiological bases of both emotions and stress, most of
the work has yet to be conducted with humans. Furthermore,
we know the least about infants and young children. Infor-
mation about neurobiology, however, can serve as a guide in
our attempts to construct a psychobiological account of the
development of stress and emotion in early childhood. In
addition, the information we are accumulating on young
children—when inconsistent with models based on adults or
animals—can challenge researchers in neuroscience to pro-
vide explanations that are more congruent with the human
developmental data. We turn now to what we know about
stress and emotions in early human development.

PSYCHOBIOLOGICAL STUDIES OF STRESS AND
EMOTION IN CHILDREN

Psychobiological studies of stress in human infants and
children are relatively new. Until the early 1980s, researchers
in human development were largely limited to examining
heart rate–behavior associations. Only a handful of child
studies assessing CORT and catecholamines existed (see
review by Gunnar, 1986). After 1980, research on the psy-
chobiology of stress in children burgeoned as the result of the
availability of salivary assays for cortisol and theoretical ad-
vances in psychophysiology (e.g., Berntson, Cacioppo, &
Quigley, 1993; Davidson, 1994; Kirschbaum & Hellhammer,
1989; Porges, 1995a). These technical and theoretical ad-
vances corresponded to a heightened interest in the physio-
logical basis of temperament (e.g., Kagan, 1994, 2001). We
cover the temperament research later when we discuss
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individual differences. First we describe what is known at
this point about the ontogeny of stress reactivity and regula-
tion in infancy and early childhood.

Developmental Periods of Stress Reactivity
and Regulation

Prenatal Origins

The ontogeny of human stress reactivity and regulation be-
gins well before birth. By 18 to 20 weeks gestation, increases
in NE and CORT are observed to invasive surgical proce-
dures (e.g., Giannakoulpoulous, Teixeira, Fisk, & Glover,
1999; Giannakoulpoulous, Sepulveda, Kourtis, Glover, &
Fisk, 1994). With increased gestational age, basal levels of
cortisol and ACTH rise (Economides, Nicolaides, Linton,
Perry, & Chard, 1988; Murphy, 1982), and heart rate de-
creases but becomes more variable and coupled with fetal
movement (e.g., DiPietro, Costigan, Shupe, Pressman, &
Johnson, 1999). By the latter part of gestation individual dif-
ferences in fetal movement and heart rate show modest sta-
bility and predict maternal reports of infant temperament
during the early postnatal months (e.g., DiPietro, Hodgson,
Costigan, Hilton, & Johnson, 1996). In general, active fetuses
and those with higher heart rates associated with fetal motor
movement are described as more difficult, less predictable,
and more physically active in early infancy.

Experience begins to shape the infant’s stress system
before birth. In animal models where maternal stress can be
manipulated experimentally, a wide range of environmental
(e.g., loud noises) and psychosocial (e.g., entry into new
social groups) stressors during pregnancy result in offspring
that are more behaviorally and physiologically stress reactive
(e.g., Weinstock, 1997). Activity of the maternal L-HPA axis
appears to be a mediating factor because controlling maternal
CORT levels during these stressors reduces the influence of
maternal stress during pregnancy on the offspring’s develop-
ment (e.g., Barbazanges, Piazza, Moal, & Maccari, 1996).
One pathway through which maternal CORT may influence
the fetus’s developing stress system is via effects on placen-
tal CRH production (Wadhwa, Garite, & Sandman, 2001).
During gestation, the placenta produces a large number of
hormones and peptides, including CRH, that maintain the in-
tegrity of the fetal-maternal placental unit. As the placenta
enlarges during pregnancy, CRH levels increase. Placental
CRH binding protein, a molecule that traps CRH, and the an-
ticortisol effects of rising estrogen levels protect both the
mother and fetus from activation by stress hormones. CRH
binding protein during early pregnancy and the latter part of
the third trimester stimulates fetal L-HPA maturation and

contributes to the initiation of labor and delivery. Nonethe-
less, whereas the CRH molecule is necessary for healthy de-
velopment of the fetus, it also may provide a mechanism
through which maternal stress can influence the development
of the infant’s stress system.

Proving that maternal stress influences fetal development
in humans is hampered by our inability to perform controlled
experiments. Nevertheless, evidence now exists that maternal
perceptions of high stress and low social support during preg-
nancy are correlated with higher maternal ACTH and CORT
levels, higher maternal CRH levels (which are of placental
origin), fetuses with higher and less variable heart rates, and
newborns delivered earlier with lower birth weights (e.g.,
Huizink, de Medina, Mulder, Visser, & Buitelaar, 2000;
DiPietro et al., 1996; Wadhwa et al., 2001). Lower versus
higher socioeconomic status is also associated with many of
these same effects (e.g., DiPietro et al., 1999).

As yet, there are very few prospective studies in humans
of the relations between maternal stress during pregnancy
and postnatal measures of infant behavior and stress system
activity. However, in contrast to one early study that failed
to find any association between maternal L-HPA activity
and infant temperament (Vaughn, Bradley, Joffe, Seifer, &
Barglow, 1987), several recent studies have yielded positive
findings (Huizink et al., 2000; Wadhwa et al., 2001). In these
latter studies, controlling for a variety of obstetric and psy-
chosocial risk factors, higher maternal CORT and ACTH lev-
els during pregnancy were associated with maternal reports
and observational measures of infant negative emotional re-
activity and nonadaptability.

Although still preliminary, these studies suggest a transac-
tional view of the fetal origins of infant stress reactivity and
regulation. The placenta, which is of fetal origin, expresses
genes that both influence and are influenced by maternal hor-
mone levels. Maternal stress hormone levels, in turn, are in-
fluenced by obstetric factors and by the mother’s reactions to
the challenges of her daily life. Impinging on the fetus, these
influences may affect the activity of the developing stress
system and contribute to the organization of postnatal tem-
perament. Undoubtedly, this is a vast oversimplification of
the complex interweaving of organismic and environmental
processes that shape the developing stress system prior to
birth. Furthermore, birth is not the endpoint of these shaping
processes.

Early Postnatal Development

Although it was once thought that the neonatal L-HPA axis
was hyporesponsive at birth, this is not the case (for review,
see Gunnar, 1992). The newborn displays graded behavioral,
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endocrine, and autonomic responses to aversive medical pro-
cedures. Furthermore, the healthy newborn is remarkably
capable of regulating stress. Stressors such as heel-stick
blood draws, circumcision, and physical exams produce in-
creases in heart rate, decreases in vagal tone, and elevations
in CORT; however, following such stressors the parameters
of these systems return rapidly to baseline (e.g., Gunnar,
Porter, Wolf, & Rigatuso, 1995).

The healthy neonate has powerful biobehavioral regula-
tory mechanisms at its disposal. Sleep is one of these mecha-
nisms. Sleep is critical to stress regulation throughout life
(Dahl, 1996). Newborns spend the majority of their time
asleep, and in the young infant sleep periods are dominated
by active or REM sleep as compared to slow-wave or quiet
sleep (Anders, 1975). Quiet sleep appears to serve restorative
functions in the newborn similar to the restorative functions
it serves at later stages of the life cycle. This has been equated
with the concept of a stimulus barrier in early infancy that
protects the newborn from overwhelming stimulation (e.g.,
Tennes, Emde, Kisley, & Metcalf, 1972). Indeed, stressors
alter sleep in the newborn, increasing the ratio of quiet to
active sleep (for discussion, see Gunnar, 1992). In animal
models the shift into sleep following stress has been shown to
be facilitated by the rise in CORT and other stress biochemi-
cals that increase in response to noxious stimulation (e.g.,
Born, de Kloet, Wenz, Kern, & Fehm, 1991). Thus it may be
that stressors stimulate elevations in stress biochemicals that,
in turn, facilitate the shift to quiet sleep supporting a return to
homeostasis.

In addition to sleep, feeding and tactile stimulation appear
to serve stress regulatory functions for the newborn. Blass
(e.g., 1996) has recently shown that several components of
nursing operate to calm the neonate through opioid- and
nonopioid-mediated pathways. Sucking produces calming
through nonopioid pathways in both human infants and rat
pups. Sucking and swallowing are complex motor acts that
engage and are regulated by the vagal system (e.g., Porges,
1995a). Thus, the vagal system may be partially responsible
for the behavioral calming produced by nonnutritive sucking.
In contrast, the calming and analgesic effects of sweet tastes
appear to be opioid mediated. Thus, rat pups given a sucrose-
flavored liquid are slower to remove their paws from a hot
plate, and this effect is blocked if the pups are first pretreated
with an opioid antagonist. Similar calming effects of sucrose
have been demonstrated in human newborns. In addition to
activating opioid-mediated analgesic pathways, sweet tastes
also produce facial expressions of positive affect and increase
left-sided anterior EEG activity (Fox & Davidson, 1986).
Although it is unlikely that this EEG activity reflects frontal
lobe generators in the neonate, it may reflect activity of

deeper structures such as the amygdala that also show
asymmetric organization and are rich in opioid receptors
(Pitkanen, Savander, & LeDoux, 1997).

Attention and alerting also may be components of the
calming effects of sucrose. For example, Barr, Young,
Wright, and Hendricks (1997) noted that quinine, an aversive
taste, calms crying newborns. They have shown that in re-
sponse to either sucrose or quinine newborns do not quiet and
fall asleep; rather, they enter a sustained calm, alert state.
Soothing practices that engage the vestibular and propriocep-
tive systems (i.e., picking the infant up, rocking) also appear
to be most effective when they produce a calm, alert state
(e.g., Brackbill, 1975). One interpretation is that these prac-
tices disrupt crying by engaging the infant’s orienting and at-
tentional mechanisms (Rothbart, Posner, & Rosicky, 1994).
As discussed later, attentional mechanisms play a central role
in stress regulation.

The regulatory roles for feeding and nonnutritive sucking
led Blass (1996) to argue that the mother serves as a shield to
buffer the infant from pain and facilitate the restoration of
growth processes following periods of stress system activa-
tion. Although the concept of mother as shield is attractive,
she may not shield all stress-sensitive systems equally (see
also Hofer, 1987). Being held, fed, and allowed to suckle ap-
pear to have their largest effects on behavioral distress, are
less clearly capable of buffering heart rate responses to
painful stimulation, and have no apparent impact on CORT
responses to either painful or nonpainful stressors (e.g.,
Gunnar, 1992). Thus, the layers of stress regulation appear to
be loosely coupled in the newborn. This is to be expected
given the wide range of cultural variation in patterns of hold-
ing, carrying, and feeding, and given beliefs about whether
and how quickly to respond to infant crying (e.g., Barr,
1990). If soothing practices were tightly coupled to stress
regulation, it would seem unlikely that such variations would
exist.

Variations in how much the infant is held when not dis-
tressed, however, do appear to affect the duration of crying
bouts (e.g., Barr, 1990). In addition, breast feeding versus
bottle feeding also appears to affect infant irritability and be-
havioral responsivity to stressors (e.g., Hughes, Townsend, &
Branum, 1988). We do not know whether caregiving
variations shape differentially responsive stress systems in
humans, although in rodent models variations surrounding
feeding and contact (licking and grooming) have such effects
(e.g., Caldji et al., 1998). Also, there is evidence that activity
of the L-HPA system is affected by experience in early life. In
newborns, repeated exposure to the same handling stressor
results in habituation of the CORT response, although with
two exposures at a 24-hour interval, behavioral responses do
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not habituate (e.g., Gunnar, 1992). Pain, in contrast, may sen-
sitize behavioral and physiological components of the stress
system (e.g., Taddio, Katz, Ilarslch, & Koren, 1997).

The First Two Years

It has been suggested that there are two periods of marked
change in biobehavioral organization during the first year of
life (Emde, Gaensbauer, & Harmon, 1976). The first, be-
tween two and four months of age, has been described as the
three-month revolution when almost every facet of infant
functioning exhibits reorganization. The second is during the
later half of the first year, when the emergence of independent
locomotion appears to produce dramatic neurobehavioral
reorganization (e.g., Campos, Kermoian, & Witherington,
1996; Fox & Bell, 1993). This latter period is also associated
with the emergence and organization of secure base behavior
(e.g., Bowlby, 1969) and inhibition of approach to novel or
strange events and people (e.g., Bronson, 1978). Both of
these periods are associated with marked changes in stress
reactivity and regulation.

Two to Four Months. Several research groups have
used well-baby examinations and childhood immunizations
as stressors in developmental studies of stress in infancy (e.g.,
Gunnar, Brodersen, Krueger, & Rigatuso, 1996; Lewis &
Ramsay, 1995). As in the newborn period, CORT increases
markedly to exam inoculations at 2 months of age. Heart-rate
and vagal-tone changes to inoculations have not been studied,
but physical exams elicit significant increases in heart rate
and decreases in vagal tone in the 2-month-old infant (White,
Gunnar, Larson, Donzella, & Barr, 2000). Both physical
exams and inoculations elicit fussing and crying at this age
(Gunnar et al., 1996; Lewis & Ramsay, 1995). When facial
expressions are coded based on discrete muscle groups, ex-
pressions during inoculations at this age reflect generalized
distress, rather than more specific negative emotions such as
fear or anger, as will be the case by the second year of life
(Izard, Hembree, Dougherty, & Spizzirri, 1983). Probing the
reasons for the change in CORT response to a physical exam,
results showed that it was not because the exam produced less
behavioral distress in 12-week-old and older infants (as re-
viewed in Gunnar, 2000). Nor did the change appear to be due
to the greater organization of the circadian rhythm in cortisol
that emerges around three months. The decreased CORT re-
sponse to handling around three months could reflect as-yet-
unexamined maturation of negative feedback controls of the
L-HPA axis. Indeed, feedback regulation of the L-HPA axis
changes during early postnatal development in the rodent
(Vazquez, 1998).

The L-HPA system is not the only stress-sensitive system
to exhibit changes in regulation between 2 and 4 months.
Developmental changes in fussing and crying have been well
documented (as reviewed in Barr, 1990). The amount of time
spent fussing and crying increases from birth to around 6 to
8 weeks and then declines. This developmental pattern in
fussing and crying has been described in several cultures with
markedly different early child-care practices, suggesting that
it may be a universal phenomenon (see Barr, 1990). The basis
for this developmental increase and subsequent decline is un-
known; however, it raises the question of whether at around
2 months of age the infant might be particularly vulnerable to
stress. Certainly, this is the period when some infants develop
colic (e.g., Gormally & Barr, 1997), which by definition re-
flects dysregulation of the behavioral component of the stress
system.

If this period of heightened irritability constitutes a stress-
vulnerable period, we might expect that infants with colic
would be especially vulnerable to hyperresponsivity of the
L-HPA and SAM systems. This possibility was recently ex-
amined by subjecting 2-month-olds with and without colic to
the physical exam stressor paradigm (White, et al., 2000).
Remarkably, although the physical exam produced incon-
solable crying in many of the infants with colic, changes in
CORT, heart rate, and vagal tone were significant but did not
differ between groups. These data add to the body of litera-
ture indicating that fussing and crying, the primary behav-
ioral measures used to index stress in early infancy, are not
always indicative of individual differences in the activity of
stress-sensitive physiological systems. Again, the layers of
the stress system appear to be only loosely coupled.

Several other systems that are relevant for stress research
also undergo developmental shifts during these early months
of life. These include sleep, attention, and the parasympa-
thetic nervous system. Changes in sleep emerge gradually, but
for most a more mature day-night sleep organization is char-
acteristic of the infant by 3 to 4 months of age (e.g., Coons,
1987). Unfortunately, although sleep and the regulation of
the L-HPA and autonomic nervous systems are interrelated
(Follenius, Brandenberger, Bandesapt, Libert, & Ehrhart,
1992; Porges, Doussard-Roosevelt, Stifter, McClenny, &
Riniolo, 1999), little is known about the relations between
stress regulation and the ontogeny of sleep in human infants
and children.

Recently, there has been increasing interest in attention
and emotion regulation. Early in the first year, between
roughly 3 and 4 months, the development of the posterior at-
tention system, which is thought to be involved in the ability
to orient attention, may allow increased regulation of infant
distress (e.g., Rothbart, Posner,  et al., 1994). Development of
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the posterior attention system also may play a role in the reg-
ulation of stress physiology. With the development of this
system, gaze aversion and distraction appear to become
coping strategies for the infant that are used in increasingly
coordinated and sophisticated ways to regulate behavioral
arousal and distress over the course of the first year (e.g.,
Field, 1981).

Attention regulation has been related to ascending influ-
ences of the vagal system, particularly the component regu-
lated by the nucleus ambiguus (Vna). Porges (1995a) argued
that basal Vna tone may index the capacity to modulate
cardiac-CNS activity to sustain attention to the environment.
Maturational increases in basal Vna tone can be seen (Porges
& Fox, 1986), presumably reflecting myelination of the
neural systems underlying vagal regulation. With maturation
of the Vna system, the infant’s capacity to regulate arousal
through regulating attention and vice versa is expected to in-
crease. Recently, research on vagal tone has shifted from an
exclusive focus on basal tone to an interest in the dynamics of
the vagal responses to stimulation. According to Porges’s
(1995a) polyvagal theory, suppression of Vna activity allows
increases in sympathetic activity, whereas increases allow the
infant to engage in social approach and remain calm. Modu-
lating Vna activity thus is viewed as a necessary support for
social and attentional regulatory strategies. Huffman et al.
(1998) recently argued that not until close to 3 months of age
would infants evince the capacity to regulate the Vna system
to support orienting and soothing. They demonstrated that
among 12-week-olds, high basal Vna was associated with less
irritability, whereas delta Vna during testing was related to
duration of attention. Both measures were related to mea-
sures of soothability.

In sum, the systems influencing stress reactivity and regu-
lation undergo rapid maturation during the early months of
life. Three months of age has been described as a qualitative
turning point in early infancy from which the infant emerges
prepared to engage and sustain a broader range of interac-
tions with the environment. By 3 months the elevations in
CORT that have characterized neonatal responses are no
longer observed, on average, to handling stressors. Fussing
and crying become increasingly dissociated from activity of
the HPA system. Vagal tone increases, and some infants show
increased competence in using vagal regulation to sustain
attention and engagement during challenging stimulation. In
addition, more clearly established day-night rhythms may
facilitate the regulation of behavioral and physiological
responses to potentially stressful stimulation. Unfortunately,
we need to know much more about the integration of these
various components of the stress system through this devel-
opmental period.

Later Infancy. Responsivity of the L-HPA system to
stressors appears to undergo another change in the latter part
of the first year of life (points below are reviewed in Gunnar,
2000). Elevations in CORT to inoculation procedures are
roughly comparable at 4 and 6 months of age; however, by
the second year of life (i.e., 12, 15, or 18 months), on aver-
age, infants do not exhibit elevations in CORT to these pro-
cedures. Similarly, maternal separation, stranger approach,
unfamiliar and arousing events, and frustrating tasks do not
readily provoke increases in cortisol in children older than
12 months. Whether this decrease in CORT responsivity
emerges gradually or abruptly has not been determined, nor
have the processes accounting for this change been identified.
What has been shown is that there are individual differences
in whether the infant exhibits an inhibition of the CORT re-
sponse to stressors by the end of the first year. Examination of
CORT increases at 6 and 15 months using the inoculation
paradigm revealed that while most infants failed to elevate
CORT at 15 months, some showed increases that were as
large or larger than those typically observed at 6 months.
These high CORT reactive infants tended to be the ones with
an insecure attachment relationship to the parent who accom-
panied them during the exam-inoculation procedure. The role
of relationships in the development of individual differences
in stress reactivity and regulation will be discussed more
fully below. Here we only note that these data suggest that
the organization of secure-base behavior in the latter part of
the first year may play a role in the developmental changes in
CORT responsivity observed during this age period.

The latter part of the first year is a period of emotional re-
organization. In addition to changes in secure-base behavior
and distress responses to separation from attachment figures,
other developmental changes in negative emotionality are
also observed. Given the emphasis on fear-stress relations
in neuroscience, the fact that this period is associated with
increased behavioral inhibition is of particular interest. In
rodents, developmental changes in behavioral inhibition are
related to increased CORT responses near the end of the pe-
riod of relative CORT hyporesponsivity in early development
(Takahashi & Rubin, 1993). Administering CORT to the
young rat pup speeds up the emergence of behavioral inhibi-
tion. This has been taken as evidence that CORT facilitates
maturation of fear circuits in the rat brain. There have been
too few studies of adrenocortical activity and the develop-
ment of behavioral inhibition in humans to conclude that a
similar pattern does not exist in late infancy. However, the
correspondence in humans of increased fearfulness and
decreased CORT responsivity over the last part of the first
year suggests that the developmental psychobiology of fear
and stress may be very different in human infancy.
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One reason for the apparent difference may be that fear
is rarely the emotion expressed in infant research. More typi-
cal is wariness or inhibition of approach combined with in-
creased proximity to caregivers, followed by interest and
affiliation/exploration (Sroufe, Waters, & Matas, 1974). It is
not clear whether wariness is less intense fear or a response
that reflects conflict between approach and avoidance
(Bronson, 1978). However, wariness in the face of unknown
people, objects, and events emerges gradually over the latter
part of the first year and is tempered by experience, context,
and the controllability of stimulation (e.g., Bronson, 1978;
Gunnar, 1980; Sroufe et al., 1974). Many of these same fac-
tors are well known to temper physiological responses to
threatening stimuli in studies of adults and animals (e.g.,
Lefcourt, 1973; Maier, Ryan, Barksdale, & Kalin, 1986).

It is important to note that wariness or behavioral inhibi-
tion emerges around the same period when infants are in-
creasingly able to control proximity to both safe havens and
exciting, new stimulation. Functionalist approaches to emo-
tion argue that in most instances emotions serve to organize,
not disorganize, behavior (Campos et al., 1996; Panksepp,
1996). Accordingly, wary responses to the unknown may
serve to check the infant’s tendency to approach things that
are new, foster increased proximity to attachment figures in
new situations, and thus provide a window of opportunity for
caregivers to warn infants away from situations that are dan-
gerous (Waters, Matas, & Sroufe, 1975). Social referencing,
or the infant’s tendency near the end of the first year to look
to caregivers for their appraisals of unfamiliar or strange
events, provides another avenue through which caregivers
can curb infant curiosity at a time when infant mobility is
increasing (Campos & Stenberg, 1981). Campos et al. (1996)
argued that an epigenetic-constructionist perspective on
emotional development is helpful in understanding the
reorganization of emotions near the end of the first year. This
perspective, which is consistent with the developmental
psychobiological approach, may also help us understand
the organization of fear/wariness and stress in infants near the
end of the first year of life.

According to an epigenetic-constructionist perspective,
developmental changes in one system can generate expe-
riences that set the stage for widespread biobehavioral
changes. In addition, changes in the person bring about bidi-
rectional changes in person-environment relations that set the
stage for further development. During the latter part of the
first year, learning to crawl and then to walk dramatically
alters the infant’s relations with the environment. Indepen-
dent locomotion changes the events and obstacles that the
infant encounters daily and requires the development of
strategies for managing the environment that are markedly

different from those that serve the prelocomotor infant (e.g.,
Campos et al., 1996). Self-produced locomotion appears to
be critical in organizing fear reactions to one particular situa-
tion: heights. Infants placed on the deep side of a visual cliff
where depth cues indicate they should fall fail to show in-
creases in heart rate prior to the onset of crawling, but they do
show such increases after a few weeks of crawling experi-
ence. From this epigenetic-constructionist perspective, the
critical emotion-organizing feature of motor acquisitions is
the increase in agency and intentionality that they allow the
infant. Increased experiences of agency and intentionality, in
turn, may affect the extent to which the infant appraises
events based on his or her certainty of being able to control
them (Gunnar, 1980).

Infants are responsive to the contingency of stimulation
early in infancy (Watson & Ramey, 1972). Within a few
months of birth, infants exhibit positive affect to events that
are contingent on their actions, as well as anger or sadness
when a previously contingent event begins to occur noncon-
tingently. However, it is not until close to a year of age that
the infant’s control over producing stimulation determines
whether a potentially distressing event produces crying and
avoidance or positive affect and approach (for a review, see
Gunnar, 1980). Over the course of the second year of life, in-
creases are observed in children’s attempts to control directly
or alter situations that produce inhibition of approach (e.g.,
Parritz, 1996). Furthermore, by 12 months of age, approach
versus avoidance of strangers reflects the responsiveness of
the stranger to the infant’s actions, and thus the stranger’s
controllability (e.g., Mangelsdorf, 1992). Thus, by the first
birthday, and increasingly over the second year of life, stress
reactivity and regulation may be influenced by the infant’s
sense of agency or perceived control.

Another approach to understanding changes in emotional-
ity during the latter part of infancy has focused on the devel-
opment of the frontal lobes (e.g., Bell & Fox, 1992). Many of
the social and cognitive accomplishments emerging during
the latter part of the first year and throughout the second year
depend on the development of the prefrontal cortex and its
connections with brain systems involved in motor develop-
ment and emotion (e.g., Dawson, Panagiotides, Klinger, &
Hill, 1992; Diamond, 2000). Maturation of frontal function-
ing, like other aspects of brain development, is expected
to reflect genetically-programmed, activity-dependent neural
processes that are supported by the child’s interactions with
the environment. It is important to note that using 8-month-
old infants, Bell and Fox (1997) showed that one to four
weeks of independent locomotion was associated with the
degree of mass neuronal excitability in the frontal cortex,
greater activity over left than right frontal leads, and the
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ability to tolerate longer delays on a classic frontal lobe task
(i.e., the A not B task). These data suggest that as the infant
approaches the second year, motor acquisitions that dramati-
cally alter the infant’s control over approaching and avoiding
stimulation co-occur with maturational changes in anterior
regions of the brain. These changes likely underlie the devel-
opmental changes in the organization of emotional and phys-
iological responses to stressors that are observed around the
first birthday and increasingly over the second year of life
(e.g., Campos et al., 1996). Unfortunately, there are no stud-
ies as of yet examining the relations between the develop-
mental changes just described and the responsivity of the
autonomic or neuroendocrine system to stressors.

The Toddler and Preschool Period

Development of frontal regions of the brain should allow in-
creasing control over emotional behavior and physiological
stress responses (Dawson et al., 1992). Indeed, marked in-
creases in self-control of negative emotionality develop be-
tween 1 and 3 years (e.g., Kopp, 1989). Studies focusing on
individual differences have shown correlations between ex-
pressive language development and regulation of negative
emotions and social engagement and between both of these
domains and cardiac vagal tone (e.g., Bornstein & Suess,
2000). The study of emotion regulation has dominated re-
search on emotional development in the last decade, despite
problems in definition and operationalization (Thompson,
1994). The research and theorizing of Posner and Rothbart
(e.g., 2000) provided much needed focus in this area. They ar-
gued that maturation of the anterior attentional network per-
mits effortful regulation of behavior, including emotional
behavior. In line with these predictions, Kochanska, Murray,
and Harlan (2000) have shown that children who perform bet-
ter on tasks designed to assess effortful control also are better
at suppressing both positive and negative emotional expres-
sions. Stroop tasks that require inhibition of response to a pre-
potent stimulus activate the frontal attentional network in
imaging studies of adults (Posner & Petersen, 1990). A ver-
sion of the Stroop that was designed for 2- and 3-year-olds has
revealed increases in accuracy over this age period (Gerardi-
Caulton, in press). In addition, at 30 months, when some but
not all children were able to perform the task, more competent
performance was negatively correlated with parent reports of
child negative emotionality. Effortful regulation of behavior,
nonetheless, undoubtedly involves multiple neural systems;
thus, these studies provide only the first insights into the
neural bases of self-regulation and its development.

Presumably, as the child develops increasing ability to reg-
ulate emotions, she should also become increasingly capable

of regulating physiological stress reactions (Stansbury &
Gunnar, 1994). This assumption is speculatively based on sev-
eral arguments. First, with the development of the anterior at-
tentional network, the child should be able to engage the
cognitive component of the anterior cingulate cortex, thus
suppressing activity of the emotional component (Bush et al.,
2000). This should help inhibit and constrain the reactivity of
limbic components of the stress system. Second, to the extent
that emotion regulation also involves increased activity in the
left prefrontal cortical regions, the child should become in-
creasingly capable of using positive affect and approach-
oriented behavioral strategies for managing potentially
stressful situations (Davidson & Irwin, 1999; Dawson et al.,
1992). Third, the ability to regulate negative emotions should
foster social competence and better social relationships with
peers and adults (e.g., Eisenberg et al., 1993). This ability, in
turn, should enhance the child’s opportunities to use positive
and supportive social relationships to cope with stressful situ-
ations. Social competence should also reduce the likelihood
that the child’s behavior will create stressful interactions with
others (for review, Gunnar, 2000). Thus far, no studies exam-
ining developmental changes in the presumed neural substrate
of emotion regulation and changes in stress reactivity or regu-
lation have been reported. There have been studies of individ-
ual differences in effortful control, emotion regulation, and
physiology, as reviewed in the next section.

Individual Differences

Questions about the origins of individual differences form the
core of developmental research on stress. Most of this re-
search deals with temperament and the argument that some
children are biologically predisposed to be more stress reac-
tive than are others. Some research, however, focuses on the
importance of early experiences in the shaping of stress reac-
tivity. These research foci come together in arguments about
the relations between temperament and attachment and in
studies of experience and the continuity of behavioral disposi-
tions.As in other areas of developmental research, main effect
arguments based on either nature or nurture explanations are
giving way to transactional models that are more consistent
with the developmental psychobiological perspective.

Stress and Temperament

Most studies of stress and temperament deal with behavioral
inhibition. In this section we draw heavily on several excellent
recent summaries of this research (see Fox, Henderson, Rubin,
Calkins, & Schmidt, 2001; Kagan, in press; Stevenson-Hinde &
Shouldice, 1996). As conceptualized by Kagan (2001), about
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10% of children are extremely anxious and inhibited in their re-
actions to unfamiliar events. Consistent with the neurobiology
linking fear and stress, a lower threshold for activation of fear-
anxiety circuits in the CEA (or perhaps the BNST) is believed
to form the basis of extreme inhibition to the unknown. Kagan
argued that extremely negative reactions to stimulation at 4
months of age reflect activity of the CEA and thus predict fear-
ful, anxious reactions to the unknown in later infancy and child-
hood. With development, behavioral inhibition may be more
readily seen to social than to nonsocial stimuli, leading some to
talk of social reticence rather than behavioral inhibition when
discussing this temperamental disposition in preschoolers and
older children. Fox and colleagues (e.g., Schmidt & Fox, 1999)
argued that at least two forms of social reticence may have dif-
ferent neurobiological substrates. These forms differ in the ex-
tent to which a reticent or shy child is also motivated to be
social. Although both patterns reflect a diathesis to be stressed
in social situations, children who are both sociable and shy may
experience the most conflict between response tendencies and
thus may find new social situations to be the most stressful or
challenging.

Continuity in extreme inhibition has been examined
in several longitudinal studies. Generally speaking, shyness
shows modest continuity across childhood, although children
selected to be extremely shy often become less so with age
(e.g., Kagan, in press; Stevenson-Hinde & Shouldice, 1996).
Less continuity has been noted for children selected for high
reactivity early in infancy (Fox et al., 2001). Most infants
who show extreme negative reactivity at 4 months do not
remain behaviorally inhibited into childhood; nevertheless, a
small subset does remain so. As discussed later, there is some
evidence that consistently inhibited children may be more
extreme in their physiological markers of inhibition.

Studies of heart rate and heart rate variability or vagal tone
constitute the largest body of literature on physiological dif-
ferences between extremely inhibited and uninhibited chil-
dren. In several cohorts, children identified as extremely
inhibited during infancy have been shown to have higher and
more stable baseline heart rates and lower vagal tone (for a
review, see Kagan, in press). Higher and more stable baseline
heart rates continue to distinguish behaviorally inhibited chil-
dren throughout the preschool years. However, with con-
tinued development these baseline differences in heart rate
become more difficult to find. Thus, several studies of chil-
dren 7 years and older have failed to obtain differences be-
tween shy, inhibited children and uninhibited children using
baseline cardiac measures, although heart rate changes in
response to social stressors differentiate these groups (e.g.,
Marshall & Stevenson-Hinde, 1998; Schmidt, Fox, Schulkin,
& Gold, 1999). In studies of CORT activity there is also

evidence that between 3 and 7 years of age children become
increasingly capable of maintaining the normal diurnal de-
crease in CORT under normative conditions of social chal-
lenge (i.e., a day at daycare; Dettling, Gunnar, & Donzella,
1999). Furthermore, positive correlations between vagal tone
and age have been reported over this age period (e.g.,
Donzella, Gunnar, Krueger, & Alwin, 2000). It may be that
by about 7 years of age maturation of these systems allows
children, including those who are more fearful or inhibited, to
maintain basal functioning even in less protected contexts.

Recently, in attempts to understand the underlying neuro-
biological differences between extremely inhibited and unin-
hibited children, researchers have examined more direct
indexes of the forebrain systems presumably involved in
fearfulness and negative emotionality. To this end, startle
amplitude, a measure presumably mediated by the CEA, has
been employed in several studies. At 9 months, infants se-
lected at four months for extreme negative reactivity have
been shown to exhibit larger startle reactions during stranger
approach. Tested again at 4 years, however, larger startle am-
plitudes were not found for these children, although at this
older age only baseline startle was examined, and this might
not reflect the same underlying neural circuits (see Schmidt
et al., 1997).

Right frontal EEG asymmetry has also been examined in
relation to behavioral inhibition. Schmidt and Fox (1999)
recently reviewed their studies of EEG asymmetry on
81 children selected at 4 months because they were either
high negative, high positive, or low reactive in their behav-
ioral responses to stimulation. At 9 and 24 months, but not at
14 months, high negative infants exhibited greater right
frontal activity. At 48 months, the 4-month groupings no
longer predicted differences in frontal EEG asymmetry; how-
ever, asymmetry scores at 48 months were significantly cor-
related with concurrent measures of social reticence. When
children who were continuously extreme in inhibition were
examined separately from those who became less inhibited
with age, the continuously inhibited children exhibited
greater right frontal asymmetry at 9, 14, and 48 months (Fox
et al., 2001).

Consistent with the relative lack of baseline physiological
difference between inhibited and uninhibited school-aged
children, Schmidt et al. (1999) recently failed to find base-
line asymmetry differences in 7-year-olds selected to be
extremely shy. However, they did find that these children
showed a greater increase in right frontal EEG asymmetry as
the social stressor became more intense. Thus, right frontal
EEG asymmetry does seem to be associated with behavioral
inhibition, although as with other physiological measures,
differences are not always obtained, even when extreme
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groups are chosen. As with other stress-sensitive physiologi-
cal systems, the capacity to detect baseline differences re-
lated to behavioral inhibition may decrease with age.

Dissociations between behavioral and physiological
indexes of fear and stress are often noted (e.g., Quas, Hong,
Alkon, & Boyce, 2000). Some of these dissociations may
reflect the lack of specificity of the physiological measures.
Thus, for example, low vagal tone may reflect low emotional
expressivity and not just high fearful inhibition (e.g., Cole,
Zahn-Waxler, Fox, Usher, & Welsh, 1996; Porges, 1995a).
More specific measures of sympathetic activity may help
clarify cardiac associations with extremely inhibited behav-
ior (e.g., pre-ejection period; Berntson et al., 1993). Selecting
children based on physiological extremes, and not merely be-
havioral extremes, may also be useful (see Fox, 1989). How-
ever, even when all of these analytic choices are made, it is
likely that the associations between physiology and behavior
will remain elusive. We suggest that this is because context
and the resources children need to cope with challenge mod-
erate relations between temperament and the activity of these
stress-sensitive physiological systems.

Studies of CORT and temperament make this last point
most clearly. While higher CORT levels for shy, inhibited
children have been noted in several studies (for review, see
Gunnar, 2000), particularly in new social situations, it is
often the extroverted children who exhibit greater CORT
responsivity (e.g., Davis, Donzella, Krueger, & Gunnar,
1999). At first glance this seems incongruous. Why would
extroverted children be stressed by meeting other children,
an activity that they seem to enjoy? However, activation of
the stress system should help children mobilize the resources
they need to facilitate adaptation to new situations. Perhaps
extroverted children are better at mobilizing to meet social
challenge. If so, the critical question may be not whether
children react initially, but how rapidly they dampen their
reactivity. Indeed, there is evidence that as social situations
become familiar, socially competent, outgoing children show
reduced CORT activity and associations between high CORT
activity and negative, emotional temperament become more
likely (see Gunnar, 1994). However, even when young chil-
dren are familiar with the social situation, higher stress sys-
tem activity is less often associated with shyness and more
often associated with behaviors such as low frustration toler-
ance and aggression—behaviors that cause preschoolers to
be disliked by their peers. In fact, peer rejection appears to be
an important predictor of high CORT levels in preschool
classrooms (Gunnar, Tout, de Hann, Pierce, & Stansbury,
1997). Combined, these findings strongly suggest that behav-
ioral inhibition is not the only temperamental disposition
associated with greater stress reactivity in young children.

Furthermore, they point to the importance of context and re-
lationships in determining how temperamental differences
among children impact the activity of stress-sensitive physi-
ological systems. In the following section we deal with
caregiver-child interaction. However, it is important to note
that the psychobiology of stress in early childhood includes
peer- as well as adult-child relations.

Stress and Caregiving Relationships

In work with animals it is well documented that maternal
behavior shapes the reactivity of stress-sensitive systems
(e.g. Caldji et al., 1998; Levine, 1994). In rats, dams that
spend the most time licking and grooming their pups and ex-
hibit well-organized nursing behavior have pups that grow up
to be less fearful of novelty, compared to the offspring of
mothers low in these behaviors. A number of neurobiological
changes accompany these differences in fear reactions, in-
cluding more rapid containment of the HPA stress response,
less evidence of CRH activity in the CEA, BNST, and LC,
and decreased NE in response to psychosocial stressors
(Caldji et al., 1998). In primates, there is strong evidence that
contact with the mother buffers the stress response (e.g.,
Levine & Weiner, 1988). As long as the infant monkey can
gain access to the mother, elevations in CORT to a variety of
stressors are reduced, even though the infant may still show
agitated, distressed behavior.

In human adults, supportive social relationships moderate
the impact of stressful life circumstances on emotional and
physical health (Berkman, 1995). In young children, studies
of the quality of mother-infant attachment have yielded evi-
dence that secure attachment relationships function to regu-
late the activity of stress-sensitive systems (see review by
Gunnar, 2000). This has been demonstrated during the
strange situation task used to assess attachment security, as
well as when attachment security is examined as a moderator
of temperament-physiology associations in response to other
stressful stimuli. Under both kinds of testing situations, both
insecure avoidant (A) and insecure resistant (C) infants
exhibit larger and more prolonged CORT and heart rate
increases (see also Spangler & Grossmann, 1993; Sroufe &
Waters, 1979). Furthermore, behavioral indexes of distress or
inhibition appear to be associated with heightened CORT
responses only when infants and toddlers are tested in the
presence of a parent with whom they have an insecure at-
tachment relationship (e.g., Spangler & Schieche, 1998).
Similar results have been obtained for preschool-aged chil-
dren. Thus, among 4.5-year-olds, highly inhibited children
who were insecurely attached had the highest heart rates
during mild social challenges, whereas highly inhibited
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children who were securely attached had the lowest heart
rates (Stevenson-Hinde & Marshall, 1999). Thus, although
there is an ongoing debate between attachment and tempera-
ment theorists over whether these attachment classifications
reflect behavioral inhibition rather than relationship quality
(e.g., Belsky & Rovine, 1987), the preponderance of the
evidence indicates that differences in stress reactivity be-
tween children in secure and insecure relationships are not a
reflection of temperament. Rather, they reflect the role of at-
tachment security in moderating relations between tempera-
mental fearfulness and stress system activity.

Attachment theorists argue that infants form secure rela-
tionships with caregivers who are sensitive and responsive to
their signals. A number of researchers have questioned the
strength of these associations (e.g., Goldsmith & Alansky,
1987); however, evidence suggests that these qualities in a
caregiver are associated with reduced stress system activity.
Infants interacting with an insensitive, unresponsive mother
or those randomly assigned to an unresponsive babysitter
have been shown to produce increasing levels of CORT dur-
ing play bouts (e.g., Gunnar, 2000; Spangler, Schieche, Ilg,
Maier, & Ackermann, 1994). Furthermore, mothers suffer-
ing from clinical depression, who often have trouble being
sensitive and responsive, have infants who tend to show
right frontal EEG asymmetry and higher CORT levels (e.g.,
Dawson & Ashman, 2000). Controlling for numerous other
factors, it appears that the depressed mothers’ unresponsive,
intrusive behavior shapes higher CORT and greater right
frontal EEG activity (see Dawson & Ashman, 2000). In addi-
tion, the timing of maternal periods of clinical depression ap-
pears to matter. Periods of depression during the infant’s first
year have been shown to predict higher CORT levels at age 3,
whereas periods of depression during the second and third
year predict greater right frontal EEG patterns at three years.
Dawson and colleagues speculate that their findings may re-
flect sensitive periods for the organization of different aspects
of the stress system; however, they also note that these data
are preliminary and need replication.

Although the results just described strongly suggest that
sensitive, responsive parenting regulates the young child’s
stress system, there is some evidence that overly responsive,
overly solicitous parenting may do the opposite. Thomasgard
and Metz (1993) argued that from the best of intentions par-
ents may feel that they need to step in to protect their anxious
child from upsetting experiences and may intrude into their
ongoing activities in ways that are overly protective and
overly solicitous. Overly solicitous, intrusive caregiving dur-
ing threat is associated with larger CORT increases among
toddlers and predicts insecure attachment classification
(Nachmias, Gunnar, Mangelsdorf, Parritz, & Buss, 1996).

Similarly, parents who are extremely affectionate with and
solicitous of infants selected for high negative reactivity at 4
months are more likely to have infants who become ex-
tremely inhibited in their second year than are less affection-
ate and solicitous parents (Arcus, Gardner, & Anderson,
1992). Such parenting might increase fearfulness and stress
reactivity because it is insensitive, is organized more around
the parent’s anxiety about the child than the child’s actual
needs, and reduces the child’s experiences of self-regulation.
Regardless, these data suggest that we need more studies of
caregiving in stressful circumstances to understand how what
the caregiver does during periods of high challenge influ-
ences both the parent-child relationship and the child’s
developing stress system.

Animal studies document that not only normal variations
in caregiving but also early maltreatment influence the devel-
oping stress system. There are too few studies of early mal-
treating rearing environments in humans to know whether
early experiences shape the stress system in our species (for
review, see Gunnar, 2000). In several studies of children who
were severely maltreated during their first years of life, eleva-
tions in baseline CORT and catecholamine production have
been noted several years after removal from their maltreating
contexts. Similarly, in a recent study of women who were
sexually abused during childhood, heightened ACTH re-
sponses to a social stressor were found both for those who
were and those who were not clinically depressed. However,
the situations that result in maltreatment in humans are
complex. Any of a number of factors beyond caregiver-infant
interaction, including lack of adequate stimulation, malnutri-
tion, and inadequate medical care might be involved in
producing alterations in the development of the stress system.
As in other domains of early human experience, proving that
maltreatment at the hands of caregivers early in development
has permanent effects on the developing stress system will be
difficult.

SUMMARY AND CONCLUSIONS

The last several decades have seen tremendous advances in
our understanding of the neurobiology of the human stress
system. Research on the development of stress reactivity
and regulation in infants and children has burgeoned in re-
cent years due largely to the development of noninvasive
measurement techniques. However, we are still far from un-
derstanding the processes through which individual differ-
ences in stress become organized. Repeatedly throughout this
review we have noted where basic information is lacking.
Much of this information involves normative data on the
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organization of stress reactivity and regulation at different
points during early development. As in the study of emo-
tional development more generally, we have much more in-
formation about individual differences in stress reactivity
than we do about normative patterns of development and
change. However, unless we develop this latter body of
knowledge, it will be difficult to explicate the origins of
individual differences in stress reactivity and regulation.
Research on temperament, especially extremely inhibited
temperament, has motivated much of the research on early
stress reactivity and regulation. Although this work has been
aimed at documenting the stability of temperamental differ-
ences among children, the evidence strongly suggests that
most children do not remain extremely fearful or inhibited
throughout infancy and early childhood. Change is as likely,
or even more likely, than stability. Studies of caregiver-child
interactions indicate that qualities of care, including sensitiv-
ity and responsiveness, are related to reactivity and regula-
tion of the stress system in infants and young children. It
seems likely that transactional processes shape the develop-
ment of the stress system in humans as they appear to in other
mammals. These processes, including the child’s role in in-
fluencing the nature of his or her experiences, remain largely
unexplored. We argue that an adequate understanding of the
development of stress and emotion in early childhood will
require attention both to the transactional nature of the influ-
ences that shape differences in stress responsivity among in-
dividuals and to the ways these transactions emerge and
change during the early years of life.
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Day nurseries and creches have come in for particularly heavy
criticism . . . and the World Health Organization actually as-
serted that their use inevitably caused permanent psychological
damage. There is no evidence in support of this view. Of course,
day nurseries vary greatly in quality and some are quite poor.
Bad child care whether in day nurseries or at home is to be
deplored but there is no reason to suppose that day nurseries, as
such, have a deleterious influence. (Rutter, 1976, p. 160)

A generation ago, infants and toddlers were being described
as the new school-age children, in response to what then was
an unprecedented demand in the United States for infant and
toddler child care (Fitzgerald, Strommen, & McKinney,
1977). In 1940 only 10% of children had mothers in the labor
force. By 1970 that percentage had risen to 36%, and today
nearly 70% of all children under 5 years of age have mothers
who work outside the home (Hernandez, 1997). Impetus for
the accelerated demand for child care of very young children
that occurred from 1940 to 1970 was fueled by many factors,
not the least of which was Franklin Delano Roosevelt’s
authorization of the Works Progress Administration toward
the end of the Depression, which established the first U.S.
government-funded child care programs for families in need.
In 1944 Congress passed the LanhamAct, thereby authorizing

use of federal funds to support child care for all children,
beginning at 2 years of age. By 1945 there were slightly more
than 1.5 million children enrolled in full day care centers or
nursery schools.

Reviews of the child care literature have described his-
torical trends in the study of nonmaternal child care (Scarr &
Eisenberg, 1993; Clarke-Stewart, Allhusen, & Clements,
1995), cross-cultural perspectives on siblings as caregivers
(Zukow-Goldring, 1995), kinship care (Wilson & Chipaungu,
1996), contextual setting events and cross-cultural variations
in child care (Lamb, 1998), and criteria for selecting child
care (Honig, 1995). The extant literature on infant and
toddler child care supports the broad conclusion that supple-
mental nonmaternal child care is not harmful to infants and
toddlers—and in fact can be beneficial both to child devel-
opment and to the quality of the parent-child relationship.
Nevertheless, there are many issues that remain unresolved
about supplemental child care during the birth-to-three years.
There is consensus that quality is the key to success of child
care, regardless of where that care takes place. However, the
defining features of quality have not been fully articulated—
either for parental child rearing or for nonparental child
care. There is increasing recognition that fathers play an im-
portant role in early child development, but there is not much
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specificity as to what that role actually is. We know far more
about characteristics of children that are correlated with
father absence, but we know little about the effects of father
presence on child development. Although there is consider-
able research assessing the impact of nonparental child care
on child development, no theoretical or conceptual model
currently provides an overarching framework to guide sys-
tematic research in this area. Attention is directed to issues re-
lated to the physical settings within which nonparental child
care takes place, with a distinct focus on health and safety is-
sues, child-to-adult ratios, and training of care providers. In
contrast, less attention is given to issues related to the quality
of the care provider-child relationship. If the quality of the
adult-infant relationship comprises the core of human social-
emotional development as attachment theorists would have
it, then one would expect that the relationships that infants
and toddlers have with their child care providers would con-
tribute to emotion regulation during early childhood.

In this chapter we examine selected aspects of the child
care literature to identify streams of research that may best
inform efforts to establish benchmarks for quality care of
infants and toddlers, particularly in nonparental child care
settings. We propose that the study of the impact of early
child care would be facilitated by adopting ecological
approaches—such as that embodied in systems theory—in
order to provide organizational structure to the field. We
briefly review several national and local studies of the impact
of early child care that have in common use of randomized
designs and research designs that provided tracking of chil-
dren over time. Then we draw attention to four focal issues—
infant temperament, caregiver-child relationships, father
involvement, family risk load—and suggest that each should
be a targeted domain in the overall assessment of the impact
of nonparental child care on infant and toddler development.
Finally, we close with a discussion of evidence that may be
used to establish benchmarks of quality for nonparental care
of infants and toddlers.

NONPARENTAL CHILD CARE OF
INFANTS AND TODDLERS

Today’s demand for supplemental child care for infants and
toddlers makes yesterday’s reference to new school-age chil-
dren a gross understatement. According to data from the
National Household Survey (1999), 61% of all children
4 years of age or under participated in some form of regularly
scheduled child care; this includes 44% of infants younger
than 1 year of age, 53% of 1-year-olds, and 57% of 2-year-
olds. Today, approximately 12 million children younger than

4 years of age receive some form of partial or full-time non-
maternal child care involving as many as 40 or more hours in
nonparental care.

Throughout human history, the care of children rarely has
been the mother’s exclusive responsibility. However, power-
ful theories of human development emerged during the twen-
tieth century that focused attention to mother as the primary
caregiver for infants and toddlers. Early in that century,
Freud’s (1946) psychoanalytic theory and Piaget’s (1952)
theory of genetic epistemology drew attention to the first 3
years of life as uniquely important for personality develop-
ment and cognitive development, respectively. Bowlby
(1969) drew heavily from psychoanalytic theory to articulate
an extraordinarily influential theory of early personality de-
velopment as emergent from the quality of the mother-infant
relationship. Prior to Bowlby’s work, Spitz (1965) focused
attention on the impact of maternal and sensory deprivation
on infant development. Ainsworth subsequently developed a
research procedure, the Strange Situation, that has had a pro-
found impact on the study of the quality of the mother-infant
social-emotional relationship (Ainsworth, Bleher, Waters, &
Wall, 1978). Although attachment theory and research meth-
ods have markedly advanced knowledge of early personality
development, affect regulation, and interpersonal relation-
ships, they also created an atmosphere highly suspicious of
nonmaternal child care, especially during the first year of life.
In addition, they directed such strong attention to the mother-
child relationship that the father nearly became a forgotten
parent with respect to his parenting role during early child-
hood development (Coley, 2001). Although few developmen-
tal theorists continue to hold onto the view that the events of
infancy rigidly determine subsequent outcomes (Rutter,
1995), contemporary brain research asserts that the impact of
environmental events on neurobehavioral systems in the
early years of development need to be carefully considered
(Shonkoff & Phillips, 2001).

There is a tendency in the literature to discuss care of
children by individuals other than a parent as nonmaternal
child care. Although many authors have drawn attention to
the fact that throughout human history, “the exclusive care of
infants by their mother is an exception rather than a rule”
(Werner, 1988, p. 105), supplemental caregivers tend to be
other women more often than to be men. Even in cultures that
have official policies granting parental leave to men, rela-
tively few men participate equally in the routine care of their
infants and toddlers (Mackey, 1996; Salmi, 1994). For exam-
ple, Finland has one of the highest percentages of women in
the workforce of any country of in the world (80%). Parents
receive 11 months of parental leave, the first 105 days of
which are reserved for mothers. Thereafter, mothers and
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fathers can choose among a variety of options for allocating
the remaining months of parental leave to one or the other
parent. However, in relatively few families (4%) do fathers
choose to take advantage of the parental leave policy (Salmi,
1994). After 11 postnatal months, families may enroll their
toddlers in municipal day care (government-supported child
care centers), private day care, or at-home day care. Families
choosing options other than municipal child care receive
government subsidies to help offset the costs. In Finland (as
elsewhere) parental leave policies are associated with lower
demand for nonparental infant child care (Kamerman &
Kahn, 1995).

The options for nonparental child care in Finland are
essentially those found everywhere. Nonparental child care
basically takes place in one of two basic settings: in a center
or in someone’s home. Centers can be located practi-
cally anywhere—schools, workplaces, religious institutions,
universities, shopping centers, apartment buildings, or inde-
pendent private buildings. Although center-based care his-
torically involved preschool-aged children, the number of
infants and toddlers in such care is increasing. Home-based
child care varies, with some infants and toddlers cared for in
their own homes (at-home day care) and others cared for in
someone else’s home, often referred to as family day care or
kinship care (Wilson & Chipungu, 1996). Child care that is
provided in the child’s own home is convenient, but it is also
the most expensive type of child care when it is provided by
a nonrelative. Kinship care that takes place in the child’s
own home generally is provided by grandparents, older sib-
lings, or others with the likelihood that services are free or
of minimal cost (Wilson & Chipungu, 1996). On the other
hand, kinship care often involves low-income families and
chosen because it is the only affordable option available to
families. When kinship care takes place in the home of a rel-
ative, the financial arrangements vary greatly. The issue of
financial support to enhance the quality of kinship care is a
matter of current policy debate (Hornby, Zeller, & Karraker,
1996). Because kinship care and family care take place in
the child care provider’s home, it often means that the num-
ber of children being cared for is relatively small. When sev-
eral children are involved, their ages may vary substantially.
Multiple age groupings retain a sense of family structure,
with older children available as models and teachers for
younger children.

Traditional caregiving provided by nonparental persons to
infants and toddlers while their parents work is referred to as
child care. Nonparental caregivers are referred to as child
caregivers, child care providers or workers, domestic care-
givers, educators (those providing both education and care),
or teachers. Although some may also be called day care

workers, the term day care is used less often as more parents
work nontraditional hours, thus requiring child care services
evenings, overnight, and on weekends. The term child care
provider is rapidly becoming the generic descriptor for all
child caregiving services provided to infants and toddlers in
the absence of their parents. Regardless of the descriptor used
to depict nonparental care providers and regardless of where
such care takes place, there is a need for some overarching
organizational structure to guide the systematic study of the
impact of nonparental care on infant and toddler develop-
ment in all of its cultural complexity and diversity (Cochran,
1993; Kontos, Howes, Shinn, & Galinsky, 1995; Morelli &
Verhoef, 1999). For example, studies of the impact of non-
parental child care on child development does not yet take
into account the full impact of such ecological variables as
geographic region, family structure, and maternal character-
istics (Singer, Fuller, Keiley, & Wolf, 1998). Singer et al.
demonstrated that the type of child care parents choose is
influenced by such variables as parental race and ethnicity,
geographic location of residence, maternal employment,
child age, maternal education, and number of children in the
family. We believe that ecological models of human develop-
ment—especially those that embrace some variant of systems
theory—provide the best hope for organizing and directing
the systematic study of such diverse sources of impact (see
Table 6.1).

SYSTEMS THEORY: AN ORGANIZING
FRAMEWORK FOR THE STUDY OF
NONPARENTAL CHILD CARE

In the 1930s Ludwig von Bertalanffy, dissatisfied with both
mechanistic and vitalist attempts to explain the organization
of living things, articulated an alternative organismic posi-
tion which he subsequently named general systems theory
(von Bertalanffy, 1950, 1968). Since then a number of inves-
tigators have expanded and refined systems theory into a
powerful conceptual framework for organizing the study of
adaptive behavior and adaptive functioning applicable across
the life span. Systems theorists view the organization of all
systems as emergent, epigenetic, constructive, hierarchically
integrated (Bronfenbrenner, 1979; Ford & Lerner, 1992;
Gottlieb, 1991; Miller, 1978; Sameroff, 2000) and potentially
chaotic (Thelen & Smith, 1994). Moreover, systems theorists
believe that the ecological context within which systems de-
velop plays a key role in the organizational process. Because
the components of any system are interdependent, it follows
that attempts to understand adaptive functioning at one
level require that we understand how that level is embedded
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TABLE 6.1 Variables Affecting Family Choice of Child Care

within the broader system of which it is a part. Moreover, be-
cause systems theory posits that all components of a system
are interdependent, the parts derive their meaning only in the
context of intersystem and intrasystem relationships.

Assessing the impact of any kind of child care on child
development requires longitudinal research approaches. One
can easily assess proximal impacts with cross-sectional de-
signs, but only through longitudinal designs can one assess
changes that occur in relation to events that occur over the life
course. From a systems perspective, identifying causal factors
related to child care outcomes must take into account intra-in-
dividual (within the individual), interindividual (between in-
dividuals), contextual (social-historical-temporal events or
situations), and organism-environment transaction (ecologi-
cal, bidirectional) sources of variance. Relying on main effect
or direct effect models is unlikely to reveal much about the
dynamic changes that occur during the birth-to-three years.

Within this multilevel approach, we focus on four aspects
of the child care system: primary system characteristics
(characteristics of individual units—child, family, neighbor-
hood—of a system), intrasystem relationships (parent-child,
spousal, sibling, kinship interrelationships), adjunctive sys-
tem influences (ecological contexts that impact the primary
system), and intersystem relationships (boundaries, barriers,
transitions; Fitzgerald, Zucker, & Yang, 1995). Recent ac-
counts of the impact of neighborhood poverty on child devel-
opment illustrate the nesting of risk factors in communities
(Duncan & Brooks-Gunn, 1997) and support the hypothe-
sis that risky neighborhoods envelop individuals and families
within maintenance structures that sustain risk (Zucker et al.,
2000). For example, very young children reared in antisocial
alcoholic families are more likely to be exposed to parents
who themselves had childhood behavior problems, illegal
behavior, frequent arrests, chronic lying, relationship distur-
bances, depression and family violence, neuroticism, poor
achievement and cognitive functioning, and low socioeco-
nomic status (SES; Fitzgerald, Puttler, Mun, & Zucker 2000).
There is also evidence of assortative mating in such families.
This suggests that the nesting environment within which
children with a high family history for alcohol are reared also
carries a substantially higher risk load (Zucker et al, 2000).
Thus, antisocial alcoholic parents provide a high-risk rearing
environment that is very likely to be embedded within a high-
risk neighborhood (cf. Osofsky & Fenichel, 1994).

All development takes place in a complex environment
that consists of the primary system, the transactions that occur
within the primary system (Sameroff, 2000), and the transac-
tions that take place between the primary system and all of its
adjunctive systems (Carlson & Cassell, 1984; Fitzgerald
et al., 1995). Contemporary prevention programs designed to
enhance child development during the early years reflect this
thinking. They address issues related to child development,
parent involvement, consistency of care, and networking to
the broader community of human service agencies and to the
schools. To the extent that the primary system is embedded in
risk, adjunctive child care systems may be the child’s best
hope for being exposed to individuals and environments that
will stretch the boundaries that encapsulate the primary sys-
tem and will thereby generate resilience structures. The ques-
tion of specific interest for the current chapter is whether
nonparental child care generates resilience, enhances risk, or
at the least does no harm. With the exception of large feder-
ally funded studies of the impact of child care programs for
primarily low-income families, answers to this question will
require use of large-representative-sample, multifactorial,
interdisciplinary, prospective longitudinal research designs
more extensive than has typically characterized research

[Table not available in this electronic edition.]
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attempting to determine the impact of nonparental child care
for infants and toddlers.

EARLY CHILD CARE AND CHILD DEVELOPMENT

During the last third of the twentieth century, many studies of
child care programs appeared in the scientific and profes-
sional literatures. Often these studies described programs that
were narrowly focused—guided by a particular theoretical
model. Rarely did studies involve random assignment of par-
ticipants, use sophisticated quasi-experimental designs, or
collect outcome data over time. Moreover, they seldom in-
volved sample sizes sufficient to generate reasonable statisti-
cal power. Near the end of the century, however, significant
funding from several government agencies established large-
scale, longitudinal evaluations of the impact of early child
care programs. Nearly all of these studies emphasized child
development, parent involvement, and community network-
ing; some utilized random assignment evaluation designs,
some were center based, some were home based, and many
combined home- and center-based models. Although richly
diverse, modestly successful, and collectively limited, when
combined with the extant literature these studies provide sup-
port for the positive effects of quality supplemental care on
early child development, family functioning, and community
networking.

During the last decade of the twentieth century, agencies of
the United States government provided funding for significant
evaluations of the effectiveness of child care programs that in-
volved random assignment, large sample sizes, and repeated
assessments over time. For illustrative purposes we describe
the National Institute of Child Health and Human Develop-
ment (NICHD) Study of Early Child Care, the Administration
for Children, Youth, and Families national evaluation of Early
Head Start, and the Parent-Child Development Centers
(which actually were established as long ago as 1969–1970).
In addition, we briefly review outcomes from the Carolina
Abecedarian Project, for which there are substantive longitu-
dinal findings. For our final example, we describe outcomes
from the Goteborg (Sweden) Child Care Study.

NICHD Study of Early Child Care

The NICHD Study of Early Child Care was designed to
assess the impact of nonparental caregivers on a broad range
of child outcomes, including social-emotional development
(interpersonal relationships, self-regulation), cognitive de-
velopment (reasoning and problem solving), linguistic devel-
opment (receptive and productive language), achievement

performance (literacy, numeracy, school readiness), physical
development (height and weight), and health (immuniza-
tions, chronic illness, illnesses of childhood). Nonparental
caregivers included relatives (kinship care) and nonrelatives.
The context for caregiving varied from in-home, in the
provider’s home, and at child care centers. The NICHD
study was guided by ecological (Bronfenbrenner, 1979;
Bronfenbrenner & Morris, 1998) and developmental life-
course theoretical perspectives. Thus, the study was designed
at the outset to examine the impact of contextual influences
as well as the interaction between context and age-related ex-
perience. Some experiences are normative in that they occur
at narrowly circumscribed ages for most people (e.g., school
entry). Other experiences are nonnormative in the sense that
they are not linked to specific ages (e.g., parental divorce,
change in child care arrangement, family relocation). When
combined, the ecological and life course perspectives pro-
vide a framework for conceptualizing the relations of both
normative and individual contextual influences to develop-
mental pathways.

Because the NICHD study is longitudinal, it offers the
possibility of tracking the effectiveness of different models
(i.e., cumulation, endurance, sleeper, fade) proposed to ac-
count for the way in which early care experiences influence
later child behavior. The cumulation model suggests that
child care contributions aggregate over time such that chil-
dren in child care should show progressively stronger effects
over the course of their exposure. The endurance model pro-
poses that the effects of child care consolidate and persist
over time regardless of changes in the child’s educational
context. The sleeper model predicts that child care effects are
least likely to be evident during the time that infants and tod-
dlers are enrolled in child care, but emerge upstream at later
points in developmental time. The fade model suggests that
the effects of child care are transient and so will disappear
over time as more proximal events come to exert their influ-
ences on child behavior. The NICHD not only provided an
opportunity to assess these models, but also allowed investi-
gators to examine the relations between child care experi-
ences and concurrent psychological and health outcomes, the
effects of the home environment on child outcomes, and the
linkages between demographic and family characteristics and
child development (NICHD Early Child Care Research
Network, 1994, 1996, 1997, 2000).

Participants in the study were recruited from 24 desig-
nated hospitals at 10 data collection sites across the United
States. Factors such as location, availability, previous work-
ing relations with the site investigators, and the nature of the
patient load contributed to the selection of hospitals within
sites. A total of 1,364 newborn infants (and their families)
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were enrolled in the study, with the sample distributed ap-
proximately equally over the 10 sites. The enrolled families
included mothers who planned to work full time (53%), part
time (23%), and not at all (24%) during the child’s first year.
The enrolled families came from a wide range of socioe-
conomic and sociocultural backgrounds, as well as from di-
verse family arrangements (24% ethnic minority children,
11% mothers who did not complete high school, 14% single
mothers; these percentages are not mutually exclusive).

On a weekly basis, each site was expected to screen a mini-
mum of 20 newborn infant-mother dyads in the participating
hospitals for potential enrollment to the study. The exclusion
criteria for the hospital screening included (a) maternal age
(�18 years), (b) language proficiency (non-English speakers),
(c) family mobility (family planned a move with 12 months),
(d) infant medical status (medical complications or maternal
substance abuse), (e) maternal illness, (f ) adoption placement,
(g) lack of maternal cooperation in data collection, (h) family
involvement in other research, (i) residence in an neighbor-
hood posing excessive danger for data collectors, ( j) maternal
failure to complete the hospital interview, and (k) other
factors. In addition, researchers collected information about
the child’s gender, gestational age and weight, the mother’s
ethnic and racial identification, age, education, employment
status, and her partner’s residential status and education. Of
the original 1,364 families, 1,100 were still participating in
the study when most of the children were entering the third
grade, yielding an 80.6% retention across the 8 years of study
involvement.

Supplemental funding provided by the U. S. Department
of Health and Human Services enabled investigators to add
direct measures of fathers’ attitudes and perceptions in 6 of
the 10 sites (Arkansas, California, Kansas, North Carolina,
Pittsburgh, and Wisconsin). The fathers’ component enabled
investigators to examine not only fathers’ direct impact on
their children, but also the impact of fathers on the quality of
the marital relationship and the impact of maternal employ-
ment. Experience during early development was assessed
through a diverse array of measures designed to capture
the child’s experience in the context of home and family,
in child care, and eventually in school. Measures of social-
emotional, cognitive, linguistic, and academic development
and physical growth and health were used to assess chil-
dren’s developmental status. Selection of measures was
based on (a) the child’s developmental level, (b) the psycho-
metric properties of the measure, (c) the applicability of
measures to children and families varying in ethnicity and
socioeconomic status, (d) the amount of time needed to com-
plete the measure, (e) the relations among the different mea-
sures planned for each visit, and (f) the results of pilot

testing. Two criteria were considered in selecting specific
child outcomes to be assessed: (a) that the developmental
importance of the outcome construct was well documented
in previous research and theory, and (b) that there was reason
to hypothesize that children’s development in a particular
domain would be affected by environments of early child
rearing.

What have investigators found to date? Reports from the
National Institute of Child Health and Human Development
(NICHD) Early Child Care Research Network (2000) sug-
gest that during the children’s first year of life, there was high
reliance on infant care, very rapid entry into care postbirth,
and substantial instability in care. By 12 months of age, 84%
of the infants in the study had entered some form of non-
parental child care, with the majority starting care before the
age of 4 months. When they first entered care, 25% of the in-
fants were cared for by their father or their mother’s partner,
23% were cared for by other relatives, and only 12% were en-
rolled in child care centers. Over the first year of life, the ma-
jority of children in nonparental care experienced more than
two different child care arrangements, and more than one
third experienced three or more arrangements.

Economic factors were most consistently associated with
the amount and nature of nonmaternal care infants received.
For example, mothers with higher incomes and families that
were more dependent on the mother’s income placed their in-
fants in child care at earlier ages. Maternal personality and
beliefs about maternal employment also contributed. For ex-
ample, mothers who believed that maternal employment has
positive effects on children put their children in nonmaternal
care for more hours. Poor families were less likely than were
affluent families to use child care, but poor children who
were in care averaged as many hours as did children from
other income groups.

Observations of the quality of care at 6 months indicated
that more positive caregiving occurred when children were in
smaller groups, child-adult ratios were lower, caregivers held
less authoritarian beliefs about child rearing, and physical en-
vironments were safe, clean, and stimulating. Observed qual-
ity of care for poor children was generally lower than that for
nonpoor children when they were cared for by an unrelated
caregiver. The single exception was that poor children in
centers received better-quality care than near-poor children,
perhaps because they were more likely to be in subsidized
(and therefore perhaps more regulated) settings. Evaluation
of child care centers in relation to guidelines recommended
by professional organizations for child-staff ratios, group
sizes, teacher training, and teacher education indicated that
most classes observed in the study did not meet all four of
these guidelines.
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Analyses of the effects of family and child care on child
outcomes indicated that in general, family characteristics and
the quality of the mother’s relationship with her child were
stronger predictors of child outcomes than were child care
factors. Family factors predicted child outcomes even for
children who spent many hours in child care, and statistically
significant child care effects were relatively small in size.
Maternal depressive symptoms comprised one family predic-
tor of child outcomes (in addition to income level, education,
attitudes, and behavior). Children whose mothers reported
feeling depressed performed more poorly on measures of
cognitive-linguistic functioning at 36 months and were rated
as less cooperative and more problematic. However, depres-
sion effects on expressive language and ratings of coopera-
tion were moderated by maternal sensitivity, with sensitivity
predicting better outcomes more strongly among children of
depressed mothers.

Analyses controlling for nonrandom use of child care by
families of different socioeconomic backgrounds revealed
that among the aspects of child care studied, a relatively con-
sistent predictor of child outcomes was the observed quality
of care. When observed quality of caregivers’ behavior was
high, children had better cognitive and linguistic abilities,
showed more cooperative behavior with mothers during play,
and had fewer behavior problems. For children in center care
at 36 months, children had fewer behavior problems and
higher scores on language comprehension and school readi-
ness when classes met more of the guidelines recommended
by experts for ratios, group sizes, and teacher training and ed-
ucation. Higher-quality child care was also associated with
higher-quality mother-child interaction among the families
that used nonparental care. Additionally, poor-quality child
care was related to an increased incidence of infant insecure
attachment to mothers at 15 months, but only when the mother
was also relatively low in sensitivity and responsiveness.

Overall, type of child care by itself appeared to have rela-
tively limited impacts on child outcomes. At age 3, greater
cumulative experience in center care and early experience in
child care homes were both associated with better perfor-
mance on cognitive and language measures than were other
forms of care, assuming comparable quality of caregiving
environment. Experience with group care (settings with at
least three other children, not counting siblings), whether in
centers or child care homes, made some difference in several
social-emotional outcomes at ages 2 and 3. Children with
more cumulative experience in group care showed more co-
operation with their mothers in the laboratory at age 2, less
negative laboratory interaction with their mothers at age 3,
and fewer caregiver-reported behavior problems at both
ages. However, higher amounts of group experience before

12 months were associated with more mother-reported be-
havior problems at age 3, suggesting that benefits from group
care may begin in the second year of life.

The quantity of nonparental care was also a statistically
significant predictor of some child outcomes. When children
spent more hours in child care, mothers were less sensitive in
their interactions with their children (at 6, 15, 24, and 36
months) and children were less positively engaged with their
mother (at 15, 24, and 36 months, the ages at which child
engagement was assessed). In addition, analyses of attach-
ment at 15 months show that children who spent more hours
in child care and had mothers who were relatively insensitive
and unresponsive were at heightened risk for insecure
mother-infant attachments.

ACYF Study of Early Head Start

In 1994, the United States Congress reauthorized the Head
Start Act and stipulated that 4% of the appropriation was to
be used to establish Early Head Start. The percentage of
funding for Head Start diverted to Early Head Start has in-
creased steadily since 1994, and in 2002 reaches its final
authorized level of 10% of the Head Start budget (Raikes &
Love, 2002). Designated primarily as a child care program
for low-income families, Early Head Start is designed to en-
hance developmental outcomes for infants and toddlers and
to enhance family functioning (Jerald, 2000). The 1994 reau-
thorization of Head Start stipulated that procedures be estab-
lished to provide for continuous quality improvement of
programs and to monitor the fit between programs and com-
munity needs. The reauthorization bill of 1998 affirmed both
the continuous quality improvement policy as well as the
need to evaluate the extent to which Head Start and Early
Head Start were achieving their objectives (Raikes & Love,
2002). In order to monitor program quality, performance
standards were adopted in 1996. The standards define the ser-
vices that must be provided to children and families, although
they do not specify how such services must be delivered. The
lack of specificity for service delivery allows for greater di-
versity in programming across communities; it also gives
programs greater flexibility to develop community partner-
ships that are unique to family needs for high-quality child
care (Fenichel & Mann, 2001).

The Secretary of the Department of Health and Human
Services appointed an Advisory Committee on Services for
Families With Infants and Toddlers (1994), which identified
four key cornerstones of program quality that must be ad-
dressed by every Head Start and Early Head Start program:
child development, family development, community de-
velopment, and staff development (see Administration on
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Children, Youth, and Families, 2001; Fenichel & Mann,
2001). Of the four cornerstones, issues related to child de-
velopment were clearly identified as first among equals
(Fenichel & Mann, 2001). Moreover, the performance stan-
dards clearly specify that programs must acknowledge the
importance of relationships for infant and toddler develop-
ment, and this includes relationships with all caregivers, in-
cluding parents. Because parents are considered to be integral
to the delivery of quality child care, Early Head Start pro-
grams must address issues related to parenting skills, parent-
child relationships, and father involvement. In addition, all
children must be screened for developmental disabilities
within 45 days of enrollment. Ten percent of all openings in
EHS must be available for infants and toddlers with defined
disabilities. The number of infants and toddlers with estab-
lished conditions, environmental risks, or combinations of
these is substantial, and current EHS funding is insufficient to
provide child care programs for all eligible infants and tod-
dlers because of special needs. To achieve the flexibility nec-
essary to fit programming with community needs (Raikes,
Kisker, Paulsell, & Love, 2000), Early Head Start child care
program services are offered in formats that are designated as
(a) home-based, (b) center-based, (c) home-based, center-
based combinations, or (d) locally designated options.
Currently, there are 635 Early Head Start programs nation-
wide, serving 45,000 infants and toddlers.

Evaluation of Early Head Start

The Administration for Children, Youth, and Families
(ACYF) evaluation of Early Head Start (EHS) involves a
partnership among ACYF, Mathematical Policy Research,
Columbia University Center for Children and Families
at Teachers College, 15 universities, and program staff at
17 sites across the United States. Sixteen sites partnered with
university research teams and one site was directly affiliated
with Mathematical Policy Research, which also served as the
evaluation consultant for the full national study. Each site
was also independently funded to conduct local studies.
Thus, the evaluation of the impact of Early Head Start con-
sists of analyses of the integrated data from 17 regionally dis-
tributed programs (Commissioner’s Office of Research and
Evaluation, 1999a, 1999b), as well as the independent find-
ings from each of the program sites. In addition, separate
studies were conducted to assess the impact of EHS on
fathers, child care, health and disabilities, and welfare re-
form, and a longitudinal follow-up study is currently assess-
ing children as they make the transition from preschool to
kindergarten. A similar longitudinal follow-up to track chil-
dren’s transitions to elementary school is being planned.

The EHS research sites were selected to represent geo-
graphical and ethnic diversity within the constraints of the
income requirements for eligibility. Across the 17 sites,
3,001 families were randomly assigned to either an EHS pro-
gram or some other child care program that was available
in the local community. Randomization resulted in final
samples of 1,513 EHS eligible families enrolled in EHS pro-
grams and 1,488 EHS eligible families assigned to the con-
trol condition. Federal poverty guidelines were used to
determine income eligibility for Early Head Start. Families in
the control group were able to secure any kind of child care
available in their community with the exception of Early
Head Start. They were notified that they would have access to
Head Start if they continued to be eligible for the program
when their child was 4 years old. Originally, seven of the
EHS sites were home-based programs, four were center-
based programs, and six were mixed programs. In the na-
tional evaluation, all programs that were not exclusively
home-based or center-based were classified as mixed pro-
grams. Center-based programs provided all services to fami-
lies through the center (which also included a small number
of home visits). Home-based programs provided EHS ser-
vices through home visits, although families were able to use
other kinds of child care options as they wished. Mixed pro-
grams provided services to some families through centers,
home visiting, or some combination of these in addition
to local options (Commissioner’s Office for Research and
Evaluation, 1999a). Initially (1995, 1996), there were five
home-based, five center-based, and seven mixed programs.
Slightly more than 1 year later, eight programs were home-
based, four were center-based, and five were mixed; and by
1999, there were 2 home-based, 4 center-based, and 11 mixed
programs (Commissioner’s Office for Research and Evalua-
tion, 2001a). As parental needs for nonparental child care in-
creased, EHS programs responded by providing a greater mix
of options for parents. Obviously, the evaluation of program
effectiveness will have to take into account changes in the
type of child care options available to families over the
course of the longitudinal evaluation. Regardless of program
type, all programs were required to provide child develop-
ment services, to build family and community partnerships,
and to enlist support staff to provide high-quality services for
infants, toddlers, and their families. Thus, all EHS programs
are conceptualized as seamless systems, with responsibilities
for comprehensive child development, family functioning,
relationships with program staff, and connections to commu-
nity resources.

Evaluation data were collected at enrollment (baseline)
and at 5, 15, and 26 months after enrollment (parent services
interviews) and when children were 14, 24, and 36 months
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old (parent interviews, child assessments, and videotaped
parent-infant interactions). Only summary data from several
aspects of the 6–24 month assessment periods has been com-
pleted (Commissioner’s Office of Research and Evaluation,
2001a, 2001b). Although the findings are only preliminary,
they suggest that EHS programs have modest positive influ-
ences on child development, particularly with respect to en-
hancement of cognitive and language skills and reduction of
aggression and other behavior problems. No differences were
found for toddlers’ task-related emotion regulation or their
general interactions with mothers during a videotaped free-
play interaction. EHS parents were more knowledgeable
about infant-toddler development; engaged in more cogni-
tive, language, and literacy activities at home; were generally
more positively engaged with their children during free-play
interactions; were less likely to have spanked their child
(in the past week); and reported less marital conflict than did
mothers in the control group (Commissioner’s Office of
Research and Evaluation, 2001c). Some of the significant dif-
ferences between EHS and control groups at the 24-month
assessment are summarized in Table 6.2.

Center-based programs had their greatest impact on indi-
cators of child development and some parenting behaviors.

Home-based programs had their greatest impact on parenting
behaviors, child language, and parent participation in educa-
tion and job training. The mixed-approach programs were
most similar to the center-based programs, but also influ-
enced children’s social and language development. EHS
participation also seemed to have an energizing effect on par-
ticipating families because they were more than twice as
likely as control families to participate in parent education,
parent-child, or parent support group activities, and they
were more likely to benefit from key services available in
their communities. It will be several years before the national
evaluation of EHS reveals the full impact of EHS, but the
preliminary analyses of the 24-month data are extremely
encouraging. EHS appears to be having a positive impact
both on child development and parental competence and self-
sufficiency (Robinson & Fitzgerald, 2002).

Early Head Start and Home Visiting

The NICHD and EHS child care and child development pro-
grams each involved center-based and home-based compo-
nents, reflecting the fact that exclusive center-based care
during the early years—especially during infancy—is more

TABLE 6.2 National Evaluation of Early Head Start: Selected Global Impacts on Toddlers and Parents
at 24 Months

EHS Group Control Group Effect Size
Outcome Mean Mean Percent

Bayley Mental Development Index 90.1 88.1 14.9a

Percentage with MDI below 85 33.6 40.2 13.5a

Percentage combining words 81.0 77.9 7.4
Vocabulary production score (CDI) 56.3 53.9 10.8a

Sentence complexity score (CDI) 8.6 7.7 11.4a

Aggressive behavior problems 9.9 10.5 10.2a

Child negativity toward parent 1.7 1.8 8.0
Child engagement of parent during structured play 4.3 4.2 7.6

Parent supportiveness in structured play 4.1 3.9 13.5a

Parent detachment in structured play 1.4 1.5 10.4a

Percentage of parents who read to child daily 57.9 52.3 11.3a

Percentage of parents who read to child at bedtime 29.4 22.6 16.0a

Knowledge of Infant Development Inventory 3.4 3.3 12.3a

Parent-child activities 4.6 4.5 11.7a

Percentage of parents who spanked child in 47.4 52.1 9.4a

previous week
PSI parental distress 25.0 25.9 10.2a

Percentage of parents who ever participated in 48.4 43.7 10.7a

an education or job-training program in first
15 months

Items were selected from a list of 41 impacts to illustrate the kinds of statistically significant impacts obtained at the
24 month assessment period.
aCommissioner’s Office of Research and Evaluation and the Head Start Bureau, Administration on Children, Youth, and
Families, Department of Health and Human Services (December–January, 2001). Building their futures: How Early
Head Start programs are enhancing the lives of infants and toddlers in low-income families: Summary report (pp. 17–18).
Washington, DC: U.S. Department of Health and Human Services.
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the exception than the rule. For example, approximately 85%
of infants receiving nonparental child care do so in their own
homes, in the home of a care provider, or the home of a rela-
tive. In large measure, our knowledge of the effectiveness of
early child care is generated from a database that is not repre-
sentative of the population (an oversampling of low-income
families), or of the contexts within which early child
care takes place (an oversampling of center-based child care
settings). Although there is great controversy in the litera-
ture about the effectiveness of home-visiting programs, the
weight of that evidence is slowly shifting to questions of
for whom and under what circumstances rather than whether
home visiting is or is not effective in enhancing child devel-
opment (Tableman, 2001). Moreover, as exemplified by two
of the successful national demonstrations of child care for
infants and toddlers that spanned low- to middle-class sam-
ples (EHS and NICHD), programs that combine some form
of home visiting with other types of child care have generated
some of the best benchmark guidelines for quality care
to date.

However, there is an interesting paradox with respect to
home visiting. Most home-visiting programs are designed
to have a direct impact on parents and an indirect impact
on the child. Of course, in many EHS programs involving
home-based–center-based combinations or mixed models,
there are both direct and indirect pathways leading to desired
outcomes. In any of these cases, the home-based component
is designed to enhance parenting skills and knowledge of
child development, as well as the parent-infant relationship.
Because home visitors work with parents to develop their
parenting skills, the quality of their family relationships, and
their ability to access human services within their communi-
ties, their immersion in child care can be as extensive as that
of relatives or nonrelatives if one excludes the direct provi-
sion of care. Seldom have such programs been offered to care
providers in nonparental child care settings even though
infants and toddlers in such settings can have nonparental
caregiving for as much as 40–50 hours per week (Smith,
2000). The concept of home visitor is implicit in the Head
Start/Early Head Start training and technical assistance sys-
tem designed to provide broad based support for all HS and
EHS programs, regardless of the specific mix used by any
specific program to deliver high-quality child care. Training
and technical assistance staff visit program sites, assist with
evaluating needs of program staff, and develop training
opportunities related to identified needs (Mann, 2002).
Training and technical-assistance on-site visits to programs
during the implementation phase of EHS indicated that the
time required to establish programs and to coordinate all of
the necessary support components to assure quality care was

underestimated. As a result, many programs needed to reor-
ganize their approaches even while they were implementing
new child care services (Mann, 2002). Because child care
home-visitors help families to develop service delivery plans
that are unique to family needs (parental age, parent-child
interaction patterns, family resources, family composition)
and that are extensions of the child care program, disruptions
in the base child care program can have a negative impact on
the home-visiting part of the child care service. For example,
Gill, Greenberg, and Vazquez (2002) found that changes
in program structure negatively affected home-visitor job
satisfaction, work motivation, and staff turnover during the
transitional period of program reorganization. Because adult-
child relationships comprise a critical component of infant-
toddler child care regardless of setting, studies of stability of
care providers in child care centers reveal essentially the
same findings as those found for home visitors (Raikes, 1993;
Rubenstein, Pedersen, & Yarrow, 1977). Stability enhances
the quality of the care-provider–child relationship and the
social-emotional development of the child. Oppenheim, Sagi,
and Lamb (1988) found that attachment security was related
to personality characteristics of Israeli kindergarten children,
but it did not predict specific characteristics such as ego-
control, empathy, achievement orientation, or independence.
When changes in care provider do occur, infants and toddlers
seem more likely to be negatively affected if change occurs
during the second year of life (13–18 months) or if changes
are frequent (Howes & Hamilton, 1993).

Examples of home visiting programs appear in Table 6.3.
Although EHS programs are most likely to use infant mental
health services or parents as teachers home visitor models, the
Prenatal Early Infancy Project (PEIP) is one of the best-known
home visitor intervention models because of the strong impact
it obtained with a high-risk sample. The PEIP was developed
to determine whether a home-visiting program could prevent
poor developmental outcomes for infants of high-risk mothers
(Olds 1988; Olds, Henderson, Chamberlin, & Tatelbaum,
1986; Olds, Henderson, Tatelbaum, & Chamberlin, 1986,
1988). Mothers were low-income, single, or teenage. Like the
NICHD and EHS child care evaluations, PEIP families were
randomly assigned to a treatment or comparison group. Fami-
lies in the treatment group received home visits every 2 weeks
during pregnancy and every 1–6 weeks for 2 years after birth.
During the home visits, nurses provided parent education,
helped mothers to develop informal support systems, and
connected families with community services. The interven-
tion was related to increased birth weight and gestation length
of infants born to teen mothers and to smoking mothers.
Throughout the first two postnatal years, mothers in the treat-
ment group were significantly less likely to have verified child
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TABLE 6.3 Examples of Home-Visiting Models for Enhancing Developmental Outcomes for Infants and Toddlers

Focus Purpose Population Served Contact

Relationship-based

Infant mental Promote positive parent- Parent-infant dyads at risk for or exhibiting disrupted Deborah Weatherson, Ph.D.
health services. infant interaction, healthy relationships, disorders of infancy, and/or delayed Merrill-Palmer Institute

infant development, and development of the child. Wayne State University
parental competencies. Detroit, MI

aa2233@wayne.edu

Steps toward effective Promote healthy parent- Poor, primarily, single, young first-time mothers; Martha Erickson, Ph.D.
enjoyable parenting. child relationships and most reporting a history of abuse in childhood University of Minnesota

prevent social-emotional and/or recent relationships. No more than
problems among children. a high school education.

Family Improve child’s First-time mothers, poor, lacking support, plus Christoph Heinike, Ph.D.
development development and parent’s other risk factors. University of California,
project. functioning and relationships. Los Angeles

Department of Psychiatry and
Biobehavioral Sciences 
760 Westwood Plaza,
Los Angeles, CA 90042

Information-based

Healthy Families Promote positive parenting Families with risk factors related to lack of support; Prevent Child Abuse America
America. and prevent child abuse low income; less than high school education; 200 South Michigan Ave

and neglect. history of substance abuse, mental illness, 17th Floor
abortions, marital or family problems. Chicago, IL 60604

www.preventchildabuse.org

Parents as Teachers. Educate and empower Infants no older than 6 months up to age 4. Parents as Teachers National Center
parents to become active Intended for any parent. 10176 Corporate Square Drive
participants in their child’s Suite 230 St. Louis, MO 63132
education. www.patnc.org

Building Strong Provide parents and Parents with limited resources, parents who may Jodi Spiccer,
Families. caregivers the knowledge or may not have limited literacy, and children age MSU-E

and skills needed to help birth to 3 years. 103 Human Ecology Building
their children reach their Michigan State University
potential. East Lansing, MI 48824

www.msue.msu.edu/msue/
cyffamily/bsfone/html

Behavior-based

Brief intervention Promote secure attachment Normal firstborn infants—from well-functioning D. C. van den Boom
with irritable by enhancing the mother’s low-income families—who were irritable and The Netherlands
infants. sense of efficacy in relating therefore difficult to care for; at risk of insecure

with her child. attachment because of irritability and low level of
maternal responsiveness characteristic of
low-income families.

Interaction Promote infant’s well- Difficult-to-engage families: resistant to Susan C. McDonough, Ph.D.
guidance. being through positive other forms of psychotherapy; young, University of Michigan

change in parent-infant inexperienced, cognitively limited, and
interaction. infants with failure to thrive, regulation

disorders, and organic problems.

Adjunct to health care

Montreal Home Promote child’s health and Working-class women between 18 and 35 years, C. Larson
Visitation Study. development. no more than high school education, firstborn

full-term infants.

Healthy Steps for 
Young Children
Program

Note. All programs have been evaluated using random assignment or comparison group designs with positive results. Material in this table was adapted from
B. Tableman (2000). Summaries of home visiting models for very young children (Best Practice Briefs No. 18). East Lansing: Michigan State University,
University Outreach Partnerships. Adapted with permission.
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abuse than were mothers in the comparison group; they pun-
ished their children less, made fewer trips to the emergency
room, and provided them with more appropriate toys (Olds,
1988). Mothers in the treatment group had greater increases in
their knowledge of community services, use of social sup-
ports, and dietary improvements; they also attended more
childbirth classes (Olds et al., 1986a, b) and returned to school
sooner (Olds et al., 1988) than did mothers in the comparison
group. One contributor to the success of PEIP was the rela-
tively low turnover in home-visitor staff.

Carolina Abecedarian Project

The Carolina Abecedarian Project was designed to strengthen
the intellectual competence and academic achievement of
children from low-income families (Ramey & Campbell,
1984). For this project, 111 infants with single black mothers
were randomly assigned either to an intervention group (57)
or to a control group (54). Infants in the intervention group
attended an educational child care program and the infants in
the control group did not. All infants received infant formula,
pediatric care, and supportive social services regardless of
their assigned group. The preschool intervention provided
early childhood education, pediatric care, and family support
services beginning in infancy and lasting until the children
entered kindergarten. The Abecedarian Project involved
families with multiple risks (Ramey & Ramey, 1998), includ-
ing poor maternal formal education, single-parent families,
adolescent mothers, and authoritarian approaches to child
rearing (Ramey, 2000; Ramey & Campbell, 1984, 1987;
Ramey & Ramey, 1998.

The Abecedarian Project shared common characteristics
with other early child care intervention programs, including
programming that was connected to other local services
for high-risk families, low child-to-teacher ratios, weekday
programming available 10 hours per day (7:30–5:30), use of
developmentally appropriate practices involving social-
emotional and cognitive-language skills, and family support
programs including pediatric care and nutritional supplemen-
tation. Because children in the control group also received
health care assistance, social services, and nutritional supple-
ments, any differences between groups can more readily be
attributed to differences in the quality of early child care the
children experienced (Ramey, 2000).

At 18, 24, 36, and 48 months of age, children in the inter-
vention group scored higher on measures of cognitive func-
tioning. By 4 years of age, children in the control group were
six times more likely to score in the mild mental retardation
range of the Stanford-Binet IQ test. When the infants
reached preschool age, another randomization took place and

children in the original intervention and control groups were
assigned to new intervention and control groups. Follow-up
studies conducted when the children were 12 indicated that
intervention children did significantly better on measures of
overall and Verbal IQ, but not Performance IQ. Children
in the control group, however, were more likely to have
IQ scores in the borderline range for mild mental retarda-
tion (F. A. Campbell & Ramey, 1990). Another follow-up
performed when the children were 15 indicated that children
in the preschool intervention group scored higher on mea-
sures of reading and mathematics than did children in the
control group. Moreover, more children from the control
groups were retained at grade level than were children from
the intervention group (F. A. Campbell & Ramey, 1994). By
21 years of age, individuals in the treatment group were more
likely to be in school (40% vs. 20%), and three times as many
young adults from the treatment group (than from the control
group) had either graduated from college or were still pursu-
ing their degrees (35% vs. 12 %). Moreover, only 12% of the
children in the treatment group received special education
versus 48% of the control group.

Parent-Child Development Centers

The parent-child development centers (PCDCs), first estab-
lished in 1969–1970, were designed to provide low-income
families with support for child development as well as parent
education. Mothers were the main targets for educational
services, including information on child development, health,
nutrition, parenting skills, and how to access community ser-
vices and build social networks. Sites varied across many di-
mensions, but most notably in service delivery, ethnic group,
program intensity, and home-based versus center-based con-
texts. A pre- and posttest evaluation strategy was used to
evaluate program outcomes. At two of the sites, program par-
ticipants scored higher than did controls on measures of pos-
itive maternal behavior. Dokecki, Hargrove, and Sandler
(1983) reported differences in 36-month IQ scores between
children in the program groups and those in control groups,
with program children scoring significantly higher. PCDCs
received negative evaluations for the quality of their facili-
ties, lack of space, high child-staff ratios, low language inter-
actions between parent and child, high dropout rates, and
limited health services. Program strengths included positive
affective environments, high-quality home-based services,
high use of educational services, and organized support for
the program. Initial program effects were positive but de-
clined at kindergarten age. Despite these strengths, no differ-
ences were found later in IQ or school achievement as a
function of the early preschool curriculum.
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One of the Parent-Child Development Centers (PCDCs),
the Houston Parent-Child Development Center, targeted pri-
marily Mexican-American parents and their 12-month-old
children (Johnson, 1988; Johnson & Breckenridge, 1982;
Johnson & Walker, 1987, 1991). Emphasis was given to en-
hancing the positive affective relationships between mothers
and their children. During the first year, families received
home visits from trained neighborhood peer-educators.
Weekend family workshops focused on issues of communi-
cation and support. When the children were 24 months of
age, they attended a nursery school program while their
mothers participated in classes on home management, per-
sonal development, and child development. After the 2-year
intervention, PCDC mothers had more supportive interac-
tions with the children than did comparison mothers. PCDC
children scored better on the Stanford-Binet Intelligence
Scale than did the comparison children. Follow-up studies
were conducted when children were between 4 and 7 years of
age and when they were 8–11 years of age. At the first follow-
up, mothers of children in the comparison group reported
higher levels of behavior problems—especially for boys—
than did mothers of children in the PCDC group. At the sec-
ond follow-up, teachers rated children in the comparison
group—especially boys—as having more behavior problems
than did children in the PCDC group.

Goteborg Child Care Study

The Goteborg study involved 140 Swedish 12- to 24-month-
old toddlers who were divided into three groups (center-
based, family day care, and home cared). Fifty-two of the
original sample were followed prospectively through 15 years
of age (J. J. Campbell, Lamb, & Hwang, 2000). Over the
course of the study, 43 children remained enrolled in family
day care (13) or center day care (30), and 9 others changed
from family day care to center day care. Data were collected
on the quality of the home environment, parent demograph-
ics, quality of the supplemental child care setting, and target
child peer interactions. Follow-up assessments were made
1 and 2 years after the initial data collection. Social com-
petence was also assessed when the children were 6.5 and
8.5 years old. Final data collection occurred when the children
were 15 years old.

Investigators found strong evidence of stability in child
behavior over the span of 3–15 years of age as measured by
indicators of social competence with peers during early de-
velopment. However, at both 8.5- and 15-year assessments,
neither the quality of home care nor the quality of supplemen-
tal child care was associated with social competence. There
are striking parallels between stability of social competence

in the Goteborg sample and stability of aggression in
Dunedin, New Zealand children over a 20-year span (Caspi,
Moffit, Newman, & Silva, 1996) and for externalizing behav-
ior problems over a slightly shorter span for children in
Michigan (Wong, Zucker, Puttler, & Fitzgerald, 1999).

Summary: Early Child Care and Child Development

Arich body of evidence has emerged that speaks to the positive
effects of quality supplemental care on early child develop-
ment. These research studies emphasize child development,
parent involvement, and community networking. Some use
random assignment evaluation designs and focus on different
types of nonparental care—center-based, home based, and a
combination of the two. Others use designs that allow for com-
parison of the effects of type of care on development. The most
illustrative examples of this work include the NICHD Study of
Early Child Care, the Administration for Children, Youth, and
Families national evaluation of Early Head Start; the Parent-
Child Development Centers, the Carolina Abecedarian
Project, and the Goteborg (Sweden) Child Care Study. Collec-
tively, these studies provide information about the type of non-
parental care children receive, the quality of that care, and the
impact of nonparental care on child outcomes. Additionally,
these studies shed light on the effect of comprehensive inter-
vention on child outcomes over time. In general, the majority
of infants start some type of nonparental care by the age of
4 months, experience multiple arrangements over the first year
of life, and have working parents. More positive caregiving
occurs when children are in smaller groups; child-to-adult
ratios are lower; caregivers hold less authoritarian beliefs
about child rearing; and physical environments are safe, clean,
and stimulating. Poor children experience poor-quality family
care but good-quality center care. Some studies report that
center care has a modest positive effect on cognitive and lan-
guage skills and reduction of aggression and other behavior
problems. Moreover, family characteristics and the quality of
mother-child relationships are stronger predictors of child
outcomes than are child care factors; hence, interventions—
including education and knowledge of child development—
that have an effect on parent behaviors are critical in having a
positive effect on children.

FACTORS INFLUENCING OUTCOMES IN EARLY
CHILD CARE RESEARCH

Regardless of whether supplemental infant care is delivered
via home visiting, child care centers, or some mixed model,
evaluation of early child care programs must take into account
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factors beyond those associated only with program compo-
nents. Recall the conclusion reached by members of the
National Research Council and Institute of Medicine (2000)
that the question is not whether early preventive-intervention
programs work, but for whom and under what circumstances.
This clearly was recognized in the national evaluations of the
NICHD Child Care Study and EHS, in which considerable
effort was devoted to assessing characteristics of children and
parents, parent-child interactions, and the ecological contexts
within which development takes place. The list of such
variables includes community characteristics (violence, com-
munity resources), family characteristics (poverty, single par-
enthood), parent characteristics (education level, substance
abuse, depression or other psychopathology, employment),
and child characteristics (disabilities, temperament). We be-
lieve that there are several critical areas in need of substantive
research with respect to their implications for nonparental
child care, regardless of whether that care is delivered in cen-
ters (including family child care), through home-based pro-
grams, or in mixed models. These areas involve child
temperament and its impact on the caregiver-child relation-
ship, mother-child social-emotional relationships, and father
involvement in child and family development.

Temperament

Temperament refers to individual differences in emotional,
motor, and attentional reactivity, as well as differences in self-
regulation (see also chapters by Gunnar & Davis and Thomp-
son, Easterbrooks, & Padilla-Walker in this volume). The
dominant view expressed in the literature is that such individ-
ual differences are biologically based, relatively stable over
time and situations, and evident fairly early in infancy (Strelau,
1998). References to variation in temperament date back to the
earliest writings of Greek physicians. Although Allport (1937)
was among the first to contribute a formal definition of tem-
perament, it was the work of Thomas and Chess (1977) that
sparked contemporary research on the role that infant tem-
perament may play in the development of parent-infant rela-
tionships. Instead of treating temperament as a characteristic
anchored exclusively in biology or personality, Thomas and
Chess conceptualized the impact of temperament within the
framework of parent-infant interactions, and considered good-
ness of fit between the child’s temperament and the child’s
parenting environment to be a major influence on the develop-
ment of normative and atypical behavior (Chess & Thomas,
1986, 1991; Thomas, Chess, & Birch, 1968).

Thomas and Chess began to use the term temperament—
originally referred to as individual reaction patterns—to de-
scribe individual differences in behavioral styles in relation

to children’s interactions with their environments, particu-
larly their caregiving environments. The impact of tempera-
ment resides in the goodness of fit between the child’s
(perceived) temperament and the demands and expectations
of the rearing environment. A good match is more likely to
result in minimal conflict and stress between the child and
significant adults in the caregiving environment, and a poor
match is likely to exacerbate conflict and tension between the
child and caregiver (Chess & Thomas, 1991). The bulk of the
research has investigated the implications of temperament for
mother-child interactions and relationships; little is known
about temperament in relation to father or child care provider
relationships.

The lack of knowledge about the impact of care-provider–
infant goodness of fit is disconcerting when one considers
that many infants and toddlers in center-based care spend as
many as 50 hours each week in out-of-home settings. This
may be especially troublesome for infants who are character-
ized as having difficult temperaments.

Thomas and Chess (1986) conceptualized difficult tem-
perament as consisting of five components: irregularity,
withdrawal from novelty, slow or no adaptation to change,
negative mood, and intense emotional reactivity. Since their
initial characterization, many investigators have defined diffi-
cult temperament differently, using a few as one trait and as
many as 10 (Windle, 1991). The search for a finite set of op-
erational components of difficult temperament is constrained
by the social and perceptual qualities of temperament. Thus,
what may be perceived to be difficult by one observer may be
perceived to be positive by another. The care provider may
be bothered by an assertive or somewhat uninhibited child,
whereas the child’s father may perceive these traits as posi-
tive and in fact reward them. It is possible, however, that
children with difficult temperaments actually display more
stability across situations. For example, difficult tempera-
ment has been linked etiologically to behavioral undercon-
trol, especially in the context of high family dysfunction
(Maziade, Caron, Cote, Boutin, & Thivierge, 1990); alco-
holism and substance abuse (Mun, Fitzgerald, Puttler,
Zucker, & von Eye, 2001); and poor academic functioning
(Martin, 1989). Scarr and McCartney (1983) proposed a
Patterson-type coercive model in which infant difficult tem-
perament elicits negative parental responses, which in turn
exacerbates the infant’s negative behaviors. Specifically,
difficult temperament contributed to parental role dissatisfac-
tion, insensitive caregiving, and an insecure infant-caregiver
attachment relationship. Studying inner-city, low-income
African American mothers and their infants, Ispa, Fine, and
Thornberg (in press) found that infant difficult temperament
and mother stress reaction were independently and inversely
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related to attachment security: high difficult temperament
was related to low attachment security. Galinsky, Howes,
Kontos, and Shinn (1994) found that more than 50 percent of
the infants in family day care settings had insecure attach-
ment relationships with their care providers, although this
finding is not specifically linked to difficult temperament.
Degree of difficulty is not the only aspect of temperament
that may affect the quality of the care-provider–infant rela-
tionship. Fein (1995) reported that infants who were happy
and socially detached received less attention from care
providers, suggesting that such infants may fail to provide
the normative cues necessary to elicit appropriate caregiver
behavior.

Caregiver-Child Social-Emotional Relationships

No issue related to nonparental child care attracts more debate
and heated discussion than does attachment (see the chapter
by Thompson, Easterbrooks, & Padilla-Walker in this vol-
ume). Attachment refers to the social-emotional relationship
constructed by infants and their primary caregivers during the
first year of life that functions to facilitate protection, survival,
and reproductive fitness (Berlin & Cassidy, 2000). According
to Bowlby (1969), the functional significance of attachment is
expressed in proximity seeking (protection, care), avoidance
of danger (fear, wariness), connectedness (social and interper-
sonal behavior), and novelty seeking (exploratory behavior).
Attachment relationships during infancy are focused on rela-
tively few individuals, with most infants showing a preference
hierarchy when multiple caregivers are available. Typically,
the relationship between mothering and the mother-infant
attachment relationship is stronger than is the relationship
between fathering and the father-infant attachment relation-
ship (van Ijzendoorn & De Wolff, 1997). The set goal of the
attachment system is to induce a sense of security and comfort
in the infant that will eventually be internalized and expressed
as a working model or internal mental representation of self
and others (Berlin & Cassidy, 2000).

Because relationships are dynamic and transactional, in-
fants and caregivers are constantly challenged to adjust their
behavior as they seek to achieve a secure attachment relation-
ship. Bowlby referred to this as a goal correcting process.
Everyday observations of infants and toddlers in interaction
with their parents, older siblings, and kin readily confirm that
they form attachment relationships with many adults. How-
ever, as previously indicated, not all attachments are equal!
Although infants generally have a preference for mother over
father in situations that evoke attachment behaviors, they pre-
fer father over a stranger when mother is not present (Cohen &
Campos, 1974). Regardless of who the attachment object is,

infants and adults either successfully negotiate a secure at-
tachment relationship or they fall into one of three variants of
insecure attachment: avoidant, ambivalent, or disorganized.
Because attachment theory predicts caregiver specificity with
respect to attachment relationships, several questions become
paramount: Does nonparental child care interfere with the de-
velopment of secure attachments between mother and infant?
Do infants develop attachment relationships with their non-
parental caregivers? If so, do nonparental attachments com-
pensate for insecure mother-infant attachment relationships?

Research by Howes and her colleagues clearly illustrates
that infants establish attachment relationships with their care
providers (Howes & Hamilton, 1992a, 1992b; Howes &
Smith, 1995; Howes, Rodning, Galluzzo, & Myers, 1988;
Phillips, Howes, & Whitebook, 1992). Moreover, low teacher
turnover enhances stability of the attachment relationship
(Howes & Hamilton, 1992b). However, the ease of establish-
ing a positive and secure care-provider–infant relationship
may depend in part on the degree of preparation care
providers have for teaching infants and toddlers. For exam-
ple, Galinsky, Howes, and Kontos (1995) found that attach-
ment security increased when family day care providers
participated in a training program designed to enhance their
caregiving skills.

The largest and most comprehensive longitudinal research
findings on attachment in relation to child care effects are
from the NICHD child care study noted earlier. At 6, 15, 24,
and 36 months, 1,364 socially and racially diverse children
were assessed after birth and followed to age 6. Positive child
caregiving and language stimulation contributed mean-
ingfully to early cognitive and language development. The
higher the quality of provider-child interaction, the more pos-
itive were the mother-child interactions, and the more sensi-
tive and involved were the mothers over the first 3 years
(National Institute of Child Health and Human Development
Early Child Care Research Network [NICHD], 1994, 1996,
1997, 2000).

The longer the time that infants and toddlers spent in
group care, the fewer positive interactions they had with their
mothers at 6 and 15 months of age, and the less affection they
showed with their mothers at 2 and 3 years. Family income,
mother’s vocabulary, home environment, and parental cogni-
tive stimulation were more important than was child care
quality in predicting cognitive and language advancements.
Children in center care made larger gains than did those in
family child care homes. Children from ethnic minority
groups were more likely to be cared for in settings that of-
fered fewer opportunities for messy play, reading books, and
active explorations than were children from other groups.
Children reared in economically disadvantaged homes were
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more likely to be insecurely attached to their mothers. When
mothers strongly endorsed statements supporting the possi-
ble benefits of maternal employment for children’s develop-
ment, their infants were more likely to be insecurely attached,
and these mothers were also observed to be less sensitive and
responsive. Their children were in poorer-quality care at
earlier ages and for more hours per week.

Infant child care per se (observed quality of care, amount
of care, age of entry, and frequency of care starts) did not
appear to be a risk factor for insecure attachment. Maternal
sensitivity however, was: Mothers who were least sensitive
and responsive had more infants classified insecure avoidant;
(16–19%) and fewer secure (53–56%) compared with the
most sensitive mothers (9–11% insecure avoidant, 12–14%
disorganized, 60–65% secure babies). The lowest proportion
of secure attachment was noted when maternal sensitivity
and child care quality were both low. For children with less
sensitive mothers, attachment security proportions were
higher if the children were in high-quality care than if they
were in low-quality child care.

Effects of Separation

Separation from parents is a daily event for children of all age
levels during early childhood. Putting baby down for a nap or
going to the grocery store, to work, for dinner, or to a party
are all events that separate parents from children. With the
exception of parental employment, the effects of everyday
separations on the child’s behavior have not been extensively
studied. However, everyday separations probably have an
overall beneficial influence on the young child, encouraging
autonomy, independence, and the development of social
competence. This is not to say that toddlers and preschoolers
will always accept their parents’ departure. In fact, as parents
are about to leave, it is quite common for toddlers to protest
and to try to stay with parents.

There are separations that can have profoundly disruptive
influences on the young child’s development. These include
the prolonged separations associated with death, divorce,
desertion by one parent, or the loss of both parents—as in
institutionalization or prolonged absences due to illness or to
work. Until recently, the study of the effects of prolonged
separation on the child’s development has focused on mater-
nal separation involving the institutionalization of illegiti-
mate children. This research raised the basic question of
What are the consequences of prolonged maternal depriva-
tion on the child’s development? To some extent, the hesi-
tancy of American parents to rush into massive group child
care for infants and toddlers can be traced to the belief that
group care is detrimental to normal growth and development.

This belief is rooted in studies of institutionally reared infants
that pointed out the dangers of poor institutional care and
deprivation from meaningful relationships with significant
caregivers (Goldfarb, 1945; Skeels, 1936; Spitz, 1965).

Prolonged exposure to poor institutional care is associated
with apathy, despair, and a pronounced deficit in social
responsiveness—what Spitz referred to as hospitalism.
Moreover, the effects of institutionalization are strongest if the
infant is institutionalized during the period when attachment to
significant caregivers normally occurs (Spitz, 1965). Rutter
(1979) argues that it is not separation per se that causes devel-
opment of affectionless pathology in children, but rather it is
the failure to develop a secure attachment or emotional bond
with primary caregivers in the first place that interferes with
social competence and personality development.

Institutionalization represents the extreme form of separa-
tion from primary caregivers and because it is a rare event in
the Western world, relative to the care settings in which most
of the world’s infants and toddlers are reared, the results of
institutionalization may translate poorly to other contexts.
The fact is that most infants and toddlers experience frequent
separations from their primary caregivers and we know pre-
cious little about how infants and their families negotiate
these separations. For example, Tronick, Winn, and Morelli
(1985) report that by the third week after birth, Efe infants
of Zaire are cared for by an average of 3.6 nonmaternal
individuals per hour, occupying 39% of daylight hours. By
18 weeks of age, Efe infants experience an average of 4.6 in-
dividuals per hour, which occupies 58% of daylight hours.
Although when infants are fussy they are more likely to be
passed to their mother for comforting, this in fact happens
less than half of the time. Among the Loogoli of East Africa,
mother’s caregiving responsibilities are influenced by such
factors as household density. In large households, mothers
are less likely to be their infants’ caregiver (Munroe &
Munroe, 1971). Group size, therefore, may be an important
factor for establishing secure infant-caregiver relationships.
Infant-caregiver ratio is a standard aspect of all definitions of
quality. Presumably, the lower the ratio, the better the care
provider-infant relationship should be.

In the United States, Suwalsky, Klein, Zaslow, Rabinovich,
and Gist (1987) conducted one of the few studies of naturally
occurring mother-infant separations. They tracked mothers of
firstborn infants over the course of the first year of life, focus-
ing on six types of separation—three during daytime (nonre-
current separation for nonreimbursed activities; recurrent
separations for employment; recurrent separations for nonre-
imbursed activities) and three overnight (maternal vacation,
maternal employment, maternal illness/hospitalization). The
range of separations across the 144 participating families was
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extraordinary. For example, the number of recurrent separa-
tions for employment ranged from 1 to 749; the number of
nonrecurrent separations for nonreimbursed activities ranged
from 2 to 545. Reasons for separations included work, shop-
ping, education, religious activities, and leisure activities.
Excluded are all the instances when infants and caregivers are
separated within the household because it is nap time, dinner
preparation time, time to work in the yard, or time to clean the
house. Suwalsky et al. found that the most frequent location
for supplemental care during employment-related separations
was the home of the care provider (family child care, neigh-
bor, relative). Fathers and relatives provided 31% of the
infant’s care. One of the questions of interest to the investiga-
tors concerned the effect of changes in maternal employment
on everyday separations. We find it interesting that when
mothers’ employment hours decreased, the likelihood of an-
other type of separation increased because mothers spent
more time in nonreimbursed activities outside the home.

Maternal Employment

Some researchers report a slight increase in insecure attach-
ments, aggression, and noncompliance in infants whose
mothers were employed full-time during the infant’s first
year of life (Barglow, Vaughn, & Molitor, 1987; Belsky &
Eggebeen, 1991; Belsky & Steinberg, 1978). Others report
no relationship between maternal work status and the quality
of infants’ attachment to their mothers. Lerner and Castellino
(2001) suggest that the effects of maternal employment on
infant and toddler development are unclear because few in-
vestigators adequately account for a wide range of confound-
ing variables, such as the quality and amount of nonparental
care, the age at which infants or toddlers enter into non-
parental care, the stress load of work and family responsibil-
ities, the degree to which mother receives parenting and
housework assistance from other adults in the home, and a
variety of characteristics of the infant. Clinical evidence con-
cerning the effects of prolonged maternal deprivation on
early development has existed for at least 50 years (Spitz &
Wolf, 1946). Moreover, sufficient contemporary evidence
exists to support the contention that toddlers’ interpersonal
competencies flow from their initial relationships with their
caregivers and other significant adults (Berlin & Cassidy,
2000). If the quality of the infant’s attachment relationship
to significant caregivers is damaged, then one would predict
difficulties in intrapersonal (self-concept) and interpersonal
(self-other) relationships. Therefore, it is reasonable to ques-
tion whether maternal separations associated with going
to work are in any way causally related to negative child
outcomes.

Working mothers do seem to provide role models for their
children that are different from those provided by working
mothers (Lerner & Castellino, 2001). For example, the daugh-
ters of working mothers tend to be more independent and
more achievement-oriented than do the daughters of non-
working mothers. Both the sons and the daughters of working
mothers tend to assume greater responsibility for household
chores and to develop more positive attitudes toward maternal
employment than do the children of nonworking mothers. In
addition, the husbands of working wives tend to become more
involved with routine household tasks and with caregiving
than do husbands whose wives do not work.

One key determinant of the effects of maternal employ-
ment on her children’s behavior is the degree to which the
mother is satisfied with her work and with the alternative
child care arrangements available for her children. In fact,
there is some indication that mothers who are satisfied with
their personal and work life are more competent mothers than
are mothers who either do not work or are not satisfied with
their way of life (see Hoffman, 1974; Lerner & Castellino,
2002). Unfortunately, the effects of maternal employment on
infant and toddler behavior have not received the research at-
tention they deserve, especially in cultures in which women
comprise a substantive portion of the labor force. For exam-
ple, in the United States and Sweden, substantial numbers of
infants and toddlers of working mothers spend 20 to more
than 35 hours per week in paid child care (see Table 6.4).

Although working mothers with children under 2 years of
age comprise the smallest proportion of working mothers
with children under 5 years of age, the numbers are increas-
ing. Not only are more women earning college degrees, but
more low-income women are entering the workforce because
of welfare-to-work requirements. In the former case, more
highly educated women are more likely to be able to afford
high-quality child care, whereas more poorly educated
women are more dependent upon other family members for
child care assistance.

Grandparents have a special role in child care in low-
income families (Casper, 1994), and they provide about 30%
of the care for all children under 5 years when mothers are at
work. Fathers provide about 18% of the care for all children
under 5 (Smith, 2000), and low-income fathers are more than
twice as likely as nonpoor fathers to be primary caregivers
when mothers are at work (Casper, 1997). Nevertheless, in
1995 there were 9,342,000 children under 5 years of age in
the United States who received nonparental and nonrelative
care (14.8% in day care centers, 13.5% in nursery or
preschool, 3.0% in Head Start, and 12.6% in family day
care). The average hours in nonparental, nonrelative care
ranged from 18.4 to 32.6 hours per week (Smith, 2000).
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Honig and Park (1993) found that the longer children experi-
enced out-of-home care, the more likely their teachers were
to rate them as instrumentally more aggressive. Moore
(1990) reported a link between the number of hours of infant-
toddler out-of-home care and teacher reports of behavior
problems in school. The relationships pertained to boys but
not to girls. Specifically, spending more than 15 hours per
week in out-of-home care when the child was between 18 and
21 months of age was associated with more teacher-reported
behavior problems in school.

Infant-toddler development is influenced by forces ema-
nating from a broad set of familial and social-cultural sources
and is far from being solely an outcome of the mother-infant
relationship (Brooks-Gunn, Duncan, & Aber, 1997; Brooks-
Gunn, Leventhal, & Duncan, 2000). Historical and cultural
factors must be considered with respect to their influence on
family life and gender role if the boundaries that bind infants
and toddlers to their cultural contexts are to be fully under-
stood (Jordon, 1997). It is culture that in large measure de-
fines the characteristics of family life and defines the nature
of gender role—including the role of the father.

Fathers and Nonparental Child Care

Although knowledge of the father’s impact on child devel-
opment lags far behind knowledge of the mother’s impact,

there is sufficient literature to support a number of working
hypotheses related to fathers and their young children
(Fitzgerald & Montañez, 2000, 2001). The literature sup-
porting such generalizations disproportionately involves data
obtained from white, middle-class fathers. Data from a
much more ethnically diverse and economically depressed
sample of fathers whose children are participating in the
national evaluation of EHS show some interesting parallels
(Fitzgerald, Berlin, et al., 2000). The EHS study provided an
opportunity to contrast responses from three types of fathers:
Residential biological, nonresidential biological, and social
fathers (nonbiologically related men who are identified by
the mother as having a father role in the life of the child). Pre-
liminary analyses suggest that all fathers in the EHS study
were emotionally invested in their children, although the de-
gree of investment was less for social fathers than for biolog-
ical fathers (see Table 6.5).

Whether such demonstrative signs of investment and in-
volvement reflect deep emotional commitment or are expres-
sions of transitory engrossment (Greenberg & Morris, 1974)
remains to be determined.

Thirty Years of Research

The research of the past three decades consistently has
demonstrated that fathers’ lack of participation in routine

TABLE 6.4 Rates of Employment Among Mothers of Young Children by the Age of the Youngest Child

[Table not available in this electronic edition.]
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TABLE 6.5 General Findings From National and International
Studies of Fathers and Their Impact on Child Development

Men are motivated to have children for psychological reasons, not for
social or economic reasons (Mackey, 1996). In short, men like children!

Fathers are not particularly involved with infants, but they become more
involved as their children reach the 2–6 age range (Belsky, Rovine, & Fish,
1989).

Fathers can and do perform routine caregiving tasks with their infants
(Parke et al., 1979), but when in the presence of mother, fathers yield
caregiving management to her (Mackey, 1996).

Across a wide range of cultures, when fathers have access to their children,
they take advantage of it (Mackey, 1996).

Physical distance between fathers and their children decreases father
involvement (Lerman & Sorensen, 1996).

When father’s role as breadwinner is compromised, he is less likely to be
involved with his children, and more likely to have mothers limit his access
if he is nonresidential (Lerman & Sorensen, 1996; Mackey, 1996).

As mother’s economic independence increases, fathers are less likely to be
involved with their children (Lerman & Sorensen, 1996).

Source. Adapted from Fitzgerald & Montañez (2000).

caregiving of infants is more a matter of performance than
of competence (Parke & Sawin, 1976; Parke, Power, &
Gottman, 1979). In the United States the number of fathers
who are primary care providers for their children is higher
than ever before, and cross-culturally, fathers in dual-parent
families are spending more time in routine child care than
their fathers did (Burghes, Clarke, & Cronin, 1997; Horn,
2000). However, it is also the case cross-culturally that when
fathers are in the presence of mothers and their infants, they
tend to yield authority of child care to mothers (Mackey,
1996).

Fathers are invested in their infants and they establish
attachment relationships with them. Demonstrating that
father-infant attachments occur or that fathers seem to be
invested in their children no longer seem to be critical ques-
tions. The more important questions and the questions of
greater significance concern the circumstances that affect the
degree of investment and the quality of the father-infant rela-
tionship. Nearly every theory of development assumes that
fathers play a key role in the sex role identification of their
children. Research attention has been given to fathers’ play
interactions with infants and toddlers, with the conclusion
that fathers are more actively involved in gender role social-
ization than are mothers, particularly with respect to their
playful interactions with their sons and daughters (Fitzgerald,
1977; Power, 1981). Others report that fathers are less likely
to differentially interact with their sons and daughters during
infancy, but that by the toddler years they have a clear prefer-
ence for rough-and-tumble play with their sons rather than
with their daughters (Yogman, 1982). At least by 20 months

of age, toddlers also respond differently to the play of their
mothers and fathers. They are more likely to expect fathers
than mothers to initiate play interactions, and by 30 months
of age toddlers are more cooperative, involved, excited, and
interested in play with their fathers than in play with their
mothers (Clarke-Stewart, 1977). Fathers take a more direct
role in regulating toddler compliance than mothers do and are
particularly directive with demanding compliance from boys
(Power, McGrath, Hughes, & Manire, 1994). Finally, fathers
are also more likely than are mothers to encourage their chil-
dren to be competitive, to be independent, and to take risks
(Hewlett, 1992).

The most accurate summary statement that can be made at
present regarding the effects of paternal deprivation on in-
fants and toddlers is that we have a good sense of what out-
comes are correlated with father absence, but that we are a
long way from isolating the causal variables that explain the
correlations. Cabrera, Tamis-LeMonda, Bradley, Hofferth,
and Lamb (2000, p. 128) identified five ways in which father
absence may have an impact on child development: (a) with-
out a father there is no coparent, (b) economic loss frequently
accompanies single motherhood, (c) social isolation and so-
cial disapproval of single or divorced mothers and children
may lead to emotional distress and less adaptive functioning,
(d) abandonment may cause psychological distress in chil-
dren, and (e) conflict between parents may negatively influ-
ence children’s social-emotional development.

What do these findings suggest for infants and toddlers
who receive supplemental child care? It may mean that many
infants and toddlers spend considerable portions of the non-
parental child care day in the presence of women but not in the
presence of men. The number of males versus the number of
women actively involved in infant and toddler child care
is minuscule. Cabrera et al. (2000) note that little is known
about how men learn to be fathers. Having been reared in a
father-present family seems to be important. Investigators
have found that men whose fathers were involved in raising
them are more positively involved with their own children
(Hofferth, 1999). Regardless of marital status or father pres-
ence or absence, it is clear that children reared in dysfunc-
tional family systems or in families characterized by high
parental risk loads are more likely to have problems them-
selves. These risk loads include the presence of intergen-
erational aggression and antisociality (Shears, Robinson, &
Emde, in press). Men who reported high antisocial behavior
during their youth had low assessments of themselves as
fathers. Conversely, men who reported having positive rela-
tionships with their own fathers viewed themselves as good
fathers. Some investigators have suggested that sociocultural
factors create barriers for male involvement in early child care
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settings such as Early Head Start (Fitzgerald & Montañez,
2000). Families headed by low-income single mothers might
especially benefit by having greater opportunities for men to
be actively involved in child care and development. If young
children in child care settings rarely interact with men, they
may be denied social learning experiences that may be impor-
tant for learning how to be a father (Cabrera et al., 2000).

Fathers and Family Risk Load

Infant mental health focuses on issues related to emotional
development and within that context, the literature suggests
that fathers may play a crucial role in helping children learn
how to control their emotionality. There is no question that
men like children and that fathers are both invested in and in-
volved with their children (Mackey, 1996). Investment and
involvement increase dramatically around the toddler years
as children’s motor and language skills push them into more
active, physical, and arousing play interactions, especially
with their father or father figure. Outcomes of such activity
include enhanced emotional regulation, compliance to rules
and authority, and the internalization of rule structures.

Both father absence and father antisocial behavior are
linked to behavioral dysregulation in children, especially boys.
Antisocial fathers model aggression and provide the context
for children to internalize aggressive scripts or schemas as
action plans that are linked to specific contexts. This puts chil-
dren at high risk for poor school performance, poor peer rela-
tionships, substance abuse, poor cognitive functioning, and the
intergenerational transmission of dysfunctional interpersonal
relationships (Carmichel Olsen, O’Connor, & Fitzgerald,
2001; Caspi, Henry, McGee, Moffitt, & Silva, 1995; Dobkin,
Tremblay, & Sacchitelle, 1997; Fitzgerald, Puttler et al., 2000;
Loukas, Fitzgerald, Zucker, & von Eye, 2001). Evidence sug-
gests that father acceptance-rejection predicts child develop-
ment outcomes better than does mother acceptance-rejection
(Rohner, 1998). The negative effects of father absence or
dysfunction are exacerbated by risky rearing environments,
including risky neighborhoods (Zucker et al., 2000).

Large-scale child care programs such as Early Head Start
that actively promote father involvement appear to be on the
right course. Summers et al. (1999) used multiple ethno-
graphic approaches to obtain qualitative responses from low-
income fathers of EHS children about their roles as fathers.
Fathers identified providing financial support, just being
there, caregiving, play, teaching, disciplining, providing love,
and protection as key roles. Some evidence suggests that the
new perception of fatherhood is one of father as equal copar-
ent (Pleck & Pleck, 1997), and this theme was evident in
many of the father interviews. It remains to be determined

whether involvement in EHS programs will be sufficient to
offset the gradual distancing that occurs between nonresiden-
tial fathers and their children during the time of youth and
adolescence (Nord & Zill, 1996). Nevertheless, fathers seem
to contribute disproportionately to family risk load, and pro-
grams that may help to induce a greater sense of responsi-
bility for fatherhood are likely to assist in the reduction of
that load.

Summary: Factors Influencing Outcomes
in Early Child Care Research

Several factors influence the outcomes in early child care
research. The first factor concerns child temperament and its
impact on the caregiver-child relationship. Temperament
refers to individual differences in emotional, motor, and
attentional reactivity, as well as differences in self-regulation.
The impact of temperament resides in the goodness of fit be-
tween the child’s (perceived) temperament and the demands
and expectations of the rearing environment. A good match is
likely to result in minimal conflict and stress between the
child and significant adults, and a poor match is likely to ex-
acerbate conflict and tension. Much is known about maternal
perception of infant temperament and its impact on mother-
infant relationships. However, relatively less is known about
how perceptions of the father and nonparental caregivers
may affect their interactions with infants.

The second factor involves mother-child social-emotional
relationships. Attachment refers to the social-emotional rela-
tionship constructed by infants and their primary caregivers.
Research clearly shows that infants establish attachment rela-
tionships with their care providers. The ease of establishing a
relationship depends in part on the degree of preparation care
providers have for teaching infants and toddlers. In both the
United States and other cultures, most infants and toddlers ex-
perience frequent separations from their primary caregivers.
Yet very little is known about how these separations affect the
development of the child. For instance, the effects of maternal
employment on child development are still unclear because
few investigators control for important confounding variables
such as the quality and amount of nonparental care or the age
at which children enter into nonparental care.

The third factor concerns father involvement in child and
family development. Fathers are more actively involved in
gender role socialization than are mothers. They take a more
direct role in regulating toddler compliance than mothers do
and are more likely than mothers are to encourage their chil-
dren to be competitive, to be independent, and to take risks.
Father absence may have a profound impact on child devel-
opment. If young children in child care settings rarely interact
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with men, they may be denied social learning experiences that
are important for learning how to be a father. Literature on
infant mental health suggests that father absence and father
antisocial behavior are linked to adverse outcomes in chil-
dren, such as behavioral dysregulation, poor school perfor-
mance, poor peer relationships, poor cognitive functioning,
and substance abuse. Fathers seem to contribute dispropor-
tionately to family risk load. Programs that induce a greater
sense of responsibility for fatherhood are likely to assist in the
reduction of that load.

NONPARENTAL CHILD CARE: COST, QUALITY,
AND ASSURANCE

Cost and Quality

Cost is a primary concern when choosing child care. Based
on the Children’s Defense Fund 2000 Yearbook, full-time
child care costs may range from $4,000 to $10,000 per year
per child. In one modest-sized midwestern city, family child
care ranges from about $3,000 to $7,000 per year per child.
Data from the sites involved with the national evaluation of
EHS indicate that $9,646 per year is necessary to provide
high-quality care to infants and toddlers in full-year child
care. Clearly, nonparental child care is expensive. For some
families, approximately one fourth of their income can
be consumed by child care. When one considers that half of
the families in the United States with young children earn
less than $35,000 annually and that families with two full-
time working parents, each earning minimum wages, earn
less than $22,000 combined, it is clear that access to non-
parental child care depends upon the availability of govern-
ment subsidies. Data from the 1990 National Child Care
Survey (Hofferth, 1995) suggest that parental income does
not affect the availability of child care. However, the same
survey indicated that few programs accept subsidized chil-
dren. In the final analysis, working poor and working-class
families end up paying a greater proportion of their income
for child care than do middle-class families. As a result, they
often have to depend on kinship care or on informal, low-
quality child care.

The pay for child care providers is limited by the income
of the families served and is often less than what is considered
to be an acceptable wage. The average yearly salary of a child
care worker is less than $15,000. There are limited federal
subsidies available to assist parents with the costs of licensed
child care, but only 1 in 10 eligible children receive the finan-
cial support needed. The availability of quality child care is
limited by lack of funding subsidies for child care workers

and working parents. Making less than a livable wage greatly
reduces the number of trained child care providers, the num-
ber of available child care slots, and the ability of parents to
work, while it simultaneously increases staff turnover.

Benchmarking Quality

In the United States, child care tends to be viewed as a per-
sonal issue to be solved at the family level. The minority
view is that child care availability and quality are issues of
national concern that require extensive government support.
According to the Children’s Defense Fund 2000 Yearbook,
approximately 76% of children age birth to 5 years are placed
in child care, and 60% of the children are infants. This sug-
gests that quality child care is both a private and public issue;
adequate spaces for child care enable working parents to have
a placement for their children. Meeting quality standards
assures that their children will thrive as well as—or perhaps
better than—they might in home care (Phillips, 1992;
Phillips, Howes, & Whitebook, 1992; Philips, Lande, &
Goldberg, 1990; Phillips & Adams, 2001).

Theoretically, quality child care should be associated with
children who are cognitively, linguistically, and socially pre-
pared for preschool and kindergarten—children who are
ready to learn. Because of their interactions with peers, they
should be as socially skilled as are children who are reared at
home with siblings. Initial studies of the effects of infant day
care reported that infants reared in day care scored higher on
measures of cognitive, linguistic, and social competence than
did home-reared infants (Robinson & Robinson, 1971;
Fowler, 1972; Lally, 1973; Honig & Brill, 1970; Keister,
1970). Nearly all studies from this era reported that infants in
child care formed their strongest attachments to their mother
(Caldwell, Wright, Honig, & Tannenbaum, 1970; Ragozin,
1980), thus allaying concerns of critiques that group day care
would lead to emotional damage. Some investigators re-
ported that toddlers reared in child care were less attentive to
peers than were home-reared toddlers (Kagan, Kearsley, &
Zelazo, 1975). Others found no differences between day care
and home-reared children with respect to peer relationships.
Rubenstein and Howes (1979) note that peers play an impor-
tant role in child care by serving as models for one another.
For example, in their study, infants’ positive affect and com-
petence at toy play were higher when they were interacting
with peers than when interacting with adults.

The 1970s was also a time when investigators focused
on so-called natural experiments in infant-toddler child care
that were provided by many countries in the Soviet Union
and Western Europe. Child care programs in Hungary, East
Germany, Czechoslovakia, Yugoslavia, and the Soviet
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Union were described in great detail (Brackbill, 1962;
Bronfenbrenner, 1962; Meers & Marans, 1968; Wagner &
Wagner, 1971). One lesson learned from these reports was
that infant-toddler child care settings and curricula will re-
flect broader social-cultural values, and therefore might not
generalize easily to other cultures.

Because many of these early studies assessed the impact
on infants and toddlers enrolled in university demonstration
day care centers or in formal state-supported centers, the ex-
tent to which findings generalized to the everyday context
was compromised. Thus, the basic questions concerning the
impact of nonparental child care continue to be raised. Does
early nonparental child care have detrimental effects on chil-
dren’s social-emotional and cognitive development? Is there
an optimal group size for facilitating the development of
competence? Are same-age peer groups more effective than
multiple-age peer groups? Are the relationships among chil-
dren different in day care than in home care, regardless of the
nature of the peer group composition? The questions tend to
be especially pointed at the group care of infants and tod-
dlers, but they apply equally well to the broad range of care-
giving contexts within which very young children are reared
by nonparental caregivers.

Some investigators report that infants who experience non-
parental center-based child care have poorer social-emotional
development and social behavior skills as preschoolers
(Belsky, 1986, 1988) and are more likely to score higher
on measures of behavioral control than are home-reared
children. Other investigators find that consistency in child
care may be an important mediator of such outcomes. For
example, Ketterlinus, Henderson, and Lamb (1992) found no
differences between infants and toddlers reared in nonparental
day care and home-reared comparison children. Stability of
placement seemed to be a critical component of the lack of dif-
ferences in outcome; infants or toddlers in the Ketterlinus
et al. study experienced two sustained years in stable day care
settings. In a retrospective study of maternal reports of their
children’s behavior, Burchinal, Ramey, Reid, and Jaccard
(1995) did not find evidence to support heightened levels of
externalizing or internalizing behavior problems in infants
reared in day care. Anderson’s (1989) study of Swedish
8-year-old children who experienced nonparental child care
as infants found similar results from teacher ratings. In fact,
teachers rated the children who had experienced day care as
more persistent, more independent, less anxious, and more
verbal than children who did not have prior day care experi-
ence. Of course, one critical variable in studies tracing the
effects of infant day care on later developmental outcomes
concerns the quality of the child care they experienced. Howes
(1990) found that low-quality infant child care predicted poor

peer relationships as kindergartners, whereas high-quality
care did not. For example, infants who developed secure rela-
tionships with their teachers were gregarious and less aggres-
sive in peer play as 4-year-olds, whereas those who were
dependent and socially withdrawn were more aggressive in
their play interactions (see also Pianta & Nimetz, 1991).

Publication of optimal standards for high-quality
child care occurs frequently, filling newsletters of national
child development associations, parenting magazines, state
and national agency bulletins, newspaper “living today” sec-
tions, and countless web pages. Criteria for high-quality child
care include a staff well-trained in child development; a staff
that promotes warm, sensitive, and responsive interactions
with infants and toddlers; low staff-child ratios and small
classroom groups; stability of caregivers over time (Howes &
Hamilton, 1992a, 1993); good nutrition and health practices;
developmentally appropriate curriculum practices; good
provider-parent relationships; and stimulating and safe
environments.

Despite almost consensus agreement on these criteria for
quality, there have been few systematic efforts to determine
whether such factors as group size, child-staff ratios (Belsky,
1990; Hayes, Palmer & Zaslow, 1990), or provider training
(Arnett, 1989) actually do define quality care that in turn has
positive impacts on child development. Blau (1996) analyzed
data from 1,309 teachers from 227 day care centers that par-
ticipated in the National Child Care Staffing Study. Blau
found that in the best-fitting models, conventional bench-
marks such as group size, child-staff ratios, and staff training
had nearly negligible impacts on quality of child care.
Staff training and education had some positive but low-order
effects on quality. Child care quality was defined by the
Early Childhood Environment Rating Scale (ECERS) for
preschool classrooms and the Infant-Toddler Environment
Rating Scale (ITERS) for infant-toddler programs (Harms &
Clifford, 1980, 1986). Factor analysis of the items in the
ECERS and ITERS revealed two aggregate scales, which
Blau defined as CARE (Appropriate Caregiving: adult-child
interaction, supervision, discipline), and ACTIVITY (Appro-
priate Activity: materials, schedule, activities as a proxy
measure of classroom environment). The Arnett Caregiver
Interaction Scale, used to rate teacher’s interactions with
children, generated three indexes (SENSITIVE, HARSH,
DETACHED), which were combined with the ACTIVITY
and CARE scales to assess quality of child care. We present
this level of detail (a) to specify what Blau defined as quality
care and (b) to indicate that none of the variables assessed
were linked to child outcome data. Whereas Blau has made
an important first step toward a systematic analysis of qual-
ity care, the next steps must involve child development
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outcomes because they represent the ultimate product of in-
terest in the child care system.

Standards for high-quality child care almost always in-
clude reference to relationships between parents and care
providers. Indeed, in national child care initiatives such as
EHS, parents must be an integral component of the operating
organization structure. Seldom, however, are parents involved
in any systematic way in the evaluation of child care quality.
A retrospective study of parents whose infants were enrolled
in an infant-toddler child care program attempted to deter-
mine whether parent’s perceptions of their child’s proximal
behavior were in any way linked to their attitudes about their
child’s early child care experience (Ledesma, Fitzgerald, &
McGreal, 1980). Parents of all infants who had been enrolled
in the child care center over a 9-year period were mailed
questionnaires designed to elicit their opinions about their
children’s past child care experience and their current devel-
opmental status.

Nearly all parents reported feeling guilty when first en-
rolling their infants in the center; most often, this involved
parents’ concerns about their attachment relationship with
their child. We find it interesting that parents reported that
they did develop strong attachment relationships with their
infants and that their current relationships were also strong.
They noted that their infants shared attachments with other
caregivers but not to the detriment of the parent-infant rela-
tionship. They especially noted that enrollment of their in-
fants in day care resulted in less stress on the family during a
time when supplemental care was essential. Ledesma et al.
(1980) note that some parents reported that they had to deal
with public bias against having their infant in day care:

. . . and I did feel guilty. Our daughter was only six months old
when I went back to school and we had to continuously reassure
ourselves that we were doing the right thing. I must have called
the center five times a day during her first few months there. Rel-
atives didn’t make it any easier. My mother-in-law (as well as
one of my professors) kept referring to “mothers who abandon
their babies” whenever she could work it into a conversation.
(pp. 47–48)

Other concerns frequently expressed involved the degree
of parental involvement in center activities, caregiver-infant
ratios, maintenance of physical health, and amount of physi-
cal space available in the center for play areas. An over-
whelming number of parents reported that it was the quality
of the center staff that surfaced as the most important factor
contributing to parents’ perceptions of quality child care.
The competent, caring, and knowledgeable senior caregivers
(both registered nurses with considerable personal and

professional experience with infants and toddlers) seemed to
allay any concerns that parents had about physical space,
health maintenance, and child development.

We seem to “know” the defining characteristics of child
care quality; yet this knowledge faces many contradictions.
We know that highly trained staff are essential to quality, yet
relatively few states regulate training or have minimal stan-
dards for staff competency. We know what quality child care
is, yet we continue to conduct research in order to identify the
components of optimal child care. In some respects re-
searchers seem to be intent on identifying the just-adequate
environment that will do no harm, rather than focusing on the
specific individual, familial, and systemic variables that may
predict child outcomes independent of or in interaction with
particular child care settings.

Although the defining features of high quality nonparental
child care have been identified, these features are program and
personnel specific—that is to say, child characteristics, family
characteristics, and neighborhood characteristics are not
typically part of the quality formula. We are a long way from
fully understanding how intra-individual and familial vari-
ables interact with the child care setting to influence child
outcomes, although we have clear pathways marked to guide
such research (Anderson, 1989; Howes, 1988; Howes &
Hamilton, 1992a, 1992b, 1993; Howes, Hamilton, &
Matheson, 1994; Ketterlinus et al., 1992; Lucas, 2001; Pianta
& Nimetz, 1991; Raikes, 1993; Ramey, 2000; Ramey &
Ramey, 1998; Rubinstein et al., 1977). Do infants with difficult
temperaments score higher on measures of aggressive
behavior regardless of their child care experiences? Does
high-quality child care provide protective factors for chil-
dren who are reared in low-quality home environments? Does
the quality of the teacher-child relationship promote effective
social interaction skills? Is high-quality early child care
sufficient to facilitate resilience factors and coping skills
among children reared in high-risk family or neighborhood en-
vironments? One of the strongest conclusions Yoshikawa
(1994, 1995) reached in his analysis of the effects of child care
was that poor quality is associated with poor outcomes and
that high quality is associated with positive outcomes—
cooperation with adults, the ability to imitate and sustain posi-
tive interactions with adults, and early competence in reading
and math.

Assurance: Regulatory Policies and Nonparental 
Child Care

In the United States, child care centers are rapidly adopting cur-
ricula that flow from the principles and practices that constitute
developmentally appropriate practices for early childhood
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education (Bredekamp, 1987a, 1987b; see Table 6.6, which
outlines an approach to early child development that optimizes
individualized instruction.

The developmentally appropriate child-centered approach
to early childhood education is not universal (Boocock,
1995). The Maori of New Zealand and residents of many
Asian countries view early childhood education as a direct,
downward extension of formal schooling. Low child-adult ra-
tios valued in the United States apparently are less meaningful
in France and Japan with respect to attainment of high-quality
care or positive child development outcomes. Children who
attend preschool in developing countries have better cognitive
skills and overall school performance when compared with
children in the same countries who do not attend preschool

(Boocock, 1995). We find it interesting that countries that re-
port positive outcomes for early childhood education tend to
have national policies that support universal preschool and
high-quality programs. The United States spends heavily to
support a wide variety of prevention programs (EHS, Head
Start, Healthy Start, Even Start, Early Start, Success by Six,
Early Intervention for Infants and Toddlers) that target chil-
dren in families whose incomes fit the federal definition of
poverty or who for other reasons are at high risk. Currently, 31
states also fund programs that specifically target families with
very young children. Only recently have efforts emerged to try
to link existing programs into more integrated systems for
children of low-income families. For example, performance
standards for EHS require programs to build community

TABLE 6.6 Developmentally Appropriate and Inappropriate Practices (Items From One
Research Checklist) from Perspectives of Kindergarten Teachers

Appropriate Inappropriate

View of growth and development

Work is individualized. Work is evaluated against a group norm.

Children move at their own pace. Everyone is expected to acquire the same narrowly 
defined skills.

Organization of the curriculum

Activities center on topics in such areas as Teacher-directed reading groups.
science and social studies. Lecturing to the whole group.

Topic activities include story writing and Paper-and-pencil exercises, workbooks, 
storytelling, drawing, discussing, listening and worksheets.
to stories and informational books, Projects, learning centers, and play are
and taking part in cooperative activities. offered if time permits or as

rewards for completing work.
Skills are taught as they are needed to
complete a task.

Teacher preparation and organization of instruction

Learning centers provide opportunities There is little time for enrichment activities.
for writing, reading, math and language Interest centers are available for children who finish their
games, and dramatic play. seatwork early.
Children are encouraged to critique their Centers are set up so that children must complete a
own work. prescribed sequence of teacher-directed activities

within an allotted period of time.

Prosocial behavior, perseverance, and industry

Stimulating, motivating activities that Children are lectured about the importance of
promote student involvement. appropriate social behavior.

Individual choices are encouraged. Children who become bored and restless with seatwork 
and whisper, talk, or wander around are punished.

Enough time is allowed to complete work. Children who dawdle and do not finish work in 
the allotted time are punished.

Time with friends or teachers is provided. There is no time for private conversation. 

Only the most able children finish their work in 
time to visit interest centers or to interact with 
other students.

Source. Charleswork, R., Hart, C., Burts, D., et al. (1993).  Measuring the developmental appropriateness
of kindergarten teachers’ beliefs and practices.  Early Childhood Research Quarterly, 8, 255–376.
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networks among service providers to facilitate easy access to
available services for EHS families.

States with higher levels of child care quality are more
likely to report higher economies, safer neighborhoods, and
better schools than are states with lower ratings. Young,
Marsland, and Zigler (1997) analyzed the regulatory stan-
dards for center-based child care in the United States. Noting
that a 1980 review reported that no state met federal stan-
dards of quality for group composition, staff training, and
program of care, Young et al. sought to determine how much
change has occurred during the 1980s. Data in Table 6.7 indi-
cate that relatively little progress was made over a 10-year
period. With the exception of the number of programs scoring
in the good category, the majority of states were rated poor to
very poor (or unregulated) on group composition and care-
giver qualifications. Indeed, only Minnesota was rated
as high as minimally acceptable with respect to caregiver
qualifications. A more recent analysis of state regulations

(Table 6.8) indicates that the major of states do not have train-
ing requirements for either family child care providers or for
teachers in child care centers.

Perhaps policies adopted by the United States Department
of Defense (DOD) for child care programs available to
families in the military should serve as benchmarks for qual-
ity assurance (N. D. Campbell, Applebaum, Martinson, &
Martin, 2000; N. D. Campbell, 2000; Lucas, 2001). The
DOD provides military families with options of full-day care,
part-day care, hourly care, occasional care, and long-term
care, depending on need. One half of all children in military
child care programs are in infant-toddler programs, which
provide child care beginning as early as the sixth postnatal
week in center programs and the fourth postnatal week in
family programs. Regardless of the type of care needed, pro-
vision of care and related services is organized in a seamless
system with one point of entry for each family. Monitoring
for quality assurance requires annual certification of health

TABLE 6.7 Ratings of 1990 State Infant and Toddler Center-Based Child Care Regulation by Domain and Category 

Minimally Very Poor or
Domain Optimal Good Acceptable Poor Unregulated

Overall (Score � 81) (Range � 65–80) (Range � 49–64) (Range � 33–48) (Range � 17–32)
No States No States AL, CT, HI, IL, AK, AZ, AR, CA, ID, MS, SC, WY

KS, ME, MD, MA, CO, DE, DC, FL, 
MN, MO, ND, OK, GA, IN, IA, KY, 
OR, RI, UT, VT, LA, MI, MT, NE,
WI NV, NH, NJ, NM, 

NY, NC, OH, PA,
SD, TN, TX, VA, 
WA, WV

Grouping (Score � 27) (Range � 21–26) (Range � 16–20) (Range � 11–15) (Range � 5–10)
No States CT, DC, MD, MA, AL, CA, HI, KS, CO, IL, IN, IA, AK, AZ, AR, DE,

OR,VT MN, MO, WI, UT ME, MI, MT, NE, FL, GA, ID, KY, 
NH, NY, ND, OH, LA, MS, NV, NJ, 
OK, PA, SD, TN, NM, NC, RI, SC, 
WA, WV TX, VA, WY

Caregiver (Score � 81) (Range � 21–26) (Range � 16–20) (Range � 11–15) (Range � 5–10)
Qualifications No States No States MN AK, AZ, AR, CA, AL, CO, CT, DC,

DE, IL, IN, ME, FL, GA, HI, ID, IA, 
MA, MO, NJ, NM, KS, KY, LA, MD,
NY, NC, ND, OH, MI, MS, MT, NE,
PA, RI, SD, TN, NV, NH, OK, OR,
TX, UT, VA, WV, SC, VT, WA, WY
WI

Program (Score � 27) (Range � 22–26) (Range � 17–21) (Range � 12–16) (Range � 7–11)
AK AL, AZ, DE, HI, AR, CA, CT, FL, CO, DC, IN, MS ID, WY

IL, ME, MD, MA, GA, IA, KS, KY, 
MO, MT, NH, NJ, LA, MI, MN, NE, 
NM, NY, NC, ND, NV, PA, SC, SD, 
OH, OK, OR, RI, TN
TX, UT, VT, VA,
WA, WV, WI

Source. Reprinted with permission from Young, K. T., Marsland, K. W., & Zigler, E. (1997). The regulatory status of center-based infant and toddler child care.
American Journal of Orthopsychiatry, 67, p. 539.
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TABLE 6.8 Training Requirements for Child Care Personnel (1998)
for the States and the District of Columbia

No Yes States with Requirements

Training required for 41 10 CO, DE, FL, KT, ME, MD,
family child care MN, NE, NV, UT, WI
providers prior to
serving children.

Training required for 33 18 CA, DE, DC, FL, GA, HI, 
teachers in child care IL, MD, MA, MN, MT, NV, NH,
center prior to NJ, RI, TX, VT, WI
serving children.

and safety regulations, developmental programming, child
abuse prevention efforts, and staff training. Four unan-
nounced inspections occur annually, one of which involves a
multidisciplinary team (Lucas, 2001)! Clearly, the DOD
takes seriously its commitment to provide high-quality child
care to families serving in the military.

Summary: Nonparental Child Care

Although there continues to be national ambivalence regard-
ing the use of nonparental child care for very young children,
it is likely that current employment trends for women of
childbearing age are not likely to reverse anytime soon. The
simple fact is that many parents—even if they desire to stay
at home with their very young children—may not be able to
do so for economic reasons. Why should these parents be
penalized for making choices that directly affect their ability
to contribute to taking care of themselves and their families?
More policy options are needed that provide support for fam-
ilies needing to access such care options.

It seems that we have come to recognize this reality as we
examine the system established to support those enlisted in
the armed forces. The benefits of such a system have been
considerable—not only for children who participate in care
regulated by the DOD, but also for families and for the gov-
ernment. When parents feel comfortable about the quality and
safety of care, it likely has a positive impact on productivity.
We need to carefully consider how all aspects of the military
child care system (cost, quality, and assurance) can provide a
model for what should also be in place in the private sector.
Although it is certainly true that federal-, state-, and even
foundation-funded efforts have been established, much of
this work seems inadequate to sufficiently address the need
that presently exists for nonparental child care.

Researchers have an important role to play in this process.
As we consider the fact that many families will continue to
rely upon nonparental care, we need a generation of research
that goes beyond the question of whether child care influences
development; more studies are needed that seek to understand

the pathways through which these settings exert their influ-
ence and how providers can in turn improve their settings as a
result of such research.

ENTERING THE TWENTY-FIRST CENTURY

The so-called new school-age child is now around 40 years
old, and the realities of the workforce, equality for women,
and changing roles for men suggest that the number of infants
and toddlers living in supplemental care settings during some
significant portion of their lives will continue to increase
through the first decade of the twenty-first century. Although
it may no longer be meaningful to ask where preventive inter-
vention programs work (e.g, National Research Council and
Institute of Medicine, 2000), considerable fine detail needs
specification if we are to achieve the quality of child care that
will facilitate optimal development of infants and young chil-
dren. Failure to determine the boundaries of quality and to de-
mand that all nonparental child care experiences fall within
those boundaries could have serious neurobiological, psycho-
logical, and social consequences for infants and toddlers.

We have suggested several focal domains relevant to spec-
ifying the consequences of nonparental child care. The first
domain focuses on characteristics of the infant and on the
ecological context within which they organize. We suggest
that dominant theories of the importance of mother-child
relationships fail to adequately address the ecological context
within which most parenting takes place, contrasting studies
of separation experiences in the laboratory with studies of
separations that take place through the normal course of
everyday life. Moreover, we suggest that questions raised
about the importance of mother-child relationships also be
examined with respect to care-provider–infant relationships.
The second domain examines the impact of fathers on infant
and toddler development. Theory and research on fathers
needs to move beyond simple imitation of the vast literature
concerning maternal influences on child development. Al-
though many theoretical concepts may prove to apply equally
to mothers and fathers, the level of our current knowledge of
the impact of fathers on child development will benefit from
openness and creativity among developmental researchers.
The third domain addresses issues of risk. The dominant
questions in child care research have focused as much on a
political agenda contrasting at-home rearing with out-of-
home rearing as they have on the impact of child care on
mother-infant relationships.

Developmentalists need to move beyond these issues and
examine the impact of nonparental care on infants who are
at biological risk, familial risk, community risk, or any
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combination. Part of this agenda requires intensive study of
the impact of cultural diversity in parenting and child-rearing
beliefs, attitudes, and practices as they play out against the
realities of needed placements in nonparental care settings
(Garcia Coll, 1990).Although research on infants and families
defined as ethnic minorities in the United States is increasing,
our knowledge of variability in developmental pathways for
infants of color is woefully inadequate (Fitzgerald et al.,
1999). Finally, we suggested that exemplary models for high-
quality care provide a base for setting standards that re-
searchers can use to assess the impact of the child care context
on infant and toddler development. Finally, to paraphrase
Michael Rutter’s observation in 1976, perhaps it is time to
consider that the standards that society applies to the conse-
quences of nonparental child care should also be applied to the
consequences of parental child care.
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Somehow in the span of just a few years, newborn infants
who neither speak nor understand any language become
young children who comment, question, and express their
ideas in the language of their community. The transition
from the stage of the prelinguistic infant to the linguistically
competent 4-year-old follows a predictable developmental
course. First, newborns’ cries give way to coos and babbles.
Then, infants who coo and babble start to show signs of
comprehension such as turning when they hear their name.
Infants then become toddlers who say bye-bye and all gone
and start to label the people and objects in their environment.
As their vocabularies continue to grow, children start to
combine words. Children’s first word combinations, such as

all gone juice and read me, are short and lack parts found in
adults’ sentences. Gradually, children’s immature sentences
are replaced by longer and more adult-like sentences. As
children master language, they also become masters at using
language to serve their needs. One-year-olds, who can only
point and fuss to request something, become 2-year-olds who
say please; later they become 4-year-olds capable of the lin-
guistic and communicative sophistication of the child who
excused himself from a boring experiment by saying, “My
mother says I have to go home now” (Keller-Cohen, January
1978, personal communication).

This course that language development follows is the re-
sult of concurrent processes of development in the several
domains that together constitute adult knowledge of lan-
guage. In acquiring language, children master a system for
combining sounds into units of meaning (phonology) and a
system for combining units of meaning into well-formed

The author is grateful to the editors and to Iris Berent for comments
on earlier versions of this chapter.
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words and sentences (morphology and syntax). Together
these systems constitute the grammar of language. In addi-
tion to grammar, a speaker-hearer of a language has acquired
a lexicon—a repository of words with their meanings and
grammatical categories. Normally, speaker-hearers of a lan-
guage use that language to communicate. Thus, adult-like
language competence includes pragmatic or communicative
competence as well as knowledge of a grammar and lexicon.
The goal of this chapter is to describe the current state of the
scientific effort to explain how these changes take place and
how children end up knowing a language. The content of this
chapter is not a description of language development; those
are readily available elsewhere (e.g., Hoff, 2001). Rather, this
chapter provides a description of the field that takes language
development as its topic of study.

This description focuses on research that seeks to describe
the nature of the mental capacity that underlies the human
ability to acquire language. The fact that language acquisition
occurs in a range of social and cultural environments is rele-
vant to constructing such a description, and research aimed at
identifying the necessary social conditions for language ac-
quisition to occur is reviewed. A more complete considera-
tion of how culture influences language development falls
under the heading of language socialization, that is, the
process by which children come to use language in the man-
ner of their social or cultural group. That topic is touched on
only briefly in this chapter; in-depth treatments can be found
in Ochs and Schieffelin (1979), Schieffelin and Ochs (1986),
and Slobin, Gerhardt, Kyratzis, and Guo (1996).

The Question to Which Research on Language
Development Is Addressed

The study of language development is marked by serious dis-
agreement with respect to both what the correct explanation
of language development will look like and how best to dis-
cover that explanation. There is, however, an abstract level at
which all researchers in the field are trying to answer the
same question: What is the nature of the human capacity to
acquire language? This question can be conceptualized in the
following manner: The human capacity for language is a de-
vice residing in the human brain that takes as its input certain
information from the environment and produces as its output
the ability to speak and understand a language. Everything
that is part of adults’ knowledge of language (i.e., the output
of the device) must either be in the input, be in the internal
device, or somehow result from the way the device operates
on the input it receives (see Figure 7.1).

Noam Chomsky (1965) termed this capacity the Language
Acquisition Device (LAD), and this particular way of posing

the question still tends to be made explicit only by those tak-
ing a generative grammar approach to the study of language
acquisition. However, this conceptualization makes clear two
criteria that must apply to all candidate explanations of how
children learn to talk. To wit, any proposed account of the
language acquisition process must be consistent with two sets
of facts: (a) the input that children receive and (b) the compe-
tence that they acquire. It is obvious that language acquisition
makes use of input because children quite reliably acquire the
particular language to which they are exposed. Yet it is not at
all clear—and a matter of great dispute—whether input pro-
vides sufficient information to explain how children end up
knowing what all adult speakers know. It is also clear that
what children acquire is knowledge of a productive system
because adults can and do understand and produce sentences
that they have never heard before. Just how best to character-
ize that system is also a topic of dispute. As we review the
current work in the study of language development, we will
see the sometimes stark differences in the views of input and
ultimate competence that guide research in this area. These
differing views crucially affect the nature of the debate re-
garding how language is acquired because the problem of ex-
plaining acquisition is different depending on the nature of
the input and the nature of what is acquired.

Theoretical Approaches to Discovering How
Language Is Acquired

Current research on language development can be usefully
organized as being motivated by four different premises re-
garding the nature of the LAD and the language development
it produces. One such premise is that the human capacity for
language is best understood as a biological phenomenon and
language development as a biological process. This leads to
research investigating the degree to which language and
language development share the hallmark features of other
biological processes, such as universality and heritability, and
to the study of the anatomical structures and physiological
processes that underlie language development. A second
premise, which guides other research in the field, is that lan-
guage acquisition is best understood and studied as a linguistic

Figure 7.1 A model for studying the nature of the human capacity to
acquire language.
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phenomenon. On this view, the LAD is essentially a linguistic
device. This approach starts with a description of the linguis-
tic competence of adults and seeks an account of the acquisi-
tion process that is adequate to explain how that end point is
reached. This approach is often referred to as the learnability
approach because its focus is on explaining how it is that lan-
guage is learnable. The biological and linguistic approaches
share the view that language is innate. For the biological
approach, innateness is part of the package—something that is
part of human biology is, by definition, innate. For the linguis-
tic approach, innateness is a quickly reached conclusion
from the following line of reasoning: The complex, abstract
system that is adult linguistic competence simply could not be
arrived at by any general learning mechanism operating over
the input that children receive. The solution to this problem,
known as the logical problem of language acquisition (C. L.
Baker & McCarthy, 1981), is to propose that substantial
language-specific knowledge and language-specific learning
mechanisms are part of the equipment that children bring to
the language-learning task. The charge for research is to de-
scribe that innate knowledge (Crain, 1991).

There are alternative approaches that resist attributing
innate linguistic knowledge to the child and that seek a de-
scription of how children could learn language from experi-
ence using learning mechanisms that are not specific to
language. The chasm between the learnability approach and
the developmental approach is such that even labeling the
field carries implications of allegiance to one view or the
other. The term “language acquistion” is most associated
with the learnability approach; the terms “language develop-
ment” and “child language” are most associated with the de-
velopmental approach. Research within this developmental
approach, as it is termed, begins not with the end point of de-
velopment, but rather with the starting point—the child’s
demonstrated competencies. Such work seeks to explain not
the fact that language is acquired but the developmental
course that language learning follows. Within the develop-
mental approach, two different lines of argument and re-
search exist. One starts from the premise that language is
essentially a social phenomenon and that language develop-
ment is a social process. Such research focuses on social as-
pects of interaction as the experience relevant to language
acquisition and on the social-cognitive abilities of the child as
the relevant learning capacities. The other starts from the
premise that language acquisition is essentially an asocial
learning problem that children solve in the same way they
solve other learning problems. Research in this vein seeks an
account of how language might be learned by the child’s ap-
plication of domain-general cognitive processes to informa-
tion available in input.

The goal of this chapter is to present each of these four
approaches: the biological, the linguistic, the social, and the
domain-general cognitive. None of these presentations is
comprehensive. Rather, for each approach the aim is to illus-
trate the nature of the research and theoretical argument it
generates and to evaluate its contribution to explaining how
children learn to talk.

LANGUAGE DEVELOPMENT AS 
A BIOLOGICAL PROCESS

If we begin with the premise that the LAD is a biological entity
and its operation a biological process, we are led to investigate
the degree to which language acquisition shares hallmark
features of other biological processes and to investigate how
the anatomical structures and physiological processes that
accomplish language acquisition actually do their work. The
hallmark features of biologically based characteristics include
species universality and species specificity, an invariant
course of development that is robust over varying environ-
mental circumstances, a critical period for development, heri-
tability, and an adaptive function that explains its evolution as
a characteristic of the species. To the extent that human lan-
guage and language acquisition meet these criteria, language
and the capacity for language acquisition would seem to be
part of human biology. That is to say, language would appear
to be innate.

The Species Universality and Species Specificity
of Language

All humans have language, and no other species has a com-
munication system that shares all the features of human lan-
guage. In addition, in the absence of a language to learn,
humans will create one. For example, it has been widely ob-
served that deaf children in hearing families invent systems
of signs with which to communicate. These systems have the
equivalent of syntax and morphology and a lexicon in which
different words belong to different grammatical categories,
and the system as a whole is used for the same sort of  pur-
poses as are established languages, thus demonstrating the
basic features of all human languages. Because children in-
vented rather than learned these home sign systems, it is ar-
gued that these features reflect components of language that
are built into the human mind (Goldin-Meadow, 1997).

Other evidence similarly suggests that the necessary
and sufficient ingredients for language creation are the op-
portunity for communication with others and a human
mind—particularly a child’s mind. Although socially isolated
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children do not invent languages (Shatz, 1994), whenever
people come together, language emerges. Pidgins are lan-
guages that emerge when circumstance puts together people
who share no common language. Pidgins tend to be morpho-
logically simple languages, lacking markers of subject-verb
agreement, tense, and so on. With time, and with the birth of
children who acquire these pidgins as their native language,
the pidgins evolve into creoles, which have more elaborate
grammatical morphology. It has been argued—although not
universally accepted (e.g., Jourdan, 1991)—that children play
a crucial role in the process of creolization and that the struc-
tural similarities among creole languages with independent
origins suggest the work of the human capacity that is nor-
mally put to language acquisition, but which in the absence of
a full-blown language to learn, reveals itself as the human ca-
pacity for language creation (Bickerton, 1984, 1988).

More recent evidence for the human capacity—and partic-
ularly the human child’s capacity—to create language comes
from the study of Nicaraguan Sign Language (NSL). This
language has emerged in just the last 25 years, following the
opening of the first public schools for the deaf in Nicaragua
in 1978. When they entered the school, the deaf children typ-
ically had only their own idiosyncratic home sign systems
and no shared language, but in the school setting a new sign
language began to develop. Studies of changes in this lan-
guage over time reveal that the language has moved from a
structurally simpler language to a structurally more complex
language (Senghas, 1995, 2000). It also appears that the dif-
ferences in structural complexity show primarily in the sign-
ing of those who begin to learn the language at an early age.
For example, the early form of NSL contained few verb in-
flections; the more recent form has such devices for marking
subject-verb agreement. It is particularly those individuals
who were exposed to the language at an early age that pro-
duce the verb inflections that distinguish the newer from the
older form. Older learners of the newer form of the language
do not master the verb inflections. Such results suggest that
the changes that have occurred in NSL over time depend on
young children acquiring the language. In sum, not only is
language universal in the species, but the nature of the human
mind ensures that wherever there are humans, there will be
language. Children seem to play a unique role in creating
languages with the complex grammatical systems that char-
acterize fully developed languages. We return to this poten-
tially special role of children when we discuss the critical
period hypothesis.

The other side of the species-universality coin is species
specificity. The literature on species specificity is large and
messy, and there is not the space to adequately review it here.
Suffice it to say that neither examination of the naturally oc-
curring communicative systems of other species nor the sev-

eral attempts to teach a language to another species have
found human-like language capacities outside the human
mind. The criterion on which most other systems and the
most nearly successful training efforts clearly fail is syntax
(Kako, 1999; Tomasello, 1994). It has also been suggested
that other animals, specifically chimpanzees, lack the social
interest in other members of their species that a human-like
communication system requires for both invention and
acquisition (Premack, 1986; Tomasello, Call, Nagell, Olguin,
& Carpenter, 1994).

The Invariance and Robustness of
Language Development

All normal children in anything remotely like a normal envi-
ronment learn to talk. Furthermore, the course of language
development is, in broad outline, constant across varying en-
vironments. These basic facts suggest to many a maturational
process, the course and timing of which is determined by the
unfolding of a genetic blueprint (Gilger, 1996; Gleitman,
1981). On the other hand, it could be that the universal acqui-
sition of language is the result of universal features of human
environments. A review of the literatures that describe the
varied social environments in which children learn to talk
suggests that all environments provide two sources of sup-
port for language acquisition: They show children that lan-
guage is used to communicate with other people, and they
deliver to children, through speech, data that the children use
to figure out the underlying linguistic system (Lieven, 1994).
Furthermore, there are differences in the rate and course of
language development associated with differences in how
children’s environments provide these two sources of support
and in how much speech children hear. For example, in some
environments children are talked to directly from birth; in
others children observe and overhear conversations among
others but are not engaged participants from an early age.
This difference has consequences for language development.
Children who are not directly talked to appear particularly
precocious in the development of skills for joining the ongo-
ing conversations of others (Bernicot & Roux, 1998; Dunn &
Shatz, 1989; Hoff-Ginsberg, 1998). Children whose data is in
the form of speech among others appear to begin talking by
producing rote-learned chunks of speech, and they only later
analyze these chunks into their structural and lexical compo-
nents. Children who hear more speech addressed directly to
them rely less on memorized but unanalyzed wholes (Lieven,
1994). These are effects on the style or course of language de-
velopment. There are also effects on rate. Although it appears
to matter more for lexical development than for grammatical
development, children who hear more data develop language
more rapidly than do children exposed to fewer data (Hart &
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Risley, 1995; Hoff & Naigles, 2002; Huttenlocher, Haight,
Bryk, Seltzer, & Lyons, 1991). These demonstrated effects
of the nature and amount of environmental support for
language acquisition make it clear that the process of lan-
guage acquisition is not solely a maturational process and,
therefore, that linguistic innateness by itself is not sufficient
as an explanation.

The Heritability of Language

Among children who acquire language normally, there are in-
dividual differences in the rate of language acquisition, and
some children acquire language quite slowly and with diffi-
culty. Although some of these individual differences can be
attributed to differences in experience, there is also evidence
that both normal individual differences and some cases of
language impairment have a genetic basis. Twin studies that
have looked at children past the age of 3 years using stan-
dardized tests of children’s verbal IQ, vocabulary, and read-
ing ability find that about 50% of the variance among children
on these measures can be attributed to genetics (Stromswold,
2001). Receptive and expressive language skills up to
24 months of age show lower heritability—between 1% and
38% of the variance, depending on the measure (Reznick,
Corley, & Robinson, 1997). Ganger, Pinker, Chawla, and
Baker (2002) used the twin study method to assess the
heritability of individual differences in the timing of the
achievement of two milestones of language development:
the achievement of a 25-word productive vocabulary and the
production of first word combinations. They found, as did
earlier studies, that the heritability of vocabulary was low. In
this study, 11% of the variance was attributable to genetics.
In stark contrast, they found that the timing of syntactic de-
velopment was highly heritable—82% of the variance was
attributable to genetics. A larger scale twin study also found
that the heritability of grammatical development was higher
than the heritability of lexical development, although that
study found lower heritability of grammatical development
(39%) and higher heritability of lexical development (25%;
Dale, Dionne, Eley, & Plomin, 2000).

Evidence of environmental effects on language de-
velopment provides converging evidence for the greater
heritability of grammatical than of lexical development.
Hoff-Ginsberg (1998) found grammar to be minimally sus-
ceptible to environmental influence and vocabulary develop-
ment more so. The method of studying the influence of the
environment was, in this case, to investigate the effects of
family socioeconomic status (SES) and birth order on lan-
guage development. It is well established that children in
high-SES families hear more speech than do children in
middle-SES families (Hoff, Laursen, & Tardif, 2002), and it

is reasonable to assume that firstborn children have more op-
portunity for one-to-one speech than later born children.
Thus, these two variables serve as proxies for language expe-
rience. Vocabulary development was strongly affected by
both birth order and family SES, with firstborn children and
children from high-SES families showing larger vocabu-
laries; grammatical development was affected only by birth
order, again with firstborns showing more advanced language
(Hoff-Ginsberg, 1998). It appears that grammatical develop-
ment, more than lexical development, may be the result of the
unfolding of a genetic blueprint; vocabulary development is
more paced by environmental factors.

Evidence that impairment of the normal ability to ac-
quire language has a genetic basis includes findings that lan-
guage impairment runs in families, that monozygotic twins
are more likely to be concordant for language disorders than
are dizygotic twins, and that adopted children with language-
impaired biological relatives are more likely to be language
impaired than are adopted children with no language impair-
ment among their biological relatives (Eley et al., 1999;
Stromswold, 1998). In one well-studied family, 16 out of 30
family members were seriously language impaired, and the
inheritance patterns suggest that a single dominant gene is
responsible (Gopnik & Crago, 1991).

In sum, although it is clear that differences in the environ-
ments that children experience contribute to the observed in-
dividual differences in language development, work on the
genetics of language development makes a strong case for a
genetic contribution as well—both within the normal range
of variation and, even more so, in cases of atypical develop-
ment. Syntax seems to fit the biological model of language
better than other aspects of language development do.
Although this work establishes that there is something genet-
ically based that determines the pace of syntactic develop-
ment, it does not clearly reveal what that something is—nor
how domain specific it is. We know the LAD is a biological
entity, but we still do not know how it works.

The Neurological Underpinnings of Language 
and Language Development

In making the argument that language is innate, Chomsky has
referred to a language organ in the brain. If there is such a
thing, it would seem to be located in the left cerebral hemi-
sphere. It has been known since the nineteenth century that
damage to the left side of the brain disturbs language func-
tions, whereas damage to the right side typically does not.
This is true even for deaf signers. Although the right hemi-
sphere is primarily responsible for processing visual-spatial
information, if that information is linguistic information, it is
handled predominantly by the left hemisphere. A wealth of
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other sources of data also suggests that language is predomi-
nantly a left-hemisphere function. Patients with a split corpus
callosum can label objects put in their right hand or presented
to their right visual field, but they cannot label objects in their
left hand or left visual field (e.g., Gazzaniga, 1983). Dichotic
listening tests with normal, intact adults show a consistent
right-ear advantage for speech stimuli (Springer & Deutsch,
1981). Research that uses scalp electrodes to measure event-
related potentials or brain imaging techniques to measure
cortical activity also has found greater left-hemisphere activ-
ity associated with language processing (e.g., Mazziotta &
Metter, 1988). There are, however, some problems with
drawing the conclusion that the language organ resides in
the left cerebral hemisphere. Other parts of the brain also
contribute to language processing. Patients with right-
hemisphere damage have difficulty understanding jokes, sar-
casm, figurative language, and indirect requests (Weylman,
Brownell, & Gardner, 1988). They have difficulty under-
standing linguistic units that have more than one meaning,
and they fail to use broad contextual information in the inter-
pretation of connected discourse (Chiarello, 1991).

The literature provides a couple of suggestions for de-
scribing the contributions of the right and left hemispheres to
language. Studies of event-related potentials in intact patients
show that the right hemisphere is activated by semantic pro-
cessing, whereas the left is activated primarily by syntax
processing (Neville, Nicol, Barss, Forster, & Garrett, 1991).
Studies of the language abilities of patients who have had
their left hemispheres entirely removed (because of severe
pathology) similarly suggest that the right hemisphere can
support many language functions but that the left hemisphere
is necessary for normal syntax. Together, the findings suggest
that for adults the right hemisphere is involved in semantics
and pragmatics but that syntax is the province of the left
hemisphere. The story becomes a little more complicated if
we look at children. The right hemisphere seems to be more
important for language acquisition than for language process-
ing once language is acquired. If brain damage is suffered in
infancy, prior to language acquisition, right-hemisphere dam-
age is more detrimental to future language acquisition than
is left-hemisphere damage (Stiles, Bates, Thal, Trauner, &
Reilly, 1998). Another difficulty with concluding that the
left hemisphere is the language organ is that although the left
hemisphere is primarily responsible for language, it is not
necessarily dedicated specifically to language. It has been
suggested that the left hemisphere is specialized for execut-
ing well-practiced routines (see Mills, Coffey-Corina, &
Neville, 1997). The finding that experienced musicians show
a right-ear (i.e., left hemisphere) advantage for music stimuli,
whereas naive listeners show a left-ear (i.e., right hemi-

sphere) advantage for music stimuli (Bever & Chiarello,
1974) is consistent with this hypothesis. There is additional
evidence that the relation between brain localization and
language has to do with practice in the findings from children
and adults that the neural representation of a bilingual’s two
languages differ as a function of language proficiency (Con-
boy & Mills, 2001; Perani et al., 1998).

The Critical Period Hypothesis

Many examples of species-specific, biologically based
learnings have the characteristic that the learning must occur
during a biologically determined window if the learning is to
be successful. Thus, regarding language development as a
biological phenomenon suggests the hypothesis that there is
a critical period for language acquisition. Seemingly, sup-
portive evidence is obvious and widely available. When
families immigrate to a new language community, it is com-
monly and reliably observed that the young children in the
family acquire the new language well and eventually are in-
distinguishable from native speakers. Older children and
adults acquire the language less well, and they typically
never achieve native-like proficiency. Young children re-
cover from aphasia following brain damage more rapidly
and more nearly completely than do older children and
adults. There is also the case of “Genie,” a child who was
kept isolated and thus deprived of language until the age of
13 (Curtiss, 1977). Despite both exposure and training after
her discovery, Genie never achieved normal language. Fi-
nally, there appear to be differences in how and where the
brain processes language depending on the age at which the
language is acquired (Kim, Relkin, Lee, & Hirsch, 1997;
Weber-Fox & Neville, 1996), although differences in profi-
ciency may be an alternative explanation. If such phenom-
ena have a biological explanation, it should be found in
some biological event. Puberty is often proposed as that
event: The hypothesis is that the onset of puberty closes the
window on the period during which the brain is best able to
acquire language.

Not all the data fit that hypothesis. First, the advantage of
being young is seen only in the level of ultimate language
achievement. Older learners actually make more rapid
progress than do younger learners during the first year in a
new language community—provided that the opportunities
are roughly equal (Snow & Hoefnagel-Hohle, 1978). Second,
the advantage of younger second-language learners over
older second-language learners in ultimately achieving
native-like competence does not abruptly end at puberty but
continues past age 20 (Birdsong, 1999). Finally, that advan-
tage may not be so much a function of differences between
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younger and older brains as much as it is a function of differ-
ences between the experiences of younger and older arrivals
in the new language community. Children attend school in
the new language, whereas adults must do work that their
limited language skills allow, thus limiting their exposure to
the new language. Additionally, older children and adults
have stronger first-language skills and are more likely to con-
tinue to read material in their first language than are young
children. A study of Chinese immigrants to New York City
found that younger children were more exposed to English
than were older children during their first year in the United
States, and by the end of the year Chinese was no longer pre-
ferred over and dominant relative to English for those
younger children. The older children, in contrast, were ex-
posed to English less, and at the end of their first year their
preferred and dominant language was still Chinese (Jia &
Aaronson, 1999). This provides an alternative explanation
for why the younger children’s English proficiency was
greater than that of the older children.

Although the data on second-language acquisition seem
to provide less conclusive support for the critical period
hypothesis on close examination than they do at first blush,
other evidence remains. Recovery from aphasia is better at
younger ages, and children have made unique contributions
to the process of grammatical expansion in NSL. As long as
these data hold, it does seem to be the case that maturation
affects the way the brain acquires language. However, the
strongest sort of critical period hypothesis—that the window
of opportunity for language acquisition is shut by a single bio-
logical event—is not supported. This is not necessarily telling
evidence against the claim that language is biologically based.
First, puberty is not a single, well-defined biological event.
Second, there is evidence that even in the animal world, biol-
ogy alone does not determine when biologically prepared
learning can occur. In songbirds, for example, access to social
interaction, as opposed to mere exposure to mature song, ex-
tends the sensitive period for song learning (Nelson, 1997).

Language as an Evolved Adaptation

Consonant with the hypothesis that the capacity for language
is domain specific and modular, it has been proposed that this
capacity was selected for in the course of human evolution to
serve its particular function. According to this view, humans
have language because having language gave some of our
hominid ancestors an advantage in survival and reproduction
over those who did not have language (Bloom, 1998;
Pinker & Bloom, 1990). This view puts language in the same
category as upright posture and bipedal locomotion as evolu-
tionary achievements writ into the human DNA. Further

arguments have been made for why language would have
been useful and why language evolved to have the particular
structure that it does. With respect to the value of language, it
has been argued that language is useful to humans because of
humans’ unique social characteristics. Language is useful
only to a species whose members are interested in communi-
cating with each other, and a system as complex as human lan-
guage is more useful than calls and hoots only if the
interacting members of the species are interested in exchanges
of information more complex than food locations and preda-
tor warnings. With respect to why language has its particular
structure, it has been argued that this level of complexity is
necessary for exchanges of the sort of information that is im-
portant for human survival. For example, a mechanism for
embedding one clause in another is necessary to communicate
the distinction between a region that has animals you can eat
and a region that has animals that can eat you (Pinker, 1994).
There are also arguments for how the anatomical changes that
accompanied upright posture, namely the lowering of the lar-
ynx in the throat, gave rise to some of the structural features of
human language (Carstairs-McCarthy, 1999).

There is no contrary argument that the human capacity for
language is not part of human nature, acquired in the course
of human evolution. Rather, the argument has to do with
domain specificity. One contrary argument is that language
evolved as a result of quantitative changes in several preex-
isting mental abilities (Bates, Thal, & Marchman, 1991;
Lieberman, 1975). That is, the human capacity for language
is a “new machine built out of old parts” (Bates et al., 1991,
p. 35). Another contrary argument is that language is a by-
product of general increases in the computational power of
the brain—language is just one more thing that humans do
with their great intelligence (Chomsky, 1982; Gould &
Lewontin, 1979).

Summary and Conclusions

If we ask to what degree language development demonstrates
hallmark features of a biological process, we are led to con-
clude that language is an intrinsic part of human nature. Just
what makes language so, however, is unclear. Language is
certainly universal in the species and is species specific, but
the rate and course of language acquisition are paced and
shaped to a significant degree by environmental influence.
Among the several components of language, grammar seems
most robust—the rate of development is most heritable, and
environmental effects are correspondingly weaker. Vocabu-
lary development appears to be very influenced by access to
input. Additional support for the notion that grammar is
what is really biologically based about language comes from
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neurolinguistic research. When we look for a dedicated lan-
guage organ, we find the left hemisphere carrying out the
grammatical functions of language. Meaning and use appear
to be less isolable functions. Most of the data that address the
critical period hypothesis are inconclusive. If there is a criti-
cal period, its boundaries are fuzzy and the mechanism un-
clear. Yet there does seem to be an advantage to having a left
hemisphere available to take on language functions, and the
availability of the left hemisphere may decline with age.
Furthermore, even accepting the conclusion that grammar is
a biologically based human capacity that resides in the left
cerebral hemisphere does not quite answer the question about
the nature of that capacity. It is possible that the capacity is
dedicated specifically to language. The data also fit an ac-
count in which the left hemisphere is particularly good at the
kind of processing that grammar requires. Finally, the biolog-
ically based characteristics of humans on which the human
capacity for language depends seem also to include the social
nature of humans—although social influences are not typi-
cally included in biological models. Language is created or
acquired only when there is the opportunity for interaction
with other humans. This is not to say that language is entirely
a social process—that issue will be taken up in later
sections—but that the social nature of humans is a necessary
ingredient.

LANGUAGE DEVELOPMENT AS A
LINGUISTIC PROCESS

If one starts from the premises that (a) all adults have knowl-
edge of a complex, abstract, formal system that is what
allows them to be competent speaker-hearers of a language
and that (b) the information available in input and the learn-
ing mechanisms available to children are inadequate for
achieving that system from an initial state of no linguistic
knowledge, one is led to the inescapable conclusion that
linguistic knowledge must be innate. This is basically the
worldview of the generative grammar approach to language
acquisition.

The task for research, then, is to describe just what is in-
nate. This enterprise is led by linguistic analysis of the end
state of language acquisition. The resultant description of lin-
guistic knowledge, that is, Universal Grammar (UG), is then
attributed wholesale to the child. Two explanatory problems
remain, however. One is that children acquire different lan-
guages, depending on the language they hear, and accommo-
dating that fact requires some mechanism that allows
children to acquire the particular language to which they are
exposed. The other is that young children do not demonstrate

the competence that they are posited to possess, requiring
some explanation for apparent developmental change.

Universal Grammar

To handle the first problem, UG allows options. It consists of
a set of principles that are true for all languages and a set of
parameters on which languages vary. For example, in some
languages, such as English, sentence subjects must be ex-
pressed, whereas in other languages, such as Spanish, they
need not be. In Spanish, one can say the equivalent of Goes to
school whereas in English it would be necessary to say He
goes to school. Languages that allow pro-drop, as it is called,
also allow sentences that are the equivalent of Raining
whereas in English one would need to say It’s raining. Be-
cause some languages allow pro-drop and others do not, this
is a parameter in UG that children must set on the basis of
their language experience. The argument is that children
learning English must hear sentences such as It’s raining, and
then use that input to set the pro-drop parameter. Less work
has been done in applying a universal phonological theory to
acquisition, but the structure of the problem is the same:
There exists a set of universal rules (in the standard theory)
or constraints (in the more recent optimality theory; see
Bernhardt & Stemberger, 1998). The function of these rules
or constraints is to mediate between the underlying represen-
tations of words and the surface form of words, just as syntax
mediates between the underlying representation of sentences
and the surface form of sentences. As it does for syntax, the
linguistic approach assumes that rules or constraints can-
not be learned from input. Language variation is handled
by positing that a universal set of rules or constraints is pro-
vided innately, and children use input to learn which rules
apply or to set the rankings of the constraints (Bernhardt &
Stemberger, 1998).

This approach has encountered both theoretical and em-
pirical problems. As linguistic theories both Principles and
Parameter Theory and Optimality Theory are still in develop-
ment. As a theory of acquisition, Optimality Theory has been
too little tested to judge, as work in this area has only just
begun (e.g., Dinnesen & O’Connor, 2001). Work applying
Principles and Parameters Theory to explaining the acquisi-
tion of syntax has longer tradition, and, thus far, the proposal
that children use input to set parameters has not found empir-
ical support in data on language acquisition (Maratsos,
1998). Although future work in linguistic theory may prove
more successful at describing language in terms of paramet-
ric variation and ranked constraints, Maratsos (1998) pointed
out that there is a problem, in principle, with the atten-
dant acquisition theory. The notion that a single instance of
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input would serve as a trigger for parameter setting requires
that input be error free, and it certainly is not. Furthermore, a
parameter-setting approach in which the role of input is
merely that of a trigger predicts that the amount of input
should not matter a great deal to the acquisition of any para-
meterized aspect of language. Contrary to this prediction,
there is evidence that a component of grammatical knowl-
edge that is held to be part of UG, that-trace phenomena, is
acquired earlier by children with more language experience
and later by children with less (Gathercole, 2002). There
may also be a solution to this problem if parameter setting is
not accomplished on the basis of a single instance of input,
but requires an accumulation of evidence. This, however,
would be a very different sort of model than the current Prin-
ciples and Parameters theory.

Turning to the problem of apparent developmental
change, we find that two solutions have been proposed. One
begins with the Continuity Hypothesis (Pinker, 1984), ac-
cording to which all of UG is in the child’s grammar from the
beginning. This requires explaining differences between chil-
dren’s and adults’ grammatical performance in terms of fac-
tors other than knowledge of the grammar. Lack of lexical or
pragmatic knowledge or processing limitations that interfere
with performance are often invoked. The other proposed so-
lution is the Maturation Hypothesis, according to which some
elements of UG become available only later in development.
Like permanent teeth and secondary sexual characteristics,
these elements of grammar are provided innately, but they are
not manifest until their developmental time arrives (Wexler,
1999).

This manner of reasoning and the research it generates can
be illustrated with respect to one of the principles of UG.
Among the principles of UG is a set of principles called bind-
ing principles, which deal with the relations between elements
in a sentence. Binding Principle B pertains to how pronouns
are related to nouns. Stated formally, Principle B says that per-
sonal pronouns must not be coindexed with a c-commanding
noun phrase (NP) in the local domain. C-commanding within
the local domain refers to a particular structural relationship
between parts of a sentence. What Principle B means is that
pronouns such as he and her cannot refer to a noun that is in
the same part of the sentence structure as the pronoun. In the
sentence Grover is patting him, him cannot mean Grover.
(This is in contrast to Principle A, which applies to reflexives,
with the consequence that in Grover is patting himself, himself
must refer to Grover.)

The reason that Principle B has generated so much
research is that children disobey this principle up to a very
advanced age—even at 8 years—and well after they demon-
strate knowledge of Principle A (Thorton & Wexler, 1999).

This late adherence to a basic principle of UG contradicts both
the basic premise of the UG approach, that universal princi-
ples are provided innately, and the Continuity Hypothesis, that
all of UG is available from the beginning. In fact, many possi-
ble explanations of children’s seeming ignorance of Principle
B are problematic for the UG view. For example, one expla-
nation is to say that Principle B is not innate after all but must
be learned from experience and that the learning process takes
time. The UG view rejects this explanation and in general re-
jects learning sorts of accounts of developmental change on
the grounds that there is no way for input to give children the
information they need to arrive at Principle B. That is because
Principle B, like the other principles of UG, makes reference
to notions like binding and c-command, and there is no way
for children to get such abstract notions from input (Chien &
Wexler, 1990). This is an example of how the formal de-
scription of grammatical knowledge defines the acquisition
problem differently than another sort of description of gram-
matical knowledge might.

Another possible explanation of children’s late adherence
to Principle B is to reject the Continuity Hypothesis but
save UG and assert that Principle B simply matures late. The
problem with this is that the whole theory requires that Princi-
ple B be on line early in order to play a necessary role in guid-
ing other learning (Chien & Wexler, 1990). There have also
been a variety of proposals regarding other factors that might
interfere with children’s demonstrating knowledge of Princi-
ple B. It could be that the processing demands of the task
make it difficult for children to apply their grammatical
knowledge or mislead the children in some way so that chil-
dren’s poor performance is a function of the task, not a lack of
knowledge (Grimshaw & Rosen, 1990; Grodzinsky & Rein-
hart, 1993). Alternatively, it could be that children lack the
pragmatic knowledge to recognize when Principle B applies.

The argument that children do know Principle B but violate
it for extragrammatical reasons comes from studies in which
children demonstrate that they do adhere to Principle B under
some circumstances, but not others. For example, if the chil-
dren interpret a sentence such as The cow is scratching her to
mean the cow is scratching herself because of ignorance of
Principle B, then they also should interpret Every cow is
scratching her to mean many cows are all scratching them-
selves. Children do not do that, however. This suggests that the
interpretation of the first sentence is not the result of ignorance
of Principle B, but the result of some other lack of understand-
ing. There are circumstances in which Principle B does not
apply. In the sentence, She’s wearing Alissa’s clothes, Princi-
ple B requires that she not be Alissa. However, if the circum-
stance is that someone who looks a great deal like Alissa but
who has a different haircut walks by and the identity of this
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person is the topic of conversation, it is possible that she does
mean Alissa in the second sentence in the following sequence:
She must be Alissa; she’s wearing Alissa’s clothes. One argu-
ment for why relatively old children disobey Principle B is
that they have experienced exceptions such as this and they do
not know that it is an exception allowed only in certain prag-
matic contexts. By this account it is a lack of pragmatic under-
standing, not a lack of grammatical knowledge, that leads to
Principle B violations.

At present there are several proposals for how best to ex-
plain the seeming late mastery of Principle B. Resolving the
issue is not crucial for the present purpose because the aim of
the foregoing summary of work on Principle B was not to ex-
plain why 6-year-olds sometimes interpret Grover is patting
him to mean that Grover is patting himself. Rather, the pur-
pose was to illustrate the kind of research and argument that
the UG view of language acquisition generates. Although
there is disagreement within the UG approach as to how to
explain apparent developmental change, there is consistent
agreement with the basic premise that UG must be innate.

The work on Principle B is an example of research within
the UG approach that makes very little contact with other ap-
proaches to language development. Although a great deal of
UG work is of this sort, there are some questions that have been
tackled by both UG and other approaches to the study of chil-
dren’s language. Several studies have found that before the age
of 3 years children do not use the verbs they know in all their
possible syntactic and morphological environments (Bloom,
Lifter, & Hafitz, 1980; Tomasello, 1992; Valian, 1991). It is a
challenge to the claims of the UG approach that children, who
are asserted to have complete knowledge of the grammar, pro-
duce only a subset of the constructions the grammar allows.
The UG explanation is that performance factors impede the
expression of the underlying competence. For example, Valian
(1991) (Study 5) found that early in development children pro-
duce few verbs with direct objects but that the proportion of
verbs used with a direct object increases from 11/2 to 3 years.
Valian (1991) interpreted the effect of age as evidence of the
role of capacity limitations. Her argument was that the syntac-
tic knowledge underlying the production of direct objects is
there from the beginning, but for very young children it is too
cognitively demanding for children to actually produce such
sentences. As processing capacity increases with age, such
performance constraints lessen. We consider an alternative
account of these data in the next section.

Innate Lexical Constraints

There is also a learnability approach to lexical development.
It begins, like the argument for innate grammar, with an

assertion of the impossibility of learning. This assertion
was famously made by the philosopher Quine (1960) and
is known as the Gavagai problem. Imagine that you are a lin-
guist studying a newly discovered tribe. A rabbit runs across
the field, and a tribesman shouts Gavagai. How do you de-
cide what Gavagai means? It could mean “running thing,”
“whiteness,” “furriness,” “dinner if we’re lucky,” “animal,”
“mammal,” or even “rabbit.” The point is that in principle,
the possible meanings are infinite. Despite this problem, chil-
dren are good at learning words. By the time children are
6 years old they have vocabularies of up to 14,000 words.
Assuming that word learning begins at about 12 months, that
works out to a word learning pace of nearly eight words per
day. Furthermore, experimental work has demonstrated that
very few exposures to a novel term are sufficient for children
to form at least a partial entry in their mental lexicons
(Dolloghan, 1985; Woodward, Markman, & Fitzsimmons,
1994). Thus, somehow, the infinite possible meanings of a
new word in context that bothered Quine do not bother
young, language-learning children.

To solve the problem of how children arrive at meanings
readily, when the environment does not clearly indicate those
meanings, it has been proposed that children come to the
word learning task with innate constraints on the kinds of
hypotheses they consider. A great deal of research has been
aimed at discovering just what those constraints are. One
constraint or principle that appears to guide children’s infer-
ences about the meanings of newly encountered words is the
whole-object principle. This leads children to assume that
words refer to whole objects rather than to a part or property
of an object. This eliminates “whiteness” and “furriness” as
possible meanings of Gavagai. The existence of such an as-
sumption is supported both by evidence from word-learning
experiments (Markman & Wachtel, 1988; Taylor & Gelman,
1988; Waxman & Markow, 1995) and by errors that young
children make. For example, it is not uncommon for very
young children to think that hot is the label for stove, given
the common experience of hearing, Don’t touch it; it’s hot in
reference to the stove.

Another proposed word-learning principle is the taxo-
nomic principle, according to which words refer to things
that are of the same kind. This assumption—it is proposed—
helps the child figure out what else, other than the particular
whole object being labeled, is included in the meaning of the
new word. When the child hears the word dog in the presence
of a dog (and assumes that the whole dog is being referred to
because of the whole-object principle), the taxonomic princi-
ple leads the child to think that dog will also refer to other
dogs, but not to things that are thematically related to dogs,
such as collars, leashes, or bones. Again, the evidence for this
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assumption comes from both the fact that in natural lan-
guage use children tend correctly to extend the meanings of
the words they learn and experimental demonstrations that
despite a tendency to form thematically related categories,
when children are presented with a new word, sud with a pic-
ture (e.g., a picture of a dog) and asked to find another one
that is the same as this sud, children pick another picture of
a dog. When simply asked to find another one that is the
same—without a new word being introduced—preschool
children are more inclined to pick the picture of dog food
(Markman & Hutchinson, 1984). Another principle, the mu-
tual exclusivity principle, is the principle that different words
refer to different kinds of things. So, for example, members
of the category labeled dog do not overlap with members of
the category labeled cow. In word-learning experiments,
when presented a novel word and an array of objects that in-
cludes several objects for which they have labels and one for
which they do not, children will take the new word to mean
the object for which they have no label. That is, they appear
to assume that the new word cannot be a synonym for any
of the words that they already know (Markman & Wachtel,
1988; Mervis & Bertrand, 1994).

These principles work in concert, so that the mutual ex-
clusivity assumption provides a basis for overriding the
whole object principle, which children must do in order to
learn terms for parts and properties of objects. A child who
knows the word rabbit and hears the word furry will not take
furry to be a synonym for rabbit but will look for something
else to be the referent of the new term. The alternatives to
the proposal that word learning is constrained by innate,
linguistic principles are (a) that these principles operate in
word learning but are themselves learned (Nelson, 1988) and
(b) that the assumptions that guide word learning are not
specifically linguistic but have a social-pragmatic basis
(Clark, 1997). It has also been argued that the process of word
learning involves more than mapping sounds onto referents
and that multiple learning procedures are brought to bear on
the task of building a lexicon (Hoff & Naigles, 2002).

Summary and Conclusions

It is difficult to evaluate the contribution to the general un-
derstanding of language development made by the UG ap-
proach to grammatical development. The reason for this
difficulty is that this work is so isolated from the rest of the
field that one must either buy the UG account or reject it as a
whole package. This isolation is not a scientific necessity, but
rather a sociological fact. There is very little discussion
between linguists and nonlinguists because researchers from
the two disciplines do not ask the same questions or even use

the same vocabulary. There are, of course, exceptions. The
work reviewed on the issue of whether children have the cat-
egory V is an exception, and there is an interesting and em-
pirically informed debate on this topic. Similarly, in the
domain of lexical development, the source of and necessity
for constraints on the hypotheses children generate has
motivated a great deal of research, and that research has
advanced understanding of the process of word learning. For
example, mixed accounts of lexical development incorporate
some innate principles along with other bases for word
learning (Golinkoff, Mervis, & Hirsh-Pasek, 1994; Hollich,
Hirsh-Pasek, & Golinkoff, 2000).

Even without such integration, however, the linguistic ap-
proach makes a contribution to the overall enterprise of un-
derstanding language development by forcefully making two
points: (a) Grammar is complex, and it is not so easy to show
how some of the more abstract aspects of grammar could be
derived from input; and (b) children may have more gram-
matical knowledge than they demonstrate in their speech, be-
cause producing speech requires adjunct competencies such
as memory and pragmatic understandings, which may be
limited in children.

LANGUAGE DEVELOPMENT AS A
SOCIAL PROCESS

The approach that considers language as a social phenome-
non and language development as a social process begins
with very different assumptions than does the previously dis-
cussed generative grammar approach. Whereas the genera-
tive grammar position asserts that the output of the LAD is a
complex, abstract system whose properties are unrelated to
the communicative function of language and are not apparent
in the surface form of sentences, the social approach, also
termed the social-pragmatic view, asserts that language is
much simpler (Tomasello, 1992, 2000). The social-pragmatic
approach relies on Cognitive-Functional linguistic theory, ac-
cording to which grammatical devices are not hidden things
like c-command and binding but are things like word order
and case marking endings on words. Not only are these gram-
matical devices directly observable, but their functions are
related directly to meaning. That is, word order and case
markings indicate notions such as agent of action and object
of action that are part of everybody’s cognitive understand-
ings of events.

Second, in the social-pragmatic view, the input is richer
than in the generative grammar view. According to the social-
pragmatic view, it is crucially important to the process of lan-
guage development that language is learned in the context of
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interaction with others, in routines such as feeding and dress-
ing and, in some cultures, interactive games, book reading,
and more. The significance of these repeated routines is that
they create a shared referential context within which the lan-
guage of the adult makes sense to the prelinguistic child
(Carpenter, Nagell, & Tomasello, 1998). Third, the child’s
learning mechanisms include the all-important capacity for
what Tomasello has termed cultural learning (Tomasello,
2000; Tomasello, Kruger, & Ratner, 1993). Cultural learning
involves imitating others, but it is not uncomprehending
mimicry. Rather, cultural learning consists of learning to
reproduce the behavior of others for the purpose of achiev-
ing the same goal or performing the same function that the
learner understands to have been the goal or intended func-
tion when that behavior was produced by another. Cultural
learning is possible only after around 9 months of age, when
children develop the capacity for secondary intersubjectivity,
which allows them to coordinate their attention with both
the person who is talking to them and the objects or events
that are being talked about. This is prerequisite to cultural
learning because only with this capacity can children share
another’s perspective on the world, thereby gaining nonlin-
guistic access to the communicative intentions of others.
Learning language, on this view, is learning to express one’s
communicative intentions with sequences of sounds that one
has previously heard uttered by others to express those same
communicative intentions.

In sum, compared to the generative linguistics approach,
the social-pragmatic approach assumes that the infant who
acquires language is smarter and that the language system
that is acquired is simpler. Viewed this way, language is
learnable without recourse to stipulation of innate knowl-
edge. In the next sections we consider what this view has to
say more specifically with respect to the acquisition of gram-
mar and the lexicon, and we consider some of the arguments
that have been made against those proposals.

A Social-Pragmatic Account of
Grammatical Development

The gist of the social pragmatic approach to explaining gram-
matical development is to redescribe both the nature of the
child’s syntactic competence and the adult syntactic compe-
tence eventually achieved so that they are states of knowl-
edge that can be achieved using information available in
social interaction and domain-general mechanisms of learn-
ing. (There is no social-pragmatic account of phonological
development.) The redescription of children’s competence is
done through analysis of children’s spontaneous speech and
performance in experimental tasks. The redescription of adult

competence is made by referring to cognitive-functional
linguistics.

The crucial point in the redescription of child competence
is the claim that children do not have a fully productive sys-
tem. It is that productivity, or generativity, that motivates the
abstract system that is generative grammar. Children, it is
argued, have only a repertoire of constructions that they have
memorized as a result of hearing them in input. Central to this
argument is the claim that children do not have the grammat-
ical category V, because sentences are built around verbs.
Without the category children cannot have fully productive
rules for sentence generation. Instead, children have verb-
specific frames that they use to construct sentences. Children
do have a noun-like category, and thus they achieve some
limited productivity in their speech by substituting nouns in
their memorized, verb-based frames.

Recall from the previous section, the observation that chil-
dren initially do not use the verbs that they know in the full
range of environments that the grammar allows. Rather than
explaining this as a reflection of performance limitations, as
the UG approach does, the social-pragmatic approach argues
that children have limited knowledge about how individual
verbs can be used. In essence, children know only what they
have heard. In support of this view, there is evidence that chil-
dren use the same frames with each verb as their mothers use
(Theakston, Lieven, Pine, & Rowland, 2001). Additionally,
there are findings from several experiments in which children
are taught new verbs and then asked questions designed to
elicit use of those verbs in different sentence structures. The
consistently obtained result is that children under 3 years tend
not to use their new verbs in utterances that go beyond the
way they have heard those verbs used by adults. This con-
trasts with the finding for novel nouns, which children do use
in new combinatorial structures (Tomasello, 2000).

Eventually, of course, children do use verbs productively,
and the social-pragmatic theory must account for that. Part of
the social-pragmatic solution is the proposal that children
move to a system of more general, productive constructions
from an item-based set of constructions by noticing patterns
among the item-based constructions and combining them.
Consistent with this sort of mechanism is that some mea-
sures of productivity increase gradually from 2 years to
8 years (Tomasello, 2000). The social-pragmatic account
never gives itself the task of explaining how children achieve
the autonomous, abstract grammar of the generative linguis-
tic approach. This is where the redescription of adult compe-
tence comes into play. Adult linguistic competence, in this
view, is also just an inventory of constructions—the differ-
ence is that some of them are quite general and productive.
The adult grammar can end up with some of the structural
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apparatus of standard grammars, provided that those struc-
tures relate to specific communicative functions. So, for ex-
ample, syntactic constituents such as noun phrases can be
arrived at from input because noun phrases refer to identifi-
able referents. To paraphrase an example from Tomasello
(2000), your papers is a coherent constituent because it
serves a single referential function. The importance to acqui-
sition of children’s understanding of speakers’ communica-
tive intentions is made clear by this analysis. All the units of
language structure correspond to communicative functions.
Thus, understanding the communicative functions of utter-
ances leads inevitably to understanding structure. In this
view, no other route to grammar is necessary.

The counterarguments to the social-pragmatic view of the
acquisition of grammar are essentially three: (a) Whereas the
social understandings that are argued to be the basis of lan-
guage development are important and perhaps even necessary
for some aspects of development, they are not sufficient to
account for acquisition; (b) the social-pragmatic position
and Cognitive-Functional linguistics underestimate the com-
plexity and functionally independent nature of morphosyntax
(Maratsos, 1998; Shatz, 1992); and (c) the data do not
quite support the straightforward input-dependent, limited-
productivity account offered by the social-pragmatic view. To
elaborate the last point, diary data on the first uses of 34 com-
mon verbs by eight different children show that many verbs
do in fact appear in multiple structures within children’s first
10 uses of those verbs, suggesting some early productivity
(Vear, Naigles, Hoff, & Ramos, 2001). In addition, although
children do tend to use main verbs in the particular syntactic
structures in which they have heard those verbs used
(deVilliers, 1985; Theakston et al., 2001), this is not the case
for auxiliary verbs. One of the most robust input-acquisition
relations in the literature is that the frequency in input of
questions that prepose auxiliaries (e.g., Can you eat your
breakfast now?) is related to children’s acquisition of
auxiliaries, but when the children use auxiliaries it is first in
declarative forms (e.g., I can do it; Newport, Gleitman, &
Gleitman, 1977; Shatz, Hoff-Ginsberg, & MacIver, 1989).
This particular datum and the complexity of what children
acquire more generally argue that internal mental processes
operate over input and transform it into syntactic knowledge
that is used in creating novel productions. The social-
pragmatic approach to the acquisition of grammar is mute
with respect to what those internal mental processes might be.

Social-Pragmatic Approach to Lexical Development

The gist of the social-pragmatic explanation of lexical devel-
opment is the assertion that children can figure out what

newly encountered words mean because they know what the
other speakers’ communicative intentions are. Early formula-
tions of the social-pragmatic proposal argued that the recur-
rent social interactions between mother and child establish
each participant’s intentions through a given routinized activ-
ity, allowing the child to predict “where the adult’s attention
is currently focused and where it is likely to be focused next.
Therefore, any language the adult may use in such a context
is likely to be immediately meaningful to the child”
(Tomasello & Todd, 1983, p. 199). Additionally, if in nonrou-
tinized interaction, mothers talk about the aspects of the ac-
tivity that the child is focused on, then the meanings the child
is harboring should be consistently expressed. Thus, the
social-pragmatic argument is that by virtue of either rou-
tinization or maternal attentiveness children know what their
mothers are saying without understanding the language, and
they can use that nonlinguistically acquired knowledge to
figure out the meaning of the language they hear.

More recently, the social-pragmatic proposal has focused
on the social cognitive abilities and inclinations of children
(Akhtar & Tomasello, 2000; Baldwin, 2000). Children are not
at the mercy of adults, following their attentional focus in order
for word meaning to be made transparent. Rather, children
have the ability to discern their mothers’communicative inten-
tions. According to this view, word learning begins once chil-
dren understand others as intentional agents, assume some
communicative intention behind the vocalizations others
make, and successfully figure out what those communicative
intentions are. Although the earlier and later formulations dif-
fer in whether the mother or the child contributes the requisite
social-pragmatic skill, in both formulations mutual engage-
ment or joint attention is prerequisite to word learning.

The sort of empirical findings cited in support of this
view include findings that maternal responsiveness is
positively associated with child vocabulary development
(Tamis-LeMonda, Bornstein, Kahana-Kalman, Baumwell, &
Cyphers, 1998), that mothers who follow their child’s lead
have children with larger vocabularies (Akhtar, Dunham, &
Dunham, 1991; Harris, Jones, Brookes, & Grant, 1986;
Tomasello & Farrar, 1986), and that the proportion of time
mothers and children spend in joint engagement predicts vo-
cabulary growth (Carpenter et al., 1998; Tomasello & Todd,
1983). Another important piece of this argument is evidence
that children have the ability to use nonverbal cues such as
eye gaze to determine a speaker’s focus of attention and that
they infer that speakers are talking about their own focus of
attention, even when it differs from the child’s (Baldwin,
1993).

The foregoing arguments address how children can
correctly map a newly encountered word onto its intended
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referent. There is also a pragmatically based argument for
how children learn multiple terms for the same referent
(Clark, 1997). That is, the same creature can be the dog, our
pet, or Rover, depending on the purpose for which one is la-
beling him. Children are disinclined to take these different
labels to be exact synonyms because they have the principle
of contrast, that is, the pragmatic understanding that if a
speaker chooses a different word, it indicates a different
meaning. The innate constraints approach explains the same
behavior with reference to the mutual exclusivity principle.
There is evidence consistent with both views. Absent any
pragmatic information, children are reluctant to accept new
labels for an already-labeled referent (Merriman & Bowman,
1989); however, very young children can learn multiple
labels for the same referent if they understand the multiple
communicative purposes or perspectives that lead to different
word choices (Clark, 1997). Adults also provide help to the
would-be word learner through pragmatic directions. To il-
lustrate, Clark offers a hypothetical example in which some
birds are flying overhead and the adult speaker first says look
at the birds and then points to one bird followed by another,
saying This one is a sparrow; this one here is a crow. By first
not individuating and later individuating the referents, the
speaker indicates to the child the perspective shift that ac-
companies the shift in the hierarchical level of the label pro-
vided. Although the foregoing example is hypothetical, there
are data to the effect that mothers indicate when they are talk-
ing about a group labeled by a superordinate category and
that simple labeling tends to be used with basic-level or sub-
ordinate categories (Callanan, 1985). There are also sponta-
neous speech data from very young children attesting to their
use of multiple labels for the same item (e.g., food and cereal,
animal and tiger; Clark, 1997).

The quarrel some have with the social-pragmatic ap-
proach to lexical development is similar to the exception
taken with respect to social-pragmatic accounts of grammat-
ical development. The problem is one of sufficiency. Al-
though children may well use their social skills to infer
speaker intent in episodes of mutual engagement, analysis of
published studies of mother-child interaction suggests that
only about 20% of the time mothers and children spend in
conversation is characterized by the mutual understandings
upon which the social-pragmatic view of acquisition depends
(Hoff & Naigles, 2002). Furthermore, there is more to build-
ing a lexicon than mapping newly encountered words onto
referents. Before that initial mapping words must be identi-
fied as such in the speech stream, and after the initial map-
ping there is still more for children to figure out to complete
the lexical entry. The sort of information that would con-
tribute to those other parts of the word-learning task and the

sort of learning abilities that would use that information are
ignored in the social-pragmatic account.

Acquiring the Social Uses of Language

Thus far we have been discussing socially based accounts of
the acquisition of what are considered the core aspects of lan-
guage: grammar and the lexicon. The extent to which social
processes can explain those developments is very much at
issue. In contrast, there are other aspects of language devel-
opment for which a socially based explanation is the most
obvious choice. Language development includes language
socialization—learning to use language as do adult members
of one’s social group. This refers to everything from learning
to be polite to learning to tell a coherent story. These learn-
ings must depend on the social context in which language is
acquired because what constitutes both politeness and a
coherent story vary depending on culture (Clancy, 1986;
Minami & McCabe, 1995). More direct evidence for the role
of social context in these aspects of language development
are findings that within a culture, differences in the environ-
mental support provided by other speakers are related to the
rate of development of the ability to produce narratives
(Fivush, 1991; McCabe & Peterson, 1991; Reese & Fivush,
1993).

Socially based accounts of development have little com-
petition with respect to explaining the acquisition of commu-
nicative competence. While there are requisite and perhaps
biologically based cognitive developments, it is clear that
acquiring communicative competence depends on social ex-
perience. A large body of work describes children’s develop-
ment of communicative competence and seeks explanation in
terms of social development, cognitive development, and
experience in language interaction (see, e.g., Ninio & Snow,
1999). From a distance, however, this sort of research seems
not to be the main-stage event in the search for an explana-
tion of how children learn to talk. The main stage is occupied
by the study of grammar and the lexicon.

Summary and Conclusions

There is no quarrel from any quarter that language is used to
communicate or that it is acquired in the context of commu-
nicative interaction. Thus, there is most certainly a social
basis to language development (Shatz, 1992). At issue is the
explanatory power of this social basis. The claim made by ad-
vocates of the social-pragmatic view—that learning language
is merely a matter of learning to produce the sounds to ex-
press one’s intentions that one has heard others produce to
express those intentions—is not particularly revolutionary.
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If intentions are meanings, and it seems that they must be,
then this statement is simply a paraphrase of a statement in
every linguistics textbook: Language is a system for relating
sound to meaning. The question is, What is the nature of that
system and what does it take to learn it? According to the
social-pragmatic approach, the system is fairly simple and
based in the communicative functions of language. Thus,
learning the system is a natural consequence of children’s
social-cognitive abilities to understand others’ intentions,
their desire to communicate their own intentions, and their
ability to imitate the means of communicating intentions that
they see modeled by others. To the extent that language is
complex and has structural properties not grounded in the
communicative functions of language, it will require more to
be learned than social understandings and a capacity to imi-
tate the goal-directed behavior of others.

LANGUAGE DEVELOPMENT AS
DOMAIN-GENERAL LEARNING

It is possible, in principle, that substantial aspects of linguis-
tic knowledge are neither innate nor achieved in the manner
described by the social-pragmatic approach. Linguistic
knowledge could be learned via the application of asocial and
domain-general learning procedures to language input. The
work in this vein does not come from a single theoretical
orientation but rather comprises a variety of approaches that
have in common a rejection of the assumptions that language
is too complex, the input too impoverished, and the child’s
learning mechanisms too weak to account for language ac-
quisition without stipulating innate linguistic knowledge.
Some, but not all, domain-general proposals also entail a de-
scription of the adult linguistic knowledge that differs from
the generative linguistics account. The domain-general learn-
ing approach differs also from the social-pragmatic approach
in locating the information used by language learners in the
speech stream itself and in the nonlinguistic context accom-
panying speech rather than in socially achieved understand-
ings. Information about utterance or word meaning that
children derive through their understandings of other speak-
ers’ intentions may be useful, but it has no special status that
is different from other sources of information. Furthermore,
the mechanisms for learning are more than the mechanisms
of cultural learning referred to by the social-pragmatic ap-
proach. The argument for a domain-general approach to lan-
guage development is made primarily with three sources of
evidence: (a) studies of infants showing that language learn-
ers do indeed have powerful learning mechanisms available
to them, (b) computer implementations of connectionist

models of language acquisition demonstrating the sufficiency
of some aspects of input for at least some aspects of language
development, and (c) developmental data suggesting that
children do apply general learning procedures to input in the
process of acquiring language.

The Nature of Infants’ Learning Mechanisms

Recent attention to infant learning mechanisms began with a
study demonstrating that 8-month-old babies can learn the
statistical regularities in a stream of sounds presented for
only 2 min (Saffran, Aslin, & Newport, 1996). The babies lis-
tened to a tape-recording that presented four different three-
syllable “words” (e.g., tupiro, golabu) combined in random
order in an uninterrupted stream. After 2 min of exposure, the
babies were tested with stimuli that either recombined the
same words in a different order or recombined the same syl-
lables in a different order, violating the integrity of the former
“words.” Eight-month-old babies could tell the difference.
They appeared to have learned the distributional regularities
in the first sequence, that is ro always follows pi which al-
ways follow tu, whereas tu can follow any of three different
word final syllables. Although this finding demonstrated that
babies were more powerful learners than had previously been
thought, there remains substantial disagreement over how
much of the burden of explaining language acquisition even
this kind of learning can carry. Some have hailed this finding
as evidence that babies can learn language (Bates & Elman,
1996), whereas others, including the original authors, have
been quick to point out that there is more to learning a lan-
guage than identifying words in the steam of speech (Pinker,
1996).

There is other evidence that babies are capable of even
more sophisticated learning. That is, babies seem able not
only to learn the distributional regularities among the partic-
ular sounds they hear but also to abstract a pattern that can
be applied to other dissimilar sounds (Marcus, Vijayan,
Bandi Rao, & Vishton, 1999). Marcus et al. (1999) presented
7-month-olds with 2-min sequences that followed an ABA
pattern (e.g., ga ti ga, li na li) or an ABB pattern (e.g., ga ti ti,
li na na). Subsequently, the babies were able to distinguish
between the pattern that they had heard and the other pattern,
even when those patterns were presented using entirely dif-
ferent syllables. According to Marcus et al. (1999), these
babies learned algebraic rules, not just statistical regularities,
but there are dissenters from this view (McClelland & Plaut,
1999). The assertion that infants can learn rules has broad im-
plications. Rules capture patterns among abstract variables,
and variables can refer to any stimuli, old or new, regardless
of their similarity to the stimuli that produced the learning.
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Thus, a rule is highly generalizable knowledge. In contrast,
statistical learning consists of memorizing the co-occurrence
patterns among stimuli actually experienced. These patterns
can be generalized, but there must be some physical similar-
ity between the stimuli that produced the learning and the
new stimuli to which the learning is applied. The scope of
generalization for statistical learning is much narrower than
for rule learning, and rule learning is therefore a much more
powerful learning mechanism (Marcus, 2001).

The significance of the evidence that babies can learn rules
is tied up with one of the central topics of dispute between
some domain-general approaches to language acquisition and
the generative linguistic approach: Is knowing language
knowing a system of rules? According to traditional accounts,
it is. The rules are rules for word formation (in phonology and
morphology) and sentence formation (in syntax) that operate
over symbols. The symbols are variables that stand for abstract
categories such as Noun and Verb; the rules apply to anything
that is an instance of those categories. This is what allows
language to be productive. According to some connectionist
accounts, linguistic knowledge is not knowledge of a rule
system that operates on variables. Rather, language is a func-
tion of the strength of connections among less abstract units—
in some models the units are actually sound sequences.

Connectionism as a Domain-General
Challenge to Nativism

Connectionism is the main domain-general challenge to lin-
guistic nativism, and there have been computer implementa-
tions of connectionist models of aspects of the development
of phonology (e.g., Plaut & Kello, 1999), of morphology
(e.g., Daugherty & Seidenberg, 1994), of syntax (e.g., Elman,
1993), and of lexical development (e.g., Siskind, 1996;
see Brent, 1997; Plunkett, 1998, for comprehensive treat-
ments). The basic learning mechanism is that of establishing
connections among units and adjusting the strength of those
connections. The strength of the connection between two
units increases each time the stimuli that activate those two
units are presented together. Thus, like old-fashioned associ-
ationism, connectionist learning is a function of the contigu-
ity of stimuli in experience. Unlike older models, however,
connectionist models contain a complex internal structure
that mediates between experience and learning with the re-
sult, it is claimed, that what is learned is greater than the sum
of the learner’s experiences. The strongest claim of connec-
tionism is that it offers an alternative to the tradeoff between
finding the structure of language in the input or building the
structure into the acquisition mechanism. Instead, structure
emerges from the effect of input on the connectionist network

(Plunkett, 1998; see also MacWhinney, 1999, for a more
complete treatment of the notion of emergence). Another at-
traction of connectionist models is that they seem closer to
biology than symbolic models do because we know that the
brain is a set of interconnected neurons. If cognitive process-
ing could be modeled in a system that is closer to the
“wetware” of the brain, the hope is that the problem of deter-
mining how the brain represents symbols and rules could be
eliminated.

Although connectionism has generated a great deal of
excitement as a potential new way to explain both how
language is learned and how the brain accomplishes this feat,
there are also naysayers. The success of many connectionist
implementations is disputed, as is their relevance to what
children actually do. Also, connectionism is not an alterna-
tive to a system of symbols and rules if it is merely an imple-
mentation of symbols and rules. According to Marcus (1998),
many connectionist models—particularly those that success-
fully mimic some aspect of language acquisition—actually
contain within them nodes that stand for variables. If the con-
nectionist model merely implements a symbolic processor,
then the problem of explaining symbolic processing and the
attendant problems of explaining the acquisition of symbols
and rules are not solved. Furthermore, the analogy between
connectionist models and the brain has been criticized as illu-
sory. Not only are nodes not neurons, but also no one knows
how the neurons in the human brain represent what humans
know. For that reason, connectionism does not bring us closer
to knowing how the brain represents or acquires linguistic
knowledge (Fodor, 1997).

Even if connectionism does not provide an account of how
children learn language using domain-general learning pro-
cedures, there are other arguments that language develop-
ment depends on some sort of general learning—that neither
innate linguistic knowledge nor solely social processes can
be the entire story. We turn now to more specific proposals
within the domains of phonological, morphosyntactic, and
lexical development and to arguments that have been made
on the basis of developmental data.

A Problem-Solving Model of Phonological Development

In contrast to the view of linguistic nativism—that all the uni-
versally possible rules or constraints of phonology are pro-
vided innately and selected or ranked by input, there is a
widely held view that phonological development is the result
of the child’s problem-solving activity (Ferguson & Farwell,
1975; Macken & Ferguson, 1983). The problem that requires
solution by the child is how to match the target language
given the child’s articulatory constraints. According to the
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problem-solving model, children figure out how to use their
limited articulatory abilities to approximate the target lan-
guage using their general capacities for perception, produc-
tion, and problem solving. Initially children do this on a
word-by-word basis, with the attested result that sounds may
be produced in different ways across words. Later children
arrive at a system for mapping individual sounds in the target
language onto a set of sounds that they can produce. This
results in consistency, but occasionally in regression for
sounds that were produced accurately in only some words.
Because different children hit upon different solutions to the
problem, there will be individual differences among children
in the phonological systems achieved. Applications of na-
tivist models in contrast tend to focus on universals of phono-
logical development rather than individual differences, and
part of the argument among different approaches concerns
how much individual variation exists.

Domain-General Processes in
Morphosyntactic Development

The argument that the development of morphology and
syntax are the result of general cognitive processes has been
made on the basis of analysis of the task itself (Maratsos,
1998) and on the basis of evidence that children make use of
information in input in acquiring syntax (Hoff-Ginsberg,
1986; Shatz et al., 1989). The task analysis consists of de-
scribing the complexity of morphological systems that are
specific to particular languages and thus could not be pro-
vided innately. (In fact, the UG position makes no claim in
this regard.) The question is how could children acquiring
Turkish, to pick an example, learn that a particular suffix, -u,
indicates patienthood of the noun to which it is attached (and,
according to Maratsos, 1998, this is a simplified example of
the problem of learning Turkish morphology). Children will
hear sentences in which a noun has -u as a suffix, but they
need to figure out from the universe of possibilities what that
suffix indicates. Maratsos argued that there must be some in-
nate constraints on the possibilities considered, but languages
vary enough in what meanings get grammaticized that even
an innately constrained list of possibilities would be quite
long. The child would need many examples of the -u suffix in
order to figure out what meaning reliably co-occurs with -u.
This process of figuring out is a process of sifting through
data, and it requires a great deal of data. Thus, although some
innate constraints on the problem may be involved, the
process is not like the learning process in UG models in
which input functions as a trigger. The process is also unlike
that proposed by the social-pragmatic view because neither
the hypothesizing of candidate meanings nor the sifting

through data has anything to do with social processes. Other
speakers do not point out which of the many meanings that
co-occur with a particular instance of -u is being encoded by
that suffix, and the process of grinding through the data to
find the right one is entirely internal to the child. Learning
depends on asocial input and internal data-analytic processes
operating over that input.

Add to Maratsos’s argument for data sifting the facts that
languages are not perfectly regular and that speech is not
completely error free. This leads to the inevitable conclusion
that the internal data-sifting mechanism must be able to
detect probabilistic patterns in the environment. In fact,
Newport and Aslin (2000) documented children’s abilities to
detect the regularities in less-than-perfect input, and they
argued that this importantly enables language acquisition.
The ability to exploit probabilistic information is useful to
most species in many domains because, as Kelly and Martin
(1994) put it, “the structure of the environment itself is often
probabilistic” (p. 105). Thus, we are led to the conclusion that
the acquisition of morphology depends on massive language
data that feed data-analytic abilities that are domain-general.

The notions that input provides information that requires
an internal data-sifting mechanism, that children use that
information in learning language, and that the value of that
input is independent of its communicative function are also
supported by evidence from the study of the relation between
properties of mothers’ child-directed speech and their chil-
dren’s syntactic development. The frequency with which
mothers ask questions with preposed auxiliaries, produce
partial expansions of child speech, and produce partial self-
repetitions and expansions have all been found to predict the
rate at which children develop some aspects of grammar
(N. D. Baker & Nelson, 1984; Hoff-Ginsberg, 1985, 1986;
Newport et al., 1977). Hoff-Ginsberg (1985) argued that
these features of input are useful because they make the
phrase structure of language salient to a distributional learn-
ing mechanism. Finally, the properties of input that provide
this sort of information are unrelated to the functions to
which the speech is put. Although the use of question forms
is of course related to the expression of questioning as a com-
municative intent, it is not clear what the functional basis
would be of a particular benefit of questions that involve pre-
posed auxiliaries. Mothers’ use of partial self-repetitions and
expansions has been found to be unrelated to the functions of
maternal speech (Hoff-Ginsberg, 1986, 1990, 1999).

Domain-General Processes in Lexical Development

The proposal that domain-general learning processes con-
tribute to lexical development also begins with an analysis of
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the task itself. Current research and theory suggest that the
process of word learning consists of at least the following
three, ordered, components: (a) word segmentation, (b) an
initial fast mapping of the new word onto a referent, and (c) a
longer, extended process of completing the lexical entry.
Both the innate constraints view and the social-pragmatic
view address only the process of mapping words onto refer-
ents. They have nothing to say about word segmentation or
the internal data-sifting processes that must be involved in
completing a lexical entry. In contrast, there is substantial
evidence that the amount and nature of input contribute to the
child’s lexical development. With respect to word segmenta-
tion, there is evidence that stress patterns, prosody, and repe-
tition of words in combination with a variety of different
words all contribute (see references in Aslin, Saffran, &
Newport, 1999; Morgan & Demuth, 1996). With respect to
the word-to-world mapping that the innate constraints and
social-pragmatic views address, there is evidence for the
potential usefulness and actual use of other information in the
content and structure of the utterance in which a new word
appears. Computer simulations (Siskind, 1996) have demon-
strated that the use of partial linguistic knowledge to con-
strain hypotheses, combined with the ability to extract
commonalities across different situations of use, can result in
lexical acquisition by a system that has no access to speaker
intentions. To illustrate, knowledge of what the word ball
means, combined with knowledge about what kinds of enti-
ties do what kinds of things, indicates to the learning device
that if the word ball is in the utterance, then an unknown
word in that utterance is more likely to mean “roll” than
“eat.” Evidence that humans can similarly make inferences
about word meaning from information in the utterance
containing a novel word comes from Gillette, Gleitman,
Gleitman, and Lederer’s (1999) simulation of word learning
with human (adult) participants. The learners in this case
were shown a series of silent video clips of real mother-child
interactions during which a specific verb had been spoken by
the mother. The participants were provided with various
clues to the identity of the verb, including (a) just the video
clips, (b) the video clips plus the nouns in the mother’s utter-
ance, (c) just the nouns in the utterance, (d) just the sentence
frames in which the verb was placed, (e) the sentence frames
plus the nouns, or (f) the video clips, the sentence frames, and
the nouns. With only the video clip information, the partici-
pants made correct identifications of the target verbs only
7.7% of the time. Each additional bit of information raised
this level of accuracy significantly, until those with complete
information (i.e., Condition f) reached 90.4% correct.

These foregoing studies involve simulations by computer
or adult learner. There is also substantial evidence from

studies of children’s performance in experiments and from
studies of input correlates of lexical development that young
children find sources of information in the speech they hear
and in the nonlinguistic context of that speech. Those findings
suggest that neither the innate constraints view nor the social-
pragmatic view provides a complete account of the process of
word learning. Experimental studies of young children show
that they can make use of structural information in figur-
ing out what a newly encountered word means (Goodman,
McDonough, & Brown, 1998; Prasada & Choy, 1998;
Waxman, 1999; see Woodward & Markman, 1998, for a sum-
mary). For example, Naigles (1990) found that given a scene
in which multiple interpretations of a novel verb are possible,
2-year-olds make systematically different conjectures de-
pending on whether they hear The duck is gorping the rabbit
or The duck and the rabbit are gorping (see also Naigles,
1996, 1998). Children’s ability to use cross-situational infor-
mation to converge on meaning has also been demonstrated
(Akhtar & Montague, 1999), again suggesting an internal
process of data sifting.

Evidence that children actually use syntax as a source of
information in lexical development comes from studies of
correlations between properties of input and measures of lex-
ical development that find, for example, that the diversity of
syntactic frames in which a verb appears predicts its order of
acquisition (Naigles & Hoff-Ginsberg, 1998) and, more gen-
erally, that the syntactic complexity of maternal speech (in-
dexed by mean length of utterance) is positively related to
children’s vocabulary development (Bornstein, Haynes, &
Painter, 1998; Hoff & Naigles, 2002). Evidence that the
process of lexical development requires a great deal of data to
sift through comes from multiple findings that the amount of
input addressed to children is a positive predictor of their vo-
cabulary development. Huttenlocher et al. (1991) found that
the amount of speech mothers produced was a significant,
positive predictor of their children’s rates of vocabulary
growth over the course of 10 to 12 months. Studying the vo-
cabulary of bilingual children, Pearson, Fernandez, Lewedeg,
and Oller (1997) found that the relative sizes of 1- to 2-year-
old children’s vocabularies in each of the languages they
were acquiring was related to the relative amount of input in
each language.

Summary and Conclusions

The evidence reviewed in this section argues that Chomsky
may have overstated the case when he said that input was too
impoverished and children’s learning mechanisms too weak
for language to be learnable. The evidence suggests that chil-
dren’s language development is to a nontrivial degree the
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result of children’s general capacities for learning the regu-
larities in their environment applied to information in lan-
guage input. As was the case for the social-pragmatic
approach, the problem of sufficiency remains. None of the
demonstrations that input is useful and used in the process
of language acquisition constitutes proof that linguistic na-
tivism is unnecessary.

CONCLUSION

In this chapter we reviewed the theoretical and empirical ar-
guments that address the nature of the capacity that underlies
language development. We organized those arguments under
four headings that refer to four different premises regarding
the nature of that capacity: the biological, the linguistic, the
social, and the domain-general cognitive approaches to the
study of language development. No approach seems suffi-
cient alone, and each approach makes some contribution to
the current understanding of how children learn to talk. The
implication is that nature has equipped children with innate
constraints, social inclinations and abilities, and asocial com-
putational processes, all of which contribute to children’s
language development. If this is true, then an important goal
for researchers in the field of language development must be
to specify not only the nature of each source’s contribution
but also how these factors interact in the course of language
development.
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As a distinct subfield of developmental psychology, cognitive
development has about a 50-year history. Prior to the 1950s,
the field had few specialists in cognitive development. A re-
lated area, the study of learning in children, goes back to the
beginnings of the field (e.g. see Thorndike, 1914; Watson,
1913), but the theoretical frameworks within which the study
of learning was carried out differ sharply from those that
came to prominence after about the middle of the twentieth
century. Learning was conceptualized primarily in terms of
behavioral principles and association processes, whereas cog-
nitive development emerged from the cognitive revolution,
the revolution in psycholinguistics, and especially Piaget’s
work on children’s reasoning about a myriad of subjects like
space, time, causality, morality, and necessity (Kessen, 1965;
Piaget, 1967, 1970). Therefore, although superficially similar,
research and theory on learning versus research and theory on
cognitive development represent very different histories and
very different perspectives.

The present chapter deals mainly with broader theories
that have been devised to try to explain how the mind grows
and transforms. Its time frame extends from about the middle
of the twentieth century to the present time. It does not deal
directly with related topics in cognitive psychology such
as learning, perception, attention, motivation, and memory;
these are seen as more properly belonging to the larger field

of cognition, of which cognitive development represents a
part of the overall story (Flavell, 1977). The chapter also does
not address the topic of language development, found in a
separate chapter in this Handbook (see the chapter by Hoff in
this volume). Language development has emerged as a sub-
stantial research topic in its own right, and although closely
related to more general issues in cognitive development, it is
now a specialty area large enough to merit separate treatment.
Its roots are separate as well, springing from the debates
between behaviorism and nativism as explanations for lan-
guage acquisition. Indeed, there are specialists in cognitive
development who may not know a great deal about language
development, and (although less likely) vice versa.

THREE REVOLUTIONS

The field of cognitive development became a separate area
of developmental psychology largely as a consequence of
three sets of related events that all occurred around the
middle of the last century: the cognitive revolution (Bruner,
1986; Gardner, 1985; Miller, 1983), the language revolution
(Chomsky, 1957), and the Piagetian revolution (Flavell, 1963;
Piaget, 1970). All three of these revolutions had the quality in
common that they opened up the black box, so to speak, of the
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mind and set as a goal the exploration of the mental processes
and mental structures that control thought—particularly
human thought. Prior to these revolutions, psychology (at least
on the North American continent) was largely dominated by
behavioristic and positivistic perspectives that eschewed what
they viewed as speculation about the inner workings of the
mind (Boring, 1950; Gardner, Kornhaber, & Wake, 1996). As
the combined effects of the three new approaches accumu-
lated, the study of mental processes, how they work, and how
and why they develop became central to the field of develop-
mental psychology. Thus emerged the new specialty of cogni-
tive development.

Each of the three revolutions had important influences on
the form that the field of cognitive development would take.
Although there were other influences to be sure, it is fair to
say that the end of the 1960s largely set the shape and contour
of cognitive development as a field of study. Although any
one of the three might have been sufficient to inspire a
new specialty in cognitive development, it is the synergistic
impact of the three that gives the field its distinctive form.

Because of its central role in the field and because of its
continuing influence on all areas of cognitive development,
this chapter focuses on Piaget and the Genevan tradition,
summarizing its main contributions and the main lines of
criticism that have been mounted in recent decades. Although
three revolutions gave rise to the field of cognitive develop-
ment, one of them (the Piagetian revolution) has been so far
the most influential and most enduring.

Prior to 1960, few scholars labeled themselves as cogni-
tive developmentalists. From 1960 through the end of the
century, hundreds of scholars were trained in and pursued
research careers in cognitive development, largely because of
the excitement and challenge of the work done in Geneva.

After briefly reviewing some of the main features of the
other two primary sources of inspiration for the field of cog-
nitive development, a more detailed review of the Piagetian
system and its features are presented.

The Cognitive Revolution

From the newly emerging field of cognition, the assumption
that there are important mediating processes that internally
organize and direct behavior was integrated into the study of
cognitive development from the start. The study of cognition
focused on control of motor processes, perception, attention,
association, and memory—processes too fine-grained for
most cognitive developmentalists. But topics like problem
solving strategies, hypothesis formation, skill acquisition,
skill sequences, classification, and hierarchical organization
processes have been of great interest to researchers and

theorists in the field (e.g., Brainerd, 1978; Case, 1972;
Fischer, 1980; Flavell, 1977; Klahr, 1984; Siegler, 1981,
1996). The field rapidly broadened its reach to embrace some
more socially and culturally weighted topics like social cog-
nition and moral reasoning (e.g., Ainsworth, 1973; Kohlberg,
1973; Miller, 1983). The hallmark of virtually all research
inspired by the study of cognition has been its emphasis on
identifying, describing, and explaining the inner workings of
thought, the ways in which thought evolves, and how knowl-
edge and understandings are achieved. These more general
issues are prominent in most research and theory in cognitive
development.

The Revolution in Language Acquisition

The influence of the revolution in language was essentially
twofold: It showed that mentalistic approaches to speech
were necessary; also, it proposed that linguistic structures
were innate and required no special environmental circum-
stances for them to appear. With Chomsky’s publication of
Syntactical Structures (1957), the identification of a set of
mental rules that guide the production of an infinity of speech
forms helped transform the study of language from a behav-
iorally oriented to a mentally oriented enterprise. Chomsky’s
debates with Skinner and others (e.g., Chomsky, 1972)
cracked the hold that behavioral analysis held on the field
of research on language and successfully questioned the
adequacy of association rules to account for the diversity of
speech forms that exist.

The second major influence of cognitive linguistics was
less immediate in its impact but no less important. A central
assumption of the approach of Chomsky and his followers
was that linguistic rules are native and natural to human
beings. It assumed that human beings come into the world
equipped with a language acquisition device or language
module that contains all the information necessary for each
individual to become a user of human speech (barring
organic deficit, of course; Bruner, 1986; Chomsky, 1957;
Piattelli-Palmerini, 1980).

With the nativist assumption as its inspiration, the seeds
were planted for two important strains of work to germinate.
One attempted to specify the nature of innate modules for
various forms of human thought beyond speech (e.g., face
recognition, space, music, dance, time, quantity) and the
rules that underlie each module (Carey, 1985; Fodor, 1980,
1983; Gardner, 1983; Keil, 1984, 1989). Another strain set
out to establish the existence of abilities and skills, including
theories and ontological distinctions present even in the ear-
liest months of life (e.g. Gelman, 1998; Gopnik & Meltzoff
1997; Spelke & Newport, 1998). Thus, along with a set of
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core domains and privileged content areas, the field began to
seek a set of core cognitive capabilities, some of which are
quite sophisticated, that are natural to human minds from the
outset (Bates, Thal, & Meacham, 1991; Gelman, 1998;
Greenfield, 2001; Spelke, 2001). These lines of work in turn
were challenging to the Piagetian tradition and led to reac-
tion and response from both sides (see Piattelli-Palmerini,
1980).

Intelligence and Artificial Intelligence

Although not quite as influential, two other areas of
research—one that predates the field of cognitive develop-
ment and the other appearing at about the same time—need
to be mentioned to complete the picture of the main ingredi-
ents of the field during its 50-year history. The study of intel-
ligence (usually expressed in IQ or G terms) dates from at
least the beginning of the twentieth century and has provided
a foil against which other approaches to cognitive develop-
ment have railed. The effort to simulate cognitive processes
using computer programming techniques has in turn pro-
vided a demanding criterion against which claims for the
adequacy of accounts of cognitive development have often
been evaluated.

The field of artificial intelligence has added a degree of
rigor and precision to many of the efforts to study particular
instances of problem solving or skill acquisition (e.g.,
Siegler, 1981, 1984). Essentially, if a team of researchers is
successful in getting a computer to behave in ways that sup-
port their claims for a learning process of a particular kind,
their claims are supported by the accomplishment. More re-
cently, the study of simulated neural networks has provided a
challenge that is (in certain respects) even more demanding
than efforts to explain transformation and change in cognitive
structures through computer simulation (Elman et al., 1996;
J. A. Feldman, 1981; Plunkett & Sinha, 1992).

The Piagetian Revolution

As John Flavell (1998) has written of Piaget (quoting another
source), estimating the influence of Piaget on develop-
mental psychology is like trying to estimate the influence of
Shakespeare on English literature. In other words, Piaget’s
impact was (and in many respects still is) incalculable. For
the study of cognitive development, three influences have
been particularly important for the direction in which the
field has gone; these influences are the emphasis on the de-
velopment of universal cognitive structures, the claim that all
cognitive structures are constructed by the individual child
(neither taught by others nor innate), and the necessity of

explaining novel structures through processes that account
for transitions from earlier and less powerful to later and
more powerful forms of reasoning (Beilin, 1985; Piaget,
1963, 1970, 1971b).

Other important influences of Piaget and the Genevan re-
search enterprise include the increasing emphasis on explain-
ing changes in logical reasoning as the central goal of the
work, the tendency to study scientific reasoning (space, time,
causality, necessity) over other possible topics (e.g., learning
school subjects, artistic areas, physical development), and a
tendency to de-emphasize the importance of language and
thus separate mainstream cognitive development work from
work on language acquisition.

When Piaget began his work in the early 1920s, he worked
as an assistant in the laboratory of T. H. Simon, the French re-
searcher who was the co-inventor of the standardized intelli-
gence test (Bringuier, 1980; Gardner et al., 1996). Piaget
found the psychometric approach to intelligence deeply prob-
lematic and quite intentionally set out to define intelligence in
a very different way.

Rather than finding out whether children know the right
answers to standard questions, Piaget believed that children’s
reasoning and the ideas that they generated were of greater
interest than was the correctness of their responses. And he
found the set format of psychometric procedure to be confin-
ing and constraining in what could be discovered about the
child’s mind and how it deals with the challenges of the
world (Gardner et al., 1996).

Piaget’s efforts to redefine intelligence as the development
of cognitive structures of a certain sort has not been com-
pletely successful; most people—professional and nonpro-
fessional alike—would still say that intelligence is the quality
estimated by IQ tests (Neisser et al., 1996).

Cognitive Development as a Separate Field

The field of cognitive development split off from the field of
psychometric intelligence virtually from its beginnings in
Geneva. Each approach to intelligence was pursued largely
without regard to the other. By the late 1960s or early 1970s,
most people in the field of cognitive development would not
have considered psychometric studies of intelligence as part
of their field of study—and vice versa for those whose work
was primarily psychometric; they would have identified
themselves as belonging to the field of individual differences
or differential psychology. Only during the most recent
decades have there been serious efforts to bring the two ap-
proaches to intellectual development into a productive rela-
tionship (e.g., Elkind, 1976; Fischer & Pipp, 1984; Gardner,
1983, 1993).
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Piaget’s work and the work of his many colleagues and
collaborators was well known before the 1950s. Piaget’s first
five books, written during the 1920s and 1930s, were widely
read and often quoted. It was not until the publication of John
Flavell’s influential text on Piaget appeared in 1963, how-
ever, that a major shift in orientation occurred. Prior to the
Piagetian breakthrough, the field of learning was dominated
by behaviorally oriented learning paradigms such as those
proposed by Pavlov, Thorndike, Watson, and Skinner. Psy-
chometrics was influential in the applied areas of education,
business, the military and civil service, but—as mentioned
previously—was largely seen as a separate field from the
study of learning and problem solving. Although there were
no doubt other influences, Flavell’s book on Piaget seemed to
catalyze a dramatic shift from behavioral theory to cognitive
constructivism as the consensus paradigm for the emerging
field (Flavell, 1963).

In arguing that Piaget’s work deserves the most serious
study, Flavell (1963) warned against dismissing the theory
too hastily:

Piaget’s system is susceptible to a malignant kind of premature
foreclosure. You read his writings, your eye is drawn at once
to its surface shortcomings, and the inclination can be very
strong to proceed no further, to dwell on these. . . . A case could
be made that Piaget’s system has suffered precisely such a fate
for a long time, and that only recently has there been any sus-
tained effort to resist the siren of criticism in favor of trying to
extract underlying contributions. (p. 405)

Partly through efforts like those of Flavell and partly because
of the joint influence of the other shifts in fields like linguis-
tics and cognition, the field of child development rushed
toward Piaget and the Genevan school with great energy, both
positive (e.g., Ginsburg & Opper, 1988; Green, Ford, &
Flamer, 1971; Murray, 1972; Tanner & Inhelder, 1971) and
negative (e.g., Bereiter, 1970; Brainerd, 1978; Gelman, 1969;
Trabasso, Rollins, & Shaughnessy, 1971). The 1960s and
1970s saw a veritable torrent of studies, reviews, books, and
articles replicating, extending, challenging, and attempting to
apply Piagetian theory and research. In the 1970 edition of
Carmichael’s Manual of Child Psychology (Mussen, 1970),
Piaget had his own chapter, the only instance in which a con-
temporary figure wrote about his or her own work (Piaget,
1970). Piaget was cited 96 times in the index of the volume,
with a number of the citations being several pages long—a far
greater representation than that for any other single figure;
Freud was cited 20 times, all single-page citations, and Erik
Erikson was cited twice. Jerome Bruner, who helped establish
the influence of Piaget with his own brand of constructivist
cognitive development, was cited 60 times in the Manual.

By the next edition of the Handbook of Child Psychology
(Mussen, 1983), an entire volume was devoted to cognitive
development (with John Flavell as one of its editors), and
Piaget’s citations had increased to 113, with the word passim
added 22 times (compared with none in 1970). Clearly,
Piaget’s importance in the field of cognitive development
was very evident in how the field responded to his work. Six
of the 13 chapters in the 1983 Manual were directly based on
work done in or inspired by Genevan research and theory. A
separate field within child development had been established
largely based on Piaget’s work.

In the most recent edition of the Handbook of Child
Psychology (Damon, 1998), the number of citations of
Piaget is still high, but there are fewer than in the previous
edition; this may be for several reasons, but it is fair to say
that the place of Piaget’s work at the center of the field was
shaken from its place until recently. More generally, the field
of cognitive development itself has shown some signs of di-
minished visibility. In the current decade cognitive develop-
ment has had a tendency to show signs of waning as a major
subfield of developmental psychology, perhaps because
more specialized areas like brain development, neonativist
frameworks, language development, artificial intelligence,
and dynamic systems approaches have moved to center
stage.

Piaget’s enormous influence began to lessen after his
death in 1980, when Vygotsky’s more sociocultural approach
to development began to eclipse Piaget’s as the century
moved toward its final decade (Bruner, 1986). Although still
arguably a cognitive developmentalist, Vygotsky’s frame-
work could be equally plausibly thought of as social, cultural,
historical, or educational as easily as it could be called cogni-
tive (Glick, 1983; Vygotsky, 1978).

More recently, Genevan work has been gaining attention
again in the field as efforts to explain, extend, elaborate
and—where necessary—modify Piaget’s theory have shown
increasing momentum (e.g., Beilin, 1985; Case, 1991; D. H.
Feldman, 2000; Fischer, 1980; Flavell, 1998; Gelman, 1979).
Examining how the theory has waxed and waned is a produc-
tive way to follow the movements of the field of cognitive
development.

MAIN FEATURES OF THE PIAGETIAN SYSTEM

The features of Piaget’s system that found their way to wide
acceptance in the study of cognitive development are too
numerous to mention, but five seem particularly important.
These are (a) an emphasis on universals in the development
of cognitive structures; (b) an assumption that there are
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invariant sequences of stages and substages in cognitive
development; (c) transitions between stages and substages
must be explained, particularly given the assumption that
there are a number of broad, qualitative advances in reason-
ing structures; (d) the main goal of cognitive development is
to acquire a set of logical structures that underlie reasoning in
all domains, including space, time, causality, number, and
even moral judgment; and (e) that all new structures are con-
structed by the individual child, who seeks to understand the
world in which she or he lives, rather than imposed from the
outside by the environment or expressed as a direct biologi-
cal function of growth.

Universals

The study of child development has tended to focus on nor-
mative and general qualities of children as they grow up, but
that tendency did not extend to intellectual development until
Piaget’s work became prominent. Partly to develop an anti-
dote to what he considered to be an unhealthy emphasis on
differences between and among individual children, Piaget
wanted to build a theory of cognitive development that would
show the common patterns of intellectual development
that are shared—regardless of gender, ethnicity, culture, or
history.

By choosing to study universals, Piaget and his group
showed that every human being is naturally curious and a
naturally active learner, sufficiently well equipped to con-
struct all of the essential cognitive structures that characterize
the most powerful mind known. In other words, Piaget sacri-
ficed the ability to shed light on differences between and
among individuals (see Bringuier, 1980) in order to shine a
beam on those qualities that are distinctive to the growing
human mind generally. In Piaget’s world, all children
are equally blessed with the necessary equipment to build a
set of cognitive structures that are the equal of any ever
constructed.

Invariant Sequence

The assumption of invariant sequence gives direction and
order to cognitive development. The idea that a child must
begin with the first set of challenges in a given area and then
move in order through to the last step was a powerful claim
that generated a great deal of reaction. There are those within
the Genevan inner circle who began to back away from the
strong form of the claim, especially when data from studies
around the world cast doubt on the accuracy of the claim
that all children go through a sequence of four large stages
from sensorimotor (ages 0–18 months), to preoperational

(2–6 years), to concrete operations (6–12 years), to formal
operations (about 12 years onward).

Less controversial—but still very important to the
theory—are a number of sequences that describe progress of
certain more limited concepts such as the object concept,
seriation, and many others (Bringuier, 1980; Ginsburg &
Opper, 1988; Piaget, 1977). Although some Genevans backed
away from the stronger claims of the sequence of stages of
the theory (see Cellerier, 1987; Karmiloff-Smith & Inhelder,
1975; Sinclair, 1987), it appears that Piaget never relaxed his
claim that all normal children go through the four large-scale
stages, reaching the final stage sometime during adolescence
(D. H. Feldman, 2000). In a film made a few years before he
died, Piaget mentioned stages and sequences more than a
dozen times (Piaget, 1977).

Transitions

Perhaps the most controversial feature of Piagetian theory is
its mechanism for trying to account for movement from one
stage to another (at whatever level of generality the stage is
proposed). For this purpose, Piaget borrowed and adapted
ideas primarily from the fields of biology and physics. His
main goal in proposing the so-called equilibration model was
to offer a plausible account of qualitative change in the struc-
tures underlying the child’s reasoning that were neither em-
pirical nor innate in origin (e.g., see Piattelli-Palmarini,
1980).

For Piaget, the only kind of transition process that made
sense was one that put an active, curious, goal-oriented child
at the center of the knowledge-seeking enterprise—a child
that would make sustained efforts to build representations
and interpretations that became ever more veridical and
adaptive of the objects in the world (Bringuier, 1980).
Piaget assumed that a child seeks to build accurate represen-
tations of the objects important to her or him and to build
powerful systems of interpretation to better understand these
objects and their relationships to one another and to the child
him- or herself.

The notions of equilibrium and systems dynamics from
physics were integrated with notions of adaptation and orga-
nization from biology to form a mechanism for accepting rel-
evant information (accommodating) and interpreting it using
available categories, rules, hierarchies, and conceptual prop-
erties available at the time (assimilating). Change in the
available instruments for knowing the world come about
when existing ways to interpret things are perceived to be in-
adequate and an apprehension that better ones must be con-
structed provides needed motivation. The readiness of a
growing cognitive system to undergo change is assumed to
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include some maturational readiness to enable the system to
transform, along with sustained efforts on the part of the child
to bring about changes perceived to be essential to additional
understanding of the world.

Piaget’s theory assumed that the equilibration process is a
lifelong effort representing more or less stable outcomes of
the functional invariants of organization and adaptation that
are the inherent goals of all efforts to build cognitive struc-
tures. The effort is never complete; rather, moves through a
sequence of four systemwide transformations, resulting in a
set of formal organizational structures that provide the most
powerful means of understanding the world available to
human minds.

It should be noted that Piaget was never fully satisfied
with his efforts to account for transitions (e.g., see
Bringuier, 1980; Piaget, 1975). One of the last projects he
took on was his revision of the equilibration model, an indi-
cation of just how vital he felt this aspect of the theory was
to its success.

Logical Structures

For Piaget, the ability to use the rules and principles of
logical reasoning was the hallmark and the highest goal of
human cognitive development. He did not necessarily mean
by logical reasoning the set of formal algorithms and tech-
niques of the professional logician. Closer to his meaning
would be to describe the goal of cognitive development to be
a mind that functions like a well-trained natural scientist—
with widespread use of systematic, hypothetico-deductive
reasoning: hypothesis testing, experimental design, appropri-
ate methods for gathering information, and rigorous stan-
dards of proof. It is not too great a distortion of Piaget’s
intent to describe the end of his cognitive developmental
model as the mind of a biologist, mathematician, chemist, or
physicist.

Later in his career, Piaget began to believe that he had
perhaps overly emphasized formal logic as an appropriate ref-
erence for the kinds of cognitive structures his last stage rep-
resented (see Beilin, 1985; Ginsburg & Opper, 1988). He
explored a number of alternative processes and frameworks
that might better capture his image of what the formal opera-
tions stage is about (e.g., Ginsburg & Opper, 1988; Inhelder,
de Caprona, & Cornu-Wells, 1987; Piaget, 1972). Thus the
term logical for the final stage in Piaget’s system may be less
adequate than originally thought, but what seems clear is that
Piaget never abandoned his belief that all children achieve a
version of formal operations. He thought this in spite of the
fact that many scholars—including some within his own
inner circle—began to doubt this claim (e.g., see Beilin, 1985;

Commons, Richards, & Ammons, 1984; D. H. Feldman,
2000; Inhelder et al., 1987).

Constructivism

If there has been a triumph of the Genevan school, it is no
doubt its emphasis on constructivist explanations of cogni-
tive development. Prior to Piaget, most approaches to mind
were either empiricist or rationalist in nature. That is to say,
either it was assumed that the child’s mind was a function of
the specific history of experiences that formed it, including
systematic events in the environment (e.g., sunrise and sun-
set), purposeful efforts to shape the mind (e.g., teaching,
discipline, etc.), or chance events (e.g., accidents, earth-
quakes, war, etc.); or it was assumed that the mind was
formed through some process, such as genetic endowment,
supernatural intervention, reincarnation, and so on, beyond
the control of the individual.

Piaget rejected both of these long-standing sources of
explanation, and instead he proposed that mind is constructed
as an interaction between a mind seeking to know and a
world with certain inherent affordances (Gibson, 1969) that
give rise to certain kinds of knowledge. The idea of interac-
tion is intended to go beyond a vacuous invocation that both
nature and nurture are involved in development and to try to
propose a rigorous set of processes that explain the construc-
tion of cognitive structures (see the previous section of this
chapter entitled “Transitions”) through logical-mathematical
and physical-empirical experience (often labeled operative
and figurative in Piagetian theory; see Milbrath, 1998).

Although Piaget’s version of constructivism is not uni-
versally accepted, there are few major streams of current
cognitive developmental research and theory that do not
have constructivist assumptions of one sort or another.
Piaget’s then-revolutionary assumptions of a curious, active,
knowledge-seeking child, a child who wants to know and
understand the world around her or him, is a feature of virtually
all major frameworks in the field of cognitive development
(e.g., see Damon, Kuhn, & Siegler, 1998; Liben, 1981).

Taken together, the five features of Piagetian theory just
described have transformed the landscape of the study of
cognitive development. In addition to these features, many
other contributions have had major impact. Two of the more
important of these are briefly summarized in the following
discussion.

In addition to the major strands of the framework, several
other features of Piaget’s approach to cognitive development
have made their way into the field. Methodologically, Piaget
tended to favor small, informal, exploratory forays into new
areas. For these purposes Piaget and his colleagues developed



Problems With Piaget’s Theory and Efforts to Respond to Them 201

what is now called the clinical method, based as it is on the
one-on-one interviews that are common in clinical psychol-
ogy. Over time, the clinical method of the Geneva school
evolved into a highly subtle and carefully articulated set of
flexible techniques for guiding a dialogue between an inquir-
ing researcher and a participating child (Ginsburg & Opper,
1988). Although not without its own limitations, the clinical
method has gained considerable credibility within cognitive
developmental research. Many studies use a version of the
interview method often complemented with other more tradi-
tional methods such as experiments, correlational and cross-
sectional studies, and longitudinal research. Piaget tended
to be skeptical of statistics and large-scale sampling (see
Bringuier, 1980), favoring the more interpretive and analytic
approach to research.

As part of the effort to reduce the clinical method’s de-
pendence on speech and language abilities, the Genevans
invented many ingenious activities and tasks designed to
reveal the structures being acquired and the processes used to
respond to the challenges posed to children without depend-
ing upon the child’s verbal response. Several of these activi-
ties (e.g., the balance beam task) have become almost
domains of their own, with dozens and dozens of studies
done with them both inside and outside the Genevan frame-
work (e.g., Siegler, 1981, 1996). A task requiring children
to take different perspectives on a geographical landscape
(the three mountains task; is another example of a clever
activity that has been used for many different purposes. As is
often the case when an approach to research has great influ-
ence, its methodological proclivities and its techniques for
gathering special information prove to be as (or more!) im-
portant than its broad theoretical or empirical claims.

There are many other influences that emanated from the
Genevan school. Some of these have become so well inte-
grated into the field that specific citations for Piaget have
lessened. This has been particularly true in the study of infant
cognitive development, a specialty area that has exploded
since Piaget first showed that babies were active, curious, and
surprisingly competent (Gopnik, Meltzoff, & Kuhl, 1999;
Piaget, 1967). For someone currently just entering the field, it
would be difficult if not impossible to trace the Genevan
origin of many of the research topics and techniques.

In spite of the pervasive influence that Piaget and his
many followers around the world had from the 1960s to the
1980s, as the century moved into its final decades it appeared
that Piaget’s central place in the field was waning—perhaps
partly because le patron himself died in 1980, or perhaps
because the field needed to move forward in different direc-
tions. Works that criticized Piaget’s theory and that ques-
tioned the empirical findings of the Genevan school had been

part of the literature for decades, to be sure, but the weight of
the criticism seemed heavier after about 1980.

Jerome Bruner, one of the founders of the cognitive revo-
lution, one of the first cognitive developmentalists, and an
admirer of Piaget, wrote about the rising influence of the
Russian Vygotsky:

So, while the major developmental thinker of capitalist Western
Europe, Jean Piaget, set forth an image of human development as
a lone venture for the child, in which others could not help unless
the child had already figured things out on his own and in which
not even language could provide useful hints about the concep-
tual matters to be mastered, the major developmentalist of
socialist Eastern Europe set forth a view in which growth was a
collective responsibility and language one of the major tools of
that collectivity. Now, all these years later, Vygotsky’s star is
rising in the Western sky as Piaget’s declines. (in Rogoff &
Wertsch, 1984, p. 96).

There are several themes in this quote that we discuss in more
detail later in the chapter, but at this point it is sufficient to
note that one of the great leaders in the field of cognitive de-
velopment was announcing the end of one era (Piaget’s) and
the beginning of another (Vygotsky’s). This view was widely
accepted at the time.

PROBLEMS WITH PIAGET’S THEORY AND
EFFORTS TO RESPOND TO THEM

Criticisms of various aspects of Piaget’s theory and research
program ranged from outright dismissal (e.g., Atkinson,
1983; Brainerd, 1978) to general acceptance but with a need
for modification (e.g., Case, 1984; D. H. Feldman, 1980;
Fischer, 1980; Fischer & Pipp, 1984). There were also vig-
orous defenses of Genevan positions (e.g., Elkind, 1976;
Inhelder & Chipman, 1976; Inhelder et al., 1987).

The main problems with the theory can be summarized as
follows:

1. The theory claimed that cognitive development was
universal but would not specify the role that maturation
plays in the process.

2. The theory proposed that each stage of cognitive devel-
opment was a complete system—a structured whole
available to the growing child as she or he moved into
that stage. Yet empirical results indicated again and
again that children were unable to carry out many of the
tasks characteristic of a given stage, leading to charges
that the theory invoked an “immaculate transition”
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that happened but could not be seen (see Siegler &
Munakata, 1993).

3. Related to the previous point is that other than proposing
a six-phase substage sequence for sensorimotor behav-
ior, the subsequent three large-scale stages of the theory
had little internal order. This problem gets worse with
each stage because each stage increases in the number of
years it encompasses—from 2, to 4, to 6, to at least 8 (see
D. H. Feldman, 2002).

4. Formal operations, the final stage according to the the-
ory, seemed not to be achieved by many adults (see
Commons et al., 1984; Piaget, 1972).

5. A number of researchers claimed that stages beyond
formal operations exist and needed to be added to the
theory (e.g., Commons et al., 1984; Fischer, 1980).

6. There was widespread dissatisfaction with the equilibra-
tion process as an explanation for qualitative shifts from
stage to stage (e.g., Brainerd, 1978; Case, 1984; Damon,
1980; D. H. Feldman, 1980, 1994; Fischer & Pipp, 1984;
Keil, 1984, 1989; Piattelli-Palmarini, 1980; Snyder &
Feldman, 1977, 1984).

7. The theory seemed to depend too much on logic as both
a framework for describing cognitive structures and
as an ideal toward which development was supposed to
be aimed (e.g., Atkinson, 1983; Ennis, 1975; Gardner,
1979; Gardner et al., 1996). Areas of development that
were not centrally logical (art, music, drama, poetry,
spirituality, etc.) seemed to be largely beyond the
theory’s compass.

8. The methods that the Genevan school favored, although
appropriate for exploratory research, lacked the rigor
and systematic techniques of traditional experimental
science (e.g., see Bringuier, 1980; Gelman, 1969;
Ginsburg & Opper, 1988; Klahr, 1984). Its claims were
made at such a broad and general level that it was often
difficult to put them to rigorous test (Brainerd, 1978,
1980; Case, 1999; Klahr, 1984; Siegler, 1984).

9. The theory did not deal with emotions in any systematic
way (Bringuier, 1980; Cowan, 1978 text; Langer, 1969;
Loevinger, 1976).

10. The theory did not deal with individual differences, indi-
viduality, or variability (Bringuier, 1980; Case, 1984,
1991; Fischer, 1980; Fischer & Pipp, 1984; Siegler,
1996; Turiel, 1966).

11. The theory implied that progress was a natural and
inevitable reality of cognitive development, an assump-
tion that seemed to be more and more a relic from the
nineteenth century (Kessen, 1984).

12. The theory gave little role to cultural, social, technologi-
cal, and historical forces as major influences on cogni-
tive development (e.g., Bruner, 1972; Bruner, Olver, &
Greenfield, 1966; Cole & Scribner, 1981; Rogoff, 1990;
Shweder & LeVine, 1984; Smith, 1995). In particular, it
seemed to paradoxically both inspire educational reform
and at the same time offer no important role for educa-
tors (D. H. Feldman, 1980, 1994).

13. As a theory that aims to be suitable for formal analysis,
Piaget’s framework was found to have serious flaws
conceptually, logically, and philosophically (Atkinson,
1983; Bereiter, 1970; Ennis, 1975; Fodor, 1980, 1983;
Lerner, 1986; Oyama, 1985, 1999; Piaget, 1970, 1971b;
Piattelli-Palmarini, 1980).

These and other criticisms of Piaget’s great edifice eventually
weakened its hold on the field and allowed other perspectives
to emerge or reemerge. As Case (1999) suggested, Piaget’s
theory was so powerful that for several decades it seemed to
overwhelm everything else. The empiricist-learning tradition
that preceded it in influence was all but swept aside, while the
cultural-historical-social tradition inspired by the writings
of Marx and Engel was unable to gain a foothold in North
American scholarly discourse. As the century drew to a close,
however, the field began to apply (or in the case of empiri-
cism, reengage) topics raised in these other approaches to the
growing young mind.

Neo-Piagetian Contributions

The dilemma facing the field in the post-Piaget period, as
Case (1999) pointed out, was to somehow transcend the
major weakness of the theory while preserving its consider-
able strengths. A number of divergent paths were taken to try
to achieve these ends, of which the so-called neo-Piagetians
were the earliest and closest to the original Genevan ap-
proach. The two most prominent neo-Piagetian theories were
those of Robbie Case (1984, 1991, 1999) and Kurt Fischer
(1980; Fischer & Kennedy, 1997; Fischer & Pipp, 1984).
These theories had much in common but also certain distinct
features.

Both Case and Fischer tried to preserve a version of
Piaget’s stages, but added features that made them less prob-
lematic. In both theories there is a systematic role for biolog-
ical maturational processes—processes that prepare the brain
and central nervous system for the kinds of changes in struc-
ture that the theories propose. Here they were trying to reduce
the miraculousness of the stage transition process by invok-
ing a physical enabling change to occur in the central nervous
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Figure 8.1 Developmental regions from universal to unique.

system as part of the transition process. Both theories also
dropped the structures as a whole requirement for stages,
making movement from stage to stage both a more gradual
and more variable process. The shift from stage to stage
could take place in a number of different content domains
and in a variety of molecular sequences.

Finally, both Case’s and Fischer’s theories installed a
recursive within-stage sequence to help deal with the disor-
der that was found within Piaget’s stages, particularly those
beyond Sensorimotor behavior (see Figure 8.1 for an illustra-
tion of how Case’s and Fischer’s theories used recursive sub-
stage sequences in the stage architecture).

Although different in detail, both theories proposed a re-
curring four-phase sequence in each of the major stages (four
major stages in Case’s theory and three in Fischer’s). The
final phase of each large-scale stage overlaps with the first
phase of its more advanced neighbor, becoming integrated
into a new kind of organization as the system proceeds for-
ward. This feature helps make transitions less abrupt by
showing how elements from a former stage become integral
to a more advanced succeeding stage. Thus two problems in
the Piagetian formulation are addressed using recursiveness
in phases: the lack of order within the large-scale stages and
the lack of plausibility of the explanation of how a child
moves from large-scale stage to another large-scale stage
(Case, 1984, 1991, 1998, 1999; D. H. Feldman, 2000;
Fischer, 1980; Fischer & Bidell, 1998).

In these ways (and others) neo-Piagetian theories demon-
strated that some of the most intractable problems of Piaget’s
formulation could be transcended while still preserving most
of the major features of the theory. In order to accomplish
these goals, however, both theories focused on more specific
contents and narrower sets of processes, losing some of the
grandeur and overall sweep of the original. Case’s theory
dealt primarily with solving ever more complex and chal-
lenging problems through a natural ability to process more
kinds of information and construct more complex rules for
doing so. Fischer’s theory prescribed a sequence of more and
more complex skills that when acquired would allow the
child (or young adult) to deal with more and more challeng-
ing situations.

As Case (1999) noted, both his and Fischer’s theories
explicitly attempted to integrate the broader approach of
Piaget with some of the features of the empirical-learning tra-
dition that had been so influential up until the 1960s in North

America, with the result that a more variegated, fine-grained
pattern could describe each child’s movement through the
sequence of broad stages that the theories proposed. Both
theories also allowed for greater impact from forces in the
child’s environment, thus restoring a major role in cognitive
development for parents, caregivers, teachers, and technolo-
gies that seemed to have been largely lost in Piaget’s frame-
work (D. H. Feldman, 1976, 1981).

Vygotsky and Sociocultural Theories

While neo-Piagetians and others identified with the rationalist-
structuralist tradition attempted to work from within the
Piagetian edifice, others were sufficiently disillusioned with
the limitations of Genevan theory that they looked elsewhere
for inspiration. Partly in response to broader historical and cul-
tural changes (e.g., the end of the Cold War, the civil rights
movement, feminism, reactions to excessive greed in the
1980s, etc.), the works of the great Russian developmentalist
Lev Vygotsky began to make their way into the mainstream of
the field of cognitive development following the translation
and publication of his seminal book Thought and Language
(sometimes translated as Thinking and Speech; Vygotsky,
1962).

Jerome Bruner (1962) wrote a warm and appreciative fore-
word to Thought and Language, and Piaget himself (1962)
also wrote a set of comments about the work, a rare tribute
from Geneva. Michael Cole, Sylvia Scribner, and other
scholars (e.g., Cole, Gay, Glick, & Sharp, 1971; Scribner &
Cole, 1973) began to promote the work of Vygotsky and other
Russian work as having importance for cross-cultural re-
search on intelligence and other topics. The importance of
guided assistance from others and the greater role of the so-
cial context in promoting or impeding cognitive development
were themes of these works that resonated with greater and
greater force in the field.

The combination of increasing impatience with some of
the limitations and constraints of Piagetian theory along with
the refreshing insights into learning based on the wider circle
of influence in the Russian work started a groundswell of in-
terest in that work and also inspired new approaches based on
Soviet research and theory. Connections heretofore not easily
made began to form across disciplines such as anthropology,
comparative linguistics, history of science, and cognitive de-
velopment (e.g., Cole & Means, 1981; Rogoff & Lave, 1984;
Shweder & LeVine, 1984). Everyday activities like counting
and tailoring that would have seemed irrelevant were sud-
denly of intense interest to cognitive developmentalists (e.g.,
Carraher, Carraher, & Schliemann, 1985; Saxe, Guberman, &
Gearhart, 1987). A major new area of research and theory had
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been launched and would threaten to eclipse the Piagetian
hegemony.

The main features of the Vygotskiian-Russian revolution
are an emphasis on shared participation in culturally valued
activities, recognition that cultures vary in what kinds of
skills and abilities are valued, the importance of culturally
constructed and preserved tools and technologies as key
to cognitive development, and—in striking contrast to
Piaget—the absolutely central role in human cognitive
development of language (Cole & Means, 1981; Rogoff &
Lave, 1984; Shweder & LeVine, 1984; Vygotsky, 1962,
1978).

This last feature of the sociocultural revolution—the
placement of language in the theoretical center of the study of
cognitive development—helped make yet another connec-
tion that had been waiting to happen since the earliest days
of the cognitive revolution. Chomsky (1957, 1972) had
claimed that speech was an innate ability, whereas Piaget had
claimed that language was no more important than any other
symbolic system to be used in constructing cognitive struc-
tures (Bringuier, 1980; Piaget, 1970). According to Piaget,
speech structures were constructed using the same principles
and processes as other symbol systems and were based on the
same general procedures created during the first eighteen
months of life.

These two powerful claims were apparently sufficient to
keep the study of language development largely separate
from the rest of the field of cognitive development during
most of 50-year period that it has been systematically stud-
ied (Brown, 1973; Tomasello, 1992). It was one of Piaget’s
strongest convictions that the general procedures for con-
structing cognitive structures were applied to the challenge
of speech as they were applied to the challenge of number,
causation, space, time, and many other topics (see Bringuier,
1980). This claim helped support Piaget’s view that human
cognitive development shared many of its principles and
processes of change with those of other creatures, placing
human cognitive development as one among many exam-
ples of biological adaptation, neither superior to nor funda-
mentally different from other examples (Piaget, 1971a,
1971b).

Although this view acknowledged that human cognitive
development is distinctive in certain respects (including fea-
tures like the acquisition of speech and logical reasoning),
these features did not set our species above the rest of the
organic world. The particular forms that adaptation took in
human evolution and individual development represent spe-
cific examples of general processes: birdsong and echoloca-
tion would be other instances found in other species

(Bringuier, 1980; Carey & Gelman, 1991; Piaget, 1971a,
1971b).

CONTEMPORARY TRENDS

As a new century begins, there seems to be less need in the
field to insist that humans and other species represent
fundamentally similar forms of adaptation to the challenges
of survival. Neo-Piagetian theories have proposed systematic
biological contributions to the processes of cognitive devel-
opment without compromising the constructivist core of their
frameworks (Case, 1999; Fischer, 1980; Gelman, 1998).
There is less of an either-or quality to the discussion about the
role of nature versus nurture in development (Gottlieb, 1992;
Overton, 1998; Sternberg & Grigorenko, 1997). It is also
more widely accepted that biological aspects must be under-
stood as vital to the process of cognitive development
(Gardner, 1983). At the same time, the Piagetian assumption
is ever more widely accepted that humans construct their own
systems for representing and understanding the world and
their experience of it (Carey & Gelman, 1991; Gelman,
1998). There are increasing numbers of examples of healthy
cross-fertilization between the fields of cognitive develop-
ment and language development (although they still are
covered in different chapters in this Handbook).

The acquisition of speech is now understood to be a
remarkable human adaptation, the investigation of which is
central to understanding human cognitive development. It is
also understood that language, with its powerful evolutionary
and natural underpinnings, is constructed through a complex
set of processes that are individual, social, cultural, and
contextual (Cole & Cole, 1993). Contemporary researchers in
language development such as Elizabeth Bates (Bates et al.,
1991), Michael Tomasello (1992) and Susan Goldin-Meadow
(2000) reflect this trend to draw upon several traditions
(Piagetian, Vygotskiian, evolutionary, nativist, computational)
to build their frameworks for interpreting language
development (see also the chapter by Hoff in this volume).

The Universal Versus Individual Cognitive Development

The field of cognitive development for most of its history has
been concerned with those sequences of changes that are
likely to occur in all children during the course of the first
decade or two of life (D. H. Feldman, 1980, 1994; Gelman,
1998; Strauss, 1987). A consequence of this preoccupation
with universals is that the variations caused by group or
individual differences have tended to be of less interest to the
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field (Thelen & Smith, 1998). Piaget reflects this view in his
response when asked about the individual:

Generally speaking—and I’m ashamed to say it—I’m not really
interested in individuals, in the individual. I’m interested in the
development of intelligence and knowledge. (Bringuier, 1980,
p. 86)

Efforts at Integration

Two recent theories have tried to integrate the general se-
quences of large-scale changes in cognitive development
with modular approaches to mind. The late Robbie Case
(1998, 1999; Case & Okamoto, 1996) proposed that general
stagelike structures of the Piagetian sort were part but not all
of the story of cognitive development. Playing off these uni-
versal structures were a set of more content-specific modules
of mind, each of which is particularly sensitive to and built to
process specific contents. Following from Chomsky’s work
in language (1957), a number of modular theories were pro-
posed, usually with several specific kinds of content domains
proposed (e.g., Fodor, 1980, 1983; Gardner, 1983, 1993;
Karmiloff-Smith, 1992; Keil, 1984, 1989). Examples of pro-
posed modules other than speech that appear in one or more
modular theories are music, space, gesture, number, face
recognition, and self-other understanding.

In Case’s version of an integrated framework, domain-
specific knowledge (as it is often labeled) interacts with sys-
temwide principles and constraints to form what are labeled
central conceptual structures. The content-specific nature of
the structures in designed to help explain how broad sys-
temwide structures can be formed without resorting to a rad-
ical nativist interpretation (Case & Okamoto, 1996). Rather
than formed as a consequence of the interaction of a child’s
general structures with the objects of the world, central con-
ceptual structures are formed as a consequence of the child’s
concern with certain content areas like narrative, number,
and space, each of which has distinct constraints and distinct
opportunities for learning. Because of the many ways in
which the central conceptual structures may be assembled,
Case and his colleagues argued that their theory includes
room for variation and individuality in the actual course of
development (Case & Okamoto, 1996).

A second version of an integrated theory is that of
Karmiloff-Smith (1992). In Karmiloff-Smith’s theory, gen-
eral, systemwide structures are abandoned altogether in favor
of a set of content modules that are universal: language;
the physical world and how it works; quantity; thought and
emotion; and symbolic representation. What remains constant

across modules, however, is a set of processes of representing
and rerepresenting that give the child the ability to bootstrap
from level to level, transcending constraints that each module
poses to the developing child.

Using concepts from connectionist modeling in artificial
intelligence and dynamic systems approaches (e.g., see
Thelen & Smith, 1998), Karmiloff-Smith (1992) has pro-
posed a theory that has both general processes for change and
specific-content domains within which such changes take
place. Her assumptions are that there are natural, content-
specific constraints on development, but that children con-
struct their understanding of the world through progressive
efforts to represent and reinterpret their representations of the
knowledge in each domain:

One can attribute various innate predispositions to the human
neonate without negating the roles of the physical and sociocul-
tural environments and without jeopardizing the deep-seated
conviction that we are special . . . (p. 5).

A third approach concerns itself with the range and variety
of content domains that have been established by human
effort without taking a stand one way or another on the issue
of modularity (D. H. Feldman, 1980, 1994, 1995). This ap-
proach attempts to specify the distinctive markers for cate-
gories of domains ranging from universal to unique (see
Figure 8.1). The main goal of the effort to specify the quali-
ties that mark domains in each region of the universal to
unique continuum of domains is to show that there is vast
developmental territory that is not universal, but which is
nonetheless developmental in an important sense (i.e., impor-
tant to individuals, groups, societies, and cultures; D. H.
Feldman, 1994).

Nonuniversal theory (as Feldman’s theory is called) aims
to provide a framework for knowledge and knowing that en-
compasses Piaget’s universalist framework and places it into
a context of other less universal developmental domains. By
describing the levels of various domains in each of the regions
of the universal to unique continuum, some of the commonal-
ity across domains and some of the distinctiveness of each
region and each domain are revealed (van Geert, 1997).

A more recent effort at integration is to be found in the
work of Patricia Greenfield (2001). In this framework, the
kind of cognitive developmental theory that best explains how
children learn and develop is a function of the cultural context
within which the processes and activities of learning and
development take place. Based on studies in several distinct
cultural settings in the United States, Mexico, and Central
America, Greenfield and her colleagues have proposed that a
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more Piagetian framework is most appropriate in cultural con-
text in which economic constraints on learning are minimal,
whereas a Vygotskyan framework better captures learning
and development when there is pressure to acquire particular
skills and techniques to ensure economic well-being.

For Greenfield and her colleagues, there is not a single
theory that is a best fit to every cultural context. Rather,
different theories will capture the experience of learning and
development depending upon the kinds of constraints imposed
by the social and cultural contexts that surround them.

The theories just described have in common that they
attempt to preserve some of the useful features of approaches
like Piaget’s that emphasize universals in cognitive develop-
ment, while at the same time trying to build into their archi-
tecture important variations within and across individuals,
groups, societies, and cultures. Case’s approach focuses on
how individuals use modules of specified content to construct
universal conceptual structures, with the primary aim to bet-
ter account for general, systemwide change than do previous
frameworks. Karmiloff-Smith abandons general, systemwide
change in favor of more domain-specific development, but
with sequences of processes of change that can be found
across domains. Thus, her theory also aims primarily to ac-
count for universals in development, but to do so in ways that
reconcile nativist and constructivist perspectives.

Nonuniversal theory is primarily intended to illustrate the
diversity in developmental domains that may engage the ener-
gies of individuals. While recognizing that there are some
domains that are universal or nearly so, as Piaget proposed, the
theory proposes that many other domains of knowledge and
skill can be conceptualized as developmental in the sense that
they are built in sequences of developmental levels and are
achieved through change processes that include qualitative
shifts in organization and functioning. By drawing attention to
common as well as distinct features of various domains, some
of which are universally achieved and others of which may be
achieved only by members of a species, a culture, a discipline,
an avocation, or even an individual, the range of topics of
concern to developmentalists is greatly expanded.

Greenfield’s approach is intended less to integrate various
theoretical frameworks into a single one, but rather to add a
set of broader social and cultural considerations to the dis-
cussion of learning and development that help guide the se-
lection of one or another existing theoretical explanation. In
this respect, theories are less competing explanations for a
single truth, but rather exist as possible sources of truth, un-
derstanding, enrichment, and guidance, depending upon the
context within which they are used (Greenfield, 2001).

Theories like Piaget’s and Vygotsky’s—in the context
of the universal-to-unique continuum of developmental

domains—can be better understood as dealing with different
kinds of domains: Piaget’s theory is about universals, and
Vygotsky’s is about pancultural and cultural domains (D. H.
Feldman & Fowler, 1997). Therefore, trying to determine
which theory is right and which is wrong misses the essential
point that they are about different aspects of developmental
change.

Nonuniversal theory is therefore useful in helping make
conceptual and theoretical distinctions between and among
various theories of cognitive development, but does not focus
as much on how qualitative change occurs as do Case’s and
Karmiloff-Smith’s theories (van Geert, 1997).

FUTURE DIRECTIONS IN COGNITIVE
DEVELOPMENTAL THEORY AND RESEARCH

With more than half a century of productive work behind it,
the field of cognitive development seems well established as
a specialty area within developmental psychology. Although
dominated by the Genevan approach for much of its history,
the field has recently reengaged some of its traditional
areas of emphasis, such as experimental learning studies and
sociocultural-historical research (Case, 1999). It has also
spawned some cross-disciplinary efforts to better deal with
the challenges of explaining systematic, qualitative change,
which is the heart of the matter for cognitive developmental-
ists. Drawing on work done in systems theory or connection-
ism from artificial intelligence, a number of contemporary
researchers have tried to build frameworks that are complex
enough to allow for many levels of description to interact
with each other to produce major change (Fischer & Bidell,
1998; Thelen & Smith, 1998; van Geert, 1991, 1997). Efforts
to model qualitative change using dynamic systems (Lewis,
2000; Thelen & Smith, 1998; van Geert, 1991) and chaos the-
ory (van der Maas & Molenaar, 1992) have shown promise as
sources of explanation for stagelike shifts. By working at a
fine grain of detail, dynamic systems and other approaches
take a further step toward trying to integrate general and spe-
cific, universal and unique, commonality and variation, and
description and explanation (Lerner, 1998).

Similarly, research and theory from newly emerging dis-
ciplines like evolutionary robotics and artificial life simula-
tions have become important sources of ideas for research
and theory in cognitive development (D. H. Feldman,
2002; Norman, 1993; Varela, Thompson, & Rosch, 1993;
Wilensky & Resnick, 1999). Starting with simple sensorimo-
tor processes, detailed histories of interactions between and
among levels of activity provide rich sources of information
about change, including large-scale changes that can occur
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without changing the simple processes that gave rise to the
emergent layers of activity in the system and that sustain it
(Bedeau, 1997; Thompson & Fine, 1999).

There have also been great strides made in the technologies
that permit brain imaging and of studies of the neural basis of
brain development and functioning, both of which will no
doubt have impact on the field of cognitive development, and
perhaps vice versa (Johnson, 1998). The thrust of work in
these areas is fully consistent with the direction of other cur-
rent approaches in being interdisciplinary, systems oriented,
interactive, and constructivist (Lerner, 1998). The interactive
relations between brain and behavior—each influencing the
development of the other within the context of other systems
emerging and changing—reflects the growing consensus
within the field that all levels of description, from the molec-
ular to the whole organism in context, will be necessary as-
pects of our efforts to explain cognitive development.

Finally, we may wish to conclude this brief summary of
the field of cognitive development by noting that the bound-
aries and borders between and among aspects of human de-
velopment have become more permeable (Lerner, 1998). It
is increasingly recognized that important influences on cog-
nitive development may come from emotions, motivations,
challenges, and environmental events (Bearison & Zimiles,
1986; D. H. Feldman, 1994). Although it seems likely that a
field called cognitive development is likely to continue to
exist within developmental psychology, the range of topics,
the variety of phenomena encompassed, and the degree of
interaction with other specialties are all likely to increase in
the decades to come. There are without doubt sufficient
challenges in the study of cognitive development to keep
a cadre of researchers and theorists busy for many decades
to come.
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A dramatic change in views about the roles of emotions in
socioemotional development—including the relations be-
tween emotion and personality—has taken place in recent
years. The traditional perspective was that emotions were
experiential, intrapsychic events that occurred more or less
secondarily, as by-products of more significant causal pro-
cesses and phenomena. Thus, emotions were characterized as
feelings or affects primarily limited to intrapersonal experi-
ence. Given that emotions were difficult to observe, define,
and assess, little impetus therefore existed to include ac-
counts of emotions in explanations of children’s social and
personality development, and—for some scientific disciplines
(e.g., behaviorism)—the study of emotions was even regarded
as anathema to a science of behavior (Eisenberg & Fabes,
1998).

The past two decades of research and theory have
advanced different perspectives on the role and significance
of emotions to child development. Although a consensus on

the definition and functions of emotions is not yet apparent—
reflecting the fact that these phenomena remain elusive and
difficult to capture—various current directions in the study of
emotions place much greater emphasis on the significance
and role of emotions in social functioning and personality
development.

Support is increasing for the view that emotions play an
important role in the appraisal and evaluation of children’s
experiences and their readiness for action in response to
contextual changes and events (Eisenberg, 1998; Oatley &
Jenkins, 1996). Emotional expressions and emotional under-
standing are elements of social communication, and appro-
priate emotional regulation may be pertinent to children’s
adaptive versus maladaptive functioning. Emotional expres-
sion and regulation are also fundamental to individual dif-
ferences between children in temperament and personality.
Moreover, according to a functionalist perspective on
emotions, emotions constitute more than what might be
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measured as self-reported feelings. Instead, emotions are
seen as reflecting processes and configurations of responding
pertinent to children’s evaluation of the meaning of experien-
tial contexts in relation to their goals (Campos, Campos, &
Barrett, 1989; Jenkins, Oatlery, & Stein, 1998; Saarni,
Mumme, & Campos, 1998). Emotions are understood as part
of the child’s immediate reactions to person-environment con-
texts and of the extent to which their goals are met by ongo-
ing events (Lazarus & Folkman, 1984; Stein, Trabasso, &
Liwag, 1994). Thus, emotional functioning contributes to
processes underlying the individual’s dynamic processes of
adaptation or—alternatively—risk for the development of
psychopathology.

The present chapter aims to provide state-of-the-art cover-
age of various themes pertaining to the increasing under-
standing of the role of emotions in children’s development,
examining what is known, what is currently being done, and
in what directions future conceptualizations and research are
likely to take. Specifically, the organization of the chapter is
divided into three parts, reflecting a progression from (a) an
examination of individual development of emotion and
personality in children, to (b) a discussion of relational
influences, and then to (c) a consideration of emotions and
children’s adjustment.

Individual Development of Emotions and Personality
in Children

Even if one is not yet prepared to accept the assumptions of
the functionalist perspective regarding the role of emotions,
emerging directions serve to call greater attention to the role
of emotions in children’s individual development. At the
least, children’s emotional expressions and regulation are un-
derstood to influence—and be influenced by—their social in-
teractions, relationships, and contexts. Moreover, it follows
that children’s expression and regulation of emotions are rec-
iprocally related to the responses of others to their social
functioning.

Emotions and emotionality are also increasingly seen as
related to important individual differences between children
in social functioning, temperament, and personality. For
example, the conceptualization of self is related to emotional
processes (Harter, 1998), including the self-conscious emo-
tions of shame, guilt, and embarrassment (Lewis, Sullivan,
Stranger, & Weiss, 1989; Denham, 2000). Moreover,
emotions are related to fundamental differences between
individuals in personal characteristics and styles of social
functioning. Thus, attention has been called to the signifi-
cance of reactivity and self-regulation—each with implica-
tions for emotional functioning—as basic dispositions of

temperament (Rothbart & Bates, 1998). Moreover, tempera-
mental differences in infancy have been linked to individual
differences in personality as individuals get older (Caspi,
1998; Caspi, Elder, & Bem, 1987).

Relational Influences on Emotional and Personality
Development in Children

Increasing emphasis is also being placed on relational influ-
ences on emotional and personality development in child-
hood. A functionalist perspective on emotions is particularly
pertinent to emotional processes in social contexts viewed
from a relational perspective. Emotional expression and
functioning are closely tied to the individual’s responses to
social contexts, especially the contexts defined by significant
categories of social relationships. For example, children’s re-
lationships with parents serve as an important foundation for
emotional functioning in social situations. Thus, security of
attachment pertains to children’s emotional regulation in
stressful situations (Cassidy, 1994; Thompson & Calkins,
1994). At the same time, the quality of emotional expressions
and communications is related to the development of attach-
ments between children and parents. For example, hostile
emotional expressions and lack of emotional availability are
related to insecure attachment. The quality of emotional rela-
tionships has been related to dimensions of parenting perti-
nent to children’s socialization and personality development
(Cummings, Davies, & Campbell, 2000). Furthermore, re-
flecting the significance of emotion to relations between par-
ents and children, attachments are fundamentally defined as
emotional bonds that endure over space and time (Colin,
1996).

Relational influences on children’s emotional and person-
ality development are also documented in the effects of mar-
ital functioning on children’s functioning and development
(Cummings & Davies, 1994). In particular, marital conflict—
including negative emotional expressions of anger and
hostility—may induce significant emotional and behavioral
dysregulation in the children. Moreover, consistent with a
functionalist perspective on emotions, current theory sug-
gests that children’s emotions serve an appraisal function
with regard to children’s responses to marital conflict and
serve to organize, guide, and direct children’s reactions
(Davies & Cummings, 1994). For example, children who ap-
praise marital conflict as distressing are motivated to inter-
vene, whereas children who make the appraisal that parents
will be able to work out conflict have little motivation to me-
diate in parental disputes (Emery, 1989).

Ultimately, these various relational influences on chil-
dren’s emotional functioning do not act in isolation, but are
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likely to have cumulative effects on children’s reactions and
behaviors. For example, there is evidence that children’s
emotional security—which has implications for children’s
emotional regulation capacities and dispositions in the face
of stress—is a function of the influence of multiple family
systems, including parent-child relations and the marital sys-
tem (Cummings & Davies, 1996). Thus, in order to more
fully understand effects on personality development, under-
standing relational influences must ultimately move to the
level of including multiple sources of family and extrafamil-
ial influence. With regard to the latter, there is increasing em-
phasis on the role of culture and diversity as potentially
significant sources of differences in responding to emotional
events in the family and in children’s dispositions towards
emotional functioning (Parke & Buriel, 1998).

Normal and Abnormal Emotional and
Personality Development: A Developmental
Psychopathology Perspective

Finally, although the study of emotional processes as norma-
tive influences on development is a relatively recent focus for
mainstream developmental research, concern about the im-
plications of disturbances in emotional and personality devel-
opment can be traced back to Freud and early psychoanalytic
theory. In recent years a convergence of emerging themes for
process-oriented perspectives on both normal and abnormal
development has found articulate expression in research and
theory from a developmental psychopathology perspective
(Cicchetti & Cohen, 1995). The study of new directions to-
ward advanced understanding of abnormal emotional and
personality development adds to the richness and breadth of
normative models for child development emerging from the
investigation of emotional and personality development.

INDIVIDUAL DEVELOPMENT OF EMOTION
AND PERSONALITY

Emotions: Expression, Understanding, and Regulation

This section presents information regarding the development
of and individual differences in the emotional system. Topics
include emotional expressions and regulation or coping of
emotions. In particular, age is examined as a factor in indi-
vidual differences in emotional functioning. As children’s
cognitive and language capacities develop, so too does
their emotional system. As is shown in the following discus-
sion, changes occur in children’s emotional expressions and
in their awareness of their own and others’ expressions

(Denham, 1998; Mascolo & Fischer, 1995); they are also
better able to describe the causes and consequences of vari-
ous emotions (Stein & Levine, 1999). In addition, children
become increasingly savvy about how and when to strategi-
cally use emotions (e.g., maximizing or minimizing them) in
relevant social situations (Saarni, 1998). They are also better
able to regulate their emotions and cope with negative feel-
ings associated with social interactions. Even within age pe-
riods, however, substantial individual differences between
children in their emotional abilities are apparent.

Emotional Expressions: The Emergence
of Self-Conscious Emotions

As children leave the toddler phase and enter into the
preschool and school-aged periods, a number of changes in
their emotional expressions can be observed. For example, the
expression of basic emotions (e.g., anger, sadness, happiness),
which are well documented to emerge in infancy (Zahn-
Waxler, Cummings, & Cooperman, 1984), starts to become
more context-dependent. In peer settings, for example, anger
and happiness are expressed more frequently than are sadness
or pain and distress (Denham, 1986). In addition, the fre-
quency with which negativity in general is expressed declines
with age (Cole, Mischel, & Teti, 1994). Emotional expres-
sions also show more complexity over time. Children’s ex-
pressions may show blends of various basic emotions. For
example, children engaging in rough-and-tumble play show
facial expressions of both anger and happiness (Cole, 1985).

However, perhaps the most significant changes in emo-
tional expressivity emerging during early childhood follow-
ing the infancy and toddler periods are the development of
self-conscious emotions. As children’s sense of self develops,
particularly in the second and third years of life, they show
emerging emotional reactions of pride, shame, embarrass-
ment, and guilt (e.g., Lewis, Sullivan, Stanger, & Weiss,
1989; Mascolo, & Fischer, 1995). Self-conscious emotions
are important to understand, given that such emotions affect
intrapersonal and interpersonal dynamics and functioning
(Barrett, 1998). Furthermore, deficits in self-conscious emo-
tions (e.g., inability to experience guilt or excessive feelings
of shame) have clinical implications across the entire life
span.

According to differential emotions theory (DET), self-
conscious emotions involve an interplay between affective
and cognitive processes (Ackerman, Abe, & Izard, 1998)—
that is, self-conscious emotions cannot operate without the
sense of self, the ability to discriminate the self and other, the
ability to sense the self and other as causal agents, and cogni-
tive evaluations or appraisal processes that enable the ability



214 Emotion and Personality Development in Childhood

to form comparisons. DET also argues that self-conscious
emotions do not have consistent signatures in expressive
behaviors over the life span. In a study comparing younger
versus older children during a situation in which they fail a
task, children younger than 42 months of age were more
likely to look away from the experimenter after failing—
perhaps indicating their concern with social evaluation from
the experimenter. In contrast, older children were twice as
likely to pout or frown (Stipek et al., 1992). Stipek and col-
leagues suspect that in both cases, younger and older children
were experiencing shame, but that shame moves from being
more externally to more internally based over time.

From a functionalist’s perspective, although self-
conscious emotions such as guilt, shame, and embarrassment
reflect a more general “feeling-bad-about-performance” cate-
gory, unique functions characterize each of the negative self-
conscious emotions (Barrett, 1998; Denham, 1998). For
example, when experiencing guilt, one wishes that one had
behaved differently, and one will often seek reparation. When
feeling ashamed, on the other hand, the ramifications extend
well beyond those of guilt; an offensive self—as well as of-
fensive behavior—is perceived (Denham, 1998). Moreover,
feelings of embarrassment result from processes or events
different from those involved in the feelings of shame or
guilt. Children aged 5 to 8 reported that they would be un-
likely to feel embarrassment in the presence of a passive
audience, but would feel embarrassment in the presence of a
ridiculing audience (Bennett, 1989). Thus, embarrassment—
at least during early childhood—appears to result as a func-
tion of negative evaluations from others as opposed to the
self (Denham, 1998).

Individual differences in the experience and expression of
self-conscious emotions as a function of context are also evi-
dent. In a study examining 2-year-olds’ responses to playing
with an experimenter’s “favorite doll” that breaks during
play, some children showed amending responses by trying to
resolve the situation, whereas others showed avoidance by
averting their gaze (Barrett, Zahn-Waxler, & Cole, 1993).
Barrett et al. (1993) concluded that amenders were experi-
encing feelings of guilt as evidenced by their approaching
and attempts for reparation, whereas avoiders were experi-
encing shame, given that they were withdrawing from the sit-
uation. It would be interesting to examine why some children
experience guilt and others experience shame even within the
same context.

In a study examining gender differences, Stipek et al.
(1992) found that girls show more shame and pride compared
to boys. This gender difference is interesting, given that girls
are more at risk for internalizing disorders, in which feelings
of shame and self-loathing are evident. Another interesting

gender difference is that shame and guilt are positively
correlated for girls but are distinct emotions in boys (Lewis
et al., 1992). Whether such gender differences in self-
conscious emotions are a result of socialization or of biolog-
ical differences remains to be found.

Some evidence suggests that temperament in addition to
gender is related to self-conscious emotions. In a study of
school-aged children (6–7 years), children rated higher in
internalizing components of negative affectivity were higher
on prosocial characteristics such as the tendency to experi-
ence guilt or shame. In addition, children rated higher in ef-
fortful control (e.g., impulse control) were found to be more
empathic and higher in guilt and shame (Rothbart et al.,
1994). Such findings have implications for the ease with
which a child can be socialized, as well as the development of
the conscience (Kochanska, 1993), given that emotions such
as guilt or shame remind individuals to think about rules and
standards. Research related to the association between tem-
perament and conscience is described later.

Emotional Understanding

In addition to undergoing changes between infancy and early
childhood in emotional experiences and expressions, children
become more sophisticated in their understanding of emo-
tions. Young children not only show increasing awareness of
their own emotional states, but they also become more adept at
evaluating and appropriately responding to others’ feelings
and expressions. They become able to describe the causes and
consequences of various emotions (Stein & Levine, 1999). In
addition, children become increasingly knowledgeable about
display rules—the social customs for when and to whom cer-
tain emotions are appropriate to express.

Much of what we know about children’s understanding of
emotions has stemmed from naturalistic research. Dunn and
colleagues have frequently reported on observations of chil-
dren in the family context (e.g., Dunn & Brown, 1994;
Youngblade & Dunn, 1995) or peer context (Hughes &
Dunn, 1997, 1998) because the “daily lives of young children
are full of emotional drama” (p. 230; Dunn, 1999). By age 3,
children evidence significant increases in the frequency with
which they ask questions about others’ feeling states (Dunn,
1988). Children also appear to learn about emotions in
situations in which emotions are being experienced. For ex-
ample, Dunn and Brown (1994) reported that mothers were
more than twice as likely to talk about feelings with their
children when the children were expressing distress or anger
than when they were expressing happy or neutral states.
Moreover, children were more likely to have causal discus-
sion of feelings when they were mildly upset. In addition,
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Dunn and Brown (1993) found that those children who en-
gaged more frequently in such causal conversations were
more advanced in later tests of emotional understanding. In
particular, individual differences in children’s understanding
of emotions are important to understand because children
who have difficulty in identifying emotional expressions
and talking about the causes and consequences of emo-
tions have been reported to be less accepted by their peers
(Cassidy, Parke, Butkovsky, & Braungart, 1992). It is impor-
tant to keep in mind that research on children’s understand-
ing of emotions has generally been conducted on children
living in cultures in which emotional expression and discus-
sion are accepted and encouraged. Cultural display rules may
vary across cultures; thus, findings in this regard may be
moderated by culture contexts.

In addition to gaining a better understanding of emotions,
children become more aware of cultural display rules as they
move from early to later childhood. In a classic study of chil-
dren’s responses after they received an undesirable gift
(e.g., babyish toy), 6-year-olds (especially boys) were openly
negative in their expressions, and 8- to 9-year-olds (and
younger girls) showed transitional behavior in which
their arousal level was apparent (e.g., lip biting), but their
negativity was not as openly expressed (Saarni, 1984). Chil-
dren aged 10–11 (especially girls), however, were most likely
to exhibit positive behavior. Thus, older children become
better able to mask their true feelings when they understand
how their expressions might affect others. Individual differ-
ences in display rule use may be pertinent to social compe-
tence. Recently, McDowell, O’Neil, and Parke (2000)
reported that fourth-grade children—especially girls—who
used more appropriate display rules during a disappointment
task were rated as more socially competent by both teachers
and peers.

Emotion Regulation and Coping With
Stressful Situations

As Thompson (1994) has pointed out in a monograph devoted
to the topic of emotion regulation, there is surprising diversity
in the ways in which different researchers conceptualize emo-
tion regulation. Despite such diversity, most definitions of
emotion regulation include aspects surrounding a person’s
ability to modulate, control, or reduce the intensive and tem-
poral features of an emotion (Saarni & Crowly, 1990; Saarni &
Mumme, 1998; Thompson, 1994; Thompson, 1998). In addi-
tion, regulation can occur at the neurophysiological, hor-
monal, attentional, and behavioral levels (Calkins, 1994; Fox,
1994; Rothbart & Derryberry, 1981; Stansbury & Gunnar,
1994; Thompson, 1994).

The term coping has sometimes been used interchangeably
with emotion regulation (Brenner & Salovey, 1997), espe-
cially to the extent that effective coping is inseparable from
effective emotion regulation and vice versa (Saarni, 1999). In
addition, the term self-regulation has sometimes been used to
mean emotion regulation. Self-regulation, however, may be a
broader term that includes the ability to manage not only one’s
emotions but also one’s thoughts and actions in adaptive and
flexible ways (Kopp, 1982).As Saarni (1999) recently pointed
out, however, self- and emotion regulation seem to be highly
related, especially in Western cultures. It is not as clear
whether self- and emotion regulation would be intertwined in
non-Western societies.

Several researchers have recently attempted to examine
the ways in which children attempt to regulate their emotions
and cope with stressful situations. Saarni (1997) interviewed
children aged 6–8 and 10–12 about the types of strategies
that children would use during various stressful situations.
The strategies that emerged, with the most adaptive strategy
listed first and the least adaptive listed last, were problem
solving (attempting to change the situation), support seeking
from caregivers or peers (either for seeking solace or help),
distancing-avoidance, internalizing, and antisocial behaviors
(i.e., externalizing).

Rossman (1992) developed a questionnaire to assess the
coping strategies of 6- to 12-year-old children from a diverse
sample (children from a university subject pool, those from a
battered women’s shelter, and those experiencing incest).
Children were asked to describe what they did when attempt-
ing to feel better and the degree to which they felt that a partic-
ular strategy enabled them to effectively reduce negative
feelings. Similar to Saarni’s (1997) findings, the following
factors emerged: use of caregivers, solitary distraction-
avoidance, seeking out peers, self-calming behaviors (e.g.,
taking lots of deep breaths), and distressed-externalizing be-
haviors (e.g., “it helps to get in a fight or hit someone”). Inter-
esting age and gender effects also emerged from this study:
girls were more likely than boys to rely on others (caregivers
and peers), and younger children were more likely to rely
on caregivers, distraction, and self-calming strategies than
were older children. Somewhat surprisingly, age-by-gender
effects also indicated that boys were more likely to report
using distressed-externalizing techniques than were girls at
younger ages, but this pattern reversed for the older ages.
Rossman (1992) also examined the degree to which the
various coping strategies predicted children’s perceptions of
self-worth. After controlling for age and gender, Rossman
found that seeking help from caregivers and self-calming
strategies were positively associated with self-worth, whereas
distress-externalizing techniques were negatively related to
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self-worth. Thus, similar to Saarni’s (1997) rank ordering,
strategies involving either the self-reliance or seeking help
from others were more adaptive than were those involving an-
tisocial behaviors. Such externalizing behaviors may actually
reflect the lack of managing one’s emotions.

Whether certain styles of coping are more adaptive than
others may also depend on other factors. In a sample of
preschool-aged children, Eisenberg et al. (1993) found that
gender was a salient moderator of the effect of coping strat-
egy and social competence. More specifically, greater social
competence of boys (but not that of girls) could be predicted
by their display of adaptive strategies such as problem solv-
ing. Somewhat differently, greater social competence of girls
could be predicted from their use of avoidant coping strate-
gies. For both boys and girls, however, high emotional inten-
sity was associated with lower levels of constructive coping
and attentional control. In turn, children who showed exces-
sive negative emotionality were regarded by adults as less
mature and by their peers as less attractive as playmates.
Thus, even by the preschool period, children who are able to
manage their negativity in a more adaptive manner seem
to fare better socially.

According to Kopp (1989), caregivers play a crucial role
in serving as an external support system for the regulation of
emotions—particularly when children are very young (i.e.,
during infancy). As children’s cognitive development be-
comes more sophisticated, changes in the emotion regulation
system can be observed. During the second year of life, tod-
dlers begin to develop a more sophisticated sense of the self,
as well as the ability to understand causes of distress (Kopp,
1989). Such changes suggest that toddlers become aware of
their own distress and begin to realize that their own behav-
ior can help alleviate negative feelings. In a study involving
several emotionally laden situations, Grolnick, Bridges, and
Connell (1996) found that 2-year-olds most frequently dealt
with their distress by using active engagement with substitute
objects, regardless of the context of the situation (delay of
gratification vs. maternal separations). In addition, toddlers
who used more active engagement were less distressed than
were those who used other types of strategies (e.g., focusing
on the forbidden toy). Thus, focusing ones’ attention away
from a task appears to help minimize negativity. Further-
more, classic studies by Mischel (e.g., 1974) have demon-
strated that children who orient their attention away from
a forbidden object are better able to delay their gratification,
thus facilitating behavioral control as well as emotion
regulation.

However, as Saarni (1999) recently pointed out, we do not
have a systematic empirical literature that tells us what cop-
ing strategies tend to emerge at what age, especially given

that studies differ substantially on sample and contextual
characteristics. Two general patterns have emerged, how-
ever: (a) As children get older, they can generate more coping
alternatives; and (b) older children are better able to make use
of cognitively oriented coping strategies for situations in
which they have no control (e.g., Compas, Malcarne, &
Fondacaro, 1988).

Although age is one factor related to children’s differences
in emotion regulation and coping, other factors appear to
be important as well. Explaining individual differences in
emotion regulation is an important challenge to undertake
because older children who appear to have difficulties in
managing emotions (e.g., anger) are at risk for develop-
ing behavioral disorders (Cole, Michel, & Teti, 1994;
Dodge & Garber, 1991). Although psychopathological out-
comes may represent extreme deficits in emotion regulation,
less than optimal outcomes may also occur for children who
struggle with regulating emotions. For example, Calkins
(1994) has speculated that children who have trouble manag-
ing anger may have difficulties in establishing positive peer
relationships.

It has been suggested that parenting contributes a great
deal to children’s ability to regulate their emotions
(Eisenberg et al., 1998). For example, in a study of 9- to
10-year-olds’ coping strategies for everyday stressful situa-
tions, Hardy, Power, and Jaedicke (1993) found that mothers
who were more supportive in moderately low-structured
homes had children who generated more coping strategies
across situations. In addition, supportive mothers also had
children who used fewer aggressive coping strategies and
more avoidant coping strategies when children perceive the
stressor as uncontrollable. Thus, parenting appears to affect
both the breadth and manner in which coping is exhibited.

Temperament and Personality 

In this section, we provide definitions of temperament and
personality and review recent work related to the structure of
each, as well as associations between temperament and per-
sonality. In addition, we examine recent research related to
biological foundations of temperament and personality, as
well as its links with social outcomes.

Definition

Much of the early work on temperament during childhood
stemmed from Thomas, Chess, and colleagues’ (1963; 1977)
seminal studies involving the New York Longitudinal Study
(NYLS). At that time, researchers and clinicians were ac-
knowledging the importance of infants’ and children’s own
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contributions to their development and the possibility that
socialization effects were bidirectional rather than stemming
solely from parents to children (Bell, 1968). Current theory
proposes that temperament is a component of the more gen-
eral domain of personality and involves individual differ-
ences in basic psychological processes such as emotionality,
activity, and attention that are relatively stable over situations
and time (Goldsmith et al., 1987; Rothbart & Bates, 1998;
Thompson, 1999). Although not all temperament researchers
have agreed on the specific dimensions that comprise tem-
perament, there is a general consensus that temperament
arises at least in part from hereditary differences—and that
temperament influences and is influenced by experience
(Rothbart, Ahadi, & Evans, 2000).

By contrast, current work proposes that personality en-
compasses much more than temperament does—and that it
includes skills, habits, values, perceptions of the self, and the
relation of the self to others and events (Rothbart & Bates,
1998). Those significant others who provide physical and
emotional support, care, and security are believed to help
shape personality (Ainsworth, Blehar, Waters, & Wall, 1978).
Furthermore, personality is influenced by broader social ex-
periences involving neighborhood, school, and community
contexts (Eccles & Roeser, 1999), as well as children’s
emerging morality, conscience, and gender identity (Turiel,
1998). Likewise, personality influences how experiences are
construed and interpreted and the choices that a person might
make (Thompson, 1999). Thus, similar to temperament, per-
sonality is influenced by and influences experiences over
time. Moreover, some investigators have proposed that tem-
perament might be viewed as early-appearing personality
characteristics. Thus, the conceptual borders between tem-
perament and personality as individual difference constructs
are to some extent blurred. Despite the conceptual overlap
between temperament and personality, however, empirical
investigations involving both domains are quite sparse (see
Caspi, 1998, for a recent review).

Structure

Compared to the structure of temperament during infancy, it
seems that temperament during childhood involves fewer
dimensions (Rothbart & Bates, 1998), especially if one
considers temperament and personality to be organized
hierarchically with broad traits (e.g., extroversion) represent-
ing the most general dimensions and lower levels including
the more specific traits (e.g., energetic). Based on factor
analyses of maternal report data on items from the NYLS for
3- to 8-year-olds, three higher-order factors were found:
Negative Emotionality, Self-Regulation, and Sociability

(Sanson, Smart, Prior, Oberklaid, & Pedlow, 1994). Simi-
larly, Rothbart’s Childhood Behavior Questionnaire (which
was developed in relation to infant and toddler versions),
which is used for children aged 3–8, consistently yields three
broad temperament factors (Rothbart, Ahadi, & Hershey,
1994). The first factor is Surgency, which includes approach,
high-intensity pleasure, activity level, and shyness (re-
versed). The second factor, Negative Affectivity, consists of
discomfort, fear, anger-frustration, sadness, and soothability
(reversed). The third factor has been labeled Effortful Con-
trol, and includes scales related to inhibitory control, atten-
tional focusing, low-intensity pleasure, and perceptual
sensitivity. Interestingly, the three dimensions from both San-
son et al.’s (1994) and Rothbart et al.’s (1994) research re-
semble adult personality structures such as the Big Three
(Tellegen, 1985)—Extroversion (Sociability and Surgency),
Neuroticism (Negative Emotionality and Negative Affectiv-
ity), and Constraint (Self-Regulation and Effortful Control).
Other child temperament-personality researchers have gener-
ally found support for five factors that are equivalent to the
adult Big Five (see Halverson, Kohnstamm, & Martin’s 1994
book for an extensive review). Thus, in addition to Extrover-
sion, Neuroticism, and Conscientiousness (similar to Con-
straint), there is also Agreeableness and Openness. Such a
structure has been found in child personality research despite
differences in sampling and methodology (Caspi, 1998).

Although most theorists have conceptualized and mea-
sured temperament or personality on quantitative dimensions,
some have argued for a categorical approach. By placing
children into categories or typologies, one is able to take an
ipsative, or a person-centered approach to understanding
the child (Caspi & Silva, 1995). More typically, however,
temperament and personality researchers have used a vari-
able-centered approach, which involves the examination of
multiple factors or dimensions, but each dimension is exam-
ined separately. In the end, both approaches may be useful.
Categories or typologies are helpful because they suggest that
a particular constellation of dimensions are greater than the
sum of their parts, so to speak. Indeed, Thomas and Chess’s
(1977) original approach to temperament included both
dimensional ratings (e.g., approach-withdrawal) and categor-
ical aspects (e.g., difficult child).

As pointed out by Aksan et al. (1999), however, one
difficulty with using grouping techniques is deciding what to do
about cases that are ambiguous. If children are forced into a
classification, within-group heterogeneity can be high (even if
between-group differences are high). Thus, using the restriction
that heterogeneity is minimal, Aksan et al. (1999) found that
two typologies emerged for preschool-aged children: con-
trolled-nonexpressive and noncontrolled expressive. Although
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these two types show overlap with previous typology work,
only 15% of the children satisfied both between-category dis-
tinctiveness and within-category homogeneity criteria. Thus,
categorical approaches may be helpful in capturing children’s
general dispositional styles, but also may be limited if within
categories, children show wide variability.

Links Between Early Temperament and Later Personality

Despite the limitations of dimensional or categorical ap-
proaches, there has been some evidence that temperament
and personality are related. However, it is also important to
note that the amount of research to date that has examined the
stability between temperament over time or between early
temperament and later personality is still quite sparse (Caspi,
1998). Challenging questions pertaining to major develop-
mental issues may prevent a simple examination of the sta-
bility between early and later dispositional styles. As pointed
out by Thompson (1999), for example, can the same tem-
peramental attribute be measured at different ages using age-
appropriate measures? Just because we assign the same
label to a dimension (e.g., Activity) at two ages, do we neces-
sarily examine the same behaviors at both times or do we
expect that there are qualitative changes in how a “trait” is
expressed? In the following discussion, we highlight several
studies that have examined stability in early temperament
and later temperament or stability in early temperament
and later personality. See also Caspi (1998), Rothbart and
Bates (1998), and Thompson (1999) for more extensive
reviews.

Using categorical approaches, Kagan, Resnick, and
Gibbons (1989) found that toddlers who were selected at 14
and 20 months because they were highly inhibited were
found to be more cautious and fearful at age 4. In a long-term
longitudinal study, Caspi and Silva (1995) found significant
associations between 3-year temperament groups and 15- to
18-year personality: Young children who were temperamen-
tally undercontrolled were more likely to show higher levels
of aggression, danger seeking, and impulsivity during adoles-
cence. Inhibited children at age 3, on the other hand, were
more likely to be rated as cautious and restrained during
adolescence.

Studies relying on quantitative dimensions have found
modest levels of stability over time. For example, Rothbart,
Derryberry, and Hershey (2000) found modest stability be-
tween infant temperament and 7-year temperament for
certain dimensions and a lack of stability for others. In brief,
frustration-anger, fear, and approach showed significant sta-
bility over time, but activity and smiling-laughter did not.

Rothbart et al. (2000) makes an interesting conclusion that
those dimensions showing significant stability are considered
to reflect the more psychobiologically rooted dimensions.

Recently, Goldsmith, Lemery, Aksan, and Buss (2000)
used both dimensional and categorical approaches in the
study of stability of childhood temperament from age 4 to 7.
They found evidence for moderate stability (and some
change), regardless of how temperament was measured. Chil-
dren rated by their mothers as higher in fearfulness, anger,
positive affect, and emotion regulation at age 4 were rated
higher relative to their peers at age 7 on these dimensions
(rs ranged from .55 to .77; Goldsmith et al., 2000). Based on
behaviors in the lab, children rated as Bold, Intermediate, or
Shy at age 4 generally were found to show consistent group
classification at age 7. One interesting result, however, was
that greater stability in classification was found for the Bold
group, suggesting that the Intermediate and Shy groups were
more susceptible to change (Goldsmith et al., 2000).

Psychobiological Links With Temperament
and Personality

Recent research involving childhood temperament has been
examining the extent to which biological indexes map onto
temperament characteristics. Studies that apply a psychobio-
logical approach to temperament basically find converging
evidence that temperamental attributes are rooted at least in
part in biological bases. This convergence occurs despite the
wide variety of methods applied and markers examined as
potential indicators (Goldsmith et al., 2000). Behavioral
genetics is a methodology that examines the extent to
which temperament and personality attributes show heritabil-
ity. Other research has relied more on direct physiological
markers. The most common indexes that are used include
heart rate and heart rate variability, cortisol, and brain activ-
ity as measured by an electroencephalogram (EEG). Several
studies of child emotionality have also examined skin
conductance.

Behavioral Genetics. Behavioral genetic approaches
seek to determine the degree to which individual differences
in temperamental or personality characteristics are related to
both heritability and environmentality (see Caspi, 1998, and
Goldsmith, Buss, & Lemery, 1997, for the most recent re-
views of behavioral genetic research on temperament and
personality during childhood). In short, behavioral genetic
methods compare the degree to which family members’
characteristics show resemblance and whether the amount
of similarity varies as a function of genetic relatedness.
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In general, most temperamental characteristics show some
degree of heritability (e.g., around 40%), as well as non-
shared environmental effects (e.g., those experiences that
make family members different; Daniels & Plomin, 1985), in
spite of whether samples involved twins or adoptive siblings,
or whether the temperament measure was based on parent
ratings or lab observations. We find it interesting, however,
that several studies have found an exception to this general
pattern. Factors involving positive affect and approach
(Plomin et al., 1993)—as well as effortful control (Goldsmith
et al., 1997)—have significant effects due to the shared fam-
ily environment. Such findings suggest that future research
should examine what specific types of shared family experi-
ences promote (or impede) the development of positive affect
and effortful control. Behavioral genetic findings on heri-
tability also indicate that future research should examine the
specific physiological mechanisms that link genotype with
phenotype—that is, for traits showing substantial heritability,
how do gene systems eventually become manifested in be-
havior? And what are the environmental conditions that
might moderate such biological influences?

Cortisol. Cortisol is the primary product of the
hypothalamic-pituitary-adrenocortical system (HPA)—a
major stress-sensitive system (Palkovitz, 1987). Under con-
ditions of stress, basal regulation of the HPA system is over-
ridden, causing elevated levels of cortisol. At one time, it was
predicted that elevated cortisol levels would be higher for in-
hibited children compared with uninhibited children (Kagan,
Reznick, & Snidman, 1987). However, elevated cortisol lev-
els have not been consistently found among behaviorally
inhibited children (Tennes & Kreye, 1985). For example,
Nachmias et al. (1996) found elevated cortisol levels during
novel situations if toddlers were behaviorally inhibited and in
an insecure parent-child attachment relationship. It is possi-
ble that securely attached inhibited children are better able to
rely on their attachment figure, have effective emotional-
regulatory skills, or both—any of which could then buffer the
stress response. Moreover, Gunnar (1994) has argued that
behavioral inhibition may actually reduce the likelihood of
an HPA stress response in certain novel situations—that is,
behavioral inhibition may serve as a coping response that
reduces the child’s engagement with overly arousing and
unpredictable events. Indeed, a recent study by deHaan,
Gunnar, Tout, Hart, and Stansbury (1998) seems to suggest
that although cortisol levels were elevated for children show-
ing shy, anxious, and internalizing behavior in the home set-
ting, higher cortisol responses in a new preschool context
were associated with aggressive, angry, and assertive styles

of behavior. Thus, HPA responses are complex and may re-
flect not only certain temperamental attributes, but also the
context within which the child is examined.

Heart Rate and Heart Rate Variability. Studies exam-
ining relations between heart rate and temperament have
been fairly consistent; there has been some disagreement,
however, about the interpretation of findings. In a study by
Kagan et al. (1987) in which inhibited children showed
higher resting heart rates, as well as less variable heart rate
patterns, Kagan concluded that such patterns reflected the
activation of the sympathetic nervous system. Porges (1992)
has argued, however, that cardiac activity in response to
novel situations reflects activity in the parasympathetic
nervous system (PNS). He has suggested that the increased
and less variable heart rate patterns of inhibited children
might reflect PNS withdrawal—and thus low vagal tone.
Studies examining vagal tone (e.g., as indexed by respiratory
sinus arrhythmia; RSA) have shown that increased baseline
RSA and greater suppression of RSA following a stressor is
generally associated with more positive temperamental char-
acteristics (see Porges & Doussard-Roosevelt, 1997, for a
review).

Electroencephalogram (EEG). Fox and Davidson
(1984) proposed that the left and right hemispheres were
specialized: Activation in the left hemisphere would be asso-
ciated with positive affect and approach, whereas activation
in the right hemisphere would be related to negative affect
and avoidance. Some empirical support has been found—
particularly with infants, but also with children. For exam-
ple, Fox, Calkins, and Bell (1994) showed that infants
9–24 months of age with stable right frontal EEG asymme-
try exhibited more fearfulness and inhibition to labora-
tory situations. Similarly, at age 4, children showing right
frontal asymmetry also expressed more reticence and social
withdrawal.

Skin Conductance. In a study of children in kindergar-
ten and the second grade, Fabes et al. (1994) found a positive
correlation at both ages between facial distress (when watch-
ing films of children being hurt in an accident) and skin con-
ductance. In addition, skin conductance was inversely related
to prosocial behaviors, suggesting that high skin conductance
was reflective of a dysregulated state. In a similar study of
somewhat older children (third- and sixth-graders), skin con-
ductance was positively related to facial distress and nega-
tively related to mothers’ reports of general helpfulness (but
only for girls; Fabes et al., 1993).
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Early Temperament and Personality and Later
Social Outcomes

Much of the work focusing on outcomes of temperament
has concentrated on children’s adjustment—such as internal-
izing and externalizing problems and conduct disorders—
and other areas of developmental psychopathology (see
Rothbart & Bates, 1998, for a review). In this section, we
provide a brief overview of the research on long-term predic-
tions of temperament and later adjustment. In addition, other,
less widely studied areas—but nonetheless exciting research
topics—are covered. More specifically, new research exam-
ining temperament’s prediction to the development of the
conscience, as well as its prediction to peer status, will be
covered.

Behavioral Adjustment

Rothbart, Posner, and Hershey (1995) have discussed several
ways in which temperament would relate to later adjustment:
directly, indirectly, or by moderated linkages (e.g., tempera-
ment X environment interactions). Much of the work on tem-
perament and behavioral adjustment has focused on direct
linkages, in which a particular trait is associated with the
development of an adjustment pattern (Rothbart & Bates,
1998). For example, in the Bloomington Longitudinal Study,
infants and toddlers rated high on difficultness (high in fre-
quency and intensity of negative affect) had more externaliz-
ing and internalizing problems in the preschool through
middle-childhood periods (Bates & Bayles, 1988; Bates
et al., 1991).

Temperament might also affect the development of later
adjustment in an indirect manner. A child’s temperament
might elicit certain parenting behaviors, which in turn af-
fect the child’s development; in this case, a child’s tempera-
ment is evoking certain responses from the environment
(Scarr & McCartney, 1983). Alternatively, a child’s tempera-
ment might predispose him or her to seek out certain experi-
ences. In this case, a child is playing a more active role in
creating (or niche-picking) his or her environment (Scarr &
McCartney, 1983). There is some empirical support for indi-
rect effects of temperament, although it should be noted that
relatively few studies have examined indirect effects. In ad-
dition, several studies have found that models testing for di-
rect effects fit better than do those including indirect effects
(e.g., McClowry et al., 1992). One recent study, however, ex-
amining complex relations among concurrent temperament,
externalizing problems, social factors, and drug use in sixth-
graders, found significant mediation (Wills, Windle, &

Cleary, 1998)—that is, higher activity level and negative
emotionality predicted more drug use. Furthermore, external-
izing adjustment problems mediated the link between tem-
perament and drug use. Finally, associations between
externalizing problems and drug use were mediated by nega-
tive life events and by having friends who used drugs.

Temperament might also interact with environmental
characteristics. For example, goodness-of-fit models suggest
that it is not the child’s temperament that will determine
later behavioral problems; rather, how that child’s tempera-
ment fits with his or her environment will affect the devel-
opment of behavioral outcomes (Thomas & Chess, 1981).
Again, however, relatively few studies test these ideas
empirically. Moreover, many of the studies examining
temperament-environment interactions have not controlled
for main effects (Rothbart & Bates, 1998). One study that
did examine main effects in conjunction with interaction ef-
fects, however, found modest support for temperament X
environment effects. Hagekull and Bohlin (1995) found that
toddlers who were rated as temperamentally easy and who
were in higher-quality child care were less aggressive at age
4 than were easy children in lower-quality care. In contrast,
difficult children’s aggressiveness was not influenced by
quality of care.

Conscience

Kochanska (1993) proposed two temperamental factors likely
to be associated with the development of conscience:
the child’s proneness to distress and inhibitory control. Chil-
dren prone to distress—particularly fear—may be afraid
to commit a wrongful act. In addition, children with high
inhibitory control may have an easier time preventing
or “putting the brakes on” a behavior that violates rules.
In addition, children with low fear, inhibitory control, or
both may be harder to socialize. Kochanska found that for
highly fearful children, maternal compliance strategies that
de-emphasize power are correlated with child compliance—
not only concurrently at 3.5 years, but also a year later
(Kochanska, 1997).

In a study involving 2.5-year-olds, children rated by their
mothers as higher in temperamental negative reactivity were
more likely to show noncompliant behavior in the lab (refus-
ing to clean up toys and touching a prohibited objected).
Moreover, mothers of more negatively reactive children used
more power-assertive methods as a means of controlling their
children (Braungart-Rieker, Garwood, & Stifter, 1997). Thus,
negative reactivity appears to affect parent behavior as well
as children’s internalized control abilities.
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Peer Status

There are numerous reasons to expect that temperament
would predict peer status, especially given that temperament
is related to behavioral adjustment (e.g., Bates et al., 1985);
in turn, antisocial and prosocial behaviors are related to
peer acceptance (e.g., Coie, Dodge, & Kupersmidt, 1990).
Surprisingly, however, there is relatively little research
examining the extent to which temperament directly or indi-
rectly relates to peer relationships (Maszk, Eisenberg, &
Guthrie, 1999). There is some evidence, for example, that the
ability to regulate emotions or manage anger contributes to
peer sociometric status (Hubbard & Coie, 1994). Children
who can regulate their arousal engage in fewer aggressive in-
teractions with peers (Gottman, Katz, & Hooven, 1996). In a
recent short-term longitudinal study that controlled for earlier
peer status, Maszk et al. found that children aged 4 to 6 years
of age who were higher in emotional intensity and lower in
regulation (as reported by teachers) were rated as more
popular by their peers. An interesting result was that earlier
levels of social status did not predict later emotionality or
regulation (Maszk et al., 1999).

In summary, research and theory supports the importance
to children’s socioemotional development of individual dif-
ferences between children in emotional expression and
regulation and the role of emotional processes in broader
organizations of temperament and personality. The construct
of emotion regulation offers particularly exciting promise for
future advances, especially as understood in relation to tem-
perament and personality development. However, more work
is needed to further clarify the definitions of these constructs,
their interrelations with each other over time and context, and
the biological, experiential, and psychological processes that
underlie the significance of these constructs to the individ-
ual’s development in childhood. Moreover, these dimensions
of functioning do not operate in isolation from children’s so-
cial contexts; it is to the matter of the role of social context
that we next turn.

RELATIONAL INFLUENCES ON EMOTION
AND PERSONALITY DEVELOPMENT

The family is clearly the most important relational influ-
ence on children’s emotionality and emotional development
(Cummings, Davies, & Campbell, 2000). Accordingly, this
section focuses on family as a source of relational influences.
Traditional research has emphasized the importance of the
parent-child subsystem for children’s emotional functioning,
often to the exclusion of the study of possible effects of other

family subsystems. The parent-child subsystem is certainly
the most significant single category of family influence on
child development. However, the emotional qualities of the
marital subsystem in particular may also have pervasive im-
plications for the emotional quality of children’s lives, as well
as overall emotionality of family functioning (Cowan &
Cowan, 2002; Cummings, 1998). In order to more fully
account for relational influences on children’s emotional and
personality development, a familywide perspective is needed
that goes beyond considering only the parent-child subsystem.
Moreover, one cannot assume that relations found in one cul-
tural context (e.g., race, ethnicity) will necessarily be found
for others (Parke & Buriel, 1998)—that is, culture may mod-
erate relations between children’s emotional expressions, ex-
periences, and personality development. Accordingly, the
importance of appreciating and examining contextual influ-
ences on emotionality as a function of culture is indicated.

Accordingly, this chapter examines a variety of relational
influences within the family on children’s emotional and per-
sonality development, including factors associated with the
parent-child relationship, the marital relationship, family-
wide functioning, and cultural contexts. Given their im-
portance to a consideration of family influences, cultural
influences as elements of relational influences are also exam-
ined. Although other factors (e.g., peers, schools; Crick &
Dodge, 1994) also undoubtedly affect children’s early emo-
tional and personality development, a consideration of these
additional influences is beyond what can be attempted in this
relatively brief treatment.

Parent-Child Relationships

This section is concerned with parental emotional influences
on children’s development. Children have some of their first
experiences with internal affective states, including anger,
fear, anxiety, and happiness, in the context of their relation-
ships with their parents. Moreover, the quality and intensity
of children’s emotional experiences are affected by the qual-
ity of their relationships with their parents. Parents may be
highly influential—especially for young children—in chil-
dren’s regulation of their affect (Kopp, 1982; 1989). Chronic
experience with enduring and intense negative emotions can
be excessively challenging to the capacities of young chil-
dren to regulate their emotions, and children with less-than-
secure relationships with parents may have more frequent
and difficult experiences with fluctuating and unpredictable
affective states.

Emotionality is also a significant dimension of parent-
child interactions and relationships, including parenting as
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acceptance, emotional availability, sensitivity, and parent-
child emotional bond or attachment (i.e., emotional relation-
ship; Barber, 1997; Cummings & Davies, 1995). Dimensions
of parent-child relations pertaining to the emotionality of
parenting, parenting styles, and the quality of the parent-
child emotional relationship have been found to have sub-
stantial implications for children’s emotional and personality
development.

Emotional Dimensions of Parenting: Parental Acceptance
and Emotional Availability

The terms acceptance and emotional availability have been
used to describe a relatively diverse set of behaviors pertain-
ing to the emotional quality of relations between parents and
children (e.g., parental support, expressions of warmth or
positive emotional tone, sensitivity to children’s psychologi-
cal states) that nonetheless share common ground—relations
with demonstrated implications for children’s emotional and
personality development. Parental acceptance and respon-
siveness have been shown to predict positive child develop-
ment outcomes, including greater sociability, self-regulation,
prosocial behavior, self-esteem, and constructive play. In
contrast, parental behaviors indicative of a lack of responsiv-
ity or availability have been prospectively linked with a
variety of maladaptive outcomes, including social with-
drawal, aggression, and attention deficit disorder (Darling &
Steinberg, 1993; Maccoby & Martin, 1983).

Emotional mediators within the child are implicated in the
effects of parental emotionality on children’s functioning.
Observing interactional bouts between parents and children
provides one method for understanding the processes that
parenting practices induce in children. For example, parental
withdrawal and unresponsiveness have been shown to elicit
infant protest, distress, and wariness, and children commonly
react to parental intrusiveness and hostility by withdrawing
and disengaging (Cohn & Tronick, 1989).

As another example of the role of children’s emotionality
in responding to emotional qualities of parenting, Parke,
Cassidy, Burks, Carson, and Boyum (1992) have proposed
that various affect management skills of the child mediate re-
lations between parenting style and children’s developmental
functioning. Specifically, styles of parenting (e.g., stimula-
tion, responsiveness) are seen to influence children’s
emotion regulation, interpersonal information processing
(e.g., encoding, decoding) in social-emotional contexts, and
understanding of emotion (e.g., ability to recognize and pro-
duce emotional expressions, understanding of the causes and
meaning of emotion, understanding one’s own history of emo-
tional experiences and others’ emotional displays)—which in

turn affects children’s ability to function competently in other
interpersonal contexts (e.g., with peers, in friendship groups).

Thus, to elaborate on one pathway, emotionally negative
parenting may foster children’s negative attribution styles
about parent-child relations, with subsequent effects on
children’s processing of peer events and relationships. Pro-
clivities toward hostile evaluations and response tendencies
in turn may increase children’s susceptibility to poor peer
relationships, aggression, social isolation, and depression
(Crick & Dodge, 1994). On the other hand, parental avail-
ability may promote children’s capacities for interpersonal
connectedness, fostering a general view of the social world as
a safe, secure place, and equipping children with the social
skills necessary to advance the quality of their relationships
with others (Barber, 1997).

Notably, as other examples of relations between parenting
and children’s emotionality, parental responses to children’s
emotional expressions may affect children’s emotional and
social functioning. Fabes, Eisenberg, and Murphy (1996)
have hypothesized that children display the most constructive
ways of regulating and expressing negative emotion when
parents show moderate (rather than high or low) encourage-
ment of emotional expression. However, parental encourage-
ment of emotional expression is only one of the ways in
which parents respond to their children’s emotions that influ-
ence children’s functioning. Additional dimensions, such as
parental distress, dismissing children’s emotions, comfort-
ing, and encouraging and helping children to solve distress-
ing problems may also have implications for children’s
emotional and personality development (Eisenberg, 1996;
Eisenberg & Fabes, 1994).

Emotional Dimensions of Parenting and Parenting Styles

Another level of conceptualization of parenting that has had
implications in children’s emotional and personality develop-
ment are parenting styles. Baumrind (1967, 1971) proposed
that the effectiveness of parenting styles for children’s per-
sonality development reflects both the quality of the parent-
child emotional relationships (e.g., responsiveness, warmth,
availability) and parental control (e.g., demandingness, mon-
itoring, consistent discipline). Working from these assump-
tions, Baumrind distinguished between three qualitatively
different types of parenting styles (authoritative, authoritar-
ian, and permissive parenting styles), each with emotional el-
ements and with implications for children’s emotional and
personality development.

Authoritative parents utilize firm, consistent control, cen-
tered around integrating the child into the family and society
and insisting that the child meet increasing standards of
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maturity as he or she gets older. Communication styles with
children are characterized by warmth, clarity, reciprocality,
and verbal give and take between parent and child. Children
of authoritative parents are most likely to exhibit a healthy
balance between high levels of agency (i.e., achievement-
oriented, high self-esteem, independent) and communion
(i.e., sociable, interpersonally cooperative, friendly).

Authoritarian parents are also firm in their control prac-
tices. However, their control strategies differ qualitatively
from those of authoritative parents. Strict, unquestioned obe-
dience to parental authority is expected, with any assertion
of individuality by the child met with swift and severe
punishment. Furthermore, authoritarian parents evidence de-
tachment and lack of warmth. These children are at greater
risk for internalizing symptoms, self-devaluation, social sub-
missiveness, low self-efficacy, and diminished autonomy
(Baumrind, 1967, 1971, 1991).

Permissive parents evidence high acceptance, associated
with frequent expressions of warmth and affection by parents;
there is also low enforcement of rules and authority. This lax-
ness in monitoring and discipline means that children are left
to regulate their own behavior and make decisions con-
cerning their own actions (e.g., bedtime, meals; Maccoby &
Martin, 1983). Accordingly, children of permissive parents
exhibit high levels of self-worth and self-esteem, but exhibit
impairments in maturity, impulse control, social responsibil-
ity, and achievement.

Extending Baumrind’s work, Maccoby and Martin (1983)
proposed that parenting styles can be defined in terms of two
parenting characteristics ordered along linear continuums:
(a) demandingness and (b) responsiveness. Four parenting
styles (authoritative, authoritarian, indulgent, indifferent-
uninvolved) emerged from the crossing of these two dimen-
sions, with the first three similar to Baumrind’s authoritative,
authoritarian, indulgent. The last style was characterized by
emotional uninvolvement with the child. For this parenting
style, interactions with the children are considered an incon-
venience and are dealt with in the way that most quickly and
effortlessly terminates the interaction. This style predicts the
most maladaptive outcomes of the various parenting styles,
including low levels of social and academic competence—
and also delinquency, alcohol problems, and drug use
(Baumrind, 1991; Patterson, DeBaryshe, & Ramsey, 1989).

Parent-Child Attachment: Emotional Bonds Between
Parents and Children

The effects of parental behavior on children’s adjustment
are more than a matter of the behaviors that parents direct
towards their children or even the emotional intensity of

interactions or parenting behavior; rather, they reflect the
underlying emotional quality of the relationship between
parents and children—that is, interactions between parents
and children are influenced by the emotional bond or attach-
ment that has formed between the parent and child. Thus,
in deciding how to behave, children not only respond simply
to the behaviors directed at them by parents, but also re-
spond as a function of the their emotional relationships with
parents.

John Bowlby and Mary Ainsworth’s attachment theory
provides the most influential conceptualization of the nature
of the emotional bonds between parents and children
(Bowlby, 1969; Ainsworth, Blehar, Waters, & Wall, 1978).
Moreover, the attachment theory tradition provides consider-
able empirical support for the significance of attachments
to children’s (and adults’) adjustment (Cassidy & Shaver,
1999), although variability in the stability of attachment over
time—and in the prediction of later behavior based upon
earlier attachment—is evident in the literature (Belsky,
Campbell, Cohn, & Moore, 1996; Thompson, 2000).

Parent-Child Attachment Patterns: Secure Versus
Insecure Emotional Relationships

Attachment as parenting is neither defined as simply a set of
behaviors that are observable at a microscopic level of analy-
sis, nor is it defined as a global trait. Rather, attachment is an
organizational construct—that is, goals or plans that serve
to organize and motivate behavior that emerges from the
functioning of the attachment behavioral system. Moreover,
this system functions in a manner that is highly sensitive to
context, including the past history of the relationship (e.g.,
the perceived availability and sensitive responsiveness of the
parent) and the circumstances of the immediate situation
(e.g., the appraisal of threat).

Attachment is a life-span construct, and a variety of meth-
odologies have been derived to assess attachment security
across the life span (Cassidy & Shaver, 1999). At all ages,
however, security of attachment is held to have implications
for the individual’s emotional regulation and emotional
functioning, with corresponding implications for personality
development.

In infancy and early childhood, individual differences in
patterns of attachment security are assessed based on the
Strange Situation (Ainsworth et al., 1978), which consists of
a sequence of brief contexts for observing the children’s
functioning—most notably, functioning in relation to the
parent’s presence, absence, and return. Children’s attachment
securities are classified to distinguish parent-child relation-
ships in terms of the infant’s relative effectiveness in deriving
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security from the parent in these various contexts and the
parent’s effectiveness in providing security.

The organization of children with secure attachments
reflects optimal use of the attachment figure as a secure base
and as support in the context of the attachment relationship.
The child thus demonstrates a coherent strategy for using the
parent as a source of security. For example, upon the return of
the parent after separation, the recovery from an overly
aroused or distressed state due to separation from the parent
is smooth and readily carried to completion—that is, after
making connection with the parent, the child rather quickly
returns to a nondistressed state and to exploration or play.
This pattern is associated with greater responsivity and
warmth by the parents towards the children in the home.

The behavioral pattern exhibited by children with avoid-
ant attachments indicates less-than-optimal secure base use
and secure base support in the context of the attachment rela-
tionship. Thus, upon reunion the child conspicuously avoids
proximity or contact with the parent. Avoidant infants are not
responsive to parental attempts at interaction, may quite
demonstratively turn away or look away from the parent and
fail to proactively initiate interaction with the parents. These
children are more fussy and readily distressed by separation
in the home, and may have more difficulty with arousal con-
trol at a physiological level in the Strange Situation. Parents
of avoidant children are more rejecting, tense, irritable, and
avoidant of close bodily contact towards the children in day-
to-day interaction in the home; they may also be more intru-
sive and overstimulating (Belsky, Rovine, & Taylor, 1984),
thereby fostering less confidence in the child about the par-
ents as a reliable source of security.

The organization of anxious, resistant attachment also re-
flects relatively ineffective use of the parent as a source of se-
curity in times of stress—and reflects the particular strategy
of extreme dependence. Prior to separation, these infants are
often clingy and uninterested in toys. Upon reunion, resistant
children may mix angry behavior (e.g., struggling when held,
stiffness, hitting or pushing away) with excessive contact and
proximity seeking. Children are not readily reassured by the
parents’ presence or comforting (e.g., continued fussing and
crying), and have considerable difficulty settling and return-
ing to well-regulated emotional functioning. These attach-
ment patterns are also associated with problematic histories
of parent-child interaction in the home, including parenting
that is relatively inept or inconsistent.

Emotional Dimensions of Parenting and
Attachment Security

Attachment research provides evidence for the role of
emotional dimensions of parenting practices, in particular, in

the formation of attachment relationships. Bowlby’s theory
(Bowlby, 1969, 1973) proposed the importance of the par-
ent’s emotional availability and responsiveness for the devel-
opment of secure attachments. The work of Ainsworth et al.
(1978) provided empirical support for the pertinence of
sensitivity, accessibility, acceptance, and cooperation as par-
enting behaviors relevant to the development of security of
attachments to the parents.

A core prediction of attachment theory from its initial for-
mulation thus was that the child’s sense of emotional security
would derive from the responsiveness, warmth, and emo-
tional availability of the parent. Maternal sensitivity was
particularly emphasized and defined by Ainsworth as the
parent’s ability to accurately perceive the child’s signals and
to respond appropriately and promptly. Although the size of
the relations reported in Ainsworth’s pioneering Baltimore
study were particularly strong, dozens of published studies
have reported that constructs reflecting maternal sensitivity
and emotional availability or related constructs signifi-
cantly predicted the quality of attachment. A meta-analysis
suggests that the support for this relation is much more than
convincing from a statistical perspective (De Wolff & van
IJzendoorn, 1997). Attachment security is also predicted
from parent’s emotional availability as seen from a relational
perspective (i.e., maternal structuring, maternal sensitivity,
child responsiveness, child involvement; Easterbrooks,
Biesecker, & Lyons-Ruth, 2000).

A Functionalist Perspective on Emotion Regulation,
Attachment, and Personality Development

The attachment behavioral system has been hypothesized as
organized and directed by children’s appraisals of their felt
security in specific social situations and contexts (Sroufe &
Waters, 1977). Thus, children’s emotions are viewed as an
aspect of their appraisals of their emotional well-being or
felt security in specific contexts, also serving to guide and
direct their behavioral responding—for example, their
decisions about whether to seek proximity of contact with
parents.

Bowlby emphasized the role of self-regulatory processes
in the impact of parenting on children’s emotional and per-
sonality development, including children’s emotional and
cognitive appraisals of situational and contextual challenges
and threats as influencing children’s emotional and behav-
ioral responding. In particular, emotional reactions reflecting
children’s evaluations of events were conceptualized as play-
ing a role in children’s organization and motivation of their
responses to these events, a point made by Bowlby and sub-
sequently expanded by later theorists (Carlson & Sroufe,
1995; Sroufe & Waters, 1977). Over time, these emotionally
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based self-regulatory patterns, which reflected the relative
security or insecurity afforded by their experiential histories
with parents in multiple situations, were seen as characteriz-
ing their functioning in response to current experiences.
Thus, such responses were one class of processes derived
from day-to-day experiences with the parents; over time,
these responses served to mediate relations between experi-
ential history and child outcomes—that is, these processes
reflected internal self-regulatory structures derived from ex-
perience that served to guide current responding. Carlson and
Sroufe (1995) articulate this idea:

From a developmental perspective, these self-regulatory struc-
tures and mechanisms are viewed as characteristic modes of af-
fect regulation and associated expectations, attitudes, and beliefs
internalized from patterns of dyadic interaction. . . . These
processes, or internalized ‘models’ (Bowlby, 1980), serve not as
static traits, but as guides to ongoing social interaction, support-
ing the maintenance of existing patterns of adaptation. . . . Such
processes are of great theoretical and practical importance, not
only because they may explain continuity in individual develop-
ment but also because they may lead to an understanding of
pathogenesis itself. (p. 594)

This direction in attachment research and theory is consis-
tent with other research and theory that demonstrate that
self-regulatory processes may mediate relations between
children’s emotional experiences with the parents and devel-
opmental outcomes (e.g., Campos, Campos, & Barrett, 1989;
Cole, Michel, & Teti, 1994). For example, Eisenberg and
her colleagues have stressed the role of children’s regulatory
capacities in accounting for relations between familial expe-
riences (e.g., parents’ positive or negative emotional expres-
sivity towards the child), children’s temperament, and
children’s social competence and risk for adjustment prob-
lems (Eisenberg, Spinrad, & Cumberland, 1998; see also
Thompson & Calkins, 1996). Increasing evidence also sug-
gests that children’s emotional and other self-regulatory ca-
pacities are influenced by their relationships with parents
(Kochanska, Murray, & Coy, 1997).

Marital Relationships

Marital conflict has proven to be a particularly significant cat-
egory of emotional event in the family with regard to child,
marital, and family functioning (Cummings & Davies, 1994).
Family systems researchers (e.g., Easterbrooks & Emde, 1988;
Easterbrooks & Goldberg, 1990) have stressed the signifi-
cance of the marital dyad to parenting and family functioning.
When this relationship is distressed, family responsibilities
and coping skills suffer (Gilbert, Christensen, & Margolin,
1984). Moreover, links between marital conflict and children’s

adjustment problems have long been indicated, including ex-
ternalizing disorders (e.g., aggression), internalizing difficul-
ties (e.g., anxiety, withdrawal), and academic problems
(Cummings & Davies, 1994; Emery, 1989; Grych & Fincham,
1990).

Direct Effects of Exposure to Marital Relations
on Children’s Emotionality

Emotionality in the marital subsystem—especially during
interparental conflict—has direct effects on children’s emo-
tions and behaviors (e.g., Cummings, 1987) and indirect
effects by influencing the quality of emotional communica-
tions in the parent-child subsystem (e.g., Jouriles & Farris,
1992). Furthermore, researchers using a number of different
analogue paradigms have isolated the emotional qualities of
interparental communications as influential in terms of
children’s emotions and behaviors (e.g., Shifflett-Simpson &
Cummings, 1996).

Observational studies of children’s emotional reactions to
parents’ conflicts are especially informative with regard to the
direct effects of interadult emotions on children’s emotional
functioning. Examinations of children’s reactions to natu-
rally occurring marital anger and affection expressions and
simulated emotion expressions indicate that marital conflict
induced distress and anger in 10- to 20-month-old infants—a
reaction that was markedly different from their reaction
to marital harmony (Cummings, Zahn-Waxler, & Radke-
Yarrow, 1981). In a follow-up study, Cummings, Zahn-
Waxler, & Radke-Yarrow (1984) found that children’s
reactions to expressions of anger and affection in the home
changed over time. Children who were 6–7 years old overtly
expressed their emotions (e.g., cry, yell, laugh) during inter-
parental anger situations significantly less often than they did
as toddlers; they were also much more likely to intervene in
marital conflict situations, as evidenced by the significantly
higher rate of mediation attempts. O’Hearn, Margolin, and
John (1997) also reported on children’s reactions to marital
conflict based on parents’ completions of daily reports of
marital conflicts that occurred in front of their child. Children
from homes with physical marital conflict were more likely to
evidence negative emotions (appear sad or frightened), be-
come hostile (misbehave or appear angry), or attempt to con-
trol exposure to marital conflict (leave the room) than were
children from nonphysical-conflict or low-conflict families. In
addition, children from high-conflict families (physical or
nonphysical) were more likely to take sides during marital
conflict episodes than were children from the low-conflict
homes.

The emotionally stressful effects of exposure to adults’
conflicts have been documented in children as young as
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6 months of age. Literally dozens of studies—with the findings
converging on the same conclusions even when based upon
multiple and different types of home- and laboratory-based
methodologies—have consistently shown that children react
with emotional distress as bystanders to conflict (Cummings
& Davies, 1994). Distress responses shown by children in-
clude motor inhibition and freezing; self-reported anger, dis-
tress, concern, self-blame, and fear; behavioral responses of
anger, distress, and hostile aggression; physiological indica-
tions of stress reactions (e.g., blood pressure, heart rate eleva-
tion, galvanic skin response); and children’s concerned
mediation in the parents’ disputes. Children’s reports of nega-
tive representations and expectations about interparental rela-
tions indicative of emotional distress are also associated with
exposure to marital conflict (e.g., Davies & Cummings, 1998;
Grych, 1998; Shamir, Du Rocher-Schudlich, & Cummings,
2002). It is notable that children’s distressed reactions to mar-
ital conflict increase as a function of negative marital conflict
histories, and such reactions to marital conflict are associated
with adjustment problems (Cummings & Davies, 1994).

Indirect Effects of Marital Relations on Children’s
Emotionality via Influence on Parenting

A substantial literature supports relations between marital
conflict and negative changes in parenting. Relationships
marked by the presence of violence or a high frequency of
overt conflict have been linked to inconsistent child rear-
ing (Holden & Ritchie, 1991) and disciplinary problems
(Stoneman, Brody, & Burke, 1989). Marital conflict has also
been associated with increased parental negativity and intru-
sive control (Belsky, Youngblade, Rovine, & Volling, 1991)
and with low levels of parental warmth and responsiveness
(Cox, Owen, Lewis, & Henderson, 1989). Conflict between
parents may drain them of the necessary emotional resources
to operate effectively (Goldberg & Easterbrooks, 1984), or
anger between parents may translate directly into angry inter-
actions with children (Kerig, Cowan, & Cowan, 1993).

Marital relations are also predictive of the quality of the
emotional bond or attachment that forms between parents
and children. Increases in marital conflict during the first
9 months (Isabella & Belsky, 1985)—or even prenatally
(Cox & Owen, 1993)—are linked to insecure attachment at
12 months of age. Another study found that high marital con-
flict when children were 1 year of age predicted insecure at-
tachment at age 3 (Howes & Markman, 1989). Finally,
children’s relationships with their parents may also change
because of the negative effects on their sense of trust or high
regard for parents due to watching them behave in mean or
hostile ways toward each other (Owen & Cox, 1997).

To synthesize the information from studies of marital rela-
tions and parent-child relations, Erel and Burman (1995)
performed a meta-analysis of 68 pertinent studies. The results
indicated a moderately large relationship between marital
conflict and parenting. Furthermore, significant relations
were found between marital conflict and multiple forms
of problems in parenting. Based on this extensive meta-
analysis, the authors concluded that “these findings suggest
that, regardless of causality, positive parent-child relations
are less likely to exist when the marital relationship is trou-
bled” (pp. 128–129).

More recent observational studies of the emotional func-
tioning of triadic family contexts of marital conflict and chil-
dren’s functioning add to the case for the effects of marital
conflict on children’s emotional functioning in triadic con-
texts (i.e., the mother, father, and child are present). In one
such study, Easterbrooks, Cummings, and Emde (1994)
reported that toddlers showed more positive emotional be-
haviors than distressed behaviors when their parents demon-
strated harmonious or positive expressions during a marital
problem-solving task. On the other hand, expressions of dis-
tress between the parents were significantly related to chil-
dren’s distress. In another recent study, Kitzman (2000)
reported that family emotional processes involving mothers,
fathers, and their 6- to 8-year-old sons become disrupted after
conflictual marital interactions but not after pleasant marital
interactions. Lower levels of family cohesion as well as
higher levels of unbalanced alliances were found following
marital disagreements. In addition, fathers demonstrated sig-
nificantly less support and engagement toward their sons fol-
lowing the conflictual discussion compared to the pleasant
discussion. Finally, Davis, Hops, Alpert, and Sheeber (1998),
using a sequential analysis procedure, found that conflict-
ual mother-father interactions led to children’s subsequent
hostile aggressiveness during triadic family interactions.
Moreover, adolescents’ aggressive and dysphoric responses
to interparental aggression sequences contributed to the pre-
diction of their overall aggressive and depressive functioning
when general marital satisfaction was included as a control
variable.

Familywide Perspective

Families are appropriately viewed as relational environments
with systems qualities (Cox & Paley, 1997). At this level of
analysis, familial influences can be seen to reflect the multi-
ple and mutually influential effects of multiple systems,
including interparental, parent-child, sibling, and whole fam-
ily systems; thus, a systems theory perspective may be use-
fully applied to outlining the complex patterns of mutual
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influence of emotional expression and behavior that charac-
terize family functioning. Accordingly, such a perspective in
part emphasizes viewing families as organized wholes, with
the wholes having influences above and beyond those of its
parts. For example, overall family emotional expressiveness
may constitute a context for children’s reaction to family
emotion—beyond effects due to the emotional qualities of
specific family subsystems (Cassidy, Parke, Butkovsky, &
Braungart, 1992).

At the same time, it also follows from systems theory that
the family is appropriately seen as composed of multiple dis-
tinct subsystems, with each exercising influence on the others
and on the whole. Accordingly, the actions and emotions of
family members are necessarily interdependent, having a rec-
iprocal and continuous influence on other family members,
with each individual or dyadic unit inextricably embedded
within the larger family system. Thus, a family systems
model advocates against simple linear models of causality or
the assumption that one can adequately understand family
influences by focusing exclusively on certain individual
subsystems (Emery, Fincham, & Cummings, 1992). Applied
to a familywide model of emotions, systems theory pre-
dicts that the emotions and behaviors of each subsystem are
related to the emotions and behaviors of other subsystems. It
is notable that the emotional and social functioning of the sib-
ling subsystem is also affected by marital conflict (Stocker &
Youngblade, 1999).

Children and Family Emotionality in the Home

Research based on parental diary reports of emotional
expressions in the context of marital interactions indicate
pervasive interconnections between emotions and behaviors
among family members during everyday interactions. Given
that the meaning rather than the specific content of family
communications is particularly important in the considera-
tion of effects on both parents and children (Fincham, 1998),
the perspective afforded by parental reports of their own
emotions and their perceptions of the partners’ and children’s
emotions may be particularly telling about emotionality and
family functioning.

Taking the examination of relational influences on family
emotionality a step further than in previous research (e.g.,
Cummings et al., 1981), Cummings, Goeke-Morey, and Papp
(in press) examined the interdependence between emotions
and behaviors within the marital subsystem and the effects on
the emotionality of the marital subsystem on the emotional
functioning of children—that is, progress toward a family-
wide model was achieved to the extent that effects pertaining
to the responses of mothers, fathers, and children were

examined, especially in the context of interparental and tri-
adic systems (mother, father, child). Consistent with a fami-
lywide perspective on the role of emotions in families, it was
expected that the emotions experienced or expressed by one
member of the family would be related to emotions experi-
enced or expressed by other members of the family, including
mothers, fathers, and children. Moreover, consistent with a
functionalist perspective on emotions, it was expected that
the apparent meaning of parental emotions—as evidenced
by the negativity versus positivity of emotions—would pre-
dict the other parent’s and children’s emotional and behav-
ioral responses.

With regard to interparental communications, substantial
reciprocity was found between wives’ and husbands’ emo-
tional expressions, both for positive and for negative emotional
expressions—that is, the emotions of one spouse had a sub-
stantial and predictable relation to emotions of the other
spouse. Specifically, parents reported that when one partner
(either wife or husband) expressed more anger, sadness, fear,
or negative emotionality (negativity, i.e., the sum of anger, sad-
ness, and fear), the other partner engaged in more destructive
behaviors (such as physical aggression, threats, yelling, giving
dirty looks, withdrawing). Moreover, when one partner ex-
pressed anger, the other expressed more negative emotionality
and engaged in less productive (such as calmly discussing,
problem solving, reaching a partial resolution) and less
constructive (such as humorous, affectionate, supportive,
apologetic, compromising) behaviors. Conversely, when one
partner expressed more positive emotionality, the other ex-
pressed more positive emotionality and engaged in less de-
structive behaviors and in more productive and constructive
behaviors.

Moreover, Cummings, Goeke-Morey, and Papp (in press)
also reported that emotions and behaviors between the par-
ents were linked to children’s emotional and behavioral reac-
tions in a manner consistent with a functionalist perspective
on the role of emotion in family functioning—that is, chil-
dren’s responses were consistent with the apparent meaning
of the parent’s emotionality as indicated by the valence of the
parent’s emotions. Thus, when parents expressed more anger,
sadness, fear, and negative emotionality in marital conflict,
children were more concerned. Moreover, children generally
expressed more negative emotion and less positive emotion
when their parents expressed negative emotions during mar-
tial conflict. Parents also reported that their and their part-
ners’ positive emotionality was related to their children’s
positive emotionality.

Furthermore, parents reported that children engaged in
insecure behaviors (crying, freezing, misbehaving, yelling
at parents, being aggressive) when parents were angry or
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evidenced negative emotionality. Moreover, children’s nega-
tive emotional appraisals appeared to activate, organize, and
motivate behavioral responding to marital conflicts, shown
either by their overt avoidance of exposure to marital conflict
or by active efforts to ameliorate the parent’s marital prob-
lems (i.e., children acting as mediators). Parents further re-
ported that children’s efforts to act as mediators (involvement
in the parents’ conflict through such acts as comforting, help-
ing out, taking sides) were related to the parents’ expressions
of negative emotionality, fear, anger, and sadness. Parents
also reported that their negative emotionality, anger, and sad-
ness was related to children’s avoidance and that parents’
positivity was inversely related to children’s avoidance. Sim-
ilar findings were reported for children’s responses to the
mothers’ and fathers’ expressions of emotions during marital
conflict, and mothers’ and fathers’ diary records yielded re-
markably similar patterns of findings.

In summary, these data illustrate the intriguing patterns of
mutual influence of emotions between and among family
members in the everyday context of the home. Moreover, the
evidence indicated that individuals’ emotions were more
closely linked with their own behaviors and the responses of
others to these behaviors than were other categories of social
expression and behavior (Cummings, Goeke-Morey, & Papp,
in press). Thus, although by no means a formal or direct test
of the strong assumptions of the functionalist perspective on
the role of emotions in family functioning, these results are
sufficiently suggestive to support—even encourage—further
exploration of the hypotheses of a functionalist perspective.

A Functionalist Perspective on Emotionality, Family
Functioning, and Personality Development

Cummings and Davies have proposed a theoretical model for
a functionalist perspective on the role of emotions in organiz-
ing, regulating, and directing children’s responses to marital
conflict (Davies & Cummings, 1994) and family functioning
(Cummings & Davies, 1996). This theory, called the emo-
tional security hypothesis, specifically places considerable
emphasis on emotional regulation and reactivity as signifi-
cant elements of children’s appraisals and responses to
family events. Moreover, when events are appraised as
threatening, emotional reactions are seen as serving to orga-
nize and motivate children’s responses (e.g., children serving
as mediators in marital conflicts) to threatening events (e.g.,
hostile marital conflict; see also Emery, 1989).

The theory is proposed as an extension of attachment theory
to a familywide model of processes that account for children’s
responses to family events, with these response processes—in
particular, emotional regulation and reactivity—seen as hav-
ing implications for children’s personality development over

time. Some tentative evidence to support the model has
emerged. Recent empirical tests of the role of emotional regu-
lation as a mediator of children’s functioning due to marital
conflict histories have been conducted. For example, using a
latent variable path analysis, Davies and Cummings (1998)
examined whether links between marital relations and chil-
dren’s adjustment were mediated by response processes in-
dicative of emotional security. Analyses supported theoretical
pathways whereby emotional reactivity (e.g., vigilance, dis-
tress) mediated relations between marital conflict and both
externalizing and internalizing symptoms.

More recently, basing their conclusions on tests formu-
lated in terms of structural equation modeling, Harold and
Shelton (2000) reported that children’s emotional reactivity
in response to marital conflict—as well as attachment
security—mediated relations between family functioning and
child adjustment.

Cultural Contexts

Consistent with the propositions of Bronfenbrenner’s (1979)
ecological perspective, childhood development is best under-
stood as embedded in a variety of social and other ecological
contexts, including community, cultural, and ethnic contexts
of child development. Neighborhood and community, socio-
economic status (SES), and ethnicity (including generation
and acculturation) are among the contextual-ecological
influences that may affect children’s emotional and social
functioning, including the relative efficacy of different social-
ization practices (Parke & Buriel, 1998). Each of these factors
may exercise influence and may change the relative impact of
family events and processes on child development. Thus, it is
critical that attention be paid to whether the socialization mod-
els developed on middle-class Caucasian samples are appro-
priate to other, often-neglected samples (Cowan, Powell, &
Cowan, 1998).

Research directions that examine influences of culture and
ethnicity are essential to understand the full range of variation
in family functioning and child development, including
the determination of whether family practices and their effects
are culture-specific or culture-universal (Bornstein, 1991).
There is an emerging consensus that innovative approaches
are needed to advance substantially the cross-cultural study of
psychological processes (van de Vijver & Leung, 2000). For
example, in cross-cultural psychology, culture typically is
treated as an independent variable. New directions in the
study of culture conceptualize culture as process (Keller &
Greenfield, 2000), with the effects of culture seen in terms of
dynamic response processes occurring in individuals due to
transactions between the individual and environment over
time (Cummings, Davies, & Campbell, 2000).
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For example, in contrast to much of the research in
development psychology, an impressive body of attachment
research has been conducted across cultures. In fact, an inter-
est in cross-cultural perspectives has characterized attach-
ment research from the beginning (Bowlby, 1969, 1973).
Moreover, observational study of attachment security in nat-
uralistic contexts and initial exploration of the tripartite clas-
sification of attachment (i.e., secure, avoidant, resistant)
began with Ainsworth’s work among the Ganda in Africa
(van IJzendoorn & Sagi, 1999). In addition to the extensive
research based on European samples, a substantial body of
work has been based on cultures from other parts of the
world, including Japan, Israel, China, Columbia, Chile, and
several African cultures. This cross-cultural database is an
admirable contribution, although the number of cultures that
have been studied must be regarded as relatively modest in
relation to the worldwide domain of different cultures (van
IJzendoorn & Sagi, 1999).

Furthermore, cross-cultural research can be seen as gener-
ally supporting the validity of the basic propositions of
attachment theory. Attachment phenomena—for example,
the child’s use of the parents as a secure base—are readily
observed across cultures. Moreover, the different patterns of
attachment found in Western cultures are generally found
elsewhere and appear to describe the domain of attachments
as adequately in non-Western cultures as they do in Western
cultures. It would also appear that secure attachments are not
just a Western ideal, but are normative and preferred across
cultures.

However, cross-cultural research can also been interpreted
as raising challenges for attachment theory. For example, the
distributions of insecure attachments (i.e., avoidant, resis-
tant) in particular have been reported to vary across cultures.
We wish to note, however, that the more significant question
for attachment theory is whether variations in attachment
patterns follow from variations in parenting, especially emo-
tional dimensions of parenting (e.g., parental sensitivity,
emotional availability, and responsiveness), consistent with
the predictions of attachment theory. This question exempli-
fies the process-oriented level of analysis that is a needed
next step in the study of cultural influences on attachment.
This level of analysis has been explored only in a limited
number of cultures, especially with regard to the predic-
tion of different patterns of attachment following from varia-
tions in the emotional dimensions of parenting (Waters &
Cummings, 2000). On the other hand, although the evi-
dence to date is relatively scant, emotional dimensions of
parent-child relationships—especially parental sensitivity—
have been linked with secure attachment in virtually all cul-
tures in which statistically significant results are found (van
IJzendoorn & Sagi, 1999).

Consider another example: As we have seen, a substantial
body of evidence indicates that marital conflict and discord
has negative effects on children’s functioning and adjustment
(Grych & Fincham, 1990). However, understanding of the
pervasiveness of these relations is limited because most
research has been based upon children and families from
American or other Western cultures (e.g., British samples;
Rutter & Quinton, 1984). Put another way, the study of fam-
ilies in other cultures or non-White ethnic groups has rarely
considered marital functioning as an influence on children’s
functioning (Parke & Buriel, 1998).

To address this gap, Cummings, Wilson, and Shamir
(2000) recently reported that children’s exposure to marital
hostility and other indexes of marital discord were related to
adjustment among Chilean children, with effects at least as
evident as those found among American children. Moreover,
reflecting a process-oriented level of analysis, the qualities of
marital conflict behavior were found to be related to chil-
dren’s processes of emotional responding to marital conflict
across cultures, with Chilean children making distinctions in
emotional responding between unresolved and resolved
conflict similar to (or even greater than) those of American
children.

In summary, research and theory are emerging to support
a familywide perspective on emotions from a systems
perspective; moreover, specific process models are being
developed that emphasize the function of emotions in orga-
nizing and directing children’s reactions to family interac-
tions. Consistent with the move to process-level explanation
of relations between emotions and personality, research has
begun also to articulate cultural contexts as influences on
relations between emotional functioning and relationships,
family contexts, and children’s personality development.
However, more research is needed to further explore interre-
lations between family, especially the significance of sibling
relationships and the effects of extended family members
(e.g., grandparents), culture, and children’s emotions and
behaviors, with ongoing prospective longitudinal studies
especially significant for further understanding the causal
role of children’s emotional functioning in their personality
development across cultural contexts.

NORMAL AND ABNORMAL EMOTIONAL
AND PERSONALITY DEVELOPMENT:
A DEVELOPMENTAL PSYCHOPATHOLOGY
PERSPECTIVE

The study of emotional and personality disorders in child-
hood has a long history in psychology. However, increas-
ing emphasis is being placed on moving beyond simply



230 Emotion and Personality Development in Childhood

documenting correlations between childhood factors and
later development to advanced understanding of the
processes underlying children’s emotional and personality
development. In particular, the developmental psychopathol-
ogy perspective has underscored the importance of under-
standing the processes that underlie normal and abnormal
development (Cicchetti & Cohen, 1995; Cummings, Davies,
& Campbell, 2000). The purpose of this last section is to
briefly review the themes that characterize these emerging
directions for conceptualizing emotional and personality
development.

Conceptualizing Personality Disorders as Processes,
Not Outcomes

Childhood psychopathology was long viewed from the per-
spective of a static model of development (e.g., something
that a person “has”)—that is, disorders were treated as dis-
crete, enduring, and having linear trajectories in terms of
causes and outcomes (Sroufe, 1997), with the focus on symp-
tom description and the classification of disorders rather than
on etiological processes (Sroufe & Rutter, 1984). Precursors
to disorders were expected to be single pathogens (e.g., bio-
logically based pathogens) or early forms of the disorder, and
psychopathology was assumed to be qualitatively different
from normality (Rutter, 1986).

In addition, the focus was on decidedly on abnormality
and risk vulnerability. For example, marital conflict was
assumed to be a homogeneous stimulus with uniformly negative
and distressing effects on children. Recent work—consistent
with a developmental psychopathology perspective—has
shown that distinctions can be made between constructive and
destructive marital conflict behaviors from the perspective of
effects on children; with some forms actually beneficial for chil-
dren to witness and with possibly protective effects (Cummings,
1998; Cummings & Davies, 1994).

Moreover, the developmental psychopathology approach
calls attention to the importance of understanding the multi-
plicity of individual, biological, social, familial, and other
processes that underlie the development of childhood prob-
lems. For example, multiple emotional, cognitive, and physi-
ological processes have been implicated as mediators
of relations between marital conflict and children’s adjust-
ment and social competence (Cummings & Davies, 2002).
Additionally, a focus is on an in-depth understanding of
the developmental processes and pathways that precede and
account for the development of clinical disorders. A develop-
mental psychopathology approach also advocates simultane-
ously examining both abnormal and normal and risk and
resiliency to provide a more accurate, appropriately complex,

and complete picture of the processes that account for the risk
for—and emergence of—psychopathology in children.

Accordingly, developmental psychopathology can best
be defined in terms of its primary goal: achieving a science
that can unravel the dynamic-process relations underlying
pathways of normal development and the development of
psychopathology (Cummings, Davies, & Campbell, 2000).
Given the process-oriented focus, it follows that children’s
adjustment and functioning ultimately must be assessed
using a multidisciplinary, multidomain, multicontextual, and
multimethod strategies (Cicchetti & Cohen, 1995). It is no-
table that the developmental psychopathology perspective
assumes a contextualistic worldview, in which development
is viewed as emerging from ongoing interactions involving
an active, changing organism in a dynamic, changing context
(Cummings, Davies, & Campbell, 2000). A transactional
model of developmental process is adopted, whereby recip-
rocal interactions occur between children’s intraorganismic
characteristics, their adaptational history, and the current
context (Sroufe, 1997). Thus, psychopathology is not due to
a single pathogen’s acting on the child, but rather is the end
result of complex interactions between risk and protective
factors over time.

The aim is to uncover dynamic-process relations, includ-
ing moderators and mediators of childhood outcomes.
Psychopathology is viewed as reflecting deviations from nor-
mative patterns over time (Sroufe, 1997). Inherent in this
concept are the notions of multifinality, in which the
same pathways lead to different outcomes, and equifinality, in
which more than one pathway leads to the same outcome.
The development of disorder is understood from a proba-
bilistic perspective (i.e., change is possible at any point in
time), although change is constrained by prior adaptation.
Furthermore, emphasis is placed on the significance of con-
text for interpreting developmental patterns: What may be
dysfunctional or harmful in one context may be adaptive in
another.

Although the focus of developmental psychopathology
is not on describing and identifying specific disorders in
children, this perspective advocates for fuller conceptualiza-
tion by emphasizing the importance of taking into account
both the context and the developmental level of the child in
nosological systems. For example, this approach to defining
disorders is pertinent to understanding the comorbidity of dis-
orders. Note that children often have behaviors that fit into two
or more diagnostic categories. Although some approaches
may attempt to assign only one or the other diagnosis or may
assume that multiple disorders are present, the developmental
psychopathology perspective considers the possibility that
underlying processes do not necessarily fit into standard
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nosological classifications (Sroufe, 1997)—that is, the con-
cept of static diagnostic categories may be not be an optimal
heuristic for capturing the dynamic patterns of processes
of psychological functioning, nor for capturing the current
and historical contexts that underlie children’s functioning.
For example, diagnoses of attention-deficit/hyperactivity dis-
order and oppositional defiance disorder often go hand in
hand, but children fitting both classifications may have family
histories, developmental courses, and prognoses different
from those of children with one or the other problem
(Cummings, Davies, & Campbell, 2000). For example, chil-
dren fitting both classifications are more likely than are other
groups to have dysfunctional families with high rates of psy-
chopathology; they are also more likely to have poorer
outcomes in adolescence (Layhey et al., 1988) and adulthood
(Weiss & Hechtman, 1993). In sum, focusing on the child,
familial, social, and developmental factors occurring and
changing over time provides avenues for greater understand-
ing of how and why maladjustment occurred and how to best
treat it.

As can be seen, the dynamic process-oriented approach of
developmental psychopathology provides a powerful theoreti-
cal framework for charting new directions for studying and
understanding child adjustment problems. This approach en-
courages directions towards determining more precisely which
factors pose risks for children’s development over time and
which are protective or compensatory in nature. The goal of
process-oriented research is to “describe the specific responses
and patterns in the context of specific histories or developmen-
tal periods that account over time for normal versus clinically
significant outcomes” (Cummings, Davies, & Campbell,
2000). In other words, the goal is to be able to characterize how
and why the psychological, physiological, and other factors
function over time as dynamic processes.

Children of Depressed Parents

Children of depressed parents provide an example of the
pertinence of such an approach toward examining processes
underlying adjustment. Children of depressed parents are
at heightened risk for a full range of adjustment problems—
including emotional and personality problems—and are at
specific risk for clinical depression (Downey & Coyne,
1990). Biological and cognitive models are important in
accounting for the relationship between parental depression
and child adjustment problems, but they only partially ac-
count for this relationship. Many children with depressed
parents do not develop adjustment problems, and not all
children develop problems at the same point in their develop-
ment—evidence that other environmental factors must be

considered. The heterogeneity of outcomes in children de-
mands further explication of the processes that account for
and modify children’s adjustment (Cummings & Davies,
1994).

Children may be affected by parental depression through
direct exposure, altered patterns of parent-child interactions
and attachment, and associated increases in conflict and
discord within the family (Cummings, DeArth-Pendley, Du
Rocher Schudlich, & Smith, 2000). The importance of exam-
ining several contexts is further exemplified by findings that
marital conflict is an even better predictor than is depression
of adjustment problems in children when there is parental de-
pression. Thus, Downey and Coyne (1990) comment that
“marital discord is a viable alternative explanation for the
general adjustment difficulties of children with a depressed
parent” (p. 68).

This example makes evident the need for a complex, flex-
ible theoretical model that can incorporate these diverse find-
ings and yield a viable explanation of the multiple potential
pathways of development. Thus, it is not as simple as just a
genetic predisposition’s causing maladjustment in children of
depressed parents, and it is not just the presence or absence of
certain factors that can lead to adjustment or maladjustment;
rather, it is the way in which these factors transpire that helps
account for children’s adjustment at any given time.

Resilience

The fact that children from adverse circumstances may evi-
dence nonadverse personality outcomes has been character-
ized in terms of the concept of resilience. The treatment
of resilience in the developmental psychopathology ap-
proach provides an example of how the developmental
psychopathology approach treats relatively complex person-
ality outcomes that may sometimes be oversimplified.

Defining and operationalizing the terms resilience and ad-
versity have varied greatly across theorists and researchers.
Although diverse empirical methodology is essential to ex-
pand understanding of the resilience construct, it can lead to
a host of unrelated findings, questions as to whether it is even
the same entity being studied, and varying estimates of rates
of resilience among similar risk groups (Luthar, Cicchetti, &
Becker, 2000). In contemporary research on children,
resilience has typically been used to refer to the ability of
children to function well in the face of adversity.

Resilience is currently conceptualized in two ways that re-
flect different usages of the construct. The first conceptual-
ization of it refers to resilience as a positive psychological
outcome in the face of adversity. This notion reflects the
extent to which diagnostic outcomes of greater competence
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and fewer adjustment problems (e.g., internalizing or exter-
nalizing disorders) are found despite exposure to negative in-
fluences (e.g., parental mental illness, poverty; Cummings,
Davies, & Campbell, 2000). This is a static notion under
protective factors foster resilient outcomes, which is not con-
sistent with the cutting-edge conceptualizations of develop-
mental psychopathology. The second way of conceptualizing
resilience refers to the dynamic processes of psychological
functioning that foster greater positive and diminished nega-
tive outcomes in the face of adversity, both at the present time
and in the future (Cummings, Davies, & Campbell, 2000). In
this sense, resilience refers to the various protective factors
that foster processes of resilience that promote adaptation
rather than just resilient outcomes. This conceptualization as-
sumes that processes of resilience operate in opposition to the
processes of vulnerability to adversity.

More specifically, “resilience refers to the process of,
capacity for, or outcome of successful adaptation despite
challenging or threatening circumstances” (Masten, Best, &
Garmezy, 1990, p. 425). Two conditions are inherent within
this definition: exposure to threat or adversity and positive
adaptation despite these threats or adverse conditions. From a
process model, maladaptive and adaptive trajectories result
from dynamic, bidirectional relations between experiential
and organismic factors; accordingly, notions of risk, re-
silience, and protective factors must be considered in such
terms (Cummings, Davies, & Campbell, 2000).

A key tenet of the developmental psychopathology per-
spective is the study of risk and resilience, taking into ac-
count prior adaptation and its relation to current risk—and
defining and finding relations between those developmental
pathways leading to psychopathology and those leading
away (Sroufe, 1997). Accordingly, risk and resiliency or
stress and coping are mutually defining and informing in
charting processes affecting children’s development. For ex-
ample, examining how and why protective factors serve as
buffers of risk for resilient children from high-conflict homes
is just as informative as looking at risk factors leading to psy-
chopathology (Cummings, 1998).

Until recently, researchers assumed resilience was homo-
genous and was either present or not present. In fact, risk and
resilience are not all-or-none phenomena and are heteroge-
neous. Resilience can be present in certain contexts and do-
mains but not in others, just as certain behaviors can
be adaptive in some contexts but not in others (Luthar,
Doernberger, & Zigler, 1993). For example, studies of chil-
dren of depressed parents reveal that although some children
seem to be coping relatively well (e.g., in academics), even
these well-coping children showed considerable vulnerabil-
ity for developing depression (Radke-Yarrow & Sherman,

1990). Other studies on at-risk inner-city children found that
high-stress children who demonstrated considerable behav-
ioral competence were highly vulnerable to emotional dis-
tress over time (Luthar, Doernberger, & Zigler, 1993).

Research in the area of marital conflict and children’s ad-
justment also highlights the importance of examining differ-
ent types of children’s competence. For example, children’s
intervening behaviors during their parents’ disagreements
may lead one to think that such children are unusually well-
behaved, well-adjusted, and mature. However, examining
other responses of the children (physiological responses and
self-reported emotions) and their adjustment outside of their
family context would yield completely different interpreta-
tions. This more complex analysis would suggest that the
children are quite distressed and have an increased risk for
dysfunction later on as a result of their taking on too much
responsibility for their parents’ relationship (Cummings &
Davies, 1994).

These findings indicate a considerable lack of consistency
in the difficulties children experience across domains of com-
petence; they also point to the importance of examining
different types of children’s functioning (physiological, emo-
tional, and behavioral) in different domains (e.g., academic,
emotional, social). Given the multiple outcomes and the
particular risks some children may face, some outcomes may
need to be accorded more importance than others as the most
critical indicators of resilience (Luthar, Cicchetti, & Becker,
2000). For example, in children at risk for a mood disorder,
their emotional functioning logically would appear to be
more critical than their academic functioning would.

Masten and Coatsworth (1998) reviewed research on
resilience over the past 25 years to understand the development
of competence in children who are faced with unfavorable or
highly adverse situations such as living with severely mentally
ill parents, family violence, poverty, natural disasters, and other
high-risk situations. Results of the studies were remarkably
consistent in pointing to qualities of child and context that are
associated with better psychological functioning following ad-
versity. Child characteristics associated with resilience were
good intellectual functioning; appealing, sociable, easygoing
disposition; self-efficacy, self-confidence, high self-esteem;
talents; and faith. Characteristics of the family that were asso-
ciated with resilience were having a close relationship to a car-
ing parent figure, authoritative parenting (e.g., warmth,
structure, high expectations), socioeconomic advantages, and
connections to extended supportive family networks. Finally,
characteristics of the extrafamilial context associated with re-
silience were having bonds to prosocial adults outside the fam-
ily, having connections to prosocial organizations, and
attending effective schools.
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Just as resilience is purported not to be an all-or-none
phenomenon, it is also is posited to not be static (Luthar,
Cicchetti, & Becker, 2000). In other words, it is unstable; a
child who is not resilient at one point in time can later de-
velop resilience, and one who has been resilient can later fal-
ter and subsequently deteriorate. Additionally, the meaning
of competency and resilience may change across contexts
and people. For these reasons it is important to focus on
the how and why questions (i.e., mediators) of risk and re-
silience—as well as on the who and when questions (i.e.,
moderators)—after the what questions have been answered.
In other words, the next step is to delineate the protective fac-
tors and processes that account for children’s adaptation
under adverse circumstances.

Similarly, inconsistency is evident in the field regarding
what constitutes a protective factor. One commonality across
many researchers, however, has been a focus on inherently
positive characteristics. Protective factors, however, are not
restricted to pleasant, positive, desirable things; in fact, they
can often be quite adverse and stressful. Challenge models
posit that small amounts of adversity have so-called steeling
effects—much like those produced by immunizations—that
serve to enhance coping, facilitate adjustment, and inoculate
children against future psychological trauma. For example,
Cummings and Davies (1994b) suggest that children of
depressed parents may learn particularly adaptive interper-
sonal skills—such as sensitivity and empathy—as a result of
their exposure to their parents’ depression and to moderate
negative affect in the home.

Thus, just as it is important to examine the underlying
processes of child maladjustment, it is equally important to
examine the underlying processes of resilience that account
for their effects rather than simply identify a factor associated
with positive outcome. The processes by which protective
factors may lead to resilient outcomes include (a) mitigating
the riskiness of the stressor or adverse situation, (b) decreas-
ing exposure to the stressor, (c) breaking adverse cycles or
chains of bad luck brought about by a stressor, (d) fostering
positive self-esteem and confidence, (e) increasing the range
of positive opportunities and options, and (f) facilitating
emotion regulation and coping skills (Cummings, Davies, &
Campbell, 2000).

Future Directions

Many promising directions for future research toward better
understanding of emotional and personality development
from this perspective can be identified. However, it is chal-
lenging to adequately measure children’s psychological
functioning at the level of dynamic processes and to integrate

such microscopic levels of analysis into more macroscopic
models that convey the big picture, so to speak, with regard
to children’s patterns of adaptation and maladaptation over
time in context. Additionally, it is challenging to conduct
multimethod research and still make good sense of the results
of patterns of information that may diverge on the picture
provided (Cummings, Davies, & Campbell, 2000). Finally, it
remains a future goal to more fully incorporate context and
developmental history into a diagnostic system, such that a
nosology or heuristic integrates the different types of infor-
mation pertinent to the appraisal of the child’s level of ad-
justment (Cummings, Davies, & Campbell, 2000).

CONCLUSION

This chapter thus documents the widely ranging research di-
rections concerned with emotional and personality develop-
ment that have emerged in recent years and promise to
continue to develop in the future. As we have shown, the in-
creased emphasis placed on the complexity of emotional
processes, the role of emotions in characterizing individual
differences between children, and the dynamic effects of
emotions in children’s functioning and development over
time are among the most significant emerging directions in
research. It will be exciting in the future to determine the
extent to which a functionalist perspective on the role of emo-
tions in children’s socioemotional development can be further
articulated. Relatedly, emerging perspectives—notably as
advanced in the emerging work from a developmental
psychopathology perspective—call attention to the promise
for future conceptual and clinical advances of investigating
emotional and personality development from a process-
oriented perspective. Moreover, this work has served to
call further attention to the significance of emotional
processes to normal development and the development of psy-
chopathology. Thus, an exciting prospect is that the next two
decades will see advances as substantial as those found in the
past two decades in our understanding of these vital processes
underlying socioemotional development and adjustment in
children.

REFERENCES

Ackerman, B. P., Abe, J. A., & Izard, C. E. (1998). Differential
emotions theory and emotional development: Mindful and mod-
ularity. In M. F. Mascolo & S. Griffin (Eds.), What develops in
emotional development? (pp. 85–108). New York: Plenum Press.

Ainsworth, M. D. S., Blehar, M., Waters, E., & Wall, S. (1978).
Patterns of attachment. Hillsdale, NJ: Erlbaum.



234 Emotion and Personality Development in Childhood

Aksan, N., Goldsmith, H. H., Smider, N. A., Essex, M. J., Clark, R.,
Hyde, J. S., Klein, M. H., & Vandell, D. L. (1999). Derivation
and prediction of temperamental types among preschoolers.
Developmental Psychology, 35, 958–971.

Barber, B. K. (1997). Introduction: Adolescent socialization in con-
text: The role of connection, regulation, and autonomy in the
family. Journal of Adolescent Research, 12, 5–11.

Barrett, K. C. (1998). A functionalist perspective to the development
of emotions. In M. F. Mascolo & S. Griffin (Eds.), What de-
velops in emotional development? (pp. 109–134). New York:
Plenum Press.

Barrett, K. C., Zahn-Waxler, C., & Cole, P. M. (1993). Avoiders
versus amenders-Implications for the investigation of guilt and
shame during toddlerhood? Cognition and Emotion, 7, 481–505.

Bates, J. E., & Bayles, K. (1988). The role of attachment in the de-
velopment of behavior problems. In J. Belsky & T. Nezworski
(Eds.), Clinical implications of attachment (pp. 253–299).
Hillsdale, NJ: Erlbaum.

Bates, J. E., Bayles, K., Bennett, D. S., Ridge, B., & Brown, M. M.
(1991). Origins of externalizing behavior problems at eight years
of age. In D. Pepler & K. Rubin (Eds.), Development and
treatment of childhood aggression (pp. 93–120). Hillsdale, NJ:
Erlbaum.

Bates, J. E., Maslin, C. A., & Frankel, K. A. (1985). Attachment
security, mother-child interaction, and temperament as predic-
tors of behavior problem ratings at age three years. Society
for Research in Child Development Monographs, 50 (1/2, Serial
No. 209), 167–193.

Baumrind, D. (1967). Child care practices anteceding three patterns
of preschool behavior. Genetic Psychology Monographs, 75,
43–88.

Baumrind, D. (1971). Current patterns of parental authority. Devel-
opmental Psychology Monograph, 41 (1, Pt. 2), 101–103.

Baumrind, D. (1991). The influence of parenting style on adolescent
competence and substance use. Journal of Early Adolescence,
11, 56–95.

Bell, R. Q. (1968). A reinterpretation of the direction of effects in
studies of socialization. Psychological Review, 75, 81–95.

Belsky, J., Campbell, S. B., Cohn, J. F., & Moore, G. (1996).
Instability of infant-parent attachment security. Developmental
Psychology, 32, 921–924.

Belsky, J., & Isabella, R. A. (1985). Marital and parent-child rela-
tionships in family of origin and marital change following the
birth of a baby: A retrospective analysis. Child Development, 56,
342–349.

Belsky, J., Rovine, M., & Taylor, D. G. (1984). The Pennsylvania
Infant and Family Development Project: Pt. 3. The origins of
individual differences in infant-mother attachment: Maternal
and infant contributions. Child Development, 55, 718–728.

Belsky, J., Youngblade, L., Rovine, M., & Volling, B. (1991).
Patterns of marital change and parent-child interaction. Journal
of Marriage and the Family, 53, 487–498.

Bennett, M. (1989). Children’s self-attributions of embarrassment.
British Journal of Developmental Psychology, 7, 207–217.

Bornstein, M. C. (1991). Approaches to parenting in culture. In
M. C. Bornstein (Ed.), Cultural approaches to parenting
(pp. 3–22). Hillsdale, NJ: Erlbaum.

Bowlby, J. (1969). Attachment and loss: Vol. 1. Attachment. New
York: Basic Books.

Bowlby, J. (1980). Attachment and loss: Vol. 3. Loss: Sadness and
depression. New York: Basic Books.

Braungart-Rieker, J. M., Garwood, M. M., & Stifter, C. S. (1997).
Compliance and noncompliance: The roles of maternal control
and child temperament. Journal of Applied Developmental
Psychology, 18, 411–428.

Brenner, E., & Salovey, P. (1997). Emotion regulation during
childhood: Developmental, interpersonal, and individual con-
siderations. In P. Salovey & D. Sluyter (Eds.), Emotional literacy
and emotional development (pp. 168–192). New York: Basic
Books.

Brofenbrenner, U. (1979). The ecology of human development:
Experiments by nature and design. Cambridge, MA: Harvard
University Press.

Calkins, S. D. (1994). Origins and outcomes of individual
differences in emotion regulation. Monographs for the Society
of Research in Child Development, 59 (1–2, Serial No. 240),
53–72.

Campbell, S. B. (1990). Behavior problems in preschool children:
Clinical and developmental issues. New York: Guilford Press.

Campos, J. J., Campos, R. G., & Barrett, K. C. (1989). Emergent
themes in the study of emotional development and emotion reg-
ulation. Developmental Psychology, 25, 394–402.

Carlson, E. A., & Sroufe, L. A. (1995). Contribution of attachment
theory to developmental psychopathology. In D. Cicchetti & D.
Cohen (Eds.), Developmental psychopathology: Theory and
methods (Vol. 1, pp. 581–617). New York: Wiley.

Caspi, A. (1998). Personality development across the life course. In
W. Damon (Series Ed.) & N. Eisenberg (Vol. Ed.) Handbook of
Child Psychology: Vol. 3. Social, emotional, and personality
development (5th ed., pp. 311–388). New York: Wiley.

Caspi, A., & Silva, P. A. (1995). Temperamental qualities at age 3
predict personality traits in adulthood: Longitudinal evidence
from a birth cohort. Child Development, 66, 486–498.

Cassidy, J., Parke, R. D., Butkovsky, L., & Braungart, J. M. (1992).
Family-peer connections: The roles of emotional expressiveness
within the family and children’s understanding of emotions.
Child Development, 63, 603–618.

Cassidy, J., & Shaver, P. R. (Eds.). (1999). Handbook of attachment:
Theory, research, and clinical applications. New York: Guilford
Press.

Cicchetti, D., & Cohen, D. J. (1995). Perspectives of developmen-
tal psychopathology. In D. Cicchetti & D. J. Coehn (Eds.),
Developmental psychopathology: Vol. 1. Theory and methods
(pp. 3–20). New York: Wiley.



References 235

Cohn, J. F., & Tronick, E. Z. (1989). Specificity of infants’ response
to mothers’ affective behavior. Journal of the American Academy
of Child and Adolescent Psychiatry, 28, 242–248.

Coie, J. D., Dodge, K., & Kupersmidt, J. B. (1990). Peer group
behavior and social status. In S. R. Asher & J. D. Coie (Eds.),
Peer rejection in childhood. Cambridge, UK: Cambridge
University Press.

Cole, P. M. (1985). Display rules and the socialization of affective
displays. In G. Zivin (Ed.), The development of expressive
behavior (pp. 269–290). New York: Academic Press.

Cole, P. M., Michel, M. K., & Teti, L. O. (1994). The development
of emotion regulation and dysregulation: A clinical perspective.
Monographs for the Society of Research in Child Development,
59 (1–2, Serial No. 240), 73–100.

Compas, B., Malcarne, V., & Fondacaro, K. I. (1988). Coping with
stressful events in older children and young adolescents. Journal
of Consulting and Clinical Psychology, 56, 405–411.

Cowan, P. A., & Cowan, C. P. (2002). What an intervention design
reveals about how parents affect their children’s academic
achievement and behavior problems. In J. G. Borkowski, M. M.
Bristol-Power, & S. L. Ramey (Eds.), Parenting and the child’s
world: Influences on academic, intellectual, and social emo-
tional development (pp. 75–97). Hillside, NJ: Erlbaum.

Cowan, P. A., Powell, D., & Cowan, C. P. (1998). Parenting inter-
ventions: A family systems perspective. In W. Damon (Series
Ed.), I. E. Sigel, & K. A. Renninger (Vol. Eds.), Handbook of
child psychology: Vol. 4. Child psychology in practice (5th ed.,
pp. 3–72). New York: Wiley.

Cox, M. J., & Owen, M. T. (1993, March). Marital conflict and
conflict negotiation: Effects on infant-mother and infant-father
relationships. In M. Cox & J. Brooks-Gunn (Chairs), Conflict in
families: Causes and consequences. Symposium conducted at
the meeting of the Society for Research in Child Development,
New Orleans, LA.

Cox, M. J., Owen, M. T., Lewis, J. M., & Henderson, V. K. (1989).
Marriage, adult adjustment, and early parenting. Child Develop-
ment, 60, 1015–1024.

Cox, M. J., & Paley, B. (1997). Families as systems. Annual Review
of Psychology, 48, 243–267.

Crick, N. R., & Dodge, K. A. (1994). A review and reformulation of
social information-processing mechanisms in children’s social
adjustment. Psychological Bulletin, 155, 74–101.

Cummings, E. M. (1987). Coping with background anger in early
childhood. Child Development, 58, 976–984.

Cummings, E. M. (1995). The usefulness of experiments for the
study of the family. Journal of Family Psychology, 9, 175–185.

Cummings, E. M. (1997). Marital conflict, abuse, and adversity in
the family and child adjustment: A developmental psychopathol-
ogy perspective. In D. Wolfe (Ed.), Child abuse: New directions
in prevention and treatment across the lifespan (pp. 3–26).
Newbury Park, CA: Sage.

Cummings, E. M. (1998a). Children exposed to marital conflict
and violence: Conceptual and theoretical directions. In G.
Holdern, B. Geffner, & E. Jouriles (Eds.), Children exposed to
marital violence: Theory, research, and applied issues (pp. 55–
94). Washington, DC: American Psychological Association.

Cummings, E. M., & Davies, P. T. (1994a). Children and marital
conflict: The impact of family dispute and resolution. New York:
Guilford Press.

Cummings, E. M., & Davies, P. T. (1994b). Maternal depression and
child development. Journal of Child Psychology and Psychiatry,
35, 73–112.

Cummings, E. M., & Davies, P. T. (1995). The impact of parents on
their: An emotional security hypothesis. Annals of Child Devel-
opment, 10, 167–208.

Cummings, E. M., & Davies, P. T. (1996). Emotional security as a
regulatory process in normal development and the development
of psychopathology. Development and Psychopathology, 8,
123–139.

Cummings, E. M., & Davies, P. T. (2002). Effects of marital conflict
on children: Recent advances and emerging themes in process-
oriented research. Journal of Child Psychology and Psychiatry,
43, 31–63.

Cummings, E. M., Davies, P. T., & Campbell, S. B. (2000).
Developmental psychopathology and family processes: Theory,
research, and clinical implications. New York: Guilford Press.

Cummings, E. M., DeArth-Pendley, G., Du Rocher Schudlich, T., &
Smith, D. A. (2000). Parental depression and family function-
ing: Towards a process-oriented model of children’s adjustment.
In S. Beach (Ed.), Marital and family processes in depression
(pp. 89–110). Washington, DC: American Psychological
Association.

Cummings, E. M., Goeke-Morey, M. C., & Papp, L. M. (in press). A
family-wide model for the role of emotion in family functioning.
Marriage and Family Review.

Cummings, E. M., Wilson, J., & Shamir, H. (2001). Reactions of
Chilean and American children to marital conflict and marital
conflict resolution. Manuscript submitted for publication.

Cummings, E. M., Zahn-Waxler, C., & Radke-Yarrow, M. (1981).
Young children’s responses to expressions of anger and affection
by others in the family. Child Development, 52, 1274–1282.

Cummings, E. M., Zahn-Waxler, C., & Radke-Yarrow, M. (1984).
Developmental changes in children’s reactions to anger in the
home. Journal of Child Psychology and Psychiatry, 25, 63–75.

Daniels, D., & Plomin, R. (1985). Differential experience of siblings
in the same family. Developmental Psychology, 21, 747–760.

Darling, N., & Steinberg, L. (1993). Parenting style as context: An
integrative model. Psychological Bulletin, 113, 487–496.

Davies, P. T., & Cummings, E. M. (1998). Exploring children’s
emotional security as a mediator of the link between marital
relations and child adjustment. Child Development, 69, 124–139.

Davis, B. T., Hops, H. Alpert, A., & Sheeber, L. (1998). Child
responses to parental conflict and their effect on adjustment:



236 Emotion and Personality Development in Childhood

A study of triadic relations. Journal of Family Psychology, 12,
163–177.

DeHaan, M., Gunnar, M. R., Tout, K., Hart, J., & Stansbury, K.
(1998). Familiar and novel contexts yield different associations
between cortisol and behavior among 2-year-old children.
Developmental Psychobiology, 33, 93–101.

Denham, S. A. (1986). Social cognition, social behavior, and emo-
tion in pre-schoolers: Contextual validation. Child Development,
57, 194–201.

Denham, S. A. (1998). Emotional development in young children.
New York: Guilford Press.

De Wolff, M., & van Ijzendoorn, M. H. (1997). Sensitivity and
attachment: A meta-analysis on parental antecedents of infant
attachment. Child Development, 68, 571–591.

Dodge, K. A., & Garber, J. (1991). Domains of emotion regulation.
In J. Garber & K. A. Dodge (Eds.), The development of emotion
regulation and dysregulation (pp. 159–181). Cambridge, UK:
Cambridge University Press.

Downey, G., & Coyne, J. C. (1990). Children of depressed parents:
An integrative review. Psychological Bulletin, 108, 50–76.

Dunn, J. (1988). The beginnings of social understanding.
Cambridge, MA: Harvard University Press.

Dunn, J. (1999). Making sense of the social world: Mindreading,
emotion, and relationships. In P. D. Zelazo, J. W. Astington, &
D. R. Olson (Eds.), Developing theories of intention: Social
understanding and self-control (pp. 229–242). Hillsdale, NJ:
Erlbaum.

Dunn, J., & Brown, J. (1993). Early conversations about causality:
Content, pragmatics, and developmental change. British Journal
of Developmental Psychology, 11, 107–123.

Dunn, J., & Brown, J. (1994). Affect expression in the family, chil-
dren’s understanding of emotions, and their interactions with
others. Merrill-Palmer Quarterly, 40, 120–137.

Easterbrooks, M. A., Biesecker, G., & Lyons-Ruth, K. (2000).
Infancy predictors of emotional availability in middle child-
hood: The role of attachment security & maternal depressive
symptomatology. Attachment and Human Development, 2,
170–187.

Easterbrooks, M. A., Cummings, E. M., & Emde, R. N. (1994).
Young children’s responses to constructive marital disputes.
Journal of Family Psychology, 8, 160–169.

Easterbrooks, M. A., & Emde, R. N. (1988). Marital and parent-
child relationships: The role of affect in the family system. In
R. A. Hinde & J. Stevenson-Hinde (Eds.), Relationships within
families: Mutual influences (pp. 83–103). London: Oxford
University Press.

Easterbrooks, M. A., & Goldberg, W. A. (1990). Security of toddler-
parent attachment: Relation to children’s sociopersonality func-
tioning during kindergarten. In M. T. Greenberg & D. Cicchetti
(Eds.), Attachment in the preschool years: Theory, research, and
intervention (pp. 221–244). Chicago: University of Chicago Press.

Eccles, J. S., & Roeser, R. W. (1999). School and community
influences on human development. In M. H. Bornstein & M. E.
Lamb (Eds.), Developmental psychology: An advanced textbook
(4th ed., pp. 503–554). Mahwah, NJ: Erlbaum.

Eisenberg, N. (1996). Meta-emotion and socialization of emotion in
the family: A topic whose time has come: Comment on Gottman
et al. (1996). Journal of Family Psychology, 10, 269–276.

Eisenberg, N., & Fabes, R. A. (1994). Mothers’ reactions to chil-
dren’s negative outcomes: Relations to children’s temperament
and anger behavior. Merrill-Palmer Quarterly, 40, 138–156.

Eisenberg, N., Spinrad, T. L., & Cumberland, A. (1998). Parental
socialization of emotion. Psychological Inquiry, 9, 241–273.

Eisenberg, N., Fabes, R., Bernzweig, J., Karbon, M., Poulin, R., &
Hanish, L. (1993). The relations of emotionality and regulation
to preschoolers: Social skills and sociometric status. Child
Development, 64, 1418–1438.

Emery, R. E. (1989). Family violence. American Psychologist, 44,
321–328.

Emery, R. E., Fincham, F. D., & Cummings, E. M. (1992). Parent-
ing in context: Systemic thinking about parental conflict and its
influence on children. Journal of Consulting and Clinical
Psychology, 60, 909–912.

Erel, O., & Burman, B. (1995). Interrelations of marital relations
and parent-child relations: A meta-analytic review. Psychologi-
cal Bulletin, 188, 108–132.

Fabes, R. A., Eisenberg, N., & Eisenbud, L. (1993). Behavioral and
physiological correlates of children’s reactions to others in
distress. Developmental Psychology, 29, 655–663.

Fabes, R. A., Eisenberg, N., Karbon, M., & Troyer, D. (1994). The
relations of children’s emotion regulation to their vicarious
emotional responses and comforting behaviors. Child Develop-
ment, 65, 1678–1693.

Fabes, R. A., Eisenberg, N., Smith, M. C., & Murphy, B. C. (1996).
Getting angry at peers: Associations with liking of the provoca-
teur. Child Development, 67, 942–956.

Fincham, F. D. (1998). Child development and marital relations.
Child Development, 69, 543–574.

Fox, N. A. (1994). Dynamic cerebral processes underlying emotion
regulation. Monographs for the Society of Research in Child
Development, 59 (1–2, Serial No. 240), 152–166.

Fox, N. A., Calkins, S. D., & Bell, M. A. (1994). Neural plasticity
and development in the first two years of life: Evidence from
cognitive and socioemotional domains of research. Development
and Psychopathology, 6, 677–696.

Fox, N. A., & Davidson, R. J. (1984). Hemispheric substrates of
affect: A developmental model. In N. A. Fox & R. J. Davidson
(Ed.), The psychology of affective development (pp. 353–382).
Hillsdale, NJ: Erlbaum.

Gilbert, R., Christensen, A., & Margolin, G. (1984). Patterns of
alliances in non-distressed and multiproblem families. Family
Processes, 23, 75–87.



References 237

Goldberg, W. A., & Easterbrooks, M. A. (1984). The role of marital
quality in toddler development. Developmental Psychology, 20,
504–514.

Goldsmith, H. H., Buss, K. A., & Lemery, K. S. (1997). Toddler
and childhood temperament: Expanded content, stronger genetic
evidence, new evidence for the importance of environment.
Developmental Psychology, 33, 891–905.

Goldsmith, H. H., Buss, A. H., Plomin, R., Rothbart, M. K.,
Thomas, A., Chess, S., Hinde, R. A., & McCall, R. B. (1987).
Roundtable: What is temperament? Four approaches. Child
Development, 59, 505–529.

Goldsmith, H. H., Lemery, K. S., Aksan, N., & Buss, K. A. (2000).
Temperamental substrates of personality development. In V. J.
Molfese & D. L. Molfese (Eds.), Temperament and personality de-
velopment across the lifespan (pp. 1–32). Mahwah, NJ: Erlbaum.

Gottman, J. M., Katz, L. F., & Hooven, C. (1996). Meta-emotion
and socialization of emotion in the family? A topic whose time
has come: Comment on Gottman et al. (1996). Family Psychol-
ogy, 10, 269–276.

Grolnick, W. W., Bridges, L. J., & Connell, J. P. (1996). Emotion
regulation in two-year-olds: Strategies and emotional expression
in four contexts. Child Development, 67, 928–941.

Grych, J. H. (1998). Children’s appraisals of interparental conflict:
situational and contextual influences. Journal of Family
Psychology, 12, 437–453.

Grych, J. H., & Fincham, F. (1990). Marital conflict and children’s
adjustment: A cognitive-contextual framework. Psychological
Bulletin, 108, 267–290.

Gunnar, M. R. (1994). Psychoendocrine studies of temperament and
stress in early childhood: Expanding current models. In J. E.
Bates & T. D. Wachs (Ed.), Temperament: Individual differences
at the interface of biology and behavior (pp. 175–198).
Washington, DC: American Psychological Association.

Hagekull, B., & Bohlin, G. (1995). Day care quality, family and
child characteristics, and socioemotional development. Early
Childhood Research Quarterly, 10, 505–526.

Halverson, C. F., Jr., Kohnstamm, G. A., & Martin, R. P. (1994). The
developing structure of temperament and personality from in-
fancy to adulthood. Hillsdale, NJ: Erlbaum.

Hardy, D., Power, T., & Jaedicke, S. (1993). Examining the relation
of parenting to children’s coping with everyday stress. Child
Development, 64, 1829–1841.

Harold, G. T., & Shelton, K. (2000, April). Testing the emotional se-
curity hypothesis: An analysis across, time, gender and culture.
In G. T. Harold (Chair), Marital conflict, emotional security and
adolescent adjustment: A cross-site investigation. Symposium
conducted at the Eighth Biennial Meeting of the Society for
Research on Adolescence, Chicago, IL.

Holden, G. W., & Ritchie, K. L. (1991). Linking extreme marital
discord, child rearing, and child behavior problems: Evidence
from battered women. Child Development, 62, 311–327.

Howes, P., & Markman, H. J. (1989). Marital quality and child func-
tioning: A longitudinal investigation. Child Development, 60,
1044–1051.

Hubbard, J. A., & Coie, J. D. (1994). Emotional correlates of social
competence in children’s peer relationships. Merrill-Palmer
Quarterly, 40, 1–20.

Hughes, C., & Dunn, J. (1995). Understanding mind and emotion:
Longitudinal associations with mental-state talk between young
friends. Developmental Psychology, 34, 1026–1037.

Hughes, C., & Dunn, J. (1997). “Pretend you don’t know”:
Preschoolers’ talk about mental states in pretend play. Cognitive
Development, 12, 381–403.

Jensen, P. S., & Hoagwood, K. (1997). The book of names: DSM-IV
in context. Development and Psychopathology, 9, 231–250.

Jouriles, E. N., & Farris, A. M. (1992). Effects of marital conflict
on subsequent parent-son interactions. Behavior Therapy, 23,
355–374.

Kagan, J., Reznick, J. S., & Gibbons, J. (1989). Inhibited and unin-
hibited types of children. Child Development, 60, 838–845.

Kagan, J., Reznick, J. S., & Snidman, N. (1987). The physiology
and psychology of behavioral inhibition. Child Development, 58,
1459–1473.

Keller, H., & Greenfield, P. M. (2000). History & future of develop-
ment in cross-cultural psychology. Journal of Cross-Cultural
Psychology, 31, 52–62.

Kerig, P. K., Cowan, P. A., & Cowan, C. P. (1993). Marital quality
and gender differences in parent-child interaction. Developmen-
tal Psychology, 29, 931–939.

Kitzman, K. M. (2000). Effect of marital conflict on subsequent
triadic family interactions and parenting. Developmental Psy-
chology, 36, 3–13.

Kochanaksa, G. (1993). Towards a synthesis of parental socializa-
tion and child temperament in the development of guilt and con-
science. Child Development, 64, 325–347.

Kochanska, G. (1997). Multiple pathways to conscience for chil-
dren with different temperaments: From toddlerhood to age 5.
Developmental Psychology, 3, 228–240.

Kochanska, G., Murray, K., & Coy, K. C. (1997). Inhibitory control
as a contributor to conscience in childhood: From toddler to
early school age. Child Development, 68, 263–277.

Kopp, C. B. (1982). Antecedents of self-regulation: A developmen-
tal perspective. Developmental Psychology, 18, 199–214.

Kopp, C. B. (1989). Regulation of distress and negative emotions:
A developmental view. Developmental Psychology, 25, 343–
354.

Layhey, B. B., Pelham, W. E., Stein, M. A., Loney, J., Trapani,
C., Nugent, K., Kipp, H., Schmidt, E., Lee, S., Cale, M., Gold,
E., Hartung, C. M., Willcutt, E., & Bauman, B. (1998). Validity
of DSM-IV attention-deficit/hyperactivity disorder for younger
children. Journal of the American Academy of Child and Adoles-
cent Psychiatry, 37, 695–702.



238 Emotion and Personality Development in Childhood

Lewis, M., Alessandri, S. M., & Sullivan, M. (1992). Differences
in shame and pride as a function of children’s gender and task
difficulty. Child Development, 63, 630–638.

Lewis, M., Sullivan, M., Stanger, C., & Weiss, M. (1989). Self-
development and self-conscious emotions. Child Development,
60, 146–156.

Luthar, S. S., Cicchetti, D., & Becker, B. (2000). The construct of
resilience: A critical evaluation and guidelines for future work.
Child Development, 71, 543–562.

Luthar, S. S., Doernberger, C. H., & Zigler, E. (1993). Resilience is
not a unidimensional construct: Insights from a prospective
study of inner-city adolescence. Development and Psycho-
pathology, 5, 703–717.

Maccoby, E., & Martin, J. (1983). Socialization in contexts of the
family: Parent-child interaction. In E. M. Hetherington (Ed.),
Handbook of child psychology: Vol. 4. Socialization, personality,
and social development (4th ed., pp. 1–101). New York: Wiley.

Mascolo, M., & Fischer, K. (1995). Developmental transformations
in appraisals for pride, shame, and guilt. In J. Tangney & K.
Fischer (Eds.), Self-conscious emotions: The psychology of
shame, guilt, embarrassment and pride (pp. 64–113). New York:
Guilford Press.

Masten, A. S., Best, K., & Garmezy, N. (1990). Resilience and
development: Contributions from the study of children who
overcame adversity. Development and Psychopathology, 2,
425–444.

Masten, A. S., & Coatsworth, J. D. (1998). The development of
competence in favorable and unfavorable environments:
Lessons from research on successful children. American Psy-
chologist, 53, 205–220.

Maszk, P., Eisenberg, N., & Guthrie, I. K. (1999). Relations of
children’s social status to their emotionality and regulation: A
short-term longitudinal study. Merrill-Palmer Quarterly, 45,
468–492.

McClowry, S. G., Giangrande, S. K., Tommasini, N. R., Clinton, W.,
Foreman, N. S., Lynch, K., & Ferketich, S. L. (1994). The effects
of child temperament, maternal characteristic, and family cir-
cumstances on the maladjustment of school-age children. Re-
search in Nursing and Health, 17, 25–35.

McDowell, D. J., O’Neil, R., & Parke, R. D. (2000). Display rule
application in a disappointing situation and children’s emotional
reactivity: Relations with social competence. Merrill-Palmer
Quarterly, 46, 306–324.

Mischel, W. (1974). Processes in delay of gratification. In L.
Berkowitz (Ed.), Progress in experimental personality research
(Vol. 3, pp. 249–292). New York: Academic Press.

Nachmias, M., Gunnar, M., Mangelsdorf, S., Parritz, R. H., &
Buss, K. (1996). Behavioral inhibition and stress reactivity: The
moderating role of attachment security. Child Development, 67,
508–522.

O’Hearn, H. G., Margolin, G., & John, R. S. (1997). Mothers’ and
fathers’ reports of children’s reactions to naturalistic marital con-

flict. Journal of the American Academy of Child and Adolescent
Psychiatry, 36, 1366–1373.

Owen, M. T., & Cox, M. J. (1997). Marital conflict and the develop-
ment of infant-parent attachment relationships. Journal of Fam-
ily Psychology, 11, 152–164.

Palkovitz, M. (1987). Organization of the stress response at the
anatomical level. Progress in Brain Research, 72, 47–55.

Parke, R. D., & Buriel, R. (1998). Socialization in the family: Ethnic
and ecological perspectives. In W. Damon (Series Ed.) &
N. Eisenberg (Vol. Ed.), Handbook of child psychology: Vol. 3.
Social, emotional, and personality development (pp. 463–552).
New York: Wiley.

Parke, R. D., Cassidy, J., Burks, V. M., Carson, J. L., & Boyum, L.
(1992). Familial contribution to peer competence among young
children: The role of interactive and affective processes. In R. D.
Parke & G. W. Ladd (Eds.), Family-peer relationships: Model of
linkage (pp. 107–134). Hillsdale, NJ: Erlbaum.

Patterson, G. R., DeBaryshe, B., & Ramsey, E. (1989). A develop-
mental perspective on antisocial behavior. American Psycholo-
gist, 44, 329–335.

Radke-Yarrow, M., & Sherman, T. (1990). Hard growing: children
who survive. In J. Rolf, A. S. Masten, D. Cicchetti, K. H.
Nuechterlein, & S. Weintraub (Eds.), Risk and protective factors
in the development of psychopathology (pp. 97–119). New York:
Cambridge University Press.

Ramey, C. T., & Ramey, S. L. (1998). Early intervention and expe-
rience. American Psychologist, 53, 109–120.

Rutter, M. (1986). The developmental psychopathology of depres-
sion: Issues and perspectives. In M. Rutter, C. E. Izard, & P. B.
Read (Eds.), Depression in young people: Developmental and
clinical perspectives (pp. 3–30). New York: Guilford Press.

Rutter, M., & Quinton, D. (1984). Parental psychiatric disorder:
Effects on children. Psychological Medicine, 14, 853–880.

Shamir, H., Du Rocher-Schudlich, T., & Cummings, E. M. (2002).
Marital conflict, parenting styles, and children’s representations
of family relationships. Parenting: Science and Practice, 1–2,
123–151.

Shifflett-Simpson, K., & Cummings, E, M. (1996). Mixed message
resolution and children’s responses to interadult conflict. Child
Development, 67, 437–448.

Sroufe, L. A. (1997). Psychopathology as an outcome of develop-
ment. Development and Psychopathology, 9, 251–268.

Sroufe, L. A., & Rutter, M. (1984). The domain of developmental
psychopathology. Child Development, 55, 17–29.

Sroufe, L. A., & Waters, E. (1977). Attachment as an organizational
construct. Child Development, 48, 1184–1199.

Stocker, C. M., & Youngblade, L. (1999). Marital conflict and
parental hostility: Links with children’s sibling and peer rela-
tionships. Journal of Family Psychology, 13, 598–609.

Stoneman, Z., Brody, G. H., & Burke, M. (1989). Marital quality,
depression, and inconsistent parenting: Relationship with



References 239

observed mother-child conflict. American Journal of Orthopsy-
chiatry, 59, 105–117.

Thompson, R. A. (2000). Legacy of early attachment. Child Devel-
opment, 59 (2–3, Serial No. 240), 25–52.

Thompson, R. A., & Calkins, S. D. (1996). The double-edged
sword: Emotional regulation for children at risk. Development
and Psychopathology, 8, 163–182.

van de Vijver, F. J. R., & Leung, K. (2000). Methodological issues
on psychological research on culture. Journal of Cross-Cultural
Psychology, 31, 33–51.

van Ijzendoorn, M. H., & Sagi, A. (1999). Cross-cultural patters of
attachment: Universal and contextual dimensions. In J. Cassidy &
P. R. Shaver (Eds.), Handbook of attachment: Theory, research,
and clinical applications (pp. 713–734). New York: Guilford
Press.

Wakefield, J. C. (1997). When in development disordered? Devel-
opmental psychopathology and the harmful dysfunction analysis
of mental disorder. Development and Psychopathology, 9,
269–290.

Waters, E., & Cummings, E. M. (2000). A secure based from which
to explore close relationships. Child Development, 49, 164–172.

Weiss, G., & Hechtman, L. T. (1993). Hyperactive children grown
up: ADHD in children, adolescents, and adults (2nd ed.). New
York: Guilford Press.

Willett, J. B., Singer, J. D., & Martin, N. C. (1998). The design
and analysis of longitudinal studies of development and
psychopathology in context: Statistical models and methodolog-
ical recommendations. Development and Psychopathology, 10,
395–426.





241

CHAPTER 10

Social Development and Social Relationships
in Middle Childhood

SUSAN M. MCHALE, JACINDA K. DARIOTIS, AND TINA J. KAUH

THE SOCIAL ECOLOGY OF MIDDLE CHILDHOOD 243
Models of the Social Ecology of Childhood 243
Children’s Daily Activities 244

SOCIAL DEVELOPMENTAL PROCESSES IN
MIDDLE CHILDHOOD 246
Social Cognition and Social Competence During

Middle Childhood 246
Emotional and Social Development: Self-Regulation and

Self-Control in Middle Childhood 249
Summary 251

SOCIAL RELATIONSHIPS AND DEVELOPMENT IN
MIDDLE CHILDHOOD 252
Children and Their Parents 252
Children and Their Peers 255
Children and Their Siblings 257
Summary 259

CONCLUSIONS 260
REFERENCES 260

Middle childhood is a time of considerable change in chil-
dren’s social competencies and interpersonal relationships.
Descriptions of the salient features of this developmental
period highlight an expansion of the social world as children
spend increasing amounts of time outside their homes, away
from their families, at school, with peers, and in extracurric-
ular activities (Collins, 1984; Eccles, 1999). Learning to
interact effectively in these new and diverse social settings
is at the core of social development in middle childhood.
Building on conceptual models that emphasize adaptation
to interpersonal and setting demands as fundamental to social
behavior and social competence (Cairns & Cairns, 1994;
Ogbu, 1995; Rose-Krasnor, 1997), in this chapter we de-
scribe the nature of and influences on social development
between ages 6 and 12 years.

Although middle childhood is often viewed as a period of
consolidation between two periods of striking change (i.e.,
infancy and early childhood on the one hand and adolescence
on the other), both theoretical accounts and empirical evi-
dence highlight the unique developmental tasks that children
confront during the school-age years. From the realm of ego
psychology, the writings of Erik Erikson (1963) and Harry
Stack Sullivan (1953) stress the significance of experiences

in middle childhood for later healthful development. Erikson
portrayed this period as one focused on the development of a
sense of industry as children become competent at a range of
activities valued by the societies in which they live. Middle
childhood is a time when children become immersed in work:
schoolwork in the case of children living in industrialized
countries and paid labor in the case of children in developing
countries. In the context of new work roles, social behaviors
emerge, are practiced, and change, and their emerging social
competencies are an important component of children’s suc-
cessful task performance.

Sullivan (1953) described the importance of what he
termed the juvenile era (the early part of middle childhood) as
“the actual time for becoming social” (p. 227). Key to making
the transition into this developmental period are declines in
egocentrism and increasing awareness of others’ perspectives
brought about through association with age-mates. The social
developmental process continues in the preadolescent era
through the development of an intimate and egalitarian
relationship with a particular same-sex age-mate, or chum.
According to Sullivan, the chum relationship is central to
both the development of self-understanding and the individ-
ual’s later involvement in mature, close relationships. From
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Sullivan’s perspective, adaptations children make in the con-
text of their social interactions with a best friend define social
development in middle childhood.

A second perspective on development in middle child-
hood targets changes in children’s cognitive abilities. Jean
Piaget’s theory (Piaget, 1932) highlights advances in logical
reasoning, problem solving, and the ability to think about
abstract representations. Metacognitive skills—which allow
children to step back and think about their thoughts, plans,
and activities—also develop at this time (Flavell, 1976).
Piaget, like Sullivan, highlighted the accommodations chil-
dren make in the course of social exchanges with peers as an
important impetus for cognitive growth. Later in this chapter
we consider how children’s emerging understandings of self,
other, and the social world have implications for their social
behavior and relationships.

In contemporary research, the work of Robert Cairns and
colleagues (Cairns, 1991; Cairns & Cairns, 1994; Cairns,
Gariepy, & Hood, 1990) has contributed conceptually and
empirically to our understanding of social behavior and de-
velopment. Basing their ideas on a series of human and com-
parative studies, Cairns and colleagues argue that adaptations
in social behavior arise out of a tension between forces for
continuity and forces that promote novelty and change
(Cairns et al., 1990). With respect to the experiences of the
individual in the context of interpersonal interactions, for ex-
ample, Cairns (1991) explains that “a special feature of social
behavior is the ability to adapt to changing circumstances
while simultaneously maintaining internal coherence and
dyadic organization in action. Social behaviors are jointly
determined from within and without, yet there is both intra-
personal synchrony and interpersonal integration. Despite
having to serve two masters simultaneously—or because of
it—the system is kept reasonably stable as well as reasonably
plastic” (p. 25). One reason that the study of social behavior
is important is that external influences on individual develop-
ment can be directly observed in the behavioral accommoda-
tions that appear during the course of social exchange.

Stepping back to consider the larger picture of development
and change, Cairns et al. (1990) highlight a second set of
tensions that control the emergence of novelties in the devel-
opment of the individual and in the evolution of the species.
Although evolution and development are conservative
processes, these authors argue that “. . . there must be avenues
for rapid change both in ontogeny and in microevolution if be-
havioral systems are to be functional in time and space” (p. 62).
From this perspective, the study of social behavior also is im-
portant because its inherently accommodating function makes
social behavior the leading edge of the adaptations that consti-
tute individual development and microevolution.

These ideas—core to a psychobiological approach to the
study of development—imply several challenges for an
analysis of social development in middle childhood. The psy-
chobiological concept of development not only directs atten-
tion to understanding continuities in development, but also
emphasizes the search for novelty and change. We therefore
ask the following question: In the face of the consolidation of
earlier skills and abilities that characterizes middle child-
hood, what are the emergent features of social development
that also define this developmental period? A psychobiologi-
cal framework also highlights the web of coacting influences
that guide the course of social development—influences
ranging from the biological to the contextual and including
the active, mediating role of children’s own constructions of
their social worlds and their social experiences (Cairns &
Cairns, 1994; Lerner, 1982). In this chapter we review factors
that influence developmental and individual differences in
children’s social behavior and social experiences; in the face
of models that highlight coacting influences on children’s
social functioning, documenting the workings of these
processes is a complex effort whose goal remains elusive.

Eisenberg (1998) recently provided an insightful analysis
of emerging themes in research within the broad domain of so-
cial, emotional and personality development. First, Eisenberg
noted the attention paid in recent research to external influ-
ences on children’s social development, particularly in studies
of the ways in which features of the larger social context
influence children’s social experiences. Reflecting the field’s
increasing appreciation of the network of influences on chil-
dren’s social development, Eisenberg also highlighted a focus
on within-individual processes, including biological, emo-
tional, and cognitive factors in children’s social behavior and
development. With respect to these within-individual devel-
opmental processes, another research emphasis noted by
Eisenberg pertains to self-regulation processes—specifically,
developmental changes in the integration of external and self-
control across the course of childhood. Studies of regulatory
processes provide a window on changes during middle child-
hood in the nature and significance of children’s active role in
their own experiences and development. Yet another impor-
tant theme in recent literature is the importance of the role of
interpersonal relationships in children’s social development.
Finally, Eisenberg stressed the importance of questions of
process—that is, the delineation of mechanisms through
which internal and external influences operate together to
produce individual differences and developmental changes
in children.

A discussion of the complete range of social developmen-
tal phenomena is beyond the scope of this chapter; readers are
directed to the recent review chapters on topics ranging from
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emotion and prosocial development (Eisenburg & Fabes,
1998; Saarni, Mumme, & Campos, 1998), to peer relation-
ships (Rubin, Bukowski, & Parker, 1998) and family influ-
ences (Bugental & Goodnow, 1998; Parke & Buriel, 1998)
in the Handbook on Child Psychology for in-depth analyses
of issues in children’s social development. In reviewing re-
search on social development here, we have chosen topics
relevant to many of the themes of contemporary research on
social development highlighted in Eisenberg’s analysis of the
field. We begin broadly with a picture of the social ecology of
middle childhood; one goal of this discussion is to direct at-
tention to the diversity of settings in which children spend
their lives. Specifically, we consider models for conceptualiz-
ing and measuring children’s social ecologies, and we review
research on children’s everyday activities as one instantiation
of an ecological perspective on children’s social develop-
ment. We then turn our attention to studies of individual
developmental processes that constitute the bulk of extant
research on social development, focusing on two domains—
social cognitive development and emotion regulation—as
examples of such developmental processes. Our review high-
lights how these processes unfold during middle childhood,
what factors influence individual differences in these do-
mains, and how these processes are tied to children’s social
experiences and competencies. Our survey of ecological
and individual factors in social development provides a
grounding for a discussion of children’s interpersonal
relationships—specifically, their parent-child, peer, and sib-
ling relationships—in the final section of this chapter. A focus
on children’s social development implies an analysis of the
emerging social competencies and behaviors of the individ-
ual child, but the study of social relationships also demands a
dyadic level of conceptualization and analysis (Hinde, 1979).
As we note, studying children’s individual development
in the context of their interpersonal relationships is not
the same as studying the development of children’s interper-
sonal relationships. Furthermore, as our review reveals,
we know somewhat more about the former than about the
latter.

THE SOCIAL ECOLOGY OF MIDDLE CHILDHOOD

The contexts of children’s social development are as diverse
as they are dynamic. For example, in the space of a generation
or two, the family setting for European-American middle-
class children (the focus of most extant research on social
development) has changed dramatically in at least two impor-
tant ways: the involvement of their mothers in the labor force
and the likelihood that youth will spend at least some of their

childhood in a single-parent or stepfamily. For U.S. children
as a whole, between 1940 and the mid-1990s the rate of
maternal employment went from less than 10% to greater than
70% (L. W. Hoffman & Youngblade, 1999). Furthermore,
whereas fewer than 10% of children were living in a single-
parent family in 1960, by the mid-1990s that figure reached
almost 35% (Hernandez, 1997). Changing family demo-
graphics make for changes in the socialization agents and in-
stitutions of childhood: stepparents and siblings, after-school
child care programs, and caregivers figure in the social expe-
riences of greater numbers of U.S. children, thereby increas-
ing the diversity and complexity of their social ecologies.

Possibly even more significant are analyses that have
alerted researchers to large populations of children in the
United States who traditionally have been neglected in child
development research—including children living in poverty,
who constitute more than 20% of children in the United
States, and children of ethnic minority status, who constitute
almost 45% of children in the United States (Hernandez,
1997). In the face of recent efforts directed at their study, we
still know very little about the social ecologies of these chil-
dren’s lives. When one considers that children in developed
countries—where most child development research has been
conducted—constitute less than a fifth of the world’s popula-
tion of children, it becomes evident that our field faces an im-
portant challenge as researchers seek to document the range
of social development experiences that characterize middle
childhood.

Models of the Social Ecology of Childhood

In his 1979 volume, The Ecology of Human Development,
Urie Bronfenbrenner laid out his influential model of contex-
tual influences on the developing child, a model that high-
lighted contexts ranging from the everyday settings in which
children spend their time—such as the family, peer group, or
school—to larger cultural-societal systems that exert their
impact by virtue of the structure, expectations, and meanings
they impose on children’s everyday settings and experiences.
From the field of cultural anthropology come theoretical con-
structs such as the ecological niche (Weisner, 1984), which
provide a framework for operationalizing and measuring the
ecologies of middle childhood. According to Weisner, the
ecological niche refers to the social and cultural environment
within which a child and his or her family are embedded. The
term niche highlights the dynamic and adaptive nature of
the social-cultural environment. The evolution of the niche
comes about as a function of subsistence demands that oper-
ate within a given physical, political, and social setting; chil-
dren and their families adapt to the demands of the setting but
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also act on their settings to effect change. Furthermore, the
ecological niche includes not only the physical environment,
but also the goals, motivations, and scripts of the individuals
within that setting.

Weisner (1984) defined five categories or clusters of niche
characteristics that provide challenges to and supports
for children’s development; the everyday behavioral adapta-
tions children make to these setting demands are at the heart
of their social development. The first includes factors related
to the health and mortality of the child’s social group. Fea-
tures of the context, ranging from health care availability to
dangers in the community—in forms ranging from predators,
to warfare, to traffic laws, to the availability of bicycle
helmets—fall into this category; learning the social rules and
scripts a society has developed to negotiate these setting fea-
tures is an important component of social development in
middle childhood. The second category has to do with the
provision of food and shelter. What kinds of work parents do
and when they do it, parents’ expectations for their children’s
future roles as workers, and—as we shortly consider later in
some detail—children’s own role in the family economy are
context characteristics with implications for children’s social
experiences and development. A third set of niche character-
istics highlights the “personnel” involved in children’s every-
day activities and the kinds of caregiving activities those
individuals undertake. The extent to which children spend
time with adults, other children, or both, in relative isolation
or in groups are some of the ways in which niches can be
distinguished. Such a focus highlights the different social op-
portunities of children in different ecologies. Related to the
issue of personnel present is the role of women in the com-
munity and the extent to which distinctions are made in the
opportunities and expectations for males versus females in a
society; such patterns will be central to children’s everyday
social experiences, as well as to their images of their future
roles in adulthood. A final category has to do with the avail-
ability of alternative cultural models—that is, the extent to
which variations in the characteristics previously outlined
exist within a community or are evident from without;
children’s experiences vis à vis alternative models affect the
way they interpret the social demands of their own settings,
as well as their ideas about their own developing roles and
competencies.

The elements of children’s social ecologies outlined by
Weisner define a broader range of life circumstances for chil-
dren than is common in most accounts by developmental
scholars who study children’s social development. Efforts
to capture variation in children’s life circumstances often
have relied on global indexes such as social class or ethnic
background—what Bronfenbrenner and Crouter (1983) refer
to as “social address variables.” As Weisner (1984) argued,

measuring features of the ecological niche directly allows the
researcher to “decompose global descriptors like socioeco-
nomic level into much more complex set of measures. In
addition, measures derived from ecocultural niche domains
are more likely to reveal the mechanisms by which class or
education produce their effects on children.” This is because
elements of the ecological niche have direct implications for
children’s everyday experiences including (a) the activities
and tasks in which children spend their time each day,
(b) children’s companions in their everyday activities, and
(c) the cultural scripts that provide the meaning and motiva-
tion for children’s everyday experiences.

Children’s Daily Activities

In research on cross-cultural differences in children’s time
use, we see how features of the ecocultural niche shape chil-
dren’s everyday activities in ways that are likely both to
reflect and to have important implications for children’s so-
cial development (Bronfenbrenner, 1979; Larson & Verma,
1999). Reviewing the literature on how children and adoles-
cents spend their time, Larson and Verma highlight as fore-
most in importance differences in the relative amounts of
time children spend on work and leisure that distinguish chil-
dren and youth from industrial, preindustrial, and transitional
societies. Cross-cultural analysis of the nature of and balance
between children’s work and leisure shows how these areas
change between early childhood and adolescence and how
they are tied to the subsistence demands and associated mate-
rial conditions of families and communities. Societies also
differ markedly in the extent to which children’s work and
leisure—and the balance between the time spent in each—are
sex-typed.

Within the sphere of work, children’s activities can be
divided into work activities that contribute to economy of
their families, including unpaid domestic work (household
chores, sibling caregiving), wage-earning activities (which
usually take place outside the home), and “work” activities
that are designed to promote children’s individual develop-
ment and skills such as schoolwork (Larson & Verma, 1999).
In industrialized societies, where making a living requires
specialized skills, children’s work comes predominantly in
the form of schoolwork. Data from a range of cultures reveal
that children in nonindustrial societies—girls in particular—
may spend half their waking hours doing housework; how-
ever, among children in industrial societies who attend
school, the average child spends less than half an hour a day
on household chores (Goodnow, 1988; Larson & Verma,
1999; Medrich, Roizen, Rubin, & Buckley, 1982). These
differences in time use have implications in such areas as the
kinds of social rules and scripts children learn, their everyday
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social partners, their family roles as economic contributors
versus “ornaments” (Zelizer, 1985), and their expectations
regarding their future roles as adults. In turn, their social
competencies will be an important element in children’s
success in their everyday work activities. Sex differences in
children’s work are striking: Whereas girls tend to spend
more time than boys do in housework, boys tend to be more
involved than girls are in wage-earning jobs. In the United
States, common paid jobs during middle childhood are paper
routes and babysitting (Medrich et al., 1982), but elsewhere
around the world, middle childhood is the time when children
begin working for pay in factories, in agriculture, and on the
street (Larson & Verma, 1999). Despite variations in the form
work takes, across diverse settings, middle childhood is the
time at which children’s work responsibilities begin to com-
prise a significant portion of their waking hours: By this met-
ric, middle childhood can indeed be described as a period of
industry (Erikson, 1963).

On the other hand, the meanings attributed to children’s
work—both their schoolwork and their labor—vary con-
siderably within and across cultures. Moreover, it is in the
meaning of children’s work that cultural values—particularly
those of individualism versus collectivism—inhere. Recently
researchers have given more attention to the meanings
and motivations for work—both household work and
schoolwork—undertaken by children in Western societies.
The results of this research suggest that the developmental
implications of children’s work vary considerably as a func-
tion of whether work is seen as directed at fulfilling personal
versus family needs and goals. When differences emerge, it
appears that a collectivist (as opposed to an individualistic)
orientation promotes developmental advantages in the form
of prosocial development and individual well-being and
achievement (Goodnow, 1988; Weisner, 1984).

The amount of free time available for children to spend in
play and leisure activities also varies considerably around the
world. Larson and Verma (1999) suggest that among some
nonindustrialized societies, availability of free time is sex-
typed, with boys having up to twice as much free time as
girls. Subsistence opportunities and demands are probably
the most important factor in explaining children’s free time in
nonindustrialized societies; when employment and economi-
cally productive opportunities for children’s relatively un-
skilled labor are available, children have less time for play
and leisure. Children in the United States are notable for the
sizable quantity of their free time—up to 50% of their waking
hours (Larson & Verma, 1999). Across middle childhood, the
nature of children’s leisure changes in potentially important
ways, from more time spent in relatively unstructured play
(e.g., sociodramatic play, play with toys) to more time spent
in organized activities away from home, for example, in the

form of clubs or team sports (Medrich et al., 1982; Newson &
Newson, 1976; Posner & Vandell, 1999; Timmer, Eccles, &
O’Brien, 1985). Despite its significance in the ecology of
everyday life, however, we know little about the implications
of free time use during middle childhood for children’s social
development. Free time may be a source of stress to the
extent that children are hurried by frenetic schedules of ex-
tracurricular activities (Elkind, 1981)—a missed opportunity
for cognitive development to the extent that it takes children
away from schoolwork (Stevenson & Lee, 1990), or free time
may present an opportunity to develop social competencies
and interpersonal ties (Larson & Verma, 1999; Werner,
1993).

Along with changes in what children do with their free
time and where they spend it come changes in the social con-
texts of children’s leisure activities. As children move toward
adolescence, an increasing amount of their time is spent with
peers, outside the direct supervision of parents (Collins,
Harris, & Susman, 1995; Parke & Buriel, 1998). Conse-
quently, parenting from a distance by acquiring information
about children’s activities and companions and helping to
organize children’s involvement in social activities outside
the home becomes an increasingly important component of
child-rearing activities for parents during middle childhood.
Children who spend their free time in sports and organized
activities are likely to do so in the company of nonparental
adults who can play an important role as mentors and sources
of support; these social opportunities may be particularly
important for children in troubled family circumstances
(Werner, 1993). One of the most dramatic features of middle
childhood—and one that distinguishes this period from early
childhood on the one hand and adolescence on the other—
is the extent to which peer experiences are sex-segregated
(Maccoby, 1990). As we note in our discussion of peer rela-
tionships later in this chapter, sex segregation in the peer
group during middle childhood is a phenomenon that has
been observed in cultures around the world. The social con-
texts of children’s everyday activities both reflect and have
implications for an important domain of social-psychological
functioning—children’s gender role development (Maccoby,
1998).

In sum, in contrast to what we have learned in recent
decades about normative (within-individual) social develop-
mental processes, we know much less about the everyday
lives of children—including what they do, where they go,
and with whom they spend their time. Furthermore, even less
is understood about the social developmental implications
of children’s everyday activities (see McHale, Crouter, &
Tucker, 2001; Posner & Vandell, 1999, for some exceptions).
An important direction for future research will be to describe
how the ecologically grounded meanings and motives for
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children’s activities mediate the links between children’s
time use and their social functioning and adjustment. Also
needed is research on how patterns of everyday activities
develop in different ecological niches.

Children’s everyday activities, including their task and in-
terpersonal demands are a forum within which children’s so-
cial behavior emerges, is practiced, and changes. Within the
individual, however, developmental processes also shape and
set constraints on social behavior and relationship experi-
ences, and these processes provide a foundation for the de-
velopment of social competence. Indeed, as we have noted,
most of the research on children’s social development high-
lights this latter focus on within-individual processes. It is to
these developmental processes—specifically children’s so-
cial cognitive development, their emotion regulation abili-
ties, and these abilities’ role in the development of social
competence—to which we now turn.

SOCIAL DEVELOPMENTAL PROCESSES
IN MIDDLE CHILDHOOD

Social Cognition and Social Competence
During Middle Childhood

Middle childhood is a period during which children become
better able to reason and think logically, no longer relying on
superficial qualities or characteristics as the basis for their
problem solving (Piaget, 1932). The emergence of logical
reasoning abilities coincides with a decline in egocentrism
and with the development of social perspective-taking abili-
ties (Grusec & Lytton, 1988); these changes have implica-
tions for children’s self-awareness, self-understanding, and
self-evaluation abilities (Harter, 1999). Children’s social
understanding—in combination with their emerging sense
of self—undergird the social comparison skills that also
develop during middle childhood. Indeed, one skill that coa-
lesces in middle childhood is children’s ability to use infor-
mation from social comparisons in self-evaluations (Harter,
1999; Ruble, 1983). The array of social cognitive abilities
that emerges in middle childhood is both cause and conse-
quence of children’s involvement in an expanding and
increasingly complex social world.

Research on how cognitive developmental changes are
linked to children’s social understanding is one area in which
researchers have focused almost exclusively on European-
American children; except in the domain of moral develop-
ment, we know little about how the nature of or the demands
on children’s social understanding vary across age in di-
verse cultural settings. Furthermore, although Piagetian ideas

served as a basis for early empirical studies of social cognitive
development in middle childhood, contemporary researchers
have moved away from such broad developmental models in
order to examine developmental processes within specific
areas of functioning (e.g., perspective taking, moral develop-
ment). In addition, researchers have incorporated new frame-
works of cognitive development—specifically, information
processing models—into their conceptualization and study
of social cognitive development. In the following discussion
we consider three areas of study highlighted in work on
children’s social cognitive development: the development of
children’s perspective-taking abilities, their prosocial disposi-
tions, and their social information-processing skills.

Development of Perspective-Taking Skills

Selman (1980) described social development in terms of
qualitative changes in children’s ability to understand the
perspectives of others. Specifically, he argued that children’s
social understanding progresses through an invariant se-
quence of stages marked by distinct and universal patterns of
thinking. In contrast to cognitive developmental changes as
outlined by Piaget, however, Selman emphasized that “social
perspective taking involves a developing understanding of
the intrinsic psychological characteristics and capacities of
individuals, not just the complex coordination of decentered
cognitive operations, that is, it has an intrinsically social
component . . . the social or psychological content is inex-
tricable and equally as important as the logical or operational
structure which may in turn be its basis” (Selman, 1980,
p. 22). Likewise, according to Selman, shifts in perspective-
taking abilities result as a function of the interaction between
children’s cognitive development and their interactions in
their social environments. By middle childhood—through
the role-playing of familiar social roles, for example, in
play—children gain skills that allow them to realize that two
individuals can have different interpretations of the same
event. By around age 10, when children tend to be immersed
in more coordinated and organized activities such as games,
clubs, or sports, they are able to understand others’ perspec-
tives as well as their own. By the end of middle childhood,
Selman argues, children have the ability to simultaneously
consider multiple social perspectives and abstract societal
norms.

Changes in perspective-taking ability have implications
across multiple domains, including the development of the
self system and experiences in close friendships, peer-group
relations, and parent-child relations (see Selman, 1980, for a
detailed discussion of these domains). For instance, Selman
suggests that shifts in perspective-taking ability during
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middle childhood allow for more elaborated understanding
of the internal and external selves; such understanding has
important implications for self-consciousness, including
notions of an imaginary audience and personal fable that
emerge in adolescence (Vartanian & Powlishta, 1996). As
with other research on children’s social cognitive develop-
ment, however, research on perspective taking generally has
been limited to a focus on White, middle-class children in
the United States. Moreover, although a number of studies
have provided empirical support for Selman’s model of pro-
gressive sophistication in perspective-taking ability (e.g.,
Gurucharri, Phelps, & Selman, 1984), some recent research
suggests that perspective-taking abilities may emerge in
particular domains (e.g., visual or spatial) earlier than Selman
had originally suggested (Miller, Holmes, Gitten, & Danbury,
1998; Taylor, 1988), and that child-specific characteristics
may play an important role in the development of these abil-
ities (e.g., Miletic, 1996). Furthermore, intervention-oriented
studies suggest that training and practice can improve
perspective-taking abilities (Chalmers & Townsend, 1990;
Lane-Garon, 1998). Researchers have begun to examine the
implications of perspective-taking ability for ethnic identity
development as a way to enhance exploration opportunities
that minority children need for identity achievement later in
adolescence (Markstrom-Adams & Spencer, 1994; Quintana,
Castaneda-English, & Ybarra, 1999).

Development of Prosocial Cognition and Behavior

Children can use their social cognitive abilities in more or
less positive ways; they may direct their abilities to achieve
self-, other, or mutual goals. The study of children’s prosocial
dispositions—which define the goals and motivations for
children’s social behavior—encompasses research on the
development of moral judgment and moral behavior in
children. Although they are conceptually related, research in
these two areas has been conducted within two distinct
traditions.

The study of moral development has focused on children’s
moral judgments and cognitive developmentally based
changes in children’s understanding of right and wrong.
Based on his early studies, Piaget (1932) argued that middle
childhood marks shifts from an heteronomous stage, in which
children’s moral values develop out of a unilateral respect
for authority, to an autonomous stage, in which conceptions
of reciprocity and equality emerge. Consequently, during
middle childhood, rules previously perceived as fixed are
now seen as more fluid and based on internalized standards.
These changes are associated with children’s cooperation and
perspective-taking skills and are brought about by increased

peer interaction in an expanding social world (Piaget, 1932).
Kohlberg (1976) built on Piaget’s ideas, proposing a three-
level model of the development of moral judgment directed
toward the achievement of a postconventional moral orienta-
tion, in which individual, self-chosen principles prevail. In
outlining his developmental model, Kohlberg claimed that
members of all cultures follow the same universal, invariant
sequence of stages moving toward the same universal ethical
principles. Kohlberg and Kramer (1969) also suggested that
females were less likely than were males to reach the highest
level of moral development, although few studies have found
substantial sex differences.

Reviewing research that has tested Kohlberg’s model,
Snarey (1985) found evidence substantiating Kohlberg’s
model across diverse cultures ranging from tribal villages to
industrialized cities. Snarey found, however, that cultural
groups that value collective solidarity rather than individual
rights and justice were significantly less likely to achieve
Kohlberg’s postconventional moral level. Similarly, Gilligan
(1982) argued that Kohlberg inadequately described female
moral development, which—in contrast to Kohlberg’s focus
on moral justice—follows an alternate path focusing on the
morality of care and responsibility for others. Gilligan sug-
gested that these differential paths emerge as a result of the
greater concern females give to relationships, caregiving, and
intimacy. Eisenberg et al. (1987) found evidence supporting
Gilligan’s assertions in a longitudinal study following chil-
dren from middle childhood into adolescence.

Gilligan’s work was one impetus for a reinterpretation of
moral development among some theorists who view moral
values as consisting of distinct domains that research has
often mistakenly lumped together (Turiel, 1994). In some
cultures, for instance, the moral domain consists of justice-
related issues involving individuals’ rights or welfare,
whereas the societal domain consists of rules dictating social
conventions or norms, such as gender roles. Research sug-
gests, however, that welfare and the law may not be culturally
universal principles for basing evaluations in the moral
domain (Nisan, 1987). In the United States, Smetana and
Braeges (1990) found that children can distinguish between
these two domains by early childhood, but their distinctions
become more consistent across criteria with increasing age.
Arsenio and Ford (1985) suggest further that children come
to distinguish between these two domains via the greater
affect related to moral transgressions relative to that associ-
ated with social norm violations.

Studies of empathy move analyses from a focus on chil-
dren’s prosocial cognitions to the study of their prosocial
feelings and behavior, which Eisenberg et al. (1999) suggest
may reflect personality dispositions formed during childhood
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that remain relatively stable into adulthood. Empathy repre-
sents an individual’s emotional response to another’s emo-
tional state and has been the focal point of studies examining
prosocial behavior during childhood (Bengtsson & Johnson,
1992; Eisenberg et al., 1999; Litvack-Miller, McDougall, &
Romney, 1997). Some studies suggest that empathy tends to
be stronger in girls than in boys (Zahn-Waxler, Friedman, &
Cummings, 1983), and this work shows that empathic re-
sponses include multiple reactions, such as personal distress
and sympathy (Eisenberg et al., 1999). M. L. Hoffman (1982)
proposed that social cognitive development and emotion
processes interact to explain empathic reactions; emotional
and social perspective-taking skills—which more fully de-
velop during middle childhood—mediate affective arousal
and thus influence the intensity of the empathic response.
Therefore, children who are better able to see others’ points
of view experience greater empathy and are more likely to
help others out of sympathy rather than as an attempt to alle-
viate personal distress (Eisenberg et al., 1999). Numerous
studies have documented links between perspective-taking
skills, empathy, and prosocial behavior among school-
aged children across cultures and socioeconomic levels
(Bengtsson & Johnson, 1992; Carlo, Knight, Eisenberg, &
Rotenberg, 1991; Garner, 1996; Litvack-Miller et al., 1997).

Although the relationship between empathy and prosocial
behaviors becomes stronger with age (e.g., Eisenberg et al.,
1999), Blasi (1980) argued that a variety of situation-
specific factors—such as the genuineness and urgency of
the other’s needs—mediate the relationship between moral
judgment and moral behavior and become increasingly
important with age. Blasi (1980) also suggested that devel-
opmental changes in middle childhood have significant im-
plications for the extent to which children enact their moral
cognitions and feelings. For instance, children who lack
perspective-taking abilities will be less likely to behave
prosocially when self-needs compete with others’ needs.
Grusec (1983) proposed that children’s socializing agents
can play an important role by establishing social scripts or
schemas of prosocial behavior and by encouraging chil-
dren’s use of those scripts during social interactions. It is
important that children learn to adapt their social scripts to
the needs and expectations of their social partners and to the
demands of their immediate settings within a larger system
of social values and beliefs.

Development of Social Information-Processing Skills

An information-processing approach to explaining children’s
social development differs from a cognitive developmental
approach in several important ways. Researchers in this

tradition begin with a precise analysis of particular social
tasks facing a child; these investigators’ primary goal is to
learn how children use the information available to them in re-
sponding to task demands. Changes in children’s behavior—
due to intervention efforts or to everyday experiences—are
thought to be a function of changes in children’s content
knowledge about a task and their strategies for using task-
related information.

Several social information-processing (SIP) models of
social cognitive development have been proposed to explain
the links between the ways in which children interpret or
understand social behaviors and cues, children’s resulting so-
cial behaviors, and—in turn—their social adjustment. Crick
and Dodge (1994), for example, outlined one SIP model that
suggests that children, whose abilities at any given age are lim-
ited by biologically based constraints, enter social situations
with a database of past experiences, including memories, rules,
social schemas, and social knowledge. During social interac-
tions, children go through a series of steps including encoding
and interpreting social cues, clarifying their goals for social in-
teraction, accessing possible behavioral responses, choosing a
response from their pool of choices, and then enacting their
chosen response. When children search their database for pre-
viously applied responses, the database conversely stores in-
formation regarding the current situation for future use.

SIP models such as the one just described have been used
extensively in the study of socially maladjusted children, par-
ticularly those who are highly aggressive. The results from a
series of studies of U.S. children suggest that those with poor
social adjustment and skills may suffer from distortions or
deficits in their information-processing skills at one or more
of the steps of information processing (Crick & Dodge,
1994). For instance, researchers have identified attributional
biases in rejected and/or aggressive children who exhibit a
greater tendency to see hostile intentions as the cause of
others’ behaviors toward them (Dodge, 1980; Quiggle,
Garber, Panak, & Dodge, 1992). Other evidence suggests that
these kinds of inaccurate attributions may be specific to chil-
dren who display reactive or retaliatory aggression (Crick &
Dodge, 1996). Here, children’s strategies for interpreting
social cues are perceived to be faulty, and thus intervention
efforts should be directed at changing the way children
understand others’ behaviors.

In contrast to the idea that deficits in social cognitive abil-
ities give rise to social adjustment problems, recent research
suggests that some aggressive children might actually be
manipulative experts in social situations. Sutton, Smith, and
Swettenham (1999), for example, found that 7- to 10-year-old
“ringleader bullies” scored higher on tests of perspective-
taking than did “follower bullies” (bully-supporters), victims,
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or even children who defended victims. These ringleaders
were essentially best at understanding the mental states, be-
liefs, and emotions of others, suggesting that this particular
group of aggressive children may be advanced in some
elements of their social knowledge. Thus, whereas social in-
formation processing models provide an account of how chil-
dren’s social understanding may be linked to their ability to
negotiate social interactions effectively, other kinds of mod-
els are needed to explain individual differences in children’s
motivations and goals for their social interactions and rela-
tionships. Furthermore, although information processing
models make assumptions that cognitive abilities and skills
are maturationally constrained and improve across develop-
ment, explanation of the sources of such developmental
changes awaits further study. An important direction for SIP
research is to examine the applicability of these kinds of mod-
els across a range of cultural and subcultural contexts.

Emotional and Social Development: Self-Regulation and
Self-Control in Middle Childhood

Emotion is commonly conceived as a motivational force
underlying social behaviors, and expression of emotion is a
central component of social interaction (Eisenberg, 1998;
Saarni et al., 1998). According to Sarni et al., emotion is
“the person’s attempt or readiness to establish, maintain, or
change the relation between the person and the environment
on matters of significance to that person” (p. 238). Emotion
regulation in turn involves a dynamic process of matching
intrinsic reactive tendencies and coping strategies with envi-
ronmental stressors and coping resources on the one hand,
and norms about appropriate emotional expression on the
other (Eisenberg, 1998; Saarni et al., 1998). A body of studies
on the development of emotion regulation documents that
children who effectively regulate their emotions and
their emotion-related behaviors via a diverse and flexible
repertoire of responses—tailored to contextually grounded
demands and motives—are more socially competent
(Eisenberg, 1998; Parke, Burks, Carson, Neville, & Boyum,
1994; Saarni et al., 1998).

Changing patterns of everyday activities during middle
childhood—including spending more time outside the home
and away from direct parental supervision—mean that
children must learn to manage their own emotions. In child-
hood, effective emotion regulation is reflected in children’s
control over when and how they express their emotions, as
well as in children’s expanding opportunities and abilities to
pick niches—including particular activities or specific social
settings—whose demands fall within the range of their cop-
ing and self-control abilities (Eisenberg, 1998; Skinner &

Wellborn, 1994). A larger social world also means that chil-
dren confront increasingly varied behavioral repertoires in
their social partners and encounter new requirements for
emotion expression and regulation. As children move into
new and more varied settings, they learn that they must adapt
their emotion expression to contextual demands.

In the following pages we describe factors that influence
emotion regulation during middle childhood; we also high-
light the implications of emotion regulation processes for
children’s social competence and adjustment. Characteristics
of the individual that have implications for emotion regulation
include developing cognitive abilities, which, for example,
allow children to recognize emotions in themselves and others
or anticipate reactions by others (Dodge, 1989; Parke et al.,
1994; Saarni et al., 1998). Individual differences in tempera-
ment also play a role, for example, in the intensity of a child’s
reactions to social experiences or the degree to which children
attend to and learn from socialization efforts (Skinner &
Wellborn, 1994). Factors from without or extrinsic factors
range from the emotional climate, to the demands of proxi-
mate environments, to the availability of role models of ap-
propriate emotional expression (Dunsmore & Halberstadt,
1997; Sarni et al., 1998). Such factors also include the behav-
ior of the social partners who elicit emotional reactions from
children, children’s experience of stressful life events, and cir-
cumstances that may place extra demands on children’s regu-
lation capacities (Skinner & Wellborn, 1994). These personal
and interpersonal processes in turn take place within contexts
(family, peer group, school) that define specific but potentially
very different ranges of appropriate emotional expression.
This area of study is a broad and burgeoning one with a heavy
emphasis on the study of infants and young children (detailed
analyses of development in this domain can be found in re-
views by Eisenberg 1998; Fox, 1994; Saarni et al., 1998;
Thompson, 1991).

Intrinsic Factors in Emotion Development

Intrinsic factors that underlie emotion and emotion regulation
help to establish children’s social interaction styles and
thresholds for social stressors. Some of these factors have
documented biological substrates and include genetic factors
undergirding individual differences in temperament, sex
differences in boys’ versus girls’ emotion behavior, and matu-
rational factors that govern cognitive developmental changes
in self-understanding, -regulation and -control.

Temperament can be defined as differences in reactivity,
including children’s disposition toward impulsivity or inhibi-
tion; temperamental characteristics contribute to individual
differences in self-regulatory behaviors, such as arousal
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threshold and reaction duration and intensity (Eisenberg,
1998; Saarni et al., 1998). Children with high emotional in-
tensity may be inclined toward less effective coping strate-
gies and less attention control, and those who are easily
distracted or prone to arousal may be less successful at at-
tending to and processing signals from others (Eisenberg,
1998). Of significance is that individual differences in chil-
dren’s dispositions toward emotional expression—grounded
in temperament—mean that the effects of socialization
efforts or contextual demands will vary considerably across
children. The goodness of fit between a child’s temperament
and environmental demands (e.g., expectations, stressors)
determines how much tailoring a child must do to accommo-
date successfully to a given social context (e.g., Lerner,
1982).

Sex differences in children’s emotion-related social cogni-
tive abilities are not widely apparent; girls and boys are
equally capable of encoding and decoding emotion and of
developing emotion-coping repertoires. Nonetheless, girls
and boys may evoke contrasting gender socialization efforts
regarding their emotionality and emotion expression. With
respect to their strategies for coping with stress, girls are
more likely to use emotion-focused coping strategies,
whereas boys are more likely to use problem-solving strate-
gies (Saarni et al., 1998). Sex differences in adjustment that
have emotion-related components are also widely evident
and become more pronounced toward the end of middle
childhood, with girls more inclined to exhibit internalizing
problems such as low self-esteem or depression, and boys
more inclined to exhibit externalizing problems such as phys-
ical aggression or thrill-seeking behavior.

Cognitive developmental processes constitute an additional
set of intrinsic factors that undergird emotional regulation. For
example, during early childhood cognitive advances allow
children to recognize their emotional states; perspective-
taking skills, consolidated in middle childhood, mean that chil-
dren become better able to anticipate and understand the
expectations, reactions, and behaviors of others. Cognitive ad-
vances also provide for more sophisticated social cue recogni-
tion and interpretation and greater sensitivity to both person
and situation signals. Children also become better able to
anticipate others’ emotional reactions and the consequences
for their own emotional displays and to understand the causes
of their own and others’ emotions (Eisenberg, 1998; Saarni
et al., 1998; Selman, 1980). Drawing upon their developing
meta-understanding of emotion, children expand their reper-
toires of coping strategies to include introspection (e.g., rein-
terpreting negative situations more positively), redirecting
attention, and arousal avoidance (Saarni et al., 1998; Skinner &

Wellborn, 1994). Children also recognize that their own and
others’overt reactions are not always consistent with felt emo-
tions. As a result of knowing that emotions and reactions
are sometimes disassociated, children learn to change their
reactions—despite feeling the same emotion—to conform to
situational demands and experience social approval. For ex-
ample, children bullied at school may exhibit courage, while
experiencing fear; in the face of failure and disappointment,
children learn to keep smiles on their faces.

Extrinsic Factors in Emotion Development

Between early and middle childhood, adult regulation of
children’s emotions and emotional expression transforms
into adult-child coregulation, and ultimately to children’s
self-regulation of their emotion experiences (Collins, 1984).
Some researchers have targeted the family—in particular,
parent-child interactions—as the root of emotion and emo-
tion regulation (Dunsmore & Halberstadt, 1997; Eisenberg,
1998; Thompson, 1991). For example, children’s expecta-
tions regarding their own and others’ emotional displays and
reactions may be influenced by their exposure to models of
emotional expressiveness within the family. In the family
context, children learn values and norms about appropriate
emotional displays and about their own responsibility for
their emotional expression (Dunsmore & Halberstadt, 1997;
Saarni et al., 1998). Some work suggests that when parents
are overly restrictive of their children’s emotional displays,
children’s social competence may be impaired (e.g.,
Gottman, Katz, & Hooven, 1997). In addition, family inter-
actions provide children with practice at controlling and ex-
pressing their emotions and at reading the emotions of others
(Dunsmore & Halberstadt, 1997; Gottman et al., 1997; Parke
et al., 1994; Saarni et al., 1998). Finally, parents can help
children learn to avoid uncontrollable stressors by orchestrat-
ing their involvement in everyday activities and social con-
texts outside the home (Parke et al., 1994; Saarni et al.,
1998).

Whereas infants and young children require sensitive
adults to read and respond to their cues, by middle childhood
children can play a more active role in directing their every-
day experiences, such as by choosing activities, contexts, and
social partners that better support their emotional styles and
needs (Saarni et al., 1998). The expanding social world of
middle childhood, however, means that children must learn
and apply norms of emotion expression that vary across con-
text: What is permissible in the context of the family may dif-
fer markedly from what is appropriate in the peer group or at
school. Increasing autonomy and time spent outside of direct
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parental supervision also means that greater self-control is
required from children. The school setting is marked by
pressure for children to conform to behavioral expectations,
serving as a major motivation for self-regulation and con-
structive coping of emotion during the middle childhood
years (Saarni et al., 1998). The peer group is also an important
context for emotional development, and a number of studies
have documented that appropriate emotion regulation in the
peer group is linked to greater social competence and more
positive peer relationships (Rubin et al., 1998; Parker & Seal,
1996). An important consideration is that differences across
settings in what constitutes appropriate emotional expression
may be more pronounced for some children than for others;
likewise, the demands for self-control and constraints on
emotion expression in particular settings may or may not be
compatible with a child’s dispositions. For instance, children
reared by depressed parents or those who experience coercive
parent-child relationships may develop emotion expression
dispositions that involve withdrawal in the former case or es-
calation of negative emotion in the latter (Saarni et al., 1998;
Thompson, 1991). These types of emotion regulation, how-
ever, do not translate well to the school environment or to the
peer group and may result in social rejection or isolation. In
turn, rejected and isolated children miss opportunities to learn
different and adaptive social-emotional interaction styles
(Dunsmore & Halberstadt, 1994; Saarni et al., 1998).

Personal Characteristics, Socialization Influences, and
Contextual Demands: Interacting Influences on
Emotion Regulation

Developmental models highlight interactive processes in-
volving individual characteristics, learning and experience,
and the demands of the immediate setting in explaining social
behavior (Cairns, 1991). Because it is a period marked by in-
creased opportunities for independence and involvement in
new social settings, middle childhood may present a chal-
lenge for children’s emotion regulation in the form of poten-
tial inconsistencies between personal dispositions and past
learning on the one hand and the demands of new and imme-
diate settings on the other. Dunsmore and Halberstadt (1997)
propose that the match between familial emotional style of
expression, child predispositions, and extrafamilial contex-
tual demands will be an important determinant of effective
emotion regulation in children. Although Collins (1984)
suggests that a certain degree of inconsistency may enable
children to develop a more differentiated understanding of
the social world, children who experience less consistency
may have more difficulty regulating their emotions and may

require more resources—in the forms of social support or
coping strategies—to do so. Extant research provides scant
evidence about how to support children in their response to
the diverse and sometimes inconsistent demands for emotion
expression and regulation in their everyday experiences.
Such information would enhance our understanding of indi-
vidual differences in emotional regulation and provide
insights about potential avenues for intervention.

Summary

Research on children’s everyday social experiences and
social competencies during middle childhood highlights
the challenges children face as—with ever-increasing
autonomy—they navigate a more diverse and complex social
world. Maturing cognitive and physical abilities allow chil-
dren to undertake new and different kinds of activities in their
work and in their play; novel activity settings in turn place
demands on children’s social competencies; and it is in the
behavioral accommodations children make in adapting to
new settings that social development is manifested (Cairns,
1991). As such, an agenda for researchers studying social
development is to explore just how the demands of their
activity settings first elicit and then support adaptations in
children’s social behavior.

Recent theoretical efforts directed at defining social com-
petence highlight the importance of understanding children’s
social behavior in its larger context. Rose-Krasnor (1997),
for example, argues that social competence should be defined
as effectiveness in social interaction; competence can not
be evaluated independent of the social context because (a) the
context-dependent nature of social competence means that
behaviors that are effective in one context may not be so in
another; (b) children’s everyday social behaviors are influ-
enced in part by factors such as emotional arousal or moti-
vation level, which are affected by setting conditions;
(c) children’s social behaviors are goal directed, and their
goals are tied to the demands and constraints of their social
settings; and (d) children’s social behaviors emerge in their
interactions with particular social partners and therefore must
be evaluated in terms of the responses of others. Rose-
Krasnor’s focus on effectiveness as fundamental to social
competence is congruent with John Ogbu’s (1995) argument,
framed within a broader, cultural-ecological perspective, that
human competencies must be understood in terms of the
adaptation requirements of a given ecology. For children
this means that socialization experiences will be directed at
developing different kinds of social knowledge and self-
regulation abilities in different social and cultural settings.
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A challenge for social development researchers is to expand
the scope of their studies to examine the array of settings
around the world in where children spend their time in which
they develop and practice novel social behaviors.

SOCIAL RELATIONSHIPS AND DEVELOPMENT
IN MIDDLE CHILDHOOD

Children’s interpersonal relationships provide a context for
their social development. Social behaviors emerge, are
practiced, and change in the context of interactions with sig-
nificant others, casual acquaintances, and strangers. The
“personnel present” is one important component of children’s
activity settings (Weisner, 1984); the everyday lives of chil-
dren in different cultures and in different historical eras can
be distinguished by whom they spend their time with and
also by the nature of the relationships they form with their
companions.

Children develop as individuals in the context of their
relationships, and their relationships also undergo develop-
ment and change. Changes in dyadic relationships are a func-
tion of the development of both partners as individuals as well
as the history of the relationship partners’ shared experiences
(Hinde, 1979). As should become evident, research on how
children’s individual development is affected by their rela-
tionship experiences represents the bulk of the literature in
this domain; focusing on change at the level of the dyad adds
an element of complexity to the study of social development
but is an important focus for researchers interested in chil-
dren’s social development. In this section we consider three
kinds of relationships that are central in the lives of children:
relationships with parents, with peers, and with siblings. We
begin each section with an overview of how these relation-
ships change during middle childhood, and then we discuss
research on how their relationship experiences have implica-
tions for children’s individual growth and competencies.

Children and Their Parents

During middle childhood, parent-child relationships evolve
in the direction of greater mutuality, with adult regulation
increasingly supplanted by coregulation and reciprocal
exchange between parent and child (Collins et al., 1995;
Collins & Russell, 1991). The nature of parents’ involve-
ment with their children also changes. Time spent during in-
fancy and early childhood in shared activities focused on
caregiving and play is supplanted by parenting from a dis-
tance, as when parents observe or supervise their children’s
activities or learn about their children’s experiences second-

hand. Finally, children’s emerging social cognitive skills
mean that they are developing a more differentiated perspec-
tive on their parents: all-knowing and powerful parental fig-
ures may be increasingly perceived as individuals with
needs and interests that go beyond their parenting roles, and
this recognition may alter children’s and parents’ behaviors
and emotions in their shared relationship. Despite these
many changes, however, relatively few studies have studied
parent-child relationships during middle childhood; instead,
much of the focus on developmental changes in parent-child
relationship focuses on adolescence (see Collins & Russell,
1991; Russell & Saebel, 1997, for reviews of research on
parent-child relationships).

What is evident in the literature on children’s relationships
with their parents are the important differences between their
experiences with their mothers versus their fathers. A thor-
ough review of issues of gender and parent-child relation-
ships is beyond the scope of this chapter; at the most general
level, this literature suggests that children’s relationships
with their mothers and fathers generally take distinct forms,
with mothers being more involved overall and children feel-
ing closer to their mothers; fathers’ involvement, in contrast,
tends to center on play and leisure activities, with conversa-
tions focusing on instrumental topics. In addition, probably
because of their more extensive contact and closeness, chil-
dren’s relationships with their mothers involve more conflict,
whereas in their relationships with their fathers, children are
more deferential (see Collins & Russell, 1991; Maccoby,
1998; Russell & Saebel, 1997, for reviews).

As we have suggested, the majority of research on parents
and children has been devoted to studying how the quality
of parenting is linked to children’s social development and
well-being. In the face of increasingly diverse and changing
family forms (Hernandez, 1997), however researchers are
becoming more focused on the family contexts of children’s
experiences with their parents. Families are not limited to
maritally intact, biological mothers and fathers with children;
in fact, this traditional family form is becoming increasingly
rare in Western societies. An ecological perspective high-
lights that parent-child relationship dynamics—as well as
the effects of parent-child relationships on children’s social
development—are likely to vary as a function of family
structure and as a function of the larger cultural context in
which the family is embedded. A discussion of the range of
parent socialization and parent-child relationship experiences
in diverse family settings is beyond the scope of this chapter
(interested readers are directed to overviews by Parke &
Buriel, 1998, on differences in parenting across ethnic
groups, Arendell, 1997, on parenting in divorced and re-
married families, Allen, 1997, on lesbian and gay parents).
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We limit our discussion to an overview of models of parental
influence, highlighting what may be the special features of
family experiences that are connected to social development
during middle childhood.

Most of the research on parental influences on children’s
social development focuses on parents’ role as interaction
partners with their children (Parke & Buriel, 1998). By virtue
of their level of warmth and responsiveness and by the ways
in which they attempt to control their children’s behavior,
parents provide children with social interactional experiences
that shape children’s expectations about, understandings of,
and behaviors in other interpersonal relationships. Research
that focuses on children’s emotional attachments to their
parents (e.g., Ainsworth, Blehar, Waters, & Wall, 1978) and
research that examines the links between parental style
and children’s social functioning (e.g., Baumrind, 1971,
1991) fall within this tradition.

Recent analyses of parents’ role in the socialization
process have noted limitations of these early, more determin-
istic models, directing attention, for example, to contextual
moderators of parent socialization influences, to the impact
of children’s characteristics and behaviors on parental
activities, and to the cognitive and affective processes that
underlie observed parenting practices (e.g., Bugental &
Goodnow, 1998; Collins, Maccoby, Steinberg, Hetherington,
& Bornstein, 2000). These accounts highlight the complexi-
ties of parental socialization processes and suggest new di-
rections for research. As one example of an expanded model
of parental socialization, the tripartite model of parenting
proposed by Parke and colleagues (Parke et al., 1994) focuses
on parents’ activities as “direct instructors” and “providers of
opportunities” along with their role as interaction partners.
Whereas the influence of parent-child interactions on chil-
dren’s social development is indirect (as when children de-
velop expectations for experiences in close relationships that
are generalized to new social partners), parents may directly
influence their children’s social development by giving their
children advice about negotiating new social experiences and
inculcating values about appropriate ways of relating toward
relatives, friends, or strangers (i.e., direct instruction) or by
engineering social opportunities for their children such as
by picking the community where their children will reside or
providing funds for and transportation to school and ex-
tracurricular activities. Relative to research on parents’ indi-
rect role in children’s social development, we know much
less about parents’direct role in children’s social experiences.
Yet when one considers the broad range of circumstances in
which children’s lives unfold and the corresponding goals for
social competence that parents hold (Ogbu, 1995), parents’
directive activities are clearly a central component of parental

roles. In the following pages we review the limited research
on parents’ direct influence and highlight key areas of study
focused on parents’ indirect influences on children’s social
development.

Parents’ Role in Children’s Social Development:
Direct Influences

Within the context of the parent-child relationship, parents
directly influence their children’s social development in a
variety of ways. Of fundamental significance is the parents’
choice of the environments in which their children are reared
(Parke et al., 1994; Super & Harkness, 1986). Aspects of the
environment include the social and physical characteristics
of the child’s immediate setting, such as the home, neighbor-
hood, and school; but as Weisner (1984) suggested, elements
of the broader social setting—including its political, eco-
nomic, and cultural components—also have important impli-
cations for children’s development. The range of choices
available to parents is necessarily limited, but within this
range children may develop ideas about their parents as pow-
erful and competent adults and about their own significance
in their parents’ lives based on parents’ ability and willing-
ness to make choices that are advantageous to children’s
well-being.

Parents also are responsible for transmitting values and
attitudes—both their own and those of the larger community
in which they live—to their children. Parents serve as role
models and educators for children, they construct their home
environments in ways that convey parental values, and they
engineer children’s out-of-home activities in ways that will
promote their goals for their children’s development. For in-
stance, parents who value education may make it a priority in
children’s lives by limiting the amount of television viewing
or by encouraging children to read (Stevenson & Lee, 1992).
Parents also create and maintain a home environment that
teaches children about acceptable interaction styles. For
example, parents demonstrate their values about appropriate
social behavior by how they behave toward other family
members; a body of studies has established links between
parents’ experiences in other dyadic relationships in the
family (such as with their spouse or with a child’s siblings)
and children’s social development and well-being (Davies &
Cummings, 1994; Gottman et al., 1997; Perlman & Ross,
1997). Additionally, parents teach children values by the
kinds of activities they assign or support. Gender socializa-
tion may be fostered, for example, by how parents allocate
household tasks to their daughters and sons or by the kinds of
extracurricular activities they encourage (McHale, Crouter,
& Tucker, 1999). Finally, explicitly through instruction or
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implicitly through their own reactions and behaviors, parents
teach children how to decode the meaning of others’ social
behavior and how to respond in kind (Parke et al., 1994).

Another important element of parents’ directive role in-
volves their efforts to scaffold their children’s development
(Rogoff, 1990). The process of scaffolding includes sensitiv-
ity to children’s current ability level coupled with stepwise
advising and training to foster new skill acquisition. Parents
usher children on to their next level of social functioning by
choosing new developmentally appropriate social activities
that challenge but do not overwhelm, by practicing new
scripts (e.g., riding the bus on the first day of school) before
they actually are needed, or by intervention in an ongoing in-
teraction when a child appears to be floundering (Palacios,
Gonzalez, & Moreno, 1992).

Parenting from a distance becomes increasingly promi-
nent in middle childhood with children’s burgeoning auton-
omy and involvement in a new array of social settings.
Parents actively select children’s activities, set rules concern-
ing children’s whereabouts and companions, and monitor
their children’s behavior from afar. This places a new burden
on the children, who must adjust to new routines and social
scripts and to parental expectations for conduct and disclo-
sure. A body of work on parental monitoring and knowledge
of their children’s activities highlights the importance of this
domain of parenting activities for children’s well-being
(Crouter & Head, 2002).

Although research on parents’ directive role focuses on
parents as socialization agents, the active role of the child
should not be dismissed. Within their family and community
contexts, children evoke reactions from others by virtue
of their personal characteristics, and they seek increasing
opportunities to select their own niches (Scarr & McCartney,
1983). Furthermore, the success of parents’ directive social-
ization efforts is dependent in part on children’s willingness
to be socialized. Darling and Steinberg (1993) argue that
warmth and closeness in the parent-child relationship, de-
veloped through parent-child interaction experiences, is an
important determinant of whether parents’ socialization prac-
tices will be effective.

Parents’ Role in Children’s Social Development:
Indirect Influences

The bulk of research on the role of parent-child relationships
in children’s development highlights how interactions within
the parent-child relationship have broader implications for
children’s social development and well-being. Such indirect
influences of parent-child relationships have been studied by
researchers focused on parent- (particularly mother-) child

attachment and by those focused on parental style. Although
these perspectives traditionally de-emphasized the active role
of the child in the socialization process, the theoretical orien-
tation to socialization has shifted in past decades from a
parent-to-child model to a greater appreciation for the recip-
rocal nature of influences between parents and children.
Characteristics such as children’s sex, temperament, and
cognitive sophistication are important factors in determining
the kinds of parenting strategies parents employ as well as the
effectiveness of those strategies (Collins et al., 1995; Deater-
Deckard & Dodge, 1997; McGillicuddy-DeLisi, 1992).

Research on parent-infant attachment links sensitive re-
sponsiveness by caregivers early in children’s lives to later
social and relationship competence. The importance of early
experience derives from children’s sense of security that their
needs will be met within the context of their first social rela-
tionships (which usually are with parents). As a result of
interpreting and internalizing their early parent-child rela-
tionship experiences, children are thought to develop internal
working models or expectations about future relationships
with others. Sroufe and Fleeson (1986) argue further that
these early parent-child relationship experiences underlie
personality development, where personality is defined as the
“organization of attitudes, feelings, expectations, and behav-
iors of the individual across contexts” (p. 52). From this
perspective, continuity in personality organization should be
evident across age, although the manifestations of individual
differences will change with development. In middle child-
hood, attachment researchers have documented links be-
tween early parent-infant attachment and children’s social
competence with peers (Rubin et al., 1998; Sroufe, 1979).

A second line of study has examined the significance of
parental style for children’s social development and well-
being. Baumrind (1973) proposed one of the most influen-
tial models in this regard, documenting the significance of
authoritative parenting, a style characterized by high
warmth, democratic discipline, and developmentally appro-
priate limit-setting, for the development of social competence
from early childhood through adolescence. Expanding on
Baumrind’s typology, Maccoby and Martin (1983) identified
four patterns of parenting that vary along two dimensions: the
extent of parent control and the degree to which parents are
responsive and child centered. As in Baumrind’s typology, in
addition to the authoritative style (appropriate control and
high in responsiveness) Maccoby and Martin identified a
group labeled authoritarian, which refers to a parental style
characterized by high levels of restrictiveness in combination
with low levels of responsiveness and warmth. Baumrind
(1991) found that this style was associated with especially
poor outcomes for boys. In contrast, indulgent or permissive
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parents are high in responsiveness but low in control and tend
to have children who have poor impulse control. Finally,
neglectful or uninvolved parents are low in both warmth and
control and are focused more on their own needs than on
those of their children.

Parental style is connected to the broader circumstances of
family life. McLoyd and others (McLoyd, 1990; McLoyd &
Wilson, 1990), for example, describe how the stresses that
accompany poverty may give rise to emotional distress and
decreased responsiveness and involvement on the parts of
parents. Stressors such as marital separation and divorce also
negatively affect parenting style (Hetherington, 1989), with
implications for children’s social competence and adjust-
ment. Equally important influences on parental style are
parents’ child-rearing goals and values. For example, Kohn
(1977) argued that the more authoritarian style of working-
class fathers in the United States arises out of men’s belief
that obedience and conformity are important attributes for
success in the workplace and that a harsher and more restric-
tive discipline style best promotes such qualities. Other writ-
ers suggest that context characteristics ranging from the level
of violence and danger in the neighborhood to cultural norms
within the wider ecology that highlight collectivist versus in-
dividualistic values will have implications for parents’ choice
of child-rearing style as well as for how a particular style is
associated with social competence and adjustment in children
(Ogbu, 1995; Parke & Buriel, 1998). Finally, a burgeoning
literature stresses that parents’ beliefs about how children
develop and their attributions about the causes of child
behaviors highlight some of the processes through which
the larger social ecology may exert an impact on parental be-
havior (Bugental & Goodnow, 1998; McGuillicuddy-DeLisi,
1992). These kinds of analyses highlight that parent-child
relationships and their implications for children’s develop-
ment are best understood when they are examined within
their larger social ecology.

Children and Their Peers

Middle childhood is a developmental period when children
turn from parents to peers for companionship in their every-
day activities; this change is part of a pattern of children’s
increasingly active role in choosing where and with whom
they spend their time. Research suggests that children’s inter-
est in their peers, together with their increasingly sophisti-
cated social cognitive and emotion regulation abilities, are
tied to newly emerging characteristics of children’s peer ex-
periences. These emerging characteristics involve quantita-
tive changes in peer group size and qualitative changes in the
bases of friendships. A body of work examines how children’s

experiences with their friends and in their peer social net-
works have implications for their current and future social
competence and adjustment. Our discussion in the following
pages provides an overview of the predominant areas of re-
search on peer relationships in middle childhood.

The Development of Peer Relationships
in Middle Childhood

Several important changes characterize peer experiences and
friendships during middle childhood; like other elements of
children’s social development, these changes reflect both
children’s developing cognitive abilities and their expanding
social worlds. With respect to peer experiences more gener-
ally, increased exposure to a world outside of the family con-
text means that children spend their time with a more diverse
set of same-age peers. Children also begin to spend their time
with peers outside the direct supervision of parents or other
adults. A striking element of peer interaction during middle
childhood is its sex-segregated quality, which has been docu-
mented in cultures around the world (Cairns & Cairns, 1994;
Fagot, 1994; Maccoby, 1994). In early childhood, mixed-sex
peer groups play together. Later in adolescence, boys and
girls develop dyadic romantic relationships, and larger social
groups may include both sexes. In middle childhood, how-
ever, cross-sex friendships and activities are quite rare within
the visible peer group, such as on the school playground
(Adler, Kless, & Adler, 1992; Maccoby, 1998), although
some findings show that same-sex friendships occur in more
private settings (e.g., Gottman, 1994). Maccoby (1990) sug-
gests that gender segregation may be based in boys’ and girls’
distinct and sometimes incompatible interaction and play
styles; sex segregation in peer and friendship groups in turn
exacerbates sex differences in social interaction styles. Other
investigators (e.g., Fagot, 1994; Leaper, 1994) concur that
the tendency for sex segregation in the peer group may both
reflect and have important implications for gender role so-
cialization. Fagot (1977), for example, found that girls who
attempt to join male peer groups and who participate in cross-
sex behaviors are ignored whereas boys’ feminine activities
and behaviors instigate negative feedback from both male
and female peers.

Groups or cliques—which consist of stable, voluntary
friendships, typically of three to nine same-sex, same-race
children—also form for the first time during middle child-
hood. These social groups provide a reference point for social
comparisons and self-evaluations; only later in development
will adolescents begin to use absolute and personal standards
(Harter, 1999). The emergence of cliques also leads to the
organization of popularity hierarchies. In middle childhood,
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boys’ place in the social hierarchy tends to be based on social
dominance, athletic ability, coolness, and toughness (Adler
et al., 1992; Hartup, 1992). In contrast, girls’ social status de-
pends on family background and socioeconomic status (SES)
and physical appearance (Adler et al., 1992; Thorne, 1994).
For both boys and girls, social skillfulness is an important
factor in social dominance.

Children’s awareness of and concern for their popularity
status greatly increases during middle childhood and may be
related in part to their social cognitive development, which
provides for an increasing appreciation of the perspectives of
others. Consistent with such changes is the increasing promi-
nence of gossiping (Parker & Gottman, 1989). Gossip is one
basis for a child’s social reputation with peers (Hartup, 1992;
Hymel, Wagner, & Butler, 1990) and can serve other social
functions, including the communication of social norms and
expectations to group members; such communications often
take place through negative evaluations of others (Eder &
Enke, 1991; Gottman & Mettetal, 1986). Because direct con-
frontation is inappropriate within their peer culture, gossip
constitutes an important form of communication among girls,
in particular (Corsaro & Eder, 1990).

Children’s increased autonomy during middle childhood
coincides with their greater control over the types of acti-
vities in which they participate. Rough-and-tumble play is
replaced by games with or without formal rules, and peer in-
teractions become increasingly coordinated (Corsaro & Eder,
1990). Although the activity settings of children’s peer inter-
actions during middle childhood have not been well de-
scribed, Zarbatany, Hartmann, and Rankin (1990) found that
peer involvement most often occurred during conversation
(both in person and over the telephone), while children were
“hanging out,” and when they were playing sports. The only
sex difference in peer interactions that emerged in this study
of peer activities was that girls interacted with their peers
more through telephone conversations than did boys.

In addition to developmental changes in orientations to-
ward the peer group, middle childhood also is a time of
change in friendships. Among the U.S. children who have
been the primary focus of study, friendships in middle child-
hood tend to be age- and sex-homogeneous (Hartup, 1992;
Rubin et al., 1998). In a biracial southern community, Shrum,
Cheek, and Hunter (1988) found that during middle child-
hood, gender homophily peaks and then begins to fall in ado-
lescence, whereas race homophily first appears and then
begins to increase during middle childhood, plateauing in
adolescence—a pattern that may reflect children’s initial
awareness of racial identity. Children’s friendships in middle
childhood are also characterized by greater reciprocity, com-
mitment, and affectional bonds compared to those at younger
ages. As mentioned earlier, Sullivan (1953) suggested that

the development of friends, or chumships, is predicated on
decreasing egocentrism and increasing perspective-taking
ability; these changes provide the potential for greater reci-
procity in peer interactions (Selman, 1980). In addition to
sharing the view that middle childhood coincides with loss of
egocentrism, Piaget (1932) suggested that middle childhood
brings about the ability for greater abstract thinking. Conse-
quently, the basis of friendships evolves from participation in
common activities and the satisfaction of instrumental needs
(e.g., for a play partner) at the start of middle childhood to the
satisfaction of more abstract relational needs and goals, such
as trust, honesty, and loyalty, in adolescence and beyond
(Cairns & Cairns, 1994). Parker and Asher (1993) found
that validation, help, and companionship are associated with
greater satisfaction with friendships during childhood,
whereas conflict is related to decreased satisfaction. They
also noted that boys characterized their friendships as having
less intimacy, validation, and help than did girls. Similarly,
Cairns and Cairns (1994) reported that honesty and loyalty
were more important to girls than to boys possibly, as self-
protection against the relational aggression that is mani-
fested, in gossip and social manipulation (Crick & Grotpeter,
1995). In contrast to the greater prevalence of verbal or phys-
ical aggression in boys’ interactions relative to those of girls,
Crick and Grotpeter (1995) found that such relational aggres-
sion strategies were more common among third- through
sixth-grade girls than boys.

Children’s friendships have been characterized as having
stability—that is, as showing continuity over time, distance,
and events, but empirical data on this issue are equivocal
(Rubin et al., 1998). For example, although relationship sta-
bility was greater for children in middle childhood than for
those at earlier ages, based on their longitudinal study, Cairns
and Cairns (1994) reported a high degree of long-term
volatility in children’s friendships. During middle childhood,
relationship change was at least partially attributed to limited
opportunities for maintaining friendships—for example,
when children moved to another community or were as-
signed to a different classroom at school. Although middle
childhood marks a time of development in which children
gain greater autonomy and greater control over their activi-
ties, their lives are still constrained. In the face of forces
toward instability, however, behavioral characteristics of
children do make a difference in children’s tendencies to es-
tablish and maintain friendships and in their social status, an
issue we further consider in the next section.

Peer Influences on Children’s Social Development

A body of work examines the connections between children’s
experiences with peers and their social competencies and
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adjustment; as with studies of friendship, most of this work
focuses on U.S. children. One set of studies focuses on
children’s sociometric status, examining children’s social
skills and adjustment as both cause and consequence of their
popularity with peers. Using peer nominations, researchers
in this tradition classify children into one of several cate-
gories: (a) Children who receive a high number of positive
nominations (i.e., expressions of liking) and few negative
nominations (i.e., expressions of disliking) are labeled popu-
lar; (b) those with many negative nominations and few posi-
tive nominations are labeled rejected; (c) children are labeled
neglected if they receive few negative and few positive nom-
inations; (d) they are labeled average when they receive an
average number of both negative and positive nominations;
and (e) children are considered controversial if they are given
a high number of both negative and positive nominations. Al-
though popular and rejected statuses seem relatively stable
over time (Hymel, Rubin, Rowden, & LeMare, 1990; Roff,
Sells, & Golden, 1972) neglected, average, and controversial
statuses are less so (Ladd, 1999; Rubin et al., 1998).

A number of studies have shown that socially competent
behaviors—including the ability to enter groups, initiate re-
lationships, and maintain those relationships over time—
are linked to sociometric status (Putallaz & Wasserman,
1990) as are children’s abilities to regulate their emotions
(Eisenberg et al., 1987). Indeed, consistent manifestation of
either positive or negative social behaviors is predictive of
acceptance or rejection by the peer group (Coie, Dodge, &
Kupersmidt, 1990; Dodge, Coie, Pettit, & Price, 1990;
Harrist, Zaia, Bates, Dodge, & Pettit, 1997; Parker & Seal,
1996).

Moving away from a focus on social skill deficits of
the rejected or neglected child, Hymel, Wagner et al. (1990)
focused on the ways in which the social structure within the
child’s environment can negatively influence a child’s peer
acceptance. They suggest that—due to biases formed by pre-
viously established reputations—members of the peer group
may be more likely to shun rejected children’s attempts to
enter groups or initiate interactions.

In turn, substantial evidence links problematic childhood
peer relationships to both current and future adjustment. Much
of this work is premised on one of two models (Parker &
Asher, 1987). The causal model suggests that low-accepted
children are limited in their normal peer interactions and are
thus excluded from normal socialization experiences and so-
cial support networks; such low involvement further perpetu-
ates unacceptable patterns of social cognition, emotion, and
behavior. In contrast to the assumption that problematic peer
relationships cause maladjustment, the incidental model sug-
gests that early forms of a disorder, which will later develop
into maladjustment, inhibit positive peer relationships during

childhood (see Parker & Asher, 1987, for limitations of these
models).

Most research on the implications of social status for so-
cial adjustment has focused on popular and rejected statuses.
As noted, popular children tend to be socially competent at
entering new situations and are viewed as cooperative,
friendly, sociable, and sensitive by peers, teachers, and ob-
servers (Dodge, Coie, & Brakke, 1982; Dodge, McClaskey, &
Feldman, 1985; Putallaz, 1983; Newcomb, Bukowski, &
Pattee, 1993). Although neglected- and average-statuses
during childhood are not closely tied to later well-being
outcomes, peer group rejection is associated with adjust-
ment problems such as depression, aggression, poor grade
retention, and poor academic competence over time (Coie,
Lochman, Terry, & Hyman, 1992; Panak & Garber, 1992).
Most sociometric research has focused on short-term correla-
tional studies linking children’s peer acceptance to their con-
current or future adjustment, but some longitudinal analyses
have documented the predictive power of peer acceptance
(e.g., Hymel, Rubin et al., 1990; Kupersmidt & Coie, 1990).
Based on their review of risk research, Parker and Asher
(1987) concluded that low acceptance and aggressiveness
predicted later maladjustment (criminality and early school
dropout), but that there was insufficient evidence linking shy-
ness and social withdrawal to poor outcomes. This may be in
part because current research highlights overtly negative be-
haviors and externalizing problems rather than the mental
health and relationship problems that may be more common
in the development of children who are socially withdrawn
and neglected by their peers.

In sum, an array of empirical evidence supports the propo-
sition that peer acceptance has significant implications for
children’s social development. Future research in this area
should move beyond a focus on the number of children’s
friends to examine the qualities of children’s relationships
and the characteristics of the peer group (Hartup, 1996). Re-
search on “deviancy training” (Dishion, Andrews, & Crosby,
1995) suggests, for example, that a child may have many
friends, but that if all are antisocial, children’s well-being
may be at risk. How children’s peer experiences are linked to
the values and expectations of the larger social ecology is
another topic for future study.

Children and Their Siblings

Like peer relationships, sibling relationships are an important
part of life in middle childhood. These relationships have
received less empirical scrutiny than have parent-child and
peer relationships, but a body of work documents the unique
role that siblings play in one another’s development (Dunn,
1998; Dunn & Plomin, 1990; Brody & Stoneman, 1995).
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Through their everyday interactions, siblings can affect one
another when they serve as models, teachers, and social part-
ners. Siblings also influence one another indirectly by virtue
of their impact on roles and relationship dynamics in
the larger family system. In this final section, we describe the
special properties of sibling relationships, highlighting the
experiences of children in middle childhood. We then review
research that exemplifies the mechanisms through which sib-
lings may influence one another’s social development.

The Development of Sibling Relationships
in Middle Childhood

Most children grow up in households that include one or
more siblings. In the United States, demographic changes in
fertility rates and divorce-remarriage mean that the size and
structure of sibships have been undergoing striking change
(Eggebeen, 1992). For example, U.S. census data show that
among White families in 1950, over half of children of
preschool age were living in households with more than two
siblings; by 1980 this figure had declined to 30%. Among
African Americans, the percent of young children with more
than two siblings declined from almost 80% in 1950 to about
40% in 1980 (Eggebeen, 1992). More recent census data in-
dicate that family size among all segments of the U.S. popu-
lation continues to fall (Hernandez, 1997).

In the face of such statistics, cross-cultural analyses high-
light the ubiquity of siblings in children’s everyday lives as
companions and caregivers; from these analyses comes the
observation that what varies across cultures is who else be-
sides siblings will be an important part of the child’s social
world (Weisner, 1989). Documenting the centrality of sib-
lings in the everyday lives of working- and middle-class
White children in the United States, daily diary reports show
that during middle childhood, siblings are children’s most
common out-of-school companions (McHale & Crouter,
1996). The companionship that siblings experience in child-
hood provides a foundation for what is one of the few lifelong
relationships that most individuals will experience.

In addition to their centrality in children’s everyday lives,
another important feature of sibling relationships in middle
childhood is emotional intensity (Dunn, 1998). In fact, the
emotional intensity of the sibling relationship may be what
gives this relationship its developmental significance (Dunn,
1998). The sibling relationship has been described as a love-
hate relationship to reflect a common observation that playful
companions can turn very quickly into bitter enemies; in-
deed, conflict between siblings is one of the most common
child-rearing problems reported by parents (Perlman & Ross,
1997). The nature and level of negativity between siblings are

likely to be quite different from what occurs between chil-
dren and their friends; because friendships are a voluntary
relationship, children are likely to be more invested in main-
taining harmony (Updegraff, McHale, & Crouter, 2001).
Theories of the origins of sibling conflict that highlight the
significance of sibling rivalry (e.g., for parents’ attention and
family resources) underscore that the origins of sibling con-
flict also are different from the sources of conflict within
other social dyads (Ansbacher & Ansbacher, 1956).

A third feature that distinguishes sibling relationships
from other kinds of dyadic relationships pertains to the nature
of sibling roles. Parent-child and peer relationships in child-
hood are distinguished by their degree of role asymmetry,
with the former characterized by complementarity and the
latter by more equalitarian or reciprocal exchanges. In con-
trast, sibling relationships involve both kinds of roles (Dunn,
1998). Although in some ways sibling relationships are peer-
like, age and birth order differences mean that older siblings
may assume the role of caregiver, teacher, or model. Indeed,
in middle childhood and adolescence, as children spend in-
creasing amounts of time outside the family, older siblings
are often looked to as sources of information and advice (e.g.,
on peer experiences, school) in areas in which parents are
seen as having less expertise (Tucker, McHale, & Crouter,
in press).

Sibling Influences on Children’s Social Development

Siblings’role in children’s social development is both direct—
siblings have an impact on one another in the course of their
everyday interactions—and indirect, to the extent that siblings
affect the daily activities, roles, and relationships in the
broader family system. Early work on sibling influences high-
lighted sibling interaction experiences as a source of social de-
velopment. Based on a series of studies in which interactions
of young siblings were observed, Dunn (1998) argued that the
emotional intensity of the sibling relationship motivates chil-
dren’s development and use of increasingly sophisticated so-
cial skills and problem-solving strategies; in their efforts to
prevail in the context of sibling exchanges, young siblings are
likely to display more sophisticated social abilities than they
might need in the context of interactions with either parents or
peers. These ideas are based largely on studies of children
during early childhood, however, and we know less about the
kinds of social competencies children learn and practice with
their siblings in middle childhood and beyond.

Cross-cultural work on siblings’ role as caregivers has
likewise highlighted the importance of sibling experiences
for positive social development. Describing the organization
of agricultural and pastoral societies, Weisner (1989), for
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example, points out that older siblings—girls in particular—
have a larger role in direct caregiving of children than do
mothers. In such societies, mothers are likely to spend their
time in subsistence activities (e.g., work close to home in the
fields) while groups of young children, including neighbors
and kin, are in the direct care of older girls, usually girls of
middle childhood age. The organization of such societies,
Weisner (1984) argues, promotes “attachment to community,
early expectations of prosocial, mature behaviors, strong
compliance and deference expectations, work and responsi-
bility expectations . . .” (p. 346). These sibling caregiving ex-
periences in turn are linked to social empathy, a focus on
affiliation and cooperation (as opposed to competition), and a
focus on age-mates—rather than adults—as a source of help
and guidance (Weisner, 1984).

Not all of what children learn from their experiences with
siblings promotes positive development. Work by Patterson
(1986), for example, highlights sibling exchanges as a breed-
ing ground for aggression. Studying sibling interactions
within a social learning framework, Patterson found evidence
of conflict escalation in sibling exchanges; these coercive cy-
cles of escalating conflict practiced in the context of the sib-
ling relationship can be generalized to parent-child and peer
interactions. Such findings are echoed in research showing
the sometimes deleterious impact of older, adolescent-age
siblings on their younger sisters and brothers (e.g., Rowe,
Rodgers, & Meseck-Bushey, 1992). Adolescent-age siblings
may introduce their younger sisters and brothers to older
peers and invite their involvement in risky behaviors such as
substance use or early sexual activity. Some work suggests
that younger sisters of older adolescent-age brothers are
particularly vulnerable to these kinds of negative influences
(Bank, Patterson, & Reid, 1996).

Another line of investigation—one of the earliest areas of
research on sibling influences on social development—
examined siblings’ role in gender socialization. Operating
within a social learning framework that emphasized the sig-
nificance of older siblings as role models, early investigators
tested the hypothesis that sisters and brothers would model
and reinforce their own qualities in their siblings, and thus
that girls with brothers would develop more masculine
qualities and boys with sisters more feminine ones (e.g.,
Koch, 1956; Sutton-Smith & Rosenberg, 1970). Although
some support was found for this social learning hypothesis,
results overall were equivocal, and the early studies suffered
from a number of methodological shortcomings. More re-
cently, researchers have attempted to study some of the
dyadic and family processes through which siblings may
affect one another’s gender development. Observational
research on school-age children with opposite-sex siblings,

for example, revealed that boys and girls with older brothers
engaged in relatively more stereotypically masculine play
activities and girls with older sisters engaged in relatively
more feminine ones (Stoneman, Brody, & MacKinnon,
1986). More generally, the sex constellation of sibships has
important implications for family patterns of activities, roles,
and relationships (McHale et al., 1999).

What children learn from making comparisons between
their own versus their siblings’ family experiences is an im-
portant means through which siblings indirectly influence one
another’s social development. Following on the writings of
Alfred Adler, who highlighted the role of sibling rivalry in
personality development (Ansbacher & Ansbacher, 1956), re-
searchers have devoted substantial attention to the role of par-
ents’ differential treatment—specifically, favoritism directed
at one child. A body of research links differential treatment to
children’s social emotional well-being (e.g., Dunn, Stocker, &
Plomin, 1990). Recently, investigators have suggested that
the links between differential treatment and child functioning
are not direct. Rather, the meanings children attribute to their
parents’ differential treatment—including children’s under-
standing of their parents’ reasons for treating their offspring
differently and children’s perceptions of the legitimacy of
their parents’ differential treatment—are important moderat-
ing factors (Kowal & Kramer, 1997; McHale & Pawletko,
1992). More generally, the study of siblings’differential treat-
ment exemplifies what can be learned about children’s devel-
opment from studying the family system of relationships; the
significance of parents’ differential treatment for children’s
individual adjustment highlights the ways in which dyadic
family relationships may be mutually influential.

Summary

Research on children’s interpersonal relationships suggests
that as children move through middle childhood, their devel-
oping social-emotional and cognitive abilities give rise to
changes in their relationships with important people in their
lives. Children’s relationships in turn are a forum within
which new social competencies emerge, are practiced, and
change. Substantial effort has been directed at studying chil-
dren’s social competencies in the context of their relation-
ships, particularly their peer relationships (Eisenberg, 1998),
and important new lines of study involve examination of the
connections between children’s experiences in different so-
cial relationships and explorations of how children’s relation-
ships operate within larger social systems such as the family
(e.g., Easterbrooks & Emde, 1988; Parke & Buriel, 1998;
Parke & Ladd, 1992). A direction for future work is to learn
more about how children’s relationships change over time.
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Also important are studies of how the social roles children as-
sume in their relationships—as well as the scripts they em-
ploy and the behaviors they exhibit—are tied to the values
and expectations of the larger social ecology.

CONCLUSIONS

Our goal in this chapter was to provide an overview of social
development and social relationships in middle childhood.
Middle childhood has been described as a period of skill con-
solidation between two periods of striking developmental
change; our review underscores that important social compe-
tencies, including social cognitive skills and emotion regula-
tion strategies, are practiced and refined during this period
and have implications for children’s relationships with signif-
icant others in their lives. As we have suggested, an important
limitation of work on developmental processes is its heavy
focus on European American samples of children. Given the
inherently adaptive nature of social behavior, it will be
important to examine how social developmental processes
unfold across a wider range of settings.

Stepping back from a focus on within-individual develop-
mental processes to consider the larger context of children’s
everyday lives, we see that middle childhood is also a time of
new demands and expectations for social competencies as chil-
dren enter new social settings and spend their time in a diverse
array of social contexts. Task demands are one important new
component of the activity settings of middle childhood in cul-
tures around the world; this developmental period is a time
when children first become seriously involved in work and
when children must learn to adapt their social behaviors to in-
strumental demands (Erikson, 1963). The activities of middle
childhood—at school, in the context of paid labor, and even
during free time—are ones in which children can succeed or
fail, and children’s social competencies are central to their
ability to succeed in many of their endeavors.

Middle childhood also is notable for the extent to which
children spend time with other children—both siblings and
friends—outside of the direct supervision and involvement of
adults. Children’s self-regulation and social problem-solving
skills are essential in the absence of parents or other authority
figures; sanctions for inept or inappropriate social behavior
may be absolute and harsh in the context of the peer group.
On the other hand, shared experiences with peers that take
place outside the company of adults may give rise to the
feelings of intimacy and mutual understanding that first
emerge in middle childhood and that are hallmarks of close
friendships and group solidarity (Sullivan, 1952; Weisner;
1989).

Finally, middle childhood marks an expansion in chil-
dren’s social worlds: Children spend their time in an increas-
ingly diverse array of social contexts where they assume
different roles, adapt to the expectations of different social
partners, and conform to different setting demands—often
without adults to scaffold their behavior. The expansion of
the social world requires an ability to read and respond flexi-
bly to setting demands and is linked in a reciprocal fashion to
the metacognitive skills (i.e., children’s ability to think about
their own social behavior and its implications) that first
emerge in middle childhood. The kinds of behavioral adapta-
tions that children make as they enter the novel roles, rela-
tionships, and activities of middle childhood are social
developmental phenomena worthy of continued study.
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In the field of developmental psychology the stage is set for a
gradual yet profound change in the conceptualization of
children’s development. Culture and context are becoming
increasingly significant constructs in the study of child de-
velopment for several reasons. Forces from outside the field,
such as trends toward globalization (economic, political, and
social) with concomitant increase in the interface between
the diverse communities of the world, bring to the fore the
multiple realities of humanity. The Western world can no
longer ignore the multiple realities of the human condition
within its own countries and those countries that Kagitçibasi
(1996b) claimed constitute the “majority world” (p. 3). In
addition, change in the conceptualization of development is
being wrought also from within the field. Be it “rumble or
revolution” (Kessen, 1993, p. 272), calls for putting culture at
the core of developmental psychology (Cole, 1996; Hatano,

1999) and for paradigm shifts abound in the recent literature
(Garcia-Coll & Magnuson, 1999; Saraswathi & Dasen,
1997).

The changes in conceptualization that are being demanded
are not minor. They may well require a shaking of the foun-
dations and a need to look outside the field for theoretical
insights. Emphasizing the need for a global-community psy-
chology, Marsella (1998) suggested that emerging social,
cultural, political, and environmental problems around the
world are placing increasing demands on the field. “Psychol-
ogy can assist in addressing and resolving these problems,
especially if it is willing to reconsider some of its fundamen-
tal premises, methods, and practices that are rooted within
Western cultural traditions and to expand its appreciation and
use of other psychologies” (Marsella, 1998, p. 1282). In a
similar vein, Kessen (1993) claimed that “it is imperative that
developmental psychology loosen its tie to the dream of the
one best system, be it theoretical or methodological” (p. 272).
Toward these ends of broadening the vision and charge of
developmental psychology, we undertake the task of integrat-
ing perspectives from within and without the field.
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Our primary goal in this chapter is to represent current un-
derstanding of the interface between culture and child devel-
opment by drawing on three subfields of psychology: cultural
psychology, cross-cultural psychology, and developmental
psychology. In the first half of the chapter we provide a brief
overview of these three subfields of psychology, highlighting
how the interface between culture and development is ex-
plained in each. We end this part of the chapter emphasizing
the increasing convergence and parallels between the three
subfields while delineating the differences and debates that
persist.

In the second half of the chapter we present an integrative
framework that synthesizes the complementary foci of the
various approaches to the study of culture and child develop-
ment and then use this framework to organize an integrative
overview of three selected topics in child development. Our
exemplars include development of self, development of
children’s narratives, and the development of remembering.
Because a comprehensive review of all potential domains of
development is beyond the scope of this chapter, we have
selected only three exemplars to illustrate the possibility of
integrating literature from cultural, cross-cultural, and devel-
opmental psychology. We have selected these three exem-
plars from domains of development within which we believe
sufficient inroads have been made to develop theories that
are culturally based and broad enough to encompass the
database of mainstream developmental patterns and cultural
variations in a coherent manner.

MAJOR APPROACHES TO THE STUDY OF
CULTURE AND CHILD DEVELOPMENT

In the discipline of psychology three subfields have made sig-
nificant contributions to our current knowledge about the cul-
tural context of child development. We highlight major
approaches to the study of culture and development from
each subfield, focusing on the core assumptions or defining
elements of each stream of knowledge. We do not provide an
overview of each subfield, as there are handbooks or full-
length books devoted to that task in each field (Berry et al.,
1997; Damon, 1998; J. G. Miller, 1997; Shweder et al., 1998;
Triandis, 1980).

Cross-Cultural Psychology

Although culture has been the focus of study in anthropology
since E. B. Tylor wrote Primitive Culture in 1871 (Tylor,
1871/1958), the interest in culture is much more recent in the
discipline of psychology. Tracing the origins of culture-
related psychology, several historical overviews of the field

of cross-cultural psychology emphasize its relatively recent
institutionalization as a subdiscipline of psychology during
the 1960s (Jahoda, 1990; Segall, Dasen, Berry, & Poortinga,
1999; Jahoda & Krewer, 1997). As these reviews highlight,
several publication outlets and organizations devoted to
cross-cultural and cross-national research were established at
this time.

Understanding the origins of this field is important
because the essential defining characteristics of cross-cultural
psychology as a field are rooted in the reasons for its emer-
gence. It is critical to remember that cross-cultural psychol-
ogy emerged as a subdiscipline of psychology in reaction to
the tendency in psychology to ignore cultural variations and
to consider them nuisance variables or error (Kagitçibasi &
Poortinga, 2000). Thus, cross-cultural psychology is often
defined primarily by its method of comparative cross-cultural
research aimed at exploring similarities and differences of
human psychological functioning (Berry, 1980; Berry,
Poortinga, Segall, & Dasen, 1992; Brislin, 1983; Jahoda,
1992; Jahoda & Krewer, 1997). It has functioned as a partic-
ular methodological strategy of mainstream psychology
rather than as a subfield with a specific epistemological,
theoretical, or content-related emphasis (Brislin, 1983).

The centrality of the culture-comparative approach is
clearly reflected in statements of the overall goals of the
field from early deliberations of the emerging area of re-
search (Berry & Dasen, 1974) to more recent discussions of
cross-cultural psychology as a scholarly discipline (Segall,
Lonner, & Berry, 1998; Segall et al., 1999). The three pri-
mary goals of cross-cultural psychology have remained the
following: (a) to test or extend the generalizability of existing
theories and findings in psychology; (b) to use naturalistic
variations provided by various cultures to test or discover
range of variation in behaviors; and (c) to integrate findings
to generate a more universal psychology applicable to a
wider range of cultural settings.

In addition to its characteristic methodological approach,
the culture-comparative approach of cross-cultural psychol-
ogy is rooted also in assumptions about the universality of
psychic functioning (J. G. Miller, 1997; Poortinga, 1997). As
suggested by the goals just delineated, cross-cultural research
is designed to test emerging theories in a broader range of
cultural contexts and lead to the identification of psychologi-
cal universals. Whereas the first goal specifically focuses on
the search for psychological universals, the second empha-
sizes the documentation of diversity. However, both goals
are always complementary and ultimately aimed at generat-
ing a more universal psychology (Segall, Dasen, Berry, &
Poortinga, 1999). The centrality of assumptions of universal-
ity of psychic functioning in culture-comparative approaches
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is particularly well highlighted by Kagitçibasi and Poortinga
(2000). They argued that assumptions of cultural relativism or
universalism have important implications for methodology:
“In so far as there is non-identity of psychological processes
cross-culturally, there is non-comparability of data. Insistence
on the uniqueness of phenomena defies comparison and
makes the use of common methods and instruments inappro-
priate. Thus, the entire enterprise of culture comparative re-
search collapses if the assumption of psychic unity of human
kind is rejected” (p. 131).

Much of the cross-cultural research undertaken during the
first half of the twentieth century reflected the goals of estab-
lishing universal laws of human behavior and examining how
psychological processes are affected by different aspects of
cultural context. For example, more than half of the studies
carried out in the African continent during the early 1900s
were concerned with IQ testing—reflecting the primary goal
of testing existing theories and constructs in psychology
(Jahoda & Krewer, 1997). This focus on testing existing
theories (essentially those developed in the West) led to a
large body of cross-cultural research that was primarily
replicative in nature. Much of this work was fraught with
indiscriminate use of tests and procedures developed in
Western settings and used without concern for their ecologi-
cal validity in very different settings.

Fortunately, the rapid growth of comparative cross-national
research following the institutionalization of cross-cultural
psychology in the 1960s generated far more promising trends.
Concerns about the validity of constructs, instruments, and
procedures developed by mainstream psychology became
highlighted by significant lines of cross-cultural research in the
two decades following the 1960s (Cole, Gay, Glick, & Sharp,
1971; Dasen, 1974; Dasen & Heron, 1984; Laboratory of
Comparative Human Cognition [LCHC], 1983; Lancy, 1978;
Serpell, 1977). These researchers went beyond documenting
differences between Western and non-Western groups. Their
research reflected deep insights about the particular non-
Western groups and communities being studied, primarily
gained through extended periods of residence and work
within the communities and culturally sensitive and systematic
attempts to revise procedures, instruments, and even constructs
to understand better the phenomenon being studied from an
insider’s perspective.

During this period of rapid growth in cross-cultural re-
search, there was also a shift toward a more substantive and
theory-building approach. This was a particularly significant
trend for a field primarily characterized by its methodological
approach. For example, Segall, Campbell, and Herskovits’s
(1966) study of cross-cultural differences in illusion suscep-
tibility Berry’s (1966) study of cross-cultural differences in

psychological differentiation, and Whiting and Whiting’s
(1975) study of child-rearing in six cultures not only stimu-
lated significant bodies of research but also generated sub-
stantive theorizing about the links between ecological
contexts, modes of subsistence, socialization processes, and
individual psychological functioning.

Another promising trend resulted from the efforts of psy-
chologists working in developing countries who began to
question the validity of theories developed in the Western
world. Rather than accepting existing psychological theories
as objective, value-free, and universal, indigenous psycholo-
gists claimed that these were deeply enmeshed with Euro-
American values that champion liberal, individualistic ideals
(Kim & Berry, 1993; Kim, Park, & Park, 2000). Psycholo-
gists in East and Southeast Asia have been particularly vocal
since the late 1970s in advocating the need to develop psy-
chological constructs and frameworks rooted in local cultural
and philosophical traditions, rather than relying on imported
ones (Enriques, 1977; Ho, 1988, 1993; D. Sinha, 1986,
1997). For example, in Confucian heritage cultures, con-
structs that depict the fundamental relatedness between indi-
viduals played a particularly important role in promoting the
role of indigenous psychological frameworks (Ho, 1976,
1988; Kim & Choi, 1994; Lebra, 1976). In modern Indian
psychology, context-sensitivity, multidimensionality, and
adult-child continuity (Kakar, 1978; Kumar, 1993; Marriott,
1989; A. K. Ramanujam, 1989) are examples of indigenously
derived psychological concepts that are rooted in assump-
tions and orientations that are fundamentally different from
Western approaches to knowledge about psychological func-
tioning (Kao & Sinha, 1997; Mishra, 1997; D. Sinha, 1997).

Thus, whereas the subfield of cross-cultural psychology
may initially have been defined primarily in terms of its com-
parative approach, the past 30 years of cross-cultural research
in psychology have led to a critical discussion of the initial
approach and a rediscovery of a more socioculturally ori-
ented tradition in psychology (Jahoda & Krewer, 1997;
Poortinga, 1997; Segall et al., 1999). Although the compara-
tive approach and the search for a culturally inclusive yet uni-
versal psychology remain hallmarks of cross-cultural
psychology, recent trends indicate promising areas of conver-
gence with other subfields of psychology that also examine
the interface of culture with human development.

Cultural Psychology

Although cross-cultural psychology as just presented pro-
ceeds from the perspective of the search for universals in psy-
chological functioning, cultural psychology has often been
viewed as representing the perspective of cultural relativism.
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However, we suggest that to portray cultural psychology as
primarily representing a cultural-relativist stance is inaccu-
rate and glosses over more significant defining features of
this approach to the study of culture and human development.
We highlight three core features of cultural psychology in
this section.

In recent discussions of the cultural psychology approach
to the study of human development (Harwood, Miller, &
Irizarry, 1995; J. G. Miller, 1997; Shweder et al., 1998),
numerous approaches have been categorized under this
overarching label. The most common examples include
extensions of Vygotsky’s (1978) sociohistorical theory,
which emphasizes the study of human development as it is
constituted in sociocultural context (Cole, 1990, 1996; Ro-
goff, 1990; Wertsch, 1985, 1991), and theories that empha-
size culture as the meaning systems, symbols, and practices
through which people interpret experience (Bruner, 1990;
Goodnow, Miller, & Kessel, 1995; Greenfield & Cocking,
1994; Markus & Kitayama, 1991; Shweder, 1990). Models
that incorporate ecological constructs with those from the
culture and personality school of thought (D’Andrade, 1984;
LeVine, 1973; LeVine et al., 1994; Super & Harkness, 1986;
Whiting & Whiting, 1975) and models based on activity the-
ory (Eckensberger, 1996) are also included under the um-
brella of cultural psychology.

Although cultural psychology does not have a unifying
definition or theoretical perspective, all these approaches
share a common focus on understanding culturally consti-
tuted meaning systems. Thus, the first core feature of all
these approaches is the common assumption that human
beings construct meaning through the cultural symbol sys-
tems available to them in the context of social interactions.
Thus, cultural psychologists view human psychological
functioning as an emergent property that results from sym-
bolically mediated experiences with the behavioral prac-
tices and historically accumulated ideas and understandings
(meanings) of particular cultural communities (Shweder
et al., 1998).

Along with the emphasis on the cultural meanings, a sec-
ond unifying theme across various cultural psychology ap-
proaches is the assumption that culture and individual
psychological functioning are mutually constitutive. It is as-
sumed that culture and individual behavior cannot be under-
stood in isolation, yet they are also not reducible to each other
(Cole, 1996; J. G. Miller, 1997; Rogoff, 1990). In such a view,
culture and individual development are not separated into in-
dependent and dependent variables. In addition, the assump-
tion that culture and individual functioning are mutually
constitutive goes beyond an emphasis on the bidirectionality

of influence. Cultural psychologists argue that to define the
relation between culture and individual development as
mutually constitutive requires a fundamental reconceptualiza-
tion of the nature of the relationship between culture and indi-
vidual development (Cole, 1996; J. G. Miller, 1997; Shweder
et al., 1998). Sociocultural perspectives offer such a reconc-
eptualization of the relation between mind and culture in the
central assumption that human development—conceptualized
as particular modes of thinking, speaking, behaving—is
assumed to arise from and remain integrally tied to concrete
forms of social practice (Cole, 1990; Vygotsky, 1978;
Wertsch, 1985): “Mind, cognition, memory, and so forth are
understood not as attributes or properties of the individual, but
as functions that may be carried out intermentally or intra-
mentally” (Wertsch & Tulviste, 1992, p. 549). Thus, instead of
conceptualizing individuals as “having abilities and skills,”
the focus is on the “person-acting-with-mediation-means” as
the appropriate unit of analysis (Wertsch, 1991, p. 119). In
other words, individual “ability” or “tendency” is not sepa-
rated from the contexts in which they are used. The argument
is that when the focus is on human actions, we are immediately
forced to account for the context of the actions and therefore
cannot separate context from human functioning.

A third unifying theme in approaches to cultural psychol-
ogy lies in the interpretive methodology preferred by these
various approaches. Because the basic assumption is that cul-
ture and behavior are essentially inseparable, psychological
functioning tends to be described in terms of the understand-
ing of behavior and experience by the members of a cultural
group themselves. Hence, the focus is on representing the
meaning that behavior has for the behaving person. The
roots of this preferred methodology have been traced to
hermeneutics, or the theory of interpretation derived from the
Greeks. W. Dilthey is credited with translating hermeneutic
tradition to a historic methodology in which general validity
is established through seeking objectified meanings within a
coherence of contexts (Harwood et al., 1995; Jahoda, 1992;
Jahoda & Krewer, 1997; Shweder et al., 1998).

Although cultural psychology is not a dominant perspec-
tive in mainstream psychology, it has stimulated attempts to
develop more culturally inclusive theories of human develop-
ment in the field of cross-cultural psychology (Dasen, 1993;
Jahoda & Krewer, 1997) and in the field of developmental
psychology (Cole, 1995, 1996; LCHC, 1983; Rogoff, 1990;
Rogoff & Chavajay, 1995; Valsiner, 1989). Such cross-
disciplinary contributions are the focus of a later section, so
we now turn our attention to major approaches to the study of
culture and human development within the field of develop-
mental psychology.
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Developmental Psychology

The primary focus in the field of developmental psychology
has been to describe and explain development and develop-
mental processes in all domains of human physical and psy-
chological functioning. In the study of human development,
defined as “changes in physical, psychological, and social be-
havior as experienced by individuals across the lifespan from
conception to death” (Gardiner et al., 1998, p. 3), develop-
mental change necessarily becomes the focus of inquiry. Dur-
ing the twentieth century much of the theoretical and
empirical focus on the bases of developmental change cen-
tered on establishing the significance of nature versus nur-
ture. However, contemporary developmental psychologists,
going beyond prior debates between the proponents of nature
versus nurture, stress that the dynamic relations between in-
dividual and context represent the basic processes of human
development (Lerner, 1991, 1998, 2002; Sameroff, 1983;
Thelen & Smith, 1998).

Historically, concerns about following the traditions of
established science and assumptions about universality as a
defining characteristic of human development have discour-
aged attention to the diversity and influence of varied devel-
opmental contexts. Recently, however, there has been
increasing focus on the contexts of psychological function-
ing. This attention to the contexts of development has been
prompted by several intersecting trends in the past couple
decades. Theoretical models and perspectives that have been
developed from within the field, particularly the ecological
model (Bronfenbrenner, 1979, 1986), developmental contex-
tualism (Lerner, 1991, 1996), and the life-span approaches
(Baltes, Lindenberger, & Staudinger, 1998; Baltes, Reese, &
Lipsitt, 1980), have been particularly influential in focusing
attention on the contexts of individual development. In most
of the ecologically based theories (with origins in the ecolog-
ical sciences that examine the interrelationships between or-
ganisms and their environments), context is viewed as one of
the major environmental variables that facilitate or constrain
individual development. Similarly, life-span psychologists
also emphasize social context, based on the central assump-
tion that changes in the individual’s social context across the
life span interact with the individual’s unique history of
experiences, roles, and biology to produce an individualized
developmental pathway. More recently, theorizing on the dy-
namic relation between individual and context has been
brought to a more abstract and complex level through the
concepts associated with developmental-systems models of
human development (Dixon & Lerner, 1999; Lerner, 2002).
In such models, integrative, reciprocal, and dynamic relations

and interactions among variables from multiple levels of or-
ganization constitute the core processes of developmental
change (Ford & Lerner, 1992; Gottlieb, 1997; Lerner, 1998;
Thelen & Smith, 1998).

It is not surprising that the models and perspectives just
listed have been credited for the increasing amounts of re-
search on the diversity of social contexts and life experi-
ences. In summarizing state-of-the-art reviews of conceptual
and empirical work on social, emotional, and personality de-
velopment, Eisenberg (1998) identified increasing focus on
contextual and environmental inputs to development as a key
theme: “Burgeoning interest in context in developmental
psychology is reflected in the study of many levels of influ-
ence, including diversity in culture and subculture, race and
ethnicity, sex and gender, and types of families and groups”
(p. 20). Similarly, Eisenberg noted that conceptual frame-
works are becoming more conditional, multifaceted, and
complex and that there is an increasing tendency to view de-
velopment as a consequence of “social interactions that are
shaped by contextual factors and characteristics of all partic-
ipants in the interaction” (p. 20). Thus, investigation of the
diversity of contexts of individual development has become a
major research agenda in most domains of psychological
functioning (Damon, 1998; Eisenberg, 1998; Maasten, 1999;
Wozniak & Fischer, 1993).

Applied and problem-oriented research has also con-
tributed to the increasing relevance of context in human devel-
opment. Context has been the specific focus of research aimed
at understanding the particular circumstances of children
growing up in poverty or adverse socioeconomic conditions
(McLloyd, 1990, 1998). Similarly, research that examines
children’s environments to enable the design of intervention
programs to improve their welfare have focused specifi-
cally on context variables (Kagitçibasi, 1996b) because it is
assumed that these mediating contextual factors can be ad-
dressed by programs.

Despite the increasingly more sophisticated conceptual-
izations of developmental processes and contexts of chil-
dren’s development just noted, there appears to be a common
underlying tendency to treat culture and context as synony-
mous in developmental psychology. Culture is operational-
ized as context variables and treated as an independent
variable. Even when investigated as a transactional or interac-
tional relationship, it is treated as separate from the individual
developmental outcomes with which it interacts. This focus
on culture as context may reflect the field’s continued reliance
on the methods of experimental psychology and the concern
with establishing universal relationships between context and
behavior. Having highlighted essential dimensions of each
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field’s approach to the study of culture, we now turn our
attention to the convergence between major approaches
followed by an emphasis on the continuing differences and
debates.

Emerging Convergence Between the
Major Approaches

Recent calls for paradigm shifts to enable the integrated study
of culture and human development are emerging from within
all three fields—cross-cultural psychology, cultural psychol-
ogy, and developmental psychology. Within cross-cultural
psychology there is a current shift toward more sociocultur-
ally oriented theorizing and empirical work, representing the
inroads made by cultural psychology approaches. Further,
there are increasing attempts to integrate knowledge gener-
ated by indigenous psychologies (Kim et al., 2000). Taking a
stance similar to that of cultural psychology, indigenous psy-
chologists advocate a paradigm shift in which constructs and
theories are developed inductively from within the culture
and culture is not treated as an independent variable. Al-
though theory development within indigenous psychology is
not far advanced, it appears to hold promise for integrating
the concerns of cultural psychology and cross-cultural psy-
chology (Saraswathi & Dasen, 1997).

Cultural psychology approaches also have had significant
influence within developmental psychology, more so in some
areas than in others, for example, in infancy research, adoles-
cence, and cognitive development (Kagitçibasi & Poortinga,
2000). For example, Rogoff and Chavajay (1995) described
the transformation of research on culture and cognitive de-
velopment. They described the shift from the cross-cultural
comparisons approach of the 1960s and 1970s to the more
substantive, socioculturally based theorizing and research
that became a significant tradition of research in cognitive
development within mainstream developmental psychology
by the beginning of the 1990s. Interestingly, Rogoff and
Chavajay documented this transformation by following the
trajectories of a number of researchers and scholars whose
initial research began within the traditions of cross-cultural
psychology, became increasingly sociocultural in orientation,
and eventually became an integral part of developmental psy-
chology (e.g., Cole, 1996; Miller, 1997; Rogoff, 1998).

Convergence between cross-cultural psychology and
developmental psychology has been evident primarily in the
use of culture-comparative approaches to test developmental
theories and constructs. Examples of such research include
studies that tested the universality of Piagetian stages
(Dasen, 1972; Dasen & Heron, 1981) and the cross-cultural
applicability of developmental differences in cognitive

competencies (Cole et al., 1971; LCHC, 1983) and that exam-
ined the universality of secure patterns of attachment (Sagi,
1990; Thompson, 1998; Van Ijzendoorn & Kroonenberg,
1988).

However, developmental psychology has had much less
influence on the field of cross-cultural psychology. The vol-
ume of culture-comparative research on developmental issues
published in cross-cultural publications is small (Keller &
Greenfield, 2000). One reason for this within the domain of
cross-cultural psychology is intellectual: Developmentalists
are interested in documenting the developmental trajectory in
different domains of development, and in the socialization and
enculturation processes, that is, the processes by which chil-
dren are taught and acquire competencies as they grow up
(Kagitiçibasi & Poortinga, 2000). Cross-cultural psycholo-
gists, however, are interested primarily in examining cultural
variability and establishing universally applicable lawful rela-
tions between cultural and ecological contexts and individual
behavior. Much of cross-cultural psychology focuses on cul-
tural variability of adult behavior, and therefore intersects
more with social psychology than developmental psychology.
Although this has been useful for developmental psycholo-
gists because the culturally constructed behavior of adults can
be viewed as an endpoint along a developmental pathway,
lack of comparative research on ontogenetic development
suggests that questions of central importance to developmen-
tal psychologists have not influenced the agenda of cross-
cultural psychologists. However, recent shifts indicating more
convergence between the aims of cross-cultural, cultural,
and developmental psychology suggest a promising future
for integrative approaches. Increasing culture-comparative
research in international journals of behavioral development
reflect such convergence. Keller and Greenfield (2000) out-
lined their vision for the future of cross-cultural psychology,
in which “developmental issues and methods will be the-
oretically, methodologically, and empirically integrated into
cross-cultural psychology, thus enabling our field to make
significant advance in research and theory” (p. 60).

Continuing Issues and Debates

Despite the cross-disciplinary convergences and contribu-
tions just highlighted, critical differences and debates be-
tween the major approaches persist. Although there has been
increasing agreement in the field of developmental psychol-
ogy on the need to situate psychological phenomena in cul-
tural context, answering the question of how to integrate
culture into developmental or psychological analysis has
been difficult (Kagitçibasi, 1996b). Issues in addressing this
question are both conceptual and methodological. These are
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perhaps best exemplified in the debates that have been ongo-
ing between cultural and cross-cultural psychologists and are
now also being debated within the field of developmental
psychology—between those influenced by ecological and
contextualist approaches to development and those influ-
enced by cultural and sociohistorical perspectives. Often, the
difference is oversimplified by assuming that cross-cultural
psychology proceeds from the perspective of the search for
universals, while cultural psychology proceeds from the per-
spective of cultural relativism. Arguing that this distinction is
misleading, we summarize recent discussions of the differ-
ences between cultural and cross-cultural psychology that
delve into the issues in more depth (Harwood et al., 1995;
Kagitçibasi, 1996; Poortinga, 1997; Saraswathi & Dasen,
1997; Shweder et al., 1998). We highlight some of the more
important issues because these continue to be debated in the
field of developmental psychology and need to be resolved if
we are serious in our goal to generate more culturally inclu-
sive theories of human development.

Debates on conceptual issues often focus on the question
of how culture or cultural context should be conceptualized
and operationalized in psychological research. Most of the
research examining cross-cultural differences can be criti-
cized for not clarifying the conceptual frameworks or the
explicit theoretical models of culture within which cross-
cultural findings are examined and understood (Harwood
et al., 1995). In recent debates between cross-cultural psy-
chologists and cultural psychologists on this issue of how to
conceptualize culture, some cross-cultural psychologists sug-
gested that culture can be operationalized as a set of condi-
tions (Poortinga, 1992, 1997; Segall, 1984). In such a view,
cultural variables are conceptualized as independent and an-
tecedent variables influencing human behavior. In this en-
deavor “there is a tendency to take cultural context, including
ecological as well as sociocultural variables, as a set of an-
tecedent conditions, while behavior phenomena, including
attitudes and meanings as well as observed behaviors, are
seen as the outcomes or consequents of these antecedent in-
fluences” (Poortinga, 1997, p. 350).

Similarly, in the ecological model (Bronfenbrenner, 1979,
1986) or the developmental contextualist (Lerner, 1991,
1996) approaches that have been particularly influential in
development psychology research, cultural context is opera-
tionalized in terms of various levels of children’s ecological
context, and research in this area attempts to document the
interplay between historical, cultural, biological, and psycho-
logical influences on behavior in a systems approach to
understanding influences on development.

In contrast, cultural psychologists maintain that in study-
ing culture, the focus should be on understanding culturally

constituted meaning systems. Thus, the study of the individ-
ual behavior must involve an examination of culturally con-
stituted psychological processes, including culturally shared
cognitive models and meaning systems (Harwood et al.,
1995). Contrary to the ecological or contextualist perspec-
tives, in cultural psychological approaches cultural context is
not conceptualized as an independent variable or influence on
behavior (LCHC, 1983; Rogoff, 1990; Rogoff & Mistry,
1985). As Shweder et al. (1998) claimed, “This insistence in
cultural psychology that contexts and meanings are to be the-
oretically represented as part and parcel of the psychological
system and not simply as influences, factors, or conditions
external to the psychological system distinguishes cultural
psychology from other forms of psychology which also think
of themselves as contextual (or situated)” (p. 871).

A related conceptual issue that distinguishes cross-cultural
and cultural psychology relates to the primary goals of each
approach. A primary goal of cross-cultural psychology is to
test the generalizability of psychological theories and estab-
lish universalities and differences in human functioning. In
cultural psychology the attention shifts from finding lawful
relationships between environmental variables (as culture
and context are often operationalized) and behavioral out-
comes to understanding the directive force of shared meaning
systems in the lives of individuals and how these meanings
are constructed in given contexts (D’Andrade & Strauss,
1992; Harkness & Super, 1992). Whereas cultural psycholo-
gists recognize that children grow up within the multiple con-
texts represented in ecological models, they also argue that
contexts cannot be merely conceptualized as environmental
influences. Understanding context must include understand-
ing the tacit social and interactional norms of the individuals
who exist within those settings, and whose behaviors and ex-
pectations both shape and are shaped by the institutional
structures of which they are a part (Harwood et al., 1995).
This focus on understanding the rule-governed understand-
ings, interpretations, and behaviors in particular contexts,
and the processes whereby individuals coconstruct and ap-
propriate these understandings and interpretations through
participation in various contexts, is the primary goal of cul-
tural psychologists (Harwood et al., 1995).

The methodological debate between cross-cultural psy-
chology centers on how to study culture. Cross-cultural psy-
chologists emphasize a comparative approach with a focus on
using common constructs and common measures across cul-
tural communities, whereas cultural psychologists prefer an
emphasis on the uniqueness of constructs in each cultural con-
text because they derive their meanings from these contexts
(Kagitçibasi, 1996b). Thus, the debates about the preferred
research orientation have been cast in terms of the emic-etic
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distinction (Berry, 1969; Poortinga, 1997), or the indige-
nous versus universalist orientation to study phenomenon
(D. Sinha, 1997). Behavior is emic—or culture specific—to
the extent that it can only be understood within the cultural
context in which it occurs; it is etic or universal in as much as
it is common to human beings independent of their culture
(Kagitçibasi, 1996b; Poortinga, 1997). Thus, the debate cen-
ters on the issue of whether a comparative or decontextualiz-
ing methodology is preferred or a holistic, contextualized
methodology is to be used. Proponents of each view criticize
the methodology preferred by the other. The interpretive
methodologies that are particularly appropriate to study cul-
turally unique phenomena from an emic perspective are often
not acceptable to psychologists using conventional empirical
standards of methodological rigor. Similarly, culture-compar-
ative methodologies that utilize etic constructs to establish
lawful relationships between cultural variables and psycho-
logical phenomenon have been criticized (Greenfield, 1997)
as insensitive to cultural context.

Although some discussions of these contrasts between
cultural psychology and cross-cultural psychology have
taken oppositional stances, more recent discussions have at-
tempted to find areas of convergence in the search for more
culturally inclusive theories that can encompass cultural uni-
versals as well as differences and uniqueness. Convincing ar-
guments made by cross-cultural psychologists (Poortinga,
1997) and by ecological and developmental contextual mod-
els in developmental psychology (Bronfenbrenner, 1986;
Lerner, 1991, 1996) emphasize the need to establish lawful
relations obtained between cultural, environmental, and be-
havioral variables. In general agreement with the need to
establish lawful relations, cultural psychologists however
emphasize that psychological structures and processes can
vary fundamentally in different cultural contexts (Miller,
1997) and that there may be multiple, diverse psychologies
rather than a single psychology (Shweder et al., 1998).

Arguing that the search for a science of human nature must
be concerned with meanings as well as lawful behavior and
that no approach can fully explain or account for all behavior
(Poortinga, 1997), we suggest that each approach has some-
thing unique and complementary to contribute to a compre-
hensive understanding of human development. Similarly,
the contrasting methodological approaches to the study of
culture should also be seen as complementary—“a compara-
tive approach does not preclude a contextualist orientation”
(Kagitiçibasi, 1996b, p. 12). For example, Rogoff, Mistry,
Göncü, and Mosier (1993) specifically use a derived-etic
approach in which contextualized constructs are used
for comparative analyses. In fact, conceptualizing the
context-dependency of psychological phenomena can focus

investigations to uncover causal relations in different contexts
that could actually lead to better generalizability. Our next
section, and the rest of the chapter, is directed toward this goal
of drawing on complementary approaches to build a more
comprehensive understanding of human development.

INTERFACE BETWEEN THE STUDY
OF CULTURE AND THE STUDY OF
CHILD DEVELOPMENT

In this section we focus on the issue of integrating knowledge
gained from the literature in cultural psychology and cross-
cultural psychology with the rest of developmental psychol-
ogy. Toward this end we delineate a broad integrative
framework that draws on the lessons learned from each of the
three subfields and integrates the complementary foci and
constructs of various approaches to create culturally based
conceptual frameworks that can encompass cultural varia-
tions in a coherent manner. Then we utilize this integrative
framework to present a selective review of specific topics in
child development as exemplars to document how it is
possible to integrate the cultural, cross-cultural, and develop-
mental literature. Three topical areas of child development—
development of self, children’s narrative development, and
development of remembering—serve as exemplars for the
construction of a culture-sensitive and culture-inclusive de-
velopmental psychology.

As discussed earlier, a central conceptual debate (between
cultural and cross-cultural psychologists, and between con-
textualist approaches and sociocultural approaches) focuses
on the question of how culture or cultural context should be
conceptualized and operationalized in psychological re-
search. Should culture be conceptualized as context and as an
independent influence (e.g., set of antecedent conditions) on
behavior or development, or should it be conceptualized as
culturally constituted meaning systems? Should the focus be
on finding lawful relationships between environmental vari-
ables (as cultural context is often operationalized) and behav-
ioral outcomes, or should our focus be on understanding how
culturally constituted meaning systems are constructed in
given contexts?

Perhaps the more important question is this: Should not
our focus be on understanding both contexts and the cultur-
ally constituted meaning systems embedded in various con-
texts? When the focus is solely on culturally constituted
meaning systems, there is the danger of relying on cultural
explanations for variations that often tend to preclude
more substantial analyses (Kagitçibasi & Poortinga, 2000).
Understanding important social-structural factors such as
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social-class standing, poverty, and low educational levels is
then easily overlooked. On the other hand, focusing on con-
text as social address variables (Bronfenbrenner, 1986) can
reinforce past assumptions that causes of development are
similar across groups but that variations between groups are
caused by differential exposure to causal agents or conditions
and biological predispositions. In the following discussion
we suggest how each perspective can be viewed as comple-
mentary and can be integrated.

Integrative Conceptual Framework

Here we develop a broad integrative framework that we
use to synthesize the cultural, cross-cultural, and develop-
mental literature on each of our selected topics. This frame-
work integrates constructs from contextualist approaches
(Bronfenbrenner, 1986; Lerner, 1991, 1996), sociocultural
theory, and cross-cultural psychology’s contribution of
promising substantive constructs that are pan-cultural as well
as those that are more unique within a culture (Segall et al.,
1999; Triandis, 1994).

Ecological context theories (e.g., Bronfenbrenner, 1986;
Lerner, 1991, 1996) provide the labels and operationalization
for layers of context—for example, macro system as cultural
level shared ideology; exo system as the societal level insti-
tutions; meso and micro system settings as the closest layer
of context for children’s development. Sociocultural perspec-
tives (Cole, 1996; Rogoff, 1990; Wertsch, 1991; Vygotsky,
1978) and Super and Harkness’s (1986) construct of develop-
mental niche provide the mediating constructs through which
broad cultural (macro) level contexts and ideology get in-
stantiated or reflected in the contexts of daily life (e.g., micro
and meso systems). Thus, each setting of a child’s micro or
meso system (e.g., home, school, peer group, neighborhood,
religious setting) can be conceptualized as consisting of
physical and social activities, practices, and psychology of
caregivers (i.e., the constructs that constitute the develop-
mental niche). These then are the more proximal level influ-
ences within which individual development is embedded and
constituted, and through which broad cultural level contexts
and ideology get instantiated in the day-to-day life of indi-
viduals in their micro and meso system settings.

Similarly, constructs from sociocultural theory can also
complement those from ecological context models, particu-
larly to operationalize context and understand the mecha-
nisms or processes of developmental change. Concepts such
as context, activity (Leont’ev, 1981; Wertsch, 1985), cultural
practices (P. J. Miller & Goodnow, 1995), and situated prac-
tice (Lave, 1990) have been discussed as various means of
operationalizing cultural context. Cole (1996) offered a

particularly comprehensive discussion of these concepts as
attempts to define a supraindividual sociocultural entity that is
the cultural medium within which individual growth and
development take place. Cole drew on both the sociohistori-
cal school of thought (represented in the writings of Vygotsky,
Lucia, and Leont’ev) and on anthropological theory to offer a
conceptualization of such an entity, defining “culture as a
medium constituted of artifacts” (p. 31).

Artifacts refer to the tools and objects used in a cultural
community that are developed by prior generations and that
get institutionalized and privileged in the institutions, prac-
tices, and valued activities of that cultural community.
Books, calculators, and computers are common examples of
physical artifacts or tools of our present-day literate and tech-
nological society that mediate how we interact with our
social and physical world (and thus are examples of media-
tion means). Written language, the alphabet, numeral sys-
tems, the decimal system (as a way of organizing numbers),
and the calendar (organizing time into years, months, days)
are examples of conceptual artifacts (or mediation tools)
that also regulate human functioning and behavior.

This notion of culture as a medium constituted of histori-
cally developed artifacts that are organized to accomplish
human growth highlights the study of culture as central to
understanding the processes or mechanisms of human devel-
opment (Cole, 1995). But this begs the next question: What is
the appropriate unit of analysis that will enable us to focus on
both individual functioning and the supraindividual context
within which it is situated? From a sociocultural perspective
the appropriate mode of research is to analyze the way in
which human thinking occurs within culturally organized
forms of activity. Based on the assumption that human
functioning cannot be separated from the context of activities
through which development takes place, it follows that rather
than focusing on individuals as entities, the aim should be to
examine individuals as participants in culturally valued
activities.

In fact, sociocultural theory posits that the integration of
individual, social, and cultural-sociohistorical levels takes
place within the analytic unit of activity (Cole, 1985, 1995;
Leont’ev, 1981; Tharp & Gallimore, 1988; Wertsch, 1985,
1991). Thus, the assumption is that activities mediate the im-
pact of the broader sociocultural system on the lives of indi-
viduals and groups (Gallimore & Goldenburg, 1993). Using
activity as the unit of analysis contrasts with the independent-
dependent variable approach that separates individual re-
sponses from environmental stimuli as the units of analysis.
Rather, activity as the unit of analysis consists of individuals
(as active agents) engaged in goal-directed behavior, carrying
out actions and using culturally valued tools and mediation
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means within a framework of shared cultural assumptions
and expectations (Cole, 1985; Leont’ev, 1981; Tharp &
Gallimore, 1988; Wertsch, 1985).

In the rest of the chapter we use this integrative framework
to organize a selective review of three topics in child devel-
opment, including key publications from cultural and cross-
cultural psychology and developmental psychology. We hope
to document the inroads that have been made in unraveling
the culture-individual interface, ranging from delineating the
larger context, institutional mechanisms, and specific situa-
tion contexts and their embedded meaning that result in the
individual’s construction and acquisition of culture, as well
as a precipitation of social-cultural change. We emphasize
how the complementary contributions from three subfields
of psychology enable a rich understanding of the interface
between culture and individual development.

Within each topic area we begin with contributions from
developmental psychology that often focus on descriptions of
“normative” development as well as cultural variations on the
“normal” outcomes of development. Then we highlight contri-
butions from cross-cultural psychology that identify cultural
or societal variations that have emerged from the culture-
comparative approach. Finally, we utilize the integrative
approach just delineated to integrate or link together societal-
level cultural variations and individual development. We
highlight the possibility of multiple normal developmental
pathways that exist in varying cultural contexts.

DEVELOPMENT OF SELF

We include the development of self as an exemplar to docu-
ment the interface between culture and development because
there has been much research generated on this topic within
all three subfields (developmental, cross-cultural, and cul-
tural psychology). Studies on the development of self
(Greenfield, 1994; Kagitçibasi, 1996a; Markus & Kitayama,
1991, 1994; Shweder, 1991) provide a rich source of infor-
mation regarding the significance of culture as a context for
development. From the moment of birth, or even before,
every individual is immersed in a complex cultural context
that provides the settings, meanings, and expectations that
enable the growing child to become an acceptable member of
a given culture. Whether viewed from the perspective of so-
cial construction (J. G. Miller, 1997; Shweder & Bourne,
1991), which implies that both culture and individuals con-
stitute each other, or from the perspective of culture as an in-
dependent variable (Triandis, 1989; Kagitçibasi, 1996b), the
total immersion of the individual child in culture is clearly
recognized: “Theorists, psychologists, anthropologists, and

sociologists alike generally acknowledge that the self is a
social phenomenon” (Markus, Mullally & Kitayama, 1997,
p. 14).

Developmental Trends: Contributions From
Developmental Psychology

In the developmental psychology literature, theories and
empirical work on the development of self have concentrated
on documenting developmental differences and the chronol-
ogy of the development of self-representations from infancy
through adolescence, as well as on determining the factors
that influence individual differences in self-evaluations
(Harter, 1998). Harter noted that the integration of research in
cognitive, affective, and social domains in the past 15 years
has contributed to a more comprehensive understanding of the
basis and development of self-awareness, self-representation,
and self-evaluations through normative developmental shifts
and transitions. Although the developmental progression is
primarily descriptive at this point, Harter underscores increas-
ing theoretical emphasis on the role of interactions with care-
givers and socialization agents in influencing normative
progression, not just in creating individual differences.
Developmental researchers also have focused on numerous
issues—such as discrepancies between real and ideal self-
concepts, multidimensional selves versus the unified self, the
relation to self-esteem, stability of self-representations—
leading to better understanding of the complexities of devel-
opmental processes and how individual differences emerge.

Most of the theorizing and research in developmental
psychology has been based on a Western view of the self that
emphasizes separateness, autonomy, individualism, and dis-
tinctness. In contrast, the cross-cultural literature provides a
much richer and in-depth analysis of alternate constructions
of the self that exist among different cultural communities
and are considered appropriate and mature within these com-
munities. Our discussion now turns to this literature.

Alternate Definitions of Self: Contributions from
Cross-Cultural and Cultural Psychology

Review of the rich culture-comparative literature indicates a
general consensus regarding predominance of two major
alternate views of the self. These two alternate frameworks
have been variously referred to as independence versus inter-
dependence (Greenfield, 1994; Markus & Kitayama, 1994),
individualist versus collectivist orientations (Kim & Choi,
1994; Triandis, 1989), autonomous versus relational self
(Kagitçibasi, 1996a), and cultural themes promoting the
referential versus indexical selves (Landrine, 1992).
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Based on the ideology of individualism, the Western
definitions of the self emphasize it as an independent, self-
contained entity. The self is viewed as comprising of a unique
configuration of internal attributes (including traits, emo-
tions, motives, values, and rights) and behaving primarily to
meet the demands of these attributes (Markus & Kitayama,
1994). The self in this perspective is seen as “bounded,
unique, singular, encapsulated, noncorporeal” (Landrine,
1992, p. 747). The autonomous self is seen as an active agent
that promotes selective abstraction of information from the
environment (Triandis, 1989), as stable over time and across
contexts, and as using environmental resources and all rela-
tionships instrumentally in the service of the self. The nor-
mal, healthy, independent self is expected to be assertive,
confident, and goal oriented toward self-fulfillment, enhance-
ment, and actualization (Landrine, 1992).

In contrast to the autonomous self, the interdependent or
indexical self is not discrete, bounded, separate, or unique
and is constituted (created and recreated) through social in-
teractions, contexts, and relationships (Landrine, 1992). The
self is viewed as embedded in relationships and the social
context and has no existence independent of the same
(Markus & Kitayama, 1994). In fact, “experiencing interde-
pendence entails seeing oneself as part of an encompassing
social relationship and recognizing that one’s behavior is de-
termined by, contingent on, and to a large extent, organized
by what the actor perceives to be the thoughts, feelings, and
actions of others in the relationships” (Markus et al., 1997,
p. 26). Further, the boundaries of the individual self are
permeable with fusion between self and others, self and so-
cial roles, and in some cultures such as the NSO of Cameroon
in Africa (Nsamenang & Lamb, 1994) and Hindu India
(Marriott, 1989; Shweder & Bourne, 1991) include the
supernatural and ancestral spirits.

Cross-cultural literature has also emphasized the culture-
bounded nature of what is considered the appropriate goal or
endpoint of development. Contrasting the Western worldview
of the place of the individual self in society with the socially
and contextually embedded Indian self, Marriott (1989) com-
mented that in the former worldview, “individuals are seen as
indivisible, integrated, self-developing units, not normally
subject to disjunction or reconstitution” (p. 17). These same
characteristics that denote positive features when viewed from
the independence-autonomy dimension may be perceived as
immodest, arrogant, and aggressive when viewed from the
perspective of the interdependent or indexical self: “To mem-
bers of socio-centric organic cultures the concept of the au-
tonomous individual, free to choose and mind his or her own
business, must feel alien, a bizarre idea cutting the self off
from the interdependent whole, dooming it to a life of isolation

and loneliness” (Kakar, 1978, p. 86). Parallel to the constrast-
ing perceptions of desirable self-ways (discussed later) of the
referential self, the indexical or interdependent self is viewed
as passive, weak, and unstable from the cultural framework
that fosters autonomy, even while it is viewed as socially
sensitive, harmonious, and unselfish from the sociocentric
perspective (Landrine, 1992; B. K. Ramanujam, 1979).

Integrated Perspectives: Multiple Developmental
Models and Pathways

Several researchers have emphasized the coexistence of al-
ternative definitions of self within a culture, as well as within
individuals across developmental stages and across contexts.
Markus, Mullally, and Kitayama (1997), in introducing their
comprehensive review of literature from contrasting cultural
contexts, suggested that “taken together, this work reveals
that there are multiple ways to construct interdependence and
independence and that constructions of both can be found
in all cultural contexts” (p. 13). The coexistence of the pri-
vate and public self (Triandis, 1989), the integration of au-
tonomy and relational orientations (Kagitçibasi, 1996b), and
the variations in expressions of independence and interde-
pendence (Kim & Choi, 1994) have received focused atten-
tion in the cross-cultural literature. Similarly, developmental
psychologists criticize the sharp dichotomy between auton-
omy and connectedness. Harter (1998) argued that the recent
trend toward incorporating both concepts of autonomy and
connectedness in theories of self, rather than treating them as
competing orientations, is leading to promising lines of
research within developmental psychology.

Although cross-cultural research that documents the exis-
tence of alternate conceptualizations of self has been a signif-
icant contribution, it is not enough for a comprehensive theory
of self. Such a theory must be able to explain the process of
social construction whereby these alternate conceptualiza-
tions of self are appropriated by individuals, describe the mul-
tiple developmental pathways for the appropriation of these
different concepts of self, document the source of individual
variations in developmental pathways, and explain how indi-
viduals collectively bring about macro- or societal-level
changes. The conceptual framework we delineated earlier that
integrates cultural psychology perspectives and ecological-
contextual models of development is utilized here to synthe-
size the contributions of cross-cultural and developmental
research in such an endeavor.

Role of Social and Cultural Institutions

We suggest that sociocultural perspectives enable us to un-
derstand the role of cultural and social institutions of the
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macro system and exo system in institutionalizing culturally
idealized notions of self and society, as well as the processes
whereby individuals collectively bring about change in insti-
tutions and in cultural values or macro-level ideology. Soci-
etal institutions and macro-level ideology may create the
conditions and contexts for the social construction of self at
the individual level, but they themselves are constructed and
institutionalized by collective individual actions. Individuals
confronted by conflicting demands arising from changes
within a society or brought about by interacting societal con-
texts can also become the impetus for creating and institu-
tionalizing new cultural patterns of behavior. For example,
Kumar (1993) drew attention to the contradictory forces that
impinge on the urban middle-class child in India today. On
the one hand, the competitive settings of institutions such as
the school and the aggressive commercial media call for indi-
viduation, but the continued emotional hold of the family on
the child’s decision making necessitates developing socio-
centricism. The resulting tendency on the part of individuals
to respond to both needs and appropriate a model of self
that integrates individuation and sociocentricism eventually
becomes the culturally valued norm.

Similarly, Kagitçibasi (1996b) suggested that increasing
urbanization and nucleation of families in traditional soci-
eties, along with the introduction of the institutions of infor-
mation technology and the market economy, have created a
context in which individuals have constructed valued notions
of self in which both independence and dependence are inte-
grated. Families have responded to the shift from agrarian
economies to market economies by weakening intergenera-
tional material interdependencies while maintaining the emo-
tional interdependency, thus creating new cultural patterns
and norms.

Individual Social Construction and Development
of Self in Context

When the focus of attention shifts to the individual level as
we address questions of developmental pathways and
processes, it is essential to reiterate a basic assumption about
the social construction of the self. Although cultural psychol-
ogists have always viewed the self as a social construction
and its development as a social coconstructive process, there
appears to be increasing agreement among developmental
psychologists about the critical role of social interactive
processes. However, this is often conceptualized as the vari-
able of caregiver’s role or style (Harter, 1998; Neisser &
Jopling, 1997). In highlighting notable advances in research
on the development of self-representation, Harter (1998)
commented that while in earlier research “care giving styles

were related to individual differences in child self-related
behaviors, recent conceptualizations and supporting evi-
dence point to the major role that caregiver-infant interac-
tions play in influencing the normative progression of
self-development” (p. 566).

While there remains much to be done, recent attempts in
the literature to describe different developmental pathways
for the appropriation of alternate conceptualizations of self
and for accounting for individual differences are also emerg-
ing (Neisser & Jopling, 1997). Markus, Mullally, and
Kitayama (1997) used the term self-ways to include broader
cultural connotations than that of the individual self. They
define self-ways as including “key cultural ideas and values,
including understandings of what a person is, as well as
senses of how to be a ‘good,’ ‘appropriate,’ or ‘moral’
person” (p. 16). This connotation assumes special signifi-
cance because it provides for distinction between the modal
cultural pattern and individual differences within a culture
that may be shaped by a complex set of cultural dimensions
including social class, gender, and age.

Recent theorizing to consider the developmental implica-
tions of alternate conceptualizations of the self has led to the
generation of hypotheses and some empirical support about
alternate developmental pathways related to distinctions
between individualistic and sociocentric concepts of self.
Development of self-consistency and stability of self-concepts
and emphasis on uniqueness are important developmental
milestones representing increasing maturity when the individ-
ualistic self is the culturally valued goal of development
(Harter, 1998; Neisser & Jopling, 1997).

However, contrasting the Western worldview of indi-
vidualism and autonomy with the Hindu world view of
sociocentricism, Marriott (1989) commented that in Hindu
postulations “persons are in various degrees nonreflexive (not
necessarily consistent) in their relations” (p. 16). Interpersonal
relations are viewed as irregular and fluid. It follows that such
a self would exhibit little stability across contexts and time,
and the individual self’s attributes, values, and needs emerge
from or reflect the needs of the relationships and contexts
(Greenfield, 1994; Kim & Choi, 1994; Shweder & Bourne,
1991). Thus, in cultures like India, context sensitivity is the
preferred formulation (J. G. Shweder & Miller, 1991; A. K.
Ramanujam, 1990; Shweder & Bourne, 1991) and, one might
extrapolate, the preferred indicator of increasing maturity.

There is some evidence to support the notion of different
developmental pathways. When asked to describe them-
selves in 20 statements, Japanese youths’ responses indicated
a predominance of contextualized responses, in contrast to
American youths’ responses emphasizing personal attrib-
utes. In a similar vein, Shweder and Miller (1991) presented
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developmental data documenting increasing context sensitiv-
ity with age among Indian children and adolescents, com-
pared to the increasing proportion with age of statements
about general dispositions of the agent among American chil-
dren. Similarly, Hart and Fegley (1995) documented African
American children’s relatively more sophisticated self-
descriptions compared to children tested in Iceland and ex-
plained the difference in terms of the cultural heterogeneity
of life experiences, suggesting that children who encounter a
variety of perspectives are better able to articulate their vary-
ing self-concepts.

We conclude this section with a specific example of the
social construction of self in Hindu India, a culture in which
one of us (Saraswathi) is deeply embedded. We use this spe-
cific example to highlight the different developmental out-
comes and trajectories that are possible for the development
of self. The development of self in the Indian context can
make a case study by itself for several reasons. First, India
has a sociohistorical context with a philosophical tradition
that is thousands of years old and rooted in the belief of har-
mony, multiplicity (e.g., many deities, one God), and context
sensitivity. Second, India has a prescriptive religious philos-
ophy deeply embedded in the psyche of the average Hindu
(see Kakar, 1978; Marriott, 1989; D. Sinha & Tripathi, 1994)
that details the acceptable code of conduct for each stage of
life and includes the engagement and disengagement of the
self in relationships and social bonds. Third, India has a fast-
paced rate of social change due to urbanization, industrializa-
tion, and a market economy that coexists with a rural India
still deeply rooted in tradition.

A. K. Ramanujam (1989) illustrated this coexistence of
contradictions in Indians who learn, quite expertly, modern
science, business, or technology. However, this “scientific
temper” and the new ways of thought and behavior do not
replace older religious ways but live among them.
Ramanujam’s own father, who was a well-known mathemati-
cian and astronomer, also specialized in astrology and hosted
with ease both astronomers and astrologers, never finding it
paradoxical. In a similar vein J. B. P. Sinha (1980) presented
the idea of the nurturant task leader, who is authoritarian but
effective as a benevolent patriarch in an Indian organizational
setting that competes in modern global trade.

The Hindu ashramadharma theory describes the code of
conduct for each life stage (Kakar, 1978). In the context of the
development of self, what is noteworthy is that whereas mar-
riage and procreation and the fulfillment of the duties of the
householder are considered imperative for personhood from
emerging adulthood to late adulthood, the process of disen-
gagement from social bonds is expected to be initiated from
early old age (vanavas), leading to complete renunciation

(sanyas) in late old age. In fact the ritualistic ceremonies of
the completion of the 60th and 80th birthdays provide formal
recognition to the expected (idealized) shift. This shift is from
the sociocentric self embedded in worldly relationships and
duties to a individualized self leading to the path of inward
search and self actualization to ultimate salvation or Nirvana.
Thus, both the sociocentric and individualistic self are val-
ued, but at different stages of life. Here lies the challenge for
developmental theory “to devise organizing frameworks that
can account for developmental change, cultural diversity, and
contextual variation in a model that presents development as
multi-determined” (Cocking, 1994, p. 394) and, we would
add, multidimensional.

DEVELOPMENT OF CHILDREN’S NARRATIVES

We select a topic in language and communication as our sec-
ond exemplar because this is another domain of development
in which the integration between developmental and cross-
cultural research has been promising, if not achieved. When
language is viewed primarily as code acquisition, the ten-
dency is to focus on the underlying universal processes and
theories of language acquisition (chapter by Hoff in this vol-
ume). However, in cross-cultural psychology there has been a
shift away from attempts to validate linguistic models and
toward the notion of language and communication as socially
embedded cultural phenomenon (Mohanty & Perregaux,
1997; Schieffelin & Ochs, 1986). The bulk of cross-cultural
research on language development consists of cross-linguistic
studies that focus on the formal structure and rules of differ-
ent languages and document that different grammatical
structures create different types of problems for a child’s
acquisition of language (Slobin, 1992). However, there is also
increasing interest in language socialization and the various
socially embedded cultural devices used to socialize children
in the pragmatics of language use (Mohanty & Perregaux,
1997).

The interface between individual development and culture
becomes particularly critical when language is viewed as in-
volving social action and the creation of meaning, rather than
as merely code acquisition. In light of this, we select the topic
of narratives from the broad domain of language develop-
ment because development of narrative skills involves mean-
ing making and communication that are culturally embedded
and not merely the acquisition of linguistic codes. In addi-
tion, significant inroads have been made in unraveling the in-
terface between individual development and culture in this
body of literature.
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Developmental Trends: Contributions From
Developmental Psychology

Research from a developmental psychology perspective has
focused on documenting developmental trends in the nature
of children’s narratives and the acquisition of narrative
skills, including the social-interactive processes whereby
children learn to produce narratives. Much of the research
examining the development of children’s narratives has used
definitions of narratives based on the types of narratives val-
ued in formal school settings. Skills and knowledge that
allow for the understanding and production of narratives
have been delineated based on definitions and characteriza-
tions of what constitutes such school-based narrative styles
(Feagans, 1982). These include knowledge of such infor-
mation as introductions, setting, character descriptions,
themes, event sequences, reactive events, and conclusions
(Rumelhart, 1975; Stein, 1988), as well as knowledge of
how to sequence information to form a coherent and cohe-
sive narrative.

Age-related progression in the production of narratives
has also been documented, beginning with the rudimentary
narratives produced between the ages of 2 to 3 years of age
(Sachs, 1983; Snow & Goldfield, 1982), to the personal nar-
ratives produced by 6- to 9-year-olds that include most of the
basic elements that are typical in the narratives told by adults
in the community, such as orienting information and eva-
luations and resolutions of climactic events (Peterson &
McCabe, 1983). The social-interactive processes through
which children learn to tell the type of narratives valued by
adults have also been the focus of research on children’s
narratives. Some examples of the social-interactive activities
that were common in early research on the development
of narratives are joint book reading activities (Snow &
Goldfield, 1982), dialogues with adults around storybooks
(Cazden, 1988), talking about personal experiences and
stories (Heath, 1982), school tasks and activities related to
comprehension, and processing of information from written
narratives and texts (Stein, 1988).

Cultural Variations in Narratives: Contributions
From Cross-Cultural and Cultural Psychology

The main contribution of culture comparative research has
been to emphasize that conceptions of normative narratives are
themselves culturally constructed and culture bound. The
models of story structure, such as the story grammar models de-
rived from research in the United States (Mandler & Johnson,
1977; Stein, 1988), cannot always be applied to narratives from
other cultures. Based on an analysis of 150 Japanese folktales,

Matsuyama (1983) concluded that story grammar models were
difficult to apply to the folktales because these often did not
have the goal structure (a goal for the main character to
achieve) that is common in Western folktales.

Similarly, Heath’s (1983) landmark research on different
cultural communities in the United States described how
three communities differed in their definition of stories—
even though telling stories was a valued activity in all the
communities. In one community (a White mill community of
Appalachian origin), culturally valued stories were factual
and chronological, included a lesson to be learned, and were
used to reinforce behavioral norms. In contrast, in another
community (an African American mill community of rural
origin), stories were highly creative and fictionalized and
were used to entertain and assert individual strengths.

Distinctive structural patterns also have been delineated for
narratives generated by HispanicAmerican and Japanese chil-
dren (Minami & McCabe, 1991; Rodino, Gimbert, Perez, &
McCabe, 1991), in African-American children’s narratives
(Gee, 1989; Michaels, 1991; Nichols, 1989), and in Hawaiian
children’s narratives (Watson, 1975). In fact, the difficulty in
applying story grammar structures to narratives from various
cultures led to the development of other types of structural
analysis, such as verse analysis and stanza analysis (Gee,
1986; Hymes, 1974).

Integrative Perspectives: Toward Multiple Models
of Narrative Development

Whereas developmental research attempts to delineate nor-
mative trends in the development of children’s narratives,
cross-cultural research emphasizes variations in the structure
and form of culturally valued narratives. However, merely
documenting variations is not enough to explain the process
whereby these differences in what is culturally valued are
generated and maintained by becoming institutionalized in
cultural institutions and ideology. Similarly, delineating
developmental differences, or the factors that lead to individ-
ual differences, is not enough to understand how individuals
appropriate the narrative forms and styles valued in their
cultural communities and in turn collectively create, institu-
tionalize, and privilege particular forms of narratives in their
communities.

We argue that it is essential to integrate research from all
three subfields (cross-cultural, developmental, and cultural
psychology) to benefit from their complementary foci and
develop a more comprehensive understanding of the inter-
face between culture and narrative development. An example
of such integration of various bodies of literature is offered
by Mistry (1993) and is briefly summarized here.
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Using the sociocultural perspective to facilitate the inte-
gration of empirical work on the development of children’s
narratives, Mistry (1993) organized her literature review to
document how sociocultural context is an integral part of
children’s narrative development at both an institutional and
an interpersonal level. At the institutional level, cultural his-
tory creates and establishes institutions (e.g., schools, literary
organizations) that value, foster, and reward (through tools
such as grades, awards, and other means of formal or infor-
mal recognition) particular types of narratives and narrative
practices. At the interpersonal level, the cultural basis of
narrative practices is manifested in the nature of the task that
the narrator and listener seek to accomplish, the values in-
volved in determining the appropriate goals and means, the
intellectual tools available (e.g., language system and
conventions), and the institutional structures within which
interactions take place (e.g., schools, social organizations,
economic systems).

Role of Social and Cultural Institutions

To understand development in any domain, it is first essential
to identify goals of development or culturally accepted end-
points of development within that domain. At the broadest
level, cultural institutions serve to establish these norms and
goals of development. In a literate and technologically ori-
ented society, social and cultural institutions privilege partic-
ular forms of narratives and narrative practices, which then
become the desired norms that determine what is considered
normal progression toward mature and developmentally
sophisticated forms. Sociolinguists have pointed to the exis-
tence of a literate bias in contemporary approaches to narra-
tives (Gee, 1991; Michaels, 1991). Similarly, cross-cultural
literature has emphasized that the unidirectional focus and
value placed on academic and literate contexts of develop-
ment must be questioned, as the goals of literacy and
academic discourse are not universal. To understand the deve-
lopment of children in the context of their own communities
requires study of the local goals and means of approaching
life (Rogoff, Mistry, Göncü, & Mosier, 1993). Each commu-
nity’s valued skills, institutionalized in cultural ideology and
institutions (the macro and exo systems), constitute the local
goals of development.

In addition to privileging particular forms of narratives and
narrative practices, cultural institutions also provide the con-
text and structure the situations and activities of the micro
and meso systems within which children hear narratives and
gain practice in producing them. For example, in European
American middle-class communities, the dominant interac-
tional contexts within which narrative activities take place

are related to the institutions of formal schooling and the
socioeconomic systems that call for literate means of
communication (Mistry, 1993). Hence, young children’s nar-
rative skills develop within the interactional contexts of
school-like learning activities. The occurrence of school-like
narrative activities, such as story reading and recounting
of events during parent-child conversations (Feitelson &
Goldstein, 1986; Fivush, 1991; Haight, 1991; Heath, 1989;
Snow, 1989) have been well documented in the developmen-
tal psychology literature on European American middle-class
children. Parallels and continuity in the patterns of narrative
discourse between home and school in middle-class, school-
oriented communities occur because the cultural and social in-
stitutions that serve as a dominant context for development
are similar in each case.

The consistency between children’s narrative patterns and
those apparent in the discourse patterns of adults participat-
ing in several institutional contexts of community life, such
as the church, has been documented by Heath (1983) for an
African American mill town community: “Thoughout the
sermons, prayers, and raised hymns of the church, there ap-
pears a familiar pattern which marks many other features of
Trackton life: the learning of language, telling of stories, and
composing of hand-clap and jump-rope songs” (p. 211).
Patterns of language use that were apparent in children’s and
adult’s storytelling were also evident in other institutional
contexts in the community, such as in parts of the church ser-
vice (sermons, hymns, personal testimonials), in the music,
in community events, and in children’s games and play.

Links between children’s narrative patterns and cultur-
ally institutionalized discourse patterns are also evident in
Minami and McCabe’s (1991) research on Japanese chil-
dren’s narratives. They link the short length of Japanese
children’s conversational narratives to culturally valued liter-
ary forms in which the emphasis is on brevity, such as haiku
(a literary form that combines narrative and poetry and has
strict length limitations) and karuta (a game that displays
three lines of written discourse). Thus, within any cultural
community there is continuity in the patterns of narrative dis-
course used at home and the discourse patterns utilized and
privileged by the cultural institutions controlled by people in
the communities (Mistry, 1993). However, the fact that the
narrative patterns and the cultural institutions that support
them can be very different across cultural communities un-
derscores the importance of recognizing multiple goals and
pathways of development. Having emphasized the role of
cultural institutions in privileging particular forms of narra-
tives and structuring the settings and activities in which chil-
dren appropriate these forms, we now turn our attention to the
role of individual social construction.
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Individual Social Construction and Development 
of Narratives

As we pointed out earlier, much of the research examining
children’s development of narrative skills delineates the ma-
ture skills of storytelling based on definitions of narratives
valued in schools and other institutions in a literate society.
Developmental trends in how children acquire and appropri-
ate school-based narrative styles and conventions through
their dialogues and joint activity with adults in school-like
learning activities and conversations have been well
documented in the developmental psychology literature
(Cochran-Smith, 1983; Snow, 1989). However, less is known
about the social-interactional contexts and processes through
which narrative practices valued in other cultural communi-
ties are acquired and appropriated.

Some cultural differences in aspects of joint conversa-
tional or narrative activity have been documented through
culture-comparative approaches. Blum-Kulka and Snow
(1992) found variation in the amount of assistance and the
degree of independence given children during dinner-time
conversations in working-class, middle-class American and
middle-class Israeli homes. Similarly, Minami and McCabe
(1991) reported differences in the length of time children
are given the floor during mother-child conversations in
Canadian and Japanese homes. Canadian mothers encour-
aged lengthy turns by asking many extending questions,
whereas Japanese mothers regularly capped the length of
their children’s turns at three utterances.

To summarize our integration of the literature on the de-
velopment of children’s narrative from developmental, cross-
cultural, and cultural psychology perspectives, we emphasize
the contributions from each subfield of psychology in build-
ing a more comprehensive and culturally inclusive theo-
retical and empirical knowledge base. Research within
developmental psychology has delineated normative trends
in the development of children’s narratives in communities in
which the institutions of schooling and literacy are dominant
contexts for this development. By documenting variations in
the structure and form of culturally valued narratives, cross-
cultural research has enabled us to recognize the culture-
bounded nature of what might be construed as normative
developmental trends and acknowledge these as situated in
particular communities, specifically those dominated by the
institutions of schooling and literacy. Finally, sociocultural
perspectives have elucidated the processes whereby differ-
ences in what is culturally valued are generated and main-
tained by becoming institutionalized in cultural institutions
and ideology. Such perspectives also offer theoretical con-
ceptualizations of how individuals appropriate the narrative

forms and styles valued in their cultural communities, and in
turn collectively create, institutionalize, and privilege partic-
ular forms of narratives in their communities.

DEVELOPMENT OF REMEMBERING

In the cross-cultural psychology literature, cognitive develop-
ment has been identified as by far the most frequently studied
topic of cultural-comparative research. Whereas cross-cultural
researchers in the first half of the twentieth century focused on
testing the applicability of the IQ construct (Jahoda & Krewer,
1997), after the 1960s researchers concentrated on studying
cognitive processes such as memory, mathematical thinking,
and categorization (Cole et al., 1971; Dasen, 1972; Dasen &
Heron, 1981; Wagner, 1981). Since the 1970s several scholars
have provided detailed accounts of cross-cultural research on
cognition (Altaribba, 1993; Berry & Dasen, 1974; Mishra,
1997; Rogoff, 1981; Segall, Dasen, Berry, & Poortinga, 1999;
Wagner, 1981). Research carried out during the last half of
the twentieth century has also led to significant shifts in un-
derstanding the interface between culture and human develop-
ment. Therefore, we considered it important to include a topic
in cognitive development as an exemplar of the integration of
research from various subfields of psychology. However, to
delimit our task, we have chosen to focus on the topic of
remembering.

Developmental Trends: Contributions From
Developmental Psychology

Although research on the development of memory has a long
history, there has been a shift in emphasis from describing
developmental differences in memory performance to identi-
fying the underlying mechanisms of developmental change.
This shift may have been a result of the increasing promi-
nence of information processing and neuroscience ap-
proaches in the 1960s (Schneider & Bjorklund, 1998).
Although developmental differences on working memory
capacity was a significant line of research, developmental
differences in the use of mnemonic strategies became a par-
ticularly important area of research in this attempt to explain
developmental differences.

Several reviews of research (Paris, Newman, & Jacobs,
1985; Perlmutter, 1988; Schneider & Pressley, 1989;
Weinert & Perlmutter, 1988) documented early attempts to
explain memory development as the development of increas-
ingly flexible and more general memory strategies between
5 and 11 years of age. Age-related changes in operative
knowledge (knowing how to use mnemonic strategies),
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epistemic (content) knowledge, and metacognitive knowl-
edge were assumed to contribute to age-related improve-
ments in memory performance (Perlmutter, 1988). However,
research within developmental psychology itself, such as ev-
idence of strategic remembering among young children in fa-
miliar contexts (Wellman, 1988) and the role of prior
knowledge in facilitating better recall (Chi, 1978), high-
lighted the problems with decontextualized generalizations
about memory development.

In a recent review Schneider and Bjorklund (1998) under-
scored the heterogeneity and variability in different aspects
of memory and the expectation that different types of
memory abilities will have different developmental functions
and trajectories. Some dimensions of memory are assumed to
develop slowly over childhood and to be influenced by
environmental context, whereas others are viewed as devel-
opmentally invariant and relatively impervious to environ-
mental factors (Schneider & Bjorklund, 1998). Noting the
shift away from research on conscious and strategic remem-
bering to a focus on basic-level unconscious and nondeliber-
ate micro processes, Schneider and Bjorklund placed
particular emphasis on the need to study memory at multiple
levels and from multiple perspectives, including perspectives
that focus on the social construction of remembering.

Variability in Remembering: Lessons From 
Cross-Cultural Research

Reviews of cross-cultural research on remembering (Mistry,
1997; Rogoff & Mistry, 1985) characterize much of this re-
search as based on a model in which culture and memory
were conceived of as separate variables. The influence of
culture on individual performance or development was typi-
cally studied by comparing the memory performance of indi-
viduals from two or more cultures. Evidence from such
research in the 1960s and 1970s indicated that individuals
from non-Western cultures did not use the type of mnemonic
strategies that were assumed to facilitate better recall among
individuals from Western cultures and to be responsible for
developmental differences (Cole & Scribner, 1977; Rogoff,
1981; Rogoff & Mistry, 1985; Wagner, 1981).

Despite the predominance of research focused on testing
psychological theories using constructs and procedures de-
veloped in the West, important lessons were learned from
such culture-comparative research (Mistry, 1997). Cross-
cultural studies conducted by Cole and his colleagues in
the 1970s (Cole et al., 1971; Cole & Scribner, 1977; Sharp,
Cole, & Lave, 1979) were particularly notable for their in-
sightful use of ethnographic methods. These researchers

combined ethnographic methods to gain a deep understand-
ing of cultural context with experimental procedures to elab-
orate features of the memory tasks and materials that
mediated cultural differences in performance on remember-
ing tasks. Along with evidence from descriptions of non-
Western people’s memory in their everyday life (Bartlett,
1932; Lord, 1965), such research emphasized the variability
of remembering as a function of familiarity and practice with
specific materials, tasks, mediational means, and the modal-
ity of remembering (Mistry, 1997).

Cross-cultural research also highlighted another important
lesson for research on memory in general. It enabled re-
searchers to separate variables that vary simultaneously in
the United States but are separable in other cultures. For
example, in many nontechnological societies, formal school-
ing is not yet universal, so the relative independence of age
and amount of schooling provides investigators with a nat-
ural laboratory for investigating effects of age and schooling
separately. Cross-cultural comparisons of memory perfor-
mance by individuals varying in schooling experience
allowed consideration of whether developmental changes in
remembering were due to experience with school rather than
maturation (Rogoff, 1981, 1990; Sharp, Cole, & Lave, 1979).
Western children enter school at about age 5, and there is
high correlation between age and grade in school thereafter.
Thus, cross-cultural research facilitated awareness of the fact
that “cognitive-developmental research has been measuring
years of schooling, using age as its proxy variable” (LCHC,
1979, p. 830). This evidence from cross-cultural studies,
along with recent research on the impact of training on use of
mnemonic strategies, has led developmental psychologists to
recognize the social construction of memory (Schneider &
Bjorklund, 1998).

Integrated Perspectives: Multiple Dimensions
of Remembering

Although the variability of memory has been well docu-
mented in cross-cultural research, it is essential to go beyond
merely documenting differences to developing a theory or
conceptual framework that describes and explains the multi-
dimensional complexity of the development of remembering
in diverse contexts. If the notion of culture is to be integral to
a theory of memory development, it must take into account
contemporary ideas and findings in the field (Wertsch &
Tulviste, 1992). Therefore, we emphasize the need for an in-
tegrative perspective that will enable us to interpret research
at many levels, examining the larger social context to institu-
tional mechanisms and the specific situation contexts and the
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embedded meaning that results in the individual’s construc-
tion and acquisition of remembering.

Role of Social and Cultural Institutions

Although much of the cross-cultural research in the study of
memory has not been conducted from a sociocultural or
cultural-psychology perspective, this body of research is re-
viewed to examine how it elucidates a theory of memory
development in which the interface between culture and indi-
vidual development is integral.

Early cross-cultural research focused on testing constructs
and procedures for assessing memory performance among
people from different cultural communities. On classic mem-
ory tasks developed by developmental psychologists (e.g.,
free or serial recall of lists of words or series of pictures),
people in non-Western communities were widely observed to
perform poorly (see reviews by Cole & Scribner, 1977;
Rogoff, 1981; Rogoff & Mistry, 1985; Wagner, 1981). Fur-
thermore, following the prevalent approach in cross-cultural
psychology, researchers typically examined characteristics
that commonly varied between cultures (e.g., the amount of
formal schooling, degree of modernity, urban vs. rural resi-
dence) as an explanation for these differences in remember-
ing. However, the research that documented differences in
remembering as a function of these variables did not elabo-
rate the cultural context of remembering because it did not
unpackage (Whiting, 1976) specific aspects of the environ-
mental or experiential context that differentiated the groups.

Toward the goal of elaborating the cultural context of
remembering, we draw on sociocultural perspectives to facil-
itate the development of a conceptual framework of remem-
bering in which culture is integral. In such a conceptual
framework, it is essential to consider how remembering is
coconstructed in the context of specific institutions that
privilege particular goals for remembering, particular forms
of remembering, and particular modalities and particular
mnemonic strategies (or mediational tools) for remembering.
From this perspective, differences in recall performance be-
tween schooled and nonschooled people can be interpreted as
reflecting the significant role of schools as a social institution
in privileging particular goals and mediational means for
remembering.

Research has documented that people with schooling tend
to use organizational strategies (e.g., mediational means) that
enhance their recall, whereas people not exposed to Western
schooling tend not to use such mnemonic strategies. Dis-
cussing these findings from a cultural perspective, Rogoff
and Mistry (1985; Mistry, 1997) pointed out that school is
one of the few places in which a person has to remember

information deliberately, as a goal in itself, and make initially
meaningless, unrelated pieces of information fit together
sensibly. Many of the organizational strategies that facilitate
recall of classic laboratory memory tasks (which impose
some organization on meaningless material) are valued and
therefore learned in school because they serve a valued pur-
pose in school learning.

Similarly, research documenting different outcomes for
learning and memory for varied forms of schooling or other in-
stitutions for literacy (Mishra, 1997; Serpell & Hatano, 1997)
emphasize the significance of the institution of schooling,
albeit different forms of schooling. The rote memory–based
learning valued in Koranic schools, which is well suited to re-
membering long Koranic verses, has been linked to the supe-
rior performance of Muslim children in Morocco schooled in
these schools compared to nonschooled children (Wagner,
1993). In their classic work to examine how institutions of lit-
eracy structure and organize the way individuals remember,
Scribner and Cole (1981) compared the performance of Vai
people who varied in the use of several types of literacy:
Arabic literacy gained through the study of religious script in
traditional Koranic schools, literacy in the indigenous Vai
script learned through informal means for practical correspon-
dence in trade, and literacy in English learned in Western-style
schools. The Arabic literates had a great advantage over the
other groups on recall of words when the preservation of word
order was required, consistent with the incremental method of
learning the Koran (adding a new word to a series at each at-
tempt). Thus, each form of literacy training, each embedded in
different institutions of learning, privileged and facilitated
particular ways of remembering.

Cross-cultural findings of outstanding memory perfor-
mance by non-Western people can also be interpreted and
understood as instances of how cultural, social, and eco-
nomic institutions and their valued goals facilitate particular
ways of remembering. The extraordinary skills in memory,
inference, and calculation for navigation among Micronesian
sailors (Gladwin, 1970) and the exceptional ability to recall
genealogy and family history among oral historians of clans
in Africa who serve a critical function in resolving disputes
(D’Azevedo, 1982) are just a few examples among many that
have been discussed elsewhere (Mistry, 1997; Mistry &
Rogoff, 1994; Rogoff & Mistry, 1985).

Individual Social Construction of Remembering

As evident from the discussion thus far, once research on re-
membering is contextualized by situating it in particular
institutional and sociocultural contexts, cross-cultural differ-
ences are better understood and can be integrated into a more
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comprehensive theoretical perspective that provides a coher-
ent explanation for such differences. For example, much of
the research on remembering represented in the field of de-
velopmental psychology occurs in situations in schools,
homes, and laboratories that are structured and influenced by
institutions such as schooling and literacy, which are domi-
nant in Western society. Remembering in these contexts will
naturally be different from remembering in cultural contexts
in which institutions other than schooling are dominant.
Although explanations of such differences at the cultural
level are now better understood, an integrated perspective on
remembering must also be able to interpret individual differ-
ences and the social-interactional and individual processes
whereby remembering is socially constructed in culturally
specific situation contexts with their embedded meaning.

At the level of individual processes, cross-disciplinary
contributions can also be particularly valuable. Cross-
cultural research that situates variability in remembering as a
function of different aspects of the activity in which remem-
bering takes place, such as differential familiarity with mate-
rials, mediational means, modalities, and motivations for
remembering, can be useful to developmental psychologists
in their attempt to understand individual differences in re-
membering. On the other hand, research from developmental
psychology that delineates how children learn to use
mnemonic tools or approach memory problems more skill-
fully through supportive interaction with more skilled part-
ners can serve as models for culture comparative research.

Several studies of remembering in U.S. contexts have
specifically focused on the question of whether and how
social interaction supports memory development. Build-
ing on Vygotsky’s (1978) emphasis on the role of joint
interaction, some have suggested that adults may serve as
children’s auxiliary metamemory (Wertsch, 1978). Studies
have documented such parental roles and the conse-
quences for remembering. For example, McNamee (1987)
suggested that memory for connected text develops between
adults and children as they converse; DeLoache (1984) noted
the supportive role of mothers’ memory questions in picture
book reading; and Fivush (1991) documented the social con-
struction of narratives by young children. Similarly, guided
participation in remembering with adults has been docu-
mented to facilitate children’s performance on categorization
and remembering tasks (Ellis & Rogoff, 1982; Rogoff &
Gardner, 1984; Rogoff & Mistry, 1990).

However, culture-comparative studies of the individual
construction and appropriation of culturally valued means
for remembering are lacking in the cross-cultural literature.
This gap in the cross-cultural literature must be addressed if
we are to build a theoretically and empirically integrated

knowledge base on the development of remembering. For the
development of such a knowledge base, we reiterate the need
for an integrative perspective that will enable us to interpret
research at many levels, examining the larger social context
to institutional mechanisms and the specific situation con-
texts and their embedded meaning that results in the individ-
ual’s construction and acquisition of remembering.

CONCLUDING COMMENTS

As a final thought, we underscore the importance of drawing
on multiple streams of knowledge to build more comprehen-
sive and culturally inclusive theories and empirical databases
on children’s development. Despite the fact that cross-
cultural, cultural, and developmental psychology approach
the study of culture and human development from different
perspectives, we document how it is possible to integrate
literature from all three subfields to build more culturally in-
clusive understandings of any domain of development.
Building on Kessen’s (1993) commentary that the elevation
of context in developmental psychology represents a shaking
of its foundations, we reiterate that in the reconstruction of
the field, we must be willing to incorporate perspectives from
cultural and cross-cultural psychology as well.

In focusing on the interface between culture and human
development, developmental psychology has not been at the
forefront in looking outside its discipline for theoretical
insights or research. As Kessen (1993) suggested, this may be
due to the tensions between the emerging intentions of devel-
opmental psychologists and the traditions of experimental
science. However, there are promising signs of changes being
wrought from within the field. The work of developmental
psychologists who are able to blend the methodologies val-
ued in developmental psychology with the concerns voiced
by cultural psychologists on the need to incorporate a focus
on cultural meaning systems represent the most promising
approaches to bringing about the reconstruction that Kessen
suggests is now underway.

Studies of children’s cognition and learning as situated
in the contexts of activities and interactional processes
(Wozniak & Fischer, 1993) are examples of changes in con-
ceptualization being wrought from within the field. Attempts
to unpackage culture in ways that go beyond treating it as a
social address variable, and instead to operationalize it in
concrete variables constructed from emic perspectives, are
all examples of promising research that bridges the concerns
of both developmental and cultural psychology (Garcia-
Coll & Magnuson, 1999; Rogoff et al., 1993; Harwood et al.,
1995). To continue the process of bringing about change from
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within and meeting the challenge of developing theories and
empirical databases that can account for developmental
change and cultural and contextual variation, it is essential
for developmental psychology to push the boundaries of the
field.
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Puberty, the passage from childhood to adulthood, fascinates
scientists, parents, and adolescents alike. This fascination
originates from its complexity, rapid and pervasive physical
growth, profound psychological changes, and sexual awak-
ening. Puberty is perceived to contribute to the turbulence
and stress experienced by some adolescents.

Fortunately, over the last few decades, the conception of
adolescence as a period of storm and stress (Blos, 1962; Hall,
1904) is being replaced by a more balanced view of adoles-
cence as a period when biological, cognitive, emotional, and
social functioning becomes reorganized. The majority of
adolescents are viewed as experiencing neither maladjust-
ment nor grossly undesirable behaviors.

Along with the reconceptualization of adolescence great
strides have been made in developing interdisciplinary mod-
els of puberty that realistically portray the diversity of path-
ways through which adolescents progress from childhood to
adulthood. Because of the myriad biological and psychologi-
cal changes that characterize it, puberty engenders scientific
interests that span the social, behavioral, medical and life
sciences. Research foci include the biological and social

mechanisms that initiate puberty, the timing of puberty, and
the interactive influences among hormones, physical growth
changes, emotions, problem behavior, cognition, and sexual
activity. This chapter presents a summary of two predomi-
nant models of development at puberty as well as current per-
spectives on the biological processes of puberty, timing of
puberty and psychological development, secular trends in
timing of puberty, puberty and sexuality, and implications for
theory, research, and social policy.

THEORIES AND MODELS OF PUBERTY
AND ADJUSTMENT

The biological processes of puberty historically were inte-
grated with the psychological processes at a conceptual level.
In fact, in the early twentieth century perspectives on adoles-
cent development featured the centrality of biological
processes in psychological development. In contrast, at an
empirical level, research tended to focus either on biological
and health issues or on social, emotional, and contextual
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processes in adolescent development but seldom on the inter-
actions between biological, psychological, and contextual
processes. Contextualism, behaviorism, and learning theory
supplanted theories of development and evolution that domi-
nated the early twentieth century (S. T. Parker, 2000). The
empirical research reflected the predominant interest in con-
textual influences on development.

A turning point in the integration of puberty with biologi-
cal, psychological, and contextual processes was the publica-
tion of Girls at Puberty (Brooks-Gunn & Petersen, 1983),
followed shortly thereafter by models that incorporated the
reciprocal interactions among biological, psychological, and
contextual processes that contribute to the experience of
puberty (Lerner & Foch, 1987; D. Magnusson, 1981;
D. Magnusson, Stattin, & Allen, 1985). Subsequent to the ar-
ticulation of these theories, empirical studies linking puberty-
related hormones and psychological development began to
appear in the literature. These studies addressed issues of ag-
gressive behavior (Susman et al., 1985, 1987), adjustment
(Nottelmann et al., 1987), depressed mood (Brooks-Gunn &
Warren, 1989), and sexuality (Udry, Billy, & Morris, 1986;
Udry, Billy, Morris, Groff, & Raj, 1985; Udry & Talbert,
1988). These studies integrated rather than compartmental-
ized psychological, biological, and contextual influences on
development.

An early example of this integration was the recognition
of the interdependence of family interactions and the adoles-
cent’s stage of pubertal development (e.g., Steinberg, 1988;
Steinberg & Hill, 1978). In later theoretical perspectives
integrating biological and psychological processes, no single
level of functioning is viewed as primary or as the ultimate
causal influence on development. Rather, development is
characterized by reciprocal interaction, bidirectionality, plas-
ticity, and organization (Cairns, 1997; Cairns & Rodkin,
1998; Lerner, 1998; D. Magnusson & Stattin, 1998). Systems
or configural views of development are considered para-
mount with processes from different levels viewed as equal
forces in development (Ford & Lerner, 1992; Susman, 1998).
Within this perspective, the physical maturational, hormonal,
and psychological processes of puberty interact to create the
diversity of changes at adolescence.

Two compatible and overlapping theoretical perspectives
exemplify the integration of biological, psychological, and
contextual influences on adolescent development: develop-
mental contextualism and holistic interactionism.

Developmental Contextualism

The developmental contextualism model of adolescence,
proposed by Lerner (1998), parallels modern life-span

developmental theories. The life-span perspective is a set of
ideas about the nature of human development and change
from birth to death. This perspective is concerned with issues
of the embeddedness of evolution and ontogeny, of consis-
tency and change, of human plasticity, and of the role the de-
veloping person plays in his or her own development (Lerner,
1987). Within the developmental contextual perspective, in-
dividuals are viewed as producers of their own development
(Brandtstaedter & Lerner, 1999): The theory embodies the
notion of the dynamic interactions between individuals and
the multiple contexts within which they live. With reference
to adolescence, the biological changes of puberty both influ-
ence and reciprocally are influenced by psychological, be-
havioral, and social influences (Lerner, 1987; Lerner & Foch,
1987). Key concepts of the developmental contextualism
perspective relevant to puberty are embeddedness, dynamic
interactionism, and plasticity.

Embeddedness encompasses the notion that the phe-
nomena of human life exist at multiple levels of being:
inner-biological, individual-psychological, social network,
community, societal, cultural, and the larger physical ecology
and historical contexts. The biological, psychological, and
social aspects of change are embedded in the contexts of de-
velopment. Contexts of development include family, peers,
and the multiple social institutions that surround the develop-
ing individual. The levels are not interdependent; rather, the
processes at one level influence and are influenced by the
processes at the other levels.

Dynamic interactionism refers to the dynamic interaction
among the levels of analysis. This concept is especially
central to integrating the biological and social contextual
aspects of pubertal development. In contrast to a previous
view that biological processes are deterministic or causal,
dynamic interaction concepts embody the notion that biolog-
ical processes and substances are dynamic and simultane-
ously influence and are influenced by the psychological and
social contextual levels of analysis. For instance, genes no
longer are considered purely deterministic influences on de-
velopment. Instead, they are viewed as requiring a specific
environment to be expressed. Furthermore, genetic influ-
ences are not static but shift with development (Rowe, 1999).
Genes responsible for pubertal development, such as genes
related to gonadotropin releasing hormone (GnRH), begin to
express mRNA in late childhood, leading to a cascade of hor-
monal growth and psychological changes. Genes, the indi-
vidual, and the environment consistently are in a state of
dynamic interaction.

Plasticity evolves from the notion that the potential for
change exists across the life span in the multiple levels of or-
ganization that characterize the developing human (Lerner,
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1998). Contemporary theorists emphasize relative plasticity
throughout the life span (Lerner, 1998). Relative plasticity im-
plies that across the lifetime, intra-individual development is
constrained. All developmental modifications are not possible,
and all possible variations are not desirable (Brandtstaedter,
1998). Development and systematic change have constraints
imposed both from endogenous (e.g., genetic) and exogenous
(e.g., legal sanctions) constraints.

With regard to puberty, social and nutritional circum-
stances affect the timing of puberty, yet the normal age
range for the onset of puberty is constrained by genetic in-
fluences. The normative current age range varies from 9 to
15 years for girls and 10 to 16 for boys, although this range
may be broadening (see the section titled “Phases of
Puberty: Adrenarche and Gonadarche”). Beyond this age
range, plasticity in the timing of puberty becomes replaced
by an abnormal or pathophysiological condition that re-
quires evaluation and intervention. In brief, only a subset of
variations in puberty is compatible with the natural laws of
development.

Plasticity is influenced by the individual’s experiential
history in interaction with the multiple contexts of develop-
ment. Behaviors, social contexts, and nutrition are hypothe-
sized to affect the relative plasticity of timing of puberty.
For instance, boys with a history of aggressive, disruptive
behavior with peers and family were later in their pubertal
development and were lower on testosterone than were
their nondisruptive peers (Schaal, Tremblay, Soussignan, &
Susman, 1996). Overall, the study of plasticity involves
scrutiny of the history of dynamic organism-context interac-
tions or the fusion of nature and nurture (Lerner, 1998).
Plasticity is a feature neither of nature nor of nurture but
rather the fusion of the dynamic interactions between nature
and nurture.

Viewed from the developmental contextualism perspec-
tive, development at puberty is the product of the dynamic in-
teractions among psychological, biological, and contextual
processes. These processes reciprocally and bidirectionally
influence each other (Lerner & Foch, 1987). Processes at dif-
ferent levels of functioning are not independent but are
merged throughout puberty. The physical and hormonal man-
ifestations of puberty are a product of a species genotype. Yet
the experiential history of adolescents and the contexts for
social interactions can interact with genes to change the tim-
ing and tempo of puberty. Puberty is, then, a process of
change and the product of a complex interaction among
genotype, brain-behavior, and context. No one research pro-
ject can test these multiple reciprocal influences on adoles-
cent development. Rather, the developmental contextual
model acts as a guide for selecting constructs and measures to

be considered in the conceptual framework and design of a
specific study.

Holistic Interactionism

A basic proposition of holistic interactionism’s theoretical
framework is that the individual is an active, intentional part
of an integrated complex, dynamic, and adaptive person-
environment system who develops in that context from the
fetal period until death (D. Magnusson, 1999). The holistic in-
teractionism model of development can be summarized in a
set of fundamental principles (D. Magnusson & Cairns,
1996): An individual (a) develops as an integrated organism
(b) in a dynamic, continuous, and reciprocal process of inter-
action with the environment. This functioning (c) depends on
and influences the reciprocal interaction among subsystems
within the individual (perceptual, cognitive, emotional, phys-
iological, morphological, and neurobiological). (d) Novel pat-
terns of functioning arise during ontogeny, and (e) differences
in the rates of development, such as differences in timing of
puberty, may produce differences in the organization and con-
figuration of psychological functions that are (f) extremely
sensitive to the environmental circumstances in which they
are formed, particularly the environment as it is perceived and
interpreted by the individual. It follows that an individual is
viewed as an active, intentional part of an integrated complex,
dynamic, and adaptive person-environment system.

Furthermore, within this person-environment system, the
individual functions and develops as an integrated organism
in which biological, psychological, and behavioral factors
operate in reciprocal interaction and dependency within inte-
grated multidetermined, dynamic, and adaptive processes
(Magnusson, 1999). Each aspect of the structures and
processes that are operating in the individual (perceptions,
plans, values, goals, motives, biological factors, and con-
duct), as well as each aspect of the environment, takes on
meaning from its role in the total functioning of the individ-
ual. A specific element derives its significance not from its
structure or function per se, but from its role in the system of
which it forms a part. From a holistic interactionism perspec-
tive, development at puberty takes on meaning not from
physical change per se but from its meaning to the adolescent
in relation to psychological attributes, experiences, the tim-
ing of the change relative to peers, and its role as a social sig-
nal. Physical development is a signal that a child is becoming
an adolescent, and this new status implies new social roles
and responsibilities in the societal and cultural system in
which the individual develops.

The holistic nature of the functioning of the integrated or-
ganism is that normally a psychological-biological process
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cannot be determined by a single factor. As a consequence of
the holistic nature of humans, the processes cannot be subdi-
vided into independent parts in the analysis of the integrated
organism’s way of functioning. To understand and explain
the role of a specific element in the functioning and devel-
opment of an individual, it has to be analyzed in the context
of the relevant system to which it belongs. Applied to the
current instance, psychological and behavioral processes
at puberty (e.g., aggressive behavior) cannot be under-
stood without an awareness of the biological and contex-
tual processes that simultaneously influence the adolescent.
These processes range from the molecular and cellular levels
to the level of the individual as an active, intentional part of
an integrated sociocultural person-environment system.

Within a holistic interactionist view, developmental pro-
cesses are accessible to systematic, scientific inquiry because
they occur in a specific way within organized structures and
are guided by specific principles. The claim for a holistic
view on individual development implies that any theoretical
or empirical analysis of developmental processes has to be
performed with reference to a complex set of phenomena.
This view does not imply that all aspects of puberty need to
be considered simultaneously. Rather, the interpretation of
findings at one level of functioning should be made by inte-
grating the findings to levels above and below the level of
empirical verification. An investigation of hormones at the
physiological level and emotions at the psychological level
can more meaningfully be interpreted by simultaneously con-
sidering the social (peer or family) levels of analysis.

WHAT IS PUBERTY?

Puberty encompasses a wide variety of phenomena, as re-
flected in the following definition: “Puberty is a transitional
period between childhood and adulthood, during which a
growth spurt occurs, secondary sexual characteristics appear,
fertility is achieved, and profound psychological changes
take place” (National Research Council, 1999, p. 1).

Phases of Puberty: Adrenarche and Gonadarche

Historically, puberty refers to the stage of development char-
acterized by maturation of the reproductive system. Puberty
now is considered to have two components, adrenarche and
gonadarche, which are thought to be independent events
controlled by separate mechanisms (Counts et al., 1987),
although the mechanisms separating these periods remain
controversial.

The first component of puberty, adrenarche (awakening
of the adrenal glands), begins between the ages of 6 and

9 years. At adrenarche, the adrenal androgen concentra-
tions begin to rise (Forest, 1989; Grumbach & Styne, 1992),
but hormones of the hypothalamic-pituitary-gonadal (HPG)
axis, testosterone and estrogen, are initially quiescent.
The adrenal androgens continue to increase throughout
gonadarche and include dehydroepiandrosterone (DHEA),
dehydroepiandrosterone sulphate (DHEAS) and androstene-
dione (∆4-A). The initial hormonal increases in adrenal
androgen secretion occur prior to external physical changes,
such as pubic hair development. The exact mechanism
responsible for the onset of adrenarche is controversial,
although recent evidence suggests that adrenocorticotropic
hormone (ACTH; Weber, Clark, Perry, Honour, & Savage,
1997) or 3-hydroxysteroid dehydrogenase plays a significant
role in the regulation of adrenarche (Gell et al., 1998).
Adrenarche is severely understudied in relation to emotions
and behavior change, an unfortunate happenstance given
findings linking adrenarche and behavior (Brooks-Gunn &
Warren, 1989; Susman et al., 1987). In addition, a recent
study showed that premature-adrenarche children have sig-
nificantly more behavior problems and psychopathology than
do age-matched peers (Dorn, Hitt, & Rotenstein, 1999).
(Findings relating adrenal androgens to behavior are dis-
cussed later.)

The second component of puberty, gonadarche, is the reac-
tivation of the hypothalamic-pituitary gonadotropin-gonadal
system, which initially had been activated during fetal and
early infant development. Gonadarche begins at approxi-
mately age 9 to 10 years in White girls and at 8 to 9 years
in African American girls (Herman-Giddens et al., 1997)
and at 10 to 11 years in boys (Grumbach & Styne, 1992).
Gonadarche is what most individuals refer to as “puberty” and
entails sexual maturation and reproductive maturity. At go-
nadarche, HPG-axis activation and physical maturation result
in the development of the primary sexual characteristics
(testes and ovaries) and secondary sexual characteristics
(pubic hair, body hair, and genital and breast growth). The
culmination of gonadarche and reproductive function is
menarche for girls and spermarche for boys.

Mechanisms Controlling the Onset of Puberty

Neural Control of Puberty

In the last two decades major advances have been made in
explaining the physiology of puberty from the molecular
level to the whole-organism level. Given that puberty
(gonadarche) marks the development of reproductive capa-
bility, the physiology of puberty becomes synonymous with
that of reproductive maturation. Gonadarche occurs when the



What is Puberty? 299

GnRH pulse generator (neurons in the medial basal hypo-
thalamus) is reactivated or reaugmented (Knobil, 1988;
Medhamurthy, Gay, & Plant, 1990; Tersawa, Bridson, Nass,
Noonan, & Dierschke, 1984) and gonadal sex steroid hor-
mone secretion increases. The mechanism for understanding
the control system that defines timing of puberty and the neu-
robiological basis of this reaugmentation of the GnRH pulse
generator continues to be speculative (Plant, 1995; Suter,
Pohl, & Plant, 1998). Much of what we do know about pu-
berty is based on a nonhuman primate model. In humans, re-
search on the onset of puberty is much more difficult to carry
out because frequent serial sampling of blood at night in pre-
pubertal children is required as gonadotropin pulsatile secre-
tion first occurs at night. In addition, very sensitive assays are
required for detection of low concentrations of gonadotropins
and gonadal steroids. Thus, few human studies are available
on the onset of puberty, and in those that do exist, the sample
size is small and not likely to be representative of the general
population.

Hormone and growth changes at puberty are the conse-
quence of complicated neuroendocrine processes. In the
early days of research on the endocrine component of pu-
berty, the emphasis was on specific releasing hormones or
specific hormones such as testosterone and estrogen. The em-
phasis now is on the neural (Plant, 1998) and genetic control
of puberty. Specifically, the identification of specific genes
and the expression of genes responsible for the onset and pro-
gression of puberty now are the focus of study. Given these
advances, the most widely accepted explanation of the onset
of puberty is the expression of genes controlling the GnRH
pulse generator and the reactivation of the HPG axis. In addi-
tion, the cortex, limbic system, and neurotransmitter systems
modulate hypothalamic function (Brooks-Gunn & Reiter,
1990) and thus puberty.

Weight, Body Fat, and the Onset of Puberty

Various theories posit additional factors contributing to the
onset of puberty in combination with programmed genetic in-
fluences. One earlier theory posits that critical body mass
must be attained before puberty (specifically, menarche as an
index of puberty) will occur (Frisch, 1984). The findings in-
dicated that menarche is dependent on the maintenance of a
minimum weight for height, likely representing a critical fat
storage level (Frisch & McArthur, 1974). Undernutrition also
delays puberty in boys. Fat may influence reproductive abil-
ity in girls through two mechanisms: (a) Fat converts andro-
gens to estrogens that are critical to regular menstrual cycles
and the maintenance of pregnancy, and (b) relative fatness
influences the direction of estrogen metabolism from its least

to most potent form (Frisch, 1984). It was hypothesized that
absolute and relative amounts of fat are important because
the individual must be large enough to reproduce success-
fully. This theory largely fell from wide acceptance. Somatic
growth and maturation at puberty are now considered to be
influenced by several additional factors that act interdepen-
dently to influence the onset of puberty.

Leptin and Puberty

Discovery of the hormone leptin led to the theory that it may
be a signal allowing for the initiation of and progression to-
ward puberty (Mantzoros, Flier, & Rogol, 1997). An alterna-
tive perspective is that leptin is implicated in the onset of
puberty but may not be the cause of the onset. Leptin is a
16-kDa adipocyte-secreted protein, a product of the obesity
gene. Serum leptin levels reflect mainly the amount of energy
stores but are also influenced by short-term energy imbalance
as well as several cytokines (indexes of immune system func-
tion) and hormones (Mantzoros, 2000). Leptin is implicated
in the initiation of puberty, energy expenditure, normal men-
strual cycles, fertility, maintenance of pregnancy, and nutri-
tion. Specifically, leptin may well be one of the messenger
molecules signaling the adequacy of the fat stores for repro-
duction and maintenance of pregnancy at puberty (Kiess
et al., 1999). The possible mechanism involves leptin as a
hormone that serves to signal the brain with information on
the critical amount of fat stores that are necessary for
luteinizing hormone-releasing hormone (LHRH) secretion
and activation of the hypothalamic-pituitary-adrenal (HPA)
axis. Moreover, circadian and ultradian variations of leptin
levels are also associated with minute-to-minute variations of
LH and estradiol in normal women (Mantzoros, 2000). The
mechanisms whereby leptin regulates body weight, adiposity,
and the hormones that increase at puberty (e.g., testosterone
and estrogen) are not yet known.

Controlling for adiposity, leptin is higher in girls than in
boys (Blum et al., 1997). At the initiation of puberty, circu-
lating leptin concentrations diverge in boys and girls. In boys
leptin concentrations increase and then markedly decrease
to prepubertal concentration levels in late puberty. In con-
trast, in girls there are increasing concentrations at puberty
(Roemmich & Rogol, 1999). The increase in leptin is be-
lieved to result from alterations in the regional distribution of
body fat in boys and girls at puberty. Overall, sex differences
in leptin concentrations are accountable to differences in the
amounts of subcutaneous fat in girls and greater androgen
concentrations in boys (Roemmich et al., 1998).

The biological effects of leptin in adult humans are still
to be determined, but reports show that congenital leptin
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deficiency leads to hyperphagia and excessive weight gain
from early infancy onward as well as failure of pubertal onset
in adolescence (Ong, Ahmed, & Dunger, 1999). Leptin con-
centrations also are higher in girls with premature adrenarche
than in girls with on-time adrenarche (Cizza et al., 2001).
Leptin concentrations have not yet been examined in rela-
tion to behavior changes at puberty, but leptin provides a
promising biological probe for understanding physiological
pubertal processes and issues of body image, self-esteem,
and behavior at puberty.

Growth at Puberty

It is well known that pubertal growth includes a significant
increase in height, or linear growth, as well as changes in
body size and proportions. Puberty brings on the most rapid
rate of linear growth since infancy (Rogol, Roemmich, &
Clark, 1998). Rate of linear growth slows throughout child-
hood and reaches a low point just before the growth spurt
(Tanner, 1989). The growth spurt refers to a rapid increase in
linear growth at puberty. The timing and magnitude of the
growth spurt is different for girls and boys. Girls grow an av-
erage of 25 cm with a peak rate of 9 cm per year at about age
12 (Marshall & Tanner, 1969). Boys grow more than girls,
but their growth occurs later than in girls because they grow
at an average of 28 cm with a peak rate of 10.3 cm per year at
about age 14 (Marshall & Tanner, 1970). Tanner (1989) de-
scribed much of what is known about growth and changes in
physical proportions. The rapid increase in height in boys is
largely due to faster growth in trunk length than in leg length,
particularly since leg length peaks about 6 to 9 months before
trunk length does (Tanner, 1989). However, the legs and
trunk are not the only parts of the body that are growing.
Adolescents show some increase in head diameter, an aspect
of growth that has otherwise been basically dormant since the
first few years of age. The skull bones also demonstrate an
increase in thickness of about 15% (Tanner, 1989). Growth
arrest occurs as a result of epiphyseal fusion (Cohen &
Rosenfeld, 1996) or ossification (hardening) of the ends of
long bones.

The main regulator of growth is growth hormone (GH), a
hormone produced in the anterior pituitary. GH is secreted at
puberty, first at night, followed by surges during the day in
later stages of puberty. The hypothalamic hormones, growth
hormone releasing hormone (GHRH) and somatostatin,
stimulate and inhibit GH secretion, respectively (Cohen &
Rosenfeld, 1996). The increase in GH at puberty parallels the
growth spurt. Other endocrine factors influence growth, such
as thyroid hormone and glucocorticoids. Sex steroids, pri-
marily testosterone and estrogen, also facilitate growth at
puberty. Many nonendocrine growth factors are implicated in

growth, the largest of which are genetic influences that
control the growth rate, age of puberty, and adult height
(Cohen & Rosenfeld, 1996). Growth also can be affected by
nutrition, physical activity, and stressors.

In addition to height and other linear measurements, body
weight increases dramatically during puberty. Fifty percent
of adult body weight is gained during adolescence (Rogol
et al., 1998). As with height, girls reach their peak growth in
weight earlier than boys, but boys show a greater increase in
weight than girls. Girls’ average rate of weight gain peaks at
8.3 kg per year at about 12.5 years of age and about 6 months
after their peak height increase (Barnes, 1975; Tanner, 1965).
Boys’ peak weight gain of 9 kg per year occurs at about the
same time (14 years) as their peak increase in height (Barnes,
1975; Tanner, 1965).

Along with the increase in body weight, body composition
also changes at puberty. The changes in body composition are
quite different for boys and girls. Girls reach the fat-free mass
of a young woman by about 15 to 16 years of age (Rogol
et al., 1998). Fat mass also increases by about 1.14 kg per
year, and it increases to a greater extent than the fat-free
mass, meaning that girls have a net increase in percentage of
body fat (Rogol et al., 1998). Girls’ body fat is redistributed
during puberty in a female-specific pattern. The deposition
rate of subcutaneous fat on girls’ limbs decreases (Tanner,
1989), while estrogens promote fat deposition at the breasts,
thighs, and buttocks (Sherwood, 1993). Another source of the
body mass increase in girls is a deposition of skeletal miner-
als. Girls accumulate almost one third of their total bone min-
eral within 3 to 4 years after beginning puberty (Bonjour,
Theintz, Buchs, Slosman, & Rizzoli, 1991; Slemeda et al.,
1994). The importance of emphasizing good nutrition and ex-
ercise in fostering bone accretion during puberty has not been
public health policy. Therefore, an important opportunity to
prevent osteoporosis later in development may have been
missed by many women.

Body composition in boys follows a very different pattern.
Boys’ fat-free mass increases faster and for a longer period of
time than in girls, and boys reach the fat-free mass of a young
man at about 19 to 20 years of age (Rogol et al., 1998). Dur-
ing this time of increase in fat-free mass, boys maintain a
fairly constant fat mass, so they show a net decrease in per-
centage of body fat (Rogol et al., 1998). The skeletal mineral
accumulation in boys also differs from that of girls. Boys ac-
cumulate bone mineral content for a longer period of time
after the pubertal growth spurt, and they have substantial in-
creases in mineralization between 15 and 18 years of age
(Rogol et al., 1998), which may explain the lower incidence
of osteoporosis in men than in women.

The sex differences in growth and especially in body-
composition changes during puberty result in the typical
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female and male body types (Rogol et al., 1998). There are
other sex differences in how body and facial structure change
during puberty in addition to the previously discussed differ-
ences in height, weight, fat-free mass, body fat and its dis-
tribution, and skeletal mineralization. Adolescent girls
experience a large spurt in hip width, a spurt that is quantita-
tively as great as boys’ growth even though girls’ growth is
less in almost all other dimensions (Tanner, 1989). Boys
demonstrate a large increase in shoulder width (Tanner,
1989). The differences in these body proportions are due to
the responsiveness of cartilage cells in the hip to estrogens
and of the shoulder cartilage cells to androgens, particularly
testosterone (Tanner, 1989). Another sex difference is that the
later growth spurt of boys results in the greater leg length typ-
ical of males (Tanner, 1989): boys’ legs grow for a longer
period of time than do girls’. Finally, facial features change
over the course of puberty, with the forehead becoming more
prominent, the jaws growing forward, and facial muscles de-
veloping, although these changes tend to be much more pro-
nounced in boys than in girls (Tanner, 1989). Facial structure
in girls is rounder and softer than it is angular.

Secondary Sexual Characteristics

Secondary sexual characteristics refer to breast and pubic
hair development in girls and genital and pubic hair develop-
ment in boys. These changes have been carefully described
and fall into five stages (Marshall & Tanner, 1969, 1970; pic-
tures of these five stages appear in these references; see also
Brooks-Gunn & Reiter, 1990). However, the description of
stages of puberty has been done only for White adolescents;
therefore, little information exists regarding pubertal changes
in populations throughout the world. Adolescent, parent, or
health-professional ratings of the five stages are frequently
used in research assessing the relationship between pubertal
development and psychological development, although the
most well-accepted rating is that of a trained health care pro-
fessional. Important to note is that there is wide variability in
the timing and rate of pubertal development. This variability
is normal yet may be distressful from the perspective of indi-
vidual adolescents as their early or late maturation renders
them different from same-age peers.

PUBERTY AND CHANGES IN EMOTIONS
AND BEHAVIOR

Puberty long has been considered a progenitor of changes in
moods and behavior. Until the last two decades, studies of
behavior change at puberty considered only physical mor-
phological characteristics in assessing biological change.
These physical changes were considered in relation to

psychological processes and the various ecological contexts
of development that included family, peers, neighborhood,
and socioeconomic factors. This perspective now has been
enriched by studies that include actual biological substances,
such as hormones, that are essential for establishing the direct
effects of biological changes at puberty, as well as physical
characteristics and contextual factors in development. Over-
all, hormones have a stronger relationship to emotions and
behavior than does pubertal stage.

Contemporary biopsychosocial theories reflect the theo-
retical perspectives discussed earlier: developmental contex-
tualism and holistic interactionism. “A biobehavioral science
recognizes that behaviors are simultaneously determined by
processes within the individual, in the social ecology, and in
interactions between the two. A focus on either social or bio-
logical factors can yield only part of the story of aggressive
and violent behaviors: integrative investigations are essential
to complete the picture” (Cairns & Stoff, 1996, p. 338). In the
last decade the empirical research on hormones and behavior
during adolescence reflects this integrated perspective.

Adolescent increases in depression, aggressive and delin-
quent behavior, and sexual activity have been attributed to
changes in hormones and physical morphological changes,
brain changes (Giedd et al., 1999; Lange, Giedd, Castellanos,
Vaituzis, & Rapoport, 1997; Zijdenbos et al., 1999), altered
reactivity to stressors (e.g., life events), and cognitive
changes (Bebbington et al., 1998; Nolen-Hoeksema &
Girgus, 1994). The links between the biological changes at
puberty and changes in affective qualities and aggressive be-
havior have been extensively reviewed (Brain, 1994; Brain &
Susman, 1997; Petersen, 1988; Susman & Finkelstein, 2001;
Susman & Petersen, 1992). Given these comprehensive
reviews, a brief summary of changes in behavior and affec-
tive qualities will be considered in relation to the two groups
of hormones most often examined at puberty: sex steroids
(testosterone and estrogen) and adrenal androgens (4-A,
DHEA, and DHEAS).

Testosterone and Behavior

Products of the endocrine system, principally the steroid hor-
mone testosterone, are implicated in physical aggression in
animals and antisocial behavior in adolescents and adults, but
the findings are not entirely consistent across human model
studies (see Archer, 1991; Brain, 1994, for extensive reviews
of both animal and human model studies). The effects of
steroid hormones like testosterone on antisocial behavior are
hypothesized to derive from the regulatory functions of
hormones on brain development that occur during pre- and
postnatal periods (organizational influences) as well as in
later development (activational influences). Because males
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are exposed to higher concentrations of androgens than
females during pre- and postnatal development and because
males tend to express greater physical aggression, androgens
are implicated in the higher incidence of physical aggression
and dominance in boys than in girls. Because testosterone
rises at puberty and antisocial behavior also rises at puberty,
testosterone is assumed to affect antisocial behavior at
puberty.

Evidence for the relationship between testosterone and
aggressive behavior is derived from both correlational and
experimental studies. Olweus, Mattson, Schalling, and Low
(1988) examined the causal role of testosterone in older ado-
lescents on provoked and unprovoked aggression. Based on
path analysis, the findings showed that at Grade 9 testos-
terone exerts a direct causal influence on provoked ag-
gressive behavior. Testosterone appeared to lower the boys’
frustration tolerance at Grade 9. A higher level of testosterone
appears to lead to an increased readiness to respond with
vigor and assertion to provocation and threat. For unpro-
voked aggressive behavior (starting fights and verbal aggres-
sion) at Grade 9, the findings were somewhat different.
Testosterone had no direct effects on unprovoked aggressive
behavior. There was an indirect effect of testosterone with
low frustration tolerance as the mediating variable. The au-
thors conclude that higher levels of testosterone made the
boys more impatient and irritable, in turn increasing readi-
ness to engage in unprovoked aggressive behavior. The find-
ings of the Olweus et al. studies are consistent with a study of
midadolescent boys. Adolescents higher in testosterone lev-
els did exhibit behaviors that are distinguishable from be-
havior in boys with lower concentrations of testosterone.
Adolescent boys’ perceptions of peer dominance were re-
flected in testosterone concentrations (Schaal et al., 1996;
Tremblay et al., 1997). Testosterone was significantly higher
in perceived leaders than in nonleaders.

A negative relationship between testosterone and behavior
problems was reported in healthy young boys (Susman et al.,
1987). In contrast, there was no relationship between di-
agnoses of conduct disorder problems and testosterone
(Constantino et al., 1993). The low concentration of testos-
terone in 4- to 10-year-old children in combination with the
older relatively insensitive assays made the measurement of
testosterone difficult in young boys.

In girls, testosterone was not related to aggressive behav-
ior in two studies (Brooks-Gunn & Warren, 1989; Susman
et al., 1987). Furthermore, testosterone was not related to
dominance behaviors when young adolescent boys and girls
interacted with their parents (Inoff-Germain et al., 1988). It
is noteworthy that the associations between antisocial be-
havior and testosterone are less apparent in girls and in male
children and younger adolescents (Brooks-Gunn & Warren,

1989; Constantino et al., 1993; Nottelmann et al., 1987) than
in the associations in older adolescents (Olweus, 1986;
Olweus et al., 1988) and adults (see review by Archer, 1991).
These inconsistencies should be expected given the different
constructs and measures used in the studies. Questionnaires
that assess aggressive behavior may not have adequate sen-
sitivity for capturing subtle differences in the behavior of
adolescents that covary with testosterone levels. The devel-
opmental differences in findings between children, adoles-
cents, and adults indicate that elevated testosterone and
antisocial behavior may be a consequence as opposed to a
cause of aggressive behavior during adulthood (Constantino
et al., 1993; Susman, Worrall, Murowchick, Frobose, &
Schwab, 1996). Boys who consistently displayed disruptive
behavior problems across 6 years were significantly lower on
testosterone than were boys who were not disruptive and who
were later in pubertal maturation (Schaal et al., 1996). The
effect of antisocial behavior on suppression of gonadal
steroids may result from higher concentrations of stress-
related products of the HPA axis (corticotropin releasing hor-
mone [CRH], ACTH, and cortisol; Susman, Nottelmann,
Dorn, Gold & Chrousos, 1989).

Given the dynamic interactive process models discussed
earlier, it is likely that biological characteristics, ongoing be-
haviors, and characteristics of the environment interact to
predispose an individual toward certain levels of sex steroids.
In an animal model, Sapolsky (1991) showed that the dy-
namic interactions between one’s place in the dominance hi-
erarchy affected both cortisol and testosterone. As dominance
increased, testosterone rose and cortisol decreased. In con-
trast, as dominance decreased, testosterone fell and cortisol
increased, suggesting the importance of social interactions as
influences on testosterone. High dominance was related to
higher concentrations of testosterone, but this relationship
was not stable over time. In an extensive review of the litera-
ture on testosterone and dominance, Mazur and Booth (1998)
concluded that dominance is more closely linked to testos-
terone than is physical aggression. Dominance sometimes
does entail physical aggression with the intent of inflicting
harm on another person, but dominance also can be ex-
pressed nonaggressively such as in rebellion, competitive-
ness, and illegal behavior.

Testosterone is related to depression as well as to aggres-
sive behavior at puberty. Earlier research assessed the indi-
rect effect of hormone change on depression as reflected in
the relationship between depression and pubertal stage.
Transition to Tanner stage III was associated with a sharp
increase in rates of unipolar depression (defined by the Diag-
nostic and Statistical Manual of Mental Disorders–Fourth
Edition) in girls, but neither the timing of puberty nor menar-
che had any effect on depression (Angold & Worthman,
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1993). Tanner stage had a bigger effect on depression than
did age, suggesting that biological change rather than merely
a period in development had an effect on depression. A later
study found an effect of Tanner stage on depression but a
larger effect for testosterone (Angold, Costello, Erkanli, &
Worthman, 1999). When Tanner stage and hormones were
entered simultaneously, the effect for Tanner stage became
nonsignificant, but the effect for testosterone and estradiol
remained unchanged.

Experimental studies are the preferred method for estab-
lishing the cause-effect relationship between hormones and
behavior at puberty. A unique experiment was carried out to
examine this cause-effect relationship. Testosterone or es-
trogen was administered to boys and girls in a placebo-
controlled, randomized, double-blind, cross-over design
study. The boys and girls had delayed puberty and were being
treated with physiological doses of testosterone (boys) or
conjugated estrogens (girls; Finkelstein et al., 1997; Kulin
et al., 1997; Susman et al., 1998). Each 3-month treatment
period was preceded and followed by a 3-month placebo
period. The doses of gonadal steroids were calculated to sim-
ulate the concentrations of gonadal steroids in blood in nor-
mal early (low dose), middle (middle dose), and late (high
dose) pubertal adolescents. Aggressive behaviors, problem
behavior, and sexual activity were measured by self-reports.
In boys who were treated with testosterone, aggressive
behaviors were measured by self-reports about physical and
verbal aggression against peers and adults, aggressive im-
pulses, and aggressive inhibitory behaviors. Significant
increases in aggressive impulses and physical aggression
against peers and adults were seen in boys but only at the
middle dose. (Findings for estrogen are discussed later.)
There were no effects for testosterone treatment on behavior
problems (Susman et al., 1998). Administering midpubertal
levels of testosterone to hypogonadal boys resulted in signif-
icantly increased self-reports of nocturnal emissions, touch-
ing girls, and being touched by girls (Finkelstein et al., 1998).
(See also the section titled “Puberty and Sexual Activity.”) In
brief, testosterone levels are related to aggressive behavior,
but the results are not consistent across studies.

Estrogen and Behavior

The effects of estrogen, the other major sex steroid that
increases rapidly at puberty, are less frequently examined in
relation to behavior than is testosterone. In the few studies that
have examined estrogens in relation to emotions and
antisocial behavior, the relationship between estrogen and
moods and behavior at puberty in girls may be as strong, or
stronger in some instances, than the relationship between
testosterone and moods and behavior in boys. The lack of

progression of research on estrogen and behavior reflects two
issues. First, only males are included in the majority of studies
on hormones and antisocial behavior as physical aggression
and violence occur more frequently in men and violence in
women rarely comes to the attention of the judicial system or
the media. Second, testosterone was considered the major hor-
mone associated with antisocial behavior until recently.

The relationship between estrogen and behavior in girls
may parallel that of testosterone in boys. In adolescents, cor-
relational studies and a recent clinical trial study show a con-
nection between estrogen and self-reports of aggressive
tendencies. Of note is that in 9- to 14-year-olds, girls with
higher concentrations of estradiol were more dominant while
interacting with their parents than were girls with lower levels
of estradiol (Inoff-Germain et al., 1988). In the same study,
estrogen was not related to aggressive or delinquent behavior
problems (Susman et al., 1987). In both sets of findings, pu-
bertal stage did not contribute to the findings. In a parallel
study girls were grouped by pubertal breast stages and four
stages of estradiol secretion (Brooks-Gunn & Warren, 1985;
Warren & Brooks-Gunn, 1989). No significant mood or be-
havior changes were reported as a function of pubertal stages.
The hormonal stages revealed a significant curvilinear trend
for depressive affect (increase, then decrease), impulse con-
trol (decrease, then increase), and psychopathology (increase,
then decrease; Warren & Brooks-Gunn, 1989), indicating sig-
nificant differences in these indexes during times of rapid in-
creases in hormone levels.

In the placebo-controlled, randomized, double-blind,
cross-over design study just described, girls with delayed
puberty were treated with physiological doses of estrogen.
Significant increases in self-reported aggressive impulses
and in physical aggression against both peers and adults were
seen in girls at the low and middle doses but not at the high
dose (Finkelstein et al., 1997). In contrast, in boys, significant
increases in aggressive impulses and physical aggression
against peers and adults were seen but only at the middle
dose of testosterone. Problem behaviors also were assessed
using the Child Behavior Checklist (CBCL; Achenbach,
1991). In girls, only withdrawn behavior increased with es-
trogen treatment and only after the low dose (Susman et al.,
1998). Unfortunately, there were no objective measures of
reports (arrests, school or police reports) of dangerous behav-
iors in these adolescents.

In a recent study, the relationship between depression and
estradiol was linear, with depression increasing with increases
in estrogen (Angold et al., 1999) as opposed to the nonlinear
relationship in the Warren and Brooks-Gunn study. Slight dif-
ferences in the manner in which estradiol was categorized
may have led to the different findings in these two studies.
Collectively, these results demonstrate a clear relationship
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between estrogen and depression. Given the lack of relation-
ships between physical maturation based on pubertal stage
and emotions or behavior, hormonal changes appear to be
more important than the physical changes as correlates of
mood and behavior patterns at puberty.

Even though physical maturational changes at puberty
were not directly related to depression, underlying hormone
changes appear to have indirect effects on behavior, princi-
pally in girls. Stattin and Magnusson (1989) showed that
morphological estrogen-related changes apparent in physical
development, such as breast development, have life-long im-
plications for development. Early maturation in girls was re-
lated to engaging in interactions with older peers and norm
violation in midadolescence. In adulthood, the earlier matur-
ers were likely to bear children earlier, have more children
and more abortions, hold lower position employment, and
have fewer years of education than were later maturers. In
brief, the timing of physical maturational influences at
puberty were potent predictors of later social development.

In summary, there is a significant relationship among sex
roles, steroid hormones and depression symptoms, aggres-
sive behavior, and mood in adolescents. Physical matura-
tional status is related to emotions and aggressive behavior as
well as to hormones. Adding hormones to a statistical model
tends to account for variance above and beyond physical
maturational status or to eliminate the relationship between
physical maturation and behavior and emotions. Nonethe-
less, the relationships between physical maturation and ado-
lescent behavior may be latent until adulthood, as evidenced
by the outcome of early maturers (Stattin & Magnusson,
1989). When considering maturational influences, attention
must be given to the contextual processes that may moderate
or mediate maturation and emotions and behavior. Family
and peer interactions are likely candidates as moderators
of maturational effects as evidenced by the associations
between high problem behavior and lack of parental monitor-
ing and adolescent associations with deviant peers (Ary et al.,
1999). In keeping with the developmental contextualism
(Lerner, 1998) and holistic interaction (D. Magnusson, 1999)
models described earlier, simultaneous consideration of emo-
tions and individual behavior, biological influences, and the
social context of development are essential for explaining
individual development.

Adrenal Androgens

The adrenal androgens traditionally receive little attention in
relation to behavior. The adrenal androgens are considered
weak bonding androgens relative to testosterone (Bondy,
1985). Nonetheless, adrenal androgens are associated with

aggressive behavior, affect, psychiatric disorder symptoms,
and sexual behavior (Brooks-Gunn & Warren, 1989; Susman
et al., 1987; Udry et al., 1985; Udry & Talbert, 1988). Higher
levels of DHEA also predicted the onset of the first episode of
major depression (Goodyer, Herbert, Tamplin, & Altham,
2000). Adrenal androgen actions may parallel those of testos-
terone and behavior because one of the adrenal androgens,
∆4-A, is a precursor of both testosterone and estrogens. The
rationale for examining the connections between behavior and
adrenal androgens stems from findings from both animal and
human model studies. In the female spotted hyena, the adrenal
androgen ∆4-A is present in high concentrations, and the fe-
males of the species are highly aggressive and highly anatom-
ically masculinized (Glickman, Frank, Davidson, Smith, &
Siiteri, 1987). High ∆4-A concentrations during pregnancy
may organize or activate sex-reversed traits in female spotted
hyenas (Yalcinkaya et al., 1993). The roles of ∆4-A and other
adrenal androgens (DHEA, DHEAS) in humans are not as
clear as in hyenas beyond their roles in the development of
pubic hair, body odor, and acne during puberty.

In the last decade several studies of adolescents report rela-
tionships between adrenal androgens and antisocial behavior
in adolescents. In healthy puberty-age girls (Brooks-Gunn &
Warren, 1989), higher DHEAS correlated negatively with ag-
gressive affect. The interaction between negative life events
and DHEAS and aggressive affect also was significant. Girls
with lower concentrations of DHEAS who experienced nega-
tive life events had more aggressive affect than did girls with
fewer negative life events. The second study included 9- to
14-year-old healthy boys and girls. Reports from this study
show a relatively consistent pattern of high adrenal androgens
and low gonadal steroids associated with problem behaviors
and negative affect (Nottelmann et al., 1987; Nottelmann,
Inoff-Germain, Susman, & Chrousos, 1990; Susman et al.,
1987; Susman, Dorn, & Chrousos, 1991). Adrenal androgens
also correlate with dominance in interactions with parents
(Inoff-Germain et al., 1988). This interaction supports the per-
spective of Raine, Brennan, and Farrington (1997) that bio-
logical factors interact with social factors to predispose an
individual to antisocial behavior.

The third study demonstrates the contribution of adrenal
androgens to sexual behavior and activities (Udry et al., 1985;
Udry & Talbert, 1988). A fourth study with boys with conduct
disorder reported significantly higher levels of DHEA and
DHEAS and the intensity of aggression and delinquency
(van Goozen, Matthys, Cohen-Kettenis, Thijssen, & van
Engeland, 1998). Finally, DHEAS levels interact with timing
of puberty and depression in girls. Girls with high levels of
DHEAS and early maturation had the highest emotional
arousal and depressive affect scores (Graber, Brooks-Gunn, &
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Warren, in press). In brief, although adrenal androgens have a
lower (weaker) binding affinity compared to testosterone, the
relationship between adrenal androgens and antisocial behav-
ior parallels the relationships between testosterone and anti-
social behavior in adults.

TIMING OF PUBERTY AND
PSYCHOSOCIAL DEVELOPMENT

Wide variation exists among individuals in the timing of the
onset of activation of the HPG axis and pubertal growth spurt;
therefore, there is a wide range of physiologic variations in
sexual reproduction capability and normal growth at pu-
berty. These variations are a result of genetic influences and nu-
tritional status, resulting from self-induced restriction of
energy intake and heavy exercise training (Rogol, Clark, &
Roemmich, 2000). The variation in timing of puberty and psy-
chological development constitutes one of the most often ex-
amined topics in the entire field of adolescent development.

Early and Late Pubertal Timing

The classic studies of the effects of timing of puberty were
first reported in the 1930s (H. E. Jones, 1938; M. C. Jones,
1958; M. C. Jones & Bayley, 1950). Psychological conse-
quences of timing of puberty continue to be of sustained
interest. In general, for boys in the early studies, early matu-
ration tended to be advantageous, particularly with respect to
social development. In contrast, early maturation for girls
often tended to be disadvantageous (Faust, 1969; Jones,
Bayley, & Jones, 1948; Stolz & Stolz, 1944), although the
results were not always consistent across studies.

With the rise of interest in biobehavioral research, begin-
ning in the 1980s, two predominant hypotheses were formu-
lated to explain the influence of physical maturation on
primarily negative psychological outcomes. First, the matu-
rational deviance hypothesis (e.g., Brooks-Gunn, Petersen, &
Eichorn, 1985; Caspi, Henry, McGee, Moffitt, & Silva, 1995;
Caspi & Moffitt, 1991; Petersen & Taylor, 1980; Tschann
et al., 1994; Williams & Dunlop, 1999) suggested that
adolescents who are off time (earlier or later) in their pubertal
development, with respect to peers, experience more stress
than on-time adolescents. Being an off-time maturer may
result in an adolescent’s lacking the usual coping re-
sources and social support that characterize being on time
in pubertal development. The added stress and lack of re-
sources may increase vulnerability to adjustment prob-
lems. In brief, a maturational-deviance hypothesis predicts
that early-maturing girls and late-maturing boys experience

heightened emotional distress, which influences the initiation
of antisocial behavior including use of illegal substances,
sexual activity, and delinquent behavior.

The second hypothesis, the early-maturational or early
timing hypothesis (e.g., Brooks-Gunn et al., 1985; Caspi &
Moffit, 1991; Petersen & Taylor, 1980; Tschann et al., 1994)
posited that being an early developer is especially disadvan-
tageous for girls (Stattin & Magnusson, 1990). The disadvan-
tage may result from the missed opportunity for completion
of normal psychosocial developmental tasks of middle child-
hood (Brooks-Gunn et al., 1985). Early maturers may face
greater social pressure to conform to adult norms and, impor-
tantly, to engage in adult behaviors. Earlier maturing adoles-
cents look more physically mature than their chronological
age, and hence society may view them as older and more so-
cially, emotionally, and cognitively advanced (Brooks-Gunn
et al., 1985; Caspi & Moffitt, 1991). However, the cognitive
and social development of early maturers may lag far behind
their seemingly adult status. With this mismatch, expecta-
tions are high for more adult-like behaviors and actions,
yet the physically early maturing girls may not be ready for
adult behaviors and roles. Thus, an early-maturation hypoth-
esis predicts that early-maturing girls engage in more acting-
out behavior or negative emotions than all other groups,
independent of emotional distress.

Although not always consistent, the results from the early
timing of maturation studies report that early maturation for
boys appears to be positive, particularly with respect to social
development, whereas for girls early maturation is related to
more negative moods and behaviors (Faust, 1969; Ge,
Conger, & Elder, 2001a; Jones & Bayley, 1938; Stolz &
Stolz, 1944). For instance, early-maturing girls experienced
significantly higher levels of psychological distress and were
more vulnerable to prior psychological problems, deviant
peer pressures, and fathers’ hostile feelings when compared
to on-time and late-maturing peers (Ge, Conger, & Elder,
1996). However, early-maturing boys also report more hos-
tile feelings and internalizing behavior problems than do
their later maturing peers (Ge, Conger, & Elder, 2001b).
Other studies show that early timing is negative for both boys
and girls. This finding was supported in studies of African
American children as well (Ge, Brody, Conger, & Simons, in
press). Tschann et al. (1994) reported that boys and girls who
are earlier maturers reported more substance abuse compared
to later maturers.

Earlier maturing boys and girls were more sexually active
and participated in more antisocial behavior (Flannery, Row, &
Gulley, 1993), and early-timing boys reported more antisocial
behavior than on-time boys (Williams & Dunlop, 1999) com-
pared to late maturers. Early-maturing boys also engaged in
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more health risk behaviors (Orr & Ingersoll, 1995). In other
studies, early-maturing girls were least satisfied with their
height and weight, had poorer body image, or were less happy
(Blyth, Simmons, & Zakin, 1985; Brooks-Gunn et al., 1985;
Brooks-Gunn & Warren, 1989; Duncan, Ritter, Dornbusch,
Gross, & Carlsmith, 1985; Petersen & Crockett, 1985) and had
more internalizing problems (Hayward et al., 1997), more be-
havioral and emotional problems (Caspi & Moffitt, 1991), and
more interactions with peers who were deviant (Silbereisen,
Petersen, Albrecht, & Kracke, 1989).

Timing of puberty is related to a variety of health and risk
behaviors. Eating problems were reported by 9th-, 10th-, and
11th-grade girls who perceived their pubertal timing to be
earlier than that of peers (Swarr & Richards, 1996). More-
over, they report that interactions between pubertal timing
and various experiences or perceptions of parents are related
to eating problems. Similarly, early-maturing girls engaged
in risk behaviors such as drinking, smoking, and sexual ac-
tivity at an earlier age (D. Magnusson et al., 1985). In another
study, girls with earlier puberty had their first alcohol experi-
ence and drank moderate amounts of alcohol sooner than
those with later pubertal timing did (Wilson et al., 1994).
Finally, the perception of earlier pubertal timing was a statis-
tical predictor for future suicide attempts in Norwegian ado-
lescents, and this relationship was stronger in girls than in
boys (Wichstrom, 2000).

Other studies show that early timing in girls and late tim-
ing in boys are related to affective and behavior problems.
For example, early timing of puberty in girls and late timing
in boys were related to a higher incidence of psychopathol-
ogy and depressed mood (Graber, Lewisohn, Seeley, &
Brooks-Gunn, 1997), and poor body image was evident
in boys (Siegel, Yancey, Aneshensel, & Schuler, 1999).
Similarly, Andersson and Magnusson (1990) reported that
both early- and late-maturing boys may be more likely to be
alcohol users. Using hormone concentrations standardized
for age as an index of timing of puberty, earlier maturing ado-
lescents, based on adrenal androgen levels, tended to have
poor adjustment; however, the findings varied depending on
the hormone under consideration (Susman et al., 1985). Later
maturing adolescents, based on sex steroids, tended to have
poorer adjustment. The findings were more pronounced for
boys than for girls.

Later maturation is not as consistently related to negative
emotions and behavior problems as is earlier maturation.
Later maturation in boys was related to lower achievement
(Dubas, Graber, & Petersen, 1991), lower self-esteem or con-
fidence, and less happiness (Crockett & Petersen, 1987;
Simmons, Blyth, Van Cleave, & Bush, 1979). Other studies
showed no effects of pubertal timing, either earlier or later, in

relation to mood and behavioral outcomes. For example,
Brooks-Gunn and Warren (1989) reported no relationship
between pubertal timing and negative emotions in girls, and
Angold, Costello, and Worthman (1998) reported no relation-
ship between pubertal timing and the rates of depression in
boys and girls.

In summary, there is support for both the maturational de-
viance hypothesis and the early-maturational hypothesis.
Adolescents who are off time in pubertal timing generally re-
port more adjustment problems, supporting the maturational
deviance hypothesis. Early timing of puberty does appear to
be more disadvantageous for girls than for boys (the early-
maturational hypothesis), but boys are negatively affected by
early timing as well. Nonetheless, there also is evidence that
timing of puberty has no effect on adjustment and that earlier
puberty is neither consistently disadvantageous for girls nor
advantageous for boys. The effects of timing of puberty on
adjustment and deviant behavior are made even more diffi-
cult to unravel by imprecise definitions and measurement of
puberty and the inclusion of a wide age group of adolescents.

Theoretical and Methodological Issues

The studies just reviewed show both consistencies and major
inconsistencies regarding the relationship among timing of
puberty and behavior, adjustment, and psychopathology.
Nonetheless, it is legitimate to conclude that both earlier and
later timing of puberty has a major impact on multiple dimen-
sions of psychological functioning in boys and girls. Of note
is that timing of puberty has long-term implications. Later in
adolescence or adulthood, early-maturing girls reported more
psychopathology (Graber et al., 1997) and less educational
achievement and career success than did later maturing girls
(Stattin & Magnusson, 1990). The inconsistencies across
studies of earlier and later puberty emerge from conceptual
and methodological differences. The major theoretical inter-
est appears to be on earlier timing of puberty given societal
concerns regarding potential consequences of early matura-
tion: precocious sexuality, substance use, and deviance. With
some exceptions, few studies examine the longer term effects
associated with earlier maturation. Earlier or later maturation
has been theorized to be a stable characteristic of individuals
rather than a dynamic concept that changes with changing age
and contextual factors. The behaviors that are related to tim-
ing of puberty during adolescence, such as risky sexual be-
havior and other forms of externalizing problems, may
disappear in late adolescence and adulthood. Nonetheless, the
longer term implications of timing of puberty will emerge as
transformed manifestations of these early behaviors as de-
scribed by Stattin and Magnusson (1990). Specifically, early



Puberty and Adolescent Health: Cultural Significance and Secular Change 307

maturers may become affiliated with older and deviant peers
for a limited time period and engage in deviant behaviors that
cease in late adolescence. The expense of engaging in these
behaviors is reduced achievement and educational and occu-
pational success.

Although the findings regarding early and late puberty
seem inconsistent, there is consistency across studies. The
consistency of findings showing earlier maturation and prob-
lems in adjustment suggests that adolescents are exquisitely
sensitive to their early pubertal status. Such is not the case for
later maturers. The fewer findings relating later maturation and
psychological functioning indicate the ability of adolescents to
adapt to differences between themselves and same-age peers
as puberty progresses. Less theorizing has taken place regard-
ing developmental implications of later maturation.

Methodological differences also contribute to the inconsis-
tencies in findings. The chronological age when adoles-
cents are assessed for effects of timing, the measure of timing
(age of menarche, pubertal stage, or other measure) and the
construct assessed (antisocial behavior, depression, parent-
adolescent interactions) all may contribute to the discrepan-
cies in how timing of puberty and psychological functioning
co-occur. The method used to assess timing of puberty likely
plays a major role in the discrepancies across studies. To a
large degree, timing of puberty has been assessed utilizing a
self-report measure of puberty (e.g., pubertal stage, age at
menarche, appearance of body hair). Other studies use objec-
tive measures of physical development such as pubertal stage
by physical examination (Tanner criteria; Marshall & Tanner,
1969, 1970) or hormone concentrations. The lack of reliability
in self-reports of pubertal status (Dorn, Susman, Nottelmann,
Inoff-Germain, & Chrousos, 1990) and age of menarche
(Dorn et al., 1999) is likely a major source of error variance in
assessing the multiple connections between timing of puberty
and psychological functioning.

PUBERTY AND ADOLESCENT HEALTH:
CULTURAL SIGNIFICANCE AND
SECULAR CHANGE

Secular Changes in Timing of Puberty

Timing of puberty currently captures the interest of the public
as well as the scientific community. Time (October 2000)
magazine’s front cover and accompanying article featured
the problem of early timing of puberty in girls. There has
been a decrease in age of menarche over the last century
(Blythe & Rosenthal, 2000; Gerver, De Bruin, & Drayer,
1994; Grumbach & Styne, 1992; Tanner & O’Keeffe, 1962;

Wyshak & Frisch, 1982). The secular (generational) trend in
age at menarche has been evident from at least the mid 1800s
to currently when a decrease in the age of menarche was
noted from 15 years to 12.7 years (Garn, 1992). Age at menar-
che decreased by approximately 1 year for those women born
from 1900 to 1950. A decrease in the age of menarche also is
evident in international studies.

In a nationwide growth study in the Netherlands, age of
menarche was assessed in two cohorts. The first cohort was en-
rolled in 1952–1956, and the most recent cohort was enrolled
in 1996–1997. Age at menarche decreased to 13.15 years,
which was a 6-month decline over four decades (Fredriks et al.,
2000). Similarly, in two cohorts of American girls 14 years
apart, age at menarche was found to decrease (Wattigney,
Srinivasan, Chen, Greenlund, & Berenson, 1999). Cohort 1 in-
cluded 1,190 girls (64% White) who were examined in
1978–1979. The second cohort was examined in 1992–1994
and included 1,164 girls (57% White). In Cohort 2 more than
twice as many girls reached menarche before age 12 years than
did in Cohort 1. Menarche occurred earlier in Cohort 2 for
both Black and White girls. Furthermore, in both cohorts all of
the obesity measures used in the study were correlated with age
at menarche. The decrease in timing of menarche has generally
been attributed to cultural factors, specifically, improved nutri-
tion and socioeconomic conditions evident in the United States
and numerous developing countries.

In 1997 a large-scale study of pubertal development in
American girls received widespread attention in the media as
well as in the health care and research arenas. Herman-Giddens
et al. (1997) studied over 17,000 pre- and peripubertal-age
girls (90.4% White) to determine age at onset of pubertal
changes. They reported that African American girls began pu-
bertyonaveragebetweenage8and9whereasWhitegirlsbegan
puberty by age 10. For example, at age 9, 62.6% of African
American girls had breast development at stage 2 or higher (in-
dicative of puberty) compared to 32.1% of White girls. Simi-
larly, age at menarche was 12.16 years for African American
girls and 12.88 years for White girls (Herman-Giddens et al.,
1997). In a follow-up article (Kaplowitz, Oberfield, & the Drug
and Therapeutics and Executive Committees, 1999), based on
the Herman-Giddens study, the suggestion was that breast or
pubic hair development is not precocious unless under age 7 in
White girls and 6 in African American girls. Thus, girls begin-
ningpubertyabove that rangeneednomedical follow-up.How-
ever, they further stress that no follow-up is needed only if other
factors are not present (e.g., bone age > 2 years ahead of
chronological age and predicted height of 2 SD or more below
target height or < 59 inches, underlying neurological finding,
etc.; Kaplowitz et al., 1999). It appears prudent to seek medical
advice in all instances of suspected early puberty.
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Although, the Herman-Giddens et al. (1997) study is
unique and important in that it includes a large number of
girls, a number of important methodological considerations
may have affected the findings and interpretations of secular
trends in timing of puberty. These methodological considera-
tions include the method of conducting the physical exami-
nation. Breast stage was determined by visual inspection and
not palpation. Even with palpation conducted by an experi-
enced clinician, it is difficult to distinguish between breasts
and adipose tissue. Thus, some girls could have been classi-
fied as pubertal at Stage 2 when the actual cause of apparent
breast development was obesity. Statistically controlling for
body mass could have partially addressed the problem of
overestimating the extent of breast development although the
problem would not have been eliminated. Additionally, char-
acteristics of the sample may have contributed to ratings of
early puberty. Some of the girls in the sample likely were
brought to their primary care provider for the evaluation of
early pubertal development. In addition, nearly 7% of the
sample had a chronic disease, and 3% were on medication.
These percentages were higher in the African American sam-
ple. Finally, not all of the girls in the study had reached
menarche (Emans & Biro, 1998), thereby possibly decreas-
ing the average age of menarche. The authors are to be com-
mended on the study, but the mean age of menarche reported
may not truly be representative of the general population of
adolescent girls. In spite of the earlier age of onset of puberty,
there was little change in age at menarche noted in the
Herman-Giddens et al. report compared to reports in the pre-
vious 25 years.

The report by Herman-Giddens et al. (1997) continues to
remain controversial. In the fall of 2000, Rosenfield et al.
(2000) emphasized that it is premature to state that puberty is
occurring earlier in girls based on one study. Rosenfield et al.
cited similar criticisms to those expressed earlier (e.g., stage
of puberty was based on visual inspection versus palpation)
but particularly emphasized the “fatal flaw” (p. 622) of utiliz-
ing a nonrandom sample. The authors concluded that regard-
less of race, when breast development or pubic hair appear
before age 8 or 9 years, a diagnostic evaluation should be
conducted for bone age and height prediction. Based on these
results as well as the physical examination, decisions for fur-
ther follow-up should then be made.

The exact decrease in the true onset of timing of puberty
as opposed to the timing of menarche is difficult to assess as
the timing of puberty is often indexed in girls by “age at
menarche.” Age at menarche is a relatively easy marker to
obtain by self-report or parental report but is not an accurate
index of timing of onset of puberty. Variability in accuracy of
reports of onset of menarche (Dorn et al., 1999) contributes

to the difficulty of estimating secular trends in the onset of
puberty. Unfortunately, the data on secular trends in onset of
puberty in boys are much less complete than for girls. Theo-
retically, the first nocturnal emission or spermarche is a com-
parable timing measure for boys; however, information on
spermarche is difficult to obtain. Sanders and Soares (1986)
reported that many adult men either had difficulty recalling
their first nocturnal emission or were hesitant to reveal the in-
formation. Few psychosocial studies include the concept of
spermarche as an index of timing of puberty (for exceptions,
see Downs & Fuller, 1991; Gaddis & Brooks-Gunn, 1985;
Kim & Smith, 1998; Kim, Smith, & Palermiti, 1997). Infor-
mation regarding secular trends in timing of puberty is not
easily gleaned from these studies because they include a wide
age range of subjects (up to age 62) or small sample sizes.
None provided normative data regarding average age of sper-
marche or reliability of the measurement of spermarche. In
an earlier study, Kulin, Fronera, Demers, Barthlomew, and
Lloyd (1989) reported the average age of spermarche to be
age 14, and at that age gonadotropins were at adult concen-
trations. To our knowledge, this is the only study that simul-
taneously assessed self-reported age at spermarche and
gonadotropin levels. Given the lack of information regarding
onset of puberty in boys, there is no valid method of estimat-
ing secular trends in the onset of puberty in boys. A study of
boys that parallels the Herman-Giddens et al. (1997) study of
girls in a randomly selected representative sample could
make a significant contribution to the literature.

Puberty and Adolescent Health

Puberty implies that an adolescent is becoming an adult. Con-
temporary culture is ambivalent about the desirability of this
transition. On the one hand, puberty implies independence
and adult roles and the emergence of a physical morphology
and reproductive capability characteristic of adults. On the
other hand, for girls the thin prepubertal physique is valued,
whereas fat deposition at puberty is viewed as a less desirable
characteristic of female adults. These changes in physical
size and proportions have definite negative social signaling
value. As boys and girls progress in physical development
there are societal expectations for moodiness and disruptive
behavior and opportunities for risky sexual behavior. With
the engagement in sexual activities, there is added risk for
sexually transmitted diseases (STDs; e.g., HIV transmission)
and teen pregnancy (Udry, 1979; Udry & Cliquet, 1982). Pu-
berty, then, is a period of development ripe for the emergence
of major health risk behaviors and health problems. Public
health policies tend to focus on preventing the occurrence of
the health problems (substance use, risky sex, and accidents)
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but at the same time ignore the role of puberty as a major fac-
tor affecting the onset and trajectory of risky health behav-
iors. The effects of timing of puberty on adult health are only
now beginning to be identified.

Puberty and Adult Health

Health policies to reduce the risk of long-term implications of
early timing of puberty are just beginning to be considered.
This emphasis, based primarily on observational studies,
regards the relationship between reported age of puberty and
later health problems. Timing of puberty and later health
have been understudied in males, so disorders linked with
timing of puberty in males are yet to be identified. The lack of
attention to long-term implications of pubertal processes
(particularly, timing of puberty) represents a missed opportu-
nity for possible public health prevention efforts.

Research on puberty and later health has focused primarily
on cancer, obesity, and reproductive disorders. An increased
risk of breast cancer is associated with early puberty based on
age at menarche (Kampert, Whittemore, & Paffenbarger,
1988; C. M. Magnusson et al., 1999; Rockhill, Moorman, &
Newman, 1998; Vihko & Apter, 1986; for a review, see Key,
1999). The increased risk of cancer in early maturers is attrib-
uted to the longer duration of exposure to circulating estro-
gens across the life span. Women who experience earlier
menarche have higher levels of circulating free estrogen into
at least the third decade of life compared to later maturers
(Apter, Reinila, & Vikho, 1989). An additional indirect mea-
sure of estrogen, the timing of the pubertal growth spurt, is
also associated with breast cancer risk. Women who attain
their adult height at a later age have a lower risk of breast can-
cer, possibly due to their having lower levels of growth hor-
mone (GH) and insulin-like growth factor (IGF1) during
breast development (Li, Malone, White, & Daling, 1997).
However, it is important to note that other studies do not show
an increased risk of breast cancer with earlier menarche (e.g.,
R. G. Parker, Rees, Leung, & Legorreta, 1999) and that the
cause of breast cancer is no doubt multifactorial.

Early maturing girls are at greater risk for obesity (Lovejoy,
1998; Ness, Laskarzewski, & Price, 1991). Obese girls also
have an earlier timing of puberty, so the direction of the rela-
tionship between obesity and timing of puberty is unknown.
Obesity in adolescence is related to major risk factors for car-
diovascular disease (Morrison, Barton, Biro, Daniels, &
Sprecher, 1999). In Black and White 10- to 15-year-olds, over-
weight status was related to lower high-density lipids and
higher low-density lipids, a risk-profile for cardiovascular dis-
ease. Obesity is also linked to the high incidence of Type II
diabetes mellitus in adolescents.

Reproductive disorders related to timing of puberty are
evident primarily in ovarian pathophysiology. Polycystic
ovarian syndrome (PCOS) is a disorder in adulthood reported
to be related to early puberty. PCOS is a heterogenous disor-
der characterized by oligo/amenorrhea (few or no menstrual
periods), insulin resistance or high insulin, and hyperandro-
genism, which is associated with an increased risk of devel-
oping impaired glucose tolerance and Type II diabetes
(Ibáñez et al., 1993). PCOS is reported in 5% to 10% of
women of reproductive age. PCOS can begin to express itself
during puberty and continue into the adult reproductive years
with ensuing infertility.

One possible mechanism linking PCOS and early puberty
is premature adrenarche. During adrenarche the adrenal an-
drogens, DHEA and DHEAS, and ∆-4A begin to rise. When
adrenarche occurs prior to age 8 in girls and 9.5 in boys, it is
considered premature (Siegel, Finegold, Urban, McVie, &
Lee, 1992; Siegel & Lee, 1992; see Reiter & Saenger, 1997,
for review). Premature adrenarche is characterized by high
adrenal androgen concentrations and pubic hair development
with no evidence of breast development. Off-time activation
of the adrenal glands is presumed to be the cause of prema-
ture adrenarche. Premature adrenarche has been considered a
benign condition (Kaplowitz, Cockerell, & Young, 1985)
representing a variation of puberty; therefore, treatment was
deemed unnecessary (Reiter & Saenger, 1997). Recent
research suggests that children with premature adrenarche
may have long-term sequelae such as PCOS, anovulation in
late adolescence (and potentially infertility), and insulin
resistance (Ibáñez, de Zegher, & Potau, 1999; Ibáñez et al.,
1993; Ibáñez, Potau, Zampolli, Street, & Carrascosa, 1997;
Oppenheimer, Linder, Saenger, & DiMartino-Nardi, 1995;
Richards et al., 1985). In adulthood, women with PCOS have
an increased risk for cardiovascular problems (Birdsall,
Farquhar, & White, 1997; Talbott et al., 1995) and complica-
tions from diabetes mellitus (Dunaif, 1997, 1999; Dunaif,
Futterweit, Segal, & Dobrijansky, 1989). Thus, women with
early adrenarche may be at risk for PCOS, resulting in signif-
icant physical morbidity. It is unknown if there is continuity
of adjustment problems observed in premature adrenarche
(Dorn et al., 1999) and severe psychopathology observed in
adult women with PCOS.

The timing of puberty is considered to have implication
for brain development. Saugstad (1989b) pointed out that the
“onset of puberty coincides with the last major step in brain
development: the elimination of some 40% of the neuronal
synapses” (p. 157) and postulated that synaptic loss may have
implications for the development of manic-depressive psy-
chosis and schizophrenia. Secular, social class, and geo-
graphic trends in body build and mental disorders suggest
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that early maturers may be more susceptible to manic-
depressive psychosis and that late maturers may be more sus-
ceptible to schizophrenia (Saugstad, 1989a, 1989b). These
hypotheses remain speculative until longitudinal studies pro-
vide more definitive findings.

Timing of Puberty and Stress

One of the most controversial issues regarding timing of pu-
berty is whether stressors accelerate or delay the timing of
puberty. Consistent with the theoretical perspectives dis-
cussed earlier, timing of puberty and behavior and experi-
ences are considered dynamic and bidirectional processes
(Susman, 1997). Experiences as well as genetic factors are
speculative influences on the tremendous variations in the
timing of puberty. Experiential-based sources of variation in-
clude disruptive behavior disorders (Schaal et al., 1996),
family relationships (Steinberg, 1987, 1988), participation in
intensive physical exercise such as ballet dancing (Warren
et al., 1991), negative emotional states (Nottelmann et al.,
1990; Susman et al., 1989), and family adversity (Belsky,
Steinberg, & Draper, 1991). Interest in the mechanism for
explaining the relationship between experience and timing of
puberty began to emerge in the last decade.

The concept of stress is hypothesized to play a major role
in timing of puberty. There are two opposing views on the re-
lationship between stress and timing of puberty. The first per-
spective, advocated by Belsky et al. (1991), is based on an
evolutionary model of psychosocial influences on the timing
of puberty. The premise is that early on children develop an
understanding of the availability of resources, the duration
of close relationships, and the trustworthiness of adults.
Exposure to these different types of resources and caretaking
adults in the child’s environment are hypothesized to in-
fluence the child’s reproductive strategies. Environments
characterized by stress are hypothesized to contribute to early
reproductive development (Belsky et al., 1991). Three possi-
ble avenues are proposed whereby early stress accelerates
reproductive development and subsequently earlier child-
bearing: (a) the stress of living in a conflicted family, (b) the
stress of being reared in a single family home, especially with
a single mother, and (c) exposure to the parental paramours if
in a single parent home. Belsky et al. proposed that these
early stressful experiences act by changing the child’s view
of the world in general and the child’s view of relationships,
in particular, as uncertain, unpredictable, and unstable. The
uncertainty of living in a stressful environment has both psy-
chological and physiological consequences. Early stress acts
on psychological development via the individual’s having
adopted a view of the world as being uncertain. If individuals

view the world as uncertain, reproducing early, while they
still can, is an adaptive strategy to counteract the uncertainty
of the difficult family environment. Uncertainty also leads
these individuals to not count on their partners for re-
sources, thereby creating unstable pair bonds. Early stress is
proposed to act on physiological systems to accelerate puber-
tal development, although the exact mechanisms involved in
acceleration of puberty are not addressed.

The hypothesis has received mixed support. Conflict in
the family at age 7 predicted earlier menarche (Moffitt,
Caspi, Belsky, & Silva, 1992). Divorce as a stressor and as a
context for girls being raised in father-absent versus father-
present homes also has been linked to timing of puberty. Girls
in father-absent homes tend to reach puberty earlier than girls
reared in father-present homes (Jones, Leeton, McLeod, &
Wood, 1972; Moffitt et al., 1992; Surbey, 1990; Wierson,
Long, & Forehand, 1993). The stress of living in a conflicted
family has been extended to include having a father who is an
alcoholic (Malo & Tremblay, 1997). Other studies show that
greater marital and family conflict, as well as less marital and
family harmony, are associated with pubertal timing in girls
(Ellis & Garber, 2000; Ellis, McFadyen-Ketchum, Dodge,
Pettit, & Bates, 1999; Graber, Brooks-Gunn, & Warren,
1995; Moffitt et al., 1992; Steinberg, 1988). Absence of posi-
tive parent-child relationships, rather than negative relation-
ships, predicted early pubertal timing (Ellis et al., 1999).
Positive interactions included greater supportiveness in the
parental dyad and more father-daughter and mother-daughter
affection.

Absence of positive parent-child relationships, rather than
negative relationships, predicted early pubertal timing (Ellis
et al., 1999). Positive relationships included greater sup-
portiveness in the parental dyad and more father-daughter
and mother-daughter affection. The quality of fathers’
investments in the family emerged as the most important fea-
ture of the proximal family environment. Presence of fathers
in the home, more time spent by fathers in child care, greater
supportiveness in the parental dyad, more father-daughter
affection, and more mother-daughter affection, as assessed
prior to kindergarten, each predicted later pubertal timing by
daughters in seventh grade. The positive dimension of family
relationships, rather than the negative dimension, accounted
for these relations (Ellis et al., 1999). The interpretation was
that the findings are consistent with the Belsky model be-
cause positive dimensions were related to later timing of pu-
berty. The findings could also be interpreted as inconsistent
with the Belsky model because it predicts that negative as-
pects of the family will predict earlier timing of puberty.

The mechanisms linking earlier onset of puberty and
family stress are not articulated in the existing research. In



Puberty and Adolescent Health: Cultural Significance and Secular Change 311

contrast, the effect of father absence as a precipitant of earlier
puberty is hypothesized to be mediated by endocrine mecha-
nisms. Biological father absence frequently is replaced by a
stepfather or mother’s boyfriend. Exposure to pheromones of
unrelated males is hypothesized to lead to earlier onset of pu-
berty. Exposure to chemosignals and pheromonal systems in
a variety of species, including humans, leads to changes in
menstrual cycles (McClintock, 1998; Stern & McClintock,
1998) and timing of puberty (Sanders & Reinisch, 1990).
Pheromonal systems and chemosignals may function as mod-
ulators or signaling substances that precipitate the onset of
puberty.

The relationship between family stress and timing of pu-
berty, as well as the psychobiological perspective, in particu-
lar, has generated controversy regarding the validity of
theoretical perspectives and the imprecision of defining and
assessing family stress. A primary criticism of the stress and
early timing hypothesis focuses on the logic of the argument
that stress is responsible for early onset of puberty. The phys-
iology of the stress system is such that stress should attenuate
timing and progression of puberty. This perspective is based
on the physiological principle of adaptation to stressors.
Adaptation is accomplished at both the physiological and be-
havioral levels. At the neuroendocrine and peripheral levels
CRH is secreted by the hypothalamus, ACTH by the pitu-
itary, and cortisol from the adrenal glands (Chrousos & Gold,
1992; Stratakis & Chrousos, 1997). These components of the
HPA stress system down-regulate the reproductive HPG axis
at the level of the hypothalamus, pituitary, and gonads. For
instance, cortisol exerts inhibitory effects at the levels of the
LHRH neuron, the pituitary gonadotroph (responsible for
secreting luteinizing hormone and follicle stimulating hor-
mone), and the gonad itself, thereby suppressing sex steroids
(testosterone and estrogen) and maturation of reproductive
function. Down-regulation or attenuation of secretion of
HPG-axis hormones is accomplished either directly or via
endorphin. CRH suppresses the LHRH neuron in the hypo-
thalamus. Adaptation at a behavioral level involves a delay or
cessation of sexual reproduction activities to conserve vital
metabolic resources (Chrousos, 1998). Based on these physi-
ological and behavioral processes, the onset of reproductive
capability will be attenuated in children reared in stressful
environments (Nottelman et al., 1990; Susman et al., 1989).
Conditions that are physically stressful, such as malnutrition
and physical stressors (e.g., intense exercise), also suppress
reproduction.

In young adolescents stress reflected in behavior problems
and self-image problems was related to later maturation
based on hormone levels and stage of pubertal development
(Tanner criteria, Marshall & Tanner, 1969, 1970; Nottelmann

et al., 1987; Susman et al., 1987). Family stressors related to
paternal alcoholism led to a delay of male pubertal onset,
supporting the hypothesis that stress activates the HPA axis
and inhibits the HPG axis (Malo & Tremblay, 1997). Addi-
tional longitudinal studies that include actual indexes of
stress hormones, as well as adolescent and family stressors,
are needed to explain further the links between stress and
timing of puberty.

A set of papers (Hinde, 1991; Maccoby, 1991) that
accompanied the publication of Belsky et al. (1991) raised
additional criticisms regarding the family stress and evolu-
tionary theory of socialization. Maccoby (1991) evoked
the concepts of quality and quantity to argue against the
Belsky et al. perspective. The quantity argument based on the
Belsky et al. perspective is that unstable rearing environments
will lead to early maturation and sexual activity, and presum-
ably earlier and more frequent childbearing. Maccoby pro-
posed that if males invest less, females must invest more in
rearing the young and that if the male is not available, she re-
cruits investment from her mother and sisters. Her basic strat-
egy should be to select a mate who has the resources and the
motivation to be a quality parent rather than a quantity parent.
Maccoby further suggested that it does not seem plausible
that evolution would have shaped psychological and physio-
logical maternal characteristics such that she would have
more children in the absence of a supportive family environ-
ment as each additional child increases the difficulty of rais-
ing each child. Thus, skepticism is warranted regarding the
claim that females have evolved so as to take up a quantity
reproductive strategy in the face of instability in childhood
relationships. Finally, Maccoby suggested that evolutionary
concepts are not essential for explaining contemporaneous
functioning. Social learning could explain the effects of fam-
ily functioning on early sexual activity. Girls from disorga-
nized families likely have less surveillance, are more aware of
sexual activity (especially if the mother has multiple sexual
partners), or have relationships with older men who are
viewed as avenues for escaping dysfunctional homes.

The evolutionary approach to timing of maturation brings
together rich perspectives on puberty from animal and human
models of adaptation and change. Nonetheless, this perspec-
tive is at odds with the two predominant theories articulated
at the beginning of the chapter, developmental contextualism
and holistic interactionism. Both perspectives acknowledge
the importance of evolutionary and genetic contributions to
development but include the contemporaneous dynamic in-
teraction between psychological, biological, and contextual
processes. Family context provides an arena within which
parent-adolescent interactions evolve as a result of their past
history together as well as current self-organizing properties.
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Early maturation at puberty within these frameworks is a
product of contextual factors (e.g., nutritional consumption
and related obesity) and parent-adolescent interactions char-
acterized by detachment or warmth. The relationship
between timing of puberty and family processes is further
clouded by the limited research on direction of relationships.
Lewontin and Levins (2000) concurred with the contextual-
ism and holistic interactionism developmental models in
emphasizing that when considering systems of any complex-
ity there are positive and negative feedback systems. Biolog-
ical and psychological feedback loops at any time in
development. Clear evidence based on models linking se-
quential and dynamic influences between family stability and
instability and timing of puberty is essential to allow for an
escape from current controversies regarding timing of pu-
berty and family processes.

Puberty and Sexuality

One of the things that can be stated assuredly is that adoles-
cence “is when most individuals first experience sexual
intercourse” (Meschke, Zweig, Barger, & Eccles, 2000,
p. 316). The Centers for Disease Control and Prevention
(CDC; 1999) reported that in 1999 over 47% of the girls and
52% of the boys surveyed in grades 9 through 12 had had in-
tercourse, and over one third of the sample had been sexually
active in the previous three months; 4.4% of girls and 12.2%
of boys reported experiencing intercourse before age 13.
Trends in sexual activity vary by historical time. Singh and
Darroch (1999) examined trends in sexual activity of Ameri-
can women across a 13-year period in three surveys. In the
1980s there was an increase in the proportion of adolescents
who had ever had sexual intercourse, but by the mid-1980s
and on into the 1990s this increased trajectory stabilized. On
average, approximately 40% of adolescents in the 15- to
19-year-old age group had had sexual intercourse in the last
three months. These percentages were equal across the three
surveys. Kaufmann et al. (1998) reported similar trends.

There is some variation between subpopulations of ado-
lescents. For example, Finkelstein et al. (1998) reported that
delayed-puberty boys tended to engage in more advanced
sexual behavior than did delayed girls of similar age.
Halpern, Udry, and Suchindran (1997) found differences in
the self-reported sexual behaviors of Black and White girls,
with White girls more likely to report masturbation and Black
girls more likely to report petting and coitus.

The influences on adolescent sexuality arise in many
spheres: biological, psychological, social, and the media.
Biologically, hormones are known to bring about sexual de-
velopment at puberty and are also considered influences on

adolescent sexual behavior. Hormones are thought to have
both direct and indirect (e.g., via pubertal physical develop-
ment) effects on sexuality (Halpern, Udry, & Suchindran,
1998). Androgens, in particular, are considered potent influ-
ences on sexuality in both boys and girls. The pubertal in-
crease in male testosterone levels “is thought to provide a
biological foundation for the increases in sexual interest and
activity that occur during adolescence” (Halpern et al.,
1998, p. 446). Studies have examined the relationship be-
tween testosterone and sexual activity using both random-
ized clinical trials and correlational and group difference
designs. In a randomized clinical trial of sex hormone re-
placement therapy, intramuscular administration of mid-
pubertal levels of testosterone to hypogonadal boys resulted
in significantly increased self-reports of nocturnal emis-
sions, touching girls, and being touched by girls (Finkelstein
et al., 1998). Similarly, Halpern et al. (1998) found that ado-
lescent boys with higher levels of salivary testosterone were
more likely to initiate coitus and to participate in other part-
nered sexual behaviors. Within individuals, salivary testos-
terone increases were also associated with a greater
likelihood of partnered sexual activity. Additionally, the
study illustrated the importance of physical developmental
influences on sexual activity. When the analysis of testos-
terone and partnered activity controlled for pubertal de-
velopment, neither testosterone nor pubertal development
reached statistical significance. These findings suggest that
evaluations of the propensity to engage in sexual activity
should consider multiple levels of influence by psychologi-
cal, biological, and social functioning.

Testosterone and other androgens also have striking ef-
fects on sexuality in adolescent girls. Halpern et al. (1997)
reviewed several lines of evidence for androgenic effects on
female adolescent sexuality, including hormone replacement
studies, female behavioral responsiveness to testosterone,
and connections between testosterone levels and sexual ac-
tivity during puberty (see also Hutchinson, 1995). Udry et al.
(1986) reported that adolescent girls’ androgen levels,
namely testosterone and the adrenal androgens DHEA,
DHEAS, and ∆-4A, predicted the girls’ anticipation of future
sex. Halpern et al. examined within-individual changes as
well as differences between girls and found that higher
plasma testosterone levels were associated with a higher
incidence of transition to coitus in both Black and White
girls. Frequency of attendance at religious services operated
as a social control factor among White females. Testosterone
was concluded to be a causal factor in female sexual activity,
but biological effects were moderated by relevant social vari-
ables. Processes at both the social and biological levels ap-
pear to interact to influence sexual activity.
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Less research has examined the role of estrogens in ado-
lescent sexuality, but there is some evidence for estrogenic
effects on female adolescent sexual behavior. Finkelstein
et al. (1998) found that administering oral conjugated estro-
gen to hypogonadal female adolescents resulted in signifi-
cantly increased self-reports of necking behavior, but only at
the highest dose used (intended to simulate the late stages of
puberty). Of note is that when testosterone or estrogen is
measured in blood or saliva and related to sexual activity,
moods, or behavior, it is not known which of the hormones
activates or is permissive of the expression of sexual behav-
ior as testosterone can be converted to estrogen.

A plethora of nonhormonal factors also influences adoles-
cent sexuality, but an additional factor is of note: body fat.
Halpern, Udry, Campbell, and Suchindran (1999) examined
the dating frequency and sexual behaviors of seventh- and
eighth-grade girls in relation to measured body fat. Compar-
ing girls with mean body fat levels to those 1 SD above or
below showed that the lower body fat was associated with a
greater chance of dating. This pattern was true for both Black
and White girls, although the relationship was stronger for
White girls. Additionally, this difference in dating frequency
explained the relationship between higher body fat and lower
incidence of coitus and petting. Halpern et al. warned, how-
ever, that these results must be taken in context because syn-
chronous transitions (e.g., when dating begins at the same
time as menarche and the transition to middle school) may
exert unique pressures (as in Smolak, Levine, & Gralen,
1993). Other factors also influence dating such as late matu-
ration in girls, with later maturers being less likely to date de-
spite their lower levels of body fat.

Peer sexual activity is considered a potent influence on
sexual activity. Udry et al. (1986) found that the strongest
predictor of sexual behavior in pubertal girls was whether
their close friends were sexually active. Meschke et al.
(2000) supported these findings in a report showing that tim-
ing of first intercourse was associated with peer achievement
levels and popularity for boys, along with “dating alone” and
pubertal timing for girls. Siblings also influence sexual activ-
ity. Based on a social modeling theory, East and Shi (1997)
proposed a sibling interaction hypothesis to explain sexual
activity in pregnant or parenting teens and their younger sis-
ters. Negative sibling relationship qualities, such as rivalry,
competition, and conflict, were more closely related to
younger sisters engaging in problem behavior and sexual
behavior than were positive relationship qualities, such as
warmth and closeness. Additionally, a shared friendship net-
work with the older sister was found to be associated with ex-
tensive younger sister problem behavior and sexual behavior.
Compared with the younger siblings of never-pregnant

teenagers, the younger sisters of pregnant teenagers viewed
school and career as less important, were more accepting of
adolescent childbearing, perceived younger ages as appropri-
ate for first intercourse, marriage, and childbearing, and en-
gaged in more problem behavior (East, 1996). These attitudes
are conducive to increasing the probability of early sexual ac-
tivity and early childbearing. Collectively, these studies aptly
demonstrate that a biopsychosocial model had greater statis-
tical power for both boys and girls than do models that take
fewer factors into account. In summary, hormones and pu-
bertal development appear to impact strongly adolescents’
sexual development, but sexuality occurs within the context
of the adolescent’s social development that incorporates
peers and siblings.

Sexual Risk Taking

Sexual activity beginning sometime during puberty might be
considered normative given the high number of adolescents
engaging in early sexual activity. The danger inherent in
considering sexual activity normative is that risky sexual be-
haviors are linked to high rates of morbidity and even mor-
tality in adolescents. In a national survey of 10,645 youth,
engaging in multiple health risk behaviors (including sexual
behavior) increased across age in youth (Brener & Collins,
1998). For those in the 12–13 year age group, 1 in 12 engaged
in two or more sexual behaviors, whereas one third of 14- to
17-year-olds and 50% of the 18- to 21-year-olds engaged in
multiple sexual behaviors. There was a greater likelihood for
males to engage in multiple health-risk behaviors. The pre-
dictive stability of early sexual behavior with regard to later
mental and physical health problems is not well known.
In one of the few longitudinal studies addressing this issue,
women’s reproductive experiences during adolescence had
repercussions in adult life with regard to sexuality, self-
image, and state of gynecological health (C. M. Magnusson
et al., 1999). Women who had gynecological problems dur-
ing adolescence experienced their adolescent sexual experi-
ences as generally negative. In early adulthood these women
had more recurrent and varied gynecological illnesses than
did their comparison-group counterparts. Women’s early
sexual experience was also linked to an increase in norm-
breaking behavior, lower educational attainment, and a
younger age of adult responsibilities compared with the con-
trol women. These findings are unique in that they document
long-term consequences of early sexual activity in diverse
domains: health, adjustment, achievement, and socially sanc-
tioned behavior. The lack of longitudinal information does
not allow for sorting out whether early sexual activity is re-
flective of a constellation of behavior problems that persist
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over time or whether sexual activity, per se, leads to unique
mental health and gynecological problems that persist into
adulthood.

Limitations of self-report of sexual debut are acknowl-
edged and likely result in an overestimate in the age of onset
as well as the frequency of sexual activity during adoles-
cence. In the National Youth Survey (Lauritsen & Swicegood,
1997) there were inconsistencies in age at first intercourse
from reports as an adolescent to reports as an adult by 28% to
32% of subjects. Those most likely to have consistent report-
ing across time were females (70%), whereas only 27% of
Black males were consistent in reporting. Given the serious-
ness of risky sexual behavior it seem prudent to continue to
press for programs to reduce risky sexual behavior even in the
absence of quality statistics on onset and progression of sex-
ual activity during adolescence.

IMPLICATIONS FOR RESEARCH
AND SOCIAL POLICY

The rapid increase in research findings in the last two decades
relating puberty to various domains of functioning provides
an exceptionally strong platform for planning interven-
tions to improve the well-being of adolescents and to prevent
problems. Findings from basic and applied research have
implications for the content of prevention and intervention
programs, the timing and type of interventions, and the
modalities for delivering the program message. In addition,
in the past several decades the importance of adolescence has
been the focus of attention of various organized groups,
which have, in turn, directed programs or policy issues to-
ward that age group. For example, the American Academy of
Pediatrics (www.aap.org) has a section on adolescent health,
founded in 1978. Additionally, the Society of Adolescent
Medicine offers specialized health services to adolescents
(www.adolescenthealth.org). These services include not only
the assessment of normal growth and physical health prob-
lems of adolescents but also psychosocial issues, health pro-
motion, disease prevention, and anticipatory guidance.
Unfortunately, the problem of maldistribution of health pro-
fessionals specializing in adolescent health is significant.
Many practitioners of adolescent health are in academic med-
ical centers located in urban areas. Rural areas of the country
continue to lack support services for adolescents. A parallel
scenario is noted for psychiatrists specializing in adolescent
development.

Policy-related goals for adolescent health and devel-
opment also have been articulated. In 1998 Brindis et al. re-
viewed 36 national documents that emerged over the last

decade and focused on or pertained to the health of adoles-
cents. Through the synthesis of these documents, the com-
mittee determined the following six policy-related goals for
the health of adolescents: (a) improve access to health care
for adolescents, (b) improve the adolescent environment,
(c) increase the role of schools in improving adolescent
health, (d) promote positive adolescent health, (e) improve
adolescent transitions to adulthood, and (f) improve collabo-
rative relationships. In addition to the six policies, the com-
mittee also provided several cross-cutting themes that
emerged from their recommendations. Most germane to this
chapter is the theme that a “greater programmatic focus on
primary prevention and early intervention, which is substan-
tiated and shaped by rigorous research, is needed” (p. 183).
Currently, adolescent health care focuses on secondary rather
than primary prevention, and there is a dearth of research that
characterizes the effect of providing counseling or anticipa-
tory guidance services in the health care visits of youth or the
effect of content and quality of primary care visits.

Content of Programs on Puberty

Public health policy lags behind the sophisticated knowledge
that is accumulating regarding puberty, especially with
regard to the notion that puberty signals the onset of repro-
ductive competence, sexual activity, and risky sexual behav-
ior. The majority of citizens in the United States are unaware
of the recent advances in understanding the physiological
aspects of puberty as well as the positive dimensions of
psychological development during puberty. The sexual re-
productive aspects of puberty receive disproportional at-
tention compared to the normative and positive aspects of
development during adolescence. The result is that normative
health and developmental concerns receive little attention
from major social institutions: health care, education, and
family. A public health focus on puberty might profitably be
based on the following questions: What do parents, educa-
tors, and the public need to know about puberty? What do
adolescents want to know? Research initiatives and preven-
tion programs arise almost exclusively from adults with
virtually no consultation from adolescents. Therefore, a wide
gap may exist between what information is presented to ado-
lescents and what they want to know. In a rare study on what
adolescents want to know, a majority of the questions re-
flected biological topics (88%), such as genital physiology
(26%) and sexuality and reproduction (26%). Only 6% ad-
dressed psychosocial questions (Ryan, Millstein, & Irwin,
1996). Both females and Asians (compared with other ethnic
or racial groups) expressed greater interest in the differences
between male and female development. Prepubertal males
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were more concerned about general puberty than were boys
in later Tanner stages.

In North America the study of puberty and reproduction is
confused with sexual activity and the breaking of religious
and social norms. Puberty and emerging sexuality take on
negative societal connotations and thereby become shunned
by the family and educational institutions. Adolescent sexu-
ality is rarely viewed in the broader perspective as involving
a social and cultural component. The interactions between
boys and girls do not necessarily lead to sexual activity.
Rather, these interactions reflect an arena whereby the social-
and culture-based roles of males and females are learned and
practiced.

Those entrusted with the care of adolescents should be
cognizant of the broad range of emotional, behavioral, and
even sexual activities that characterize the pubertal transi-
tion. Along with this awareness, those same persons should
recognize that the diversity of acceptance or rejection of such
functioning is often dictated by gender, ethnicity, age, and
life history. Those involved in the health care system are in a
prime position to educate the public and adolescents them-
selves about the range of new emotions and behaviors that
will emerge by late puberty.

In addition to innovative content, positive attitudes about
adolescents are critical elements of an effective program.
Health care providers must recognize the specific challenges
and rewards of providing services for adolescents. Quality
care begins with the establishment of trust, respect, and con-
fidentiality between the caregiver and the adolescent. Espe-
cially when providing care for the younger teen, caregivers
must focus on involving a member of the family or another
significant adult to provide needed support and guidance.

Anticipatory guidance for parents should focus on assess-
ing their parenting styles and promoting supervision and
monitoring. Although parents should strive to maintain open
communication with their adolescents, they may estimate
neither the depression and anxiety of their adolescents nor the
sexual activity and the sexual risk experienced by their
teenage children accurately. Most adolescents want to dis-
cuss sexual-related issues with health care providers and oth-
ers and will welcome direct questions about sexual behaviors
and possible risks when posed in a confidential and non-
moralistic manner. Discussion of the physical, emotional,
familial, and social changes related to adolescence will en-
courage healthy sexual development.

Timing of Puberty and Prevention

A goal of prevention is to find a point in development when
prevention efforts have some hope of success (Coie et al.,

1993). With regard to puberty, the goal is to initiate interven-
tions before or simultaneously with the biological changes.
Puberty may be occurring at earlier ages than anticipated in
girls (Herman-Giddens et al., 1997), which has important
health care, educational, and social policy implications. Pro-
grams to improve adolescent mental and physical health
problems should correspondingly begin earlier in ontogeny
than in the past. All individuals responsible for any aspect of
the well-being of adolescents—parents, teachers, and health
system personnel—should be aware that puberty may be oc-
curring earlier in American girls than it did a few decades
ago. In earlier maturing adolescents, the effects of hormone
changes can occur two to three years before they are antici-
pated by parents and teachers. Important to note is that much
less is known about boys than girls and timing of puberty.
Given that boys and girls find themselves together in multiple
contexts, programs to prevent mental and physical health
problems should be introduced simultaneously for boys and
girls.

Prevention efforts to reduce early risky sexual behaviors
and mental health problems, like depression, are likely to
have a higher probability of success if initiated at a younger
age than in the past, given the earlier age of puberty. Social
policy with regard to the cognitive abilities of adolescents,
parent training, and school health and sex education and
guidance programs will need to be modified to take into
account the early onset of puberty (Reider & Coupey, 1999).
Body self-awareness and emotion recognition programs are
especially important to implement early in gonadarche;
otherwise, adolescents will be confused by body changes that
accompany puberty. Similarly, parental monitoring in sexual
possibility situations, as well as in other situations (e.g., when
alcohol or drugs may be present), will need to occur earlier
than in the past. In all cases, programs to prevent early sexual
activity will present a challenge to program planners given
the cognitive developmental status of the adolescents and the
complexities of presenting information about the physiology
and psychology of sexuality.

Research and Theory Development

Scholars of adolescent development have accepted the
importance of the integration of biological, psychological,
and contextual processes long before it was fashionable in
other areas of developmental science. The theoretical frame-
works discussed earlier (developmental contextualism and
holistic interactionism) are hallmarks for the acknowledg-
ment of the importance of integrated biological, psycho-
logical, and social perspectives on development. These
theoretical perspectives are consistent with the emerging
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perspective that processes of development can only be under-
stood by considering the multiple systems that function at
multiple levels of development, from the genetic, molecular,
and cellular levels to the societal level (Susman, 1998).
Given these complexities, the following principles might
guide research in the future.

First, models that consider multiple biological, psycholog-
ical, and contextual levels of functioning will be inter-
disciplinary, bringing together the expertise of multiple
professionals. An example of such interdisciplinary research
in the future is that offered by the Human Genome Project,
which offers a myriad of possibilities for linking individual
genes or patterns of genes to specific behaviors in specific con-
texts. Given that experiences affect the timing of puberty and
that genes are responsible for the initiation of puberty, future
interdisciplinary studies have the potential of identifying
genes that link experience and the onset of puberty.

Second, the complexity of integrating multiple levels of
analysis necessarily implies that the scale and scope of in-
vestigations will be larger than in the past. Nonetheless,
hypothesis-driven, small-scale studies at specific levels of
analysis are critically important to continue as well. If studies
focus on one level of analysis, such as the biological level, it
is critical to acknowledge the contribution of mediators and
moderators at other levels as well.

Third, methodological innovations and the integration of
biology and behavior are possible given the advances in
statistical models in the last decade. In addition, theoretical
innovations act in concert with methodological innovations.
This premise is nowhere more apparent than in the new
methodologies for considering the dynamic interplay
between hormones and behavior. The dynamic and changing
nature of physical maturation, hormones, and psychological
characteristics at puberty now can be captured in longitudinal
statistical models using estimates of how changes in one
domain (hormones) can lead to changes in another domain
(behavior). Additionally, perspectives like the holistic inter-
action model proposed by D. Magnusson (1999) capture dy-
namic holistic processes through related methodological
strategies (e.g., longitudinal cluster analysis) developed by
Bergman and Magnusson (1997). These methodological
strategies look for patterns or configurations in developmen-
tal processes.
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In this chapter, we focus on two major aspects of adolescent
development: cognitive development and both achievement
and achievement motivation. First we discuss cognitive de-
velopment, pointing out the relevance of recent work for both
learning and decision making. Most of the chapter focuses on
achievement and achievement motivation. We summarize
current patterns of school achievement and recent changes in
both school completion and differential performance on stan-
dardized tests of achievement. Then we summarize both the
positive and negative age-related changes in school motiva-
tion and discuss how experiences in school might explain
these developmental patterns. Finally, we discuss both gen-
der and ethnic group differences in achievement motivation
and link these differences to gender and ethnic group dif-
ferences in academic achievement and longer-term career
aspirations.

COGNITIVE DEVELOPMENT

In this section, we review work related to cognitive develop-
ment. At a general level, the most important cognitive
changes during this period of life relate to the increasing abil-
ity of youth to think abstractly, consider the hypothetical
as well as the real, engage in more sophisticated and elabo-
rate information-processing strategies, consider multiple

dimensions of a problem at once, and reflect on oneself and on
complicated problems (see Keating, 1990). Indeed, such ab-
stract and hypothetical thinking is the hallmark of Piaget’s
formal operations stage assumed to begin during adolescence
and to continue through young adulthood (e.g., Piaget &
Inhelder, 1973; see the chapter by Feldman in this volume).
Although there is still considerable debate about when exactly
these kinds of cognitive processes emerge and whether their
emergence reflects global stagelike changes in cognitive skills
as described by Piaget, most theorists do agree that these
kinds of thought processes are more characteristic of youth’s
cognition than of younger children’s cognition.

At a more specific level, along with their implications for
learning and problem solving, these kinds of cognitive
changes affect individuals’ self-concepts, thoughts about
their future, and understanding of others. Theorists from
Erikson (1968) to Harter (1990), Eccles (Eccles & Barber,
1999), and Youniss (Youniss, McLellan, & Yates, 1997) have
suggested that the adolescent and emerging adulthood years
are a time of change in youth’s self-concepts, as they consider
what possibilities are available to them and try to come to
a deeper understanding of themselves. These sorts of self-
reflections require the kinds of higher-order cognitive
processes just discussed.

Finally, during adolescence individuals also become more
interested in understanding others’ internal psychological
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characteristics, and friendships become based more on per-
ceived similarity in these characteristics (see Selman, 1980).
Again, these sorts of changes in person perception reflect the
broader changes in cognition that occur during adolescence.
We turn now to a more detailed discussion of cognitive
development during the adolescent years.

Are there age changes in the structural and functional
aspects of cognition, and do these age-related trajectories in
cognitive skills differ across gender and ethnic groups? In
this section we summarize the research relevant to these
questions. A fuller treatment can be found in sources such as
Byrnes (2001a, 2001b), Bjorklund (1999), and Feldman
(this volume).

Age Changes in Structural and Functional Aspects

Changes in Structural Aspects

Structural aspects of cognition include the knowledge pos-
sessed by an individual as well as the information-processing
capacity of that individual. Structuralist researchers often
focus on the following two questions: (a) What changes
occur in children’s knowledge as they progress through
the adolescent period? and (b) What changes occur in the
information-processing capacities of adolescents?

Knowledge Changes. The term knowledge refers to
three kinds of information structures that are stored in long
term memory: declarative knowledge, procedural knowl-
edge, and conceptual knowledge (Byrnes, 2001a, 2001b).
Declarative knowledge or “knowing that” is a compilation
of all of the facts an adolescent knows (e.g., knowing
that 2 + 2  = 4; knowing that Harrisburg is the capital of
Pennsylvania). Procedural knowledge or “knowing how to”
is a compilation of all of the skills an adolescent knows (e.g.,
knowing how to add numbers; knowing how to drive a car).
The third kind of knowledge, conceptual knowledge, is the
representation of adolescents’ understanding of their declara-
tive and procedural knowledge. Conceptual knowledge is
“knowing why” (e.g., knowing why one should use the least
common denominator method to add fractions).

Various sources in the literature suggest that these forms
of knowledge increase with age (Byrnes, 2001). The clearest
evidence of such changes can be found in the National
Assessments of Educational Progress (NAEPs) conducted by
the U.S. Department of Education every few years. The
NAEP tests measure the declarative, procedural, and concep-
tual knowledge of fourth, eighth, and 12th graders (N’s >
17,000) in seven domains: reading, writing, math, science,
history, geography, and civics. In math, for example, NAEP

results show that children progress from knowing arithmetic
facts and being able to solve simple word problems in
Grade 4 to being able to perform algebraic manipulations,
create tables, and reason about geometric shapes by Grade 12
(Reese, Miller, Mazzeo, & Dossey, 1997). Although similar
gains are evident for each of the domains (Beatty, Reese,
Perksy, & Carr, 1996), in no case can it be said that a major-
ity of 12th graders demonstrate a deep conceptual under-
standing in any of the domains assessed (Byrnes, 2001a,
2001b). One reason for the low level of conceptual knowl-
edge in 12th graders is the abstract, multidimensional, and
counterintuitive nature of the most advanced questions in
each domain. Even in the best of circumstances, concepts
such as scarcity, civil rights, diffusion, limit, and conserva-
tion of energy are difficult to grasp and illustrate. Moreover,
the scientific definitions of such concepts are often counter to
students’ preexisting ideas. As a result, there are numerous
studies showing misconceptions and faulty information
possessed by adolescents and adults (see Byrnes 2001a,
2001b; see also the chapter by Feldman in this volume).

In sum, then, one can summarize the results on knowledge
as follows:

• In most school-related subject areas, there are modest,
monotonic increases in declarative, procedural, and con-
ceptual knowledge between the fourth grade and college
years.

• Misconceptions abound in most school subjects and are
evident even in 12th graders and college students.

• The most appropriate answer to the question “Does
knowledge increase during adolescence?” is the follow-
ing: It depends on the domain (e.g., math vs. interpersonal
relationships) and type of knowledge (e.g., declarative vs.
conceptual).

• Although there is little evidence of dramatic and across-
domain increases in understanding, there is consistent
evidence of incremental increases in within-domain under-
standing as children move into and through adolescence.

Do these kinds of changes in knowledge influence behav-
ior? For example, do older adolescents make better life deci-
sions because they know more? Are they better employees?
Parents? College students? Lifelong learners? At some level,
the answer to these questions has to be yes. Certainly
expanded domain-specific knowledge makes it easier to
solve problems and perform complex tasks in activities very
closely linked to the same knowledge domain (Byrnes,
2001a, 2001b; Ericcson, 1996). But does expanded knowl-
edge on its own increase the wisdom of more general life
decisions? The answer to this question is less clear because
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such decisions depend on many other aspects of cognitive as
well as motivational and emotional processes that influence
the likelihood of accessing and effectively using one’s stored
knowledge. For example, younger adolescents may have the
knowledge needed to make decisions or solve problems (on
achievement tests or in social situations) but may lack the
processing space needed to consider and combine multiple
pieces of information. We turn to these other aspects of cog-
nition now.

Capacity Changes. Are there age-related increases in
cognitive processing capacity? Processing space is analogous
to random-access memory (RAM) on a computer. A very
good software package may not be able to work properly if
the RAM on a PC is too small. One key index of processing
capacity in humans is working memory—the ability to tem-
porarily hold something in memory (e.g., a phone number). It
used to be assumed that working memory capacity changes
very little after childhood. In fact, however, until quite
recently this assumption had not been adequately tested.
Several recent studies suggest that working memory does
increase during adolescence. For example, Zald and Iacono
(1998) charted the development of spatial working memory
in 14- and 20-year-olds by assessing their memory for the
location of objects that were no longer visible. They found
that the introduction of delays and various forms of cognitive
interference produced drops in performance that were
sharper in the younger than in the older participants. Simi-
larly, Swanson (1999) found monotonic increases in both
verbal and spatial working memory between the ages of 6
and 35 in a large normative sample. Such increases should
make it easier for older adolescents and adults to consider
multiple pieces of information simultaneously in making
important decisions. This hypothesis needs more extensive
study.

Changes in Functional Aspects of Cognition

Functionalist aspects of cognition include any mental
processes that alter, operate on, or extend incoming or exist-
ing information. Examples include learning (getting new
information into memory), retrieval (getting information out
of memory), reasoning (drawing inferences from single or
multiple items of information), and decision making (gener-
ating, evaluating, and selecting courses of action). As noted
earlier, both structural and functional aspects of cognition are
critical to all aspects of learning, decision-making, and cog-
nitive activities. For example, experts in a particular domain
learn new, domain-relevant items of information better than
novices do. Also, people are more likely to make appropriate

inferences and make good decisions when they have relevant
knowledge than when they do not have relevant knowledge
(Byrnes, 1998; Ericsson, 1996). With this connection in
mind, we can consider the findings sampled from several
areas of research (i.e., deductive reasoning, decision making,
other forms of reasoning) to get a sense of age changes in
functional aspects.

Deductive Reasoning. People engage in deductive rea-
soning whenever they combine premises and derive a logi-
cally sound conclusion from these premises (S. L. Ward &
Overton, 1990). For example, given the premises (a) Either
the butler or the maid killed the duke and (b) The butler could
not have killed the duke, one can conclude The maid must
have killed the duke. Adolescents are likely to engage in de-
ductive reasoning as they try to make sense of what is going
on in a context and what they are allowed to do in that con-
text. Moreover, deductive reasoning is used when they write
argumentative essays, test hypotheses, set up algebra and
geometry proofs, and engage in debates and other intellectual
discussions. It is also critical to decision making and problem
solving of all kinds.

Although the issue of age differences in deduction skills
is somewhat controversial, most researchers believe that
there are identifiable developmental increases in deductive
reasoning skills between childhood and early adulthood.
Competence is first manifested around age 5 or 6 in the abil-
ity to draw some types of conclusions from “if-then” (condi-
tional) premises, especially when these premises refer to
fantasy or make-believe content (e.g., Dias & Harris, 1988).
Several years later, children begin to understand the differ-
ence between conclusions that follow from conditional
premises and conclusions that do not (Byrnes & Overton,
1986; Girotto, Gilly, Blaye, & Light, 1989; Haars & Mason,
1986; Janveau-Brennan & Markovits, 1999), especially
when the premises refer to familiar content about taxonomic
or causal relations. Next, there are monotonic increases dur-
ing adolescence in the ability to draw appropriate conclu-
sions, explain one’s reasoning, and test hypotheses, even
when premises refer to unfamiliar, abstract, or contrary-to-
fact propositions (Klaczynski, 1993; Markovits & Vachon,
1990; Moshman & Franks, 1986; S. L. Ward & Overton,
1990). Again, however, performance is maximized on famil-
iar content about legal or causal relations (Klaczynski &
Narasimham, 1998). However, when the experimental con-
tent runs contrary to what is true (e.g., All elephants are
small animals. This is an elephant. Is it small?) or has no
meaningful referent (e.g., If there is a D on one side of a
card, there is a 7 on the other), less than half of older ado-
lescents or adults do well.
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Performance on the latter tasks can, however, be improved
in older participants if the abstract problems are presented
after exposure to similar but more meaningful problems or if
the logic of the task is adequately explained (Klaczynski,
1993; Markovits & Vachon, 1990; S. L. Ward, Byrnes, &
Overton, 1990). Even so, such interventions generally have
only a weak effect. These findings imply that most of the de-
velopment after age 10 in deductive reasoning competence is
in the ability to suspend one’s own beliefs and think objec-
tively about the structure of an argument (e.g., “Let’s assume
for the moment that this implausible argument is true . . .”;
Moshman, 1998). Little evidence exists for an abstract,
domain-general ability that is spontaneously applied to new
and different content.

Decision Making. When people make decisions, they
set a goal (e.g., get something to eat), compile options for
attaining that goal (e.g., go out, find something in the refrig-
erator, etc.), evaluate these options (e.g., eating at home is
cheaper and healthier than eating out), and finally implement
the best option. Alternatively, they must decide whether to
engage in a particular behavior that is made available to them
in a specific situation (e.g., they decide whether to have
sexual intercourse in an intimate encounter or to accept an
offered alcoholic drink or illicit drug). Competent decision
making entails the ability to identify the risks and benefits of
particular behaviors as well as the ability to identify options
likely to lead to positive, health-promoting outcomes (e.g.,
stable relationships, good jobs, physical health, emotional
health, etc.) or promote one’s short- and long-term goals.
Clearly, good decision-making skills are among the most
important cognitive skills adolescents need to acquire.

Given the centrality of decision making, it is surprising that
so few developmental studies have been conducted (Byrnes,
1998; Klaczynski, Byrnes, & Jacobs, 2001). Considered to-
gether, the widely scattered (and sometimes unreplicated)
findings suggest that older adolescents and adults seem to be
more likely than are younger adolescents or children to (a) un-
derstand the difference between options likely to satisfy mul-
tiple goals and options likely to satisfy only a single goal
(Byrnes & McClenny, 1994; Byrnes, Miller, & Reynolds,
1999), (b) anticipate a wider range of consequences of their
actions (Lewis, 1981; Halpern-Felsher & Cauffman, 2001),
and (c) learn from their decision-making successes and fail-
ures with age (Byrnes & McClenny, 1994; Byrnes, Miller, &
Reynolds, 1999). There is also some suggestion that adoles-
cents are more likely to make good decisions when they have
metacognitive insight into the factors that affect the quality of
decision making (D. C. Miller & Byrnes, 2001; Ormond,
Luszcz, Mann, & Beswick, 1991). However, most of the

studies that support these conclusions involved laboratory
tasks, hypothetical scenarios, or self-reports. In real-world
contexts, other emotional and motivational factors are likely
to seriously affect the quality of adolescents’ decisions. For
example, adolescents may think they will find a particular out-
come enjoyable, only to learn later that it was not, either be-
cause they had inadequate self-knowledge or because they
failed to use the self-knowledge that they had. High states of
emotional arousal or intoxication can also reduce an adoles-
cent’s ability and motivation to generate, evaluate, and imple-
ment success-producing options and to adequately assess the
risks associated with various behavioral options. Hence, ado-
lescents and adults who look good in the lab may nevertheless
make poor decisions in the real world if they lack appropriate
self-regulatory strategies for dealing with such possibilities
(e.g., self-calming techniques, coping with peer pressure to
drink, etc.). Additional studies are clearly needed to examine
such issues. The recent work by Baltes and his colleagues on
the selection-optimization-compensation (SOC) models of
adaptive behavior provides one useful approach for such re-
search (see Baltes, Lindenberger, & Staudinger, 1998).

In contrast to the dearth of studies on decision making in
adolescents, there are quite a number of developmental stud-
ies in a related area of research: risk taking (Byrnes, 1998). If
a decision involves options that could lead to negative or
harmful consequences (i.e., anything ranging from mild
embarrassment to serious injury or death), adolescents who
pursue such options are said to have engaged in risk-taking
(Byrnes, Miller, & Schaefer, 1999). Although all kinds of risk
taking are of interest from scientific standpoint, most studies
have focused on age changes in physically harmful behaviors
such as smoking, drinking, and unprotected sex. Regrettably,
these studies reveal the opposite of what one would expect if
decision-making skills improve during adolescence; instead,
these studies show that older adolescents are more likely than
younger adolescents or preadolescents to engage in these
behaviors (DiClemente, Hansen, & Ponton, 1995). Repeat-
edly, studies have shown that those who take such risks do
not differ in their knowledge of possible negative conse-
quences. Given that risk-takers and risk-avoiders do not
differ in their knowledge of options and consequences, it is
likely that the difference lies in other aspects of competent
decision making (e.g., self-regulatory strategies, ability to
coordinate health-promoting and social goals, etc.). This
hypothesis remains to be tested.

Other Functional Aspects. In addition to finding age-
related increases in deductive reasoning and decision-making
skills, researchers have also found increases in mathematical
reasoning ability, certain kinds of memory-related processes,
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the ability to perform spatial reasoning tasks quickly, and
certain aspects of scientific reasoning (Byrnes, 2001a). The
variables that seem to affect the size of these increases include
(a) whether students have to learn information during the ex-
periment or retrieve something known already, and (b) the
length of the delay between stimulus presentation and being
asked to retrieve information. In the case of scientific reason-
ing, the ability to consciously construct one’s own hypotheses
across a wide range of contents, test these hypotheses in con-
trolled experiments, and draw appropriate inferences also in-
creases (Byrnes, 2001a, 2001b; Klaczynski & Narasimham,
1998; Kuhn, Garcia-Mila, Zohar, & Andersen, 1995).

Summary

The literature suggests that there are changes in the intellec-
tual competencies of youth as they progress through the
adolescent period. However, there are many ways in which
the thinking of young adolescents is similar to that of older
adolescents and adults. Thus, before one can predict whether
an age difference will manifest itself on any particular mea-
sure of intellectual competence, one needs to ask questions
such as “Does exposure to the content of the task continue
through adolescence?”, “Do many issues have to be held in
mind and considered simultaneously?, “Are the ideas consis-
tent with naive conceptions?”, and “Does success on the task
require one to suspend one’s beliefs?” If the answers to these
questions are all “no,” then younger adolescents, older
adolescents, and adults should perform about the same. How-
ever, if one or more “yes” answer is given, then one would
expect older adolescents and adults to demonstrate more
intellectual competence than younger adolescents.

Gender and Ethnic Differences in Cognition

It is not possible to provide a comprehensive summary of the
vast literature on gender and ethnic differences in a single
chapter or portion of a chapter. One can, however, provide an
overview of some of the essential findings (see Byrnes,
2001a, 2001b, for a more complete summary). With respect
to gender differences, male and female adolescents perform
comparably on measures of math, science, and social studies
knowledge (e.g., NAEPs) and also obtain nearly identical
scores on measures of intelligence, deductive reasoning,
decision making, and working memory. Two areas in which
gender differences have appeared are risk taking and
Scholastic Achievement Test (SAT) math performance. With
regard to risk taking, the pattern is quite mixed: Males are
more likely than females to take such risks as driving reck-
lessly or taking intellectual risks; in contrast, females are

more likely than males to take such health risks as smoking.
The size of such gender differences, however, varies by age
(Byrnes, Miller, & Schaefer, 1999). These findings seem to
reflect differences in males’ and females’ expectations,
values, and self-regulatory tendencies.

With regard to gender differences on SAT-math scores,
male’s scores are routinely slightly higher than are
female’s scores (De Lisi & McGillicuddy-De Lisi, 2002). It
is still not clear why this difference obtains, given the fact
that there are no gender differences in math knowledge or
gender differences in other kinds of reasoning. Researchers
have shown, however, that part of this difference reflects gen-
der differences in test-taking strategies, confidence in one’s
math ability, ability and motivation to use unconventional
problem-solving strategies, mental rotation skills, and anxi-
ety about one’s math ability, particularly when one’s gender
is made salient (see De Lisi & McGillicuddy-De Lisi, 2002,
for review).

With respect to ethnic differences, European American
and Asian American students perform substantially better
than do African American, Hispanic and Native American
students on standardized achievement tests, the SAT, and
most of the NAEP tests. In contrast, no ethnic differences are
found in studies of deductive reasoning, decision-making, or
working memory. Moreover, ethnic differences on tests such
as the SAT and NAEP are substantially reduced after vari-
ables such as parent education and prior course work are con-
trolled (Byrnes, 2001). We know even less about the origins
of these ethnic group differences than we know about the
origins of gender differences in cognitive performance.

ACHIEVEMENT AND
ACHIEVEMENT-RELATED BELIEFS

The picture of achievement for adolescents in the United
States is mixed. More youth than ever are graduating from
high school, and a large number are enrolled in some form of
higher education (National Center for Educational Statistics,
1999; Office of Educational Research and Improvement,
1988). High school dropout rates, although still unacceptably
large in some population subgroups, are at all-time lows
(National Center for Educational Statistics, 1999; Office of
Educational Research and Improvement, 1988). Comparable
improvements in educational attainment over the last century
characterize all Western industrialized countries as well as
many developing countries.

In contrast to these quite positive trends in academic
achievement, a substantial minority of America’s adolescents
are not doing very well in terms of academic achievement
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and school-related achievement motivation: First and fore-
most, America’s adolescents on average perform much worse
on academic achievement tests than do adolescents from
many other countries (National Center for Educational Statis-
tics, 1995). Between 15 and 30% of America’s adolescents
drop out of school before completing high school; and many
others are disenchanted with school and education (Kazdin,
1993; Office of Educational Research and Improvement,
1988). Both the rates of dropping out and disengagement are
particularly marked among poor youth and both Hispanic and
Native American youth.

There are also mean level declines in such motivational
constructs as grades (Simmons & Blyth, 1987), interest in
school (Epstein & McPartland, 1976), intrinsic motivation
(Harter, 1981), and self-concepts (Eccles et al., 1989;
Wigfield, Eccles, Mac Iver, & Reuman, 1991; Simmons &
Blyth, 1987) in conjunction with the junior high school tran-
sition. For example, Simmons and Blyth (1987) found a
marked decline in some young adolescents’ school grades as
they moved into junior high school—the magnitude of which
predicted subsequent school failure and dropout (see also
Roderick, 1993). Several investigators have also found drops
in self-esteem as adolescents make the junior and senior high
school transitions—particularly (but not always only) among
European American girls (Eccles et al., 1989; Simmons &
Blyth, 1987; Wigfield et al., 1991). Finally, there is evidence
of similarly timed increases in such negative motivational
and behavioral characteristics as focus on self-evaluation
rather than task mastery (e.g., Maehr & Anderman, 1993),
test anxiety (Hill & Sarason, 1966), and both truancy and
school dropout (Rosenbaum, 1976; see Eccles, Wigfield, &
Schiefele, 1998, for full review).

Few studies have gathered information on ethnic and
social class differences in these declines. However, academic
failure and dropout are especially problematic among African
American and Hispanic youth and among youth from low-
SES (socioeconomic status) communities and families (Finn,
1989). It is probable then that these groups are particularly
likely to show these declines in academic motivation and
self-perceptions as they move into and through the years of
secondary school. We discuss this possibility more later in
this chapter.

Although these changes are not extreme for most adoles-
cents, there is sufficient evidence of gradual declines in vari-
ous indicators to make one wonder what is happening
(see Eccles & Midgley, 1989). A variety of explanations have
been offered. Some scholars attribute these declines to the
intrapsychic upheaval assumed to be associated with early
pubertal development (see Arnett, 1999). Others have
suggested that they result from the coincidence of multiple

life changes. For example, drawing upon cumulative stress
theory, Simmons and her colleagues suggest that declines in
motivation result from the fact that adolescents making the
transition to junior high school at the end of Grade 6 must
cope with two major transitions: pubertal change and school
change (see Simmons & Blyth, 1987). Because coping with
multiple transitions is more difficult than coping with only
one, these adolescents are at greater risk of negative out-
comes than are adolescents who have to cope with only
pubertal change during this developmental period. To test
this hypothesis, Simmons and her colleagues compared the
pattern of changes on the school-related outcomes of young
adolescents who moved from sixth to seventh grade in a K–8,
9–12 system with the pattern of changes for those who made
the same grade transition in a K–6, 7–9, 10–12 school
system. They found clear evidence, especially among girls,
of greater negative changes for those adolescents making the
junior high school transition than for those remaining in
the same school setting (i.e., those in K–8, 9–12 schools).
The fact that the junior high school transition effects were es-
pecially marked for girls was interpreted as providing addi-
tional support for the cumulative stress theory, because at this
age girls are more likely than boys are to be undergoing both
a school transition and pubertal change. Further evidence in
support of the role of the cumulative stress came from
Simmons and Blyth’s (1987) analyses comparing adolescents
who experienced varying numbers of other life changes in
conjunction with the junior high school transition. The nega-
tive consequences of the junior high school transition
increased in direct proportion to the number of other life
changes an adolescent also experienced as he or she made the
school transition.

The Junior High School Transition

Eccles and her colleagues have focused on the school transi-
tion itself as a possible cause of academic-motivational
declines.As noted previously, many of these declines coincide
with school transitions. The strongest such evidence comes
from work focused on the junior high school transition—for
example, the work just discussed by Simmons and Blyth.
Eccles and her colleagues have obtained similar results using
the data from the National Educational Longitudinal Study.
They compared eighth graders in K–8 school systems with
eighth graders in either K–6, 7–9 systems or K–5, 6–8 sys-
tems. The eighth-grade students in the K–8 systems looked
better on such motivational indicators as self-esteem, pre-
paredness, and attendance than did the students in either of the
other two types of school systems (Eccles, Lord, & Buchanan,
1996). In addition, the eighth-grade teachers in the K–8 system
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reported fewer student problems, less truancy, and more stu-
dent engagement than did the teachers in either of the other
two types of school systems. Clearly, both the young adoles-
cents and their teachers fared better in K–8 school systems
than did those in the more prevalent junior high school and
middle school systems. Why?

Several investigators have suggested that the changing
nature of the educational environments experienced by many
young adolescents helps explain these types of school system
differences as well as the mean level declines in the school-
related measures associated with the junior high school
transition (e.g., Eccles, Midgley, Buchanan, Wigfield,
Reuman & Mac Iver, 1993; Eccles & Midgley, 1989; Lipsitz,
1984; Simmons & Blyth, 1987). Drawing upon person-
environment fit theory (see Hunt, 1979), Eccles and Midgley
(1989) proposed that these motivational and behavioral de-
clines could result from the fact that junior high schools are
not providing appropriate educational environments for
many young adolescents. According to person-environment
theory, behavior, motivation, and mental health are influ-
enced by the fit between the characteristics individuals bring
to their social environments and the characteristics of these
social environments (Hunt, 1979; see also the chapter by
Lerner, Easterbrooks, and Mistry in this volume). Individuals
are not likely to do very well or be very motivated if they are
in social environments that do not fit their psychological
needs. If the social environments in the typical junior high
school do not fit very well with the psychological needs of
adolescents, then person-environment fit theory predicts a
decline in adolescents’ motivation, interest, performance, and
behavior as they move into this environment. Furthermore,
Eccles and Midgley (1989) argued that this effect should be
even more marked if the young adolescents experience a fun-
damental change in their school environments when they
move into a junior high school or middle school—that is, if
the school environment of the junior high school or middle
school fits less well with their psychological needs than did
the school environment of the elementary school.

This analysis suggests several questions. First, what are
the developmental needs of the early adolescent? Second,
what kinds of educational environment are developmentally
appropriate for meeting these needs and stimulating further
development? Third, what are the most common school envi-
ronmental changes before and after the transition to middle or
junior high school? Fourth—and most important—are these
changes compatible with the physiological, cognitive, and
psychological changes early adolescents are experiencing?
Or is there a developmental mismatch between maturing
early adolescents and the classroom environments they expe-
rience before and after the transition to middle or junior high

school that results in a deterioration in academic motivation
and performance for some children?

Eccles and Midgley (1989) argued that there are develop-
mentally inappropriate changes at the junior high or middle
school in a cluster of classroom organizational, instructional,
and climate variables, including task structure, task complex-
ity, grouping practices, evaluation techniques, motivational
strategies, locus of responsibility for learning, and quality
of teacher-student and student-student relationships. They
hypothesized that these changes contribute to the negative
change in early adolescents’ motivation and achievement-
related beliefs.

Is there any evidence that such a negative change in the
school environment occurs with the transition to junior high
school? Most relevant descriptions have focused on school-
level characteristics such as school size, degree of depart-
mentalization, and extent of bureaucratization. For example,
Simmons and Blyth (1987) point out that most junior high
schools are substantially larger (by several orders of magni-
tude) than elementary schools, and instruction is more likely
to be organized departmentally. As a result, junior high
school teachers typically teach several different groups of
students, making it very difficult for students to form a close
relationship with any school-affiliated adult at precisely the
point in development when there is a great need for guid-
ance and support from nonfamilial adults. Such changes in
student-teacher relationships are also likely to undermine the
sense of community and trust between students and teachers,
leading to a lowered sense of efficacy among the teachers, an
increased reliance on authoritarian control practices by the
teachers, and an increased sense of alienation among the stu-
dents. Finally, such changes are likely to decrease the proba-
bility that any particular student’s’ difficulties will be noticed
early enough to get the student the help he or she needs, thus
increasing the likelihood that students on the edge will be al-
lowed to slip onto negative motivational and performance
trajectories leading to increased school failure and dropout.
Recent work by Elder and his colleagues (Elder & Conger,
2000) and classic work on the disadvantages of large schools
by Barker and Gump (1964) provide strong support for these
suggestions.

These structural changes are also likely to affect class-
room dynamics, teacher beliefs and practices, and student
alienation and motivation in the ways proposed by Eccles
and Midgley (1989). Some support for these predictions is
emerging, along with evidence of other motivationally rele-
vant systematic changes (e.g., Maehr & Midgley, 1996; B. A.
Ward et al., 1982).

First, despite the increasing maturity of students, junior
high school classrooms—as compared to elementary school
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classrooms—are characterized by a greater emphasis on
teacher control and discipline and fewer opportunities for
student decision making, choice, and self-management (e.g.,
Midgley & Feldlaufer, 1987; Moos, 1979). For example,
junior high school teachers spend more time maintaining
order and less time actually teaching than do elementary
school teachers (Brophy & Evertson, 1976).

Similar differences emerge on indicators of student
opportunity to participate in decision making regarding their
own learning. For example, Midgley and Feldlaufer (1987)
reported that both seventh graders and their teachers in the
first year of junior high school indicated less opportunity for
students to participate in classroom decision making than did
these same students and their sixth-grade elementary school
teachers 1 year earlier.

Such declines in the opportunity for participation in
decision making and self-control are likely to be particularly
detrimental at early adolescence. This is a time in develop-
ment when youth begin to think of themselves as young
adults. It is also a time when they increase their exploration
of possible identities. They believe they are becoming more
responsible and consequently deserving of greater adult
respect. Presumably, the adults responsible for their social-
ization would also like to encourage them to become more
responsible for themselves as they move towards adulthood;
in fact, this is what typically happens across the elementary
school grades (see Eccles & Midgley, 1989). Unfortunately,
the evidence suggests this developmentally appropriate
progression is disrupted with the transition to junior high
school.

In their stage-environment fit theory, Eccles and Midgley
(1989) hypothesize that the mismatch between young adoles-
cents’ desires for autonomy and control and their perceptions
of the opportunities in their learning environments will result
in a decline in the adolescents’ intrinsic motivation and inter-
est in school. Mac Iver and Reuman (1988) provided some
support for this prediction. They compared the changes in
intrinsic interest in mathematics for adolescents reporting
different patterns of change in their opportunities for partici-
pation in classroom decision-making items across the junior
high school transition. Those adolescents who perceived their
seventh-grade math classrooms as providing fewer opportu-
nities for decision making that had been available in their
sixth-grade math classrooms reported the largest declines in
their intrinsic interest in math as they moved from the sixth
grade into the seventh grade.

Second, junior high school classrooms (as compared to
elementary school classrooms) are characterized by less per-
sonal and positive teacher-student relationships (Feldlaufer,

Midgley, & Eccles, 1988). Furthermore, the transition into a
less supportive classroom impacts negatively on early
adolescents’ interest in the subject matter being taught in
that classroom, particularly among low-achieving students
(Midgley, Feldlaufer, & Eccles, 1989b).

Such a shift in the quality of student-teacher relationships
is likely to be especially detrimental at early adolescence. As
adolescents explore their own identities, they are prone to
question the values and expectations of their parents. In more
stable social groups, young adolescents often have the oppor-
tunity to do this questioning with supportive nonparental
adults such as religious counselors, neighbors, and relatives.
In our highly mobile, culturally diverse society, such oppor-
tunities are not as readily available. Teachers are the one
stable source of nonparental adults left for many American
youth. Unfortunately, the sheer size and bureaucratic nature
of most junior high schools—coupled with the stereotypes
many adults hold regarding the negative characteristics of
adolescents—can lead teachers to distrust their students and
to withdraw from them emotionally (see Eccles et al., 1993;
C. L. Miller et al., 1990). Consequently, these youth have
little choice but to turn to peers as nonparental guides in their
exploration of alternative identities. Evidence from a variety
of sources suggests that this can be a very risky venture.

The reduced opportunity for close relationships between
students and junior high school teachers has another unfortu-
nate consequence for young adolescents: It decreases the
likelihood that teachers will be able to identify students on
the verge of getting into serious trouble and then to get these
students the help they need. In this way, the holes in the
safety net may become too big to prevent unnecessary
“failures.” Successful passage through this period of experi-
mentation requires a tight safety net carefully monitored by
caring adults—adults who provide opportunities for experi-
mentation without letting the youth seriously mortgage their
futures in the process. Clearly, the large, bureaucratic struc-
ture of the typical junior high and middle school is ill suited
to such a task.

Third, junior high school teachers (again compared to
elementary school teachers) feel less effective as teachers,
especially for low-ability students. For example, the seventh-
grade junior high teachers studied by Midgley, Feldlaufer,
and Eccles (1988) expressed much less confidence in their
teaching efficacy than did sixth-grade elementary school
teachers in the same school districts. In addition, those
students who experienced a decline in their teachers’ sense of
efficacy as they made the junior high school transition low-
ered their estimates of their math abilities more than did other
students (Midgley, Feldlaufer, & Eccles, 1989a). This decline
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in teachers’ sense of efficacy for teaching less competent
students could help explain why it is precisely these students
who give up on themselves following the junior high school
transition.

Fourth, junior high school teachers are much more likely
than elementary school teachers are to use such teaching
practices as whole-class task organization, public forms of
evaluation, and between-classroom ability grouping (see
Eccles & Midgley, 1989). Such practices are likely to
increase social comparison, concerns about evaluation, and
competitiveness (see Rosenholtz & Simpson, 1984), which in
turn are likely to undermine many young adolescents’ self-
perceptions and motivation. These teaching practices also
make aptitude differences more salient to both teachers and
students, likely leading to increased teacher expectancy
effects and both decreased feelings of efficacy and increased
entity rather than incremental views of ability among
teachers (Dweck & Elliott, 1983). These predictions need to
be tested.

Fifth, junior high school teachers appear to use a more
competitive standard in judging students’ competence and in
grading their performance than do elementary school teach-
ers (see Eccles & Midgley, 1989). There is no predictor of
students’ self-confidence and sense of personal efficacy for
schoolwork stronger than the grades they receive. If grades
change, then we would expect to see a concomitant shift in
the adolescents’ self-perceptions and academic motivation;
this is in fact what happens. For example, Simmons and
Blyth (1987) found a greater drop in grades between sixth
and seventh grade for adolescents making the junior high
school transition at this point than for adolescents enrolled in
K–8 schools. Furthermore, this decline in grades was not
matched by a decline in the adolescents’ scores on standard-
ized achievement tests, supporting the conclusion that the
decline reflects a change in grading practices rather than a
change in the rate of the students’ learning (Kavrell &
Petersen, 1984). Imagine what this decline in grades could do
to young adolescents’ self-confidence, especially in light of
the fact that the material they are being tested on is not likely
to be more intellectually challenging.

Finally, several of the changes noted previously are linked
together in goal theory. According to goal theory, individuals
have different goal orientations when they engage in achieve-
ment tasks, and these orientations influence performance, per-
sistence, and response to difficulty. For example, Nicholls and
his colleagues (e.g., Nicholls, 1979b; Nicholls, 1989) defined
two major kinds of goal orientations: ego-involved goals
and task-involved goals. Individuals with ego-involved goals
seek to maximize favorable evaluations of their competence

and minimize negative evaluations of competence. Questions
like “Will I look smart?” and “Can I outperform others?” re-
flect ego-involved goals. In contrast, with task-involved
goals, individuals focus on mastering tasks and increasing
one’s competence. Questions such as “How can I do this
task?” and “What will I learn?” reflect task-involved goals.
Dweck and her colleagues suggested two similar orientations:
performance goals (like ego-involved goals), and learning
goals (like task-involved goals; e.g., Dweck & Elliott, 1983).
Similarly, Ames (1992), Maehr and Midgley (1996), and their
students (e.g., Midgley, Anderman, & Hicks, 1995) distin-
guish between performance goals (like ego-involved goals)
and mastery goals (like task-focused goals). With ego-
involved (or performance) goals, students try to outperform
others and are more likely to do tasks they know they can do.
Task-involved (or mastery-oriented) students choose chal-
lenging tasks and are more concerned with their own progress
than with outperforming others. All of these researchers
argue—and have provided some support—that students learn
more, persist longer, and select more challenging tasks when
they are mastery-oriented and have task-involved goals (see
Eccles et al., 1998, for review).

Classroom practices related to grading practices, support
for autonomy, and instructional organization affect the
relative salience of mastery versus performance goals that
students adopt as they engage in the learning tasks at school.
The types of changes associated with the middle grades
school transition should precipitate greater focus on perfor-
mance goals. In support of this, in Midgley et al. (1995), both
teachers and students reported that performance-focused
goals were more prevalent and task-focused goals less preva-
lent in middle school classrooms than in elementary school
classrooms. In addition, the elementary school teachers
reported using task-focused instructional strategies more
frequently than did the middle school teachers. Finally, at
both grade levels the extent to which teachers were task-
focused predicted the students’ and the teachers’ sense of
personal efficacy. Not surprisingly, personal efficacy was
lower among the middle school participants than among the
elementary school participants.

In summary, changes such as those noted in the preceding
discussion are likely to have a negative effect on many
students’ school-related motivation at any grade level. But
Eccles and Midgley (1989) argued that these types of changes
are particularly harmful during early adolescence, given what
is known about psychological development during this stage
of life—namely, that early adolescent development is charac-
terized by increases in desire for autonomy, peer orientation,
self-focus and self-consciousness, salience of identity issues,
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concern over heterosexual relationships, and capacity for
abstract cognitive activity (see Simmons & Blyth, 1987).
Simmons and Blyth (1987) have argued that adolescents need
a reasonably safe, as well as an intellectually challenging,
environment to adapt to these shifts—an environment that
provides a “zone of comfort” as well as challenging new op-
portunities for growth (see Call & Mortimer, 2001, for ex-
panded discussion of the importance of arenas of comfort
during adolescence). In light of these needs, the environmen-
tal changes often associated with the transition to junior high
school seem especially harmful in that they disrupt the possi-
bility for close personal relationships between youth and non-
familial adults at a time when youth have increased need for
precisely this type of social support; they emphasize compe-
tition, social comparison, and ability self-assessment at a
time of heightened self-focus; they decrease decision-making
and choice at a time when the desire for self-control and adult
respect is growing; and they disrupt peer social networks at a
time when adolescents are especially concerned with peer
relationships and social acceptance. We believe the nature of
these environmental changes—coupled with the normal
course of development—is likely to result in a developmental
mismatch because the “fit” between the early adolescents’
needs and the opportunities provided in the classroom is par-
ticularly poor, increasing the risk of negative motivational
outcomes, especially for those adolescents who are already
having academic difficulties.

Based on these general issues and on the research under-
lying these conclusions, the Carnegie Foundation funded and
helped to coordinate several school reform efforts aimed at
making middle schools and junior high schools more devel-
opmentally appropriate learning environments. By and large,
when well implemented, these reforms were effective at both
increasing learning and facilitating engagement and positive
motivation (Jackson & Davis, 2000).

Long-Term Consequences of the Junior
High School Transition

The work reviewed in the previous section documents the
immediate importance of school transitions during the early
years of adolescence. Do these effects last? Are there long-
term consequences of either a positive or negative experience
during this early school transition? There have been very few
studies that can answer this question. Some of the work
reviewed earlier indicated that a decline in school grades at this
point is predictive of subsequent high school dropout. Eccles
and her colleagues have gone one step further towards answer-
ing this question. First they linked self-esteem change over the
junior high school transition to changes in other aspects of

mental health and well-being during the transitional period.
Second, they linked changes in self esteem over this transition
to indicators of mental health, academic performance, and
alcohol and drug use in Grades 10 and 12 (Eccles, Lord,
Roeser, Barber, & Jozefowicz, 1997). In both sets of analyses,
there was a strong association between self-esteem change and
other indicators of well-being.

In their first set of analyses, Eccles et al. (1997) found that
those students who showed a decline in their self esteem as
they made the junior high school transition also reported
higher levels of depression, social self-consciousness, school
disengagement, worries about being victimized, and sub-
stance abuse at the end of their seventh-grade school year.
These same students also showed lower self-esteem and
more depression during their 10th- and 12th-grade school
years and were slightly less likely to be target for graduating
from high school on time.

The High School Transition

Although less work has been performed on the transition to
high school, the existing work is suggestive of similar prob-
lems (Jencks & Brown, 1975). For example, high schools are
typically even larger and more bureaucratic than are junior
high schools and middle schools. Bryk, Lee, and Smith
(1989) provided numerous examples of how the sense of
community among teachers and students is undermined by
the size and bureaucratic structure of most high schools.
There is little opportunity for students and teachers to get to
know each other, and—probably as a consequence—there is
distrust between them and little attachment to a common set
of goals and values. There is also little opportunity for the
students to form mentor-like relationships with a nonfamilial
adult, and little effort is made to make instruction relevant to
the students. Such environments are likely to further under-
mine the motivation and involvement of many students,
especially those not doing particularly well academically,
those not enrolled in the favored classes, and those who are
alienated from the values of the adults in the high school.
These hypotheses need to be tested.

Recent international comparative work by Hamilton (1990)
also points to the importance of strong apprenticeship pro-
grams that provide good mentoring and solid links to
post–high-school labor markets for maintaining motivation
to do well in school for non–college-bound adolescents. By
comparing the apprenticeship programs in Germany with those
in the United States, Hamilton has documented how the voca-
tional educational programs in the United States often do not
serve non–college-bound youth very well, either while they are
in high school or after they graduate and try to find jobs.
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Most large public high schools also organize instruction
around curricular tracks that sort students into different
groups. As a result, there is even greater diversity in the
educational experiences of high school students than of
middle grades students; unfortunately, this diversity is often
associated more with the students’ social class and ethnic
group than with differences in the students’ talents and inter-
ests (Lee & Bryk, 1989). As a result, curricular tracking has
served to reinforce social stratification rather than foster
optimal education for all students, particularly in large
schools (Dornbusch, 1994; Lee & Bryk, 1989). Lee and Bryk
(1989) documented that average school achievement levels
do not benefit from this curricular tracking. Quite the
contrary—evidence comparing Catholic high schools with
public high schools suggests that average school achieve-
ment levels are increased when all students are required
to take the same challenging curriculum. This conclusion is
true even after one has controlled for student selectivity
factors. A more thorough examination of how the organiza-
tion and structure of our high schools influences cognitive,
motivational, and achievement outcomes is needed.

GENDER AND ACHIEVEMENT

The relation of gender to achievement is a massive and com-
plex topic. Even defining what is included under the topic of
achievement is complex. For this chapter, we limit the dis-
cussion to school-related achievement and both educational
and career planning during the adolescent and young adult
years, focusing on the gendered patterns associated with
these objective indicators of achievement. But even within
this limited scope, the relation of gender to achievement is
complex. The patterns of gender differences are not consis-
tent across ages and there is always greater variation within
gender than across gender. The relation of gender to achieve-
ment is even more complex. To make sense of this hetero-
geneity, we present the findings in relation to the Eccles et al.
“expectancy-value model of achievement-related choices,”
with a specific focus on the ways in which gender as a social
system influences individual’s self-perceptions, values, and
experiences (see Eccles, 1987).

We also limit the discussion to studies focused primarily on
European Americans because they are the most studied popu-
lation. Studies on gender differences in achievement in other
populations are just becoming available, and even these are fo-
cused on only a limited range of groups. In addition, none of
the existing studies on other populations have the range
of constructs we talk about in this entry—making comparisons
of findings across groups impossible at this point in time. More

work is desperately needed to determine the generalizability of
these patterns to other cultural and ethnic groups.

Gender and Academic Achievement

Over the last 30 years, there have been extensive discussions
in both the media and more academic publication outlets
regarding gender differences in achievement. Much of
this discussion has focused on how girls are being “short-
changed” by the school systems. Recently, the American
Association of University Women (AAUW; 1992) published
reports on this topic. This perspective on gender inequity in
secondary schools has been quite consistent with larger
concerns being raised about the negative impact of adoles-
cence on young women’s development. For example, in
recent reports, the AAUW reported marked declines in girls’
self-confidence during the early adolescent years. Similarly,
Gilligan and her colleagues (Gilligan, Lyons, & Tammer,
1990) have reported that girls lose confidence in their ability
to express their needs and opinions as they move into the
early adolescent years—she refers to this process as losing
one’s voice (see also Pipher, 1994).

However, in the 1960s, the big gender equity concern
focused on how schools were “shortchanging” boys. Con-
cerns were raised about how the so-called “feminized
culture” in most schools fit very poorly with the behavioral
styles of boys—leading many boys to become alienated
and then to underachieve. The contrast between these two
pictures of gender inequities in school was recently high-
lighted by Sommers in an article in the May 2000 issue of the
Atlantic Monthly.

So what is the truth? Like most such situations, the truth is
complex. On the one hand, female and male youth (both chil-
dren and adolescents) on average fare differently in American
public schools in terms of both the ways in which they are
treated and their actual performance. On the other, it is
not the case that one gender is consistently treated less equi-
tably than the other is: Female and male youth appear to be
differentially advantaged and disadvantaged on various indi-
cators of treatment and performance. In terms of perfor-
mance, females earn better grades, as well as graduate from
high school, attend and graduate from college, and earn mas-
ter’s degrees at higher rates than males. In contrast, males
do slightly better than females do on standardized tests—
particularly in math and science—and obtain more advanced
degrees than do women in many areas of study, particularly
in math-related, computer-related, engineering, and physical
science fields. Men also are more likely than are women
to obtain advanced graduate degrees in all fields except the
social sciences and education. These patterns are more
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extreme in European American samples than in samples
of some other ethnic groups within the United States of
America.

In terms of treatment, in most ethnic groups in the United
States, boys are more likely than girls are to be assigned to all
types of special-remedial education programs, and to either
be expelled from or forced to drop out of school before high
school graduation (National Center on Educational Statistics,
1999). Low-achieving boys (in both European American and
African American samples) receive more negative discipli-
nary interactions from their teachers than do students in any
other group—disproportionately more than their “fair” share.
In addition, in most studies of academic underachievers,
male youth outnumber female youth two to one (McCall,
Evahn, & Kratzer, 1992). In contrast, high-achieving boys
(particularly European American high-achieving boys)
receive more favorable interactions with their teachers
than do students in any other group and are more likely to be
encouraged by their teachers to take difficult courses, to
apply to top colleges, and to aspire to challenging careers
(Sadker & Sadker, 1994).

More consistent gender differences emerge for college
major and for enrollment in particular vocational educational
programs. Here the story is one of gender-role stereotyping.
European American women and men are most likely to spe-
cialize or major in content areas that are consistent with their
gender–roles—that is, in content areas that are most heavily

populated by members of their own gender. This gendered
pattern is especially marked in vocational education pro-
grams for non–college-bound youth; for physical science, en-
gineering, and computer science majors; and for professional
degrees in nursing, social welfare, and teaching. Again this
pattern is less extreme in other ethnic groups. Finally, there
has been substantial movement of women into previously
male-dominated fields like medicine, law, and business over
the last 20 years (Astin & Lindholm, 2001).

Why do these gendered matters in educational and occu-
pational aspirations exist? Discussing all possible mediating
variables is beyond the scope of a single chapter. Instead, we
focus on a set of social and psychological factors related to
the Eccles’ “expectancy-value model of achievement-related
choices and performance” (see Figure 13.1).

Eccles’ Expectancy-Value Model of Achievement-Related
Choices and Performance

Over the past 20 years, Eccles and her colleagues have studied
the motivational and social factors influencing such achieve-
ment goals and behaviors as educational and career choices,
recreational activity selection, persistence on difficult tasks,
and the allocation of effort across various achievement-
related activities. Given the striking gender differences in
educational, vocational, and avocational choices, they have
been particularly interested in the motivational factors
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Figure 13.1 General model of achievement choices.
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underlying males’ and females’ achievement-related deci-
sions. Drawing upon the theoretical and empirical work
associated with decision-making, achievement theory, and
attribution theory, they elaborated a comprehensive theoreti-
cal model of achievement-related choices that can be used to
guide subsequent research efforts. This model, depicted in
Figure 13.1, links achievement-related choices directly to two
sets of beliefs: the individual’s expectations for success and
the importance or value the individual attaches to the various
options perceived by the individual as available. The model
also specifies the relation of these beliefs to cultural norms,
experiences, and aptitudes—and to those personal beliefs and
attitudes that are commonly assumed to be associated with
achievement-related activities by researchers in this field. In
particular, the model links achievement-related beliefs, out-
comes, and goals to interpretative systems like causal attribu-
tions, to the input of socializers (primarily parents, teachers,
and peers), to gender-role beliefs, to self-perceptions and self-
concept, to personal and social identities and to one’s percep-
tions of the task itself.

For example, consider course enrollment decisions. The
model predicts that people will be most likely to enroll in
courses that they think they can master and that have high
task value for them. Expectations for success (and a sense
of domain-specific personal efficacy) depend on the confi-
dence the individual has in his or her intellectual abilities and
on the individual’s estimations of the difficulty of the course.
These beliefs have been shaped over time by the individual’s
experiences with the subject matter and by the individual’s
subjective interpretation of those experiences (e.g., does the
person think that her or his successes are a consequence of
high ability or lots of hard work?). Likewise, Eccles et al.
assume that the value of a particular course to the individual
is influenced by several factors. For example, does the person
enjoy doing the subject material? Is the course required? Is
the course seen as instrumental in meeting one of the individ-
ual’s long- or short-range goals? Have the individual’s
parents or counselors insisted that the course be taken, or—
conversely—have other people tried to discourage the indi-
vidual from taking the course? Is the person afraid of the
material to be covered in the course? The fact that women
and men may differ in their choices is likely to reflect gender
differences in a wide range of predictors, mediated primarily
by differences in self-perceptions, values, and goals rather
than motivational strength, drive, or both.

Competence and Expectancy-Related Self-Perceptions

In the last 30 years, there has been considerable public atten-
tion focused on the issue of young women’s declining
confidence in their academic abilities. In addition, researchers

and policy makers interested in young women’s educational
and occupational choices have stressed the potential role that
such declining confidence might play in undermining young
women’s educational and vocational aspirations, particularly
in the technical fields related to math and physical science.
For example, these researchers suggested that young women
may drop out of math and physical science because they lose
confidence in their math abilities as they move into and
through adolescence—resulting in women who are less likely
than are men to pursue these types of careers. Similarly, these
researchers suggest that gender differences in confidence in
one’s abilities in other areas underlie gender differences
across the board in educational and occupational choices.
Finally, Eccles and her colleagues suggested that the individ-
ual differences in women’s educational and occupational
choices are related to variations among women in the hierar-
chy of women’s confidence in their abilities across different
domains (Eccles, 1994).

But do females and males differ on measures commonly
linked to expectations for success, particularly with regard to
their academic subjects and various future occupations? And
are females more confident of their abilities in female gender-
role stereotyped domains? In most studies, the answer is yes.
For example, both Kerr (1985) and Subotnik and Arnold
(1991) found that gifted European American girls were more
likely to underestimate their intellectual skills and their rela-
tive class standing than were gifted European American
boys—who were more likely to overestimate theirs.

Gender differences in the competence beliefs of more typ-
ical samples are also often reported, particularly in gender-
role stereotyped domains and on novel tasks. Often these
differences favor the males. For example, in the studies of
Eccles, Wigfield and their colleagues (see also Crandall,
1969), high-achieving European American girls were more
likely than were European American boys to underestimate
both their ability level and their class standing; in contrast,
the European American boys were more likely than were
European American girls to overestimate their likely perfor-
mance. When asked about specific domains, the gender
differences depended on the gender-role stereotyping of the
activity. For example, in the work by Eccles and her
colleagues, European American boys and young men had
higher competence beliefs than did their female peers for
math and sports, even after all relevant skill-level differences
were controlled; in contrast, the European American girls
and young women had higher competence beliefs than did
European American boys for reading, instrumental music,
and social skills—and the magnitude of differences some-
times increase and sometimes decrease following puberty
(Eccles, Adler, & Meece, 1984; Jacobs, Lanza, Osgood,
Eccles, & Wigfield, 2002).
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Furthermore, in these studies, the young women, on aver-
age, had greater confidence in their abilities in reading and
social skills than in math, physical science, and athletics; and,
when averaged across math and English, the male students
had lower confidence than did their female peers in their
academic abilities in general. By and large, these gender
differences were also evident in preliminary studies of
African American adolescents (Eccles, Barber, Jozefowicz,
Malanchuk, & Vida, 1999). This could be one explanation for
the fact that the young men in these samples—as in the nation
more generally—are more likely to drop out of high school
than were the young women.

Finally, the European American female and male students
in the Eccles and Wigfield studies ranked these skill
areas quite differently: for example, the girls rated them-
selves as most competent in English and social activities and
as least competent in sports; the boys rated themselves as
most competent by a substantial margin in sports, followed
by math, and then social activities; the boys rated themselves
as least competent in English (Eccles et al., 1993; Wigfield
et al., 1998). Such within-gender, rank-order comparisons are
critically important for understanding differences in life
choices. In the follow-up studies of these same youths,
Jozefowicz, Barber, and Eccles (1993) were able to predict
within-gender differences in the young women’s and men’s
occupational goals with the pattern of their confidences
across subject domains. The youth who wanted to go into oc-
cupations requiring a lot of writing, for example, had higher
confidence in their artistic and writing abilities than in their
math and science abilities. In contrast, the youth who wanted
to go into science and advanced health-related fields (e.g.,
becoming a physician) had higher confidence in their math
and science abilities than in their artistic and social abilities
(see Eccles et al., 1997).

One of the most interesting findings from existing studies
of academic self-confidence is that the gender differences in
self-perceptions are usually much larger than one would
expect, given objective measures of actual performance and
competence. First, consider mathematics: With the exception
of performance on the most anxiety-provoking standardized
test, girls do as well as boys do on all measures of math com-
petence throughout primary, secondary, and tertiary educa-
tion. Furthermore, the few gender differences that do exist
have been decreasing in magnitude over the last 20 years and
do not appear with great regularity until late in the primary
school years. Similarly, the gender difference in perceived
sports competence is much larger (accounting for 9% of the
variance in one of our studies) than was the gender difference
in our measures of actual sport-related skills (which accounted
for between 1–3% of the variance on these indicators).

So why do female students rate their math and sports com-
petence so much lower than their male peers do and so much
lower than they rate their own English ability and social skills?
Some theorists have suggested that female and male students
interpret variations in their performance in various academic
subjects and leisure activities in a gender-role stereotyped
manner. For example, females might be more likely to at-
tribute their math and sports successes to hard work and ef-
fort and their failures in these domains to lack of ability
than males; in contrast, males might be more likely than fe-
males to attribute their successes to natural talent. Similarly,
females might be more likely to attribute their English and so-
cial successes to natural ability. Such differences in causal at-
tributions would lead to both the between- and within-gender
differences in confidence levels reported in the preceding
discussion.

The evidence for these differences in causal attributions is
mixed (Eccles-Parsons, Meece, Adler, & Kaczala, 1982; see
Ruble & Martin, 1998). Some researchers find that European
American females are less likely than European American
males are to attribute success to ability and more likely to
attribute failure to lack of ability. Others have found that this
pattern depends on the kind of task used—occurring more
with unfamiliar tasks or stereotypically masculine achieve-
ment tasks. The most consistent difference occurs for attribu-
tions of success to ability versus effort: European American
females are less likely than are European American males to
stress the relevance of their own ability as a cause of their
successes. Instead, European American females tend to rate
effort and hard work as a more important determinant of their
success than ability. We find it interesting that their parents
do also (Yee & Eccles, 1988). There is nothing inherently
wrong with attributing one’s successes to hard work. In fact,
Stevenson and his colleagues stress that this attributional
pattern is a major advantage that Japanese students have
over American students (Stevenson, Chen, & Uttal, 1990).
Nonetheless, it appears that within the context of the United
States, this attributional pattern undermines students’ confi-
dence in their ability to master increasingly more difficult
material—perhaps leading young women to stop taking
mathematics courses prematurely.

Gender differences are also sometimes found for locus of
control. For example, in Crandall et al. (1965), the girls
tended to have higher internal locus of responsibility scores
for both positive and negative achievement events, and the
older girls had higher internality for negative events than did
the younger girls. The boys’ internal locus of responsibility
scores for positive events decreased from 10th to 12th grade.
A result of these two developmental patterns was that older
girls accepted more blame for negative events than the older
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boys did (Dweck & Repucci, 1973). Similarly, Connell
(1985) found that boys attributed their (negative) outcomes
more than girls did to either powerful others or unknown
causes in both the cognitive and social domains.

This greater propensity for girls to take personal responsi-
bility for their failures, coupled with their more frequent
attribution of failure to lack of ability (a stable, uncontrollable
cause) has been interpreted as evidence of greater learned
helplessness in females (see Dweck & Elliott, 1983). How-
ever, evidence for gender differences on behavioral indicators
of learned helplessness is quite mixed. In most studies of un-
derachievers, boys outnumber girls two to one (see McCall
et al., 1992). Similarly, boys are more likely than girls are to
be referred by their teachers for motivational problems and
are more likely to drop out of school before completing high
school. More consistent evidence exists that females (com-
pared to males) select easier laboratory tasks, avoid challeng-
ing and competitive situations, lower their expectations
more following failure, shift more quickly to a different col-
lege major when their grades begin to drop, and perform more
poorly than they are capable of on difficult, timed tests
(see Dweck & Elliott, 1980; Parsons & Ruble, 1977; Ruble &
Martin, 1998; Spencer, Steele, & Quinn, 1995).

Somewhat related to constructs like confidence in one’s
abilities, personal efficacy, and locus of control, gender differ-
ences also emerge regularly in studies of test anxiety (e.g.,
Douglas & Rice, 1979; Meece, Wigfield, & Eccles, 1990).
However, Hill and Sarson (1966) suggested that boys may be
more defensive than are girls about admitting anxiety on ques-
tionnaires. In support of this suggestion, Lord, Eccles, and
McCarthy (1994) found that test anxiety was a stronger pre-
dictor of poor adjustment to junior high school for boys, even
though the girls reported higher mean levels of anxiety.

Gender-role stereotyping has also been suggested as a
cause of the gender differences in academic self-concepts. The
extent to which adolescents endorse the European American
cultural stereotypes regarding which gender is likely to be
most talented in each domain predicts the extent to which
European American females and males distort their ability
self-concepts and expectations in the gender-stereotypical
direction. S. Spencer, Steele, and Quinn (1999) suggested a
mechanism linking culturally based gender stereotypes to
competence through test anxiety: stereotype vulnerability.
They hypothesized that members of social groups (like
women) stereotyped as being less competent in a particular
subject area (like math) will become anxious when asked to do
difficult problems because they are afraid the stereotype may
be true of them. This vulnerability is also likely to increase fe-
males’ vulnerability to failure feedback on male-stereotyped
tasks, leading to lowered self-expectations and self-confidence

in their ability to succeed for these types of tasks. To test these
hypotheses, S. Spencer, Steele, and Quinn gave college stu-
dents a difficult math test under two conditions: (a) after being
told that men typically do better on this test or (b) after being
told that men and women typically do about the same. The
women scored lower than the men did only in the first condi-
tion. Furthermore, the manipulation’s effect was mediated by
variations across condition in reported anxiety. Apparently,
knowing that one is taking a test on which men typically do
better than women do increases young women’s anxiety,
which in turn undermines their performance. This study also
suggests that changing this dynamic is relatively easy if one
can change the women’s perception of the gender-typing of
the test.

In sum, when either gender differences or within-gender
individual differences emerge on competence-related mea-
sures for academic subjects and other important skill areas,
they are consistent with the gender-role stereotypes held
by the group being studied (most often European Americans).
These differences have also been found to be important
mediators of both gender differences and within-gender indi-
vidual differences in various types of achievement-related
behaviors and choices. Such gendered patterns are theoreti-
cally important because they point to the power of gender-
role socialization processes as key to understanding both
girls’ and boys’ confidence in their various abilities. And to
the extent that gender-role socialization is key, it is important
to study how and why young women differ in the extent to
which they are either exposed to these socialization pressures
or resist them when they are so exposed.

But even more important is that all of the relevant studies
have documented extensive variation within each gender.
Both females and males vary a great deal among themselves
in their intellectual confidence for various academic domains.
They also vary considerably in their test anxiety, their attribu-
tional styles, and their locus of control. Such variations within
each gender are a major set of predictors of variation among
both young men and young women in their educational and
occupational choices. European American adolescent males
and females who aspire to careers in math and science and
who take advanced courses in math and physical science have
greater confidence in their math and science abilities than
those who do not. They also have just as much—if not
more—confidence in their math and science abilities as in
their English abilities (see Eccles et al., 1998).

Gendered Differences in Achievement Values

Achievement values are related to the different purposes or
reasons individuals have for engaging in different activities.
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Eccles et al. (1983) defined four components of task value:
attainment value, intrinsic value, utility value, and cost. They
defined attainment value as the personal importance of doing
well on the task. They also linked attainment value to the rel-
evance of engaging in a task for confirming or disconfirming
salient aspects of one’s self-schema or identity. Because tasks
provide the opportunity to demonstrate aspects of one’s
actual or ideal self-schema, such as masculinity, femininity,
or competence in various domains, tasks will have higher
attainment value to the extent that they allow the individual
to confirm salient aspects of these self-schemas (see Eccles,
1984, 1987). Intrinsic value is the enjoyment the individual
gets from performing the activity or the subjective interest
the individual has in the subject. This component of value is
similar to the construct of intrinsic motivation as defined by
Harter (1981) and by Deci and his colleagues (e.g., Deci &
Ryan, 1985; Ryan, Connell, & Deci, 1985). Utility value is
determined by how well a task relates to current and future
goals, such as career goals. A task can have positive value to
a person because it facilitates important future goals, even if
he or she is not interested in task for its own sake. In one
sense, then, this component captures the more “extrinsic”
reasons for engaging in a task; but it also relates directly to
individuals’ internalized short- and long-term goals. Finally,
cost is conceptualized in terms of the negative aspects of
engaging in the task, such as performance anxiety and fear
of both failure and success as well as the amount of effort that
is needed to succeed and the lost opportunities that result
from making one choice rather than another.

Eccles, Wigfield, and their colleagues have found gender-
role stereotypical differences in both children’s and adoles-
cents’ valuing of sports, social activities, and English (e.g.,
Eccles et al., 1989; Eccles et al., 1993; Wigfield et al., 1991,
Wigfield et al., 1998). Across these studies, boys value
sports activities more than girls do, whereas girls value read-
ing, English, and instrumental music more than boys do. It
is interesting to note that in the studies they conducted prior
to the 1990s, high-school girls valued math less than did
high-school boys (Eccles, 1984); this gender difference,
however, has disappeared in more recent studies (see Jacobs
et al., in press). Although it is encouraging that boys and
girls now value math equally, the fact that adolescent girls
have less positive views of their math ability is problematic
because these differences probably contribute to girls’ lower
probability of taking optional advanced-level math and
physical science courses and of entering math-related scien-
tific and engineering fields, thus contributing to gender-
differentiated cognitive outcomes and career choices (see
Eccles, 1994). We return to career choice issues later in this
chapter.

Values also can be conceived more broadly to include no-
tions of what are appropriate activities for males and females
to do. Sometimes such values can conflict with engagement in
achievement. The role of conflict between gender roles and
achievement in gifted girls’ lives is well illustrated by results
of an ethnographic study of a group of gifted elementary-
school girls. Bell (1989) interviewed a multiethnic group of
third- to sixth-grade gifted girls in an urban elementary school
regarding the barriers they perceived to their achievement in
school. Five gender-role related themes emerged with great
regularity: (a) concern about hurting someone else’s feel-
ings by winning in achievement contests; (b) concern about
seeming to be a braggart if one expressed pride in one’s ac-
complishments; (c) overreaction to nonsuccess experiences
(apparently, not being the very best is very painful to these
girls); (d) concern over their physical appearance and what it
takes to be beautiful; and (e) concern with being overly ag-
gressive in terms of getting the teacher’s attention. In each
case, the gifted girls felt caught between doing their best and
appearing either feminine or caring.

Gender differences have also been found on many of the
psychological processes proposed by Eccles and her col-
leagues to underlie gender differences in subjective task
value. For example, Eccles-Parsons et al. (1983) predicted
that the attainment value of particular tasks would be linked to
(a) conceptions of one’s personality and capabilities, (b) long-
range goals and plans, (c) schemas regarding the proper roles
of men and women, (d) instrumental and terminal values
(Rokeach, 1979), (e) ideal images of what one should be like,
and (f) social scripts regarding proper behavior in a variety of
situations. If gender-role socialization leads males and fe-
males to differ on these core self- and role-related beliefs,
then related activities will have differential value for males
and females. In support, in a study of the link between per-
sonal values and college major, Dunteman, Wisenbaker, and
Taylor (1978) identified two sets of values that both predicted
college major and differentiated the genders: the first set
(labeled thing-orientation) reflected an interest in manipulat-
ing objects and understanding the physical world; the second
set (labeled person-orientation) reflected an interest in under-
standing human social interaction and a concern with helping
people. Students with high thing-orientation and low person-
orientation were more likely than were other students to select
a math or a science major. Not surprisingly, the females were
more likely than were the males to major in something other
than math or science because of their higher person-oriented
values. Similarly, the young women in the Jozefowicz et al.
(1993; see Eccles, Barber, & Jozefowicz, 1999) study placed
more value than did the young men on a variety of female-
stereotyped career-related skills and interests, such as doing
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work that directly helps people and meshes well with child-
rearing responsibilities. These values along with ability self-
concepts predicted the gender-stereotyped career plans of
both males and females (see Eccles & Harold, 1992, for re-
view of the gender-role stereotypical patterns for personal
values, occupational values, and personality traits).

Explanations for these gender differences in interests and
task values have focused on several things, including adoles-
cents’ understanding of what is appropriate for each gender to
do. To the extent that adolescents know and have internalized
the gender-role stereotypes of their cultures, they are likely to
place greater value on activities consistent with their gender’s
gender role than on activities consistent with the opposite
gender’s gender role (see Eccles, 1984; Ruble & Martin,
1998).

Gender differences in academic values could also reflect
the confluence of both gender-role stereotypes and gender
differences in perceived competence. Drawing on the
writings of William James (1892/1963), Eccles and her
colleagues suggested that children would lower the value
they attach to particular activities or subject areas—if they
lack confidence in these areas—in order to maintain their
self-esteem (Eccles, 1994; Eccles et al., 1998; Harter, 1990).
To the extent that girls feel less competent in math than in
other subject areas, they may reduce the value they attach to
math versus other academic subject areas. This in turn might
lead them to be less likely than males to consider future
occupations in math-related fields. S. Spencer, Steele, and
Quinn (1999) suggested a similar phenomenon related to
stereotype vulnerability. They hypothesized that women
would disidentify with those subject areas in which females
are stereotyped as less competent than males. By disidentify-
ing with these areas, the women will not only lower the value
they attach to these subject areas, they will also be less likely
to experience pride and positive affect when they are doing
well in these subjects. Consequently, these subjects should
become less relevant to their self-esteem. These hypotheses
remain to be tested. As we noted earlier, girls and young
women do not report valuing math less than do boys and
young men, at least through the early high-school years. What
they do value less than males do are physical science and en-
gineering. Because math is required for both of these fields,
this gender difference in values could explain the differential
course taking in these fields during both high school and col-
lege (Updegraff, Eccles, Barber, & O’Brien, 1996).

In summary, as with competence beliefs, there are gender
differences in children’s and adolescents’ valuing of and
interest in different activities. These differences are important
for understanding the development of gender differences in
cognition and performance. In our research, children’s and

adolescents’ valuing of different activities relates strongly to
their choices of whether to continue to pursue the activity
(Eccles-Parsons et al., 1983; Meece et al., 1990; Updegraff
et al., 1996). Such choices should have an impact on changes in
actual competence and subsequent performance, with partici-
pation leading to greater increases than nonparticipation.

Gender and Occupational Ability Self-Concepts

Eccles and her colleagues have extended the work on aca-
demic and athletic self-concepts by looking at European
American and African American adolescents’ competence
ratings for skills more directly linked to adult occupational
choice. As their samples moved into and through high school,
these investigators asked the students a series of questions di-
rectly related to future job choices. First, they asked them to
rate how good they were compared to other students at each
of several job-related skills. Second, they asked the students
to rate the probability that they would succeed at each of a se-
ries of standard careers. On the one hand, the results are quite
gender-role stereotyped: The young women (both African
American and European American) were less confident of
success than were their male peers in both science-related
professions and male-typed skilled labor occupations. In con-
trast, the young men (both African American and European
American) were less confident of their success than were
their female peers in health-related professions and female-
typed skilled labor occupations. On the other hand, there
were no gender differences in these 12th graders’ ratings of
either their confidence of success in business and law or
their leadership, independence, intellectual, and computer
skills. Furthermore, although the young men were more con-
fident of success in physical science and engineering fields,
the young women were more confident than were their
male peers of success in health-related fields that involve ex-
tensive scientific training (Eccles et al., 1997).

The within-gender patterns were equally interesting. On
the average, these young women saw themselves as quite
competent in traditionally female-typed jobs and skills
related to human service, particularly in comparison to their
confidence for science-related jobs and mechanical skills. An
interesting finding was that these young women also saw
themselves as quite competent in terms of their leadership,
intellectual skills, and independence.

Gender and Occupational-Choice–Related Values

Do women and men make gender-role stereotypical life
choices because they have gender-role stereotypical values?
In most studies, the answer is “yes” for the populations most
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studied (European Americans and to a lesser extent African
Americans). Gender-role stereotypical patterns in adoles-
cents’ valuing of sports, social activities, and English have
emerged consistently. It is interesting to note that the gen-
dered pattern associated with the value of math does not
emerge until high school. Finally, the gendered pattern of
valuing math, physics, and computer skills has emerged as
the key predictor of both gender differences and individual
differences among female students in adolescents’ plans to
enter math-related scientific and engineering fields (see
Eccles et al., 1997).

It is important to note, however, that these gendered
patterns have decreased over time for women of most ethnic
groups in the United States. Young women today are more
likely to aspire to the male-stereotyped fields of medicine,
law, and business than were their mothers and grandmothers.
And although the numbers are not nearly as large, young
women today are also much more likely to seek out occupa-
tions related to engineering and physical science. Finally,
young women today are also much more involved in athletic
activities than were their mothers and grandmothers (see
Astin & Lindholm, 2001; Gill, 2001).

Because of their interest in understanding career choice,
Eccles and her colleagues asked their African American and
European American senior high-school participants to rate
how important each of a series of job-related and life-related
values and a series of job characteristics were to them (see
Eccles et al., 1997). As was true for the job-related skills,
they found evidence of both gender-role stereotypical differ-
ences and of gender-role transcendence. In keeping with
traditional stereotypes, the young women rated family and
friends as more important to them than did their male peers;
the young women were also more likely than the male peers
were to want jobs that were people-oriented. In contrast, but
also consistent with traditional stereotypes, the young men
placed a higher value on high-risk and competitive activities
and wealth; they also were more interested in jobs that
allowed for work with machinery, math, or computers. How-
ever, counter to traditional stereotypes, there were no gender
differences in careerism (focus on career as critical part of
one’s identity), and the women and men were equally likely
to want jobs that allowed flexibility to meet family obliga-
tions, that entailed prestige and responsibility, and that
provided opportunities for creative and intellectual work.

Evidence of both gender-role typing and transcendence
was also evident in the within-gender patterns. Although
these young women still, on the average, attached most
importance to having a job with sufficient flexibility to meet
family obligations and with the opportunity to help people,
they also placed great importance on the role of their career

for their personal identity (careerism) and on the importance
of both prestige-responsibility and creativity as key compo-
nents of their future occupations.

Predicting Occupational Choice

Eccles and her colleagues next used these values and ability
self-concepts to predict the young men’s and women’s occu-
pational aspirations (see Eccles et al., 1997). As expected,
ability self-concepts were key predictors of both between-
and within-gender differences in career aspirations. Also
as predicted by the Eccles expectancy-value model of
achievement-related choices, the lifestyle and valued job
characteristics were significant predictors of career aspira-
tions. The within-gender analyses were especially interest-
ing. Values did an excellent job of discriminating between
these young women’s occupational plans. Perhaps most in-
teresting was that the value placed on helping other people
predicted which women aspired to advanced-level health-
related professions (e.g., a physician) and which women as-
pired to doctoral-level science careers. Both of these groups
of women had very high confidence in their math and sci-
ence abilities. In contrast, they differed dramatically in the
value they placed on helping others: The women aspiring to
the health-related fields placed more importance on this di-
mension than on any other value dimension; in contrast, the
women aspiring to doctoral-level science careers placed less
importance on this dimension than on any other dimension,
particularly less than on the value of being able to work with
math and computers.

In summary, there is still evidence of gendered patterns in
the valuing of different academic subject areas and activities.
And although it is encouraging that girls value math during
elementary school, the fact that European American young
women have less positive views of both their math ability and
the value of math is problematic because these differences
lead young European American women to be less likely than
young European American men to take optional advanced-
level math and physical science courses.

Gender and Self-Esteem

Work on gender differences in self-esteem among European
Americans also has produced some interesting findings.
During the middle childhood years, boys and girls report
similar levels of self-esteem. By the early adolescent
years, however, European American girls tend to report lower
self-esteem than do European American boys. Although self-
esteem tends to rise as children move through adolescence
(Dusek & Flaherty, 1981), the gender difference remains
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(Kling, Hyde, Showers, & Buswell, 1999). Further, young
women seem more likely than do young men to develop more
serious negative self-evaluations such as depression during
the adolescent years (see Eisenberg, Marin, & Fabes, 1996;
Harter, 1998; Nolen-Hoeksema & Girigus, 1994).

A variety of explanations have been offered for these
gender differences in the self-esteem of European Americans.
European American boys have been described as being more
likely to handle difficulties by engaging in “externalizing”
behavior such as aggression. European Americans girls, by
contrast, tend to “internalize” problems to a greater extent
(see Eisenberg et al., 1996). Nolen-Hoeksema and Girigus
(1994) suggested that females’ self esteem is based more on
the approval of others and on pleasing others, making it more
difficult for them to maintain self-approval, especially when
they encounter difficulties.

Physical appearance issues are likely to be central as well,
particularly for European American females. Harter (1990,
1998) made three essential points about physical appearance
and self-esteem, based on her own work and on that of others.
First, as European American boys and girls go through child-
hood and move into adolescence, the girls (relative to boys)
become increasingly less satisfied with their own appearance.
Second, society and the media place an incredibly strong em-
phasis on physical appearance as a basis for self-evaluation,
and this is especially true for European American women.
There are clear (and often unrealistic) standards for women’s
appearance that young women strive to attain, often unsuc-
cessfully. Third, Harter’s empirical work clearly has shown
that for both European American males and females, satisfac-
tion with physical appearance is the strongest predictor of
self-esteem. Taking these three points together, European
American girls are increasingly unhappy about an aspect of
themselves that seems to be the primary predictor of self-
esteem. Hence, European American girls are more likely to
develop lower self-esteem at this time.

RACIAL AND ETHNIC GROUP DIFFERENCES
IN ACHIEVEMENT MOTIVATION

As is the case in many areas of psychology (see Graham,
1992), less is known about the motivation of adolescents
from non-European American racial and ethnic groups.
However, work in this area is growing quickly, with much of
it focusing on the academic achievement difficulties of many
African American youth (see Berry & Asamen, 1989; Eccles
et al., 1998; Hare, 1985; Jencks & Phillips, 1998; Slaughter-
Defoe, Nakagawa, Takanishi, & Johnson, 1990). Recent
work has also focused on other minority groups within the

United States and on recent immigrant populations, some of
whom are doing much better in school than both European
American middle-class children and the third- and fourth-
generation members of their same national heritage (e.g.,
Chen & Stevenson, 1995, Kao & Tienda, 1995; Slaughter-
Defoe et al., 1990).

Ethnic Group Differences in Children’s Competence,
Control, and Attribution Beliefs

Graham (1994) reviewed the literature on differences
between African American and European American students
on such motivational constructs as need for achievement,
locus of control, achievement attributions, and ability beliefs
and expectancies; she concluded that these differences are
not very large. She also argued that many existing studies
have not adequately distinguished between race and SES,
making it very difficult to interpret even those differences
that did emerge. Cooper and Dorr (1995) did a meta-analysis
of some of the same studies reviewed by Graham in order to
compare more narrative and more quantitative types of re-
views. Although there were some important points of agree-
ment across the two reviews, Cooper and Dorr concluded that
there were significant race differences in need for achieve-
ment favoring European Americans, especially in lower-SES
and younger samples.

In their study of educational opportunity, Coleman et al.
(1966) reported that perceived control was a very important
predictor of African American children’s school achieve-
ment. Graham (1994) found some evidence that African
Americans are more external than European Americans.
However, she also noted that studies looking at relations of
locus of control to various achievement outcomes have not
shown this greater externality to be a problem; indeed, in
some studies greater externality is associated with higher
achievement among African Americans.

Research on competence beliefs and expectancies has
revealed more optimism among African American children
than among European American children, even when the
European American children are achieving higher marks
(e.g., Stevenson et al., 1990). A more important result,
however, was that in Stevenson et al. (1990), the European
American children’s ratings of their ability were related to
their performance, whereas the African American children’s
were not. Graham (1994) suggested the following explana-
tions: (a) African American and European American children
may use different social comparison groups to help judge
their own abilities; and (b) African American children may
say they are doing well to protect their general self-esteem,
and they may also devalue or disidentify academic activities
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at which they do poorly in order to protect their self-esteem.
However, neither of these explanations has been adequately
tested, and more work is needed to determine whether and
when Stevenson et al.’s results replicate. More recent studies
suggest that this ethnic group difference is less extreme than
reported by Stevenson et al. (Winston, Eccles, Senior, &
Vida, 1997; Winston, 2001).

Ethnic Group Differences in Achievement
Values and Goals

There are few ethnic comparative studies specifically focused
on the kinds of achievement values measured by Eccles,
Wigfield, and their colleagues, or on the kinds of achievement
goals measured by Ames, Dweck, Midgley, and their col-
leagues (see earlier discussion). Researchers studying minor-
ity children’s achievement values have focused instead on the
broader valuing of school by minority children and their par-
ents. In general, these researchers find that minority children
and parents highly value school (particularly during the ele-
mentary school years) and have high educational aspirations
for their children (e.g., Stevenson et al., 1990). However, the
many difficulties associated with poverty (see Duncan,
Brooks-Gunn, & Klevbanov, 1994; Huston, McLoyd, & Coll,
1994; McLoyd, 1990) make these educational aspirations dif-
ficult to attain. It is important for researchers to extend this
work to more specific value-related constructs.

Ethnicity and Motivation at the Interface Between
Expectancies and Values

Researchers interested in ethnic and racial differences in
achievement have proposed models linking social roles,
competence-related beliefs, and values. For example, Steele
has proposed stereotype vulnerability and disidentification
to help explain the underachievement of African American
students (e.g.,Steele&Aronson,1995):Confronted throughout
their school career with mixed messages about their compe-
tence and potential as well as the widespread negative cultural
stereotypes about their academic potential and motivation,
African American students should find it difficult to concen-
trate fully on their schoolwork due to the anxiety induced
by their stereotype vulnerability (for support, see Steele &
Aronson, 1995). In turn, to protect their self-esteem, they
should disidentify with academic achievement, leading to both
a lowering of the value they attach to academic achievement
and a detachment of their self-esteem from both positive and
negative academic experiences. In support, several researchers
have found that academic self-concept of ability is less predic-
tive of general self-esteem among African-American youth

than among European American youth (Bledsoe, 1967;
Winston, Eccles, Senior, & Vida, 1997).

Fordham and Ogbu (1986) made a similar argument link-
ing African American students’ perception of limited future
job opportunities to lowered academic motivation: Because
society and schools give African American youth the dual
message that academic achievement is unlikely to lead to
positive adult outcomes for them and that they are not valued
by the system, some African American youth may create an
oppositional culture that rejects the value of academic
achievement. Ogbu (1992) argued that this dynamic should
be stronger for involuntary minorities who continue to be
discriminated against by mainstream American culture
(e.g., African Americans) than for voluntary minority immi-
grant groups (e.g., recent immigrants from Southeast Asia).
Although voluntary minorities have initial barriers due to
language and cultural differences, these barriers can be over-
come somewhat more easily than the racism faced by invol-
untary minorities, giving voluntary minorities greater access
to mainstream culture and its benefits.

Contrary to this view, several investigators have found no
evidence of greater disidentification with school among
African American students than among other groups includ-
ing European Americans (e.g., Eccles, 2001; Steinberg,
Dornbusch, & Brown, 1992; Taylor, Casten, Flickinger,
Roberts, & Fulmore, 1994). Nonetheless, several studies show
that disidentification—particularly as a result of inequitable
treatment and failure experiences at school—can undermine
achievement and academic motivation (e.g., see Finn, 1989;
Taylor et al., 1994). It is likely that some students, particularly
members of involuntary minority groups, will have these ex-
periences as they pass through the secondary school system.
Longitudinal studies of the process of disidentification—and
of ameliorating intervention efforts—are badly needed.

Any discussion of performance and motivational differ-
ences across different ethnic groups must take into account
larger contextual issues. For example, M. B. Spencer and
Markstrom-Adams (1990) argued that many minority
children—particularly those living in poverty—have to deal
with several difficult issues not faced by majority adoles-
cents, such as racist prejudicial attitudes, conflict between the
values of their group and those of larger society, and scarcity
of high-achieving adults in their group to serve as role
models. Such difficulties can impede identity formation in
these adolescents, leading to identity diffusion or inadequate
exploration of different possible identities (Taylor et al.,
1994). Similarly, Cross (1991) argued that one must consider
the development of both personal identities and racial group
identity. For instance, some African American adolescents
may have positive personal identities but be less positive
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about their racial group as a whole, whereas others may have
negative personal identities but have positive orientations
toward their group. Cross argued that many researchers have
confounded these two constructs, leading to confusion in our
understanding of identity development in—and its motiva-
tional implications for—African Americans.

Finally, it is critical to consider the quality of the educa-
tional institutions that serve many of these youth. Thirty-
seven percent of African American youth and 32% of
Hispanic youth—compared to 5% of European American and
22% of Asian American youth—are enrolled in the 47 largest
city school districts in this country; in addition,AfricanAmer-
ican and Hispanic youth attend some of the poorest school
districts in this country. Twenty-eight percent of the youth en-
rolled in city schools live in poverty, and 55% are eligible for
free or reduced-cost lunch, suggesting that class may be as
important as (or more important than) race in the differences
that emerge. Teachers in these schools report feeling less safe
than do teachers in other school districts, dropout rates are
highest, and achievement levels at all grades are the lowest
(Council of the Great City Schools, 1992). Finally, schools
that serve these populations are less likely than schools serv-
ing more advantaged populations to offer either high-quality
remedial services or advanced courses and courses that facil-
itate the acquisition of higher-order thinking skills and active
learning strategies. Even children who are extremely moti-
vated may find it difficult to perform well under these educa-
tional circumstances (Lee & Bryk, 1989).

Graham (1994) made several important recommendations
for future work on African American children’s motivation.
We think these recommendations can be applied more
broadly to work on different racial and ethnic groups. Two
particularly important recommendations are (a) the need to
separate out effects of race and social class; and (b) the need
to move beyond race-comparative studies to studies that look
at individual differences within different racial and ethnic
groups and at the antecedents and processes underlying
variations in achievement outcomes among minority youth
(e.g., Connell, Spencer, & Aber, 1994; Luster & McAdoo,
1994; Schneider & Coleman, 1993; Steinberg, Lamborn,
Dornbusch, & Darling et al., 1992; Kao & Tienda, 1995).
Studies of recent immigrant populations and comparative
studies of different generations of immigrant populations
move in these directions. For example, work by Stevenson
and his colleagues, by Tienda and her colleagues, and by
Fuligni all demonstrate the power of the types of motivational
constructs discussed thus far in explaining both within- and
between-group variation in academic achievement (e.g.,
Chen & Stevenson, 1995; Fuligni, 1997; Kao & Tienda,
1995; Lummis & Stevenson, 1990).

SUMMARY

In this chapter, we focused on two major aspects of adoles-
cent development: cognitive development and both achieve-
ment and achievement motivation. First we discussed
cognitive development, pointing out the relevance of recent
work for both learning and decision making. We pointed out
that more research is needed on ethnic group differences and
on the link between decision-making skills and actual-
decision making behaviors in complex situations. Next we
summarized current patterns of school achievement and
recent changes in both school completion and differential
performance on standardized tests of achievement. We
pointed out the educational gains that have been made over
the last century as well as the continuing ethnic group and
national differences in test performance. We then summa-
rized both the positive and negative age-related changes in
school motivation and discussed how experiences in school
might explain these developmental patterns. Recent efforts at
middle-school reform have supported many of the hypothe-
ses discussed in that section of the paper. More efforts at
understanding the difficulty of school reform are badly
needed. Finally, we discussed both gender and ethnic group
differences in achievement motivation and linked these
differences to gender and ethnic group differences in acade-
mic achievement and longer-term career aspirations. We now
have a very good understanding of the psychological and
social origins of gender differences in achievement patterns.
More work is desperately needed on the influences on acade-
mic performance and both educational and occupational
choices of adolescents of color. It is encouraging that the rate
of such work has increased dramatically over the last
10 years. We look forward to being able to summarize this
new and exciting work in future chapters.
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What is personality? How is temperament related to person-
ality? Where does emotion fit in? What is the significance of
emotion, personality, and temperament for understanding
behavior and emotional well-being in adolescence? How does
culture influence the expression of emotion and personality?
These are critical and challenging questions that underlie the
study of individual differences in emotional and personality
development. Emotional and personality development are
complicated, interrelated processes that occur across the life
span. The story of emotion and personality in adolescence is
essentially a study in identifying indicators and predictors of
adolescents’ emotional well-being and distress, ascertaining
core personality traits seen in adolescence, documenting the
evolution of personality characteristics across time, and in-
vestigating the links among emotion, emotional well-being
and distress, personality, and temperament.

There is a vast array of theory and research on emotion and
personality across the life span. This chapter focuses on recent
research into the emotional well-being and distress of adoles-
cents, as well as personality and temperament development in
adolescence. The examination of emotion and personality
in adolescence is interesting for at least two reasons. First, it is
in the period of adolescence that we may begin to observe not
only the crystallization of emotional and personality styles,
but also how emotion and personality will shape the course of
individuals’ lives. Perhaps for the first time, interested ob-

servers such as parents can be more confident in predicting
what kind of adult the individual is likely to become. Continu-
ities in emotional well-being and personality across time are
the source for these predictions about future behavior, but to
be sure, discontinuities can make those predictions wrong.
Second, the field of research on adolescent development that
has burgeoned in the last few decades has demonstrated not
only that there are significant biological, cognitive, social, and
behavioral changes that occur during adolescence, but also
that these changes are inextricably linked with one another. It
is crucial to understand the role of emotion and personality in
producing and affecting these changes.

Given the large amount of research in each of the areas of
emotion, personality, and temperament, it is not possible
within the confines of this chapter to conduct a comprehen-
sive review of relevant studies. Several excellent books and
reviews suit this purpose (e.g., Caspi, 1998; Kagan, 1998;
Larson & Richards, 1994; Rothbart & Bates, 1998; Sanson &
Rothbart, 1995; Shiner, 1998; van Lieshout, 2000). In this
chapter we aim to identify the major issues seen in research
on emotional and personality development pertaining specif-
ically to adolescence, to provide examples of illustrative
research in these domains, and to explore how future research
can increase our understanding of adolescent emotion and
personality. In the first section of this chapter we present
research on some important issues in emotional development
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during adolescence. In the second section we discuss some
of the key issues related to personality and temperament in
adolescence. In the third and final section we identify four
emerging themes in research on emotion and personality that
will shape the direction of research for some time to come.

EMOTIONAL DEVELOPMENT

Guided by G. Stanley Hall’s storm and stress hypothesis (the
view that adolescence is filled with hormone-induced emo-
tional turmoil), one focus of research on emotions in adoles-
cence has been to examine variability in emotional or mood
states (Brooks-Gunn, Graber, & Paikoff, 1994). Larson and
Lampman-Petraitis (1989), for example, charted hour-to-
hour changes in mood over a week in a sample of preadoles-
cent and adolescent children. It is interesting to note that
there was little evidence of variability in the mood states of
adolescents compared to preadolescents. The average adoles-
cent, however, was more likely than the average preadoles-
cent to report more mildly negative mood states and fewer
extremely positive mood states. Although overall mood may
take on a slightly different character in adolescence, rapid
mood swings were not evidenced in this research. Another
focus of research has examined direct links between hor-
monal levels in adolescence and emotions such as aggression
and depression (Susman, 1997; see chapter by Susman, Dorn,
& Schiefelbein in this volume). Some consistent associations
have been found between specific hormones and feelings
of aggression (particularly among boys) and depression
(Brooks-Gunn et al., 1994; Buchanan, Eccles, & Becker,
1992), but only small proportions of variance in emotion
(up to 6%) are attributable to hormones (Susman, 1997).
More complicated models of hormone-emotion relation-
ships have been proposed, based on research indicating that
hormones interact with personality and contextual character-
istics to affect emotional states and behavior (Richards &
Larson, 1993). These models, which require the use of longi-
tudinal designs, will lead to a better understanding of how
hormones are linked to adolescents’ emotions indirectly
through their impact on the outward physical changes of
puberty, the adolescents’ responses to these changes and their
implications, and others’ reactions to the changing adolescent
(Brooks-Gunn et al., 1994; Susman, 1997).

Often implicit in the research on the link between
hormones and emotion is the assumption that emotions may be
something to be feared, that they are linked directly to negative
and irrational behavior. Increasingly, though, the conceptual-
ization of emotions in contemporary research has moved away
from viewing emotions as sources of negative and irrational
behavior toward a view of emotions as adaptive and capable of

organizing behavior in ways that can enhance as well as dis-
rupt functioning (Cole, Michel, & Teti, 1994; Thompson,
1994). A dominant paradigm for studying emotions and
emotion-related phenomena is emotion regulation.

Emotion regulation may be broadly defined as the way in
which a person uses emotional experiences to provide for
adaptive functioning (Thompson, 1994). The construct of
emotion regulation has been used to refer to both outcome and
process. In terms of outcome, some researchers define emo-
tion regulation as the extent to which an individual shows
emotional control versus emotional reactivity (Maedgen &
Carlson, 2000). In this view, important components of emo-
tion regulation include emotional lability, maladaptive
emotional displays, and negative mood states. Others focus
more on process variables such as the coping strategies that
individuals employ to modify emotional reactions (Contreras,
Kerns, Weimer, Gentzler, & Tomich, 2000; Rossman, 1992;
Underwood, 1997). Emotion regulation in this sense refers to
how the individual deals with each experience of emotion
(Campos, Mumme, Kermoian, & Campos, 1994; Gross &
Muñoz, 1995). This view of emotion regulation focuses not
only on the modulation of distress but also on attempts to
stimulate positive emotions or improve emotional arousal
to achieve important interpersonal goals (Calkins, 1994;
Thompson, 1994).

A variety of skills are necessary for effective emotion
regulation, including flexibility and responsiveness to chang-
ing situational demands (Cole et al., 1994; Thompson, 1994).
Other skills include an awareness of one’s emotional state,
the capacity to detect emotions in other people, knowledge of
cultural display rules for emotions, and the ability to
empathize with others’ emotional states (Saarni, 1990; cited
in Underwood, 1997). These skills are initially primarily ex-
ternally supported, such as when a parent helps a child label
and talk about their emotions, selectively reinforces adaptive
emotional displays, and models effective emotion regulation.
With development, socialization influences on emotion regu-
lation give way to more internally mediated emotion reg-
ulation processes (Calkins, 1994; Thompson, 1994). By
adolescence, individuals are better able to structure their own
environment as a way of regulating their emotions, and they
are capable of cognitively sophisticated emotion regulation
strategies such as reframing and taking another’s point of
view (Gross & Muñoz, 1995).

This broader view of emotion regulation—that is, as the
behavioral strategies one uses to modify, intensify, diminish,
or transform emotional reactions—is an integral part of the
functionalist perspective on emotion (Campos et al., 1994;
Thompson, 1994). The functionalist perspective highlights
several characteristics of emotion regulation. For instance,
optimal emotion regulation is best conceptualized as context



Emotional Development 353

dependent, rather than as a stable feature of individual func-
tioning (Thompson, 1994). Different contexts present diverse
emotional challenges, and optimal emotion regulation varies
depending on the goals of the individual in specific situations
(Thompson, 1994). Accordingly, individuals have different
goals depending on the interpersonal context (friend vs.
stranger vs. authority figure), and the most adaptive way of
dealing with emotions such as anger in each of these situations
may differ (Underwood, 1997). Similarly, individuals may
show effective emotion regulation in one context (e.g., with
peers) but not in another (e.g., with siblings; Thompson, 1994;
Whitesell & Harter, 1996). A related emphasis in the func-
tionalist perspective is that emotion regulation is an
interpersonal phenomenon more than an intrapsychic phe-
nomenon (Campos et al., 1994). For instance, core emotions
such as happiness, guilt, pride, and shame all reflect core
relationship themes (Campos et al., 1994). In addition, beliefs
about the availability of support and the likely response of
others can facilitate or hamper effective emotion regulation
(Thompson, 1994). In turn, emotion regulation skills can
facilitate or hamper the achievement of important interper-
sonal developmental tasks, such as forming secure relation-
ships with others (Cole et al., 1994).

Most research on emotion regulation has focused on
infants (e.g., Field, 1994) and young children (e.g., Shields &
Cicchetti, 1997; Underwood, 1997). Less attention has been
directed at how emotion regulation operates in adolescence.
Despite this lack of formal theorizing about emotion regula-
tion in adolescence, the emotion regulation framework can
be useful for conceptualizing and integrating a variety of
constructs that have been the subject of much empirical
attention in the literature on adolescence. For instance, indi-
cators of adolescents’ psychological well-being (e.g., self-
esteem, positive mood) can be interpreted from an emotion
regulation perspective as illustrative of the successful regula-
tion of emotions, or adaptive emotional functioning. Like-
wise, indicators of psychological distress (e.g., depression)
can be viewed as capturing emotion dysregulation. In this
section we examine research that bears on adaptive emo-
tional regulation, followed by research important to under-
standing emotion dysregulation.

Indicators of Adaptive Emotion Regulation

How do we know when adolescents are doing well? By what
measure can we achieve some level of confidence that teens
are successfully negotiating their way around their world,
mastering important developmental tasks, and learning to reg-
ulate their emotions in ways that will ensure their eventual
success in adulthood? Throughout the empirical literature on
adolescence, there are a host of constructs and indicators of

emotional well-being, including, but not limited to, a high
self-esteem (Haney & Durlak, 1998; Zimmerman, Copeland,
Shope, & Dielman, 1997), a positive self-concept and stable
sense of identity (Harter, 1990; Nurmi, 1997), a high level of
ego development (Allen, Hauser, Bell, & O’Connor, 1994;
Hauser & Safyer, 1994), social competence (Bustra, Bosma,
& Jackson, 1994; Gullotta, Adams, & Montemayor, 1990), a
positive mood or emotional tone (Larson & Richards, 1994;
Petersen et al., 1993), school engagement and competence
(Sandler, Ayers, Suter, Schultz, & Twohey, in press; Wigfield
& Eccles, 1994), and feelings of attachment to parents
and friends (Allen, Moore, Kuperminc, & Bell, 1998;
Greenberger & McLaughlin, 1998; Paterson, Pryor, & Field,
1995). Although each of these indicators alone is the subject
of a large body of research, studies have found that these
measures of emotional well-being are typically positively
correlated with one another (e.g., DuBois, Bull, Sherman, &
Roberts, 1998; Paterson et al., 1995; Petersen et al., 1993). A
review of each of these indicators is beyond the scope of this
chapter. However, many of these constructs have been gener-
ally incorporated into larger integrative models that represent
the adolescent’s overall level of adaptation. From the
perspective of emotion regulation, models of the self-system
and psychosocial maturity are particularly appropriate to
consider.

The Self-System

In decades of research, many aspects of self have been defined
and measured. One of the most common is self-esteem, which
is typically defined as an affective evaluation of the self,
involving feelings of self-worth (DuBois & Hirsch, 2000). A
long history of research shows that high levels of global self-
esteem are linked with positive adjustment in adolescents,
including higher academic achievement and lower levels
of internalizing and externalizing problems (DuBois et al.,
1998; Haney & Durlak, 1998; Zimmerman et al., 1997). Self-
concept is typically seen as a cognitive representation of the
self, or perceptions of one’s personal and interpersonal char-
acteristics (Haney & Durlak, 1998). Although there is no sin-
gle definition or understanding of self-concept, self-concept is
increasingly seen to be multidimensional in nature, incorpo-
rating elements of self-evaluation in specific domains, such as
the school, peer, and athletic contexts (Harter, 1990; Harter,
Bresnick, Bouchey, & Whitesell, 1997).

Self-system is a term recently used to describe in a broad
sense the many elements of adolescents’ representations
of self, including self-esteem, perceived self-efficacy, possible
selves, standards for self, values, and motivations (DuBois &
Hirsch, 2000; Harter et al., 1997). There is no question that
adolescents’ positive self-attributions and closer connections
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between their multiple actual and ideal selves are linked with
positive developmental outcomes (DuBois & Hirsch, 2000;
Harter et al., 1997). With respect to identity development, the
establishment of a stable sense of identity (the integration of
a coherent sense of self that persists over time) is a key
developmental task of adolescence (Erikson, 1968; Harter,
1990). Identity formation requires not only the consolidation
of self-attributes into an organized system but also the
integration of self with societal roles (Harter, 1990).

Haviland, Davidson, Ruetsch, Gebelt, and Lancelot (1994)
have argued that emotion is a central part of identity struc-
tures, with adolescents’ self-descriptions varying in the extent
to which positive and negative emotions are represented.
Thus, constructs such as self-esteem, self-concept, and iden-
tity fall under the general rubric of the self-system and speak
to the issue of successful emotional regulation.

Psychosocial Maturity

Indicators of emotional well-being are also a key feature
of psychosocial maturity, as defined by Greenberger and
colleagues (Greenberger, Josselson, Knerr, & Knerr, 1975;
Greenberger & Sørenson, 1974). This model encompasses
three major domains of development, each consisting of
multiple dimensions, which must be fostered if the child is to
become a productive adult. The first domain is autonomy,
or the individual’s ability to function independently. The
achievement of autonomy is characterized by self-reliance
(the capacity to take initiative and to have a sense of control
over one’s life and activities), identity (a coherent self-
concept, complete with life goals and internalized values), and
work orientation (standards for competence and taking plea-
sure in work). The second domain is interpersonal adequacy,
or the individual’s ability to communicate and interact well
with others. This requires effective communication skills,
such as empathy and the ability to understand and receive
messages, a sense of trust in others, and knowledge of role-
appropriate behavior. The third domain of psychosocial matu-
rity is social responsibility, or the individual’s capacity to
contribute to the well-being of society. This involves a sense
of social commitment to the good of the community, an open-
ness to social and political change to achieve higher order
goals, and a tolerance and acceptance of individual and cul-
tural differences (Greenberger & Sørenson, 1974). It is easy to
observe that specific indicators of emotional well-being (e.g.,
social competence, attachment to parents and peers, school
engagement, strong ego development, and a coherent identity)
overlap with elements in this model of psychosocial maturity.

Aside from the fact that various indicators of emotional
well-being are contained within larger models of the self

and of psychosocial maturity, how can the diverse array of
constructs, such as school engagement, self-esteem, identity,
positive mood, and attachment to parents and peers, be in-
dicators of “emotional” well-being? What do they have in
common? According to Cole et al. (1994), children have a
number of emotion-based developmental tasks that they must
accomplish, including tolerance for frustration, establishing
and enjoying friendships, defending the self, and acquiring in-
terest in learning. In adolescence, major developmental tasks
are to search for and establish an identity, pursue and succeed
in intimate friendships, accept responsibility for oneself, and
prepare for an education and career (Arnett, 2000). Cole et al.
argued that the accomplishment of tasks such as these in-
volves the ability to regulate emotions. Emotional regulation,
therefore, is a tie that links together and perhaps underlies con-
structs such as self-esteem, mood, school engagement, iden-
tity, social competence, and feelings about parents and peers.

The importance of emotion regulation to the basic task of
maturing and becoming an adult is recognizable in adoles-
cents’ descriptions of what it means to be “grown up.” In
a qualitative study (Tilton-Weaver, Vitunski, & Galambos,
2001) examining adolescents’ implicit theories of maturity,
sixth- and ninth-grade adolescents were told, “Please think of
someone your age who seems more ‘grown up’ than most
other kids (do not name him or her). What are some words that
describe the ways in which this person seems grown up?” Half
of the adolescents described what appeared to be genuinely
mature adolescents. Incorporated into these adolescents’ rich
descriptions of genuine maturity were behaviors indicative
of emotional regulation: “Doesn’t let anger get in the way of
good judgment,” “if someone wants to fight him, he just walks
away,” “they are very calm, are helpful, do not get agitated
easily,” “can control and explain his feelings,” and “he talks
about feelings instead of hiding them.” Not only was control of
one’s own emotions important in their descriptions of gen-
uinely mature adolescents, but so was the ability to deal with
others’strong emotions, as in this description of a peacemaker:
“she is very calm when people are fighting, she tries to break it
up or get them back together.” Tolerance is another feeling that
came across in these adolescents’ descriptions: “Respects
others’ feelings, opinions, decisions, character” and “the per-
son doesn’t judge people by what they look like . . . which I
think is good.” Emotion regulation may not be the only hall-
mark of psychosocial maturity, but it is an important one.

Indicators of Emotion Dysregulation

The construct of emotion regulation not only unites the liter-
ature on emotional well-being just reviewed, but it also is
central to the study of emotional distress. Emotion-related
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symptoms are a defining feature of most categories of psy-
chopathology, and the development of emotion regulation is
an implied goal of most psychological treatments (Cole et al.,
1994). Emotion dysregulation refers to strategies that
individuals use to cope with emotions that are maladaptive,
such as restricted or inflexible emotional responding (Cole
et al., 1994). Examples of emotion dysregulation include not
having access to a full range of emotions, an inability to mod-
ulate the intensity or duration of emotions, not conforming to
cultural display rules for emotions, an inability to integrate
mixed emotions, and an inability to think and talk about
emotions (Cole et al., 1994).

Emotion dysregulation is not the same as an absence of reg-
ulation; dysregulated emotions such as anger or withdrawal
serve some adaptive purpose in the short term even though
they may interfere with optimal development in the long term
(Cole et al., 1994). However, dysregulated emotional styles
are considered a vulnerability because maladaptive short-term
strategies may become characteristic coping styles and de-
velop into internalizing or externalizing disorders over time
(Calkins, 1994; Cole et al., 1994).

Much research into adolescent emotional development
has focused implicitly on emotion dysregulation by examin-
ing predictors and consequences of internalizing and exter-
nalizing disorders. Internalizing problems generally refer to
subjective emotions such as depressive feelings and anxiety,
whereas externalizing problems refer to more objectively
disruptive behaviors such as overt aggressive and antisocial
conduct. Although there is a high degree of comorbidity
between the two and difficulties such as peer problems
and low school motivation may be excluded from the
internalizing-externalizing dichotomy (Wångby, Bergman, &
Magnusson, 1999), the distinction is still a useful heuristic
device for considering maladaptive adjustment patterns in
adolescence. Because the development of externalizing prob-
lem behaviors is covered elsewhere in this volume (e.g., see
chapter by Lerner, Easterbrooks, & Mistry in this volume),
we focus our review on the experience of internalizing prob-
lems in general and in major depressive disorder (MDD) in
particular. An emotion regulation perspective provides a
framework for integrating the diverse theoretical orientations
related to the experience of depression (see Gross & Muñoz,
1995, for a review).

The Emergence of Internalizing Disorders
During Adolescence

Adolescence has traditionally been viewed as a time of
increased negative emotions and emotional lability (Arnett,
1999). Reviews of adolescent depression indicate that

adolescents report depressed mood at a higher rate than do
preadolescents or adults (Petersen et al., 1993). Longitudinal
studies of emotion development consistently find that nega-
tive affect increases from preadolescence to adolescence
(Buchanan et al., 1992) and that depressed mood increases in
early adolescence and decreases around late adolescence
(Chen, Mechanic, & Hansell, 1998).

Epidemiological studies of the incidence of formal psychi-
atric disorders also point to adolescence as a time of increased
emotional distress relative to later points in the life span. For
instance, in the U.S. National Comorbidity Study, the 12-
month prevalence of psychiatric disorders was highest in the
youngest cohort (ages 15–24 years; Kessler et al., 1994). Sim-
ilarly, Canada’s National Population Health Survey found that
major depressive episodes were highest in women ages 12 to
24 compared to males and older women (Beaudet, 1999).

Generally, the point prevalence of psychiatric disturbance
in adolescence is about 1 in 4 or 5 (Casper, Belanoff, & Offer,
1996; Offer, Ostrov, Howard, & Atkinson, 1992). Newman
et al. (1996) interviewed almost 1,000 adolescents five times
over a 10-year period in a nonselected cohort in New
Zealand. They found that internalizing disorders were among
the most prevalent diagnoses. For instance, at age 21, 16.8%
of the sample was diagnosed with MDD. Significantly, they
found a sharp increase in depressive disorders during mid- to
late adolescence (ages 15 to 18), which suggests that this may
be a critical time for studying vulnerability to depression
(Hankin et al., 1998).

Similar increases in the rate of depression during adoles-
cence were found in the Oregon Adolescent Depression
Project, a longitudinal study of over 1,700 adolescents
(Lewinsohn, Rohde, & Seeley, 1998). In this study approxi-
mately 28% of adolescents had experienced an episode of
MDD by age 19, with a mean age of onset of 14.9 years.
Almost half (43%) of adolescents with MDD had a comorbid
diagnosis, and in 80% of the cases the MDD was secondary
to the comorbid condition. An important finding was that
subthreshold levels of depressive symptoms were associated
with almost as much psychosocial impairment as clinical
levels of depression.

Gender Differences in Internalizing Disorders

Studies of both nonclinical levels of depressed and anxious
mood, as well as studies of clinical levels of depression, all re-
port higher rates of distress for females compared with males
in adolescence (Chen et al., 1998; Leadbeater, Kuperminc,
Blatt, & Hertzog, 1999; Nolen-Hoeksema, 1994). Prospective
longitudinal studies indicate that internalizing symptoms
remain high or increase for females, whereas they remain
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at relatively lower levels for males across adolescence
(Leadbeater et al., 1999; Scaramella, Conger, & Simons,
1999). Gender differences in clinical levels of depression fol-
low similar patterns. Gender differences in MDD are nonex-
istent in preadolescence, first emerge in early adolescence
(ages 12–14), and increase dramatically in middle to late ado-
lescence (ages 15–18; Hankin et al., 1998; Lewinsohn et al.,
1998). By midadolescence the prevalence of MDD among
females is more than double that of males; by age 18 approx-
imately 11% of males compared with 24% of females are
diagnosed with depression (Hankin et al., 1998; Lewinsohn
et al., 1998).

Several explanations for these gender differences have
been proposed. According to Nolen-Hoeksema (1994), gen-
der differences in the emotion regulation strategies that males
and females use to cope with distress partially account for
differential rates of depression. In particular, she argued that
females tend to employ passive, ruminative coping styles that
place them at greater risk for depression compared with the
more active and distracting coping styles of males. Other fac-
tors that may be related to gender differences in depression
are adolescents’ self-representations. For instance, females
report lower levels of self-competence than males, and these
differences partially account for differences in symptoms of
depression and anxiety (Ohannessian, Lerner, Lerner, & von
Eye, 1999). In addition, females show more preoccupation
with relationships, threats of abandonment, and loss of nur-
turing compared with males, and these interpersonal vulnera-
bilities are associated with increased internalizing symptoms
(Leadbeater et al., 1999). In general, the quality of relation-
ships with parents and peers shows a stronger relationship to
internalizing symptoms in females than males (Leadbeater
et al., 1999), and females may feel more pressure to conform
to the expectations of parents and peers (Nolen-Hoeksema,
1994). Finally, gender differences in the experience of de-
pression may be related to the finding that females experience
greater stress during adolescence (Nolen-Hoeksema, 1994).
For instance, the changes in body shape and size that females
experience during puberty are generally unwelcome, whereas
the pubertal changes to male body shape and size are
generally valued. In addition, females experience dramati-
cally greater rates of sexual abuse in early adolescence com-
pared with males, which is associated with elevated rates
of depression.

Predictors and Correlates of Internalizing Disorders

Depressed mood has been associated with poor school moti-
vation and performance, marital discord and family conflict,

the experience of stressful life events, low popularity, and, for
females, both early- and late-onset puberty (Leadbeater et al.,
1999; Lewinsohn et al., 1998; Petersen et al., 1993; Roeser,
Eccles, & Sameroff, 1998). Many studies highlight the im-
portance of the interpersonal context of adolescent depressive
disorders. For instance, the quality of attachment between
parents and adolescents plays a role in internalizing adjust-
ment problems. Adolescents with secure attachments experi-
ence fewer symptoms of depression and anxiety, whereas
adolescents with preoccupied, anxious, or avoidant attach-
ment relationships experience relatively more psychological
distress (Allen et al., 1998; Cooper, Shaver, & Collins, 1998;
Marton & Maharaj, 1993; Noom, Dekovic, & Meeus, 1999).
Furthermore, interactions in families with a depressed ado-
lescent are observed to be less cohesive and supportive com-
pared with families with well-adjusted adolescents (Sheeber
& Sorensen, 1998). In addition, inept and inadequate parent-
ing, characterized by less warmth and acceptance, more hos-
tility, greater psychological control, and less consistent
discipline, is associated with increased risk for internaliz-
ing symptoms and clinical depression across adolescence
(Conger, Conger, & Scaramella, 1997; Ge, Conger, Lorenz,
& Simons, 1994; Marton & Maharaj, 1993; Scaramella et al.,
1999). For males, greater psychological control by siblings is
also associated with increases in internalizing symptoms over
time (K. Conger et al., 1997).

These disruptions in parenting and parent-adolescent
relationships may affect depressive symptoms through their
effects on adolescents’ self-representations. For instance, lower
maternal acceptance and greater psychological control are
associated with lower levels of self-worth, which in turn are
associated with elevated levels of depression (Garber,
Robinson, & Valentiner, 1997). Similarly, disrupted parent-
adolescent relationships (i.e., separation-individuation conflicts,
parental rejection, or excessive dependency) are associated
with greater self-critical and interpersonal vulnerabilities,
which in turn are associated with increased depressed mood
(Frank, Poorman, Van Egeren, & Field, 1997). Other intrapsy-
chic variables, such as lower levels of attitudinal and emo-
tional autonomy (Noom et al., 1999) and greater self-awareness
(Chen et al., 1998), are also associated with increased depressed
mood.

PERSONALITY DEVELOPMENT

Much of what we know about personality development is
actually based on research with either young children or
adults. These have been largely disconnected lines of inquiry
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with a long history of research on young children devoted to
studying temperament and a great deal of research on adults
examining personality. These separate lines of inquiry are now
being joined as researchers attempt to understand the overlap
and the connections between temperament in childhood and
personality in adulthood (Sanson & Rothbart, 1995). As the
transition period between childhood and adulthood, adoles-
cence is perhaps an ideal time for considering personality and
temperament. In research on adolescent personality and tem-
perament, several key issues have been identified. These is-
sues include (a) the core structure of personality, (b) the
origins of personality, (c) continuity in personality across the
life span, and (d) the fit between temperament/personality di-
mensions and the social context. These issues as they pertain
to research on adolescence are elaborated in this section.

The Structure of Personality

The search for core features of personality has a long history.
In personality research across the twentieth century, a myriad
of personality traits has been identified, measured, examined,
and linked to each other as well as to the individual’s
psychosocial adjustment. Given the large array of possible
personality constructs, the search for a taxonomy, or descrip-
tive model, of core personality traits has occupied the efforts
of many researchers, particularly those examining personal-
ity in adults (John, 1990). One taxonomy, the Big Five, is
a comprehensive model consisting of five broad personality
traits or factors under which most if not all other descriptors
of personality are subsumed (Goldberg, 1993). This model
is based largely on clusters of adjectives that people use
to describe themselves. The five factors and examples of
adjectives attached to these factors are Extroversion (as-
sertive, enthusiastic, outgoing), Agreeableness (generous,
kind, sympathetic), Conscientiousness (organized, planful,
responsible), Neuroticism (anxious, self-pitying), and Open-
ness/Intellect (curious, imaginative, wide interests; Caspi,
1998; Goldberg, 1993; John, 1990). Growing support for the
Big Five as a meaningful framework for understanding per-
sonality dispositions has emerged over the years. This sup-
port is based on accumulating empirical evidence that the
five-factor structure is robust across many studies and cul-
tures and that it can be used to predict behaviors such as job
performance (Goldberg, 1993; McCrae et al., 1999). Never-
theless, there are other models of personality structure, some
with two or three factors and some with many more (Church,
1994; Eysenck, 1992; Goldberg, 1993).

Given that most research on the Big Five has been con-
ducted on samples of adults, an important question has been

whether these five factors describe the personality structures
of children and adolescents. Studies examining this issue in
American and Dutch samples have appeared in the last
decade, with a five-factor model finding support in samples
of individuals ranging in age from early childhood
through adolescence, including girls and boys (Digman,
1989; Graziano & Ward, 1992; Havill, Allen, Halverson, &
Kohnstamm, 1994; Kohnstamm, Halverson, Havill, &
Mervielde, 1996; van Lieshout & Haselager, 1994). One
study of 12- to 13-year-old African American and Caucasian
boys, rated by their mothers on a set of personality character-
istics, found evidence that the Big Five replicated in this
ethnically diverse sample (John, Caspi, Robins, Moffitt, &
Stouthamer-Loeber, 1994). The results were suggestive also
of two additional dimensions of personality at this age: irri-
tability (whines, feelings are easily hurt, has tantrums) and
positive activity (energetic, physically active). This research
also found that the five factors were linked differentially with
indicators of adolescents’ emotional well-being. For exam-
ple, adolescent boys with externalizing problems were less
agreeable, less conscientious, and more extroverted than
were those not showing externalizing behavior. Boys with
internalizing disorders were high on neuroticism and low
on conscientiousness. Poorer school performance was seen
among boys who scored lower on conscientiousness and
lower on openness (e.g., curiosity).

There are several advantages to identifying a comprehen-
sive model of personality. If researchers agree on and mea-
sure the same set of core dimensions of personality in their
research, the results of their studies are more directly com-
parable. Essentially, acceptance of a model such as the
Big Five ensures that researchers are speaking the same
language. A body of research based on a similarly shared
understanding of constructs can lead to clearer and more
integrated knowledge of the origins, course of development,
and implications of personality (John, 1990). Without a com-
mon set of constructs that can be measured across the life
span, it is more difficult to draw conclusions about how
personality develops from infancy through adulthood—a key
question in developmental psychology. The field of research
on adolescence generally has not been driven by such a
model. Rather, there is wide diversity in the personality
constructs that have been measured in research on ado-
lescence. Typically, selected personality traits such as self-
restraint, aggression, and sensation seeking have been
measured, often in isolation from other personality charac-
teristics (Shiner, 1998). These selected characteristics are
then related to individual differences in adolescent behaviors
such as risk taking, early childbearing, and delinquency
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(e.g., Black, Ricardo, & Stanton, 1997; Feldman &
Weinberger, 1994; Underwood, Kupersmidt, & Coie, 1996).
The Big Five is a promising model that could be used by re-
searchers of adolescent development as a way to understand
links between adolescents’ personalities and their behaviors
and emotional well-being.

The Origins of Personality in Temperament

Whereas the study of personality has been located largely in
the empirical literature on adults, the study of temperament
has been confined mostly to infants and children (for excep-
tions, see Tubman & Windle, 1995; Wills, DuHamel, &
Vaccaro, 1995; Windle, 1992). Only recently has research
on personality and temperament begun to be integrated
(Sanson & Rothbart, 1995). Although researchers concur
neither on a single definition of temperament nor on a core
set of temperamental dimensions, it is generally assumed
that a child’s temperament is composed of multiple be-
havioral attributes present at birth (Kagan, 1998). More-
over, there is purported evidence from twin and adoption
studies of a substantial genetic influence on temperamental
and personality attributes in childhood and adolescence,
although there are nonshared environmental influences as
well (Braungart, Plomin, DeFries, & Fulker, 1992; Caspi,
1998; Rowe, Almeida, & Jacobson, 1999; Saudino,
McGuire, Reiss, Hetherington, & Plomin, 1995). Many
authors believe that temperament forms the substrate of
personality. Specifically, through the influence of the child’s
increasing capacities and interactions with the environment,
temperament evolves or becomes elaborated across child-
hood into a set of differentiated personality traits (Caspi,
1998; Goldsmith et al., 1987; Sanson & Rothbart, 1995;
Shiner, 1998).

The modern study of temperament began with the classic
work of Thomas and Chess (1977; see also Chess & Thomas,
1999), who followed a group of infants into adulthood. Based
on observations of the behavioral styles of these infants,
Thomas and Chess identified nine dimensions of tempera-
ment along which infants varied. Among these dimensions
were activity level, adaptability, intensity of reaction, quality
of mood, rhythmicity, and approach. Thomas and Chess also
classified children as having “difficult” or “easy” tempera-
ments on the basis of their patterns on a select set of tem-
peramental dimensions. Their pioneering work recognized
that early individual differences in temperament were an
influential source of individual differences in parent-child
relations and in later emotional well-being.

Other models of temperament followed, most of which
identified several core dimensions of temperament (Buss &

Plomin, 1984; Goldsmith & Campos, 1986; Rothbart &
Derryberry, 1981). For instance, Buss and Plomin’s (1984)
EAS model identified Emotionality (primarily negative
emotions), Activity, and Sociability as basic dimensions of
temperament. Rothbart and Derryberry (1981) defined tem-
perament as individual differences in two broad dimensions:
reactivity to internal and external stimulation (or the arous-
ability of one’s behavioral, emotional, and biological re-
sponses) and self-regulation (or processes such as attention,
approach, withdrawal, and self-soothing that modulate reac-
tivity). Models of temperament have undergone modifica-
tions and development as research has accumulated (Buss &
Plomin, 1984; Windle & Lerner, 1986). Rothbart and
colleagues have reported that across a number of studies
from early childhood to adulthood, three broad factors of
temperament emerge (Ahadi & Rothbart, 1994; Capaldi &
Rothbart, 1992; Sanson & Rothbart, 1995). The first, labeled
Positive Emotionality, Surgency, or Sociability, is captured
by higher scores on approach, high-intensity pleasure,
and activity subscales. The second, labeled Negative Emo-
tionality or Affectivity, is based on feelings of fear, anger,
discomfort, and sadness. A third factor, called Effortful
Control or Persistence, is defined by inhibitory control,
attentional focusing, low-intensity pleasure, and perceptual
sensitivity.

Generally, personality is seen to be broader and more
differentiated than temperament, with personality incorporat-
ing behavior, motives, emotions, attitudes, and values
(Digman, 1994). Because early-emerging temperamental
characteristics are believed to mature and become elaborated
over time into distinct personality traits (Caspi, 1998), re-
searchers have attempted to delineate how dimensions of
temperament converge with the Big Five personality dimen-
sions (Halverson, Kohnstramm, & Martin, 1994). Interest-
ingly, the three factors of Positive Emotionality, Negative
Emotionality, and Effortful Control appear to map onto
three of the Big Five personality dimensions. Specifically,
Positive Emotionality maps onto the Extroversion personal-
ity dimension in the Big Five, Negative Emotionality maps
onto Neuroticism, and Effortful Control maps onto Consci-
entiousness (Ahadi & Rothbart, 1994; Sanson & Rothbart,
1995). Other scholars, too, have pointed to the overlap
between early emerging dimensions of temperament and
adolescent and adult personality structure (Caspi, 1998;
Digman, 1994; John et al., 1994; Shiner, 1998).

Continuity in Temperament and Personality

The assumption that temperamental attributes present in child-
hood are predictive of later temperamental or personality
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attributes leads us to ask whether there is continuity in these
attributes—a question that can only be answered with longitu-
dinal studies following the same individuals from childhood to
adulthood. Such studies have examined stability coefficients,
that is, correlations between specific temperamental attributes
in infancy or childhood and those same aspects of tempera-
ment at a later point. Earlier studies of temperamental stability
indicated only moderate stability across time, but more recent
studies that have controlled for conceptual and methodologi-
cal problems show relatively high stabilities (in the .70s to
.80s) in temperamental characteristics such as sociability and
irritability from infancy to age 7 or 8 years (Pedlow, Sanson,
Prior, & Oberklaid, 1993; Sanson & Rothbart, 1995). Thus,
there is evidence for continuity in temperamental characteris-
tics, although there is also room for change.

Insight into the issue of continuity is also gained by exam-
ining how early temperament is linked with later personality
traits. One study, conducted in New Zealand, followed indi-
viduals from age 3 to young adulthood (Caspi, 2000; Caspi &
Silva, 1995). At the age of 3, analyses identified three replic-
able groups of children based on ratings of their behavior.
These groups were labeled as Undercontrolled (e.g., impul-
sive), Inhibited (e.g., fearful), and Well Adjusted (e.g., coped
well, friendly). At the age of 18, these groups were re-
assessed for personality traits. There were clear and signifi-
cant associations between temperamental styles at age 3 and
personality at age 18. For example, children who were under-
controlled at age 3 had similar characteristics at age 18: They
were characterized as impulsive, danger-seeking, high on
negative emotionality, and engaged in conflict with others.
Inhibited children became rather cautious as young adults,
showing a restrained behavioral style: harm-avoidant, not
aggressive, and not interpersonally assertive. Well-adjusted
children became normal young adults, showing no extreme
scores on any personality dimension.

Thus, this study provided evidence for continuity in
behavioral styles from early childhood through adolescence.
Moreover, in the longer term the early temperamental
characteristics of these children were predictive of a wide
variety of aspects of functioning, including the quality of
interpersonal relations, the availability of social support,
unemployment, psychiatric disorders, and criminal behavior
(Caspi, 2000). Other studies, too, demonstrate continuities
in temperament and personality characteristics such as be-
havioral inhibition and shyness (Kagan, 1989; Katainen,
Räikkönen, & Keltikangas-Järvinen, 1998). Continuities in
personality may result from a kind of snowballing effect
in which early temperamental styles create consequences,
situations, and interactions with others that serve to reinforce
natural tendencies (Caspi & Silva, 1995).

The Goodness-of-Fit Model of Temperament

Even though there are clear links between one’s early person-
ality and later functioning, some authors assert that the
import of temperament is best understood by examining the
context in which it takes place. A goodness-of-fit model of
temperament posits that the impact of children’s tempera-
ment on their development is a function of how well their
temperamental characteristics fit the demands of the social
context (Chess & Thomas, 1999; Thomas & Chess, 1977).
When the child’s temperament matches those demands, there
is a greater likelihood that social interactions will be favor-
able to the child’s development. A poor fit, however, may
jeopardize his or her social interactions and subsequent
psychosocial adjustment (Chess & Thomas, 1999; Lerner &
Lerner, 1983; Nitz, Lerner, Lerner, & Talwar, 1988; Talwar,
Nitz, & Lerner, 1990; Thomas & Chess, 1977). In one study
(East et al., 1992), young adolescents’ fit with their peer
group was measured by assessing the difference between
adolescents’ own temperamental characteristics and their
classroom peers’ judgments of preferred temperamental char-
acteristics in classmates. These difference or fit scores were
then correlated with measures of adolescents’ psychosocial
competence. As expected, the adolescent’s fit with peer
group demands for particular temperamental attributes was
linked with a variety of measures. For instance, adolescents
whose characteristics of adaptability (mood, flexibility, and
approach behaviors) matched their peers’ demands for adapt-
ability received favorable nominations from peers on socio-
metric measures. Fit scores for adaptability and rhythmicity
also were linked with self- and teacher-rated psychosocial
competence. Moreover, some of the relations between fit and
psychosocial competence were found consistently across
three times of measurement from the beginning to the end of
Grade 6. These findings provide evidence that a closer match
between the adolescent’s temperament and the social context
is linked with more desirable psychosocial functioning.

Goodness-of-Fit in Parent and Adolescent Temperaments

One way to conceptualize adolescents’ fit with the social
context is to consider how adolescents’ and parents’ tempera-
ments work together. That is, both members of a parent-
adolescent dyad bring to their relationship temperamental
characteristics that may be complementary—or that may
clash. In this sense, one family member’s temperament im-
poses demands on the other, whose own temperament may
not fit with those demands (Kawaguchi, Welsh, Powers, &
Rostosky, 1998). For example, an adolescent who is rigid
with respect to approaching new situations might have a
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more harmonious relationship with a parent who is flexible
than with a parent who is equally rigid. Mismatched tem-
peramental styles might eventuate in conflicted or perhaps
even hostile relations. Few researchers have examined parent-
adolescent relations as a joint function of the temperaments of
parents and adolescents, although there are such studies of
younger children (Belsky, 1996; Kawaguchi et al., 1998).

In a test of a goodness-of-fit model in parent and adoles-
cent temperaments, Galambos and Turner (1999) examined
in 7th-grade adolescents and their parents whether two broad
dimensions of parent and adolescent temperaments (i.e.,
adaptability and activity level) combined or interacted to
predict the quality of parent-adolescent relations. There were
significant interactions between parent and adolescent di-
mensions of temperament in the prediction of some aspects
of the parent-adolescent relationship. For example, mother-
son conflict was highest in dyads comprised of mothers low
on adaptability and their low-activity sons. The authors
speculated that low activity levels in sons were not inter-
preted happily by less adaptable mothers who might have
expected boys to be highly active (in keeping with sex stereo-
types). On the other hand, mother-daughter conflict was
highest in dyads in which mothers were less adaptable and
daughters were more active. Again, less adaptable mothers
may have had difficulties with girls whose patterns of high
activity were not in keeping with traditional sex stereotypes
of appropriate female behavior. Another set of results demon-
strated that the combination of low adaptability in both
fathers and daughters was associated with more psychologi-
cally controlling behavior in the fathers. Moreover, less
adaptable daughters reported higher levels of conflict with
their less adaptable fathers than did other daughters. Low
adaptability may be a risk factor for less optimal parent-
adolescent relations, particularly when found in both mem-
bers of the parent-adolescent dyad. Although these results
were based on correlational data, they are consistent with a
goodness-of-fit model. Selected aspects of parent and adoles-
cent temperaments fit better with each other than do others, as
indicated by the quality of parent-adolescent relations.

EMERGING TRENDS AND FUTURE DIRECTIONS

In the previous sections we have reviewed contemporary
research related to emotional well-being, emotional distress,
personality, and temperament during adolescence. In this
final section we would like to highlight four emerging areas
of investigation in research on emotions and personality
in adolescence. These trends include (a) a more explicit
focus on indications of optimal emotional adjustment in

adolescence, (b) an examination of cultural variations in
emotions and personality during adolescence, (c) an integra-
tion of temperament into the study of adolescent adjustment,
and (d) the increasing use of person approaches to studying
emotion and personality.

A Focus on Optimal Development

The first emerging theme in research on adolescents’
emotional and personality development is a focus on positive
adolescent development (Lerner, Fisher, & Weinberg, 2000;
Lerner & Galambos, 1998). Adolescent research has been
criticized for focusing too much on adolescent problem
behaviors and distress, or defining positive development as
the absence of difficulties, rather than focusing explicitly on
the development of positive, adaptive qualities (Galambos &
Leadbeater, 2000; Larson, 2000; Schulenberg, Maggs, &
Hurrelmann, 1997; Wagner, 1996). However, research into
healthy adolescent development is emerging. Some of this
work identifies the protective factors that enable youth in
high-risk environments to reach their full potentials. For
example, a review of programs designed to promote healthy
youth development (Roth, Brooks-Gunn, Murray, & Foster,
1998) highlights the diverse ways in which communities and
schools are working to build strengths among adolescents.

Other research in this area explores the development of
specific positive qualities among all adolescents. For instance,
Wentzel and McNamara (1999) examined the development of
prosocial behaviors among early adolescents. Prosocial be-
haviors, such as cooperation, sharing, and helping, were as-
sessed through peer nominations. They found that prosocial
behaviors are facilitated by feelings of peer acceptance. The
role of family support in the development of prosocial behav-
iors was indirect, mediated by emotional distress. Thus, ado-
lescents who are accepted by their peers and who are able to
regulate their emotions effectively may have more opportuni-
ties to learn prosocial skills. Larson (2000) focused on the
development of initiative during adolescence. He defined ini-
tiative as the internal motivation to pursue a challenging goal
and saw it as a prerequisite for the development of other posi-
tive qualities such as leadership and altruism. Adolescents
who display initiative feel invested in and excited about their
futures. Larson’s research highlights the types of contexts
that promote initiative and other positive qualities. These con-
texts consist of structured extracurricular activities, such as
sports or organized hobbies, which provide the intrinsic moti-
vation and concentrated attention that are believed to foster
initiative.

In order to examine positive adolescent development
systematically, a model or definition of the components of
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optimal development is necessary. Lerner et al. (2000) out-
lined a model of adolescent development in which five broad
features of positive adolescent development are identified.
These five characteristics include (a) Caring/Compassion
(e.g., empathy), (b) Competence (cognitive, behavioral, and
social), (c) Character (e.g., integrity), (d) Connection (e.g.,
positive bonds with others and with society), and (e) Con-
fidence (e.g., self-efficacy). Similarly, Wagner (1996) de-
veloped a model of optimal development in adolescence.
He defined aspects of optimal development within six
domains: Biological, Cognitive, Emotional, Social, Moral,
and Vocational. Within the Emotional domain, for example,
optimal development is indicated by qualities such as emo-
tional awareness, self-confidence, optimism, and resilience.
Such attention to positive adolescent development holds
great promise to increase our understanding of the de-
velopmental factors and assets that enable adolescents not
just to survive but to thrive (Scales, Benson, Leffert, & Blyth,
2000).

Cultural Variations in Emotional and
Personality Development

A second theme that is emerging in research on adolescents’
emotional and personality development concerns the role of
culture and ethnicity in adolescent development. It is beyond
the scope of this chapter to review all of the literature on
cultural influences and differences in adolescent develop-
ment. However, here we survey some of the major areas
of inquiry.

The past decade has seen increasing interest in examining
the emotional well-being of ethnically diverse adolescents
(e.g., Luster & McAdoo, 1994; McAdoo, 1993).AmongAsian
and Asian American adolescents, researchers have
investigated indicators of adjustment such as psychosocial
competence (Mantzicopoulos & Oh-Hwang, 1998; Sim,
2000), autonomy (Juang, Lerner, McKinney, & von Eye,
1999), and self-esteem (Watkins, Dong, & Xia, 1997), as well
as indicators of maladjustment, such as anxiety (Hishinuma,
Miyamoto, Nishimura, & Nahalu, 2000), depression (Ying,
Lee, Tsai, Yeh, & Huang, 2000), and psychological distress
(Chiu, Feldman, & Rosenthal, 1992). Because most theories
of emotional development in adolescence were developed
based on research with European American participants,
research with ethnically diverse participants is necessary to
evaluate whether theories of adolescence generalize to other
segments of the population. Some of this literature highlights
similarities in the predictors of adolescent emotional de-
velopment across ethnic groups. Using Chinese adolescents as
an example, many aspects of positive parenting, such as warm

parent-child relationships, firm control, monitoring, and the
absence of coercive exchanges, are related to higher levels of
adolescent emotional well-being in locations such as Hong
Kong (Shek, 1997a, 1997b) and Shanghai (Chen, Dong, &
Zhou, 1997; Chen, Liu, & Li, 2000; Chen, Rubin, & Li, 1997).
However, within North America the evidence is mixed. Some
researchers find similar relationships between parenting and
adolescents’ emotional adjustment across cultural groups
(Greenberger & Chen, 1996; Kim & Ge, 2000), whereas oth-
ers find that these relationships do not replicate in different
cultural groups (e.g., Barrett Singer & Weinstein, 2000) or that
the specific domains of adolescent adjustment that are affected
vary by cultural group (e.g., Bradley & Corwyn, 2000).An im-
portant area for future research is to continue to evaluate
whether the cultural context within North America moderates
the effects of external factors on adolescent’s emotional
well-being and distress (e.g., Collins, Maccoby, Steinberg,
Hetherington, & Bornstein, 2000).

Research with adolescents from ethnically diverse back-
grounds also highlights the need to consider emotional devel-
opment in a cultural context. For instance, Costigan and
Cauce (in press) examined developmental changes in adoles-
cent autonomy and parent-adolescent conflict across adoles-
cence among a sample of African American mothers and
daughters. Although past literature has described African
American mothers as restrictive or authoritarian, findings
from this study suggested that mothers were appropriately
selective in their willingness to relinquish control and grant
autonomy. For example, mothers retained a higher amount of
decision-making authority around important safety-related
issues, despite a high level of conflict, whereas they allowed
greater adolescent autonomy around personal issues such as
hairstyles. These findings illustrate the challenge that African
American mothers face in balancing the demands of protect-
ing children while also fostering a sense of competence. For
African American families such parenting challenges may be
met through the assistance of an extended family network
that provides goods, services, and emotional support to
its members (McAdoo, 1997). Clearly, how the cultural con-
texts helps shape adolescents’ emotional development merits
further attention.

Another way in which culture may affect adolescents’
emotional development is by influencing adolescents’ ten-
dencies to express different emotions and the strategies used
to regulate emotions. Emotions are managed in culture-
specific ways (Thompson, 1994). First, there are cultural dif-
ferences in how adolescents construe emotional events. For
example, Liem, Lim, and Liem (2000) argued that the emo-
tional responses of Asian Americans are generally more other
oriented, focusing on interdependence, whereas European
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Americans are generally more self-oriented, focusing on
independence. They find that these self-construals change as
a result of acculturation. Second, cultures differ in their
expectations for emotional displays (Campos et al., 1994).
Chinese parents, for example, view dependency, caution,
behavioral inhibition, and self-restraint in children more
favorably than do parents in Western cultures (Chen, Rubin,
& Li, 1997). Finally, cultures have varying emotional base-
lines and tolerances for the expression of emotions such
as support, disagreement, and disapproval (Stillars, 1995).
When there is a higher overall baseline for an emotion, there
is also a greater tolerance for its expression, so that its
expression in any given instance carries less impact. Alterna-
tively, the impact of expressing an emotion for which there is
less tolerance is accentuated (Stillars, 1995). This may be one
mechanism by which culture moderates the effects of exter-
nal events, such as parenting, on adolescent adjustment. For
example, if lower levels of emotional expressiveness are
more normative in Chinese culture, then Chinese parents may
not be experienced as less warm by their children (e.g., Chao,
1994). In comparison with Western adolescents, an objec-
tively lower amount of warmth may need to be present before
the Chinese adolescents experience it as such.

A consideration of cultural influences also highlights
culture-specific predictors of emotional well-being and
culture-specific domains of emotional development. For
example, for African American adolescents, perceptions
of differential treatment based on race are associated with
increases in depression and anger over time (Roeser et al.,
1998). Furthermore, issues such as family obligations
(e.g., Fuligni, Tseng, & Lam, 1999), parental respect (e.g.,
Chao, 2000), intergenerational value discrepancies (e.g.,
Phinney, Ong, & Madden, 2000), and acculturative stress are
important constructs to examine in order to gain a full under-
standing of the emotional adjustment of immigrant and
minority adolescents (e.g., Fuertes & Westbrook, 1996;
Hovey & King, 1996; Kwan & Sodowsky, 1997; Thompson,
Anderson, & Bakeman, 2000).

Perhaps the most salient culture-specific domain of
emotional adjustment for ethnically diverse adolescents is
ethnic identity. Ethnic identity is an important component of
overall identity formation, and adolescence is a crucial time
for ethnic identity exploration and commitment (Phinney,
1992). Spencer and colleagues (Spencer, Dupree, &
Hartmann, 1997) proposed a phenomenological variant of
ecological systems theory (PVEST) model to explain the de-
velopment of stable identities (including ethnic identity) and
other aspects of healthy youth development. This model sug-
gests that ethnic identity formation results from an interac-
tion between the stressors that youths encounter in daily life

and the subjective understanding or meaning that adolescents
ascribe to these experiences.

Ethnic identity is comprised of two primary factors: ethnic
identification (e.g., pride in one’s ethnic group) and explo-
ration (e.g., trying to find out more about one’s ethnic group;
Spencer, Icard, Harachi, Catalano, & Oxford, 2000). Adoles-
cence is a key time for ethnic identity development because
of advancing cognitive abilities as well as specific ethnic
socialization experiences (Quintana, Castañeda-English, &
Ybarra, 1999; Spencer et al., 1997). The salience of ethnic
identity changes with changes in context, such as moving
to a location where one is a minority member (Ichiyama,
McQuarrie, & Ching, 1996). However, greater acculturation to
a host culture does not necessarily mean a decrease in ethnic
identification (Liu, Pope-Davis, Nevitt, & Toporek, 1999).
Finally, ethnic identity has implications for adolescents’ emo-
tional well-being. In general, a stronger sense of one’s ethnic
identity is related to higher feelings of self-esteem (Gray-Little
& Hafdahl, 2000; Phinney, Cantu, & Kurtz, 1997; Phinney &
Chavira, 1992) and self-efficacy (Smith, Walker, Fields,
Brookins, & Seay, 1999). However, the relationship between
ethnic identity and psychological adjustment is not always
consistent and may depend on other factors such as one’s iden-
tification with the host culture and the ethnic density of one’s
community (Eyou, Adair, & Dixon, 2000; McAdoo, 1993).

Integration of Temperament Into the Study
of Adolescent Adjustment

A third emerging theme in research on adolescents’ emotional
and personality development concerns integrating the role of
temperament into models of adolescent adjustment. Research
in this area has accelerated as the construct of emotion regu-
lation has gained prominence in the study of adolescent de-
velopment. The first step in integrating temperament into this
research is to differentiate temperament from related con-
structs such as mood and emotion regulation. For instance, as
outlined by Kagan (1994), the concept of emotion has been
used to refer to acute and temporary changes in feeling, more
permanent affective states that endure over years, and tem-
peramentally based predispositions to react to events in cer-
tain ways. Kagan argues that we need to distinguish between
chronic mood states and temperamental characteristics. Indi-
viduals with various temperaments differ in the ease with
which they experience different emotions, and the emotions
experienced may be qualitatively different. Indeed, Kagan
(1998) concluded that variation in temperamental character-
istics helps to explain why some children do not experience
trauma-related symptoms even in the face of major stressors
such as kidnapping or divorce. Rothbart and Bates (1998)
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proposed a number of possible models of the direct, indirect,
and interactive effects of multiple temperamental traits on
multiple adjustment indicators. Their explication of such
linkages provides an abundance of possible processes that
can and should be investigated.

Furthermore, we need to differentiate between tempera-
ment and emotion regulation skills (Underwood, 1997).
Temperament affects the intensity of emotional experi-
ence. As a result, an individual who experiences emotions
more intensely faces a greater challenge in emotion regula-
tion. Similarly, individuals with different temperaments
experience different levels of arousability. Because of differ-
ences in arousability, it is difficult to determine whether an
adolescent who is apparently effectively managing an emo-
tionally challenging situation is superior at emotion regulation
compared with an adolescent who is having more difficulty, or
whether that adolescent is simply less reactive (Kagan, 1994).
Future research needs to distinguish purposeful emotion regu-
lation from low arousability.

The concept of emotion regulation highlights the role of
temperament in socialization processes (e.g., Contreras et al.,
2000). Much attention has been directed at the environmental
antecedents of different emotional states, positive and nega-
tive. For instance, as reviewed earlier, parenting behaviors
influence the development of adaptive emotion regulation,
such as self-esteem and psychosocial maturity, as well as
dysregulated emotions such as depression. However, adoles-
cent adjustment and maladjustment are affected not only by
an interpersonal environment that encourages or discourages
certain qualities, but also by a person’s temperamental dispo-
sitions (Kagan, 1994). Future research needs to assess how
temperament and socialization work together to influence the
development of emotion regulation (Underwood, 1997).

Different models for considering both temperament and
socialization in adolescent adjustment are emerging. For
instance, Calkins (1994) integrated research on the develop-
mental consequences of temperament and parenting styles in
her model of the development of social competence in child-
hood. She examines the relative contributions of internal and
external sources of individual differences in emotion regula-
tion. Internal factors include temperamental characteristics
such as physiological regulation (e.g., heart rate) and be-
havioral tendencies (e.g., soothability, reactivity). External
factors include parents’ explicit training in emotion regula-
tion skills as well as more global parenting styles (e.g.,
responsiveness, control). In this model, these internal and
external factors independently influence a child’s emotion
regulation style, which in turn affects subsequent interper-
sonal functioning such as relationships with peers (Calkins,
1994).

Other models highlight the transactional, bidirectional
relationship between temperament and socialization (Collins
et al., 2000; Wills et al., 1995). Reciprocal models of parent
and child effects (e.g., Bell & Chapman, 1986) are not new to
the study of child development. These models consider not
only how parenting practices affect child development but
also how children’s behavioral qualities affect the type of
parenting they receive. Some of the research in this area has
focused specifically on temperament. For instance, children
with impulsive and irritable temperaments elicit more nega-
tive parenting than do children with less difficult tempera-
ments (Dix, 1991). A longitudinal study found that parental
punitive reactions to children’s negative emotions at ages 6 to
8 were linked to increases in these children’s problem behav-
iors and negative emotions by early adolescence (ages 10 to
12; Eisenberg et al., 1999). Such bidirectional models are
rare, but much needed, in the study of emotions and social-
ization in adolescence.

Another model of how temperament can be integrated into
studies of adolescent adjustment is emerging from research
demonstrating how temperamental traits affect adolescents’
susceptibility to parenting and other external events (e.g.,
Colder, Lochman, & Wells, 1997). What might promote pos-
itive adjustment for one adolescent, or most adolescents, may
be relatively ineffective with other adolescents. In childhood,
evidence is accumulating that different children may require
and respond to different levels of structure and support based
on their temperamental characteristics (e.g., Belsky, Hsieh, &
Crnic, 1998). For example, a hyperactive child may respond
well to the type of strict limit setting that would stifle the
competence of a shy child. Thus, temperament may moderate
the association between parenting practices and adolescent
adjustment.

Recent work with youth in late childhood and early
adolescence examines these models. For instance, Lengua
and colleagues (Lengua & Sandler, 1996; Lengua, Wolchik,
Sandler, & West, 2000) have examined the role of tempera-
ment in early adolescents’ adaptation to parental divorce. In
one study the temperamental trait of approach-flexibility
(one’s orientation toward change and new situations) moder-
ated relationships between adolescents’ coping styles and
their psychological symptoms. In particular, active coping
strategies were related to less anxiety for adolescents with
flexible temperaments but was unrelated to adjustment for
adolescents with less flexible temperaments. Avoidant coping
styles were related to greater anxiety and conduct problems
for adolescents with less flexible temperaments but were un-
related to adjustment for adolescents with more flexible
temperaments. Thus, certain temperamental styles appear
to be protective.
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In another study of adolescent adjustment to parental
divorce, Lengua et al. (2000) found that early adolescents’
temperaments moderated the relationship between parenting
practices and their psychological adjustment. Specifically,
they found that inconsistent discipline and parental rejection
were related to adolescent depression only for adolescents
with more difficult temperaments (high on impulsivity and
low on positive emotionality). Similarly, inconsistent dis-
cipline and parental rejection were related to conduct prob-
lems for adolescents low in positive emotionality and high on
impulsivity. These parenting styles were unrelated to conduct
problems for adolescents with easier temperaments (high on
positive emotionality and low on impulsivity).

Finally, in a sample of fourth- and fifth-grade boys, Colder
et al. (1997) found that temperament (i.e., fear and activity lev-
els) moderated the relationship between parenting behaviors
and children’s adjustment. For example, harsh parenting was
related to high levels of aggression only for boys with highly
fearful temperaments, and poor parental monitoring was re-
lated to higher levels of aggression only for boys with highly
active temperaments. In addition, both harsh parenting and
overinvolved parenting were related to greater symptoms of
depression only for boys with highly fearful temperaments.

Overall, the previous studies illustrate some of the
challenges faced by researchers who wish to incorporate
adolescent temperament into the study of adolescent adjust-
ment, as well as some of the theoretical models that are being
used to study these effects. Future research that continues to
integrate temperament will likely lead to important advances
in our understanding of how to promote healthy adolescent
adjustment.

Person Approaches to Understanding Emotion
and Personality

Afourth emerging theme is captured by the increasing number
of empirical studies of adolescent emotional and personal-
ity development that are based on person (or pattern) ap-
proaches (e.g., Caspi, 2000; Salmivalli, 1998; Schulenberg,
Wadsworth, O’Malley, Bachman, & Johnston, 1996). The per-
son approach considers individuals in a holistic manner, as
organisms consisting of multiple attributes (e.g., cognitive,
biological, behavioral) that are integrated into an organized
system (Block, 1971; Magnusson & Törestad, 1993; see also
chapter by Kerr, Stattin, & Ferrer-Wreder in this volume).
Advocates of the person approach argue that the individual’s
pattern or profile across a number of indicators (the total con-
figuration of variables) may carry more meaning for un-
derstanding that individual’s development than do single
variables (Magnusson & Cairns, 1996). The person is the unit

of analysis, and individuals who share similar profiles are
grouped together (Stattin & Magnusson, 1996). These groups
may then be compared on other relevant variables and devel-
opmental trajectories.

The person approach can be contrasted with the traditional
variable approach, on which most research on adolescence is
based. The variable approach examines interrelations among
single variables, assuming that these interrelations justify
inferences about how variables function in individuals
(Magnusson & Cairns, 1996). Magnusson and Törestad
(1993) argued, however, that the variable approach masks
qualitative differences among people and is limited with
respect to delineating how variables operate together within
subgroups of individuals. Indeed, in a longitudinal study fol-
lowing individuals from childhood to early adulthood, Stattin
and Magnusson (1996) showed that more variance in adult ex-
ternalizing behaviors was explained by the constellation of
characteristics present in adolescence (i.e., a combination of
the adolescent’s involvement in multiple risk behaviors such
as truancy and family background risks such as father’s alco-
holism) rather than by individual predictor variables.

The person approach can be applied to many phenomena
in the study of adolescent emotional and personality develop-
ment. It may be one way to answer the frequent call for more
examination and integration of multiple levels of adolescent
development, including the biological, psychological,
cognitive, and contextual (e.g., Susman, 1997; chapter by
Susman, Dorn, & Schiefelbein in this volume).

Consider a recent study by Galambos and Tilton-Weaver
(2000). These authors were intrigued by speculation in the
literature on psychosocial maturity that some adolescents,
rather than being psychosocially mature, were actually
pseudomature: They maintained the appearance of maturity
through behavioral means (e.g., engagement in problem
behaviors such as drinking) without showing genuine
psychological maturity (e.g., a stable sense of identity, self-
reliance, and a strong work ethic; Greenberger & Steinberg,
1986). Galambos and Tilton-Weaver were also intrigued by
previous findings showing that adolescents who engaged in
higher levels of problem behavior also had older subjective
ages (i.e., they felt older than their chronological ages),
indicating a possible mismatch between their subjective
levels of maturity and their actual behavior (Galambos,
Kolaric, Sears, & Maggs, 1999). Following a person ap-
proach, Galambos and Tilton-Weaver hypothesized that
pseudomaturity could be defined by high levels of problem
behavior, an older subjective age, and low levels of psy-
chological maturity—a constellation of behavioral, psycho-
logical, and subjective attributes. Indeed, in a sample of
Canadian adolescents ranging in age from 10 to 17, 13%
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emerged as pseudomature (high problem behavior, older sub-
jective age, low psychological maturity). There was also a
mature cluster (43% of the sample) who were low on prob-
lem behavior, felt slightly older than their chronological ages,
and scored high on psychological maturity. The final cluster,
immature adolescents, comprised 44% of the sample. They
reported low levels of problem behavior, were psychologi-
cally immature, and felt relatively young.

The three clusters of adolescents who emerged differed in
other ways as well (Galambos & Tilton-Weaver, 2000). Com-
pared to the mature and immature adolescents, the pseudoma-
ture adolescents were more advanced with respect to pubertal
status, reported a stronger desire to be older and to attain adult
privileges, were more socially active, and reported more con-
flict with mothers (among boys). Compared to mature adoles-
cents, immature adolescents reported a stronger desire to be
older, more conflict with mothers, and less acceptance from
mothers. The authors concluded that both pseudomature and
immature adolescents had a poorer fit with their social envi-
ronments than did the mature adolescents.

This and similar research speak to the advantages of using
person approaches to understand the adolescent as a whole
person with multiple, interrelated attributes. Some research
questions demand that researchers attempt to integrate
biological (including hormonal), cognitive, emotional, psy-
chological, and contextual characteristics in seeking to un-
derstand adolescents’ lifelong development. The person
approach is an exciting paradigm that will add much to our
accumulating knowledge of emotional and personality devel-
opment in adolescence.

SUMMARY

In this chapter we highlighted research on adolescents’ emo-
tional development, describing emotion regulation as a useful
framework for viewing and uniting broad areas of research on
emotional well-being and distress. Theory on adolescents’
self-systems and their psychosocial maturity were discussed
as models that integrate a variety of indicators of adaptive
emotion regulation. The general concepts of internalizing and
externalizing problems were discussed as indicative of adoles-
cents’ emotional distress and reflective of the experience of
emotional dysregulation. Given the significant gender differ-
ence in the prevalence of internalizing disorders (with more
adolescent girls affected), we reviewed recent research on pre-
dictors and correlates of internalizing symptoms.

We also reviewed some recent research on personality
and temperament in adolescence, identifying major issues in
the structure of personality, the origins of personality, and

continuity in personality and temperament across time. Re-
cent research shows that the Big Five model of personality,
based on years of research with adult samples, replicates in
samples of adolescents. Moreover, links have been estab-
lished between dimensions of temperament in childhood and
later personality traits. The goodness-of-fit model of tem-
perament was reviewed as a way of understanding how
temperament may be shaped, viewed, and responded to dif-
ferently depending on the social context.

Finally, we identified four exciting themes in recent
research on emotion and personality development. The first
is a focus on adolescents’ optimal development, with a call
for better measurement of successful outcomes. The second
refers to cultural variations in emotional and personality
development, a trend that has burgeoned over the last several
years. The third theme involves studies that integrate knowl-
edge of temperament into studies of adolescent adjustment,
focusing on the role that temperament may play in emotional
expression and regulation. The fourth emerging theme in-
volves increasing interest in conducting studies of adoles-
cents’ emotional and personality development from a person
approach, which considers intra-individual constellations of
multiple attributes in the search for understanding develop-
mental trajectories.

Knowledge emerging from research on these themes
has potentially important implications for the targeting, de-
sign, and effectiveness of prevention and intervention pro-
grams. The identification of emotion regulation as a salient
marker of positive youth development means that school- and
community-based programs can be designed to help young
people regulate and cope with their emotions. Emotion reg-
ulation is a strength that consists of a set of skills and strate-
gies, and this asset can be acquired. Teaching effective
emotion regulation fits with the goals of prevention programs
designed to promote healthy youth development by increasing
youth strengths (e.g., Roth et al., 1998).

But do all children and adolescents need training in
effective emotion regulation? The research examined here
suggests that successful emotion regulation is more of a
challenge for some children and adolescents than for others,
for example, those with a set of individual risk factors, such
as a temperament characterized by negative emotionality
and strong reactivity. Thus, in addition to general school- and
community-based programs for adolescents at large, some
intervention programs could be designed to target at-risk chil-
dren and adolescents (e.g., those who have been identified as
having anger control problems or being easily distressed). If
deficits in emotion regulation are caught and addressed early
enough, it is likely that the individual will have a more positive
developmental trajectory into adulthood.
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Prevention and intervention programs should incorporate
the important role of parents in promoting positive youth
development. Research on the interaction between parenting
and temperament is moving toward a clearer understanding
of parenting behaviors that are more or less suited to particu-
lar temperaments (i.e., goodness of fit). Given the central role
of parenting in promoting positive youth development, a wide
range of family strengthening and parent-training programs
has been developed (for a review, see Kumpfer, 1999). The
goals of these programs are to decrease the risk factors asso-
ciated with developmental problems and increase protective
family factors, including supportive parent-child relations.
The promotion of emotion regulation strategies and preven-
tion of emotional dysregulation among parents and adoles-
cents could be included as important components of these
programs.

In designing effective interventions and social policies,
we need to know more about how families, peers, schools,
and cultural contexts moderate the relationships among
temperament, emotional regulation, and adolescent adjust-
ment. Attention to diverse cultural contexts is particularly
important in this regard. For instance, we need to know more
about the contexts that promote the achievement of stable eth-
nic identities, the stressors that challenge ethnic identity de-
velopment, and the relationship of ethnic identity to other
indicators of well being. In addition, we need to identify ways
in which models of healthy youth development apply to cul-
turally diverse adolescents (e.g., universal protective factors)
and the ways in which they need to be modified to fit unique
experiences (e.g., incorporating the experience of racism).

The four emerging themes that we have identified are just
beginning to provide the specific empirical knowledge we
need to design effective prevention and intervention efforts.
To accomplish this, however, it is essential that social
policies support (a) the view that the emotion regulation is an
issue of health promotion, (b) funding for basic research
in the general area of emotion regulation, (c) funding for
research and programming that explicitly addresses similari-
ties and differences in the needs and strengths of adolescents
from diverse ethnic backgrounds, and (d) funding for applied
research that evaluates the effectiveness of prevention and
intervention programs designed to increase effective emotion
regulation.

As this chapter has shown, researchers have learned a
great deal about adolescents’ emotional and personality
development. The field of research on adolescence is a very
active and exciting one, with promising new developments
that bring us ever closer to obtaining a more comprehensive
understanding of the interacting forces that shape adolescent
behavior. With a more complete picture, we will be better

able to influence adolescents’ lives in ways that will be of
benefit to them as they mature into adulthood.
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Adolescence is a time of life marked by change and rapid
development. In fact, few developmental periods are charac-
terized by so many changes at so many different levels as is
adolescence. These changes are associated with pubertal
development and the emergence of reproductive sexuality;
social role redefinitions; cognitive, emotional, and moral
development; and school transitions (e.g., Hamburg, 1974;
Lerner, 1995; Simmons & Blyth, 1987).

The purpose of this chapter is to examine risk and protective
factors within adolescents and their environments and the man-
ifestation of those factors in terms of risk behaviors or re-
siliency. Presented first is a detailed exploration of four major
risk behaviors in adolescents (i.e., teenage sexual activity, alco-
hol and substance use/abuse, delinquency and antisocial behav-
ior, and school failure) and the risk factors found to be
associated with them. The comorbidity of those behaviors and
factors is also discussed. The chapter then investigates the be-
ginning of resiliency research and follows the field’s develop-
ment through to its current status and theoretical understanding
of resiliency. Also discussed are the empirical findings related
to protective factors and their interaction with risk factors.
Finally, directions for future research are presented.

We hope that readers will gain a clearer understanding of
the factors that enhance positive development and those

factors that inhibit positive development. This chapter strives
to provide specific attention to the major risks as well as their
comorbidity. Understanding risk behaviors forms a founda-
tion that fosters our understanding of the influence of risk
behaviors on the developmental trajectory of young people.
Moreover, specific attention to major risk behaviors also
offers a basis for understanding the importance of multiple
ecological influences, multiple constitutional influences, and
the interactions that occur between them. These interactions
are critical to the overall development of adolescents, both in
positive and negative directions. In addition, understanding
why so many are able to overcome adversity provides us with
some direction in intervention efforts. Clearly, the ability
to intervene within contexts that comprise the adolescents’
world is essential if we are to create opportunities that will
promote the positive development of young people.

RISK BEHAVIORS AND RISK FACTORS

The term risk behavior refers to any behaviors or actions
that have the potential to compromise the biological and
psychosocial aspects of a developmental period. Involve-
ment in risk behaviors jeopardizes several areas of human
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development: (a) physical health, physical growth; (b) the ac-
complishment of normal developmental tasks; (c) the fulfill-
ment of expected social roles; (d) the acquisition of essential
skills; (e) the achievement of a sense of adequacy and com-
petence; and (f) the appropriate preparation for the next
developmental period of the life span, (i.e., young adulthood
for adolescents; e.g., Jessor, Turbin, & Costa, 1998).

The literature provides evidence that risk pertains to the
relationship between the individual and the context (e.g.,
Elliott & Eisdorfer, 1982; Masten, 2001; Werner & Smith,
1992). Moreover, research has found that possession of a par-
ticular instance or level of either individual characteristics or
embeddedness in a specific context affords different proba-
bilities of experiencing risk (e.g., Dohrenwend, Dohrenwend,
Pearlin, Clayton, & Hamburg, 1982; Garbarino, 1994). Risk
characteristics refer, then, to those individual and contextual
characteristics associated with a decreased likelihood of
healthy psychosocial and physical development. Outcome
behaviors might include dropping out of high school, delin-
quency, teen pregnancy, violence, and crime (e.g., Dryfoos,
1990; Masten, 2001; Schorr, 1988); these behaviors may re-
sult in outcomes such as unemployability, prolonged welfare
dependency, incarceration, and a shortened life span.

Conducting a meta-analysis of the risk behavior research,
Dryfoos (1990) found four distinct categories of risk behav-
ior during adolescence: delinquency, crime, and violence;
substance use; teenage pregnancy and parenting; and school
failure and dropout. Moreover, Irwin and Millstein (1991)
provided support for the findings of Dryfoos’s research
regarding substance use and teenage pregnancy as major risk
behaviors.

Social scientists have progressed through several stages in
their approach to understanding covariates of risks (e.g.,
Luthar, Cicchetti, & Becker, 2000; Masten & Coatsworth,
1998; Werner & Smith, 1992). In the initial stage of investi-
gation, researchers emphasized simple bivariate associations,
such as a link between factors like low birth weight or a stress-
ful life event (e.g., parental discord) and a single risk behavior
(e.g., drug use). Borrowing from the field of epidemiology,
several social scientists moved beyond bivariate associations
and employed an approach to studying risk behaviors and
their covariates that suggested that there are probably many
diverse paths that lead to the development of particular risk
behaviors (e.g., Irwin & Millstein, 1991; Masten, 2001;
Newcomb, Maddahian, Skager, & Bentler, 1987). Indeed,
efforts to find a single covariate may not be useful because
most behaviors have multiple covariates (e.g., Perry, 2000).
Thus, researchers in the social sciences have moved from a
bivariate model of risk/vulnerability to a multivariate model,

one that emphasizes the possibility of interactions among
variables, such as the co-occurrence of parental addiction
(e.g., alcoholism), poverty, and youth problem behaviors
(e.g., aggression and school problems; e.g., Masten, 2001;
Werner & Smith, 1992).

Although there are variations in the definitions of risk,
risk factors, and risk behavior correlates, the research on risk
behaviors provides support for the presence of associations
among certain individual and contextual characteristics with
adolescents’ involvement in risk behaviors. These two types
of characteristics are examined here in terms of their rela-
tionship to the above-mentioned four categories of risk be-
havior specified by Dryfoos (1990): teenage sexual activity,
alcohol and substance use/abuse, delinquency and antisocial
behavior, and school failure.

TEENAGE SEXUAL ACTIVITY

The 1970s and 1980s saw a steady increase in the number of
teenagers in the United States who were sexually active (Child
Trends, 2001). However, the most recent trend data from the
National Center for Health Statistics show a steady decline in
the teen birthrate (Child Trends, 2001). The 2000 rate of 48.7
births per 1,000 females ages 14 to 19 is 22% lower than the
1991 rate of 61/1,000 (Child Trends, 2001). Despite these de-
clines the United States has one of the highest teen birthrates
of all the developed countries (Child Trends, 2001). For ex-
ample, a recent report concerning the incidence of sexual in-
tercourse among adolescents younger than age 15 reported
rates ranging from 12% to 55% (Meschke, Bartholomae, &
Zentall, 2000). By age 19 there is a marked increase in these
rates: 85% of males and 77% of females have had sexual in-
tercourse at least once (Moore, Driscoll, & Lindberg, 1998).

This increase in sexual experimentation during adoles-
cence has been coupled with adolescents’ frequent use of con-
traception. By 1995 three quarters of teens reported using
some form of contraception at first sex (Abma, 1999). How-
ever, youth who are sexually active fail to engage in safe sex
(e.g., sex with a condom). Thus, they are more likely to
contractAIDS and other sexually transmitted diseases (STDs)
and become pregnant during adolescence (Abma, 1999;
Meschke et al., 2000). The number of cases of STDs has been
increasing since the 1970s, and adolescents account for one
quarter of the estimated 12 million cases of STDs that occur
annually (e.g., Meschke et al., 2000). Research has further
identified the antecedents and correlates of sexual intercourse
during the adolescent years, the onset of sexual inter-
course, and the use of contraception (e.g., Brooks-Gunn &
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Furstenberg, 1989; Catalano, Bergund, Ryan, Lonczak, &
Hawkins, 1999; Dryfoos, 1990; Jessor, 1998; Luster & Small,
1994).

Individual Characteristics

Numerous individual characteristics are associated with
adolescent sexual activity. Generally, boys have sexual inter-
course at an earlier age than girls (e.g., Dryfoos, 1990; Perry,
2000). Timing of pubertal maturation has also been linked to
early sexual activity (e.g., Brooks-Gunn & Furstenberg,
1989; Irwin & Millstein, 1991). Not surprisingly, both males
and females who undergo maturation earlier than their peers
initiate sexual intercourse earlier than their age-related
peers (e.g., Brooks-Gunn & Furstenberg, 1989). The earlier
the age of initiation, the more likely it is that an adolescent
female will become pregnant or contract an STD. Likewise,
the earlier the age of initiation, the more likely an adolescent
male is to impregnate a female or contract an STD because
both are less likely to use any type of contraception (e.g.,
Luster & Small, 1994; Ozer, Brindis, Millstein, Knopf, &
Irwin, 1998; Perry, 2000).

Ethnicity has also been found to be associated with early
sexual activity (Irwin & Millstein, 1991). There is a dispropor-
tionate representation of African American adolescents who
are sexually active and who experience negative outcomes of
sexual activity (e.g., teenage pregnancy or STDs; Ozer et al.,
1998). On average, African American and Hispanic male ado-
lescents initiate sexual intercourse earlier than their European
American counterparts (e.g., Moore et al., 1998; Perkins,
Luster, Villarruel, & Small, 1998; Terry & Manlove, 2000).
African American females are the most likely to become
teen mothers, followed by Latina adolescents and European
American adolescents, respectively (e.g., Ozer et al., 1998). It
should be noted that ethnicity and socioeconomic status (SES)
covary. When ethnicity is controlled statistically, SES remains
associated with adolescent sexual activity. Indeed, low SES is
associated with earlier onset of sexual activity (e.g., Brooks-
Gunn & Furstenberg, 1989; Perry, 2000).

Several studies have found a linkage between low aspira-
tions or poor school performance and early engagement in
sexual activity (e.g., Brooks-Gunn & Furstenberg, 1989;
Luster & Small, 1994). In addition, adolescents who lack
hope and a positive view of the future are more likely to
participate earlier in sexual activity than are those who have a
positive view of the future (e.g., Dryfoos, 1990; Perry, 2000).
Adherence to conventional religious values is associated with
decreased sexual initiation and behavior (e.g., Jessor & Jessor,
1977; Perkins et al., 1998). Some evidence suggests that

self-esteem is usually not reported as a significant factor asso-
ciated with sexual activity in adolescence (Luster & Small,
1994; Perkins, 1995). However, Orr, Wilbrandt, Brack,
Rauch, and Ingersoll (1989) found gender differences in re-
gard to the linkage between teenage sexual activity and self-
esteem. Adolescent males who had high self-esteem also had
the highest levels of sexual activity; however, the opposite
was true for females (Orr et al., 1989). Moreover, adolescent
sexual behavior is generally associated with or often preceded
by other risk behaviors, such as alcohol and drug use and tru-
ancy (e.g., Irwin & Millstein, 1991; Jessor, 1998; Jessor &
Jessor, 1977; Perry, 2000).

Contextual Characteristics

Research has provided evidence for the association between
characteristics of the context and engagement in sexual
activity. Adolescents who perceive themselves as having
parental support (i.e., communication, accessibility) are less
likely to get involved in sexual activity. A similar association
has been found between parental monitoring and engagement
in sexual activity (e.g., Dryfoos, 1990; Jessor & Jessor, 1977;
Meschke et al., 2000). Thus, adolescents who are monitored
are less likely to engage in sexual activity (e.g., Dryfoos,
1990; Furstenberg & Hughes, 1995).

Family structure has also been linked with adolescent
engagement in sexual activity. Adolescents from single-parent
families are more likely to engage in sexual activity and to
engage in those activities at an earlier age than are their age-
related peers from two-parent homes (e.g., Brooks-Gunn &
Furstenberg, 1989; Ketterlinus, Lamb, & Nitz, 1994). How-
ever, this association may be confounded by the fact that sin-
gle-parent families have, on average, considerably lower
incomes than two-parent families, as well as the fact that a
higher percentage of single-parent families are ethnic minori-
ties than is the case with two-parent families (Calhoun Davis &
Friel, 2001). As noted previously, SES (in particular poverty)
and ethnicity have been linked to adolescents’ engagement in
sexual activity. Studying a sample of 8,266 adolescents living
in single-parent families, Benson and Roehlkepartain (1993)
found that the association between family structure and ado-
lescent sexual activity exists even when income and ethnicity
are held constant. Moreover, a history of sexual or physical
abuse has also been found to be associated with adolescent en-
gagement in sexual activity (e.g., Benson & Roehlkepartain,
1993; Perkins et al., 1998).

There is some evidence that peer relations are asso-
ciated with sexual behavior in adolescence (e.g., Masten &
Coatsworth, 1998; Perry, 2000; Stättin & Magnusson, 1990).
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However, peer influence is more strongly related to perceived
sexual behavior than to actual behavior (Perry, 2000). Indeed,
adolescents (especially girls) who perceive their best friends
as sexually active are more likely to be sexually active them-
selves (e.g., Billy & Udry, 1985). However, Small and Luster
(1994) did not find a significant correlation between peer
conformity and sexual behavior in adolescence. They sug-
gested that researchers may overestimate the role that peers
play in influencing sexual behavior.

Poor neighborhood characteristics are associated with the
increased probability of adolescents’ early engagement in
sexual activity (e.g., Duncan & Aber, 1997; Kowaleski-Jones,
2000). Adolescents who live in neighborhoods with low mon-
itoring were more likely to become sexually active at an ear-
lier age than were their peers who lived in neighborhoods
characterized by high monitoring; thus, nonparental adults in
the neighborhood can play an important role in supervising
the behavior of adolescents (Small & Luster, 1994).

ALCOHOL AND SUBSTANCE USE/ABUSE

In recent years there have been declines in most alcohol and
drug use among adolescents (Johnson, O’Malley, & Bachman,
2001; Kandel, 1991). However, according to data derived
from a national sample of high school seniors (Johnson et al.,
2001), 52% of 8th graders, 71% of 10th graders, and 80% of
12th graders had tried alcohol, and 15% of 8th graders, 24% of
10th graders, and 31% of 12th graders had smoked cigarettes.
Indeed, in that same study over half had tried an illicit drug,
and over one third had used an illicit drug other than mari-
juana. Furthermore, the article stated that “by the end of eighth
grade, nearly four in every ten (35%)American eighth graders
have tried illicit drugs” (p. 33). Moreover, many adolescents
will experiment with cigarettes, chewing tobacco, alcohol,
and marijuana (Johnson et al., 2001).

The statistics pertinent to adolescents about frequent or
heavy use of alcohol (e.g., having more than two drinks per
day or binge drinking, which is five or more drinks in a row
three or more times during the past two weeks), about heavy
use of cigarettes (smoking five or more cigarettes a day), and
about heavy use of illicit drugs (e.g., smoking marijuana
20 times or more in the past 30 days or using cocaine, crack,
heroin, or LSD once a week) reflect alarmingly high rates
(Johnson et al., 2001). The Centers for Disease Control and
Prevention (1998) found that 70.2% of 9th through 12th
graders have tried smoking. The Monitoring the Future Study
found that “marijuana use rose substantially among sec-
ondary school and college students between 1992 and 2000,
but somewhat less so among young adults. Nearly one in

seventeen (6.0%) twelfth graders is now a current daily mar-
ijuana user” (Johnson et al., 2001, p. 45). As noted previ-
ously, the abuse of any one of these substances can have
harmful short-term and long-term effects on an individual’s
physical and mental health (e.g., Hawkins, Catalano, &
Miller, 1992; Kandel, 1991).

For adolescents who get heavily involved in drugs (either
with one or multiple drugs), the consequences can be devas-
tating, both physically and psychologically. Drug use can
severely limit educational, career, and marital success (e.g.,
Hawkins et al., 1992; Perry, 2000) and has been associated
with many societal problems (Dryfoos, 1990; Perry 2000).
Indeed, over one third of all automobile fatalities are alcohol
related (Perry, 2000). Frequent use of alcohol in the short
term is also associated with impaired functioning in school,
family problems, depression, and accidental death (e.g.,
drowning; Perry, 2000).

The heavier the use of a seemingly harmless substance in
the early years, the more likely it is that multiple use will
occur later (e.g., Johnson et al., 2001; Kandel, 1991). Alcohol
and smoking are characterized as gateway drugs because
they often lead to more serious substance abuse (e.g.,
Johnson et al., 2001; Kandel, 1991; Perry, 2000). As with
heavy alcohol use, frequent use of marijuana has been linked
with the following short-term consequences: impaired psy-
chological functioning, impaired driving ability, and loss of
short-term memory.

Over the past 20 years research has identified the an-
tecedents and correlates of alcohol and drug use/abuse during
the adolescent years (e.g., Jessor & Jessor, 1977; Johnson
et al., 2001; Kandel, 1991). Several studies have identified the
individual and contextual characteristics that appear to be as-
sociated with alcohol and substance use/abuse in adolescence
(e.g., Catalano et al., 1999; Dryfoos, 1990; Jessor & Jessor,
1977; Lerner, 1995; Newcomb et al., 1987).

Individual Characteristics

Several individual characteristics have been associated with
adolescents’ use of alcohol and drugs. Investigators have pre-
sented data suggesting that experimentation at an early age
leads to a higher risk of using more dangerous drugs (e.g.,
Dryfoos, 1990; Johnson et al., 2001; Perry, 2000). The link
between ethnicity and alcohol and drug use/abuse is compli-
cated by the underrepresentation of adolescent minorities in
empirical research (e.g., African American inner-city youth;
Barnes & Farrell, 1994; Dryfoos, 1990). In general, however,
European American and Native American adolescents, espe-
cially those in urban areas, report the highest rates of alcohol
and drug use/abuse, whereas Latino and African American
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adolescents report intermediate rates of use, and Asian
American adolescents report the lowest rates of use (e.g.,
Barnes & Farrell, 1994; Newcomb et al., 1987; Ozer et al.,
1998).

Low grades in school (especially in junior high school) are
associated with an increased likelihood of engagement in
alcohol and substance use/abuse (e.g., Hawkins et al., 1992;
Ketterlinus et al., 1994; Masten, 2001). Indeed, Hundleby
and Mercer (1987) found that good school performance
reduced the likelihood of frequent drug use in ninth graders.

However, adolescents who have low educational aspira-
tions are more likely to participate in alcohol and substance
use/abuse than those youth who are interested in scholastic
achievement, such as attending a postsecondary institution
(e.g., Catalano et al., 1999; Newcomb et al., 1987). Several
studies have found a linkage between low attendance at
church services and the likelihood that adolescents will en-
gage in substance use/abuse (e.g., Barnes & Farrell, 1994;
Perry, 2000).

Involvement in two specific risk behaviors, school failure
and antisocial behavior/delinquency, has been associated
with alcohol and substance use/abuse. For instance, adoles-
cents who perform poorly in school and who possess low
educational aspirations are more likely to become involved in
alcohol and substance use/abuse (Dryfoos, 1990; Hawkins
et al., 1992). Not surprisingly, then, school failure (defined as
being two or more grades behind in school) has been linked
with engagement in alcohol and drug use/abuse (e.g.,
Hawkins et al., 1992; Ketterlinus et al., 1994; Newcomb
et al., 1987). School dropout is also related to alcohol and
drug use/abuse (Lerner, 2002).

The relationship between antisocial behavior (delin-
quency) and alcohol and drug use/abuse has been well estab-
lished (e.g., Farrington, 1998; Jessor, 1998; Johnson et al.,
2001). For example, antisocial behavior that is exhibited
through fighting, school misbehavior, and truancy in adoles-
cence is linked to an increased likelihood of alcohol and
substance abuse (e.g., Dryfoos, 1990; Farrington, 1998;
Jessor & Jessor, 1977). Moreover, several investigators have
found that antisocial behavior in the form of lack of law
abidance (i.e., delinquency) is associated with alcohol and
drug abuse in adolescence (Hawkins et al., 1992).

Contextual Characteristics

A large number of investigations have found evidence for a
relationship between the context within which an adolescent
is embedded and alcohol and drug use/abuse. Parental-
adolescent communication that is characterized by negative
patterns (e.g., criticism and lack of praise) has been linked

with adolescent engagement in alcohol and drug use/abuse
(e.g., Barnes & Farrell, 1994; Hawkins et al., 1992). In
addition, lack of parental monitoring and discipline are re-
lated to an increased likelihood of adolescent alcohol and
substance use/abuse (e.g., Dryfoos, 1990; Hawkins et al.,
1992; Scheer, Borden, & Donnermeyer, 2000).

Adolescents who have one or both parents who are
addicted to a substance are more likely to engage in alcohol
and substance use/abuse than are adolescents who do not
have an addicted parent or parents (e.g., Dryfoos, 1990;
Masten & Coatsworth, 1998; Resnick et al., 1997). In addi-
tion, adolescents who have an older addicted sibling are more
likely to get involved in such use than are adolescents who do
not have such a sibling (Dryfoos, 1990). There is also a link
between parental involvement in a youth’s activities and a
decrease in the probability that the adolescent will engage in
alcohol and drug use/abuse (e.g., Jessor, 1998; Jessor &
Jessor, 1977; Resnick et al., 1997).

Consistently, one of the most powerful predictors of
adolescent alcohol and drug use/abuse is the behavior of a
youth’s best friend (e.g., Borden, Donnermeyer, & Scheer,
2001; Jessor & Jessor, 1977; Newcomb et al., 1987). Adoles-
cents whose friends use alcohol and drugs are much more
likely to use/abuse them than are those adolescents whose
peers do not engage in such behavior. In fact, there is
evidence that initiation of alcohol and drug use is through
friends rather than strangers (Kandel, 1991).

DELINQUENCY AND ANTISOCIAL BEHAVIOR

The terms antisocial behavior and delinquency suggest a wide
range of behaviors, from socially unacceptable but not neces-
sarily illegal acts to violent and destructive illegal behaviors.
Two types of offenses will be presented here in regard to crim-
inal acts. First, status offenses are those offenses that are ille-
gal acts due to the age of the individual who commits them.
Status offenses are sometimes classified as juvenile offenses,
such as running away, truancy, drinking under age, sexual
promiscuity, and uncontrollability. Second, index offenses are
offenses that are always illegal and are not dependent on age.
Thus, index offenses are criminal acts whether they are com-
mitted by juveniles or adults and, as categorized by the Fed-
eral Bureau of Investigation, include offenses such as robbery,
vandalism, aggravated assault, rape, and homicide (Dryfoos,
1990).

Although most individuals with a history of juvenile
delinquency do not go on to become convicted criminals,
most convicted criminals do have a history of juvenile delin-
quency (Dryfoos, 1990). Antisocial behavior has been found
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to be prevalent in general community samples of adoles-
cents (e.g., Tolan, 1988). For example, the FBI reported that
juveniles accounted for 17% of all arrests and 16% of all
violent crime arrests in 1999. The substantial growth in
juvenile violent crime arrests that began in the late 1980s
peaked in 1994. Between 1994 and 1999 the juvenile arrest
rate for Violent Crime Index offenses fell by 36% (Snyder,
2000).

Approximately one third of juvenile arrests involved
younger juveniles (under age 15). The types of crimes com-
mitted included arson (67%), followed by sex offenses (51%),
vandalism (44%), and other assaults (43%). “Of all the delin-
quency cases processed by the Nation’s juvenile courts in
1997, 58% involved juveniles younger than 16” (Office of
Juvenile Justice and Delinquency Prevention, 2001, p. 22). In
fact, in the course of a year, an estimated 500,000 to 1.5 mil-
lion young people run away from or are forced out of their
homes, and an estimated 200,000 are homeless and living on
the streets (Administration on Children, Youth, and Families,
2001). Past research suggests that the majority of these youth
are female (Dryfoos, 1990). Moreover, “in 1999, 27% ju-
venile arrests involved female offenders arrested. Between
1990 and 1999, the number of female juvenile offenders ar-
rested increased more or decreased less than the number of
male juvenile offenders arrested in most offense categories”
(Office of Juvenile Justice and Delinquency Prevention,
2001, p. 22).

The proportion of violent crimes attributed to juveniles has
declined in recent years. The proportion of violent crimes that
occurred by juvenile arrests grew from 9% in the late 1980s to
14.2% in 1994 and then declined to 12.4% in 1999.Arrest rates
are much higher forAfricanAmerican males than for any other
group. African American youths experience rates of rape, ag-
gravated assault, and armed robbery that are approximately
25% higher than those for European American adolescents.
Rates of motor vehicle theft are about 70% higher for African
Americans, rates of robbery victimization are about 150%
higher, and rates of African American homicide are typically
between 600% and 700% higher (e.g., National Research
Council, 1993; Snyder, 2000).

Self-report data by adolescents indicate a wide gap
between rates of self-reported antisocial behavior and juvenile
arrest and conviction rates (National Research Council, 1993).
The rates of self-report are consistently much higher than are
the arrest rates (Dryfoos, 1990). Indeed, a review of the litera-
ture on self-report surveys concluded that no more than 15%
of all delinquent acts result in police contact (Farrington &
West, 1982). The majority of adolescents report that they have
participated in various forms of delinquent behavior (Dryfoos,
1990). Dryfoos suggested that the number of index offenses
committed by adolescents may be 10 times greater than the

number of cases that are discovered and end up in juvenile
court. An estimated six million 10- to 17-year-olds reported
that within a one-year period they had participated in an
act that was against the law; of these, 3.3 million youth were
under the age of 14 (Dryfoos, 1990).

Delinquency and antisocial behavior can have harmful
short-term and long-term effects on individuals’ physical and
mental health. Antisocial behavior has been linked with
psychiatric problems, early and heavy alcohol and drug
use/abuse, and school problems. Over the long term, antiso-
cial behavior is associated with an increased likelihood of
adult criminal behavior, unemployment, low occupational
status and low income, poor marital adjustment and stability,
out-of-wedlock parenting, impaired offspring, and reliance
on welfare (e.g., Jessor, 1998; Perry, 2000; Werner & Smith,
1992).

Research has identified the antecedents and correlates of
antisocial behavior and delinquency during the adolescent
years (e.g., Dryfoos, 1990; Glueck & Glueck, 1968; Hawkins
et al., 2000; Jessor & Jessor, 1977; Pakiz, Reinherz, & Frost,
1992). These studies identified the individual and contextual
characteristics that appear to be associated with antisocial
behavior and delinquency during adolescence. Consensus
among researchers about these antecedents and correlates is
substantial (Hawkins et al., 2000; Herrenkohl, Maguin, Hill,
Hawkins, & Abbott, 2001).

Individual Characteristics

Numerous individual characteristics have been associated
with antisocial behavior and delinquency during adolescence.
Age of initiation in antisocial behaviors has been found to be
related to antisocial behavior and delinquency during adoles-
cence. Early onset of adolescent antisocial behavior is associ-
ated with high rates of more serious criminal offenses in later
adolescence (e.g., Dodge, 2001; Farrington, 1998; Hawkins
et al., 2000).

Studies that have utilized self-reports and arrest statistics
have consistently demonstrated that there are large gender
differences in the prevalence and incidence of most antisocial
and delinquent behaviors. Adolescent males engage in con-
siderably more delinquent behaviors than do adolescent
females (e.g., Dryfoos, 1990; Farrington, 1998; Hawkins
et al., 2000). This difference is more pronounced in serious
and violent crimes. Girls, then, are more likely to be involved
in status offenses (e.g., running away) than in serious or vio-
lent crimes.

Within the studies using arrest statistics, there is a consis-
tent finding that African Americans are disproportionately
represented in the arrest data, victimization reports, and in-
carceration statistics (e.g., Dodge, 2001; Farrington, 1998;
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Herrenkohl et al., 2001). However, self-report measures have
yielded minimal racial differences in antisocial and delin-
quent behaviors (National Research Council, 1993).

There is consistent evidence from both cross-sectional and
longitudinal research that poor performance in school is
associated with antisocial and delinquent behavior (e.g.,
Dahlberg & Potter, 2001; Hawkins et al., 2000; Herrenkohl
et al., 2001). School failure (being two or more years behind
in school or dropping out of school) has been found to be as-
sociated with antisocial and delinquent behaviors (e.g.,
Barnes & Farrell, 1994; Hawkins et al., 2000; Herrenkohl
et al., 2001). Furthermore, low educational expectations and
aspirations have been linked with an increased likelihood of
antisocial and delinquent behaviors in youth (e.g., Hawkins
et al., 2000; Herrenkohl et al., 2001).

Employment can provide a legitimate means for obtaining
material possessions, acquiring status and career paths, and
attenuating the negative effects of poor academic achieve-
ment (Duster, 1987). Studies have produced inconsistent data
on the association of part-time employment and delinquency.
Cross-sectional data provide support for an association be-
tween employment and lower levels of antisocial and delin-
quent behaviors during adolescence (e.g., Dodge, 2001;
Tolan, 1988). In the longitudinal literature, however, there is
little evidence supporting this association, and, in fact, part-
time employment may have deleterious effects on adolescent
behaviors (e.g., Mortimer & Johnson, 1998; Perry, 2000).

The research findings are mixed with regard to the indi-
vidual characteristics of self-esteem. Comparison between
delinquents and nondelinquents has provided evidence that
delinquent adolescents have lower self-esteem (Arbuthnot,
Gordon, & Jurkovic, 1987). However, some studies do not
provide evidence for the association between self-esteem and
delinquency (e.g., Dodge, 2001; Herrenkohl et al., 2001). In
his review of the literature, Henggeler (1989) suggested that
the association between self-esteem and delinquency is due
to association with a third variable (e.g., intelligence quo-
tients, family relations, or school performance).

As noted in the previous section, numerous studies have
established the relationship among antisocial and delinquent
behaviors and alcohol and drug use/abuse (e.g., Dryfoos,
1990; Hawkins et al., 2000; Herrenkohl et al., 2001; Jessor,
1998). Indeed, antisocial and delinquent behaviors are asso-
ciated with early and heavy alcohol and substance use/abuse
(e.g., Hawkins et al., 2000; Herrenkohl et al., 2001; Jessor &
Jessor, 1977; Kandel, 1991).

Contextual Characteristics

Research on antisocial and delinquent behavior has pro-
vided support for the association among several contextual

characteristics and the presence or development of antiso-
cial or delinquent behavior in adolescence. In general, re-
searchers have found a negative linear relationship between
parental support (e.g., positive communication, affection)
and adolescent antisocial and delinquent behaviors, such that
the more parental support that exists, the less likely the ado-
lescent is to be involved in antisocial or delinquent behaviors
(e.g., Barnes & Farrell, 1994; Farrington, 1998; Hawkins
et al., 2000; Herrenkohl et al., 2001). In addition, many of the
already-noted studies found that a significant relationship
exists between parental control (e.g., monitoring, discipline)
and antisocial and delinquent behaviors (e.g., Barnes &
Farrell, 1994; Dahlberg & Potter, 2001; Farrington, 1998;
Henggeler, 1989; Herrenkohl et al., 2001; Mahoney &
Stättin, 2000). Higher parental monitoring is associated with
low instances of antisocial and delinquent behaviors. More-
over, lax or markedly inconsistent discipline has been linked
to high rates of antisocial behavior and delinquency (e.g.,
Farrington, 1998; Glueck & Glueck, 1968; Herrenkohl et al.,
2001; Hirschi & Stark, 1969).

Parental practice of high-risk behaviors is another charac-
teristic of the parent-adolescent relationship that has been
linked to antisocial and delinquent behaviors (e.g., Barnes &
Farrell, 1994; Farrington, 1998; Glueck & Glueck, 1968;
Hawkins et al., 2000). Furthermore, parental physical and
sexual abuse of children and adolescents has been found to be
associated with antisocial and delinquent behavior (Brown,
1984). Adolescents who are physically or sexually abused
by their parent or parents are more likely to participate in
delinquent acts (Brown, 1984; Hawkins et al., 2000;
Herrenkohl et al., 2001).

In addition to the parent-adolescent relationship, other
characteristics of the family have been linked with antisocial
behaviors and delinquency. For example, there is an associa-
tion between adolescent antisocial and delinquent behaviors
and family support. Low family support, as measured by
low warmth and affection among family members, has been
linked with antisocial behaviors during adolescence (e.g.,
Farrington, 1998; Hawkins et al., 2000; Henggeler, 1989;
Herrenkohl et al., 2001). In addition, several studies have
found that antisocial and delinquent behavior is associated
with low family cohesion and high family conflict (e.g.,
Farrington, 1998; Herrenkohl et al., 2001; Pakiz et al., 1992;
Tolan, 1988).

An association has been found between family structure
(whether the household is headed by one or two parents) and
antisocial behaviors and delinquency (Barnes & Farrell,
1994; Farrington, 1998). For example, adolescents living in
mother-only homes and natural parent-stepparent homes
were more susceptible to negative peer pressure and engaged
in more antisocial behaviors and delinquent acts than did
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their age-related peers living in homes with two natural
parents (Steinberg, 1987). No data have been presented with
regard to father-only homes. However, family structure is not
as significant in predicting antisocial behavior and delin-
quency as is the quality of the parent-adolescent relationship
(e.g., Dryfoos, 1990; Farrington, 1998).

For many adolescents, involvement with deviant peers has
become a critical aspect of their own delinquent behavior
(e.g., Dahlberg & Potter, 2001; Hawkins et al., 2000;
Herrenkohl et al., 2001; Mahoney & Stättin, 2000; Perry,
2000). Thus, researchers have found evidence for an asso-
ciation between antisocial behavior and delinquency and
engagement with peers who participate in antisocial behaviors
and delinquent acts (e.g., Farrington, 1998; Hawkins et al.,
2000; Herrenkohl et al., 2001). In fact, there is evidence that a
high percentage of antisocial and delinquent behavior is car-
ried out with peers (Emler, Reicher, & Ross, 1987).

Certain types of neighborhoods are linked to adolescent
antisocial behaviors, to delinquent behaviors, and to delin-
quent gang activities (e.g., Dahlberg & Potter, 2001; Duncan
& Aber, 1997; Herrenkohl et al., 2001; Taylor, 1990). Neigh-
borhoods that are located in an area with high crime rates,
poverty, and dense living conditions are associated with an
increased likelihood of adolescent antisocial behavior and
delinquent acts, including the emergence of gangs (e.g., Dun-
can & Aber, 1997; Henggeler, 1989; Taylor, 1990).

Finally, it should be noted that the impact of SES is
unclear. Studies have found evidence for a link between low
SES and an increased likelihood of adolescent antisocial
behavior and delinquency (e.g., Gorman-Smith & Tolan,
1998). However, recent studies have not found SES to be of
primary importance in predicting adolescent antisocial and
delinquent behavior (e.g., Dahlberg & Potter, 2001; Tolan,
1988).

SCHOOL UNDERACHIEVEMENT AND FAILURE

As noted earlier, low achievement in school has been linked
to the three previously mentioned risk behaviors—adolescent
sexual activity, alcohol and drug use/abuse, and antisocial
behavior and delinquency. In addition, many of the individ-
ual and contextual characteristics previously mentioned are
linked to school underachievement and failure.

Low school achievement, poor grades, and being overage
for grade are often associated with dropping out (e.g.,
Dryfoos, 1990; Rumberger, 2001). Yet not everyone who has
low grades or is overage drops out. The consequences for
poorly equipped high school graduates, however, may inhibit
their chances of getting into a postsecondary school, and this,

in turn, may limit their chances of getting a well-paying job.
High school dropouts are two to three times more likely to be
in marginal jobs and to be employed intermittently (Eccles,
1991). Conversely, each added year of secondary education
reduces the probability of public welfare dependency in
adulthood by 35% (Berlin & Sum, 1988).

School failure here will be defined as possessing poor
grades (e.g., half of a student’s grades are D or less in re-
gard to academic content areas) and being retained one or
more grades. Although some recent studies have suggested
that retention may have some positive effects on aca-
demic achievement (Roderick, Bryk, Jacob, Easton, &
Allensworth, 1999), falling behind one’s age-related peers
has been found in numerous studies to be strongly predictive
of dropping out (e.g., Goldschmidt & Wang, 1999; Jimerson,
1999; Roderick et al., 1999; Rumberger, 2001); even when
achievement, SES, and gender are controlled, being held
back increases the probability of eventually dropping out of
school by 20% to 30% (Smith & Shepard, 1988). Each year,
about 5% of all high school students drop out of school
(Kaufman, Kwon, Klein, & Chapman, 1999). The majority of
adolescents who do eventually drop out of school will en-
counter long-term employment problems. In 1998 the unem-
ployment rate for dropouts was 75% higher than for high
school graduates (United States Department of Education,
National Center for Education Statistics, 2000b, Figure 24).
Over their lifetimes, each year’s class of dropouts will cost
$260 billion in lost earnings and foregone taxes (Catterall,
1987). Thus, there are devastating long-term effects of school
failure and dropout.

Individual Characteristics

Several individual characteristics have been found to be re-
lated to school failure and dropout. Many studies have found
that older adolescents who have been retained (held back)
from advancing to the next grade level with their age-related
peers are more likely to do poorly in school and to drop
out (e.g., Eccles, 1991; Powell-Cope & Eggert, 1994;
Rumberger, 2001; Wang, Haertel, & Walberg, 1999). Fur-
thermore, in general, adolescents’ average course grades de-
cline as they move from primary school into secondary
school; that decline is especially marked at each of the school
transition points (Simmons & Blyth, 1987).

Females are less likely to be involved in behavior prob-
lems in school, and problem behaviors have been linked to
school failure and dropout (e.g., Barnes & Farrell, 1994;
Hawkins et al., 2001; Jessor, 1998; National Research Coun-
cil, 1993). For example, in 1995 males were two-thirds more
likely to be retained in a grade than were females (United
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States Department of Education, National Center for Educa-
tion Statistics, 1997).

Ethnicity has been linked with trends in achievement, inas-
much as being a member of an ethnic minority increases the
probability of school failure and dropout (except for Asian
American youth; Eccles, 1991; Kaufman et al., 1999; National
Research Council, 1993). Indeed, African American and
Latino adolescents have a greater probability of being left
behind a grade than do European American students (United
States Department of Education, National Center for Educa-
tion Statistics, 1997; National Research Council, 1993).
Simmons and Zhou (1993) obtained similar findings when they
examined African American and European American sixth to
ninth graders. They found that African American males
showed the highest degrees of school problem behavior in
general, and probation and suspensions in particular. This
higher frequency of minority adolescents failing in school or
dropping out may be confounded by the greater incidence of
poverty and lower SES among ethnic minorities, especially
African Americans and Latinos. Indeed, lower levels of
resources and poorer learning environments are more common
in high-poverty schools, which are more likely to be attended
by minority students (United States Department of Education,
National Center for Education Statistics, 1997).

Adolescents who value school less or who have a negative
attitude about school are more likely to fail or drop out
than are adolescents who value school and possess a positive
attitude about school (e.g., Goldschmidt & Wang, 1999;
Powell-Cope & Eggert, 1994; Rumberger, 2001; Simmons &
Blyth, 1987). Simmons and Zhou (1993), for example, found
that at transitions to junior high school and to high school,
African Americans’ attitudes toward school dropped rela-
tively precipitously. Not surprisingly, adolescents who have
low educational aspirations are more likely to fail at school or
to drop out of school (e.g., Goldschmidt & Wang, 1999;
Rumberger, 2001; Simmons & Blyth, 1987). Moreover, a lack
of basic skills and problem-solving abilities has been linked
with school failure and dropout; adolescents who are deficient
in basic skills and problem-solving skills have an increased
probability of failing or dropping out of school (e.g., Dryfoos,
1990; Goldschmidt & Wang, 1999; Rumberger, 2001).

Steinberg and Darling (1993) found that time spent on
homework was associated with school failure. They found
that adolescents who spent little or no time on their home-
work were likely to fail at school. However, Dryfoos (1990)
did not find lack of time spent on homework to be a signifi-
cant correlate of school failure or dropout. Thus, more
research is needed to test the association between time spent
on homework and school failure or dropout. In turn, other
investigations have found that potential school failures and

dropouts spend more time socializing, dating, and riding
around in cars (e.g., Rumberger, 2001).

An association has been found between self-esteem and
school failure and dropout (e.g., Powell-Cope & Eggert,
1994; Simmons & Blyth, 1987). Adolescents who have low
self-esteem are more likely to do poorly in school and to drop
out. Several researchers have identified an association be-
tween involvement in school activities and school failure and
dropout. Low interest in school activities and low partici-
pation in school activities are linked with an increased
likelihood of school failure and dropout (e.g., Eccles, 1991;
Eccles & Barber, 1999; Goldschmidt & Wang, 1999;
Rumberger, 2001).

Research has also found a link between school failure and
dropout and other risk behaviors, such as antisocial behavior
and delinquency, alcohol and drug use/abuse, and adolescent
sexual activity (e.g., Barnes & Farrell, 1994; Hawkins et al.,
1992; Jessor, 1998; Jimerson, 1999; National Research
Council, 1993). As noted previously, adolescent pregnancy is
a significant antecedent of dropping out. However, drop-
ping out is also an antecedent of teenage childbearing
(e.g., Eccles, 1991; Luster & Small, 1994; Perry, 2000). In
addition, antisocial behavior and delinquency have been
shown to be associated with an increased likelihood of school
failure or dropout (e.g., Farrington, 1998; Hawkins et al.,
2000; Henggeler, 1989; Herrenkohl et al., 2001). Further-
more, adolescents who frequently use and abuse alcohol and
drugs have been found to have a higher probability of failing
or dropping out of school (e.g., Dryfoos, 1990; Hawkins
et al., 2000; Hawkins et al., 1992). The overlapping of these
risk behaviors is discussed in the final section of this litera-
ture review.

Contextual Characteristics

Several contextual characteristics have been associated with
school failure and dropout. Investigators have found a link
between parental support (e.g., positive communication,
affection) and school failure and dropout. Adolescents who
have parental support and are able to discuss issues with their
parents are less likely to fail or drop out of school (e.g.,
Barnes & Farrell, 1994; Dryfoos, 1990; Goldschmidt &
Wang, 1999; Rumberger, 2001). Moreover, authoritatively
reared adolescents are less likely to fail or drop out of school
(e.g., Simmons & Blyth, 1987; Steinberg & Darling, 1993).
Low parental monitoring is associated with failing school
and dropping out (Barnes & Farrell, 1994; Rumberger, 2001).
Parental education is also strongly related (Rumberger,
2001). Adolescents whose parents have low levels of edu-
cation have an increased likelihood of school failure and
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dropout (e.g., Eccles, 1991; McNeal, 1999; Pong & Ju, 2000;
Rumberger, 2001).

There has been inconsistent evidence that family struc-
ture is associated with school failure and dropout. Adoles-
cents who are from larger families (e.g., more than two
siblings) are more likely to fail or drop out of school than
are adolescents from smaller families (McNeal, 1997). This
association may be related to the consistently low SES of
large families. Adolescents who live in single-parent homes
have a higher probability of failing or dropping out of school
than do adolescents who live in two-parent homes (e.g.,
Goldschmidt & Wang, 1999; McNeal, 1999; Rumberger,
2001). However, several studies found that the association of
family structure with school failure and dropout was minimal
when SES was accounted for in the analysis (e.g., National
Research Council, 1993; Pong & Ju, 2000). Thus, the re-
lationship between family structure and school failure and
dropout is not clear.

Adolescents who have affiliations with peers who have
low expectations for school or have friends who have
dropped out are more likely to fail or drop out of school than
are adolescents whose peers have high expectations and pos-
itive attitudes toward school (e.g., Powell-Cope & Eggert,
1994; Rumberger, 2001; Wang et al., 1999). Moreover,
Steinberg and Darling (1993) found that, for Asian American,
African American, and Latino adolescents, peers are rel-
atively more influential in their academic achievement than
are parents. For European American adolescents, parents
were a more potent source of influence (Steinberg & Darling,
1993).

Larger schools and larger classrooms are associated with
increased likelihood of school failure and dropout (e.g.,
Rumberger & Thomas, 2000). In addition, school climate has
been found to be associated. Schools that emphasize compe-
tition, testing, and tracking and have low expectations have a
higher number of school failures and dropouts than do
schools that have high expectations, encourage cooperation,
and have teachers who are supportive (e.g., Powell-Cope &
Eggert, 1994; Rumberger & Thomas, 2000; Rutter, 1979).
However, McNeal (1997) found no effect of academic or
social climate on high school dropout rates after controlling
for the background characteristics of students, social compo-
sition, school resources, and school structure.

There has been a lack of consensus and consistency
of findings regarding the association between adolescents’
part-time employment and school failure and dropout (e.g.,
Steinberg & Darling, 1993). For example, D’Amico’s (1984)
analysis of the National Longitudinal Study (NLS) youth
data demonstrated that employment at low intensity (less
than 20 hours per week) lessened dropout rates. However,

Steinberg and Avenevoli (1998) found that those who worked
more than 20 hours a week were more likely to become dis-
engaged from school. Furthermore, Mortimer and Johnson
(1998) found no association between adolescent employment
and school failure or dropout.

A few studies have found some evidence of a positive link
between stress/depression and school failure and dropout,
such that high stress is associated with school failure and
dropout (e.g., Dryfoos, 1990; Eccles, 1991; Rumberger,
2001; Simmons & Blyth, 1987). For example, Brack, Brack,
and Orr (1994) found that females who were failing at school
had higher levels of reported stress/depression than those
females who were doing average or better; however, they did
not find a similar relationship for males.

In his extensive review, Rumberger (2001) provided
evidence from several studies that communities influence
students’ withdrawal from school. For example, neighbor-
hood characteristics seemed to predict differences in dropout
rates among communities, apart from the influence of
families (e.g., Brooks-Gunn, Duncan, Klebanov, & Sealand,
1993).

Neighborhoods that are characterized as urban, high-
density, and poverty-stricken are associated with adolescent
school failure and dropout (e.g., Brooks-Gunn et al., 1993;
Dryfoos, 1990; Eccles, 1991; Schorr, 1988). For example,
students in urban areas appeared to drop out at a higher rate
than students in rural areas; however, the difference between
the rates for these two groups is not statistically significant
(United States Department of Education, National Center for
Education Statistics, 2000a).

Finally, there is consistent evidence from both cross-
sectional and longitudinal research that school failure and
dropout are associated with low SES (e.g., Eccles, 1991;
National Research Council, 1993; Rumberger, 2001; Schorr,
1988). For example, adolescents from low-income families
are three times more likely to drop out of school than are
children from middle-income families, and they are nine
times more likely to drop out of school than students from
high-income families (e.g., United States Department of
Education, National Center for Educational Statistics,
2000b).

CO-OCCURRENCE OF RISK BEHAVIORS

As evidenced earlier, risk behaviors do not exist in isolation;
they tend to covary (e.g., Dryfoos, 1990; Hawkins et al.,
2000; Jessor & Jessor, 1977; Masten, 2001; Perry, 2000).
Moreover, among the previously noted risk behaviors there
are common individual and contextual characteristics with
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which they are associated (e.g., early age of initiation,
school underachievement, school misconduct, negative peer
behaviors, inadequate parent-adolescent relationships, and
low quality neighborhoods). The list of common character-
istics has been corroborated by several researchers and is
presented in Table 15.1 (e.g., Hawkins et al., 2000; Jessor,
1998; Perry, 2001). In her meta-analysis of the literature on
the four risk behaviors noted earlier, Dryfoos (1990), for
example, found six overarching characteristics associated
with involvement in the four risk behaviors.

First, heavy involvement in risk behaviors and more
negative consequences from those behaviors are linked with
early initiation or occurrence of any of the risk behaviors. Sec-
ond, common to all problem behaviors is doing poorly in
school and having low expectations of future performance.
Third, misconduct in school and other conduct disorders are
related to each of the risk behaviors. Fourth, adolescent
involvement in any of the risk behaviors is increased when
youth have peers that engage in the risk behaviors or when ado-
lescents have a low resistance to peer influence. Fifth, an inad-
equate parent-adolescent relationship is common to all risk
behaviors. Areas that characterize an inadequate relationship
are lack of communication, lack of monitoring, inadequate dis-
cipline, role modeling of problem behaviors (e.g., exhibiting
risk behaviors), and low parental education. Sixth, low quality
neighborhoods are associated with involvement in risk behav-
iors. These neighborhoods are characterized by poverty, vio-
lence, urbanization, and high-density conditions.

Several other studies have assessed the co-occurrence
of risk behaviors (e.g., Bingham & Crockett, 1996;
Farrington & West, 1982; Zucker, Fitzgerald, & Moses,
1995). For instance, in their extensive review of research
on alcohol use and alcoholism, Zucker et al. (1995) found that
antisocial behavior in adolescence is consistently related to
alcoholic behavior. Moreover, findings from the 18-year-long
Michigan State University Longitudinal Study have provided
evidence that difficulty in achievement-related activity in
adolescence is consistently found in youths who later become
alcoholics (e.g., Zucker et al., 1995). Bingham and Crockett
(1996), who examined adolescent sexual activity longitudi-
nally, have found similar relationships among adolescent
sexual activity, antisocial behavior, underachievement, and
alcohol use. In addition, they found that the later in ontogeny
that adolescents initiated sexual intercourse, the lower was
their involvement in other problem behaviors (e.g., antisocial
behaviors, alcoholism, and school misconduct).

Clearly, research has found a link between certain charac-
teristics (see Table 15.1), risk factors, and adolescents’ par-
ticipation in risk behaviors. Yet many adolescents exposed to
a context containing some or all of the stated risk factors do
not engage in risk behaviors and, in fact, appear to adapt well
and live successful lives. Moreover, evidence exists demon-
strating that some children thrive despite their high-risk
status. This phenomenon has been the focus of much research
in the last 30 years.

RESILIENCY

Social scientists have gone through several stages in their
approach to understanding vulnerability and resiliency
(Werner & Smith, 1992). Generally, researchers have studied
individuals exposed to biological risk factors and stressful
life events as the major focus of vulnerability and resiliency
research. In the initial stages of research, investigators em-
phasized the association between a single risk variable, such
as low birth weight or a stressful life event (e.g., parental dis-
cord), and negative developmental outcomes. Borrowing
from the field of epidemiology, several social scientists have
more recently employed an approach suggesting that many
diverse paths lead to the development of particular risk be-
haviors (Newcomb et al., 1987) and that efforts to find a sin-
gle cause may not be useful because most behaviors have
multiple causes (e.g., Small & Luster, 1994). Thus, re-
searchers in the social science field have moved from a “main
effect” model of vulnerability research to a model that em-
phasizes interactional effects among multiple stressors, for
example, as in the literature that stresses the co-occurrence

TABLE 15.1 Common Individual and Contextual Characteristics
Associated With the Four Risk Behaviors

Source Characteristic

Individual Age of initiation.
Gender.
Ethnicity.
Poor school performance.
Low educational aspirations.
Lack of involvement in activities.
Negative view of the future.
Lack of religiosity.
Low self-esteem.

Family Poor parent-adolescent communication.
Poor parental monitoring.
Parental addiction (e.g., alcohol and drugs).
Lack of family support.
Family structure.

Extrafamilial context Negative peer relations.
Large school.
Negative school climate.
Poor neighborhood quality.
Low socioeconomic status.
Nonparental adult relations.

Source. Adapted from Perkins (1995).
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of parental psychopathology (e.g., alcoholism or mental
illness) and poverty (Masten & Coatsworth, 1998; Werner &
Smith, 1992).

Finally, resiliency research has shifted its focus from the
emphasis on negative developmental outcomes (e.g., risk
behaviors) to an emphasis on successful adaptation in spite of
childhood adversity (Luthar, 1991; Masten & Coatsworth,
1998; Werner & Smith, 1992). Indeed, in the last 25 years
developmental psychopathologists and other social scientists
have increasingly explored the concept of invulnerability
rather than focusing predominantly on vulnerability and
maladjustment (Luthar et al., 2000). For example, in the mid-
1970s, Anthony (1974), a child psychiatrist, introduced
the concept of the psychologically invulnerable child into
the literature of developmental psychopathology to describe
children who, despite a history of severe or prolonged adver-
sity and psychological stress, managed to achieve emotional
health and high competence (Werner & Smith, 1992).

However, Rutter (1985) noted that resistance to stress in an
individual is relative, not absolute. Thus, an individual’s abil-
ity to overcome stress is dependent on the level of the stress
not exceeding the level of the individual’s resiliency charac-
teristics. In addition, the bases of resistance to stress are both
environmental and constitutional, and the degree of resistance
varies over time according to life circumstances (e.g., Luthar
et al., 2000; Masten, 2001; Rutter, 1985). Invulnerability may
imply an unbreakable individual, one able to conquer any
level of stress. Therefore, the concept of resilience or stress
resistance, rather than invulnerability, is preferred by many
researchers (e.g., Masten & Garmezy, 1985; Rutter, 1985;
Werner & Smith, 1992) because it acknowledges a history of
success while also implying the possibility of succumbing to
future stressors.

The assumption in these investigations is that resiliency
can be displayed or detected only through an individual’s
response to adversity, whether it is a stressful life event or a
situation of continuous stress (e.g., war, abuse; Masten &
Coatsworth, 1998). Accordingly, resilient individuals are well
adapted despite serious stressors in their lives (Luthar et al.,
2000; Masten, 2001). Indeed, resilient individuals are those
who cope effectively with stresses arising as consequences of
their vulnerability; and a balance, congruence, or fit, among
risk, stressful life events, and protective characteristics of the
individual and the individual’s ecology accounts for the di-
versity of developmental outcomes (Ford & Lerner, 1992;
Kumpfer, 1999). Therefore, studying resiliency involves an
examination of the link between the person and the demands
of the context in variables, factors, and processes that will ei-
ther promote or subvert adaptation.

An individual’s ability to adapt to the changes within the
environment and to alter the environment is basic to that

individual’s survival. Whether situations are marked by high
stress or by low stress found in the challenges of daily life,
adaptation is a basic function of human development. Re-
siliency, then, is the organism’s ability to adapt well to its
changing environment, an environment that includes stressors
(e.g., accidents, death of a loved one, war, and poverty) and
daily hassles (e.g., negative peer pressures and grades). Thus,
studies of resiliency and risk are investigations about human
adaptation to life or about competence. Competence is a gen-
eralization about adaptation that implies at the least “good” ef-
fectiveness (Masten & Coatsworth, 1998).

Human adaptation or competence is composed of the
interplay between the context /ecology and the developing
organism (Lerner, 2002; Schneirla, 1957). In resiliency the
processes involved in the context /ecology interplay are com-
posed of the interaction over time between the protective
factors or risk factors at multiple levels that contributes to
the direction of the developmental outcomes, whether posi-
tive or negative. This interaction is complex and requires a
holistic, comprehensive perspective in order to be adequately
examined and understood. Models derived from this perspec-
tive posit that there are reciprocal influences between the
organism and the context /environment (Schneirla, 1957) and
that development occurs through these mutual influences
(Bronfenbrenner, 1979; Ford & Lerner, 1992; Kumpfer,
1999; Lerner, 2002). Moreover, these models assert that any
single explanation of risk-taking behaviors with regard to
protective factors and risk factors is too simplistic, in that
such explanations are likely to ignore the importance of mul-
tiple ecological influences, multiple constitutional influences,
and the interactions that develop among them. In fact, several
scholars have suggested that the use of the term factor may in
fact suggest too static a relationship between risk characteris-
tics, protective characteristics, and risk behaviors (Kumpfer,
1999; Rutter, 1985). Process may be a better way to describe
the dynamic nature of risk and protective characteristics.

Resiliency involves competence in the face adversity, but
more than that, it involves an assessment based on some
criteria of the adaptation as “good” or “OK” (Masten, 2001).
These assessment criteria are based on specific cultural
norms within the historical and social contexts for the behav-
ior of that age and situation (Luthar & Cushing, 1999). Bor-
rowing from Masten (2001), resiliency is defined “as a class
of phenomena characterized by good outcomes in spite of se-
rious threats to adaptation or development” (p. 228).

Moreover, resiliency is multidimensional in nature. Thus,
one may be resilient in one domain but not exhibit resiliency
in another domain. As Luthar et al. (2000) stated, “some
high-risk children manifest competence in some domains but
exhibit problems in other areas” (p. 548). In a study by
Kaufman, Cook, Arny, Jones, and Pittinsky (1994), for
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example, approximately two thirds of children with histories
of maltreatment were academically resilient; however, when
examining these same children in the domain of social
competence, only 21% exhibited resiliency.

PROTECTIVE FACTORS AND RESILIENCY

Risk and resiliency research provides evidence that specific
variables and factors are involved in safeguarding and pro-
moting successful development. That is, research has identi-
fied particular variables that are responsible for adolescent
resiliency in spite of adverse contexts, while, in turn, other
variables have been found to promote failure and to encour-
age participation in risk behaviors (e.g., Garmezy, 1985;
Kumpfer, 1999; Luthar, 1991; Luthar et al., 2000; Masten,
2001; Rutter, 1985; Werner & Smith, 1992). As noted previ-
ously in this chapter, risk factors are defined, then, as indi-
vidual or environmental hazards that increase an individual’s
vulnerability to negative developmental behaviors, events, or
outcomes (e.g., Masten, 2001; Werner & Smith, 1992). How-
ever, the presence of risk factors does not guarantee that a
negative outcome will occur; rather, it simply increases the
probability of its occurrence (e.g., Garmezy, 1985; Masten,
2001; Werner & Smith, 1992).

The probabilities of a negative outcome vary as a conse-
quence of the presence of protective factors. Such factors
buffer, modify, or ameliorate an individual’s reaction to a
situation that, in ordinary circumstances, would lead to
maladaptive outcomes (Kumpfer, 1999; Masten, 2001;
Werner & Smith, 1992). According to this definition, then, a
protective factor is evident only in combination with a risk
variable. Thus, a protective factor has no effect in low-risk
populations, but its effect is magnified in the presence of the
risk variable (e.g., Rutter, 1987; Werner & Smith, 1992). In
turn, Rutter (1987) suggested that while protective factors
may have effects on their own, such factors have an impact
on adjustment by virtue of their interaction with risk vari-
ables. However, still another possibility is that protective
factors can be defined as variables that are linked with an
individual experiencing positive developmental outcomes as
compared to negative developmental outcomes.

Although there are variations in the definitions of risk,
endangerment, risk factors, and protective factors, the
research on resilient or stress-resistant children, adolescents,
and young adults provides support for the existence of specific
individual and contextual characteristics, namely protective
factors (e.g., temperament and social support networks, re-
spectively; Garmezy, 1985; Rutter, 1987; Werner & Smith,
1992). Protective factors are incorporated into adolescents’
lives and enable them to overcome adversity. On the other

hand, some individual and contextual variables (e.g., difficult
temperament, poverty, and lack of adult support) are risk fac-
tors that increase the probability of involvement in risk be-
haviors (e.g., Garmezy, 1985; Luthar et al., 2000; Masten &
Coatsworth, 1998; Werner & Smith, 1992).

Models of Protective Factors and Processes

It is not known whether protective variables or protective
processes have any effect on low-risk populations because
the research has focused on high-risk groups (Masten &
Coatsworth, 1998). Rutter (1987) suggested that a protective
variable’s effect may be magnified in high-risk situations.
According to this idea, vulnerability and protection are the
negative and positive poles of the same processes. Thus, the
potential for involvement in risk behaviors is crucial to this
definition because without the risk behavior’s presence there
is no method of differentiating risk processes from protective
processes. Consequently, most resiliency and risk studies
have investigated individuals who are living in high-stress
situations and life events (e.g., born with low birth weight or
living in poverty, war, or economic depression) or who have
experienced highly stressful situations (e.g., separation from
a parent due to divorce or death, or the experience of physical
or sexual abuse; Garmezy, 1985, Masten, 2001). The reason
for this focus is that individuals experiencing a lot of stress
have a higher probability of involvement in maladaptive be-
haviors, that is, involvement in risk behaviors (Rutter, 1993).
The level of resiliency needed differs depending upon the
stressfulness of the ecology of an adolescent. Adolescents
who are under severe, multiple stresses (e.g., poverty,
parental discord, and maltreatment) will need a higher degree
of resiliency or a larger number of protective processes in
order to develop positively than would another person who is
experiencing mild stress (e.g., difficulty in school). However,
the level of stress is also somewhat dependent on the individ-
ual’s perception of stress (e.g., Kumpfer, 1999).

Using different models, researchers have described several
mechanisms through which protective factors help reduce
or offset the adverse effects of risk factors (Zimmerman &
Arunkumar, 1994). Three models have been developed by
Garmezy (1985): (a) the compensatory model, (b) the inocu-
lation model, and (c) the protective factor model. In the com-
pensatory model, the protective factor does not interact with
the risk factor; rather, it interacts with the outcome directly
and neutralizes the risk factor’s influence. In the inoculation
model each risk factor is treated as a potential enhancer of
successful adaptation provided that it is not excessive (Rutter,
1987). This occurs when there is an optimal level of stress that
challenges the individual and, when overcome, strengthens
the individual. Thus, the relationship between stress and
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TABLE 15.2 Characteristics of Resilient Children and Adolescents

Source Characteristic

Individual Good intellectual functioning (e.g., high
verbal skills, divergent thinking).

Appealing, sociable, easygoing disposition.
Self-efficacy, self-confidence, high self-esteem.
Talents.
Faith.

Family Close relationship to caring parent figure.
Authoritative parenting: warmth, structure,

high expectations.
Socioeconomic advantages.
Low family stress.
Orderly household environment.
Connections to extended, supportive

family networks.
Prosocial family values.
Positive role models.

Extrafamilial Bonds to prosocial adults outside of the family.
context Connections to prosocial organizations.

Attending effective schools (see Wang et al., 1999).

Source: Adapted from Kumpfer (1999) and Masten & Coatsworth (1998).

competence is curvilinear: At low or moderate levels of stress
competence increases, but at higher levels of stress it
decreases (Wang et al., 1999). In the third model the protec-
tive factor interacts with the risk factor in reducing the proba-
bility of a negative outcome (Zimmerman & Arunkumar,
1994). Thus, the protective factor is acting as a moderator. Al-
though the protective factor may have a direct effect on an
outcome, its effect is stronger in the presence of a risk factor.
These three models of interaction describe a process that em-
phasizes the dynamic nature of the relationship between risk
characteristics and protective characteristics. Thus, the term
process may provide a more adequate description of protec-
tive characteristics than the term factor, since the latter im-
plies a static condition.

Identified Protective Factors

In their longitudinal study of a cohort of children from the is-
land of Kauai, Werner and Smith (1992) described three
types of protective factors that emerge from analyses of the
developmental course of high-risk children from infancy to
adulthood: (a) dispositional attributes of the individual, such
as activity level and social ability, at least average intelli-
gence, competence in communication skills (language and
reading), and internal locus of control; (b) affectional ties
within the family that provide emotional support in times of
stress, whether from a parent, sibling, spouse, or mate; and
(c) external support systems, whether in school, at work, or at
church, that reward the individual’s competencies and deter-
mination and provide a belief system by which to live.

Bogenschneider (1998) derived similar conclusions in her
review of resiliency literature. She concluded that variables
operated as protective factors in adolescence at various levels
of the ecosystems of youth: (a) individual level—such as well-
developed problem-solving skills and intellectual abilities; (b)
familial level—for example, a close relationship with one par-
ent; (c) peer level—a close friend; (d) school level—positive
school experiences; and (e) community level—required help-
fulness (e.g., as it occurs when the adolescent is needed to
bring in extra income or help manage the home), and a posi-
tive relationship with a nonparental adult (e.g., neighbor,
teacher).

In their extensive review of resiliency research, Masten
and Coatsworth (1998) summarized the findings from over
25 years of research. As shown in Table 15.2, they noted that
similar protective factors are found across resiliency studies
that have been conducted in a wide variety of situations
throughout the world (e.g., war, living with parents who have
severe mental illness, family violence, poverty, and natural
disasters).

Kumpfer’s Resiliency Framework

In her recent examination of resiliency, Kumpfer (1999)
integrated the work of others into a resiliency framework that
employs a transactional model based on the social ecological
model (Bronfenbrenner, 1979) and the person-process-
contextual model (Ford & Lerner, 1992). According to
Kumpfer (1999), this framework is composed of (a) environ-
mental characteristics that are antecedents (i.e., risk and pro-
tective factors), (b) characteristics of the resilient person, and
(c) the individual’s resilient reintegration or positive outcome
after a negative life experience, as well as the dynamic
mechanisms that mediate between the person and the envi-
ronment and the person and the outcome.

Many of the risk factors presented earlier in this chapter re-
side in the environment. Indeed, high-risk youth are often la-
beled as such due to a high-risk environment rather than internal
high-risk characteristics (Kumpfer, 1999). Protective factors are
also found in that same environment. According to Garmezy
(1985), microniches of support with adequate growth opportu-
nities for some individuals exist even in these high-risk envi-
ronments. As noted earlier, protective factors interact with risk
factors to act as buffers. The interaction between risk and pro-
tective factors describes the first oval of the resiliency frame-
work found in Figure 15.1. Generally, youth adjust reasonably
well to one or two risk factors, but beyond two risk factors the
likelihood for damage and maladjustment increases rapidly
(e.g., Jessor, 1998; Masten, 1999; Rutter, 1993). Conversely,
increasing the number of protective processes can help buffer
those risk factors (e.g., Masten, 2001; Rutter, 1993, 1997).



Protective Factors and Resiliency 387

The second oval of the resiliency framework shown in
Figure 15.1 involves the transactional processes that mediate
between a person and his or her environment. This involves
the ways a person consciously or unconsciously modifies his
or her environment or selectively perceives the environment.
Kumpfer (1999) explains this notion thus:

Resilient youth living in high drug and crime communities seek
ways to reduce environmental risk factors by seeking the proso-
cial elements in their environment. They maintain close ties with
prosocial family members, participate in cultural and community
events, seek to be school leaders, and find non-drug using friends
and join clubs or youth programs that facilitate friendships with
positive role models or mentors. (p. 191)

Kumpfer (1999) identified some transactional processes
that help high-risk youth transform a high-risk environment
into a more protective environment. These include selective
perception, cognitive reframing, planning and dreaming,
identification and attachment with prosocial people, active
environmental modifications by the youth, and active coping.
For example, Kumpfer suggested that resilient youth seek
out nurturing adults who facilitate and foster protective
processes by positive socialization or caregiving. According
to Kumpfer (p. 192), these caring adults provide that positive
socialization through “1) role modeling, 2) teaching, 3) advice
giving, 4) empathetic and emotionally responsive caregiving,
5) creating opportunities for meaningful involvement, 6) ef-
fective supervision and disciplining, 7) reasonable develop-
mental expectations, and 8) other types of psychosocial
facilitation or support.”

Therefore, a transactional process occurs between the envi-
ronmental context (risk and protective factors) and internal

resiliency factors to create the resiliency process or outcome.
Through her review, Kumpfer (1999) found that internal re-
siliency factors involve the following internal characteristics:
cognitive (e.g., academic skills, intrapersonal reflective skills,
planning skills, and creativity), emotional (e.g., emotional man-
agement skills, humor, ability to restore self-esteem, and happi-
ness), spiritual (e.g., dreams/ goals and purpose in life, religious
faith or affiliation, belief in oneself and one’s uniqueness, and
perseverance), behavioral/social competencies (e.g., interper-
sonal social skills, problem-solving skills, communication
skills, and peer resistant skills), and physical well-being and
physical competencies (e.g., good physical status, good health
maintenance skills, physical talent development, and physical
attractiveness).

The far right of the resiliency framework (Figure 15.1)
presents three potential outcomes for the resiliency process
(Kumpfer, 1999). Resilient reintegration outcomes involve
being made stronger and reaching a higher state of resiliency.
Homeostatic reintegration outcomes involve bouncing back
to the original state that existed before the stress or crisis
occurred. Maladaptive reintegration outcomes involve not
demonstrating resiliency, in that the individual functions at a
lower state.

The research on resiliency to date has focused on the
factors that place individuals at greater risk and the factors
that counteract those risk factors. In addition, the insightful
criticisms of several scholars (e.g., Masten, 1999; Luthar
et al., 2000) have advanced our thinking about the construct,
methods, and findings of this work. This research is very
useful in that it directs researchers toward potential processes
that are worth investigating and toward instruments for
analyzing resilience (Masten, 1999). The resiliency research,
thus far, also provides us with a greater awareness of the
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complexity of the concept or resilience (Masten, 2001)
because of its integration within the human adaptation
system. Indeed, Masten (2001) states,

The great surprise of resilience research is the ordinariness of the
phenomena. Resilience appears to be a common phenomenon
that results in most cases from the operation of basic human
adaptational systems. If those systems are protected and in good
working order, development is robust even in the face of severe
adversity; if these major systems are impaired, antecedent
or consequent to adversity, then the risk for developmental
problems is much greater, particularly if the environmental
hazards are prolonged. (p. 227)

FUTURE DIRECTIONS AND CONCLUSIONS

The research being conducted in the area of risk factors, risk
behaviors, protective factors, and resiliency points to new
directions for future study. According to Rutter (1997), a
main topic for future research is to examine the interplay
between nature and nurture in development. Thus, future
topics include how adolescents’ exposure to adversity is
related to parent behaviors, peer behaviors, and other signifi-
cant individuals’ behaviors and also how that exposure
shapes cognitive and emotional development. These topics
include the need for longitudinal studies, interdisciplinary
research teams, and robust applied research.

There is a strong need for transactional, cross-lagged
longitudinal studies that focus on elucidating the develop-
mental processes underlying the protective and risk factors
and the dynamic interactions of those factors, as well as the
developmental pathways of individuals. These longitudinal
studies and normative samples need to incorporate multifac-
torial designs and large samples (Masten, 1999). This design
and methodology will enable an examination of the individ-
ual in the context and an investigation of transactional
systems simultaneously. Studies would enable investigators
to direct their inquiries toward discovering how assets,
moderators, and other mechanisms work, that is, how they
confer protective or risk characteristics and how these
processes change as a function of development. Through
examining mediators and moderators, an investigation could
provide insight into the degree to which various mechanisms
might influence the effects of a specific risk or protective
factor or the interaction of those characteristics (Luthar et al.,
2000).

The longitudinal studies proposed previously require
integrated teams of researchers that comprise multiple disci-
plines and address multiple risk factors, protective factors,
and outcomes (e.g., prosocial behaviors and risk behaviors).

Research has provided ample evidence of the co-occurrence
of risk factors, protective factors, and risk behaviors (Jessor,
1997; Lerner, 1995; Masten, 1999; Perkins, 1995), thus mak-
ing the notion of single-issue studies seem unwise and ineffi-
cient. From the multiple processes (e.g., psychological,
sociological, biological), varied pathways to resilience may
result in the same effect as well as those that eventuate in
multifinality among at-risk individuals (Luthar & Cushing,
1999). Therefore, the complex nature of this research neces-
sitates expertise from various disciplines.

In the short term, comprehensive multivariate studies
could be implemented to examine sets of the risk and protec-
tive factors simultaneously. These types of studies would
enable an investigation of the extent to which one context
(e.g., school, peer group, neighborhood) can compensate for
another high-risk context or can detract from an enhancing
context. Moreover, case studies of adolescents who demon-
strate resiliency or engagement in risk behaviors would fur-
ther elucidate the processes and mechanisms involved in
multiple developmental pathways (Wang et al., 1999).

Applied research is needed that employs the accumulated
knowledge of basic research to develop and test interventions.
Multifaceted and longitudinal interventions need to target
multiple risk and protective processes involving various lev-
els of the ecology: micro system (organism, family, peers,
schools), macro system (community and culture), and meso
system (family and peer interaction; Masten, 1999). Indeed
Masten (1999) states,

Intervention and prevention efforts can be conceptualized as
deliberate protective efforts. The key to intervention could lie in
triggering or facilitating natural protective systems. A crucial
question for the future is whether such efforts are best modeled
on naturally occurring resiliency or not. (p. 293)

Experimental designs are required to test intervention and
prevention strategies and to further enhance our understand-
ing of the dynamic interactions of risk factors, protective
factors, and the outcomes (e.g., engagement in risk behaviors
or prosocial behaviors). This research also needs to explore
the importance of the timing of the intervention; that is, there
may be targeted interventions that will be most efficacious at
particular times in an adolescent’s life (Perry, 2000). Given
the co-occurrence of risk factors, protective factors, and risk
behaviors, intervention and prevention efforts must have a
triadic focus of increasing multiple protective factors at
multiple levels of the ecology, decreasing multiple risk
factors at multiple levels of the ecology, and increasing
competencies of individuals and systems. Indeed, recent
research provides evidence that in communities where the
citizens and institutions focus their attention on increasing
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both competencies of youth and external supports at all levels
of the ecology, there is a great likelihood for successfully
creating conditions that enable the development of strong and
resourceful youth (Furstenberg & Hughes, 1995; Perkins,
Haas, & Keith, 1997).

The review of literature on risk factors, risk behaviors,
protective factors, and resiliency presented here indicates
that we have increased our scientific knowledge and under-
standing. However, we still have much to learn from
the lives of adolescents who succumb to the adverse ef-
fects of risk factors, as well as those who do attain normal
developmental trajectories despite significant threats to their
development.
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How do parents and peers influence adolescent development?
At the beginning of the twenty-first century, what is unknown
about this topic far outweighs what is known; in this chapter,
we argue that this is partly because of the question itself. As
it is phrased, the question assumes that parents and peers
influence adolescent development separately in a unidirec-
tional fashion. These assumptions might actually block the
way to a true understanding of the roles of parents and peers
in adolescent development; such assumptions ignore the
interrelatedness between parent and peer relationships and
the roles that adolescents play as active agents in these
relationships.

In this chapter, we start with certain assumptions about
adolescents’ relationships with parents and peers—assump-
tions that have not necessarily been incorporated into the
research in these areas. First, we assume that these relation-
ships are bidirectional, meaning that adolescents are not just
passively influenced by the important people in their lives;
they are active agents in choosing with whom they spend
time, and they evoke certain reactions from people. Second,
we assume that relationships are not simply related to adjust-
ment but are themselves forms of adjustment. Parenting
behaviors and peer relations do not just produce adjustment;
they are also indicators and results of adjustment. Finally, we
assume that parent and peer relationships are linked to each
other. The form and quality of relationships with parents will

determine which peer contexts the adolescent chooses, and
that choice will evoke reactions from parents that will affect
the parent-child relationship. In short, we argue that adoles-
cents play active roles in choosing and shaping their relation-
ships with parents and peers.

CURRENT MODELS AND RESEARCH

There are large bodies of research on both parenting and peer
relationships. Several well-defined causal models are cur-
rently used in research on parenting, but this is less true in
peer research. The peer literature is defined less by clear
causal models and more by characteristics of the particular
peers that are considered, such as peer groups and best
friends. Because these literatures are largely separate, we
deal with them separately in the following sections.

Parenting Models

In this section, we discuss several of the most influential the-
oretical models dealing with parenting of adolescents. We do
not endeavor to review all of the research that has been done
on parenting of adolescents. Rather, we focus on models that
have had the widest influence on the broad conclusions that
have been drawn about parenting of adolescents—which par-
enting strategies are effective and why—and which lie
behind the practical advice that parents often receive. In turn,
for each model we take the most influential research as repre-
sentative of the model.
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The Parenting Styles Model

The parenting styles model has spawned a vast literature
related to both child and adolescent development. Different
parenting styles instruments have been created, and scores of
empirical studies have been done. For the present purposes,
we focus on the work that has been the most influential for
adolescent research. This, of course, means the theoretical
and empirical work of Baumrind and the theoretical work of
Maccoby and Martin. We consider, in addition, the empirical
work on adolescence that has appeared in flagship develop-
mental journals such as Child Development and Developmen-
tal Psychology, and much of that has come from the
Steinberg and Dornbusch research groups.

Background. The parenting styles model is based on
the theoretical ideas originally presented by Baumrind (1967)
and later revised by Maccoby and Martin (1983). Baumrind
grouped nursery-school children according to their social
adjustment and then determined how the parents of those
groups differed. Her initial results were that (a) “children
who were most self-reliant, self-controlled, explorative, and
content” had parents who were “controlling and demanding;
but they were also warm, rational, and receptive to the child’s
communication;” (b) “children who . . . were discontent,
withdrawn, and distrustful” had parents who were “detached
and controlling, and somewhat less warm than other par-
ents;” and (c) “the least self-reliant, explorative, and self-
controlled children” had parents who were “noncontrolling,
nondemanding, and relatively warm” (Baumrind, 1971,
pp. 1–2). Baumrind termed these three groups of parents
authoritative, authoritarian, and permissive, respectively.
Believing that parental control was particularly important,
she further articulated the qualititative differences between
authoritative and authoritarian parents’ control strategies
(Baumrind, 1968). Authoritative parents, according to Baum-
rind, communicated with the child about the demands that
they placed on the child, whereas authoritarian parents
tended to shut down communication about their demands.

Later, Maccoby and Martin (1983) argued that Baumrind’s
three styles and a wealth of other findings in the parenting
literature could be roughly subsumed into a four-field table,
with one axis contrasting parents who are controlling and
demanding with those who are not and the other contrasting
parents who are warm, responsive, and child-centered with
those who are not. To their credit, Maccoby and Martin re-
lated these constructs more broadly to the psychological liter-
ature, and they suggested mechanisms through which such
constructs might work. For instance, responsiveness, accord-
ing to them, meant a willingness to respond to the child’s sig-
nals. It was closer to the ideas of contingent responsiveness in

attachment theory, to Pulkkinen’s (1982) child centeredness,
or to the concept of reinforcement in learning theory than it
was to warmth in the sense of unconditional, noncontingent
expressions of love and support. Based on Seligman’s (1975)
learned-helplessness studies, they suggested that parents’ re-
sponsiveness should give the child a sense of control that—in
authoritative families—would be balanced by the control that
parents exerted over the child. Bidirectional communication
between parents and child was an essential part of this
process.

Yet although the four-field table has been widely used in
the parenting styles research that has followed, in conceptual
discussions of authoritativeness, communication has faded as
an important feature and the concepts of warmth and respon-
siveness have been blurred. In this body of work, the major
conceptual difference between authoritative and authoritar-
ian parents is the presence or absence of warmth along with
the high levels of control that both types of parents are
thought to exert over their children.

Extensions of the Parenting Styles Model. More re-
cently, parenting styles have been distinguished from parent-
ing practices in an attempt to conceptually refine the model
and improve the possibilities for discovering mechanisms
(Darling & Steinberg, 1993). The argument was that parent-
ing style should be thought of as the general emotional cli-
mate that parents create, whereas practices should be
recognized as the goal-directed behaviors in which parents
engage in order to change or shape the child’s behavior. Prac-
tices can be more or less effective depending upon the emo-
tional climate that parents have set up, because the emotional
climate will make the child more or less receptive to being
shaped by the practices.

In the empirical research that has followed this original,
theoretical work, however, the differentiation between styles
and practices is unclear. Sometimes, exactly the same full
scales as had previously been used to measure styles are
used again and labeled practices (e.g., Avenevoli, Sessa, &
Steinberg, 1999). Other times, the majority of items in the
measures of practices are identical or nearly identical to
items previously used to measure parenting styles (e.g., B. B.
Brown, Mounts, Lamborn, & Steinberg, 1993). Furthermore,
it is difficult to look at these measures and determine whether
they are conceptually tapping styles or practices.

Limitations of the Parenting Styles Model. We intro-
duce the limitations of the parenting styles model with a
history of parenting styles research that might have been. The
story is fiction, but we tell it in order to point out how far the
actual history of parenting styles research is from ideal. Our
story anticipates the critique that follows, but it also points
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out that the division of that critique into subtopics is
somewhat artificial because the different limitations are all
interrelated.

A Tale of Parenting Styles Research That We Wish We
Could Tell. Once upon a time, more than 30 years ago, a
researcher named Baumrind published her first works on par-
enting style. During the years that have followed, the original
ideas have been refined so much that they are barely recog-
nizable, but they are universally seen as the beginning of
what is now a rich understanding of the parent-child interac-
tion processes that are involved in development. These
processes used to be called parenting, but that term is now
recognized as simplistic and misleading because it denotes
only part of the process. The search for knowledge in this
area proceeded much like one would expect of a scientific en-
deavor. Baumrind’s first studies were somewhat descriptive.
She reported that in a small sample of mostly wealthy, white
families, there was a covariation between broad patterns of
parents’ behaviors and broad patterns of children’s behaviors.
Her explanations of these findings assumed that parents with
certain features had shaped certain behaviors in their chil-
dren, mainly through behavioral mechanisms. Naturally, the
untested assumptions and missing links in her logic were
immediately pointed out, and researchers began working
swiftly to (a) break down the global, conceptually heteroge-
neous parenting styles into their simplest, most basic ele-
ments; (b) develop construct-valid measures of those basic
elements and clear, testable explanations of the mechanisms
involved; (c) determine whether any of the children’s charac-
teristics—or any unrecognized third variables—might be
driving Baumrind’s correlational findings; and (d) determine
whether any causal relations existed between parents’ and
children’s characteristics, what the directions of effects were,
whether they should be seen as main effects or interactions,
and what mechanisms were involved, including moderating
and mediating effects. These efforts helped to build an under-
standing of the complex links between parents’ behaviors and
children’s adjustment—and everyone lived happily ever
after. In the following section we present a detailed discus-
sion of the more serious shortcomings in the parenting styles
research. We limit our critique to the major theoretical works
and the empirical studies that have been published in major
journals. In the vast literature that exists outside of these
major works, the same problems exist, often in more extreme
forms.

What’s Causing What? Correlation does not prove
causality. This is what students learn in their first psychology
course. Yet one of the most striking features of the parenting
styles literature, from Baumrind’s early works to the present,

is the assumption that causality is known—parents, through
their attitudes and behaviors, shape, mold, or otherwise
produce children with certain characteristics. Examples can
be found in the introduction and discussion sections of nearly
every article on parenting styles—sometimes even in the
titles. (Italics ours in these quotations.)

“Effects of Authoritative Parental Control on Child Behavior.”
(Baumrind, 1966, title)

“The Influence of Parenting Style on Adolescent Competence
and Substance Use.” (Baumrind, 1991, title)

“The success of authoritative parents in protecting their ado-
lescents from problem drug use and in generating competence
should be emphasized . . . Unlike any other pattern, authoritative
upbringing . . . consistently generated competence and deterred
problem behavior.” (Baumrind, 1991, p. 91)

Multiple examples can easily be found in a single article
(e.g., Glasgow, Dornbusch, Troyer, Steinberg, & Ritter,
1997):

“the beneficial influence of authoritative parenting does not di-
minish during adolescence” (p. 508)

“authoritative parenting promotes academic success through
a positive effect on adolescents’ psychological orientation to-
ward work” (p. 509)

“Different constellations of parental behaviors and affective
expressions produce variations in adolescents’ perceptions of
their own performance capacities . . . Among the four distinct
parenting styles, authoritative parenting is the most successful in
fostering personal and social responsibility in adolescents, with-
out limiting their emerging autonomy and individuality” (p. 521)

“characteristics of authoritative parenting contribute to the
development of instrumental competence” (p. 511)

“Indulgent parenting fosters instrumental competence . . . but
to a lesser degree than authoritative parenting” (p. 511)

“[this] characteristic of authoritarian parents thwarts the de-
velopment of instrumental competence in adolescents” (p. 511)

“use of extrinsic reinforcements . . . undermines adolescents’
perceptions of competence” (p. 511)

The causality assumption began with Baumrind’s original
identification of parenting styles, because she identified
parenting behaviors and child characteristics that covaried
and then gave explanations for that covariation that implic-
itly and explicitly made parents the causal agents (e.g.,
Baumrind, 1966; Baumrind & Black, 1967). Perhaps this was
a reflection of the behaviorist leanings of Baumrind and other
parenting styles researchers, or perhaps it was a reflection
of the assumptions of the broader culture, as has been sug-
gested earlier (Bell, 1968). At any rate, the assumption that
causality is known has continued, and the language seems to
have gotten progressively stronger with time, as though the
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accumulation of correlational results could somehow prove
causality.

Although longitudinal studies of parenting styles have
been conducted, rarely have the data been used to determine
whether causality might be bidirectional. They have instead
focused on arguing for parent-to-child effects. For example, a
cross-lagged design with parenting and child-behavior mea-
sures at two points in time could potentially be used to pro-
vide information about whether the correlations between
adolescent adjustment and parenting represent unidirec-
tional or bidirectional effects. When only half of this pattern
is tested with only parenting as the earlier predictor (e.g.,
Steinberg, Lamborn, Darling, Mounts, & Dornbusch, 1994),
it is impossible to find a bidirectional effect. The use of this
design reveals a disinterest in potential bidirectional effects.

Parenting styles researchers have held to a unidirectional,
causal interpretation of their correlational findings in spite of
growing literatures that present convincing alternative views.
For instance, a number of scholars have offered alternative
interpretations of the correlations between parents’ and chil-
dren’s behaviors that exist in the literature, including—but
not limited to—the parenting styles literature (e.g., Bell,
1968; C. Lewis, 1981; Harris, 1995, 1998). At about the same
time that Baumrind published her first parenting styles study,
Bell (1968) published a review paper questioning the unidi-
rectional interpretations that had been made in socialization
studies in general. He cited many examples of experimental
findings in which parents’ and other adults’ behaviors had
changed in response to certain children’s behaviors; he
argued that because of these findings, parent-child correla-
tions should not be interpreted as only parent-to-child effects.

Later, C. Lewis (1981) questioned the directionality
assumption in Baumrind’s published studies—particularly
Baumrind’s claim that parental control produced well-
adjusted children. She pointed out that in Baumrind’s studies
it was impossible to tell whether the parental control mea-
sures tapped control or simply harmonious relationships, for
which the child’s temperament could be as important as
the parents’ ways of dealing with the child (see Baumrind,
1983, for a reply). Furthermore, Lewis pointed out that in
Baumrind’s published studies the items that really distin-
guished the parents of competent children from all other
groups of parents had nothing to do with the use of control.
The strongest predictors were “respect the child’s decision,”
“use reason to obtain compliance,” “encourage verbal give
and take,” and “satisfy child,” (C. Lewis, 1981, p. 562), which
leaves open the possibility that competence had developed
through some process other than parental control. This is es-
pecially evident because items such as respect and use reason
may depend on child characteristics.

More recently, Harris (1995, 1998) offered a controversial
critique of the assumption that parents influence children in
unidirectional fashion. Her critique ‘like Bell’s and Lewis’s,
covered the parenting literature more broadly, and was not
limited to parenting styles. Concerning the parenting styles
findings, however, she offered a reverse-causality explana-
tion for the correlations between authoritative parenting and
good child adjustment. She argued that most parents in West-
ern cultures try to be authoritative because they know that is
what parents “should” be. If the child behaves well (i.e., is
well-adjusted), then parents have no reason to change their
strategy. If the child is difficult to manage (i.e., not well-
adjusted), however, then they have to become more control-
ling and less democratic (i.e., more authoritarian). Hence,
according to this reinterpretation, parents adjust to the child’s
behavior rather than producing it, and this adjustment ex-
plains the correlation between parenting styles and children’s
behavior.

In addition, in the parenting literature more broadly there
are now numerous experimental and longitudinal studies—
from which causality can actually be inferred—that show
very clearly that parents and other adults do sometimes react
to children’s characteristics and adjust their behavior accord-
ingly (e.g., Anderson, Lytton, & Romney, 1986; Bell &
Chapman, 1986 for a review; Buss, 1981; Dix, Ruble,
Grusec, & Nixon, 1986; Lerner & Spanier, 1978; M. Lewis &
Rosenblum, 1974; Mulhern & Passman, 1981; Passman &
Blackwelder, 1981) or that show good evidence for bidirec-
tional effects (e.g., Hastings & Rubin, 1999; Kochanska,
1998; Lytton, 1990, 2000; Mink & Nihira, 1986; Stice &
Barrera, 1995).

Finally, behavioral genetic studies also cast reasonable
doubt on the unidirectional assumption (e.g., Ge et al., 1996;
Reiss, Neiderhiser, Hetherington, & Plomin, 2000). They
offer evidence that the links between parenting behaviors and
children’s adjustment are affected by the child’s genetic
makeup from both directions. First, the child’s genetic
makeup—expressed in temperament and dispositions—
evokes certain parenting behaviors, which then influence the
child’s adjustment. Second, the child’s genetic makeup—
again expressed in temperament and dispositions—affects
adjustment directly, and that influences how parents react to
the child (parenting behaviors). Twin, adoption, and sibling
studies also suggest that parents react to their child’s unique
genetic makeup in that children’s unique experiences are
more predictive of adjustment than are the experiences they
share with their siblings (i.e., parenting factors; Plomin &
Daniels, 1987; Plomin, Reiss, Hetherington, & Howe, 1994).

Let us be clear. We are not arguing that solely child-to-
parent effects are driving the correlations between parenting
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styles and child adjustment. We do argue, however, that there
is enough evidence that child-to-parent effects exist and that
they cannot be discounted. In our view, a bidirectional model
of parent-adolescent relationships is needed. Any model that
takes a unidirectional view—parent-to-child or child-to-
parent—is of limited usefulness.

What’s Driving the Results? This is another question
that has not been pursued rigorously. Actually, it is a whole
complex series of questions about the basic constructs, the
measures, and the mechanisms through which the basic con-
structs are thought to work. Concerning the basic constructs,
even if one limits oneself to the major publications in this
area, one can end up wondering what is authoritative parent-
ing? Is it as complex as Maccoby and Martin (1983) theo-
rized, involving firm control, demands for mature behavior,
emotional warmth, responsiveness to the child’s expressed
needs and desires, being encouraging of bidirectional com-
munication and devoted to democratic decision-making,
and being child- rather than parent-centered? Or is it as sim-
ple as warmth-involvement and strictness-supervision (e.g.,
Lamborn, Mounts, Steinberg, & Dornbusch, 1991; Steinberg
et al., 1994)? Concerning the measures, if authoritative par-
enting is as simple as warmth-involvement and strictness-
supervision, then why do items that specifically tap
communication appear on both types of scales? And why, for
example, is knowing a lot about who the child’s friends are a
warmth-involvement item, whereas knowing a lot about what
the child does after school and in his or her free time is
a strictness-supervision item (e.g., Lamborn et al., 1991;
Steinberg et al., 1994)? Indeed, how is knowing (an end prod-
uct) a measure of either warmth or strictness? Moreover
(although a more detailed discussion of this issue is beyond
the scope of this chapter), one gets an even more confusing
picture if one looks at the parenting styles literature as a
whole—and not just at the major theoretical works and the
empirical studies in flagship journals.

Then, concerning mechanisms, without having these
construct and measurement issues sorted out, it is difficult to
begin to sort out the influences of the various elements,
how many of the features of the different styles are really
important, the direction of effects, and whether they work
additively or interactively. Indeed, parenting styles re-
searchers have seemed fairly unconcerned about demonstrat-
ing empirically why or how authoritative parenting might
work. The literature abounds with post hoc explanations and
untested assumptions. Baumrind clearly favored learning
explanations. In her view, authoritative parents modeled de-
sirable behavior through their willingness to communicate;
created classically conditioned good feelings through their

warmth and acceptance that would improve their ability to re-
inforce their children’s desirable behavior; and provided
appropriate reinforcements and limits through their firm be-
havioral control (Baumrind, 1971). Still, these explanations
remained untested.

The rare studies that have tried to look at mechanisms
have been weak in terms of design. For instance, one study
tried to test the idea that the connection between authoritative
parenting and school performance was due to the fact that au-
thoritative parents foster the right attributional styles in chil-
dren, which in turn are linked to school performance
(Glasgow et al., 1997). But the hypothesized mechanism, fos-
tering, was never examined. Only the concurrent correlation
between styles and attributions was examined; again, this
correlation between a parenting measure and a child behavior
was assumed to represent a causal connection in which par-
ents had fostered the attributional style. Hence, this study was
not really a test of a mechanism.

Summary. The parenting styles model is a static, unidi-
rectional view of socialization in the family context. It is sta-
tic in that it assumes that parents are a certain way throughout
the child’s life, and that their way of being produces—at
some undefined point in time—a child with certain character-
istics. Furthermore, parents are assumed to have the same
style with each child. There is no recognition that parenting
might be a developmental process in which parents learn
what works and does not work with each child, or in which
they develop certain undesirable parenting behaviors through
repeated frustrations with a difficult child—as stated by one
of the most prominent parenting styles research groups: “Par-
enting style is a characteristic of the parent (i.e., it is a feature
of the child’s social environment), independent of character-
istics of the developing person” (Darling & Steinberg, 1993,
p. 487). Under assumptions such as these, the parenting
styles paradigm can bring us no further toward understanding
the bidirectional processes operating over time between par-
ents and children that are inextricably linked to the child’s
adjustment.

The Attachment Model

Attachment theory (Bowlby, 1969/1982) does offer a way of
looking at relationships that could be truly dyadic. It views
the emotional bond between parents and children as a
feedback system, controlling a balance between children’s
desires for closeness with parents and those for exploring
the world. This has been likened to the physiological control
systems that maintain physiological measures—such as
blood pressure and body temperature—within set limits
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(Bowlby, 1988). According to this theory, optimally, during
times of stress, infants and adolescents will seek comfort
from their caregivers, and parents will give their children a
sense of security—a feeling that all is well (Ainsworth,
1990). The need to be close to parents in times of distress—
and for parents to respond to their children’s distress—are
theorized to be biologically based to promote survival of the
species. The attachment system draws parents and children
together, therefore, to protect children from harm. The posi-
tive emotions that can be derived from closeness, such as a
sense of security, make attachment behaviors rewarding to
both parents and children.

A balance between emerging independence and closeness
with parents is a central feature of attachment theory and
particularly relevant as children grow into adolescence. Chil-
dren and parents are increasingly able to take each other’s
perspectives into consideration and to negotiate in their rela-
tionship. Adolescents continue to use parents as a secure base
for exploration, using temporary returns to the safe haven of
parents to help them, particularly in times of distress, illness,
fear, or stress (Marvin & Britner, 1999). The emotional avail-
ability of the attachment figure rather than physical proximity
becomes the more frequent goal of the attachment system.
Attachment experiences not only provide a secure base for
adolescents to explore their talents and experiences in a vari-
ety of contexts, but such experiences also prepare adolescents
to become socially connected with others and to learn how to
be caregivers for others (Crittenden, 1992).

Not all attachment relationships, however, provide a truly
secure base. The security of attachment relationships can be
distinguished by the ways that members of the dyad—such as
a parent and child—respond to each other during times of
distress. Attachment theory predicts that parents of securely
attached children respond consistently and sensitively
(Ainsworth, Blehar, Waters, & Wall, 1978). Secure attach-
ments are characterized by open, flexible communication
between parents and children around emotion signals, pro-
moting a balance and range of positive and negative emotions
(Bowlby, 1988; Cassidy, 1994). Insecure attachments, in con-
trast, reveal problematic ways of communicating emotions—
partners may exhibit a restricted range of emotions or
heighten their displays of emotion (Bowlby, 1988; Cassidy,
1994). Parents of insecurely attached children, for example,
may respond inconsistently to expressions of distress, ignore
them, or act punitively.

Attachment theory suggests that the quality of individu-
als’ interactions with caregivers over time creates a model of
how relationships work and of their own value in relation-
ships (Bowlby, 1969/1982; Bretherton, 1985). These cogni-
tive models are thought to guide feelings, behaviors, and how

information about the world is processed. Bowlby described
these representations of attachment relationships as working
models because he viewed them as being open to new input
and modification as circumstances and relationships change.
Individuals are believed to learn both sides of the attachment
relationship, and children are motivated to reenact both sides
of their attachment relationship in their other relationships
with peers, teachers, and others (Sroufe & Fleeson, 1986).
Children learn, for instance, whether important people in
their lives will come to their aid when they need help and
ways of responding to the distress of others.

This aspect of attachment theory offers a perspective to
understanding relations among relationships with parents,
peers, and other significant people in children’s lives. As ado-
lescents begin to spend more time with peers of their own
choosing, working models are hypothesized to influence their
selection of friends and the quality of their peer interactions.
Adolescents are likely to choose friends as attachment figures
who fit with their existing working models. The central
importance of peers in the lives of adolescents has received a
great deal of attention (Allen, Moore, Kuperminc, & Bell,
1998; Csikszenthmihalyi & Larson, 1984), with intimacy in
friendships being described as one of the defining character-
istics of this age group (Buhrmester, 1990; Sullivan, 1953).
The exceptional intensity of adolescent peer relationships has
in fact been likened to that of attachment relationships
(Ainsworth, 1989; Ainsworth & Marvin, 1995; Allen et al.,
1998; Bowlby, 1988).

Furthermore, ways of communicating in attachment
relationships appear relevant to understanding adolescents’
adjustment (Allen, Aber, & Leadbeater, 1990; Cooper,
Shaver, & Collins, 1998; Engels, Finkenauer, Meeus, &
Dekovic, 2001) and emotion regulation (Biesecker, 2001;
Kobak & Sceery, 1988; Zimmermann, Maier, Winter, &
Grossmann, 2001). Adolescents using insecure attachment
strategies may have difficulties understanding their own and
others’ emotions, leaving them more vulnerable to misinter-
preting ambiguous situations as hostile and less able to repair
disruptions in relationships (Kobak & Cole, 1994). These
misinterpretations may lead to hostile or aggressive actions,
withdrawal from peers, or other behaviors that undermine the
formation of healthy relationships and foster negative
feelings about the self. Therefore, understanding the role of
these insecure attachment strategies—or ways of communi-
cating and responding to feelings of distress—may shed
some light on certain adolescents’ “problem behaviors”
(Allen et al., 1990) such as substance abuse and conduct
disorder.

The attachment model has come further than the other
models reviewed here have in portraying the adolescent as an
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active agent in his or her own adjustment and in trying to
explain the links between parent and peer relationships.
This model, however, suffers from some of the same limita-
tions as the other parenting models. First, until recently there
has been a tendency to view parent relations separately from
other relationship experiences. We need more information
about how attachment relationships with mothers and
fathers, siblings, extended family, peers, and romantic part-
ners relate, interact, and possibly modify each other over
time.

A second issue is that the different measures used to assess
attachment at different ages—particularly after early child-
hood—have not always demonstrated conceptual equiva-
lence or construct validity. A variety of techniques have been
developed to tap attachment in adolescence and adulthood,
most of which are based on interviews and self-reports (e.g.,
Bartholomew & Horowitz, 1991; Brennan, Clark, & Shaver,
1998; Collins & Read, 1990; C. George, Kaplan, & Main,
1985; Hazan & Shaver, 1987; Kenny, 1987), but there is a
lack of convergence about a common, reliable method.
Although adult measures share theoretical links with mea-
sures used in infancy and childhood, the underlying ap-
proaches can differ radically between them; little research
has been conducted or published to address relations between
these different measures. These sorts of psychometric issues
make it difficult for attachment researchers to ensure that
they are communicating about the same constructs (Brennan
et al., 1998). A piece of this problem is an overly broad use of
the term attachment to encompass more general qualities
of the parent-child relationship. Although attachment may be
associated with other aspects of parenting, researchers need
to make sure that they mean the same thing when they
measure it.

Last, attachment researchers are as likely as other parent-
ing researchers are to look almost exclusively at parent
effects unless the focus of research is to study certain child
influences on the attachment relationship, such as infant
temperament (Calkins & Fox, 1992; Crockenberg, 1981;
Goldsmith & Alansky, 1987; Susman-Stillman, Kalkose,
Egeland, & Waldman, 1996) or Down Syndrome (Ganiban,
Barnett, & Cicchetti, 2000; Thompson, Cicchetti, Lamb, &
Malkin, 1985). Otherwise, the direction of causality between
the quality of attachment relationships and other constructs is
almost always examined in one way, suggesting attachment
as a predictor of child psychopathology (Greenberg, 1999),
for example. The possibility of reverse effects on working
models remains largely unknown; for instance, do insecure
attachments to parents cause a youth to become delinquent,
or do parents who know that their child is delinquent
disengage emotionally, perpetuating a pattern of insecurity?

Although the attachment system is said to reside within the
individual—the child—considering it as a feedback system
makes it reasonable to consider the effects of the child’s ways
of responding to situations of distress on the parent. How do
adolescents, for example, give parents a sense that all is well,
and how do they activate their parents’ attachment systems?
How do parents respond when the stressor activating their at-
tachment system is their own adolescent’s behavior? How do
parents’ attachment histories with their own parents and part-
ners color their reactions to adolescents’ behaviors? Who sets
the thermostat of the attachment system when?

The Direct Parental Control Model

The main assumption behind this model is that parents need
to control their adolescents’ behavior and that they will
have their influence through direct supervision and control of
the adolescents’ activities and associations (e.g., Laub &
Sampson, 1988; Leibner & Wacker, 1997; Wells & Rankin,
1988). The criterion variables are usually delinquency, drug
use, and other problem behaviors. Studies of delinquency in
the criminality literature often lean heavily on this model.

There is a problem inherent in the direct control idea, how-
ever, which is that parents are seldom physically present when
their adolescents are away from home (Csikszentmihalyi &
Larson, 1984; Hirschi, 1969; Nye,1958). Therefore, direct
control of their behavior is not usually possible.Another prob-
lem with this literature lies in the assumptions that are made
about intervening processes that are not studied directly. The
literature on parental monitoring, which rests on the direct
parental control model, provides an illustration. The main idea
is that parents’ tracking and control efforts are necessary to
keep youths from engaging in problem behavior and away
from deviant peers who would draw them into problem
behavior. A large literature links high parental monitoring to
lower levels of (a) delinquency, (b) associations with deviant
peers, (c) drug and alcohol use, (d) cigarette smoking, and
(e) risky sexual activity (for a review of early work, see Pat-
terson & Stouthamer-Loeber, 1984; for some of the many em-
pirical examples, see Biglan, Duncan, Ary, & Smolkowski,
1995; Cernkovich & Giordano, 1987; Chassin, Pillow,
Curran, Molina, & Barrera, 1993; Crouter, MacDermid,
McHale, & Perry-Jenkins, 1990; Dishion, Capaldi, Spracklen,
& Li, 1995; Flannery, Vazsonyi, Torquati, & Fridrich, 1994;
Fletcher, Darling, Steinberg, & Dornbusch, 1995; Fridrich &
Flannery, 1995; McCord, 1986; Metzler, Noell, Biglan,Ary, &
Smolkowski, 1994; Romer et al., 1994; Sampson & Laub,
1994; Weintraub & Gold, 1991; White & Kaufman, 1997).

This literature involves at least two untested assump-
tions. The first is that if parents have knowledge, it is
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because they have done tracking and surveillance to get it.
This assumption is inherent in the operationalization of
monitoring in this whole literature. Even though monitoring
has been conceptualized as tracking and surveillance, which
are actions, it has almost universally been operationalized as
knowledge, which is not an action but an end result. This lit-
erature involves a second untested assumption regarding
why parents’ knowledge might be important or why it is
linked to fewer adolescent problem behaviors and better
overall adjustment. The assumption is that if parents have
knowledge about their youths’ activities and associations,
they will be aware if small infractions of rules occur or if
dangerous associations with deviant peers start to develop,
and they can step in with direct control to stop these small
problems before they become large problems. Hence, direct
control is an intervening process that is assumed to explain
the connection between parents’ knowledge and adolescent
behavior.

In our research, we have questioned both of these assump-
tions. We have pointed out this mismatch between the con-
ceptualization of monitoring as tracking and surveillance and
its operationalization as parents’ knowledge, and we have
presented empirical evidence to suggest that parents get most
of their information about adolescents’ day-to-day activities
through the youth’s free, spontaneous disclosure of informa-
tion (Stattin & Kerr, 2000). Parents’ active efforts to get in-
formation, in contrast, are only weakly related to their
knowledge. We have shown, further, that children who tell
their parents a lot about their daily activities, rather than
those who are strongly controlled by their parents, are better
adjusted in a number of different ways (Kerr & Stattin,
2000). In our work, high disclosure of daily activities was
linked to less involvement in antisocial behavior, less school
maladjustment, less depressed mood, higher self-confidence,
better relationships with both parents, and fewer friends with
undesirable characteristics. Parents’ active efforts showed
few links to adjustment. In fact, they were sometimes related
to poorer rather than better adjustment. We went on to show
that parents’ direct control strategies (controlling adoles-
cents’ freedom to come and go as they please without in-
forming parents and getting their permission ahead of time or
explaining themselves afterward) were correlated with
youths’ feelings of being overly controlled—which in turn
were linked to poor adjustment on all the measures men-
tioned previously.

These results suggest that the link between parents’
knowledge and adolescent adjustment does not exist because
surveillance prevents undesirable behavior, as has so often
been claimed. Rather, it is because child disclosure is heavily

represented in parents’ knowledge, and children who talk
openly with their parents tend to be better adjusted. Hence,
this raises the larger theoretical question of whether parents’
knowledge in and of itself is actually important. Does it play
any causal role in adolescent adjustment? If it does, and if
that role is not what has been assumed—allowing parents to
know when to intervene with direct control—then what is it?
Or alternatively, is this just a classic example of an apparent
cause-and-effect relation that only appears because there is a
third variable that is producing both the apparent cause and
the apparent effect? In our research, we have suggested that
parents’ knowledge is important, but not for the reasons that
researchers have assumed (so that parents will know when to
intervene with direct control). We have theorized instead that
knowledge underlies trust, and trust is an important part of a
complex, ongoing, bidirectional process within the family in
which parents and children react to each other. This process
in turn influences the child’s adjustment both directly and
indirectly through mechanisms that we describe later in this
chapter.

Conclusions

The major views of parenting that have dominated research
on adolescence during the past 20 years have concentrated on
two broad classes of parenting behaviors. One concerns
the relational side of parenting—emotional warmth and re-
sponsiveness to the youth’s needs. The other concerns the
regulatory-supervisory side of parenting—active regulation
of the youth’s activities and associations. Both these classes
of parenting behaviors are considered important, particularly
the regulatory-supervisory behaviors. All of these models are
limited by an assumption that causality resides in parents’
behavior, and some models are further limited by measures
that have questionable construct validity.

Peer Relationships

In current thinking, the adolescent peer context is regarded as
a prime instigator of new behaviors and lifestyles. Friend-
ships are considered more egalitarian than are adult-child
relations and are thought to provide young people with
approval and support in daily life; experiences of sharing and
cooperating; standards for social comparison; opportunities
to try out adult roles; leisure time recreation; and forums for
personal and intimate disclosure of experiences, thoughts,
and ideas (Bagwell, Newcomb, & Bukowski, 1998; Cairns &
Cairns, 1994; Hartup, 1983; Parker, Rubin, Price, &
DeRosier, 1995).
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Friendships are voluntary and self-initiated, but they are
also constrained by the broader physical context. Hence,
peer networks, cliques, and friendships all describe social
associations between individuals of roughly the same age
who share about the same ecological conditions, interests,
and activities (Kirchler, Palmonari, & Pombeni, 1996; Ladd,
1989; Reisman, 1985). They live in the same neighborhood,
are members of the same clubs and associations, and attend
the same school or class. They also tend to be of the same sex
and ethnicity (Hartup, 1983; Kandel, 1978). These features,
however, say more about the physical environment in
which adolescents live than about the actual content of the
friendships.

Adolescents also tend to choose peers who are attitudi-
nally and behaviorally similar to themselves (Dishion,
Patterson, & Griesler, 1994; Hartup, 1983, 1996; Kandel,
1978, 1986). Yet to focus only on similarities is to ignore one
of the possible developmental functions of peer associa-
tion—that it forces youths to understand differences between
themselves and others. We should expect that young people
choose peers who are different from themselves in certain
ways and who satisfy different needs—peers whom they ad-
mire for some reason, who have talents they do not have or
interests that are different from theirs, and whom they can
talk with, learn from, and gain insights from (Eder, 1985;
Smith & Inder, 1990).

The theoretical models of peer influences that have been
used in research have mainly been the social-cognitive de-
velopment model and the social learning model. The first
rests on the ideas of theorists such as Piaget, Cooley, Mead,
Sullivan, and—to some extent—Erikson and Vygotsky. The
main idea is that peer relationships help adolescents gain a
more sophisticated social understanding and develop cogni-
tively because negotiating relationships and disagreements
with peers forces them to take another person’s point of
view and develop empathy and understanding. Sullivan’s
clinically derived theory of interpersonal relations was one
of the first approaches to directly address the developmental
function of peer groups and friendships. From Sullivan’s
perspective, “chums” or best friends were essential for the
evolution of the self-system, cognitive-emotional develop-
ment, and good adjustment. From a contemporary life span
developmental perspective, Youniss (1980) proposed a the-
ory of relationships and self-development that was drawn
from the writings of Sullivan and Piaget. The social learning
model rests on the ideas of theorists such as Bandura,
Cairns, Patterson, Dishion, and colleagues, Coleman, and
Bronfenbrenner. The main idea is that peers socialize each
other by modeling, imitating, encouraging, and rewarding

certain behaviors. This general idea can be seen in much of
the research on peer influences.

Research on Peer Relationships

Research on peer relationships addresses questions that
derive directly from the particular peers under consideration.
Research on dyadic peer relationships examines how friend-
ships develop. Research on groups of peers in predefined
settings such as school classrooms looks at how adolescents
acquire peer-group status and how that status and the charac-
teristics of the peers influence the individual’s behavior.
Research on peers in self-chosen settings looks at how peer
groups are formed in the natural ecology and how these
groups influence individual behavior.

Dyadic Peer Relationships. Many scholars agree that
close friends have the potential to serve unique functions
in development. Friendships help adolescents build social
skills and learn that others think and feel differently from the
way they do. Most adolescents have a good friend—often
several (Hartup, 1992). A huge literature suggests that inti-
macy and empathy, self-disclosure, and mutual responsive-
ness emerge within these friendships. Friendships are
self-initiated and are based on openness, affection, empathy,
loyalty, and reciprocity, and they make adolescents sensitive
to others’ perspectives, roles, and feelings (Berndt, 1982;
Marcus, 1996; Sullivan, 1953). The behavioral interactions
that differentiate friends from nonfriends typically involve
positive engagement, conflict management, and ability to en-
gage in tasks together (Hartup, 1996). Similarity and dissim-
ilarity; friendship selection, maintenance, and dissolution;
and gender differences in friendships also have all been ad-
dressed in the literature on best friends.

Relationships With Groups of Peers: The Peers in
Predefined Social Settings. Most studies of peer relations
and interactions have been done in the classroom or school, a
setting that is predefined for adolescents. During the 1970s
and 1980s, hundreds of studies were conducted that exam-
ined the relationship between peer status (popular vs. unpop-
ular, neglected, controversial, and rejected) and coping and
problem solving, social skills and competence, school adjust-
ment and achievement, personality, emotions, loneliness,
prosocial and agonistic behavior, and more (Parker, et al.,
1995). These studies showed a strong link between peer sta-
tus and individual behavior at school and indicated that status
and behavior are correlated with later school dropout, delin-
quency, and mental health problems. These studies present a
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unidirectional view of causality, however, because they as-
sume that peer status plays a causal role in these correlations.

Relationships With Natural Groups of Peers: The
Peers in Self-Chosen Settings. Demographic and ecologi-
cal investigations have provided insights into how peer
groups naturally evolve over time, how broader networks are
formed, and how and when cliques and crowds emerge (B. B.
Brown et al., 1993; Dunphy, 1963). They have shed light on
the role of social networks for adolescents with behavioral
problems—and on how deviant peer groups and gangs are
formed and maintained (Goldstein, 1994). They have dealt
with group processes and behavior stability (Sarnecki, in
press). Studies in this domain have shown the close connec-
tion between leisure settings and transition behaviors
(Silbereisen & Noack, 1988) and between choosing to enter a
particular activity such as sports and encountering new
friendship experiences (B. B. Brown, 1990; Fine, 1980).
These studies have provided some information about proper-
ties of peer groups; bases of peer group selection, main-
tenance, and dissolution; and gender- and age-related
differences in peer group configurations.

Peer Associations: Unidirectional Effects?

Historically, adolescents have been portrayed as being recep-
tive to the influence of peers. In view of (a) the number of
empirical studies that have claimed to demonstrate that peers
influence adolescents’ behaviors, (b) existing theoretical
models that depict peers as a major socialization influence
(cf. differential association, Sutherland & Cressey, 1978; and
social control theories, Hirschi, 1969), (c) the many text-
books that support the argument that peers have a pervasive
socializing influence on behavior of adolescents, and (d)
layman’s views, undoubtedly peers should be viewed as hav-
ing an important steering influence on adolescents’ behavior
and development. Indeed, one finding that consistently turns
up in empirical studies is that peer characteristics are out-
standing correlates of individuals’ transition behaviors. For
smoking, sexuality, delinquency, and drinking or drug use,
there is a strong link between individual behavior and peer
behavior. In the majority of studies that have looked at the rel-
ative roles of parent and peer characteristics in social
behavior, peer relationships turn out to be the most predictive.

Factors That Interfere With the Ability to Infer Causality

Researchers refer to peer association with causal terms such
as influence, impact, or pressure. But many studies do not
take adequate account of selection factors, do not control

appropriately for relevant individual differences, are not
based on independent reports of peers, are ecologically ques-
tionable, fail to consider alternative explanations, or suffer
from any combination of these problems.

Cross-Sectional Designs. It goes without saying that a
correlation between characteristics in subjects and their
friends in any cross-sectional study cannot be interpreted
causally. The direction of influence may go both ways. For
more firm conclusions about causality, longitudinal designs
are needed. But causal language—implying a unidirectional
peer impact on individual behavior and development—is fre-
quently used in studies that look at concurrent correlates.

Shared Activities. If we focus on behaviors that usually
occur in groups, high subject-peer group correlations are not
in and of themselves evidence of peer influence. Consider
one example: Because delinquent acts are most often
performed in groups, one would be very surprised not to find
an association between delinquency in the adolescent and
delinquency in his or her peer group. However, this associa-
tion does not indicate whether the adolescent was pressured
to offend, tended to be the active instigator, or was an active
part of planning these offenses (Farrington, 1998).

Perceptual Biases. Many studies deduce peer influ-
ences from adolescents’ self-reports of peer behavior. For ex-
ample, many investigations have reported that self-reports of
friends’ deviance are strongly linked to the subject’s own
delinquency. Indeed, based on findings from peer perception
measures, delinquent peers have been referred to as the best
predictor of delinquency (Dishion et al., 1994; Oetting &
Donnermeyer, 1998). This raises the old problem of shared
method-variance. High correlations between one’s own and
one’s peers’ behavior might be partly explained by the fact
that adolescents project their own behavior onto friends or
justify or rationalize their own behaviors, thereby misreport-
ing their friends’ deviance (Conger & Rueter, 1996; Kandel,
1996; Urberg, Degirmencioglu, & Pilgrim, 1997). Studies
suggest that self-reports of peers’ behaviors are more strongly
associated with individuals’ own behavior than are indepen-
dent measures of peers’ behaviors (cf. Iannotti, Bush, &
Weinfurt, 1996). Hence, data from self-reports of peer behav-
ior are likely to systematically overestimate the role of peer
association in individual development (Kandel, 1985).

School as the Analytic Unit. Adolescent peer studies
have typically dealt with peer groups in one setting—the
school—and the ecological validity of this practice is ques-
tionable (Adler & Adler, 1998; Campbell, 1980; T. P. George
& Hartmann, 1996; Giordano, Cernkovich, & Pugh, 1986;
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Hartup, 1983). A school is an administrative system.
Although circumstances can vary with the type of school,
students usually have little choice about their classmates
and they cannot influence the social environment much.
Undoubtedly, the school context should be considered the
major breeding ground for peer associations from childhood
into late adolescence (Parker & Asher, 1993). But many
leisure-time friends are not classmates (T. P. George &
Hartmann, 1996; Smith & Inder, 1990). Out-of-school peers
are more heterogeneous than in-school peers in both age and
gender (cf. Allen, 1989; T. P. George & Hartmann, 1996;
Smith & Inder, 1990), and they might have more important
implications for individual behavior—concurrently or pre-
dictively (Krappmann et al, 1993). It is likely that peers out-
side of school will be particularly important for adolescents
who do not consider school as a valued context or who for
reasons such as being rejected by their classmates are not part
of the activities of the majority in their class (Ladd, 1983).
T. P. George and Hartmann (1996) reported that unpopular
11- to 12-year-olds had more friends outside of school than
did average and popular subjects, and the unpopular youths
in the class had almost twice as many friends of a different
age as the popular youths had. In their investigations of the
implications of pubertal maturation on transition behaviors,
Stattin and Magnusson (1990) showed that the peers who
were most strongly associated with the social behaviors
of early-developing females were not conventional types of
peers. Most influential were the peers who were chronologi-
cally older and those who were in other classes or had quit
school—particularly older males. Classroom-based studies
would exclude these important peer contacts.

Little is known about leisure-time peer groups or the
differences between in-school and out-of-school friends. For
example, one of the common questions about deviant peers is
the proportion of close friends that the individual has (from
none, to half, to all) who engage in delinquent acts (Elliot,
Huizinga, & Menard, 1989). This question is standard in
research on juvenile delinquency, but it is not informative
about who these peers are, where and when they interact with
the youth, or what their support or influence is. More research
on relationships with peers outside of school is needed for a
more accurate picture of how the individual influences and is
influenced by his or her peers across contexts.

Peer Selection and Peer Socialization. Kandel (1978,
1985) first questioned the common practice of interpreting
peer association causally and unidirectionally when in
studies of homophily, she differentiated peer selection from
peer socialization processes. According to a peer socializa-
tion interpretation, youths become similar to their peers as

they gradually conform to the behaviors, fashions, values,
and attitudes that are normative in the peer group. In contrast,
according to a peer selection interpretation, similarity exists
because youths choose to engage with peers who are similar
to themselves. If selection is a major operating factor, then
correlations between peer association and individual behav-
ior are spurious (Hartup, 1983, 1992).

Cross-sectional studies cannot possibly differentiate peer
selection from peer socialization; this requires longitudinal
data. Kandel’s studies on juvenile drinking (1978; 1985)
were based on best friend nominations at two time points, and
they showed that both these processes operated to produce
similarities between adolescents and their friends. Other
studies have confirmed Kandel’s findings. In the domains of
drinking and smoking, peer selection is as important as
peer socialization (Engels, Knibbe, de Vries, Drop, & van
Breukelen, 1999; Engels, Knibbe, Drop, & de Haan, 1997;
Ennet & Bauman, 1994; Farrell & Danish, 1993; Fisher &
Bauman, 1998; Mounts & Steinberg, 1995; Urberg et al.,
1997). These studies clearly show that peer socialization is
not the whole story behind the often-found associations be-
tween measures of individual and peer behavior.

Other longitudinal studies support this view. For example,
they reveal that peer associations change greatly in adoles-
cence, but aggressiveness and antisocial behavior are quite
stable (Loeber, 1991; Olweus, 1979; Stattin & Magnusson,
1989), and this pattern of findings argues for selection. Also,
several strong longitudinal studies that have looked into com-
plex networks of peer relations over time suggest a reciprocal
relationship between peer selection and peer socialization
(Patterson, Reid, & Dishion, 1992). Peer association, it ap-
pears, is best viewed as a process that includes selection, de-
selection, and socialization in the peer group (Kandel, 1985,
1986).

In the delinquency literature, studies have looked more
closely at the conditions under which selection versus social-
ization operates. They suggest that the common view that
teenagers are drawn into delinquency because of “bad peers”
is too simple. Rather, active selection of deviant peers by
problem-prone adolescents seems to be particularly pro-
nounced during the early stages of engaging in delinquency
and other risk behaviors (Conger & Rueter, 1996; Galambos
& Silbereisen, 1987; Kandel, 1985; Maggs & Galambos,
1993; Patterson, DeBaryshe, & Ramsey, 1989). During the
later stages, interactions with deviant friends and the mutual
reinforcement of common activities accelerate and diversify
the criminal activities of adolescents who have a previ-
ous history of problematic adjustment (Dishion, French, &
Patterson, 1995). According to the deviancy training hypoth-
esis, collective antisocial talk among peers in these circles
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reinforces antisocial talk and antisocial behavior, thereby es-
calating the level of delinquent behavior for the group mem-
bers over time (Dishion et al., 1994).

Other studies in the literature show that peer influence is an
issue of individual characteristics, youths’ prior experiences,
and peer characteristics (Agnew, 1991; Fergusson, Lynskey,
& Horwood, 1996; Moffitt, 1993; Mounts & Steinberg, 1995;
Vitaro, Tremblay, Kerr, Pagani, & Bukowski, 1997). For ex-
ample, association with deviant friends is considered more
likely to predict future delinquency among late starters or tran-
sitory delinquents, but it is less likely to affect the behavior of
early starters or life-course persistent delinquents. In support
of this suggestion, Vitaro et al. (1997) found that having de-
viant friends was associated with an increase in delinquent be-
havior among moderately disruptive youths but not among
highly disruptive youths.

Still, the general problem of using the school context in
peer research prevails. The conclusions about peer selection
and peer socialization processes discussed previously were
based on data taken from friends at school (Kandel, 1978,
1985). There is little information about peer selection and
socialization in out-of-school settings. To our knowledge, a
study conducted by Kiesner (2000) is unique in that it in-
cluded peers in the school context as well as neighborhood
friends; this was accomplished by studying an entire commu-
nity at once. Kiesner’s results suggested that in-school and
out-of-school peer groups both contribute to the concurrent
prediction of individual problem behavior and homework
and curfew compliance, whereas only the out-of-school
group explained individual involvement in sports (which in
Italy take place outside the school) and social activities.
Moreover, in-school and out-of-school peer status (defined as
the number of nominations received as a member of the other
participants’ in-school and out-of-school groups) interacted
in explaining individual differences in depressed mood, even
after controlling for a traditional measure of in-class peer sta-
tus. Specifically, frequent nominations as an out-of-school
group member appeared to buffer individuals from the nega-
tive emotional effects of low peer status within the school.

Peer Relations and Community Settings. When par-
ents buy a new house or rent an apartment in a certain area,
they mark out the limits of the future life courses of all family
members (Barker, 1964; G. W. Brown, Harris, & Peto, 1973;
Magnusson & Stattin, 1998). The availability of social situa-
tions in a local community determines the possibilities for
particular social activities and for the functioning and
development of individuals and peer groups. Within these
limits, individuals determine their own peer associations by

selecting certain types of leisure settings and recreational
contexts over others (Brook, Nomura, & Cohen, 1989). On
the group level, the local society to some extent shapes the
social activities of peer groups by providing or failing to pro-
vide settings that promote prosocial activities.

Adolescent research has only recently started to gain in-
sights into how broader sociocultural influences—as they are
represented in the community, the neighborhood, and in
particular leisure-time settings—affect peer relations. A few
examples of this work in naturalistic settings are Fine and
Glassner’s (1979) study of baseball little leagues, Mahoney
and Stattin’s (2000) examination of youth recreation centers,
Jackson and Csikszentmihalyi’s (1999) studies of the role of
sports in adolescent life, and the Berlin Youth Longitudinal
Study, which revealed the dual quality of many adolescent
behaviors—both compromising momentary or future psy-
chosocial health and being tools in the pursuit of satisfy-
ing important personal and social goals of the individual
(Silbereisen & Noack, 1988).

A variety of mechanisms have been proposed by which
leisure activities may enhance individual competence and
protect against adjustment problems. A distinction can be
made between structured and unstructured leisure-time activ-
ities. A common finding in the literature is that well-adjusted
adolescents tend to be more actively involved in structured
leisure-time activities and settings such as organized sports,
hobbies, religious activities, music, theater, art, and politics.
These activities occur during scheduled hours, are often led by
an adult, and aim explicitly at skill building. By contrast, ado-
lescents with more problematic personal and social adjust-
ment are more likely to hang out on the streets, attend public
drinking places, and be less involved in organized activities
(Cochran & Bo, 1987). These more spontaneous or unstruc-
tured activities are seldom under direct adult supervision.
Although it is likely that different individuals benefit from
leisure pursuits for different reasons, high levels of structure,
skill-building aims, exposure to conventional values, and the
presence of nondeviant peers appear to be particularly
strongly linked to lower levels of antisocial behavior (Agnew
& Peterson, 1989; Allen, Philliber, Herrling, & Kuperminc,
1997; Csikszentmihayli, 1990; Csikszentmihalyi, Rathunde,
Whalen, & Wong, 1993; Fletcher, Elder & Mekos, 2000;
Hirschi, 1969; Jones & Offord, 1989; Kinney, 1993;
Mahoney, 2000; McCord, 1978).

Studies of Swedish youth recreation centers show that the
same principles of selection and socialization that are com-
monly found in peer research also apply to leisure settings
(Mahoney & Stattin, 2000; Mahoney, Stattin, & Magnusson,
2001). These government-supported centers are available to
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adolescents age 13 and older. The overall philosophy for the
youth centers has remained constant across the last three
decades—that youths should be allowed to develop their own
interests. An explicit aim of centers has been to reduce anti-
social activities by keeping adolescents away from certain
settings during the evening. The centers are usually accessi-
ble every evening of the week, opening around dinnertime
and closing as late as 11:30 p.m. on weekends and during the
summer. Attendance and activity participation are strictly
voluntary. The activities are typically low in structure and do
not aim at skill building; they include pool, ping-pong, video
games, darts, TV, music, and coffee drinking. Adults are pre-
sent at the center, but they do not direct or place demands on
the youths’ activities.

Investigations in different regions have shown that as a
group, youths who attended the centers regularly were more
antisocial, had more antisocial peers, had more conflicted
parent relations, and had parents who knew less about their
activities than did those who did not attend the centers
(Mahoney & Stattin, 2000). In fact, youths who attended the
centers were overrepresented among those with problematic
personal and social adjustment on almost all measures stud-
ied. Using a longitudinal design, and following 500 boys in a
middle-sized Swedish town from ages 10 to 30, clear indica-
tions of selection effects for attending these centers were
documented (Mahoney et al., 2001). Boys with a multiple
problem profile of social and academic deficits at age 10 were
most likely to attend the youth centers at age 13. But—even
after controlling for relevant factors at age 10 (family and
demographic factors and several aspects of child social-
academic competence prior to involvement in the centers)—
the youths who attended these centers at age 13 had
significantly higher rates of criminal offenses up to the age of
30 than did those who did not attend the centers. The findings
are consistent with the proposition that the combination of
unstructured leisure and socialization influences among
problem-oriented peers may promote antisocial behavior, but
detailed investigations have not yet addressed the issue of
mechanisms: whether these differences are due to low struc-
ture of the activities at the centers and associated preference
for unstructured leisure pursuits of the youths involved, little
or no adult supervision, deviancy training, few opportunities
for skill building, and so forth. Such analyses have to be con-
ducted to determine why some leisure activities are associ-
ated with criminal behavior. In comparison, North American
studies have shown that youth centers can operate in highly
effective and potentially beneficial ways for disadvantaged
youths (Heath & McLaughlin, 1993; McLaughlin, Irby, &
Langman, 1994). However, the Swedish studies suggest that

community-sponsored gathering places for youths should not
by default be viewed as beneficial.

Conclusions. The available empirical evidence suggests
that peer relations, activities, and contexts are related and
considerably self-chosen by the individual within the con-
fines of the existing social milieus in the local community.
This view of the adolescent as active and self-determining
and this contextualized view of peer relations are in line
with recent theoretical discussions in developmental, social,
and personality psychology (Bronfenbrenner, 1988; Lerner,
1996; Magnusson & Stattin, 1998). The literature suggests
that an agency perspective is needed to understand peer
relations in everyday life. Adolescents have much freedom to
select their own lifestyles, activities, and interpersonal con-
texts; peer relations are voluntary and self-chosen.

Empirical data also suggest that to understand adolescent
behavior, one must understand the contexts in which ado-
lescents interact with others. A contextual perspective is
needed to understand how peer relationships are formed,
stabilized, and broken. The choice of peer activities is con-
founded with the available settings. Attending a particular
leisure setting with particular types of activities implies
meeting certain (rather than other) kinds of peers. In a Jour-
nal of Adolescent Research special issue on adolescent so-
cialization in context, Eccles, Early, Frasier, Belansky, and
McCarthy (1997) acknowledged the widespread recognition
in models of adolescent development that adolescents live
their everyday lives in multiple settings, that these contexts
are linked to each other, and that each has its special impli-
cations for youths. At the same time they noted that almost
no systematic research had been done to examine simultane-
ously the roles of these contexts for personal and social ad-
justment and for adolescents’ social relations. Despite
decades of research on the role of peers for individual func-
tioning and development, researchers have only started to
clarify how peer relations, activities, and settings are inter-
related, and few empirical studies actually test the causal
links.

Parent and Peer Models: A Need for Integration

Adolescents have close relationships with parents and peers
simultaneously, and certain aspects of both these relation-
ships are linked to adjustment. Most relevant theories have
been developed to explain one type of relationship—parents
or peers—and they have largely viewed youths as being
shaped by parent or peer influences. Thus, they suffer from
two weaknesses: a failure to theorize about the possible
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importance of connections between parent relationships and
peer relationships and a failure to consider the active role of
youths themselves.

EXPLAINING THE CONNECTIONS BETWEEN
PARENT RELATIONSHIPS, PEER ASSOCIATION,
AND ADOLESCENT ADJUSTMENT

As revealed in the preceding discussion, adolescent adjust-
ment such as involvement in delinquency has been linked to
both parenting factors and peer factors, but the connection be-
tween the two has not been adequately explained. The expla-
nation that parents who are effective monitors are able to keep
their youths from associating with deviant peers falls apart
when one uses construct-valid measures of monitoring rather
than relying on parental knowledge measures (Kerr & Stattin,
2000; Stattin & Kerr, 2000). Similarly, authoritative parenting
has been said to work by making youths open to their parents’
socialization efforts (Darling & Steinberg, 1993), but the ef-
fects often seem to be connected more to the neglectful style
than to the authoritative style (e.g., Glasgow et al., 1997;
Lamborn et al., 1991; Steinberg et al., 1994), and neither the
direction of effects nor the mechanisms are clear. The con-
struct validity of these measures can also be questioned. As a
theoretical explanation for the findings that delinquent youths
have poor emotional bonds to their parents (e.g., Elliot,
Huizinga, & Ageton, 1985; Hawkins & Weiss, 1985; Hirschi,
1969), it has been proposed that interactions with parents can
undermine youths’ self-esteem, which causes them to choose
deviant friends who are different from their parents (Kaplan,
1982; Kaplan, Johnson, & Bailey, 1986; Kaplan, Martin, &
Johnson, 1986). But there are many missing links in this theo-
retical chain. For instance, why would youths with low self-
esteem choose deviant friends? Why would they not instead
choose very nurturing friends who would build up their self-
esteem? What kinds of interactions with parents produce low
self-esteem? And is self-esteem the really important factor, or
could it be a marker for something else?

In what follows, we offer a theoretical explanation for
these and other findings that family and parenting factors are
linked to youths’ choices of friends, such as deviant or delin-
quent friends. The mechanism that we propose leans on the
ideas that (a) adolescents have little choice about their parents,
their parent context, or interactions with their parents that
evoke strong feelings, but they have much more choice about
their peers and peer contexts; (b) peers and peer contexts are
inseparably linked; and (c) when adolescents choose certain
types of peers and peer activities, they might be choosing the
context as much as they are choosing the peers.

Parent and Peer Relationships and Their Contexts

Over the past two decades, person-context models have
received much theoretical attention (see Magnusson &
Stattin, 1998, for a review). These models advance the ideas
that individuals live and develop in multiple settings that
change over time and are active agents in their own develop-
ment. We draw upon these ideas as well.

Relationships Can Evoke Strong Feelings That Are
Psychologically Important

Interactions with others can evoke a variety of emotions such
as shame, anger, resentment, love, disappointment, and pride.
In addition to bringing about these emotions, other people
also can give us the sense that we have some degree of con-
trol over the environment or can make us feel that we are
largely under their control. Whether this is emotional or cog-
nitive is debatable, but the psychological literature—broadly
speaking—suggests that individuals experience the loss of
personal control negatively. In Rodin and Langer’s (1977)
classic nursing home study, nursing home patients who were
allowed to make their own choices about the details of small
privileges such as seeing a weekly movie and having a plant
in their rooms were happier and healthier on a whole host of
measures than were patients who got the same benefits with-
out being able to exert control over them. In social psychol-
ogy, reactance theory and other research suggests that when
people feel as though someone is trying to control their free-
dom of action, they react against the threatened loss of con-
trol by adopting attitudes or taking actions that are strongly
against the would-be controller (Brehm & Brehm, 1981;
Heilman, 1976; Nail & Van Leeuwen, 1993). In Seligman’s
learned-helplessness study (Overmier & Seligman, 1967),
dogs who could not control the end of an electrical shock by
jumping out of the cage eventually exhibited behavior similar
to that of depressed people. The same lack of control over
one’s circumstances seems to underlie some forms of depres-
sion (Klein & Seligman, 1976; Peterson & Seligman, 1984;
Seligman, 1975). Interactions with others, then, can evoke
emotions that have obvious implications for people’s psycho-
logical well-being and feelings such as being overly con-
trolled that also have strong implications for well-being.

A Working Model of Parent-Child Interactions and
the Feelings They Evoke

In our own recent work, we have developed a model, shown
in Figure 16.1, of some of the family interaction processes
that are related to parents’ knowledge of their youths’ daily
activities. The model also shows the role of negative and
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Figure 16.1 A model of bidirectional, ongoing communication and
control processes within the family.

positive feelings that interactions with parents can evoke in
the child, including the feeling of being overly controlled by
parents. We have empirically tested most of the links in this
model with cross-sectional and short-term longitudinal data.
Hence, this working model has considerable empirical
support.

Child disclosure of information about daily activities has a
central position in this model, because our studies suggest
that parents get most of their information this way and little
through their own monitoring efforts (Kerr & Stattin, 2000;
Stattin & Kerr, 2000). Because parents’ knowledge is
strongly linked to adolescent adjustment, explaining why
youths do or do not disclose has become a crucial concern for
us and for others (Darling, Cumsille, Hames, & Caldwell,
2000; Darling & Dowdy, 2000; Stattin, Kerr, & Ferrer-
Wreder, 2000).

As shown in the figure, there is much that we know
about adolescents who disclose a lot to their parents about
their daily lives. Their parents seldom react negatively (with
sarcasm, judgment, or ridicule) to their spontaneous disclo-
sure, and these adolescents do not feel overly controlled by
their parents (Kerr & Stattin, 2000). In addition, high-
disclosing adolescents expect success on difficult tasks and
do not interact with people in deceptive, manipulative ways,
whereas secretive adolescents tend to expect failure and to
be deceptive and manipulative (Stattin et al., 2000). High-
disclosing youths are also low on depression, high on self-
esteem, and high on self-reported warm feelings toward
parents (Kerr & Stattin, 2000). Taken together, these find-
ings suggest that high-disclosing adolescents have positive
experiences in the parent context, and high disclosure could
be seen as a marker for positive feelings about the parent
context.

As seen in the model, child disclosure provides parents
with knowledge, and knowledgeable parents tend to be trust-
ing (Kerr, Stattin, & Trost, 1999). Trusting parents in turn do
not react negatively to their adolescents’ disclosure (with
sarcasm, ridicule, or negative judgments), but untrusting par-
ents do tend to do so (Kerr et al., 1999). The model proposes
that parents’ trust or mistrust will affect the way they relate
to and communicate with the adolescent in the future, and
that will affect the adolescent’s willingness to disclose his or
her feelings and everyday life experiences. Thus, the ongo-
ing process continues, as shown in the upper part of Figure
16.1. The process is bidirectional in that parents act, children
react, and parents react back. For the present purposes, it is
important to note that the child’s feelings—feelings of being
overly controlled and positive or negative emotions toward
parents—are important links in this chain of actions and
reactions.
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Structural Features of Parent and Peer Contexts

We argue that over time, children will connect the feelings
that interactions with parents evoke with the context in which
those interactions take place. Some features of those parent
and peer contexts are what we call structural, meaning
that they are not unique to the particular family or peer group,
but they are part of parent or peer contexts themselves.

Structural Features of Parent Contexts Are Fixed

There are some features that are similar across families,
regardless of the particular parenting practices or the interac-
tions that take place in the family. We think of them as the
structural features of a family context in the same way that
walls and windows can be thought of as the structural
features of a room. Nearly all rooms have walls and
windows, even though they vary in details such as size and
shape, and nearly all family contexts have features such as
close interactions with adults, the presence of authority
figures, the need to share scarce resources, a certain degree
of supervision by higher-status others, some rules and struc-
ture, and the presence of behavioral values, for want of a
better term, or assumptions about how people should
behave—in general and in relation to each other. There will
of course be individual variations in the expression of these
structural features both in degree and in kind (e.g., some fam-
ilies have more rules and structure than others do; some par-
ents believe that they should make all the decisions, whereas
others give children a democratic voice in decisions).
Nonetheless, these basic structural features still exist in
families.

Structural Features of Peer Contexts Vary

There are many different peer contexts, and there are two
important ways in which peer contexts differ from each other.
First, some peer contexts are not just peer contexts because
they exist within adult-controlled settings that include struc-
tural features that are determined by adults. For instance, the
school classroom, extracurricular activities, and other orga-
nized activities such as adult-coached sports are usually
thought of as peer contexts, but they all have features that are
very similar to the family context: interaction with adults,
rules and structure, the need to share resources, authority fig-
ures, supervision, and behavioral expectations. In contrast,
peer settings such as street corners, arcades, cafes, and neigh-
borhood playgrounds have few or none of the same structural
features as the parent context.

A second important distinction among peer contexts is that
the peers one encounters in different contexts will differ

systematically from each other. For instance, the peers who
play an organized sport at school will on average be better
adjusted and will have internalized their parents’ behavioral
values to a greater degree than will those playing the same
sport in an unstructured setting such as a neighborhood
playground (Mahoney & Stattin, in press; Mahoney et al., in
press). Similarly, youths who are hanging out in arcades,
cafes, and street corners will probably have internalized their
parents’ behavioral values to a lesser degree and will be less
well adjusted than will those in more structured, adult-
supervised situations such as theater groups, bands, orches-
tras, or choirs. Hence, different peer settings bear different
degrees of structural similarity to the parent context, and
the different peers that one encounters in those settings will
show different degrees of social adjustment, according to
adult standards.

Context Choice

The crux of our argument about family contexts and the
feelings associated with them is that adolescents use these
associations as a basis for gravitating toward some peer
contexts and away from others.

Adolescents Can Choose

With adolescence comes increasing freedom and indepen-
dence. For the first time, adolescents are able to choose their
contexts, and they make two types of choices. First, they
choose how to divide their time between their parents and
their peers—to spend more or less time at home with the fam-
ily as opposed to being away from home with their peers.
Second, they decide which particular peers with whom to as-
sociate. Although talents, interests, and long- and short-term
goals affect the types of activities that adolescents choose,
the same activities can be pursued in different peer contexts.
Because a variety of behaviors can be socialized in those con-
texts, it is important to understand why youths choose partic-
ular peer contexts over others. We suggest that one important
factor is that the feelings that are evoked in the parent context
become associated in the child’s experience with the struc-
tural features of the family context. Then those feelings gen-
eralize to some peer contexts and not to others, making some
peer contexts more appealing than others.

The Choice of a Peer Context Can Depend Upon Feelings
About the Parent Context

Because emotions are easily classically conditioned to con-
texts, it is reasonable to believe that positive or negative emo-
tions that arise in relationships will become linked, in the
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child’s experience, to parents, peers, and the broad and spe-
cific features of the contexts in which interactions with them
take place. It is also reasonable to believe that these emotions
generalize to similar situations. Most of us can verify this
from our own experience, because we have known people
with whom we have felt particularly valued and secure (a
trusted best friend, perhaps, or a grandparent), and we have
noticed that elements of situations in which we spent time
with that person (e.g., the smell of a backyard where we used
to play or of something that Grandmother used to bake) have
the power to evoke those good emotions even years later.

We suggest that the structural features of the parent
context that we previously described become linked to spe-
cific emotions, and those emotions then generalize to settings
with similar features. Thus, a child who has bad experiences
such as feeling overly controlled in the parent context
connects those negative feelings with contexts that have
similar structural features (e.g., close interaction with adults,
rules and structure, authority figures, etc.). There are many
reasons that negative emotions might arise. Parents might
have an authoritarian or parent-centered philosophy that does
not lead them to respond well to the child’s wishes or
demands. The child might have a difficult temperament or be
overly active or impulsive, thus leaving parents believing that
they have no choice but to exert a lot of control. Or there
might be some combination of or interaction between the
parents’ characteristics and the child’s that results in bad
feelings. Whatever the cause, the child will undoubtedly end
up associating negative feelings with the parents’ particular
behavioral values and styles of interacting, and we suggest
that the child will also associate negative feelings with the
broader structural features of the parent context—features
such as close interaction with adults, supervision, the pres-
ence of authority figures, rules and structure, and the need to
share resources.

In our formulation, this association of negative or positive
feelings with the parent context becomes important when the
child reaches adolescence and is able to choose among dif-
ferent peer contexts. At that time, those who have associated
negative experiences with the structural features of the parent
context find that those negative feelings generalize to peer
contexts that have similar features. Naturally, they gravitate
away from such contexts. Avoiding those situations might
then become reinforcing in its own right because it could
bring a pleasant relief from the negative feelings that are
linked to the parent context. In our view, avoiding situations
that make one feel bad could be an important reason that
some youths choose to hang out on the streets with poorly ad-
justed peers while others choose to participate in organized
activities with better-adjusted peers. It also helps to explain
why those who choose to hang out on the streets with poorly

adjusted peers have been found to have poor relationships
with their parents.

Context Choice as an Ongoing Process

Through the direct and indirect processes outlined previ-
ously, parents can influence an adolescent’s initial engage-
ment with certain types of peers. Adolescents will choose
certain peer groups or leisure settings on the basis of their
relationships—good or bad—with parents. After the adoles-
cent is a regular part of a specific setting or peer group, the
parents’ reactions can then maintain, escalate, or inhibit the
adolescents’ activities. For example, interactions could
develop between (even well-meaning) parents and children
that leave the child with negative feelings about the parent
context. That child might then seek to avoid those feelings in
the peer context by gravitating away from school activities
and other adult-led, structured activities. In doing so, the
child might encounter other peers who are also gravitating
away from adult influences.

Our data support this idea in that low child disclosure,
negative feelings toward parents, and feelings of being overly
controlled by parents are all concurrently linked to higher
delinquency, to belonging to deviant peer groups, and to
doing poorly in school both socially and academically
(Kerr & Stattin, 2000; Stattin & Kerr, 2000). After the child
has joined a group of peers who have bad feelings about au-
thority, rules and structure, and adult contact, these peers
might coax or reinforce each other into more and more de-
viant activities, as suggested by the work of Dishion and
colleagues (Dishion, McCord, & Poulin, 1999; Dishion,
Spracklen, Andrews, & Patterson, 1996; Poulin, Dishion, &
Haas, 1999). Parents’ disapproving responses to the child’s
association with deviant peers and the slide into delinquent
behavior might make the child feel even more negative about
the parent context, thus exaggerating the contrast between the
negative feelings that are associated with the parent context
and the relief from negative feelings that is associated with
the peer context; this could only serve to reinforce the child’s
ties to those particular peers. This prediction is consistent
with Fuligni and Eccles’s (1993) finding that what they called
“extreme peer orientation” in early adolescence was associ-
ated with believing that parents were not loosening their
control and not allowing the youth a voice in decision-
making.

What is likely to happen next is consistent with past
research on parental monitoring (operationalized as parents’
knowledge of the youth’s activities) and on adolescent life
values. If youths become entrenched in a peer context that
bears minimal resemblance to the parent context, they will
probably avoid telling their parents whom they are with and
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what they are doing, thus limiting their parents’ knowledge of
their activities in the peer context—which can help explain
why low knowledge is so robustly correlated with delinquency
(see Dishion & McMahon, 1998, for a review). Furthermore,
these adolescents will probably place greater value and impor-
tance on these peer activities and the things that get attention
and respect from these peers (Cohen & Cohen, 1996; Stattin &
Kerr, in press; see also Bear & Rys, 1994). One can easily
imagine that parents’ efforts to track or control these adoles-
cents’ activities will be ineffective (Kerr & Stattin, 2000;
Stattin & Kerr, 2000). In the most extreme scenario, even well-
meaning parents might give up on such a child, withdrawing
both their emotional support and their communication and
control efforts; this provides an interpretation different from
that usually offered for the common finding that delinquents
tend to have disengaged or uninvolved parents.

Thus, we argue that peers and parents can both contribute
to a certain type of behavior at different points in time in
ways that do not show up in cross-sectional studies. For many
behaviors, peers seem to have more influence than parents
do; but parents might have played a critical role in the
adolescent’s choice of a particular peer context, and parents’
reactions to that choice might stabilize a negative trajectory.
Longitudinal data are needed to provide a more complete
understanding of these processes.

CONCLUSIONS

In a recent presidential address, the president of the Society
for Research on Adolescence declared optimistically that “we
can stop asking what type of parenting most positively affects
[italics added] adolescent development. We know the answer
to this question.” (Steinberg, 2001, p. 13). In this chapter, we
too have argued that researchers should stop asking about
unidirectional effects concerning both parenting and peer
relationships, but not because we already know the answers;
they were the wrong questions.

What exists in the parent and peer literatures extant are
basically snapshot views of parent, peer, and individual
characteristics and their correlations with certain aspects
of adjustment (or with each other). These views are beneficial
in that they have illuminated the global aspects of family
and peer relationships that are likely to be linked to behavior
problems and psychopathology. They have not, however,
provided much knowledge about the mechanisms involved,
the processes operating over time, or possible bidirectional
effects. Construct validity can be a problem, as can the as-
sumptions that the intervening processes are known. Another
problem is that these studies are sometimes based on

simplifying assumptions that restrict the generalizability of
the findings, such as when studies of friendships are based
solely on peers in the classroom.

In this chapter, we have advanced the notion that adoles-
cents are active agents in their own development. Within the
constraints of the surrounding physical and social ecology—
and based on their personalities, interests, and talents—they
choose their different leisure contexts. We argue that this
choice has been largely ignored in the literatures on both par-
enting and peer relationships, and we have offered a theoret-
ical explanation of why youths’ choices of peer contexts are
not independent of their home environments.

Overall, in order to advance knowledge in this area, re-
searchers must be willing to do the difficult studies. By diffi-
cult studies, we mean studies that (a) begin with bidirectional
or recursive models; (b) take the person-context idea
seriously and include it in the design; (c) are longitudinal in
order to capture development and experimental in order to
test causality and hypothesized mechanisms; (d) specifically
measure and study processes and mechanisms rather than
rely on assumptions about them; and (e) go to extra lengths to
capture the phenomena that actually exist, in ecologically
valid contexts, even when that makes data collection difficult
(e.g., adolescent peer groups outside of the classroom).

Adolescence is a time of choices. Adolescents are free for
the first time to make individual choices that they have never
had the freedom to make before, and they face many oppor-
tunities to go astray. The ultimate goal of research is to
understand why some adolescents do go astray and how that
could have been prevented. Undoubtedly, there will be many
different answers to the question why—each with its own im-
plications for prevention and intervention. But these answers
will come from an understanding of adolescents in their com-
plexity as both active and reactive agents who are choosing
their contexts for complex reasons. Developing this under-
standing is the challenge that lies ahead.
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Developmental psychology’s goal is to describe, predict, and
understand the changes that come with age. Developmental
psychology is a multidisciplinary field within psychology—a
field that cuts across all of the standard areas of psychology.
We adopt the conventional terminology for changes, which
implies variations in longitudinal measurements on the same
persons over time; this is the core of the psychology of aging.
We reserve the term age differences for cross-sectional age
comparisons at a single point in time; such comparisons are
the province of experimental aging research or a psychology
of the aged. Understanding the variance accounted for by
particular health problems or disease statuses requires both
approaches. The key term in developmental psychology is
age—that is, the age at time of measurement, the age at the

beginning and at the end of the measurement period, the age
at the onset of a disorder, and the age at death. Developmen-
tal psychology sees age as more than just a marker variable or
placeholder. A basic contribution of developmental psychol-
ogy has been the development of methodological advances to
improve ways to assess age changes in the aforementioned
contexts. Health and disease are prominent factors that influ-
ence changes associated with age; thus, this chapter examines
the measurement and meanings of health and disease and
their contribution to our understanding of the aging process.

In this chapter we seek to answer the question of what
understanding health can add to developmental psychology.
It is clear that developmental psychology sees health primar-
ily as a topic of worry and concern to aging persons. It is a
source of stress, requires coping, and can start a cascade of
life events. It is an extremely important contextual variable
whose content can exert considerable impact, depending on
the particular area of study.

Disease is an entity physicians treat; it is the province
of medicine and—for psychologists—behavioral medicine.
Cognition is perhaps the most important aspect of develop-
ment that is changed when health is compromised. What is
important to note here is that the relationships are bidirec-
tional. Not only do changes in health status precede changes
in personality, cognition, and social functioning, for example,
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but changes in health status can also be the result of basic
developmental changes in other areas of life. Developmental
psychology’s perspective is closer in this regard to public
health concerns about the global burden of disease—which
seeks to measure the cost in human terms of these parts of
the human condition (Murray & Lopez, 1996) rather than as
mechanisms for understanding developmental change.

In 1990 a special issue of the Journal of Gerontology: Psy-
chological Sciences examined the relationship between health
and aging (Siegler, 1990). Confronting the study of aging for
the next century are new realities that have developed since
that special issue was published over 10 years ago: (a) the ex-
plosion of input from other disciplines, (b) the emphasis on
Alzheimer’s disease and what this has meant for research,
(c) changes in the health status of aging populations reflected in
demography and centenarian studies, and (d) the genetic revo-
lution. A subtext of these findings is reflected in the samples
that are being studied. In the past—when developmental psy-
chology researchers required respondents to be healthy enough
to get to the laboratory (see Siegler, Nowlin, & Blumenthal,
1980)—researchers found that selection biases were occurring
as the group got older; they simply noted the fact, however, and
continued to do research the way they always have. As data
have become available from epidemiological studies that in-
clude measures of cognition, personality, or both (e.g., see
Fried et al., 1998, from the Cardiovascular Health Study; M. F.
Elias, Elias, D’Agostino, & Wolf, 2000, from the Framingham
Study), we are seeing an explosion of relevant articles in the
epidemiological literature that can contribute to our under-
standing of aging and health. The use of population samples in
our research—such as in the Berlin Aging Study (Baltes &
Mayer, 1999)—and the addition of measures of cognition to
the Asset and Health Dynamics Among the Oldest Old
(AHEAD) study (e.g., see Herzog & Wallace, 1997; Zelinski,
Crimmins, Reynolds, & Seeman, 1998) have allowed us to bet-
ter understand estimates of the effects of varying amounts of
complete data and to better evaluate the costs and benefits of
various sampling approaches.

Some material that might be expected to appear in this
chapter is not addressed here because other authors in this
volume have integrated health-related issues into their dis-
cussions of specific areas of adult development. Clearly,
there are important bidirectional relationships between health
and cognition (see the chapter by Dixon & Cohen in this
volume), personality (see the chapter by Bertrand & Lachman
in this volume), social relationships (see the chapter by
Pruchno & Rosenbaum in this volume), and—in particular—
the very definition of successful aging (see the chapter by
Freund & Riediger in this volume). These psychosocial
factors have an impact on health status and disease incidence
and progression, and specific diseases have major impacts on

cognitive, personality, and social functioning. These relation-
ships were recognized by the National Academy of Science
Committee’s report on the aging mind (Stern & Carstensen,
2000), and they can be seen in a commissioned chapter by
Waldstein (2000) that reviews the findings of medical condi-
tions on cognitive functioning. The regular inclusion of health
reflects a major research development in adult development
and aging; this development has taken place in the past 5 years
and reflects recognition of the centrality of the study of health
to the study of aging. Thus, in this chapter we focus on data
from newly available data sets not collected by other authors
in this volume. Most of the very best new work was done in
a multidisciplinary context; we draw our illustrations from
these research teams.

BASIC FACTS ABOUT TODAY’S
AGING POPULATION

First, what is middle age like now? What is old age like now?
In the following discussion we first answer these questions
and then discuss how these new realities affect the study of
health, behavior, and aging. Finally, we examine the question
of which basic issues are important to a study of disease,
health, and aging for the future development of this area.

Twenty-First Century Middle Age

An increasing life span is changing the concept of middle age.
The ages from 40–60 years are clearly now middle-aged, be-
cause many people can reasonably expect to live to 80 to 100
and beyond. In 1995, the age-adjusted death rate for the total
population reached an all-time low, and life expectancy at
birth increased to 75.8 years, with a high of 79.6 years for
White women (R. N. Anderson, Kochanek, & Murphy, 1997);
put another way, 70% of people today will live to age 65—the
normal retirement age—and 72% of deaths will come from
persons over age 65 (Rowe & Kahn, 1998). This makes mid-
dle age a potentially different time of life from what it was
only 25 years ago. Kaplan, Haan, and Wallace (1999) show
how relatively recent this phenomenon is. “Between 1940 and
1995 life expectancy at birth increased 21% for females and
19% for males. Men and women who reach 65 can expect
to live 15.7 and 18.9 years more; while life expectancy at age
80 has increased to 8.9 years for women and 7.3 years for
men” (p. 90). Individuals now enter middle age under surveil-
lance for diseases and are able to benefit from treatments that
allow them to survive with many diagnoses that may not have
any impact on their ability to function.

The explosion of interest in middle age is well represented
in the collection of chapters in volumes edited by Lachman
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and James (1997) and Willis and Reid (1999). In terms of
health, disease, and aging, the major topic for most middle-
aged persons is how to maintain health status as long as
possible and how to put off old age. Successful aging really
means not aging at all—or not appearing to have aged at
all. Health psychology has been very successful at helping to
determine the factors that predict disease onset in middle age
and premature morbidity and mortality—now defined as
below the average population age at death, which in the
United States is around 75 years old. In fact, the same set of
behavioral risk factors that are related to the onset of major
chronic diseases (heart disease, cancer) also predict long-term
disability-free survival (Siegler & Bastian, in press).

Bernice Neugarten’s (1974) term young-old (which
divided the aging life cycle into two phases: 55–74 and 75
and older) has now become the expected rite of passage—
refusing the old part of the young-old label entirely. How-
ever, it is important to recognize that successes in disease
prevention in middle age make incidence of these same or
related diseases higher later in life.

By midlife, health becomes important in definitions of self
(Whitbourne & Collins, 1998), and bad health is a major
feared possible self. Among middle-aged respondents, 67%
versus 49% of the older respondents feared negative health
changes (Hooker, 1999). Health threats can have an impact on
coping, appraisal risk, and well-being (H. Leventhal et al.,
1997). These changes in the boundaries of midlife are also
reflected in survival differences that have implications for
middle-aged persons—they are increasingly likely to have
older parents and in-laws who require help with daily activi-
ties. These transfers of help across generations can take the
form of time or of money and can have significant impact on
both generations (Soldo & Hill, 1995). These experiences also
have mental and physical health effects (Hooker, Shifren, &
Hutchinson, 1992). Regardless of the relationship of the care-
giver to the care recipient or the type of care recipient illness,
the vast caregiving literature has shown that caregiving is as-
sociated with increased levels of distress, marital strain, and
health problems among parents of children with chronic ill-
ness (Bristol, Gallagher, & Schopler, 1988; Schulz & Quittner,
1998), family members of organ transplant patients (Buse &
Pieper, 1990; Zabora, Smith, Baker, Wingard, & Cubroe,
1992), both children of dementia patients (Haley, Levine,
Brown, & Bartolucci, 1987) and spouses of dementia patients
(Vitaliano, Russo, Young, Teri, & Maiuro, 1991; Vitaliano
et al., 1999; Vitaliano et al., 2002), reflecting the well-known
facts that psychological stress is linked to disease (see Baum &
Posluszny, 1999).

Decisions about health made in midlife have long-term
consequences. Women at around age 50, for example, must
make decisions about hormone replacement therapy that may

affect their risk of Alzheimer’s disease and osteoporosis in
the future (Siegler et al., 2002). Furthermore, individual dif-
ferences in personality predict risk behavior profiles, which
also have long-term health consequences (Siegler, Kaplan,
Von Dras, & Mark, 1999), personality also predicts just as
do screening behaviors such as mammography (Siegler,
Feaganes, & Rimer, 1995) and the use of hormone replace-
ment therapy (Bastian, Bosworth, Mark, & Siegler, 1998;
Matthews, Owens, Kuller, Sutton-Tyrell, & Jansen-
McWilliams, 1998).

A feature of middle age for women is the menopausal tran-
sition (Sowers, 2000), and the literature is starting to question
endocrine changes in middle-aged men (Morley, 2000).An in-
triguing developmental question is whether age at menopause
is a marker for rates of normal aging in women (Matthews,
Wing, Kuller, Meilahn, & Owens, 2000, Perls et al., 2000),
such that later menopause is a marker for longevity. Endocrine
changes in men are more gradual than in women, but such
changes are becoming an area of research interest (Morley,
2000; Tenover, 1999). Like estrogen levels, androgen levels
decrease with age and have a broad range of effects on sexual
organs and metabolic processes. Androgen deficiency in men
older than 65 leads to a decrease in muscle mass, osteoporosis,
decrease in sexual activity, and changes in mood and cognitive
function—leading us to speculate that there may be at least
two phases of chronic diseases related to androgen levels in
men. Whether men over 65 would benefit from androgen re-
placement therapy is not known (Tenover, 1999). Any poten-
tial benefits from this therapy would need to be weighed
against the possible adverse effects on the prostate and the car-
diovascular system. Thus, considering men and women sepa-
rately may be useful (Siegler et al., 2001).

Twenty-First Century Old Age

Let us remind ourselves of what we know—but that which is
not obvious—about those known as “the elderly.” A new em-
phasis on centenarians has meant that national statistics are
now available up to age 100 and are often broken down more
finely by age than they were before. The age of an older person
provides some information about the probability of disability
and the probability of living independently in the community;
this can be seen in Table 17.1.

Note that until age 80, these indicators are reasonably
stable for the older population—that is over 75% with no
disability and less than 10% in institutions. We have known
for a long time that institutionalization is a marker for the
supporting network as much as it is for the functional capac-
ities of the individual, at least until the person is no longer
mobile or continent. By age 85, half are disabled. Although
these figures vary by gender and other indicators, this is a
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TABLE 17.1 What Are Older People Like and How Old Is Old?

Age Group % No Disability % in Nursing Home

65–69 83 3
70–74 83 5
80–84 62 10
85–89 45 17
90–94 35 32
95–99 20 42
100+ 18 48

Note. From USDHHS (1999). Centenarians in the United States: 1990. See
Siegler & Bastian (in press).

reasonable guideline for thinking about current population
statistics for today’s older population. The great variation in
the population makes the design and interpretation of studies
increasingly challenging.

Demographic projections suggest that rates of disability are
declining (Manton, Corder, & Stallard, 1997) and that the
gender ratio may be starting to move towards equalization in
countries such as the United States due to efforts at prevention
of cardiovascular heart disease (CHD)—benefiting men—and
the long-term consequences of smoking in women (Guralnik,
Balfour, & Volpato, 2000). However, most older people are
women (E. Leventhal, 2000). There is evidence that women
have different experiences with health and thus may report
symptoms differently (E. Leventhal, 2000). Even when they
have the same disease (such as a heart attack), the outcomes
may be different (Vaccarino, Berkman, & Krumholz, 2000),
and the perceptions of health-related quality of life also differ
between men and women with the same disease (Bosworth,
Siegler, Brummett, Barefoot, Williams, Clapp-Channing,
et al., 1999; Bosworth, Siegler, Brummett, Barefoot,Williams,
Vitaliano, et al., 1999).

CHANGES IN OTHER DISCIPLINES

Geriatric medicine is a branch of internal medicine that
specializes in the care of older persons—particularly the
oldest-old—and differs from developmental psychology in
that it is unconcerned with adult development or midlife.
Geriatric medicine is now a well-recognized discipline that
has regular handbooks that update the new findings on each
disease and its presentation in the elderly—with implications
for treatment. The Principles of Geriatric Medicine and
Gerontology (e.g., see Hazzard, Blass, Ettinger, Halter, &
Ouslander, 1999) as well as the Encyclopedia of Aging
(Maddox et al., 2001) have reasonable summaries of each
disease and physiological system; the latter is a good refer-
ence for developmental psychologists, as are textbooks in
gerontology, which provide reviews of physiological systems
(e.g., Aldwin & Gilmer, 1999). Epidemiology looks at the

distributions of disease in the population and is starting to
consider age as more than a variable to be statistically con-
trolled and a primary risk factor, whereas developmental
epidemiology seeks to understand the role of age (see Fried,
2000; NIA Genetic Epidemiology Working Group, 2000).
All of these references are good primary sources for develop-
mental psychologists who want to keep up with important
developments in health-related fields.

Demographers are way ahead of psychologists in their
thinking about the role of behavioral and social variables on
survival and the role that age plays in such models. In particu-
lar, the detailed discussion—in a chapter by Ewbank (2000)—
of the apolipoprotein E (APOE) gene polymorphism, which
has implications for both Alzheimer’s disease and ischemic
heart disease, is particularly useful. The chapter discusses the
contributions that genetics will make to demographic studies
of aging and is a useful introduction to this complex and im-
portant set of issues for psychologists.

THE EMPHASIS ON ALZHEIMER’S DISEASE

One can not overemphasize the importance of the creation of
the National Institute on Aging (NIA) in 1974 and the push
by NIA to develop the Alzheimer’s Centers programs.
Research on basic biological mechanisms of the aging pro-
cess is progressing at such a rate that from the time this chap-
ter is written to the time it is published, this rate of new
knowledge generation will have changed significantly what
we know. The focus on Alzheimer’s disease has also had an
impact on understanding cognition and aging so that the age-
related and disease-related components can be separated.
Progress in developmental psychology does not happen at
anywhere near the same rate, but developmental psychology
must take into account the developing knowledge base in the
biomedical sciences.

This emphasis has also produced some extraordinary stud-
ies with multidisciplinary teams of psychological, medical,
and epidemiological sophistication; these teams are produc-
ing extraordinary data to answer important questions. Even
better is that the results are being published in Psychology
and Aging—our primary journal. Wilson, Gilley, Bennett,
Beckett, and Evans (2000) provide an example of the type of
research that sets a standard for the future. Their research
asks the right questions, has compelling data, and was well-
designed to understand the role that age plays in the rate of
change in cognitive decline in Alzheimer’s disease (AD).
Why is this study design so good?

This study (a) was based on a population sample of
everyone with AD in the community under study; (b) had
state-of-the-art diagnostic measures of the medical condition
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under study; (c) verified those measures; (d) had state-of-
the-art measures of the psychological factors under study;
(e) collected repeated-measures data; (f) paid attention to
study attrition and reasons for loss to follow-up; (g) used
modern statistical methods—growth curve analyses to look
at individual patterns of change—that allow for variations in
measurement periods, missing data, and multiple measure-
ments; and (h) asked and answered questions about initial
level of cognitive functioning and the association of that
level with eventual patterns of decline.

Approximately 400 persons with a diagnosis of AD were
tested at yearly intervals for up to five repeated measures with
a battery of psychometrically validated measures, including
17 key cognitive components of functioning changed in AD.
The scales were combined into a composite such that raw
scores were transformed to z scores and then averaged if at
least eight of the scores were not missing. At the start of the
study, individuals were aged 45–95 with a mean of 70.9
years, had graduated from high school, and were primarily
female (67%) and White (85%). Mental status scores ranged
from 11–29, excluding those with extremely impaired cogni-
tive functioning.

The main results were that cognitive change was large, lin-
ear, and progressive (about one half of a standard unit per
year). Those with better initial cognitive functioning changed
more slowly, and younger persons declined faster than did
older persons. Data were presented for estimates of the indivi-
duals studied and in 5-year age groups. When the data were re-
analyzed substituting changes in mental status with the Mini
Mental Status Examination (MMSE; Folstein, Folstein, &
McHugh, 1975) a standard screening measure, the basic con-
clusions were the same: There was an annual loss of 3.26
points per year, with bigger losses for those in their 60s than for
those in their 80s. Of individuals who died during the course of
the study, autopsy confirmed diagnosis in 96% of the cases.

In their discussion, Wilson et al. (2000) raised important
issues that their study was not able to solve. These questions
primarily had to do with how to address initial level of cog-
nitive functioning. Everyone in the study had AD at the start
of the study as a criterion for selection. Premorbid levels of
cognition were not known. Similarly, age at first testing and
age of onset of the disease could only be estimated by retro-
spective accounts of time of first symptoms. One could have
started studying a very large population at age 40, conducted
a 50-year study, and perhaps have had premorbid estimates
of functioning and age at onset. Yet the design employed
was an efficient way to help answer some important ques-
tions about the age-related nature of cognitive change in pa-
tients with AD.

The previously described study is not the only work in the
field that meets these criteria—it is just one of the most recent

and available in a single article, and a particular disease was
of interest that is not considered a normal part of the aging
process. The work of M. F. (Pete) Elias and his colleagues,
combining insights from his longitudinal study of hyperten-
sion (M. F. Elias, Robbins, Elias, & Streeten, 1998) with
work on the Framingham Study population (M. F. Elias et al.,
2000; P. K. Elias, Elias, D’Agostino, Cupples, et al., 1997;
M. F. Elias, Elias, D’Agostino, & Wolf, 1997; M. F. Elias,
Elias, Robbins, Wolf, & D’Agostino, 2000), is also superb. In
reviewing the role of age versus particular health conditions
in the Framingham population, M. F. Elias et al. (in press)
compared the adjusted odds ratios of performing at or below
the 25th percentile on the Framingham neuropsychological
test measurements controlling for education, occupation,
gender, alcohol consumption, previous history of cardiovas-
cular disease, and antihypertensive treatment. They found
that age itself was the strongest factor—getting 5 years older
increased the odds to 1.61 of performing at or below the 25th
percentile on a battery of neuropsychological tests, compared
to having Type II diabetes (1.21) or an increase in diastolic
blood pressure of 10 mm of mercury (1.30).

The M. F. Elias et al. (2000) data from the Framingham
study were reanalyzed to answer two important questions:
Does the impact of hypertension interact with age, and what
is the practical significance of blood-pressure–related versus
age-related changes? In addition, they reviewed findings
from their longitudinal study of hypertensive and normoten-
sive individuals (M. F. Elias et al., 1998). Their very careful
analyses indicated that increasing age, increasing blood
pressure, and chronicity of hypertension were all related to
worse neuropsychological performance; there were no age
interactions in these cross-sectional analyses of longitudinal
data sets. The authors point to the methodological problem
with longitudinal studies that do not have groups of non-
treated hypertensive participants to follow over time. Thus,
although it is clear that increased rates of hypertension
are deleterious to cognitive functioning, it is important in fu-
ture clinical trials that the impact of treatment on cognitive
performance of older persons be monitored as well. For ad-
ditional information, see Siegler, Bosworth, and Elias (in
press).

Research examining the factors predicting cognitive
decline is not limited to health factors. Fratiglioni, Wang,
Ericsson, Maytan, and Winblad (2000) reported that social in-
tegration predicted the 3-year incidence of AD in community-
dwelling residents of a neighborhood in Stockholm, Sweden.
The reason for their finding is unclear but provocative. It will
be interesting to follow this cohort until it is depleted and see
how many eventually become demented, at what age, and
what role social participation plays in understanding the full
process.
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HEALTH STATUS IN CENTENARIANS

The study of centenarians illustrates many important aspects
of how studies of behavior, health, and aging have changed in
the past 10 years. Table 17.1 shows the amount of disability
that comes with increasing age; thus, longevity does not
guarantee good health. This is surprising because most peo-
ple expect that those who live until 100 should be in excellent
physical and mental health. Increased survival does not
amount to providing a disease-free old age for everyone.

Research reported in the Georgia and New England
Centenarian Studies (Perls & Silver, 1999; Poon, Martin,
Clayton, Messner, & Noble, 1992) seemed to indicate that
those who survived to extreme old age tended to escape
catastrophic disease episodes until they surpassed the average
life span. If these findings are generalizable to other long-
lived individuals, then the trajectories of health and function-
ing over the life span would indeed be significantly different
from those of the average population. For the long-lived,
variations in health and cognition increased for participants
in the Georgia Centenarian Study as well as for participants
in the Swedish Centenarian Study (Hagberg, Alfredson,
Poon, & Homma, 2001). The large within-group variation re-
flects the diversity and range of health and functioning in the
oldest-old.

Estimates are generally that a third of extremely aged
individuals are healthy enough to be independent and commu-
nity dwelling, a third are functionally impaired, and a third are
extremely frail and disabled (Forette, 1997). Franceschi et al.
(2000) provides similar estimates (within 10%) from all of
Italy, with criteria-based disease status and functional ability.
The authors point out that the study of centenarians is a type
of archeological research that includes social and historical
circumstances over the past 100 years. Similar findings were
reported by Franke (1977, 1985) on two centenarian samples
in Germany. Western Europe has even greater proportions of
older persons than does the United States, with 40% of the
population expected to be over the age of 60 by 2030
(Giampoli, 2000). Studies of the full centenarian population
are more common when measures of cognition are not re-
quired for study (see Jeune & Andersen-Ranberg, 2000; Poon
et al., 1992); thus, past studies that focused on so-called expert
survivors (Poon, Johnson, & Martin, 1997) may have given an
overly optimistic picture of this age group.

Study and observation of centenarians are rare in the
repertoire of life span researchers and gerontologists. The
original data and papers were collected by Belle Boone Beard
(1991), and comprehensive interview and testing video tapes
of over 140 centenarians from the Georgia Centenarian Study
are archived at the Hargrett Library of the University of
Georgia. The material is available to all serious researchers

who wish to pursue research on this important group of aging
persons.

Longitudinal studies of aging can inform studies of the
long-lived on predictors of survival. For example, the
Alameda County Study (Breslow & Breslow, 1993) isolated
seven health practices as risk factors for higher mortality.
They are excessive alcohol consumption, smoking cigarettes,
being obese, sleeping fewer or more than seven to eight hours
per night, having very little physical activity, eating between
meals, and skipping breakfast. These findings are very similar
to those found in the Harvard College Alumni Study
(Paffenbarger et al., 1993). The Dutch Longitudinal Study
(Deeg, van Zonneveld, van der Maas, & Habbema, 1989)
found that physical, mental, and social indicators of health
status are important for predicting the probability of dying.

It is clear that there is strong agreement among longitudi-
nal aging studies that maintenance of health, cognition, and
support systems; a positive hereditary predisposition; and an
active lifestyle are all influential in prolonging longevity in
the general population. An important question is whether
these same predictors are equally important for the very long-
lived—for example, those whose longevity extends beyond
100 years. There are very limited data that could address this
question. Poon et al. (2000) examined survival among a
group of 137 centenarians (75.9% women) who participated
in the Georgia Centenarian Study, of whom 21 were still alive
at the time of the investigation in 1999. They found the
following relationships among characteristics of centenarians
and length of survival beyond 100 years:

• Women on the average survived 1,020 days after attaining
100 years. Men, on the other hand, survived an average of
781 days. The gender difference in survival in the first
2 years after 100 is not significantly different; however,
the difference is quite glaring after 3 years.

• Father’s age at death was found to exert a positive effect
on the number of days of survival after 100 years. No
effect was found for mother’s age of death.

• Three variables in social support seem to relate to length of
survival among centenarians. They are talking on the
phone, having someone to help, and having a caregiver.

• Four anthropometric measures were found to correlate
positively to survival. They are triceps skin fold, body
mass index, and waist-to-hip ratio.

• Higher level of cognition after 100 was positively related
to longer length of survival; this was found for problem
solving, learning and memory, and intelligence tests, such
as picture arrangement and block design. In this study,
gender, family longevity, social support, anthropometry,
and cognition all seemed to impact on survivorship after
100 years.
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Within centenarians, it is clear that variation is extraordi-
nary in health just as in most other characteristics mentioned.
There are special problems associated with studying psycho-
logical characteristics in the full centenarian population.
Poon et al. (2000) demonstrated the effects of attrition in
longitudinal studies of centenarians. If attrition and patterns
of attrition are not accounted for in the analyses, the outcome
would essentially focus on the survivors—and this would
not be representative of the entire population. In this study,
attrition seemed to affect different psychological measures
differently. In cognition, for example, fluid intelligence
seems to be affected more by attrition than is crystallized
intelligence.

Data from the Cardiovascular Health Study evaluated
5-year survival from ages 65–101 at baseline (Fried et al.,
1998) in almost 6,000 persons, including both White and
African American participants. The participants were well-
characterized medically for both clinical and subclinical
measures of health status and standard CHD risk factors. In
addition, depressive symptoms were assessed by the Center
for Epidemologic Study Depression Scale (CES-D; Radloff,
1977), cognition with the MMSE (Folstein et al., 1975), and
the Digit Symbol Substitution task of the Wechsler Adult
Intelligence Scale (WAIS). Participants were reinterviewed
every 6 months and had been followed for 5 years at the
time of the article. Individuals from four communities in
the United States were identified by random sample from the
Health Care Financing Administration, and 57% of the sam-
pled individuals participated. Mortality follow-up was
complete for 100% of the sample. There were 646 deaths—
12% of the population had died in 5 years. The effect of age
on mortality was greatly reduced by adjusting for other
demographic, disease, behavioral, and functional indicators.
The effect of age on mortality became substantially weaker
with adjustment coded into the prediction equation than
when it was analyzed in isolation. Digit Symbol Substitution
remained a significant predictor even after adjustment for
everything else, including objective measures of both clinical
and subclinical disease. Thus, much of the effect of age on
mortality is explained by the other disease and personal char-
acteristics. If it were not for the diseases and health habits,
people would live longer.

GENETICS REVOLUTION

The genetics revolution affects the study of psychology of
aging in two important ways. First, as the source of individ-
ual differences, understanding genetic polymorphisms, how
they relate to behavior, and how these then change with age
becomes critical. Secondly, the genetics of survival and

longevity are a major concern of understanding the biology
of aging and of gender differences, which have changed over
time and need to be taken into account as the background for
theories about life span development and aging.

Although answers to the preceding two sources of genetic
influences on behavioral aging are still to be found, McClearn
and Heller (2000) provide an interesting explanation of how
to assess the literature in this area. They point out that at
different ages, the relative contributions of genetic and envi-
ronmental variance in important characteristics may change—
this is a new way of thinking about genetic variation. It is
generally assumed that after a genetic marker is known, it
will be a stable individual difference characteristic. Although
genes are fixed at birth, they can have different effects at
different ages, interact with environments differentially at
different ages, and behave differentially in different popula-
tions. There are age-related changes in heritability—that is,
the amount of variance in a population due to genetic variance.
In addition to age-related changes in heritability, it is quite
possible that different genes or different combinations of
genes are operative at different parts of the life cycle. Illustra-
tions from the Swedish/Adoption Twin Study ofAging for un-
derstanding stability of personality are given by Pederson and
Reynolds (1988), and a discussion of patterns for three choles-
terol indicators is given by McClearn and Heller (2000).

Together, these data sets illustrate the complex interac-
tions of genes and environment over the adult life cycle. As
more and more data become available that attest to the gene-
environment interactions across the life cycle, we will be
better able to make use of them. To extend this line of think-
ing further, issues of longitudinal stability and change may be
affected or interpreted differently when both genetic and
environmental factors are included over time (Pederson &
Reynolds, 1998).

The genetic basis of longevity has not been part of devel-
opmental psychology. The literature has yet to successfully
partial out the influences of genetics and environment on
longevity and behavioral aging. However, findings from cen-
tenarian studies could begin to shed light on some of these
issues. For example, findings from the French Centenarian
Study (Robine, Kirkwood, & Allard, 2001) showed a trade-
off of fertility and longevity—that is, women who bear no
or few children tend to live longer. Does the lower-stress
environment of fewer children contribute to longevity, or is
there a genetic predisposition to protect women with fewer
children in order to decrease stress?

In the Georgia Centenarian Study (Kim, Bramlett,
Wright, & Poon, 1998), gender and race were found to com-
bine to influence longevity after 100. African Americans
showed longer survival times than did European Americans,
and females (as noted earlier) showed increased survivorship
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in comparison to males. At any given time, the risk of death
for women was only 54% of that of men. Likewise, risk of
death for African Americans was 57% of that of European
Americans at any given time. The order of increasingly longer
survival for sex-race subgroups was European American
males, African American males, European American females,
and African American females. These findings suggest that
the differentiation of genetics and environmental influences
would help us better understand the impact of race and gender
on longevity. Similarly, the Georgia study found that higher
levels of cognition are related to longer life—and that among
the independent centenarians, everyday problem-solving
abilities seemed to be maintained (Poon et al., 1992).

Does experience acquired over one’s lifetime help to
buffer and maintain problem-solving abilities, which in turn
help the individual live longer? These are intriguing ques-
tions that could add a new dimension to the study of devel-
opmental psychology.

SOME BASIC CONCEPTUAL ISSUES

As our population continues to age, a better understanding of
how disease, health, and aging are interrelated becomes all the
more important—and more difficult to measure and under-
stand. Health is an odd concept. It does have psychological
meaning to individuals and to developmental psychologists. It
is not the inverse of disease and it also has a developmental tra-
jectory and importance. How it is defined makes a major dif-
ferences in the conclusions about health and aging. It is
important to remember that health is often defined from the re-
search participants’ (not the researchers’) perspective.

Health-Related Quality of Life (HRQoL)

HRQoL has been defined as a multidimensional concept
that includes the physical, mental, and social aspects of
health (e.g., Sherbourne, Meredith, & Ware, 1992). HRQoL
is important for measuring the impact of chronic disease
(Patrick & Erickson, 1993). There is evidence of great
individual variation in functional status and well-being that is
not accounted for by age or disease condition (Sherbourne
et al., 1992). HRQoL is typically conceptualized as an
outcome of psychological and functional factors that individ-
uals ascribe to their health.

We have completed a series of studies using a measure of
HRQoL using the Short-Form Health Survey (SF-36; Ware,
1993). The specific item that most investigators use to measure
health is the question How do you rate your health? Excellent,
very good, good, fair, or poor? This is also a question on the

SF-36 in the domain of General Health and could be consid-
ered the SF-1. The SF-36, the complete HRQoL measure, has
proven to be very useful to evaluate a patient’s perspective as
a medical outcome and is typically scored as eight scales.

The Medical Outcomes Study (MOS) 36-item SF-36 is a
Likert-type or forced-choice measure that contains eight brief
indexes of general health perceptions, general mental health,
physical functioning, role limitations due to emotional prob-
lems, limitations in social functioning because of physical
health problems, role limitations due to physical problems,
bodily pain, and vitality. These indexes have been factored
into two overall measures of physical health and mental
health.

Our work has been based on a sample of patients referred
for coronary angiography; the patients can be separated
into those with and those without significant heart disease.
Coronary angiography is a surgical procedure used to deter-
mine how much stenosis or blockage exists for the major ar-
teries. This group is an interesting sample to study because
their actual disease and physiological status have been
measured and can be used to control for physical health or dis-
ease status. Our work was designed to find out why and how
social support can moderate the effects of disease; it followed
our report that social support and income predicted mortality
from coronary heart disease when actual physical health was
accounted for (Williams et al., 1992).

All patients referred to Duke University Medical Center
for an evaluation of their symptoms to see whether they had
blocked arteries (1992–1996) were invited to be in the study
upon admission and given a large battery of psychosocial in-
struments. Those without coronary artery disease were not
studied further. Those with disease were followed for the next
3 years with repeated assessments—including the SF-36—of
psychosocial factors. The Duke Cardiovascular Database fol-
lows all coronary patients at Duke for assessment of future
disease and mortality (Califf et al., 1989). Understanding the
characteristics of the sample is important because it allows us
to ask some questions from an aging point of view such that
we can evaluate younger and older persons with the same
disease and see whether psychosocial factors play the same
role in younger and older patients.

We looked at the relationship between social support and
HRQoL in this sample and observed that a lack of social
support was associated with significantly lower levels of
HRQoL across all eight SF-36 HRQoL domains after consid-
ering disease severity and other demographic factors. We also
observed an interesting relationship between age and HRQoL.
Older adults were likely to experience lower levels of physical
function and physical role function; however, older adults
were also more likely to report higher levels of mental health,
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emotional role function, and vitality compared to younger
adults (Bosworth, Siegler, et al., 2000). A possible explana-
tion for this finding is that older patients show mental health
better than that of younger patients with similar diseases be-
cause the onset of chronic illness in old age is more usual
and—subsequently—possibly less disruptive than in younger
adults. In addition, older persons may have developed more
effective skills with which to manage health deficits (Deeg,
Kardaun, & Fozard, 1996). These two points coincide with
Neugarten’s (1976, 1979) view that the onset of chronic ill-
ness in old age is more usual in that part of the life cycle and
therefore possibly less disruptive. Subsequently, as individu-
als lose physical function, they may focus and channel more
of their energy and attention on the maintenance of psycho-
logical quality of life.

Self-Rated Health (SRH)

After Mossey and Shapiro (1982) found that self-ratings of
health (SRH) were predictive of 7-year survival among older
adults, there has been an enhanced interest in the use of SRH
(usually measured by asking respondents whether they would
rate their health as excellent, very good, good, fair, or poor) as
a measure of health status. This interest among researchers has
grown because this item is easy to administer to large popula-
tions, and it captures perceptions of health by using criteria
that are as broad and inclusive as the responding individual

chooses to make them (Bosworth, Siegler, Brummett,
Barefoot, Williams, Vitaliano, et al., 1999).

SRH is a specific component of HRQoL and reflects more
than the individuals’ perceptions of their physical health.
Psychological well-being also is a relevant factor in SRH
(George & Clipp, 1991; Hooker & Siegler, 1992). For exam-
ple, some researchers have suggested that SRHs reflect a
person’s integrated perception of his or her health—including
its biological, psychological, and social dimensions—that is
normally inaccessible to other observers (Mülunpalo, Vuori,
Oja, Pasanen, & Urponen, 1997; Parkerson, Broadhead, &
Tse, 1992; Ware, 1987)

This sample of patients with coronary artery disease
(CAD) has both medically determined and self-perceived
ratings of health. It is a particularly interesting group to study
because we can help explain the import of SRH measures and
how to interpret the single-item index in the context of aging
persons who are well-characterized in terms of their actual
health-disease status. Some data from this sample are
presented in Table 17.2, which shows demographic indicators,
the functional scales of the SF-36, and two psychosocial indi-
cators. Table 17.3 shows the other medical conditions present
in this population.

The data show that when restricted to the 2,900 persons
(ranging in age from 28–93) who had serious and significant
coronary artery disease, people rated their health all along the
SRH continuum from excellent (3%) to very good (15%) to

TABLE 17.2 Demographic and Psychosocial Characteristics of Study Sample by Self-Rated Health

Rating

Excellent Very Good Good Fair Poor

Number of subjects 95 442 831 950 544
General health 86.68 (15.8) 75.70 (13.1) 60.77 (14.4) 40.30 (14.4) 26.24 (13.7)

Age 60.3 (11.2) 62.7 (11.1) 61.9 (11.1) 62.8 (11.1) 63.4 (10.4)
% male 86% 78% 74% 62% 61%
% White 84% 88% 84% 79% 78%
Education 13.18 (3.9) 12.87 (3.9) 12.16 (3.6) 10.8 (3.6) 9.87 (3.8)
Income 3.76 (1.9) 3.81 (1.8) 3.34 (1.7) 2.63 (1.6) 2.13 (1.5)
% married 85% 83% 80% 72% 67%

Physical function 82.21 (21.6) 72.25 (24.5) 63.49 (25.4) 44.02 (25.4) 27.70 (22.4)
Physical role 72.80 (37.6) 58.96 (42.0) 47.04 (42.0) 25.31 (36.7) 12.16 (27.2)
Emotional role 89.61 (22.5) 80.02 (35.5) 75.40 (37.7) 60.5 (44.2) 48.67 (44.0)
Social function 87.63 (20.6) 81.81 (22.9) 75.94 (24.0) 61.50 (27.3) 43.94 (27.3)
Bodily pain 66.81 (28.1) 63.91 (25.7) 57.06 (25.1) 45.65 (24.9) 31.75 (23.7)
Mental health 82.67 (16.9) 77.85 (18.0) 74.74 (18.3) 66.47 (21.0) 58.42 (22.0)
Vitality 69.56 (22.9) 59.06 (23.4) 50.20 (22.7) 37.09 (21.4) 24.35 (19.5)

Social support 40.6 (6.8) 41.0 (6.2) 39.6 (6.8) 37.8 (7.2) 35.9 (7.7)
CESD 8.93 (9.3) 9.88 (8.7) 12.47 (10.5) 16.78 (10.7) 21.91 (11.5)

Note. All of the variables except age were significantly related to levels of self-rated health. Standard deviations in parentheses. Signif-
icance tests were calculated after adjusting for age, education, and gender. Income on a scale from 1 to 6; 1 = $10,000 or less, 2 =
$10,001 − $20,000, 3 = $20,001 − $30,000, 4 = $30,001−$45,000, 5 = $45,001 − $60,000, 6 = $60,001 or greater. CESD = Center
for Epidemiological Studies Depression Scale. Social support = Interpersonal Social Evaluation List.
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TABLE 17.3 Characteristics of Study Sample by Self-Rated Health
and Comorbid Conditions

Conditions

Very
Excellent good Good Fair Poor

Chronic pulmonary 2% 6% 9% 14% 24%
Hypertension 39% 49% 57% 66% 70%
Cerebrovascular 5% 6% 10% 13% 19.5%
Peripheral vascular 5% 9% 11% 14% 23%
Renal insufficiency 2% 6% 10% 16% 24%
Diabetes 1.6% 2% 3% 7% 16%
Depression 0% 1% 4.3% 4.5% 7%

good (29%), to fair (33%), and poor (19%). The average age
of each subgroup ranged from 60 to 63.4 years. These find-
ings can be compared to national figures from 1996, in which
the percent of the U.S. population that rated their health as
fair or poor aged 55–64 was 21.2% and aged 65 and over was
27% (United States Department of Health and Human
Services, 1999, p. 211, Table 60). In our sample of a wider
age range, with significant heart disease, by comparison, 52%
rated their health as fair or poor.

Thus, in a sample with documented serious heart disease,
the rate of fair or poor health was twice as high as in a
national population sample of the same age. These levels
were associated with the hazard score (Harrell, Lee, Califf,
Pryor, & Rosati, 1984), an index of age and disease severity
that captures the probability of 1-year survival (90% at excel-
lent to 75% at poor). For comparison purposes, at baseline, in
the University of North Carolina Alumni Heart Study, which
started in 1986 (Siegler et al., 1992), among middle-aged
persons unselected for health at age 40, 57.3% rated their
health as excellent and 39.3% as good. Four years later the
ratings were 53.2% excellent and 43.4% good, with 2.8% and
3.4% fair and poor, respectively (Siegler, 1997).

Thus, as a single item, the measure is easy to implement
and has predictive validity. It is also predictive of mortality in
a wide variety of populations (Bosworth, Siegler, Brummett,
Barefoot, Williams, Clapp-Channing, et al., 1999a; Idler &
Benyamini, 1997; Idler & Kasl, 1991; Kaplan & Camacho,
1983; Mülunpalo et al., 1997; Mossey & Shapiro, 1982;
Wolinsky & Johnson, 1992). Self-rated health captures a lot of
summary information about health status, but it does not rep-
resent the specific disease status of an individual. Note that
even those who say they are in excellent health with major
heart disease have comorbid conditions (as shown in Table
17.3), are not clinically depressed, and do not see their disease
as affecting their ability to function on a day-to-day basis.

Thus, although the findings reported here do support the
importance of assessing SRH, it is not synonymous with

disease. Second, global SRH tends to reflect to a large degree
those health problems that are salient for study participants.
SRH measures are often used as covariates in examinations
of the effect of age. An important question that needs to be
answered is what it means to use a single measure of health
status as a covariate. Although physical and mental health
problems appear to play a major role in shaping an individ-
ual’s perception of his or her health, a significant proportion
of what this single-item indicator explains remains unknown.
Treating health status as a covariate reduces the variance
associated with age. SRH also reduces the variance due to
depression and is differentially associated with gender, race,
income, and education. Despite the increased interest among
researchers in the use of SRH as a measure of health, it is still
unclear how this item relates to health and well-being and
how clinicians can use this measure.

One way this item may be used by clinicians is to predict
health care utilization. Bosworth, Butterfield, Stechuchak,
and Bastian (2000) examined whether SRH predicted health
service use among women in an equal-access primary care
clinic setting. Women who had poor or fair health were
significantly more likely to have more outpatient clinic visits
than were women who reported excellent or very good
health. Bosworth, Butterfield, et al. (2000) concluded that
these findings demonstrate the potential of a single question
to provide information about the future needs for health care.
The fact that self-rated health was not related to age in our
clinical population is an interesting observation that requires
some comment. It may reflect the fact than when younger
individuals have the same disorder as older individuals, it is
generally more serious in younger persons; or it may reflect
age-related differences in expectations. The other interest-
ing observation that has not been well documented is a
phenomenon referred to as a response shift (Sprangers &
Schwartz, 1999). Patients confronted with a life-threatening
or chronic disease are faced with the necessity to accommo-
date to the disease. A response shift is potentially an impor-
tant mediator of this adaptation process; it involves changing
internal standards, values, and conceptualizations of quality
of life (Sprangers & Schwartz, 1999). Potential age differ-
ences in response shifts may explain why it is not uncommon
to observe an 80-year-old man who recently underwent
coronary bypass surgery as reporting that his health is
excellent.

In sum, some guidelines may be proposed for using health
measures. First, although the findings reported here do support
the importance of assessing SRH, it is not synonymous with
disease. Second, global SRH tends to reflect to a large degree
those health problems that are salient for study participants.
Third, in order to make correct attributions about normal
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development and behavior change expected under specific
conditions and specific ages, developmental psychologists
need to learn to verify self-reports of diseases and also include
hard disease outcomes such as blood pressure or ejection frac-
tion. Verification of diseases can be very instructive. Medical
criteria are not always uniform, which is why epidemiologists
obtain actual medical records and code to criteria.As develop-
mental psychologists, we need to know what it is like to age
with each disease and each condition, as well as what it is like
for those who are fortunate enough to age without them. To ac-
complish this recommendation, developmental psychologists
need to develop long-term collaborative research programs
and work with investigators who understand the pathophysiol-
ogy of the disease process being studied.

In order to better interpret studies that use SRH, it is
important to remember that (a) these findings will have an
socioeconomic status (SES) gradient related to timing and
quality of medical care such that a more severe disease profile
will tend to be seen earlier in the life cycle in the disadvan-
taged (N.A.Anderson &Armstead, 1995; House et al., 1992);
(b) the reports will be related to cognitive status because indi-
viduals need to remember what the diagnosis is to be able to
report it; (c) the reports will be related to psychological symp-
toms because individuals are more likely to seek medical care
if symptomatic (Costa & McCrae, 1995); (d) the self-rated
measures will be more highly correlated with psychosocial
constructs that are also associated with the same underlying
dimensions of personality.

Other Approaches to Measuring Health

Most other approaches used to measure health in psycholog-
ical research are really measures of disease that require the
input of medical colleagues for a diagnosis or an understand-
ing of medical records that can be reviewed and characterized
(see E. Leventhal, 2000); in addition, they may be a combi-
nation of physiological indicators and medical records re-
views (see Vitaliano, Scanlan, Siegler, McCormick, &
Knopp, 1998). Zhang, Vitaliano, Scanlan, and Savage (2001)
present data on the associations of SRH, biological measures,
and medical records in their longitudinal study of caregivers.
Self-reports of heart disease were moderately correlated with
heart disease diagnoses from the medical records (r = .64),
which is significant but not comforting. Self-reports of heart
disease and biological indicators (e.g., lipids, blood pressure,
insulin, glucose, and obesity) were uncorrelated, whereas
these same measured indicators were significantly correlated
with the medical record reports of disease. In a principle
components analysis, SRH loaded on a component with
the other psychosocial measures (anxiety, depression, life

satisfaction), whereas the biological measures loaded on a
component with the medical records.

Many developmental psychologists measure disease by
simply asking patients whether they have or had a particular
disease. Although this information is easy to obtain, it is
important to realize the potential for patients to not recall
having the particular disease or not wanting to report having
had the particular disease. A case in point was recently
reported by Desai, Livingstone, Desai, and Druss (2001),
who examined the accuracy of self-reported cancer history.
The authors compared self-reported responses in the New
Haven Epidemiologic Catchment Study and were linked to
the Connecticut Tumor Registry—the overall rate of false-
negative was 39.2%. Non-European Americans, older adults,
increased time since cancer diagnosis, number of previous
tumors, and type of cancer treatment received were all related
to increased likelihood of not reporting having had a tumor.
Thus, despite developmental psychologists’ and epidemiolo-
gists’ using self-reported data about disease, it is important to
determine the validity of these reports when possible.

Medical Comorbidity

A relatively unique characteristic of older populations is the
coexistence of several chronic conditions. Among persons
aged 65–101 at baseline in the Cardiovascular Health Study,
25% had one chronic condition and 61% had two or more
chronic conditions (Fried et al., 1998). The tendency has
been to construct scales that add up all comorbid condi-
tions (Charlson, Szatrowski, Peterson, & Gold, 1994). This
approach may allow a general assessment of chronic disease
burden and can be predictive of broad patterns of mortality
outcomes; but the process of combining conditions into a sin-
gle scale obscures considerable pathophysiological detail that
may have etiological importance. In addition, simply adding
up the number of comorbidities ignores the variability in
severity of a particular disease. Patients may vary in the effects
of the same disease. For example, patients may have one of
four stages of congestive heart failure (New York Heart Clas-
sification 1–4) or one of three stages of cancer (local, regional,
and distance). In addition, simply adding up the number of co-
morbidity factors assumes that two diseases have the same im-
pact on patients. For example, most clinicians would argue
that experiencing a stroke or a myocardial infarction is more
severe than experiencing arthritis, although the resultant dis-
ability may vary.

In our own studies in which we examined the relationship
between SRH and various comorbid illnesses (see Table 17.3),
we observed that various diseases and disorders examined
varied in their association with SRH. Stroke, hypertension,



434 Disease, Health, and Aging

diabetes, depression, and chronic obstructive pulmonary dis-
order were all found to be related to poorer SRH. However, 12
of the other 19 comorbid illnesses were not significantly re-
lated, including abdominal aortic aneurysm, thoracic aortic
aneurysm, dialysis-dependent renal failure, cancer, substance
abuse, depression, arthritis, back pain, peptic ulcer, hepatitis-
cirrhosis, and myocardial infarctions. Thus, using a summated
comorbidity measure, as commonly used, assumes that each
disease is equally influential in affecting whatever the out-
come may be. Summation of comorbidities does not consider
the variations in prevalence and incidence of diseases, nor
does it consider—more important—the severity of diseases
(Bosworth, Siegler, Brummett, Barefoot, Williams, Vitaliano
et al., 1999b).

Psychiatric Comorbidity and Aging

When considering health, disease, and aging, depression is a
particularly important comorbidity that needs to be consid-
ered. Medically ill patients often suffer from depression.
Depression is common among coronary heart disease patients
(Brummett et al., 1998; Carney et al., 1987; Forrester et al.,
1992; Hance, Carney, Freeland, & Skala, 1996; Schleifer,
Macari-Hinson, & Coyle, 1989) and is predictive of rehospi-
talization (Levine et al., 1996) and increased disability (Ormel
et al., 1994; Steffens et al., 1999). Depression during hospital-
ization following a myocardial infarction (MI), for example,
predicts both long- and short-term survival rates (Barefoot,
1997; Frasure-Smith, Lesperance, & Talajic, 1993).

Depression has consistently been implicated in the causal
web of incident disability and of functional decline in popula-
tion samples (Stuck et al., 1999). Major depressive disorder
(MDD), minor depression, and depressive symptoms have
each been associated with functional disability. Depression
and physical function are intertwined; a feedback loop exists
such that depression causes increased disability and increased
disability exacerbates depression. Similarly, medication ad-
herence among depressed older persons is poor, and this feed-
back loop exists such that depression causes nonadherence
with medical treatment and nonadherence further exacerbates
depression so that a focus on both is essential (DiMatteo,
Lepper, & Croghan, 2000). DiMatteo et al. (2000), for exam-
ple, reported that the relationship between depression and
nonadherence was significant and substantial, with an odds
ratio of 3.03 (95%; 1.96–4.89).

Depression may increase nonadherence with treatment for
multiple reasons. First, positive expectations and beliefs in the
benefits and efficacy of treatment have been shown (DiMatteo
et al., 1993) to be essential to patient adherence. Depression

often involves an appreciable degree of hopelessness, and
adherence might be difficult or impossible for a patient who
holds little optimism that any action will be worthwhile. Sec-
ond, considerable research (DiMatteo & DiNicola, 1982;
DiMatteo, 1994) underscores the importance of support from
the family and social network in a patient’s attempts to be
compliant with medical treatments. Often accompanying de-
pression are considerable social isolation and withdrawal
from the very individuals who would be essential in providing
emotional support and assistance. Third, depression might be
associated with reductions in the cognitive functioning essen-
tial to remembering and following through with treatment rec-
ommendations (e.g., taking medication).

Caregiving as a Threat to Health

Depression is often an outcome of studies of stress and aging.
This is well represented by the caregiving literature. Two
recent special issues (Vitaliano, 1997; Schulz & Quittner,
1998) give an indication of the types of studies that have been
done.Work byVitaliano and colleagues shows that the stress of
caregiving also has significant effects on measures of physical
health status when indexed with medical records—and with
(a) biological indicators of the metabolic syndrome (Vitaliano
et al., 1998) and (b) measures of immune system functioning
and sleep disturbance (Vitaliano et al., 1999). These relations
are found both cross-sectionally and longitudinally. It is also
most interesting that women who use hormone replacement
therapy (HRT; both caregivers and controls) are better off
physiologically than their counterparts who do not use HRT
(Vitaliano et al., 2002); Whether this is another example of
(a) the so-called healthy woman effect, wherein women who
have a risk profile that reduces disease are more likely to take
HRT; (b) the effect of estrogen (see Matthews et al., 2000);
or (c) the effect of some additional mechanisms is not clear.
Nevertheless, this is an observation that should be pursued.

Life tasks are made harder when health problems are
present. Multiple problems require more complex manage-
ment of medications, and increasingly complex decisions
about care choices need to be made. Not only are the problems
to be solved more complex, the cognitive capacities of the
older person may not be operating at peak efficiency (Peters,
Finucane, MacGregor, & Slovic, 2000). One solution suggests
that there is a greater need for intergenerational collaboration
in decision making. When family members are available, this
becomes part of the caregiving task. As increasing numbers of
older persons have fewer siblings and children than do current
older persons, new solutions will need to be found to deal with
difficulties in decision making among the elderly.
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METHODOLOGICAL CONSIDERATIONS

In the study of health and disease, two particular method-
ological issues are worthy of note: (a) the role of period ef-
fects and (b) selection effects from study designs that sample
the actual age distribution of the population versus those that
oversample the oldest old.

Period Effects of Disease Detection and Treatments

A period effect or time effect is a societal or cultural change
that may occur between two measurements that presents
plausible alternative rival explanations for the outcome of a
study (Baltes, Reese, & Nesselroade, 1988; Schaie, 1977).
Studies have often focused on cohort and aging effects, but
there has been a lack of focus on period effects that may
explain observed age changes in longitudinal and age differ-
ences in cross-sectional studies that examine the relationship
between health, behavior, and aging (Siegler et al., 2001).
In addition, period effects may affect the prevalence and
incidence of disease.

As discussed elsewhere (Siegler et al., 2001), the introduc-
tion of the prostate-specific antigen (PSA) test is an example
of the effects of period-time effects accounting for changes in
the detection of prostate cancer. A PSA test is a diagnostic tool
for identifying prostate cancer, and since its introduction in
1987 there have been increasing numbers of prostate cancers
being diagnosed among older adults that would not have been
diagnosed based upon previous techniques (Amling et al.,
1998). Subsequently, there has been an observed increase in
number of prostate cancer diagnoses, and because prostate
cancer prevalence rates increase with age, researchers study-
ing longitudinally the relationship between age and onset of
prostate cancer would have to account for the introduction of
this relatively new diagnostic tool.

Information is being made available more quickly and
improvements in diagnostic techniques and treatments are
increasing in frequency. This is a benefit for the popula-
tion, but it makes research more difficult, particularly if an
intervention is in process and new information or changes in
medical procedure are being made available to the public at
large. Subsequently, developmental psychologists and other
researchers are going to have to become more aware and
flexible in the way they deal with these increasing period-
time effects.

An example of researchers who are adapting to historical
or period effects is the ongoing Women’s Health Initiative
Study, in which information on estrogen use is being
collected. There have been increased data that suggest the

influence of estrogen is related to long-term benefits such as
prevention or delay of osteoporosis, heart disease, and
Alzheimer’s disease (Jacobs & Hillard, 1996), but recent
information about raloxifene and tamoxifen have altered
women’s perception of the use of hormonal replacement
medication.

News of health and aging has been gaining more public
attention, which also needs to be considered in both cross-
sectional and longitudinal studies of aging, health, and
disease. Thus, the context in which the study was conducted
now must be better characterized. One example comes from
our own research, in which we conducted telephone inter-
views between October 1998 and February 1999 among a
random sample of women aged 45–54 residing in Durham
County, North Carolina. Women were recruited for a random-
ized clinical trial to test the efficacy of a decision aid inter-
vention on HRT decision making. One of the factors that
determines HRT use and influences HRT decision making has
been the cardio-protective effects of HRT. However, an influ-
ential publication in the Journal of the American Medical As-
sociation indicated that women using HRT in the short term
were at a increase risk for CHD events (Hulley et al., 1998).
Although limited data are available at this time, our study and
others looking at HRT decision making are likely to be influ-
enced by these recent results.

Selection Effects

Individuals at higher risk for mortality, morbidity, physical
function, and so on may be selected out of the populations at
earlier ages. Although this selection applies to any age cohort,
the forces of proper selection are much stronger in older popu-
lations. The analysis of the consequences of selective survival
is complex and can lead to a variety of age-related patterns in
differential survival (Vaupel & Yashin, 1985). It is useful to
think of three ways in which selective survival might influence
age-related trends in risk factor-outcome associations. If those
with a particular risk factor experience higher and earlier mor-
tality, then the distribution of risk factors in the survivor popu-
lation would be altered relative to the original distribution and
should reflect lower levels of risk factors (i.e., less likely to
smoke, be overweight). This would occur because those with
high levels of risk factors are more likely to have been re-
moved from the population. Second, it is possible that there
are unmeasured differences in susceptibility to the risk factor
among both those previously exposed and those unexposed.
Third, the survivors may have other characteristics—genetic
or environmental in origin—that prevent or slow the progres-
sion of disease, shifting the onset to a later age. Thus, it is
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important to consider survival effects when conducting re-
search on health and aging.

CONCLUSIONS AND FUTURE DIRECTIONS

There were a series of old questions that were always part
of the chapters written about aging and health (e.g., see
Eisdorfer & Wilkie, 1977; M. F. Elias, Elias, & Elias, 1990;
Siegler & Costa, 1985). These old and current questions and
answers include the following: 

• Do variations in physical health account for aging effects?
Not necessarily; it really depends on the age group
studied. New data in centenarians are changing our under-
standing of these relationships.

• Is there such a thing as normal aging? No. It is a moving
target, changing with each new publication.

One explanation for this change is period effects—that is,
changes such as improved survival of persons with coronary
heart disease influence the definition of normal aging. These
changes in survival are due to medical interventions such as
angioplasty and coronary artery bypass surgery, which are
increasingly made available to older persons with heart
disease. How we die is different from what was the case when
previous chapters addressing these questions were published.
More people now die later in life when the cause may not be
due to a specific disease (Fried et al., 1998; Nuland, 1995).

Does this situation mean that there is no longer a need for
developmental psychology to be concerned with health?
No—we now have new opportunities to consider along with
a tremendous base of work on which to stand. Work is under-
way in all of the following areas.

How should researchers measure the important psycholog-
ical constructs in everyone who is aging—that is, how they
measure psychological constructs for extremely aged persons
or those with exceptional longevity? Developmental psychol-
ogists know that there is great variation in mental and physical
health status and in sensory and motor capacities. Until we can
fully measure psychological factors in everyone, we cannot
understand these factors completely.

Now that epidemiology and geriatric medicine are measur-
ing disease in the elderly and extreme aging population, we
need psychological measures designed to be used in laboratory
settings that are associated with disease outcomes and biolog-
ical indicators. The discussion in Finch, Vaupel, and Kinsella
(2000) provides an instructive discussion of this issue.

We also need to continue to develop and validate psycho-
logical measures that are appropriate and valid in survey

research. Burkhauser and Gertler (1995) describe the Health
and Retirement Study, Herzog and Wallace (1997) lay out the
issues for the Asset and Health Dynamics of the Oldest-Old
Study, while Zelinski et al. (1998) provide an example of the
strengths and weaknesses of current approaches. Additional
development will require some basic psychometric work for
age, content, and size of scales that measure important
psychological constructs. This development will require some
basic psychometric work for age, content, and size of scale.
We know the problems but not the solutions. We also need to
conceptualize health in ways that make sense psychologi-
cally. Self-rated health is a good single item, but can we do
better (Kennedy, Kasl, & Vaccarino, 2001)? How do we mea-
sure well-being when health is completely compromised?
This is an area of research that Powell Lawton started (1997)
and unfortunately did not live long enough to complete. He
called for a valuation of life that is possible in all health status
configuration.

Reevaluate a life span approach. Our life span may have
been too conservative, given the data by Kuh and Ben Shlomo
(1997) wherein infant and prenatal variables predicted adult
onset of disease and adult health, whereas mid-life variables
appeared to have no relevance to geriatric syndromes.

Make psychology relevant to important concerns in
economics and public policy. Health disparities due to social
class, race, and ethnic differences do not disappear with age.
The disparity is real and we do not know the causes. How
much variability could genetics contribute to resolve the
disparity? Is it related to life course exposures? Are there crit-
ical periods at various points in the lifecycle? In 1999, Health,
United States (USDHHS, 1999) picked aging as its special
topic for the year, as “older people are major consumers of
health care and their numbers are increasing” (p. iii). Some
highlights of the report are worth noting: (a) By 2030, 20% of
the U.S. population will be over age 65; (b) life expectancy at
age 65 and at age 85 has increased over the past 50 years—at
age 65 European Americans have a higher life expectancy,
whereas at age 85 African Americans have a higher life ex-
pectancy; however, health disparities by race are shocking.
Mortality rates are 55% higher for African Americans—age-
adjusted death rates were 77% higher for stroke, 47% higher
for heart disease, and 34% higher for cancer. In an important
sense, these mean fundamentally that lower SES persons
appear to age faster—that is, things that happen later in the life
cycle for those further up the SES ladder happen earlier for
those on the bottom of the ladder. Trying to fully understand
what this means is a major challenge for our field.

Developmental psychologists know a lot about aging
processes and measurement and are interested broadly in all
aspects of human development. However, for the study of
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health and disease to progress, investigators must conduct
research in conjunction with research teams expert in all
aspects required to solve particular problems. Other disci-
plines and other countries are well ahead of us on this problem.
What can we contribute as developmental psychologists?

Responding to the fears of the public and policy makers
about the explosion of aging in the population, Carstensen in
a New York Times editorial (2001) rightly points out the
opportunity to design a new stage of life. She argues that not
all aging changes need to be bad. She assumed that medical
and psychological science will solve the problems of the
elderly today and find a cure for frailty that is not necessarily
disease-related. We may have reached Fries’s (1980) com-
pression of morbidity, where function is preserved until the
final 1, 3, or 5 years of life. After most of the population gets
there, what will happen with health maintained until the ninth
decade?

We have the knowledge to improve the odds and postpone
the deleterious consequences that had previously been attrib-
uted to normal aging or even to disease-related aging. World-
wide studies of centenarians and supercentenarians are
seeking answers as to what determines the characteristics that
lead to 110 years of disability-free life? The simpleminded
answer of preventing disease is probably not going to be the
correct one. The real future challenge is to figure out how to
ask the right questions. Health will play an increasingly
important role for developmental psychologists, and—as
changes in health care and the demographic revolution con-
tinue to occur—we need to be able to include contextual
influences and period changes in order to better understand
the role of health and disease among older adults.
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The area of developmental research focusing on the study of
cognitive changes in adulthood is often referred to as the field
of cognitive aging. The orienting question for this field is,
How does cognition change with aging? Three components of
this question may be highlighted initially. First, the term cog-
nition is used broadly and inclusively in this chapter to accom-
modate multiple aspects, dimensions, theories, and measures
of a variety of mental activities executed by the brain. These
include, but are not limited to, classes of activities known as
intelligence, memory, attention, reasoning, problem solving,
and wisdom. Second, the term change is used broadly and
inclusively to accommodate several theories, phenomena, di-
rections, and research designs. Thus, the present approach per-
mits consideration of structural, stage-like, or incremental
cognitive changes with aging, as investigated with any of nu-
merous legitimate research designs. No assumptions are made
about the nature of cognitive developmental change with
aging. Third, the term aging is used broadly and inclusively
to reflect processes occurring throughout adulthood. It is a
neutral term tantamount to “changes with age that occur

during adulthood” regardless of the direction or quality of the
changes.

Cognitive aging (the field) is a particularly active and
vibrant domain of research, one that is at the crossroads of both
classic questions and novel trends. Several brief examples of
each of the paths leading to this crossroads may be useful.
First, classic questions about cognitive aging revolve around
core developmental issues such as directionality (i.e., whether
adult cognitive changes are gains, losses, or maintenance), uni-
versality (i.e., the extent to which there are individual differ-
ences in profiles of changes throughout adulthood), and
reversibility (i.e., whether experience or intervention may
promote recovery or improvement in functioning). For more
than a century scholars have wondered about whether the
lengthening adult life span would be ineluctably accompanied
by diminishing cognitive resources (Dixon, Kramer, & Baltes,
1985). Moreover, because contemporary adulthood represents
about 75% of the normal expected life span, few adults would
fail to have a vested interest in the cognitive changes they
might expect as they grow through their middle and into their
later years. Second, novel trends reflect influences that are as
easily incorporated into cognitive aging research as into any
other developmental area. Recent trends include methodologi-
cal advances, such as the means of analyzing structure, change,
and variability (e.g., Hertzog & Dixon, 1996; Salthouse,
2000). Other novel trends in cognitive aging are often adapted
from neighboring disciplines and given new clothing in the
context of understanding long-term change. Among recent de-
velopments are such new topics as metamemory and memory
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self-efficacy (e.g., Cavanaugh, 1996, 2000), social cognition
(Hess & Blanchard-Fields, 1999), practical cognition (e.g.,
Berg & Klaczynski, 1996; Park, 2000), collaborative cognition
(e.g., Dixon, 1999), and brain and cognition (e.g., Raz, 2000;
Woodruff-Pak, 1997). How cognition changes with aging is
seen as a developmental question, and one that reflects classic
developmental issues and relates to numerous neighboring
developmental processes.

Issues considered in the study of cognitive aging go to the
heart of our view of both the human life course, in general,
and of individual aging adults, in particular. Personal expec-
tations about aging are based in part on personal perceptions
of cognitive skills—how adaptive they are and how they are
believed to change during the adult years (e.g., Cavanaugh,
1996; Hertzog & Hultsch, 2000). Similarly, one of the promi-
nent themes in societal stereotypes of aging is that of cogni-
tive decline (e.g., Hummert, Garstka, Shaner, & Strahm,
1994). Notably, however, some stereotypes of aging include
processes believed to improve or grow into and throughout
late life (e.g., Heckhausen & Krueger, 1993). Some of these
potential growth-like processes have substantial cognitive
components (e.g., wisdom). Overall, whether cognitive aging
should be characterized as consisting of gains or losses (or
both) has been the topic of much debate for many decades
(Baltes, 1987; Dixon, 2000; Uttal & Perlmutter, 1989).

Although it may be used in different ways and to accom-
plish different goals, cognition is no less important in late
adulthood than in early adulthood. Not only is it a basis of
one’s achievements and competence, but it contributes to—or
detracts from—one’s sense of self-efficacy and the efficiency
with which one engages in life planning and life management
and pursues life goals. Therefore, it is instructive to compare
the basic stories told about cognitive development during the
first 20 or so years of life, on the one hand, and during the re-
maining 40 or 50 (or more) years of life, on the other. Obvi-
ously, the stories told of infant, child, adolescent, and even
early adult cognitive development are generally optimistic.
Cognition during these years is progressing and growing, and
cognitive potential is being realized. For normally develop-
ing individuals there are some differences in level of perfor-
mance attained and in the rate at which growth occurs, but
virtually no differences in the direction of change. Cognition
improves from early infancy.

Around early adulthood, however, the story of cognitive
development evidently changes. The word “evidently” is used
because there is some controversy about the range and causes
of aging-related changes in cognition. There is, however, lit-
tle remaining controversy regarding the fact that there is sub-
stantial and necessary cognitive decline (see, e.g., Craik &
Salthouse, 2000). Nevertheless, an important theme in cogni-

tive aging is one of individual differences in profiles, rates,
and causes of change. Increasingly, researchers are attending
to questions concerning such issues as whether people differ
in when they start to decline, whether processes differ in rate
of decline, what processes are maintained and for how long,
how normal decline differs from that associated with various
brain-related diseases (e.g., Alzheimer’s disease), and the ex-
tent to which this decline affects individuals’ everyday lives.
A common proposal is that individual differences in cognitive
development are greater in late life than in early life. Research
in cognitive aging is ideally suited to investigating why such
individual differences in change patterns occur.

In this chapter we summarize selected aspects of the field
of cognitive aging. Reflecting the breadth of the field, we
have elected to focus on several clusters or processes of cog-
nitive functioning. Naturally, this results in numerous unat-
tended processes; interested readers may turn to several recent
volumes of collected works in which scholars have re-
viewed a variety of processes of cognitive aging (e.g., Craik &
Salthouse, 2000; Park & Schwartz, 2000). A long-standing
area of study in cognitive aging is intelligence; we begin by
reviewing scholarship in this area. Perhaps the most com-
monly researched domain in cognitive aging is memory. Ac-
cordingly, we review basic systems and results in this field and
indicate several novel directions of research. More recently,
numerous researchers have attended to issues of potential or
resilience in cognitive aging. Included in this domain are such
topics as plasticity and susceptibility to effects of experience,
mechanisms of compensating for cognitive impairments, and
such intriguing cognitive processes as wisdom and creativity.

INTELLIGENCE

Cognition can be viewed from several related perspectives.
From one such perspective, the focus is on cognition as intel-
ligence as an intellectual ability. There is a long tradition of
research on intelligence and a surprisingly long history of
research on intellectual aging. Research on the aging of in-
tellectual abilities typically uses procedures adapted from
research on psychometric intelligence. This means that intel-
ligence is measured by one or more tests. These tests may be
composed of more than one scale, or subtest. Each subtest
measures a relatively unique aspect of intelligence. There are
a variety of statistical means through which the uniqueness
of the subtests can be evaluated. In addition, however, the
subtests typically should be linked both conceptually and
empirically.

Contemporary psychometric approaches to adult intel-
lectual development employ multidimensional theories of
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intelligence. Therefore, they also use intelligence tests in
which performance on multiple scales or dimensions may be
tested. Using multiple scales of intelligence allows the inves-
tigator to examine the extent to which dimensions of intelli-
gence change similarly or differently across adulthood. The
psychometric approach to intellectual aging has a long and
illustrious history.

Patterns of Intellectual Aging

A typical expectation about intellectual aging is that intelli-
gence increases until early adulthood and then declines
through late adulthood. This results in an inverted-U-shaped
curve. Botwinick (1977) referred to this curve as a classic pat-
tern, partly because it was so frequently supported in the lit-
erature. Interestingly, however, even the earliest theories and
research did not lead to the unequivocal conclusion that intel-
ligence inevitably and universally declined after early adult-
hood. Contemporary research has confirmed the prescient
early theorists, who operated without the benefit of modern
technology, contemporary theories, or even much research
data. Several examples illustrate this point.

Issues of age fairness and late life potential and plasticity
were identified early. Kirkpatrick (1903) noted that age-fair
intelligence tests were crucial to identifying patterns of intel-
lectual aging. Almost a century ago he also speculated that
adults could be trained to perform better on intelligence tests;
recently, several researchers (e.g., Schaie, 1996) reported that
this was indeed possible. Another important issue raised
almost 100 years ago is the potentially close connection
between the aging body and the aging mind. For example,
Sanford (1902) noted that intellectual decline was likely asso-
ciated with the inevitable physical decline that accompanies
late life. Thus, Sanford anticipated some aspects of contempo-
rary theories focusing on the roles of physiological, neurolog-
ical, and sensory factors (e.g., Baltes & Lindenberger, 1997).
Could older adults overcome such inevitable changes?
Sanford speculated that some maintenance of performance
levels is possible if aging adults made an effort to maintain
them by, for example, continuing challenging activities. This
idea, too, has recently been the target of considerable research
(e.g., Gold et al., 1995; Hultsch, Hertzog, Small, & Dixon,
1999). Still in the first half of the century, Weisenburg, Roe,
and McBride (1936) attended to the questions of whether all
adults developed in the same pattern and whether all intellec-
tual abilities changed in the same way. They reported a wide
range of ages in adulthood at which performance on intelli-
gence tests peaked. This implies that individuals may differ in
peak age, rate of growth and decline, overall degree of decline,
and perhaps even final performance level. If some individuals

decline relatively early in adulthood, and if their decline is
sharply downward, others may decline relatively late and
quite gradually, and perhaps not even noticeably. This predic-
tion, too, proved to be uncannily accurate.

One final similarity between early and recent research on
intellectual development may be noted: The study of intellec-
tual aging has long been viewed as a research topic with im-
portant and immediate practical implications. That is, how
well society understands the characteristics of intellectual
aging may have a direct impact on the welfare of individuals
and of the society. For example, in the early 1920s, R. M.
Yerkes set out to enhance the recruitment and training of ex-
cellent military officers. Shortly after World War I it was clear
that each side in a war would want people in charge who were
intellectually competent, if not intellectually superior. How
would the best people be selected and promoted to sensitive
and influential positions? How could the best officers be iden-
tified and retained? Were older officers less competent than
younger officers? Yerkes found that older officers performed
worse on an intelligence test than did younger adults. Never-
theless, he argued that many older officers had accumulated
valuable experience and had command of specific relevant
domains of knowledge. It could take years for younger offi-
cers to acquire similar levels of knowledge. Yerkes believed
that this actually put older adults at an advantage in the intel-
lectually demanding role of planning and executing war.
Thus, even when a great deal is at stake, some observers opted
for (older) adults possessing age-related experience and a
seasoned mind over (younger) adults who might be able to
learn novel information more quickly.

In sum, many early researchers identified remarkably con-
temporary concerns in the study of intelligence and aging.
Moreover, several early leaders commented on the implica-
tions of intellectual development for continued cognitive
potential throughout life.

Crystallized and Fluid Intelligence

Beginning in the 1960s John Horn and Raymond Cattell
began developing an alternative view of the classic aging pat-
tern. Horn and Cattell collected a variety of intelligence-test
data from adults of varying ages. Rather than interpreting the
scores from each of the tests, or even collapsing across cate-
gories of tests (such as Verbal and Performance), Horn and
Cattell conducted complicated statistical analyses. In these
analyses they sought to assess empirically whether there was
indeed more than one category (or factor) of intelligence. If
so, this would support the notion that intelligence in adult-
hood was multidimensional. Empirical support for this fact
would then allow Horn and Cattell to investigate three major
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issues. First, how many and what were the dimensions of in-
telligence? Second, what were the age-related patterns of per-
formance on these dimensions? Third, to what explanatory
processes could these empirically derived dimensions be
linked?

In their research, Horn and Cattell (1966; Horn, 1982)
identified two major dimensions of intelligence. These dimen-
sions of intellectual abilities were called fluid intelligence
(Gf) and crystallized intelligence (Gc). Fluid intelligence re-
flected the level of intellectual competence associated with
casual learning processes. This learning is assessed by perfor-
mance on novel, usually nonverbal tests. Crystallized intelli-
gence, on the other hand, reflects intellectual competence
associated with intentional learning processes. This variety of
learning is assessed by measures of knowledge and skills ac-
quired during school and other cultural learning experiences.
Most verbal tests tap processes thought to underlie crystal-
lized intelligence.

How is this perspective an alternative to the classic aging
pattern? Because crystallized intelligence indexes life-long
accumulation of cultural knowledge, it should show a pattern
of maintenance or increase during the adult years. According
to the theory, fluid intelligence is more dependent on physio-
logical functioning, including the neurological system. The
physiological and neurological base declines with advancing
age (e.g., Medina, 1996; Raz, 2000). If this neurological base
is impaired, the ability to perform associated intellectual
skills is undermined. Horn and Cattell have therefore
provided the classic aging pattern with two contributions.
First, they provided a firmer empirical basis for the common
verbal-performance distinction. Roughly speaking, crystal-
lized intelligence corresponds to verbal intelligence scales,
and fluid intelligence corresponds to performance intelli-
gence scales. Second, they have provided potential expla-
nations for the common observation of differential decline
across the two dimensions.

Seattle Longitudinal Study

Longitudinal research in intellectual aging has been carried
out in a number of locations (Schaie, 1983).Although longitu-
dinal investigations have the advantage of examining age
changes rather than simply age differences, they have their as-
sociated limitations as well (see Hultsch, Hertzog, Dixon, &
Small, 1998; Schaie, 1983). For example, selective sampling
and selective attrition factors plague longitudinal designs but
are now manageable with contemporary design features and
statistical techniques (e.g., Hultsch et al., 1998; Schaie, 1996).
Individuals who volunteer to participate in longitudinal

studies are committing considerable time and effort over a pe-
riod of many years. The sample of people who would volun-
teer for such a long-term commitment are generally positively
selected on a number of dimensions that may be relevant to in-
tellectual performance. As well, those who continue in such
studies are also positively selected. Indeed, these participants
often perform initially on the intelligence tests at a higher level
than those who drop out. In this way, a volunteer longitudinal
sample is somewhat selective at the outset, and the continuers
are more positively selected than the dropouts. Because of this
bias, simple longitudinal designs may underestimate the ex-
tent of age-related declines.

In 1956 K. Warner Schaie began a carefully designed and
exhaustive longitudinal and cohort-sequential study of intelli-
gence in adulthood. Schaie administered the Primary Mental
Abilities (PMA) test and additional measures related to intel-
ligence. His initial sample was approximately 500 adults liv-
ing in the community. This sample was carefully constructed
to be representative, and participants ranged in age from 20 to
70 years. Testing was done at seven-year intervals beginning
in 1956. At each occasion new participants were added and
then followed in subsequent occasions. Thus, there was a se-
quence of longitudinal studies. Because of the location of all
the testing, Schaie’s study has become known as the Seattle
Longitudinal Study (Schaie, 1996).

Schaie applied special techniques for comparing longitudi-
nal samples to new cross-sectional samples. In doing so, he
was able to estimate that until the age of 50 a substantial por-
tion of the age differences observed in cross-sectional studies
were not due exclusively to aging-related decline. Instead,
much of the observed age differences in cross-sectional studies
were due to cohort effects. That is, observed age differences
may be related to cultural and historical changes. Indeed,
Schaie (1990) reported such a phenomenon when he noted that
historical analyses indicate that successive generations have
performed at higher levels on intelligence tests. Notably, the
patterns suggest that the historical increases may be greater for
older than for younger cohorts. If so, future studies may find
reduced age differences between younger and older partici-
pants. Such a trend can only provide more pressure to utilize
the productive potential of older adults.

Throughout his career Schaie (1994, 1996) has emphasized
that there are considerable individual differences in degree of
decline and age at onset of decline. Indeed, up to age 70 some
individuals do not decline at all. Some of these individuals
even show modest gains for all of the intellectual abilities that
he evaluates. Nevertheless, a prominent conclusion is that the
age at which each ability peaks and the patterns of decline
thereafter are quite different. For example, those abilities
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associated with fluid intelligence have earlier peaks and
longer declines than those abilities associated with crystal-
lized intelligence. He also pointed out that the patterns vary for
women and men. For example, one finding was that women
generally decline earlier on fluid intelligence, whereas men
generally decline earlier on crystallized intelligence. There is
diversity not only in how dimensions of intelligence develop,
but also in how men and women develop in different dimen-
sions. Because of this diversity, Schaie (1994, 1996) under-
scored the warning that an overall index of ability such as the
IQ score should not be used in research on intellectual devel-
opment in adulthood.

Schaie also examined issues of intervention or applica-
tion. As the Seattle Longitudinal Study progressed, he real-
ized that he could address a unique question with profound
implications for both theory and application. The issue is the
age at which substantial cognitive decline actually begins.
Whether substantial decline begins earlier or later in life
could have a profound influence on social policy problems
such as mandatory retirement (e.g., Perlmutter, 1990; Schaie,
1994). Schaie’s studies suggested that such decline is not ob-
served on average for all dimensions of intelligence until
about the late 60s (Schaie, 1996). These results may be sur-
prising to even the most optimistic theorist and practitioner,
for they imply that the overall profile of intellectual aging is
one of maintenance. In fact, in one analysis Schaie (1990)
reported that over 70% of 60-year-olds and over 50% of
81-year-olds declined on only one ability over the previous
seven years. Thus, intellectual declines occur with aging, but
not appreciably until quite late in life, and then not uniformly
across dimensions of intelligence.

Schaie discovered some tentative answers to frequently
asked questions about risk and protection factors. Everyone
would like to know what they can do to increase the probabil-
ity that their cognitive aging will by characterized by mainte-
nance and growth and to minimize the probability that it will
instead be characterized by decline and decay. By analyzing
the differences among individuals in decline versus growth
patterns, Schaie (1996) cited several factors that may lead to
reducing the risk of cognitive decline in late life. These pro-
tective factors include (a) avoiding chronic illnesses, espe-
cially cardiovascular disease, or lifestyles that lead to these
diseases; (b) pursuing high levels of education and having
professions that involve high complexity and higher-than-
average incomes; (c) continuing to be active in reading, travel,
culture, and further education; (d) being married to a spouse
with high and similar cognitive skills; and (e) feeling generally
satisfied with life (Schaie, 1996). Of course, these factors were
not linked causally or directly to maintenance of intellectual

functioning, so the above list should not be interpreted too
literally. Therefore, it is not yet a list of dos and don’ts for
maintaining high levels of cognitive performance into late
adulthood. Nevertheless, such hypotheses highlight the close
link between research on cognitive aging and questions of
application to real life. Overall, it can safely be said that the
previous factors cannot hurt one’s chances of maintaining
intellectual functioning; in fact, they may help.

MEMORY

If research on intellectual aging is characterized principally by
psychometric assumptions and procedures, research on mem-
ory and aging is typically conducted by implementing one or
more of a wide range of experimental tasks and techniques in
the service of answering a broad range of specific questions.
To be sure, all prominent developmental research designs—
that is, those that compare age groups (cross-sectionally) or
those that follow samples across time (longitudinally)—may
be enacted for either psychometric or experimental research.
In the case of memory, the bulk of extant research has been
cross-sectional and experimental in nature, but there are a
growing number of examples of change-oriented, longitudinal
studies populating the scholarly literature. Thus, at the most
general level the motivating issues of memory and aging re-
search are similar to those propelling scholarship in intelli-
gence and aging. These include (a) whether aging-related
changes may be characterized as gains, losses, or both and
(b) what accounts for differences in performance as observed
across time, age, task, and individuals.

Overall, research on memory and aging is focused on
processes through which individuals may recall previously
experienced events or information, the extent to which these
processes change with advancing age, and the conditions, cor-
relates, or predictors of such changes. Reflecting the sheer vol-
ume of research in this field, numerous reviews of memory and
aging have been published in recent decades (e.g., Bäckman,
Small, Wahlin, & Larsson, 2000; Craik, 2000; Craik &
Jennings, 1992; Hultsch & Dixon, 1990; Kausler, 1994; Light,
1992; A. D. Smith & Earles, 1996). Of all aspects of cognitive
aging, memory may be the one that has most captivated gen-
eral human interest and academic attention. Nearly all review-
ers begin by noting that (a) memory is viewed as a functional,
if not essential, tool of successful development; (b) memory is
one of the most frequently mentioned complaints of older
adults; (c) memory loss is one of the most feared signs and im-
plications of aging; and (d) many adults believe that, whereas
memory abilities improve through childhood, they decline
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with aging. For these and other reasons, researchers and lay
adults are profoundly interested in whether and when their and
others’ memory abilities change (decline) throughout adult-
hood (Dixon, 2000).

Systems of Memory

Over the last several decades, research on memory and aging
reveals provocative patterns of results. Whereas some tasks
are associated with robust findings of age-related deficits,
other tasks are associated with less pronounced losses or even
equivalent performance by younger and older adults. Tasks
typically associated with losses include remembering lists of
information, expository texts, picture characteristics, spatial
locations, and those that tap the limits of online memory pro-
cessing. Tasks often associated with relatively unimpaired
performance include implicit memory, facts and knowledge,
and those that reflect familiar situations with substantial en-
vironmental or human support. Although others are available,
one well-developed theoretical treatment of memory per se
has proven helpful in organizing these disparate results.
Specifically, the memory systems perspective has been espe-
cially influential in research on memory and aging (Bäckman
et al., 1999; Craik, 2000; Dixon, 2000; Schacter & Tulving,
1994).

Positing that there are up to five systems of memory, a cen-
tral goal of this perspective is to explicate the organization of
the systems. A memory system is defined as a set of related
processes, linked by common brain mechanisms, information
processes, and operational principles (Schacter & Tulving,
1994). We define four of the systems briefly and summarize
some principal findings with respect to aging. We begin with
the two most commonly encountered forms of memory, those
to which most people refer when they express their beliefs
and fears about the effects of aging on memory functioning
(Ryan, 1992).

Episodic Memory

This form refers to memory for personally experienced events
or information. Everyday examples are bountiful: trying to
remember the names of people one has met at a party, where
one parked the car, a conversation or joke one heard, the loca-
tion of an object in a spatial arrangement, an anecdote one read
in a newspaper, or an unwritten list of items to purchase at a
store. It is thought to be the latest developing memory system,
and some reviewers have suggested that it is correspondingly
among the first to begin showing signs of aging-related
decline. Indeed, cross-sectional research using a variety of
episodic memory tasks (e.g., memory for digits, words, texts,

pictures, objects, faces) and procedures (e.g., free recall,
cued recall, recognition) has observed that older adults
commonly perform worse than younger adults. Much recent
research has targeted potential moderating factors, such as
health, lifestyle activities, education, environmental support,
collaborative condition, and ecological relevance of the task
(e.g., Bäckman et al., 2000; Hultsch et al., 1998). Although
no evidence has been marshaled to dispute persuasively the
conclusion that episodic memory performance generally de-
clines with advancing age, some cross-sectional (e.g., Nilsson
et al., 1997) and longitudinal (Dixon, Wahlin, Maitland,
Hertzog, & Bäckman, in press) research has indicated that the
magnitude of aging-related change may be more gradual
than precipitous for normally aging adults, at least until the
mid-70s (Bäckman et al., 2000).

Semantic Memory

This system of memory is expressed through the acquisition
and retention of generic facts, knowledge, and beliefs. In re-
search, it is evaluated by administering tests of general world
knowledge, facts, words, concepts, and associations. As such,
it is similar to the domain represented by crystallized intelli-
gence. The typical finding for semantic memory is that older
adults may remember as much information of this sort as do
younger adults. For example, normal older adults, through ex-
tended cultural and educational experiences, may possess
knowledge bases regarding world facts (sports, celebrities,
geographical information, political lore) that are superior to
those of younger adults. A typical finding in cognitive aging
literature is that the vocabulary performance of older adults
is similar to or better than that of younger adults. Thus, older
adults display similar knowledge structures or associative net-
works. Nevertheless, some studies have suggested that older
adults may access such information more slowly and with
more frequent blockages than do younger adults. In a large
cross-sectional study, only small differences were observed
across the ages of 35 to 80 years (Bäckman & Nilsson, 1996).
Moreover, a recent longitudinal study observed modest
changes over a 12-year period for adults originally aged 55 to
85 years (Hazlitt, 2000).

Procedural Memory

This form of memory is reflected in the gradual learning
(through practice) of a wide variety of cognitive and behav-
ioral skills. Naturally, as one learns a skill, one may acquire
information or actions intentionally, deliberately, explicitly,
and with awareness. However, other phases and aspects of
learning the skill may be accomplished more automatically,
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implicitly, and without specific awareness. This latter aspect
of memory is the one reflected in this system. It is involved in
the identification of words, objects, or movements that have
been experienced by an individual but about which that indi-
vidual may have little direct awareness—little episodic mem-
ory of having previously encountered the word or object.
Memory thus used has been said to be automatic or implicit,
as contrasted with intentional or explicit (Howard, 1996). A
common expectation is that procedural memory, as evaluated
through priming techniques (e.g., Howard, 1996), is relatively
unaffected by aging, as long as the involvement of explicit
memory is minimized (Craik, 2000; Craik & Jennings, 1992).
Although this seems to indicate a beneficial aspect of memory
functioning in late life, it may lead unintentionally to a greater
propensity to generate and remember false information (see
Schacter, Koutsaal, & Norman, 1997).

Primary Memory

Although differing in some respects, this system is also known
popularly as working memory and, in some restricted in-
stances, as short-term memory. The terms are selected to
convey the fact that some expressions of memory are brief,
temporary, not yet (or ever) stored, or still in consciousness.
Distinguishing between primary and working memory has
proven useful for aging research (Craik, 2000). Specifically,
primary memory is observed in conditions in which individu-
als must repeat minimal information presented immediately
prior to the task. For example, primary memory is tapped
when an individual must repeat a short list of letters or digits
immediately after it is read. For such brief and passive tasks,
older adults perform as well as younger adults, or at least not
as poorly as in tasks requiring further manipulation of more
complex information over a longer duration. Performing
working memory tasks requires more active processing and
manipulation of incoming information. As such, older adults
are typically at a disadvantage as compared to younger adults
in performing such tasks. As Craik (2000) noted, this diver-
gent pattern within a memory system implies that aging
processes do not adversely affect some everyday memory de-
mands (e.g., copying addresses and numbers as they are read),
but it does negatively affect more active aspects of online
memory processing.

Emerging Memory Topics

As can be inferred from the preceding summary, memory,
like intelligence, is a multidimensional construct. As with
other multidimensional constructs of interest in developmen-
tal psychology, differentiable dimensions may reveal distinct

developmental patterns. Researchers continue to explore with
increasing ingenuity each of the clusters of memory phenom-
ena. In addition, many researchers push the boundaries of
these memory systems as they apply to aging by considering
ever-broader ranges of memory phenomena, as well as corre-
lates and predictors. In this section we briefly note a few
trends in memory and aging research, selecting for somewhat
more discussion two of these domains.

Biological to the Social

Among the promising new trends in memory and aging
research is the ever-increasing attention that biological influ-
ences are receiving. This is an entirely logical development,
if only because the brain is a crucial site of activation that is
representative of memory and other cognitive processing.
Structural and functional changes in the brain are related to,
if not predictive of, cognitive performance in adults (e.g.,
Cabeza & Nyberg, 2000; Raz, 2000; Reuter-Lorenz, 2000).
Also within a biological level, much current research in
memory and aging has focused on the extent to which physi-
ological, sensory, and physical health changes may have an
effect on cognitive functioning in late life (e.g., Baltes &
Lindenberger, 1997; Waldstein, 2000).

Shifting to a cognitive level of analysis, recent efforts have
been made to identify other cognitive factors that influence
target cognitive functions. For example, working memory
has been identified as a relevant influence on episodic and se-
mantic memory functioning (e.g., Hultsch et al., 1998). The-
oretical constructs such as processing resources, inhibitory
control, and information-processing speed have, in empirical
applications, accounted for age-related variance in memory
performance (see Craik, 2000; Salthouse, 1991). At still an-
other level of analysis, recent progress in examining the role
of background characteristics such as gender, education, and
lifestyle activities on cognitive aging have been made (e.g.,
Herlitz, Nilsson, & Bäckman, 1997; Hultsch et al., 1999).
Finally, social and cultural aspects of memory and aging have
been explored with much promise (e.g., Hess & Blanchard-
Fields, 1999; Park, Nisbett, & Hedden, 1999). In sum, the
goal of understanding memory changes with aging suggests a
complex web of changing relationships—among systems of
memory, other cognitive influences, and correlates ranging
from the neurological to the social-cultural.

Metamemory

Adults of all ages often wonder about their memory—how it
works or does not work, why one remembers some things but
not others, and whether memory skills will change over the life
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course. The term metamemory refers to such cognitions about
memory—thinking about how, why, and whether memory
works. Specific aspects of metamemory include knowledge of
memory functioning, insight into memory changes or impair-
ment, awareness of current memory processes, beliefs about
and interpretations of memory skills and demands, and even
memory-related affect. This chapter features an overview of
the concept of metamemory and how it applies to aging. The
view of metamemory presented here is useful when consider-
ing both basic (e.g., how memory and metamemory change
and relate to one another in aging) and applied (e.g., the role
metamemory may play in compensating for memory impair-
ments and decline) research questions.

Overall, research and theory in metamemory in adulthood
incorporate many of the issues raised in the neighboring
domains of metamemory research. It does so in part through
implementation of an inclusive and multidimensional concept
of metamemory (e.g., Dixon, 1989; Hertzog & Hultsch,
2000). Four principal characteristics of this are that (a) it in-
cludes a wide variety of behaviors (knowledge, beliefs, evalu-
ations, and estimates), indicating the level, degree, or extent of
an individual’s metamemory performance or skill; (b) it fea-
tures a multidimensional concept, in that the multiple facets or
behaviors are viewed as separable but linked dimensions of a
coherent construct of metamemory; (c) it assumes that multi-
ple operations and dimensions would converge on a higher
order construct of metamemory and that metamemory can be
discriminated from related constructs; and (d) metamemory is
a construct of intrinsic interest in the study of normal cognitive
aging, but one that may also have substantial implications for
understanding impairments of memory in late life.

Metamemory represents one’s knowledge, awareness, and
beliefs about the functioning, development, and capacities of
one’s own memory and of human memory in general (Dixon,
1989). As such, metamemory includes three principal cate-
gories (Hertzog & Dixon, 1994). First, declarative knowledge
about how memory functions includes knowledge of how
the characteristics of memory tasks have an impact on mem-
ory performance, whether strategies are required, and which
strategies may be usefully applied to particular situations.
Second, self-referent beliefs about one’s capability to use
memory effectively in memory-demanding situations define
memory self-efficacy and controllability (e.g., Cavanaugh,
1996, 2000). One’s beliefs about one’s ability to remember
may determine (a) the extent to which one places oneself in
memory-demanding situations, (b) the degree of effort one
applies to perform the memory task, (c) one’s expectation re-
garding level of memory performance, and (d) one’s actual
memory performance. Certain aspects of affect regarding

memory (in general) or one’s memory performance and
change (in particular) may also play a role (e.g., motivation to
do well, fear of memory-demanding situations).

Third, awareness of the current, general, and expected
state of one’s memory performance includes processes of
memory insight and memory monitoring. Effective remem-
berers are able to monitor actively and accurately their
performance vis-à-vis the demands of the memory task. A
high degree of accuracy in predictions of performance, evalu-
ations of encoding demands, and on-line judgments of learn-
ing may indicate an effective and accomplished rememberer
(e.g., Hertzog & Hultsch, 2000; Moulin, Perfect, & Jones,
2000). In clinical situations, an awareness of a deficit may
be an important precursor to memory compensation (e.g.,
Dixon & Bäckman, 1995, 1999; Wilson & Watson, 1996).

In aging research, these categories of metamemory have
been related to one another theoretically and empirically (see
Hertzog & Dixon, 1994; Hertzog & Hultsch, 2000). In prin-
ciple, for older adults, high performance on given memory
tasks should be promoted by the following metamemory pro-
file: (a) a well-structured declarative knowledge base about
how memory functions in given tasks, (b) refined knowledge
of one’s own memory skills, (c) accurate and high memory
self-efficacy, and (d) skill at the monitoring and control activ-
ities during acquisition, retention, and retrieval. In addition, it
could be useful to have (e) stable or low memory-related
affect, such that the potential deleterious effects of memory-
related anxiety or depression could be avoided. In contrast,
some older adults with poorer—and perhaps impaired—
performance could be experiencing some components of the
following profile: (a) and (b) an ill-structured, incomplete, or
erroneous knowledge base pertaining to general memory
functioning or one’s own memory skills; (c) inaccurate or
low memory self-efficacy; (d) an inability to monitor and
control the requisite activities of effective remembering;
and (e) fluctuant, uncontrolled, or excessive memory-related
anxiety or depression. These profiles define two hypothetical
ends of a continuum.

Two practical implications of these hypothetical profiles
in older adults are evident. First, some aging-related memory
disorders or impairments may be remedied through clinical
intervention designed to assess and improve selected cate-
gories of metamemory. Second, the diagnosis and re-
mediation of some organic memory disorders (e.g., the result of
injuries or disease) may be enhanced through the use of
metamemory or awareness information. Research on these
provocative issues is advancing on a variety of fronts, including
cognitive neurorehabilitation (e.g., Prigatano, 2000; Wilson &
Watson, 1996), memory compensation in late life (e.g., Dixon,
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de Frias, & Bäckman, 2001), awareness and insight neuropsy-
chological conditions (e.g., Lovelace, 1990; Markova &
Berrios, 2000; Schacter, 1990), memory complaints and
their origins and implications (e.g., Gilewski & Zelinski, 1986;
Grut et al., 1993; G. E. Smith, Petersen, Ivnik, Malec, &
Tangalos, 1996), and potential effects of metamemory training
on memory (e.g., Lachman, Weaver, Bandura, Elliott, &
Lewkowicz, 1992; Verhaeghen, Marcoen, & Goosens, 1992).

Memory in Interactive Situations

For several decades researchers in a surprising variety of
fields have addressed aspects of everyday memory activity
that appear to operate in the influential context of other indi-
viduals. Many observers have noted the frequency with
which everyday adult cognitive activity occurs in interactive
contexts (e.g., Clancey, 1997; Greeno, 1998). A collaborative
context frequently envelops cognitive performance in mod-
ern life. Everyday examples of collaborative cognition in-
clude (a) family groups or lineages reconstructing stories
from their shared past; (b) spouses enlisted to help remember
important appointments, duties, or dates; and (c) strangers in
unknown cities consulted in order to solve way-finding or
map-reading problems (Dixon, 1999; see also Strough &
Margrett, 2002). Lurking behind this observation is the con-
tention that collaboration may lead to functional performance
outcomes, practical solutions, and improved performance.
Of particular importance in cognitive aging research is the
possibility that the strategic deployment or use of human cog-
nitive aids (other individuals) may be a means of compensat-
ing for individual-level aging-related losses or deficits.

In other literatures the phenomenon has been also called
collective (e.g., Middleton & Edwards, 1990), situated (e.g.,
Greeno, 1998), group (e.g., Clark & Stephenson, 1989),
socially shared (e.g., Resnick, Levine, & Teasley, 1991), or
interactive (e.g., Baltes & Staudinger, 1996) cognition. In the
case of collaborative memory, an assumption is made that
two or more individuals attend to the same set of learning
or memory tasks and are working cooperatively (although
not necessarily effectively) to achieve a recall-related goal.
Notably, the members of the collaborating group can be vari-
ously passive listeners, conversational interactants, produc-
tive collaborators, seasoned tutors, counterproductive or even
disruptive influences, or optimally effective partners. There-
fore, according to a neutral definition of collaborative mem-
ory espoused in this chapter, no a priori assumptions are made
about the effectiveness or logical priority of the memory-
related interaction. It has long been clear that group processes
can vary in their effectiveness and thus that group products

can vary in their accuracy and completeness (e.g., Steiner,
1972).

The issue of the extent to which collaborative memory is
effective has been evaluated from numerous perspectives for
several decades. Indeed, much research has focused on this
contentious issue (e.g., Dixon, 1999; Hill, 1982), and several
key factors appear to play roles in the observations and infer-
ences. These factors include (a) whether the participants are
collaborative-interactive experts (e.g., friends or couples),
(b) the type of outcome measure observed (i.e., a simple prod-
uct such as total items recalled or a variety of recall-related
products such as elaborations and inferences), (c) the extent to
which the actual processes (e.g., strategic negotiations) and
byproducts (e.g., affect and sharing) of the collaborative
communication are investigated, and (d) the comparison or
baseline by which the effectiveness of collaborative perfor-
mance is evaluated. In general, little extra benefit is observed
under conditions in which researchers reduce the dimension-
ality of the tasks, the familiarity of the interactants, the variety
of the memory-related products measured, and the richness
of the collaborative communication (e.g., Meudell, Hitch, &
Kirby, 1992). In contrast, evidence for notable collabora-
tive benefit may be observed when researchers attend to
collaborative expertise, multidimensional outcomes, mea-
surement of actual collaborative processes, and compar-
isons accommodated to memory-impaired or vulnerable
groups (e.g., Dixon & Gould, 1998). In particular, evidence
has accumulated that expert older collaborators (long-term
married couples) may be able to solve complicated memory
problems at levels not otherwise expected for such individu-
als through cooperative mechanisms that resemble compen-
satory devices (Dixon, 1999, for review). This is a growing
and promising area of both basic and applied research in
memory and aging.

Memory for Future Events

The classical sense of memory—and all the examples just
noted—refer to remembering events that have occurred in the
past. There is, however, a common class of memory activities
that refer to future events. Among the plethora of everyday
memory experiences are those in which one must remember
to carry out an action in the future, such as remembering to
take medication, keep an appointment, give a message to a
colleague, pick up a loaf of bread on the return trip home, or
perform an errand such as mailing a letter. This class of mem-
ory has become known as prospective memory. Accordingly,
it is contrasted with the sizable set of memory activities for
past events, which, from this perspective, may be classified as
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retrospective memory. Thus, retrospective memory includes
the principal memory systems, such as episodic and semantic
memory. Although memory and aging research has been pre-
dominantly interested in retrospective memory phenomena,
in recent years prospective memory has become a salient
research topic (Einstein, McDaniel, Richardson, & Guynn,
1995).

Like retrospective memory, prospective memory and
aging have been studied with both naturalistic and experi-
mental procedures. The two classes of memory share also a
considerable amount of research examining age-related pat-
terns of performance. In a groundbreaking naturalistic study,
Moscovitch (1982) instructed younger and older adults to call
an experimenter at prearranged times throughout a period of
several days. The intriguing results indicated that older
adults’ prospective memory performance was actually better
than that of the younger adults. Further investigation revealed
an unexpected potential explanation; namely, older adults
were motivated to perform such tasks and were more likely to
use reminders (e.g., written notes) as a way of remembering
the intention of phoning the experimenter. Thus, this early
study suggested the possibility that older adults may have
identified a potential everyday memory deficit as well as an
effective compensatory mechanism (see also Dixon, de Frias,
et al., 2001).

To investigate such issues further, experimental re-
searchers developed procedures for controlling the strategies
that participants might use (e.g., Einstein & McDaniel,
1990). Such laboratory experiments have revealed divergent
findings. For example, Dobbs and Rule (1987) asked younger
and older adults at the beginning of an experiment to remind
the experimenter to give them a red pen at a particular later
point in the session. Thus, participants had to monitor this
intention over a period of time, without the benefit of external
memory aids, while performing other demanding or primary
tasks. In this study older adults performed significantly worse
than did their younger counterparts.

Einstein et al. (1995) proposed a subdivision of pro-
spective memory tasks. From this analysis, one subset of
prospective memory tasks is event-based, as represented in
those situations in which an external event acts as a trigger for
some previously encoded intention. Theoretically, the occur-
rence of the event prompts a memory search that will eventu-
ally result in the retrieval of the intention. For example, an
event could be the sudden meeting of a friend that triggers the
memory that one has a message to deliver. In contrast, time-
based prospective memory reflects the situation in which the
appropriateness of an action or intention is determined by the
passage of time. Accordingly, one must remember to take a
pill in two hours; in order to do this with no external event,

one must monitor time while performing other (distracting)
actions. The provocative hypothesis was that time-based
tasks would produce more negative aging-related effects than
would event-based tasks because the former require more
self-initiated processing (Einstein et al., 1995). The key to
older adults’ successful performance may be the ability to im-
plement compensatory procedures such as strategic use of en-
vironmental cues. Although this idea remains controversial
(e.g., Park, Hertzog, Kidder, & Morrell, 1997), the ideas of
decomposing this class of memory actions and relating
performances to other factors is advancing our understanding
of how aging might affect memory for future events.

COGNITIVE POTENTIAL IN ADULTHOOD

Taken together, the bodies of research on intellectual and
memory aging reveal that despite robust evidence of gradual
decline in performance, there may be some room for slightly
optimistic interpretations. To be sure, among the multidimen-
sional constructs and processes considered to be the mechan-
ics of cognitive aging (Park, 2000), intelligence and memory
may offer the greatest opportunity to observe even this extent
of mixed aging-related patterns. Recent reviews of other
more basic processes (e.g., attention, perception) and those
more closely linked to biological aging (e.g., those heavily
involving sensory, physiological, and neurological function-
ing) evaluate almost exclusively the magnitude and rate of
decline, as well as the extent to which such changes affect
other cognitive performances, with little space devoted to
maintenance or growth (see Dixon, Bäckman, & Nilsson, in
press). Nevertheless, the overall balance between the gains
and losses of cognitive aging continues to be an issue of vig-
orous and compelling debate (e.g., Baltes, 1987; Dixon,
2000; Park, 2000; Salthouse, 1991; Schaie, 1996; Uttal &
Perlmutter, 1989). Why is this the case? Perhaps the most
compelling reason has been identified by Salthouse (1990),
who noted that one of the most vexatious challenges facing
cognitive aging researchers is to reconcile what we have
learned about cognitive decline from laboratory and psycho-
metric research with the common observation that many
older adults are quite competent in cognitively demanding
everyday leisure and professional activities into very late life.
How can older adults—all of whom will have experienced
at least detectable decline in a variety of fundamental cogni-
tive processes—still perform well as world political leaders,
CEOs of large corporations, scientists, novelists and poets,
expert bridge and chess players, composers and painters, and
a variety of other roles? In brief, there must be some aspects
or processes of cognitive aging that are not definitively
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represented or determined by commonly researched do-
mains. In this section we review briefly some of the possible
scenarios for observing or optimizing cognitive potential in
adulthood, midlife, and beyond.

Concept of Cognitive Gains

With most empirically investigated psychological processes,
aging-related changes may follow multiple directions. This is
the case, despite the fact that many biologically based
processes are in decline for much of middle and late adult-
hood. In fact, Baltes (1987, p. 613) referred to this idea as
one of the principal theoretical propositions of life-span
developmental psychology: “Considerable diversity . . . is
found in the directionality of changes that constitute ontoge-
nesis, even within the same domain . . . [and] during the same
developmental periods.” An important implication of this is
that the concept of psychological development contains both
gains (growth, increases) and losses (decline, decrements).
From this perspective, life-span psychological development
is not simply or exclusively characterized by incremental
growth or structural advances. Instead, development is a con-
cept that contains multiple possible directions—as widely
varied as these directions can be (i.e., that between gains
and losses). Moreover, as Baltes noted, multiple directions
of change can occur within a single multidimensional
construct.

Memory is an excellent example. Recall that multiple sys-
tems have been posited and that these systems may undergo
somewhat different developmental changes with aging
(Craik, 2000; Craik & Jennings, 1992). This example is of
multiple directions of change across dimensions of a multidi-
mensional construct (e.g., intelligence, personality, memory).
It may, as Baltes noted, also apply within a single dimension
but across individuals in a single developmental period. That
is, a diverse group of adults in their 60s may be at different
points, following different trajectories, in the developmental
paths of any single psychological process.

Thus, gains and losses have become a key organizing fea-
ture of psychological aging (Baltes, 1987; Dixon, 2000).
Among the principal challenges for psychologists is not only
to describe the cognitive losses that occur with aging and to
articulate the mechanisms accounting for those losses. A
great deal of evidence pertains to both these descriptive and
explanatory undertakings (e.g., Park, 2000). Instead, an im-
portant challenge is to articulate classes of examples of gains
with psychological aging. In what manner and by what
means may there be improvement in psychological function-
ing with advancing age? Accordingly, several such classes of
examples have been identified (e.g., Dixon, 2000).

Specifically, one model proposes that given substantial and
unavoidable losses in basic biological and cognitive function-
ing with aging (Park, 2000), three main categories of gains
may still be articulated. These are (a) gains qua gains, or the
possibility that some gains may emerge and continue indepen-
dent of the constraints provided by surrounding aging-related
losses; (b) gains as losses of a lesser magnitude, or the idea
that some consolation or adjustment may be made given that
some psychological losses occur later than expected (person-
ally or in stereotypes) or to an extent not as devastating as had
been feared; and (c) gains as a function of losses, or the evident
possibility that some psychological gains are linked to specific
losses, occasioned by those losses, and that may even com-
pensate partially for such losses, mitigating their detrimental
effects (see Dixon, 2000). Interestingly, the latter category in-
cludes many examples that operate principally at a basic or
neurological level of analysis. In sum, at many levels cogni-
tive aging appears to be multidirectional; this is the case even
though much overall loss (decline) occurs with aging.

Plasticity and Experience

Under what circumstances can older adults experience gains
in cognitive performance? Whereas early twentieth century
researchers only speculated about this matter, recent re-
searchers have produced useful empirical information. Some
evidence regarding potential is revealed in intervention
research, such as training older adults to perform better on
challenging cognitive tasks. For example, this literature sup-
ports four principal theses. First, many normal older adults can
improve their performance on intelligence tests simply by
having the opportunity for some self-directed practice (e.g.,
Baltes & Willis, 1982). Second, healthy older adults can ben-
efit from specific training on how to perform cognitive tasks
(e.g., Verhaeghen, Marcoen, & Goosens, 1992). Third, se-
lected older adults who have experienced severe or pathologi-
cal decline can benefit from specific and aggressive interven-
tions (e.g., Camp & McKitrick, 1992). Fourth, there may be
some conditions in which training higher levels of perfor-
mance on intelligence tests can lead to better performance in
some cognitive tasks of everyday life (e.g., Neely & Bäckman,
1995; Willis, Jay, Diehl, & Marsiske, 1992).

Overall, some interventions work to improve performance
or even reverse losses associated with aging. Theoretically,
this implies that some degree of normally observed decline in
intellectual aging may be due to disuse. Older adults decline
partly because they no longer have the experience or the so-
cial and cultural context that will help them maintain some in-
tellectual abilities. Recall that several very early observers
had produced prescient speculations remarkably consistent
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with this empirical generalization. The implication is not,
however, that there is no real decline, or that simply providing
mental exercises or social support will overcome observed
decline. Intellectual decline is real, but there is some degree
of plasticity available to many older adults. This conclusion
supports the contention that the potential for improvement
may be present into late life.

The “potential for potential” in late life is of interest not
only to theorists and researchers interested in cognitive aging.
It is of interest—or should be of interest—also to politicians,
policy makers, aging workers, and just about everyone who
knows someone who is nearing the retirement years or who
plans to reach old age themselves. Why should so many peo-
ple be interested in the fact that aging individuals retain the po-
tential for cognitive maintenance and growth? One reason is
that our population is increasingly an aging one. More people
are getting older; more people are reaching retirement age and
beyond; and more people may be feeling that they are being
closed off from making useful contributions at an age in which
they feel quite competent and potentially useful. Many recent
books have addressed precisely this issue and its many impli-
cations, as the titles of several of them indicate: Late Life Po-
tential (Perlmutter, 1990), Successful Aging (Baltes & Baltes,
1990), Promoting Successful and Productive Aging (Bond,
Cutler, & Grams, 1995), and Compensating for Psychological
Deficits and Declines: Managing Losses and Promoting
Gains (Dixon & Bäckman, 1995). These and similar recent
contributions explore the possibility that there is consider-
able cognitive potential in late life, as well as how such poten-
tial can be actuated or preserved.

Some authors have focused also on the social policy impli-
cations of late life potential. For example, Achenbaum (1990)
suggested that North American society may have to place a
greater emphasis on adult education. In particular, training
and retraining programs may have to be instituted so that po-
tentially competent workers are not placed on the sidelines
simply because of their age. A critical issue, however, is how
and who will fund such training and retraining programs. Nu-
merous other policy issues can be specified, but most have the
same fundamental theme: How do we take advantage of in-
creasing numbers of adults who getting older but not substan-
tially less competent? If this challenge is not addressed soon,
the number of individuals who are prematurely discarded or
discounted—whose skills and potential contributions will be
forever lost—will grow.

Wisdom

The study of wisdom is as old as the study of human thought
or philosophy. Although philosophers have struggled with

the concept of wisdom for centuries, psychologists and other
researchers in human development have addressed it only
more recently. In the field of gerontology wisdom is naturally
of considerable interest. There are relatively few processes
that are generally thought to improve substantially with ad-
vancing age. Wisdom is one such process.

Many provocative questions have been addressed. What is
wisdom, and how does one know if someone is wise? What
are the signs of wisdom, and how might it be recognized?
Until the late 1980s only a few researchers had attempted
to study the aging of wisdom (e.g., Baltes & Smith, 1990;
Baltes & Staudinger, 1993; Clayton & Birren, 1980; Freund &
Riediger, this volume; Sternberg, 1990). One early psycholo-
gist, G. Stanley Hall (1922), thought that wisdom was one of
the desirable characteristics of late adulthood. For Hall, wis-
dom included taking perspective, synthesizing significant fac-
tors of life, and moving toward higher levels. Other observers
have portrayed wisdom as good or sound judgment regarding
the conduct of life. Good judgment about a life problem would
probably involve consideration of a variety of aspects of the
situation: personal strengths and weaknesses, talents and emo-
tions, health and physical abilities, as well as social and cul-
tural considerations.

Recent investigators have explored empirically whether
wisdom does indeed develop in late life and, if so, whether it
is in fact an important aspect of successful aging. The first
step is to define wisdom in a way that allows for empirical
study. It is clear from common conceptions of wisdom that it
involves good judgment about life problems. As pointed out
by Kekes (1983), the life problems that bring out wisdom are
those for which there may be multiple considerations and
even multiple solutions, each with a variety of repercussions.
For example, it is likely to require some wisdom to deal with
a life problem such as deciding whether to leave college and
get a job or whether to marry or divorce somebody. These are
everyday problems with many uncertainties associated with
them—this is what makes them complex and difficult. Solv-
ing such problems well (or wisely) is important because of
the significant implications for the individual’s (and family’s)
future.

Wise decisions would therefore involve several ingredi-
ents (Baltes & Staudinger, 1993). First, there would be some
analysis of the problem. This would include knowledge about
(a) the individual and his or her talents and weaknesses, (b) the
situation or problem with which they are faced, (c) the context
of this problem, especially with respect to the individual’s
life-span development. In cognitive psychology this kind
of knowledge—knowledge about something—is known as
declarative knowledge. Second, wisdom would involve some
knowledge about how to solve the problem. This would
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include strategies and procedures that typically work for a
particular kind of problem. In cognitive psychology this kind
of knowledge—knowledge about how to do something—is
known as procedural knowledge. Third, wisdom would in-
volve good judgment about what to do in particular situations.
In this way, the declarative knowledge would be combined
with the procedural knowledge and decisions or suggestions
would result. Because of the uncertainty associated with many
life problems, it is likely that even these judgments would be
qualified. That is, good judgments may be characterized less
by absolute recommendations than by qualified suggestions.
Such tentative suggestions would be dependent on new devel-
opments in the life course, new information obtained, or other
changing aspects of the context.

Is wise advice therefore inherently indeterminate? Pro-
bably not, for the wisest way to solve some life problems
could be known with certainty. Solving a problematic life
situation by turning to addictive drugs is not a wise decision.
A wise person would be unlikely to give a feeble answer to
someone seeking advice about whether to begin taking
heroin as an escape from a given set of life problems. This
fact makes the measurement of wisdom difficult.

How can wisdom be measured? Some researchers have
presented a variety of life problems in the form of personal
vignettes to adults of all ages (J. Smith & Baltes, 1990). They
then asked them to indicate how they would go about giving
advice to the character in the vignette. Wisdom is measured
by analyzing the responses given to these problems. Two
kinds of problems have been used. J. Smith and Baltes (1990)
used life-planning problems. In these problems individuals
learn about a problem in the life of a character and are asked
to indicate what the character should do and consider in plan-
ning the future. Staudinger, Smith, and Baltes (1992) used
life-review problems. In these problems a similar vignette is
presented in which a character experiences a life event that
causes the person to look back over his or her life. The indi-
vidual solving the problem is asked to describe the aspects of
life that the character might remember, as well as how the
character might explain or evaluate his or her life.

Would older adults do better at these tasks than younger
adults? Or would wise (but not unwise) older adults do better
than younger adults? These questions are critical in evaluating
the results of the life-planning and life-review wisdom studies.
Results from both studies indicate a substantial similarity be-
tween young, middle-aged, and older adults in how they re-
spond to these problems. Obviously, an initial expectation
would have been that if wisdom is associated with aging, then
older adults would do better than younger adults. That this was
not found may reflect on (a) the adequacy of the measures of
wisdom and (b) the definition of wisdom being used. Future

research will further refine the measures and theories of wis-
dom and aging (e.g., Simonton, 1990; Sternberg, 1990). One
avenue to explore is whether the development of wisdom oc-
curs only for a select few older adults. If this is true, it would
be unlikely that a group of normal older adults would perform
at a particularly high level. Some results from these studies ap-
pear to be promising. For example, middle-aged and older
adults who were selected to be tested on the basis of having
been nominated by a peer performed slightly better than did
comparison groups on some indicators related to wisdom
(Baltes & Staudinger, 1993). Wisdom, like intelligence, may
require some training and effort to maintain.

Creativity

Creativity is the “ability to innovate, to change the environ-
ment rather than merely adjust to it in a more passive sense”
(Simonton, 1990, p. 320). If the popular stereotype about wis-
dom is that it grows with age, the stereotype about creativity
may be that it declines during adulthood.Are people more cre-
ative in their 20s than in their 60s? Think about all the creative
people whom you know—scientists, poets, artists, novelists,
actors, musicians, and so forth. Are younger individuals typi-
cally better than older individuals in the same field? Are their
most creative products generated during their early years in
the field? Or are creative people always creative, regardless of
their age? Many researchers have investigated these issues.
For example, some samples believe that aging is accompanied
by an increase in conservatism and cautiousness and a
decrease in creative achievement and productivity (e.g.,
Heckhausen, Dixon, & Baltes, 1989; Hummert et al., 1994).
Unlike research on wisdom, there are clear results about the
development of creativity during adulthood.

In 1953 Lehman published an influential but controversial
volume titled Age and Achievement, in which he plotted
creative productivity as a function of age. After examining the
historical records in numerous domains of productivity, he
found that there was an increase in creative output in early
adulthood, followed by a decline.Although there were numer-
ous criticisms of his methods and interpretations (e.g., Dennis,
1954, 1956; Lehman, 1956), recent reviewers argue that
Lehman’s basic results are correct. More recently, Simonton
(1990, 1994) noted that across a wide range of studies a robust
age-related function can be observed but that there are some
important qualifications. For example, in some cases the life-
span trajectories have two peaks, one in early adulthood and
one in late adulthood. The latter can be thought of as the sec-
ond-wind phenomenon. That is, in some cases there may be a
general decline in creative output until a second wind hits
about retirement age.
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A second important qualification to Lehman’s model is
that both the age at peak performance and the steepness of the
decline in creative productivity vary according to domain.
This means that peak creativity in some domains may occur
much earlier in life than in other domains. For example, in
fields such as pure mathematics, lyric poetry, and theoretical
physics, the peaks are in the late 20s or early 30s. In contrast,
in fields such as history, philosophy, novel writing, and gen-
eral scholarship, the peaks are in the 40s or 50s, and the de-
clines are not very steep. For a number of fields—including
psychology—the peak of creative output is in the late 30s or
early 40s (see Lehman, 1956; Simonton, 1990, 1994).

What about the argument that creativity should not be
measured simply by amount of creative output—a quantita-
tive measure? Instead, it should be measured by quality of
output—a focus on the truly creative part of productivity.
Would this shift in emphasis result in a different profile
across the life span? As Simonton (1994) elegantly showed,
the answer to this intriguing question is no. Separating the
truly creative productions from the less inspired pieces re-
sults in virtually identical patterns across the life course. This
implies that the quantity of creative output is highly related
to the quality of that output. This relationship holds through-
out the life course, or the career of an individual. Specifically,
those who begin their careers with a great deal of productive
output can continue this output throughout their careers. Peo-
ple who are less precocious may also have careers character-
ized by a stable quality-to-quantity ratio of productivity.

There are several reasons that some careers can be curtailed
or become substantially less productive. As Simonton (1990,
1994) noted, these include declining physical health, increas-
ing family responsibilities, and accumulating administrative
activities. Declining physical health can, of course, make con-
centrated effort more laborious or even less frequent. Both in-
creasing family responsibilities and administrative duties can
reduce the amount of time available for productive and cre-
ative work. Few administrators in universities, for example,
are able to maintain full and energetic scholarship programs.
However, with seniority some compensatory mechanisms
may be available. For example, highly accomplished senior
researchers may be called upon to perform full-time admin-
istrative duties (e.g., chair of a department at a university),
but they may be able to employ several highly qualified and
ambitious postdoctoral fellows, as well as numerous graduate
students, to carry on their scholarly programs. These younger
collaborators become, in this way, human compensatory
mechanisms for senior creative scholars.

Overall, Simonton’s (1990, 1994) research has generated
three general statements about the life course of creativity.
First, there is age-related decline in creativity in the late years

of life. However, this decline is rarely so substantial as to turn
a creative person into a noncreative person. Most creative in-
dividuals’ lives end before their potential for creative produc-
tion is exhausted. Second, how creative or productive older
adults are depends more on their early-life creativity than on
their age. Simonton argued that people who are exceptionally
creative in early adulthood are often quite prolific throughout
their careers. Indeed, they may continue to produce excellent
creative products into very late life. Third, there is no evidence
to suggest that the decline in creative output occurs because of
a corresponding decline in cognitive skills. Even individuals
who enter new arenas of interest in middle or late life have the
opportunity to have productive new careers. Creativity, then,
may be one area in which potential in late life may be actuated.
At the least, it is possible to contend that creative people may
continue to be creative across their careers.

Compensation

Compensation is a promising new concept in the field of cog-
nitive aging. It refers to a set of mechanisms through which an
individual may continue to perform difficult or complex skills
although they are experiencing some loss in relevant abilities
required to perform a particular task. As noted earlier, aging
involves decline in fundamental sensory, motor, neurological,
and cognitive abilities. Many of these abilities are components
of higher level skills. Some of these skills may be maintained
into late life. One mechanism through which such mainte-
nance can occur is compensation. Adults may be able to com-
pensate for declines that they experience in even very basic
components; they may continue to perform even complex
skills (composing, writing novels, driving) at competent, if not
creative, levels.

Several forms of compensation have been identified
(Bäckman & Dixon, 1992; Dixon & Bäckman, 1995, 1999;
Salthouse, 1995). For older adults all forms of compensation
begin with the experience of a mismatch between their avail-
able abilities and the requirements they either place upon
themselves (as personal expectations) or accept as given by
the community in which they operate. The term community
can refer to a wide range of environmental demands, such
as those accruing as a function of professional requirements,
social and interactive obligations, familial responsibilities,
sensory and physical contexts, and so forth. The important
point is that by using one or more of the forms of compensa-
tion, the gap between their ability and their expected level of
performance can be closed. In this way, a satisfactory level
of performance for a given skill can be attained, and an indi-
vidual’s potential can be maximized. Compensation can
occur in normal aging, but also as a form of recovery from
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brain injury or other pathogenic neurological conditions
(e.g., Dixon & Bäckman, 1999; Wilson & Watson, 1996).
Compensation is also a viable concept in recovery from a
wide range of social and personal deficits and losses, many of
which are quite pertinent to the study of cognitive aging (see
Dixon & Bäckman, 1995).

What are the forms of compensation applicable to aging
in general, and to cognitive aging in particular? Scholars
offer somewhat different perspectives on these forms (e.g.,
Marsiske, Lang, Baltes, & Baltes, 1995; Salthouse, 1995),
but the convergence and overlap are impressive (Dixon &
Bäckman, 1995). Four forms appear to cover most of the
situations in which compensation might occur in late life.
The first form is perhaps the simplest. It reflects investing
time and effort when there is a deficit in learning or perform-
ing a target skill. For example, an individual whose work en-
vironment is becoming ever-more computerized, and whose
understanding of hardware and specific applications is lag-
ging behind, may compensate for the gap between her envi-
ronmental demands and skill level by putting more time and
effort into acquiring the requisite skills. This deliberate and
effortful upgrading of her skill level such that it matches the
requirements of her community can result in successful
compensation.

The second form of compensation, substitution, originates
in a deficit that is the result of important components of skills
declining with age, and therefore contributing ineffectively to
overall skill performance (e.g., Salthouse, 1995). Compensa-
tion as substitution occurs when other components of the skill
are correspondingly improved, such that the overall skill
performance level is maintained. That is, the global skill is
supported by new, emerging components after the original
components decline. One well-known example concerns
aging typists who can no longer tap their fingers as fast as they
might have as younger adults, and who can no longer respond
to visual stimuli (e.g., to-be-typed characters) as quickly as
they might have in earlier years (Salthouse, 1995). Finger tap-
ping and reaction time are components of the global skill of
typing, in that speeded typing cannot be accomplished without
some contribution from these abilities.As Salthouse observed,
however, some successful older typists compensated for these
decrements by possibly developing a substitutable mecha-
nism, namely, eye-hand coordination. That is, they compen-
sated for slower speeds of reaction and tapping by looking
further ahead in the to-be-typed text so that their fingers had
more time to prepare for the upcoming characters. In this way,
their overall performance (typing rate) could be maintained
into late life.

A third compensatory process, selection and optimization,
involves optimizing one’s development overall by selecting

different paths or goals when the original one is blocked or
unattainable (e.g., chapter by Freund & Riediger in this
volume; Marsiske et al., 1995). If the deficit is too great to
overcome through investment of time and effort, and if no sub-
stitutable components are available, then this form of com-
pensation might be invoked. Essentially, the deficit in the
global skill is accepted, and alternative skills and performance
domains are emphasized. For example, an aging typist for
whom substitution is unavailable might become an office
manager, combining “people” or supervisory skills with
declarative and procedural knowledge about the office and
business. In this way, one has selectively optimized one’s
development by choosing an alternative path, after the original
trajectory was blocked.

A fourth category reflects processes in which one adjusts
goals and criteria of success. Specifically, individuals
may accommodate deficits by modifying their goals (e.g.,
Brandtstädter & Wentura, 1995) or lowering their criteria of
what constitutes successful performance (Dixon & Bäckman,
1995). For example, older adults may modify their goals or
personal expectations of performance such that it is no longer
necessary to perform at quite the same level or with quite the
same speed as they did when they were younger. Given
no other available form of compensation, an older typist
might decide that her personally required typing rate can be
adjusted downward, focusing perhaps instead on maintain-
ing accuracy. A complication, of course, is that employers or
senior colleagues may not concur with the lowered per-
formance goals. For some everyday, social, and life skills,
however, such changing expectations may indeed be a
viable form of compensating for increasing limitations and
performance decrements (Brandtstädter & Wentura, 1995).
Managing one’s changing resources efficiently may involve
devaluing and disengaging from some blocked goals while
selecting new and feasible goals. Some aging-related losses
may be compensated by rearranging priorities or constructing
palliative meanings (i.e., selecting positive interpretations;
Baltes, Staudinger, & Lindenberger, 1997; Brandtstädter &
Wentura, 1995).

Compensation may be an important mechanism of suc-
cessful aging, a means of realizing and maintaining cognitive
potential into late life (Baltes & Baltes, 1990; Dixon, 1995).
It is perhaps not an achievement that will garner awards from
historians or critics (as would the creative products of a
renowned composer), and it may not be a success that brings
the respect accorded to the wise sage. It is, however, a practi-
cal and functional process associated with both elite levels of
technical and artistic performance and everyday life skills
such as driving, working, and leisure activities (Dixon,
1995).
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CONCLUSIONS

Cognitive aging is a vibrant field of developmental psychol-
ogy. The field of cognitive aging has become one of increas-
ing theoretical complexity, methodological sophistication,
and practical utility. Theoretical attention is given to diversity,
directionality, multidimensionality, context, and (of course)
changes with age. Also notable is the fact that the re-
searchable contexts of cognitive aging extend from the bio-
logical (especially neurological) to the social (especially
interactional) and even to the historical and cultural. This may
be one reason that so many large-scale longitudinal studies of
cognitive aging are being undertaken in many corners of the
globe. These include the Seattle Longitudinal Study, as de-
scribed in this chapter, as well as the Victoria Longitudinal
Study (e.g., Dixon, Wahlin, et al., in press), the Swedish
Betula Project (e.g., Nilsson et al., 1997), and the Berlin
Aging Study (e.g., Baltes & Smith, 1997).

Because cognitive aging is a complex set of developmental
phenomena intrinsically involving processes at many levels
of analysis, with methods and techniques originating in dis-
parate disciplines, it is profitably studied from select and com-
plementary perspectives. In this chapter we illustrated some
of the main domains of research in cognitive aging, as well as
selected emerging trends. Although numerous handbooks and
primers are available covering a broader range with more de-
tail, we trust that this brief overview represents principal
facets of this growing area of developmental science.
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Personality development in adulthood and old age has
been the focus of considerable research interest over the
last several decades, amassing a body of literature that is
richly diverse in its theoretical and methodological ap-
proaches. Although some personality research shows that
early experiences influence the developmental trajectory
(e.g., Caspi, 1987), it is also generally accepted that disconti-
nuity or change in personality makes it possible for individu-
als to respond appropriately to major, meaningful events as
they present themselves later in life (e.g., Haan, Millsap, &
Hartka, 1986). Indeed, the primary focus of personality
research has turned from questions regarding the stability or
susceptibility to change across adulthood to the multidirec-
tional paths of personality and the impact of individual dif-
ferences throughout the life span (Lachman, 1989; Lachman
& Bertrand, 2001; Nesselroade, 1992). For instance, there is
increasing evidence that the nature and experiences in
adulthood and old age are determined in large part by indi-
vidual differences in personality. By adopting a life-span
approach for the study of personality in adulthood and aging,
the impact of variations in personality based on such factors
as gender, cohort, and culture can be modeled, and change

over time can be tracked (Baltes, Lindenberger, &
Staudinger, 1998).

In this chapter we define and examine the nature of
personality in adulthood and old age from multiple perspec-
tives. We first provide a historical overview of theoretical
approaches, and then we present the current major theoreti-
cal perspectives in the field, including a discussion of rele-
vant findings from key empirical studies. We examine trait
approaches (e.g., McCrae & Costa, 1987; Roberts &
DelVecchio, 2000) to the study of personality with a focus on
rank-order and mean-level consistency, as well as individual
differences in personality and how these differences shape
the experiences of older adults. We also examine theories
with a life-span approach to personality such as stage theo-
ries (e.g., Erikson, 1963; Levinson, 1978) and contextual
models that incorporate person-environment interactions
(e.g., Caspi, 1987; Helson, 1984; Neugarten & Gutmann,
1958). The phenomenological approach to personality is also
relevant to the study of adulthood and old age. Some of the
major findings regarding subjective personality change (e.g.,
Fleeson & Baltes, 1998) and personality as a predictor of
later life outcomes (e.g., Caspi, 1987) are discussed. We also
examine specific aspects of the self-construct such as iden-
tity (e.g., Whitbourne, 1987), self-efficacy and control (e.g.,
Bandura, 1997; Lachman & Weaver, 1998), well-being
(e.g., Ryff, 1989), and emotions and coping (e.g., Lazarus &
Folkman, 1984). Finally, we summarize the current state of
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the adult personality literature and make suggestions for the
direction of future research.

HISTORICAL BACKGROUND

The view of development as a lifelong process can be traced
to the eighteenth and nineteenth century philosophers
Quetelet, Carus, and Tetens (Baltes, 1983). However, psy-
chological development beyond young adulthood was not
embraced by those studying human behavior until much later.
Early theorists conceptualized development as a phenome-
non unique to the early years of life, suggesting that beyond
this point development was virtually nonexistent. This popu-
lar sentiment was epitomized in the classic statement by
William James when he wrote that by the age of 30, character
is “set like plaster, and will never soften again” (W. James,
1890, p. 121). Others, such as Freud, believed that psy-
chological maturity was reached at an even younger age.
According to Freud’s psychoanalytic theory, personality is
determined at some time during middle childhood. Any ob-
servation of psychological change after this point in life was
seen as the result of early experiences and not of continued
development. The child-centric view of development has its
roots in the work of Rousseau (1762/1948) and has been re-
inforced by the writings of Freud (1905) and other preemi-
nent theorists such as Piaget (1936/1974) and Bowlby (1982).

A life-span view of personality development emerged in
the early twentieth century with work by C. Jung, C. Buhler,
G. Stanley Hall, and E. Erikson. The most well known of these
perspectives are Jung’s (1933) psychoanalytic theory, which
dealt primarily with issues of balancing polarities such as mas-
culinity and femininity throughout adulthood, and Erikson’s
(1963) psychosocial model of ego development, which ex-
panded Freud’s theory to include developmental stages
throughout the life-span, including old age.

Advanced primarily by Erikson’s psychosocial theory of
lifelong development and by early empirical studies con-
ducted by Neugarten and Gutmann (1958), which support the
idea of change in later adulthood, research and theory have
expanded beyond the child-centric approach to psychological
development (e.g., Field & Millsap, 1991; Loevinger, 1976;
Vaillant, 1977). A recent surge of theoretical conceptualiza-
tions and empirical investigations has culminated in a sizable
literature that adopts the view of personality as a lifelong
process of development (e.g., Baltes, 1987; Baltes et al.,
1998; Featherman & Lerner, 1985; Lachman & Baltes, 1994;
R. M. Lerner, 1976). The life-span approach is a useful
perspective from which to study personality development
in later adulthood. First, through a comprehensive host of

theories, the life-span approach represents the dynamic com-
plexities inherent in the experiences of middle-aged and
older adults. In addition, this approach integrates sources of
variation such as sociocultural, historical, and genetic factors
that are especially important to consider when examining the
trajectory of development into adulthood and old age.

Furthermore, the advancement of powerful methodologi-
cal techniques has provided developmentalists with the tools
necessary for effectively modeling personality and the self in
later years within the context of the life-span perspective
(e.g., Schaie, 1996). We are no longer restricted to the inves-
tigation of normative individual differences; longitudinal
research designs and sophisticated statistical techniques pro-
vide the opportunity to model intra-individual change so that
complex patterns of development throughout the life span
can be explored. With longitudinal designs and state-of-the-
art methodological techniques, confounding factors such as
age and cohort effects can be teased apart and contextual
qualities such as socioeconomic status can be tested for the
efficacy of their mediational effects. The adoption of a life-
span approach for the study of personality facilitates the
investigation of stability and change well into old age. 

THEORETICAL PERSPECTIVES
ON PERSONALITY

The research on personality development in adulthood and
aging has been guided by a variety of theoretical perspectives
and conceptual models. For example, some investigations
employ contextual models that emphasize the life-span
approach. These studies focus on the dynamic interaction be-
tween social and historical contexts on personality patterns
(Schaie & Hendricks, 2000). Other studies utilize trait and
stage theories of development. The underlying premise of trait
theory (e.g., Costa & McCrae, 1988; Roberts & DelVeccho,
2000) is that personality attributes are formed early in life and
that they exhibit consistency across adulthood. In contrast,
stage theories (e.g., Erikson, 1963; Levinson, 1977) are built
on the concept that personality continues to evolve throughout
adulthood according to the epigenetic principle (see R. M.
Lerner, 2002); each stage unfolds from its previous stage in a
predetermined, sequential way. Human personality in adult-
hood and old age is a complex, multifaceted phenomenon that
is best represented using multiple perspectives.

Trait Theories

Perhaps the most well-known perspective on personality is
the trait view (Costa & McCrae, 1984). A trait is commonly



Theoretical Perspectives on Personality 465

described as an enduring personality characteristic that
remains stable over time and is consistent across situations.
Purportedly, roots of traits can be traced to genetic com-
ponents, and their expression is manifested in early tempera-
ment (Bouchard, 1997; but see R. M. Lerner, 2002, for a
contrasting point of view based on life-span developmental
systems theory or Baltes et al., 1998). From the perspective
of trait theory, personality can be defined as the expression of
these sustaining inherent attributes.

The Big Five

Although several trait taxonomies have been proposed to de-
lineate the structure of personality, the five-factor model
known as the Big Five is the most widely applied to adult-
hood and aging. The five-factor model includes the following
dimensions: neuroticism, extroversion, openness to experi-
ence, agreeableness, and conscientiousness. There is wide-
spread support for the Big Five using multiple measures
including the California Q-Set (McCrae, Costa, & Busch,
1986) and the NEO Personality Inventory (McCrae & Costa,
1987), which have demonstrated convergent and discrimi-
nant validity for self-reports and peer and spouse ratings. 

Stability and Change

The preponderance of empirical research points to rank-order
stability across time on the trait dimensions (e.g., Costa &
McCrae, 1988; Haan et al., 1986; Roberts & DelVecchio,
2000). This implies that the ordinal position of individuals
within a group remains the same relative to other individuals
on trait dimensions over time. For example, using the
California Q-sort (see Block, in collaboration with Hann,
1971), Haan et al. (1986) found substantial stability over 50
years (i.e., ages 5–62) in the Oakland Growth and Guidance
studies. With one exception occurring in the component of
“warm/hostile” during the transition from late adolescence to
early adulthood, all test-retest, interval-specific correlations
were positive across the life span and into old age. 

Support for the stability position comes largely from stud-
ies based on the Baltimore Longitudinal Study of Aging. This
ongoing, large-sample survey of relatively healthy, highly
educated individuals was begun in 1958 and includes indi-
viduals from across adulthood ranging in age from the late
20s into the 90s. When analyzed longitudinally, findings from
these studies demonstrate remarkable stability on self-reports
of personality behavior across approximately 30 years of
adulthood (e.g., Costa & McCrae, 1984, 1988; McCrae &
Costa, 1985, 1987, 1994). Converging evidence for these
findings comes from peer ratings on personality dimensions

(Costa & McCrae, 1988; McCrae & Costa, 1987). Across a
6-year span, consistency in the ratings of personality traits
reported by participants’ spouses was also revealed. 

Meta-analyses conducted by Roberts and DelVecchio
(2000) provide a more complicated picture with less defini-
tive answers regarding stability. Their examination of 124
longitudinal studies revealed high levels of rank-order con-
sistency on personality trait dimensions over time, but it
was not until the period between middle and older adulthood
(i.e., ages 50–59 and 60–73) that trait consistency stabilized,
a finding that conflicts with the popular notion that trait
stability peaks by the age of 30 (e.g., Costa & McCrae, 1988;
W. James, 1890; McCrae & Costa, 1994). 

It is important to note that rank order stability does not
imply stability at the mean level. Although there is strong ev-
idence for trait consistency when considering rank order,
there is also evidence from longitudinal investigations for
normative, mean-level changes in some of the traits across
time and suggestive support from cross-sectional studies for
age differences (e.g., McCrae & Costa, 1994; Haan et al.,
1986). For example, Roberts and DelVecchio (2000) reported
that although high levels of rank-order stability were found in
their meta-analysis, the estimates of between-age-group con-
sistency were not high enough to argue that personality
dimensions are impervious to change. This conclusion is sup-
ported in the findings from other studies that examine mean-
level change in personality traits. For example, McCrae and
Costa (1994) reported that compared to younger adults, older
adults reported lower levels of extroversion, particularly
activity and thrill-seeking, neuroticism, and openness to ex-
perience. As a result, older adults were less anxious and self-
conscious but also less likely to explore new horizons. 

In a 14-year longitudinal study of older adults, Field and
Millsap (1991) found an increase in the dimension of agree-
ableness between ages 69 and 83. Similarly, Haan et al.
(1986) noted that in the Oakland Growth and Guidance stud-
ies substantial changes in personality continued to occur into
later adulthood. Theses authors concluded that with increased
age, people confront greater experiential change that, in turn,
can lead to a change in the expression of personality. In con-
trast, other researchers explain consistency in personality
dimensions across time as due to fewer novel experiences
confronted by the older adult (Glenn, 1980). 

Further suggestive evidence for mean-level differences in
personality across adulthood comes from the study of Midlife
in the United States (MIDUS; John D. and Catherine T.
MacArthur Foundation Research Network on Successful
Midlife Development) using trait attribute ratings. Findings
from this nationally representative cross-sectional study
revealed significant mean age-group differences between
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young, middle-aged, and older adults on some of the Big Five
traits (Markus & Lachman, 1996). Specifically, results indi-
cated that scores on agreeableness were highest in the group
of older adults, whereas scores on openness to experience
and neuroticism were lowest among the older adults. Consci-
entiousness was highest in the midlife group. 

It appears from the discussion of rank-order versus mean-
level consistency in trait dimensions that to a large degree the
findings vary based on the type of question asked and the type
of methodology utilized to answer the question (see Caspi &
Roberts, 1999). Specifically, among the studies reported here,
those investigating rank order across time by examining test-
retest correlations largely demonstrated stability, whereas
those interested in between-age-group comparisons revealed
mean-level differences on some personality dimensions.
Moreover, mean-level differences were revealed in both longi-
tudinal studies that examined intra-individual change in per-
sonality dimensions over time and cross-sectional studies that
explored differences between age/cohort groups. For example,
intra-individual change over time in average agreeableness
was demonstrated longitudinally (Field & Millsap, 1991),
with supporting cross-sectional evidence revealing age/cohort
differences favoring older adults (Markus & Lachman, 1996).
Further, between-group differences in neuroticism and open-
ness to experience were found in cross-sectional studies with
older adults showing lower levels in these personality traits
than younger groups (McCrae & Costa, 1994). Although the
issue of stability versus change in personality development
across the life span continues to be an interesting topic of study,
the focus of personality research has shifted to the potentially
more important question of how these stable personality styles
impact the course of aging (Lachman, 1989).

Personality Dimensions as Antecedents

Personality attributes are believed to play a major role in the
nature and course of development in adulthood and old age
(Lachman & Bertrand, 2001). For example, on one hand, it is
possible that certain personality styles such as neuroticism
may drive individuals toward risk-taking behaviors that
could negatively influence their life course and health status
in older adulthood. On the other hand, personality styles such
as conscientiousness may direct individuals to practice pro-
tective health-behaviors that could delay morbidity and mor-
tality in the later adult years (Schwartz et al., 1995; Friedman
et al., 1995). Longitudinal evidence from the Terman Life
Cycle Study of Children with High Ability supports the hy-
pothesis that childhood personality dispositions predict later
life outcomes. Findings demonstrated that certain childhood

and early adult personality traits such as conscientiousness
predict increased longevity (Schwartz et al., 1995). The au-
thors concluded that conscientious children were healthier
and lived longer because they were more likely to adopt
healthy self-care patterns that would prevent or delay illness.
In addition, they were more likely to avoid dangerous situa-
tions that would put their health at risk. The issue of how the
course of aging varies as a function of personality attributes
will be addressed in greater detail in a subsequent section of
this chapter.

The trait view assumptions of individual differences in
personality and stability across adulthood are in direct con-
trast to stage views of personality development. In the fol-
lowing section we examine some of the predominant stage
models of psychological development giving particular at-
tention to the later stages that include adulthood and old age.

Stage Theories

Whereas trait theories assume that personality characteristics
are acquired early in life and demonstrate life-long stability
(e.g., Costa & McCrae, 1988), stage theories are character-
ized by the premise of continued development and change
across the life span (e.g., Erikson, 1950). In general, stage
models divide the life span into periods loosely tied to
chronological age to describe normal, sequential patterns of
developmental change (Reese & Overton, 1970). According
to stage theory, each period is associated with a particular de-
velopmental task. When successfully straddled, it provides
the foundation from which to confront the challenge of the
next stage (Havighurst, Neugarten, & Tobin, 1968). Based on
the tenets of stage theory, personality can be defined as a life-
long process of maturity in which internal forces interact with
external forces through a stepwise series of stages to produce
outward behavior. 

Erik H. Erikson

Several stage models of development that include adulthood
and old age have been theorized (e.g., Erikson, 1950;
Vaillant, 1977; Levinson, 1977; Loevinger, 1976); however,
perhaps the most preeminent and influential is Erik H.
Erikson’s (1950) eight-stage psychosocial model of develop-
ment. An extension of Freud’s theory of psychosexual devel-
opment, Erikson’s model has two primary advantages over
Freud’s. First, it includes a life-span view of development,
second, it incorporates societal and cultural influences on de-
velopment. Freud’s theory describes personality as relatively
fixed by age 5. Any change in behavior beyond that point is
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viewed as the result of early childhood influences and not
continued development. In addition, Freud assigned primary
importance to largely unconscious intrapsychic processes in
determining personality development. Erikson expanded on
Freud’s theory by creating a developmental model in which
the ego evolves through the dynamic interaction between in-
ternal and external forces throughout the entire life course.

According to Erikson’s model, there are eight stages of
psychosocial development that are biologically hardwired to
unfold in a predetermined, sequential manner. Following his
version of the epigenetic principle, Erikson believed that the
ego evolves out of this preprogrammed schedule in stages in
which different components of the ego have the opportunity
to develop during specific times. Erikson proposed that
each of the eight stages is marked by a tension or crisis be-
tween two opposing challenges (e.g., generativity vs. stagna-
tion). The crises are resolved through a dynamic interaction
between inner ego strength that evolves and develops from
the previous stage and outer societal and cultural demands.
The result of each crisis is a strengthened or weakened
ego that, in turn, becomes the basis for resolving the crisis in
the next succeeding stage. Development continues to evolve
in this manner throughout the life span with later stages built
on the foundation of previous ones. The possibility of com-
plete psychosocial maturity is acquired only in later adult-
hood after all eight stages have been positively resolved (i.e.,
ego integrity is achieved). Healthy psychosocial develop-
ment may be comprised, however, if an individual progresses
to a stage without the successful resolution of a task at a pre-
vious stage. In optimal development the sequence of stages is
followed precisely with each respective crisis resolved suc-
cessfully. However, certain environmental experiences can
send an individual off course, thereby changing the timing
and pattern of development and hindering the successful
resolution of a successive stage. A developmental course in-
fluenced in such a way will result in a weakened ego and neg-
atively impact present and future development (Whitbourne,
Zuschlag, Elliot, & Waterman, 1992).

Relevant to adulthood, Erikson proposed three distinct
stages in which the individual must confront a crisis between
opposing forces: intimacy versus isolation in young adult-
hood, generativity versus stagnation in midlife, and ego in-
tegrity versus despair in old age. In young adulthood, after
achieving a sense of ego identity, the challenge set forth in
Erikson’s theory is to establish a relationship with a signifi-
cant other without losing one’s own sense of self. Erikson
theorized that middle-aged adults reach a point in their ego
development at which they must struggle between assuming
a sense of responsibility toward the next generation (i.e., gen-

erativity) and maintaining a position of self-absorption (stag-
nation). As already discussed, each stage is built on the
strength of the ego as it evolves from the resolution of the
previous stage. As a result, the midlife adult whose ego was
strengthened by successfully achieving intimacy as opposed
to isolation as a young adult is more likely to resolve the
midlife stage toward generativity. This individual will be
trusting and willing to propagate his or her skills and knowl-
edge to the next generation. Although generativity is com-
monly thought of as the adoption of a parenting role, it can
also be carried out via other roles such as a teacher, mentor,
or coach. Generativity is reflected in any activity in which the
adult assumes the responsibility for guiding the next genera-
tion in a productive or creative way (Erikson, 1963;
McAdams, 2001). Erikson proposed that the virtues of car-
ing, giving, sharing, and teaching develop out of the need to
nurture and direct the next generation.

In contrast, the midlife adult who progressed through the
young adult stage with an imbalance toward isolation will
have a weakened ego that is likely to inhibit the establish-
ment of generativity. In midlife this adult will be self-
centered and self-absorbed and lack interest in training or
guiding the next generation. The resultant imbalance toward
stagnation will further weaken the ego and render it unable to
carry out a successful resolution of the crisis in the final stage
of development. 

The final stage of psychosocial development proposed by
Erikson (1963) is that of ego integrity versus ego despair. As
individuals age, there is an increasing awareness of the limits
of time—a realization of inevitable, impending death. The ef-
fect of this awareness is to inspire older adults to reflect on
how they lived their lives. Older adults who look back with
satisfaction and contentment and an acceptance of both the
negative and positive aspects of their lives are at peace and, in
this way, are prepared to accept the inevitability of death.
These adults have integrated the past and present and have
embraced the importance and meaningfulness of their lives;
they have achieved ego integrity. On the other hand, older
adults who have not resolved the past, who experience anxi-
ety about making amends for prior mistakes, and who feel the
need to complete unfinished business are not ready to accept
the inevitability of death. In fact, these adults may fear or
dread their impending death and view it as another in a series
of failures and disasters that have comprised the quality of
their lives. These adults have failed to find purpose and mean-
ing in their lives and have not achieved ego integrity; rather,
they are in a state of ego despair (Erikson, 1963; Ryff, 1989).

Although Erikson’s theory emphasizes the resolution of
tasks that are stage specific and unfold in a preprogrammed
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sequence, there is also recognition that it is possible to revisit
tasks of earlier stages throughout the life span. In adulthood,
driven by an urge to establish a sense of integrated whole-
ness, adults may strive to reconcile earlier unresolved crises.
In other words, although the adult has passed through the
stages in a preprogrammed, sequential manner, the opportu-
nity to go back to a stage that was not successfully resolved
in order to reprocess the crisis exists. The issues associated
with each stage are also prevalent throughout life even
though they may be most salient at a given time in the life
course.

Erikson has been credited for being among the first theorists
to propose a model of lifelong development and to integrate
both inner forces and external circumstances in determining
the fate of ego development. Indeed, his work has inspired the
conceptualization and publication of several other stage theo-
ries, such as those by Vaillant (1977), Levinson (1977), and
Loevinger (1976). However, limitations to Erikson’s theory
shouldbeaddressed.First, it hasbeencriticized forbeingbased
on highly educated males and Western cultural norms without
an acknowledgment that women and non-Western cultures
may have different developmental trajectories (Gilligan, 1982;
Kahn, Zimmerman, Cskiszentmihalyi, & Getzels, 1985). Al-
though Erikson’s theory should be cautiously applied to more
diverse groups, there is some evidence for its generalizability
to less privileged samples (Vallaint & Milofsky, 1980).

A second criticism of Erikson’s psychosocial theory is that
although it is a viable model of development, it is very dif-
ficult to quantify and measure. As a result, few empirical
studies have been conducted to test the theory. The most
comprehensive investigation to date is the Rochester study
conducted by Whitbourne and colleagues (Whitbourne &
Waterman, 1979; Whitbourne et al., 1992). This cross-
sequential, longitudinal study has followed several groups of
graduates from the University of Rochester beginning in
1966 with the oldest cohort entering midlife (i.e., age 42) in
the most recent analysis (1988). Data that include older
adults are not available, nor are they available from a range of
ages in midlife. However, based on the sample tested, find-
ings from this study provide moderate support for the validity
of Erikson’s final stages of development. The college-aged
cohort scored lower than the older cohorts on measures of
generativity (Stage 7) and ego integrity (Stage 8). In other
words, as proposed by Erikson, it appears as though these de-
velopmental tasks are not confronted until later adulthood.
However, to make such a statement definitively, it will be
necessary to follow this sample throughout midlife and into
old age. Vaillant and Milofsky (1980) also tested and found
support for the invariant sequence of Erikson’s stages in
adulthood.

Regardless of the limitations of Erikson’s theory of psy-
chosocial development, the contribution that it has made to
the field of developmental psychology cannot be ignored. In
addition to expanding the possibility of development into old
age and incorporating societal and cultural influences on de-
velopment, his model has been the inspiration for the work of
many other developmental theorists. 

George Vaillant

Similar to Erikson, George Vaillant (1977) believed that the
ego evolves and develops as it passes through stages through-
out the life span. Based on data collected from the Grant
Foundation study of Harvard graduates begun in 1937,
Vaillant revised Erikson’s eight-stage model by adding
two additional stages in adulthood. First, after Stage 6, “inti-
macy,” Vaillant found evidence for a stage that he called “ca-
reer consolidation versus self-absorption.” Individuals who
face career consolidation have already established intimacy
in the previous stage and are now ready to identify with a
career or occupational commitment. These issues seem to
preoccupy adults in early adulthood prior to experiencing
generativity (Vaillant & Milofsky, 1980). The second addi-
tional stage, “keepers of the meaning versus rigidity,” was
introduced after Stage 7, “generativity.” The difference be-
tween generativity and keepers of the meaning lies in the
basic concepts of caring and wisdom. Generativity includes
those who demonstrate the capacity for care, productivity,
and guidance for the next generation; however, keepers of the
meaning emote a sense of wisdom and cultural preservation.
Whereas the earlier generativity stage focuses on more
concrete expressions of caring and transmission to the next
generation, keepers of the meaning reflects a more abstract
exchange of ideology and values.

Although the focus of Vaillant’s theory is also the devel-
opment of the ego, the process is quite different from that in
Erikson’s model, where each stage is marked by a task that
involves resolving a conflict. According to Vaillant’s theory,
the ego evolves through the process of interpreting the envi-
ronment and daily experiences through Freudian defense
mechanisms. However, unlike Freud’s use of defense mecha-
nisms as protectors of the ego, Vaillant utilizes defense
mechanisms as central to a lifelong process through which
the ego matures and develops by adapting to conflict between
the environment and inner consciousness. Findings from the
Grant Foundation study (Vaillant, 1977) support this conclu-
sion by demonstrating that throughout adulthood the quality
of the defense mechanism matures. In particular, Vaillant
noted that immature defenses such as denial and projection
were utilized less often and that mature defenses such as
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intellectualization, sublimation, and humor were used more
often as the individual advances through the stages of adult-
hood. These findings were supported in a study that expanded
on the Harvard sample by adding a group of inner-city adults
who were interviewed at ages 25, 32, and 47 (Vaillant &
Milofsky, 1980). Further, these authors concluded that
although their findings demonstrate that personality unfolds
in a predetermined sequential manner, ego maturation is
open-ended and has no fixed chronological age. In essence,
the opportunity for the personality to develop, mature, and
change exists throughout adulthood.

The major contribution of Vaillant’s work with the Grant
Foundation study (Vaillant, 1977; Vaillant & Milofsky, 1980)
is the longitudinal nature of the study design. With data col-
lected at multiple time points, changes in the use of defense
mechanisms could be identified, and movement through the
stages of ego development could be tracked. For instance,
results from Vaillant’s longitudinal studies cast doubt on
Levinson’s claim of a midlife crisis by revealing that individ-
uals in midlife are no more likely than individuals at other
stages of adulthood to experience significant life events that
are often associated with the midlife crisis (Costa & McCrae,
1980; Lachman & Bertrand, 2001).

Despite the positive contributions that Vaillant’s work has
made to the field, some limitations should be noted. For in-
stance, the Grant Foundation study (1977) was comprised of
a group of well-educated, White, middle-class males, there-
fore restricting the generalizability of the findings to a larger
population. A follow-up study conducted by Vaillant and
Milofsky (1980) added a group of inner-city men to the
sample, thereby broadening the generalizability to include
other socioeconomic groups, but still restricting it to males.
An additional limitation of the Grant Foundation study is that
the data were collected as descriptive narratives. Although
they can provide a rich picture, the subjective nature of the
data collection and coding methods place some limits on the
interpretation of the findings. Finally, although Vaillant has
set forth a model of life-span personality development, the
studies in which he tested the model did not include adults
beyond the age of 47. As a result, the final two stages of the
model (keepers of the meaning and integrity) were not em-
pirically tested. 

Daniel Levinson

Other theories, such as Daniel Levinson’s stage theory
(1977), emerged at about the same time as Vaillant’s theory
and were also inspired by the writings of Erikson. Similar to
Erikson’s stage theory, Levinson’s theory of adult develop-
ment has a series of distinct, sequential stages that span the

life-course and are each associated with a specific develop-
mental task. In addition, as in Erikson’s theory, each stage,
when accomplished, becomes the foundation for the next
stage. However, rather than a model of ego development as
proposed by Erikson, the central theme of Levinson’s theory
is the life structure. The life structure evolves through five
stages (i.e., preadulthood; early adulthood; middle adult-
hood; late adulthood; and late, late adulthood) by fluctuating
between phases of relative stability (life structure) and phases
of transition (Levinson, 1978). During the transitional phase
the individual reappraises the existing life structure and ex-
plores the possibility of change by analyzing his or her inter-
nal and external world. The end product of the transitional
phase is a committed choice and the beginning of a phase
of stability during which a new life structure is built and
expanded.

Levinson argues that the transitional phases are universal
and necessary aspects of development. As the individual set-
tles into building a life structure around choices that were
made during the previous transitional phase, mistakes and re-
grets come to be realized. The urge to rectify and change
these choices eventually becomes paramount and catapults
the individual into the next transitional phase (Levinson,
Darrow, Kline, Levinson, & McKee, 1978). 

Although Levinson’s theory spans the entire life course, he
is most noted for the midlife transitional phase. According to
Levinson et al. (1978), the midlife crisis is the product of the
tension and stress caused by resolving the conflict between
four opposing forces. Adopted from Jung’s theory of oppos-
ing polarities, Levinson argued that middle-aged adults
struggle between the competing forces of young versus old,
destruction versus creation, masculine versus feminine, and
attachment versus separation. The tension during the transi-
tional phase is resolved and the next life structure begun
when midlife adults have accepted that these opposing forces
can coexist within themselves.

Regardless of the notoriety and popularization of the term
midlife crisis, there is little support for its widespread occur-
rence (see Lachman & Bertrand, 2001; McCrae & Costa,
1990; Whitbourne, 1986a). Several limitations of Levinson’s
data from which his theory was derived have been identified.
First, the sample was small (N  = 40) and consisted wholly of
well-educated men, three quarters of whom were engaged in
professional careers. Subsequently, Levinson conducted a
similar study with women (Levinson & Levinson, 1996) and
concluded that similar patterns and developmental fluctua-
tions between life structure and transitional phases existed
for women.

A second limitation of Levinson’s work comes from
the fact that the research was based on qualitative clinical
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interview data that were not statistically analyzed. Qualita-
tive, retrospective reports are inherently biased because of
the subjectivity of the respondent and the interpreter. In fact,
Levinson acknowledged that “at 46, I wanted to study the
transition into middle age in order to understand what I had
been through myself” (Levinson et al., 1978, p. x). A final
limitation of this descriptive study is that it was a based on a
cross-sectional design that captured only one point in time.
To understand the nature of the transitions that Levinson de-
scribes and to make statements regarding change in behavior
from one stage to the next, it is necessary to follow a cohort
or group of individuals over time.

Despite its methodological limitations, Levinson’s work
has made a valuable contribution to the field for underscoring
the need for sound scientific research on psychological devel-
opment in the middle years of adulthood and by adding to the
growing body of literature that attempts to describe develop-
mental change throughout the life course and into old age.

Jane Loevinger

Intrigued by the writing of Erikson, Jane Loevinger (1976)
conceptualized a theory of ego development that was based on
Erikson’s psychosocial model, although it was modified
theoretically. For both Erikson and Loevinger, the ego was the-
orized to mature and evolve through stages across the life span
as the result of a dynamic interaction between the inner self and
the outer environment. However, according to Loevinger, the
ego was a more complex structure than described by Erikson.
For instance, she placed a strong emphasis on the importance
of considering moral development when attempting to under-
standing personality. She argued that individual differences
are central to personality and that by tracing moral stages of
development, individual differences in adult personality will
be revealed (Loevinger, 1983). Loevinger’s theory defines the
ego as the organizer, synthesizer, and interpreter of cognition,
morality, the self, and other related concepts that encapsulate
personality (Loevinger, 1976, 1983). The individual’s pro-
gression through the stages is motivated by the need to inter-
pret and adjust to changes in the outer social and inner
biological environments. During this process, the personality
develops slowly as the individual gains an increasingly more
precise understanding of him- or herself.

Six of Loevinger’s 10 stages or transitional levels of
ego development are relevant to adulthood: conformist,
conscientious-conformist, conscientious, individualistic, au-
tonomous, and integrated (Loevinger, 1983). Each stage is
related to an increasingly differentiated ego that strives to-
ward perfection. The point of ego perfection is reached in the
final, integrated stage, when a discrepancy no longer exists
between who the individual really is and how the individual

acts. At this stage of development there is a complete accep-
tance of inner conflict, and outward behavior becomes the ex-
pression of the true inner self (Loevinger, 1983). Although
Loevinger did not believe that all individuals develop
through the final stages of her model, she argued that it is un-
likely that they will revert to a prior cognitive level once a
higher level has been attained (Loevinger, 1976). 

To build the sequential model of ego development,
Loevinger used data from the Sentence Completion Test
(SCT; Loevinger, Wessler, 1970). Originally designed to mea-
sure the ego development of women, the SCT has since been
revised to include men (Loevinger, 1985). The measure
consists of a series of sentence fragments that respondents
are required to complete. Responses are scored according to
the developmental stage that they represent. Support for the
SCT as a measure of ego development has been demonstrated
in studies in which convergent validity was established against
tests of similar concepts (e.g., Kohlberg’s test of moral matu-
rity; Kohlberg & Kramer, 1969; see Loevinger, 1979). In a
more recent study that included adults from diverse racial and
socioeconomic backgrounds, the validity of the test items for
use with a male population was examined (Loevinger, 1985).
Results of these analyses indicate that although the items were
more valid for women than for men, when differences in vari-
ability were corrected, the resulting estimates were similar,
and justification for the use of the SCT with men and women
was concluded.

The SCT has been used by many psychologists, particularly
those whose research has focused on the interface between
cognitive and ego development (e.g., Blanchard-Fields, 1986;
Hy & Loevinger, 1996; Labouvie-Vief, Hakim-Larson, &
Hobart, 1987). For example, in a study that examined coping
strategies across the life span, Labouvie-Vief et al. (1987)
found that ego level as measured by the SCT was a strong pre-
dictor of the use of coping strategies from childhood to old age.

The advantages of Loevinger’s theory of ego development
are twofold. First, similar to Erikson’s psychosocial theory of
ego development, it considers as viable the possibility of de-
velopment throughout the life span. In addition, the stages
postulated by Loevinger are not restricted by chronological
age. As a result, individual differences in the pattern of pro-
gression through the stages are possible. Second, Loevinger
has constructed a measure of ego development that has made
it possible to test the model empirically. This is a clear advan-
tage over Erikson’s theory, where very little research has been
conducted because of the difficulty in quantifying the stages.

Unfortunately, the generalizability of Loevinger’s work
has a few limitations. One is the lack of longitudinal studies
to test this life-span model. Without longitudinal research de-
signs, individual differences in the patterns of sequencing
through the stages cannot be addressed, and statements that
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draw such conclusions cannot be made. A second limitation
of Loevinger’s work is the fact that the scoring of the ego
development instrument is somewhat subjective and difficult
to standardize. 

In summary, the theories and research just presented that
represent stage models of personality development have
demonstrated support for the concept of lifelong develop-
ment. Indeed, the theorists and the models of development
that they have proposed that were discussed in this section
have served to advance the life-span view of personality and
to inspire other researchers in the field. Despite the obvious
contributions that have been made by these theorists, limita-
tions have also been identified. For example, most of the data
collected to test the theories were gathered from samples that
were biased toward highly educated, middle-class White
males. As a result, the generalizability of the findings to other
populations is limited. A second limitation common to most
of the studies is the lack of longitudinal data. With the excep-
tion of the Rochester study (Whitbourne & Waterman, 1979;
Whitbourne et al., 1992) and the Grant Foundation study
(Vaillant, 1977; Vaillant & Milofsky, 1980), most of the work
that has been conducted to test the models has utilized cross-
sectional data. This is especially problematic for theories that
describe development or change across time. To address is-
sues of change confidently, groups of individuals should be
followed over time; otherwise, the question becomes one of
differences between groups rather than change across time.
In addition, although the theories presented cover lifelong de-
velopment, the studies conducted to test the models did not
include older adults. To capture an accurate picture of per-
sonality development in older adulthood, individuals of ad-
vanced age should be followed as they enter and progress
through the final stages presented in the developmental
models. The final limitation of the stage models of personal-
ity development that will be noted is their focus on internal
forces, such as the ego, as the primary motivator of develop-
mental change. Although environmental forces are noted for
their interaction effect with internal forces, it is an inner dri-
ving force that is central to these theories.

In response to this final point, the following section pre-
sents a model that places greater emphasis on the impact of
the environmental context on personality development. Con-
textual models emphasize the importance of the interaction
between social and historical conditions and personality
characteristics. According to this perspective, a behavior is
not carried out in isolation, but is influenced by the continu-
ally fluctuating immediate context that was borne out of the
past and proliferates into the future. In addition, some con-
textualists pay particular attention to the impact of cultural
age norms and social transitions on development (e.g., Caspi,
1987; Helson & Moane, 1987; Neugarten, 1977). 

Contextual Models

The contextual model of personality development is compat-
ible with a life-span developmental perspective. For instance,
contextual models view developmental trajectories over an
extended period of time; they incorporate multidisciplinary
perspectives; and they consider cultural and historical con-
texts in their models—all tenets of the life-span perspective
(Baltes, 1983; Baltes et al., 1998). Personality, as defined by
the framework of the contextual model, is the behavioral ex-
pression of the dynamic interaction between internal attrib-
utes and sociocultural and historical conditions, with a strong
influence generated from the timing of transitions relative to
socially prescribed age-graded roles, historical period, and
nonnormative influences (Baltes, 1983). For researchers who
support the contextual model of development, the timing of
entry into age-graded roles is important because the meaning
of these social transitions can be internalized quite differently
depending on the individual’s personal life history, socioeco-
nomic resources, and the prevailing historical context. The
dynamic interaction among these parameters is theorized to
hold lasting developmental implications for the individual
and to bring about the effects of stability or change through-
out the life course (Elder & Hareven, 1994).

Sociocultural Context

Some of the proponents of the contextual perspective focus
their investigations on the impact of sociocultural contexts on
personality development (e.g., Caspi, Elder, & Bem, 1987;
Kohn & Schooler, 1978; Roberts, 1997; Roberts & Friend,
1998). Caspi and colleagues explored the social context in
which childhood personality characteristics predict later life
outcomes (e.g., Caspi, 1987; Caspi et al., 1987; Caspi, Elder, &
Bem, 1988). An underlying assumption that guides this
research is the belief that personality is stable across the life
span.With age, the stability of personality characteristics leads
to an increasingly congruent, consistent way of responding to
experiences across time and across situation (Caspi, 1987).
Caspi’s work suggests a deterministic view of development,
yet he maintains a belief in the dynamic interaction between
personality traits and environmental contexts. For Caspi, it is
this interaction that reinforces the consistency of personality
over time.

To explain and test the sustainability of the dynamic inter-
action between the environment and personality, Caspi et al.
(1987) defined two interactional styles: cumulative continu-
ity and interactional continuity. Cumulative continuity is the
result of the process through which the individual’s personal-
ity attributes systematically select him or her into specific en-
vironments that in turn reinforce and sustain those attributes.
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For example, “maladaptive behaviors increasingly channel
the individual into environments that perpetuate these behav-
iors; they are sustained by the progressive accumulation of
their own consequences” (Caspi et al., 1987, p. 308). Interac-
tional continuity refers to the reciprocal, dynamic interaction
between individuals and their environment: “The person acts,
the environment reacts, and the person reacts back” (Caspi
et al., 1987, p. 308).

Using longitudinal data from the Berkeley Guidance
Study, Caspi et al. (1987) determined the impact of early
personality dispositions (i.e., explosive, undercontrolled be-
havior) on the shape of the life course by examining the con-
sistency of interactional styles over a 30-year span; 186 men
and women were interviewed at ages 10, 30, and 40. Initial
data on childhood temper tantrums were obtained from clini-
cal interviews with the participants and their mothers. Results
from these analyses support the hypotheses proposed by
Caspi and colleagues that patterns of maladaptive behavior
persist over time and have lasting effects on the individual’s
life trajectory. Findings support the idea that individuals seek
out and set up reciprocal person-environment interactions,
thus demonstrating a coherent way of approaching and re-
sponding to their social world. Children who were reported to
display uncontrolled temper tantrums in childhood experi-
enced difficulty across several life tasks such as jobs, mar-
riage, and parenting (Caspi et al., 1987). 

For instance, ill-tempered males from middle-class back-
grounds demonstrated a progressive deterioration of socioe-
conomic status that rendered them indistinguishable from
their working-class peers by midlife. In addition, they were
less likely to receive a formal education and to hold a high-
status occupation than were their even-tempered middle-class
peers. Ill-tempered women from middle-class backgrounds
tended to married men who, into midlife, held and maintained
low-status jobs. They were also over twice as likely to be di-
vorced by midlife and more likely to be perceived by their hus-
bands and children as less adequate and more ill-tempered
than were their even-tempered peers.

In a related study, Caspi et al. (1988) examined the impact
of childhood shyness on the transition to adulthood and ex-
plored the cumulative effects of this transitional phase on
later life outcomes. Results indicate that men who had
demonstrated shyness as children experienced delayed age-
graded transitions in adulthood such as marriage, parenthood,
and establishing a stable career. As a result of these off-time
transitions for shy men, occupational status and stability as
well as marital stability were compromised in adulthood. In
contrast, women with a history of childhood shyness were
more likely than other women to follow a conventional pat-
tern of marriage, childbearing, and homemaking. It is quite

interesting to note that the developmental trajectories for in-
dividuals with reported childhood shyness were moderated
by gender.

In summary, the findings reported by Caspi et al. (1987,
1988) lend support to the concepts of cumulative and interac-
tional continuity; individuals with specific personality styles
seek out a context that will support and reinforce personality
homeostasis. In turn, the individual reacts to the environment
in such a way that further perpetuates sustaining personality
dispositions. Children who exhibited explosive, uncontrolled
behavior sought and received reciprocal reinforcement from
the environment for the maintenance of their maladaptive
personality dispositions into adulthood. Similarly, men with a
childhood history of shyness delayed engagement in age-
graded events such as marriage, parenthood, and career. In-
stead, they remained in an environment that continued to
support their shy dispositions and delayed the transition into
an environment in which they would be required to assert
themselves and initiate social contacts. In contrast, shy
women sought the refuge of conventional marriage patterns,
thereby selecting a context that no doubt reinforced their ret-
icent, reserved personality style.

This work also demonstrates that the lives of individuals
with similar personality dispositions can follow different de-
velopmental trajectories given variance in social contexts.
For example, middle-class individuals with an undercon-
trolled personality style showed a greater downward spiral in
socioeconomic status than did their working-class peers. In
addition, different life trajectories were revealed for men and
women of similar personality dispositions. A final implica-
tion of this work is that late entry into age-graded transitions
may lead to negative outcomes. As Neugarten (1977) and
Helson, Mitchell, and Moane (1984) proposed, being off time
on a given social clock can impede psychological adjustment
including well-being. Overall, the work of Caspi et al. (1987,
1988) lends support to the idea that interactional styles, for-
mulated early in life, are sustained throughout adulthood and
serve as the underlying process through which personality
characteristics remain consistent across the life span.

Additional support for the interactional continuity model
comes from an investigation conducted by Roberts and
Friend (1998) in which data from the Mills Longitudinal
Study were prospectively examined for the impact of person-
ality and life context patterns on career momentum (i.e., the
perception of mobility in one’s career). The ongoing Mills
study was begun in 1958 with a group of predominately
White, middle-class female seniors from Mills College in
Oakland California. Initial assessment was conducted when
the women were approximately age 21 with follow-up as-
sessments at ages 43 and 52. Data on career momentum were
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collected when the women were approximately age 52.
Results revealed that the classification of women as exhibit-
ing high, maintaining, or low career momentum could be
determined by examining personality dispositions from
30 years earlier. Specifically, women in the high career-mo-
mentum group were more confident and independent at age
21 than were women in the maintaining or low-momentum
groups. Women who were classified as maintaining career
momentum scored high on measures of effective functioning
and well-being at initial assessment; however, their trajecto-
ries showed a precipitous drop from age 21 to 43. Finally,
women in the low-momentum group scored low on measures
of self-acceptance, independence, and well-being at each as-
sessment point across adulthood (i.e., ages 21, 43, and 52).
The findings from this study also demonstrated that various
life structures at age 43 were useful in predicting career mo-
mentum at age 52. For example, the high career-momentum
women were engaged in higher status occupations at age
43 than were women in the other groups. Taken together,
these findings suggest that status in later life on career mo-
mentum cannot be reduced to either individual differences in
personality traits or variations in life contexts. Rather, they
provide support for the concept of interactional continuity
by highlighting the importance of the integration of personal-
ity characteristics and contextual factors in determining con-
sistency in later life outcomes (Roberts & Friend, 1998).

Other research has also noted the importance of the
dynamic interaction between personality dispositions and en-
vironmental factors. For example, to assess the relationship
between occupational conditions and psychological function-
ing, Kohn and Schooler (1978) reinterviewed 785 men who
were under the age of 65 and who had participated in a 1964
nationally representative study of civil service employees.
Results from structural equation analyses demonstrated a rec-
iprocal relationship between occupational conditions and
personality characteristics. Furthermore, these analyses indi-
cated high levels of stability on the measures of intellectual
flexibility and substantive complexity over a 10-year period.
Kohn and Schooler suggested that the consistency in intellec-
tual flexibility across time reflects the stability of the social
context in which people live. 

Finally, Roberts (1997) found evidence for the importance
of the interaction between contextual circumstances and per-
sonality dispositions in promoting change, rather than stabil-
ity. Utilizing the Mills Longitudinal Study, data on women at
ages 21, 27, and 43 were analyzed to explore the plaster ver-
sus the plasticity hypotheses, that is, whether personality is
fixed or malleable (Roberts, 1997). Personality change pat-
terns for each individual were examined via autoregressive
latent variable models. This type of analysis allowed for the

examination of interindividual differences in intra-individual
change. Results revealed high rank-order consistency across
adulthood on the latent personality dimensions of agency and
norm adherence. However, individual differences in person-
ality development across time were demonstrated with work
experiences explaining a significant amount of variance be-
tween individuals on the personality dimensions. Increased
participation and success in the work place were predictors of
individual differences on the construct of agency (e.g., self-
assertion, self-confidence, and independence), and increased
job success was a predictor of individual differences on norm
adherence. Overall, this study generated support for the plas-
ticity of personality. Under certain contextual circumstances,
change in personality is not only possible but also likely, at
least into middle adulthood.

Social Clock

Neugarten (1977) and Helson (1984) were among the first to
formulate contextual theories of development, basing their
models on the concept of the timing of events. Development is
marked by the pattern of entry into socially prescribed major
life events and transitional phases. Neugarten (1977) theorized
that development over the life span may occur on time or off
time (early or late) with regard to cultural norms. When
individuals confront events at culturally prescribed, age-
appropriate times, they are considered on time, and the in-
tegrity of personality development is maintained because there
is congruence between the societal expectation and the indi-
vidual’s experience. On the other hand, when individuals face
these events off time, they are perceived as more stressful to
the individual because they are not consistent with societal
expectations (Helson et al., 1984). Helson (1984) coined the
term social clock to represent the phenomenon of the timing of
events and argued that the degree to which the individual stays
in tune with it throughout the life span determines personality
consistency or change (Helson et al., 1984).

Helson et al. (1984) utilized data from the Mills Longitu-
dinal Study to explore the usefulness of the social clock
paradigm. Women were categorized into social clock groups
according to the path they took to fulfill their family and
work roles. The categories included (a) the Feminine Social
Clock (FSC), starting a family by the early to middle 20s; (b)
the Masculine Occupational Clock (MOC), choosing a career
with status potential by age 28; and (c) Neither Social Clock
(NSC), adhering to neither social clock by age 28. Findings
revealed that personality characteristics measured in young
adulthood were effective in distinguishing between social
clock patterns. Women who were assessed during their
early 20s with high levels of achievement, socialization,
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intellectual efficiency, and well-being were more likely than
their lower scoring peers to adhere to the FSC. In contrast,
women who in their early 20s demonstrated greater impul-
sivity, less awareness and internalization of conventional val-
ues, and less motivation to achieve socially structured goals
were more likely than their peers to depart from the FSC pat-
tern. Additional findings from this study support the impor-
tance of the timing of events. For example, women who by
age 28 had either started families or obtained potentially
high-status careers demonstrated normative, positive patterns
of personality development. These on-time women scored
high on scales of well-being and effective functioning in
midlife. The off-time women, on the other hand, who had
failed to adhere to a social clock (i.e., NSC) by their early 40s
reported feeling depressed, alienated, and embittered (Helson
et al., 1984). 

Helson and Moane (1987) utilized the Mills Longitudinal
Study to examine change in personality characteristics with
reference to theories of adult development. For example, based
on Gutmann’s theory (1975), it was hypothesized that femi-
ninity would decrease between the ages of 27 and 43. Consid-
erable rank-order stability in personality dispositions was
revealed; however, a normative pattern of personality change
based on developmental theory was also demonstrated.As pre-
dicted, femininity increased in the younger adulthood years
but decreased between the ages of 27 and 43. There was also an
increase in coping skills, ego development, independence, and
confidence for this group of women. This study also revealed
that women who were on time in terms of beginning a family or
launching a successful career changed on personality dimen-
sions in the normative direction. However, women who were
off time on these major life events failed to demonstrate
normative change. The authors noted that young adults
are confronted with a series of age-graded tasks that direct the
developmental trajectory toward normative change if they are
met at age-appropriate times.

In more recent work, Helson and colleagues (Mitchell &
Helson, 1990; Helson & Wink, 1992) reexamined the Mills
graduates and added an additional time of measure (i.e., age
of early 50s). Hierarchical regression analyses demonstrated
that a sense of well-being in early midlife significantly pre-
dicted quality of life among women in their early 50s
(Mitchell & Helson, 1990). In a related study, Helson and
Wink (1992) examined personality change over time and re-
vealed evidence for inconsistency in personality dispositions
in the early 40s followed by a period of stability in the early
50s. Masculinity and femininity scores were among those
that resulted in the greatest magnitude of change between the
ages of 43 and 52. The women in this sample demonstrated
an increase in variables that are associated with masculine

traits such as decisiveness and action orientation and a de-
crease in those associated with feminine characteristics such
as vulnerability. This supports the gender-role crossover
hypothesis raised by Neugarten and Gutmann (1958), which
is discussed next.

In sum, the findings from the studies conducted by Helson
and colleagues (Helson et al., 1984; Helson & Moane, 1987;
Helson & Wink, 1992; Mitchell & Helson, 1990) illustrate
that the social clock serves as a barometer by which individ-
uals evaluate their success in the world. When on time, the in-
dividual receives social approval and a positive feeling that
comes from being in sync with society. When off time, the
individual may experience a lack of social acceptance that re-
sults in an unsettled feeling of detachment from society
(Helson et al., 1984). The second point based on the findings
from these studies is that they confirm the notion that person-
ality dispositions are susceptible to change throughout adult-
hood. Although this is in contrast to the findings of Caspi
et al. (1987), both lines of research emphasize the integral
role that context plays in personality development across
adulthood.

Gender-Role Crossover Hypothesis

The early work of Neugarten and Gutmann (1958) also sup-
ports the existence of change in personality characteristics
across adulthood. Utilizing a population of adults between
the ages of 40 and 70 from the Kansas City Study of Adult
Lives, they explored the use of projective techniques in the
study of age-sex roles. Although using a cross-sectional de-
sign, the results of this study suggest that, with age, there is a
consistent shift in gender-role qualities. Respondents in the
Kansas City study were presented with an ambiguous picture
of an older and younger adult male and an older and younger
adult female. They were then asked to create a story based on
the picture. With age, respondents increasingly described the
man as passive and no longer symbolizing masculine author-
ity and the woman as assertive and controlling (Neugarten &
Gutmann, 1958). These projective data, which demonstrate a
cross-over of gendered attributes with older women seen as
becoming more agentic and older men as more communal (J.
B. James, Lewkowicz, Libhaber, & Lachman, 1995), were
interpreted as additional support for the hypothesis that per-
sonality has a dynamic quality and is susceptible to over time
change.

Person-Environment Fit

Earlier contextual views of personality emerged from the de-
bate over activity (Cavan, Burgess, Havighurst, & Goldhamer,
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1949) versus disengagement (Cummings & Henry, 1961)
theories. Both the activity and disengagement theories are con-
cerned with the way in which older adults adapt to decreasing
roles and societal detachment. The activity theory, on one
hand, proposes that detachment is imposed by society and neg-
atively affects the well-being of the older adult unless the older
adult is able to “resist the shrinkage of his social world”
(Havighurst, Neugarten, & Tobin, 1996, p. 281). Older adults
who remain active by finding new roles are expected to fair
well. The disengagement theory, on the other hand, suggests
that detachment from society is mutual with the older adult
withdrawing psychologically from social activities and rela-
tionships at the same time that society withdraws support and
interest from the older adult. The mutuality of withdrawal
results in successful aging according to the disengagement
theory.

Research findings from the Kansas City study did not sup-
port either view: that the key to well-being is to remain active
or to succumb to society’s withdrawal. Rather, personality
was found to play an integral role in promoting successful
adaptation in later life (Havighurst et al., 1968). Achieving a
match in later life with one’s life-long personal style was as-
sociated with the greatest adjustment. This finding led to the
formulation of the continuity theory (Atchley, 1989), in
which it was argued that either forced disengagement or
forced activity leads to a loss of well-being. According to the
continuity theory, older adults who are not allowed to main-
tain their desired level of involvement in society will suffer a
loss of well-being. In some ways, this supports more recent
findings about personality stability and the need to maximize
person-environment fit (J. V. Lerner, Baker, & Lerner, 1985).
For some, remaining active was associated with well-being,
and for others becoming less involved and withdrawing was
adaptive.

In sum, the contextual model provides a rich, complex for-
mat from which to view personality development. Contextual
models take a life-span approach by viewing development
over time in an interdisciplinary, dynamic, interactive frame-
work. From this perspective, it is believed that personality is
formed by a continuous reciprocity between the personal
style that the individual brings to a situation and the social
structure of the prevailing historical time period. The innova-
tive theoretical models of Caspi, Helson, and Neugarten have
advanced the field of personality psychology by adopting a
life-span view and by bringing to the forefront the impor-
tance of the context in which personality evolves. 

Ironically, while the advantage of the contextual frame-
work is its multilevel, multidimensional model, it is also a
disadvantage. The sophisticated methodological and statisti-
cal techniques needed to analyze change over time and to

model the complex relationships among antecedents and con-
sequences have only recently become available. Future re-
search that tests contextual models will benefit tremendously
from these advances.

Subjective Changes in Personality

As we have seen thus far, there are many methods and mea-
sures available to examine personality development across
the life span. Another approach is the examination of phe-
nomenological changes—self-perceived changes across
time. Studies of subjective change show that individuals typ-
ically report more change than they show with objective in-
dexes. In a study by Woodruff and Birren (1972), personality
test scores assessed by the California Test of Personality
(Kimber, 1947; Woodruff & Birren, 1971) were administered
to a group of college graduates in 1944 when they were
21 years old and again in 1969 when they were approxi-
mately 46 years old. Participants were asked to complete the
personality test two times during the 1969 testing occasion.
Instructions given for the first test required that the respon-
dents answer the questions based on their current personality
status. Instructions for the second test required that they an-
swer each question the way they thought they had answered
in 1944 when they were 21 years old. Findings from this
study revealed a high level of stability on the subjective per-
sonality ratings across the 25-year period. However, differ-
ences were found when the retrospective data were compared
with the concurrent data. Results demonstrated that people
remembered themselves as less well adjusted 25 years previ-
ously than their actual scores indicated. They believed that
they had improved across adulthood even though there was
no evidence for such a positive change. This finding suggests
that adults tend to expect change, especially improvement in
personality across adulthood. 

Other researchers (Fleeson & Baltes, 1998; Fleeson &
Heckhausen, 1997; Lachman, Walen, & Staudinger, 2000;
Ryff, 1995) have also found that changes in personality are
expected by a large percentage of adults. Participants were
asked to rate their personalities in the past, the present, and in
the future so that retrospective and prospective comparisons
could be made relative to concurrent reports. In a recent study
using representative samples from the United States and
Germany, Fleeson and Baltes (1998) compared the predictive
value of perceived changes relative to concurrent measures. A
personality questionnaire (NEO; Costa & McCrae, 1984) was
administered to 398 adults between the ages of 26 and 64. In
addition, participants were asked to describe their own current
personality, their personality when they were 20 to 25 years
old, and their projected personality when they will be 65 to
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70 years old. Fleeson and Baltes found that many participants
anticipated change across adulthood. In addition, although
they believed that late adulthood would contain more losses
than gains, they expected gains at each life stage including late
adulthood. It was also revealed that perceived changes in per-
sonality traits accounted for a significant amount of variance
beyond the effects of concurrent ratings of personality when
predicting health and well-being. This finding suggests that
self-ratings of personality dimensions can add meaning when
placed within the context of the life course (Fleeson & Baltes,
1998; Fleeson & Heckhausen, 1997).

Lachman et al. (2000) recently conducted a study of indi-
vidual differences in past, present, and future subjective eval-
uations of personality characteristics in national samples
from the United States and Germany. Although perceived sta-
bility of personality was the most prevalent pattern in both
countries, 32% of the U.S. and 63% of the German sample
showed evidence of perceived change, either incremental or
decremental. Based on discriminant function analyses, re-
sults revealed that in both samples internal control beliefs
were the most important variable in distinguishing between
groups of individuals based on perceived change patterns.
Participants with high-perceived internal control had more
optimistic views of expecting stability or improvements over
time, whereas those with a low sense of control remembered
the past as better than the present and expected things to get
worse in the future.

In general, the findings of subjective personality studies il-
lustrate that adults hold a relatively optimistic view of their
developmental trajectory. Except under certain circum-
stances, such as a low sense of internal control or depression,
adults expect to have more positive personality attributes and
greater life satisfaction in the future than in the past. The in-
clusion of subjective reports in the picture of personality adds
another dimension to the developmental trajectory and can be
useful in predicting patterns of health and well-being in later
life.

Personality as a Predictor of Later Life Outcomes

Much of the research on personality development across the
life span either tracks the trajectory of personality traits
across time in order to assess rank-order stability or explores
mean-level change to assess differences between groups. In
addition to the empirical questions that can be addressed by
these approaches, other interesting developmental issues
can be addressed by studying the role that individual differ-
ences in personality traits play on later life outcomes (Costa
& McCrae, 1988; Lachman, 1989). As discussed earlier,
patterns of personality development in adulthood and old age

such as health and mortality, intelligence and wisdom, and
adulthood roles (e.g., marital stability/satisfaction, family,
work) can be predicted by individual differences in personal-
ity attributes assessed earlier in life (e.g., Arbuckle, Gold,
Andres, Schwartzman, & Chaikelson, 1992; Baltes, Smith, &
Staudinger, 1992; Schwartz et al., 1995). A key issue for per-
sonality research is how the course of aging varies as a func-
tion of personality attributes.

Health

There is growing evidence that personality characteristics
can influence health through a variety of psychosocial mech-
anisms (Smith & Gallo, 2001; Tucker & Friedman, 1996).
For example, certain personality characteristics influence un-
stable social relationships and initiate the onset of unhealthy
behaviors (e.g., smoking and excessive drinking), both po-
tential mechanisms for the link between personality charac-
teristics and later life morbidity and mortality. A study based
on the Terman Life Cycle Study of Children with High
Ability used archival data to investigate the relationships
between childhood personality characteristics and longevity
and health outcomes across 70 years (Tucker & Friedman,
1996). Participants in this study had been assessed on a vari-
ety of physical health and psychological factors every 5 to
10 years since 1922. A clear link between childhood person-
ality dispositions and longevity was revealed. Specifically,
social dependability and lack of impulsivity were the most
significant predictors of longevity. In addition, childhood
conscientiousness predicted engagement in protective health
behaviors that lead to the maintenance of good health in older
adulthood. Tucker and Friedman noted that given the multi-
tude of influences on longevity, the strong link to certain per-
sonality dispositions suggests that psychological health plays
a major role in physical health.

Cognitive Functioning

There is also evidence that early personality patterns are
associated with cognitive functioning including intelli-
gence and wisdom in later life. For example, data from the
Seattle Longitudinal Study, an ongoing study begun in 1956
(Schaie, 1996), were analyzed to determine whether a flexi-
ble personality style was related to intellectual aging. By
computing cross-lagged correlations, Schaie revealed that a
flexible personality style at midlife was related to the mainte-
nance of higher levels of intellectual performance in old age.
This finding implies that a rigid response style will result in
earlier declines in intellectual performance in old age. There-
fore, older adults need to maintain cognitive flexibility in
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order to respond to the inevitable changes that are associated
with advancing years (Schaie, 1996). 

Additional evidence for the relationship between person-
ality dispositions and intellectual outcomes in later life
comes from a study of 326 male World War II veterans
(Arbuckle et al., 1992) on whom intelligence scores had been
obtained when they were young adults. It was found that
being less neurotic and more intellectually active predicted
reduced intellectual decline and, indirectly, better memory
performance. Path models indicated that lower neuroticism
scores at an earlier age were associated with higher scores on
the M test (a general intelligence test used by the Canadian
army) and tests of free recall in later life.

Wisdom

Wisdom has been defined as “expert knowledge in the funda-
mental pragmatics of life permitting exceptional insight and
judgment involving complex and uncertain matters of the
human condition” (Baltes et al., 1992, p. 136). In a study that
explored the antecedents of wisdom, Staudinger, Lopez, and
Baltes (1997) found a relationship between certain personal-
ity dimensions and wisdom. In particular, individuals who re-
mained open to experience and interested in understanding
and responding to the needs of others (i.e., psychological-
mindedness) demonstrated high levels of wisdom-related
performance. Indicators of fluid and crystallized intelligence
were also related to wisdom. However, after the shared vari-
ance between intelligence and personality was considered,
only measures of personality-intelligence interface (e.g., ju-
dicious, creativity) contributed significant unique variance to
the wisdom-related performance measure.

Midlife Crisis

Another example of personality influencing adult outcomes
was found in the MIDUS Study (see Lachman & Bertrand,
2001). Those adults who were higher in neuroticism were
more likely to report having a midlife crisis. The evidence
suggests that it is personality style that predisposes adults to
experience crises and that these crises may not be restricted
to midlife but may occur at other transitional stages through-
out the life course as well.

Adulthood Roles

A final domain that is relevant to the impact of personality
dispositions on later life outcomes is adulthood roles such as
marriage, family, and work. Kelly and Conley (1987) noted
that one of the causes of marital dissatisfaction stems from

intrapersonal causes of incompatibility. In other words, the
personality characteristics that each partner brings to the re-
lationship, in combination, may inhibit the well-being of the
marriage. To examine this hypothesis, Kelly and Conley
tested the effectiveness of personality dispositions as an-
tecedents of marital stability and marriage satisfaction. Their
longitudinal study consisted of a group of 300 couples as-
sessed from 1930 until 1980. It was found that personality
characteristics were significant predictors of both marital sat-
isfaction and marital stability. In particular, neuroticism from
the husband or the wife demonstrated the strongest relation-
ship to the marital outcomes. Other studies that explore these
phenomena were described in detail in the section in which
contextual models were discussed. For example, Caspi et al.
(1987, 1988) found that children who displayed explosive
dispositions in childhood experienced difficulty across many
life tasks such as jobs, marriage, and parenting. Further, in
the domain of work and occupational status, Roberts (1997),
Roberts and Friend (1998), and Kohn and Schooler (1978)
demonstrated the relationship between early life personality
patterns and occupational statuses. 

The results of the investigations reported here provide ev-
idence that supports the link between early life personality
dispositions and later life outcomes across a broad spectrum
of domains such as physical health and longevity, cognitive
functioning, and the status of work and family. The implica-
tions point to the importance of establishing healthy psycho-
logical patterns of behavior early in life because they will
have lasting effects that may proliferate into multiple do-
mains of adult life.

THE SELF

The self is a multifaceted component at the core of personal-
ity (Markus, 1977). It is usually seen as a cognitive dimen-
sion that represents the way individuals think about and view
themselves. Proponents of the self believe that personality
development is an evolving process in which new informa-
tion from the environment is integrated into existing knowl-
edge structures. These knowledge structures are called
schemas and are the guides and regulators of behavior
(Crocker & Wolfe, 2001). Schemas are subjective interpreta-
tions of past reality that either adjust to new experience or
remain the same by filtering out new information that is
interpreted as threatening to the self-concept (Markus, 1977).
Individuals are continually facing experiences that require
the adjustment of existing schemas or the rejection of
environmental information. As a result, the self-concept is
in a continual state of flux between stability and change
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(Whitbourne, 1987). Over long periods of time, however,
various aspects of the self-concept remain stable. As a result,
they can be used as an anchor or resource for older adults
who face later life changes.

Identity

Identity Process Theory

Identity, as defined by Whitbourne and Connolly (1999), is
“the individual’s self-appraisal of a variety of attributes along
the dimensions of physical and cognitive abilities, personal
traits and motives, and the multiplicity of social roles includ-
ing worker, family member, and community citizen” (p. 28).
It is flexible and susceptible to change across the life span. 

Using data from a study of 94 adults ranging in age from
24 to 61, Whitbourne (1986b) developed a self-concept
model based on Piagetian theory. The identity process theory
(Whitbourne, 1987; Whitbourne & Connolly, 1999) moves
beyond Piaget’s view, however, in that it can be used to
explain the process of development across the life span. In
the identity process model, identity styles are formed when
the individual’s experiences are interpreted through the
processes of assimilation and accommodation. Assimilation
occurs by incorporating life events and new experiences into
the identity. Assimilation can lead individuals to distort their
views of themselves in order to preserve their self-concepts.
Although it preserves a positive view of the self, in older
adults an imbalance of assimilation has the potential for neg-
ative effects. Individuals with a strong assimilative style are
seen as rigid and inflexible and deny age-related changes
such as physical limitations. For example, they may ignore
the advice of a doctor who recommends limiting physical ac-
tivity. They may react to a difficult situation either by placing
blame elsewhere or by avoiding situations in which their
physical abilities are challenged.

In contrast to assimilation, accommodation is the process
of changing the identity to conform to new experiences. An
imbalance of accommodation can also bring about a negative
outcome. These individuals have a weak, incoherent identity
and overreact to changes. For example, the first sign of gray
hair may be the catalyst that causes the adult to take on the
identity of an old person. In addition, adults who rely heavily
on an accommodative style fail to set goals or to make com-
mitments. Although a balance or equilibrium between the
two opposing process styles is desirable, it is the imbalance
of one over the other that leads to the formation of different
identity styles (Whitbourne & Connolly, 1999). When in
balance, the processes produce a healthy approach to new

experiences. When out of balance, however, leaning more
heavily toward assimilation or accommodation, the approach
is likely to be neurotic or otherwise emotionally unstable. 

Whitbourne’s model of identity processing is useful for
understanding the complexity and dynamic qualities of per-
sonality in adulthood and aging. It allows one to grasp the no-
tion of an evolving identity and understand how change can
occur across the life span. 

Possible Selves

Another important aspect of self-concept relates to the
ideas that people have about who they could become, who
they would like to become, and who they are afraid of be-
coming. Markus and Nurius (1986) developed a theory that
describes the formation of identity across the life span by ad-
dressing these aspects of the self. Their concept of possible
selves incorporates hopes and dreams for the self as well as
fears and anxieties of undesirable selves. These are integrated
into the structure of the self and serve as motivators to
achieve their hoped-for selves or to avoid their dreaded
selves. When hoped-for selves are realized and feared selves
are avoided, positive psychological outcomes occur. How-
ever, when the individual perceives that he or she has become
the feared or dreaded self at the expense of the hoped for self,
the self-concept becomes threatened, and negative outcomes
result.

To describe the nature of possible selves across the life
span, Cross and Markus (1991) asked a group of respondents
between the ages of 18 and 86 to describe their hoped-for and
feared possible selves. The groups were compared on the
basis of age-related qualities. Across age groups, progres-
sively fewer possible selves (hoped for or feared) were gener-
ated. In other words, older adults (i.e., ages 60–86) had fewer
expectations of positive choices left in their lives, but they
also had fewer fears. However, this should not be taken to
imply that the older adults had lost hope. On the contrary, they
indicated that hoped-for selves were still important to them.
They were also more likely than their younger peers to focus
on developing and achieving in their current roles. These per-
sonal domains suggest that self-development and growth
remain important to the older adult. The fears most frequently
reported by older adults were in the physical and personal
domains, no doubt reflecting physical and social changes that
are associated with aging.

As demonstrated by the work of Cross and Markus (1991),
the concept of possible selves facilitates our understanding of
the older adult’s adaptation to changing roles and losses that
are commonly associated with aging. Furthermore, similar to
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the contextual model, the possible selves framework suggests
a reciprocal model where an individual may change or adjust
his or her possible selves in response to external influences
and personal growth.

The Sense of Control

The sense of control can be understood as the degree to which
individuals believe that their behavior will influence out-
comes in their lives (Rodin, 1986). The perception that one’s
behavior will affect outcomes is likely to result in a different
response than if one perceives that outcomes are due to
chance or other people’s actions (Bandura, 1997). Control
beliefs have been found to have widespread effects in many
different domains of life including work, family, and health.
Furthermore, beliefs about control may vary across these dif-
ferent domains (Clarke-Plaskie & Lachman, 1999; Lachman
& Weaver, 1998). Research findings provide evidence that
control beliefs change in adulthood. For example, based on
findings from the MIDUS study, Lachman and Weaver (1998)
found that adults increased their sense of control over their
work, finances, and marriage. However, in the domains of sex
life and children, there was evidence for reduced control. In
addition, other studies have found age-related declines in per-
ceived control for health and memory (Lachman, 1991).

Control Beliefs and Health

An indirect link between control beliefs and physical
health, including recovery from illness and disability in
adulthood and old age, has been found (Bandura, 1997;
Lachman & Prenda, in press). Individuals who believe that
they are responsible for outcomes in their lives are more
likely to engage in effortful and persistent behavior that is
goal oriented. They believe that their health is within their
own control and are confident in their ability to change. As a
result, they will be more likely to act in harmony with the de-
sired outcome by engaging in health-promoting behaviors
such as exercise, a healthy diet, and regular physical exami-
nations (Bandura, 1997; Lachman & Prenda, in press). Main-
taining a sense of control in adulthood and old age may serve
as an important psychosocial resource by fostering preven-
tive and remedial health behaviors (Lachman & Bertrand,
2001). Indeed, there is compelling evidence that factors
under personal control (e.g., alcohol use, smoking, mental
stability, exercise, body mass index, coping mechanisms, and
education) have a strong impact on psychological, physical,
and social indicators of successful aging (Vaillant &
Mukamal, 2001).

Self-Efficacy

The study of control beliefs has focused on many related
constructs including self-efficacy, locus of control, and pri-
mary and secondary control beliefs (e.g., Bandura, 1997;
Heckhausen & Shulz, 1995). Bandura (1997) argued that as
adults age, they will increasingly find themselves in situations
in which they will benefit by a strong sense of self-efficacy. For
instance, older adults will be faced with the task of establishing
new relationships to replace those that have been lost through
retirement, relocation, or death. A low sense of social efficacy
in these situations will increase the older adult’s vulnerability
to stress and depression by inhibiting the formation of neces-
sary social supports (Bandura, 1997). In another situation—
the routinized, controlled environment in nursing homes and
other residential institutions for older adults—there is an un-
dermining of the individual’s sense of efficacy. Numerous
studies have shown that nursing home residents who have the
opportunity to exert control over their environment have better
physical and psychological outcomes including a longer life
than those residents who do not (see Bandura, 1997).

Primary and Secondary Control

Other forms of control during adulthood and old age such as
primary and secondary control beliefs have also been investi-
gated. Heckhausen and Schulz’s (1995) model of primary and
secondary control is based on the hypothesis that the individual
has a strong desire to control his or her interactions with the en-
vironment. This control is accomplished by maintaining a bal-
ance between the two strategies of control. Primary control
strategies involve working toward reaching a goal by changing
the situation or the environment. Secondary control strategies
focus on changing the self to accommodate the situation or en-
vironmental constraints. According to Heckhausen and Schulz
(1995), primary and secondary control strategies work in con-
cert to cope with the demands and challenges encountered
across the life span. Evidence is provided for the notion that,
with aging, there is a shift from the use of primary to secondary
control strategies when faced with uncontrollable situations or
difficult challenges (Heckhausen & Schulz, 1995). Additional
support for age-related shifts in control strategy use comes from
a study in which age-related changes in physical, cognitive, and
social processes were shown to influence the developmental
trajectory and resulted in the older adult’s adoption of strategies
to compensate for developmental losses (Heckhausen, 1997).
Finally, Wrosch, Heckhausen, and Lachman (2000) found that
the use of secondary control strategies was more adaptive for
older adults, whereas the use of primary control strategies was
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more adaptive for younger and middle-age adults when faced
with health or financial difficulties.

Well-Being

A common myth regarding older adults is to view them as un-
happy and depressed. According to Mroczek and Kolarz
(1998), this misconception is the result of a belief in the so-
cial indicator model, in which social and demographic factors
such as gender, income, marital status, and age serve as
markers for well-being. Because older adults often experi-
ence loss in the physical and social realms, an expectation of
depression and low satisfaction could erroneously be made.
However, evidence is building to support the argument that
regardless of the marked losses as gauged by the social indi-
cator model, older adults are not unhappy or depressed. For
example, based on the MIDUS sample, Mroczek and Kolarz
(1998) found that the majority of older adults rated them-
selves as “very” or “pretty” happy. In general, they found that
positive emotions increased and negative emotions decreased
as adults reached midlife and beyond.

Ryff (1989) defined well-being along six dimensions: pos-
itive relations with others, environmental mastery, self-
acceptance, having a purpose in life, personal growth, and
autonomy. Ryff asked 321 adults to rate themselves along
these dimensions. Results demonstrated that adults are more
likely to maintain or increase well-being in terms of self-
acceptance, positive relations with others, autonomy, and
environmental mastery as they reach midlife and beyond.
Purpose in life and personal growth was more likely to show
declines in later adulthood.

Cross-national data support the findings reported here
(Diener & Diener, 1996); world-wide, most adults report
being happy. Across the 43 nations that were analyzed, 86%
of all studies reported mean happiness and well-being ratings
that were above neutral. Among older adults the percentage
of participants with positive subjective well-being was be-
tween 64% and 97%. These findings suggest that adulthood
and old age seem to be periods in which there is a positive
sense of well-being. Because well-being can be utilized as an
indicator of successful aging, the implication of these find-
ings for older adults is that successful aging is attainable
(Rowe & Kahn, 1998).

Emotions and Coping

Emotions have been defined as “the primary forces in orga-
nizing human thought and action . . . [namely,] the emotional
component of consciousness and experience that gives rich-
ness and meaning to individual life and relationships”
(Dougherty, Abe, & Izard, 1996, p. 17). Many argue that

emotions maintain their salience and expressiveness across
the life span (Dougherty et al., 1996).

Socioemotional Selectivity Theory

Carstensen (1995) suggested that, with age, emotions become
more important. For example, in a study in which participants
were presented with a story narrativeolder people, compared
with younger people, had a better recollection of emotional
text than they had for neutral text (Carstensen & Turk-
Charles, 1994). Carstensen noted that emotions are especially
important in the social interactions of older adults, where they
serve as the motivating force in the choice and maintenance of
relationships. Accordingly, she conceptualized the socioemo-
tional selectivity theory (Carstensen, 1993), an organizing
conceptual framework that describes the mechanisms in-
volved in the change in social relationships across the life
span. The theory posits that there is a fundamental change in
quality and quantity of the motives for maintaining social re-
lationships with age. Although similar goals function
throughout the life course, there is a change in the importance
of the goals, depending on the age of the individual. For ado-
lescents and younger adults, information seeking is the most
salient factor in their selection of social relationships. They
select new partners frequently because they are seeking to
gain information about their social world and their place in it
relative to others. In contrast, for infants and older adults emo-
tion regulation is the most important factor in selecting rela-
tionships. For example, older individuals are highly selective
in their social relationships and generally choose partners
with whom they have an established relationship. According
to Carstensen (1995) emotion regulation is most salient for
older adults for two primary reasons. First, with years of ac-
quired experience, there are fewer individuals who can pro-
vide novel information to the older adult; second, as older
adults become more aware of their limited time, they tend to
base their relationships on the potential for emotional re-
wards. In this way, older adults cope with the realization that
their time is limited by placing more emotional salience on the
maintenance of meaningful, long-term relationships and less
on relationships that serve to provide novel information.

Coping

Lazarus (1996) noted that an understanding of coping
processes is necessary to understand the concept of emotions.
He argues that coping is a fundamental aspect of emotion be-
cause it incorporates the components of thinking, acting, and
action impulses. Lazarus and Folkman (1984, p. 141) defined
coping as “constantly changing cognitive and behavioral ef-
forts to manage specific external and/or internal demands that
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are appraised as taxing or exceeding the resources of the per-
son.” They conceptualized two approaches to coping with
stress: emotion-focused and problem-focused strategies. In
emotion-focused coping individuals attempt to lower their
levels of stress by changing the way they view the stressor. In
problem-focused coping individuals attempt to lower their
levels of stress by altering or confronting the situation head-
on. In this type of coping strategy, the individual uses logic
and planful solutions. 

Several studies have been conducted that examine change
in emotion- and problem-focused coping strategies across
time. Of particular interest are two studies that revealed dis-
crepant findings. The first is a study by Folkman, Lazarus,
Pimley, and Novacek (1987) in which older adults were
found to use less problem-focused coping and more emotion-
focused (i.e., escape avoidance) styles than younger adults.
However, a subsequent study by Aldwin (1991) could not
replicate this finding. In fact, older adults in her study re-
ported as many problem-focused strategies as younger adults
and fewer emotion-focused strategies. Aldwin (1994) argued
that adults learn to distinguish between problems that can be
controlled by problem-focused strategies and those that can-
not, and they may actually engage in less coping because they
are aware of the best strategies that work in a given situation.

Tenacious Goal Pursuit Versus Flexible Adjustment

Related to coping strategies and similar to Heckhausen and
Schulz’s (1995) primary/secondary control model and Whit-
bourne’s identity process theory (1987) are the concepts of
tenacious goal pursuit and flexible adjustment (Brandtstädter
& Renner, 1990). This model can account for how older
adults cope with obstacles or difficult situations in a way that
maintains their sense of well-being and prevents depression.
Because adults in old age are increasingly encumbered by
physical limitations and disabilities, it becomes more difficult
for them to attain their desired goals. Adjustment of goals and
expectancies (i.e., flexible goal pursuit) becomes adaptive in
order for them to maintain a sense of well-being and avoid
depression. Similar to Schaie’s (1996) work that demon-
strates that a flexible personality style helps to preserve cog-
nitive decline, flexible goal pursuits help to maintain a sense
of well-being. In contrast, tenacious goal pursuits in the face
of unattainable goals may lead to depression and despair.

CONCLUSIONS AND FUTURE DIRECTIONS

In this chapter we have presented an overview of the field of
personality development in adulthood and aging. We summa-
rized theoretical ideas, conceptual models, and empirical

research covering over five decades of work. The voluminous
body of literature has enriched the field of personality devel-
opment but has also made it difficult to synthesize in one
chapter. An attempt was made, therefore, to present key theo-
retical and empirical works relevant to personality develop-
ment in adulthood and old age. As we have seen, researchers
continue to conduct research on issues of change and stabil-
ity in personality dispositions across the life span. Recently,
however, the focus has shifted to include the underlying
mechanisms involved in the process of personality develop-
ment. The life-span perspective and the contextual models of
development have supported investigations using more
complex, multidimensional models. The future of research
on personality in adulthood and old age must cut across dis-
ciplines to include sociocultural contexts, prevailing histori-
cal influences, physical and psychological health, genetics,
and other physiological factors. 

Furthermore, the trajectory of development is multidirec-
tional and operates as a dynamic process reciprocally inter-
acting between internal and external forces. For example, as
a predictor of later life outcomes, personality transcends a
particular perspective or a specific domain of later life. Given
the demographic swing toward a larger percentage of older
adults, a major concern for researchers, practitioners, and
laypersons is the delay and prevention of age-related disease
and disability. Aspects of the self such as adaptive emotional
regulation, coping strategies, and control beliefs may provide
an important link between early personality dispositions and
later life outcomes. 

Research is beginning to focus on understanding the me-
diators of personality and adaptive outcomes. For example,
there is an emerging body of work examining the mecha-
nisms linking aspects of personality and the self with adap-
tive functioning and health in adulthood and old age (Smith
& Gallo, 2001). Specific personality characteristics have
been linked with the onset and progression of diseases (e.g.,
Tucker & Friedman, 1996). Identifying behavioral and phys-
iological factors associated with personality, such as exer-
cise, stress hormones, and immune functioning, can provide
useful information for designing interventions to promote
successful aging. Such interventions are likely to be most ef-
fective if they are tailored to take individual differences in
personality into account.
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Social relationships between adults are complex. They enable
people to derive information, affection, and assistance from
one another; to learn and convey knowledge about their his-
tory; to acquire and maintain self-identity; and to regulate
affect (Carstensen, 1992). Most social relationships that in-
clude an adult are the product of a lifetime of associations;
many have the potential to affect such far-reaching outcomes
as physical health and psychological well-being. Virtually all
social relationships between adults have the potential to be
affected by illness and disability.

In this chapter we review what is known about social rela-
tionships between adults. We focus exclusively on social
relationships in which all parties are adults and concentrate
on those in which at least one person would be considered
elderly. Not included, therefore, are relationships between
parents and adolescent children and those between grandpar-
ents and young grandchildren. We take a life-course perspec-
tive on social relationships in this review, meaning that we
are concerned with how individuals change over time and
how their transitions are linked to the people with whom
they maintain close relationships. More specifically, in this

chapter we focus on adult social relationships between
(a) spouses, (b) parents and their children, (c) siblings, and
(d) friends. We examine these bonds both within the context
of health and of disability, reviewing conceptual frameworks
as well as empirical literature. We concentrate on reviewing
critical themes, highlighting recently published literature,
and identifying key research questions and findings. On the
basis of our review of the state of the art, we conclude by
making recommendations for future directions that the next
generation of knowledge about social relationships between
adults should take.

THEORETICAL PERSPECTIVES

Theories about social relationships between adults gen-
erally have sought to predict those aspects of social rela-
tionships that are stable over the life course and those that
change. They have also been concerned with predicting
how social relationships can help to explain psychological
well-being.
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Convoys of Social Relationships

One of the earliest theoretical frameworks to focus on inter-
personal relationships from a life-course perspective was
that proposed by Kahn and Antonucci (1980). Their central
proposition was that social support is important to individual
well-being throughout the life course, both for its direct con-
tributions and for its ability to moderate the effects of stress.
They define social support as interpersonal transactions that
include one or more of the following elements: affect, affir-
mation, and aid.

Based on theories of attachment and of roles, Kahn and
Antonucci developed the concept of convoys. They concep-
tualized an individual as moving through the life cycle sur-
rounded by a set of other people to whom he or she is related
by the giving or receiving of social support. An individual’s
convoy at any point in time, they suggest, consists of the set
of people on whom he or she relies for support and those who
rely on him or her for support.

Kahn and Antonucci (1980) suggested that relationships
between individuals could be symmetrical, with an exchange
of approximately equal amounts of support, or asymmetrical,
with one individual providing more support to the other. Fur-
thermore, they contended that a person’s requirements for
social support at any given time are jointly determined by
properties of the situation and of the person. They suggested
that either too much support or too little support could be
detrimental to an individual.

Convoys are conceptualized as being dynamic and lifelong
in nature. Although some components will most likely change
over time, others will remain stable across time and situations.
Kahn and Antonucci suggest that losses and gains in convoys
could have a variety of causes, including death, betrayal,
changes in role, or location. For additional information about
the structure and function of convoys among olderAmericans,
readers are referred to Antonucci and Akiyama (1987).

Socioemotional Selectivity Theory

Consistent with Kahn and Antonucci’s theory, Carstensen
(1991, 1992) proposed the socioemotional selectivity theory,
which posits that reduced rates of social interaction in later
life are the result of lifelong selection processes by which
people strategically and adaptively cultivate their social net-
works to maximize social and emotional gains and minimize
their risks. The theory is rooted in the functions of social con-
tact; it proposes that although these basic functions remain
consistent across the life span, one’s place in the life cycle
influences the salience and effectiveness of specific func-
tions. Carstensen contends that over the life course there is a

reduced likelihood that interaction with casual social partners
will be rewarding, whereas interaction with a select group of
significant others becomes increasingly more valuable.

In an empirical test of the model, Fredrickson and
Carstensen (1990) studied the salience of information poten-
tial, potential for future contact, and affective rewards from
social partners among adolescents, middle-aged people, and
healthy and infirm elderly people. They found that adoles-
cents placed the greatest emphasis on the potential for future
contact and gathering information about social partners to
know them better, whereas elderly people placed the greatest
emphasis on the potential for positive rather than negative
affect in social interactions. Results provide strong support
for the socioemotional selectivity theory, which maintains
that reductions in social contacts across the life span reflect
increasing selectivity in one’s choice of social partners.
Although rates of interaction with acquaintances decline
steadily from early adulthood on, interactions in significant
relationships increase. The findings that interactions with a
core group of social partners from whom people derive affec-
tive gains become more frequent, satisfying, and emotionally
close over the adult life course, while interactions with more
casual social contacts provide fewer affective rewards and
become less satisfying and frequent support the socioemo-
tional selectivity theory.

In a more recent study Lansford, Sherman, and Antonucci
(1998) examined the socioemotional selectivity theory within
and across three historical cohorts, from samples interviewed
in 1957, 1976, and 1980. Data from three cohorts of national
representative samples were analyzed to determine whether
respondents’ satisfaction with the size of their social networks
differed by age, cohort, or both. Results support socioemo-
tional selectivity theory, with more older adults than younger
adults reporting feeling satisfied with the current size of their
social networks rather than wanting larger networks.

Weiss’s Theory of Social Provisions

R. Weiss (1974) developed an elegant theory about provision
of support from kin and from nonkin. He maintains that indi-
viduals require six key social provisions in order to maintain
well-being and to avoid loneliness. These provisions include
those that are assistance-related (reliable alliance, guidance)
and those that are non–assistance-related (social integration,
reassurance or worth, nurturance, attachment). These com-
ponents, provided by primary group relationships (character-
ized by closeness, warmth, and commitment), provide the
total perceived support to people and supply distinctive ben-
efits to them. People lacking each social provision experience
negative effects. For example, a person lacking attachment
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would experience emotional isolation. Someone lacking so-
cial integration would experience social isolation.

R. Weiss (1974) maintains that social relationships tend to
become specialized in their provisions.As a result, individuals
must maintain a number of different relationships in order to
maintain psychological well-being. Some of these provisions
typically are provided by family members, and others typi-
cally are provided by friends. Reliable alliance or instrumen-
tal support is most often provided by family members. Weiss
states that instrumental support is often provided by family re-
gardless of the level of mutual affection or whether one has
reciprocated in the past. Guidance—especially important in
times of stress—is provided by significant others who are seen
as trustworthy and authoritative. Friendships offer provisions
associated with a community of interest such as social inte-
gration. Reassurance of worth is provided by relationships
that support a person’s competence in a social role, such as
colleagues in the workplace or family members at home. Nur-
turance is provided by a relationship in which an individual
takes responsibility for the well-being of another.Attachment-
providing relationships tend to be an exception where special-
ization is concerned. The marital relationship is defined by its
sense of attachment, yet attachment can also be provided by
relationships with other family members or close friends.

R. Weiss’s (1974) model holds that multiple needs must be
satisfied by an individual’s support network. Moreover, he
contends that there is probably an element of almost every
relational provision in each supportive relationship. Weiss’s
theoretical model has received substantial empirical support
(Cutrona & Russell, 1987; Felton & Berry, 1992; Mancini &
Simon, 1984).

CRITICAL QUESTIONS

Four critical questions have been the focus of scholars of
adult social relationships. They are (a) Do relationships with
family and with friends have different effects on people,
(b) Can social relationships have negative as well as positive
effects on people, (c) Does the quantity or quality of social
support best predict well-being, and (d) Can social relation-
ships reduce the risk of functional decline and mortality?
Recent literature regarding the status of each question is sum-
marized in the following discussions.

Do Relationships With Family and With Friends
Have Different Effects on People?

Ties to both family and friends are important. Data consis-
tently indicate that although family members are close and

intimate members of most elderly people’s network, friends
are named as the people with whom they enjoy spending
time, engage in leisure activities, and have daily or frequent
contact. The proportion of same-sex friends reported does not
change across age groups from the teen years through old
age. Although the absolute number of social relations is
smaller in succeeding age groups, the role of friends remains
important throughout life (Davis & Todd, 1985).

There are, however, different roles for family and friends.
Friends are expected to provide companionship and short-
term crisis intervention, whereas family members are ex-
pected to provide more significant resources in areas such as
financial matters, health, tasks of daily living, discussion of
family problems when necessary, and long-term support for
chronic needs (Cantor, 1979; Connidis & Davies, 1990).

Research for two decades has consistently found that
friends are more important to the psychological well-being of
adults than are family members (Adams & Blieszner, 1995;
Antonucci & Akiyama, 1995; Lynch, 1998; Pinquart &
Sorensen, 2000). At the same time, adults who have no fam-
ily or who have poor relationships with family have much
lower levels of general well-being than do others (M. G.
Thompson & Heller, 1990).

Several explanations have been offered to explain this
empirical finding. One explanation provided by Antonucci
(1985) suggests that it is a function of obligatory versus
optional relationships. Family relationships are obligatory;
friend relationships are optional. Family should be available;
thus, their absence is felt as a deficit. Friends do not have
to be available; therefore, their presence is so much more a
benefit. A second explanation is grounded in the fact that
family relationships are ascribed, whereas relationships with
friends are chosen. People cannot choose or substitute their
parents, siblings, and children, even when these relationships
are a constant source of stress. In contrast, people establish
and maintain friendships by mutual choice based on a con-
sensus of common experiences, interests, values, affection,
and reciprocity. The feeling of being desirable elicited by
friendship relations enhances well-being and builds self-
esteem. A third explanation focuses on the extent to which
relationships can be severed. Relationships with family
members clearly are more difficult to sever; this—combined
with the fact that people of all ages are more likely to report
that family members get on their nerves than do friends
(Antonucci & Akiyama, 1995)—may make relationships
with friends more important to psychological well-being.
Fourth, the effect may be a function of the fact that friends are
typically members of the same age group and often share
personal characteristics, cohort experiences, and lifestyles.
Compared with younger family members, higher similarity
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in values and experiences may promote a higher satisfaction
with friendship than with family relationships. Finally,
Larson, Mannell, and Zuzanek (1986) suggest that relation-
ships with friends are more likely than relationships with
family members to be characterized by positive interactions.
Friends are more often a source of enjoyment and socializing;
as such, they are a more significant source of satisfaction.
Family members, on the other hand, are more likely to be re-
sponsible for providing day-to-day physical and emotional
assistance and to serve as sources of security and insulation
against threats and losses. In this role, family relationships
contribute to well-being within a global time frame, as a gen-
eral state dependent on an individual’s overall security and
satisfaction. Friends, in contrast, primarily influence immedi-
ate well-being.

Can Social Relationships Have Negative as Well as
Positive Effects on People?

Although a great deal of research has focused on the positive
effects that social support can have on adults, recently re-
searchers have urged greater attention to the negative side of
informal social relationships. At issue has been the question
of whether positive or negative social exchanges have a
greater impact on older adults’ health and well-being. Since
Rook (1984) demonstrated that social relationships can
adversely influence the psychological well-being of older
adults, several investigators have examined the effects of
both positive and negative social ties in later life (Ingersoll-
Dayton, Morgan, & Antonucci, 1997; Okun & Keith, 1998).
Rook (1990, 1994), reviewing this literature, concludes that
negative and positive social exchanges are unrelated to one
another, and that the detrimental effects of negative social
exchange are more potent than are the beneficial effects of
positive social exchanges. More recently Rook (1997) has
shown that negative social exchanges are related to more life
stress and less supportive networks. Her findings led her to
conclude that both personal characteristics (such as daily
mood and self-esteem) and life context (such as the experi-
ence of stressful life events) influence older people’s vulner-
ability to negative social exchanges.

Recent results from research by Okun and Keith (1998)
suggest that the picture may be more complicated. Among a
sample of respondents aged 60–92 years old, they found that
positive social exchanges with children cushioned the ad-
verse effects of negative social exchanges with both one’s
spouse and other relatives and friends. Furthermore, when
these older adults experienced negative social exchanges with
children, positive social exchanges with other relatives and
friends were especially helpful. An interesting result was

that this relationship was not found in a younger sample of
respondents.

Does the Quantity or Quality of Social Support Best
Predict Well-Being?

Most adults are entrenched in social relationships with peo-
ple who are important to them. Although social isolation is
rare, its effects are devastating in terms of poorer mental and
physical health as well as increased likelihood of morbidity
and mortality (Berkman & Syme, 1979; Chappell & Badger,
1989).

Extensive research has examined the importance of a sin-
gle, close, personal relationship. The importance of a confi-
dant as a buffer against decrements that include role loss and
reduction of social interaction was first introduced by
Lowenthal and Haven (1968). Availability of a confidant has
been associated with higher morale and lower levels of lone-
liness and social isolation in old age (Wenger, Davies, &
Shahtahmasebi, 1995). Having someone in whom one can
confide seems to be equally important for men and women
(Slater, 1995).

Older people who lack confidants report more psycholog-
ical distress and higher rates of depression (Hays et al.,
1998). There is no evidence that widowhood affects levels of
confidant support (Dean, Matt, & Wood, 1992). In a study
that controlled for health behaviors and other confounders
(age, race, education, health conditions), Michael, Colditz,
Coakley, and Kawachi (1999) identified elements of a
woman’s social network as significant predictors of her func-
tional status. Strong predictors of high functioning among
older women were having close friends and relatives and the
presence of a confidant.

The existence of a special confidant is especially impor-
tant to unmarried older people without close relatives, who
rely on these relationships to satisfy the need for intimacy
and emotional security (Gupta & Korte, 1994). Longitudinal
research by Wenger and Jerrome (1999) revealed that al-
though marital status and parenthood are important factors in
the nature of the confidant relationship, over a 16-year period
most older people changed confidants, usually as a result of
increased dependency, disability, or death. Daughters are
preferred over sons as confidants; sisters are preferred over
brothers.

Research indicates that there are differences in the adult
friendships of men and women. Women tend to have more
intimate friendships than do men; men have a greater ten-
dency to focus their friendships around activities (Antonucci,
1990). In addition, whereas women are more likely to have a
female friend as a confidant, men are more likely to rely on
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their spouse as a confidant (Hess & Soldo, 1985). These gen-
der differences are characteristic throughout the life course
(P. H. Wright, 1989).

A great deal of research has examined the number of close
ties that adults have. Wellman and Wortley (1989) found that
adults have between four and seven close, supportive inti-
mates. In their national sample of men and women over 50
years of age, Antonucci and Akiyama (1987) reported an av-
erage of 3.5 very close intimates and 3.5 close intimates.
More recently, Antonucci, Akiyama, and Lansford (1998)
report that the average number of close relationships named
by men and women age 50 and older was 3.65. Women had
significantly more close social relations than did men.

The relationship between the number of close ties and
psychological well-being is complex. Antonucci et al. (1998)
found that for women, the larger the number of close social
relations, the less happy they reported being. For men no
such association existed. These findings are consistent with
Turner and Troll’s (1994) caution that the effects on women
of having more social ties may not always be positive.

The quality of social relations rather than the structural
characteristics of these relations has the most significant
effect on well-being (Antonucci & Jackson, 1987; Oxman,
Berkman, Kasl, Freeman, & Barrett, 1992). People who are
not satisfied with their social relations report higher levels of
depressive symptomatology at all ages than do those who are
satisfied. This is consistent with Carstensen’s (1991) theory
of optimization, suggesting that as people age, they are in-
creasingly selective about the relationships in which they
choose to invest.

Can Social Relationships Reduce the Risk of Functional
Decline and Mortality?

Social relationships have been associated with a host of health
outcomes in adults, including a lower risk of mortality, car-
diovascular disease, cancer, and functional decline (Berkman,
1995; House, Landis, & Umberson, 1988). These benefits ap-
pear to persist into late life (Oxman et al., 1992; Seeman,
1996; Unger, McAvay, Bruce, Berkman, & Seeman, 1999).
They have also been shown to improve survival and recovery
following acute medical conditions (Berkman, Leo-Summers,
& Horwitz, 1992; Glass, Matchar, Belyea & Feussner, 1993;
Jenkins, Stanton, & Jono, 1994; Wilcox, Kasl, & Berkman,
1994). Recent research by Mendes de Leon et al. (1999) re-
veals that being embedded in social relationships reduces the
risk of functional disability and enhances recovery from func-
tional disability.

These protective effects of social relationships may result
from several processes. They include provision of access

to information about health and health care services (Bloom,
1990), encouragement of health behaviors (Bovbjerg et al.,
1995; Mermelstein, Cohen, Lichtenstein, Kanmark, & Baer,
1986), provision of tangible aid (Thoits, 1995), provision of
emotional support to facilitate coping with life stress (Thoits,
1995), enhancement of feelings of self-esteem and control
(Krause & Borawski-Clark, 1994), and influences on neuroen-
docrine or immune functioning (Seeman et al., 1994; Uchino,
Cacioppo, & Kiecolt-Glaser, 1996).

Consistent research indicates that widowhood has more
harmful effects on cardiovascular morbidity and mortality for
men than for women (Berkman et al., 1993; Seeman, 1996).
In a recent study, Unger et al. (1999) found that social rela-
tionships had a stronger effect on functional status for men
than for women. These investigators also found stronger
protective effects of social relationships among respondents
with lower levels of physical performance.

SOCIAL RELATIONSHIPS IN THE CONTEXT
OF HEALTH

The section that follows presents state-of-the-art information
about the social relationships of normal, healthy adults.

Spouse

Although the overwhelming majority of adults marry, signif-
icant changes during the past several decades characterize the
patterns of marriage, divorce, widowhood, and remarriage.
Cherlin and Furstenberg (1994) report that one third of adults
can now expect to marry, divorce, and remarry during their
lifetimes.

Married men and women have better psychological well-
being than do their unmarried peers (Gove, Style, & Hughes,
1990; G. R. Lee, Seccombe, & Shehan, 1991). Research by
Marks (1996) suggests that the pattern may in fact be more
complex. She found that separated or divorced women, wid-
owed women, and single men were significantly more dis-
tressed than were their married counterparts. However,
women who had never married by midlife were not signifi-
cantly different from married women on ratings of psycho-
logical distress. Although she concludes that being single at
midlife appears to be more problematic for men than for
women, she cautions that results are far from conclusive.

For decades cross-sectional research consistently indi-
cated that marital satisfaction changed over the course of
time, with satisfaction being high at the beginning of the mar-
riage, lower during the child-raising years, and then high
again after the children leave home (Orbuch, House, Mero, &
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Webster, 1996). More recently, however, evidence seems to
be mounting suggesting that marital satisfaction drops
markedly over the first 10 years of marriage and then drops
more gradually in the ensuing decades. Analyses by Glenn
(1998), for example, fail to support the widespread belief that
marriages tend to improve at midterm and that the later years
of marriage are the golden ones. Rather, his findings strongly
suggest that the differences in marital satisfaction between
midterm and long-term marriages are largely a function of
cohort differences.

The majority of older adults evaluate their marriages as
happy or very happy, and marital adjustment seems to be
stable over time in enduring relationships (Huyck, 1995).
Levenson, Carstensen, and Gottman (1993) revealed that
compared with middle-aged couples, older couples evi-
denced reduced potential for conflict and greater potential for
pleasure. It remains unclear, however, whether this observed
change is cohort-specific; due to divorce, which removes
those who were unhappy at earlier ages; to the empty nest,
which gives couples the opportunity to attend more closely to
their relationships; or to characteristics that increase with
marital duration, such as shared memories and knowledge of
one another. Longitudinal research has shown that over time
husbands report greater marital happiness and more affection
than do wives (Field, Minkler, Falk, & Leino, 1993).

Much has been learned about marriages by studying those
relationships that survive the test of time. One of the first
studies of marriages lasting at least 50 years was conducted
by Roberts (1979). He reports that significant elements in
long-lasting marriages include independence, commitment,
companionship, and qualities of caring. In a similar vein,
Lauer, Lauer, and Kerr (1990) report that people in long-term
marriages identified the following as important to their mar-
riages: being married to someone they liked as a person and
enjoyed being with; commitment to the spouse and to the
institution of marriage; a sense of humor; and consensus on
matters including aims and goals in life, friends, and decision
making. Husbands and wives were similar in their views.

Goodman (1999a) reports that spouses in long-term mar-
riages felt that intimacy and avoidance of hostile control were
more important than autonomy. Goodman (1999b) also found
that spouses in long-term marriages characterized by higher
levels of reciprocity rated their marriages as most positive.

Retirement represents a major life transition that has the
potential to affect the marriage. Although much of the current
literature on retirement has been characterized by its almost
exclusive focus on individuals, some recent research has
begun to examine the ways in which marital relationships
affect retirement as well as the effect that retirement has on
marriage (Szinovacz & Ekerdt, 1995). Demographic changes

in the past century have created a situation in which more
people than ever before make the retirement transition as
members of couples (Szinovacz, Ekerdt, & Vinick, 1992). A
growing number of couples face the retirement of both
spouses. Issues such as how couples time their labor force
exits in relation to one another and how they anticipate and
adapt to each other’s retirement have gained the attention of
researchers.

Retirement timing is affected by marital status, spouse’s
employment, and family obligations. Married men are more
likely than are nonmarried men to be employed at all ages.
Among women, however, nonmarried and divorced women
tend to delay retirement. They are also more likely than are
married women to report plans for postponed retirement or
plans not to retire at all (Hatch & Thompson, 1992; Morgan,
1992). Married women frequently adjust their retirement to
coincide with that of their husbands, thus retiring relatively
early (Hurd, 1990). Some literature suggests that spouses
time their retirement in relation to one another and tend to opt
for joint retirement unless adverse circumstances preclude or
render that option too costly (O’Rand, Henretta, & Krecker,
1992). There is some evidence that when a husband retires
before his wife does, marital strain may occur (G. R. Lee &
Shehan, 1989; Szinovacz, 1989).

Being married at retirement yields more positive retire-
ment attitudes, higher retirement satisfaction, and better post-
retirement adaptation than does being unmarried (Atchley,
1992; Seccombe & Lee, 1986). Social and emotional support
from spouses is particularly important for married men
(Szinovacz, 1992).

The relationship between retirement and division of
household work has been well studied. Studies consistently
find that retirement does not substantially alter the preretire-
ment division of household work along traditional gender
lines. Rather, partners remain responsible for their respective
feminine and masculine tasks (Szinovacz, 1989). There is,
however, research suggesting that some retired husbands par-
ticipate more in household work after retirement than they
did before retirement. For these couples, the division of labor
becomes more egalitarian after retirement (Dorfman, 1992).
An egalitarian division of labor seems to be gratifying to cou-
ples in retirement (Hill & Dorfman, 1982). Research by Keith
and Schafer (1986, 1991) found that too much help from
husbands may induce marital tensions. They found that the
husband’s presence in the wife’s domain as well as his in-
creased scrutiny of her housework performance can increase
perceptions of conflict and disenchantment among both
partners.

A growing body of research discourages the idea that re-
tirement is a serious threat to marital quality (Atchley, 1992;
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Szinovacz & Ekerdt, 1995). Rather, it seems that marital
quality is stable across the retirement transition. Retirement
does, however, have positive as well as negative affects on
marriages. Positive changes brought about by retirement
include increased freedom to develop joint endeavors,
increased companionship, fewer time pressures, and a more
relaxed atmosphere at home (Szinovacz & Ekerdt, 1995).
Negative changes are evident predominantly from wives’
complaints about husbands’ being underfoot, a lack of pri-
vacy, and too much togetherness (Dorfman & Hill, 1986;
Vinick & Ekerdt, 1991).

Parent-Adult Child

Ties between parents and their adult children have been
the subject of study of Bengtson and his colleagues at the
University of Southern California. Their longitudinal study,
begun in 1971, of three-generation families led to the devel-
opment of a theory of intergenerational family solidarity
(Bengtson & Roberts, 1991). According to that theory, inter-
generational solidarity is marked by six essential compo-
nents. They are association or contact, affection or emotional
closeness, consensus or agreement, function or instrumental
support and source sharing, familism or normative obliga-
tions, and opportunity structures for family interaction.
Empirical tests of the theory have demonstrated its useful-
ness for understanding the nature and quality of relationships
between parents and adult children (Parrott & Bengtson,
1999; Whitbeck, Hoyt, & Huck, 1994) and the effects of fam-
ily relationships on the well-being of older adults (Starrels,
Ingersoll-Dayton, & Neal, 1995).

Because the lives of parents and their adult children are
connected in significant ways for as long as both generations
are alive, life-course transitions experienced by members of
one generation can have consequences for members of the
other generation. Kaufman and Uhlenberg (1998) report that
parental divorce and declines in parents’ health lead to deteri-
orating parent-child relationships. Similarly, problems in a
child’s marriage cause strain in parent-child relationships.

A good deal of research has sought to understand whether
the relationships between parents and adult children are more
important to the parents or to the children. The developmen-
tal stake hypothesis posited by Bengtson and Kuypers (1971)
suggests that young adult children and their parents vary in
their perception of generational relations based on their loca-
tion within the family lineage and their developmental stage.
Specifically, young adults need to perceive large differences
in values and attitudes among family lineage members as
they develop an identity separate from that of their parents. At
the same time, middle-aged parents have a need to perceive

closer ties with their adolescent and young adult children as
they strive to achieve generativity and enjoy the fruits of their
parenting efforts. Thus, according to the developmental stake
hypothesis, members of the older generation should perceive
less distance between the generations than do members of
the younger generation. The developmental stake hypothesis
has been supported by several studies of intergenerational ties
(Lynott & Roberts, 1997) More recently, Giarrusso, Stallings,
and Bengtson (1995) presented the term intergenerational
stake to emphasize that the stake refers to relationships be-
tween generations. Their analysis of changing perceptions
of affectual solidarity among middle-generation parents and
their adult children support the concept of an intergenera-
tional stake.

Relationships between parents and their adult children
are marked by mutual reliance across the generations
(Umberson, 1992). Both generations prefer to live apart from
one another; when the generations do live together, however,
there has been controversy regarding whether they do so
more because of the parent’s or the child’s needs. Aquilino
(1990) and Ward, Logan, and Spitze (1992) present data indi-
cating that parental needs are irrelevant to coresidence and
that it is characteristics of adult children that lead to these
arrangements. Furthermore, Aquilino (1990) reports that
when parents and adult children live together, they usually
reside in the parent’s rather than the child’s home. G. R. Lee
and Dwyer (1996), however, caution that these findings may
be unique to young-old people and their adult children, while
the picture is quite different for very old people. Their analy-
sis, similar to findings by Crimmins and Ingegneri (1990),
and Soldo, Wolfe, and Agree (1990), indicates that in addi-
tion to children’s characteristics (marital status, employment
status), the probability of coresiding with adult children is in-
creased by parents’ advanced age, failing health, and absence
of a spouse.

The accomplishments of adult children have significant
effects on the well-being of their parents. Research by Ryff,
Schmutte, and Lee (1996) revealed that parents’ well-being is
linked to assessments of how their children have turned out,
how the accomplishments of these children compare with
those of their parents, and the extent to which the parents see
themselves as responsible for their children. Parents felt
better about themselves when they saw their children as
doing well. However, parents who felt that their children
were doing better than they themselves had done as young
adults had lower levels of well-being. Parents who evaluated
their children as less successful reported lower levels of
responsibility and had the lowest levels of well-being.

Much has been written about filial responsibility. Early
research by Seelbach (1984) investigated the extent to which
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older parents expected their children to assist them in times
of need, live near or share a home with them, have contact
with them, and provide various forms of emergency assis-
tance. This research found that holding expectations of high
filial responsibility was inversely related to morale of the
older parents. An interesting analysis contrasting expecta-
tions for filial responsibility from the perspective of multiple
generations of women by Brody, Johnsen, and Fulcomer
(1984) revealed that although each successively younger
generation expressed more egalitarian attitudes about the ap-
propriateness of both sons’ and daughters’ providing parental
care than the previous one, all respondents believed that
children should be available to help parents when help is
needed.

In the United States, parents and their adult children usu-
ally have frequent contact with one another (Troll, Miller, &
Atchley, 1979), and even where geographic distance is con-
siderable, they usually maintain contact (Dewit, Wister, &
Burch, 1988). In addition to being in contact with one an-
other, parents and their adult children are often involved in
extensive exchange networks with one another (G. R. Lee &
Ellithorpe, 1982). On the whole, older parents continue to
provide support of various kinds to their adult children and
are more likely to give help to than to receive help from their
adult children (Riley & Foner, 1968) until forced by health
declines to stop.

Siblings

The sibling bond occupies a unique position among family
relationships. It has the potential to last longer than any other
human relationship; it includes people who share a common
genetic, cultural, and experiential heritage; and because it is
an ascribed rather than an achieved role, it remains part of an
individual’s identity regardless of changes in marital status,
place of residence, or financial well-being (Bedford, 1996a,
1996b; Cicirelli, 1995). Yet despite the sibling bond’s cen-
trality within an individual’s life, research about adult sibling
relationships has received little scholarly attention, especially
when contrasted with the vast number of studies that have
examined spouse and parent-child relationships (Campbell,
Connidis, & Davies, 1999; Goetting, 1986).

Sibling relationships vary over the life course. After in-
tense relations in childhood and adolescence, siblings tend to
withdraw into families of procreation in adulthood, but come
closer together again as their children leave home and their
spouses die (Campbell et al., 1999; Goetting, 1986; T. R. Lee,
Mancini, & Maxwell, 1990). Research regarding relation-
ships among siblings during middle and old age varies in its
conclusions about the strength of ties between siblings.

Most studies of the relationships between adult siblings
indicate that these relationships are characterized by support-
iveness, concern, and mutual affection (Cicirelli, 1995, 1996;
Miner & Uhlenberg, 1997), yet these relationships are ex-
pressed differently from the way they were in early childhood
(Cicirelli, 1988; Scott, 1990). In terms of exchange, some
studies find that adult siblings exchange many services and
have frequent contact (e.g., Wellman & Wortley, 1989),
whereas other studies find evidence of limited support and
contact (Avioli, 1989). When instrumental aid is exchanged
between adult siblings, the situation is ordinarily temporary
in duration, aid is received reluctantly, and it is accepted only
if assistance from a spouse or adult child is not available
(Avioli, 1989; Cicirelli, 1991). Both Cicirelli (1995) and
Ross and Milgram (1982) found that the frequency of contact
and kinds of involvement adult siblings have with one an-
other are volitional and dependent on circumstances. Siblings
stand ready to help one another in time of need and provide
a sense of companionship and support when there is a crisis
or serious family problem (Connidis, 1994).

Sibling support is especially important for unmarried
adults, for older people, and for people experiencing short-
term crises (Campbell et al., 1999; Connidis, 1989). Nonethe-
less, direct care by one sibling for another in middle or old
age is the exception rather than the rule. Research indicates
that most older people have at least one living sibling
(Cicirelli, 1996) and that they see their siblings at least sev-
eral times a year. Very few siblings actually lose contact with
one another.

In general, adults express positive feelings about their
sibling relationships, with gender (females higher than
males) and race (African Americans higher than European
Americans) affecting feelings of intimacy, congeniality, and
loyalty (Bedford, 1995; Cicirelli, 1995; Miner & Uhlenberg,
1997). Relationships with sisters are particularly important in
old age, whether it is a sister-sister or brother-sister relation-
ship (Cicirelli, 1996).

Sibling rivalry is low throughout adulthood and old age.
Rivalry is greatest between pairs of brothers and least
between cross-sex siblings (Cicirelli, 1985). Research by
Bedford (1992) suggests that the sibling relationship waxes
and wanes depending on critical events, including marriage
or divorce, changing interests, employment change, reloca-
tion, illness and death, behavior and achievement of children,
and family arguments.

Friends

In contrast to most primary social relationships, those be-
tween friends are marked by their voluntary nature. Scholars



Social Relationships in the Context of Illness and Disability 495

have been interested in understanding how friendships are
formed and maintained. They have also analyzed friendship
networks (Blieszner & Adams, 1992). Adams and Blieszner
(1994) presented an integrative conceptual framework for
studying adult friendships. The framework posits that the
social structural and psychological aspects of individual
characteristics operate together to shape behavioral motifs,
which in turn influence friendship patterns. However, very
few empirical studies of adult friendships exist.

Research on friends has focused on describing the effects
of various personal characteristics on friendship patterns.
Fischer and Oliker (1983) found that middle-aged men tend
to have a larger number of friends and middle-aged women
tend to have friendships that are more intimate. Friendship
patterns are likely to change as people make life-course
transitions (Allan & Adams, 1989) or as they mature
(Brown, 1991). L. Weiss and Lowenthal (1975) found that
older adults—more than middle-aged or younger ones—
tended to have complex, multidimensional friendships.
Adult friendship networks tend to be homogeneous in terms
of occupational status, ethnicity, age, marital status, income,
education, gender, and religion (Fischer, 1982; Laumann,
1973).

SOCIAL RELATIONSHIPS IN THE CONTEXT
OF ILLNESS AND DISABILITY

As indicated previously, social relationships between adults
are marked by varying degrees of reciprocity and interdepen-
dence. When an adult suffers from illness or disability, the
nature of most of the social relationships in which he or she is
engaged changes dramatically. Although a vast literature has
focused on the effects that illness and disability have on the
mental health of caregivers (Schulz, O’Brien, Bookwala, &
Fleissner, 1995), less attention has been paid to the effects
that chronic illness and disability have on social relation-
ships. The next section reviews what is known about rela-
tionships between spouses, parents and children, siblings,
and friends in the context of illness and disability.

When a person becomes ill or disabled and requires assis-
tance, this aid is generally provided by one primary caregiver.
Shanas’s (1979) observation that caregivers respond follow-
ing a “principle of substitution” still rings true. The hierarchy
of caregivers begins with a spouse. In the absence of a
spouse, an adult daughter generally assumes the role of pri-
mary caregiver. Sons and daughters-in-law play significant
roles when daughters and spouses are not available. Other
family members and friends play the role of caregiver when
alternatives are not available, although there is evidence

that the caregiving role becomes less intense as the caregiver
becomes more removed from the care receiver.

There has been some discussion in the literature about
how the quality of the relationship between caregiver and
care recipient affects various outcomes. One of the few
theoretical perspectives to examine the role that quality of
relationship has on outcomes was posited by Lawrence,
Tennstedt, and Assmann (1998). Their perspective suggested
that quality of the relationship would play a significant role as
mediator or moderator of the relationship between primary
stressors and caregiver well-being. Empirically they found
that relationship quality had a direct effect on outcomes, with
higher levels of relationship quality related to lower levels of
depression. The mediating and moderating roles of rela-
tionship quality were more modest. Relationship quality
mediated the linkage between problem behaviors and role
captivity, a finding that Lawrence et al. (1998) explain as due
to problem behaviors’ causing a decrease in relationship
quality because of increased role captivity. Townsend and
Franks (1995) found evidence that the quality of relation-
ships between adult child caregivers and their elderly parents
mediated the impact of the parents’ impairment on the adult
children’s well-being.

Spouse

Chronic illness can affect marital status, marital satisfaction,
marital quality, and marital interaction (Burman & Margolin,
1992) by shifting the core relationship. The literature examin-
ing a link between the onset of chronic illness and divorce is
equivocal, with some studies finding that divorce is more
prevalent among individuals with chronic illness, whereas
others find that the divorce rates of persons with chronic ill-
ness do not differ from those in the general population
(Revenson, 1994). Rolland (1994) has suggested that the
onset of chronic illness forcefully challenges the emotional
and physical boundaries of a couple’s relationship. Maintain-
ing emotional connection and knowing how to help one an-
other and how to build the other’s self-esteem are important
processes in achieving good marital functioning in illness.

Litman (1979) posited that strong marriages become
stronger and weak marriages deteriorate in the face of
chronic illness. An alternative hypothesis is that close fami-
lies become severely strained and less enmeshed relation-
ships are better able to adapt to illness. Empirical studies
suggest that although some couples report that their mar-
riages become stronger during the course of illness (Fuller &
Swensen, 1992), other couples become overwhelmed by the
demands of the illness. Wallerstein and Blakeslee (1995) sug-
gest that change of any kind has the potential to strengthen or
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weaken marriage depending on the transactional patterns
developed to meet illness tasks or challenges.

Husbands and wives experience unique stresses as a result
of living with a person who is chronically ill. Spouses oc-
cupy a dual role when one member has a chronic illness.
They are the primary providers of support to the ill person
and they are also the family members who need support as
they cope with illness-related stressors. Revenson (1994) has
suggested that some of the stresses emanate directly from
caregiving—spouses are inextricably involved in decision-
making about treatment and day-to-day care. Other stresses
emerge from the need to restructure family roles and respon-
sibilities as the disease progresses. Still other stresses are fil-
tered through the lens of the individual’s experience, as in the
case of a spouse who feels helpless at seeing his or her part-
ner in pain.

The chronic illness of a spouse can be particularly chal-
lenging when the concomitant role responsibilities lie outside
of traditional gender roles. For example, when married
women are afflicted with disabling illness such as rheumatoid
arthritis or multiple sclerosis, husbands need to take on a
greater share of household chores. Similarly, some wives of
men whose employment is terminated by disability find that
they need to work outside the home.

Spouses are the first line of defense when it comes to care-
giving. They provide love and affection as well as tangible
assistance with day-to-day responsibilities and special needs
created by treatment regimens; validate the patient’s emo-
tions or coping choices; help their partners reappraise the
meaning of the illness; and share the existential and practical
concerns about how the illness may affect the marriage and
family in the future. Frail older people who are cared for by
spouses are likely to be more impaired and in greater need of
long-term care than are those assisted by other informal care-
givers (Hess & Soldo, 1985). Studies focusing on spouse
caregivers reveal that although women do not necessarily
provide more hours of care than do men, they tend to provide
more intimate types of care, have more frequent contacts, and
more often have to deal with disruptive and aggressive be-
haviors (L. K. Wright, Clipp, & George, 1993). When men do
care for an impaired spouse, they are more likely to receive
outside sources of assistance than when women provide care
to an impaired spouse (Johnson & Catalano, 1983).

Spouses of individuals with chronic illness often experi-
ence depression and anxiety, marital communication difficul-
ties, sleeping disorders, problems at work, and compromised
immune system functioning (Coyne & Smith, 1991; Elliot,
Trief, & Stein, 1986; Kiecolt-Glaser et al., 1987). Some
research has found that spouses of ill persons experience
even greater levels of distress than their partners do (Coyne,

Ellard, & Smith, 1990) and that this distress persists over
time (Michela, 1987).

Because sexual intimacy is often important within the
marital relationship, chronic illness has the potential to dra-
matically alter this relationship. Research across a number of
different illness conditions has documented decreased sexual
desire and activity, interference with sexual performance, and
increased dissatisfaction with sexual functioning (Andersen,
Anderson, & DeProsse, 1989).

Much of the research that has examined changes in the
marital relationship in the context of disability has focused on
people who are coping with cognitive impairment. These
studies reported that significant declines in marital inti-
macy and quality were associated with the caregiving role
(Blieszner & Shifflett, 1990; Morris, Morris, & Britton, 1988;
L. K. Wright, 1991). Theories invoked to explain these
changes include social exchange, equity theory, and role the-
ory. Social exchange and equity theories suggest that persons
who become caregivers will experience less marital happi-
ness than will noncaregivers because of the inequities in ben-
efits and costs associated with the caregiving role (Buunk &
Hoorens, 1992). Role theory suggests that marriages coping
with chronic illness and caregiving may “suffer a crisis be-
cause of the resulting challenge to the established role and
myths that maintained the system” (S. C. Thompson & Pitts,
1991, p. 121). Russo and Vitaliano (1995) found that care-
giver spouses reported significantly more changes in their
marital relationship over time than did noncaregivers.
Burman and Margolin (1992) found that spousal illness can
affect marital quality and marital interaction. Townsend and
Franks (1997) found that greater cognitive impairment of a
spouse (but not greater functional impairment) was related to
less emotional closeness between spouses. Booth and
Johnson (1994) reported that health declines in a spouse were
associated with declining marital happiness and with an
increase in proneness to divorce.

Tower, Kasl, and Moritz (1997) contend that cognitive
impairment can alter the marital relationship in a number of
ways. Cognitive decline in a partner can result in changes in
personality, mood regulation, behavior, memory, planning,
reason, and judgment, all of which have the capacity to inter-
fere with maintenance of empathic connections in close
relationships. Cognitive decline can represent the loss of a
resource, loss of emotional closeness, and change in the
meaning of dependency. Tower et al. (1997) suggest that cop-
ing with the cognitive impairment of a spouse may be far
more difficult when the couple is emotionally close than
when a less intense relationship characterizes the couple.
They posit that continuation of mutual closeness in the con-
text of a spouse’s severe impairment may represent a failure
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in adaptation. There is some evidence that close couples are
more affected by changes in a spouse than are less close cou-
ples (Tower & Kasl, 1996). Tower et al. (1997) found that
marital closeness moderated the impact of a wife’s cognitive
impairment, with husbands in close marriages affected more
strongly than husbands in less close marriages. These effects
were not found for wives.

The nature and intensity of distress experienced by
spouses of persons with chronic illness may be linked to the
particular challenges presented by a particular diagnosis
(Revenson, 1994). The emotional turmoil experienced by
spouses of cancer patients parallels the concerns expressed
by patients, focusing on fears of recurrence and death (van
der Does & Duyvis, 1989). Spouses of heart disease patients,
concerned about a second—possibly fatal—infarction, walk
a tightrope between being supportive and protective of their
partner, yet not trying to be too controlling and solicitous, and
minimizing or hiding their fears and concerns from their
spouses (Coyne & Smith, 1991). Studies of patients with
rheumatoid arthritis, a highly painful and disabling condition,
but one with low life-threat, suggest that the greatest burden
is in the areas of social and leisure activities, family activi-
ties, sex, and taking on additional household responsibilities
as the patient becomes more disabled (Newman & Revenson,
1993).

Cannon and Cavanaugh (1998) describe the changes that
ensue for couples when one member develops chronic ob-
structive pulmonary disease. They find that when illness al-
ters system inputs and increases stress, interpersonal stress
and tension may disorganize system functioning. As the
patient experiences dyspnea, both partners may limit social
activities in order to reduce demands on the patient. As a con-
sequence, opportunities fostering support and self-worth are
lost, and feelings of sadness, depression, and guilt can occur.
Over time, demands on marital functioning spiral upward as
physical functioning declines for the patient and support out-
side the marital dyad decreases. The physical changes may
interfere with each spouse’s perceptions and responses to the
other’s behaviors and expressed feelings, emotions, and
thoughts. Over time the health of both spouses as well as their
relationship may become jeopardized.

Marital functioning in chronic illness is altered by the
increasing demands of illness-related tasks (Cannon &
Cavanaugh, 1998). Corbin and Strauss (1984) describe the
need for collaboration between partners in the concurrent
management of their individual life trajectories and the
chronic illness trajectory.

Little is known about how the marital relationship is al-
tered when one member of the couple is dying and the end of
the relationship is near. Research on cancer patients and their

spouses describes an increase in the expression of affection
(Rait & Lederberg, 1989) and an increase in problems in the
relationship caused by the stress of cancer (Knakal, 1988;
Pederson & Valanis, 1988). Swensen and Fuller (1992) found
that husbands and wives coping with cancer reported ex-
pressing more love to each other after the diagnosis of cancer
and more love than did a comparison group not coping with a
life-threatening health condition. There were no differences
in marriage problems reported by the two groups of spouses.
Cancer couples reported feeling less committed to one an-
other after the diagnosis of cancer, suggesting that a process
of anticipatory grief and “letting go” had begun.

Parent-Adult Child

In the absence of a spouse, an adult daughter usually assumes
responsibility for caring for a disabled parent (Horowitz,
1985a). Although sons do participate in parent care, they typ-
ically become primary caregivers only when there is not an
available female sibling (Horowitz, 1985b). Of the caregiv-
ing sons surveyed by Horowitz (1985b), 88% were either
only children, had only male siblings, or were the only child
geographically available. Moreover, when sons were identi-
fied as the primary caregiver, they were more likely than
were daughters to rely on their spouses for additional sup-
port, less likely to provide as much overall assistance to their
parents, and less likely to help with “hands-on” tasks such as
bathing and dressing. Dwyer and Coward (1991), in a multi-
variate analysis, found that even after controlling for a vari-
ety of factors known to influence the relationship between
gender and the provision of care to impaired elders (age,
gender, and level of impairment of the elder; marital status,
age, employment status, and proximity of the adult child),
daughters were 3.22 times more likely than sons to provide
assistance with activities of daily living (ADL) and 2.56
times more likely to provide assistance with instrumental
activities of daily living (IADL).

Although the stereotypical model of help for elderly par-
ents is that of one adult daughter who assumes the entire bur-
den of providing help to elderly parents, there is evidence
suggesting that in many families adult siblings share parent
care responsibilities more equitably. Matthews and her col-
leagues (Matthews, Delaney, & Adamek, 1989; Matthews &
Rosner, 1988) examined the helping behaviors of the entire
sibling subsystem. Pairs of sisters in a two-child family
tended to share responsibility for both tangible help and
moral support to their parents, with an almost equal division
when both sisters were employed. In larger families, sisters
tended to provide regular, routine help to the parents or to
help in a backup capacity, whereas help provided by brothers
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tended to be limited to a few areas of male expertise, to be
sporadic, or to be nonexistent. Coward and Dwyer (1990)
also found that brothers from mixed-gender sibling networks
provided significantly less help to parents than did their sis-
ters, but that brothers from single-gender siblings provided
approximately as much help as did sisters from single-gender
sibling relationships. Dwyer, Henretta, Coward, and Barton
(1992) found that a given adult child’s initiation or cessation
of help to an impaired elderly parent was dependent on the
helping behaviors of that child’s siblings. Cicirelli (1992)
reports that in about half the families he studied, all siblings
coordinated their efforts in providing care to disabled par-
ents. In about a fourth of the families there was partial coor-
dination of efforts, and in the remaining fourth of the families
each sibling helped with care as he or she wished, indepen-
dently of the others.

Although the overwhelming majority of literature about
the effects of disability on parent-child relationships has cen-
tered on situations in which the parent becomes ill, there is
growing attention to understanding parent-child relationships
of adult children with chronic disability. As parents of chron-
ically disabled children enter old age, they face not only the
health problems and social changes experienced by their age
peers, but they also must confront the challenges associated
with the needs of their aging child. As time passes, the situa-
tion ensues in which there is increased likelihood that the
older adult child may require care from very old parents who
themselves may require care. Because of differences in life
expectancy between men and women—as well as the ten-
dency for the current cohort of women to have assumed the
primary role of lifelong caregiver—mothers of chronically
disabled adult children are more likely than fathers are to find
themselves in the role of primary caregiver.

The trend towards deinstitutionalization has resulted in
parents—especially mothers—having long-term caregiving
responsibilities for their severely disabled adult children suf-
fering from developmental disability or from severe mental
illness, including schizophrenia (Fujiura & Braddock, 1992;
Lefley, 1987). Although the majority of empirical studies
have focused on the effects that these caregiving relation-
ships have on the caregiving parents (Greenberg, Seltzer, &
Greenley, 1993; Pruchno, Patrick, & Burant, 1996), it is
likely that relationship quality and reciprocity between parent
and adult play important roles.

Siblings

Although people with disabilities and poor health generally
do not turn to their siblings for support, among people who
never married and those who are widowed, help from

siblings often becomes the first line of defense (Johnson &
Catalano, 1981). Gold (1989) reports that sisters both give
and receive more help than do brothers. Gold also found that
when people stopped providing assistance to their siblings, it
was because their own health had declined.

Friends

Although friendships remain important to well-being into
late life, certain concomitants of age—especially old age—
have been shown to negatively affect friendship relation-
ships. Poor health, especially when it involves functional
limitations, has a negative impact on friendships (Allan &
Adams, 1989; Mendes de Leon et al., 1999).

Little scholarly research has examined the conditions
under which friends become caregivers, the extent to which
they provide care, and for whom care is provided. Himes and
Reidy (2000) suggest that the role of friends in caregiving is
important from two perspectives. First, in some instances
friends provide the bulk of care and are an important source
of support. Although friends may constitute a small part of
the national informal care network, for some individuals they
may be a vital source of assistance (Cantor, 1979). Second,
the role of friends may increase over time if families become
unable or unwilling to provide the level of care needed by
frail and disabled family members.

When illness strikes, friends are more likely to provide
support when family support is not an option, when short-
term assistance is needed, when the need for help is unpre-
dictable, or when it is convenient. Cantor (1979) found that
nonrelatives, both friends and neighbors, were a valuable
source of care for those without family members. Unmarried
older women rely more on their friends for both emotional
and instrumental support than do their married peers
(Roberto & Scott, 1984). Friends often provide emotional
support to one another (Adams & Blieszner, 1989; Roberto,
1996). They generally provide only limited instrumental sup-
port, with the most common type of help being transporta-
tion (Roberto, 1996; Roberto & Scott, 1984). Furthermore,
research indicates that friends help with transportation when
they can do so conveniently, or in an emergency when no one
else is available. They also help with home repairs, with
shopping or errands, and with household tasks. Reinhardt
(1996) documented the importance of friendship support in-
dependent of family support to people adapting to chronic
visual impairment.

Using data from the National Survey of Families and
Households, Himes and Reidy (2000) examined the roles that
friends play in the provision of care. They found that among
caregivers, women providing care to a friend are more likely
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to be age peers and less likely to be employed or married than
were family caregivers. Friends were less likely than were
family members to take on care responsibilities when those
responsibilities conflicted with other roles. Additionally,
when friends do provide care, they provide that care for
shorter periods of time and for fewer hours.

LOSING SOCIAL RELATIONSHIPS

Much can be understood about the value of social relation-
ships from research that has examined reactions to lost social
relationships. Loss of a significant social relationship can
affect the structure and dynamics of other relationships
(Perkins, 1990). A death in the family, for example, may lead
to increased closeness or strain in relationships among sur-
viving family members.

Spouse

In the United States, the marital relationship can be termi-
nated either by death or by divorce. With age, the likelihood
of divorce decreases, whereas the likelihood of death of a
spouse increases. However, women are more likely to expe-
rience divorce and less likely to experience widowhood
today than they were 30 years ago.

In 1998, 19.4 million adults—representing 9.8% of the
adult population—were divorced (Lugaila, 1998). Divorce is
prevalent in the United States, with projections suggesting
that almost half of all marriages will end in divorce (Cherlin,
1992; Furstenberg, 1990). Marital disruption is not randomly
distributed. The risk of divorce in first marriages is far higher
for younger couples than for those marrying after their
early twenties (Furstenberg, 1990). Similarly, high-school
dropouts have twice the rate of marital breakup as those with
at least some college, and the rate of divorce is about 50%
higher among African Americans than among European
Americans (Castro-Martin & Bumpass, 1989). Second mar-
riages have a higher risk of divorce than do first marriages
(McCarthy, 1978).

A great deal of research has addressed the extent to which
divorce is predictable. Gottman and Levenson (2000) con-
tend that there are two periods critical to the survival of a
marriage: the first 7 years of the marriage, during which half
of all divorces occur (Cherlin, 1992); and at midlife, when
people often have young teenage children. The set of vari-
ables that predicted early divorcing was different from the set
that predicted later divorcing. Negative affect during conflict
predicted early divorcing, but it did not predict later divorc-
ing. In contrast, the lack of positive affect in events of the day

and conflict discussions predicted later divorcing but not
early divorcing.

Research consistently indicates that people who are di-
vorced experience lower levels of psychological well-being
than do people who are married (Aseltine & Kessler, 1993;
Davies, Avison, & McAlpine, 1997; Marks & Lambert,
1998). Wang and Amato (2000) found that adjustment to di-
vorce was positively associated with income, dating someone
steadily, remarriage, having favorable attitudes toward mari-
tal dissolution prior to divorce, and being the partner who ini-
tiated the divorce. Economically, divorce has more severe
implications for women than for men (Furstenberg, 1990).

Divorce has been called a transitional family status be-
cause eventually nearly 75% of divorced men and 60% of
divorced women reenter marriage (Spanier & Furstenberg,
1987). Men remarry more quickly than do women, in large
measure due to the greater availability of marriage partners.

When a spouse dies, the survivor must not only adjust to
the loss of a close relationship, but also manage the daily de-
cisions and responsibilities that were once shared by both
spouses (Wortman, Kessler, & Umberson, 1992). Consistent
evidence indicates that widowhood is associated with re-
duced psychological health (Stroebe & Stroebe, 1987). Most
research finds that within the first few months of bereave-
ment, recently widowed people show worse mental health
than do married controls (Gallagher-Thompson, Futterman,
Farberow, Thompson, & Peterson, 1993; Lund, Caserta, &
Dimond, 1993).

It is unclear, however, how long these effects last. Al-
though longitudinal studies typically find that widowed and
married people are similar to one another after a year or two
(Gallagher-Thompson et al., 1993; Harlow, Goldberg, &
Comstock, 1991; Lund et al., 1993; Mendes de Leon,
Kasl, & Jacobs, 1994), cross-sectional studies typically find
that widowed individuals score higher on depression scales
than do married people even 4 years postdeath (Lehman,
Wortman, & Williams, 1987; Zisook & Shuchter, 1986).

Using a prospective research design that contrasted the
experiences of twins—one who experienced widowhood and
one who did not—Lichtenstein, Gatz, Pedersen, Berg, and
McClearn (1996) found that widowhood had both short-term
and long-term effects on psychosocial health. They found
that recently bereaved individuals of both sexes reported
more loneliness and depressive symptoms and less satisfac-
tion with life compared to their married twins. These twin
control analyses also indicated that among women, the
married twin experienced greater well-being than did her
long-term bereaved twin, even after 5 years of widowhood.
Results from this study show that long-term widowed indi-
viduals who have been bereaved an average of 17 years for
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women and 13 years for men still have lower psychosocial
health than do married individuals. These investigators found
that widowhood had no effects on self-rated health status.

All losses, however, are not equal. An interesting analysis
by Carr et al. (2000) concludes that adjustment to widow-
hood is most difficult for those experiencing high levels of
warmth and instrumental dependence and low levels of con-
flict in their marriages.

An issue that has been the subject of many studies is
whether widowhood is more traumatic for men or for women.
Widowhood is a more common experience among women
than among men. Although some studies report no gender
differences in the psychological consequences of widowhood
(Faletti, Gibbs, Clark, Pruchno, & Berman, 1989; Lund,
Caserta, & Dimond, 1989), others found widowed women to
be more distressed than widowed men (L. W. Thompson,
Gallagher, Cover, Galewski, & Peterson, 1989). Most stud-
ies, however, have found widowhood to have a more adverse
effect on men than on women (G. R. Lee, DeMaris, Bavin, &
Sullivan, 2001; Mendes de Leon, Kasl et al., 1994). G. R. Lee
et al. (2001) explain that this effect is largely due to the com-
paratively low levels of depressive symptoms among married
men. Although widowed men and women experience similar
rates of depressive symptomatology, for men, marriage is
such a strong barrier to the symptoms of depression that the
end of marriage results in higher rates of depression.

Parent-Adult Child

One of the most common deaths faced by adults is the death of
a parent. Demographers report that the death of a mother is
most likely to occur when children are between the ages of 45
and 64 and that the death of a father is most likely to occur when
children are between the ages of 35 and 54 (Winsborough,
Bumpass, & Aquilino, 1991). Annually, approximately 5% of
the U.S. population experiences this type of loss (Moss &
Moss, 1983).

Researchers have examined the impact of death of a par-
ent on their middle-aged children’s emotions (Norris &
Murrell, 1990; Scharlach, 1991). Scharlach (1991) found that
adult children had a range of persistent emotional responses
to their parent’s death, including being upset, crying, having
painful memories, experiencing loneliness, and being preoc-
cupied with thoughts of their parent. Research by Douglas
(1990–1991), Kowalski (1986), Robbins (1990), and
Scharlach (1991) examined the extent to which death of a
parent affects the sense of self experienced by their middle-
aged children.

Another aspect of bereavement that has been examined is
family relationships. Umberson (1995), studying a national

sample, found that marital quality is negatively affected by
the death of a parent. Compared with nonbereaved individu-
als, individuals who have recently experienced the death of a
mother exhibit a greater decline in social support from their
partner and an increase in their partner’s negative behavior.
Compared with nonbereaved individuals, individuals who
have recently experienced the death of a father exhibit a
greater increase in relationship strain and frequency of con-
flict, as well as a greater decline in relationship harmony;
similar findings are reported by Douglas (1990–1991) and
Guttman (1991). Rosenthal (1985) found that if the deceased
parent had a central role in the family, that person’s death
caused a ripple effect in the same and younger generations.
Fuller-Thomson (2000) reports that people who have experi-
enced the death of at least one parent and those who have a
parent in ill health are more likely to report that they do not
get along well with a sibling.

A number of background characteristics of adult children
and their parents have been associated with bereavement.
Scharlach (1991) and Moss, Moss, Rubinstein, and Resch
(1993) found that younger adult children were more affected
by grief than were older adult children. Scharlach found that
children with higher levels of income and education were
more affected by a parent’s death than were those with lower
socioeconomic status. Moss, Resch, and Moss (1997) report
that daughters expressed more emotional upset, somatic re-
sponse, and continuing ties with their deceased parent than
did sons, whereas sons reported more acceptance of their par-
ent’s death than did daughters.

Sibling

Adults generally have siblings throughout their lives. When
an adult dies there is often a surviving sibling to grieve over
the loss. Moss and Moss (1986, 1989) identified three inter-
twined themes experienced by adults who lose a sibling to
death: impact on the personal meaning of death, threat
to self, and shifts in family alignments. They contend that
when a sibling dies, the survivor often experiences feelings
of personal vulnerability to death. Because siblings are
members of the same generation, sibling deaths—except
among those who are extremely old—are perceived as “off
time.” The sense of vulnerability may be especially strong
for the last surviving sibling. Death of a sibling has the po-
tential to require a shift in the expectations and goals that
the survivor has for him- or herself. It can also alter the
unity of the family and realign family relationships. It can
lead to a redistribution of roles and a shift in family expec-
tations as family members renegotiate relationships with one
another.
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Friends

Death of a friend has received very little research attention.
Sklar and Hartley (1990) used the term hidden grief to de-
scribe friends who silently grieve the death of close friends.
They suggest that these forgotten mourners are at increased
risk for complications of bereavement because they may
experience the social and emotional transformations of be-
reavement while they are forced to suffer the lack of institu-
tional outlets that act as supports for the transformations. The
degree of grief and mourning that follow the death of a friend
varies as a function of the age of the friends and the intensity
and centrality of the friendship (Kemp, 1999).

NEXT STEPS

Although a great deal is known about social relationships be-
tween adults, scientists have only begun to scratch the sur-
face regarding our understanding of these relationships and
the effects that they can have. Conceptual thinking about so-
cial relationships has been anchored in descriptions of how
social relationships change over time. The concept of a con-
voy of supportive people—some of whom change over time,
others who remain stable, surrounding an individual as he or
she ages—is compelling. That reduced rates of social interac-
tion in later life are the result of a lifelong selection process
by which people strategically use these convoys to maximize
rewards and minimize risk suggests the active role that peo-
ple take in making and breaking social relationships.

Relationships with close family members and with friends
are different. They have different functions and different
effects on people. Yet little is known about the processes
through which these relationships affect psychological well-
being. Future studies examining this issue are needed.

One of the striking conclusions about the current state of
the art regarding social relationships in adulthood and aging is
the extent to which there is consistency in findings across the
empirical studies. Although on the one hand this similarity is
reassuring, one wonders whether it represents a true picture of
social relationships or whether it is a function of the homo-
geneity of people who have participated in the research. There
has been very little attention to diversity in studies of social
relationships in adulthood. As a result, it is unclear whether
these findings can be generalized to people of different races,
socioeconomic classes, and ethnic backgrounds. One very ex-
citing area for future research is exploration of the extent to
which these findings generalize to diverse populations.

One of the most compelling aspects of research about so-
cial relationships in adulthood and aging is that these rela-
tionships can have negative as well as positive effects on

people. The tendency for too much support to be as detri-
mental as too little is intriguing and begs for further research.
Questions such as How much support is too much? await
future study. More research is needed to understand how
negative social relationships develop, how people cope with
them, and how they change over time.

Despite the overwhelming number of research studies that
have examined social relationships in adulthood and aging,
the current knowledge base is marked by its uneven under-
standing of these primary associations. Not surprisingly, rela-
tionships between spouses and those between parents and
children have received the greatest attention. However, our
understanding of the importance of sibling relationships and
of relationships between friends is in its infancy. Questions
about the role of lifelong friends and of relatively newfound
friends abound, as do questions about the ways in which
brothers and sisters affect the lives of one another. As re-
search begins to unravel more about these relationships, it
will be critical to do so with an understanding of the other
significant social relationships in which individuals are en-
twined. The importance of friends and siblings for unmarried
people has been hinted at. These relationships will be espe-
cially important to study in the future.

Certainly a great deal remains to be learned about the
endings and loss of social relationships. Although much is
known about the effects of divorce, death of a spouse, and
death of a parent, little is known about the end of sibling and
friend relationships.

Research about social relationships in health and research
about these relationships in illness have developed relatively
independently of one another. Yet, it is important to under-
stand how relationships change as health changes. In order
to better understand these transitions, prospective studies of
social relationships are needed. By studying the social rela-
tionships of people who have illnesses that have different
trajectories and different effects on patients, greater under-
standing of how illnesses create changes in social relation-
ships will ensue.

Finally, it is interesting that although by definition, social
relationships include multiple actors, the overwhelming ma-
jority of research about social relationships has relied on
data collected from individuals. A more comprehensive un-
derstanding of social relationships in adulthood and aging
requires that data be collected from multiple perspectives
and analyzed from a group—rather than an individual—
perspective. For example, a more complete picture of the ef-
fects of illness on the marital dyad would collect and analyze
data from both the patient and the spouse, and greater under-
standing of parent-child relationships would derive from stud-
ies that collect and analyze data from both generations.
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A number of unresolved issues remain regarding adult
social relationships. Their significance to the psychological
and physical well-being of individuals has been documented,
but we have only begun to scratch the surface regarding our
understanding of the processes by which these effects ensue.
Whereas the focus of the previous several decades of re-
search has been on identifying the importance of social
relationships to individuals, the challenge for the next gener-
ation of research is to examine how these intricate associa-
tions develop and why they have such powerful and intricate
effects.
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Children often exhibit individual profiles of strengths and
weaknesses as they develop. Some children walk at a young
age but learn language slowly; others draw elaborate pictures
but struggle to ride a bicycle. Such profiles indicate that
children display developmental discrepancies, sometimes
delayed in one domain of development in relation to others.
For many children, delays are modest and temporary. For other
children, however, delays are extensive and pervasive. How
are children with slow or unusual patterns of development
viewed from the perspective of developmental psychology?
Are the mechanisms of development the same for children
with and without disabilities? Are family processes similar
in families in which a child has a developmental disability as
for other families? How can developmental psychology as a
field benefit from studies of children with developmental
disabilities?

According to current estimates, 12.3% of children in the
United States who are not in residential care have difficulty

performing one or more everyday activities, including learn-
ing, communication, mobility, and self-care (Forum on Child
and Family Statistics, 1999). Both historically and currently,
Western psychologists have tended to assign pejorative
words like imbecile, feebleminded, backwards, moron, and
idiot to children who do not accomplish the developmental
milestones within specified age limits (Jordan, 2000). The
current term, developmental disabilities, which is used to
refer to children whose development deviates from expecta-
tions, is also potentially stigmatizing. In the United Kingdom
the term mental retardation is no longer accepted; instead,
learning disabilities is used to refer to all individuals who
have difficulty learning or exhibit below-average intelligence
(Baron-Cohen, 1998). Concerns about nomenclature con-
tinue to plague those who study or work with individuals who
deviate from normative development.

In this chapter we focus on theoretical approaches and
empirical investigations that have examined evidence about
the development of young children with biologically based
developmental disabilities. We begin with a discussion of the
difficulties in constructing definitional and diagnostic criteria
of children with developmental disabilities. Next, we offer a
perspective on how the study of developmental disabilities
fits into the history of developmental psychology. Then we
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Security Act), Health Resources and Services Administration,
Department of Health and Human Services and by a grant from the
Argyelan Family Education Research Fund.
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consider current theoretical perspectives and empirical work
on children with developmental disabilities and their families
emanating from various perspectives. We conclude with im-
plications for application and reflections on potential direc-
tions for future work.

DEVELOPMENTAL DISABILITIES AND
DEFINITIONAL DILEMMAS

Developmental disabilities is a general term that describes a
wide range of disabilities that occur prenatally or during child-
hood. This heterogeneous category includes global mental re-
tardation, distinct syndromes (e.g., Down syndrome, Fragile
X syndrome), autism and related communication disorders,
motor impairment such as cerebral palsy, and developmental
delays of unknown etiology. Indeed, the term is rarely defined
but generally refers to those individuals who are not exhibiting
typical developmental patterns.

Definitional quagmires persist, as even the term mentally
retarded is difficult to define. From its earliest conception until
the present day, debate has existed about the criterion and
terminology used in the definition of mental retardation
(Baumeister, 1987; MacMillan, Gresham, & Siperstein, 1993).
Predominant classification schemes from 1973 to 1992 defined
individuals as mentally retarded if they scored 70 or less on
standard intelligence tests. This cutoff point reflects scores that
lie 2 standard deviations below the mean of the population.

The Diagnostic and Statistical Manual of Mental Dis-
order also included levels of severity based on IQ (e.g.,
borderline, mild, moderate, severe, and profound mental
retardation; e.g., American Psychiatric Association, 1968,
1994). Many individuals raised concerns about definitional
criteria based solely on intelligence tests. Some argued that
standardized intelligence tests are culturally and linguisti-
cally biased and discriminate against members of minority
groups (Hawkins & Cooper, 1990), resulting in an over-
representation of minorities labeled with mental retardation.
Others noted that children with mental retardation often
display markedly different performance within and be-
tween testing sessions, demonstrating avoidance behaviors
and inconsistent motivation (Wishart & Duffy, 1990).
These behaviors tend to make scores on any one assessment
unreliable.

Current definitions of mental retardation have moved away
from singular reliance on intelligence testing and instead in-
corporate knowledge of the individual’s adaptive functioning
(Luckasson et al., 1992). The latest definition of mental retar-
dation endorsed by the American Association on Mental

Retardation (AAMR) and by the American Psychological
Association is

substantial limitations in present functioning . . . characterized
by significantly subaverage intellectual functioning, existing
concurrently with related limitations in two or more of the
following applicable adaptive skill areas: communication, self-
care, home living, social skills, community use, self-direction,
health and safety, functional academics, leisure and work. Men-
tal retardation manifests before age 18. (AAMR, 1992, p. 1)

This definition also replaces earlier classification schemes that
emphasized the severity of retardation (i.e., mild, moderate, se-
vere, profound) with an approach that describes the amount of
support needed by the individual in the various adaptive skill
areas. Four levels of support are delineated: intermittent, limited,
extensive, and pervasive. Although this definition represents a
move away from determining mental retardation based on cog-
nitive deficit alone, it raises questions about appropriate meth-
ods of assessment. For example, many of the skill areas (e.g.,
community use, work) are not applicable at all ages, and none of
the skill areas are useful in assessing newborns (MacMillan et
al., 1993). Indeed, some claim that mental retardation (and by
extension, developmental disabilities, more broadly) is, in fact, a
socially constructed term (Blatt, 1985), as the delineation of nor-
mality and abnormality are based on culturally constructed
ideals of age-appropriate behaviors and skills.

A BRIEF HISTORY OF ATTITUDES
ABOUT CHILDREN WITH
DEVELOPMENTAL DISABILITIES

Philosophical constructs have often served to guide the way
psychologists think about phenomena, such as the processes
and mechanisms of development (Overton, 1998). Current
perspectives on individuals with “slower than expected”
development have been shaped historically by philosophical
and ideological views. Much of that history reveals exclu-
sionary attitudes and practices toward those with develop-
mental disabilities. Even Aristotle, who viewed humans as
unique in comparison to other species because of their ratio-
nality, claimed in Politics that “as to the exposure and rearing
of children, let there be a law that no deformed child shall
live” (Aristotle, n.d., p. 315). In the Middle Ages, individuals
with developmental disabilities were seen as products of “sin”
(Szymanski & Wilska, 1997). During the Inquisition, those
with mental retardation were viewed as witches, and their
“disease” caused by the devil (Scheerenberger, 1983).
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The Reformation brought little enlightenment to public
attitudes toward those with disabilities. Martin Luther
claimed that a child with mental retardation had no soul and
therefore should be drowned (Scheerenberger, 1983). Thus,
throughout Western history, children with developmental
disabilities often were considered defective and not worthy
of care. This historical perspective is important because it has
shaped current thinking, even if the current view is one of
reacting against the past.

A change in societal perspective first occurred at the end of
the eighteenth century in Paris when Philipe Pinel developed an
approach to caring for individuals with developmental dis-
abilities employing “moral management.” He advocated gentle
and humane care, education, and recreation in contrast to for-
mer approaches that focused on obedience. Pinel’s student,
Edouard Seguin, developed educational systems, especially
based on physical therapies, which he believed would improve
the skills of individuals with mental retardation. Seguin
maintained that education of the muscular system would lead to
development of the nervous system (Connell, 1980). In the
mid-nineteenth century Seguin’s ideas flowed to the United
States and formed the foundation of the first schools for
individuals with developmental disabilities. Seguin himself im-
migrated to the United States and in 1876 founded theAmerican
Institutions for the Feeble Minded with several other physicians
(now called the American Association on Mental Retardation).

Around the turn of the last century, however, the treatment of
individuals with developmental disabilities in the United States
changed and became far less humane. Custodial care, instead of
education, became the norm in overcrowded state institutions
where those with developmental disabilities were often isolated
(Meisels & Shonkoff, 2000). This deleterious change occurred
in a sociopolitical context in which the science of human devel-
opment was emerging. Several ideological movements fused
in ways that ultimately were detrimental for the nurturing and
education of children with developmental disabilities.

First, G. Stanley Hall’s initiation of the child study move-
ment stimulated beliefs about the possibility of collecting
scientific information on children’s development (Cairns,
1998). Through extensive questionnaires, Hall attempted to
gather information with the goal of constructing norms of
development against which all children could be measured.
Several of Hall’s students, notably Goddard, Kuhlmann, and
Terman, developed intelligence tests that, in time, were used
to segregate individuals with developmental disabilities.
Terman, in particular, argued against the malleability of
intelligence (Minton, 1984); without belief in malleability,
the hope of productively educating those with developmental
disabilities was diminished.

Second, in England at the turn of the last century, Frances
Galton, a cousin of Charles Darwin, advocated the use of
eugenics principles to promote social policies. Galton argued
that the only way to improve the human race was through
breeding “better people” (Degler, 1991). The eugenics move-
ment became a strong force in American social science, and its
proponents maintained that they had an obligation to prevent
the reproduction of those with mental retardation (Degler,
1991). The Nazi regime justified “mercy killing” of children
with disabilities or deformities with a similar rationale
combined with a view that such children met the principle
of “life unworthy of life” (Lifton, 1986, p. 46). Finally,
genealogical studies led to the belief that mental retardation
was associated with criminality (Szmanski & Wilska, 1997). In
fact, the term feebleminded, which was often used at the turn of
the twentieth century to describe those with mental retardation,
implied both cognitive impairment and moral decay (Winship,
1900). The combination of these social forces resulted in soci-
etal attitudes such as those exemplified by Goddard (1914):

The feeble-minded person is not desirable, he is a social encum-
brance, often a burden to himself. In short it were better both for
him and for society had he never been born. Should we not then,
in our attempt to improve the race, begin by preventing the birth
of more feeble-minded? ( p. 558)

Several decades later changes in the treatment of individ-
uals with developmental disabilities were again brought
about by the confluence of public ideology and advances in
developmental science. Stimulated at least in part by the
civil rights movement in the 1950s and 1960s, support for
the human rights of all citizens and optimism about the po-
tential benefits of publicly supported programs grew. The
contributions of developmental psychologists D. O. Hebb
(1949), followed by that of J. McVicker Hunt (1961) and
Benjamin Bloom (1964), on the malleability of intelligence
during the first few years of life, added scholarly support
for the ideological shift away from genetic determinism of
intelligence.

During the last decades of the twentieth century several
important policy changes were made in the United States in
support of the normalization of the lives of individuals with
developmental disabilities. One of these movements is dein-
stitutionalization, which has resulted in more families raising
children with disabilities at home and thus normalizing chil-
dren’s daily experiences (Lakin, Bruininks, & Larson, 1992).
Educational initiatives have been a second force. Beginning
in 1975 with Public Law 94-142, legislation has focused on
educating children with disabilities in the “least restricted
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environment” and including them in general education pro-
grams. Other important legislation followed, including Pub-
lic Law 99-47, the Education for All Handicapped Children
Act Amendments of 1986, which encouraged states to pro-
vide services for children with disabilities younger than
school age. This law which was reauthorized in 1997–1998
and titled Public Law 105-17, the Individuals with Disabili-
ties Education Act (IDEA) requires states to provide free and
appropriate public education for children as young as age 3.
As a consequence, children with disabilities are now entitled
to publicly supported services before school age and are
included in general education (with or without support
services) to the extent deemed advantageous to their learning
(Meisels & Shonkoff, 2000).

In this brief summary, it is apparent that public views
about those with developmental disabilities have changed
enormously. Caldwell (1973) summarized these views in the
United States as representing three phases: (a) forget and
hide, (b) screen and segregate, and (c) identify and help. A
fourth phase could be added today: educate and include
(Meisels & Shonkoff, 2000). At all points, the dual forces of
psychological science and public ideology have exerted
influence on the treatment of children with disabilities. 

SCHOLARSHIP ON DISABILITIES BY
DEVELOPMENTAL THEORISTS

Based on a view that all children have the potential for change,
several child development theorists conducted studies on
children with developmental disabilities. A small but instruc-
tive history exists about the questions they examined and
the findings they published. We discuss these in terms of
three of the major metatheories evident in developmental psy-
chology today: mechanistic, organismic, and developmental
contextualist perspectives (Lerner, 1986; Overton & Reese,
1973).

The Mechanistic Perspective

The mechanistic perspective emphasizes quantitative change
and the role of external activity that impinges on the individ-
ual (Dixon & Lerner, 1992). It is best exemplified by behav-
iorism or learning theory as first described by B. F. Skinner
(1953) and later by Sidney Bijou and Donald Baer (1961),
who applied the principles of learning theory to child de-
velopment. They maintained that the child differs from the
adult only as a consequence of having a more limited set of
responses and contingencies. Bijou (1966) asserted that

children with retardation differ from other children primarily
by their more constrained set of responses. Thus, “a retarded
individual is one who has a limited repertory of behavior
shaped by events that constitute his history” (Bijou, 1966,
p. 2). According to Bijou, despite having a more constricted
repertoire, children with mental retardation learn according
to the same principles as other children do.

Prior to Bijou’s work, behaviorists had applied principles
of operant conditioning to individuals with mental retardation.
Fuller (1949) based an empirical investigation on prior work
that indicated that children with mental retardation could form
conditioned responses to shock faster than other children did.
He reported that after withholding food, he could condition a
“vegetative idiot” to learn to move his right hand when rein-
forced with sweetened milk. This led to Fuller’s claim that
behavioristic principles, especially operant conditioning,
could be used to improve learning in individuals with devel-
opmental disabilities.

As the number of studies using operant conditioning
with individuals with mental retardation grew, behaviorists
showed increasing interest in the applications of this approach,
primarily to replace undesirable behaviors with socially
acceptable ones (Spradlin & Girardeau, 1966). Applied be-
havior analysis and behavior modification techniques were
used frequently in institutions for individuals with develop-
mental disabilities during the 1960s and 1970s (Ellis, 1979).
Indeed, although much of developmental psychology has
moved away from the mechanistic perspective, behavioral
approaches are still active models in many classrooms and
institutional settings. Applied behavioral analysis remains a
recommended intervention for individuals with certain dis-
abilities, particularly autism (Rush & Frances, 2000). In gen-
eral, the principles of behaviorism are believed to apply to all
individuals, including those with developmental disabilities
(Glenn, 1997).

The Organismic Perspective

In contrast to mechanistic approaches, the organismic
perspective stresses qualitative aspects of change and agency
of the organism in bringing about change (Dixon & Lerner,
1992). Heinz Werner, one of the first psychologists to operate
from this perspective, applied this theoretical approach to
individuals who have mental retardation. In studies on
children with mental retardation, H. Werner and Strauss
(1939) emphasized the importance of a functional analysis of
the processes involved in children’s learning over data gath-
ered from objective outcome-based assessments like achieve-
ment tests. They further maintained that the sequence in which
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children with mental retardation learn constructs is similar to
that of other children, though delayed chronologically. Fi-
nally, H. Werner (1957) reported that in contrast to expecta-
tion, children with mental retardation sometimes had greater
success with tasks (e.g., completing a puzzle) than their peers
because they were using more basic, rather than analytical,
processes (such as focusing on individual pieces rather
than the puzzle as a whole). These studies have the seeds of
H. Werner’s (1957) classic work in which he constructed the
orthogenetic principle that “development proceeds from a
state of relative globality and lack of differentiation to a state
of differentiation, articulation, and hierarchical integration”
(p. 126). H. Werner’s study of children with developmental
disabilities served as a catalyst in constructing principles that
apply to the development of all children.

Piaget’s studies also emanate from the organismic per-
spective. Piaget himself, however, seldom wrote about
developmental disabilities, although his colleague, Barbel
Inhelder (1966), conducted several studies with children who
were mentally retarded. The purpose of those investigations
was twofold: to determine whether children with mental
retardation demonstrated the same sequence of stage-related
changes as hypothesized by Piaget and to demonstrate the
diagnostic value of Piagetian approaches to child assessment.
Inhelder (1966) reasoned that through the study of operative
and symbolic processes of children with mental retardation,
children’s fixations at particular stages could be understood.
In general, her empirical studies support the hypothesis that
children with mental retardation develop through the same
sequence of stages as do other children but at a slower pace.
She also reported, however, that children with mental retarda-
tion reached a type of “false equilibrium” and concluded that
“access to certain structures seems to be an end in itself, with-
out hope of subsequent evolution” (Inhelder, 1966, p. 313).
Inhelder further indicated that children with mental retarda-
tion made regressions to earlier substages under conditions of
cognitive challenge. Thus, she found general support for
Piaget’s model and also raised questions about discrepancies
in the cognitive development of children with mental retarda-
tion. Nevertheless, Inhelder did not regard these discrepan-
cies as a threat to the principle of similar sequence.

The Developmental Contextualist Perspective

From the developmental contextualist (or more generally, the
developmental systems) perspective, children are participants
in many intersecting interacting systems (Bronfenbrenner,
1979; Ford & Lerner, 1992; Thelen & Smith, 1998). Those
systems generate and are affected by sociocultural ideologies.

Vygotsky’s work regarding individuals with developmental
disabilities takes a developmental systems approach. In con-
trast to Skinner and Piaget, Vygotsky wrote extensively about
the development of children with disabilities, a field that
was termed defectology in Russia. Like those working from ei-
ther the mechanistic or the organismic perspective, Vygotsky
maintained that the principles of development do not differ for
those with mental retardation or other disabilities. This claim is
apparent in his statement that “the difference in the intellect of
a retarded and a normal child appears insignificant; the nature
of the intellectual process appears identical for both” (Rieber
& Carton, 1993, p. 222; Vygotsky, 1929/ 1931/1993).

Vygotsky viewed the primary difficulty for the child with
developmental disabilities as the lack of acceptance within
the sociocultural milieu. In emphasizing the importance
of the effect of social attitudes on the child over the specific
effects of the disability per se, he claimed that the

immediate consequences of the defect is to diminish the child’s
social standing; the defect manifests itself as a social aberration.
All contact with people, all situations which define a person’s
place in the social sphere, his role and fate as a participant in life,
all the social functions of daily life are reordered. (Rieber &
Carton, 1993, p. 35; Vygotsky, 1929/1931/1993)

Vygotsky considered collaboration as essential for the
development of higher psychological processes, and he em-
phasized the importance of children collaborating in a di-
verse group. Foreshadowing current views about inclusion,
he argued that when children with mental retardation are
isolated from other children, their development becomes
impaired. According to him, a

one-sided collective, composed entirely of mentally retarded
children who are absolutely identical in level of development, is
a false pedagogical ideal. It contradicts the basic law of develop-
ment of higher psychological processes and conflicts with the
general notion of the diversity and dynamics of psychological
functions in any child, and particularly in a retarded child.
(Rieber & Carton, 1993, p. 130; Vygotsky, 1929/1931/1993)

Vygotsky’s view was that children compensate for their
disabilities. The task of the collaborative community, then, is
to aid in that compensation. He considered the compensa-
tions to be “round about developmental processes” (Rieber &
Carton, 1993, p. 34; Vygotsky, 1929/1931/1993) that re-
structure and stabilize psychological functioning. Thus,
although Vygotsky considered the fundamental processes of
development to be the same for children with developmental
disabilities, he maintained that support from the sociocultural
superstructure was essential for optimal development.
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Summary

Though not well known, the scholarship of many of the giants
of developmental psychology considered children with devel-
opmental disabilities. Vygotsky concentrated directly and ex-
tensively on children with disabilities, but his work in this
arena is only beginning to be recognized. The scholarship of
individuals representing all three major metatheories, how-
ever, is similar in the conclusion that the principles of devel-
opment apply to children with developmental disabilities as
they do to other children. The deviance perspective that histor-
ically has been prevalent in public attitudes toward disabili-
ties, then, is inconsistent with the significant scholarship in
psychology that indicates that general developmental princi-
ples apply broadly.

RESEARCH ON CHILDREN WITH
DEVELOPMENTAL DISABILITIES

Contemporary psychological investigations of young chil-
dren with developmental disabilities tend to be based on
current views of children as part of complex interacting
systems (Lerner, 1998) in which the transactions between
individuals are important mechanisms of development
(Sameroff & Fiese, 2000). In this section we first review the
few longitudinal studies of children with disabilities and then
consider contemporary perspectives on the developmental
role of the most proximal system in which young children are
nurtured, namely, the family.

Longitudinal Studies

Development is about change (Overton, 1998), and one of the
most productive ways to study change is through empirical
longitudinal investigations. Though less frequently under-
taken than cross-sectional examinations, longitudinal studies
offer distinct advantages. They allow us to (a) map pathways
of development, (b) study emerging processes, (c) under-
stand the relations among reciprocal changes, (d) examine
the plasticity of developmental processes, and (e) test theo-
retically constructed hypotheses about development (Lerner,
Hauser-Cram, & Miller, 1998).

Classic longitudinal studies (e.g., Elder, 1974; E. Werner &
Smith, 1992) in developmental psychology have led to
important knowledge about developmental processes. Lon-
gitudinal studies of children with developmental disabilities,
though sparse, also have yielded valuable findings. In general,
these studies have occurred in two phases. During the first
phase children’s development (usually IQ) was mapped over

time to provide knowledge about developmental trajectories
of children with specific disabilities. In the second phase
researchers used theoretical models to study features and pre-
dictors of developmental change. Examples of the major stud-
ies in each of these phases are described next.

The First Phase: Developmental Mapping

The longitudinal studies in which children’s development has
been charted over time focus primarily on children with Down
syndrome. Perhaps this is because a definite diagnosis can be
made based on karyotype and because of a belief that children
with a similar genetic syndrome might develop in a similar
way. Evidence indicates that this is true to an extent.

In England, Carr (1988, 1995) conducted the most exten-
sive study of children with Down syndrome. She followed 45
children born in 1963 or 1964 from age 6 weeks to 21 years.
Because children with Down syndrome were often institu-
tionalized at the time of that study, she included a home-reared
and a non-home-reared group. She conducted interviews with
mothers and extensive psychological and achievement tests
with the children. In mapping the IQ score for children in both
groups over the entire study period, Carr found the groups to
differ during the early years of life, with differences favoring
the home-reared children. The groups did not differ subse-
quently, and both showed a declining trajectory in IQ during
middle childhood followed by stability in IQ during the early
adult years. Individual variation was similar to that expected
of any sample of children taking an IQ test (i.e., approxi-
mately 15 points). In relation to family adaptation, Carr found
that although mothers of children with Down syndrome re-
ported more malaise and poorer health than mothers of typi-
cally developing children, their malaise scores were not
related to their child’s level of disability or to social restric-
tions due to their child’s disability (Carr, 1988). Carr’s study is
remarkable for its longevity and its contributions in charting
changes in IQ over time.

Reed, Pueschel, Schnell, and Cronk (1980) also studied
children with Down syndrome but only for the first three
years of life. Their study began as an assessment of the
treatment of 89 children with medical interventions thought
to improve serotonin levels (i.e., 5-hydroxytryptophan, 5-
hydroxytryptophan/pyridoxine, pridoxine; Pueschel, 1980).
They found no effect of the treatment but reported data on
developmental change in all samples, including a placebo
group. In terms of psychomotor cognitive assessments, they
found that children performed at mental age equivalents of
about half their chronological age and exhibited relatively
greater delays in language development and lesser delays
in adaptive behavior (Schnell, 1984). Individual variation
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appeared to be slightly less than that reported by Carr, but in
general, they found similar patterns of change in cognitive
performance.

In a longitudinal investigation of children with mild
to moderate delays of unknown etiology, Bernheimer and
Keogh (1988) investigated a sample of 44 children for 6 years
beginning in the preschool years. In analyses of data on chil-
dren’s cognitive performance scores over four time points,
they reported strong and consistent stability of scores over the
76-month period; only 4 children demonstrated improvement
of more than 1 standard deviation. They concluded that
children who were cognitively delayed during the preschool
years had a strong probability of continuing to exhibit delays
during the early school years (Keogh, Bernheimer, Gallimore,
& Weisner, 1998). Their study is unique because of its empha-
sis on children with delays rather than those with distinct
disabilities.

The Second Phase: Theoretically Guided
Longitudinal Studies

One would expect theoretically guided longitudinal studies
of children with developmental disabilities to appear chrono-
logically after some baseline studies have yielded data on
developmental milestones. This appears to be the case. Those
investigating the mechanisms of change in the development
of children with disabilities have taken a range of theoretical
perspectives, however.

The work of Cicchetti and Beeghly represents a clear
departure from earlier studies of children with Down syn-
drome because of its examination of system organization.
Operating from an organismic perspective, Cicchetti and
Beeghly (1990) tested hypotheses about the extent to which
hierarchical organization of behavior applies to children with
Down syndrome. They conducted a short-term longitudinal
study (i.e., 18 months) of 41 children with Down syndrome
ranging in age from 20 to 76 months. Beeghly and Cicchetti
(1987) focused on children’s representational abilities, espe-
cially in communication and symbolic play, and found the
development of children with Down syndrome to be delayed
but organized in ways similar to their typically developing
peers. They concluded that despite the slower rate of skill
acquisition, the patterns of development in the social-
communication systems are as organized and coherent for
children with Down syndrome as they are for other children.

Understanding the complex relation between children’s
development and family processes has been the focus of
the investigators of the Early Intervention Collaborative
Study, an ongoing longitudinal study of children with Down
syndrome, motor impairment, or developmental delays of

unknown etiology (Shonkoff, Hauser-Cram, Krauss, &
Upshur, 1992). That study also has been guided by a transac-
tional-ecological model of development (Bronfenbrenner,
1979; Sameroff & Chandler, 1975) and by a developmental-
contextual perspective (Lerner, 1991). In accordance with
these approaches, children are viewed as agents of develop-
ment and as participants in multiple interacting systems that
have bidirectional relations that change over time.

Based on an investigation of the subsample of children
with Down syndrome, Hauser-Cram, Warfield, Shonkoff,
Krauss, Upshur, and Sayer (1999) reported that features of
the family system, notably mother-child interaction and fam-
ily cohesiveness, were significant predictors of children’s de-
velopmental trajectories in social, communication, and daily
life skills over the first five years of life. Employing growth
analyses of children’s development and changes in parental
well-being for the full sample of 183 children over a 10-year
period, Hauser-Cram, Warfield, Shonkoff, and Krauss (2001)
found that children’s self-regulatory mastery skills (i.e., their
ability to persist with problem-posing tasks) were key predic-
tors of children’s developmental change in cognitive and
daily living skills. Thus, to some extent children act as agents
of their own development. Family dynamics, however, con-
tributed additional predictive power in children’s outcomes.
Children whose mothers had more positive styles of interac-
tion displayed greater growth in cognitive performance, com-
munication, and social skills. Children from families with
more positive relationships among family members had more
growth in the development of social skills. Children’s
emotional self-regulatory skills also were found to influence
parental well-being. Children who displayed more behavior
problems had parents whose trajectory of stress showed
dramatic increases over the 10-year period of study. These
results point to the bidirectional influences of the parent-child
relationship and highlight the importance that family pro-
cesses have in predicting developmental change in children
with disabilities.

The investigations just described represent an important
advance in longitudinal research on children with devel-
opmental disabilities. Although each set of investigators
operated from a different theoretical perspective and thus
posed different questions, the investigations are similar in their
focus on the interrelation among developmental processes and
systems.

Contextually Based Studies

Given the nature of the difficulty of conducting longitudinal
investigations, much of the work on developmental disabili-
ties has remained cross-sectional or focused on a brief time
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span. The bulk of contemporary psychological research stud-
ies on children with disabilities have emanated from a
contextual perspective in which the family is considered the
primary context in which young children learn and are
nurtured (Bronfenbrenner, 1986). In considering children
with developmental disabilities, Guralnick (1997) proposed a
model that identifies key predictors of children’s develop-
ment based on family factors. He delineated three proximal
patterns of family interactions that influence children’s devel-
opment: (a) quality of parent-child interaction; (b) family-
orchestrated child experiences; and (c) health and safety
provided by the family. Of the three, only the quality of
parent-child interaction has received substantial research
attention.

Mother-Child Interaction

Studies of dyadic relationships within families in which a
child has a disability have focused primarily on the mother-
child dyad. Based on much research that indicates that the
quality of the mother-child relationship has consequences for
the cognitive and socioemotional development of typical
children (e.g., Bornstein, 1989; Sroufe, 1996), several re-
searchers have focused on this relationship in dyads where the
child has a disability. A transactional approach (Sameroff &
Chandler, 1975) has guided most empirical studies of mother-
child dyads. This theoretical framework describes a transac-
tional process in which mothers and infants influence each
other’s behaviors in concert, through reciprocal interaction
that continues to regulate more complex behaviors over time
and across contexts (Sameroff & Fiese, 2000). Those operat-
ing from a transactional approach emphasize that characteris-
tics of both mothers and children must be considered as a
dynamic interactive system.

Consistent with R. Q. Bell’s (1968) theory of bidirectional
interaction, early social signals of infants and mothers, such as
eye contact, smiles, and vocal turn taking enable mothers to
understand their child’s general temperament and become pro-
ficient at responding to their child’s needs. The contingency of
a mother’s response to her child then regulates the child’s
future behaviors as infants begin to recognize the relationship
between their actions and responses from the environment
(Goldberg, 1977). A mother’s sensitivity and contingent
responsiveness to her child’s social signals are essential for
the infant’s development of security and attachment, which
supports the child’s exploration of the environment and devel-
opment of autonomy (S. M. Bell & Ainsworth, 1972). Alter-
natively, high levels of control or parental intrusion into the
child’s play and exploration can diminish the child’s motiva-
tion to explore objects in the environment independently and

thus reduce the child’s opportunities to develop self-efficacy
(Heckhausen, 1993).

Barnard et al. (1989) referred to the rhythmic interactive
pattern between mother and child as a mutually adaptive
dance. The more contingent the responsiveness between
mother and child, the more enjoyable the dance is for both
partners. When one partner does not have the adequate steps,
the dance will be less satisfying, however. Similarly, when
one partner leads before the other is ready to follow, the
tempo will be disrupted (Barnard et al., 1989). Several stud-
ies on the mother-child interactive pattern conclude that such
disruption often occurs when the child has a developmental
disability (Kelly & Barnard, 2000).

Empirical observations of mother-child dyads engaged in
teaching interactions have found that mothers of children
with disabilities tend to be highly directive and controlling of
their child’s behaviors. These mothers also provide more sup-
portive and helping behaviors than mothers of typically
developing children (Mahoney, Fors, & Wood, 1990). Even
during free play interactions, mothers of preschool children
with Down syndrome tend to instruct their children in the ap-
propriate use of toys, displaying more instrumental teaching
in comparison to mothers of children without a disability
(Eheart, 1982).

Most studies of mother-child dyads have involved chil-
dren with Down syndrome because this form of mental retar-
dation is prevalent, and often identified prenatally or at birth.
During observations of mother-child dyadic interaction, chil-
dren with Down syndrome often display social signals that
are labile (Kasari, Mundy, Yirmiya, & Sigman, 1999) and
more delayed (Berger, 1990) compared to those of typically
developing children of the same mental age. The social cues
of children with Down syndrome are difficult to predict
because they often do not match with characteristics of the
ongoing interaction. For example, Knieps, Walden and
Baxter (1994) found that toddlers with Down syndrome
responded with positive affect to their mother’s signals of
fear during a social referencing task, unlike typically devel-
oping children who tended to match their mother’s facial
expressions. Some investigators suggest that such unusual
social interaction patterns of children with Down syndrome
may be due to difficulty in shifting attention, especially under
situations of high cognitive load (Kasari, Freeman, Mundy, &
Sigman, 1995).

Some delayed behaviors of children with developmental
disabilities may be related to sensory impairments or health
problems. For example, children with Down syndrome often
experience transient hearing loss due to middle ear infections
or more permanent hearing loss (Cunningham & McArthur,
1981) which can diminish responsiveness to their mother’s
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vocal cues. Neuropsychological development related to
sensory-tactile and attentional processes is impaired in chil-
dren who have autism, limiting their ability to understand
social information (Resch, Grand, & May, 1988). As infants,
they demonstrate minimal interest in people, rarely display-
ing eye contact or responding to parents’ attempts to engage
them in play (Hoppes & Harris, 1990). These behaviors may
reduce the opportunities of infants with autism to engage
their caregivers in joint attention, necessary for the develop-
ment of language (Sigman & Ruskin, 1999). The diminished
responsiveness of children who exhibit autism has been
reported by parents to violate their expectations and reduce
their perception of attachment to their child (Hoppes &
Harris, 1990).

Some researchers suggest that maternal directiveness
represents diminished sensitivity and responsiveness of moth-
ers to their children’s abilities as a consequence of the unclear
social cues of their infants with Down syndrome (Berger,
1990). During observations of free play, mothers of children
with Down syndrome directed their child’s attention away
from objects that the child was playing with and instead di-
rected the child toward tasks that were too difficult (Mahoney
et al., 1990). These findings suggested that mothers were not
always able to assess the developmental competence of their
child appropriately. Thus, the degree of scaffolding necessi-
tated by children with developmental disabilities may be
difficult for their mothers to judge. Other researchers maintain
that the high level of directiveness observed in mothers of chil-
dren with Down syndrome reflects an adaptive response by
mothers to counter their children’s lower competence (e.g.,
Marfo, 1990). Mothers of children with Down syndrome
have been found to vary their directive behavior according to
their perception of their child’s needs and the demands of
the context (Landry, Garner, Pirie, & Swank, 1994). For ex-
ample, they use fewer directives when their child is engaged
in developmentally appropriate play (Maurer & Sherrod,
1987) and use more directives as a task becomes more
structured (Landry et al., 1994). This may be especially true
in observational settings where mothers are aware that
their behavior and the competence of their child is being
assessed.

Various researchers have found that directive behaviors
are multidimensional and often distinct from the supportive
strategies that mothers use to facilitate their child’s efforts to
master challenging tasks (Roach, Barratt, Miller, & Leavitt,
1998). Maternal directives may benefit children with mental
retardation when combined with supportive behaviors
(Landry et al., 1994). For example, greater maternal support
of children’s use of objects has been associated with more
object play and greater vocalization in children with Down

syndrome (Roach et al., 1998). Directive behavior of mothers
of toddlers with Down syndrome may be especially impor-
tant in facilitating the complexity of children’s play (Landry
et al., 1994).

Significant interindividual variation in the interactional
styles of mothers of children with developmental disabilities
and changes in these styles over time have been observed.
For example, McCubbin and Patterson (1982) emphasized
that a mother’s perception of her child and her role as a par-
ent change over time, affecting her parenting style. The
delayed social cues and responsiveness of children with
disabilities to their mother’s initiatives may affect mothers’
perceptions of their children and reduce responsiveness to
their children’s changing abilities (Zirpoli & Bell, 1987). The
ongoing transactional processes between mothers and infants
with disabilities may then influence the parenting style that
the mother adapts. The dominant and supportive behavior
observed in mother-child dyads during teaching tasks may be
a reflection of a mother’s lower expectation of her child’s
ability to act independently (Kelly & Barnard, 2000). Others
have found that parental beliefs about their child’s compe-
tence become increasingly dependent on characteristics of
the child over time (Clare, Garnier, & Gallimore, 1998).

In summary, the research on mother-child interactions
indicates that when children have disabilities, the mother-
child dyad tends to develop different patterns of interaction
than those noted when children are developing typically. Chil-
dren often provide less clarity in their social cues, and mothers
tend to be more directive, providing more instrumental teach-
ing while often supporting their child’s successes. Debates
exist, however, about the extent to which maternal directive-
ness and supportiveness extend or undermine children’s opti-
mal development. Nevertheless, current research indicates
that maternal interaction is a key predictor of the cognitive,
communicative, and social development of children with dis-
abilities over time (Hauser-Cram et al., 2001).

Children affect the interactions and ongoing relationship
with their mothers, but they also influence other aspects of
their mothers’ lives. Moreover, children influence the lives
of all members of the family system, including fathers and
siblings. In the next section we consider research on families
of children with developmental disabilities.

RESEARCH ON FAMILIES OF CHILDREN WITH
DEVELOPMENTAL DISABILITIES

Historically, research on the effects that a child with a devel-
opmental disability has on the family has been based on an
assumption that children with disabilities disturb and distort
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typical family life (Gallimore, Bernheimer, & Weisner, 1999).
Therefore, most research on this topic is based on doc-
umenting deleterious outcomes, usually of mothers. Many
investigators searched for pathology in mothers, such as de-
pression, whereas others focused on adaptive, but still pro-
gressively negative, outcomes such as chronic sorrow (Wikler,
1981). Even recently, when psychiatrists were provided with
guidance about not regarding parents of children with disabil-
ities as patients, they were alerted to the need to recognize
parents’ ongoing sadness (Szymanski & Wilska, 1997).

Theoretically Based Research

Four theoretical perspectives have guided the predominant
empirical work on family adaptation to children with disabil-
ities: stage theory models, stress and coping models, family
systems models, and social-ecology models. Historically, a
stage theory model (i.e., a sequenced pattern of change) was
used to explain the patterns of adjustment that parents pass
through when coping with the birth or diagnosis of a child
with a disability (e.g., Parks, 1977). The exact number of
stages and their nomenclature vary with investigators, but in
general three stages have been delineated (Blacher, 1984). In
the first stage parents cope with the initial crisis of the diag-
nosis, often by shopping for physicians and treatments. In the
next stage parents experience guilt, anger, and disappoint-
ment. In the third stage parents reorient themselves toward
adjustment and acceptance. The empirical evidence for these
stages has been mixed (Blacher, 1984), however, and schol-
arly work has turned away from attempts to document stages
and moved toward developing a deeper understanding of
variations among families and across the family life cycle
(Krauss, 1997).

Beliefs that having a child diagnosed with a disability
precipitates a crisis or creates undue stress on the family
continue to dominate theoretical and empirical work on
families of children with disabilities. Costigan, Floyd, Harter,
and McClintock (1997) proposed that at the time of the birth
of a child with a disability families often experience resilient
disruption. Even though family patterns and routines may be
disrupted at the time of a child’s birth, families adapt, and
relationships and patterns often regain equilibrium.

Over the last two decades much research has been stim-
ulated by the ABCX model of family adaptation (Hill, 1949).
In this model the family’s adaptation to an atypical event, or
crisis, is explained by several factors, including the nature of
the crisis, the internal and external resources of the family,
and the meaning ascribed to the event. The birth or diagnosis
of a child with disabilities is considered to be a crisis
warranting adaptation. An expanded version, termed the

Double ABCX model, includes developmental processes be-
lieved to relate to family adaptation to chronic stress. This
new model also allows for changes in stressors, resources,
and the meaning ascribed to the crisis over time (McCubbin
& Patterson, 1982).

One set of resources that individuals bring to the parenting
experience is their skill in coping with stress. Stress-and-
coping models have generated much research in psychology
(Somerfield & McCrae, 2000), as well as guided studies of
parents who have a child with a disability. Stress is often
differentiated into two domains: stress related to the charac-
teristics of the child, often related to the child’s temperament
and self-regulatory skills (e.g., demandingness, adaptability,
and distractibility), and stress related to the demands of the
parenting role (e.g., social isolation and sense of competence
as a parent; Abidin, 1995).

Several investigators have compared stress in parents of
children with disabilities with that reported by other parents.
Innocenti, Huh, and Boyce (1992) found that during the early
childhood years parents of children with disabilities had
greater than normative stress in the child domain after the in-
fant period. They did not differ from the normative sample,
however, with respect to stress related to the parenting role.
Thus, the more stressful challenges for parents emerged
around children’s self-regulatory behaviors and temperament
than in parenting tasks per se.

Orr, Cameron, Dobson, and Day (1993) examined age-
related differences in stress among mothers of children with
developmental delays during the preschool, middle childhood,
and adolescent periods. They found relatively high stress
scores on the child-related domain but primarily normative
scores on the parenting domain. They also indicated that
the highest levels of stress were reported by mothers
during the middle childhood period, a finding replicated in
other samples (Warfield, Krauss, Hauser-Cram, Upshur, &
Shonkoff, 1999). Thus, like Innocenti et al. (1992), they
concluded that for mothers of children with disabilities, stress
is related to children’s self-regulatory behaviors and tem-
perament; they further added, however, that age-related differ-
ences occur and that the middle childhood period is an
especially vulnerable time.

Others have looked at parenting stress in relation to
children with specific disabilities. For example, Duis, Sum-
mers, and Summers (1997) found that parents of children
with Down syndrome in dual-parent families reported similar
stress levels to their counterparts who had typically develop-
ing children but lower stress levels than parents of children
with hearing impairments or developmental delay. Different
aspects of the family ecological system, however, predicted
different aspects of stress. Child-related stress was best
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predicted by general family resources, whereas parent-
related stress was best predicted by the level of external sup-
port and the quality of the sibling relationship.

Thus, in comparison to prior studies that focused on
parental stages of acceptance and adaptability, the studies
on parenting stress indicate that parents’ reactions to the
parenting demands of raising a child with a disability are
somewhat similar to parents’ reactions to raising any child.
More volatile patterns of stress, however, are evident in
relation to the child’s self-regulation, mood, and temperament.
Children with specific disabilities that tend to have higher
rates of behavior problems or greater difficulties with mood
may be more taxing for parents. It appears that such stress
becomes accentuated during the middle childhood period,
when children’s behaviors are typically expected to demon-
strate increasing levels of self-regulation.

Stress and coping are particular processes that parents
activate as they raise a child, but they are only one part of
the family dynamic. Family systems theory incorporates a
broader conceptual model of family processes. From the
family systems perspective the family is considered to be an
open, interactive system that operates according to a general-
ized set of principles (Walsh, 1980). Changes in one family
member affect changes in other members, producing multiple
iterative responses. Thus, rather than focusing on unidirec-
tional effects of a particular child on the family, those operat-
ing from the family systems model consider simultaneous
multiple effects of family members on each other (Lewis &
Lee-Painter, 1974; Minuchin, 1988).

Several aspects of the family system have been studied in re-
lation to parenting a child with a disability. Mink, Nihira, and
colleagues conducted a series of investigations in which they
developed family typologies based on the psychosocial envi-
ronment of the home. They studied the homes of children with
mild retardation (Mink, Nihira, & Meyers, 1983), children who
are “slow learning” (Mink, Meyers, & Nihira, 1984), and chil-
dren with severe mental retardation (Mink, Blacher, & Nihira,
1988). Through employing cluster analysis on measures of the
home environment, they described seven distinct family types:
cohesive, control oriented, responsive to child, moral-religious
oriented, achievement oriented, conflictual, and low disclosure.
Cohesive families are highly accepting of the child and provide
a safe and organized home environment. Control-oriented
families focus on children’s safety and physical needs but
place less emphasis on emotional and verbal expressiveness.
In contrast, the responsive-to-child family has members
who are verbally and emotionally responsive to each other
but offer little intellectual stimulation or concern with routines
and organization. Moral-religious-oriented families focus on
religious expression, often at the expense of emotional

expression. Achievement-oriented families also offer little em-
phasis on emotional expression but instead focus on offering a
variety of activities and experiences. As might be expected,
conflictual families have high rates of disagreements, whereas
low-disclosure families are ones in which members reveal little
of themselves.

The family typologies were used to analyze the relation
between family types and children’s development. For exam-
ple, in a sample of children with mild mental retardation,
Mink and Nihira (1986) found that children from cohesive
families had more positive self-esteem and social adjustment
than did children in other family types. Although the investi-
gators suggested that effects are most likely bidirectional—
the child affects the family and the family influences the child
(Mink et al., 1988)—the bidirectional process has rarely been
captured in empirical studies.

Mink and Nihira’s work served the important function of
helping researchers and service providers recognize that
children live and are cared for in a variety of family systems.
Their typology moved the field of family research beyond
unidimensional questions about whether having a child with
a disability affects the family to broader questions about the
fit between the ways a child and family function.

Investigators operating from the perspective of ecocul-
tural theory have broadened the field of family research even
further. From this perspective, the family environment is
embedded in multiple interacting systems (Bronfenbrenner,
1979), and adaptation is a continuing activity for all families
(Weisner, 1993). Gallimore, Coots, Weisner, Garnier, and
Guthrie (1996) investigated the functional adjustments that
families make to sustain daily routines when raising a child
with a disability. The types of accommodations parents make
include arranging for suitable child care, making decisions
about employment based on their child’s needs, and home
adaptations based on their child’s motor abilities. Although
parents make a wide range of accommodations during all
phases of childhood, more accommodations tend to be made
during middle childhood in comparison to earlier periods
(Gallimore et al., 1996). Gallimore et al. (1999) maintained
that understanding the many ways families organize their
lives, the sources of their daily activities, and the mean-
ing that they attribute to their family patterns of living are
critical for the development of a fuller understanding of fam-
ily functioning.

Both intrafamilial and extrafamilial components of fami-
lies are critical aspects of the family system. With respect
to intrafamilial influences, although the bulk of research has
focused on mothers, knowledge is expanding on the well-
being of fathers and siblings. Family members often provide
support to each other, but they also receive support from
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those outside of the family (e.g., neighbors, friends, and
professionals). Considering extrafamilial influences, the role
of social support in parental (and by extension, familial)
well-being is an area of rich research on families with a child
with disabilities. In the following sections we review the
research on fathers, siblings, and the role of social support in
family functioning.

Fathers of Children With Developmental Disabilities

Mothers are often the primary caregivers of children and
have been the focus of most research on children with
disabilities. Indeed, mothers are often asked to be the
spokesperson for the family. Although fathers often also have
a central role in the life of the family, they have been studied
less extensively than mothers, especially in families in which
a child has a disability (Lamb & Billings, 1997). Early inves-
tigations focused on the extent to which fathers’ supportive-
ness to their wives related to maternal well-being (Bristol,
Gallagher, & Schopler, 1988). Thus, fathers were included in
investigations as adjuncts to their wives.

In subsequent studies, however, paternal well-being has
been investigated as an outcome in addition to being a medi-
ator of maternal outcome. In a study of 30 couples of school-
aged children with developmental disabilities, Dyson (1997)
reported that fathers and mothers did not differ in their level
of parenting stress, social support, or family functioning.
Parenting stress was related, however, to problems encoun-
tered due to the child’s needs and to parents’ pessimism about
the child’s future. For both parents, stress was related to the
family environment in terms of nurturance, facilitation of
personal growth, and system maintenance.

In a comparison study of parents of children with Down
syndrome and parents of children developing typically,
Roach, Orsmond, and Barratt (1999) found that although
parents of children with Down syndrome reported higher
levels of caregiving difficulties, paternal and maternal ratings
did not differ. Further, even though parents of children with
Down syndrome reported higher rates of parenting stress
than did comparison parents, mothers and fathers had similar
levels of parenting stress.

In contrast, Scott, Atkinson, Minton, and Bowman (1997)
found that mothers, in comparison to fathers, of young
children with Down syndrome reported more psychologi-
cal stress. Krauss (1993) compared the parenting stress of
mothers and fathers of toddlers participating in the Early In-
tervention Collaborative Study (described earlier; Shonkoff
et al., 1992). She reported that although levels of stress
were quite similar for mothers and fathers (mainly within
normative ranges), fathers reported more stress related to

their child’s temperament and to their relationship with the
child whereas mothers’ stress derived from the demands of
the parenting role. In longitudinal analyses of the same sam-
ple, Hauser-Cram et al. (2001) reported that although both
mothers and fathers had increasing levels of stress related to
their child with a disability from the early through middle
childhood years, fathers showed greater increases in stress
than mothers during the early childhood period. Further, tra-
jectories of both maternal and paternal stress were predicted
by children’s self-regulatory behaviors, especially behavior
problems. In addition, increasing patterns of stress were
found for mothers with less helpful social support networks
and for fathers with fewer problem-focused coping skills.
The relation between changes in maternal and paternal well-
being is an important area for researchers to address in the
future.

Siblings of Children With Developmental Disabilities

Sibling relationships often provide the longest lasting inti-
mate family bond. When reared together, siblings share nu-
merous experiences and know intimate details of each other’s
history, forming a relationship that is distinct from any other.
The familiarity and frequent interaction between siblings
provides a context for children to develop perspective taking
skills and the management of emotions and behavior (Dunn,
1999).

Similar to other families, siblings of children with develop-
mental disabilities assume multiple roles such as companion,
teacher, confidante, and friend (Stoneman, Brody, Davis, &
Crapps, 1987). To accommodate the needs and abilities of
their siblings with disabilities, they often provide instrumental
teaching, behavioral management, and emotional support
(Brody, Stoneman, Davis, & Crapps, 1991). Siblings of
children with developmental disabilities are also more likely
to perform these teaching roles for a longer period of time.
Further, roles may be reversed at times when the older sibling
has a developmental disability and the younger sibling be-
comes more advanced developmentally (Stoneman, Brody,
Davis, Crapps, & Malone, 1991).

Zetlin (1986) emphasized that all family relationships,
including the sibling dyad, change throughout the life span. In
a longitudinal study of young children with Down syndrome
and their siblings, differences between the cognitive and so-
cial abilities of children with developmental disabilities and
their siblings affected the relationship less when children
were younger (Abramovitch, Stanhope, Pepler, & Corter,
1987). As differences in language and adaptive skills
increase, siblings tend to spend less time engaged in rec-
iprocal interactions such as play or conversation (Wilson,
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McGillivray, & Zetlin, 1992). School-aged children and their
siblings with mental retardation have been observed to play
together as frequently as matched comparison groups
(Abramovitch et al., 1987). Nondisabled siblings often learn
to accommodate to their sibling’s lower cognitive abilities by
playing less competitively and choosing appropriate toys that
interest their siblings (Stoneman et al., 1987). As the reci-
procity and equality between siblings decrease, roles can
become asymmetric, with the typically developing sibling
becoming more dominant and directive during interactions
(Wilson et al., 1992).

Many adolescent siblings of individuals with mental retar-
dation report a strong attachment to their brothers and sisters
along with significant worries and concerns about the future
care of their siblings (Eisenberg, Baker, & Blacher, 1998). In
a study of adolescent and adult siblings, the majority indi-
cated a willingness to be responsible for their brothers or
sisters with disabilities in the future (Greenberg, Seltzer,
Orsmond, & Krauss, 1999). Similar to siblings of typically
developing children, more opportunities for interaction
between siblings is related to the greater likelihood of
stronger feelings, both positive and negative, reported by
siblings (Bank & Kahn, 1982).

Much of the research on typically developing siblings
indicates age and gender differences. Females who are older
than their sibling with a disability have been found to assume
a greater proportion of caregiving and household responsibil-
ities than male siblings do (e.g., McHale & Gamble, 1989).
Brody et al. (1991) found that greater responsibility of older
school-aged siblings was associated with less time spent in
leisure activities outside the home and, in some cases, more
conflictual sibling interaction. In contrast, younger siblings
(ranging in age from 4 to 20 years) who provided significant
caregiving for an older sibling with a disability did not reveal
negative adjustment but rather displayed a high degree of
warmth and closeness to their brother or sister (Stoneman
et al., 1991). Sibling outcomes appear to be dependent on
multiple factors involving characteristics of the child with a
disability, the sibling, as well as the adaptive functioning of
the family as a unit.

Just as studies on parents of children with developmental
disabilities often assumed pathology, early studies of siblings
of children with disabilities assumed disadvantageous out-
comes. Typically developing siblings were considered to be
at risk for maladjustment as a consequence of the chronic
stress, stigma, and responsibilities associated with the care
of a sibling with disabilities (e.g., Farber, 1959). Some
siblings reported lower self-concepts, anger, and subse-
quent guilt from perceptions that they received less attention
from parents in comparison to their brother or sister with a

disability (McHale & Gamble, 1989). Observations of fami-
lies of children with disabilities have found that siblings of
children with disabilities often receive significantly less
parental attention than do siblings of typically developing
children (Corter, Pepler, Stanhope, & Abramovitch, 1992).

As a consequence of greater time spent caring for their
brother or sister with a disability, some typically developing
siblings report loneliness due to having fewer opportunities to
play outside the home or engage in normative sibling inter-
actions (McHale & Gamble, 1989). Other siblings report feel-
ing pressure to achieve to compensate their parents for
the lower skills of their brother or sister with a disability
(Seligman, 1983). In some studies, high rates of depression
and conduct problems were reported, especially among sisters
(Cuskelly & Gunn, 1993; McHale & Gamble, 1989).

In contrast, other researchers found positive adjustment
among siblings and the provision of valuable experiences in
sibling relationships (e.g., Eisenberg et al., 1998). Indeed,
most recent reviews of sibling relationships indicate mixed
support for the hypothesis that siblings of children with
disabilities assume greater caregiving or are at greater risk for
psychopathology (Damiani, 1999; Stoneman, 1998). Dyson
(1989) reported that male siblings of children with mental
retardation compared to male siblings of typically developing
children demonstrated fewer behavior problems. Some ado-
lescent and adult siblings have reported that the experience of
living with a brother or sister with mental retardation helped
them to develop greater empathy, as well as increased pa-
tience and acceptance of differences (Eisenberg et al., 1998).
Among adult siblings of children with mental retardation,
greater psychological adjustment was positively related to
the degree of emotional intimacy between siblings (Seltzer,
Greenberg, Krauss, & Gordon, 1997).

The adjustment of siblings is affected by multiple factors
including the severity of their brother’s or sister’s disability
and related needs, the temperament of each sibling, and
behavioral, psychological, or health problems related to the
sibling’s disability (Stoneman, 1998). The most consistent
finding in studies on sibling relationships is that problematic
behaviors of the child with a disability are associated with
higher conflict among siblings and less time engaged in
activities together (Brody, Stoneman, & Burke, 1987).

Children with certain disabilities are more likely to exhibit
problem behaviors. For example, children with Fragile X
syndrome tend to exhibit behaviors that are less prosocial and
more emotionally volatile than those of same-age children
(Kerby & Dawson, 1994). Although children with Williams
syndrome display high verbal skills and friendliness,
they often exhibit attention-seeking and deficient social
skills (Einfeld, Tonge, & Florio, 1997). These maladaptive
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behaviors have the potential of leading to conflictual rela-
tionships between siblings, as well as negatively affecting
family functioning (Stoneman, 1998).

Many of the studies on sibling relationships focus on that
relationship in the absence of knowledge about the overall
functioning of the family system and the broader social-
ecological settings in which families are embedded. The
findings of several recent studies, however, indicate that
sibling adjustment often parallels that of parents. Parents
who perceive their child with a disability and the function-
ing of their family more positively tend to have siblings
who have more positive feelings about their family and bet-
ter psychological adjustment (e.g., Weinger, 1999). Simi-
larly, Dyson, Edgar and Crnic (1989) reported that siblings
from families who were less argumentative and more sup-
portive toward family members were rated as more socially
competent.

Open communication and responsiveness of family mem-
bers to each other may be especially important for the posi-
tive adjustment of siblings of children with disabilities.
Lynch, Fay, Funk, and Nagel (1993) found that conflict
between parents and disorganized family functioning was
associated with poor outcomes for siblings of children with
mental retardation. The degree of cohesive, communicative
functioning within the parent-child dyad as well as qualities
of the sibling temperament predict fewer behavior problems
and more positive adjustment in siblings (Dyson et al., 1989).
Self-reports from adolescent siblings of children with mental
retardation revealed that adolescents wished that their
families would discuss issues concerning their sibling more
often. These siblings reported that greater openness and
expressiveness between family members would reduce their
anxiety and strengthen their relationship with other family
members (Eisenberg et al., 1998). Thus, future understanding
of sibling relationships will benefit by considering the family
context in which such relationships develop.

The Role of Social Support to Families of Children With
Developmental Disabilities

Although many factors are hypothesized to explain why some
families adjust positively and others experience dysfunction
when raising a child with disabilities, social support is a fac-
tor that has received much attention from researchers. Social
networks supply emotional and instrumental support to indi-
viduals and are composed of formally constructed (e.g., pro-
fessionals and service providers) and informally constructed
(e.g., friends, neighbors) groups (Dunst, Trivette, & Jodry,
1997). Thus, support networks are both an intrafamilial and
an extrafamilial factor. The construct of support includes

objective and subjective perspectives (Crnic & Stormshak,
1997). Support can be measured objectively by the size of
support networks, and subjectively by the extent to which
network members are appraised as helpful. Measures of help-
fulness and satisfaction with one’s support network, rather
than network size, have generally been more useful indicators
of the utility of support (Crnic & Stormshak, 1997).

Although Cochran and Brassard (1979) maintained that
support networks could have both direct and indirect effects
on children’s development, most studies have indicated that
social support serves to assist parents in their parenting role.
Parental functioning, then, influences children’s develop-
ment. In studies of families with children with disabilities,
social support has been found to relate to several parent and
family outcomes. Crnic, Greenberg, Ragozin, Robinson, and
Basham (1983) found that support from a spouse or partner
and others in personal networks was related to maternal satis-
faction with parenting and to general life satisfaction. Sup-
port has been found to interact with family characteristics,
however. For example, in a study of families of children with
or at risk for disabilities, Dunst, Trivette, and Cross (1986)
reported that child progress was greatest for families with
higher socioeconomic status and whose parents reported
greater satisfaction with their support networks.

Investigations into the role of social support in the func-
tioning of families of children with disabilities have been
extensive because social support is often considered to be an
intervention (Dunst et al., 1997). As an intervention, social
support functions to assist families when it responds to the
explicit needs of family members. Researchers have found
that for parents with young children with developmental dis-
abilities, hours of early intervention service are related
to positive changes in perceived helpfulness of support
(Warfield, Hauser-Cram, Krauss, Shonkoff, & Upshur, 2000).
By providing increasing links with other families of young
children with disabilities and creating access to knowledge-
able service providers, programs like early intervention en-
hance the helpfulness of maternal support networks. This, in
turn, makes it possible for families to mobilize the resources
necessary to meet their needs. Social support is not a panacea,
however, and increases in social support are only effective in
influencing parental well-being and family functioning when
parents’ current support networks are inadequate to meet
their needs. Some investigators have found that program-
developed sources of support (i.e., formal support) provided
to families who did not perceive a need for additional support
resulted in deleterious parental outcomes (Affleck, Tennen,
Rowe, Roscher, & Walker, 1989). Nevertheless, social sup-
port is recognized as an important factor in the ecology and
functioning of the family system.
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IMPLICATIONS AND FUTURE DIRECTIONS

The perspective of deviance that has dominated the history of
public ideology and attitudes toward individuals with devel-
opmental disabilities is also somewhat reflected in the field of
developmental psychology. To a large extent, the study of
children with disabilities has been relegated to investigators
in the fields of medicine, psychopathology, and special
education. Indeed, very few, if any, prior handbooks in child
psychology or developmental psychology include sections or
chapters on children with disabilities. The relative neglect of
investigations of children with disabilities in developmental
psychology has led to a constricted view of normal develop-
ment. In this way, developmental psychology remains an
incomplete science.

Some have conceptualized the study of developmental
delay as an experiment in nature because it creates a natural
context in which to examine developmental processes and
mechanisms in populations that exist at the extreme of the
normal distribution (Hodapp & Burack, 1990). For example,
Zigler (1969) studied children with mental retardation to
understand if they evidenced a functional delay (and thus
behaved like chronologically younger children) or a deficit
(and thus behaved differently from other children). Zigler
and Balla (1982) posed a question of whether children with
mental retardation develop in ways similar to other children
in terms of sequence and structure; this question is of central
importance to those interested in understanding the process
of human development. Other scholars have studied atypical
populations to elucidate the extent to which specific develop-
mental principles, such as orthogenesis and structural whole-
ness, generalize to all individuals (Cicchetti & Beeghly,
1990; H. Werner, 1957). An understanding of the way in
which such principles apply to all individuals is critical to the
growth of developmental psychology as a field in which
the full spectrum of human development is studied and the
role of individual regulation in the development of plasticity
is investigated. Moreover, such understanding is also essen-
tial for the promotion of optimal functioning of individuals
with developmental disabilities.

Within the past “Decade of the Brain” (Carnegie Task
Force on Meeting the Needs of Young Children, 1994; Shore,
1997), advances in neurophysiology have increased knowl-
edge about genetic disorders associated with developmental
disabilities. For example, more than 750 genetic disorders
have been associated with developmental disabilities, and 350
are related to mental retardation specifically (Matalainen,
Airaksinen, Mononen, Launiala, & Kaariainen, 1995; Opitz,
1996). Diverse etiology and an array of behavioral pheno-
types also have been specified (Dykens, 1995). The significant

interindividual variability in the behavioral phenotypes of
individuals with developmental delay demonstrates the nu-
merous ways that typical development can be compromised
by the multiple interactions of genetic, neurological, and
environmental factors. In particular, a host of environmental
teratogens have been identified that can modulate prenatal and
postnatal neurological and behavioral development (e.g.,
Omaye, 1993). The differential probability of these effects,
however, reflects the multiple risk or promotive factors that
contribute to individual differences in the child’s constitu-
tional resilience (Shonkoff & Marshall, 2000; Volpe, 1995).

Developmental delay exemplifies the developmental prin-
ciples of equifinality and multifinality (Cicchetti & Rogosch,
1996; Bertalanffy, 1968). In the former a variety of develop-
mental processes can lead to a similar outcome, whereas in
the latter a singular process or mechanism can lead to a range
of outcomes. Outcomes are highly dependent on the organi-
zation and functioning of the systems in which development
occurs. For example, equifinality is demonstrated by individ-
uals with developmental disabilities of different etiologies
who demonstrate similar levels of cognitive and adaptive
functioning. Likewise, individuals who evidence the same
chromosomal anomaly may develop very different outcomes
depending on the support or organization of the family and
related interacting systems in which they live.

The psychological research on the development of chil-
dren with disabilities highlights the value of understanding
the family and multiple systems in which children learn and
are nurtured. The patterns found across empirical studies
have implications for those developing programs or provid-
ing services to families of children with disabilities. Positive
relationships within families (regardless of the composition
of the family) are central to the optimal development of chil-
dren with disabilities, their typically developing siblings,
and parental well-being. Services during a child’s early
years typically focus on the child as a member of a family
(Meisels & Shonkoff, 2000). Research findings suggest that
such a focus is justified. In particular, synchronous styles of
mother-child interaction relate to children’s development
and to the well-being of other family members. School-age
services, however, typically focus on the child rather than
on the child and family (McWilliam, Maxwell, & Sloper,
1999). Findings from empirical studies indicate, however,
that parents are reporting higher levels of stress during the
middle childhood period and may benefit from additional
support during this time. Siblings’ relationships also appear
to reflect the relationships within the family system. Thus,
school-age services may be more beneficial to children with
disabilities if they become more family focused and family
friendly.
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We are only beginning to construct an understanding
of the complex interrelation between the development of
children with disabilities and the adaptations and accommo-
dations of their families. For example, despite the growing
recognition that culture provides the frame in which children
develop, few have investigated how cultural conceptions of
development relate to parenting a child with a disability
(Garcia Coll & Magnuson, 2000). We also know little about
the way families negotiate the multiple systems (e.g., health,
education, and therapeutic services) in which they function
and how that negotiation influences children’s outcomes and
family well-being. Aside from a comparatively large set of
studies on mother-child interaction, bidirectional relations
between children and other family members or among the
various systems in which children develop remain unstudied.
It is essential that such investigations be undertaken because
children with developmental disabilities, like all children,
deserve to be nurtured in ways that will optimize their devel-
opment and help them to lead meaningful lives.
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The latter part of the twentieth century was marked by public
anxiety about a myriad of social problems—some old, some
new, but all affecting the lives of vulnerable children, adoles-
cents, adults, families, and communities (Fisher & Murray,
1996; R. M. Lerner & Galambos, 1998; R. M. Lerner, Sparks,
& McCubbin, 1999). In America, for instance, a set of
problems of historically unprecedented scope and severity in-
volved interrelated issues of economic development, envi-
ronmental quality, health and health care delivery, poverty,
crime, violence, drug and alcohol use and abuse, unsafe sex,
and school failure.

Indeed, in the latter portion of the twentieth century and
into the present one, and across the United States and in other
nations, infants, children, adolescents, and the adults who
care for them continued to die from the effects of these social
problems (Dryfoos, 1990; Hamburg, 1992; Hernandez, 1993;
Huston, 1991; R. M. Lerner, 1995; Schorr, 1988, 1997). If
people were not dying, their prospects for future success
were being reduced by civil unrest and ethnic conflict, by
famine, by environmental challenges (e.g., involving water
quality and solid waste management), by school under-
achievement and dropout, by teenage pregnancy and par-
enting, by lack of job opportunities and preparedness, by
prolonged welfare dependency, by challenges to their health
(e.g., lack of immunization, inadequate screening for disabil-

ities, insufficient prenatal care, and lack of sufficient infant
and childhood medical services), and by the sequelae of per-
sistent and pervasive poverty (Huston, McLoyd, & Garcia
Coll, 1994; R. M. Lerner & Fisher, 1994). These issues chal-
lenge the resources and the future viability of civil society in
America and throughout the world (R. M. Lerner, Fisher, &
Weinberg, 2000a, 2000b).

The potential role of scientific knowledge about human de-
velopment in addressing these issues of individuals, families,
communities, and civil society resulted in growing interest
and activity in what has been termed applied developmental
science (ADS). As explained by Wertlieb (this volume),
scholars such as Celia B. Fisher (Fisher & Lerner, 1994;
Fisher et al., 1993), Richard A. Weinberg (e.g., R. M. Lerner,
Fisher, & Weinberg, 1997, 2000a, 2000b), Lonnie R. Sherrod
(e.g., 1999a, 1999b), Jacquelynne Eccles (Eccles, Lord, &
Buchanan, 1996), Ruby Takanishi (1993), and Richard M.
Lerner (1998b, 2002a, 2002b) specify that ADS is scholarship
that is predicated on a developmental systems theoretical per-
spective. This theoretical approach sees the multiple levels of
organizations involved in human development—including
biology, psychology, social relations, group/institutions, cul-
ture, physical environment, and history—as existing in an in-
tegrated, fused system. The perspective stresses that relations
among components of the system are the appropriate units of
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developmental analysis (R. M. Lerner, 1998b, 2002a; chapter
by Wertlieb in this volume). This approach also views indi-
viduals as active producers of their own development through
the relationships they have with their contexts (R. M. Lerner,
1982; R. M. Lerner & Walls, 1999). Given that development
occurs through the changing relations that individuals have
with their contexts, there is an opportunity for plasticity, for
systematically changing the course of human development by
altering the trajectory of these relations (Fisher & Lerner,
1994; chapter by Wertlieb in this volume).

Consistent with its emphasis on integrated systems, ADS
seeks to synthesize developmental research with community
outreach in order to describe, explain, and enhance the life
chances of vulnerable children, adolescents, young and old
adults, and their families across the life span (Fisher &
Lerner, 1994; chapter by Wertlieb in this volume). Given its
roots in developmental systems theory, ADS challenges the
usefulness of decontextualized knowledge and, as a conse-
quence, the legitimacy of isolating scholarship from the
pressing human problems of our world.

In this chapter we discuss key facets of the theoretical
bases for the integrated approach taken by ADS to knowledge
generation and knowledge application. We emphasize the
central role of fused relations between individuals and con-
texts (or, more generally, among levels of organization in the
developmental system) in the theoretical and empirical work
legitimating the ADS approach to knowledge. To advance our
argument we first review the key conceptual principles asso-
ciated with ADS and the relational foci of ADS scholarship.
We emphasize the synthetic view of basic, explanatory re-
search and applied research that is brought to the fore by the
developmental systems thinking that frames ADS, and we ex-
plain why person-context relations constitute the core focus
of research designed to study the basic process of human de-
velopment envisioned within ADS. Several lines of research
that model such person-context relations are reviewed, in-
cluding those associated with the goodness-of-fit model (e.g.,
Chess & Thomas, 1999), the stage-environment fit model
(e.g., Eccles, Midgley, et al., 1993), and models integrating
individual and community assets in the promotion of positive
youth development (Benson, 1997; Damon, 1997).

The Principles of Applied Developmental Science

As explained in detail in Wertlieb (this volume), Fisher and
her colleagues (Fisher et al., 1993) delineated five conceptual
components that characterize the principles or core substan-
tive features of ADS. Taken together, these conceptual fea-
tures make ADS a unique approach to understanding and
promoting positive development.

The first conceptual component of ADS is the notion of
the temporality, or historical embeddedness, of change perti-
nent to individuals, families, institutions, and communities.
Some components of the context or of individuals remain sta-
ble over time, and other components may change historically.
Because phenomena of human behavior and development
vary historically, one must assess whether generalizations
across time periods are legitimate. Thus, temporality has im-
portant implications for research design, service provision,
and program evaluation.

Interventions are aimed at altering the developmental tra-
jectory of within-person changes. To accomplish this aim, the
second conceptual feature of ADS is that applied develop-
mental scientists take into account interindividual differences
(diversity) among, for instance, racial, ethnic, social class,
and gender groups, as well as intra-individual changes, such
as those associated with puberty. 

The third conceptual feature of ADS places an emphasis
on the centrality of context. There is a focus on the relations
among all levels of organization within the ecology of human
development. These levels involve biology, families, peer
groups, schools, businesses, neighborhoods and commu-
nities, physical-ecological settings, and the sociocultural,
political, legal-moral, and economic institutions of society.
Together, bidirectional relations among these levels of the
developmental system necessitate systemic approaches to
research, program and policy design, and program and policy
implementation.

The fourth principle of ADS emphasizes descriptively
normative developmental processes and primary prevention
and optimization rather than remediation. Applied develop-
mental scientists emphasize healthy and normative develop-
mental processes and seek to identify the strengths and assets
of individual groups and settings, rather than focusing on
deficits, weaknesses, or problems of individuals, families, or
communities. Instead of dwelling on the problems faced by
people, applied developmental scientists aim to find combi-
nations of individual and ecological assets associated with
thriving among people (e.g., Benson, 1997; Benson, Leffert,
Scales, & Blyth, 1998; Leffert et al., 1998; Scales, Benson,
Leffert, & Blyth, 2000) and with the five Cs of positive indi-
vidual development: competence, confidence, connection,
character, and caring/compassion (Hamilton & Hamilton,
1999; R. M. Lerner, 2002b; Little, 1993; Pittman, 1996).

The final principle of ADS is the appreciation of the bi-
directional relationship between knowledge generation and
knowledge application. By acknowledging bidirectionality,
applied developmental scientists recognize the importance
of knowledge about life and development that exists among
the individuals, families, and communities being served by
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ADS. For applied developmental scientists, collaboration
and colearning between researchers/universities and com-
munities are essential features of the scholarly enterprise
(R. M. Lerner, 1998a, 1998b). Such community-collaborative
efforts are termed outreach scholarship (R. M. Lerner &
Miller, 1998).

In other words, given the developmental systems perspec-
tive that ADS is predicated on, applied developmental scien-
tists assume that

there is an interactive relationship between science and applica-
tion. Accordingly, the work of those who generate empirically
based knowledge about development and those who provide pro-
fessional services or construct policies affecting individuals and
families is seen as reciprocal in that research and theory guide
intervention strategies and the evaluation of interventions and
policies provides the bases for reformulating theory and future re-
search. . . .As a result, applied developmental [scientists] not only
disseminate information about development to parents, profes-
sionals, and policy makers working to enhance the development
of others, they also integrate the perspectives and experiences of
these members of the community into the reformulation of theory
and the design of research and interventions. (Fisher & Lerner,
1994, p. 7)

Foci of Applied Developmental Science

The National Task Force on Applied Developmental Science
(Fisher et al., 1993) indicated that the activities of ADS span
a continuum from knowledge generation to knowledge appli-
cation (see also chapter by Wertlieb in this volume). These
activities include, but are not limited to, research on the
applicability of scientific theory to growth and development
in natural, ecologically valid contexts; the study of develop-
mental correlates of phenomena of social import; the con-
struction and utilization of developmentally and contextually
sensitive assessment instruments; the design and evaluation
of developmental interventions and enhancement programs;
and the dissemination of developmental knowledge to indi-
viduals, families, communities, practitioners, and policy
makers through developmental education, printed and elec-
tronic materials, the mass media, expert testimony, and com-
munity collaborations. 

Given their belief in the importance for developmental
analysis of systemically integrating all components within
the ecology of human development, and their stress on inte-
grating through collaboration and colearning the expertise of
the researcher with the expertise of the community, propo-
nents of ADS believe that researchers and the institutions
within which they work are part of the developmental system
that ADS tries to understand and enhance. ADS emphasizes

that the scholar/university-community partnerships that they
seek to enact are an essential means of contextualizing
knowledge. By embedding scholarship about human devel-
opment within the diverse ecological settings within which
people develop, applied developmental scientists foster bidi-
rectional relationships between research and practice. Within
such relationships developmental research both guides and is
guided by the outcomes of community-based interventions,
for example, public policies or programs aimed at enhancing
human development.

The growth of such outreach scholarship has fostered a
scholarly challenge to prior conceptions of the nature of the
world (Cairns, Bergman, & Kagan, 1998; R. M. Lerner &
Miller, 1998; W. Overton, 1998; Valsiner, 1998). The idea that
all knowledge is related to its context has promoted a change
in the typical ontology within current scholarship. This
change has emerged as a focus on relationism and an avoid-
ance of split conceptions of reality, such as nature versus nur-
ture (W. Overton, 1998). This ontological change has helped
advance the view that all existence is contingent on the
specifics of the physical and social-cultural conditions that
exist at a particular moment of history (W. Overton, 1998;
Pepper, 1942). Changes in epistemology that have been asso-
ciated with this revision in ontology and contingent knowl-
edge can be understood only if relationships are studied.

Accordingly, any instance of knowledge (e.g., the core
knowledge of a given discipline) must be integrated with
knowledge of (a) the context surrounding it and (b) the rela-
tion between knowledge and context. Thus, knowledge that
is disembedded from the context is not basic knowledge.
Rather, knowledge that is relational to its context, for exam-
ple, to the community, as it exists in its ecologically valid
setting (Trickett, Barone, & Buchanan, 1996), is basic
knowledge. Having an ontology of knowledge as ecologi-
cally embedded and contingent rationalizes the interest of
ADS scholars in learning to integrate what they know with
what is known of and by the context (Fisher, 1997). It thus
underscores the importance of colearning collaborations
between scholars and community members as a key part of
the knowledge-generation process (Higgins-D’Alessandro,
Fisher, & Hamilton, 1998; R. M. Lerner & Simon, 1998a,
1998b). In sum, significant changes that have occurred in
the way in which social and behavioral scientists (and
human developmentalists more specifically) have begun to
reconceptualize their roles and responsibilities to society is
in no greater evidence than in the field of ADS (Fisher &
Murray, 1996; R. M. Lerner, 2002a, 2002b; R. M. Lerner
et al., 2000a, 2000b).

Human developmental science has long been associated
with laboratory-based scholarship devoted to uncovering
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universal aspects of development by stripping away contex-
tual influences (Cairns et al., 1998; Hagen, 1996; Youniss,
1990). However, the mission and methods of human devel-
opment are being transformed into an ADS devoted to dis-
covering diverse developmental patterns by examining the
dynamic relations between individuals within the multiple,
embedded contexts of the integrated developmental systems
in which they live (Fisher & Brennan, 1992; Horowitz, 2000;
Horowitz & O’Brien, 1989; Morrison, Lord, & Keating,
1984; Power, Higgins, & Kohlberg, 1989; Sigel, 1985). This
theoretical revision of the target of developmental analysis
from the elements of relations to interlevel relations has sig-
nificant implications for applications of developmental sci-
ence to policies and programs aimed at promoting positive
human development. Arguably the most radical feature of the
theoretical, research, and applied agenda of applied develop-
mental scientists is the idea that research about basic rela-
tional processes of development and applications focused on
enhancing person-context relations across ontogeny are one
and the same. To explain this fusion, it is important to discuss
in some detail the link between developmental systems the-
ory and ADS.

FROM DEVELOPMENTAL SYSTEMS THEORIES
TO APPLIED DEVELOPMENTAL SCIENCE

Paul Mussen, the editor of the third edition of the Handbook
of Child Psychology, presaged what today is abundantly clear
about the contemporary stress on systems theories of human
development. Mussen (1970, p. vii) said, “The major con-
temporary empirical and theoretical emphases in the field of
developmental psychology . . . seem to be on explanations of
the psychological changes that occur, the mechanisms and
processes accounting for growth and development.” This
vision alerted developmental scientists to a burgeoning inter-
est not in structure, function, or content per se, but in change,
in the processes through which change occurs, and in the
means through which structures transform and functions
evolve over the course of human life.

Today, Mussen’s (1970) vision has been crystallized. The
cutting edge of contemporary developmental theory is repre-
sented by systems conceptions of process, of how structures
function and how functions are structured over time. Thus,
developmental systems theories of human development
are not tied necessarily to a particular content domain,
although particular empirical issues or substantive foci
(e.g., motor development, successful aging, wisdom, extraor-
dinary cognitive achievements, language acquisition, the self,
psychological complexity, or concept formation) may lend

themselves readily as exemplary sample cases of the processes
depicted in a given theory (see R. M. Lerner, 1998a).

The power of developmental systems theories lies in their
ability not to be limited or confounded by an inextricable
association with a unidimensional portrayal of the develop-
ing person. In developmental systems theories the person is
neither biologized, psychologized, nor sociologized. Rather,
the individual is systemized. A person’s development is em-
bedded within an integrated matrix of variables derived from
multiple levels of organization. Development is conceptual-
ized as deriving from the dynamic relations among the vari-
ables within this multitiered matrix.

Developmental systems theories use the polarities that en-
gaged developmental theory in the past (e.g., nature/nurture,
individual/society, biology culture; R. M. Lerner, 1976, 1986,
2002a), not to split depictions of developmental processes
along conceptually implausible and empirically counterfac-
tual lines (Gollin, 1981; W. Overton, 1998) or to force coun-
terproductive choices between false opposites (e.g., heredity
or environment, continuity or discontinuity, constancy or
change; R. M. Lerner, 2002a), but to gain insight into the
integrations that exist among the multiple levels of organiza-
tion involved in human development. These theories are cer-
tainly more complex than their one-sided predecessors. They
are also more nuanced, more flexible, more balanced, and
less susceptible to extravagant or even absurd claims (e.g.,
that nature split from nurture can shape the course of human
development; that there is a gene for altruism, militarism, or
intelligence; or that when the social context is demonstrated
to affect development the influence can be reduced to a ge-
netic one; e.g., Hamburger, 1957; Lorenz, 1966; Plomin,
1986, 2000; Plomin, Corley, DeFries, & Faulker, 1990;
Rowe, 1994; Rushton, 1987, 1988a, 1988b, 1997, 1999).

These mechanistic and atomistic views of the past have
been replaced, then, by theoretical models that stress the dy-
namic synthesis of multiple levels of analysis, a perspective
having its roots in systems theories of biological develop-
ment (Cairns, 1998; Gottlieb, 1992; Kuo, 1930, 1967, 1976;
T. C. Schneirla, 1956; T. C. Schneirla, 1957; von Bertalanffy,
1933). In other words, development, understood as a property
of systemic change in the multiple and integrated levels of or-
ganization (ranging from biology to culture and history)
comprising human life and its ecology, is an overarching
conceptual frame associated with developmental systems
models of human development.

Explanation and Application: A Synthesis

This stress on the dynamic relation between the individual and
his or her context results in the recognition that a synthesis of
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perspectives from multiple disciplines is needed to under-
stand the multilevel integrations involved in human devel-
opment. In addition, to understand the basic process of human
development both descriptive and explanatory research must
be conducted within the actual ecology of people’s lives.

Explanatory studies, by their very nature, constitute inter-
vention research. The role of the developmental researcher
conducting explanatory research is to understand the ways in
which variations in person-context relations account for the
character of human developmental trajectories, life paths that
are enacted in the natural laboratory of the real world. To
gain an understanding of how theoretically relevant varia-
tions in person-context relations may influence developmen-
tal trajectories, the researcher may introduce policies or
programs as experimental manipulations of the proximal or
distal natural ecology. Evaluations of the outcomes of such
interventions become a means to bring data to bear on theo-
retical issues pertinent to person-context relations. More
specifically, these interventions have helped applied develop-
mental scientists to understand the plasticity in human devel-
opment that may exist and that may be capitalized on to
enhance human life (Csikszentmihalyi & Rathunde, 1998;
R. M. Lerner, 1984).

The interindividual differences in intra-individual change
that exist as a consequence of these naturally occurring inter-
ventions attest to the magnitude of the systematic changes
in structure and function—the plasticity—that characterize
human life. Explanatory research is necessary, however, to
understand what variables, from what levels of organization,
are involved in particular instances of plasticity that have
been seen to exist. In addition, such research is necessary to
determine what instances of plasticity may be created by
science or society. In other words, explanatory research is
needed to ascertain the extent of human plasticity or, in turn,
to test the limits of plasticity (Baltes, Lindenberger, &
Staudinger, 1998; R. M. Lerner, 1984). 

From a developmental systems perspective, the conduct of
such research may lead the scientist to alter the natural ecol-
ogy of the person or group he or she is studying. Such re-
search may involve either proximal or distal variations in the
context of human development (R. M. Lerner & Ryff, 1978);
in any case, these manipulations constitute theoretically
guided alterations of the roles and events a person or group
experiences at, or over, a portion of the life span. 

These alterations are indeed, then, interventions: They are
planned attempts to alter the system of person-context rela-
tions that constitute the basic process of change; they are con-
ducted in order to ascertain the specific bases of, or to test the
limits of, particular instances of human plasticity (Baltes,
1987; Baltes & Baltes, 1980). These interventions are a

researcher’s attempt to substitute designed person-context
relations for naturally occurring ones in an attempt to
understand the process of changing person-context relations
that provides the basis of human development. In short, basic
research in human development is intervention research
(R. M. Lerner et al., 1994). 

Accordingly, the cutting edge of theory and research in
human development lies in the application of the conceptual
and methodological expertise of human developmental sci-
entists to the natural ontogenetic laboratory of the real world.
This placement into the actual ecology of human develop-
ment of explanatory research about the basic, relational
process of development involves the fusion of application
with basic developmental science. To pursue the study of
ontogeny from a developmental systems perspective, a
research-application agenda that is focused on the relations
between diverse individuals and their similarly diverse con-
texts is brought to the fore (R. M. Lerner, 2002a). In addition,
however, scholars involved in such research must have at
least two other concerns, ones deriving from the view that
basic, explanatory research in human development is, in its
essence, intervention research. 

Research in human development that is concerned with
one or even a few instances of individual and contextual di-
versity cannot be assumed to be useful for understanding the
life course of all people. Similarly, policies and programs de-
rived from such research, or associated with it in the context
of a researcher’s tests of ideas pertinent to human plasticity,
cannot hope to be applicable, or equally appropriate and
useful, in all contexts or for all individuals. Accordingly,
developmental and individual differences–oriented policy
development and program (intervention) design and delivery
must be a key part of the approach to applied developmental
research for which we are calling. 

The variation in settings within which people live means
that studying development in a standard (e.g., a controlled)
environment does not provide information pertinent to the
actual (ecologically valid) developing relations between indi-
vidually distinct people and their specific contexts (e.g., their
particular families, schools, or communities). This point un-
derscores the need to conduct research in real-world settings
(Bronfenbrenner, 1974; Zigler, 1998) and highlights the
ideas that (a) policies and programs constitute natural exper-
iments (i.e., planned interventions for people and institu-
tions) and (b) the evaluation of such activities becomes a
central focus in the developmental systems research agenda
we have described (R. M. Lerner, 1995; R. M. Lerner,
Ostrom, & Freel, 1995).

In this view, then, policy and program endeavors do
not constitute secondary work, or derivative applications,
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conducted after research evidence has been complied. Quite
to the contrary, policy development and implementation, as
well as program design and delivery, become integral com-
ponents of the ADS approach to research; the evaluation
component of such policy and intervention work provides
critical feedback about the adequacy of the conceptual frame
from which this research agenda should derive (Zigler, 1998;
Zigler & Finn-Stevenson, 1992). 

In essence, a developmental systems perspective leads us
to recognize that if we are to have an adequate and sufficient
science of human development, we must integratively study
individual and contextual levels of organization in a relational
and temporal manner (Bronfenbrenner, 1974; Zigler, 1998).
And if we are to serve America’s citizens and families through
our science, and if we are to help develop successful policies
and programs through our scholarly efforts—efforts that re-
sult in the promotion of positive human development—then
we may make great use of the integrative, temporal, and rela-
tional model of the person and of his or her context that is em-
bodied in the developmental systems perspective forwarded
in developmental system theories of human development.

Toward the Testing of a Developmental Systems
Approach to Applied Developmental Science

The key test of the usefulness of the integrative, relational
ideas of applied developmental scientists lies in a demonstra-
tion of the greater advantages for understanding and applying
a synthetic focus on person-context relations—as compared
to an approach to developmental analysis predicated on
splitting individual from context or on splitting any level
within the developmental system from another (e.g., through
genetic reductionism, splitting biological from individual-
psychological or social levels; e.g., as in Rowe, 1994, or
Rushton, 1999, 2000). In other words, can we improve un-
derstanding of human development, and can we enhance our
ability to promote positive outcomes of changes across life
by adopting the relational approach of an ADS predicated on
developmental systems thinking? 

We believe the answer to this question is yes, and to sup-
port our position we consider scholarship that illustrates how
a focus on the person-context relation may enhance under-
standing of the character of human development and, as well,
of the ways in which applications linking person and context
in positive ways can enhance human development across the
life span. The scholarship we review considers the impor-
tance of understanding the match, congruence, quality of fit,
or integration between attributes of individuals and charac-
teristics of their contexts for understanding and promoting
healthy, positive human development.

Although there are numerous ways in which the literature
pertinent to person-context relations may be partitioned in
order to ascertain the nature of the support that exists for the
developmental systems approach to ADS, we have elected to
concentrate on models of person-context relations focused
primarily on families, schools, and communities. We believe
the literatures associated with these instances of the context
afford an assessment of three settings integral to the lives
of people across much of the life span. As well, these three
foci provide a means to consider integrated issues of
research, policies, and programs pertinent to the promotion
of positive development across much of ontogeny.

MODELS OF PERSON-CONTEXT RELATION

Biological (organismic) characteristics of the individual af-
fect the context; for example, adolescents who look different
as a consequence of contrasting rates of biological growth
associated for instance with earlier versus later maturation
elicit different social behaviors from peers and adults
(Brooks-Gunn, 1987; R. M. Lerner, 1987a, 1987b; Petersen,
1988). At the same time, contextual variables in the organ-
ism’s world affect its biological characteristics (e.g., girls
growing up in nations or at times in history with better health
care and nutritional resources reach puberty earlier than do
girls developing in less advantaged contexts; Katchadourian,
1977; Tanner, 1991).

Accordingly, scholars using developmental systems think-
ing to frame their work seek to identify how variables from
the levels involved in person-context relations fit together dy-
namically (i.e., in a reciprocally interactive way) to provide
bases for behavior and development. For instance, the
goodness-of-fit model (Chess & Thomas, 1984; Thomas &
Chess, 1977) and the stage-environment fit model (Eccles,
1991; Eccles & Midgley, 1989), both of which are discussed
in greater detail later, represent two important ways in which
scholars interested in developmental systems have explored
the import of dynamic person-context relations for positive
development.

Capitalizing on the tradition of person-context scholar-
ship embodied in such models, other scholars, interested in
applying developmental science to promote positive youth
development by improving person-context relations, have
attempted to understand and enhance the integration of
individual and ecological characteristics in the service of
fostering healthier developmental trajectories. This scholar-
ship expands the focus of person-context relations beyond
child-parent, person-family, or student-teacher (classroom,
school) foci to include community-level variables; as such, it
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includes an explicit recognition of the ethos and values of a
community for marshalling its strengths or assets around a
vision of improved, healthy trajectories of person-context
relations for young people.

The idea involved in all of these variants of person-
context relational conceptions is the same. Just as a person
brings his or her characteristics of individuality to a particu-
lar social setting, there are characteristics of the context (e.g.,
social demands placed on the person) that exist by virtue of
the social and physical components of the setting. These
ecological characteristics may take the form of (a) attitudes,
values, or stereotypes that are held by others in the context
regarding the person’s attributes (either physical or behav-
ioral characteristics); (b) the attributes (usually behavioral) of
others in the context with whom the individual must coordi-
nate, or fit, his or her attributes (also, in this case, usually be-
havioral) for adaptive interactions to exist; (c) the physical
characteristics of a setting (e.g., the presence or absence of
access ramps for those with motor handicaps) that require the
person to possess certain attributes (again, usually behavioral
abilities) for the most efficient interaction within the setting
to occur; or (d) the social assets, resources, or strengths of a
neighborhood or community (e.g., mentoring programs for
students, community policing programs, or educationally
enriching after-school programs for young children). 

A congruence, match, or goodness of fit between a per-
son’s attributes of individuality (e.g., her/his temperamental
characteristics, developmental level) and the features of his
or her social and physical ecology (e.g., the demands placed
on her/him for particular behaviors by parents, classroom
teachers, school peer groups, or other significant people in
her/his life) may be established because the individual has
characteristics that act on the environment and, at the same
time, because the environment acts on her or his characteris-
tics (Chess & Thomas, 1984, 1999;  J. V. Lerner & Lerner,
1983; R. M. Lerner & Lerner, 1989; Thomas & Chess, 1977).
These two components of the developmental system—
individual attributes and ecological characteristics (such as
demands and resources)—may interact to promote either
adaptive or unhealthy outcomes.

Of course, any instance of match, congruence, positive
integration, or fit may result in either positive or negative out-
comes, depending on the characteristics extant across the
other levels of the developmental system at a given point in
time (Bronfenbrenner & Morris, 1998; Elder, 1998). How-
ever, given that the individual is at the center of these recip-
rocal actions (or dynamic interactions), individuals, through
their own actions, are a source of their own development
(R. M. Lerner & Busch-Rossnagel, 1981; R. M. Lerner &
Walls, 1999). In short, within developmental systems theo-

ries there is a third source of development—the individual
(see, e.g., Schneirla, 1957).

The basis of the specifications provided by these models
of person-context relations for positive development lies in
this third source of development. Given the influences of the
individual (e.g., the child) on his or her context, and thus as a
producer of her or his own development, one implication of
developmental systems thinking for the understanding of
human development is through the creation of person effects.

To illustrate, consider the person during his or her child-
hood (and thus consider child effects on the developmental
process; R. M. Lerner & Busch-Rossnagel, 1981; R. M.
Lerner & Walls, 1999). How we behave and think as adults—
and especially as parents—is very much influenced by our
experiences with our children. Our children rear us as much
as we do them (R. M. Lerner, Rothbaum, Boulos, &
Castellino, in press). The very fact that we are parents makes
us different adults than we would be if we were childless.
But, more importantly, the specific and often special charac-
teristics of a particular child influence us in very unique
ways. How we behave toward our children depends quite a
lot on how they have influenced us to behave. Such child in-
fluences are the basis of child effects.

Child effects emerge largely as a consequence of a child’s
individual distinctiveness. All children, with the exception of
genetically identical (monozygotic) twins, have a unique
genotype, that is, a unique genetic inheritance. Similarly,
no two children, including monozygotic twins, experience
precisely the same environment. As such, because of person-
context fusions, all individuals have systematic charac-
teristics of individuality, distinct features that arise from a
probabilistic epigenetic interrelation of genes and environ-
ment (Gottlieb, 1970, 1983, 1991, 1992, 1997).

Child effects elicit a “circular function” (Schneirla, 1957)
in individual development: Children stimulate differential re-
actions in their parents, and these reactions provide the basis
of feedback to the child; that is, return stimulation influences
children’s further individual development. The bidirectional
child-parent relationships involved in these circular functions
underscore the point that children (and adolescents and
adults) are producers of their own development and that indi-
viduals’ relations to their contexts involve bidirectional
exchanges (R. M. Lerner, 1982). The parent shapes the child,
but part of what determines the way in which parents do this
is children themselves.

In short, children shape their parents—as adults, as
spouses, and of course as parents per se—and in so doing chil-
dren help organize feedback to themselves, feedback that con-
tributes further to their individuality and thus starts the
circular function all over again (i.e., returns the child effects



542 Applied Developmental Science of Positive Human Development

process to its first component). Characteristics of behavioral
or personality individuality allow the child to contribute to
this circular function. However, this idea of circular functions
needs to be extended; that is, in and of itself the notion is mute
regarding the specific characteristics of the feedback (e.g., its
positive or negative valence) that children will receive as a
consequence of their individuality. In other words, to account
for the specific character of child-family relations, the circular
functions model needs to be supplemented. The first model of
person-context relations we shall consider—the goodness-of-
fit model—makes this contribution to the understanding of
circular functions within the family.

The Goodness-of-Fit Model of Person-Context
Relations in Families

The goodness-of-fit model specifies that a person’s character-
istics differentially meet the demands of his or her setting,
providing a basis for the specific feedback attained from the
socializing environment. Although the goodness-of-fit model
is put forward as a general model to assist in understanding
the valence of the feedback associated with circular functions
within and across all instances of person-context relations
(Chess & Thomas, 1999; Thomas & Chess, 1970, 1977,
1981), much of the literature involving tests of this model
have been linked either to understanding family relations or
to the differences between interactions in the family and other
key contexts of child development (e.g., the school).

For example, teachers and parents may have relatively in-
dividual and distinct expectations about behaviors desired of
their students and children; these different expectations typi-
cally derive from contrasting attitudes, values, or stereotypes
associated with the school versus the home. For instance,
teachers may prefer students who show little distractibility,
whereas parents might prefer their children to be moderately
distractible, for example, when they require their children to
move from watching television to the dinner table and then
on to bed. Children whose behavioral individuality is either
generally distractible or generally not distractible would dif-
ferentially meet the demands of these two contexts. Problems
of adjustment to school or to home might thus develop as a
consequence of a child’s lack of match (or goodness of fit) in
either or both settings. By this analysis, distractible children
should, therefore, never be blamed for a poor fit. It is, rather,
the dynamic relationship between the child and his or her
context(s) that determines the adaptability of the fit (i.e., the
functional significance of the fit, e.g., for positive social rela-
tions in the context). 

When looking specifically at the child’s contribution to fit,
one may specify different competencies that a child might

possess to attain a good fit within and across time within
given contexts. These competencies include appropriately
evaluating (a) the demands of a particular context, (b) the in-
dividual’s psychological and behavioral characteristics, and
(c) the degree of match that exists between the two. In addi-
tion, other cognitive and behavioral skills are necessary. The
child must have the ability to select and gain access to those
contexts with which there is a high probability of match and
to avoid those contexts where poor fit is likely. In contexts
that are assigned rather than selected—for example, family of
origin or assigned elementary school class—the child must
have the knowledge and skills necessary either to change
him- or herself to fit the demands of the setting or to alter
the context to better fit his or her attributes (Mischel, 1977;
Snyder, 1981). In most contexts multiple types of demands
will impinge on the person, each with distinct pressures on
the individual. The child needs to be able to detect and eval-
uate such complexity and judge which demand it is best to
adapt to when all cannot be met. In these instances, as the
child develops competency in self-regulation (Brandtstädter,
1998, 1999; Eccles, Early, Frasier, Belansky, & McCarthy,
1997; Heckhausen, 1999), the child will be able to become an
active selector and shaper of the contexts within which he or
she develops. Thus, as the child’s agency (Bakan, 1966) de-
velops, it will become increasingly true that he or she rears
his or her parents as much as they do him or her.

Alexander Thomas and Stella Chess (1977, 1980, 1981;
Chess & Thomas, 1984, 1999) asserted that if a child’s char-
acteristics of individuality provide a good fit (or match) with
the demands of a particular setting, adaptive outcomes will
accrue in that setting. Those children whose characteristics
match most of the settings within which they exist should re-
ceive supportive or positive feedback from the contexts and
should show evidence of the most adaptive behavioral devel-
opment. In turn, of course, poorly fit or mismatched children
should show alternative developmental outcomes. The char-
acteristics of individuality through which children may dif-
ferentially fit their contexts involve what children do, why
children show a given behavior, and how children do what-
ever they do. 

Temperament and Tests of the Goodness-of-Fit Model

Much of the initial evidence supporting the use of the
goodness-of-fit model is derived from the Thomas and Chess
(1977; Chess & Thomas, 1996, 1999) New York Longitudinal
Study (NYLS). For instance, information relevant to the
goodness-of-fit model exists as a consequence of the multiple
samples present in the project. The core NYLS sample was
composed of 133 middle-class, mostly European American
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children of professional parents who were followed from in-
fancy through young adulthood. In addition, a sample of 98
Puerto Rican children of working-class parents was followed
for about seven years. The children from both samples were
studied from at least the first month of life onward. Although
the distribution of temperamental attributes was not different
in the two samples, the import of the attributes for psychoso-
cial adjustment was quite disparate.

Two examples that relate to the concept of “easy” versus
“difficult” temperament (Chess & Thomas, 1984, 1999;
Thomas & Chess, 1977) may suffice to illustrate this distinc-
tion. Chess and Thomas (1984, 1999) explained that the fit
between the child’s temperament and the caregiver’s de-
mands may be associated with distinct types of parental or
family relations. For instance, temperamentally difficult
children may be moody or biologically arrhythmic and, as a
result, may not fit with the preferences, expectations, or
schedules of caregivers. By contrast, children with easy tem-
peraments may be rhythmic children and have a positive
mood and, as a result, have a better fit with the preferences,
expectations, or schedules of the caregivers. However, a
child’s temperamental ease or difficulty does not reside in the
child but in the dynamic relations involving the child, the
parent, and the larger ecology of human development. What
may be difficult in one setting, or a predictor of negative
developmental outcomes, may be irrelevant or, instead, a
predictor of positive outcomes under different conditions of
the developmental system.

To illustrate the significance of individual temperament on
the goodness of fit between person and context, the impact of
low regularity or rhythmicity of behavior, particularly in re-
gard to sleep-wake cycles, may be considered. Of the two
samples of families in the NYLS, the Puerto Rican parents
studied by Thomas and Chess (1977; Thomas, Chess, Sillen,
& Mendez, 1974) placed no demands in regard to rhythmic-
ity of sleep on the infant or child during at least the first five
years of live. In fact, Puerto Rican parents allowed their child
during the first five years of life to go to sleep and wake up at
any time. These parents molded their schedule around their
children. Because this sample of parents was so accom-
modating, there were no problems of fit associated with an
arrhythmic infant or child. In addition, neither within the
infancy period nor throughout the first five years of life did
arrhythmicity predict adjustment problems in the Puerto
Rican children. In this sample arrhythmicity remained con-
tinuous and independent of adaptive implications for the
child. In turn, in the predominantly European American,
middle-class families, strong demands for rhythmic sleep
patterns were maintained. Most of the mothers and fathers in
this sample worked outside the home (Korn, 1978), and sleep

arrhythmicity in the child interfered with parents’ getting suf-
ficient rest at night to perform optimally at work the next day.
Thus, an arrhythmic child did not fit with parental demands,
and consistent with the goodness of fit model, arrhythmicity
was a major predictor of problem behaviors both within the
infancy years and through the first five years of life (Korn,
1978; Thomas et al., 1974).

There are at least two ways of viewing this finding. First,
consistent with the idea that children influence their parents,
it is significant to note that sleep arrhythmicity in the
European American sample resulted in parental reports of
fatigue, stress, anxiety, and anger (Chess & Thomas, 1984,
1996, 1999; Thomas et al., 1974). It is possible that the pres-
ence of arrhythmicity altered previous parenting styles in this
NYLS sample in a way that constituted negative feedback
(negative parenting) directed to the child—feedback that was
then associated with the development of problem behaviors
in the child.

A second interpretation of this finding arises from the fact
that problem behaviors in the children were identified ini-
tially on the basis of parental report. Regardless of problem
behaviors evoked in the parent by the child or of any altered
parent-child interactions that thereby ensued, one effect of
the child on the parent was to increase the probability of the
parent labeling the child’s temperamental style as problem-
atic and so reporting it to the NYLS staff psychiatrist. The
current analyses of the NYLS data do not allow for a dis-
crimination between these two possibilities.

The data in the NYLS do indicate that the European
American sample took steps to change their arrhythmic chil-
dren’s sleep patterns. Because temperament may be modified
by person-context interactions, low rhythmicity tended to be
discontinuous for most of these children. That these parents
modified their children’s arrhythmicity is an instance of a
child effect on its psychosocial context. That is, the child
produced alterations in parental caregiving behaviors regard-
ing sleep. That these child effects on the parental context fed
back to the child and influenced her or his further develop-
ment is consistent with the finding that sleep arrhythmicity
was discontinuous among these children.

Thus, in the predominantly European American, middle-
class sample, early infant arrhythmicity tended to be a
problem during this time of life but proved to be neither con-
tinuous nor predictive of later adjustment problems. In turn,
in the Puerto Rican sample, arrhythmicity, though continu-
ous, was not a poor fit with the context of the child during
infancy or within the first five years of life. This is not to say
that the parents in the Puerto Rican families were not affected
by their children’s sleep arrhythmicity. As with the European
American parents, it may be that the Puerto Rican parents had
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problems of fatigue or suffered family or work-related prob-
lems due to irregular sleep patterns produced in them as a
consequence of their child’s sleep arrhythmicity. Again, the
data analyses in the NYLS do not indicate this possible child
effect on the Puerto Rican parents.

The data do underscore the importance of considering the
fit between the individual and the demands of the psychoso-
cial context of development, in that it indicates that arrhyth-
micity did begin to predict adjustment problems for the
Puerto Rican children when they entered the school system.
Their lack of a regular sleep pattern interfered with their get-
ting sufficient sleep to perform well in school and often
caused them to be late to school (Korn, 1978; Thomas et al.,
1974). Thus, although before the age of 5 years only one
Puerto Rican child presented a clinical problem diagnosed as
a sleep disorder, between ages 5 and 9 years almost 50% of
the Puerto Rican children who developed clinically identifi-
able problems were diagnosed as having sleep problems.

Another example of how the different demands of the two
family contexts studied in the NYLS provide different
presses for adaptation relates to differences in the demands of
the families’ physical contexts. As noted by Thomas et al.
(1974), as well as Korn (1978), there was a very low over-
all incidence of behavior problems in the Puerto Rican
sample of children in their first five years of life, especially
when compared to the corresponding incidence among the
European American sample of children. If a problem did
arise during this time among the Puerto Rican sample, it was
most likely to be a problem of motor activity. Across the first
9 years of their lives, of those Puerto Rican children who de-
veloped clinical problems, 53% presented symptoms diag-
nosed as involving problematic motor activity. The parents of
these children complained of excessive and uncontrollable
motor activity. However, in the European American sample,
only one child (a child with brain damage) was characterized
in this way.

The Puerto Rican parents’ reports of “excessive and un-
controllable” activity in their children do constitute an ex-
ample of a child effect on the parents. That is, a major value
of the Puerto Rican parents in the NYLS was child obedience
to authority (Korn, 1978). The type of motor activity shown
by the highly active children of these Puerto Rican parents
was inconsistent with parental perceptions of an obedient
child (Korn, 1978).

Moreover, the Puerto Rican children’s activity-level char-
acteristics serve as an illustration of the embeddedness of
the child temperament home-context relation in the broader
community context. The Puerto Rican families usually had
several children and lived in small apartments, where even
average motor activity tended to impinge on others in the set-

ting. At the same time, Puerto Rican parents were reluctant to
let their children out of the apartment because of the actual
dangers of playing on the streets of their (East Harlem)
neighborhood—perhaps especially for children with high
activity levels.

In the predominantly European American, middle-class
sample, the parents had the financial resources to provide
large apartments or houses for their families. There were
typically suitable play areas for the children both inside and
outside the home. As a consequence, the presence of high
activity levels in the home of the European American sample
did not cause the problems for interaction that they did in the
Puerto Rican group. Thus, as Thomas, Chess, and Birch
(1968; Thomas et al., 1974) emphasized, the mismatch be-
tween temperamental attribute and physical environmental
demand accounted for the group difference in the import of
high activity level for the development of reported behavioral
problems in the children.

Chess and Thomas (1999) reviewed other data from the
NYLS, and from independent data sets, that tested their
temperament-context, goodness-of-fit model. One very im-
portant study they discussed was conducted by de Vries
(1984), who assessed the Masai tribe living in the sub-Sahara
region of Kenya at a time when a severe drought was begin-
ning. After obtaining temperament ratings on 47 infants, aged
2 to 4 months, de Vries identified from within his sample the
10 infants with the easiest temperaments and the 10 with
the most difficult temperaments. Five months later, at a time
when 97% of the cattle herd had died from the drought, he
returned to the tribal area. Given that the basic food supply
was milk and meat, both derived from the tribe’s cattle, the
level of starvation and death experienced by the tribe was
enormous. De Vries located the families of seven of the easy
babies and six of the difficult ones. The families of the other
infants had moved to try to escape the drought. Of the seven
easy babies, five had died. All of the difficult babies had
survived.

Chess and Thomas (1999) suggested two reasons for this
dramatic finding. First, difficult infants cried louder and more
frequently than did the easy babies. Parents fed the difficult
babies either to stop their excessive crying or because they
interpreted the cries as signals of extreme hunger. Alterna-
tively, there may be a cultural reason for the survival of the
difficult infants, one that would not have emerged to affect
behavior during a time of plentiful food, when both easy and
difficult babies could have been soothed easily when crying
due to hunger. Chess and Thomas suggested that the parents,
under the nonnormative historical conditions of the drought,
saw the difficult babies not as a problem to be managed but as
an asset to the survival of the tribe. As a consequence, the
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parents might have actually chosen “for survival these lusty
expressive babies who have more desirable characteristics
according to the tribe’s cultural standards” (Chess & Thomas,
1999, p. 111).

In the de Vries (1984) study, the parent-child relation,
embedded in the developmental system at a time of non-
normative natural environment disaster, led to a switch in
the valence, or meaning, of “difficulty” and resulted in a
dramatic difference in adaptive developmental outcome
(survival or death). Among the core NYLS sample, living
under “privileged” conditions in New York City, difficult
babies comprised 23% of the clinical behavior problem
group (10 babies) but only 4% (4 cases) of the nonclinical
sample (Thomas et al., 1968, p. 78). From these collective
findings, Chess and Thomas (1999) stressed that the relation-
ship between child and parent—a relation interactive with the
multiple levels of the developmental system, including
the physical ecology, culture, and history—must be the frame
of reference for understanding the role of temperament in
parent-child relationships and in the enactment and outcomes
of parenting.

A similar conclusion may be derived from the research of
Super and Harkness (1981). Studying the Kipsigis tribe in
either the rural village of Kokwet, Kenya, or in the urban set-
ting of Nairobi, Kenya, Super and Harkness found that sleep
arrhythmicity had different implications for mother-infant
interactions. Rural Kipsigis is an agricultural community, and
the tribe assigns primary (and in fact virtually exclusive)
caregiving duties to the mother, who keeps the infant in close
proximity to her (either on her shoulder or within a few feet
of her), even if she is working in the fields (or is socializing,
sleeping, or the like). Sleep arrhythmicity in such a context is
not a dimension of difficulty for the mother because when-
ever the infant awakes, she or he can be fed or soothed by the
mother with little disruption of her other activities. By con-
trast, however, Kipsigis living in Nairobi are not farmers but
office workers, professionals, and the like. In this context,
they cannot keep the infant close to them at all times and, as
a consequence, Super and Harkness found that sleep arrhyth-
micity is a sign of difficulty and is associated with problems
for the mother and for her interactions with the infant.

Still other studies support the idea that the goodness of fit
between parent and child influences the quality of interrela-
tions between these individuals and is associated with the
nature of the developmental outcomes for youth. Galambos
and Turner (1999) examined adolescent and parent tempera-
ments as predictors of the quality of parent-adolescent rela-
tionships. They reported that both parent and adolescent
temperament explain unique portions of the variance in
parent-adolescent relationships. Adaptable adolescents are

more likely to have accepting mothers who tend not to rely
on the induction of guilt as a means of control as well as more
accepting fathers than other, less adaptable adolescents.
Mothers’ level of adaptability was also found to contribute
uniquely and additively to the parent-adolescent relationship,
in that mothers who were more highly adaptable were more
accepting of their adolescents. The level of acceptance by
mothers was highest when both mother and adolescent adapt-
ability were high.

Moreover, Galambos and Turner (1999) found that ado-
lescent and parent temperaments interact to affect the quality
of the parent-adolescent relationship. For instance, conflict
between mothers and sons was highest in relationships where
the mothers were less adaptable and sons were less active.
Conflict between mothers and daughters was highest in rela-
tionships where the mother was less adaptable and the daugh-
ter was more active. Similarly, as level of activity in female
adolescents increased, more conflicts with parents were
reported. This result was not found with male adolescents. In
turn, when both fathers and female adolescents were low in
adaptability, fathers used more psychological control and
female adolescents reported more conflicts with parents. 

Similarly, using parental stress as a measure of goodness
of fit between parent and adolescent characteristics,
Bogenschneider, Small, and Tsay (1997) found that, within a
study of 8th- to 12th-graders and their parents, a mismatch
between a parent and adolescent led to levels of stress that in-
terfered with competent parenting. Schraeder, Heverly, and
O’Brien (1996) reported comparable findings. Assessing the
later-life effects of low birth weight on child adjustment in
the home and in the school, Schraeder et al. noted that fea-
tures of the social environment, as well as the fit between the
child and the social environment, played a greater role in
shaping the behavior of the child than did an initial biological
risk of very low birth weight. Underscoring the idea that fit
involves multiple instances or levels of the context of human
development, Flanagan and Eccles (1993) reported that de-
velopmental difficulties associated with school may be am-
plified by parental work status. A decline in parental work
status coupled with students’ transition to junior high school
were associated with an increase in school adjustment prob-
lems, as indicated by teachers’ assessments of disruptive be-
havior (Flanagan & Eccles, 1993). 

Thus, data pertinent to the goodness-of-fit model under-
score the idea that fit involves several levels of the develop-
mental system, that is, the developing individual and mul-
tiple contexts—family, school, and culture in the literature
just reviewed. Scholarship by Jacquelynne Eccles, Allan
Wigfield, and James Byrnes (this volume) extends signifi-
cantly the idea that the congruence between the person and
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context is dependent on the child’s developmental level and
the appropriateness of the context to that level. Her concept
of stage-environment fit serves as an important and relevant
supplement to the goodness-of-fit model.

The Stage-Environment Fit Model of
Adolescent-School Relations

Through a focus on young adolescents and their transition
from elementary school to either junior high or middle school,
Jacquelynne Eccles and her colleagues (e.g., Eccles & Harold,
1996; Eccles et al., 1996; Fuligni, Eccles, & Barber, 1995;
Midgley, Feldlaufer, & Eccles, 1989a, 1989b) have offered a
theoretically nuanced and empirically highly productive ap-
proach to understanding the significance of person-context
relations for healthy development. Eccles and her colleagues
argue that there is a connection between a child’s develop-
mental level and the developmental appropriateness of the
characteristics of the child’s social context. Eccles, Midgley,
et al. (1993) labeled this type of person-context fit stage-
environment fit. This model has been used to explore the nature
of developmental outcomes that children obtain in their envi-
ronments, such as school. As Eccles (1997) points out,

Exposure to the developmentally appropriate environment
facilitate[s] both motivation and continued growth; in contrast,
exposure to developmentally inappropriate environments, espe-
cially developmentally regressive environments, creates a par-
ticularly poor person-environment fit, which lead[s] to declines
in motivation as well as detachment from the goals of the
institution. (p. 531)

Using the stage-environment fit model to study adolescent-
school relations, Eccles and her colleagues have noted that
changes that young adolescents experience during their
transition from elementary school to junior high school (e.g.,
changes in self-esteem, motivation, and academic achieve-
ment) have the potential to negatively affect the adolescents’
positive development when junior high schools do not provide
developmentally adequate contexts (Eccles, Lord, & Midgley,
1991; Eccles & Midgley, 1989; Eccles & Roeser, 1999;
Wigfield, Eccles, Mac Iver, Reumann, & Midgley, 1991).
Contrary to students’ developmental needs, the school envi-
ronments that young adolescents encounter on their transfer
from elementary to junior high school tend to emphasize

competition, social comparison, and ability self-assessment at a
time of heightened self-focus; decrease[d] decision making and
choices at a time when the desire for control is growing up; . . .
lower level cognitive strategies at a time when the ability to use
higher level strategies is increasing; and . . . [disruption of] social

networks at a time when adolescents are especially concerned
with peer relationships. (Eccles & Roeser, 1999, p. 533)

There may be several instances of this mismatch between
young adolescents’ developmental needs at their specific de-
velopmental stage and the demands of their school context.
For instance, characteristics of middle schools or junior high
schools, such as size and departmentalization, may negatively
effect early adolescents’ development, particularly by lower-
ing self-esteem (Simmons & Blyth, 1987; Simmons, Carlton-
Ford, & Blyth, 1987). Even though junior high schools afford
an opportunity to meet many new peers, they are much larger
in size than elementary schools and may therefore foster
alienation, isolation, and difficulties with intimacy (Simmons
et al., 1987). Similarly, Eccles and Midgley (1989) noted that
classrooms in junior high schools are characterized by greater
teacher control and emphasis on discipline; less positive
student-teacher relationships; and decreased opportunities for
students to make their own decisions, choose among different
options, and exercise self-management skills. Junior high
school teachers foster class practices that encourage the use
of social comparison, ability self-assessment, and higher
standards for judging students’ performance than do teachers
in elementary schools (Eccles & Midgley, 1989). Moreover,
teachers in junior high schools, compared to teachers in ele-
mentary schools, have been found to be stronger proponents
of students’ needing discipline and control, to consider their
students to be less trustworthy, and to feel less effective in
their work with young adolescent students (Eccles et al.,
1991). In addition, young adolescents who had high-efficacy
teachers in elementary school but then moved to a low-
efficacy teacher in junior high school had lower expectations
and perceptions of their own academic performance in their
first year of junior high than did students who came from low-
efficacy teachers or, once in junior high, were paired with a
high-efficacy teacher (Eccles et al., 1991). Wigfield et al.
(1991) found that less positive student-teacher relationships
and (mathematics) teachers’ feeling less efficacious could be
partly responsible for early adolescents’decline in confidence
in social skills on their transition to junior high school.

In turn, Roeser, Eccles, and Sameroff (1998, 2000) found
that academic motivation, achievement, and emotional well-
being are promoted when the school environment supports
the development of competence, autonomy, and positive
relationships with teachers. To the extent that the school
environment inhibits the development of feelings of compe-
tence, autonomy, and positive relationships, students will feel
alienated academically, emotionally, and behaviorally. As
such, Roeser et al. (1998, 2000) encouraged educators and
school counselors to examine school environments through a
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“developmental lens” (Roeser et al., 1998, p. 345). Adoles-
cents who report positive academic motivation and emotional
well-being perceive their schools as “more developmentally
appropriate in terms of norms, practices, and teacher-student
interactions, whereas those manifesting poorer functioning
reported less developmentally appropriate school environ-
ments” (Roeser et al., 1998, p. 345). 

To support the development of a sense of competence in
early adolescence, through building a better fit between the
developing adolescent and the school context, Roeser et al.
recommended that middle schools focus on and promote pos-
itive teacher regard for students and implement instructional
practices that enable students to view self-improvement,
effort, and mastery of tasks as the “hallmarks of competence
and academic success” (Roeser et al., 1998, p. 346) rather than
competition, ability relative to peers, and the rewarding of
high achievers. Roeser et al. cautioned that focusing on ability
rather than effort during the stage of early adolescence is an
inappropriate goal for schools, as all young adolescents are
self-conscious and susceptible to social comparisons. A focus
on school ability is a particularly detrimental goal for adoles-
cents having academic and/or emotional difficulties.

Similarly, to support the need for autonomy in middle
school, and thereby enhancing the development of positive
academic and emotional functioning in early adolescence,
Roeser et al. (1998, 2000) suggested that middle schools
provide students with opportunities to make choices (e.g., in
relation to class seating, topics of discussion, and curricula
development). In addition, middle schools should create and
nurture opportunities for teachers to design curricula that fit
the needs and interests of their students so that students can
become more involved and invested in their own learning
(Roeser et al., 1998, 2000). Moreover, because adolescents
who perceive their teachers as providers of both emotional
and academic support are less likely to feel alienated from the
school environment or to experience emotional distress,
Roeser et al. suggested that middle schools provide smaller
communities of learning. 

The changes in the school context that Roeser et al. (1998,
2000) indicated are needed to promote or better fit with the
developmental characteristics of adolescents may be espe-
cially important for youth who have expressed academic dif-
ficulties prior to a transition to a new school setting. These
adolescents are particularly vulnerable to developing the neg-
ative developmental outcomes as a consequence of poorness
of fit (Eccles et al., 1991; Eccles et al., 1996). 

In short, negative developmental outcomes may derive
from a poorness of fit between a student’s orientation to learn-
ing and the curriculum; between the student and the teaching
style or the instructional focus at the junior high or middle

school; or between the availability in the classroom of suffi-
cient decision-making opportunities for students and their
needs to feel effective in class and to have more autonomy and
opportunities in their learning environment (Eccles, 1997;
Eccles et al., 1996). Moreover, adolescents’ perceptions of
stage-environment fit can predict also motivation, achieve-
ment, and emotional functioning (Roeser et al., 1998).

For young adolescents making a transition into middle or
junior high school, changes in classroom environment and
teacher-student relations can impact the stage-environment
fit (i.e., the balance between students’ developmental stage
and characteristics of their context). A poor fit may have a
negative impact on student motivation and performance
(Eccles et al., 1991).

Eccles (1997) concluded that if we want to ensure that
adolescents’ experiences of the transition are positive and
that the match between the adolescents’ developmental needs
and the school context is a good one, developmentally appro-
priate educational environments for young adolescents need
to be provided. An instance of a developmentally appropriate
environment for early adolescent girls, for example, would
be classrooms sensitive to gender-bound learning styles, that
is, classrooms in which instructions are taught in more coop-
erative and person-centered ways (Eccles, 1997), to which
girls may find it easier to relate. Classrooms such as these are
likely to be more motivating as well as better equipped to
support students’ developmental needs, therefore contribut-
ing to students’ healthy developmental outcomes. 

In sum, by introducing to school environments changes
that will ensure better fit between children’s developmental
needs and characteristics of the school environment, one can
create a balanced stage-environment fit, one that will con-
tribute to the promotion of positive youth development. As
such, the utility of the student-school relational ideas that
Eccles and her colleagues have introduced could possibly be
extended to further our understanding of other instances of
person-context relations. In addition, the idea of fit may apply
to other levels within the developmental system; if so, the
relational ideas of Eccles and colleagues and of Thomas and
Chess can provide guidance for program innovations or pol-
icy engagement aimed at influencing changes in the develop-
mental system in a manner that would continue to promote
positive development in young people. 

That is, the work of Thomas and Chess (e.g., 1977;
Chess & Thomas, 1999) and Eccles (e.g., 1991; Eccles, Lord
et al., 1997) supports the idea that by enhancing the fit be-
tween individuals and their contexts, positive development
may be promoted. It may be possible, then, through the ideas
embodied in this work, to extend the utility of person-context
relations into more macro instances of individual-context
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relations. One may ask if it is possible whether, through pro-
gram innovations at the level of communities, one can simul-
taneously understand the efficacy of relational analyses of
human development and influence changes in the develop-
mental system that promote the positive development of peo-
ple. One way to address this issue is to explore work on the
links between individuals and community settings, which
have been studied by applied developmental scientists trying
to promote positive youth development among adolescents. 

The Integration of Individual and Community Assets in
the Promotion of Positive Youth Development

What is required at levels beyond the family or school—for
instance, at the level of an entire community—to promote
healthy, positive development among young people? Build-
ing on developmental systems ideas pertinent to positive
person-context relations as integral to healthy development,
Damon (1997) envisioned the creation of a youth charter in
each community in the United States and in the world. The
charter consists of a set of rules, guidelines, and plans of
action that each community can adopt to provide its youth
with a framework for development in a healthy manner, that
is, to build positive relations with other individuals and insti-
tutions in their community. 

The youth charter reflects “a consensus of clear expecta-
tions shared among the important people in a young person’s
life and communicated to the young person in multiple ways”
(Damon & Gregory, in press, p. 10). Damon and Gregory
explained that their approach constitutes a shift along four
dimensions in the study of youth:

a positive vision of youth strengths, a use of community as the
locus of developmental action, an emphasis on expectations for
service and social responsibility, and a recognition of the role of
moral values and religious or spiritual faith. (p. 7)

Consistent with the relational emphasis in developmental
systems theory, Damon and Gregory (in press) emphasize
that

in a whole community, it is possible to find many people who can
introduce young people into the positive, inspirational possibili-
ties of moral commitment. Similarly, an entire community
affords many opportunities for authentic service activities, such
as helping those in need, that can provide young people with a
chance to experience the psychological rewards of moral com-
mitment. . . . In places that operate like true communities, there
are many ways in which families, schools, workplaces, agencies,
and peer groups connect with one another through their contact
with youth. For example, schools are influenced by the values
and attitudes that students pick up in their families. Students’

family lives are in turn influenced by their quest for academic
achievement, which fills their after school time with home-
work—and which in turn is supported on the home front. A
young person’s identity formation, rooted initially in the family,
is shaped by a sense of belonging in the community, including
sports teams, media, clubs, religious institutions, and jobs. In
such communities, there also is concordance between the norms
of the peer culture and those of adults. . . . A well-integrated and
consciously developed pattern of relationships can provide a sta-
bilizing transformational structure that produces equally inte-
grated identities as workers and citizens and parents; no single
institution has the resources to develop all of these roles alone
(Ianni, 1989, p. 279). Ianni’s name for this stabilizing structure is
a “youth charter.” (pp. 10–12)

Damon (1997) described how youth and significant adults
in their community (e.g., parents, teachers, clergy, coaches,
police, and government and business leaders) can create
youth partnerships to pursue a common ideal of positive
moral development and intellectual achievement:

To build a youth charter, community members go through a
process of discussion, a movement towards agreement, and the
development and implementation of action plans. Elements of
the process include special town meetings sponsored by local
institutions; constructive media coverage on a periodic basis;
and the formation of standing committees that open new lines
of communication among parents, teachers, and neighbors.
(Damon & Gregory, in press, p. 13)

For example, Damon (1997) explained how a youth char-
ter can be developed to maximize the positive person-context
experiences and long-term desired developmental outcomes
of youth in community sports activities. For instance, he
noted that participation in sports is a significant part of the
lives of many contemporary adolescents, and he pointed out
that there may be important benefits of such participation.
Young people enhance their physical fitness, learn athletic
and physical skills, and, through sports, experience lessons
pertinent to the development of their character (e.g., they
learn about the importance of diligence, motivation, team-
work, balancing cooperation versus competition, balancing
winning and losing, and the importance of fair play; Damon,
1997). Moreover, sports can be a context for positive parent-
child relations, and such interactions can further the ado-
lescent’s successful involvement in sports. For example,
parental support of their male and female adolescents’ partic-
ipation in tennis is associated with the enjoyment of the sport
by the youth and with an objective measure of their perfor-
mance (Hoyle & Leff, 1997).

However, Damon (1997) noted as well that organized and
even informal opportunities for sports participation for youth,
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ranging from Little League, soccer, or pickup games in school
yards, often fall short of providing these relational benefits for
young people. He pointed out that in modernAmerican society
sports participation is often imbued with a “win at any cost”
orientation among coaches and, in turn, their young players. In
addition, parents may also have this attitude. Together, a value
is conveyed that winning is not just the main goal of competi-
tion, but the only thing (Damon, 1997, p. 210).

Damon believes that this orientation to youth sports cor-
rupts the purposes of youth participation in sports. Parents and
coaches often forget that most of the young people on these
teams will not make sports a life career and, even if they do,
they—as well as the majority of young people involved in
sports—need moral modeling and guidance about sportsman-
ship and the significance of representing, through sports, not
only physically but also psychologically and socially healthy
behaviors (Damon, 1997).

In order to enable youth sports to make these contributions
to positive adolescent development, Damon (1997) proposed
a youth charter that constitutes guidelines for the design and
conduct of youth sports programs. Adherence to the princi-
ples of the charter will enable communities to realize the
several assets for young people that can be provided by the
participation of youth in sports. Components of the charter
include the following commitments to

1. Make youth sports a priority for public funding and pro-
vide other forms of community support (space, facilities,
volunteer coaches);

2. Parents and coaches should emphasize standards of con-
duct as a primary goal of youth sports;

3. Young people should be provided opportunities to partici-
pate in individual as well as team sports;

4. Youth sports programs should encourage broad participa-
tion by ordinary players as well as stars; and

5. Sports programs for youth must be carefully coordinated
with other community events for young people. (Damon,
1997, pp. 123–125).

In sum, then, Damon and Gregory (in press) note that

The essential requirements of a youth charter are that 1) it must
address the core matters of morality and achievement necessary
for becoming a responsible citizen; and 2) it must focus on areas
of common agreement rather than on doctrinaire squabbles or
polarizing issues of controversy. A youth charter guides the
younger generation towards fundamental moral virtues such as
honesty, civility, decency, and the pursuit of benevolent purposes
beyond the self. A youth charter is a moral and spiritual rather
than a political document. (p. 13)

Consistent with the ideas of stage-environment fit dis-
cussed by Eccles and her colleagues (e.g., Eccles et al., 1991;
chapter by Eccles, Wigfield, & Byrnes in this volume),
Damon (1997) noted that embedding youth in a caring and
developmentally facilitative community can promote their
ability to develop morally and to contribute to civil society.
For instance, in a study of about 130 African American
parochial high school juniors, working at a soup kitchen for
the homeless as part of a school-based community service
program was associated with identity development and with
the ability to reflect on society’s political organization and
moral order (Yates & Youniss, 1996).

In a study of over 3,100 high school seniors (Youniss,
Yates, & Su, 1997), the activities engaged in by youth were
categorized into (a) school-based, adult-endorsed norms or
(b) engagement in peer fun activities that excluded adults.
Youth were then placed into groups that reflected orientations
to (a) school-adult norms, but not peer fun (the “School”
group); (b) peer fun but not school-adult norms (the “Party”
group); or (c) both (a) and (c) (the “All-around” group). The
School and the All-around seniors were both high in commu-
nity service, religious orientation, and political awareness. In
turn, the Party group seniors were more likely to use mari-
juana than were the School group (but not the All-around
group) seniors (Youniss et al., 1997).

Furthermore, African American and Latino adolescents
who were nominated by community leaders for having
shown unusual commitments to caring for others or for con-
tributions to the community were labeled “care exemplars”
and compared to a matched group of youth not committed to
the community (Hart & Fegley, 1995). The care exemplars
were more likely than the comparison youth to describe
themselves in terms reflective of moral characteristics, to
show commitment to both their heritage and to the future of
their community, to see themselves as reflecting the ideals of
both themselves and their parents, and to stress the impor-
tance of personal philosophies and beliefs for their self-
definitions (Hart & Fegley, 1995). 

Damon (1997) envisioned that by embedding youth in a
community where service and responsible leadership are pos-
sible, the creation of community-specific youth charters can
enable adolescents and adults together to systematically pro-
mote positive youth development. Youth charters can create
opportunities to actualize both individual and community
goals to eliminate risk behaviors among adolescents and pro-
mote in them the ability to contribute to high-quality individ-
ual and community life. Through community youth charters,
youth and adults may together engage in relationships that
serve to create a system wherein civil society is maintained
and perpetuated (Damon, 1997). 
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What sort of person-context relations must be brought to-
gether by such charters to ensure the promotion of such
positive youth development? Benson and his colleagues at
Search Institute in Minneapolis, Minnesota, believe that what
is needed is the integration of individual and ecological assets
(Benson, 1997; Benson et al., 1998; Leffert et al., 1998; Scales
& Leffert, 1999). They noted that “developmental assets rep-
resent a theoretical construct identifying a set of environmen-
tal and intrapersonal strengths known to enhance educational
and health outcomes for children and adolescents” (Benson,
in press, p. 1). Benson and his colleagues stressed that positive
youth development is furthered when actions are taken to en-
hance the strengths of a person (e.g., a commitment to learn-
ing, a healthy sense of identity), a family (e.g., caring attitudes
toward children, rearing styles that both empower youth
and set boundaries and provide expectations for positive
growth), and a community (e.g., social support, programs that
provide access to the resources for education, safety, and men-
torship available in a community; Benson, 1997).

Consistent with the relational focus of developmental sys-
tems theory, Benson (in press) explained that

the asset framework is intended to speak to and elicit the en-
gagement of multiple sources of asset building energy. These in-
clude informal, non-programmatic relationships between adults
and youth; traditional socializing systems such as families,
neighborhoods, schools, congregations, and youth organiza-
tions; and the governmental, economic, and policy infrastruc-
tures which inform those socializing systems. (p. 10)

. . . five sources of asset-building potential are hypothe-
sized to exist within all communities, each of which can be
marshaled via a multiplicity of community mobilization strate-
gies. These sources of potential asset-building influence include:
(1) sustained relationships with adults, both within and beyond
family; (2) peer group influence (when peers choose to acti-
vate their asset-building capacity); (3) socializing systems;
(4) community-level social norms, ceremony, ritual, policy and
resource allocation; and (5) programs, including school-based
and community-based efforts to nurture and build skills and
competencies. (p. 16)

In short, Benson (in press) underscored that “asset-building
communities are distinguished as relational and intergenera-
tional places” (p. 16).

Benson and colleagues believe that both internal (indi-
vidual) and external (contextual, ecological) attributes com-
prise the developmental assets needed by youth. Benson
explained that

The human development infrastructure has to do with the pat-
terns, rhythms, and flow of community attentiveness to essential

developmental needs and milestones. In essence, we are speak-
ing here of the constancy and equity of core developmental
experiences such as support, engagement, empowerment,
belonging, affirmation, boundary-setting, structure, and connect-
edness, all of which are grounded less in program and policy
and more in how citizens and socializing systems identify and
utilize their inherent, relational capacities. (Benson & Saito,
2000, p. 5)

Through the research of Search Institute, 40 developmen-
tal assets, 20 internal ones, and 20 external ones have been
identified. These attributes are presented in Table 22.1. 

Benson and his colleagues found that the more develop-
mental assets possessed by an adolescent, the greater is his or
her likelihood of positive, healthy development. For instance,
in a study of 99,462 youth in Grades 6 through 12 in public
and alternative schools from 213 U.S. cities and towns who
were assessed during the 1996–1997 academic year for their
possession of the 40 assets presented in Table 22.1, Leffert
et al. (1998) found that the more assets present among youth,
the lower was the likelihood of alcohol use, depression and
suicide risk, and violence. 

For instance, the level of alcohol use risk for youth in
Grades 6 through 8 combined, and for youth in Grades 9
through 12 combined, decreases with the possession of more
assets. Youth with 0 to 10 assets have the highest risk, fol-
lowed by youth with 11 to 20 assets, youth with 21 to 30 as-
sets, and youth with 31 to 40 assets. Thus, consistent with
Benson’s (1997) view of the salience of developmental assets
for promoting healthy behavior among young people, the fact
that the group with the most assets has the lowest level of risk
shows the importance of the asset approach in work aimed at
promoting positive development in children and adolescents.
Moreover, other data presented by Leffert et al. (1998) repli-
cated these trends for males and females in regard to depres-
sion and suicide risk and for combinations of males and
females in different grade groupings in regard to violence
risk. In both cases, higher levels of assets were linked with
lower levels of risk. This congruence strengthens the argu-
ment for the critical significance of a focus on developmental
assets in the promotion of positive youth development and, as
such, in the enhancement of the capacity and commitment of
young people to contribute to civil society.

Other data by Benson and his colleagues provide direct
support for this argument. Scales et al. (2000) measured a
concept termed thriving among 6,000 youth in Grades 6
through 12 evenly divided across six ethnic groups (American
Indian, African American, Asian American, Latino, European
American, and multiracial). Thriving was defined as involv-
ing seven attributes: school success, leadership, valuing di-
versity, physical health, helping others, delay of gratification,
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TABLE 22.1 The 40 Developmental Assets Specified by Search Institute

Asset Type Asset and Description

External Support 1. Family Support: Family life provides high levels of love and support.
2. Positive Family Communication: Young person and her or his parent(s) communicate positively, and young person is willing to 

seek advice and counsel from parents.
3. Other Adult Relationships: Young person receives support from three or more nonparent adults.
4. Caring Neighborhood: Young person experiences caring neighbors.
5. Caring School Climate: School provides a caring, encouraging environment.
6. Parent Involvement in Schooling: Parents are actively involved in helping young person succeed in school.

Empowerment 7. Community Values Youth: Young person perceives that adults in the community value youth.
8. Youth as Resources: Young people are given useful roles in the community.
9. Service to Others: Young person serves in the community one hour or more per week.

10. Safety: Young person feels safe at home, at school, and in the neighborhood. 

Boundaries and 11. Family Boundaries: Family has clear rules and consequences and monitors the young person’s whereabouts.
Expectations 12. School Boundaries: School provides clear rules and consequences.

13. Neighborhood Boundaries: Neighbors take responsibility for monitoring young people’s behavior.
14. Adult Role Models: Parents and other adults model positive, responsible behavior.
15. Positive Peer Influence: Young person’s best friends model responsible behavior.
16. High Expectations: Both parent(s) and teachers encourage the young person to do well.

Constructive 17. Creative Activities: Young person spends three or more hours per week in lessons or practice in music, theater, or other arts.
Use of Time 18. Youth Programs: Young person spends three or more hours per week in sports, clubs, or organizations at school and/or in

the community.
19. Religious Community: Young person spends one or more hours per week in activities in a religious institution.
20. Time at Home: Young person is out with friends “with nothing special to do” two or fewer nights per week.

Commitment 21. Achievement Motivation: Young person is motivated to do well in school.
to Learning 22. School Engagement: Young person is actively engaged in learning.

23. Homework: Young person reports doing at least one or more hour of homework every school day.
24. Bonding to School: Young person cares about her or his school.
25. Reading for Pleasure: Young person reads for pleasure three or more hours per week.

Positive Values 26. Caring: Young person places high value on helping other people.
27. Equality and Social Justice: Young person places high value on promoting equality and reducing hunger and poverty.
28. Integrity: Young person acts on convictions and stands up for her or his beliefs.
29. Honesty: Young person “tells the truth even when it is not easy.”
30. Responsibility: Young person accepts and takes personal responsibility.
31. Restraint: Young person believes it is important not to be sexually active or to use alcohol or other drugs.

Social 32. Planning and Decision Making: Young person knows how to plan ahead and make choices.
Competencies 33. Interpersonal Competence: Young person has empathy, sensitivity, and friendship skills.

34. Cultural Competence: Young person has knowledge of and comfort with people of different cultural/racial/ethnic
backgrounds.

35. Resistance Skills: Young person can resist negative peer pressure and dangerous situations.
36. Peaceful Conflict Resolution: Young person seeks to resolve conflict nonviolently.

Positive Identity 37. Personal Power: Young person feels he or she has control over “things that happen to me.”
38. Self-Esteem: Young person reports having a high self-esteem.
39. Sense of Purpose: Young person reports that “my life has a purpose.”
40. Positive View of Personal Future: Young person is optimistic about her or his personal future.

Source. Reprinted with permission from P. L. Benson, N. Leffert, P. C. Scales, & D. A. Blyth, “Beyond the ‘village’ rhetoric: Creating healthy communities for chil-
dren and adolescents,” Applied Developmental Science, 2(3), 138–159 (Minneapolis, MN: Search Institute). © Search Institute, 1998. www.search-institute.org.

and overcoming adversity. Most, if not all, of these attributes
are linked to the presence of prosocial behavior (e.g., helping
others, delay of gratification) and to the behaviors requisite
for competently contributing to civil society (e.g., valuing
diversity, leadership, overcoming adversity). The greater the
number of developmental assets possessed by youth, the more
likely they were to possess the attributes of thriving. For
instance, as developmental assets increased, thriving in
regard to helping others, valuing diversity, and possessing
leadership qualities increased.

It is important to note that Benson and his colleagues (e.g.,
Scales et al., 2000) linked these assets for healthy youth
development to community-based programs that involve the
facilitation of positive person-context relations. That is, in
their research, Benson and his colleagues found that time
spent in youth programs was the developmental asset that
seemed to best predict thriving. Scales et al. interpreted this
finding to derive from the fact that youth programs provide
young people with access to social networks with caring
adults and with responsible peers. 
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Other data support the importance of focusing on person-
context relational and developmental assets in understanding
the bases of positive youth development. Luster and McAdoo
(1994) sought to identify the factors that contribute to indi-
vidual differences in the cognitive competence of African
American children in early elementary grades. Consistent
with an asset-based approach to promoting the positive de-
velopment of youth (Benson, 1997; Scales & Leffert, 1999),
they found that favorable outcomes in cognitive and socio-
emotional development were associated with high scores on
an advantage index. This index was formed by scoring chil-
dren on the basis of the absence of risk factors (e.g., pertain-
ing to poverty or to relationship problems that affected the
quality of the home environment) and of the presence of
more favorable economic and family-relationship circum-
stances in their lives. 

Luster and McAdoo (1994) reported that whereas only 4%
of the children in their sample who scored low on the advan-
tage index had high scores on a measure of vocabulary, 44%
of the children who had high scores on the advantage index
had high vocabulary scores. Similar contrasts between low
and high scores on the advantage index were found regarding
measures of math achievement (14% vs. 37%, respectively),
word recognition (0% vs. 35%, respectively) and word mean-
ing (7% vs. 46%, respectively). 

Luster and McAdoo (1996) extended the findings of their
1994 research. Seeking to identify the factors that contribute
to individual differences in the educational attainment of
African American young adults from low socioeconomic sta-
tus, Luster and McAdoo (1996) found that assets linked with
the individual (cognitive competence, academic achievement,
and personal adjustment in kindergarten) and the context
(parental involvement in schools) were associated longitudi-
nally with academic achievement and educational attainment.

Other research points to the variation in the outcomes
of developing in socioeconomically poor settings that
exist in relation to different arrays of person-context assets.
For instance, and consistent with the findings of Luster
and McAdoo (1994, 1996), Leventhal and Brooks-Gunn
(in press) noted that the pathway between poverty and child
development (e.g., achievement) is moderated by the quality
of the home learning environment. Similarly, during young
childhood the presence in the community of high-quality
child care and early intervention programs has immediate
and longer term benefits for poor children’s academic and
social development (Leventhal & Brooks-Gunn, 2000). For
instance, when poor neighborhoods are characterized by
crime, underemployment, lack of resources, few role models,
and absence of adult supervision of children and youth, chil-
dren’s emotional and social well-being may be adversely

effected (Leventhal & Brooks-Gunn, in press). In turn, afflu-
ence in high socioeconomic neighborhoods in comparison to
middle-income neighborhoods has assets linked to beneficial
influences on children’s school readiness and achievement
(Leventhal & Brooks-Gunn, in press). 

In sum, consistent with the perspective forwarded by
Benson (1997) and with the data provided by Benson et al.
(1998), Leffert et al. (1998), Scales et al. (2000), Luster and
McAdoo (1994, 1996), and Leventhal and Brooks-Gunn
(2000, in press), the individual and contextual assets of youth
are linked to their positive development. These data under-
score the value of integrating the strengths of young people,
their families, and their communities in the service of such
development. As suggested by the developmental systems
perspective that frames our orientation to ADS, such a syn-
thetic approach to positive development seems both to have
substantial empirical validity and, as a consequence, to be an
optimally productive frame for policy and program innova-
tions aimed at increasing the probability of healthy develop-
ment across the life span of current and future generations.
We believe that the benefit of such applications of develop-
mental science will accrue not only for today’s young people
but also, because contemporary youth are the future stewards
of our democracy, for civil society in our nation.

CONCLUSIONS

Represented by the literature pertinent to the goodness-of-fit
model, the stage-environment fit model, and the individual
and ecological asset approach to community resources for
youth, a focus on person-context relations underscores
the key implications of developmental systems models for
research and applications pertinent to promoting positive
human development. At any given point in ontogenetic and
historical time, neither individual’s attributes nor the features
of their context (e.g., the demands of their parents regarding
temperamental style) per se are the foremost predictors of
their healthy functioning. Instead, the relations between the
child, the parent, the school, the community, and the other
levels of organization within the developmental system are
most important in understanding the character of human
development and of the role of the ecology of human devel-
opment in a person’s ontogeny. 

Essentially, the developmental systems model specifies
that applied developmental scholarship pertinent to under-
standing and enhancing the life course should focus on the
relational process of human development by longitudinally
integrating the study of the actions of both the individual
and the parents, peers, teachers, neighbors, and the broader
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institutional context within which the individual is embed-
ded. Bearing in mind the centrality of this complex relational
system, the synthetic research and application agenda seems
clear. Applied developmental scientists must continue to edu-
cate themselves about the best means available to promote
(through integrating the developmental system) enhanced
life chances among all individuals and families, but espe-
cially among those whose potential for positive contributions
to civil society is most in danger of being wasted (Dryfoos,
1998; Hamburg, 1992; R. M. Lerner, 2002a; Schorr, 1997).

The collaborative expertise of the research and program
delivery communities can provide much of this information,
especially if it is obtained in partnership with strong, empow-
ered communities. Such coalitions could become an integral
component of an integrated child, family, and human devel-
opment policy aimed at creating caring communities with the
capacity to further the healthy development of children, ado-
lescents, adults, and families (Jensen, Hoagwood, & Trickett,
1999; Kennedy, 1999; B. J. Overton & Burkhardt, 1999;
Sherrod, 1999a; Spanier, 1999; Thompson, 1999).

Given the enormous and historically unprecedented chal-
lenges facing the youth and families of America and the
world, there is no time to lose in the development of such col-
laborations if there is the aspiration to raise healthy and suc-
cessful children capable of leading civil society productively,
responsibly, and morally across the twenty-first century
(Benson, 1997; Damon, 1997; R. M. Lerner, 1995). The field
of human development has an opportunity through the publi-
cation of its ADS research to serve our world’s citizens and
demonstrate that there is nothing of greater value to civil so-
ciety than a science devoted to using its scholarship to im-
prove the life chances of all people.
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The law, broadly conceived, touches the lives of increasing
numbers of children in a variety of different ways. For ex-
ample, legal authorities intervene when parents appear inca-
pable of caring for their children appropriately, when parents
are required to work or are incarcerated and thus must place
their children in the care of others, when parents cannot agree
with one another regarding the custody and care of their
children following divorce, and when children have been vic-
timized. Although legal intervention in these cases is often
justified by reference to children’s best interests, the inter-
ventions themselves are seldom informed by reference to
developmental theory or the results of scientific research. In-
deed, political ideology and cultural values, rather than sci-
entific knowledge, tend to guide the development of policies
like those requiring parents to seek employment or job train-
ing in exchange for public support, those that emphasize
family preservation rather than the removal and adoption of
children who have not received adequate care from their par-
ents, or even those that permit the prosecution of juvenile of-
fenders as though they were adults. 

That policy makers and enforcers fail to take advantage of
a burgeoning and increasingly sophisticated understanding of
child development is unfortunate because superior public
policy and law would surely emerge if they were better in-
formed. Researchers actually know a great deal about young
children’s ability to tolerate separations or be influenced by
variations in the quality of their parents’ and care providers’
behavior (R. A. Thompson, 1998). They are increasingly
aware of the variability among children with respect to their
vulnerability and resilience (Masten & Garmezy, 1985; Rolf,

Masten, Cicchetti, Naechterlein, & Weintraub, 1990), and
they have documented age-related changes in children’s
awareness of their responsibility for the consequences of
their actions as well as the inconsistency and fallibility of
their moral and causal reasoning (Levesque, 2001; Schwartz,
2001). All of this information could be of value to policy
makers and jurists.

In at least two areas, however, legal practice has been at
least somewhat responsive to scientific input. I examine
these two topics closely in this chapter because they illus-
trate both (a) how applied research and basic research by
developmentalists have combined to offer compelling rec-
ommendations to those practitioners whose efforts can have
crucial implications for the lives and futures of vulnerable
children and (b) how slowly the insights gleaned from scien-
tific research affect first the letter of the law and then, much
later, practices in the field. In the first half of the chapter I
review research on the extent to which children of different
ages are capable of providing detailed information about
their experiences—particularly their experiences of child
abuse—and the ways in which interview procedures in-
formed by developmental research improve the quality of
information provided by children about their alleged abuse.
In the second half I discuss the ways in which research on
parent-child relationships and on the effects of divorce create
a knowledge base that can be used to guide those profession-
als who must make decisions about children’s living arrange-
ments when their parents no longer live together. In both
cases, we see how scholarly research can indeed inform
practice in the real world, promoting children’s welfare and
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best interests in the process. In both cases, furthermore, close
study of children’s actual experiences and performance in
real-world settings (the court room, the forensic interview,
the disintegrating family) has enhanced our cumulative un-
derstanding of developmental processes, often in unique
ways. This point deserves emphasis because academic psy-
chologists too often view applied research as intellectually
and methodologically inferior, unlikely to enhance our
broader understanding. I hope to demonstrate in this chapter
how basic research and applied research can complement
one another and thus that a complete understanding of devel-
opmental processes may only be obtained when we are able
to learn from the close study of children in experimental,
analog, and real-world contexts.

MAXIMIZING THE INFORMATIVENESS OF CHILD
SEX ABUSE VICTIMS

Although sex crimes against children are alleged with
some—albeit declining—frequency (L. Jones & Finkelhor,
2001; Sedlak & Broadhurst, 1996), such crimes are ex-
tremely difficult to investigate because corroborative
physical or medical evidence is rarely available, leaving con-
tradictory accounts by the alleged victims and suspects as the
only available evidence. This difficulty has increased the im-
portance of obtaining and evaluating information provided
by children, and as a result many researchers have studied the
capacity of young children to provide reliable and valid
information about their experiences (for recent reviews, see
Kuehnle, 1996; Lamb, Sternberg, Orbach, Hershkowitz, &
Esplin, 1999; Memon & Bull, 1999; Milne & Bull, 1999;
Poole & Lamb, 1998; Westcott, Davies, & Bull, 2002). The
research summarized in this section has helped identify
children’s strengths, weaknesses, and characteristics, thereby
facilitating improvements in the quality of forensic inter-
viewing and our evaluation of the information elicited from
children in this way.

Factors Influencing Children’s Informativeness

Language Development

Linguistic and communicative immaturity clearly make it dif-
ficult for children to describe their experiences intelligibly,
especially because so many interviewers fail to recognize the
gradual pace of communicative development and thus overes-
timate children’s linguistic capacities. The more impover-
ished the children’s language, the greater is the likelihood that
their statements will be misinterpreted or that children will
misinterpret the interviewers’questions and purposes (King &

Yuille, 1987; Perry & Wrightsman, 1991; Walker, 1999). Most
children say their first word by early in the second year of life,
begin to create two-word sentences by 20 months, and can
draw upon an average vocabulary of 8,000 to 14,000 words by
the time they are 6 years old (Carey, 1978). The vocabularies
of young children are often much more limited and less
descriptive than those of adults, however (Brown, 1973; Dale,
1976; de Villiers & de Villiers, 1999). Adjectival and ad-
verbial modifiers are especially likely to be absent in their
accounts, which tend to be extremely brief and sparse (Marin,
Holmes, Guth, & Kovac, 1979), perhaps in part because syn-
tactical development is so slow. Unlike adults and older chil-
dren, furthermore, young children cannot draw on an array of
past experiences to enrich and clarify their descriptive ac-
counts (Johnson & Foley, 1984). In addition, children do not
articulate individual sounds consistently even after they seem
to have mastered them (Reich, 1986), and thus it is not un-
common for interviewers to misunderstand children’s speech.
Misunderstandings occur also because children’s rapid vo-
cabulary growth often leads adults to overestimate their
linguistic capacities. Despite their apparent maturity, young
children—especially preschoolers—frequently use words be-
fore they know their conventional adult meaning, use words
that they do not understand, and often misunderstand some
apparently simple concepts, such as “any,” “some,” “touch,”
“yesterday,” and “before” (Harner, 1975; Walker, 1999).

The informativeness of conversations with children is
greatly influenced by the linguistic style and the complexity
of the language addressed to them by investigators. A partic-
ularly widespread problem involves compound questions,
responses to which are inherently uninterpretable (Walker &
Hunt, 1998), but other poorly worded questions pose prob-
lems as well. Mismatches between children’s abilities and the
language addressed to them are not limited to preschoolers,
furthermore. Brennan and Brennan (1988) showed that fewer
than two thirds of the questions addressed to 6- to 15-year-
old children during cross-examination in court were compre-
hensible to their peers, and lawyers seemed especially likely
to overestimate the abilities of 10- to 15-year-olds. Similarly,
inappropriate questioning strategies also characterize the vast
majority of forensic interviews, as shown later. To make mat-
ters worse, Roberts and Lamb (1999) showed that when in-
terviewers misrepresent what children say, they are seldom
corrected, and thus the mistakes, rather than the correct infor-
mation, are recalled later in the interview. Overall, as Poole
and Lamb (1998, p. 155) warned, “we cannot assume that
the question the child ‘heard’ was the one the adult asked.
Consequently, if the child later answered a similar question
differently, we could not assume that the event had not really
happened or that the child was an unreliable witness.”
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Children’s accounts of abusive experiences are also influ-
enced by social or pragmatic aspects of communication, par-
ticularly their expectations regarding the goals of the forensic
interview. In the process of learning words and the rules for
combining words into sentences, children learn how to par-
ticipate in conversations and how to structure story narratives
(Warren & McCloskey, 1997). Children’s conversations
often lack the logical structure that adults expect, with many
loose association and digressions, but individual differences
are large and developmental changes rapid. Like adults, fur-
thermore, young witnesses are typically unaware of the
amount and type of information being sought by forensic in-
vestigators and are most likely to be guided by the everyday
experience of conversing with adults who already know an-
swers to the questions they ask (e.g., “What color are daddy’s
shoes?”) or are interested in rather brief responses (“What did
you do at the playground?”). As a result, interviewers need to
communicate their needs and expectations clearly, motivat-
ing children to provide as much information as they can, and
it is often valuable to train young witnesses explicitly to pro-
vide detailed narrative responses before starting to discuss
the substantive issues under investigation (Saywitz, Snyder,
& Nathanson, 1999; Sternberg et al., 1997). The fact that
communicative clarity and careful explanation of the alleged
victim’s role as a potential source of unique information can
affect children’s informativeness illustrates that children can
indeed remember details of their experiences, although the
interviewer’s inability to elicit information and the child’s
unwillingness or inability to express it may obscure the
child’s ability to remember it.

Memory

Nevertheless, most doubts about the informative capacities
of young witnesses focus on the presumed fallibility of their
memories, although both their capacities and their weak-
nesses are frequently misunderstood and misrepresented.

Research on memory development suggests that as chil-
dren grow older, the length, informativeness, and complexity
of their recall memories increase, but the basic structure
remains the same (Schneider & Bjorklund, 1998; Davies,
Tarrant & Flin, 1989; Flin, Boon, Knox, & Bull, 1992;
Nelson & Gruendel, 1981; Saywitz, 1988). Flin and her
colleagues (1992) reported that 6-year-old children reported
less information than did 9-year-old children and adults and
that, like adults, 6- and 9-year-olds reported less information
five months after the event. Of particular note is that the
amount of incorrect information provided did not increase
over time. Memory is a reconstructive process, however:
Like adults, children actively work on memory traces in

order to understand and organize them. Thus when children
are repeatedly interviewed, as is often the case when sexual
abuse has been alleged, this is likely not only to consolidate
the memory (facilitating subsequent recall) but also to shape
it (Ornstein, Larus, & Clubb, 1992). In a recent field study of
investigative interviews, Lamb, Sternberg, and Esplin (2000)
found that both delay and age affected the amount of infor-
mation recalled, although in this study it was of course im-
possible to assess the accuracy of the children’s accounts.

In general, young children tend to provide briefer ac-
counts of their experiences than do older children and adults,
but their accounts are equivalently accurate (e.g., Goodman
& Reed, 1986; Johnson & Foley, 1984; Marin et al., 1979;
Oates & Shrimpton, 1991). As time passes, information
is forgotten by children just as it is forgotten by adults
(Flin et al., 1992). Errors of omission are much more com-
mon than errors of commission among both adults and
children (Oates & Shrimpton, 1991; Steward, 1993), but the
former are a special problem where children are concerned
because their accounts—especially their recall narratives—
are often so brief.

It is important to distinguish between memory perfor-
mance and memory capacity, however. Young children’s
accounts may be brief not only because their memories are
poor or because their limited experiences do not provide a
rich network of associations from which to draw analogies or
metaphors but also because their vocabularies are much more
limited and less elaborate than those of adults and because
they may not be motivated to reveal what they do remember.

Whenever events recur with any regularity, both children
and adults tend to blur distinctions among incidents and
establish script memories (representations of averaged or
typical events rather than particular incidents). Accounts
based on script memories are likely to contain fewer distinc-
tive details than are memories of discrete incidents (Nelson &
Gruendel, 1981), and the passage of time between experience
and recall increases the tendency to rely on scripts (Myles-
Worsley, Cromer, & Dodd, 1986). Scripts are useful because
they help individuals to focus on and remember the important
features of repetitive events or sequences while enabling
them to ignore less central or repetitious elements (Nelson,
1986; Shank & Abelson, 1977). In addition, scripts may pro-
vide the temporal sequence or structure that makes the
accounts of specific experiences more comprehensible.

However, scripts lead reporters to use general knowledge
about a class of events to describe specific events incorrectly.
For example, Ornstein, Staneck, Agosto, and Baker-Ward
(2001) reported that after a 12-week delay 6-year-olds
incorporated into their memory details that were typical of
medical checkups but had not actually been experienced
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during a specific checkup. The tendency to embellish restate-
ments of stories with items and events that were part of the
children’s scripts generally declines with age (Collins, 1970;
Collins & Wellman, 1982; Collins, Wellman, Keniston, &
Westby, 1978), and script-based errors can be reduced by
preinterview counseling or instruction (Saywitz & Snyder,
1993). Children also tend to remember unusual specific
events better than specific events that are congruent with their
general or script memories (Davidson, 1991).

Experimental research in the last two decades makes clear
that the distinction between recall and recognition testing is
crucial when evaluating children’s memory capacities and
the ways in which memories are accessed (Dale, Loftus, &
Rathbun, 1978; Dent, 1982, 1986; Dent & Stephenson, 1979;
Goodman & Aman, 1990; Goodman, Hirschman, Hepps, &
Rudy, 1991; Hutcheson, Baxter, Telfer, & Warden, 1995;
Oates & Shrimpton, 1991; Peterson & Bell, 1996). These
researchers have shown that when adults and children are
asked to describe events from free recall (“Tell me everything
you remember . . . ”), their accounts tend to be incomplete
and sketchy but are likely to be very accurate. When
prompted for more details using open-ended prompts like
“Tell me more about that” or “And then what happened?”
children often recall additional details, and their accuracy
remains high. However, when interviewers prompt with
focused questions—especially option-posing questions such
as “Did he have a beard?” “Did he touch you with his
private?” or “Did this happen in the day or in the night?”—
they shift from recall to recognition testing, and the probabil-
ity of error rises dramatically. Open-ended prompts encour-
age respondents to provide as much relevant information as
they remember, whereas recognition probes focus the child
on categories of information or topics of interest to the inves-
tigator and exert greater pressure to respond, whether or not
the child is sure of the response, often by confirming or re-
jecting information provided by the interviewer. Such probes
are also more likely to elicit erroneous responses from re-
spondents who recognize details that are not remembered
from the actual incident but were mentioned in previous con-
versations (or interviews) or are inferred from the gist of the
experienced events (Brainerd & Reyna, 1996). Effective in-
terviewers must thus maximize the opportunities for recall by
offering open-ended prompts to minimize the risk of eliciting
erroneous information. Recall memories are not always accu-
rate, of course, especially when the events occurred long
before the interview or when there have been opportunities
for contamination (Leichtman & Ceci, 1995; Poole & Lind-
say, 1995, 1996; Poole & White, 1993; Warren & Lane,
1995), but accounts based on recall memory are much more

likely to be accurate than those elicited using recognition cues
or prompts, regardless of the informants’ ages. 

Forensic investigators often dismiss the relevance of exper-
imental research on children’s memory by arguing that the
stressful nature of sexual abuse makes memories of abuse
distinctly different. In fact, considerable controversy persists in
the experimental literature concerning the effects of increased
arousal or stress on the accuracy of children’s memory. Some
researchers argue that stress improves children’s accuracy
(Goodman, Bottoms, Schwartz-Kenney, & Rudy, 1991;
Goodman, Hirschman, et al., 1991; Ochsner & Zaragoza,
1988; Steward & Steward, 1996). Steward and Steward (1996),
for example, reported that children’s ratings of distress were
correlated with the completeness and accuracy of their descrip-
tions of medical examinations that they had experienced. Other
researchers (Oates & Shrimpton, 1991; Ornstein, Gordon, &
Larus, 1992; D. P. Peters, 1987, 1991; D. P. Peters & Hagan,
1989; Peterson & Bell, 1996; Vandermaas, 1991) reported that
arousal either reduces accuracy or has no effect. In most of
these studies, unfortunately, the children experienced low
levels of stress, and the ability to recall central elements of
experienced events was not assessed. In addition, researchers
have not yet studied the effects of social support, which pre-
sumably reduces stress (Greenstock & Pipe, 1996; Moston &
Engelberg, 1992).

Children are certainly more likely to remember personally
meaningful and salient as opposed to meaningless items and
events (see Ornstein, Gordon, et al., 1992, for a review) but
this does not mean that incidents of maltreatment will neces-
sarily be recalled better. First of all, not all incidents of sexual
abuse are distinctive or traumatic, and thus the potentially
facilitative effects of arousal on the process of encoding in-
formation cannot be assumed. Second, the context in which
the child is asked to retrieve information about the experi-
enced event—during interviews with a child protection ser-
vice worker, a police officer, an attorney, or a judge—may be
stressful regardless of whether the target event itself was
(Goodman et al., 1992). Third, stress may affect memory
encoding, processing, and retrieval in different ways.

Suggestibility

Most researchers agree that the manner in which children
are questioned can have profound implications for what is
“remembered,” and this increases the importance of careful
interviewing, particularly in light of studies demonstrating the
deleterious (and sometimes devastating) effects of suggestion
(Ceci & Bruck, 1993, 1995). Misleading or suggestive ques-
tioning can manipulate both young and old witnesses, but the
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very young are especially vulnerable (Ceci & Bruck, 1993).
Suggestibility is a multifaceted concept that involves social,
communicative, and memory processes. Children may re-
spond inaccurately because they (a) infer that the interviewer
would prefer a particular response (Ceci & Bruck, 1993),
(b) do not understand the questions but are eager to be coop-
erative (e.g. Hughes & Grieve, 1980), (c) retrieve the most
recently acquired information about the event in question
although they might be able to retrieve information about the
actual event if prompted to do so (Newcombe & Siegal, 1996,
1997), or (d) suffer from genuine source-monitoring confu-
sion that prevents them from discriminating between the orig-
inal event and misinformation about it (Poole & Lindsay,
1997).

Because so many processes underlie suggestibility, it is
not surprising that, at first glance, research on children’s sug-
gestibility appears to reveal a mixed and confusing picture.
These apparently contradictory findings are not difficult to
reconcile, however. In the studies documenting the resistance
to suggestion by 3- to 4-year-olds (Goodman & Aman, 1990;
Goodman, Aman, & Hirschman, 1987; Goodman, Bottoms,
et al., 1991; Goodman, Wilson, Hazan, & Reed, 1989), re-
searchers have not repeated misleading questions over a short
period of time, exposed children to misleading stereotypes
about target individuals, provided incentives to respond
falsely, or instructed children to think about nonevents, pre-
tend, or guess. All of these conditions increase the suscepti-
bility to suggestion (e.g. Bruck, Ceci, Francouer, & Barr,
1995; Bruck, Ceci, Francouer, & Renick, 1995; Cassel,
Roebers, & Bjorklund, 1996; Ceci, Huffman, Smith, &
Loftus, 1994; Ceci, Ross, & Toglia, 1987a, 1987b; Garven,
Wood, Malpass, & Shaw; 1998; King & Yuille, 1987;
Leichtman & Ceci, 1995; W. C. Thompson, Clarke-Stewart,
& Lepore, 1997; Toglia, Ceci, & Ross, 1989). Likewise, sug-
gestive interviewing is most likely to be influential when the
memory is not rich or recent, when the content was imagined
rather than experienced, when the questions themselves are
so complicated that the witness is confused, and when the
interviewer appears to have such authority or status that
the witness feels compelled to accept his or her implied con-
struction of the events. By contrast, suggestions are less
likely to affect children’s accounts when they pertain to cen-
tral or salient details (Dent & Stephenson, 1979; Dodd &
Bradshaw, 1980; King & Yuille, 1987) and when interview-
ers counsel children to report personally experienced events
only (Poole & Lindsay, 1997). Unfortunately, little research
has been conducted on suggestibility regarding memories of
incidents that traumatized or affected individuals profoundly,
although Goodman, Hirschman, et al. (1991) found that

children who were more distressed by inoculations were less
suggestible than were children who appeared less stressed by
the inoculations.

Implications for Practice

As evidence regarding children’s linguistic, communicative,
social, and memorial capacities and tendencies has accumu-
lated, a surprisingly coherent international consensus has
emerged concerning the ways in which children should be
interviewed forensically (e.g., American Professional Soci-
ety on the Abuse of Children [APSAC], 1990/1997; Bull,
1992, 1995, 1996; Fisher & Geiselman, 1992; D. P. H.
Jones, 1992; Lamb, Sternberg, & Esplin, 1994, 1995, 1998;
Lamb, Sternberg, et al., 1999; Memorandum of Good Prac-
tice, 1992; Poole & Lamb, 1998; Raskin & Esplin, 1991;
Raskin & Yuille, 1989; Sattler, 1998). Clearly, it is possible to
obtain valuable information from children, but doing so re-
quires careful investigative procedures as well as a realistic
awareness of their capacities and tendencies. In particular, ex-
perts recommend that questions and statements be worded
carefully, with due consideration for the child’s age and com-
municative abilities. They further recommend that as much
information as possible should be obtained using broad open-
ended prompts, like the invitations defined in the next section.

When recall memory is probed using open-ended prompts,
respondents attempt to provide as much relevant information
as they remember; whereas when recognition is probed using
focused questions, children may have to confirm or reject in-
formation or options provided by the interviewer. Such
probes refocus the child on domains of interest to the investi-
gator and exert greater pressure to respond, whether or not the
respondent is sure of the response. Recognition probes are
more likely to elicit erroneous responses in eyewitness con-
texts because of response biases (e.g., tendencies to say “yes”
or “no” without reflection) and false recognition of details
that were only mentioned in previous interviews or are in-
ferred from the gist of the experienced events (Brainerd &
Reyna, 1996). For these reasons, open-ended questions are
assumed to yield the most information and the fewest errors
in forensic contexts as well. When more focused questions,
especially option-posing questions, are necessary, they
should be used as sparingly as possible, and only after open-
ended prompts have been exhausted. Suggestive and coercive
questions and practices should be avoided completely. As
we have just seen, all of these recommendations flow di-
rectly from the accumulating body of research—most of it
conducted in laboratory analog experiments—on children’s
capacities and tendencies.
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Research on Investigative Interviews

Of course, consensus among experts about the manner in
which interviews should be conducted does not mean that in-
terviews are typically conducted in accordance with these
recommendations, and thus my colleagues and I have under-
taken a series of studies designed to determine how forensic
interviews are actually conducted by social workers, investi-
gators, and police officers in the everyday course of their
work. Our research in this area has all been conducted using
verbatim transcriptions of forensic interviews conducted in
Israel, the United States, the United Kingdom, and Sweden
by social workers, sheriffs, or police officers. For purposes of
the analyses summarized here, we focused on the portion of
each interview concerned with substantive issues by having
coders review the transcripts and tabulate the number of new
details identifying and describing individuals, objects, or ac-
tions relevant to the alleged incident. Coders also categorized
each interviewer utterance, focusing particularly on four
common types of utterances:

1. Invitations request an open-ended response from the child.
Such utterances do not delimit the child’s focus except in
the most general way (e.g., “And then what happened?”).

2. Directive utterances focus the child’s attention on details
or aspects of the event that the child had previously men-
tioned. Most of these are wh-questions (e.g., “What color
was that shirt?”).

3. Option-posing utterances focus the child’s attention on as-
pects of the event that the child had not previously men-
tioned and prompt the child to choose among two or more
possible answers (e.g., “Did you see a knife?” or “Were
his clothes on or off?”).

4. Suggestive utterances are stated in such a way that the in-
terviewer strongly communicates what response is ex-
pected (“It hurt, didn’t it?”) or assumes details that have
not been revealed by the child (e.g., “Did he touch your
breasts or your vagina?” when the child has not mentioned
being touched). Most of these utterances would be called
leading by lawyers, jurists, and researchers.

Directive, option-posing, and suggestive utterances are some-
times grouped as focused questions, although they lie along a
continuum of risk, varying with respect to the degree of sug-
gestive influence they exert on children’s responses.

When used in forensic interviews, invitations consistently
yield responses that are three to four times longer and three
times richer in relevant details than responses to focused
interviewer utterances (e.g., Lamb, Hershkowitz, Sternberg,
Boat, & Everson, 1996; Lamb, Hershkowitz, Sternberg,

Esplin, et al., 1996; Orbach et al., 2000; Sternberg et al.,
1996). The superiority of open-ended utterances is apparent
regardless of the age of the children being interviewed; un-
fortunately, however, focused utterances are much more
common in the field than are open-ended questions. In the
field sites we studied initially, for example, around 80% of
the interviewer utterances were focused, whereas fewer than
6% were invitations, and the overreliance on focused ques-
tions was evident regardless of the children’s age, the nature
of the offenses, the professional background of the interview-
ers, or the utilization of props such as anatomical dolls
(Craig, Sheibe, Kircher, Raskin, & Dodd, 1999; Davies,
Westcott, & Horan, 2000; Lamb, Hershkowitz, Sternberg,
Boat, et al., 1996; Lamb, Hershkowitz, Sternberg, Esplin,
et al., 1996; Sternberg et al., 1996; Walker & Hunt, 1998).
Similar findings were obtained in diverse sites across the
United States, the United Kingdom, Sweden, and Israel.

Furthermore, despite research-based warnings concerning
the risks of asking option-posing and suggestive questions,
analyses of investigative interviews conducted at sites in the
United States, the United Kingdom, Sweden, and Israel all
reveal that the majority of the information obtained from
child victim-witnesses is typically elicited using focused
questions (e.g., Aldridge & Cameron, 1999; Cederborg,
Orbach, Sternberg, & Lamb, 2000; Craig et al., 1999; Davies
et al., 2000; Davies & Wilson, 1997; Lamb, Hershkowitz,
Sternberg, Boat, et al., 1996; Lamb, Hershkowitz, Sternberg,
Esplin, et al., 1996; Lamb et al., 2000; Sternberg et al., 1996;
Sternberg, Lamb, Davies, & Westcott, 2001; Walker & Hunt,
1998; Warren, Woodall, Hunt, & Perry, 1996). These descrip-
tive data are noteworthy because they reveal widespread
similarities in forensic interview practices across countries
and cultures. Interview practices are at considerable variance
with the practices recommended by experts and professional
advisory groups from around the world. In other words, de-
spite consistent research documenting the superiority of cer-
tain ways of obtaining information from children about their
experiences, forensic interviewers continue to employ infe-
rior and potentially dangerous practices when they interview
alleged victims.

Enhancing Children’s Informativeness

Fortunately, forensic interviewers can be trained to conduct
better interviews—interviews in which fewer suggestive
questions are asked and in which greater proportions of the
information are elicited using open-ended prompts, ideally
before any focused or leading questions are asked. In
one early study, Sternberg et al. (1997) had forensic inter-
viewers train Israeli children to give narrative responses by
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asking them a series of open-ended questions about recent
neutral events. When later questioned about alleged inci-
dents of abuse, these children provided responses that were
2.5 times more detailed than did children who were (like
children in most forensic interviews) trained to respond to
focused questions in earlier discussions of neutral events.
Comparable findings were obtained when similar training
was given by police investigators to alleged victims in
the United States (Sternberg, Lamb, Esplin, & Baradaran,
1999).

These findings prompted the development of a fully struc-
tured investigative interview protocol designed to translate
empirically based research guidelines into a practical tool to
be used by investigators conducting forensic interviews
(Orbach et al., 2000). The National Institute of Child Health
and Human Development’s (NICHD) investigative interview
protocol covers all phases of the investigative interview and
is designed to translate research-based recommendations into
operational guidelines in order to enhance the retrieval of
informative, complete, and accurate accounts of alleged inci-
dents of abuse by young victim-witnesses. This is accom-
plished by creating a supportive interview environment
(before substantive rapport building), adapting interview
practices to children’s developmental levels and capabilities
(e.g., minimizing linguistic complexity and avoiding inter-
ruptions), preparing children for their tasks as information
providers (by clarifying the rules of communication and
training children to report event-specific episodic memories),
and maximizing the interviewers’ reliance on utterance types
(e.g., invitations) that tap children’s free recall memory.
When following the protocol, interviewers maximize the use
of open-ended questions and probes, introduce focused ques-
tions only after exhausting open-ended questioning modes,
use option-posing questions only to obtain essential informa-
tion later in the interview, and eliminate suggestive practices.
Interviewers are also encouraged to use information provided
by the children themselves as cues to promote further free-
recall retrieval. In essence, the protocol is thus designed
to maximize the amount of information elicited using recall
memory prompts because information elicited in this way is
more likely to be accurate. In addition, the structured inter-
view protocol minimizes opportunities for contamination of
the children’s accounts.

Analyses revealed dramatic improvements in the organi-
zation of interviews, the quality of questions asked by inter-
viewers, and the quality of information provided by children
when Israeli youth investigators followed the protocol when
interviewing 50 4- to 13-year-old alleged victims of sexual
abuse (Orbach et al., 2000). Almost all of the children inter-
viewed using the structured protocol made a disclosure and

provided a narrative account of the alleged abuse in response
to the first invitation, and the interviewers offered more than
five times as many open-ended invitations as they did in
comparable interviews conducted before the structured
protocol was introduced. The number of option-posing
questions dropped by almost 50% as well, and much more
of the information was obtained using free recall rather than
investigator-directed recognition probes in the protocol-
guided interviews. Children in the protocol condition pro-
vided proportionally more of the total number of details in
their first narrative response than did children in the nonpro-
tocol condition, and they also provided significantly more
information before being asked the first option-posing ques-
tion. More of the details they provided were elicited by open-
ended prompts, whereas fewer were elicited by directive,
option-posing, and suggestive utterances. Although this was
not studied systematically, the interviewers using the NICHD
interview protocol also became better critics of their own and
of their colleagues’ interviews.

Similar results were obtained when investigative inter-
views conducted by police officers in the western United
States were studied (Sternberg, Lamb, Esplin, Orbach, &
Hershkowitz, 2002; Sternberg, Lamb, Orbach, Esplin, &
Mitchell, 2001). In addition to being better organized,
interviewers using the structured protocol used more open-
ended prompts and fewer option-posing and suggestive ques-
tions than in the comparison (baseline) interviews. In the
baseline condition, only 10% of the interviewers’ questions
were invitations, whereas in the protocol interviews a third
of the interviewers’ questions were invitations. The total
amount of information elicited from free recall memory also
increased dramatically; whereas only 16% of the information
was elicited using free recall in the preprotocol interviews,
about half of the information was obtained using free recall
in the protocol interviews. The protocol also reduced the use
of directive, option-posing, and suggestive prompts. In the
baseline interviews, 41% of the information was obtained
using option-posing and suggestive questions compared with
24% in the protocol interviews. Furthermore, this pattern of
results was similar regardless of the children’s age. Although
younger children provided shorter and less detailed responses
than did older children, analyses of interviews with 4- to 6-
year-old children revealed that the interviewers relied heavily
on invitations (34% of their questions) and succeeded in
eliciting a substantial amount of information (49% of the
total) using free-recall prompts.

To further clarify the ability of preschoolers to address
open-ended questions, Lamb et al. (2002) studied forensic
interviews of 130 4- to 8-year-olds. Like Sternberg et al.
(2001), they showed clearly that children as young as 4 years
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of age can indeed provide substantial amounts of information
about alleged abuse in response to open-ended questions in-
cluded in well-structured and planned forensic interviews.
On average, one half of the information provided by the
children came in response to open-ended utterances. Even
though the older children reported more details in total and
in response to the average invitation than the younger chil-
dren did, furthermore, the proportion of invitations eliciting
new details did not change, suggesting that preschoolers are
not uniquely incapable of responding to open-ended prompts.
As in other studies, more forensically relevant details were
elicited by individual invitations than by other types of utter-
ances at all ages. Because both laboratory analog and field
studies consistently show that the information provided in
response to invitations is more likely to be accurate, these
results suggested that open-ended invitations are superior
investigative tools regardless of the interviewees’ ages.

Lamb et al. (2002) found that many interviewers made
effective use of cued invitations (e.g., “You said that he
touched your vagina; tell me more about that”) rather than
risky focused questions (“So did he put his finger in your
vagina?”). An interesting point is that action-based cues
(“Tell me more about him touching you”) were consistently
more effective than were time-segmenting cues (e.g., “Tell
me more about what happened after he came into the room”)
at all ages. Developmental improvements were especially
dramatic with respect to time-segmenting cues, however, and
these were extremely effective when addressed to 8-year-
olds. With younger children, by contrast, references to ac-
tions already mentioned by the child proved more effective,
presumably because such cues are less cognitively demand-
ing than cues that required awareness of temporal sequences.
At all ages, furthermore, more information would likely have
been elicited if the interviewers had made greater use of cued
invitations.

Clearly, forensic interviewers need to provide children of
all ages with opportunities to recall information in response
to open-ended prompts before assuming that special (i.e.,
more risky) interview techniques are needed. This admoni-
tion is important especially in light of repeated demonstra-
tions that younger children are more likely than older
children to give inaccurate responses to yes-no questions
(Brady, Poole, Warren, & Jones, 1999), to respond affirma-
tively to misleading questions about nonexperienced events
(Poole & Lindsay, 1998), and to acquiesce to suggestions
(e.g., Cassel et al., 1996; Ceci & Huffman, 1997; Ceci et al.,
1987b; Robinson & Briggs, 1997). Risky questions are even
riskier when addressed to children aged 6 and under,
and forensic investigators must thus make special efforts to

maximize the amounts of information elicited from such chil-
dren using less risky, open-ended prompts.

Conclusion

These findings are particularly encouraging in light of the dif-
ficulties that interviewers frequently encounter when inter-
viewing young children, and they illustrate the ways in which
applied research can sometimes raise doubts about the inter-
pretation and generalization of the results obtained in experi-
mental laboratory analog settings. In this instance, students
of memory and communicative development had long be-
lieved that preschoolers were incapable of providing narra-
tive responses to invitations (Bourg et al., 1996; Hewitt,
1999; Kuehnle, 1996). The field research has demonstrated,
however, that when invitations are carefully formulated and
children are appropriately prepared for their role as infor-
mants, even very young children are capable of providing
detailed responses to narrative questions. Through a combi-
nation of applied and basic research, it has thus been possible
to enhance our understanding both of normative develop-
mental processes and of the forensic interview process. In ad-
dition, careful research has made it possible to enhance the
value of children’s testimony in ways that should enable law
enforcement, child protection, and judicial agencies to pro-
tect children better from further maltreatment. 

Studies demonstrating that children can be much more
useful informants when they are effectively interviewed have
also documented how difficult it is to alter the ways in which
forensic interviewers typically perform. As noted earlier, pro-
fessional consensus regarding the ways in which children
should be interviewed did not translate into changes in inter-
viewers’ behavior even when they knew what they should do
and believed that they were following these recommenda-
tions (Aldridge & Cameron, 1999; Warren et al., 1999). My
colleagues and I have demonstrated that improvements
occurred only when forensic interviewers reviewed tran-
scripts of their interviews and received critical feedback from
expert consultants and fellow interviewers (Lamb, Sternberg,
Orbach, Hershkowitz, et al., 2002). Somewhat disconcert-
ingly, furthermore, improvements derived from this close
monitoring and feedback rapidly diminished when the inter-
viewers stopped attending regular feedback sessions (Lamb,
Sternberg, Orbach, Esplin, & Mitchell, 2002). Within six
months after the training/supervision ended, police officers in
the United States were conducting forensic interviews that
resembled their original interviews more than the interviews
conducted with the assistance of the NICHD interview
protocol and the expert feedback.



Protecting the Children of Divorce 567

PROTECTING THE CHILDREN OF DIVORCE

Researchers can also offer scientific advice to legal practi-
tioners grappling with complex issues while attempting to
ensure that children are protected and well cared for when
their parents divorce. Although the rates of divorce have
leveled recently, about half of the children in America are still
likely to experience the separation of their parents before
they reach adulthood, and most of them will experience
the loss of meaningful contact with their fathers. Common
sense and scientific research tell us that these experiences are
likely to have psychological costs.

There is substantial consensus that children are better off
psychologically and developmentally in two- rather than one-
parent families (see reviews by Amato, 2000; Hetherington &
Stanley-Hagan, 1997, 1999; Lamb, 1999; McLanahan &
Sandefur, 1994; McLanahan & Teitler, 1999). As these
reviewers have shown, children growing up in fatherless
families are disadvantaged relative to peers growing up in
two-parent families with respect to psychosocial adjustment,
behavior and achievement at school, educational attain-
ment, employment trajectories, income generation, involve-
ment in antisocial and even criminal behavior, and the
ability to establish and maintain intimate relationships. For
researchers, of course, it is important to determine why these
differences emerge.

The Development of Infant-Parent Attachments

The effects are best understood in the context of normative
developmental processes. Scholars have long recognized that
the attachments formed to parents are among the most critical
achievements of the first year of life (Bowlby, 1969). Bowlby
(1969) proposed that there is a sensitive period during which
attachments are most easily formed, and early research on
adoptions lent support to this belief (Yarrow & Goodwin,
1973) even though scholars have come to believe that the
sensitive period is actually quite extensive (Rutter, 1972).

Attachment formation depends on reciprocal interactive
processes that foster the infants’ ability to discriminate their
parents from others and to develop emotional relationships
with their parents. These relationships or attachments are
consolidated by the middle of the first year of life and are
characterized by the onset of separation anxiety and separa-
tion protest (Ainsworth, 1969). Infants who receive sensitive,
responsive care from familiar adults in the course of feeding,
holding, talking, playing, soothing, and being physically
close become securely attached to them (Ainsworth, Blehar,
Waters, & Wall, 1978; DeWolff & van IJzendoorn, 1997;

R. A. Thompson, 1998). Even adequate levels of responsive
parenting foster the formation of infant-parent attachments,
although some of these relationships may be insecure.
Children are nonetheless better off with insecure attachments
than without attachment relationships because these enduring
ties play essential formative roles in later social and emo-
tional functioning. Infant-parent attachments promote a sense
of security, the beginnings of self-confidence, and the devel-
opment of trust in other human beings (Ainsworth et al.,
1978; Lamb, 1981).

Most infants form meaningful attachments to both of their
parents at roughly the same age (6 to 7 months; see Lamb,
1997a, in press a, for reviews) even though most fathers in our
culture spend less time with their infants than mothers do
(Pleck, 1997). This indicates that the amount of time spent
together is not the only factor affecting the development of
attachments, although some threshold level of interaction is
necessary. Rather, opportunities for regular interaction, even
when the bouts themselves are brief, appear sufficient. Most
infants come to prefer the parents who take primary responsi-
bility for their care (typically their mothers), but this does not
mean that relationships with their fathers are unimportant. The
preference for primary caretakers appears to diminish with
age and by 18 months has often disappeared. After this age, in
fact, many infants seem to prefer their fathers, especially in
emotionally undemanding situations. There is no evidence
that the amount of time infants spend with their two parents
affects the security of either attachment relationship.

Although some studies of both infant-mother and infant-
father attachment fail to reveal significant associations be-
tween the quality of parental behaviors and the security of
infant-parent attachment, meta-analyses reveal that in both
cases the quality of parental behavior is reliably associated
with the security of infant-parent attachment (DeWolff & Van
IJzendoorn, 1997; Van IJzendoorn & DeWolff, 1997). The
association between the quality of paternal behavior and the
quality of infant-father attachment appears to be weaker than
the parallel association between maternal behavior and the
security of infant-mother attachment, however. In neither
case does the quality of parental behavior explain more than
a small proportion of the variance in the security of attach-
ment, although the quality of maternal and paternal behavior
and of both mother- and father-child interaction remains the
most reliable correlate of individual differences in psycho-
logical, social, and cognitive adjustment in infancy, as well
as in later childhood (R. A. Thompson, 1998). Not surpris-
ingly, therefore, children in both two- and one-parent fami-
lies appear better adjusted when they enjoy warm positive re-
lationships with two actively involved parents (Amato &
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Gilbreth, 1999; Hetherington & Stanley-Hagan, 1999; Lamb,
1999b, 2002b; R. A. Thompson & Laible, 1999).

The empirical literature also shows that infants and tod-
dlers need regular interaction with their attachment figures in
order to foster and maintain the relationships (Lamb, 2002a;
Lamb, Bornstein, & Teti, 2002). Extended separations from
either parent are undesirable because they unduly stress
developing attachment relationships (Bowlby, 1973). In addi-
tion, infants need to interact with both parents in a variety of
contexts (feeding, playing, diapering, soothing, putting to
bed, etc.) to ensure that the relationships are consolidated and
strengthened. In the absence of such opportunities for regular
interaction across a broad range of contexts, infant-parent
relationships fail to develop and may instead weaken. For the
same reason, it is extremely difficult to reestablish relation-
ships between infants or young children and their parents
when these have been disrupted. Instead, it is considerably
better to avoid such disruptions in the first place.

In general, relationships with parents play a crucial role in
shaping children’s social, emotional, personal, and cognitive
development (Lamb, Hwang, Ketterlinus, & Fracasso, 1999),
and there is a substantial literature documenting the adverse
effects of disrupted parent-child relationships on children’s
development and adjustment. Children who are deprived of
meaningful relationships with one of their parents are at
greater risk psychosocially, even when they are able to main-
tain relationships with their other parents (Amato, 2000;
Hetherington & Stanley-Hagan, 1997, 1999; Lamb, 1999;
McLanahan & Sandefur, 1994; McLanahan & Teitler, 1999).
Stated differently, there is substantial evidence that children
are more likely to attain their psychological potential when
they are able to develop and maintain meaningful relation-
ships with both of their parents, whether or not the two par-
ents live together. If the parents lived together prior to the
separation and the relationships with both parents were of at
least adequate quality and supportiveness, the central chal-
lenge is to maintain both infant-parent attachments after
separation or divorce.

Maintaining Relationships With Parents 
Who Live Apart

Influenced by Freud (e.g., 1954) and others following in his
tradition (e.g., Spitz, 1965), developmental psychologists ini-
tially focused exclusively on mothers and infants, presuming
fathers to be quite peripheral and unnecessary to children’s
development and psychological adjustment. When parents
separated, therefore, neoanalysts emphasized the impor-
tance of continuity in the relationships between infants and

mothers, with children living with their mothers and having
limited contact with their fathers (Goldstein, Freud, & Solnit,
1973). When such recommendations were implemented,
infants or toddlers who were accustomed to seeing both par-
ents each day abruptly began seeing one parent, usually their
fathers, only once every week (or two weeks) for a few hours.
Such arrangements were often represented by professionals
as being “in the best interests” of the child due to the mis-
taken belief, based on Freud’s (1948) and Bowlby’s (1969)
speculation, that infants had only one significant or primary
attachment. The resulting custody arrangements sacrificed
continuity in infant-father relationships, with long-term
socioemotional and economic consequences for children.

Very large research literatures now document the adverse
effects of severed father-child relationships as well as the
positive contributions that nonresidential fathers can make to
their children’s development (see Lamb, 1999, 2002b, for
reviews). It is thus preferable to seek arrangements that pre-
serve the continuity of relationships with both parents. The
quality of the relationships between both parents and their
children remains important in the majority of divorcing fam-
ilies, just as in the majority of two-parent families. Unfortu-
nately, however, most contemporary custody and visitation
decrees do not foster the maintenance of relationships be-
tween children and their noncustodial parents (e.g., Maccoby
& Mnookin, 1992; H. E. Peters, 1997). Furthermore, initially
restrictive awards are typically followed by declining levels
of paternal involvement over time, with increasing numbers
of children having less and less contact with their noncusto-
dial parents as time goes by (Furstenberg & Cherlin, 1991;
Furstenberg, Nord, Peterson, & Zill, 1983). To the extent that
contact is beneficial, of course, such data suggest that many
children are placed at risk by the withdrawal or apparent
disappearance of their noncustodial fathers. Many fathers
drift away from their children after divorce, perhaps because
they are deprived of the opportunity to be parents rather than
visitors. Most noncustodial parents are awarded visitation,
and they function as visitors, taking their children to the zoo,
to movies, to dinner, and to other special activities in much
the same way that grandparents or uncles and aunts behave.
Children may well enjoy these excursions and may not regret
the respite from arguments about getting homework done,
getting their rooms cleaned up, behaving politely, going to
bed on time, and getting ready for school, but the exclusion
of fathers from these everyday tribulations is crucial, ulti-
mately transforming the fathers’ roles and making these men
increasingly irrelevant to their children’s lives, socialization,
and development. Many men describe this as a sufficiently
painful experience that they feel excluded from and pushed
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out of their children’s lives (Clark & McKenry, 1997).
Among the experts who drafted a recent consensus statement
on the effects of divorce and custody arrangements on chil-
dren’s welfare and adjustment, there was agreement that
parents not only need to spend adequate amounts of time with
their children, but also need to be involved in a diverse array
of activities with their children:

To maintain high-quality relationships with their children, par-
ents need to have sufficiently extensive and regular interactions
with them, but the amount of time involved is usually less
important than the quality of the interaction that it fosters. Time
distribution arrangements that ensure the involvement of both
parents in important aspects of their children’s everyday lives
and routines . . . are likely to keep nonresidential parents playing
psychologically important and central roles in the lives of their
children. (Lamb, Sternberg, & Thompson, 1997, p. 400)

The ideal situation is one in which children have opportu-
nities to interact with both parents every day or every other
day in a variety of functional contexts (feeding, play, disci-
pline, basic care, limit setting, putting to bed, etc.). The
evening and overnight periods (like extended days with nap-
times) with nonresidential parents are especially important
psychologically for infants, toddlers, and young children.
They provide opportunities for crucial social interactions and
nurturing activities, including bathing, soothing hurts and
anxieties, bedtime rituals, comforting in the middle of the
night, and the reassurance and security of snuggling in the
morning that one- to two-hour-long visits cannot provide.
These everyday activities promote and maintain trust and con-
fidence in the parents while deepening and strengthening
child-parent attachments, and thus they need to be both en-
couraged when decisions about custody and access are made.

One implication is that even young children should spend
overnight periods with both parents, even though neoanalysts
have long counseled against this. As Warshak (2000) pointed
out, the prohibition of overnight “visitation” has been justified
by prejudices and beliefs rather than by any empirical evi-
dence. As noted here, however, parents who are not allowed
overnight periods with their children are excluded from an im-
portant array of activities, and the strength or depth of their
relationships suffer as a result. Again, empirical research on
normative child development can guide the design of policies
that promote better child adjustment, even in the face of the
stresses imposed by parental separation and divorce. To mini-
mize the deleterious impact of extended separations from
either parent, furthermore, attachment theory tells us there
should be more frequent transitions than would perhaps be de-
sirable with older children. To be responsive to the infant’s

psychological needs, in other words, the parenting schedules
adopted for children under age 2 or 3 years should actually
involve more transitions, rather than fewer, to ensure the
continuity of both relationships and to promote the child’s se-
curity and comfort during a potentially stressful period. From
the third year of life, the ability to tolerate longer separations
begins to increase, so most toddlers can manage two consecu-
tive overnights with each parent without stress. Schedules in-
volving separations spanning longer blocks of time, such as 5
to 7 days, should be avoided, as children this age may still be-
come upset when separated from either parent for too long.

Interestingly, psychologists have long recognized the
need to minimize the length of separations from attachment
figures when devising parenting plans, but they have typi-
cally focused only on separations from mothers, thereby
revealing their presumption that young children are not
meaningfully attached to their fathers. To the extent that
children are attached to both of their parents, however, sepa-
rations from both parents are stressful and at minimum gen-
erate psychic pain. As a result, parenting plans that allow
children to see their fathers “every Wednesday evening and
every other weekend” clearly fail to recognize the adverse
consequences of weeklong separations from noncustodial
parents. It is little wonder that such arrangements lead to at-
tenuation of the relationships between noncustodial parents
and their children.

The adverse long-term effects of divorce on children
appear to be associated with the disruption of one or both of
the child-parent relationships, typically the father-child rela-
tionship, and it is important to recognize that divorce is asso-
ciated with a number of other adverse circumstances as well.
First, the family’s financial status is adversely affected by the
loss of a major source of income, usually the principal bread-
winner. Even in the best of circumstances, furthermore, it is
more expensive to maintain two households than one, and
the standards of living thus tend to decline. Second, because
mothers need to work more extensively outside the home
when their partners leave, adults are less likely to be present,
and the supervision and guidance of children becomes less
intensive and reliable in one- than in two-parent families.
Fourth, conflict between the parents commonly precedes or
emerges during the divorce process. Fifth, single parenthood
is associated with a variety of social and financial stresses
with which individuals must cope, largely on their own.

Researchers have shown that all of these factors have
adverse effects on children’s adjustment, and it is thus not
surprising to find that the co-occurrence of these factors at
the time of divorce has adverse consequences for children
(Amato, 2000; Hetherington & Stanley-Hagan, 1997, 1999;
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Lamb, 2002b; McLanahan & Teitler, 1999). Less clear are the
specific processes by which these effects are mediated, yet an
understanding of how divorce and custody arrangements af-
fect child development is absolutely crucial if we as a society
are to minimize or reverse the adverse effects of divorce on
children. Stepparenthood and remarriage further complicate
efforts to understand the effects of diverse postdivorce cus-
tody arrangements on child well-being because these shape
family dynamics and child adjustment in complex ways
(Hanson, McLanahan, & Thomson, 1996; Hetherington &
Henderson, 1997).

As Amato (1993, 2000; Amato & Gilbreth, 1997) showed
with particular clarity, the associations between father ab-
sence or postdivorce father-child contact and their contrast-
ing effects on child adjustment after divorce are much weaker
than one might expect. In part this may well reflect variation
in the exposure to the other pathogenic circumstances
described earlier, but it likely reflects the diverse types of
father-child relationships represented in the samples studied,
with abusive, incompetent, or disinterested fathers likely to
have much different effects than devoted, committed, and
sensitive fathers. In addition, high-quality contacts between
fathers and children are surely more beneficial than encoun-
ters that lack breadth and intensity. Consistent with this,
Amato and Gilbreth (1997) reported following a meta-
analysis that children’s well-being was significantly en-
hanced when their relationships with nonresidential fathers
were positive and when the nonresidential fathers engaged in
active parenting. As explained earlier, most children do not
simply need more contact, but rather contact of an extent and
type sufficient to potentiate rich and multifaceted parent-
child relationships. Clearly, then, postdivorce arrangements
should specifically seek to maximize positive and meaningful
paternal involvement because regular but superficial contact
appears unlikely to promote either the maintenance of rela-
tionships between noncustodial fathers and their children or
the children’s psychological adjustment and well-being.

Of course, several factors affect the development of chil-
dren when parents divorce, including the level of involve-
ment and quality of relationships between residential or
custodial parents and their children, the level of involvement
and quality of the relationships between nonresidential par-
ents and their children, the amount of conflict between the
two parents, the amount of conflict between the children
and their parents, and the socioeconomic circumstances in
which the children reside. These factors are interrelated,
however, and in the absence of intensive and reliable longitu-
dinal data, it is difficult either to discern casual relationships
unambiguously or to establish the relative importance of dif-
ferent factors. In addition, these factors may operate together

in complex ways, such that, for example, contact with
noncustodial parents may not have the same positive effect
on children when there is substantial conflict between the
parents that it is does when levels of conflict are lower
(Johnston, Kline, & Tschann, 1989).

Because high conflict is associated with poorer child
outcomes following divorce (Johnston, 1994; Kelly, 2000;
Maccoby & Mnookin, 1992), it is preferable that interparental
conflict be avoided, but it is important to understand how high
conflict is conceptualized in the relevant research because the
findings are often misunderstood. Almost by definition, of
course, custody and access disputes involve conflict, but it is
clear that such conflict in and of itself is not necessarily harm-
ful. Conflict localized around the time of divorce is regrettable
but is unlikely to have adverse effects on the children, and its
occurrence should not be used to justify restrictions on the chil-
dren’s access to either of the parents. The high conflict found
harmful by researchers such as Johnston (1994) typically
involved repeated incidents of spousal violence and verbal
aggression and continued at intense levels for extended periods
of time, often in front of the children.As a result, Johnston em-
phasized the importance of continued relationships with both
parents except in those relatively uncommon circumstances in
which intense, protracted conflict occurs and persists.

Conclusions

If noncustodial parents are to maintain and strengthen rela-
tionships with their children, they need to participate in a
range of everyday activities that allow them to function as
parents rather than simply as regular, genial visitors. Unfortu-
nately, those constructing custody and visitation awards
do not always appear to understand what sort of interaction is
needed to consolidate and maintain parent-child relation-
ships; as a result, their decisions seldom ensure either suffi-
cient amounts of time or adequate distributions of that time
(overnight and across both school and nonschool days) to pro-
mote healthy parent-child relationships. The statistics popu-
larized by Furstenberg and Cherlin (1991) may show fathers
drifting away largely because they no longer have the oppor-
tunities to function as fathers in relation to their children and
because decision makers have failed to recognize the knowl-
edge of children’s needs and developmental trajectories that
has been compiled over the last few decades of intensive
research. In this case, research on normative developmental
processes, supplemented by the results of descriptive studies
designed to elucidate the effects of divorce and various access
arrangements on child development, have combined to iden-
tify the deficiencies of common practices and to articulate
ways in which child adjustment could be promoted.
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CONCLUSIONS AND RECOMMENDATIONS FOR
RESEARCH, POLICY, AND PRACTICE

When developmental psychology emerged as a distinct sub-
discipline about a century ago, it focused very heavily on
applied issues, with prominent scholars offering generous and
often definitive advice to parents, pediatricians, and teachers
(Clarke-Stewart, 1998; Sears, 1975). By the middle of the
century, however, many psychologists shifted their focus to
basic research questions, often implying in the process that the
concern with applied issues made developmental psychology
less credible as a science. Today, we see a new appreciation of
applied research, which may provide a forum for meaningful
contributions to children’s welfare and at the same time per-
mit insight into normative developmental processes that could
not be obtained by conducting basic research alone.

Both of the topics discussed in this chapter illustrate well
the multifaceted value of applied developmental science. In
one instance, basic research on the development of memory,
communication, and social perceptions allowed researchers
to devise and implement forensic interview processes that
greatly improved the informativeness of child witnesses.
Research on investigative interviews in turn fostered an en-
hanced understanding of basic developmental processes,
such as the richness and reliability of children’s memories,
and we can expect these lessons to affect many aspects of
research in the years ahead.

Developmental psychologists have learned a great deal
about memory development from experimental research, and
many of those findings (e.g., those concerning the superior
accuracy of information obtained using recall rather than
recognition prompts) clearly apply outside the experimental
laboratory. There are limitations to the validity and generaliz-
ability of experimental research, however. The memorable-
ness of experiences varies depending on the salience and
meaningfulness of those experiences: Experienced events are
not the same as nonsense syllables or tokens, and the motiva-
tion to remember or recall information or events clearly influ-
ences the amount of information retrieved. Only through field
studies of forensic interviews have researchers come to recog-
nize how much young children can recall when the importance
of complete reporting is stressed and when they are urged in
diverse ways to recount detailed episodic information, not
simply asked a single question (“Can you tell me what hap-
pened?”). Both laboratory analog and field studies of these
processes have clearly advanced our understanding of memory
development more generally (Lamb & Thierry, in press).

Meanwhile, basic research on early social development
and descriptive research on the multifaceted correlates of
divorce have together yielded a clearer understanding of the

ways in which divorce affects children. This has in turn
helped us to understand better the multidetermined complex-
ity of socialization processes while offering legal practi-
tioners practical advice regarding ways in which they can
minimize the adverse effects of divorce on child develop-
ment. In particular, psychologists have been reminded how
complex the socialization process really is. In order to make
their studies interpretable and manageable, researchers have
tended to oversimplify, typically focusing on single issues,
such as early experiences or mother-child relationships. The
literature reviewed in this chapter makes clear not only that
children are shaped by relationships with both of their parents
(and others) but also that these are dynamic relationships that
must be nourished through continuing interactions in order to
ensure that the benefits continue to flow. Many other social
relationships, as well as many other social, emotional, and
cognitive experiences, shape development as well. Further-
more, children are not inoculated from psychological harm
by positive early experiences—their susceptibility to influ-
ence and change continues throughout the life span. This fact
notwithstanding, the burgeoning literature on divorce and its
effects underscores the resilience of many children and the
fact that children can thrive in diverse contexts, some of
which would appear pathogenic.

The research on forensic interviews of alleged abuse victims
has clear implications for policy and practice. In particular, re-
searchers have shown that children are capable of providing
considerable amounts of forensically valuable information
about their experiences, provided that they are carefully inter-
viewed by investigators who explain the importance of the
interviews, empower the children to correct them or admit
ignorance, motivate the children to be as informative as possi-
ble, use age-appropriate terms, and help children to recall in-
formation rather than to select from among options generated
by the interviewers. Such practices have been incorporated into
the NICHD Investigative Interview Protocol, which increases
the quality of information provided by alleged victims when
implemented in the field. Unfortunately, simply understanding
the components of an effective interview does not guaran-
tee that interviewers will continue to interview effectively.
Clearly, then, investment in intensive training and ongoing su-
pervision can permit practitioners to benefit from the fruits of
many years of research. This, in turn, can permit the legal sys-
tem to intervene more judiciously on behalf of children.

Similarly, research on the effects of divorce, viewed in the
context of research on socialization, also has implications
for policy and practice. The most important fact we have
learned is that children benefit from supportive relationships
with both of their parents, whether or not those parents live
together. We also know that relationships are dynamic and
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are thus dependent on continued opportunities for interac-
tion. In order to ensure that both adults become or remain
parents to their children, postdivorce parenting plans need to
encourage participation by both parents in as broad as possi-
ble an array of social contexts on a regular basis. Brief din-
ners and occasional weekend visits do not provide a broad
enough or extensive enough basis for such relationships to be
fostered, whereas weekday and weekend daytime and night-
time activities are important for children of all ages. In the
absence of sufficiently broad and extensive interactions,
many fathers drift out of their children’s lives. Their children
are thereby placed at risk psychologically and materially, be-
cause involved fathers are much more likely to contribute
financially to the costs of raising their children.
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Examining health and health-related factors within a life-
span developmental framework is important for several rea-
sons. First, health and development share many important
characteristics—both are lifelong processes that involve
gains (growth) and losses (decline), are multidimensional,
and change as a function of adaptation to changing biologi-
cal, psychological, social, environmental, and cultural condi-
tions (Baltes, Staudinger, & Lindenberger, 1999; Whitman,
1999). Second, developmental processes influence health and
illness behavior, the experience of illness, illness prevention
and health promotion, and the assessment and treatment of
disease (Penny, Bennett, & Herbert, 1994). An understanding
of how these processes operate to affect health outcomes can
help to optimize the effectiveness of interventions and deter-
mine when they are most appropriately offered (Peterson,
1996; Roberts, Maddux, & Wright, 1984). Third, a life-span
developmental framework can aid in the understanding of
health by identifying unique patterns of risk and protective
factors that vary predictably by developmental stage (Baltes

et al., 1999; Whitman, 1999). Finally, attention to develop-
mental factors fosters an appreciation of how health-related
experiences at earlier stages can affect health and health be-
haviors at later stages of the life-span. To date, little attention
has been given to the ways in which development as a dy-
namic force shapes health and health behaviors (Peterson,
1996), although there are several notable exceptions (e.g.,
Schulenberg, Maggs, & Hurrelmann, 1997a). In fact, most
models of health and illness ignore developmental factors,
limiting their external validity beyond the age group for
which they were developed (Whitman, 1999).

The goals of this chapter are (a) to elaborate on the utility of
a life-span developmental approach to health; and (b) to discuss
how biological, cognitive, and social development influences
health and health behavior in each of five life stages—infancy,
childhood, adolescence, midlife, and older adulthood. The fact
that extrinsic factors such as social class and gender interact
with these processes should be kept in mind throughout this
discussion. Findings from empirical literature on physical
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activity and diabetes self-care are used to illustrate the role of
these factors in each of the selected life stages.

Biological Development

The ways in which biological systems change with develop-
ment influence an individual’s risk of morbidity and mortality
across the life span (Kolberg, 1999). Kolberg (1999) classifies
diseases and conditions according to their incidence across the
life span: diseases of childhood, which decrease with age; dis-
eases of aging, which increase with age; diseases of adult-
hood; diseases that are most frequent in infants and the elderly;
and diseases that affect all age groups consistently. As an indi-
vidual moves from infancy to older adulthood, biological sys-
tems change in ways that can either protect health or increase
risk for morbidity and mortality (Kolberg, 1999). Biological
development follows a sequential pattern: physical (and cog-
nitive) abilities resemble an inverted U shape such that they
are at their lowest levels of efficacy in very early and very late
life (Schulz & Heckhausen, 1996); correspondingly, individu-
als are at greatest risk for medical problems in very early life
and older adulthood (Kolberg, 1999). Some diseases (e.g.,
coronary artery disease or lung cancer) are most associated
with older adulthood because of cumulative insult, or “wear
and tear” (Kolberg, 1999), highlighting the need for consider-
ing the impact of risk factors and stressors across the life
course.

Characterizing health status by age group, however, is a
complex process (Whitman, 1999) because it depends to a
great extent on external factors—for example, the health of
midlife adults with low socioeconomic status (SES) tends to
be inferior to that of high-SES older adults (House et al.,
1990). In addition to the direct effects of age-related changes
in biological systems on health status, the likelihood of ill-
ness at any given stage may also be an important determinant
of health behaviors. For example, in late midlife and older
adulthood, a greater propensity toward chronic illness may
make the likely consequences of risky health behaviors seem
particularly salient. Among adolescents and young adults,
current good health may increase the likelihood of engaging
in health-risk behaviors because the perceived threat of fu-
ture illnesses is relatively remote.

Cognitive Development

Cognitive abilities such as intellectual functioning and feel-
ings of control also vary over the course of the life span and
have implications for making decisions about health-related
behavior. At the beginning of the life span, increases in cogni-
tive sophistication enable children to become better able to un-

derstand concepts of health and illness (Bibace & Walsh,
1980). At the end of the life span, decrements in mechanical
(or fluid) intelligence and—to a lesser extent—pragmatic (or
crystallized) intelligence have been found among the old
and very old (Baltes, Lindenberger, & Staudinger, 1998;
Lindenberger & Baltes, 1997); however, some older adults
also exhibit high levels of wisdom, or knowledge about
the meaning and conduct of life (Baltes et al., 1998).
Heckhausen and Schulz (1995) describe shifts in the use of
control strategies—either primary control (i.e., over the exter-
nal world) or secondary control (i.e., cognitive or internally
directed processes) in accordance with differing developmen-
tal needs over the life span. All such changes in cognitive
processes may affect both the nature of health-related deci-
sions and the extent to which individuals are able to make au-
tonomous choices over the life course regarding their own
health behavior.

The implications of developmental differences in cogni-
tive factors, however, are rarely considered in theories that
address health decision making. Theories that predict and
explain health decision making in adults, for example, might
not be appropriate for children and adolescents (Sturges &
Rogers, 1996). Prohaska and Clark (1997) note that the
Health Belief Model (HBM; Janz & Becker, 1984), one of the
most widely used theories to predict health-related behavior,
may not adequately predict behavior across age groups.
This model assumes that perceived health threat is a strong
motivator for engaging in preventive health behaviors; yet
adolescents may be more motivated by social pressures than
by personal health beliefs (Prohaska & Clark, 1997) or may
use health behaviors as a way of accomplishing developmen-
tal tasks (Schulenberg, Maggs, Steinman, & Zucker, 2001).
Developmental stages may also influence the relative impor-
tance of HBM components in predicting health outcomes
(i.e., perceived susceptibility to and severity of a health threat
and perceived benefits and barriers of taking action to reduce
the threat) in midlife (Merluzzi & Nairn, 1999).

The components of Social Cognitive Theory (Bandura,
1986, 2001; N. M. Clark & Zimmerman, 1990), another
widely used model to explain health behavior change, can
also be affected by age and developmental stage. Self-
efficacy—the belief of an individual that he or she can suc-
cessfully perform a certain behavior and one of the central
constructs of this theory—may be affected either positively
(through experience) or negatively (by repeated failures) by
age. Another SCT construct, outcome expectancy—that is,
the belief that a behavior will lead to a positive result—may
also vary with age, in part because health behaviors will not
bring about the same positive results equally across the life
span (Prohaska & Clark, 1997).
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Social Development

Several theories of health behavior include social factors. For
example, the Theory of Planned Behavior (Ajzen, 1991;
Montano, Kasprzyk, & Taplin, 1997) includes a component
that assesses how an individual perceives important others
to think about health and health behavior choices. SCT
(Bandura, 1986, 2001) includes the role of others as behav-
ioral models affecting health decision making. These social
influences, however, vary by developmental period (Pro-
haska & Clark, 1997). For example, peer models may be par-
ticularly influential during adolescence. In addition, because
the primary sources (e.g., friends, parents, spouses) of infor-
mational, tangible, and emotional social support are likely to
vary predictably throughout the life span (Schulz & Rau,
1985), the way this support shapes health decisions is also
likely to vary over the life course. Kahn and Antonucci
(1980), for example, propose that an individual’s social net-
work is a dynamic convoy that changes in structure and com-
position throughout the life course in response to changing
situational factors of the individual. These changes are likely
to affect the amount and type of influence that network mem-
bers have on an individual’s health behaviors.

Structural Influences on Development and Health

Developmental influences on health operate concurrently
with external factors that affect health and health behaviors
both directly and indirectly. Murphy and Bennett (1994) sug-
gest that health behavior may be best understood as “an
interaction between individual features, the micro- and
macro-social environment, and different stages in the life
cycle.” SES is a prominent example of a structural variable
that influences development, health, health behavior, and
their interaction. Across the life span, health risks and con-
ditions can be traced directly to poverty (e.g., violence in
adolescence and young adulthood; mental health problems
and lack of insurance in adulthood)—demonstrating that the
health profiles of the poor across the life span are marked by
risk and prevalence of disease greater at every point than
those of their economically better-off counterparts (Bolig,
Borkowski, & Brandenberger, 1999). Moreover, malnutrition
early in life can affect the cognitive, behavioral, and social
development of children, and prolonged exposure to poverty
can affect the beliefs, attitudes, and cognitions of adolescents
(Bolig et al., 1999). It should also be noted that economic
poverty, particularly when combined with discrimination or
racism from the society at large, may be associated with the
development and maintenance of resources such as social
networks and religiosity (McAdoo, 1995) that ultimately

affect developmental trajectories, health, and health behavior
choices.

SES may also affect the timing of health-related life tran-
sitions (e.g., earlier marriage and widowhood among those of
low SES). This is exemplified in the weathering hypothesis
(Geronimus, 1996), which explains high rates of teenage
childbearing among the African American population as an
adaptive response to impoverished circumstances that foster
cumulative health risks in early adulthood (i.e., a weathering
effect) that contribute to infant mortality. SES also deter-
mines the point in the life span at which the onset of chronic
illness is likely to occur; this onset is more likely to take place
in midlife for individuals of low SES than it is for their high-
SES counterparts (House et al., 1990). 

Race and ethnicity, due to their association with SES, dis-
crimination, cultural practices, and health beliefs, are also
important structural factors that influence the impact of
development on health and health behaviors. For example, the
relative importance of family and peers during adolescence in
shaping health-related decisions may vary with differences
in cultural beliefs such as familism. Race may also affect the
timing of developmental stages in ways that have implica-
tions for health and health behaviors; for example, poorer
health among midlife and older African American males is
associated with earlier exit from the labor force relative to
Whites (Bound, Schoenbaum, & Waidman, 1996). Race also
influences the length of the life span itself—for example,
White males and females have a longer life expectancy than
their African American counterparts do (R. N. Anderson,
1999)—which may in turn have an impact on health attitudes
and practices throughout the life course.

The remaining sections of this chapter are devoted to a
stage-specific look at developmental and life span influences
on health behavior. A rationale for selecting physical activity
and diabetes self-management behaviors to illustrate how
these influences operate at each stage is provided first.

Physical Activity Across the Life Span

Physical activity is an “independent risk factor or potential
treatment for most of the major causes of morbidity and mor-
tality in western societies” and has been associated with pos-
itive physical and mental health across the life span (Singh,
2000, p. 6). For example, physical activity is associated with
lower blood pressure, reduced risk of heart disease and can-
cer, improved cognitive functioning and mood, maintenance
of functional independence, higher self-esteem, lower levels
of stress, and improved well-being (DiLorenzo, Stucky-
Ropp, Vander Wal, & Gotham, 1998; National Center for
Chronic Disease Prevention and Health Promotion, Centers
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for Disease Control and Prevention, 1997). Physical activity
is also an important component of self-management regimens
for many prevalent chronic illnesses, including diabetes,
heart disease, hypertension, arthritis, and stroke (Singh,
2000).

In addition to the general benefits of physical activity,
there are unique reasons for exploring the determinants of
physical activity during each of the developmental periods
highlighted in this chapter. For example, several risk factors
for chronic diseases (e.g., hypertension) are associated with
health practices, such as sedentary behavior, that originate
during childhood (DiLorenzo et al., 1998). In addition, life-
long physical activity patterns may be established early. For
example, adolescents who engage in regular physical activity
are more likely to be active in adulthood than are sedentary
adolescents (Telama, Yang, Laakso, & Viikari, 1997). Among
midlife and older adults, regular physical activity is consid-
ered an integral part of preventive gerontology (Hazzard,
1995). Examining the developmental factors that influence
physical activity will assist in the identification of age- and
stage-appropriate interventions to foster regular exercise
habits across the life span.

Diabetes Across the Life Span

Diabetes is one of the most prevalent chronic health condi-
tions that is diagnosed across the life span. More than 15 mil-
lion Americans have been diagnosed with this condition, and
it is estimated that 5.4 million remain undiagnosed (Centers
for Disease Control and Prevention, 1998). In general, chil-
dren and adolescents are affected by Type 1 diabetes, also
known as insulin-dependent diabetes mellitus (IDDM). The
vast majority of cases of diabetes diagnosed in adulthood are
referred to as Type 2 or non–insulin-dependent diabetes
(NIDDM). The prevalence of this condition increases with
age, as does the prevalence of diabetes-related complications
(Centers for Disease Control and Prevention, 1998).

Diabetes serves as a useful model for self-care, or self-
management behavior, because it requires the coordina-
tion of several behaviors on a daily basis, including diet,
exercise, insulin administration, and blood glucose testing
(Delamater, 1993). Adherence to a complex behavioral regi-
men is important for maintaining optimal blood glucose
levels and decreasing the risk of complications, including
heart disease, stroke, and kidney disease (The Diabetes
Control and Complications Trial Research Group, 1993).

Normal developmental processes among children and
adolescents may both affect and be affected by diabetes self-
care behaviors. For example, diabetes self-management be-
haviors (e.g., adherence to a strict diet) may interfere with

normal striving for independence as children mature and the
desire for independence may in turn interfere with regimen
adherence. The need to adhere to a complex behavioral regi-
men presents unique challenges for people with diabetes in
midlife and older adulthood, who may be managing other
chronic health conditions and may lack appropriate educa-
tion, support, and motivation to engage in appropriate self-
care behaviors (Glasgow et al., 1992). Throughout this
chapter, examples from the empirical literature on diabetes
self-management are used to illustrate the importance of con-
sidering a life-span developmental approach.

INFANCY AND CHILDHOOD

A great deal of attention has been afforded to the influence of
developmental processes on health issues during the early
stages of life, particularly infancy, childhood, and adoles-
cence. From a life-span perspective, studying health behav-
iors during these periods is critical, as this may be the time at
which the stage is set for health attitudes and behaviors that
will persist into adulthood (O’Brien & Bush, 1997; Roberts
et al., 1984). The following sections summarize the influence
of biological, cognitive, and social developmental factors on
health behaviors in childhood (Tinsley, 1992). Although sev-
eral examples from the infancy period are used, the primary
focus of this section is on children, who are able—at least to
a limited extent—to perform health-related behaviors and
make health-related decisions. The reciprocal effects of
health behavior on developmental processes and tasks are
also considered in this section. 

Biological Development and the Health
Behavior of Children

Biological development during infancy and childhood affects
health behavior in several ways. First, as children move from
infancy to preadolescence, the diseases, conditions, and
injuries for which they are at highest risk change. For exam-
ple, infants, especially newborns, may be at highest risk for
infectious disease, and young adolescents are at greater risk
for morbidity associated with sexual behavior or substance
abuse (Kolberg, 1999; Millstein et al., 1992). The importance
of specific preventive health behaviors, therefore, also
changes along with these risk profiles. For example, the risk
of sudden infant death syndrome (SIDS) in infancy requires
appropriate preventive behaviors on the part of parents—for
example, placing the infant on his or her back when sleeping
(Whitman, White, O’Mara, & Goeke-Morey, 1999). Second,
children’s motoric and physical maturation and growth allow
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them ever greater independence in interacting with the phys-
ical environment, making them more likely to encounter
certain health hazards (Roberts et al., 1984)—for example,
bike-related injuries, necessitating instruction in appropriate
use of a bike helmet, or infant exploration that necessitates
“baby-proofing” by parents (Kolberg, 1999).

Third, as children grow and mature, they become able to
perform preventive and self-management behaviors on their
own, such as wearing a seatbelt, brushing their teeth, or in-
jecting insulin (Roberts et al., 1984). Fourth, favorable bio-
logical conditions during childhood make chronic illnesses
such as diabetes relatively rare. Thus, for children with
chronic illness, the nonnormative nature of its occurrence has
implications for adjustment and regimen adherence. For ex-
ample, Delamater (1993) reports that adherence with diabetic
regimens may be compromised when children are with their
peers, suggesting that the fear of appearing different inhibits
the practice of self-management behaviors.

Cognitive Development and the Health
Behavior of Children

Children’s beliefs about health and illness and their implica-
tions for preventive and self-care behaviors have been the
focus of a sizable body of research. Children make health de-
cisions very differently from the way adults do, given quali-
tative differences in reasoning and logical thinking skills
(O’Brien & Bush, 1997). It is therefore essential to consider
cognitive development when attempting to understand the
determinants of health behavior in children and when design-
ing effective ways to educate children about health and ill-
ness. In general, improvements over time in the ability to
think, reason, and understand allow children to make increas-
ingly thoughtful and independent decisions about their
health-related behavior (Roberts et al., 1984). However, by
the time children reach adolescence, the so-called egocen-
trism (Elkind, 1967) that is typical of this period—along with
social pressures—may actually increase the likelihood of en-
gaging in health risk behaviors or of nonadherence to medical
regimens (but see Beyth-Marom & Fischhoff, 1997). Indeed,
in spite of increased cognitive sophistication, compliance
with diabetic regimens is more of a problem among older
children and adolescents who are beginning to test limits and
authority than it is among younger children (Delamater,
1993; Kreipe & Strauss, 1989). 

Cognitive Development and Health: Theories and Models

Several theories and models offer insight into how cogni-
tive development affects health behavior. Tinsley (1992)

distinguishes between (a) developmental models that empha-
size similarities in how children progress through stages in their
conceptualizations of health and illness; and (b) individual
differences models that consider personality, social, and cultural
variables in explaining health behaviors in children. An exam-
ple of each of these two types of models is described next.

Bibace and Walsh’s model (1980; Thompson &
Gustafson, 1996) is one of the most frequently cited cognitive
development models of health- and illness-related behavior
for children. This model posits six stages—phenomenism,
contagion, contamination, internalization, physiological, and
psychophysiological—that closely parallel Piaget’s preopera-
tional, concrete, and formal operational stages. These stages
are characterized by increasing logic, complexity of thought,
ability to think abstractly, and sophistication regarding the
causes of health and the relationships between behavior and
illness. For example, in the early stages, children conceive of
the causes of illness as being spatially proximate to the body
and may confuse symptoms and causes of disease. Later, chil-
dren begin to realize a degree of control over causes or cures
of illness by avoiding or performing certain behaviors.
Roberts et al. (1984) discuss the implications of this stage-
based model for guiding health behavior interventions. For
example, programs designed to teach children about health-
promoting behaviors should be sensitive to cognitive devel-
opmental stages. Efforts that are too sophisticated may be
confusing, and those that are too simplistic may be ignored or
discounted, although individual differences certainly need to
be considered.

The Children’s Health Belief Model (CHBM; Iannotti &
Bush, 1993), adapted from the widely used Health Belief
Model (HBM; Janz & Becker, 1984), examines how individ-
ual beliefs inform children’s health behavior choices. The
HBM posits that the likelihood that an individual will per-
form a given health behavior depends on (a) the threat an in-
dividual perceives from a given health risk, (b) the perceived
severity of this risk, (c) the benefits of taking action to coun-
teract the threat relative to the barriers associated with this
action, (d) the presence of a cue to action, and (e) the indi-
vidual’s level of self-efficacy for taking action. Similarly, the
CHBM considers several readiness factors: motivation, per-
ceived vulnerability to the health threat, perceived severity of
the threat, and perceived benefits and barriers to taking action
to avoid the threat. Unlike the HBM, however, the CHBM
posits that these readiness factors are affected by modifying
factors that are influenced by developmental stage. These
modifying factors are classified as cognitive-affective (e.g.,
health locus of control, knowledge), enabling (e.g., auton-
omy), and environmental (e.g., attitudes and motivations of
the child’s caregiver). 
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Cognitive Development and Illness Self-Care Behaviors

In addition to general cognitive developmental theories and
models of health behavior, research has also provided insight
into how cognitive development affects self-management be-
haviors among chronically ill children. Changes in memory,
perception of time, and an understanding of causality and
consequences all influence children’s ability to carry out
complex behavioral regimens and to understand and commu-
nicate with health care providers (Iannotti & Bush, 1993;
Johnson, 1993). Cognitive development—in particular, so-
cial reasoning and the ability to regulate emotions—may also
influence the types of coping strategies used by chronically ill
children. For example, younger children may be less able to
engage in cognitive distraction or emotion-focused coping
than are older children (Thompson & Gustafson, 1996).
Chronic illness may also have an indirect impact on cognitive
development among children to the extent that it limits active
exploration of the environment or results in school absences
(Patterson, 1988).

The effect of cognitive development on self-management
behaviors can be clearly illustrated in the case of childhood
diabetes. Savinetti-Rose (1994) notes that children who have
diabetes and who are in the early stages of cognitive devel-
opment may not be able to conceive of a connection between
their treatment regimen and their illness. She describes how
more advanced cognitive development enables children with
diabetes to better understand the rationale behind the treat-
ment plan and also to take greater responsibility for carrying
it out. For example, after a child is able to understand number
concepts and seriation and when memory skills improve, he
or she can better plan the timing of insulin doses, meals, and
physical activity. 

Social Development and the Health Behavior of Children

Two important social influences—parents and peers—on
health behaviors during childhood are considered briefly in
this section. Special attention is given to the way in which the
relative importance of these social influences changes as a
child develops. Also highlighted is the increasing autonomy a
child experiences in health decision making and health be-
havior choices. Indeed, the increasing responsibility children
assume for their own behavior is one of the most important
effects of social development at this stage (Roberts et al.,
1984).

Parental Influence

The primary role of parents in shaping health behavior
choices among children has been highlighted by a number of
researchers (e.g., O’Brien & Bush, 1997; Tinsley, 1992).

DiLorenzo et al. (1998) discuss the importance of socializa-
tion within the family and of parental modeling of health
behaviors through “patterns of interaction, imposition of op-
portunities and restraints, and reinforcement of health-related
activities” (p. 471). 

Empirical evidence, however, for similarities in preven-
tive health behaviors between parents and children has been
mixed (O’Brien & Bush, 1997; Tinsley, 1992). DiLorenzo
et al. (1998) examined the influence of parental beliefs, atti-
tudes, and behaviors about physical activity on the exercise
habits of fifth and sixth graders. Results of this longitudinal
study demonstrate that parental influence may vary by age
and gender, change over time, and operate in conjunction
with other social, cognitive, and environmental variables. For
boys, encouragement and modeling of physical activity by
friends and family were important determinants of physical
activity. For girls, both peer support and family support of
physical activity were important, along with exercise knowl-
edge and mother’s physical activity level. 

Kimiecik, Horn, and Shurin (1996) also examined the im-
pact of the family on children’s (ages 11–15) moderate-to-
vigorous physical activity. Results indicate that children’s
beliefs about physical activity were strongly related to their
perceptions of their parents’ beliefs (in terms of the value
placed on physical activity and the child’s physical activity
competence), although these perceptions were not related to
actual physical activity levels. Despite the lack of relationship
in this case between beliefs and behavior, this study high-
lights the congruence between children’s and parent’s beliefs
regarding physical activity and the potential for parental atti-
tudes to shape health behavior-related cognitions in children.

Peer Influence

As children grow and develop, the role of peers in influenc-
ing health attitudes and behaviors increases (Tinsley, 1992).
General research on peer influences suggests that this influ-
ence might vary a great deal depending on individual factors
among children (e.g., self-esteem; Tinsley, 1992). In a quali-
tative analysis of the personal illness models of children with
diabetes, Standiford, Turner, Allen, Drozda, and McCain
(1997) found that both preadolescents (ages 10–12) and ado-
lescents (ages 13–17) relied strongly on their families for
help with diabetes treatment regimens, but that families were
mentioned more often by the younger group. More respon-
dents in the older group mentioned support from friends as
being important. 

As with cognitive development, there may also be a recip-
rocal effect of illness on social development. This effect may
be especially salient in the case of peer relationships. Res-
ponses to illness by peers (Thompson & Gustafson, 1996),
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absences from school, or feelings of being different may im-
pede friendships and make acceptance by peers more difficult
(Miceli, Rowland, & Whitman, 1999). In general, chronic ill-
ness during childhood poses challenges to the normative
transition to greater involvement with a peer group as child-
hood progresses.

Finally, it is important to keep in mind that developmental
variations in the sources of influence on health behavior deci-
sion making are likely to be more complex and involve more
factors than a simple peer-versus-parent model would sug-
gest. For example, Tinsley, Holtgrave, Reise, Erdley, and
Cupp (1995) found that habit and enjoyment (personal fac-
tors) were better predictors of preventive (e.g., seat belt use)
and risky (e.g., cigarette use) health behaviors than was the
perceived influence of parents, teachers, friends, and various
media sources across elementary and high school students.
They also discovered that personal factors played a larger
role in the health behavior decisions of older compared to
younger students (Tinsley et al., 1995).

Autonomy in Diabetes Self-Care

Another important transition for children is the gradual
process of assuming responsibility for their own health-
related decisions and behaviors. Autonomy in health decision
making during childhood can be defined as “those behaviors
indicating that the child cooperates in, takes the initiative
for, has the capability for, or has responsibility for health
promotion or treatment” (Iannotti & Bush, 1993, p. 64). The
issue of when children are ready to make their own health de-
cisions—and when they actually do so—has increased in im-
portance over the last couple of decades, a development
particularly evident in the increased attention to the self-
management of childhood chronic illness.

Issues associated with autonomy can be clearly illustrated
in the case of diabetes self-care. For example, if too much re-
sponsibility is placed on children who are not cognitively
ready, they may be inadvertently noncompliant because of
knowledge absences or skill deficits (Johnson, 1993). This
notion is supported by a study by Wysocki et al. (1996), who
found that high levels of self-care autonomy for diabetes (de-
fined by the ratio of diabetes self-management autonomy to
intellectual, social-cognitive, and academic maturity) was as-
sociated with poorer treatment adherence, poorer diabetes
control, lower levels of diabetes knowledge, and increased
hospitalizations. These results, however, do not suggest that
children are unable to engage in self-care; rather that the ex-
pectation for their self-care must be informed by develop-
mental issues.

In fact, research suggests that relatively few self-care re-
sponsibilities are perceived as appropriate for preadolescent

children by diabetes professionals. Wysocki, Meinhold, Cox,
and Clark (1990) asked 229 health professionals to estimate
the age at which children typically are able to master 38 dia-
betes-related skills. Recognizing and reporting hypoglycemia
was thought to be appropriate for children at 6.5 years. On
the other end of the age continuum, planning an exercise
routine and taking into account insulin schedule and diet
were thought to be inappropriate until age 14. An interesting
result was that the estimates given varied greatly according to
profession, with physicians tending to give the highest age
estimates for each of the tasks.

This section has highlighted how biological, cognitive,
and social development influences health-related behaviors
during childhood. Adolescence is associated with a host of
developmental transitions that are likely to have a strong im-
pact on the behavioral choices—and ultimately the health
status—of members of this age group. These factors are pre-
sented in the following section. 

ADOLESCENCE

This section focuses on the effects of biological development
(i.e., physiological changes associated with puberty), cogni-
tive development (i.e., increasing cognitive sophistication
and egocentric beliefs), and social development (i.e., the in-
creasing importance of peers) on health behaviors during
adolescence. As noted earlier, environmental, contextual, and
structural factors may influence adolescent health behaviors
directly and may also shape the way in which developmental
factors affect health behavior choices ( Brooks-Gunn, 1993;
Cowell & Marks, 1997; Lerner, Ostrom, & Freel, 1999;
Schulenberg, Maggs, & Hurrelmann, 1997a). Such factors
include—but are not limited to—gender, race-ethnicity, so-
cial class, culture, religion, social environment, and access to
health care services. Thus, the reader is cautioned that the de-
velopmental influences as described in subsequent sections
are only main effects that must eventually be embedded in a
much broader context that includes both structural and demo-
graphic factors. Consequently, developmental variables in-
evitably explain only a limited amount of the variance in
health behavior choices among adolescents. Nonetheless,
understanding the potential effects on health behavior of the
“fundamental and nearly universal transitions” that charac-
terize adolescence is an essential starting point when plan-
ning interventions to affect adolescent health (Maggs,
Schulenberg, & Hurrelmann, 1997).

Health behaviors take on particular importance in adoles-
cence for two primary reasons. First, several of the leading
causes of morbidity and mortality in this age group are
related to behavior (Cowell & Marks, 1997). Second,
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adolescence marks an important period of transition from
parental control to self-determination of behavior (Brooks-
Gunn, 1993). Although a number of factors suggest that this
developmental period should be characterized by optimal
health (e.g., increased strength and stamina, a lack of vulner-
ability to the major health threats of adulthood), many ado-
lescents face significant health risks, particularly those
related to accidents (e.g., motor vehicle injuries) and lifestyle
choices (e.g., sexually transmitted diseases, substance abuse;
Gondoli, 1999). Moreover, these health risks may be increas-
ing with subsequent cohorts of adolescents, lending urgency
to the study of adolescent health behaviors and their determi-
nants (Lerner et al., 1999). 

Because adolescence is a time of biological, cognitive,
emotional, and social transitions (Cowell & Marks, 1997;
Gondoli, 1999), it provides a unique context for examining
health behavior choices. Although adolescence is most fre-
quently associated with problem health behaviors (e.g., to-
bacco and alcohol use; Petersen, 1988), this developmental
period may have both positive and negative effects on
health-related behaviors (Schulenberg et al., 1997b). For
example, health risk behaviors may play a constructive
role in negotiating developmental transitions (e.g., binge
drinking may ease the transition to the college social envi-
ronment by increasing acceptance by peer groups), while at
the same time posing serious health risks (Maggs et al.,
1997; Schulenberg et al., 1997b). The impact of adolescent
development on preventive health behaviors has received
limited attention in the empirical literature, despite the po-
tential for establishing positive lifelong habits at this stage
(Maggs et al., 1997). Among adolescents with a chronic ill-
ness, health behaviors take on special importance because
they face the usual developmental risks for suboptimal
health, as well as additional risks related to illness self-
management.

Biological Development and the Health
Behavior of Adolescents

Puberty has been defined as “a series of hormonal and so-
matic changes that adolescents experience as they attain re-
productive capacity” (Gondoli, 1999, p. 149); it includes
development of the adrenal glands, gonads, and secondary
sex characteristics (Cowell & Marks, 1997). Although there
is a great deal of individual variation in the timing of these
changes, they generally take place between 8 and 13 years of
age in girls and between 9.5 and 13.5 years of age in boys
(Gondoli, 1999).

Gondoli (1999) has identified three themes emerging
from research on puberty and health. First, puberty affects
how adolescents perceive themselves and how they are

perceived by others. These perceptions in turn may affect
health behavior. Among adolescent girls, for example, the in-
crease in body fat associated with puberty may increase their
susceptibility to eating disorders (Brooks-Gunn, 1993). Sec-
ond, the timing of puberty appears to carry a great deal of sig-
nificance when it comes to health behavior decisions. For
example, early or precocious puberty appears to be associ-
ated with greater prevalence of risk behaviors such as alcohol
and tobacco use in both genders; moreover, in girls, off-time
puberty—whether precocious or delayed—might pose a
greater risk for low self-esteem (Silbereisen & Kracke,
1999), which might ultimately influence health behavior.
Third, the social context in which puberty occurs determines
in large part its effects on behavioral choices. 

In addition to affecting health risk behaviors, pubertal
status may also affect the practice of preventive health be-
haviors. Lindquist, Reynolds, and Goran (1999) found inde-
pendent effects of pubertal development and age on physical
activity among children ages 6–13 years. Specifically, they
found that although older children were more likely than
were younger children to participate in organized sports, chil-
dren in a higher stage of pubertal development were less
likely to do so than were children with less advanced devel-
opment. They conclude that the social, psychological, and
behavioral consequences of pubertal development have a
negative impact on physical activity levels, and that the
apparent effect of age in previous studies on decreases in
physical activity may actually be due to physical maturation.
Goran, Gower, Nagy, and Johnson (1998) found evidence for
a sharp reduction in girls’ physical activity preceding puber-
tal changes that may be related to biological development
or to behavioral or environmental changes accompanying
puberty. 

Hartman-Stein and Reuter (1988) have discussed the po-
tential effects of pubertal status on diabetes self-care behav-
iors. After puberty, for example, in an effort to maintain or
lose weight, adolescent girls with diabetes may be more
likely to develop disordered eating patterns that jeopardize
blood glucose control. In addition, there may be a reciprocal
effect of self-care behaviors on pubertal markers; for exam-
ple, poor diabetic control in adolescent girls may lead to
missed or light menstrual periods.

Cognitive Development and the Health
Behavior of Adolescents

Increasing cognitive sophistication among adolescents
has important implications for health decision making. Most
adolescents have entered the formal operations stage of cog-
nitive development, marked by the ability to engage in ab-
stract thought and to understand the psychological and



Adolescence 587

physiological causes of illness (Schulz & Rau, 1985). In ad-
dition, by adolescence, the knowledge base regarding health
and illness is much larger than that in childhood (Cowell &
Marks, 1997). One result of these changes may be a height-
ened belief by adolescents in their ability to affect symptoms
and health outcomes (Patterson, 1988).

Brooks-Gunn (1993) highlights three additional cognitive
processes that may influence adolescent health behavior: per-
ceptions of costs and benefits, perceptions of risk, and under-
standing of future consequences of health-related actions.
The costs and benefits of health-related actions may be eval-
uated by adolescents differently from the way those in other
age groups evaluate them; for example, among adolescents,
the social benefits of engaging in a particular risk behavior
such as smoking may be more likely to outweigh the known
negative consequences. 

Although teenagers may be increasingly able to under-
stand concepts of probability and risk, other factors associ-
ated with adolescence may foster risk-taking behaviors. For
example, perceptions of good health and lack of experience
with poor health may lead to feelings of invulnerability. In-
deed, one manifestation of  so-called adolescent egocentrism
is said to be belief in a “personal fable” in which adolescents
imagine themselves to be invincible (Elkind, 1967). Such
feelings are often assumed to contribute to a propensity for
risk behaviors, although it has been argued that there is little
empirical evidence to support this notion (Gondoli, 1999).
Moreover, later scholars have suggested that the creation of
personal fables is adaptive and contributes to resilience and
coping (Lapsley, 1993); hence, the influence of such fables
might be expected to ultimately have positive influences on
health behaviors. Therefore, the precise ways in which ado-
lescent perceptions of invulnerability affect health behavior
choices remain unclear.

Other factors that foster health-risk behavior in adolescents
may include lack of experience with the consequences of risk,
lack of information, or denial (Brooks-Gunn, 1993). Re-
searchers have also suggested that adolescent’s risk percep-
tions reflect their behavioral experiences, instead of the other
way around. For example, Halpern-Felsher et al. (2001) found
that adolescents and young adults who had engaged in partic-
ular health risk behaviors (e.g., related to sexual activity and
alcohol use) judged the risks of negative outcomes from those
behaviors as less likely than did nonengagers. Such findings
have implications for attempts to modify behavior-specific
risk perceptions among adolescents and may underscore the
importance of preventing initiation of risk behaviors in late
childhood or early adolescence.

Finally, the ability of adolescents to consider long-term
consequences of health-related actions (Brooks-Gunn, 1993)
may have special relevance when it comes to decision making

about preventive health behaviors with long-term benefits,
such as diet or physical activity. However, the extent to which
adolescents consider the proximal versus long-term benefits
when it comes to making decisions about these behaviors has
not been well established.

Explaining Physical Activity Patterns in Adolescence 

In general, levels of physical activity decline between child-
hood and adolescence (National Center for Chronic Disease
Prevention and Health Promotion, Centers for Disease Con-
trol and Prevention, 1997), challenging health researchers
and professionals to identify the developmental and contex-
tual factors that contribute to this decrease. Much of the re-
search on the determinants of physical activity among
adolescents considers cognitive and social-cognitive factors
in tandem, along with demographic and social-structural fac-
tors. Variables such as SES, ethnicity, gender, and the physi-
cal environment all predict patterns of activity in this age
group; for example, female adolescents and those of lower
SES engage in less activity—as do adolescents living in high-
crime areas (Gordon-Larsen, McMurray, & Popkin, 2000);
these factors and their interaction with psychosocial factors
therefore are an important focus of current research in this
area.

Garcia, Pender, Antonakos, and Ronis (1998) conducted a
study that explores changes in cognitive and social factors
related to physical activity during the transition to adoles-
cence. Their sample (n � 132) was tracked from elementary
to junior high school. Results indicate that when girls reached
junior high school, they were less likely to report that the
benefits of exercise outweighed the barriers, and they had
fewer physically active role models than they had at younger
ages. Boys making the transition had less self-efficacy for
physical activity and were less likely to perceive social ex-
pectations that they would be active compared to when they
were in elementary school. Both boys and girls were less
likely to report social support for exercise from family and
friends following the transition to junior high school. In other
words, positive beliefs about physical activity declined for
both boys and girls.

Allison, Dwyer, and Makin (1999) examined the impact
of self-efficacy, perceived barriers, and life strain on the
physical activity of 1,041 students in Grades 9 and 11. Re-
sults indicated that one component of self-efficacy (i.e., con-
fidence despite external barriers) was positively associated
with physical activity participation. Life strain and perceived
barriers were not strongly related to physical activity. These
findings suggest that efficacy-enhancing strategies may pre-
sent one way to offset a decline in physical activity as chil-
dren mature.
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Cognitive Development and Diabetes
Self-Care in Adolescence

Cognitive changes during adolescence are likely to affect di-
abetes self-care behaviors in several ways. During early ado-
lescence, children in the concrete operational stage may be
unable to consider the potential future complications result-
ing from noncompliance and may focus instead on more
immediate concerns (e.g., inconvenience of blood glucose
monitoring, embarrassment of eating a snack during class;
Kreipe & Strauss, 1989). By middle adolescence—with the
advent of formal operational thinking and an increasing sense
of personal control—children may be better able to under-
stand the role of self-care behaviors in preventing long-term
complications (Hartman-Stein & Reuter, 1988). Despite this
new level of cognitive sophistication, adherence to strict be-
havioral regimens may be compromised by the fact that ado-
lescents at this stage are striving for independence, identity,
and autonomy and are testing limits and authority (Kreipe &
Strauss, 1989). Kriepe and Strauss (1989) suggest that at this
stage, treatment options should be structured to maximize the
adolescent’s sense of control and independence. For exam-
ple, adolescents could be offered the option of using an in-
sulin pump in an effort to avoid regular insulin injections that
may interrupt valued social activities.

A study by Ingersoll, Orr, Herrold, and Golden (1986) pro-
vides evidence that cognitive development affects diabetes
self-care behavior. Among adolescents aged 12–21, Ingersoll
et al. (1986) found that those who practiced anticipatory glu-
cose control (i.e., adjusting an insulin dose according to antic-
ipated changes in exercise and diet) had a level of conceptual
maturity higher than the conceptual maturity level of those
who did not. These results suggest that health care profession-
als should consider the extent to which an adolescent is able to
make the complex decisions involved in diabetes manage-
ment; they should then work with parents to ensure that the de-
gree of autonomy given to an adolescent to manage his or her
treatment plan is developmentally appropriate.

Social Development and the Health
Behavior of Adolescents

The increased importance of peer influence is an accepted
hallmark of adolescence (Brooks-Gunn, 1993). Adolescents
have larger networks of peers than do children, as well
as more stable, intimate, and supportive friendships that oc-
cupy more time and have more influence over attitudes and
behaviors (Brown, Dolcini, & Leventhal, 1997; Petersen,
1988). Despite the central role of peers, research has also
demonstrated the ongoing influence of parents on health
behavior choices. For example, Lau, Quadrel, and Hartman

(1990) found in a longitudinal study that although peers had
a strong effect on the extent to which adolescents experi-
enced changes in health behaviors such as drinking and exer-
cise during the first 3 years of college, the effect of parental
influence (particularly via modeling) on these behaviors also
remained strong throughout the study period.

Several transformations in peer relationships during the
adolescent years may have an impact on health behaviors.
These transformations include (a) the development of emo-
tionally supportive friendships, (b) the initiation of romantic
relationships, and (c) the emergence of peer crowds (Brown
et al., 1997; Gondoli, 1999). Each of these changes may have
either a positive or negative influence on health behavior.
For example, research has demonstrated both positive and
negative associations between the intimacy and level of sup-
port from friendships and the practice of health risk (Brown
et al., 1997). For example, becoming part of a romantic rela-
tionship may increase the probability that an adolescent will
engage in sexual risk-taking, but such relationships may also
be associated with decreases in risk behaviors more common
in same-sex cliques (e.g., alcohol use; Brown et al., 1997).
The relationship between peer crowd membership and health
behaviors is complex, because peers are often defined (both
by researchers and by youth themselves) in terms of the types
of health behaviors in which their members engage (e.g.,
druggies, jocks). Thus, individual differences in the practice
of health behaviors may channel youth into certain peer
crowds, and peer crowd norms may reinforce positive and
negative health behaviors (Brown et al., 1997). 

Social Development and Diabetes Self-Care

Adolescent social transitions—in particular, the increase in
the importance and influence of peer relationships—are
commonly seen as a barrier to effective diabetes self-
management. Compared to children, adolescents have been
shown to have poorer adherence to diabetic regimens, and
older adolescents may be less adherent than younger adoles-
cents (Kovacs, Goldston, Obrosky, & Iyengar, 1992; La
Greca et al., 1995). Attaining optimal adherence and meta-
bolic control has been called “more problematic” for adoles-
cents than for any other age group (La Greca et al., 1995).
Researchers have noted that adolescents with diabetes expe-
rience conflicts between the drive to attain independence and
gain peer acceptance on one hand and adherence to their
diabetes regimen on the other (Anderson, Wolf, Burkhart,
Cornell, & Bacon, 1989; Hartman-Stein & Reuter, 1988).
Moreover, barriers to adherence are present at precisely a
time when parents and providers begin to expect adolescents
to assume a greater degree of independence and autonomy in
their self-care (Anderson et al., 1989; Wysocki et al., 1996).
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The influence of peer relationships on diabetes self-care
behavior, however, is not uniformly negative. As demon-
strated by LaGreca et al. (1995), the friendships of adoles-
cents with diabetes can be an important source of support
by providing assistance with insulin administration, blood
glucose monitoring, following a meal plan, exercising, and
“feeling good about diabetes.” Although family members
provided more tangible support such as preparing meals and
helping with blood glucose monitoring, friends offered com-
panionship and emotional support and encouraged physical
activity. LaGreca’s (1995) study underscores the value of
considering the important role of friends in addition to family
members in the design of educational interventions for ado-
lescents with diabetes. 

MIDLIFE

Compared to early and late in the life span (i.e., infancy, child-
hood, adolescence, older adulthood), relatively little is known
about health and development during midlife (Lachman &
James, 1997; Merluzzi & Nairn, 1999; Willis & Reid, 1999).
In fact, the middle years are often depicted as little more than
a “staging area on the way to old age” (Baruch & Brooks-
Gunn, 1984, p. 1). Several factors, however, will result in in-
creased emphasis on midlife in the scholarly literature in the
decades ahead; such factors include the movement of the
largest cohorts in U.S. history through this developmental
period and an accompanying increase in the median age of the
U.S. population (Willis & Reid, 1999).

A life-span perspective on health during midlife is impor-
tant because this transition is influenced by the health behav-
ior choices and patterns of young adulthood and sets the stage
for older adulthood. As stated by Willis and Reid (1999),
“optimal physical and psychological development in late life
will depend largely on the experiences of baby boomers dur-
ing middle age” (p. xv). Despite the fact that midlife is a pe-
riod of relatively good health for most people, the frequency
of chronic illnesses, persistent symptoms, disability, and
mortality rates accelerate during this period (Merrill &
Verbrugge, 1999). Thus, middle age represents a shift in how
people view their health—in part due to their increased sense
of vulnerability to health threats (Hooker & Kaus, 1994;
Merluzzi & Nairn, 1999). It should be noted, however,
that perceptions of health in middle age are embedded in
existing social structures that present both opportunities and
constraints (Elder, 1998), including social class, education,
gender, and race (Moen & Wethington, 1999).

Although chronological age is an imperfect proxy for
marking developmental periods, it provides a starting point
for purposes of discussion. Despite the popular view that

midlife begins at age 35 (Moen & Wethington, 1999), other
conceptualizations of this period have been more refined. For
example, Merluzzi and Narin (1999) describe early adult-
hood as the period from age 22–34 years; early middle age as
between 35 and 44 years of age, and late middle age as be-
tween 45 and 64 years of age. Age 45 has been viewed as
marking the beginning of the period of midlife in the U.S.
census as well as by researchers (Merrill & Verbrugge, 1999).
Rather than rely on chronological age, several markers of
midlife boundaries have been examined in research on this
period, including transitions in employment (e.g., career
peaking and early retirement; Moen & Wethington, 1999)
and parenting (i.e., the period when children move into
school age, adolescence, and early adulthood; Brooks-Gunn
& Kirsh, 1984). 

In midlife, there are few markers of physical change as
dramatic as those that occur in childhood and adolescence
(e.g., walking, puberty) or in old age (e.g., rapid decline in
health, death; Merrill & Verbrugge, 1999). Most physical
changes are very gradual, and individual differences greatly
affect the rate of physiological change. 

As summarized by Merrill and Verbrugge (1999), signs of
physiological change include alterations in physical appear-
ance (e.g., wrinkles, age spots, gray hair), losing height and
gaining weight, decreased muscle strength, loss of bone den-
sity, lower basal metabolic rate, weaker immune response, di-
minished sense of smell and taste, gradual hearing loss,
decline in eyesight, and poorer sleep habits. The extent to
which these age-related processes—particularly weight gain
and changes in appearance—provide an incentive to engage
in health-promoting behaviors and limit health-damaging be-
haviors has not been explored to any great extent in the liter-
ature. Extensive research evidence, however, supports the
link between health habits and chronic illnesses and condi-
tions, and it suggests that engaging in health-promoting be-
haviors can prevent or delay disease and some of the aging
changes that occur in midlife (Merrill & Verbrugge, 1999). 

In keeping with the general framework established for this
chapter, this section highlights how specific aspects of bio-
logical (i.e., menopause), cognitive (i.e., personal control,
self-efficacy), and social (i.e., social support) development
affect health and self-management behaviors during the
middle years. 

Biological Development and the Health Behavior
of Adults in Midlife

Menopause is thought to represent a major cultural, psycho-
logical, and physiological milestone for women during
the middle years (Avis, 1999), and it represents one of the
few distinct health events of midlife. In fact, most of the
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health-related research among women at midlife focuses on
experiences of menopause and the management of its symp-
toms (Woods & Mitchell, 1997). Although there is wide vari-
ability among women in the age of menopause, the median
age of last menstrual period is between 50 and 52 years of age
(Brambilla & McKinlay, 1989), and 80% of women experi-
ence their last menstrual period between 45 and 55 (Avis,
1999). The hormonal changes associated with menopause af-
fect the musculoskeletal, cardiovascular, and urogenital sys-
tems, precipitating increases in heart disease, hypertension,
osteoporosis, urinary incontinence, autoimmune disease, and
diabetes (Avis, 1999). Although menopause represents a sig-
nificant life event, few empirical studies have examined the
impact of this milestone on health behaviors. 

Menopause and Physical Activity

One qualitative study of 17 women in middle age lends in-
sight into how menopause might influence women’s deci-
sions about health behaviors such as physical activity. Jones
(1997) discovered that women perceive menopause as a
marker or symbol of more general life-stage developmental
issues and respond with lifestyle adjustments, including
changes in physical activity (i.e., exercising more regularly
and vigorously) and diet (i.e., eating more low-fat foods,
introducing or increasing calcium supplements). The women
who participated in the study all reported engaging in
high levels of exercise and being healthy eaters before
menopause; these behaviors increased or became more disci-
plined with the onset of negative health-related changes asso-
ciated with menopause (Jones, 1997). Additional research is
needed to reveal the specific ways in which attitudes and be-
liefs about physical activity are affected by this important
transition (see Avis & McKinlay, 1995; Pinto, Marcus, &
Clark, 1996; Scharff, Homan, Kreuter, & Brennan, 1999).

Menopause and Diabetes Self-Care

More research attention is also needed to determine how the
physical transitions experienced in midlife may affect dia-
betes self-management behavior. According to the HBM,
individuals are more likely to engage in preventive and self-
management behaviors if they perceive a significant health
threat. Perceived threat derives from perceptions of the sever-
ity of the health condition and of susceptibility to negative
health outcomes attributed to behavior. Thus, to the extent
that menopause heightens perceptions of threat, women in
midlife may engage in high levels of regimen adherence.

Although empirical evidence of the possible impact of
menopause on self-management behaviors is limited, a small

body of research addresses the impact of menopause on a
variety of diabetes-related and psychosocial outcomes. In a
review of the literature, Javanovic (1997, 1998) concludes
that menopause decreases the insulin requirement in women
with Type 1 diabetes, increases the risk of depression and
cardiovascular disease, and increases percentage of body
fat, resulting in increased insulin resistance in women with
Type 2 diabetes. In her discussion of diabetes among women,
Poirier and Coburn (2000) suggest that menopause results in
extreme swings in blood glucose levels, which can compli-
cate self-management efforts. She also describes how women
with diabetes may not be able to distinguish between episodes
of hypoglycemia and hot flashes. Additional research is
needed to determine how changes related to menopause affect
the experience of diabetes, diabetes-related outcomes, and—
ultimately—self-management behaviors.

Cognitive Development and the Health Behavior
of Adults in Midlife

As discussed by Merluzzi and Nairn (1999), one of the over-
arching themes in the transition from perceived invulnerabil-
ity and risk taking in the early part of the life span to
substantial vulnerability to health threats toward the end is
a sense of personal control. The middle years have been
described as a time of “settling down” (Levinson, 1977),
marked by the perception of increased control and feelings
of security and stability that are greater than those at other
developmental periods (Lachman, Lewkowicz, Marcus, &
Peng, 1994; Wallston & Smith, 1994). Thus, the role played
by cognitive phenomena—including perceptions of control—
in the health behavior decisions of adults at midlife is of
particular interest.

Although several conceptualizations of control have been
advanced in the literature, self-efficacy is one of the most fre-
quently used measures of this construct. Self-efficacy is de-
fined as the belief that an individual can successfully engage
in a particular behavior (Bandura, 1997). This construct is
used often in the empirical literature on the determinants and
effects of health behaviors, such as physical activity and dis-
ease self-management.

Self-Efficacy and Physical Activity in Midlife

In an empirical study of factors associated with physical ac-
tivity in 653 women across the life span, Scharff et al. (1999)
discovered that women in midlife reported having higher
levels of self-efficacy for physical activity than did older
women; however, women in midlife also reported much
lower levels of self-efficacy than did younger women. In fact,
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the authors report that women in midlife (aged 40–49) were
more than twice as likely as the younger women (18–39 years
of age) to be unsure of their ability to meet their physical
activity goals (Scharff et al., 1999). In terms of their current
levels of physical activity, older women were the least likely
to be physically active.

Other findings from this study are also of interest. Family
characteristics associated with midlife—particularly having
children at home—were consistently related to patterns of
physical activity. For example, women at midlife with chil-
dren at home reported significantly higher levels of physical
activities of daily living (e.g., house and yard work) than did
women without children at home (Scharff et al., 1999). This
study represents one of the few examples of research that ac-
knowledges the possible impact of developmental milestones
(e.g., menarche, having children, menopause, career choices)
on self-efficacy related to the initiation and maintenance of
physical activity in women.

Self-Efficacy and Diabetes Self-Care in Midlife

The role of personal control and self-efficacy in diabetes
self management has been the focus of a great deal of empirical
research across life stages. Adherence to challenging medical
regimens like those required for the successful self-
management of diabetes is thought to be more consistent and
longer lasting among people with strong beliefs in their abili-
ties to affect their health (O’Leary, 1985). In a recent study of
296 adults with diabetes (with a mean age of 52 years), Watkins
et al. (2000) discovered that perceived control of diabetes was
a significant predictor of diabetes-specific health behaviors, in-
cluding following a diet and engaging in regular exercise.

In terms of our understanding of how personal control
affects diabetes self-management at midlife, additional
research is needed to answer such questions as (a) Does the
overall increase in general perceptions of control in mid-
life translate into higher levels of self-efficacy for self
management behaviors; (b) Are levels of control and self-
efficacy for managing illness relatively stable over the life
span, or are they affected significantly by the developmental
context; and (c) How might control and self-efficacy work dif-
ferently for people who are diagnosed with diabetes in midlife
compared to those who have lived with the disease since
adolescence? Such research could help to identify strategies
used to maintain high levels of control and self-efficacy for
self-management tasks across the life span, including adopt-
ing age-related performance standards, engaging in social
comparison with same-age peers, and optimizing skills in
selected areas such as health beliefs and physical-capacity
change over time (Merluzzi & Nairn, 1999).

Social Development and the Health Behavior
of Adults in Midlife

Two aspects of the social environment take on particular
importance at midlife—social support and social roles
(Antonucci & Akiyama, 1997). A vast empirical literature ex-
amines the impact of social support on a variety of mental
and physical health outcomes, including morbidity and mor-
tality (for a review, see Berkman & Glass, 2000). A smaller
body of literature examines the impact of social support on
self-management behaviors during adulthood (for a review,
see Gallant, in press). For example, family members and
friends may facilitate or impede health and self-management
behaviors by offering information, advice, and encourage-
ment, and by providing emotional and tangible support
(Lewis & Rook, 1999).

Although the general social support literature is very com-
pelling in its quantity and overall quality, it rarely incorporates
specific discussion of the unique developmental context of the
middle years (for an exception, see Connell & D’Augelli,
1988). Kahn and Antonucci (1980) argue that there are four
major reasons for considering the changing nature of social
support over an individual’s life: (a) role entries and exits cre-
ate changing needs and circumstances for support; (b) the
forms and amount of support appropriate for a given time and
place depend on these changing life stations; (c) individual
differences among adults in the need and desire for social sup-
port must be understood via reference to earlier life experi-
ences; and (d) age, period cohort, and history effects may be
discerned by a reference to individual experiences.

In addition to the changing patterns of social support over
the life span, the pattern and types of social roles held during
adulthood—particularly work and family—are critical to an
understanding of health behavior choices during midlife
(Moen & Wethington, 1999). Studies of the interplay of so-
cial support, role trajectories, and health in midlife that reflect
a developmental perspective, however, are uncommon
(Moen & Wethington, 1999). 

Social Factors and Physical Activity in Midlife 

It is generally assumed that both general and exercise-
specific social support factors are positively associated with
physical activity. Eyler et al. (1999) conducted one of the few
empirical studies to examine the relationship between social
support and physical activity levels of women in midlife and
older adulthood. Using a national sample of minority women
aged 40 and older, results indicate that women with low lev-
els of social support for physical activity were more likely
to be sedentary than were women with high levels of such
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support. The authors suggest that interventions designed to
increase physical activity should incorporate the social net-
works of potential participants to increase the likelihood that
women will initiate and maintain an exercise program (Eyler
et al., 1999). The authors did not specifically address issues
of midlife, however, despite having a large sample size (n �

2,912) that would lend itself to comparisons in study out-
comes across the life span and contribute to the discussion of
how social roles associated with midlife might increase or in-
hibit physical activity.

Social Factors and Diabetes Self-Care in Midlife

Because diabetes is a psychologically and behaviorally de-
manding illness, psychosocial factors are particularly rele-
vant to the process of self-management (Delamater et al.,
2001). In fact, the psychosocial impact of diabetes has been
recognized as a predictor of mortality in people with diabetes
that is stronger than many clinical and physiological vari-
ables (Davis, Hess, & Hiss, 1988). 

In general, the empirical research suggests that higher lev-
els of social support—especially diabetes-related support
from spouses and other family members—is associated with
better regimen adherence, including diet, exercise, and
weight management (Glasgow & Toobert, 1988; Wilson
et al., 1986). This research, typically conducted with samples
of adults spanning a large age range and based on cross-
sectional designs, provides a snapshot of the relationships
among social factors and diabetes self-management behav-
iors. Additional research, however, is needed to determine
how the key social roles of midlife (e.g., parent, spouse, em-
ployee) affect the relationship between social support and
self-management behavior during this period.

OLDER ADULTHOOD

Although a great deal of attention has been afforded to the
general area of health and aging, a relatively small subset of
this work overtly incorporates a life-span developmental per-
spective. Because a life-span view of development is dy-
namic and marked by the continuous interplay between
growth and decline, research guided by this perspective is
more likely to include a focus on positive (rather than only
negative) age-related changes and gains (rather than only
losses; Baltes & Baltes, 1990; Lachman, Ziff, & Spiro, 1994).
In addition, a life-span developmental perspective empha-
sizes intra-individual variability; thus, this view recognizes
that people—even in later life—have the potential to improve
their adaptive capacity and to experience unique develop-
mental trajectories (Baltes, Reese, & Nesselroade, 1988).

In light of this potential, it is apparent that older adults
should be a major focus of the growing body of research on
the determinants of health behavior and interventions to
shape this behavior (Schulz & Martire, 1999). A selected re-
view of the health behavior literature, however, suggests that
older adults are not well represented (Connell, 1999). Specif-
ically, only 15% of articles published in two leading health
behavior journals (i.e., Health Education and Behavior, for-
merly entitled Health Education Quarterly; and Health Edu-
cation Research: Theory and Practice) over a 10-year period
included older adults in the sample. In the majority of the ar-
ticles that included older adults, age was not examined in the
data analysis, and the context of older adulthood was not con-
sidered in the discussion of findings. A similar finding is re-
ported by Peterson (1996), who found that less than one
quarter of the studies published in the journal Health Psy-
chology over a 3-year period dealt with older adults. Of the
few studies that included adults in more than one period (e.g.,
midlife and older adulthood), the influence of development
was rarely addressed (Peterson, 1996). Thus, despite the vast
literature on issues related to health and aging, much remains
to be learned about the health behaviors of older adults, par-
ticularly from a life-span developmental perspective.

The final section of this chapter focuses on how specific
aspects of biological (i.e., functional capacity), cognitive
(i.e., personal control, self-efficacy), and social (i.e., social
support, social roles) development affect health and self-
management behaviors during older adulthood. As with other
periods of the life span, the importance of structural factors
such as gender, class, race, and ethnicity should be consid-
ered throughout this discussion because they are likely to
have both independent effects on the health behaviors of
older adults (Markides, 1989) and interactive effects with
development-related factors discussed here.

Biological Development and the Health Behavior
of Older Adults

Normal aging has been described as the time-dependent, irre-
versible changes that lead to progressive loss of functional
capacity (i.e., respiratory function) after the point of maturity
(Moody, 1998). Age-related physical changes include sen-
sory declines, loss of muscle mass and bone density, in-
creased risk of fractures, wrinkled skin, and short-term
memory lapses. About 80% of people over the age of 65 have
one or more chronic conditions. Three quarters of all deaths
of people over the age of 65 are due to heart disease, cancer,
and stroke (National Center for Health Statistics, 1996).

Despite the health declines that are typically associated
with aging, older adults may be more likely than their
younger counterparts to engage in positive health behaviors.
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For example, results from the National Health Interview Sur-
vey suggest that older adults are more likely than younger
adults to report never having smoked cigarettes, abstaining
from alcohol, drinking in moderation, eating breakfast regu-
larly, and obtaining general medical exams (Thornberry,
Wilson, & Golden, 1986). Older adults, however, are much
less likely than are young and middle-aged adults to be phys-
ically active (Healthy People, 2000, 1991; U.S. Department
of Health and Human Services, 1996).

Biological Aging and Physical Activity

The bidirectional relationship between physical activity and
the declines in functioning associated with aging has not been
fully explored. Although it has been established that physical
activity is an important avenue for delaying the negative
health consequences of aging (e.g., risk of physical decline,
chronic disease, and mortality) and promoting a variety of
positive psychological and physical outcomes among older
adults (for a review, see McAuley & Katula, 1999), little is
known about how physiological changes associated with
aging affect attitudes and beliefs about physical activity.

Just as during midlife, negative age-related health changes
in older adulthood may affect health behaviors such as phys-
ical activity in a variety of ways. For example, the onset
of illness or a perceived decline in physical ability may pro-
vide incentive for people who have engaged in physical ac-
tivity throughout their adult years to maintain and even
increase their patterns of exercise. Alternatively, some adults
may feel resentful when confronted with the need to adapt
their lifelong exercise routines to their gradually diminishing
physical capacity. Age-associated health changes can also
mean that individuals who have never engaged in regular
exercise may find this period a particularly daunting time to
begin a routine of regular physical activity. 

Because exercise is a cornerstone of many self-management
regimens, older adults who are diagnosed with a chronic illness
may be motivated to increase their level of physical activity,
even if they had been sedentary earlier in life. This motivation
may be bolstered by advice from a health care professional to
initiate or maintain physical activity (Russell & Roter, 1993).
Additional research is needed to assess how attitudes and be-
liefs about physical activity may evolve as a result of biological
changes—both normal and pathological—associated with
older adulthood.

Cognitive Development and the Health Behavior
of Older Adults

Perceptions of control may be particularly important for
the health of older adults (Mirowsky, 1995; Rodin, 1986).

Empirical evidence, however, suggests that older adults re-
port a decrease in objective and subjective control (Bandura,
1997), and this loss is related to functional impairment, car-
diovascular disease, cancer, deterioration of the immune sys-
tem, and mortality (as summarized in Bergeman & Wallace,
1999). As described in an earlier section, the concept of self-
efficacy (i.e., belief that an individual can successfully en-
gage in a particular behavior) is one aspect of perceived
control that has demonstrated a strong association with health
behavior. 

Self-Efficacy and Physical Activity in Older Adulthood

Of the considerable literature that has identified self-efficacy
as an important predictor of exercise behavior and vice versa
(McAuley, 1992; O’Leary, 1985), several empirical studies
have included or focused exclusively on older adults (D. O.
Clark, 1996). For example, Resnick (2001) found that among
a sample of 175 older adults in a retirement community, self-
efficacy for exercise significantly predicted moderate exer-
cise. In another empirical study, McAuley, Lox, and Duncan
(1993) examined the extent to which physical activity facili-
tates self-efficacy over time. Results from a sample of 44
older adults who completed a 20-week exercise program in-
dicated that self-efficacy was the only significant predictor of
exercise behavior at 9 months postintervention. Among 225
community-dwelling older adults aged 65–92, Conn (1997)
demonstrated that self-efficacy was a strong predictor of
physical activity. Finally, in a study of 327 women aged
70–98 years living in Vancouver, British Columbia, self-
efficacy for physical activity later in life was found to be as-
sociated with recollections of specific childhood physical
activity competencies from decades earlier (Cousins, 1997).
This study is important because it is one of the few that ex-
amines how health-related experiences at earlier stages can
affect specific health behaviors at later stages.

Kaplan and his colleagues have conducted several studies
to examine the physical and psychosocial responses to phys-
ical activity in older adults with chronic obstructive pul-
monary disorder (Kaplan, Reis, Prewitt, & Eakin, 1994; Ries,
Kaplan, Limberg, & Prewitt, 1995; Toshima, Kaplan, & Ries,
1990). In one such study, Toshima et al. (1990) report that an
8-week exercise training intervention conducted with 119
older adults resulted in higher levels of self-efficacy for exer-
cise and exercise tolerance compared to a comparison group.
Thus, the available evidence suggests that enhancing self-
efficacy may be one important means of increasing exercise
levels among older adults.

Despite evidence that engaging in exercise increases lev-
els of self-efficacy and that self-efficacy for exercise predicts
exercise behavior, few studies have examined the extent to
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which the decline in physical activity that is commonly asso-
ciated with older adulthood is related to more global de-
creases in perceived control. Obviously, a longitudinal design
is best suited to address this issue. Similarly, we know little
about how increasing physical activity levels via interven-
tions may offset age-related declines in control. 

In an ongoing study, Connell and colleagues are assessing
the impact of a telephone-based physical activity intervention
on psychosocial and physical outcomes among women who
are providing full-time care to a spouse with a dementing ill-
ness. A primary goal of the study is to examine whether
women who set and achieve realistic goals for increasing
physical activity also experience a heightened sense of self-
efficacy in several key domains (e.g., physical activity and
self-care) and demonstrate subsequent improvement in indi-
cators of physical and psychological health. Positive findings
in this regard would suggest a potentially valuable means of
enhancing control among a vulnerable older population.

Additional research is also needed to examine how the de-
velopmental context of older adulthood affects the four types
of influence on efficacy expectations—primary experience,
secondary experience, verbal persuasion, and physiological
states (Bandura, 1986). Older adults may have less direct ex-
perience with physical activity as a function of their birth co-
hort; less secondary experience because there are fewer
opportunities to observe exercise behavior in general and
among peers; and fewer sources of verbal persuasion to exer-
cise among the media, supportive others, and health care pro-
fessionals (D. O. Clark, 1996). Physiological states may play
a particularly important role in shaping efficacy expectations
among older adults. Older adults are more likely than
younger and middle-aged adults to experience poorer over-
all health; more past failures at behavior change; and—
regarding physical activity—difficulty with balance, a fear of
falling, and complications from comorbidities (D. O. Clark,
1996). Future research should address the specific mecha-
nisms whereby self-efficacy affects exercise behavior and ex-
ercise affects self-efficacy among older adults; how the
conceptualization and measurement of self-efficacy are
shaped by the context of older adulthood; and how contextual
variables such as SES, gender, and race affect self-efficacy
expectations.

Self-Efficacy and Diabetes Self-Care in Older Adulthood

Although research has demonstrated that self-efficacy is a pre-
dictor of diabetes self-management among adults, older adults
have not been included in much of this work. An exception is
the development and evaluation of a self-management train-
ing program designed specifically for people 60 years of age

and over with Type 2 diabetes (Glasgow et al., 1992). Results
indicate that the program was effective in improving dietary
intake and glucose testing and resulting in weight loss among
the participants in the intervention group. Contrary to expec-
tations, however, behavior change was not attributed to
increases in diabetes-specific self-efficacy. The authors con-
tend that this surprising finding may be attributed to ceiling
effects, given that levels of self-efficacy were high at baseline
(Glasgow et al., 1992).

Although this study makes an important contribution to
the literature because it describes one of the few published in-
terventions designed exclusively for older adults with dia-
betes, the authors provide little information about how the
program was tailored to the needs of the target audience,
whether the process (e.g., self-efficacy) and outcome (e.g.,
self-care behaviors, glycosylated hemoglobin, quality of life)
measures used in the study were appropriate for use with
older adults, and how the developmental context of older
adulthood may have affected the study findings.

To best examine changes in the relationship between self-
efficacy and self-care behavior over the life span, longitudinal
research is needed. A case could be made that as people age,
they become more experienced at illness self-management,
resulting in increasing levels of self-efficacy. Alternatively, it
is equally possible that the challenges of older adulthood
could erode self-efficacy for illness management. The recip-
rocal and dynamic nature of these relationships needs to be
acknowledged and investigated in future research.

Social Development and the Health Behavior
of Older Adults

Social factors are central to the maintenance of health and
functioning in older adulthood. For some older adults, aging
is associated with good health and fulfillment, whereas for
others, aging brings chronic illness, disability, and disen-
gagement (Riley & Bond, 1987). As stated by Riley and
Bond (1987), such differences in how people age are influ-
enced not only by biology, but also by the social environ-
ments in which they grow old—by the work they do, the
people with whom they interact, and the community in which
they live. Social factors also influence individuals’ percep-
tions of health and illness and their behavioral responses
(Riley & Bond, 1987). 

A small body of research examines the impact of life tran-
sitions during older adulthood on health behaviors and self-
care practices. Many of these life transitions have a direct
effect on the quality and quantity of social support available
to older adults. For example, dietary changes among older
adults may be a result of the loss of a spouse rather than an



Directions for Future Research 595

age-associated change (Prohaska & Clark, 1997). In an em-
pirical study by Rosenbloom and Whittington (1993), mar-
ried older adults were compared to same-aged adults who
were recently widowed. Compared to those whose spouses
were still living, widows reported a loss of appetite, a high
level of unintentional weight loss, and a lack of enjoyment
for eating meals.

Assuming the role of caregiver for an ill spouse is another
common life transition among older adults. The responsibili-
ties of caregiving may limit opportunities to engage in posi-
tive health behaviors and may promote reliance on negative
health behaviors. In an empirical study, Gallant and Connell
(1997) discovered that almost half of a sample of 233 spouse
caregivers reported being less physically active than they
were before they began providing care to their spouse. In ad-
dition, almost half of the women in the sample reported gain-
ing weight since caregiving began. The caregivers’ attributed
these negative health behaviors in part to their changing rela-
tionship with their husbands. Specifically, many study partic-
ipants reported that their patterns of exercise and meal
preparation had changed dramatically because they could no
longer count on the positive social influence that their hus-
band had provided (e.g., serving as an exercise buddy, having
someone with whom to prepare and enjoy healthy meals).
Thus, periods of life transition (e.g., widowhood, caregiving,
retirement, change in residence) may be viewed as an ideal
time to promote and support positive changes in health be-
haviors, including physical activity (King, 2001).

Social Development and Diabetes Self-Care
in Older Adulthood

The social context of older adulthood also affects self-
management behaviors of people with chronic illnesses.
Continuing with the example of diabetes self-management,
Connell, Fisher, and Houston (1992) examined the relation-
ships among both general and diabetes-specific measures of
social support and self-care in a sample of 191 older adults
with Type 2 diabetes. For men, results from this study support
the contention that social support specific to one’s diabetes
regimen increases self-care behavior. For women, neither
diabetes-specific nor general support was related to self-care
behavior. Men and women did not differ, however, in the
amount of assistance with their diabetes regimen that they re-
ceive or desire from their family and friends (e.g., help with
following a meal plan). These findings point to the complex-
ity of the relationship between support and self-management
behaviors and the importance of considering multiple con-
ceptualizations of support, demographic, and other contex-
tual factors (e.g., gender).

In a related study, Connell (1991) reported that a sample
of older adults with diabetes perceived high levels of
emotional support related to their diabetes self-care—
encouragement, reassurance, and someone to listen to their
problems and concerns. In terms of tangible support, how-
ever, the majority of older adults reported that they did not
want a lot of help from their family and friends related to
the self-management. More older adults reported receiving
help than reported wanting help with their regimen. Provid-
ing support that is not desired, even when offered with
good intentions, may be perceived as nagging or as inter-
ference (Connell, 1991). As suggested in other research, the
characteristics of and the relationship between potential
support providers and recipients may determine whether
support has a beneficial impact on self-management behav-
ior. Additional research that considers the developmental
context of older adulthood is needed to deepen current un-
derstanding of the changing role of support over the life
span and how it affects both health behaviors and diabetes
self-care.

DIRECTIONS FOR FUTURE RESEARCH

The goal of this chapter was to adopt a life-span develop-
mental perspective to guide a discussion of the determinants
of health behaviors during five stages—infancy, childhood,
adolescence, midlife, and older adulthood. Obviously, the
published literature relevant to this topic is voluminous and
presented quite a challenge in terms of selecting the best pos-
sible examples to illustrate the major themes of the chapter.
Despite the impressive quantity and overall high quality of
the available research, a great deal of additional work needs
to be completed to better address how biological, cognitive,
and social development influences health behavior across the
life span.

The vast majority of relevant studies are based on cross-
sectional designs, which present implicit difficulties when the
goal is to assess change over time and the dynamic and reci-
procal influences of development on health behaviors. For
example, little is known about the effect of health behaviors
at one life stage on health behaviors at subsequent stages—in
part because of the relatively few longitudinal studies that
have been conducted in this area. Additional research is also
critical to increase our understanding of the developmental
context of health behaviors during midlife. Although great
strides have been made in recent research (e.g., Willis &
Reid, 1999), much remains to be done. 

Discussion of how best to adapt existing health behavior
theories (e.g., health belief model, social cognitive theory,
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theory of planned behavior) to better address research ques-
tions based on a life-span developmental perspective is needed.
Similarly, a careful analysis of whether commonly used con-
ceptualizations of relevant concepts (e.g., self-efficacy, per-
sonal control, social support) are appropriate for various life
stages would be of great value to those conducting research in
this area. Finally, in order to better account for the complexity
of the determinants of health behavior and to acknowledge the
broader context in which health decisions are made, there is a
critical need to examine the interaction between developmen-
tal phenomena and such extrinsic factors as SES, race, culture,
and gender.
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What is successful aging? At first glance, this seems like an
easy enough question. After all, don’t all humans want to be
happy, healthy, wealthy, and beloved well into old age? How-
ever, considering that older people are very likely to face
health-related problems, maybe healthy should be skipped
from the list. Similarly, when people advance into very old
age, the loss of their spouse or partner and of close friends is
the norm rather than the exception. Considering this, beloved
might take on a meaning in old age that is different from that
in younger age groups. Finally, happiness seems such an elu-
sive state that we might not want to make this the criterion for
successful aging. Maybe it is not so easy to answer the ques-
tion of what successful aging is after all. 

In this chapter, we approach the concept of successful
aging from three different perspectives:

1. We first focus on the context of old age. What are the ex-
ternal and internal changes that distinguish old age from
younger age groups? What are the characteristics that
might render old age a time in life that is feared rather than
hoped for? Why is it (as the saying goes) that everybody
wants to get old but nobody wants to actually be old?

2. We then address the issue of how to define successful
aging. The term success implies some sort of normative
judgement on desirable and undesirable end states. This

raises two questions: What can be considered as a mean-
ingful end state of development? And which criteria
should be employed to evaluate the desirability of those
end states? We review the state of research on these ques-
tions and existing attempts to define successful aging in
the second part of this chapter.

3. In the final part of this chapter, we discuss some of the
current models of developmental regulation in old and very
old age. These models shift the focus from a criteria-
oriented approach addressing the question What is success-
ful aging? to a more process-oriented approach addressing
the question How do people age successfully? These
models underscore that motivational processes of setting,
pursuing, and maintaining personal goals are of central
importance for understanding how individuals manage to
age well.

CHARACTERISTICS OF OLD AGE

When is a person considered to be old? Old age, the final
phase in life, is commonly thought to begin somewhere be-
tween the ages of 60 and 70. An often cited (somewhat arbi-
trary) threshold is the age of 65. For employees, retirement
represents a cultural marker of entering old age. Many people
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in their 60s, however, appear still young, whereas others have
apparently been old for quite some time. Chronological age
does not tell much about a person’s biological (e.g., func-
tional capacity), psychological (e.g., feelings, attitudes, inter-
ests, future perspectives), or social age (e.g., life activities,
occupied roles; see Aiken, 1989). 

Even within a given person, aging is no uniform process.
Different organs, organ systems, and capacities in various
functional and psychological domains show differential pat-
terns and rates of aging (P. B. Baltes, 1989). For example,
the reproductive system usually ages more rapidly than the
nervous system. Furthermore, other variables—such as poor
nutrition, illness, or disuse of abilities—affect the rate and
degree of aging-related decline (e.g., Aiken, 1989; Krauss
Whitbourne, 1985). 

In other words, old age—like any other phase in life—is
characterized by tremendous inter- and intraindividual vari-
ability. In the subsequent sections we delineate some develop-
ments that represent general characteristics of old age. Aging
is a very complex process, and it is beyond the scope of this
chapter to attempt a comprehensive characterization of that
life phase (for a recent overview, see P. B. Baltes, Staudinger,
& Lindenberger, 1999). After characterizing aging as a young
phenomenon, so to speak, we restrict our discussion to four
domains of functioning in which age-related changes are
partly considered losses threatening positive functioning in
old age: (a) physiological and health-related changes, (b) cog-
nitive abilities, (c) social relationships, and (d) everyday
competence.

Old Age Is Still Young

Until relatively recently in human history, only a small pro-
portion of people survived long enough to become old in
today’s sense (see Vaupel, 1995): Throughout human history
up to about the beginning of the nineteenth century, life ex-
pectancy at birth (i.e., the average life span of persons born in
a given year) was low for most populations—namely, only
between 20 and 30 years. This was largely so because a large
proportion of newborns (about one third to one half) died be-
fore reaching the age of 5 years. Even for children surviving
to age 5, the expected remaining lifetime was only 30–40
years. Only a small minority of people survived diseases,
wars, and other life-threatening dangers to become 50. Even
for them, the remaining life expectancy was only about
10–15 years. 

During the 19th century, life expectancy slowly began to
increase. In Finland, for example, where reliable statistics on
mortality going back to that time are available (Kannisto,
Turpeinen, & Nieminen, 1999), life expectancy at birth

increased from 30.4 years for men and 33.2 years for women
born between 1801 and 1810 to 45.3 years for men and
48.2 years for women born 100 years later (i.e., between 1901
and 1910). Because of technological advances coupled with
improvements in nutrition, sanitation, public health care, and
so on, this increase in life expectancy further accelerated dur-
ing the twentieth century. Men and women born in Finland
between 1946 and 1950, for example, had a life expectancy of
58.4 years and 65.8 years, respectively. Estimated life ex-
pectancy for children born in Finland another 50 years later
(between 1991 and 1995) further increased to 72.1 years
(male) and 79.7 (female).

Prior to 1950, the increase in life expectancy largely
resulted from reductions in death rates at younger ages—
particularly reductions in infant mortality (i.e., from the fact
that more people survived to older ages; Vaupel, 1995). The
continuing growth of life expectancy since 1950, in contrast,
is attributable to the fact that older people live longer. In most
modern industrialized countries, death rates above the age of
60 have substantially declined since 1950. This decline has
even accelerated—especially since 1970. For example, in
modern industrialized countries in 1990, there were about
twice as many people in their 90s and four to five times as
many centenarians as there would have been if mortality rates
after age 80 had stayed the same as in 1960 (Vaupel et al.,
1998). To date, the lengthening of the human life span is no
longer restricted to modern industrialized countries. More
recently, developing countries have started to show similar
increases in life expectancy (Meeks, Nickols, & Sweaney,
1999; World Health Organization, 1998). It has been esti-
mated that by the year 2025, 72% of the world’s population
aged 60 years and above will be living in developing coun-
tries (United Nations, 1996).

In most (particularly in industrialized) countries, the in-
crease in life expectancy has been co-occurring with a decline
in fertility rates (i.e., a decrease in the average number of
children per woman in childbearing age). Both trends to-
gether (i.e., declining mortality and fertility rates) have dras-
tically altered the population’s composition—with the growth
of the older population outpacing the total population’s
growth. This trend is expected to continue in the future, with
the fastest expanding group being the oldest old (Dinkel,
1994). Prognoses of the World Health Organization (1998),
for example, predict that in Europe’s population, the propor-
tion of people older than 60 will increase from about 20% at
the end of the twentieth century to about 25% by the year
2020. Estimates indicate that by 2020, the proportion of peo-
ple older than 80 years in the age group above 60 will make
up 22% in Greece and Italy; 21% in Japan, France, and Spain;
and 20% in Germany (World Health Organization, 1998).
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This lengthening of the average human life might be
viewed by many as one of the most precious achievements in
recent human history. It does, however, also pose new chal-
lenges to cultural and societal developments. Societies need
to develop policies that ensure—despite declining propor-
tions of working-age people—adequate income, housing,
health care, and other living conditions that provide opportu-
nities for an independent, integrated life for the growing
number of older people (United Nations, 1996). To meet this
challenge, gerontology needs to seek knowledge about con-
ditions promoting positive aging and to give answers to such
questions as what represents adequate housing for the elderly
and how to support independent living in old age. This is one
of the reasons that the topic of successful aging is not only of
scientific but also of social and political importance.

Paradoxically, in one sense old age is a young phenome-
non. To date, not much is known about this life phase in gen-
eral or about processes and conditions that promote successful
aging in particular. As a first step in approaching the topic of
successful aging, we briefly outline the specific conditions
of old age. We start by giving a very short overview of the
physiological and health-related changes in old age.

Physiological and Health-Related 
Changes in Old Age

Aging is characterized by physiological changes that lead to
progressive structural and functional decrements in all tissues
and organs (for overviews, see Aiken, 1989; Whitbourne,
1985; Medina, 1996). Most obvious to the lay observer are
typical changes in appearance—for example, aging skin;
graying or whitening hair; changes in body shape and stature;
decreased muscular strength and endurance; increased stiff-
ness in the joints; and a general slowing, increased sway, and
insecurity while walking or performing motor tasks. Aging is
also accompanied by impairments in the functioning of all
the sense organs—vision, hearing, taste, smell, vestibular
senses (necessary for the maintenance of posture and bal-
ance), and sensitivity to touch, pain, and temperature (i.e.,
cutaneous senses). Sensations become increasingly dull, and
responses to sensory stimuli slow down with age. Physiolog-
ical aging is also characterized by a gradual deterioration of
internal organs, leading to a reduced efficiency of the body’s
vital systems. Age-associated changes in the various systems
generally interact. Cardiovascular functions, for example, are
influenced by age-associated changes in respiratory function,
which in turn are influenced by changes in the musculoskele-
tal system (Steinhagen-Thiessen, Gerok, & Borchelt, 1994). 

Overall, the physiological changes accompanying aging
result in reduced functional capacity, impaired biological

resilience in the face of stress, lessened ability to physiologi-
cally adapt to environmental changes, prolonged phases
necessary to physically recuperate from strenuous effort,
and—most important—increased susceptibility to acute and
chronic diseases (Aiken, 1989; Steinhagen-Thiessen et al.,
1994). It is therefore not always possible to clearly delineate
normal physiological aging and pathological changes.

Although age-associated physiological changes are in-
evitable, they represent no uniform biological process. The
kind and magnitude of age-related changes vary greatly from
individual to individual. Furthermore, physiological changes
interact, for example, with psychological, social, environ-
mental, and lifestyle factors to determine the course and ra-
pidity of aging (Fries, 1990; Rowe & Kahn, 1987; Siegler &
Costa, 1985). For example, attitudes and personality charac-
teristics may influence the degree to which an old person
seeks intellectual stimulation or engages in physical or social
activities, which in turn decelerate and attenuate decline in
relevant functional domains. On the other hand, reduced mo-
bility due to physiological impairment might obstruct such
activities, precipitating further decline (Bortz, 1982). In this
sense, physiological decline associated with aging is not en-
tirely uncontrollable. Particularly lifestyle habits, such as
regular exercise, balanced nutrition, and social and intellec-
tual stimulation through active participation might at least
temporarily postpone or attenuate physiological decrements
associated with aging (Fries, 1990).

In short, physiological changes accompanying aging
result in a reduction of the organism’s functional capacity and
an increased vulnerability to chronic and acute illnesses.
These detrimental effects of physiological aging become par-
ticularly pronounced in very old age (85 years and beyond).
Although it is unavoidable, physiological aging is no uniform
progress. It is in part determined by lifestyle factors and
thus—particularly in young-old age—temporarily and within
boundaries modifiable.

Cognitive Abilities in Old Age 

A popular view on aging is that cognitive abilities drastically
decline with age (e.g., Heckhausen, Dixon, & Baltes, 1989).
Old people are expected to become more and more forgetful,
to have large difficulties understanding new things, and to not
think as clearly as younger persons. On the other hand, wis-
dom, life experience, or professional expertise in their com-
monsensical understanding are clearly positively associated
with old age (Clayton & Birren, 1980; Sternberg, 1990).
What has science revealed about cognitive aging? 

Building on the recognition that cognitive functioning
is influenced by biological as well as cultural processes,
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research has distinguished two main categories of intellectual
abilities—the mechanics and pragmatics of cognition (P. B.
Baltes, 1987; P. B. Baltes, Lindenberger, & Staudinger, 1998;
P. B. Baltes et al., 1999). This distinction draws on and extends
earlier conceptualizations, such as the theory of fluid and crys-
tallized intelligence by Cattell and Horn (Cattell, 1971; Horn,
1982). The mechanics of cognition stand as metaphor for the
largely neurophysiological basis of cognition as it evolved
during biological evolution. They represent the hardware of
the mind, so to speak, and become evident in the speed, accu-
racy, and coordination of basic information-processing opera-
tions. The pragmatics of cognition, in contrast, comprise the
culturally transmitted bodies of knowledge individuals ac-
quire in the course of their socialization. They stand for the
software of the mind. Typical examples of pragmatic abilities
include reading, writing, language, or professional skills.
Delineating mechanics and pragmatics of cognitive function-
ing does not imply that these represent abilities independent of
or exclusive from each other. Rather, mechanics and pragmat-
ics are assumed to determine intellectual functioning in their
interaction: There would not be pragmatics without mechan-
ics and vice versa—mechanics without pragmatics would lack
the very medium in which to unfold.

How do these two components of intellectual functioning
develop across the life span into old age? Empirical evidence
shows that the cognitive mechanics (e.g., memory, process-
ing speed) show a pattern of rapid growth during infancy and
childhood into adolescence, a monotonic and roughly linear
decline during adulthood, and a further acceleration of de-
cline in very old age (e.g., Case, 1985; Kail, 1991; Kail &
Salthouse, 1994; Lindenberger & Reischies, 1999; Schaie,
1994, 1996).

This trajectory of loss in the cognitive mechanics can be
counteracted to some degree by specific training. Training
studies have shown that the majority of healthy older adults
are able to improve their performance in tasks reflecting me-
chanic abilities during training (e.g., P. B. Baltes, Sowarka, &
Kliegl, 1989; P. B. Baltes & Willis, 1982; Hayslip, 1989;
Kliegl, Smith, & Baltes, 1990; Schaie & Willis, 1986;
Verhaegen, Marcoen, & Goossens, 1992). Those training
gains, however, are highly task-specific. Transfer to related
abilities or generalization to everyday functioning is unlikely
(P. B. Baltes, Dittmann-Kohli, & Kliegl, 1986; P. B. Baltes &
Lindenberger, 1988). Moreover, the amount of plasticity (i.e.,
the range of potential change) in the cognitive mechanics
clearly decreases with age (e.g., P. B. Baltes & Kliegl, 1992;
Singer, 2000).

Pragmatic abilities show a more favorable life-span tra-
jectory than the mechanics do. They remain stable or increase
well into young old age (i.e., up to about 75 years of age), and

only after that show some decline, which is much less pro-
nounced than the decline in the cognitive mechanics (e.g.,
skill-specific expertise: Bosman & Charness, 1996; Charness,
1981a, 1983; Knopf, Kolodziej, & Preussler, 1990; wisdom:
P. B. Baltes, Staudinger, Maercker, & Smith, 1995; Clayton &
Birren, 1980; Staudinger, 1996; complexity and differentia-
tion of self-representation: Labouvie-Vief, Chiodo, Goguen,
Diehl, & Orwoll, 1995).

As mentioned before, mechanics and pragmatics con-
jointly influence cognitive performance in all age groups.
Particularly important for understanding the development of
cognitive abilities in old age are two observations:

• Up to a certain threshold in impairment of the cognitive
mechanics, pragmatic knowledge can be efficiently uti-
lized to compensate for age-based losses in mechanics.
Evidence for this has been provided by quasi-experimental
studies on age- and skill-related differences in chess (e.g.,
Charness, 1981a, 1981b), bridge (e.g., Charness, 1983,
1987), and transcription typing (e.g., Bosman, 1993; Salt-
house, 1984; Salthouse & Saults, 1987). A classic illustra-
tion is a study on aging typists (Salthouse, 1984); in this
study, age was negatively related to typing speed but posi-
tively related to eye-hand span. Older typists might have
compensated the slowing of their typing (as an expression
of cognitive mechanics) by looking further ahead in the
to-be-typed text (i.e., a strategy pertaining to knowledge-
based pragmatics). The idea that the knowledge-based
pragmatics efficiently compensate mechanic decline in
older adulthood is further supported by the finding that
compared to standard psychometric assessments using
artificial and isolated cognitive tasks, negative age trajec-
tories tend to be attenuated in familiar (i.e., knowledge-
relevant) domains with everyday relevance, such as
everyday problem solving (e.g., Berg & Klaszynski, 1996;
Willis, 1996) or memory in context (e.g., Hess & Pullen,
1996).

• If, however, the mechanic information-processing capabil-
ities fall below some critical threshold, they delimit the
overall capability of cognitive integrity and consequently
also impair intellectual functioning in the pragmatic do-
main (P. B. Baltes, 1997). Individuals reaching a very ad-
vanced age are therefore particularly vulnerable to reach
such levels of impairment in mechanic abilities that intel-
lectual functioning in a more global manner is substan-
tially impaired. Indeed, correlations among abilities both
between and within the cognitive pragmatics and mechan-
ics are higher in very old adults than in younger or middle-
aged adults (for an overview, see Li & Lindenberger,
1999). This dedifferentiation in very old age appears to
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transcend the cognitive domain and to also affect sensory
and sensorimotor functioning (e.g., Anstey, Lord, &
Williams, 1997; Lindenberger & Reischies, 1999;
Salthouse, Hancock, Meinz, & Hambrick, 1996). These
findings point to the impact of domain-general processing
constraints in very old age, which is further illustrated by
the empirical observation that in very old age, the differ-
ences in the directionality of the development of pragmatic
and mechanic abilities seem to disappear and to give way
to negative age-gradients in both domains (Lindenberger
& Reischies, 1999).

In sum, there is evidence for age-related decline in the bi-
ologically based cognitive mechanics. At least up to a certain
point, this development can be compensated by culturally
determined, knowledge-based cognitive pragmatics. Most
older adults are cognitively well able to manage everyday
life problems. In very advanced old age, however, a some-
what different picture emerges. Here, the cognitive mechan-
ics might reach a level of impairment that the efficiency of
intellectual functioning declines in a more global manner.
This development is also reflected if we take a look at patho-
logical cognitive changes in old age. The prevalence of
dementias increases steeply with age. Several studies have
observed that in adults above the age of 60, age-specific
prevalence rates of dementias almost double with each addi-
tional 5 years of age, leading to prevalence estimates of
more than 40% in the population aged 90 years and beyond
(e.g., Cooper, 1997; Hofman et al., 1991; Jorm, Korten, &
Henderson, 1987).

Social Relationships in Old Age

Kahn and Antonucci (Antonucci, 1985, 1990, 1991; Kahn &
Antonucci, 1980) coined the metaphor of social convoys to
express the idea that throughout their lives, people are sur-
rounded by significant other persons who have a critical
influence on their lives. Social integration has been shown to
have a significant beneficial impact upon a person’s well-being
(e.g., Antonucci & Akiyama, 1995; Bowling, 1994; Brubaker,
1990; Kessler & McLeod, 1985), health (e.g., Antonucci &
Jackson, 1987; Lang & Carstensen, 1998; Schwarzer &
Leppin, 1991), and even mortality (e.g., Seeman, 1996;
Tucker, Schwartz, Clark, & Friedman, 1999). Social contact,
however, may also have its negative sides. Such experiences
include undesirable, ineffective, or excessive support; unpleas-
ant or overly demanding social contact; violence or neglect;
and anticipated or experienced loss of social partners (Lang &
Carstensen, 1998; Smith & Goodnow, 1999).

As people grow older, their relationships and social net-
works undergo considerable change not only as a result of
changing contexts (e.g., retirement, one’s own or others’ dis-
ease and frailty, grandparenthood, relocation, deaths of sig-
nificant others) but also as a result of changes in the
individual’s behaviors and preferences (Lang & Carstensen,
1998). In any event, interpersonal contexts in old age remain
multifaceted and heterogeneous. Social networks of older
people who are widowed, have never married, or are child-
less, for example, differ in many respects from those who are
living with their partner or are highly involved in the families
of their children. 

Typically, the number of social contacts declines with
advancing age (e.g., Heller & Mansbach, 1984; Lang &
Carstensen, 1994; Palmore, 1981). Investigations in the
United States and Europe indicate that older people above
age 65 typically report having between 5 and 15 close social
partners in their social networks compared to a range from 15
to 35 network members in the social networks reported by
younger and middle-aged adults (e.g., Antonucci & Akiyama,
1994, 1995; Dykstra, 1993; Lang & Carstensen, 1994, 1998;
van Sonderen, Ormel, Brilman, & van Linden van den
Heuvell, 1990). As we elaborate when discussing socioemo-
tional selectivity theory later in this chapter, it is questionable
whether this decline indeed constitutes a developmental loss
as it might appear at first glance (Carstensen, 1993). 

Functions of social relationships can be characterized by
three main themes—support, affectionate exchanges, and
socializing (i.e., interacting with visitors and engaging
in shared activities; e.g., Antonucci & Akiyama, 1995;
Wagner, Schütze, & Lang, 1999). Generally, the proportion
of network partners from whom emotional or instrumental
help is received increases with age because of aging-related
increases in frailty (e.g., Mares, 1995; Zarit & Eggebeen,
1995). Old and even very old persons, however, typically
also give support, but not to the same degree (e.g., Antonucci,
1991; Zarit & Eggebeen, 1995). Although social support re-
lationships gain in significance with advancing age, socializ-
ing and affect exchange remain important functions of social
contact. In a sample of German older persons, for example,
the number of people with whom participants socialized
and with whom they were affectionate decreased into very
old age; yet the proportions within the network (around 30%
and 20% of the social partners, respectively) did not (Wagner
et al., 1999).

Historical increases in life expectancy have led to an in-
crease in the length of marital relationships among those who
do not divorce. These demographic developments have also
increased the average duration that is spent in illness or care-
giving before the relationship is eventually ended by the
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death of one partner. Because women at any given age have a
longer life expectancy than men have and also tend to marry
men who are somewhat older, they are more likely to be care-
takers of ailing husbands, are more likely to survive husbands
than to be survived, and tend to spend a larger proportion
of their life spans following the death of a spouse (Bradsher,
1997).

The death of one’s partner is undoubtedly one of the most
disruptive losses that an individual can be confronted with in
life. In addition to the immense grief over the loss of a loved
person, bereavement often brings with it significant changes
and losses in everyday tasks and routines, economic or social
status, and even personal self-identity (Bradsher, 1997). The
most impressive evidence of the extreme mental and physical
suffering associated with losing a loved one is the well-
replicated observation that bereaved persons (particularly
men) have a higher mortality risk than do matched samples of
nonbereaved controls, especially in the weeks and months im-
mediately following the loss (Stroebe & Stroebe, 1993). The
vast majority of elderly people, however, eventually adapt to
their dramatically changed life situation within the first few
years, as indicated by significant reductions of psychological
distress and improvements of mental health and well-being
back to levels comparable to those before the loss (e.g.,
Gallagher-Thompson, Futterman, Farberow, Thompson, &
Peterson, 1993; Lund, Caserta, & Dimond, 1993).

Particularly after the loss or in the absence of other rela-
tionships, contact between siblings often gains in closeness in
late life (Cicirelli, 1985; Connidis, 1989; Scott, 1983). As
people grow old, their family of origin gradually disinte-
grates because its older members die. Sibling relations repre-
sent the most enduring ties of the original nuclear family
(Cicirelli, 1985). Their most significant function in late life
seems to be reminiscence about shared experiences in “good
old times.” It has been argued that the validation of positive
feelings in previous family interactions may be related to
positive feelings about the family in later life (Brubaker,
1990). The role of siblings in providing instrumental support
is comparatively less important (Goetting, 1986)—especially
when sibling support is compared to assistance provided by
adult children (Cicirelli, 1982; Ross & Milgram, 1982; Scott,
1983), who are frequently important sources of emotional
and instrumental support in old age (for overviews, see
Antonucci & Akiyama, 1995; Brubaker, 1990; Lang &
Carstensen, 1998; Mares, 1995; Zarit & Eggebeen, 1995). 

Friends also often play a central role in older people’s so-
cial lives (Field, 1999; Wagner et al., 1999). They are, how-
ever, typically less important than family to old persons.
De Vries (1996) argued that later life is a phase with a partic-
ularly high likelihood of life events that might influence the

maintenance of friendships—for example, retirement, relo-
cation, or illness. Particularly for men, retirement often is as-
sociated with a relatively high risk of erosion of work-based
friendships. Female friendships that originated in work con-
texts are typically more broadly based and thus less prone to
dissolution after retirement. Relocation (e.g., moving closer
to one’s children or into a nursing home) may also affect the
maintenance of later life friendships. At the same time, it
might provide opportunities for forming new friendships, an
ability that is preserved well into old age (M. M. Baltes,
Wahl, & Reichert, 1991; Field, 1999). The most important
barriers to friendship contact in late life, at least for older per-
sons living in private households, are one’s own or the
friend’s illness and frailty. Furthermore, the likelihood of
outliving one’s friends increases with age; this is reflected by
observations in a sample of German older persons. Sixty-
nine percent of the 70- to 84-year-old participants reported
having at least one friend, compared to 43% of the (more
frail) participants aged 85 years and over (Wagner et al.,
1999).

To summarize, the majority of old people are well
integrated into their family and friendship networks. Overall,
the size of social networks declines with advancing age. The
decline in network size is typically due to a decrease in social
contact with emotionally not-very-close network partners.
Contact with emotionally close persons—particularly with
family, but also with some close friends—stays relatively sta-
ble. With increasing frailty or disability, support provided by
network partners gains in importance. Even in very old age,
however, support is not only received but also (at least to
some degree) given. Socializing and exchange of affection
also remain important into very old age. Social contact with
same-aged persons in old age is characterized by an increas-
ing likelihood that one’s own or the other’s frailty obstructs
possibilities for maintaining the relationship in habitual
ways. Also, the risk increases that relationships are ended
through the deaths of social partners, one of the most hurtful
experiences in the social lives of human beings. Most old
adults, however, are able to successfully cope with the expe-
rience of outliving peers.

Everyday Competence in Old Age 

So far we have discussed characteristics of aging pertaining
to a selected number of clearly circumscribed functional do-
mains—health-related and physiological changes, cognitive
abilities, and social relationships. Those and other domain-
specific characteristics of old age converge in an overarching
question: How well are old adults able to care for themselves,
manage their affairs, and live an autonomous life?
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The ability to perform activities essential for the effective
mastery of independent living has been referred to as every-
day competence (e.g., M. M. Baltes, Mayr, Borchelt, Maas, &
Wilms, 1993; Diehl, 1998; Schaie & Willis, 1999). M. M.
Baltes and colleagues (M. M. Baltes, Maas, Wilms, Borchelt,
& Little, 1999; M. M. Baltes et al., 1993; M. M. Baltes &
Wilms, 1995) distinguished two components—a basic and an
expanded level of competence. According to M. M. Baltes
and colleagues, the interplay of both components makes up
the ability to lead an autonomous and satisfying life. The
basic level of everyday competence reflects the ability to
independently execute personal maintenance activities, such
as toileting, grooming, dressing, walking, or shopping; these
are highly routinized activities necessary for survival. The
expanded level of everyday competence comprises activities
that reflect people’s active construction of their lives, their
preferences and motivations, and their engagement with the
world around them. Examples are engaging in leisure, out-
of-house, or social activities; helping others; and working.
Whereas the basic level of competence guarantees survival, it
is the expanded level that turns mere existence into meaning-
ful living. 

The Basic Level of Everyday Competence in Old Age

In clinical terms, the basic level of competence reflects an in-
dividual’s functional health or disability, which is typically
assessed by evaluating the degree of help needed for the exe-
cution of basic and instrumental activities of daily living (re-
ferred to as ADL and IADL; Katz, Ford, Moskowitz,
Jackson, & Jaffe, 1963; Lawton & Brody, 1969). The need
for assistance in the management of everyday life has been
shown to be determined primarily by impairments in the sen-
sory, sensorimotor, and motor domains (e.g., M. M. Baltes
et al., 1999; Steinhagen-Thiessen & Borchelt, 1999; see also
Diehl, 1998), as well as by functional impairment in the cog-
nitive domain (for summaries, see Diehl, 1998; Willis, 1996).
The main risk factor for such functional impairments is so-
matic morbidity. Different illnesses, however, differentially
influence a person’s ability to engage in independent living
(Furner, Rudberg, & Cassel, 1995). Boult, Kane, Louis,
Boult, and McCaffrey (1994), for example, reported that the
chronic conditions best predicting the development of depen-
dence in ADL and IADL were cerebrovascular disease,
arthritis, and coronary artery disease.

Several studies in modern, industrialized countries have ob-
served that the ongoing decrease in mortality rates in old and
very old age coincides with a decline in chronic disability
prevalence in that age group (i.e., a decline in the proportion of
elderly people with long-term dependence on help for the

execution of at least one ADL or IADL; e.g., Bebbington,
1988; Jagger, Clarke, & Clarke, 1991; Manton, Corder, &
Stallard, 1993). Manton et al. (1993), for example, reported
that whereas the total U.S. population above age 65 grew
14.7% between the years 1982 and 1989, the respective pro-
portion of chronically disabled community-dwelling and insti-
tutionalized persons only grew 9.2%. Consequently, the
overall prevalence (i.e., relative proportion) of chronic disabil-
ity or institutionalization dropped from 23.7% in 1982 to
22.6% in 1989. The decrease in chronic disability prevalence in
developed countries has been attributed primarily to advances
in medical treatments and—to some degree—to increases of
the average education and income in elderly cohorts, which are
typically associated with an increased self-awareness of
health-related lifestyle factors and an early use of professional
prevention and therapy (Manton et al., 1993).

Originally developed in the context of mortality develop-
ments in old age, the concept of active life expectancy
addresses the basic level of everyday competence in the tem-
poral dimension of an individual’s expected remaining life-
time. Active life expectancy represents the period of life an
individual is expected to be able to perform functions
necessary for personal care and independent living. Inactive
life expectancy, in contrast, represents the remaining lifetime
when one is unable to perform these functions or would
be dependent upon others to perform them (Crimmins,
Hayward, & Saito, 1996). 

Significant differences in active life expectancy exist with
respect to gender, age, and socioeconomic status (SES). A
well-known paradox of the aging process is that women tend
to live longer, yet they have a higher prevalence of disability
(i.e., dependence) than do men (Verbrugge, 1989). Crimmins
et al. (1996), for example, reported the total remaining life
expectancy for U.S. females at age 70 to be 13.9 years and for
same-aged U.S. males to be 10.3 years. The expected length
of life in an inactive state, however, was twice as high
for 70-year-old women (2.8 years or 20.1% of remaining
expected lifetime) as that for same-aged men (1.4 years or
13.6% of remaining expected lifetime). Gender differences in
the diseases that cause disability play a role in the explana-
tion of this paradox. Women have a higher prevalence of
more slowly evolving degenerative processes (e.g., arthritis,
skeletal problems, diabetes), whereas men are more at risk to
suffer (and die) from more rapidly developing lethal diseases
(e.g., cancer, heart attack; Manton, 1990). Overall, women
have a higher risk of experiencing longer phases of inactive
life, a greater likelihood of experiencing disabling events
(i.e., the transition from independent to dependent life), and a
greater likelihood of dying from a disabled state (Crimmins
et al., 1996).
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The percentage of remaining life time expected to be spent
in dependent states is higher at any age above 70 for women,
but for both sexes it increases rapidly with age. Crimmins et al.
(1996), for example, reported for U.S. women an increase
from 20.1% at age 70 to 60.4% at age 90. The corresponding
estimates for U.S. males increased from 13.6% at age 70 to
54.5% at age 90. On the other hand, there is a great variability
regarding independent living among old adults. Even in very
old age, quite a few individuals exhibit a high degree of in-
dependence. In a study of 109 Italian centenarians (aged
100–108 years), for example, 26% of the participants (34.6%
of the male and 24.0% of the female centenarians) were
classified as completely independent in basic activities of
daily living (Bauco et al., 1996).

In addition to gender and age, SES also is associated with
basic levels of everyday competence. Those of higher SES
are not only more likely to survive to old age, but they are
also more likely to live through old age in better functional
health (e.g., Feldman, Makuc, Kleinman, & Huntley, 1989;
Maddox & Clark, 1992; Matthews, Kelsey, Meilahn, Kuller,
& Wing, 1989). In the representative sample of U.S. older
persons investigated by Crimmins et al. (1996), active life ex-
pectancy for persons with at least 12 years of education was
about 1 year longer than that of persons of same age, race,
and sex with less education. 

The Expanded Level of Everyday Competence 
in Old Age

How do older adults structure their daily lives above and be-
yond activities necessary for self-maintenance and survival?
Detailed reconstructions of a complete day in the lives of
older Germans (M. M. Baltes et al., 1999; Horgas, Wilms, &
Baltes, 1998) indicated that on average, 60% of the waking
day was spent on activities that were not resting and not self-
care. Although there was a substantial amount of variability
in the amount of time spent with discretionary activities
(Horgas et al., 1998), it appeared that a large amount of time
was typically spent on leisure activities (mostly watching
TV; about 38%) and on instrumental activities (e.g., house-
work, dealing with authorities, banking; about 15%). Only
7% of the waking day were on average spent on social activ-
ities. The oldest old (aged 85 years and above) as well as in-
stitutionalized participants tended to spend less time with
instrumental and leisure activities and more time resting
compared to young old (aged 70–84 years) and noninstitu-
tionalized participants. Women tended to spend more of their
waking time on instrumental activities and less time on
leisure activities than did men, which reflects the culturally
typical housework distribution in that age group.

M. M. Baltes and colleagues (M. M. Baltes et al., 1999)
observed that the level of expanded everyday competence
(i.e., the degree of engagement in activities other than self-
care and resting) was substantially negatively related to
chronological age and substantially positively related to SES.
Both relationships were completely mediated by personality
characteristics, fluid intelligence, and mobility. Thus, age dif-
ferences in expanded levels of everyday competence seem to
be due to associated differences in health and psychosocial
factors. Furthermore, psychosocial resources such as educa-
tion, financial security, and openness to experience appear
to be necessary to guarantee high levels of involvement in
discretionary activities. They are, however, not sufficient.
Activities indicative of expanded everyday competence also
require a critical level of physiological functioning.

In sum, there is great variability in old adults’ abilities to
lead independent, meaningful, and satisfying lives. Basic lev-
els of everyday competence (i.e., the ability to independently
execute activities necessary for self-maintenance and survival)
largely depend on the level of functional impairment in sen-
sory, sensorimotor, motor, and cognitive domains. In contrast,
the expanded level of competence (i.e., the degree of involve-
ment in discretionary activities that make a life meaningful) is
largely determined by psychosocial variables—particularly
personality characteristics and cognitive abilities, but it also
requires a minimum level of functional health. With advancing
age, levels of basic and expanded everyday competence tend to
decline, which is due to age-associated changes in physical
morbidity and psychosocial variables.

Conclusions: What Characterizes Old Age?

We have characterized the life phase of old age in four rela-
tively well-specified life domains—physiological changes,
cognitive functioning, social relations, and everyday compe-
tence. On a more abstract level, three central characteristics
of old adulthood can be inferred from this discussion:

• With advancing old age, the likelihood of developmental
losses increases (e.g., development of chronic and acute
illnesses, impairment in the cognitive mechanics, deaths
of social partners, loss of the ability to lead an independent
life). Overall, the ratio of developmental gains and losses
becomes increasingly negative in old age. 

• Aging is no uniform process. A large degree of hetero-
geneity exists both among and within persons. Different
functional domains are differentially affected by aging
processes.

• Old adults in their 60s and 70s typically exhibit relatively
high levels of functioning in different life domains. In
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very old age (85 years and older), however, detrimental
effects of aging become more pronounced. It is therefore
necessary to differentiate between a young-old and an
older- or oldest-old age.

After having portrayed characteristics of old age in gen-
eral, we next turn to the question of if and how one can char-
acterize successful aging. Following that discussion, we
review a number of theoretical approaches to developmental
regulatory processes in old age. 

SUCCESSFUL AGING: DEFINITION
AND CRITERIA

For several decades, gerontology has struggled to understand
and define what successful aging is. As of yet, however, no
commonly accepted set of criteria characterizing successful
aging exists. In general, there has been a shift away from defin-
ing successful aging solely in terms of adaptation to age-
related changes in a given context (e.g., Havighurst, 1963)
toward emphasizing the balance between a person’s needs and
competence on the one hand and environmental demands and
opportunity structures on the other hand (Lawton & Nahemow,
1973; Thomae, 1976). In accordance with life-span develop-
mental approaches (e.g., P. B. Baltes et al., 1998; Brandtstädter,
1998; Lerner, 1998; Lerner & Busch-Rossnagel, 1981;
Magnusson, 1996), these newer conceptualizations of success-
ful aging assume that development is best described as an on-
going and dynamic interaction of a person with his or her
environment. This implies that criteria of successful aging
should not exclusively comprise factors within the person
(e.g., happiness), but should also consider how well a person is
doing in a given context (e.g., living in a nursing home).

Attempts to define criteria of how well a person is aging
have—at least on a theoretical level—also shifted from a
one-criterion approach (mostly using subjective well-being
as the only criterion signaling successful aging) to a multicri-
teria approach. The multiple criteria that have been pro-
posed as characterizing successful aging comprise objective
and subjective, short-term and long-term, domain-specific
and general, and static and dynamic criteria (M. M. Baltes &
Carstensen, 1996; P. B. Baltes & Baltes, 1990). Thus far,
however, no consensus has been reached on the questions of
which of these criteria have to be met and what their relative
importance for determining successful aging is.

Based on the assumption that adaptation to challenges
specific to old age and a successful person-environment in-
teraction results in subjective well-being (e.g., Havighurst,
1963; Lawton, 1989), most research on successful aging has

employed subjective well-being as a single criterion for suc-
cessful aging. Next, we provide a brief overview of the
empirical evidence available on subjective well-being in old
age. Then we turn to a discussion of more comprehensive
conceptualizations proposing multiple criteria for the charac-
terization of successful aging. 

Is Subjective Well-Being a Sufficient Criterion for
Successful Aging? 

The most prominent single criterion that has been used for
studying successful aging has been subjective well-being.
In this line of research, subjective well-being is viewed as a
person’s global evaluation of the quality of his or her life.
High subjective well-being is regarded as indicating that the
person successfully manages his or her life and ages well.

Subjective well-being is operationalized most often in
terms of life satisfaction, the presence of positive affect, and
the absence of negative affect (e.g., Diener, Suh, Lucas, &
Smith, 1999). Bradburn (1969) limited subjective well-being
to the affective reactions towards one’s life experiences.
More specifically, he defined happiness as a preponderance
of positive over negative affect. Life satisfaction, on the other
hand, focuses on the cognitive assessment of progress to-
wards or achievement of one’s goals (Campbell, Converse, &
Rodgers, 1976; George, 1981; Lawton, 1985). 

Both the cognitive and affective aspects of subjective
well-being have been widely studied in gerontology. The cen-
tral question motivating this line of gerontological research is
Does subjective well-being decline with age? An assumption
underlying this question is that subjective well-being is
threatened in old age (e.g., Brandtstädter & Greve, 1994).
The expectation of an age-related decline in subjective well-
being is based on the observation that old age is a period in
life when one is more likely than in earlier phases to experi-
ence severe losses: Most old people are excluded from pro-
ductive employment, almost everybody in this age-group
experiences a decline in physical capacity and health (e.g.,
Steinhagen-Thiessen & Borchelt, 1999), and old people are
likely to lose close social partners (e.g., Lang & Carstensen,
1994). We have described a number of these developmental
losses associated with aging in more detail in the first part of
this chapter. There also is much consensus in social expecta-
tions that old age is related to losses rather than gains
(Heckhausen et al., 1989). Wouldn’t one then expect older
people to be dissatisfied with their lives and unhappy? In the
following section, we briefly review the literature on emo-
tional well-being and life satisfaction in old age.

With regard to age-related changes in the experience of
emotions, Schulz (1986) suggested that because of lifelong
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experiences, older persons should be habituated to emotions
and hence have a higher threshold for experiencing both posi-
tive and negative affect. This should lead to less frequent but
more intense emotions. Emotions might also linger for a
longer time because autonomous activation takes longer to go
back to baseline. Contrary to these expectations, Levenson,
Carstensen, Friesen, and Ekman (1991) found that the physio-
logical arousal pattern of older adults is comparable to that of
younger adult but of less intensity. These results have recently
been replicated in a sample of young and older European and
Chinese Americans (Tsai, Levenson, & Carstensen, 2000). In
this study, older adults showed smaller changes in cardiovas-
cular responding to positive (amusement) and negative (sad-
ness) emotions than did younger adults. Young and old adults
did not, however, differ in their self-reported and behavioral
expression of emotions during standardized situations (watch-
ing film clips). Using a different methodology—namely, self-
reported intensity of emotions—Ferring and Filipp (1995)
found that the self-rated intensity of general positive emotions
seems to decline with age, whereas the intensity of general
negative emotions did not appear to be age-related.

With regard to old and very old age, findings from the
cross-sectional data set of the Berlin Aging Study (Smith,
Fleeson, Geiselmann, Settersten, & Kunzmann, 1999) sug-
gest that within the three decades from 70 to 100� years,
chronological age is not or is only weakly associated with the
self-reported frequency of affect. Although with increasing
age, self-rated frequency of positive affect tended to decrease
somewhat (r � �.22), there was no significant correlation of
age with frequency of negative affect. In a longitudinal study,
Ferring and Filipp (1995) found that with increasing age,
older adults reported less frequent positive and more frequent
negative emotions. Lawton, Kleban, and Dean (1993), on the
other hand, showed that older people reported less frequent
depression, anxiety, hostility, and shyness than did younger
adults, and—with the exception of contentment—did not
differ from younger adults with regard to positive affect
frequency.

Evidence from the Duke Longitudinal Study suggests that
there are neither cross-sectional nor longitudinal age-related
differences in the level of self-reported life satisfaction in
middle-aged and older adults (Palmore & Kivett, 1985); this
appears to be also true in very old age. Data from the Berlin
Aging Study showed only a small negative correlation of age
and satisfaction with aging and no significant correlation of
age with life satisfaction (Smith et al., 1999).

The differences in some of the findings reviewed previ-
ously (e.g., regarding intensity of emotions) might be due
partly to methodological differences (questionnaires vs.
physiological assessment), partly to the specific age range of

the samples under study, and partly to differences between
longitudinal and cross-sectional findings. Although some
studies suggest that the frequency of positive emotions might
decline in old age (Smith et al., 1999; Ferring & Filipp,
1995), the age-related effects are small and the findings are
not consistent (e.g., Lawton et al., 1993). Overall, the empir-
ical evidence suggests stability rather than decline in subjec-
tive well-being in old age.

This phenomenon—average stability of subjective indica-
tors of well-being in a life phase when people are confronted
with loss and decline in both external and internal resources—
has been labeled a paradox (e.g., Brandtstädter & Greve,
1994; Staudinger, Marsiske, & Baltes, 1995) and has called
for explanations. Labeling this finding a paradox reflects the
assumption that age-related losses are detrimental to a per-
son’s well-being; yet research on subjective well-being shows
that the presence or absence of favorable living conditions
such as wealth or health does not have a strong or long-lasting
impact on people’s subjective well-being (see Diener et al.,
1999, for a comprehensive review of the literature).

One of the explanations for this counterintuitive finding is
that it is change in living conditions rather than their absolute
quality that affects a person’s well-being (Hobfoll, 2001).
According to models of hedonic adaptation (e.g., Frederick &
Loewenstein, 1999), persons emotionally adapt very quickly
to changes in their lives by setting new standards. Even when
drastic changes in living conditions occur, such as winning a
lottery or encountering an accident causing paraplegia, indi-
viduals seem to adapt astonishingly fast when subjective
well-being is used as a criterion (Brickman, Coates, & Janoff-
Bulman, 1978).

Consequently, there is no reason to expect that the losses
occurring in old age should have a long-term negative effect
on older persons’subjective well-being (Carstensen & Freund,
1994). Overall, then, subjective well-being does not appear to
be a sufficient criterion signaling successful aging. Newer
conceptualizations, therefore, go beyond a single-criterion ap-
proach and propose multiple criteria to define successful
aging. In the subsequent section, we review the most promi-
nent of these multiple-criteria definitions.

Beyond Well-Being: Other Criteria for
Successful Aging

One of the recent attempts to take a more comprehensive
approach to characterizing well-being is Ryff’s (1989, 1995)
model of positive psychological functioning. Ryff differenti-
ates between six dimensions of positive psychological func-
tioning: autonomy, environmental mastery, personal growth,
positive relations, purpose in life, and self-acceptance. Ryff’s
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model is partly based on subjective conceptions of positive
functioning in middle-aged and older adults. Ryff (1989)
found that older adults define fulfillment not primarily in
terms of positive emotions, but rather as a sense of accom-
plishment, enjoyment of life, and caring for others.

Ryff’s approach to defining positive psychological func-
tioning, although it is more comprehensive than focusing ex-
clusively on emotional well-being and life satisfaction, is
also a subjective approach because it exclusively relies on
older persons’ self-reports. Going even further, P. B. Baltes
and Baltes (1990) argued for integrating objective (i.e., ob-
servable) and subjective (i.e., self-reported) criteria for defin-
ing successful aging. They provided a list of objective and
subjective criteria that are most often considered in the liter-
ature on successful aging: longevity, physical and mental
health, cognitive functioning, social competence, productiv-
ity, perceived personal control, and life satisfaction. Accord-
ing to P. B. Baltes and Baltes (1990), integrating objective
and subjective criteria is important because on the one hand,
considering exclusively subjective criteria (such as self-
reported well-being) might lead to a neglect of optimizing
environmental conditions that support successful aging. A
prescriptive definition specifying exclusively objective crite-
ria for successful aging, on the other hand, is based on the sci-
entific community’s specific value system, which might not
be shared by the elderly person. Should an elderly person
who encounters health-related problems—as elaborated pre-
viously, an almost normative event in old and very old age
(e.g., Manton, 1990)—not be considered as aging success-
fully even if happy and satisfied with his or her life?

Addressing the high prevalence of health-related prob-
lems in old age, Rowe and Kahn (1987, 1998) distinguished
between successful aging and usual aging. Usual aging refers
to being able to function well but also being at risk for disease
or disability. Successful aging, on the other hand, denotes
“the ability to maintain three key behaviors or characteristics:

(i) low risk of disease and disease-related disability;

(ii) high mental and physical function; and

(iii) active engagement with life” (Rowe & Kahn, 1998;
p. 38).

Rowe and Kahn pointed out that only the combination of
these three characteristics represents successful aging. Riley
(1998) criticized this approach by arguing that it neglects
social structures as an important aspect supporting successful
aging: “Successful aging involves the interplay between lives
and the complementary dynamic of structural change . . .
What Drs. Rowe and Kahn neglect is the dependence of
successful aging upon structural opportunities in schools,

offices, nursing homes, families, communities, social net-
works, and society at large” (p. 151).

Similar criticism was raised against early conceptions of
successful aging by Havighurst (1963; Havighurst &Albrecht,
1953), who defined successful aging as the adaptation to the
specific conditions of old age. Thomae (1976), for instance,
stressed the role of the environment when he conceptu-
alized successful aging as the balance between an individual’s
needs and competence and the demands of the environment.

The previously discussed approaches do not pay attention
to the proactive and agentic role of the older person in inter-
acting with his or her environment. According to Lawton
(1989), a person does not simply passively adapt to environ-
mental conditions, but rather proactively shapes his or her en-
vironment. Proactive choices (such as moving to planned
housing) can have long-term consequences on how well the
environment fits personal demands. One of the consequences
of a good person-environment fit, according to Lawton, is
subjective well-being and life satisfaction. Accordingly,
Lawton (1983) proposed to define “the good life” (or in a
gerontological context, successful aging) along four indepen-
dent dimensions, including both subjective and objective
criteria in different life domains:

1. Perceived life quality (subjective satisfaction with various
life domains such as family, friends, housing, etc.).

2. Psychological well-being (happiness, optimism, congru-
ence between desired and attained goals).

3. Behavioral competence (health, motor behavior, cognition).

4. Objective environment (income, living conditions, etc.).

Several aspects in this definition of successful aging are
worth pointing out. Note first that perceived life quality is not
conceptualized as a global evaluation of one’s life as a whole
but rather as a multifaceted concept comprising satisfaction
with various life domains. As has been shown, for instance,
by Diener (1999), global life satisfaction is not simply the av-
erage of one’s satisfaction with different life domains. Global
life satisfaction seems to be more of a holistic impression of
how well one is doing (maybe taking the current mood as an
indicator, as suggested by Schwarz and Strack, 1999) than it
is the result of a computation of an aggregate score across
several life domains. To propose satisfaction with specific
life domains as indicators of successful aging is particularly
useful if one is interested in how well an aging person is
doing in a specific life domain. 

Second, note that psychological well-being in Lawton’s
sense is a concept broader than emotional well-being. It
includes not only positive emotions (happiness), but also
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optimism—that is to say, “the global expectation that good
things will be plentiful in the future and bad things, scarce”
(Peterson, 2000, p. 47). Optimism has been repeatedly shown
to be positively associated with a number of variables such as
positive emotions, high performance, and health (see Peterson,
2000, for an overview). According to Seligman (1991), opti-
mism is a generalized expectancy of the controllability of out-
comes. Feeling in control of events might lead elderly persons
to actually take more control over their lives and proactively
shape their environments in a way that matches their needs. In
this way, one might say that optimism is a factor contributing
to processes promoting successful aging rather than a criterion
for defining successful aging.

Third, note that—as in the definition of Rowe and Kahn—
health is one of the criteria that Lawton lists for identifying
successful aging. Because Lawton, however, considers the
interaction of a person with his or her environment as crucial
for determining successful aging, impaired or sick older per-
sons nevertheless have the potential to age well. Even sick or
impaired older persons can successfully interact with their
environment by modifying their environment, their activities,
or both (i.e., environmental proactivity), thereby enhancing
the person-environment fit. Lawton introduces the notion of
“control centers,” denoting that disabled older persons may
maintain a sense of control by creating an immediate envi-
ronment in which they can maximize stimulation, knowl-
edge, and security (e.g., by locating a chair in the living room
from which they can oversee the street, reach for medicine
and books, and keep in contact with the outside by telephone,
radio, and TV (Lawton, 1985). In this way, although listing
criteria that might imply a static view on successful aging,
Lawton’s model of successful aging represents a perspective
that focuses on the person-environment interaction. 

Taking a similar approach, M. M. Baltes and Carstensen
(1996) suggested addressing the problem of defining success-
ful aging by going away from a criteria-oriented approach
(which implies the assessment of an end state) to a process-
oriented approach. Focusing, for instance, on the achieve-
ment of long-term goals as a criterion for successful aging as
proposed by Lawton, might neglect to consider that goals—
whether they will be achieved or not—have a positive func-
tion for individuals by organizing and guiding behavior over
time and across situations (e.g., Emmons, 1996) and by giv-
ing life a purpose (e.g., Klinger, 1977). Because of their func-
tion to organize behavior and to contribute to a sense of
purpose in life, the very process of having and pursuing per-
sonal goals can be viewed as one aspect of successful aging,
regardless of the actual achievement of the respective goals. 

This perspective adds a new dimension in defining criteria
for successful aging—namely, the dimension of a static

versus a dynamic approach. According to M. M. Baltes and
Carstensen, it is important to assess not only whether an
elderly person has achieved positive outcomes (e.g., health,
good living conditions, personal goals) but also whether the
ongoing process of getting there is one that maximizes gains
and minimizes losses—that is, the gains associated with
achieving desired outcomes have to be balanced with the
costs associated with the outcomes’ attainment (Freund, Li,
& Baltes, 1999). Thus, the concept of successful develop-
ment does not denote a specific end point or state that can be
reached but has to take the process of how people achieve
desirable states into account. If meeting a certain criterion
(e.g., financial security) can only be achieved at high costs
(e.g., suffering a number of years in an unfulfilling, boring
job), this way of goal pursuit cannot be regarded as being
successful (Freund et al., 1999).

A dynamic approach to successful aging also points to an-
other difficult question that has not yet been resolved in the
literature—namely, the time window one should best con-
sider when evaluating how successfully an individual is
aging. Usually, snapshots of living conditions and well-being
of older persons are taken with one-time assessments (cf.
Diener et al., 1999). According to a static view on successful
aging, such snapshots are sufficient to determine how well
older people are doing and what the relationship between
living conditions and subjective well-being in older people is
at a given point in time. According to a dynamic view on suc-
cessful aging, however, only multiple assessments in various
life domains over time can reveal whether a person interacts
with his or her environment in a manner that promotes suc-
cessful aging in the long run (Freund et al., 1999). For in-
stance, drinking a bottle of wine might help one to relax and
feel good in the short run. If continued daily over years, how-
ever, the costs of such drinking behavior for physical and
mental health are likely to outweigh the short-term gains.

On a very abstract and general level, successful aging can
be defined as the simultaneous maximization of gains and
minimization of losses. When it comes to differentiating con-
crete criteria indicating how well a person is aging, however,
no generally accepted definition is available. As Pulkkinen
(2000, p. 278) stated, “successful development is not uniform
but polyform.” Because successful development can take
many different expressions, it seems more appropriate to spec-
ify criteria depending on the specific research question at hand
than to propose a single—necessarily abstract—definition of
successful aging. These specific criteria can vary along several
dimensions such as objective versus subjective, short-term
versus long-term, domain-specific versus general, and static
versus dynamic. In Table 25.1, we have summarized these
dimensions of criteria for successful aging, giving examples
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for two life domains that are frequently considered as central
to successful aging—namely, well-being and health.

PROCESSES RELATED TO SUCCESSFUL AGING

An alternative route to studying successful aging is to shift
the focus away from attempting to define criteria as end
points of successful aging to identifying processes of devel-
opmental regulation in old age. Although such a process-
oriented approach does not resolve the question of criteria of
successful aging, it redirects the attention to the psychologi-
cally interesting question of which developmental processes
are central in the interaction of an aging person with his or
her environment (M. M. Baltes & Carstensen, 1996). This
approach is in line with E. Kahana and B. Kahana’s (1996,
p. 25) observation: “The conceptual framework of success-
ful aging is based on the assumption that the aged face
unique stresses and challenges. Successful aging requires
preventive actions that help delay or minimize normative
stresses of aging prior to their occurrence. It also calls for
effective corrective actions after older adults encounter nor-
mative stresses.” The central question, then, is what
processes are involved in minimizing the “normative
stresses of aging.” This question lies at the heart of different
models of developmental regulation in old age that we dis-
cuss next.

We begin by giving some historical background in the
form of two models that inspired a lot of theoretical and
empirical research activity—namely disengagement theory
(Cumming & Henry, 1961) and activity theory (e.g.,
Maddox, 1963). The debate over whether disengagement is
the central process promoting successful aging or whether

only those who continue to be actively involved in life are to
be considered successfully aging has been largely resolved in
newer models (discussed in more detail later in this section),
such as socioemotional selectivity theory by Carstensen and
colleagues (e.g., 1993, 1995; Carstensen, Isaacowitz, &
Charles, 1999).

Successful aging does not appear to be a question of either
engagement or disengagement; rather, it is a question of
specifying the conditions under which disengagement is
more adaptive and the conditions under which activity pro-
motes successful aging. We review three models addressing
this question: First, we present a metamodel of successful
aging—the model of selection, optimization, and compensa-
tion by P. B. Baltes, M. M. Baltes, and colleagues (SOC; e.g.,
M. M. Baltes & Carstensen, 1996, 1998; P. B. Baltes &
Baltes, 1990; P. B. Baltes, 1997; Freund & Baltes, 2000;
Freund et al., 1999; Marsiske, Lang, Baltes, & Baltes, 1995).
Then we present two models of successful aging that center
around the notion of control—namely, the model of primary
and secondary control by Heckhausen and Schulz (e.g.,
1995) and the model of assimilative and accommodative cop-
ing by Brandtstädter and colleagues (e.g., Brandtstädter &
Greve, 1994; Brandtstädter & Renner, 1990).

Despite differences among these models, they converge in
emphasizing the central role of motivational processes for
successful aging. Based on the assumption that a person can
take an active part in shaping his or her own development,
personal goals (i.e., future states a person desires to attain or
wishes to avoid) are seen as playing an important role in a
person’s aging process. Personal goals motivate and organize
behavior over time and across situations, giving directional-
ity to development. For instance, a person who pursues pri-
marily achievement-related goals might put many hours into
practicing golf in order to improve his or her handicap,
whereas a person who places more emphasis on affiliation-
related goals might try to spend as much time as possible
with his or her friends and family.

Personal goals also serve as a standard of comparison,
determining how well a person feels he or she is doing (e.g.,
Carver & Scheier, 1995). In this sense, the level of aspiration
is also associated with subjective well-being—a fact that
should be of particular relevance to aging when the likeli-
hood of being confronted with unobtainable or permanently
blocked goals is increased. Here, as particularly Brandtstädter
and Greve (1994) and Schulz and Heckhausen (1996) argue,
adjustment of goal standards should help to protect older
persons’ well-being. However, as we elaborate in the follow-
ing discussion, the SOC model, the model of primary and
secondary control, and the model of assimilative and accom-
modative coping do not focus exclusively on how older

TABLE 25.1 Central Dimensions of Criteria for Successful Aging:
Examples From Two Domains of Functioning Considered Important
for Successful Aging 

Domains of Functioning

Dimensions Well-Being Health

Objective Household income. Number of medical diagnoses.
Subjective Satisfaction with financial Subjective physical health.

situation.

Short-term Last week’s happiness. Recovery from hip surgery.
Long-term Meaning in life. Progression of multiple 

sclerosis.

General Life satisfaction. General functional capacity.
Specific Marital satisfaction. Blood pressure.

Static One-time assessment Health status at a given 
of life satisfaction. point in time.

Dynamic Change in life satisfaction Healthy lifestyle (e.g.,
over time. exercising, balanced diet).
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people deal with losses; they also take the continued pos-
sibilities for growth and gains into account (Carstensen &
Freund, 1994).

Successful Aging: A Matter of Disengagement or
Continued Activity?

For a long time, the investigation of processes related to suc-
cessful aging was dominated by two opposed conceptions:
disengagement theory (Cumming & Henry, 1961) and
activity theory (e.g., Lemon, Bengtson, & Peterson, 1971;
Maddox, 1963, 1965, 1985). 

Disengagement theory posits that the psychological
energy of a person declines with age. Coinciding with a de-
crease in social roles in old age (e.g., because of retirement)
and the anticipation of one’s death, the diminished energy was
assumed to lead to a change in orientation away from activity
towards preoccupation with inner aspects of oneself, life re-
view, and one’s death (Cumming & Henry, 1961). According
to disengagement theory, the most important task of old age is
to disengage from involvement with society and to orient
oneself towards inner aspects of the self, accepting age-
related changes and the impending death. As Cumming and
Henry (1961, p. 226) put it, “the apprehension of death as a
not-so-distant goal may be a time of redefinition of the self as
less bound to the surrounding network of interaction. The
anticipation of being apart from those nearby may accelerate
withdrawal of cathexis from them, and hasten the turning of
all cathexis inward—to the self for its own sake and the past
for its memories.”

Disengagement theory has been criticized primarily for
two reasons. First, interindividual differences in the level of
activity that are apparent in middle adulthood continue to
be present in old age. Disengagement can therefore not be
viewed as a universal process of old age (e.g., Reichard,
Livson & Peterson, 1962). Second, the loss of social roles
(e.g., professional occupation) can be substituted by other ac-
tivities (e.g., volunteer work) and hence does not inevitably
lead to a decreased level of activity (e.g., Atchley, 1982).

In contrast to disengagement theory, activity theory posits
that the maintenance of social roles and activities is crucial
for successful aging. According to activity theory, the loss of
social roles in old age threatens the self-definition of older
people and leads to a loss of orientation and guidance for be-
havior in everyday life (Blau, 1981; Lemon et al., 1971;
Maddox, 1963, 1965, 1985; Rosow, 1973). Hence, activity
theory views the maintenance of self-defining roles through
active involvement in life as one of the central processes of
successful aging.

Taking a similar view, Rowe and Kahn (1998, p. 40)
stressed the role of active engagement when elaborating on
the difference between (merely) usual and (outstanding) suc-
cessful aging: “Successful aging goes beyond potential; it
involves activity, which we have labeled ‘engagement with
life.’Active engagement with life takes many forms, but suc-
cessful aging is most concerned with two—relationships with
other people, and behavior that is productive.”

One of the more recent theories dealing with the phenome-
non of reduced social contacts in old age—a phenomenon
that disengagement theory claims is a sign of withdrawal from
society towards life review and preparation for death, and
that activity theory views as problematic for the elderly—is
socioemotional selectivity theory (SST) by Carstensen and
her colleagues (e.g., 1993, 1995; Carstensen, Isaacowitz, &
Charles, 1999). Similar to disengagement theory, SST posits
that reduced social contacts in old age are due to a limited time
perspective—that is, due to the fact that older people tend to
perceive their remaining time to death as relatively limited. In
contrast to disengagement theory, however, SST postulates
that the reduced network size does not result primarily from a
deliberate withdrawal from society, but rather from the spe-
cific motivation for particular types of social relations in
situations in which time perspectives are limited.

According to SST, there are two primary motivations for
social interactions—emotion regulation and knowledge ac-
quisition. Emotion regulation is best achieved with familiar
and close social partners. Knowledge acquisition, on the
other hand, often requires one to meet and interact with new
people or with people who are emotionally not very close
(namely, those who have or can give access to desired knowl-
edge). The basic tenet of SST is that the perceived time ex-
pansion determines the relative importance of these two basic
motivations for social interaction. An extended future time
perspective is more strongly associated with knowledge-
related goals for social interactions. A limited time perspec-
tive, in contrast, brings about a stronger presence-orientation
involving goals related to feeling states, emotional meaning,
and satisfaction. Emotional meaning and satisfaction as well
as emotion regulation are more easily established with famil-
iar and close social partners than with unfamiliar or less
important persons. 

According to SST, the driving force behind reducing the
number of social partners in old age, therefore, is a predomi-
nance of the motivation for emotion regulation over knowl-
edge acquisition because of the older adults’ limited future
time perspective. Older persons choose to be with a smaller
circle of familiar social partners with whom they can have
emotionally meaningful interactions. The decline in the
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number of social partners in old age, accordingly, does not
result from withdrawing from social goals but instead reflects
a stronger focus on emotion regulation.

Several empirical studies have demonstrated that the re-
duction of social network size in old age is primarily due to
focusing on the closest social partners such as family and
confidants (e.g., Field & Minkler, 1988; Lang & Carstensen,
1994; Lang, Staudinger, & Carstensen, 1998). The change in
the ranking of knowledge-related and emotional goals in so-
cial relations, however, is only related to age, caused by age.
When younger people are faced with time limitations and
when future social opportunities are perceived as con-
strained, the salience of emotion goals also increases; this has
been shown in studies in which younger adults were asked to
imagine a limited future and older adults were asked to imag-
ine an expansive future (e.g., Fredrickson & Carstensen,
1990), as well as in field studies with younger samples who
actually experienced a very limited future time expansion,
such as HIV-infected persons (Carstensen & Fredrickson,
1998) or residents of Hong Kong 2 months before the city
would be handed over to the People’s Republic of China
(Fung, Carstensen, & Lutz, 1999).

SST suggests that there is no universal process of contin-
ued activity or disengagement in old age, but that it is per-
ceived time expansion that best explains whether older
people prefer to focus on close, familiar social partners or are
motivated to gain knowledge through knowledgeable novel
social partners. This view is also consistent with the finding
that activity level per se does not seem to be related to well-
being and life satisfaction in old age. An early study by
Havighurst, Neugarten, and Tobin (1968) suggests that in-
terindividual differences in personality styles might moderate
the relationship between activity and well-being. Similarly,
results from the Bonn Longitudinal Study (BOLSA) show
that the relationship between level of activity and well-being
depends on the specific life domains or role contents under
study (Thomae, 1987). Taken together, these results suggest
that depending on personality, lifestyle, and life domain, high
or low levels of activity can be associated with well-being in
old age.

Another factor determining the relationship between
activity and well-being might be how much control a person
has over whether to engage in an activity. Whereas disen-
gagement theory seems to imply that role losses are in-
evitable in old age, activity theory works on the assumption
that older people have control over finding alternative activi-
ties in which to engage. Two important theories of successful
development and aging center around the notion of control:
the theory of primary and secondary control by Heckhausen

and Schulz (1995) and the model of assimilative and accom-
modative coping by Brandtstädter and his colleagues
(Brandtstädter & Greve, 1994; Brandtstädter & Renner,
1990; Brandtstädter & Wentura, 1995). Both models sug-
gest that under conditions of reduced controllability—such
as those that occur in old age because of health-related re-
ductions in functional capacity and activity radius (Manton,
1990; Krauss Whitbourne, 1985)—disengagement from
rather than persistence in the pursuit of desired activities pro-
motes well-being. These two models are discussed in more
detail later in this chapter. First, however, we present a
metatheoretical framework of successful development—the
model of selection, optimization, and compensation (SOC),
which was first formulated by P. B. Baltes and Baltes (1980,
1990).

Selection, Optimization, and Compensation (SOC):
A Metamodel of Successful Aging

The model of selection, optimization, and compensation
(SOC) provides a general framework for conceptualizing
processes of successful aging (P. B. Baltes & Baltes, 1990).
The SOC model is based on the assumption that through-
out the lifespan, individuals continually seek to successfully
manage their lives through the orchestration of three processes
of developmental regulation: selection, optimization, and
compensation.

As a metamodel, the SOC theory (M. M. Baltes, 1987; M.
M. Baltes & Carstensen, 1996, 1998; M. M. Baltes & Lang,
1997; P. B. Baltes, 1997; P. B. Baltes, & Baltes, 1990; P. B.
Baltes, Dittmann-Kohli, & Dixon, 1984; Freund & Baltes,
1998, 2000; Lerner, Freund, DeStefanis, & Habermas, 2001;
Marsiske et al., 1995; Wiese, Freund, & Baltes, 2000) repre-
sents a framework for the understanding of developmental
continuity and change across different periods of the life span
(e.g., early and late adulthood), across different levels of
analysis (e.g., individual, group), and across different do-
mains of functioning (e.g., social, cognitive, physical). 

Selection, optimization, and compensation, which we de-
fine in more detail later in this section, are proposed to be
universal processes of developmental regulation that can
vary greatly in their phenotypic expression, depending on the
sociohistorical and cultural context, the domain of function-
ing, and the unit of analysis at hand (P. B. Baltes, 1997). The
SOC model in its general formulation therefore does not des-
ignate any specific content or mechanisms to its proposed de-
velopmental regulatory principles. In this sense, the model
represents a relativistic heuristic framework. In order to un-
derstand specific manifestations of the SOC processes in
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particular developmental domains, it is necessary to specify
the SOC processes by linking the metamodel with more spe-
cific theories pertaining to the phenomena of interest.

Taking an action-theoretical approach (e.g., Brandtstädter,
1999), one such content-driven specification of the SOC
model conceptualizes expressions of selection, optimization,
and compensation in the context of goal-related action
(Freund & Baltes, 2000; Freund et al., 1999). This approach
integrates motivational processes into a life-span perspective
by considering processes of goal setting and goal pursuit
within a long-term temporal perspective. In our discussion of
the processes of selection, optimization, and compensation
in this section, we use this action-theoretical specification of
the model to illustrate specific expressions of the general-
purpose processes in the domain of personal goals.

Selection

Throughout the life span, biological, social, and individual
opportunities and constraints both provide and delimit the
variety of developmental pathways a person can potentially
take. The number of those options, however, is usually larger
than the amount of resources available to the individual.
Selection—that is, focusing one’s resources on a subset of
potentially available options—thus functions as a precondi-
tion for canalization and developmental specialization. One
of the central functions of selection is to efficiently utilize the
limited amount of available resources. In old and very old
age, when resources become more constrained, selection
should hence be of particular importance. Consistent with
this view, Staudinger and Freund (1998) found that selecting
few life domains on which to focus was particularly adaptive
for older people with highly constrained resources.

In an action-theoretical framework, selection can be de-
fined as developing, elaborating, and committing oneself to
personal goals. On this level of analysis, selection directs
development because personal goals guide and organize
behavior across situations and time (e.g., Emmons, 1996).
Successful goal selection requires developing and setting
goals in domains for which resources are available or can be
acquired and in domains that match a person’s needs and envi-
ronmental demands (Freund, 1997; Heckhausen, 1999).

The SOC model distinguishes between two kinds of selec-
tion, elective selection and loss-based selection. Both aspects
of selection differ in their specific developmental regulatory
function. Elective selection denotes the delineation of goals
in order to advance the match of a person’s needs and mo-
tives with the given or attainable resources and opportunity
structures. It aims at achieving higher levels of functioning.

In contrast, loss-based selection occurs as a response to
losses in previously available goal-relevant means threaten-
ing the maintenance of a goal. Loss-based selection involves
changes in goals or the goal system, such as reconstructing
one’s goal hierarchy by focusing on the most important
goal(s), adapting standards, or substituting for goals that are
no longer achievable (see also our discussion of assimilative
coping, Brandtstädter & Wentura, 1995, and our discussion
of compensatory secondary control, Heckhausen, 1999). The
SOC model posits that loss-based selection is an important
process of life mastery. Throughout the life span, individuals
encounter losses in goal-relevant resources affecting their
positive functioning. Loss-based selection allows focusing or
redirecting resources adaptively when other means for the
maintenance of positive functioning substituting the loss
(compensation) are either not available or would be invested
at the expense of other, more promising goals (M. M. Baltes,
1996; Heckhausen, 1999).

Selection promotes positive development in a number of
ways. To hold and feel committed to goals contributes to feel-
ing that one’s life has a purpose, thereby giving meaning to
life (e.g., Klinger, 1977; Little, 1989). Furthermore, goals
organize behavior into action sequences. They reduce the
complexity of any given situation as they guide attention
and behavior. In other words, goals can also be seen as
chronically available decision rules (implemental mind-set;
Gollwitzer, 1996) for directing attention and behavior to
those of the numerous stimuli and behavioral options in a
given situation that are goal-relevant. In this sense, goals help
one to efficiently interact with one’s environment. Instead of
deliberating about all of the possible alternatives one has in
any given situation, people scan their environment for possi-
bilities to pursue their goals. 

Goals do not necessarily need to be conscious in order to
function as guides for attention and behavior. According to
the auto-motive model by Bargh and Gollwitzer (1994), the
repeated activation of a goal in a certain situation leads to an
association of the respective goal and situational cues. Such
situational features can then automatically trigger a goal and
activate goal-relevant actions. In this sense, goals that are
very frequently and consistently activated can initiate and
guide behavior particularly efficiently.

Optimization

Whereas selection is the first step towards positive function-
ing, the SOC model posits that for achieving desired out-
comes in selected domains, it is crucial to acquire, apply, and
refine goal-relevant means, a process that is referred to as
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optimization. Which means are best suited for achieving one’s
goals varies according to the specific goal domain (e.g.,
achievement vs. social domain), personal characteristics
(e.g., gender), and the sociocultural context (e.g., institutional
support systems). It is possible, however, to identify a number
of general processes involved in the acquisition, application,
and refinement of goal-relevant means (see P. B. Baltes, 1997;
Freund & Baltes, 2000; Freund et al., 1999). Later in this
section, we briefly discuss some prototypical instances.

On the most general level, some sort of monitoring of the
discrepancy between the actual and the desired state (goal)
needs to take place (Carver & Scheier, 1995; Miller, Galanter,
& Pribram, 1960). This continuous monitoring, which might
occur outside of conscious awareness (Wegner, 1992), allows
a constant adaptation of goal-related action. Progress toward
the goal motivates the continuation of the invested goal-
relevant means, whereas lack of progress or even an increase
in the distance to the goal indicates that other means might be
better suited for achieving the respective goal.

Another example for a general process related to opti-
mization is the delay of immediate gratification for the sake
of a more long-term payoff (e.g., Mischel, 1996). Long-term
goals often require investing resources without immediate
gains. Not giving in to temptations that offer short-term grat-
ifications is thus a precondition for the persistent pursuit of a
goal over an extended period of time.

One of the most important general processes of optimiza-
tion is practice. As has been shown in the expertise literature,
deliberate practice is a key factor for acquiring new skills
and reaching peak performance (Ericsson, 1996). Repeated
practice leads to the refinement of skill components, to their
integration and automatization that thereby become less
resource-demanding, and to free resources that can be devoted
to other goal-related means. Although the role of practice
might be most obvious in domains with a clear achievement
aspect such as academic achievement, sports, or music
(Ericsson, 1996), practice may also be important in domains
with less clearly defined skills and success criteria, such as
interpersonal relationships.

In old age, optimization continues to be of great importance
for life management because engaging in growth-related goals
generally has positive regulative functions. A number of stud-
ies with younger adults (e.g., Coats, Janoff-Bulman, &Alpert,
1996; Elliot & Church, 1997; Elliot & Sheldon, 1997; Elliot,
Sheldon, & Church, 1997; Emmons, 1996) have shown that
trying to achieve gain- or growth-oriented goals (optimiza-
tion) is associated with a higher degree of self-efficacy and
leads to positive emotions and well-being, whereas trying to
avoid losses and functional decline is related to negative emo-

tions and distress. In old age, when losses are prevalent and
expected, it might be of particular importance for promoting
well-being and a sense of self-efficacy to sustain growth- or
gain-related goals and not to focus only on losses. In fact, data
from the Berlin Aging Study support the positive function of
optimization in old age: Older people who reported to engage
in optimization also reported more positive emotions and
higher satisfaction with aging (Freund & Baltes, 1998).

Compensation

How do older people manage to maintain positive function-
ing in the face of health-related constraints and other losses in
plasticity and reserve capacity that we discussed in the first
part of this chapter? One relevant strategy for the regulation
of losses has already been mentioned—loss-based selec-
tion. This strategy denotes the restructuring of one’s goal
system—for example, by giving up unattainable goals and
developing new ones. Even in the face of losses, however,
when losses are not too pervasive, goals can often be main-
tained by using alternative means. This process is referred to
as compensation.

Compensation denotes the acquisition and use of means to
counteract loss or decline in goal-related means. Typical
instances are the substitution of previously available goal-
relevant means by acquiring new or activating unused internal
or external resources (Bäckman & Dixon, 1992; Carstensen,
Hanson, & Freund, 1995; Marsiske et al., 1995). As we dis-
cussed in the context of optimization, which means are best
suited for maintaining a given level of functioning in the face
of loss or decline depends on the domain of functioning. Once
again, such aspects of self-regulation as delay of gratification,
control beliefs, and practice generally play an important role
in the acquisition and investment of compensatory means. In
contrast to optimization, compensation aims at counteracting
or avoiding losses rather than at approaching positive states.
Because of the losses associated with increasing age, aging
individuals have to allocate more and more of their resources
into the maintenance of functioning and the resilience against
losses rather than into processes of growth (Staudinger et al.,
1995). The negative effects of avoidance goals for younger
age groups that were mentioned above (e.g., Coats et al.,
1996; Elliot, & Church, 1997; Emmons, 1996) might be less
pronounced or even absent in old age, when a focus on main-
tenance might be experienced as something positive (Freund
& Baltes, 2000; Heckhausen, 1999). Again, data from the
Berlin Aging Study (Freund & Baltes, 1998) support the pos-
itive effect of compensation, showing that self-reported
compensation was associated with subjective indicators of
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successful aging (i.e., emotional well-being, satisfaction with
aging, and life satisfaction).

SOC and Age

Although selection, optimization, and compensation are con-
ceptualized as general processes of developmental regulation
that function throughout the life span, these processes also
undergo developmental changes. Regarding old age, two pre-
dictions seem plausible (Freund & Baltes, 2000): On the one
hand, older adults might become better at the use of SOC
strategies because of their increasing life experience. On the
other hand, the use of SOC strategies itself is resource depen-
dent and effortful. As the resources available to older persons
decrease, the engagement in SOC-related behaviors might
become more difficult. In old age, SOC-related behaviors
might therefore decline. Consistent with the latter argument,
cross-sectional data revealed a decrease in self-reported SOC
with increasing age (Freund & Baltes, 1998, 2000). Despite
such a decline in self-reported SOC behaviors, however,
selection, optimization, and compensation continued to have
positive associations to well-being (Freund & Baltes, 1998,
1999, 2000) and to everyday functioning (M. M. Baltes &
Lang, 1997) well into old age. 

In sum, the SOC model conceptualizes successful aging as
the interplay of three processes:

• Developing, elaborating, and committing to those goals of
functioning that promote a fit between personal needs
or preferences, environmental, societal, or biological de-
mands and actual or acquirable resources (selection). In
old age, when an individual is confronted with changes in
personal needs or preferences, demands, and resources,
selection of goals in which all three of these factors
converge should be of particular importance for positive
functioning.

• Acquiring, refining, and investing (internal or external)
resources into the pursuit of the selected goals (optimiza-
tion). To promote gains and growth in old age—a life
phase in which developmental losses outweigh develop-
mental gains—it is important to acquire new or activate
previously unused goal-relevant external or internal
means (e.g., social support). 

• Acquiring and investing resources into selected domains
of functioning in order to counteract losses of previously
available goal-relevant means (compensation). Given the
inevitable losses of old age, an important facet of success-
ful aging is the management of losses and the maintenance
of functioning. Because compensatory efforts also require
resources, careful selection of goals on which to focus in

the face of loss (i.e., loss-based selection) is essential for
successful aging.

In the following discussion, we present two models of
successful aging that are compatible with the SOC meta-
model but that put a particular emphasis on the controllabil-
ity of events: the model of primary and secondary control by
Heckhausen and Schulz (1995) and the model of assimilative
and accommodative coping by Brandtstädter and colleagues
(e.g., Brandtstädter & Renner, 1990).

The Model of Optimization in Primary
and Secondary Control (OPS)

Converging with the SOC model, the model of optimiza-
tion in primary and secondary control (OPS model) by
Heckhausen and Schulz stresses the importance of selectivity
and compensation for developmental regulation and success-
ful aging (Heckhausen, 1999; Heckhausen & Schulz, 1995,
1999; Schulz, 1986; Schulz & Heckhausen, 1996). Unlike the
developers of the SOC model, Heckhausen and Schulz
(1998, pp. 55–56) “conceptualize optimization as a higher
order regulatory process” that balances and maintains selec-
tivity and compensation. In the OPS model, selectivity
denotes the focused investment of resources into selected
goals, whereas compensation refers to strategies helping to
attain a selected goal when internal resources are insufficient
or when faced with failure or losses. 

Heckhausen and Schulz propose that the challenges of life
can be mastered by jointly employing two modes of control:
primary and secondary control. According to their model, hu-
mans have an innate need to control their world. The primary
way to achieve control is by employing instrumental efforts
to modify the environment according to one’s goals (i.e.,
primary control). If such control strategies directed at the
external world are not available or if they fail, an internal
focus on changing one’s goals and standards or engaging in
self-protective attributions or social comparisons takes over
(i.e., secondary control). The main function of secondary
control is to focus and protect motivational resources for pri-
mary control. In general, Heckhausen and Schulz propose
that the maximization of primary control potential is the
criterion of adaptive functioning across the life span. This is
particularly difficult in old age, when losses become more
prominent and less controllable, thereby depleting the poten-
tial for primary control (Schulz, 1986). Thus, in old age,
secondary control strategies should gain more and more in
importance for successful developmental regulation. 

Heckhausen and Schulz distinguish two forms of primary
and secondary control strategies—namely selective and
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compensatory forms. Selective primary control denotes
actions that are directly aimed at goal achievement, such as in-
vesting time, effort, and skills into the pursuit of goals. Com-
pensatory primary control—that is, the investment of external
resources (e.g., help of others) or the acquisition of alternative
resources takes place when available internal resources are
not sufficient for achieving one’s goals. This process is partic-
ularly important in old age when internal resources are subject
to decline and losses. Selective secondary control refers to
enhanced selectivity of resource investment into already
existing goals through motivational processes such as enhanc-
ing commitment to a given goal. Finally, compensatory sec-
ondary control buffers negative effects of failure in primary
control strivings through cognitive reframing of goals, such as
decreasing the desirability of unobtainable goals or favorable
social comparisons. These strategies—again of particular
importance in old age when resource-intensive goals might
become increasingly difficult to achieve due to loss and
decline in relevant resources—should contribute to the long-
term primary control potential because they work against the
negative motivational effects of failure experience and con-
tribute to the maintenance of self-efficacy and well-being.

According to Heckhausen and Schulz, none of these four
types of control strategies alone is sufficient to bring about suc-
cessful development. Instead, the four types of control have to
be orchestrated according to the opportunity structure and con-
straints of an individual’s developmental ecology. For instance,
Wrosch and Heckhausen (1999) showed that control strategies
differ systematically between younger and older adults who
encounter the same situation—namely, separation or divorce
from a long-term partner. Based on demographic data, they as-
sumed that these two age groups differ in their opportunities for
finding a new partner, such that younger adults have much bet-
ter chances than do older adults. In accordance with proposi-
tions of the OPS model, younger separated adults reported
more primary control strivings for attaining partnership goals,
whereas older separated adults reported higher levels of goal
deactivation (compensatory secondary control). Moreover,
Wrosch and Heckhausen could show that goal disengagement
was positively related to change in positive affect over time in
older adults but negatively related in younger adults.

With regard to aging, Heckhausen, Schulz, and Wrosch
(1998) found that in general, endorsement of control strategies
increases from young to old adulthood. The one exception to
this age pattern pertained to compensatory secondary control,
which was reported least in all age groups. The authors inter-
preted this finding as supporting their notion of the primacy of
primary control. Moreover, they concluded that “overall, with
increasing age adults appear to know about, appreciate, and
maybe rely more on strategies of developmental regulation”

(Heckhausen & Schulz, 1998, p. 70). All four types of control
strategies were shown to be positively related to self-esteem,
which further supports the importance of primary and sec-
ondary control strategies for successful aging.

The Model of Assimilative and Accommodative Coping 

Brandtstädter and his colleagues (Brandtstädter & Greve,
1994; Brandtstädter & Renner, 1990; Brandtstädter &
Wentura, 1995; Brandtstädter, Wentura, & Rothermund,
1999) proposed a model that addresses the question what
processes can explain the so-called paradox of stability in
well-being despite the many losses and constraints older per-
sons encounter. According to their model, people use primar-
ily two distinct, complementary forms of coping to achieve
“a match between actual developmental outcomes or
prospects and personal goals and ambitions” (Brandtstädter
et al., 1999, pp. 375–376)—namely, assimilation and accom-
modation. Assimilation refers to tenacious goal pursuit by
modifying the environment or the circumstances so that they
fit personal goals. It involves actional (i.e., intentional) neu-
tralization of a mismatch between the current and the desired
states. In contrast, accommodation denotes processes of
flexible goal adjustment by changing, downgrading, or dis-
carding personal goals or lowering one’s level of aspirations
so that they fit the circumstances. It is characterized by men-
tal neutralizations of a mismatch between the actual and the
desired state that work primarily on a nonintentional, uncon-
scious level.

Brandtstädter and colleagues (e.g., Brandtstädter et al.,
1999) posit that people first use assimilative strategies to cope
with loss—that is, they first try to overcome obstacles block-
ing their goals by actional neutralizations. If goals remain
blocked despite assimilative attempts, a gradual shift to the
accommodative mode occurs. The gradual shift from the as-
similative to the accommodative mode is theorized to occur in
the following order: When attempts at altering the situation do
not succeed, auxiliary activities will be activated or acquired.
When these auxiliary attempts do not lead to the desired out-
comes, external aids or support systems might be engaged
(cf. the concept of proxy control by Bandura, 1982). When
all of these instrumental actions do not help to alter the situa-
tion in the desired way, people, according to Brandtstädter,
feel helpless and depressed. This state, however, is only
temporary and marks the shift to accommodative processes
such as disengagement from goals or adjustment of standards
take place.

Brandtstädter et al. (1999), however, also point out that the
shift from assimilative to accommodative coping does not
always follow this fixed temporal pattern; rather, it depends on
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personal and situational factors. Brandtstädter and Wentura
(1995) list three key factors affecting assimilative and accom-
modative tendencies in opposite directions: (a) importance of
the goal—when a goal is of great personal importance, assim-
ilative tendencies are activated, whereas accommodative
tendencies are inhibited; (b) probability of success—if there
is a sufficient probability of success in achieving a goal,
assimilative coping prevails over accommodative coping;
and (c) accessibility of palliative information—contextual or
chronically available palliative information (e.g., social norms,
personal attitudes) that eases the acceptance of a previously
aversive situation fosters a shift to the accommodative mode.

Brandtstädter and colleagues predict a general shift during
aging from assimilative to accommodative coping. When
losses begin to occur, people should first respond with assim-
ilative coping directed at actively counteracting losses. When
with increasing age, losses begin to become more widespread
and hence both the probability of success and the resources to
engage in assimilative actions decline, accommodative cop-
ing should gain in importance. This theoretically expected
pattern, which has been empirically confirmed (Brandtstädter
& Renner, 1990; Brandtstädter, Rothermund, & Schmitz,
1997), is seen as important for successful aging because
Brandtstädter et al. (1999, p. 391) “consider the process of
continuously readjusting goals and preferences to action
reserves as crucial to the maintenance of self-esteem and
even efficacy in later life.” Again, empirical evidence sup-
ports this hypothesis. Brandtstädter and Renner (1990) could
show that accommodative tendencies such as flexible goal
adjustment buffer the negative association between perceived
developmental deficits and life satisfaction as well as buffer
the negative effect of health-related problems on subjective
well-being (Brandtstädter, Wentura, & Greve, 1993).

According to this model, successful aging can be charac-
terized primarily as a coping process that shifts from actively
counteracting beginning age-related losses to cognitively
restructuring personal goals or standards: “A comprehensive
theoretical view [of successful aging] . . . must also account
for the fact that to maintain a sense of efficacy and self-
esteem, personal goals and self-evaluative standards have to
be continually revised and adjusted to the changes that char-
acterize the processes of physical, psychological, and social
aging” (Brandtstädter et al., 1999, p. 382).

SUMMARY

Old age is a relatively new phenomenon because life ex-
pectancy has only relatively recently extended into old age.
In many modern countries, this increase in life expectancy

has been co-occurring with a decline in fertility rates. This
has drastically altered the population’s composition. Declin-
ing proportions of working-age people have to ensure ade-
quate living conditions for a growing number of old people.
To meet this challenge, gerontology needs to provide knowl-
edge about positive or successful aging and the conditions
that foster it. In this chapter, we reviewed current knowledge
and theory on this topic. 

In the first part of the chapter, we elaborated the specific
context of old age in four life domains: physiological
changes, cognitive functioning, social relations, and every-
day competence. From this discussion, we inferred (a) that
with advancing age, the ratio of developmental gains and
losses becomes increasingly negative; (b) that old age, like
any other phase in life, is characterized by tremendous intra-
and interindividual heterogeneity; and (c) that it is necessary
to distinguish between young-old and old-old age. Many in-
dividuals in their 60s and 70s exhibit relatively high levels of
functioning, whereas in very old age (85 years and older) the
detrimental effects of aging become more pronounced. 

Given the unfavorable ratio of developmental gains to
losses in older adulthood, the term successful aging sounds
like an oxymoron. This lead us to the question of how to best
define successful aging. We discussed the current state of
research on this question in the second part of this chapter.
On an abstract level, researchers typically agree that success-
ful aging can be defined as the simultaneous maximization of
gains and minimization of losses. What exactly constitute
gains and losses, however, must be specified depending on
the specific research question at hand. Presumably because
of the inherent value-judgement required for delineating
criteria for successful aging, no generally accepted set of
criteria characterizing successful aging exists. It is, however,
generally acknowledged that an encompassing characteriza-
tion of how well a person is aging should comprise objective
as well as subjective, short-term as well as long-term, gen-
eral as well as domain-specific, and static as well as dynamic
indicators.

In the third part of this chapter, we shifted the focus away
from discussing criterion-centered approaches to defining
successful aging to reviewing theories that address the ques-
tion of processes underlying successful aging. Recently, the
role of proactive processes in aging has been increasingly
recognized. A basic assumption underlying this notion is that
development is a dynamic process of both reacting to and
proactively shaping one’s environment as well as oneself
(e.g., Lawton, 1989; Lerner & Busch-Rossnagel, 1981). Ac-
cording to this view, individuals continuously adapt to their
changing environment, act upon their environment, and
actively create environments that fit their needs (e.g., move
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to a ground-floor apartment in which a wheelchair can be
used when mobility is impaired).

Recent models of successful aging stress the role of moti-
vational processes in understanding developmental regulation
in old age, such as the model of selection, optimization, and
compensation (P. B. Baltes, 1997; P. B. Baltes & Baltes, 1990;
Freund et al., 1999; Marsiske et al., 1995), the model of as-
similative and accommodative coping (e.g., Brandtstädter &
Greve, 1994; Brandtstädter & Renner, 1990), and the model of
primary and secondary control (e.g., Heckhausen & Schulz,
1995). According to these models, an important way in which
individuals play an active role in their development is by
choosing, committing to, and pursuing personal goals. By
adapting goals and standards to the increasingly constrained
resources (e.g., health-related decline), older people can
maintain their well-being and a certain degree of control.

At this point, most of the research on processes of develop-
mental regulation in old age is primarily concerned with
understanding how and under what conditions these processes
contribute to successful aging. We hope, however, that identi-
fying the central processes of successful aging will help to
develop prevention or intervention programs to enhance the
quality of older persons’ lives in the not-so-distant future.
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Psychology at the beginning of the twenty-first century has
become a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field. 

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology. 

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the purpose
of educating and informing readers about the present state of
psychological knowledge and about anticipated advances in
behavioral science research and practice. With this purpose in
mind, the individual Handbook volumes address the needs
and interests of three groups. First, for graduate students in be-
havioral science, the volumes provide advanced instruction in
the basic concepts and methods that define the fields they
cover, together with a review of current knowledge, core liter-
ature, and likely future developments. Second, in addition to
serving as graduate textbooks, the volumes offer professional
psychologists an opportunity to read and contemplate the
views of distinguished colleagues concerning the central
thrusts of research and leading edges of practice in their re-
spective fields. Third, for psychologists seeking to become
conversant with fields outside their own specialty and for

vii
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persons outside of psychology seeking information about psy-
chological matters, the Handbook volumes serve as a refer-
ence source for expanding their knowledge and directing them
to additional sources in the literature. 

The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER

Tampa, Florida
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ix

SCOPE AND SIGNIFICANCE OF THIS VOLUME

This volume of the Handbook of Psychology is dedicated to
the field of educational psychology. Educational psychology
is focused largely on the application of psychological princi-
ples to the study of human learning and development in
educational settings. Educational psychology traces its roots
to the beginnings of psychology as a field of study in the
United States with the pioneering work of William James.
Research in the field of educational psychology has pro-
gressed over the past century with an explosion of research
across numerous domains of this field in the last quarter of
the twentieth century. 

A careful reading of this volume will show that researchers
in educational psychology are actively engaged in studying
the complexity of learning and learner characteristics across
multiple systems and sociocultural settings. We suggest that
more than any other area of psychology, the field of educa-
tional psychology has had a major impact in helping to pre-
pare children for living in an increasingly diverse, global
world of rapid change. Educational psychologists over the last
two decades have contributed to a burgeoning literature on in-
dividual and internal cognitive processes related to learning.
Along with our greater knowledge of cognitive processes and
learner characteristics has come a concomitant increase in our
understanding of the roles played by culture, ethnicity, and
gender and how learning is affected by the social context of
the classroom. This has led to an improved science of instruc-
tion, assessment, evaluation, and how we train our teachers, as
well as to a more comprehensive view of the complex role of
teachers, the instructional process, and factors across home
and school environments that lead to behavioral, academic,
and social success of a diverse population of students. 

The chapter topics selected for inclusion in this volume re-
flect the field’s unique concern for and methods of studying
human learning and development in educational settings. The
structure and organization of this book provide a window
on the current thinking about individual learners, instruc-
tional strategies, the dynamics of classroom interaction,
social structures that operate in educational settings, and ed-
ucational programs for exceptional learners. We have in-
cluded chapters that provide a glimpse of how the field of

educational psychology has impacted and will continue to
impact reforms in teacher preparation, educational research,
and policy. The five major sections of this volume cover
significant cognitive contributions to learning, development,
and instruction; what we know about sociocultural, instruc-
tional, and relational processes critical to successful learning;
the design of effective curriculum applications; and models
of teacher preparation and educational research that will in-
fluence educational reform in the future. 

The chapters in this volume include many of the core do-
mains of research that have fostered and are currently foster-
ing major advances in the knowledge base and the basic and
applied endeavors in the field of educational psychology.
Several conscious editorial decisions were made to shape the
scope of this volume in order to minimize overlap with other
volumes in this Handbook. First, although prior handbooks in
the field of educational psychology have provided one or
more chapters on the historical precedents that have shaped
the field, such a chapter was omitted here because much
of this content was included in Volume 1 of the Handbook,
History of Psychology. Similarly, although educational re-
search and assessment chapters are typically included more
comprehensively within handbooks representing the field of
educational psychology, only one chapter was included here
because these topics are extensively covered in two other
Handbook volumes: Volume 2, Research Methods in Psy-
chology, and Volume 10, Assessment Psychology, respec-
tively. Finally, developmental issues, especially as they relate
to issues of individual learning, interpersonal relationships,
and schooling are embedded within and across many of the
chapters included in this volume. This helped to lessen
the overlap with coverage of normal development topics
that are the focus of Volume 6, Developmental Psychology.
Limited coverage was given also to areas associated with
child and adolescent psychological disorders and mental
health and to wellness and prevention issues pertinent to cre-
ating safe and healthy school and community environments.
These topics are covered in Volume 8, Clinical Psychology,
and Volume 9, Health Psychology, respectively. 

The field of educational psychology has a rich heritage.
As the chapters in this book attest, the field had shown a
near exponential growth in the examination of complex
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learning; cognitive, instructional, sociocultural, motivational,
and individual differences; and learner characteristics. The
sum total of this research contribution to the understanding of
learners and the instructional and learning process represents
an important application of psychology to education and the
needs of the learner. 

The chapters in this book illustrate the dynamic nature of
educational psychology as a field of scientific inquiry within
psychology. Although we often conceptualize educational psy-
chology as an applied field of study, what can be more basic
than understanding the process by which we learn? This book
examines what we know about learners in classroom set-
tings—their cognitions, behaviors, interactions with teachers
and peers, and the context of learning—as well as learner char-
acteristics, systems of motivation and self-regulation, and
other variables that inform us as to the complex interactions
that are part of the learning process. 

OUR INTERESTS IN THE FIELD OF
EDUCATIONAL PSYCHOLOGY
AND ACKNOWLEDGMENTS

W. M. R.

My interest in educational psychology dates back to my
undergraduate days in the early 1970s at the University of
California at Berkeley where faculty such as Read
Tuddenham, Arthur Jensen, and Marjorie Honzik stimulated
my interest in the study of intelligence, cognitive assessment,
and individual differences. During this time I was active as a
volunteer and later student director of the Richmond Project, a
UC Berkeley student organization in which students worked as
volunteer aides in the Richmond, California, public schools.
For nearly two years I spent one to two days a week at Cortez
School, an inner-city school where Mary Carbone, a progres-
sive third-grade teacher, allowed me to work with small groups
of children and apply what I was learning in my psychology
courses to the elementary school classroom. This interest in the
field continued when I was a graduate student in the Depart-
ment of Educational Psychology at the University of Oregon,
where Richard Rankin provided guidance in understanding the
psychometric foundations underlying the evaluation of intelli-
gence and the application of scientific methods to the study of
individual differences and encouraged my teaching the gradu-
ate course titled “Mental Testing.” This experience, along with
mentoring and coursework in clinical psychology provided by
Norm Sundberg, additional course work in psychometrics and
test construction with Lew Goldberg, and collaboration in test
construction with Paul Raffeld and Larry Irvin, triggered a

switch in graduate-school goals from a career as a school
psychologist to that of a university professor. 

My subsequent employment in the field of educational
psychology has stretched over nearly a quarter of a century as
a faculty member in departments of educational psychology
at the State University of New York at Albany (1976–1980),
the University of Wisconsin-Madison (1980–1991), where
20 years ago I was pleased to serve on the dissertation com-
mittee of my esteemed coeditor, and the University of British
Columbia (1991–2000). 

I wish to acknowledge the influence and example provided
by my colleagues and friends in the Department of Educa-
tional Psychology at the UW-Madison during my years of
teaching there. The intellectual stimulation and positive inter-
actions provided by my colleagues and the graduate students
in the educational psychology department at UW-Madison
were an unlisted job benefit. I am exceptionally pleased that
several of these colleagues and good friends—Joel Levin,
Tom Kratochwill, Rich Lehrer, Chris McCormick, and Mike
Pressley (who spent many summers working at UW-Madison
during this time)—have contributed directly to this volume. I
am also pleased that a number of my colleagues from the Uni-
versity of British Columbia, including Linda Siegel, Hillel
Goelman, Ricki Goldman (now at New Jersey Institute of
Technology), and Marion Porath, also contributed to chapters
for this volume.

I especially wish to thank my coeditor, Gloria Miller, my
colleague of over 20 years, for her excellent work on this vol-
ume and her friendship these many years. Although there is an
order to the editorship of this volume on the title page, equal
editorship should be understood. Gloria was instrumental in
maintaining work on this volume during the months that I was
out due to serious illness.

Finally, and most important, I wish to thank and acknowl-
edge the meaningful and much appreciated support of my
wife Margaret, a very special person who was understanding
of the many late nights spent working on this project, and to
my parents for their example and guidance and who amaz-
ingly continue to be survivors.

G. E. M.

I began my undergraduate program in the early 1970s as a bi-
ology major but very quickly became enthralled by the field
of psychology after my first introductory class. I can still re-
call my fascination and the intellectual stimulation that ac-
companied my learning about the exciting new advances in
learning, cognition, and behavioral neuroscience, which was
still in its infancy. My dissecting skills as a biology major led
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to an invitation to become a psychology “rat” lab assistant.
I worked with an older professor who, while trained in
Skinnerian conditioning techniques, was more interested in
neuroanatomy, brain chemistry, and the effects of environ-
mental learning conditions on brain functioning. The field of
medicine and neuropsychology appeared as my niche—that
was, until I took my first (of many) summer jobs working as
a counselor at a camp for children with Down’s syndrome
and other forms of mental retardation. From then on my in-
terests leaned further away from basic neuroanatomy and
more toward applied research in cognition. After three years
of teaching reading to students with severe learning disabili-
ties, my interest in learning and development drew me to re-
examine the different graduate program opportunities within
psychology. How happy I was to “discover” that in fact there
actually was a domain of study called educational psychol-
ogy that was so closely aligned to my applied instructional
research interests. 

I had the great fortune of entering the field of educational
psychology at a most dynamic and opportune time. The ear-
lier passage of the federal law PL 99-142, which guaranteed
free and appropriate education to all handicapped students,
ensured that funding for educational research was at an
all-time high in the late 1970s. As a graduate student at the
University of Wisconsin, I worked closely with some of
the top educational researchers of the time on several nation-
ally funded projects housed at the Wisconsin Educational
Research Center. Through the excellent research mentorship
of professors Joel Levin and Steve Yussen, I developed a
strong empirical and theoretical foundation in human learn-
ing and development, which contributed to my eventual
switch into the closely related field of school psychology.

I would like to thank the many individuals who have con-
tributed significantly to my own learning and development
over the years. Although it is not possible due to space limi-
tations to mention everyone here, my list would include
many of my K–12 teachers, university professors, and peers,
all of whom have been skillful mentors, dynamic instructors,
patient collaborators, and steady influences during my quest
to apply educational psychology theory to benefit students
and teachers. 

I would not be where I am today without the total support
and affection of my deceased parents. And to my spouse,

thank you Joseph—you have added depth and breadth to each
and every day. I also want to thank my daughter, Erica, for
understanding and accepting the many long evenings and
weekends when Mom was back at work—yet again—and so
missed the hustle and bustle of our evening goodnight rou-
tines. I am certain that the work highlighted here will touch
your life and others after you in many as-yet-unforeseen
ways.

A special thanks goes to my colleague and coeditor,
William (Bill) Reynolds, who honored me with the invitation
to collaborate on this exciting project. Finally, I would like to
acknowledge several colleagues who provided excellent crit-
ical yet constructive feedback during the preparation of this
volume: Martin L. Tomabari, University of Denver, Christine
B. McCormick, University of New Mexico, and Joseph M.
Czajka, Personnel Department for the State of Colorado.

W. M. R. and G. E. M.

It is an honor and a pleasure for us to acknowledge the sig-
nificant and meaningful contributions of the authors of chap-
ters in this book. Through their own busy schedules, family
and personal illness, requests for revisions, and other unfore-
seen events that impacted our lives, the contributors have
been wonderful to work with and magnanimous in their time,
effort, and scholarship in creating this book. Their work is a
reflection of the best in the field and will be instrumental in
establishing the important role of educational psychologists
in the next century. To our chapter authors, you have our sin-
cere thanks and appreciation.

A most important acknowledgement and note of apprecia-
tion goes Dr. Irving Weiner, Editor-in-Chief of the Handbook
of Psychology. The completion of this enormous undertaking
was facilitated greatly by his exceptional editorial leadership.
We have never experienced the level of support, continued
guidance, effort, and organization as that presented by Irv to-
ward the realization of this Handbook. We also wish to thank
the staff at John Wiley & Sons, and in particular Jennifer
Simon—their great support and assistance helped to make
this book possible.

WILLIAM M. REYNOLDS

GLORIA E. MILLER
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The field of educational psychology traces its roots to some
of the major figures in psychology at the turn of the past cen-
tury. William James at Harvard University is often associated
with the founding of psychology in the United States with his
influential books of the late 1800s. Other major theorists and
thinkers that figure in the early history of the field of educa-
tional psychology include G. Stanley Hall, John Dewey, and
Edward L. Thorndike. Hall, cofounder of the American Psy-
chological Association and its first president, was a student of
James. Dewey at the University of Chicago was one of Hall’s
students and introduced major educational reforms in the
United States. Thorndike, whom we often associate with the-
ories of intelligence and learning, was also one of James’s
students and went on to start the Journal of Educational Psy-
chology in 1910. Similarly, the impact of Lewis Terman (Ter-
man & Childs, 1912) on the field of educational psychology
and the assessment of intelligence (as well as related areas

such as educational tracking) was monumental at that time
and throughout much of the twentieth century. 

Other influences on educational psychology, and its impact
on the field of education, have been linked to European philoso-
phers of the mid- and late nineteenth century. For example, the
impact of Herbart on educational reforms and teacher prepara-
tion in the United States has been described by Hilgard (1996)
in his history of educational psychology. Largely ignored by
Western psychologists until the 1980s, the work of Russian
psychologists in the early twentieth century—in particular the
work of Lev Vygotsky (1978, 1926/ 1997)—also contributed to
the field of educational psychology. As readers of this volume
will find, the work and influence of Vygotsky permeate re-
search in educational psychology in the United States at the end
of the twentieth and into the twenty-first century.

This volume of the Handbook of Psychology does not delve
into the historical foundations of educational psychology, but
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rather deals with exemplar research and practice domains of
educational psychology in the latter part of the twentieth cen-
tury, with a focus on research and trends that have promise as
we begin the twenty-first century. Historical antecedents of
this field of psychology are presented in volume 1 of this
Handbook.

It is evident from the chapters in this volume that much of
the research in educational psychology has been conducted in
classroom settings. This research encompasses a broad range
of related topics, including children’s learning and abilities,
classroom processes, and teacher effectiveness. Educational
psychology has been described as a discipline uniquely fo-
cused upon “the systematic study of the individual in con-
text” (Berliner & Calfee, 1996, p. 6). The long-term focus on
the study of children in classroom situations assists in the
direct translation of research to practice. 

From a pedagogical perspective, educational psychology
differs from most fields of psychology in that it is most often
found as a separate department in universities and colleges.
To some extent this reflects the diversity of research and aca-
demic domains within educational psychology, as well as the
rich and applied nature of this field of study. Departments of
educational psychology are most often found in colleges of
education, and courses in educational psychology are typi-
cally required for students in teacher education programs and
related majors. 

The field of educational psychology has ties to many
professional organizations and professional societies in the
United States and other countries. In the United States, the
two major organizations that represent the field of educational
psychology are the American Psychological Association
(APA) and the American Educational Research Association
(AERA). In the APA, educational psychology has as its pri-
mary affiliation Division 15 (Educational Psychology) with
secondary affiliations in Divisions 5 (Evaluation, Measure-
ment, and Statistics), 7 (Developmental Psychology), and 16
(School Psychology). In the AERA, Division C (Learning
and Instruction) largely represents educational psychology
with additional representation in Division D (Measurement
and Research Methodology), Division E (Counseling and
Human Development), and Division H (School Evaluation
and Program Development). We also note that a number of
educational psychologists, including Lee Cronbach and
Frank Farley, have served as president of both APA and
AERA, with Cronbach also serving as president of the Psy-
chometric Society. Other professional organizations that
have substantial overlap with educational psychology in-
clude the International Reading Association, the Council for
Exceptional Children, the National Association of School
Psychologists, the Psychometric Society, the Society for Re-

search in Child Development, and the Society for Research
on Adolescence.

Contemporary educational psychology encompasses a
broad and complex array of topics, research, and social
policies. Research in educational psychology is most often
designed to provide insights into authentic educational prob-
lems, using empirical rather than normative or subjective
judgments. The field of educational psychology—possibly
more than any other—has been shaped by many multidisci-
plinary factors. The impact of the cognitive revolution, for
example, has been broadened by incorporation of other sub-
disciplines, including sociology, linguistics, the sciences,
philosophy, and the associated fields of psychology. The
major focus of educational psychology, however, is on indi-
viduals and their development, especially within educational
settings. Another important characteristic of the field of edu-
cational psychology is that issues of concern are not mutually
exclusive and in fact tend to overlap and interrelate more than
stand as isolated domains of knowledge. 

The field of educational psychology includes a rich heritage
in the domains of research design and methodology, including
statistics and measurement. For most of the twentieth century,
educational psychologists have contributed to enhancing sta-
tistical and measurement procedures. In the 1950s educational
psychologists published two articles reporting on statistical
and measurement procedures; these articles have become
among the most frequently cited ones in psychology. Cron-
bach’s (1951) classic paper on the internal structure of tests and
the derivation of coefficient alpha as an internal measurement
of reliability continues to be one of the most cited papers in the
behavioral sciences and most used procedure for the measure-
ment of test reliability. Henry Kaiser’s (1958) dissertation in
educational psychology at the University of California at
Berkeley provided the basis for an orthogonal rotation proce-
dure in factor analysis that he called varimax factor rotation,
with various little jiffy procedures to follow. These are but two
of the many statistical, measurement, and methodological con-
tributions that have been and continue to be made to the fields
of psychology and behavioral and social sciences by educa-
tional psychologists.

CURRENT PRESENTATIONS OF THE FIELD

A comprehensive review of major work across the field of ed-
ucational psychology was presented in the publication enti-
tled Handbook of Educational Psychology, edited by Berliner
and Calfee in 1996. This influential handbook, sponsored by
the APA division of Educational Psychology (Division 15),
was commissioned to reflect the current state of the field up to
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the early 1990s. Berliner and Calfee provided a powerful syn-
thesis of the scholarship that defined the scope and relevancy
of educational psychology as a discipline up until this time.
The major goals of this volume were to offer a vigorous de-
fense of educational psychology as a discipline and to forward
the distinctive viewpoints that educational psychologists
maintain when explaining educational events. Chapters were
organized to represent the major domains within the disci-
pline. Authors were asked to discuss how coverage of these
topics changed from 1970 to 1990 and to summarize signifi-
cant changes in research design within the discipline. The
following domains were covered: learning and transfer, moti-
vation, physical and psychological development, intelligence,
exceptionality, psychology of learning within subject matters,
assessment, processes of teacher growth and development,
the psychology underlying instructional strategies, educa-
tional technology, and the methodological, philosophical, and
historical foundations of the field.

Several consistent conceptual threads ran through the
majority of invited chapters. One was the critical paradigm
shift from behaviorism to cognitive psychology that shaped
the discipline over the period covered. Another commonal-
ity across topics was that this conceptual shift resulted in a
vigorous debate regarding research methods. What has
emerged is a greater range of analytical tools—a method-
ological pluralism marked by some promising new prac-
tices such as exploratory data analysis (Jaeger & Bond,
1996) and design experiments (Brown, 1992). In drawing
conclusions about the field, Berliner and Calfee suggested
that the discipline’s bread-and-butter issues had not
changed as dramatically as did the conceptual and method-
ological tools that educational psychologists employ to un-
derstand educational phenomena. They also concluded on a
note of congratulatory celebration at what educational psy-
chology as a discipline has contributed, and they looked op-
timistically to its future.

More recently, Pressley and Roehrig (2002) provided a
synopsis of the major domains reflected in the field of educa-
tional psychology during the last 40 years. These researchers
categorized all research articles published in the 1960–1961
and the 1997–1998 issues of the Journal of Educational
Psychology, the leading journal serving the field. Domains of
information reflected in three contemporary handbooks and
textbooks were also categorized, and editorial board mem-
bers of the Journal of Educational Psychology were surveyed
for their opinions of texts and articles that had the most sig-
nificant impact on the field. The consensus of these reviews
is amazingly similar in that at least 11 consistent domains
appear: cognition, learning, development, motivation, indi-
vidual differences, teaching and instruction, classroom and

sociocultural processes, social relations in education, psy-
chological foundations of curriculum, educational technol-
ogy, and educational research methods and assessment.

These authors also noted that behaviorism and then the
cognitive revolution were two critical forces driving the field,
with the former more prevalent before the 1960s and the lat-
ter dominating the last 40 years (Pressley & Roehrig, 2002).
Many significant changes were noted that led up to this
change, beginning with the idea that an internal processing
system and internal mechanisms could be objectified and
studied (Miller, Galanter, & Pribram, 1960, Plans and the
Structure of Behavior) and followed by work centered on
memory (Tulving & Donaldson, 1972), imagery (Levin,
1973; Paivio, 1971) and other learning processes (Rohwer,
1970; Schank & Abelson, 1977).

Instructional theory and innovations were impacted by
Bruner’s writings (1960, 1966), as well as the work of J. M.
Hunt (1961) and J. Flavell (1963), who together with oth-
ers (Brainerd, 1978; Inhelder, Sinclair, & Bovet, 1974) helped
introduce and transform Piaget’s ideas into work on children’s
thinking. Others’ work was more directly linked to educa-
tional application, especially in regards to observational and
social learning (Bandura, 1969; Rosenthal & Zimmerman,
1978), text comprehension (Anderson & Pearson, 1984;
Kintsch, 1989), writing (Flower & Hayes, 1980), problem
solving, and mathematics (Mayer, 1976; Polya, 1957;
Schoenfeld, 1985).

Sociocultural and cross-cultural contexts were introduced
as important factors influencing learning and cognition.
Schooling and other critical contexts have been more promi-
nent in the field since the pioneering work of Scribner and
Cole (1981) in the 1980s and the influence of Vygotsky’s
work with the 1978 translation of Mind in Society. This work
has helped to reconceptualize instruction and teacher training
as well as related domains of cognitive psychology. It has
moved the field from an individual focus to a broader inter-
personal framework. Much of the current research reflects the
idea that the child, adults, and the contexts surrounding an
event are responsible for forwarding cognitive activity and
building competence. These ideas have been inspired by
Vygotskiian theory and have contributed to substantial re-
forms reshaping contemporary school environments. They
have had a direct impact on the design of instruction and have
had a profound influence on educational research innovation.
The linkages between theory and teacher learning, teacher
and student relations, and the social climate in classrooms
have all become more significant domains of study within the
field of educational psychology. We find it of interest to note
the extensive citations to the work of Vygotsky across many
of the chapters in this volume.
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Theories of motivation and its effect on cognition, learning,
and social relations have also been more prominent. Histori-
cally, the work in educational psychology was dominated by
an emphasis on cognition; motivation was ignored. Recent
work has pointed to the importance of motivational constructs
that apply to all individuals and that can explain important
individual differences in cognition. The seminal work of
Bernard Weiner (1979) has been instrumental in promoting re-
search that linked cognition and motivation. Ames in the early
1980s also helped connect goal theory with classroom per-
formance (Ames, 1984; Ames & Archer, 1988); others have
looked at classroom structures that make a difference in stu-
dent performance and have refocused on educational motiva-
tion as a cognitive enterprise.

Over the past two decades, education and educational is-
sues have dominated both state and national agendas. More
federally funded studies of educational issues have been
completed in the last 25 years than in any other period of
history. It is no surprise that educational psychologists
have been involved in or have directed many of these
studies that have become a major force in crafting federal
policies and legislation. For example, in the 1990s a group
of psychologists who were members of the Division of
Educational Psychology (Division 15) of the APA were
instrumental in producing a collaborative document outlin-
ing critical learning principles for all students (Learner-
Centered Psychological Guidelines for School Redesign and
Reform; Lambert & McCombs, 1998). Barbara McCombs,
one of the original editors of this publication, reviews in
this volume the issues addressed in this document and the
impact it has had on recent federal educational policy and
reforms.

Distinctiveness of This Volume

Published early in the twenty-first century, this volume looks
toward the new century and considers how the discipline of
educational psychology will shape the next generation of
learners and teachers. Three immediate contextual factors
have begun to influence the evolving role of educational psy-
chology in educational practice. First, the gossamer threads
of the Internet, a symbol of the information age, will expand
increasingly to reach all sectors of our society—in particular,
education. Learners and teachers in the information age will
more than ever need to be flexible, reflective, motivated
learners. Second, in the next decade a significant number of
individuals will go through formal teacher education and
begin careers. How they use the knowledge, concepts, and
methods of educational psychology as they engage in essen-
tial acts of teaching (Grant & Murray, 1999) will be critical.

Third, the policy community will have a powerful impact
on the funding of research programs sponsored by both the
federal government and foundations. 

This volume builds upon the optimistic future that
Berliner and Calfee (1996) foreshadowed regarding the
discipline of educational psychology. Although their hand-
book provided a systematic overview of the field of educa-
tional psychology and legitimized the relevance of this
distinct discipline, this volume seeks to highlight key con-
cepts of ongoing research conducted at the turn of the twenti-
eth century. A second goal of this volume is to identify more
exclusively the key promising areas for continued research
over the next two decades.

This volume both elaborates upon and departs from previ-
ous handbook domains. There are distinct overlaps in the fol-
lowing areas of cognition, learning, and motivation, and in
reviews of applications of educational psychology to cur-
riculum, classroom, and teaching processes and exceptional
learners. We depart, however, in that our intent was to selec-
tively focus on topics that have strongly influenced the field
since the mid-1990s. We also choose to de-emphasize tradi-
tional school subject domains and instead selected four
areas—early childhood, literacy, mathematics learning, and
new technologies. These curriculum areas have not only in-
creasingly taken the forefront in the quantity of research con-
ducted, but they also have repeatedly been in the public and
policy spotlight influencing many areas of school reform. 

Another departure from prior handbooks is that we did not
have a separate section or chapters in development or re-
search methodologies because independent volumes in this
handbook are devoted to these topics (see Vols. 2 and 6 in this
Handbook). Instead, many of the authors here reviewed
contemporary developmental findings and elaborated on con-
temporary research methodologies within their respective do-
mains of study. A final distinct departure is that we have two
chapters—rather than an entire section—focused on teaching
and classroom processes; this is because this volume is one of
a handbook that focuses on the field of psychology. We ac-
knowledge the impact of educational psychology on teaching
by including chapters on teaching processes and a more con-
temporary chapter on teacher learning and teacher education
and preparation, which again are issues on whose policy edu-
cational psychology research may have a strong influence in
the future.

Overview of This Volume

Five major domains of contemporary research in educational
psychology are identified in this volume. Within the part
entitled “Cognitive Contributions to Learning, Development,
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and Instruction,” contributing authors focus on processes and
factors affecting the learner and learning, including individ-
ual differences and contextual influences in intellectual
processes, memory, metacognition, self-regulation, and moti-
vation. The part entitled “Sociocultural, Instruction, and
Relational Processes” emphasizes instructional, interper-
sonal, and relational processes between teachers and students
in culturally situated settings for learning. The part entitled
“Curriculum Applications” highlights psychological contri-
butions to curriculum and instruction in early childhood, in
literacy, in mathematics, and with new media technologies.
The part entitled “Exceptional Learner Programs and Stu-
dents” focuses on understanding the school-based and devel-
opmental needs of exceptional learners. Finally, the part
entitled “Educational Program, Research, and Policy” pre-
sents current practices in teacher preparation and educational
research, and it underscores the pressing need to transform
the immense knowledge base established by educational
psychology researchers into sound educational policy and
reform in the future. 

The authors of this volume were selected not only because
they have made important and long-standing research contri-
butions, but also because their work reflected the most
current areas of research defining their respective fields
of scientific inquiry within educational psychology. These
authors demonstrate domain mastery by their ability to inte-
grate and synthesize research as well as formulate meaning-
ful directions and suggestions for further scientific study.
Each of the chapters in this volume provides a unique exam-
ination of an important domain within educational psychol-
ogy. Yet one finds significant communalities across chapters
that highlight the connectedness and consistency of educa-
tional psychology as a field of study.

COGNITIVE CONTRIBUTIONS TO LEARNING,
DEVELOPMENT, AND INSTRUCTION

The focus of this section is on cognitive processes within the
learner and teacher, and it includes the development of
such processes and developmental directions for future re-
search. Developmental theory is not singled out here, be-
cause Volume 6 in this Handbook is dedicated exclusively to
this topic. Prominent in this work is a focus on individual dif-
ferences in intellectual processes, memory, metacognition,
self-regulation, and motivation. The chapters in this section
also exemplify the field of educational psychology by relat-
ing theory to instruction and factors affecting individual
learners and teachers within classrooms.

Contemporary Theories of Intelligence 

The field of educational psychology has a long history of re-
search and interest in the theory and study of intelligence. In
the early part of the twentieth century, the Journal of Educa-
tional Psychology was the primary scientific journal in this
country for research on the study of intelligence. In addition to
theories, a major emphasis in this field of inquiry was its mea-
surement, which continues to occupy a significant place in the
study of intelligence. Sternberg (this volume) reviews both
classical and contemporary intelligence theories and their pro-
found implications on practical life and societies. He critically
evaluates classical intelligence theories that have had a strong
impact on education and goes on to present challenges to
these and to current conceptions of intelligence. Intelligence-
related abilities permeate many areas of society. In the United
States and many other Westernized nations, these are most
visibly represented in a multitude of educational and occupa-
tional tests shown to relate to societal success. Competing
views about the sorting influence of intelligence are presented.
Sternberg concludes that societies often choose a similar array
of criteria to sort people, but he cautions that such correlations
may simply be an artifact of societally preferred groups rather
than a result of some natural processes.

Sternberg describes the need for psychometrically sound
measures of intelligence as a necessary prerequisite for the
validation of theories of intelligence. A significant trend in
the last two decades of the twentieth century has been the de-
velopment of intelligence tests based on cognitive and infor-
mation processing theories of intelligence. Literature is
presented on implicit views of intelligence that have served
as the basis for explicit conceptions and tests of intelligence.
The early biological theories of Halstead (1951), Hebb
(1949), and Luria (1980) are reviewed and contrasted with
more contemporary biological findings and theories that are
poised to have a substantial influence on psychometric work
in the future.

Memory and Information Processes

In the 1950s, information processing theorists provided an al-
ternative to behaviorism and offered a rebirth for cognitive
psychology. Mayer (this volume) reviews the dominant influ-
ence of information processing theories of cognition over the
past several decades. A major premise underlying informa-
tion processing theory is that the human mind seeks to build
and manipulate mental representations and that these cogni-
tive processes can be accessed and studied through physio-
logical responses—and more recently, by using introspective
interviews and other learning-based observations. Work is
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reviewed that supports two contrasting views developed
within an information-processing paradigm. Classical theo-
rists use the computer-as-mind metaphor with ideas that the
human mind is like a complex machine that can be captured
through increasingly complex algorithms. Alternatively, con-
structivist theorists view the human mind as a place where
learners actively build their own knowledge structures by
integrating new information with the old (see chapter by
Mayer in this volume). Each of these approaches has con-
tributed to somewhat independent streams of research for
analyzing fundamental cognitive processes, characterizing
key types of mental representations, and proposing integra-
tive systems of learning. Nevertheless, work within each
of these paradigms reveals that meaningful learning is a gen-
erative process in which the learner must actively engage in
cognitive processing rather than passively receive or store in-
formation (Wittrock, 1990). The components and underlying
assumptions of a comprehensive representative model of
information processing are presented. Finally, information-
processing contributions are reviewed across three content
areas—reading, writing, and mathematics learning—and
future implications of this work are outlined. 

Self-Regulation and Learning

Schunk and Zimmerman (this volume) discuss the role of
self-generated or self-directed activities that students use dur-
ing learning. These notions strongly suggest that students are
actively constructing and exercising control over their learn-
ing and social goals. Five theoretical perspectives are re-
viewed that have characterized work within this area: operant
theory, information processing theory, developmental the-
ory, social constructivist theory, and social cognitive theory.
Research to support the role of self-regulatory processes is
reviewed, as is a well-documented intervention that has been
successfully linked to improvements in self-regulation in a
variety of learners and across different learning contexts. It is
of interest to note that the vast majority of the research pre-
sented in this chapter focuses on the examination of psycho-
logical constructs within the context of the school classroom.
The importance of self-regulation in the learning enterprise is
presented and reinforces the critical application of educa-
tional psychology toward understanding how children learn
and how we can enhance the learning process.

Metacognition and Learning

McCormick (this volume) reviews work focused exclu-
sively on metacognition and learning. First, various historical

definitions of metacognition are reviewed and contrasted
with the more precise definitions currently in use. Clear dis-
tinctions are made between metacognition and self-regulation.
Metacognition is viewed as one aspect of the larger concept of
self-regulation. The latter field of inquiry and its relation to
learning is examined by Schunk and Zimmerman elsewhere in
this volume. Theoretical issues that have driven researchers
over the years are presented, as well as the current unresolved
debates. Research paradigms used to assess such abilities are
reviewed, including feeling of knowing, pretest judgments,
and judgments after retesting. An argument is made that work
in metacognition is best viewed as a bridge between theory and
practice. Much of the empirical work in this area has been con-
ducted with authentic academic tasks such as reading, writing,
and problem solving in science and math. 

Motivation and Learning

Pintrich (this volume) presents a comprehensive review of
the substantial advances in our scientific knowledge of moti-
vational constructs and their impact on student cognition and
learning, especially in classroom settings. Rather than review
separate motivational theories, four general outcomes and
three key theoretical constructs that cut across theories are
highlighted to build a more integrative synthesis of current
work in the field. The four motivational outcomes include
(a) why individuals choose one activity over another (e.g.,
to do school work or to play with friends); (b) why individu-
als become more or less involved in a task either overtly
(e.g., taking more detailed notes) or covertly (e.g., using
more self-regulation strategies); (c) why individuals persist
on a task or are willing to try hard; and (d) what motivational
constructs contribute to learning and achievement. The three
key constructs are organized into expectancy, value, and af-
fective components of motivation. Expectancy components,
defined as beliefs about one’s ability to control, perform,
or accomplish a task, are substantial predictors of learning
and achievement outcomes. Three subtypes have been stud-
ied: capacity-personal, strategy/means-ends, and outcome-
control expectancies. Most research evidence points to the
importance of outcome-control expectancies—in particular,
self-efficacy—and their link to later learning and achieve-
ment. Value components are defined as goal orientations or
cognitive representations of the purpose of a task as well as
task value beliefs about the importance of a task, one’s inter-
est in a task, and one’s ideas about the ultimate utility of a
task. Affective components are defined as general feelings of
self and one’s emotional reactions to a task that affect cogni-
tive resources and performance. 
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INSTRUCTIONAL, INTERPERSONAL,
AND RELATIONAL PROCESSES

Contemporary educational psychology draws substantial in-
spiration and guidance—directly and indirectly—from social
learning theory and in particular from the work of Bandura
(1969, 1977, 1982). This work reflects a strong sociocul-
tural perspective in which the emphasis is on interpersonal,
motivational, and social processes that occur in classrooms
and other culturally situated settings. Work reviewed here fo-
cuses on group structures, cooperative learning, and interper-
sonal relationships, and on the role of personal motivation,
goals, and other internalized social processes that contribute
to academic, behavioral, and social adaptation. The impact of
gender is explored, as is the question of how instruction is af-
fected by important sociocultural contexts.

Sociocultural Contexts for Teaching and Learning

Social and cultural contexts are important considerations for
the understanding of learning and development. The influ-
ence of Vygotsky in the latter part of the twentieth century
has provided a scaffold for the development of theories of
language acquisition, writing, assessment, concept forma-
tion, and other domains of learning. Vygotsky’s work and that
of other Russian psychologists such as Luria in the early part
of the twentieth century created a major paradigm shift in
Western psychology in the 1960s and 1970s (Luria, 1961;
Vygotsky, 1962, 1978). This body of work—in particular, the
concepts of internal dialogue and the verbal mediation of be-
havior—greatly influenced the field of learning and also the
emerging field of cognitive behavior modification, as evi-
denced in the work of Donald Meichenbaum in the develop-
ment of self-instructional training (1977).

John-Steiner, one of the original editors of Vygotsky’s
(1978) major work Mind in Society: The Development of
Higher Psychological Processes, and her colleague Mahn
(this volume) describe the social and cultural contexts for in-
struction and learning. They discuss sociocultural approaches
in educational psychology with an emphasis on the contribu-
tions of Vygotsky and his notions of the individual in the
creation of contexts and the internalization of person and en-
vironment interactions. The broad interdisciplinary applica-
tions of Vygotsky’s work and theories are presented in this
chapter as John-Steiner and Mahn clarify the philosophical
underpinnings of this framework and how it addresses a
range of learning outcomes. The breadth of Vygotsky’s ideas
and their implications for understanding the context and
processes of learning are presented, along with the nature of

his dialectic method as applied to cognitive processes. The
role of Vygotsky’s work and theories for educational reform,
including children with special needs, assessment—in partic-
ular, dynamic assessment—and collaborative efforts in edu-
cation are also highlighted.

Teaching Processes in Elementary and
Secondary Education

There is little doubt that teachers in most cases play the ulti-
mate role in the education of children, a responsibility of enor-
mous importance. For the education of young people, teachers
are expected to be experts in classroom management, curricu-
lum, and instruction; in creating classroom environments that
are physically and psychologically motivating; and in trans-
mitting knowledge. Pressley and his colleagues (this volume)
review and synthesize the research on what makes effective
teachers. Investigations of teaching processes provide us with
information on what makes effective teachers.

Pressley et al. examine the research and evidence on teach-
ers’ direct transmission of information to students—what we
traditionally view as teacher-directed, didactic instruction—
along with teacher questioning, explanations, and interactions
and feedback to students. An alternative to this approach is
constructivist teaching processes, including procedures that
focus on discovery learning (pure and guided), problem solv-
ing, and related activities that challenge and actively engage
students in the learning enterprise. There has been great de-
bate in American education regarding the efficacy of direct
transmission versus constructivist teaching processes, and
Pressley et al. note how these two approaches can be melded
to provide a scaffold of instruction and student learning.

Critical to teaching and learning outcomes is the motiva-
tion of learners. The manner in which teachers motivate stu-
dents to engage in learning-related activities is an important
variable in determining teacher effectiveness. Pressley et al.
note such factors as rewarding achievement, encouraging
moderate risk taking, focusing on self-improvement rather
than performance comparisons with others, encouraging co-
operative group learning, increasing curiosity and cognitive
challenge, creating interesting learning tasks and materials,
increasing attributions to effort rather than ability, reinforcing
the modifiability of intelligence or cognitive ability, bolster-
ing students’ self-efficacy for academics, and enhancing stu-
dents’ healthy sense of self. Research shows that effective
teachers are active in their promotion of student and class-
room motivation (Brophy, 1986). 

To better understand the teaching process, Pressley et al.
describe how research in the latter part of the twentieth
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century has provided information on teachers’ thinking as
they teach, on their knowledge, and on their beliefs about
teaching. This research base allows for the examination of
factors related to expert teaching. As pointed out by Pressley
and colleagues, teachers’ behaviors in creating physical and
psychological classroom environments that assist in motivat-
ing students and provide for good classroom management are
characteristics of highly effective teachers. Pressley et al.’s
review serves to provide hypotheses as to the meaningful dif-
ferences between typical and excellent teachers and at the
same time acknowledges the immense challenges faced by
teachers, particularly as they begin the teaching profession.

Cooperative Learning 

After reviewing literature conducted over the past 30 years,
Slavin, Hurley, and Chamberlain (this volume) present an
integrative model of the relationships among variables in-
volved in cooperative learning. These researchers move
beyond a review that establishes the effectiveness of cooper-
ative learning to focus more specifically on conditions under
which it is optimally effective. Slavin et al. review recent em-
pirical work on cooperative learning directed at identifying
critical factors that motivate and impede learning outcomes.
The work in this area primarily has been framed within
four theoretical perspectives: motivational, social cohesion,
cognitive, and developmental perspectives. Critical group
processes, teaching practices, or classroom structures are
evaluated within each of these frameworks. Although several
comparative studies have been conducted to contrast alterna-
tive theoretical formats of cooperative learning or to isolate
essential elements, this work has been hindered due to the
variety of factors examined and the different measures, dura-
tions, and subjects that have been used. 

Much of the research conducted over the last decade has
focused on how to structure interactions and incentives
among students in cooperative groups. One consistent find-
ing is that cooperative learning is most effective when groups
are recognized or rewarded for individual as well as group
learning goals (Slavin, 1995). Although the specific forms
and means of implementing group incentives and individual
accountability have varied widely across studies, evidence
overwhelmingly points to the need to include both to obtain
the greatest long-standing impact on students’ learning.
Slavin et al. also point out work that demonstrates the times
when group goals and individual accountability may not be
necessary. For example, when students are working collabo-
ratively on higher level cognitive tasks that lack a single right
answer, when students are already strongly motivated to
perform (as in voluntarily formed study groups), or when the

tasks are so structured that learning is likely to result simply
from participating. Another context in which group goals and
individual accountability may not be essential is during com-
munal learning groups composed of homogeneous ethnic mi-
nority members, possibly because of an already high level of
interdependence functioning within African American com-
munities (Hurley, 1997). 

Relationships Between Teachers and Children

Pianta, Hamre, and Stuhlman (this volume) assert that class-
room research on teacher processes and teacher-student rela-
tionships has moved far beyond its original focus on teachers’
and students’ expectations and instructional interactions,
classroom discipline and management, socially mediated
learning, school belonging and caring, and teacher support.
They point out that many of these topics have roots in many
sources and disciplines, a sampling of which include the
original work of Brophy and Good (1974) on teacher-child
interactions, Rosenthal (1969) on classroom interpersonal
perceptions and expectations that influence student perfor-
mance, Vygotsky (1978) on socially constructed develop-
ment, Bronfenbrenner and Morris (1998) on the influence
of multiple contexts on development, Bowlby (1969) and
Ainsworth, Blehar, Waters, and Wall (1978) on attachment
processes between parents and children, the clinical work
investigating marital and familial processes (Bakeman &
Gottman, 1986), the role of adult relationships in promoting
resiliency (Pederson, Faucher, & Eaton, 1978; Werner &
Smith, 1980), and finally the longitudinal contributions of de-
velopmental systems theory and longitudinal studies of health
and psychopathology (Loeber, 1990; Rutter, 1987). 

As conceptualized by Pianta and colleagues (this volume),
child-teacher relationships not only involve the study of
verbal and nonverbal communication processes for exchang-
ing information between two individuals, but also embody
biologically determined characteristics and attributes of the
individuals involved (i.e., age, gender, ethnicity, tempera-
ment, developmental history, and experience), individuals’
views of the relationship and their own and the other’s role in
the relationship, and the external systems within which these
interactions are embedded. Educational psychologists have
been instrumental in demonstrating that such relationships
are a central school-based relational resource that has a posi-
tive and reciprocal effect on students’ learning, achievement,
enjoyment, involvement, and school retention as well as on
teachers’ sense of well-being, efficacy, job satisfaction, and
retention in teaching (Pianta, 1999). Pianta et al.’s chapter re-
views current work on teacher-student relationships that has
evolved into a dynamic field of study based on developmental
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systems theory (Lerner, 1998) in which relationships are
viewed as part of holistic, multilevel interrelated units func-
tioning reciprocally to motivate successful adaptation and
developmental change.

School Adjustment

Wentzel (this volume) has reviewed work demonstrating the
importance of social competencies to overall school adjust-
ment and the interrelationships of social, motivational, and
academic success. An ecological approach is adopted as a
framework to understand how students formulate goals that re-
sult in social integration (group cohesion, functioning, respon-
siveness) and personal social competence (self-determination,
persistence, inquisitiveness, and other prosocial skills). She re-
views research on school adjustment—defined by motivation
of social goal pursuit, behavioral competence, and interper-
sonal relationships—and focuses on how these assets form a
profile of interrelated competencies that are directly related to
academic achievement. Research has demonstrated that so-
cially adjusted individuals are able to set and achieve person-
ally valued goals that are sanctioned by the larger community
as relevant and desirable. Educational psychology researchers
have been at the forefront of work identifying what motivates
and mediates such personal goals, the impact of these on per-
sonal and school adjustment, and the classroom-school factors
that support and promote the expression of these attributes (this
volume). Critical factors related to social and school adjust-
ment have been identified. In one study, teachers described
ideal students as having socially integrative (helpfulness,
sharing), learning (persistence, intrinsic motivation, interest),
and performance characteristics (completing assignments,
organization).

Gender Issues in the Classroom

Koch (this volume) reviews important literature on gendered
socialization of students as they participate in the social and
academic culture of the classroom. She suggests that work on
social relations in classrooms has led to contemporary efforts
to examine curricula through the eyes of gender. She reviews
classroom research, practices, and policies that differentiate
gender experiences in ways that limit opportunity for females
and males in the classroom.

Researchers have shown that the socialization of boys
and girls promotes gender stereotypes that in many cases are
supported by classroom practices. The work of educational
psychologists and others has begun to address the content
of the formal curriculum, classroom interaction, and class-
room climates that promote gender equity. She explores the

attributes of gender-equitable classrooms that foster equi-
table learning environments for males and females; she also
points to the need for a heightened awareness of the impact of
gender issues on student learning and self-concept. Gender
equity in education refers to educational practices that are fair
and just toward both females and males. This work has led
to improvements in classroom learning environments and
has led to ideas about how to change teachers’ attitudes
through increased awareness of hidden curriculum and
gender-differentiated instruction. Researchers have begun to
bypass the oversimplification that sometimes has character-
ized the field of gender equity. Research on equitable envi-
ronments seeks to uncover the differential needs and social
issues behind gendered behavior. Rather than simply advo-
cating equal treatment, equitable interventions are designed
to encourage all children to see themselves as contributors to
the class environments. The result may in fact lead to the of-
fering of different experiences to girls and boys in the effort
to level the playing field for all students. 

CURRICULUM APPLICATIONS

Educational psychology has always concentrated on the im-
provement of educational programs and instruction through
the application of psychological theories, processes, and re-
search. In this manner, teaching and curriculum materials and
technologies are informed by educational psychologists.
Work reported in this section centers on the psychological
contributions to curriculum and instruction in early child-
hood, literacy, mathematics, and computers; it also addresses
new media and technologies for learning. Rather than cover
all of the traditional school subject curriculum domains, we
selected four broad areas in which educational psychologists
have had a major and continuing influence over the past two
decades. These selected areas have received increasing atten-
tion by politicians due to societal pressures and have taken
the forefront both in the quantity of research conducted and
in their influence on key areas of school reform. 

Early Childhood Education 

According to Goelman and his coauthors (this volume), re-
search in early childhood education has grown dramatically
over the last two decades in concert with our increased
knowledge about the significance of the birth-to-five period;
the fact that there has not been a chapter on early childhood
education in any prior handbook of psychology was duly
noted. The authors provide a brief but important overview
of how historical issues in early childhood education have
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set the stage for contemporary research. Research in early
childhood education has contributed to a new understanding
of preschool learning and development and the settings in
which young children participate. Important discoveries are
reviewed about the role of play in all aspects of develop-
ment, likely progressions in play, and the relationship of
play behavior to a multitude of interrelated skills such as
communication, artistic and musical ability, and early liter-
acy and mathematical skills. Contemporary use of art, play,
and music in early childhood education is reviewed, includ-
ing how teachers might use play to create an environment
to nurture and enhance children’s mental and moral devel-
opment (originally proposed by Dewey in 1916). In the
first section, the authors review important research contribu-
tions in learning and teaching across the domains of play,
art, music and literacy. In the second section, issues of di-
versity and cultural pluralism and their impact on the field
of early education are explored through a review of litera-
ture associated with giftedness, language learning, attach-
ment, and temperament. The final section is devoted to an
integrative model that reflects current thinking about best
practices in compensatory education and early child care
programs.

Psychology of Literacy and Literacy Instruction 

Perhaps no other single educational issue has received as
much national and international attention as literacy devel-
opment. Pressley (this volume) reviews this enormous multi-
dimensional domain of literature by focusing on issues most
directly influenced and studied by psychologists and educa-
tional psychologists. He directs readers who want a broadly
informed opinion and more historical background to several
comprehensive volumes on reading research. Pressley em-
phasizes replicable findings that have been complemented by
descriptive methods of classroom practices and reviews key
findings beginning in late infancy through early adulthood.
With regard to early literacy, it is now widely acknowledged
that a great deal of learning occurs before children enter
school. Key issues associated with the preschool years in-
clude the study of early adult-child interactions that promote
emergent literacy and the study of phonemic awareness (i.e.,
the awareness that words are composed of sounds blended
together). Research has convincingly pointed to early verbal
interactions, shared reading events, and phonemic awareness
as important prerequisites to learning to read and write. Psy-
chologists also have been at the forefront of addressing early
word recognition processes and researching the benefits of
different methods for teaching beginning readers how to
sound out and spell words. 

Descriptive classroom studies by Pressley and others have
lead to enormous insights about how exceptional primary
teachers motivate, instruct, and support continued progress in
literacy. Significant progress has been made in understanding
basic reading comprehension processes with concomitant re-
search on specific approaches to stimulate fluency, improve
vocabulary, and foster the use of critical comprehension
strategies before, during, and after reading. Research paral-
lels to writing development and instruction also are reviewed.
Finally, work on adult literacy difficulties in word analysis,
comprehension, and writing are presented as well as current
findings on effective adult literacy instruction. Debates exist
as to whether and how our increased knowledge about
literacy should be translated to instructional contexts and into
educational policy. Notwithstanding these debates and con-
cerns, contemporary findings regarding early, beginning, and
advanced literacy skills have fundamentally altered the way
that reading and writing instruction is conceived.

Mathematics Learning

We often take precursors to the development of mathematics
and mathematics learning for granted. The psychology of
mathematics learning is a broad field of study. To provide a
meaningful discourse on some of the major developments
and research in this field, Lehrer and Lesh (this volume)
systematically examine the development argument and in-
scription as these domains relate to mathematics learning.
From these basic structures, the authors examine how gener-
alizations evolve in the areas of geometry-measurement and
mathematical modeling—the former drawing from the re-
lated domain of spatial visualization and the latter from an
area of needed research in mathematics learning and edu-
cation. To support their treatise, Lehrer and Lesh utilize cog-
nitive and sociocultural perspectives to examine research and
theory in these fields of scientific inquiry.

Lehrer and Lesh formulate and present rationale that de-
scribes the development of conversational argument, includ-
ing such concepts as analogy and the development of
relations, conditions, and reasoning and how these provide
routes to the formulation of mathematical argument as well
as mathematical proof. The role of inscription systems or
marks on paper and other media is described as a mediator to
mathematics learning. From a developmental perspective,
the growth of inscription ability and skills allows for the dif-
ferentiation of numbers from letters, forms, maps, diagrams,
and other aspects of symbolic representation.

Geometry as a spatial mathematics is anchored in the de-
velopment of spatial reasoning. Lehrer and Lesh argue for the
inclusion of measurement in geometry education and provide
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evidence for their relationship. This is examined by investi-
gations of children’s reasoning as it relates to the measure-
ment of space, including classic developmental studies of
Piaget, Inhelder, and Szeminska (1960) to recent cognitive
science investigations.

Lehrer and Lesh call for a broadened scope in what we con-
sider to be mathematics, taking a cognitive developmental per-
spective with particular relevance to classroom-based research
and its application to mathematics education. The case is pre-
sented for mathematics learning as a complex realm of inquiry
that draws from many cognitive domains. They review signif-
icant recent work emphasizing classroom practices that can
support productive mathematical thinking even in early ele-
mentary classrooms, such as pretend play, setting norms for
classroom conversations that emphasize the need for proof,
and the orchestration of guided dialogic experiences generated
from collective and shared everyday knowledge.

Computers, the Internet, and New Media Technologies
for Learning 

Goldman-Segall and Maxwell (this volume) present a histor-
ical review and creative prospective insights into how tech-
nological advances have been shaped and have helped shape
our current notions of learners, learning, and teaching. These
researchers review the dynamic field of new and emerging
medias and technologies that have the potential of creating
unique—possibly until now unfathomable—themes of re-
search in educational psychology. They trace instructional
technology from its behavioristic, computer-administered
drill and practice roots, to the influence of the cognitive sci-
ence revolution, with its focus on artificial intelligence and
analogies to information-processing computing paradigms,
to more contemporary situated models of contextualized
learning, in which cognition is not viewed in a straightfor-
ward algorithm, but rather as the emergent property of com-
plex systems working in parallel. They review different
analogies used to characterize the influence of computers in
education. These perspectives independently have viewed
the computer as an information source, as a curriculum do-
main, as a communication medium, as a cognitive tool, as
an alternative learning environment, as learning partner, as
means of scaffolding learning, and most recently as a per-
spectivity tool. They go on to point out significant newly
emerging paradigms and the concomitant challenges that will
ensue from these dynamic new applications. The idea of
perspectivity technologies and their points of viewing theo-
retical ideas will be developed over the coming decade with
expansions to notions the computers allow for elastic knowl-
edge construction.

EXCEPTIONAL LEARNER PROGRAMS
AND STUDENTS

Exceptional students have long been a major focus of re-
search in educational psychology and a major recipient of the
applications of research to practice in educational psychol-
ogy. From the very early applications of Binet and colleagues
in France (Binet, 1898; Binet & Henri, 1896; Binet & Simon,
1905) and efforts in the United States (Terman & Childs,
1912; Woolley, 1915) in the development of intelligence tests
for the identification of students with exceptional needs who
would benefit from special education, educational psychol-
ogy has informed and addressed the needs of exceptional
learners.

Work here focuses on the contributions of educational
psychology on understanding the school-based and develop-
mental needs of exceptional learners. Within this domain we
include the field of school psychology, which includes a
major emphasis on the evaluation and development of pro-
grams and interventions for exceptional learners. Educational
psychology has had an impact on the study of individuals
with learning disabilities as well as those of high cognitive
ability. Investigations in these areas have ranged from basic
processes to applied research on intervention programs. Stu-
dents who demonstrate behavioral excess represent another
important target population for the application of research on
classroom management and behavior change supported by
educational psychology.

School Psychology

School psychology is a field of psychology that is closely
aligned with educational psychology. School psychology is
an applied field of psychology, represented in APA by Divi-
sion 16 (School Psychology) and by other professional orga-
nizations, the most visible being the National Association
of School Psychologists (NASP). School psychology is
dedicated to providing for and ensuring that the educational,
behavioral, and mental health needs of children are met in ac-
cordance with federal and state legislation. The vast majority
of school psychology graduate programs are located in de-
partments of educational psychology or schools of education,
with most of the remainder found in psychology departments.
Reschly (this volume) describes how societal events and
trends have had a hand in the shaping of school psychology
practice and focus over the past century, including events of
the last decade of the twentieth century.

School psychology has been an area of psychology that
has experienced a tremendous increase in the number of pro-
fessionals in the field. As presented by Reschly, over the past
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25 years, the number of school psychologists as estimated by
the U.S. Office of Education has witnessed an increase of
over 150%, and data suggest that there is a continued need for
school psychologists in the United States. Much of the em-
phasis in the training and practice of school psychology has
been directed by the needs of exceptional children in school
settings and the guidelines for the provision of services pro-
vided by the Individuals with Disabilities Education Act
(IDEA) and other federal legislation. There are over 5 million
children and adolescents with educational and emotional dis-
abilities in the nations schools, representing approximately
one out of nine children. The approximately 26,000 school
psychologists in the United States have a major role in the
direct evaluation and provision of psychological services to
these children, illustrating the importance of this branch of
psychology to the welfare of young people.

Reschly provides a description and discussion of the legal
requirements that shape the practice of school psychology, as
well as the current characteristics and conditions that illus-
trate the practice of school psychologists in the United States.
The infrastructure of school psychology, including a descrip-
tion of relevant journals in this field, is also provided. Finally,
contemporary and future challenges to school psychology
are presented, focusing on issues of disability determina-
tion and special education placement, the need for empiri-
cally supported interventions (see also chapter by Levin,
O’Donnell, & Kratochwill in this volume), personnel needs,
and the recognition of mental health needs of school children.
Reschly’s chapter serves to illustrate the importance of
school psychology in the education of children and an impor-
tant application of psychology to education.

Learning Disabilities

Learning disabilities represent one of the most prevalent
forms of learner problems; it is also a field of study that is
replete with controversy as to classification, assessment, and
intervention. It is also a domain that crosses over a wide
range of professionals and research perspectives—educators,
psychologists, neurologists, pediatricians, neuropsycholo-
gists, and others. Siegel (this volume) describes the issues
and controversies related to the definition of learning disabil-
ities, including that of using intelligence for defining criteria
for diagnosis. She makes the point that the use of intelligence
tests is limited in this application, given problems with the
anchoring of these tests in knowledge-based domains, as well
as the given that youngsters with learning disabilities will by
definition often have deficits in skills that are required of the
intelligence test. Siegel describes the issues related to the
question of whether learning disability is a specific, possibly

neurological type of dysfunction, as well as whether there are
multiple subtypes of learning disabilities specific to academic
problem domains.

Siegel addresses some of these controversies by critically
examining the research and providing insights into the cur-
rent status of learning disability subtypes. She then provides
a critical examination of the research on reading and arith-
metic disabilities and a description of assessment require-
ments. A number of recommendations and accommodations
for the remediation of learning problems are given.

Gifted Education Programs and Procedures

Olszewski-Kubilius (this volume) reviews work focused on
defining characteristics of gifted children as well as research
that demonstrates important implications for education. In
addition to more knowledge of the striking capabilities of
gifted children, there is increasing evidence of consider-
able inter- and intra-individual variance or asynchronous
development (Morelock & Feldman, 1993). Gifted students are
a heterogeneous group whose members differ from each other
in their developmental pathways and in their distinct profiles of
abilities. At the same time, researchers have consistently
confirmed the stability of exceptional abilities over time.
Difficulties associated with assessing younger children and
the limitations of traditional and standardized intelligence
measures are discussed. Such issues have led researchers to
conclude that early identification of giftedness may be compro-
mised with typical cognitive assessments because development
in some areas may be more closely related to ceilings set by
chronological versus conceptual maturity. Programs and prac-
tices are reviewed that are currently employed across the coun-
try to address the needs of these students.

School-Related Behavior Disorders 

The field of behavior disorders in children and adolescents
has emerged as a major focus of psychologists, teachers, ad-
ministrators, state and federal governments, and the general
public. With the publication and dissemination of the Sur-
geon General’s report derived from a year-2000 national con-
ference on children’s mental health and the needs of this
population, there was an increased national awareness of the
psychological needs of children and adolescents with behav-
ior problems. As Walker and Gresham (this volume) de-
scribe, the widely publicized cases of school shootings and
violence by students has galvanized the general public and
professionals toward actions aimed at creating safe school
environments and an increased acknowledgment of students
with extreme emotional and behavioral disturbances.
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Walker and Gresham provide a critical examination of be-
havior disorders in children and adolescents by first delineat-
ing the current status of the field. This is followed by a
discussion of current trends in research and practice in this
field that the authors consider to be indicative of best practices,
including functional assessment of behavior, interventions that
utilize positive behavioral support, research examining teacher
interactions with students with behavior disorders, the associ-
ation between language deficits and behavior disorders in
children, the utility of office referrals as a critical indicator of
potential behavior disorders, and resistance to intervention as a
cardinal symptom for the determination of treatment eligibility
and selection. Walker and Gresham also describe a number of
problems in the field of behavior disorders, most of which are
at a policy or practice level. These include political turmoil in
the field of behavior disorders as a specialty area; limited trans-
lation of quality research on major problems in the field to
everyday practice; the larger role of creating safe and healthy
school environments; the propensity for postmodern and
deconstructivist perspectives that devalue scientific research to
be adopted by behavior disorder professionals; the general fail-
ure of schools to serve the needs of students with behavior dis-
abilities, in part due to interpretation of federal education
legislation; and finally, the relative lack of attention by profes-
sionals and leaders in the field to early identification and pre-
vention activities.

Instrumental to the provision of appropriate services is the
utilization of well-researched interventions for the treatment
of behavior disorders in children and adolescents in school
settings. The authors provide an argument for the use of so-
cial skills instruction with appropriate inclusion of proce-
dures to modify maladaptive behaviors. 

EDUCATIONAL PROGRAMS, RESEARCH,
AND POLICY

Educational psychology has had a significant role in the de-
velopment and reform of educational practices. An important
contribution of educational psychology is the knowledge and
guidance provided to the education of teachers. As noted
earlier, courses in educational psychology are required in
most university teacher preparation programs. An examina-
tion of introductory textbooks in educational psychology
shows a strong preference toward teachers as their primary
audience. Hoy (2000) observes that it is through textbooks
in educational psychology that we can see what the general
public and teachers learn about the application of psychology
to teaching and related educational activities. The signif-
icant breadth of methodological knowledge that educational

psychologists bring to the political reform table has been in-
fluential in stressing the need for credible school-based inter-
vention research. In this respect, educational psychology acts
as the conduit to introduce and apply research and principles
of psychology to educational practices. The role of educa-
tional psychologists will continue to be an important and
credible voice in resolving ongoing controversies critical to
the advancement and application of knowledge for educa-
tional practice. 

Teacher Learning, Education, and Curriculum 

Learning to teach is arguably one of the most cognitively and
emotionally challenging efforts one can undertake, and new
teachers face greater challenges than ever before with today’s
diverse student needs, public scrutiny, and political pressures
(see chapter by Whitcomb in this volume). Concurrently,
there is a critical need to prepare more teachers than ever
before and there are deeply divided ideas about best practice
for initial teacher preparation (National Commission on
Teaching and America’s Future, 1996). Whitcomb asserts
that there is a critical need for rigorous empirical work on
initial teacher preparation. Until recently, scholarly analyses
of this pedagogy have been surprisingly limited. 

What do initial teachers need to know? Whitcomb re-
views and synthesizes that large body of work dedicated
to establishing teaching as a learning profession (Darling-
Hammond & Sykes, 1999). Teaching is now viewed as a pro-
fession with a complex and distinguished knowledge base.
Current research is focused on the integrated processes and
judgments teachers use to navigate this breadth of informa-
tion. Whitcomb narrows the focus of this chapter to a critical
review of cognitively oriented studies of new teacher’s learn-
ing. There is an emphasis on what is known about the essen-
tial knowledge base for new teachers and how teachers learn
across diverse contexts. 

The chapter begins with an overview of prior research
conducted to identify a knowledge base associated with what
an effective beginning teacher needs to know, to do, and to
value (Ball & Cohen, 1999). Theoretical shifts in studies of
teaching have followed much the same route as that observed
in the broader field of educational psychology. Views of a
good teacher have moved from a focus on discrete knowledge
and skills, to studies of the cognitions and decisions that
occur during teaching, to more recent studies on the interplay
of personal beliefs, knowledge, skills, and situational or con-
textual mediators of initial teachers’ learning.

From the early 1980s educational researchers have
focused on building an understanding of the specialized
knowledge base required to effectively teach content in
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multiple ways to diverse learners. This work has been
strongly influenced by the work of educational psychologists
working within social constructivist models that view physi-
cal and social contexts as integral parts of any cognitive
endeavor. Research within this tradition stresses that the situ-
ations and the social environments within which they are
learned influence skills and that such situated knowledge
becomes a fundamental part of what is learned. 

Currently there is a move away from studying individual
teachers’ knowledge to studies that focus on interactive sys-
tems as the unit of analysis (Putnam & Borko, 2000). Recent
work has focused on the dispositions that underlie good
teaching—how teachers become committed to students, to
meeting individual student needs, and to monitoring their
own and their students’ learning. In this respect, teaching
and teachers are viewed as part of learning communities that
require judgment and ongoing, flexible decision making to
support student learning in culturally inclusive settings. Re-
searchers are now examining how teachers learn to teach—
how they actively construct a personal knowledge base and
then use it to guide everyday classroom judgments and learn-
ing. These contemporary efforts are critically relevant to ini-
tial teacher preparation.

Whitcomb goes on to highlight key features of effective
initial teacher preparation programs. This work supports the
critical role of prior beliefs, content knowledge, mentors, col-
leagues, and the setting in which teacher candidates learn to
teach. Two promising lines of research are summarized that
embody some of these essential characteristics—research on
how initial teachers learn to teach writing and research on the
impact of case methodology in teacher preparation.

The chapter ends with a critical analysis of the limits of
current research and the need for stronger empirical work to
enhance our understanding of initial teacher pedagogy in the
future. The conclusion drawn from this review is that educa-
tional psychologists are in a unique position to influence and
conduct rigorous inquiry that will further unravel the com-
plexity of teaching and contribute to the development of
effective initial teacher preparation models.

A Case for Enhancing the Credibility of
Educational-Psychological Intervention Research

Educational psychology has for over a century been at
the forefront in the development of research methodologies
and statistics. Educational psychologists have been active
in the fields of educational measurement, statistics, and
research designs. Notable journals include the Journal of
Educational Measurement, Educational and Psychological

Measurement, Journal of Educational Statistics, Applied
Psychological Measurement, Educational Assessment, and
others that have as a primary focus the presentation of
new measurement, statistical, and research methodologies.
In the chapter by Levin et al. (this volume), a very provoca-
tive argument is forwarded that stresses the need for more
credible, rigorous standards in the conceptualization, design,
and evaluation of instructional educational research. These
authors follow up on the work of Levin and O’Donnell
(1999), who—after reviewing the thoughts of many prior
editors and presidents representing the field of educational
psychology—noted collective concerns about the nature and
quality of educational research and the preparation of the
next generation of researchers.

Educational psychology more than ever before is expected
to improve our ability to understand, predict, and control
human behavior as well as our ability to design instructional
practices with potential applications to problems of school-
ing. Recognizing the inherent difficulties in conducting
educational research and the importance of bridging many
different communities across a wide array of academic disci-
plines, there is a call for a broader array of naturalistic and
empirical methodologies, ranging from case studies and ob-
servations to multivariate designs and analyses (Wittrock,
1994). Contemporary methodological debates about qualita-
tive and quantitative or applied and basic inquiry oversimplify
and trivialize the issue of how to best obtain quality support-
ive evidence using a variety of rigorous inquiry standards that
could be reflected in any methodological orientation.

The acronym CAREful (Comparison, Again and Again,
Relationship and Eliminate) research is used to review com-
ponents of scientific integrity that can enhance the evidence
credibility of educational research. A framework for concep-
tualizing different stages of such research is forwarded, and
promising methodological developments in instructional re-
search are reviewed. Preliminary phases of inquiry place a
fundamental value on subjective reflection, intuition, and ob-
servation as important steps for guiding further inquiry using
objective, scientifically credible methodology in order to
make valid prescriptions for future intervention. Trustworthy
and credible instructional research to assess the relative
impact of educational and psychological treatments or inter-
ventions is of critical importance for policy makers. Indeed,
as Levin (1994) eloquently argued previously, the future via-
bility of the field will depend on our ability to craft edu-
cational intervention research that is both credible and
creditable. The development of such innovative methodologi-
cal continua should become a top priority for future educa-
tional researchers.
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From Credible Research to Policy
and Educational Reform

Educational psychology as a discipline has from its inception
sought to inform and help guide the education of students and
the development of local and national education policies
and reforms. Educational psychology has accomplished this
goal by maintaining a strong linkage to credible school-based
research and associated methodologies. McCombs (this vol-
ume) illustrates how research in educational psychology can
be translated to changes in educational practice, with a par-
ticular reference to how teachers can be informed by research
to modify and enhance their classroom and instructional
procedures.

McCombs discusses the learner-centered psychological
principles (McCombs & Whisler, 1997), a set of practices
that are designed to enable teachers to gain an understanding
of cognitive and metacognitive factors in learning, motiva-
tional and emotional influences on learning, developmental
and social influences on learning, and individual differences
in learning and evaluation (APA Work Group of the Board of
Educational Affairs, 1997). These principles were designed
to provide teachers with a set of practices that focus on the
learner, including an understanding of individual differences
and diversity of learners and learner styles. The principles
originated with the 1990 appointment by the APA of the Task
Force on Psychology in Education, which sought to provide
for the application of psychological research and theory to
learning in educational contexts. McCombs also delineates
significant contributions of educational psychology to educa-
tional reforms. McCombs notes that educational psychology
is an applied science, with knowledge created that drives the
practice of teaching and the study of learner characteristics. It
also informs policy and educational reform, particularly as
we enter the twenty-first century.

Future Perspectives in Educational Psychology

In writing their chapters for this book, contributors were asked
to provide insight as to what future trends and directions were
anticipated for their respective fields of inquiry. By synthesiz-
ing these ideas, Miller and Reynolds (this volume) sought to
highlight critical theoretical, research, and practical issues
likely to inform and direct the field of educational psychology
well into the twenty-first century. Future issues that uniformly
surfaced across a majority of chapters were reviewed for their
potential of advancing our understanding of individual learn-
ers and learning contexts; interpersonal, relational, and in-
structional processes; curriculum development; and teacher

preparation. Implications are presented for translating theory
into educational practice that increases student learning, en-
hances teacher preparation, and improves schooling practices.
Contemporary educational research issues, methodological ad-
vances, and the impact of educational research on learning,
teaching practice, and educational policies are supported by
exemplars posed by authors in this volume. 

The chapter concludes with an overview of prospective
issues relevant to transforming a vast empirical knowledge
base into sound educational policy and practice. Significant
contributions of educational psychologists are highlighted, as
is the need for trustworthy and credible instructional research
to assess the relative impact of educational and psychological
treatments or interventions. Future educational psychology
researchers must take a leadership role to reduce the tendency
to overgeneralize when looking for solutions to very complex
challenges in education. There is a strong sense that the
field of educational psychology will continue to enhance
our understanding of critical educational issues and—most
important—will lead to higher standards of quality and cred-
ibility to guide future educational policy and reform. 

SUMMARY

Educational psychology, broadly described, focuses on the ap-
plication of psychology to the understanding of learners and the
learning environment. However, such a broad generalization of
the field does not do justice to the myriad of domains and appli-
cations represented by this field of psychology. As this intro-
duction to the field and to this volume of the Handbook
illustrates, the field of educational psychology represents an im-
portant area of psychological research, theory, and practice.

The five major areas of contemporary research and prac-
tice in educational psychology covered in this volume include
cognitive contributions to learning; development and in-
struction; sociocultural, instruction, and relational processes;
curriculum applications; exceptional learner programs and
students; and educational programs, research, and policy.
Within these areas, individual chapters provided for broad
coverage of nearly all the domains identified by Pressley and
Roehrig as having the most significant impact on the field of
educational psychology.

Individually, each chapter describes a rich domain of
research; almost universally, they note a burgeoning of new
research paradigms, perspectives, theories, and major concep-
tualizations that have emerged over the last quarter of a cen-
tury. It is noteworthy that some of these so-called new insights
into human behavior and psychology applied to education
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have been predicated on newly recognized and acknowledged
contributions made by psychologists (e.g., Vygotsky, etc.) in
the early part of the twentieth century. Although the scope of
educational psychology as a field of psychology is quite broad,
numerous communalities can be seen across the varied chap-
ters of this volume. These communalities suggest a connect-
edness that supports educational psychology as a rich and vital
field of scientific inquiry.

The influence and impact of research in educational psy-
chology on society are probably best recognized by applica-
tions to the education and training of teachers and the
development of procedures to enhance classroom instruction
and learning, ways to motivate learners, and the integration of
technology into the classroom. These and other applications
in educational psychology are buttressed by an empirical
rigor of research methods in the design of both basic and ap-
plied experiments and field-based investigations. It is evident
that researchers in educational psychology are addressing
major issues related to the education of learners in regular and
special education contexts. In addition to the impact of educa-
tional psychology on learning and learners, it has also played
a major role in informing policy and educational reform.

The mosaic of educational psychology is well represented
by the authors of this volume and their respective chapter
contributions. The sum of knowledge presented in the chap-
ters of this volume illustrates the diversity of research and
practice domains. This introduction to current perspectives in
educational psychology provides a snapshot of the breadth
and scope of this field but does not do justice to the depth of
research and applications. For the latter, the following chap-
ters provide excellent description, evaluation, and synthesis.
The dynamic nature of this field of psychology is evident
across the chapters and serves to illustrate the importance of
educational psychology research and practice to individuals
and society. It is our expectation that this importance will
continue and grow throughout the twenty-first century.
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Hundreds of tests of intelligence are currently available to
those who wish to test intelligence. Some are household
names; others are known only to small groups of aficionados.
Can such tests be justified in terms of psychological theory?
If so, what are the theories, and what is the evidence in favor
of them? Do all the theories lead to the same kinds of tests, or
might alternative theories lead to different kinds of tests? And
if alternative theories lead to different kinds of tests, might
people’s fates be changed if other types of tests are used?
These are the kinds of questions that are addressed in this
chapter.

The chapter is divided into four parts following this intro-
duction. First, I argue that theories of intelligence matter not
only in theory, but also in practical everyday life. The ways in
which these theories matter has a profound effect on soci-
eties, including that of the United States. Second, classical
theories of intelligence are presented and critically evaluated.

They are presented not only for historical purposes. Rather,
they are presented because these theories continue to be
highly influential in the contemporary world, much more so
than many contemporary theories. Their influence is contem-
porary, even though their origins are in the past. Third, con-
temporary theories of intelligence are presented and critically
evaluated. There are many such theories, but consistent with
the topic of the volume in which this chapter is embedded,
the emphasis is on those theories that have some kind of edu-
cational impact. Fourth and finally, the chapter presents some
challenges to all current conceptions of intelligence and
draws some conclusions.

The second and third parts of the chapter are each divided
into two sections. One section considers implicit theories of
intelligence, or people’s informal conceptions of what intelli-
gence is. A second section considers explicit theories of intel-
ligence, or experts’ formal conceptions of what intelligence
is. Each part considers the extent to which implicit and ex-
plicit theories correspond, and why the correspondence is, at
best, partial.

WHY THEORIES OF INTELLIGENCE MATTER
TO SOCIETY

Underlying every measurement of intelligence is a theory.
The theory may be transparently obvious, or it may be hid-
den. It may be a formal explicit theory or an informal implicit
one. But there is always a theory of some kind lurking
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beneath the test. And in the United States and some other
countries, tests seem to be everywhere.

The Pervasiveness of Intelligence-Related Measurements

Students who apply to competitive independent schools in
many locations and notably in New York City must present an
impressive array of credentials. Among these credentials, for
many of these schools, is a set of scores on either the Wechsler
Preschool and Primary Scale of Intelligence–Revised
(WPPSI-R; Wechsler, 1980) or the Stanford-Binet Intelli-
gence Scale–Fourth Edition (Thorndike, Hagen, & Sattler,
1985). If the children are a bit older, they may take instead the
Wechsler Intelligence Scale for Children–Third Edition
(WISC-3; Wechsler, 1991). The lower level version of the
Wechsler test is used only for children ages 3 to 7 1/2 years.
The higher level version of the Wechsler test is used for some-
what older children ages 6 to 16 years, 11 months of age. The
Stanford-Binet test is used across a wider range of ages, from
2 years through adult.

Children applying to independent schools in other loca-
tions are likely to take either these or similar tests. The
names may be different, and the construct they are identified
as measuring may differ as well: intelligence, intellectual
abilities, mental abilities, scholastic aptitude, and so forth.
But the tests will be highly correlated with each other, and ul-
timately, one will serve the schools’ purposes about as well
as another. These tests will henceforth be referred to as mea-
suring intelligence-related abilities in order to group them
together but to distinguish them from tests explicitly pur-
ported to measure intelligence.

The need to take tests such as these will not end with pri-
mary school. For admission to independent schools, in gen-
eral, regardless of level, the children may take one of the
Wechsler tests, the Stanford-Binet test, or some other intelli-
gence test. More likely, they will take either the Educational
Records Bureau (ERB) or the Secondary School Admissions
Test (SSAT).

Of course, independent schools are supported by fees, not
tax dollars. But children attending public schools will be ex-
posed to a similar regimen. At one time, these children would
have been likely to take group intelligence (IQ) tests, which
likely would have been used to track them or, at the very least,
predict their futures. Today, the students are less likely to take
intelligence tests, unless they are being considered for special
services, such as services for educable mentally retarded
(EMR) children, learning-disabled (LD) children, or gifted
children. If the children wish to go to a competitive college or
university, they will likely take the SAT (an acronym origi-
nally standing for ScholasticAptitude Test, then for Scholastic

Assessment Test, and now for nothing in particular) or the
American College Test (ACT), the two most widely used tests
used for college admissions. If individuals’ scores are within
the normal range of a particular college or university to which
they apply for admission, the scores may not much affect their
admission prospects. But if their scores are outside this range,
they may be a crucial factor in determining acceptance, in the
case of high scores, or rejection, in the case of low scores.
These tests may be required whether the school is publicly or
privately funded. The story still is not over.

If the individuals (now adults) wish to puruse further study,
they will have to take tests of various kinds. These include the
Graduate Record Examination (GRE) for graduate school,
the Law School Admission Test (LSAT) for law, the Graduate
Management Admission Test (GMAT) for business school,
the Medical College Admission Test (MCAT) for medical
school, and so forth. And the story of intelligence testing may
not end with graduate-level study: Many kinds of occupa-
tional placements, especially in business, may require appli-
cants to take intelligence tests as well.

This rather lengthy introduction to the everyday world of
tests of intelligence-related abilities shows the extent to which
such tests permeate U.S. society, and some other contempo-
rary societies as well. It is hard not to take such tests very seri-
ously because they can be influential in or even determinative
of a person’s educational and even occupational fate.

The Societal System Created by Tests

Tests of intelligence-related skills are related to success in
many cultures. People with higher test scores seem to be
more successful in a variety of ways, and those with lower
test scores seem to be less successful (Herrnstein & Murray,
1994; Hunt, 1995). Why are scores on intelligence-related
tests closely related to societal success? Consider two points
of view.

According to Herrnstein and Murray (1994), Wigdor and
Garner (1982), and others, conventional tests of intelligence
account for about 10% of the variation, on average, in various
kinds of real-world outcomes. This figure increases if one
makes various corrections to it (e.g., for attenuation in mea-
sures or for restriction of range in particular samples).
Although this percentage is not particularly large, it is not triv-
ial either. Indeed, it is difficult to find any other kind of pre-
dictor that fares as well. Clearly, the tests have some value
(Gottfredson, 1986, 1997; Hunt, 1995; Schmidt & Hunter,
1981, 1998). They predict success in many jobs and predict
success even better in schooling for jobs. Rankings of jobs
by prestige usually show higher prestige jobs associated
with higher levels of intelligence-related skills. Theorists of
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intelligence differ as to why the tests have some success in
prediction of job level and competency.

The Discovery of an Invisible Hand of Nature?

Some theorists believe that the role of intelligence is society
is along the lines of some kind of natural law. In their book,
Herrnstein and Murray (1994) refer to an “invisible hand of
nature” guiding events such that people with high IQs tend to
rise toward the top socioeconomic strata of a society and peo-
ple with low IQs tend to fall toward the bottom strata. Jensen
(1969, 1998) has made related arguments, as have many oth-
ers (see, e.g., the largely unfavorable reviews by Gould, 1981;
Lemann, 1999; Sacks, 1999; Zenderland, 1998). Herrnstein
and Murray presented data to support their argument, al-
though many aspects of their data and their interpretations of
these data are arguable (Fraser, 1995; Gould, 1995; Jacoby &
Glauberman, 1995; Sternberg, 1995).

This point of view has a certain level of plausibility to it.
First, more complex jobs almost certainly do require higher
levels of intelligence-related skills. Presumably, lawyers
need to do more complex mental tasks than do street cleaners.
Second, reaching the complex jobs via the educational sys-
tem almost certainly requires a higher level of mental perfor-
mance than does reaching less complex jobs. Finally, there is
at least some heritable component of intelligence (Plomin,
DeFries, McClearn, & Rutter, 1997), so nature must play
some role in who gets what mental skills. Despite this plausi-
bility, there is an alternative point of view.

A Societal Invention?

An alternative point of view is that the sorting influence of in-
telligence in society is more a societal invention than a dis-
covery of an invisible hand of nature (Sternberg, 1997). The
United States and some other countries have created societies
in which test scores matter profoundly. High test scores may
be needed for placement in higher tracks in elementary and
secondary school. They may be needed for admission to se-
lective undergraduate programs. They may be needed again
for admission to selective graduate and professional pro-
grams. Test scores help individuals gain the access routes to
many of the highest paying and most prestigious jobs. Low
GRE scores, for example, may exclude an individual not only
from one selective graduate school, but from many others as
well. To the extent that there is error of measurement, there
will be comparable effects in many schools.

According to this point of view, there are many able peo-
ple who may be disenfranchised because the kinds of abilities

that they have are not important for test performance, even
though they may be important for job performance. For ex-
ample, the kinds of creative and practical skills that matter to
success on the job typically are not measured on the tests
used for admissions to educational programs. At the same
time, society may be overvaluing those who have a fairly nar-
row range of skills, and a range of skills that may not serve
these individuals particularly well on the job, even if they do
lead to success in school and on the tests.

On this view, it is scarcely surprising that ability tests pre-
dict school grades, because the tests originally were designed
explicitly for this purpose (Binet & Simon, 1905/1916). In
effect, U.S. society and other societies have created closed
systems: Certain abilities are valued in instruction (e.g.,
memory and analytical abilities). Ability tests are then cre-
ated that measure these abilities and thus predict school per-
formance. Then assessments of achievement are designed
that also assess for these abilities. Little wonder that ability
tests are more predictive in school than in the work place:
Within the closed system of the school, a narrow range of
abilities leads to success on ability tests, in instruction, and
on achievement tests. But these same abilities are less impor-
tant later on in life.

According to the societal-invention view, closed systems
can be and have been constructed to value almost any set of at-
tributes at all. In some societies, caste is used. Members of cer-
tain castes are allowed to rise to the top; members of other
castes have no chance. Of course, the members of the success-
ful castes believe they are getting their due, much as did mem-
bers of the nobility in the Middle Ages when they rose to the
top and subjugated their serfs. Even in the United States, if one
were born a slave in the early 1800s, one’s IQ would make lit-
tle difference: One would die a slave. Slave owners and others
rationalized the system, as social Darwinists always have,
by believing that the fittest were in the roles in which they
rightfully belonged.

The general conclusion is that societies can and do choose
a variety of criteria to sort people. Some societies have used
or continue to use caste systems, whether explicit, as in India,
or implicit, as in the United States. Others use or have used
race, religion, or wealth of parents as bases for sorting peo-
ple. Many societies use a combination of criteria. Once a sys-
tem is in place, those who gain access to the power structure,
whether via their passage through elite education or else-
where, are likely to look for others like themselves to enter
into positions of power. The reason, quite simply, is that there
probably is no more powerful basis of interpersonal attrac-
tion than similarity, so that people in a power structure look
for others similar to themselves. The result is a potentially
endlessly looping closed system.
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A Synthesis?

It seems fair to say that some closed systems may be better, in
some sense, than are others. For example, scores on
intelligence-related measures would seem more relevant to
school or job performance than would social class. But it is
hard to draw definitive conclusions because the various at-
tributes that are favored by a society often tend to correlate
with each other. Socialization advantages may lead people of
societally preferred racial, ethnic, religious, or other groups
to have higher test scores. Thus, the extent to which correla-
tions between test scores and status attributes are natural ver-
sus manufactured is unknown because it has not been
possibly to conduct a study that would look systematically
and comparatively at predictors of success across societies.
The closest to doing so probably comes from the work of
Ogbu (1978, 1991, 1994; Ogbu & Stern, 2001), who has
compared the performance of groups that in one society are
of low caste but in another society are of high caste. Ogbu
found that performance varies not with group but with caste:
When a group is of high social caste, it performs well; when
it is of low social caste, it does not.

In sum, there may be some work by an invisible hand of
nature, although this hand of nature almost certainly sorts on
many attributes in addition to intelligence (such as height,
beauty, health, and so forth). There also may be some work
through societal inventions, although societies, like nature,
sort on many attributes. The role of intelligence in society
needs further (and unbiased) research. 

Studies of sorting use psychological tests of intelligence
and intelligence-related skills. What are the psychological
theories on which these tests are based? Consider first some
of the classical theories and then some contemporary ones.

CLASSICAL THEORIES OF INTELLIGENCE
AND THEIR CONTEMPORARY COUNTERPARTS

Implicit Theories

Implicit theories are people’s conceptions of intelligence.
Why even bother to study or report on implicit theories of in-
telligence? There are several reasons.

First, people’s day-to-day interactions are far more likely
to be affected by their implicit theories than by any explicit
theories. In job interviews, admission interviews, and even
daily conversations, people are continually judging each
other’s intelligence, based not on any formal and explicit
theories but on their own implicit theories of intelligence.
Second, implicit theories are of interest in their own right.
Part of the study of psychology is seeking an understanding

how people think, and given the importance of intelligence to
society, learning how people think about intelligence is a
worthy endeavor. Third, implicit theories often serve as the
basis for generating explicit theories. The formal explicit the-
ories of many psychologists (and other scientists) had their
origins in these individual’s implicit theories.

How have psychologists conceived of intelligence?
Almost none of these views are adequately expressed by
Boring’s (1923) operationistic view of intelligence as what
intelligence tests test. For example, a symposium on experts’
definitions of intelligence (“Intelligence and its measure-
ment: A symposium,” 1921) asked leading researchers how
they conceptualized intelligence. Among those asked were
leaders in the field such as Edward L. Thorndike, Lewis
M. Terman, Lewis L. Thurstone, and Herbert Woodrow. The
researchers emphasized the importance of the ability to learn
and the ability to adapt to the environment. These skills seem
important. Are they the skills that play a major role in explicit
theories of intelligence?

Explicit Theories

We consider here the three classical theories that today have
the most influence: g theory, the theory of primary mental
abilities, and the theory of fluid and crystallized abilities.

g Theory

Probably the most influential theory in the history of intelli-
gence research is the two-factor theory, which was first pro-
posed by Spearman (1904, 1927) but has been carried forth
by many modern theorists as g theory. Jensen (1998), himself
a g theorist, summarizes much of this work.

Spearman (1904) noticed that tests purported to measure
intelligence exhibit a positive manifold: They tend to corre-
late positively with each other. He invented a technique
called factor analysis that was designed to analyze these in-
tercorrelations in order to identify the purported sources of
individual differences underlying the observed patterns of
test scores. His factor analyses revealed two types of factors
(hence the original name of his theory): the general factor (g),
whose influence pervades all tests of mental abilities, and
specific factors (s), whose influence is limited to a single test.

Spearman proposed two separate theories to explain the
pervasive presence of g. One theory (Spearman, 1927) attrib-
uted the general factor to mental energy, a concept that he
believed originated with Aristotle. The other theory was a
more cognitive theory. Spearman (1923) suggested that three
information-processing components (termed qualitative
principles of cognition) were common to all of the tests. The
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three components were apprehension of experience, or en-
coding of stimuli; eduction of relations, or inferring the rela-
tion between two terms; and eduction of correlates, or
applying the inferred relation in a new domain. In the analogy
BLACK : WHITE :: HIGH : ?, for example, apprehension of
experience would be used to encode the terms; eduction of
relations is used to infer the relation between BLACK and
WHITE; and eduction of correlates is used to apply the in-
ferred relation from HIGH to produce LOW.

Spearman’s g theory continues today in more modern
form. Indeed, two books published in the late 1990s both
were called The g Factor (Brand, 1996; Jensen, 1998).
Jensen (1998, 2002) has defined g as a distillate of the com-
mon source of individual differences in all mental tests. He
has proposed that underlying g are individual differences in
the speed or efficiency of the neural processes that affect the
kinds of behavior measured by tests of mental ability.

Jensen (1998) has built his argument in terms of converg-
ing operations that, to him, seem to indicate unequivocally
the presence of some biologically based common source of
variation in performance on mental tests. For example, he
cited eight studies prior to 1998 using magnetic resonance
imaging (MRI) that showed a correlation between IQ and
brain volume (p. 147). A number of other studies have shown
correlations between aspects of spontaneously measured
electroencephalogram (EEG) waves and IQ and between
averaged evoked potentials (AEPs) and IQ (pp. 152–157).
Other studies using positron-emission tomography (PET)
scanning also have shown correlations with IQ (pp. 157–
159), as have studies of peripheral nerve conduction velocity
(pp. 159–160) and brain-nerve conduction velocity (pp. 160–
162). Some of these kinds of works are described in more
detail later.

Other studies have also suggested the viability of the gen-
eral factor. One example is the heritability study (see
Bouchard, 1997; Jensen, 1998; Petrill, in press; Plomin, 1997;
Plomin et al., 1997; Scarr, 1997). Such studies typically are
designed to study identical twins separated at or near birth, to
study identical versus fraternal twins, or to study adopted
children (of known biological parentage) and biological chil-
dren living in the same household. These kinds of studies en-
able investigators to separate, to some extent, genetic from
environmental contributions to intelligence. Today it is recog-
nized, however, that pure influences of genetics and environ-
ment are extremely difficult to disentangle (Sternberg &
Grigorenko, 1997).

As mentioned earlier, the theory of general intelligence
has been the longest lasting and perhaps the most widely ac-
cepted in all of the psychological literature. The evidence is
impressive—certainly more so than that garnered for any

competing theory. Nevertheless, the available evidence re-
quires at least some skepticism.

First, some theorists (e.g., Gardner, 1983, 1999; Sternberg,
1997, 1999a, 1999c, 1999d; whose work is described later)
suggest that a general factor is obtained in tests of intelligence
because the tests are limited to a class of fairly academic and
somewhat artificial tasks. They argue that the general factor
disappears or at least is greatly weakened when a broader
range of tasks is used.

Second, contrary to the claim of Jensen (1998), a general
factor does tend to appear as a mathematical regularity when
factorial solutions are left unrotated. Such a factor tends to be
produced because the methods of both common-factor and
principal-components analysis in widespread use today max-
imize the amount of variance that they place in each succes-
sive factor, with the most possible variance going into the
first factor. Thus, the first factor maximizes the loadings of
variables on it.

Third, the sheer number of studies supporting a general
factor does not necessarily engender support of the theory in
proportion to the number of studies (Sternberg, 1999a). The
large majority of these studies tends to use a somewhat re-
stricted range of tasks, situations in which intelligence is
tested, and even participants. 

The Theory of Primary Mental Abilities

Thurstone (1938) proposed a theory of primary mental abili-
ties. Although this theory is not widely used today, the theory
forms the basis of many contemporary theories, including
two contemporary theories discussed later, those of Gardner
(1983) and Carroll (1993). It is also the basis for many con-
temporary group tests of intelligence, which comprise items
roughly of the types described next.

Thurstone (1938) analyzed the data from 56 different tests
of mental abilities and concluded that to the extent that there
is a general factor of intelligence, it is unimportant and possi-
bly epiphenomenal. From this point of view there are seven
primary mental abilities:

• Verbal comprehension. This factor involves a person’s
ability to understand verbal material. It is measured by
tests such as vocabulary and reading comprehension.

• Verbal fluency. This ability is involved in rapidly produc-
ing words, sentences, and other verbal material. It is mea-
sured by tests such as one that requires the examinee to
produce as many words as possible beginning with a par-
ticular letter in a short amount of time.

• Number. This ability is involved in rapid arithmetic com-
putation and in solving simple arithmetic word problems.
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• Perceptual speed. This ability is involved in proofreading
and in rapid recognition of letters and numbers. It is mea-
sured by tests such as those requiring the crossing out of
As in a long string of letters or in tests requiring recogni-
tion of which of several pictures at the right is identical to
the picture at the left.

• Inductive reasoning. This ability requires generaliza-
tion—reasoning from the specific to the general. It is mea-
sured by tests, such as letter series, number series, and
word classifications, in which the examinee must indicate
which of several words does not belong with the others.

• Spatial visualization. This ability is involved in visualiz-
ing shapes, rotations of objects, and how pieces of a puz-
zle fit together. An example of a test would be the
presentation of a geometric form followed by several
other geometric forms. Each of the forms that follows the
first is either the same rotated by some rigid transforma-
tion or the mirror image of the first form in rotation. The
examinee has to indicate which of the forms at the right
is a rotated version of the form at the left, rather than a
mirror image.

Today, Thurstone’s theory is not used as often in its origi-
nal form, but it has served as a basis for many subsequent the-
ories of intelligence, including hierarchical theories and
modern theories such as Gardner’s (1983). Thus, to the extent
that a theory is judged by its heuristic value, Thurstone’s has
been one of the most important in the field.

Fluid-Crystallized Ability Theory

The theory of fluid and crystallized abilities is one of a
class of hierarchical theories of intelligence (Burt, 1949;
Gustafsson, 1988; Jensen, 1970; Vernon, 1971), not all of
which can be described here. The theory is still current. It was
proposed by Cattell (1971) but now has been proposed in a
contemporary and elaborated form by Horn (1994). Only the
simple form is described here. 

According to this theory, fluid ability (Gf ) is flexibility of
thought and the ability to reason abstractly. It is measured by
tests such as number series, abstract analogies, matrix prob-
lems, and the like. Crystallized ability (Gc), which is alleged
to derive from fluid ability, is essentially the accumulation of
knowledge and skills through the life course. It is measured
by tests of vocabulary, reading comprehension, and general
information. Sometimes a further distinction is made be-
tween fluid and crystallized abilities and a third ability, visual
ability (Gv), which is the ability to manipulate representa-
tions mentally, such as those found in tests of spatial ability
(as described earlier for Thurstone’s theory).

A number of contemporary tests of intelligence are based
on this theory. One is the Test of g: Culture Fair (Cattell &
Cattell, 1963), which seeks to capture general ability through
tests of fluid abilities. Two other such tests are the Kaufman
Adolescent and Adult Intelligence Test (KAIT; Kaufman &
Kaufman, 1993) and the Woodcock-Johnson Tests of Cogni-
tive Ability–Revised (Woodcock & Johnson, 1989; see
Daniel, 2000, for a review of these and other tests).

The theory of fluid and crystallized intelligence has been
extremely influential in the psychological literature on intel-
ligence. If one includes visual ability (Gv), the theory seems
to capture three of the most pervasive abilities constituting
intelligence. Some questions remain unresolved. 

First, it is unclear whether fluid ability is statistically sep-
arable from general intelligence (Gustafsson, 1984, 1988).
Such a separation appears to be difficult, and even Cattell’s
own allegedly culture-fair test of g is actually a test of fluid
ability, as is the Raven’s Progressive Matrices test.

Second, it is unclear whether crystallized ability really de-
rives from or somehow springs out of fluid ability. Such a
view seemed plausible when Cattell and many others could
argue persuasively that tests of fluid ability were culture-fair
and that fluid ability is largely unaffected by environmental
factors. It now appears that both these views are erroneous.
Fluid-ability tests often show greater differences between
cultural groups than do crystallized ability tests; more impor-
tant, they are more susceptible to the Flynn effect (considered
later) than are tests of crystallized abilities. This effect refers
to secular increases in scores over time. If fluid-ability scores
are increasing over time more rapidly than crystallized-
ability scores, one can hardly argue that they are unaffected
by enculturation or, most likely, by schooling. Indeed, Ceci
(1991, 1996; Ceci & Williams, 1997) has suggested that
schooling has a large effect on measured intelligence of all
kinds.

Third, it appears likely that there are other kinds of abili-
ties beyond those specified by the theory of fluid and crystal-
lized abilities. Some of the contemporary theories considered
next attempt to specify what these abilities might be.

CONTEMPORARY THEORIES OF INTELLIGENCE

Implicit Theories

Expert Views

Sixty-five years after the symposium in the Journal of
Educational Psychology on intelligence, Sternberg and
Detterman (1986) conducted a similar symposium, again
asking experts about their views on intelligence. Experts such
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as Earl Butterfield, Douglas Detterman, Earl Hunt, Arther
Jensen, and Robert Sternberg gave their views. Learning and
adaptive abilities retained their importance, and a new em-
phasis crept in—metacognition, or the ability to understand
and control one’s self. Of course, the name is new, but the
idea is not, because long ago Aristotle emphasized the impor-
tance for intelligence of knowing oneself.

The 1921 and 1986 symposia could be criticized for being
overly Western in the composition of their contributors. In
some cases, Western notions about intelligence are not shared
by other cultures. For example, the Western emphasis on
speed of mental processing (Sternberg, Conway, Ketron, &
Bernstein, 1981) is absent in many cultures. Other cultures
may even be suspicious of the quality of work that is done
very quickly. Indeed, other cultures emphasize depth rather
than speed of processing. They are not alone: Some pro-
minent Western theorists have pointed out the importance
of depth of processing for full command of material (e.g.,
Craik & Lockhart, 1972). Even L. L. Thurstone (1924) em-
phasized the importance to human intelligence of withhold-
ing a quick, instinctive response, a view that Stenhouse
(1973) argued is supported by evolutionary theory. Today,
unlike in the past, psychologists have a better idea of the im-
plicit theories of people in diverse cultures.

Laypersons’ Views (Across Cultures)

Yang and Sternberg (1997a) reviewed Chinese philosophical
conceptions of intelligence. The Confucian perspective em-
phasizes the characteristic of benevolence and of doing what
is right.As in the Western notion, the intelligent person spends
much effort in learning, enjoys learning, and persists in life-
long learning with a great deal of enthusiasm. The Taoist tra-
dition, in contrast, emphasizes the importance of humility,
freedom from conventional standards of judgment, and full
knowledge of oneself as well as of external conditions.

The difference between Eastern and Western conceptions
of intelligence may persist even in the present day. Yang and
Sternberg (1997b) studied contemporary Taiwanese Chinese
conceptions of intelligence and found five factors underlying
these conceptions: (a) a general cognitive factor, much like
the g factor in conventional Western tests; (b) interpersonal
intelligence; (c) intrapersonal intelligence; (d) intellectual
self-assertion; and (d) intellectual self-effacement. In a re-
lated study but with different results, Chen (1994) found
three factors underlying Chinese conceptualizations of intel-
ligence: nonverbal reasoning ability, verbal reasoning ability,
and rote memory. The difference may be due to different sub-
populations of Chinese, to differences in methodology, or to
differences in when the studies were done.

The factors uncovered in both studies differ substantially
from those identified in U.S. people’s conceptions of intelli-
gence by Sternberg et al. (1981). The factors uncovered by this
study were (a) practical problem solving, (b) verbal ability,
and (c) social competence, although in both cases people’s im-
plicit theories of intelligence seem to go far beyond what con-
ventional psychometric intelligence tests measure. Of course,
comparing the Chen (1994) to the Sternberg et al. (1981) study
simultaneously varies both language and culture.

Chen and Chen (1988) varied only language. They explic-
itly compared the concepts of intelligence of Chinese gradu-
ates from Chinese-language versus English-language schools
in Hong Kong. They found that both groups considered non-
verbal reasoning skills as the most relevant skill for measur-
ing intelligence. Verbal reasoning and social skills came next,
and then numerical skill. Memory was seen as least important.
The Chinese-language group, however, tended to rate verbal
skills as less important than did the English-language group.
Moreover, in an earlier study, Chen, Braithwaite, and Huang
(1982) found that Chinese students viewed memory for facts
as important for intelligence, whereas Australian students
viewed these skills as being of only trivial importance.

Das (1994), also reviewing Eastern notions of intelligence,
has suggested that in Buddhist and Hindu philosophies, intel-
ligence involves waking up, noticing, recognizing, under-
standing, and comprehending, but also includes such things as
determination, mental effort, and even feelings and opinions
in addition to more intellectual elements.

Differences between cultures in conceptions of intelli-
gence have been recognized for some time. Gill and Keats
(1980) noted that Australian university students value acade-
mic skills and the ability to adapt to new events as critical to
intelligence, whereas Malay students value practical skills, as
well as speed and creativity. Dasen (1984) found Malay stu-
dents to emphasize both social and cognitive attributes in
their conceptions of intelligence.

The differences between East and West may be due to dif-
ferences in the kinds of skills valued by the two kinds of cul-
tures (Srivastava & Misra, 1996). Western cultures and their
schools emphasize what might be called technological intel-
ligence (Mundy-Castle, 1974), so things like artificial intelli-
gence and so-called smart bombs are viewed, in some sense,
as intelligent, or smart. 

Western schooling emphasizes other things as well
(Srivastava & Misra, 1996), such as generalization, or going
beyond the information given (Connolly & Bruner, 1974;
Goodnow, 1976), speed (Sternberg, 1985), minimal moves to
a solution (Newell & Simon, 1972), and creative thinking
(Goodnow, 1976). Moreover, silence is interpreted as a lack
of knowledge (Irvine, 1978). In contrast, the Wolof tribe in
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Africa views people of higher social class and distinction as
speaking less (Irvine, 1978). This difference between the
Wolof and Western notions suggests the usefulness of look-
ing at African notions of intelligence as a possible contrast to
U.S. notions.

In fact, studies in Africa provide yet another window on
the substantial differences. Ruzgis and Grigorenko (1994)
have argued that, in Africa, conceptions of intelligence re-
volve largely around skills that help to facilitate and maintain
harmonious and stable intergroup relations; intragroup rela-
tions are probably equally important and at times more im-
portant. For example, Serpell (1974, 1982, 1993) found that
Chewa adults in Zambia emphasize social responsibilities,
cooperativeness, and obedience as important to intelligence;
intelligent children are expected to be respectful of adults.
Kenyan parents also emphasize responsible participation in
family and social life as important aspects of intelligence
(Super, 1983; Super & Harkness, 1982). In Zimbabwe, the
word for intelligence, ngware, actually means to be prudent
and cautious, particularly in social relationships. Among the
Baoule, service to the family and community and politeness
toward and respect for elders are seen as key to intelligence
(Dasen, 1984). 

Similar emphasis on social aspects of intelligence has
been found as well among two other African groups, the
Songhay of Mali and the Samia of Kenya (Putnam &
Kilbride, 1980). The Yoruba, another African tribe, empha-
size the importance of depth—of listening rather than just
talking—to intelligence, and of being able to see all aspects
of an issue and of being able to place the issue in its proper
overall context (Durojaiye, 1993). 

The emphasis on the social aspects of intelligence is not
limited to African cultures. Notions of intelligence in many
Asian cultures also emphasize the social aspect of intelli-
gence more than does the conventional Western or IQ-based
notion (Azuma & Kashiwagi, 1987; Lutz, 1985; Poole, 1985;
White, 1985).

It should be noted that neither African nor Asian cultures
emphasize exclusively social notions of intelligence. In one
village in Kenya (near Kisumu), many and probably most of
the children are at least moderately infected with a variety of
parasitic infections. As a result, they experience stom-
achaches quite frequently. Traditional medicine suggests the
usefulness of a large variety (actually, hundreds) of natural
herbal medicines that can be used to treat such infections. It
appears that at least some of these—although perhaps a small
percentage—actually work. More important for our pur-
poses, however, children who learn how to self-medicate via
these natural herbal medicines are viewed as being at an
adaptive advantage over those who do not have this kind of
informal knowledge. Clearly, the kind of adaptive advantage

that is relevant in this culture would be viewed as totally
irrelevant in the West, and vice versa. 

Grigorenko and her colleagues (2001) have studied con-
ceptions of intelligence in this village in some detail. There
appear to be four parts to the conception.

First, the concept of rieko can be translated as intelligence,
smartness, knowledge, ability, skill, competence, and power.
Along with the general concept of rieko, the Luo people
distinguish among various specialized representations of this
concept. Some representations are characterized by the
source of rieko: rieko mar sikul (knowledge acquired in
school), or rieko mzungu (the White man’s technical powers);
others by different domains of action: rieko mar ot (compe-
tence in household tasks, including planning skills and re-
source management), or rieko mar kite (being versed in
traditional customs and rules). Other representations are
characterized by specific outcomes, such as rieko mar lupo
(fishing skills, including knowledge of magic to provide rich
catches), rieko mar yath (knowledge of healing with herbal
medicines), and so forth. 

Luoro is the second main quality of children and people in
general. It encompasses a whole field of concepts roughly
corresponding to social qualities such as respect and care for
others, obedience, diligence, consideration, and readiness to
share. Luoro has an unequivocal positive meaning and was
always mentioned as a necessity in response to questions
such as “What is most important for a good child to have?”
and “What should people have to lead a happy life?” When
people were asked to compare the relative importance for an
individual’s life of rieko and luoro, respondents generally
gave preference to luoro. It is interesting that the only two re-
spondents ranking rieko higher than luoro were outsiders to
the local community who had a tertiary education and con-
siderable wealth by village standards. Rieko and luoro are
complementary. Rieko is a positive attribute only if luoro is
also present. Ideally, the power of pure individual abilities
should be kept under control by social rules. 

Third, paro overlaps with both luoro and rieko and,
roughly translated, means thinking. Specifically, paro refers
to the thought processes required to identify a problem and its
solution and to the thought processes involved in caring for
other people. A child with good thinking (paro maber) could
thus, for example, be a child who is able to react rationally in
case of another person’s accident or one who is able to collect
wood, burn charcoal, and sell it favorably in order to help his
old grandmother. The concept of paro stresses the procedural
nature of intelligence. In essence, paro occupies an interme-
diate position between the potentiality of rieko (its ability as-
pects) and the partially moral connotation of an outcome (the
deed) done with or without luoro. Paro also reflects the idea
of initiative and innovation, for example, in designing a new
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technical device. Paro encompasses the process of thinking,
the ability to think, and the specific kind of thinking that an
individual demonstrates. 

Fourth, winjo, like paro, is linked to both rieko and luoro.
Winjo means comprehending and understanding. It points to
the child’s abilities to comprehend, that is, to process what is
said or what is going on. But it also involves the ability to
grasp what is appropriate and inappropriate in a situation,
that is, to understand and do what you are told by adults or to
derive from the situation what is appropriate to do. It shares
with the other key terms the feature that its meaning is a func-
tion of context. For a teacher in school it means that a child
runs an errand as told. In contrast, a grandmother teaching a
child about healing might emphasize the aspect of procedural
learning combined with attention to another person. 

A “good child” as well as a “good community member”
needs a balanced mixture of all positive qualities, in which
the contradictory aspects counterbalance each other. Specifi-
cally, the ambiguous powers of individual rieko (which could
be either positive or negative) need to be controlled by social
values and rules (luoro).

These conceptions of intelligence emphasize social skills
much more than do conventional U.S. conceptions of intelli-
gence, but at the same time they recognize the importance of
cognitive aspects of intelligence. It is important to realize,
again, that there is no one overall U.S. conception of intelli-
gence. Indeed, Okagaki and Sternberg (1993) found that dif-
ferent ethnic groups in San Jose, California, had rather
different conceptions of what it means to be intelligent. For
example, Latino parents of schoolchildren tended to empha-
size the importance of social-competence skills in their con-
ceptions of intelligence, whereas Asian parents tended rather
heavily to emphasize the importance of cognitive skills.
Anglo parents also emphasized cognitive skills more. Teach-
ers, representing the dominant culture, emphasized cognitive
skills more than social-competence skills. The rank order of
children of various groups’ performances (including sub-
groups within the Latino and Asian groups) could be per-
fectly predicted by the extent to which parents shared the
teachers’ conceptions of intelligence. In other words, teach-
ers tended to reward those children who were socialized into
a view of intelligence that happened to correspond to the
teachers’ own. 

Explicit Theories

A Psychometric Theory

The psychometric approach to intelligence is among the old-
est of approaches, dating back to Galton’s (1883) psy-
chophysical theory of intelligence in terms of psychophysical

abilities (such as strength of hand grip or visual acuity) and
later to Binet and Simon’s (1905/1916) theory of intelligence
as judgment, involving adaptation to the environment, direc-
tion of one’s efforts, and self-criticism.

Carroll (1993) has proposed a hierarchical model of intel-
ligence, based on a factor analysis of more than 460 data sets
obtained between 1927 and 1987. His analysis encompasses
more than 130,000 people from diverse walks of life and
even countries of origin (although non-English-speaking
countries are poorly represented among his data sets). The
model Carroll proposed, based on his monumental undertak-
ing, is a hierarchy comprising three strata: Stratum I, which
includes many narrow, specific abilities (e.g., spelling ability,
speed of reasoning); Stratum II, which includes various
group-factor abilities (e.g., fluid intelligence, involved in
flexible thinking and seeing things in novel ways; and crys-
tallized intelligence, the accumulated knowledge base); and
Stratum III, which is just a single general intelligence, much
like Spearman’s (1904) general intelligence factor. 

Of these strata, the most interesting is perhaps the middle
stratum, which includes (in addition to fluid and crystallized
abilities) learning and memory processes, visual perception,
auditory perception, facile production of ideas (similar to
verbal fluency), and speed (which includes both sheer speed
of response and speed of accurate responding). Although
Carroll does not break much new ground, in that many of
the abilities in his model have been mentioned in other theo-
ries, he does masterfully integrate a large and diverse factor-
analytic literature, thereby giving great authority to his
model. At the same time, his meta-analysis assumes that con-
ventional psychometric tests cover the entire domain of intel-
ligence that needs to be covered by a theory of intelligence.
Some theorists, discussed next, question this assumption.

Cognitive Theories

Cronbach (1957) called for a merging of the two disciplines
of scientific psychology: the differential and experimental
approaches. The idea is that the study of individual differ-
ences (differential psychology) and of cross-individual com-
monalities (experimental psychology) need not be separate
disciplines. They can be merged.

Serious responses to Cronbach came in the 1970s, with
cognitive approaches to intelligence attempting this merger.
Two of the responses were the cognitive-correlates approach
to intelligence and the cognitive-correlates approach.

Hunt, Frost, and Lunneborg (1973; see also Hunt,
Lunneborg, & Lewis, 1975) introduced the cognitive-
correlates approach, whereby scores on laboratory cognitive
tests were correlated with scores on psychometric intelli-
gence tests. The theory underlying this work was that fairly
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simple components of information processing studied in the
laboratory—such as the time to retrieve lexical information
from long-term memory—could serve as a basis for under-
standing human intelligence. Intelligence tests, on this view,
present complex problems whose solution nevertheless relies
on fairly simple information processing. Thus, a participant
in a cognitive study might be asked whether two letters, A
and a, are identical in identity (answer: yes) or identical in
case (answer: no). The tasks were directly out of the literature
of experimental psychology, including the letter-comparison
task, which is based on work by Posner and Mitchell (1967). 

Sternberg (1977; see also Sternberg, 1983) introduced
the cognitive-components approach, whereby performance
on complex psychometric tasks was decomposed into ele-
mentary information-processing components. The underlying
theory was that intelligence comprises a series of component
information processes. In contrast to the cognitive-correlates
approach, however, the underlying components were seen as
complex rather than as simple. For example, solving an anal-
ogy of the form A : B :: C : ? involves components such as
encoding the terms, inferring the relation between A and B,
applying this relation from C to ?, and so forth (see review by
Lohman, 2000).

The cognitive approaches of Hunt and Sternberg are now
primarily of historical interest. Both authors have expanded
their conceptualizations of intelligence since this work. They
were forced to do so. Neither approach yielded consistently
high correlations between the tasks and task components
and psychometric tests of intelligence used as criteria.
Moreover, sometimes the components showing the highest
correlations were the ones least expected to show them.
Sternberg and Gardner (1983), for example, consistently
found the regression-constant component to have the highest
correlations with psychometric test scores, leading them to
wonder whether they had rediscovered through information-
processing analysis the general factor that had been discovered
through psychometric analysis.

In the 1990s cognitive and biological approaches (dis-
cussed next) began to merge (Vernon, Wickett, Bazana, &
Stelmack, 2000). A prototypical example is the inspection-
time task (Nettlebeck, 1982; see reviews by Deary, 2000;
Deary & Stough, 1996). In this task, two adjacent vertical
lines are presented tachistoscopically or by computer, fol-
lowed by a visual mask (to destroy the image in visual iconic
memory). The two lines differ in length, as do the lengths of
time for which the two lines are presented. The participant’s
task is to say which line is longer. But instead of using raw re-
sponse time as the dependent variable, investigators typically
use measures derived from a psychophysical function esti-
mated after many trials. For example, the measure might be

the duration of a single inspection trial at which 50% accu-
racy is achieved. Correlations between this task and measures
of IQ appear to be about .4, a bit higher than is typical in psy-
chometric tasks. Much of this correlation may be mediated
by the visual ability component of intelligence (Gv). There
are differing theories as to why such correlations are ob-
tained. All such theories generally attempt to relate the cog-
nitive function of visual inspection time to some kind of
biological function, such as speed of neuronal conduction.
Let us consider, then, some of the biological functions that
may underlie intelligence.

Biological Theories

An important approach to studying intelligence is to under-
stand it in terms of the functioning of the brain, in particular,
and of the nervous system, in general. Earlier theories relat-
ing the brain to intelligence tended to be global in nature, al-
though they were not necessarily backed by strong empirical
evidence. Because these earlier theories are still used in con-
temporary writings and, in the case of Halstead and Luria,
form the bases for test batteries still in contemporary use,
they are described here briefly.

Early Biological Theories. Halstead (1951) suggested
that there are four biologically based abilities, which he
called (a) the integrative field factor, (b) the abstraction
factor, (c) the power factor, and (d) the directional factor.
Halstead attributed all four of these abilities primarily to the
functioning of the cortex of the frontal lobes. 

More influential than Halstead has been Hebb (1949), who
distinguished between two basic types of intelligence: Intelli-
gence A and Intelligence B. Hebb’s distinction is still used by
some theorists. According to Hebb, Intelligence A is innate
potential, and Intelligence B is the functioning of the brain as
a result of the actual development that has occurred. These
two basic types of intelligence should be distinguished from
Intelligence C, or intelligence as measured by conventional
psychometric tests of intelligence. Hebb also suggested
that learning, an important basis of intelligence, is built up
through cell assemblies, by which successively more and
more complex connections among neurons are constructed as
learning takes place.

A third biologically based theory is that of Luria (1973,
1980), which has had a major impact on tests of intelligence
(Kaufman & Kaufman, 1983; Naglieri & Das, 1997). Ac-
cording to Luria, the brain comprises three main units with
respect to intelligence: (a) a unit of arousal in the brain stem
and midbrain structures; (b) a sensory-input unit in the tem-
poral, parietal, and occipital lobes; and (c) an organization
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and planning unit in the frontal cortex. The more modern
form of this theory is PASS theory (Das, Kirby, & Jarman,
1979; Naglieri & Das, 1990, 2002), which distinguishes
among planning, attentional, successive processing, and si-
multaneous processing abilities. These latter two abilities are
subsets of the sensory-input abilities referred to by Luria. 

The early biological theories continue to have an influence
on theories of intelligence. Oddly, their influence on contem-
porary psychometric work is substantially greater than their
influence on contemporary biological work, which largely
(although not wholly) has left these theories behind.

Contemporary Biological Theories. More recent theo-
ries have dealt with more specific aspects of brain or neural
functioning. One contemporary biological theory is based on
speed of neuronal conduction. For example, one theory has
suggested that individual differences in nerve-conduction ve-
locity are a basis for individual differences in intelligence
(e.g., Reed & Jensen, 1992; Vernon & Mori, 1992). Two pro-
cedures have been used to measure conduction velocity, ei-
ther centrally (in the brain) or peripherally (e.g., in the arm).

Reed and Jensen (1992) tested brain-nerve conduction ve-
locities via two medium-latency potentials, N70 and P100,
which were evoked by pattern-reversal stimulation. Subjects
saw a black-and-white checkerboard pattern in which the
black squares would change to white and the white squares to
black. Over many trials, responses to these changes were an-
alyzed via electrodes attached to the scalp in four places. Cor-
relations of derived latency measures with IQ were small
(generally in the .1 to .2 range of absolute value), but were
significant in some cases, suggesting at least a modest rela-
tion between the two kinds of measures.

Vernon and Mori (1992) reported on two studies investi-
gating the relation between nerve-conduction velocity in the
arm and IQ. In both studies nerve-conduction velocity was
measured in the median nerve of the arm by attaching elec-
trodes to the arm. In the second study, conduction velocity
from the wrist to the tip of the finger was also measured.
Vernon and Mori found significant correlations with IQ in the
.4 range, as well as somewhat smaller correlations (around .2)
with response-time measures. They interpreted their results
as supporting the hypothesis of a relation between speed of
information transmission in the peripheral nerves and intelli-
gence. However, these results must be interpreted cautiously,
as Wickett and Vernon (1994) later tried unsuccessfully to
replicate these earlier results.

Other work has emphasized P300 as a measure of intelli-
gence. Higher amplitudes of P300 are suggestive of higher
levels of extraction of information from stimuli (Johnson,
1986, 1988) and also more rapid adjustment to novelty in

stimuli (Donchin, Ritter, & McCallum, 1979). However, at-
tempts to relate P300 and other measures of amplitudes of
evoked potentials to scores on tests of intelligence have led to
inconclusive results (Vernon et al., 2000). Indeed, the field
has gotten a mixed reputation because so many successful
attempts have later been met with failures to replicate.

There could be a number of reasons for these failures. One
is almost certainly that there are just so many possible sites,
potentials to measure, and ways of quantifying the data that
the huge number of possible correlations creates a greater
likelihood of Type I errors than would be the case for more
typical cases of test-related measurements. Investigators
using such methods therefore have to take special care to
guard against Type II errors.

Another approach has been to study glucose metabolism.
The underlying theory is that when a person processes infor-
mation, there is more activity in a certain part of the brain.
The better the person is at the behavioral activity, the less is
the effort required by the brain. Some of the most interesting
recent studies of glucose metabolism have been done by
Richard Haier and his colleagues. For example, Haier et al.
(1988) showed that cortical glucose metabolic rates as re-
vealed by PET scan analysis of subjects solving Raven
Progressive Matrices problems were lower for more intelli-
gent than for less intelligent subjects. These results suggest
that the more intelligent participants needed to expend less
effort than the less intelligent ones in order to solve the rea-
soning problems. A later study (Haier, Siegel, Tang, Abel, &
Buchsbaum, 1992) showed a similar result for more versus
less practiced performers playing the computer game of
Tetris. In other words, smart people or intellectually expert
people do not have to work as hard as less smart or intellec-
tually expert people at a given problem. 

What remains to be shown, however, is the causal direction
of this finding. One could sensibly argue that the smart people
expend less glucose (as a proxy for effort) because they are
smart, rather than that people are smart because they expend
less glucose. Or both high IQ and low glucose metabolism
may be related to a third causal variable. In other words, we
cannot always assume that the biological event is a cause (in
the reductionist sense). It may be, instead, an effect.

Another approach considers brain size. The theory is sim-
ply that larger brains are able to hold more neurons and, more
important, more complex intersynaptic connections between
neurons. Willerman, Schultz, Rutledge, and Bigler (1991)
correlated brain size with Wechsler Adult Intelligence
Scale–Revised (WAIS-R) IQs, controlling for body size. They
found that IQ correlated .65 in men and .35 in women, with a
correlation of .51 for both sexes combined.Afollow-up analy-
sis of the same 40 subjects suggested that, in men, a relatively



34 Contemporary Theories of Intelligence

larger left hemisphere better predicted WAIS-R verbal than it
predicted nonverbal ability, whereas in women a larger left
hemisphere predicted nonverbal ability better than it pre-
dicted verbal ability (Willerman, Schultz, Rutledge, & Bigler,
1992). These brain-size correlations are suggestive, but it is
difficult to say what they mean at this point.

Yet another approach that is at least partially bio-
logically based is that of behavior genetics. A fairly complete
review of this extensive literature is found in Sternberg and
Grigorenko (1997). The basic idea is that it should be possible
to disentangle genetic from environmental sources of varia-
tion in intelligence. Ultimately, one would hope to locate the
genes responsible for intelligence (Plomin, McClearn, &
Smith, 1994, 1995; Plomin & Neiderhiser, 1992; Plomin &
Petrill, 1997). The literature is complex, but it appears that
about half the total variance in IQ scores is accounted for by
genetic factors (Loehlin, 1989; Plomin, 1997). This figure
may be an underestimate because the variance includes error
variance and because most studies of heritability have been
with children, but we know that heritability of IQ is higher for
adults than for children (Plomin, 1997). Also, some studies,
such as the Texas Adoption Project (Loehlin, Horn, &
Willerman, 1997), suggest higher estimates: .78 in the Texas
Adoption Project, .75 in the Minnesota Study of Twins
Reared Apart (Bouchard, 1997; Bouchard, Lykken, McGue,
Segal, & Tellegen, 1990), and .78 in the Swedish Adop-
tion Study of Aging (Pedersen, Plomin, Nesselroade, &
McClearn, 1992).

At the same time, some researchers argue that effects of
heredity and environment cannot be clearly and validly sepa-
rated (Bronfenbrenner & Ceci, 1994; Wahlsten & Gottlieb,
1997). Perhaps, the direction of future research should be to
figure out how heredity and environment work together to
produce phenotypic intelligence (Scarr, 1997), concentrating
especially on within-family environmental variation, which
appears to be more important than between-family variation
(Jensen, 1997). Such research requires, at the very least, very
carefully prepared tests of intelligence, perhaps some of the
newer tests described in the next section.

Systems Theories

Many contemporary theories of intelligence can be viewed
as systems theories because they are more complex, in many
respects, than past theories, and attempt to deal with intelli-
gence as a complex system.

The Theory of Multiple Intelligences. Gardner
(1983, 1993, 1999) proposed that there is no single, unified

intelligence, but rather a set of relatively distinct, indepen-
dent, and modular multiple intelligences. His theory of
multiple intelligences (MI theory) originally proposed seven
multiple intelligences: (a) linguistic, as used in reading a
book or writing a poem; (b) logical-mathematical, as used in
deriving a logical proof or solving a mathematical problem;
(c) spatial, as used in fitting suitcases into the trunk of a car;
(d) musical, as used in singing a song or composing a sym-
phony; (e) bodily-kinesthetic, as used in dancing or playing
football; (f) interpersonal, as used in understanding and inter-
acting with other people; and (g) intrapersonal, as used in
understanding oneself. 

Recently, Gardner (1999) has proposed an additional in-
telligence as a confirmed part of his theory: naturalist intelli-
gence, the kind shown by people who are able to discern
patterns in nature. Charles Darwin would be a notable exam-
ple. Gardner has also suggested that there may be two other
intelligences: spiritual intelligence and existential intelli-
gence. Spiritual intelligence involves a concern with cosmic
or existential issues and the recognition of the spiritual as the
achievement of a state of being. Existential intelligence in-
volves a concern with ultimate issues. Gardner believes that
the evidence for these latter two intelligences is less power-
ful than the evidence for the other eight intelligences. What-
ever the evidence may be for the other eight, we agree that
the evidence for these two new intelligences is speculative at
this point.

Most activities will involve some combination of these
different intelligences. For example, dancing might involve
both musical and bodily-kinesthetic intelligences. Reading
a mathematical textbook might require both linguistic and
logical-mathematical intelligences. Often it will be hard to
separate these intelligences in task performance.

In the past, factor analysis served as the major criterion for
identifying abilities. Gardner (1983, 1999) proposed a new
set of criteria, including but not limited to factor analysis, for
identifying the existence of a discrete kind of intelligence:
(a) potential isolation by brain damage, in that the destruc-
tion or sparing of a discrete area of the brain may destroy or
spare a particular kind of intelligent behavior; (b) the exis-
tence of exceptional individuals who demonstrate extraordi-
nary ability (or deficit) in a particular kind of intelligent
behavior; (c) an identifiable core operation or set of opera-
tions that are essential to performance of a particular kind of
intelligent behavior; (d) a distinctive developmental history
leading from novice to master, along with disparate levels of
expert performance; (e) a distinctive evolutionary history, in
which increases in intelligence may be plausibly associated
with enhanced adaptation to the environment; (f) supportive
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evidence from cognitive-experimental research; (g) support-
ive evidence from psychometric tests; and (h) susceptibility
to encoding in a symbol system.

Gardner (1993, 1995, 1997) has suggested that the multi-
ple intelligences can be understood as bases not only for
understanding intelligence, but for understanding other kinds
of constructs as well, such as creativity and leadership. For
example, Gardner has analyzed some of the great creative
thinkers of the twentieth century in terms of their multiple
intelligences, arguing that many of them were extraordinarily
creative by virtue of extremely high levels of one of the intel-
ligences. For example, Martha Graham was very high in
bodily-kinesthetic intelligence, T. S. Eliot in linguistic intelli-
gence, and so forth.

The theory of multiple intelligences has proved to be enor-
mously successful in capturing the attention both of the psy-
chological public and of the public in general. Nevertheless,
some caution must be observed before accepting the theory.

First, since the theory was proposed in 1983, there have
been no published empirical tests of the theory as a whole.
Given that a major goal of science is empirically to test theo-
ries, this fact is something of a disappointment, but it cer-
tainly suggests the need for such testing. 

Second, the theory has been justified by Gardner on the
basis of post hoc reviews of various literatures. Although
these reviews are persuasive, they are also highly selective.
For example, there is virtually no overlap between the lit-
eratures reviewed by Gardner in his various books and the lit-
eratures reviewed by Carroll (1993) or Jensen (1998). This is
not to say that his literature is wrong or that theirs is right.
Rather, all literature reviews are selective and probably tend
more to dwell on studies that support the proposed point of
view.Adifference between the literature reviewed by Gardner
and that reviewed by Carroll and Jensen is that the literature
Gardner reviews was not intended to test his theory of intelli-
gence or anything like it. In contrast, the literatures reviewed
by Carroll and Jensen largely comprise studies designed
specifically to test psychometric theories of intelligence.

Third, even if one accepts Gardner’s criteria for defining
an intelligence, it is not clear whether the eight or ten intelli-
gences proposed by Gardner are the only ones that would fit.
For example, might there be a sexual intelligence? And are
these intelligences really intelligences, per se, or are some of
them better labeled talents? Obviously, the answer to this
question is definitional, and hence there may be no ultimate
answer at all.

Finally, there is a real need for psychometrically strong as-
sessments of the various intelligences, because without such
assessments it will be difficult ever to validate the theory.

Assessments exist (Gardner, Feldman, & Krechevsky, 1998),
but they seem not to be psychometrically strong. Without
strong assessments, the theory is likely to survive without or
because of the lack of serious attempts at disconfirmation.

Since the theory was first proposed, a large number of
educational interventions have arisen that are based on the
theory, sometimes closely and other times less so (Gardner,
1993). Many of the programs are unevaluated, and evalua-
tions of other programs seem still to be ongoing, so it is diffi-
cult to say at this point what the results will be. In one
particularly careful evaluation of a well-conceived program
in a large southern city, there were no significant gains in stu-
dent achievement or changes in student self-concept as a re-
sult of an intervention program based on Gardner’s (1983,
1999) theory (Callahan, Tomlinson, & Plucker, 1997). There
is no way of knowing whether these results are representative
of such intervention programs, however.

Successful Intelligence. Sternberg (1997, 1999c, 1999d)
has suggested that we may wish to pay less attention to con-
ventional notions of intelligence and more to what he terms
successful intelligence, or the ability to adapt to, shape, and se-
lect environments to accomplish one’s goals and those of one’s
society and culture. A successfully intelligent person balances
adaptation, shaping, and selection, doing each as necessary.
The theory is motivated in part by repeated findings that con-
ventional tests of intelligence and related tests do not predict
meaningful criteria of success as well as they predict scores on
other similar tests and school grades (e.g., Sternberg &
Williams, 1997).

Successful intelligence involves an individual’s discern-
ing his or her pattern of strengths and weaknesses and then
figuring out ways to capitalize on the strengths and at the
same time compensate for or correct the weaknesses. People
attain success, in part, in idiosyncratic ways that involve their
finding how best to exploit their own patterns of strengths
and weaknesses.

According to the proposed theory of human intelligence
and its development (Sternberg, 1980, 1984, 1985, 1990,
1997, 1999a, 1999b), a common set of processes underlies all
aspects of intelligence. These processes are hypothesized to
be universal. For example, although the solutions to prob-
lems that are considered intelligent in one culture may be dif-
ferent from the solutions considered to be intelligent in
another culture, the need to define problems and translate
strategies to solve these problems exists in any culture.

Metacomponents, or executive processes, plan what to
do, monitor things as they are being done, and evaluate
things after they are done. Examples of metacomponents are
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recognizing the existence of a problem, defining the nature of
the problem, deciding on a strategy for solving the problem,
monitoring the solution of the problem, and evaluating the
solution after the problem is solved. 

Performance components execute the instructions of the
metacomponents. For example, inference is used to decide
how two stimuli are related, and application is used to apply
what one has inferred (Sternberg, 1977). Other examples of
performance components are comparison of stimuli, justifi-
cation of a given response as adequate although not ideal, and
actually making the response.

Knowledge-acquisition components are used to learn how
to solve problems or simply to acquire declarative knowledge
in the first place (Sternberg, 1985). Selective encoding is
used to decide what information is relevant in the context of
one’s learning. Selective comparison is used to bring old in-
formation to bear on new problems. Selective combination is
used to put together the selectively encoded and compared in-
formation into a single and sometimes insightful solution to a
problem.

Although the same processes are used for all three aspects
of intelligence universally, these processes are applied to dif-
ferent kinds of tasks and situations depending on whether a
given problem requires analytical thinking, creative thinking,
practical thinking, or a combination of these kinds of think-
ing. Data supporting the theory cannot be presented fully
here but are summarized elsewhere (Sternberg, 1977, 1985;
Sternberg et al., 2000).

Three broad abilities are important to successful intelli-
gence: analytical, creative, and practical abilities.

Analytical abilities are required to analyze and evaluate
the options available to oneself in life. They include things
such as identifying the existence of a problem, defining the
nature of the problem, setting up a strategy for solving the
problem, and monitoring one’s solution processes. 

Creative abilities are required to generate problem-solving
options in the first place. Creative individuals typically “buy
low and sell high” in the world of ideas (Sternberg & Lubart,
1995, 1996): They are willing to generate ideas that, like
stocks with low price-earnings ratios, are unpopular and per-
haps even deprecated. Having convinced at least some people
of the value of these ideas, they then sell high, meaning that
they move on to the next unpopular idea. Research shows that
these abilities are at least partially distinct from conventional
IQ and that they are moderately domain specific, meaning
that creativity in one domain (such as art) does not necessar-
ily imply creativity in another (such as writing; Sternberg &
Lubart, 1995). Not all creative work is crowd defying, of
course. Some work is creative by virtue of extending existing
paradigms (see Sternberg, 1999b). 

Practical abilities are required to implement options and
to make them work. Practical abilities are involved when
intelligence is applied to real-world contexts. A key aspect
of practical intelligence is the acquisition and use of tacit
knowledge, which is knowledge of what one needs to know
to succeed in a given environment that is not explicitly
taught and that usually is not verbalized. Research shows
several generalizations about tacit knowledge. First, it is ac-
quired through mindful utilization of experience. What
matters, however, is not the experience, per se, but how
much one profits from it. Second, tacit knowledge is rela-
tively domain specific, although people who are likely to
acquire it in one domain are likely to acquire it in another
domain. Third, acquisition and utilization are relatively in-
dependent of conventional abilities. Fourth, tacit knowl-
edge predicts criteria of job success about as well as and
sometimes better than does IQ. Fifth, tacit knowledge pre-
dicts these criteria incrementally over IQ and other kinds of
measures, such as of personality and of styles of learning
and thinking (McClelland, 1973; Sternberg et al., 2000;
Sternberg & Wagner, 1993; Sternberg, Wagner, Williams, &
Horvath, 1995).

The separation of practical intelligence from IQ has been
shown in a number of different ways in a number of different
studies (see Sternberg et al., 2000, for a review). Scribner
(1984, 1986) showed that experienced assemblers in a milk-
processing plant used complex strategies for combining par-
tially filled cases in a manner that minimized the number of
moves required to complete an order. Although the assem-
blers were the least educated workers in the plant, they were
able to calculate in their heads quantities expressed in dif-
ferent base number systems, and they routinely outper-
formed the more highly educated white-collar workers who
substituted when the assemblers were absent. Scribner found
that the order-filling performance of the assemblers was un-
related to measures of academic skills, including intelligence
test scores, arithmetic test scores, and grades.

Ceci and Liker (1986) carried out a study of expert race-
track handicappers and found that expert handicappers used a
highly complex algorithm for predicting post time odds that
involved interactions among seven kinds of information. Use
of a complex interaction term in their implicit equation was
unrelated to the handicappers’ IQs.

A series of studies showed that shoppers in California gro-
cery stores were able to choose which of several products
represented the best buy for them (Lave, Murtaugh, & de la
Roche, 1984; Murtaugh, 1985). They were able to do so
even though they did very poorly on the same kinds of
problems when the problems were presented in the form of
a paper-and-pencil arithmetic computation test. The same
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principle that applies to adults appears to apply to children as
well: Carraher, Carraher, and Schliemann (1985) found that
Brazilian street children who could apply sophisticated math-
ematical strategies in their street vending were unable to do
the same in a classroom setting (see also Ceci & Roazzi,
1994; Nuñes, 1994).

One more example of a study of practical intelligence was
provided by individuals asked to play the role of city managers
for the computer-simulated city of Lohhausen (Dörner &
Kreuzig, 1983; Dörner, Kreuzig, Reither, & Staudel, 1983). A
variety of problems were presented to these individuals, such
as how best to raise revenue to build roads. The simulation in-
volved more than one thousand variables. No relation was
found between IQ and complexity of strategies used.

There is also evidence that practical intelligence can be
taught (Gardner, Krechevsky, Sternberg, & Okagaki, 1994;
Sternberg, Okagaki, & Jackson, 1990), at least in some de-
gree. For example, middle-school children given a program
for developing their practical intelligence for school (strate-
gies for effective reading, writing, execution of homework,
and taking of tests) improved more from pretest to posttest
than did control students who received an alternative but
irrelevant treatment.

None of these studies suggest that IQ is unimportant for
school or job performance or other kinds of performance; in-
deed, the evidence suggests the contrary (Barrett & Depinet,
1991; Gottfredson, 1986, 1997; Hunt, 1995; Hunter &
Hunter, 1984; Schmidt & Hunter, 1981, 1993, 1998; Wigdor
& Garner, 1982). What the studies do suggest, however, is
that there are other aspects of intelligence that are relatively
independent of IQ, and that are important as well. A multiple-
abilities prediction model of school or job performance would
probably be most satisfactory.

According to the theory of successful intelligence, chil-
dren’s multiple abilities are underutilized in educational insti-
tutions because teaching tends to value analytical (as well as
memory) abilities at the expense of creative and practical
abilities. Sternberg, Ferrari, Clinkenbeard, and Grigorenko
(1996; Sternberg, Grigorenko, Ferrari, & Clinkenbeard,
1999) designed an experiment in order to illustrate this point.
They identified 199 high school students from around the
United States who were strong in either analytical, creative,
or practical abilities, or all three kinds of abilities, or none of
the kinds of abilities. Students were then brought to Yale
University to take a college-level psychology course that was
taught in a way that emphasized either memory, analytical,
creative, or practical abilities. Some students were matched,
and others mismatched, to their own strengths. All students
were evaluated for memory-based, analytical, creative, and
practical achievements. 

Sternberg and his colleagues found that students whose in-
struction matched their pattern of abilities performed signifi-
cantly better than did students who were mismatched. They
also found that prediction of course performance was im-
proved by taking into account creative and practical as well
as analytical abilities.

In subsequent studies (Grigorenko, Jarvin, & Sternberg,
2002; Sternberg, Torff, & Grigorenko, 1998), students were
taught a subject matter in a variety of ways in order to com-
pare instruction based on the theory of successful intelligence
with other forms of instruction. For example, one set of stud-
ies compared such instruction with instruction based on
critical thinking and instruction based on traditional, mem-
ory-based learning in social studies and science (Sternberg
et al., 1998). Another study compared instruction based on
successful intelligence to traditional instruction in reading
(Grigorenko et al., 2002). Participants in these experiments
ranged from middle-school to high-school levels and covered
the range of socioeconomic levels from very low to very
high. In general, instruction based on the theory of successful
intelligence was superior to the other forms of instruction,
even if tests of achievement measured only memory-based
learning.

At a theoretical level, why should instruction based on the
theory of successful intelligence be more effective than con-
ventional or other forms of instruction? Five reasons have
been proffered. First, instruction based on the theory of suc-
cessful intelligence encourages students to capitalize on
strengths. Second, it encourages them to correct or to compen-
sate for weaknesses. Third, it enables them to encode material
in three different ways, which, by increasing the number of re-
trieval routes to the information, facilitates memory retrieval
later on. Fourth, it encourages elaborative rather than mainte-
nance rehearsal, which results in more elaborated memory
traces for the material. Fifth, it is more motivating to students
because it typically renders the material more interesting than
do conventional forms of presentation.

The theory of successful intelligence has been tested more
extensively than many other contemporary theories of intelli-
gence. Nevertheless, questions remain. For example, even
some who might accept the existence of distinctive creative
and practical abilities might argue that they represent psycho-
logical attributes distinct from intelligence. Second, the
pervasiveness of the general factor in psychological investi-
gations must make one wary of Type I errors in accepting the
notion that the general factor is not truly general, but rather
applies primarily to academic kinds of tasks. Third, there is as
yet no published test that measures the triarchic abilities, and
the research-based tests clearly need further development.
Without published tests, it will be difficult for laboratories



38 Contemporary Theories of Intelligence

other than those of the principal proponents of the theory to
test the theory adequately.

True Intelligence. Perkins (1995) proposed a theory of
what he refers to as true intelligence, which he believes syn-
thesizes classic views as well as new ones. According to
Perkins, there are three basic aspects to intelligence: neural,
experiential, and reflective. 

Neural intelligence concerns what Perkins believes to be
the fact that some people’s neurological systems function
better than do the neurological systems of others, running
faster and with more precision. He mentions “more finely
tuned voltages” and “more exquisitely adapted chemical cat-
alysts” as well as a “better pattern of connectivity in the
labyrinth of neurons” (Perkins, 1995, p. 97), although it is not
entirely clear what any of these phrases means. Perkins be-
lieves this aspect of intelligence to be largely genetically de-
termined and unlearnable. This kind of intelligence seems to
be somewhat similar to Cattell’s (1971) idea of fluid intelli-
gence. The experiential aspect of intelligence is what has
been learned from experience. It is the extent and organiza-
tion of the knowledge base, and thus is similar to Cattell’s
(1971) notion of crystallized intelligence. The reflective as-
pect of intelligence refers to the role of strategies in memory
and problem solving and appears to be similar to the con-
struct of metacognition or cognitive monitoring (Brown &
DeLoache, 1978; Flavell, 1981). 

There have been no published empirical tests of the theory
of true intelligence, so it is difficult to evaluate the theory at
this time. Like Gardner’s (1983) theory, Perkins’s theory is
based on literature review, and as noted earlier, such literature
reviews often tend to be selective and then interpreted in a
way to maximize the theory’s fit to the available data.

The Bioecological Model of Intelligence. Ceci (1996)
proposed a bioecological model of intelligence, according to
which multiple cognitive potentials, context, and knowledge
all are essential bases of individual differences in perfor-
mance. Each of the multiple cognitive potentials enables re-
lationships to be discovered, thoughts to be monitored, and
knowledge to be acquired within a given domain. Although
these potentials are biologically based, their development is
closely linked to environmental context, and hence it is diffi-
cult if not impossible cleanly to separate biological from en-
vironmental contributions to intelligence. Moreover, abilities
may express themselves very differently in different con-
texts. For example, children given essentially the same task
in the context of a video game and in the context of a labora-
tory cognitive task performed much better when the task was
presented in the context of the video game. 

The bioecological model appears in many ways to be
more a framework than a theory. At some level, the theory
must be right. Certainly, both biological and ecological fac-
tors contribute to the development and manifestation of intel-
ligence. Perhaps what the theory needs most at this time are
specific and clearly falsifiable predictions that would set it
apart from other theories.

Emotional Intelligence. Emotional intelligence is the
ability to perceive accurately, appraise, and express emotion;
the ability to access or generate feelings when they facilitate
thought; the ability to understand emotion and emotional
knowledge; and the ability to regulate emotions to promote
emotional and intellectual growth (Mayer et al., 2000). The
concept was introduced by Salovey and Mayer (Mayer &
Salovey, 1993; Salovey & Mayer, 1990) and popularized
and expanded by Goleman (1995).

There is some evidence—though still tentative—for the
existence of emotional intelligence. For example, Mayer and
Gehr (1996) found that emotional perception of characters
in a variety of situations correlated with SAT scores, with
empathy, and with emotional openness. Full convergent-
discriminant validation of the construct, however, appears to
be needed. The results to date are mixed, with some studies
supportive (Mayer, Salovey, & Caruso, 2000) and others not
(Davies, Stankov, & Roberts, 1998).

CONCLUSIONS

The study of intelligence has come far in the century since
Spearman (1904) published his seminal paper on general
intelligence. Although there is no consensus as to what intel-
ligence is or how to measure it, there are many viable alter-
natives. More research needs to distinguish among these
alternatives rather than simply adducing evidence for any one
of the alternatives. 

Among the psychometric theories, Carroll’s (1993) has
achieved fairly widespread acclaim, perhaps because it is
based on a meta-analysis of so much empirical work. Be-
cause of its complexity, however, it is likely to have less in-
fluence on measurement than simpler theories, such as the
theory of fluid and crystallized abilities (Cattell, 1971; Horn,
1994). History suggests that very complicated theories (e.g.,
Guilford, 1967, 1982; Guilford & Hoepfner, 1971; Guttman,
1954) tend not to have a long shelf life. In Guilford’s case,
however, it is more a compliment to than a criticism of his
theory, because the demise of Guilford’s theory is related to
its falsifiability (Horn & Knapp, 1973), a property that not all
modern theories have shown themselves to possess.
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There are some questions that no existing theories of
intelligence answer. Consider a few of these. 

Challenges to Traditional Theories and Beliefs
About Intelligence

Within recent years, several challenges from unexpected
quarters have been proposed to theories and conceptions of
intelligence. Two such challenges are the Flynn effect and
dynamic testing.

The Flynn Effect. An empirical phenomenon chal-
lenges many theories of intelligence that view intelligence
as some kind of fixed, largely genetically based trait. We
know that the environment has powerful effects on cognitive
abilities. Perhaps the simplest and most potent demonstration
of this effect is what is called the Flynn effect (Flynn, 1984,
1987, 1994, 1998). The basic phenomenon is that IQ has in-
creased over successive generations around the world through
most of the century—at least since 1930. The effect must be
environmental because a successive stream of genetic muta-
tions obviously could not have taken hold and exerted such an
effect over such a short period of time. The effect is power-
ful—about 15 points of IQ per generation for tests of fluid in-
telligence. And it occurs all over the world. The effect has
been greater for tests of fluid intelligence than for tests of
crystallized intelligence. The difference, if linearly extrapo-
lated (a hazardous procedure, obviously), would suggest that
a person who in 1892 fell at the 90th percentile on the Raven
Progressive Matrices Test, a test of fluid intelligence, would,
in 1992, score at the 5th percentile.

There have been many potential explanations of the Flynn
effect, and in 1996 Ulric Neisser organized a conference at
Emory University to try to explain the effect (Neisser, 1998).
Some of the possible explanations include increased school-
ing, greater educational attainment of parents, better nutri-
tion, and less childhood disease. A particularly interesting
explanation is that of more and better parental attention to
children (see Bronfenbrenner & Ceci, 1994). Whatever the
answer, the Flynn effect suggests that we need to think care-
fully about the view that IQ is fixed. It probably is not fixed
within individuals (Campbell & Ramey, 1994; Ramey, 1994),
and it is certainly not fixed across generations.

Dynamic Assessment. In dynamic assessment, individ-
uals learn at the time of test. If they answer an item correctly,
they are given guided feedback to help them solve the item,
either until they get it correct or until the examiner has run
out of clues to give them.

The notion of dynamic testing appears to have origi-
nated with Vygotsky (1934/1962, 1978) and was developed
independently by Feuerstein, Rand, Haywood, Hoffman,
and Jensen (1985). Dynamic assessment is generally based
on the notion that cognitive abilities are modifiable and that
there is some zone of proximal development (Vygotsky,
1978), which represents the difference between actually de-
veloped ability and latent capacity. Dynamic assessments at-
tempt to measure this zone of proximal development, or an
analogue to it.

Dynamic assessment is cause for both celebration and
caution (Grigorenko & Sternberg, 1998). On the one hand, it
represents a break from conventional psychometric notions
of a more or less fixed level of intelligence. On the other
hand, it is more a promissory note than a realized success.
The Feuerstein test, the Learning Potential Assessment
Device (Feuerstein et al., 1985), is of clinical use but is not
psychometrically normed or validated. There is only one for-
mally normed test available in the United States (Swanson,
1995). This test yields scores for working memory before and
at various points during and after training, as well as scores
for amount of improvement with intervention, number of
hints that have been given, and a subjective evaluation by the
examiner of the examinee’s use of strategies. Other tests are
perhaps on the horizon (Guthke & Stein, 1996), but their po-
tential for standardization and validity, too, remains to be
shown.

Intelligence as Typical Performance. Traditionally, in-
telligence has been thought of as something to be conceptual-
ized and measured in terms of maximum performance. The
tests of intelligence have been maximum-performance tests,
requiring examinees to work as hard as they can to maximize
their scores. Ackerman (1994; Ackerman & Heggestad, 1997;
Goff & Ackerman, 1992) has recently argued that typical-
performance tests—which, like personality tests, do not re-
quire extensive intellectual effort—ought to supplement
maximal-performance ones. On such tests individuals might
be asked to what extent statements like “I prefer my life to be
filled with puzzles I must solve” or “I enjoy work that requires
conscientious, exacting skills” match their attitudes. A factor
analysis of such tests yielded five factors: intellectual engage-
ment, openness, conscientiousness, directed activity, and
science-technology interest.

Ackerman’s data suggest a weak relationship between
his measures of typical performance and more conventional
measures of maximum performance. What is needed most
at this time are incremental validity studies that show that this
theory provides significant incremental validity with respect
to real-world task performance over the validity provided by
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available measures of intelligence. Because our intelligence
so often is used in typical performance settings (Sternberg
et al., 1981), future theorists will need to cope with the chal-
lenge of typical performance, following Ackerman’s lead.
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AN INFORMATION PROCESSING VIEW OF
LEARNING AND COGNITION

How does the human mind work? What happens when some-
one learns or when someone solves a problem? According
to the information processing view, the human mind works
by forming mental representations and applying cognitive
processes to them. This definition has two elements: (a) The
content of cognition is mental representations, and (b) the ac-
tivity of cognition involves cognitive processes. In learning,
the learner takes incoming information received through the
eyes or ears and applies a series of cognitive processes to the
incoming information, resulting in the construction of a se-
ries of mental representations. For example, as you read the
words in this paragraph you form a series of mental represen-
tations by applying appropriate cognitive processes such as
mentally selecting important ideas, mentally organizing them
into a coherent cognitive structure, and mentally relating
them with prior knowledge. In this chapter I provide a brief
historical overview of the precursors to the information pro-
cessing view of learning and cognition, describe two versions
of the information processing view, examine three major
contributions of the information processing view, and then
exemplify how it contributes to theories of learning and
cognition.

HISTORICAL OVERVIEW

For more than 100 years psychologists have conducted re-
search aimed at understanding how knowledge is represented
and processed in human minds. Such issues fell under the
domain of science as psychology entered the twentieth cen-
tury, heralded by the publication of Ebbinghaus’s pioneering
memory studies in 1885 (Ebbinghaus, 1964) and Thorndike’s
pioneering learning studies in 1898 (Thorndike, 1965). Dur-
ing the first half of the twentieth century two competing
views of learning emerged—the associationist view of learn-
ing as strengthening of associations and the Gestalt view of
learning as building cognitive structures.

Associationist View

According to the associationist view, the content of cognition
consists of nodes and associations between them and the
process of cognition consists of the strengthening and weak-
ening of associations. For example, in Thorndike’s (1965)
classic study of animal learning, a hungry cat was placed in a
wooden box. The cat could escape by pulling a hanging loop
of string that opened a door allowing the cat to get out and eat
some nearby food. Thorndike noted that on the first day, the
cat engaged in many extraneous behaviors before accidentally
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pulling the string, but on successive days the number of extra-
neous behaviors decreased. After many days, the cat pulled
the loop of string shortly after being placed in the box.
According to Thorndike, the cat began with a habit family
hierarchy—an ordered set of responses associated with being
placed in an enclosed box. The cat would try the most strongly
associated response first (e.g., thrusting its paw through the
slats of the box), and when it failed, the strength of the associ-
ation to that response would be weakened. Eventually, the cat
would pull the loop of string and get out, thus increasing the
association to that response. Over many days, the extraneous
responses became very weakly associated with being in the
box, and pulling the string became very strongly associated
with being in the box. Thus, Thorndike offered a clear vision
of learning as the strengthening and weakening of stimulus-
response (S-R) associations and memory as the processing of
linked nodes in a network—a vision that dominated psychol-
ogy through the 1950s and still flourishes today in revised
form.

Gestalt View

According to the Gestalt view, the content of cognition con-
sists of coherent structures, and the process of cognition con-
sists of building them. For example, Kohler (1925) placed an
ape in a pen with crates on the ground and a bunch of bananas
hanging overhead out of reach. Kohler observed that the ape
looked around and then suddenly placed the crates on top
of one another to form a ladder leading to the bananas,
allowing the ape to climb the stairs and grasp the bananas.
According to Kohler, the ape learned by insight—mentally re-
organizing the objects in the situation so they fit together in a
way that accomplished the goal. Thus, insight is a process of
structure building (Mayer, 1995). The Gestalt approach rose
to prominence in the 1930s and 1940s but is rarely mentioned
today. Nonetheless, the Gestalt theme of cognition as structure
building underlies core topics in cognitive science including
the idea of schemas, analogical reasoning, and meaningful
learning.

By the 1950s and 1960s, the associationist and Gestalt
views were reshaped into a new view of cognition, called
information processing (Lachman, Lachman, & Butterfield,
1979). The information processing view eventually became
the centerpiece of cognitive science—the interdisciplinary
study of cognition. A core premise in cognitive science is that
cognition involves computation; that is, cognition occurs
when you begin with a representation as input, apply a process,
and create a representation as output. For example, in a review
of the field of cognitive science, Johnson-Laird (1988, p. 9)
noted, “Cognitive science, sometime explicitly and sometimes

implicitly, tries to elucidate the workings of the mind by treat-
ing them as computations.” Human cognition on any task can
be described as a series of cognitive processes (i.e., a descrip-
tion of the computations that were carried out) or as a series of
transformations of mental representations (i.e., a description
of the inputs and outputs for each computation).

TWO VIEWS OF INFORMATION
PROCESSING THEORY

A central problem of the information processing approach is
to clarify the nature of mental representations and the nature
of cognitive processes. This task is made more difficult by the
fact that researchers cannot directly observe the mental rep-
resentations and cognitive processes of other people. Rather,
researchers must devise methods that allow them to infer
the mental representations and cognitive processes of others
based on their behavior (including physiological responses).
In the evolution of the information processing approach to
learning and memory, there have been two contrasting ver-
sions: the classical and constructivist view (Mayer, 1992a,
1996a).

Leary (1990) showed how progress in psychological theo-
ries can be described as a progression of metaphors, and
Mayer (1992a, 2001) described several major metaphors of
learning and memory that have emerged during the last cen-
tury, including viewing knowledge as information versus
viewing knowledge as cognitive structure. A major challenge
of the information processing view—and the field of cogni-
tive science that it serves—is to clarify the status of the
knowledge as information metaphor (which is part of the clas-
sical view) and the knowledge as cognitive structure metaphor
(which is part of the constructivist view).

Classical View

The classic view is based on a human-machine metaphor in
which the human mind is like a computer; knowledge is rep-
resented as data that can be processed by a computer, and
cognition is represented as a program that specifies how data
are processed. According to the classical view, humans are
processors of information. Information is a commodity that
can be transferred from one mind to another as a series of
symbols. Processing involves applying an algorithm to infor-
mation such that a series of symbols is manipulated accord-
ing to a step-by-step procedure. For example, when given a
problem such as “x � 2 � 4, solve for x,” a learner forms a
mental representation of the problem such as “x � 2 � 4”
and applies operators such as mentally subtracting 2 to both
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sides in order to generate a new mental representation,
namely “x � 2.”

The classical information processing approach developed
in the 1950s, 1960s, and 1970s, although its roots predate
psychology (Lachman et al., 1979). For example, more than
250 years ago De La Mettrie (1748/1912) explored the idea
that the human mind works like a complex machine, and the
classical information processing view can be seen in Atkinson
and Shiffrin’s (1968) theory of the human memory system
and Newell and Simon’s (1972) theory of human problem
solving.

For example, Newell and Simon (1972) developed a
computer simulation designed to solve a variety of prob-
lems ranging from chess to logic to cryptarithmetic. In the
problem-solving program, information consists of “symbol
structures” (p. 23) such as a list, tree, or network, and pro-
cessing consists of “executing sequences of elementary infor-
mation process” (p. 30) on symbol structures. A problem is
represented as a problem space consisting of the initial state,
the goal state, and all possible intervening states with links
among them. The process of searching the space is accom-
plished by a problem-solving strategy called means-ends
analysis, in which the problem solver sets a goal and carries
it out if possible or determines an obstacle that must be over-
come if it is not (see Mayer, 1992b). Thus, problem solving
involves applying processes to a symbolic representation of a
problem: If the application is successful, the representation is
changed; if it is not successful, a new process is selected
based on a means-ends analysis strategy. In a complex prob-
lem, a long series of information processes may be applied,
and many successive representations of the problem state
may be created. 

Two limitations of the classical view—humans as infor-
mation processors—concern the characterization of informa-
tion as an objective commodity and the characterization of
processing as the application of algorithms. Although such
characterizations may mesh well with highly contrived labo-
ratory tasks, they appear too limited to account for the full
range of human learning in complex real-world situations.
For example, Metcalfe (1986a, 1986b; Metcalfe & Wiebe,
1987) showed that people use different cognitive processing
for insight problems (requiring a major reorganization of the
problem) and noninsight problems (requiring the step-by-step
application of a series of cognitive processes). For insight
problems people are not able to predict how close they are to
solving the problem (inconsistent with the step-by-step think-
ing posited by the classical view), but for noninsight prob-
lems they are able to gage how close they are to solution
(consistent with the step-by-step thinking posited by the
classical view). Apparently, the classical view may offer a

reasonable account of how people think about noninsight
problems but not how they think about insight problems.

Constructivist View

The constructivist view is based on the knowledge con-
struction metaphor, in which the human mind is a sort of con-
struction zone in which learners actively create their own
knowledge based on integrating what is presented and what
they already know.According to the constructivist view, learn-
ers are sense makers who construct knowledge. Knowledge is
a mental representation that exists in a human mind. Unlike in-
formation, which is an objective entity that can be moved from
one mind to another, knowledge is a personal construction that
cannot be moved directly from one mind to another. Construc-
tion involves cognitive processing aimed at sense making,
including attending to relevant portions of the presented mate-
rial, mentally organizing the material into a coherent structure,
and mentally integrating the material with relevant existing
knowledge. Unlike the view of cognitive processing as apply-
ing algorithms, cognitive processing involves orchestrating
cognitive strategies aimed at sense making. For example, as
you read this section, you may mentally select relevant ideas
such as the classical view of information and processing and
the constructivist view of knowledge and construction; you
may organize them into a matrix with classical and construc-
tivist as rows and nature of information and nature of process-
ing as columns; and you may integrate this material with your
previous knowledge about these topics.

The constructivist approach developed in the 1980s and
1990s, although its earlier proponents include Bartlett’s
(1932) theory of how people remember stories and Piaget’s
(1971) theory of how children learn. For example, Bartlett
argued that when learners are presented with a folk story, they
assimilate story elements to their existing schemas and men-
tally reorganize the story in a way that makes sense to them.
Similarly, Piaget showed how children assimilate their experi-
ences with their existing schemas in an attempt to make sense
of their environment. More recently, the constructivist view
can be seen inAusubel’s (1968) theory of assimilative learning
and Wittrock’s (1990) theory of generative learning. In both
theories, learning involves connecting what is presented with
what the learner already knows, so the outcome of learning de-
pends both on the material presented by the instructor and the
schemas used by the learner.

Although the constructivist view addresses some of the
limitations of the classical view, major limitations of the con-
structivist view include the need to account for the social and
cultural context of cognition and the need to account for the
biological and affective bases of cognition. In particular,



50 Memory and Information Processes

the constructivist view focuses on cognitive changes within
individual learners, but this view can be expanded by consid-
ering how the learner’s cognitive processing is mediated by
the learner’s surrounding social and cultural environment.
The constructivist view focuses on what can be called cold
cognition (i.e., cognitive processing in isolation), but this
view can be expanded by also considering the role of the
learner’s emotional and motivational state. 

MAJOR CONTRIBUTIONS OF INFORMATION
PROCESSING THEORY

Three important contributions of the information process-
ing approach are techniques for analyzing cognitive process-
ing (e.g., “What are the cognitive processes involved in
carrying out a cognitive task?”), techniques for analyzing men-
tal representations (e.g., “How is knowledge represented in
memory?”), and a general description of the architecture of the
human cognitive system (e.g., “How does information flow
through the human memory system?”).

Cognitive Processes: Cognitive Task Analysis

A fundamental contribution of information processing theory
is cognitive task analysis—techniques for describing the cog-
nitive processes that a person must carry out to accomplish a
cognitive task. For example, consider the analogy problem
dog : bark :: cat : ____, which can be read as “dog is to
bark as cat is to what?” and in which the a-term is “dog,” the
b-term is “bark,” the c-term is “cat,” and the d-term is un-
known. What are the cognitive processes that a problem
solver must go through to solve this problem? Based on a
cognitive task analysis, solving an analogy problem can be
broken down into five basic steps (Mayer, 1987; Sternberg,
1977):

1. Encoding—that is, reading and forming a mental repre-
sentation of the words and accompanying punctuation,

2. Inferring—that is, determining the relation between the
a-term and the b-term (e.g., the b-term is the sound that
the a-term makes),

3. Mapping—this is, determining what the c-term is and how
it corresponds to the a-term (e.g., the a-term is a kind of
animal that makes sounds, and the c-term is another kind
of animal that makes sounds),

4. Applying—that is, generating a d-term based on applying
the relational rule to the c-term (e.g., the sound that the
c-term makes is _____), and

5. Responding—that is, physically making the response such
as writing “meow” or circling the correct answer
(“meow”) on a list. 

Cognitive task analysis has useful educational applications
because it suggests specific cognitive processes that students
need to learn. For example, the cognitive task analysis of
analogy problems suggests that students would benefit from
instruction in how to infer the relation between the a-term
and the b-term (Sternberg, 1977).

To test this idea, Sternberg and Ketron (1982) taught col-
lege students how to solve analogy problems by showing them
how to infer the change from the a-term to the b-term and how
to apply that change to the c-term. On a subsequent test of ana-
logical reasoning involving new problems, trained students
solved the problems twice as fast and committed half as many
errors as did students who had not received training.

Cognitive task analysis also offers advantages in evaluat-
ing student learning outcomes. For example, instead of mea-
suring the percentage correct on a test, it is possible to specify
more precisely the knowledge that a student possesses—
including incomplete or incorrect components. For example,
suppose a student gives the following answers on an arith-
metic test:

234 678 456 545
�156 �434 �327 �295

122 244 131 350

A traditional evaluation would reveal that the student cor-
rectly solved 25% of the problems. However, a cognitive task
analysis reveals that the student seems to be consistently ap-
plying a subtraction procedure that has one incorrect step, or
bug—namely, subtracting the smaller number from the larger
number in each column (Brown & Burton, 1978). In specify-
ing the procedure that the student is using, it becomes clear
that instruction is needed to help the student replace this
smaller-from-larger bug. 

Mental Representations: Types of Knowledge

According to the information processing approach, knowl-
edge is at the center of cognition: Learning is the construction
of knowledge; memory is the storage of knowledge; and
thinking is the logical manipulation of knowledge. Therefore,
information processing theorists have analyzed the types of
knowledge (or mental representations): factual, conceptual,
procedural, and metacognitive (Anderson et al., 2001). Fac-
tual knowledge consists of facts—that is, simple descriptions
of an object or element (e.g., “apples are red”). Conceptual
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Figure 3.1 An information processing model of how the human mind works.

knowledge involves relations among elements within a co-
herent structure that enables them to function together, and
includes classification hierarchies, cause-and-effect models,
explanatory principles, and organizing generalizations (e.g.,
the model presented in Figure 3.1). Procedural knowledge in-
volves a procedure, method, or algorithm—that is, a step-by-
step specification of how to do something (e.g., the procedure
for how to carry out long division). Metacognitive knowl-
edge involves strategies for how to coordinate one’s cogni-
tive processing (e.g., knowing how to monitor the quality of
one’s essay-writing activity). As you can see, factual and
conceptual knowledge are knowledge of “what” (i.e., data
structures), whereas procedural and metacognitive knowl-
edge are knowledge of “how to” (i.e., processes for manipu-
lating data structures). 

Knowledge is a mental representation: It is mental because
it exists only in human minds; it is a representation because it
is intended to denote or signify something. Representations
can be classified based on the coding system used to represent
them in the cognitive system such as motoric (e.g., bodily
movement images), pictorial (e.g., mental images), verbal
(e.g., words), or symbolic (e.g., some higher level coding sys-
tem). Representations can be classified based on the input
modality including haptic/kinesthetic/vestibular (e.g., bodily
sensations), visual (e.g., imagery sensations), or auditory
(e.g., acoustic sensations). 

Cognitive System: Architecture of the Cognitive System

An Information Processing Model

Figure 3.1 presents a model of the human information pro-
cessing system, consisting of three memory stores (repre-
sented as labeled boxes), five basic cognitive processes
(represented as labeled arrows), and two channels of knowl-

edge representation (represented as the top and bottom rows).
The three memory stores are sensory memory, where sensory
input is stored briefly in its original form; working memory,
where a limited number of elements of the presented material
are stored and manipulated within one’s conscious aware-
ness; and long-term memory, where large amounts of knowl-
edge are stored for long periods of time. The five cognitive
processes presented in Figure 3.1 are selecting images, se-
lecting words, organizing images, organizing words, and in-
tegrating. The two channels are the auditory-verbal channel
(in the top row of Figure 3.1), in which material enters the
cognitive system through the ears and eventually is repre-
sented in verbal code, and the visual/pictorial channel (in the
bottom row of Figure 3.1), in which material enters the cog-
nitive system through the eyes and eventually is represented
in pictorial code.

On the left side of the top row, spoken words enter the
cognitive system through the ears, resulting in a short-lasting
acoustic sensation in auditory sensory memory. If the learner
pays attention, parts of the sensation are transferred to verbal
working memory for further processing. The arrow from
acoustic sensation in auditory sensory memory to sound base
in verbal working memory represents the cognitive process
of selecting sounds, and the resulting representation in verbal
working memory is a collection of sounds that can be called
a sound base. If the learner generates visual representations
based on the sounds (e.g., imagining a dog when the word
“dog” is spoken), this process is represented by the arrow
from sound base to image base. The arrow from sound base
to verbal model in verbal working memory represents the
cognitive process of organizing sounds, and the resulting rep-
resentation in verbal working memory is a coherent structure
that can be called a verbal model.

On the left side of the bottom row, printed words and pic-
tures enter the cognitive system through the eyes, resulting
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in a short-lasting visual sensation in visual sensory memory.
If the learner pays attention, parts of the sensation are trans-
ferred to visual working memory for further processing. The
arrow from visual sensation in visual sensory memory to
image base in visual working memory represents the cogni-
tive process of selecting images, and the resulting representa-
tion in visual working memory is a collection of images that
can be called an image base. If the learner generates verbal
representations based on the images (e.g., mentally saying
“dog” when a picture of a dog is processed or the printed let-
ters for “dog” are read silently), this process is represented by
the arrow from image base to sound base. The arrow from
image base to pictorial model in visual working memory rep-
resents the cognitive process of organizing images, and the
resulting representation in visual working memory is a co-
herent structure that can be called a pictorial model.

The final cognitive process—integrating—is represented
by arrows connecting pictorial model from visual working
memory, verbal model from verbal working memory, and
prior knowledge from long-term memory. The result is an in-
tegrated representation based on visual and verbal representa-
tions of the presented material as well as relevant prior
knowledge. Overall, the construction of knowledge requires
that the learner select relevant images and sounds from the
presented material, organize them into coherent pictorial and
verbal representations, and integrate the pictorial and verbal
representations with each other and with prior knowledge.

Three Assumptions Underlying the Model

The information processing model presented in Figure 3.1 is
based on three assumptions from the cognitive science of
learning: the dual channel assumption, the limited capacity
assumption, and the active learning assumption (Mayer,
2001). The dual channel assumption is that humans possess
separate information processing channels for visual-pictorial
material and auditory-verbal material (Baddeley, 1998;
Paivio, 1986). For example, printed words and pictorial mate-
rial (e.g., illustrations, graphics, animation, and video) are
processed as visual images (at least initially) in the visual-
pictorial channel whereas spoken words are processed as
sounds (at least initially) in the auditory-verbal channel.
Eventually, printed words and pictures may be represented in
the verbal channel even if they were presented visually, and
spoken words may be represented in the visual channel if they
elicit images in the learner. However, the way that verbal and
pictorial material is represented in working memory is differ-
ent, so there is a verbal code and a pictorial code. An impor-
tant aspect of controlling the flow of visual and verbal
information is for learners to build connections between cor-

responding visual and verbal representations of the same
material—an accomplishment that Paivio (1986) calls build-
ing referential connections.

For example, Mayer (2001) reported research in which
students learned about how a scientific system works (e.g., a
bicycle tire pump, a car’s braking system, or the process of
lightning formation) and then took a transfer test that mea-
sured their depth of understanding. Students performed better
on the transfer test when they listened to an explanation and
viewed a corresponding animation than when they only lis-
tened to the explanation. This multimedia effect is consistent
with the idea that people process visual and verbal material in
separate channels. 

The limited capacity assumption concerns constraints on
the amount of material that can be processed at one time in
working memory (Baddeley, 1998; Sweller, 1999). Thus, only
a few images can be held and organized into a coherent visual
model at one time, and only a few words can be held and orga-
nized into a coherent verbal model at one time. An important
aspect of the limited capacity assumption is that the learner’s
cognitive system easily can become overloaded, such as by
presenting a great amount of information simultaneously.

For example, Mayer (2001) reported research in which stu-
dents learned about how lightning storms develop by receiv-
ing a narrated animation and then took transfer tests. When
the presentation contained extraneous words (e.g., interesting
facts about people being struck by lightning), pictures (e.g.,
interesting video clips of lightning storms), and sounds (e.g.,
background music), students performed more poorly on sub-
sequent transfer tests than when extraneous material was ex-
cluded. This coherence effect is consistent with the idea that
the extra material overloaded the learners’ working memo-
ries, thus making it more difficult to construct a mental repre-
sentation of the cause-and-effect system.

The active learning assumption is that meaningful learning
(or understanding) occurs when learners engage in appropri-
ate cognitive processing during learning—including selecting
relevant information, organizing the material into a coherent
representation, and integrating incoming visual and verbal
material with each other and with prior knowledge (Mayer,
1996b, 1999). The balanced and coordinated activation of
these kinds of processes leads to the construction of a mean-
ingful learning outcome that can be stored in long-term
memory for future use. In short, meaningful learning is a gen-
erative process in which the learner must actively engage in
cognitive processing rather than passively receive informa-
tion for storage (Wittrock, 1990).

For example, signaling (Loman & Mayer, 1983; Lorch,
1989; Meyer, 1975) is a technique intended to improve stu-
dents’ understanding of prose in which the key material is
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highlighted (thus fostering the process of selecting) and the
organizational structure is highlighted (thus fostering the
process of organizing). For example, Mautone and Mayer
(2001) presented a narrated animation on how airplanes
achieve lift and then asked students to solve some transfer
problems that required applying what they had learned. Some
students received a signaled version that included a short out-
line stating the main three steps, headings keyed to the three
steps, and connecting words such as “because of this” or
“first . . . second . . . third.” The signals were part of the nar-
ration and added no new content information. Other students
received a nonsignaled version. On the transfer test, there
was a signaling effect in which the students in the signaled
group performed better than students in the nonsignaled
group. Thus, techniques intended to prime active cognitive
processing (e.g., selecting and organizing relevant material)
resulted in better understanding. 

INFORMATION PROCESSING AND INSTRUCTION

In this section I examine three examples of how the informa-
tion processing approach can be applied to instructional is-
sues in three subject matter domains: reading, writing, and
mathematics. In each domain the driving question concerns
the cognitive processes or knowledge that a student needs to
perform competently as an authentic academic task such as
comprehending a passage, creating an essay, or solving an
arithmetic word problem. I focus on these three domains be-
cause they represent exemplary educational tasks that have
been studied extensively in research. 

Information Processing in Reading a Passage

What are the cognitive processes involved in comprehending
a passage? Mayer (1996b, 1999) analyzed the reading-
comprehension task into four component processes: select-
ing, organizing, integrating, and monitoring.

Selecting involves paying attention to the most relevant
portions of the passage. This involves being able to tell what
is important and what is not (Brown & Smiley, 1977). For ex-
ample, Brown and Smiley (1977) broke stories into idea units
(e.g., single events or simple facts) and asked children to sort
them into four categories ranging from most to least impor-
tant. Third-graders seemed to sort randomly, such that an im-
portant idea unit was no more likely than an unimportant idea
unit to be sorted into the important category. However, college
students were extremely accurate, such that important idea
units were usually classified as important and unimportant
idea units were usually classified as unimportant. Apparently,

as students acquire more experience in reading for compre-
hension, they develop skill in selecting important information. 

Organizing involves taking the relevant pieces of informa-
tion and mentally connecting them into a coherent structure.
For example, some possible structures are to organize the
material as cause-and-effect sequence, classification hierar-
chy, compare-and-contrast matrix, description network, or
simple list (Chambliss & Calfee, 1998; Cook & Mayer, 1988;
Meyer & Poon, 2001). In an exemplary study, Taylor (1980)
asked fourth- and sixth-grade students to read and recall a
short passage. The sixth-graders recalled much more super-
ordinate material than subordinate material, indicating that
they used the higher level structure to help them organize and
remember the lower level material. In contrast, fourth-grade
readers recalled more subordinate material than superordi-
nate material, indicating that they did not make much use of
the higher level structure to help them mentally organize the
passage. Apparently, as students acquire more experience in
reading for comprehension, they develop skill in organizing
the material into a high-level structure.

Integrating involves connecting the incoming knowledge
with existing knowledge from one’s long-term memory. This
involves activating relevant prior knowledge and assimilat-
ing the incoming information to it (Ausubel, 1968). For ex-
ample, Bransford and Johnson (1972) asked college students
to read an abstract passage about a procedure. If students
were told beforehand that the passage was about washing
clothes, they remembered twice as much as when they were
told the topic afterward. Apparently, priming appropriate
prior knowledge before reading a new passage is a powerful
aid to comprehension. 

Monitoring involves a metacognitive process of judg-
ing whether the newly constructed knowledge makes sense.
For example, in comprehension monitoring readers continu-
ally ask themselves whether the passage makes, whether parts
contradict one another, and whether parts contradict their
past experiences (Markman, 1979). In an exemplary study,
Vosniadou, Pearson, and Rogers (1988) asked third and fifth
graders to read stories that had inconsistent statements. When
prompted to point out anything wrong with the passage, the
fifth graders recognized more than twice as many of the in-
consistencies as did third graders. Apparently, students de-
velop skill in comprehension monitoring as they gain more
experience in reading.

There is overwhelming evidence that the cognitive
processes underlying reading comprehension can be taught
(Pressley & Woloshyn, 1995). For example, Cook and Mayer
(1988) taught students how to outline paragraphs from their
chemistry textbooks based on some of the structures just
listed. Thus, the training focused on the organizing process.
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Initially, most students organized passages as lists of facts,
but with training they were able to distinguish between pas-
sages that best fit within the structure of a cause-and-effect
sequence, a classification hierarchy, and so forth. When stu-
dents were tested on their comprehension of passages from a
biology textbook, the structure-trained students performed
much better than did students who had not received training.
Research on teaching of organizing strategies offers one use-
ful demonstration of the positive consequences of teaching
specific ways to process information. 

Information Processing in Writing an Essay

What are the cognitive processes involved in writing an
essay, such as “how I spent my summer vacation”? Hayes
and Flower (1980; Hayes, 1996) analyzed the essay-writing
task in three component processes: planning, translating, and
reviewing.

Planning involves mentally creating ideas for the essay
(i.e., generating), developing an outline structure for the
essay (i.e., organizing), and considering how best to commu-
nicate with the intended audience (i.e., evaluating). For ex-
ample, the learner may remember specific events from his or
her summer vacation, may decide to present them in chrono-
logical order under the theme “too much of a good thing,”
and may decide that the best way to communicate is through
humor.

In a study of the role of planning, Gould (1980) asked peo-
ple to write (or dictate) a routine business letter for a specific
purpose. People spent about one third of their time writing (or
speaking) and two thirds of their time in silence—presumably
as they planned what to write (or say) next. It is interesting to
note that people began writing (or speaking) immediately, in-
dicating that they engaged in no global planning. These re-
sults suggest that writers spend most of their time in local
planning and therefore point to the need for training in global
planning.

Translating involves actually putting words on paper, such
as through writing, typing, or dictating. For example, the
learner may sit at a word processor and begin to type. In a
study of the role of translating, Glynn, Britton, Muth, and
Dogan (1982) asked students to write a first draft and then a
final draft of a persuasive letter. Some students were told
to write a polished first draft paying attention to grammar
and spelling, whereas other students were told to write an
unpolished first draft minimizing attention to grammar and
spelling. Students wrote a higher quality final draft when they
were told to write an unpolished rather than a polished first
draft. Apparently, the process of translating places a heavy
cognitive load on the writers’ working memories, so if they

have to pay attention to low-level aspects of writing (e.g.,
spelling and grammar), they are less able to pay attention to
high-level aspects of writing (e.g., writing a persuasive argu-
ment). These findings suggest the need to minimize cognitive
load when students are translating. 

Reviewing involves detecting and correcting errors in
what has been written. For example, the learner may read
over a sentence and decide it needs to be made more specific.
In a study of the role of reviewing, Bartlett (1982) found that
middle-school students performed poorly on detecting errors
in their own essays but well on detecting errors in their peers’
essays. Less than half of the detected errors were corrected
properly. These results point to the need for training in how to
detect and correct errors. 

Research on writing shows that learners often have diffi-
culty in the planning and reviewing phases of writing, but
these cognitive processes can be taught with success
(Kellogg, 1994; Levy & Ransdell, 1996; Mayer, 1999). For
example, Kellogg (1994) asked college students to write an
essay on the pros and cons of pledging to give all of one’s in-
come over a certain level to poor families in the community.
One group of students was not asked to engage in any
prewriting activity (no-prewriting group), whereas another
group was asked to begin by producing an outline containing
the relevant ideas (outlining group). The outlining group,
therefore, was encouraged to engage in planning processes
such as generating ideas, organizing ideas, and evaluat-
ing whether the message is appropriate for the audience.
When judges were asked to rate the quality of the essays on a
10-point scale, the essays written by the outlining group re-
ceived much higher quality ratings than did those written by
the no-prewriting group. Apparently, students often ignore
the cognitive processes in planning, but when they are en-
couraged to engage in planning processes, their writing is
much improved.

Information Processing in Solving
a Mathematics Problem

What are the cognitive processes involved in solving an arith-
metic word problem, such as, “At ARCO gas sells for $1.13
per gallon. This is 5 cents less per gallon than gas at Chevron.
How much do 5 gallons of gas cost at Chevron?” (Lewis &
Mayer, 1987). Mayer (1992b) analyzed the task in four
component processes: translating, integrating, planning, and
executing.

Translating involves building a mental representation for
each sentence in the problem. For example, for the first sen-
tence the learner may build a mental representation such as
“ARCO � 1.13”; and for the second sentence the learner may
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build a mental representation such as “ARCO � CHEVRON �

.05.” In an exemplary study, Soloway, Lochhead, and Clement
(1982) asked college students to write equations for state-
ments such as, “There are six times as many students as profes-
sors at this university.”Approximately one third of the students
translated the statement incorrectly, yielding answers such as
“6S � P.” Students need training in how to represent some of
the sentences in word problems.

Integrating involves building a mental representation of
the entire situation presented in the problem. For example,
the learner may visualize a number line with ARCO at the
1.13 point on the line and Chevron .05 spaces to the right. In
an exemplary study, Paige and Simon (1966) gave students a
problem with an internal inconsistency, such as: “The num-
ber of quarters a man has is seven times the number of dimes
he has. The value of the dimes exceeds the value of the quar-
ters by $2.50. How many of each coin does he have?” Most
students failed to recognize the inconsistency; some con-
structed equations such as Q � 7D and D (.10) � 2.50 �

Q(.25), and solved for Q. Students need training in how to in-
tegrate the information into a meaningful representation that
can be called a situation model (Kintsch & Greeno, 1985;
Mayer & Hegarty, 1996).

Planning involves creating a strategy for solving the prob-
lem, such as breaking a problem into parts. For example, the
learner may develop the plan: Add .05 to 1.13, then multiply
the result by 5. Reed (1987) has shown that giving stu-
dents worked examples with commentary can help them
apply appropriate strategies when they receive new problems.
Chi, Bassok, Lewis, Reimann, and Glaser (1989) found
that students who spontaneously produced self-explanations
as they read worked examples in textbooks tended to excel
on subsequent problem-solving tests. Students need prac-
tice in understanding the strategies used to solve example
problems.

Executing involves carrying out a plan, resulting in the pro-
duction of an answer. For example, the learner may compute
.05 � 1.13 � 1.18, 1.18 � 5 � 5.90. An accompanying
process is monitoring, in which the learner evaluates whether
the plan is being successfully applied. Fuson (1992) has iden-
tified four stages in the development of simple addition for
problems (such as 3 � 5 � ___): counting all, in which the
student counts 1-2-3, and then 4-5-6-7-8; counting on, in
which the student starts with 3 and then counts 4-5-6-7-8;
derived facts, in which the student changes the problem into
4 � 4 and gives 8 as the answer; and known facts, in which the
student simply retrieves 8 as the answer. When the lower-level
skill is automatic—requiring minimal attention—the student
can devote more cognitive resources to understanding the
problem and planning the problem solution.

Together, translating and integrating constitute the phase
of problem understanding, whereas planning and executing
constitute the phase of problem solution. Research shows
that learners have difficulty with problem understanding—
translating and integrating—although instruction emphasizes
problem solution, particularly executing (Mayer, Sims, &
Tajika, 1995). 

An important contribution of the information processing
approach to mathematical cognition is the design of pro-
grams to teach students how to process mathematics prob-
lems. For example, Lewis (1989) taught students how to
represent arithmetic word problems in pictorial form as vari-
ables along a number line. A sentence like “Megan has $420”
is represented by placing “Megan” along a number line along
with “$420.” Then, the sentence, “She saved one fifth as
much as James saved” means that “James” should be placed
on the number line to the right of “Megan,” indicating that
the amount James saved is greater than the amount Megan
saved. By converting the sentences into an integrated number
line, students learn how to engage in the cognitive processes
of translating and integrating. Students who practiced these
processes on a variety of problems for approximately 60 min
performed much better on tests of solving new arithmetic
word problems than did students who spent the same amount
of time working with the problems without explicit training
in converting them into number-line representations. These
findings encourage the idea that students can learn to improve
the way they process mathematics problems.

Future research on the psychology of subject matter
(Mayer, 1999) is likely to provide detailed analyses of the
cognitive processes needed for success on a variety of acade-
mic tasks, to uncover individual differences, and to discover
instructional techniques for fostering the development of
appropriate learning skills.

CONCLUSION

The premise underlying information processing theory is that
human mental life consists of building and manipulating men-
tal representations. The information processing view has im-
portant implications for education, including implications for
how to improve instruction in subject matter areas such as read-
ing, writing, and mathematics. Research and theory on human
information processing points to the reciprocal relation be-
tween psychology and education: Educational practice can be
improved when it is informed by an understanding of how the
human mind works, and theories of how the human mind works
can be improved when they are informed by studies involving
how students perform on authentic academic tasks.
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Admittedly, the information processing approach is lim-
ited. For example, by focusing mainly on cognition in indi-
vidual learners, it fails to incorporate affective, motivational,
emotional, social, and biological aspects of learning and in-
struction. All of these aspects must eventually be integrated
into a far-reaching theory of how the human mind works.
One promising approach is to include motivational strategies
along with cognitive strategies in teaching students how to
learn (Mayer, 2002).

Yet the information processing approach—now a domi-
nant force in psychology for nearly half a century—also
leaves a worthwhile legacy. The information processing ap-
proach enabled the rebirth of cognitive psychology by pro-
viding an alternative to behaviorism, created a unified
framework that stimulated useful research and theory, high-
lighted the role of mental representations and cognitive
processes, and fostered the transition toward studying cogni-
tion in more authentic contexts. Many of the current ad-
vances in educational research—ranging from cognitive
strategy instruction to the psychology of subject matter—
were enabled by the information processing approach in psy-
chology. Examples were provided in the foregoing sections,
but much more work is needed.

Overall, the information processing approach continues to
play a constructive role in the development of educationally
relevant theories of how the human mind works. In particu-
lar, the constructivist view of learners as sense makers and
mental model builders offers a potentially powerful concep-
tion of human cognition. A particularly useful approach in-
volves the refinement of techniques for analyzing academic
tasks into constituent processes that can be evaluated and
taught.
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Current theoretical accounts of learning view students as ac-
tive seekers and processors of information. Learners’ cogni-
tions can influence the instigation, direction, and persistence
of achievement behaviors (Bandura, 1997; Schunk, 1995;
Zimmerman, 1998).

This chapter discusses the role of self-regulation during
learning. Self-regulation (or self-regulated learning) refers to
learning that results from students’self-generated thoughts and
behaviors that are systematically oriented toward the attain-
ment of their learning goals. Self-regulated learning involves
goal-directed activities that students instigate, modify, and sus-
tain (Zimmerman, 1994, 1998)—for example, attending to in-
struction, processing of information, rehearsing and relating
new learning to prior knowledge, believing that one is capable
of learning, and establishing productive social relationships
and work environments (Schunk, 1995). Self-regulated learn-
ing fits well with the notion that rather than being passive re-
cipients of information, students contribute actively to their
learning goals and exercise control over goal attainment. As
we show in this chapter, theory and research attest to the links
between self-regulation and achievement processes.

We begin by explaining five theoretical perspectives
on self-regulation: operant theory, information processing
theory, developmental theory, social constructivist theory,
and social cognitive theory. With this theoretical background
in place, we discuss self-regulation research that identified
self-regulatory processes and examined how self-regulatory

processes operate during learning. We also describe in detail
an intervention designed to enhance students’ self-regulation.
We conclude by suggesting that future research address such
topics as the links between self-regulation and volition, the
development of self-regulation in children, the integration of
self-regulation into educational curricula, and self-regulation
across the life span.

THEORETICAL FORMULATIONS

Operant Theory

The views of operant psychologists about self-regulation de-
rive primarily from the work of Skinner (1953). Operant be-
havior is emitted in the presence of discriminative stimuli.
Whether behavior becomes more or less likely to occur in the
future depends on its consequences. Behaviors that are rein-
forced are more likely to occur, whereas those punished
become less likely. For example, a teacher might praise a stu-
dent after the student studies hard during a class period. The
praise may encourage the student to continue studying hard.
Conversely, if a teacher criticizes a student after the student
misbehaves, the criticism may decrease the likelihood of dis-
ruptive behavior.

Operant theorists have studied how individuals establish
discriminative stimuli and reinforcement contingencies
(Brigham, 1982). Self-regulated behavior involves choosing
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among alternative courses of action (Mace, Belfiore, & Shea,
1989), typically by deferring an immediate reinforcer in
favor of a different and usually greater future reinforcer
(Rachlin, 1991). For example, assume that Brad is having
difficulty studying; he spends insufficient time studying and
is easily distracted. A key to changing his behavior is to es-
tablish discriminative stimuli (cues) for studying. With the
assistance of his school counselor, Brad establishes a definite
time and place for studying (6:00 to 9:00 p.m. in his room
with two 10-min breaks). To eliminate distracting cues, Brad
agrees not to use the phone, CD player, or TV during this pe-
riod. For reinforcement, Brad will award himself one point
for each night he successfully accomplishes his routine.
When he receives 10 points, he has earned a night off.

From an operant theory perspective, one decides which be-
haviors to regulate, establishes discriminative stimuli for their
occurrence, evaluates performance according to whether it
matches the standard, and administers reinforcement. The
three key subprocesses are self-monitoring, self-instruction,
and self-reinforcement.

Self-Monitoring

Self-monitoring refers to deliberate attention to some aspect
of one’s behavior, and often is accompanied by recording its
frequency or intensity (Mace & Kratochwill, 1988). People
cannot regulate their actions if they are not aware of what
they do. Behaviors can be assessed on such dimensions as
quality, rate, quantity, and originality. While writing a term
paper, students may periodically assess their work to deter-
mine whether it states important ideas, whether they will fin-
ish it by the due date, whether it will be long enough, and
whether it integrates their ideas in unusual fashion. One can
engage in self-monitoring in such diverse areas as motor
skills (how fast one runs the 100-m dash), art (how original
one’s pen-and-ink drawings are), and social behavior (how
much one talks at social functions).

Often students must be taught self-monitoring methods
(Belfiore & Hornyak, 1998; Lan, 1998; Ollendick & Hersen,
1984; Shapiro, 1987). Methods include narrations, frequency
counts, duration measures, time-sampling measures, behav-
ior ratings, and behavioral traces and archival records (Mace
et al., 1989). Narrations are written accounts of behavior and
the context in which it occurs. Narrations can range from
very detailed to open-ended (Bell & Low, 1977). Frequency
counts are used to self-record instances of specific behaviors
during a given period (e.g., number of times a student turns
around in his or her seat during a 30-min seatwork exercise).
Duration measures record the amount of time a behavior oc-
curs during a given period (e.g., number of minutes a student

studies during 30 min). Time-sampling measures divide a pe-
riod into shorter intervals and record how often a behavior
occurs during each interval. A 30-min study period might be
divided into six 5-min periods; for each 5-min period, stu-
dents record whether they studied the entire time. Behavior
ratings require estimates of how often a behavior occurs dur-
ing a given time (e.g., always, sometimes, never). Behavioral
traces and archival records are permanent records that exist
independently of other assessments (e.g., number of work-
sheets completed, number of problems solved correctly).

When self-recording is not used, people’s memory of suc-
cesses and failures becomes more selective and their beliefs
about outcomes do not faithfully reflect actual outcomes.
Self-recording often yields surprising results. Students hav-
ing difficulties studying who keep a written record of their
activities may learn they are wasting most of their study time
on nonacademic tasks.

Two important self-monitoring criteria are regularity and
proximity (Bandura, 1986). Regularity means observing be-
havior continually rather than intermittently, such as by keep-
ing a daily record rather than recording behavior once a
week. Nonregular observation requires accurate memory and
often yields misleading results. Proximity means observing
behavior close in time to its occurrence rather than long
afterwards. It is better to write down what we do at the time it
occurs rather than wait until the end of the day to reconstruct
events.

Self-monitoring places responsibility for behavioral as-
sessment on the person doing the monitoring (Belfiore &
Hornyak, 1998). Self-monitored responses are consequences
of behaviors; like other consequences, they affect future re-
sponding. Self-recordings are immediate responses that serve
to mediate the relationship between preceding behavior and
longer-term consequences (Mace & West, 1986; Nelson &
Hayes, 1981). Students who monitor their completion of as-
signments provide themselves with immediate reinforcers
that mediate the link between the work and distant conse-
quences (e.g., teacher praise, high grades).

Self-Instruction

Self-instruction refers to discriminative stimuli that set the
occasion for self-regulatory responses leading to reinforce-
ment (Mace et al., 1989). One type of self-instruction in-
volves arranging the environment to produce discriminative
stimuli. Students who realize they need to review class notes
the next day might write themselves a reminder before going
to bed. The written reminder serves as a cue to review, which
makes reinforcement (i.e., a good grade on a quiz) more
likely.
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Another type of self-instruction takes the form of state-
ments that serve as discriminative stimuli to guide behavior.
Self-instructional statements have been used to teach a vari-
ety of academic, social, and motor skills. Strategy instruction
is an effective means of enhancing comprehension and
achievement beliefs among remedial readers. Schunk and
Rice (1987) taught remedial readers the following strategy,
and they verbalized the individual steps prior to applying
them to reading comprehension passages:

• What do I have to do?

• Read the questions.

• Read the passage to find out what it is mostly about.

• Think about what the details have in common.

• Think about what would make a good title.

• Reread the story if I don’t know the answer to a question.

Verbalizing statements keeps students focused on a task,
which may be especially beneficial for learners with attention
deficits. Kosiewicz, Hallahan, Lloyd, and Graves (1982) used
the following self-instruction procedure to improve the hand-
writing of a student with learning disabilities:

• Say aloud the word to be written.

• Say the first syllable.

• Name each of the letters in that syllable three times.

• Repeat each letter as it is written down.

• Repeat Steps 2 through 4 for each succeeding syllable.

Self-Reinforcement

Self-reinforcement is the process whereby people provide
themselves with reinforcement contingent on performing a
response, and the reinforcement increases the likelihood of
future responding (Mace et al., 1989). Much research shows
that reinforcement contingencies improve academic per-
formance (Bandura, 1986), but it is unclear whether self-
reinforcement is more effective than externally administered
reinforcement (such as that given by the teacher). Studies
investigating self-reinforcement often contain problems
(Brigham, 1982; Martin, 1980). In academic settings, the re-
inforcement contingency too often is set in a context that in-
cludes instruction and classroom rules. Students typically do
not work on materials when they choose but rather when told
to do so by the teacher. Students may stay on task primarily
because of the teacher’s classroom control rather than be-
cause of reinforcement.

Self-reinforcement is hypothesized to be an effective com-
ponent of self-regulated behavior (O’Leary & Dubey, 1979),

but the reinforcement may be more important than its agent.
Although self-reinforcement may enhance behavioral main-
tenance over time, during the acquisition of self-regulatory
skills, explicitly providing reinforcement may be more
important.

Information Processing Theory

Information processing theories view learning as the encod-
ing of information in long-term memory (LTM). Learners ac-
tivate relevant portions of LTM and relate new knowledge to
existing information in working memory (WM). Organized,
meaningful information is easier to integrate with existing
knowledge and more likely to be remembered.

From an information processing perspective, self-
regulation is roughly equivalent to metacognitive awareness
(Gitomer & Glaser, 1987). This awareness includes knowl-
edge of the task (what is to be learned and when and how it is
to be learned), as well as self-knowledge of personal capabil-
ities, interests, and attitudes. Self-regulated learning requires
learners to have knowledge about task demands, personal
qualities, and strategies for completing the task.

Metacognitive awareness also includes procedural knowl-
edge or productions that regulate learning of the material by
monitoring one’s level of learning, deciding when to take a
different task approach, and assessing readiness for a test.
Self-regulatory (metacognitive) activities are types of control
processes under the learner’s direction. They facilitate pro-
cessing and movement of information through the system.

The basic (superordinate) unit of self-regulation may be a
problem-solving production system, in which the problem is
to reach the goal and the monitoring serves to ascertain
whether the learner is making progress (Anderson, 1990).
This system compares the present situation against a standard
and attempts to reduce discrepancies.

An early formulation was Miller, Galanter, and Pribham’s
(1960) test-operate-test-exit (TOTE) model. The initial test
phase compares the present situation against a standard. If
they are the same, no further action is required. If they do not
match, control is switched to the operate function to change
behavior to resolve the discrepancy. One perceives a new
state of affairs that is compared with the standard during the
second test phase. Assuming that these match, one exits the
model. If they do not match, further behavioral changes and
comparisons are necessary.

To illustrate, assume that Jenny is reading her history text
and stops periodically to summarize what she has read. She
recalls information from LTM pertaining to what she has read
and compares the information to her internal standard of an
adequate summary. This standard also may be a production
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characterized by rules (e.g., be precise, include information
on all topics covered, be accurate) developed through experi-
ences in summarizing. She continues reading if her summary
matches her standard. If they do not, she evaluates where
the problem lies (in her understanding of the second para-
graph) and executes a correction strategy (rereads the second
paragraph).

Information processing models differ, but two central fea-
tures are (a) comparisons of present activity against standards
and (b) steps taken to resolve discrepancies (Carver &
Scheier, 1982). A key aspect of these models is knowledge of
learning strategies, including their procedures and condi-
tional knowledge of when and why to employ the strategies.

Learning Strategies

Learning strategies are cognitive plans oriented toward suc-
cessful task performance (Pressley et al., 1990; Weinstein &
Mayer, 1986). Strategies include such activities as select-
ing and organizing information, rehearsing material to be
learned, relating new material to information in memory, and
enhancing meaningfulness of material. Strategies also in-
clude techniques to create and maintain a positive learning
climate—for example, ways to overcome test anxiety, en-
hance self-efficacy, appreciate the value of learning, and de-
velop positive outcome expectations and attitudes (Weinstein
& Mayer, 1986). Use of strategies is an integral part of self-
regulated learning because strategies give learners better con-
trol over information processing.

From an information-processing perspective, learning
involves meaningful integration of new material into LTM
networks. To encode (learn) information, learners attend to
relevant task information and transfer it from the sensory
register to WM. Learners also activate related knowledge in
LTM. In WM, learners build connections (links) between
new information and prior knowledge and integrate these
links into LTM networks. Learning strategies assist encoding
in each of these phases.

One important strategy is rehearsal, which includes re-
peating information, underlining, and summarizing. Repeat-
ing information aloud, subvocally (whispering), or covertly
is an effective procedure for tasks requiring rote memoriza-
tion. To learn the names of the 50 state capitals, Tim might
say the name of each state followed by the name of its capi-
tal. Rehearsal also can help learners memorize lines to a song
or poem and or learn English translations of foreign-language
words.

Rehearsal that repeats information by rote does not link in-
formation with what one already knows. Rehearsal also does
not organize information in a hierarchical or other fashion. As

a consequence, LTM does not store rehearsed information in
any meaningful sense, and retrieval after some time is often
difficult.

Rehearsal can be useful for complex learning, but it must
involve more than merely repeating information. One useful
rehearsal procedure is underlining (highlighting), which im-
proves learning if employed judiciously (Snowman, 1986).
When too much material is underlined, underlining loses its
effectiveness because less-important material is underlined
along with more-important ideas. Underlined material should
represent points most relevant to learning goals.

Summarizing is another popular rehearsal procedure. In
summaries (oral or written), students put into their own
words the main ideas expressed in the text. As with underlin-
ing, summarizing loses its effectiveness if it includes too
much information (Snowman, 1986). Limiting the length of
students’ summaries forces them to identify main ideas.

A second class of learning strategies is elaboration, which
means using imagery, mnemonics, questioning, and note
taking to expand information by adding something to
make learning more meaningful. Imagery produces a mental
picture, which often is more meaningful than a verbal de-
scription. Mnemonics make information meaningful by relat-
ing it to what one knows. Acronyms combine the first letters of
the material to be remembered into a meaningful word; for
example, HOMES is an acronym for the five Great Lakes
(Huron, Ontario, Michigan, Erie, Superior). Sentence
mnemonics use the first letters of the material to be learned as
the first letters of words in a sentence (e.g., every good boy
does fine is a sentence mnemonic for the notes on the treble
clef staff: E, G, B, D, and F).

The method of loci is a mnemonic in which learners imag-
ine a familiar scene, such as a room in their house, after
which they take a mental walk around the room and stop at
each prominent object. Each new item to be learned is paired
mentally with one object in the room. Assuming that the
room contains (in order) a table, a lamp, and a TV, and that
Tammy must buy butter, milk, and apples at a grocery store,
she might first imagine butter on the table, a milky-colored
lamp, and apples on top of the TV. To recall the grocery list,
she mentally retraces the path around the room and recalls the
appropriate object at each stop.

Questioning requires that learners stop periodically as they
read text and ask themselves questions. To address higher
order learning outcomes, learners might ask How does this in-
formation relate to what the author discussed in the preceding
section? (synthesis) or How can this idea be applied in a
school setting? (application).

During note taking learners construct meaningful para-
phrases of the most important ideas. While taking notes,
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students might integrate new textual material with other in-
formation in personally meaningful ways. To be effective,
notes must not reflect verbatim textual information. Copying
material is a form of rehearsal and may improve recall, but it
is not elaboration. The intent of note taking is to integrate and
apply information.

Another learning strategy is organization. Two useful or-
ganization techniques are outlining and mapping. Outlining
requires that learners establish headings. One way to teach
outlining is to use a text with headings set off from the text or
in the margins, along with embedded (boldface or italic)
headings interspersed throughout the text. Another way is to
have students identify topic sentences and points that relate to
each sentence. Simply telling students to outline a passage
does not facilitate learning if students do not understand the
procedure.

Mapping improves learners’ awareness of text structure
because it involves identifying important ideas and their in-
terrelationship. Concepts or ideas are identified, categorized,
and related to one another. A map is conceptually akin to a
propositional network, because mapping involves creating a
hierarchy, with main ideas or superordinate concepts listed at
the top, followed by supporting points, examples, and subor-
dinate concepts.

Comprehension Monitoring

Comprehension monitoring helps learners determine whether
they are properly applying declarative and procedural knowl-
edge to material to be learned, evaluate whether they under-
stand the material, decide whether their strategy is effective
or whether a better strategy is needed, and know why strat-
egy use will improve learning. Self-questioning, rereading,
checking consistencies, and paraphrasing are monitoring
processes (Baker & Brown, 1984; Borkowski & Cavanaugh,
1979; Paris, Lipson, & Wixson, 1983).

Some textual material periodically provides students with
questions about content. Students who answer these questions
as they read the material are engaging in self-questioning. When
questions are not provided, students must generate their own.
As a means of training, teachers can instruct students to stop pe-
riodically while reading and ask themselves questions (i.e.,
who, what, when, where, why, how).

Rereading is often accomplished in conjunction with self-
questioning; when students cannot answer questions about
the text or otherwise doubt their understanding, these cues
prompt them to reread. Checking for consistencies involves
determining whether the text is internally consistent—that is,
whether parts of the text contradict others and whether con-
clusions that are drawn follow from what has been discussed.

A belief that textual material is inconsistent serves as a cue
for rereading to determine whether the author is inconsistent
or whether the reader has failed to comprehend the content.
Students who periodically stop and paraphrase material are
checking their level of understanding. Being able to para-
phrase is a cue that rereading is unnecessary (Paris & Oka,
1986).

Developmental Theory

Developmental theorists conceive of self-regulation in terms
of progressive cognitive changes in learners that allow them
to exert greater control over their thoughts, feelings, and ac-
tions (Schunk & Zimmerman, 1994). It involves such actions
as beginning and ending actions, altering the frequency and
intensity of verbal and motor acts, delaying action on a goal,
and acting in socially approved ways (Kopp, 1982).

Developmental Periods

Kopp (1982) presented a framework that links developmental
periods with behaviors and cognitive mediators. From birth
to approximately 3 months, control is limited to states of
arousal and activation of early, rudimentary behaviors (e.g.,
reaching). During this neurophysiological modulation stage,
the important mediators are maturation and parent routines
(e.g., feeding) and interactions. Sensorimotor modulation oc-
curs from 3 to 9 months and is marked by changes in ongoing
behaviors in response to events and environmental stimuli.
Toward the end of the first year (9–12 months), the earliest
form of voluntary control over behavior appears in the form
of infant compliance to caregivers’ requests. The mediators
are receptivity of social behaviors and the quality of the
mother-child relationship.

Impulse control appears during the second year of life
(12–18 months); it is characterized by an awareness of social
demands of situations and the initiation, maintenance, and
cessation of physical acts and communications. Signs of in-
tentionality and goal-directed actions become apparent. The
second year is critical for the shifting of external to internal
control of behavior (Kochanska, Tjebkes, & Forman, 1998).
Parental discipline expands and child compliance is linked
with future internalization of rules.

The self-control phase, which emerges during the third
year (24–36 months), is characterized by greater reactivity to
adult commands and increased communicative and social
interactions through the growth of language and the directive
functions of speech. Internalization of adult guidance be-
comes increasingly prevalent. Finally, children enter a period
of self-regulation during the fourth year (36 months and
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older). Milestones of this period are adoption of rules that
guide behavior, greater internalization of guidance by others,
emergence of cognitive mediation of behavior (e.g., thought
processes), and adaptation of behavior to changes in environ-
mental demands.

Schunk and Zimmerman (1997) postulated that self-
regulation develops initially from social sources and shifts to
self sources in a series of levels (Table 4.1). At the outset,
novice learners acquire learning strategies most rapidly from
teaching, social modeling, task structuring, and encourage-
ment (Zimmerman & Rosenthal, 1974). At this observational
level, many learners can induce the major features of learning
strategies from observing models; however, most of them
also need practice to fully incorporate the skill into their
behavioral repertoires. Motoric accuracy can be improved if
models provide guidance, feedback, and social reinforcement
during practice. During participant (mastery) modeling
(Bandura, 1986), models repeat aspects of the strategy and
guide enactment based on learners’ imitative accuracy.

Learners attain an emulative level of skill when their
performances approximate the general form of the model’s.
Observers are not copying the model; rather, they imitate gen-
eral patterns or styles. For example, they may imitate the type
of question that the model asks but not mimic the model’s
words.

The source of learning skills is primarily social for the
first two levels of academic competence but shifts to self-
influences at more advanced levels. The third, self-controlled
level is characterized by learners’ ability to use strategies in-
dependently while performing transfer tasks. Students’ use of
strategies becomes internalized but is affected by representa-
tional standards of modeled performances (e.g., covert im-
ages and verbal meanings) and self-reinforcement processes
(Bandura & Jeffery, 1973).

When students reach adolescence, they need to attain a
self-regulated level of academic skill so they can systemati-
cally adapt strategies to changes in personal and situational
conditions (Bandura, 1986). At this level, learners initiate use

of strategies, incorporate adjustments based on features of
situations, and are motivated to achieve by goals and percep-
tions of self-efficacy. Learners choose when to use particular
strategies and adapt them to changing conditions with little or
no guidance from models.

Triadic reciprocality is evident throughout the phases.
Social factors in the environment influence behaviors and
personal factors, which in turn affect the social environment.
In the early stages of learning, teachers who observe prob-
lems in learners’ performances offer correction, learners who
do not fully comprehend how to perform a skill or strategy
at the emulative level may ask teachers for assistance, and
learners’ performances affect their self-efficacy. At more ad-
vanced levels, learners mentally and overtly practice skills
and seek out teachers, coaches, and tutors to help refine their
skills.

Social influences do not disappear with advancing skill
acquisition. Although self-controlled and self-regulated
learners use social sources less frequently, they nonetheless
continue to rely on such sources (Zimmerman, 2000). Self-
regulation does not mean social independence.

This is not a stage model and learners may not necessarily
progress in this fashion. Students without access to relevant
models may nonetheless learn on their own. For example,
one may learn to play a musical instrument by ear or develop
a unique method for correctly solving mathematical word
problems. Despite the frequent success of self-teaching, it
fails to reap the benefits of the social environment on learn-
ing. Furthermore, failing to use the social environment may
limit overall skill acquisition unless learners possess good
self-regulatory skills.

In summary, this four-level analysis of self-regulatory de-
velopment extends from acquiring knowledge of learning
skills (observation), to using these skills (emulation), to inter-
nalizing them (self-control), and finally to using them adap-
tively (self-regulation). Although this conceptualization results
from socialization research, it is useful in guiding instructional
efforts to teach students how to acquire and self-regulate acad-
emic learning (Schunk & Zimmerman, 1997).

Private Speech

Cognitive developmental theory establishes a strong link be-
tween private speech and the development of self-regulation
(Berk, 1986; Frauenglass & Diaz, 1985). Private speech refers
to the set of speech phenomena that has a self-regulatory
function but is not socially communicative (Fuson, 1979).
The historical impetus derives in part from work by Pavlov
(1927), who distinguished the first (perceptual) from the sec-
ond (linguistic) signal systems. Pavlov realized that animal

TABLE 4.1 Social Cognitive Model of the Development of
Self-Regulatory Competence

Level of Development Social Influences Self Influences

Observational. Models.
Verbal description.

Emulative. Social guidance.
Feedback.

Self-controlled. Internal standards.
Self-reinforcement.

Self-regulated. Self-regulatory
processes.

Self-efficacy beliefs.
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conditioning results do not completely generalize to humans;
human conditioning often occurs quickly with one or a few
pairings of conditioned stimulus and unconditioned stimulus,
in contrast to the multiple pairings required with animals.
Pavlov believed that conditioning differences between humans
and animals were due to the human capacity for language and
thought. Stimuli may not produce conditioning automatically;
people interpret stimuli in light of their prior experiences.
Although Pavlov did not conduct research on the second signal
system, subsequent investigations have validated his beliefs
that human conditioning is complex and that language plays a
mediational role.

Luria (1961) focused on the child’s transition from the
first to the second signal system. Luria postulated three stages
in the development of verbal control of motor behavior. Ini-
tially, the speech of others directed the child’s behavior (ages
1.5–2.5). During the second stage (ages 3–4), the child’s
overt verbalizations initiated motor behaviors but did not
necessarily inhibit them. In the third stage, the child’s private
speech became capable of initiating, directing, and inhibiting
motor behaviors (ages 4.5–5.5). Luria believed this private,
self-regulatory speech directed behavior through neurophys-
iological mechanisms. The mediational and self-directing
role of the second signal system is embodied in Vygotsky’s
theory (discussed later).

Production, Mediational, and Continued-Use Deficiencies

Many investigations have attempted to determine what fac-
tors determine why children do not use private speech when
doing so would be desirable. A distinction is drawn between
production and mediational deficiencies in spontaneous use
of private speech (Flavell, Beach, & Chinsky, 1966). A
production deficiency is a failure to generate task-relevant
verbalizations (e.g., rules, strategies, information to be re-
membered) when they could improve performance. A media-
tional deficiency occurs when task-relevant verbalizations are
produced, but they do not affect subsequent behaviors
(Fuson, 1979).

Young children produce verbalizations that do not neces-
sarily mediate performance. Children eventually develop the
ability to verbalize statements that mediate performance, but
they may not produce relevant verbalizations at the appropri-
ate times. With development, children learn to verbalize
when it might benefit their performances. This developmen-
tal model fits better in situations calling for simple types of
verbal self-regulation (e.g., rote rehearsal) than it does when
complex verbalizations are required. For the latter, produc-
tion and mediational deficiencies may coexist and may not
follow a simple progression (Fuson, 1979).

Ample research demonstrates that after children are trained
to produce verbalizations to aid performance, they often dis-
continue use of private speech when no longer required to ver-
balize (Schunk, 1982b). A continued-use deficiency arises
when students have an inadequate understanding of the strat-
egy, as they might when they receive insufficient instruction
and practice using the strategy (Borkowski & Cavanaugh,
1979). Teachers can remedy this problem by providing re-
peated instruction and practice with spaced review sessions.A
continued-use deficiency also might arise when students asso-
ciate the strategy with the training context and do not under-
stand how to transfer it to other tasks. Use of multiple tasks
during training helps students understand uses of the strategy.
Strategies often must be modified to apply to different tasks.
When slight modifications prove troublesome, students bene-
fit from explicit training on strategy modification.

Continued-use deficiencies can also occur when learners
do not understand that use of private speech benefits their
performances. They might believe that verbal self-regulation
is useful, but that it is not as important for success as
such factors as personal effort or time available (Fabricius
& Hagen, 1984). To promote maintenance of verbal self-
regulators, researchers suggest providing learners with strat-
egy value information, or information that links strategy use
with improved performance (Baker & Brown, 1984; Paris
et al., 1983; Schunk & Rice, 1987).

Strategy value can be conveyed by instructing students to
use the strategy because it will help them perform better, in-
forming them that strategy use benefited other students, and
providing feedback linking strategy use with progress in skill
acquisition (Borkowski & Cavanaugh, 1979). Research shows
that strategy value information enhances performance, contin-
ued strategy use, and strategy transfer to other tasks (Lodico,
Ghatala, Levin, Pressley, & Bell, 1983; Paris, Newman, &
McVey, 1982).

Strategy value information also raises self-efficacy, which
promotes performance through increased effort and persis-
tence (Schunk & Rice, 1987). Students who benefit most
from strategy training are those who work at tasks nonsys-
tematically and who doubt their academic capabilities (Licht
& Kistner, 1986). Strategy value information implicitly con-
veys to students that they are capable of learning and suc-
cessfully applying the strategy, which engenders a sense of
control over learning outcomes and enhances self-efficacy
for skill improvement.

Social Constructivist Theory

Social constructivist theory of self-regulation is grounded
in theories of cognitive development. These developmental
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theories have certain core assumptions (Paris & Byrnes,
1989).

Developmental theories stress the notion that people are in-
trinsically motivated to learn. From birth onward, people are
motivated to actively explore, understand, and control their
environments. Understanding transcends the literal informa-
tion acquired. People impose meaning on their perceptions
and form beliefs according to their prior experiences.

Mental representations change with development. Infants
and toddlers represent their worlds in terms of action and
sights. With development, learners use verbal codes (e.g., lan-
guage, mathematical notation) to represent what they know.

There are progressive refinements in levels of understand-
ing. The process of reconciling what one knows and what one
encounters never ends. Progressive refinements are stimu-
lated by internal reorganizations and reflections, as well as by
physical experiences, social guidance, and exposure to new
information.

Development places limits on learning. Readiness for learn-
ing includes maturation and prior experiences. Learning pro-
ceeds best when learners have the potential to learn and are
exposed to information commensurate with their readiness.

Finally, reflection and reconstruction stimulate learning.
Although formal teaching methods can produce learning, the
primary motivation behind learning comes from within and
involves an intrinsic need to reexamine one’s knowledge and
behaviors. Learners construct theories about what they are
able to do and why.

Construction of Theories

Social constructivists view self-regulation as the process of
acquiring beliefs and theories about their abilities and com-
petencies, the structure and difficulty of learning tasks, and
the way to regulate effort and strategy use to accomplish
goals (Paris & Byrnes, 1989). These theories and beliefs are
constrained by development and change as a consequence of
development and experience.

For example, research shows that children’s earliest attri-
butions (perceived causes of outcomes) are nondifferentiated,
but that with development a distinct conception of ability
emerges (Nicholls, 1978). After this differentiation occurs,
children realize that performance may not match abilities and
that other factors (e.g., effort, help from others) influence per-
formance. Children’s theories about the causes of academic
outcomes reflect this developmental progression.

In like fashion, researchers have shown how children con-
struct theories about the use and value of strategies. Children
are taught methods to use on different tasks and construct
their own versions about what works best for them. Strategy

information includes the strategy’s goals, the tasks for which
it is appropriate, how it improves performance, and how
much effort it requires to use (Borkowski, Johnston, & Reid,
1987). Although strategies typically are task specific, there
are common elements across different strategies such as goal
setting and evaluation of progress (Pressley et al., 1990).

In the course of theory construction it often happens that
learners are erroneous because not all instances are provided
as examples and children must often improvise solutions. In
mathematics, for example, erroneous strategies that nonethe-
less lead to solutions (albeit inaccurate) are known as buggy
algorithms (Brown & Burton, 1978). When learning subtrac-
tion, children may acquire the belief that column by column,
they take the smaller number away from the larger number
regardless of whether that means they subtract from top to
bottom or from bottom to top. This buggy algorithm gener-
ates solutions and can lead to a false sense of perceived
competence for subtraction, which yields gross mismatches
between what children believe they can do and their actual
successes.

Vygotsky’s Theory

The Russian psychologist Vygotsky’s work is relevant to
the social constructivist tradition. Vygotsky emphasized the
role that language plays in self-regulation. Vygotsky (1962)
believed that private speech helped to develop thought by
organizing behavior. Children employed private speech to un-
derstand situations and surmount difficulties. Private speech
occurred in conjunction with children’s interactions in the so-
cial environment. As children’s language facility developed,
words spoken by others acquired meaning independent of their
phonological and syntactical qualities. Children internalized
word meanings and used them to direct their behaviors.

Vygotsky hypothesized that private speech followed
a curvilinear developmental pattern: Overt verbalization
(thinking aloud) increased until age 6 or 7, after which it de-
clined and became primarily covert (internal) by ages 8–10.
However, overt verbalization could occur at any age when
people encountered problems or difficulties. Research shows
that although the amount of private speech decreases from
about ages 4 or 5 to 8, the proportion of private speech that is
self-regulating increases with age (Fuson, 1979). In many
research investigations, the actual amount of private speech
is small, and many children do not verbalize at all. Thus, the
developmental pattern of private speech seems more com-
plex than the pattern originally hypothesized by Vygotsky.

Another Vygotskiian concept is the zone of proximal devel-
opment, or the amount of learning possible by a student given
the proper instructional conditions. Tasks that a student cannot
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do alone but can with some assistance fall into the zone. As
teachers or peers provide scaffolding to assist in the process,
learners are increasingly able to operate independently. Even-
tually the zone is changed to reflect new, higher-order learning.

Social Cognitive Theory

In the social cognitive theoretical framework, self-regulation
is construed as situationally specific—that is, learners are not
expected to engage in self-regulation equally in all domains.
Although some self-regulatory processes (e.g., goal setting)
may generalize across settings, learners must understand
how to adapt processes to specific domains and must feel ef-
ficacious about doing so. This situational specificity is cap-
tured in Zimmerman’s (1994, 1998) conceptual framework
comprising six areas in which one can use self-regulatory
processes: motives, methods, time, outcomes, physical envi-
ronment, and social environment. Self-regulation is possible
to the extent that learners have some choice in one or more of
these areas. When all aspects of a task are predetermined,
students may learn, but the source of control is external
(i.e., teachers, parents, computers).

Reciprocal Interactions

According to Bandura (1986), human functioning involves
reciprocal interactions between behaviors, environmental
variables, and cognitions and other personal factors (Fig-
ure 4.1). This reciprocity is exemplified with an important
construct in Bandura’s theory: perceived self-efficacy, or be-
liefs about one’s capabilities to learn or perform behaviors at
designated levels (Bandura, 1997). Research shows that stu-
dents’ self-efficacy beliefs influence such actions as choice of
tasks, persistence, effort, and achievement (Schunk, 1995). In
turn, students’behaviors modify their efficacy beliefs. For ex-
ample, as students work on tasks they note their progress to-
ward their learning goals (e.g., completing sections of a term
paper). Progress indicators convey to students that they are
capable of performing well, which enhances self-efficacy for
continued learning.

The interaction between self-efficacy and environmental
factors has been demonstrated in research on students with
learning disabilities, many of whom hold low self-efficacy
for performing well (Licht & Kistner, 1986). Individuals in
students’ social environments may react to them based on at-
tributes typically associated with them rather than based on
what students actually do. Teachers may judge such students
as less capable than average learners and hold lower acade-
mic expectations for them, even in content areas in which stu-
dents with learning disabilities are performing adequately
(Bryan & Bryan, 1983). In turn, teacher feedback can affect
self-efficacy. Persuasive statements (e.g., I know that you can
do this) can raise self-efficacy.

Students’ behaviors and classroom environments influ-
ence one another. Consider a typical instructional sequence in
which the teacher presents information and asks students to
direct their attention to an overhead. Environmental influence
on behavior occurs when students turn their heads without
much conscious deliberation. Students’ behaviors often alter
the instructional environment. If the teacher asks questions
and students give incorrect answers, the teacher may reteach
some points rather than continue the lesson.

Subprocesses of Self-Regulated Learning

Self-regulation has been conceptualized as involving three
key subprocesses: self-observation, self-judgment, and self-
reaction (Bandura, 1986; Kanfer & Gaelick, 1986; Karoly,
1982). These subprocesses are not mutually exclusive; rather,
they interact. While observing aspects of one’s behavior, one
may judge them against standards and react positively or
negatively. One’s evaluations and reactions set the stage
for additional observations of the same behavioral aspects or
others. These subprocesses also do not operate independently
of the learning environment; environmental factors can assist
the development of self-regulation. We discuss only the latter
two subprocesses because self-observation is substantially
similar to self-monitoring (described earlier).

Self-Judgment

Self-judgment refers to comparing present performance with
one’s goal. The belief that one is making goal progress en-
hances self-efficacy and sustains motivation. Students who
find a task to be easy may think that they set their goal too low
and may set it higher the next time. Furthermore, knowing that
similar others performed a task can promote self-efficacy and
motivation; students are apt to believe that if others can suc-
ceed, they can as well (Schunk, 1987). Students who believe
they have not made acceptable progress will not becomeFigure 4.1 Reciprocal interactions in human functioning.

Personal
Variables

Environmental
Variables

Behaviors
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discouraged if they feel efficacious about succeeding and
believe that a different strategy will produce better results.

Self-Reaction

Self-reactions to goal progress exert motivational effects
(Bandura, 1986). Students who judge goal progress as ac-
ceptable and who anticipate satisfaction from goal accom-
plishment will feel efficacious about continuing to improve
and motivated to complete the task. Negative evaluations will
not necessarily decrease motivation if students believe they
are capable of improving, such as by working harder. Moti-
vation will not increase if students believe they lack the abil-
ity to succeed or to improve.

Instructions to people to respond evaluatively to their perfor-
mances can affect motivation. People who believe they can per-
form better persist longer and work harder (Kanfer & Gaelick,
1986). Evaluations are not intimately tied to level of perfor-
mance. Some students are content with a B in a course, whereas
others want only an A. Assuming that people believe they are
capable of improving, higher goals lead to greater effort and
persistence than do lower goals (Locke & Latham, 1990).

Cyclical Nature of Self-Regulation

The interaction of personal, behavioral, and environmental
factors during self-regulation is a cyclical process because
these factors typically change during learning and must be
monitored (Bandura, 1986, 1997; Zimmerman, 1994). Such
monitoring leads to changes in an individual’s strategies,
cognitions, affects, and behaviors.

This cyclical nature is captured in Zimmerman’s (1998)
three-phase self-regulation model (Table 4.2). The fore-
thought phase precedes actual performance and refers to
processes that set the stage for action. The performance
(volitional) control phase involves processes that occur dur-
ing learning and affect attention and action. During the self-
reflection phase—which occurs after performance—people
respond to their efforts.

Table 4.2 shows that various self-regulatory processes
come into play during the different phases. Social cognitive
theorists postulate that students enter learning situations with
goals and varying degrees of self-efficacy for attaining these

goals. During performance control, they implement learning
strategies that affect motivation and learning. During periods
of self-reflection, learners engage in self-evaluation.

RESEARCH FOCUS AREAS

This section reviews some key areas of research on self-
regulation. A comprehensive review is beyond the scope of
this chapter; readers should consult other sources (Bandura,
1986, 1997; Boekaerts, Pintrich, & Zeidner, 2000; Schunk &
Zimmerman, 1994, 1998). The research in this section
focuses on self-regulation in learning settings. We begin by
reviewing research that sought to identify self-regulatory
processes; then we discuss research exploring the relation of
processes to one another and to achievement outcomes. We
conclude by describing an intervention project.

Identification of Self-Regulatory Processes

A number of researchers have sought to identify the types of
self-regulatory processes that students use while engaged in
academic tasks. Many of these studies also have determined
whether the use of processes varies as a function of individ-
ual difference variables.

Zimmerman and Martinez-Pons (1986) developed a struc-
tured interview in which students were presented with eight
different learning contexts (e.g., writing a short paper, taking
a test, completing a homework assignment). For each, they
were asked to state the methods they would use. Fourteen cat-
egories of self-regulated learning processes were identified
(Table 4.3).

TABLE 4.3 Categories of Self-Regulated Learning Processes

Category Example

Self-evaluating. Checking work to ensure it is correct.
Organizing and transforming. Making an outline before writing.
Goal-setting and planning. Start studying 2 weeks before a test.
Seeking information. Do library research before writing a

paper.
Keeping records and Keep a list of words missed.

monitoring.
Environmental structuring. Isolate oneself from distractions.
Self-consequating. Reward oneself after a high test score.
Rehearsing and memorizing. Write down formulas until they are

learned.
Seeking peer assistance. Ask a friend how to do an assignment.
Seeking teacher assistance. Ask the teacher to reexplain a

concept.
Seeking adult assistance. Ask a parent to check homework.
Reviewing tests. Determine correct answers on items

missed.
Reviewing notes. Study notes prior to a test.
Reviewing texts. Study text prior to a test.

TABLE 4.2 Key Processes During Phases of Self-Regulation

Forethought Performance Control Self-Reflection

Goal setting. Social comparisons. Progress feedback
and self-evaluation.

Social modeling. Attributional feedback. Self-monitoring.
Strategy instruction Reward contingencies.

and self-verbalization.
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In subsequent research, Zimmerman and Martinez-Pons
(1990) found evidence of developmental trends among 5th,
8th, and 11th graders. Older students reviewed notes more
and texts less compared with younger children. With devel-
opment, students sought more assistance from teachers
and less from parents. Older students also displayed greater
use of record keeping and monitoring, organizing and trans-
forming, and goal setting and planning. The researchers
found that compared with boys, girls made greater use of
record keeping and monitoring, environmental structuring,
and goal setting and planning; they also found that compared
with regular students, gifted students displayed greater orga-
nizing and transforming, self-consequating, seeking peer as-
sistance, reviewing notes, and seeking adult assistance (fifth
grade only).

Various aspects of self-regulation were addressed by
Pintrich and De Groot (1990). Seventh graders were adminis-
tered the Motivated Strategies for Learning Questionnaire
(MSLQ). This instrument includes two categories: motiva-
tional beliefs (self-efficacy, intrinsic value, test anxiety) and
self-regulated learning strategies (cognitive strategy use,
self-regulation). Sample items tapping motivational beliefs
are Compared with other students in this class I expect to do
well and I think I will be able to use what I learn in this class
in other classes; for self-regulation, some sample items are
When I study I put important ideas into my own words and I
ask myself questions to make sure I know the material I have
been studying. Although the authors distinguished between
motivational beliefs and self-regulated strategies, establish-
ing and maintaining positive beliefs about learning is an
effective self-regulatory strategy (Zimmerman, 2000). The
MSLQ categories and those identified by Zimmerman and
Martinez-Pons (1986) show some overlap.

Operation of Self-Regulatory Processes During Learning

In this section we review research on self-regulatory processes
as students are engaged in academic tasks. Although there is
some overlap between areas, the review is organized accord-
ing to Zimmerman’s (1998) forethought, performance con-
trol, and self-reflection phases (Table 4.2).

Goal Setting

Goal setting is an integral component of the forethought
phase. Allowing students to set learning goals can enhance
their commitment to attaining them, which is necessary for
goals to affect performance (Locke & Latham, 1990). Schunk
(1985) found that self-set goals promoted self-efficacy.
Children with learning disabilities in mathematics received

subtraction instruction and practice over sessions. Some
set session performance goals; others had comparable goals
assigned; those in a third condition did not set or receive
goals. Self-set goals led to the highest self-efficacy and
achievement. Children in the two goal conditions demon-
strated greater motivation during self-regulated practice than
did no-goal students. Self-set children judged themselves
more efficacious for attaining their goals than did assigned-
goals students.

To test the idea that proximal goals enhance achievement
outcomes better than do distant goals, Bandura and Schunk
(1981) provided children with subtraction instruction and
self-regulated problem solving over sessions. Some set a
proximal goal of completing one set of materials each ses-
sion; others pursued a distant goal of completing all sets of
materials by the end of the last session; a third group was ad-
vised to work productively (general goal). Proximal goals led
to the most productive self-regulated practice and to the high-
est subtraction self-efficacy and achievement; the distant goal
resulted in no benefits compared with the general goal.

Schunk (1983c) tested the effects of goal difficulty. Dur-
ing a long division instructional program, children received
either difficult but attainable or easier goals of completing a
given number of problems each session. Within each goal
condition, children either were given direct attainment infor-
mation by an adult (i.e., You can do this) or received social
comparative information indicating that other similar chil-
dren had been able to complete that many problems. Difficult
goals enhanced motivation during self-regulated practice and
achievement; direct goal attainment information promoted
self-efficacy.

Schunk and Swartz (1993a, 1993b) investigated how goals
and progress feedback affected achievement outcomes and
self-regulation. Children received paragraph-writing instruc-
tion and self-directed practice over sessions. An adult modeled
a writing strategy, after which children practiced applying it to
compose paragraphs. Process- (learning-) goal children were
told to learn to use the strategy; product- (performance-) goal
children were advised to write paragraphs; general-goal stu-
dents were told to do their best. Half of the process-goal
students periodically received progress feedback that linked
strategy use with improved performance.

The process-goal-plus-feedback condition was the most
effective, and some benefits were obtained from the process
goal alone. Process-goal-plus-feedback students outperformed
product- and general-goal students on self-efficacy, writing
achievement, self-evaluated learning progress, and self-
regulated strategy use. Gains were maintained after 6 weeks;
children applied self-regulated composing strategies to types
of paragraphs on which they had received no instruction.
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Zimmerman and Kitsantas (1996, 1997) found that provid-
ing process goals (similar to learning goals) raised self-
efficacy and self-regulation during dart throwing. Ninth and
10th-grade girls were assigned to a process-goal condition and
advised to focus on the steps in dart throwing. Others were as-
signed to a product- (performance-) goal condition and told
to concentrate on their scores. Some girls engaged in self-
monitoring by writing down after each throw the steps they
accomplished properly or their throw’s outcome.

In the first study (Zimmerman & Kitsantas, 1996), process-
goal girls attained higher self-efficacy and performance
than did product-goal girls. Self-recording also enhanced
these outcomes. The second study replicated these results
(Zimmerman & Kitsantas, 1997); however, a shifting-goal
condition was included in which girls pursued a process goal,
but after they could perform the steps automatically they
switched to a product goal of attaining high scores. The shift-
ing goal led to the highest self-efficacy and performance.

Social Modeling

Modeling studies provide evidence on how information
conveyed socially can be internalized by students and used
in self-regulation to produce greater learning. In addition to
their benefits on learning, models convey that observers can
succeed if they follow the same sequence. Students who be-
lieve they know how to perform a skill or strategy feel more ef-
ficacious and motivated to succeed (Schunk, 1987).

An important means of acquiring self-evaluative standards
is through observation of models. When children observe
modeled standards, they are more likely to adopt these stan-
dards, and model similarity can increase adoption of standards
(Davidson & Smith, 1982).

Zimmerman and Ringle (1981) found that models af-
fected children’s self-efficacy and achievement behaviors.
Children observed an adult model unsuccessfully try to solve
a wire-puzzle problem for a long or short period; the model
also verbalized statements of confidence or pessimism. Chil-
dren who observed a pessimistic model persist for a long
time lowered their self-efficacy judgments for performing
well.

Schunk (1981) provided children with either adult model-
ing or written instruction on mathematical division, followed
by guided and self-directed practice over sessions. The adult
model verbalized division solution steps while applying these
steps to problems. Both treatments enhanced self-efficacy, per-
sistence, and achievement, but modeling led to higher achieve-
ment and more accurate correspondence between self-efficacy
and actual performance. Path analysis showed that modeling
enhanced self-efficacy and achievement, self-efficacy directly

affected persistence and achievement, and persistence raised
achievement.

Schunk and his colleagues investigated the role of per-
ceived similarity in competence by comparing mastery with
coping models. Coping models initially demonstrate prob-
lems in learning but gradually improve and gain confidence.
They illustrate how effort and positive thoughts can overcome
difficulties. In addition to the modeled skills and strategies,
observers learn and internalize these motivational beliefs and
self-regulatory actions. Coping models contrast with mastery
models, who demonstrate competent performance throughout
the modeled sequence. In the early stages of learning, many
students may perceive themselves more similar in compe-
tence to coping models.

Schunk and Hanson (1985) had children observe models
solving subtraction problems. Peer mastery models solved
subtraction problems correctly and verbalized statements
reflecting high efficacy and ability, low task difficulty, and
positive attitudes. Peer coping models initially made errors
and verbalized negative statements, but then verbalized cop-
ing statements and eventually verbalized and performed as
well as mastery models did. After observing a peer mastery
model, peer coping model, adult mastery model, or no
model, children received instruction and self-regulated prac-
tice over sessions. Peer mastery and coping models in-
creased self-efficacy and achievement better than did adult
and no models; adult-model children outperformed no-
model students.

Schunk, Hanson, and Cox (1987) further explored mastery-
coping differences and found that observing peer coping
models enhanced children’s self-efficacy and achievement
more than did observing peer mastery models. Unlike the
Schunk and Hanson (1985) study, this project used fractions—
a task at which children previously had not been successful.
Coping models may be more effective when students have lit-
tle task familiarity or have had previous learning difficulties.
Schunk et al. also found that multiple peer coping or mastery
models promoted outcomes as well as did a single coping
model and better than did a single mastery model. With multi-
ple models, learners are apt to perceive themselves as similar
to at least one model.

Schunk and Hanson (1989) investigated self-modeling, or
cognitive and behavioral changes brought about by observ-
ing one’s own performances (Dowrick, 1983). Children were
videotaped while solving mathematical problems and then ob-
served their tapes, after which they engaged in self-regulated
practice. These children displayed higher self-efficacy, motiva-
tion, and self-regulated strategy use than did children who had
been taped but did not observe their tapes and children who
had not been taped.
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Social Comparisons

Social comparisons provide normative information for as-
sessing one’s capabilities during the performance control
phase. During long-division instructional sessions, Schunk
(1983b) gave some children performance goals; the others
were advised to work productively. Within each goal con-
dition, half of the students were told the number of prob-
lems that other similar children had completed—which
matched the session goal—to convey that the goals were at-
tainable; the other half were not given comparative informa-
tion. Goals enhanced self-efficacy; comparative information
promoted self-regulated problem solving. Students receiving
goals and comparative information demonstrated the highest
mathematical achievement. These results suggest that the
perception of progress toward a goal enhances motivation for
self-directed learning and skill acquisition.

Attributional Feedback

Self-regulation is facilitated by providing learners with attri-
butional feedback, or information linking performance with
one or more causes. Providing effort feedback for prior suc-
cesses supports students’ perceptions of their progress, sus-
tains motivation, and increases self-efficacy for learning.
Feedback linking early successes with ability (e.g., That’s
correct. You’re really good at this.) should enhance learning
efficacy. Effort feedback for early successes may be more
credible when students lack skills and must expend effort to
succeed. As they develop skills, switching to ability feedback
sustains self-efficacy and self-regulation.

Schunk (1982a) found that linking children’s prior
achievements with effort (e.g., You’ve been working hard.)
led to higher self-directed learning, self-efficacy, and achieve-
ment than did linking future achievement with effort (e.g., You
need to work hard.). Schunk (1983a) showed that ability feed-
back for prior successes (e.g., You’re good at this.) enhanced
self-efficacy and achievement better than did effort feedback
or ability-plus-effort feedback. Children in the latter condi-
tion may have discounted some ability information in favor of
effort. Schunk (1984b) found that providing children with
ability feedback for initial learning successes led to higher
ability attributions, self-efficacy, and achievement than did
effort feedback for early successes.

Schunk and Cox (1986) gave children with learning dis-
abilities effort feedback during the first or second half of a
subtraction instructional program or no effort feedback. At-
tributional feedback promoted self-efficacy, achievement,
and effort attributions better than did no feedback. Students
who received effort feedback during the first half of the

program judged effort as a more important cause of success
than did learners who received feedback during the second
half. Over a longer period, effort feedback for successes on
the same task could lead students to doubt their capabilities
and wonder why they still have to work hard to succeed.

Collectively, these results suggest that the credibility of at-
tributional feedback may be more important than the type.
Feedback that students believe is likely to enhance their self-
efficacy, motivation, and achievement. When feedback is not
credible, students may doubt their learning capabilities, and
motivation and achievement will suffer.

Strategy Instruction and Self-Verbalization

Learners’verbalizations of self-regulatory strategies can guide
their learning during the performance control phase. Schunk
(1982b) provided modeled instruction on long division and
self-directed practice to children with low mathematical
achievement. Adult models verbalized strategy descriptors
(e.g., multiply, check) at appropriate places. During self-
directed practice, some children verbalized the descriptors,
others constructed their own verbalizations, those in a third
group overtly verbalized strategies and self-constructions, and
children in a fourth group did not verbalize.

Self-constructed verbalizations yielded the highest self-
directed practice and mathematical achievement. Children
who verbalized strategies and self-constructions judged self-
efficacy the highest. Self-constructions typically included
the strategies and were oriented toward successful problem
solving.

Schunk and Cox (1986) examined the role of verbalization
during learning of subtraction problem solving strategies
among children with learning disabilities. While solving
problems, continuous-verbalization students verbalized aloud
problem-solving operations. Midway through the instruc-
tional program, discontinued-verbalization children were
asked to no longer verbalize aloud. No-verbalization children
did not verbalize aloud.

Continuous verbalization led to the highest self-efficacy
and achievement. When instructed to discontinue verbalizing
aloud, these students may have not continued to use the ver-
bal mediators to regulate their academic performances. For
verbal mediators to become internalized, students may need
to be taught to fade overt verbalizations to a covert level.

Progress Feedback and Self-Evaluation

As learners pursue goals, it is important that they believe
they are making progress. During periods of self-reflection,
learners can evaluate their progress on tasks having clear
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criteria; however, on many tasks it is difficult to determine
goal progress, especially when standards are not clear or
progress is slow. Feedback indicating progress can substanti-
ate self-efficacy and motivation. As learners become more
skillful, they become better at self-evaluating progress.

Schunk (1996) investigated how goals and self-evaluation
affected self-regulated learning and achievement outcomes.
Children received instruction and self-directed practice on
fractions over sessions. Students worked under conditions in-
volving either a goal of learning how to solve problems or
a goal of merely solving them. Half of the students in each
goal condition evaluated their problem-solving capabilities
after each session. The learning goal with or without self-
evaluation and the performance goal with self-evaluation led
to higher self-efficacy, skill, and motivation than did the per-
formance goal without self-evaluation. In a second study, all
students in each goal condition evaluated their progress once.
The learning goal led to higher motivation and achievement
outcomes than did the performance goal.

Frequent opportunities for self-evaluation of capabilities or
progress raised achievement outcomes regardless of whether
students received learning or performance goals. Conversely,
infrequent opportunities for self-evaluation promoted self-
regulated learning and self-efficacy only among students re-
ceiving learning goals. Under these conditions, self-evaluation
may complement learning goals better than it does perfor-
mance goals.

Schunk and Ertmer (1999) replicated these results with
college students during instruction on computer skills. When
opportunities for self-evaluation were minimal, the learning
goal led to higher self-efficacy, self-evaluated learning pro-
gress, and self-regulatory competence and strategy use; self-
evaluation promoted self-efficacy. Conversely, frequent
self-evaluation produced comparable outcomes when cou-
pled with a learning or performance goal.

Self-Monitoring

The effects of self-monitoring have been studied extensively
(Mace et al., 1989; Zimmerman, Bonner, & Kovach, 1996). In
an early study (Sagotsky, Patterson, & Lepper, 1978), fifth-
and sixth-grade students periodically monitored their work
during mathematics sessions and recorded whether they were
working on appropriate materials. Other students set daily per-
formance goals, and students in a third condition received self-
monitoring and goal setting. Self-monitoring significantly
increased students’ time on task and mathematical achieve-
ment; goal setting had minimal effects. The authors suggested
that children may have needed training on how to set chal-
lenging but attainable goals.

Schunk (1983d) found benefits of monitoring with chil-
dren during mathematics learning. Self-monitoring students
recorded their progress at the end of each session; external-
monitoring students had their progress recorded by an adult;
no-monitoring students were not monitored and did not self-
monitor. Self- and external monitoring enhanced self-efficacy
and achievement equally well, and both produced better re-
sults than did no monitoring. Effects of monitoring did not de-
pend on session performance because the three conditions did
not differ in work completed during self-directed practice. The
key was monitoring of progress rather than who performed it.

Reward Contingencies

Performance-contingent rewards during self-reflection can
enhance self-regulation and learning. During mathematical
division instruction with self-directed practice, performance-
contingent reward children were told they would earn points for
each problem solved correctly and that they could exchange
their points for prizes (Schunk, 1983e). Task-contingent reward
students were told that they would receive prizes for participat-
ing. Unexpected-reward children were allowed to choose
prizes after completing the project to disentangle the effects of
reward anticipation from those of reward receipt. Performance-
contingent rewards led to the highest self-regulated problem
solving, self-efficacy, and achievement. The other two condi-
tions did not differ. In other research, Schunk (1984) found that
combining performance-contingent rewards with proximal
goals enhanced self-efficacy and achievement better than did
either treatment alone.

INTERVENTIONS TO ENHANCE
SELF-REGULATION

Self-regulation does not develop automatically with matura-
tion, nor is it acquired passively from the environment. Sys-
tematic interventions assist the development and acquisition
of self-regulatory skills. In this section we describe in depth
an intervention project.

This project involved strategy instruction in paragraph
writing with elementary school children (Schunk & Swartz,
1993a, 1993b). The interventions used goal setting, progress
feedback, and self-evaluation of progress; the primary out-
come variables were achievement, self-regulated strategy
use, and self-efficacy.

Children received instruction and practice during twenty
45-min sessions over consecutive school days. The format
for each session was identical. The first 10 min were devoted
to modeled demonstration in which the teacher (a member of
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the research team) modeled the writing strategy by verbaliz-
ing the strategy’s steps and applying them to sample topics
and paragraphs. Students then received guided practice
(15 min), during which time they applied the steps under the
guidance of the teacher. The final 20 min of each session
were for self-regulated practice; students worked alone while
the teacher monitored their work.

The five-step writing strategy, which was displayed on a
board in front of the room during the sessions, was as follows:

What do I have to do?

1. Choose a topic to write about.

2. Write down ideas about the topic.

3. Pick the main ideas.

4. Plan the paragraph.

5. Write down the main idea and the other sentences.

Four different types of paragraphs were covered during the
instructional program; five sessions were devoted to each
paragraph type. The four types of paragraphs were descrip-
tive (e.g., describe a bird); informative (e.g., write about
something you like to do after school); narrative story (e.g.,
tell a story about visiting a friend or relative); and narrative
descriptive (e.g., describe how to play your favorite game).

The daily content coverage was the same for each of the
four types of paragraphs: Session 1, strategy Steps 1, 2, and
3; Session 2, strategy Step 4; Session 3, strategy Step 5;
Session 4, review of entire strategy; Session 5, review of en-
tire strategy without the modeled demonstration. Children
worked on two or three paragraph topics per session.

Children were assigned randomly to one of four experi-
mental conditions: product goal, process goal, process goal
plus progress feedback, and general goal (instructional con-
trol). Children assigned to the same condition met in small
groups with a member of the research team.

Prior to the start of instruction children were pretested on
writing achievement and self-efficacy. At the start of the first
instructional session for each of the four paragraph types,
children received a self-efficacy for improvement test, which
was identical to the self-efficacy pretest except children
judged capabilities for improving their skills at the five tasks
for the paragraph type to be covered during the sessions
rather than how well they could perform the tasks. On com-
pletion of instruction, children received a posttest that was
comparable to the pretest and evaluated their progress in
using the strategy compared with when the project began.

At the beginning of the first five sessions, the teacher ver-
balized to children assigned to the process-goal and to the
process-goal-plus-feedback conditions the goal of learning to
use the strategy’s steps to write a descriptive paragraph.

These goal instructions were identical for the other sessions,
except that the teacher substituted the name of the appropri-
ate type of paragraph.

Children assigned to the product-goal condition were told
at the start of the first five sessions to keep in mind that they
were trying to write a descriptive paragraph. For the remaining
sessions the teacher substituted the name of the appropriate
paragraph type. These instructions controlled for the effects of
goal properties included in the process-goal treatment.

The teacher told general-goal students at the start of every
session to try to do their best. This condition controlled for
the effects of receiving writing instruction, practice, and goal
instructions, included in the other conditions.

Each child assigned to the process-goal-plus-progress
feedback condition received verbal feedback three to four
times during each session; this feedback conveyed to chil-
dren that they were making progress toward their goal of
learning to use the strategy to write paragraphs. Teachers de-
livered feedback to each child privately during self-regulated
practice with such statements as, You’re learning to use the
steps and You’re doing well because you followed the steps
in order.

An important aim of these projects was to determine
whether students would maintain their use of the strategy
over time and apply it to types of paragraphs not covered
during instruction. Maintenance and generalization were fa-
cilitated in several ways. The progress feedback was de-
signed to convey to students that the strategy was useful for
writing paragraphs and would help promote their writing
achievement. Linking the strategy with four types of para-
graphs demonstrated how it was useful on different writing
tasks. The periods of self-regulated practice provided inde-
pendent practice using the strategy and built self-efficacy.
Succeeding on one’s own leads to attributions of successes
to ability and effort and strengthens self-efficacy. Results
showed that the process goal with progress feedback had the
greatest impact on achievement and self-efficacy to include
maintenance after 6 weeks and generalization to other types
of paragraphs; some benefits were also due to the process
goal alone.

AREAS OF FUTURE RESEARCH

Research on self-regulation has advanced tremendously in
the past few years, and we expect this trend to continue. At
the same time, there is much work to be done. In this section
we suggest some profitable areas for future research that will
contribute to our understanding of self-regulation processes
and that have implications for practice.
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Self-Regulation and Volition

Volition has been of interest for a long time. Ach (1910) con-
ceived of volition as the process of dealing with implementing
actions designed to attain goals. More recently, action control
theorists (Heckhausen, 1991; Kuhl, 1984) proposed differen-
tiating predecisional processing (cognitive activities involved
in making decisions and setting goals) from postdecisional
processing (activities engaged in after goal setting). Predeci-
sional analyses involve decision making and are motivational;
postdecisional analyses deal with implementing goals and are
volitional. Thus, volition mediates the relation between goals
and actions and helps learners accomplish their goals.

Self-regulation is a broader process than is volition be-
cause self-regulation encompasses activities before, during,
and after performance (Zimmerman, 2000). Thus, volition
may be the aspect of self-regulation that occurs during per-
formance. Corno (1993) noted that volition helps keep learn-
ers on track and thwarts distractions.

From a practical perspective, students can be taught
volitional processes, such as metacognitive monitoring, emo-
tion control, and management of environmental resources.
There also may be different types of volitional styles or sta-
ble, individual differences in volition (Snow, 1989). Clearly
more research is needed on volition to show how it is part of
a self-regulatory system and on ways to enhance volition in
students.

Development of Self-Regulation in Children

We recommend greater exploration of self-regulatory pro-
cesses in children. Developmental psychologists have studied
extensively how various cognitive functions (e.g., memory,
metacognition) change with development (Meece, 1997).
There also have been many studies conducted on teaching self-
regulation strategies to children. A better link is needed be-
tween these two literatures.

For example, constructivists contend that individuals
form or construct much of what they learn and understand
(Bruning, Schraw, & Ronning, 1995). In this view, children
are active learners and will try to discover meaning in mater-
ial to be learned and impose organization as needed. An im-
portant question is whether it is better to teach children
self-regulation strategies or facilitate their discovering these
strategies on their own.

This question could be investigated in various ways.
One means would be to compare the effectiveness of direct
and constructivist teaching approaches for acquiring self-
regulatory study methods. In the direct method, a teacher
might explain and demonstrate self-regulation methods, after

which students practice the methods and receive feedback. In
the constructivist context, the teacher might form student
groups and ask them to develop methods for studying given
material. To control for the effects of type of model, the direct
approach also could include peers as teachers.

As informative as this research might be, it does not address
the key role of home influence in self-regulation development.
There are wide variations in the extent to which parents and
caregivers use self-regulatory skills and attempt to teach these
skills to children. We recommend that longitudinal observa-
tional research be conducted. This research also would show
how much parents stress the importance of self-regulation
and encourage and reward their children for attempts at self-
regulation. The longitudinal nature of such research could
identify how parents’ teaching and children’s skills change as
a function of children’s developmental status.

Self-Regulation and the Curriculum

Research is needed on self-regulation in curriculum areas.
When self-regulatory processes are linked with academic
content, students learn how to apply these processes in a learn-
ing context. It is worthwhile to teach students to set goals, orga-
nize their schedules, rehearse information to be remembered,
and the like, but such instruction may not transfer beyond the
context in which it is provided.

Studies are needed in academic settings in which stu-
dents are taught self-regulatory activities and how to mod-
ify those activities to fit different situations. These studies
have the added benefit of showing students the value of self-
regulation. Students who learn strategies but feel they are not
especially useful are not likely to use them. Linking self-
regulation with the curriculum raises its perceived value as
students compare their work with prior efforts that did not
benefit from self-regulation.

An assignment that lends itself well to teaching self-
regulation and cuts across different curriculum areas is
writing a term paper. In middle schools it is common for
teachers to team for instruction; for example, a team of two or
three teachers might teach the same students language arts,
social studies, and science. Strategies for completing a term
paper could be taught by the language arts teacher and would
include such practices as setting goals and timelines, decid-
ing on a topic, organizing ideas, collecting information, out-
lining, writing, and revising. The science and social studies
teachers could pick up on these ideas and show students
how the ideas can be applied in these classes and what modi-
fications are needed. This approach has practical significance
for teaching and provides insight into methods for facilitating
transfer of self-regulation methods.
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Self-Regulation Across the Life Span

We expect that self-regulation—like other processes—
continues to change across the life span, yet there is little re-
search on this point. We might ask how people regulate their
finances, family life, work schedules, and so forth. Unfortu-
nately there is little self-regulation research on individuals
after they leave formal schooling.

A fruitful area to examine—and one that receives much
publicity—is how adults use self-regulation to balance their
personal and professional lives. How well do they use goal
setting, monitoring of time spent, self-evaluation of the
process, and other strategies? What are good ways to teach
these skills? This research would have important develop-
mental and practical implications.

CONCLUSION

Self-regulation has become an integral topic in the study
of human learning. Various theoretical perspectives on self-
regulation have been advanced, and each has important
implications for research and practice. As self-regulation re-
search continues, we expect that the knowledge base of self-
regulation will be greatly expanded, and we will learn much
more about the operation of self-regulatory processes. More
intervention studies will show how to best improve individu-
als’ self-regulatory skills. In sum, we believe that research on
self-regulation will enhance our understanding of achieve-
ment processes and have important implications for teaching
and learning in and out of school.
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A useful convention for beginning a chapter on any topic is to
define that topic clearly. An unambiguous definition assures
the establishment of clear communication pathways between
the writer and the audience. That makes it obvious from the
outset what the chapter will and will not be about. Unfortu-
nately, this is not an easy task for a chapter about metacogni-
tion. This entire chapter could focus solely on an attempt to
reconcile what researchers, teacher-educators, and practicing
educators mean when they use this term. One deceptively
simple definition, “thinking about thinking,” is really very
complicated as evident from the blank stares I receive when I
present that definition to a roomful of preservice teachers. Be-
cause the title of this chapter is “Metacognition and Learning,”
I decided to attempt to define metacognition as succinctly as I
can and then move on to a discussion of research on the role of
metacognition in classroom learning. I begin with a presenta-
tion of more basic research on metacognition, followed by a
summary of research on three classroom skills: reading, writ-
ing, and problem solving. Finally, I review research on class-
room interventions designed to facilitate the development of
metacognition.

METACOGNITION: IN SEARCH OF A DEFINITION

Metacognition emerged as an explicit focus of research in
psychology (with an initial focus on metamemory) in the
early 1970s, but psychologists and educators have long been
aware of the knowledge and skills encompassed by this term
(Baker & Brown, 1984). John Flavell (1976) offered an early
commonly accepted definition of metacognition as “knowl-
edge concerning one’s own cognitive processes and products
or anything related to them” (p. 232). More than a decade
later, Paris and Winograd (1990) asserted that most theorists
emphasize two aspects of metacognition, knowledge about
cognition and control over cognition.

Knowledge Versus Control Distinction

Metacognitive knowledge is typically characterized as being
comparatively stable and usually statable (Baker & Brown,
1984; Garner, 1987). Jacobs and Paris (1987) further delin-
eated the knowledge component of metacognition into de-
clarative, procedural, and conditional aspects of knowledge.
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Declarative metacognitive knowledge refers to knowledge
that a person may have about his or her abilities and about the
salient learning characteristics that affect cognitive process-
ing. Learners vary in the quality of their declarative knowl-
edge depending on a variety of factors including age and
ability. Flavell (1979) distinguished between types of declar-
ative knowledge along the dimensions of knowledge of
person, task, and strategy. Procedural metacognitive knowl-
edge refers to knowledge of how to execute procedures such
as learning strategies. The procedural knowledge of skilled
learners is more automatic, accurate, and effective than that
of unskilled learners. Conditional metacognitive knowledge
refers to knowledge about when and why to use procedures or
strategies. The conditional knowledge of successful learners
makes them very facile and flexible in their strategy use.

Metacognitive control, sometimes also referred to as execu-
tive control, is described in various ways by different re-
searchers, but the similarity among the definitions is fairly
evident. Jacobs and Paris (1987) demarcated metacognitive
control into the processes of planning, evaluation, and regula-
tion. Planning includes the selection of a strategy to achieve a
goal. Evaluation is monitoring of the progress made toward
achieving the goal. Regulation refers to the revision or modifi-
cation of the strategies to achieve the goal. Hacker (1998a) de-
scribed executive control as consisting of both monitoring and
regulating. Monitoring includes identifying the task, checking
the progress of task completion, and predicting the eventual
outcome. Regulation includes allocation of resources, specify-
ing the number of steps to complete a task, and the intensity and
speed with which it will be completed. Paris and Lindauer
(1982) described metacognitive control during reading and
writing as consisting of planning, monitoring, and evaluation.
In this case, planning refers to the selection of strategies and the
allocation of resources, monitoring to comprehension monitor-
ing, and evaluation to the examination of progress toward goals
that can lead back to more planning and more monitoring. What
is common to all of these articulations of the control process is
some initial analysis of what to do, making a plan to do some-
thing, evaluating the usefulness of that plan, and then making
appropriate revisions or modifications to the original plan.

Garner (1987) described boundaries between research on
metacognition and research on executive control. These areas
of research have developed from different theoretical orienta-
tions, make dissimilar assumptions, and rely on diverse
methodological tools. Much of the work on metacognition
emerged from Piagetian developmental research, whereas re-
search on executive control originated in the information-
processing model. Researchers from the two traditions differ
in the emphasis placed on metacognitive knowledge rather
than metacognitive control.

Alternative Perspectives

There are, however, alternative perspectives on metacogni-
tion. For example, Schraw and Moshman (1995) focused on
learners’ theories about their own cognition and on how well
developed these knowledge structures are. These theories are
“systematic frameworks used to explain and direct cognition,
metacognitive knowledge, and regulatory skills” (p. 351).
Schraw and Moshman distinguished between tacit, informal,
and formal metacognitive theories. Tacit theories are im-
plicit, “acquired or constructed without any explicit aware-
ness” (p. 358). Because learners are not aware of them, these
implicit frameworks are not accessible for verification and
may persist even when incorrect or maladaptive. Informal
theories are fragmentary. Learners are aware of some of their
beliefs and assumptions but “have not yet constructed an ex-
plicit theoretical structure that integrates and justifies these
beliefs” (p. 359). Unlike tacit theorists, however, informal
theorists do have some degree of explicit metacognition and
thus can judge the value of their framework. Formal theories
are “highly systematized accounts of phenomenon involving
explicit theoretical structures” (p. 361). According to Schraw
and Moshman, the Good Strategy User as outlined by
Pressley, Borkowski, and Schneider (1987) would be an ex-
ample of a formal metacognitive theory. Formal theorists are
explicitly aware of their “purposeful efforts to construct and
modify metacognitive theories” (Schraw & Moshman, 1995,
p. 361), so they can use formal theory to assess and interpret
observations. Schraw and Moshman suggested that learners
develop metacognitive theories through cultural learning, in-
dividual construction, and peer interaction. Cornoldi (1998)
echoed the perspective of Schraw and Moshman in his defin-
ition of metacognitive attitude as the “general tendency of a
person to develop reflection about the nature of his or her
own cognitive ability and to think about the possibility of ex-
tending and using this reflection” (p. 144).

Critical Distinctions

Sometimes in order to get a more focused view of what
something is, theorists and researchers try to elucidate what it
is not—a nonexample using the terminology of the concept-
learning literature. One key discrimination for understanding
the concept of metacognition is to articulate the distinction
between cognition and metacognition (Nelson, 1999; Nelson
& Narens, 1994). Nelson (1999) defined metacognition as
“the scientific study of an individual’s cognitions about his or
her own cognitions” (p. 625). Thus, metacognition is a subset
of cognition, a particular kind of cognition. Garner and
Alexander (1989) identified cognitive strategies as activities
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for cognitive enhancement and metacognitive strategies
as activities for monitoring cognitive processes. In other
words, cognitive skills facilitate task achievement, and
metacognitive skills help to regulate task achievement. Some
research has supported the distinction between cognition
and metacognition. For example, there is evidence that
metamemory deficits can exist without memory impairment,
so memory and metamemory are distinct (Nelson, 1999).
Swanson (1990) provided evidence for the independence of
metacognition from general aptitude by finding that fifth- and
sixth-grade students with high levels of metacognitive skill
outperformed students with low levels of metacognitive
skills on problem-solving tasks regardless of overall aptitude.
Although Hacker (1998a) referred to the “debatable issue” of
whether thoughts that were initially metacognitive but are
now nonconscious and automatic can still be considered
metacognition (see also Nelson, 1996), he suggested that
most researchers consider metacognitive thought to be con-
scious and purposeful thinking (about thinking). Paris and
Winograd (1990) limited their conception of metacognition
to “knowledge about cognitive states and abilities that can be
shared among people” (p. 21). 

Another important distinction is that between metacog-
nition and self-regulation. Paris and Winograd (1990) noted
that some researchers also include an affective component
in their definitions of metacognition such as metacognitive
beliefs or attributions. Borkowski (1996), for example, de-
scribed three interrelated aspects of metacognition: knowl-
edge, judgments and monitoring, and self-regulation.
Borkowski’s view of metacognitive knowledge corresponds to
Flavell’s (1979) categories of person, task, and strategy.
Judgments and monitoring refer to processes occurring while
performing a task, such as a feeling of knowing or comprehen-
sion monitoring. Self-regulation refers to adapting skills and
strategies to meet changing demands. Zimmerman (1995),
however, argued that self-regulation “involves more than
metacognitive knowledge and skill, it involves an underlying
sense of self-efficacy and personal agency and the motivational
and behavioral processes to put these self beliefs into effect”
(p. 217). A learner could have well-developed metacognitive
knowledge but be unable to self-regulate in a specific context.
Self-regulated learning refers to the “capability to mobilize,
direct, and sustain one’s instructional efforts” (p. 217). Thus,
self-regulated learning is “more than metacognitive knowl-
edge and skill, it involves a sense of personal agency to
regulate other sources of personal influence (e.g., emotional
processes and behavioral and social-environmental sources
of influence)” (p. 218; for a further discussion of self-regulated
learning, see chapter by Schunk and Zimmerman in this
volume).

Relevance to Cognitive Development, Expertise,
and Intelligence

How does the concept of metacognition fit into theories of
cognitive development? Although the basic idea of metacog-
nition, “thinking about thinking,” has been traditionally asso-
ciated with Piaget’s stage of formal operations, the concept
has relevance for other theoretical perspectives in cognitive
development (Yussen, 1985). The centrality of metacognition
to cognitive development was highlighted by Flavell in 1979
when he argued that the “nature and development of meta-
cognition and of cognitive monitoring/regulation is currently
emerging as an interesting and promising new area of investi-
gation” (p. 906). He described young children as being
limited in their knowledge about cognitive phenomena
(metacognition) and as failing to monitor memory and com-
prehension. He developed a model of cognitive monitoring
that he hoped would serve as a target for development.
According to this model, development occurs through inter-
actions among metacognitive knowledge, metacognitive
experiences, goals (or tasks), and actions (or strategies).
Metacognitive knowledge is stored knowledge about person,
task, and strategy variables. Metacognitive experiences are
the “items of metacognitive knowledge that have entered
consciousness” (p. 908). Through metacognitive experiences,
the stored metacognitive knowledge can be altered by adding,
deleting, or revising information. Paris and Winograd (1990)
elaborated on the integral role of metacognition in cognitive
development by arguing that metacognition is “both a prod-
uct and producer of cognitive development” (p. 19).

Kuhn (1999, 2000) extended the discussion of the role of
metacognition in cognitive development by focusing on the
link between metacognition and the development of higher
order thinking skills. She characterized the skills that most con-
sider to be critical thinking skills as being metacognitive rather
than cognitive. Higher order thinking or critical thinking by
definition involves reflecting on what is known and how that
knowledge can be verified—clearly metacognitive processes.
Kuhn talked about metaknowing in three broad categories:
metacognitive, metastrategic, and epistemological. Metacog-
nitive knowing is declarative knowledge, knowledge about
cognition. Metastrategic knowing refers to the selection and
monitoring of strategies (procedural knowledge). Epistemo-
logical knowledge refers to the general philosophical questions
underlying a thoughtful examination of knowledge itself.

What is the role of metacognition in the development of
expertise? Experts differ from novices in a variety of ways,
some of which are metacognitive. They are more skilled than
novices at time allocation, strategy selection, prediction of
task difficulty, and monitoring (Sternberg, 2001). Ertmer and
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Newby (1996) presented a model of expertise, describing ex-
perts as strategic, self-regulated, and reflective. They argued
that the key to developing expertise is the facilitation of the
growth of reflection. Kruger and Dunning (1999) demon-
strated that college-aged novices possess poorer metacogni-
tion than college-aged experts in three different domains of
expertise: humor, logical reasoning, and grammar. When
learners are incompetent in a domain (as indicated by making
poor choices and reaching invalid conclusions), this incom-
petence robs them even of the ability to recognize their faulty
thinking. Thus, these novices were unskilled and unaware of
it. Ironically, in this study the highly competent tended to un-
derestimate how well they had performed. 

What is the relationship of metacognition to “intelli-
gence”? Metacognition is a key component in at least one the-
ory of intelligence—Sternberg’s Triarchic Theory (1985). The
triarchic theory is composed of three subtheories: contextual,
experiential, and componential. The contextual subtheory
highlights the sociocultural context of an individual’s life. The
experiential subtheory emphasizes the role of experience in
intelligent behavior. The componential subtheory specifies the
mental structures that underlie intelligent behavior. These are
broken down into metacomponents, performance components,
and knowledge-acquisition components. The metacomponents
described by Sternberg include primary metacognitive pro-
cesses such as planning and monitoring (see also chapter by
Sternberg in this volume for an analysis of contemporary theo-
ries of intelligence).

Is metacognition a domain-general or a domain-specific
skill? Research on expertise often emphasizes domain speci-
ficity, whereas theories of intelligence imply a generalized
skill. Schraw, Dunkle, Bendixen, and Roedel (1995) ex-
plored the generality of monitoring by comparing correlations
and principal component structures among multiple tests with
four different criterion measures. Their findings provided
qualified support for the domain-general hypothesis. Schraw
and Nietfeld (1998), however, concluded that there may be
separate general monitoring skills for tasks requiring fluid and
crystallized reasoning, and Schraw and Moshman (1995) sug-
gested that informal metacognitive theories likely begin tied
to a specific domain. More recently, Kelemen, Frost, and
Weaver (2000) compared the performance of college students
across a number of different metacognitive tasks. Their results
indicated that individual differences in memory and confi-
dence were stable across both sessions and tasks but that dif-
ferences in metacognitive accuracy were not.

Summary

In 1981 Flavell characterized metacognition as a “fuzzy con-
cept” (p. 37). It is not certain that work in this area has greatly

reduced this fuzziness in the two decades that have elapsed
since his paper was published. The boundaries between what
is metacognitive and what is not are not clearly defined.
Hacker (1998a) declared that this field of investigation is
“made even fuzzier by a ballooning corpus of research that
has come from researchers of widely varying disciplines and
for widely varying purposes” (p. 2). Borkowski (1996) de-
scribed the theoretical work on metacognition as “weakly re-
lated mini-theories, whose boundary conditions are so poorly
delineated that any attempt at empirical and/or theoretical
synthesis is nearly impossible” (p. 400). 

When I teach introductory educational psychology clas-
ses, I am confronted with the problem of conveying the
complex concept of metacognition to students planning to
become teachers. What ideas will be useful to them in their
current roles as students? What can they take with them
into the classroom in their future roles as teachers? How
can we reduce the “fuzziness”? What kinds of classroom
skills are we talking about? What can be applied to class-
room tasks from theory and research on metacognition?
What I present to my class is the following list of topics in
metacognition.

• Knowing about cognition generally (“thinking about
thinking”).
• Metacognition about memory.
• Metacognition about reading.
• Metacognition about writing.
• Metacognition about problem solving.

• Knowing when you do or don’t understand.
• Also known as comprehension monitoring.
• As in reading.

• Knowing how well you have learned something.
• As in studying.

• Knowing how well you have performed on a test.

• Knowing about skills and procedures you can use to im-
prove your cognitive performance.
• Knowledge about strategies (declarative knowledge—

your repertoire).
• Knowing how to use strategies (procedural knowledge—

the steps).
• Knowing when to use strategies (conditional knowledge—

when to use which strategy).

It would be impossible to do justice to all of these aspects
of metacognition in a single chapter. Many topics within
metacognition are deserving of their own chapters, as attested
to by the recent publication of entire books on metacognition
and educational theory and practice (Hacker, Dunlosky, &
Graesser, 1998; Hartman, 2001a). The remaining portions of
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this chapter describe research exploring the application of
metacognition to selected learning situations.

BASIC RESEARCH ON METACOGNITION

There is an extensive research literature exploring metacog-
nitive processes as they occur in controlled learning situa-
tions on specific types of learning tasks. Much of this
research examines basic metacognitive processes in paired-
associate-type learning tasks. Although this research does
have relevance to the subset of classroom learning tasks that
require learning associations (e.g., vocabulary learning), it is
unclear whether conclusions drawn from this research can be
generalized to classroom learning tasks involving connected
discourse. What follows is a brief summary of the metacog-
nitive processes studied in this research paradigm.

Nelson (1999) described three types of prospective moni-
toring, that is, monitoring of future memory performance.
The ease-of-learning judgment (EOL) refers to a judgment
before study. The learner evaluates how easy or difficult an
item will be to learn. For example, someone learning French
vocabulary might predict that learning that “chateau” means
“castle” would be easier than learning that “boite” means
“box.” These EOL predictions tend to be moderately corre-
lated with actual recall. 

A second type of monitoring is assessed by a judgment of
learning (JOL), which is a judgment during or soon after
study about future recall. It is the prediction of the likelihood
that an item will be remembered correctly on a future test.
Typically, learners are more accurate in their JOL predictions
than in their EOL predictions. One interesting finding is that if
JOL is delayed (e.g., 5 min after study), the prediction is more
accurate than immediate JOL (e.g., Nelson & Dunlosky,
1991). Delayed JOL is more accurate if and only if learners
are provided with the cue-only prompt (in the French vocab-
ulary example, the cue of “chateau?”) and not when provided
with a cue-plus-target prompt (e.g., “chateau-castle?”).

The third type of monitoring is assessed by a feeling of
knowing (FOK), which refers to rating the likelihood of
future recognition of currently forgotten information after a
recall attempt. Some studies elicit FOK for only incorrect
items. Klin, Guzman, and Levine (1997) reported that FOK
judgments for items that cannot be recalled are often good
predictors of future recognition accuracy. This indicates that
exploring more about “knowing that you don’t know” is a
promising avenue for future investigations.

There is also research on retrospective confidence judg-
ments, which are predictions that occur after a recall or
recognition performance. On these tasks, there is a strong
tendency for overconfidence—especially on recognition

tasks (Nelson, 1999). A developmental pattern has also been
observed in that with increasing age, knowledge about infor-
mation available in memory becomes more accurate (Hacker,
1998a).

The body of research on monitoring of learning in these
basic learning tasks is growing rapidly and contributing greatly
to our understanding of basic monitoring processes. Because
the focus of this chapter is on the role of metacognition in
learning situations that most often occur in classrooms, we
now turn to a discussion of research on metacognition and
reading. Reading is arguably the cognitive skill that underlies
the majority of classroom learning tasks.

RESEARCH ON METACOGNITION AND
READING SKILLS

Pearson and Stephens (1994) summarized the contributions
of the disparate fields of linguistics, psychology, and socio-
linguistics to the scientific study of the processes comprising
the complex task of reading. One indication of the impor-
tance of research on metacognition to this endeavor is the in-
clusion of metacognition as a separate category in an edited
volume titled Theoretical Models and Processes of Reading
(4th edition) published by the International Reading Associa-
tion (Ruddell, Ruddell, & Singer, 1994; for a thorough treat-
ment of literacy research, see chapter by Pressley in this
volume).

Metacognition about reading is a developmental phenom-
enon. In an early study, Myers and Paris (1978) questioned
8- and 12-year-old children about factors influencing reading
and found age-related differences in metacognitive knowl-
edge about reading. The younger children were less sensitive
to different goals of reading, to the structure of paragraphs,
and to strategies that can be used to resolve comprehension
failures. Knowledge of text structure also develops. Englert
and Hiebert (1984) found that third and sixth graders’ knowl-
edge of expository text structure was related to age and
reading ability. Although many aspects of metacognition in-
volved in reading have been explored, unquestionably the
focus of many researchers studying metacognition in reading
has been on the process of monitoring comprehension.

Comprehension Monitoring

Much of the early research investigating comprehension
monitoring employed the error detection paradigm. In this re-
search paradigm learners are asked to read textual material
that contains some kind of inconsistency or error. Whether
learners notice the error is an indication of the quality of their
comprehension monitoring. Adult readers typically do not
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excel at comprehension monitoring as indicated by the many
studies reporting failures to detect errors (for reviews, see
Baker, 1989; Pressley & Ghatala, 1990). As Baker (1989) re-
ported, “detection rates tend to average about 50% across
studies” (p. 13). The likelihood with which adults may detect
errors in text is influenced by a variety of factors. These in-
clude whether they were informed about the likelihood of er-
rors being present, whether the errors were found in details or
in the main point of the text, and perhaps most important,
what standards they use to evaluate their comprehension
(Baker, 1985, 1989).

Baker (1985) described three basic types of standards that
readers use to evaluate their comprehension of text: lexical,
syntactic, and semantic. The lexical standard focuses on the
understanding of the meaning of words. The syntactic stan-
dard concentrates on the appropriateness of the grammar and
syntax. The semantic standard encompasses evaluation of the
meaning of the text and can be further delineated into five
subcategories. The first of these is external consistency, that
is, the plausibility of the text. The second, propositional co-
hesiveness, refers to whether adjacent propositions can be
integrated for meaning. The third, structural cohesiveness,
focuses on thematic relatedness of the ideas in the text. The
fourth, internal consistency, refers to whether the ideas in the
text are logically consistent. Finally, the fifth, informational
completeness, emphasizes how thoroughly ideas are devel-
oped in the text. 

Much of the research using the error detection paradigm
has employed texts requiring the application of the semantic
standard of internal consistency. There is considerable evi-
dence, however, that readers differ in the ease with which
they apply these standards depending on age and reading
ability. For example, less able readers may rely on lexical
standards but can be prompted to use other standards (Baker,
1984). The most important consideration, however, is that
failure to detect an error in text may not be due to a pervasive
failure to monitor comprehension as much as to the applica-
tion of a different standard of comprehension than the one
intended by the researcher.

There are still other explanations of why readers may fail to
detect errors or inconsistencies in text (Baker, 1989; Baker &
Brown, 1984; Hacker, 1998b; Winograd & Johnston, 1982).
According to Grice’s Cooperativeness Principle (1975), read-
ers normally expect that text will be complete and informative
and therefore are not looking for errors, would be hesitant to
criticize, and are more likely to blame themselves rather than
the text for any inconsistency noted. Readers might also notice
the error but continue to read, expecting a resolution of the in-
consistency later in the text. They might lack the linguistic or
topic knowledge to detect the error. They might make infer-

ences that allow them to construct a valid interpretation of the
text that is different from the one intended by the author. In
response to these criticisms of the error detection paradigm,
researchers have developed other techniques for evaluating
comprehension monitoring such as eye movements, adapta-
tion of reading speed, and even changes in galvanic skin re-
sponse (GSR) that may indicate some level of awareness of
inconsistencies that are not otherwise reported (Baker, 1989;
Baker & Brown, 1984).

Beyond the Error Detection Paradigm

Hacker (1998b) outlined differences in the approaches used
in cognitive psychology and educational psychology to
study the metacognitive processes involved in processing
textual material. As we have seen, researchers trained in the
field of educational psychology most often use the term com-
prehension monitoring to refer to this phenomenon. Their
view of metacognition and textual processing is multidimen-
sional, involving both evaluation and regulation. Evaluation
is the monitoring of the understanding of text during read-
ing, and regulation is the control of reading processes to re-
solve comprehension problems. Much of the research in this
tradition has employed the error detection paradigm, but ed-
ucational psychologists are moving to the study of more nat-
ural reading situations, where they look at learners’ abilities
to construct meaningful representations of text.

On the other hand, researchers trained in cognitive psy-
chology typically use terms such as metamemory for text,
calibration of comprehension, or metacomprehension for the
phenomena. They operationalize the construct by relating
readers’ predictions of comprehension with actual perfor-
mance on a test. If they find a high correlation, they report
good calibration or metacomprehension. If they find a low
correlation, they report poor calibration or metacomprehen-
sion. If learners overestimate their level of comprehension,
this is termed illusion of knowing (Glenberg, Wilkinson, &
Epstein, 1982).

Metacomprehension, as studied by those trained in this
tradition, has considerable relevance for classroom learning.
After reading texts assigned in school (which we would ex-
pect to be relatively error free), students need to be able to
make judgments about how well they have learned the mater-
ial and about how well they expect they will perform on a test.
In a typical study using this paradigm, Maki and Berry (1984)
asked college students to read paragraphs from an introduc-
tory psychology text. After reading each paragraph, they pre-
dicted (on a Likert-type scale), how well they would perform
on a multiple-choice test. For the students who scored above
the median (the better learners), the mean ratings of material
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related to questions answered correctly were higher than
ratings of material related to questions answered incorrectly.
On the other hand, Glenberg and Epstein (1985) asked col-
lege students to rate how well they would be able to use what
they learned from textual material to draw an inference. They
calculated point biserial correlations between the rating given
each text and performance on that text. These correlations
were not greater than 0 regardless of whether the ratings were
made either immediately after reading or following delay. In
this study, the only judgments more accurate than chance
were postdictions (those made after responding to the infer-
ence questions). Weaver (1990) found that the correlation be-
tween rated confidence and subsequent performance on
comprehension questions (the mean calibration) on an expos-
itory passage was typically near zero when only one test ques-
tion was used but that prediction accuracy was higher when
more questions were used per prediction. Weaver and Bryant
(1995) also reported that “metamemory for text” or “calibra-
tion of comprehension” was more accurate when learners
made multiple judgments (see also Schwartz & Metcalfe,
1994).

Maki (1998) discussed several different processes that are
likely to be involved in these predictions. One hypothesis is
that students may be relying on their judgments of domain
familiarity, using their prereading familiarity with the topic
to make predictions. Maki (1998), however, reported data in-
dicating that students use more than prereading familiarity
with text topics to help them make more accurate predictions.
Another hypothesis is that students may base their judgments
on their perceived ease of comprehension. Maki (1998),
however, summarized studies comparing student ratings of
their comprehension of text (ease of comprehension) versus
their prediction of the amount of information they would
recall (future performance). Generally, there was a stronger
relationship between predictions and actual performance than
between comprehension ratings and actual performance. So,
explicit predictions are based on something more than just
ease of comprehension. After weighing the research evi-
dence, Maki (1998) concluded that “accurate predictions are
based on aspects of learning from the text, including ease of
comprehension, perceived level of learning, and perceived
amount of forgetting” (p. 141). 

Maki (1998) also pointed out that in the body of research
on paired-associate learning, delayed predictions and delayed
tests produce the highest prediction accuracy. This is the clas-
sic delayed JOL described earlier in this chapter. With text
material, however, immediate predictions and immediate
tests produce the greatest prediction accuracy. This is a trou-
bling finding for educators because most classroom tasks
involve delayed tests. 

Maki (1998) reported that the mean gamma correlation
between predictions of test performance and actual test
performance across many studies emanating from her lab is
.27. Is it that the metacomprehension abilities of college
students are so poor, or do we need a better paradigm for
studying metacomprehension? Maki argued that we need to
develop a more stable and less noisy measure of metacom-
prehension accuracy. Alternatively, Rawson, Dunlosky, and
Thiede (2000) contended that researchers need to integrate
theories of metacognitive monitoring with theories of text
comprehension. In this study, they asked college students to
reread texts before predicting performance. Rereading was
expected to facilitate the construction of a situation model of
the text, leading to the creation of cues that would be more
predictive of future performance. In accordance with their
predictions, they found that rereading produced better meta-
comprehension, reporting a median gamma of .60.

Testing Effect

Pressley and Ghatala (1990) summarized a series of studies
designed to see if and how tests influence students’ awareness
of learning from text. They found that although students can
monitor during study and attempt to regulate study activity,
their evaluations of their learning are not fairly accurate until
after they have taken a test. They called this finding of more
accurate predictions of learning after testing the testing effect.
Similarly, in her review of research on metacomprehension,
Maki (1998) reported that many studies indicate that predic-
tions made after taking a test (postdictions) were more accu-
rate than predictions preceding a test. This is called the
postdiction superiority effect in the metacomprehension re-
search literature.

Exposure to and experience with the types of questions
asked can also lead to better judgments of learning. For ex-
ample, Pressley, Snyder, Levin, Murray, and Ghatala (1987)
found that answering adjunct questions embedded in text can
improve the monitoring performance of college students.
Maki (1998) summarized a group of studies indicating that
whether practice tests improve prediction depends on whether
performance on the practice tests is correlated with perfor-
mance on the criterion measure. Moreover, practice test ques-
tions are more effective if answered following a delay after
reading. More recently, Pierce and Smith (2001) reported that
postdictions do not improve with successive tests. Thus, they
argued that the superior postdiction effect found in their study,
as well as in many other studies, is likely due to students’
remembering how well they answered questions rather than
increasing knowledge of tests as a result of exposure to suc-
cessive tests.
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Question type also influences student monitoring of learn-
ing from text. Pressley, Ghatala, Woloshyn, and Pirie (1990)
found that college students had more accurate perceptions of
the correctness of their responses to short-answer questions
than of their responses to multiple-choice questions. In this
study, accuracy of monitoring was measured by whether the
students choose to study more after testing. Maki (1998) sug-
gested that true-false questions may be even less helpful to
student monitoring than short answer and multiple choice
questions (see also Schwartz & Metcalfe, 1994). 

The type of content assessed by questions also influences
the size of the testing effect. Pressley and Ghatala (1988)
found that postdictions of college students were more accu-
rate for multiple-choice questions on opposites and analogies
than for multiple-choice comprehension test questions. More-
over, Pressley et al. (1990) reported that college students had
greater confidence that their answers to thematic questions
(rather than questions on details) were correct, even when
their responses were actually wrong.

There is also evidence that the ability to benefit from the
information obtained by taking a test improves with develop-
ment. In a study by Pressley and Ghatala (1989), seventh
and eighth graders demonstrated the testing effect, whereas
younger children did not. The type of test question also
influences children’s monitoring abilities. Ghatala, Levin,
Foorman, and Pressley (1989) found that fourth graders over-
estimated their mastery of the material more on multiple-
choice tests with plausible distractors than in their responses
to short-answer questions. 

Development of Comprehension Monitoring

Since Ellen Markman’s pioneering studies (1977, 1979)
using the error detection paradigm, the poor comprehension-
monitoring skills of young children have been demonstrated
under varying instructions and circumstances (see Markman,
1985, for a review). For example, Markman (1977) found that
although third graders noticed the inadequacy of oral instruc-
tions with minimal probing, first graders did not until they saw
a demonstration or acted out the instructions themselves.
Markman (1979) reported that third through sixth graders
failed to notice some inconsistencies in essays that were read to
them, even though probing indicated that they had the required
logical capacity to detect them. Markman and Gorin (1981)
found that specific instructions helped 8- and 10-year-olds find
problems with texts that were read to them. They suggested
that the instructions enabled the children to adjust their stan-
dards of evaluation. Baker (1984) examined children’s abilities
to apply three standards of evaluation (lexical, internal consis-
tency, and external consistency) when explicitly asked to find

errors in text. In the first experiment 5-, 7-, and 9-year-old chil-
dren listened to text, whereas in the second experiment 11-
year-olds read the texts themselves. The older children used all
three standards more effectively than the younger children, and
the internal consistency standard was applied least effectively
across all age groups. Baker (1984) argued that these results
support the view that comprehension-monitoring skills are
multidimensional rather than a unitary phenomenon.

Using an on-line measure of reading speed in addition to
the traditional verbal-report error detection paradigm, Harris,
Kruithof, Terwogt, and Visser (1981) found that children in
two age groups (8- and 11-year olds) read inconsistent text
more slowly but that the older students were more likely to re-
port inconsistent text. Similarly, Zabrucky and Ratner (1986)
found that both third and sixth graders read inconsistent text
more slowly than other information in the text, but sixth
graders were more likely to use a strategy (look backs) and
more likely to report errors in text.

There are also developmental differences in students’ sen-
sitivities to text characteristics as they monitor their compre-
hension. For example, Bonitatibus and Beal (1996) asked
second and fourth graders to read stories with two alternative
interpretations. The older students were more likely to notice
and report both interpretations, and the two interpretations
were more likely to be noticed in narrative rather than expos-
itory prose. McCormick and Barnett (1984) asked eighth
graders, 11th graders, and college students to read passages
(both signaled and nonsignaled) that contained inconsisten-
cies. The presence of text signals improved the comprehen-
sion monitoring of the college students in passages where
contradictions were presented across paragraphs rather than
within paragraphs. The younger students did not benefit from
the text signals.

Individual difference variables may moderate the devel-
opmental differences in comprehension monitoring ability.
Pratt and Wickens (1983) found that kindergartners and sec-
ond graders who were more reflective were more effective
detectors of referential ambiguity in text than were impulsive
children. Similarly, Walczyk and Hall (1989b) reported that
reflective third and fifth graders detected more inconsisten-
cies than did impulsive children across both grade levels.
By far the most frequently investigated individual difference
variable has been reading ability.

As might be predicted, in studies where the comprehension
monitoring of good and poor readers is compared, good read-
ers were more skilled than poor readers. Garner (1980) found
that good readers at the junior high level noticed inconsisten-
cies in text and that the poor readers did not. In a study repli-
cating these findings, Garner and Reis (1981) asked students
of varying ages (Grade 4 through Grade 10) to read texts
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that contained obstacles (questions inserted in text). The poor
readers mostly failed to monitor their comprehension and
mostly failed to use look backs as a strategy. Garner and Kraus
(1981–82) suggested that good and poor readers approach
reading with widely varying purposes that affect their compre-
hension monitoring. They interviewed good and poor seventh-
grade readers and asked them to read narrative passages (one
containing inconsistencies). In their interviews, the good com-
prehenders described reading as more of a meaning-getting
task; the poor readers described reading as more of a decod-
ing task. The poor readers did not detect the inconsistencies in
the text. In contrast, good readers could detect inconsistencies
but were better with within-sentence inconsistencies than with
between-sentence inconsistencies.

Paris and Myers (1981) used multiple measures to indicate
comprehension monitoring and also interpreted their results as
indicating that poor readers focus more on decoding the text
than on determining the meaning of text. Poor fourth-grade
readers monitored difficult and inconsistent information
significantly less than did good readers as indicated by self-
corrections during oral reading, by directed underlining, and
by study behaviors. Zabrucky and Ratner (1989) used on-line
measures of monitoring along with verbal reports of inconsis-
tencies. They found that all of the sixth-grade students in their
study slowed down when reading the portion of the text with
inconsistencies but that good readers were more likely to look
back at the problem portion of the text and to report inconsis-
tencies verbally. In a replication of these results comparing
narrative and expository texts, Zabrucky and Ratner (1992)
reported that students were more likely to look back at prob-
lems in the narrative texts than at problems in the expository
text. Zabrucky and Ratner interpreted their findings as evi-
dence of rudimentary comprehension monitoring in the poor
readers even though they may tend to ignore or skip portions
of text that cause them problems. Rubman and Waters (2000)
were able to increase the error detection of third and sixth
graders (both skilled and less skilled) by the use of storyboard
construction. They argued that representing stories through
storyboard construction enhanced integration of the text
propositions. The effect of the storyboard construction was
particularly beneficial for the less skilled readers.

Baker and Brown (1984) distinguished between reading
for meaning (comprehension) and reading for remembering
(studying). They argued that younger and poorer readers look
at reading as a decoding process rather than as a meaning-
getting process and do not monitor their comprehension as ef-
fectively as do older and better readers. Baker (1989) also
suggested that there is some evidence that good readers use
comprehension strategies, whereas poor readers use study
strategies. Yet, those who investigate students’ study behav-

iors would argue that students skilled in studying techniques
use complex strategies focusing on understanding. For those
interested in contemporary views of studying, consult recent
integrative reviews detailing metacognitive processes in
studying and recent research investigating the study strategies
of skilled learners (Hadwin, Winne, Stockley, Nesbit, &
Woszczyna, 2001; Loranger, 1994; Pressley, Van Etten,Yokoi,
Freebern, & Van Meter, 1998; Son & Metcalfe, 2000; Winne &
Hadwin, 1998).

In conclusion, metacognitive processes are central to
skilled reading. Although reading is perhaps the primary skill
underlying classroom learning, two sets of cognitive skills—
those required in writing and in problem solving—also figure
prominently in classroom activities. The next section presents
research on the role of metacognition in effective writing
skills, followed by a section on metacognitive skills in prob-
lem solving.

RESEARCH ON METACOGNITION AND
WRITING SKILLS

Flower and Hayes (1981) developed an influential model of
the composing processes from their analyses of think-aloud
protocols of expert and novice writers. The act of writing is
assumed to be a goal-directed thinking process in which the
writer engages in four kinds of mental processes. These men-
tal processes are planning, translating ideas and images into
words, reviewing what has been written, and monitoring the
entire process. There is considerable interactivity between
the four processes so that the act of writing is recursive rather
than linear. 

Another theoretical model that has had tremendous influ-
ence on theorists and researchers is the model of writing
expertise developed by Scardamalia and Bereiter (1986;
Bereiter & Scardamalia, 1987). This model describes two
broad strategies of composing: knowledge telling and knowl-
edge transforming. In knowledge telling, a strategy used more
often by novice writers, what is known about a topic is pre-
sented in a paper until the supply of knowledge is exhausted.
In knowledge transforming the writer consciously reworks the
text—diagnosing problems, planning solutions, and monitor-
ing the effectiveness of solutions. In both of these influential
models of writing, metacognitive processes, particularly
monitoring, have a primary role.

Research focusing on the role of metacognition in writing
has explored both the knowledge and the control aspects of
metacognition (see Sitko, 1998, for a recent review). These in-
clude knowledge of the writing process and knowledge and
control of strategies for these processes, including planning,
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drafting, revising, and editing. Research comparing novice
and expert writers indicates that in general, expert writers are
more metacognitively aware, making more decisions about
planning and monitoring and evaluating more as they write.
Stolarek (1994) found that when novice writers are given a
model of an unfamiliar prose form to imitate, they become
more reflective, evaluative, and metacognitive (more like ex-
perts) than do novices not given a model.

Englert, Raphael, Fear, and Anderson (1988) investigated
the development of metacognitive knowledge about writing
in children. They assessed the metacognitive knowledge of
fourth and fifth graders (with learning disabilities, low-
achieving, and high-achieving) with an interview composed
of three vignettes. The first vignette evaluated students’
knowledge and strategies related to planning and organizing
information relevant to specific expository topics. The sec-
ond vignette focused on the role of text structure in the edit-
ing of expository text and on the general processes of
planning, drafting, and editing. The third vignette evaluated
students’ understanding of editing and revising skills (within
text structure and generally). The students with learning dis-
abilities differed from low-achieving and high-achieving stu-
dents in that they had less knowledge of writing strategies
and less knowledge of how to organize ideas. In general,
metacognitive knowledge was positively correlated to the
quality of texts written by the students.

Knowledge of text structure plays an important role in the
development of writing skills. Englert, Stewart, and Hiebert
(1988) found that both third and sixth graders were largely
insensitive to text structure. The more proficient writers,
however, seemed to possess a more generalized knowledge
of expository text structure. Durst (1989) demonstrated that
the characteristics of the text assignment influences the
metacognitive strategies used by students during writing. His
analysis of the think-aloud protocols of 11th-grade students
for metacognitive processes used during composing revealed
much more monitoring and reflecting when students were
writing analyses than when they were writing summaries. 

Instruction designed to enhance students’ awareness of text
characteristics (e.g., the underlying structure of expository
and narrative text structures) improves writing skill. Taylor
and Beach (1984) taught seventh-grade students a reading
study strategy focusing on expository text structure and found
positive effects in terms of the quality of the students’ exposi-
tory writing. Likewise, Graham and Harris (1989b) found that
self-instruction training focusing on a type of expository writ-
ing (argumentative essays) given to sixth-grade students with
learning disabilities resulted in better writing performance and
higher self-efficacy for writing essays. Instruction in narrative
text structure has also proved to be beneficial. Fitzgerald and

Teasley (1986) provided direct instruction of story structure to
fourth graders and found a strong positive effect on the organi-
zation and quality of the students’ narrative writing. Similarly,
Graham and Harris (1989a) provided self-instruction training
in story grammar to normally achieving fifth and sixth graders
and to those with learning disabilities and found that the train-
ing improved the students’ composition skills and increased
their self-efficacy. 

Well-developed comprehension-monitoring skills are a
key part of the revision process. Writers need to monitor how
well the text that they have already produced matches the text
that they had intended to produce. Inconsistencies between the
produced text and the intended text must be noted and then re-
solved in some manner. Successful comprehension monitor-
ing during the revision process may be especially difficult for
writers because they may not be appropriately evaluating the
meaning conveyed by their texts because of their awareness of
what they had intended to write. Even if they recognize com-
prehension problems, they may not be able to generate appro-
priate solutions to those problems. As Carole Beal (1996)
noted in her review of research on comprehension monitoring
in children’s revision of writing, effective comprehension
monitory is necessary but not sufficient for successful revi-
sion. Children are likely to overestimate the comprehensibility
of the text they have produced. Background knowledge and
experience with a particular text genre influence children’s
abilities to monitor text adequately. By the end of the elemen-
tary school period, however, most children can evaluate text
adequately and are aware of the types of problems that affect
comprehension and indicate the need to revise.

Children are also able to benefit from instruction de-
signed to increase their evaluation skills. Beal, Garrod, and
Bonitatibus (1990) trained third and sixth graders in a self-
questioning text-evaluation strategy. After training, these stu-
dents located and revised more errors in text. They also
benefited from their exposure to problematic texts and prac-
tice in applying different standards for evaluating compre-
hension. Children also mature in terms of the quality of the
evaluative criteria that they apply to pieces of writing. In a
longitudinal study of students’ use of criteria to evaluate the
quality of writing, McCormick, Busching, and Potter (1992)
reported differences in the criteria used by low-achieving and
high-achieving fifth graders to evaluate texts that they had
written versus texts written by others. A year later, when
these students were sixth graders, they demonstrated progres-
sion in the sophistication of their evaluative criteria.

Researchers have also reported success with broad-based
instructional programs designed to improve writing skills.
Raphael, Englert, and Kirschner (1989) assessed fifth and
sixth graders’metacognitive knowledge of the writing process
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before, during, and following participation in different writing
programs. The writing programs focused on different aspects
of the writing process, metacognitive knowledge of text
structures, audience, and purpose in writing. The results indi-
cated improvement in the quality of student writing and in-
creased metacognitive awareness in the areas on which the
instructional programs focused. Englert, Raphael, Anderson,
Anthony, and Stevens (1991) investigated the effects of an
instructional program titled Cognitive Strategy Instruction
in Writing (CSIW) on fourth and fifth graders’ metacogni-
tive knowledge and writing performance. In CSIW, self-
instructional techniques and student-teacher dialogues are
used to encourage effective strategies for planning, organiz-
ing, writing, editing, and revising. Their findings indicate the
facilitation of students’ expository writing abilities on the two
types of expository writing included in the programs and
some evidence of transfer to another text structure that was
not part of the instruction.

In yet another demonstration of the effectiveness of writ-
ing programs that support the development of metacognitive
skills, Graham and Harris (1994) summarized their program
of research evaluating a writing intervention they call Self-
Regulated Strategy Development (SRSD). Students are ex-
plicitly instructed in the writing process, in general, as well as
in specific strategies for planning and revising and procedures
for regulating strategies. This instruction utilizes a dialectical
constructivist approach in which students actively collaborate
with teachers and peers. Metacognitive information about
strategies is emphasized, particularly self-regulation skills
such as self-monitoring, goal setting, and self-instruction
(see Zimmerman & Risemberg, 1997, for a review of self-
regulation in writing). At the end of the instructional pro-
gram, the students usually adopt the processes emphasized in
the program, and the quality (in terms of both length and
structure) of their writing typically improves. In addition, the
students typically exhibit increases in their metacognition
about writing and their self-efficacy for writing.

This section has focused on research exploring the role of
metacognition in writing. When students sit down to write an
essay, a paper, or even just a short essay response, they are es-
sentially trying to solve a problem—and an ill-defined prob-
lem at that. In the next section of this chapter, the role of
metacognition in problem solving is discussed.

RESEARCH ON METACOGNITION
AND PROBLEM-SOLVING SKILLS

A very concise definition of problem solving is goal-directed
behavior. Metacognition in problem solving refers to the

knowledge and processes used to guide the thinking directed
toward successful resolution of the problem. Problems differ
from each other both in terms of specificity and structure. If
the goal of the problem is clearly stated, all the information
needed to solve the problem is available, and there is only
one solution to the problem, then the problem is considered
well defined. An ill-defined problem, on the other hand, is one
in which the goal is not clear, in which information needed to
solve the problem is missing or obscured, and in which it is
difficult to evaluate the correctness of a solution. According
to Davidson, Sternberg, and their colleagues (Davidson,
Deuser, & Sternberg, 1994; Davidson & Sternberg, 1998),
metacognitive skills help learners to define what the problem
is, to select an appropriate solution strategy, to monitor the
effectiveness of the solution strategy, and to identify and
overcome obstacles to solving the problem. 

Problem definition includes the formation of a mental rep-
resentation that would be helpful to solving the problem
(Davidson & Sternberg, 1998). An effective mental represen-
tation allows the problem solver to organize and combine in-
formation (thus decreasing memory demands), to monitor
solution strategies, and to allow generalizations across prob-
lems. A mental representation that encourages generalization
would be based on essential, rather than surface, features of
the problem. Experts in a specific domain spend proportion-
ately more time planning than do novices, and their problem
representations tend to be more abstract than those of novices
(Davidson et al., 1994). Davidson and Sternberg (1998) ar-
gued that metacognition also plays a role in representational
change through selective encoding (looking for previously
overlooked information), selective combination (looking for
previously overlooked ways of combining information), and
selective comparison (looking for previously overlooked con-
nections to prior knowledge). Not all problem solving, how-
ever, requires restructuring. Some problems can be solved
simply by remembering previous solutions—as long as the
mental representation allows the problem solver to generalize
across problems. When there is a seemingly spontaneous
change in understanding, this is typically referred to as an in-
stance of insight (for a discussion of insight problem solving
and metacognition, see Metcalfe, 1998).

Next, the problem solver selects a solution strategy (or set
of solution strategies) that would facilitate goal attainment.
Metacognitive awareness of what is already known is critical
in the selection of an appropriate strategy. The problem solver
needs to be able to monitor the effectiveness of the solution
strategies and needs to be cognizant of other potentially use-
ful plans or of likely modifications to the selected strategies.
Metacognition also comes into play in terms of being aware
of obstacles to solving the problem.
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Bransford, Sherwood, Vye, and Rieser (1986) described
two approaches to teaching thinking and problem solving.
The first approach emerged from the study of experts and fo-
cuses on the role of domain-specific knowledge. The second
approach emphasizes general strategic and metacognitive
knowledge. Bransford et al. suggested that metacognitive
training may be able to help people improve their ability to
think and learn. To that end, Davidson and Sternberg (1998)
proposed a variety of approaches for training metacognition
in problem solving, including modeling, peer interaction, and
integration of techniques into curriculum and textbooks.
Mayer (2001) emphasized the importance of teaching through
modeling of how and when to use metacognitive skills in re-
alistic academic tasks.

There is evidence that problem solvers can benefit from
interventions designed to facilitate their monitoring and eval-
uation skills. Delclos and Harrington (1991) found that fifth
and sixth graders who received problem-solving training
combined with self-monitoring training solved more com-
plex problems and took less time to solve them than did
control students and those who received only problem-
solving training. King (1991) taught fifth-grade students to
ask themselves questions designed to prompt the metacogni-
tive processes of planning, monitoring, and evaluating as
they worked in pairs to solve problems. The students in this
guided questioning group performed better on a written test
of problem solving and on a novel problem-solving task than
did students in an unguided questioning group and a control
group. Berardi-Coletta, Buyer, Dominowski, and Rellinger
(1995) found that college students given process-oriented
(metacognitive) verbalization instructions performed better
on training and transfer problem-solving tasks than did stu-
dents given problem-oriented verbalization instructions and
those given simple think-aloud instructions. The process-
oriented instructions induced metacognitive processing by
asking students questions designed to focus their attention on
monitoring and evaluating their problem-solving efforts. In
contrast, the problem-oriented instructions focused students’
attention on the goals, steps, and current state of the problem-
solving effort. Berardi-Coletta et al. suggested that future
problem-solving research should emphasize the critical role
of metacognition in successful problem solving.

RESEARCH ON METACOGNITION
AND INSTRUCTION

Since it has become increasingly clear that metacognitive
awareness and skills are a central part of many academic
tasks, a critical question for educators is how we foster the

development of metacognition in students. What follows is
a description of successful interventions, many of which were
designed to improve comprehension and comprehension
monitoring, but the principles underlying these interventions
can and have been extended to other learning contexts. These
interventions can be grouped into two categories: those using
an individual approach and those using a group-based ap-
proach. This section concludes with a presentation of general
recommendations for instruction and classroom practice.

Individual Interventions

One of the most promising types of interventions for facilitat-
ing the development of metacognitive skills involves self-
instruction as a technique to make thinking processes more
visible. Miller (1985) reported that fourth graders who re-
ceived either general or specific self-instructions were able to
identify more text inconsistencies when reading aloud than
could a control group that received practice and feedback.
Moreover, the benefits of the self-instruction were maintained
three weeks later. Miller, Giovenco, and Rentiers (1987) de-
signed self-instruction training that helped students define the
task (“What am I supposed to do?”), determine an approach to
the task (“How am I going to do this; what is my plan?”), eval-
uate the approach (“How is my plan working so far?”), rein-
force their efforts (“I am really doing good work”), and
evaluate the completion of the task (“Think back—did I find
any problems in this story?”). Fourth and fifth graders who re-
ceived three training sessions in this self-instruction program
increased their ability to detect errors in expository texts. Both
above- and below-average readers in the self-instruction con-
dition outperformed the students in the control group.

In another effort to help students monitor their compre-
hension using self-questioning techniques, Elliott-Faust and
Pressley (1986) trained third graders to compare different
portions of text. In the comparison training, students learned
to ask themselves questions such as, “Do these parts make
sense together?” For some students, the comparison training
included additional self-instruction such as “What is my
plan? Am I using my plan? How did I do?” Long-term im-
provements in the students’ ability to monitor their listening
comprehension, as indicated by the detection of text incon-
sistencies, came only with the addition of the self-instruction
control instructions.

Another technique that has been demonstrated to improve
comprehension monitoring is embedded questions. Pressley
et al. (1987) hypothesized that having to respond to questions
inserted in text as they read may make students more aware of
what is and what is not being understood. As predicted, they
found that college students who read texts with adjunct
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questions monitored their learning better than did students
who did not receive questions in the text. Walczyk and
Hall (1989a) asked college students to read expository text
with illustrative examples (presenting abstract principles in
concrete terms) or embedded questions (encouraging self-
questioning). If students received both examples and ques-
tions, they assessed their own comprehension more accurately
(as indicated by a rating on a Likert-type scale) and made more
accurate posttest predictions of test performance. In an infor-
mal classroom demonstration, Weir (1998) employed embed-
ded questions to improve middle-school students’ reading
comprehension. The questions were designed to facilitate in-
teraction with texts, asking students to engage in activities
such as making predictions, raising unanswered questions,
or determining what is confusing. An interview indicated
increased metacognitive awareness, and standardized test
scores demonstrated greater than expected growth in reading
comprehension from the beginning of the school year until the
end of the school year.

Other researchers have found that strategy instruction can
benefit from the inclusion of features designed to improve
metacognition. For example, El-Hindi (1997) asked first-year
college students from underrepresented minorities who were
at risk for not completing their degree programs to use reflec-
tive journals to record their thought processes as they were
taught metacognitive strategies for both reading and writing
during a six-week summer residential program. The purpose
of the reflective journals was to help make covert thought
processes more overt and open to reflection and discussion.
Pre- and postquestionnaires indicated a significant gain in
students’ metacognitive awareness of reading at the end of
the program. In addition, qualitative analysis of the reflective
journal entries indicated a growth in the sophistication of the
students’ metacognitive thought throughout the program.

Baumann, Seifert-Kessell, and Jones (1992) used a think-
aloud procedure to teach fourth-grade students a predict-
verify strategy for reading, which included self-questioning,
prediction, retelling, and rereading. These students were com-
pared to students taught a prediction strategy (a comprehen-
sion monitoring strategy) and to a control group taught with
traditional methods from the basal reader (such as introducing
new vocabulary, activating prior knowledge, and summariz-
ing) that did not include explicit metacognitive or monitoring
instruction. The dependent measures included an error detec-
tion task, a comprehension monitoring questionnaire, and a
modified cloze test. Both groups who received comprehen-
sion monitoring/metacognitive training demonstrated better
comprehension monitoring abilities on all three dependent
measures than did the control students. The students who re-
ceived the think-aloud training exhibited better metacognitive

awareness than did those taught only the strategy (as measured
by the questionnaire and a qualitative interview).

Dewitz, Carr, and Patberg (1987) investigated the effec-
tiveness of a cloze strategy with a self-monitoring checklist to
induce fifth-grade students to integrate text with prior knowl-
edge. In comparison to students taught a procedure to orga-
nize text information (a structured overview) and a control
group, students taught the cloze strategy plus self-monitoring
(either alone or in combination with a structured overview)
improved their reading comprehension (as measured by both
literal and inferential questions). These students also demon-
strated greater metacognitive awareness as indicated by pre-
post differences in responses to a metacognitive interview
than did students who did not receive this instruction.

Group-Based Interventions

According to Paris and Winograd (1990), the reflection re-
quired to develop sophisticated metacognition can “come from
within the individual or from other people” (p. 21). Thus, re-
searchers have explored techniques for fostering metacogni-
tion that utilize interactions between learners to encourage the
development of metacognitive thought (see also the chapter
on cooperative learning by Slavin, Hurley, and Chamberlain
and the chapter on sociocultural contexts for learning by John-
Steiner and Mahn in this volume). 

Perhaps the most well-known technique using peer-
interaction is reciprocal teaching, an instructional model de-
signed for teaching comprehension strategies in the context of
a reading group (Brown & Palincsar, 1989; Palincsar & Brown,
1984). Students learn to make predictions during reading, to
question themselves about the text, to seek clarification when
confused, and to summarize content. Initially, the teacher mod-
els and explains the four strategies. Then the students take turns
being the leader, the one who supervises the group’s use of the
strategies during reading. Peers model to each other, and the
teacher provides support on an as-needed basis, progressively
becoming less involved. The underlying premise is that by par-
ticipating in the group, the students eventually internalize the
strategies, and the evidence is that reciprocal teaching is gener-
ally effective (Rosenshine & Meister, 1994).

Based on a theoretical model of dyadic cooperative learn-
ing focusing on the acquisition of cognitive (C), affective (A),
metacognitive (M), and social (S) skills (CAMS), O’Donnell,
Dansereau, Hall, and Rocklin (1987) asked college students
to read textual material working in scripted dyads, in un-
scripted dyads, or as a group of individuals. Scripted dyads
were given instructions in how to interact with their partners.
Specifically, they were taught to take turns as they read, hav-
ing one person summarize the text section while the other



92 Metacognition and Learning

tried to detect errors and omissions in the summary.
O’Donnell et al. found that students who worked in dyads re-
called more of the texts than individuals did. Scripted dyads,
however, demonstrated greater metacognitive awareness in
that they were more accurate in rating their performance than
were the other students.

McInerney, McInerney, and Marsh (1997) explored the
benefits of training in self-questioning within a coopera-
tive learning context. College students received modeling
from the instructor and practice in the use of higher order
questions designed to induce metacognitive strategies in co-
operative groups. These researchers reported better achieve-
ment as a result of the questioning training in the cooperative
group as compared to a group who received traditional direct
instruction.

King (1998; King, Staffieri, & Adelgais, 1998) developed
theASK to THINK—TELWHY®© model of peer tutoring to
promote higher level thinking (including metacognition),
which also featured training in questioning techniques. Learn-
ing partners are trained in communication skills, explanation
and elaboration skills, question-asking skills, and skills of
sequencing those questions. Students learn to use a variety of
questions, including review questions, thinking questions,
probing questions, hint questions, and metacognitive “think-
ing about thinking questions.” A preliminary investigation
(King, 1997) indicated that thinking about thinking questions
made a significant contribution to the effectiveness of the
model in that students constructed more knowledge and in-
creased their awareness of thinking processes.

Cooperative learning contexts also can be engineered so
that the partner is a computer rather than another student. In a
study by Salomon, Globerson, and Guterman (1989), a Com-
puter Reading Partner presented four reading principles and
metacognitive-like questions to seventh graders as they read
texts. The reading principles taught by the Computer Reading
Partner included generating inferences, identifying key sen-
tences, creating images, and summarizing. Those students
who worked with the Computer Reading Partner reported
more mental effort, showed far better metacognitive recon-
struction, and improved more in reading comprehension and
quality of written essays than did those who received embed-
ded factual or inferential questions in the text or who simply
read the texts.

General Recommendations for Instruction

Sitko (1998) described the overall theme of metacognitive
instruction as “making thinking visible.” To this end, she sug-
gested incorporating introspection, on-line thinking-aloud
protocols, and retrospective interviews or questionnaires into

classroom practice. Fusco and Fountain (1992) provided a
shopping list of teaching techniques that they suggest are
likely to foster the development of metacognition, including
extended wait time, metacognitive questions, concept map-
ping, writing in journals, and think-aloud techniques in
cooperative groups. They cautioned, however, that “unless
these self-reflective strategies become a part of daily class-
room tools, there is little chance that they will become stu-
dents’ strategies” (p. 240). Winograd and Gaskins (1992)
emphasized that “metacognition is most likely to be invoked
when individuals are pursuing goals they consider important”
(p. 232). Thus, they argued for authentic activities and
thoughtful assessment in classrooms. In addition, they recom-
mended a combination of teaching methods, including coop-
erative learning and direct explanation for strategy instruction
(Duffy & Roehler, 1989; Roehler & Duffy, 1984).

Schraw (2001) encouraged teachers to use an instructional
aid he calls the Strategy Evaluation Matrix (SEM) for the de-
velopment of metacognitive knowledge related to strategy
instruction. In this matrix, students list their accessible strate-
gies and include information on How to Use, When to Use,
and Why to Use each strategy. The idea is to foster the devel-
opment of explicit declarative, procedural, and conditional
knowledge about each strategy. In classroom practice a
teacher can ask students to complete a SEM for strategies
in their repertory. Then the students can compare strategies in
their matrix and compare their SEM to the matrices of other
students. Schraw conceptualized the SEM as an aid to im-
prove metacognitive knowledge and proposed the Regula-
tory Checklist (RC; modeled after King, 1991) for improving
metacognitive control. The RC is a framework for self-
questioning under the general categories of planning, moni-
toring, and evaluating. Schraw emphasized that providing
students with the opportunity to practice and reflect is critical
for successful implementation of these instructional aids.

Meichenbaum and Biemiller (1992) proposed that educa-
tional growth in a particular skill or content domain has two
dimensions: the traditional curriculum sequence or “basic
skills” dimension and the dimension of “classroom exper-
tise,” where students overtly plan, monitor, and evaluate their
work. To foster growth in the second dimension (the devel-
opment of metacognition), they advised teachers to pay at-
tention to pacing, to explicit labeling of task components, and
to clear modeling of how to carry out tasks and problem
solve. They cautioned that students should engage in tasks
that vary along a range of complexity. Tasks that are too sim-
ple will not require extensive metacognitive processing, and
excessively complex tasks will inhibit a student’s ability to
self-talk metacognitively or to talk to others due to limits of
attentional capacity. 
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CONCLUSIONS AND FUTURE DIRECTIONS

This chapter concludes with a brief summary of directions for
future research. The first of these, the assessment of metacog-
nition, is an issue with which researchers have been grap-
pling for more than a decade. The second is the potential of
advances in neuropsychology for increasing our understand-
ing of metacognitive processes. The third is the complex role
that metacognition plays in bilingualism and in the education
of bilingual students. Finally, perhaps the most significant di-
rection for future research for educational psychologists is
the integration of metacognition into teacher preparation and
the professional development of in-service teachers.

Assessment of Metacognition

In 1989 Ruth Garner and Patricia Alexander raised a set of
unanswered questions about metacognition. One of these
questions was how we can measure “knowing about know-
ing” more accurately. Unfortunately, more than a decade
later, this question is as relevant today as ever. Garner (1988)
described two prominent verbal report methods to externalize
metacognitive knowledge—interviews and think-aloud pro-
tocols. Interviews are retrospective verbalizations; think-
alouds are concurrent verbalizations. Verbal-report methods
are vulnerable to several valid criticisms, one being the ac-
cessibility of metacognitive processes. As cognitive activity
becomes more practiced and more automated, the associ-
ated metacognitive process, if present, is difficult to report
(Garner, 1988). Another potential problem is the verbal facil-
ity or linguistic competence of the responder (Cornoldi,
1998; Garner, 1988). The responder, especially a child, may
be mimicking the language of teachers rather than truly
aware of complex cognitive processing. 

Other concerns raised by Garner (1988) include the stabil-
ity of responses over time and the accuracy of the report. One
source of inaccuracy for interviews is that they take place at a
time distant from the actual processing. One attempt to rem-
edy this problem is to use concurrent think-alouds. This solu-
tion, however, creates its own problems because the process
of describing the cognition as it occurs may actually disrupt
the cognitive activity. Another methodology is to include
hypothetical situations in the interview protocol to elicit
responses, but considering hypothetical situations is likely to
be more difficult for children. Another potential solution is to
stimulate recall by having students comment as they watch a
videotape of a previous cognitive activity. In this interview
combined with stimulated recall method, the cognitive activ-
ity is real, not hypothetical, and although the interview is dis-
tant, vivid memory prompts are available in the videotape. In

general, researchers recommend employing multiple meth-
ods, converging dependent measures (Cornoldi, 1998). In
particular, Garner and Alexander (1989) suggested combin-
ing verbal report techniques with behavior- or performance-
based methods.

Cornoldi (1998) identified another limitation to the study of
metacognition: the low psychometric properties of available
scales. What measures are currently available for the measure-
ment of metacognition in classroom contexts? One well-
known broad-based measure of study skills is the Learning and
Study Strategies Inventory (LASSI; Weinstein, Zimmerman,
& Palmer, 1988). The LASSI was developed for undergradu-
ate learning-to-learn or study skills courses with the purpose of
diagnosing student strengths and weaknesses. It is a 77-item,
self-report, Likert-type scale, with 10 subscales (anxiety, atti-
tude, concentration, information processing, motivation, time
management, selecting main ideas, self-testing, study aids, and
test strategies). A high school version of the LASSI has also
been developed. None of the subscales, however, specifically
targets metacognition (although some of the questions in the
self-testing subscale address monitoring skills).

The Motivated Strategies for Learning Questionnaire
(MSLQ) developed by Pintrich, Smith, Garcia, and McKeachie
(1993) to assess motivation and use of learning strategies
by college students does include a subscale for metacognition.
It is a self-report instrument containing 81 items, using a
7-point Likert-type scale, 1 (not at all true of me) to 7 (very true
of me). The MSLQ has Motivational scales (31 items) and
Learning Strategies scales (50 items, which assess cognitive,
metacognitive, and resource management strategies). Pintrich
et al. make a clear distinction between cognitive and metacog-
nitive activities. Cognitive strategies include rehearsal, elabo-
ration, organization, and critical thinking; metacognitive
strategies include planning, monitoring, and regulating. Re-
source management refers to managing time and the study
environment, the regulation of effort, peer learning, and help-
seeking behavior. The authors report that scale reliabil-
ities are “robust”, particularly for the motivational scales
(a “reasonable alpha” is reported for the metacognitive strate-
gies subscale).

Schraw and Dennison (1994) developed the Metacogni-
tive Awareness Inventory (MAI) to measure the knowledge
of cognition and the regulation of cognition in adolescents
and adults. Using a method derived from the multidimen-
sional scaling literature, ratings for each of the 52 items in the
MAI are made on a 100-mm scale. The students are asked to
draw a slash across the rating scale at a point that best repre-
sents how true or false each statement is about them (the left
end indicates that the statement is true; the right end indicates
that the statement is false). Factor analysis indicated that the
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two factors (knowledge and regulation of metacognition)
were reliable and intercorrelated. 

Utilizing the conceptual framework of Sternberg’s compo-
nential theory of intelligence, Armour-Thomas and Haynes
(1988) developed a scale to measure metacognition in prob-
lem solving for high school students called the Student Think-
ing About Problem Solving Scale (STAPSS). The STAPSS
is a 37-item Likert-type scale, ranging from 1 (not at all
like me) to 7 (extremely like me). A factor analysis revealed
six factors—Planning, Organizing, Accommodating, Evaluat-
ing, Strategizing, and Recapitulating. Armour-Thomas and
Haynes reported the reliability to be “acceptable” and to have
“modest” predictive validity with SAT scores.

Jacobs and Paris (1987) designed a multiple-choice instru-
ment to assess third and fifth graders’ metacognitive knowl-
edge about reading, the Index of Reading Awareness (IRA).
The IRA contains questions to measure evaluation, planning,
and regulation and also questions to measure conditional
knowledge about reading strategies. There are a total of
20 questions, each with three alternatives—inappropriate
answer (0 points), partially adequate (1 point), strategic re-
sponse (2 points)—so scores can range from 0 to 40 points.

Everson and Tobias (2001) developed a measure of
metacognitive word knowledge called the Knowledge Moni-
toring Ability (KMA). The KMA measures the difference be-
tween college students’ estimates of knowledge and their
actual knowledge. Students are given a list of vocabulary
words in a content domain and are asked to indicate the
words that they know and those that they do not know. This
estimate of knowledge is followed by a vocabulary test on the
same words. The accurate metacognitive judgments of col-
lege students (items that they said they knew and did and
items that they said they did not know and did not) are posi-
tively correlated with standardized measures of language
skills. There is also some evidence that KMA is related to
college grade point average.

Although there have been some advances in the measure-
ment of metacognition, more work is needed establishing the
reliability and validity of the available measures. In addition,
there are relatively few measures developed for school-aged
children. Finally, teachers need efficient, easy-to-use assess-
ments for classroom purposes. There is some evidence, how-
ever, that researchers are turning their attention to issues
related to the measurement of metacognition (for more infor-
mation, see Schraw & Impara, 2000). 

Promise of Neuropsychology

A natural question for neuropsychologists to ask is where
executive control processes might be situated in the brain.

Darling, Della Sala, Gray, and Trivelli (1998) reviewed the
search for the site of executive control in the human brain
and found that as early as 1876, Ferrier attributed an execu-
tive function to the prefrontal lobes. There are clear indica-
tions that the prefrontal lobes are critical to higher order
functioning. For example, the percentage of prefrontal cor-
tex in humans “represents an enormous increase” even
in comparison to chimps (p. 60). Moreover, the prefrontal
lobe is one of the last portions of the brain to mature. There
are two primary types of research evidence supporting the
role of the prefrontal lobe in metacognition: research on in-
dividuals with brain damage and, given relatively recent ad-
vances in techniques, research on normally functioning
individuals.

Shimamura (1994) described examples of neurological
disorders that cause impairment in metacognition. For in-
stance, individuals with Korsokoff’s syndrome exhibit poor
knowledge of memory strategies and an impaired feeling
of knowing (a failure to be aware of what they knew and did
not know). They exhibit knowledge of facts but cannot eval-
uate the accuracy of that knowledge. Other patients with
amnesia do not necessarily exhibit this impairment in
metamemory, but it has been found in other patients with
widespread cortical damage such as in Alzheimer’s patients.
Individuals with frontal lobe lesions also display feeling-of-
knowing problems, but individuals with Korsokoff’s syn-
drome exhibit the most extensive metacognitive limitations.

Darling et al. (1998) remarked that the “basis for location
of the central executive within the prefrontal lobe in humans
has been strengthened by work that has used modern brain
imaging techniques” (p. 78). Brain imagery studies provide
evidence that the frontal cortex is involved as normal people
complete tasks that require reflection. Although the results
hold promise, Darling et al. indicated that more research is
needed and cautioned that there may not be a single site for
executive control in the brain.

Metacognition and Bilingualism

In recent years there has been considerable interest in the
psychology of bilingualism. For example, Francis (1999)
conducted a quantitative and qualitative review of over 100
cognitive studies of language integration in bilingual samples
and reached the conclusion that “the two languages of a bilin-
gual tap a common semantic-conceptual system” (p. 214).
Why might it be beneficial to be bilingual? Some have argued
that bilinguals would have increased opportunity to reflect
on the nature of language as a result of their experiences with
two languages (Vygotsky, 1986), and linguists have found
evidence of greater metalinguistic knowledge in bilinguals
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than in monolinguals (Lambert, 1981). Bialystok and Ryan
(1985) reported that children who do well in metalinguistic
tasks typically learn also to read quickly and easily. They
suggested that “using more than one language may alert the
child to the structure of form-meaning relation and promote
the ability to deliberately consider these separate aspects of
propositions” (p. 217). 

Summarizing a program of research conducted in school
contexts, Garcia, Jimenez, and Pearson (1998) reported that
children use knowledge and strategies developed in reading
and writing in one language to facilitate literacy in a second
language. Successful bilingual readers mention specific
metacognitive strategies that could be transferred from one
language to another. In contrast, monolingual readers do not
identify as many comprehension strategies as do bilingual
readers. Garcia, Jimenez, and Pearson’s (1998) analysis indi-
cated that a developmental advantage for bilinguals in liter-
acy tasks surfaces in preschool and seems to disappear with
schooling. They noted, however, that there are few instruc-
tional programs “explicitly designed to build upon, enhance,
and promote the cognitive and metalinguistic advantage of
bilingual children” (p. 198). They suggested that increased
metacognitive awareness is not an automatic outcome of
bilingualism or bilingual education and recommended that
educators focus on instruction that fosters metacognitive
awareness and strategic reading. 

Goh (1997) examined the metacognition of 40 college-
aged English as a Second Language (ESL) learners from the
People’s Republic of China. The students were asked to keep
a diary as they learned English and were prompted by ques-
tions to reflect on their learning. Using categories in the
metacognitive literature, the diary entries were classified into
person knowledge, task knowledge, and strategic knowledge.
The analysis of the entries revealed that the students had a
clear understanding about their own role and performance as
second-language listeners, about the demands and proce-
dures of second-language listening, and about strategies for
listening. Drawing on the results of this study, Goh advocated
the incorporation of process-based discussions about strategy
use and beliefs into ESL curriculum.

Carrell, Gajdusek, and Wise (2001) proposed that what
is important in learning to read in a second language is
metacognition about strategies, specifically, having a strategy
repertory and knowing when and how to use the strategies.
They analyzed second language reading strategies training
studies in terms of the amount of metacognitive training pro-
vided in the instruction. Their analysis revealed the presence
or absence of the following metacognitive components:
declarative knowledge (what and why of strategy use),
procedural knowledge (how to use a strategy), conditional

knowledge (when and where to use), and a regulation
component of evaluating or monitoring strategy implementa-
tion. Their review indicated a significant positive effect of
strategy training when compared to control or traditional
approaches, but the available data did not reveal which
metacognitive components are critical to successful language
learning.

Ellis and Zimmeran (2001) described research demon-
strating that instruction in self-monitoring led to improve-
ments in the pronunciation of native and nonnative speakers
of English enrolled in a remedial speech course. The self-
monitoring instruction included teaching students to self-
observe, self-evaluate, and self-repair more carefully. They
posited that there is a “growing body of research indicating
that linguistic novices are handicapped by their inability to
self-monitor accurately and make appropriate linguistic cor-
rections in a new language and dialect” (p. 225).

Given the changing demographics of the United States
and the increasing multicultural and multilingual nature
of today’s classrooms, there will be continued interest in
the role that metacognition plays in bilingualism and in lan-
guage learning. Moreover, given that some languages are
more similar to each other than others, researchers will need
to attend to whether increased metalinguistic knowledge and
understanding depend on how similar languages are. As
stated by Francis (1999), it is “reasonable to ask whether the
particular language combination influences the degree of
integration between languages in semantic representations”
(p. 214).

Integration of Metacognition Into Teacher Preparation

Why should metacognition be an important part of teacher
preparation programs? I have noticed the benefits of the devel-
opment of expertise in my introductory educational psychol-
ogy classes even if only in terms of being able to understand
and use the term metacognition. I frequently ask my students
to write a “one minute paper” at the end of a class session in
response to two questions. The first is, “What in this course in-
terests you the most?” The second is, “What in this course con-
fuses you the most?” In the early part of the semester,
metacognition is repeatedly mentioned as one of the most
confusing topics. In particular, the students complain about
the term itself, characterizing metacognition as an example of
jargon created by educators to confuse those who are not in-
doctrinated into the educational endeavor. As the course con-
tinues, the students begin to realize, as happens with the
development of expertise in any field, that terminology allows
one to represent complex ideas with a single word. They dis-
cover its usefulness as they talk to each other in small groups,
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participate in class discussions, and write papers. By the end of
the semester, many students consider metacognition to be one
of the most valuable parts of the course and communicate their
desire to help students become more metacognitively aware
(often in reaction to what they perceive as a dismal failure on
the part of those who taught them).

It is encouraging that there is growing recognition that a
central part of the teachers’ role is to foster the development
of metacognition in students and to apply metacognition to
their own instruction. There is also a considerable challenge
facing us: how to make sure that what researchers and theo-
rists have learned about metacognition and its role in learning
has an impact on standard classroom practice. Hartman
(2001b) referred to the dual role of metacognition in teaching
as teaching with metacognition (reflection on goals, student
characteristics, content, etc.) and teaching for metacognition
(how to activate and develop metacognition in students).

What does happen in classrooms? Can we observe teachers
embracing this dual role? Artzt and Armour-Thomas (2001)
examined the instructional practice of seven experienced and
seven inexperienced teachers of high school mathematics.
Throughout one semester, these researchers observed the
teachers, looked at their lesson plans, and analyzed video-
tapes and audiotapes of their classrooms. They developed the
Teacher Metacognitive Framework (TMF) to examine the
mental activities of the teachers, particularly teachers’ knowl-
edge, beliefs, goals, planning, monitoring and regulating, as-
sessing, and revising. Their analysis revealed three general
categories: teachers who focused on student learning with un-
derstanding (a metacognitive orientation), teachers who fo-
cused on their own practices, and teachers who exhibited a
mixture of the two foci of attention.

Zohar (1999) evaluated the effectiveness of a “Thinking in
Science” course designed to increase in-service teachers’
understanding of metacognition. Zohar assessed teachers’
intuitive (preinstructional) knowledge of metacognition of
thinking skills and then analyzed class discussions, lesson
plans, and written reports from the teachers throughout the
course. Teachers who had been teaching higher order think-
ing before taking the course were not explicitly aware that
they had been teaching thinking skills and did not con-
sciously plan for engagement in metacognitive activities with
their students. The development of thinking skills in their stu-
dents had not been an explicit goal of their instruction. Zohar
(1999) found that participation in the course did encourage
teachers consciously to design learning activities rich in
higher order thinking goals and activities.

Instructional interventions have also been demonstrated to
facilitate the development of metacognition in preservice

teachers. Matanzo and Harris (1999) found that preservice
reading methodology students had a limited knowledge of
the role of metacognition in reading. After course instruction
designed to develop more metacognitive awareness, the pre-
service teachers who became more metacognitive also fostered
the development of metacognition in students with whom they
interacted as indicated by classroom observations.

What would be our ultimate goal for teachers’ understand-
ings about metacognition? Borkowski and Muthukrishna
(1992) argued that teachers must develop internal models of
what it means to be reflective and strategic—essentially a
good thinker. The hypothesis is that teachers who possess a
“working model” of their students’ metacognitive develop-
ment are more likely to be teachers who focus on the develop-
ment of metacognition. A working model is a schema for
organizing knowledge—a framework. It can react to opportu-
nities and challenges, thereby growing and developing.
Teacher preparation can provide a broad framework and prac-
tical suggestions for the development of the mental model, but
every mental model must be the result of an active personal
construction. Each individual teacher must create his or her
own model based on experiences.

In 1987 Jacobs and Paris noted that it would be more diffi-
cult to incorporate what we know about metacognition into
classroom practice “now that the first glow of metacognition
as a new approach to reading has faded” (p. 275). It may be
even more difficult today. For the past six years the Interna-
tional Reading Association has asked 25 literacy leaders to in-
dicate “What’s hot, what’s not” for reading research and
practice for the coming year (Cassidy & Cassidy, 2001/2002).
They were asked to rate a topic as “hot” or “not hot” and to in-
dicate whether a given topic “should be hot” or “should be
not hot.” The list of topics was generated from professional
journals, conference programs, newspaper and magazine
articles, and more general educational publications. For 2002,
metacognition was not even on the list to consider, and reading
comprehension was rated by the literacy leaders as “not hot,
but should be hot.”

Any attempt to disseminate more completely what we
know about metacognition into teacher preparation and, ulti-
mately, into classrooms must be developed with an awareness
of potential constraints due to the demands that such instruc-
tion would place on teachers and students. Sitko (1998) artic-
ulated the costs of metacognitive instruction from the
teacher’s perspective. It typically requires more class time
and demands more of teachers in terms of content knowledge,
task analysis, and planning time. Gourgey (2001) described
student reactions as she introduced metacognitive instruction
in college-level remedial classes. Baldly stated, the students
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were not happy about metacognitive teaching. They were not
used to being asked to be thoughtful and did not appreciate
having to expend the extra effort to do so. Nevertheless,
the research reviewed in this chapter provides a strong man-
date for infusing practices that support metacognitive
processes into classrooms. This is a goal worth pursuing.
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Classroom learning is often discussed solely in terms of cog-
nition and the various cognitive and metacognitive processes
that are involved when students learn in academic settings. In
fact, in a key chapter on learning, remembering, and under-
standing in the Handbook of Child Psychology, Brown,
Bransford, Ferrara, and Campione (1983) noted

Bleak though it may sound, academic cognition is relatively ef-
fortful, isolated, and cold. . . . Academic cognition is cold, in that
the principal concern is with the knowledge and strategies neces-
sary for efficiency, with little emphasis placed on the emotional
factors that might promote or impede that efficiency. (p. 78)

This quote in the most important and influential handbook on
child development reflects the state of the field in the early
1980s. Most of the models and research on academic cogni-
tion did not address issues of motivation or emotion and how
these factors might facilitate or constrain cognition and learn-
ing. Basically, motivation was irrelevant to these cold models
of cognition as they concentrated on the role of prior knowl-
edge and strategies in cognition and learning.

At the same time, most motivational research in general—
and within educational psychology specifically—did not in-
vestigate the linkages between motivational beliefs and
academic cognition. Motivational research was focused on
examining performance, which often was operationalized in
terms of experimental tasks such as performance on anagram
tasks or other lab tasks that were knowledge-lean and did not
really reflect school learning tasks. In addition, motivational
research was concerned with the classroom factors that pre-
dicted student motivation and achievement, but achievement

was usually operationalized as course grades, performance on
classroom tests, or performance on standardized achievement
tests. The research did not really examine learning on domain-
specific academic tasks (e.g., math, science tasks), which is
what the cognitive researchers were focused on in their re-
search. Motivational models and constructs were cognitive—
especially in social cognitive models of motivation—but the
links between the motivational constructs and the cognitive
tasks and models were not made explicit in the research or in
the theoretical models of motivation.

Fortunately, this state of affairs has changed dramatically
over the last 20 years of research. Cognitive researchers now
recognize the importance of motivational constructs in shap-
ing cognition and learning in academic settings (e.g.,
Bransford, Brown, & Cocking, 1999), and motivational re-
searchers have become interested in how motivational beliefs
relate to student cognition and classroom learning (e.g.,
Pintrich, 2000a, 2000c). This integrative work on academic
cognition and motivation has provided a much more accurate
and ecologically valid description of classroom learning.
Given these advances in our scientific knowledge, our under-
standing of classroom learning is not only more robust and
generalizable, but it is also more readily applicable to prob-
lems of instructional improvement.

The purpose of this chapter is to summarize this work and
discuss how various motivational constructs are related to
student cognition and learning in classrooms. Given space
considerations, this chapter does not represent a comprehen-
sive review of the extant research in this area; rather, it
attempts to highlight the key features of the work and active
areas of research interest and future directions for the field.
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In addition, the chapter focuses on personal motivational
beliefs and their role in cognition and learning. It does not
consider the role of various classroom contextual features
and how they shape the development of student motivation.
Readers interested in the role of classroom context factors
can consult other sources (e.g., Pintrich & Schunk, 2002;
Stipek, 1996). This chapter first discusses four general out-
comes of motivation; then it considers how different motiva-
tional constructs are related to these four outcomes. From this
analysis, four generalizations are proposed for how motiva-
tional constructs can facilitate or constrain cognition and
learning. The chapter concludes with a discussion of future
research directions for integrating motivation and cognition.

MOTIVATIONAL THEORIES
AND STUDENT OUTCOMES

There are many different motivational theories related to
achievement and learning (see Pintrich & Schunk, 2002;
Graham & Weiner, 1996). These theories make some differ-
ent metatheoretical assumptions about human nature and
have proposed a large number of different constructs to ex-
plain motivated human behavior. In fact, the large number of
different motivational constructs with different labels often
makes it difficult for novices to understand and use the dif-
ferent constructs in their own research (Murphy & Alexander,
2000). Nevertheless, these different theories have some im-
portant commonalities in outcomes and motivational con-
structs that allow for some synthesis across theories. In this
chapter, the focus is on four general outcomes with which
all motivational theories are concerned, as well as three
macrolevel motivational components that are inherent in
most models of motivation. Accordingly, this chapter does
not focus on different theoretical models of motivation;
rather, it discusses how the three different motivational com-
ponents are related to the four outcomes. Within the discus-
sion of the three general motivational components, different
theoretical perspectives and constructs are highlighted.

The term motivation comes from the Latin verb movere,
which means to move. Motivation is evoked to explain what
gets people going, keeps them going, and helps them finish
tasks (Pintrich & Schunk, 2002). Most important is that moti-
vational constructs are used to explain the instigation of
behavior, the direction of behavior (choice), the intensity of be-
havior (effort, persistence), and actual achievement or accom-
plishments. Motivational theories focus both on developing
general laws of behavior that apply to all people (a nomothetic
perspective) as well as seeking explanations for individual dif-
ferences in behavior (an idiographic perspective). Historically,

cognitive researchers often ignored motivational research
because it was assumed that motivational constructs were
used to explain individual differences in behavior, which was
not a useful perspective for general models of cognition. How-
ever, this classic distinction between nomothetic and idio-
graphic perspectives has lessened over time as motivational
researchers have developed general principles that apply to all
individuals as well as constructs that can be used to explain in-
dividual differences.

Most motivational theories attempt to predict four general
outcomes. First, motivational theories are concerned with
why individuals choose one activity over another—whether
it be the day-to-day decisions regarding the choice of work-
ing on a task or relaxing or the more momentous and serious
choices regarding career, marriage, and family. In the acade-
mic domain, the main issues regarding choice concern why
some students choose to do their schoolwork and others
choose to watch TV, talk on the phone, play on the computer,
play with friends, or any of the other activities that students
can choose to do instead of their schoolwork. In addition,
motivational theories have examined why students choose
one major over another or choose to take certain classes over
others when given a choice. For example, in high school, stu-
dents are often allowed to choose some of their courses; mo-
tivational theories have examined why some students choose
to take more academic math and science courses over less
rigorous courses. Choice is an important motivational out-
come, and choosing to do an academic task over a nonacade-
mic task is important for classroom learning; however, it may
not be as important to classroom learning as are some of the
following outcomes.

A second aspect of motivated behavior that motivational
research has examined is the students’ level of activity or in-
volvement in a task. It is assumed that students are motivated
when they put forth a great deal of effort in courses—from
not falling asleep to more active engagement in the course.
Behavioral indicators of this involvement could include tak-
ing detailed notes, asking good questions in class, being will-
ing to take risks in class by stating ideas or opinions, coming
after class to discuss in more detail the ideas presented in
class, discussing the ideas from the course with classmates or
friends outside of class time, spending a reasonable amount
of time studying and preparing for class or exams, spending
more time on one course than on other activities, and seeking
out additional or new information from the library or other
sources that goes beyond what is presented in class. Motiva-
tional theories have developed constructs that help to predict
these types of behavioral outcomes.

Besides these behavioral indicators, there are more covert
or unobservable aspects of engagement that include cognitive
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engagement and processing, such as thinking deeply about
the material, using various cognitive and self-regulatory
strategies to learn the material in a more disciplined and
thoughtful manner, seeking to understand the material (not
just memorize it), and integrating the new material with pre-
viously held conceptions of the content. All of these cogni-
tive processes are crucial for deeper understanding and
learning. It is important to note that it is not enough for stu-
dents to just be behaviorally engaged in the course; they also
must be cognitively engaged in order for true learning and
understanding to occur. In this sense, cognitive engagement
refers to the quality of students’ engagement, whereas sheer
effort refers to the quantity of their engagement in the class.
This outcome of cognitive engagement is the most important
one for understanding classroom learning and is the main
focus of this chapter.

The third general aspect of motivated behavior that has
been examined in most motivational theories is persistence.
If individuals persist at tasks even in the face of difficulty,
boredom, or fatigue, it would be inferred that they are moti-
vated to do that task. Persistence is easily observable in gen-
eral because teachers do have opportunities to observe
students actually working on course tasks during class time.
It is common for teachers to comment on the students’ will-
ingness to persist and try hard on the classwork. In this
sense, persistence and behavioral engagement are much
easier for teachers and others to judge than is cognitive
engagement.

The fourth general outcome that motivational theories
have examined is actual achievement or performance; in the
classroom setting, this involves predicting course grades,
scores on classroom tests, or performance on standardized
achievement tests. These are important outcomes of school-
ing, although they may not always reflect what students actu-
ally learned or the quality of their cognition and thinking.
This mismatch between the quality of cognition and the per-
formance on the academic tasks or tests that students actually
confront in classrooms can lead to some different conclusions
about the role of different motivational components. It may
be that some motivational components predict general course
achievement or performance on standardized tests, and oth-
ers are better predictors of the quality of cognition or cogni-
tive engagement in learning tasks. This general idea of
differential links between different motivational components
and different outcomes is an important contribution of cur-
rent motivational research. The field has moved past the
search for a single magic motivational bullet that will solve
all learning and instructional problems to the consideration of
how different motivational components can facilitate or con-
strain different outcomes.

The remainder of this chapter discusses how motivational
components can shape and influence cognition, learning, and
the other important outcomes of schooling. Of course, a key
assumption is that motivation and cognition are related, and
that contrary to Brown et al. (1983), there is a need to exam-
ine how motivational and emotional components can facili-
tate or constrain cognition and learning. Accordingly, the
remainder of this chapter discusses how motivational compo-
nents can predict the four outcomes, including cognition and
learning. At the same time, it should be clear that most cur-
rent models of motivation assume that there is a reciprocal re-
lation between motivation and cognition such that cognitive
outcomes like learning and thinking or general outcomes like
achievement and performance do have feedback effects on
motivation. For example, as a student learns more and be-
comes more successful in achieving in the classroom (as in-
dexed by grades or test scores), these accomplishments have
an influence on subsequent motivation. Nevertheless, the em-
phasis in the motivational research has been on how motiva-
tion influences cognition and learning; therefore, that is the
general orientation taken in this chapter.

THE ROLE OF MOTIVATIONAL COMPONENTS
IN CLASSROOM LEARNING

Although many models of motivation may be relevant to
student learning (see Graham & Weiner, 1996; Heckhausen,
1991; Pintrich & Schunk, 2002; Weiner, 1992), a general
expectancy-value model serves as a useful framework for
analyzing the research on motivational components (Pintrich,
1988a, 1988b, 1989; Pintrich & Schunk, 2002). Three
general components seem to be important in these different
models: (a) beliefs about one’s ability or skill to perform the
task (expectancy components); (b) beliefs about the impor-
tance, interest, and utility of the task (value components); and
(c) feelings about the self or emotional reactions to the task
(affective components).

Expectancy Components

Expectancy components are students’ answer to the question
Can I do this task? If students believe that they have some
control over their skills and the task environment and if they
are confident in their ability to perform the necessary skills,
they are more likely to choose to do the task, be cognitively
involved, persist at the task, and achieve at higher levels. Dif-
ferent motivational theorists have proposed a variety of con-
structs that can be categorized as expectancy components.
The main distinction is between how much control one
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believes one has over the situation and perceptions of effi-
cacy to accomplish the task in that situation. Of course, these
beliefs are correlated empirically, but most models do
propose separate constructs for control beliefs and efficacy
beliefs.

Control Beliefs

There have been a number of constructs and theories pro-
posed about the role of control beliefs for motivational dy-
namics. For example, early work on locus of control (e.g.,
Lefcourt, 1976; Rotter, 1966) found that students who be-
lieved that they were in control of their behavior and could
influence the environment (an internal locus of control)
tended to achieve at higher levels. Deci (1975) and de
Charms (1968) discussed perceptions of control in terms of
students’ belief in self-determination. This self-determination
perspective is crucial in intrinsic motivation theories of moti-
vation (e.g., Deci & Ryan, 1985; Ryan & Deci, 2000) in
which students are only intrinsically motivated if they feel
autonomous and their behavior is self-determined rather than
controlled by others. De Charms (1968) coined the terms ori-
gins and pawns to describe students who believed they were
able to control their actions and students who believed others
controlled their behavior. Connell (1985) suggested that there
are three aspects of control beliefs: an internal source, an ex-
ternal source or powerful others, and an unknown source.
Students who believe in internal sources of control are as-
sumed to perform better than do students who believe power-
ful others (e.g., faculty, parents) are responsible for their
success or failure or those students who don’t know who or
what is responsible for the outcomes. In the college class-
room, Perry and his colleagues (e.g., Perry, 1991; Perry &
Dickens, 1988; Perry & Magnusson, 1989; Perry & Penner,
1990) have shown that students’ beliefs about how their per-
sonal attributes influence the environment—what they label
perceived control—are related to achievement and to aspects
of the classroom environment (e.g., instructor feedback).

Skinner and her colleagues (e.g., Skinner, 1995, 1996;
Skinner, Wellborn, & Connell, 1990) distinguish three types
of beliefs that contribute to perceived control and that are im-
portant in school. These three beliefs can be organized
around the relations between an agent, the means or strate-
gies and agent might use, and the ends or goals that the agent
is trying to attain through the means or strategies (Skinner,
1995). Capacity beliefs refer to an individual’s beliefs about
his or her personal capabilities with respect to ability, effort,
others, and luck (e.g., I can’t seem to try very hard in school).
These beliefs reflect the person’s beliefs that he or she has the
means to accomplish something and are similar to efficacy

judgments (Bandura, 1997) or agency beliefs (Skinner, 1995,
1996; Skinner, Chapman, & Baltes, 1988). Strategy beliefs
are expectations or perceptions about factors that influence
success in school, such as ability, effort, others, luck, or un-
known factors (e.g., The best way for me to get good grades
is to work hard.). These beliefs refer to the perception that the
means are linked to the ends—that if one uses the strategies,
the goal will be attained. They also have been called outcome
expectations (Bandura, 1997) and means-ends beliefs
(Skinner, 1995, 1996). Control beliefs are expectations about
an individual’s likelihood of doing well in school without
reference to specific means (e.g., I can do well in school if I
want to). These beliefs refer to the relation between the agent
and the ends or goals and also have been called control ex-
pectancy beliefs (Skinner, 1995, 1996). Skinner and col-
leagues (Skinner, 1995; Skinner et al., 1990) found that
perceived control influenced academic performance by pro-
moting or decreasing active engagement in learning and that
teachers contributed to students’ perceptions of control when
they provided clear and consistent guidelines and feedback,
stimulated students’ interest in learning, and assisted students
with resources. 

In self-efficacy theory, outcome expectations refer to
individuals’ beliefs concerning their ability to influence
outcomes—that is, their belief that the environment is
responsive to their actions, which is different from self-
efficacy (the belief that one can do the task; see Bandura, 1986;
Schunk, 1985). This belief that outcomes are contingent on
their behavior leads individuals to have higher expectations
for success and should lead to more persistence. When indi-
viduals do not perceive a contingency between their behavior
and outcomes, they may show passivity, anxiety, lack of effort,
and lower achievement, often labeled learned helplessness
(cf. Abramson, Seligman, & Teasdale, 1978). Learned help-
lessness is usually seen as a stable pattern of attributing many
events to uncontrollable causes, which leaves the individual
believing that there is no opportunity for change that is under
their control. These individuals do not believe they can do any-
thing that will make a difference and that the environment or
situation is basically not responsive to their actions.

The overriding message of all these models is that a gen-
eral pattern of perception of internal control results in positive
outcomes (i.e., more cognitive engagement, higher achieve-
ment, higher self-esteem), whereas sustained perceptions of
external or unknown control result in negative outcomes
(lower achievement, lack of effort, passivity, anxiety). Re-
views of research in this area are somewhat conflicting, how-
ever (cf. Findley & Cooper, 1983; Stipek & Weisz; 1981), and
some have argued that it is better to accept responsibility
for positive outcomes (an internal locus of control) and deny
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responsibility for negative or failure outcomes (an external
locus of control; see Harter, 1985). Part of the difficulty in in-
terpreting this literature lies in the use of different definitions
of the construct of control, different instruments to measure
the construct, different ages of the samples, and different
outcomes measures used as a criterion in the numerous stud-
ies. In particular, the construct of internal locus of control con-
founds three dimensions of locus (internal vs. external),
controllability (controllable vs. uncontrollable), and stability
(stable vs. unstable). Attributional theory proposes that these
three dimensions can be separated conceptually and empiri-
cally and that they have different influences on behavior
(Weiner, 1986).

Attributional theory proposes that the causal attributions
an individual makes for success or failure—not the actual suc-
cess or failure event—mediates future expectancies. A large
number of studies have shown that individuals who tend to at-
tribute success to internal and stable causes like ability or ap-
titude will tend to expect to succeed in the future. In contrast,
individuals who attribute their success to external or unstable
causes (i.e., ease of the task, luck) will not expect to do well
in the future. For failure situations, the positive motivational
pattern consists of not an internal locus of control, but rather
attribution of failure to external and unstable causes (difficult
task, lack of effort, bad luck) and the negative motivational
pattern consists of attributing failure to internal and stable
causes (e.g., ability, skill). This general attributional approach
has been applied to numerous situations and the motivational
dynamics seem to be remarkably robust and similar (Weiner,
1986, 1995).

The key difference between attributional theory and intrin-
sic motivation theories of personal control (e.g., de Charms,
1968; Deci & Ryan, 1985; Skinner, 1995, 1996) is that attri-
butions are post hoc explanations for performance after some
feedback about success or failure has been provided to the stu-
dent. The control beliefs that are of concern to intrinsic moti-
vation theorists are prospective beliefs of the student before
he or she begins a task. Both types of construct are important
in predicting various outcomes, including cognitive engage-
ment (see Pintrich & Schrauben, 1992), but the motivational
dynamics are different, given the different temporal role of
attributions and control beliefs in the theoretical models.

It also is important to note that from an attributional
analysis, the important dimension that is linked to future ex-
pectancies (beliefs that one will do well in the future) is sta-
bility, not locus (Weiner, 1986)—that is, it is how stable you
believe a cause is that is linked to future expectancies (i.e.,
the belief that your ability or effort to do the task is stable
over time, not whether you believe it is internal or external to
you). Attributional theory generally takes a situational view

of these attributions and beliefs, but some researchers have
suggested that individuals have relatively consistent attribu-
tional patterns across domains and tasks that function some-
what like personality traits (e.g., Fincham & Cain, 1986;
Peterson, Maier, & Seligman, 1993). These attributional pat-
terns seem to predict individuals’ performance over time. For
example, if students consistently attributed their success to
their own skill and ability as learners, then it would be pre-
dicted that they would continually expect success in future
classes. In contrast, if students consistently attribute success
to other causes (e.g., excellent instructors, easy material,
luck), then their expectations might not be as high for future
classes.

Individuals’ beliefs about the causes of events can be
changed through feedback and other environmental manipu-
lations to facilitate the adoption of positive control and attri-
butional beliefs. For example, some research on attributional
retraining in achievement situations (e.g., Foersterling, 1985;
Perry & Penner, 1990) suggests that teaching individuals to
make appropriate attributions for failure on school tasks (e.g.,
effort attributions instead of ability attributions) can facilitate
future achievement. Of course, there are a variety of issues to
consider in attributional retraining, including the specifica-
tion of which attributional patterns are actually dysfunc-
tional, the relative accuracy of the new attributional pattern,
and the issue of only attempting to change a motivational
component instead of the cognitive skill that also may be im-
portant for performance (cf. Blumenfeld, Pintrich, Meece, &
Wessels, 1982; Weiner, 1986).

In summary, individuals’ beliefs about the contingency
between their behaviors and their performance in a situation
are linked to student learning and achievement. In a class-
room context, this means that students’ motivational beliefs
about the link between their studying, self-regulated learning
behavior, and achievement will influence their actual study-
ing behavior. For example, if students believe that no matter
how hard they study, they will not be able to do well on a
chemistry test because they simply lack the aptitude to mas-
ter the material, then they will be less likely to actually study
for the test. In the same fashion, if students believe that their
effort in studying can make a difference regardless of their
actual aptitude for the material, then they will be more likely
to study the material. Accordingly, these beliefs about control
and contingency have motivational force because they influ-
ence future behavior.

Self-Efficacy Beliefs

In contrast to control beliefs, self-efficacy concerns students’
beliefs about their ability to just do the task, not the linkage
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between their doing it and the outcome. Self-efficacy has been
defined as individuals’ beliefs about their performance capa-
bilities in a particular domain (Bandura, 1982, 1986; Schunk,
1985). The construct of self-efficacy includes individuals’
judgments about their ability to accomplish certain goals or
tasks by their actions in specific situations (Schunk, 1985).
This approach implies a relatively situational or domain-
specific construct rather than a global personality trait or gen-
eral perceptions of self-concept or self-competence. In an
achievement context, it includes students’ confidence in their
cognitive skills to perform the academic task. Continuing the
example from chemistry, a student might have confidence in
his or her capability (a high self-efficacy belief) to learn the
material for the chemistry test (i.e., I can learn this material
on stoichiometry) and consequently exert more effort in
studying. At the same time, if the student believes that the
grading curve in the class is so difficult and that studying will
not make much difference in his or her grade on the exam
(a low control belief), that student might not study as much.
Accordingly, self-efficacy and control beliefs are separate
constructs, albeit they are usually positively correlated empir-
ically. Moreover, they may combine and interact with each
other to influence student self-regulation and outcomes.

An issue in most motivational theories regarding
self-efficacy and control beliefs concerns the domain or
situational specificity of the beliefs. As noted previously, self-
efficacy theory generally assumes a situation-specific view—
that is, individuals’ judgment of their efficacy for a task is a
function of the task and situational characteristics operating
at the time (difficulty, feedback, norms, comparisons with
others, etc.) as well as their past experience and prior be-
liefs about the task and their current beliefs and feelings as
they work on the task. However, generalized efficacy beliefs
that extend beyond the specific situation may influence moti-
vated behavior. Accordingly, students could have efficacy be-
liefs not only for a specific exam in chemistry, but also for
chemistry in general, natural science courses in contrast to
social science or humanities courses, or learning and school-
work in general. At these more global levels, self-efficacy be-
liefs would become very similar to perceived competence
beliefs or self-concept, at least in terms of the motivational
dynamics and functional relations to student outcomes
(Eccles, Wigfield, & Schiefele, 1998; Harter, 1999; Pintrich
& Schunk, 2002). An important direction for future research
will be to examine the domain generality of both self-efficacy
and control beliefs. Nevertheless, it has been shown in
many studies in many different domains—including the
achievement domain—that students’ self-efficacy beliefs (or
in more colloquial terms, their self-confidence in their capa-
bilities to do a task) are strongly related to their choice of

activities, their level of cognitive engagement, and their will-
ingness to persist at a task (Bandura, 1986; Pintrich, 1999;
Pintrich & De Groot, 1990; Pintrich & Schrauben, 1992;
Schunk, 1985).

In terms of self-efficacy beliefs, results from correlational
research (Pintrich, 1999, 2000b; Pintrich & De Groot, 1990)
are very consistent over time and in line with more experi-
mental studies of self-efficacy (Bandura, 1997). Self-efficacy
is one of the strongest positive predictors of actual achieve-
ment in the course, accounting for 9–25% of the variance in
grades, depending on the study and the other predictors en-
tered in the regression (see review by Pintrich, 1999). Stu-
dents who believe they are able to do the course work and
learn the material are much more likely to do well in the
course. Moreover, in these studies, self-efficacy remains a
significant predictor of final achievement, although it ac-
counts for less total variance, even when previous knowledge
(as indexed by performance on earlier tests) or general ability
(as indexed by SAT scores) are entered into the equations in
these studies.

Finally, in all of these studies (see review by Pintrich,
1999), self-efficacy is a significant positive predictor of
student self-regulation and cognitive engagement in the
course. Students who are confident of their capabilities to
learn and do the course work are more likely to report using
more elaboration and organizational cognitive strategies.
These strategies involve deeper cognitive processing of the
course material—students try to paraphrase the material,
summarize it in their own words, or make outlines or concept
maps of the concepts in comparison to just trying to memorize
the material. In addition, students higher in their self-efficacy
for learning also are much more likely to be metacognitive
and try to regulate their learning by monitoring and control-
ling their cognition as they learn. In our studies (see review by
Pintrich, 1999), we have measures of these cognitive and self-
regulatory strategies at the start of the course and at the end of
the course, and self-efficacy remains a significant predictor of
cognitive and self-regulatory strategy use at the end of the
course, even when the earlier measure of cognition is in-
cluded as a predictor along with self-efficacy. Accordingly,
positive self-efficacy beliefs can boost cognitive and self-
regulatory strategy use over the course of a semester.

In summary, an important first generalization about the
role of motivational beliefs in classroom learning emphasizes
the importance of self-efficacy beliefs.

Generalization 1: Self-efficacy beliefs are positively re-
lated to adaptive cognitive and self-regulatory strategy use as
well as actual achievement in the classroom.

Accordingly, students who feel capable and confident about
their capabilities to do the course work are much more likely to
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be cognitively engaged, to try hard, to persist, and to do well in
the course. In fact, the strength of the relations between self-
efficacy and these different outcomes in our research as well as
others (Bandura, 1997; Eccles et al., 1998; Pintrich & Schunk,
2002; Schunk, 1991) suggests that self-efficacy is one of the
best and most powerful motivational predictors of learning and
achievement. Given the strength of the relations, research on
the motivational aspects of student learning and performance
needs to include self-efficacy as an important mediator
between classroom contextual factors and student outcomes.

Value Components

Value components of the model incorporate individuals’
goals for engaging in a task as well as their beliefs about the
importance, utility, or interest of a task. Essentially, these
components concern the question Why am I doing this task?
In more colloquial terms, value components concern whether
students care about the task and the nature of that concern.
These components should be related to cognitive and self-
regulatory activities as well as outcomes such as the choice of
activities, effort, and persistence (Eccles, 1983; Eccles et al.,
1998; Pintrich, 1999). Although there are a variety of differ-
ent conceptualizations of value, two basic components seem
relevant: goal orientation and task value.

Goal Orientation

All motivational theories posit some type of goal, purpose, or
intentionality to human behavior, although these goals may
range from relatively accessible and conscious goals as in
attribution theory to relatively inaccessible and unconscious
goals as in psychodynamic theories (Zukier, 1986). In recent
cognitive reformulations of achievement motivation theory,
goals are assumed to be cognitive representations of the dif-
ferent purposes students may adopt in different achievement
situations (Dweck & Elliott, 1983; Dweck & Leggett, 1988;
Ford, 1992). In current achievement motivation research,
there have been two general classes of goals that have
been discussed under various names such as target and
purpose goals (e.g., Harackiewicz, Barron, & Elliot, 1998;
Harackiewicz & Sansone, 1991), or task-specific goals and
goal orientations (e.g., Garcia & Pintrich, 1994; Pintrich &
Schunk, 2002; Wolters, Yu, & Pintrich, 1996; Zimmerman &
Kitsantas, 1997). The general distinction between these two
classes of goals is that target and task-specific goals represent
the specific outcome the individual is attempting to accom-
plish. In academic learning contexts, it would be represented
by goals such as wanting to get a 85% out of 100% correct on
a quiz, trying to get an A on a midterm exam, and so forth.

These goals are specific to a task and are most similar to the
goals discussed by Locke and Latham (1990) for workers in
an organizational context such as wanting to make 10 more
widgets an hour or to sell five more cars in the next week.

In contrast, purpose goals or goal orientations reflect the
more general reasons individuals do a task and are related
more to the research on achievement motivation (Elliot,
1997; Urdan, 1997). It is an individual’s general orientation
(also called schema or theory) for approaching the task, doing
the task, and evaluating his or her performance on the task
(Ames, 1992; Dweck & Leggett, 1988; Pintrich, 2000a,
2000b, 2000c). In this case, purpose goals or goal orientations
refer to why individuals want to get 85% out of 100%, why
they want to get an A, or why they want to make more wid-
gets or sell more cars as well as the standards or criteria (85%,
an A) they will use to evaluate their progress towards the
goal. Most of the research on classroom learning has focused
on goal orientation—not specific target goals—so this chap-
ter also focuses on the role of goal orientation in learning.

There are a number of different models of goal orientation
that have been advanced by different achievement motivation
researchers (cf. Ames, 1992; Dweck & Leggett, 1988;
Harackiewicz et al., 1998; Maehr & Midgley, 1991; Nicholls,
1984; Pintrich, 1988a, 1988b, 1989; Wolters et al., 1996).
These models vary somewhat in their definition of goal ori-
entation and the use of different labels for similar constructs.
They also differ on the proposed number of goal orientations
and the role of approach and avoidance forms of the different
goals. Finally, they also differ on the degree to which an indi-
vidual’s goal orientations are more personal and based in
somewhat stable individual differences, or the degree to
which an individual’s goal orientations are more situated or
sensitive to the context and a function of the contextual fea-
tures of the environment. Most of the models assume that
goal orientations are a function of both individual differences
and contextual factors, but the relative emphasis along this
continuum does vary between the different models. Much of
this research also assumes that classrooms and other contexts
(e.g., business or work settings, laboratory conditions in an
experiment) can be characterized in terms of their goal orien-
tations (see Ford, Smith, Weissbein, Gully, & Salas, 1998, for
an application of goal orientation theory to a work setting),
but for the purposes of this chapter the focus is on indi-
viduals’ personal goal orientation.

Most models propose two general goal orientations that
concern the reasons or purposes individuals are pursuing
when approaching and engaging in a task. In Dweck’s model,
the two goal orientations are labeled learning and perfor-
mance goals (Dweck & Leggett, 1988), with learning goals
reflecting a focus on increasing competence and performance
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goals involving either the avoidance of negative judgments of
competence or attainment of positive judgments of compe-
tence. Ames (1992) labels them mastery and performance
goals, with mastery goals orienting learners to “developing
new skills, trying to understand their work, improving their
level of competence, or achieving a sense of mastery based on
self-referenced standards” (Ames, 1992, p. 262). In contrast,
performance goals orient learners to focus on their ability
and self-worth, to determine their ability in reference to best-
ing other students in competitions, surpassing others in
achievements or grades, and receiving public recognition
for their superior performance (Ames, 1992). Harackiewicz,
Elliot, and their colleagues (e.g., Elliot, 1997; Elliot &
Church, 1997; Elliot & Harackiewicz, 1996; Harackiewicz
et al., 1998) have labeled them mastery and performance
goals as well. Nicholls (1984) has used the terms task-
involved and ego-involved for similar constructs (see
Pintrich, 2000c, for a review). In this chapter we use the la-
bels of mastery and performance goals.

In the literature on mastery and performance goals, the
general theoretical assumption has been that mastery goals
foster a host of adaptive motivational, cognitive, and
achievement outcomes, whereas performance goals generate
less adaptive or even maladaptive outcomes. Moreover, this
assumption has been supported in a large number of empiri-
cal studies on goals and achievement processes (Ames, 1992;
Dweck & Leggett, 1988; Pintrich, 2000c; Pintrich & Schunk,
2002)—in particular, the positive predictions for mastery
goals. The logic of the argument is that when students are fo-
cused on trying to learn and understand the material and try-
ing to improve their performance relative to their own past
performance, this orientation will help them maintain their
self-efficacy in the face of failure, ward off negative affect
such as anxiety, lessen the probability that they will have dis-
tracting thoughts, and free up cognitive capacity and allow
for more cognitive engagement and achievement. In contrast,
when students are concerned about trying to be the best, get
higher grades than do others, and do well compared to others
under a performance goal, there is the possibility that this ori-
entation will result in more negative affect or anxiety, in-
crease the possibility of distracting and irrelevant thoughts
(e.g., worrying about how others are doing rather than focus-
ing on the task), and that this will diminish cognitive capac-
ity, task engagement, and performance.

The research on the role of mastery and performance goals
in learning and performance is fairly straightforward for mas-
tery goals but not for performance goals. This research has in-
cluded student use of strategies that promote deeper
processing of the material as well as various metacognitive
and self-regulatory strategies (Pintrich, 2000c). Much of this

research is based on self-report data from correlational class-
room studies, although Dweck and Leggett (1988) summarize
data from experimental studies. The classroom studies typi-
cally assess students’ goal orientations and then measure stu-
dents reported use of different strategies for learning either at
the same time or longitudinally. Although there are some
problems with the use of self-report instruments for measur-
ing self-regulatory strategies (see Pintrich, Wolters, & Baxter,
2000), these instruments do display reasonable psychometric
qualities. Moreover, the research results are overwhelmingly
consistent—mastery goals account for between 10 and 30%
of the variance in the cognitive outcomes. Studies have been
done with almost all age groups from elementary to college
students and have assessed students’ goals for school in gen-
eral as well as in the content areas of English, math, science,
and social studies.

The studies have found that students who endorse a mas-
tery goal are more likely to report attempts to self-monitor
their cognition and to seek ways to become aware of their
understanding and learning, such as checking for understand-
ing and comprehension monitoring (e.g., Ames & Archer,
1988; Dweck & Leggett, 1988; Meece, Blumenfeld, & Hoyle,
1988; Meece & Holt, 1993; Middleton & Midgley, 1997;
Nolen, 1988; Pintrich, 1999; Pintrich & De Groot, 1990;
Pintrich & Garcia, 1991, 1993; Pintrich, Smith, Garcia, &
McKeachie, 1993; Pintrich & Schrauben, 1992; Wolters
et al., 1996). In addition, this research has consistently shown
that students’ use of various cognitive strategies for learning
is positively related to mastery goals. In particular, this re-
search has shown that students’ reported use of deeper
processing strategies such as the use of elaboration strategies
(i.e., paraphrasing, summarizing) and organizational strategies
(networking, outlining) is positively correlated with the en-
dorsement of mastery goals (Ames & Archer, 1988; Bouffard,
Boisvert, Vezeau, & Larouche, 1995; Graham & Golen, 1991;
Kaplan & Midgley, 1997; Meece et al., 1988; Pintrich, 1999;
Pintrich & De Groot, 1990; Pintrich & Garcia, 1991; Pintrich
et al., 1993; Wolters et al., 1996). Finally, in some of this re-
search, mastery goals have been negatively correlated with the
use of less effective or surface processing strategies (i.e., re-
hearsal), especially in older students (Anderman & Young,
1994; Kaplan & Midgley, 1997; Pintrich & Garcia, 1991;
Pintrich et al., 1993). In contrast to this research on the use of
various self-regulatory and learning strategies, there has not
been much research on how mastery goals are linked to the use
of other problem-solving or thinking strategies. This is clearly
an area that will be investigated in the future.

The research on performance goals and cognitive out-
comes is not as easily summarized as are the results for mas-
tery goals. The original goal theory research generally found
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negative relations between performance goals and various
cognitive and behavioral outcomes (Ames, 1992; Dweck &
Leggett, 1988), although it did not discriminate empirically
between approach and avoidance performance goals. The
more recent research that has made the distinction between
approach and avoidance performance goals does show some
differential relations between approaching a task focused on
besting others and approaching a task focused on trying not
to look stupid or incompetent. In particular, the general
distinction between an approach and an avoidance orienta-
tion suggests that there could be some positive aspects of an
approach performance orientation. If students are approach-
ing a task trying to promote certain goals and strategies, it
might lead them to be more involved in the task than are
students who are trying to avoid certain goals, which could
lead to more withdrawal and less engagement in the task
(Harackiewicz et al., 1998; Higgins, 1997; Pintrich, 2000c).

Most of the research on performance goals that did not
distinguish between approach and avoidance versions finds
that performance goals are negatively related to students’ use
of deeper cognitive strategies (e.g., Meece et al., 1988;
Nolen, 1988; cf., however, Bouffard, Boisvert, Vezeau, &
Larouche, 1995). This finding would be expected, given that
performance goals that include items about besting others as
well as avoiding looking incompetent would guide students
away from the use of deeper strategies. Students focused on
besting others may be less likely to exert the time and effort
needed to use deeper processing strategies because the effort
needed to use these strategies could show to others that they
lack the ability, given that the inverse relation between effort-
ability is usually operative under performance goals, and try-
ing hard in terms of strategy use may signify low ability. For
students who want to avoid looking incompetent, the same
self-worth protection mechanism (Covington, 1992) may be
operating, whereby students do not exert effort in their strat-
egy use in order to have an excuse for doing poorly—lack of
effort or poor strategy use. 

However, more recent research with measures that reflect
only an approach or avoidance performance goal suggests that
there may be differential relations between these two versions
of performance goals. For example, Wolters et al. (1996) in a
correlational study of junior high students found that—inde-
pendent of the positive main effect of mastery goals—an
approach performance goal focused on besting others was
positively related to the use of deeper cognitive strategies and
more regulatory strategy use. However, Kaplan and Midgley
(1997) in a correlational study of junior high students found
no relation between an approach performance goal and adap-
tive learning strategies, but approach performance goals were
positively related to more surface processing or maladaptive

learning strategies. These two studies did not include separate
measures of avoid performance goals. In contrast, Middleton
and Midgley (1997) in a correlational study of junior high stu-
dents, found no relation between either approach or avoidance
performance goals and cognitive self-regulation. Some of the
differences in the results of these studies stem from the use of
different measures, classroom contexts, and participants,
making it difficult to synthesize the results. Clearly, there is a
need for more theoretical development in this area and empir-
ical work that goes beyond correlational self-report survey
studies to clarify these relations.

One factor that adds to the complexity of the results in dis-
cussing approach and avoidance performance goals is that in
Dweck’s original model (Dweck & Leggett, 1988), the links
between performance goals and other cognitive and achieve-
ment outcomes were assumed to be moderated by efficacy
beliefs—that is, if students had high perceptions of their
competence to do the task, then performance goals should not
be detrimental for cognition, motivation, and achievement,
and these students should show the same basic pattern as
mastery-oriented students. Performance goals were assumed
to have negative effects only when efficacy was low. Students
who believed they were unable and who were concerned with
besting others or wanted to avoid looking incompetent did
seem to show the maladaptive pattern of cognition, motiva-
tion, and behavior (Dweck & Leggett, 1988). 

Other more correlational research that followed this work
did not always explicitly test for the predicted interaction be-
tween performance goals and efficacy or did not replicate the
predicted moderator effect. For example, both Kaplan and
Midgley (1997) and Miller, Behrens, Greene, and Newman
(1993) did not find an interaction between approach perfor-
mance goals and efficacy on cognitive outcomes such as
strategy use. Harackiewicz, Elliot, and their colleagues
(Harackiewicz et al., 1998), using both experimental and cor-
relational designs, did not find moderator or mediator effects
of efficacy in relation to the effects of approach mastery or
approach performance goals on other outcomes such as ac-
tual performance.

Nevertheless, it may be that approach performance goals
could lead to deeper strategy use and cognitive self-regulation
as suggested by Wolters et al. (1996) when students are con-
fronted with overlearned classroom tasks that do not chal-
lenge them, interest them, or offer opportunities for much
self-improvement (see also Pintrich, 2000b). In this case,
the focus on an external criterion of besting others or being
the best in the class could lead them to be more involved
in these boring tasks and try to use more self-regulatory cog-
nitive strategies to accomplish this goal. On the other hand, it
may be that approach performance goals are not that strongly
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related to cognitive self-regulation in either a positive or neg-
ative way, as suggested by the results of Kaplan and Midgley
(1997) and Middleton and Midgley (1997). Taken together,
the conflicting results suggest that approach performance
goals do not have to be negatively related to cognitive
self-regulatory activities in comparison to avoidance perfor-
mance goals. This conclusion suggests that there may be mul-
tiple pathways between approach and avoidance performance
goals, cognitive strategy use and self-regulation, and eventual
achievement. Future research should attempt to map out these
multiple pathways and determine how approach and avoid-
ance performance goals may differentially relate to cognitive
self-regulation activities (Pintrich, 2000b, 2000c).

One of the most important behavioral outcomes is actual
achievement or performance. Goals may promote different
patterns of motivation, affect, and cognition, but they also
should be linked to actual classroom achievement. The more
experimental research on mastery goals has shown that stu-
dents in mastery conditions usually achieve or perform at
higher levels (Dweck & Leggett, 1988). In fact, given all the
positive motivational, affective, and cognitive outcomes as-
sociated with mastery goals, it would be expected that mas-
tery goals would also lead to higher levels of achievement.
However, in some of the correlational classroom studies, this
does not seem to be the case (e.g., Elliot, McGregor, &
Gable, 1999; Harackiewicz et al., 1998; Harackiewicz,
Barron, Carter, Lehto, & Elliot, 1997; Pintrich, 2000c;
VanderStoep, Pintrich, & Fagerlin, 1996). The pattern that
seems to emerge is that mastery goals are unrelated to perfor-
mance or achievement in the classroom, usually indexed by
grades or grade point average (GPA). In contrast, in some of
these studies, approach performance goals (trying to be better
than others) are associated with better grades or higher GPAs
(Elliot et al., 1999; Harackiewicz et al., 1997, 1998).

This newer research on the role of performance goals has
led some researchers to develop a revised goal theory per-
spective (e.g., Elliot, 1997; Harackiewicz et al., 1998;
Pintrich, 2000c). They have suggested that there is a need to
move beyond the simple dichotomy of mastery goals as
good-adaptive versus performance goals as bad-maladaptive
to a conceptualization of the different goals as being
adaptive or maladaptive for different types of cognitive, mo-
tivational, affective, and behavioral outcomes. In other
words, depending on what outcome is under consideration,
goals may be adaptive or maladaptive—for example, mastery
goals might lead to more interest and intrinsic motivation, but
approach performance goals might lead to better perfor-
mance (Harackiewicz et al., 1998). It is important to note that
a revised perspective on goal theory and the normative per-
spective are in complete agreement about the detrimental

effects of avoid performance goals. The main revision pro-
posed is that approach performance goals may be adaptive
for some outcomes. In addition, the concept of equifinality, or
the idea that there are multiple means to accomplish a goal,
suggests that there may be multiple pathways or trajectories
of development that are set in motion by different goals, and
these different pathways can lead to similar outcomes overall
(Pintrich, 2000c; Shah & Kruglanski, 2000). Finally, there
may be interactions between multiple goals, and these in-
teractions can lead to different patterns of outcomes that
are more complex than the simple linear relations suggested
by normative goal theory under the mastery-good and
performance-bad generalization (Pintrich, 2000c).

In contrast, Midgley, Kaplan, and Middleton (2001) have
argued that there is no need to revise goal theory and that the
basic assumption that mastery goals are adaptive and perfor-
mance goals are maladaptive is still the best overall generaliza-
tion from goal theory. They suggest that most of the research on
the positive effects of approach performance goals are for spe-
cial cases, such as for students high in self-efficacy (Dweck &
Leggett, 1988), for students high in mastery goals as well ap-
proach performance goals (Pintrich, 2000c), or in contexts
such as competitive college classrooms (Harackiewicz et al.,
1998) in which there may be an advantage to adopting per-
formance goals. Moreover, they note that classrooms and
schools are often inherently performance-oriented and com-
petitive to begin with, and that any suggestion by researchers
that approach performance goals are adaptive would encourage
teachers and school personnel to continue to stress the com-
petitive nature of schooling, with the continued many detri-
mental effects for many schoolchildren. This issue is currently
a very active area of research and there will no doubt be con-
tinued research and clarification of these issues as the field
progresses.

In summary, the research on goal orientation suggests that
at this point in time only one stable generalization can be
made, given the diversity in findings.

Generalization 2: Mastery goals are positively related to
adaptive cognitive and self-regulatory strategy use in the
classroom. Students who adopt a mastery goal and focus on
learning, understanding, and self-improvement are much
more likely to use adaptive cognitive and self-regulatory
strategies and to be deeply engaged in learning. Accordingly,
classroom contexts that foster the adoption of mastery goals
by students should facilitate motivation and learning. For ex-
ample, classrooms that encourage students to adopt goals of
learning and understanding through the reward and evalua-
tion structures (i.e., how grades are assigned, how tasks are
graded and evaluated) rather than just getting good grades or
competing with other students should foster a mastery goal
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orientation. At the same time, this generalization does not
mention higher levels of actual achievement, as indexed by
grades, because the research is still mixed on this outcome.

Task Value

Goal orientation can refer to students’ goals for a specific task
(a midterm exam) as well as a general orientation to a course
or a field. In the same way, students’ task value beliefs can be
rather specific or more general. Three components of task
value have been proposed by Eccles (1983) as important in
achievement dynamics: the individual’s perception of the im-
portance of the task, his or her personal interest in the task
(similar to intrinsic interest in intrinsic motivation theory),
and his or her perception of the utility value of the task for
future goals. These three value components may be rather
parallel in children and college students but can vary signifi-
cantly in adults (Wlodkowski, 1988).

The importance component of task value refers to individ-
uals’ perception of the task’s importance or salience for them.
The perceived importance of a task is related to a general goal
orientation, but importance could vary by goal orientation. An
individual’s orientation may guide the general direction of be-
havior, whereas value may relate to the level of involvement.
For example, a student may believe that success in a particu-
lar course is very important (or unimportant) regardless of his
or her intrinsic or extrinsic goals—that is, the student may see
success in the course as learning the material or getting a good
grade, but he or she still may attach differential importance to
these goals. Importance should be related to individuals’ per-
sistence at a task as well as choice of a task.

Student interest in the task is another aspect of task value.
Interest is assumed to be individuals’general attitude or liking
of the task that is somewhat stable over time and a function of
personal characteristics. In an educational setting, this com-
ponent includes the individual’s interest in the course content
and reactions to the other characteristics of the course such as
the instructor (cf. Wlodkowski, 1988). Personal interest in the
task is partially a function of individuals’ preferences as well
as aspects of the task (e.g., Malone & Lepper, 1987). How-
ever, personal interest should not be confused with situational
interest, which can be generated by simple environmental fea-
tures (e.g., an interesting lecture, a fascinating speaker, a dra-
matic film) but that are not long-lasting and do not necessarily
inculcate stable personal interest (Hidi, 1990). Schiefele
(1991) has shown that students’ personal interest in the mate-
rial being studied is related to their level of involvement in
terms of the use of cognitive strategies as well as actual per-
formance. There is a current revival in research on the role of
interest in learning after a hiatus in research on this important

motivational belief (see Renninger, Hidi, & Krapp, 1992;
Sansone & Harackiewicz, 2000).

In contrast to the means or process motivational dynamic of
interest, utility value refers to the ends or instrumental motiva-
tion of the student (Eccles, 1983). Utility value is determined
by the individual’s perception of the usefulness of the task for
him or her. For students, utility value may include beliefs that
the course will be useful for them immediately in some way
(e.g., help them cope with college), in their major (e.g., they
need this information for upper-level courses), or their career
and life in general (e.g., this will help them somehow in grad-
uate school). At a task level, students may perceive different
course assignments (e.g., essay and multiple-choice exams,
term papers, lab activities, class discussion) as more or less
useful and decide to become more or less cognitively engaged
in the task.

Research on the value components has shown that they are
consistently positively related to student engagement and cog-
nition in the classroom setting (e.g., Pintrich, 1999). Not sur-
prisingly, students who believe that schoolwork or course
work is more important, interesting, and useful to them are
more likely to be cognitively engaged in the learning activi-
ties. In this work, self-efficacy has been a stronger predictor of
engagement, but task value beliefs also show positive relations
(Pintrich, 1999). In longitudinal research on the role of ex-
pectancy and value components in academic settings, Eccles
and her colleagues (Eccles et al., 1998) have found a similar
pattern of results. Their work has shown that value beliefs are
better predictors of choice behavior, whereas expectancy com-
ponents (i.e., self-efficacy and perceived competence) are
better predictors of actual achievement. In other words, task
value beliefs help to predict what courses students might take
(e.g., higher level math or science courses), but after students
actually enroll in those courses, self-efficacy and perceived
competence are better predictors of their performance. This
differential prediction of outcomes for different motivational
beliefs is an important finding in motivational research.

A related vein of research from an intrinsic motivation per-
spective (Deci & Ryan, 1985; Ryan & Deci, 2000) has sug-
gested that interest (one of the components of task value) is an
important associated process with being intrinsically moti-
vated (enjoyment is another associated process). In this theo-
retical perspective, intrinsic motivation is represented by
individuals choosing to do a task freely and feeling self-
determined or autonomous in their behavior while doing the
task. This form of intrinsic motivation should result in the
most adaptive levels of motivation, cognition, and behavior.
Students who are intrinsically motivated should be interested
in the task, enjoy it, be more likely to be cognitively engaged,
and also perform at high levels (Deci & Ryan, 1985).Although
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this perspective makes some different metatheoretical as-
sumptions about human nature and human behavior, the func-
tional role of intrinsic interest is similar to that of personal
interest in an expectancy-value model.

In addition, in intrinsic motivation models, individuals can
be motivated in more extrinsic ways as well, some of which
are similar to the components of importance and utility from
expectancy-value models. Deci and Ryan recognize that not
all behavior is intrinsically motivated. They propose four lev-
els of external regulation or extrinsic motivation (Ryan &
Deci, 2000). The first level includes what they call external
regulation. For example, students initially may not want to
work on math but do so to obtain teacher rewards and avoid
punishment. These students would react well to threats of pun-
ishment or the offer of extrinsic rewards and would tend to be
compliant. They would not be intrinsically motivated or show
high interest, but they would tend to behave well and do try to
do the work to obtain rewards or avoid punishment. Obvi-
ously, the control is external in this case and there is no self-
determination on the part of the students, but this level of
motivation could result in good performance or achievement.

At the next level of extrinsic motivation, students may en-
gage in a task because they think they should and may feel
guilty if they don’t do the task (e.g., study for an exam). Deci
and Ryan call this introjected regulation because the source
of motivation is internal (feelings of should, ought, guilt) to
the person but not self-determined because these feelings
seem to be controlling the person. The person is not doing the
task solely for the rewards or to avoid punishment; the feel-
ings of guilt or should are actually internal to the person, but
the source is still somewhat external because he or she may
be doing the task to please others (teacher, parents). Again,
Deci and Ryan assume that this level of motivation also could
have some beneficial outcomes for engagement, persistence,
and achievement.

The third level or style is called identified regulation. Indi-
viduals engage in the activity because it is personally impor-
tant to them. In this case, this style is similar to what Eccles and
her colleagues (Eccles et al., 1998) call the importance and
utility aspects of task value. For example, a student may study
hours for tests in order to get good grades to be accepted into
college. This behavior represents the student’s own goal, al-
though the goal has more utility value (Wigfield & Eccles,
1992) than it does intrinsic value such as learning. The goal is
consciously chosen by the student; in this sense, the locus of
causality is somewhat more internal to the person as the person
feels it is very important to him- or herself, not just to others
such as teachers or parents. In this case, students want to do the
task because it is important to them, even if it is more for utili-
tarian reasons rather than intrinsic interest in the task.

The final level of extrinsic motivation is integrated regu-
lation, whereby individuals integrate various internal and ex-
ternal sources of information into their own self-schema and
engage in behavior because of its importance to their sense of
self. This final level is still instrumental rather than autotelic
(as in intrinsic motivation), but integrated regulation does
represent a form of self-determination and autonomy. As
such, both intrinsic motivation and integrated regulation will
result in more cognitive engagement and learning than do ex-
ternal or introjected regulation (Rigby et al., 1992; Ryan &
Deci, 2000).

These findings from both expectancy-value, interest, and
intrinsic motivation research lead to a third generalization. 

Generalization 3: Higher levels of task value (importance,
interest, and utility) are associated with adaptive cognitive
outcomes such as higher levels of self-regulatory strategy use
as well as higher levels of achievement. This generalization
may not be surprising, but it is important to formulate because
constructs like value, utility, and interest are often considered
to be unrelated to cognitive outcomes or achievement, and
they are considered to be important noncognitive outcomes. It
is of course important to foster value, utility, and interest as
outcomes in their own right, but the generalization suggests
that by facilitating the development of task value in the class-
room, an important by-product will be more cognitive en-
gagement, self-regulation, and achievement. For example, the
use of materials (e.g., tasks, texts, articles, chapters) that are
meaningful and interesting to students can foster increased
levels of task value. In addition, class activities (demonstra-
tions, small group activities) that are useful, interesting, and
meaningful to students will facilitate the development of task
value beliefs and classroom learning.

Affective Components

Affective components include students’ emotional reactions
to the task and their performance (i.e., anxiety, pride, shame)
and their more emotional needs for self-worth or self-esteem,
affiliation, and self-actualization (cf. Covington & Beery,
1976; Veroff & Veroff, 1980). Affective components address
the basic question How does the task make me feel? In terms
of the links between cognition and affect, there has been a
long history of research on the causal ordering of cognition
and affect (cf. Smith & Kirby, 2000; Weiner, 1986; Zajonc,
1980, 2000). Like many of these disagreements (i.e., the de-
bate over the causal precedence of self-concept versus
achievement; Wigfield & Karpathian, 1991), the current and
most sensible perspective is that the influence is bidirec-
tional. It is not clear that there is a need to continue to argue
over whether cognition precedes affect or vice versa, but
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rather to develop models that help educational psychologists
understand (a) how, why, and when (under what conditions)
does cognition precede and influence affect and (b) how,
why, and when affect precedes and influences cognition.
Nevertheless, in this section we do focus on how affect might
facilitate or constrain cognition and learning.

In terms of the relations between affect and subsequent
cognition, learning, and performance, Pekrun (1992) has
suggested that there are four general routes by which
emotions or mood might influence various outcomes (see
also Linnenbrink & Pintrich, 2000). Three of these routes are
through cognitive mediators, and the fourth is through a
motivational pathway. The different models and constructs
discussed in this chapter illustrate all four of these routes
quite well; here, we give a brief overview of the four path-
ways as an advance organizer.

The first route by which emotions or mood might influ-
ence learning and performance is through memory processes
such as retrieval and storage of information (Pekrun, 1992).
There is quite a bit of research on mood-dependent memory
with the general idea being that affective states such as mood
get encoded at the same time as other information and that
the affect and information are intimately linked in an associa-
tive network (Bower, 1981; Forgas, 2000). This leads to find-
ings such as affect-state dependent retrieval, in which
retrieval of information is enhanced if the person’s mood at
the retrieval task matches the person’s mood at the encoding
phase (Forgas, 2000). Forgas (2000) also notes that some
findings show that mood or affective state facilitates the re-
call of affectively congruent material, such that people in a
good mood are more likely to recall positive information and
people in a bad mood are more likely to recall negative infor-
mation. In other work, Linnenbrink and Pintrich (2000) and
Linnenbrink, Ryan, and Pintrich (1999) suggest that negative
affect might influence working memory by mediating the ef-
fects of different goal orientations. In this work, it appears
that negative affect might have a detrimental effect on work-
ing memory, but positive affect was unrelated to working
memory. This general explanation for the integration of en-
coding, retrieval, and affective processes is one of the main
thrusts of the personal and situational interest research that is
discussed later in this chapter.

The second mediational pathway that Pekrun (1992) sug-
gests is that affect influences the use of different cognitive, reg-
ulatory, and thinking strategies (cf. Forgas, 2000), which could
then lead to different types of achievement of performance
outcomes. For example, some of the original research sug-
gested that positive mood produced more rapid, less detailed,
and less systematic processing of information, whereas nega-
tive mood resulted in more systematic, analytical, or detailed

processing of information (Forgas, 2000; Pekrun, 1992). How-
ever, recent work suggests that this position is too simplistic,
and more complex proposals have been made. For example,
Fiedler (2000) has suggested that positive affect as a general
approach orientation facilitates more assimilation processes
including generative, top-down, and creative processes, in-
cluding seeking out novelty. In contrast, he suggests that neg-
ative mood reflects a more aversive or avoidance orientation
and can result in more accommodation including a focus more
on external information and details, as well as being more
stimulus bound and less willing to make mistakes.

Other research on the use of cognitive and self-regulatory
strategies in school settings has not addressed the role of af-
fect in great detail; the few studies that have, however, show
that negative affect decreases the probability that students
will use cognitive strategies that result in deeper, more
elaborative processing of the information (Linnenbrink &
Pintrich, 2000). For example, Turner, Thorpe, and Meyer
(1998) found that negative affect was negatively related to
elementary students’ deeper strategy use. Moreover, negative
affect mediated the negative relation between performance
goals and strategy use. If negative affect or emotion is a gen-
erally aversive state, it makes sense that students who experi-
ence negative affect are less likely to use deeper processing
strategies because such strategies require much more engage-
ment and a positive approach to the academic task. In con-
trast, positive affect should result in more engagement and
deeper strategy use. This latter argument is also consistent
with some of the findings from the personal and situational
interest research discussed later in this chapter.

The third cognitive pathway that Pekrun (1992) suggests
is that affect can increase or decrease the attentional re-
sources that are available to students. Linnenbrink and
Pintrich (2000) make a similar argument. As Pekrun (1992)
notes, emotions can take up space in working memory and in-
crease the cognitive load for individuals. For example, if a
student is trying to do an academic task and at the same time
is having feelings of fear or anxiety, these feelings (and their
accompanying cognitions about worry and self-doubt) can
take up the limited working memory resources and can inter-
fere with the cognitive processing needed to do the academic
task (Hembree, 1988; Zeidner, 1998). In fact, this general in-
terference or cognitive load explanation is a hallmark of work
on test anxiety that is discussed in more detail later in this
chapter. Under this general cognitive load hypothesis, it
might be expected that any emotion—positive or negative—
would take up attentional resources and result in reduced
cognitive processing or performance. However, this does not
seem to be the case, given the differential and asymmetrical
findings for positive and negative affect (Forgas, 2000), so it
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is clear that there is a need for further exploration of how
emotions and mood can influence attentional resources and
ultimately performance.

The fourth and final general pathway that Pekrun (1992)
suggests is that emotions can work through their effect on in-
trinsic and extrinsic motivational processes. Linnenbrink and
Pintrich (2000) also have suggested that motivational and af-
fective processes can interact to influence cognitive and behav-
ioral outcomes. Under this general assumption, positive
emotions such as the experience of enjoyment in doing a task or
even anticipatory or outcome-related joy of a task may lead to
intrinsic motivation for the task. Of course, negative emotions
such as boredom, sadness, or fear should decrease intrinsic
motivation for doing the task, albeit some of them (e.g., fear)
might increase the extrinsic motivation for the task. It seems
clear that affective and motivational processes can interact and
through these interactions can influence cognition, learning,
and performance (Linnenbrink & Pintrich, 2000). At the same
time, there is a need for much more research on how to effec-
tively integrate affective processes with the motivational and
cognitive processes that have been examined in much more de-
tail. This question is sure to be one of the major areas of future
research in achievement motivation research. We now turn to
some of the specific constructs and models that have integrated
affective processes with motivational and cognitive processes
to better explain learning and achievement.

Anxiety

There is a long history of research on test anxiety and its
general negative relationship to academic performance
(Covington, 1992; Zeidner, 1998). Test anxiety is one of
the most consistent individual difference variables that can be
linked to detrimental performance in achievement situations
(Hill & Wigfield, 1984). The basic model assumes that test
anxiety is a negative reaction to a testing situation that includes
both a cognitive worry component and a more emotional re-
sponse (Liebert & Morris, 1967). The worry component con-
sists of negative thoughts about performance while taking the
exam (e.g., I can’t do this problem. That means I’m going to
flunk, what will I do then?) that interfere with the students’
ability to actually activate the appropriate knowledge and
skills to do well on the test. These self-perturbing ideations
(Bandura, 1986) can build up over the course of the exam and
spiral out of control as time elapses, which then creates more
anxiety about finishing in time. The emotional component in-
volves more visceral reactions (e.g., sweaty palms, upset
stomach) that also can interfere with performance.

Zeidner (1998) in his review of the research on test anxi-
ety and information processing notes that anxiety generally

has a detrimental effect on all phases of cognitive processing.
In the planning and encoding phase, individuals with high
levels of anxiety have difficulty attending to and encoding
appropriate information about the task. In terms of actual
cognitive processes while doing the task, high levels of anxi-
ety lead to less concentration on the task, difficulties in the ef-
ficient use of working memory, more superficial processing
and less in-depth processing, and problems in using metacog-
nitive regulatory processes to control learning (Zeidner,
1998). Of course, these difficulties in cognitive processing
and self-regulation usually result in less learning and lower
levels of performance.

In summary, research on test anxiety leads to a fourth gen-
eralization.

Generalization 4: High levels of test anxiety are generally
not adaptive and usually lead to less adaptive cognitive pro-
cessing, less adaptive self-regulation, and lower levels of
achievement. This generalization is based on a great deal of
both experimental and correlational work as reviewed by
Zeidner (1998). Of course, Zeidner (1998) notes that there
may be occasions when some aspects of anxiety may lead to
some facilitating effects for learning and performance. For
example, Garcia and Pintrich (1994) have suggested that
some students, called defensive pessimists (Norem & Cantor,
1986), can use their anxiety about doing poorly to motivate
themselves to try harder and study more, leading to better
achievement. The harnessing of anxiety for motivational pur-
poses is one example of a self-regulating motivational strat-
egy that students might use to regulate their learning.
Nevertheless, in the case of test anxiety, which is specific to
testing situations, the generalization still holds that students
who are very anxious about doing well do have more diffi-
culties in cognitive processing and do not learn or perform as
well as might be expected. One implication is that teachers
need to be aware of the role of test anxiety in reducing per-
formance and try to reduce the potential debilitating effects in
their own classrooms.

Other Affective Reactions

Besides anxiety, other affective reactions can influence
choice and persistence behavior. Weiner (1986, 1995) in his
attributional analysis of emotion has suggested that certain
types of emotions (e.g., anger, pity, shame, pride, guilt) are
dependent on the types of attributions individuals make for
their successes and failures. For example, this research sug-
gests that a instructor will tend to feel pity for a student who
did poorly on an exam because of some uncontrollable reason
(e.g., death in family) and would be more likely to help that
student in the future. In contrast, a instructor is more likely to
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feel anger at a student who did poorly through a simple lack
of effort and be less willing to help that student in the future.
In general, an attributional analysis of motivation and emo-
tion has been shown repeatedly to be helpful in understand-
ing achievement dynamics (Weiner, 1986), and there is a
need for much more research on these other affective reac-
tions in the classroom.

Emotional Needs

The issue of an individual’s emotional needs (e.g., need for af-
filiation, power, self-worth, self-esteem, self-actualization) is
related to the motivational construct of goal orientation, al-
though the needs component is assumed to be less cognitive,
more affective, and perhaps less accessible to the individual.
There have been a number of models of emotional needs sug-
gested (e.g., Veroff & Veroff, 1980; Wlodkowski, 1988), but
the need for self-worth or self-esteem seems particularly rele-
vant. Research on student learning shows that self-esteem or
sense of self-worth has often been implicated in models of
school performance (e.g., Covington, 1992; Covington &
Beery, 1976). Covington (1992) has suggested that individu-
als are always motivated to establish, maintain, and promote
a positive self-image. Given that this hedonic bias is as-
sumed to be operating at all times, individuals may develop a
variety of coping strategies to maintain self-worth; at the
same time, however, these coping strategies may actually be
self-defeating. Covington and his colleagues (e.g., Covington,
1984; Covington & Berry, 1976; Covington & Omelich,
1979a, 1979b) have documented how several of these strate-
gies can have debilitating effects on student perfor-
mance. Many of these poor coping strategies hinge on the role
of effort and the fact that effort can be a double-edged sword
(Covington & Omelich, 1979a). Students who try harder will
increase the probability of their success, but they also increase
their risk of having to make an ability attribution for failure,
followed by a drop in expectancy for success and self-worth
(Covington, 1992).

There are several classic failure-avoiding tactics that
demonstrate the power of the motive to maintain a sense
of self-worth. One strategy is to choose easy tasks. As
Covington (1992) notes, individuals may choose tasks that
ensure success although the tasks do not really test the indi-
viduals’ actual skill level. Students may choose this strategy
by continually electing easy tasks, easy courses, or easy
majors. A second failure-avoiding strategy involves procras-
tination. For example, a student who does not prepare for
a, test because of lack of time, can—if successful—attribute
it to superior aptitude. On the other hand, this type of pro-
crastination maintains an individual’s sense of self-worth

because if the student is not successful, he or she can attribute
the failure to lack of study time, not poor skill. Of course, this
type of effort-avoiding strategy increases the probability of
failure over time, which will result in lowered perceptions of
self-worth; it is thus ultimately self-defeating.

In summary, although less researched, affective compo-
nents can influence students’ motivated behavior. Moreover,
as the analysis of the self-worth motive shows (Covington,
1992), the affective components can interact with other more
cognitive motivational beliefs (i.e., attributions) as well as
self-regulatory strategies (management of effort) to influence
achievement. However, we do not offer any generalizations
for these components, given that they have not been subject
to the same level of empirical testing as the other motiva-
tional components.

CONCLUSION AND FUTURE DIRECTIONS
FOR RESEARCH

The four generalizations about the relations between motiva-
tional constructs and classroom cognition and learning
demonstrate the importance of considering how motivation
can facilitate or constrain cognition. There is no longer any
doubt that academic learning is hot, so to speak, and involves
motivation and affect (Pintrich, Marx, & Boyle, 1993) and that
contrary to Brown et al., academic cognition is not cold and
concerned only with the efficiency of knowledge and strategy
use. However, that being said, there is still much we still do
not understand, and there are a number of directions for future
research.

First, much of the work on motivation and classroom learn-
ing has been conducted from a motivational perspective and—
following a motivational paradigm—has used self-report
questionnaires to measure both motivation and strategy use
and self-regulated learning in actual classrooms. This work
has provided us with insight into how different motivational
beliefs can facilitate or constrain cognition; it has also been
ecologically valid, given its focus on classrooms. At the same
time, due to the inherent limitations of self-reports (Pintrich
et al., 2000), the work has not been able to delve deeply into
the cognitive processes and mechanisms, at least not at the
level at which most cognitive psychologists operate in their
own research. Accordingly, there is a need for more detailed
and fine-grained analysis of the linkages between motivation
and cognition, more akin to what cognitive psychologists have
undertaken in their laboratory studies of cognition. Of course,
this will require more experimental and laboratory work,
which of course immediately lowers the ecological validity
and makes it difficult to assess the participants’motivation for
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doing a laboratory task. However, at this point in the develop-
ment of our science, these trade-offs are reasonable because
we need to build on these generalizations to really understand
how motivation influences basic cognitive and learning
processes.

Related to this first issue, much of the work reported on in
this chapter has focused on use of general learning strategies
and self-regulated learning. It has not examined in much detail
how motivation relates to domain-specific knowledge activa-
tion and use, such as conceptual change (Pintrich, Marx, &
Boyle, 1993), or to other types of cognition such as thinking,
reasoning, and problem solving in general or in domains such
as mathematics or science. Accordingly, there is a need both
for correlational field studies and for more experimental work
on how different motivational beliefs can facilitate and con-
strain these cognitive and learning processes.

A third issue relates to the general developmental progres-
sion of the relations between motivation and cognition. The
four generalizations offered here have been derived from
work that has focused on elementary school through college
students but has not really been developmental in focus.
There have not been many longitudinal studies of these rela-
tions and there may important changes in the nature of these
relations over time. In addition, there has not been very much
research on the development of expertise or on how the na-
ture of the relations between motivation and cognition may
change as a individual gains more experience and knowledge
with a particular domain of tasks (Pintrich & Zusho, 2001).
Accordingly, there is a need for microgenetic studies of how
motivation and cognition unfold over the course of the devel-
opment of expertise with a task, as well as more macrolevel
longitudinal studies of motivation and self-regulation over
the life course.

Besides developmental differences, there are of course
other potential individual difference variables that may mod-
erate the relations between motivation and cognition. Gender
may be one, although there have not been many gender differ-
ences in the relations between motivation and cognition, albeit
there can be gender differences in levels and quality of moti-
vation (Eccles et al., 1998; Pintrich & Schunk, 2002). More
important is that for building generalizable models of motiva-
tion and cognition, there is a need to understand whether these
generalizations hold across different ethnic groups and cul-
tures. Graham (1992, 1994) has already pointed out the lack of
research on African American students’ motivation, let alone
research on motivation and cognition in diverse populations.
If educational psychologists are able to propose generaliza-
tions about motivation and cognition, then these generaliza-
tions should apply to all ethnic groups. At this time, however,
little empirical research has been conducted to support the

generalizations in different groups. In addition, there is a need
to test these generalizations in different cultures to see
whether the same relations obtain. There may be important
differences in ethnic groups or in different cultures that mod-
erate the relations between motivation and cognition. There is
a clear need for more research on these possibilities.

Finally, although this chapter has not focused on the role
of classroom factors in generating, shaping, and scaffolding
student motivation and cognition, classrooms do have clear
effects on motivation and cognition (Bransford et al., 1999;
Pintrich & Schunk, 2002). However, following the general
logic of potential moderator effects for different ethnic or
cultural groups, we do not know whether different classroom
cultures might also moderate these four generalizations about
motivation and cognition. There may be classrooms in which
self-efficacy, interest, goals, or anxiety play different roles in
supporting or constraining different types of cognition than in
traditional classrooms. A great deal of school and classroom
reform is currently on-going, and classrooms are becoming
quite different places because of the technology and curricu-
lum changes that are being implemented. These new class-
room environments might afford quite different opportunities
for student motivation and cognition, and we have little
empirical work on such possibilities.

Nevertheless, we do know more about how motivation and
cognition relate to one another in classroom settings than we
did even 20 years ago. The four generalizations presented
here do represent our best knowledge at this time in the devel-
opment of our scientific understanding. Much more remains
to be done to be sure, but the theoretical foundation and em-
pirical base are solid and should provide important guidance
not only to researchers, but also to educators who wish to im-
prove student motivation and learning in the classroom.
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The increased recognition of the roles that cultural and social
factors play in human development along with advances in
neuroscience and cognition research present challenges to
existing theories of learning and development. Creating new
explanatory theories that address the complexities of human
learning is a research priority in a number of different fields
(National Research Council [NRC], 1999). This new agenda
is especially important if education is going to meet the needs
of all students, including the linguistically and culturally di-
verse. In this chapter, we explore the work of the Russian
psychologist Lev Semyonovich Vygotsky, whose growing in-
fluence is shaping culturally relevant and dynamic theories of
learning. In spite of increasing references to his work in the
fields of education and educational psychology, his theoreti-
cal foundations and his methodological approach to the study
of the mind remain relatively unknown to broader audiences
in those fields.

We begin our discussion of Vygotsky’s contributions to
educational psychology with an overview of his life and work
and then discuss ways in which sociocultural theorists have

built on his legacy. Vygotsky emphasized the critical roles
that individuals play in creating contexts and the ways in
which they internalize interactions with the environment and
other people. Humans’ use and appropriation of socially cre-
ated symbols were at the center of this investigation. We pro-
vide a brief overview of his theories on language acquisition,
sign-symbol use, and concept formation in their relationships
to learning and development. We use these concepts as the
primary lenses for our examination of some salient issues
in educational psychology and current educational reform
efforts. To support our analyses we rely on an extensive and
diverse literature reflecting what has been variously referred
to as sociocultural or cultural-historical research.

Sociocultural Research

The central shared theme in this family of theories is the com-
mitment to study the acquisition of human knowledge as a
process of cognitive change and transformation. Sociocul-
tural approaches use different disciplinary tools, including
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discourse analysis as developed by linguists, longitudinal
methods familiar to developmental psychologists, and, most
frequently, qualitative methods of observation, participation,
and documentation as practiced by ethnographers and cultural
psychologists. This research does not fit easily into the
methodological framework most familiar to readers of psy-
chology. Our colleagues (Cole, 1996; Rogoff, 1990; Scribner
& Cole, 1981; Wells, 1999) found that they could not adapt
large-scale, cross-sectional methods to their inquiries into
psychological processes in culturally distinct contexts. Their
research demanded an interdisciplinary methodological ap-
proach for which they chose Vygotsky’s. Using his approach
and theoretical framework, they examined the interrelation-
ships of social and individual processes in the construction of
knowledge and the ways in which culture shapes the “appren-
ticeships of thinking” and diverse ways of knowing.

In their cross-cultural study of literacy among the Vai of
Liberia, Scribner and Cole (1981) at first applied traditional,
experimental methods of research. However, those efforts
failed because the researchers had not adequately identified
the specific contexts and purposes for which that population
used writing. To accomplish meaningful participation by
their subjects, they used ethnographic inquiries and the
development of culturally relevant problem-solving tasks.
Scribner and Coles’ resulting work, The Psychology of Liter-
acy, has influenced many sociocultural theorists because
their methodological approach provides complex documen-
tation of existing conditions and subsequent change. The em-
phasis is on examining real-life problems in natural settings
(frequently in classrooms) and analyzing the ways in which
people appropriate new learning strategies, jointly develop
artifacts, and practice newly acquired competencies. 

Sociocultural Approaches and Educational Psychology

The experiences of sociocultural researchers using ethno-
graphic approaches and the theoretical framework developed
by Vygotsky have contributed to a view of teaching/learning
(obuchenie in Russian) that places culture, context, and sys-
tem at the center of inquiry. Our purpose, then, is to clarify the
concepts that guide sociocultural interdisciplinary research
and its relevance for educational psychology. We realize
that the framework we describe is not easy to convey, as it re-
lies on philosophical assumptions and psychological ideas at
variance with a common understanding of educational psy-
chology. What, then, is its relevance to this volume? A
common ground, we believe, is a shared commitment to the
improvement of all children’s opportunities to learn in rapidly
changing, complex societies. Sociocultural researchers have
a contribution to make to this objective, as much of their

work—while situated at the interface of a number of
disciplines—is aimed at educational reform. This contribu-
tion is especially important today with the increased presence
of linguistically and culturally diverse learners. Vygotsky’s
theoretical framework, with its emphasis on language, culture,
social interaction, and context as central to learning and de-
velopment, is particularly relevant to teaching these learners.
Our intent is to describe this broad framework and then apply
it to a narrower focus—the obstacles these learners face when
acquiring literacy in a second language.

A Vygotskian Framework

In developing his framework, Vygotsky studied and critiqued
contemporary psychologists’ theories of the mind and, in
particular, focused on the ways that they addressed the devel-
opment of higher psychological functions. Vygotsky’s theo-
retical approach stressed the complex relationships between
the cognitive functions that we share with much of the natural
world and those mental functions that are distinct to humans.
He emphasized the dialectical relationship between individual
and social processes and viewed the different psychological
functions as part of a dynamic system. His study of the inter-
relationships between language and thought, and his ex-
amination of the role of concept formation in the development
of both, clearly illustrates a central component of his method-
ological approach: functional systems analysis. Alexander
Luria (1973, 1979) further developed the concept of a dy-
namic system of functions in his neurological research on the
ways in which brain trauma affects cognitive processing.

Vygotsky’s use of functional systems analysis to study lan-
guage acquisition, concept formation, and literacy provides
insights into synthesis and transformation in learning and de-
velopment. This synthesis is hard to conceptualize because
we are used to methodological individualism—a single focus
on behavior in isolation from culturally constituted forms of
knowing, productive social interaction, and dynamic con-
texts. In contrast, the weaving together of individual and
social processes through the use of mediational tools, such as
language and other symbol systems, and the documentation
of their synthesis and transformation is crucial for under-
standing sociocultural theories and, in particular, the role that
they ascribe to context. In educational psychology, where the
relationship between students and teachers has been of vital
concern, the emphasis throughout the twentieth century has
been on the developmental unfolding of the self-contained
learner. In contrast, Vygotsky stressed the important role of
interaction of the individual and the social in the teaching/
learning process. He defined social in the broadest sense, in-
cluding everything cultural as social: “Culture is both a prod-
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uct of social life and of the social activity of man and for this
reason, the very formulation of the problem of cultural devel-
opment of behavior already leads us directly to the social
plane of development” (Vygotsky, 1997a, p. 106). His empha-
sis on the interdependence of individual and social processes
is one reason why his work is so important today.

The transformation of social processes into individual ones
is central in sociocultural theory and contributes to its inter-
disciplinary nature. Within a framework based on Vygotsky’s
theory, it is difficult to maintain the traditional distinctions
between individual and social processes, between educational
and developmental psychology, between teaching and learn-
ing, and between quantitative and qualitative methods. Socio-
cultural approaches thus draw on a variety of disciplines,
including linguistics, anthropology, psychology, philosophy,
and education. Their contemporary influence is most notice-
able in interdisciplinary fields such as sociolinguistics and
cultural psychology.

Overview of Vygotsky’s Work

Dominant psychological theorists (such as Piaget and Freud)
generally ignore the role of history and culture, and conse-
quently, they base their analysis of teaching on universal
models of human nature. In contrast, Vygotsky’s sociocul-
tural framework supports pedagogical methods that honor
human diversity and emphasize social and historical con-
texts. Although some of Vygotsky’s concepts, most notably
the zone of proximal development, have been widely de-
scribed in textbooks, the full range of his contributions has
yet to be explored and applied. (For overviews of Vygotsky’s
work, see Daniels, 1996; John-Steiner & Mahn, 1996;
Kozulin, 1990; Moll, 1990; Newman & Holzman, 1993; Van
der Veer & Valsiner, 1991; Veresov, 1999; Wertsch, 1985a,
1991.) There was very little biographical material in the first
works of Vygotsky to appear in English. James Wertsch
(1985b), a sociocultural theorist who played an instrumental
role in helping make Vygotsky’s ideas available in English,
interviewed people who knew Vygotsky to provide biograph-
ical material for his books. Although more biographical ma-
terial has become available, including important information
from his daughter, Gita Vygotskaya (1999), there is still one
important unresolved question: At what point was Vygotsky
able to synthesize his understanding of Marx and Engels’s
methodological approach with his increasingly empirical
knowledge of psychology? When Vygotsky began his inves-
tigation of higher mental functions, he clearly had assimi-
lated Marx and Engels’s dialectical method and their analysis
of the formation and the development of human society as
foundations for his own work.

Vygotsky’s Experimental Method

In this chapter we look at Vygotsky’s application of the di-
alectical method to the study of the development of human
cognitive processes and emphasize, in particular, his analysis
of how language and other symbol systems affect the origins
and development of higher mental functions. Vygotsky used
the concept of meaning to analyze this relationship. He also
looked at the ways in which other culturally constituted sym-
bol systems such as mathematics and writing contributed to
the development of human cognition.

Other topics of shared interest to educational psycholo-
gists and sociocultural scholars include the study of memory
(Leontiev, 1959/1981); of concept formation (Panofsky,
John-Steiner, & Blackwell, 1990; Van Oers, 1999; Vygotsky,
1986); of teaching and learning processes (Moll, 1990; Tharp
& Gallimore, 1988; Vygotsky, 1926/1997, 1978; Wells, 1999;
Wells & Claxton, 2002); of mathematical development
(Davydov, 1988; Schmittau, 1993); of literacy (John-Steiner,
Panofsky, & Smith, 1994; Lee & Samgorinsky, 2000). We
recognize how little is known in the West of the research
conducted by Vygotsky, his collaborators, and his students.
The reasons for the limited attention their work has received
may reside in linguistic and cultural differences and also in
its differing methodological approach. The Soviet scholars in
the 1920s and 1930s did not use sophisticated statistics and
carefully chosen experimental controls; instead, their focus
was on the short- and long-term consequences of theoreti-
cally motivated interventions. Their approach centered on
provoking rather than controlling change. “Any psycho-
logical process, whether the development of thought or
voluntary behavior, is a process undergoing changes right
before one’s eyes” (Vygotsky, 1978, p. 61). These experi-
ments, though called formative, had no relationship to forma-
tive evaluation common in the West. Griffin, Belyaeca,
Soldatova, & Velikhov-Hamburg Collection (1993) de-
scribed formative experiments:

The question of interest is not if a certain type of subject
performs correctly on a criterion task under certain conditions,
but, rather, how the participants, including the experimenter,
accomplish what task, using cultural artifacts. The task and
goal are purposefully vague; they are underspecified initially
from the perspectives of both subject and experimenter. A for-
mative experiment specifies task and goal as the participants ex-
perience “drafts” of it being constructed, deconstructed, and
reconstructed. The coordinations and discoordinations of the
participants in the experiment make public “what is going on
here”—what the task is. In this way of working, goal formation
and context creation are a part of the material taken as data, not
given a priori. (p. 125)
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Our focus in this chapter is to examine how Vygotsky
explained context creation through his studies of language,
thought, and concept formation. Drawing on sociocultural
studies based on Vygotsky’s work, including our research in
two, often overlapping fields—second language learning and
literacy—we describe how Vygotsky’s theoretical framework
and methodological approach influenced our own studies. We
conclude by examining how the sociocultural tradition can
help us meet the challenge of providing effective education
for all students, including the culturally and linguistically
diverse and those with special needs. We start with an exam-
ination of the origins of the sociocultural tradition established
by Vygotsky over 70 years ago.

VYGOTSKY AND SOCIOCULTURAL THEORY

How is Vygotsky to be understood? As a hidden treasure who
can now be revealed to the world? As an historical figure; part
icon, part relic? As the construction of a historical figure used for
contemporary purposes to ventriloquate contemporary argu-
ments? As a lost contemporary, speaking to us across time?
There is no exclusively correct choice among these alternatives,
he is all of these. (Glick, 1997, p. v)

Historical and Biographical Background

Lev Semyonovich Vygotsky was born in 1896 in the small
Russian town of Orsha and was raised in Gomel in Belorussia.
His middle-class parents were able to afford private tutoring at
a time when most Jewish students were excluded from regular
public schooling. His mother’s influence was profound, as she
introduced Vygotsky to languages, literature, and the plea-
sures of daily conversation. In 1913 he was fortunate to be ad-
mitted as a result of a lottery to Moscow University, where he
enrolled in the medical school. After a month he transferred to
the law school, from which he earned a law degree in 1917. In
1914 he also enrolled in a free university, from which he also
graduated in 1917 with majors in history and philosophy
(Blanck, 1990). Literature remained a lifelong passion and
furnished Vygotsky with important psychological insights. He
was an avid reader of the work of European scholars, in partic-
ular, Spinoza, whose work was central to his theory of emo-
tions. Vygotsky studied and translated many works of the
leading psychological thinkers of his time (including Freud,
Buhler, James, Piaget, and Pavlov). After graduating from the
universities, Vygotsky returned to Gomel, where he spent
the next 7 years teaching and continuing his intellectual pur-
suits: “He taught literature and Russian at the Labor School, at
adult schools, at courses for the specialization of teachers, at
Workers’ Faculty, and at technical schools for pressmen and

metallurgists. At the same time, he taught courses in logic and
psychology at the Pedagogical Institute, in aesthetics and art
history at the Conservatory, and in theater at a studio. He
edited and published articles in the theater section of a news-
paper” (Blanck, 1990, p. 35). His interest in teaching/learning
and in psychology resulted in one of his earliest books,
Pedagogical Psychology, published in 1926 (the American
edition of this volume was retitled Educational Psychology;
Vygotsky, 1926/1997).

The aftermath of the Russian revolution of 1917 provided
new opportunities to Vygotsky. He was able to teach and
travel, to present papers at psychological congresses, and to
start to address the challenge of the nature of consciousness
from a Marxist point of view. In 1924 he spoke at the Second
All-Russian Psychoneurological Congress in Leningrad. His
brilliant presentation resulted in his joining the Psychological
Institute in Moscow, where he and his wife lived in the base-
ment. A year later, Vygotsky was supposed to defend his dis-
sertation titled The Psychology of Art, but he was bedridden
with a serious bout of tuberculosis, the disease that killed him
in 1934.

Developing a New Psychology

Once in Moscow, surrounded with young colleagues and
students, Vygotsky devoted himself to the construction of a
new psychology using a Marxist approach. During the tur-
bulent years in the Soviet Union spanning from the 1917
revolution through the Civil War in the Soviet Union to
Stalin’s purges in the 1930s, many psychologists took part in
rethinking basic issues, such as “What is human nature?” or
“How do we define consciousness?” Vygotsky sought to
apply Marx’s dialectical method to the study of the mind
rather than patch together quotations from Marx, as became
the practice after Stalin took power in 1924. Vygotsky’s cre-
ative, nondogmatic approach ran afoul of the ruling Stalinist
bureaucracy, but he died right before the political climate be-
came so repressive that the very discipline of psychology
was temporarily obliterated.

Luria (1979), one of Vygotsky’s closest collaborators,
wrote, “Vygotsky was the leading Marxist theoretician among
us” (p. 43). After quoting a passage from Marx on the nature
of human consciousness, Luria wrote, “This kind of general
statement was not enough, of course, to provide a detailed set
of procedures for creating an experimental psychology of
higher psychological functions. But in Vygotsky’s hands
Marx’s methods of analysis did serve a vital role in shaping
our course” (p. 43).

In addition to developing a new course for psychology,
another of Vygotsky’s goals was “to develop concrete ways
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of dealing with some of the massive practical problems con-
fronting the USSR—above all the psychology of education
and remediation” (Wertsch, 1985a, p. 11). This was a huge
undertaking in an underdeveloped, poor country that had
borne the brunt of World War I in terms of loss of life and
economic devastation, and then had gone through a pro-
found social revolution and a prolonged civil war. The extra-
ordinary challenge of developing literacy in a society where
the population over the age of 9 years was largely illiterate
made it difficult to use traditional approaches. 

In their travels throughout the Soviet Union, Vygotsky and
his collaborators were able to assess the population’s needs
and to set up laboratories and special education programs for
children who had suffered trauma. This work contributed to
Vygotsky’s recognition of the crisis in psychology and led
him to develop a new methodological approach for psycho-
logical research that included formative experiments rather
than just laboratory experiments. “The central problems of
human existence as it is experienced in school, at work, or in
the clinic all served as the contexts within which Vygotsky
struggled to formulate a new kind of psychology” (Luria,
1979, pp. 52–53).

Vygotsky’s Methodological Approach

Elsewhere, we have written more extensively on Vygotsky’s
theoretical foundations and methodological approach (John-
Steiner & Souberman, 1978; Mahn, 1999); here, we limit
ourselves to examining the theoretical foundations for his
functional systems analysis. An integral component of func-
tional systems analysis is genetic analysis—the study of
phenomena in their origins, their development, and eventual
disintegration. Although Vygotsky’s use of genetic analysis
is perhaps better known, functional systems analysis consti-
tutes the core of his scientific analysis and remains one of his
most significant contributions to the study of the mind.

Use of Dialectics

Although Vygotsky’s focus was on the development of the
mind, of human consciousness, he situated that study in the
historical development of society and in concrete contexts
for human development. Vygotsky drew heavily from Marx
and Engels’s application of dialectical materialism to the study
of human social development (historical materialism). He
examined the origins and evolution of phenomena, such as
higher mental functions, as dynamic, contextual, and complex
entities in a constant state of change. His dialectical approach
had the following as central tenets: (a) that phenomena should
be examined as a part of a developmental process starting with

their origins; (b) that change occurs through qualitative
transformations, not in a linear, evolutionary progression; and
(c) that these transformations take place through the unifica-
tion of contradictory, distinct processes. He used dialectics to
examine the processes that brought the mind into existence
and to study its historical development. “To study something
historically means to study it in the process of change; that
is the dialectical method’s basic demand” (Vygotsky, 1978,
pp. 64–65). Vygotsky saw change in mental functioning not
as the result of a linear process, but rather as the result of quan-
titative changes leading to qualitative transformations. In these
transformations, formerly distinct processes became unified.
Vygotsky grounded this approach in the material world, start-
ing his analysis with the changes that occurred when humans
began to control and use nature to meet their needs.

The Search for Method

This approach revealed the need for psychology to develop a
new methodology that surmounted the weaknesses of both be-
haviorism and subjective psychology. Vygotsky (1978) wrote,
“The search for method becomes one of the most important
problems of the entire enterprise of understanding the uniquely
human forms of psychological activity. In this case, the method
is simultaneously prerequisite and product, the tool and the re-
sult of the study” (p. 65). In one of his first major works, “The
Historical Meaning of the Crisis in Psychology: A Method-
ological Investigation,” Vygotsky (1997b) subjected the domi-
nant theories of his time to a critical analysis starting with the
methodology that they inherited from the natural sciences.

This methodology based on formal logic posits a static
universe in which immutable laws determine categories
with impenetrable boundaries. It dichotomizes reality and
creates binary contradictions: mind versus matter, nature ver-
sus culture, individual versus social, internal versus external,
process versus product. Reductionist approaches “depend on
the separation of natural processes into isolable parts for in-
dividual study. They have provided a rich repertoire of infor-
mation about the world, but they systematically ignore the
aspects of reality that involve relations between the separated
processes” (Bidell, 1988, p. 330). Rather than isolating phe-
nomena, Vygotsky approached the study of the mind by ex-
amining its origins and development and then exploring its
interconnections with biological, emotional, cultural, and
social systems. Luria (1979) clearly articulated the dialecti-
cal approach that Vygotsky used to study the relationship
between the higher mental and elementary functions: 

Influenced by Marx, Vygotsky concluded that the origins of higher
forms of conscious behavior were to be found in the individual’s



130 Sociocultural Contexts for Teaching and Learning

social relations with the external world. But man is not only a
product of his environment, he is also an active agent in creating
that environment. The chasm between natural scientific explana-
tions of elementary processes and mentalist descriptions of com-
plex processes could not be bridged until we could discover the
way natural processes such as physical maturation and sensory
mechanisms become intertwined with culturally determined
processes to produce the psychological functions of adults. We
needed, as it were, to step outside the organism to discover
the sources of specifically human forms of psychological activity.
(p. 43)

Ethnographic Research Methods 

This stepping outside of the organism led sociocultural re-
searchers to use ethnographic methods when they found that
they could not adopt large-scale, cross-sectional methods to
their inquiries into the apprenticeships of thinking in
Guatemala (Rogoff, 1990) or the study of literacy in Liberia
(Cole, 1996; Scribner & Cole, 1981). John-Steiner and
Osterreich (1975) faced a similar dilemma in her work with
Navajo children when she found that traditional vocabulary
tests were inappropriate in assessing the language develop-
ment of these bilingual children. She needed to develop
culturally appropriate methods of observation and documen-
tation to identify the learning activities in which tradition-
ally raised Navajo children participated and to design new
methods (e.g., story retelling) for evaluating their language
learning. Her work among Native American populations
played an important role in the development of her theory of
cognitive pluralism (John-Steiner, 1991, 1995).

Cognitive Pluralism

Through her observations in Native American schools, John-
Steiner noted that Navajo and Pueblo children conveyed
knowledge not only through language, but also by dramatic
play, by drawing, and by reenacting their experiences, as well
as in spatial and kinesthetic ways. This caused a shift in her
approach to the nature of thought and theories of thinking. To
show the importance of varied semiotic means—sign-symbol
systems used for understanding reality and appropriating
knowledge—John-Steiner (1991, 1995) developed a pluralis-
tic rather than a monistic theory of semiotic mediation based
on her studies of these learners who were raised in culturally
diverse contexts. Likewise, in her studies of apprenticeships,
Rogoff (1990) found the importance of visual as well as ver-
bal semiotic means in participatory learning. Although
Vygotsky’s (1981) focus was more on language’s mediational
role, he also recognized other semiotic means: “various sys-
tems of counting; mnemonic techniques; algebraic symbol

systems; works of art; writing; schemes, diagrams, maps and
mechanical drawings; all sorts of conventional signs and so
on” (p. 137).

The concept of cognitive pluralism provided John-
Steiner with a lens to examine the impact of external activ-
ities on the acquisition and representation of knowledge.
Ecology, history, culture, and family organization play roles
in the patterning of events and experience in the creation of
knowledge (John-Steiner, 1995). In a culture where linguis-
tic varieties of intelligence are dominant in the sharing of
knowledge and information, verbal intelligence is likely to
be widespread. In cultural contexts where visual symbols
predominate, as is the case in many Southwestern commu-
nities, internal representations of knowledge reflect visual
symbols and tools. John-Steiner’s interpretation of the mul-
tiplicity of ways in which we represent knowledge does not
have the strong biological base of Gardner’s (1983) theory
of multiple intelligences but shares the emphasis on the
diversity of knowledge acquisition and representation. Her
Notebooks of the Mind further illustrates the concept of cog-
nitive pluralism by examining the varied ways in which
experienced thinkers make and represent meaning through
the use of words, drawings, musical notes, and scientific
diagrams in their planning notes (John-Steiner, 1985a). She
cites the work of Charles Darwin, who relied on tree dia-
grams in his notebooks to capture his developing evolution-
ary theories in a condensed visual form.

The Role of Culture

Cross-cultural studies such as Cole, Gay, Glick, and Sharp’s
work (1971) on adult memory illustrate the relevance of cog-
nitive pluralism and contribute to our understanding of the
impact of culture on cognition. In their work among the Kpelle
and the Vai in Liberia, Cole and his collaborators found that
categories organized in a narrative form were remembered
very well by native participants whereas their performance on
standard (Western) tasks compared poorly with that of North
American and European participants. In Cultural Psychology,
Cole (1996) proposed that the focus of difference among
distinct groups is located in the ways they organize the activity
of everyday life. Sociocultural researchers have increasingly
made such activity a focus for study as described by Wertsch
(1991):

When action is given analytic priority, human beings are viewed
as coming into contact with, and creating, their surroundings as
well as themselves through the actions in which they engage.
Thus action provides the entry point into analysis. This con-
trasts on the one hand with approaches that treat the individual
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primarily as a passive recipient of information from the environ-
ment, and on the other with approaches that focus on the indi-
vidual and treat the environment as secondary, serving merely as
a device to trigger certain developmental processes. (p. 8)

Sociocultural studies, such as those just mentioned, explore
the role played by culture in shaping both thinking and con-
text. They illustrate Vygotsky’s analyses of both the growth
and change of higher psychological processes through cultural
development and of the relationship between the elementary
and the higher mental functions.

VYGOTSKY’S ANALYSIS OF ELEMENTARY AND
HIGHER MENTAL FUNCTIONS

We will term the first structures primitive; this is a natural psy-
chological whole that depends mainly on the biological features
of the mind. The second, arising in the process of cultural devel-
opment, we will term higher structures since they represent a ge-
netically more complex and higher form of behavior. (Vygotsky,
1997a, p. 83)

When Vygotsky developed his analysis of higher mental
functions, psychology was divided into two dominant and dis-
tinct camps: one that relied on stimulus-response to explain
human behavior and the other that relied on introspection as
an alternative to empirical research. Rather than trying to rec-
oncile these two disparate approaches, Vygotsky argued that a
whole new approach was necessary to study the mind—one
that critically examined psychology’s origins in the natural
sciences. In developing his new approach, Vygotsky focused
on the origins and the development of the higher mental
processes. He distinguished between mental functions that re-
side in biology—the reflexes of the animal kingdom (involun-
tary attention, mechanical memory, flight)—and those that
result from cultural development—voluntary attention, logi-
cal memory, formation of concepts.

Vygotsky studied prevailing psychological explanations
of the development of higher mental functions and found that
they addressed the origins, development, and purposes of the
elementary mental functions but not the roles of language,
human society, and culture in the genesis and development of
the higher mental functions. His analysis of Freud was par-
ticularly intriguing in this regard. While he accepted the sub-
conscious, Vygotsky also commented that “the subconscious
is not separated from consciousness by an impassable wall”
(quoted in Yaroshevsky, 1989, p. 169). Vygotsky (1997a)
felt that clinical studies that isolated features or functions
of human behavior resulted in “an enormous mosaic of
mental life . . . comprised of separate pieces of experience, a

grandiose atomistic picture of the dismembered human
mind” (p. 4). Vygotsky’s (1997a) critique of this picture
became the starting place for his research. 

He drew the distinction between the higher and lower
mental functions along four major criteria: origins, structure,
function, and their interrelationships: 

By origins, most lower mental functions are genetically inher-
ited, by structure they are unmediated, by functioning they are
involuntary, and with regard to their relation to other mental
functions they are isolated individual mental units. In contrast, a
higher mental function is socially acquired, mediated by social
meanings, voluntarily controlled and exists as a link in a broad
system of functions rather than as an individual unit. (Subbotsky,
2001, ¶ 4)

Functional Systems Analysis

To study higher mental functions, Vygotsky developed a
functional systems approach, which analyzed cognitive
change as both within and between individuals. In a previous
paper we defined functional systems as “dynamic psycholog-
ical systems in which diverse internal and external processes
are coordinated and integrated” (John-Steiner & Mahn, 1996,
p. 194). A functional systems approach captures change and
provides a means for understanding and explaining qualita-
tive transformations in mental functions. In their analysis of
psychological processes as functional systems formed in the
course of development, Vygotsky and Luria examined the
ways biological, social, emotional, and educational experi-
ences of learners contribute to and function within dynamic
teaching/learning contexts.

Research Applications

In The Construction Zone, Newman, Griffin, and Cole (1989)
described their application of Vygotsky’s and Luria’s func-
tional systems analysis to education. They conceptualized
a functional system as including “biological, culturally vari-
able, and socially instantiated mechanisms in variable relations
to the invariant tasks that we investigate” (p. 72). Invari-
ant tasks here refers to specific memory and concept sorting
tasks used in clinical evaluations and experimental studies in
which participants are provided with mediating tools. This ap-
proach was also used in Vygotsky’s well-known block test,
which consisted of 22 wooden blocks of varying sizes, shapes,
and colors, with nonsense syllables on the bottom of the blocks
serving as guides to systematic sorting. These syllables are
mediating tools because they help the subjects to construct con-
sistent clusters of blocks. As children acquire increasingly
more sophisticated ways of sorting blocks, their progress
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reveals changes and reorganizations in their functional systems
and not just the simple addition of new strategies.

In his research with patients with frontal lobe injuries,
Luria (1973) found that their injuries limited their use of
external devices so that they needed assistance in using semi-
otic means. He found that patients improved when clinicians
provided new tools and mechanisms to solve memory and
sorting tasks. Wertsch (1991) described the semiotic media-
tion between individuals and cultural or mediational tools:

The incorporation of mediational means does not simply facili-
tate actions that could have occurred without them; instead as
Vygotsky (1981, p. 137) noted, “by being included in the process
of behavior, the psychological tool alters the entire flow and
structure of mental functions. It does this by determining the
structure of a new instrumental act, just as a technical tool alters
the process of a natural adaptation by determining the form of
labor operations.” (pp. 32–33)

Elsewhere, Wertsch (1985a) described multiplication as an
example of mediation because of the ways in which semiotic
rules provide a system, spatially arranged, to assist the indi-
vidual who is engaged in mediated action. 

Cultural Tools

Sociocultural researchers examine the use of mediational
tools such as talk or charts in the evolution of cognitive con-
structs. These external tools reflect the crystallized experi-
ences of learners from previous generations: 

Sociocultural theory . . . can be characterized by its central claim
that children’s minds develop as a result of constant interactions
with the social world—the world of people who do things for
and with each other, who learn from each other and use the ex-
periences of previous generations to successfully meet the de-
mands of life. These experiences are crystallized in “cultural
tools” and children have to master these tools in order to develop
specifically human ways of doing things and thus become com-
petent members of a human community. These tools can be ma-
terial objects (e.g., an item of kitchenware for one specifically
human way of eating and cooking), or patterns of behavior
specifically organized in space and time (for example, children’s
bedtime rituals). Most often however, such tools are combina-
tions of elements of different order, and human language is the
multi-level tool, par excellence, combining culturally evolved
arrangements of meanings, sounds, melody, rules of communi-
cation, and so forth. (Stetsenko & Arievitch, 2002)

These symbolic tools and artifacts reveal information about
the ways in which humans think, reason, and form concepts. 

Vygotskian approaches that focus on symbolic representa-
tion and mastery of mathematical concepts are becoming
more popular in mathematics education. In their research of
high school mathematics, Tchoshanov and Fuentes (2001)
explored the role of multiple representations and symbolic
artifacts (numerical, visual, computer graphic symbols, and
discourse). These multiple semiotic means constitute a func-
tional system that, if used flexibly by different learners,
effectively contributes to the development of abstract mathe-
matical thinking.

In studies of literacy, a functional systems analysis high-
lights the integration of the semantic, syntactic, and prag-
matic systems in reading and focuses on ways learners from
diverse backgrounds use their past learning strategies to
acquire new knowledge. In a study of Hmong women,
Collignon (1994) illustrates a synthesis between traditional
sewing practices and English as a Second Language (ESL)
instruction. The method by which sewing was taught to
young Hmong women became their preferred method for
learning English as a second language. Here, developmental
change goes beyond the addition of a new skill as represented
in many traditional learning theories; it implies synthesis and
transformation through the weaving together of individual
and social processes. 

INDIVIDUAL AND SOCIAL PROCESSES
IN LEARNING

One of Vygotsky’s major contributions to educational
psychology—his analysis of the interweaving of individual
and social processes—is also a major theme of a recent vol-
ume that reports on a 2-year project evaluating new develop-
ments in the science of learning (NRC, 1999). Two central
aspects of learning presented in the findings of this project
coincide with essential concepts of Vygotsky’s analysis. First
is the role of social interaction and culture in teaching/learn-
ing: “Work in social psychology, cognitive psychology, and
anthropology is making clear that all learning takes place in
settings that have particular sets of cultural and social norms
and expectations and that these settings influence learning
and transfer in powerful ways” (NRC, 1999, p. 4). The sec-
ond aspect is the functional systems approach: “Neuro-
science is beginning to provide evidence for many principles
of learning that have emerged from laboratory research, and
it is showing how learning changes the physical structure of
the brain and, with it, the functional organization of the
brain” (NRC, 1999, p. 4). The analysis presented in this vol-
ume also supports Vygotsky’s position that learning leads
development.
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Learning and Development

“Learning and development are interrelated from the child’s
very first day of life,” Vygotsky (1978, p. 84) wrote. In com-
paring his own approach to that of some of his influential
contemporaries, including Thorndike, Koffka, and Piaget,
Vygotsky argued against using maturation as the central
explanatory principle in development. He also had a differ-
ent view on the relationship of development and social
processes. “In contrast to Piaget, we believe that develop-
ment proceeds not toward socialization, but toward convert-
ing social relations into mental functions” (Vygotsky, 1997a,
p. 106). He further opposed approaches that reduced learning
to the acquisition of skills. In contrast to traditional “bank-
ing” concepts of learning, Vygotsky (1926/1997) introduced
a different metaphor:

Though the teacher is powerless to produce immediate effects
on the student, he’s all-powerful in producing direct effects on
him through the social environment. The social environment is
the true lever of the educational process, and the teacher’s over-
all role is reduced to adjusting this lever. Just as a gardener
would be acting foolishly if he were to affect the growth of a
plant by directly tugging at its roots with his hands from under-
neath the plant, so the teacher is in contradiction with the es-
sential nature of education if he bends all his efforts at directly
influencing the student. But the gardener affects the germina-
tion of his flowers by increasing the temperature, regulating the
moisture, varying the relative position of neighboring plants,
and selecting and mixing soils and fertilizers. Once again, in-
directly by making appropriate changes to the environment.
Thus, the teacher educates the student by varying the environ-
ment. (p. 49)

This metaphor describes a process of scaffolded learning
(Wood, Bruner, & Ross, 1976) in which someone who is
more expert creates the foundation for the zone of proximal
development. Vygotsky (1978) used this concept, for which
he is best known, to differentiate between two levels of
development: The first, the actual level of development, is
achieved by independent problem solving. This is the level of
development of a child’s mental functions that has been
established as a result of certain already-completed develop-
mental cycles and is measured when students are given tests
to complete on their own. The second level, designated by
Vygotsky as the potential level of development, describes
what a child or student can accomplish with the guidance or
collaboration of an adult or more capable peer. Through the
concept of the zone of proximal development, learning
processes are analyzed by looking at their dynamic develop-
ment and recognizing the immediate needs for students’

development. The issue, however, is not resolved once we
find the actual level of development. “It is equally important
to determine the upper threshold of instruction. Productive
instruction can occur only within the limits of these two
thresholds of instruction. . . . The teacher must orient his
work not on yesterday’s development in the child but on
tomorrow’s” (Vygotsky, 1987, p. 211). Vygotsky developed
the concept of the zone of proximal development late in his
life and did not have the opportunity to elaborate it fully.
Therefore, it is important to situate this concept in his more
developed theory of teaching and learning.

Teaching/Learning

Vygotsky’s work is characterized by its emphasis on the di-
alectical relationship between teaching and learning. The
Russian word obuchenie, which means teaching/learning,
speaks of a unified process, rather than the paradigmatic
separation of the two: “The Russian word obuchenie does
not admit to a direct English translation. It means both
teaching and learning, both sides of the two-way process,
and is therefore well suited to a dialectical view of a phe-
nomenon made up of mutually interpenetrating opposites”
(Sutton, 1980, pp. 169–170). Among sociocultural theorists,
teaching/learning is represented as a joint endeavor that en-
compasses learners, teachers, peers, and the use of socially
constructed artifacts:

The importance of material artifacts for the development of cul-
ture is by now well understood; the invention of the flint knife
and later of the wheel are recognized to have radically changed
the possibilities for action of the prehistoric societies which
invented them. . . . In more recent times, the same sort of sig-
nificance is attributed to the invention of the printing press,
powered flying machines and the microchip. But Vygotsky’s
great contribution was to recognize that an even greater effect
resulted from the development of semiotic tools based on signs,
of which the most powerful and versatile is speech. For not only
does speech function as a tool that mediates social action, it also
provides one of the chief means—in what Vygotsky (1987)
called “inner speech”—of mediating the individual mental ac-
tivities of remembering, thinking, and reasoning. (Wells, 1999,
p. 136)

In addition to his emphasis on socially constructed arti-
facts, Vygotsky also stressed the role of the environment as
reflected in the gardening metaphor just quoted. In conceiving
of environment more broadly than the physical context,
Vygotsky attributed an important role to individuals’contribu-
tions to the environment, including their emotional appropria-
tion of interactions taking place within specific contexts.
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Affective Factors

In constructing a general trajectory of development and
clarifying the role of context, Vygotsky (1994) underscored
the specificity of human experience through his notion of
perezhivanija—“how a child becomes aware of, interprets,
[and] emotionally relates to a certain event” (p. 341); “the
essential factors which explain the influence of environment
on the psychological development of children and on the
development of their conscious personalities, are made up
of their emotional experiences [ perezhivanija]” (p. 339).
Vygotsky developed the concept of perezhivanija to describe
an important component of the dynamic complex system that
constitutes context—what the child or student brings to and
appropriates from interactions in a specific context.

The translators of the article, “The Problem of the Envi-
ronment,” in which Vygotsky (1994) explained his notion of
perezhivanija, noted that the “Russian term serves to express
the idea that one and the same objective situation may be
interpreted, perceived, experienced or lived through by dif-
ferent children in different ways” (Van der Veer & Valsiner,
1994, p. 354). This notion, often left out of discussions of
context, was a central consideration for Vygotsky.

Sociocultural Approaches to Context

The word “context” is open to a multitude of interpretations.
The etymology of “context” from the Latin contextera (to
weave together) is closely related to that of “text,” the Latin
textum (that which is woven, a fabric; Skeat, 1995). This ex-
planation of the word helps capture two central elements in
Vygotsky’s theoretical framework: the dialectical weaving
together of individual and social processes in learning and
development, and the recognition that human activity takes
place in a social and historical context and is shaped by and
helps shape that context. Vygotsky viewed humans as the cre-
ators and the creations of context and felt that their activity
reflected the specificity of their lives rather than ahistorical,
universal principles. In emphasizing the active role of learn-
ers, we see them, along with other sociocultural theorists
(i.e., Rogoff, 1990; Tharp & Gallimore, 1988), as members
of learning communities. Such an approach helps synthesize
a frequently dichotomized view of teaching and learning in
education where the works of learning theorists are isolated
from the findings of developmentalists.

In studying learning communities, sociocultural theorists
have made the cultural and social aspects of context a focus
for their studies (Cole, 1996; Forman, Minick, & Stone,
1993; Lave, 1988; Lave & Wegner, 1991; Rogoff, 1990).

Tharp, Estrada, Dalton, and Yamuchi (2000) highlighted the
educational importance of context in Teaching Transformed:
“Effective teaching requires that teachers seek out and in-
clude the contexts of students’ experiences and their local
communities’ points of view and situate new academic learn-
ing in that context” (p. 26). Tharp et al. illustrated a growing
consensus among educational reformers of the significance
of contextualized activities. They provided an example of
contextualized activity consisting of sixth graders collecting
height and weight data in the children’s home communities
and discussing the best way to represent the data while ac-
quiring the relevant mathematical concepts. They further
suggested that “the known is the bridge over which students
cross to gain the to-be-known. This bridging or connecting is
not a simple association between what is already known and
what is new; it is an active process of sorting, analysis, and
interpretation” (p. 29). 

Assessment and Context

An important component in this bridging is accurate assess-
ment of what the student brings to the classroom. Socio-
cultural approaches to assessment value the role that context
plays and are concerned with the ways in which its influence
can be described and measured. Wineburg (2001) contrasts
Vygotskian approaches to traditional approaches that focus
on the individual.

[I]n contrast to traditional psychometric approaches, which seek
to minimize variations in context to create uniform testing con-
ditions, Vygotsky argued that human beings draw heavily on the
specific features of their environment to structure and support
mental activity. In other words, understanding how people think
requires serious attention to the context in which their thought
occurs. (Alternative Approach section, ¶ 5)

Language Use and Context

Lily Wong-Fillmore (1985) contributes to a broader under-
standing of context through her studies of teachers’ language
use in the classroom. In analyzing successful environments
for learning a second language, she examines both the linguis-
tic input of teachers as well as their ability to contextualize
language. If teachers put their lessons in the context of previ-
ous ones, they

anchor the new language in things that they have reason to believe
the students already know. If the students remember what they did
or learned on the earlier occasion, the prior experience becomes a
context for interpreting the new experience. In lessons like this,
prior experiences serve as the contexts within which the language
being used is to be understood. (p. 31)
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These studies illustrate that context is a widely shared con-
cern among sociocultural theorists and one that virtually
needs redefinition for different situations.

Culture and Context

The specific description of context is not separated from the
process being studied and needs to include cultural consider-
ations, as each context may call for distinct approaches. John-
Steiner, for example, found that story retelling was an
effective elicitation method for many children, but was not as
effective with Navajo children until traditional winter tales
were substituted for the generic stories she had used with
mainstream students. Similarly, Tharp found that collabora-
tive groupings that he used successfully with Hawaiian stu-
dents did not work with Native American students where
considerations of clan and gender had to be included in deci-
sions about how to pair children. Griffin et al. (1993) include
other elements that play a role in context: “the semantic sig-
nificance of grammatical constructions, the media and medi-
ation, communicative acts, social roles and classes, cultural
(and ethnic) conventions and artifacts, institutional con-
straints, past history, and negotiated goals imaging the fu-
ture” (pp. 122–123).

Sociocultural researchers whose studies focus on the
workplace as a setting for learning also stress the importance
of context. The Finnish researcher Yrjö Engeström (1994,
1999) and his collaborators (Engeström, Miettinen, &
Punamäki, 1999) looked at school, hospital, outpatient, and
industrial contexts. In their recent work they emphasized
knotworking, which they define as “the notion of knot refers
to a rapidly pulsating, distributed and partially improvised or-
chestration of collaborative performance between otherwise
loosely connected actors and activity systems” (1999,
p. 346). Among linguists, Michael Halliday (1978) is most
emphatic in emphasizing the role of context, as seen in his in-
fluential book, Language as Social Semiotic. He succinctly
summarized the relationship between language and context:
“The context plays a part in what we say; and what we say
plays a part in determining the context” (p. 3). This echoes
Vygotsky’s emphasis on the individual shaping context and
language shaping the individual.

MEDIATION AND HIGHER
PSYCHOLOGICAL PROCESSES

If language is as ancient as consciousness itself, if language is
consciousness that exists in practice for other people, and there-
fore for myself, then it is not only the development of thought but

the development of consciousness as a whole that is connected
with the development of the word. (Vygotsky, 1987, p. 285)

The way that language and, in particular, word meaning
developed was a central concern of Vygotsky’s and is key to
understanding the intricate dialectical relationship he de-
scribed between language, thought, and consciousness. In
this section we examine one of the most influential and most
original aspects of Vygotsky’s legacy: his analysis of lan-
guage’s mediational role in the development of higher men-
tal functions. In his study of the higher mental functions,
Vygotsky (1997a) described two distinct streams of develop-
ment of higher forms of behavior, which were inseparably
connected but never merged into one:

These are, first, the processes of mastering external materials of
cultural development and thinking: language, writing, arithmetic,
drawing; second the processes of development of special higher
mental functions not delimited and not determined with any de-
gree of precision and in traditional psychology termed voluntary
attention, logical memory, formations of concepts, etc. (p. 14)

Vygotsky’s analyses of the external materials—language,
writing, and arithmetic—help us understand psychology’s
role in guiding educational approaches to teaching/learning.
An important part of this analysis of the development of
higher mental functions is his theory of concept formation and
its relationship to language acquisition and verbal thinking.

Language Acquisition

Contemporary scholars have added to Vygotsky’s theoretical
claim that language is central to human mental development
in a variety of ways, including showing “how symbolic think-
ing emerges from the culture and community of the learner”
(NRC, 1999, p. 14). Vygotsky (1981) included important cul-
tural and psychological tools in addition to language, such as
mathematical symbols, maps, works of art, and mechanical
drawings that serve to shape and enhance mental functioning.
These socially constructed semiotic means are transmitted
and modified from one generation to the next. Language, as
the chief vehicle of this transmission, is a cultural tool
(Wertsch, 1998).

Vygotsky examined semiotic mediation, including lan-
guage, developmentally. In Thinking and Speech (1987) he
wrote, “The first form of speech in the child is purely social”
(p. 74). In this short statement he captures the fact that human
survival requires the sustained attention to and care of others.
In comparison to that of other species, the behavior of human
infants is immature and indeterminate.Therefore, their earliest
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efforts at communication require careful, finely tuned interpre-
tations provided by caregivers:

From the moment of birth this adaptation places the infant into
social relations with . . . adults and through them into a sociocul-
tural system of meaning. Thus the requirements of care allow the
infant’s individuality to develop with cultural sources and also
provide the communicative formats necessary for the develop-
ment of language. (John-Steiner & Tatter, 1983, p. 87)

Socialization of Attention

In order to begin understanding adult references, the very
young learner has to share an attentional focus with the adult
through a process of socialization of attention (Zukow-
Goldring & Ferko, 1994). While children are dependent on
their caregivers, the windows of opportunity to create joint
attention are short because their attention is intermittent with
their gazes shifting from faces to objects:

We have called this process in which caregivers specify cultur-
ally relevant and socially shared topics perceptually for the
child’s benefit socializing attention. In socializing attention care-
givers use both gesture and speech. In these situations the occur-
rence of a linguistic device, say a name, is actually coincident
both with the presence of some stable pattern in the environment,
the labeled topic of attention, and with the action directing atten-
tion to that object. (p. 177)

Before infants appropriate linguistic meaning they have to
follow the adult’s gaze and have their modes of expression
interpreted. The connection between objects and their refer-
ents is not easy to establish because it requires multiple cog-
nitive processes and it proceeds by fits and starts. This
connection is also linked to the development of practical
thinking, to the toddlers’ manipulation of objects, and to their
practical activities as well as to emotional and expressive
behavior. “Laughter, babbling, pointing, and gesture emerge
as means of social contact in the first months of the child’s
life” (Vygotsky, 1987, p. 110). 

Language and Thought

Vygotsky conceived of two distinct and originally separate
processes: prelinguistic development of thought and preintel-
lectual development of expressive and social communication.
These two paths of development become interdependent
when children shift from passively receiving words to
actively seeking language from the people around them. The
merger of the expressive verbal and intellectual lines of de-
velopment gives rise to the earliest forms of verbal thinking

and communicative, intelligent speech. This change is mani-
fested in children’s constantly asking for names of things,
leading to an extremely rapid increase in their vocabulary. In
this process the “child makes what is the most significant
discovery of his life” (Vygotsky, 1987, pp. 110–111), the
discovery that each object has a name, a permanent symbol, a
sound pattern that identifies it.

Since Vygotsky first described this qualitative change in
young learners from learning words item by item to the 2-
year-old’s active search for names, the field of language ac-
quisition has grown enormously. Research by Scaife and
Bruner in 1975 highlighted the Vygotskian notion of shared
attention and joint activity that starts at a very young age.
They demonstrated that infants follow the gaze of adults and
pay selective attention to those aspects of their environment
that are also of interest to those around them. Katherine
Nelson (1989) showed that the creation of scripts by the in-
fant and the adult, necessary for language acquisition, also
supports shared attention. “Children like to talk and learn
about familiar activities, scripts or schemes, the ‘going to
bed’ script or the ‘going to McDonald’s’ script” (NRC, 1999,
p. 96). Bruner (1985) argued that sharing goes beyond the
immediacy of gaze and reciprocal games—that it illustrates
the principle of intersubjectivity, which is critical to the
acquisition of language. 

Intersubjectivity and Language Acquisition

Rommetveit (1985, p. 187) relates the intersubjectivity of the
young child to an adult’s as he described an inherent paradox
in intersubjectivity. His description started by drawing on
William James’s (1962) quote, “You accept my verification of
one thing. I yours of another. We trade on each other’s truth”
(p. 197):

Intersubjectivity must in some sense be taken for granted in
order to be attained. This semiparadox may indeed be conceived
of as a basic pragmatic postulate of human discourse. It captures
in a condensed form an insight arrived at by observers of early
mother-child interaction and students of serious communication
disorder. (p. 189)

Explanations of language acquisition that rely on biologi-
cally hardwired mechanisms tend to diminish the role of so-
cial interaction and intersubjectivity. The debates in the field
between those who look to innate mechanisms and those who
look to the sustaining impact of social interaction and finely
tuned exchanges help highlight the distinction that Vygotsky
drew between basic biological processes on the one hand and
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language as socially constructed by interactive processes
on the other. These debates have important implications for
education:

The social interaction of early childhood becomes the mind
of the child. Parent-child interactions are transformed into the
ways the developing child thinks, as are interactions with sib-
lings, teachers and friends. . . . In schools, then, dedicated to the
transformation of minds through teaching and learning, the so-
cial processes by which minds are created must be understood as
the very stuff of education. (Tharp et al., 2000, p. 45)

Individual and Social Processes

The interdependence between social and individual processes
in language acquisition described by sociocultural researchers
illustrates the unity of distinct processes—an essential tenet of
Vygotsky’s methodological approach. Vygotsky examined the
contradictory aspects of this unity. Children are born into a
culture and develop language through the communicative
intent that adults bring to their child’s utterances, but there is
another process at play: the development of a child’s individ-
ual personality: “Dependency and behavioral adaptability
provide the contextual conditions for the correlative processes
of individuation and enculturation, both of which are essential
to the development of language” (John-Steiner & Tatter,
1983, p. 87).

In tracing the process of individuation in the development
of the child, Piaget’s early research, especially his concept of
egocentric speech, a form of language in which the speaker
uses speech for noncommunicative, personal needs influ-
enced Vygotsky. Vygotsky described the separation and
transformation of social (interpersonal) speech into private
speech—utterances that are vocalized but not for commu-
nicative purposes (Diaz & Berk, 1992)—and of private
speech into inner (intrapersonal) speech. Vygotsky’s analysis
of this internalization process provides an important example
of the utility of a functional systems approach. For Vygotsky,
developmental change unifies the usual polarity between
those processes that occur among individuals (studied by so-
ciologists and anthropologists) and those that occur within
individuals (the domain of psychologists). In his well-known
genetic principle he proposed that each psychological pro-
cess occurs first between the child and a more experienced
adult or peer, and then gradually becomes internalized by the
child. Jerome Bruner (1962) captured this aspect of sociocul-
tural theory when he wrote that “it is the internalization of
overt action that makes thought, and particularly the internal-
ization of external dialogue that brings the powerful tool of
language to bear on the stream of thought” (p. vii).

Internalization of Speech

The process of internalization, however, is not accomplished
through simple imitation; rather, it involves a complex inter-
play of social and individual processes that include transmis-
sion, construction, transaction, and transformation. The
internalization process described by Vygotsky has had a num-
ber of interpretations and remains a topic of interest among
sociocultural theorists (Chang-Wells & Wells, 1993; Galperin,
1966; John-Steiner & Mahn, 1996; Packer, 1993; Wertsch &
Stone, 1985). The internalization of language and its inter-
weaving with thought was a central focus of Vygotsky’s analy-
sis. An important concept in this examination was semiotic
mediation.

Humans learn with others as well as via the help of histor-
ically created semiotic means such as tools, signs, and prac-
tices. Yaroshevsky and Gurgenidze (1997) described the
centrality language held for Vygotsky in semiotic mediation
and, therefore, in the development of thinking: 

Then the word, viewed as one of the main variants of the cultural
sign, acquired the meaning of a psychological tool whose inter-
ference changes (along with other signs) the natural, involuntary
mental process into a voluntarily guided process, or more ex-
actly, a self-guided process. The attempt to understand the char-
acter of the interrelations between the different mental processes
made Vygotsky think about the instrumental role of the word in
the formation of the functional systems. (p. 351)

Vygotsky used a functional systems approach to examine the
relationship between thought and word. His analysis revealed
both word and thought as changing and dynamic instead of
constant and eternal. Their relationship was part of a complex
process at the center of which Vygotsky discovered word
meaning and verbal thinking.

Word Meaning and Verbal Thinking

Instead of isolating language as an object for study (linguis-
tics) and thinking as another object for study (psychology),
Vygotsky studied their unity and sought an aspect of that
unity that was irreducible and that maintained the essence of
the whole. The concept of word meaning provided him with
the foundation for examining children’s use of inner speech
and verbal thinking: 

Word meaning is a unity of both processes [thinking and
speech] that cannot be further decomposed. That is, we cannot
say that word meaning is a phenomenon of either speech or
thinking. The word without meaning is not a word but an empty
sound. Meaning is a necessary, constituting feature of the word
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itself. It is the word viewed from the inside. This justifies the
view that word meaning is a phenomenon of speech. In psycho-
logical terms, however, word meaning is nothing other than a
generalization, that is a concept. In essence, generalization and
word meaning are synonyms. Any generalization—any forma-
tion of a concept—is unquestionably a specific and true act of
thought. Thus, word meaning is also a phenomenon of thinking.
(Vygotsky, 1987, p. 244)

In his analysis of the relationships between thought and word,
Vygotsky examined the origins of both and then traced their
developments and interconnectedness, concluding that “these
relationships emerge and are formed only with the historical
development of human consciousness. They are not the pre-
condition of man’s formation but its product” (Vygotsky,
1987, p. 243).

Inner Speech

Using word meaning as a unit of analysis, Vygotsky (1987)
studied the internalization of speech and its relationship to
verbal thinking. He concluded that “inner speech is an inter-
nal plane of verbal thinking which mediates the dynamic
relationship between thought and word” (p. 279). He investi-
gated children’s appropriation of socially elaborated symbol
systems as a critical aspect of their learning-driven develop-
ment. These investigations led to his most fully elaborated ap-
plication of the concept of internalization—the transformation
of communicative language into inner speech and further into
verbal thinking:

The movement from inner to external speech is not a simple uni-
fication of silent speech with sound, a simple vocalization of
inner speech. This movement requires a complete restructuring
of speech. It requires a transformation from one distinctive and
unique syntax to another, a transformation of the sense and
sound structure of inner speech into the structural forms of ex-
ternal speech. External speech is not inner speech plus sound any
more than inner is external speech minus sound. The transition
from inner to external speech is complex and dynamic. It is the
transformation of a predicative, idiomatic speech into the syntax
of differentiated speech which is comprehensible to others.
(pp. 279–280)

As the condensed, telegraphic, predicative style of inner
speech is hard to access overtly, it rarely occurs in ordi-
nary conversation. Vygotsky relied on literary examples to
illustrate inner speech. The most famous was the account
from Tolstoy’s Anna Karenina in which Kitty and Levin de-
clare their love for each other by relying solely on the first let-
ters of words. Vygotsky’s interpretation of this conversation

of condensed exchanges was that the participants were so
deeply involved with each other that there was minimal psy-
chological distance between them. Their expressive means
then became reduced to the smallest possible units as well. 

Word Meaning and Word Sense

While looking for related forms that reveal the dynamics of
inner speech, John-Steiner (1985a) examined the notebooks
of writers. In several writers’ diaries, she found condensed,
jotted notes through which these writers, including Virginia
Woolf, Henry Miller, and Dostoyevsky, planned their chapters
and books. “Use of a telegraphic style makes it possible to gal-
lop ahead, exploring new connections. . . . [O]ften when there
is a transcribed record of the way in which writers plan their
work, it takes the form of these very condensed thoughts”
(p. 112). These planning notes that John-Steiner named inner
speech writing reveal two aspects of verbal thinking, word
sense and word meaning:

A word’s sense is the aggregate of all the psychological facts that
arise in our consciousness as a result of the word. Sense as a dy-
namic, fluid, and complex formation has several zones that vary
in their stability. Meaning is only one of these zones of the sense
that the word acquires in the context of speech. It is the most sta-
ble, unified, and precise of these zones. In different contexts, a
word’s sense changes. In contrast, meaning is a comparatively
fixed and stable point, one that remains constant with all the
changes of the word’s sense that are associated with its use in
various contexts. (p. 276)

Vygotsky utilizes different genres of language use to dis-
tinguish between word meaning and word sense. Actors use
“sense” to convey the specific, contextually bound ways in
which a person acts and feels. Poets use meaning and sense to
convey the general and specific possibilities of a poetic image
or an unexpected phrase. Meaning and sense are transformed
for children through development as they reflect the changing
complexity of experience. 

Our desire to differentiate the external and sense aspects of
speech, word, and thought has concluded with the attempt to il-
lustrate the complex form and subtle connections of the unity
that is verbal thinking. The complex structure of this unity, the
complex fluid connections and transitions among the separate
planes of verbal thinking, arise only in process of development.
The isolation of meaning from sound, the isolation of word from
thing, and the isolation of thought from word are all necessary
stages in the history of the development of concepts. (Vygotsky,
1987, pp. 283–284)
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It is to Vygotsky’s developmental examination of concept
formation that we turn next.

Language Acquisition and Concept Formation

Language depends on classification. In order to label two ob-
jects with the same word, the child needs to identify them as
similar in some crucial way. However, to achieve effective
categorizing, children traverse through a number of phases.
At first, they tend to apply words to “a series of elements that
are externally connected in the impression that they have had
on the child but not unified internally among themselves”
(Vygotsky, 1987, p. 134). While a child’s word meaning is
not complete and is diffuse in its application, it will at times
externally coincide with the adult’s word meaning. At those
points of intersection the child will “establish social interac-
tion through words that have meaning” (p. 134), even though
the child’s meanings differ from those of the adult.

At the beginning of the process of categorizing objects,
children develop a syncretic image, a “heap” of “objects that
are in one way or another combined in a single fused image
in the child’s representation and perception” (Vygotsky,
1987, pp. 134–135). Through a process of trial and error,
children begin to refine the syncretic image but do so “guided
not by the objective connections present in the things them-
selves, but by the subjective connections that are given in
their own perception” (p. 135). Objects that are in close prox-
imity with each other in everyday life, but do not share any
common features, may be placed together in a heap. On the
other hand, the child may just have a subjective feeling that
certain things belong together. When children no longer mis-
take the connections in their impression of objects for con-
nections between the objects themselves, Vygotsky says that
they have passed to a mode of thinking in complexes.

Complexive Thinking

In complexive thinking, “the world of objects is united
and organized for [children] by virtue of the fact that objects
are grouped in separate though interconnected families”
(Vygotsky, 1987, p. 136). In a concept-sorting task, devel-
oped for Head Start children, John and Goldstein (1967)
found that first graders tended to group cards functionally.
For instance, they placed a barn, a farmer, and a horse into a
single group, rather than placing the farmer with other work-
ing people and the horse with other animals. Kozulin (1990)
illustrated such concrete and functional grouping of objects
that complement each other (e.g., saucers and spoons). At
an early stage of language use “word meanings are best

characterized as family names of objects that are united in
complexes or groups. What distinguishes the construction of
the complex is that it is based on connections among the in-
dividual elements that constitute it as opposed to abstract log-
ical connections” (Vygotsky, 1987, p. 136). In order to be
included in a group or complex, any empirically present con-
nection of an element is sufficient. Language plays a signifi-
cant role in facilitating the connection of objects and events.

Double Stimulation and Concept Formation

Vygotsky developed a method with Lev Sakharov to study the
different stages of concept formation. They referred to their
approach as the method of double simulation—a method in
which both objects and mediating artifacts such as signs are in-
troduced. In this case, the researchers used nonsense syllables
on the bottom of the blocks of different colors, shapes, heights,
and surfaces. The task of the participants was to discover a sys-
tematic way of grouping these blocks. As mentioned earlier,
the youngest children grouped blocks in syncretic ways,
whereas the next-older children displayed thinking in com-
plexes. The achievement of true concepts (that of a triangle, for
instance) requires not only that the mature and developing
learners have a joint understanding and a common referent
when they point to a triangle, but also that the developing
learner has mastered the processes of analysis, separation, and
abstraction—all needed to achieve the mastery of true con-
cepts. The research Vygotsky (1987) described in chapter 5 of
Thinking and Speech is relevant to the study of categorization
and to the study of language development. It documents
how communication is linked to concept formation, and how
concepts become more fully mastered by children and ado-
lescents. As semantic mastery is achieved, meaning continues
to develop further through social interaction and learning.

Everyday and Scientific Concepts

Vygotsky was not fully satisfied by these studies because he
realized the artificiality of the tasks, particularly in their re-
liance on nonsense syllables in guiding the sorting process.
He subsequently moved to another aspect of concept forma-
tion, drawing a basic distinction between everyday and scien-
tific concepts—work partially informed by Piaget’s work on
spontaneous and nonspontaneous concepts. Everyday con-
cepts are developed in the context of the child’s experiences
in noninstructional settings and are supported by the young
learner’s engagement in joint activities. Adults do not teach
these concepts in a systematic fashion. A frequently used
example of an everyday concept is that of brother. A child
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correctly identifies his own brother or those of his friends
without being able to define it in a more systematic way as a
“male sibling.” Vygotsky (1987) defined scientific concepts
as ones usually introduced to the child in school and ones that
are part of systems: “The system emerges only with the de-
velopment of the scientific concept and it is this new system
that transforms the child’s everyday concepts” (p. 223).

Vygotsky (1987) noted that before scientific concepts could
emerge, higher mental functions such as “ voluntary attention,
logical memory, abstraction, comparison, and differentiation”
(p. 170) needed to develop. When scientific concepts do
emerge, there is a “complete restructuring of the child’s spon-
taneous concepts” (p. 236), with scientific concepts providing
“the gate through which conscious awareness enters the do-
main of the child’s concepts” (p. 193). Vygotsky added, “The
basic characteristic of [scientific concepts’] development is
that they have their source in school instruction. Therefore, the
general problem of instruction and development is fundamen-
tal to the analysis of the emergence and formation of scientific
concepts” (p. 214).

Context and Concept Formation

In a study conducted in the upper Amazon region of Brazil,
Elvira Lima (1998) examined concept formation in her work
with Indian teachers from the Tikuna tribe. Over a period of
three years, she learned about the ways in which members of
this community as a part of their learning relied on drawing as
culturally shaped mediation: “Tikuna culture uses body and
nature dynamically as supports for graphic representation to
convey meaning. Even orality in the school culture is func-
tionally articulated with visual production” (Lima, 1998,
p. 97). Drawing is thus a central mode of expression among
this large tribe, whose members are committed to cultural con-
tinuity while embracing traditional schooling as a mode of sur-
vival. In her work with the lay teachers (individuals who were
simultaneously teaching and obtaining their certification),
Lima introduced two scientific concepts: the developing child
and the milieu adopted from the French cultural-historical
theorist, Henri Wallon.

Because drawing and graphic representations are central to
the way in which the Tikuna deal with their world, this was the
medium that Lima used to capture key features of the tribe’s
world, including the central role of the forest in which they
live. She also relied on the notion of contrast for teaching the
concept of milieu and showed a documentary on the Masai
people from Africa. The words in the documentary were in
English, but the teachers who did not know English captured
the “meaning” of the film by relying on the visual elements
and the music. They conveyed their own understandings of

this unfamiliar milieu by drawings assembled into a mural
and placed on the wall of the school. Verbal and written activ-
ities, including contrastive structures between the tribe’s
native language and Portuguese, further developed the con-
cept. The study of the milieu led easily to exploring the lay
teachers’ concepts of how the Tikuna child develops through
instruction designed to construct a scientific concept of the
developing child.

Lima is an ethnographer and a cognitive psychologist who
uses all possible resources to teach and gather information.
Her intent in her work with the Tikuna teachers was to help
them understand the developing Tikuna child. Lima had the
lay teachers rely on their observations represented in draw-
ings and stories to construct their understanding of the con-
cept of the developing child. She and the teachers went
through a systematic analysis of the themes in these draw-
ings. They supplemented their representations with diagrams,
verbal abstractions, and written language. 

Lima also relied on other learning and planning experi-
ences that had taken place in the Tikuna village. Her students,
the lay teachers, participated in a mathematics course in
which spatial concepts that the villagers needed to build a
school and living quarters were used as the basis of teaching
and learning. The development of the blueprints and the sub-
sequent building of the school provided these teachers with
an opportunity to weave everyday with scientific concepts.
Lima helped them to reflect on these experiences through
verbal and written means and provided them with grammati-
cal constructions that captured concepts not immediately
accessible in their native language by introducing the appro-
priate terminology in Portuguese.

This study also illustrates the concept of formative exper-
iments, a notion mentioned earlier. Lima had the opportunity
to evaluate how her students, the lay teachers, appropriated
the concepts that she was teaching them over time. She alter-
nated between intensive periods of teaching and travel in
Brazil and abroad. After each of her trips she examined some
of the new educational materials her students had developed
during her absence. They reflected an increasingly sophisti-
cated understanding of the environment, a development that
reflected the mutual coconstruction of academic-scientific
concepts through “drawings, written Tikuna and Portuguese,
oral Tikuna, and diagrams as equally relevant mediation”
(Lima, 1998, p. 103). She described the learning styles of her
students as the dialectical weaving together of experiential
and scientific knowledge where “success [is] defined as the
learning of formal knowledge [that] depends on the creation
of a pedagogy that is culturally appropriate but that does not
restrict the student to what he or she already experiences cul-
turally” (p. 103).
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Lima’s research illustrates the dynamic interweaving of
various means of representation into a functional system. It
also illustrates the way in which a native language and a second
language may complement each other in expanding concep-
tual understanding while enriching the bilingual’s sensitivity
to the expanding possibilities of semantic understanding.

Concepts and First and Second Language Acquisition 

In order to explain his theory of concept formation, Vygotsky
related the differences between scientific and everyday con-
cepts to the differences between acquiring one’s native lan-
guage and a second language. Children learn their native
languages without conscious awareness or intention. In
learning a second language in school, the approach “begins
with the alphabet, with reading and writing, with the con-
scious and intentional construction of phrases, with the defi-
nition of words or with the study of grammar” (Vygotsky,
1987, p. 221). He added that with a second language the child
first must master the complex characteristics of speech, as
opposed to the spontaneous use of speech in acquiring the na-
tive language. In contrast to first language acquisition, where
the young child focuses primarily on communicative intent,
second-language learners are more conscious of the acquisi-
tion process. They are eager to approximate native use. As
they listen to themselves while communicating, they refine
and expand their conscious knowledge of both their first and
second languages. Second-language speakers’ conscious
awareness of their syntax and vocabulary is well documented
by researchers who focus on repairs in speech. These correc-
tions of one’s utterances during speech are common. An
example of such self-repair is “I see much friends . . . a lot of
friends” (Shonerd, 1994, p. 86). In suggesting that these cor-
rections reflect the speakers’ efforts to refine their linguistic
knowledge, Shonerd quoted Wolfgang Klein: “The language
learner must make his raincoat in the rain” (p. 82).

Vygotsky’s (1987) examination of the relationships be-
tween first and second language acquisition shows how both
“represent the development of two aspects of a single process,
the development of two aspects of the process of verbal think-
ing. In foreign language learning, the external, sound and
phasal aspects of verbal thinking [related to everyday con-
cepts] are the most prominent. In the development of scientific
concepts the semantic aspects of this process come to the
fore” (pp. 222–223). He added another comparison between
scientific concepts and learning a second language. The
meanings a student is acquiring in a second language are
mediated by meanings in the native language. Similarly, prior
existing everyday concepts mediate relationships between
scientific concepts and objects (Vygotsky, 1987). Vygotsky

cautions, however, that the examination of the profound
differences in the acquisition processes of first and second
language acquisition

must not divert us from the fact that they are both aspects of
speech development. The processes involved in the development
of written speech are a third variant of this unified process of
language development; it repeats neither of the two processes
of speech development mentioned up to this point. All three of
these processes, the learning of the native language, the learning
of foreign languages, and the development of written speech in-
teract with each other in complex ways. This reflects their mutual
membership in a single class of genetic processes and the inter-
nal unity of these processes. (Vygotsky, 1987, p. 179) 

This unity Vygotsky found in inner speech, verbal thinking,
and meaning.

MAKING MEANING IN THE CLASSROOM

Using Vygotsky’s theoretical approach and methodology,
Mahn (1997) examined ways in which inner speech, verbal
thinking, and meaning making unified the processes of first
and second language acquisition and writing in English as a
second language. We examine his study in some depth to il-
lustrate how students’ prior experiences and perezhivanija
help constitute the teaching/learning contexts. Mahn (1997)
also shows how Vygotsky’s notions of inner speech and ver-
bal thinking can help develop efficacious pedagogical ap-
proaches for culturally and linguistically diverse students. 

A Study of Second Language Writers

In a three-year-long study, Mahn (1997) examined the role of
inner speech, verbal thinking, culture, discourse, and affect in
students learning to write in a second language. This study in-
volving 74 students from 27 countries revealed ways in which
second-language learners make meaning through written
communication with their instructor. Mahn used Vygotsky’s
theoretical framework to analyze students’ perceptions of the
use of written dialogue journals with their instructor as a means
to build their self-confidence and to help them with academic
writing. Their perceptions, which were gathered through inter-
views, questionnaires, reflective quick writes, their journals,
and in academic essays, helped illuminate the role played by
inner speech and verbal thinking in their composing processes.
Particularly revealing were their descriptions of obstacles in
the movement to written speech, or as one student artfully
phrased it, “blocks in the elbow” and the effect of these
blockages on inner speech and verbal thinking. Mahn used a
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functional system analysis to examine the alternative systems
or channels that students used when blockages occurred.

Although Mahn’s study analyzed other aspects of the writ-
ing process, we focus here on his use of Vygotsky’s theoreti-
cal framework in three areas: (a) the way bilingualism
exemplifies the unification of diverse language processes;
(b) the relationship between verbal thinking and the internal-
ization and externalization of speech; and (c) the relationship
between verbal thinking and writing. Mahn focused on the
students’ descriptions of the interruptions or blockages in
both the internalization and externalization processes that
students described when writing in a second language. Stu-
dents reported that the main cause of interruption of these
processes was an overemphasis on correctness in their previ-
ous instruction. They described the tension between having a
thought or concept and becoming lost in their struggle to pro-
duce it correctly. This is similar to the tension Vygotsky de-
scribed between the external manifestations of speech, an
everyday concept, and the development of meanings in a sys-
tem, a scientific concept.

Vygotsky and Bilingualism

The functional systems approach Vygotsky used to analyze
this tension was also used in his analysis of bilingualism. He
was particularly interested in the issue of bilingualism be-
cause of the many nationalities represented in Russia, which
presented complicated challenges for educators. In his discus-
sion of the psychological and educational implications of
bilingualism, Vygotsky stressed an important aspect of a func-
tional systems approach discussed previously: the unification
of diverse processes. The achievement of balanced, success-
ful bilingualism entails a lengthy process. On the one hand, it
requires the separation of two or more languages at the pro-
duction level, that is, the mastery of autonomous systems of
sound and structure. At the same time, at the level of verbal
meaning and thought, the two languages are increasingly uni-
fied. “These complex and opposing interrelationships were
noted by Vygotsky, who had suggested a two-way interaction
between a first and second language. . . . The effective mastery
of two languages, Vygotsky argued, contributes to a more
conscious understanding and use of linguistic phenomena in
general” (John-Steiner, 1985b, p. 368). His concept of inner
speech played an important role in the separation and combi-
nation of the two languages.

Writing and Inner Speech

In his analysis of verbal thinking, Vygotsky (1987) traced the
internalization of word meaning from external speech to its in-
nermost plane—the affective-volitional plane that lies behind

and motivates thought. He also examined the reverse process
of externalization, which “moves from the motive that gives
birth to thought, to the formation of thought itself, to its medi-
ation in the internal word, to the meanings of external words,
and finally, to words themselves. However, it would be a mis-
take to imagine that this single path from thought to word is
always realized” (p. 283). The study of language has revealed
the “extraordinary flexibility in the manifold transformations
from external to inner speech” (John-Steiner, 1985a, p. 118)
and from inner speech to thought. In Mahn’s study (1997)
students described using dialogue journals to overcome obsta-
cles in both the internalization and externalization processes
and to expedite inner speech’s function of facilitating “intel-
lectual orientation, conscious awareness, the overcoming of
difficulties and impediments, and imagination and thinking”
(Vygotsky, 1987, p. 259).

The differentiation of speech for oneself and speech for
others, a process in which social interaction plays a crucial
role, is an important part of this process. An interlocutor
in oral speech helps achieve intersubjective understanding
through intonation, gesture, and creation of a meaningful
context centered on communicative intent. This recognition
of speech for others leads to a differentiation between speech
for others and speech for oneself. Until that realization, ego-
centric speech is the only mode a child uses. The differentia-
tion of speech functions leads to the internalization of
“speech for oneself ” and then to inner speech. When the dif-
ferentiation is extensive, we “know our own phrase before
we pronounce it” (Vygotsky, 1987, p. 261). It is the struggle
to “know the phrase” that can provide a stumbling block for
the second-language learners. For them, the movement from
thought to production is often problematic, especially if they
have learned English through a grammar-based approach. 

The way that a child or student acquires a second lan-
guage has an impact on the development of inner speech and
verbal thinking. Inner speech functions differently for chil-
dren learning the second language simultaneously than it does
for those learning the second language through traditional,
grammar-based approaches in school. If awareness of cor-
rectness dominates, affective factors, including those that
result from different cultural practices, may impede the inter-
nalization of English and disrupt verbal thinking. A number of
students, who described this disruption in their thinking or
composing processes, added that when they wrote in their di-
alogue journals without worrying about correctness, their
ideas were both more accessible and easier to convey. They
also reported that disruption was less likely to occur if they
were able to describe an event that occurred in the context of
their native language using their native language and one that
occurred in an English context in English.
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Writing and Verbal Thinking

John-Steiner (1985a) underlined the importance of drawing
on the perspectives of writers when looking at aspects of ver-
bal thinking: “A psychological description of the processes of
separation and unification of diverse aspects of language is
shallow without a reliance on the insights of writers, they
who have charted the various ways in which ideas are woven
into text” (p. 111). Because it is a more deliberate act, writing
engenders a different awareness of language use. Rivers
(1987) related Vygotsky’s discussion of inner speech and
language production to writing as discovery: “As the writer
expands his inner speech, he becomes conscious of things of
which he was not previously aware. In this way he can write
more than he realizes” (p. 104). Zebroski (1994) noted that
Luria looked at the reciprocal nature of writing and inner
speech and described the functional and structural features of
written speech, which “inevitably lead to a significant devel-
opment of inner speech. Because it delays the direct appear-
ance of speech connections, inhibits them, and increases
requirements for the preliminary, internal preparation for the
speech act, written speech produces a rich development for
inner speech” (p. 166).

Obstacles in Writing

Problems arise for second language writers when the “rich
development” becomes mired during the time of reflection,
when they perform mental “grammar checks” on the sen-
tences under construction. Students’ descriptions of this
process indicate that during this grammar check they lose the
unity between inner speech and external speech and conse-
quently lose their ideas. Vygotsky (1987) wrote that whereas
“external speech involves the embodiment of thought in the
word, in inner speech the word dies away and gives birth to
thought” (p. 280). The problem for students who focus ex-
cessively on correctness is that the words do not become the
embodiment of thought; nor do they “die.” They remain until
the student creates what they feel is a grammatically correct
sentence. In the meantime, the thought dies, and the motiva-
tion for communication diminishes. When the students take
the focus off correctness, words die as they enter the realm
of thought. Vygotsky (1987) took the analysis of internaliza-
tion beyond even this realm, locating the motivation for
thought in the affective/volitional realm:

Thought has its origins in the motivating sphere of conscious-
ness, a sphere that includes our inclinations and needs, our inter-
ests and impulses and our affect and emotion. The affective and
volitional tendency stands behind thought. Only here do we find
the answer to the final “why” in the analysis of thinking. (p. 282)

When students used only those words or grammatical forms
that they knew were correct, they felt that they could not
clearly transmit ideas from thought to writing. If they did
not focus on correctness, they took chances and drew on the
word meanings in their native language as a stimulus to ver-
bal thinking. This helped them develop their ideas (e.g.,
“Journals helped me to think first; to think about ideas of
writing instead of thinking of the grammar errors that I might
make”). They describe how verbal thinking helped in the
move to written speech because it was initiated with the in-
tent of communicating an idea rather than producing the cor-
rect form—be it vocabulary, spelling and usage, sentence
structure, genre, or rhetoric. The fluency entailed with writ-
ing in dialogue journals depends on the simultaneous opera-
tion of inner speech and external speech and writing, an
operation that is diminished when the focus of inner speech is
on correctness. 

Shaughnessey (1977) observed that the sentence unfold-
ing on paper is a reminder to the basic writer of the lack of
mechanical skill that makes writing down sentences edited in
the head even more difficult. In more spontaneous writing,
writers do not have a finely crafted sentence in their head;
rather, as in oral speech, the writer, at the time of initiation,
will not know where the sentence will end. For ESL students,
the focus on form short-circuits the move to inner speech,
and the thought process and writing are reduced to the ma-
nipulation of external speech forms. Students reported that
with too much attention to correctness they would lose their
ideas or not be able to convey them (e.g., “When I’m afraid
of mistakes, I don’t really write the ideas I have in mind”).
Students related that through writing in their dialogue jour-
nals they decreased the attention to surface structure and ex-
perienced an increased flow of ideas inward and outward.
With this increased flow, a number of students reported that
they benefited from the generative aspect of verbal thinking
(e.g., “With the journal you have one idea and start writing
about it and everything else just comes up”; “They seemed to
help me focus on what I was writing in the sense that I let the
words just flow and form by themselves”; “The journals we
did in our class were useful to me because it helped me form
my thoughts”; “Journal helps me to have ideas flow and write
them down instead of words sticking in my mind”). 

In written speech the absence of intersubjective under-
standing and meaningful communicative interaction makes
production difficult and constrained. The traditional reaction
to students’ text with a focus on error provides interaction
that diminishes the intersubjective understanding and the
motivation to communicate. This not only makes production
more difficult but also impairs the internalization of speech. In
contrast, students reported that dialogue journals helped to
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promote intersubjective understanding and the creation of a
context for meaningful communication. This helped them
overcome blockages in both the internalization and external-
ization processes. Through the interaction in the journals and
by shifting the focus from form and structure to meaning, stu-
dents reflected that they could think better in English (i.e., that
they could use inner speech more effectively). They also com-
mented that their motivation to communicate ideas facilitated
production of written speech. With the focus on meaning, the
students could get their ideas on paper and then revise the form
and structure rather than trying to work out the grammar in
their heads before committing the thought to paper (e.g., “I
wrote while thinking rather than formulating sentences in the
mind”). Attention to mechanical correctness in verbal think-
ing caused the students’ideas to evanesce not into thought, but
into thin air.

Vygotsky’s Influence on Literacy Research

Mahn’s study resonates with the findings of other writing
researchers who focus on the processes of writing and not just
on the final product. Writing theorists such as Emig (1971),
Britton (1987), Langer and Applebee (1987), and Moffett
(1981) constructed a new approach to literacy that relied on
some of Vygotsky’s key ideas. In a similar vein, Vygotsky’s in-
fluence has been important in the development of reading the-
ories by Clay (1991), Holdaway (1979), Goodman and
Goodman (1990), and Taylor (1998). Among the topics ex-
plored by these literacy researchers are sociocultural consider-
ations of the literacy socialization process (Panofsky, 1994).

Foundations for Literacy

In the “Prehistory of Written Language,” Vygotsky (1978)
examined the roles of gesture, play, and drawing in this so-
cialization for literacy. He analyzed the developmental
processes children go through before schooling as a founda-
tion for literacy learning in school. He argued that gestures
lay the groundwork for symbol use in writing: “The gesture is
the initial visual sign that contains the child’s future writing
as an acorn contains a future oak. Gestures, it has been cor-
rectly said, are writing in the air, and written signs frequently
are simply gestures that have been fixed” (Vygotsky, 1978,
p. 107). In a study on parent-child book reading, Panofsky
(1994) also emphasized the importance of connecting visual
signs with verbal representations. She suggested that children
need assistance in interpreting pictures in books, a process
that contributes to the move from signs to representations. An
example of such a move is a parent’s saying, “See that tear?

He is crying” (Panofsky, 1994, p. 232). Anne Dyson (1989),
who has shown the importance of dramatic play, drawing,
and writing in the development of child writers, also empha-
sized the multidimensionality of literacy. 

Vygotsky (1978) described the interweaving of diverse
forms of representation such as scribbles accompanying dra-
matic play: “A child who has to depict running begins by
depicting the motion with her fingers, and she regards the re-
sultant marks and dots on paper as a representation of running”
(p. 107). When children use symbols in drawing, writing de-
velopment continues. As they begin to draw speech, writing
begins to develop as a symbol system for children.

Implications for Teaching

The emphasis on the functions of writing for children is para-
mount among contemporary literacy scholars (Smith, 1982).
Such an emphasis also characterizes Vygotsky’s thoughts and
predates some of the current, holistic approaches to reading and
writing: “Teaching should be organized in such a way that
reading and writing are necessary for something . . . writing
must be ‘relevant to life’ . . . and must be taught naturally . . . so
a child approaches writing as a natural moment in her develop-
ment, and not as training from without. . . . In the same way as
they learn to speak, they should be able to learn to read and
write” (1978, pp. 117–119). The contributors to a recently pub-
lished volume, Vygotskian Perspectives on Literacy Research
(Lee & Smagorinsky, 2000), expand on the zone of proximal
development (Lee, 2000), present cross-cultural studies of
teachers’ socialization and literacy instruction (Ball, 2000),
and present different approaches to classroom literacy prac-
tices (Gutiérrez & Stone, 2000), among other topics. Literacy
learning, from a sociocultural perspective, is situated in a social
milieu and arises from learners’participation in a community’s
communicative practices. These studies highlight the relation-
ships between context and individual and social processes and
at the same time underscore the need to develop environments
for literacy teaching/learning that honor linguistic and cultural
diversity.

An underlying current in these studies is the need for social
action, especially among those who rely on critical literacy,
defined by Shor (2001, ¶ 4) as “language use that questions
the social construction of the self.” Harste (2001) drew the
connection between critical literacy and social action:

While critical literacy involves critical thinking, it also en-
tails more. Part of that “more” is social action built upon an un-
derstanding that literacy positions individuals and in so doing,
serves some more than others. As literate beings, it behooves us
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not only to know how to decode and make meaning but also to
understand how language works and to what ends, so that we can
better see ourselves in light of the kind of world we wish to cre-
ate and the kind of people we wish to become. (Introduction, ¶ 7)

In her article “Selected Traditions: Readings of Vygotsky
in Writing Pedagogy,” Courtney Cazden (1996) highlighted a
current of critical theorists (Burgess, 1993; Kress, 1993) who
rely on Vygotsky and address issues of power, conflict, and re-
sistance. She also highlighted other researchers who use inner
speech, verbal thinking, and literacy to relate social and cul-
tural factors to the development of the cognitive processes
involved in reading and writing (Britton, 1987; Moffet, 1981).

In this chapter we chose to examine the ways in which
Vygotsky’s ideas help to understand and redefine teaching/
learning contexts by focusing on language acquisition, verbal
thinking, concept formation, second language acquisition,
and literacy. In the last section we briefly describe some of
Vygotsky’s work in other domains—special education, as-
sessment, and collaboration—as they relate to efforts to re-
form education to meet the needs of all students.

VYGOTSKY’S CONTRIBUTIONS TO
EDUCATIONAL REFORM

Two recent volumes—Learning for Life in the 21st Cen-
tury: Sociocultural Perspectives on the Future of Education
(Wells & Claxton, 2002) and Vygotsky and Culture of Educa-
tion: Sociocultural Theory and Practice in the 21st Century
(Ageev, Gindis, Kozulin, & Miller, in press)—add to the al-
ready considerable corpus of research that uses Vygotsky’s
theory to understand educational psychology and educational
reform. As mentioned previously, Vygotsky played a signifi-
cant role in shaping education in the Soviet Union following
the 1917 revolution. One of the great challenges for educa-
tors then, as now, was providing appropriate education for
students with special needs. These students had been severely
neglected under the czar: “A tragic product of the years of
war, revolution, civil strife, and famine was the creation of an
army of homeless, orphaned, vagrant, abandoned, and ne-
glected children—about seven million of them by
1921–1922” (Knox & Stevens, 1993, p. 3). Vygotsky’s ap-
proach to educating these children speaks across time to edu-
cators today who are developing inclusive education
environments that serve the needs of special learners and all
students. His views on the social construction of concepts of
“disability,” “defect” (which was the common term in Vygot-
sky’s time), or “exceptionality” also speak to us across the
decades.

Special Needs

A child whose development is impeded by a defect is not simply
a child less developed that his peers; rather he has developed dif-
ferently . . . a child in each stage of his development in each of
his phases, represents a qualitative uniqueness, i.e., a specific or-
ganic and psychological structure; in precisely the same way a
handicapped child represents a qualitatively different, unique
type of development. (Vygotsky, 1993, p. 30)

In a special issue of Educational Psychologist devoted to
Vygotsky’s ideas, Boris Gindis (1995) described the empha-
sis that Vygotsky placed on the variety of psychological tools
that had been developed to help students with special needs:
“Vygotsky pointed out that our civilization has already devel-
oped different means (e.g., Braille system, sign language, lip-
reading, finger spelling, etc.) to accommodate a handicapped
child’s unique way of acculturation through acquiring vari-
ous symbol systems” (p. 79). Signs, as used by the deaf, con-
stitute a genuine language with a complex, ever-expanding
lexicon capable of generating an infinite number of propo-
sitions. These signs, which are embedded in the rich culture
of the deaf and represent abstract symbols, may appear pan-
tomimic, but their meaning cannot be guessed by nonsigners.
The “hypervisual cognitive style” (Sacks, 1989, p. 74) of the
deaf, with a reliance on visual thought patterns, is of interest
in this regard: “The whole scene is set up; you can see where
everyone or everything is; it is all visualized with a detail that
would be rare for the hearing” (p. 75). Sign language is but
one example of the multiplicity of semiotic means in the rep-
resentation and transformation of experience. The diversity
of the semiotic means and psychological tools is of special
interest to educators who work in multicultural settings and
with children who have special needs. 

In two special issues of Remedial and Special Education
devoted to sociocultural theory (Torres-Velásquez, 1999,
2000), educators and researchers reported on studies using
Vygotsky’s theory as a framework and addressed two impor-
tant considerations: the ways in which the needs of children
are determined and the ways in which their performance is
measured and assessed. Linguistic and cultural diversity
among students with special needs adds a layer of complex-
ity to this process:

The transitory nature of our populations and the existence of
public laws mandating that all children be treated equally in
schools have increased the diversity of learners in classrooms.
Children gifted, average, and those with special needs are learn-
ing together in the same classroom. Understanding and recog-
nizing who these children are is a prerequisite for guiding their
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ability to learn. Understanding the importance of students’ per-
ceptions of themselves as learners, and the effect of these per-
ceptions on self-esteem is paramount. Since it is the obligation of
all teachers to find a way for all children to learn, knowing how
each child processes information is essential. (Glazer, 1998,
p. 37)

The challenge is to develop assessment that is authentic and
that is sensitive to the diversity in the ways students process
and communicate information.

Assessment and Standardized Testing

Assessment is an integral part of the teaching/learning con-
text and is becoming even more so with the emphasis from
politicians and school administrators on the results of stan-
dardized testing. There are broad implications for pedagogy
resulting from the push to make such testing more pervasive.
Some of Vygotsky’s earliest work critiqued the standardized
intelligence tests being developed at that time:

Vygotsky is rightfully considered to be the “founding father” of
what is now known as “dynamic assessment” (Minick, 1987;
Guthke & Wingenfeld, 1992; Lidz, 1995). In the early 1930s, at
the height of the enthusiasm for IQ testing, Vygotsky was one of
the first (if not the only one in his time) who defined IQ tests’
limitations based on his understanding of disability as a process,
not a static condition, and on his understanding of development
as a dialectical process of mastering cultural means. He noted
that standardized IQ tests inappropriately equalize the natural
and cultural processes, and therefore are unable to make the dif-
ferentiation of impaired functioning that can be due to cultural
deprivation or can be the result of organic damage. (Gindis,
1999, p. 337)

One of the most important considerations of dynamic assess-
ment is making sure that there is not a bias against linguisti-
cally and culturally diverse students. Sybil Kline (2001),
through the Center for Research on Education, Diversity,
and Excellence, produced a report on the development of al-
ternative assessment for such students. The Opportunity
Model is based on cultural-historical theory and the research
of Vygotsky and Luria. This nondiscriminatory approach to
special education evaluation has as key features “a sociocul-
turally-based alternative to the IQ test, and the introduction
of the concepts of ‘teachability,’ ‘opportunity niche,’ and
‘cognitive nurturance’ into the special education eligibility
and intervention process” (Kline, 2001, ¶ 3).

Sociocultural critics also argue that because knowledge
construction is social, “a focus on individual achievement

actually distorts what individuals can do” (Wineberg, 1997).
There is reluctance among those researchers who rely on tra-
ditional psychometrics to try to assess the role of collabora-
tion, as they view even minimal collaboration as a threat:

If, on the other hand, we view teaching through the lens of
Vygotsky and other sociocultural theorists, we will see collabo-
ration in a different light. Instead of worrying that collaboration
wreaks havoc on the meaning of the overall score, we may view
the lack of collaboration as a more serious defect than its inclu-
sion. (Wineburg, 1997, A different way section, ¶ 1)

Collaboration in Education 

In describing Vygotsky’s work, we have highlighted his em-
phasis on the collaboration involved in the coconstruction of
thinking, meaning, and consciousness. Vygotsky described a
synthesis that evolved from the sustained dynamic of individ-
uals engaged in symbolic behavior both with other humans,
present and past, and with material and nonmaterial culture
captured in books, artifacts, and living memory. He achieved
some of his most important insights by cultivating intellec-
tual interdependence with his immediate collaborators, and
with other psychologists whose writings he studied and trans-
lated into Russian (including Piaget, Freud, Claparede,
Montessori, and Kohler). In this collaborative context socio-
cultural theory was born (John-Steiner, 2000).

The benefits of collaboration are numerous; they include
the construction of novel solutions to demanding issues and
questions. Through joint engagement and activity, partici-
pants in collaboration are able to lighten the burdens of their
own past socialization while they coconstruct their new ap-
proaches. A fine example of this aspect of collaboration is
provided by Rogoff, Goodman-Turkanis, and Bartlett (2001)
in the students’, returning student-tutors’, teachers’, and par-
ents’ descriptions of an innovative educational community.
The multiple voices document participatory learning in the
building of a democratic collaborative and also underscore
the importance of dialogue in education.

Vygotsky’s focus on dialogue was shared by his contem-
poraries Bakhtin and Voloshinov, and it remains a central
focus for sociocultural theorists today (Wells, 1999). Dia-
logue and the social nature of learning guided the work of
Paulo Freire (1970) and provided the theoretical foundation
for collaborative/cooperative learning: 

The critical role of dialogue, highlighted by both Freire and
Vygotsky, can be put into effect by the conscious and productive
reliance upon groups in which learners confront and work
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through—orally and in writing—issues of significance to their
lives. (Elsasser & John-Steiner, 1977, p. 368)

It is only when participants are able to confront and negotiate
their differences and, if necessary, to modify the patterns of
their relationship that learning communities can be sustained.
As Rogoff and her collaborators concluded: “Conflicts and
their resolutions provide constant opportunities for learning
and growth, but sometimes the learning is not easy” (2001,
p. 239). In some cases, these conversations become so diffi-
cult that a facilitator from outside of the group is asked to as-
sist. In spite of these difficulties, the experience of multiple
perspectives in a dynamic context provides particularly rich
opportunities for cognitive and emotional growth for learners
of all ages.

Collaborative efforts to bring about transformative change
require a prolonged period of committed activity. Issues of
time, efficiency, sustained exchanges, and conflict resolution
face schools that are building learning communities, but most
schools are reluctant to undertake these issues. For some par-
ticipants in school reform such a task is too time-consuming,
and the results appear too slowly. When participants leave
working, egalitarian communities, their abandonment high-
lights the ever-present tensions between negotiation and bu-
reaucratic rule. Successful collaboration requires the careful
cultivation of trust and dignified interdependence, which
contrasts with a neat, efficient division of labor. These issues
highlight the important role that affective factors play in the
building of such learning communities and in creating safe,
engaging, and effective teaching/learning contexts. 

CONCLUSION

Faced with myriad concrete problems, teachers frequently
question the need for abstract theories. Vygotsky suggested
that practice challenges us to develop theory, as do the experi-
ences of those confronted with daily problems needing urgent
solutions. Practice inspires theory and is its ultimate test:
“Practice pervades the deepest foundations of the scientific
operation and reforms it from beginning to end. Practice sets
the tasks and serves as the supreme judge of theory, as its truth
criterion. It dictates how to construct the concepts and how to
formulate the laws” (Vygotsky, 1997b, p. 305). To meet the
challenges facing educators today, we need the influence of
both theory and practice to answer the urgent questions facing
us at the beginning of this new century: How should we deal
with the increasing linguistic and cultural diversity of our
students? How do we document learning-based gains in our
classrooms? How do we balance skills, knowledge, and

creativity? How do teachers overcome their isolation? The
theory we have presented here does not answer all these ques-
tions, but it provides tools for thinking about these questions,
which differ from the ones posed to us in our schooling. We
were taught to look for ways to simulate learning and memory
tasks in controlled situations; in contrast, sociocultural re-
searchers study these tasks in the classroom as they develop.
Their observations are complex and hard to summarize. They
point to funds of knowledge that children bring to the class-
room, to resistance among learners who are marginalized, to
children’s development of concepts that reflect their families
and their own daily experiences, to the importance of dialogue
between learners, teachers, and texts, and to the multiplicity
of semiotic means and the diversity of teaching/learning con-
texts both within and outside of schools. Sociocultural schol-
ars and educators view school as a context and site for
collaborative inquiry, which requires the practice of mutual
respect and productive interdependence.

We have emphasized an approach that looks at human
activities from the perspective of functional systems: the or-
ganization and reorganization of learners’ problem-solving
strategies, which integrate the social and individual experi-
ences of learners with the culturally shaped artifacts available
in their societies. In this chapter we examined meaning
making in the acquisition of first and additional languages
through a functional-systems lens. 

The concept of meaning making, which was a central
focus for Vygotsky at the end of his life, is one that we
place at the center of discussions about educational reform.
The ways in which we communicate through culturally de-
veloped means need to be valued in schools. By valuing all
of the ways in which children represent and appropriate
knowledge, we can begin to meet the challenges that face
educational psychology in the twenty-first century: “The
success of educational experiences depends on methods that
foster cultural development, methods that have as a starting
point the developmental processes of students and their ac-
cumulated knowledge, the developmental milieu, social
practices, and the political meaning of education itself ”
(Lima, 1998, p. 103).

We began this chapter with a reference to the National
Research Council’s project on teaching and learning, and we
conclude it with a quote from the book on that project that
summarizes the challenge that lies ahead for educational
reform:

There are great cultural variations in the ways in which adults
and children communicate, and there are wide individual differ-
ences in communications styles within any cultural community.
All cultural variations provide strong supports for children’s
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development. However, some variations are more likely than
others to encourage development of the specific kinds of knowl-
edge and interaction styles that are expected in typical U.S.
school environments. It is extremely important for educators—
and parents—to take these differences into account. (NRC, 1999,
pp. 96–97)
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At the beginning of the twenty-first century, we know a great
deal about the teaching processes that occur in classrooms,
including the teaching processes that can improve achievement
(e.g., Borko & Putnam, 1996; Brophy & Good, 1986; Calder-
head, 1996; Cazden, 1986; Clark & Peterson, 1986; Doyle,
1986; Rosenshine & Stevens, 1986; Shuell, 1996). This chapter
reviews the most important findings and emerging directions in
the study of teaching in elementary and secondary schools.

Most work reviewed in the first section of this chapter was
generated in quantitative research. Researchers spent a great
deal of time observing in classrooms, looking for particular
teaching behaviors and coding when they occurred. Often,
these researchers also carried out analyses in which class-
room teaching processes were correlated with achievement.
Such observational and correlation work sometimes was
complemented by experimentation to determine whether par-
ticular teaching processes could result in improved learning.
The result of this work was a great deal of knowledge about
naturalistically occurring teaching processes, including direct
transmission and constructivist teaching processes.

In the second section, we take up an important part of
teaching—motivating students. There has been a great deal
of research focusing on stimulating student motivation
through teaching, so as to increase academic efforts and
accomplishments.

The third section covers teacher thinking about teaching.
Such thinking presumably directs acts of teaching; hence, un-
derstanding teacher thinking is essential to understanding
teaching.

The fourth section is about expert teaching; it summarizes
what excellent teachers do as they teach well. Such teaching
is exceptionally complicated. Excellent teachers masterfully
orchestrate many of the most potent teaching approaches to
create their expert teaching. 

In the fifth section, we review the challenges teach-
ers face. A realistic analysis of teaching processes must
consider that when excellent teaching occurs, it happens
largely because the teacher is a very good problem solver—
very capable of negotiating the many demands on her or
him.
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CLASSROOM TEACHING PROCESSES AND THEIR
EFFECTS ON ACHIEVEMENT

There was a great deal of research during the second half of
the twentieth century about the nature of classroom teaching,
what it is like, and when it is effective. Although many dif-
ferent teaching mechanisms were identified, two overarching
approaches to teaching emerged—the direct transmission
approach and constructivist teaching.

Direct Transmission Approach

One of the most famous analyses of classroom teaching
processes was conducted by Mehan (1979), who observed
that much of teaching involves a teacher’s initiating a
question, waiting for a student response, and then evaluating
the response—what Mehan referred to as IRE cycles (i.e.,
initiate-respond-evaluate cycles). A hefty dose of such inter-
actions reduces the teacher’s classroom management burden
(Cazden, 1988, chap. 3) because students know what is re-
quired of them during such cycles given their frequent in-
volvement in them. The teacher can go through a lesson in an
orderly fashion, covering what she or he considers to be
essential points. Given that many teachers view their jobs as
covering so much content, days and days of such interactions
make much sense to many teachers (Alvermann & Hayes,
1989; Alvermann, O’Brien, & Dillon, 1990). Such teaching,
however, has many downsides; one is that lower-level and lit-
eral questions are more likely than higher-level questions.
Moreover, this approach to teaching and learning is very pas-
sive, with the discussions often boring and only one student
at a time interacting with the teacher (Bowers & Flinders,
1990, chap. 5; Cazden, 1988, chap. 3); this is direct transmis-
sion teaching, in which the teacher decides what will be dis-
cussed and learned.

Mehan (1979) documented that direct transmission of in-
formation in school is more the norm than the exception. Much
of teaching involves a teacher’s explaining, demonstrating,
and asking questions. The explanations and demonstra-
tions tend to come first, followed by the teacher-led IREs,
sometimes followed by more teacher explanation and de-
monstration if students struggle with the content. Such direct
instruction of information is defensible in that there is sub-
stantial evidence that direct transmission of information from
teachers to students produces student learning (Brophy &
Good, 1986; Rosenshine & Stevens, 1986).

Collapsing across the process-product studies (i.e., investi-
gations correlating teaching process differences with varia-
tions in student achievement), the following conclusions about
effective direct instruction emerged (see Brophy & Good,

1986, for a review, with many of the conclusions that follow
generated by those authors; also see Rosenshine & Stevens,
1986):

• In general, the more academically focused the classroom,
the greater the learning—that is, the greater the proportion
of class time spent on academics, the greater the learning.
The less time spent on low-level management of the class
(e.g., checking attendance, discipline), the greater the
learning. The tasks assigned should neither be too hard, nor
too easy, but rather challenging enough to require the stu-
dents to engage in them—challenging enough so that effort
produces success. The more time the teacher directly
teaches, the greater the learning.

• Achievement increases to the extent that teachers struc-
ture learning. This can be done through provision of ad-
vance organizers, outlines, and summaries.

• Practicing newly-taught skills to the point of mastery,
with the teacher providing support as needed, improves
achievement.

• Teacher questioning improves student learning (Redfield &
Rousseau, 1981). It helps when the teacher’s questions are
clear and when the teacher permits the student time to for-
mulate answers (i.e., the teacher uses wait time). Question-
ing as part of guided practice permits the teacher to check
understanding of concepts being practiced (e.g., a math
skill). Such checking of understanding promotes student
learning.

• Feedback improves achievement—that is, it helps stu-
dents to know when they are correct. Praise should make
clear what the student did well, providing information
about the value of the student’s accomplishment. It should
emphasize that the student’s success was due to effort
expended (Brophy, 1981).

• Seatwork and homework should be engaging rather than
busywork. The teacher should monitor whether and how
well such work was completed.

• Having students work together cooperatively during seat-
work usually improves achievement. 

• Regular review of material improves achievement. 

The direct transmission approach focuses on teaching
behaviors—teacher explanations, questioning, feedback to
students, and assignments. The more teacher behaviors stim-
ulate students to attend to things academic—especially things
academic that are within the student’s grasp (i.e., neither too
easy nor too difficult)—the greater the achievement is; posi-
tive associations have been found between direct teaching
behaviors and student achievement, with a great strength of
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the direct transmission approach being an impressive data-
base of support. 

Constructivist Teaching

In contrast to direct transmission is the constructivist ap-
proach to teaching and learning. An extreme version is dis-
covery learning (Ausubel, 1961; Wittrock, 1966), which
entails placing children in environments and situations that
are rich in discovery opportunities—that is, rather than ex-
plaining to students what they should do, they are left to dis-
cover both what to do and how to do it, consistent with
theories such as Piaget’s that assert learning is best and most
complete (i.e., understanding is most certain) when children
discover concepts for themselves (Brainerd, 1978; Piaget,
1970). Teacher input often boils down to answering questions
that students might pose as they attempt to do a task. 

To be certain, students sometimes can make powerful dis-
coveries, for instance, of strategies during problem solving
(e.g., Groen & Resnick, 1977; Svenson & Hedonborg, 1979;
Woods, Resnick, & Groen, 1975). That said, many times stu-
dents fail when left to discover how to carry out an academic
task. Worse is that sometimes they make errant discoveries;
for example, they may discover weak strategies for solving a
problem or strategies that are just plain wrong (Shulman &
Keislar, 1966; Wittrock, 1966)! For example, when students
are left to discover how to subtract on their own, there are
hundreds of errant approaches that they can and do invent
(Valheln, 1990). 

Short of pure discovery, however, is guided discovery,
which involves the teacher posing questions to students as
they attempt a task. The questions are intended to lead stu-
dents to notice ways that a task could be approached—that
is, the questions provide hints about the concepts the child is
to discover, but the child has to make substantial effort to
figure out the situation compared to when a teacher directly
teaches how to do a task. In recent years, such guided discov-
ery teaching has come to be known as scaffolding (Wood,
Bruner, & Ross, 1976)—Like the scaffolding of a building,
the teacher provides support when needed, with the scaffold-
ing reduced as the child’s mind, which is under construction,
is increasingly able to handle the task. The teacher provides
enough support (hints and prompts) for the child to continue to
make progress understanding a situation but does not provide
the student with answers or complete explanations about how
to find answers. Such guided discovery takes more time than
more direct teaching, however. Moreover, it requires teachers
who know the concepts being taught so well that they can
make up questions in response to student attempts and errors
as they attempt tasks (Collins & Stevens, 1982).

Many science educators favor guided discovery. Tobin
and Fraser (1990) documented that effective construc-
tivist science teachers monitor their students well as they at-
tempt academic tasks, quickly intervening with questions
and prompts when students get off task. Excellent construc-
tivist science teachers continue lessons until they are certain
their students understand what is being taught. The goal of
constructivist teaching is student understanding, not simply
the student’s getting through the task or getting a correct an-
swer. Constructivist science educators require students to
explain their thinking, and they work with students until the
students do understand. In good science classes, all students
are required to be active, for example, attempting to generate
a solution to a problem and discuss alternative problem
solutions with one another (Champagne & Bunce, 1991)—
that is, students do not discover alone but work together to
discover (e.g., doing chemistry or math problems together).
Students learn how to think together (e.g., Newman, Griffin,
& Cole, 1989), which mirrors much of the problem solving
that occurs in the real world (e.g., problem solving by
committees, which is the typical approach to many important
problems in adult life).

Although guided discovery more certainly leads to learn-
ing than pure discovery, there is a cost. The students do ex-
plore less than they do during pure discovery. They tend to
wait for teacher’s guiding questions and prompts rather than
explore the problem or topic on their own (Hogan, Nastasi, &
Pressley, 1999). Even so, when students in Hogan et al.’s
(1999) study were left on their own to solve a science prob-
lem through group discovery, they joked around more and
often were distracted compared to when a teacher scaffolded
their interactions; this finding is consistent with similar ob-
servations in other studies of students in discovery learning
situations (e.g., Basili & Sanford, 1991; Bennett & Dunne,
1991; Roth & Roychoudhury, 1992). Bickering also is com-
mon during pure discovery and student small-group problem
solving (e.g., Nastasi, Braunhardt, Young, & Margiano-
Lyons, 1993). Frequently, only a subset of the students do
most of the work and thinking during such interactions (e.g.,
Basili & Sanford, 1991; Gayford, 1989; Richmond & Striley,
1996). Communications between discovering learners are
often unclear; conclusions are incomplete and sometimes il-
logical (e.g., Bennett & Dunne, 1991; Eichinger, Anderson,
Palincsar, & David, 1991). Despite the problems with dis-
covery and guided discovery approaches, supporters of these
approaches are adamant that it is good for children’s cogni-
tive development to struggle to discover (e.g., Ferreiro, 1985;
Petitto, 1985; Pontecorvo & Zucchermaglio, 1990) because
conceptual disagreements between students can lead to much
hard thinking by the students.
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The case in favor of guided discovery has grown stronger in
recent years, with many demonstrations that good teachers can
scaffold students as they work on difficult academic tasks
(Hogan & Pressley, 1997b), including learning to recognize
words (e.g., Gaskins et al., 1997), use comprehension strate-
gies to understand texts (e.g., Pressley, El-Dinary, et al., 1992),
solve math problems (e.g., Lepper, Drake, & O’Donnell-
Johnson, 1997), and figure out scientific concepts (Hogan &
Pressley, 1997a). Student errors can be revealing about
what students do not understand and be used by a teacher to
shape questions and comments that cause students to think
hard about misconceptions and sometimes come to better
conceptions.

Direct Transmission Versus Constructivist Approaches
to Teaching

Kohlberg and Mayer (1972) starkly contrasted direct trans-
mission and constructivist views of instruction. Both require
teachers to do more than do methods favored by romantic
views of development and schooling inspired by Rousseau’s
(1979) Emile. Rousseau made the case there that education at
its best left the child alone to explore the world. Perhaps the
most famous school in modern times conceptualized along
such romantic lines was A. S. Neill’s (1960) Summerhill.
Learning proved to be anything but certain at Summerhill,
however (Hart, 1970; Hemmings, 1973; Popenoe, 1970;
Snitzer, 1964). It is notable that there have been no serious,
large-scale attempts to implement romantic education since
Summerhill—reflecting (at least in part) an awareness grow-
ing out of that experience that, when Mother Nature is left in
charge, children’s intellectual development is not as certainly
upward as Rousseau proposed.

Kohlberg and Mayer (1972) were very critical of trans-
mission approaches, focusing on the behavioral underpin-
nings, which did not put any value on understanding—only
on observable performances. Kohlberg and Mayer, who
adopted a Piagetian perspective, believed that the centerpiece
of education should put the child in situations that are just a
bit perplexing to the child and just a bit beyond the child’s
current understanding. Hence, the child who has single-digit
subtraction mastered is ready to try double-digit subtraction.
The good teacher provides such a child with some double-
digit subtraction problems and perhaps hints about how
double-digit subtraction is like single-digit subtraction
but does not teach the child how to do double-digit subtrac-
tion in a step-by-step fashion. 

Constructivist-oriented educators in the Kohlberg tradition
were particularly interested in how to increase students’ abil-
ity to reason about difficult social and moral problems. Their

hypothesis was that letting children discuss such problems to
come up with solutions was the route to cognitive growth.
During such discussions, many challenges would stimulate
the participants to think hard about social and moral dilemma
situations, with the result that students would develop and in-
ternalize more sophisticated reasoning skills. The teacher
should play the role of one of the participants in the conversa-
tion, gently nudging the participants to think about some
possibilities not yet offered in the conversation (e.g., What
about——?). In fact, when students have opportunities to par-
ticipate in such discussions about moral dilemmas, their social
and moral reasoning skills do improve—consistent with
Kohlberg’s theory—although the effects are more pronounced
among secondary than among elementary students (Enright,
Lapsley, & Levy, 1983).

Since Kohlberg and Mayer (1972), the direct transmission
versus constructivist debate has played out many times in
American education. For example, in recent years, there has
been a huge debate about how to teach beginning reading—one
side favors direct instruction of word recognition competen-
cies (i.e., phonics), and the other favors an approach known as
whole language, which includes learning to recognize words
through discovery as children experience great children’s liter-
ature and write their own compositions (Pressley, 1998; see
chapter by Pressley on literacy in this volume). Consistent with
how those favoring direct transmission have made their case in
the past, those favoring direct teaching of reading have
amassed a great deal of scientific evidence that direct teaching
of phonics and related skills produces more certain word recog-
nition than less direct teaching. The National Reading Panel
(2000) report was particularly systematic in reviewing all of the
evidence favoring such a direct instruction perspective. Con-
sistent with traditional constructivist arguments, whole lan-
guage proponents feel that direct teaching of word recognition
does not result in a complete understanding of reading; they
have produced an impressive array of evidence that children’s
understandings are more developed in whole language con-
texts (e.g., Dahl & Freppon, 1995; Graham & Harris, 1994;
Morrow, 1990, 1991; Neuman & Roskos, 1990). For ex-
ample, experiences with literature increase children’s under-
standing of the structure of stories (e.g., Feitelson, Kita, &
Goldstein, 1986; Morrow, 1992; Rosenhouse, Feitelson,
Kita, & Goldstein, 1997). Children’s comprehension of ideas
expressed in text increase when they have conversations about
literature with peers and teachers (Van den Branden, 2000).

Direct Transmission and Constructivism

Kohlberg and Mayer (1972) believed that if students were
taught, they could not then discover. Another possibility,
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however, does exist. Kohlberg and Mayer (1972) are correct
in their assertion that when a teacher teaches directly (i.e., ex-
plains a concept), understanding is incomplete. Even so, un-
derstanding is complete enough so that the student can at least
begin to apply the new knowledge or use the new skill that
was just explained. To do so correctly, however, might re-
quire some help from the teacher (i.e., scaffolding), with un-
derstanding of the new idea or procedure increasing as the
student, in fact, does use it—that is, by attempting to use what
has been taught directly, the learner constructs a much more
complete understanding. That direct transmission and con-
structivism are not completely incompatible has stimulated
new thinking about how teaching can be done better.

For example, what has emerged in the beginning reading
debate is a middle position calling for instructional balance of
direct teaching of skills and whole language experiences (i.e.,
reading of literature, composition; see Pressley, 1998; also
see chapter by Pressley in this volume). Advocates for bal-
anced literacy instruction make the reasonable assumptions
that learning how to sound out words is more certain if taught
directly and that reading of real literature provides especially
rich practice of word recognition. Writing also provides
much opportunity to explore and experiment with words,
with the knowledge of letter-sound combinations tried out
and stretched in many ways as children try to figure out how
to spell the words they want to put in their stories.

That direct transmission and constructivist literacy experi-
ences can be coordinated was documented explicitly by
Pressley, El-Dinary, et al. (1992) in their work on the teach-
ing of comprehension strategies to elementary students. The
teachers they studied first explained and modeled a small
repertoire of comprehension strategies to their students, in-
cluding predicting based on prior knowledge, asking ques-
tions during reading, constructing mental images during
reading, seeking clarification when confused, and summariz-
ing. Then, over a long period of time, the teachers scaffolded
students’ use of the strategies as they read in small reading
groups. Brown, Pressley, Van Meter, and Schuder (1996)
demonstrated that a year of such scaffolded practice at the
second-grade level resulted in more active reading and
greater comprehension of what was read. Collins (1991) and
Anderson and Roit (1993) produced comparable outcomes
in the later elementary grades and at the middle school level,
respectively.

Learning of comprehension strategies as conceived by
Pressley, El-Dinary, et al. (1992) was highly constructivist
(Harris & Pressley, 1991; Pressley, Harris, & Marks, 1992).
The students did not apply the strategies mechanically;
rather, they worked at flexibly adjusting the strategies relative
to the demands of reading tasks. Students discussed among

themselves their strategy attempts and alternative understand-
ings of texts (e.g., how their summaries of a text differed).
Teachers did not direct students to use particular strategies as
they read text, but rather provided general prompts to be ac-
tive and to experiment (e.g., What might you do if you’re not
sure you understand?). They also encouraged students to use
what they were learning during reading in class across the day
(e.g., When you are reading for social studies, try some of the
strategies.).

As we offer these examples from reading that represent a
balancing of direct instruction and constructivist experiences,
we are also reminded that direct transmission versus con-
structivist battles continue to be fought. A prominent one is in
mathematics education, with the National Council of Teach-
ers of Mathematics (2000) arguing strongly for constructivist
mathematics teaching and many traditionalists favoring di-
rect teaching of skills (e.g., Dixon, Carnine, Lee, Wallin, &
Chard, 1998). 

Summary

Although both direct instruction and constructivist advo-
cates can point to research supporting their favored teaching
mechanisms, the alternative that enjoys increasing support is
instruction that involves both direct transmission and con-
structivist elements. The invention of such teaching does in-
spire some extreme advocates both of direct instruction and
of constructivist teaching to assert their positions even more
adamantly, resulting in conflicting and sometimes confusing
advice presented to teachers. Such recommendations must be
sorted out in the teacher’s own mind, which was one motiva-
tion for researchers interested in teaching processes to study
teacher thinking.

MOTIVATIONAL PROCESSES

During the last quarter century there has been a revolution in
thinking about how academic learning and achievement can
be motivated in classrooms. There are now a number of spe-
cific motivating, instructional approaches that are defensible
based on well-regarded educational research.

Rewarding Achievement

The behaviorists contended that to increase behavior, one
should reward (reinforce) it. It is not quite that simple! If the
behavior is one that the student does not like or is not doing,
then providing reward for performing the behavior (or for
performing the behavior well) is defensible. Alternatively,
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however, if it is a behavior that a student likes already (i.e., a
behavior the student finds intrinsically rewarding), then
providing an explicit reward can actually undermine the
student’s future motivation to do this activity (Lepper &
Hoddell, 1989). This phenomenon is called the overjustifica-
tion effect (Lepper, Greene, & Nisbett, 1973): There is a nat-
ural tendency when a person is rewarded for doing something
to explain one’s behavior as being caused by the reward. As
an example, consider a child who really loves reading and
reads plenty of books just for the fun of it. Suppose one day
the teacher adds the explicit reward of a pizza certificate for
reading so many books, an incentive system used in many
schools. As long as the pizza certificates keep coming, the sit-
uation is fine; alas, however, in the spring, when the pizza
certificates stop as the incentives program winds down, read-
ing might actually decline: The child stops reading because
she or he now believes that reading was occurring because of
the reward for reading.

One common form of reward in classrooms is praise,
which can be very effective. Praise works best when it is given
contingent on desirable student behaviors, when the teacher
makes clear what was praiseworthy, when the praise is sin-
cere, when there is an implication that the student can be sim-
ilarly successful in the future by exerting appropriate effort,
and when the praise conveys the message that the student
seemed to enjoy the task or value the competencies gained
from the exertion of effort (Brophy, 1981).

Encourage Moderate Risk Taking

Many students fear failure and hence are afraid to take risks.
Good teachers encourage such students to be reasonable risk
takers. Such risk taking, however, often produces increased
achievement (see Clifford, 1991). Why? Consider writing as
an example. Students have no chance to improve their writ-
ing skills if they refuse to try to write, fearing that their efforts
will be unsuccessful; improvement can occur only after stu-
dents try to write.

Emphasizing Improvement Over Doing Better
Than Others

Most American classrooms emphasize performance—in par-
ticular, doing better than other students on academic tasks.
Only a few students receive As relative to most students, who
are much less successful. Such an approach undermines the
motivation of all students (Ames, 1984; Nicholls, 1989),
however. Those who do not receive As feel as if they failed
relative to the A students. If the A students could do better
than they are doing, they have no incentive to do so, for they
are already earning the top grade that is available.

There is an alternative to emphasizing competitive
grades—to praise students for improving from where they
are now rather than for performing better than do other stu-
dents. Classrooms that emphasize improvement, in fact, are
more likely to keep students interested in and committed to
school (Nicholls, 1989; Nicholls & Thorkildsen, 1987).

Cooperative Learning

Beyond downplaying competition, students can be encour-
aged to cooperate with one another, with reliably positive ef-
fects on achievement. Students often learn more when they
work together (e.g., Johnson & Johnson, 1975, 1979, 1985).
The most motivating situation is one in which students actu-
ally receive reward based on how well their fellow group
members perform, creating great incentive for students to
work together to make certain that everyone in the coopera-
tive group is making progress (Fantuzzo, King, & Heller,
1992; Slavin, 1985a, 1985b).

Cognitive Conflict

Providing students with tasks that are just a little bit beyond
them or a little different from what they already know is very
motivating. Thus, if a student has the single-digit addition
facts down (e.g., 5 � 2 � 7), single-digit subtraction prob-
lems might be intriguing and just a bit confusing. Thus, pre-
senting a flash card with 5 � 2 � 3 might give the student
motivation to pause to figure out why the answer is not 7,
raising curiosity about that � and what that dash might sig-
nify. Similar curiosity would not be expected in a child
who did not know the addition facts already, for there would
be no reason for such a child to think that 5 � 2 � 3 is a lit-
tle strange. A variety of Piagetian-inspired educators (see
Kohlberg, 1969) have made the case that students’ curiosity
can be stimulated by presenting new content that is just a
little bit different from what the students already know.

Making Academic Tasks Interesting

People pay more attention to content that is interesting—a
good reason to present students with content that will grab
them (e.g., Hidi, 1990; Renninger, 1990; Renninger &
Wozniak, 1985). That said, sometimes material grabs student
attention but distracts from what is really important. For ex-
ample, juicy anecdotes in a history piece can reduce the at-
tention paid to the main points of the article (e.g., stories
about Kennedy playing touch football with the family on the
White House lawn can be remembered better than can the
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accomplishments of the Kennedy administration, which were
the main focus; e.g., Garner, 1992). Similarly, educational
computer games are often loaded with distractions that suc-
ceed in orienting student attention to lights and bells rather
than to the content that the program is intended to teach (e.g.,
Lepper & Malone, 1987). On a more positive note, reading
can be made more fun by having the students read books that
they find interesting. Similarly, social studies and science
content can be illustrated by examples that students find in-
triguing rather than boring—examples that illustrate well
important points made in the text. 

Encouraging Effort Attributions

Students can attribute successes and failures they have experi-
enced to a number of factors. Unfortunately, most of these at-
tributions are to factors out of their control. Thus, explaining
one’s success as due to high ability or one’s failure to low abil-
ity is tantamount to attributing outcomes to something the stu-
dent cannot control. Luck is also out of the student’s control,
so that to attribute a success to good luck or a failure to bad
luck is to conclude that one’s educational fates are not under
personal control. Finally, explaining good and bad grades as
due to easy and difficult tests is the same as believing that edu-
cational success is all in the hands of the test makers. Explain-
ing successes and failures in terms of such uncontrollable
factors undermines motivation. If success in school depends
on ability, luck, or test difficulty, then there is no incentive to
try because successes and failures will occur unpredictably.

Alternatively, students can explain their educational out-
comes in terms of the one factor they can control—their effort.
Explaining successes as reflecting hard work—and failures as
due to not enough work—wields positive motivational power.
The message is that doing well depends on personal effort,
which the student can decide to expend. Encouraging students
to make effort attributions increases their motivation to learn
new skills that are taught (e.g., Carr & Borkowski, 1989).

Emphasizing the Changeable Nature of Intelligence

A related point is that students can believe their academic in-
telligence is fixed and out of their control, with this belief
undermining motivation to work hard in school. Alterna-
tively, students can believe their intelligence is modifiable—
that by learning more, people really became smarter (e.g.,
Henderson & Dweck, 1990). In fact, when classrooms em-
phasize that school is about mastering what is being taught
there and such mastery produces intellectual empowerment,
achievement is greater (e.g., Ames, 1990; Ames & Archer,
1988; Nicholls, 1989).

Increasing Student Self-Efficacy

People with positive academic self-efficacy believe they can
do academic tasks; academic self-efficacy is often quite spe-
cific (e.g., believing that one can achieve in mathematics—or
more specific still, believing one can do even difficult word
problems; Bandura, 1977, 1986). High self-efficacy moti-
vates future effort (e.g., a student who perceives she or he can
do math is more likely to try hard in math; Schunk, 1989,
1990, 1991). Self-efficacy is largely a product of success in a
domain (e.g., success in mathematics produces math self-
efficacy). Hence, it is important that students be successful in
school and that assignments provide some challenge but not
so much as to overwhelm. 

Encouraging Healthy Possible Selves

It is academically motivating for a child to believe that she
or he could go to college and eventually become a well-
respected, well-rewarded professional. Such students have
healthy possible selves, which motivates them to work hard
in school as part of a long-term plan that will get them to a
productive role in the world (Markus & Nurius, 1986). Many
children do not have such understandings or such positive
possible selves, believing that higher education is something
that could never happen to them and that they could never
achieve valued roles in society. For children who do not
have healthy possible selves, it makes sense to encourage
more positive views about possible long-range futures. For
example, Day, Borkowski, Dietmeyer, Howsepian, and
Saenz (1994) were able to shift the expectations of Mexican
American children upward through participation in discus-
sions emphasizing how education can result in desirable jobs.

Discussion

Educational researchers have identified many specific ap-
proaches to motivate academic effort and achievement. One
reading of this section is that these mechanisms are in compe-
tition with one another—that there are so many of them that it
would be impossible to carry them all out. Jere Brophy (1986,
1987), however, proposed just the opposite—that trying to do
it all with respect to motivation is exactly the way to produce
more motivating classrooms and more motivated students.
Brophy urged teachers to model interest in learning and com-
municate to students high enthusiasm for what is going on in
school and that what is being learned in school is important.
Brophy urged keeping achievement anxiety low and empha-
sizing learning and improvement rather than outdoing other
students. Teachers should induce curiosity and suspense,
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make abstract material more concrete, make learning objec-
tives salient, and provide much informative feedback.Accord-
ing to Brophy, teachers also should adapt tasks to students’
interest, offer students choices whenever possible, and en-
courage student autonomy and self-reliance. Learning by
doing should be encouraged; tasks that produce a product are
especially appealing (e.g., class-produced big books). Games
should be part of learning. The case is made later in this chap-
ter that Brophy’s perspective that teachers should try to do
much to motivate is enjoying support in the most recent re-
search on classroom motivation, with exceptionally engaging
teachers doing much to motivate their students—that is, excel-
lent teachers know much about how to motivate their students,
and they use what they know.

TEACHERS’ KNOWLEDGE, BELIEFS,
AND THINKING

The cognitive revolution heightened awareness that teachers
actively think as they teach and that what they know and be-
lieve about teaching very much affects the classroom deci-
sions they make. During the last two decades of the twentieth
century, there were substantial analyses of what teachers
know and believe (see Borko & Putnam, 1996; Calderhead,
1996; Carter & Doyle, 1996; Clark & Peterson, 1986;
Reynolds, 1989; Richardson, 1996); what follows in this sec-
tion is an amalgamation of conclusions from these previous
reviews of the evidence.

Teachers think before they teach (i.e., they plan for the
year, this unit, this week, what will be covered today, and
what will be covered in this lesson; Clark & Yinger, 1979),
and they think as teaching proceeds (e.g., they react to student
needs). Teachers also can think after they teach, reflecting on
what went on in their classroom, the effects of their teaching,
and how their teaching might be improved in the future. All
of this thinking is informed and affected by various types of
knowledge possessed by teachers: Teachers know how to
teach, having learned classroom management strategies, in-
structional strategies, motivational techniques, and a variety
of theories of learning. They have beliefs about themselves
as teachers. They have subject matter knowledge, including
knowledge about how particular subjects can be taught (i.e.,
pedagogical content knowledge; Shulman, 1986).

With respect to every type of knowledge that teachers can
possess, there are individual differences between teachers
in what they know and believe. For example, some teachers
know more than do others about cognitive strategies instruc-
tion. Among those knowledgeable about cognitive strategies,
some believe that strategies should be taught directly,
whereas others think that students should be helped to

discover powerful strategies but not be told explicitly how to
carry them out. Some teachers even know about strategies
instruction but choose not to teach strategies because they
do not believe that reading comprehension really is a con-
sciously strategic process (e.g., Pressley & El-Dinary, 1997).
Teacher beliefs can powerfully affect teaching, including be-
liefs about self as teacher (e.g., I’m not good at teaching
math.), the nature of students (e.g., They don’t want to learn.
The students do not have much prior knowledge that can be
related to science lessons.), effective classroom management
(e.g., Students should be seen and not heard. A good teacher
is clearly in charge of the classroom. In a good classroom,
students are self-regulating.), and the nature of effective
teaching and learning (e.g., Teachers should be coaches more
than dictators. Students learn best through direct instruction.
Students learn best when given opportunities to construct
their own knowledge.).

A teacher’s knowledge is acquired over a long period of
time, with some of it reflecting information garnered from ex-
periencing kindergarten through college education as a stu-
dent. Some was conveyed formally in courses in college—for
example, education methods courses. Other knowledge was
acquired on the job as a function of gaining experience in the
classroom, observing other teachers, and experiencing profes-
sional development provided to teachers in the field. Teach-
ers’ practical knowledge of schools dramatically shifts with
experience. Only through actually teaching in a working
school can subtle knowledge of the teaching craft be acquired.
Formal knowledge of teaching, however, can transform as
teachers attempt to use modern conceptions of teaching and
learning compared to conceptions of teaching and learning
that predominated when they were taught. Thus, knowledge
of writing can change as a function of experience as a writing
workshop teacher of composition. The shift can be from a
focus on writing as mastery of mechanics (which was the em-
phasis during schooling for many who are now teachers) to
writing as a process of planning, drafting, and revising (which
is the current focus of most curricular thinking about compo-
sition), with concerns about mechanics most prominent as the
composition product is being polished. Knowledge of and be-
liefs about mathematics instruction can change when a school
district decides to move away from curricula emphasizing
procedural learning to curricula emphasizing student con-
struction of mathematical understandings and real-world
problem solving. To become an expert professional takes a
while (5–10 years; e.g., Ericsson, Krampe, & Tesch-Römer,
1993)—both to learn how to teach and to believe one can
teach well—despite the fact that while they are in teacher ed-
ucation programs, many are very confident (probably over-
confident) that they will be good teachers (e.g., Book &
Freeman, 1986; Weinstein, 1988, 1989).
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EXPERT TEACHING

That teachers have much to learn themselves has stimulated
much hard thinking about what experienced teachers know
and need to know—especially what really good teachers
know and believe. By analyzing the thinking and teaching of
experienced and skilled teachers, an understanding of teach-
ing at its best is emerging. A possible reading of the research
summarized briefly in this section is that a teacher can possess
many bits and pieces of knowledge that can mediate discrete
teaching events. The research reviewed in the next section
goes far in emphasizing that real teachers, however, connect
their knowledge and their practices to create entire lessons,
school days, content units, and years.

Cognitive psychologists have carried out many expert-
novice comparisons, especially focusing on the thinking of
experts compared to novices as they do important tasks (e.g.,
reading X rays, flying planes; e.g., Lesgold et al., 1988). Ex-
perts think about problems in a way very different from that
of novices. Experts quickly size up a situation as roughly like
others they have seen—that is, they have well-developed
schemas in their domain of expertise (e.g., expert radiologists
know what metastatic adenocarcinoma of the lung looks like,
and this knowledge is quickly activated when they confront a
specific X ray having some of the features of metastatic
adenocarcinoma of the lung). After a candidate schema
is generated, the expert then carefully searches for informa-
tion confirming or disconfirming the schema (e.g., noticing
whether the many tumors in this X ray of the lung are more
round than spiculated, which would be consistent with
metastatic adenocarcinoma; noticing whether there is a
metastatic path from the primary tumor). The novice might
not be so thorough and thus might rush to a conclusion (e.g.,
concluding quickly that the many tumors in the lung field
must be adenocarcinoma, perhaps even explaining away
the spiculated look of the tumors as due to the poor fidelity of
X rays). Also, unlike the novice, the expert radiologist is not
going to be distracted by irrelevancies (e.g., looking at sec-
tions of the X ray that do not contain telling information).
Cognitive psychologists interested in expert-novice differ-
ences in cognition consistently were able to demonstrate that
experts had better developed schematic knowledge in their
domains of expertise; this knowledge was used more system-
atically and completely by experts compared to novices to ac-
complish tasks in the domain of expertise. 

The most prominent expert-novice work done in the field
of teaching was carried out by David Berliner and his associ-
ates (e.g., Berliner, 1986, 1988; Carter, Cushing, Sabers,
Stein, & Berliner, 1988; Carter, Sabers, Cushing, Pinnegar, &
Berliner, 1987). They studied both teachers identified by their
schools as expert teachers and early-career teachers. For

example, Sabers, Cushing, and Berliner (1991) had teachers
watch a videotaped lesson, with the wide-screen image
capturing everything that was happening in the room. The
teachers were asked to talk aloud as they watched what was
happening; the researchers also posed some specific ques-
tions about what was happening in the classroom, probing
teachers’understanding of the classroom routines, the content
being covered, motivational mechanisms being used by the
teacher, and interactions between students and teachers.

The main result was that the expert teachers saw the room
much differently from the way the novices saw it. Basically,
the experts made better interpretations of what they saw and
were more likely to recognize well-developed routines, to
identify classroom structures the teacher had put in place, and
to detect student interest and boredom. The experts also took in
more of the room rather than overfocusing on one part to the
exclusion of another.The experts listened more to what the stu-
dents said, whereas the novice teachers were more likely to
focus on the visual clues alone. Berliner and his associates con-
cluded that expert teachers have well-developed knowledge of
classroom schemas: They know what particular routines look
like (e.g., entering the room and getting to work immediately),
the important approaches to curriculum and instruction (e.g., a
hands-on science activity), and prototypical ways in which
students and teachers can interact (e.g., cooperative learning);
this knowledge base permits them to interpret what can seem to
be many disjointed activities to novices who lack such knowl-
edge. Thus, novices are likely to focus on the many specific be-
haviors in a hands-on science activity rather than simply
recognize it as a unified activity. Such schemas allow much
more complete comprehension and memory of what is going
on in a classroom (e.g., Peterson & Comeaux, 1987).

Acriticism of these studies is that expert teaching is not just
about teacher thinking. In fact, it is mostly about actual teach-
ing, which was not captured at all in the expert-novice studies
focusing on teacher cognition. In a series of studies conducted
with our associates (Bogner, Raphael, & Pressley, 2002;
Pressley, Allington, Wharton-McDonald, Block, & Morrow,
2001; Pressley, Wharton-McDonald, et al., 2001; Wharton-
McDonald, Pressley, & Hampston, 1998), we captured the
many ways in which the teaching of excellent elementary
teachers differs from the teaching of more typical and weaker
elementary teachers. In each of these studies, we identified
teachers who were very engaging (i.e., most of their students
were academically engaged most of the time) and those who
were less engaging (i.e., students were often off task, or the
tasks they were doing were not academically oriented). As we
anticipated, when engagement was high, there were also indi-
cations of better achievement (i.e., students wrote longer,
more coherent, and generally more impressive compositions;
students read more advanced books; students performed better
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on achievement tests than students in classrooms where en-
gagement was lower). This work was more decidedly qualita-
tive and intended to develop a theory of effective elementary
teaching rather than quantitatively hypothetico-deductive (see
Strauss & Corbin, 1998). The theory that emerged was that ex-
cellent teachers do much well: (a) They develop a motivating
classroom atmosphere, (b) classroom management is superb,
and (c) their curriculum and instructional decisions sum to
excellent teaching for all students.

A Motivating Classroom Atmosphere

Effective elementary teachers create a motivating classroom
environment. Excellent teachers have both the physical envi-
ronment and the psychological input to the students aligned
to promote engagement and learning.

Physical Environment

The teacher has constructed a comfortable and inviting place
for learning, with many educational materials readily acces-
sible for students. For example, there are reading corners
filled with great books, listening stations with tapes of fa-
vorite stories, and math labs with concrete manipulatives
(e.g., play money, counting blocks) that appeal to students.
Charts and maps that can support teaching and learning are
hung so that they can be used during teaching and referenced
easily by students. The classroom is decorated with fun and
attractive items (e.g., brightly colored signs, posters that are
appealing to the eye). Some of the decorations are student-
produced work. The displays change frequently as the sea-
sons change, new topics are covered in class, and students
produce new products that can be showcased. Posters reflect
some of the psychological virtues the teacher espouses for the
classroom (e.g., exerting effort, making good choices, high
expectations), making salient the interconnections between
the physical and psychological classroom worlds.

Psychological Environment

Excellent teachers promote community in their classroom
and it shows—beginning with their communications (e.g., our
class, we work together). The teacher makes frequent connec-
tions to students, mentioning in passing a student’s achieve-
ment, alluding to the birth of a sibling, and expressing empathy
to a child who has a reason to feel blue (e.g., a grandparent is
ill)—that is, excellent teachers send the message that they are
interested in students’ lives, which are valuable. The teacher’s
communications are filled with respect for students, and the
students’ communications mirror that respect—for example,
with many please and thank-you comments. Teachers remind

students often about the virtues of being helpful, respectful,
and truthful with one another. Excellent teachers have gentle,
caring manners in the classroom, with positive interactions in
abundance. The teacher is often playful with the kids (e.g., ac-
tually playing with them during recess, kidding around with
them as they work). Excellent teachers typically have good
senses of humor—for example, laughing at themselves when
they make a mistake solving an arithmetic problem. Good
teachers model inclusion and embrace diversity by including
all of the children in the class and celebrating openly the
various traditions and backgrounds represented by students
(e.g., celebrating with genuine enthusiasm Columbus Day,
St. Patrick’s Day, and Martin Luther King Day). Cooperation
is encouraged (e.g., much cooperative learning), as is altruism
(students helping other students, making valentines for people
in nursing homes, collecting soda cans to donate the proceeds
to an adopted family in Guatemala).

The classroom is also a democratic place. There are seri-
ous discussions between students and teachers about class-
room issues (e.g., how disobedience should be handled, how
the needs of individuals can be balanced against the needs of
the entire class). Sometimes these discussions take up matters
of power and inequity (e.g., how kids don’t always get the re-
spect they deserve). Good teachers reduce such inequalities
by permitting the students to make up classroom rules and
to be involved in decision making (e.g., what novel to read
next). When students disagree, respectful disagreement is en-
couraged and compromises are sought (e.g., if the vote be-
tween two novels is split, it might be resolved by a coin flip,
with the decision to read the losing novel after the winning
novel is completed).

The teacher does much to create an interesting classroom.
He or she arouses curiosity (e.g., Listen carefully. You’ll find
out some of the answers to the questions we’ve been asking.
or Go ahead and open our new book—see anything interest-
ing?). The good teacher creates anticipation (e.g., Tomorrow,
I’m going to teach you how I figure out those percentages on
tests, which will be cool.).

Excellent teachers create classrooms emphasizing effort.
The teacher lets students know that they can do the assigned
tasks if they try, also making clear that the way smart people
became smart was by trying hard and thus learning much.
Good teachers send the message that school tasks deserve at-
tention and serious effort and that much good comes from
doing and reflecting on school work. When students have dif-
ficulties, the teacher encourages stick-to-itiveness, letting the
students know that they can succeed by persevering. The
teacher does not attribute either student successes or failures
to luck, ability, or task difficulty—factors out of the students’
control. The teacher downplays competition, emphasizing not
who is doing better than others in the class but that students
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are improving. The teacher encourages effort in many ways—
for example, often remarking Who can tell me? Who remem-
bers? Make your best guess if you are not sure.

Excellent teachers create classrooms downplaying perfor-
mance outcomes—that is, the teacher does not make salient
who is doing well and who is not. Grades are not made pub-
licly (e.g., by calling grades in or putting papers with the best
grades on display). The teacher does not criticize student mis-
takes. There are no academic games with obvious losers (e.g.,
a spelling bee) but rather academic games in which everyone
wins often (e.g., social studies Jeopardy in which students are
made to feel they are winners when they get the answer in
their heads).

Excellent teachers foster self-regulation. They give their
students choice in their work (e.g., allowing students to select
which books they will read). Students in excellent elementary
classrooms are expected to move from task to task on their
own rather than wait for teacher direction. Students are en-
couraged to set their own goals (e.g., how many books to read
in a month). The teacher honors student ownership of their
own work and control of it (e.g., Would you mind if other
children look at what you wrote?). In short, the teacher wants
students to be in charge of themselves.

The excellent teacher publicly values learning. The teacher
frequently makes remarks about the value of education, using
the mind, and achieving dreams through academic pursuits.
The teacher is enthusiastic about academic pursuits, such as
reading books and writing. The excellent teacher does not em-
phasize extrinsic rewards (e.g., stickers) for doing things aca-
demic but rather focuses on the intrinsic rewards (e.g., the
excitement felt when one is reading a particular novel, the
sense of accomplishment accompanying effective writing).

The excellent teacher also has high expectations about
students, communicating frequently to students that they can
learn at a high level (e.g., Wow, third graders, this is stuff usu-
ally covered in fifth grade, and you are doing great with it.).
Moreover, excellent teachers are determined that students in
their charge will learn. Even so, excellent teachers have real-
istic ambitions and goals for their students, encouraging their
students to try tasks they can accomplish—ones that with
effort are within their reach.

Excellent teachers create classrooms filled with helpful
feedback—especially praising students when they do well
and trying to do so immediately. Teachers do not give blanket
praise, but rather are very explicit in their praise (e.g., I really
like this story—it is a page longer than your last story, with
much better spelling and punctuation and a great ending.).

In summary, excellent teachers go to great lengths to cre-
ate a generally motivating classroom atmosphere. In fact,
the classroom day is saturated with teacher actions that moti-
vate. For example, Bogner et al. (2002) studied 7 first-grade

teachers and found that two were much more motivating than
were the others in the sample (e.g., their students were much
more engaged in academic activities than were students in
other classes). One of these two teachers used 43 different
motivational mechanisms to encourage her students over the
course of the school day, with many of these mechanisms
used multiple times; the other used 47 different approaches—
again, with many repeated multiple times. In both class-
rooms, the motivational attempts were always positively
toned and never punitive or critical of students. In contrast,
much more criticism and far fewer approaches to motivating
students were observed in the other five classrooms.

Dolezal, Mohan, and Pressley (2002) conducted a similar
study at the third-grade level. Their most engaging teacher
used 45 different motivating mechanisms over the course of
the school day, compared to far fewer motivational mecha-
nisms in other third-grade classrooms, in which students
were much less engaged. Excellent teachers create classroom
environments that are massively motivating: It is impossible
to be in their rooms for even a few minutes without several
explicit teacher actions intended to motivate student engage-
ment and learning.

Effective Classroom Management

The classroom management of effective teachers is so good
that observers hardly notice it—there is little misbehavior
in the classroom and rarely a noticeable disciplinary event.
This result is due in part to a classroom management strategy
that has at its core the development of self-regulated students.

Self-Regulation Routines

Effective teachers make clear from early in the year how stu-
dents in the class are supposed to act. The teacher communi-
cates to students that is important for them to learn and carry
out the classroom routines and act responsibly. There are rou-
tines for many daily classroom tasks (e.g., a hot lunch counter
can on the teacher’s desk, with students depositing their token
counter in the can)—tasks that can consume much time in or-
dinary classrooms (i.e., the lunch counter can eliminate the
need for the teacher to do lunch count during the morning
meeting). An especially important routine is for students to
learn that they are to keep on working even if the teacher is not
available; the internalization of this routine is obvious in effec-
tive classrooms because it does not matter whether the teacher
is in the room—everyone works regardless of the teacher’s ab-
sence. Early in the year, excellent teachers teach their students
how to work cooperatively, and for the rest of the year, coop-
erative learning is the norm. In short, just as excellent teachers
have high academic expectations of students, they also have
high behavioral expectations.
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Explanations and Rationales

Excellent teachers do not simply pronounce rules. Rather, they
explain why the classroom community has the rules and regu-
lations that are in place. Explanations are also given as the
teacher makes important decisions (e.g., why the class is going
to the library tomorrow rather than today, why the class is
reading the current story and how it connects with the current
social studies unit). The message is clear that the classroom is
a reasonable world rather than an arbitrary one.

Monitoring

Excellent teachers monitor their classes and show high
awareness of what everyone is doing. Excellent teachers act
quickly when students experience frustrations or are getting
off task (e.g., asking a student with wandering attention what
he or she is doing and what he or she should be doing). When
excellent teachers detect potential disruptions, they respond
quickly and efficiently to eliminate such disruptions (e.g.,
giving paper towels to a student who just spilled, helping the
student so that the spill is cleaned up quietly). 

Discipline

There are few discipline events; the teacher does not have to
use discipline or disciplinary threats to keep students on task.
In fact, excellent teachers do not threaten their students. If
punishment is necessary, it is done quietly and in a way that
gets the student back on task very quickly. Thus, excellent
teachers never send students to a time-out corner; rather, they
swiftly move to correct the behavior and get the student back
to the work assigned at the place where the work should be per-
formed (e.g., whispering to the student We’ll talk at recess.).

Excellent Use of Other Adults

Excellent teachers use parent volunteers and classroom aides
well. Basically, these adults interact with the children much like
the teacher: They provide support as needed, always in a posi-
tive way. Such good use happens because excellent teachers
coach volunteers and aids well, making certain they know what
to do to be consistent with the ongoing philosophy, instruction,
and curriculum in the classroom. Excellent teachers often use
such adults to provide additional help to weaker students—for
example, listening to weaker readers read or helping weaker
arithmetic students with challenging problems. (Often, during
our visits, parents and aides told us how excellent the teacher
was, reflecting that good teachers inspire great confidence in
the other adults who work in their classrooms!)

In summary, excellent teachers orchestrate everyone in
their classroom well—through persuasion rather than coer-
cion. They are continuously aware of the state of their class-
room and the students in it, and they do what is required to
keep students engaged and productive. Their management
style is consistent with the generally positive atmosphere
in the classroom, with few reasons for punishment and few
punishments dispensed.

Curriculum and Instruction

Excellent teachers make curriculum and instruction decisions
that result in exciting teaching and interesting lessons. Stu-
dents learn content that is exciting; the lessons are presented
in interesting ways that match their abilities to deal with it.

Engaging Content and Activities

The books that are read and the lessons that are taught are in-
teresting to the students, with the teacher consciously select-
ing materials that will intrigue the class (e.g., because it
worked well last year). There are many demonstrations that
make abstract content more concrete and do so in ways
that connect academic content to the child’s world and larger
life (e.g., a lesson on biological adaptations that protect a
species includes exploring the parts of a rose plant and reflect-
ing on why it has thorns)—that is, students learn by doing.
When new content is covered, the teacher highlights for stu-
dents how it connects to ideas covered previously in the class
(e.g., when an information book is read about how the colors
of bears are matched to their habitats, the teacher reminds stu-
dents about the previous lesson on biological adaptations).
Such opportunities to connect across lessons are not acciden-
tal; the teacher plans extensively—both individual lessons
and the sequence of lessons across the year.

Lessons do not merely scratch the surface; rather, the
teacher explanations and class discussions have some depth. In
general, depth is favored over breadth in excellent classrooms.

Play and games are incorporated into instruction. Thus,
the class might play social studies Jeopardy to review for an
upcoming test or math baseball. The emphasis in these
games is decidedly on the content, however—the teacher
takes advantage of misses to provide reinstruction (i.e., the
misses inform the teacher about ideas that need additional
coverage and reexplanation). 

The students make products as part of instruction. Thus, it is
common in very good primary classrooms to see big books on
display that the class has written and produced. A science unit
on plants can result in a small forest in the corner of the room.
A sex education unit can include a class-made incubator in
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which chicks are hatched by the end of the lessons. Such prod-
ucts are a source of pride for students and do much to motivate
their interest in what is going on in the classroom. 

The message is salient that what goes on in school has clear
relevance to the world. One way this occurs is through use of
current events to stimulate classroom activities. Hence, a presi-
dential election can be used to stimulate literacy and social stud-
ies activities related to the presidency. Space shuttle launches
can be prime motivation for thinking about topics in astronomy,
exploration, or technology. The annual dogsled races in Alaska
can be used to heighten interest in the study of Alaska, the char-
acter issue of perseverance, or use of the Internet (i.e., the race
can be followed on the Internet, which has many resources
about the race available for students to explore).

There is no doubt that interest is high in classrooms staffed
by excellent teachers. One indicator is that students are all
doing activities connected to lessons (e.g., self-selecting
library books related to current content coverage). Another is
that the students are excited about any possibility of doing
more or participating more extensively (e.g., student hands
are always up to volunteer; students will stay in at recess to
finish composition of a big book or help distribute the con-
crete manipulatives for the next activity). When a student is
asked about what she or he is doing the student will often
give a long and enthusiastic response. The teacher’s selection
of interesting and exciting content goes far in creating an in-
teresting and exciting classroom.

Instructional Density

Excellent teachers are constantly teaching and providing in-
struction. Whole-group, small-group, and individual mini-
lessons intermingle across the day, and the teacher often takes
advantage of teachable moments (e.g., moments that provide
the opportunity to teach), such as when students pose ques-
tions. The teachers sometimes prompt students how to find an-
swers themselves and sometimes use the question as an
opportunity to provide an in-depth explanation. Students also
do much reading and writing because excellent teachers do not
permit students simply to sit and do nothing. Excellent teach-
ers teach in multiple ways—explaining, demonstrating, and
scaffolding student learning. Teacher-led lessons and activities
are sometimes complemented by film or Internet experiences.
Although many lessons involve multiple activities, the aca-
demically demanding parts of the lesson get the most time and
attention. For example, if students write in response to a
reading, they might be asked to illustrate what they wrote. The
illustration activity will never be the focus; rather, the teacher
makes it clear that the illustrating comes after reading and
writing and should be accomplished quickly. The dense

articulation of instruction and activities in excellent classrooms
requires great teacher organization and planning.

Balanced Instruction

Rather than embracing instructional extremes, excellent
teachers use a range of methods. Admittedly, because the
focus of our work is primary-level education, we know more
about this issue with respect to literacy. Engaging teachers
clearly balance skills instruction and holistic reading and
writing experiences, rather than embracing either a skills-first
or whole language approach exclusively.

Excellent teachers are not dependent on worksheets or
workbooks; they favor much more authentic tasks, such as
reading real books, writing letters that will be mailed, and
composing stories that end up in big books on display in the
classroom. Moreover, the real books that the students read
are great books—Newberry Award winners and enduring
classics—great stories that are well told and that inspire the
students. Such books are read aloud, read in small groups,
and then reread by students to one another and by students
with their parents at home. Practicing a book until it can be
read to proficiency is more successful when the books being
read and reread are so very appealing. Moreover, students
never just read one book at a time; typically, they are reading
several. Good books contain important vocabulary, which the
teacher covers before reading.

The excellent illustrations in good books provide much to
be seen and talked about by students—for example, when the
teacher does a picture walk through a book before reading it.
Part of instruction is that the teacher always encourages stu-
dents to read books that are a little bit challenging—ones that
can be grasped with effort. Much of reading instruction is
such matching of students to books, providing students with
opportunities to learn to read by doing reading.

Writing provides opportunity to teach higher-order com-
posing skills (i.e., planning, drafting, and revising as a recur-
sive cycle) as well as lower-order skills (e.g., mechanics and
grammar). Writing also reinforces reading skills. Thus, just
as students are encouraged to stretch words to sound them out
during reading, they are encouraged to stretch them to spell
them during writing. Instructional activities in excellent
classrooms provide complementary learning experiences and
orderly articulation of experiences, rather than a jumbled mix
of disconnected experiences that never comes together.

Cross-Curricular Connections

Reading, writing, and content learning often connect in excel-
lent classrooms. Thus, science and social studies lessons re-
quire reading and writing in response to what is read and
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experienced as part of content lessons. In general, excellent
teachers do much to make connections across the curriculum.
Often, they accomplish this task by emphasizing a particular
theme for a week or so (e.g., a social studies unit about the post
office in which students read books about the post office or read
books in which postal letters play a prominent role, with the
reading and social studies lessons complemented by the writ-
ing of postal letters). Connections occur across the entire year
of instruction in excellent classrooms; the teachers remind stu-
dents of how ideas encountered in today’s lesson connect to
ideas in previous lessons (e.g., during a story about polar bears,
the teacher reminds students about the unit earlier in the year
about animal biological adaptations). Connections, of course,
do not stop at the classroom door. For example, the excellent
teacher makes certain that students know about books in the
library connecting with current instructional themes and is
effective in getting students interested in such books.

Thinking Processes

Excellent teachers send the message that students can learn to
think better, explicitly teaching the students problem-solving
processes and strategies for a variety of academic tasks. The
excellent teacher encourages students to reflect critically
about ideas and to be creative in their thinking. As part of
stimulating their students’ thinking, excellent teachers model
problem-solving skills, often thinking aloud as they do so.
For example, when writing directions on the board, the ex-
cellent teacher might reread what was written, asking aloud
whether it makes sense or whether there might be some errors
that could be corrected. Similarly, when reading a passage
aloud, the teacher might model rereading in order to under-
stand the passage better. Perhaps when confronting a new vo-
cabulary word in a text, the teacher might sound out the word
for the students.

Provides Appropriate Challenges

Excellent teachers appropriately challenge their students,
consistently presenting content that is not already known by
their students but not so advanced that students cannot under-
stand it even if they exert effort. For example, elementary
classrooms often have many leveled books, with students en-
couraged to read books at a level slightly beyond their current
one. Also, when excellent teachers ask questions during
lessons, they are difficult enough to require some thinking by
students but not so difficult that there are only a few bidders to
answer them. The pace of questioning—and the pace of all in-
struction—is not so slow as to bore students. During question-
and-answer sessions and all of instruction, excellent teachers

encourage risk taking (e.g., encouraging students to give their
answers to a question even if the expressions on their faces
suggest that they are not certain about it).

Different students get challenged in different ways in
good classrooms: Excellent teachers embrace the diversity of
talents and abilities in their classes. The need to personalize
challenges often means that one-on-one teaching is required,
with the teacher monitoring carefully what the student can
handle and then providing input well matched to the student.

Scaffolding

Excellent teachers scaffold student learning, providing just
enough support so that students can continue to make progress
with learning tasks and withdrawing help as students can do
tasks autonomously. As part of scaffolding, excellent teachers
ask questions as students attempt tasks—questions that can be
revealing about what students know and do not know. Scaf-
folding also includes hints to students to check work, espe-
cially when the teacher detects shortcomings in student work
(e.g., encouraging students to reread their own writing to
detect potential problems). Scaffolding also involves urging
students to help one another—for example, by encouraging
students to read their compositions in progress to others in
order to obtain suggestions about how to continue the writing.
Scaffolding teachers also encourage students to apply the
problem solving, reading, and writing strategies that have
been taught in class (e.g., prompting use of the word wall to
find some of the words they want to include in their stories).

Monitoring

Excellent teachers walk around their classrooms a great deal,
monitoring how their students are doing and asking questions
to check for understanding. As they do so, excellent teachers
note who needs additional help and which ideas should be
covered additionally with the whole class. 

Clear Presentations

Excellent teachers give clear directions, which are easy to
follow. The expectations are always clear for students as are
the learning objectives.

Home-School Connections

Excellent teachers communicate to parents their expectations
about parental involvement in student learning (e.g., reading
with their children, helping with homework rather than doing
it). Such teachers also ask students to have parents assist
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them with test preparation and sign selected assignments. Ex-
cellent teachers make certain through conferences, newslet-
ters, and take-home assignment folders that parents know
what is happening in class as well as what their students
know and what help they need in order to achieve at higher
levels.

Summary

What we have found in our work is that excellent teachers
do much to make certain that the curriculum and instruction
in their classrooms is excellent. Many different approaches
to instruction are used, and many resources are organized to
support student learning (e.g., classroom aides, students help-
ing students, parental involvement with homework). The
teacher models and encourages active thinking, not only with
respect to today’s lesson but also in connecting the ideas en-
countered today with those encountered earlier in the year.
The content and teaching challenge students but do not over-
whelm them, which requires much planning because students
are at different levels of ability. Although excellent teachers
encourage student self-regulation, they always provide a
safety net of support when students falter—teacher scaffold-
ing, reinstruction, and reexplanations are prominent in excel-
lent classrooms.

Discussion

Our work has been qualitative—intended to generate hypothe-
ses about excellent teaching. The megahypothesis emerging
from this work is that excellent teachers do not do simply one
or a few things differently from more typical teachers. Rather,
their teaching is massively different. They do much to moti-
vate students. Their classroom management is masterful.
Their classroom instruction is complex and coherent, meeting
the needs of the whole class while matching to the abilities and
interests of individual students.

This hypothesis contrasts with the perspectives of many
educational researchers. Those who claim that achievement is
largely a function of motivation are like blind persons touch-
ing part of the elephant. Those who argue that classroom man-
agement is the key to classroom success are similarly blind,
similarly touching only a different part of the elephant. Those
who contend that one particular type of instruction or curricu-
lum material will do the trick with respect to improving
classroom functioning join the ranks of the blind persons from
this perspective, simply tugging at yet another section of the
elephant. The elephants that are excellent classrooms, how-
ever, are complex, articulated animals, with many parts spun
together by their teacher leaders. The resulting elephant

coherently walks and proceeds through a long life (i.e., for any
particular cohort of students, usually at least a school year with
the same teacher). The hypothesis we have generated is that to
understand the elephants that are classrooms, it is necessary to
understand the parts as well as the functioning whole, aware
that masterful teachers develop classroom elephants with
every individual part better—and every part articulating
better—than do less masterful teachers who develop less im-
pressive classroom elephants. That is to say, as anyone who
has visited a zoo knows, although all elephants are complex
creatures, some are more magnificent than others. We love
watching the most magnificent of these beasts when we visit
the zoo, preferring them to their less imposing cage mates, just
as we love watching the classrooms created by excellent
teachers much more than we love watching the classrooms
created by more typical teachers down the hall.

CHALLENGES OF TEACHING

Teaching is a challenging activity. Thus, beginning teachers
are challenged during their first year or two of teaching
(Veenman, 1984); analyses of beginning teaching challenges
appear throughout the twentieth century, from Dewey (1913)
to U.S. Department of Education reports at the end of the
century (Lewis et al., 1999). There were many studies in be-
tween (Barr & Rudisell, 1930; Broadbent & Cruickshank,
1965; Dropkin & Taylor, 1963; Hermanowicz, 1966; Johnson
& Ryan, 1980; Lambert, 1956; Lortie, 1975; Martin, 1991;
Olson & Osborne, 1991; Ryan, 1974; Thompson, 1991; Wey,
1951). Although the challenges seem to decrease with expe-
rience, teaching remains a very challenging profession even
for veterans (Adams, Hutchinson, & Martray, 1980; Dunn,
1972; Echternacht, 1981; Koontz, 1963; Lieter, 1995; Litt &
Turk, 1985; Olander & Farrell, 1970; Pharr, 1974; Rudd &
Wiseman, 1962; Thomas & Kiley, 1994). A complete analy-
sis of teaching processes appreciates that teaching always
occurs amidst contextual challenges.

Roehrig, Pressley, and Talotta (2002) summarized all of
the types of challenges that elementary and secondary teach-
ers can face. Their starting point was the many published case
studies of beginning teaching (e.g., Dollase, 1992; Kane,
1991; Kowalski, Weaver, & Henson, 1994; Ryan et al., 1980;
Shapiro, 1993). Then they had a sample of first-year teachers
and experienced teachers indicate which of the potential
challenges occurred in their school lives during the past
school year. The result was nearly 500 separate challenges,
all of which were reported as experienced by one or more
teachers. The challenges clustered into 22 categories, sum-
marized in Table 8.1.
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TABLE 8.1 Categories of Challenges of Teaching

Category Examples

Classroom discipline Spending too much time on discipline.
Not disciplining enough.
Not knowing when and how to punish students.

Student misbehavior Students cutting class.
Student inattention.
Student violence and weapons violations.

Motivating students Undermotivated students.
Students under too much pressure to do well.
Students who do not believe they can do well.

Dealing with individual differences Immature students.
between students Angry and depressed students.

Students living in poverty.
Assessing students’ work Concerns about how to do assessment.

Lack of confidence in ability to judge student work.
Keeping up with volume of assessment (grading).

Relations with parents Alcoholic parents, divorced parents, or parents with other
characteristics adversely affecting student.

Lack of support of teacher by parents.
Getting parents to come to conferences.

Classroom management Challenges of organizing classroom environment, especially if moving from
room to room across the day.

Difficulties in teaching and monitoring students at same time.
Special education teachers sometimes do not show up on time.

Resource issues Insufficient supplies and materials.
Dated textbooks.
Classroom in disrepair.

Teacher-student communications Learning names of so many students.
and interactions Hard to relate to students who want to be left alone.

Handling students with rage.
School-based demands on time Too much paperwork.

Committee work.
Coaching can be draining.

Relations with colleagues Cliques among teachers.
Disagreements between teachers about fundamental goals of the school.
Other teachers suspicious of your methods of teaching.

Planning lessons and school days Not receiving enough information before school starts to plan well.
Not having enough time to plan.
Stressed by staying one chapter ahead.

Classroom instruction Balancing direct instruction and constructivism.
Meetings needs of individual students and needs of whole class.
Providing challenge to the brightest students.

Induction, mentoring, and inadequate guidance Receiving little mentoring.
Being observed by mentor is stressful.
Receiving little information about the folkways and norms of the school.

Relations with principals and administrators Principals being critical or disrespectful.
Principal directives that are vague.
Worrying about being rehired the next year.

Diversity issues Teaching students with different backgrounds from own background.
Teacher can be victim of racial resentment.
Students claiming teacher discriminates.

Personal life issues Having little spare time.
Difficulties getting continuing education credits.
Physical illness or injuries interfering with teaching.

Having unconstructive attitudes and perceptions Feeling anxious, overwhelmed, or incompetent.
Feeling the rewards of teaching are not great enough.
Not believing that the material being taught is important or useful for students.

Gender and sexual issues Sexual harassment by another teacher.
Student flirting with the teacher.
Teacher finding a student attractive.

Concerns about the greater community If community is deteriorating, often negatively affects life in school.
Some communities are boring.
Some communities are hard to get around.

Note. From Roehrig, Pressley, and Talotta (2002).



Some challenges are caused by characteristics of teachers
themselves—by what they do not know (e.g., curriculum,
rules of the school), teacher attitudes (e.g., not liking teach-
ing), or physical illness. Some are caused by the students
(e.g., their diversity, individual differences in abilities). Some
are caused by the many responsibilities of the job (e.g., cur-
riculum planner, disciplinarian, assessor). Some are caused
by other adults in the school (e.g., other teachers, administra-
tors, parents). Furthermore, there are the challenges outside
the school (e.g., the teacher’s family or lack of family, chal-
lenges of inner city life). In short, challenges are coming
from many directions.

That said, for both beginning and experienced teachers,
Roehrig et al. (2002) found that the most frequent source of
challenge that teachers report is the students—student mis-
behavior, lack of motivation, and individual differences were
rated as frequent sources of challenge. There are many differ-
ent types of student folks, all of whom need different strokes.

Roehrig et al. (2002) also found that both beginning and
experienced teachers reported facing multiple challenges
every day, with some teachers reporting many, many chal-
lenges daily (i.e., 20 or more) and across the year (200 or
more different challenges during the year). More positively,
most challenges can be handled. There are some very serious
challenges (i.e., serious in the sense that they cannot be
solved easily), however that occur often in the lives of teach-
ers. Beginning teachers often have serious problems with
disruptive or uncontrollable students, rude and disrespectful
students, students who do not do homework, and students
who are mean, living in dysfunctional families, or have spe-
cial education needs. Beginning teachers also are frequently
hassled by not having enough time to help each student as
much as needed and by not having any spare time for them-
selves. The picture is not much different for experienced
teachers; they report frequent challenges with angry and
hard-to-reach students as well as with students living in dys-
functional families. Hyperactive and tardy students cause
many difficulties for experienced teachers, as do students
who do not do assignments or who do sloppy work. In short,
again, the message is clear that students are the source of
many of the challenges in teaching.

In summary, to teach well, it is necessary to surmount many
and diverse challenges, many of which persist throughout
one’s teaching career. The most serious source of challenge is
the students, who challenge by what they do (e.g., misbehave),
by what they do not do (e.g., homework), and by who they are
(e.g., people with different talents and needs). That student
motivation can be problematic makes clear the importance of
the work on academic motivation of the past quarter century.
That student behavior is a challenge validates that the empha-

sis on classroom management in the teaching literature is well
founded. That there are students with varying abilities and
needs justifies the emphasis on instruction—much needs to be
known about the many different ways of teaching if all stu-
dents are to be reached. Educational researchers have been
pursuing the right issues in constructing a science of teaching.
That educational researchers and excellent teachers converge
in their emphases on motivating instruction, classroom man-
agement, and curriculum and instruction provides strongly
convergent support for a framework of teaching that focuses
on increasing student achievement motivation, crafting effec-
tive classroom management, and developing complexly co-
herent curricula and instruction.

CONCLUDING REMARKS

We know a great deal about how teaching can be excellent.
Excellent teachers do much to motivate their students, excel
at classroom organization and management, and engage in a
complex orchestration of teaching processes—sometimes
directly teaching with modeling and explanations, sometimes
providing experiences that permit students to construct under-
standings, and sometimes scaffolding instruction (i.e., guiding
discovery or assisting students to apply skills that were taught
directly). Excellent teaching is a complex balancing act,
which is all the more impressive because there are many chal-
lenges to doing it well. The greatest challenge is students—
some of whom do not want to learn, some of whom have
difficulties learning, and all of whom must be affected posi-
tively if the teacher is to be considered really successful. One
of the great joys in studying expert teachers is spending time
in classrooms in which absolutely every student is engaged,
happy, and making progress. It can and does happen.

One of the sad outcomes of studying expert teaching is
the awareness that far too few classrooms are really excellent
classrooms. To find the classrooms that were showcased as
excellent in our research, we spent much time in many more
classrooms that were far from excellent. In many class-
rooms, motivation is low, management is weak, and instruc-
tion falls far short of the complex balancing of direct
teaching, scaffolded practice, and discovery that occurs in
excellent classrooms.

How can weaker classrooms become better classrooms?
Based on our analyses of excellent classrooms, we believe it
requires a commitment on the part of the teacher to make the
classroom completely motivating by using the many motiva-
tional mechanisms that have been validated in the research
literature. It also requires getting so good at classroom man-
agement that it becomes unnoticeable—that is, classroom
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management needs to be mastered to the point at which there
are very few discipline problems. To some extent, manage-
ment will become less of an issue if instruction becomes
excellent—if the material and lessons taught are interesting
and clear to students; so much instruction is going on that stu-
dents have no time to be distracted; powerful connections are
drawn across the curriculum and to the world, which make
what is being learned meaningful and understandable; and
the instruction is at such a level that kids can get something
out of it, at least with assistance that is available in the form
of scaffolding. In short, to become excellent teachers, teach-
ers must work on improving many competencies at once—
being motivators, managers, and curriculum and instruction
experts who can tailor to the many individual needs of their
students.

Essential to improvement is the head of the teacher. Excel-
lent teachers know a great deal about motivation, manage-
ment, and teaching—from extensive knowledge of the
curriculum to detailed knowledge about the lives of the chil-
dren in their classrooms. We have been struck again and again
that the excellent teachers we have studied are absolutely cer-
tain they can change their students for the better—that their
students can and will learn in their classrooms. Such teachers
have internalized a set of beliefs about themselves and their
students that empowers them. Although it seems likely that
some of what teachers know is learned through formal educa-
tion (i.e., college courses, professional development, profes-
sional reading), much more of it is probably learned on the
job. Formal education and on-the-job experience are clearly
not enough for the teacher to mature to the point of being an
excellent teacher, however, for there are many, many experi-
enced teachers who are far from excellent. How is it that
some develop magnificently as teachers and others do not?
This is a huge next question for the educational researcher
community to tackle. It will not be an easy question to answer
because development of high teaching proficiency probably
requires much in the way of experiences and personal moti-
vation. Such development is probably at least as complex as
excellent teaching itself.

There continue to be simple conceptions of teaching im-
provement in the marketplace of ideas about education. This
review is being written at the start of a new school year when
the media is filled with ideas about education; thus, claims
abound that if schools simply turn to direct instruction
models, problems will be solved. At the other extreme,
constructivist educators argue that direct instruction is the
problem and that the cure is constructivism. Some educators
continue to peddle classroom management schemes that also
promise to solve the achievement ills of the nation. The sim-
plicity of the proposed approaches to improved teaching,

however, contrasts with the complexity of the excellent teach-
ing documented in the past quarter century. Moreover, the
many challenges that must be confronted to be an excellent
teacher make it seem unlikely that anyone ever became a
great teacher by simply changing one or two elements of
teaching—ones that would work well with all students.

Finally, in closing this chapter, we recognize that much
more seems to be known about teaching in elementary class-
rooms than in secondary classrooms. More positively, some
analyses tapping both elementary and secondary teaching sug-
gest greater similarities than differences—for example, in the
challenges facing elementary and secondary teachers (Roehrig
et al., 2002). Even so, we are also aware of analyses such as
Stodolsky (1988), which made the case that secondary teach-
ing and learning vary greatly depending on the content area.
Still, as we have surveyed the literatures pertaining to sec-
ondary content teaching, we have been struck by the presence
of discussions about direct transmission, constructivist teach-
ing, motivating instruction, and teacher thinking—the themes
overviewed in this chapter. Moreover, the major hypothesis
emerging from our own work—that excellent teachers create
complex classroom worlds flooded with motivating input,
which are well managed and elegantly balance instructional
approaches—seems a hypothesis worth evaluating across the
entire elementary and secondary range. Another way of stating
this hypothesis is that there are no quick fixes—just the great
big fix of educators working very hard for years to acquire the
knowledge, beliefs, and skills necessary to put together moti-
vating, orderly, instructionally rich environments.
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Research on cooperative learning is one of the greatest suc-
cess stories in the history of educational research. Although
there is some research on this topic from the early days of
the last century, the amount and quality of that research
greatly accelerated in the early 1970s and continues today,
more than a quarter-century later. Hundreds of studies have
compared cooperative learning to various control methods
on a broad range of outcome measures, but by far the most
frequent objective of this research is to determine the effects
of cooperative learning on student achievement. Studies of
the achievement effects of cooperative learning have taken
place in every major subject, at all grade levels, and in all
types of educational settings in many countries. Both field
studies and laboratory studies have produced a great deal of
knowledge about the effects of many types of cooperative in-
terventions and about the mechanisms responsible for these
effects. Further, cooperative learning is not only a subject of
research and theory; it is used at some level by millions

of teachers. One national survey (Puma, Jones, Rock, &
Fernandez, 1993) found that 79% of elementary teachers and
62% of middle school teachers reported making some sus-
tained use of cooperative learning. By 1998, a study by
Antil, Jenkins, Wayne, and Vadasy found that 93% of teach-
ers sampled reported using cooperative learning, with 81%
reporting daily use.

Given the substantial body of research on cooperative
learning and the widespread use of cooperative learning tech-
niques, it might be assumed that there is little further research
to be done. Yet this is not the case. There are many important
unresolved research questions on this topic, and a great deal
of development and evaluation is still needed. In its fullest
conception, cooperative learning provides a radically differ-
ent approach to instruction, whose possibilities have been
tapped only on a limited basis. 

According to David Johnson and Roger Johnson (1999),
two of the leading authorities in the field, “cooperative learn-
ing exists when students work together to accomplish shared
learning goals” (p. 1). Though conceptually straightforward,
the functional definition of cooperative learning is the subject
of considerable discussion and will be at issue throughout
this chapter.

Although there is a fair consensus among researchers
about the positive effects of cooperative learning on student

This article was written under funding from the Office of Educa-
tional Research and Improvement (OERI), U.S. Department of Ed-
ucation (No. R-117-40005). However, any opinions expressed are
those of the authors and do not necessarily represent Department of
Education positions or policies.
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achievement, as well as a rapidly growing number of educa-
tors using cooperative learning in all levels of schooling and
many subject areas, there remains much confusion, even con-
troversy, about why and how cooperative learning methods
affect achievement and, most important, under what condi-
tions cooperative learning has these effects. Different groups
of researchers investigating cooperative learning effects on
achievement begin with different assumptions and conclude
by explaining the achievement effects of cooperative learn-
ing in terms that are substantially unrelated or contradictory.
In earlier work, Slavin (1989, 1992, 1995) identified moti-
vationalist, social cohesion, cognitive-developmental, and
cognitive-elaboration as the four major theoretical perspec-
tives on the achievement effects of cooperative learning. 

The motivationalist perspective presumes that task moti-
vation is the single most impactive part of the learning
process, asserting that the other processes such as planning
and helping are driven by individuals’motivated self-interest.
Motivationalist-oriented scholars focus more on the reward or
goal structure under which students operate, even going so far
as to suggest that under some circumstances interaction may
not be necessary for the benefits of cooperative goal structures
to manifest (Slavin, 1995). By contrast, the social cohesion
perspective (also called social interdependence theory) sug-
gests that the effects of cooperative learning are largely de-
pendent on the cohesiveness of the group. This perspective
holds that students help each other learn because they care
about the group and its members and come to derive self-iden-
tity benefits from group membership (Hogg, 1987; Johnson &
Johnson, 1989, 1999; Turner, 1987). The two cognitive per-
spectives focus on the interactions among groups of students,
holding that in themselves these interactions lead to better
learning and thus better achievement. Within the general cog-
nitive heading, developmentalists attribute these effects to
processes outlined by scholars such as Piaget and Vygotsky.
Work from the cognitive elaboration perspective asserts
that learners must engage in some manner of cognitive re-
structuring (elaboration) of new materials in order to learn
them. Cooperative learning is said to facilitate that process.
One reason for the continued lack of consensus among coop-
erative learning scholars is that each perspective tends to ap-
proach the topic without deference to the body of similar work
from other perspectives and without attending to the larger
picture.

Historically, it has been useful that divergent paths of
research have developed around this topic. First, the sheer
amount of interest and energy that has been directed to-
ward understanding this complex set of processes reflects a
general consensus concerning the enormous implications of

cooperative learning for education practice. Second, as a re-
sult, a great many possible explanations and scenarios have
been explored. It should be little surprise, however, that no
single explanation has been sufficient to describe fully the
functioning of cooperative learning. Depending on the nature
of the tasks, objectives, and students involved, any of the
major perspectives can rightfully claim some explanatory
power in relating students’ learning to the functioning of co-
operative learning.

Although disagreement among cooperative learning per-
spectives may have served to accelerate advancement in the
field from an academic view, this disagreement has resulted in
problems of confusion, skepticism, and divergent expecta-
tions among policy makers, administrators, practitioners, and
the general public. Already there are a few voices advising
caution. There is, for example, growing frustration among
practitioners with the many different cooperative approaches
that have passed through their campuses but that have incon-
sistently yielded the promised results (Battisch, Solomon, &
Delucci, 1993). There is also pressure at the policy level.
Lawmakers have begun to demand increasingly rigorous
evidence of effectiveness in the reform models that receive
federal and other funding. In order not to jeopardize the
tremendous opportunity that is currently available in the form
of public, professional, and political trust, it has become im-
perative that cooperative learning scholarship move beyond
competitive attempts to resolve the individual terms of what
we now know is a complex equation. We must move toward a
unified theory, which in bringing together dissident theoreti-
cal perspectives may teach us how best to configure coopera-
tive learning for large-scale classroom implementation under
common sets of conditions.

In 30 years of intense activity in cooperative learning
scholarship, there has never been an accepted cohesive model
of the relationships among the important variables involved
in cooperative learning. This chapter offers as a framework
for discussion and continued debate a theoretical model of
cooperative learning processes that intends to acknowledge
the contributions of work from each of the major theoretical
perspectives. It places them in a model that depicts the likely
role that each plays in cooperative learning processes. This
work further explores conditions under which each may
operate and suggests research and development needed to
advance cooperative learning scholarship so that educational
practice may truly benefit from the lessons of 30 years of
research.

The alternative perspectives on cooperative learning may
be seen as complementary, not contradictory. For example,
motivational theorists would not argue that the cognitive
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theories are unnecessary. Instead, they assert that motivation
drives cognitive process, which in turn produces learning.
They would argue that it is unlikely that over the long haul
students would engage in the kind of elaborated explanations
found by Webb (1989) to be essential to profiting from coop-
erative activity, without a goal structure designed to enhance
motivation. Similarly, social cohesion theorists might hold
that the utility of extrinsic incentives must lie in their contri-
bution to group cohesiveness, caring, and prosocial norms
among group members, which could in turn affect cognitive
processes.

A simple path model of cooperative learning processes,
adapted from Slavin (1995), is diagrammed in Figure 9.1. It
depicts the main components of a group-learning interaction
and represents the functional relationships among the major
theoretical approaches to cooperative learning.

This diagram of the interdependent relationships among
each of the components begins with a focus on group goals or
incentives based on the individual learning of all group mem-
bers. That is, the model assumes that motivation to learn and to
encourage and help others to learn activates cooperative be-
haviors that will result in learning. This would include both
task motivation and motivation to interact in the group. In this
model, motivation to succeed leads to learning directly and
also drives the behaviors and attitudes that lead to group cohe-
sion, which in turn facilitates the types of group interactions—
peer modeling, equilibration, and cognitive elaboration—that
yield enhanced learning and academic achievement. The rela-
tionships are conceived to be reciprocal, such that as task mo-
tivation leads to the development of group cohesion, that
development may reinforce and enhance task motivation. By
the same token, the cognitive processes may become intrinsi-
cally rewarding and lead to increased task motivation and
group cohesion.

Each aspect of the diagrammed model is well represented
in the literature on theoretical and empirical cooperative

learning. All have well-established rationales and some sup-
porting evidence. What follows is a review of the basic theo-
retical orientation of each perspective, a description of the
cooperative-learning mode that each prescribes, and a discus-
sion of the empirical evidence supporting each.

FOUR MAJOR THEORETICAL PERSPECTIVES

Motivational Perspectives

Motivational perspectives on cooperative learning presume
that task motivation is the most important part of the process
and hold that the other processes are driven by motivation.
Therefore, scholars with this perspective focus primarily on
the reward or goal structures under which students operate
(see Slavin, 1977, 1983a, 1995). From a motivationalist
perspective (e.g., Johnson & Johnson, 1992; Slavin, 1983a,
1983b, 1995), cooperative incentive structures create a situa-
tion in which the only way group members can attain their
own personal goals is if the group is successful. Therefore, to
meet their personal goals, group members must both help
their group mates to do whatever enables the group to suc-
ceed, and, perhaps even more important, to encourage their
group mates to exert maximum efforts. In other words, re-
warding groups based on group performance (or the sum of
individual performances) creates an interpersonal reward
structure in which group members will give or withhold so-
cial reinforcers (e.g., praise, encouragement) in response to
group mates’ task-related efforts (see Slavin, 1983a). One in-
tervention that uses cooperative goal structures is group con-
tingencies (see Slavin, 1987), in which group rewards are
given based on group members’ behaviors. 

The theory underlying group contingencies does not re-
quire that group members actually be able to help one another
or work together. That their outcomes are dependent on one

Figure 9.1 Functional relationships among the major interaction components of group learning.
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another’s behavior is expected to be sufficient to motivate
students to engage in behaviors that help the group to be re-
warded, because the group incentive induces students to en-
courage goal-directed behaviors among their group mates
(Slavin, 1983a, 1983b, 1995). A substantial literature in the
behavior modification tradition has found that group contin-
gencies can be very effective at improving students’ appro-
priate behaviors and achievement (Hayes, 1976; Litow &
Pumroy, 1975). 

The motivationalist critique of traditional classroom orga-
nization holds that the competitive grading and informal re-
ward systems of the classroom create peer norms opposing
academic efforts (see Coleman, 1961). Because one student’s
success decreases the chances that others will succeed, stu-
dents are likely to express norms that high achievement is for
“nerds” or “teachers’ pets.” However, when students work
together toward a common goal, they may be motivated to
express norms favoring academic achievement, to reinforce
one another for academic efforts. 

Not surprisingly, motivational theorists build group re-
wards into their cooperative learning methods. In methods
developed at Johns Hopkins University (Slavin, 1994, 1995),
students can earn certificates or other recognition if their
team’s average scores on quizzes or other individual assign-
ments exceed a preestablished criterion (see also Kagan,
1992). Methods developed by David Johnson and Roger
Johnson (1994) and their colleagues at the University of
Minnesota often give students grades based on group perfor-
mance, which is defined in several different ways. The theo-
retical rationale for these group rewards is that if students
value the success of the group, they will encourage and help
one another to achieve. 

Empirical Support for the Motivational Perspective

Considerable evidence from practical applications of cooper-
ative learning in elementary and secondary schools supports
the motivationalist position that group rewards are essential
to the effectiveness of cooperative learning—with one critical
qualification. Use of group goals or group rewards enhances
the achievement outcomes of cooperative learning if and only
if the group rewards are based on the individual learning of
all group members (Slavin, 1995). Most often, this means
that team scores are computed based on average scores on
quizzes that all teammates take individually, without team-
mate help. For example, in Student Teams-Achievement Di-
visions (STAD; Slavin, 1994) students work in mixed-ability
teams to master material initially presented by the teacher.
Following this, students take individual quizzes on the mate-
rial, and the teams may earn certificates based on the degree

to which team members have improved over their own past
records. The only way the team can succeed is to ensure that
all team members have learned, so the team members’ activi-
ties focus on explaining concepts to one another, helping one
another practice, and encouraging one another to achieve. In
contrast, if group rewards are given based on a single group
product (e.g., the team completes one worksheet or solves
one problem), there is little incentive for group members to
explain concepts to one another, and one or two group mem-
bers may do all the work (see Slavin, 1995).

In assessing the empirical evidence supporting cooperative
learning strategies, the greatest weight must be given to stud-
ies of longer duration. Well executed, these are bound to be
more realistically generalizable to the day-to-day functioning
of classroom practices. A review of 99 studies of cooperative
learning in elementary and secondary schools that involved
durations of at least 4 weeks compared achievement gains in
cooperative learning and control groups. Of 64 studies of co-
operative learning methods that provided group rewards
based on the sum of group members’ individual learning, 50
(78%) found significantly positive effects on achievement,
and none found negative effects (Slavin, 1995). The median
effect size for the studies from which effect sizes could be
computed was �.32 (32% of a standard deviation separated
cooperative learning and control treatments). In contrast,
studies of methods that used group goals based on a single
group product or provided no group rewards found few
positive effects, with a median effect size of only �.07. Com-
parisons of alternative treatments within the same studies
found similar patterns; group goals based on the sum of indi-
vidual learning performances were necessary to the instruc-
tional effectiveness of the cooperative learning models
(e.g., Fantuzzo, Polite, & Grayson, 1990; Fantuzzo, Riggio,
Connelly, & Dimeff, 1989; Huber, Bogatzki, & Winter, 1982).
The significance and implications of group goals and individ-
ual accountability is discussed in detail later in this chapter.

Social Cohesion Perspective

A theoretical perspective somewhat related to the motiva-
tional viewpoint holds that the effects of cooperative learning
on achievement are strongly mediated by the cohesiveness of
the group. The quality of the group’s interactions is thought
to be largely determined by group cohesion. In essence, stu-
dents will engage in the task and help one another learn be-
cause they identify with the group and want one another to
succeed. This perspective is similar to the motivational per-
spective in that it emphasizes primarily motivational rather
than cognitive explanations for the instructional effectiveness
of cooperative learning. However, motivational theorists
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hold that students help their group mates learn primarily
because it is in their own interests to do so. 

Social cohesion theorists, in contrast, emphasize the idea
that students help their group mates learn because they care
about the group. A hallmark of the social cohesion pers-
pective is an emphasis on team-building activities in prepara-
tion for cooperative learning, and processing or group
self-evaluation during and after group activities. Social cohe-
sion theorists have historically tended to downplay or reject
the group incentives and individual accountability held by
motivationalist researchers to be essential. They emphasize,
instead, that the effects of cooperative learning on students
and on student achievement depend substantially on the qual-
ity of the group’s interaction (Battisch et al., 1993). For ex-
ample, Cohen (1986, pp. 69–70) stated that “if the task is
challenging and interesting, and if students are sufficiently
prepared for skills in group process, students will experience
the process of groupwork itself as highly rewarding. . . .
[N]ever grade or evaluate students on their individual contri-
butions to the group product.”

Cohen’s (1994a) work, as well as that of Shlomo Sharan
and Yael Sharan (1992) and Elliot Aronson and his colleagues
(e.g., Aronson, Blaney, Stephan, Sikes, & Snapp, 1978), may
be described as social cohesiveness theories. Cohen,Aronson,
and the Sharans all use forms of cooperative learning in
which students take on individual roles within the group,
which Slavin (1983a) called task specialization methods. In
Aronson’s Jigsaw method, students study material on one of
four or five topics distributed among the group members.
They meet in expert groups to share information on their
topics with members of other teams who had the same topic,
and then take turns presenting their topics to the team. In the
Sharans’ Group Investigation (GI) method groups take on
topics within a unit studied by the class as a whole, and then
further subdivide the topic into tasks within the group. The
students investigate the topic together and ultimately present
their findings to the class as a whole. Cohen’s adaptation of
De Avila and Duncan’s (1980) Finding Out/Descubrimiento
program has students play different roles in discovery-
oriented science activities.

One main purpose of the task specialization used in Jigsaw,
GI, and Finding Out/Descubrimiento is to create interde-
pendence among group members. In the Johnsons’ methods
a somewhat similar form of interdependence is created by
having students take on roles as “checker,” “recorder,” “ob-
server,” and so on. The idea is that if students value their
group mates (as a result of team building and other cohesive-
ness-building activities) and are dependent on one another,
they are likely to encourage and help one another succeed.
Johnson and Johnson’s (1989, 1994, 1999) work straddles the

social cohesion and motivationalist perspectives described in
this paper; while their models do use group goals and individ-
ual accountability, their theoretical writings emphasize these
as means to the development of social interdependence (group
cohesion). Their prescriptive writings also emphasize team
building, group self-evaluation, and other means more char-
acteristic of social cohesion theorists. In addition, although in
most cooperative learning theory and scholarship individual
accountability is typically conceived as accountability to the
teacher, social cohesion, it seems, would make individual ac-
countability to the group highly salient because group mem-
bers would have the best information about member efforts,
even in the absence of explicit task accountability.

Empirical Support for the Social Cohesion Perspective

There is some evidence that the achievement effects of coop-
erative learning depend on social cohesion and the quality of
group interactions (Ashman & Gillies, 1997; Battisch et al.,
1993). The achievement outcomes of cooperative learning
methods that emphasize task specialization are less clear. Re-
search on the original form of Jigsaw has not generally found
positive effects of this method on student achievement
(Slavin, 1995). One problem with this method is that students
have limited exposure to material other than that which they
studied themselves, so learning gains on their own topics may
be offset by losses on their group mates’ topics. In contrast,
there is evidence that when it is well implemented, GI can sig-
nificantly increase student achievement (Sharan & Shachar,
1988). In studies of at least 4 weeks’ duration, the Johnsons’
(1994) methods have not been found to increase achievement
more than individualistic methods unless they incorporate
group rewards (in this case, group grades) based on the aver-
age of group members’ individual quiz scores (see Slavin,
1995). Studies of forms of Jigsaw that have added group re-
wards to the original model have found positive achievement
outcomes (Mattingly & Van Sickle, 1991).

Research on practical classroom applications of methods
based on social cohesion theories provides inconsistent support
for the proposition that building cohesiveness among students
through team building alone (i.e., without group incentives)
will enhance student achievement. There is some evidence that
group processing activities, such as reflection at the end of each
class period on the group’s activities, can enhance the achieve-
ment effects of cooperative learning (Yager, Johnson, Johnson,
& Snider, 1986). On the other hand, an Israeli study found that
team-building activities had no effect on the achievement out-
comes of Jigsaw (Rich, Amir, & Slavin, 1986).

In general, methods that emphasize team building and
group process but do not provide specific group rewards
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based on the learning of all group members are no more ef-
fective than traditional instruction in increasing achievement
(Slavin, 1995), although there is evidence that these methods
can be effective if group rewards are added to them.

Chapman (2001) reported on three studies that assessed
the impact of social cohesion in cooperative learning under
three different incentive structures. In two of these studies
students selected from their classmates those with whom
they would and would not like to work. Students were then
assigned to one of two types of groups. Low-cohesion
groups were composed of no preferred students and some
rejected students. High-cohesion groups were composed of
no rejected students and some selected students. Students
then studied in groups that included group goals and indi-
vidual accountability, group incentives only, or no incen-
tives. The researcher’s hypothesis that results would vary
according to group cohesion was not supported. The third
of these studies is clearer. It examined high and low group
cohesion based on task-related cohesiveness (via group pro-
cessing) as opposed to social cohesiveness as in the first
two studies reported. This study found a marginal advan-
tage of high task cohesion and group goals with individual
accountability combined over all of the other conditions.
This finding is congruent with the body of evidence con-
cerning group cohesion and group goals and individual
accountability. One major exception is GI (Sharan & Hertz-
Lazarowitz, 1980; Sharan & Shachar, 1988; Sharan &
Sharan, 1992). However, in this method groups are evalu-
ated based on their group products, which are composed of
unique contributions made by each group member. Thus,
this method may be using a form of the group goals and in-
dividual accountability held by motivationalist theories to
be essential to the instructional effectiveness of cooperative
learning.

Cognitive Perspectives

The major alternative to the motivationalist and social cohe-
siveness perspectives on cooperative learning, both of which
focus primarily on group norms and interpersonal influence,
is the cognitive perspective. The cognitive perspective holds
that interactions among students will in themselves increase
student achievement for reasons that have to do with mental
processing of information rather than with motivations.
Cooperative methods developed by cognitive theorists in-
volve neither the group goals that are the cornerstone of the
motivationalist methods nor the emphasis on building group
cohesiveness characteristic of the social cohesion methods.
However, there are several quite different cognitive perspec-
tives, as well as some that are similar in theoretical perspec-

tive but have developed on largely parallel tracks. The two
most notable of these are described in the following
sections.

Developmental Perspective

One widely researched set of cognitive theories is the devel-
opmental perspective (e.g., Damon, 1984; Murray, 1982). The
fundamental assumption of the developmental perspective on
cooperative learning is that interaction among children
around appropriate tasks increases their mastery of critical
concepts. Vygotsky (1978, p. 86) defined the zone of proximal
development as “the distance between the actual develop-
mental level as determined by independent problem solving
and the level of potential development as determined through
problem solving under adult guidance or in collaboration with
more capable peers [italics added].” In his view, collaborative
activity among children promotes growth because children of
similar ages are likely to be operating within one another’s
proximal zones of development, modeling in the collabora-
tive group behaviors that are more advanced than those that
they could perform as individuals. Vygotsky (1978, p. 17)
described the influence of collaborative activity on learning
as follows: “Functions are first formed in the collective in
the form of relations among children and then become mental
functions for the individual. . . . Research shows that reflec-
tion is spawned from argument.”

Similarly, Piaget (1926) held that social-arbitrary
knowledge—language, values, rules, morality, and symbol
systems—can be learned only in interactions with others.
Peer interaction is also important in logical-mathematical
thought in disequilibrating the child’s egocentric conceptual-
izations and in providing feedback to the child about the va-
lidity of logical constructions.

There is a great deal of empirical support for the idea that
peer interaction can help nonconservers become conservers.
Many studies have shown that when conservers and noncon-
servers of about the same age work collaboratively on tasks re-
quiring conservation, the nonconservers generally develop
and maintain conservation concepts (see Bell, Grossen, &
Perret-Clermont, 1985; Murray, 1982; Perret-Clermont,
1980). In fact, a few studies (e.g., Ames & Murray, 1982;
Mugny & Doise, 1978) have found that both individuals in
pairs of disagreeing nonconservers who had to come to con-
sensus on conservation problems gained in conservation. The
importance of peers’ operating in one another’s proximal
zones of development was demonstrated by Kuhn (1972), who
found that a small difference in cognitive level between a child
and a social model was more conducive to cognitive growth
than was a larger difference.
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On the basis of these and other findings, many Piagetians
(e.g., Damon, 1984; Murray, 1982; Wadsworth, 1984) have
called for an increased use of cooperative activities in
schools. They argue that interaction among students on learn-
ing tasks will lead in itself to improved student achievement.
Students will learn from one another because in their discus-
sions of the content, cognitive conflicts will arise, inadequate
reasoning will be exposed, disequilibration will occur, and
higher quality understandings will emerge.

From the developmental perspective, the effects of cooper-
ative learning on student achievement would be largely or
entirely due to the use of cooperative tasks. Damon (1984,
p. 337) explicitly rejected the use of “extrinsic incentives as
part of the group learning situation,” arguing that “there is no
compelling reason to believe that such inducements are an im-
portant ingredient in peer learning.” In this view, opportuni-
ties for students to discuss, to argue, and to present and hear
one another’s viewpoints are the critical element of coopera-
tive learning with respect to student achievement.

For example, Damon (1984, p. 335) integrated Piagetian,
Vygotskian, and Sullivanian perspectives on peer collabora-
tion to propose a “conceptual foundation for a peer-based
plan of education”: 

1. Through mutual feedback and debate, peers motivate one
another to abandon misconceptions and search for better
solutions.

2. The experience of peer communication can help a child
master social processes, such as participation and argu-
mentation, and cognitive processes, such as verification
and criticism. 

3. Collaboration between peers can provide a forum for dis-
covery learning and can encourage creative thinking. 

4. Peer interaction can introduce children to the process of
generating ideas.

One category of practical cooperative methods closely re-
lated to the developmental perspective is group discovery
methods in mathematics, such as Marilyn Burns’s (1981)
Groups of Four method. In these techniques students work in
small groups to solve complex problems with relatively little
teacher guidance. They are expected to discover mathemati-
cal principles by working with unit blocks, manipulatives, di-
agrams, and other concrete aids. The theory underlying the
presumed contribution of the group format is that in the ex-
ploration of opposing perceptions and ideas, higher order un-
derstandings will emerge; also, students operating within one
another’s proximal zones of development will model higher
quality solutions for one another. 

Empirical Evidence for the Developmental Perspective.
Although considerable theoretical work and laboratory re-
search points to the potential utility of developmentally based
methods to cooperative learning, there is almost no research
explicitly linking this conceptual work to classroom practice.
It seems likely, however, that the cognitive processes de-
scribed by developmental theorists are important mediating
variables that can help explain the positive outcomes of effec-
tive cooperative learning methods (Slavin, 1987, 1995).

Cognitive Elaboration Perspective

A cognitive perspective on cooperative learning quite differ-
ent from the developmental viewpoint is one that might be
called the cognitive elaboration perspective. Research in cog-
nitive psychology has long held that if information is to be re-
tained in memory and related to information already in
memory, the learner must engage in some sort of cognitive
restructuring, or elaboration, of the material (Wittrock,
1986). One of the most effective means of elaboration is ex-
plaining the material to someone else. Research on peer
tutoring has long found achievement benefits for the tutor as
well as the tutee (Devin-Sheehan, Feldman, & Allen, 1976).
In this method students take roles as recaller and listener.
They read a section of text, and then the recaller summarizes
the information while the listener corrects any errors, fills in
any omitted material, and helps think of ways that both stu-
dents can remember the main ideas. The students switch roles
on the next section.

One practical use of the cognitive elaboration potential of
cooperative learning is in writing process models (Graves,
1983), in which students work in peer response groups or
form partnerships to help one another draft, revise, and edit
compositions. Such models have been found to be effective in
improving creative writing (Hillocks, 1984), and a writing
process model emphasizing use of peer response groups is
part of the Cooperative Integrated Reading and Composition
Writing/Language Arts program (Stevens, Madden, Slavin, &
Farnish, 1987), a program that has also been used to increase
student writing achievement. Part of the theory behind the use
of peer response groups is that if students learn to evaluate
others’ writing, they will become better writers themselves, a
variant of the cognitive elaboration explanation. However, it
is unclear at present how much of the effectiveness of writing
process models can be ascribed to the use of cooperative peer
response groups as opposed to other elements (such as the re-
vision process itself).

Other teaching models based on the cognitive elaboration
perspective on cooperative learning include transactional
teaching and reciprocal teaching (see chapter by Pressley in
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this volume for a discussion of transactional teaching). Reci-
procal teaching (Palincsar & Brown, 1984) is a method for
teaching reading comprehension skills. In this technique stu-
dents are taught to formulate questions for one another
around narrative or expository texts. In doing so, they must
process the material themselves and learn how to focus in on
the essential elements of the reading passages.

Empirical Evidence for the Cognitive Elaboration
Perspective. Donald Dansereau and his colleagues at Texas
Christian University have found in a series of brief studies
that college students working on structured “cooperative
scripts” can learn technical material or procedures far better
than can students working alone (Dansereau, 1988; O’Donnell,
1996; O’Donnell & Dansereau, 1992; Newbern, Dansereau,
Patterson, & Wallace, 1994). In one of those studies,
Dansereau and his colleagues found that whereas both the re-
caller and the listener learned more than did students working
alone, the recaller learned more (O’Donnell & Dansereau,
1992). This mirrors both the peer tutoring findings and the find-
ings of Noreen Webb (1989, 1992), who discovered that the
students who gained the most from cooperative activities were
those who provided elaborated explanations to others. In this
research as well as in Dansereau’s, students who received elab-
orated explanations learned more than did those who worked
alone, but not as much as those who served as explainers.

Studies of reciprocal teaching have generally supported its
positive effects on student achievement (O’Donell, 2000;
Palincsar, 1987; Rosenshine & Meister, 1994). However,
studies of group discovery methods such as Groups of Four
(Burns, 1981) find few achievement benefits for students in
comparison to traditional expository teaching (Davidson,
1985; Johnson, 1985; Johnson & Waxman, 1985). 

WHAT FACTORS CONTRIBUTE TO
THE ACHIEVEMENT EFFECTS OF
COOPERATIVE LEARNING?

Although the four perspectives discussed in this chapter can
rightfully be considered complementary as they relate func-
tionally to cooperative learning, real philosophical differ-
ences underlie the differing conceptions on how best to
proceed. They differ in large part in where they locate moti-
vation for learning behaviors. There is particular disagree-
ment between researchers who emphasize the changes in
incentive structure brought about by certain forms of cooper-
ative learning and those who hold that changes in task struc-
ture are all that is required to enhance learning. The difficulty
in settling these differences lies in the fact that research in
each of the four traditions tends to establish settings and

conditions favorable to that perspective. For example, most
research on cooperative learning models from the motiva-
tional and social cohesiveness perspectives takes place in real
classrooms over extended periods, as both extrinsic motiva-
tion and social cohesion may be assumed to take time to
show their effects.

In contrast, studies undertaken from the developmental
and cognitive elaboration perspectives tend to be very short,
making issues of motivation moot. These latter paradigms
also tend to use pairs rather than groups of four. Pairs involve
a much simpler social process than groups of four, whose
members may need time to develop ways of working well
together. Developmental research almost exclusively uses
young children trying to master conservation tasks, which
bear little resemblance to the social-arbitrary learning that
characterizes most school subjects; most cognitive elabora-
tion research involves college students. Disentangling the
effects is further complicated by the fact that empirical inves-
tigation and classroom applications of cooperative learning
typically change aspects of both incentive and task structures,
making it difficult to determine which factors are responsible
for which outcomes. 

Nonetheless, research on cooperative learning has moved
beyond the question of whether cooperative learning is effec-
tive in accelerating student achievement to focus on the con-
ditions under which it is optimally effective. The preceding
discussion described alternative overarching theories to ex-
plain cooperative learning effects, as well as an impressive
set of empirical findings associated with each. It is useful to
examine the empirical cooperative learning research across
the boundaries of theoretical perspective in order to deter-
mine which factors consistently contribute to or detract from
the effectiveness of cooperative learning. 

There are two primary ways to learn about factors that
contribute to the effectiveness of cooperative learning. One is
to compare the outcomes of studies of alternative methods.
For example, if programs that incorporated group rewards
produced stronger or more consistent positive effects (in
comparison to control groups) than programs that did not,
this would provide one kind of evidence that group rewards
enhance the outcomes of cooperative learning. The problem
with such comparisons is that the studies being compared
usually differ in measures, durations, subjects, and many
other factors that could explain differing outcomes. Better
evidence is provided by studies that compared alternative
forms of cooperative learning in a single investigation or se-
ries of investigations, such as the important series of studies
reported by Chapman (2001). In these 10 studies conducted
in Australian schools, Chapman and her colleagues set out to
examine systematically and under a common methodological
framework several of the major mediating factors that have
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been identified in cooperative learning research and prac-
tice. In such studies, most factors other than those being stud-
ied can be held constant. The following sections discuss
both types of studies to further explore factors that contribute
to the effectiveness of cooperative learning for increasing
achievement.

Structuring Group Interactions

There is some evidence that carefully structuring the interac-
tions among students in cooperative groups can be effective
even in the absence of group rewards. For example, Meloth
and Deering (1992) compared students working in two coop-
erative conditions. In one, students were taught specific read-
ing comprehension strategies and were given “think sheets” to
remind them to use these strategies (e.g., prediction, summa-
rization, character mapping). In the other group students
earned team scores if their members improved each week on
quizzes.Acomparison of the two groups on a reading compre-
hension test found greater gains for the strategy group (also
see Meloth & Deering, 1994); Berg (1993) and Newbern et al.
(1994) found positive effects of scripted dyadic methods that
did not use group rewards; and Van Oudenhoven, Wiersma,
and Van Yperen (1987) found positive effects of structured
pair learning whether feedback was given to the pairs or only
to individuals.Ashman and Gillies (1997) found better perfor-
mance among students trained in specific cooperative learning
skills and strategies than among untrained students. They also
found that children trained in cooperative learning skills were
consistently more helpful and inclusive of their peers and that
the differences were maintained over the 12 weeks of the
study. Webb and Farvier (1994) also found better achievement
and helping behaviors among Latino and African American
students but not among White or Asian students who received
training in academic helping skills.

Research on reciprocal teaching (Palincsar & Brown,
1984) also shows how direct strategy instruction can enhance
the effects of a technique related to cooperative learning. In
this method the teacher works with small groups of students
and models such cognitive strategies as question generation
and summarization. The teacher then gradually turns over re-
sponsibility to the students to carry on these activities with
each other. Studies of reciprocal teaching have generally
found positive effects of this method on reading comprehen-
sion (Palincsar & Brown, 1984; Palincsar, Brown, & Martin,
1987; Rosenshine & Meister, 1994). Chapman (2001) com-
pared structured group interaction (resource interdependence)
to individual learning and to structured group interaction with
group-interdependent reward. She reported that structuring
group interactions was superior to individual learning and that
the addition of group goals and individual accountability did

not further enhance these effects. Such findings make it clear
that the effects of group rewards based on the individual ef-
forts of all group members in cooperative learning are largely
indirect. They serve to motivate students to engage in the
types of behaviors, such as providing group mates with elabo-
rated explanations, that enhance learning outcomes. The re-
search by Meloth and Deering (1992, 1994), Berg (1993), and
others suggests that students can be directly taught to engage
in cognitive and interpersonal behaviors that lead to higher
achievement, without the need for group rewards.

However, there is also evidence to suggest that a combi-
nation of group rewards and strategy training produces much
better outcomes than does either alone. Fantuzzo, King, and
Heller (1992) study, cited earlier, directly made a direct com-
parison between rewards alone, strategy alone, and a combi-
nation and found the combination to be by far the most
effective. Further, the outcomes of dyadic learning methods,
which use group rewards as well as strategy instruction, pro-
duced some of the largest positive effects of any cooperative
methods, much larger than those found in the Berg (1993)
study that provided groups with structure but not rewards. As
noted earlier, studies of scripted dyads also find that adding
incentives adds to the effects of these strategies (O’Donnell,
1996). The consistent positive findings for Cooperative
Integrated Reading and Composition (CIRC; Stevens et al.,
1987), which uses both group rewards and strategy instruc-
tion, also argue for this combination. 

Group Goals and Individual Accountability

As noted earlier, several reviews of the cooperative learning
literature have concluded that cooperative learning is most
consistently effective when groups are recognized or rewarded
based on individual learning of their members (Davidson,
1985; Ellis & Fouts, 1993; Manning & Lucking, 1991;
Mergendoller & Packer, 1989; Newmann & Thompson, 1987;
Slavin, 1983a, 1983b, 1989, 1992, 1995). The specific form of
group goals implemented ranges from simple recognition to
classroom privileges to material rewards, such as certificates.
Individual accountability may be achieved by averaging stu-
dents’ individual quiz scores to derive the group score or by
using the performance of a randomly selected individual to
represent the group. In contrast, methods lacking group goals
give students only individual grades or other individual feed-
back, with no group consequence for doing well as a group.
Methods lacking individual accountability might reward
groups for doing well, but the basis for this reward would be a
single project, worksheet, quiz, or other product that could
theoretically have been done by only one group member.

If we presume that students act solely out of self-interest,
the importance of group goals and individual accountability is
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in providing students with an incentive to help each other and
to encourage each other to put forth maximum effort (Slavin,
1995). If students can only do as well as the group and the
group can succeed only by ensuring that all group members
have learned the material, then group members will be moti-
vated to teach each other. Studies of behaviors within groups
that relate most to achievement gains consistently show that
students who give each other explanations (and less consis-
tently, those who receive such explanations) are the students
who learn the most in cooperative learning. Giving or receiv-
ing answers without explanation has generally been found to
reduce achievement (Webb, 1989, 1992). At least in theory,
group goals and individual accountability should motivate
students to engage in the behaviors that increase achievement
and avoid those that reduce it. If a group member wants her
group to be successful, she must teach her group mates (and
learn the material herself). If she simply tells her group mates
the answers, they will fail the quiz that they must take indi-
vidually. If she ignores a group mate who does not understand
the material, the group mate will fail, and the group will fail
as well.

In groups lacking individual accountability, one or two stu-
dents may do the group’s work, while others engage in “free
riding” or “social loafing” (Latane, Williams, & Harkins,
1979; Williams & Karau, 1991). For example, in a group asked
to complete a single project or solve a single problem, some
students may be discouraged from participating. A group try-
ing to complete a common problem may not want to stop and
explain what is going on to a group mate who does not under-
stand or may feel that it is useless or counterproductive to try
to involve certain group mates.

The importance of group goals that can be achieved only
by ensuring the learning of all group members is supported
by empirical evidence that emphasizes both degree and con-
sistency. Recall that 25 studies of methods that incorporated
group goals and individual accountability produced a much
higher median effect size (�.32) than did studies of other
methods (�.07). Recall also that 78% of studies assessing the
effectiveness of methods using group goals and individual
accountability found significantly positive effects and that
there were no significantly negative effects. This is compared
with only 37% significantly positive effects and 14% signifi-
cantly negative effects in studies of methods lacking group
goals and individual accountability.

A comparison among the Johnson’s methods studies
(Johnson & Johnson, 1989) supports the same conclusions.
Across eight studies of learning together methods in which
students were rewarded based on a single worksheet or
product, the median effect size was near zero (+.04). How-
ever, among four studies that evaluated forms of the pro-
gram in which students were graded based on the average

performance of all group members on individual assess-
ments, three found significantly positive effects.

Finally, comparisons within the same studies consistently
support the importance of group goals and individual account-
ability. For example, Chapman (2001) reported on five studies
that compared group goals and individual accountability to
other incentive formats. In two of those, cooperative learning
with group goals and individual accountability resulted in bet-
ter performance than did individualized incentives on a math
task. Two more of the studies found similar results using a
reading task. In the fifth study, mentioned earlier, resource in-
terdependence with and without group-interdependent incen-
tives yielded similar performance. That is, students who
simply shared materials performed similarly to others who
shared materials and were assigned interdependent goals. It is
also noteworthy that an additional study by the same re-
searchers compared group goals and individual accountability
with and without cooperative interaction and found that the
combination of group goals and individual accountability and
cooperative interaction was superior to incentive alone. In
four of the five comparisons made by Chapman and her asso-
ciates, cooperative learning with group goals and individual
accountability resulted in superior student performance in
comparison to cooperation without such elements.

Fantuzzo et al. (1992) conducted a component analysis of
Reciprocal Peer Tutoring (RPT). They compared four condi-
tions in which students worked in dyads to learn math. In one,
students were rewarded with opportunities to engage in spe-
cial activities of their choice if the sum of the dyad’s scores on
daily quizzes exceeded a set criterion. In another, students
were taught a structured method of tutoring each other,
correcting efforts, and alternating tutor-tutee roles. A third
condition involved a combination of rewards and structure,
and a fourth was a control condition in which students worked
in pairs but were given neither rewards nor structure. The re-
sults showed that the reward � structure condition had by far
the largest effects on math achievement (�1.42) and that re-
ward alone had much larger effects than structure alone. The
reward � structure condition exceeded the structure-only con-
dition by an effect size of �1.88, and the reward-only group
exceeded control by an effect size of �.21 (the structure-only
group performed less well than did the control group).

Other studies also found greater achievement for coopera-
tive methods using group goals and individual accountability
than for those that did not. Huber et al. (1982) compared a form
of STAD to traditional group work lacking group goals and
individual accountability. The STAD group scored signifi-
cantly better on a math test (�.23). In a study of TeamAssisted
Individualization (TAI), Cavanaugh (1984) found that stu-
dents who received group recognition based on the number of
units accurately completed by all group members both learned
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more (�.24) and completed more units (�.25) than did stu-
dents who received individual recognition only. O’Donnell
(1996) compared dyads working with and without incentives.
In three experimental studies students who received explicit
incentives based on their learning learned significantly more
than those who did not. Okebukola (1985), studying science in
Nigeria, found substantially greater achievement in STAD and
teams games tournaments (TGT) methods using group goals
and individual accountability than in forms of Jigsaw and
Johnsons’ methods that did not. In another study Okebukola
(1986) found much higher achievement in classes that used a
method combining cooperation and group competition (one
form of group reward) than in a cooperative method that did
not use group rewards of any kind (�1.28).

IS THERE ANY ALTERNATIVE TO GROUP GOALS
AND INDIVIDUAL ACCOUNTABILITY?

Many educators express discomfort with using group goals
and individual accountability to manipulate motivation to
achieve. Teachers often complain of the record keeping in-
volved, and some voice philosophical objections to the idea
of using extrinsic rewards to motivate learning. Such con-
cerns raise the question of whether group goals and individ-
ual accountability are always necessary and, indeed, whether
such goal structures are detrimental to continued learning.

Before exploring this question, it is important to make clear
the theoretical rationale for the importance of group goals and
individual accountability. This combination is designed prin-
cipally to motivate students not only to work together but also
to be concerned about the learning of their group mates. The
assumption is that although group mates may readily interact
with and help each other, without appropriate structuring this
interaction and help may take the form of sharing answers or
doing each other’s work, rather than making certain that group
mates understand the material and can independently solve
problems. In cooperative learning techniques in which groups
are rewarded based on the individual learning of each member,
the group members want to succeed. The only way that they
can make this happen is to teach and assess one another and to
make certain that every group member can independently
show mastery of whatever the group is studying.

Those opposed to using group goals and individual ac-
countability in cooperative learning warn of possible costs of
using rewards in classrooms. A few reviewers (e.g., Damon,
1984; Kohn, 1986) have recommended against the use of
group rewards, fearing that they may undermine long-term
motivation. There is little empirical evidence of undermining
effects resulting from the use of group goals and individual
accountability. Chapman (2001), noting that it would be

“difficult to justify the use of a procedure that impacted
positively on student achievement but negatively on their
affective response to the subject matter” (p. 3), measured
students’ affective reactions to the lesson content and subject
matter used in 10 studies that compared group goals and indi-
vidual accountability to other incentive structures and found
no evidence that the use of group goals and individual
accountability had negative effects on student self-reports
of subject-related attitudes. In some cases, students’ attitudes
were significantly more positive. This goal structure cer-
tainly does not undermine long-term achievement. Among
multiyear studies, methods that incorporate group rewards
based on individual learning performance have consistently
shown continued or enhanced achievement gains over time
(Calderón, Hertz-Lazarowitz, & Slavin, 1998; Greenwood,
Delquadri, & Hall, 1989; Stevens & Slavin, 1995a, 1995b). In
contrast, multiyear studies of methods lacking group rewards
found few achievement effects in the short or long term
(Solomon, Watson, Schaps, Battistich, & Solomon, 1990;
Talmage, Pascarella, & Ford, 1984).

The rationale that assumes a cost to be incurred for using
group goals and individual accountability is not well articu-
lated in the literature but seems to derive from the ongoing
debate over the relationship among reinforcement, reward,
and students’ intrinsic motivation. A 1994 meta-analysis
(Cameron & Pierce, 1994), which supported earlier asser-
tions that, overall, reward does not decrease students’ intrin-
sic motivation, sparked considerable debate (Cameron &
Pierce, 1996; Deci, Koestner, & Ryan, 1999; Lepper,
Henderlong, & Gingras, 1999; Lepper, Keavney, & Drake,
1996). However, insofar as the use of the specific goal struc-
ture that combines group goals and individual accountability
is concerned, there is little empirical evidence of these under-
mining effects. Moreover, the pervasive use of extrinsic
incentives in elementary and secondary schools with or with-
out cooperative learning makes the question largely moot.
A more pertinent question is whether extrinsic incentives
should be given at the group and individual level or only at
the individual level (as is current practice in virtually all
classrooms in existence). It remains incumbent on theorists
who oppose these methods to develop and demonstrate con-
sistent, substantial, and enduring achievement benefits of co-
operative learning or other learning models that do not use
this goal structure. For now, the preponderance of evidence
indicates that the combination of cooperative learning strate-
gies with group goals and individual accountability is a prac-
tical, feasible, and effective method of enhancing students’
academic achievement. 

However, there do appear to be a few instances in which
this structure of group goals and individual accountability
may not be necessary. These are cases in which achievement
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gains, in comparison to control groups, have been found for
cooperative learning treatments that lack group goals, individ-
ual accountability, or both of these elements. Whereas theoret-
ical and empirical support for the centrality of group goals and
individual accountability is strong for a broad range of school
tasks, the following paragraphs summarize the evidence that
some kinds of learning may not require these elements.

Higher Level Cognitive Tasks

Cohen (1994b) raised the possibility that whereas group re-
wards and individual accountability may be necessary for
lower level skills, they may not be for higher level ones. As
evidence of this she cited a study by Sharan et al. (1984) that
compared STAD and GI. In this study STAD and GI students
performed equally well (and better than controls) on a test of
English as a foreign language, and STAD students did signif-
icantly better than GI on “lower level” (knowledge) items
(�.38). On “higher level” items, GI students performed non-
significantly higher than STAD students, with a difference of
less than half of a point on a 15-point test. Otherwise, there is
no evidence that group rewards are less important for higher
order skills, although the possibility is intriguing.

Controversial Tasks Without Single Answers

One category of tasks that may not require group goals and in-
dividual accountability consists of tasks in which it is likely
that students will benefit from hearing others thinking aloud—
the classic Vygotskian paradigm. Students in collaborating
groups make overt their private speech, giving peers operat-
ing at a slightly lower cognitive level on a given task a step-
ping stone to understanding and incorporating higher quality
solutions in their own private speech (see Bershon, 1992).
Tasks of this kind would be at a very high level of cognitive
complexity but without a well-defined path to a solution or a
single correct answer, especially tasks on which there are
likely to be differences of opinion. For such tasks, the process
of participating in arguments or even of listening to others
argue and justify their opinions or solutions may be enough to
enhance learning, even without in-group teaching, explana-
tion, or assessment. Perhaps the best classroom evidence on
this type of task is from Johnson and Johnson’s (1979) studies
of structured controversy, in which students argue both sides
of a controversial issue using a structured method of argu-
mentation. Other examples of such tasks might include group
projects without a single right answer (e.g., planning a city)
and solving complex problems (e.g., nonroutine problems in
mathematics) or finding the main idea of paragraphs. In each
of these cases, it may be that hearing the thinking processes of
others is beneficial even in the absence of coteaching.

At the same time, is still important to note that use of
group goals and individual accountability is unlikely to inter-
fere with modeling of higher level thinking but is likely to
add teaching and elaborated explanation (Webb, 1992). For
example, Stevens, Slavin, and Farnish (1991) evaluated a
method of teaching students to find the main ideas of para-
graphs in which four-member groups first came to consensus
on a set of paragraphs and then worked to make certain that
every group member could find the main idea. Groups re-
ceived certificates based on the performance of their mem-
bers on individual quizzes. The consensus procedure evokes
arguments and explanations, modeling higher quality think-
ing, but the teaching procedure ensures that students can each
apply their new understandings. 

Voluntary Study Groups

A second category of cooperative tasks that may not require
group goals and individual accountability consists of situa-
tions in which students are strongly motivated to perform well
on an external assessment and can clearly see the benefits of
working together. The classic instance of this is voluntary
study groups common in postsecondary education, especially
in medical and law schools. Medical and law students must
master an enormous common body of information, and it is
obvious to many students that participating in a study group
will be beneficial. Although there is little extrinsic reason for
students to be concerned about the success of other study
group members, there is typically a norm within study groups
that each member must do a good job of presenting to the
group. Because study group membership is typically volun-
tary, study group members who do not participate effectively
may be concerned about being invited back the next term.

There is little research on voluntary study groups in post-
secondary institutions, and it is unclear how well this idea
would apply at the elementary or secondary levels. In the
United States it would seem that only college-bound high
school seniors are likely to care enough about their grades to
participate actively in study groups like those seen at the post-
secondary level, yet it may be that similar structures could be
set up by teachers and that norms of reciprocal responsibility
to the group could be developed. Another problem, however,
is that voluntary study groups can and do reject (or fail to se-
lect) members who are felt to have little to contribute to the
group. This could not be allowed to happen in study groups
sponsored by the school.

Structured Dyadic Tasks

A third category of cooperative tasks that may not require
group goals and individual accountability consists of tasks
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that are so structured that learning is likely to result if students
engage in them, regardless of their motivation to help their
partners learn. Examples of this were discussed earlier. One is
the series of studies by Dansereau (1988) and his colleagues
in which pairs of college students proceeded through a struc-
tured sequence of activities to help each other learn complex
technical information or procedures (see O’Donnell &
Dansereau, 1992). Other examples are the two Dutch studies
of spelling that also involved dyads and in which the study
behavior (quizzing each other in turn) was structured and ob-
viously beneficial (Van Oudenhoven, Van Berkum, & Swen-
Koopmans, 1987; Van Oudenhoven, Wiersma, et al., 1987).
In contrast to cooperative methods using group goals and in-
dividual accountability indirectly to motivate students to
teach each other, these methods allow the teacher directly to
motivate students to engage in structured turn-taking behav-
iors known to increase learning. The successful use of struc-
tured dyadic tasks in elementary schools seems largely
limited to lower level rote skills such as memorizing multipli-
cation tables, spelling lists, or place names.

As in the case of controversial tasks without single correct
answers, there is evidence that adding group rewards to struc-
tured dyadic tasks enhances the effects of these strategies.
Fantuzzo et al. (1990) evaluated the dyadic study strategy
called Reciprocal Peer Tutoring (RPT). A simple pair study
format did not increase student arithmetic achievement, but
when successful dyads were awarded stickers and classroom
privileges, their achievement increased markedly. A similar
comparison of dyadic tutoring with and without group re-
wards at the college level also found that group rewards
greatly enhanced the achievement effects of a structured
dyadic study model (Fantuzzo et al., 1989), and a series of
studies showed positive effects of the RPT model in many
subjects and at many grade levels (e.g., Fantuzzo et al., 1990).
A similar program combining structured reciprocal tutoring
with group rewards called Classwide Peer Tutoring has also
been successful in increasing student achievement in a variety
of subjects and grade levels (Greenwood et al., 1989;
Maheady, Harper, & Mallette, 1991).

Communal Study Groups

Building on scholarship and research that are focused on
the relationship between culture and cognitive development
(Boykin, 1986, 1994; Jordan, 1992; Rogoff & Chavajay,
1995; Rogoff & Wadell, 1982; Serpell, 1979, 1993; Tharp &
Gallimore, 1988; Vygotsky, 1978), researchers at Howard
University have conducted a series of studies of African
American children’s performance after studying in communal
learning groups without extrinsic group goals. Boykin (1994)

and others have long maintained that there is a distinct group
orientation in the culture of African American communities,
which he terms communalism. Communal learning groups
are defined for the research as groups that share materials and
are administered a communal prompt (Hurley, 1999). The
communal prompt is a set of instructions designed to make
salient the common bonds of school and community shared
by group members and to draw out communal tendencies that
may otherwise be subdued at school. These investigations
have consistently found that African American students who
studied in communal groups performed better on individually
administered quizzes than did similar students who studied
individually (Coleman, 1998, 2001; Dill & Boykin, 2000;
Hurley, 1997, 1999; Lilja, 2001) and as well (Hurley, 2000) or
better (Albury, 1993; Dill & Boykin, 2000) than African
American students who studied in cooperative learning
groups with group goals and individual accountability.

Hurley (2000) suggested that this is due to the particularly
strong group orientation in African American culture, which
“insulates or exempts African-American children from some
of the motivation and coordination hindrances typically asso-
ciated with [cooperative learning groups]” (p. 38). Stated in
the terms of this discussion, this work seems to argue that
group interdependence (cohesion), as described earlier, is
more readily attainable and motivating for African American
students. This body of research is promising as a case where
group goals and individual accountability are not essential el-
ements of cooperative learning. By the same token, these
studies found no evidence that group goals and individual ac-
countability undermine student motivation or achievement.
Moreover, though two of these studies (Coleman, 2001; Lilja,
2001) demonstrated the generalizability of these findings to
longer time periods (three weeks), most of these studies have
been very brief. Additional research is needed to clarify the
relationship of these findings to the present discussion.

RECONCILING THE FOUR PERSPECTIVES

The process model discussed earlier describes how group
goals might operate to enhance the learning outcomes of co-
operative learning. Provision of group goals based on the indi-
vidual learning of all group members might affect cognitive
processes directly, by motivating students to engage in peer
modeling, cognitive elaboration, and practice with one
another. Group goals may also lead to group cohesiveness,
increasing caring and concern among group members and
making them feel responsible for one another’s achievement,
thereby motivating students to engage in cognitive processes
that enhance learning. Finally, group goals may motivate
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students to take responsibility for one another independently
of the teacher, thereby solving important classroom organiza-
tion problems and providing increased opportunities for cog-
nitively appropriate learning activities.

Scholars whose theoretical orientations deemphasize the
utility of extrinsic rewards attempt to intervene directly on
mechanisms identified as mediating variables in the model of-
fered here. For example, social cohesion theorists intervene
directly on group cohesiveness by engaging in elaborate team
building and group processing training. The Sharan and
Shachar (1988) GI study suggests that this can be successfully
done, but it takes a great deal of time and effort. In this study,
teachers were trained over the course of a full year, and then
teachers and students used cooperative learning for 3 months
before the study began. Earlier research on GI failed to pro-
vide a comparable level of preparation of teachers and stu-
dents, and the achievement results of these studies were less
consistently positive (Sharan et al., 1984).

Cognitive theorists would hold that the cognitive processes
that are essential to any theory relating cooperative learning to
achievement can be created directly, without the motivational
or affective changes discussed by the motivationalist and so-
cial cohesion theorists. This may turn out to be accurate. For
example, research on reciprocal teaching in reading compre-
hension (Palincsar & Brown, 1984; Rosenshine & Meister,
1994) shows promise as a means of intervening directly in
peer cognitive processes. Reciprocal teaching strategies can
be effective in a variety of subject areas, with students of vari-
ous ages and in both controlled experiments and classroom
practice (Alfassi, 1998; Carter, 1997; Hart & Speese, 1998;
King & Johnson-Parent, 1999; Lederer, 2000). Long-term ap-
plications of Dansereau’s (1988) cooperative scripts for com-
prehension of technical material and procedural instructions
also seem likely to be successful.

From the perspective of the model diagrammed in Fig-
ure 9.1, starting with group goals and individual accountabil-
ity permits students in cooperative learning groups to benefit
from the full range of factors that are known to affect cooper-
ative learning outcomes. Although group goals and individ-
ual accountability may not always be absolutely necessary, to
ignore them would be to ignore the tool with the most con-
sistent evidence of positive effects on student achievement. 

WHICH STUDENTS GAIN MOST?
(IMPORTANT SUBPOPULATIONS)

Several studies have focused on the question of which students
gain the most from cooperative learning. One particularly im-
portant question relates to whether cooperative learning is
beneficial to students at all levels of prior achievement. It

would be possible to argue (see, e.g., Allan, 1991; Robinson,
1990) that high achievers could be held back by having to
explain material to their low-achieving group mates. How-
ever, it would be equally possible to argue that because
students who give elaborated explanations typically learn
more than do those who receive them (Webb, 1992), high
achievers should be the students who benefit most from coop-
erative learning because they most frequently give elaborated
explanations.

Slavin (1995) concluded that the evidence from experi-
mental studies that met the inclusion criteria for his review
supported neither position. A few studies found better out-
comes for high achievers than for low, and a few found that
low achievers gained the most. Most, however, found equal
benefits for high, average, and low achievers in comparison
with their counterparts in control groups. One 2-year study of
schools using cooperative learning during most of their in-
structional days found that high, average, and low achievers
all achieved better than did controls at similar achievement
levels. However, a separate analysis of the very highest
achievers, those in the top 10% and top 5% of their classes at
pretest, found particularly large positive effects of coopera-
tive learning on these students (Slavin, 1991; Stevens &
Slavin, 1995b). 

Anumber of studies have looked for possible differences in
the effects of cooperative learning on students of different eth-
nicities. As mentioned earlier, several have found different,
often more pronounced effects for African American students
(Albury, 1993; Boykin, 1994; Coleman, 1998; Garibaldi,
1979; Haynes & Gebreyesus, 1992; Hurley, 1999; Johnson &
Johnson, 1985; Jordan, 1992; Slavin, 1983b; Slavin & Oickle,
1981; Tharp & Galimore, 1988). However, other studies have
found equal effects of cooperative learning for students of
different backgrounds (see Slavin, 1995). These differing
findings are likely due to differences in experimental method-
ologies and to differences in the forms of cooperation em-
ployed in the research. The second of these distinctions may
be particularly important to educational practice. Because
African American and other minority students are overrepre-
sented among underachievers (U.S. Department of Education,
2000), it will be important to understand how students’ back-
grounds may mediate the effects of particular cooperative
learning strategies. The communalism studies mentioned ear-
lier and a few others have begun to explore these issues, and
the evidence to date is encouraging. Despite some significant
variation in methodology and in empirical findings, coopera-
tive techniques have proven to have generally positive effects
for African American, European American (Hurley, 1999;
Slavin, 1985), Israeli (Rich et al., 1986), Hispanic (Calderón
et al., 1998), Nigerian (Okebukola, 1986), and other cultural
and ethnic groups. Still, much additional information will be
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needed to ensure that cooperative learning practices are im-
plemented in ways that meet the needs of the children being
served.

Other studies have examined a variety of factors that
might interact with achievement gain in cooperative learning.
Okebukola (1986) and Wheeler and Ryan (1973) found that
students who preferred cooperative learning learned more in
cooperative methods than did those who preferred competi-
tion. Chambers and Abrami (1991) found that students on
successful teams learned more than did those on less success-
ful teams. 

Finally, a small number of studies have compared varia-
tions in cooperative procedures. Moody and Gifford (1990)
found that although there was no difference in achievement
gains, homogeneous groups performed better than did mixed
groups. Foyle, Lyman, Tompkins, Perne, and Foyle (1993)
found that individuals assigned daily homework in coopera-
tive learning classes achieved more than did those not as-
signed homework. Kaminski (1991) and Rich et al. (1986)
found that explicit teaching of collaborative skills had no ef-
fect on student achievement. Hurley (1999) found thatAfrican
American students performed best in cooperative learning
groups with shared goals, whereas European American stu-
dents performed best in cooperative learning groups with
explicit individual accountability. Jones (1990) compared
cooperative learning using group competition to an otherwise
identical method that compared groups to a set standard (as in
STAD). There were no achievement differences, but a few
attitude differences favored the group competition.

OUTCOMES OTHER THAN ACHIEVEMENT

Another important justification for the widespread use of co-
operative learning techniques in education is that they have
been associated with a host of affective, nonachievement
effects. These include increases in all of the following areas:
willingness to take on difficult tasks, intrinsic motivation,
long-term retention, higher order thinking, metacognition,
creative problem solving, ability to generalize concepts
across content areas, positive attitudes toward schooling
and towards curriculum content, time on task, on-task verbal-
ization, positive cross-group relations (ethnicity, ability),
fewer disruptions, psychological health, self-esteem, and
emotional intelligence (Albury, 1993; Ellison & Boykin,
1994; Johnson & Johnson, 1983; Leikin & Zaslavsky, 1997;
Nelson, Johnson, & Marchand-Martella, 1996; Sharan, 1980;
Slavin, 1995; Yost & Tucker, 2000; Zahn, Kagan & Widaman,
1986; see Johnson & Johnson, 1999, for a detailed discus-
sion of nonachievement benefits of cooperative learning).
Thus, aside from the compelling, if somewhat pragmatic,

goal of enhancing simple academic achievement, coopera-
tive learning techniques have shown enormous potential to
facilitate children’s psychological health and development
while preparing them for the intellectual demands of an
information-dependent society.

DIRECTIONS FOR ADDITIONAL RESEARCH

The four theoretical perspectives explaining the achievement
effects of cooperative learning described in this paper are all
useful in expanding our understanding of the conditions
under which various forms of cooperative learning may af-
fect student achievement. Figure 9.1, which links these theo-
retical perspectives in a causal model, provides a framework
for predicting different causal paths by which cooperative
learning might affect achievement.

In particular, the model shows the importance of group
goals and individual accountability but also suggests ways that
achievement might be affected more directly by introducing
peer activities that may not require extrinsic motivation. This
paper explores three types of tasks or situations in which group
goals and individual accountability may not be necessary: con-
troversial tasks lacking single right answers, voluntary study
groups, and structured dyadic tasks. There is little research on
voluntary study groups (such as those in medical or law
schools), but research does find instances in which certain
types of cooperative tasks are effective without group goals
and individual accountability. However, there is also evidence
that adding group goals and individual accountability to these
tasks further enhances their instructional effectiveness.

Clearly, there is a need for further research on conditions
under which group goals and individual accountability may
not be necessary. As a practical matter, it is probably the case
that most teachers using cooperative learning do not provide
group rewards based on the individual learning of all group
members and that most teachers feel that it is unnecessary
and cumbersome to do so. Widespread reluctance to use ex-
trinsic incentives, based in part on a misreading of research
on the “undermining” effects of rewards on long-term moti-
vation (Cameron & Pierce, 1994), has contributed to many
educators’ reluctance to use group rewards. For both theoret-
ical and practical reasons it would be important to know how
to make reward-free cooperative learning methods effective. 

A related need for research concerns documenting the
functional mechanisms that account for cooperative learning
benefits. Too often, descriptions of the processes by which
any of the important components contribute to learning reside
in the domain of theory. Given recent advances in video and
behavior coding methodologies, it should be possible to iden-
tify the specific behavioral manifestations of things like
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social cohesion and cognitive elaboration and to quantify
their relationship to performance outcomes. Such work was
not a focus of this review; however, by way of example, Hur-
ley (2000) found that the reward structure of learning groups
did affect the incidence of process-loss behaviors (behaviors
that detract from group functioning) among fifth-grade stu-
dents studying a math task. Moreover, the incidence of such
behaviors during study was negatively correlated with subse-
quent performance on the task. More of this sort of research
will go a long way toward helping scholars to understand the
facilitating effects of cooperative learning while providing
guidance in the development of cooperative learning meth-
ods that have a meaningful positive impact on children’s
learning.

There is as yet much to learn about the effective uses of
project-based learning. Most research on cooperative learn-
ing has involved the use of cooperative methods to help chil-
dren master fairly well-defined skills or information. The key
exceptions to this are studies by the Sharans (e.g., Sharan &
Sharan, 1992) and by Elizabeth Cohen (1994b). Cooperative
learning practice has shifted increasingly toward project-
based or active learning (Stern, 1996), in which students
work together to produce reports, projects, experiments, and
so on. It is possible to make inferences to optimal conditions
for project-based learning from research on more cut-and-
dried content (see Slavin, 1996), and the work of Cohen and
the Sharans does imply that well-implemented, project-based
learning can be more effective than traditional instruction
(Sharan & Shachar, 1988, is by far the best evidence of this).
However, there is a great deal of work yet to be done to iden-
tify effective, replicable methods, to understand the condi-
tions necessary for success in project-based learning, and to
develop a more powerful theory and rationale to support
project-based learning.

There is a need for both development and research at the
intersection of cooperative learning and curriculum. Work at
Johns Hopkins University and at the Success for All Founda-
tion has for many years focused on development and evalua-
tion of cooperative learning methods that are tied to particular
subjects and grade levels, such as CIRC (Stevens et al., 1987),
WorldLab (social studies and science; Slavin & Madden,
2000), and MathWings (Madden, Slavin, & Simons, 2000).
Elizabeth Cohen’s (1994a) Complex Instruction program and
Eric Schaps’s (Soloman et al., 1990) Child Development
Project have also developed specific, broadly applicable cur-
riculum materials to be used in a cooperative learning format.
These contrast with most cooperative learning models, which
typically provide some general guidance for how to adapt co-
operative learning to different subjects and grade levels but
rarely provide actual student materials. How is cooperative

learning affected by the existence of specific materials? Does
use of these materials improve the learning outcomes of co-
operative learning? Does it make cooperative learning more
likely to be implemented well in the first place and maintained
over time? Or does the use of prepared materials lead to less
thoughtful use of cooperative learning or less ability to adapt
in situations lacking materials? These questions are more
important for practice than for theory, but they are very im-
portant for practice. Not incidentally, there is a need for
development of high-quality, well-developed, and well-
researched cooperative curricula in many subjects and grade
levels, especially at the secondary level.

Related to the need for research on curriculum-based
methods is the need for research on effective strategies for
professional development and follow-up to support coopera-
tive learning. Nearly all training programs for cooperative
learning make extensive use of simulations. It is at least
worth documenting the effectiveness of this practice. There
has been some research on the effectiveness of peer coaching
to support implementations of cooperative learning (e.g.,
Joyce, Hersh, & McKibbin, 1983). Yet there is much more
work to be done to identify strategies for professional devel-
opment likely to lead to high-quality, thoughtful, and sus-
tained implementation. A few factors worth studying might
include contrasts between school-wide and teacher-by-
teacher implementations, expert versus peer coaches, inser-
vice focusing on generic principles versus specific strategies,
and use of teacher learning communities (Calderón, 1994),
that is, groups of teachers who meet on a regular basis to sup-
port each other’s innovative efforts.

Perhaps the only determined opposition to cooperative
learning within the community of professional educators has
come from advocates for gifted students. There is some re-
search on the effects of cooperative learning on gifted students
both within heterogeneous classes (Stevens & Slavin, 1995b)
and within separate programs for the gifted (Gallagher, 1995),
and so far there is little evidence to support fears that gifted
students are shortchanged by cooperative learning. One study
did find that while low-ability students achieved most in
heterogeneous-ability groups, high-ability students achieved
most in homogeneous groups (Hooper & Hannafin, 1991).
However, much more research is needed in this area to expand
our understanding of the effects of different cooperative
methods with gifted students and of how the effects of co-
operative learning might be different in homogeneous and
heterogeneous settings. On this last question, there is a broader
need to study cooperative learning in the context of attempts to
replace homogeneous with heterogeneous grouping, especially
in middle and high schools, and to use cooperative learning in-
stead of homogeneous reading groups in elementary schools.
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This chapter focused on the achievement outcomes of co-
operative learning, but of course many of the other outcomes
mentioned earlier are in need of further research. In particu-
lar, further research is needed on the effects of cooperative
learning on intergroup relations, self-esteem, attitudes toward
schooling, acceptance of mainstreamed classmates, prosocial
norms, and other outcomes (see Hawley & Jackson, 1995;
Slavin, 1995).

In general, there is a need for more research on all out-
comes for older students (seniors in high school and students
in postsecondary institutions), as well as a need for develop-
ment and evaluations of cooperative methods for young chil-
dren, especially those in prekindergarten, kindergarten, and
first grade.

In summary, although cooperative learning has been studied
in an extraordinary number of field experiments of high
methodological quality, there is still much more to be done. Co-
operative learning has the potential to become a primary format
used by teachers to achieve both traditional and innovative
goals. Research must continue to provide the practical, theoret-
ical, and intellectual underpinnings to enable educators to
achieve this potential. This chapter has advanced a cohesive
model of the relationships among the important variables in-
volved in the functioning of cooperative learning. It offered a
framework for discussion and continued debate while calling
for a move away from competitive attempts to explain this
complex phenomenon toward a unified theoretical model that
can guide future research efforts and inform education practice.
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of findings involving how teachers and students relate to one
another that has been spread among sources and outlets that
often have little contact and overlap. This integrative, cross-
cutting perspective, utilizing the more holistic, molar unit of
analysis of relationship, is consistent with modern views
of human development in which the developmental process is
viewed as a function of dynamic, multilevel, reciprocal inter-
actions involving person and contexts (Bronfenbrenner &
Morris, 1998; Lerner, 1998; Magnusson & Stattin, 1998).

Including a chapter of child-teacher relationships in this
volume marks, to some degree, the coming of age of this
research and conceptual focus. Over the course of the last
10 years there has been an accelerating trend for increased
attention to the role of relationships between children and
teachers in influencing child outcomes (Pianta, 1999).

It is the broad aim of this chapter to summarize historic
trends in the emergence of research on child-teacher relation-
ships and to further advance theoretical and applied efforts by
organizing the available work on child-teacher relationships
currently residing across diverse areas of psychology and
education.

Relationships between teachers and children have been a
focus of educators’ concerns for decades, although this atten-
tion had taken different forms and had been expressed using a
wide range of constructs and paradigms. Over many years,
diverse literatures attended to teachers’and students’expecta-
tions of one another, discipline and class management, teach-
ing and learning as socially mediated, teachers’ own self- and
efficacy-related feelings and beliefs, school belonging and
caring, teacher-student interactions, and the more recent at-
tention to teacher support as a source of resilience for children
at risk (e.g., Battistich, Solomon, Watson, & Schaps, 1997;
Brophy & Good, 1986; Eccles & Roeser, 1998). In many
ways, these literatures provided the conceptual and scientific
grounding for the present focus on child-teacher relation-
ships, and in turn, a focus on relationships provides a mecha-
nism for integrating these diverse literatures into a more
common language and focus. In fact, one of the goals of this
chapter is to advance theory and research in these many areas
by changing the unit of analysis and focus to relationships be-
tween teachers and children. This new framework has poten-
tial for integrating what, up to this point, has been a large array
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Child-Teacher Relationships: Historical Perspectives
and Intersections

Relationships, detailed in a subsequent section, involve many
component entities and processes integrated within a dy-
namic system (Hinde, 1987; Magnusson & Stattin, 1998).
Components include expectations, beliefs about the self or
other, affects, and interactions, to identify a few (Eccles &
Roeser, 1998; Pianta, 1999; Sroufe, 1989a; Stern, 1989). In a
school or classroom setting, each of these components has its
own extensive literature, for example, on teacher expecta-
tions or the role of social processes as mediators of instruc-
tion (see Eccles & Roeser, 1998). Therefore, the study of
child-teacher relationships traces its roots to many sources in
psychology and education.

Educational psychology, curriculum and instruction, and
teacher education each provide rich sources of intellectual
nourishment for the study of relationships between teachers
and children. From a historical perspective, early in Dewey’s
writing (Dewey, 1902/1990) and in texts by Vygotsky (e.g.,
1978), there are frequent references to relationships between
teachers and children. Social relations, particularly a sense of
being cared for, were considered an important component in
Dewey’s conceptualization of the school as a context, and
certainly Vygotsky’s emphasis on support provided to the
child in the context of performing and learning challenging
tasks was a central feature of his concept of the zone of prox-
imal development.

Based on the exceptionally detailed descriptions of human
activity and interaction undertaken by Barker and colleagues
(see Barker, 1968), extensive observational research on class-
room interactions involving teachers and children was con-
ducted, with refinement and further development of methods
and concepts culminating in the foundation studies on child-
teacher interactions by Brophy and Good (1974).

Somewhat parallel to the focus of Brophy and Good on
classroom interactions was the emergence of the broad liter-
atures on interpersonal perception that took form in research
on attribution and expectation, notably studies by Rosenthal
(1969) on the influence of expectations on student perfor-
mance. These studies strongly indicated that instruction is
something more than simply demonstration, modeling, and
reinforcement, but instead a complex, socially and psycho-
logically mediated process. Work on student motivation, self-
perceptions, and goal attainment has documented strong
associations between these child outcomes and school con-
texts, including teachers’ attitudes and behaviors toward the
child (see Eccles & Roeser, 1998). More recently, research
and theory on the concept of students’ help-seeking behavior
(Nelson-Le Gall & Resnick, 1998; Newman, 2000) actively

addresses the integration of emotions, perceptions, and moti-
vations in the context of instructional interactions, pointing
again to the importance of the relational context created for
the child.

At the same time, there has always been anecdotal and
case study evidence for child-teacher relationships in the
clinical psychology and teacher training literatures. These
anecdotes typically describe how a child’s relationship with a
particular teacher was instrumental in somehow rescuing or
saving that child and placing the child on the path to success
and competence in life (e.g., Pederson, Faucher, & Eaton,
1978; Werner & Smith, 1980). Such stories often provide
compelling evidence for attempts to harness the potential of
these relationships as resources for children.

Developmental psychology and its applied branches re-
lated to prevention provide considerable conceptual and
methodological underpinnings to the study of child-teacher
relationships (see Pianta, 1999). The study of human devel-
opment has contributed a scientific paradigm for studying
relationships, conceptual models that advance ideas about
how contexts and human development are linked with one
another, and scores of studies demonstrating the value of
relationships for human development in other arenas (see
Bronfenbrenner & Morris, 1998).

In part because of the extensive and long-standing empirical
and theoretical work on marital and parent-child relationships,
core conceptual and methodological frameworks and concepts
for understanding and studying interpersonal relationships
have emerged (Bakeman & Gottman, 1986; Bornstein, 1995).
These scientific tools form a foundation, or infrastructure,
that can be applied to the study of children and teachers
(e.g., Howes, Hamilton, & Matheson, 1994; Pianta & Nimetz,
1991). Clearly, the work of Bowlby (1969), Ainsworth
(e.g., Ainsworth, Blehar, Waters, & Wall, 1978), and Sroufe
(1983; Sroufe & Fleeson, 1988) on attachment between chil-
dren and parents provides some of the strongest theoretical and
empirical support for the influence of relationships between
children and adults on child development. It was largely the
concentrated focus on understanding child-mother attach-
ment that helped to advance the idea of child-adult relation-
ships as systems and to identify the component processes and
mechanisms.

In addition to work on child-parent attachment, develop-
mental psychologists were involved in research on early inter-
vention and day care experiences as they contribute to child
development, which identified relational or interactional as-
pects of those settings (e.g., quality of care and caregiver sen-
sitivity) that were related to child outcomes (Howes, 1999,
2000a). Furthermore, this line of inquiry also described how
structural aspects of settings (e.g., child-teacher ratios and
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teacher training and education) contributed to the social and
emotional quality of interactions between child and teacher
(see NICHD Early Child Care Research Network [NICHD
ECCRN], 2002). Developmental methodologists interested in
child-parent interactions, peer, and marital interactions as well
as those working from a comparative or ethological frame-
work contributed substantially to the study of child-teacher
relationships by describing the functions and processes of
relationships (Bakeman & Gottman, 1986; Hinde, 1987).
Finally, recent work on motivation and the development of
the child’s sense of self and identity provides compelling evi-
dence that teachers are an important source of information and
input to these processes (Eccles & Roeser, 1998).

Over the last two decades, as developmental psychology,
school psychology, and clinical psychology have formed
convergent interests (Pianta, 1999) and as the more integra-
tive paradigm of developmental psychopathology emerged
(Cicchetti & Cohen, 1995), relationships between children
and adults have received much attention as a resource that can
be targeted and harnessed in prevention efforts. Paradigms for
prevention and early intervention in the home environment,
as well as intervention approaches focusing on parent-child
dyads in which the child demonstrates serious levels of prob-
lem behavior (e.g., Barkley, 1987; Eyberg & Boggs, 1998),
have focused on improving the quality of child-parent rela-
tionships. That work has resulted in a fairly large body of
knowledge concerning how relationships can be changed
through intentional focus on interactions, perceptions, and in-
teractive skills (Eyberg & Boggs, 1998). These studies have
provided a strong basis for extensions into school settings
(McIntosh, Rizza, & Bliss, 2000; Pianta, 1999).

In more recent years the focus on prevention that has arisen
from this nexus of overlapping interests among scientists,
policy makers, and practitioners has viewed school settings as
a primary locus for the delivery and infusion of resources that
have a preventive or competence-enhancing effect (Battistich
et al., 1997; Cowen, 1999; Durlak & Wells, 1997). School-
based mental health services, delivery of a range of associated
services in full-service schools, reforms aimed at curriculum
and school management, and issues related to school design
and construction frequently identify child-teacher relation-
ships as a target of their efforts under the premise that
improving and strengthening this school-based relational re-
source can have a dramatic influence on children’s outcomes
(see Adelman, 1996; Battistich et al., 1997; Durlak & Wells,
1997; Haynes, 1998). Finally, it has also been suggested that
one by-product of such efforts to enhance relationships be-
tween teachers and children is an improvement in teachers’
own mental health, job satisfaction, and sense of efficacy
(e.g., Battsitich et al., 1997; Pianta, 1999).

Although diverse areas of psychology address issues
related to relationships between teachers and children,
extending back in time nearly 80 years, the study of child-
teacher relationships has not, until the last decade, been an
area of inquiry unto itself. This lack of focus has been due to
the widely scattered nature of its intellectual roots and a ten-
dency toward insularity among disciplines, problems with the
use of different terminology and languages, seams between
research and practice and between psychology in education
and psychology in the family or laboratory, and the lack of
theoretical models that adequately emphasize the role of mul-
tiple contexts in the development of children over the life
span (Lerner, 1998). Perhaps one of the strongest concep-
tual advances contributing to the last decade of work on
child-teacher relationships has been the developmental
psychopathology paradigm, with its emphasis on integration
across diverse theoretical frameworks and its embrace of a
developmental systems model of contexts and persons in time
(see Cicchetti & Cohen, 1995).

The present focus on child-teacher relationships reflects
this integration and interweaving of theoretical traditions,
methodologies, and applications across diverse fields. This
area of inquiry, understanding, and application is inherently
interdisciplinary. Yet the organizing frame for such work—
although different areas have evolved from different
traditions—is best found in current models of child develop-
ment (Bronfenbrenner & Morris, 1998; Cairns & Cairns,
1994; Lerner, 1998; Magnusson & Stattin 1998; Sameroff,
1995). In these models, development of the person in context
is depicted as a function of dynamic processes embedded in
multilevel interactions between person and contexts over
time. Developmental systems theory (Lerner, 1998) forms
the core of an analysis of child-teacher relationships.

DEVELOPMENTAL SYSTEMS THEORY

In the last two decades, views that embrace the perspective
that the study of development is in large part the study of
living systems and is therefore informed by the study of sys-
tems have been adopted as the primary conceptual paradigm
in human development (see Lerner, 1998, for example). As
noted by Lerner (1998), “a developmental systems perspec-
tive is an overarching conceptual framework associated with
contemporary theoretical models in the field of human devel-
opment” (p. 2). General systems theory has a long history
in the understanding of biological, ecological, and other
complex living systems (e.g., Ford & Ford, 1987; Ford &
Lerner, 1992) and has been applied to child development by
Ford and Lerner (1992) and Sameroff (1995) in what is called
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developmental systems theory (DST). DST can be applied
to the broad array of systems involved in the practice of
psychology with children and adolescents (Pianta, 1999).
The principles of DST help integrate analysis of the multiple
factors that influence young children, such as families, com-
munities, social processes, cognitive development, schools,
teachers, peers, or conditions such as poverty. This analysis
of child-teacher relationships draws heavily on develop-
mental systems perspectives for principles and constructs
that guide inquiry, understanding, and integration of diverse
knowledge sources.

For the purposes of this discussion, systems are defined
as units composed of sets of interrelated parts that act in
organized, interdependent ways to promote the adaptation
and survival of the whole. Families, classrooms, child-parent
and child-teacher relationships, self-regulatory behaviors, and
peer groups are systems of one form or another, as are various
biologic systems within the organism. These systems function
at a range of levels in relation to the child—some distal and
some more proximal (Bronfenbrenner & Morris, 1998). They
are involved in multiple forms of activity involving interac-
tions within levels and across levels (Gottlieb, 1991) that form
a pattern, or matrix, of reciprocal, bidirectional interac-
tions that varies with time. In the case of child-teacher rela-
tionships, this perspective is reflected in analysis of the
ways that school policies about child-teacher ratios affect
student-teacher interactions that in turn are related to students’
and teachers’ perceptions and affects toward one another. It is
important to note that one must recognize the vertical as well
as lateral interactions across and within levels and associated
systems. The concept of within- and across-level interactions
among systems is a key aspect of DST as applied to child-
teacher relationships; for example, just as these relationships
are influenced by the interactions of two individuals, they
are in turn affected (and affect) classroom organization and
climate.

Principles Influencing the Behavior and Analysis
of Developmental Systems

The behavior of developmental systems is best understood in
the context of a number of general principles. These princi-
ples apply across all forms of living systems (Magnusson &
Stattin, 1998).

Holism and Units of Analysis

Because of the preponderance of rich, cross-level interac-
tions, interpretation and study of the behavior of systems at
any level must take place in the context of activity at these

other levels. Behavior of a “smaller” system (e.g., children’s
self-regulation in a classroom) should be understood in rela-
tion to its function in the context of systems at more distal
levels (e.g., child-teacher relationships) as well as more prox-
imal or micro levels (e.g., biological systems regulating
temperament) and vice versa. The rich, reciprocal intercon-
nections among these units promote the idea that a relational
unit of analysis is required for analysis of development
(Lerner, 1998). From this perspective, noted Lerner (1998),
the causes of development are relationships among systems
and their components, not actions in isolation. This is highly
similar to the perspective advanced by Bronfenbrenner and
Morris (1998), who argued that the primary engine of devel-
opment is proximal process—interactions that take place be-
tween the child and contexts over extended periods of time.
Bronfenbrenner and Morris cited interactions with teachers
as one course of proximal process. For several developmen-
tal theorists, acknowledging the existence of multilevel inter-
actions leads directly to the need for research that has these
interactions and relationships as their foci.

Magnusson and Stattin (1998) approached the issue of
holism from a somewhat different perspective. They noted
that most psychological (and educational) research and the-
ory are variable-focused—that is, a construct of interest is the
sole focus of measurement and inquiry, inasmuch as variation
in that construct relates to other sources of variation. This ap-
proach, argued Magnusson and Stattin, yields a science that
examines selective aspects of the person but misses large sec-
tors of experience that may hold descriptive and explanatory
power. Behavior is better viewed in terms of higher order or-
ganized patterns of relations across different components of
the system.

The developing child is also a system. From this point of
view, motor, cognitive, social, and emotional development
are not independent entities on parallel paths but are inte-
grated within organized, dynamic processes. Psychological
practices (assessment or intervention) that focus solely on
one of these domains (e.g., cognition, personality, attention
span, aggression, or reading achievement) can reinforce the
notion that developmental domains can be isolated from one
another and from the context in which they are embedded.
Taking a developmental systems perspective, many argue
that child assessment should focus on broad indexes reflect-
ing integrated functions across a number of behavioral
domains as they are observed in context (e.g., Greenspan &
Greenspan, 1991; Sroufe, 1989b). Terms such as adaptation
have been used to capture these broad qualities of behavioral
organization, and although fairly abstract, they call attention
to a focus on how children use the range of resources avail-
able to them (including their own skills and the resources of
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peers, adults, and material resources) to respond to internal
and external demands.

In terms of this analysis of child-teacher relationships,
holism means that to understand the discipline-related behav-
ior of a teachers in their classrooms, one must know some-
thing about the school, school system, and community in
which the teachers are embedded, their experiences, and their
own internal systems of cognition and affect regulation in re-
lation to behavioral expectations in the classroom. From the
perspective of holism, the whole (i.e., the pattern or organi-
zation of interconnections) gives meaning to the activity of
the parts (Sameroff, 1995).

Reciprocal, Functional Relations Between Parts
and Wholes

Systems and their component entities are embedded within
other systems. Interactions take place within levels (e.g.,
beliefs about children affect a teachers’ beliefs about a partic-
ular child; Brophy, 1985) and across levels (e.g., teachers’ be-
liefs about children are related to their training as well as to
the school in which they work; Battstitch et al., 1997) over
time. It is a fundamental tenet of developmental systems the-
ories that these interactions are reciprocal and bidirectional.
Gottlieb (1991) refered to these interactions as coactivity
in part to call attention to the mutuality and reciprocity of
these relations. Similarly, Magnusson and Stattin (1998) and
Sameroff (1995) emphasized that in multilevel, dynamic, ac-
tive, moving systems, it is largely fictional to conceptualize
“cause” or “source” of interactions and activity. Again, this
view has consequences for considerations of child-teacher re-
lationships when examining the large number of components
of these relationships as well as the multilevel systems in
which they are embedded (Eccles & Roeser, 1998).

Motivation and Change

Systems theory offers alternative views of the locus of
motivation and change. Within behavioral perspectives,
change and motivation to change are often viewed as derived
extrinsically—from being acted on by positive (or negative)
reinforcement, or reinforcement history. Maturationist or
biological views of change posit that the locus of change
resides in the unfolding of genetic programs, or chronological
age. From both perspectives the child is a somewhat passive
participant in change—change is something that happens to
the child, whether from within or without.

In developmental systems theory the motivation to change
is an intrinsic property of a system, inherent in that sys-
tem’s activity. Developmental change follows naturally as a

consequence of the activity of interacting systems. That chil-
dren are active can be seen in the ways they continually con-
struct meaning, seek novelty and challenges, or practice
emergent capacities. Furthermore, the child acts within con-
texts that are dynamic and fluid. Motivation, or the desire to
change, is derived from the coaction of systems—of child
and context (Bronfenbrenner & Morris, 1998). That relation-
ships play a fundamental role as contexts for coaction be-
tween child and the world is supported by Csikszentmihalyi
and Rathunde’s (1998) proposition that relationships with
parents are foundational for establishing the rhythm of inter-
action between the child and the external world.

Maturationist or biological views of the motivation for
developmental change tend to rely on characteristics of
the child as triggers for developmental experience and can
result in practices and policies that neglect individual varia-
tion or notions of adaptation. Strongly behavioral views of
motivation focus solely on contingencies while failing to ac-
knowledge the meaning of target behaviors and contextual
responses to the child’s goals, leading to a disjunction be-
tween how the child perceives his or her fit in the world and
how helpers may be attempting to facilitate change. Views of
motivation informed by systems theory lead to a develop-
mental interactionism (Magnusson & Stattin, 1998) that
focuses attention on issues of goodness of fit, relationships,
and related relational constructs. As Lerner (1998) acknowl-
edged, because of relationism, an attribute of the organism
has meaning for psychological development only by virtue of
its timing of interaction with contexts or levels.

Developmental change occurs when systems reorganize
and transform under pressure to adapt. Development takes
place, according to Bronfenbrenner and Morris (1998),
through progressively more complex reciprocal interactions.
Change is not simply a function of acquiring skills but a reor-
ganization of skills and competencies in response to internal
and external challenges and demands that yields novelty in
emergent structures and processes (Magnusson & Stattin,
1998).

Competence as a Distributed Property

Children, as active systems, interact with contexts, exchang-
ing information, material, energy, and activity (Ford & Ford,
1987). Within schools, teacher and children engage within a
context of multilevel interactions involving culture, policy,
and biological processes (Pianta & Walsh, 1996). The
dynamic, multilevel interactionism embodied in the principle
of holism also suggests that children’s competence is so in-
tertwined with properties of contexts that properties residing
in the child (e.g., cognition, attention, social competence,
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problem behaviors) are actually distributed across the child
and contexts (e.g., Campbell, 1994; Hofer, 1994; Resnick,
1994). Cognitive processes related to attending, compre-
hending, and reasoning (Resnick, 1994); emotion-related
processes such as emotion regulation and self-control; help-
seeking; and social processes such as cooperation are all
properties not of the child but of relations and interactions of
the child in the context of the classroom: They reflect a cer-
tain level of organization and function (Magnusson & Stattin,
1998).

The concept of affordance (see Pianta, 1999, for an expla-
nation of this construct as applied to classrooms) embodies
the idea that contexts contain resources for the child that can
be activated to sustain the child’s adaptation to the demands
of that setting. It is important to note that the affordance of a
context must be accessed by interactions with the child. From
the perspective of developmental systems theory, compe-
tence (and problems) in a classroom setting cannot be con-
ceptualized or assessed separately from attributes of the
setting and the interactions that features of the child have
with those setting attributes (and in turn how these interac-
tions are embedded in larger loops of interaction). At the
level of social and instructional behavior between teachers
and children, understanding these interactions may require a
moment-by-moment analysis of behavioral loops, whereas
understanding how the teacher’s behavior in these loops is a
function of her education and training may require a much
wider time frame (Pianta, La Paro, Payne, Cox, & Bradley,
2002). The coordination of these temporal cycles of interac-
tion within and across levels is critical to understanding be-
havior within the specific setting of interest.

Centrality of Relationships in Human Development

In the context of all these multilevel and multisystem interac-
tions, enduring patterns of interaction between children and
adults (i.e., relationships) are the primary conduit through
which the child gains access to developmental resources.
These interactions, as noted earlier, are the primary engine of
developmental change. Relationships with adults are like the
keystone or linchpin of development; they are in large part
responsible for developmental success under conditions of
risk and—more often than not—transmit those risk condi-
tions to the child (Pianta, 1999).

Our focus here is primarily on school-age children and
their relationships with teachers in classroom settings. There
is virtually no question that relationships between children
and adults (both teachers and parents) play a prominent role in
the development of competencies in the preschool, elemen-
tary, and middle-school years (Birch & Ladd, 1996; Pianta &

Walsh, 1996; Wentzel, 1996). They form the developmental
infrastructure on which later school experiences build. Child-
adult relationships also play an important role in adaptation
of the child within the context in which that relationship
resides—home or classroom (e.g., Howes, 2000b; Howes,
Hamilton, et al., 1994; Howes, Matheson, & Hamilton, 1994).
The key qualities of these relationships appear to be related to
the ability or skill of the adult to read the child’s emotional
and social signals accurately, respond contingently based on
these signals (e.g., to follow the child’s lead), convey accep-
tance and emotional warmth, offer assistance as necessary,
model regulated behavior, and enact appropriate structures
and limits for the child’s behavior. These qualities determine
that relationship’s affordance value.

Relationships with parents influence a range of competen-
cies in classroom contexts (Belsky & MacKinnon, 1994;
Elicker, Egeland, & Sroufe, 1992; LaFreniere & Sroufe,
1985; Pianta & Harbers, 1996; Sroufe, 1983). Research has
established the importance of child-parent (often child-
mother) relationships in the prediction and development of
behavior problems (Campbell, 1990; Egeland, Pianta, &
O’Brien, 1993), peer competencies (Elicker et al., 1992;
Howes, Hamilton, et al., 1994), academic achievement, and
classroom adjustment (Pianta & Harbers, 1996; Pianta,
Smith, & Reeve, 1991). Consistent with the developmental
systems model, various forms of adaptation in childhood are
in part a function of the quality of child-parent relationships.

For example, a large number of studies demonstrate the
importance of various parameters of child-parent interaction
in the prediction of a range of academic competencies in
the early school years (e.g., de Ruiter & van IJzendoorn,
1993; Pianta & Harbers, 1996; Pianta et al., 1991; Rogoff,
1990). These relations between mother-child interaction and
children’s competence in mastering classroom academic
tasks reflect the extent to which basic task-related skills
such as attention, conceptual development, communication
skills, and reasoning emerge from, and remain embedded
within, a matrix of interactions with caregivers and other
adults. Furthermore, in the context of these interactions chil-
dren acquire the capacity to approach tasks in an organized,
confident manner, to seek help when needed, and to use help
appropriately.

Qualities of the mother-child relationship also affect the
quality of the relationship that a child forms with a teacher.
In one study, teachers characterized children with ambiva-
lent attachments as needy and displayed high levels of nur-
turance and tolerance for immaturity toward them, whereas
their anger was directed almost exclusively at children with
histories of avoidant attachment (Motti, 1986). These find-
ings are consistent with results in which maltreated and
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nonmaltreated children’s perceptions of their relationships
with mothers were related to their need for closeness with
their teacher (Lynch & Cicchetti, 1992), as well as to the
teachers’ ratings of child adjustment (Toth & Cicchetti,
1996). Cohn (1990) found that boys classified as insecurely
attached to their mothers were rated by teachers as less
competent and more of a behavior problem than were boys
classified as securely attached. In addition, teachers re-
ported that they liked these boys less. This link between the
quality of child-parent relationships and the relationship
that a child forms with a teacher confirms Bowlby’s (1969)
contention that the mother-child relationship establishes for
the child a set of internal guides for interacting with adults
that may be carried forward into subsequent relationships
and affect behavior in those relationships (Sroufe, 1983).
These representations can affect the child’s perceptions of
the teacher (Lynch & Cicchetti, 1992), the child’s behavior
toward the teacher and the teacher’s behavior toward the
child (Motti, 1986), and the teacher’s perceptions of the
child (Pianta, 1992; Toth & Cicchetti, 1996). On the other
hand, there are limits to concordance and stability in
mother-child and teacher-child relationships as children
move from preschool to school (Howes, Hamilton, &
Phillipsen, 1998).

In sum, there is no shortage of evidence to support the
view that—particularly for younger children, but also for
children in the middle and high school years—relationships
with adults are indeed involved centrally in the development
of increasingly complex levels of organizing one’s interac-
tions and relationships with the world. In this view, adult-
child relationships are a cornerstone of development, and
from a systems perspective intervention involves the inten-
tional structuring or harnessing of developmental resources
(such as adult-child relationships) or the skilled use of
this context to developmental advantage (Lieberman, 1992).
This is inherently a prevention-oriented view (Henggeler,
1994; Roberts, 1996) that depends on professionals’ under-
standing the mechanisms responsible for altering devel-
opmental pathways and emulating (or enhancing) these
influences in preventive interventions (e.g., Hughes, 1992;
Lieberman, 1992). 

In conclusion, a developmental systems perspective draws
attention to this child as an active, self-motivated organism
whose developmental progress depends in large part on qual-
ities of interactions established and maintained over time
with key adult figures. Such interactions, and their effects, are
best understood using child-adult relationships as the unit of
analysis and then embedding this focus on relationships
within the multilevel interactions that impinge on and are
affected by this relationship from various directions.

CONCEPTUAL-THEORETICAL
ISSUES IN RESEARCH ON
CHILD-TEACHER RELATIONSHIPS

This section updates and extends Pianta’s (1999) model of
relationships between children and teachers and reviews
research related to components of this model. The model is
offered as an integrative heuristic. It draws heavily on princi-
ples and concepts of systems theory, positing that by focusing
at the level of relationships as the unit of analysis, significant
advances can be made in understanding the development of
child-teacher relationships and in their significance in rela-
tion to child outcomes. Considering the wide-ranging and
diverse literatures that currently address, in some form or
another, the multiple systems that interact with and comprise
child-teacher relationships, a model of such relationships
needs to be integrative. As suggested by the examples used
in the previous discussion of developmental systems theory,
this model must incorporate aspects of children (e.g., age or
gender), teachers (experience, efficacy), teacher-child inter-
actions (discipline, instruction), activity settings, children’s
and teachers’ perceptions and beliefs about one another, and
school policy (ratios) and climate (Battistich et al., 1997;
Brophy, 1985; Brophy & Good, 1974; Eccles & Roeser,
1998).

It is our firm belief that greater understanding of the de-
velopmental significance of school settings can be achieved
by this focus on child-teacher relationships as a central, core
system involved in transmitting the influence of those set-
tings to children. Narrow-focused examinations of one or two
of the factors just noted, as they relate in bivariate fashion to
one another, are unlikely to yield a comprehensive under-
standing of the dynamic, multilevel interactions that take
place in schools, the complexities of which have frustrated
educational researchers and policy makers for years (Haynes,
1998). In many ways, a focus on the system of child-teacher
relationships as a key unit of analysis may provide the kind of
integrative conceptual tool for understanding development
in school settings that a similar focus on parent-child rela-
tionships provided in the understanding of development in
family settings (Bronfenbrenner & Morris, 1998; Pianta,
1999).

Hinde (1987) and others (e.g., Sameroff, 1995) describe
relationships as dyadic systems. As such, relationships are
subject to the principles of systems behavior described ear-
lier; they are dynamic, multicomponent entities involved in
reciprocal interactions across and within multiple levels of
organization and influence (Lerner, 1998). They are best
considered as abstractions that represent a level or form of
organization within a much larger matrix of systems and
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interactions. The utility of a focus at this level of analysis is
borne out by ample evidence from the parent-child literature
as well as studies examining children and teachers using this
relational focus (Howes, 2000a). For example, when the
focus of teachers’ reports about children is relational rather
than simply a focus on the child’s behavior, it is the relational
aspects of teachers’ views that are more predictive of long-
term educational outcomes compared with their reports about
children’s classroom behavior (Hamre & Pianta, 2001). Evi-
dence also suggests that teachers’ reflections on their own
relational histories, as well as current relationships with chil-
dren, relate to their behavior with and attitudes toward
the child more than do teacher attributes such as training or
education (Stuhlman & Pianta, in press). Coming to view the
disparate and multiple foci of most research on teachers and
children using the lens or unit of child-teacher relationships
appears to provide considerable gain in understanding the
complex phenomenon of classroom adjustment.

Arelationship between a teacher and child is not equivalent
to only their interactions with one another, or to their charac-
teristics as individuals. A relationship between a teacher and a
child is not wholly determined by that child’s temperament,
intelligence, or communication skills. Nor can their relation-
ship be reduced to the pattern of reinforcement between them.
Relationships have their own identities apart from the features
of interactions or individuals (Sroufe, 1989a).

A Conceptual Model of Child-Teacher Relationships

A conceptual model of child-teacher relationships is pre-
sented in Figure 10.1. As depicted in Figure 10.1, the primary
components of relationships between teachers and children
are (a) features of the two individuals themselves, (b) each
individual’s representation of the relationship, (c) processes
by which information is exchanged between the relational
partners, and (d) external influences of the systems in which
the relationship is embedded. Relationships embody features
of the individuals involved. These features include biologi-
cally predisposed characteristics (e.g., temperament), person-
ality, self-perceptions and beliefs, developmental history, and
attributes such as gender or age. Relationships also involve
each participant’s views of the relationship and the roles of
each in the relationship—what Bowlby (1969) and Sroufe
and Fleeson (1988) called the members’ representation of the
relationship. Consistent with evidence from the literature on
parent-child relationships (Main, Kaplan, & Cassidy, 1985;
Sroufe & Fleeson; 1986), representational models are con-
ceptualized not as features of individuals but as a higher
order construct that embodies properties of the relationship

that are accessed through the participants. Note that this is an
advance from the model presented by Pianta (1999) in that
the current model places more emphasis on the partners’
representations of the relationship as distinct from character-
istics of the individuals.

Relationships also include processes that exchange infor-
mation between the two individuals and serve a feedback func-
tion in the relationship system (Lerner, 1998). These processes
include behavioral interactions, language, and communica-
tion. These feedback, or information exchange, processes are
critical to the smooth functioning of the relationship. It is im-
portant to recognize that these relationship components (indi-
vidual characteristics, representational models, information
exchange processes) are themselves in dynamic, reciprocal in-
teractions, such that behaviors of teacher and child toward one
another influence representations (Stuhlman & Pianta, in
press), and attributes of the child or teacher are related to teach-
ers’perceptions of the relationship (Saft & Pianta, 2001) or in-
teractive behaviors (Pianta et al., 2002).

In turn, these relationship systems are embedded in many
other systems (schools, classrooms, communities) and inter-
act with systems at similar levels (e.g., families and peer
groups). Finally, it is important to emphasize that adult-child
relationships embody certain asymmetries. That is, there are
differential levels of responsibility for interaction and quality

C T

C T
Features of Individuals
- developmental history
- biological factors

Representational Model

Information Exchange Processes
- interactive behaviors

External Influences

Figure 10.1 A conceptual model of teacher-child relationships.
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that are a function of the discrepancy in roles and maturity of
the adult and child, the balance of which changes across the
school-age years (Eccles & Roeser, 1998). 

Features of Individuals in Relationships

At the most basic level, relationships incorporate features of
individuals. These include biological facts (e.g., gender) and
biological processes (e.g., temperament, genetics, responsiv-
ity to stressors) as well as developed features such as person-
ality, self-esteem, or intelligence. In this way developmental
history affects the interactions with others and, in turn, influ-
ences relationships (Fonagy, Steele, & Steele, 1991; Zeanah
et al., 1993). For example, a teacher’s history of being cared
for can be related to how he or she understands the goals of
teaching and, in turn, can relate to the way he or she interprets
and attends to a child’s emotional behavior and cues (Zeanah
et al., 1993).

Characteristics of Teachers

In contrast to what is known about parents in relation to their
interactions with children, virtually nothing is known about
teachers. Despite a general recognition that teacher character-
istics and perceptions influence the practice of teaching, little
is known about how individual teacher characteristics and
perceptions impact the formation of their relationships with
children. Some have suggested that due to the importance of
the social climate of the classroom, teaching may require
more personal involvement than most other professions:

The act of teaching requires teachers to use their personality to
project themselves in particular roles and to establish relation-
ships within the classroom so that children’s interest is main-
tained and a productive working environment is developed. The
teacher relies on his personality and his ability to form relation-
ships in order to manage the class and ensure smooth running.
(Calderhead, 1996, p. 720)

When questioned about their relationships with teachers,
children acknowledge that teachers’ abilities to access this
more personal part of themselves is an important component
of creating a feeling of caring between teachers and children
(Baker, 1999). By providing emotional support and asking
children about their lives, teachers may enable children to feel
more comfortable and supported in the school environment.

Teachers, like all adults, vary in their ability and desire
to become personally involved in their work. In a series of
case studies logging the thoughts of several student teachers
over the course of training, Calderhead and Robson (1991)

discussed teachers’ images of themselves as educators and
provided examples of several very different perspectives on
what it means to be a teacher. Some student teachers empha-
sized their role as emotional supporters of children, whereas
others tended to speak more about the importance of efficiency
and organization of the classroom. It is likely that these differ-
ent orientations and associated styles of behavioral interaction
are related in important ways to the types of relationships that
teachers tend to form with students. Brophy (1985) suggested
that teachers view themselves primarily as instructors or so-
cializers and that these different perceptions impact the way in
which they interact with students. Instructors tend to respond
more negatively to students who are underachievers, unmoti-
vated, or disruptive during learning tasks, whereas socializer
teachers tended to act more negatively toward students they
viewed as hostile, aggressive, or those who pushed away as
teachers attempted to form relationships (Brophy, 1985). Al-
though there is some preliminary evidence that teachers do
vary in the pattern of relationships they form with children
(Pianta, 1994), connections between these patterns and other
teacher characteristics have yet to be elucidated.

How do teachers form this image of themselves as teach-
ers? Several of the teachers in Calderhead and Robson’s
(1991) study consistently referred to experiences with previ-
ous teachers as essential to their own ideas about teaching.
The student teachers’ perceptions of past teachers ranged
from very negative (intolerant, impatient, unsympathetic) to
very positive (caring, attentive, friendly), and the students
linked these perceptions to their thoughts about what it means
to be a good or bad teacher. For example, one student teacher
vividly recalled being ridiculed and embarrassed as a child by
teachers who failed to take the time to explain things to her.
She also remembered one teacher who took the time to help
her understand. This student teacher described having pa-
tience with children as being extremely important to her own
work as a teacher. Teachers’ images of their roles as teachers
develop in part from their own experiences in school.

Additionally, teachers may rely on past experiences with
other important people in their lives to help form their image
of themselves as a teacher. Kesner (2000) gathered data on
student teachers’ representations of attachment relation-
ships with their own parents and showed that beginning
teachers who viewed their relationships with their parents as
secure were also those who formed relationships with stu-
dents characterized as secure. In a related study, Horppu and
Ikonen-Varila (2001) showed that beginning teachers’ repre-
sentations of attachment with their parents related to their
stated motives for their work and their beliefs about a kinder-
garten teacher’s work and goals in the classroom. Beginning
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teachers classified as having a secure-autonomous relation-
ship with their parent(s) were more likely than those classi-
fied as insecure to express motives that were child-centered
as well as centered on goals for the self. Teachers classified
as secure also described more complex conceptions of a
teacher’s work (involving social, emotional, and instructional
components) and were more likely to view relationships with
students as mutually satisfying (Horppu & Ikonen-Varila,
2001). Teachers’ own personal histories of relationship expe-
riences with parents and their representations of those experi-
ences were associated with their current views about
teaching, the degree to which they viewed teaching as in-
volving a relational component, and their comfort with that
relational component, demonstrating the extent to which
multiple aspects of the teacher’s own representational system
and belief system are interrelated and related to other compo-
nents of the child-teacher dyadic system.

In a case-based extension of these ideas, Case (1997) sug-
gested that one instance in which teachers’ early relationships
may be particularly important to their own classroom philos-
ophy is in the case of othermothering in urban elementary
schools. She described othermothering as “African American
women’s maternal assistance offered to the children . . .
within the African American community” (p. 25). Other-
mothering constitutes a culturally held belief in women’s re-
sponsibility for the raising of other mothers’ children, which
for some women is enacted through the role of a teacher.
Case (1997) described two African American teachers work-
ing in urban districts in Connecticut. Both of these women
related the connections they made with children in the class-
room to the experiences that they had with their own mothers
as children. Describing her early experiences in rural North
Carolina, one of the teachers stated,

At an early age, it was all self-esteem, believing in yourself. But
one of the things that we valued most as a family was the way
that we must treat other people. We must look to the values from
within and realize that everybody’s human: They’re going to
make mistakes, they’re going to fall flat on their faces some-
times, but you pick yourself up and say, “Well, I’ve learned from
this.” (p. 33)

As this teacher describes her first day of teaching, the con-
nection between these early experiences and her view of her
role as a teacher becomes apparent:

When I first had this class, their faces were hanging down to the
floor. . . . I had never seen such unhappy children. I felt as if they
had no self-worth. I just couldn’t believe the first couple of days.
They were at each other’s throats. I found that many of them
thought that school was a place to come and act out, and now
they are in cooperative groups, they share. It’s just that you start

where they are. . . . I think it’s about empathy. You look at them
and say, “It’s going to be a better day” and they say, “How did
you know?” (pp. 34–35)

These findings (Case, 1997; Kesner, 2000; Horppu &
Ikonen-Verida, 2001) suggest mechanisms by which teachers
develop styles of relating to all of the children in their class-
rooms. Beyond a global relational style, teachers bring with
them experiences, thoughts, and feelings that lead to specific
styles of relating to certain types of children. Research in this
area is scant, but there is a general recognition that the match
or mismatch between teachers and students can be important
to children’s development as well as to teachers’ job satisfac-
tion (Goodlad, 1991).

Teachers also hold beliefs about their efficacy in the class-
room and associated expectations for children that are related
to experiences with children and their own success and satis-
faction. Teachers who believe that they have an influence on
children can enhance student investment and achievement
(Midgley, Feldlaufer, & Eccles, 1989). When teachers hold
high generalized expectations for student achievement, stu-
dents tend to achieve more, experience a greater sense of self-
esteem and competence as learners, and resist involvement
in problem behaviors during both childhood and adolescence
(Eccles, 1983, 1993; Roeser, Eccles, & Sameroff, 1998;
Rutter, 1987; Weinstein, 1989). Furthermore, teachers who
view self improvement and effort as more important than in-
nate ability are more likely to have children who not only are
more motivated but also report more positive and less nega-
tive affective states (Ames, 1992).

These studies, just a selective part of a much larger litera-
ture on teacher beliefs and student motivation (see Eccles &
Roeser, 1998), call attention to the extent to which teacher
beliefs, experiences, and expectations are involved within a
model of child-teacher relationships. These beliefs, experi-
ences, and expectations are closely intertwined with teach-
ers’ and students’ behaviors toward one another. They change
with developmental time and with experiences with specific
children and stimulate loops of interaction in which changes
in student motivation and achievement feedback on teacher
beliefs in confirming or disconfirming ways.

In addition to psychological aspects of teachers as individ-
uals as described earlier, other attributes of teachers warrant
discussion in terms of their roles in a model of child-teacher
relationships. These include teacher gender, experience and
education, and ethnicity. Although the teacher workforce is
overwhelmingly female, particularly at the younger grades
(Goodlad, 1991), there is sufficient variability in teacher gen-
der to examine its consequences for child-teacher relation-
ships. By and large, this evidence is sparse, and the topic
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has not been a focus of dedicated study. However, anecdotal
and survey data do suggest that teacher gender plays a role in
the extent of children’s use of the teacher as a role model; not
surprisingly, this is particularly true for male children and
teachers (Goodlad, 1991; Holland, 1996). Male teachers, who
are found more frequently in the older grades, are reported by
children to provide role models and are described as impor-
tant sources of support.

Holland (1996) suggested that, particularly for African
American boys, an African American male teacher plays a
key role in organizing male students’ adoption of educational
goals and behaviors. The extent to which this finding—as well
as others involving the match betweenAfricanAmerican male
students and teachers—is related to gender or race is at this
time unknown and unexamined. In a related finding, teacher
ethnicity appears to play a role in teachers’ perceptions of
their relationships with students, particularly as their ethnici-
ties interact with student ethnicities (Saft & Pianta, 2001).
African American teachers (nearly all female) report more
positive relationships (less conflict) with their students (of all
ethnicities) than do Caucasian teachers, and they are particu-
larly more positive (than White teachers) about their relation-
ships with African American children.

Teacher experience, in and of itself, has shown little
relation to teachers’own reports about the qualities of their re-
lationships with children in the elementary grades (Beady &
Hansell, 1981; Stuhlman & Pianta, in press). Battistich et al.
(1997) reported that in a large sample of upper elementary
school students there were no significant associations be-
tween child-reported or teacher-reported perceptions of the
school as a caring community (which included an index of
teacher emotional support) and teacher age, number of years
teaching, education, or ethnic status. However, these data
were aggregated within schools and related to each other at
the school level, so they may mask significant associations for
individual teachers and children.

In a study that elicited teachers’ representations of their
relationships with specific students using an interview proce-
dure (Stuhlman & Pianta, in press), the extent to which teach-
ers’ reported negative emotional qualities in the relationship
were related to their negative behaviors toward the children
varied as a function of teacher experience. Teachers who were
more experienced were more likely to have their represented
negativity reflected in their behavior than were teachers with
fewer than 7 years of experience. The extent to which the
less experienced teachers held negative beliefs and experi-
enced negative emotions in their relationship with a specific
child was not related to their negative behavior with that child.
These data suggest some type of emotional buffering mecha-
nism that may wane with more years in the profession.

Characteristics of Children

From the moment students enter a classroom, they begin to
make impressions on a teacher, impressions that are important
in the formation of the relationships that develop over the
course of the school year. Though it is likely that a wide vari-
ety of child characteristics, behaviors, and perceptions are
associated with the development of their relationships with
teachers, our understanding of these associations is limited
and derived in part due from inferences about how these char-
acteristics function in relationships. Some characteristics,
such as gender, are both static and readily apparent to teachers,
whereas others are more psychological or behavioral in nature.

Young girls tend to form closer and less conflictual rela-
tionships with their teachers, as noted in studies using teacher
(Hamre & Pianta, 2001) and child (Bracken & Crain, 1994;
Ryan, Stiller, & Lynch, 1994) reports on the quality of the
relationship as well as in studies in which trained observers
rated relationship quality (Ladd, Birch, & Buhs, 1999). Even
as late as middle school, girls report higher levels of felt
security and emulation of teachers than do boys (Ryan et al.,
1994).

These gender differences may be related in part to the fact
that boys typically show more frequent antisocial behaviors,
such as verbal and physical aggression. These behaviors are,
in turn, associated with the formation of poorer child-teacher
relationships, as rated by trained observers (Ladd et al.,
1999). It is important to note, however, that the majority of
teachers in primary grades are females and that there are
no existing data to suggest how male teachers may relate
differentially to boys and girls in the primary grades. There is
some evidence that as children mature, gender matching may
be important in the formation of closeness with teachers. In
one study, 12th-grade girls reported that they perceived
greater positive regard from female teachers whereas the
boys in the study perceived more positive regard from male
teachers (Drevets, Benton, & Bradley, 1996). However, this
gender specificity in children’s perceptions was not reported
by the 10th- and 11th-grade students in this study.

Another child characteristic that is apparent to teachers is
ethnicity. As with the findings on gender, there are prelimi-
nary indications that the ethnic match between teacher and
child is associated with more positive relationships (Saft &
Pianta, 2001). Caucasian children tend to have closer rela-
tionships with teachers, as indicated in studies using reports
by teachers (Ladd et al., 1999) and students (Hall & Bracken,
1996). Unfortunately, teachers in most of these studies are
Caucasian, so it is difficult to make any clear inference about
the impact of a child’s ethnicity on his or her ability to form a
strong relationship with teachers and other school personnel. 
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Other child characteristics that may be linked to the rela-
tionship that children develop with teachers include their own
social and academic competencies and problems (Ladd et al.,
1999; Murray & Greenberg, 2000). In a large sample of ele-
mentary school children, Murray and Greenberg reported that
children’s own reports of feeling a close emotional bond with
their teacher were related to their own and their teachers’ re-
ports of problem behavior and competence in the classroom.
Similarly, Pianta (1992) reported that teachers’ descriptions
of their relationships with students in kindergarten were re-
lated to their reports of the child’s classroom adjustment and, in
turn, related to first-grade teacher reports. A cycle of child be-
havior and interactions with the teacher appeared to influence
(in part) the teachers’ relationship with the child, which in turn
was independently related (along with reports of classroom be-
havior) to teacher reports of classroom adjustment in the next
grade. Ladd et al. (1999) suggested that relational style of the
child is a prominent feature of classroom behavior.

Also important to the formation of the child-teacher rela-
tionship, though less visible to teachers, are the thoughts and
feelings of their students, including their general feelings about
the school environment and about using adults as a source of
support. Third through fifth graders from urban, at-risk schools
who reported the highest levels of dissatisfaction with the
school environment reported less social support at school
and a more negative classroom social environment than did
their more satisfied peers (Baker, 1999). Similarly, elementary
school children who report an emotionally close and warm re-
lationship with their teacher view the school environment and
climate more positively (Murray & Greenberg, 2000). Clearly,
one issue in sorting out associations (or lack thereof) of
children’s judgments of school climate and the quality of
child-teacher relationships is the experiential source of these
judgments. Given the much greater weight on classroom expe-
rience in young children’s judgment of school climate, it is
likely that these findings demonstrate the influence of child-
teacher relationships on children’s judgments of climate and
social support in the broader school environment. Whether and
how this relation changes with development, such that school
climate plays a relatively greater role in judgments of the rela-
tional quality of classroom experiences over time, is at this
time unknown.

Just as teachers make judgments about when to invest
or not invest in a relationship, children, especially as they
grow older, calculate their relational investment based on
the expected returns (Muller, Katz, & Dance, 1999). Urban
youths (largely African American males) enrolled in two sup-
plemental programs near Boston reported investing more with
teachers who show that they care yet are also able to provide
structure and have high expectations for students progress. 

Clearly, these child characteristics, behaviors, and per-
ceptions are not independent of one another. As suggested
earlier, boys tend to act out more in primary grades, and this
behavior, rather than simply gender itself, may account for
the conflict they have with teachers. Similarly, there is
evidence linking child factors such as socioeconomic status,
ethnicity, and disability classification, and the associations
between these factors and the quality of the child-teacher
relationship are likely to be complex. Nevertheless, what the
child brings into the classroom each day is an important piece
of the child-teacher relationship.

Representational Models

An individual’s representational model of relationships
(Bowlby, 1969; Zeanah et al., 1993) is the set of feelings and
beliefs that has been stored about a relationship that guides
feelings, perceptions, and behavior in that relationship. These
models are open systems: The information stored in them,
while fairly stable, is open to change based on new experi-
ence. Also, representational models reflect two sides of a
relationship (Sroufe & Fleeson, 1988). A teacher’s represen-
tational model of how children relate to teachers is both the
teacher’s experience of being taught (and parented) and his or
her own experience as a teacher.

Representational models can have an effect on the forma-
tion and quality of a relationship through brief, often subtle
qualities of moment-to-moment interaction with children
such as the adult’s tone of voice, eye contact, or emotional
cues (Katz, Cohn, & Moore, 1996), and in terms of the toler-
ances that individuals have for certain kinds of interac-
tive behaviors. Therefore, adults with a history of avoidant
attachment, who tend to dismiss or diminish the negative
emotional aspects of interactions, will behave differently in
a situation that calls for a response to an emotionally needy
child than will adults whose history of secure attachment
provides support for perceiving such needs as legitimate and
responding to them sensitively.

In Pedersen et al.’s (1978) case study, adults were asked
to recall experiences with a particular teacher who had a
reputation as exceptional. This was an attempt to examine
(retrospectively) the features of experience associated with
an influential teacher. These recollections describe the impact
of a teacher who formed relationships with students that,
according to their reports, made them feel worthwhile, sup-
ported their independence, motivated them to achieve, and
provided them with support to interpret and cope with envi-
ronmental demands. Students’ representations of their rela-
tionships with a specific teacher appeared to be a key feature
of their experience in relationship with that teacher.
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Teachers’ representations have been examined only re-
cently. Based on interview techniques developed for assess-
ment of child-parent relationships, Stuhlman and Pianta (in
press) gathered information from 50 teachers of kindergarten
and first-grade children. Teachers of first graders had rela-
tively higher levels of negative emotion represented in rela-
tionships with students than did the kindergarten teachers. For
both groups of teachers, representations of negative emotion
were related to their discipline and negative affect in interac-
tions with the children about whom they were interviewed.
Teachers’ representations were only somewhat related to the
child’s competence in the classroom, and teachers’ represen-
tations were related to their behavior with the child indepen-
dent of the child’s competence. The Stuhlman and Pianta (in
press) study suggests that teacher representations, while re-
lated in predicted directions to their ratings of child compe-
tence and to their behavior with the child, are not redundant
with them, with indications that representations are unique
features of the child-teacher relationship.

Muller et al. (1999) argued that teachers’ expectations for
students are essential components of the development of pos-
itive or negative relationships with children. They suggested
that teachers calculate expected payoffs from investing in
their relationships with students. The authors provided an
example of one teacher’s differential expectations for two
students with very similar backgrounds. Both were Latino stu-
dents with excellent elementary school records who were get-
ting poor grades in middle school. Although both boys were
involved with a peer group that encouraged cutting class, one
student broke away from his friends to attend the teacher’s
class. Interviews with the teacher suggested that she invested
much more time and energy into this student, who she thought
was less susceptible to peer pressure, because she believed she
could have a greater influence on him than on the other.

Further work on representational aspects of child-teacher
relationships is needed to distinguish these processes from
general expectations and beliefs held by the child or teacher.
At present, there is sufficient evidence from research on child-
parent relationships to posit that representational models, al-
though assessed via individuals’ reports and behaviors, may
in fact reflect properties of the relationship (Main, 1996) and
therefore be better understood not as features of individuals
but as relational entities at a different level of organization.

Information Exchange Processes: Feedback Loops
Between Child and Teacher

Like any system, the components of the child-teacher rela-
tionship system interact in reciprocal exchanges, or loops
in which feedback is provided across components, allowing

calibration and integration of component function by way of
the information provided in these feedback loops. In one way,
dyadic relationships can be characterized by these feedback
processes. For example, the ways that mother and child
negotiate anxiety and physical proximity under conditions
of separation characterize the attachment qualities of that
mother-child relationship (Ainsworth et al., 1978). As in the
attachment assessment paradigm, feedback processes are
most easily observed in interactive behaviors but also in-
clude other means by which information is conveyed from
one person to another. What people do with, say or gesture to,
and perceive about one another can serve important roles in
these feedback mechanisms.

Furthermore, the qualities of information exchange, or
how it is exchanged (e.g., tone of voice, posture and prox-
imity, timing of behavior, contingency or reciprocity of be-
havior), may be even more important than what is actually
performed behaviorally, as it has been suggested that these
qualities convey more information in the context of a rela-
tionship that does actual behavioral content (Cohn, Campbell,
Matias, & Hopkins, 1990; Greenspan, 1989).

Teacher-Child Interactions

Although there is a large literature on interactions between
teachers and children (e.g., Brophy & Good, 1986; Zeichner,
1995), it is focused almost entirely on instruction. Recent
work has integrated a social component to understanding
instructional interactions (e.g., Rogoff, 1990), but in the
majority of studies of teachers’ behaviors toward children in
classrooms, the social, emotional, and relational quality of
these interactions is almost always neglected.

Teachers and children come together at the beginning of
the year, each with their own personality and beliefs, and
from the moment the children enter the classroom, they
begin interacting with one another. It is through these daily
interactions, from the teacher welcoming students in the
morning to the moment the children run out the door to catch
the bus, that relationships develop. Recently, investigators
have gained a better understanding of the specific types of in-
teractions that lead to the formation of relationships between
students and teachers. As with studies on individual charac-
teristics and perceptions, these relational interaction studies
are imbedded within a much larger field of research on class-
room interactions.

It is not surprising that teachers’ interactions with children
are related to characteristics of the children themselves. Peer-
rejected children tend to be more frequent targets of correc-
tive teacher feedback than nonrejected classmates (e.g.,
Dodge, Coie, & Brakke, 1982; Rubin & Clarke, 1983), and it
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has been repeatedly demonstrated that teachers direct more
of their attention to children with behavior or learning prob-
lems and to boys (e.g., Brophy & Good, 1974). Similarly,
children rated as more competent in the classroom are more
frequent recipients of sensitive child-teacher interactions and
teachers’ positive affect (Pianta et al., 2002). Once again,
when considering child-teacher interactions in the context of
this dyadic relationship system, it is important to recognize
that there are strong bidirectional relations between child
characteristics and teacher behavior.

Research on teacher-child interactions as they relate to
student motivation provides some insight into associations
between interactions and relationships. Skinner and Belmont
(1993) suggested that although motivation is internal to a
child, it requires the social surrounding of the classroom to
flourish. They suggested three major components to this
social environment: involvement, autonomy support, and
structure. Involvement is defined as “the quality of inter-
personal relationships with teachers and peers. . . . [T]eachers
are involved to the extent that they take time for, express
affection toward, enjoy interaction with, are attuned to, and
dedicate resources to their students” (p. 573). This definition
closely resembles definitions of a positive child-teacher
relationship.

Skinner and Belmont (1993) found that upper elementary
teachers’ reports of greater involvement with students were
the feature of the social environment most closely associated
with children’s positive perceptions of the teacher. Further-
more, they found a reciprocal association between teacher
and student behavior such that teacher involvement facili-
tated children’s classroom engagement and that this engage-
ment, in turn, led teachers to become more involved.
Students who are able to form strong relationships with
teachers are at an advantage that may grow exponentially as
the year progresses. Similar research conducted with adoles-
cents suggests that student engagement with teachers is
dependent not only on their feelings of personal competence
and relevance of course material but also on students’ per-
ceptions of feelings of safety and caring in the school envi-
ronment (Roeser, Eccles, & Sameroff, 2000).

Teachers’ Interactions With Other Students
as Observed by Peers

An interesting line of recent research has focused on teachers
as social agents of information and the role that their interac-
tions with a given student serve as sources of information about
child-teacher relationships for the other students in the class-
room (Hughes, Cavell, & Willson, in press; White & Kistner,
1992). Hughes et al. (in press) reported that classmates’

perceptions of the quality of the relationship between their
teacher and a selected child in the classroom were related
to their own perceptions of the quality of their relationship
with the teacher. It is important to note that these relations were
observed independent of the characteristics of the child, sug-
gesting that this is a unique source of social information in the
classroom setting that has consequences for the impressions
that children form of their teacher (and vice versa), which in
turn could relate to help seeking and other motivational and
learning behaviors (Newman, 2000). In a related study, White
and Kistner (1992) examined relations between teacher feed-
back and children’s peer preferences in early elementary stu-
dents, finding that teachers’ negatively toned feedback toward
selected children was related negatively to classmates’ prefer-
ences for these children.

With regard to understanding the role that interactive be-
haviors play in the context of the entire teacher-child rela-
tionship, patterns of behavior appear to be more important
indicators of the quality of a relationship than do single in-
stances of behavior. It is not the single one-time instance of
child defiance (or compliance) or adult rejection (or affec-
tion) that defines a relationship. Rather, it is the pattern
of child and adult responses to one another—and the quality
of these responses. Pianta (1994) argued that these qualities
can be captured in the combination of degree of interactive
involvement between the adult and child and the emotional
tone (positive or negative) of those interactions. Birch and
Ladd (1996) pointed out that relationship patterns can be
observed in global tendencies of the child in relation to
the adult—a tendency to move toward, move away, or move
against.

Also involved in the exchange of information between
adult and child are processes related to communication, per-
ception, and attention (Pianta, 1999). For example, how a
child communicates about needs and desires (whiny and
petulant or direct and calm), how the teacher selectively at-
tends to different cues, or how these two individuals interpret
one another’s behavior toward each other (e.g. “This child is
needy and demanding” vs. “This child seems vulnerable and
needs my support”) are all aspects of how information is
shaped and exchanged between child and teacher. Percep-
tions and selective attending (often related to the individuals’
representations of the relationship; see Zeanah et al., 1993)
act as filters for information about the other’s behavior. These
filters can place constraints on the nature and form of infor-
mation present in feedback loops and can be influential in
guiding interactive behavior because they tend to be self-
fulfilling (Pianta, 1999). Over time, these feedback and in-
formation exchange processes form a structure for the
interactions between the adult and child.
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In sum, processes involving transmission of information
via behavioral, verbal, and nonverbal channels play a central
role in the functioning of the dyadic system of the child-
teacher relationship. For the most part, research has focused
on descriptions of instructional behaviors of teachers, on
teachers’ differential attentiveness to children, and on chil-
dren’s engagement and attention in learning situations (see
Brophy & Good, 1974). There is much less information
available on social and affective dimensions of child-teacher
interactions, nonverbal components of interaction, and the dy-
namics of multiple components of interaction in classroom
time or developmental time. Furthermore, how these interac-
tive processes are shaped by and shape school- and system-
level parameters (e.g. school climate, policies on productive
use of instructional time) is even less well described. Nonethe-
less the available data provide support for the developmental
systems perspective of child-teacher relationships and the
complex ways in which information is transmitted through
multiple channels between child and teacher and the fact that
this information plays an important role in children’s and
teachers’ perceptions and representations of one another.

External Influences

Systems external to the child-teacher relationship also exert
influence. Cultures can prescribe timetables for expectations
about students’ performance or the organization of schools
(Sameroff, 1995) that can shape how students and teacher
relate to one another. What other external influences shape
student-teacher relationships? State regulations mandate
standards for student performance that affect what teachers
must teach, and at times how they must teach it. School sys-
tems have codes for discipline and behavior, sometimes man-
dating how discipline will be conducted. States and localities
prescribe policies and regulations regarding student-teacher
ratios, the placement of children in classrooms, at what grade
students move to middle school, or the number of teachers a
child comes into contact with in a given day. Teachers also
have a family and personal lives of their own.

Structural Aspects of the School Environment

Structural variables in classrooms and schools play an impor-
tant role in constraining child-teacher relationships through
direct effects on the nature of interaction and indirectly via at-
tributes of the people involved. For example, observations of
child-teacher interactions in kindergarten and first grade are
observed to vary as a function of the ratio of children to adults
in the room, the activity setting (small or large group), and the
characteristics of the children in the classroom. In large

samples of students in kindergarten (Pianta et al., 2002) and
first grade (NICHD Early Child Care Research Network
[ECCRN], 2001), children in classrooms with a low ratio of
children to adults receive more frequent contacts with their
teacher and contacts that are more positive emotionally.
Teachers in these classrooms are observed to be more sensi-
tive. Similarly, in both of these samples, when the activity
setting was large-group or whole-class instruction, children
had many fewer contacts with the teacher than when in small
groups. In a sample of more than 900 first-grade classrooms,
children, on average, were engaged in individual contact with
their teachers on approximately 4 occasions during a 2-hr
morning observation (NICHD ECCRN, 2001).

It appears that attributes of the class as a whole are related
to the quality of interactions that teachers have with an indi-
vidual child (NICHD ECCRN, 2001). Therefore, when the
classroom is composed of a higher percentage of African
American children or children receiving free-reduced lunch,
teachers were observed to show less emotional sensitivity
and support and lower instructional quality in their intersec-
tions with an individual (unselected) student. These findings
suggest perhaps that the racial and poverty composition of
the classroom may represent demand features of the children,
which can result in a teacher’s behaving more negatively with
children (with attendant consequences for their relationships)
when high as a function of the concentration of children with
these characteristics in classroom. This suggestion is sup-
ported by survey data demonstrating that teachers with high
concentrations of ethnic minority or poor children in their
classrooms experience a greater degree of burden (Rimm-
Kaufman, Pianta, Cox, & Early 1999).

Finally, the level or organization of the school also affects
how child and teacher relationships form and function.
Eccles and Roeser (1998) summarized findings suggesting
that as children move through elementary school and into
middle school, there is an increasing mismatch between their
continuing needs for emotional support and the school’s
increasing departmentalization and impersonal climate.

School Climate and Culture

How the school values and supports the emotional-social
component of teacher-child interactions involves its view of
the role and importance of child-teacher relationships (e.g.,
Battstich et al., 1997; Haynes, 1998). As noted earlier, it is
difficult to disentangle the extent to which teacher-child rela-
tionships and school climate influence one another and the
extent to which the balance of influence shifts as children
grow older and their experiences are more widely distributed
within a school. Nonetheless, there is ample evidence that



214 Relationships Between Teachers and Children

school climate and the quality of child-teacher relationships
share a mutually reciprocal association (Solomon, Watson,
Battistich, Schaps, & Delucci, 1992; 1996). In fact, defini-
tions of climate frequently refer to the role of child-teacher
relationships as a key component of climate:

School climate refers to the quality and consistency of interper-
sonal interactions within the school community that influence
children’s cognitive, social, and psychological development.
(Haynes, Emmons, & Ben-Avie, 1997, p. 322)

The teacher plays the critical role in creating a classroom that
students experience as a caring community . . . by sharing con-
cern for all students and being sincerely interested in their ideas,
experiences, and products. (Solomon et al., 1992, p. 384)

One source of information about school climate comes
from interventions aimed at changing climate. These inter-
ventions are often aimed at changing relationships in the
school and creating a sense of community (Baker, Terry,
Bridger, & Winsor, 1997). For example, the goals of the
Caring Communities approach are to help children “feel psy-
chologically safe, responsibly connected to others, [and]
practice ethical decision making and self-governance in the
microcosm of the classroom” (Baker et al., 1997, p. 598).
These are similar to those of the Comer School Development
Program (Haynes, 1998), which includes an emphasis on
caring and sensitivity of school personnel and access to the
school’s resources (personal and social as well as material
and instructional). Furthermore, the Child Development
Project (CDP; e.g., Battistich et al., 1997) places a great em-
phasis on students’ feeling emotionally supported by teachers
and on cultivating a school climate in which emotional re-
sources are available and flow readily as needed. Kasen,
Johnson, and Cohen (1990), in their review of the school cli-
mate literature, described student-teacher relationships as a
central facet of school climate and proposed that the various
dimensions of school climate described in the literature can
be organized into three domains: task orientation, relation-
ships, and order. School climate and classroom climate have
a relational component that is fundamental to their descrip-
tion and influence.

When considering the role that school climate plays in
relation to child-teacher relationships, the pathways by
which this association might occur is likely to be somewhat
circuitous. Most of the evidence available suggests that cli-
mate alters the behavior and expectations of students and
teachers—it creates standards that shape these components of
the child-teacher relationship. As reported by Battistich et al.
(1997), in classrooms with improved climate children had
a greater sense of community, exhibited more prosocial

interactions, were better at social problem solving and
conflict resolution, and scored higher on reading comprehen-
sion tests. They also liked school better, were more empa-
thetic and motivated, and had higher self-esteem as compared
with children in schools that did not receive the intervention.
Clearly, based on the perspective described in earlier sec-
tions, one would expect relational behaviors and perceptions
between teachers and children to be more positive and less
conflictual under these conditions.

Yet relations between school climate and the components
of the child-teacher relationship system are complex. It
appears that climate interacts with child variables such as
child age, sex, and socioeconomic status (Kasen et al., 1990)
such that child-teacher conflict and academic focus declined
and autonomy increased in schools attended by older stu-
dents. Schools characterized by higher socioeconomic status
were described as having lower conflict and greater auton-
omy. An interaction of dimensions of climate on child symp-
toms was also informative. In schools with high conflict,
social facilitation led to greater symptoms of externalizing
behavior problems, whereas in schools with low conflict, so-
cial facilitation led to decreased symptoms of externalizing
behavior problems (Kasen et al., 1990).

Middle school children’s positive perceptions of school are
related to their motivation, achievement, and emotional func-
tioning (Roeser et al., 1998). Middle school students who had
higher levels of motivation and emotional well-being also felt
their schools were more developmentally appropriate in the
teacher-student interactions, practices, and norms (this is espe-
cially important because many middle schools are less sup-
portive of the developmental needs of students than are
elementary schools). Middle schools can be developmentally
appropriate by encouraging positive teacher-child interactions;
by espousing instructional techniques that emphasize progress
or improvement, effort, and mastery as goals; and by not
emphasizing competition and comparisons among students
(Roeser et al., 1998). Teacher-student interactions that lead stu-
dents to feel supported by their teachers, as well as smaller
communities of teachers and students, are also important in en-
hancing young adolescents’ motivation and emotional well-
being (Roeser et al., 1998). As a result, it appears that climate
and teacher-child relationship quality have reciprocal influ-
ences in the middle school years.

This point about the bidirectionality of climate and child-
teacher relationships is underscored in work related to school
violence and antisocial behavior (Farmer, 2000). When look-
ing at problems with antisocial behavior in the school con-
text, not only does antisocial behavior influence the climate
of the school, but the school social context influences the



Dimensions, Typologies, and Developmental Change in Child-Teacher Relationships 215

expression of antisocial behaviors (Farmer, 2000). Research
and intervention paradigms must be multilevel and attendant
to the bidirectional influences that transact across and within
levels over time.

Summary

As a final note, it is important to recognize that child-adult
relationships are asymmetric and that the relative degree of
asymmetry is subject to considerable variation across age,
grade, or schools. These changes in asymmetry are not well
understood, and the lack of coordination or calibration
between the child’s emergent developmental capacities for
relationship and the school system’s provision of support
for those capacities (Magnusson & Stattin, 1998) is consid-
ered to be a primary locus of concern related to children’s
competencies (Eccles & Roeser, 1998).

In sum, available evidence from diverse literatures on
child and teacher attributes, representations of relationships,
child-teacher interactions and communication, and school
and classroom climate can be integrated within a systems
conceptualization of the child-teacher relationship. In so
doing these diverse literatures provide complementary and
converging information about the unique role of each of
these components and the importance of a focus on them in
their own right, as well as confirming the view that because
of the bidirectional intertwining of their relations with one
another, each component is best viewed within a systems
perspective.

DIMENSIONS, TYPOLOGIES, AND
DEVELOPMENTAL CHANGE IN
CHILD-TEACHER RELATIONSHIPS

Because relationships are systems, a relationship is more than
simply the sum of interactions, representations, and charac-
teristics of the two individuals involved. Instead, relation-
ships are a product of the dynamic, reciprocal interactions of
these components over time and over hundreds of occasions.
When it comes to describing the quality of relationships—
the dimensions along which relationships vary—one must
approach the task from multiple points of view using multiple
assessments of relational components. Relationships can be
described from the inside and from the outside, with data on
perceptions, behaviors, and beliefs of the child and of the
teacher. Any one source of this knowledge about relation-
ships is almost always an indirect and incomplete assessment.
Because they are systems (e.g., Lerner, 1998; Magnusson &

Stattin, 1998), for Sroufe (1989a, 1996) relationships are a
form of organization; they follow rule structures in their ac-
tions; and their components are rule-governed as well. The
patterns and rules in relationships suggest that their activity is
nonrandom; they can be studied formally and can be reliably
described. Description of relationships is then, by necessity,
best when informed by multiple perspectives, by multiple
methods, across multiple occasions, and in multiple contexts.

One concern when reviewing the available data on child-
teacher relationships is the extent to which conclusions con-
cerning these dimensions are driven by the use of a particular
method or form of assessment. Caution is in order, particu-
larly because this literature is fairly new, because large-scale,
multimethod, multiinformant studies are rare, and because
longitudinal or even cross-sectional data at different ages
are uncommon. The following discussion is organized
according to descriptions of relationships using data sources
that emanate from the child, the teacher, or observations.

The Child’s View

Children have often been asked about qualities of their rela-
tionships with teachers, usually using questionnaire methods,
in terms of constructs such as teacher support and liking,
classroom climate, relatedness, and so on.

Wellborn and Connell’s (1987) Relatedness Scale has been
used in several studies with children who range in age and
risk level (Lynch & Cicchetti, 1992, 1997; Toth & Cicchetti,
1996), reliably describing variations in children’s perceptions
on two dimensions of relationship experience: emotional
quality and psychological proximity seeking. Emotional qual-
ity refers to the range of emotions (positive and negative) that
a child experiences with the teacher in an attempt to capture
the overall emotional tone of the relationship from the child’s
perspective. Psychological proximity seeking assesses the de-
gree to which children desire to be psychologically closer to
the adult. These two dimensions differentially relate (in pre-
dictable directions) to teachers’descriptions of the children as
well as the children’s relational histories (Lynch & Cicchetti,
1992, 1997; Toth & Cicchetti, 1996).

From a person-centered perspective, Lynch and Cicchetti
(1992) have described procedures for deriving five patterns of
relatedness between children and teachers: optimal, adequate,
deprived, disengaged, and confused. Children with optimal
patterns report higher-than-average positive emotion and
lower-than-average psychological proximity seeking. De-
prived patterns are associated with lower-than-average emo-
tional quality and higher-than-average proximity seeking.
These children do not experience positive emotion and want
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to be closer to the teacher. Children with disengaged patterns
report low emotional quality and low psychological proxim-
ity seeking. They are insecure and dissatisfied but do not
want to be closer to their teachers. Children with confused
patterns report high emotional quality and extremely high
proximity seeking. They seem very needy despite reporting
feeling secure. Finally, children with average patterns are in
the midrange on both dimensions.

Wentzel (1996) reported on a similar construct describing
the child-teacher relationship from the child’s perspective in a
sample of middle schoolers. Perceived Caring is a dimension
assessed using the Classroom Life Measure (Johnson,
Johnson, Buckman, & Richards, 1985) and reflects the degree
to which the child experiences social support and concern from
teachers. These perceptions are related to a range of teacher
behaviors as well as student outcomes (Wentzel, 1996).

Perceived support as a key dimension of relationships
between children and teachers even at older ages is confirmed
in a national survey of adolescents. When asked to identify
relationships that were emotionally supportive—someone
the youth could count on to understand and offer advice—
teachers were often listed in relation to this construct. In fact,
a factor associated with healthy outcomes was whether youth
reported having a relationship with an adult that they identi-
fied in this way, many of whom were teachers (Resnick et al.,
1997).

Aspects of teacher behavior that map onto feedback
processes in the model of teacher-child relationships can also
be assessed from the student’s perspective (Weinstein &
Marshall, 1984) by examining student ratings of the teacher
behavior, expectations, individual attention to the student, and
nurturance. Students’ evaluations of the degree to which they
perceive teacher expectations as fair, consistent, and accurate;
the degree to which they feel the teacher attends and responds to
their individual needs; and how caring or concerned the teacher
behaves toward them are related to motivational and behavioral
aspects of classroom adjustment (Wentzel, 1996).

Ryan et al. (1994) presented reports of more than 600 early
adolescents (seventh and eighth graders) using the Inventory
of Adolescent Attachments (assessing felt security and emo-
tional utilization; Greenberg, 1982) as well as self-report
measures of emulation of the teacher and motivation. Results
indicate that emotional quality of the child-teacher relation-
ship, as described by the felt security construct, was particu-
larly salient for these middle schoolers. Similarly, Bracken
and Crain (1994) presented findings from self-reported child-
teacher relationship qualities for 2,501 children between the
ages of 9 and 19, suggesting that dimensions of companion-
ship, emotional support, and trust can be reliably assessed and
used to describe these relationships.

Teachers’ Views

Teachers’ ratings or judgments of children’s problem behav-
ior, social competence, work habits, and even temperament
all provide indications of relational quality or factors that
influence relational quality. However, the focus of most of
these assessments is not relational in nature. As stated by
Lerner (1998), if one adopts the developmental systems point
of view, then the focus or nature of the key units of analysis
must be relational (Lerner, 1998). Drawing from this postu-
late, then, the items rated by informants and behaviors
observed in settings should have a relational nature or be of
relational form in order to provide information about the type
of organization (relationships) that could be most informative
about developmental processes (Lerner, 1998).

For this reason, Pianta and Nimetz (1991) began the study
of teachers’ views of their relationship with a specific child
with a focus on teacher perceptions of warmth, openness of
communication, and dependency, in their relationship with
a child using items reflecting teachers’ feelings about and
perceptions of the child’s relational behavior toward them—
not ratings of the child’s skills or abilities in general or
in other contexts. Analysis revealed that warmth and open
communication were highly correlated and formed a
closeness dimension, whereas kindergarten teachers viewed
dependency as a somewhat negative dimension. These con-
structs were moderately related to concurrent measures of
classroom adjustment in kindergarten, teacher ratings of
adjustment in first grade, and retention decisions (Pianta &
Nimetz, 1991).

Further conceptualization of child-teacher relationships
led to a focus on more overtly negative aspects of the rela-
tionship involving anger, conflict, and confusion. Initial
analyses reported that five correlated dimensions accounted
for kindergarten teachers’ perceptions of their relation-
ships with students: Conflict/Anger, Warmth/Closeness,
Open Communication, Dependency, and Troubled Feelings
(Pianta & Steinberg, 1992). The Conflict dimension indi-
cates that the teacher and child are frequently at odds with
each other (“This child and I are always struggling”). The
Warmth dimension assesses positive affect (“I share a warm
affectionate relationship with this student”), and Open Com-
munication measures the degree to which the child and
teacher communicate about personal items (“This student
shares information about him- or herself with me”). The De-
pendent dimension measures the child’s degree of develop-
mentally inappropriate dependency (“This child is always
seeking my help when its not necessary”), and the Troubled
Feelings dimension indicates the teacher’s being worried
about his or her inability to relate to the child.
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From a person-centered perspective, cluster analysis was
used to describe patterns of relationships with students
(Pianta, 1994). Six clusters of relationships were derived:
Dependent, Positively Involved, Dysfunctional, Functional/
Average, Angry/Dependent, and Uninvolved. Children whose
child-teacher relationships fell in different clusters differed
significantly in their adjustment in first-grade classrooms,
with the Dysfunctional and Angry/Dependent relationship
clusters showing the most problems. Relationships classified
as Angry were very high on the conflict dimension and very
low on warmth. Teachers experienced very high amounts of
negative emotion and very little amounts of emotional warmth
or personal contact with students in these relationships. Unin-
volved relationships were marked by the child’s strong ten-
dency to be uncommunicative about personal information
and not to rely on the teacher for help. In these relationships
children made very few emotional demands on their teacher.
Positively Involved relationships were characterized by
children’s showing behaviors toward their teachers that were
indicative of a secure relationship; they shared personal infor-
mation, appeared comfortable with dependency, but were not
too dependent, and they displayed positive affect in response
to the teachers’ interactions or in regard to their relationship
with the teacher. In the context of these relationships, teachers
felt warm and close to the child. In first grade, they were
clearly the most competent of the cluster groups. Children
with histories of Positively Involved relationships in kinder-
garten showed the fewest behavior problems and the highest
levels of competence behaviors in both the social and in-
structional areas. Dysfunctional child-teacher relationships
represent a group with needs for intervention. Teachers
characterized these relationships as filled with conflict and
anger, with little warmth and communication. These relation-
ships were emotionally very negative and also disconnected.
Teachers felt troubled by their inability to reach these children
and thought about them when not at work. Children for
whom these relationships were reported were also the least
competent in first grade, indicating that they were on a path
toward continued school problems in the social and academic
arenas and that some form of intervention was likely to
be needed in order to change the direction of their school
trajectories.

Recent cross-sample validations suggest that child-
teacher relationships assessed from teachers’ perspectives
can be reliably described by three dimensions: Conflict,
Closeness, and Dependency (Pianta, Steinberg, & Rollins,
1995; Saft & Pianta, 2001). These dimensions have been
replicated with early elementary school samples from Illinois
(Birch & Ladd, 1997) and in a multistate study of children in
child care (Cost, Quality and Child Outcomes Study Team,

1995). Furthermore, these dimensions appear relatively sta-
ble from preschool into second grade (Howes, 2000b; Pianta
et al., 1995).

Teachers’ representations of their relationship with a tar-
get child have been assessed with respect to three broad
areas: (a) content or themes represented, (b) how the teacher
views him- or herself in relation to the child, and (c) the
affective tone of representations (Stuhlman & Pianta, in
press). Together, these three areas provide a fairly compre-
hensive view of representations with respect to a given
teacher-child relationship, from the teacher’s perspective.
The Content area includes scales such as Compliance,
Achievement, and Secure Base and reflects the degree to
which these themes are present in the teacher’s responses.
The Process area includes scales such as Perspective Taking
and Neutralizing/Avoidance of Negative Emotion, reflecting
the stance the teacher takes vis-à-vis the child’s expressed or
perceived needs. The Affect area includes scales such as
Positive and Negative Affect. These constructs can be reli-
ably detected in teachers’ narratives about their relationship
with a specific child and in turn are related to their behav-
ior toward the child in the classroom. It is important to note
that the constructs that reflect negativity in the teacher’s rep-
resentations (e.g., compliance, neutralizing, negative affect)
are more strongly related to observed behavior than are the
other dimensions (Stuhlman & Pianta, in press).

Observed Interactions Between Teachers and Children

Many classroom observation systems contain codes for
teacher-child interaction (e.g., Ladd & Price, 1987; Pianta
et al., 2002), and these systems can be used to glean informa-
tion from the classroom environment that is relevant for inter-
pretation of teacher-child relationships. Ladd et al. (1999)
reported using a Likert rating scale for capturing observed
emotional tone of child-teacher relationships as well as close-
ness and conflict. These investigators reported good reliability
for these constructs as well as relations of these dimensions to
other aspects of observed and reported behavior.

The Teacher Attachment Q-Set (Howes, Hamilton, &
Matheson, 1994; Pianta, Nimetz, & Bennett, 1997) is an
adaptation of the Attachment Q-Set (Waters, 1987; Waters &
Deane, 1985), which was designed to assess attachment
organization in young children with their mothers. The
Teacher Attachment Q-Set consists of 90 descriptions of
child behaviors derived from attachment theory and research
and thought to reflect different aspects of the child’s attach-
ment (e.g., “When upset the child seeks physical contact
from the parent”). These 90 items were derived from exten-
sive observations in home environments.
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Q-set methods utilize criterion sorts in order to derive
scores for subjects on relevant constructs. Experts knowl-
edgeable regarding a particular construct (e.g., child-teacher
security) are asked to sort Q descriptions according to their
view of what an ideal child would receive as a sort, in the
case of the aforementioned example, a child who was ideally
secure in relationship to the teacher.

In several studies (e.g., Howes, Matheson, et al., 1994;
Pianta et al., 1997) criterion sorts were developed to describe
children in specific types of relationships with teachers—for
example, a child in a secure relationship, a child in a con-
flicted relationship, and a child in a dependent relationship.
Interrater reliability for these sorts tends to be high, sug-
gesting that two observers’ impressions of characteristic be-
haviors can agree for individual children. Also, correlations
between sorts of teacher-child relationships are strongly re-
lated to similar sorts of parent-child relationships for con-
structs such as security, indicating a high level of consensus
among various reporters on the behaviors reflective of a
secure child-adult relationship.

Summary

Teachers’ reports of child-teacher relationships reflect di-
mensions of conflict and closeness. These dimensions repli-
cate across samples that vary by age, ethnicity, and
economic status (see Pianta, 1999), are fairly stable, and
correlate with concurrent and future teacher-reported mea-
sures of adjustment, school achievement, and student moti-
vation (Birch & Ladd, 1997; Howes, 2000b; Pianta et al.,
1995). Children’s reports of relationships with teachers re-
flect dimensions of emotional closeness and support, com-
munication and involvement, and negativity, suggesting
parallels with teachers’ reports (Bracken & Crain, 1994;
Ryan et al., 1994; Wentzel, 1996). It appears that in relation
to student or teacher outcomes, negativity is the most salient
feature of teachers’ reports, whereas a sense of closeness
and support appears most salient from the child’s point of
view.

It is critical to note that these conclusions are qualified by
the fact that the literature is limited in terms of multimethod,
multi-informant longitudinal studies. Missing from this liter-
ature is description of the same child-teacher relationship
from its two participants, as well as the extent to which use of
these two perceptions of the same relationship yields dimen-
sions similar to those reported earlier for single-participant
reports and whether two participants’ perceptions converge
or are concordant with one another.

CORRELATES OF RELATIONAL DIMENSIONS

In this section we review studies that link the aforementioned
child-teacher relationship dimensions to child outcomes and
other correlates. Studies cited in the review assess child-
teacher relationships at the relational unit of analysis. These
findings attempt to address the extent to which a focus on this
unit of analysis is helpful in advancing understanding of
development in school settings.

Over the last 10 years research on child-teacher relation-
ships focused around several lines of inquiry, each resulting in
support for these relationships as salient features of develop-
ment.These lines of inquiry involve child-teacher relationships
and peer relations, parent-child relationships, academic com-
petence, and features of social and emotional adjustment (see
Pianta, 1999). Teacher-child relationships are related to chil-
dren’s competencies with peers in the classroom (e.g., Birch &
Ladd, 1998; Howes, 2000b; Howes, Hamilton, et al., 1994) and
trajectories toward academic success or failure (Birch & Ladd,
1996; Hamre & Pianta, 2001; Pianta et al., 1995; van
IJzendoorn, Sagi, & Lambermon, 1992), as well as with pat-
terns of child-mother relationships (Lynch & Cicchetti, 1992)
and disruptive behavior (Hamre & Pianta, 2001).

Howes and colleagues (see Howes, 2000a, 2000b)
conducted a series of studies relating child-parent and child-
teacher relationships to each other and to early childhood so-
cial outcomes (Hamilton & Howes, 1992; Howes, Hamilton,
et al., 1994; Howes et al., 1998; Howes, Matheson, et al.,
1994). They established a low to moderate degree of continu-
ity in the quality of relationships that children have with moth-
ers and form with teachers (Howes & Matheson, 1992). They
further found that both of these relationships play a role in
children’s peer competencies, although relationships with
teachers are stronger predictors of behavior with peers in
the classroom than are relationships with parents (Howes,
Matheson, et al., 1994).Also, child-teacher relationships show
low to moderate levels of continuity in the early grades of
school—at least through second grade (Howes, Phillipsen, &
Peisner-Feinberg, 2000), echoing Birch and Ladd’s (1998)
contention that children’s relationships demonstrate a coher-
ence across relational figures and across time.

Pianta and colleagues reported links between teachers’ re-
ports of relationships with children and a range of school
outcomes in the early grades. In one such study (Pianta et al.,
1995), kindergarten teachers’ reports of the degree to which
children displayed security toward them was related to first-
grade teachers’ reports of the children’s competence. In a se-
ries of descriptive studies, Pianta and Steinberg (1992) and
Pianta (1994) showed that teacher-child relationships are also
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fairly stable across the period from kindergarten to second
grade and correlate with concurrent and future teacher-
reported measures of adjustment, grade retention, and special
education referrals (Birch & Ladd, 1997; Pianta et al., 1995).
Furthermore, changes in student adjustment from year to year
were correlated in expected directions with these dimensions
(Pianta et al., 1995): Downward deflections are correlated
with child-teacher conflict, whereas upward deflections are
related to child-teacher closeness. Finally, there is evidence
that child-teacher relationships operate as a protective factor
against risk: Children at high risk for retention or referral for
special education who are not referred or retained are
reported to be more close to their teachers, whereas their
retained/referred counterparts are in greater conflict with
teachers (Pianta et al., 1995).

Within a group of children designated on the basis of low
kindergarten screening scores as high risk for referral for
special education or retention, those who ultimately did get
retained or referred were compared with those who, despite
being high risk, were promoted or not referred (Pianta et al.,
1995). The children who, despite predictions of retention or
referral, were ultimately promoted or not referred had far
more positive relationships with their teachers than did their
high-risk peers who were retained or referred. Significantly,
this successful high-risk group was notable for its lack of
conflict and high degree of open communication. In short, it
appeared that there was a buffering effect of the relationship
between the child and teacher (Pianta et al., 1995).

Hamre and Pianta (2001) extended analysis of the longitu-
dinal relations between early child-teacher relationships
(in kindergarten) and child school outcomes through eighth
grade. Controlling for kindergarten-entry cognitive ability
and problem behavior, negativity in the child-teacher rela-
tionship reported by the child’s kindergarten teacher pre-
dicted achievement test scores, disciplinary infractions, and
school suspensions through either grade. The effects on
eighth-grade achievement scores appeared largely mediated
by effects of the kindergarten child-teacher relationship on
achievement in early elementary school. Furthermore, effects
on disciplinary infractions were most pronounced for chil-
dren who had problems in kindergarten adjustment. This was
the first study to report longitudinal findings for early child-
teacher relationships extending into middle and junior high
school, and in addition the study supports the conclusion of
other investigations that the quality of these relationships
appears particularly important for children who might other-
wise have adjustment problems.

The work of several other investigators also supports the
child-teacher relationship as a key context in which early

school outcomes are developed. Van IJzendoorn et al. (1992)
demonstrated that child-caregiver security added unique vari-
ance over and above that contributed by the child-mother
relationship in the prediction of a range of developmental
status and school readiness variables. Studies have also used
children’s reports of their relationship with teachers, with
findings similar to those using teacher perceptions. Wentzel
(1996) reported that middle school students benefited from
relationships with teachers characterized by open communi-
cation and a sense of closeness, suggesting that this is a rela-
tional context with salience for children beyond the early
grades and preschool years. Similarly, Lynch and Cicchetti
(1992) established that maltreated children, as a result of
experiences with parents, are sensitized to seek certain rela-
tional experiences with teachers; they are less likely to form
optimal relational patterns and seek psychological proximity
and support from teachers.

Birch and Ladd (1996) studied teacher-child relationships
extensively in early elementary classrooms and suggested that
children have a generalized interpersonal style (moving to-
ward, moving against, moving away) that characterizes their
interactions with peers and teachers. Presumably, this style is a
product of interactions with parents. This relational style of the
child is related in predictable ways to the quality of relation-
ships that children form with teachers and peers in the class-
room (Birch & Ladd, 1998; Ladd & Burgess, 1999). Those
children who displayed moving against behaviors in kinder-
garten, such as verbal and physical aggression toward teacher
and peers, were more likely to form negative relationships with
teachers in first and second grade (Ladd & Burgess, 1999).
Children who tended to move away from others in kinder-
garten were more likely to be rated as overly dependent by
first-grade teachers, although there was less stability in these
behaviors than in aggressive behaviors (Birch & Ladd, 1998).
Observed conflict in the child-teacher relationship is related to
less classroom participation and lower achievement over the
first half of kindergarten (Ladd et al., 1999). Children’s moving
toward, or prosocial, behavior in kindergarten was not related
to aspects of children’s relationships with first-grade teachers.
However, kindergarten teachers’ reports of the quality of rela-
tionships with students accounted for significant variance in
children’s social behavior in first grade after controlling for
gender and kindergarten social behavior (Birch & Ladd, 1998).

Research on teachers’ and classmates’ effects on adoles-
cents’ motivation, self-esteem, and ability to express their
opinion are reviewed in Harter (1996). Harter discussed how
relationships with teachers change from elementary to junior
high school (relationships between teachers and students be-
come less personal, more formal, more evaluative, and more
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competitive). These changes can lead to more negative self-
evaluations and attitudes toward learning because the imper-
sonal and evaluative nature of the relational context in junior
high does not match well with the children’s relational needs
at that age. Harter (1996) found that this model applies
particularly to students who have lower levels of intrinsic moti-
vation. In this way, teacher-child relationships (which are typi-
callyviewedaspotential resources forameliorationof risk)can
actually exacerbate risk if they either are not positive or do not
match with the developmental needs of the child. Harter (1996)
also reported that classmate support and teacher approval are
associated with self-esteem in middle-school-aged popula-
tions. Teacher support can be particularly salient in students
who have low levels of parent support (i.e., teacher and parent
support may have additive effects on student self-esteem).

Consistent with this view of middle schoolers’ ongoing
needs for support from adult figures, teacher support has been
found to be related to sixth-grade children’s school- and
class-related interests and to their pursuit of social goals
(Wentzel, 1998). These self-beliefs and motivations in sixth
grade in turn predicted pursuit of social goals and grades in
seventh grade (Wentzel, 1998). It is important to note that the
support that youth receive from their parents, peers, and
teachers seemed to have additive, and thus fairly indepen-
dent, effects. Support from teachers was uniquely related to
classroom functioning (Wentzel, 1998). Wentzel (1998) sug-
gested the possibility that support in teacher-child relation-
ships may be particularly salient at transition points, such as
the transition from elementary to middle school.

In young children (kindergarten, first, and second grade),
a teacher’s feedback about a child’s behavior also has a sig-
nificant impact on how peers perceive that child (Hughes,
Cavell, & Willson, in press; White & Kistner, 1992). When a
teacher characterizes a child’s behavior as positive, other
children report increased preferences for that child and are
more likely to characterize the child’s behavior as positive.
When a teacher characterizes a child’s behavior as negative,
an impact on peer preferences was not found; but if the
teacher was derogatory toward the child, peers demonstrated
more negative views of that child (White & Kistner, 1992).
Implications of these findings include the possibility that
teachers can play an active role in changing peers’ percep-
tions of rejected children by sensitizing the class to the po-
sitive behaviors that the child engages in (Hughes et al., in
press; White & Kistner, 1992).

Summary

There is ample evidence to demonstrate that the qualities of
child-teacher relationships are related in expected ways to child

outcomes throughout the school-age years. Although there are
expected developmental transformations in the extent to which
these qualities are manifest in highly proximal or concrete
forms with age, the degree and form of child-teacher engage-
ment or involvement and the affective quality of that involve-
ment describe a wide range of variation in individual and group
differences in child-teacher relationships. Variable-focused or
individual-focused analyses of these dimensions consistently
show that various parameterizations of these two dimensions
relate to children’s engagement in learning, motivation and
self-esteem, attitudes and engagement with the goals of school,
and behavior toward one another and the teacher.As character-
ized by Hamre and Pianta (2001), these findings reveal that the
quality of child-teacher relationships is an indicator of the
extent to which the child is benefiting from the resources of
schooling. This general conclusion is consistent with the theo-
retical framework of developmental systems theory outlined
earlier, in which the qualities of child-adult relationships are
key developmental resources for children.

It is critical to emphasize that in several of the investiga-
tions described earlier (e.g., Birch & Ladd, 1998; Hamre &
Pianta, 2001; Howes, 2000b; Stuhlman & Pianta, in press), re-
lations were reported between child outcomes and qualities of
the child-teacher relationship controlling for aspects of child
behavior considered principle predictors of the outcomes as-
sessed. For example, Hamre and Pianta (2001) controlled for
kindergarten teachers’ reports of children’s problem behavior
when predicting problem behavior outcomes in later elemen-
tary and middle school using kindergarten child-teacher rela-
tional negativity as a predictor. Similarly, Stuhlman and
Pianta (in press) controlled for observed child competence
when examining relations between teachers’ representations
and observed sensitivity. Relational dimensions provide
unique prediction of child outcomes independent of attributes
of the child (e.g., Birch & Ladd, 1998) and teacher (Stuhlman
& Pianta, in press). This focus on this relational unit of analy-
sis, rather than on discrete characteristics of the individuals
themselves, provides considerably more conceptual power
for the purposes of understanding behaviors in settings and
the influence that such settings have on developmental
processes.

EDUCATIONAL AND PSYCHOLOGICAL
APPLICATIONS RELATED
TO CHILD-TEACHER RELATIONSHIPS

Evidence that qualities of child-teacher relationships pre-
dict child outcomes and are related to features of school cli-
mate, teacher characteristics, child attributes, and classroom
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variables provides ample support for examining how this
information can be used to create more developmentally
supportive school environments (see Battistich et al., 1997;
Hughes & Cavell 1999; Pianta, 1999). Consistent with the
prevention-oriented bias in applications informed by develop-
mental systems theory (Magnusson & Stattin, 1998), a com-
prehensive approach to prevention suggests that applications
should have long-term implementation and be aimed at
changing institutions as well as people (Weissberg & Bell,
1997). More specifically, Weissberg and Bell (1997) outlined
four different foci for application of techniques or resources,
including a focus on changing the child, changing the imme-
diate environment, changing multiple components of the
environment that affect adults who are working with children,
and changing structure or policy, each of which intersects with
the research base available on child-teacher relationships.

Issues in Prevention-Oriented Applications Involving
Child-Teacher Relationships

In thinking about applications of knowledge about child-
teacher relationships across the many levels of organization
and processes in schools, we approach the task with a bias to-
ward the deployment of resources (or applications of tech-
niques) prior to emergence of problems, with the distinct goal
of enhancing wellness and strengthening developmental
competencies (Cowen, 1999). Several principles inform this
analyses: an emphasis on application in context, the extent to
which an application embraces conceptualizations of devel-
opmental pathways in its design and execution (Loeber,
1990), emphasis on standardized protocols and theoretically
driven decision making, and focus on risk reduction or well-
ness promotion.

Applications in Context

Intervention in educational and psychological processes with
children and teachers most often involves rearranging con-
textual inputs to achieve a desired outcome (Nastasi, 1998).
Interventions applied in the contexts in which the concern
arises and is manifest can be more effective agents of change
than efforts at change that take place in a context remote
to the problem at hand (e.g., Henggeler, 1994; Henggeler,
Schoenwald, Borduin, Rowland, & Cunningham, 1998;
Nastasi, 1998). The design of treatment plans for child and
adolescent problem behavior ideally recognizes distributed
competence and the related concept of contextual affordance
and produces change as a function of manipulating contextual
properties (Adelman, 1996; Henggeler et al., 1998; Roberts,
1996). Unfortunately, due to the inherent asymmetries in

child and adult relationships, it is usually the case that prob-
lem identification and remediation focus on the child as a
locus of the “problem” (Adelman, 1996; Henggeler et al.,
1998; Johnson, Malone, & Hightower, 1996; Nastasi, 1998).
A specific, dedicated focus on the relational unit of analysis
inherent in child-teacher relationships supports a view of
bidirectionality and reciprocity, which can enhance the extent
to which contextualized, comprehensive approaches to inter-
vention can be designed.

Developmental Time: Pathways

One lesson learned from developmental research is that there
is no single, linear, one-to-one mapping of early risk (or non-
risk) status onto problem (or competent) outcomes. Instead,
many possible outcomes are possible from a given starting
point (Egeland, Pianta, & O’Gawa, 1996). The success of
risk reduction and competence enhancement efforts depends
on understanding the processes that shape developmental
pathways. Targeting these processes for intervention could be
key to interrupting the relation between risk and later prob-
lems (Loeber, 1990) by creating alternate routes along devel-
opmental pathways to positive outcomes.

Intentional efforts to reduce risk and enhance competence
through the application of psychological and educational
interventions vary widely in the extent to which they embody
principles of developmental pathways and a longitudinal
focus in their design and execution (Durlak & Wells, 1997;
McConaughy, Kay, & Fitzgerald, 1999). It is in fact the norm
that resources are deployed to children in short-term bursts of
six-week groups, semester-long mentoring, or placements
that last a school year (Durlak & Wells, 1997). Most efforts
are short-term in focus, with pressure increasing to deliver
positive effects in shorter and shorter time frames. In addition
to the problem of a short-term focus, interventions rarely
conceptualize their effects or efforts in terms of developmen-
tal pathways that link subordinate outcomes or processes to
the goals that the interventions embrace. For example, a large
number of children are enrolled in programs designed to
reduce antisocial behavior and teach social skills (Durlak
& Wells, 1997). It is a laudable goal to accomplish such
significant developmental changes in patterns of maladapta-
tion and skill deficit in (usually) the short time frame of
6 weeks, particularly for children for whom these have a
long-standing history and status as concerns. However, rather
than conceptualizing intervention success as a return to
health or normative functioning, interventionists might ex-
amine intermediate or subordinate outcomes or processes
that signal developmental change in increments that, al-
though smaller than ultimately desired, may be more realistic
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indicators of true developmental achievement. Attention to
developmental pathways rather than a narrower focus on spe-
cific outcomes of concern may be of use to intervention de-
sign and application.

Standardized Protocols and Local Politics

Psychological and educational interventions vary widely on
their embrace of standardization in application of ideas and
resources. School reform efforts, for example, can vary from
locally controlled efforts to achieve standardized targets to
implementation of regimented standardization of curriculum
and school management (e.g., Felner, Favazza, Shim, &
Brand, 2001). In other areas of educational innovation, for
the most part, local control and local politics overwhelm
efforts at standardization, to the extent that prominent federal
officials suggest that the lack of research and evaluation on
innovations using standard protocols is a fundamental flaw
impeding the development, implementation, and dissemina-
tion of promising educational practices (Lyon, 2000). In
addition, educational research over the last decade has
increasingly been dominated by qualitative methodology and
theoretical paradigms that embrace the uniqueness of nearly
every subject of inquiry (e.g., child, teacher, school). It is fair
to conclude that in educational practice, standardization of
practice (not to be equated with the use of standardized
assessment or achievement standards) is the exception, not
the rule.

On the other hand, psychological interventions, such as
those used in clinical and school psychology practice, are
increasingly coming under scrutiny for the use of standard-
ized, empirically supported protocols, most often those that
have been described in manualized form. This movement
reflects a growing body of information on the effectiveness of
protocols that have been implemented in standard fashion
and a movement toward accountability in mental health
services and care (see Henggeler et al., 1998; Weissberg &
Bell, 1997). By and large, the available evidence suggests
that manualized treatment protocols, particularly those that
focus on specific behavioral targets, demonstrate significant
gains and improvements in targeted outcomes.

Yet most efforts at educational innovation and application
of psychological theory in school settings must also recog-
nize the realities of local constraints and local pressures
while at the same time embracing a validated knowledge
base that can inform choices about intervention strategies
and techniques. Theory about the processes that produce
the problem under consideration—particularly the role of
contexts in shaping behavioral patterns—can provide a use-
ful guide for local-level applications of treatment protocols.

Theory-based knowledge used in this way should be well val-
idated and can serve as a means for practitioners to make the
many important local decisions that they face. Developmen-
tal systems theory provides child and adolescent psycholo-
gists with a set of principles by which behavior change in
context can be understood, an asset to local decision-making
processes.

Wellness Enhancement and Risk Reduction

Although the widespread interest in preventive intervention
(often through applications in schools) has been embraced by
nearly all educational and psychological researchers and
policy makers, Cowen (1999) pointed out that such a per-
spective differs from a focus on competence enhancement.
As Cowen noted, prevention approaches or risk-reduction
approaches nearly always have as their primary goal or
desired outcome the elimination of pathology. Risk-reduction
approaches are therefore biased by this singular focus on neg-
ative outcomes, a phenomenon that in Cowen’s view could
mislead and reduce efforts to promote health in the popula-
tion. For example, in dental health a focus on eliminating
cavities and tooth decay led to the widespread use of fluoride
in the water supply, by all estimations a success. However,
the limitations of this intervention for children who did not
brush their teeth, receive regular teeth cleanings, or have
adequate nutrition have been well documented. The narrow
focus on preventing negative outcomes neglected the larger
needs to promote and maintain adequate dental health prac-
tices. Prevention and health promotion are not one and the
same.

On the contrary, wellness or competence enhancement
approaches utilize an understanding of the resources and prac-
tices that promote healthy human development and focus
efforts on developing and deploying such resources to all
individuals. In education we see an emphasis on providing
high-quality literacy instruction to all children in an effort to
see that all children become literate, in contrast to identifica-
tion of disabilities in children who fail to learn to read.Wellness
enhancement is different from, and complementary to, risk re-
duction, and Cowen argued that it is not sufficient to focus
solely on disease prevention. What is needed is a multilevel,
proactive approach that includes strong wellness and compe-
tence enhancement as well as provisions for children who are
not likely to benefit fully from those efforts (Cowen, 1997,
1999). Because only one third of clinically distressed children
or adolescents will receive mental health treatment (Durlak &
Wells, 1997), approaches that promote health and reduce risk
preventively will be prominent among the considerations of
policy makers for the near future.
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Influencing Relationship Resources in Schools

Schools, as public institutions in which nearly the entire pop-
ulation participates, are often a very frequent focus of efforts
to promote health and reduce risk (Cowen, 1999). Along with
families, schools are the single most frequently mentioned
context as a site for intervention (Nastasi, 1998). Risk re-
duction efforts that attempt to make either environmental
changes or person-level changes often do it in a school set-
ting. For example, Durlak and Wells (1997) found that 72.9%
of all preventive intervention studies for children took place
in schools, and 20% of change agents were teachers. In
fact, one might argue that public education is a very large
competence-enhancement policy and strategy.

Within schools, efforts can be person or environment
focused (Durlak & Wells, 1997), and environmentally focused
interventions can target person-environment interaction pat-
terns. Felner et al. (2001) argued that because developmental
outcomes are based on transactions between individuals and
environments, prevention-intervention should be aimed at
both individuals and environments. When promoting health
for all children, alterations in the environment are preferable
to alterations in individuals (Felner et al., 2001)—yet another
reason to view competence enhancement and risk reduction as
distinct (Cowen, 1999).

It is in this context that improved relationships between
teachers and children are either (a) a focus of intervention
efforts or (b) a by-product of other efforts directed at chil-
dren, teachers, classrooms, or schools. Using Eccles and
Roeser’s (1998) model of school processes and structure, it is
possible to discuss an assortment of educational and psycho-
logical applications that either focus on improving child-
teacher relationships or, as a function of improvement in
other aspects of the larger network of systems in which this
relationship is embedded, have consequences for the quality
of child-teacher relationships. Eccles and Roeser’s (1998)
model of the context of schooling is a helpful organizing
framework because of its focus on understanding the multi-
ple layers of school organization and process. In particular,
we discuss applications related to (a) organizational ethos of
the school, its structure, and resources; (b) classroom ethos,
structure, and characteristics of the teacher; and (c) social
interactions between teachers and children. In addition, we
review applications that focus on altering aspects of the child
that have, as a by-product, consequences for how the child
and teacher interact and relate.

As noted by Eccles and Roeser (1998), the multiple lev-
els of regulatory processes within school organizations are
dynamic and interrelated, sometimes characterized by
moment-by-moment change and other times appearing

immovably entrenched and stable. On this basis, attempts to
deploy resources directed at altering any aspect of this com-
plex web of activity must attend to the need to implement and
evaluate such efforts over time and to the direct and indirect ef-
fects of the effort on the targeted focus as well as at other levels
and locations. Furthermore, interventions that target critical
processes across multiple levels and processes over time are
likely to result in a greater likelihood of change, although the
change may be more diffuse and less easy to evaluate.

Organizational Ethos, Structure,
and Resources of Schools

There is widespread acknowledgement that schools function
somewhat like communities in that they vary in terms of cli-
mate, ethos, values, and generalized expectations regarding
the behavior of students and teachers. Furthermore, there are
very marked differences in schools across the developmental
span—thus, middle schools are quite different from elemen-
tary schools, and both in turn vary considerably from high
schools (e.g., Harter, 1996). Climate influences children’s’
confidence in their abilities (Cauce, Comer, & Schwartz,
1987) and teachers’ efficacy beliefs (Bandura, 1994) and can
influence teaching practices that affect children’s motivation
and self-views (MacIver, Reuman, & Main, 1995). Interven-
tions at this level are complex and often diffuse, involving
restructuring of time and scheduling, allocation of space and
teaching resources, and placement policies (e.g., practices
such as looping), as well as work related to school values, staff
support and involvement in decision-making, and cultural
issues (Felner et al., 2001; Haynes, 1998). With a few excep-
tions (e.g., looping), interventions at this level are not directly
focused on improving relationships between teachers and
children, yet these relationships can be profoundly affected.

In a comprehensive review of whole-school restructuring
projects and their consequences for student mental health,
Felner et al. (2001) concluded that there is often a “mismatch
between the conditions and practices students encounter in
grades k-12 and the developmental needs, readiness, and
capacities of students” (p. 3). One of these needs, as argued
by many scholars and practitioners, is to form functional,
effective, supportive relationships with peers and adults in
the school setting (Connell & Wellborn, 1991; Eccles &
Roeser, 1998).

With regard to specific interventions that focus on the
entire school, a range of such approaches shows promise
with regard to positive influences on child-teacher relation-
ships. Next we briefly describe a few approaches and then
discuss their relevance for relationships between teachers
and children.
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Durlak and Wells’s (1997) meta-analysis of primary pre-
vention efforts supports the effectiveness of programs that
modify the school environment and help children negotiate
transitions. School Transitional Environments Project (STEP)
focuses on promoting health in the transition from elemen-
tary school to junior high or from junior to senior high
school; this focus on transition is warranted because of evi-
dence suggesting that these transitions both heighten risk
time and create opportunity for growth (Felner et al., 2001).
Because risk during transition is driven by heightened com-
plexity and developmental demands as well as the school’s
inability to provide needed supports, this project increases
the school’s ability to respond to children’s needs by es-
sentially creating schools within schools. In this approach
(which is widely used in large schools), teams of 60 to 100
students have classes together and have consistent homeroom
advisors and counselors. Time is allotted for all teachers to
meet and discuss students, to integrate curriculum, and to in-
crease coherence and support available to students. These
efforts reduce complexity for students and build a sense of
continuity and community. Critically, these school restructur-
ing efforts result in an increase in and stabilization of contact
between children and a teacher or teachers (Felner et al.,
2001).

Consistent with conclusions that relations between high-
quality child-teacher relationships and child outcomes indi-
cate a process of engagement between the child and
schooling, results of STEP have been promising for chil-
dren’s school adjustment. Felner et al. (2001) reported 40%
to 50% declines in school dropout, maintenance of achieve-
ment levels, and fewer child- and teacher-reported behav-
ioral-emotional problems. It is not surprising that teachers
also reported higher job satisfaction and less burnout (see
Felner et al., 2001). Felner’s group also examined features of
the school that interacted with the intervention and concluded
that the riskier the school, the more complete the intervention
must be to see positive results in school adjustment. Common
dimensions of successful schools, according to Felner et al.
(2001) include the following: a sense of belongingness and
agency; engagement of families; an integrated, quality cur-
riculum; ongoing professional development (both in curricu-
lum content and in child development); high expectations for
students; and opportunities for success (see Felner et al.,
2001).

For nearly two decades, the CDP (Battistich et al., 1997;
Solomon et al., 1996) has been involved intensively with
schools to promote social and moral development, a sense of
community, and active caring for children within the school.
The need for schools to become caring communities
(Battistich et al., 1997) is most commonly identified at the

middle and high school levels, where preadolescent and ado-
lescent disengagement and lack of connection to school
values and social ethos are most marked; however, the CDP
has been primarily involved with elementary schools.
Although the actual implementation and end product of the
CDP intervention involve mostly a set of changes taking
place at the classroom level, CDP involves extensive analysis
and reshaping of the school environment as a prerequisite for
changes sought at the classroom level (Battistich et al.,
1997). In the view of CDP, interventions to address concerns
such as caring, relationships, student autonomy, and values
need to engage both at the classroom and school levels, with
primary focus in their most recent work at the school level.

Prominent among the outcomes sought at the classroom
level are opportunities for (a) collaboration among students
in pursuit of common goals, (b) providing help and receiving
help when needed, (c) reflection and discussion of one’s own
and other’s perspectives and goals, and (d) practice of social
competencies and exercise of autonomy and decision mak-
ing. Battistich et al. (1997) stated that “students in such
classrooms should feel strong affective ties to one another
and to the teacher” (p. 138). In the San Ramon Project
(Battistich, Solomon, Watson, Solomon, & Schaps, 1989),
CDP focused on changing the whole school level by draw-
ing on parent, child, and teacher involvement and invest-
ment to maximize children’s autonomy, relatedness, and
competence. This approach involved changing discipline
practices, teaching style (i.e., emphasizing cooperative learn-
ing, making curriculum meaningful), and broadening the
focus of schools such that goals include facilitating social
and ethical dispositions, attitudes and motivations, and
metacognitive skills in addition to facilitating academic de-
velopment (Battistich, Watson, Solomon, Lewis, & Schaps,
1999). To promote these skills, Battistich et al. suggested that
schools emphasize building and maintaining supportive, car-
ing relationship between teachers and students (as well as
among teachers and among peers). More specifically, to
build these relationships, they suggested activities such as
having teachers and students share appropriate aspects of
their personal lives, eat lunch together in small groups, and
engage in other activities that communicate to students that
teachers are genuinely interested and concerned about the
range of their experiences and not only about their academic
work. They also suggest that teacher-parent communication
should be a priority so that teachers can have a greater aware-
ness of what is going on in their students’ lives. When
schools prioritize these activities, it should allow teachers to
know enough about their students to be able to adapt the cur-
riculum so that it is relevant and interesting to students and
so that students will know that their teachers care for them
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and want to be in a collaborative partnership with them to
help them attain their goals.

Several studies have evaluated the approach used by the
CDP at both the school and classroom levels (see Battistich
et al., 1997; Strachota, 1996). Battistich et al. (1997) summa-
rized the evaluation of two years of implementation data in
24 (12 comparison) highly diverse schools. By and large the
findings indicate positive changes in desired outcomes for the
12 CDP schools (and associated teachers and children). It is
significant that the CDP was able to demonstrate that the
targets of its approach at both the school and classroom level
changed as a function of implementation and that changes
in classroom practice were in turn responsible for changes in
student achievement, attitude, and behavior as well as
attitudes and behaviors of teachers. With regard to student-
teacher relationships, the CDP produced changes in teachers’
observed warmth and supportiveness to students and low use
of extrinsic control measures, both of which were in part
responsible for children’s increased engagement, influence in
the classroom setting, and positive behavior toward peers and
adults. Students reported an increase in the enjoyment of the
classroom and motivation to learn, both of which are percep-
tions related to the child’s sense of relatedness within the
classroom environment (Connell & Wellborn, 1991).

Nelson (1996) addressed the need for schools to change
teacher-child interactions around children’s disruptive be-
havior so that children improve and teachers feel more effec-
tive. The goal of this elementary school intervention effort
was to identify and change school and classroom practices
that fostered disruptive behavior. Adults’ management of
disruptive behavior through school-, classroom-, and individ-
ually focused strategies was the goal of this approach,
premised on the notion that adult-child relationships can
enhance child social development when the adults make it
clear to children which behaviors are acceptable and which
are not (Nelson, 1996). The space and scheduling of the
school were changed to make it easier for adults to supervise
children in less crowded settings. Behavioral guidelines for
all common areas were taught, and enforced inappropriate
behavior was responded to quickly and effectively. Also, the
interactions between teachers and children in the classroom
were changed. There was a school-wide classroom manage-
ment system for disruptive behavior that reduced patterns
of escalating negativity between classroom teachers and stu-
dents. The results were that disciplinary actions decreased
notably, teachers felt more supported, and their sense of
confidence increased. The target children’s social adjustment
fell within normal range, and their work habits improved
after the intervention. This behaviorally focused approach to
reduction of disruption is consistent with Pianta’s (1999)

view that such approaches enhance the feedback and infor-
mation exchange processes in child-teacher relationships by
making information clear to both children and teachers,
thereby creating a sense of predictability and safety that
enhances the affective and interactive quality of the relation-
ship system.

Classroom Ethos and Practices

It can be difficult to distinguish between school- and
classroom-level interventions, particularly those that involve
social and attitudinal processes and mechanisms. Often,
attempts to alter teachers’ classroom behavior occur as a
function of meetings involving groups of teachers within a
school (e.g., Nelson, 1996), in which school leaders also
participate. As noted earlier, even though interventions
may target classroom practices and behaviors, to the extent
that they are delivered through or otherwise involve groups
of teachers or all teachers in the school, these interventions
may best be considered as whole-school in their focus, al-
though they differ from interventions that target only whole-
school issues (such as Felner et al., 2001). In this section we
focus on intervention approaches that involve, to a greater
extent than those reviewed earlier, within-classroom prac-
tices of specific teachers.

Project Fast Track (Conduct Problems Prevention Re-
search Group [CPPRG], 1999) has a specific focus on
enhancing children’s social and emotional competencies and
reducing negative, aggressive social behavior, starting with
children as they enter school. Although the intervention
is multifaceted, involving academic tutoring and social skills
groups among others, a core component of the intervention
is the classroom teachers’ use of the Promoting Alternative
Thinking Strategies (PATHS) curriculum (Greenberg,
Kusche, Cook, & Quamma, 1995). PATHS is designed to
help children identify and label feelings and social interac-
tions, reflect on those feelings and interactions, generate
solutions and alternatives for interpretation and behavior, and
test such alternatives. For example, teachers are trained to
add lessons to their first-grade curriculum that teach children
emotional understanding, communication skills, self-control,
and social participation.

Evaluation indicates that PATHS can be effective in altering
the quality of the classroom climate and relationships within
the classroom (CPPRG, 1999). Specifically, teachers who had
a better understanding of the importance of teaching PATHS
skills, generalized the lessons taught in the PATHS curriculum
to their interactions with students throughout the day, and
had effective management skills reported more decreases in
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aggressive behavior in their classrooms. The authors con-
cluded that perhaps the greatest effects of the PATHS curricu-
lum are not linked to the number of discrete lessons that are
presented didactically to children; rather, effects are linked to
the degree to which teachers accept the PATHS model and gen-
eralize it to the way that they run their classroom (CPPRG,
1999), consistent with the bidirectionality of relation between
teachers’beliefs and their behavior with children.

McConaughy et al. (1999) found that Parent-Teacher
Research Teams (P-TAR teams), in which parents and teacher
communicated about elementary-aged children considered at
risk for emotional disturbance to identify the child’s strengths
and potential goals, were effective at preventing at-risk chil-
dren from becoming identified with the label of “emotionally
disturbed” over and above teachers teaching whole-group so-
cial skills. The mechanism of this intervention may have been
to change teacher attitudes and behavior toward children be-
fore the children developed low self-esteem and poor social
interactions that would lead them farther toward behavior
problems, a process that altered perceptions of the child-
teacher relationship.

Shaftel and Fine (1997) emphasized the role that teachers’
subjective beliefs play in determining how child behaviors are
interpreted and responded to by teachers. Shaftel and Fine tar-
geted aspects of teaching style such as the amount of feedback
children receive, how long teachers present material in a sin-
gle modality and expect children to attend, or structural issues
such as how seating is arranged. They also suggest that an-
other important area to consider when planning interventions
is whether teachers manage their classrooms in ways that deal
appropriately with child behaviors and are perceived by the
children as fair and reasonable. These ideas are applied within
a consultation method that focuses on the classroom as a sys-
tem, when designing interventions for problem behaviors.

Dyad-Focused Approaches

Based on the success of fairly structured programs of parent
consultation and training (see Barkley, 1987; Eyberg &
Boggs, 1998), Pianta (1999) and Pianta and Hamre (2002)
developed the Students, Teachers, and Relationship Support
(STARS) system for consultation with teachers to enhance
their relationship with a specific child (or children) with
whom the teacher reports a problem in their relationship.
STARS is a multifaceted program targeting a teacher’s repre-
sentation of his or her relationship with a child and his or her
interactive behavior toward the child in the context of a sup-
portive relationship with a consultant.

The specific technique directed at improving child-teacher
interactions (and indirectly their beliefs about each other and

their relationship) is Banking Time. In Banking Time (Pianta,
1999; Pianta & Hamre, 2002) the teacher works with a con-
sultant and implements a regular regimen of between 5 and
15 min of individual time with a target child. The intervention
is called Banking Time because of the metaphor of saving up
positive experiences so that the relationship between teacher
and child can withstand conflict, tension, and disagreement
without deteriorating and returning to a negative state. The
child and teacher can draw on their accrued relationship cap-
ital and withdraw from the relationship resources that enable
them to interact effectively in times of stress. The teacher’s
behavior in these sessions is highly constrained in order to
produce changes in interaction and beliefs.

There is an emphasis in Banking Time sessions on the
child’s choice of activities and the regular occurrence of
sessions. Sessions are not contingent on the child’s good
behavior and neutral verbalizations from the teacher that do
not focus on the child’s performance of skills convey relational
messages of safety, support for exploration, or predictability
that help the child and teacher define their relationship.
Behavioral standards are implemented consistent with class-
room standards. These principles of Banking Time sessions
are very similar to Teacher Child Interaction Therapy (as
described by McIntosh et al., 2000), in which teachers engage
in nondirective sessions with children designed to enhance the
quality of their relationship.

The Banking Time technique acts on nearly every compo-
nent of a relationship between a child and adult; thus it is a
powerful source of pressure on the relationship system. First
and foremost it constrains the behavior of the adult. In so
doing, a variant of interaction is created between child and
adult that typically is viewed as different, novel, and better by
most child and adult participants. This constraining of adult
behavior in turn frees up the child to display behaviors (and
competencies) that are typically not seen in routine interac-
tions between teacher and child. The child often explores
at a higher level and shows interest in the teacher and the
teacher’s attention; in turn, the teacher’s perceptions (repre-
sentational beliefs) may change or at least be subject to reex-
amination. Feedback and exchange processes between
teacher and child are altered as well—especially if the teacher
utilized Banking Time sessions to impart a particular message
to the child. Banking Time sessions allow the teacher to build
credibility that supports these messages so that their words
have meaning for the child. In this way, new pathways or di-
mensions of feedback and communication between teacher
and child become possible as Banking Time is implemented.

The STARS approach also involves a set of other proce-
dures that act on teachers’ representations and beliefs.
These include videotaping interactions with children in the
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classroom for review with the consultant, engaging in reflec-
tion on relationships with children through directed inter-
views, and analyzing classroom practices related to instruction
and discipline. In combination with Banking Time sessions,
these techniques are a comprehensive approach to intervention
with child-teacher relationships.

PATHS (Greenberg et al., 1995), just described as a
classroom-level intervention, also has a focus on teacher-
child interactions and relationships. In one study teachers im-
plemented PATHS with specific regular and special education
children in the second and third grades (Greenberg et al.,
1995). This was designed to promote these children’s emo-
tional understanding as assessed through emotional vocabu-
lary, ability to recognize emotional cues, and ability to
connect emotions to personal experiences. Teachers were
trained to teach 60 30-min lessons on self-control, emotions,
and problem solving to their classes. Participating teachers
were observed and received consultation weekly in addition
to an initial training workshop. Children who received the
intervention had a larger emotional vocabulary, a more
advanced ability to connect basic emotions to personal expe-
riences, and a more advanced understanding of recognizing
emotional cues in others, and they believed that they could
manage their feelings more than the children who did not
receive the intervention (Greenberg et al., 1995). Children
with lower initial symptom levels (as measured by teacher
reports) were more likely to improve their emotional vocabu-
lary as a result of the intervention than were children with
highly elevated initial symptoms. 

Finally, Hughes and Cavell (1999) described an interven-
tion called Primetime for aggressive children that includes
enhancing the teacher-child relationship (in addition to other
relationship components and problem-solving skills train-
ing). The Primetime intervention espouses a relationship-
based perspective on competence and attempts to reduce
aggressive behavior by reorganizing the child’s relational
skills with parents, peers, and teachers. Primetime focuses on
building a mentoring relationship as a support and source of
skill training. Evaluations suggest that positive relationships
between the children and the mentors were related to reduced
levels of teacher-reported externalizing behavior. 

Summary

In sum, child-teacher relationships have been the focus of a
number of applications directed at improving child out-
comes. In some applications relationships are affected as a
by-product of interventions targeted at children’s skills or at
school organizations, whereas in other applications improve-
ments in child-teacher relationships are the specific focus of

the intervention. Results indicate that child-teacher relation-
ships can be improved as a consequence of direct and indirect
effects and that improvements in relational quality are corre-
lated with improved child outcomes, particularly in the do-
main of social adjustment.

CONCLUSIONS AND FUTURE DIRECTIONS:
DEVELOPMENTAL ANALYSIS OF
CHILD-TEACHER RELATIONSHIPS

Throughout this chapter we have emphasized the advantages
to be gained—conceptually, empirically, and practically—
from a developmental system analysis of child-teacher rela-
tionships. The arguments, review, and positions advanced as
a result of this analysis have confirmed this view and lead to
the following conclusions concerning these relationships.

1. In analysis of the complex assortment of child-, teacher-,
classroom-, school-, and community-level influences on
children’s adjustment in school settings, it is helpful to
focus on child-teacher relationships as a key unit of analy-
sis. A relational focus is an important conceptual advance
and may provide a means for understanding processes that
have been difficult to study.

2. Child-teacher relationships are themselves best character-
ized as multicomponent systems involving attributes of the
individuals involved, reciprocal, bidirectional processes
related to representation and exchange of information, and
embedded in ongoing interactions with school and com-
munity factors. These factors interrelate in complex ways,
and understanding the unit as a system provides impor-
tance conceptual and methodological leverage on this
complexity.

3. Across samples of children of diverse age, ethnicity, geo-
graphical region, and school profiles—and using multiple
methods of informant-based or observational assessment—
relationships between children and teachers are marked by
variation in the extent of emotional and interactional en-
gagement or involvement and in qualities of the emotional
experience of that involvement. Negativity appears to be a
particularly salient aspect of teachers’ relationship experi-
ence whereas emotional closeness, involvement, and sup-
port appear salient from the child’s perspective.

4. Across similarly diverse samples, variation in the quality
of child-teacher relationships is related in expected
directions to a number of concurrent and future indicators
of child outcomes in the domains of classroom adjust-
ment, motivation, and self-esteem; to beliefs about school
and schooling; to academic success; and to teachers’
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perceptions and emotional-well being. Child-teacher rela-
tionships are also associated with indicators of the broader
school climate and organizational ethos. It is important to
note that there is converging evidence that these relations
between child-teacher relationships and child outcomes
are independent of other commonly used predictors of
those outcomes, providing support for the view that the
child-teacher relationship is a unique source of variation
in children’s experience.

5. Applications that focus on improving children’s’ experi-
ences in school—particularly applications that emphasize
social, emotional, or motivational aspects of school expe-
rience or that build on findings from naturalistic studies
of child-teacher relationships—demonstrate that child-
teacher relationships can be enhanced and that such
enhancements are related to improvements in child com-
petencies and perceptions as well as teacher confidence
and beliefs.

These conclusions establish fairly clearly that a decade of
research with a specific focus on child-teacher relationships
has been productive and fruitful. Clearly, a well-defined and
identifiable literature has developed and yielded information
of conceptual and applied benefit to educators and psycholo-
gists. Yet the literature is fairly new, and if its potential is to
be realized, several challenges lie ahead in terms of issues
that require attention in the next decade:

1. There is a need to examine domain-specificity in the
associations of child-teacher relationships with child out-
comes, teacher outcomes, and school climate variations.
For example, teacher-child conflict and emotional nega-
tivity appear to be more predictive of child outcomes in el-
ementary school than is teacher-child closeness (Hamre &
Pianta, 2001; Ladd et al., 1999), whereas emotional sup-
port experienced from teachers seems quite important in
middle school (see Eccles & Roeser, 1998). It is important
to establish, in either multi-age cross-sectional studies or
longitudinal studies, the extent to which different qualities
of child-teacher relationships are related to different out-
come domains for children and teachers, at different ages
or grades.

2. The extent to which associations between child outcomes
and child-teacher relationships are context specific (e.g.,
stronger for behavior in school vs. home settings) is an-
other area for analysis. Questions concerning whether
these relations are localized or specific to a given class-
room setting and whether they extend to other settings and
the extent to which context-specific or disperses associa-
tions extend longitudinally are of great interest.

3. For years there has been interest in the coherence in the
quality and form of relationships that children develop
with parents, teachers, and peers. From the view of rela-
tionships as the focal unit of analysis, examination of the
key relationships in which children are involved, with a
focus on the extent of similarity and dissimilarity (and the
personal and contextual correlates of similarity and dis-
similarity), will yield insights into the development of
personality and social relationships.

4. With regard to naturalistic and intervention research,
there is much to be learned from further understanding of
the degree to which child-teacher relationships can com-
pensate for the negative effects of earlier experiences.
The relative power of the child-teacher relationship to
alter or affect developmental trajectories in relation to es-
tablished and ongoing influence of the parents or peers
can provide insight into the plasticity of developmental
processes as well as fuel advances in school policy and
programming.

5. There is a dire need for further integration among the con-
stituencies involved in research and theory on child-
teacher relationships and for this integration to lead to
productive use and application of information for the
purposes of teacher training (pre and in-service), teacher
evaluation, and school design. Continuation of the rela-
tive isolation of teacher education from this emergent
knowledge base will constrain both the advancement and
application of that knowledge. In particular, we believe
that a focused effort to study the development and train-
ing of teachers from a relational perspective (Goodlad,
1991) is imperative to improving teacher and child out-
comes.

In sum, this chapter marks the emergence and consolida-
tion of a relatively new area of inquiry and understanding:
relationships between teachers and children. The insights and
improvements gained from the last decade of research in this
area bode well for the future. 
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SCHOOL ADJUSTMENT

Being successful at school requires children to perform a
range of social as well as academic competencies. In addition
to mastering subject matter, developing effective learning
strategies, and performing well on tests, children also must
work to maintain and establish interpersonal relationships,
strive to develop social identities and a sense of belonging-
ness, observe and model standards for performance displayed
by others, and behave in ways that are valued by teachers and
peers. Quite often, children who succeed in these social en-
deavors are also the most academically successful students.
Although these social activities might vary somewhat as a
function of a child’s age or the subject being taught, they re-
flect the fact that positive forms of social behavior can create
a classroom environment that is conducive to learning and
cognitive development; similarly, positive interpersonal rela-
tionships with teachers and peers can motivate and support the
development of intellectual competencies.

In the present chapter, children’s adjustment to school is
discussed with respect to those social competencies that facil-
itate achievement of school-related objectives. Specifically,
the focus is on school adjustment as defined by social motiva-
tion, behavioral competence, and positive interpersonal
relationships. Research on each aspect of school adjustment
is reviewed, with a particular focus on how these aspects form
a profile of competencies that are related to each other as
well as to academic achievement. The implications of this

literature for future work on school adjustment are discussed.
In addition, research on socialization processes that promote
healthy adjustment at school are reviewed.

DEFINING SCHOOL ADJUSTMENT

School adjustment is often used as a fairly generic term that
refers to any school-related outcome under investigation.
Quite often, adjustment is defined with respect to the absence
of negative or maladaptive student outcomes (e.g., aggres-
sive, inattentive, or disruptive behavior) in addition to the
presence of normative or positive competencies (e.g., coop-
erative, compliant, or self-regulated behavior). In most cases,
however, formal models have not been proposed to guide our
thinking about what healthy adjustment to school entails or
how it develops and can be supported within the classroom
environment (cf. Ladd, 1989).

To guide the present discussion, therefore, an ecological
approach is proposed in which adjustment is defined as the
achievement of goals that result in social integration, as well as
those resulting in positive developmental outcomes for the
self. Socially integrative goals are desired outcomes that pro-
mote the smooth functioning of the social group, social ap-
proval, and social acceptance, whereas self-related goals are
those that promote the achievement of personal competence,
feelings of self-determination, and feelings of social and emo-
tional well-being (Bronfenbrenner, 1989; Ford, 1992). This
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goal-based definition implies that classroom competence is a
highly context-specific outcome reflecting the degree to which
students are able to meet the demands of the classroom envi-
ronment as well as achieve their own personal goals.

Several perspectives on the nature of competence provide
support for this approach. Bronfenbrenner (1989) argues that
competence can only be understood in terms of context-
specific effectiveness, as reflected in mastery of culturally and
socially defined tasks. Therefore, competence is a product not
only of personal attributes such as goals, values, self-regulatory
skills, and cognitive abilities, but also of ways in which these
attributes contribute to meeting situational requirements and
demands. Moreover, Bronfenbrenner argues that competence
is achieved in part when contexts provide opportunities for the
growth and development of personal attributes as well as scaf-
folding for learning what is expected by the social group.

A similar perspective developed specifically to understand
adjustment at school is found in the work of Connell and his
colleagues (Connell & Wellborn, 1991; Deci & Ryan, 1991).
According to Connell and Wellborn, students will engage
in positive intellectual and social activities as well as experi-
ence a positive sense of self and emotional well-being when
teachers provide structure (e.g., articulation of clear and con-
sistent expectations), autonomy support (e.g., opportunities
for personal choice and decision making), and involvement
(e.g., individual attention). These conditions are believed to
contribute to adjustment by enhancing students’ sense of com-
petence, self-determination, and social relatedness—that is,
feeling that one is an integral and valued part of the social
group.

Ford (1992) also expands on Bronfenbrenner’s notion of
person-environment fit by specifying four dimensions of
competence: the achievement of personal goals, the achieve-
ment of goals that are situationally relevant, the use of appro-
priate means to achieve these goals, and accomplishing goals
that result in positive developmental outcomes for the indi-
vidual.Applying Bronfenbrenner’s and Ford’s perspectives to
classroom functioning suggests that students are competent
and well-adjusted if several criteria are met. First, students
must be able to achieve goals that are valued by themselves as
well as by teachers and peers. Second, they must do so in
ways that are sanctioned by the group. Third, goals must be
accomplished in ways that set the stage for other positive out-
comes such as healthy self-concept or increased interest in
academics. Finally, the classroom context must provide the
structure and support for students to accomplish these goals.

Little direct evidence exists to support the notion that lev-
els of person-environment fit can influence classroom func-
tioning and school adjustment. However, Hall and Cairns
(1984) demonstrated that children are aggressive depending
in part on the degree to which aggression is condoned in their

setting at the time. Phelan, Davidson, and Cao (1991) docu-
mented that adolescents can be categorized with respect to
goodness of fit—that is, according to the degree to which
they feel comfortable with and can easily adapt to the multi-
ple demands of parents, peers, and school. In Phelan et al.’s
research, students who reported the best fit also demonstrated
successful adaptation to the academic and social demands of
school, whereas those who reported the least amount of com-
fort and belongingness felt disenfranchised and alienated,
often dropping out of school altogether.

Thisability tocoordinateandachieveabalancebetweenper-
sonal and socially valued goals is especially relevant for under-
standing school adjustment when one considers the potentially
negative motivational effects of competing, incongruent goals
across family, peer, and classroom contexts often experienced
by minority students (Phelan et al., 1991). Children from mi-
nority cultures often are expected to adapt to normative expec-
tations for behavior that are inconsistent with those espoused by
their familiesandcommunities.Ogbu(1985;Fordham&Ogbu,
1986) describes how failing to achieve academically can be in-
terpreted by some minority children as an accomplishment
rather than a failure. In such cases, noncompliance with the ma-
jority culture’s institutional norms and standards for achieve-
ment can lead to acceptance within the minority community but
to social rejection and academic failure at school.

In summary, a full appreciation of how and why students
thrive or fail to thrive at school requires an understanding of a
student’s personal interests and goals, as well as the degree to
which these are valued by teachers and peers, and contribute to
the stability and smooth functioning of the classroom. Implicit
inthisperspectiveisthatpersonalattributessuchastheabilityto
coordinate multiple goals, motivation to behave in prosocial
and responsible ways, and concomitant social-cognitive skills
make critical contributions to school adjustment. In addition,
the developmentally instigating properties (Bronfenbrenner,
1989)of theclassroomthat support andpromote theexpression
and development of these personal attributes as well as goal at-
tainmentmustalsobeinplace.Inthefollowingsection,research
on student adjustment as defined by social motivation, behav-
ioral competence, and relationships with teachers and peers is
reviewed. Next, ways in which positive interpersonal relation-
shipsat schoolmight supporthealthyadjustmentarediscussed.

RESEARCH ON SOCIAL ASPECTS OF
SCHOOL ADJUSTMENT

Social Motivation: Social Goal Pursuit 

A basic tenet of motivational theories is that people do set
goals for themselves and that these goals can be powerful
motivators of behavior (Austin & Vancouver, 1996; Bandura,
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1986; Dweck, 1991). Although definitions vary slightly as a
function of theoretical perspective, goals are generally re-
ferred to as cognitive representations of desired future out-
comes. As noted at the beginning of this chapter, work in
the area of social competence and social development
suggests that competence in social settings often requires
the achievement of goals that result in approval and accep-
tance by the social group, as well as those resulting in the
achievement of personal competence and feelings of self-
determination (see Bronfenbrenner, 1989; Ford, 1992). Ex-
amples of school-related goals that reflect these outcomes
are social relationship goals such as to gain approval from
others, to establish personal relationships with teachers or
peers, or to cooperate with classmates; task-related goals
such as to master subject matter or to meet as a specific
standard of achievement; or more cognitive goals such as to
engage in creative thinking or to satisfy intellectual curios-
ity or challenge (see Ford, 1992, for a comprehensive list of
goals).

Research on classroom motivation is typically focused
on the latter set of task-related and cognitive goals. How-
ever, the pursuit of socially integrative goals such as to be
cooperative and compliant or to establish interpersonal rela-
tionships is equally important for understanding school suc-
cess. Researchers have studied social goals from three
fairly distinct perspectives (see Wentzel, 2002b). First, re-
searchers have investigated children’s knowledge about and
choice of social goals as a social cognitive skill. Based on
models of social information processing (e.g., Crick &
Dodge, 1994; Dodge, 1986; Ford, 1984), this perspective
highlights children’s interpretations of social situations and
their knowledge of which goals are appropriate or inappro-
priate to pursue under which conditions. Second, social
goals have been construed as motivational or personality
orientations that guide children’s behavioral responses to
social opportunities and challenges (Dweck & Legget,
1988; McClelland, 1987). For the most part, these more
global social goals or needs are believed to function inde-
pendently of context.

Finally, the pursuit of social goals has been studied as a
motivational process that provides direction to behavior and
is related to situation-specific competence. In this case, the
extent to which children try to achieve certain prescribed
goals is examined as a predictor of social competence and
person-environment fit (Ford, 1992; Wentzel, 1991b, 1991c).
Based on this perspective, I have explored the degree to
which school-related success can be predicted by children’s
pursuit of specific social goals to behave in prosocial and so-
cially responsible ways. I define personal goals with respect
to their content—that is, as a cognitive representation of what
it is that an individual is trying to achieve in a given situation

(see also Ford, 1992). This perspective is the focus of the
present discussion.

Goals For Education

What are the goals for education that are pursued by teachers
and their students? Goals for classroom life reflect a wide
range of social as well as intellectual outcomes. At the policy
level, educational objectives have included the development
of social competencies as well as scholastic achievements—
for producing model citizens as well as scholars. In general,
character development and social responsibility have been
stated as explicit objectives for public schools in almost
every educational policy statement since 1848; they are pro-
moted with the same frequency as the development of acade-
mic skills (see Wentzel, 1991c, for a review). Specifically,
social behavior in the form of moral character, conformity to
social rules and norms, cooperation, and positive styles of so-
cial interaction have been promoted consistently as goals for
students to achieve.

Teachers’ and students’ goals for school reflect the con-
cerns for social development articulated in federal mandates.
For instance, Krumboltz, Ford, Nichols, and Wentzel (1987)
evaluated goals for students to achieve by age 18 in a sample
of several hundred parents, teachers, and students. Goal state-
ments reflected five academic domains (verbal, math, science,
social studies, and fine arts), and five nonacademic domains
(motivation, interpersonal competence, moral development,
health, and career development). These statements were cho-
sen based on school district curriculum guides from around the
country and in consultation with local teachers and other
experts in each domain. The most notable aspect of this study
is that for each set of respondents, the social domains were
regarded as more important than were any of the academic
domains. In particular, students rated positive motivational
outcomes (e.g., valuing education, being intrinsically moti-
vated) as most important, whereas teachers and parents rated
the moral domain as most important with motivation being
ranked second. Interpersonal competence was ranked either
second or third by all three groups. In short, motivation and so-
cial competence in the form of cooperation, respect for others,
and positive interpersonal relationships were nominated con-
sistently as critical outcomes for students to achieve, over and
above academic accomplishments.

Although other researchers rarely have asked teachers
about their specific goals for students, teachers have ex-
pressed their ideas concerning what well-adjusted and suc-
cessful students are like. When describing ideal students,
middle school teachers mentioned three types of desirable
outcomes: social outcomes reflecting socially integrative
characteristics such as sharing, being helpful to others, and
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being responsive to rules; learning outcomes reflecting moti-
vational qualities related to learning such as being persistent,
hardworking, inquisitive, and intrinsically interested; and per-
formance outcomes reflecting task-related outcomes such as
getting good grades, being informed, and completing assign-
ments (Wentzel, 2000). In other research, teachers identified
elementary-aged students toward whom they felt attachment,
concern, indifference, or rejection (Brophy & Good, 1974).
Of interest is that students placed in these categories displayed
distinct behavioral profiles in the classroom, with character-
istics of well-liked students matching those described in
Wentzel’s (2000) study. Attachment students were typically
bright, hardworking, and model students; concern students
made excessive but appropriate demands for teachers’ atten-
tion; indifference students had few contacts with teachers; and
rejection students typically displayed problem behaviors
and made illegitimate demands for attention. Similarly,
elementary-school teachers have consistently reported prefer-
ences for students who are cooperative, conforming, cautious,
and responsible rather than independent and assertive or argu-
mentative and disruptive (Brophy & Good, 1974; Feshbach,
1969; Helton & Oakland, 1977; Kedar-Voivodas, 1983).
Teachers tend to report antisocial and aggressive behavior as
most detrimental to classroom order (Safran & Safran, 1985).

Research on school-related goals that students value has
not been frequent (cf. Wigfield & Eccles, 1992). However,
students do report trying to achieve positive social as well as
academic outcomes. In an ethnographic study, Allen (1986)
interviewed ninth-grade students about their school-related
goals and found that two major goals were mentioned by al-
most all students—goals to socialize with peers and to pass
the course. Students believed these goals could be accom-
plished by trying to figure out the teacher, having fun, giv-
ing the teacher what he or she wants, minimizing work,
reducing boredom, and staying out of trouble. When given a
list of possible social and academic goals to pursue at
school, high school students have indicated trying to achieve
social goals to have fun and to be dependable and responsi-
ble, in addition to task-related goals to learn new things and
to get good grades (Wentzel, 1989). Finally, middle school
students also have reported trying to achieve social goals to
behave appropriately more frequently than they have re-
ported goals to learn or to socialize with peers (Wentzel,
1991b, 1992).

Specific student characteristics also have been related to
personal goals. High school students identified as being at risk
due to problem behavior tend to attach greater importance
to goals concerning self-determination and rule breaking than
do not-at-risk students, who tend to value achievement of
positive academic outcomes and responsible, interpersonal

behavior (Carrol, Durkin, Hattie, & Houghton, 1997). Al-
though research on ethnic minorities is rare, Graham, Taylor,
and Hudley (1998) reported that African-American students
value high levels of achievement less than do Caucasian
students.

Students’ Goals in Relation to Other Forms of Adjustment

The literature just reviewed clearly indicates that students as
well as teachers value goals to be prosocial and socially
responsible. In addition, findings provide support for the
notion that social goal pursuit represents a basic psychologi-
cal process underlying social behavior and interpersonal
competence. For instance, pursuit of goals to be prosocial and
socially responsible have been related consistently and posi-
tively to displays of prosocial and responsible behavior
(Wentzel, 1991a, 1994). Similarly, pursuit of goals to be so-
ciable has been related positively to acceptance by peers as
well as by teachers (Wentzel, 1991a, 1991b, 1994). More-
over, there is ample evidence that students who pursue cer-
tain social goals at school also succeed academically; pursuit
of goals to be prosocial and socially responsible is related to
classroom grades as well as to IQ (Wentzel, 1989, 1991a,
1993a, 1996, 1997, 1998). 

Social goals also have been examined as part of a coordi-
nated effort to achieve multiple classroom goals. As predicted
by an ecological perspective, high- and low-achieving high
school students can be distinguished on the basis of the sets
of social and academic goals they pursue or do not pursue
at school (Wentzel, 1989). Specifically, 84% of the highest
achieving students reported always trying to be a successful
student, to be dependable and responsible, and to get things
done on time; only 13% of the lowest achieving students re-
ported always trying to achieve these three goals. Moreover,
although the highest achieving students reported frequent pur-
suit of academic goals (i.e., to learn new things, to understand
things), less frequent pursuit of these goals did not distinguish
the lowest achieving from average achieving students. Rather,
an unwillingness to try to conform to the social and normative
standards of the classroom uniquely characterized the lowest
achieving students. These low-achieving students also re-
ported frequent pursuit of other types of social goals such as to
have fun and to make and keep friendships. In a follow-up
study of middle school students (Wentzel, 1993a), two acade-
mic goals (reflecting efforts to master new and challenging
tasks and to earn positive evaluations) and two social goals
(reflecting efforts to be prosocial and to be socially responsi-
ble) were investigated. Pursuits of these social and academic
goals were significant, independent predictors of classroom
effort over time, even when other motivational variables such
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as self-efficacy and values were taken into account (Wentzel,
1996).

Implications for Future Research

Several themes emerge from the literature on educational
goals and objectives that are relevant for understanding
school adjustment from an ecological perspective. First, an
examination of which goals a student is trying to achieve and
the degree to which these goals are compatible with the ex-
pectations and requirements of the classroom can explain in
part students’ overall success and adjustment at school. Of
concern, however, is that explanations of competence based
on students’ pursuit of socially valued goals assumes that stu-
dents understand how they are supposed to behave and what
it is they are supposed to accomplish while at school. For
some students these expectations are not always immediately
obvious. In particular, young children who are just beginning
school and students who are raised in cultures with goals and
values dissimilar to those espoused by educational institu-
tions might also need explicit guidance with respect to the
goals they are expected to achieve (Ogbu, 1985). 

In addition, teachers do not always communicate clearly
their own goals for their students. In two recent studies of
young adolescents, almost half the students reported that
their current teachers did not have clear classroom rules for
them to follow, nor did they think their teachers had ex-
plained what would happen if rules were broken (Wentzel,
2000; Wentzel, Battle, & Cusick, 2000). Therefore, the more
explicit and clearly defined teachers can make the social ex-
pectations for classroom conduct, the more likely it is that
students will at least understand the goals they are expected
to achieve. The identification of contextual factors as well as
student attributes that make these expectations more or less
salient to students is an important challenge for researchers of
classroom goal pursuit.

It also is worth noting that only a limited number of social
goals have been studied in relation to academic outcomes.
However, a broad array of goals that reflect social concerns and
influences are potentially relevant for understanding students’
academic motivation and general adjustment to school. Ford
(1992) has identified three general categories of goals that re-
quire input from or interaction with the social environment:
integrative social relationship goals, self-assertive social rela-
tionship goals, and task goals. The social relationship goals
identified by Ford are perhaps most relevant to the social moti-
vational issues raised thus far, with goals to benefit the welfare
of others and the social group (integrative social relationship
goals) having been studied most frequently (e.g., Ford, 1996;
Wentzel, 1991a, 1993a, 1994). In addition, a focus on self-

assertive social relationship goals (e.g., obtaining help or re-
sources from others) reminds us of the potential benefits of so-
cial relationships to the individual. An inclusion of these goals
in studies of academic motivation (e.g., Ryan & Pintrich, 1997)
would provide added insight into issues of how individuals de-
rive personal benefits from working and learning with others.

In addition, development and testing of theoretical models
that explain links between social motivation and academic
achievement are needed. At the simplest level, positive rela-
tions between social and academic variables might reflect that
students are rewarded for their social efforts with good grades.
Goals to achieve social and academic outcomes might also be
related in more complex fashion, functioning in an interde-
pendent, hierarchical manner. For instance, goal hierarchies
can develop over time as individuals are taught to prioritize
goals and to associate goals with each other in causal fashion
(Pervin, 1983). With respect to students’goals, children might
come to school with a basic goal to establish positive relation-
ships with others. Over time, this goal might become linked
causally to more specific goals such as to establish a positive
relationship with teachers. This relationship goal might be ac-
complished by pursuing even more specific goals such as to
behave appropriately, to pay attention, or to complete assign-
ments. Similarly, children might learn that in order to achieve
a rather global goal of demonstrating competence, they first
must achieve subordinate goals such as learning subject mat-
ter, outperforming others, or supporting group efforts (see
Ames, 1992). Therefore, students learn which goals are most
important to achieve and how the attainment of one set of
goals can lead to the attainment of others.

The concept of goal hierarchies also is helpful for under-
standing ways in which beliefs about relations among social
and task-related goals might have an impact on efforts to
achieve academically. For instance, students might pursue
goals to do well at academic tasks in order to achieve a social
goal to please one’s parents or teachers; students might try to
engage in academic tasks because they see this as a way to
achieve goals to cooperate or to comply with classroom rules;
or students might believe that pleasing a teacher by behaving
in socially appropriate ways will ultimately result in accom-
plishing academic goals. For the most part, students who be-
lieve that achieving at learning tasks can be accomplished
solely by social means (e.g., pleasing a teacher) are setting
themselves up for failure. However, cooperative learning ac-
tivities provide contexts wherein students who pursue this
kind of goal hierarchy might experience positive academic
gains (e.g., Damon & Phelps, 1989). Similarly, students who
believe that adhering to socially derived rules and conventions
will lead to task-related accomplishments also are more likely
to be successful than are those who do not. Most academic
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activities are governed by procedures and behavioral conven-
tions that facilitate successful completion of tasks.

Furthermore, students might have multiple reasons for try-
ing to achieve academically, some of which are social. There-
fore, in situations in which a learning activity is less than
stimulating or interesting to students, reasons other than an
intrinsic interest in the task might be needed to motivate per-
formance. In such cases, multiple social as well as task-
related reasons for engaging in the task, such as I’ll probably
learn something, it’s what I’m supposed to do, it will get me a
job someday, it will please mom and dad, or it will impress
my friends can provide a powerful motivational foundation
for promoting continued engagement. 

Finally, an identification of specific self-regulatory strate-
gies that enable students to accomplish multiple goals simul-
taneously seems essential for helping students coordinate
demands to achieve multiple and often conflicting goals at
school. For instance, some students who try to pursue multi-
ple goals might be unable to coordinate the pursuit of their
goals into an organized system of behavior, and as a conse-
quence they become distracted or overwhelmed when facing
particularly demanding aspects of tasks that require focused
concentration and attention. Students who are unable to coor-
dinate social goals and academically related goals might opt
to pursue social relationship goals with peers (e.g., to have
fun) in lieu of task-related goals such as to complete class
assignments. Students with effective goal coordination skills
would likely find a way to achieve both goals—for instance,
by doing homework with friends. 

Behavioral Competence: Prosocial and Socially
Responsible Behavior

Behavioral competence at school has been studied most often
with respect to adherence to social rules and expectations re-
flecting cooperation, respect for others, and positive forms of
group participation that govern social interaction in the class-
room. Most generally, positive aspects of behavioral outcomes
are studied in terms of prosocial and responsible behavior,
with behavioral incompetence taking the form of aggressive
and antisocial behavior (Wentzel, 1991c). Interpersonal
competence—especially establishing positive relationships
with peers—also has been a focus of empirical investigations.

Of interest for the present discussion is the degree to
which these social competencies contribute to academic ac-
complishments. Correlational studies indicate that tenden-
cies to be prosocial and empathic (Feshbach & Feshbach,
1987), prosocial interactions with peers (Cobb, 1972; Green,
Forehand, Beck, & Vosk, 1980), appropriate classroom
conduct (Entwisle, Alexander, Pallas, & Cadigan, 1987;

Lambert & Nicoll, 1977), and compliance have been related
positively to intellectual outcomes in the elementary years.
Positive social interactions of preschool children also predict
engagement and positive motivational orientations in the
classroom (Coolahan, Fantuzzo, Mendez, & McDermott,
2000). In a meta-analysis of factors related to early learning
problems, social-emotional factors explained as much or
more variance in achievement as intellectual abilities, sen-
sory deficits, or neurological factors explained (Horn &
Packard, 1985). Similarly, socially responsible decision mak-
ing in adolescents has been related positively to academic
outcomes (Ford, 1982; Wentzel, Wood, Seisfeld, Stevens, &
Ford, 1987). Young adolescents’ prosocial behavior also has
been related positively to classroom grades and standardized
test scores (Wentzel, 1991a, 1993b).

Longitudinal studies also have linked behavioral com-
petence to academic achievements. Safer (1986) found that
elementary grade retention is related to conduct as well as to
academic problems, whereas recurring nonpromotion at the
junior high level is related primarily to classroom misconduct
and other behavioral problems. Adaptive classroom behavior
in elementary school predicts later grades and test scores in
elementary school (Alexander, Entwisle, & Dauber, 1993) as
well as in high school (Lambert, 1972), over and above early
achievement and IQ. Similarly, Feldhusen, Thurston, and
Benning (1970) found that aggressive and disruptive behav-
ior in the third and sixth grades is a strong negative predictor
of classroom grades in middle school and high school after
taking into account IQ, sex, grade level, and other demo-
graphic factors. Based on a comprehensive review of both
follow-up and follow-back studies, Parker and Asher (1987)
concluded that antisocial and aggressive behavior in the early
grades places children at risk for dropping out of high school.
Interventions that teach children appropriate social responses
to instruction—such as paying attention and volunteering
answers—have led to significant and stable gains in academic
achievement (Cobb & Hopps, 1973; Hopps & Cobb, 1974).

Finally, behaving in prosocial and responsible ways is re-
lated to positive relationships with teachers and peers. Indeed,
teachers’preferences for students are based in large part on stu-
dents’ social behavior in the classroom (e.g., Brophy & Good,
1974; Wentzel, 2000). Likewise, acceptance by peers is related
to prosocial and responsible behavior, whereas rejection is re-
lated to a lack of behavioral competence (Coie, Dodge, &
Kupersmidt, 1990; Newcomb, Bukowski, & Pattee, 1993).

Implications for Future Research

Clear and consistent relations between students’ prosocial
and responsible classroom behavior and their academic
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accomplishments have been documented. However, re-
searchers have not focused consistently on why these relations
exist despite ongoing and serious concerns about students’
classroom behavior and how to manage it (see Doyle, 1986).
Nevertheless, there are several ways in which social behavior
can contribute to achievement at school. First, prosocial and
responsible behavior can contribute to academic achievement
by creating a context conducive to learning. Quite simply, stu-
dents’ adherence to classroom rules and displays of socially
competent behavior allows teachers to focus their efforts on
teaching rather than classroom management. Presumably, all
students will learn more when this occurs. In addition, being
socially responsible also means conforming to rules and con-
ventions for completing learning activities; teachers provide
students with procedures for accomplishing academic tasks
and dictate specific criteria and standards for performance.
Students who follow these rules are more likely to excel aca-
demically than those who do not. Finally, constructivist theo-
ries of development (Piaget, 1965; Youniss & Smollar, 1989)
propose that positive social interactions (e.g., cooperative and
collaborative problem solving) can create cognitive conflict
that hastens the development of higher-order thinking skills
and cognitive structures. Empirical research supports this no-
tion in that cooperative learning results in greatest gains when
interactive questioning and explanation are an explicit part of
the learning task (e.g., Damon & Phelps, 1989; Slavin, 1987).

An important issue with respect to these models, however,
concerns the direction of effects. Assuming that causal rela-
tions do exist, is it that behavioral competence influences
learning and achievement or that academic success promotes
behavioral competence? It is clear that bidirectional influ-
ences exist. For instance, negative academic feedback can lead
to acting out, noncompliance, and other forms of irresponsible
behavior. From a developmental perspective, however, anti-
social behavior and a lack of prosocial skills appear to begin
with poor family relationships (e.g., Patterson & Bank, 1989).
Therefore, how children are taught to behave before they enter
school should have at least an initial impact on how they be-
have and subsequently learn at school. In addition, interven-
tions designed to increase academic skills do not necessarily
lead to decreases in antisocial behavior (Patterson, Bank, &
Stoolmiller, 1990), nor do they enhance social skills typically
associated with academic achievement (Hopps & Cobb,
1974). Therefore, it is reasonable to assume that at least to
some degree, behavioral competence precedes academic com-
petence at school.

Relations between behavioral and academic compe-
tence, however, might not be as straightforward as this litera-
ture suggests. For instance, Hinshaw (1992) concludes that
aggressive and delinquent behavior are stronger correlates of

underachievement for adolescents than for elementary-aged
children. Moreover, whereas aggressive, externalizing behav-
ior in young children appears to be the result of academic dif-
ficulties, the reverse seems to be true for older children. At
both stages of development, however, Hinshaw argues that as-
sociations are fairly weak, especially when other factors such
as family influences or developmental delays are taken into
account.

Interpersonal Relationships With Peers and Teachers

A final aspect of social competence that appears to be a
valued educational objective is the formation of positive in-
terpersonal relationships with peers and teachers. As with
behavioral competence, positive interpersonal relationships
are necessary for successful group functioning. In addition,
it is likely that having positive and supportive relationships
with teachers and peers contributes to feelings of relatedness
and belongingness that in turn motivate the adoption of other
socially valued goals (Connell & Wellborn, 1991). In the fol-
lowing sections, research on school adjustment as defined by
peer relationships is discussed first, followed by research on
teacher-student relationships. 

Relationships With Peers

Although children are interested in and even emotionally at-
tached to their peers at all ages, they exhibit increased interest
in their peers and a growing psychological and emotional
dependence on them for support and guidance as they make
the transition into adolescence (Steinberg, 1990; Youniss &
Smollar, 1989). One reason for this growing interest is that
many young adolescents enter new middle school structures
that necessitate interacting with larger numbers of peers on a
daily basis. In contrast to the greater predictability of self-
contained classroom environments in elementary school, the
relative uncertainty and ambiguity of multiple classroom en-
vironments, new instructional styles, and more complex class
schedules often result in middle school students turning to
each other for information, social support, and ways to cope.
Therefore, the quality of peer relationships is of special inter-
est as an indicator of school adjustment in middle school and
high school.At all ages, however, peer relationships have been
studied in relation to a range of academic accomplishments.

Peer relationships have typically been defined in three
ways: levels of peer acceptance or rejection, dyadic friend-
ships, and peer groups. Peer acceptance and rejection are often
assessed along a continuum of social preference (e.g., How
much do you like this person?) or in terms of sociometric status
groups (i.e., popular-, rejected-, neglected-, controversial-, and



242 School Adjustment

average-status children). Sociometrically rejected children are
those who are infrequently nominated as someone’s best friend
and are actively disliked by their peers, whereas neglected chil-
dren are those who are infrequently nominated as a best friend
but are not strongly disliked by their peers. Controversial chil-
dren are frequently nominated as someone’s best friend and
as being actively disliked, whereas popular children are fre-
quently nominated as a best friend and rarely disliked by their
peers. In general, when compared to average-status peers (i.e.,
students with scores that do not fall into these statistically de-
fined groups), popular students tend to be more prosocial and
sociable and less aggressive; rejected students tend to be less
compliant, less self-assured, less sociable, and more aggressive
and withdrawn; neglected students tend to be more motivated
and compliant and less aggressive and sociable; and controver-
sial students tend to be less compliant and more aggressive and
sociable (Newcomb et al., 1993; Parkhurst & Asher, 1992;
Wentzel, 1991a; Wentzel & Asher, 1995).

Most researchers interested in peer relationships and acad-
emic achievement have studied sociometric status or peer ac-
ceptance. Their work has yielded consistent findings relating
popular status and acceptance to successful academic perfor-
mance, and rejected status and low levels of acceptance to
academic difficulties (e.g., Austin & Draper, 1984; DeRosier,
Kupersmidt, & Patterson, 1994; Wentzel, 1991a). Findings
are most consistent with respect to classroom grades
(Hatzichristou & Hopf, 1996; Wentzel, 1991a), although peer
acceptance has been related positively to standardized test
scores (Austin & Draper, 1984) as well as IQ (Wentzel,
1991a). Moreover, results are robust for elementary-aged chil-
dren as well as adolescents, and longitudinal studies docu-
ment the stability of these relations over time (e.g., Wentzel &
Caldwell, 1997).

In addition to measures of cognitive and academic ability,
being accepted by peers also has been related positively to
motivational outcomes, including satisfaction with school,
pursuit of goals to learn and to behave in socially appropriate
ways (Wentzel, 1994; Wentzel & Asher, 1995), and perceived
academic competence (Hymel, Bowker, & Woody, 1993).
In contrast, being rejected by peers has been related to low
levels of interest in school (Wentzel & Asher, 1995) and
disengaging altogether by dropping out (Hymel, Comfort,
Schonert-Reichl, & McDougall, 1996; Parker & Asher,
1987). Peer status also has been related to prosocial and
socially responsible goal pursuit during middle school
(Wentzel, 1991b). When compared with average-status chil-
dren, popular children reported more frequent pursuit of
prosocial goals, neglected students reported more frequent
pursuit of prosocial and social responsibility goals, and con-
troversial students reported less frequent pursuit of responsi-
bility goals.

Peers also exert influence at the level of dyadic relation-
ships, or friendships, and within smaller cliques and groups
(Brown, 1989). In general, when children are with friends, they
engage in more positive interactions, resolve more conflicts,
and accomplish tasks with greater proficiency than they do
when they are with nonfriends (Newcomb & Bagwell, 1995).
Research linking friendships to academic achievement is
sparse. However, having friends has been related positively to
grades and test scores in elementary school and middle school
(Berndt & Keefe, 1995; Wentzel & Caldwell, 1997). During
adolescence, stable, reciprocal friendships also appear to have
a greater impact on educational outcomes than do unrecipro-
cated and unstable friendships (Epstein, 1989; Kandel, 1978).
Although almost all of these findings have been correlational, a
recent longitudinal study suggests that the relation of having a
friend to positive academic achievements is stable over 2 years
of middle school (Wentzel & Caldwell, 1997).

Having friends also has been related to other aspects of
school adjustment. For instance, children entering kinder-
garten with existing friends and those who are able to make
new friends appear to make better social and academic adjust-
ments to school than do those who do not (Ladd, 1990; Ladd &
Price, 1987). Having friends at school also appears to support
other motivational outcomes such as involvement and engage-
ment in school-related activities (Berndt & Keefe, 1995;
Berndt, Laychak, & Park, 1990; Ladd, 1990; Ladd & Price,
1987; Wentzel & Caldwell, 1997). In kindergarten, friendships
characterized by nurturance predict positive motivational out-
comes such as liking school and engaging in classroom activ-
ities, whereas those characterized by conflict predict less than
optimal outcomes (Ladd, Kochenderfer, & Coleman, 1996).
For the most part, dyadic friendships in adolescence appear to
exert only minimal overt influence on student motivation (see
Berndt & Keefe, 1996). However, Berndt and Keefe argue that
when influence in adolescence does occur, it is likely to sup-
port positive behavior such as academic studying, making
plans for college, and avoiding antisocial, self-destructive ac-
tions (e.g., Berndt et al., 1990; Epstein, 1983).

A final aspect of peer relationships that has been studied in
relation to academic achievement is group membership.Adis-
tinction between friendship and peer group influence is impor-
tant given that friendships reflect relatively private, egalitarian
relationships, whereas peer groups, although they are often
self-selected, are likely to have publicly acknowledged hierar-
chical relationships based on personal characteristics valued
by the group (Brown, 1989; McAuliffe & Dembo, 1994). In
contrast to peer status, which is measured by unilateral assess-
ments of a child’s relative standing or reputation within the
peer group, group membership is typically assessed by asking
students who actually hangs out in groups with each other or
by identifying clusters of friends who form a group.
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Adolescent peer groups seem to play several important
roles in the social and emotional development of young peo-
ple. Peer crowds are believed to serve two primary functions:
to facilitate the formation of identity and self-concept and to
structure ongoing social interactions with each other (Brown,
Mory, & Kinney, 1994). With respect to identity formation,
crowds are believed to provide adolescents with values,
norms, and interaction styles that are sanctioned and com-
monly displayed. Behaviors and interaction styles that are
characteristic of a crowd are modeled frequently so that they
can be easily learned and adopted by individuals. In this man-
ner, crowds provide prototypical examples of various identi-
ties for those who wish to try out different lifestyles, and
crowds can easily affirm an adolescents’ sense of self. As ado-
lescents enter high school and the number of crowds increases
(Brown et al., 1994), identities associated with crowds are
more easily recognized and afford the opportunity to try on
various social identities with relatively little risk.

The power of crowd influence is reflected in relations be-
tween crowd membership and adolescents’ attitudes toward
academic achievement. Clasen and Brown (1985) found that
adolescent peer groups differ in the degree to which they pres-
sure members to become involved in academic activities; so-
called jocks and popular groups provided significantly more
pressure for academic involvement than did other groups.
Although peer group membership has rarely been linked to
objective indexes of achievement, group membership has
been related to motivational orientations toward learning
and achievement as well as academic effort (Brown, 1989;
Kindermann, 1993; Wentzel & Caldwell, 1997). Kindermann
(1993; Kindermann, McCollam, & Gibson, 1996) reports that
elementary-aged students tend to self-select into groups of
peers that have motivational orientations to school similar to
their own. Over the course of the school year, these orienta-
tions appear to become stronger and more similar within
groups (see also Berndt et al., 1990; Hall & Cairns, 1984).

Relationships With Teachers 

Teacher-student relationships have not been studied exten-
sively in relation to children’s achievement; however, chil-
dren who are well-liked by teachers tend to get better grades
than do those who are not as well liked (e.g., Hadley, 1954;
Kelley, 1958; Wentzel & Asher, 1995; see also the chapter by
Pianta, Hamre, & Stuhlman in this volume). The reasons for
these significant relations are not clear, although there is
some indication that student characteristics can influence the
nature of teacher-student interactions and therefore can in-
fluence the quality of instruction received. For instance, the
teachers observed in Brophy’s research (Brophy & Good,
1974; Brophy & Evertson, 1978) reported that they were

more appreciative and positive toward students who were co-
operative and persistent (i.e., behaviorally competent) than
they were toward students who were less cooperative but dis-
played high levels of creativity and achievement. Teachers
responded to students about whom they were concerned with
help and encouragement when these students sought them
out for help. In contrast, students toward whom they felt
rejection were treated most often with criticism and typically
were refused help. In short, these latter students were most
likely to receive less one-on-one instruction than were other
students.

Teachers’preference for students also appears to be related
to the goals that students pursue (Wentzel, 1991b). Teacher
preference (i.e., how much they would like to have each of
their students in their class again next year) was related sig-
nificantly and positively to students’ reports of efforts to be
socially responsible as well as to achieve positive evaluations
of performance. Of particular interest is that teacher prefer-
ence was not related to student pursuit of prosocial goals or
goals to learn. Moreover, in a study of children without
friends at school, Wentzel and Asher (1995) concluded that
being liked by teachers might offset whatever the negative ef-
fects of peer rejection might be on children’s adjustment to
school. In particular, being liked by teachers was more im-
portant for the adoption of school-related goals than was a
high level of acceptance among peers. Indeed, the most
highly motivated group of students was comprised of young
adolescents who had very few friends. However, these stu-
dents were also those most preferred by teachers.

Implications for Future Research

Although establishing positive interpersonal relationships at
school is an important aspect of school adjustment in and of it-
self, children’s relationships with teachers and peers take on
added significance when considered in relation to other as-
pects of school adjustment. On the one hand, it is likely that
interpersonal relationships and other aspects of adjustment
are interrelated. For instance, behavioral competence appears
to mediate positive relationships between multiple aspects
of peer relationships and academic achievement (Wentzel,
1991a, 1997). In addition, however, the extant literature indi-
cates that these relations are likely reciprocal and complex.
For instance, social rejection by peers can result in antisocial
as well as other maladaptive forms of behavior. However, ag-
gressive and antisocial forms of behavior also appear to be part
of a maladaptive cycle of peer rejection, inappropriate behav-
ior, and peer rejection, with behavioral incompetence often in-
stigating initial peer rejection (Dodge, 1986). In some cases
this is true of academic achievement as well, with peer rejec-
tion appearing after academic difficulties are experienced
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(Dishion, 1990). Although similar work has not been con-
ducted on teachers, children’s relationships with parents can
result in similar cycles of inappropriate behavior followed by
harsh parenting, escalated child aggression, and finally mal-
adaptive outcomes at school (Patterson & Bank, 1989). It is
reasonable to expect that similar patterns of interaction might
also develop with teachers.

Of central importance to a discussion of school adjust-
ment, however, is how these behavioral competencies de-
velop in the first place and how educators might intervene to
facilitate positive adjustment when it has not occurred. One
common explanation for how social influence takes place fo-
cuses on the motivational significance of children’s social
relationships. In general, it is hypothesized that children are
more likely to adopt and internalize goals that are valued by
others when their relationships are nurturing and supportive
than they are when their relationships are harsh and critical
(see Grusec & Goodnow, 1994). In turn, if goals for socially
desirable outcomes have been internalized, efforts to achieve
these goals and corresponding displays of appropriate behav-
ior are likely to follow (Wentzel, 1991a, 1994). Given the
centrality of goal pursuit for understanding multiple aspects
of school adjustment, the role of interpersonal relationships
with teachers and peers in explanations of why students pur-
sue social goals is the focus of the following section.

SOCIAL INFLUENCES ON SCHOOL ADJUSTMENT

There are two general mechanisms whereby the aspects of
school adjustment discussed in this chapter might be influ-
enced by interpersonal interactions and relationships. First, in-
teractions with adults and peers can provide children directly
with resources that promote the development of specific com-
petencies. These resources can take the form of information
and advice, modeled behavior, or specific experiences that fa-
cilitate learning. In the classroom, students provide each other
with valuable resources necessary to accomplish academic
tasks (Sieber, 1979). Students frequently clarify and interpret
their teacher’s instructions concerning what they should be
doing and how they should do it, provide mutual assistance in
the form of volunteering substantive information and answer-
ing questions (Cooper, Ayers-Lopez, & Marquis, 1982), and
share various supplies such as pencils and paper. Classmates
provide each other with information by modeling both acade-
mic and social competencies (Schunk, 1987) and with norma-
tive standards for performance by comparing work and grades
(Butler, 1995; Guay, Boivin, & Hodges, 1999).

Second, social interactions can facilitate the development
of intrapersonal outcomes related to the development of

social and academic skills. Theoretical models of these latter
indirect influences describe the socialization process as one of
communicating goals and expectations for specific behavioral
outcomes and then providing a context wherein these goals
are learned and subsequently internalized (see Darling &
Steinberg, 1993; Grusec & Goodnow, 1994). Therefore, the
challenge is to identify the socialization processes that lead
children to pursue certain goals and not others, and to develop
generalized social orientations that direct behavior across
multiple settings.

The present discussion focuses on children’s motivation to
achieve valued social goals as a central target of socialization
influences from adults and peers. A thorough review of work
on parental influence and children’s school adjustment is be-
yond the scope of this chapter. However, models of parental
socialization are relevant for understanding ways in which
teachers might influence their students’ adjustment. There-
fore, I discuss work on parents as socializers of children’s
motivation first, followed by a description of ways in which
effective teachers are similar to effective parents. Next,
literature on peers as socializers of student motivation is
discussed.

Adult Socialization of Children’s Goal Pursuit

Although children pursue goals for many reasons, the ques-
tion of what leads them to pursue goals for their own sake
without the need for external prompts or rewards lies at the
heart of research on socialization (e.g., Grusec & Goodnow,
1994; Maccoby, 1992). One way to understand this phenom-
enon with respect to schooling is to consider goals to be in-
ternalized when a student pursues them consistently across
many learning situations. These goals could represent out-
comes in which a student is intrinsically interested or those
for which he or she has acquired personal value (e.g., Ryan,
1993). If specific socialization experiences promote the de-
velopment of these internalized goals, how then does this
influence occur? For the most part, mechanisms that link par-
enting styles to children’s internalization of specific goals
have not been the target of empirical investigations. How-
ever, many researchers have identified general types of
parental behavior that relate to their children’s motivational
and behavioral adjustment to school. Their work is reviewed
in the following section.

Parents as Socializers

Much research on parental influence on children’s school
functioning has focused on links between particular types
of parenting styles and child outcomes (Ryan, Adams,
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Gullotta, Weissberg, & Hampton, 1995). Based on extensive
observations of parents and children, Diana Baumrind con-
cluded that specific dimensions of parent-child interactions
could predict reliably children’s social, emotional, and cogni-
tive competence (Baumrind, 1971, 1991). In general, these
dimensions reflect consistent enforcement of rules, expecta-
tions for self-reliance and self-control, solicitation of chil-
dren’s opinions and feelings, and expressions of warmth and
approval. Of interest for the present discussion is that parent-
ing behavior reflecting these dimensions has been associated
with children’s academic motivation, including intrinsic in-
terest (Ginsberg & Bronstein, 1993; Rathunde, 1996) and
goal orientations toward learning (Hokoda & Fincham,
1995). Although studies provide little evidence that specific
parenting practices promote the consistent pursuit of specific
social goals, they do indicate that motivational processes
might be a critical outcome of socialization experiences that
can partly explain school adjustment outcomes.

A more specific model of influence proposed by Ryan
(1993) recognizes the importance of parenting styles similar to
those identified by Baumrind and speaks directly to the issue
of why children adopt and internalize socially valued goals
(for similar arguments, see Deci & Ryan, 1991; Connell &
Wellborn, 1991; Grolnick, Kurowski, & Gurland, 1999;
Lepper, 1983). Ryan argues that within the context of a secure
parent-child relationship in which caregivers provide contin-
gent feedback, nurturing, and developmentally appropriate
structure and guidance, young children develop a generalized
positive sense of social relatedness, personal competence,
and autonomy when presented with new experiences and
challenges. These positive aspects of self-development then
support the internalization of socially prescribed goals and
values—that is, “the transformation of external controls and
regulations into internal ones” (Ryan, 1993, p. 29). In contrast,
children who do not experience secure relationships tend to
enter situations with detachment or high levels of emotional
distress.

This perspective on parent socialization implies that stu-
dents’ orientations toward achieving socially valued out-
comes in the classroom, including academic success, might
be part of an overarching or more global motivational system
derived from early socialization experiences. Although it is
limited, research supports this notion. For instance, young
children’s initial orientations toward achievement of acade-
mic tasks appears to be grounded in children’s fundamental
view of themselves as morally and socially acceptable human
beings (Burhans & Dweck, 1995; Dweck, 1991; Heyman,
Dweck, & Cain, 1992). Further, Heyman et al. (1992) report
that these beliefs are related to children’s reports of how they
think their parents will react to their successes and failures;

children who express relatively maladaptive orientations
toward failure also report high levels of parental criticism,
and those who express positive orientations report caring
and supportive parental responses. At a more general level,
researchers have related aspects of parenting to young chil-
dren’s sense of relatedness, personal competence, and auton-
omy (Grolnick & Slowiaczek, 1994).

Although Ryan’s (1993) model of internalization poses
the intriguing hypothesis that the foundations for internaliza-
tion can only be laid within the context of early socialization
experiences, it is likely that teachers can influence which
classroom-specific goals children choose to pursue. First,
teachers define appropriate types of classroom behavior and
standards for social as well as academic competence. In
doing so, they provide students with information concerning
which goals they should and should not pursue. Second,
teachers appear to establish contexts that reflect those pro-
vided by effective parents (e.g., Grolnick & Ryan, 1989;
Skinner & Belmont, 1993; Wentzel, 2002a). In doing so, they
likely promote directly the adoption and pursuit (if not inter-
nalization) of classroom-specific goals.

Teachers as Socializers of Classroom Rules and Norms 

Like parents, teachers communicate socially valued goals
and expectations to their students. Teachers are sensitive to
individual differences in classroom conduct, value socially
competent behavior, and spend an enormous amount of time
teaching their students how to behave and act responsibly
(see Doyle, 1986). In fact, teachers tend to have a core set
of behavioral expectations for their students reflecting appro-
priate responses to academic requests and tasks, impulse
control, mature problem solving, cooperative and courteous
interaction with peers, involvement in class activities, and
recognition of appropriate contexts for different types of be-
havior (LeCompte, 1978a, 1978b; Trenholm & Rose, 1981).
Moreover, teachers actively communicate these expectations
to their students—regardless of their instructional goals,
teaching styles, and ethnicity (Hargreaves, Hester, & Mellor,
1975). Teachers also communicate expectations for students’
interactions with each other. High school teachers promote
adherence to interpersonal rules concerning aggression, man-
ners, stealing, and loyalty (Hargreaves et al., 1975), and ele-
mentary school teachers tend to focus on peer norms for
sharing resources, being nice to each other, working well
with others, and harmonious problem solving (Sieber, 1979).
Teachers also communicate directly to students when stu-
dents need to pay attention as a function of which contexts
they are in (Shultz & Florio, 1979) and when and where it is
appropriate to interact with peers (Sieber, 1979).
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Teachers tend to promote prosocial and socially responsi-
ble behavior in several ways. For instance, various classroom
management practices can be used to establish group order
and control (see Doyle, 1986). Blumenfeld and her col-
leagues (Blumenfeld, Hamilton, Bossert, Wessels, & Meece,
1983; Blumenfeld, Hamilton, Wessels, & Faulkner, 1979)
have documented specific ways in which social responsibility
is taught at school. In particular, they have studied teacher
communications to students that relay why students ought
to behave in certain ways—that ascribe causal attributions for
students’ behavior and suggest sanctions for classroom con-
duct. These researchers found that teachers’ communications
reflect specific issues concerning academic performance, aca-
demic procedures (i.e., proper ways to do work), social pro-
cedures (e.g., talking, adhering to social conventions), and
social-moral norms (e.g., cheating, fighting). Within the pro-
cedural and social-moral domain, 46% of the academic pro-
cedure statements concerned staying on task, 51% of the
social procedure statements concerned talking, and 57% of
the social-moral statements concerned respect for others. The
power of these communications was reflected in that they
were related to students’ ratings of how important classroom
procedures and norms were to them personally.

Developmental issues also are important with respect to the
influence of teachers’ communications on students’ beliefs
about behavior at school. For example, Smetana and Bitz
(1996) reported that almost all adolescents believe that teach-
ers have authority over issues such as stealing and fighting,
somewhat less authority over issues such as misbehaving in
class, breaking school rules, and smoking or substance abuse,
and least authority over issues involving peer interactions,
friendships, and personal appearance. Moreover, when com-
pared to beliefs about the authority of their parents and friends
to dictate their school behavior, adolescents reported that
teachers have more authority with respect to moral issues such
as stealing and fighting and conventional rules involving
school and classroom conduct. Adolescent students also be-
lieved that teachers have as much authority as do parents with
respect to smoking or substance abuse. These beliefs, how-
ever, tended to change as children got older; younger adoles-
cents in middle school reported that teachers have legitimate
authority in all areas of school conduct, and older adolescents
in high school believed that teachers have little authority over
most aspects of students’ lives at school.

Teachers as Providers of Appropriate Contexts 

In addition to communicating to students what they should be
trying to achieve, teachers also can provide students with con-
texts that have the potential to either support or discourage the

adoption of these goals. For instance, in studies of elementary
school-aged students, teacher provisions of structure, guid-
ance, and autonomy have been related to a range of positive,
motivational outcomes (e.g., Grolnick & Ryan, 1989;
Skinner & Belmont, 1993). Birch and Ladd (1996) report that
young children’s healthy adjustment to school is related to
teacher-student relationships characterized by warmth and the
absence of conflict as well as open communication. In con-
trast, kindergartners’ relationships with teachers marked by
conflict and dependency predict less than adaptive academic
and behavioral outcomes through eighth grade—especially
for boys (Hamre & Pianta, 2001). When teachers are taught
to provide students with warmth and support, clear expecta-
tions for behavior, and developmentally appropriate auton-
omy, their students develop a stronger sense of community,
increase displays of socially competent behavior, and show
academic gains (Schaps, Battistich, & Solomon, 1997;
Watson, Solomon, Battistich, Schaps, & Solomon, 1989).

Teachers also structure learning environments in ways that
make certain goals more salient than other goals to students.
For example, cooperative learning structures can be designed
to promote the pursuit of social goals to be responsible to the
group and to achieve common objectives (Ames & Ames,
1984; Cohen, 1986; Solomon, Schaps, Watson, & Battistich,
1992). Teachers also provide students with evaluation criteria
and design tasks in ways that can focus attention on goals to
learn and develop skills (task-related and intellectual goals)
or to demonstrate ability to others (performance goals; see
Ames, 1992; Blumenfeld, 1992). Teachers who provide stu-
dents with a diverse set of tasks that are challenging, have
personal relevance, and promote skill development are likely
to foster pursuit of mastery goals; teachers who use norma-
tive and comparative evaluation criteria and who provide stu-
dents with controlling, noncontingent extrinsic rewards are
likely to promote pursuit of performance goals (see Ames,
1992; Lepper & Hodell, 1989).

It is interesting that theoretical models developed to ex-
plain how teachers promote positive student outcomes are
quite similar to family socialization models (Baumrind, 1971;
Ryan, 1993). For instance, Noddings (1992) suggested that
four aspects of teacher behavior are critical for understanding
the establishment of an ethic of caring in classrooms: model-
ing caring relationships with others, establishing dialogues
characterized by a search for common understanding, provid-
ing confirmation to students that their behavior is perceived
and interpreted in a positive light, and providing practice and
opportunities for students to care for others. Noddings’ no-
tions of dialogue and confirmation correspond closely with
Baumrind’s parenting dimensions of democratic communi-
cation styles and maturity demands. Moreover, empirical
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findings provide some support for these models. When asked
to characterize teachers who care (Wentzel, 1997), middle
school students described teachers who demonstrate democra-
tic and egalitarian communication styles designed to elicit stu-
dent participation and input, who develop expectations for
student behavior and performance in light of individual differ-
ences and abilities, who model a caring attitude and interest in
their instruction and interpersonal dealings with students, and
who provide constructive rather than harsh and critical feed-
back. Moreover, students who perceive their teachers to dis-
play high levels of these characteristics also tend to pursue
appropriate social and academic classroom goals more fre-
quently than do students who do not (Wentzel, 2002a).

Little is known about how teachers define their roles as so-
cialization agents. In a recent interview study, however, mid-
dle school teachers offered a variety of important things that
they did in the classroom—ranging from instruction to pro-
moting students’ social and emotional development (Wentzel,
2000). For instance, half of the 20 teachers mentioned pro-
moting social-emotional development as an important part of
their job, 40% mentioned instruction and establishing posi-
tive teacher-student relationships, and 33% mentioned class-
room management and the teaching of learning skills. In
addition, a good day for teachers was typically described as
one in which students are motivated and on task, whereas bad
days were those in which classroom management issues and
problems with instruction were prevalent.

Peers as Socializers of School Adjustment

Models of socialization by adults have not been used to un-
derstand ways in which children influence each other’s devel-
opment. In fact, interactions with peers have been viewed
most often as having a potentially negative impact on the
pursuit and achievement of educational goals (Berndt, 1999).
Group work is often seen as antithetical to individual achieve-
ment, and peer norms are generally believed to be antagonis-
tic to those of the school. However, peer acceptance among
school-aged children is based in large part on cooperative,
prosocial, and nonaggressive types of behavior (Coie et al.,
1990), and positive peer interactions tend to promote the de-
velopment of perspective-taking and empathic skills that
serve as bases for prosocial interactions (e.g., Youniss, 1994;
Youniss & Smollar, 1985). Moreover, as noted earlier, posi-
tive relationships with peers have been consistently related to
positive academic outcomes.

Can parenting or teacher models of socialization be used
to understand peer influence? Although empirical evidence is
generally lacking, children—like adults—articulate sets of
goals that they would like and expect each other to achieve.

Specific aspects of peer contexts and interactions that lead
children to pursue these goals are not well understood. How-
ever, peer group membership has been associated with the
development of classroom goals in several ways. For exam-
ple, the larger peer group can be the source for behavioral
standards, as well as the mechanism whereby classroom rules
are monitored and enforced; this is especially the case when
students as a group are held accountable for the behavior of
the group’s members or when teachers use peer group leaders
to monitor the class when they must leave their classrooms
(Sieber, 1979). Students also have been observed to monitor
each other by ignoring noninstructional behavior and re-
sponses during group instruction and by private sanctioning
of inappropriate conduct (Eder & Felmlee, 1984; Sieber,
1979).

Cooperative learning activities can also provide contexts
in which peers hold each other accountable to certain stan-
dards of conduct. Indeed, socially responsible behavior in
the form of helping and sharing knowledge and expertise is
an integral part of the cooperative learning process (Ames &
Ames, 1984; Slavin, 1987). With respect to goal pursuit, the
group enforces individual efforts to achieve common goals
that represent both social and task-related outcomes (see
also Sherif, Harvey, White, Hood, & Sherif, 1988). It should
be noted, however, that peer monitoring of behavior is a
useful motivational tool only insofar as the peer group
has adopted adult standards for achievement and norms for
conduct. As children enter middle school and establishing
independence from adult influence becomes a developmen-
tal task, it is less likely that students will automatically en-
force their teachers’ classroom rules (Eccles & Midgley,
1989).

Students’ Beliefs as Mediating Processes

Of final interest for a discussion of socialization influences is
that differences in the degree to which a student believes that
teachers and peers accept and care about him or her might ac-
count in large part for significant links between the nature of
interpersonal relationships at school and aspects of school
adjustment. Indeed, individuals construct beliefs about them-
selves and their social worlds as they experience and interact
with others. Subjective beliefs concerning acceptance and
support from classmates and teachers represent an important
aspect of social cognitive functioning that might influence
behavior to a greater degree than actual levels of acceptance
and support (see Harter, 1996; Harter, Stocker, & Robinson,
1996; Parker & Asher, 1987). The role of these beliefs in ex-
plaining ways in which teachers and peers exert influence is
explored next.
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Research on perceived social support underscores the im-
portant role that students’ perceptions and interpretations of
their peers’and teachers’behavior plays in their active pursuit
of appropriate classroom goals. Few studies have examined
sociometric status in relation to students’ own perceptions of
their peer relationships (cf. Zakriski & Coie, 1996). However,
students who believe that their peers support and care about
them tend to be more engaged in positive aspects of class-
room life than do students who do not perceive such support.
In particular, perceived social and emotional support from
peers has been associated positively with prosocial outcomes
such as helping, sharing, and cooperating, and it has been
related negatively to antisocial forms of behavior (Wentzel,
1994). Young adolescents who do not perceive their relation-
ships with peers as positive and supportive also tend to
be at risk for academic problems (e.g., Goodenow, 1993;
Midgley, Feldlaufer, & Eccles, 1989; Phelan et al., 1991). In
addition, perceived social and emotional support from peers
has been associated with pursuit of academic and prosocial
goals (DuBois, Felner, Brand, Adan, & Evans, 1992; Felner,
Aber, Primavera, & Cauce, 1985; Harter, 1996; Wentzel,
1994, 1997, 1998). It is interesting that perceived support
from peers appears to be more strongly related to pursuit of
goals to be prosocial than is perceived support from parents
and teachers (Wentzel, 1998).

Perceived support from teachers also has been related
to positive motivational outcomes, including the pursuit of
goals to learn and to behave prosocially and responsibly,
educational aspirations and values, and self-concept (Felner
et al., 1985; Goodenow, 1993; Harter, 1996; Marjoribanks,
1985; Midgley et al., 1989; Wentzel, 1994). In middle school,
students’ perceptions that teachers care about them have been
related to positive aspects of student motivation such as pur-
suit of social and academic goals, mastery orientations to-
ward learning, and academic interest (Wentzel, 1997). In a
recent study of perceived support from teachers, parents, and
peers (Wentzel, 1998), perceived support from teachers was
unique in its relation to students’ interest in class and pursuit
of goals to adhere to classroom rules and norms. Finally,
Eccles and her colleagues (Feldlaufer, Midgley, & Eccles,
1988; Midgley et al., 1989) found that young adolescents re-
port declines in the nurturing qualities of teacher-student
relationships after the transition to middle school; these de-
clines correspond to declines in academic motivation and
achievement. As students proceed through middle school,
they also report that teachers become more focused on stu-
dents’ earning high grades, competition between students,
and maintaining adult control, with a decrease in personal
interest in students (Harter, 1990, 1996). Students who report
these changes also tend to report less intrinsic motivation to

achieve than do students who do not report such changes
(Harter, 1996).

Implications for Future Research

Agrowing body of evidence suggests that models of socializa-
tion might be well suited for understanding which goals chil-
dren pursue at school and the degree to which these goals have
been internalized and represent personal values. Socialization
models are especially important to consider with respect to the
content of students’goals, given that successful students must
achieve social and academic objectives that are imposed ex-
ternally by adults. In this regard, it is important to note that
some students reject these goals outright. It is likely that other
students merely comply with these expectations and present
the impression that they are interested in achieving what is re-
quired when in fact they are not (see Juvonen, 1996; Sivan,
1986). Some students, however, are likely to have internalized
adult-valued goals and are committed to achieving them re-
gardless of competing expectations. Therefore, identifying the
precise socialization experiences that lead to these fundamen-
tally different orientations toward learning remains a signifi-
cant challenge to the field.

Several issues remain unresolved with respect to teacher
influences on student goal setting. First, teachers tend to
focus on different issues depending on the age of their stu-
dents. For instance, teachers of early elementary and junior
high school students tend to spend more of their time on is-
sues related to social conduct than do teachers at other grade
levels (Brophy & Evertson, 1978). In addition, the contribu-
tion of various socialization agents to the development and
internalization of goals and values might also change with
age. Whereas parents and teachers might facilitate the learn-
ing and adoption of goals in young children, peers might play
an increasingly important role as children reach adolescence. 

The reward structures that teachers establish in their class-
rooms also might have differential impact depending on stu-
dents’ age and family environment. Ames (1984, 1992) has
identified several classroom reward structures that communi-
cate the value of goals to compete with others, to improve
one’s own personal performance, and to cooperate with group
efforts. However, middle school and high school students
might be more attuned than are elementary-aged children to
evaluation practices that are competitive and normative (see
Harter, 1996; Ruble, 1983). Students from families who stress
mastery over performance might also be less susceptible
to teacher practices that focus on performance and ability
(Ames & Archer, 1987). In addition, teachers are likely to dif-
fer in their promotion of specific classroom goals as well as be-
liefs concerning what it means to be a successful student. For



Social Influences on School Adjustment 249

example, a student who pursues social needs for relatedness
and therefore chooses to adopt classroom goals valued by her
or his teacher might learn that being better than others (pursu-
ing competitive goals) defines success, whereas this same
student might learn from another teacher that progressively
mastering subject matter (achieving individualistic goals) or
perhaps even behaving cooperatively (achieving prosocial
goals) defines success (see Ames, 1984, 1992). Therefore, it is
difficult to predict which students will be most successful
without knowing the content of goals and belief systems being
communicated by individual teachers.

Perhaps one of the more interesting questions with respect
to socialization within peer contexts is the strength of peer in-
fluence compared to that of parents and other adults. Studies of
parents and peers provide evidence that parents can influence
their children to a much greater extent than can peers (Youniss
& Smollar, 1989). Moreover, it appears that the existence or
quality of peer relationships is not destined to influence moti-
vation negatively or positively if supportive relationships with
parents or teachers exist. With respect to practice, these find-
ings imply that although peer influence might be strong, it can
be superseded. In fact, interventions to offset the often nega-
tive influence of peer groups and gangs might be especially
successful if children are exposed to interactions with adults
who can instill a sense of autonomy, mutuality, warmth, and
guidance into their relationships with these children (see
Heath & McLaughlin, 1993). Moreover, peer group member-
ship tends to change frequently, suggesting that influence by a
particular group might also be fairly transient. Therefore, hav-
ing access to adult relationships that are stable and predictable
also should contribute positively to intervention efforts.

With respect to the issue of social support and student pur-
suit of socially valued goals, it is possible that students who
perceive low levels of social support experience psychological
distress that in turn will increase focus on the self and decrease
the likelihood of positive orientations toward learning and so-
cial interactions. In support of this specific focus on emotion
regulation are findings that perceived support from families is
related negatively to depression and depressive affect in young
adolescents (Cumsille & Epstein, 1994; Feldman, Rubenstein
& Rubin, 1988; Kaplan, Robins, & Martin, 1983; Wenz-Gross,
Siperstein, Untch & Widaman, 1997). Other studies have
linked psychological distress and depression to interest in
school (Wentzel, Weinberger, Ford, & Feldman, 1990) as well
as to academic performance (Harter, 1990; Wentzel et al.,
1990). Negative emotional states have been related to negative
attitudes, poor adjustment to school (Dubow & Tisak, 1989),
and ineffective cognitive functioning (Jacobsen, Edelstein,
& Hofmann, 1994). The relevance of this literature for
understanding the impact of social relationships on student

outcomes is demonstrated in recent work documenting that
emotional distress can explain (in part) significant relations be-
tween perceived support from peers and young adolescents’in-
terest in school (Wentzel, 1998), as well as between peer
acceptance and adolescents’ prosocial behavior (Wentzel &
McNamara, 1999). Actual levels of peer rejection as well as
peer harassment have also been linked to perceived academic
competence and achievement by way of negative affect (Guay
et al., 1999; Juvonen, Nishina, & Graham, 2000).

Future research also might focus on identifying additional
student characteristics that predispose students to perceive
relationships with adults and peers in either positive or nega-
tive ways. The literature on peer relationships suggests that
children who are socially rejected tend to believe that others
are out to harm them when in fact they are not, and such
children choose to pursue inappropriate and often antisocial
goals in social situations (see Dodge & Feldman, 1990;
Erdley, 1996). Over time, these children develop peer rela-
tionships marked by mistrust and hostility. Similar research
has not been conducted on student-teacher relationships.
However, it is possible that students who believe that teach-
ers do not like them might also be perceiving and interpreting
these adult relationships in ways that are biased and un-
founded. Therefore, efforts to promote perceptions that peers
and teachers are caring and supportive are likely to be most
successful if students themselves are targets of intervention.

It also is important to extend our understanding of the un-
derlying belief systems that are reflected in a general percep-
tion of social support. In this regard, Ford (1992) has described
a set of context beliefs about social relationships and settings
that have the potential to link generalized perceptions of social
support and belongingness to classroom functioning. Specifi-
cally, Ford argues that within specific situations, individuals
formulate beliefs concerning the correspondence between
their personal goals and those of others, the degree to which
others will provide access to information and resources neces-
sary to achieve one’s goals, and the extent to which social
relationships will provide an emotionally supportive environ-
ment. This implies that students will engage in positive social
and academic activities when they perceive the classroom as a
place that provides opportunities to achieve social and acade-
mic goals; as a safe and responsive environment; as a place
that facilitates the achievement of goals by providing help, ad-
vice, and instruction; and as a place that is emotionally sup-
portive and nurturing. Recent research (Wentzel et al., 2000)
demonstrates that students can define their classroom relation-
ships along these dimensions, with respect to teachers as well
as to peers. Moreover, these dimensions appear to predict stu-
dents’ classroom behavior, their motivation to behave appro-
priately, and their interest in subject matter.
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These context beliefs most likely reflect the outcome of
students’ history of interacting with specific teachers and
peers at school. For instance, students who come to school
with strong motives to behave prosocially rather than com-
petitively (e.g., Knight & Kagan, 1977) might develop a gen-
eralized belief that classroom goals are antagonistic to their
personal goals if they have a history of interacting with teach-
ers who have rewarded demonstrations of superiority rather
than equality. Similarly, students might have experienced
teachers who have not taken the time to give them extra help
(Brophy & Evertson, 1978) or who have failed to provide op-
portunities for students to model skills for each other in inter-
active settings (Schunk, 1987). These students also are likely
to perceive the classroom as an unsupportive if not hostile
learning environment. Research that examines the degree to
which negative context beliefs can be changed to reflect a
more positive outlook might provide valuable insights into
ways that the social context of the classroom can be engi-
neered to have a maximum impact on students’ adoption and
pursuit of appropriate classroom goals. 

CONCLUSIONS AND PROVOCATIONS
FOR THE FIELD

Throughout this chapter, I have highlighted the importance of
defining school adjustment within an ecological, systemic
framework. In doing so, I have documented the importance
of social motivational processes, behavioral competence, and
interpersonal relationships not only as critical aspects of
school adjustment, but also as a complex and interrelated set
of outcomes that contribute to academic accomplishments. In
addition, work that underscores the importance of students’
interpersonal relationships with teachers and peers in pro-
moting healthy and adaptive functioning at school has been
described. Although definitions of school adjustment and the
relative importance of various outcomes are likely to vary de-
pending on context-specific values and norms of a classroom,
the literature provides strong support for the notion that gen-
eral levels of adjustment require personal attributes such as
the ability to coordinate multiple goals, motivation to behave
in socially desirable ways, and the social skills necessary to
behave in socially competent ways. In turn, it appears that the
development of these personal attributes can be supported by
developmentally appropriate expectations for behavior, as
well as provisions of emotional and social support, auton-
omy, and consistency and structure on the part of teachers
and peers. 

Beyond these basic observations, however, many interest-
ing and provocative questions remain. In conclusion, therefore,

I would like to raise several general issues in need of additional
consideration and empirical investigation if educational psy-
chologists are to make progress in understanding children’s ad-
justment to school. These issues concern the expectations and
goals we hold for our students, the role of developmental
processes in choosing these goals (and therefore in how we
view healthy adjustment), the development of more sophisti-
cated models to guide research on school adjustment, and re-
search methods and designs.

Defining School Adjustment 

Perhaps our most important task as researchers and educators
is to come to terms with the questions raised at the beginning
of this chapter: What are our educational goals for our chil-
dren? Do we want to teach simply to the test or nurture our
children in ways that will help them become productive and
healthy adults and citizens? By the same token, what are the
goals that children bring with them to school? Do they strive
to excel in relation to their peers, satisfy their curiosities, get
along with others, or simply feel safe? In order to understand
fully children’s adjustment to school, it is imperative that we
continue to seek answers to these questions and identify ways
to coordinate these often antagonistic goals to achieve a
healthy balance of multiple objectives. Indeed, the process of
achieving more adaptive levels of adjustment will always in-
clude negotiations and coordination of the multiple and often
conflicting goals of teachers, peers, students themselves, and
their parents.

Although we as educational psychology researchers are
beginning to understand the basic goals that most teachers
and students wish to achieve, we know little about how and
why students come to learn about and to adopt these goals as
their own. For instance, how do teachers communicate their
expectations and goals to students, and which factors predis-
pose students to accept or reject these communications? We
know that parental messages are more likely to be perceived
accurately by children if they are clear and consistent, are
framed in ways that are relevant and meaningful to the child,
require decoding and processing by the child, and are per-
ceived by the child as being of clear importance to the parent
and as being conveyed with positive intentions (Grusec &
Goodnow, 1994). Do these same factors reflect effective
forms of teacher-student communication—and if so, can we
teach teachers to communicate goals and expectations to
their students in similar ways?

Similarly, we need to focus on understanding student char-
acteristics that facilitate their acceptance of teachers’ commu-
nications. Motivational factors such as perceived autonomy,
competence, and belongingness (e.g., Connell & Wellborn,
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1991) and social-emotional competencies such as the ability to
experience empathy and interpersonal trust (see Grusec &
Goodnow, 1994) are well-documented correlates of com-
pliance with—if not internalization of—socially valued
goals. Other factors such as students’beliefs regarding the fair-
ness, relevance, and developmental appropriateness of teach-
ers’ goals and expectations also need to be investigated in this
regard (e.g., Smetana & Bitz, 1996). Finally, social informa-
tion processing skills that determine which social messages
and cues are attended to, how they are interpreted, and how
they are responded to are a critical component of socially com-
petent behavior (Crick & Dodge, 1994). These skills have been
widely researched in the area of peer relationships; extending
our knowledge of their influence to the realm of teacher-
student relationships and adaptation to classroom contexts is a
necessary next step in research on school adjustment.

Developmental Processes 

If the achievement of socially valued goals is accepted as a
critical component of school adjustment, investigations of
appropriate goals and expectations also must be conducted
within a developmental framework, taking into account the
age-related capabilities of the child. Issues of developmen-
tally appropriate practices have been addressed primarily at
the level of preschool education. However, a consideration of
developmental issues is critically important for students of all
ages. To illustrate, Grolnick (Grolnick et al., 1999) argues that
children face normative motivational challenges as they make
their way through school; issues of social integration define
the transition to school, the development self-regulatory skills
and positive perceptions of autonomy and competence define
the elementary years, and flexible coping and adaptation to
new environments mark the transitions into middle and high
school. The undertaking and mastery of these developmental
tasks as they relate to school activities need to be incorporated
into definitions and models of school adjustment and recog-
nized as core competencies that children need to achieve as
they progress through their school-aged years.

A developmental focus also is necessary for understanding
the demands on teachers of students of different ages. Re-
searchers (e.g., Brophy & Good, 1974; Eccles & Midgley,
1989) have observed that teachers treat students differently
and focus on different tasks and goals depending on the age
of their students. At this point, we do not know if changing
developmental needs of students or normative and societal
expectations for children at different ages drive these differ-
ences. However, if we are to understand the nature and
requirements of school adjustment, a critical look at the abili-
ties of children at different ages as well as the normative

requirements for competent classroom functioning is neces-
sary. Systematic longitudinal and experimental research is
needed to tease apart the relative contributions of children
and teachers to patterns of classroom behavior and student-
teacher interactions that appear to change across the elemen-
tary, middle school, and high school years.

Theory Building

As noted throughout this chapter, theoretically based models
of school adjustment are not well developed. In particular, the
role of context as it interacts with individual differences and
psychological processes needs careful and systematic consid-
eration. First, models need to address the possible ways in
which children and the various social systems in which
they develop—including home, peer groups, and schools—
interact to create definitions of school-related competence
(see Bronfenbrenner, 1989). In this regard, models that incor-
porate lay theories of what it means to be successful and be-
liefs concerning how success is achieved are essential (see
Ogbu, 1985; Sternberg & Kolligian, 1990). How these beliefs
change as children develop and ways in which they con-
tribute to children’s developing school-related goal hierar-
chies should be a primary target of researchers’ efforts.
Models of socialization also need to be developed with spe-
cific types of social relationship configurations in mind (e.g.,
dyads vs. groups, friendships vs. acquaintanceships) and per-
haps modified depending on whether the relationships are
with parents, peers, or teachers, and whether the target student
is in elementary, middle, or high school. Similarly, the impact
of other social context factors such as gender, race, and culture
need to be incorporated into the model. Continued research on
classroom reward structures (Ames, 1984), organizational
culture and climate (Maehr & Midgley, 1991), and person-
environment fit (Eccles & Midgley, 1989) also can inform our
understanding of how the social institutions and contexts
within which learning takes place can motivate children to
learn and behave in very specific ways.

Theoretical considerations of school adjustment also must
continue to focus on underlying psychological processes and
skills that promote the development and display of adjustment
outcomes. For example, researchers have clearly established
significant and powerful links between prosocial and socially
responsible behaviors and academic accomplishments. What
have not been identified, however, are the psychological un-
derpinnings of these behaviors. Research on skills and strate-
gies involved in emotion regulation (Eisenberg & Fabes,
1992), self-regulated learning (see the chapter by Schunk &
Zimmerman in this volume), social information processing
(Crick & Dodge, 1994), and goal coordination (Wentzel,
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1991b, 2002b) might be particularly fruitful in determining
the degree to which multiple aspects of school adjustment
(e.g., prosocial behavior, academic performance) reflect a
core set of psychological and emotional competencies as well
as the degree to which social behaviors themselves contribute
directly to learning outcomes.

Research Methods and Designs 

Our current understanding of school adjustment is based pri-
marily on correlational studies of white middle-class children.
Correlational strategies have resulted in a wealth of data that
can serve as a strong foundation for further theory building
and research. However, continued investigations in this area
would profit from extending these simple correlational de-
signs to incorporate ethnographic as well as experimental
components. For instance, understanding what constitutes
school adjustment in a classroom or broader school setting re-
quires in-depth conversations with and extensive observations
of students and teachers as they carry out their day-to-day
lives at school. In addition, identifying ways to promote
school adjustment requires careful, systematic long-term in-
tervention studies. Although such projects are rare (cf. Schaps
et al., 1997; Solomon et al., 1992), ongoing research involving
experimentation and evaluation of progress is essential if we
are to identify strategies and experiences that will improve the
lives of students in significant ways.

In addition to design considerations, researchers also need
to focus on more diverse samples. Although it is likely that
the underlying psychological processes that contribute to
school adjustment are similar for all students regardless of
race, ethnicity, gender, or other contextual and demographic
variables, the degree to which these latter factors interact with
psychological processes to influence adjustment outcomes is
not known. For instance, goal coordination skills might be
more important for the adjustment of children from minority
backgrounds than for children who come from families and
communities whose goals and expectations are similar to
those of the educational establishment (e.g., Fordham &
Ogbu, 1986; Phelan et al., 1991). Peer relationship skills
might be especially important for adjustment in schools
where peer cultures are particularly strong or where collabo-
rative and cooperative learning is emphasized. Achieving a
better understanding of such interactions deserves our full at-
tention. Similarly, definitions of competence and adjustment
are likely to vary as a function of race, gender, neighborhood,
or family background. Expanding our database to include the
voices of underrepresented populations can only enrich our
understanding of how and why children make successful
adaptations to school.
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This chapter examines the research literature on the gendered
socialization of students as they participate in the social and
academic culture of the classroom. The term gendered social-
ization refers to how female and male students receive dif-
ferent messages about appropriate classroom behaviors. It
explores the attributes of classrooms where the academic and
social experiences for both female and male students are not
limited by their gender, and it reveals recommendations,
strategies, and insights into fostering equitable learning envi-
ronments for females and males in early childhood, middle
grades, and high school environments. For all of our students,
coming to understand what they know and are able to do in
the world is our central goal. This chapter emphasizes the im-
portance for educators of understanding the role of gender in
their expectations of the academic and social behaviors of
their female and male students.

The central questions addressed by this chapter are (a) To
what extent do schools and teachers’ expectations of males
and females influence their development, behavior, and acad-
emic success in school? and (b) How do classroom interac-
tions and school curriculum socially construct what it means
to be female and male and in what ways does that limit
possibilities for girls and boys in schools? This chapter
seeks to guide individuals to a heightened awareness of the
impact of gender issues in the classroom on student learning
and self-concept and on the social relations within the class-
room. Furthermore, it explores the ways in which sexual

harassment in schools and school programs interferes with
the equal access to education—afforded all students under
Title IX of the Education Amendments of 1972. Beyond the
classroom climate, this chapter seeks to expose the embedded
gender messages in formal precollege curriculum and suggest
possibilities for examining curriculum through the lens of
gender. Gender issues in the classroom are examined from a
developmental perspective as well as from a sociocultural
perspective, exploring the interactive nature of student social-
ization and achievement and the role of school curriculum in
fostering a sense of competence in all students. It concludes
with a guide for establishing gender-equitable learning envi-
ronments that contribute to the well-being of all the students.

DEFINING GENDER ISSUES AND EQUITY
IN EDUCATION

A gender issue refers to a classroom practice or policy that
differentiates the learning experience in ways that limit
opportunities for females and males in the classroom. Each
gender issue or gender-related issue addresses educationally
relevant processes and skills. The field of gender equity in
education refers to educational practices that are fair and just
toward both males and females, are free from bias or fa-
voritism, show preference toward neither gender, and show
concern for both genders (adapted from Klein, Ortman, &
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Friedman, 2002). The topic of gender issues in the classroom
addresses the following questions: What are the attributes of
gender equitable classroom environments? How does the so-
cialization of girls and boys promote gender stereotypes in
the classroom? How are gender stereotypes supported by the
classroom teacher? In what ways do classroom gender issues
limit opportunities for social and academic advancement for
girls and boys? Amidst an array of widely varied responses to
these questions is the understanding that an awareness of the
role of gender in learning and behavior can help educators to
avoid the trap of limiting children’s growth by making and
acting upon stereotypical assumptions about individual stu-
dents’ abilities and development.

Furthermore, it is understood that a study of gender-
equitable classroom practices addresses the content of the
formal curriculum and the curriculum of classroom interac-
tions that give tacit messages to females and males about
their roles in the classroom community and the larger formal
curriculum. Hence, gender issues move researchers to ex-
plore the study of the formal curriculum, the content of cur-
ricular materials, classroom interactions as curriculum (also
called the hidden curriculum), the ways in which the materi-
als are taught, and the evaded curriculum, the things that are
not taught in our nation’s schools (American Association of
University Women Educational Foundation, 1992).

Informing the field of gender equity in education and con-
sequently the areas relating to classroom gender issues is the
understanding that classroom communities create social and
academic climates that are diversified by socioeconomic
class, ethnicity, and geographic region. Because social inter-
actions in classrooms emerge from dominant cultural con-
structs in specific communities, attention to diversity is
imperative for the understanding of the full range of gender
issues in the classroom. Profound changes in school demo-
graphics have demanded that the field of gender equity in ed-
ucation examine the impacts of changing communities on
gender relations and gender equity in classrooms. Studies re-
lating to diverse environments and considering schools and
communities of learners that differ from the dominant White
middle-class model are emerging in the research literature
and are addressed in this chapter.

Gender Equity in Education and the Law

Key United States civil rights laws focus on prohibiting dis-
crimination on the basis of sex, race, and national origin as
well as age, religion, and disability. Title IX of the Education
Amendments of 1972 prohibits discrimination on the basis of
sex in education programs or activities receiving federal
financial assistance; this key civil rights statute makes it

illegal to treat students differently or separately on the basis
of sex. Modeled on Title VI of the Civil Rights Act of 1964
that prohibits discrimination based on race, color, and
national origin, it differs from Title VI, which applied to all
federal financial assistance, by being limited to education
programs that receive federal financial assistance (Klein et
al., 2002). Also included in the Civil Rights Act of 1964 was
Title VII, which prohibits employment discrimination in ed-
ucation on the basis of sex, race, and national origin.

At the United Nations Fourth World Conference on Women
held in Beijing in 1995, the Platform for Action to raise the
status of women around the world was adopted by representa-
tives from 189 countries, including the United States. Included
in this platform were provisions for the advancement of gen-
der equity in education, with an entire section devoted to reso-
lutions on that topic. The declaration specifically states

Education is a human right and an essential tool for achieving the
goals of equality, development and peace. Non-discriminatory
education benefits both girls and boys and thus ultimately con-
tributes to more equal relationships between women and men.
Equality of access to and attainment of educational qualifications
is necessary if more women are to become agents of change.
(United Nations, 1995, summary, p. 1.)

Sexual Harassment and the Law

Under the guidelines established by the Office for Civil
Rights (OCR), sexual harassment is a form of sex discrimi-
nation prohibited by Title IX of the Education Amendments
of 1972. The regulation implementing Title IX, Section
106.31 outlaws sexual harassment as a form of disparate
treatment that impedes access to an equitable education.
OCR identifies two types of sexual harassment in schools—
quid pro quo and hostile environment. Quid pro quo sexual
harassment occurs when a school employee causes a student
to believe that he or she must submit to unwelcome sexual
conduct to participate in a school program or activity. It can
also occur when a teacher suggests to a student that an
educational decision such as grades will be based on whether
the student submits to unwelcome sexual conduct. Hostile
environment harassment occurs when unwelcome verbal or
physical conduct is sufficiently severe, persistent, or perva-
sive that it creates an abusive or hostile environment for the
affected student (U.S. Department of Education, 1997). On
May, 24, 1999, the Supreme Court ruled that school districts
can be liable for damages under federal law for failing to stop
a student from subjecting another to severe and pervasive
sexual harassment, hence denying its victim of equal access
to education guaranteed under Title IX of the Education
Amendments of 1972 (as reported in Greenhouse, 1999).
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Gender-Equitable Learning Environments

While implying quality education and equal opportunities
and access for all students, gender equity differs from gender
equality. Equality sets up a comparison between males and
females and asks the question Are they receiving the same
education? (AAUW, 1998). Gender equity poses a different
question for the classroom dynamic: Do students receive the
right education to achieve a shared standard of excellence?
Gender equity asserts that males and females do not need the
same things to achieve shared outcomes. Gender equity is not
sameness or equality; it is equity of outcomes—equal access
to achievement and opportunity. Hence, equitable education
addresses the needs of girls and boys rather than questions
whether each receives the same thing (AAUW, 1998).

The field of gender equity in the classroom began as an
outgrowth of the women’s movement of the 1970s and fo-
cused on the damaging effects of holding male achievement
and accomplishment as the norm against which females are
measured. This led to a deficit model that emphasized girls’
inabilities to perform as well as boys on various standardized
tests throughout the precollege experience. Early work in
gender equity challenged this deficit model because it sug-
gested that there was something wrong with the girls that
needed to be fixed or remedied. This situation prompted re-
searchers to explore learning environments for girls and boys
while they were participating in the same classroom with the
same teacher (Klein, 1985; Sadker & Sadker, 1982). What
they found (in predominantly White middle-class class-
rooms) was that the problems were not internal to the girls;
rather, they were situated in the external learning environ-
ment. Early studies then revealed that classroom practices
routinely favor the academic development of boys (discussed
later in this chapter), and interventions were developed
to provide more equitable learning environments for girls
(Clewell, Anderson, & Thorpe, 1992; Greenberg, 1985;
Logan, 1997; Saker & Sadker, 1984; Sanders et al., 1997).
Although these interventions helped individual girls to
achieve in areas in which they were lagging, this deficit
model inferred that girls would be successful if they just ac-
quired the same strengths as the boys. This view has shifted
to conceptualize equitable learning environments as those
that capitalize on the strengths of all individuals—both boys
and girls—and invite each to adopt behaviors that help each
gender cultivate strengths not usually developed due to so-
cialization practices and stereotyping.

The field of gender equity in education generally ac-
knowledges that equitable classroom environments have the
following attributes in common (AAUW, 1992, 1995, 1998;
McIntosh, 2000):

• Classrooms are caring communities where individuals
feel safe and where understanding is promoted among
peers.

• Classrooms are free from violence and peer or adult
harassment.

• Classrooms have routines and procedures that ensure
equal access to instructional materials and extracurricular
activities.

• Classrooms have a gender agenda referring to the decon-
struction of gendered expectations for students and en-
couraging full participation of each student including the
expression of nonstereotyped behaviors. 

• Classrooms address the evaded curriculum by exploring
those who have been omitted and by integrating evaded
topics such as sexuality, violence, abuse, and gender
politics.

• Classrooms address the lived experience of students by
providing assignments or projects that develop all students’
capacities to see their life experience as part of knowledge,
wherein students are authorities of their own experience
and contribute to the classroom textbooks by creating
“textbooks of their lives” (McIntosh & Style, 1999).

GENDER ISSUES FACING EDUCATORS

Gender equity research beginning in the 1970s and con-
tinuing through the early 1990s consistently reported a series
of behaviors that characterized coeducational classrooms in
predominantly White middle-class communities (AAUW,
1992; Becker, 1981; Brophy, 1981; Klein, 1985; Lockheed,
1984, 1985; Sadker & Sadker, 1982, 1994). These behaviors
revealed differential treatment of girls and boys in the same
classrooms, with the same teacher, and experiencing the
same curriculum. Categories of analysis included student-
teacher interactions (both teacher- and student-initiated),
peer interactions, and gender segregation (Lockheed, 1985).
Educational researchers sought to gain insight into co-
educational environments by spending time, observing in
classrooms at precollege grade levels, and documenting
teacher-student interactions and peer interactions in class-
rooms, hallways, cafeterias, and school grounds. These stud-
ies compiled data about the nature of teacher-student and
student-student interactions in both the classroom and more
informal school environments. Field researchers took notes
and made extensive ethnographic reports about the experi-
ence of being in these classrooms. The researchers recorded
and coded interactions by gender and interviewed teachers
and students. Some studies used survey data whereby
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students’ hobbies, attitudes, and preferences were recorded
on open-ended and quantitative surveys. One such study of
an independent school in an urban area yielded valuable data
for faculty and administrators about the ways in which their
male and female students were experiencing school and their
lives outside the classroom (Koch, 1996).

When looking at classroom interactions through the lens
of gender, one repeatedly sees similar gendered patterns of
student-teacher interactions, which are elucidated later in this
chapter in detail. However, the repetition of these patterns in
research studies from the 1970s as well as those documented
by the end of the 1990s reveals the consistent pervasiveness
of gender bias in the classroom (Marshall & Reinhartz,
1997); this situation has persisted because classrooms con-
tinue to be microcosms of society, mirroring the gender roles
that teachers and students develop through their socialization
patterns. Both ingrained in our individual identities and me-
diated by social class and ethnicity, gender roles inform much
of the behavior we observe in classrooms. In the following
discussion are common classroom interactions between
teachers and students as they communicate with each other
in formal and informal ways. Instances of gender bias in
teacher-student interactions are often subtle, well intended,
and not designed to limit opportunities for either gender. Sev-
eral researchers have noted, however, that consistent gender-
biased practices can contribute to lowered self-esteem for
girls in ways that can be remedied by intervention strategies
(Chapman, 1997; Sadker & Sadker, 1994).

Changing teachers’ gender-stereotyped behavior requires
prior knowledge of gender issues in the classroom. Teachers
who participate in gender workshops designed to create an
awareness of and an agenda for gender issues in the classroom
tend to promote more equitable classroom settings than do
their peers who have had little or no exposure to the topic. This
participation is differentiated from simple awareness of the
role of gender equity in the classroom. Studies have found that
awareness is not sufficient to change behavior because well-
intended teacher behaviors have been ingrained and practiced
for so many years that teachers automatically respond in cer-
tain ways to boys and girls (Levine & Orenstein, 1994). Be-
cause many teachers have been socialized over their lifetimes
to believe certain stereotypes about genders and have also had
some of the same experiences that their students have had, it is
difficult for them to acquire teaching strategies that call these
belief systems into question.

Gender research results are often described by attributing
behaviors to aggregate groups and disregarding individual
differences within groups (i.e., active girls, silent boys). This
trend toward describing female groups and male groups as a
whole—disregarding individual differences—is changing as

education researchers explore differences within groups and
build an understanding of how race and class mediate gender
socialization. Studies addressing gender issues in the class-
room, however, described differences between populations of
girls and boys in the same classroom settings. The results in-
dicated different patterns of classroom interactions and per-
formance for precollege boys and girls. These patterns were
not random; they reflect differing social and academic expec-
tations and opportunities for male and female students. Many
of the differentiated experiences reflect the ways in which
teachers in classrooms reinforce group stereotypes about stu-
dent skills and opportunities (AAUW, 1998).

The Hidden, Formal, and Null Curriculums

These teacher behaviors are components of what researchers
have termed the hidden curriculum—the tacit messages stu-
dents receive from the daily practices, routines, and behaviors
that occur in the classroom. The hidden curriculum of the
school’s climate are “things not deliberately taught or insti-
tuted, but which are the cumulative result of many uncon-
scious or unexamined behaviors that add to a palpable style or
atmosphere” (Chapman, 1997). An example of these types of
behaviors can be seen in elementary school environments—
for example, when teachers assign girls the task of recording
on the board during a demonstration lesson in science while
boys are required to set up or assemble the accompanying
materials. This fine-motor/gross-motor distinction is one of
many types of gendered expectations that can lead to differ-
entiated outcomes.

In middle school, extracurricular computer clubs are often
dominated by middle-grades boys. No one questions the
absence of girls. This lack of taking notice is another exam-
ple of the ways schools communicate a hidden curriculum.
The high schools often offer advanced placement (AP)
science courses in chemistry and physics that have more
males than females enrolled. When school administrators or
teachers are not asking Where are the girls?, the message is
that they are not expected. Similarly, when advanced place-
ment language arts courses are underenrolled by boys, their
absence needs to signal that the school needs to examine the
issue. When teachers tend to focus the microscope for the
female students who seek help, but the same teachers encour-
age the male students to figure it out for themselves, they
show another example of the implementation of the hidden
curriculum (Koch, 1996; Sanders et al., 1997). In short, the
hidden curriculum comprises the unstated lessons that stu-
dents learn in school: It is the running subtext through which
teachers communicate behavioral norms and individual
status in the school culture—the process of socialization that
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cues children into their place in the hierarchy of larger soci-
ety (Orenstein, 1994).

The hidden curriculum is distinguished from the formal
curriculum, which consists of subject-matter disciplines and
the ways they are taught and tested. The importance of the
formal curriculum cannot be overstated: “I think the main
message any school delivers about what counts is delivered
through its curriculum” (McIntosh, 1984, p. 8). The informal
curriculum is comprised of activities that include athletics,
school government, and extracurricular activities. The infor-
mal curriculum includes the social messages that males and
females receive as they participate in school activities beyond
the formal classroom environment. The null curriculum—
also referred to as the evaded curriculum—refers to what is
missing from all other curricula—not as a result of a con-
scious decision to include it, but merely because it never
occurred to anyone to consider whether it should be there
(Chapman, 1997). The evaded curriculum, examined later in
this chapter, refers to absences in the curriculum that often
include social topics and subject matter content that explores
the experiences of females.

Gender Issues in the Classroom: The Gaps

The last decade witnessed the publication of several research
reports that examined the lives of girls and boys in precollege
environments. These reports were commissioned by the
American Association of University Women (AAUW) Edu-
cational Foundation and contribute to an important fund of
data on gender issues in the classroom and beyond. In 1998,
the foundation assessed developments in Grades K–12 edu-
cation through the lens of gender and noted gaps that persist
despite educators’ increased awareness of the problem of
gender stereotyping in schools. To assess the achievement
and risk factors, several of the glaring gender gaps in educa-
tion are summarized in the following discussion; underlying
issues and causes are revealed in subsequent sections of this
chapter.

Risks for Girls

Girls are more vulnerable to widespread sexual violence and
harassment that interferes with their ability to learn. One out
of every five girls says that she has been sexually or physi-
cally abused; one in four girls shows signs of depression. The
teen birth rate dropped by 17% percent among African
Americans between 1991 and 1996 and by more than 9%
among non-Hispanic Whites. There was no similar decline in
birth rate for Hispanic teens.

Dropout Rates

Boys repeat grades and drop out of school at a higher rate
than do girls; however, girls who repeat a grade are more
likely to drop out than are boys who are held back. Not only
is being held back more harmful to girls, but dropping out
also is: Girls who drop out are less likely to return and com-
plete school, and dropout rates among females are also corre-
lated strongly with lower-income families and higher rates of
pregnancy. Dropout rates are especially high among Hispanic
girls. In 1995, 30% of Hispanic females age 16–24 had
dropped out of school and not yet passed a high school equiv-
alency test. In contrast, dropout rates for White students
and Black males have remained stable. Dropout rates for
Hispanic males and Black females have declined.

Risks for Boys

Boys are more likely than are girls to be labeled problems in
need of assistance, to fail a course, or to repeat a grade. Boys
are more likely to be identified for special education pro-
grams and are more likely than are girls to be labeled for their
entire school career. Boys are more likely to gain social status
through disruptive classroom behavior, which leads to school
failure. Boys are more likely than are girls to engage in high-
risk behavior (experimenting with drugs and alcohol), and
they are more prone to accidents caused by violence. In
school, boys’ misbehavior is more frequently punished than
is that of girls. More than 70% of students suspended from
school are boys.

Sports and Physical Activity

Girls are twice as likely to be inactive as boys, and male high
school graduates are more likely than are females to have
taken at least 1 year of physical education. Research links
physical activity for girls to higher self-esteem, better body
image, and lifelong health. Classroom teachers are urged to
recognize the importance of encouraging both girls and boys
to participate in organized physical activity.

Boys outnumber girls in team sports, whereas girls out-
number boys in performing arts, school government, and lit-
erary activities. Poverty is the largest barrier to participation
in sports or extracurricular activities, which are linked to bet-
ter school performance.

Course Taking and Testing

Girls take English courses in greater numbers than do boys—
except in remedial English, where boys outnumber girls.
Furthermore, girls outnumber boys in crucial subjects like
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sociology, psychology, foreign languages, and fine arts. Girls
take more AP courses in English, biology, and foreign lan-
guages. More girls than boys take voluntary AP tests to earn
college credit; in fact, African American girls are far more
likely to take AP exams than are African American boys (by
a factor of almost two to one). Girls, however, receive fewer
scores of 3 or higher, the score needed to receive college
credit. This is true even in subjects like English in which girls
traditionally earn top grades. Girls lag behind boys in partic-
ipation in AP physical science classes and in computer sci-
ence and computer design classes. Girls make up only a small
percentage of students in computer science and computer
design classes. In 1996, girls comprised only 17% of AP test
takers in computer science.

In the college-bound population, males of all racial and
ethnic backgrounds score higher than do females on the math
section and on the verbal section of the Scholastic Achieve-
ment Test (SAT) (AAUW, 1998a). The gender gaps are
widest among high-achieving students. On the verbal section
of the American College Testing Program (ACT), girls
outscore boys on the verbal section.

THE CLASSROOM CLIMATE

The research on gender issues in the classrooms describes dif-
ferential treatment of males and females who sit the same
classroom, use the same materials, and work with the same
teacher. The central questions remains To what extent do
classroom teachers, school administrators, counselors, and
peers limit the development of females and males through pro-
moting gender stereotyping and gender-biased classroom
practices and school policies?

Gender Bias in Student-Teacher Interactions

Gender bias in student-teacher interactions has been docu-
mented in classrooms from kindergarten through the end of
high school.Areas of gender-differentiated instruction include:

• Teacher questions and student responses.

• Types of teacher questions and sanctions.

• Student voice or air time, so to speak.

• Teacher attention to student appearance.

• Amount of wait time.

• Teacher-student coaching.

• Teacher assigned jobs.

A significant finding has been that classroom teachers
engage boys in question-and-answer periods more frequently
than they engage girls. Involving boys more actively in the

classroom dialogue has been seen as a way to control male be-
havior in the classroom and has often been a response to male
aggressiveness. Studies found that in classroom discourse,
boys frequently raised their hands—sometimes impulsively
and sometimes without even knowing the answer. Con-
versely, studies found that girls tended not to raise their hands
as often; when they did, they were overlooked frequently and
male students were chosen instead. Teachers, when asked to
monitor their interactions with students, consciously changed
this pattern, but only after active participation in a gender
workshop or related intervention. Several teacher education
institutions offer courses addressing gender issues in the
classroom, and pre- and postcourse assessments indicate that
teachers make adjustments to their own student interactions
after learning the ways in which their unintentionally biased
behaviors affect girls and boys’ self-concepts in classrooms.
For example, in teacher training courses on gender and
schooling, teachers are asked to examine their classroom in-
teractions and to tape themselves. Often, they notice that they
call on boys more frequently for responses and coach boys for
correct responses more frequently than they do with girls.
Teachers tend to change their interactions when they are made
aware of their practices. For example, some elementary
school teachers tend to praise girls for how they dress and
wear their hair. In courses and workshops, however, teachers
are encouraged to extend more praise to girls’ problem-
solving skills and performance in class. Similarly, teachers are
encouraged to acknowledge boys’skills in working well in co-
operative groups and to praise their capacity to work in a team
within the classroom context. Teachers report that they
change those behaviors when made aware of them (Koch,
1998a).

A related finding revealed that teachers tended to ask boys
more open-ended, thought-provoking questions than they
asked girls, demonstrating the expectation that boys were
capable of greater abstract thinking. As noted later in this
chapter, these findings become exaggerated in different sub-
ject area classes in middle and high school, especially math-
ematics, science, and technology.

Several studies revealed that although the classroom
helpers selected by teachers are carefully selected girls, the
boys are more likely to demonstrate and use technical equip-
ment and actively engage with materials during experiments.

When girls exhibited boisterous behavior and impulsively
called out a response, they were reprimanded in ways in
which boys who routinely exhibited the same behaviors were
not. One study described third-grade elementary school girls
as suffering from overcontrol, a term used to indicate the
silence of girls and their reluctance to ask questions even
when they did not understand a concept (Harvard Education
Newsletter, 1989).
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Research studies affirm repeatedly that males receive more
of all types of the teacher’s attention in classrooms and are
given more time to talk in class from preschool through high
school. Teachers tend to offer more praise, criticism, remedi-
ation, and acceptance to boys than to girls. Although males
receive harsher punishment than do females for the same of-
fense, females are often unduly punished when they exhibit
male social behavior. Teachers are often invested in the si-
lence of the girls. Girls tend not to call attention to themselves
and to be quiet, social, and well behaved in classrooms. Even
when they are sure of an answer, they are not apt to volunteer.
Teachers often sanction so-called good girl behavior in ele-
mentary classrooms as a way of maintaining their vision of
proper classroom management. Teachers tend to offer differ-
ent types of praise—rewarding girls for their appearance or
the appearance of their work and praising boys for the ways in
which they solve a problem or accomplish a task. Girls learn
early on that their appearance matters in ways that are not
valid for the boys. Being pretty, cute, thin, charming, alluring,
well-dressed, and sexy are attributes to which girls aspire
because such attributes are valued by adults and media
messages. Classrooms reinforce those values when girls are
praised for appearance and dress on a consistent basis.

When asking the class questions, teachers tend to exhibit
longer wait times for boys than for girls. Wait time refers to
the period of time between asking a question and calling on a
student for a response. Research has found that wait time is an
important teacher technique for encouraging full participa-
tion of all students and promoting higher order thinking rather
than simple recall (Rowe, 1987). Whereas some researchers
assert that teachers give males longer wait time than they give
females to keep males’ interest and manage classroom behav-
ior, other researchers believe that teachers expect more ab-
stract or higher order thinking from the males and that those
expectations are manifested in longer wait times. Studies re-
veal that teachers tend to coach boys for the correct answers
through prodding and cajoling, but they go on to the next stu-
dent when a girl has an incorrect response (Sadker & Sadker,
1994; Sandler, Silverberg, & Hall, 1996).

Most teachers believe that they treat girls and boys
the same; research reveals that they frequently do not. The
teacher’s gender has little bearing on the outcome; it is the
gender of the student that determines the differential behav-
ior (Sadker & Sadker, 1994).

GENDER EQUITY IN EARLY
CHILDHOOD ENVIRONMENTS

The classroom is a place where students are socialized into
behaving in certain ways. Children arrive at school with early
gender socialization patterns that often influence the life of

the classroom. The structure and climate created in the class-
room need to mitigate these social differences in order to cap-
italize on strengths of each gender and build skills that may
be lacking due to stereotyping. One study explored the lives
of girls and boys in kindergarten classrooms (Greenberg,
1985). Observations of early childhood teachers reveal that
girls are praised in kindergarten for arriving to school willing
and able to conform to classroom structures and rules. Teach-
ers spend more time socializing boys into classroom life, and
the result is that girls get less teacher attention. Boys receive
what they need—additional work on obeying rules, follow-
ing classroom protocols, controlling unruly impulses, and
establishing the preconditions for learning.

Girls’ needs are more subtle and tend to be overlooked.
For example, most girls arrive into kindergarten with better
development of fine motor skills than most boys have. They
often do not have as well-developed gross motor skills, al-
though that steadily improved in the 1990s with the institu-
tionalization of organized sports for girls. Early childhood
environments would serve little girls well by exposing them
purposefully to activities requiring large motor skills, ranging
from block corner activities to climbing and running during
recess. Instead, researchers noted that the activities girls
needed most in early childhood were relegated to free play or
recess time. The needs of boys, however, were met during the
instructional class time (Klein, 1985).

Segregated play in early educational environments does
not meet the needs of both genders. For example, one study
revealed that boys wanted to enter the doll corner but only
got there by invading as superheroes (Paley, 1993). For boys,
this type of aggressive behavior can be lessened—not
accentuated—by doll corner play. Other studies explore the
affect on playtime of setting up the early childhood class-
room in ways that encourage cooperative play between
girls and boys (Gallas, 1998; Greenberg, 1985; Schlank &
Metzger, 1997). One study followed a group of kindergarten
boys whose boys-only club exclusively limited enrollment to
athletic boys (Best, 1983). Belonging to the boys’ club was
directly correlated with higher achievement. This type of all-
boys group adversely affects those who do not belong.

Furthermore, segregated play activities are encouraged by
heavy media promotion of so-called girls’ toys and boys’
toys; this further differentiates interactions and communi-
cation styles of girls and boys. This differentiation disad-
vantages girls and boys as they participate in learning
communities because it limits the range of behaviors, skills,
speech patterns, communication styles, and ways of knowing
to same gender groupings. Early childhood classrooms that
are structured to maximize boy-girl interaction during free
time as well as instructional time help both girls and boys to
develop with fewer restrictions.
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In one kindergarten classroom, a girls’ group was building
a tall tower in the block corner when it suddenly fell over;
they left the task in dismay. A group of boys had built a tower
and knocked it down purposely for the sheer joy of building
it back up again. Risk taking and building confidence are im-
portant attributes for all students to acquire. Testing ideas and
risking error are significant components of learning. Simi-
larly, the kind of family-like communication that occurs in
the doll corner provides important experiences for little boys
who are not traditionally socialized to develop their verbal
expression skills in ways in which girls are (Best, 1983;
Greenberg, 1985; Paley, 1993).

Boys need to recognize the value and importance of atti-
tudes and competencies stereotypically associated with the
feminine. Girls need to acquire many of the attitudes and
competencies associated with the masculine. Classrooms are
places where mixed-gender grouping can foster an apprecia-
tion for qualities each gender has been socialized to acquire
from birth. Instead, gender teachings (McIntosh, 2000) are
full of inherited ideas that comprise a set of rules each
biological sex must follow. These rules are invented, differ
across cultures, and can change over time. As the years go
on, girls and boys come to see their gender teachings (e.g.,
boys don’t cry) as a part of their sex and hence natural for
their sex. To the extent that early childhood classrooms can
begin to deconstruct restricted notions about how to be a boy
or how to be a girl, it is possible to achieve gender-equitable
learning communities. Although progress was made in the
last decade of the twentieth century, the White Western soci-
etal belief persists that the sexes are somehow opposite.
Classroom communities that reflect this belief tacitly
encourage separate gender play, with boys persisting in the
block corner and girls remaining in the dramatic play or
house corner. This chapter is informed by the belief that
classroom communities can challenge existing beliefs of
what is natural for girls and boys and hence broaden oppor-
tunities for children.

Gender and Identity in the Primary Grades

“Girls are usually sitting in a tree when they are told, ‘Girls
don’t climb trees’. . . Women who do not climb, literally or
figuratively, come to feel it is natural to the female sex that
women do not ‘climb’” (McIntosh, 2000, p. 1). This quote
represents an important connection between the messages
girls and boys receive about what they can and cannot do
and the abilities they refine as they mature. How do teachers
and the classroom climates they create encourage girls and
boys to move beyond gender-stereotyped expectations and
expand their abilities? This section explores the effects of

sex-role stereotyping and social roles on the behavior of girls
and boys in classrooms.

Bad Boys and Silent Girls

Social stereotyping and bias influence children’s self-
concepts and attitudes toward others. Although sweeping
generalizations currently categorize the lives of little boys
and little girls, this chapter seeks to highlight the tendency
toward oversimplification that the field of gender equity—
well-intentioned and significant—has wrought upon class-
room contexts.

At age 30 months, children are learning to use gender
labels (boy-girl) and by 3–5 years of age, children try to fig-
ure out if they will remain a boy or a girl or if that is subject
to change. They possess internalized gender roles (Derman-
Sparks, 1989) and arrive at school having already acquired a
set of values, attitudes, and expectations of what girls and
boys can do. Research findings reveal that teacher attitudes
and interactions and the ways in which the classroom com-
munity is established can reinforce prevailing gender norms,
positing masculine as opposite to feminine, or they can ex-
pand the boundaries of sex role stereotyping by providing all
children with a wide range of experiences and possibilities.
We know that the differences among boys and among girls
are far greater than the actual differences between the
sexes (Golumbok & Fivusch, 1996). Much of what we know
as gender teachings may be unnatural for individual children
of either sex. For example, a very artistic boy may be dis-
couraged from refining his talents by adults whose expecta-
tions are that as a young boy, he should be playing ball rather
than drawing pictures.

Consequently, a gender agenda becomes crucial to the
primary teacher as he or she sets out to actively listen to the
voices of girls and boys and empower them with new
possibilities. Children differentiate between appropriate be-
haviors for girls and boys in the areas of physical appearance,
toy choices, play activities, and peer preferences (AAUW,
1993; Sadker & Sadker, 1986). Consequently, children are
placed in a suboptimal position—wanting to participate in
activities that they perceive they should not want because of
their sex. These conflicts between personal likes and doing
what they are led to think they should do need to be made
visible in the primary grades and throughout schooling.

Unfortunately, much of the gender equity research has
revealed that boys dominate and silence girls and that teach-
ers collude with this agenda. This teacher collusion—
allowing boys to dominate—ignores the complexities of
small children’s behaviors, conflicts, and needs for accep-
tance. A gender agenda in a primary classroom would include
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using gender-inclusive language, arranging the primary
classroom in a way that encourages mixed-gender play, and
providing children with classroom rules that disallow exclu-
sions by gender. For example, explicitly stating that all chil-
dren can play with all toys in all activity areas and that no
children may be kept from playing because of something they
cannot change—such as gender, skin color, or disability are
two rules that provide children with the freedom to explore all
areas and try out many different roles (Schlank & Metzger,
1997).

Karen Gallas (1998), however, in her extended classroom
research work with her own first and second graders, reminds
us that the construction of a gender-balanced classroom is a
goal that reflects incomplete understandings of classroom life
and denies the cultural dynamic of today’s classrooms (p. 3).
Although proactive methods of instruction to promote gender
consciousness and employ gender-neutral materials are tools
that can help teachers, Gallas asserts that in fact the social cli-
mate of the classroom is highly complex and that teachers are
well served by exploring the conditions within their own
classrooms that promote certain social relations over others.
In other words, to be gender equitable, primary teachers need
to know how the dynamics of gender identity and power re-
lations plays out in their specific classroom contexts. There
are no simple formulas for creating equitable classroom
environments.

Gallas’s research presents a more complex response to cre-
ating equitable climates; she describes the underlying causes
of boy dominance in her 7- and 8-year-olds and the purposes
they serve for attaining power in the classroom (Gallas, 1994,
1998). Boys appear to suffer more from their early indoctri-
nation into school structures than do girls. Sitting and listen-
ing for long periods of time is seen as possible—even
easy—for girls and torture for boys. Working quietly on a pro-
ject and taking turns almost seems to satisfy the girls, whereas
it becomes an occasion for shouting out, pushing, or running
for the boys. Gallas describes the so-called bad boys in her
first- and second-grade classes as those outspoken boys who
use physical and verbal intrusions in the classroom to rebel
against prevailing power. She notes, as others have (Best,
1983; Paley, 1993; Sadker & Sadker, 1994), that while signal-
ing their power, these boys are also lost to the community of
learning. Boys who are more physical and verbal also tend to
spend more time attempting to garner adulation from the less
aggressive boys and popular girls; consequently, they pay the
price of isolation from the community of the classroom.

As they [bad boys] develop and refine their ability to use lan-
guage to critique, judge, and embarrass, they also disrupt ins-
truction, intimidate classmates, and force a code of detachment

on themselves that denies their potential as learners and thinkers.
(Gallas, 1998, p. 35)

Silence can be another way to negotiate power in the gender
relations of the first-grade classroom. The gender stereotype
pervading elementary school classrooms provides images of
silent girls and bad boys. Boys may be quiet and shy, but they
are rarely silent, whereas girls who are silent or whose voices
are so low they are barely audible are not uncommon. One
oversimplification of this phenomenon includes the belief
that girls are silenced by the boys and somehow—if the
teacher only intervenes—the girls will no longer be so quiet.
Another oversimplification describes the gendered di-
chotomies of classroom discourse as originating in the class-
room, as though the gender relations suppress the girls’
voices. There is a lack of research on girls’ silence, and an
acceptance of their silence in the early grades remains. As a
result, early childhood teachers see the need to manage the
boys while the girls remain compliant and quiet. Teachers do
not attempt to examine the possible causes of the girls’
silences because the silences are not seen as problematic.

In fact, girls’ silences serve to isolate them from a learning
community and leave them out of the loop in the same way
that boys’ aggression isolates boys. Some classroom re-
searchers have observed that for girls, the shrinking from the
limelight of the classroom is connected to many complex
factors—not just the reluctance to call attention to them-
selves. For some girls, remaining silent in the face of a class-
room dynamic that includes outspoken and judgmental boys
can be the only way they feel psychologically safe. 

Bad boys, like most children, are not naturally mean-spirited;
they are experimental. They are small social scientists studying
the effects of their behavior on others. (Gallas, 1998, p. 44)

Hence, the status of dominance among the children often
determines who gets to have public voice in the classroom.
Understanding how a child’s classroom status can determine
how that child gets to dominate the public voice in the class-
room allows teachers the opportunity to reflect on those who
are most frequently heard in the classroom—not only as a
taken-for-granted gender issue, but also through the lens of
social relations within and between genders in the class-
rooms. Because having a public voice is important to the de-
velopment of all children, studying the classroom contexts
that provide or discourage opportunities for voice is a neces-
sary prerequisite to exploring the inner lives of silent girls
and mediating the behaviors of outspoken boys.

Although researchers have observed patterns of girl and
boy behaviors in early childhood environments that conform
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to gender stereotypes (i.e., boys in the block corner, girls in
the doll corner), it is necessary for the classroom teacher to
interrogate those separations and actively research the under-
lying subtexts of the classroom environment in order to
provide greater possibilities for girls and boys. Equitable
environments seek to uncover the needs and social issues
behind these gendered behaviors, and—rather than provide
equal treatment—seek ways to encourage all children to see
themselves as contributors to the classroom community. This
task often requires offering different experiences to girls and
boys in the effort to level the playing field for all students.

Because each classroom is unique, the social relations that
inform the dynamic give rise to what Gallas (1998) calls an
evolving consciousness. Understanding this consciousness
through the lens of gender is one way for a teacher to be an
active facilitator of equitable classroom environments.

Gender Equity in Early Childhood Pedagogy
and Curriculum

As part of the formal curriculum of the primary grades,
researchers have explored ways in which teachers can intro-
duce gender-equitable activities into the formal structure of
the classroom curriculum. Peer discovery learning at activity
centers is commonplace in early educational environments.
Exploring the structure and content of the activity centers
through the lens of gender reveals possibilities for organizing
the classroom for more cross-gender play ideas. For example,
placing the teacher’s desk in close proximity to the block
corner to encourage girls’ participation in block building is a
strategy informed by the finding that many girls like to stay
around the teacher in the early grades (Greenberg, 1985).
Further block-playing incentives include an everybody plays
with blocks day every 2 weeks or a girls’only or boys only day
with the block corner, the science center, or any other area
that appears underutilized by girls or boys. To provide a
variety of experiences for both girls and boys, teachers
are encouraged to be vigilant that both girls and boys experi-
ence the sand table, water table, computer, crafts, and math
centers. Further, renaming the center for playing house or
dolls as the drama center and equipping it with boys’ and
girls’ clothing, construction hats and tools, puppets, and
anatomically correct dolls removes the gender stereotype
and encourages boys as well as girls to participate in creative
role-playing. It is useful to avoid action figures and glamour
dolls that reinforce anatomical stereotypes and extremes
(Mullen, 1994). Vivian Gussin Paley (1993) describes the
ways in which framing the early childhood context around
these types of interventions enables girls and boys to broaden
their experiences.

In girls-only science talks, Gallas (1994) drew out pri-
mary girls’ thinking about natural phenomena in ways that
would go unexpressed in a mixed gender discussion. How-
ever, some studies reveal that when gender segregation hap-
pens without the teacher’s sanction, it can be detrimental to
student learning. In a study of first graders engaged in writ-
ers’ workshop processes, conferencing about written work
became divided by gender; boys excluded the girls by
refusing to conference with them and girls conferenced
only with girls as a way to avoid rejection (Henkin, 1995).
The boys’ literacy club was the dominant feature of this
classroom, and the unspoken rule of the boys’ club was that
any member had to be a boy of who the leader approved.
The girls and two boys in the class were excluded. Inter-
views with the boys revealed that they believed the girls
were simply not adequate partners, but none of the girls
challenged the boys’ statements about why girls made poor
conference partners. Boys deemed girls as inadequate
because the girls’ interests were not in sports, inventors, or
science—they only wanted to write about babies, a prince,
and a princess.

These girls were only in first grade, yet they had already
experienced bigotry and rejection. Henkin concludes that dis-
crimination among students in elementary classrooms merits
a closer look. Educators need to be aware of who is being
included, who is being excluded, and how exclusion affects
the self-concepts and literacy development of their students.
In this first-grade class, little boys felt better than and supe-
rior to the girls, deeming girls’ interests as less valuable. The
girls were puzzled and hurt. However, excluded boys also
suffered academically and socially. The classroom dynamic
that went on was unnoticed at first by the teacher; that
boys conferenced only with boys and girls only with other
girls was not immediately salient to the teacher-researcher.
Of significance is that the initiative of single-sex writers’
workshop conferencing was begun by the boys in this study
because the girls were “simply not adequate partners”
(Henkin, 1995, p. 430). At this early age, writing about babies
and other so-called female writing interests was not valued
by the boys, whose stories included adventure and sports.
Even when girls wrote about sports, however, they were not
deemed good conferencing partners.

Curriculum research in the early years points to the devel-
opment of reading skills. Selection criteria for appropriate
literature for young children has undergone great change as
the field of gender equity in education evolved from the
1980s to the present. The advent of literature-based reading
programs called into question what the children were read-
ing. The gender roles of literary characters have great impact
on small children. Hence, gender-neutral and nonstereotyped
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literature choices for young children have emerged, with
significant implications. Curriculum transformation work
explored later in this chapter examines the importance of
providing children with windows into the worlds of those
different from themselves and mirrors in which students can
see themselves reflected in the school curriculum while
exploring the lives of others (Style, 1998).

The metaphor of curriculum as window and mirror is
applicable to all disciplines and has particular significance
for early childhood education, in which stories, acting, and
reading aloud play central roles in the classroom discourse.
How are the protagonists presented in each story and in what
ways do they reinforce or depart from gender stereotypes?
The National Council of Teachers of English (NCTE) main-
tains ongoing lists of appropriate children’s literature that
posits both girls and boys as capable of strengths convention-
ally associated with the other gender (NCTE, 1995).

The importance of attending to gender-equitable early
educational environments cannot be overstated. In the daily
classroom interactions, teachers can challenge stereotypes
about what girls and boys can and cannot do. Simple gross-
motor tasks like moving a pile of books from one place in the
classroom to another can be attended to by a boy, a girl, or
both. Comforting a child in distress can be encouraged for the
boys as well as for the girls (Chapman, 1997). What evolves
as acceptable behavior for boys and girls in early years of
schooling can be reinforced in later grades.

In early childhood environments, academic researchers
and teacher-researchers describe gender separations that
influence performance in many academic areas. The implica-
tions are often hierarchical—male interests and classroom
behaviors often dominate the classroom contexts. The formal
curriculum taught in the classroom comprises the guts of any
school. It is the most important of the messages that we as
educators send to students, parents, and ourselves about what
reality is like and about what is truly worth teaching and
learning (Chapman, 1997, p. 47). As we examine gender eq-
uity issues in middle and high school, the formal curriculum
becomes more critical, revealing to students and their teach-
ers what it is that is supposedly worth knowing while signal-
ing less value to what is omitted. The omissions, called the
null curriculum or the evaded curriculum, deliver powerful
messages by their absences.

GENDER EQUITY IN THE MIDDLE GRADES
AND HIGH SCHOOL YEARS

For many years, early adolescence has been identified as a
time of heightened psychological risk for girls (Brown &
Gilligan, 1992). At this stage in their development, girls

have been observed to lose their vitality, their voice, their
resilience, their apparent immunity to depression, their self-
confidence, and often their spunkiness (Gilligan, 1982;
Orenstein, 1994; Pipher, 1994). These events are often in-
visible in middle grades classrooms as teachers and students
alike see this passage as normal behavior for girls at this
time and not influenced by culture, the hidden curriculum,
or gender socialization, underscoring the importance of
defining and redefining a gender issue in the classroom
(Koch & Irby, 2002). How does understanding the psychol-
ogy behind this passage help teachers to create more equi-
table middle grades and then high school classroom
environments?

In analyzing women’s development, Brown and Gilligan
(1992) and others (Belenky, Clinchy, & Tarule, 1986;
Gilligan, 1982; Miller, 1986) found that an inner sense of
connection with others is a central organizing feature of
women’s development and that psychological crises in
women’s lives stem from disconnections. Women often
silence themselves in relationships rather than risk open con-
flict or disagreement that might lead to isolation. In tracing
this process backwards through adolescence, researchers
learned that the desire for authentic connection, the experi-
ence of disconnection, the difficulties speaking out, and the
feeling of not being heard or being able to convey one’s own
experience even to oneself accompany the preadolescent
girl’s passage (Brown & Giligan, 1992).

Girls at this middle grades stage begin to question them-
selves as they struggle to remain in connection with others
and see themselves in relation to the larger culture of women.
Adolescent girls’ inner conflicts about their abilities to
belong, to achieve, to look right, to be popular, and to hear
and validate their own voices while maintaining relation-
ships are manifested in classrooms and often result in
silences. Schools and specifically classrooms become places
where early adolescent girls become reluctant to confront
and publicly engage with others (Orenstein, 1994). Even
girls with strong self-concepts will silence their inner voices
for the sake of securing relationships. In a course for teachers
that addressed gender issues in the classroom, one female
teacher identified with the experiences described in the
course readings by Brown and Gilligan (1992) about the psy-
chological development of girls at puberty. What follows is
an excerpt from a prolonged exchange about girls at puberty.
The teachers’ reflections were posted to a shared Web site.
This woman’s contribution to a discussion of the reading was
supported by many of her female peers. It is included here
to illustrate a shared understanding among White middle-
class women as they reflected on their own early adolescent
experiences.
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Speaking as a white, middle class Caucasian woman who went
through puberty, I was not at all surprised by reading that girls
becoming quieter and more passive within the classroom after
puberty because I remember what they are going through. It
does not mean that the girls withdrew from life and social
activity. In actuality, they were still vocal and showing confi-
dence within their social groups and around females, but not
inside the classroom. Basically, when puberty starts the aware-
ness between the sexes greatly increases and the females espe-
cially become self-conscious about the changes. Around this
time boys and girls start going on dates and hanging out in
mixed groups. Middle school was a time of fitting-in and want-
ing to be popular. Students dressed the same and acted the same
because being different was not socially accepted. Girls were
unsure about themselves and the changes they experienced and
wanted to fit-in. Being vocal inside the classroom would leave
them open to criticism. They wanted to be asked out by the
‘cool’ boys and being too involved in school or showing how
smart/‘stupid’ they were could deter the boys from liking you.
The boys also wanted to fit-in and did not want girlfriends who
were outspoken or smarter than them because they would end
up feeling peer pressure or being ousted from their own group.
Plus, since we are all socialized from the time we are born
about the proper behaviors for males and females, when pu-
berty hits these notions are magnified because we just came into
our womanhood and manhood. Girls act more feminine and
play up the ‘girlie role,’ and boys act more manly so that the
opposite sex will notice and like them. No way would a girl
take on what is considered a masculine quality in the classroom
and risk rejection. Not until later on in high school when the fe-
males felt established within the school and their friends did
many of us show our other sides and how we were unique and
confident. Well, that was what it was like for many of the
people I grew up with. There were exceptions and outspoken
girls, but I don’t think they were as outspoken as their person-
alities really were. . . . It is up to us, the teachers, to show the
students that it is acceptable for everyone to show who they are
and act in both masculine and feminine ways without fear of
being rejected for their differences. (Web-based discourse,
excerpted from Koch, 2001)

Brown and Gilligan (1992) conclude that authentic rela-
tionships with women are important to help adolescent girls
hold onto their authentic inner voices. They refer to “resonant
relationships between girls and women” as crucial for girls’
development and for bringing women’s voices fully into the
world so that the “social construction of reality—the construc-
tion of the human world that is institutionalized by society and
carried across generations by culture—will be built by and
acoustically resonant for both women and men” (p. 7). Exam-
ples of girl-women pairings include big-sister/little-sister
connections between middle and high school girls and young
women in college and graduate school. Further pairings are

cited between women scientists and aspiring girls in science at
the middle and high school grades (Clewell et al., 1992).

One classroom researcher used these findings to actively
listen to and for the voices of her seventh-grade girls in
English class at an all-girls school (Barbieri, 1995). By pro-
viding venues for their private communications with her,
Barbieri was able to delve more deeply into their authentic
beliefs about themselves, writing, poetry, and the literature
they would grow to love and critique. Barbieri used dialogic
journals that were maintained with her all-female classes.
The student journals, in which she wrote responses, became a
way to make personal connections with each of her female
students, providing her middle grades girls with an adult
female connection. Barbieri explored the lives and work of
important women writers, thus providing women’s voices for
the newly subverted adolescent voices of her students and
once again providing women with whom her students could
connect. In coeducational classes, the importance of these
teaching strategies signals that both males and females are
heard at deeply important levels. Not allowing the young
adolescent girls to remain silent means more than coaxing
their participation. It means finding ways to authentically
include their voices without risking their withdrawal by
promoting open confrontation in the classroom. It means
seeking inclusive curriculum and pedagogy that honors all
students’ lived experiences. In short, listening for girls’
voices at the middle and high school levels provides a richer
educational experience for all students.

In a fifth-year language arts class in Britain, the teacher-
researcher studied the experiences of students reading a story
of a boy who was transformed for the day into a girl
(Wing, 1997). This examination of the story Bill’s New Frock
(Fine, 1991) promoted extensive study of gender stereotypes
and adult expectations of different genders’ behaviors. The
findings revealed that unraveling socially constructed sys-
tems of opportunities for males and females can be quite
complex. This classroom teacher learned that the classroom
environment she created provided a safe space in which the
students could discuss their reactions to the story. They
revealed their attitudes about gender stereotyping, and by
identifying with the main character Bill, they expressed
unhappiness with their own treatment in school. For exam-
ple, the fictitious Bill encountered boundaries on the play-
ground when he was a girl that were absent for him as a
boy. Girls in the class felt aggrieved by the amount of space
they were allowed on the playground and by their exclusion
from football on the grounds because of their gender. Both
girls and boys were surprised by the extent to which adult
treatment differed for Bill when he became a girl for the day.
This analysis revealed the depth of discourse that emerges
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when the hidden curriculum and the evaded curriculum be-
come part of the formal curriculum.

In a 2-year exploratory study of risk taking in middle
school mathematics, a girls-only seventh- and eighth-grade
math class in a coeducational middle school was studied
(Streitmatter, 1997). Through observations and interviews,
this study found that girls were more likely to ask and an-
swer questions about subject matter in the girls-only math
class than they were in their other, coeducational classes.
The girls reported that their ability to learn math and view
themselves as mathematicians was enhanced by the girls-
only setting. The girls in this setting took academic risks
repeatedly during their work with the teacher and each other.
They experienced more personal freedom and were less
fearful of participating or of having the wrong answer than
they were in coeducational classes. The girls expressed
examples of peer behavior in their other classes that was
belittling of them. The girls in this study expressed their per-
ceptions of boys’ expert status in math, which ultimately had
the effect of silencing them. In their single-gender class,
there were no self-proclaimed experts and there was much
collaboration. Although it is not a prescription for single-
gender schooling, this study poses questions for the class-
room teacher about climate and pedagogy in mixed-gender
classrooms. If math class lends itself to encouraging stereo-
typed male expertise to the exclusion of females, teachers
must develop strategies to ensure cooperation and collabora-
tion in the coeducational setting. Furthermore, the classroom
teacher in this study became aware that her pedagogy dif-
fered in the mixed-gender seventh- and eighth-grade math
class. This teacher acknowledged working differently with
the girls-only group, allowing herself to delve more deeply
into the processes of mathematics; no reason was deter-
mined for why this was so.

Unmasking the Hidden Curriculum

Using case studies and a gender-equity CD-ROM, re-
searchers discovered ways to make students more aware of
gender-equity issues and to give them tools to resolve these
situations (Matthews, Brinkley, Crisp, & Gregg, 1998).
Although this study took place with fifth graders, it has
implications for upper middle school grades. Students exam-
ined gender-equity materials over the course of a year; the
materials included specific scenarios depicting stereotypical
classroom behavior—that is, boys shouting out answers and
not getting reprimanded and boys taking charge in a group
science experiment. Open-ended discussions and structured
questions followed the case study examples. Furthermore, the
students took pretest and posttest questionnaires exploring

the interactions in their classrooms and their beliefs about
jobs and abilities. One question asked the fifth graders to
name the best students in their class in math, science, social
studies, and English. Boys named only boys to math and
science, while naming girls and boys to the other subjects.
Girls indicated girls or boys equally in math, science, and
social studies, and they named girls only in English. This
finding is consistent with many other findings (Sadker &
Sadker, 1994); this study also suggests the importance of gen-
der equity as a shared agenda in the classroom. Those class-
rooms in which a gender agenda is overt and in which
curriculum interventions are explored on behalf of males and
females learning more about themselves, their own interac-
tions, and those who have been omitted from curriculum have
an excellent track record for fairness and equity (Logan,
1997; Orenstein, 1994).

Logan’s middle school interventions promote awareness
of self and other through a myriad of experiences, stories,
role-modeling, and even quilt-making exercises that allow
students to explore the realities of their gendered lives. In one
exercise, she asks her students to imagine that they wake up
the next day as a member of the opposite sex. “Now make a
list of how your life would be different” (Logan, 1997, p. 35).
Through a carefully structured discussion, students come to
see that they are more similar than different; this is a step to-
ward mutual respect and an understanding of the power of
communication.

One middle school classroom researcher approaches gen-
der issues in a language arts classroom by using sentence
starters such as Being a female means or Being a male means
according to their gender. Then students respond in terms of
the opposite sex. This method begins the discussion, which
quickly uncovers the expectations each gender has for its own
and for the other gender (Mitchell, 1996, p. 77). Additionally,
inviting middle school students to analyze picture books
through the lens of gender proves powerful as students research
the images and draw conclusions about the messages.

Girls are not the only ones harmed by gender-role effects
in language arts (McCracken, Evans, & Wilson, 1996). Some
areas of the language arts curriculum—notably, journal
writing—pose problems for boys in ways that they do not for
girls. For example, boys have difficulty getting started and
sounding fluent. Language arts students are often asked to be
reflective and responsive in their writing, and boys often need
support to find facility in this type of reflective writing.

In middle school science classrooms, boys traditionally
monopolize the teachers’ time as well as the lab equipment,
and girls encourage them to do so (Orenstein, 1994; Sadker &
Sadker, 1986, 1994). The costs of this behavior are high—
both for a society that ultimately loses potential scientists and
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for the girls themselves, who find they are rewarded when
they deny their intelligence and individuality (McCracken
et al., 1996). Referred to as gender-binding, these practices
require resistance on the part of teachers and middle school
girls. Creating cooperative settings in middle school science
in which mixed-gender groups have assigned tasks that rotate
with each lab activity is one structure that helps. Authentic
expectations for everyone’s active participation are shown to
promote participation. Bringing real-life conflicts and stories
into the middle school science curriculum is good science
education and encourages girls’ participation (Koch, 1998c).
Furthermore, posters of men and women and curriculum ma-
terial that make connections between science and daily life
encourage female participation and enhance the quality of
instruction (see Linn, 2000).

Research demonstrates a decline in middle school girls’
ability or willingness to express individual opinions that pose
even the slightest possibility of creating real conflict with their
peers. Research also demonstrates that some middle school
teachers scold girls for speaking in a disagreeable or strident
manner (Brown & Gilligan, 1992).An implication of this find-
ing is that middle school teachers need to encourage their fe-
male middle school students to risk making their peers angry;
these teachers also need to teach their female students how to
be assertive and articulate without being or feeling hostile.
This task is not simple; it requires research into successful
strategies on behalf of listening to all students. Barbieri (1995)
and Logan (1997) offer important suggestions for voice and
identity.

Furthermore, studies have shown that even when teachers
reflect knowledge of gender-equity issues in the classroom,
they are not always able to translate the knowledge of the
issue into changes in their behavior (Levine & Orenstein,
1994). Teachers themselves have been socialized to believe
certain stereotypes about genders and have also had some of
the same experiences that their students are having; gender
equity in the classroom should therefore be a shared goal for
teachers with their students.

Body Image and the Secondary School Student

In the United States, magazines, billboards, movies, televi-
sion shows, commercials, and MTV send a message that
being thin is the central attribute of beauty for women and
will eventually lead to success and happiness. Although this
obsession with weight loss and being very thin is associ-
ated with middle grades social behavior for girls, there is
evidence that discussions about weight begin in earlier
grades. A second- and third-grade teacher reports the follow-
ing excerpt.

‘I need to lose weight,’ Kayla was saying. Another second grade
girl chimed in ‘So do I. I’m way too fat.’ My students’ conversa-
tion shocked me . . . Linda, a third grade girl who is thin to the
point of looking unhealthy, grabbed a piece of paper from Kayla.
‘I’m the one who needs this.’ ‘No, I need it!’ insisted Rhonda.
The hotly contested paper turned out to contain the name of an
exercise video that my second- and third-grade class had seen in
gym. Although the video was for health and fitness, not weight
loss, the girls were convinced that the video would help them
lose weight and were frantic to get hold of it. (Lyman, 2000)

By middle grades the thinness crisis often reaches out-of-
control proportions, as mostly White middle-class girls strive
to be beautiful in the way that beauty is socially constructed
to mean acute thinness. Teenagers are under a lot of pres-
sure to succeed and fit in. Many spend a lot of time worrying
about what others think, and they desperately try to conform
to society’s unattainable so-called ideal body image. Young
teenage girls are led to believe that if they are thin, they will
be accepted. Because many teenagers buy teen or fashion
magazines regularly, the images of emaciated models appear-
ing in those magazines only reinforces their belief that in
order to be happy, successful, and accepted, they must be
thin. As recently as 5 years ago, African American girls were
immune to such pressures; however, as young Black models
increasingly adopt White images for beauty, more middle-
class teenage Black girls are aspiring to what was formerly a
White middle-class image of beauty.

Many teenagers believe that dieting is a normal way to eat.
Teenagers with eating disorders such as anorexia nervosa
have distorted perceptions of their body weight and shape—
they persist in believing they need to lose weight even when
they are seriously underweight. More than one third of all
middle grades girls believe they are overweight (Giarratano,
1997).

The classroom teacher needs to be aware of the complex-
ity of anorexia nervosa and bulimia. The underlying causes
that promote excessive weight loss are complex issues found
in the personal, peer, family, and societal influences on a par-
ticular teen. Most teens with eating disorders try to avoid
conflicts at all costs, so they usually do not express negative
feelings and try to wear a happy face all the time to try to
please people. They end up using food as a way to stuff down
all those negative feelings, and purging usually gives them a
sense of relief—almost as though they are releasing all those
built-up emotions (Thompson, 2001).

There are at least 8 million individuals with eating
disorders in the Unites States; the most common disorders
are anorexia nervosa, characterized by starving oneself, and
bulimia, characterized by binging and purging. These dis-
orders affect 10–15% of adolescents, and 90% of those
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affected are girls. Anorexia nervosa can and does cause
serious medical problems; it is estimated that 5–18% of those
who become anorexic will die because of medical problems
associated with malnutrition. Signs associated with anorexia
nervosa include a sickly and emaciated overall appearance,
lack of energy, loss of ability to concentrate, and loss of hair.
Binge-purging results in damage to the esophagus, internal
bleeding, and severe electrolyte imbalance; it also can lead to
heart failure. The young woman who is bulimic is often of
normal weight and uses gorging and vomiting or excess lax-
atives to maintain her weight. Hence, bulimic teens are less
visible at first glance unless they also have anorexia. Forty
percent of individuals with anorexia are also bulimic.

Eating disorders pose a significant gender issue for sec-
ondary school teachers and students. It is not often addressed
in school curriculum; hence, as a result of the evaded or null
curriculum, girls with eating disorders go unnoticed, or it is
perceived as normal for girls to be abnormally thin or con-
stantly dieting. Teachers need to take an active role in pre-
venting eating disorders by educating their students about the
dangers of excess dieting and binging and purging. Teachers
and school counselors should also be made aware of the
signs to look for. Researchers have established protocols for
addressing the problem in the context of the classroom.

If a teacher believes a student to have anorexia nervosa or
bulimia, the student should be approached. Teachers need to
talk to her or him, state their concern, and suggest a chat with
a counselor or parent. Educators should be prepared to offer
local resources for treatment and avoid making any com-
ments about the student’s eating behavior or subsequent
weight gain. Most important is that research indicates the
value of letting the student know that the teacher cares
(Michigan Model, 2000).

Sexual Harassment and the Middle and High
School Grades

Understanding the impact of body image on adolescent de-
velopment is related to learning about another increasingly
common phenomenon in schools—the occurrence of sexu-
ally harassing behavior in classrooms, hallways, on school
grounds, and in school buses. Ignoring this phenomenon or
worse—coding the occurrence as normal for girls and boys—
gives tacit approval to disturbing behaviors that limit the
educational possibilities for girls and many boys.

School is a harassing and unkind place for students . . . [they] tell
us they feel powerless and are looking to the adults in schools to
behave like adults and to enforce a climate that is healthy and
supportive. (Shakeshaft et al., 1995, p. 42.)

Sexual harassment was defined for a recent survey as “un-
wanted and unwelcome sexual behavior that interferes with
your life. Sexual harassment is not behaviors that you like or
want (for example, wanted kissing, touching or flirting)”
(AAUW, 2001, p. 2). School sexual harassment has a nega-
tive effect on the emotional and educational lives of students.
Sexually harassing behaviors happen in hallways, stairwells,
and classrooms. The importance to educators of knowing and
understanding the risks of coding sexist behavior as normal
cannot be understated. Although boys are increasingly be-
coming more victimized by sexually harassing classroom and
school incidents, they remain less likely than are girls to have
this experience.

According to a recent Harris Poll (AAUW, 2001), 8 in
10 students experience some form of sexual harassment dur-
ing their school lives. Slightly more than half the students
polled say they have sexually harassed someone during their
school lives; this is significant in view of the finding that 9 in
10 students report that students sexually harass other students
at their school. Moreover, a sizable number of students sur-
veyed (38%) report that teachers and other school employees
sexually harass students. In the last 8 years this percentage
has declined (from 44% in 1993).

According to the students surveyed, sexual harassment—
words and actions—in school happens often, occurs under
teachers’ noses, can begin in elementary school, and is very
upsetting to both girls and boys. This report (AAUW, 2001)
is a follow-up to the first nationwide survey on sexual harass-
ment in schools, also commissioned by the AAUW Educa-
tional Foundation and researched by Harris Interactive (then
known as Louis Harris & Associates, 1993). Eighty-three
percent of girls and 79% of boys report having experienced
harassment. The number of boys reporting experiences with
harassment often or occasionally has increased since 1993
(56% vs. 49%), although girls are still somewhat more likely
to experience it. Seventy-six percent of students have experi-
enced nonphysical harassment, whereas 58% have experi-
enced physical harassment. Nonphysical harassment includes
taunting, rumors, graffiti, jokes, or gestures. One third of all
students report experiencing physical harassment often or
occasionally. Although large groups of both boys and girls
report experiencing harassment, girls are more likely to re-
port being negatively affected by it. Girls are far more likely
than are boys to feel self-conscious, embarrassed, and less
confident because of an incident of harassment. Girls are
more likely than are boys to change behaviors in school and
at home because of the experience—including not talking as
much in class and avoiding the person who harassed them.
Nearly all students (96%) say they know what harassment is,
and boys’ and girls’ definitions do not differ substantially.
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Most harassment occurs under teachers’ noses in the class-
room and in the halls. Students are perpetrators, too. Slightly
more than half of students say that they have sexually ha-
rassed someone during their school lives; this represents a de-
crease from 1993, when 59% admitted as much. In particular,
boys are less likely than in 1993 to report being a perpetrator
(adapted from www.aauw.org and AAUW, 2001).

Findings from the Harris Poll survey studies have led to
more stringent legal guidelines for sexual harassment cases.
The Supreme Court ruling of May 1999 held school districts
liable for damages under federal law for failing to stop a
student from subjecting another to severe and pervasive sex-
ual harassment. As a result of this ruling, school districts
are developing policies to address sexual harassment events
promptly and to protect targets of harassment from abusers’
continuing torment. These policies are made known to all
school personnel, students, and parents. Classroom teachers
must seek curriculum materials to address harassment
issues—formerly a part of the hidden and evaded curricu-
lums. Noted researcher in the study of school sexual ha-
rassment, Nan Stein, working with classroom teachers, has
developed useful curriculum guides that provide teachers
and students with activities and role-playing scenarios that
can help students to address harassing behavior when it oc-
curs. They are also useful guides for helping students to dis-
tinguish between acceptable and unacceptable behaviors.
Bullyproof: A Teacher’s Guide on Teasing and Bullying for
Use With Fourth and Fifth Grade Students by Sjostrum and
Stein (1996) and Flirting or Hurting: A Teacher’s Guide on
Student-to-Student Sexual Harassment in Schools (Grades 6
Through 12) by Stein and Sjostrum (1994) help students to
acquire strategies for coping with unwanted attention.

Gender Equity and the Formal Curriculum

Curriculum considerations inform all of precollege school-
ing, but influences become more pronounced in the segue
from middle school to high school as students prepare for
college, the workplace, or both. What are they studying?
Whose lives are worth knowing about? How do they learn?
How is knowledge viewed in the context of the classroom? In
what ways does the curriculum reflect the human condition
and provide windows and mirrors? “More than half of our
culture’s population (all girls, and boys from minority
groups) are trained and expected to look through windows at
others who are viewed as the valid participants [on life’s
stage as well as the playing field] . . . at the same time those
whose (white male) experience is repeatedly mirrored are
narrowly and provincially educated to see themselves (and
their own kind) as the only real players on life’s stage” (Style,

1998, p. 155). A balanced education should be for all of us—
“knowledge of both self and other, and clarification of the
known and illumination of the unknown” (p. 155).

If educators are to fully represent the scope of the human
condition through the topics addressed in the academic dis-
ciplines, then the very nature of and content of those disci-
plines needs to be explored though the lens of gender. In
her seminal work, Interactive Phases of Curricular and Per-
sonal Re-Vision: A Feminist Perspective, Peggy McIntosh
(1983) examines curriculum transformation as an interactive
and iterative process that weaves forward and backward at
the same time. McIntosh’s theory suggests new ways of see-
ing and coming to terms with what counts for history, lan-
guage arts, science, mathematics, and more—in terms of
whose voices are being validated and for whom are there
mirrors. To begin her work, McIntosh (1983) asked, “what is
the content, scope and methodology of the discipline?”
Furthermore, “how would that discipline need to change to
reflect the fact that women are half the world’s population
and have had, in one sense, half the world’s experience?”
(p. 2). In describing types of curriculum corresponding to
five phases of curriculum transformation, McIntosh asserts
their fluidity with the educator’s understanding that we
should teach and learn between the phases in an attempt to
address not only the absences in the formal curriculum, but
also its very structure.

The following description is an overview of this theory of
curriculum revision; it takes the reader through McIntosh’s
five phases of curriculum development, moving further to-
ward an inclusive body of knowledge with each phase. Using
history as an example, these phases are seen as Phase 1:
Womanless History; Phase 2: Women in History; Phase 3:
Women as a Problem, Anomaly, or Absence in History;
Phase 4: Women as History; and Phase 5: History Redefined
or Reconstructed to Include Us All.

Hence, looking though the lens of gender, much of formal
curriculum is seen as womanless. Students neither learn
about women nor notice their absence. Students learn about
laws, wars, and events in which power and politics appear to
have been the only experience the world has had. This phase,
referred to as Phase 1 curriculum, says that women and peo-
ple of color do not matter; it is not important to learn about
them. Phase 2 is reminiscent of the early textbook transfor-
mations that emerged after the women’s movement of the
1970s. There are images of women, but only those few who
could reach this pinnacle of importance on White male terms.
Are they valuable enough to include? Did they accomplish
visibly significant tasks as defined by White men? This phase
can be problematic for curriculum development because it
overwhelmingly tells girls and women that only if they are
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good enough on criteria external to them and their experience
will they be important enough to be studied.

Phase 3 curriculum addresses women in the curriculum by
exploring the barriers they faced and historical discrimina-
tion against women. Phase 3 curriculum describes the ways
in which women were denied access and discriminated
against. The image of women as victims dominates Phase 3
curriculum; instead of being seen as the norm, women are
viewed as a problem or anomaly. An example would be a cur-
riculum that only addressed the women’s suffrage movement
as a way to include women in the formal curriculum.

When we examine Phase 4 curriculum, we can begin to
see women as history and explore the real work in the life of
civilization. This phase addresses questions like What was
life like in America during the War of 1812 and what were
people doing? Students’ stories and their interviews with oth-
ers are part of the curriculum. For example, immigration is
taught by reading about or having interviews with immi-
grants. The curriculum is viewed as the study of people—not
solely the study of power, relationships, or rewards. Stories
are integrated with personal knowledge so that reality is con-
structed from the ground up. “One key element of phase four
curriculum is that the ‘other’ stops being considered some-
thing lesser to be dissected, deplored, devalued or corrected”
(McIntosh, 1983, p. 19). When well done, McIntosh asserts,
“phase four work honors particularity. . . . it stresses diversity
and plurality” (McIntosh, 1983, p. 20). In Phase 4, curricu-
lum relies on women’s experience by “developing ourselves
through the development of others” (Miller, 1986).

Phase 5 curriculum revision is the hardest to conceive.
“Human collaborative potential is explored and competitive
potential subjected to a sustained critique” (McIntosh, 1983,
p. 21). Phase 5 curriculum has promise for meshing private-
sphere values with the public sphere. History can be explored
through stories of ancestors’ experiences; knowledge of the
world is constructed through personal experience, and cur-
riculum honors all peoples’ contributions to the human
condition. In this phase of curriculum transformation, the
hierarchical distinctions between who is valuable to know
about and who is not are deconstructed. McIntosh quotes
Ruth Schmidt as remarking, “If you claim to teach about the
human race and you don’t know anything about half the
human race, you really can’t claim to know or teach much
about the human race” (McIntosh, 1983, p. 23).

The formal curriculum is as much a classroom gender
issue as teacher-student interactions and peer socialization.
The topic of gender issues in the classroom cannot be over-
simplified by critiquing prevailing stereotypes. The depth of
the issues tells us more about the multilayered effects of
curriculum and pedagogy on perpetuating belief systems that

render females as lesser and male accomplishment and voice
as dominant. For men and women, curriculum and pedagogi-
cal transformations to honor contributions—formal and
informal—of females and males holds promise for excellent
education, nonexistent without opportunities for equity. The
following sections address curriculum and pedagogical revi-
sions in science and mathematics classrooms that provide
insight into making science and mathematics education more
equitable.

Mathematics, Science, and Technology: Equity and Access

Traditionally, science, mathematics, and technology class-
rooms have been male domains. Although there have been
great gains for females in mathematics and the life sciences
in the past 15 years, physical sciences, computer science,
and engineering fields still lag behind in encouraging the par-
ticipation of girls and women (AAUW, 1998). Girls’ partici-
pation in Algebra I, Algebra II, geometry, precalculus,
trigonometry, and calculus increased markedly from the early
to mid-1990s; enrollments increased from 10% to 20% in the
first half of the last decade (U.S. Dept of Education, 2000).
However, data suggest a disturbing gap in the participation of
female students in computer science and computer design
classes. The gender gap widens from 8th to 11th grade. In
1996, girls comprised only 17% of the AP test takers in com-
puter science. Girls of all ethnicities consistently rate them-
selves lower than do boys on computer ability (AAUW,
1998). Computer science has become the new boys’ club, so
to speak; this is a red flag for educators and must signal that
schools and teachers are ignoring a rich, necessary, and vital
resource—both for the computer science field and for the
high school girls themselves. In this century, the educational
question that persists is What is wrong with the school when
few girls participate in computer science? (Koch, 2001).
Some of the persistent interventions reviewed in the follow-
ing discussion to encourage more female participation in
mathematics and science need to be applied to the computer
science field. When teachers transform curriculum and peda-
gogy to encourage female participation, they improve the
quality of instruction and the diversity of the curriculum.
Many standards-based interventions in science have been
suggested previously by equity educators as encouraging
female participation (Campbell & Storo, 1994; Sanders et al.,
1997). Equitable educational environments are apt to meet
standards-based interventions on behalf of student learning.

A marked gender gap persists in physics, in which girls’
enrollments lag behind boys. In math and science, a more
boys than girls receive top scores on the National Assessment
of Education Progress (NAEP), a nationally representative
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test of specific subject matter given to students in 4th, 8th, and
12th grades. The gender gap increases with grade level.
African American girls, however, outscore African American
boys at every assessment point (AAUW, 1998; http://
nces.ed.gov).

A review of research within science and mathematics
classes provides insight and hope for creating a more equi-
table climate of participation and a more engaging curricu-
lum. Research demonstrates that when high school physics
teachers give appropriate attention to gender issues in their
classrooms, achievement and participation improve for
all their students—especially for their female students
(Rop, 1998). Creating a classroom culture that is emotionally
safe for females and males alike and sanctioning risks
and mistakes as vital to learning requires that teachers
model ways to take individual risks (Kasov, as quoted by
Rop, 1998). In high school chemistry and physics, assigning
students research articles by women, taking a direct approach
with females to actively encourage their participation in
advanced science courses, and providing female mentoring
are interventions that have proven successful. One such inter-
vention for chemistry students includes creating electronic or
face-to-face mentoring relationships with women chemists
who have successful careers. High school chemistry teachers
have reported that this intervention has resulted in encourag-
ing young women to consider science as a career (Campbell
& Storo, 1994; Kahle & Meece, 1994; Rop, 1998; Sanders
et al., 1997). High school science teachers have learned
that—in coeducational environments—often single-sex sci-
ence lab groups are more effective for encouraging young
women than are the mixed-gender groups (Rop, 1998). This
and other studies revealed that in mixed gender groups, the
girls are often the scribes or the recorders for the lab experi-
ence and the males are more often the doers; this situation is
eliminated in single-sex lab groups.

Restructuring curriculum to provide a holistic view of the
subject area encourages scientific study for both males and
females. Integrating the history, social context, and social
implications of scientific study by making connections to
contemporary issues in the scientific field brings the physical
sciences to life in important and meaningful ways. Making
connections to lived experience is both an agenda for the
National Science Education Standards (National Research
Council, 1996) and for encouraging participation in the
sciences.

Meyer (1998) found that feeling included is a necessary
prerequisite to participation in school science. As a science
education professor, she was engaged in teaching physical
science to future elementary school science teachers. Renam-
ing her university course Creative Expression in Science, she
encouraged participation of her females in the physical

science course. Engaging her students in deep and lengthy
discussion and experimentation in a safe and inclusive envi-
ronment has led to female students’ pursuing science in ways
that the students previously had not imagined. In one inter-
vention, Meyer (1998) studied motion with her female
students by swimming in the university pool, ice skating at
the local rink, and doing simple gymnastics in the university
gym: “In-class discussions were richly based on the move-
ments we shared” (p. 469).

In studies, adult women reflect on their science experi-
ences through personal narratives. These stories reveal both a
sense of estrangement from the scientific disciplines as well
as fear of making a mistake (Koch, 1998b; Meyer, 1998).
Incompetent pedagogy and an inability to make connections
to students’ lived experiences can result in feelings of incom-
petence in science and—for women—a sense of feeling that
“this is not your space” (Larkin, 1994, p. 109). In these stud-
ies, surveys, personal interviews, and analysis of personal
narratives, sometimes called science autobiographies, reveal
that the distance that many women feel from affiliations
toward natural science is frequently a result of feeling like a
deficient female. Although males may feel deficient in
science, the images of scientific heroes and their stories create
a culture of entitlement to success that allows males’ feelings
of incompetence to be separated from issues of gender. Many
females feel that they are part of an aggregate group whose
members are not supposedly good in science.

The rigor of natural science is not seen as a deterrent to
female participation; rather, the method of teaching has em-
phasized a false disconnection between studying the sciences
and understanding their contributions to society. In a recent
study (Linn, 2000), researchers and teachers created impor-
tant curriculum contexts for making science relevant to stu-
dents’ lives. By integrating scientific controversies into the
secondary science curriculum, students gained the opportu-
nity to connect to a contemporary scientific controversy and
began to see that scientists regularly revisit their ideas and
rethink their views, empowering students to do the same. 

I challenge all concerned about science education to remedy the
serious declines in science interest, the disparities in male and
female persistence in science, and the public resistance to scien-
tific understandings by forming partnerships to bring to life the
excitement and controversy in scientific research. (Linn, 2000,
p. 16)

In one study, students were engaged in exploring a contem-
porary controversy about deformed frogs. By using selected
Internet materials to construct their own arguments, students
prepared for a classroom debate around two main hypothe-
ses: the parasite hypothesis stating that the trematode parasite
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explains the increase in frog deformities or the environmen-
tal hypothesis suggesting that an increase in specific chemi-
cals used to spray adjacent fields to the frog pond caused the
frog deformities. In order to construct an argument, students
examined evidence from research laboratories, discussed
their ideas with peers, and searched for additional infor-
mation. Using a Web-based environment, middle school
students partnered with graduate students working in a labo-
ratory at Berkeley as well as with technology and assessment
experts (see http://wise.berkeley.edu).

In the study of this project, researchers interviewed and
surveyed teachers and students prior to their participation in
this partnership. They designed pre- and posttests, inquiry
activities, and curriculum materials that ensured that curricu-
lum and assessment were aligned. The classroom research
continued to help teachers to refine the materials used for in-
struction. Prior to this scientific controversy unit, the students
often reported that science had no relevance to their lives and
that science was best learned by memorizing (Linn & Hsi,
1999). In the deformed frogs study, pre- and posttest assess-
ments revealed that more than two thirds of the students were
able to use the mechanism for the parasite hypothesis that
they learned from the Internet evidence. The answers often
revealed the complex use of language and showed that the
students learned from reviewing and integrating Web re-
sources. On all assessment measures for content, females and
males were equally successful.

This scientific controversy unit about deformed frogs was
carried out with diverse middle school students—half the
students qualified for free or reduced-price lunches, and one
in four students spoke English at home. As a result of this sci-
entific controversy unit of study, more students participated
in science, more students gained scientific understanding, and
students became more aware of the excitement that motivates
scientists to pursue careers in science (Linn, 2000, p. 25).

The skills that students acquired by working in these part-
nerships and critically evaluating and interpreting scientific
data were contextualized and situated within the real world of
science—ponds and frogs. Using McIntosh’s theory (1983),
this Phase 4 curriculum brought science, scientists, and re-
search to life in ways that allowed students to be participants
and contributors, seeing themselves as valuable and capable
of working collaboratively. This type of curriculum transfor-
mation works on behalf of all students by stating overtly that
they and their thinking do matter. School science has been too
removed from real-life experiences, and thus it has suffered
from not attracting females; this type of curriculum transfor-
mation will potentially attract those who have seen them-
selves as other to the study of science.

Classroom researchers describe pedagogy and practices
that are employed to encourage girls’ participation in physics

that reveal the importance of gender-sensitive classrooms for
promoting girls’ interest in physics (Martin, 1996). The learn-
ing environments that are most effective include respecting
girls as central players—researchers refer to honoring their
experiences and their within-group diversity by encouraging
participation strategies, providing a safe classroom, high-
lighting the accomplishments as well as the barriers to
women and science, and becoming involved in making con-
nections between the physics and girls’ lived experience
(Martin, 1996; Meyer, 1998). Requiring that students main-
tain reflective journals in the physics class has been seen as a
useful strategy to engage all students in their thinking. Main-
taining reflective journals in the physics classroom helps
males and females integrate communication skills into the
understanding of the physics concepts (Sanders et al., 1997).
Results from gender-sensitive classes reveal that attitudes
and achievement increase and speak to the importance of
institutionalizing gender-equitable practices.

Mathematics educators have identified pedagogy and
curriculum interventions that result in attracting more females
to higher order mathematics while improving the quality of
teaching and learning in mathematics (Fennema & Leder,
1990; Noddings, 1990; Reynolds, 1995). In fact, strategies ad-
vocated by the National Council of Teachers of Mathematics
(NCTM, 2000), affirm the that gender-equitable teaching is a
prerequisite to excellent practice. Such practices are similar
for science educators—namely, making connections between
mathematics and lived experience, working in cooperative
learning groups, providing mentors and images of women in
mathematics, coaching females for deeper responses to higher
order questions, and holding out the expectation that females
as well as males will be successful in mathematics.

Addressing cognitive research, Reynolds (1995) includes
pointers for teaching mathematics to all students; suggestions
include using a constructivist approach to teaching (Brooks &
Brooks, 1999). The following behaviors are examples of those
advocated on behalf of all students’ learning in mathematics:

• Considering problems of emerging interest to the students.

• Studying the big picture and situating major concepts.

• Seeking and valuing students’ points of view.

• Communicating both verbally and in writing.

• Giving nonjudgmental feedback.

• Reflecting and caring.

• Interacting in groups.

• Listening to each other.

• Honoring creativity (Reynolds, 1995, p. 26).

By making connections between previously documented
gender-equity strategies for mathematics teaching and
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learning, Reynolds (1995) notes the overlap with construc-
tivist practice. Furthermore, in addition to teachers’ monitor-
ing their interactions with students to ensure that both
genders receive comparable treatment with respect to student
voice, extending wait time, and placing students at the center
of learning, Reynolds notes that constructivist teachers are
constantly monitoring student understanding, which is at the
core of more gender-equitable settings. It is hoped that tech-
nology instruction will follow the lead of science and mathe-
matics instruction by designing curriculum and pedagogical
practices that increase possibilities for females’ participation.

With each generation, gender images and gendered sys-
tems of privilege get revisited in schools and colleges. The
impulse to repeat offenses because they appear invisible is
pervasive in all schooling. As the new century begins, educa-
tors look anew at ways to improve the learning environments
for girls and boys—for men and women.

In an intensive study (Hopkins, 1999) of working condi-
tions for women academic scientists and engineers at MIT, it
was revealed that women scientists experienced many in-
equities in their working conditions, allocation of resources,
and salaries. The data were collected over several years and
the analysis was intense. Women at several other institutions
joined ranks with their colleagues in documenting differen-
tial research environments for men and women at their uni-
versities. In response to these data, the Ford Foundation has
awarded a $1 million grant to MIT to promote similar efforts
for equity at other campuses.

CONCLUSIONS

Creating a Gender-Equitable Culture in the Classroom

In all academic disciplines, research has shown that girls and
boys as well as young men and women sitting in the same
classroom and experiencing the same curriculum often re-
ceive differential treatment—usually unwittingly—based on
their gender. Most teachers, both men and women, elemen-
tary and secondary, interact more with boys than with girls.
In addition, both male and female teachers view girls as more
independent, creative, and academically persistent, whereas
boys are seen as more aggressive. Teachers who are success-
ful in addressing classroom interaction strategies that further
the growth and development of both females and males are
ones who are aware of the research findings about gender
and equity and who employ conscious strategies on behalf
of creating equitable environments. These strategies include
using nonsexist, inclusive language and avoiding sexist
humor. Gender-equitable teachers encourage all students to

participate in class discussions by employing specific strate-
gies for calling on students. They tend to value creativity and
multiple ways of solving problems, honoring differences.

In teacher sanctions, equitable teachers praise and affirm
both girls and boys for performance and do not overpraise
girls for their appearance. In their interactions, they coach all
students to search for deeper meanings and provide role
models for both males and females from all socioeconomic
strata. Teachers can employ wait time to encourage risk tak-
ing when students are answering questions. By consciously
addressing gender issues, teachers adapt instructional strate-
gies to account for gender (i.e., girls-only science talks;
mixed-gender writing groups).

Gender-equitable teaching involves monitoring the class-
room discourse, understanding the context-specific com-
plexities of dominance in classroom environments, and
integrating cooperative learning into regular teacher-directed
environments. It is necessary for teachers to hold out the
expectation that both females and males can accomplish a
task or solve a problem. It is important not to perform a task
for a female student while expecting a male student to do it
on his own. This practice leads to learned helplessness
(Eccles Parsons, Meece, Adler, & Kaczala, 1982).

Gender-equitable teaching uncovers the hidden curricu-
lum and enables teachers to identify bias and confront sexism
in the classroom. Teachers must avoid comparisons of boys
and girls regarding behavior, achievement, and attitudes.
They need to ask students whether teachers are treating
persons differently because of gender. Additionally, teachers
should ask students to tell them when teachers are treating
either group differently. Finally, teachers need to accept and
encourage emotional expression from both girls and boys
(adapted from Greenberg, 1985; Pratchler, 1996; Sadker &
Sadker, 1994; Sanders et al., 1997).

The formal curriculum must be explored through the lens
of race, class, and gender: Who is included and who is signif-
icant to learn about? Formal curriculum must reflect the lived
experience of all students so that knowledge construction is a
shared endeavor. Schools limit possibilities for gender equity
when they fail to confront or discuss risk factors for students.
Risk factors for students must be addressed through the for-
mal curriculum. Deconstructing gender teachings means ask-
ing what programs, pedagogies, and curricula will best serve
the needs of female and male students.

In teacher education schools, colleges, and departments,
equity must be viewed as essential to professional education
programs; gender-equity issues must be integrated into pre-
service training. Colleges and universities must confront the
risks for girls and boys in school and develop programs to
stem high dropout rates and address the underrepresentation
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of girls in computer science and physics. Understanding the
importance of extracurricular activities for girls, schools
should strive to recruit and retain more females in those ac-
tivities. Researchers need to explore the overrepresentation
of males in remedial reading programs and seek to learn the
causes. “Research should analyze educational data by sex,
race, ethnicity, and social class to provide a more detailed
picture of all students” (AAUW, 1998, p. 10).

Examining school violence gives clues to the gender so-
cialization of boys that alienates them from the dominant
school culture. Examining risk factors for boys and exploring
interventions on behalf of their healthy development must
become a priority.

Studies of girls and schooling need to explore single-sex
public schools for minority females, such as the Young
Women’s Leadership School in New York City. What are the
attributes of these environments that can be institutionalized
in coeducational schools? In coeducational classrooms,
researchers needs to explore girls’ silences and how entitle-
ment to voice differs across ethnicity and socioeconomic
class.

Studies need to examine how the computer science gender
gap is affecting the educational gap, and they should identify
useful interventions on behalf of girls and computer science.
Female participation in physics and engineering requires fur-
ther study because it lags seriously behind their participation
in the life sciences. Nancy Hopkins, a noted biologist who
led the MIT study on women scientists mentioned previ-
ously, stated, “It’s a different world now for women scien-
tists, but the question is, ‘How do you institutionalize it so it
will last for the next generation?’” (Zernike, 2001, p. A11).
That, indeed, is the question that underlies gender issues in
the classroom—what would institutionalizing this agenda
look like? It is hoped this chapter gives some glimpses.
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AN OVERVIEW OF THE FIELD OF EARLY
CHILDHOOD EDUCATION

As perhaps one of the first discussions of early childhood ed-
ucation (ECE) to appear in a comprehensive handbook of
psychology in the twenty-first century, this chapter begins
with a glance in the rearview mirror to consider what parallel
chapters had to say in the first half of the twentieth century. In
1929 the National Society for the Study of Education (NSSE)
published its annual yearbook on the topic of preschool and
parental education, in which editors referred to a

new and different conception of the educational significance of
the first half-dozen years of life. This new conception of the sig-
nificance of the preschool period has led to the development of
several new educational activities, more especially to the devel-
opment of nursery schools and of new organizations and meth-
ods for the better training of parents. (NSSE, 1929, p. iv)

From the 1920s to the 1950s preschool or nursery school
education were considered by most educators, researchers,
and parents to be the only legitimate manifestation of what
was referred to as early childhood education. The 1929 year-
book refers to full-day child care programs as “day nurs-
eries,” which were part of the parallel and very different

world of child welfare, clearly distinct in purpose, orienta-
tion, and content from the early childhood education pro-
grams of nursery schools. When the 1939–1940 yearbook
titled Intelligence: Its Nature and Nurture was published
(NSSE, 1939), the primary focus was, again, on one kind of
setting (half-day nursery school programs) and on one spe-
cific outcome (IQ scores). Titles of chapters in the
1939–1940 yearbook included the following:

• “A Longitudinal Study of the Effects of Nursery-School
Training on Successive Intelligence-Test Ratings,”

• “The Effect of Nursery-School Attendance Upon Mental
Growth of Children,”

• “Influence of the Nursery School on Mental Growth,” 

• “The Mental Development of Nursery School Children
Compared With That of Non-Nursery-School Children,”

• “Mental Growth as Related to Nursery SchoolAttendance,”

• “A Follow-Up Study of a Group of Nursery School Chil-
dren,” and

• “Subsequent Growth of Children With and Without Nurs-
ery School Experience.”

Early childhood education—as a discipline, a discourse
of inquiry, and a body of educational practices and
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approaches—has changed dramatically since those early
chapters written by the leading scholars of the day. The current
chapter does not attempt to be either “definitive” or “compre-
hensive,” but it does attempt to provide an accurate reflection
of the diversity of philosophies, theories, and practices into
which the field of early childhood education has matured. We
no longer identify one specific program as “typical” or model,
and the once-firm line between “child welfare” and “educa-
tional” programs has all but disappeared. In this chapter we
consider the wide range of settings in which young children
participate from birth to approximately age 8 years. The chap-
ter is designed to provide an understanding of both the breadth
and depth of early childhood education and, in so doing, to
give the reader the opportunity to become acquainted with
what we consider to be some of the major themes in this
field. It is our intention that the reader will gain this level of un-
derstanding and will be able to use the chapter to identify fur-
ther sources of information and knowledge based on what we
present here.

This chapter on early childhood education draws on
Bronfenbrenner’s ecological model of child development in
order to share our understandings of the most recent develop-
ments in early childhood education and research at the differ-
ent nested systemic levels of analysis (Bronfenbrenner, 1979;
Bronfenbrenner & Morris, 1998). At the center of these
nested concentric levels is the microsystem, which is seen as
the immediate and naturalistic ecological niche within which
the child develops. Examples of microsystems are home
environments, child care settings, and classrooms. The
mesosystem is the network of relationships among the vari-
ous microsystem environments. For example, the degree of
continuity or conflict between the home environments and
school environments is a mesosystem dynamic. Embedding
both of these inner systems is what Bronfenbrenner refers to
as the exosystem, which includes broader societal influences
that impact on the meso- and microsystems. Exosystem fac-
tors include legislation and social policy, labor force partici-
pation rates, neighborhood characteristics, teacher training
programs, and the like. The overarching macrosystem refers
to the societal and cultural values, beliefs, and attitudes that
shape and influence the creation of policies and programs that
ultimately impact on the lives of young children and their
families.

In the first section, titled “Learning and Teaching in Early
Childhood Education: Art, Literacy, Music, and Play,” we
focus on child growth and activity as it is observed within the
early childhood microsystem environments in which young
children play, learn, and develop. In this section we explore
what is known about the abilities and interests that young
children bring to early childhood settings, and how the early

childhood environment can challenge, engage, and interact
with their abilities and interests. Within and across the areas
of art, play, literacy, and music this section explores the dy-
namic tension between more endogenous and maturational
views of early education and development at one end of the
continuum and an approach that advocates for more direct in-
struction at the other. 

The second section, “Diversity in Early Childhood
Education: Individual Exceptionality and Cultural Plural-
ism,” considers the importance and impact of diversity in
early childhood education. Although much of the work in
early childhood education in the early twentieth century
represented an attempt to define a set of universal norms,
our understanding today is that early childhood education
includes a very wide continuum of children with diverse
abilities and disabilities who come from an ever increasing
range of cultural and linguistic backgrounds. Rather than
attempting to reduce the field to a few narrow common de-
nominators, we wish to reflect the diversity that enlivens
this field and challenges practitioners, researchers, and pol-
icy analysts. In this section we maintain our focus on the
microsystems of early childhood education but broaden our
perspective to include the mesosystem relationships among
the various microsystems, and we begin to explore the exo-
system levels of the social, legal, and regulatory contexts of
early childhood education.

In the third section, “Programs and Quality in Early
Childhood Education,” we attempt to integrate theory, re-
search, and practice in early childhood education as we con-
sider the impact of ECE programs on the children and
families who participate in them. Specifically, we examine
two of the most dominant forms of ECE programming:
compensatory education programs for at-risk children and
nonparental child care programs. The issue of quality relates
directly to the notion of an ecology of early childhood care,
education, and development. Within this complex ecology
there are dynamic interactions between the endogenous, bi-
ological factors of individual children and the environmen-
tal influences of classrooms, curricula, and the social,
economic, and demographic realities that frame the develop-
ment and education of young children. This framework, in
turn, is informed by societal values and beliefs that con-
tribute to the very definition of “quality” in ECE programs.
In this third section we present a model of program quality
that draws on empirical data from the different systemic lev-
els of early childhood education and child care programs,
across the curricular areas discussed in the first section
of this chapter and in recognition of the individual differ-
ences and cultural diversity that are presented in the second
section.
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LEARNING AND TEACHING IN EARLY
CHILDHOOD EDUCATION: ART, LITERACY,
MUSIC, AND PLAY

Many textbooks on early childhood education are organized
by curriculum subject areas with discrete how-to chapters on
teaching literacy, music, art, science, social studies, move-
ment, and mathematics to young children. The lives and abil-
ities of young children are not so easily compartmentalized.
For this reason we take a different tack when considering
what children learn and how children learn in their early
childhood years. We consider the ways in which children
comprehend and represent their own lived realities across
subject areas and domains of development. We open this dis-
cussion with an exploration of the nature and significance of
art in early childhood education and artistic development in
children. This discussion of the representational and semiotic
functions of children’s art is followed by a consideration of
children’s representations of thoughts, scripts, and inner real-
ities in their spontaneous play. We then turn to children’s
early encounters with the world of literacy in which the writ-
ten word is seen as yet another powerful representation of
both thought and language. The section concludes with an
exploration of the significance of music, yet one additional
form of representation and meaning in the child’s world that
develops throughout the early childhood years

Art and Aesthetics in Early Childhood Education 

The artistic production of young children has been a source
of delight and enjoyment for many parents and early child-
hood educators. It is difficult to resist the simplicity of early
forms that depict with enthusiasm and energy the worlds of
childhood. It is hard not to be seduced by the directness and
expressive quality of images that in their apparent inaccura-
cies, approximations, and technical deficiencies capture the
element of youthful innocence that is but a memory in the
adult universe. The aesthetic appeal of young children’s pic-
torial imagery seems to be closely bound to the emotional re-
sponse that they evoke that allows for a nostalgic journey
back to one’s early years. Fineberg (1997) highlighted the
significance of these sentiments in Picasso’s fascination with
the “visual inventiveness of children” by pointing to its con-
nection with the artist’s “own extraordinary access to the
memories and urges of childhood that most of us have buried
beyond the reach of our adult consciousness” (p. 137). 

The value of early childhood as a period of uncontami-
nated purity where one has the benefit of perceiving
the world through what Vasily Kandinsky (1912) called
“unaccustomed eyes” and thus has the ability to attend to

the “pure inner tone” of the objects in the world has been
strongly reflected in the work of many artists of the modern
area and has created a powerful legacy. Jean Dubuffet, who
“turned in the 1940s to children’s drawings as a means of cut-
ting to the truth of the ordinary experience” (Franciscono,
1998, p. 116); Joan Miro, whose work associated with the
phenomenon of primitivism in French art of the 1920s and
1930s; and Paul Klee are among the icons of modernism who
elevated children’s art to an unprecedented height. Consider
Picasso’s famous remark made to Sir Herbert Read in 1956:
“It took me years to learn to draw like . . . children.” This one
sentence captures the respect and admiration for young chil-
dren’s artistic production shared by the most influential
artists of the modern era (quoted by Fineberg, 1997, p. 133). 

The sentiment expressed by Klee (1957) that “the more
helpless they [children] are, the more instructive their exam-
ples and already at an early stage one has to save them from
corruption” (translation by Hofmann, 1998, p. 13) echoes in
the works of one of the most influential Western art educators
of the twentieth century, Victor Lowenfeld. In his most ac-
claimed work Creative and Mental Growth, Lowenfeld and
Brittain (1964) argued that if “children developed without
any interference from the outside world no special stimula-
tion for their creative work would be necessary. Every child
would use his deeply rooted creative impulse without inhibi-
tion” (p. 20). Needless to say, these assertions have never
been empirically tested; nor have any scientific grounds been
provided to offer them validity. Furthermore, it is impossible
to conceive of circumstances in which children would grow
up in environments devoid of visual manifestations of
culture.

Yet, contemporary early childhood art education has been
greatly affected by what had earlier been referred to as “a
myth of natural unfolding” (Kindler, 1996). This is the notion
that artistic abilities are contained within the child at birth
and that a nonintrusive social environment is what is needed
to bring them to the surface. This sentiment often echoes in
early childhood texts and is well exemplified by Morgan
(1988), who stated that we should consider “children’s sym-
bolic activity to be sacrosanct in early years . . . and therefore
teacher intervention is inappropriate” (p. 37). The noninter-
vention approach relies on the assumption that children are
happy explorers who have an innate ability to satisfy their
creative desires.

Art educators and researchers in day care, preschool, and
primary classrooms have frequently witnessed children’s
frustrating struggles with producing art rather than the happy
explorations of young children trying to negotiate solutions
to pictorial problems. Regretfully, many children emerge
from these struggles with a loss of confidence that eventually
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leads to the abandonment of pictorial efforts. A question can
then be asked about the merits of theoretical frameworks and
pedagogical approaches that sacrifice on the altar of “natural
development” opportunities of young children to grow into
individuals who can use with confidence and competence
pictorial means for expression and communication through-
out their lives. This question is particularly valid in the light
of alternative theories that stipulate that development in pic-
torial representation is in fact a process of learning from cul-
tural models and that these models are absolutely essential in
artistic development (Wilson & Wilson, 1977, 1981). Wilson
and Wilson’s research clearly contradicts the idea that “cre-
ative expression comes from within the child” (Edwards,
1990, p. 66) or that “talent doesn’t need any experience of
life” (Klee, quoted by Franciscono, 1998, p. 98). Instead, this
work points to the significance of socialization and cultural
exposure in the development of pictorial vocabulary that can
be used for expressive purposes. 

The very concept of artistic development and some long-
standing models developed to describe it (e.g., Gaitskell,
Hurwitz, & Day, 1982; Lowenfeld & Brittain, 1964; Luquet,
1977) have in fact become a subject of criticism in recent
years. Four particular issues have been identified in this col-
lective body of criticism. First, questions have been raised
about the appropriateness of unilinear conceptions of devel-
opment in explaining a wide range of pictorial imagery
produced by children, adolescents, and adults. Second, a dis-
parity has been noted between the breadth of the world of art
and the narrowness of the focus on visual realism that has
served as the endpoint in these developmental models. Third,
cultural biases that mark these models have been identified
theoretically and empirically. Fourth, insufficient recognition
has been paid to the role of other modalities of expression in
some forms of pictorial representation (e.g., Duncum, 1986;
Golomb, 1994; Kindler & Darras, 1997b, 1998; Korzenik,
1995; Wolf, 1994; Wolf & Perry, 1998). Critics of the tradi-
tional stage models of development argued that alternative
explanations are necessary to account for the range of pictor-
ial systems that children begin to develop early in life and to
engage in research relating to the reasons for selecting spe-
cific pictorial solutions. It has been pointed out that even very
young children have at their disposal more than one pictorial
system and that they choose among them as a function of
their representational intentions and purposes (Bremmer &
Moore, 1984). The notion of the significance of purpose—or
teleology—of pictorial behavior in the discourse about devel-
opment of graphic abilities has been at the center of a map-
like model of development that has emerged as an alternative
to the traditional stage models (Darras & Kindler, 1996;
Kindler & Darras, 1997a, 1997b, 1998).

This model regards emergence and development of
pictorial imagery as a semiotic process occurring in an inter-
active social environment that leads to pictorial behaviors
that may engage single or multiple modalities of expression.
This framework acknowledges psychobiological factors that
found development of pictorial activity while emphasizing
the role of culture in validating or deselecting specific pictor-
ial systems. It constitutes an attempt to decolonize discourse
about artistic development by pointing to the usefulness and
value of pictorial repertoires that have remained outside of
the acclaim of the Western art world and yet play a significant
role in children’s lives (Kindler, 1999). In addition to high-
lighting the dimension of pictorial choices and their relation-
ship to specific purposes of pictorial behavior, the model
proposed by Darras and Kindler recognizes frequent inter-
play of the gestural, vocal-verbal, and graphic actions in the
emergence and development of pictorial systems. This is
consistent with Parsons’s (1998) notion about the nature of
cognition in the arts. Parsons argues that the prevailing sys-
tems approach to cognition identifies the different arts as
each being a different symbol system and “requires thought
to stay within the boundaries of a single medium it is dealing
with on the assumption that, if it moves from one system to
another, it looses its coherence” (p. 106). He expresses con-
cern that such understanding of cognition in the arts “trans-
forms a dimension of difference into a principle of
separation” (p. 106). The repertoire model of development in
pictorial imagery moves beyond this principle and accommo-
dates cognitive processes that result in pictorial systems con-
tained within a graphic medium as well as those that cross
traditional boundaries of music, drama, and visual arts. This
broader conception of development is also more accommo-
dating of cultural factors that define artistic growth than some
of the earlier proposed models. The issue of a cultural bias in
these earlier theories has vividly surfaced in recent studies
that revisited the long-standing notion of the U-shaped curve
of artistic development (Davis, 1991, 1997a, 1997b; Gardner,
1980; Gardner & Winner, 1982). The proponents of the U-
shaped model argued that while young children exhibit very
high levels of creativity in their pictorial work, older children
and adolescents suffer from a serious decline in their artistic
abilities, which are regained in adulthood only by artistically
gifted individuals. The empirical data that confirmed the
U-shaped developmental pattern were collected in North
America and relied on aesthetic assessments of artistic merit
executed by North American and other Western judges.

When this study was recently replicated in settings
involving Chinese populations, the U-shaped pattern failed
to be confirmed (Kindler, 2001; Pariser & van den Berg,
1997). In none of these recent studies was young children’s
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work considered to be artistically superior to the work of their
older peers or nonartistic adults. This suggests that the cultural
criteria of artistic merit indeed played a powerful role in defin-
ing the very concept of artistic development in research that
led to the universality claims of the U-shaped developmental
progression. It is important to note that the repertoire model of
development does not disprove the U-shape model. In pictor-
ial repertoires that emphasize modernist values, this predic-
tion quite possibly continues to hold true. However, the
repertoire model provides also for alternative developmental
trajectories in other areas of pictorial pursuits, where technical
mastery and preciseness of line, for example, may be of more
interest and significance than the image’s overall expressive
quality. 

The revised understanding of development in pictorial
representation presents an exciting challenge to the field of
early childhood art education. It defines a teacher’s role in
much more complex terms and places more responsibility
on his or her shoulders for ensuring that children’s develop-
ment in this domain does not become unduly constrained by
a narrow set of cultural biases and preferences. Valuing and
encouraging what we see as children’s spontaneous self-
directed explorations need to remain an important considera-
tion in structuring learning environments of young children.
However, in order to solve pictorial problems, children also
require active assistance in (a) pursuing their own intuitive
interests in the visual culture that surrounds them, (b) helping
them achieve success in meeting their own pictorial expec-
tations, and (c) exploring their emerging metacognitive
abilities in relation to their pictorial production and strategies
that can enhance this production. It draws on the use of peer-
as well as adult-generated examples and readiness to discuss
ways in which different systems of pictorial representation
can be further mastered and extended to suit children’s spe-
cific needs and ambitions. 

While advocating a much greater sensitivity to and use of
cultural models in early childhood education, it is important
to clarify that the intention is not to train young children into
able performers within a particular system of representation.
The answer to early childhood art education will never be
presenting children with coloring books or insisting that they
copy a particular pictorial schema as the way to learn how to
draw. However, a sensitive introduction of activities that help
children understand the nature, value, and place of iconic rep-
resentation and introduce them to a wider range of pictorial
systems that function within their culture, supported by con-
versations and modeling of how different effects can be
achieved, will provide children with freedom to choose
whatever systems may best serve their purposes and needs in
different times in their lives.

It is important to note that especially in the early child-
hood years children’s pictorial intentions may have little to
do with creating a picture meeting the modernist standards of
“child art.” Their graphic activity is often just one component
of a semiotic process in which sounds, gestures, and words
carry a significant portion of meaning. In this context, a
teacher’s ability to accept these images as active happenings
rather than as objects to be posted on day care or primary
classroom walls may help children understand the value of
this unique multimodal system of representation and see it as
an alternative to other pictorial efforts where, in conformity
with the deep-rooted tradition of Western art, images are sup-
posed to stand on their own. Similarly, understanding that
telling of a dynamic story may require a child to use different
pictorial devices than in the case of a descriptive effort, a
greater range of imagery can become socially encouraged
and validated (Kindler, 1999). Activities that combine musi-
cal, dramatic, and visual art dimensions can further help
children grow in pictorial repertoires that rely on multiple
modalities of expression and that are often a natural choice of
young children who spontaneously combine the gestural, the
vocal, and the visual in their everyday play.

The importance of teachers’ assistance in a child’s growing
understanding of the technical possibilities and limitations of
specific artistic media can perhaps be best demonstrated by
looking at young children’s clay productions. Children as
young as 3 years of age who perform in nonintrusive self-
exploration environments tend to be much more limited in
subject matter, scale, detail, and stylistic diversity in their clay
productions than are those who benefit from appropriate in-
struction (Kindler, 1997). But perhaps most important, sensi-
tive teaching that relies on constructivist approaches and
actively guides children toward important discoveries that
support their pictorial efforts translates into a sense of accom-
plishment and pride that sustains children’s interest in creative
endeavors and encourages them to continue to use and further
master this medium of representation. These recommended
forms of adult intervention and teaching can be easily inte-
grated into the play format, and skillful and sensitive teach-
ers can make a tremendous difference in children’s artistic
growth without compromising the child-centered emphasis
and the relaxed and playful atmosphere in their early child-
hood classrooms. 

What is needed, however, is a paradigm shift from under-
standing the concept of developmentally appropriate art edu-
cation in terms of curricula targeting children’s actual levels
of attainment to that of creating environments that allow chil-
dren to perform within their “zones of proximal development”
(Vygotsky, 1978). This shift can take place only if we free our-
selves from the cultural baggage of romanticized notions of
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child art and accept that while it certainly can appeal to our
aesthetic sensitivities and emotions, there are other territories
of pictorial worlds that children should be free to explore, en-
couraged to learn about, and provided with assistance to mas-
ter. Our love of children’s natural creative efforts should not
become detrimental to their artistic growth in the broadest
sense of the term.

This revised conception of human development in the area
of the pictorial extends the discourse to a new territory inclu-
sive of a wide range of manifestations of visual culture. It still
accounts for repertoires that conform to the modernist expec-
tations or give prominence to visual realism, but it also em-
braces pictorial worlds that rely on different rules, salient
attributes, and criteria of excellence. In pluralistic, diversified
societies it is especially important to plan early childhood ed-
ucation in ways that do not define artistic growth in hege-
monic terms laden by a strong cultural bias. Recent research
on artistic development has provided a platform for accom-
modating this diversity not by proposing a tight universal de-
velopmental sequence, but rather by suggesting a range of
pictorial repertoires along which children’s growth in art can
be witnessed and encouraged. The work needs to continue
with mapping of the different repertoires and exploration of
them in regard to the nature and modes of acquisition of these
pictorial systems. Some of them may rely on self-directed
discovery; others may require guidance and teaching starting
early on in one’s life. Because the concept of art is constantly
broadening and multicultural awareness is leading to a more
inclusive dialogue about aesthetic merit and value of differ-
ent kinds of pictorial imagery, the need to explore diverse av-
enues of growth and pedagogies that will support it along
these multiple dimensions will continue to be an important
area of concern and research for the years to come.

Literacy in Early Childhood Education

From Reading Readiness to Emergent Literacy

There were considerable changes in our understanding of
early literacy development in the last decades of the twentieth
century. Prior to the late 1970s, a reading readiness paradigm
dominated thinking about early literacy development. Cen-
tral to the concept of reading readiness was the notion that
children need to acquire certain prerequisite perceptual and
motor skills and to attain a certain mental age before they
could begin learning to read (Teale & Sulzby, 1986). Also im-
plicit in reading readiness was the notion that children could
not write (i.e., compose) until they had learned to read.

However, in the 1960s researchers began to conduct
research on literacy development in children prior to their

introduction to formal literacy instruction in school (i.e.,
Clark, 1976; Durkin, 1966). This groundbreaking body of re-
search revealed that for many children literacy development
begins long before their formal schooling and that, indeed,
some children entered school as competent and independent
readers. This early work precipitated a flurry of research in a
number of aspects of literacy. Clay (1979) and Holdaway
(1979) showed that young children’s reading behaviors devel-
oped along a continuum from initial, rough approximations of
reenacting texts to accurate decoding of print. Research on
emergent literacy included work on children’s writing as well
their reading. For example, Bissex (1980), Chomsky (1977),
and Read (1975) investigated young children’s writing devel-
opment and were able to show that children’s early attempts at
spelling were not random but were quite systematic and
demonstrated a sophisticated and developmental understand-
ing of phoneme-grapheme relationships. Working from within
a Piagetian tradition, Ferreiro and Teberosky (1982) demon-
strated that young children formed hypotheses about repre-
senting speech through writing that they modified as they
refined their knowledge. From this collective body of work
with young children sprung the theory of emergent literacy
(Clay, 1966). Sulzby and Teale (1991) defined emergent liter-
acy thus:

[A]n emergent literacy perspective ascribes to the child the role
of constructor of his or her own literacy. Unlike previous work,
the central issues now being addressed are the nature of the
child’s contributions (i.e., individual construction), the role of
the social environment in the process (i.e., social construction),
and the interface between the two. (p. 729)

The research in emergent literacy had a profound impact on
our understanding of both how literacy is learned and how it
could be taught. For example, many of the tenets of whole lan-
guage, a movement that flourished in the 1980s and 1990s,
could be traced to this work. As this body of research on emer-
gent literacy grew, so did the number of questions in four spe-
cific areas: the generalizability of the research, the presumed
similarity between oral language learning and the develop-
ment of literacy, the impact of culture on literacy develop-
ment, and the importance of storybook reading.

Questions about the generalizability were focused on both
the methodologies that were used as well as on the target
populations under study. As Adams (1990) pointed out, much
of the research in emergent literacy has been limited to “case
studies, chronologies and descriptions” (p. 336). Heath
and Thomas (1984) pointed to the fact that in many of these
studies the children on whom the research was conducted were
the children of “parent-academics” (Heath & Thomas, 1984,
p. 51) with their own children.
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Questions were also raised about the presumed similarity
between oral language development and literacy learning.
For many researchers (i.e., Holdaway, 1979), literacy devel-
opment was portrayed as a natural process that paralleled the
development of language acquisition. A number of critiques
attempted to refute this notion by pointing out the ways in
which literacy acquisition was fundamentally different from
first-language acquisition (i.e., Luke, Baty, & Stehbens,
1989); in particular, other research showed that in contrast to
natural language development, some children did benefit
from direct instruction in literacy (e.g., Adams, 1990).

Increasingly, researchers have begun to address questions
of social, cultural, and linguistic diversity. When many of the
original studies on emergent literacy were replicated with di-
verse populations, the initial positive findings on the effects
of whole language–emergent literacy approaches were not
replicated. For example, Anderson and Matthews (1999) and
Elster (1994) found that children from working-class homes
did not always follow the developmental trajectory of story-
book reading that Sulzby (1985) found with the children from
middle-class homes in her study. Other researchers have
found that parents from diverse cultural groups support their
young children’s literacy development differently (i.e.,
Anderson, 1995; Reyes, 1992). For example, many of the
Chinese-Canadian parents in Anderson’s study expressed
very strong opposition to many of the literacy practices con-
sidered sacrosanct within an emergent literacy paradigm.
These practices included accepting the use of invented
spelling and children’s pretend reading behaviors. The initial
position paper by the National Association for the Education
of Young Children on developmentally appropriate practices
in literacy reflected a more or less homogenous prescription
for a universal application of the principles of emergent liter-
acy; it was later revised in recognition of cultural diversity in
literacy learning (Bredekamp, 1997).

Related to questions of culture, researchers and practition-
ers have also raised questions about the relative importance
of storybook reading in the early years. Because some of the
earlier research with precocious readers (i.e., Clark, 1976;
Durkin, 1966; Wells, 1985) found that storybook reading was
often a part of their daily literacy routine, the general assump-
tion was drawn that this activity was a necessary prerequisite
that applied to all children (Pellegrini, 1991). This sweeping
assumption tended to prevail even though in some cultures
where storybook reading to children is practically nonexis-
tent, most children in that culture still can achieve literate
competence (Mason, 1992). Further, a major meta-analysis
has suggested that storybook reading accounts for only about
8% of the variance in reading (Scarborough & Dobrich,
1994).

Despite these issues and concerns, the concept of emer-
gent literacy has fundamentally altered the way that literacy
learning in early childhood is conceived (Adams, 1990). Con-
sistent with the basic premises of emergent literacy, for ex-
ample, it is now widely acknowledged that literacy learning
should be meaningful, functional, and contextualized and that
a great deal of literacy learning occurs before children enter
school. Research on literacy continues to focus both on some
traditional areas of debate (e.g., the relative importance of
phonics instruction) as well as on some emerging areas of in-
terest (e.g., family literacy). It is to these two perspectives on
literacy in early childhood education that we now turn.

The Role of Phonological Awareness

Perhaps no other single issue in early literacy has received as
much attention over the decades than has phonological
awareness or the ability to segment the speech stream into
its constituent parts (e.g., phonemes). For example, many
literacy researchers and educators see phonemic awareness as
a prerequisite to learning to read and write (Bradley &
Bryant, 1983; Stanovich, 1986). In contrast, other researchers
(Malicky & Norman, 1999) acknowledge that while a certain
level of phonemic awareness is needed to learn to decode
print, children can become more phonemically aware through
the process of learning to read and write. Mustafa (1997) and
others argue that phonemic awareness is but one component
of a more general competency in language and that it relates,
for example, to vocabulary size. The debate continues
whether phonological development is best achieved through
direct instruction or through more informal, meaningful, and
contextualized activities such as word play, rhymes, games,
and songs.

Perhaps the most contentious issue in early literacy over
the past half century has been the role of systematic instruc-
tion in the alphabetic code, commonly known as phonics
(Chall, 1967). Although the debate still rages, especially in
the United States, a more moderate position or middle ground
is evolving. Recent reports have called for direct instruction
in the phonics code but in contextualized ways with ample
opportunity for children to apply the skill being learned in
meaningful situations (Pressley et al., 1998; Snow, Burns, &
Griffin, 1998). 

The relationship between phonemic awareness in writing
as well as in reading has been the focus of much research in
recent decades. For example, whereas proponents of whole
language once argued that children learned to spell through
writing and “invented” spelling, researchers have shown that
structured word study could also help young children become
more proficient spellers (Templeton & Morris, 1999). These
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researchers have also shown that although it was once
thought that learning to spell essentially consisted of memo-
rizing lists of isolated words, efficient spellers use layers of
information to help them learn the orthography. During the
heyday of the process writing movement (e.g., Graves,
1983), personal writing such as journals, diaries, and so forth
was heavily promoted. An underlying assumption of the writ-
ing process movement was that writing skills are generic and
transferable from one context to another. However, re-
searchers are now beginning to find that such is not the case
and that each particular genre requires specialized knowledge
and forms. Chapman’s (1995) research has shown that chil-
dren who are exposed to a variety of genres in their daily ex-
periences will also incorporate the specific features of
different genres into their writing at a young age.

The debate on the relative importance of phonemic aware-
ness in children and of phonics instruction with young chil-
dren manifests itself in a variety of curriculum debates as
well. There has been a general trend away from the use of
programs based on behavioristic psychology (e.g., DISTAR)
and toward approaches that are based more on principles of
cognitive psychology. One widely known and widely applied
curriculum program, Reading Recovery, was developed by
Marie Clay in New Zealand. In Reading Recovery the chil-
dren who have the most difficulty in reading and writing re-
ceive one half hour of individualized tutoring per day with
teachers specially trained in Reading Recovery techniques.
Despite the ubiquity of this program and even though gener-
ally favorable research reports on its effectiveness, it has
received criticism on a number of points, including the fol-
lowing: The program is overly structured and inflexible
(Dudley-Marling & Murphy, 1997); it does include a specific
phonological awareness component (Chapman, Tumner, &
Prochnow, 1998); it does not remediate the needs of those
children most in need of support (Santa & Hoien, 1999); its
initial gains wash out after children have attained expected
grade-level proficiency in reading and, in the terminology of
the program, are discontinued (Chapman et al., 1998); it does
not lead to the staff development that its originator and pro-
ponents argue would happen (Center, Whedall, Freeman,
Outhred, & McNaught, 1995); and it expends scarce re-
sources without being any more effective than alternate,
small-group tutoring (Santa & Hoien, 1999). Whereas the
concept of multiple literacies (the notion that meaning is en-
coded in myriad ways other than print) has been around for
some time, Luke and Luke (2001) argued that mainstream
thinking in the early literacy field still privileges print
literacy. That is, despite the advances in technology that
allow for new ways of constructing and communicating

meaning, the focus in early literacy still seems to be on
decoding print. This fact is evidenced by recent trends in
some parts of the United States to prescribe decodable texts
for early reading instruction and to emphasize basic reading
and writing skills. Decodable texts are texts written specifi-
cally for beginning reading instruction. They have a very
high level of grapheme-phoneme agreement, which propo-
nents argue helps children learn to crack the code. Critics
argue that such texts use contrived, unnatural language that
will not engender a desire to read in children. Thus, at this
point in time it appears unlikely that curricula and instruction
in early literacy will begin to reflect in any significant way a
multiple-literacies perspective in the near future. 

Family Literacy 

Another trend that will deserve increasing attention in the
coming years is the proliferation of family literacy programs.
Taylor (1983) initially coined the term family literacy to de-
scribe the myriad ways in which the middle-class families
with whom she worked embedded literacy in their daily lives.
Taylor’s portrayal of the family as a site where considerable
literacy learning takes place generated substantial interest in
this phenomenon. Educators have subsequently been involved
in developing family literacy programs that are intended to
help parents support their young children’s literacy develop-
ment. Critics of family literacy programs contend that under-
lying many such programs are some very troubling deficit
assumptions about families that are poor where relatively little
literacy is observed. There appears to be some kind of causal
or predictive relationship between a family’s poverty and their
lower levels of literacy practices in the home. Further, the ar-
gument has been that the literacy that does occur in these
homes is not the “right” kind of literacy that will adequately
prepare the children for school. The criticism has also been
raised that many of these programs are gender-biased in that
they are targeted specifically at children’s mothers. Mace
(1998) has argued that

[t]he evidence of a literacy “problem” in industrialized countries
with mass schooling systems has revealed that schools alone
cannot meet this need. Families must be recruited to do their bit
too. This is where the spotlight falls on the mother. She it is who
must ensure that the young child arrives at school ready for
school literacy and preferably already literate. (p. 5)

Whereas play has traditionally been seen within the early
childhood community as the medium through which children
learn (see also the section on the role of play in early childhood
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education), it is only recently that researchers have begun
to investigate the role of play in young children’s literacy
learning. For example, using an ethnographic research ap-
proach,Anderson (1995) documented the many ways in which
one child incorporated various forms of workplace literacy
into her play. In their work in day care settings, Neuman and
Roskos (1993) found that children’s interest in literacy and
their interaction with literacy materials were enhanced when
appropriate literacy materials were placed in different play
centers. They also suggested that “more challenging and com-
plex language use may be produced in play environments that
are literacy based” (p. 221). These authors cautioned that the
literacy knowledge that children develop through play may
not be sufficient for literacy acquisition. However, they argue
that children’s “comprehension of the act of literacy” is devel-
oped through play (p. 221). Purcell-Gates (1996) proposed
that this comprehension is crucial to children’s literacy devel-
opment. She commented, “Grasping the signifying nature of
print and the many ways it can function in peoples lives has
been called the big picture . . . and is basic to any further
knowledge about the forms and conventions of written lan-
guage” (p. 422). However, the importance of play in literacy
development is not universally embraced, as the pendulum ap-
pears to be swinging back—at least in some quarters in the
United States—toward formal instruction in phonics. Thus,
the zeitgeist of literacy theory continues to include simultane-
ously both advocates of child-centered, emergent literacy ap-
proaches and those who focus on the importance of phonemic
segmentation and code breaking that can only be acquired
through direct formal instruction.

Concluding Thoughts on Literacy in Early
Childhood Education

Increasing trends of globalization are beginning to raise
important policy issues in the area of early literacy. For ex-
ample, in Vancouver, Canada, over 50% of the children en-
tering kindergarten speak English as a second language, and
there are over 50 different foreign languages that these chil-
dren collectively bring to school. In a landmark report,
Snow et al. (1998) proposed that initial literacy instruction
should be in the child’s first language. Although this might
be possible where there are concentrations of families and
children with a common language, it would not be possible
for the 50% of children entering Vancouver kindergartens
every year who speak English as a second language as well
as for countless others such as those in the schools in
Canada alluded to earlier. The issue of literacy in one’s own
first language in addition to literacy in English will continue

to grow in complexity as society becomes increasingly
diverse.

Music in Early Childhood Education

All children are born with some degree of music ability. A
major challenge that confronts ECE music educators and
researchers alike is to determine the relative importance of
(a) a child’s innate music aptitude, (b) the music environ-
ments that contextualize the child’s life, and (c) the roles of
indirect and direct instruction in music in the early years.
This discussion briefly addresses each of these issues from
theoretical, empirical, and applied perspectives.

It is widely understood that a child’s music aptitude has an
ideal chance for optimal development if parents, caregivers,
and teachers provide a varied and rich music environment for
a child early in life (Brand, 1982, 1985, 1986; Gordon, 1990;
Pond, 1981; Simons, 1986). In fact, some researchers have hy-
pothesized that children can suffer severe music developmen-
tal delays when music is not a frequent part of their home and
school environments. Beyond enhancing the development of a
child’s music abilities, Doxey and Wright (1990) also reported
significant positive relationships between music and mathe-
matics abilities in their study of music cognition and general
intelligence. Subsequent research conducted over the past
decade has also reported findings of enhanced cognitive devel-
opment and spatial-temporal reasoning as the result of rich,
stimulating preschool music activities (Rauscher et al., 1997;
Shaw, 1999). The research evidence strongly suggests that an
enriched music environment—a combination of quality, quan-
tity, and a variety of music experiences—in the first several
years of a child’s life can impact strongly on a child’s success
in and enjoyment of music, as well as in other areas of cogni-
tive development.

Innate Audiation and Learned Music Skill Development 

Although environmental factors can contribute to a child’s
success in music, the most important factor for potential
growth in music is the child’s innate music aptitude, an abil-
ity that can now be evaluated by a reliable, standardized test
(Gordon, 1978, 1979, 1986a, 1986b, 1989). In contemporary
terms, standardized music aptitude tests measure a child’s
ability to audiate music. Audiation is the innate human abil-
ity to create and recreate music, to conceptualize and com-
prehend and to compare music that has been heard in the past
with music being heard in the present, and to music that may
be heard in the future (Gouzouasis, 1992). Humans sing,
chant, move, play instruments, and respond to music that
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they audiate. Humans audiate when they listen to music,
recall music, read music, improvise music, and compose
music (Gordon, 1986b). 

In all of these ways and more, children, adolescents, and
adults play music and play with music. Music play may occur
consciously or unconsciously, spontaneously or planned, in
unstructured or structured environments, and in informal or
formal contexts, and may either be child initiated or adult ini-
tiated. Fundamental to all of these forms of music compre-
hension, production, and enjoyment is the child’s ability to
audiate. A child’s ability to audiate may greatly influence the
way in which he or she organizes the physical aspect of music
(i.e., sound) in terms of melody, harmony, form, texture, and
timbre and may greatly influence the way a child produces
music through singing, chanting, moving, and performing on
instruments. Of the many different elements of music, the
tonal and rhythmic aspects can be most reliably measured in
young children (Gordon, 1979). 

Research has shown that children’s audiation abilities
fluctuate during the early childhood years (Flohr, 1981;
Gouzouasis, 1987, 1991; Jessup, 1984; Levinowitz, 1985;
Zimmerman, 1986). It is widely accepted that children by
the age of 9 years can learn to play an instrument, to dance, to
sing, to read, to improvise, and to compose music. Although
music achievement can certainly continue to develop in and
beyond middle childhood, after age 9 the degree of music
achievement a child may attain is seriously attenuated by his
or her stabilized level of audiation ability. Indeed, there
is ample evidence to support the notion that even young
adults can be taught music listening strategies and instrumen-
tal performance that enable them to maximize their basic au-
diation ability in a variety of music contexts (Gouzouasis,
2000). Ultimately, however, their success in those music ac-
tivities will be restricted by their ability to make connections
between a broad range of acquired music skills and their in-
nate audiation ability.

Central to developing a child’s music ability is the impor-
tance of objectively assessing each child’s music aptitude
level. This allows the child’s teacher to teach to the child’s
music strengths, thereby facilitating the child’s level of music
achievement. In the early 1980s a number of researchers
began to scrutinize traditional music-teaching practices in an
attempt to observe how very young children acquire music
in natural and noninstructional settings. This research repre-
sented a sharp departure from earlier top-down curriculum
approaches that had been generated primarily by Western
European composers and practitioners (Andress, 1986, 1989;
Boswell, 1986; Goetze, Cooper, & Brown, 1990). This was in
stark contrast to traditional, historical recapitulation models
of music teaching and learning. Within this body of work four

specific areas of focus (discussed later) are (a) the develop-
ment of a child’s singing voice, (b) the relationship between
music and movement, (c) the implications of “hot” and
“cool” music media on children, and (d) children’s singing
songs with and without words.

The research on singing voice has revealed that two- and
three-pitch diatonic stepwise patterns are easier to sing than
are arpeggiated patterns (Gordon, 1990; Gouzouasis, 1991;
Guilmartin & Levinowitz, 1989–2000; Jersild & Bienstock,
1931, 1934). Because pitched vocal glides are easily produced
by children as young as 1 month of age, stepwise patterns are
a natural feature in the developmental sequence of pitched vo-
calization. In contrast, arpeggiated patterns require more
vocal precision. The research demonstrated that when young
children move their bodies to music, it is important that they
experience the free exploration of weight, flow, space, and
time with the whole body and various body parts without the
expectation that they attempt to coordinate their movements
with an externally imposed steady beat (Gouzoausis, 1991).
Because singing is in many ways a movement activity, the ac-
quisition of a sense of steady beat is fundamental to all aspects
of music learning, and it needs to be nurtured in a variety of
play activities, with and without music accompaniment.

Gouzouasis (1987) drew metaphoric allusions between
McLuhan’s idea of “cool” and “hot” media and the effects of
two types of music accompaniment and nonaccompaniment
on the singing achievement of 5-year-old children. There is
evidence that nonaccompaniment facilitates the learning of
songs, especially for children who possess low tonal audia-
tion ability. Ironically, because of the prevalence of heavily
textured, hot music learning contexts in contemporary music,
twenty-first-century culture may be depriving young children
of informal exposure to music experiences presented in de-
velopmentally appropriate learning contexts, or cool music
media. Further, children who possess high tonal audiation
ability can be expected to acquire a singing voice and sing
songs consistently better than children who possess low tonal
audiation ability, regardless of style and accompaniment tex-
ture. Thus, children who have inherently lower levels of au-
diation may have their music potential additionally
compromised by the intensity and texture of much of the hot
music media to which they are exposed.

A related application of that line of research led to the
practice of singing songs without words with very young
children (Gordon, 1990; Gouzouasis, 1987; Levinowitz,
1987). Very young children who possess few linguistic skills
tend to respond very positively to singing activities with a
neutral syllable such as “bah” or “too” than to songs with
many words, sentences, and lyrics. Many young children
sing the songs with which they are most familiar in tune, and
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they sing less familiar songs out of tune. That may be be-
cause they are better able to concentrate their listening, audi-
ation, and vocal-production abilities on the music aspects of
the song rather than the text, a characteristic that seems to be
true of children who possess low to average music aptitude
(Gouzouasis, 1987). Children seem to benefit most from
singing songs without words because an emphasis on learn-
ing the words of the song can distract and detract from their
attention to the music content. As a child’s language skills
develop, song texts (i.e., lyrics) seem to interfere less with
vocal development. A mixture of songs with and without
words should be of benefit to older children (Levinowitz,
1987). Parents, caregivers, and teachers may still teach their
favorite songs, but they can teach them using a neutral sylla-
ble instead of text. The ability of a child to sing one or more
short phrases of a song, with or without text and in tune, is
evidence that he or she has emerged from the tonal babble
stage.

Music Acquisition and Language Acquisition

Although music is not a language, it is acquired in a manner
and context similar to those in which language is learned
(Gouzouasis & Taggart, 1995). The mechanisms that a young
child uses to produce sounds are the same for both music and
language. The throat, mouth, nose, lungs, and diaphragm are
used in a variety of ways to produce meaningful music and
linguistic sounds. For both music and language, sounds may
vary in loudness, pitch, duration, and stress. When sound (or,
technically, phones) in the form of vowels and consonants
(segmentals), is organized into morphemes—the smallest
meaning-based unit in language—the sound is expressed as a
linguistic medium (Jakobson, 1968). Similarly, when sound in
the form of pitches and durations is organized into tonal and
rhythm patterns, it may be considered a music medium
(Gouzouasis, 1987). Young children are encouraged to pro-
duce linguistic sounds from the time they enter our world
through what psycholinguists have described as motherese, a
reciprocal and contingent interaction between parent and
infant (Broen, 1972; Cross, 1977; Newport, Gleitman, &
Glietman, 1977; Phillips, 1970; Snow, 1977). Motherese is
characterized by language that is simplified and limited in vo-
cabulary, with words pronounced slowly with careful and ex-
aggerated enunciation and in a repetitive manner. Motherese
makes use of three different components of language: seman-
tics (vocabulary), syntax (the predictability of sentence pat-
terns), and pragmatics (the social and instrumental uses of
language). Although there appears to be a similar babbling
and mimicking stage in music, most young children are not
exposed to a corresponding music variant of motherese

(Holohan, 1984), perhaps because a shared system of seman-
tics, syntax, and pragmatics has not yet been worked out
between parent and infant.

Research has shown, however, that the music babble stage
has at least two parts, rhythm and tonality, which seem to op-
erate independently of each other (Gordon, 1990). Although
the music babble stage can last essentially from birth until the
child is 6 or 7 years old, some children have been observed to
leave the babble stage completely as early as 24 months, de-
pending on their music aptitude and environmental influ-
ences. A child can still be engaged in tonal babble after he or
she is out of rhythm babble, and vice versa. On their own,
children may babble by singing short patterns and experi-
menting (i.e., playing) with their voices. Children who bab-
ble on a tonal level seem to be singing in a monotone; that is,
it centers in a narrow range around one pitch. The songs that
such children sing are often unrecognizable to an adult, and
the children may be unaware that their singing is different
from that produced by adults. Although tonal babble may
sound amusical to an adult, it should be encouraged through
parental play and imitation that can begin as soon as an infant
begins to produce pitched sounds (Stark, 1977; Stark, Rose,
& McClagen, 1975). Many children who babble early and
often tend be identified as those who learn to sing with the
music syntax of an adult earlier than children who babble
considerably less. 

When a child is at the stage of using tonal babble, rhythm
babble, or both, all music instruction should be informal
(Gordon, 1990). Children who emerge from the tonal babble
stage are able to audiate music with tonal syntax and are able
to audiate and sing music with a sense of tonality—with a
sense of how patterns are organized. They learn to sing what
they audiate and to audiate what they sing (Gordon, 1990). In
essence, they learn to coordinate their listening (perception)
of music, their audiation (conception), and their vocal pro-
duction of music (through their breathing, diaphragm, and
vocal chords) in order to sing with a sense of tonality.

Play and Music Play

In many ways babble is an elemental form of play in music.
Play, imagination, and creativity are naturally rooted in
music activities in early childhood. In fact, one may consider
music itself as a form of play. Humans play music. Young
children play in a variety of activities while listening to
music, and they play musically in a variety of contexts—with
their voices, with their bodies, with props, and with music in-
struments. Observational research reveals that children spon-
taneously accompany their play with music. It is a simple
form of multitasking, in that young children possess the
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abilities to attend to more than one activity while engaged in
conscious and unconscious music making. Music play may
be child initiated or caregiver initiated. Both forms are
equally as diverse, rich, and valuable in learning. Moreover,
music play may occur in both structured and unstructured and
formal and informal settings (Gouzouasis, 1991, 1994). An
understanding of the multifaceted relationships between play
and music is central to both theories of music acquisition
and learning. Moorehead and Pond (1981), Pond (1978), and
Littleton (1999) provided brilliant insight to this topic, which
sadly has been neglected by education researchers and
psychologists.

Concluding Thoughts on Music in Early
Childhood Education

A child who is developmentally delayed in music learning de-
serves the same type of specialized instruction that a child re-
ceives who is developmentally delayed in some other aspect
of learning. Although it seems that various forms of media
made positive contributions to the proliferation of music in
the twentieth century, the developmentally detrimental as-
pects and negative influences of electronic and digital media
are too numerous to mention in this chapter (Gouzouasis,
2000). One may begin by scrutinizing the use of music in
children’s television programming and the lack of quality
music for young children on radio, recordings, and new forms
of digital media (e.g., the Internet). Much of what is marketed
as music for young children is actually developmentally ap-
propriate for older children and is composed to appeal to par-
ents and caregivers. Those factors are compounded by the
gross commercialization of early childhood music instruction
by corporate early childhood music trainers. From a perspec-
tive informed by both research and praxis, it is arguable that
any music instruction is better than none at all.

Play in Early Childhood Education

“The play of children may strike us at times as fragile and
charming, rowdy and boisterous, ingenuous, just plain silly,
or disturbingly perceptive in its portrayals of adult actions
and attitudes” (Garvey, 1977, p. 1). A plethora of scholars
have focused on these and other aspects of play’s characteris-
tic forms, which has led to a proliferation of theories to ac-
count for the origins, properties, and functions of these forms.
Thus, to begin to understand play, in all of its ambiguities, re-
quires multiple perspectives. This section provides a brief
review of selected theories and research on children’s play,
highlighting the paradoxical nature of the phenomenon.

Defining Play

Given the protean nature of play, defining it has proven prob-
lematic in the literature. In Western cultures, our understand-
ing of play has been influenced most significantly by shared
attitudes about what play is not; for example, “play is not
work, play is not serious, play is not productive—therefore,
play is not important” (Schwartzman, 1991, p. 214). Caillois
(1961) argued that “in effect, play is essentially a separate oc-
cupation, carefully isolated from the rest of life and generally,
is engaged in within precise limits of time and place” (p. 6).
Denzin (1980a), on the other hand, proposed that the world of
play is not distinct from everyday taken-for-granted reality,
but that it occurs in the immediately experienced here and
now. He also stressed that on an a priori basis play cannot be
distinguished from other everyday interactions, including
conversation and other activities of habit. Other definitions of
play include that play is pleasurable and enjoyable, has no ex-
trinsic goals, and is spontaneous and voluntary (Garvey,
1977); that play is free, separate, uncertain, unproductive,
governed by rules, and full of make-believe (Caillois, 1961);
and that play is a story that children tell themselves about
themselves (Geertz, 1973). The ambiguity of these defini-
tions reflects Western society’s struggle over how to concep-
tualize and value play.

Perspectives on Play

The diversity and ambiguity inherent in definitions of play
have resulted in broad conceptualizations of the forms and
functions of the phenomenon. These conceptualizations in-
clude play and cognition, psychoanalytic theory, educational
perspectives, play and literacy, and play as communication,
among others.

Traditional Theories of Play and Cognition. Child de-
velopment theorists and researchers have attempted to ex-
plain the relationship between play and children’s cognitive
development. Two major theorists, Jean Piaget and Leo
Vygotsky, are perhaps the most noted for furthering our un-
derstanding of this relationship. Piaget (1962) believed that
children gain knowledge through the dual processes of as-
similation and accommodation. In assimilation, children take
in information from their experiences in the external world,
which is then integrated—assimilated—into existing mental
structures. Because children’s cognitive structures are often
inadequate to incorporate new information, they must learn
to change or accommodate their mental structures to better
accept information that is inconsistent with what they already
know. Typically, the opposing forces of assimilation and
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accommodation must work in tandem to reach a state of equi-
librium. The activity of play, however, is unique because
children are able to suspend reality and make the world adapt
to them; thus, assimilation assumes primacy over accommo-
dation (Saracho & Spodek, 1995). Piaget (1962) offered an
account of children’s unfolding cognitive process by identi-
fying three stages of play: sensorimotor, symbolic, and
games with rules. According to Piaget, each stage is part of a
sequential order in a child’s development. The first stage in-
volves repetitive actions that focus on physical activity. In the
second stage children use their symbolic abilities to create
and act out stories. The final stage involves the social
conventions of rules in games. The cross-cultural applicabil-
ity of Piaget’s theory, however, has been widely questioned
because his data are based primarily on observations of
White, middle-class children in Western society (see, e.g.,
Denzin, 1980b).

Vygotsky’s view of the relationship between play and
development differs significantly from Piaget’s. Vygotsky
(1976) argued that children’s play extends their cognitive de-
velopment. Specifically, children have a “zone of proximal
development,” a range of tasks between those that can be
completed independently and those that can be mastered only
through the mediation of adults or more competent peers.
Vygotsky believed that social interaction with more compe-
tent others is critical to a child’s cognitive development be-
cause it is the social context of socialization experiences that
shapes the thought processes of the young child. The empha-
sis on social interaction renders Vygotsky’s theory of play and
cognition applicable across social and cultural contexts.

Psychoanalytic Theories of Play. Freud (1909) used
the pretend play of children as the medium for understanding
their conscious and unconscious wishes and fears. His theory
of play was based on the idea of internal conflict, and he pos-
tulated that play is cathartic for children because it allows
them to resolve negative feelings that may result from trau-
matic experiences. For instance, a child who has experienced
the trauma of an accident and must be taken to the hospital,
away from the safety and familiarity of home, may later play
and replay various hospital scenes in order to cope with feel-
ings of fear and pain. Other theorists have modified Freud’s
psychoanalytic theory and have related play to wish fulfill-
ment, anxiety, and ego processes (see Takhvar, 1988, for a
review). Erikson, in contrast, believed that children use play
to dramatize the past, present, and future, and to resolve
conflicts that they experience in each stage of their develop-
ment. Peller (1952) thought that children’s imitations of life
in their play were caused by feelings of love, admiration,
fear, and aggression.

Educational Perspectives on Play. Since the early
nineteetn century, educators have observed the transition
from play to learning as children struggle to leave the world
of play at home to enter the world of learning at school. The
idea that play could be used as an articulation of teaching
practices and curricula was first put into practice by
Pestalozzi (1827), who believed that young children could be
educated to develop an inquiring approach to things and
words. He developed a pedagogy that encouraged the devel-
opment of children’s activity that was built on their potential
for moral and aesthetic discernment through reflection. 

It was Froebel’s modification of Pestalozzi’s theory, how-
ever, that became a medium for learning within the context of
schooling. Froebel proposed that “play is the purest, most
spiritual activity, and at the same time, typical of human life
as a whole—of the inner hidden natural life of [human be-
ings]” (Froebel, 1885, pp. 86–87). Froebel also suggested
that children attempt to maintain continuity in their lives by
bringing playful activity to their formalized learning experi-
ences. For example, he argued that play allows children to
achieve mastery over many aspects of themselves and their
environment through symbolic enactment of roles, explo-
ration of feelings, and interaction with others (Garvey, 1977).
Such themes are typically repeated during several play
episodes, which suggests that play is also cathartic for chil-
dren because it allows them to reexperience and thereby re-
solve or master a difficult situation. 

Froebel observed that the way in which children play
often reveals their inner struggles (Adelman, 1990) and that
play is often the primary means for children to learn social
expectations, attempt to understand culturally appropriate be-
haviors, struggle to learn to manage emotions, and gain ac-
cess to the techniques and skills of the world in which they
live (Michelet, 1986). According to Froebel, it is essentially
the child’s whole personality that can be seen to be involved
in play. He in fact contended that to understand the whole
child, it is crucial to understand that the inextricable link
between the inner and the outer parts of children’s play have
a visible and metaphysical aspect (Adelman, 1990). All of
Froebel’s activities and materials symbolized spiritual mean-
ings that he wanted children to gain (Saracho & Spodek,
1995), and the activities he developed were based on obser-
vations he made of German peasant children.

Maria Montessori (1965) also conceptualized her teaching
methods from the natural play activities of children. She de-
veloped her methods by bringing into the classroom materi-
als she was designing. She watched children play freely with
them and then abstracted what she considered the essential
elements of the play. Free play, however, was discouraged
after she decided how the materials could be used best
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(Montessori, 1965). Montessori contended that by using her
materials, “children could sharpen their abilities to gather and
organize their sensory impressions in order to better absorb
knowledge” (Saracho & Spodek, 1995, p. 130). 

It was the advent of the progressive kindergarten move-
ment, however, that provided the basis for contemporary
educational uses of play (Saracho & Spodek, 1995). The
movement was spearheaded by Dewey, who broke from
the colonial view that children should avoid play to become
more work oriented as they matured (Hartley & Goldenson,
1963). Dewey argued that play could be used to help children
construct their understanding of the world, and that through
play, children would learn to function at higher levels of
consciousness and action (Saracho & Spodek, 1995). Play in
Dewey’s terms, however, was still not a free activity. Instead,
teachers were to use play to create an environment to nurture
and enhance children’s mental and moral growth (Dewey,
1916).

Play and Literacy

Understanding the connection between children’s knowledge
and use of literacy and their play behavior is a focus of current
research. Research in the area of play and literacy is grounded
in the theoretical work of Piaget (1962) and Vygotsky (1976).
Both theorists compare the use of symbols in symbolic play
and literacy. Piaget described play as being largely assim-
ilative and viewed it as a reflection of the child’s cognitive
development. He maintained that during play children
demonstrate a mental distancing from what is real in the here
and now through their symbolic representations of people,
places, things, and actions. Moreover, he suggested that play
may serve as a catalyst for the child’s emerging literacy skills.
Vygotsky (1976) described how children represent literacy—
from the gesture to the written word—as a unified process. He
also believed that the social meaning of marks on a piece of
paper is rooted in how a child’s indicatory gestures are re-
sponded to during play. Unlike Piaget, however, Vygotsky
proposed that play is the primary factor in fostering children’s
development, liberating their thoughts from specific contexts
and from the literal meanings of concrete actions and uses of
objects. He also theorized that the ability to engage in sym-
bolic play enables children to develop a variety of represented
(symbolic) meanings that serve as the basis for later success
in literacy.

Other theorists have also hypothesized about the relation-
ship between play and literacy. Bruner (1983), for example,
advised that children’s early literacy development should be
an integral aspect of play-based experiences that support
children’s ideas, purposes, and social interpretations. He

cautioned, however, that structuring and organizing play for
educational purposes often results in “taking the action away
from the child” (p. 62). Others, such as Donaldson (1978)
and Heath (1983), pointed out that engaging in play and
learning to read and write demand similar cognitive abilities;
that is, through interacting with print, the learner moves from
episodes of the here and now to settings that are decontexual-
ized within text.

Theoretical studies on the play-literacy connection have
provided the impetus for a number of empirical studies.
There are two main strands of research in this area, both
of which focus on the parallel representational processes
involved in literacy and play. One strand of research exam-
ines how to enhance literacy use and knowledge through
symbolic play (see, e.g., Jacob, 1984; Miller, Fernie, &
Kantor, 1992; Neuman & Roskos, 1992, 1993; Roskos,
1988). Schrader (1991) and others (see, e.g., Roskos &
Neuman, 1993) have been interested in the ways that children
pretend to write as part of their dramatic play. Michaels
(1981) examined children’s sharing-time narrative styles and
differential access to literacy. Dyson (1997) studied the reci-
procal relationship between children’s writing and the super-
hero dramas and discussions that followed in the classroom
and on the playground. 

A second strand of research has emphasized children’s use
of language in symbolic play. Much of the research in this
area has demonstrated that when teachers and parents be-
come involved with children’s pretend play, there are positive
increases in children’s literacy, language, reading, and writ-
ing (Bloch & Pellegrini, 1989; Christie, 1991; Galda &
Pellegrini, 1985; Goelman & Jacobs, 1994; Pellegrini, 1984;
Pellegrini & Galda, 1998). 

Play as Communication 

It was Bateson (1955, 1972) who first suggested that play was
a paradoxical form of communication. He argued that play is
socially situated and characterized by the production and
exchange of paradoxical statements about people, objects,
activities, situations, and the relationships among these.
Bateson (1972) saw play as an ancient form of communica-
tion, which was based on his notion about animals’ play fight-
ing. He argued that because animals have no negatives (i.e.,
they cannot say “no”), negative behaviors such as “biting
must be illustrated positively by not really biting” (Kelly-
Byrne, 1989, p. 246). Playful nipping must be communicated
as not really biting, even though it stands for biting. Thus,
play is not merely play, but is also a message about itself. In
Bateson’s words, “these actions in which we now engage
do not denote what these actions for which they stand



Diversity in Early Childhood Education: Individual Exceptionality and Cultural Pluralism 299

denote. . . . The playful nip denotes the bite but it does not
denote what would be denoted by the bite” (1955, p. 41). Play
is therefore paradoxical because the behavior engaged in by
the players is at once real and not real. Thus, the child play-
ing mother is both a mother and yet not a mother. Other play-
ers’ awareness of this paradox is, according to Bateson
(1955), a form of metacommunication.

Both Garvey (1977) and Schwartzman (1978) have ex-
panded Bateson’s perceptions of play. Their body of work has
concentrated on how children organize and communicate
about make-believe, how the message “this is play” is sig-
naled, and how play is initiated, sustained, and concluded.
Schwartzman (1978) extended Garvey’s work by focusing
on the meanings children attached to the texts they generated
in play. Following the work of Geertz (1972) and Ehrmann
(1968), Schwartzman (1978) argued that children’s pretend
play could be analyzed “as a text in which players act as both
subjects and the objects of their created play event” (p. 232).
In her interpretations of play texts, she emphasized the im-
portance of social and cultural contexts and suggested that
play was very much about dominance and manipulation.
Schwartzman’s understanding of hierarchical relationships in
play “illustrates the weaving of the children’s social histories
with the texts of their play and the relationship of both ele-
ments to the wider sociocultural context of the place of chil-
dren and their hierarchical ranking in a variety of institutions
such as the family and school” (Kelly-Byrne, 1989, p. 12). As
children weave their social histories into their play texts, they
fashion their relationships with others and express in subtle—
and sometimes not so subtle—ways their individual percep-
tions of the world around them (Bakhtin, 1981). In other
words, play is a medium through which children communi-
cate and make sense of who they are in relation to others.

Closing Thoughts on Play in Early Childhood Education

Play has been defined and examined across a number of dis-
ciplines including biology, psychology, linguistics, sociol-
ogy, anthropology, art, literature, and leisure studies. It has
provide the means to delve into children’s inner thoughts and
feelings, extend their cognitive growth and development, en-
hance their language and literacy development, and under-
stand how they communicate their perceptions of the world.
Such diversity in the interpretation of play both augments and
constrains our understanding of the phenomenon, making
reconciliation among play scholars difficult. Perhaps the best
point of convergence is for both researchers and teachers to
adopt an interdisciplinary approach focusing on the meanings
that children themselves attach to play. Children are, after all,
the ultimate authorities on the subject.

DIVERSITY IN EARLY CHILDHOOD EDUCATION:
INDIVIDUAL EXCEPTIONALITY AND
CULTURAL PLURALISM

Giftedness and Early Childhood Education

Gifted children are found in every community. These very
able youngsters reason, create, speak, write, read, interact,
feel, make music, or move in ways that distinguish them from
their age peers. They are developmentally advanced in one or
more areas of human accomplishment and often demonstrate
early indicators of their gifts as infants. As they enter ECE
settings, they may encounter mixed reactions to their abilities
that have consequences for the educational programs they
are offered. Appropriate educational experiences for young
gifted children are impacted by different macrosystem fac-
tors: the ideologies of parents, teachers, and society as a
whole; the education system; and psychology, the discipline
that provides a knowledge base for understanding and edu-
cating young gifted children and important directions for re-
search. This discussion on giftedness presents some of the
issues relevant to ensuring appropriate early childhood edu-
cation for gifted children within the context of contemporary
psychological knowledge. It also summarizes directions for
research that will have implications for gifted children in
ECE classrooms, for although the early years are acknowl-
edged as critically formative, a significant body of research
focused on gifted young children has yet to accrue (Robinson,
1993, 2000).

Prevalent Ideologies and the Education System

A number of powerful ideological factors may influence how
young gifted children are educated. In some cases, ideology
is combined with systemic factors, resulting in school admin-
istrative structures that are not responsive to individual chil-
dren’s needs. First, an age-grade mindset may prevail,
resulting in the belief that, for example, all 6-year-olds be-
long in first grade for both academic and social reasons
(Robinson & Robinson, 1982). Second, a prevalent ideology
is that special programming should begin in middle child-
hood. Underlying this ideology are several beliefs: (a) Ability
will have stabilized by the time children are about 8 or
9 years old; (b) psychoeducational testing is unreliable before
middle childhood; and (c) early childhood and primary
school educators are well equipped to meet individual needs
within their classrooms.

Another powerful ideology is that matching advanced de-
velopmental characteristics with appropriate curricula puts
unnecessary stress on young children. Parents and teachers
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who respond to children’s advanced capabilities by offering
them opportunities to develop these abilities often are viewed
with suspicion as being “pushy.” Advocacy for accelerated
school placements may also be viewed as a desire to speed up
development in an unhealthy fashion, with negative social-
emotional consequences (Southern & Jones, 1991). Also in-
fluencing the availability of educational opportunity is the
belief that gifted young children have the intellectual and
social-emotional resources to get what they need from the
educational system; in other words, they will “make it on
their own.”

There is little research support for the ideologies and sys-
temic perspectives just described. Most of these powerful be-
liefs stem from anecdotal data. This is not to say that there
may not be some children for whom one or more of the issues
may be salient. There is always the imperative to consider
each child individually, taking into account family, school,
and community contexts. However, there also is a compelling
imperative to examine these ideologies in light of relevant
research.

Psychological Perspectives and the Nature of
Advanced Development

Psychology offers important perspectives on the nature of
advanced development, including explanations and descrip-
tions of conceptual understanding and skills, different devel-
opmental pathways to giftedness, asynchrony in development,
motivation, and social and emotional development. Precocity
in development may be evident in infancy. Retrospective
parental reports of unusually advanced development in in-
fancy (e.g., Feldman, 1986) may be questioned for their relia-
bility; however, observations and behavioral ratings of infants
have been linked prospectively to intellectual and academic
precocity (e.g., Gottfried, Gottfried, Bathurst, & Guerin,
1994; Louis & Lewis, 1992). Domain-specific abilities (e.g.,
linguistic or mathematical precocity) are apparent in very
young children, and these abilities tend to be stable over time
(Dale, Robinson, & Crain-Thoresen, 1995; Robinson, Abbott,
Berninger, & Busse, 1996).

In addition to the strikingly advanced capabilities of young
gifted children, some age-typical or even below-average ca-
pabilities may be evident. Gifted young children demonstrate
considerable inter- and intra-individual variance, a phenome-
non described as asynchronous development (Morelock,
1996). One of the ways in which their development may be
more closely related to chronological than mental age is in
their conceptual understanding of a domain. Gifted young
children may bump up against a conceptual ceiling that is re-
lated to maturation (Fischer & Canfield, 1986; Porath, 1992).

For example, in coordinating plot elements in narrative or
rendering perspective, abilities that are related to stage and
structure of thought (Porath, 1996a, 1997), gifted children
may be distinguished more by the complex use of the thought
available to them than by exceptional developmental stage
advancement. Gifted young children also may differ from
each other in their developmental pathways.

Multiple Expressions of Giftedness 

Each young gifted child has a distinct profile of abilities. In
addition, there are multiple pathways to, and demonstrations
of, giftedness in any one domain (Fischer, Knight, & Van
Parys, 1993; Golomb, 1992; Porath, 1993, 2000; Robinson,
1993). Perhaps the best way to illustrate this is to introduce
some young gifted children: Jessica, Holly, Sara, Sam, and
Jill, five of the gifted children who participated in a series of
studies on giftedness.

Six-year-old Jessica arrived to participate in a research
project on narrative full of enthusiasm about her abilities to
read and write: “I can read. Do you want me to read? I can
write stories. Can I write a story for you?” (Porath, 1986, p. 1).
Jessica and the researcher settled on tape-recording a story to
allow for production to keep pace with thinking. Jessica told
“The Leprechaun’s Gold,” a story richly representative of the
fairy tale genre (see Porath, 1996, for the story’s text). Jessica
had a strong sense of story and a remarkable feel for language.
Her vocabulary and syntax were mature, and she incorporated
appropriate dialogue into her story. All of the aforementioned
are advanced capabilities in a child of 6 years. Other 6-year-
olds with whom Porath has worked have demonstrated their
advanced verbal abilities in different ways: by playing with
words (a story featuring a cat named Nip); through under-
standing the power of language (using rhymed couplets as hu-
morous additions to a story); and by wanting to know all they
can about words and their derivations.

Holly, aged 4.5 years, drew pictures in an enthusiastic,
confident way with obvious mastery of different media. Her
drawings of human figures were detailed and well propor-
tioned. Most striking was her feel for composition, described
by an art educator as entailing “some rather sophisticated
propositions regarding spatial organization” (p. 31). The sim-
ple formal harmony of the composition also was noted. Sara,
age 6, showed her talent in a somewhat different way, pro-
ducing elaborate drawings with colors chosen for contrast
and detail (Porath, 1993). Sam, age 2, showed advanced so-
cial role-taking ability. While playing with the toy telephone
in his preschool, Sam initiated a conversation with, “Hello! I
fine!” followed by adult-like speech inflections and twirling
of the telephone cord. He engaged both a peer and his teacher
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by offering them the telephone and saying, “Talk to you?”
(Porath, 2000, p. 203).

Jill, age 4, demonstrated social capability through her ad-
vanced interpersonal understanding, as elicited through re-
sponses to a picture story of a little girl who has lost her
favorite book. Jill showed remarkable abilities to incorporate
multiple emotions into her responses and empathize with the
protagonist. Part of the discussion with Jill is reproduced
below:

Researcher: How was the little girl feeling? 

Jill: Surprised, mad, and sad—all three. 

Researcher: Why?

Jill: Because her friends were near. That’s why she’s mad;
and she was sad and surprised because her book was
lost.

[Upon being asked what another character in the story
would do, Jill replied that he would help]. 

Researcher: Why?

Jill: Because he didn’t want her to be sad and lost it again.
You know why? Cause I lost my kitty . . . my favorite
kitty, I would be feeling like that. (Porath, 2001, p. 20) 

Motivation, Social-Emotional Development,
and Giftedness 

Young gifted children are notable for their motivation to
learn (Gottfried et al., 1994; Robinson, 1993). Winner (1996)
characterized this high intrinsic motivation as “a rage to mas-
ter” (p. 3). Claire Golomb (1992) powerfully illustrated this
rage to master in her research on an artistically gifted boy
who, from the age of 2, explored topics by drawing numerous
variations on a theme from every possible point of view. Sim-
ilarly, at age 4 Wang Yani, an artistic prodigy, painted mon-
keys until she had exhausted the subject, often sustaining
interest for incredibly long periods of time (Wang, 1987).
Young gifted children may play an important role in creating
environments that sustain them (Robinson, 1987).

In general, young gifted children are well adjusted so-
cially and emotionally (Robinson & Noble, 1991). They tend
to be socially mature, preferring older children’s company.
However, young gifted children’s social-emotional develop-
ment, while mature, still can be discrepant from their cogni-
tive development. This asynchrony can interact with parental
and teacher expectations of across-the-board maturity, with
the possible result of denial of appropriate programming until
the child “improves” socially. Another conundrum is that
young gifted children, faced with an insufficiently challeng-
ing curriculum, will “act their age,” again with the possible

result that social behavior becomes the focus of educational
efforts rather than appropriate curriculum (Keating, 1991).

Very highly gifted children are the exception to the gen-
eral finding of healthy social-emotional adjustment among
gifted children. Because these children’s capabilities are so
unusual, they find it very difficult to find their place in the
world (Hollingworth, 1942; Winner, 1996). When asked how
he was the same as and different from other children, a highly
gifted 6-year-old replied, “I like Raphael and Michelangelo,
but as artists not as Ninja Turtles” (Porath, 1996b, p. 15). This
child struggled to find his place, both academically and so-
cially, from the time he entered school.

Educational Implications

Psychological perspectives on the development of gifted
children have important implications for early childhood ed-
ucation. The findings on the early emergence and stability of
exceptional capabilities strongly suggest that the provision of
an optimal curricular match to these advanced abilities in
early childhood settings is essential to nurture young chil-
dren’s curiosity, motivation, and accomplishment (Keating,
1991; Robinson et al., 1996). Well-designed programs that
honor the constructive nature of understanding sustain chil-
dren’s excitement in learning and extend their achievements
(Freeman, 2000; Robinson, Abbott, Berninger, Busse, &
Mukhopadhyay, 1997). These programs also have the poten-
tial to support different developmental pathways.

The importance of considering the nature and structure of
conceptual understanding in planning educational programs
is underscored by work on expertise. The knowledge struc-
tures of experts are complex; instruction that has as its objec-
tive the nurturance of expertise incorporates meaningful
conceptual material (Bereiter & Scardamalia, 1986). Instruc-
tion that fails to incorporate conceptual material can lead to
cumulative deficits in achievement (Meichenbaum &
Biemiller, 1998). This outcome was illustrated powerfully by
Jeanne Bamberger (1982) in her study of gifted adolescent
musicians. These young musicians went through a sort of
midlife crisis when called on to learn formal theoretical mu-
sical concepts. Having experienced a largely skills-based
approach to musical instruction since early childhood, they
were unprepared for the demands to think more deeply about
music and became frustrated and unmotivated.

Well-planned academic programs also support social and
emotional development (Keating, 1991). Creative and flexi-
ble options are needed to address the diversity of develop-
ment among young gifted children. Most particularly, highly
gifted children need options that are sensitively matched to
the needs implicit in development that includes abilities far
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ahead of even other gifted young children. A “nurturant re-
sourceful environment” (Meichenbaum & Biemiller, 1998,
p. 13) is necessary to support high motivation. Children need
to be helped and supported to be interested (Bereiter &
Scardamalia, 1986), even when they are highly intrinsically
motivated. Intensive early support and education result in
high levels of competence and satisfaction (Bloom, 1985).

Giftedness is apparent in early childhood. Its presence sig-
nals a need to step outside the confines of a lockstep approach
to education in which age and grade seem inextricably
joined. When faced with compelling advanced developmen-
tal needs, the predictive question of subsequent performance
is not relevant; however, an optimal match between school
program and abilities is. Keating (1991) suggested that the
following question be posed: “Is there an appropriate match
between the child and the program?” If the answer is nega-
tive, then we must ask what needs to be done to make the
program appropriate.

Directions for Future Research

Important guiding principles for early educational experi-
ences for gifted children are apparent in psychological re-
search. These principles need to be translated into an applied
research program to guide practice. We need richly descriptive
classroom-based and system-based examples of exemplary
practice and studies of intervention effects. Coupled with a
need to expand how we conceive of intelligent behavior (see,
e.g., Ceci, 1996; Gardner, 1983) is the need for valid and reli-
able assessment tools that go beyond IQ. Basic research into
cognitive processes and the nature of abilities across domains
needs to continue. Longitudinal research that includes an ap-
plied dimension would strengthen our understanding of the
nature and development of giftedness. The complexities of
gifted abilities and achievements are recognized (Freeman,
2000), as is the dynamic relationship between young children
and their environments (Smitsman, 2000). This intensive and
challenging research agenda is essential to ensuring appropri-
ate early childhood education opportunities for children who
demonstrate exceptional potential.

Linguistic and Cultural Diversity in Early 
Childhood Education

Recent decades have witnessed an increasing number of immi-
grants to many, if not most, Western industrialized countries.
This continuing upswing in immigration and demographic
changes has resulted in a dramatic increase of students with di-
verse ethnic, cultural, and linguistic backgrounds in the school
system and in ECE programs of many industrial societies,

especially in North America. Within existing societal contexts
where family values, education equity, and human rights are
discussed, contemporary education faces new understandings
and challenges to meet the needs of culturally and linguistically
diverse students who had been historically placed in contexts
of social, economical, and educational vulnerability.

An important challenge in educating minority students
has been how best to help them learn the majority language
and culture without precluding them from developing and
maintaining their native languages and cultures. In fact,
decades of literature addressing best educational practices for
minority children continue to stress the importance of devel-
oping home languages and cultural identity (Campos, 1995;
Cummins, 1979, 1992; Hakuta, 1986; Paul & Jarvis, 1992).
Such findings, however, have not exerted much influence
on the practices in early childhood education (Bernhard,
Lefebvre, Chud, & Lange, 1995; Kagan & Garcia, 1991;
LaGrange, Clark, & Munroe, 1995; Soto, 1997). Research in
this area has indicated that large numbers of early childhood
settings have adopted at best superficial or token expressions
of cultural diversity, such as presenting diverse holidays,
foods, or customs. The issue of how to balance the competing
interest between developing native and second languages
during the early years has still relied ultimately on parental
and individual struggles. A lack of responsiveness and effi-
cacy for the diverse populations in many early childhood pro-
grams may be due partly to the limited understanding of
cultural and language issues in the process of transition from
the home culture to that of the school in minority children
(Bernhard et al., 1991).

This brief discussion is an attempt to introduce some of
the language and cultural issues raised regarding young im-
migrant children with a focus on the role and importance of
the children’s home languages and cultures in ECE settings. 

Second-Language Learning in the Preschool Years 

Historically, researchers who have explored issues of second-
language learning and language maintenance in immigrant
populations have been more concerned with school-age chil-
dren than with preschool-aged children (Cummins, 1986;
Lyon, 1996). In the past decade, however, researchers
have become increasingly concerned about language learning
of 2- to 6-year-old immigrant children due to the general in-
crease in early education enrollment and growing minority
populations, resulting in more and more immigrant children
becoming exposed to a majority language during this early pe-
riod. In addition, because younger children are presumed to be
better language learners than older children, there has been a
strong emphasis on immigrant children’s being fluent in the
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majority language prior to school entry. As a result, the goal of
preparing immigrant children in the majority language has
been pushed down to the preschool level (Kagan & Garcia,
1991; Prince & Lawrence, 1994; Wong Fillmore, 1991).

Within this context, researchers have become increasingly
concerned about the consequences of emphasizing English to
language-minority children during the preschool years. The
major concern is that this could result in a subtractive bilingual
experience; that is, the addition of the majority (second) lan-
guage can cause a deterioration or erosion of the native (first)
language. Thus, instead of English serving as enhancement to
the child’s linguistic repertoire, it often serves as a replace-
ment (Lambert & Taylor, 1983; Wong Fillmore, 1991; Wright,
Taylor, & Macarthur, 2000). Such subtractive processes can
be associated with considerable cognitive, emotional, and de-
velopmental risks (Cummins, 1991; Skutnabb-Kangas, 1981;
Wong Fillmore, 1991; Wright & Taylor, 1995). The extent to
which such language loss or subtractive bilingualism takes
place during the preschool years and the role that early educa-
tional institutions play in language development of these chil-
dren, however, have been matters of significant debate. We
turn now to this debate.

The Debate on Early Schooling of Language
Minority Children 

Perhaps the two important and interrelated questions raised
in this debate are these: When should children be exposed to
the majority language in a school-like setting? Is there a
threshold of native language skills that children should reach
before the majority language is introduced? In which lan-
guage should children be instructed in their early years?

A rapid acquisition of English in a school-like setting be-
fore competence in the native language has been achieved,
combined with a corresponding lack of incentive to develop
the native language, not only slow the native language devel-
opment but also adversely lead to difficulties in acquisition of
a second language (Cummins, 1986; Schiff-Myers, 1992). To
explain this bilingual language delay, many have cited Cum-
mins’s (1984, 1986) hypotheses of threshold and develop-
mental interdependence, which would suggest that a child’s
second language competence is partly a function of the com-
petence previously developed in the first language. The child
must acquire and maintain a threshold level of proficiency,
which include literacy skills as well as aural and oral skills, to
avoid the subtractive effects of second language instruction.
Therefore, if the first language proficiency is at a lower stage
before the second language is introduced, it is more difficult
to develop the second (Cummins, 1986; Lambert & Taylor,
1983; Skutnabb-Kangas, 1981; Soto, 1993). 

The acquisition of a second language at the preschool stage
can also lead to the loss of the home language (Cummins,
1991; Faulstich Orellana, 1994; Siren, 1991), which can, in
turn, cause serious problems with communication and social-
ization within the families (Wong Fillmore, 1991). This does
not mean that learning English, even in a limited way, should
be a taboo for young minority children; however, as Wong
Fillmore (1991, p. 345) stressed, “The problem is timing, not
English. The children have to learn English, but they should
not be required to do so until their native languages are stable
enough to handle the inevitable encounter with English and
all it means.” 

However, other researchers have recommended that
language-minority children take advantage of an early start in
introducing both languages (Baker & deKanter, 1983; Porter,
1991). Language skills require up to 7 years of practice to
reach the levels necessary for academic learning, and learn-
ing English in an ECE program can support the natural and
easy acquisition of a second language. Porter (1991), for ex-
ample, argued that early immersion in a second language,
preferably between ages 3 and 5, offers the greatest opportu-
nity to learn native pronunciation and the highest level of lit-
eracy in that language. The earlier the children learn a second
language, the more easily they appear to achieve high levels
of fluency.

The matter then rests as a problem of deciding the appro-
priate time and manner of exposing preschool-aged children
to a second-language setting to promote the children’s bilin-
gual competence, academic success, and family relations. A
missing component in this discussion is how this issue can af-
fect parents, who have the ultimate decisions of when and
how to balance the competing interest between the two lan-
guages. How, exactly, are immigrant parents of young chil-
dren dealing with these issues? 

In a study of immigrant parents in Sweden, Siren (1991)
reported that although most parents supported the goal of
bilingual development, there were differences of opinion
among parents regarding when this goal of bilingualism
should be achieved. According to Soto (1993), parents of
academically high-achieving Puerto Rican immigrant chil-
dren in kindergarten through second grade strongly believed
in developing a foundation in Spanish first while gradually
introducing English to their children. Parents of children
who were lower achievers also valued Spanish, but they ex-
pressed a preference for simultaneous learning in both lan-
guages and were much more ambivalent about the
developmental progression of first- and second-language
learning. In her study of Korean immigrant families in
Canada, Koh (2000) similarly found that parents who en-
rolled their children in bilingual preschools expressed a
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strong preference for their children building a strong foun-
dation in Korean before learning English. Accordingly, they
tended to provide exclusive Korean language environments
at home. In contrast, Korean immigrants who enrolled their
children in English-speaking preschools believed that chil-
dren at an early age could acquire two languages naturally
and actively supported this scenario by their choice of
preschool setting and the nature of home literacy activities.
Thus, a major question among immigrant parents of young
children concerns the most appropriate balance between
developing fluency in both their native language and the ma-
jority language. Parental attitudes influence language prac-
tices and interaction patterns at home and parents’ selection
of a particular preschool program. 

There is general agreement among researchers that a
child’s success in learning both the native language and the
majority-culture language is more dependent on the nature of
the home and preschool learning environments and less
dependent on the child’s age per se (Arnberg, 1987; Schiff-
Myers, 1992). In other words, minority children’s second-
language learning in the early years is not always a problem
if the home languages and literacy are valued and encouraged
in the home, preschool, and community. Nevertheless, the
appropriate balance between developing the native language
and the majority language during the early school years is a
critical issue about which language minority parents and
ECE practitioners need to have more solid theoretical and
empirical bases. 

Another hotly debated issue surrounds the instructional
use of the two languages in minority children’s early school-
ing (Garcia, 1993). At one end of this debate are proponents
of native or bilingual language instruction who recommend
learning of the native language prior to the introduction of an
English curriculum (transitional or maintenance bilingual ed-
ucation). In this approach it is suggested that “competencies
in the native language, particularly as related to academic
learning, provide important cognitive and social bases for
second-language and academic learning” (Garcia, 1973,
p. 379). The other end of this debate recommends immersion
to the English curriculum from the very start of the students’
schooling experience with the minimal use of the native lan-
guage (English immersion education). Perhaps the most fa-
miliar examples of this debate are results on bilingual or
native-language ECE classrooms for Spanish speakers in the
United States (see Bilingual Research Journal, 1992). How-
ever, this issue could extend to a wide variety of language-
minority groups who have a choice of native or bilingual
language instruction in their early years. Evaluation of im-
mersion, native, or bilingual programs includes political and
ideological as well as methodological and technical debates.

However, a number of researchers have increasingly noted a
positive outcome in the language and cognitive development
for the children attending effective bilingual or native lan-
guage classrooms (Campos, 1995; Paul & Jarvis, 1992; Ro-
driguez, Diaz, Duran, & Espinosa, 1995). 

The language of instruction is but one of many factors that
can determine the outcomes of learning in a specific early ed-
ucation program. These other factors could include teacher
training, classroom interactions, the nature of peer relations,
the curriculum that is used, parent involvement, or program
philosophies that contextualize the teaching and learning in
the programs. Further study of language practices in the early
schooling of language-minority children should focus on
more than the language of instruction alone and should in-
clude such ecological factors of the programs. The issue of
minority students’ early education should also be understood
not only in the classroom or school but also in a broader so-
cietal context where the children are learning the native and
majority language (Garcia, 1993; Wong Fillmore, 1991).

The Role of Home Culture in Early Childhood Education 

In the past, the language and culture that minority families
and children brought from their home into new environment
were considered to be deficiencies (Collins, 1988). Defi-
ciency theory attributed the academic failure of children from
certain ethnic groups to culturally determined socialization
practices in the home. Much recent and current research has
helped to refute this cultural deficiency model and has begun
to contribute to our understanding of cultural differences
between the school and the minority students. The cultural
differences—or discontinuities—position, supported by a
number of well-documented ethnographic studies, suggests
that a major source of children’s education failure lies in the
culture clash between home and school (e.g., Delgado-Gaitan
& Trueba, 1991; Garcia, 1988; Heath, 1983). 

Others have pointed out that deficit-difference models
have oversimplified the problem of minority achievement
by generalizing and perhaps overemphasizing home-school
discontinuities (Goldenberg, Reese, & Gallmore, 1992;
Weisner, Gallimore, & Jordan, 1993). Although home-school
discontinuities must be recognized and accommodated
appropriately in the school, not all cultural discontinuities
between minority families and school are negative (Delgado-
Gaitan & Truba, 1991; Schmidt, 1998; Volk, 1997; Weisner
et al., 1993). Thus, it is necessary to look at some new and
emerging data that suggest certain positive outcomes of some
discontinuities. Weisner et al. (1993) gave an example of how
educators identified cultural differences between school and
Hawaiian families and then incorporated the family’s teaching-
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learning style from the home culture into their classroom
practices:

Sibcare is a ubiquitous aspect of Hawaiian child life; it reinforces
habits of attending and orienting to siblings and other children
rather than to adults. These habits can be generalized to the class-
room by providing opportunities for peer teaching and learning.
In a traditional classroom, these culture-based habits lead to
problems; in classrooms using peer teaching, they produce better
achievement. (p. 62)

Similarly, the Kamelahama Early Education Program
(KEEP) in Hawaii showed that incorporating features of the
home culture into reading lessons in primary classrooms
resulted in an increase of the children’s reading achievement
scores (Grant, 1995). Instead of mainstream classroom dis-
cussions of stories, discussions were adjusted to incorporate
the Hawaiian storytelling tradition, which involves a high
proportion of turn taking and cooperative production of re-
sponses (Au, 1997; Au & Carroll, 1997). Studies such as
these showed that minority home cultures and values must be
factored into children’s educational plans. Modifying old ap-
proaches and developing new conceptual insights and educa-
tional practices can help minority language children succeed
in school. 

The Socialization and Resocialization of Young
Minority Children

Socialization is a means by which patterns of behavior, atti-
tudes, values, and beliefs are transmitted to children from
families, schools, peers, the media, and other influences
(Garcia, 1993). During the early childhood years, family is
essentially the major socialization source for a child. After
the child enters early education programs, both the family
and the school are primary socialization sources. The transi-
tion from home to early schooling marks a critical socializa-
tion period for all children, and perhaps more so for culturally
and linguistically diverse children whose languages and ways
of life are different from those of the mainstream (Kagan &
Garcia, 1991; Villarruel, Imig, Kostelnik, 1995).

Families from diverse ethnic backgrounds may have dif-
ferent values, goals, and practices concerning what they
consider important early experiences for children. These
variations can reflect differences in their cultural belief sys-
tems about the status and role of children in society and their
perceptions of how children learn (Goodnow, 1988). As an
example, the traditional culture and socialization of northeast
Asian countries are deeply rooted in Confucian philosophy,

which strongly emphasizes interdependence from parents,
group harmony, close family ties, and respect to adults. Chil-
dren raised in this kind of cultural consciousness are not en-
couraged to initiate conversations with adults or to compete
verbally with others publicly. These precise characteristics
of socialization, however, are inconsistent with those of
Western culture, which tend to emphasize the development of
self-expression, autonomous choice, and independent indi-
viduals (Choi, Kim, & Choi, 1993). When the cultural cli-
mate of the home differs significantly from that of school and
society at large, the child may be caught in the middle of
home-school value conflict. 

What happens if ECE programs of these children do not
understand the values and child developmental goals behind
cultural differences and seek to resocialize the children to a
new set of values? Clearly, an appropriate function of educa-
tion is socialization, and it is not unrealistic to expect that
older children will accommodate such norms. However, ask-
ing very young children to be resocialized, just as formative
socialization is taking place, unduly burdens them (Kagan &
Garcia, 1991). The attempt to fit in to the socialization-
resocialization conundrum can result in confusion within the
child and the rejection of the home culture and language. This
in turn often creates a deep emotional gap between the child
and the family and in some cases could lead to emotional or
learning problems for the child (Delgado-Gaitan & Trueba,
1991; Kagan & Garcia, 1991). In fact, reports of Asian im-
migrants in North America have indicated a significant
challenge in their children’s socialization and serious com-
munication problems with their children at home (Kim &
Choi, 1994; Lee & Lehmann, 1986; “There is no Utopia,”
1999). Pettingill and Rohner (1985), who compared
children’s perception of parenting among Korean, Korean
Canadian, and Korean American samples, found that per-
ceived parental control was correlated with high parental
warmth and low neglect, and slightly with parental hostility
and rejection in the Korean sample. On the other hand, for the
Korean Canadian and Korean American children, parental
control was perceived as low warmth and high hostility,
neglect, and rejection. This study showed that parental
control—a positive feature of the parent-child relationship
in Korea—was transformed into a negative feature for the
children of Korean immigrants in North America. 

Although there are always individual variations within the
cultural groups, it is important to understand that the social-
ization characteristics of one cultural group are governed
by its cultural values and beliefs and can be significantly
different from those of another. Schools need to understand
that minority families’ cross-cultural adjustments can be a
difficult and complex process, so schools should provide
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learning environments that can mediate the adjustment and
develop a healthy sense of self.

Closing Thoughts on Language, Culture, and Immigration 

With so many children from diverse language and cultural
groups in early childhood programs, it has become an increas-
ingly important challenge to appreciate the significance of the
family’s language and culture and to move from appreciation
to action on the part of early childhood professionals. A num-
ber of key issues regarding language, culture, and the educa-
tion of young immigrant children must remain high priorities
for both early childhood educators and researchers.

First, there is concern with the possibility of subtractive
bilingualism, that is, losing proficiency in the child’s first lan-
guage. Supporting the child’s native language at an early age
has been strongly encouraged for the children’s academic
success, bilingual proficiency, family relations, and a healthy
sense of self. ECE programs for minority children must en-
courage and appreciate the language skills and cultural val-
ues that these children bring from their home, so that they
neither directly nor indirectly stop the children’s native lan-
guage and cultural development.

Parents of minority preschoolers are challenged to decide
when and how to provide the relative balance between the na-
tive and second languages for their children, and they need
more information and support. Studies of the impact of fam-
ily culture on children’s learning have showed that identify-
ing cultural differences between the school and the families,
and incorporating the information into classroom practices,
resulted in better academic achievement. 

For the children of minority groups, parenting values and
practices at home may be very different from what educators
expect, and socialization experiences may be unique and
complex as children often interact in multiple linguistic and
cultural groups. Thus, ECE professionals are expected to
look at children within the context of their family and culture.
The potential conflicts and confusion that these families and
their children might experience in their cross-cultural adjust-
ment must be acknowledged, understood, and overcome. 

Child Temperament and Early Childhood Education

I didn’t get any information about temperament in my training.
That community talk was when I first learned about Thomas and
Chess’s study, you know, and about temperament. I didn’t learn
that in my early childhood training. That’s terrible, right?
(“Corinne,” cited in Andersen & McDevitt, 2000, p. 14)

The early childhood special educator just quoted reported
that she had to remove her 3-year-old son from a day care

setting in which he was in constant conflict with teachers and
peers. She was on a desperate search for caregivers who were
knowledgeable and skilled in working with challenging be-
havior. She was also seeking emotional support and practical
suggestions for herself from early intervention professionals.
This parent had learned from medical and mental health spe-
cialists that her child was neurologically intact but that his in-
tensity, slowness to adapt, negative mood, high activity level,
and short attention span were aspects of his temperament that
were colliding with the expectations of his parents and teach-
ers. However, her attempts to impart this well-informed as-
sessment of the basis of her son’s behavior fell on deaf ears in
her neighborhood day care center. The skepticism she encoun-
tered left her feeling judged and blamed, and her son was la-
beled “disturbed” and “troublesome.” Yet she herself could
not blame the teachers, whose training, like her own, had in-
cluded so little attention to the extensive research that now
exists on child temperament (Andersen & McDevitt, 2000).
Although her experience in encountering ignorance of tem-
perament is tragically commonly reported (Andersen, 1994),
it is also true that ECE professionals have been among the
most enthusiastic supporters of the concept. Many have ac-
knowledged that the topic needs more attention in personnel
preparation and as a variable that affects the functioning of
children in group settings (Andersen, 1990; Soderman, 1985).

The History of Temperament Research 

The idea of temperament has a long history, dating back at
least as far Hippocrates (Rutter, 1982). However, after the
hereditarian views of personality that held sway in the nine-
teenth century were rejected, by the middle of the twentieth
century children’s traits were considered either to be all
learned or to be projections of their parents’ often-distorted
perceptions. These psychodynamic and social-learning theo-
ries of children’s individual differences were first systemati-
cally challenged by the formulation and investigation of the
construct of temperament by the American psychiatrists
Stella Chess and Alexander Thomas. The attribution of all
differences in children, including infants, to differences in
parental (usually maternal) handling or to the projection of
parental personality characteristics, ran counter to their own
personal and professional experiences (Chess & Thomas,
1987). They knew that they could not refute these ideas on
the basis of their opinions alone. The task called for a major
research enterprise. Their New York Longitudinal Study
(NYLS) was initiated in 1956 and followed 133 children
from early infancy to adult life. This turned out to be a land-
mark study, and these two American psychiatrists paved the
way for a veritable revolution in our understanding of chil-
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dren’s individuality and development. Their work was soon
followed, and expanded upon, by other leading thinkers. The
topic of temperament has consequently played a central role
in the development of new interactionist theories of child de-
velopment and in the formulation of etiological theories in
child and adolescent psychiatry. It has been accompanied by
intensive discussion of basic research and clinical questions,
many of which continue to arise as children’s individuality is
investigated today. It is therefore useful to consider first the
central themes that have recurred as the concept of tempera-
ment has been put to the empirical test and as new conceptual
issues have emerged. Following this, the implications and
empirical investigation of temperament in early childhood
education and day care will be discussed.

The Definition of Temperament and Temperament Traits 

Chess and Thomas defined temperament as the behavioral
style of a person, distinguishing this aspect from the person’s
abilities and motivations (Chess & Thomas, 1987). They
have also characterized it as “a non-motivational factor in the
determination of behavioral patterns” (Chess & Thomas, in
Carey & McDevitt, 1989, p. 26). They clarified this idea by
explaining that an individual responds to an internal or exter-
nal stimulus through the meditating effects of temperament,
along with other factors, such as past events, cognitive level,
subjective feelings, and ideals. Others have characterized
temperament as a mediating variable, representing an indi-
vidual’s response patterns and manner of coping with stress
and adversity (Rutter, 1994). Carey and McDevitt (1995)
stated that although there is still no universal agreement on a
definition, the general usage is in accord with the view of
Thomas and Chess’s original concept of behavioral style.
They noted an important distinction between temperament
and cognitive factors:

Thomas and Chess explain it as the “how” of behavior as con-
trasted with the “what” (abilities or developmental level) and the
“why” (motivations and behavioral adjustment). This conceptual
and empirical separation of temperament and cognitive function
has been demonstrated at various times in childhood including
infancy (Plomin et al., 1990, 1993) and the elementary school
years (Keogh, 1986; Martin, 1989, 1989b). (p. 10)

Although new methods are now available to investigators,
particularly in molecular genetics and in direct studies of
brain function, no new findings have overturned earlier views
that temperament represents an innate attribute of a child and
arises from a combination of genetic, biological, and envi-
ronmental contributors. 

Chess and Thomas identified the nine temperament traits
listed in Table 13.1. Although the traits developed by Chess
and Thomas have formed the basis of several temperament
scales, which in turn have been utilized clinically as well as
in vast numbers of individual studies, others have developed
different formulations of the construct. Drawing on Carey
and McDevitt’s (1995) discussion of these alternatives, a
brief summary is presented in Table 13.2.

The Measurement and the Functional
Significance of Temperament

Although temperament is manifested in behavioral styles,
researchers, clinicians, and parents are aware that similar
behavior can have any number of nontemperamental causes.
It is not surprising, then, that the assessment of specific be-
havior as related to temperament and the measurement of an
individual’s temperamental profile have posed especially
difficult problems for researchers and clinicians alike. Al-
though some investigators have used psychophysiological

TABLE 13.1 The Nine Temperament Traits Identified by Chess
and Thomas

Trait Definition

Activity level Motor activity and the proportion of active and 
inactive periods.

Rhythmicity The predictability or unpredictability of the 
timing in biological functions, such as 
hunger, sleep-wake cycle, and bowel 
elimination.

Approach/withdrawal The nature of the initial response to a new 
situation or stimulus—a new food, toy, 
person, or place.

Adaptability Long-term responses to new or altered 
situations. Here the concern is not the nature 
of the initial responses but the ease with 
which they are modified in desired 
directions.

Sensory threshold The intensity level of stimulation necessary to 
evoke a discernible response, irrespective of 
the specific form the response may take.

Quality of mood The amount of pleasant, friendly, and joyful 
behavior and mood expression, as contrasted 
with unpleasant crying and unfriendly 
behavior and mood expression.

Intensity of reactions The energy level of response, positive or 
negative.

Distractibility The effectiveness of an outside stimulus in 
interfering or changing the direction of the 
child’s ongoing behavior.

Persistence and These two categories are usually related.
attention span Persistence refers to the continuation of an 

activity in the face of obstacle or difficulties. 
Attention span concerns the length of time a 
particular activity is pursued without 
interruption.

Source: Based on Chess & Thomas (1984, pp. 42–43).
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instruments to support their claims about biological factors,
most contemporary research has been conducted using paper-
and-pencil checklists of children’s behavioral tendencies as
observed by parents, teachers, investigators, and clinicians.
These scales are usually based on the nine dimensions devel-
oped by Chess and Thomas. These instruments are designed
to tap children’s behavioral dispositions by asking parents and
other observers questions about the child’s typical behavior in
day-to-day situations. These scales, and modifications of
them, have been validated on large numbers of children inter-
nationally (Carey & McDevitt, 1995). Currently, several
scales are available that are appropriate for use by ECE per-
sonnel, often in combination with parent ratings and observa-
tions (McDevitt, in Andersen & McDevitt, 2000). These
include a new questionnaire for caregivers and preschool
teachers, the Teacher and Caregiver Temperament Inventory
for Children (TACTIC), which measures temperament, atten-
tion, emotions, and conduct in 2- to 7-year-old children, and
the Basic Behavioral Assessment Scale (BBAS) by Carey and
McDevitt, which measures behavioral adjustment in 4- to 14-
year-old children in the areas of behavior, achievement, self-
relations, internal state, and coping (S. C. McDevitt, personal
communication, November 2001). 

Although there appears to be a growing consensus on
many issues raised in the earlier years, more recent discus-
sions of temperament continue to reflect earlier concerns
about measurement. In response to Clarke-Stewart, Fitz-
patrick, Allhausen & Goldberg (2000) presentation of a short
and easy measure of infant temperament, Carey (2000) has
argued for caution when hoping that there could be a brief
and simple way to capture a complex phenomenon.

Although the work of Chess and Thomas and their follow-
ers was published as early as the mid-1960s, the findings on
the predictive validity of children’s individual differences in

emotional disposition and behavioral style did not win accep-
tance until the early 1980s. This was in spite of the fact that
several independent lines of research had essentially repli-
cated the early findings (Graham, Rutter, & George, 1973;
Barron & Earls, 1984; Maziade, Caron, Cote, Boutin, &
Thivierige, 1990). Fears of a deterministic view of human
behavior may have played a role in the reluctance of devel-
opmentalists to accept the notion that biologically based dif-
ferences exist in children’s emotional and behavioral
dispositions. Carey and McDevitt (1995) suggested that in
clinical circles another central reason for the slow acceptance
of temperament concepts may lie in the fact that the risks
associated with temperament are seen to lie not in the
temperament itself but in the lack of goodness of fit between
the child’s temperament and the expectations and values
of the environment. Clinicians may have found it difficult to
consider the question of fit because this notion is not in keep-
ing with the habit of looking for problems within either the
child or the environment. However, such a contextual ap-
proach has become not only acceptable, but fully in keeping
with current theoretical understandings of the interplay be-
tween children’s dispositions, abilities, and interests and the
complex factors that interact with their individuality at all
levels of the ecology. 

Despite the early resistance to the concept and despite the
clinical world’s slowness to adopt complex etiological mod-
els, accumulating evidence has left little room for doubt about
the reality and importance of temperament. Research in tem-
perament has now involved the efforts of hundreds of scien-
tists in numerous areas, and the second wave of temperament
research has adopted stringent methodological standards and
extended its reach across cultures and into the genome, utiliz-
ing research methods ranging from ethnographic studies to
the most recent technology such as brain scans and electro-
physiological measurement. Clinician-researchers have been
appraising the role of temperament across culture and socio-
economic differences, exploring the interaction between tem-
perament and physical status, and behavioral-geneticists and
neuroscientists continue to study the relative contribution of
genes and the environment, including the environment of the
womb. Twin and adoption studies have revealed that there is a
substantial genetic contribution to temperament—about 50%
on average. (Contrary to previous views, there is compelling
evidence that temperament in infancy is not highly under
genetic control and that genetic influences are stronger in the
postinfancy years. In addition, temperament is not as stable or
continuous as was once proposed.) Investigation of the role of
maternal hormones, stress, prenatal infections, and perinatal
stress has reminded developmentalists that environmental
contributors to temperament can be biological (Carey &

TABLE 13.2 Six Alternative Definitions of Temperament

Theorist Definition of Temperament

Buss and Plomin The EASI formulation: The four traits of 
emotionality, activity, sociability, and 
impulsivity, although impulsivity was later 
withdrawn when it was not found to be 
heritable.

Eysenck Features of personality: Extraversion-
introversion, neuroticism, and 
psychoticism.

Goldsmith and Campos Temperament is limited to the emotional 
sphere.

Rothbart and Derryberry Dimensions of reactivity and self-regulation.
Strelau Regulative theory of temperament, including 

components of energy and temporal traits.
Zuckerman’s Description of sensation seeking.

Source: Based on Carey & McDevitt (1995, pp. 15–18).
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McDevitt, 1995, pp. 18–24). At the same time, interactions of
parenting style, family stress factors, and social pressures
continue to be seen as important contributors to outcome.

In the past two decades temperament has been shown to
affect a wide range of areas of children’s functioning, no less
so in the preschool and school years than in infancy. Current
knowledge about the functional significance of temperament
was recently summarized by Carey (1998, pp. 27) as cited by
Andersen and McDevitt (2000) as

fundamental part of the parent-child relationship;

significant factor in patterns of growth and feeding;

predisposition to prolonged crying in infancy;

possible contributor to sleep problems;

reason some children are hard to discipline;

major risk factor for social behavior problems;

substantial component of school performance;

factor in physical conditions;

one factor in recurrent pain;

partial determinant of response to crises.

Although temperament has been shown to play an impor-
tant role in many areas of development, perhaps the most sig-
nificant area for application in early childhood education is
the role of temperament in children’s psychological adjust-
ment and educational achievement. It is useful, therefore, to
review the major findings about this relationship. One of the
most important and replicated findings of the early tempera-
ment research was the identification of specific clusters of
traits that differentiated parents’ experiences with children.
Forty percent of the sample of children who were rated by
their parents as adaptable, approaching, mildly active, mildly
intense, and regular in biological rhythms were described by
their middle-class North American parents as “easy.” These
children fitted well with the demands of family life and cul-
tural expectations and were found to be at low risk for (but
not immune to) the development of psychological and educa-
tional problems (Chess & Thomas, 1987). Ten percent of the
sample were, by contrast, described as “difficult.” These chil-
dren were low in adaptability, predominantly negative in
mood, irregular, withdrawn in new situations, and intense in
reactivity. A third group of children, comprising 15% of the
sample, were mildly intense in response, mildly negative in
mood, and slow to adapt to new situations. This group was
described as “slow-to-warm-up.”

The most important finding of the NYLS was the discov-
ery that “difficult” children were at significantly higher risk
of developing problems in behavioral and emotional adjust-
ment. However, adjustment problems were not inevitable.

Chess and Thomas invoked the concept of goodness of fit to
describe a compatible relationship between parental expecta-
tions and a child’s temperament; when the fit was poor, the
child experienced excessive stress and developed reactive be-
havioral and emotional problems. The finding that tempera-
mentally difficult children were at higher risk of developing
psychological problems has been replicated in subsequent re-
search (Earls & Jung, 1987; Graham et al., 1973; Maziade,
Cote, Bernier, Boutin, & Thivierge, 1989; Maziade et al.,
1990). However, fit has been shown to be context dependent.
Consequently, Carey and McDevitt (1989) proposed the term
temperament risk factors:

Temperament risk factors are any temperament characteristic
predisposing a child to a poor fit (incompatible relationship)
with his or her environment, to excessive interactional stress and
conflict with his or her caretakers, and to secondary problems in
the child’s physical health, development and behavior. These
characteristics are usually perceived as hard to manage, but may
not be. The outcome depends on the strength and durability of
the characteristics and the environmental stresses and supports.
(p. 195)

Temperament Research in Early Childhood Education 

Despite the consensus that now exists about the importance
of the role of children’s individual differences in tempera-
ment as a significant risk factor in specific contexts, applica-
tions of this knowledge in all levels of early childhood
education have been few (Andersen, 1990). In 1995 Carey
and McDevitt published an extensive review of the extant
studies of temperament. In their chapter on day care, they de-
cried the failure of the prevention, intervention, and caregiv-
ing communities to apply this important knowledge. In their
chapters on infants and young children, they noted that
“behavioral investigation in the area [of child day care] has
almost completely ignored the impact of children’s tempera-
ment on the experience” (p. 83). They summarized the little
research there was at the time. However, what little research
there is suggests that further investigation is likely to be fruit-
ful (Anderson-Goetz & Worobey, 1984; Field & Greenberg,
1982; Keogh & Burstein, 1988; Palison, 1986). 

Among the most important preliminary findings cited by
Carey and McDevitt (1995) was the (counterintuitive to
some) discovery that mothers of children with difficult tem-
peraments were less likely to go back to work and to place
their children in day care, although the authors commented
that this study was conducted in the late 1950s and early
1960s, when “the pressure to seek employment outside the
home might not have been felt quite as strongly by middle-
class mothers as it is today” (p. 85). More recently, Canadian
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researchers McKim, Cramer, Stuart, and O’Connor (1999)
examined the family and child factors associated with child
care decisions and found that mothers who preferred to stay
home were more depressed and that their children were more
likely to experience unstable care than were those who were
working and wanted to work. The age at which the child en-
tered day care and aspects of the care such as quality were not
related to attachment measures. However, infants with diffi-
cult temperaments were at higher risk of being rated as inse-
curely attached. Attending day care appeared to reduce the
strength of this relationship. This study, though preliminary,
lends some support to the notion that enrolling a difficult in-
fant in day care might have beneficial effects for the infant
and possibly also for depressed mothers.

Another important question is how children’s individual
temperaments affect their socioemotional adjustment to, and
functioning in, early childhood group environments. In an
early study of 2.5- to 3.5-year-old children entering day care,
Billman and McDevitt (1980) obtained mothers’ and ob-
servers’ temperament ratings on a sample of 78 predomi-
nantly White middle-class children ranging in age from 34 to
64 months and attending two nursery schools in a small
Midwestern American community. There were 40 girls and
38 boys in the study. The researchers set out to clarify the
relationship between home-rated temperament and social be-
havior at nursery school, to investigate any relationship be-
tween difficult temperament and peer interaction, and to
assess the consistency of temperament ratings made by dif-
ferent raters in different settings. Parental ratings of the tem-
perament characteristic of low approach predicted teacher
evaluations of slower adjustment. It is interesting to note that
the “difficult child” cluster of traits emerged as a significant
predictor of peer interactions. Although convergence be-
tween the two temperament ratings was moderate (.18–.46),
correlations were statistically significant for all dimensions
except mood. Activity level, approach-withdrawal, and sen-
sory threshold were significantly related to peer interaction.
Very active children were both more sociable than inactive
children and more often involved in conflictual interactions.
More rhythmic children spoke more to peers and got on
with their tasks more effectively. When the children were as-
signed to the temperament clusters identified by Chess and
Thomas, the difficult child was found to engage in more
wrestling, hitting, jumping, pushing, and beating.

More recently, Harden et al. (2000) used Bronfenbrenner’s
ecological framework to explore externalizing behavior prob-
lems among children enrolled in a suburban Head Start
program and compared them with a subgroup of children
with behavior problems in the clinical or borderline range.
Children’s externalizing behavior was positively associated

with internalizing behavior, parent psychological adjustment,
child temperament, family environment, and exposure to
community violence.

Yen and Ispa (2000) tested the hypothesis that curriculum
type (Montessori and constructivist) moderates the impact of
temperament (specifically, activity level and attention span
and persistence) on the classroom behavior of 3- to 5-year-
old children. A near-significant trend suggested that tempera-
mentally active boys were more likely to be perceived by
their teachers as having behavior problems if they were en-
rolled in Montessori programs than if they were enrolled in
constructivist programs. An interesting finding was that at-
tention span and persistence did not have any effect on the
impact of the type of curriculum on children’s behavior. This
is one of the few studies that explores the important question
of the goodness of fit between specific types of curriculum
and children’s temperament.

Stansbury and Harris (2000) conducted a study to ascer-
tain whether standardized peer entry paradigm would pro-
duce stress responses in 38 3-year-olds and 25 4-year-olds
and how such stress responses might correlate with tempera-
ment, approaches to peers, and peer competence as perceived
by the children themselves. Four-year-olds were significantly
less avoidant and were rated higher on the temperament trait
of “approach.” They showed larger Hypothalamic-Pituitary-
Adrenal Cortical Axis (HPA) stress responses to new peers,
and the disparity between self-reported peer competence and
behavior in the peer-entry situation was associated with
greater stress responses on a physiological measure. The re-
searchers stressed the importance of examining discrepancies
between self-perception and action in research on stress.

The need for the education of early childhood profession-
als about temperament was acknowledged in a study by
Franyo and Hyson (1999) of the effectiveness of tempera-
ment training of early childhood caregivers. This study pro-
vided information about caregivers’ preexisting knowledge
of temperament concepts and investigated the effect of edu-
cational workshops about temperament concepts. The find-
ings were that without training, caregivers had heard about
temperament but knew little about the specifics of the empir-
ical findings. Without training, caregivers did not appear to
have many ideas about how to achieve a goodness of fit by
using behavioral management techniques, although this was
an area in which they showed special interest. Encouragingly,
caregivers were very accepting of the concept of tempera-
ment, and training sessions were effective in increasing their
knowledge about temperament concepts. However, the in-
vestigators reported that there was no statistically significant
evidence that the training was effective in improving the
caregivers’ acceptance of children’s behaviors and feelings.
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Implications for Further Research 

Although these new efforts are encouraging, there continues
to be a dearth of empirical research on the role of child tem-
perament in early childhood group settings. Much more
work remains to be done. There are many areas of child tem-
perament research that have direct implications for early
childhood education. The first of these is the direct education
of caregivers and teachers about the origins and significance
of individual differences in children’s behavioral styles so as
to avoid misattributing all these differences to central ner-
vous system dysfunction or parenting. Second, research is
demonstrating that temperament has an impact on the way
children experience, and affect, their environments. Active
children are often criticized by staff for their restlessness
when a programmatic modification may be in their interests.
Children who need time to adapt to new situations require
teachers who have the patience to help them overcome their
period of hesitation (Soderman, 1985). There is particular
concern about children whose temperaments challenge and
frustrate caregivers and about peers who may be the recipi-
ents of rejection or neglect, leading to the development of
secondary problems. More work is needed in formulating ef-
fective training programs that will bring about both signifi-
cant attitudinal and behavior management changes in
caregivers. This is particularly important in view of the fact
that families of children with challenging temperament-re-
lated issues may seek assistance from ECE staff. Because
there is often an overlap between this group of children
and those diagnosed at school age with attention-deficit/
hyperactivity disorder or oppositional defiant disorder, early
intervention agencies should recognize that these children
are at very high risk when the fit is poor and should be eligi-
ble for services under such circumstances (Andersen &
McDevitt, 2000).

No less important than applying research about tempera-
ment risk factors is an appreciation of the fact that tempera-
ment traits can serve also as assets (Carey & McDevitt,
1995). Researchers would do well to explore how specific
temperament traits may benefit children in their interactions
with adult caregivers, with peers, and with the curriculum of
ECE programs, and practitioners need to avoid automatically
associating the word “temperament” with risk factors. Carey
and McDevitt stated the key questions for the conduct of re-
search on temperament in day care this way:

What kinds of children do better in what kinds of care arrange-
ments? Does a child’s temperament influence his or her behavior
with peers and child care professionals in the day care situation
in the same ways as in the home? How can we deliver day care
that best meets the needs of parents and children? What happens

when there is a poor fit between the child’s characteristics and
the handling provided by the day care facility? How is this dis-
sonance best detected? Will the management principles that
seem to work for parents in the home also prove effective in the
day care setting? What do day care workers generally know
about important mental health matters, including temperament
differences? Where do they get such information, and how suc-
cessfully do they apply it? What is the best way to augment such
knowledge? What benefits can be demonstrated for its use? What
are the consequences of day care workers not having this knowl-
edge? For aggressive or non-compliant behavior, what manage-
ment strategies beside time-out are suitable? How can parents
and day care workers best collaborate for the well-being of the
child? (Carey & McDevitt, 1995, p. 90)

Closing Thoughts on Child Temperament

The field of early childhood education has made great strides
and, indeed, has demonstrated leadership in showing respect
to cultural diversity among young children and their families
and in serving as teachers of, and advocates for, young chil-
dren with disabilities and social risk factors. A burgeoning
body of empirical studies in a wide range of fields has led to
a consensus that child temperament exists, can be reliably
measured, and is an important and universal individual dif-
ference among infants and young children that can serve as
an asset or create risk. Respecting diversity among young
children must now be extended to respecting this diversity in
behavioral style. Early childhood researchers and practition-
ers will undoubtedly rise to the challenge of the new millen-
nium by absorbing and applying the substantial knowledge
that has been accumulated about temperament in the past four
decades. We can look forward to seeing further attention to
this important variable in empirical studies, in personnel
preparation, and in curricula and programming.

PROGRAMS AND QUALITY IN EARLY
CHILDHOOD EDUCATION

Compensatory Programs and Early Childhood
Special Education

The title of “father of the kindergarten” was given to
Friedrich Froebel. If Froebel is granted this acknowledge-
ment, then the title of mother of early childhood special edu-
cation (ECSE) should be granted to Maria Montessori
(1870–1952). Indeed, Montessori anticipated the broad
sweep that the field would make across the spectrum of child-
hood experiences and needs. In 1901 she became the director
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of the “orthophrenic” school associated with the University
of Rome, a former asylum for city children, most of whom
were likely intellectually disabled or autistic. She mounted a
campaign to reform the system that had previously confined
these children to a life of isolation and neglect. Montessori
understood the need they had for purpose in life, for stimula-
tion and for achieving a sense of self-worth. Anticipating the
modern ethos, Montessori emphasized the importance of
showing respect to all children and of teaching them self-care
skills as well as to observe and respect the world around
them. Also foreshadowing current trends, Montessori took an
interest in children who were at risk because they were poor. 

An Overview of the History of Early Childhood
Special Education 

In 1907 Montessori began an experimental school in the
poorest part of Rome to demonstrate that her educational
methods could be effective with inner-city preschoolers who
were not disabled. She also anticipated the contemporary ap-
proach to the field of ECSE by applying herself to a rigorous
analysis of research on the education of the mentally handi-
capped, focusing on the work of two French doctors, Jean
Itard and Edouard Seguin. Itard’s work with the Wild Boy of
Aveyron brought into focus another constant theme in con-
temporary ECSE, the long-standing question of the relative
weights of nature and nurture in children’s development.
Seguin’s influence was to encourage Montessori in her
already-strong belief in making education systematic and
specific. Although many consider Seguin to be the father
of special education, it is an irony of history that in North
America Montessori’s influence was not felt in the education
of young children with special needs as much as it was in the
development of Montessori nursery schools for normal chil-
dren of middle- and upper-middle-class parents. 

Indeed, in most Western countries the early education of
young children at risk for compromised development was a
neglected field until shortly after World War II. Although
each modern state has followed its own path in developing
and expanding services for children at risk, the United States
is unique in mandating these services—a mandate that has
driven academic research as much as it has program delivery.
As a result, much research on the education of young children
at risk has been conducted in the United States, and it is
therefore the American experience in the field that followed
federal legislation that will be reflected, for the most part, in
this section. 

As was described in the opening section of this chapter,
the theme of nature versus nurture was present in the earliest

years of the field of early childhood education. The 1961 pub-
lication of McVicker Hunt’s Intelligence and Experience
fueled a renewed emphasis on the role of environmental ex-
perience in cognitive development. In 1965 the U.S. federal
government initiated the first Head Start program, a summer
initiative to bring America’s poorest children into programs
in which they would receive stimulation and nutrition and
that would involve their parents in a broad-sweeping and
early attempt to provide compensation for the known detri-
mental effects of poverty and social disadvantage on chil-
dren’s development. These early short-term programs were
followed by programs that were more intensive and broader
in conceptualization. Consequently, by 1972 a mandated
quota of 10% of children with disabilities in Head Start pro-
grams was established. And although the Education for All
Handicapped Children Act (PL 94-142), passed in 1972, did
not cover children from birth to 3 years of age, in time ser-
vices for preschool-aged children were mandated, and stan-
dards and incentives for providing services to infants and
toddlers were included. One outcome of international signif-
icance in the American legislation and experience has been
the emergence of a unified discipline that subsumed all the
early childhood risk factors under its umbrella: ECSE. This
new field was heralded by the formation of the Division for
Early Childhood as a subsection of the Council for Excep-
tional Children in 1973 (McCollum, 2000).

Early childhood special education is the branch of the field
of early childhood education that addresses the diverse edu-
cational needs of children with disabilities and developmen-
tal delays. The field has also come to include children whose
developmental risk was at first seen to arise from the disad-
vantage of being raised in certain family and sociocultural
contexts. Although the term compensatory education has
been used to describe the aim of programs attempting to
make up for presumed deficits in children’s environments,
many theorists now regard it as unreasonable to think in
terms of a dichotomy between children with endogenous
difficulties and those with problems arising from environ-
mental factors. It has been known for some time now that
many risk factors arising from social conditions, such as ma-
ternal ingestion of alcohol, are translated into biological
problems in children. In addition, many genetic risk factors
are triggered only in the presence of certain environmental
conditions. Recent neurobiological research has confirmed
the potentially devastating impact of social stresses on young
children’s neurodevelopment. Recent medical research has
also shown that the technologies that are used to sustain sur-
vival of very high risk infants may create additional disabili-
ties in those children.
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Multidisciplinary Perspectives on Early Childhood
Special Education 

The complexity of the difficulties that face contemporary
young children is matched by the need for multidisciplinary
academic inquiry informed by many specialties and with a
knowledge base of evidence-based practices that are repro-
ducible in a field that continues to be marginalized and un-
derfunded. One consequence of the scope and diversity of
needs in the field of ECSE has been a major effort, in past
decades, in the development of a professional identity.
McCollum (2000) discussed how, between 1976 and 1985,
several related movements were influential in shaping the
nature of ECSE. The development of empirically based sys-
tematic instruction, furthered by academic investigation
based on current learning theories, came first. Second, atten-
tion to preventing school failure became a mandate of the
states, and the beginnings of a relationship between early
childhood education and ECSE were forged as attempts
were made to identify those young children who might be in
need of early intervention. Third, increasing attention was
paid to the noninstructional roles of teachers as ecological
theory began to influence the way that interventionists un-
derstood the importance of the social context of develop-
ment. Finally, younger and younger children began to
receive attention and intervention programs because infants
and toddlers grew rapidly.

The impact of these diverse influences challenged the as-
sumption that this new field was a branch of special educa-
tion alone. As the influence of other specialties was brought
to bear on the questions of how best to help young children
whose development might not proceed well, the new field
was increasingly being referred to not only in educational
terms. In keeping with paradigm shifts that occurred in early
childhood education in general, ecological perspectives
transformed the way in which relationships between culture,
society, family, and the individual child were construed. In
addition, the vocabulary of health and human services be-
came recognizable in the discourse of the field, which be-
came more broadly known as early intervention. This term,
which was formerly used exclusively to refer to a point of
time in a clinical intervention, had now become a separate
area of study and of practice. As Bailey (2000) has com-
mented, in the past three decades the field of early interven-
tion has grown rapidly from its inception to its current state
of maturity.

As diverse as its origins were, it is to the credit of its lead-
ing thinkers that the field of early intervention has reached a
remarkable consensus about its goals, methods, values, and

achievements. This consensus, sharpened by the presence of
self-critical dialogue within its ranks, is well demonstrated
by the publication of two recent special issues of Topics in
Early Childhood Special Education (TECSE) that present a
compelling picture of the field as it stands today: Early Child-
hood Special Education in a New Century: Voices from the
Past, Visions for Our Future, Parts 1 and 2. These papers
provide rich and often personal historical accounts of issues
as far-ranging as personnel preparation, remedial teaching,
inclusion, new theoretical understandings, child care, social
conditions, the role of governments in mandating services,
methodological issues, interdisciplinary relations, and inter-
ventions for specific disabilities. Only some of the major
themes of these special issues will receive attention here:
(a) inclusion; (b) new theoretical and empirical influences,
including a clearer conceptualization by Dunst of family-
centered intervention as evidence-based practice; (c) lessons
learned from the past; (d) current issues in personnel prepara-
tion; and (e) the impact of legislation on services.

The Principle and Practice of Inclusion 

Zigler and Styfco (2000) pointed out that Head Start pro-
grams were deliberately segregationist at their conception.
The idea was to provide special and separate programs for
young children from disadvantaged environments. Although
this practice effectively cut them off from opportunities to
learn in the company of peers from wealthier backgrounds,
at the time it was considered that these children would not
otherwise attend community nursery schools. Rather, the
motivation was to offer them enriching opportunities, in-
cluding nutritional and health care, that could not be pro-
vided by their homes. Likewise, programming for young
children with disabilities was equally separate because it
was thought that community preschool teachers did not
know how to teach them. The inclusion of young children
with disabilities in regular preschool and day care programs
began slowly, and with much resistance. It is of interest that
inclusion is less often justified on empirical grounds than de-
fended in terms of a philosophical position regarding the
rights of children with disabilities to experience the same
privileges as those without. The emergence of day care into
the field of early childhood education added a new dimen-
sion to these issues as educational questions became inter-
twined with questions about custodial care and the needs of
working parents.

Although there have been many separate rationales in-
voked from time to time as policy makers and trainers have
sought to persuade communities to move toward the adoption
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of inclusive practices, Bricker (2000) reminded us that the
movement was originally driven by a clearly formulated de-
velopmental integration approach, which emerged from ex-
amining the detrimental effects of institutionalization on
young children. She commented that this was by no means a
well-accepted notion at the time. Her account of the gradual
acceptance of the principle of inclusion demonstrates how
quickly a questioned idea becomes its opposite: “Perhaps the
biggest change has been the shift in perspective of inclusion
from an idea about how to improve services to young chil-
dren with disabilities to a human ‘right’ that has become
closely tied to important movements focused on social equal-
ity” (p. 17). She acknowledged that inclusion is still hotly de-
bated despite an apparent consensus about its desirability, as
evidenced by position papers put forth by organizations such
as the Division of Early Childhood of the Council for Excep-
tional Children. Bricker herself stated that

the continuing debate over inclusion will do well to focus on
the reality of current parental choices when facing placement
options for their children. For many parents, the debate
raging at the philosophical level may be very different from the
realities they face when deciding on a placement for their child.
(p. 17)

On a more optimistic note, Odom (2000) argued that

thirty years of research and practice have produced a knowl-
edge base that informs policy and practice. . . . [N]ow,
more than any time in the past, we have a greater awareness
of the type of support professionals can provide to create pro-
ductive learning environments for children with and without
disabilities and inclusive settings. With political will, local lead-
ership, willing parents, and committed teachers, most young
children with disabilities can benefit from inclusive settings.
(p. 25)

It is noteworthy that Odom did not use the rather absolute
statements—that inclusion benefits all children—that have
entered the position papers put out by both professional and
advocacy organizations.

The issues that surround the implementation of inclusion
and the emergence in the next decades of large-scale research
projects bring us to consider the strengths and struggles of the
endeavor to subject early intervention programs to rigorous in-
quiry. The Head Start experience demonstrates how essential it
is to consider how laudable programs can fail in the details of
their implementation when errors are made early in their plan-
ning. Zigler and Styfco (2000) acknowledged the extent of
the problems that surrounded Head Start from its inception:
First was an exclusionary ethos, in which economically
disadvantaged children were served separately from their peers

from wealthier homes. This segregation extended to excluding
those who were disabled until recent times. Second, the lack of
a broad unitary goal in favor of a set of discrete objectives led
to a misconception of Head Start as a cognitive enrichment
program and a decreased emphasis on its original interest in
social competence. The third problem was that programming
was based on the questionable construct of school readiness.
Finally, and perhaps most seriously, was lack of attention to
quality. The first of these problems and the difficulties sur-
rounding solutions to it were discussed earlier. The likelihood
that topics of school readiness, social competence outcomes,
and quality of programming will continue to be pressing issues
in the field is acknowledged briefly here. 

As researchers look at outcomes in diverse populations,
they will be challenged to define common goals that should
receive emphasis in the education of all at-risk young chil-
dren. It is therefore of significance that the special issues of
TECSE that were published in the summer of 2000 high-
lighted two interrelated themes: social competence and lan-
guage development. In examining the question of social
competence, Strain and Hoyson (2000) used research on
social-skills intervention with children with autism to illus-
trate how increasingly sophisticated theoretical formulations
of essential research-to-practice questions have produced
gains in our ability to engender “rapid, occasionally sustain-
able, and socially meaningful changes in children’s social
behavior” (p. 116). They identified four basic assumptions
that historically have been used to determine the targets of
intervention: (a) the notion that the difficulty with communi-
cation is intrinsic to the individual; (b) the notion that the in-
dividual has acquired the difficulty as a result of a
long-standing interactional history; (c) the notion that
dyadic interactions between children sustain the problem;
and (d) the notion that the entire ecology of the child with
special needs is responsible for altering its norms and the
manner in which it structures opportunities for social inter-
action.

Arguing that none of these assumptions is sufficient to
produce effective intervention, they described how a fifth as-
sumption has led to a comprehensive research-to-practice
model for children with autism in the past two decades: the
LEAP program. The positive results of LEAP are presented
to illustrate the potential of both short- and long-term positive
benefits of interventions that are individualized and data-
driven, have a generalization (transfer of skills) focus, maxi-
mize learning opportunities, and add a focus on family skills
to the preschool intervention. These results identify the inten-
sity of the intervention as a critical variable in yielding sus-
tainable, long-term outcomes. One of their conclusions will
likely be absorbed as the next generation of researchers
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attempts to achieve similar gains with other populations of
children at risk: 

The social interaction challenges presented by young children
with special needs represent a complex, multivariate universe.
That multivariate universe demands complex, longitudinal, in-
tensive approaches—approaches holding greater promise for
children and families but also greater challenges to our ways of
designing, executing, and describing credible studies and longi-
tudinal data sets. These are challenges worthy of all eager pio-
neers with a visionary spirit. (Strain & Hoyson, 2000, p. 121)

A complementary theme that emerges from Hart’s (2000)
review of studies observing young children is the nature of the
language interactions between children and their parents. As
the field shifts from theory to data and back again, there is a
constant return to children’s ecologies as the source of new un-
derstanding about how they learn. In reflecting on how much
has been learned from observing the way children learn to ex-
press themselves in their conversations with their parents, Hart
commented on the need for more information on the nature and
extent of conversation between teachers and young children
and between children and their peers in group environments.
She discussed the challenges of group education in enhancing
the ability of young children to express themselves:

Some teachers, like some parents, need more information con-
cerning what children should be learning through play and how
to arrange environments, materials, and activities that prompt
and facilitate talking. Research is needed to add to interventions
the power of engagement (Risley, 1977) and to design low-
demand environments (Wasik, 1970) that encourage children to
talk when the only object is conversation. (p. 31)

New Theoretical Influences and Their Implications

The themes of social skills and communicative competence
are not new to the field, but many argue that they still remain
underemphasized in programming. Perhaps two of the most
central, truly revolutionary theoretical and empirical influ-
ences facing the field in the next millennium are those emerg-
ing from brain research and those supporting the use of
family-centered practices. New brain research is currently
the political driving force behind many fresh initiatives for
young children in North America (Greenspan, 1997; Shore
1997). It is of interest that despite its great press appeal, this
paradigm is not widely heralded in the summer 2000 issues
of TECSE as either the rationale for or the solution to the
most pressing problems facing young children today. In fact,
it is telling that Zigler and Styfco (2000) appear to be urging
some caution in this regard as they reflect on the wildly exag-
gerated hopes that fueled the original Head Start programs:

“Indeed, the current bandwagon that infant brains need con-
stant stimulation for superior neural wiring and growth is the
environmental mystique with a biological twist. . . . [T]he
moral is that there is no quick fix for poverty and no magical
treatment that will turn us all into Nobel laureates or Rhodes
scholars” (p. 68). 

Models stressing the importance of social processes as
conceptualized by Vygotsky (1978) and of social contexts
as conceptualized by Bronfenbrenner (1979) and his follow-
ers continue to hold sway. In his review and in anticipation of
the “third generation” of research in the field, Dunst (2000)
pointed to the intersection between children’s learning oppor-
tunities and parental supports as the pathway to instructional
practices that are most likely to be development enhancing
and reminded us that the influence of social support variables
on parents’ contingent responses to children continues to
draw empirical support. He calls for further research on nat-
ural learning opportunities provided by family and commu-
nity life, reminding us that interventionists often have to
more learn from families than they have to teach them.

Dunst’s (2000) social support paradigm links child devel-
opmental outcomes clearly to family-centered interventions.
He pointed out that evidence-based, family-centered help giv-
ing is becoming more highly specified and can be divided into
two central elements: relational and participatory. “Relational
practices are a necessary condition for effective practitioner/
family transactions. . . . [T]hey are not sufficient for either
strengthening family competence or promoting new capabili-
ties. The latter has been found to be the case only when the
family is an active participant in achieving desired outcomes”
(pp. 100–101). Dunst acknowledged that his own interest in
family-centered practices has become increasingly conceptual
and empirical rather than philosophical: “I believe that a philo-
sophically-based, family-centered approach is likely to run its
course as a fad and is open to all kinds of criticism, as has re-
cently occurred” (p. 97). He anticipated the continuance of
third-generation research that establishes and describes the ev-
idence that supports specific early family-centered intervention
practices shaped by an evidence-based social support para-
digm. As the field absorbs the impact of the hard data, practi-
tioners will be increasingly asked to demonstrate, rather than
discuss, the specific skills that emerge from this knowledge.

Current Issues in Personnel Preparation

McCollum (2000) stated that “between the late 1960s and the
present, personnel standards and preparation opportunities
have grown from no state certification in ECSE and no tar-
geted preparation programs to widespread certification
and many pre-service programs” (p. 80). By 1996 a set of
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published personnel standards were adopted by the Division
of Early Childhood (DEC) and the NAEYC, and most states
had some sort of certification for teachers of young children
with disabilities. Credentialing programs had been set in place
in many states, and ECSE programs at the university level be-
came widely available. It is noteworthy that these events ap-
pear to be related directly to the United States legislated
mandate described earlier, as there has not been a parallel
growth in personnel preparation in countries such as Canada,
where university-based ECSE courses are still something of a
rarity (Andersen, 1999). However, even in the United States,
personnel preparation has not kept pace with the expansion of
services. This situation has led contemporary commentators
to call for a renewed emphasis on this topic and for new train-
ing models that take account of important systemic changes.
McConnell (2000) highlighted two such changes that she be-
lieved should receive special attention: The first is how both
the content and the context of personnel preparation for those
working at the preschool and primary levels should be altered
given the inclusion of young children with disabilities in com-
munity settings. This new context calls for a revised under-
standing of the relationship of the early childhood educator to
the early childhood special educator. The second change re-
gards the delivery of services to infants and toddlers in the
United States: The fee-for-service structure is driving a frag-
mented approach that is not in the interests of children and
families. Regarding the latter, McConnell stated that few par-
ents or practitioners are fully aware of the danger that this
practice poses to the ability to provide integrated, family-cen-
tered interventions. In turn, this may lead to the loss of ECSE
generalists and to their replacement by a service coordinator
who lacks a solid foundation in child development. She called
upon the field to protect children by more clearly defining its
own identity and importance for their development.

Winton (2000) argued that the field has currently failed to
implement what research has demonstrated needs to be done
to improve the outcomes for all young children. She posits that
the development of learning communities of multiple partners
at multiple levels will help to create the shared vision and
commitment from the community that will help to bridge this
research-practice gap. She claims that this in itself is an em-
pirically supported approach to personnel preparation, in spite
of the very real barriers to its implementation. She suggested a
series of small stepping-stones and identified some successful
models as the pathway to this important destination.

The Impact of Legislation 

Bailey (2000) stated that the field of ECSE in the United
States would never have arisen in this fashion without the

commitment of the U.S. government. He anticipated that the
role of the federal government will now shift from its empha-
sis on legislated mandates to a more facilitative role, with
more decision-making power being left in the hands of the
states. He asserted that a strong federal presence will con-
tinue to be needed and anticipated the funding of large re-
search projects of nationally representative populations.

Most contributors to these special summer 2000 issues
of TECSE see legislated mandates as a positive measure but
not without problems. Bruder (2000), in arguing that the field
has not successfully fulfilled a commitment to the family-
centered practices it espouses, suggested that the program-
matic requirements under some sections of the legislation are
complex and require more skills and knowledge of the theory
than are currently held by state and local administrators.
(This problem is complicated by the use of finance models
made up of billable services created on a child-centered reha-
bilitation model rather than a family-centered approach.) She
also saw categorical and discipline-specific funding streams
as creating barriers to the implementation of truly family-
centered services. Odom (2000), too, saw similar bureau-
cratic barriers to the effective implementation of inclusive
practices, some of which arise from administrators’ miscon-
ception that inclusive programs cost more than traditional
special education programs. Other barriers include policies
over the manner in which funds are used: In some states
money can be spent on tuition to permit a child with disabili-
ties to spend some of his or her day in a community-based
program; in other states this is not permissible. The allocation
of special education teachers to nonspecialized settings is
prohibited in some programs because the specialized teachers
are paid out of special education funds. He regarded the flex-
ibility with which administrators handle budgets as a key fac-
tor in overcoming these bureaucratic obstacles.

Although her discussion of the impact of federal legislation
on personnel preparation is largely positive, McCollum
(2000) stated that “the different paths taken by those inter-
ested in birth to 2 and in ages 3 to 8 after the passage of PL 99-
457 was an unfortunate outcome of the new legislation”
(p. 85). When states were permitted to use different agencies
and different personnel requirements for the two age groups, a
dual system of service and personnel preparation was enabled
that created identity problems in the field. The field of ECSE
was redefining its identity in relation to early childhood edu-
cation and special education, with services delivered in edu-
cational settings; but with the younger group of infants and
toddlers, professional identity was being reconceptualized
through comparisons to noneducation disciplines. Indeed, the
publications or organizations such as Zero to Three clearly
demonstrate the influence of fields such as social work. As
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well some infant-parent intervention programs have adopted
psychotherapeutic models from infant psychiatry. Corre-
sponding with this divergence from the main discipline of
ECSE, a number of systemic changes were occurring, compli-
cating the question of personnel roles even further. In the
same series, Smith (2000) discussed the need to shift efforts
from the federal to the local level so that widespread commu-
nity support, including fiscal support, will sustain and enhance
the achievements begun with federal initiatives and legisla-
tion. Smith (2000) argues that communities need to be willing
to invest tax dollars and to rethink social policy so that parents
can spend more time at home. She also calls for greater re-
spect for early childhood professionals and enhancement of
the work environment and salaries so that the field will attract
better qualified individuals.

Bailey (2000) noted that the role of the U.S. federal gov-
ernment was shifting from its emphasis on legislated man-
dates to a more facilitative role, with more decision-making
power being left in the hands of the states. He asserted that a
strong federal presence will continue to be needed and antic-
ipated the funding of large research projects of nationally
representative populations. Perhaps this is where the interna-
tional field of early childhood education will feel the impact
the most—as new research projects of sufficient scale and
quality emerge that further our understanding of the impact
of specific educational practices with targeted but representa-
tive groups of young children. 

If the next decade will bring new large-scale studies with
results that convince policy makers, there will continue to be
a major challenge in bringing that knowledge to the field.
Several authors of the special issue decried the research-
practice gap in ECSE. Bruder (2000), in particular, focused
on the failure of trainers and agencies to adopt truly family-
centered approaches, in spite of the substantial amount of
evidence of its desirability and effectiveness. She also called
for learning communities that can reform current efforts at
personnel preparation “in which the norm is the use of inef-
fective training models (episodic, short-term workshops)”
(p. 111). The learning communities that Bruder envisioned
are ongoing, make use of technology such as Web sites and
e-mail, and are founded on mentorship and distance educa-
tion models. What is at stake when personnel are inade-
quately prepared is poignantly demonstrated by her use of
three case studies of young children (one of whom is her own
nephew) served dismally by intervention staff. About him,
she stated, “I am as responsible as any for the shortcomings
in our field that are currently impacting his life” (p. 108).

Bruder’s (2000) injection of a personal confession into the
academic discourse is an appropriate note on which to end this
section. It is to the credit of leading early intervention theorists

that in being invited to reflect on the state of the art of early in-
tervention, they do not rest on their laurels. They stand united
in recognizing that in spite of the very significant achieve-
ments of this fledging field, a great deal of work remains to be
done to serve the growing numbers of young children in need
of specialized and compensatory early childhood education.

Child Care and Early Childhood Education

The Ecology of Child Care 

Beginning in the mid to late 1970s, a number of major
changes in North America and other parts of the developed
world began to have an impact on the provision of child care
services and the nature of research that was conducted on
child care. One major change was the sharp increase in the
number and percentage of mothers of young children who
worked in the paid labor force outside the home. For much of
the century until this point, day nurseries were largely pro-
vided to low-income families either as part of governmental
child welfare programs or by private philanthropists or reli-
gious organizations. Child care was now changing from its
previous status as a welfare service for poor parents (who, it
should be noted, were assumed to provide poor parenting to
their children) to its emerging status as a family-support pro-
gram for working parents in all income levels. Further, the
programs were seen less as providing custodial baby-sitting
and more as a setting in which young children’s early devel-
opment could be stimulated and facilitated through appropri-
ate kinds of learning activities and materials.

As pointed out in Belsky and Steinberg’s (1979) seminal
literature review, another major change was the growing in-
terest by researchers in what they referred to as modal child
care programs as opposed to model programs. The model
programs to which they referred tended to be situated in or af-
filiated with university settings. These programs tended to be
well funded and staffed by well-educated professionals and
to serve the children of university faculty, staff, and students.
Questions began to be raised around the generalizability of
findings drawn from these model programs to the more fre-
quently used—or modal—community-based programs that
tended to suffer from low and unstable funding and
lower levels of staff training and that were not restricted to
university-affiliated families.

Another shift was that researchers were increasingly criti-
cal of earlier studies that had reported that enrollment in
child care programs could have a negative impact on mother-
infant attachment patterns. Based largely on Ainsworth’s
strange situation paradigm, these studies tended to focus on
one-time observations of mother-infant interaction patterns
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in laboratory settings and typically included very little con-
textual data on the participants in these studies. Cross-cultural
comparisons began to identify different patterns of mother-
child attachment even within Western, developed countries
(Lamb, 2001), calling into question the notion of a universal
construct of attachment. Researchers began to examine at-
tachment patterns within a broader range of child, maternal,
family, and child care variables. The largest study of this
kind was conducted by the National Institute of Child
Health and Development (NICHD), a multisite study of 576
infant-mother dyads. While different patterns of attachment
were found in this sample, none of the differences were attrib-
utable to the different kinds of child care arrangements in
which the children participated (NICHD, 1994, 1996, 1998).
In other words, there were no differences in the attachment
patterns of children who were cared for by a parent in their
own home or by a nonparent in a group care setting outside the
home.

This shift in the attachment-related research reflected a
significant shift in the nature of the research questions being
posed by child care researchers. Much of the previous re-
search on child care tended to focus on such main-effects
questions such as, “Is child care good or bad for children?”
This research tended to examine specific domains of child de-
velopment with the child’s enrollment in a child care program
as the only major independent variable. The emerging con-
sensus was that it was not simply a child’s attendance in child
care that impacted on that child’s development, but also the
quality of the child care program in which the child was en-
rolled. Questions regarding the definition, measurement, and
impact of quality child care have framed and guided much of
the recent and current research. These programs of research
have been guided very much by Bronfenbrenner’s (1979;
Bronfenbrenner & Morris, 1998) work on the ecology of
childhood. Bronfenbrenner argued that a child’s development
is influenced by a number of concentric systems within which
the child lives and grows. The microsystem includes the im-
mediate setting in which the child is found and the nature of
the experiences and activities in those settings. The mesosys-
tem is the network and relationships among the various mi-
crosystems in which the child participates (i.e., home, child
care, swim lessons, etc.). The exosystem includes these two
primary systems, but its impact on the child is mediated
through other individuals and institutions. Exosystem vari-
ables include legislative and policy factors that determine li-
censing requirements, staff education requirements, funding
mechanisms, and so on. All of these systems are embedded
within what Bronfenbrenner called the macrosystem, which
is the virtual space in which societies and communities artic-
ulate their beliefs, attitudes, and values toward public policy
regarding children and families.

Structure and Process Variables in Child Care Quality

In short, then, instead of the main-effects question (“Is child
care good or bad?”), researchers began to explore the ways in
which different factors from different systemic levels inter-
acted and to determine how that interaction of factors con-
tributed to child care quality. A number of small-scale, local
studies conducted in different parts of North America in
the same time frame reported a consistent and complementary
set of findings regarding both the structural and the process
variables that impacted on child care quality. Structural vari-
ables are those standardized, quantifiable, and regulatable vari-
ables such as group size, the adult-child ratio, licensing auspice
(nonprofit or commercial), and levels of staff education.
These variables were found to be significant predictors of child
care quality in different sociocultural contexts using similar
instruments: Los Angeles (Howes, 1987); Victoria, British
Columbia (Goelman & Pence, 1987); Bermuda (Phillips, Mc-
Cartney, & Scarr, 1987); and Chicago (Clarke-Stewart, 1987).

These structural factors frame the child care experience for
the children and the staff and provide actors a basic foundation
on which process quality could then be constructed. The term
process refers to the kinds of caregiving, facilitating, educat-
ing, and playing that go on within the structural framework.

Measures of process quality extended far beyond the
strange situation laboratory procedures and examined the
nature of adult-child and child-child interactions in the child
care setting. Goelman and Pence (1987) observed the fre-
quency with which children engaged in activities that promote
positive developmental outcomes (i.e., emergent literacy,
dramatic play, fine motor play) and activities that do not (i.e.,
excessive television watching). Adult-child interactions
were observed by Howes (1987), Phillips et al. (1987),
Clarke-Stewart (1987), and others who focused on such adult
characteristics as sensitivity, receptivity, detachment, and puni-
tiveness (see Table 13.3).

Thus, in contrast to the earlier generations of child care re-
search, which treated child care as a uniform and universal
treatment variable, researchers became much more keenly
aware of the tremendous diversity that exists in the daily lives
of adults and children in child care settings and of how the
dynamics of those settings impact both the children and the
adults. Perhaps the most consistent conclusion drawn from
studies of quality in child is that the concept of quality is dy-
namic and does not rest on any one measure, scale, or quan-
tifiable variable.

Toward a Predictive Model of Child Care Quality

The drawback to these smaller scale local studies was that
while they represented careful analyses of child care in
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different communities, the small numbers of children and
child care programs included in these studies put serious
limitations on their interpretation and generalizability. In the
1990s, therefore, a new trend in child care research was to
mount research studies that included larger numbers of chil-
dren from larger numbers of communities in very distinct pol-
icy and jurisdictional contexts. For example, the U.S. National
Staffing Study collected data from 643 child care rooms in
urban and suburban communities inArizona, Georgia, Massa-
chusetts, Michigan, and Washington (Howes, Phillips, &
Whitebook, 1992). The U.S. Cost Quality and Outcomes
Study examined quality in 604 rooms in California, Colorado,
Connecticut, and North Carolina (Hellburn, 1995). The Cana-
dian You Bet I Care! Project examined quality in 308 rooms in
nonprofit and commercial infant-toddler and preschool cen-
ters in the provinces of New Brunswick, Quebec, Ontario,
Saskatchewan,Alberta, and British Columbia and in theYukon
Territory (Goelman, Doherty, Lero, LaGrange, & Tougas,
2000). Although the different studies used somewhat different
sampling and instrumentation techniques, there is a strong and

consistent pattern across all of these findings that both con-
firms and extends the findings from the earlier, smaller scale
studies.

The quality of child care centers was found to be strongly
linked to a combination of variables at the center, class-
room, and teacher levels. Higher quality programs were
found in centers that were operated as nonprofit organi-
zations (as opposed to a commercial centers), with well
trained staff both in terms of their overall levels of edu-
cation and their levels of ECE-specific training. Group size
and ratio provided the conditions for higher quality care, but
the quality of care itself was found in distinct patterns of
adult-child interaction. These patterns were characterized by
heightened levels of sensitivity, responsiveness, and contin-
gency on the part of child care staff and lower levels of
punitive or detached patterns of interaction. Although it was
important that the child care setting be well supplied and
well stocked with developmentally appropriate materials,
it was the training and education of the staff that determined
whether these materials were used in the most appropriate

TABLE 13.3 An Overview of Studies That Identify the Predictors of Child Care Quality and the Predictors of Positive Child Outcomes

Structure Variables Process Variables

Overall ECE- Adult- Other 
Level of Specific Child Other Structure Adult-Child Learning Process 

Studies Education Education Group Size Ratio Auspicea Variables Interactionsb Environmentc Predictors

Arnett, 1989 X X X
Berk, 1985 X X X
Burchinal et al., 1996 X X X Staff experience.
Goelman et al., 1992 X X NP � C X X
Goelman et al., 2000 X X X X NP � C Staff wages. X X Staff

Subsidized rent. satisfaction
Practicum students.
Parent fees.

Hellburn, 1995 X X X X NP � C Staff wages.
Subsidized rent. X X

Holloway & Reichhart- X X NP � C X
Erikson, 1988

Howes, 1983 X X X X Staff experience. X
Howes, 1997 X X X X X
Howes & Smith, 1995 X X X X
Howes et al., 1992 X X X X Staff experience. X X
Kontos et al., 1996 X X X
Lyon & Canning, 1995 X X X X NP � C Director’s ECE X X

education.
Staff experience.

NICHD, 1994, 1996, 1998 X X X X Staff experience. X Staff beliefs
about
caregiving

Scarr et al., 1994 X X X X NP � C Low staff X X
turnover.

Vandell & Corasaniti, 1990 X X Staff wages. X X
Whitebook et al., 1990 X X X X NP � C Subsidized rent. X X

aNP � Nonprofit; C � Commerical.
bTools used include the Caregiver Interaction Scale (CIS); ORCE,
cECERS; FDCHERS; ITERS.
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manner. Michael Lamb (1998) summed up this body of re-
search in this way:

Quality day care from infancy clearly has positive effects on
children’s intellectual, verbal, and cognitive development, espe-
cially when children would otherwise experience impoverished
and relatively unstimulating home environments. Care of un-
known quality may have deleterious effects. (p. 104)

The identification of specific child care predictors can pro-
vide guidance and assistance to legislators, policy makers,
and educators who deal with child care programs and the
preparation of child care professionals. A closer look at the
Canadian study (Goelman et al., 2000) suggests that whereas
all of these are critical factors in child care quality, the re-
sponsibility for achieving these different quality criteria
would fall to different groups of stakeholders. The quality
criteria appear to fall into four distinct groups. The first group
would be factors that are regulatable by local authorities:
staff education levels, group size, and the adult-child ratio.
Elsewhere we have argued at length for the primacy of train-
ing of staff both in terms of their overall education levels and
their ECE-specific education levels (Goelman et al., 2000).
Because the data from all of the studies just cited report that
higher quality tends to be found in nonprofit centers than in
commercial centers, there appears to be an implicit endorse-
ment for regulatory statutes that encourage the creation of
child care programs in the nonprofit rather than in the com-
mercial sector. The establishment, implementation, and mon-
itoring of these regulatable variables would help to provide
the structural framework for quality.

Asecond set of variables consists of those that are related to
the financial operation of the child care center. The critical fi-
nancial factors were found to be staff wages, parent fees, and
whether the center receives free or subsidized rent.All of these
factors point to the financial vulnerability within which child
care centers operate and the positive impact that is created
when staff are well-compensated for their time. Subsidized or
free rent helps to create additional funds that can be directed
into salaries, in turn leading to lower levels of turnover. There
appears also to be a set of administrative factors that can con-
tribute significantly to child care quality. For example, the
presence of student teachers from early childhood training
programs has a number of positive effects on the life of the
center. It assists with the adult-child ratios and brings highly
motivated individuals into the center. The presence of student-
teachers also helps to create a culture of inquiry and discourse
among the student teachers, their supervising teachers, and
their supervisors from the ECE training programs.

Finally, and as reported elsewhere, the Canadian study
also found that specific attitudinal factors among the staff

contributed to child care quality. Attitudes are difficult but im-
portant factors that cannot be regulated, factored into financial
spreadsheets, or implemented as part of a novel administrative
framework. Yet it appears that all of the three preceding cate-
gories of variables can contribute to the positive attitudes and
levels of staff satisfaction that are so critical to the creation of
a positive child care environment. A much-cited (but un-
sourced) quotation attributed to Albert Einstein claims that,
“Not everything that can be counted counts. And not every-
thing that counts can be counted.” Positive attitude may or
may not be able to be assessed accurately, with validity and re-
liability, but the data suggest that when it can be identified, it
provides a vital piece in the puzzle of quality child care.

What then, precisely, does this child care puzzle look like?
Most studies of child care have relied on traditional analyses
of variance, covariance, or multiple regression to bring statis-
tical rigor to their arguments for including different and dis-
crete pieces of the child care puzzle. Lamb (2001) and others
have pointed out that in many of the child care studies the
effect sizes tend to be very modest and the amount of vari-
ance accounted for is not overly impressive. Another chal-
lenge to data analyses is the determination of precisely how
the variables interact. It is not clear, for example, whether the
cumulative effect of these various predictors is additive, mul-
tiplicative, or exponential. For these reasons researchers are
turning increasingly to more sophisticated and more power-
ful hierarchical linear modeling (HLM) techniques. In addi-
tion to identifying the discrete pieces of the child care puzzle,
techniques such as path analysis can suggest the directional-
ity of the paths. The metaphor of the puzzle, then, should be
replaced with the image of an engine that has different parts,
working together to move the vehicle forward. 

Path analyses were applied to the data generated in the
Canadian study (Goelman et al., 2000), and the resulting
analyses identified a set of direct and indirect predictors of
child care quality in rooms for infants and toddlers (0–35
months) and in rooms for 3- to 5-year-old children. Table 13.4
shows the seven direct predictors of quality in the preschool
room, four staff predictors (staff wages, staff satisfaction,
staff education, number of staff in the observed room), and
three center predictors (whether the center receives free or
subsidized rent, whether the center uses student-teachers, and
the adult-child ratio in the observed room). These paths are
shown graphically in Figure 13.1. The path analysis strongly
suggests, however, a more complex interaction among these
and other predictor variables. For example, although the aus-
pice of the center and the parent fees were not found to be sig-
nificant direct predictors of quality, their indirect impact on
quality was found to be mediated through the direct predic-
tors (see Figure 13.2). Auspice was a significant predictor of
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Figure 13.1 Path analyses of direct predictors of child care quality.
Source: Goelman et al. (2000). Reprinted courtesy of University of Guelph:
Centre for Families, Work and Well-Being.
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Figure 13.2 Path analyses of direct and indirect predictors of child care
quality. Source: Goelman et al. (2000). Reprinted courtesy of University of
Guelph: Centre for Families, Work and Well-Being.

both staff wages and centers that received free or subsidized
rent, both of which were found to be significant direct predic-
tors. Parent fees were a significant predictor of wages and
staff education levels, both of which, in turn, were direct pre-
dictors of quality. Finally, we note that two of the variables
(staff education levels and number of staff in the observed
room) served as both direct and indirect predictors of quality.

Conclusion

The role of child care in early childhood education continues
to grow and evolve both as part of broader social and cultural
changes in which the field is embedded and in terms of the
practices and policies that determine the shape and content
of child care programs. The demand for quality, licensed
child care programs will continue to increase with the ris-
ing numbers of families with two working parents in the
labor force and of single-parent families. We can expect the

demand for infant child care to grow as part of this general
trend. In addition, we are already witnessing an increasing
demand for child care services and professionals who can re-
spond appropriately to children with a wide range of special
needs. This demand represents a challenge to create more
spaces—and more appropriate spaces—for children with
special needs, and a challenge to train more early childhood
educators who have the skill set and knowledge base to work
with young children who have special needs. At the policy
level, schools, school boards, and training institutions will
have to recognize that child care is no longer remedial service
for poor children or a child-minding service for the children
of working parents. Child care represents a major environ-
mental niche for the majority of young children in industrial-
ized societies, and it is in child care settings that children’s
development can be facilitated and supported given the right
combination of predictors of quality. 

TABLE 13.4 Summary of Path Analyses of Quality of Child Care Programs

Type of Predictors Infant-Toddler Rooms Preschool Rooms

Direct predictors The observed staff member’s wages.
The observed staff member’s level of satisfaction 

with the working climate and his/her colleagues.
The center was used as a student practicum 

placement setting.
The center received subsidized rent and/or utilities.
The adult-child ratio at the time of the observation.

Direct and indirect The observed staff member’s level of ECE-specific 
education.

The number of adults in the observed room.

Indirect predictors Auspice of the center. Auspice of the center.
Parent fees. Parent fees.

Source: Goelman et al. (2000). Reprinted courtesy of University of Guelph: Centre for Families, Work and Well-Being.

The observed staff member’s level of ECE-specific 
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CLOSING THOUGHTS ON EARLY CHILDHOOD
EDUCATION AT THE BEGINNING OF
THE TWENTY-FIRST CENTURY

This chapter began with a brief reflection on how early child-
hood education was seen at the beginning of the twentieth cen-
tury and then proceeded to discuss recent, current, and
emerging areas of research and practice. The field continues
both to deepen and to broaden its perspectives on the innate
learning and developmental abilities of the young child and
the ways in which those abilities are acknowledged and facili-
tated in the wide range of early childhood settings in which
young children participate. The developing child represents
his or her world through a variety of media, modalities, and
disciplines including art, reading, writing, and music. Whereas
the adult world divides the world of early childhood education
into content or subject areas, it seems increasingly clear that it
is that complex set of behaviors, insights, expectations, and
explorations known collectively as play that is the major and
overarching phenomenon that infuses, guides, and largely
determines what and how children learn in their early years.

What currently captures the imagination and what drives
the disciplined inquiry of ECE researchers are questions
about how adults and learning environments facilitate the de-
velopment of a more diverse population of children than had
been the focus in earlier periods. This diversity includes, but
is not limited to, children at both the highest and the lowest
ends of the continuum of cognitive development, the social
and linguistic needs of an increasingly multicultural and im-
migrant early childhood population, poor children, and chil-
dren whose special needs are seen as problematic but more
harder to diagnose and harder still to respond to. 

Early childhood theorists, researchers, and practitioners
have made significant strides by acknowledging the rele-
vance of Bronfenbrenner’s ecological systems approach to
the field of early childhood. It allows for the consideration of
child actions and interactions in the microsystems where the
children play, learn, and grow within the broader contexts of
the legislative, regulatory, and societal values in which those
immediate early childhood programs are embedded. The con-
tinuing challenge to the field is to find ways of operationaliz-
ing the ecological model in ways that inform and guide
emerging areas of interest, research, and practice in early
childhood education.

REFERENCES

Adams, M. (1990). Beginning to read: Thinking and learning about
print. Cambridge, MA: MIT Press.

Adelman, R. D. (1990). What will I become? Play helps with the
answer. Play & Culture, 3, 193–205.

Andersen, C. J. (1990). Temperament and the child in family day
care. Unpublished master’s thesis. Vancouver, British Columbia,
Canada: University of British Columbia.

Andersen, C. J. (1994). Parent support groups. In W. B. Carey &
S. C. McDevitt (Eds.), Prevention and early intervention:
Individual differences as risk factors for the mental health of
children (pp. 267–275). New York: Brunner/Mazel.

Andersen, C. J. (1999). A review of formal educational opportuni-
ties in British Columbia for infant development and supported
child care consultants. Victoria, British Columbia, Canada:
Ministry of Advanced Education, Training and Technology.

Andersen, C. J., & McDevitt, S. C. (2000). The temperament guides:
Resources for early intervention professionals. Scottsdale, AZ:
Behavioral Developmental Initiatives.

Anderson, J. (1995). Listening to parents’ voices: Cross cultural per-
ceptions of learning to read and to write. Reading Horizons,
35(5), 394–413.

Anderson, J., & Matthews, R. (1999). Emergent storybook reading
revisited. Journal of Research in Reading, 22, 293–298.

Anderson-Goetz, D., & Worobey, J. (1984). The young child’s tem-
perament: Implications for child care. Childhood Education,
61(2), 134–140.

Andress, B. (1986). Toward an integrated developmental theory
for early childhood music education. Bulletin of the Council for
Research in Music Education, 86, 10–17. 

Andress, B. (Ed.). (1989). Promising practices: Prekinder-
garten music education. Reston, VA: Music Educators National
Conference.

Andress, B. (1998). Music for young children. Fort Worth, TX:
Harcourt Brace.

Arnberg, L. (1987). Raising children bilingually: The preschool
years. Clevedon, UK: Multilingual Matters.

Arnett, J. (1989). Caregivers in day care centers: Does training
matter? Journal of Applied Developmental Psychology, 10, 541–
552.

Au, K. H. (1997). A sociocultural model of reading instruction: The
Kamehameha Elementary Education Program. In S. A. Stahl &
D. A. Hayes (Eds.), Instructional models in reading (pp. 181–
202). Mahwah, NJ: Erlbaum. 

Au, K. H., & Carroll, J. H. (1997). Improving literacy achievement
through a constructivist approach: The KEEP demonstration
classroom project. Elementary School Journal, 97(3), 203–221.

Bailey, D. B. (2000). The federal role in early intervention:
Prospects for the future. Topics in Early Childhood Special Edu-
cation, 20(2), 71–78.

Baker, K. A., & deKanter, A. A. (1983). An answer from research on
bilingual education. American Education, 19(6), 40–48. 

Bakhtin, M. (1981). The dialogic imagination. Austin: University of
Texas.



References 323

Bamberger, J. (1982). Growing up prodigies: The midlife crisis.
New Directions for Child Development, 17, 61–77.

Barron, A., & Earls, F. (1984). The relation of temperament and
social factors to behavior problems in three-year-old children.
Journal of Child Psychology and Psychiatry, 25, 23–33.

Bateson, G. (1955, December). A theory of play and fantasy. Psy-
chiatric Research Reports, 2, 39–51.

Bateson, G. (1972). Steps to an ecology of mind. New York:
Ballantine.

Belsky, J., & Steinberg, L. (1979). What does research tell us about
day care? A follow-up report. Children Today, 8, 21–26.

Bereiter, C., & Scardamalia, M. (1986). Educational relevance of
the study of expertise. Interchange, 17(2), 10–19.

Berk, L. (1985). Relationship of educational attainment, child
oriented attitude, job satisfaction, and career commitment to
caregiver behavior toward children. Child Care Quarterly, 14,
103–129.

Bernhard, J. K., Lefebvre, M. L., Chud, G., & Lange, R. (1995).
Paths to equity: Cultural, linguistic and racial diversity in
Canadian early childhood education. Toronto, Ontario, Canada:
York Lanes Press.

Bilingual Research Journal. (1992). Washington, DC: National
Association for Bilingual Education.

Billman, J., & McDevitt, S. C. (1980). Convergence of parent and
observer ratings of temperament with observations of peer inter-
action in nursery school. Child Development, 51, 395–400. 

Bissex, G. (1980). GYNS AT WRK: A child learns to read and write.
Cambridge, MA: Harvard University Press. 

Bloch, M. N., & Pellegrini, A. D. (1989). The ecological context of
children’s play. New York: Academic Press.

Bloom, B. S. (1985). Developing talent in young people. New York:
Ballantine.

Boswell, J. (Ed.). (1986). Tbe young child and music: Contempo-
rary principles in child development and music education.
Reston, VA: Music Educators National Conference.

Bradley, L., & Bryant, P. E. (1983). Categorising sounds and learn-
ing to read: A causal connection. Nature, 301, 419–521.

Brand, M. (1982). Relationship between musical environment and
musical aptitude among sixth-grade children. (PMEA) Bulletin
of Research in Music Education, 13, 13–19.

Brand, M. (1985). Development and validation of the Home Musi-
cal Environment Scale for use at the early elementary level.
Psychology of Music, 13, 40–48.

Brand, M. (1986). Relationship between home music environment
and selected musical attributes of second-grade children.
Journal of Research in Music Education, 34, 111–120.

Bredekamp, S. (1997). NAEYC issues revised position statement
on Developmentally Appropriate Practices in early childhood
programs. Young Children, 52, 34–40.

Bremmer, J., & Moore, S. (1984). Prior visual inspection and object
naming: Two factors that enhance hidden feature inclusion in

young children’s drawings. British Journal of Developmental
Psychology, 2, 371–376.

Bricker, D. (2000). Inclusion: How the scene has changed. Topics in
Early Childhood Special Education, 20, 14–19. 

Broen, P. A. (1972). The verbal environment of the language
learning child. Monograph of American Speech and Hearing
Association, 17.

Bronfenbrenner, U. (1979). The ecology of human development:
Experiments by nature and design. Cambridge, MA: Harvard
University Press.

Bronfenbrenner, U., & Morris, P. A. (1998). The ecology of devel-
opmental processes. In R. M. Lerner (Ed.), Handbook of child
psychology: Vol. 1. Theory (5th ed., pp. 993–1028). New York:
Wiley.

Bruder, M. B. (2000). Family-centered early intervention: Clarify-
ing our values for the new millennium. Topics in Early Child-
hood Special Education, 20(2), 105–116.

Bruner, J. (1983). Play, thought, and language. Peabody Journal of
Education, 60, 60–69.

Burchinal, M. R., Roberts, J. E., Nabors, L. A., & Bryant, D. M.
(1996). Quality of center child care and infant cognitive and
language development. Child Development, 67, 606–620.

Caillois, R. (1961). Man, play, and games. New York: Free Press.

Campos, S. J. (1995). The Carpinteria preschool program: A long-
term effects study. In E. Garcia & B. McLaughlin (Eds.), Meet-
ing the challenge of linguistic and cultural diversity in early
childhood education (pp. 34–48). New York: Teachers College
Press.

Carey, W. B. (1998). Let’s give temperament its due. Contemporary
Pediatrics, 91–113.

Carey, W. B. (2000). Estimates of temperament are easy; accurate
measurements take a little longer. Journal of Developmental and
Behavioral Pediatrics, 21, 221–223.

Carey, W. B., & McDevitt, S. C. (1989). Clinical and educational
applications of temperament research. Amsterdam: Swets &
Zweitlinger.

Carey, W. B., & McDevitt, S. C. (1995). Coping with children’s tem-
perament: A guide for professionals. New York: Basic.

Ceci, S. J. (1996). On intelligence. A bioecological treatise on intel-
lectual development. Cambridge, MA: Harvard University Press. 

Center, Y., Wheldall, K., Freeman, L., Outhred, L., & McNaught, M.
(1995). An evaluation of Reading Recovery. Reading Research
Quarterly, 30, 240–263.

Chall, J. S. (1967). Learning to read: The great debate. New York:
McGraw-Hill.

Chapman, J. W., Tunmer, W. E., & Prochnow, J. E. (1998). Success
in reading recovery depends on the development of phonological
processing skills: A report prepared for the Ministry of Educa-
tion. Auckland, New Zealand: Massey University.

Chapman, M. L. (1995). Designing literacy learning experiences in
a multi-age classroom. Language Arts, 72(6), 416–428.



324 Early Childhood Education

Chess, S., & Thomas, A. (1987). Origins and evolutions of behavior
disorders: From infancy to early adult life. Cambridge, MA:
Harvard University Press.

Choi, S. C., Kim, U., & Choi, S. H. (1993). Indigenous analysis of
collective representations: A Korean perspective. In U. Kim &
J. W. Berry (Eds.), Indigenous psychology (pp. 193–210).
Newbury Park, CA: Sage. 

Chomsky, C. (1977). Approaching reading through invented
spelling. In L. Resnick & P. Weaver (Eds.), Theory and practice
of early reading (pp. 43–65). Hillsdale, NJ: Erlbaum.

Christie, J. F. (1991). Play and early literacy development:
Summary and discussion. In J. F. Christie (Ed.), Play and early
literacy development (pp. 233–246). Albany: State University of
New York Press.

Clark, M. (1976). Young fluent readers: What can they teach us?
London: Heinemann.

Clarke-Stewart, K. A. (1987). Predicting child development from
child care forms and features: The Chicago study. In D. Phillips
(Ed.), Quality in child care: What does research tell us
(pp. 21–42). Washington, DC: National Association for the
Education of Young Children.

Clarke-Stewart, K. A., Fitzpatrick, M. J., Allhusen, V. D., & Gold-
berg, W. A. (2000). Measuring difficult temperament the easy
way. Journal of Developmental and Behavioral Pediatrics, 21,
207–220.

Clay, M. (1966). Emergent reading behavior. Unpublished doctoral
dissertation, University of Auckland, New Zealand.

Clay, M. (1979). Reading: The patterning of complex behavior
(2nd ed.). Auckland, New Zealand: Heinemann Educational. 

Collins, J. (1988). Language and class in minority education.
Anthropology and Education Quarterly, 19, 299–326.

Cross, T. G. (1977). Mothers’ speech adjustments: The contribution
of selected listener variables. In C. E. Snow & C. A. Ferguson
(Eds.), Talking to children: Language input and acquisition.
New York: Cambridge University Press.

Cummins, J. (1979). Linguistic interdependence and the educational
development of bilingual children. Review of Educational
Research, 49(2), 222–251.

Cummins, J. (1984). Bilingualism and special education: Issues in
assessment and pedagogy. Austin, TX: PRO-ED.

Cummins, J. (1986). Empowering minority students: A framework
for intervention. Harvard Education Review, 56(1), 18–36.

Cummins, J. (1991). The development of bilingual proficiency from
home to school: A longitudinal study of Portuguese-speaking
children. Journal of Education, 173(2), 85–98.

Cummins, J. (1992). Heritage language teaching in Canadian
schools. Journal of Curriculum Studies, 24(3), 281–286.

Dale, P. S., Robinson, N. M., & Crain-Thoreson, C. (1995).
Linguistic precocity and the development of reading: The role of
extralinguistic factors. Applied Psycholinguistics, 16, 173–187.

Darras, B., & Kindler, A. M. (1996). Morphogenese et teleology des
images et de l’imagerie initiale. In B. Darras, Au commencement
etait l’image: Du dessin de l’enfant a la communication de
l’adulte (pp. 73–94). Paris: ESF.

Davis, J. H. (1991). Artistry lost: U-shaped development in graphic
symbolization. Unpublished doctoral dissertation. Harvard
Graduate School of Education, Cambridge, MA. 

Davis, J. H. (1997a). Drawing’s demise: U-shaped development
in graphic symbolization. Studies in Art Education, 38(3),
132–157.

Davis, J. H. (1997b). The “U” and the wheel of “C”: Develop-
ment and devaluation of graphic symbolization and the cogni-
tive approach at the Harvard Project Zero. In A. M. Kindler
(Ed.), Child development in art (pp. 45–58). Reston, VA:
NAEA.

Delgado-Gaitan, C., & Trueba, H. (1991). Crossing cultural bor-
ders: Education for immigrant families in America. London:
Falmer Press.

Denzin, N. K. (1980a). Play, games, and interaction: The contexts
of childhood socialization. The Sociological Quarterly, 16, 458–
478.

Denzin, N. K. (1980b). The paradoxes of play. In J. W. Joy
(Ed.), The paradoxes of play (pp. 13–24). West Point, NY:
Leisure Press.

Dewey, J. (1916). Democracy and education. New York: Macmillan.

Donaldson, M. (1978). Children’s minds. New York: Norton Press. 

Doxey, C., & Wright, C. (1990). An exploratory study of children’s
music ability. Early Childhood Research Quarterly, 5(3), 425–440.

Dudley-Marling, C., & Murphy, S. (1997). A political critique of re-
medial reading programs: The example of Reading Recovery.
The Reading Teacher, 50, 460–468.

Duncum, P. (1986). Breaking down the U-curve of artistic develop-
ment. Visual Arts Research, 12(1), 43–54.

Dunst, C. J. (2000). Revisiting “Rethinking Early Intervention.” Top-
ics in Early Childhood Special Education, 20(2), 95–104. 

Durkin, D. (1966). Children who read early. New York: Teachers
College Press.

Dyson, A. H. (1997). Writing superheroes: Contemporary child-
hood, popular culture, and classroom literacy. New York: Teach-
ers College Press.

Earls, F., & Jung, K. G. (1987). Temperament and home environ-
ment as causal factors in the development of childhood psy-
chopathology. Journal of the American Academy of Child and
Adolescent Psychiatry, 26, 491–498.

Edwards, L. C. (1990). Affective development and creative arts.
Toronto, Ontario, Canada: Merrill.

Elster, C. (1994). Patterns within preschoolers emergent reading.
Reading Research Quarterly, 29, 409–425.

Erhmann, J. (Ed.). (1968). Game, play, literature. Boston: Beacon
Press.



References 325

Faulstich Orellana, M. (1994). Appropriating the voice of the super-
heroes: Three preschoolers’ bilingual language uses in play.
Early Childhood Research Quarterly, 9, 171–193.

Feldman, D. H. (1986). Nature’s gambit: Child prodigies and the
development of human potential. New York: Basic Books.

Ferreiro, E., & Teberosky, A. (1982). Literacy before schooling.
Exeter, NH: Heinemann.

Field, T., & Greenberg, R. (1982). Temperament ratings by parents
and teachers of infants, toddlers, and preschool children. Child
Development, 53, 160–163.

Fineberg, J. (1997). The innocent eye: Children’s art and the mod-
ern artist. Princeton, NJ: Princeton University Press.

Fischer, K. W., & Canfield, R. L. (1986). The ambiguity of stage and
structure of behavior: Person and environment in the development
of psychological structure. In I. Levin (Ed.), Stage and structure:
Reopening the debate (pp. 246–367). Norwood, NJ: Ablex.

Fischer, K. W., Knight, C. C., & Van Parys, M. (1993). Analyzing
diversity in developmental pathways: Methods and concepts. In
R. Case & W. Edelstein (Eds.), The new structuralism in cogni-
tive development: Theory and research on individual pathways
(pp. 33–56). Basel, Switzerland: Karger.

Flohr, J. W. (1981). Short-term music instruction and young chil-
dren’s developmental music aptitude. Journal of Research in
Music Education, 29, 219–223.

Franciscono, M. (1998). Paul Klee and children’s art. In J. Fineberg
(Ed.), Discovering child art (pp. 95–121). Princeton, NJ:
Princeton University Press. 

Franyo, G., & Hyson, M. (1999). Temperament training for early
childhood caregivers: A study of the effectiveness of training.
Child and Youth Care Forum, 28, 329–349.

Freeman, J. (2000). Teaching for talent: Lessons from the research. In
C. F. M. van Lieshout & P. G. Heymans (Eds.), Developing talent
across the life span (pp. 231–248). Hove, UK: Psychology Press.

Freud, S. (1909). The complete psychological works of Sigmund
Freud: Vol. 10. Analysis of a phobia in a five-year-old boy.
London: Hogarth Press.

Froebel, F. (1885). The education of man (J. Jarvis, Trans.). New
York: Lovell.

Gaitskell, C. D., Hurwitz, A., & Day, M. (1982). Children and their
art (4th ed.). New York: Harcourt, Brace, Jovanovich. 

Galda, L., & Pellegrini, A. D. (1985). Play, language, and stories.
Norwood, NJ: Ablex.

Garcia, E. E. (1988). Effective schooling for language minority
students. Arlington, VA: National Clearing House for Bilingual
Education.

Garcia, E. E. (1993). The education of linguistically and culturally di-
verse children. In B. Spodek (Ed.), Handbook of research on the
education of young children (pp. 372–384). New York: Macmillan.

Gardner, H. (1980). Artful scribbles: The significance of children’s
drawings. New York: Basic Books.

Gardner, H. (1983). Frames of mind. The theory of multiple intelli-
gences. New York: Basic Books.

Gardner, H., & Winner, E. (1982). First intimations of artistry. In
S. Strauss (Ed.), U-shaped behavioral growth. New York:
Academic Press.

Garvey, C. (1977). Play. Cambridge, MA: Harvard University Press.

Geertz. C. (1972). The interpretation of cultures. New York: Basic
Books.

Goelman, H., Doherty, G., Lero, D., LaGrange, & Tougas, J. (2000).
Caring and learning in child care centres across Canada.
Guelph, Ontario, Canada: University of Guelph Centre for
Families, Work and Well-Being.

Goelman, H., & Jacobs, E. V. (1994). Children’s play in childcare
settings. Albany: State University of New York Press.

Goelman, H., & Pence, A. R. (1987). Effects of child care, family
and individual characteristics on children’s language develop-
ment: The Victoria Day Care Research Project. In D. A. Phillips
(Ed.), What does research tell us? (pp. 89–104). Washington,
DC: National Association of the Education of Young Children. 

Goelman, H., Shapiro, E. & Pence, A. R. (1992). Family environ-
ment and family day care. Family Relations, 4(19), 251–270.

Goetze, M., Cooper, N., & Brown, C. J. (1990). Recent research on
singing in the general music classroom. Bulletin of the Council
for Research in Music Education, 104, 16–37.

Goldenberg, C., Reese, L., & Gallimore, R. (1992). Effects of
school literacy materials on Latino children’s home experiences
and early reading achievement. American Journal of Education,
100(4), 497–536.

Golomb, C. (1992). The child’s creation of a pictorial world.
Berkeley: University of California Press.

Golomb, C. (1994). Drawing as representation: The child’s acquisi-
tion of a meaningful graphic language. Visual Arts Research,
20(2), 14–28. 

Goodnow, J. J. (1988). Parents’ ideas, actions, and feelings: Models
and methods from developmental and social psychology. Child
Development, 59, 286–320.

Gordon, E. E. (1978). Primary measures of music audiation.
Chicago: G.I.A.

Gordon, E. E. (1979). Developmental aptitude as measured by the
Primary Measures of Music Audiation. Psychology of Music, 7,
42–49.

Gordon, E. E. (1986a). Intermediate measures of music audiation.
Chicago: G.I.A.

Gordon, E. E. (1986b). The nature, description, measurement, and
evaluation of music aptitudes. Chicago: G.I.A.

Gordon, E. E. (1989). Advanced measures of music audiation.
Chicago: G.I.A.

Gordon, E. E. (1990). A music learning theory for newborn and
young children. Chicago: G.I.A.



326 Early Childhood Education

Gordon, E. E. (1993). Learning sequences in music: Skill, content,
and patterns. Chicago: G.I.A.

Gottfried, A. W., Gottfried, A. E., Bathurst, K., & Guerin, D. W.
(1994). Gifted IQ: Early developmental aspects. The Fullerton
longitudinal study. New York: Plenum Press.

Gouzouasis, P. J. (1987). The comparative effects of three types of
accompaniment on the singing achievement and developmental
tonal aptitude of young children. Unpublished master’s thesis,
Temple University, Philadelphia.

Gouzouasis, P. J. (1991). A progressive developmental approach
to the music education of preschool children. Canadian Music
Educator, 32(3), 45–53.

Gouzouasis, P. J. (1992). An organismic model of music learning for
young children. Update: Applications of Research in Music
Education, 11(1), 13–18.

Gouzouasis, P. J. (1993). Music aptitude: A comparison of the music
abilities of kindergarten children of various ethnic backgrounds.
The Quarterly Journal of Music Teaching and Learning, 4(2),
70–76.

Gouzouasis, P. J. (1994). A developmental model of music literacy.
Research Forum, 12(spring), 21–24.

Gouzouasis, P. J. (2000). Understanding music media: Digital
(re)genesis or cultural meltdown in the 21st century. In B. Hanley
& B. A. Roberts (Eds.), Looking forward: Challenges to Canadian
music education. Toronto, Ontario, Canada: Hushin House.

Gouzouasis, P. J., & Taggart, C. (1995). The music learning and
language learning metaphor: An organismic perspective.
Update: Applications of Research in Music Education, 13(2),
9–13.

Graham, P., Rutter, M., & George, S. (1973). Temperamental
characteristics as predictors of behavior disorders in children.
American Journal of Orthopsychiatry, 43, 328–339.

Grant, R. (1995). Meeting the needs of young second language
learners. In E. Garcia & B. McLaughlin (Eds.), Meeting the
challenge of linguistic and cultural diversity in early childhood
education (pp. 1–17). New York: Teachers College Press.

Graves, D. (1983). Writing: Teachers and children at work. Exeter,
NH: Heinemann.

Greenspan, S. (1997). Growth of the mind. New York: Addison
Wesley.

Guilmartin, K., & Levinowitz, L. M. (1989–2000). Music Together
Curriculum. Princeton, NJ: Birch Tree Group.

Hakuta, K. (1986). Mirror of language: The debate of bilingualism.
New York: Basic Books.

Harden, B., Winslow, M., Kendziora, K., Shahinfar, A., Rubin, K.,
Fox, N., Crowley, M., and Zahn-Waxler, C. (2000). Externaliz-
ing problems in Head Start children: An ecological exploration.
Early Education and Development, 11, 357–385.

Hart, B. (2000). A natural history of early language experience.
Topics in Early Childhood Special Education, 20(1), 28–35.

Hartley, R. E., & Goldenson, R. M. (1963). The complete book of
children’s play (Rev. ed.). New York: Crowell.

Heath, S. B. (1983). Ways with words: Language, life, and work
in communities and classroom. Cambridge, UK: Cambridge
University Press.

Heath, S. B., & Thomas, C. (1984). The achievement of preschool lit-
eracy for mother and child. In H. Goelman, A. Oberg, & F. Smith
(Eds.), Awakening to literacy (pp. 51–72). Portsmouth, NH:
Heinman.

Helburn, S. W. (Ed). (1995). Cost, quality and child outcomes in child
care centers. Denver: University of Colorado at Denver, Depart-
ment of Economics, Center for Research and Social Policy.

Hofmann, W. (1998). The art of unlearning. In J. Fineberg (Ed.),
Discovering child art (pp. 3–14). Princeton, NJ: Princeton
University Press. 

Holdaway, D. (1979). The foundations of literacy. Sydney,
Australia: Ashton Scholastic. 

Hollingworth, L. S. (1942). Children above 180 IQ. Yonkers, NY:
World Book.

Holloway, S. D., & Reichhart-Erickson, M. (1988). The relationship
of day care quality to children’s free play behavior and social
problem-solving skills. Early Childhood Research Quarterly, 3,
39–53.

Holohan, J. M. (1984, June). The development of music syntax:
Some observations of music babble of young children. Paper de-
livered at the Music in Early Childhood Conference, Brigham
Young University, Provo, UT.

Howes, C. (1983). Caregiver behavior in center and family day care.
Journal of Applied Developmental Psychology, 4, 99–107. 

Howes, C. (1987) Quality indicators in infant and toddler child care:
The Los Angeles Study. In D. A. Phillips (Ed.), Quality in child
care: What does research tell us? (pp. 81–88). Washington,
DC: National Association for the Education of Young Children.

Howes, C. (1997). Children’s experiences in center-based child care
as a function of teacher background and adult:child ratio.
Merrill-Palmer Quarterly, 43, 404–425. 

Howes, C., Phillips, D. A., & Whitebook, M. (1992). Thresholds of
quality: Implications for the social development of children in
center-based child care. Child Development, 63, 449–460.

Howes, C., & Smith, E. W. (1995). Relations among child care
quality, teacher behavior, children’s play activities, emotional
security, and cognitive activity in child care. Early Childhood
Research Quarterly, 10, 381–404. 

Hunt, J. M. (1961). Intelligence and experience. New York: Ronald
Press.

Jacob, E. J. (1984). Learning literacy through play: Puerto Rican
kindergarten children. In H. Goelman, A. Oberg, & F. Smith
(Eds.), Awakening to literacy. Exeter, NH: Heinemann. 

Jakobson, R. (1968). Child language, aphasia, and phonological
universals (A. R. Keiler, Trans.). The Hague, The Netherlands:
Mouton.

Jersild, A. T., & Bienstock, S. F. (1931). The influence of training on
the vocal ability of three-year-old children. Child Development,
2, 272–291.



References 327

Jersild, A. T., & Bienstock, S. F. (1934). A study of the development
of children’s ability to sing. Journal of Educational Psychology,
25, 481–503.

Jessup, L. L. (1984). The comparative effects of indirect and direct
music teaching upon the developmental music aptitude and music
achievement of early primary children (Doctoral dissertation,
Temple University, 1984). Dissertation Abstracts International,
45, 1678A.

Kagan, S. L., & Garcia, E. E. (1991). Educating culturally and
linguistically diverse preschoolers: Moving the agenda. Early
Childhood Research Quarterly, 6, 427–443.

Kandinsky, V. (1912). Über die Formfrage. Der Blaue Reiter, 168, 10.

Keating, D. P. (1991). Curriculum options for the developmentally
advanced: A developmental alternative to gifted education.
Exceptionality Education Canada, 1, 53–84.

Kelly-Byrne, K. (1989). A child’s play life: An ethnographic study.
New York: Teachers College Press.

Keogh, B. K., & Burstein, N. D. (1988). Relationship of tempera-
ment to preschoolers’ interactions with peers and teachers.
Exceptional Children 54(5), 456–461.

Kim, U., & Choi, S. H. (1994). Individualism, collectivism, and
child development: A Korean perspective. In P. M. Greenfield &
R. R. Cocking (Eds.), Cross-cultural roots of minority child
development (pp. 227–257). Hillsdale, NJ: Erlbaum.

Kindler, A. M. (1996). Myths, habits, research and policy: The four
pillars of early childhood art education. Arts Education Policy
Review, 97(4), 24–30.

Kindler, A. M. (1997). Directions in primary and intermediate art
education. BCATA Journal for Art Teacher, 37(1), 30–37.

Kindler, A. M. (1998). Artistic development and art education.
Translations, 7(2), 1–6.

Kindler, A. M. (1999). “From endpoints to repertoires”: A challenge
to art education. Studies in Art Education, 40(4), 330–349.

Kindler, A. M. (2001). From the u-curve to dragons: Culture and un-
derstanding of artistic development. Visual Arts Research, 26(2),
15–29.

Kindler, A. M., & Darras, B. (1997a). Development of pictorial rep-
resentation: A teleology-based model. Journal of Art and Design
Education, 16(3), 217–222.

Kindler A. M., & Darras, B. (1997b). Map of artistic development.
In A. M. Kindler (Ed.), Child development in art (pp. 17–24).
Reston, VA: NAEA. 

Kindler, A. M., & Darras, B. (1998). Culture and development of
pictorial repertoires. Studies in Art Education, 39(2), 147–166.

Klee, P. (1957). Tagebucher von Paul Klee 1898–1918. Cologne:
Verlag M. DuMont Schauberg.

Koh, J. (2000). Korean immigrant parents’ attitudes and practices
regarding Korean and English development in preschool-aged
children: A comparison of bilingual and English-speaking
programs. Unpublished master’s thesis, University of British
Columbia, Vancouver, British Columbia, Canada. 

Kontos, S., Howes, C., & Galinsky, E. (1996). Does training make a
difference to quality in family child care? Early Childhood
Research Quarterly, 11, 427–445. 

Korzenik, D. (1995). The changing concept of artistic giftedness. In
C. Golomb (Ed.), The development of artistically gifted children
(pp. 1–30). Hillsdale, NJ: Erlbaum.

LaGrange, A., Clark, D., & Munroe, E. (1995). Culturally sensitive
child care: The Alberta study. Edmonton, Alberta, Canada:
Alberta Association for Young Children.

Lamb, M. E. (2001, March 5). Developmental theory and public
policy: A cross-national perspective. Lecture given as part of
the Green College Distinguished Lecture Series on, “Multiple
lenses, multiple images: Perspectives on the child across time,
space and disciplines.” Vancouver, British Columbia, Canada.

Lamb, M. E. (1998). Nonparental child care: Context, quality, cor-
relates, and consequences. In W. Damon, I. E. Sigel, & K. A.
Renninger (Eds.), Handbook of child psychology: Vol. 4. Child
psychology in practice (pp. 73–133). New York: Wiley.

Lambert, W. E., & Taylor, D. M. (1983). Language in the education
of ethnic minority immigrants. In R. J. Samuda & S. L. Woods
(Eds.), Perspectives in immigrant and minority education
(pp. 267–280). Washington, DC: University Press of America.

Lee, R., & Lehmann, F. (1986). Korean immigrants in British
Columbia. In K. V. Ujimoto & J. Naidoo (Eds.), Asian Canadian
Symposium: Vol. 7. Asian Canadian: Contemporary issues
(pp. 49–68). Winnipeg, Manitoba, Canada: University of Manitoba
Press.

Levinowitz, L. M. (1985). The comparative effects of two types of
song instruction on the development of a sense of tonality in four-
year-old children. Unpublished master’s thesis, Temple Univer-
sity, Philadelphia.

Levinowitz, L. M. (1987). An experimental study of the compara-
tive effects of singing songs with words and without words on
children in kindergarten and first grade (Doctoral dissertation,
Temple University, 1987). Dissertation Abstracts International,
48, 863A.

Littleton, D. (1998). Music learning and child’s play. General Music
Today, 12(1), 8–15.

Louis, B., & Lewis, M. (1992). Parental beliefs about giftedness in
young children and their relation to actual ability level. Gifted
Child Quarterly, 36, 27–31.

Lowenfeld, V., & Brittain, W. L. (1964). Creative and mental
growth (4th ed.). New York: Macmillan. 

Luke, A., Baty, A., & Stehbens, C. (1989). Natural conditions for
language learning: A critique. English in Australia, 89, 36–49.

Luke, A., & Luke, C. (2001). Adolescence lost/childhood regained:
On early intervention and the emergence of the techno-subject.
Journal of Early Childhood Literacy, 1, 91–120.

Luquet, G. H. (1977). Le dessin enfantin. Paris: Delachaux
et Niestle.

Lyon, J. (1996). Becoming bilingual: Language acquisition in a
bilingual community. Clevedon, UK: Multilingual Matters. 



328 Early Childhood Education

Lyon, M., & Canning, P. (1995). The Atlantic Day Care Study.
St John’s, Newfoundland: Memorial University of Newfoundland.

Mace, J. (1998). Playing with time: Mothers and the meaning of
literacy. London: UCL Press.

Malicky, G. V., & Norman, C. A. (1999). Phonological awareness
and reading: An alternative interpretation of the literature from a
clinical perspective. Alberta Journal of Educational Research,
45(1), 18–34.

Mason, J. (1992). Reading stories to preliterate children: A pro-
posed connection to reading. In P. Gough, L. Ehri, & R. Truman
(Eds.), Reading Acquisition (pp. 215–239). Hillsdale, NJ: Erlbaum.

Mason, J., & Kerr, B. (1992). Literacy transfer from parents to
children in the preschool years. In T. Sticht, M. Beeler, & B.
McDonald (Eds.), The intergenerational transfer of cogni-
tive skills: Vol. 2. Theory and research in cognitive science.
Norwood, NJ: ABLEX.

Maziade, M., Caron, C., Cote, R., Boutin, P., & Thivierge, J.  (1990).
Extreme temperament and diagnosis: A study in a psychiatric
sample of consecutive children. Archives of General Psychiatry,
47, 477–484.

Maziade, M., Cote, R., Bernier, H., Boutin, P., & Thivierge, J.
(1989). Significance of extreme temperament in infancy for clin-
ical status in pre-school years. British Journal of Psychiatry,
154, 544–551.

McCollum, J. A. (2000). Taking the past along: Reflecting on our
identity as a discipline. Topics in Early Childhood Special
Education, 20(2), 79–86. 

McKim, M. K., Cramer, K. M., Stuart, B., & O’Connor, D. L.
(1999). Infant care decisions and attachment security: The
Canadian “Transition to Child Care” Study. Canadian Journal of
Behavioural Science, 31(2), 92–106. 

Meichenbaum, D., & Biemiller, A. (1998). Nurturing independent
learners. Helping students take charge of their learning.
Cambridge, MA: Brookline Books.

Michaels, S. (1981). “Sharing time”: Children’s narrative styles and
differential access to literacy. Language in Society, 10, 423–442.

Michelet, A. (1986). Teachers and play. Prospects, 16, 113–122.

Miller, S. M., Fernie, D., & Kantor, K. (1992). Distinctive literacies
in different preschool play contexts. Play and Culture, 5, 107–
119.

Montessori, M. (1965). Dr. Montessori’s own handbook. New York:
Schoken. (Original work published 1914)

Moorhead, G., & Pond, D. (1978). Music of young children. Santa
Barbara, CA: Pillsbury Foundation for the Advancement of
Music Education.

Morelock, M. J. (1996). On the nature of giftedness and talent:
Imposing order on chaos. Roeper Review, 19, 4–12.

Morgan, M. (1988). Art 4-11: Art in early years of schooling.
Oxford, UK: Basil Blackwell.

Music Educators National Conference. (1986). The school music
program. Descriptions and standards. Reston, VA: Author.

Music Educators National Conference. (1991). Issues in music edu-
cation: An advisory from the Music Educators National Confer-
ence. Reston, VA. Author.

Mustafa, M. (1997). Beyond traditional phonics. Portsmouth,
NH: Heinemann.

National Institute of Child Health and Development, Early Child
Care Network. (1994). Child care and child development: The
NICHD study of early child care. In S. L. Friedman & H. C.
Haywood (Eds.), Developmental follow-up: Concepts, domains,
and methods (pp. 378–396). New York: Academic Press. 

National Institute of Child Health and Development, Early Child Care
Research Network. (1996). Characteristics of infant child care:
Factors contributing to positive caregiving. Early Childhood
Research Quarterly, 11, 269–306.

National Institute of Child Health and Development, Early Child
Care Research Network. (1998). Early child care and self-
control, compliance, and problem behaviors at twenty-four and
thirty-six months. Child Development, 69(4), 1145–1170. 

National Society for the Study of Education. (1929). Preschool and
parental education. Bloomington, IL: Public School.

National Society for the Study of Education. (1939). Intelligence:
Its nature and nurture. Bloomington, IL.: Public School
Company.

Neuman, S. B., & Roskos, K. (1992). Literacy objects as cultural
tools: Effects on children’s literacy behaviours in play. Reading
Research Quarterly, 27, 202–225.

Neuman, S. B., & Roskos, K. (1993). Access to print for children of
poverty: Differential effects of adult mediation and literacy-
enriched play settings on environmental and functional print
tasks. American Educational Research Journal, 30, 95–122.

Newport, E. L., Gleitman, H., & Gleitman, L. R. (1977). Mother, I’d
rather do it myself: Some effects and noneffects of maternal
speech style. In C. E. Snow & C. A. Ferguson (Eds.), Talking
to children: Language input and acquisition (pp. 109–150). New
York: Cambridge University Press.

Odom, S. (2000). Preschool inclusion: What we know and where we
go from here. Topics in Early Childhood Special Education,
20(1), 20–29.

Palison, H. (1986). Preschool temperament and performance on
achievement tests. Developmental Psychology, 22, 766–770.

Pariser, D., & van den Berg, A. (1997). The mind of the beholder:
Some provisional doubts about the u-curve aesthetic develop-
ment thesis. Studies in Art Education, 38(3), 158–178.

Parsons, M. J. (1998). Intergrated curriculum and our paradigm
of cognition in the arts. Studies in Art Education, 39(2),
103–116. 

Paul, B., & Jarvis, C. (1992). The effects of native language use in
New York city pre-kindergarten classes. Paper presented at the
1992 Annual meeting of the American Educational Research
Association, San Francisco.

Pellegrini, A. D. (1991). A critique of the concept of at risk as ap-
plied to emergent literacy. Language Arts, 68, 380–385.



References 329

Pellegrini, A. D. (1984). The effect of dramatic play on children’s
generation of cohesive text. Discourse Processes, 7, 57– 67.

Pellegrini, A. D., & Galda, L. (1998). The development of school-
based literacies: A social ecological perspective. New York:
Routledge.

Pellegrini, A. D., Galda, L., Dresden, J., & Cox, S. (1991). A longi-
tudinal study of the predictive relations among symbolic play,
linguistic verbs, and early literacy. Research in the Teaching of
English, 25, 219–235. 

Peller, L. E. (1952). Models of children’s play. Mental Hygiene, 36,
66–83. 

Pestalozzi, H. (1827). Letters on early education. London: Charles
Gilpin.

Pettengill, S. M., & Rohner, R. P. (1985). Korean-American adoles-
cents’ perceptions of parental control, parental acceptance-
rejection and parent-adolescent conflict. In I. R. Lanunes & Y. H.
Poortinga (Eds.), From different perspectives: Studies of behav-
ior across cultures (pp. 241–249). Lisse, The Netherlands: Swets
& Zeitlinger.

Phillips, D. A., & Howes, C. (1987). Indicators of quality child care:
Review of research. In D. A. Phillips (Ed.), Quality in child care:
What does research tell us? Washington, DC: National Associa-
tion of the Education of Young Children. 

Phillips, D. A., McCartney, K., & Scarr, S. (1987). Child-care qual-
ity and children’s social development. Developmental Psychol-
ogy, 23, 537–544.

Phillips, J. R. (1970). Formal characteristics of speech which moth-
ers address to their young children. (Doctoral dissertation, Johns
Hopkins University, 1970). Dissertation Abstracts International,
31, 4369B.

Piaget, J. (1962). Play, dreams, and imitation in childhood. New
York: Norton.

Pond, D. (1981). A composer’s study of young children’s innate mu-
sicality. Bulletin of the Council for Research in Music Education,
68, 1–12.

Porath, M. (1986). Gifted children’s responses to research participa-
tion. Unpublished raw data.

Porath, M. (1992). Stage and structure in the development of chil-
dren with various types of “giftedness.” In R. Case (Ed.), The
mind’s staircase: Exploring the conceptual underpinnings of
children’s thought and knowledge (pp. 303–317). Hillsdale, NJ:
Lawrence Erlbaum.

Porath, M. (1993). Gifted young artists: Developmental and indi-
vidual differences. Roeper Review, 16, 29–33.

Porath, M. (1996). Affective and motivational consideration in the
assessment of gifted learners. Roeper Review, 19, 13–17.

Porath, M. (1996). Narrative performance in verbally gifted chil-
dren. Journal for the Education of the Gifted, 19, 276–292.

Porath, M. (1997). A developmental model of artistic giftedness in
middle childhood. Journal for the Education of the Gifted, 20,
201–223.

Porath, M. (2000). Social giftedness in childhood: A developmental
perspective. In R. C. Friedman & B. M. Shore (Eds.), Talents
unfolding: Cognitive and developmental frameworks (pp. 195–
215). Washington, DC: American Psychological Association.

Porath, M. (2001). Young girls’ social understanding: Emergent
interpersonal expertise. High Ability Studies, 12, 113–126.

Porter, R. P. (1991). Language choice for Latino students. The Pub-
lic Interest, 105, 48–60.

Pressley, M., El-Dinary, P. B., Marks, M. B., Brown, R., & Stein, S.
(1992). Good strategy instruction is motivating and interesting.
In K. A. Renninger, S. Hidi, & A. Krapp (Eds.), The role of in-
terest in learning and development (pp. 333–358). Hillsdale, NJ:
Erlbaum.

Pressley, M., Wharton-McDonald, R., Allington, R., Block, C. C.,
Morrow, L., Tracy, D., Baker, K., Brooks, G., Cronin, J., Nelson,
E., & Woo, D. (1998). The nature of effective first-grade literacy
instruction. (Research Rep. No. 11007). Albany, NY: University
of New York at Albany, National Research Center on English
Learning & Achievement.

Pressley, M., & Woloshyn, V. (1995). Cognitive strategy instruction
that really improves children’s academic performance (2nd ed.).
Cambridge, MA: Brookline Books.

Prince, C., & Lawrence, L. (1994). School readiness and language
minority students: Implications of the first national education
goal. Washington, DC: NCBE.

Purcell-Gates, V. (1996). Stories, coupons, and the “TV Guide”:
Relationships between home literacy experiences and emer-
gent literacy knowledge. Reading Research Quarterly, 31(4),
406–428.

Rauscher, F. H., Shaw, G. L., Levine, L. J., Wright, E. L., Dennis,
W. R., & Newcomb, R. (1997). Music training causes long-term
enhancement of preschool children’s spatial-temporal reasoning
abilities. Neurological Research,19, 1–8.

Read, C. (1975). Children’s categorization of speech sounds in
English. Urbana, IL: National Council of Teachers of English. 

Reyes, M. de la Luz. (1992). Challenging venerable assumptions:
Literacy instruction for linguistically different students. Harvard
Educational Review, 62, 427–445.

Robinson, N. M. (1987). The early development of precocity. Gifted
Child Quarterly, 31, 161–164.

Robinson, N. M. (1993). Identifying and nurturing gifted, very
young children. In K. A. Heller, F. J. Monks, & A. H. Passow
(Eds.), Research and development of giftedness and talent
(pp. 507–524). Tarrytown, NY: Pergamon.

Robinson, N. M. (2000). Giftedness in very young children: How
seriously should it be taken? In R. C. Friedman & B. M. Shore
(Eds.), Talents unfolding: Cognition and development (pp. 7–26).
Washington, DC: American Psychological Association.

Robinson, N. M., Abbott, R. D., Berninger, V. W., & Busse, J.
(1996). The structure of abilities in math-precocious young
children: Gender similarities and differences. Journal of Edu-
cational Psychology, 88, 341–352.



330 Early Childhood Education

Robinson, N. M., Abbott, R. D., Berninger, V. W., Busse, J., &
Mukhopadhyay, S. (1997). Developmental changes in
mathematically precocious young children: Longitudinal and
gender effects. Gifted Child Quarterly, 41, 145–158.

Robinson, N. M., & Noble, K. D. (1991). Social-emotional develop-
ment and adjustment of gifted children. In M. G. Wang,
M. C. Reynolds, & H. J. Walberg (Eds.), Handbook of special
education: Vol. 4. Research and practice (pp. 23–36). New York:
Pergamon.

Robinson, N. M., & Robinson, H. B. (1982). The optimal
match: Devising the best compromise for the highly gifted stu-
dent. In D. Feldman (Ed.), New directions for child development:
Vol. 17. Developmental approaches to giftedness and creativity
(pp. 79–94). San Francisco: Jossey-Bass.

Rodriguez, J., Diaz, R., Duran, D., & Espinosa, L. (1995). The im-
pact of bilingual preschool education on the language develop-
ment of Spanish-speaking children. Early Childhood Research
Quarterly, 10, 475–490.

Roskos, K. (1988). Literacy at work in play. The Reading Teacher,
41, 562–566.

Roskos, K., & Neuman, S. B. (1993). A typology of young chil-
dren’s literacy activity in play. Journal of Play Theory and
Research, 1(1), 17–25.

Rutter, M. (1982). Temperament: Concepts, issues and problems. In
R. Porter & G. M. Collins (Eds.), Temperamental differences
in infants and young children, Ciba Foundation Symposium 89
(pp. 1–16). London: Pitman.

Rutter, M. (1994). Temperament: Changing concepts and implica-
tions. In W. B. Carey & S. C. McDevitt (Eds.), Prevention and
early intervention: Individual differences as risk factors for the
mental health of children (pp. 23–34). New York: Brunner/Mazel.

Santa, C., & Hoien, T. (1999). An assessment of early steps: A
program for early intervention of reading problems. Reading
Research Quarterly, 34, 54–79.

Saracho, O. N., & Spodek, B. (1995). Children’s play and early
childhood education: Insights from history and theory. Journal
of Education, 177(3), 129–49.

Scarborough, H. S., & Dobrich, W. (1994). On the efficacy of read-
ing to preschoolers. Developmental Review, 14, 245–302.

Scarr, S., Eisenberg, M., & Deater-Deckard, K. (1994). Measure-
ment of quality in child care centers. Early Childhood Research
Quarterly, 9, 131–151.

Schiff-Myers, N. B. (1992). Considering arrested language develop-
ment and language loss in the assessment of second language learn-
ers. Language, Speech, and Hearing Services in Schools, 23, 28–33.

Schmidt, P. R. (1998). Cultural conflict and struggle: Literacy
learning in a kindergarten program. New York: P. Lang. 

Schrader, C. T. (1991). Symbolic play: A source of meaningful
engagements with writing and reading. In J. F. Christie (Ed.),
Play and early literacy development (pp. 189–213). Albany:
State University of New York Press.

Schwartzman, H. B. (1978). Transformations: The anthropology of
children’s play. New York: Plenum.

Schwartzman, H. B. (1991). Imagining play. Play and Culture, 4(3),
214–222.

Shaw, G. L. (1999). Keeping Mozart in mind. New York: Academic
Press.

Shore, R. (1997). Rethinking the brain: New insights into early
development. New York: Families and Work Institute.

Simons, G. (1986). Early childhood music development: A survey of
selected research. Bulletin of the Council for Research in Music
Education, 86, 36–52.

Siren, U. (1991). Minority language transmission in early child-
hood: Parental intention and language use. Stockholm, Sweden:
Stockholm University Press.

Skutnabb-Kangas, T. (1981). Bilingualism or not: The education of
minorities. Clevedon, UK: Multilingual Matters.

Smith, B. J. (2000). The federal role in early childhood special edu-
cation policy in the next century: The responsibility of the indi-
vidual. Topics in Early Childhood Special Education, 20(1),
7–11.

Smitsman, A. W. (2000). Slumbering talents: Where do they reside?
In C. F. M. van Lieshout & P. G. Heymans (Eds.), Developing
talent across the life span (pp. 17–40). Hove, UK: Psychology
Press.

Snow, C. E. (1977). Mothers’ speech research: From input to inter-
action. In C. E. Snow & C. A. Ferguson (Eds.), Talking to chil-
dren: Language input and acquisition. New York: Cambridge
University Press. 

Snow, C. E., Burns, M. S., & Griffin, P. (Eds.). (1998). Preventing
reading difficulties in young children. Washington, DC: National
Academy Press. 

Soderman, A. K. (1985, July). Dealing with difficult young children:
Strategies for teachers and parents. Young Children, 41, 15–20.

Soto, L. D. (1993). Native language for school success. Bilingual
Research Journal, 17, 83–97.

Soto, L. D. (1997). Language, culture, and power: Bilingual fami-
lies and the struggle for quality education. New York: SUNY
Press.

Southern, W. T., & Jones, E. D. (1991). The academic acceleration
of gifted children. New York: Teachers College Press.

Stanovich, K. E. (1986). Matthew effects in reading: Some conse-
quences of individual differences in the acquisition of literacy.
Reading Research Quarterly, 21, 360–406.

Stansbury, K., & Harris, M. L. (2000). Individual differences in
stress reactions during a peer entry episode: Effects of age,
temperament, approach behavior, and self-perceived peer com-
petence. Journal of Experimental Child Psychology, 76(1),
50–63. 

Stark, R. E. (1977). Features of infant sounds: The emergence of
cooing. Journal of Child Language, 5, 379–390.



References 331

Stark, R. E., Rose, S. N., & McClagen, A. (1975). Features of infant
sounds: The first eight weeks of life. Journal of Child Language,
2, 205–222.

Strain, P. S., & Hoyson, M. (2000). The need for longitudinal, in-
tensive social skills intervention: LEAP follow-up outcomes for
children with autism. Topics in Early Childhood Special Educa-
tion, 20(2), 116–122.

Sulzby, E. (1985). Children’s emergent reading of favourite story-
books: A developmental study. Reading Research Quarterly, 20,
427–446.

Sulzby, E., & Teale, W. (1991). Emergent literacy. In R. Barr, M.
Kamil, P. Mosenthall, & P. D. Pearson (Eds.), Handbook of read-
ing research: Vol. 2 (pp. 727–757). New York: Longman.

Takhvar, M. (1988). Play and theories of play: A review of the liter-
ature. Early Child Development and Care, 39, 221–244.

Taylor, D. (1983). Family literacy. Exeter, NH: Heinemann.

Teale, W., & Sulzby, E. (1986). Emergent literacy as a perspective
for examining how young children become readers and writers.
In W. Teale & E. Sulzby (Eds.), Emergent literacy: Writing and
reading (pp. vii–xxv). Norwood, MA: Ablex.

Templeton, S., & Morris, D. (1999). Questions teachers ask about
spelling. Reading Research Quarterly, 34, 102–112.

There is no Utopia: The story of returning immigrants. (1999,
December 23). The Hangyurea Newsletter, Issue No. 288. Re-
trieved from http://www.hani.co.kr/h21/data/l991213/1pascd 01
.html.

Vandell, D. L., &. Corasaniti, M. A. (1990). Variations in early child
care: Do they predict subsequent social, emotional, and cogni-
tive differences? Early Childhood Research Quarterly, 5, 55–72.

Villarruel, F. A., Imig, D. R., & Kostelnik, M. J. (1995). Diverse
families. In E. Garcia & B. McLaughlin (Eds.), Meeting the
challenge of linguistic and cultural diversity in early childhood
education (pp. 103–124). New York: Teachers College Press.

Volk, D. (1997). Questions in lessons: Activity settings in the homes
and school of two Puerto Rican kindergarteners. Anthropology
and Education Quarterly, 28(1), 22–49.

Vygotsky, L. S. (1976). Play and its role in the mental development
of the child. In J. Bruner, J. Jolly, & K. Sylva (Eds.), Play: Its
role in development and evolution (pp. 537–554). New York:
Basic Books.

Vygotsky, L. S. (1978). Mind in a society. Cambridge, MA: Harvard
University Press. 

Wang, S. (1987). Yani as I see her. In Wang Yani: Pictures by a
young Chinese girl (pp. 15–23). Munich: Prestel.

Weisner, T. S., Gallimore, R., & Jordan, C. (1993). Unpacking
cultural effects of classroom learning: Hawaiian peer assistance
and child-generated activity. In R. N. Roberts (Ed.), Coming

home to preschool: The sociocultural context of early education
(pp. 59–87). Norwood, NJ: Ablex.

Wells, G. (1985). Preschool literacy-related activities and success
in school. In D. R. Olson, N. Torrence, & A. Hildyard (Eds.),
Literacy language and learning: The nature and consequences
of reading and writing (pp. 229–255). Cambridge, England:
Cambridge University Press.

Whitebook, M., Howes, C., & Phillips, D. (1990). Who cares? Child
care teachers and the quality of care in America. Final Report,
National Child Care Staffing Study. Oakland, CA: Child Care
Employee Project.

Wilson, B., & Wilson, M. (1977). An iconoclastic view of the im-
agery sources in the drawings of young people. Art Education,
30(1), 5–11.

Wilson, B., & Wilson, M. (1981). Review of Artful scribbles: The
significance of children’s drawings, by H. Gardner. Studies in
Visual Communication, 7(1), 86–89.

Winner, E. (1996). Gifted children: Myths and realities. New York:
Basic Books.

Winton, P. J. (2000). Early childhood intervention personnel prepa-
ration: Backward mapping for future planning. Topics in Early
Childhood Special Education, 20(2), 87–94.

Wolf, D. (1994). Development as growth of repertoires. In M. F.
Franklin & B. Kaplan (Eds.), Development and the arts
(pp. 59–78). Hillsdale: Erlbaum.

Wolf, D., & Perry, M. (1988). From endpoints to repertoires: New
conclusions about drawing development. Journal of Aesthetic
Education, 22(1), 17–35.

Wong Fillmore, L. (1991). When learning a second language
means losing the first? Early Childhood Research Quarterly, 6,
323–346.

Wright, S. C., & Taylor, D. M. (1995). Identity and the language of
the classroom: Investing the impact of heritage versus second
language instruction on personal and collective self-esteem.
Journal of Educational Psychology, 87, 241–252.

Wright, S. C., Taylor, D. M., & Macarthur, J. (2000). Subtractive
bilingualism and the survival of the Inuit language: Heritage-
versus second-language education. Journal of Educational
Psychology, 92(1), 63–84.

Yen, C. C., & Ispa, J. M. (2000). Children’s temperament and be-
havior in Montessori and constructivist early childhood programs.
Early Education and Development, 11(2), 171–186.

Zigler, E., & Styfco, S. J. (2000). Pioneering steps (and fumbles) in
developing a federal preschool intervention. Topics in Early
Childhood Special Education, 20(2), 67–70.

Zimmerman, M. P. (1986). Music development in middle child-
hood: A summary of selected research studies. Bulletin of the
Council for Research in Music Education, 86, 18–35.





CHAPTER 14

Psychology of Literacy and Literacy Instruction

MICHAEL PRESSLEY

333

EMERGENT LITERACY DURING
THE PRESCHOOL YEARS 334
Emergent Literacy 334
Phonemic Awareness 336

FIRST GRADE AND THE PRIMARY YEARS 337
Word Recognition 337
Teaching Primary-Level Students to

Sound Out Words 338
Reading Recovery 339
Studies of Exceptional Primary-Level Teachers 340
Summary 342

COMPREHENSION 343
Fluent Word Recognition 343

Vocabulary 343
Comprehension Strategies 343
Summary 344

WRITING 344
ENCOURAGING ADULT LITERACY 346

Basic, Word-Level Difficulties 346
Comprehension Difficulties 346
Writing Difficulties 347
Summary 348

CLOSING COMMENTS 348
REFERENCES 348

When first asked whether I could prepare a chapter summa-
rizing literacy research, my initial response was that the
request was impossible. What came to mind immediately
were the three volumes of the Handbook of Reading Re-
search (Barr, Kamil, Mosenthal, & Pearson, 1991; Kamil,
Mosenthal, Pearson, & Barr, 2000; Pearson, Barr, Kamil, &
Mosenthal, 1984), the most prominent compendiums of read-
ing research, which collectively include 3,000 pages to sum-
marize just reading research (although some writing research
found its way into those volumes). 

Even more daunting than just the volume of research, how-
ever, is its diversity. From a methodological perspective, there
are experimental and correlational traditions in literacy studies.
In recent years, however, such traditional and quantitative ap-
proaches have been supplanted largely by more qualitative
methods, including ethnographies (Florio-Ruane & McVee,
2000), verbal protocol analyses (Afflerbach, 2000; Pressley &
Afflerbach, 1995), narrative approaches (Alvermann, 2000),
and single-subject designs (Neuman & McCormick, 2000).

Conceptually, literacy at one time was primarily seen from
a behavioral perspective, with such behaviorism yielding to
cognitivism in the 1970s and 1980s. Although there is still
much cognitive study of reading, sociocultural emphasis in
the field has been increasing, beginning in the 1990s and mov-
ing into the twenty-first century (Gaffney & Anderson, 2000). 

Literacy is also a decidedly international field of study;
exciting ideas have come from Australia and New Zealand
(Wilkinson, Freebody, & Elkins, 2000), the United Kingdom
(Harrison, 2000), Latin America (Santana, 2000), and in-
creasingly from former Iron Curtain countries (Meredith &
Steele, 2000). Although much of literacy instruction has
been and remains focused on kindergarten through Grade 12
instruction, in recent decades a great deal of work has been
done on literacy development during the preschool years
(Yaden, Rowe, & McGillivray, 2000) as well as research ex-
tending into the college years (Flippo & Caverly, 2000) and
beyond (Kirsch, Jungeblut, Jenkins, & Kolstad, 1993). Also,
there has been a clear shift away from thinking about literacy
as a development that occurs purely in the schools; it is now
conceived as more an acquisition that occurs in families,
(Purcell-Gates, 2000) in the workplace, and in the larger, in-
creasingly technological community (Reinking, McKenna,
Labbo, & Kieffer, 1998). 

Of course, one way to deal with this enormous and multi-
dimensionally expanding literature would be to focus only on
the parts that are decidedly psychological because much of lit-
eracy research was not carried out by psychologists and seems
rather far afield from psychological issues; in fact, that is a
tactic taken in this chapter. The downside of this approach is
that some of the most interesting and cutting-edge directions
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are neglected. Some ideas that might start psychologists
thinking about new directions they might pursue are not put
before readers’ eyes. The serious scholar in literacy—or any-
one who wants to have a broadly informed opinion—will (at
a minimum) spend much time with the 3,000 Handbook pages
now available at the beginning of this millennium.

Another tactic that I employ here is to focus on primary and
significant issues and questions—ones that have been of con-
cern for a very long time. This approach in particular makes
sense because it does lead to some answers—that is, a number
of important issues in reading and writing have been studied
long enough that replicable findings have emerged. This em-
phasis on replicable findings—on the surface at least—makes
this chapter consistent with the approach of the National Read-
ing Panel (2000). I am inconsistent with the National Reading
Panel, however, in that I am willing to consider a greater di-
versity of methods than that group was. That group generally
limited itself to experimental studies; it admitted only the oc-
casional quasi-experimental study and distanced itself from
qualitative approaches entirely. This chapter certainly does
present much coverage of outcomes produced in true experi-
ments and approximations to experiments, but these out-
comes are complemented by other scientific findings as well.
In particular, descriptive methods, including ethnographies,
have provided rich understandings about the complexities of
some important instructional approaches—understandings
that never would be produced in true experiments or repre-
sented in the write-ups of experimental studies.

This chapter could have been organized in a number of dif-
ferent ways; I have decided to organize this one along devel-
opmental lines. In fact, there have been studies of literacy
development beginning in late infancy and proceeding through
adulthood. Of course, what develops varies with each develop-
mental period; the development of general language compe-
tencies is particularly critical during the preschool years.
Although beginning reading instruction during the early ele-
mentary school years focuses on the development of letter- and
word-level competencies in reading and writing, this focus
eventually gives way to the development of fluent reading as a
goal and increasing concerns with comprehension and compo-
sition in the later elementary and middle school grades. By
high school and college, much of the emphasis is on honing lit-
eracy skills in the service of the learning demands of secondary
and postsecondary education. Researchers interested in adult
literacy have often focused on adults who did not develop lit-
eracy competencies during the schooling years; such research
generally attempts to develop interventions to promote literacy
in these populations, whose members often suffer socio-
economic and personal disadvantages directly attributable to
their reading problems.

EMERGENT LITERACY DURING
THE PRESCHOOL YEARS

What happens to children during the preschool years relates
to later literacy development. Many developmentalists inter-
ested in literacy have focused on what is known as emergent
literacy, which is the development of the language skills un-
derlying literacy through interactions with the social world.
Other developmentalists who have been interested in chil-
dren’s beginning letter-level and word-recognition skills have
focused more on a competency known as phonemic aware-
ness, which is the awareness that words are composed of
sounds blended together.

Emergent Literacy

One of the more heavily researched topics by developmental
psychologists is the nature of mother-infant attachment.
When interactions between the principal caregiver and an in-
fant are constructive and caring, the attachment that develops
can be described as secure (Bowlby, 1969). In particular,
when parents are responsive to the child and provide for its
needs, secure attachment is more likely. The securely at-
tached baby interacts with the world comfortably in the care-
giver’s presence and responds favorably to the caregiver after
a period of caregiver absence.

Matas, Arend, and Sroufe (1978) made a fundamentally
important discovery. Children who experience secure at-
tachment during infancy engage in more effective problem
solving with their parents during the preschool years. When
parents are securely attached to their children, they are more
likely to provide appropriate degrees of support as their chil-
dren attempt to solve problems (Frankel & Bates, 1990;
Matas et al., 1978).

A related finding is that when parents and preschoolers are
securely attached, they interact more productively in situa-
tions involving literacy. Bus and van IJzendoorn (1988)
observed both securely attached and insecurely attached
mother-child pairs as they watched Sesame Street together,
read a picture book, and went through an alphabet book. The
interactions involving securely attached parents and children
were much more positive than were the interactions between
insecurely attached parents and children. Securely attached
preschoolers were more attentive and less easily distracted
during interactions, and much more literate activity was ob-
served in the interactions of securely attached pairs compared
to those of insecurely attached pairs. Storybook reading was
more intense with the secure pairs than with the insecure
pairs; the secure parent-child pairs talked more about the
story than did the insecure pairs. An especially interesting
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finding was that securely attached parents and their 3-year-
old children reported doing more reading together (Bus &
van IJzendoorn, 1995). 

That storybook reading brings greater rewards when at-
tachment security is greater is an important finding because
high-quality storybook reading during the preschool years
clearly promotes literacy development. There are clear corre-
lations between the amount of storybook reading during the
preschool years and subsequent language development, chil-
dren’s interest in reading, and their success as beginning
readers (Sulzby & Teale, 1991); this is sensible because
storybook reading at its best is a rich verbal experience, with
much questioning and answering by both reader and child.
Storybook reading permits practice at working out meaning
from words in text and pictures, as well as opportunities for
the child to practice relating ideas in stories to their own lives
and the world as they understand it (Applebee & Langer, 1983;
Cochran-Smith, 1984; Flood, 1977; Pelligrini, Perlmutter,
Galda, & Brody, 1990; Roser & Martinez, 1985; Taylor &
Strickland, 1986). As a child matures and gains experience
with storybook reading, the conversations between reader and
child increase in complexity (Snow, 1983; Sulzby & Teale,
1987). Older preschoolers who have had much storybook
reading experience are much more attentive during such read-
ing than are same-age peers who have had relatively little op-
portunity to experience books with their parents or other adults
(Bus & van IJzendoorn, 1988). Many correlational data sup-
port the hypothesis that storybook reading is beneficial for
children’s cognitive development—that it stimulates language
development and sets the stage for beginning reading.

This body of evidence in the context of storybook read-
ing is complemented by other data substantiating striking
connections between the richness of preschoolers’ verbal
worlds and subsequent language development. One of the
most ambitious and most cited analyses was made by Uni-
versity of Kansas psychologists Hart and Risley (1995).
They observed 42 families for 2.5 years, beginning in the
second semester of a child’s life. During these observations,
they recorded all actions and interactions. The first im-
portant finding was that there were significant differences
between families in both the quality and the extensiveness
of verbal interactions. The quality of interactions in terms of
completeness and complexity of language was greater in
professional homes than in working-class homes, and lan-
guage complexity in working-class homes was greater than
in welfare homes—that is, in homes of higher socioeco-
nomic status, parents listened more to their children, they
asked their children to elaborate their comments more, and
they taught their children how to cope verbally when con-
fronted with ideas that were challenging for the children to

communicate. Quantitatively, the differences in verbal inter-
actions were really striking: Whereas a child in a profes-
sional home might experience 4 million verbalizations a
year, a child in a welfare family could be exposed to only
250,000 utterances. Did these vast differences in experience
translate into later performance differences? There was no
doubt about it; superior language was detected by age 3 in
the children raised in professional families compared to
children in working-class and welfare families.

Of course, the problem with correlational data is that
causality is never clear. Yes, it could be that the richer experi-
ences promoted language development, or it could be that
more verbal children stimulated richer language interactions
during storybook reading and throughout their days. Fortu-
nately, complementary experimental studies establish more
definitively that high-quality verbal interactions result in
linguistic advances in children. 

Grover Whitehurst and his colleagues (Whitehurst et al.,
1988) hypothesized that if parents were coached in order to
improve their verbal interactions with their children during
storybook reading, the language functioning of the children
would improve. Whitehurst et al. worked for a month with
the parents of 14 children between the ages of 1.5–3 years. In
particular, the parents were taught to use more open-ended
questions as they read storybooks with their children; they
were also taught to ask more questions about the functions
and attributes of objects in stories. Whitehurst et al. (1988)
also taught the parents to elaborate and expand on comments
made by their children during reading. In short, the parents
were taught the tricks of the trade for stimulating productive
and verbally rich conversations with young children. In
contrast, parents and children in a control condition simply
continued to read together for the month corresponding to
treatment for the experimental participants.

First, the intervention worked in that it did increase the
verbal complexity and extensiveness of communications
between parents and children. Although experimental and
control parent-child interactions were similar before the
study, the experimental group conversations during book
reading were much richer following the intervention. More-
over, clear differences appeared in the language functioning
of the experimental group children following the interven-
tion, reflected by performance on standardized tests of psy-
cholinguistic ability and vocabulary. These effects have been
replicated several times, both by Whitehurst’s associates
(Valdez-Menchaca & Whitehurst, 1992; Whitehurst et al.,
1994) and by others (Crain-Thoresen & Dale, 1995; Dickinson
& Smith, 1994; Lonigan, Anthony, & Burgess, 1995).

In short, evidence suggests that preschool verbal experi-
ences promote language development, potentially in ways
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promoting subsequent development of reading. Whether
these effects are great enough to inspire enthusiasm, how-
ever, depends on the eye of the observing scientist; some sci-
entists see large and important effects (Bus, van IJzendoorn,
& Pelligrini, 1995; Dunning, Mason, & Stewart, 1994;
Lonigan, 1994), whereas others who examine the same out-
comes see small effects that might be explained away as due
to factors other than verbal stimulation (Scarborough &
Dobrich, 1994). I tend to favor the former rather than the lat-
ter conclusion; the experimental work of Whitehurst and his
colleagues especially affects my thinking on this matter. In
general, my optimism is consistent with the general optimism
of the field that rich early language experiences affect lan-
guage development in ways that should affect later reading
development (Sulzby & Teale, 1991; Yaden et al., 2000).

Phonemic Awareness

In recent years, no prereading competency has received as
much attention from researchers and practitioners as phone-
mic awareness has. Understanding that words are composed
of blended sounds seems essential for rapid progress in
learning letter-sound associations and learning to use those
associations to sound out words (Adams, 1990; Pennington,
Groisser, & Welsh, 1993; Stanovich, 1986, 1988). This is not
an all-or-none acquisition, however;Adams (1990) provides a
conceptualization of phonemic awareness subcompetencies,
listed as follows from most rudimentary to most advanced:
(a) sensitivity to rhymes in words, (b) being able to spot words
that do not rhyme (e.g., picking the odd word out if given can,
dan, sod), (c) being able to blend sounds to form words (e.g.,
blending the sounds for M, short A, and T to produce mat),
(d) being able to break words down into sound components
(e.g., sounding out mat to indicate awareness of M, short A,
and T sounds), and (e) being able to split off sounds from
words (e.g., dropping the M sound from mat to say at; drop-
ping the T sound from mat, producing ma).

Why is there such great interest in phonemic awareness?
When phonemic awareness is low at ages 4–5, there is in-
creased risk of difficulties in learning to read and spell (Bowey,
1995; Griffith, 1991; Näsland & Schneider, 1996; Pratt &
Brady, 1988; Shaywitz, 1996; Stuart & Masterson, 1992).
Perhaps the best-known study establishing linkage between
phonemic awareness at the end of the preschool years and later
reading achievement was Juel (1988). She studied a sample of
children as they progressed from first through fourth grade.
Problems in reading during Grade 1 predicted problems in
reading at Grade 4—that is, problem readers in first grade do
not just learn to read when they are ready! Rather, they never

seem to learn to read as well as do children who were strong
readers in Grade 1. More important to this discussion is that
low phonemic awareness in Grade 1 predicted poor reading
performance in Grade 4, a result generally consistent with
other demonstrations that low phonemic awareness between
4 and 6 years of age predict later reading problems (Bowey,
1995; Griffith, 1991; Näsland & Schneider, 1996; Pratt &
Brady, 1988; Shaywitz, 1966; Stuart & Masterson, 1992).

Given that phonological awareness is so critical in learning
to read, it is fortunate that phonological awareness has proven
teachable; when taught, it influences reading performance
positively. Perhaps the best known demonstration of the po-
tency of phonemic awareness instruction is that provided by
Bradley and Bryant (1983). They provided 5- and 6-year-olds
with 2 years of experience categorizing words on the basis of
their sounds, including practice doing so with beginning, mid-
dle, and ending sounds. Thus, given the words hen, men, and
hat with the request to categorize on the basis of initial sound,
hen and hat went together; in contrast, hen and men was the
correct answer when the children were asked to categorize on
the basis of middle or ending sound. The students in the study
first read pictures and made their choices on the basis of
sounds alone; then they were transferred to words and could
make their choices on the basis of letter and orthographic
features as well as sounds.

The training made a substantial impact on reading mea-
sured immediately after training, relative to a control condi-
tion in which students made judgments about the conceptual
category membership of words (e.g., identifying that cat, rat,
and bat go together as animals). Even more impressive was
that the trained participants outperformed control participants
in reading 5 years after the training study took place (Bradley,
1989; Bradley & Bryant, 1991).

Bradley and Bryant’s work was the first of a number of
studies establishing that phonemic awareness could be de-
veloped through instruction and influence reading perfor-
mance (Ball & Blachman, 1988, 1991; Barker & Torgesen,
1995; Blachman, 1991; Byrne & Fielding-Barnsley, 1991,
1993, 1995; Cunningham, 1990; Foster, Erickson, Foster,
Brinkman, & Torgesen, 1994; Lie, 1991; Lundberg, Frost, &
Peterson, 1988; O’Connor, Jenkins, & Slocum, 1995; Tangel
& Blachman, 1992, 1995; Vellutino & Scanlon, 1987;
Williams, 1980; Wise & Olson, 1995). Although the instruc-
tional procedures varied somewhat from study to study, in
general, phonemic awareness training has included at least
several months of exercises requiring young children to attend
to the component sounds of words, categorizing and dis-
criminating words on the basis of sound features. Thus, some-
times children were asked to tap out the syllables of words,
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sometimes asked to say the word with the last sound deleted,
and sometimes requested to identify the odd word out when
one does not share some sound with other words in a group.

Bus and van IJzendoorn (1999) provided especially com-
plete and analytical review of the phonemic awareness in-
structional data. Collapsing data over 32 research reports, all
of which were generated by U.S. investigators, Bus and van
IJzendoorn (1999) concluded that there was a moderate rela-
tionship between phonemic awareness instruction and later
reading. When long-term effects (i.e., 6 months or more fol-
lowing training) were considered, however, the phonemic
awareness instruction had less of an impact on reading—a
small impact at best. Thus, although delayed effects of phone-
mic awareness training can be detected, they are not huge.

All scientifically oriented reviewers of the early reading
literature have concluded that phonemic awareness is impor-
tant as part of learning to read (e.g., Adams, 1990; Adams,
Treiman, & Pressley, 1998; Goswami, 2000; National Read-
ing Panel, 2000; Snow, Burns, & Griffin, 1998). The available
correlational and experimental data converge on the conclu-
sion that phonemic awareness is probably an important pre-
requisite for learning to read words. After all, if a child does
not understand that words are composed of sounds blended
together, why would reading instruction emphasizing the
component sounds of words make any sense to the child? Of
course, the answer is that it would not, which explains why
phonemic awareness is so critical for a child to learn to read
(e.g., Fox & Routh, 1975). Acquiring phonemic awareness is
just a start on word recognition competence, which is a criti-
cal task during the primary grades.

In summary, much progress in literacy development can
and does occur before Grade 1, which has traditionally been
viewed as the point of schooling for beginning reading in-
struction. Much of it is informal—the learning of language in
a language-rich environment that can include activities such
as storybook reading with adults. Increasingly, high-quality
kindergarten programs include activities explicitly intended
to develop phonemic awareness.

FIRST GRADE AND THE PRIMARY YEARS

There has been tremendous debate in the past quarter century
about the best approach to primary-grades reading educa-
tion. This debate somewhat reflects a much longer debate (i.e.,
one occurring over centuries to millennia) about the nature
of beginning reading instruction (see Pressley, Allington,
Wharton-McDonald, Block, & Morrow, 2001). In recent
years, at one extreme have been those who have advocated an

approach known as whole language, which posits that chil-
dren should be immersed in holistic reading and writing tasks
from the very start of schooling—that is, reading trade books
and composing their own stories. At the other extreme are
those who argue that skills should be developed first. The
skills-first advocates particularly favor phonics as an ap-
proach to developing word-recognition abilities; they argue
that if students learn letter-sound associations and how to
blend the component sounds in words to recognize words,
their word recognition will be more accurate and more certain.

Word Recognition

Even preschoolers can read some words, such as McDonald’s
when in the context of the company’s logo, Coca-Cola when
encountered on a bottle or aluminum can, and Yankees when
scripted across a ballplayer’s chest. Young children learn to
recognize such logographs from their day-to-day experiences.
When presented the words McDonald’s, Coca-Cola, and
Yankees out of their familiar contexts, preliterate children
cannot read them. Even so, encountering words as logographs
somehow seems to make it easier for preschoolers to learn
words out of context. When Cronin, Farrell, and Delaney
(1995) taught preschoolers words as sight words, previously
encountered logographs were learned more easily than were
control words never encountered as logographs. At best, how-
ever, logographic reading is just a start on word-recognition
skills and is very different from most of word recognition.

Well before children can sound out words using all the let-
ters of a word, they sometimes can read words based on a few
letters, a process Ehri (1991) referred to as phonetic cue read-
ing. Thus, as a little boy, I learned the very long word ele-
mentary because I encountered it often during first grade. As
a consequence, I could read elementary wherever I encoun-
tered the word. The problem was that I was reading the word
based on a couple of cues (probably the beginning e and the
fact that it was a long word) shared by other words. Thus, for
quite a while, I thought that label on the escape hatch in the
school bus was labeled elementary door, when in fact it was
an emergency door! Such mistakes are common in children
who are 5–6 years old (Ehri & Wilce, 1987a, 1987b; Gilbert,
Spring, & Sassenrath, 1977; Seymour & Elder, 1986).

Many children do reach the kindergarten doors knowing
the alphabet. One reason is that as a society, we decided to
teach the alphabet to preschoolers—for example, through ef-
forts such as those in Sesame Street; it is clear from the earliest
evaluations that such environmental enrichment did affect ac-
quisition of alphabetic knowledge (e.g., Anderson & Collins,
1988; Ball & Bogatz, 1970; Bogatz & Ball, 1971). It is now
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known that Sesame Street contributes to alphabetic learning
over and above the contributions made by family and others
(Rice, Huston, Truglio, & Wright, 1990).

Knowing letter names and letter-sound associations alone
does not result in word recognition competence, however.
Children must also learn the common blends (e.g., dr, bl) and
digraphs (e.g., sh, ch). In general, primary education includes
lots of repetition of the common letter-sound associations,
blends, and digraphs—for example, through repeated reading
of stories filled with high-frequency words. Walk into any
Grade 1 classroom: It will be filled with many single-syllable
words, including lists of words featuring the common di-
graphs and blends. Word families also will be prominent (e.g.,
beak, peak, leak). Grade 1 teachers spend a lot of time model-
ing for their students how to sound out words by blending the
component sounds in words and using common chunks; they
also spend a lot of time encouraging students to sound out
words on their own, including doing so to write words in their
compositions (Wharton-McDonald, Pressley, & Hampston,
1998).

The students most likely to make rapid progress in learn-
ing to sound out words are those who already have phonemic
awareness and know their letter-sound associations (Tunmer,
Herriman, & Nesdale, 1988). Even so, a large body of evi-
dence indicates that teaching students to sound out words by
blending components’ sounds is better than alternative ap-
proaches with respect to development of word-recognition
skills.

Teaching Primary-Level Students to Sound Out Words

One of the most important twentieth-century contributions to
reading research was Jeanne Chall’s (1967) Learning to
Read: The Great Debate. After reviewing all of the evidence
then available, Chall concluded that the best way to teach be-
ginning reading was to teach students explicitly to sound out
words—that is, she felt that early reading instruction should
focus on teaching letter-sound associations and the blending
of letter sounds to recognize words, an approach she referred
to as synthetic phonics. Based on the available research,
Chall concluded that synthetic phonics was superior to other
approaches regardless of the ability level of the child, al-
though synthetic phonics seemed to be especially beneficial
to lower-ability children. After the publication of the first
edition of the Chall book, there was a flurry of laboratory
studies of phonics instruction, and most researchers found
synthetic phonics to be better than alternatives (Chall, 1983,
Table I-2, pp. 18–20).

The next book-length treatment of the scientific founda-
tions of beginning reading instruction was Marilyn Adams’

(1990) Beginning to Read. By the time of that publication, a
great deal of conceptualization and analysis of beginning
reading had occurred. Adams reviewed for her readers the ev-
idence permitting the conclusion that phonemic awareness is
a critical prerequisite to word recognition. So was acquisition
of the alphabetic principle, which is the understanding that
the sounds in words are represented by letters. Researchers
interested in visual perceptual development had made the
case that children gradually acquire understanding of the
distinctive visual features of words, gradually learning to
discriminate Rs from Bs and Vs from Ws (Gibson, Gibson,
Pick, & Osser, 1962; Gibson & Levin, 1975). Consistent with
Chall (1967, 1983), Adams also concluded that instruction
in synthetic phonics promoted beginning word-recognition
skills.

Since Adams’ (1990) book, a number of demonstrations
have shown that intensive instruction in synthetic phonics
helps beginning struggling readers. For example, Foorman,
Francis, Novy, and Liberman (1991) studied urban first-grade
students who were enrolled either in a program emphasizing
synthetic phonics or in a program downplaying phonics in
word recognition in favor of whole language. By the end of
the year, the students in the synthetic phonics program were
reading and spelling words better than were students in the
other program. Foorman, Francis, Fletcher, Schatschneider,
and Mehta (1998) reported a similar outcome; a program em-
phasizing synthetic phonics produced better reading after a
year of instruction than did three alternatives that did not
provide systematic phonics instruction. Maureen Lovett
treats 9- to 13-year-olds who are experiencing severe reading
problems; she and her colleagues have presented consider-
able evidence that systematic teaching of synthetic pho-
nics improves the reading of such children (Lovett, Ransby,
Hardwick, Johns, & Donaldson, 1989; Lovett et al., 1994).
Similar results have been produced in a number of well-
controlled studies (Alexander, Anderson, Heilman, Voeller, &
Torgesen, 1991; Manis, Custodio, & Szeszulski, 1993; Olson,
Wise, Johnson, & Ring, 1997; Torgesen et al., 1996; Vellutino
et al., 1996), permitting the clear conclusion that intensive
(i.e., one-on-one or one teacher to a few students) synthetic
phonics instruction can help struggling beginning readers.

In recent years, a popular alternative to synthetic phonics
has been teaching students to decode words by recognizing
common chunks (or rimes) in them (e.g., tight, light, and
sight include the -ight chunk). Use of such chunks to decode,
however, requires that students know something about letters
and sounds and about blending (Ehri & Robbins, 1992;
Peterson & Haines, 1992) because word recognition requires
blending the sounds produced by individual letters with the
sounds produced by a chunk (e.g., tight involves blending the



First Grade and the Primary Years 339

t and ight sounds; Bruck & Treiman, 1992). In evaluations to
date, when struggling readers have been taught to use com-
mon word chunks to decode words they have not seen before,
this approach has been successful relative to controls who re-
ceive conventional instruction not emphasizing word recog-
nition (e.g., Lovett et al., 2000). Students taught to use word
chunks have fared as well after several months of such in-
struction as students taught to use synthetic phonics (Walton,
Walton, & Felton, 2001). Thus, available data indicate that
young children can learn to use both chunks and the sounding
out of individual sounds as they learn to recognize words
(Goswami, 2000). Perhaps most striking in the Walton et al.
(2001) report was that weak first-grade readers tutored either
to use chunks to decode or to sound out words using phonics
caught up with good first-grade readers who continued to
receive conventional reading instruction that emphasized
neither use of chunks during reading nor synthetic phonics.
These are powerful procedures for remediating the most
salient problem in beginning reading, which is difficulty in
recognizing words. Even so, they have not been the most
popular procedures in recent years for remediating troubled
beginning readers.

Reading Recovery

Reading Recovery™ is a widely disseminated approach to
beginning reading remediation (Lyons, Pinnell, & DeFord,
1993). Typically, students in Reading Recovery are in Grade 1
and making slow progress in learning to read in the regular
classroom. The intervention supplements classroom instruc-
tion and involves daily one-teacher-to-one-child lessons;
each lesson lasts about a half hour, and lessons continue for
as long as a semester.

A typical Reading Recovery lesson involves a series of
literacy tasks (Clay, 1993; Lyons et al., 1993). First, the child
reads a familiar book aloud to the teacher. Often, this task
is followed by reading of another book that is not quite as
familiar—one introduced to the child the day before. During
this reading of yesterday’s new book, the teacher makes a
running record, noting what the child does well during read-
ing and recording errors. Information gleaned by the teacher
as the child reads is used to make instructional decisions, and
the teacher attempts to determine the processes being used by
the child during reading.

For example, when the child makes an error during reading,
the teacher notes whether the child relied on meaning clues to
guess the word, syntactic cues, or visual cues; this analysis of
processing informs instructional decision making. Thus, if the
child misreads bit as sit, the teacher might focus the child’s
attention on the it chunk in the word and prompt the child

to blend the s sound and the sound made by it. After the read-
ing, the teacher continues the lesson by asking the student to
identify plastic letters or by having the child make and break
words with plastic letters. For example, the teacher might
focus on words with the it chunk, prompting the child to form
new words with the it chunk, using magnetic letters to con-
struct the words (e.g., bit, fit, mit, pit, etc.). Then the child
might break these words to see that bit is b plus it, fit is f plus
it, and so on. Then the child might do some writing in response
to the story, with the teacher providing assistance as the child
works on writing (e.g., writing a sentence about the story, such
as The dog sits down). During writing, the teacher encourages
the child to listen for the sounds in words in order to spell
out the word in writing. Then, the teacher writes the sentence
constructed by the student on a paper strip, using conven-
tional spelling to do so, then cutting up the strip into individ-
ual words. The child reassembles the sentence and reads it
for the teacher. The Reading Recovery lesson concludes with
the teacher’s introducing a new book to the student, who
attempts to read the book for the teacher. Homework involves
taking home the books read during the lesson and reading
them to a parent.

Reading Recovery is all about children’s reading strategies
and the teaching of strategies to struggling readers (Clay,
1993; Lyons et al., 1993). Throughout a Reading Recovery
lesson, the teacher attempts to determine how the child is pro-
cessing during reading and writing and the what reading and
writing strategies are used by the child. Specifically, the
teacher attempts to determine the reader’s directions of pro-
cessing (i.e., whether reading is left to right, from the top
of the page down; whether writing is left to right, from the
top to bottom of the page). The teacher also attempts to dis-
cern whether the child is processing individual words in a
sequence—for example, whether the child is noticing the
spaces between words read and putting spaces between words
written. The teacher notes whether the child is monitoring
reading and writing—for example, going back and attempting
to reread a misread word or asking for help during writing re-
garding spelling an unknown word. The Reading Recovery
teacher focuses on the nature of reading errors—whether they
reflect attempts to sound out a word, a reliance on meaning or
syntactic cues, or dependence on visual similarity of the at-
tempted word with a word known by the child. In short, the
assumption in Reading Recovery is that the struggling reader
is attempting to problem-solve when reading and writing,
and that the child’s errors are particularly revealing about her
or his reading and writing strategies.

The teacher’s knowledge of the child’s strategies is used to
guide teaching, and the teacher’s role is to stimulate use of
strategies during reading and writing that are more effective
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than the ones currently being used by the young reader (Clay,
1993; Lyons et al., 1993). For example, to encourage the de-
velopment of directionality, the teacher prompts the child to
Read it with your finger, pointing to each word as it is encoun-
tered in text.At first, this can require the teacher actually hold-
ing and directing the child’s hand, but eventually the child
internalizes the left-to-right and top-to-bottom movements
during reading. In order to increase the child’s understanding
of the concept of individual words, the teacher prompts the
child to write words with spaces between them, using the strat-
egy of putting a finger space between written words. The
teacher teaches the child to sound out words by saying them
slowly, breaking words into discrete sounds (e.g., cat into the
C, short A, and T sounds). Consistent with the demonstration
by Iversen and Tunmer (1993) that Reading Recovery is more
effective when it includes systematic teaching of chunks and
how they can be blended with letter sounds as part of reading,
Reading Recovery now includes more making and breaking
of words that share chunks (e.g., bake, cake, lake, make, take,
etc.) to highlight blending of individual sounds and spelling
patterns. The Reading Recovery teacher also teaches the
young reader to check decodings by determining whether the
reading of a word makes sense in that semantic context. In
short, the Reading Recovery teacher instructs the struggling
readers in the strategies that effective young readers use; the
ultimate goal of Reading Recovery is the development of
readers who use effective reading processes in a self-regulated
fashion (Clay, 1991).

As is the case for many forms of strategy instruction
(Duffy et al., 1987; Palincsar & Brown, 1984; Pearson &
Gallagher, 1983; Pressley, El-Dinary, et al., 1992), there is a
gradual release of responsibility during Reading Recovery;
the teacher is more directive and explicit at first, and the child
takes over as lessons proceed and competence develops—that
is, the strategy instruction is scaffolded (Wood, Bruner, &
Ross, 1976). The teacher provides just enough support so that
the child can complete the task; then the teacher reduces the
support as the child becomes more competent and able to as-
sume greater responsibility for reading. Of course, the intent
of such an instructional approach is to develop self-regulation
in the child—first by permitting the child to tackle a task that
is beyond her or him and then by allowing self-controlled
functioning as the child becomes equal to the task.

Also, as is the case with many forms of strategy instruction,
evidence indicates that scaffolded teaching of processes well
matched to the target task is effective—that is, a large propor-
tion of children who experience Reading Recovery improve as
readers, and improvement is greater than that occurring when
comparable children do not receive Reading Recovery, at least
when reading achievement is measured immediately after
Reading Recovery occurs (see Pinnell, 1997). An important

distinction is between Reading Recovery students who gradu-
ate and those who do not make enough progress in the pro-
gram to graduate—that is, Reading Recovery does not always
work; when it does work, however, it seems to produce sub-
stantial improvement (Elbaum, Vaughn, Hughes, & Moody,
2000).As is the case with many early childhood interventions,
if students are simply returned to the classroom without addi-
tional support, however, the advantages of Reading Recovery
fade, and such Reading Recovery students are often not dis-
cernibly different in reading achievement measured several
years after the completion of the treatment (Hiebert, 1994).

Studies of Exceptional Primary-Level Teachers

Phonemic awareness instruction, phonics, and Reading
Recovery are theory-driven educational interventions—that
is, based on theory, researchers devised instruction they felt
would promote beginning reading, and their instructional stud-
ies served as tests of the theories that inspired the interven-
tions. There is another way to discover effective instruction,
however, which is to find very good reading teachers and not-
so-good ones and document what occurs in effective versus in-
effective classrooms. Pressley and his colleagues have done
exactly that with respect to Grade 1 in particular.

In both Wharton-McDonald et al. (1998) and Pressley et al.
(2001), the researchers observed first-grade classrooms over
the course of an academic year. In some classrooms, engage-
ment and achievement was better than in other classrooms.
For example, in some classrooms, a higher proportion of stu-
dents were reading more advanced books than was observed
in more typical classrooms; in some classrooms, students
were writing longer, more coherent, and more mechanically
impressive stories (i.e., stories with sentences capitalized,
punctuation, correctly spelled high-frequency words, sensible
invented spellings of lower-frequency words) than were stu-
dents in other classrooms. Most striking was that the more
engaged classrooms also tended to be the ones with more ad-
vanced reading and better writing.

What went on in the really impressive classrooms? 

• There was a lot of teaching of skills, and this instruction
was very consistent. Much of this instruction was in re-
sponse to student needs, however, with many minilessons
on skills.

• Fine literature was emphasized; students read excellent
literature and heard it during teacher read-alouds.

• The students did a lot of reading and writing.

• Assignments were matched to students’ abilities, and the
demands were gradually increased as students improved.
Such matching requires different assignments for differ-
ent students (e.g., one student being urged to write a
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two-page story and another a two-sentence story, with the
demand in each case for a little more than the child pro-
duced previously).

• Self-regulation was encouraged; the message was consis-
tent that students were to make choices for themselves and
were to keep themselves on task.

• Strong connections were made across the curriculum; sci-
ence and social studies occurred in the context of reading
and writing, and science and social studies units were
filled with good literature and composing.

• The class was positive and very reinforcing, with much
cooperation between students and between teachers, other
adults, and students.

• The teacher’s classroom management was so good that it
was hardly noticeable at all, with little apparent need for
disciplining of students.

How different the effective classrooms were really be-
came apparent in analyses that contrasted the effective and
ineffective classrooms explicitly—analyses designed to iden-
tify what was very different in the excellent compared to the
not-so-excellent classrooms:

• Many more skills were covered during every hour of in-
struction in the most effective compared to the least effec-
tive classrooms.

• Word-recognition instruction involved teaching multiple
strategies (i.e., using phonics, noting word parts, looking
at the whole word, using picture clues, using semantic
context information provided earlier in the sentence or
story, using syntactic cues).

• Comprehension strategies (e.g., making predictions, men-
tal imagery, summarizing) were explicitly taught.

• Students were taught to self-regulate.

• Students were taught to plan, draft, and revise as part of
writing.

• Extensive scaffolding (i.e., coaching) took place during
writing—for example, with respect to spelling and elabo-
rating on meanings in text.

• Printed prompts for the writing process (e.g., a card
about what needs to be checked as part of revision) were
available.

• By the end of the year, high demands to use writing
conventions (e.g., capitalizing, using punctuation marks,
spelling of high frequency words) were placed on students.

• Tasks were designed so that students spend more time
doing academically rich processing (i.e., reading and
writing) and relatively little time on nonacademic process-
ing (e.g., illustrating a story).

• The class wrote big books, which were on display.

In short, excellent first-grade classrooms are very busy—
filled with teaching of skills and demands but also filled with
support and opportunities for rich intellectual experiences.
Although phonics is taught as skills advocates would have it
be taught, it is only part of an enormously complex curricu-
lum enterprise that includes many holistic experiences—that
is, systematic skills instruction does not happen first before
getting to literature and writing in effective first-grade class-
rooms; rather, skills are learned largely in the context of
reading literature and writing. Although literature and writ-
ing are emphasized as the whole language theorists would
have it, holistic experiences are constantly intermixed with
the systematic and opportunistic instruction of specific skills,
and skills were much more an emphasis than many whole
language theorists would consider appropriate. Excellent
primary-level classrooms—ones in which growth in reading
and writing is high—cannot be reduced to a very few in-
structional practices; rather, they are a complex, articulated
mix of practices and activities.

The most recent work of Pressley and colleagues (Raphael,
Bogner, Pressley, Masters, & Steinhofer, 2000) has taken a de-
cided psychological turn. They observed first-grade class-
rooms with the goal of determining how excellent first-grade
teachers motivate their students to participate in literacy-
promoting activities. In part, this research was stimulated
by the engagement perspective, which posits that literacy
achievement depends on instruction that motivates literacy
engagement (e.g., Guthrie &Alvermann, 1999). Such engage-
ment is promoted when classrooms emphasize learning rather
than student competition, meaningful interactions between
students and ideas, student autonomy and self-regulation,
interesting content, teaching of useful strategies, praise con-
tingent on literacy engagement and progress, teacher involve-
ment with students, and evaluations that make sense to
students (Guthrie & Wigfield, 2000). From this perspective,
it was expected that classrooms loaded with mechanisms
promoting literacy engagement in fact would be classrooms
high in student literacy engagement.

What Raphael et al. (2000) found was that first-grade
teachers who had students who were highly engaged in read-
ing and writing constructed classrooms filled with positive
motivational mechanisms compared to teachers overseeing
classrooms in which engagement was not as certain. Thus, in
classrooms where engagement was high, the following moti-
vational mechanisms were observed:

• Much cooperative learning took place. 

• Individual accountability (i.e., students were rewarded for
doing well and held accountable when they did not) was
demonstrated.

• As they worked, students received much coaching.
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• Strong library connections were maintained. 

• Students were encouraged to be autonomous and given
choices.

• The teacher was gentle, caring, and inviting. 

• Much one-to-one interaction took place between teachers
and students. 

• Strong home-school connections were maintained. 

• Many opportunistic minilessons were taught. 

• Deep connections with students were maintained. 

• Appropriate risk taking was supported. 

• The classroom was fun. 

• Strong connections to other classes in the school were
maintained.

• The teacher encouraged creative and independent thinking.

• The teacher encouraged rich and detailed learning. 

• The class took a clear positive tone. 

• Assignments were appropriately challenging. 

• Students produced meaningful products (e.g., stories). 

• Depth in coverage was favored over breadth in coverage. 

• Assignments and units matched student interests. 

• Abstract content was made more personal and concrete.

• The teacher encouraged curiosity and suspense.

• Learning objectives were clear. 

• Praise and feedback were effective. 

• The teacher modeled interest and enthusiasm. 

• The teacher modeled thinking and problem–solving. 

• The teacher communicated that academic tasks deserve
intense attention. 

• The teacher inserted novel material into instruction. 

• The teacher provided clear directions. 

• The teacher made apparent the relevance of learning to
real life.

• The teacher encouraged persistence. 

• The teacher encouraged cognitive conflict. 

• The teacher communicated a wide range of strategies for
accomplishing academic tasks. 

• The teacher encouraged self-reinforcement by students
when they did well. 

• The teacher provided immediate feedback. 

• The teacher urged students to try hard. 

• The teacher expressed confidence in students. 

• The teacher encouraged students to attribute their successes
to hard work and their failures to a need to work harder.

• The teacher had realistic ambitions and goals for students. 

• The teacher encouraged students to think they can get
smarter by working hard on school work. 

• Classroom management was good. 

• The teacher provided rewards that stimulate students pos-
itively (e.g., gift book). 

• The teacher monitored the whole class. 

• The teacher monitored individual students carefully.

In short, consistent with the engagement perspective, engag-
ing classrooms were filled with positive motivational mecha-
nisms; less engaging classrooms showed many fewer of these
mechanisms.

That is not to say that the teachers in the less engaging
classrooms did not try to motivate their students. In fact, they
did. In less engaging classrooms, however, teachers were
much more likely than were those in the more engaging
classrooms to use negative approaches to motivations—
emphasizing competition between students; giving students
tasks that were very easy, boring, or both; providing negative
feedback; making students aware of their failures; scapegoat-
ing students; threatening students; and punishing students.
Such negative approaches to motivation were almost never
observed in the most engaged classrooms.

Summary

Many psychologists have been at the forefront of efforts to de-
velop effective beginning reading instruction. One reason is
that learning to read is a salient event in the life of the devel-
oping child—an event that is decidedly psychological in na-
ture. There are huge cognitive conceptions to acquire, such as
phonemic awareness and the alphabetic principle, which de-
velop in the context of much associative learning (i.e., learn-
ing letter-sound associations and chunk-sound associations)
and development of subtle perceptual discriminations (e.g.,
the visual identity of each letter, both upper- and lowercase
versions). An important hypothesis among psychologists is
that beginning reading skills can be taught directly. In fact,
quite a bit of evidence has accumulated making clear that di-
rect teaching of synthetic phonics does in fact make develop-
ment of word-recognition skills more certain. In recent years,
there have also been validations of teaching involving empha-
sis on word chunks and blending of word parts in sounding out
of words; this approach is now part of the prominent remedial
approach to beginning reading known as Reading Recovery.
Although Reading Recovery teachers are highly trained for
their work, it is auspicious that even college students can tutor
beginning struggling readers with substantial gains (Elbaum
et al., 2000) because the need in the nation for tutoring
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primary-level readers in beginning reading skills is very, very
great. This work on primary-level reading is an excellent
example of how psychological theory and research can inform
meaningful educational practice.

That said, the psychological theory related to beginning
word recognition seems simple relative to the complexity of
excellent first-grade instruction that can be observed in many
(although certainly not all) classrooms. Although instruction
to promote phonemic awareness, phonics, and word recogni-
tion in general is prominent in such classrooms, it occurs in a
context that attends to student motivation and excellent holis-
tic experiences, including the reading of much good literature
and extensive writing.

COMPREHENSION

Developing students who can understand what they read is
a primary goal of reading instruction. This goal should be
prominent beginning with the introduction to stories and
books in the preschool years. Even so, it definitely becomes a
more prominent purpose for literacy instruction during the
middle and upper elementary grades, with a number of aspects
of reading that can be stimulated to improve comprehension
(Pressley, 2000).

Fluent Word Recognition

When a reader cannot decode a word, it is impossible for the
reader to understand it (Adams, 1990; Metsala & Ehri, 1998;
Pressley, 1998, chap. 6). When young readers are first learning
to recognize words—either by blending individual sounds or
blending sounds and chunks—such decoding takes a lot of
effort, and hence it consumes much of the reader’s attention.
This situation is a problem because human beings can only at-
tend to a limited number of tasks at once (Miller, 1956). If that
attention is totally devoted to word recognition, nothing is left
over for comprehending the word, let alone the higher-order
ideas encoded in sentences, paragraphs, and whole texts
(LaBerge & Samuels, 1974). Thus, for comprehension to be
high, not only must young readers learn how to recognize
words, but they also must become fluent in word recognition
(National Reading Panel, 2000). Although not every analysis
has confirmed that comprehension improves as word re-
cognition fluency improves (Fleisher, Jenkins, & Pany, 1979;
Samuels, Dahl, & Archwamety, 1974; Yuill & Oakhill, 1988,
1991), some recent and especially well-done analyses have
produced data in which fluency and comprehension have
covaried (Breznitz, 1997a, 1997b; Tan & Nicholson, 1997).
Unfortunately, little is known about how to develop fluency

beyond the fact that fluency generally increases with addi-
tional practice in reading (National Reading Panel, 2000).

Vocabulary

People with more extensive vocabularies understand text bet-
ter than do individuals with less well-developed vocabularies
(Anderson & Freebody, 1981; Nagy, Anderson, & Herman,
1987). In fact, some experimental studies have even suggested
that the development of vocabulary knowledge resulted in im-
proved comprehension (Beck, Perfetti, & McKeown, 1982;
McKeown, Beck, Omanson, & Perfetti, 1983; McKeown,
Beck, Omanson, & Pople, 1985). Although vocabulary is
often taught extensively in school, for the most part, vocabu-
lary is acquired incidentally as a by-product of encountering
words in text and in real-world interactions (Sternberg, 1987).
There have been a number of demonstrations that vocabu-
lary knowledge increases with how much a reader reads
(Dickinson & Smith, 1994; Elley, 1989; Fleisher et al., 1979;
Pellegrini, Galda, Perlmutter, & Jones, 1994; Robbins &
Ehri, 1994; Rosenhouse, Feitelson, Kita, & Goldstein, 1997;
Valdez-Menchaca & Whitehurst, 1992; Whitehurst et al.,
1988).

Comprehension Strategies

When mature readers are asked to think aloud as they read,
they report using many strategies before, during, and after
they read as part of processing the text. These processes in-
clude predicting what will be in the text based on prior knowl-
edge and ideas encountered in the text already, constructing
mental images of ideas expressed in the text, seeking clarifi-
cation when confused, summarizing the text, and thinking
about how ideas in the text might be used later (Pressley &
Afflerbach, 1995). Because good readers consciously use
such strategies, it was sensible to teach such strategies to
young readers, with the hypothesis that the reading compre-
hension of young readers would improve following such
instruction; that is exactly what happens.

There were many studies in the 1970s and 1980s in which
a particular strategic process was taught to students in the
elementary grades with comprehension and memory of texts
that were read and then tested. These studies included those in
which students were encouraged to activate prior knowledge
(Levin & Pressley, 1981), generate questions as they read
(Rosenshine & Trapman, 1992), construct mental images
(Gambrell & Bales, 1986; Gambrell & Jawitz, 1993; Pressley,
1976), summarize (Armbruster, Anderson, & Ostertag, 1987;
Bean & Steenwyk, 1984; Berkowitz, 1986; Brown & Day,
1983; Brown, Day, & Jones, 1983; Taylor, 1982; Taylor &
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Beach, 1984), and analyze stories into component parts (Idol,
1987; Idol & Croll, 1987; Short & Ryan, 1984). In general,
all of these strategies proved to improve comprehension and
memory of texts when taught to elementary readers who did
not use such approaches on their own.

The problem with single-strategy instruction, however, is
that good readers do not use single strategies to understand
text; rather, they use a repertoire of strategies (Pressley &
Afflerbach, 1995). Thus, in the early to middle 1980s, re-
searchers began experimenting with teaching repertoires of
strategies to elementary-level readers. Perhaps the best
known of these efforts was reciprocal teaching, developed by
Palincsar and Brown (1984). Small groups of students met to-
gether to practice four strategies to read text: They predicted
what would be in the text, asked questions about the content
of the text, sought clarification when confused, and summa-
rized the text. Although at first the teacher modeled the strate-
gies and led the group in applying them to text, control of the
strategies was quickly transferred to the members of the
group; the members took turns leading the group as they read.
The leader made predictions, asked questions, and attempted
summaries; the leader also asked for clarification questions
from group members and for predictions about what might be
coming next in the text. The assumption was that by partici-
pating approximately 20 sessions of reciprocal teaching, stu-
dents would internalize the reciprocal teaching strategies and
come to use them when they read on their own.

Reciprocal teaching did increase use of the cognitive
processes that were taught (i.e., prediction, questioning,
seeking clarification, summarization). With respect to perfor-
mance on standardized tests, the approach produced more
modest benefits. In general, reciprocal teaching was more
successful when there was more up-front teaching of the four
component strategies by the teacher (Rosenshine & Meister,
1994).

In general, when researchers directly taught elementary
students to use repertoires of comprehension strategies, stu-
dents have shown increases in comprehension. Teachers who
teach comprehension strategies effectively begin by explain-
ing and modeling the strategies for their students (Roehler &
Duffy, 1984)—typically by introducing a repertoire of strate-
gies over the course of several months or a semester (e.g.,
introducing previewing, then connecting to prior knowledge,
generating mental images about text meaning, asking
questions, seeking clarification when confused, and summa-
rizing). Often, these strategies are practiced in small groups of
readers, and the students choose which strategies to carry out
and when to do so. Thus, as students read a story aloud, they
also think aloud about which strategies they are employing to
understand the text. Sometimes other students in the group

react—perhaps coming up with a different mental image from
that reported by the reader or perhaps using a different strategy
altogether. Such discussions result in readers’ getting a great
deal out of a reading; they learn the literal meaning of the story
but also have a chance to reflect on alternative interpretations
of the story (Brown, Pressley, Van Meter, & Schuder, 1996).
By practicing such strategies together, the individual members
of the reading group gradually internalize the comprehen-
sion processes that are modeled and discussed (Pressley,
El-Dinary, et al., 1992). In general, reading comprehension
improves as a function of such teaching (Anderson, 1992;
Brown et al., 1996; Collins, 1991). This form of teaching
has become known as transactional strategies instruction
(Pressley, El-Dinary, et al., 1992) because it encourages reader
transactions with text (Rosenblatt, 1978), interpretations
constructed by several readers interacting (transacting) to-
gether (Hutchins, 1991), and teachers and group members
reacting to each others’ perspectives (i.e., interactions were
transactional; Bell, 1968).

Summary

High comprehension involves both word-level processes and
processes above the word level. Fluent reading of words and
extensive vocabulary are critical for readers to be able to un-
derstand demanding texts. Good readers, however, do much
more than read words. They predict what will be in text, relate
information in text to their prior knowledge, ask questions,
summarize the big ideas in a text, and monitor whether they
are understanding text. In short, good readers are very active
as they make sense of text. The way to develop good compre-
hension in students is to encourage a great deal of reading to
increase fluency, develop the readers’ vocabulary, and teach
them to use the comprehension strategies that good readers
use. All of these competencies can be developed beginning in
the early to middle elementary years.

WRITING

In recent decades, writing instruction in school has become
commonplace, stimulated in large part by a language arts cur-
riculum reform movement that argued for a broader view of lit-
eracy than simply reading (e.g., Atwell, 1987; Calkins, 1986;
Graves, 1983). Yes, elements of writing such as grammar and
spelling have been taught in school since the beginning of the
institution; the thrust in recent decades, however, has been to
encourage students, beginning in kindergarten, to develop and
write whole pieces—both stories and expositions. One as-
sumption is that a lot of learning of lower-level mechanics can
occur in the context of writing real stories and essays.
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Young children have much to learn about writing as com-
posing. Many K–12 writers do not formulate a clear writing
goal before they begin writing (i.e., they do not know what
they want to say; Langer, 1986, chap. 3). Also, young writers
often do not take into consideration the perspective of poten-
tial readers (e.g., Bereiter, 1980). These failures in planning
are compounded by failures to revise first drafts; a K–12 stu-
dent’s first draft of a story or essay is often the final draft as
well (Bereiter & Scardamalia, 1987; Fitzgerald, 1987). The
coherence of writing does indeed improve with age during the
K–12 years (Langer, 1986; Stahl, 1977); still, much so-called
knowledge telling at the end of the elementary years continues
into the secondary school years, with young writers simply
adding ideas to essays willy-nilly as the ideas come to mind
(Bereiter & Scardamalia, 1987; Emig, 1971; Pianko, 1979;
Scardamalia & Bereiter, 1986). Even the best of high school
writers tend to produce essays with a simple structure: Often,
high school essays consist of a thesis statement, followed
by several paragraphs, each of which makes one point. The
writer then closes with a single-paragraph summary and con-
clusion (Applebee, 1984; Durst, 1984; Marshall, 1984).

Scholars interested in the development of composition
skills reasoned that it was the attention to mechanics rather
than to holistic composition that was the culprit behind the
unimpressive writing typically occurring in school—that is,
holistic composition skills were typically not taught before
the 1980s. Moreover, the most frequent type of writing as-
signment in school did not demand much in the way of plan-
ning or revision; rather, it encourages students simply to dump
knowledge—that is, the most typical writing assignment in
school is to write a few sentences in reaction to short-answer
questions on study guides or tests, with the evaluation of an-
swers based on content rather than form (Applebee, 1984;
Langer &Applebee, 1984, 1987; Marshall, 1984). When form
does matter, typically spelling and punctuation count more
than does overall organization of the writing, which does not
encourage students to be attentive to the higher-order organi-
zational aspects of writing (Langer, 1986).

An important analysis of composition was carried out by
Flower and Hayes (1980, 1981). They directed college-
level writing teachers and college freshmen to think aloud as
they wrote. The most striking and important finding in the
study was that excellent writers viewed writing as problem–
solving; planning, drafting, and revision were the three
processes required to solve the problem of creating a composi-
tion. Moreover, Flower and Hayes observed that good writers
did not simply cycle through these processes in a linear fashion;
rather, they used the processes recursively—some planning,
then some drafting, followed by more planning, some drafting,
and then some revision, which makes it clear that still more

planning and drafting are required, and so on until the writer is
satisfied with the product. In contrast to the college writing
teachers, freshmen were much less likely to have clear goals
before beginning to write; they did less planning and revision
than did the teachers; knowledge telling was more prominent in
the student writing than in the teachers’ writing. Attention to
mechanics was prominent throughout writing for the students;
in contrast, college writing teachers only worried about me-
chanics as they were nearing the end of writing, seeing it as part
of the polishing process. The Flower and Hayes work provided
both a clear vision of the nature of excellent writing and a vivid
understanding about how the writing of beginning college
students falls far short of the expert ideal.

Curriculum developers took notice of the Flower and
Hayes’work. In particular, scholars identifying with the whole
language approach to beginning language arts began to en-
courage much writing every day (Atwell, 1987; Calkins,
1986; Graves, 1983). The role of the teacher in this effort was
largely to coach students during revision—providing prompts
to student writers to revise spelling, grammar, and capitaliza-
tion, and of course minilessons on these topics when they
were required. Even so, instruction to plan, draft, and revise
was less prominent in the whole language efforts than it was
in other approaches to teaching of writing.

One notable approach was dubbed cognitive strategy in-
struction in writing (CSIW) by its creators (Englert, Raphael,
Anderson, Anthony, & Stevens, 1991). Englert et al. particu-
larly focused on expository writing. There was a great deal of
teacher explanation about writing structures for conveying
ideas (e.g., teaching of compare-and-contrast essay struc-
tures). Teachers often would share examples of good and poor
essays with students, thinking aloud as they worked on revis-
ing such essays. Such thinking aloud was central as the teach-
ers modeled the construction and revision of expositions.
Thus, during planning, the teacher modeled the use of a series
of questions that should be on the mind of anyone preparing
to write an essay: Students saw the teacher reflecting on the
questions Who am I writing for?, Why am I writing this?,
What do I know?, How can I group my ideas?, and How will I
organize my ideas? If such direct explanation and modeling
of strategies seems familiar, it should, since Englert et al.
(1991) were very much influenced by their Michigan State
colleague Gerry Duffy, who developed the direct explanation
and modeling approach to comprehension instruction covered
earlier in this chapter. Just as such direct explanation of strate-
gies improved comprehension, it also improved essay writing
in Englert et al. (1991) relative to students not receiving such
instruction, with the study taking place over an entire school
year. In particular, the essays of students (both regular-
education students and those with reading disabilities) taught
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to plan, draft, and revise were judged to convey their mes-
sages better overall. In recent years, a number of replications
have supported the general finding that teaching elementary
students to plan, draft, and revise improves writing (Harris &
Graham, 1996).

Most striking, effective writing instruction for elementary
students provides detailed guidance and support about how to
plan, draft, and revise (e.g., De La Paz & Graham, 1997;
Graham, 1997). Thus, one effective instruction for stimulat-
ing story writing involved providing prompts for each part of
a story. Thus, young writers were taught to respond to the fol-
lowing questions as they wrote (Harris & Graham, 1996):
Who is the main character? Who else is in the story? When
does the story take place? Where does the story take place?
What does the main character do or want to do? What do other
characters do? What happens when the main character does or
tries to do it? What happens with the other characters? How
does the story end? How does the main character feel? How
do other characters feel?

In summary, psychological research has greatly informed
the teaching of writing in elementary schools; a substantial
body of research validates the plan, draft, and revise model.
Most impressively, writing researchers have been able to
demonstrate consistent benefits for children experiencing great
problems with writing, including those classified as reading
and writing disabled (Harris & Graham, 1996).

ENCOURAGING ADULT LITERACY

Adults in need of literacy instruction vary greatly. Some re-
quire basic, word-level instruction, whereas others can read
words but do not understand very well what they read. Many
adults have not learned to compose well enough to express
themselves well in writing.

Basic, Word-Level Difficulties

Many adults cannot read at all. Although the problem is espe-
cially acute in many developing countries, adult illiteracy in
the industrialized world is common as well; persons who are il-
literate suffer economically and psychologically because of
their condition. A number of countries and their political lead-
ers view literacy development as a key to their economic de-
velopment and general betterment; hence, national literacy
campaigns have been common in developing countries (Bhola,
1999; Wagner, 1999; Windham, 1999). Some who particularly
identify with the masses in developing countries conceive of
literacy development as a powerful political tool—one with
the potential to empower the masses (Freire & Macedo, 1987).

Religious groups have also been interested in developing
literacy in many underdeveloped regions as part of their evan-
gelization efforts, recognizing that people who can read reli-
gious texts are more likely to become converts than are people
who cannot (Venezky, 1999).

In some U.S. locales, for example, as much as 10–20% of
the population lacks the most basic literacy skills (National
Institute for Literacy, 1998). In recent years, the negative eco-
nomic impact of these illiterate citizens has been emphasized
as a motivation for addressing problems of adult literacy in
America (Hull & Grubb, 1999). Most conspicuously, illiter-
ate adults are much less employable than are people who can
read and write, and they are also certainly less able to meet
the demands of an ever more technological world.

Unfortunately, many adults who are illiterate have low psy-
chometric intelligence, and no dramatic advances have been
made in understanding how to develop reading and writing
skills in illiterate adults who have low intelligence. What is of-
fered to most adult illiterates—ones who cannot read at all—is
very basic instruction in word recognition skills; groups such
as Literacy Volunteers of America (LVA) and Laubach have
been prominent in these efforts. This approach makes concep-
tual sense: The core problem for most illiterate adults—if they
have at least average intelligence—is their ability to recognize
words, and they have great difficulties in mapping the letters in
words to component sounds and blending them (Bell &
Perfetti, 1994; Elbro, Nielsen, & Petersen, 1994; Greenberg,
Ehri, & Perin, 1997). Thus, there is good reason to believe that
most normally intelligent adults who cannot read words could
learn to do so with systematic instruction in the sounding out
of words (e.g., Vellutino et al., 1996), if only these nonreaders
would be willing to stay the course of basic letter- and word-
level instruction—that is, many adult education programs
focusing on basic reading have difficulty keeping students en-
rolled because the instruction is not very motivating (i.e.,
letter-sound drills and drilling on sight vocabulary bores many
adults). Recent efforts to make such instruction attractive to
adult learners have focused on use of technology in instruc-
tion, although much of the technology now available is
running skill and drill routines much like the human skill and
drill instruction that has failed previously to hold adults in
basic reading education (Askov & Bixler, 1998).

Comprehension Difficulties

Although adults who cannot read words at all are saliently
illiterate, many other adults can read words but do not
comprehend or remember very well what they read. Other
adults have great difficulty expressing themselves in writing.
Adults who have difficulties with comprehension and writing
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are especially challenged by the demands of higher education;
hence, it is during higher education that their problems are
being addressed. Most contemporary institutions of higher
education offer remedial reading, writing, and study skills
courses. Although such efforts have more than a century of
precedence in higher education, their prevalence increased
throughout the twentieth century (Stahl & King, 2000), so that
even the most elite of colleges and universities now offer such
instruction. Such instruction early in the college career is
important for many students because college requires reading
of textbooks that are more demanding than are those encoun-
tered in high school, reading of genres never encountered
before (e.g., journal articles), and—increasingly—interaction
with electronic sources of information (Pugh, Pawan, &
Antommarchi, 2000).

College reading, writing, and study skills courses—at their
best—are informed by a substantial research literature on the
improvement of reading, writing, and study skills in adults.
Much of college-level remedial reading involves teaching stu-
dents classic comprehension strategies (Nist & Holschuh,
2000). Thus, because most students are confronted with text-
books containing many related ideas, study skills courses typ-
ically teach students how to construct concept maps or
outlines (Caverly, Orlando, & Mullen, 2000; Nist & Holschuh,
2000). The students are taught to devise maps or outlines that
indicate relationships between ideas in the text, including hi-
erarchical ideas as well as cause-and-effect relationships, se-
quences, and simple listings of ideas. Although such mapping
has the benefit of forcing students to attend to relationships
specified in text (Lipson, 1995), it can be very challenging to
some students to identify the relationships that need to be
mapped (Hadwin & Winne, 1996)—that is, concept mapping
can make ideas clearer and more memorable, but if a student
has real problems with text comprehension, she or he may not
be able to produce much of a concept map. Students in study
skills courses are also taught to underline, highlight, and anno-
tate text selectively; again, however, doing so effectively re-
quires understanding the material (e.g., Caverly et al., 2000;
Nist & Kirby, 1989).

There are also a variety of strategies that require readers to
work actively with text. Thus, elaborative rehearsal requires
the reader to restate the text as she or he would if teaching a
class (Simpson, 1994). Readers can be taught to self-test them-
selves on material they have read (Weinstein, 1994), which re-
quires both rehearsal of material and confronting ideas that are
not yet known (see Pressley, Borkowski, & O’Sullivan, 1984,
1985, for coverage of how testing increases awareness of what
is known and unknown). Readers can also be taught to figure
out why ideas and relationships in text make sense, rather than
passively accepting facts and relationships as stated—an

approach known as elaborative interrogation (see Menke &
Pressley, 1994; Pressley, Wood, et al., 1992). Perhaps the most
widely disseminated study skills approach is SQ3R (Robinson,
1946), which stands for survey the text, ask questions about
what might be in the text, read the text, recite it, and review it.

Do such reading strategies work? Each of the strategies
works under some circumstances, with some types of readers,
and with some types of texts. Some require extensive instruc-
tion in order for students to learn them, such as the complex
SQ3R (Caverly et al., 2000; Nist & Kirby, 1989). Most stud-
ies skills experts recommend teaching such strategies not
alone, but rather in conjunction with other procedures in-
tended to keep students on task, such as time management
techniques. In addition, many studies skills programs also in-
clude teaching of vocabulary to increase comprehension, rec-
ognizing that many struggling college readers do not know
the words they need to know in order to comprehend readings
encountered in college (Simpson & Randall, 2000). For
example, students are often taught the important Latin and
Greek root words as an aid to understanding new vocabulary;
also, they can be taught how to make use of context clues in
sentences and paragraphs (Simpson & Randall, 2000).

Of course, a key ingredient in any program to enhance
comprehension has to be reading itself. Like all skills, reading
improves with practice. So do component competencies of
reading. Thus, a great deal of incidental learning of vocabulary
occurs during reading (Nagy, 1988; Sternberg, 1987), and this
incidental learning makes future comprehension easier.

Writing Difficulties

With respect to writing, many college-age writers do not plan,
draft, and revise (Flower et al., 1990). More positively, at
least at selective universities, such as Carnegie-Mellon (i.e.,
where Flower et al.’s 1990 work was carried out), a sizable
portion—perhaps 40% of students—do at least some plan-
ning before they write; they think about the goal of writing
and how that goal can be accomplished as well as the infor-
mation they need to accomplish the goal. That the majority of
students at elite schools and a much higher proportion at less
selective universities (see Rose, 1989, chap. 7) need instruc-
tion in all aspects of the composing process has stimulated the
development of college writing programs that teach students
how to plan, draft, and revise as part of composition, and one
of the best developed of these was devised at Carnegie-
Mellon (Flower, 1997). A variety of alternative approaches to
teaching of college writing are available to students in need
of assistance (Valeri-Gold & Deming, 2000), although few
well-controlled evaluations of these programs are currently
available.
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Summary

Although some research has examined how to improve word-
level problems in adults as well as their comprehension and
writing difficulties, much remains left to learn. With the ex-
pansion of instructional opportunities for adults in need of lit-
eracy instruction, the need is greater than ever for research on
adult literacy and how it can be enhanced. Society is willing to
provide the resources for adult literacy instruction; research
must provide interventions worth delivering to adults who
need to improve their reading and writing skills.

CLOSING COMMENTS

Much has been learned about reading and writing and how it
can be enhanced, beginning with infancy and extending into
adulthood. That said, enormous gaps still remain in under-
standing literacy. For example, more is known about teaching
word recognition skills to struggling young readers than is
known about how such instruction affects normal and gifted
readers. Finding out what difference word recognition instruc-
tion makes to such populations is important because society
and the institution of schooling increasingly favors extensive,
explicit decoding instruction for all primary-level students.
Similarly, although much has been learned about how to in-
crease comprehension in elementary students, we still do not
know how to develop teachers who can deliver such instruc-
tion well and who will deliver it faithfully. What we do know
is that such instruction is very challenging for many teachers
(Pressley & El-Dinary, 1997). The many research successes in
the area of literacy research and instruction should go far in
stimulating a great deal of additional research in the next quar-
ter century; such work is necessary because the research of the
twentieth century permitted much progress in understanding
literacy without providing definitive understanding about how
to prevent literacy difficulties and failures. Many children and
adults continue to struggle to be readers and writers, which is
an increasingly serious situation because our technologically
driven society demands greater literacy competencies in every
new generation.
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MATHEMATICAL LEARNING

Does beauty have structure? How does a hinge work? What
happens if zero divides a number? Do the symmetries of a
triangle and the set of integers under addition have any struc-
ture in common? How many distinct patterns of wallpaper
design are possible? What are Nature’s numbers? How do
nurses determine the dosage of drugs (e.g., Pozzi, Noss, &
Hoyles, 1998) or entomologists quantify relations among ter-
mites (e.g., Hall, Stevens, & Torralba, in press)? What forms
of mathematical activity are found in automotive production
(Smith, 1999)? Questions like these suggest the enormous
imaginative scope and practical reach of mathematics and
demonstrate that mathematicians are jugglers not of num-
bers, but of concepts (e.g., Stewart, 1975). Mathematical
practice spans a universe of human endeavor, ranging from

art and craft to engineering design, and its products extend
over much of recorded history. Despite this long history of
mathematics, systematic study of mathematical learning oc-
cupies only a brief slice in time. Nevertheless, research in
mathematics education and in the psychology of mathemati-
cal learning continues to grow, so that any review of this
research is necessarily incomplete and highly selective.

Our choices for this review stem from a genetic view of
knowledge (Piaget, 1970), a “commitment that the structures,
forms, and possibly the content of knowledge is determined
in major respects by its developmental history” (diSessa,
1995, p. 23). Mathematics develops within a collective his-
tory of argument and inscription (Davis & Hersh, 1981;
Devlin, 2000; Kline, 1980; Lakatos, 1976; Nunes, 1999;
Polya, 1945), so a genetic account of mathematical learning
describes potential origins and developmental landscapes of
these modes of thought. Accordingly, we first examine the
nature of mathematical argument, tracing a path between
everyday forms of argument and those that are widely recog-
nized as distinctly mathematical. In this first section we focus
on the epistemology (the grounds for knowing) and skills of
argument, rather than on the more familiar heuristics and
processes of mathematical reasoning (see, e.g., Haverty,
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Koedinger, Klahr, & Alibali, 2000; Leinhardt & Schwarz,
1997; Schoenfeld, 1992). We suggest that developmental
roots of mathematical argument reside in the structure of nar-
rative and pretend play but note how these roots must be
nurtured to promote epistemic appreciation of proof and
related forms of mathematical argument.

We next turn to the role that inscriptions (e.g., markings in
a medium such as paper) and notations play in the growth and
development of mathematical ideas. Our intention once again
is to illuminate the developmental relationship between infor-
mal scratches on paper and the kinds of symbol systems em-
ployed in mathematical practice. In concert with the core role
assigned to argument, we suggest that mathematical thinking
emerges as refinement of everyday claims about pattern and
possibility yet departs from these everyday roots as these
claims are progressively inscribed and otherwise symbolized.
Inscription and mathematical thinking co-originate (Rotman,
1993), so that mathematics emerges as a distinct form of lit-
eracy, much in the manner in which writing distinguishes
itself from speech.

From these starting points we examine how these general
qualities of mathematical thinking play out in two realms:
geometry measurement and mathematical modeling. We
chose the former because spatial mathematics typically
receives short shrift in reviews of this kind, yet it encom-
passes a tradition that spans two millennia. Furthermore, spa-
tial visualization is increasingly relevant to scientific inquiry
and is undergoing a renaissance in contemporary computa-
tional mathematics. Modeling was selected as the second
strand because modeling emphasizes the need for a broad
mathematical education that includes several forms of math-
ematical inquiry. Moreover, modeling underscores the need
to develop accounts of mathematical learning at the bound-
aries of professional practices and conventionally recognized
mathematical activity (e.g., Moschkovich, 2002).

The studies selected for this review reflect both cognitive
(e.g., Anderson & Schunn, 2000) and sociocultural perspec-
tives (e.g., Forman, in press; Greeno, 1998) on learning. Stud-
ies of cognitive development typically shed light on
individual cognitive processes, for example, how young
students might think about units of measure and how their un-
derstandings might evolve. In contrast, sociocultural perspec-
tives typically underscore thinking as mediated activity (e.g.,
Mead, 1910; Wertsch, 1998). For example, one might con-
sider the history of cultural artifacts, such as rulers, in chil-
dren’s developing conceptions of units. We believe that both
forms of analysis are indispensable and that, in fact, these per-
spectives are interwoven for learners, regardless of re-
searchers’proclivities to consider them as distinct enterprises.
Consider, for example, the idea of learning to construct a

geometric proof. On the one hand, a cognitive analysis char-
acterizes the kinds of skills required to develop a proof and
describes how those skills must be orchestrated (e.g.,
Koedinger & Anderson, 1990). These forms of char-
acterization seem indispensable to instructional design
(Anderson & Schunn, 2000). On the other hand, the need for
proof is cultural, arising from an epistemology that values
proof as explanation (Harel & Sowder, 1998; Hersh, 1993).
Accordingly, this perspective poses the challenge not just of
accounting for the understanding of proof, but also of how
one might inculcate a classroom culture that values proof. In
the sections that follow, we attempt to strike a balance be-
tween these two levels of explanation because both supply
important accounts of mathematical learning. Because we as-
sume that readers are familiar with the general nature of these
two kinds of analysis, we will not flesh out the assumptions of
each perspective in this chapter.

THE GROWTH OF ARGUMENT

Arguments in mathematics aim to provide explanations of
mathematical structures. Proof is often taken as emblematic
of mathematical argument because it both explains and pro-
vides grounds for certainty that are hard to match or even
imagine in other disciplines, such as science or history.
Although everyday folk psychology often associates proof
with drudgery, for mathematicians proof is a form of dis-
covery (e.g., de Villiers, 1998), and even “epiphany” (e.g.,
Benson, 1999). Yet conviction does not start with proof, so in
this section we trace the ontogeny of forms of reasoning that
seem to ground proof and proof-like forms of explanation.
Our approach here is necessarily speculative because there is
no compelling study of the long-term development of an
epistemic appreciation for mathematical argument. More-
over, the emblem of mathematical argument, proof, is often
misunderstood as a series of conventional procedures for
arriving at the empirically obvious, rather than as a form of
explanation (Schoenfeld, 1988). International comparisons
of students (e.g., Healy & Hoyles, 2000) confirm this impres-
sion, and apparently many teachers hold similar views
(Knuth, 2002; Martin & Harel, 1989).

Nonetheless, several lines of research suggest fruitful
avenues for generating an epistemology of mathematical
argument that is more aligned with mathematical practice and
more likely to expose progenitors from which this epistemol-
ogy can be developed. (We are not discounting the growth of
experimental knowledge in mathematics but are focusing on
grounds for certainty here. We return to this point later.)
In the sections that follow, we suggest that mathematical
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argument evolves from everyday argument and represents an
epistemic refinement of everyday reasoning. We propose that
the evolution is grounded in the structure of everyday
conversation, is sustained by the growth and development of
an appreciation of pretense and possibility, and is honed
through participation in communities of mathematical in-
quiry that promote generalization and certainty.

Conversational Structure as a Resource for Argument

Contested claims are commonplace, of course, and perhaps
there is no more common arena for resolving differing
perspectives than conversation. Although we may well more
readily recall debates and other specialized formats as
sparring grounds, everyday conversation also provides many
opportunities for developing “substantial” arguments
(Toulmin, 1958). By substantial, Toulmin referred to argu-
ments that expand and modify claims and propositions but
that lead to conclusions not contained in the premises (unlike
those of formal logic). For example, Ochs, Taylor, Rudolph,
and Smith (1992) examined family conversations with young
children (e.g., 4–6 years of age) around such mundane events
as recall of “the time when” (e.g., mistaking chili peppers for
pickles) or a daily episode, such as an employee’s reaction to
time off. They suggested that dinnertime narratives engender
many of the elements of sound argument in a manner that
parallels scientific debate. First, narratives implicate a prob-
lematic event, a tension in need of resolution, so that narra-
tives often embody some form of contest, or at least contrast.
Second, the problematic event often invites causal explana-
tion during the course of the conversation. Moreover, these
explanations may be challenged by conarrators or listeners,
thus establishing a tacit anticipation of the need to ground
claims. Challenges in everyday conversations can range from
matters of fact (e.g., disputing what a character said) to mat-
ters of ideology (e.g., disputing the intentions of one of the
characters in the account). Finally, conarrators often respond
to challenges by redrafting narratives to provide alternative
explanations or to align outcomes more in keeping with a
family’s worldview. By means of explicit parallels like these,
Ochs et al. (1992) argued that theories and stories may be
generated, critiqued, and revised in ways that are essentially
similar (see Hall, 1999; Warren, Ballanger, Ogonowski,
Rosebery, & Hudicourt-Barnes, 2001, regarding continuities
between everyday and scientific discourses).

Studies like those of Ochs et al. (1992) are emblematic of
much of the work in conversation analysis, which suggests
that the structure of everyday talk in many settings is an
important resource for creating meaning (Drew & Heritage,
1992). For example, Rips (1998; Rips, Brem, & Bailenson,

1999) noted that everyday conversationalists typically make
claims, ask for justification of others’ claims, attack claims,
and attack the justifications offered in defense of a claim. The
arrangement of these moves gives argumentation its charac-
teristic shape. Judgments of the informal arguments so
crafted depend not only on the logical structure of the argu-
ment but also on consideration of possible alternative states
of the claims and warrants suggested. Rips and Marcus
(1976) suggested that reasoning about such suppositions, or
possible states, requires bracketing uncertain states in mem-
ory in order to segregate hypothetical states from what is
currently believed to be true. In the next section we review
evidence about the origins and constraints on this cognitive
capacity to reason about the hypothetical.

From Pretense to Proof

Reasoning about hypothetical states implicates the develop-
ment of a number of related skills that culminate in the
capacity to reason about relations between possible states of
the world, to treat aspects of them as if they were in the
world, to objectify possibilities, and to coordinate these
objects (e.g., conjectures, theories, etc.) with evidence. Both
theory and evidence are socially sanctioned and thus cannot
be properly regarded apart from participation in communities
that encourage, support, and otherwise value these forms of
reasoning. We focus first on the development of representa-
tional competence, which appears to originate in pretend
play, and then on corresponding competencies in conditional
reasoning. We turn then from competence to dispositions
to construct sound arguments that coordinate theory and
evidence and, in mathematics, to prove. Because these dispo-
sitions do not seem to arise as readily as the competencies
that underlie them, we conclude with an examination of the
characteristics of classroom practices that seem to support
the development of generalization and grounds for certainty
in early mathematics education.

Development of Representational Competence

One of the features of mathematical argument is that one must
often reason about possible states of affairs, sometimes even
in light of counterfactual evidence. As we have seen, this ca-
pacity is supported by everyday conversational structure.
However, such reasoning about possibility begins with repre-
sentation. This representational capacity generally emerges
towards the end of the second year and is evident in children’s
pretend play. Leslie (1987) clarified the representational de-
mands of pretending that a banana is a telephone, while
knowing very well that whatever the transformation, the
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banana remains a banana, after all. He suggested that pretense
is founded in metarepresentational capacity to constitute (and
distinguish) a secondary representation of one’s primary rep-
resentation of objects and events.

Metarepresentation expands dramatically during the
preschool years. Consider, for example, DeLoache’s (1987,
1989, 1995) work on children’s understanding of scale mod-
els of space. DeLoache encouraged preschoolers to observe
while she hid small objects in a scale model of a living room.
Then she brought them into the full-scale room and asked
them to find similar objects in the analogous locations.
DeLoache observed a dramatic increase in representational
mapping between the model and the world between 2.5 and
3 years of age. Younger children did not seem to appreciate,
for example, that an object hidden under the couch in the
model could be used to find its correspondent in the room,
even though they readily described these correspondences
verbally. Yet slightly older children could readily employ the
model as a representation, rather than as a world unto itself,
suggesting that they could sustain a clear distinction between
representation and world.

Gentner’s (Gentner & Loewenstein, 2002; Gentner &
Toupin, 1986) work on analogy also focuses on early devel-
oping capacities to represent relational structures, so that one
set of relations can stand in for another. For example,
Kotovsky and Gentner (1996) presented triads of patterns to
children ranging from 4 to 8 years of age. One of the patterns
was relationally similar to an initially presented pattern (e.g.,
small circle, large circle, small circle matched to small
square, large square, small square), and the third was not
(e.g., large square, small square, small square). Although the
4-year-olds responded at chance levels, 6- and 8-year-olds
preferred relational matches. These findings are consistent
with a relational shift from early reliance on object-matching
similarity to later capacity and preference for reasoning rela-
tionally (Gentner, 1983). This kind of relational capacity
undergirds conceptual metaphors important to mathematics,
like those between collections of objects and sets in arith-
metic, and forms the basis for the construction of mathemati-
cal objects (Lakoff & Nunez, 2000). Moreover, Sfard (2000)
pointed out that although discourse about everyday events
and objects is a kind of first language game (in Wittgenstein’s
sense), the playing field in mathematics is virtual, so that
mathematical discourse is often about objects that have no
counterpart in the world.

Knitting Possibilities: Counterfactual Reasoning

Collectively, research on the emergence of representational
competence illuminates the impressive cognitive achievement

of creating and deploying representational structures of actual,
potential, and pretend states of the world. However, it is yet
another cognitive milestone to act on these representations to
knit relations among them, a capacity that relies on reasoning
about relations among these hypothetical states. Children’s
ability to engage in such hypothetical reasoning is often dis-
counted, perhaps because the seminal work of Inhelder and
Piaget (1958) stressed children’s, and even adults’, difficulties
with the (mental) structures of logical entailment. However,
these difficulties do not rule out the possibility that children
may engage in forms of mental logic that provide resources for
dealing with possible worlds, even though they may fall short
of an appreciation of the interconnectedness of mental opera-
tors dictated by formal logic. Studies of child logic document
impressive accomplishments even among young children. For
the current purpose of considering routes to mathematical
argument, we focus on findings related to counterfactual
reasoning—reasoning about possible states that run counter to
knowledge or perception, yet are considered for the sake of the
argument (Levi, 1996; Roese, 1997). This capacity is at the
heart of deductive modes of thought that do not rely exclu-
sively on empirical knowledge, yet can be traced to children’s
capacity to coordinate separate representations of true and
false states of affairs in pretend play (Amsel & Smalley, 2001).

In one of the early studies of young children’s hypotheti-
cal reasoning, Hawkins, Pea, Glick, and Scribner (1984)
asked preschool children (4 and 5 years) to respond to syllo-
gistic problems with three different types of initial premises:
(a) congruent with children’s empirical experience (e.g.,
“Bears have big teeth”), (b) incongruent with children’s
empirical experience (e.g., “Everything that can fly has
wheels”), and (c) a fantasy statement outside of their experi-
ence (e.g., “Every banga is purple”). Children responded to
questions posed in the syllogistic form of modus ponens
(“Pogs wear blue boots. Tom is a pog. Does Tom wear blue
boots?”). They usually answered the congruent problems cor-
rectly and the incongruent problems incorrectly. Further-
more, children’s responses to incongruent problems were
consistent with their experience, rather than the premises of
the problem. This empirical bias was a consistent and strong
trend. However, unexpectedly, when the fantasy expressions
were presented first, children reasoned from premises, even if
these premises contradicted their experiences. This finding
suggested that the fantasy form supported children in orient-
ing to the logical structure of the argument, rather than being
distracted by its content.

Subsequently, Dias and Harris (1988, 1990) presented
young children (4-, 5- and 6-year olds) with syllogisms,
some counterfactual, such as, “All cats bark. Rex is a cat.
Does Rex bark?” When they were cued to treat statements as
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make-believe, or when they were encouraged to imagine the
states depicted in the premises, children at all ages tended to
reason from the premises as stated, rather than from their
knowledge of the world. Scott, Baron-Cohen, and Leslie
(1999) found similar advantages of pretense and imagination
with another group of 5-year-old children as well as with
older children who had learning disabilities. Harris and
Leevers (2001) suggested that extraordinary conditions of
pretense need not be invoked. They obtained clear evidence
of counterfactual reasoning with preschool children who
were simply prompted to think about the content of coun-
terfactual premises or, as they put it, to adopt an analytic
perspective.

Further research of children’s understandings of the
entailments of conditional clauses suggests that at or around
age 8, many children interpret these clauses biconditionally.
That is, they treat the relationship symmetrically (Kuhn, 1977;
Taplin, Staudenmayer, & Taddonio, 1974), rather than treat-
ing the first clause as a sufficient but not necessary condition
for the consequent (e.g., treating “if anthrax, then bacteria” as
symmetric). However, Jorgenson and Falmagne (1992)
assessed 6-year-old children’s understanding of entailment in
story formats and found that this form of narrative support
produced comprehension of entailment more like that typi-
cally shown by adults. O’Brien, Dias, Roazzi, and Braine
(1998) suggested that the conflicting conclusions like these
about conditional reasoning can be traced to the model of ma-
terial implication (if P, then Q) based on formal logic. O’Brien
and colleagues argued that it may be a mistake to evaluate
conditional reasoning via the truth table of formal logic (espe-
cially the requirement that a conditional is true whenever its
antecedent is false). This perspective, they think, obscures the
role of conditionals in ordinary reasoning. They proposed in-
stead that a set of logic inference schemas governs conditional
reasoning. Collectively, these schemas rely on supposing that
the antecedent is true and then generating the truth of the con-
sequent. They found that second- and fifth-grade children in
both the United States and Brazil could judge the entailments
of the premises of a variety of conditionals (e.g., P or Q, Not-
P or Not-Q) in ways consistent with these schemas, rather than
strict material implication. Even preschool children judged a
series of counterfactual events, for example, those that would
follow from a character pretending to be a dog, as consistent
with a story. An interesting result was that they also excluded
events that were suppositionally inconsistent with the story,
for example, the same character talking on the phone even
though those events were presumably more consistent with
their experience (i.e., people, not dogs, use phones).

Collectively, these studies of hypothetical reasoning point
to an early developing competence for representing and

comparing possible and actual states of the world, as well as
for comparing possible states with other possible states.
Moreover, these comparisons can be reasoned about in ways
that generate sound deductions that share much, but do not
overlap completely, with formal logic. These impressive
competencies apparently arise from the early development
of representational competence, especially in pretend play
(Amsel & Smalley, 2001), as well as the structure of everyday
conversation. However, despite these displays of early com-
petence, other work suggests that the skills of argument are
not well honed at any age, and are especially underdeveloped
in early childhood.

The Skills of Argument

Kuhn (1991) suggested that an argument demands not only
generation of possibilities but also comparison and evalua-
tion of them. These skills of argument demand a clear sepa-
ration between beliefs and evidence, as well as development
of the means for establishing systematic relations between
them (Kuhn, 1989). Kuhn (2001) viewed this development as
one of disposition to use competencies like those noted, a
development related to people’s epistemologies: “what they
take it to mean to know something” (Kuhn, 2001, p. 1). In
studies with adults and adolescents (ninth graders) who
attempted to develop sound arguments for the causes of
unemployment, school failure, and criminal recidivism, most
of those interviewed did not seem aware of the inherent
uncertainty of their arguments in these ill-structured domains
(Kuhn, 1991, 1992). Only 16% of participants generated
evidence that would shed light on their theories, and only
about one third were consistently able to generate counterar-
guments to their positions. Kuhn, Amsel, and O’Loughlin
(1988) found similar trends with people ranging in age from
childhood (age 8) to adulthood who also attempted to gener-
ate theories about everyday topics like the role of diet in
catching colds. Participants again had difficulty generating
and evaluating evidence and considering counterarguments. 

Apparently, these difficulties are not confined to compara-
tively ill-structured problems. For example, in a study of the
generality and specificity of expertise in scientific reasoning,
Schunn and Anderson (1999) found that nearly a third of
college undergraduate participants never supported their
conjectures about a scientific theory with any mention of
empirical evidence. Kuhn (2001) further suggested that argu-
ments constructed in contexts ranging from science to social
justice tend to overemphasize explanation and cause at the
expense of evidence and, more important, that it is difficult
for people at all ages to understand the complementary epis-
temic virtues of each (understanding vs. truth).
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Proof

The difficulties that most people have in developing epistemic
appreciations of fundamental components of formal or scien-
tific argument suggest that comprehension and production of
more specialized epistemic forms of argument, such as proof,
might be somewhat difficult to learn.Anumber of studies con-
firm this anticipation. For example, Edwards (1999) invited 10
first-year high school students to generate convincing argu-
ments about the truth of simple statements in arithmetic, such
as, “Even x odd makes even.” The modal justification was, “I
tried it and it works” (Edwards, p. 494). When pressed for
further justification, students resorted to additional examples.
In a study of 60 high school students who were invited to gen-
erate and test conjectures about kites, Koedinger (1998) noted
that “almost all students seemed satisfied to stop after making
one or a few conjectures from the example(s) they had drawn”
(p. 327). Findings like these have prompted suggestions that
“it is safer to assume little in the way of proof understanding of
entering college students” (Sowder, 1994, p. 5).

What makes proof hard? One source of difficulty seems to
be instruction that emphasizes formalisms, such as two-
column proofs, at the expense of explanation (Coe &
Ruthven, 1994; Schoenfeld, 1988). Herbst (2002) went so far
as to suggest that classroom practices like two-column proofs
often bind students and their instructors in a pedagogical
paradox because the inscription into columns embodies two
contradictory demands. The format scripts students’ re-
sponses so that a valid proof is generated. Yet this very
emphasis on form obscures the rationale for the choice of the
proposition to be proved: Why is it important to prove the
proposition so carefully? What does the proof explain?
Hoyles (1997; Healy & Hoyles, 2000) added that curricula
are often organized in ways that de-emphasize deductive
reasoning and scatter the elements of proof across the school
year (see also Schoenfeld, 1988, 1994).

In their analysis of university students’ conceptions of
proof, Harel and Sowder (1998) found that many students
seem to embrace ritual and symbolic forms that share surface
characteristics with the symbolism of deductive logic. For
example, many students, even those entering the university,
appear to confuse demonstration and proof and therefore
value a single case as definitive. Martin and Harel (1989)
examined the judgments of a sample of preservice elemen-
tary teachers enrolled in a second-year university mathemat-
ics course. Over half judged a single example as providing a
valid proof. Many did not accept a single countercase as
invalidating a generalization, perhaps because they thought
of mathematical generalization as a variation of the general-
izations typical of prototypes of classes (e.g., Rosch, 1973).

Outcomes like these are not confined to prospective teachers:
Segal (2000) noted that 40% of entry-level university mathe-
matics students also judged examples as valid proofs.

Although many studies emphasize the logic of proof, oth-
ers examine proof as a social practice, one in which accept-
ability of proof is grounded in the norms of a community
(e.g., Hanna, 1991, 1995). These social aspects of proof sug-
gest a form of rationality governed by artifacts and conven-
tions about evidence, rigor, and plausibility that interact with
logic (Lakatos, 1976; Thurston, 1995). Segal (2000) pointed
out that conviction (one’s personal belief) and validity (the
acceptance of this belief by others) may not always be con-
sistent. She found that for first-year mathematics students,
these aspects of proof were often decoupled. This finding
accords well with Hanna’s (1990) distinction between proofs
that prove and those that explain, a distinction reminiscent of
Kuhn’s (2001) contrast between explanation and evidence.
Chazan (1993) explored the proof conceptions of 17 high
school students from geometry classes that emphasized
empirical investigation as well as deductive proof. Students
had many opportunities during instruction to compare deduc-
tion and induction over examples. One component of instruc-
tion emphasized that measurement of examples may suffer
from accuracy and precision limitations of measurement
devices (such as the sum of the angles of triangles drawn on
paper). A second component of instruction highlighted the
risks of specific examples because one does not know if one’s
example is special or general. Nevertheless, students did not
readily appreciate the virtues of proof. One objection was
that examples constituted a kind of proof by evidence, if one
was careful to generate a wide range of them. Other students
believed that deductive proofs did not provide safety from
counterexamples, perhaps because proof was usually con-
structed within a particular diagram.

Harel (1998) suggested that many of these difficulties can
be traced to fundamental epistemic distinctions that arose
during the history of mathematics. In his view, students’
understanding of proof is often akin to that of the Greeks,
who regarded axioms as corresponding to ideal states of the
world (see also Kline, 1980). Hence, mathematical objects
determine axioms, but in a more modern view, objects are
determined by axioms. Moreover, in modern mathematics,
axioms yield a structure that may be realized in different
forms. Hence, students’ efforts to prove are governed by epis-
temologies that have little in common with those of the math-
ematicians teaching them, a difficulty that is both cultural and
cognitive. Of course, the cultural-epistemic obstacles to
proof are not intended to downplay cognitive skills that
students might need to generate sound proofs (e.g.,
Koedinger, 1998). Nevertheless, it is difficult to conceive of
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why students might acquire the skills of proof if they do not
see its epistemic point.

Reprise of Pretense to Proof

The literature paints a somewhat paradoxical portrait of the
development of mathematical argument, especially the epis-
temology of proof. On the one hand, mathematical argument
utilizes everyday competencies, like those involved in
resolving contested claims in conversation and those under-
lying the generation and management of relations among
possible states of the world. On the other hand, mathematical
argument invokes a disposition to separate conjectures from
evidence and to establish rigorous relations between them—
all propensities that appear problematic for people at any age.
Moreover, the emphasis on structure and certainty in mathe-
matics appears to demand an epistemological shift away
from things in the world to structures governed by axioms
that may not correspond directly to any personal experience,
except perhaps by metaphoric extension (e.g., Lakoff &
Nunes, 1997). To these cognitive burdens we can also safely
assume that the practices from which this specialized form of
argument springs are hidden, both from students and even
(within subfields of mathematics) from mathematicians
themselves (e.g., Thurstone, 1995). Despite this paradox, or
perhaps because of it, emerging research suggests a synthesis
where the everyday and the mathematical can meet, so that
mathematical argument can be supported by—yet differenti-
ated from—everyday reasoning. In the next section we
explore these possibilities.

Mathematical Argument Emerges in Classrooms
That Support It

As the previous summary illustrates, research generally
paints a dim portrait of dispositions to create sound argu-
ments, even in realms less specialized than mathematics.
Nonetheless an emerging body of research suggests a con-
versational pathway toward developing mathematical argu-
ment in classrooms. The premise is that classroom discourse
can be formatted and orchestrated in ways that make the
grounds of mathematical argument visible and explicit even
to young children, partly because everyday discourse offers a
structure for negotiating and making explicit contested
claims and potential resolutions (e.g., Wells, 1999), and
partly because classrooms can be designed so that “norms”
(e.g., Barker & Wright, 1954) of participant interaction can
include mathematically fruitful ideas such as the value of
generalization. Rather than treating acceptance or disagree-
ment solely as internal states of mind, these are externalized

as discursive activities (van Eemeren et al., 1996). A related
claim is that classrooms can be designed as venues for initi-
ating students in the “register” (Halliday, 1978; Pimm, 1987)
or “Discourse” (Gee, 1997, in press) of a discipline like
mathematics.

Dialogue, then, is a potential foundation for supporting
argument, and studies outside of mathematics suggest that
sound arguments can be developed in dialogic interaction.
For example, Kuhn, Shaw, and Felton (1997) asked adoles-
cents and young adults to create arguments for or against
capital punishment. Compared to a control condition limited
to repeated (twice) elicitation of their views, a group en-
gaged in dyadic interactions (one session per week for five
weeks) was much more likely to create arguments that ad-
dressed the desirability of capital punishment within a
framework of alternatives. Students in this dyadic group also
were more likely to develop a personal stance about their
arguments. The development of argument in the engaged
group was not primarily related to hearing about the posi-
tions of others, but rather to the need to articulate one’s own
position, which apparently instigated voicing of new forms
of argument. Moreover, criteria by which one might judge
the desirability of capital punishment were elaborated and
made more explicit by those participating in the dyadic
conversations.

Studies of argument in classrooms where it is explicitly
promoted are also encouraging. For example, Anderson,
Chinn, Chang, Waggoner, and Yi (1997) examined the logical
integrity of the arguments developed by fourth-grade chil-
dren who participated in discussions about dilemmas faced
by characters in a story. The discussions were regulated by
norms of turn taking (students spoke one at a time and
avoided interrupting each other), attentive listening, and the
expectation of respectful challenge. The teacher’s role was to
facilitate student interaction but not to evaluate contributions.
Anderson et al. (1997) analyzed the microstructure of the
resulting classroom talk. They found that children’s argu-
ments generally conformed to modus ponens (if p, then q) if
unstated but shared premises of children were taken into
account. This context of shared understandings, generated
from collective experiences and everyday knowledge,
resolved referential ambiguities and thus constituted a kind
of sound, conversational logic. However, “only a handful
of children were consistently sensitive to the possibility of
backing arguments with appeals to general principles”
(Anderson et al., 1997, p. 162). Yet, such an emphasis on the
general is an important epistemic component of argument in
mathematics, which suggests that mathematics classrooms
may need to be more than incubators of dialogue and the gen-
eral norms that support conversational exchange.
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Mathematical Norms

Cobb and his colleagues have conducted a series of teaching
experiments in elementary school classrooms that examine
the role of conversational norms more explicitly attuned to
mathematical justification, such as those governing what
counts as an acceptable mathematical explanation (e.g.,
Cobb, Wood, Yackel, & McNeal, 1992; Cobb, Yackel, &
Wood, 1988; Yackel & Cobb, 1996). Cobb and his colleagues
suggested that mathematical norms constitute an encapsula-
tion of what counts as evidence, and a proliferation of norms
suggests that students in a class are undertaking a progressive
refinement and elaboration of mathematical meaning.

In this research several conversational gambits appear
reliably to frame the emergence of mathematically fruitful
norms. One is discussion of what constitutes a mathematical
difference, prompted by teachers who ask if anyone has
solved a problem in a different way. Yackel and Cobb (1996)
described interactions among students and teachers solving
number sentences like 78 � 53 � ____. During the course of
this interaction the teacher accepted strategies that involved
recomposition or decomposition of numbers as different, but
simple restatements of a particular strategy were not ac-
cepted as different (e.g., similar counts with fingers vs. teddy
bears). The need to contribute to this kind of collective
activity prompted students to reflect about how their strategy
was similar to or different from those described by class-
mates, a step toward generalization. Moreover, McClain and
Cobb (2001) found that negotiation of norms such as what
counted as a mathematical difference among first-graders
also spawned other norms such as what counted as a sophis-
ticated solution. This cascade of norms appeared to have
more general epistemological consequences, orienting chil-
dren toward mathematics as pattern as they discovered rela-
tionships among numbers.

Hershkowitz and Schwarz (1999) tracked the arguments
made by sixth-grade students in small group and collective
discussions of solution strategies and also noted steps toward
mathematics as pattern via discussion of mathematical differ-
ence. They observed that pedagogy in the sixth-grade class
they studied was oriented toward “purifying” students’ in-
vented strategies by suppressing surface-level differences
among those proposed. The resulting distillation focused
student attention on meaningful differences in mathematical
structures. Here again a negotiation of what counted as a
mathematical difference inspired the growth of mathematical
thinking.

Krummheuer (1998) suggested that mathematical norms
such as difference operate by formatting mathematical
conversation, meaning that they frame the interactions among
participants. Krummheuer (1995) proposed that formatting is

consequential for learning because similarly formatted argu-
ments invite cognitive recognition of similarity between
approaches taken in these arguments, thus setting the stage
for the distillation or purification noted previously. For exam-
ple, Krummheuer (1995) documented how two second-grade
boys initially disagreed about the similarity of their solution
methods to the problem of 8 � 4, but later found that although
one subtracted four from a previous result (9 � 4) and another
eight from a previous result (10 � 4), they were really talking
about the “same way.” This realization initiated discovery of
what made them the same—a quality that, in turn, was staged
by the norm of what counted as different.

Teacher Orchestration of Mathematical Conversation

The work of the teacher to establish norms is by no means
clear-cut because privileging certain forms of explanation may
compete with other goals, such as including all students.
Hence, part of the work of the teacher is to find ways to
orchestrate discussions that make norms explicit while also de-
veloping means to make a norm work collectively (McClain &
Cobb, 2001). In her study of argumentation in a second-grade
classroom, Wood (1999) illustrated the important role played
by teachers in formatting participation itself. She traced how a
second-grade teacher apprenticed students to the discourse of
mathematical disagreement, differentiating this kind of dis-
agreement from everyday, personal contest. Children appren-
ticed in problem-solving contexts well within their grasp, so
that when they later disagreed about the meaning of place
value (one student counted by tens from 49 and another
disagreed, contending that counts had to start at decades, as in
50, 60, etc.), the resulting argument centered around mathe-
matical, not personal, claims. Wood cautioned that what might
seem like fairly effortless ability to orchestrate arguments
about mathematical difference relies instead on prior spade-
work by the teacher. In this instance, much of that spadework
revolved around formatting disagreement. Other classroom
studies indicate that teachers assist mathematical argument by
explicit support of suppositional reasoning. For example,
Lehrer, Jacobson, et al. (1998) conducted a longitudinal study
of second-grade mathematics teachers who increasingly
encouraged students to investigate the implications of counter-
factual propositions (e.g., “What would happen if it were
true?”).

The work of the teacher to develop norms and format
argument is part of a more general endeavor to understand
how teachers assist student thinking about mathematics
dialogically. Henningsen and Stein (1997) found that student
engagement in classroom mathematics was associated with
a sustained press for justification, explanations, or meaning
through teacher questioning, comments, and feedback.
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Spillane and Zeuli (1999) noted that despite endorsing math-
ematics reform, teachers nevertheless had difficulty orienting
conversation in the classroom toward significant mathemati-
cal principles and concepts.

O’Connor and Michaels (1996) suggested that teacher
orchestration of classroom conversations “provides a site for
aligning students with each other and with the content of the
academic work while simultaneously socializing them into
particular ways of speaking and thinking” (p. 65). The conver-
sational mechanisms by which teachers orchestrate mathemat-
ically productive arguments include “revoicing” student
utterances so that teachers repeat, expand, rephrase, or animate
these parts of conversation in ways that increase their scope or
precision or that juxtapose temporally discrete claims for con-
sideration (O’Connor & Michaels, 1993, 1996). For example,
a student may explain how she solved a perimeter problem by
saying that she counted all around the hexagonal shape. In
response, her teacher might rephrase the student’s utterance by
substituting “perimeter” for her expression “all around.” In
this instance, the teacher is substituting a mathematical term,
“perimeter,” for a more familiar, but imprecise construction,
“all around,” thereby transforming the student’s utterance
spoken in everyday language into mathematical reference
(Forman, Larreamendy-Joerns, Stein, & Brown, 1998).

Revoicing encompasses more complex goals than substi-
tution of mathematical vocabulary for everyday words or
even expanding the range of a mathematical concept. Some
revoicing appears to be aimed at communicating respect for
ideas and at the larger epistemic agenda of helping students
identify aspects of mathematical activity, such as the need to
“know for sure” or the idea that a case might be a window to a
more general pattern (Strom, Kemeny, Lehrer, & Forman,
2001). For example, in a study of second graders who were
learning about geometric transformations by designing
quilts, Jacobson and Lehrer (2000) examined differences in
how teachers revoiced children’s comments about an instruc-
tional video that depicted various kinds of geometric trans-
formations in the context of designing a quilt. They found an
association between teacher revoicing and student achieve-
ment. In classes where teachers revoiced student comments
in ways that invited conjectures about the causes of observed
patterns or that drew attention to central concepts, students’
knowledge of transformational geometry exceeded that of
counterparts whose teachers merely paraphrased or repeated
student utterances.

Pathways to Proof

In classroom cultures characterized by cycles of conjec-
ture and revision in light of evidence, student reasoning
can become quite sophisticated and can form an important

underlying foundation for the development of proof (Reid,
2002). For example, Lampert (2001; Lampert, Rittenhouse,
& Crumbaugh, 1996) described a classroom argument about
a claim made by one student that 13.3 was one fourth of 55.
Other students claimed, and the class accepted, 27.5 as one
half of 55. Another student noted that 13.3 � 13. 3 � 26.6,
with the tacit premise that one fourth and one fourth is one
half, and hence refuted the first claim. Lampert (2001) noted
that the logical form of this proof also served to generate
an orientation toward student authority and justification, so
that the teacher (Lampert) was not the sole or even chief au-
thority on mathematical truth. Ball and Bass (2000) docu-
mented a similar process with third-grade students who
worked from contested claims to commonly accepted knowl-
edge by processes of conjecturing, generating cases, and
“confronting the very nature and challenge of mathematical
proof” (p. 196).

Although generating conjectures and exploring their ram-
ifications is an important precursor to proof, ironically it is
grasping the limitations of this form of argument that moti-
vates an important development toward proof as necessity. In
classrooms like those taught by Lampert and by Ball, the
need for proof emerges as an adjunct to sound argument. For
example, a pair of third graders working on a conjecture that
an odd number plus an odd number is an even number gener-
ated many cases consistent with the conjecture. Yet they were
not satisfied because, as one of them said: “You can’t prove
that Betsy’s conjecture always works. Because um, there’s,
um like, numbers go on and on forever and that means odd
numbers and even numbers go on forever, so you couldn’t
prove that all of them aren’t” (Ball & Bass, 2000, p. 196).

Children’s recognition of the limits of case-based induc-
tion has also been observed in other classrooms where teach-
ers orchestrate discussions and develop classroom cultures
consistent with mathematical practices. For example, Lehrer,
Jacobson, et al. (1998) observed a class of second-grade stu-
dents exploring transformational geometry who developed
the conjecture that there would always be some transfor-
mation or composition of transformations that could be ap-
plied to an asymmetric cell (a core unit) that would result in a
symmetric design. The class searched vigorously for a single
countercase among all the asymmetric core units designed by
the children in this class and could not generate any refutation.
Nevertheless, a subset of the class remained unconvinced and
continued to insist that that they could not “be really sure.”
Their rationale, like that of the third grader described earlier,
focused on the need to exhaustively test all possible cases,
a need that could not be met because “we’d have to test all
the core squares in the world that are asymmetric” (Lehrer,
Jacobson, et al., 1998, p. 183). They went on to note that this
criterion could not possibly be met due to its infinite size



366 Mathematical Learning

and also because “people are probably making some right
now” (p. 183). Hence, in classrooms like these, the need for
proof arises as children recognize the limitations of the gener-
alization of their argument. Of course, such need arises
only when norms valuing generalization and its rationale are
established.

When children have the opportunity to participate regu-
larly in these kinds of classroom cultures, there is good evi-
dence that their appreciation of mathematical generalization
and the epistemology of proof take root (e.g., Kaput, 1999).
For example, Maher and Martino (1996) traced the develop-
ment of one child’s reasoning over a five-year span (Grade 1
through 5) as she participated in classrooms of literate math-
ematical practice. A trace of conceptual change was obtained
by asking Stephanie to figure out how many different towers
four or five cubes tall can be made if one selects among red
and blue cubes. In the third grade Stephanie attempted to
generate cases of combination and eliminate duplicates. Her
justification for claiming that she had found all possible tow-
ers was that she could not generate any new ones. By the
spring of the fourth grade, Stephanie was no longer content
with mere generation and instead constituted an empirical
proof by developing a means for exhaustively searching all
possibilities.

In another longitudinal study (Grades 2–3), Lehrer and his
colleagues followed students in the same second-grade class
that had discovered the limits of case-based generalization
into and over the course of the third grade. These students’
mathematical experiences continued in a classroom empha-
sizing conjecture, justification, and generalization. Over the
course of the third-grade year, researchers recorded many
instances of student-generated proof in the context of class-
room discussion. At the end of the third grade, all children in
the class were interviewed about their preferences for justifi-
cations of mathematical conjectures to determine whether
proof genres sustained in classroom dialogues would guide
the thinking of individual students (Strom & Lehrer, 1999). 

Four conjectures were presented in the interview, two of
which were false and two of which were true. Justifications for
true conjectures included single cases, multiple cases, simple
restatement of the conjecture in symbolic notation, abstrac-
tion of single cases (notation without generalization, as in
using an abstract pattern of dots to represent the commutative
property of a case), and valid generalizations, in the form of
visual proofs (e.g., the rotational invariance of an arbitrary
rectangle for commutative property of multiplication). The
range of justification types was designed to distinguish be-
tween case-based and deductive generalizations on the one
hand and the form of proof (the restatement of the conjecture
in symbolic notation) from its substance on the other.Asimilar

format of justifications was employed for false conjectures,
such as, “When you take half of an even number, you get an
even number.” Here, however, we also included a single coun-
terexample. Students rank-ordered their preferences. For the
false conjecture, over half (55%) of the students selected the
counterexample as the best justification and the single case as
the worst. For the true conjectures, the majority chose the
visual proof as best and either the single case or simple trans-
lation of the statement into symbolic notation as worst.

Strom and Lehrer (1999) also observed processes of proof
generation for these 21 students, asking students to prove that
two times any number is an even number. Two of the 21 stu-
dents rejected the claim immediately, citing counterexamples
with fractions (we had intended whole numbers as a tacit
premise). Three other students cited the problem of proof by
induction, generated several cases, noted that they were
“pretty sure” that the conjecture was true, and then decided
that they could not prove it because, as one put it, “because
the numbers never stop. . . . I couldn’t ever really prove that”
(p. 31). Other students (n � 3) followed a similar line of rea-
soning, suggesting that they had “proved it to myself, but not
for others” (p. 32). Five students solved the problem of in-
duction, either by drawing on definition to deduce the truth of
the conjecture or by describing how the patterns they noticed
from exploring several cases constituted a pattern that could
be applied to all numbers. For example, two of these five stu-
dents verified the conjecture for the numbers 1 through 10 and
then stated that for numbers greater than 10 “any number that
ends in an even number is even” (p. 32). Then each student
showed how this implied that the pattern of even numbers
they had verified for 1 through 10 extended to all numbers—
“The rest of the numbers just have a different number at the
beginning” (p. 32). The remaining students generated several
cases, searched for and failed to find counterexamples, and
then declared that they saw the pattern and so believed the
conjecture true. In summary, students who had repeated op-
portunity to construct generalizations and proofs during the
course of classroom instruction were sensitive to the role of
counterexamples in refutation, and nearly all appreciated the
limitations of relying on cases (unless one could exhaustively
search the set). Generation of proof without dialogic assis-
tance was considerably more difficult, but in fact, many were
capable of constructing valid proofs, albeit with methods con-
siderably more limited than those at the disposal of partici-
pants well versed in the discipline.

In well-constituted classrooms, young students can suc-
ceed at these forms of reasoning with appropriate assistance.
However, work with adults illustrates how difficult it can be
to acculturate students to proof-based argument. Simon and
Blume (1996) conducted a study of prospective mathematics
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teachers who were schooled traditionally. At first, students
were satisfied by induction over several cases to “prove” that
the area of a rectangle could be constituted by multiplication
of its width and length. Rather than challenging something
that the students all knew to be true, the teacher (Simon)
directed the conversation toward explanation, subtly reori-
enting the grounds of argument from the particular to the
general (e.g., whether this would work all the time). Simon’s
emphasis on the general was further illustrated in another
episode in which students attempted to determine the area of
an irregular blob by transforming its contour to a more famil-
iar form. Although students could see in a case that their strat-
egy in fact also transformed the area, they were not bothered
by this refutation (see also Schauble, 1996), a manifestation
of an everyday sense of the general, rather than a mathemati-
cal sense. Simon and Blume (1996) also encountered the lim-
its of persuasion when students considered justifications of
their predictions about the taste of mixtures that were in
different ratios. Here students talked past one another, appar-
ently because some thought of the situation as additive and
others as multiplicative. Such studies of teaching and learn-
ing again emphasize both the role of the teacher in establish-
ing formats of argument consistent with the discipline and the
need for enculturation so that students can see the functions
of proof, not simple exposure to proof practices.

Reprise of Mathematical Argument

Mathematical argument emphasizes generality and certainty
about patterns and is supported by cognitive capacities to
represent possibility and to reason counterfactually about pos-
sible patterns. These capacities seem to be robustly supported
by cultural practices such as pretense and storytelling. Never-
theless, dispositions to construct mathematically sound argu-
ments apparently do not arise spontaneously in traditional
schooling or in everyday cultural practices. Mathematical
forms such as proof have their genesis in mathematics
classrooms that emphasize conjecture, justification, and
explanation. These forms of thinking demand high standards
of teaching practice because the evidence suggests that
although students may be the primary authors of these
arguments, it is the teachers who orchestrate them. Classroom
dialogue can spawn overlapping epistemologies, as students
are oriented toward mathematics as structure and pattern
while they simultaneously examine the grounds of knowl-
edge. Ideally, pattern and proof epistemologies co-originate in
classrooms because pattern provides the grounds for proof and
proof the rationale for pattern. Thus, classroom conversation
and dialogue constitute one possible genetic pathway toward
the development of proof reasoning skills and an appreciation

of the epistemology of generalization. Yet even as we empha-
size proposition and language, we are struck with the role
played by symbolization and tools in the development of argu-
ments in classrooms and in various guises of mathematical
practice. This is not surprising when one considers the central
historical role of such symbolizations in the development of
mathematics. We turn next to considering a complementary
genetic pathway to mathematical knowledge, that of students
as writers of mathematics.

INSCRIPTIONS TRANSFORM MATHEMATICAL
THINKING AND LEARNING

In this section we explore the invention and appropriation of
inscriptions (literal marks on paper or other media, following
Latour, 1990) as mediational tools that can transform mathe-
matical activity. This view follows from our emphasis in the
previous section on mathematics as a discursive practice in
which everyday resources, such as conversation and pre-
tense, provide a genetic pathway for the development of an
epistemology of mathematical argument, of literally talking
mathematics into being (Sfard, 2000; Sfard & Kieran, 2001).
Here we focus on the flip side of the coin, portraying mathe-
matics as a particular kind of written discourse— “a business
of making and remaking permanent inscriptions . . . operated
upon, transformed, indexed, amalgamated” (Rotman, 1993,
p. 25). Rotman distinguished this view from a dualist view of
symbol and referent as having independent existence,
proposing instead that signifier (inscription) and signified
(mathematical idea) are “co-creative and mutually origina-
tive” (p. 33). Accordingly, we first describe perspectives that
frame inscriptions as mediators of mathematical and scien-
tific activity, with attention to sociocultural accounts of
inscription and argument. These accounts of inscription but-
tress the semiotic approach taken by Rotman (1988, 1993)
and set the stage for cognitive studies of inscription. We go
on to describe children’s efforts to invent or appropriate in-
scriptions in everyday contexts such as drawing or problem
solving. Collectively, these studies suggest that the growth of
representational competence, as reviewed in the previous
section, is mirrored by a corresponding competence in the
uses of inscription and notation. In other words, the having of
ideas and the inscribing of ideas coevolve. Studies of inscrip-
tionally mediated thinking in mathematics indicate that math-
ematical objects are created as they are inscribed. This
perspective calls into question typical accounts in cognitive
science, where inscriptions are regarded as simply referring
to mathematical objects, rather than constituting them. We
conclude this section with the implications of these findings
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for an emerging arena of dynamic inscriptions, namely, com-
putational media.

Disciplinary Practices of Inscription and Notation

Studies in the sociology of science demonstrate that scientists
invent and appropriate inscriptions as part of their everyday
practice (Latour, 1987, 1990; Lynch, 1990). Historically, sys-
tems of inscription and notation have played important roles
in the quantification of natural reality (Crosby, 1997) and are
tools for modeling the world on paper (Olson, 1994). DiSessa
(2000, p. 19) noted,

Not only can new inscription systems and literacies ease learn-
ing, as algebra simplified the proofs of Galileo’s theorems, but
they may also rearrange the entire terrain. New principles
become fundamental and old ones become obvious. Entirely
new terrain becomes accessible, and some old terrain becomes
boring.

Visualizing Nature

One implication of this view of scientific practice as the in-
vention and manipulation of the world on paper (or electronic
screen) is that even apparently individual acts of perceiving
the world, such as classifying colors or trees, are mediated by
layers of inscription and anchored to the practices of discipli-
nary communities (Goodwin, 1994, 1996; Latour, 1986).
Goodwin (1994) suggested that inscriptions do not mirror
discourse in a discipline but complement it, so that profes-
sional practices in mathematics and science use “the distinc-
tive characteristics of the material world to organize
phenomena in ways that spoken language cannot—for exam-
ple, by collecting records of a range of disparate events onto
a single visible surface” (p. 611). For example, archaeolo-
gists classify a soil sample by layering inscriptions, field
practices, and particular forms of talk to render a professional
judgment (Goodwin, 2000). Instead of merely looking,
archaeologists juxtapose the soil sample with an inscription
(the Munsell color chart) that arranges color gradations into
an ordered grid, and they spray water on the soil to create a
consistent viewing environment. These practices format dis-
cussion of the appropriate classification and illustrate the
moment-to-moment embedding of inscription within particu-
lar practices.

Repurposing Inscription

Inscriptions in scientific practice are not necessarily stable.
Kaiser (2000) examined the long-term history of physicists’
use of Feynman diagrams. Initially, these diagrams were

invented to streamline, and make visible, computationally
intensive components of quantum field theory. They drew
heavily on a previous inscription, Minkowski’s space-time
diagrams, which lent an interpretation of Feynman diagrams
as literal trajectories of particles through space and time. Of
course, physicists knew perfectly well that the trajectories so
described did not correspond to reality, but that interpretation
was a convenient fiction, much in the manner in which physi-
cists often talk about subatomic particles as if they were
macroscopic objects (e.g., Ochs, Jacoby, & Gonzales, 1994;
Ochs, Gonzales, & Jacoby, 1996). Over time, the theory for
which Feynman developed his diagrams was displaced, and a
competing inscription tuned to the new theory, dual dia-
grams, was introduced. Yet despite its computational advan-
tages, the new inscription (dual diagrams) never replaced the
Feynman diagram. Kaiser (2000) suggested that the reason
was that the Fenyman diagrams had visual elements in com-
mon with the inscriptions of paths in bubble chambers, and
this correspondence again had an appeal to realism:

Unlike the dual diagrams, Feynman diagrams could evoke, in an
unspoken way, the scatterings and propagation of real particles,
with “realist” associations for those physicists already awash
in a steady stream of bubble chamber photographs, in ways that
the dual diagrams simply did not encourage. (Kaiser, 2000,
pp. 76–77) 

Hence, scientific practices of inscription are saturated in
some ways with epistemic stances toward the world and thus
cannot be understood outside of these views. 

Inscription and Argument

Nevertheless, Latour (1990) suggested that systems of
inscription, whether they are about archaeology or particle
physics, share properties that make them especially well
suited for mobilizing cognitive and social resources in
service of argument. His candidates include (a) the literal
mobility and immutability of inscriptions, which tend
to obliterate barriers of space and time and fix change,
effectively freezing and preserving it so that it can serve as
the object of reflection; (b) the scalability and reproducibility
of inscriptions, which guarantee economy even as they
preserve the configuration of relations among elements of the
system represented by the inscription; and (c) the potential
for recombination and superimposition of inscriptions, which
generate structures and patterns that might not otherwise be
visible or even conceivable. Lynch (1990) reminded us, too,
that inscriptions not only preserve change, but edit it as well:
Inscriptions reduce and enhance information. In the next
section we turn toward studies of the development of children
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as inscribers, with an eye toward continuities (and some
discontinuities) between inscriptions in scientific and every-
day activity.

The Development of Inscriptions as Tools for Thought

Children’s inscriptions range from commonplace drawings
(e.g., Goodnow, 1977) to symbolic relations among maps,
scale models, and pictures and their referents (e.g., DeLoache,
1987) to notational systems for music (e.g., Cohen, 1985),
number (e.g., Munn, 1998), and the shape of space (Newcombe
& Huttenlocher, 2000). These inscriptional skills influence
each other so that collectively children develop an ensemble of
inscriptional forms (Lee & Karmiloff-Smith, 1996). As a con-
sequence, by the age of 4 years children typically appreciate
distinctions among alphabetical, numerical, and other forms of
inscription (Karmiloff-Smith, 1992).

Somewhat surprisingly, children invent inscriptions as
tools for a comparatively wide range of circumstances and
goals. Cohen (1985) examined how children ranging in age
from 5 to 11 years created inscriptions of musical tunes they
first heard, and then attempted to play with their invented
scores. She found that children produced a remarkable diver-
sity of inscriptions that did the job. Moreover, a substantial
majority of the 8- to 11-year-olds created the same inscrip-
tions for encoding and decoding. Their inscriptions adhered
to one-to-one mapping rules so that, for example, symbols
consistently had one meaning (e.g., a triangle might denote a
brief duration) and each meaning (e.g., a particular note) was
represented by only one symbol. Both of these properties are
hallmarks of conventional systems of notation (e.g., Good-
man, 1976). Other studies of cognitive development focus on
children’s developing understandings and uses of inscription
for solving puzzle-like problems.

Karmiloff-Smith (1979) had children (7–12 years) create
an inscriptional system that could be used as an external
memory for driving (with a toy ambulance) a route with a
series of bifurcations. Children invented a wide range of ade-
quate mnemonic marks, including maps, routes (e.g., R and
L to indicate directions), arrows, weighted lines, and the like.
Often, children changed their inscriptions during the course
of the task, suggesting that children transform inscriptions in
response to local variation in problem solving. All of their re-
visions in this task involved making information that was im-
plicit, albeit economically rendered, explicit (e.g., adding an
additional mark to indicate an acceptable or unacceptable
branch), even though the less redundant systems appeared
adequate to the task. Karmiloff-Smith (1992) suggested that
these inscriptional changes reflected change in internal repre-
sentations of the task. An alternative interpretation is that
children became increasingly aware of the functions of

inscription, so that in this task with large memory demands,
changes to a more redundant system of encoding provided
multiple cues and so lightened the burden of decoding—a
tradeoff between encoding and decoding demands.

Communicative considerations are paramount in other
studies of children’s revisions of inscriptions. For example,
both younger (8–9 years) and older (10–11 years) children
adjusted inscriptions designed as aides for others (a peer or
a younger child) to solve a puzzle problem in light of the age
of the addressee (Lee, Karmiloff-Smith, Cameron, &
Dodsworth, 1998). Compared with adults, younger children
were more likely to choose minimal over redundant inscrip-
tions for the younger addressee, whereas the older children
were equally likely to chose either inscription. Overall, there
was a trend for older children to assume that younger
addressees might benefit from redundancy.

In a series of studies with older children (sixth grade
through high school), diSessa and his colleagues (diSessa, in
press; diSessa, Hammer, Sherin, & Kolpakowski, 1991) in-
vestigated what students know about inscriptions in a general
sense. They found that like younger children, older children
and adolescents invented rich arrays of inscriptions tuned
to particular goals and purposes. Furthermore, participants’
inventions were guided by criteria such as parsimony, econ-
omy, compactness (spatially compact inscriptions were pre-
ferred), and objectivity (inscriptions sensitive to audience,
so that personal and idiosyncratic features were often
suppressed).

Collectively, studies of children’s development suggest an
emerging sense of the uses and skills of inscription across a
comparatively wide range of phenomena. Invented inscrip-
tions are generative and responsive to aspects of situation.
They are also effective: They work to achieve the goal at
hand. Both younger and older children adapt features of in-
scriptions in light of the intended audience, suggesting an
early distinction between idiosyncratic and public functions
of inscription. Children’s invention and use of inscriptions
are increasingly governed by an emerging meta-knowledge
about inscriptions, which diSessa et al. (1991) termed
metarepresentational competence. Such capacities ground
the deployment of inscriptions for mathematical activity,
although we shall suggest (much as we did for argument) that
if mathematics and inscription are to emerge in coordination,
careful attention must be paid to the design of mathematics
education.

Inscriptions as Mediators of Mathematical Activity
and Reasoning

Mathematical inscriptions mediate mathematical activity and
reasoning. This position contrasts with inscriptions as mere
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records of previous thought or as simple conveniences for syn-
tactic manipulation. In this section we trace the ontogenesis
of this form of mediated activity, beginning with children’s
early experiences with parents and culminating with class-
rooms where inscriptions are recruited to create and sustain
mathematical arguments.

Early Development

Van Oers (2000, in press) claimed that early parent-child in-
teractions and play in preschool with counting games set the
stage for fixing and selecting portions of counting via in-
scription. In his account, when a child counts, parents have
the opportunity to interpret that activity as referring to cardi-
nality instead of mere succession. For example, as a child
completes his or her count, perhaps a parent holds up fingers
to signify the quantity and repeats the last word in the count-
ing sequence (e.g., 3 of 1, 2, 3). This act of inscription,
although perhaps crudely expressed as finger tallies, curtails
the activity of counting and signifies its cardinality. As
suggested by Latour (1990), the word or tally (or numeral)
can be transported across different situations, such as three
candies or three cars, so number becomes mobile as it is
recruited to situations of “how many.”

Pursuing the role of inscription in developing early num-
ber sense, Munn (1998) investigated how preschool
children’s use of numeric notation might transform their
understanding of number. She asked young children to par-
ticipate in a “secret addition” task. First children saw blocks
in containers, and then they wrote a label for the quantity
(e.g., with tallies) on the cover of each of four containers. The
quantity in one container was covertly increased, and
children were asked to discover which of the containers had
been incremented. The critical behavior was the child’s
search strategy. Some children guessed, and others thought
that they had to look in each container and try to recall its
previous state. However, many used the numerical labels
they had written to check the quantity of a container against
its previous state. Munn found that over time, preschoolers
were more likely to use their numeric inscriptions in their
search for the added block, using inscriptions of quantity to
compare past and current quantities. In her view, children’s
notations transformed the nature of their activity, signaling an
early integration of inscriptions and conceptions of number.

Coconstitution of conceptions of number and inscription
may also rely on children’s capacity for analogy. Brizuela
(1997) described how a child in kindergarten came to under-
stand positional notation of number by analogy to the use of
capital letters in writing. For this child, the 3 in 34 was a
“capital number,” signifying by position in a manner

reminiscent of signaling the beginning of a sentence with a
capital letter. 

Microgenetic Studies of Appropriation of Inscription

The cocreation of mathematical thought and inscription is
elaborated by microgenetic examination of mathematical ac-
tivity of individuals in a diverse range of settings. Hall (1990,
1996) investigated the inscriptions generated by algebra prob-
lem solvers (ranging from middle school to adult participants,
including teachers) during the course of solution. He sug-
gested that the quantitative inferences made by solvers were
obtained within representational niches defined by interaction
among varied forms of inscription (e.g., algebraic expres-
sions, diagrams, tables) and narratives, not as a simple result
of parsing strings of expressions. These niches or material de-
signs helped participants visualize relations among quantities
and stabilized otherwise shifting frames of reference.

Coevolution of inscription and thinking was also promi-
nent in Meira’s (1995, in press) investigations of (middle
school) student thinking about linear functions that describe
physical devices, such as winches or springs. His analysis
focused on student construction and use of a table of values
to describe relations among variables such as the turns of a
winch and the distance an object travels. As pairs of students
solved problems, Meira (1995) noted shifting signification,
reminiscent of the role of the Feynman diagrams, in that
marks initially representing weight shifted to represent
distance. He also observed several different representational
niches (e.g., transforming a group of inscriptions into a single
unit and then using that unit in subsequent calculation), a
clear dependence of problem-solving strategies on qualities
of the number tables, and a lifting away from the physical
devices to operations in the world of the inscriptions—a way
of learning to see the world through inscriptions.

Izsak (2000) found that pairs of eighth-grade students
experimented with different possibilities for algebraic
expressions as they explored the alignment between computa-
tions on paper and the behavior of the winch featured in the
Meira (1995) study. Pairs also negotiated shifting signification
between symbols and aspects of device behavior, suggesting
that interplay between mathematical expression and qualities
of the world may constitute one genetic pathway for mediat-
ing mathematical thinking via inscriptions. (We pick this
theme up again in the section on mathematical modeling.)

In their studies of student appropriation of graphical
displays, Nemirovsky and his colleagues (Nemirovsky &
Monk, 2000; Nemirovsky, Tierney, & Wright, 1998) sug-
gested that learning to see the world through systems of
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inscription is more accurately described as a fusion between
signifiers and signified. In their view, coming to interpret an
inscription mathematically often involves treating the signi-
fiers and the signified as undifferentiated, even though one
knows very well that they can be treated distinctly (the roots
of these capabilities are likely found in pretense and possibil-
ity, as we described previously). In their studies of students’
attempts to interpret graphical displays of physical motion,
they recounted an instance of teacher scaffolding by using
“these” to refer simultaneously to lines on a graph, objects
(toy bears), and a narrative in which the bears were nearing
the finish of a race. This referential ambiguity helped the
student create an interpretation of the inscription that was
more consistent with disciplinary practice as she sorted out
the relations among inscription, object, and the ongoing nar-
rative that anchored use of the inscription to a time course of
events.

According to Stevens and Hall (1998), mathematical
learning mediated by inscription is tantamount to disciplining
one’s perception: coming to see the inscription as a mathe-
matical marking consistent with disciplinary interpretations,
rather than as a material object consistent with everyday in-
terpretations. That such a specialized form of perception is
required is evident in the confusions that even older students
have about forms of notation like the graph of a linear func-
tion. For example, a student’s interpretation of slope in a case
study conducted by Schoenfeld, Smith, and Arcavi (1993)
included a conception of the line as varying with slope, y-
intercept, and x-intercept. The result was that the student’s
conception of slope was not stable across contexts of use.

Stevens and Hall (1998) traced the interventions of a tutor
who helped an eighth-grade student working on similar
problems of interpretation of graphical displays. Their analy-
sis focused on the tutoring moves that helped reduce the
student’s dependence on a literal grid representing Cartesian
coordinates. Some of the teacher’s assistance included literal
occlusion of grid, a move designed to promote disciplinary
understanding by literally short-circuiting the student’s
reliance on the grid in order to promote a disciplinary focus
on ratio of change to describe the line. Moschkovich (1996)
examined how pairs of ninth-grade students came to disci-
pline their own perceptions by coordinating talk, gestures,
and inscriptions of slope and intercept. Inscriptions helped
orient students toward a shared object of reference, and the
use of everyday metaphors such as hills and steepness
grounded this joint focus of conversation. Ultimately, how-
ever, the relative ambiguity of these everyday metaphors
instigated (for some pairs) a more disciplined interpretation
because meanings for these terms proved ambiguous in the
context of conversation. However, not all pairs of students

evolved toward disciplinary-centered interpretation, again
suggesting the need for instructional support.

Studies of Inscription in Classrooms Designed to Support
Invention and Appropriation

Some research provides glimpses of invention and use of
inscription in classrooms where the design of instruction
supports students’ invention and appropriation of varying
forms of mathematical inscription. These studies are oriented
toward a collective level of analysis (i.e., treating the class as a
unit of analysis) because the premise is that, following Latour
(1990), inscriptions mobilize arguments in particular commu-
nities. In these studies the community is the mathematics cul-
ture of the classroom. Moreover, “a focus on inscriptions
requires traditional learning environments to be redesigned in
such a way that students can appropriate inscription-related
practices and discourses” (Roth & McGinn, 1998, p. 52).

Cobb, Gravemeijer, Yackel, McClain, and Whitenack
(1997) traced children’s coordination of units of 10 and 1 in a
first grade class. Instruction was designed to situate investi-
gation of these units and unit collections in a context of pack-
aging candies. Arithmetic reasoning was constituted as a
“chain of signification” (Walkerdine, 1988) in which unifix
cubes first signified a quantity of candies packed in the shop
and then this sign (the unifix cubes–candies relation) was
incorporated as a signified of various partitions of candies
inscribed as pictured collections. At this point the structure of
the collection, rather than the original packaging of candy,
became the object of thinking. The structure of the collection,
in turn, served as the signified of yet another signifier, a
notational rendering of collections as, for instance, 3r13c
(3 rolls, 13 candies). Cobb et al. (1997) noted that this ren-
dering served as the vehicle by means of which the pictured
collections became models of arithmetic reasoning (also see
Gravemeijer, Cobb, Bowers, & Whitenack, 2000).

Kemeny (2001) examined the collective dialogic pro-
cesses during a lesson in which a third-grade teacher helped
students construct the mathematical object referred to by the
inscription of the Cartesian system. Her analysis underscores
the interplay between collective argument and inscription. It
also highlights the role of the teacher’s orchestration of con-
versation and inscription. First, the teacher introduced a new
signifier, drawing the axes of the coordinate system on the
blackboard, and invited students to consider whether it might
be a good tool for thinking about relationships between the
sides of similar rectangles. Because these students had a
prior history of investigating concepts of ratio via the study
of geometric similarity (Lehrer, Strom, & Confrey, in press),
the introduction of the signifier (the inscription) created an
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opportunity for students to create the signified—the Carte-
sian grid (see Sfard, 2000). Children’s first attempts to gen-
erate a signified were based on projecting metaphors of
measure. They decided, for example, that the lengths of the
axes should be subdivided into equal measures and that this
subdivision implied an origin labeled numerically as zero
because movement along the axis was a distance, not a
count. They debated where this origin should be placed and
generated several valid alternatives. At this point, the teacher
stepped in to introduce a convention, which students ac-
cepted as sensible.

Some students then transported a practice they had gener-
ated in previous investigations, superimposing paper models
of similar rectangles to observe their growth, to the axes on
the blackboard, drawing rectangles that mimicked the paper
material. This invited consideration of the axes as a literal
support (and raised questions about what to label them), but
it also inspired one student to notice a stunning possibility—
a rectangle might be represented by one of its vertices. Per-
haps there was no need to draw the whole thing! Their
teacher promptly seized upon this suggestion, and the stu-
dents went on to explore its implications. Eventually, they
concluded that there could be as many rectangles as they
liked, not just the cases initially considered, and that all sim-
ilar rectangles could be represented and generated as a line
through the origin.

Inscription (Cartesian coordinates) and argument (a gen-
eralization about similar figures) were co-originated. The
inscription did not spring out of thin air, but it became a tar-
get of metaphoric projection and extension and was ulti-
mately treated as an object in its own right. The construction
of this object invited a format for generalization, the line rep-
resenting all rectangles, and also an epistemology of pattern.
What was true for three or four cases was accepted as true for
infinitely many. Over the course of several lessons, students’
inscriptions of similarity as numeric ratio, as algebraic
pattern (e.g., the class of similar rectangles described by
LS � 3 � SS, where LS and SS refer to “long side” and
“short side,” respectively), and as a line in the Cartesian sys-
tem introduced a resonance among inscriptional forms. For
example, the sense of pattern generalization could be ex-
pressed in three distinctive forms of inscription, yet the
equivalence of these forms invited construction of a signified
that spanned all three (Lehrer et al., in press).

The lesson analyzed by Kemeny (2001) was anchored in a
history of inscription in the classroom (Lehrer, Jacobson,
Kemeny, & Strom, 1999; Lehrer & Pritchard, in press). The
norms in the classroom included a stance toward adopting
inscriptions as tools for thinking and, further, toward assum-
ing that no inscription would be wasted; that is, if students de-
veloped a stable (and public) system of mathematical

inscription, they could reasonably expect to use it again. One
such opportunity was presented to students later in the year
when they conducted investigations about the growth of
plants. Lehrer, Schauble, Carpenter, and Penner (2000)
tracked students’ inscriptions of plant growth during succes-
sive phases of inquiry over the course of approximately three
months. The investigators found a reflexive relationship be-
tween children’s inscriptions of growth and their ideas about
growth. Over time, children either invented or appropriated
inscriptions that increasingly drew things together by increas-
ing the dimensionality of their models of growth. For exam-
ple, initial inscriptions were one-dimensional records of
height, but these were later supplanted by models of plant vol-
ume that incorporated variables of height, width, and depth
and that were sequenced chronologically to facilitate test of
the conjecture that plant growth was an analogue of geometric
growth (which it was not). Inscription and conception of
growth were co-originated in Rotman’s (1993) sense.

Notation: A Privileged Inscription

Developmental studies of children’s symbolization, microge-
netic studies of individuals’ efforts to appropriate inscription,
and collective studies of classrooms where inscriptions are
recruited to argument describe a complementary genetic path-
way for the development of mathematical reasoning: the in-
teractive constitution of inscription and mathematical objects.
These studies also reveal the cognitive and social virtues of
privileging notations among inscriptions.

Goodman (1976) suggested heuristic principles to dis-
tinguish notational systems from other systems of inscrip-
tion. The principles govern relations among inscriptions
(signifiers–literal markings), objects (signified), character
classes (equivalent inscriptions, such as different renderings
of the numeral 7), and compliance classes (equivalent ob-
jects, such as dense materials or emotional people). Two prin-
ciples govern qualities of inscriptions that qualify as notation:
(a) syntactic disjointedness, meaning that each inscription be-
longs to only one character class (e.g., the marking 7 is rec-
ognized as a member of a class of numeral 7s, but not numeral
1s), and (b) syntactic differentiation, meaning that one can
readily determine the intended referent of each mark (e.g., if
one marked quantity with length, then the differences in
length corresponding to differences in quantity should be per-
ceived readily).

Two other principles regulate mappings between charac-
ter classes and compliance classes. The first is that all inscrip-
tions of a character class should have the same compliance
class, which Goodman (1976) referred to as a principle of
unambiguity. For example, all numeral 7s should refer to the
same quantity, even though the quantity might be comprised
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of seven dogs or seven cats. It follows, then, that character
classes should not have overlapping fields of compliance
classes—the principle of semantic disjointedness. For exam-
ple, the numeral 7 and the numeral 8 should refer to different
quantities. This requirement rules out natural language’s inter-
secting categories, such as whale and mammal. Finally, a prin-
ciple of semantic differentiation indicates that every object
represented in the notational scheme should be able to be clas-
sified discretely (assigned to a compliance class)—a principle
of digitalization of even analog qualities. For example, the
quantities 6.999 and 7.001 might be assigned to the quantity 7,
either as a matter of practicality or as a matter of necessity
before the advent of a decimal notation.

These features of notational systems afford the capacity
to treat symbolic expressions as things in themselves, and
thus to perform operations on the symbols without regarding
what they might refer to. This capacity for symbolically
mediated generalization creates a new faculty for mathemat-
ical reasoning and argument (Kaput, 1991, 1992; Kaput &
Schaffer, in press). For example, the well-formedness of no-
tations makes algorithms possible, transforming ideas into
computations (Berlinski, 2000). Notational systems simulta-
neously provide systematic opportunity for student expres-
sion of mathematical ideas, but the same systematicity
places fruitful constraints on that expression (Thompson,
1992).

We have seen, too, how notations transform mathematical
experiences genetically, both over the life span (from early
childhood to adulthood) and over the span of growing
expertise (from novices to professional practitioners of math-
ematics and science). Consider, for example, the van Oers
(2000, in press) account of parental scaffolding to notate
children’s counting. This marking objectifies counting activity
so that it becomes more visible and entity-like. The use of a
symbolic system for number foregrounds the quantity that
results from the activity of counting and backgrounds the
counting act itself. This separation of activity (counting) from
its product (quantity) sets the stage for making quantity a sub-
strate for further mathematical activities, such as counts of
quantities as exemplified in the Cobb et al. (1997) study of first
graders. Microgenetic studies like those of Hall (1990) and
Meira (1995) suggest that inscriptions tend to drift over time
and use toward notations that stabilize interactions among par-
ticipants. The classroom studies by Kemeny (2001) and
Lehrer et al. (2000) also suggest a press toward notation as a
means of fixing, selecting, and composing mathematical
objects as tools for argument. These studies, however, concen-
trate largely on the world on paper, so in the next section
we address the implications of electronic technologies for
bootstrapping the reflexive relation between conception and
inscription.

Dynamic Notations

The chief effect of electronic technologies is the correspond-
ing development of new kinds of notational systems, often
described as dynamic (Kaput, 1992). The manifestations of
electronically mediated notations are diverse, but what they
share in common is an expression of mathematics as compu-
tation (Noss & Hoyles, 1996). DiSessa (2000) suggested that
computation is a new form of mathematical literacy, conclud-
ing that computation, especially programming, “turns analy-
sis into experience and allows a connection between analytic
forms and their experiential implications” (p. 34). Moreover,
simulating experience is a pathway for building students’ un-
derstanding, yet it is also integral to the professional practices
of scientists and engineers.

Sherin (2001) explored the implications of replacing alge-
braic notation with programming for physics instruction.
Here again, notations did not simply describe experience for
students, but rather reflexively constituted it. Programming
expressions of motion afforded more ready expression of
time-varying situations. This instigated a corresponding shift
in conception from an algebraically guided physics of bal-
ance and equilibrium to a physics of process and cause.

Resnick (1994) pointed out that introducing students to
parallel programming (e.g., multiple screen “turtles”) pro-
vides an opportunity to develop mathematical descriptions at
multiple levels and to understand how levels interact. The
programming language provides an avenue for decentralized
thinking. Wilensky and Resnick (1999) noted the difficulties
that people have in comprehending levels of phenomena such
as traffic jams. At one level, traffic jams result from cars mov-
ing forward, but the interactions among cars create jams that
proliferate backward. This effect seems at first glance to
violate common sense, so it is hard for people to compre-
hend, but dynamic notations such as parallel programming
place new tools in the hands of students for thinking about re-
lations between local agents and aggregate levels of descrip-
tion. Our (much) abbreviated tour of dynamic notations
clearly indicates that this form of inscription affords new op-
portunities to coconstitute mathematical thought and writing.
In the sections that follow, we revisit this theme in the realms
of geometry measurement and mathematical modeling.

GEOMETRY AND MEASUREMENT

Geometry is a spatial mathematics that has its roots in antiq-
uity yet continues to evolve in the present, as witnessed by
continuing concern with computer-generated experiments in
visualization. Although common school experiences of
geometry emphasize the construction and proof schemes
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of the ancient Greeks, the scope of geometry is far wider,
ranging from consideration of fundamental qualities of space
such as shape and dimension (e.g., Banchoff, 1990; Senechal,
1990) to the very fabric of artistic design, commercial craft,
and models of natural processes (e.g., Stewart, 1998). Con-
sider, for example, the designs displayed in Figure 15.1. Both
were created from the same primary cell (unit) but with dif-
ferent symmetries (the left by a translation, the right by a ro-
tation). Systematic analyses of symmetries of design
stimulate both mathematical inquiry (e.g., Schattschneider,
1997; Washburn & Crowe, 1988) and the ongoing practice of
crafts such as quilting (e.g. Beyer, 1999).

Geometry’s versatility and scope have oriented us to sur-
vey a range of studies that demonstrate the potential role of
geometry in a general mathematics education (Goldenberg,
Cuoco, & Mark, 1998; Gravemeijer, 1998). Our chief em-
phasis is on studies of the growth and development of spatial
reasoning in contexts designed to support development (prin-
cipally, schools). We first consider studies of children’s
unfolding understanding of the measure of space. Although
measurement is (now) traditionally separated from geometry
education, we argue for its reinstatement on two grounds.
First, measuring a quality of a space invokes consideration of
its nature. For example, although measure of dimension
seems transparent, the dimension of fractal images in not ob-
vious, and consideration of their measure leads one toward
more fundamental ideas about their construction (e.g.,
Devaney, 1998). Second, measurement is inherently approx-
imate so that it constitutes a bridge to related forms of math-
ematics, such as distribution and reasoning about variation.
Third, practices of measurement span multiple realms of en-
deavor, especially the quantification of physical reality
(Crosby, 1997). Even apparently simple acts, such as match-
ing the color of a sample of dirt to an existing classification
scheme, are in fact embedded within systems of inscription
and practice, so that measurement is a window to the inter-
play between imagined qualities of the world and the practi-
cal grasp of these qualities (Goodwin, 2000). Consequently,
our review focuses on research that helps us understand the

kinds of thinking at the heart of the interplay between this
imaginative leap (i.e., an imagined quality of space) and
practical grasp (e.g., its measure).

After completing our review of measure, we consider how
inquiry about shape and form frames developing types of
arguments, especially proof and related “habits of mind”
(Goldenberg et al., 1998). Here we focus on the role of
dynamic notational systems, embodied (currently) as soft-
ware tools such as Logo (Papert, 1980) and the Geometer’s
Sketchpad (Jackiw, 1995), because these spotlight the role
of dynamic notation in the development of mathematical
reasoning and argument about space.

THE MEASURE OF SPACE

In the sections that follow, we review investigations of chil-
dren’s reasoning about measure. We focus primarily on stud-
ies of linear measure to illuminate the interactive roles of
inscription and developing conceptions of space because
these studies encapsulate many of the findings, issues, and
approaches that emerge in investigations of other dimensions
and qualities of space, such as area, volume, and angle (see
Lehrer, 2002; Lehrer, Jaslow & Curtis, in press, for more
extensive review of the latter). We include studies from mul-
tiple perspectives. Studies of cognitive development typically
compare children at different ages (cross-sectional) or follow
the same children for a period of time (longitudinal) to ob-
serve transitions in thinking, typically about units of mea-
sure. These studies provide glimpses of children’s thinking
under conditions of activity and learning that are typically
found in the culture. They follow from the tradition first es-
tablished by Piaget and his colleagues (e.g., Piaget, Inhelder,
& Szeminska, 1960). In contrast, design studies modify the
learning environment and then investigate the effects of
these modifications (Brown, 1992; Cobb, 2001). These stud-
ies are often conducted from sociocultural perspectives with
attendant attention to forms of inscription and notation and
to forms of classroom talk that seem important to help

Figure 15.1 Symmetries of design produced by varying transformations.
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learning to push development in the manner first articulated
by Vygotsky (1978).

Mental Representation of Distance

Piaget et al. (1960) proposed that to obtain a measure of
length, one must subdivide a distance and translate the subdi-
vision. Thus, n iterations of a unit represent a distance of n
units. Because distance is not a topological feature, Piaget
et al. (1960) proposed that children may fail to understand
that translation does not affect distance (i.e., that simple mo-
tion of a length does not change its measure), a symptom in
Piaget’s view of topological primacy in children’s represen-
tations of space. For example, preschool children often assert
that objects become closer together when they are occluded.
Piaget et al. (1960) believed that this assertion revealed chil-
dren’s use of a topological representation that would preserve
features such as continuity between points but not (necessar-
ily) distance because occlusion disrupts the topological prop-
erty of continuity.

A series of experiments conducted by Miller and
Baillargeon (1990) suggested instead that children’s asser-
tions reflected their relative perceptions of occluded and un-
occluded distances. Children from 3 to 6 years of age
proposed wooden lengths that would span a distance between
two endpoints of a bridge. The distance was then partially oc-
cluded. Although children often reported that the occluded
endpoints were closer together, they also asserted that the
length of the stick that “just fit” between them was unaf-
fected. This lack of correspondence between what children
said and what they did refuted the topological hypothesis, in-
dicating instead that children’s responses were guided by ap-
pearances, not mental representations of distance governed
by continuity of points. Research solidly refutes Piaget’s
equating of the historic structuring of geometries (e.g., pro-
gressing from Euclidean to topological) to changes over the
life span in ways of mentally representing space (e.g., Darke,
1982). For example, more contemporary research demon-
strates that infants (and rats) encode (Euclidean) metric in-
formation (see Newcombe & Huttenlocher, 2000). Although
it then seems reasonable to assume an implicit metric repre-
sentation of distance, Piaget’s core agenda of documenting
transitions in children’s constructions of invariants about
units of measure has proven fruitful.

Developing Conceptions of Unit

Children’s first understandings of length measure often in-
volve direct comparison of objects (Lindquist, 1989; Piaget
et al., 1960). Congruent objects have equal lengths, and

congruency is readily tested when objects can be superim-
posed or juxtaposed. Young children (first grade) also typi-
cally understand that the length of two objects can be
compared by representing them with a string or paper strip
(Hiebert, 1981a, 1981b). This use of representational means
likely draws on experiences of objects “standing for” others
in early childhood, as we described previously. First graders
(6- and 7-year-olds) can use given units to find the length of
different objects, and they associate higher counts with longer
objects (Hiebert, 1981a, 1981b; 1984). Most young children
(first and second graders) even understand that, given the
same length to measure, counts of smaller units will be larger
than counts of larger units (Carpenter & Lewis, 1976).

Lehrer, Jenkins, and Osana (1998) conducted a longitudi-
nal investigation of children’s conceptions of measurement in
the primary grades (a mixed age cohort of first-, second-, and
third-grade children were followed for three years). They
found that children in the primary grades (Grades 1–3, ages
6–8) may understand qualities of measure like the inverse
relation between counts and size of units yet fail to appreciate
other constituents of length measure, like the function of
identical units or the operation of iteration of unit. Children in
this longitudinal investigation often did not create units of
equal size for length measure (Miller, 1984), and even when
provided equal units, first and second graders typically did
not understand their purposes, so they freely mixed, for
example, inches and centimeters, counting all to measure a
length.

For these students, measure was not significantly differen-
tiated from counting (Hatano & Ito, 1965). Thus, younger
students in the Lehrer, Jenkins, et al. (1998) study often
imposed their thumbs, pencil erasers, or other invented units
on a length, counting each but failing to attend to inconsis-
tencies among these invented units (and often mixing their
inventions with other units). Even given identical units,
significant minorities of young children failed to iterate spon-
taneously units of measure when they ran out of units, despite
demonstrating procedural competence with rulers (Hatano &
Ito, 1965). For example, given 8 units and a 12-unit length,
some primary-grade children in the longitudinal study
sequenced all 8 units end to end and then decided that they
could not proceed further. They could not conceive of how
one could reuse any of the eight units, indicating that they
had not mentally subdivided the remaining space into unit
partitions.

Children often coordinate some of the components of
iteration (e.g., use of units of constant size, repeated applica-
tion) but not others, such as tiling (filling the distance with
units). Hence, children in the primary grades occasionally
leave spaces between identical units even as they repeatedly
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use a single unit to measure a length (Lehrer, 2002). The
components of unit iterations that children employ appear
highly idiosyncratic, most likely reflecting individual differ-
ences in histories of learning (Lehrer, Jenkins, et al., 1998).

Developing Conceptions of Scale

Measure of length involves not only the construction of unit
but also the coordination of these units into scales. Scales
reduce measurement to perception so that the measure of
length can be read as a point on that scale. However, only a
minority of young children understand that any point on a
scale of length can serve as the starting point, and even a sig-
nificant minority of older children (e.g., fifth graders) re-
spond to nonzero origins by simply reading off whatever
number on a ruler aligns with the end of the object (Lehrer,
Jenkins, et al., 1998).

Many children throughout schooling begin measuring
with one rather than with zero (Ellis, Siegler, & Van Voorhis,
2000). Starting a measure with one rather than zero may re-
flect what Lakoff and Nunez (2000) referred to as metaphoric
blend. One everyday metaphor for measure is that of the mea-
suring stick, where physical segments such as body parts
(e.g., hands) are iterated and the basic unit is one stick. An-
other everyday metaphor is that of motion along a path,
corresponding to children’s experiences of walking (Lakoff
& Nunez, 2000). Measure of a distance is then a blend of
motion and measuring-stick metaphors, which may lead to
mismappings between the 1 count of unit sticks and 0 as the
origin of the path distance (Lehrer et al., in press). The diffi-
culties entailed by this metaphoric blend are often most evi-
dent when children need to develop measures that involve
partitions of units. For example, Lehrer, Jacobson, Kemeny,
and Strom (1999) noted that some second-grade children
(7–8 years of age) measured a 2 1�2-unit strip of paper as
3 1�2 units by counting, “1, 2, [pause], 3 [pause], 3 1�2.”
They explained that the 3 referred to the third unit counted,
but “there’s only a 1�2,” so in effect the last unit was repre-
sented twice, first as a count of unit and then as a partition of
a unit. Yet these same children could readily coordinate dif-
ferent starting and ending points for integers (e.g., starting at
3 and ending at 7 was understood to yield the same measure
as starting at 1 and ending at 5).

Design Studies

Design studies focus on establishing developmental trajecto-
ries for children’s conceptions of linear measure in contexts de-
signed to promote children’s use of inscription and tools. These
tools and inscriptions are typically objects of conversation in

classrooms, recruited to resolve contested claims about com-
parative lengths of objects or about reasonable estimates of
an object’s length. Hence, these studies are representative of
contexts in which conversation, inscription, and tool use are
typically interwoven.

Inscriptions and Tools Mediate Development
of Conceptions of Measure

Choices of tools often have consequences for children’s con-
ceptions of length (Nunes, Light, & Mason, 1993). Clements,
Battista, and Sarama (1998) reported that using computer
tools that mediated children’s experience of unit and iteration
helped children mentally restructure lengths into units. Third
graders (9-year-olds) created paths on a computer screen with
the Logo programming language. Many activities focused on
composing and decomposing lengths, which, in combination
with the tool, encouraged students to privilege some seg-
ments and their associated command (e.g., forward 10) as
units. Subsequently, children found unknown distances by it-
erations of these units. For example, one student found a
length of 40 turtle units by iterating 10 turtle units. Students
in this and related investigations apparently developed con-
ceptual rulers to project onto unmarked segments (Clements,
Battista, Sarama, Swaminathan, & McMillen, 1997). In an
investigation conducted by Watt (1998), fifth-grade students
employed a children’s computer-aided design tool, kidCAD,
to create blueprints of their classroom. At the outset of the in-
vestigation, students displayed many of the hallmarks of con-
ceptions of measure that one might expect from the studies of
cognitive development. That is, students evidenced tenuous
grasp of the zero point of the measurement scale and mixed
units of length measure. Here, students’ efforts to create con-
sistency between their kidCAD models and their classroom
helped make evident the rationale for measurement conven-
tions. These recognitions led to changes in measurement
practices and conceptions.

Other studies place a premium on children’s constructions
of tools and inscriptions for practical measurements. This
form of practical activity facilitates transition from embodied
activity of length measure, such as pacing, to symbolizing
these activities as “foot strips” and related measurement tools
(Lehrer et al., 1999; McClain, Cobb, Gravemeijer, & Estes,
1999). By constructing tools and inscribing units of measure,
children have the opportunity to discover, with guidance,
how scales are constructed. For example, children often puz-
zle about the meaning of the marks on rulers, and the func-
tions of these marks become evident to children as they
attempt to inscribe units and parts of units on their foot strips
(Lehrer et al., 1999). Moreover, when all students do not
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employ the same unit of measure, the resulting mismatches in
the measure of any object’s length spurs the need for a
conventional unit (Lehrer et al., in press). These mismatches
highlight that measurement is not purely a cognitive act. It
also relies on perceiving the social utility of conventional
units and the communicative function served by common
methods of measure.

Tools Enhance the Visibility of Children’s Thinking
for Teachers

The construction of tools also makes children’s thinking
more visible to teachers, who can then transform instruction
as needed (Lehrer et al., in press). For example, Figure 15.2
displays a facsimile of a foot-strip tape measure designed by
a third-grade student, Ike, who indicated that the measure of
the ruler’s length was 4 because 4 footprint units fit on the
tape. Some components of iteration of unit are salient; the
units are all alike, and they are sequenced. On the other hand,
the process to be repeated appears to be a count, rather than a
measure, as indicated by the lack of tiling (space filling) of
the units. Construction of this tool mediated this student’s
understanding of unit, helping make salient some qualities of
unit. As we noted previously, these qualities of selection and
lifting away from the plane of activity are commonplace fea-
tures of notational systems. Other qualities that were evident
in this student’s paces (when he walked a distance, he placed
his feet heel to toe) remained submerged in activity. Hence, in
this classroom, creation of the tool provided a discursive
opening for the teacher and for other students who disagreed
with Ike’s production and who suggested that perhaps the
“spaces mattered.”

Splitting and Rational Number

Measurement can serve as a base metaphor for number.
Confrey (1995; Confrey & Smith, 1995) suggested an inter-
penetration between measure and conceptions of number via
splitting. Splitting refers to repeated partitions of a unit to
produce multiple similar forms in direct ratio to the splitting

factor. For example, halving produces ratios of 1 : 2. Rather
than simply split paper strips as an activity for its own sake,
measurement provides a rationale for splitting. Consequently,
in a classroom study Lehrer et al. (1999) observed second-
grade children repeatedly halving unit lengths as they
designed rulers. The need for these partitions of unit arose as
children attempted to measure lengths of objects that could
not be expressed as whole numbers.

Most children folded their unit (represented as a length of
paper strip) in half and then repeated this process to create
fourths, eighths, and even sixty fourths. These partitions were
then employed in children’s rulers, and children noticed that
they could increase the precision of measure. Eventually, these
actions helped children develop operator conceptions of ratio-
nal numbers, such as 1�2 � 1�2 � 1�2 � 1�8, and so on.
Similarly, division concepts of rational numbers were pro-
moted by classroom attention to problems involving
exchanges among units of measure for a fixed length. For
example, if one Stephanie (unit) is one-half of a Carmen
(unit) and a board is 4 Carmens long, what is its measure in
Stephanies? The visual relations among paper-strip models of
these units helped children differentiate between “one half
of” and “divided by one half.” Moss and Case (1999) also
featured splitting of linear measurement units as a means to
help students develop concepts of rational numbers. Their
work with fourth-grade students indicated that measure and
splitting, coupled with an emphasis on equivalence among
different notations of rational number, helped students
develop understanding of proportionality and, correlatively,
of rational numbers.

Measure and Modeling as a Gateway to Form

Classroom studies point to ways of melding linear measure
and the study of form in the elementary grades in ways that
recall their historical codevelopment. Children in Elizabeth
Penner’s first- and second-grade classes searched for forms
(e.g., lines, triangles, squares) that would model the configu-
ration of players in a fair game of tag (Penner & Lehrer,
2000). Attempts to inscribe the shape of fairness initiated

Figure 15.2 A foot-strip measure designed by a third grader.
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cycles of exploration involving length measure and proper-
ties related to length in each form (e.g., distances from the
sides of a square to the center). Eventually, children decided
that circles were the fairest of all forms because the locus of
points defining a circle was equidistant from its center. This
insight was achieved by emerging conceptions of units of lin-
ear measure (e.g., children created foot strips and other tools
to represent their paces) and by employing these understand-
ings to explore properties of shape and form. For example,
children were surprised to find that the distance between the
center of a square and a side varied with the path chosen.
Diagonal paths were longer than those that were perpendicu-
lar to a side, so they concluded that square configurations
were not fair, despite the congruence of their sides.

Children in Carmen Curtis’s third-grade class investigated
plant growth and modeled changes in their canopy as a series
of cylinders. Developing the model posed a new challenge in
mathematics, namely, grasping the correspondence between a
measure of “width” (the diameter of the base of the cylinder)
and its circumference. In other words, children could readily
measure the width but then had to figure out how diameter
could be used to find circumference. This challenge instigated
mathematical investigation, one that culminated in an approx-
imation of the relation between circumference and diameter
as “about 3 1�5.” So, in the course of modeling nature, chil-
dren developed a conjecture about the relationship between
properties of a circle. Of course, their investigations did not
end here, because having convinced themselves and others
about the validity of their model of the canopy of the plant,
they next had to concern themselves with how to measure its
volume (Lehrer et al., in press). In sum, tight couplings be-
tween space and measure in these modeling applications are
reminiscent of Piaget’s investigations but acknowledge that
these linkages are the object of instructional design, instead
of regarding them as preexisting qualities of mind.

Measure and Argument

In some classrooms measures are recruited in service of
argument. For example, in one of the second-grade class-
rooms referred to previously (Lehrer et al., 1999), children
saw paper models of three different rectangles and were
asked to consider which covered the most space on the black-
board. The rectangles all had the same area but were of dif-
ferent dimension (1 � 12, 2 � 6, 3 � 4 units). The rectangles
were not marked in any way, nor were any tools provided.
Children’s initial claims were based on mere appearance.
Some thought that the “fat” rectangles (i.e., the 3 � 4) must
cover the most space, others that the “long” (i.e., 1 � 12) rec-
tangles must. These contested claims set the stage for the

teacher’s orchestration of argument: How could these claims
be resolved? Strom et al. (2001) analyzed the semantic struc-
ture of the resulting classroom conversation and rendered
its topology as a directed graph. The nodes of the graph
consisted of various senses of area as children conceived it
(e.g., as space covered, as composed of units), as enacted
(e.g., procedures to partition and reallot areas, procedures
that privileged certain partitions as units), and as historically
situated (e.g., children’s senses of this situation as related to
others that they had previously encountered). The analysis
highlighted the interplay among these forms of knowledge—
an interplay characteristic also of professional practice (e.g.,
Rotman, 1988)—and illustrated that the genetic trajectories
of conceptual, procedural, and historical knowledge were
firmly bound, not distinct. Moreover, a pivotal role was
played by notating the unit-of-area measure, a process that
afforded mobility and consequent widespread deployment of
unit in service of argument. That is, once the unit-of-area
measure assumed consensual status as a legitimate tool in the
classroom, it was used literally to mark off segments of area
on the three rectangles, eventually establishing that regard-
less of appearance, each covered 12 square units of space:
All three rectangles covered the same space. Of course, the
argument constructed by children was orchestrated by the
teacher, who animated certain students’ arguments, juxta-
posed temporally distant forms of reasoning, and reminded
students of norms of argument and justification throughout
the lesson.

Estimation and Error

Much of the research about measurement explores preci-
sion and error of measure in relation to mental estimation
(Hildreth, 1983; Joram, Subrahmanyam, & Gelman, 1998).
To estimate a length, students at all ages typically employ the
strategy of mentally iterating standard units (e.g., imagining
lining up a ruler with an object). In their review of a number
of instructional studies, Joram et al. (1998) suggested that
students often develop brittle strategies closely tied to the
original context of estimation. Joram et al. recommended that
instruction should focus on children’s development of refer-
ence points (e.g., landmarks) and on helping children estab-
lish reference points and units along a mental number line. It
is likely that mental estimation would also be improved with
more attention to the nature of unit, as suggested by many
of the classroom studies reviewed previously. However,
Forrester and Pike (1998) indicated that in some classrooms,
estimation is treated dialogically as distinct from measure-
ment. Employing conversation analysis, they examined
the discursive status of measurement and estimation in two
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fifth-grade classrooms. Teachers formatted estimation as an
activity that preceded measure and as one characterized by a
lack of precision. In contrast, measurement was associated
with real length (i.e., perimeter) and the use of a ruler. The
consequence of this formatting was that students who em-
ployed nonstandard units to estimate, such as their fingers,
could not conceive of any way in which the use of such units
might be considered as measure. In short, treating estimation
and measurement as discursively distinct resulted in a corre-
sponding conceptual division between them.

In contrast, Kerr and Lester (1986) underscored a fusion
between measurement and estimation. They suggested that
instruction in measure should routinely encompass consider-
ations of sources of error, especially (a) the assumptions
(e.g., the model) about the object to be measured, (b) choice
of measuring instrument, and (c) how the instrument is used
(e.g., method variation). Historically, the recognition of error
was troubling to scientists. For example, Porter (1986)
documented the struggles in astronomy to come to grips with
variability in the measures of interstellar distances. Varelas
(1997) examined how third- and fourth-grade students made
sense of the variability of repeated trials. Many children
apparently did not conceptualize the differences among
repeated observations as error and often suggested that fewer
trials might be preferable to more. In other words, their solu-
tion was to sidestep the problem by avoiding the production
of troubling variability. Their conceptions seemed bound
with relatively diffuse conceptions of representative values
of a set of repeated trials. In a related study, Lehrer et al.
(2000) found that with explicit attention to ways of ordering
and structuring trial-to-trial variability, second-grade chil-
dren made sense of trial-to-trial variation by suggesting rep-
resentative (“typical”) values of sets of trials. Choices of
typical values included “middle numbers” (i.e., medians) and
modes, with a distinct preference for the latter. In contexts
where the distinction between signal and noise was more
evident, as in repeated measures of mass and volume of
objects, fifth-grade students readily proposed variations of
trimmed means as estimates of “real” weights and volumes
(Lehrer, Schauble, Strom, & Pligge, 2001).

Petrosino, Lehrer, and Schauble (in press) further investi-
gated children’s ideas about sources and representations of
measurement error. In a classroom study with fourth graders,
children’s conceptions of error were mediated by the intro-
duction of concepts of distribution. Students readily concep-
tualized the center of a distribution of measures of the height
of the school’s flagpole as an estimate of its real height. Fur-
thermore, indicators of variability were related to sources of
error, such as individual differences and differences in tools
used to measure height. Hence, students in this fourth-grade

classroom came to understand that errors in measure might
be random, yet still evidence a structure that could be pre-
dicted by information about sources of error, such as instru-
mentation. Konold and Pollatsek (in press) suggested that
contexts of repeated measures like those just described offer
significant advantages for assisting students to come to see
samples of measures as outcomes of processes, and statistics
like center and spread as indicators of signal and noise in
these processes, respectively.

Collectively, design studies and research in cognitive
development suggest several trends. First, children’s initial
understandings of the measurement of length are likely
grounded in commonplace experiences like walking and
commonplace artifacts, like measuring sticks (e.g., rulers).
Accordingly, engaging students in inscribing motion and
designing tools leads to significant transitions in conceptual
development. These transitions exceed those that one might
expect from everyday activity and suggest some of the ways
in which instructional design and learning can lead children’s
development. Second, understanding of length measure
emerges as children coordinate conceptual constituents of the
underpinnings of unit, such as subdivision of a length and
iteration of these subdivisions, with the underpinnings of
scale, such as origin and its numeric representation as zero.
These coordinations appear to emerge in pieces, with proce-
dural manipulation of given units to measure a length often
preceding fuller understanding of the entailments of these
procedures. Constructs of unit are intertwined with those of
scale, so that, for example, the correspondence of zero and
the origin of a scale likely undergo several transitions.

Third, length measure can serve as a springboard to
related forms of mathematics. The continuity of linear mea-
sure, coupled with procedures of splitting, appears to offer
important resources for the development of rational number
concepts. Measure and modeling can also serve as a founda-
tion for children’s conceptions of shape, especially properties
of shape. Fourth, measure can be recruited in service of math-
ematical argument. Such recruitment leads to conceptual
change as students grapple with ways of resolving contesting
claims by developing and refining their conceptions of unit.
Fifth, considering measure as inherently imprecise provides a
lead-in to the mathematics of distribution, especially when
students are asked to develop accounts (and measures) of
the contributions of different sources of error. Measurement
processes are a good entry point for distribution because they
clarify the contributions both of signal and error to the result-
ing shape of distribution. Consequently, children can come to
see the structure inherent in a random process.

Finally, the need to promote conceptual development
about measurement explicitly is acute when one considers
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that typical beginning university students often exhibit a
relatively tenuous grasp of the measure of space. For exam-
ple, Baturo and Nason (1996) noted that for the majority of a
sample of preservice teachers, area measure was tightly
bound to recall of formulas, like that used to find the area of
a rectangle. Yet none had any idea about the basis of any for-
mula. Most asserted that 128 cm2 were larger than 1 m2 be-
cause there were 100 cm in a meter. Many thought that area
measure applied only to polygons and confused area with
volume when presented with three-dimensional shapes.
These fragile conceptions of measure appear similar to those
of other preservice teachers as well (e.g., Simon & Blume,
1996, as we described earlier).

STRUCTURING SPACE

In the preceding section we described how children come
to structure space through its measure, assisted by efforts
to model and inscribe length. We reprise these themes by
turning to studies that describe how children come to struc-
ture space through its construction. We focus on dynamic
notations afforded by electronic technologies. These elec-
tronic technologies loosen the tether of geometry to its
euclidean foundation by introducing motion to form, in
contrast to the static geometry of the Greeks (Chazan &
Yerushalmy, 1998). Motion is inscribed from either local or
global perspectives. The former is represented by tools like
Logo (Papert, 1980), which approach the tracing of a locus of
points through the action of an agent. The agent’s perspective
is local because a pattern like a circle or square emerges from
a series of movements of the agent, often called a turtle, such
as the line segment that results from FD 40 (which traces a
path 40 units from the current orientation of the turtle). In
contrast, tools like the Geometer’s Sketchpad (Jackiw, 1995)
introduce motion from the perspective of the plane so that
movement is defined globally by stretching line segments
(or entire figures). For example, a construction of a square
can be resized by dragging one of its vertices or sides. The
resulting dynamic geometry is a new mathematical entity
(Goldenberg, Cuoco, & Mark, 1998). So, too, is the geometry
afforded by Logo, albeit in a different voice (Abelson &
diSessa, 1980).

Potential Affordances of Motion Geometries

Like other innovations in notational systems, agent-based
and dynamic geometries afford new ways of thinking about
shape and form. Logo (representing agent-based geometries)
affords a path perspective to shape and form—one comes to

see a figure as a trace of an agent’s (e.g., the turtle’s) motions.
It allows procedural specification of figures, thus creating
grounds for linking properties of a figure with operations
necessary to generate those properties. For example, the three
sides and three angles of a triangle correspond to three linear
motions (e.g., Forward 70) and three turns (e.g., Right 120)
of a turtle. Procedural specification, in turn, affords a distinc-
tion between the particular and the general. For instance, any
polygon can be defined by the same procedure simply by
varying the inputs to that procedure (e.g., the number of
sides). Thus, a procedure can simultaneously represent a spe-
cific drawn polygon or any polygon. Dynamic geometries
(e.g., the Geometer’s Sketchpad) create a clear distinction
between the particular and the general in a different way.
Drawing allows the creation of particular figures, but con-
struction allows the creation of general figures. The distinc-
tion between the two has a practical consequence in dynamic
geometry. When dragged (e.g., continuously deforming a
shape by pulling on a vertex), the relationships among
constituents of drawings change, but the relationships among
constituents of constructions do not. The result is that “the
diagrams created with geometry construction programs seem
poised between the particular and the general. They appear in
front of us in all their particularity, but, at the same time, they
can be manipulated in ways that indicate the generalities
lurking behind the particular” (Chazan & Yerushalmy, 1998,
p. 82). So, like Logo, geometry construction environments
relax the notational constraint of semantic disjointedness,
moving notation in the direction of natural language. The
drag mode of dynamic geometries creates multiple examples,
and the measurement capabilities of dynamic geometry tools
provide a fertile ground for conjecture and experiment. Both
Logo and dynamic geometry tools also provide means for
individual expression—especially when they are harnessed
to design (Harel & Papert, 1991; Lehrer, Guckenberg & Lee,
1988; Shaffer, 1998).

Learning in Motion

What, then, of learning? Do motion geometries create conse-
quential opportunities for pedagogical improvement, or are
they simply different? Such questions are fraught with diffi-
culty because media are not neutral, yet their effects are
usually bound with the kinds of pedagogical practices that
they afford. When these tools for dynamic notation are used
in ways that preserve the forms of teaching practice articu-
lated by Schoenfeld (1988; e.g., separating construction and
deduction), there seems to be little evidence of any substan-
tive change in student conceptions or epistemologies
(Chazan & Yerushalmy, 1998). However, when these tools
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are coupled with forms of instruction that emphasize conjec-
ture, explanation, and individual expression, the research
clearly indicates substantive conceptual change.

Logo Geometry

Perhaps because Logo and its descendants have a longer his-
tory, the evidence for learning with Logo spans multiple
decades and forms of inquiry. Early studies of learning with
Logo were conducted by its founders and featured carefully
articulated cases of student investigation of, among other
things, conjectures about the invariant sum of the turns (i.e.,
360) in the paths of polygons and explorations of the rela-
tionships among constituents of shape, such as sides and
angles (e.g., Papert, Watt, diSessa, & Weir, 1979). Follow-up
studies attempted to articulate relations between teaching and
learning with and without Logo tools, and again a subset of
this work focused on children’s learning about shape and
form.

When students use Logo in environments crafted to invite
student investigation and reflection, students (most research
was conducted with elementary students) tended to analyze
properties of shape and form, such as angle and side, and to
develop concepts of definition of classes of forms, as well
as relations among classes, such as squares and rectangles
(e.g., Clements & Battista, 1989, 1990; Lehrer et al., 1988a;
Lehrer, Guckenberg, & Sancilio, 1988b; Noss, 1987; Olive,
1991). Collectively, these studies painted portraits of chil-
dren’s learning of shape and form that (at the time) appeared
unobtainable with conventional tools and instruction. More-
over, children’s responses suggested that their learning fol-
lowed from their use of Logo tools. For instance, third-grade
children often compared forms such as triangles and squares
by considering the programs they used to make them: “Well,
it’s . . . 3 times 120 here and 4 times 90 here equal 360 and
that’s once around” (Lehrer et al., 1988a, p. 548). Moreover,
in the Lehrer et al. (1988a) study, independent measures of
children’s knowledge of Logo’s turn and move commands
and their ability to implement variables (tools for generaliza-
tion in Logo) correlated substantially with measures of chil-
dren’s knowledge of angles and of relations among
polygons, respectively. Not surprisingly, these effects were
stronger when instruction was designed to help students de-
velop knowledge of geometry, rather than simply good pro-
gramming skills. Lehrer, Randle, and Sancilio (1989)
suggested that some of what children were learning with
Logo could be attributed to formats of instruction and argu-
ment because researchers were often serving as teachers, and
most tended to promote conjecture and explanation in their
teaching.

Lehrer et al. (1989) worked with groups of fourth-grade
children with similar instructional goals and similar em-
phases on conjecture and explanation, but only some of the
students used Logo as a tool. They found no differences be-
tween the groups on measures of simple attributes of shape
and form, like angle measure or identification of properties
like parallelism. However, students using Logo tools learned
more about class inclusion relationships among quadrilater-
als and were far better at distinguishing necessary and suffi-
cient conditions in the definition of polygons. Moreover,
these differences between groups endured beyond the cycle
of instruction. Protocol analysis suggested that one likely
source of these differences was children’s use of variables to
define shapes in ways that allowed them to coconstitute the
general (the procedure defined with one or more variables)
and the particular (the figure drawn on the screen). Related
research with Logo-based microworlds expanded the scope
of geometry to transformation and symmetry and to ratio
and proportion (Edwards, 1991; see Edwards, 1998; Miller,
Lehman, & Koedinger, 1999, for general perspectives on
microworlds and learning).

A contemporary cycle of research featuring Logo as a tool
for teaching and learning geometry significantly extends its
reach and is best exemplified by the work of Clements,
Battista, and Samara (2001), who documented a program of
research conducted over the last decade. Teachers in Grades
1 through 6 used a Logo-based curriculum of ambitious
scope in which study of shape and form featured cycles of
conjecture and explanation. Their results replicated the major
findings of previous research but also significantly expanded
them to include broader portraits of student learning and
development with diverse samples of students (See also
Clements, Sarama, Yelland, & Glass, in press). In summary,
although the path of research with Logo has hit its share of
snags and setbacks, investigations of Logo as a tool for teach-
ing and learning geometry in carefully crafted environments
suggest clear support for the claim that it provides a new
form of mathematical literacy.

Dynamic Geometries

Research with dynamic geometries, again conducted in envi-
ronments crafted to support learning, also suggested produc-
tive means by which these tools can be harnessed to inform
conceptual change. However, our tour of this literature is
abbreviated due both to its relative novelty and to the practi-
cal limitations of space. Several studies indicate that the dis-
tinction between drawings and constructed diagrams
exemplified in dynamic geometry tools constitutes a form of
instructional capital. Constructions that can be subjected to
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motion afford systematic experimentation, and this capacity
for experimentation can be instructionally focused to a search
for an explanation of the invariants observed (Arcavi &
Hadas, 2000; de Villiers, 1998; Olive, 1998). Koedinger
(1998) proposed an explicit model of instructional support
for encouraging generation and refinement of student conjec-
tures, thus changing the grounds of deduction. For example,
his model develops a tutoring architecture that supports stu-
dents’ constructions of diagrams and associated experiments.
Arcavi and Hadas (2000) described instructional support for
use of dynamic geometry tools to model situations, with par-
ticular attention to how symbolic expression of function is in-
formed by systematic experimentation. Chazan (1993) found
that the use of construction-geometry tools in concert with in-
struction that supported student conjecturing helped high
school students become more aware of distinctions between
empirical and deductive forms of argument.

Technologically Assisted Design Tools

Although dynamic geometry tools are most often employed
to solve mathematical problems posed by teachers, Shaffer
(1997) designed a dynamic geometry construction micro-
world, Escher’s World, that high school students used for cre-
ating artistic designs by generating systems of mathematical
constraints and searching for solutions to mathematical prob-
lems with particular design properties and, consequently,
aesthetic appeal. Shaffer’s instructional design deliberately in-
corporated practices of architectural design studios so that
student design practices also included public displays (e.g.,
pinups) and conversations with critics about their evolving de-
signs. This coupling of mathematics and design resulted in in-
creased knowledge about transformational design as well as an
appreciation of mathematics as a vehicle for expressive intent.

Studies with younger designers and related electronic
technologies also indicate the fruitfulness of design contexts
that intersect worlds of artistic expression and mathematical
intent. Watt and Shanahan (1994) developed a computer
microworld and curriculum materials to support design of
quilts via transformational geometry. Research conducted
with these tools and materials, together with professional
development efforts to help teachers understand children’s
thinking, promoted primary grade students’ understanding
of transformational geometry, as well as their exploration of
algebraic structure, qualities of symmetry, and the limits of
induction (Jacobson & Lehrer, 2000; Kaput, 1999; Lehrer,
Jacobson, et al., 1998). As with the designers described by
Shaffer (1997), children’s conversations often reflected their
appreciation of an interaction between mathematics and ex-
pressive intent. For example, students debated the qualities of
“interesting” design; one student, for example, suggested that

some units would be “boring” no matter what transforma-
tions or sequences of transformations were applied to make a
quilt. He argued that multiple lines of symmetry would re-
strict the quilt design to simple translation of units (Hartmann
& Lehrer, 2000). That is, units with four lines of symmetry
restricted the space of possible design. In contrast, asymmet-
ric units allowed for the greatest number of potential designs.
Zech et al. (1998) developed dynamic design tools for chil-
dren’s (Grade 5) expression of architectural designs, such as
those of swing sets on playground. Designing blueprints for
these architectural challenges served as a forum for explo-
ration of measure, shape, and their relations.

In summary, the development of motion geometry tools
and related technologies affords new forms of mathematical
expression. The dual expression of the particular and the gen-
eral, together with experimentation about their relation, cre-
ates pedagogical opportunities to orient students toward
mathematical argument as explanation, not just verification.
Moreover, because these tools create conditions for construc-
tion and experimentation about shape and form, students at
all ages tend to develop analytic capabilities that have long
proven difficult to achieve. Perhaps most exciting is the po-
tential for pedagogy at the boundaries of mathematics and
design that capitalizes on the expression of mathematical in-
tent. Of course, mathematical intent, in turn, is supported and
shaped by these tools.

MODELING PERSPECTIVES

In this section we conclude with an abbreviated tour of some
of the emerging work in mathematical modeling in K–12
education. Model-based reasoning is erected on foundations
of analogy, representation, and inscription. Analogies, of
course, are at the heart of modeling (Hesse, 1965). One sys-
tem stands in for another. Models are sustained by mappings
between the representing and represented worlds, and the
nature of these mappings is governed by systems of inscrip-
tion and notation (Hestenes, 1992). Consider that maps high-
light and preserve some aspects of the world while sacrificing
others. The familiar Mercator projection facilitates naviga-
tion but distorts area of landmasses, often with devastating
political consequences.

Bridging Epistemologies

The separation of world and model constitutes a bridge be-
tween the epistemologies of mathematics and science. On the
one hand, modeling provides opportunities to create coherent
and valid mathematical structures. These invite proof so that
one can better understand the edifice one is erecting for
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purposes of representation (Hodgson & Riley, 2001). On the
other hand, because models and their referents are distinct,
their relation is not one of copy, but rather of fit. Fits between
models and worlds are never congruent (the separation be-
tween model and world just mentioned), so residuals between
them can be determined only in light of other potential mod-
els (Grosslight, Unger, & Smith, 1991; Lesh & Doerr, 1998).
These qualities of models and modeling practices are at the
heart of professional practice in science and in some branches
of mathematics (Giere, 1992; Stewart & Golubitsky, 1992). 

Research studies of student modeling have generally fol-
lowed two somewhat overlapping paradigms. The first line of
inquiry focuses on model-eliciting problems (Lesh, Hoover,
Hole, Kelly, & Post, 2000), in which students invent, revise,
and share models as solutions to single problems that typi-
cally are solved during one lesson. Problems are often drawn
from realms of professional practice, especially engineering,
business, and the social sciences. Consequently, they often
require students to integrate multiple forms of mathematics,
not simply the application of a single solution procedure (see
the volume by Doerr & Lesh, in press). The second line of
inquiry complements the first by engaging students in the
progressive mathematization of nature. For example,
students pose questions about motion or biological growth
and develop models as explanations (diSessa, 2000; Kaput,
Roschelle, & Stroup, 2000; Lehrer & Schauble, 2002). This
second strand of research focuses on long-term development
of student reasoning because acquiring capabilities and
propensities to adopt a modeling stance toward the world is
an epistemology with slow evolution. Consequently, research
typically spans months or even years of student learning.
Both strands of work emphasize the development of model-
based reasoning in contexts designed to support these prac-
tices, so they typically require substantial programs of
teacher professional development (e.g., Clark & Lesh, 2002;
Lehrer & Schauble, 2000; Schorr & Clark, in press). We
focus on model-eliciting problems in the remainder of this
section to represent this broader spectrum of research.

Cycles of Modeling

At the heart of a modeling perspective is the belief that some
of the most important “big ideas” in elementary mathematics
are models (or conceptual systems) for making sense of
mathematically significant types of situations (Doerr & Lesh,
2002). Model-eliciting problems are designed to evoke math-
ematical systems, not single procedures, as solutions (Lesh
et al., 2000). Students make sense of these situations not all
at once, but rather in a cycle of invention and revision
(Lesh & Doerr, 1998; Doerr, Post, & Zawojewski, 2002;
Lesh & Harel, in press). Figure 15.3 displays one such

Statement of the Big Footprint Problem

Early this morning, the police discovered that, sometime late last night, some
nice people rebuilt the old brick drinking fountain in the park. The mayor
would like to thank the people who did it. But, nobody saw who it was. All
the police could find were lots of footprints. … You’ve been given a box
(shown below) showing one of the footprints. The person who made this
footprint seems to be very big. But, to find this person and his or her friends,
it would help if we could figure out how big the person really is?

Your job is to make a “HOW TO” TOOL KIT that
the police can use to figure out how big people are -
just by looking at their footprints. Your tool kit
should work for footprints like the one that is shown
here.  But it also should work for other footprints.

A Brief Summary of a Big Foot Transcript

Interpretation #1– based on qualitative reasoning: For the first 8 minutes of
the session, the students used only global qualitative judgements about the
size of footprints for people of different size and sex – or for people wearing
different types of shoes. e.g., … Wow! This guy’s huge. … You know any
girls that big?!! …  Those’re Nike’s. - The tread’s just like mine.

Interpretation #2 – based on additive reasoning: One student put his foot
next to the footprint. Then, he used two fingers to mark the distance
between the toe of his shoe and the toe of the footprint. Finally, he moved
his hand to imagine moving the distance between his fingers to the top of his
head. This allowed him to estimate that the height of the person who made
the footprint. But, instead of thinking in terms of multiplicative proportions
(A/B=C/D), using this approach, the students were using additive
differences. That is, if one footprint is 6” longer than another one, then the
heights also were guessed to be 6” different.

Note:  At this point in the session, the students’ thinking was quite unstable.
For example, nobody noticed that one student’s estimate was quite
different than another’s; and, predictions that didn’t make sense were 
simply ignored. … Gradually, as predictions become more precise,
differences among predictions began to be noticed; and, attention
began to focus on answers that didn’t make sense. Nonetheless,
“errors” generally were assumed to result from not doing procedure
carefully – rather than from not thinking in productive ways.

Interpretation #3 – based on primitive multiplicative reasoning: Here,
reasoning was based on the notion of being “twice as big”. That is, if my
shoe is twice as big as yours, then I’d be predicted to be twice as tall as you.”

Interpretation #4 – based on pattern recognition: Here, the students used a
kind of concrete graphing approach to focus on trends  across a sequence of
measurements. That is, they lined up
against a wall and used footprint-to-
footprint comparisons to make estimates
about height-to-height relationships as
illustrated in the diagram shown here. …
This way of thinking was based on the
implicit assumption that the trends should
be LINEAR - which meant that the
relevant relationships were unconsciously
treated as being multiplicative. The
students said:

Here, try this… Line up at the wall… Put your heels here
against the wall…. Ben, stand here. Frank, stand here…. I’ll
stand here ‘cause I’m about the same (size) as Ben. {She
points to a point between Ben and Frank that’s somewhat
closer to Ben}… {pause} … Now, where should this guy be? -
Hmmm. {She sweeps her arm to trace a line passing just in
front of their toes.}… {pause} … Over there, I think. - {long
pause}… Ok. So, where’s this guy stand? … About here.
{She points to a position where the toes of everyone’s shoes
would line up in a straight line.}

Note: At this point in the session, all three students were working
together to measure heights, and the measurements were
getting to be much more precise and accurate than earlier in
the session.

Interpretation #5: By the end of the session, the students were being VERY
explicit about comparing footprints-to-height. That is, they estimated that:
Height is about six times the size of the footprint. For example, they say:
Everybody’s a six footer!   (referring to six of their own feet.)

Figure 15.3 A modeling cycle is characterized by waves of invention and
revision.
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model-eliciting problem and a case of one group of seventh-
grade students’ progressive efforts to make sense of this situ-
ation. This case illuminates several features of modeling that
have been replicated across widely diverse populations of
students and problem types (see Doerr & Lesh, 2002, for a
compendium of studies).

First, student modeling generally occurs through a series
of develop-test-revise cycles. Each cycle involves somewhat
different ways of thinking about the nature of givens, goals,
and possible solution steps (Lesh & Harel, in press). Refine-
ment typically occurs as students attempt to create coherent
and consistent mappings between the representing and repre-
sented worlds, often by noticing the implications of a particu-
lar choice of representation for the world or by noticing how a
feature of the world remains unaccounted for in a model sys-
tem. These observations resulted in several different interpre-
tations across time. Second, recalling our earlier descriptions
of inscriptional mediation of mathematical thinking, model-
ing nearly always involves multiple and interacting systems
of inscription and notation as students grapple with potential
correspondences between the world and the emerging mathe-
matical description. Third, there nearly always seem to be
multiple and often uncoordinated ideas “in the air” during
early phases of modeling, and these are reconciled and stabi-
lized as students attempt to fit models to what they consider
data. Thus, data and models often codevelop. Fourth, initial
efforts to establish fit are nearly always local, and it is the
need to consider others’ models and data that often prompts
testing for more general structures (Lesh & Doerr, 2002). In
the case outlined in Figure 15.3, the group’s model was tested
further in light of data gathered and models proposed by other
student-modelers. This underscores an expanded sense of
mathematical argument as conviction and experiment.

Although this chapter is aimed primarily at student learn-
ing, modeling research has prompted the development of new
forms of research practices and research design methodolo-
gies (Kelly & Lesh, 2000). These arose to enable multiple re-
searchers at distant research sites to coordinate work that
employed distinct theoretical perspectives focused on multi-
ple levels of interacting participants (students, teachers,
curriculum designers, and researchers; Lesh, in press). Cross-
site collaborations were accomplished by using shared tasks
and research tools (Lesh, Hoover, Hole, Kelly, & Post, 2001)
and by recognizing that all of the relevant participants (re-
searchers, teachers, students, and others) can all be thought of
as being in the business of designing models and accompany-
ing conceptual tools to make sense of their experiences. Thus,
multiple tiers of analysis were required for the conduct of
these studies (Lesh, 2002), a prospect that augments the de-
sign study perspective described previously.

IMPLICATIONS

Mathematical thinking is a specialized form of argument and
inscription, but it has its genesis in the development of every-
day capacities of pretense, possibility, conversation, and
inscription. Development of mathematical literacy relies on the
design of learning niches that support its continued evolution.
Schooling provides an unparalleled opportunity to nurture
mathematical thinking because it is one of the few arenas where
histories of learning can be systematically supported. Of
course, this opportunity is founded on the material support of
curriculum, the commitment of teachers as professionals, and
the development of knowledge about student thinking and
learning in contexts where argument and inscription take cen-
ter stage. With this in mind, we suggest a few plausible direc-
tions for research in mathematics education.

First, we urge consideration of a broader scope of mathe-
matics as worthy of research. Most studies focus on analysis
(in later grades) and number concepts (in earlier grades).
Although we believe this research has proven productive and
valuable, it ignores realms of mathematics that may well
prove foundational for a mathematics education. For exam-
ple, the Elkonin-Davydov approach to elementary mathemat-
ics education in Russia takes measurement, not “natural”
numbers, as foundational. Hence, in this program children’s
early mathematical experiences are oriented toward measure,
not count. Other possibilities suggest themselves, such as
early and prolonged emphasis on space and geometry and
consideration of the roles of modeling and design in the for-
mation of mathematical expression and epistemology.

Second, and following from a broader scope of inquiry, the
nature and grounds of professional practice in the community
of researchers require fundamental change. Study of the de-
velopment of mathematical thinking, rather than piecemeal
attention to relatively small components, requires considerate
crafting of mathematical experience so that learners consis-
tently participate in mathematical argument and expression. In
addition, it requires research designs that are coordinated with
this craftsmanship to come to understand long-term develop-
ment. The complexity of this problem suggests a reorganiza-
tion of professional practices so that design of learning
environments and study of development can be systematically
examined and become coconstituted. This form of research is
practiced currently in engineering professions, with their em-
phasis on design prototypes and iterative design. However, to
our knowledge, only embryonic forms of this way of working
currently exist in mathematics education research.

Third, and in concert with the previous two suggestions,
the focus on a mathematics education needs to be coordinated
with other realms of endeavor, recalling that the same child
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who is learning to participate in mathematical argument is
also learning to participate in scientific argument, historical
argument, and so on. Each of these forms of literacy has
implications for the development of identities and interests,
and these should be more systematically scrutinized. Dewey
(1938) suggested that identities and interests emerge from
personal experience and expression. Hence, if we aim to pro-
mote students as authors of mathematical expression, then we
need to understand more about how these experiences (which
are the objects of instructional design) are coordinated and
differentiated during the course of education.
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The Points of Viewing (POV) theory is the foundation upon
which this chapter is based. In the POV theory viewers and
readers actively layer their viewpoints and interpretations to
create emergent patterns and themes (Goldman-Segall,
1996b, 1998b). The purpose of understanding this theory is
to enable learners, educators, and designers to broaden their
scope and to enable them to learn from one another. The POV
theory has been used for more than a decade in ethnographic
studies to interpret video research data, but here we apply this
theory to interpret and make meaning of a variety of theories
of learning and technology, expecting that readers will rein-
terpret and resituate the theoretical positions in new configu-
rations as they read the text.

We explore how leading theorists have understood learn-
ing and teaching in relation to the use of computers, the
Internet, and new media technologies. Our goal is to envision
the directions in which the field is going and, simultaneously,
to tease out some of the sticky webs that have confused
decision makers and academics in their search for a singular
best practice. The underlying theme running through this
chapter is that many routes combining a vast array of per-
spectives are needed to shape an educationally sound ap-
proach to learning and teaching with new media technology.
We call this new approach to design and application perspec-
tivity technologies.

CONTEXTS AND INTELLECTUAL HISTORY

The legacy of the Enlightenment magnified the age-old de-
bate between empiricism and idealism. In the early twentieth
century the debate shifted: Science could be used not only to
observe the external world with microscopes and telescopes
but also to change, condition, and control behavior. Russian
physiologist Ivan Pavlov, most renowned for his experiments
with dogs, called his theory conditioning. Dogs “learned” to
salivate to the sound of a bell that had previously accompa-
nied their eating, even when they received no food. Pavlov’s
theory of conditioning played a central role in inspiring John
B. Watson, who is often cited as the founder of behaviorist
psychology. As early as 1913, Watson, while continuing to
work with animals, also applied Pavlov’s theories to children,
believing that people act according to the stimulation of their
nervous system and can be conditioned to learn just as easily
as dogs can. A turbulent personal turn of events—leading to
his dismissal from Johns Hopkins University—extended
Watson’s behaviorist approach into the domain of marketing.
He landed a job as vice president of J. Walter Thompson, one
of the largest U.S. advertising companies, and helped
changed the course of advertising forever (Daniels, 2000). As
media, education, and business enter a convergent course in
the twenty-first century and new tools for learning are being
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designed, behaviorist theories are still a strong, silent partner
in the new knowledge economy.

The most noted behaviorist in the educational domain,
Burrhus Frederic (B. F.) Skinner, contributed the idea of
operant conditioning—how positive and negative reinforce-
ment (reward and punishment) can be used as stimuli to
shape how humans respond. With this variation, the theory of
behavior modification was born. All human actions are seen
to be shaped (caused) by the stimulus of the external world
on the body. In short, there is no mind creating reality, merely
a hardwired system that responds to what it experiences from
external sources. Infamous for designing the glass Air Crib,
which his daughter—observed, measured, and “taught” how
to behave—spent time living in, Skinner not only practiced
what he preached but led the way for even more elaborate ex-
periments to prove how educators could shape, reinforce, and
manipulate humans through repeated drills.

With the advent of the computer and man-machine studies
in the postwar period, intrepid behavioral scientists designed
and used drill-and-practice methods to improve memoriza-
tion tasks (e.g., Suppes, 1966). They turned to an examina-
tion of the role and efficacy of computers and technology in
education, a subject understood in a behaviorist research
agenda that valued measurable results and formal experimen-
tal methods, as Koschmann (1996, pp. 5–6) noted in his eru-
dite critique of the period. Accordingly, a large amount of
learning research in the 1960s, 1970s, and 1980s asked how
the computer (an external stimulus) affects (modifies) the in-
dividual (a hardwired learning system). Research questions
focused on how the process of learning could be improved by
using the computer, applied as enhancement or supplement to
an otherwise unchanged learning environment.

The approach one takes to using technologies in the learn-
ing setting is surely rooted in one’s concept of the mind. The
mind as a site of research (and not just idealization or specula-
tion) has its modern roots in the work of Jean Piaget (b. 1896),
a natural scientist trained in zoology but most renowned for his
work as a developmental psychologist and epistemologist.
After becoming disillusioned with standardized testing
methodology at the Sorbonne in France, Piaget returned to
Geneva in 1921 to dedicate the rest of his academic life to
studying the child’s conception of time (Piaget, 1969), space
(Piaget & Inhelder, 1956), number (Piaget, 1952), and the
world (Piaget, 1930). Although the idea that children could do
things at one age that they could not do at another was not new,
Piaget was able to lay out a blueprint for children’s conceptual
development at different stages of their lives. For example, the
classic theory of conservation eludes the young child: A tall
glass contains more water than a short one even if the young
child pours the same water from one glass into the other. Until

Piaget, no one had conducted a body of experiments asking
children to think about these phenomena and then mapped into
categories the diverse views that children use to solve prob-
lems. By closely observing, recording his observations, and
applying these to an emerging developmental theory of mind,
Piaget and his team of researchers in Geneva developed the fa-
mous hierarchy of thinking stages: sensorimotor, preopera-
tional, concrete, and formal. Piaget did not limit all thinking
into these four rigid categories but rather used them as a way to
deepen discussion on how children learn.

What is fundamentally different in Piaget’s conception of
mind is that unlike the behaviorist view that the external world
affects the individual—a unidirectional approach with no input
from the individual—the process of constructivist learning
occurs in the mind of the child encountering, exploring,
and theorizing about the world as the child encounters the
world while moving through preset stages of life. The child’s
mind assimilates new events into existing cognitive structures,
and the cognitive structures accommodate the new event,
changing the existing structures in a continually interactive
process. Schemata are formed as the child assimilates new
events and moves from a state of disequilibrium to equilibrium,
a state only to be put back into disequilibrium every time the
child meets new experiences that cannot fit the existing
schema. In this way, as Beers (2001) suggests, assimilation and
accommodation become part of a dialectical interaction.

We propose that learners, their tools and creations, and the
technology-rich learning habitat are continually affecting
and influencing each other, adding diverse points of viewing
to the topic under investigation. This wider range of view-
points sets the stage for a third state called acculturation—
the acceptance of diverse points of viewing—that occurs
simultaneously with both the assimilation and accommoda-
tion processes. Learning becomes an evolving social event in
which ideas are diffused among the elements within a culture,
as Kroeber argued in 1948 (p. 25), and also are changed by
the participation of the elements.

Piaget believed that learning is a spontaneous, individual,
cognitive process, distinct from the sort of socialized and
nonspontaneous instruction one might find in formal edu-
cation, and that these two are in a somewhat antagonistic
relationship. Critiquing Piaget’s constructivism, the Soviet
psychologist L. S. Vygotsky (1962) wrote,

We believe that the two processes—the development of sponta-
neous and of nonspontaneous concepts—are related and con-
stantly influence each other. They are parts of a single process:
the development of concept formation, which is affected by
varying external and internal conditions but is essentially a uni-
tary process, not a conflict of antagonistic, mutually exclusive
forms of mentation. (p. 85)
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Vygotsky heralded a departure from individual mind to so-
cial mind, and under his influence educational theorizing
moved away from its individual-focused origins and toward
more socially or culturally situated perspectives. The paradig-
matic approaches of key theorists in learning technology re-
flect this change as contributions from anthropology and
social psychology gained momentum throughout the social
sciences. The works of Vygotsky and the Soviet cultural-
historical school (notably A. R. Luria and A. N. Leontiev),
when translated into English, began to have a major influence,
especially through the interpretations and stewardship of edu-
cational psychologists such as Jerome Bruner, Michael Cole,
and Sylvia Scribner (Bruner, 1990; Cole & Engeström, 1993;
Cole & Wertsch, 1996; Scribner & Cole, 1981). Vygotsky
focused on the role of social context and mediating tools
(language, writing, and culture) in the development of the in-
dividual and argued that one cannot study the mind of a child
without examining the “social milieu, both institutional and
interpersonal” in which she finds herself (Katz & Lesgold,
1993, p. 295). Vygotsky’s influence, along with that of prag-
matist philosopher John Dewey (1916/1961), opened up the
study of technology in learning beyond individual cognition.
The ground in the last decade of the twentieth century thus be-
came fertile for growing a range of new media and computa-
tional environments for learning, teaching, and research
based on a socially mediated conceptualization of how people
learn. But the path to social constructionism at the end of the
twentieth century first took a circuitous route through what
was known as computer-aided instruction (CAI).

Instructional Technology: Beginnings of
Computer-Aided Instruction

An examination of the theoretical roots of computers in
education exposes its behaviorist beginnings: The computer
could reinforce activities that would bring about more effi-
cient learning. For some, this meant “cheaper,” for others,
“faster,” and for yet others, it meant without needing a
teacher (see Bromley, 1998, for a discussion). The oldest
such tradition of computing in education is CAI. This
approach dates back to the early 1960s, notably in two re-
search projects: at Stanford under Patrick Suppes (1966), and
the Programmed Logic for Automated Teaching Operations
(PLATO) project at the University of Illinois at Urbana-
Champaign (UIUC) under Donald Bitzer and Dan Alpert
(Alpert & Bitzer, 1970). Both projects utilized the then-new
time-sharing computer systems to create learning opportuni-
ties for individual students. The potential existed for a time-
sharing system to serve hundreds or even thousands of
students simultaneously, and this economy of scale was one

of the main drivers of early CAI research. A learner could sit
at a terminal and engage in a textual dialogue with the com-
puter system: question and answer. As such, CAI can be situ-
ated mostly within the behavioral paradigm (Koschmann,
1996, p. 6), although its research is also informed by cogni-
tive science.

The Stanford CAI project explored elementary school
mathematics and science education, and the researchers
worked with local schools to produce a remarkable quantity
of research data (Suppes, Jerman, & Brian, 1968; Suppes &
Morningstar, 1972). Suppes began with tutorial instruction as
the key model and saw that the computer could provide indi-
vidualized tutoring on a far greater scale than was economi-
cally possible before. Suppes envisioned computer tutoring
on three levels, the simplest of which is drill-and-practice
work, in which the computer administers a question and
answer session with the student, judging responses correct or
incorrect and keeping track of data from the sessions. The
second level was a more direct instructional approach: The
computer would give information to the student and then quiz
the student on the information, possibly allowing for differ-
ent constructions or expressions of the same information. In
this sense, the computer acts much like a textbook. The third
level involved more sophisticated dialogic systems in which
a more traditional tutor-tutee relationship could be emulated
(Suppes, 1966). Clearly, the simple drill-and-practice model
is the easiest to implement, and as such the bulk of the early
Stanford research uses this model, especially in the context of
elementary school arithmetic (Suppes et al., 1968).

The research results from the Stanford experiments are
hardly surprising: Students improve over time and with prac-
tice. For the time (the 1960s), however, to be able to automate
the process was a significant achievement. More interesting
from our perspective are the reflections that Suppes (1966) of-
fered regarding the design of the human-computer interface:
How and when should feedback be given? How can the sys-
tem be tailored to different cognitive styles? What is the best
way to leverage the unprecedented amount of quantitative
data the system collects about each student’s performance and
progress? These questions still form the cornerstone of much
educational technology research.

The PLATO project at UIUC had a somewhat different
focus (Alpert & Bitzer, 1970). Over several incarnations of the
PLATO system through the 1960s, Bitzer, Alpert, and their
team worked at the problems of integrating CAI into
university teaching on a large scale, as indeed it began to be
from the late 1960s. The task of taking what was then enor-
mously expensive equipment and systems and making them
economically viable in order to have individualized tutoring
for students drove the development of the systems and led
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PLATO to a very long career in CAI—in fact, the direct
descendants of the original PLATO system are still being
used and developed. The PLATO project introduced some
of the first instances of computer-based manipulables, student-
to-student conferencing, and computer-based distance educa-
tion (Woolley, 1994).

From these beginnings CAI and the models it provides for
educational technology are now the oldest tradition in educa-
tional computing. Although only partly integrated in the
school system, CAI is widely used in corporate training envi-
ronments and in remedial programs and has had something of
a resurgence with the advent of the World Wide Web as online
training has become popular. It is worth noting that Computer
Curriculum Corporation, the company that Suppes started
with Richard Atkinson at Stanford in 1967, and NovaNet, a
PLATO descendant spun off from UIUC in 1993, were both
recently acquired by Pearson Education, the world’s largest
educational publisher (Pearson Education, 2000).

Cognitive Science and Research on Artificial Intelligence

In order to situate the historical development of learning
technology, it is also important to appreciate the impact of
what Howard Gardner (1985) refers to as the “cognitive rev-
olution” on both education and technology. For our purposes,
the contribution of cognitive science is twofold. First, the
advent of the digital computer in the 1940s led quickly to re-
search on artificial intelligence (AI). By the 1950s AI was
already a substantial research program at universities such
as Harvard, MIT, and Stanford. And although AI research has
not yet produced an artificial mind, and we believe it is not
likely to do so, the legacy of AI research has had an enormous
influence on our present-day computing paradigms, from in-
formation management to feedback and control systems, and
from personal computing to the notion of programming lan-
guages. All derive in large part from a full half-century of
research in AI.

Second, cognitive science—specifically the contributions
of Piagetian developmental psychology and AI research—
gave the world the first practical models of mind, thinking,
and learning. Prior to the cognitive revolution, our under-
standing of the mind was oriented either psychoanalytically
and philosophically out of the Western traditions of meta-
physics and epistemology or empirically via behaviorism.
In the latter case, cognition was regarded as a black box be-
tween stimulus and response. Because no empirical study
of the contents of this box was thought possible, speculation
as to what went on inside was both discouraged and ignored.

Cognitive science, especially by way of AI research,
opened the box. For the first time researchers could work

from a model of mind and mental processes. In 1957 AI pio-
neer Herbert Simon went so far as to predict that AI would
soon provide the substantive model for psychological theory,
in the same way that Newton’s calculus had once done for
physics (Turkle, 1984, p. 244). Despite the subsequent hum-
bling of AI’s early enthusiasm, the effect that this thinking
has had on research in psychology and education and even
the popular imagination (consider the commonplace notion
of one’s short-term memory) is vast.

The most significant thread of early AI research was Allen
Newell and Herbert Simon’s information-processing model at
Carnegie-Mellon University. This research sought to develop
a generalized problem-solving mechanism, based on the idea
that problems in the world could be represented as internal
states in a machine and operated on algorithmically. Newell
and Simon saw the mind as a “physical symbol system” or
“information processing system” (Simon, 1969/1981, p. 27)
and believed that such a system is the “necessary and suffi-
cient means” for intelligence (p. 28). One of the venerable tra-
ditions of this model is the chess-playing computer, long
bandied as exemplary of intelligence. Ironically, world chess
master Gary Kasparov’s historic defeat by IBM’s supercom-
puter Deep Blue in 1997 had far less rhetorical punch than did
AI critic (and chess novice) Hubert Dreyfus’s defeat in 1965,
but the legacy of the information-processing approach cannot
be underestimated.

Yet it would be unfair to equate all of classical AI research
with Newell and Simon’s approach. Significantly, research
programs at Stanford and MIT, though perhaps lower profile,
made significant contributions to the field. Two threads in
particular are worthy of comment here. One was the develop-
ment of expert systems concerned with the problem of knowl-
edge representation—for example, Edward Feigenbaum’s
DENDRAL, which contained large amounts of domain-
specific information in biology.Another was Terry Winograd’s
1970 program SHRDLU, which first tackled the issue of in-
dexicality and reference in an artificial microworld (Gardner,
1985). As Gardner (1985) pointed out, these developments
demonstrated that Newell and Simon’s generalized problem-
solving approach would give way to more situated, domain-
specific approaches.

At MIT in the 1980s, Marvin Minsky’s (1986) work led to
a theory of the society of minds—that rather than intelli-
gence being constituted in a straightforward representational
and algorithmic way, intelligence is seen as the emergent
property of a complex of subsystems working independently.
The notion of emergent AI, more recently explored through
massively parallel computers, has with the availability of
greater computing power in the 1980s and 1990s become
the mainstream of AI research (Turkle, 1995, pp. 126–127).
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Interestingly, Gardner (1985) pointed out that the majority of
computing—and therefore AI—research has been located
within the paradigm defined by Charles Babbage, Lady Ada
Lovelace, and George Boole in the nineteenth century. Bab-
bage and Lovelace are commonly credited with the basic idea
of the programmable computer; Lady Ada Lovelace’s famous
quote neatly sums it up: “The analytical engine has no pre-
tensions whatever to originate anything. It can do whatever
we know how to order it to perform” (quoted in Turing,
1950). George Boole’s contribution was the notion that a
system of binary states (0 and 1) could suffice for the repre-
sentation and transformation of logical propositions. But
computing research began to find and transcend the limits of
this approach. The rise of emergent AI was characterized as
“waking up from the Boolean dream” (Douglas Hofstadter,
quoted in Turkle, 1995, p. 135). In this model intelligence is
seen as a property emergent from, or at least observable in,
systems of sufficient complexity. Intelligence is thus not de-
fined by programmed rules, but by adaptive behavior within
an environment.

From Internal Representation to Situated Action

The idea of taking contextual factors seriously became
important outside of pure AI research as well. A notable
example was the reception given to Joseph Weizenbaum’s
famous program, Eliza. When it first appeared in 1966, Eliza
was not intended as serious AI; it was an experiment in creat-
ing a simple conversational interface to the computer—
outputting canned statements in response to certain “trigger”
phrases inputted by a user. But Eliza, with her reflective re-
sponses sounding a bit like a Rogerian psychologist, became
something of a celebrity—much to Weizenbaum’s horror
(Turkle, 1995, p. 105). The popular press and even some
psychiatrists took Eliza quite seriously. Weizenbaum argued
against Eliza’s use as a psychiatric tool and against mixing
up human beings and computers in general, but Eliza’s
fame has endured. The interface and relationship that Eliza
demonstrates has proved significant in and of itself, regard-
less of what computational sophistication may or may not lie
behind it.

Another contextualist effort took place at Xerox’s Palo
Alto Research Center (PARC) in the 1970s, where a team led
by Alan Kay developed the foundation for the personal com-
puting paradigm that we know today. Kay’s team is most
famous for developing the mouse-and-windows interface—
which Brenda Laurel (Laurel & Mountford, 1990) later
called the direct manipulation interface. However, at a more
fundamental level, the Xerox PARC researchers defined a
model of computing that branched away from a formalist,

rules-driven approach and moved toward a notion of the
computer as curriculum: an environment for designing, creat-
ing, and using digital tools. This approach came partly from
explicitly thinking of children as the designers of computing
technology. Kay (1996) wrote,

We were thinking about learning as being one of the main effects
we wanted to have happen. Early on, this led to a 90-degree
rotation of the purpose of the user interface from “access to func-
tionality” to “environment in which users learn by doing.” This
new stance could now respond to the echoes of Montessori and
Dewey, particularly the former, and got me, on rereading Jerome
Bruner, to think beyond the children’s curriculum to a “curricu-
lum of user interface.” (p. 552)

In the mid-1980s Terry Winograd and Fernando Flores’s
Understanding Computers and Cognition: A New Foundation
for Design (1986) heralded a new direction in AI and intelli-
gent systems design. Instead of a rationalist, computational
model of mind, Winograd and Flores described the emergence
of a decentered and situated approach. The book drew on the
phenomenological thinking of Martin Heidegger, the biology
of perception work of Humberto Maturana and Francisco
Varela, and the speech-act theory of John Austin and John
Searle to call for a situated model of mind in the world, capa-
ble of (or dependent on) commitment and intentionality in real
relationships. Winograd and Flores’s work raised significant
questions about the assumptions of a functionalist, represen-
tational model of cognition, arguing that such a view is based
on highly questionable assumptions about the nature of
human thought and action.

In short, the question of how these AI and cognitive science
developments have affected the role of technology in the edu-
cational arena can be summed up in the ongoing debate
between instructionist tutoring systems and constructivist
toolkits. Whereas the earliest applications ofAI to instructional
systems attempted to operate by creating a model of knowl-
edge or a problem domain and then managing a student’s
progress in terms of deviation from that model (Suppes, 1966;
Wenger, 1987), later and arguably more sophisticated con-
struction systems looked more like toolkits for exploring and
reflecting on one’s thinking in a particular realm (Brown &
Burton, 1978; Papert, 1980).

THE ROLE OF TECHNOLOGY IN LEARNING

When theorizing about the role of technology in learning, the
tendency is often to use an instrumentalist and instructionist
approach—the computer, for example, is a useful tool for
gathering or presenting information (which is often and
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incorrectly equated with knowledge). Even within the con-
structionist paradigm, the social dimension of the learning
experience is forgotten, focusing only on the individual child.
And even when we remember the Vygotskian zone of proxi-
mal development (ZPD) with its emphasis on the socially
mediated context of learning, we tend to overlook the differ-
ences that individuals themselves have in their learning styles
when they approach the learning experience. And even when
we consider group and individual differences, we fail to
examine that individuals themselves try out many styles
depending on the knowledge domain being studied and the
context within which they are participating. Most important,
even when the idea that individuals have diverse points of
viewing the world is acknowledged, technologists and new
media designers often do little to construct learning environ-
ments that truly encourage social construction and knowl-
edge creation.

Designing and building tools as perspectivity technolo-
gies, we argue, enables learners to participate as members of
communities experiencing and creating new worlds from the
points of viewing of their diverse personal identities while
contributing to the public good of the digital commons.
Perspectivity technologies are technologies that enable
learners—like stars in a constellation—to be connected to
each other and to change their positions and viewpoints yet
stay linked within the larger and movable construct of the
total configuration of many constellations, galaxies, and uni-
verses. It is within the elastic tension among all the players in
the community—the learner, the teacher, the content, the
artifacts created, and most important, the context of the
forces within which they communicate—that new knowl-
edge in, around, and about the world is created.

This next section is organized less chronologically and
more functionally and examines technologies from a variety
of perspectives: as information sources, curricular areas,
communications media, tools, environments, partners, scaf-
folds, and perspectivity toolkits. In the latter, we return to the
importance of using the Points of Viewing theory as a frame-
work for designing new media technological devices.

Technology as Information Source

When we investigate how meaning is made, we can no longer
assume that actual social meanings, materially made, consist
only in the verbal-semantic and linguistic contextualizations
(paradigmatic, syntagmatic, intertextual) by which we have
previously defined them. We must now consider that meaning-
in-use organizes, orients, and presents, directly or implicitly,
through the resources of multiple semiotic systems. (Lemke,
1998)

Access to information has been the dominant mythology
of computers in education for many educators. Not taking the
time to consider how new media texts bring with them new
ways of understanding them, educators and educational tech-
nologists have often tried to add computers to learning as
one would add salt to a meal. The idea of technology as in-
formation source has captured the imagination of school ad-
ministrators, teachers, and parents hoping that problems of
education could be solved by providing each student with ac-
cess to the most current knowledge (Graves, 1999). In fact,
legislators and policy makers trying to bridge the digital di-
vide see an Internet-connected computer on every desktop as
a burning issue in education, ranking closely behind public
versus charter schools, class size, and teacher expertise as
hot-button topics.

Although a growing number of postmodern theorists and
semioticians see computers and new media technologies as
texts to deconstruct (Landow, 1992; Lemke, 1998), it is more
common to see computers viewed as textbooks. Despite
Lemke’s reminder that these new media texts require transla-
tion and not only digestion, the computer is commonly seen as
merely a more efficient method of providing instruction and
training, with information equated with knowledge. Learners
working with courseware are presented with information and
then tested or questioned on it, much as they would using tra-
ditional textbooks. The computer can automatically mark stu-
dent responses to questions and govern whether the student
moves on to the next section, freeing the teacher from this
task—an economic advantage noted by many educational
technology thinkers. In the late 1980s multimedia—audio,
graphics, and video—dominated the educational landscape.
Curriculum and learning resources, first distributed as text-
book and accompanying floppy disks, began to be distributed
on videodisc or CD-ROM, media formats able to handle large
amounts of multiple media information. In the best cases,
multimedia resources employed hypertext or hypermedia
(Landow, 1992; Swan, 1994) navigation schemes, encourag-
ing nonlinear traversal of content. Hypermedia, as such,
represented a significant break with traditional, linear instruc-
tional design models, encouraging users to explore resources
by following links between discrete chunks of information
rather than simply following a programmed course. One of the
best early exemplars was Apple Computer’s Visual Almanac:
An Interactive Multimedia Kit (Apple Multimedia Lab,
1989), that enabled students to explore rich multimedia vi-
gnettes about interesting natural phenomena as well as events
from history and the arts.

More recently, the rise of the Internet and the World
Wide Web has stimulated the production of computer-based
curriculum resources once again. As a sort of universal
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multimedia platform, the Web’s ability to reach a huge audi-
ence very inexpensively has led to its widespread adoption
in schools, training centers, corporations, and, significantly,
the home. More than packaged curriculum, however, the use
of the Internet and the World Wide Web as an open-ended
research tool has had an enormous impact on classrooms.
Because the software for browsing the web is free (or nearly
free) and the technology and skills required to use it are so
widespread, the costs of using the Web as a research tool are
largely limited to the costs of hardware and connectivity.
This makes it an obvious choice for teachers and administra-
tors often unsure of how best to allocate technology funds.
The popular reputation of the Web as a universal library or
as access to the world’s information (much more so than its
reputation as a den of pornographers and pedophiles) has led
to a mythology of children reaching beyond the classroom
walls to tap directly into rich information sources, commu-
nicate with scientists and experts, and expand their horizons
to a global view. Of course, such discourse needs to be ex-
amined in the light of day: The Web is a source of bad in-
formation as well as good, and we must also remember that
downloading is not equivalent to learning. Roger Schank
observed,

Access to the Web is often cited as being very important to edu-
cation, for example, but is it? The problem in the schools is not
that the libraries are insufficient. The Web is, at its best, an im-
provement on information access. It provides a better library for
kids, but the library wasn’t what was broken. (Schank, 2000)

In a similar vein, correspondence schools—both
University-based and private businesses dating back to the
nineteenth century—are mirrored in today’s crop of online
distance learning providers (Noble, 1999). In the classic dis-
tance education model, a student enrolls, receives curriculum
materials in the mail, works through the material, and submits
assignments to an instructor or tutor by mail. It is hoped that
the student completes everything successfully and receives
accreditation. Adding computers and networks to this model
changes very little, except for lowering the costs of delivery
and management substantially (consider the cost savings of
replacing human tutors and markers with an AI system).

If this economic reality has given correspondence schools
a boost, it has also, significantly, made it almost imperative
that traditional education providers such as schools, colleges,
and universities offer some amount of distance access. Despite
this groundswell, however, the basic pedagogical questions
about distance education remain: To what extent do learners in
isolation actually learn? Or is distance education better con-
sidered a business model for selling accreditation (Noble,

1999)? The introduction of electronic communication and
conferencing systems into distance education environments
has no doubt improved students’ experiences (Hiltz, 1994),
and this development has certainly been widespread, but the
economic and educational challenges driving distance educa-
tion still make it an ambivalent choice for both students and
educators concerned with the learning process.

Technology as Curriculum Area

Driven by economic urgency—a chronic labor shortage in IT
professions (Meares & Sargent, 1999), the extensive impact
of computers and networks in the workplace, and the promise
of commercial success in the new economy—learning about
computers is a curriculum area in itself, and it has a major im-
pact on how computers and technology are viewed in educa-
tional settings.

The field of technology studies, as a curriculum area, has
existed in high schools since the 1970s. But it is interesting to
note how much variation there is in the curriculum, across
grade levels, from region to region, and from school to
school—perhaps increasingly so as years go by. Apart from
the U.S. College Board’s Advanced Placement (AP) Com-
puter Science Curriculum, which is very narrowly focused
on professional computer programming, what one school or
teacher implements as the “computer science” or “informa-
tion technology” curriculum is highly varied, and probably
very dependent on individual teachers’ notions and attitudes
toward what is important. The range includes straight-
forward computer programming (as in the AP curriculum),
multimedia production (Roschelle, Kaput, Stroup, &
Kahn, 1998), technology management (Wolfson & Willinsky,
1998), exploratory learning (Harel & Papert, 1991), text-
book learning about bits and bytes, and so on. Standards are
hard to come by, of course, because the field is so varied and
changing.

A most straightforward conclusion that one may draw
from looking at our economy, workplace, and prospects for
the future is that computer-based technologies are increas-
ingly part of how we work. It follows that simply knowing
how to use computers is a requirement for many jobs or ca-
reers. This basic idea drives the job skills approach to com-
puters in education. In this model computer hardware and
software, particularly office productivity and data processing
software, are the cornerstone of technology curriculum be-
cause skill with these applications is what employers are
looking for. One can find this model at work in most high
schools, and it is dominant in retraining and economic devel-
opment programs. And whereas its simple logic is easy to
grasp, this model may be a reminder that simple ideas can be
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limiting. MIT professor Seymour Papert (1992), invoking
curriculum theorist Paolo Freire, wrote,

If “computer skill” is interpreted in the narrow sense of technical
knowledge about computers, there is nothing the children can
learn now that is worth banking. By the time they grow up, the
computer skills required in the workplace will have evolved into
something fundamentally different. But what makes the argu-
ment truly ridiculous is that the very idea of banking computer
knowledge for use one day in the workplace undermines the only
really important “computer skill”: the skill and habit of using the
computer in doing whatever one is doing. (p. 51)

Papert’s critique of computer skills leads to a discussion of
computer literacy, a term almost as old as computers them-
selves, and one that is notoriously elusive. Critic Douglas
Noble (1985, p. 64) noted that no one is sure what exactly
computer literacy is, but everyone seems to agree that it is
good for us. Early attempts to define it come from such influ-
ential figures as J. C. R. Licklider, one of the founders of what
is now the Internet, whose notion of computer literacy drew
much on Dewey’s ideas about a democratic populous of
informed citizens.

As computers became more widespread in the 1980s and
1990s, popular notions of computer literacy grew up around
people struggling to understand the role of these new tech-
nologies in their lives. The inevitable reduction of computer
literacy to a laundry list of knowledge and skills (compare
with E. D. Hirsch’s controversial 1987 book Cultural Liter-
acy) prompted Papert to respond with appeals to the richness
of what literacy means:

When we say “X is a very literate person,” we do not mean that
X is highly skilled at deciphering phonics. At the least, we imply
that X knows literature, but beyond this we mean that X has
certain ways of understanding the world that derive from an
acquaintance with literary culture. In the same way, the term
computer literacy should refer to the kinds of knowing that
derive from computer culture. (Papert, 1992, p. 52)

Papert’s description broadens what computer literacy might
include, but it still leaves the question open. Various contribu-
tions to the notion of literacy remain rooted in the particular
perspectives of their contributors. Alan Kay (1996) wrote of an
“authoring literacy.” Journalist Paul Gilster (2000) talked about
“digital literacy.” Most recently, Andrea diSessa (2000), cre-
ator of the Boxer computer program, has written extensively on
“computational literacy,” a notion that he hopes will rise above
the banality of earlier conceptions: “Clearly, by computational
literacy I do not mean a casual familiarity with a machine that
computes. In retrospect, I find it remarkable that society has
allowed such a shameful debasing of the term literacy in its
conventional use in connection with computers” (p. 5).

The difficulty of coming to terms with computer or digital
literacy in any straightforward way has led Mary Bryson to
identify the “miracle worker” discourse that results, in which
experts are called on to step in to a situation and implement
the wonders that technology promises:

[W]e hear that what is essential for the implementation and inte-
gration of technology in the classroom is that teachers should
become “comfortable” using it. . . . [W]e have a master code
capable of utilizing in one platform what for the entire history of
our species thus far has been irreducibly different kinds of
things. . . . [E]very conceivable form of information can now be
combined with every other kind to create a different form of
communication, and what we seek is comfort and familiarity?
(deCastell, Bryson, & Jenson, 2000)

However difficult to define, some sense of literacy is going to
be an inescapable part of thinking about digital technology
and learning. If we move beyond a simple instrumental view
of the computer and what it can do, and take seriously how it
changes the ways in which we relate to our world, then the
issue of how we relate to such technologies, in the complex
sense of a literacy, will remain crucial.

Technology as Communications Media

The notion of computer as communications medium (or media)
began to take hold as early as the 1970s, a time when comput-
ing technology gradually became associated with telecommu-
nications. The beginnings of this research are often traced to
the work of Douglas Engelbart at the Stanford Research Insti-
tute (now SRI International) in the 1960s (Bootstrap Institute,
1994). Englebart’s work centered around the oNLine System
(NLS), a combination of hardware and software that facilitated
the first networked collaborative computing, setting the stage
for workgroup computing, document management systems,
electronic mail, and the field of computer-supported collabo-
rative work (CSCW). The first computer conference manage-
ment information system, EMISARI, was created by Murray
Turoff while working in the U.S. Office of Emergency Pre-
paredness in the late 1960s and was used for monitoring dis-
ruptions and managing crises. Working with Starr Roxanne
Hiltz, Turoff continued developing networked, collaborative
computing at the New Jersey Institute of Technology (NJIT) in
the 1970s. Hiltz and Turoff (1978/1993) founded the field of
computer-mediated communication (CMC) with their land-
mark book, The Network Nation. The book describes a new
world of computer conferencing and communications and is to
this day impressive in its insightfulness. Hiltz and Turoff’s
work inspired a generation of CMC researchers, notably in-
cluding technology theorist Andrew Feenberg (1989) at San
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Diego State University and Virtual-U founder Linda Harasim
(1990, 1993) at Simon Fraser University.

Although Hiltz and Turoff’s Network Nation is concerned
mostly with business communications and management sci-
ence, it explores teaching and learning with network tech-
nologies as well, applying their insights to practical problems
of teaching and learning online: 

In general, the more the course is oriented to teaching basic skills
(such as deriving mathematical proofs), the more the lecture is
needed in some form as an efficient means of delivering illustra-
tions of skills. However, the more the course involves pragmat-
ics, such as interpretations of case studies, the more valuable is
the CMC mode of delivery. (Hiltz & Turoff, 1978/1993, p. 471)

Later, Hiltz wrote extensively about CMC and educa-
tion. Her 1994 book, The Virtual Classroom, elaborates a
methodology for conducting education in computer-mediated
environments and emphasizes the importance of assignments
using group collaboration to improve motivation. Hiltz hoped
that students would share their assignments with the com-
munity rather simply mail them to the instructor. Hiltz
was surely on the mark in the early 1990s as researchers
around the world began to realize the promise of “anyplace,
anytime” learning (Harasim, 1993) and to study the dynamics
of teachers and learners in online, asynchronous conferencing
systems.

Parallel to the early development of CMC, research in CAI
began to take seriously the possibilities of connecting students
over networks. As mentioned earlier, the PLATO system at
UIUC was probably the first large-scale distributed CAI sys-
tem. PLATO was a large time-sharing system, designed (and
indeed economically required) to support thousands of users
connecting from networked terminals. In the 1970s PLATO
began to offer peer-to-peer conferencing features, making it
one of the first online educational communities (Woolley,
1994).

Distance education researchers were interested in CMC
as an adjunct to or replacement for more traditional modes of
communication, such as audio teleconferencing and the
postal service. The British Open University was an early
test-bed of online conferencing. Researchers such as A. W.
Bates (1988) and Alexander Romiszowski and Johan de
Haas (1989) were looking into the opportunities presented
by computer conferencing and the challenges of conducting
groups in these text-only environments. More recently,
Bates has written extensively about the management and
planning of technology-based distance education, drawing
on two decades of experience building “open learning” sys-
tems in the United Kingdom and Canada (Bates, 1995). In a
1996 article, Timothy Koschmann suggested that the major
educational technology paradigm of the late 1990s would be

computer-supported collaborative learning (CSCL), a close
relative of the emerging field of CSCW. Educational tech-
nology, Koschmann pointed out, was now concerned with
collaborative activities, largely using networks and com-
puter conferencing facilities. Whether CSCL constitutes a
paradigm shift is a question we will leave unanswered, but
Koschmann’s identification of the trend is well noted. Two
of the most oft-cited research projects of the 1990s fall
into this category. The work of Margaret Riel, James Levin,
and colleagues on teleprenticeship (Levin, Riel, Miyake, &
Cohen, 1987) and on learning circles (Riel, 1993, 1996)
connected many students at great distances—classroom
to classroom as much as student to student—in large-scale
collaborative learning.

In the early 1990s students, teachers, and researchers
around the world engaged in networked collaborative pro-
jects. At the Institute for the Learning Sciences (ILS) at
Northwestern University, the Collaborative Visualization
(Co-Vis) project involved groups of young people in different
schools conducting experiments and gathering scientific data
on weather patterns (Edelson, Pea, & Gomez, 1996). At the
Multimedia Ethnographic Research Lab (MERLin) at the
University of British Columbia, young people, teachers, and
researchers conducted ethnographic investigations on a
complex environmental crisis at Clayoquot Sound on the
west coast of Vancouver Island (Goldman-Segall, 1994), with
the aim of communicating with other young people in diverse
locations. The Global Forest project resulted in a CD-ROM
database of video and was designed to link to the World Wide
Web to allow participants from around the world to share
diverse points of viewing and interpretation of the video data.

At Boston’s TERC research center, large-scale collabora-
tive projects were designed in conjunction with the National
Geographic Kids Network (Feldman, Konold, & Coulter,
2000; Tinker, 1996). The TERC project was concerned with
network science, and as with Riel’s learning circles, multiple
classrooms collaborated together, in this case gathering envi-
ronmental science data and sharing in its analysis:

For example, in the NG Kids Network Acid Rain unit, students
collect data about acid rain in their own communities, submit
these data to the central database, and retrieve the full set of data
collected by hundreds of schools. When examined by students,
the full set of data may reveal patterns of acidity in rainfall that
no individual class is able discover by itself based on its own
data. Over time, the grid of student measurements would have
the potential to be much more finely grained than anything avail-
able to scientists, and this would become a potential resource for
scientists to use. (Feldman et al., 2000, p. 7)

But in the early 1990s, despite much written about the
great emerging advances in telecommunications technology,
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no one could have predicted the sheer cultural impact that
the Internet would have. It is difficult to imagine, from the
standpoint of the early twenty-first century, any educational
technology project that does not in some way involve the In-
ternet. The result is that all education computing is in some
way a communications system, involving distributed sys-
tems, peer-to-peer communication, telementoring, or some
similar construct—quite as Hiltz and Turoff predicted. What
is still to be realized is how to design perspectivity technolo-
gies that enable, encourage, and expand users’ POVs to cre-
ate more democratic, interactive, convivial, and contextual
communication.

One of the most interesting developments in CMC
since the advent of the Internet is immersive virtual reality
environments—particularly multiuser dungeons (MUDs) and
MOOs—within which learners can meet, interact, and collabo-
ratively work on research or constructed artifacts (Bruckman,
1998; Dede, 1994; Haynes & Holmevik, 1998). Virtual envi-
ronments, along with the popular but less-interesting chat sys-
tems on the Internet, add synchronous communications to the
asynchronous modes so extensively researched and written
about since Hiltz and Turoff’s early work. One could position
these immersive, virtual environments as perspectivity tech-
nologies as they create spaces for participants to create and
share their worlds.

The Internet has clearly opened up enormous possibilities
for shared learning. The emergence of broad standards for In-
ternet software has lent a stability and relative simplicity to
learning software. Moreover, the current widespread avail-
ability and use of Internet technologies could be said to mark
the end of CMC as a research field unto itself, as it practically
merges CMC with all manner of other conceptualizations of
new media technological devices: CAI, intelligent tutoring
systems, simulations, robotics, smart boards, wireless com-
munications, wearable technologies, pervasive technologies,
and even smart appliances.

Technology as Thinking Tool

David Jonassen (1996) is perhaps best known in the educa-
tional technology domain as the educator connected with
bringing to prominence the idea of computer as mindtool.
Breaking rank with his previous instructionist approach de-
tailing what he termed frames for instruction (Duffy &
Jonassen, 1992), Jonassen’s later work reflects the inspiration
of leading constructionist thinkers such as Papert. In a classic
quotation on the use of the computer as a tool from the land-
mark book, Mindstorms: Children, Computers, and Powerful
Ideas, Papert (1980) stated, “For me, the phrase ‘computer
as pencil’ evokes the kind of uses I imagine children of the

future making of computers. Pencils are used for scribbling
as well as writing, doodling as well as drawing, for illicit
notes as well as for official assignments” (p. 210).

Although it is easy to think of the computer as a simple
tool—a technological device that we use to accomplish a
certain task as we use a pen, abacus, canvas, ledger book,
file cabinet, and so on—a tool can be much more than just a
better pencil. It can be a vehicle for interacting with our
intelligence—a thinking tool and a creative tool. For exam-
ple, a popular notion is that learning mathematics facilitates
abstract and analytic thinking. This does not mean that math-
ematics can be equated with abstract thinking. The computer
as a tool enables learners of mathematics to play with the el-
ements that create the structures of the discipline. To employ
Papert’s (1980) example, children using the Logo program-
ming language explore mathematics and geometry by manip-
ulating a virtual turtle on the screen to act out movements that
form geometric entities. Children programming in Logo
think differently about their thinking and become epistemol-
ogists. As Papert would say, Logo is not just a better pencil
for doing mathematics but a tool for thinking more deeply
about mathematics, by creating procedures and programs,
structures within structures, constructed, deconstructed, and
reconstructed into larger wholes. At the MIT Media Lab in
the 1970s and 1980s, Papert and his research team led a
groundbreaking series of research projects that brought
computing technology to schoolchildren using Logo. In
Mindstorms, Papert explained that Logo puts children in
charge of creating computational objects—originally, by pro-
gramming a mechanical turtle (a 1.5-ft round object that
could be programmed to move on the floor and could draw a
line on paper as it moved around), and then later a virtual tur-
tle that moved on the computer screen. Papert, a protégé of
Jean Piaget, was concerned with the difficult transition from
concrete to formal thinking. Papert (1980) saw the computer
as the tool that could make the abstract concrete:

Stated most simply, my conjecture is that the computer can con-
cretize (and personalize) the formal. Seen in this light, it is not
just another powerful educational tool. It is unique in providing
us with the means for addressing what Piaget and many others
see as the obstacle which is overcome in the passage from child
to adult thinking. (p. 21)

Beyond Piaget’s notion of constructivism, the theory of
constructionism focused its lens less on the stages of thought
production and more on the artifacts that learners build as
creative expressions of their understanding. Papert (1991)
understood the computer as not merely a tool (in the sense of
a hammer) but as an object-to-think-with that facilitates novel
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ways of thinking:

Constructionism—the N word as opposed to the V word—shares
constructivism’s connotation of learning as building knowledge
structures irrespective of the circumstances of the learning. It
then adds the idea that this happens especially felicitously in a
context where the learner is consciously engaged in constructing
a public entity, whether it’s a sand castle on the beach or a theory
of the universe. (p. 1)

By the late 1980s, and continuing up to today, the research
conducted by Papert’s Learning and Epistemology Research
Group at MIT had become one of the most influential forces
in learning technology. A large-scale intensive research pro-
ject called Project Headlight was conducted at the Hennigan
School in Boston and studied all manner of phenomena
around the experience of schoolchildren and Logo-equipped
computers. A snapshot of this research is found in the edited
volume titled Constructionism (Harel & Papert, 1991), which
covers the perspectives of 16 researchers.

Goldman-Segall and Aaron Falbel explored Ivan Illich’s
(1973) theory of conviviality—a theory that, in its simplest
form, recommends that tools be simple to use, accessible to
all, and beneficial for humankind—in relation to new tech-
nologies in learning. Goldman-Segall (2000) conducted a
3-year video ethnography of children’s thinking styles at Pro-
ject Headlight and created a computer-based video analysis
tool called Learning Constellations to analyze her video
cases. Falbel worked with children to create animation from
original drawings and to think of themselves as convivial
learners. In Judy Sachter’s (1990) research, children explored
their understanding of three-dimensional rotation and com-
puter graphics, leading the way for comprehending how chil-
dren understand gaming. At the same time, Mitchell Resnick,
Steve Ocko, and Fred Martin designed smart LEGO bricks
controlled by Logo. These LEGO objects could be pro-
grammed to move according to Logo commands (Martin &
Resnick, 1993; Resnick & Ocko, 1991). Nira Granott asked
adult learners to deconstruct how and why these robotic
LEGO creatures moved in the way they did. Her goal was to
understand the construction of internal cognitive structures
that allow an interactive relationship between creator and
user (Granott, 1991). Granott’s theory of how diverse indi-
viduals understand the complex movements of LEGO/Logo
creatures was later woven into a new fabric that Resnick—
working with many turtles on a screen—called distributed
constructionism (Resnick, 1991, 1994). Uri Wilensky, with
Resnick, deepened the theoretical framework around the be-
havior of complex systems (Resnick & Wilensky, 1998). To
model, describe, and predict emergent phenomena in com-
plex system, Resnick designed LEGO/Logo and Wilensky

and Resnick designed StarLogo. Wilensky more recently
designed NetLogo. Wilensky (2000, 2001), a mathematician
concerned with probability, is often cited for his asking a sim-
ple question to young people: How do geese fly in formation?
The answers that young people give reveal how interesting
yet difficult emergent phenomena are to describe.

Given Papert’s background as a mathematician, mathe-
matics was an important frame for much of the research con-
ducted in Project Headlight. Idit Harel introduced Alan
Collin’s theory of apprenticeship learning into the intellectual
climate involving elementary students becoming software
designers. Harel worked with groups of children creating
games in Logo for other children to use in learning about
fractions. This idea that children could be designers of their
learning environments was developed further by Yasmin
Kafai, who introduced computer design as an environment
to understand how girls and boys think when playing and
designing games—a topic of great interest to video game
designers (Kafai, 1993, 1996). Kafai has spent more than
a decade creating a range of video game environments for
girls and boys to design environments for learning. In short,
Kafai connected the world of playing and designing to the
life of the classroom in a number of studies in the 1990s.

Continuing to expand Papert’s legacy with a new genera-
tion of graduate students, Kafai at UCLA, Resnick at the MIT
Media Lab, Goldman-Segall at the MERLin Lab at the Uni-
versity of British Columbia, Granott at the University of
Texas in Dallas, and Wilensky at the Institute of the Learning
Sciences at Northwestern continue to explore the notion of
computer device as a thinking tool from the constructionist
perspective. Over the last decade the focus on understanding
the individual mind of a child has shifted to understanding
how groups of people collaborate to make sense of the world
and participate as actors in shared constructions. Construc-
tionism, in its more social, distributed, and complex versions,
is now being reinterpreted through a more situated and eco-
logical point of view.

Technology as Environment

The line between technology as tool and technology as envi-
ronment is thus a thin one and in fact becomes even more per-
meable when one considers tools and artifacts as part of a
cultural ecology (Cole, 1996; Vygotsky, 1978). As Alan Kay
(1996) noted, “Tools provide a path, a context, and almost an
excuse for developing enlightenment. But no tool ever
contained it, or can provide it. Cesare Pavese observed: to
know the world, we must make it [italics added]” (p. 547).

Historically, constructivist learning theories were rooted
in the epistemologies of social constructivist philosopher
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Dewey, social psychologist Vygotsky, and developmental and
cognitive psychologist Bruner. Knowledge of the world is
seen to be constructed through experience; the role of educa-
tion is to guide the learner through experiences that provide
opportunities to construct knowledge about the world. In
Piaget’s version, this process is structured by the sequence of
developmental stages. In Vygotsky’s cultural-historical ver-
sion, the process is mediated by the tools and contexts of the
child’s sociocultural environment. As a result of the influence
of Vygotsky’s work in the 1980s and 1990s across North
America, researchers in a variety of institutions began to view
the computer and new media technologies as environments,
drawing on the notion that learning happens best for children
when they are engaged in creating personally meaningful dig-
ital media artifacts and sharing them publicly. The MIT
Media Lab’s Learning and Epistemology Group under the di-
rection of Papert, the Center for Children and Technology
under Jan Hawkins and Margaret Honey, Vanderbilt’s Cogni-
tion and Technology Group under the leadership of John
Bransford and Susan Goldman, TERC and the Concord
Consortium in Boston under Bob Tinker, Marcia Linn at
Berkeley, Georgia Tech under Janet Kolodner, the Multime-
dia Ethnographic Research Lab (MERLin) under Goldman-
Segall, and SRI under Roy Pea are just a few of the
exemplary research settings involved in the exploration of
learning and teaching using technologies as learning environ-
ments during the 1990s. Several of these communities (SRI,
Berkeley, Vanderbilt, and the Concord Consortium) formed
an association called CILT, the Center for Innovation in
Learning and Teaching, which became a hub for researchers
from many institutions.

The range of theoretical perspectives employed in con-
ducting research about learning environments in these vari-
ous research centers has been as diverse as might be expected.
Most of these centers have asked what constitutes good
research in educational technology and designed research
methods that best address the issues under investigations. At
the University of Wisconsin–Madison, Richard Lehrer and
Leona Schauble (2001) have asked what constitutes real data
in the classroom. As Mary Bryson from the University of
British Columbia and Suzanne de Castell from Simon Fraser
University have reminded us for over a decade now, studying
technology-based classrooms is at best a complex narrative
told by both students and researchers (Bryon & de Castell,
1998).

One might ask what constitutes scientific investigation
of the learning environment and for whom. Sharon Derry,
another learning scientist from University of Wisconsin–
Madison who previously assessed knowledge building in

computer-rich learning environments with colleague Suzanne
Lajoie (Lajoie & Derry, 1993) using quantitative measures, has
begun to investigate the role of rich video cases in online learn-
ing communities with colleagues Constance Steinkuehler,
Cindy Hmelo-Silver, and Matt DelMarcelle (Steinkuehler,
Derry, Hmelo-Silver, & DelMarcelle, in press). Derry estab-
lished the Secondary Teacher Education Project (STEP) as an
online preservice teacher education learning environment. In
collaboration with Goldman-Segall at the New Jersey Institute
of Technology’s emerging eARTh Lab, Derry is currently ex-
ploring how to integrate elements of Goldman-Segall’s con-
ceptual framework of conducting digital video ethnographic
methods and her software ORION for digital video analysis
(shown later in Figure 16.5), as well as use tools designed at the
University of Wisconsin for teacher analysis of video cases.

These qualitative research tools and methods, with their
emphasis on case studies and in-depth analyses, best describe
the conclusions of a study that is constructionist by design. In
short, they are methods and tools to study the technology
learning environment and to enter into the fabric of the envi-
ronment as part of the learning experience. Employing per-
spectivity technologies and using a theoretical framework
that encourages collaborative theory building are basic foun-
dations of rich learning environments. When individuals and
groups create digital media artifacts for learning or conduct-
ing research on learning, the artifacts inhabit the learning
environment, creating an ecology that we share with one
another and with our media constructions. Perspectivity tech-
nologies become expressive tools that allow learners to
manipulate objects-to-think-with as subjects-to-think-with.
Technology is thus not just an instrument we use within an
environment, but is part of the environment itself.

Technology as Partner

Somewhere amid conceiving of computing technology as
artificial mind and conceiving of it as communications
medium is the notion of computer as partner. This somewhat
more romanticized version of “technology as tool” puts more
emphasis on the communicative and interactive aspects of
computing. A computer is more than a tool like the pencil that
one writes with because, in some sense, it writes back. And
although this idea has surely existed since early AI and intel-
ligent tutoring systems (ITS) research, it was not until an
important article in the early 1990s (Salomon, Perkins, &
Globerson, 1991) that the idea of computers as partners in
cognition was truly elaborated.

As early as the 1970s, Gavriel Salomon (1979) had been
exploring the use of media (television in particular) and its
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effect on childhood cognition. Well-versed in Marshall
McLuhan’s adage, “The medium is the message,” Salomon
built a bridge between those who propose an instrumentalist
view of media (media effects theory) and those who under-
stand media to be a cultural artifact in and of itself. Along
these lines, in 1991 Salomon et al. drew a very important dis-
tinction: “effects with technology obtained during partner-
ship with it, and effects of it in terms of the transferable
cognitive residue that this partnership leaves behind in the
form of better mastery of skills and strategies” (p. 2).

Their article came at a time when the effects of computers
on learners were being roundly criticized (Pea & Kurland,
1987), and it helped break new ground toward a more distrib-
uted view of knowledge and learning (Brown, Collins, &
Duguid, 1996; Pea, 1993). To conceive of the computer as a
partner in cognition—or learning, or work—is to admit it into
the cultural milieu, to foreground the idea that the machine in
some way has agency or at least influence in our thinking.

If we ascribe agency to the machine, we are going some
way toward anthropomorphizing it, a topic Sherry Turkle has
written about extensively (Turkle, 1984, 1995). Goldman-
Segall wrote of her partnership with digital research tools
as “a partnership of intimacy and immediacy” (Goldman-
Segall, 1998b, p. 33). MIT interface theoristAndrew Lippman
defined interactivity as mutual activity and interruptibility
(Brand, 1987), and Alluquere Rosanne Stone went further, re-
ferring to the partnership with machines as a prosthetic device
for constructing desire (Stone, 1995). Computers are, as Alan
Kay envisioned in the early 1970s, personal machines.

The notion of computers as cognitive partners is further
exemplified in research conducted by anthropologist Lucy
Suchman at Xerox PARC. Suchman’s (1987) Plans and Situ-
ated Actions: The Problem of Human-Machine Communica-
tion explored the difference between rational, purposive
plans, and circumstantial, negotiated, situated actions. Rather
than actions being imperfect copies of rational plans,
Suchman showed how plans are idealized representations of
real-world actions. With this in mind, Suchman argued that
rather than working toward more and more elaborate compu-
tational models of purposive action, researchers give priority
to the contextual situatedness of practice: “A basic research
goal for studies of situated action, therefore, is to explicate
the relationship between structures of action and the re-
sources and constraints afforded by physical and social cir-
cumstances” (p. 179).

Suchman’s colleagues at Xerox PARC in the 1980s de-
signed tools as structures within working contexts; innovative
technologies such as collaborative design boards, real-time
virtual meeting spaces, and video conferencing between

coworkers were a few of the environments at Xerox PARC
where people could scaffold their existing practices.

Technology as Scaffold

The computer as scaffold is yet another alternative to tool,
environment, or partner. This version makes reference to
Vygotsky’s construct of the ZPD, defined as “the distance
between the actual developmental level as determined by
independent problem solving and the level of potential de-
velopment as determined through problem solving under
adult guidance or in collaboration with more capable peers”
(Vygotsky, 1978, p. 86). The scaffold metaphor originally
referred to the role of the teacher, embodying the charac-
teristics of providing support, providing a supportive tool,
extending the learner’s range, allowing the learner to accom-
plish tasks not otherwise possible, and being selectively us-
able (Greenfield, 1984, p. 118).

Vygotsky’s construct has been picked up by designers of
educational software, in particular the Computer Supported
Intentional Learning Environment (CSILE) project at the
Ontario Institute for Studies in Education (OISE). At OISE,
Marlene Scardamalia and Carl Bereiter (1991) worked toward
developing a collaborative knowledge-building environment
and asked how learners (children) could be given relatively
more control over the ZPD by directing the kinds of questions
that drive educational inquiry. The CSILE environment pro-
vided a scaffolded conferencing and note-taking environment
in which learners themselves could be in charge of the ques-
tioning and inquiry of collaborative work—something more
traditionally controlled by the teacher—in such a way that
kept the endeavor from degenerating into chaos.

Another example of technological scaffolding comes
from George Landow’s research into using hypertext and
hypermedia—nonlinear, reader-driven text and media, as
mentioned earlier—in the study of English literature (Landow
& Delany, 1993). In Landow’s research, a student could gain
more information about some aspect of Shakespeare, for
example, by following any number of links presented in an
electronic document. A major component of Landow’s work
was his belief in providing students with the context of the
subject matter. The technological scaffolding provides a way
of managing that context—so that it is not so large, compli-
cated, or daunting that it prevents learners from exploring, but
is flexible and inviting enough to encourage exploration be-
yond the original text. The question facing future researchers
of these nonlinear and alternately structured technologies may
be this: Can the computer environment create a place in which
the context or the culture is felt, understood, and can be



406 Computers, the Internet, and New Media for Learning

communicated to others? More controversially, perhaps, can
these technologies be designed and guided by the learners
themselves without losing the richness that direct engagement
with experts and teachers can offer them?

Technology as Perspectivity Toolkit

The Perspectivity Toolkit model we are introducing in this
chapter (a derivative of the Points of Viewing theory)
proposes that the next step in understanding new media
technologies for learning is to define them as lenses to ex-
plore both self and world through layering viewpoints and
looking for underlying patterns that lead to agreement, dis-
agreement, and understanding. Perspectivity technologies
provide a platform for sharing (not always shared) values and
for building (not only participating in) cultures or communi-
ties of practice. Because we live in a complex global society,
this new model is critical if we are to communicate with each
other. Illich (1972) called this form of communication,
conviviality and Geertz (1973) called it commensurability.
Goldman-Segall (1995) referred to the use of new media, es-
pecially digital video technologies, to layer views and per-
spectives into new theories as configurational validity—a
form of thick communication.

One can trace the first glimmer of perspectivity technolo-
gies to Xerox PARC in the 1970s. There, Alan Kay was in-
venting what we now recognize as the personal computer—
a small, customizable device with substantial computing
power, mass storage, and the ability to handle multiple media
formats. Though simply pedestrian today, Kay’s advances
were at the time revolutionary. Kay’s vision of small, self-
contained personal computers was without precedent, as was
his vision of how they would be used: as personalized media
construction toolkits that would usher in a new kind of liter-
acy. With this literacy would start the discourse between
technology as scientific tool and technology as personal ex-
pression: “The particular aim of [Xerox’s Learning Research
Group] was to find the equivalent of writing—that is, learn-
ing and thinking by doing in a medium—our new ‘pocket
universe’” (Kay, 1996, p. 552).

At Bank Street College in the 1980s, a video and
videodisc project called The Voyage of the Mimi immersed
learners in scientific exploration of whales and Mayan cul-
tures. Learners identified strongly with the student characters
in the video stories. Similarly, the Cognition and Technology
Group at Vanderbilt (CTGV) was working on video-based
units in an attempt to involve students in scientific inquiry
(Martin, 1987). The Adventures of Jasper Woodbury is a
series of videodisc-based adventures that provide students
with engaging content and contexts for solving mysteries and

mathematical problems (http://peabody.vanderbilt.edu/ctrs/
ltc/Research/jasper.html). While both of these environments
were outstanding exemplars of students using various media
forms to get to know the people and the culture within the
story structures, the lasting contribution is not only one of en-
hanced mathematical or social studies understanding, but
also a connection to people who are engaged in real-life in-
quiry and in expanding on perspective in the process.

With an AI orientation, computer scientist, inventor, and
educator Elliot Soloway at the University of Michigan
built tools to enable learners to create personal hypermedia
documents, reminiscent of Kay’s personalized media
construction toolkits. In his more current work with Joe
Krajcik, Phyllis Blumenfeld, and Ron Marx, Soloway partici-
pated with communities of students and teachers as they
explored project-based science through the design of sophisti-
cated technologies developed for distributed knowledge con-
struction (Soloway, Krajcik, Blumenfeld, & Marx, 1996).
Similarly, at Berkeley, Marcia Linn analyzed the cognition of
students who wrote programs in the computer language LISP,
and Andrea diSessa worked with students who were learning
physics using his program called Boxer. For diSessa, physics
deals with

a rather large number of fragments rather than one or even any
small number of integrated structures one might call “theories.”
Many of these fragments can be understood as simple abstrac-
tions from common experiences that are taken as relatively prim-
itive in the sense that they generally need no explanation; they
simply happen. (diSessa, 1988, p. 52)

Andrea diSessa’s theory of physics resonates strongly
with the notion of bricolage, a term first used by the French
structural anthropologist Claude Lévi-Strauss (1968) to de-
scribe a person who builds from pieces and does not have
a specific plan at the onset of the project. Lévi-Strauss was
often used as a point of departure for cognitive scientists in-
terested in the analysis of fragments rather than in building
broad generalizations from top-down rationalist structures.
By the 1990s French social theory has indeed infiltrated the
cognitive paradigm, legitimizing cultural analysis.

Influenced by the notion of bricolage, however, one might
ask whether these technology researchers were aware that
they had designed perspectivity platforms for interactions
between individuals and communities. Perhaps not, yet we
propose that these environments should be reviewed through
the perspectivity lens to understand how learners come to
build consensual theories around complex human-technology
interactions. Goldman-Segall’s digital ethnographies of
children’s thinking (1990, 1991, 1998b) are exemplars in
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perspectivity theory. She established unique partnerships
among viewer, author, and media texts—a set of partnerships
that revolves around, and is revolved around, the constant
recognition of cultural connections as core factors in using
new-media technologies. Goldman-Segall explored the tenu-
ous, slippery, and often permeable relations between creator,
user, and media artifact through an online environment for
video analysis. A video chunk, for example, became the rep-
resentation of a moment in the making of cultures. This video
chunk became both cultural object and personal subject,
something to turn around and reshape. And just as we, as
users and creators (readers and writers) of these artifacts,
change them through our manipulation, so they change us and
our cultural possibilities. Two examples of Goldman-Segall’s
video case studies and interactive software that illustrate
the implementation of perspectivity technologies for cul-
ture making and collaborative interpretation can be found
on the Web at http://www.pointsofviewing.com.

Another good example of perspectivity technology is de-
scribed in the doctoral work of Maggie Beers who, working
with Goldman-Segall in the MERLin Research Lab, explored
how preservice teachers learning modern languages build
and critique digital artifacts connecting self and other (Beers,
2001; Beers & Goldman-Segall, 2001). Beers showed how
groups of preservice teachers create video artifacts as repre-
sentations of their various cultures in order to share and
understand each other’s perspectives as an integral part of
learning a foreign language. The self becomes a strong refer-
ence point for understanding others while engaged in many
contexts with media tools and artifacts.

Another exemplary application of perspectivity theory
is demonstrated by Gerry Stahl. Stahl has been working
on the idea of perspective and technology at the University
of Colorado for several years. Stahl’s Web Guide forms the
technical foundation into an investigation of the role of arti-
facts in collaborative knowledge building for deepening
perspective. Drawing on Vygotsky’s theories of cultural
mediation, Stahl’s work develops models of collaborative
knowledge building and the role of shared cultural artifacts—
and particularly digital media artifacts—in that process
(Stahl, 1999). 

In sum, perspectivity technologies enhance, motivate, and
provide new opportunities for learning, teaching, and re-
search because they address how the personal point of view
connects with evolving discourse communities. Perspectivity
thinking tools enable knowledge-based cultures to grow, cre-
ating both real and virtual communities within the learning
environment to share information, to alter the self-other rela-
tionship, and to open the door to a deeper, richer partnership
with our technologies and one another. Just as a language

changes as speakers alter the original form, so will the nature
of discourse communities change as cultures spread and
variations are constructed.

EXEMPLARY LEARNING SYSTEMS

The following is a collage of technological systems designed
to aid, enhance, or inspire learning.

Logo

Logo (see Figure 16.1), one of the oldest and most influential
educational technology endeavors, dates back to 1967. Logo
is a dialect of the AI research language LISP and was
developed by Wally Feurzig’s team at Bolt, Beranek, and
Newman (BBN), working with Papert. Papert’s work made
computer programming accessible to children, not through
dumbing down computer science, but by carefully managing
the relationship between abstract and concrete. Logo gave
children the means to concretize mathematics and geometry
via the computer, which made them explorers in the field of
math. As mentioned earlier, Papert believed that because the
best way to learn French is not to go to French class, but to
France, the best way to learn mathematics would be in some
sort of “Mathland” (Papert, 1980, p. 6). Logo provided a mi-
croworld operating in terms of mathematical and geometric
ideas. By experimenting with controlling a programmable
turtle, children had direct, concrete experience of how
mathematical and geometric constructs work. Through re-
flection on their experiments, they would then come to more
formalized understandings of these constructs. Papert saw
children as epistemologists thinking about their thinking
about mathematics by living in and creating computer
cultures.

With the growing availability of personal computers in the
late 1970s and 1980s, the Logo turtle was moved onscreen. The
notion of the turtle in its abstract world was called a mi-
croworld, a notion that has been the lasting legacy of the Logo
research (Papert, 1980). The Logo movement was very popular
in schools in the 1980s, and many, many versions of the lan-
guage were developed for different computer systems. Some
implementations of Logo departed from Papert’s geometry
microworlds and were designed to address other goals, such
as the teaching of computer programming (Harvey, 1997).
Some implementations of Logo are freely distributed on the
Internet. See http://www.cs.berkeley.edu/~bh/logo.html. The
Logo Foundation, at http://el.www.media.mit.edu/groups/
logo-foundation/, has continued to expand the culture of Logo
over the years.
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Squeak

Squeak (see Figure 16.2) is the direct descendant of Alan
Kay’s Dynabook research at Xerox PARC in the 1970s. It is a
multimedia personal computing environment based on the
SmallTalk, the object-oriented programming language that
formed the basis of Kay’s investigations into personal com-
puting (Kay, 1996). Squeak is notable in that it is freely dis-
tributed on the Internet, runs on almost every conceivable
computing platform, and is entirely decomposable: Although
one can create new media tools and presentations as with other
environments, one can also tinker with the underlying opera-
tion of the system—how windows appear or how networking
protocols are implemented. A small but enthusiastic user
community supports and extends the Squeak environment,
creating such tools as web browsers, music synthesizers,
three-dimensional graphic toolkits, and so on—entirely
within Squeak. See http://www.squeak.org.

Boxer

Boxer (see Figure 16.3) is a computational medium—a
combination of a programming language, a microworld

environment, and a set of libraries and tools for building tools
for exploring problem solving with computers. Developed by
Andrea diSessa, Boxer blends the Logo work of Seymour
Papert (1980) and the mutable medium notion of Alan Kay
(1996) in a flexible computing toolkit. diSessa’s work has
been ongoing since the 1980s, when he conceived of an envi-
ronment to extend the Logo research into a more robust and
flexible environment in which to explore physics concepts
(diSessa, 2000). Boxer is freely distributed on the Internet.
See http://www.soe.berkeley.edu/boxer.html/.

HyperCard

In 1987 Apple Computer was exploring multimedia as the
fundamental rationale for people wanting Macintosh comput-
ers. However, as there was very little multimedia software
available in the late 1980s, Apple decided to bundle a multi-
media-authoring toolkit with every Macintosh computer. This
toolkit was HyperCard, and it proved to be enormously popu-
lar with a wide variety of users, and especially in schools.
HyperCard emulates a sort of magical stack of index cards,
and its multimedia documents were thus called stacks. An

Figure 16.1 UBCLogo in action.
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Figure 16.2 The Squeak environment showing Midi score player (audio), web browser, and documentation.

author could add text, images, audio, and even video compo-
nents to cards and then use a simple and elegant scripting lan-
guage to tie these cards together or perform certain behaviors.
Two broad categories of use emerged in HyperCard: The first
was collecting and enjoying predesigned stacks; the second
was authoring one’s own. In the online bulletin board systems
of the early 1990s, HyperCard authors exchanged great vol-
umes of “stackware.” Educators were some of the most en-
thusiastic users, either creating content for students (a stellar
example of this is Apple’s Visual Almanac, which married
videodisc-based content with a HyperCard control interface)
or encouraging students to create their own. Others used
HyperCard to create scaffolds and tools for learners to use in
their own media construction. A good snapshot of this Hyper-
Card authoring culture is described in Ambron and Hooper’s
(1990) Learning with Interactive Multimedia. Unfortunately,
HyperCard development at Apple languished in the mid-
1990s, and the World Wide Web eclipsed this elegant, power-
ful software. A HyperCard derivative called HyperStudio is

still popular in schools but lacks the widespread popularity
outside of schools that the original claimed.

Constellations/ORION

Constellations (see Figure 16.4) is a collaborative video anno-
tation tool that works with the metaphor of stars and constella-
tions. An individual data chunk (e.g., a video clip) is a star.
Stars can be combined to make constellations, but different
users may place the same star in different contexts, depending
on their understanding by viewing data from various perspec-
tives. Constellations is thus a data-sharing system, promoting
Goldman-Segall’s notion of configurational validity by allow-
ing different users to compare and exchange views on how
they contextualize the same information differently in order to
reach valid conclusions about the data. It also features collab-
orative ranking and annotation of data nodes. Although other
video analysis tools have been developed and continue to be
developed (Harrison & Baecker, 1992; Kennedy, 1989;
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Figure 16.3 The Boxer environment showing interactive programming of fractals.

Mackay, 1989; Roschelle, Pea, & Trigg, 1990), Constellations
(also called Learning Constellations) was the first video data-
analysis tool to analyze a robust set of video ethnographic data
(Goldman-Segall, 1989, 1990). Constellations was originally
developed as a stand-alone application using the HyperCard
platform with a significance measure to layer descriptions and
attributes (Goldman-Segall, 1993). However, in 1998 the tool
went online as a Web-based collaborative video analysis tool
called WebConstellations (see http://www.webconstellations
.com) and focused more on data management and integration
(Goldman-Segall, 1999; Goldman-Segall & Rao, 1998). The
most recent version, ORION, provides more functionality
for the administrator to designate access to users (see Fig-
ure 16.5). Unlike WebConstellations, ORION has returned to
its original functionality of being a tool for video chunking,
sorting, analysis, ethnographic theory building and story mak-
ing. See http://www.pointsofviewing.com for a version of
how video data can be analyzed.

Adventures of Jasper Woodbury

Jasper Woodbury is the name of a character in a series of ad-
venture stories that CTGV uses as the basis for anchored in-
struction. The stories, presented on videodisc or CD-ROM,
are carefully crafted mysteries that present problems to be
solved by groups of learners. Since the video can be randomly
accessed, learners are encouraged to re-explore parts of the
story in order to gather clues and develop theories about the
problem to be solved. The Jasper series first appeared in
the 1980s, and there are now 12 stories (CTGV, 1997). See
http://peabody.vanderbilt.edu/ctrs/ltc/Research/jasper.html.

KidPix

KidPix was the first kid-friendly, generic graphics studio pro-
gram. It includes a wealth of design tools and features that
make it easy and fun to create images, and it has been widely
adopted in schools. KidPix was originally developed by
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Figure 16.4 Constellations 2.6 showing Star video node and collaborative ranking-annotation interface for analysis.

Figure 16.5 ORION showing a constellation (two streaming digital video stars) with tools for online comments, descriptors, links,
and transcripts.
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Craig Hickman in the late 1980s for his own son and was
subsequently marketed by Broderbund software (now owned
by The Learning Company). See the official site at http://
www.kidpix.com/ and Craig Hickman’s unofficial site at
http://www.pixelpoppin.com/kidpix.

CSILE

Marlene Scardamalia and Carl Bereiter at OISE devel-
oped CSILE. CSILE is a collaborative, problem-based,
knowledge-building environment. Learners can collaborate
on data collection, analysis of findings, constructing and pre-
senting conclusions by exchanging structured notes and
attaching further questions, contributions, and so on to pre-
existing notes. CSILE was originally conceived to provide a
dynamic scaffold for knowledge construction—one that
would let the learners themselves direct the inquiry process
(Scardamalia & Bereiter, 1991). CSILE is now commercially
developed and licensed as Knowledge Forum. See http://
www.learn.motion.com/lim/kf/KF0.html.

StarLogo

StarLogo (see Figure 16.6) is a parallel-computing version of
Logo. By manipulating multiple (thousands) of distributed

turtles, learners can work with interactive models of complex
interactions, population dynamics, and other decentralized
systems. Developed by Resnick, Wilensky, and a team of re-
searchers at MIT, StarLogo was conceived as a tool to move
learners’ thinking beyond a centralized mindset and to study
how people make sense of complex systems (Resnick, 1991;
Resnick & Wilensky, 1993; Wilensky & Resnick, 1999).
StarLogo is available for free on the Internet, as is NetLogo—a
next generation multiagent environment developed by
Wilensky at the Center for Connected Learning and Computer-
Based Modeling at Northwestern University. See http://
www.media.mit.edu/starlogo and http://ccl.northwestern.edu/
netlogo/.

MOOSE Crossing

Georgia Tech researcher Amy Bruckman created MOOSE
Crossing (see Figure 16.7) as part of her doctoral work while
at the MIT Media Lab. MOOSE Crossing can be character-
ized as something of a combination of the Logo/microworlds
work of Papert (1980), the mutable media notions of
Kay (1996), and a MOO (Haynes & Holmevik, 1998)—a
real-time, collaborative, immersive, virtual environment.
MOOSE Crossing is a thus a microworld that learners can

Figure 16.6 StarLogo’s interactive “Ants” simulation in action.
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themselves enter, designing and programming the virtual
environment from within. It becomes a sort of lived-in text
that one shares with other readers, writers, and designers.
Bruckman (1998) calls MOOSE Crossing “community sup-
port for constructionist learning”: 

Calling a software system a place gives users a radically differ-
ent set of expectations. People are familiar with a wide variety of
types of places, and have a sense of what to do there. . . . Instead
of asking What do I do with this software?, people ask them-
selves, What do I do in this place? The second question has a
very different set of answers than the first. (p. 49)

Bruckman’s (1998) thesis is that community and construc-
tionist learning go hand in hand. Her ethnographic accounts
of learners inside the environment reveals very close, very
personal bonds emerging between children in the process of
designing and building their worlds in MOOSE Crossing.
“The emotional support,” she writes, “is inseparable from the
technical support. Receiving help from someone you would
tell your secret nickname to is clearly very different from
receiving help from a computer program or a schoolteacher”
(p. 128). The MacMOOSE and WinMOOSE software is
available for free on the Internet. See http://www.cc.gatech
.edu/elc/moose-crossing/.

SimCalc

SimCalc’s tag line is “Democratizing Access to the
Mathematics of Change,” and the goal is to make the

understanding of change accessible to more learners than the
small minority who take calculus classes (see Figure 16.8).
SimCalc, a project at the University of Massachusetts under
James Kaput working with Jeremy Roschelle and Ricardo
Nemirovky, is a simulation and visualization system for
learners to explore calculus concepts in a problem-based
model, one that avoids traditional problems with mathemat-
ical representation (Kaput, Roschelle, & Stroup, 1998).
The core software, called MathWorlds (echoing Papert’s
Mathland idea), allows learners to manipulate variables and
see results via real-time visualizations with both animated
characters and more traditional graphs. SimCalc is freely
available on the Internet. See http://www.simcalc.umassd
.edu/.

Participatory Simulations

Participatory Simulations, a project overseen by Uri
Wilensky and Walter Stroup at Northwestern University, is a
distributed computing environment built on the foundations
of Logo and NetLogo that encourages learners collabora-
tively to explore complex simulations (Wilensky & Stroup,
1999). This project centers around HubNet, a classroom-
based network of handheld devices that enables learners to
participate in and collaboratively control simulations of dy-
namic systems. The emergent behavior of the system be-
comes the object of collective discussion and collaborative
analysis.

Figure 16.7 The MacMOOSE client interface showing editing, browsing, and main interaction windows.
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Figure 16.8 SimCalc’s interactive velocity lab, with animation and real-time graphs.

CoVis

CoVis (Collaborative Visualization), a project developed at
Northwestern University in the 1990s, focuses on science
learning through projects using a telecommunications infra-
structure, scientific visualization tools, and software to sup-
port collaboration between diverse schools in distributed
locations (Edelson et al., 1996). Much of learners’ investiga-
tion centered on atmospheric and environmental studies,
allowing wide-scale data sharing across the United States.
Learners could then use sophisticated data analysis tools
to visualize and draw conclusions. CoVis made use of a
variety of networked software: collaborative “notebooks,”
distributed databases, and system visualization tools, as well
as the Web and e-mail. The goal in the CoVis project was for
young people to study topics in much the same way as pro-
fessional scientists do. See http://www.covis.nwu.edu/.

Network Science

In the late 1980s and 1990s a number of large-scale research
projects explored the possibilities of connecting multiple
classrooms across the United States for data sharing and col-
laborative inquiry (Feldman et al., 2000). Programs like
National Geographic Kids Network (NGKNet), a National
Science Foundation–funded collaboration between the
National Geographic Society and TERC, reached thousands of
classrooms and tens of thousands of students. TERC’s
NGKNet provided curriculum plans and resources around

issues such as acid rain and tools that facilitated large-scale
data collection, sharing, and analysis of results. Other projects,
such as Classroom BirdWatch and EnergyNet, focused on is-
sues with comparable global significance and local implica-
tions, turning large numbers of learners into a community of
practice doing distributed scientific investigation. Feldman,
Konold, and Coulter noted that these large-scale projects ques-
tion the notion of the individual child as scientist, pointing
instead toward interesting models of collaborative en-
gagement in science, technology, and society issues (pp. 142–
143).

Virtual-U 

Developed by Linda Harasim and Tom Calvert at Simon
Fraser University and the Canadian Telelearning National
Centres of Excellence, Virtual-U is a Web-based course-
delivery platform (Harasim, Calvert, & Groeneboer, 1996).
Virtual-U aims to provide a rich, full-featured campus envi-
ronment for learners, featuring a cafe and library as well as
course materials and course-management functionality. See
http://virtual-u.cs.sfu.ca/ and http://www.telelearn.ca/.

Tapped In

Tapped In (see Figure 16.9) is a multiuser online educational
workspace for teachers and education professionals. The
Tapped In project, led by Mark Schlager at SRI International,
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began in the late 1990s as a MOO (textual virtual reality) en-
vironment for synchronous collaboration and has since
grown into a sophisticated (Web plus MOO) multimedia en-
vironment for both synchronous and asynchronous work,
with a large and very active user population (Schlager &
Schank, 1997). Tapped In uses a technological infrastructure
similar to that of MOOSE Crossing but has a different kind of
community of practice at work within it; Tapped In functions
more like an ongoing teaching conference, with many weekly
or monthly events, workshops, and happenings. Tapped In is
an exemplary model of a multimode collaborative environ-
ment. See http://www.tappedin.sri.com/.

CoWeb

At Georgia Tech Mark Guzdial and colleagues at the Collab-
orative Software Laboratory (CSL) have created a variety of
software environments building on the original educational
computing vision of Alan Kay in the 1970s (Kay 1996); the

computer can be a tool for composing and experiencing dy-
namic media. Growing from Guzdial’s (1997) previous work
on the CaMILE project—a Web-based anchored collabora-
tion environment, CSL’s CoWeb project explores possibili-
ties in designing and using collaborative media tools online
(Guzdial, 1999). CoWeb and other CSL work are largely
based on the Squeak environment, a direct descendant of
Alan Kay’s research at Xerox PARC in the 1970s. See
http://coweb.cc.gatech.edu/csl.

MaMaMedia

The rationale of MaMaMedia, a company founded by MIT
Media Lab graduate Idit Harel, is to enable young learners
and their parents to participate in web experiences that are
safe, constructionist by nature, and educational. MaMaMedia
maintains a filtered collection of dynamic Web sites aimed
at challenging young children to explore, express, and
exchange (Harel’s three Xs) ideas. Harel’s (1991) book

Figure 16.9 The TAPestry interface to the Tapped In environment.
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Children Designers, lays the foundation for MaMaMedia
and for research in understanding how children in rich online
environments construct and design representations of their
thinking. In Harel’s doctoral work, one young girl named
Debbie was part of the experimental group at the Hennigan
School, working with fractions in Logo. After several months
of working on her project, she looked around the room and
said, “Fractions are everywhere.” MaMaMedia enables thou-
sands of girls and boys to be online playing games, learning
how to think like Debbie, and participating in the vast
MaMaMedia community. To join this constructionist com-
munity for kids and parents, go to http://www.mamamedia
.com/.

WebGuide

WebGuide, a web-based, collaborative knowledge-
construction tool, was created by Gerry Stahl and colleagues
at the University of Colorado (Stahl, 1999). WebGuide is
designed to facilitate personal and collaborative understand-
ing through mediating perspectivity via cultural artifacts.
WebGuide acts as a scaffold for group understanding.
WebGuide is a structured conferencing system supporting rich
interlinking and information reuse and recontextualization, as
well as multiple views on the structure of the information set.
Learners contribute information from individual perspectives,
but this information can later be negotiated and recollected in
multiple contexts construct. See http://www.cs.colorado.edu/
~gerry/webguide/.

Affective Computing and Wearables

A series of research projects under Rosalind Picard at the
MIT Media Lab are aimed at investigating affective comput-
ing (Picard 1997)—the emotional and environmental aspects
of digital technologies. Research areas include computer
recognition of human affect, computer synthesis of affect,
wearable computers, and affective interaction with comput-
ers. Jocelyn Schreirer conducted several experiments with
advisors Picard, Turkle, and Goldman-Segall to explore how
affective wearable technologies become expressive devices
for augmenting communication. This relatively new area for
research will undoubtedly prove very significant for educa-
tion as well as other applications because the affective com-
ponent of computing has been overlooked until recently. See
http://www.media.mit.edu/affect/.

WebCT

Originally developed in the late 1990s by Murray Goldberg at
the University of British Columbia, WebCT has grown to be

an enormously popular example of a course management sys-
tem. What began as an easy-to-use Web-based courseware
environment is now in use by more than 1,500 institutions. In-
deed, it is so widespread among postsecondary institutions
that WebCT, now a company, is almost a de facto standard for
online course delivery. See http://www.webct.com.

CHALLENGING PARADIGMS AND
LEARNING THEORIES

Cognition: Models of Mind or Creating Culture?

In this section, two challenging cognitive paradigms will be
discussed. The overriding discussion focuses on whether
cognition is best understood as a model of the mind or rather
as a creation of culture.

From the Cognitive Revolution to Cultural Psychology

From the vantage point of the mid-1990s, Jerome Bruner
looked back on the cognitive revolution of the late 1950s,
which he helped to shape, and reflected on a lost opportunity.
Bruner had imagined that the new cognitive paradigm would
bring the search for meaning to the fore, distinguishing it
from the behaviorism that preceded it (Bruner, 1990, p. 2).
Yet as Bruner wrote, the revolution went awry—not because
it failed, but because it succeeded:

Very early on, for example, emphasis began shifting from
“meaning” to “information,” from the construction of meaning
to the processing of information. These are profoundly different
matters. The key factor in the shift was the introduction of com-
putation as the ruling metaphor and computability as a necessary
criterion of a good theoretical model. (p. 4)

The information-processing model of cognition became
so dominant, Bruner argued, and the roles of meaning and
meaning making ended up as much in disfavor as they had
been in behaviorism. “In place of stimuli and responses, there
was input and output,” and hard empiricism ruled again, with
a new vocabulary, but with the same disdain for mentalism
(Bruner, 1990, p. 7).

Bruner’s career as a theorist is itself instructive. Heralded
by Gardner and others as one of the leading lights of 1950s
cognitivism, Bruner has been one of a small but vocal group
calling for a return to the role of culture in understanding the
mind. This movement has been tangled up closely with the
evolution of educational technology over the same period,
perhaps illuminated in a pair of titles that serve as book-
ends for one researcher’s decade-long trajectory: Etienne
Wenger’s (1987) Artificial Intelligence and Tutoring
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Systems: Computational and Cognitive Approaches to the
Communication of Knowledge and his (1998) Communities
of Practice: Learning, Meaning, and Identity.

Cognitive Effects, Transfer, and the Culture of
Technology: A Brief Narrative

In his 1996 article, “Paradigm Shifts and Instructional Tech-
nology: An Introduction,” Timothy Koschmann began by
identifying four defining paradigms of technology in educa-
tion. In roughly chronological (but certainly overlapping)
order, these are CAI, characterized by drill-and-practice and
programmed instruction systems; ITS, which drew on AI re-
search to create automated systems that could evaluate a
learner’s progress and tailor instruction accordingly; the
Logo-as-Latin paradigm, led by Papert’s microworld and
children-as-programmers efforts; and CSCL, a socially-
oriented, constructivist approach that focuses on learners
in practice in groups. Koschmann invoked Thomas Kuhn’s
(1996) controversial notion of the incommensurability of
competing paradigms: 

Kuhn held that the effect of a paradigm shift is to produce a
divided community of researchers no longer able to debate their
respective positions, owing to fundamental differences in termi-
nology, conceptual frameworks, and views on what constitutes
the legitimate questions of science. (Koschmann, 1996, p. 2)

Koschmann’s analysis may well be accurate. The literature
surrounding the effects that learning technology produces
certainly displays examples of this incommensurability, even
within the writings of individual theorists.

As mentioned earlier, Papert’s work with teaching chil-
dren to program in Logo was originally concerned with
bridging the gap between Piaget’s concrete and formal think-
ing stages, particularly with respect to mathematics and
geometry. Over time, however, Papert’s work with children
and Logo began to be talked about as “computer cultures”
(Papert, 1980, pp. 22–23): Logo gave its practitioners a vo-
cabulary, a framework, and a set of tools for a particular kind
of learning through exploration. Papert envisaged a computer
culture in which children could express themselves as episte-
mologists, challenging the nature of established knowledge.
But although Papert’s ideas and the practice of Logo learning
in classrooms contributed significantly to the esprit de temps
of the 1980s, it was difficult for many mainstream educa-
tional researchers and practitioners to join the mindset that he
believed would revolutionize learning.

A large-scale research project to evaluate the claims of
Logo in classrooms was undertaken by Bank Street College

in the mid-1980s. The Bank Street studies came to some crit-
ical conclusions about the work that Papert and his col-
leagues were doing (Pea & Kurland, 1987; Pea, Kurland, &
Hawkins, 1987). Basically, the Bank Street studies concluded
with a cautious note—that no significant effects on cognitive
development could be confirmed—and called for much more
extensive and rigorous research amid the excitement and
hype. The wider effect of the Bank Street publications fed
into something of a popular backlash against Logo in the
schools. A 1984 article in the magazine Popular Psychology
summarized the Bank Street studies and suggested bluntly
that Logo had not delivered on Papert’s promises.

Papert responded to this critique (Papert, 1985) by arguing
that the framing of research questions was overly simplistic.
Papert chided his critics for looking for cognitive effects by
isolating variables as if classrooms were treatment studies.
Rather than asking “technocentric” questions such as “What
is THE effect of THE computer?” (p. 23), Papert called for an
examination of the culture-building implications of Logo
practice, and for something he called “computer criticism,”
which he proposed as akin to literary criticism.

Pea (1987) responded, claiming that Papert had unfairly
characterized the Bank Street research (Papert had responded
only to the Psychology Today article, not to the original liter-
ature) and arguing that as researchers they had a responsibil-
ity to adhere to accepted scientific methods for evaluating the
claims of new technology. The effect of this exchange was
to illuminate the vastly different perspectives of these re-
searchers. Where Papert was talking about the open-ended
promise of computer cultures, Pea and his colleagues, devel-
opmental psychologists, were evaluating the work from the
standpoint of demonstrable changes in cognition (Pea &
Kurland, 1987). Whereas Papert accused his critics of reduc-
tionism, Davy (1985) likened Papert to the proverbial man
who looks for his keys under the streetlight because the light
is better there.

Gavriel Salomon and Howard Gardner responded to this
debate with an article that searched for middle ground
(Salomon & Gardner, 1986): An analogy, they pointed out,
could be drawn from research into television and mass media,
a much older pursuit than educational computing, and one in
which Salomon was an acclaimed scholar. Salomon and
Gardner argued that one could not search for independent
variables in such a complex area; instead, they called for a
more holistic, exploratory research program, and one that took
more than the overt effects of the technology into account.

Indeed, in 1991 Salomon and colleagues David Perkins
and Tamar Globerson published a groundbreaking article that
shed more light on the issue (Salomon et al., 1991). To con-
sider the effects of a technology, one had to consider what
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was changed after a learner had used a technology—but in
the absence of it. The questions that arise from this are
whether there is any cognitive residue from the prior experi-
ence and whether there is transfer between tasks. This is a
different set of questions than those that arise from investi-
gating the effects with technology, which demand a more de-
centered, system-wide approach, looking at the learner in
partnership with technology.

Although it contributed important new constructs and vo-
cabulary to the issue, the Salomon et al. (1991) article is still
deeply rooted in a traditional cognitive science perspective,
like much of Pea’s research, taking first and foremost the indi-
vidual mind as the site of cognition. Salomon, Perkins, and
Globerson, all trained in cognitive psychology, warn against
taking the “effects with” approach too far, noting that com-
puters in education are still far from ubiquitous, and that the
search for the “effects of” is still key.

In a 1993 article Pea responded to Salomon et al. (1991)
from yet a different angle. Pea, then at Northwestern and
working closely with his Learning Sciences colleagues,
wrote on “distributed intelligence” and argued against taking
the individual mind as the locus of cognition, criticizing
Salomon and colleagues’ individualist notions of cognitive
residue: “The language used by Salomon et al. (1991) to
characterize the concepts involved in how they think about
distributed intelligence is, by contrast, entity-oriented—a
language of containers holding things” (Pea, 1993, p. 79).

Pea, reviewing recent literature on situated learning
and distributed cognition (Brown et al., 1996; Lave, 1988;
Winograd & Flores, 1986), had changed his individualist
framework of cognitive science for a more “situative perspec-
tive” (Greeno, 1997, p. 6), while Salomon (1993) argued that
cognition still must reside in the individual mind. It is interest-
ing to note that neither Salomon nor Pea in this exchange
seemed completely comfortable at this point with the notion of
culture making beyond its influence as a contributing factor to
mind, artifacts, and such empirically identifiable constructs.

Bricolage and Meaning Making at MIT

Scholarship at MIT’s Media Lab was also changing in the
early 1990s. The shift played out amid discussions of
bricolage, computer cultures, relational approaches, the con-
struction and sharing of public artifacts, and so on (Papert,
1980, 1991; Turkle, 1984, 1995), as well as amid the centered,
developmental cognitive science perspective from which
their work historically derives. Theorizing on epistemological
pluralism, Turkle and Papert (1991) clearly revealed the ten-
sion between the cognitivist and situative perspective: Papert
and Turkle desired to understand the mind and simultaneously

to reconcile how knowledge and meaning are constituted in
community, culture, and technology. The cognitivist stance
might well have been limiting for constructionist theory in the
1980s. Pea (1993) offered a critique of Papert’s construction-
ism from the standpoint of distributed intelligence:

Papert described what marvelous machines the students had
built, with very little interference from teachers. On the surface,
the argument was persuasive, and the children were discovering
important things on their own. But on reflection, I felt this argu-
ment missed the key point about the invisible human interven-
tion in this example—what the designers of LEGO and Logo
crafted in creating just the interlockable component parts of
LEGO machines or just the Logo primitive commands for con-
trolling these machines. (p. 65)

Pea’s critique draws attention to the fact that what is going
on in the Logo project exists partly in the minds of the chil-
dren, and partly in the Logo system itself—that they are in-
separable. Pea’s later work pointed to distributed cognition,
whereas the Media Lab’s legacy—even in the distributed
constructionism of Mitchel Resnick and Uri Wilensky and in
the social constructionism of Goldman-Segall—is deeply
rooted in unraveling the mystery of the mind and its ability to
understand complexity and complex systems. For example,
whereas Resnick’s work explores ecologies of Logo turtles, it
does not so much address ecologies of learners. Not until the
late 1990s did the research at the Media Lab move toward
distributed environments and the cultures and practices
within them (Bruckman, 1998; Picard, 1997).

Learning, Thinking Attitudes, and Distributed Cognition

Understanding the nature of technology-based learning
systems greatly depends on one’s conceptualization of how
learning occurs. Is learning linear and developmental, or a
more fluid, flexible (Spiro, Feltovich, Jacobson, & Coulson,
1991) and even random “system” of making meaning of expe-
rience? Proponents of stage theory have tried to show how mat-
uration takes place in logical causal sequences or stages
according to observable stages in growth patterns—the final
stage being the highest and most coveted. Developmental the-
ories, such as Freud’s oral, anal, and genital stages (Freud,
1952), Erikson’s eight stages of psychological growth from
basic trust to generativity (Erikson, 1950), or Piaget’s stages
from sensorimotor to formal operational thinking (see Grubner
& Voneche, 1977), are based on the belief that the human or-
ganism must pass through these stages at critical periods in its
development in order to reach full healthy integrated matura-
tion, be it psychological, physical, spiritual, or intellectual.
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Strict adherence to developmentalism, and particularly
to its unidirectional conception, has been significantly chal-
lenged by Gilligan (1982), Gardner (1985), Fox Keller
(1983), Papert (1991), and Illich and Sanders (1989)—not to
mention a wave of postmodern theorists—proposing theories
that address the fundamental issues underlying how we come
to terms with understanding our thinking. One such chal-
lenge, raised by Illich and Sanders (1989), reflects on the
prehistorical significance of the narrative voice. Thinking
about thinking as essentially evolving stages of development
requires the kind of calibration possible only in a world of
static rules and universal truths. Illich and Sanders pointed
out that narrative thinking is rather a weaving of different
layers or versions of stories that are never fixed in time or
place. Before the written word and

[p]rior to history . . . there is a narrative that unfolds, not in ac-
cordance with the rules of art and knowledge, but out of divine
enthusiasm and deep emotion. Corresponding to this prior time
is a different truth—namely, myth. In this truly oral culture, be-
fore phonetic writing, there can be no words and therefore no
text, no original, to which tradition can refer, no subject matter
that can be passed on. A new rendering is never just a new ver-
sion, but always a new song. (Illich & Sanders, 1984, p. 4)

Illich and Sanders (1984) contended that the prehistoric
mode of thinking was a relativistic experience—that what
was expressed at any given moment in time changed from the
previous time it was expressed. Thus there could be neither
fixed recall nor truth as we define it today. This concept of
knowledge as a continually changing truth, dependent on
both communal interpretation and storytellers’ innovation,
dramatically changed with the introduction of writing. The
moment a story could be written down, it could be referred
to. Memory changed from being an image of a former indi-
visible time to being a method of retrieving a fixed, repeat-
able piece or section of an experience.

A parallel notion emerges in Carol Gilligan’s (1982) re-
search on gender and moral development. Gilligan made the
case that in the “different voice” of women lies an ethic of
care, a tie between relationship and responsibility, and the
origins of aggression in the failure of connection (p. 173).
Gilligan set the stage for a new mode of research that in-
cludes intimacy and relation rather than the separation and
objectivity of traditional developmental theory.

Evelyn Fox Keller, a leading critic of the masculinization
of science, heralded the relational model as a legitimate alter-
native for doing science. She pointed out that science is a
deeply personal as well as a social activity (1983) historically
preferential to a male and objectivist manner of thinking.

Combining Thomas Kuhn’s ideas about the nature of scien-
tific thinking with Freud’s analysis of the different relation-
ship between young boys and their mothers and between girls
and their mothers, Fox Keller analyzed underlying reasons
for scientific objectivism. She claimed that boys are encour-
aged to separate from their mothers and girls to maintain at-
tachments, influencing the manner in which the two genders
relate to physical objects. The young boy, in competition with
his father for his mother’s attentions, learns to compete in
order to succeed. Girls, not having to separate from their
mothers, find that becoming personally involved—getting a
feeling for the organism, as Barbara McClintock (Fox Keller,
1983) would say—is a preferred mode of making sense of
their relationship with the physical world. As a result, girls
may do science in a more connected style, seeking relation-
ships with, rather than dissecting, what they investigate. Girls
seek to understand meaning through these personal attach-
ments: “Just as science is not the purely cognitive endeavor
we once thought it, neither is it as impersonal as we thought:
science is a deeply personal as well as a social activity” (Fox
Keller, 1983, p. 7).

Obviously, we will never know if a scientific discipline
would really be different if it had been driven by more rela-
tional or narrative influences. Yet we may want to ask how
people with a tendency toward relational or narrative think-
ing can be both invited into the study of the sciences and be
encouraged to contribute to its theoretical foundations. In ad-
dition, we may want to ask how new media and technologies
expand how we study what we study, thereby inviting a range
of epistemologically diverse thinkers into the mainstream of
intellectual pursuits.

Epistemological Pluralism

The emphasis on pluralism in constructionist practice was
also a major theme to emerge from the MIT Media Lab in the
1980s. In Sherry Turkle’s (1984) book The Second Self:
Computers and the Human Spirit, she explored the different
styles of mastery that she observed in boys and girls in Logo
classrooms. In a 1991 article with Papert, “Epistemological
Pluralism and the Revaluation of the Concrete,” Turkle out-
lined two poles of technological mastery: hard and soft. Hard
mastery, identified with top-down, rationalist thinking, was
observed in a majority of boys. Soft mastery, identified with
relational thinking and Claude Lévi-Strauss’s notion of brico-
lage, was observed in a majority of girls (Turkle & Papert,
1991, pp. 167–168).

The identification of soft mastery and bricolage in pro-
gramming was very important for Papert and Turkle for a
number of reasons. This relational, negotiated approach to
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understanding systems has much in common with Piaget’s
constructivist theory and is also very much in line with how
Papert saw children tinkering while programming in Logo,
exploring the features of a microworld, and in doing so build-
ing an intimate connection with their own thinking. Papert
and Turkle led MIT’s Media Lab Epistemology and Learning
Group to a revaluation of the concrete, which they saw as
woefully undervalued in contemporary life, and especially in
math and science education.

Although Turkle and Papert used the terms hard and soft
to explain different approaches to computation, their contri-
bution reaches out to broader domains. They cited feminism
and ethnography of science and computation (Turkle &
Papert, 1991, p. 372) as three of several movements that pro-
mote concrete thinking to an object of science in its own
right. They proposed accepting diverse styles of creating
knowledge and understanding systems as equally significant
to the world of thought, such that the personal relational per-
spective that Papert identifies with concrete thinking will
gain respectability in the scientific community:

The development of a new computer culture would require
more than technological progress and more than environments
where there is permission to work with highly personal ap-
proaches. It would require a new and softer construction of the
technological, with a new set of intellectual and emotional val-
ues more like those we apply to harpsichords than hammers.
(Turkle & Papert, 1991, p. 184)

Multiple Perspectives and Thinking Attitudes

Goldman-Segall proposed a more dynamic conceptualization
using the terms frames and attitudes. Her framing is rooted in
several diverse but interwoven contexts: Marvin Minsky’s
(1986) artificial intelligence, Howard Gardner’s (1983) the-
ory of multiple intelligences, Erving Goffman’s (1986)
everyday sociology, and Trinh Minh T. Ha’s (1992) cine-
matography. The important thing about frames—in contrast
to the more essentialist notion of styles—is that they im-
plicate both the framer and that which is left out of the
frame:

I have become less comfortable with the notion of styles . . . The
kinds of frames I now choose open the possibility for both
those who are being portrayed and those who view them to be-
come partners in framing [their stories]. (Goldman-Segall,
1998b, pp. 244–245)

In Goldman-Segall’s notion of thinking attitudes (instead of
thinking or learning styles) imply positionality and orienta-

tion, and are situated in time and place:

I define attitudes, not as psychologists have used the word in any
number of studies that start with the phrase, “children’s attitudes
toward . . . ,” but as indicator of a fluid state of mind. Attitude is
a ballet pose in which the dancer, standing on one leg, places the
other behind it, resting on the calf. Attitude, as a pose, leads to
the next movement. (Goldman-Segall, 1998b, p. 245)

The idea that dynamic epistemological attitudes may run
at odds with the gender breakdown of hard and soft mastery
led Goldman-Segall (1996a, 1998a, 1998b) to suggest that
genderflexing may occur: Boys may take on attitudes that are
traditionally associated with those of girls, and vice versa.
The underlying theme here is the primacy of situated points
of viewing, rather than essential qualities. She sees learners
as ethnographers, observing and engaging with the cultural
environments in which they participate. Cognitive attitudes,
being dynamic, are transitional personae, taken on to make a
moment of transition from one conceptual framing to the next
as learners layer their points of viewing. Video excerpts are
available on the Web at http://www.pointsofviewing.com.

The focus had clearly changed from understanding the
mind of a child to understanding the situated minds of collab-
orative teams. Simultaneously, learning moved from learning
modules, to open-ended constructionism, to problem-based
learning (PBL) environments and rich-media cases of teach-
ing practices.

Distributed Cognition and Situated Learning

Our memories are in families and libraries as well as inside our
skins; our perceptions are extended and fragmented by technolo-
gies of every sort. (Brown et al., 1996, p. 19)

The 1989 article by John Seely Brown, Alan Collins, and
Paul Duguid (1996) titled “Situated Cognition and the Cul-
ture of Learning” is generally credited with introducing the
concepts and vocabulary of situated cognition to the educa-
tional community. This influential article, drawing on re-
search at Xerox PARC and at the Institute for Research on
Learning (IRL), expressed the authors’ concern with the lim-
its to which conceptual knowledge can be abstracted from
the situations in which it is situated and learned (p. 19), as is
common practice in classrooms. Building on the experiential
emphasis of pragmatist thinkers like Dewey and on the so-
cial contexts of learning of Russian activity theorists like
Vygotsky and Leontiev, Brown et al. proposed the notion
of cognitive apprenticeship. In a cognitive apprenticeship
model, knowledge and learning are seen as situated in prac-
tice: “Situations might be said to co-produce knowledge
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through activity. Learning and cognition, it is now possible to
argue, are fundamentally situated” (p. 20). This idea is car-
ried forward to an examination of tools and the way in which
they are learned and used:

Learning how to use a tool involves far more than can be accounted
for in any set of explicit rules. The occasions and conditions for use
arise directly out of the context of activities of each community
that uses the tool, framed by the way members of each community
see the world. The community and its viewpoint, quite as much as
the tool itself, determine how a tool is used. (p. 23)

The work that brings the situated perspective firmly home
to the learning environment is Jean Lave and Etienne
Wenger’s (1991) Situated Learning: Legitimate Peripheral
Participation, which goes significantly beyond Brown’s cog-
nitive apprenticeship model. Core to Lave and Wenger’s
work is the idea of knowledge as distributed or stretched
across a community of practice—what Salomon later called
the radical situated perspective (Salomon, 1993):

In our view, learning is not merely situated in practice—as if it
were some independently reifiable process that just happened to
be located somewhere; learning is an integral part of generative
social practice in the lived-in world. . . . Legitimate peripheral
participation is proposed as a descriptor of engagement in social
practice that entails learning as an integral constituent. (Lave &
Wenger, 1991, p. 35)

This perspective flips the argument over: It is not that learn-
ing happens best when it is situated (as if there were learning
settings that are not situated), but rather, learning is an inte-
gral part of all situated practice. So, instead of asking—as
Bransford and colleagues at Vanderbilt had—“How can we
create authentic learning situations?” they ask “What is the
nature of communities of practice?” and “How do newcom-
ers and oldtimers relate and interact within communities of
practice?” Lave and Wenger answer these questions through
elaborating the nature of communities of practice in what
they term legitimate peripheral participation:

By this we mean to draw attention to the point that learners
inevitably participate in communities of practitioners and that
mastery of knowledge and skill requires newcomers to move
toward full participation in the sociocultural practices of a
community. (p. 29)

Lave and Wenger (1991) also elaborated on the involve-
ment of cultural artifacts and technologies within communi-
ties of practice. As knowledge is stretched over a community
of practice, it is also embodied in the material culture of that

community, both in the mechanisms of practice and in the
shared history of the community:

Participation involving technology is especially significant
because the artifacts used within a cultural practice carry a
substantial portion of that practice’s heritage. . . . Thus, under-
standing the technology of practice is more than learning to use
tools; it is a way to connect with the history of the practice and
to participate more directly in cultural life. (p. 101)

Artifacts and technology are not just instrumental in em-
bodying practice; they also help constitute the structure of the
community. As Goldman-Segall (1998b) reminded us, “They
are not just tools used by our culture; they are tools used for
making culture. They are partners that have their own contri-
bution to make with regard to how we build a cultural under-
standing of the world around us” (pp. 268–269). Situated
cognition, then, becomes perspectival knowledge, and the
tools and artifacts we create become perspectivity technolo-
gies: viewpoints, frames, lenses, and filters—reflections of
selves with others.

CONCLUSION

In this chapter the Points of Viewing theory was applied to
an already rich understanding of the use of computer, the
Internet, and new media technologies. We have called this
new approach to designing new learning technology environ-
ments for engaging in perspectival knowledge construction
Perspectivity Technologies. We provided an in-depth analy-
sis of the historical and epistemological development of com-
puter technologies for learning over the past century. Yet, we
realize that the range of possible contributors was so broad
that we would have to focus only on those theories and tools
that were directly connected with the notion of perspectival
knowledge construction and perspectivity technologies. We
regret that we did not find the opportunity to include the work
of all researchers in this field.

Perspectivity technologies represent the next phase of
thinking with our technologies partners. Not only will we
build them, shape them, and use them. They will also affect,
influence, and shape us. They will become, if some researchers
have their way, part of our bodies, not only augmenting our re-
lationships but also becoming members in their own right. As
robotic objects become robotic subjects, we will have to con-
sider how Steven Spielberg’s robot boy in the movie A.I. felt
when interacting with humans—and we hope that we will be
kinder to ourselves and to our robots.

A perspectivity technology is not only a technology that
enables us to see each other’s viewpoints better and make
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decisions based on multiple points of viewing. It is also con-
cerned with the creation and design of technologies that add
perspectives. Technologies have built-in filters. Recording an
event with pen and paper, an audiotape recorder, and a cam-
corder each provides different perspectives of the same event.
The technology provides an important filter or lens—a view-
point, one could say. And while that viewpoint is deeply influ-
enced by who the filmmaker is, or who the reporter is, the
technology also contributes a new perspective. A camera tells
a story different from that of the audio or text tool. Designing
perspectivity technologies for learning will enable multiple
filters to be applied, easily understood, and felt. Learners will
be able to observe the many layers that create the curricular
story. Moreover, they will be able to use new media as com-
munication devices. They will have the capability to shape the
story being told. Beyond the “media is the message” theme of
theorists Marshall McLuhan and Harold Innis, we are now
deeply entrenched in a participatory relationship with content
knowledge because technologies have become part of our
perspective, our consciousness, and our way of life. The level
of interaction with our virtual creatures (technologies) trans-
forms our relationships. We are never completely alone. We
are connected through media devices even if we cannot see
them. They see us. For better and for worse.

Yet what has changed in learning? It seems that we have
moved a long way from believing that learning is putting cer-
tain curriculum inside of students’ heads and then testing
them for how well they have learned that material. Yet, in-
structionism is still alive and well. From kindergarten to
higher education, students are still being trained to pass tests
that will provide them with entrance into higher education. In
spite of learning theories moving from behaviorism to cogni-
tivism to distributed and situated cognition, educators are
caught in the quagmire of preparing students for their future
education instead of trying to make the present educational,
engaging, and challenging fun. Teachers are caught in a web
of uncertainty as they scramble to learn the new tools of the
trade (the Internet, distance learning environments, etc.), to
learn the content that they must teach, and then to organize
the learning into modules that will fit into the next set of
learning modules.

The irony is that when we think of who our best teachers
were, they invariably were those who were able to elicit
something within us and help us connect our lives to the lives
of others—the lives of poets, mathematicians, physicists, and
the fisher down at the docks. These teachers created a sense of
community in the classroom. We became part of a discovery
process that had no end. It was not knowledge that was al-
ready known that we craved. It was putting ideas together that
had not yet been put together—at least in our own minds. We

felt we invented something new. And, indeed, we and others
within these learning environments did invent new ideas. Yet
people say that this cannot happen to most students in most
classes and that the best we can do is to teach the curriculum,
provide a safe learning environment, and test people for what
we wanted them to learn. This is not good enough. And if stu-
dents do not become partners in their learning now, technolo-
gies will create islands of despair as more and more students
stop learning how to be creative citizens interested in each
other, in differences, and in understanding complexity.

Technologies have become many things for many people.
But technologies that are designed for the creative sharing of
perspectives and viewpoints will lead to building better com-
munities of practice in our schools and in our societies. Since
the tragedy of September 11, 2001, we have come to realize
that the world is not what we thought it was. We know so
little about each other. We know so little about the world. Our
educational lenses have focused too long on curricular goals
that were blinders to what was happening around us. We
thought we did not need multiple perspectives—that one
view of knowledge was enough. Yet what we know and what
we make is always a reflection of our beliefs and assumptions
about the world. And we need to build new bridges now.

Perspectival knowledge—the ability to stand up and view
unknown territory—enables students, educators, and the
public at large to take a second and third look at the many
lenses that make up the human experience. The purpose is not
to always like what we see, but to learn how to put different
worldviews into a new configuration and uncover paths that
we might yet not see. We might, if we are brave enough, re-
spect students not for what has been taught them after they
have taken prescribed courses and completed assignments,
but respect them as they walk through the door—or through
the online portal as they enter the learning habitat—on the
first day of class.
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The school psychology profession that exists today was shaped
over the last century by multiple factors that continue to influ-
ence current thought and practice. These foundational influ-
ences are discussed in the initial section of this chapter and are
followed by a review of the current status of school psychology
in terms of roles and services, legal requirements, employment
conditions, credentialing, infrastructure (professional associa-
tions, standards, journals), demographics, and supply-demand
issues. The concluding section addresses probable future de-
velopments in light of current trends.

Although much has changed over the last century in
psychology and education, the core features of school psy-
chology practice have remained remarkably stable. School
psychology’s earliest practitioners were concerned with
identification and interventions for students with atypical
patterns of learning and development, a core mission that
dominates practice today. The principal basis for initiating
services was then—and continues to be—referral of children
due to learning problems, behavior problems, or both, most
often by classroom teachers who are frustrated because the
usual classroom strategies are not working. Moreover, then as
now the vast majority of school psychologists’ professional

practice involved a close association with educational ser-
vices to students with disabilities such as mental retardation
(MR), emotional disturbance (ED) and, recently, specific
learning disability (SLD).

Throughout school psychology’s history there has been a
parallel concern with enhancing the educational and devel-
opmental opportunities of all children through the implemen-
tation of sound mental health practices in schools, homes,
neighborhoods, and communities. Current programs to estab-
lish schools as full-service educational and health agencies are
one of the contemporary reflections of the latter trend. The
broader positive mental health mission has always been, how-
ever, secondary to the core role of identification and interven-
tions with students with learning and behavior problems.

HISTORICAL TRENDS

The early roots, the disciplinary foundations, and the societal
trends that produced modern school psychology are discussed
in this section. The early roots of school psychology emerged
in the late 1890s in urban settings where school attendance
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was increasingly expected of all children and youth. Concerns
for children with low achievement soon emerged, and efforts
to identify the causes and solutions to low achievement were
undertaken in several urban centers at about the same time
(Fagan, 1992). It is interesting to note that the same concerns
dominate most of school psychology practice today.

Disciplinary Foundations of School Psychology

Multiple disciplinary foundations exist for graduate educa-
tion and school psychology practice. School psychology
originated in the very early practice of what became clinical
psychology involving the application of psychological meth-
ods to the understanding of learning and behavior problems
of school-age children and youth (Fagan, 2000). Understand-
ing and intervening with these problems always has involved
multiple disciplines, including educational psychology (espe-
cially, the learning, measurement, and child development
components), psychopathology and psychology of excep-
tional individuals, developmental psychology, counseling,
clinical psychology, applied behavior analysis, and special
education. These disciplinary foundations are clearly present
in the authoritative statements of the crucial features of
school psychology graduate education and practice (National
Association of School Psychologists, 2000; Ysseldyke et al.,
1997).

Societal Trends and School Psychology

School psychology always has been responsive to societal
trends. In fact, whatever the current major issue is, it will be
represented prominently in contemporary exhortations re-
garding what school psychologists should be doing. Two
examples of this pattern should suffice. During the 1980s
enormous emphasis was placed on drug abuse among youth
and the school’s role in preventing drug abuse. The outcome
was that awareness was increased and a few really good pre-
ventive programs were developed; however, although drug
abuse continues to be a huge problem, relatively little atten-
tion is paid to this problem in the current school psychology
literature.

A contemporary trend involves prevention of violence in
schools, undoubtedly prompted by a few highly publicized
horrific incidents in American schools resulting in the loss of
approximately 60 students’ lives. The emphasis on violence
prevention is important but perhaps a bit disproportionate in
comparison to other more common problems. For example,
overall, schools are overall, safer in the early 2000s than in
the 1980s in terms of the number of lives lost in schools due

to violence; however, youth violence remains a serious and
often-discussed issue (U.S. Department of Health and
Human Services, 2001).

The persistence and impact of school psychology’s atten-
tion to immediate societal problems depends on how well
interventions become embedded in typical practice and im-
plemented successfully in schools. For example, the use of
group counseling and other peer group support procedures
was expanded in the 1980s and then embedded in the practice
of many school psychologists working in secondary schools.
These methods are now applied to many different problems,
including decision making about sexual behavior, social
skills training, and, of course, drug abuse.

Similarly, the current emphasis on violence prevention
will have a lasting influence in school psychology to the de-
gree that the intervention methods developed are generally
useful in preventing or ameliorating a range of problems. For
example, the schoolwide interventions currently being imple-
mented in schools as part of violence prevention efforts have
positive influences on overall school and classroom climate,
on preventing violent incidents, and on the reduction of other
problems such as disciplinary referrals and dropout rates
(Horner & Sugai, 2000; Sugai et al., 2000; Walker et al.,
1996). If these interventions are incorporated into standard
practice, then the current attention to school violence will
have a lasting and positive effect.

Compulsory Education and Educational Outcomes

Fagan (1992) documented the impact of compulsory schooling
on the development of school psychology in the twentieth cen-
tury. Compulsory schooling and (increasingly) the expectation
of high educational achievement for all children and youth
continue to influence school psychology. Exceptional patterns
of development and differences in achievement became much
more problematic with compulsory school attendance begin-
ning in the early 1900s and expanding through the rest of the
century. A contemporary expression of the expansion of com-
pulsory schooling is the strong emphasis on improving school
attendance and preventing school withdrawal prior to the com-
pletion of high school. School dropout after a certain age (age
14, 15, or 16) was tolerated more readily in the 1960s, 1970s,
and 1980s. Today, dropout prevention is a major goal of school
reform along with expectations for high achievement for all
children and youth (McDonnell, McLaughlin, & Morison,
1997).

Compulsory school attendance and expectations for high
achievement for all students influenced early and contempo-
rary school psychology in many ways. More children were
in public schools. Moreover, through the century it was
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progressively less likely that students with serious achieve-
ment and behavior problems were excluded from schools,
increasing the need for school psychological services and ed-
ucational accommodations for students who varied on impor-
tant dimensions related to education (learning rate, cognitive
functioning, behavior, etc.). Today the demand for high
achievement for all students, including those with disabili-
ties, places more emphasis on effective general and special
education interventions and school psychology services that
are directly related to producing better outcomes. 

Exceptional Individuals and Special Education

School psychology always emphasized recognition of indi-
vidual differences in learning and development. The associa-
tion with special education also occurred early in the history
of school psychology, and (as discussed later) the existence of
school psychology has closely paralleled the development of
special education funding in the states. In most states, school
psychologists have had mandated roles with the development
of special education eligibility and placement. Part of that
role always has been measurement of individual differences,
often through comparing individual performance to national
normative standards, and the development of educational
programs to accommodate those differences.

Child Study and Mental Health

The early child study movement in the 1890 to 1910 period
was another foundation for school psychology (Fagan, 1992).
Child study methods later merged with school and clinical
psychology and formed the basis for the increasingly close
ties of school psychology to special education. The mental
health movement that emerged in the 1920s is the basis for
contemporary efforts to prevent academic, social-behavioral,
and emotional problems through positive parenting and re-
sponsive school programs. The mental health movement has
fostered many different approaches to prevention and inter-
vention, varying from the psychoanalytic and psychody-
namic roots in the early period to contemporary, behaviorally
based schoolwide positive discipline programs. The effec-
tiveness of mental health programs always has been contro-
versial (e.g., Bickman, 1997).

Individual Rights and Legal Guarantees

The expansion of individual rights and legal guarantees to
educational services for all children and youth exerted vast
influences on school psychology. The U.S. Supreme Court
decision in Brown v. Board of Education (1954) that outlawed

segregation of students by race in public schools initiated a
movement that continues to grow and develop. Brown and
subsequent litigation and legislation established strong sanc-
tions against differential treatment of individuals on the basis
of race, sex, age, and disability status (Reschly & Bersoff,
1999). Perhaps the most pervasive effect of this movement
was to change the relationship of parents and students to
schools. The discretion of schools to limit access or to segre-
gate students was changed forever. Moreover, parents and
students increasingly acquired the rights to challenge the
decisions of educators and to seek redress in the courts.

The greatest current influences on school psychology are
the court cases and legislation guaranteeing educational rights
to students with disabilities (SWD). As noted later, the ex-
panded rights changed the practice of school psychology in
significant ways and markedly expanded special education
and school psychology.

DEMOGRAPHICS AND CURRENT
PRACTICE CONDITIONS

The current status of school psychology is discussed in this
section, including roles and practices, employment condi-
tions, personnel needs, and demographics. The characteris-
tics of school psychology practice and practitioners have
changed rapidly in a few areas while many other factors have
remained stable over the last quarter century. 

Employment

Numbers and Salaries

The number of school psychologists working in public school
positions in the United States is impossible to know with cer-
tainty. Two methods have been used to estimate the total em-
ployed in schools—surveys of state department of education
personnel and state school psychology leadership officials
and the annual state reports to the Federal Office for Special
Education Programs (OSEP) of personnel employed working
with SWD. The results of the two methods are generally very
similar in overall numbers and correlated at r � .9 or above
(Lund, Reschly, & Martin, 1998). The OSEP results may be a
very slight undercount because they do not include practi-
tioners in schools not counted as working with special educa-
tion programs.

According to the most recent OSEP count, over
25,000 school psychologists are employed in school settings.
There are perhaps another 3,000 school psychology practi-
tioners working in other roles in schools, such as director of
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special education, or in other settings, such as medical clin-
ics, community mental health, and private practice. Other
career settings for school psychologists include college and
university teaching and research as well as state department
of education staff. Of course, some persons with graduate
education and experience in school psychology are in a very
wide variety of roles such as university president, college
provost and dean, school superintendent or principal, test pub-
lishing, and private consultation. The exact number of persons
with school psychology graduate education and experience in
the schools working in related careers or settings is impossi-
ble to determine; however, it is likely that the there are at
least 30,000 such persons.

School psychology employment has grown rapidly since
the enactment of the Education of the Handicapped Act
(EHA; 1975, 1977), now the Individuals with Disabilities
Education Act (IDEA; 1991, 1997, 1999). Prior to about
1975, the number of school psychologists and the ratio of
students to psychologists in a state depended very heavily on
whether the state had strong special education legislation
and—as a part of that legislation—funding for school psy-
chological services. Kicklighter (1976) reported an average
ratio of about 22,000 students to one psychologist and a me-
dian of about 9,000 students per psychologist. The large dif-
ferences between the median and mean indicate that there
were enormous differences between states and regions and
generally high (by present standards; see later discussion) ra-
tios in nearly all localities (Fagan, 1988).

School psychology’s growth over the last 25 years is
documented through OSEP annual reports on the imple-
mentation of EHA and IDEA since 1976 (see Figure 17.3
later in this chapter; U.S. Department of Education,
1978–2001). The number of school psychologists over that
time period increased from about 10,000 in 1977–1978 to
more than 26,000 in 1998–1999—an increase of more than
150%. Approximately 750 school psychologists have been
added annually to the profession, severely challenging the
ability of graduate programs to provide an adequate supply of
fully credentialed persons (see later discussion). For exam-
ple, in the most recent year for which data are available,
1998–1999 (U.S. Department of Education, 2001), 1,025 of
the 26,266 psychologists reported by the states to OSEP were
not fully certified as school psychologists. Moreover, the
growth of school psychology is tied to school budgets. In-
creased growth has occurred in good economic times (Lund
et al., 1998), and it is likely that less growth or perhaps even
a slight contraction is currently underway. Figure 17.3 (later
in this chapter) summarizes the growth of school psychology
by year since 1977–1978.

Employers and Salary

The vast majority of school psychologists (85% or more)
work for publicly supported educational agencies such as
school districts or regional education units. Most practition-
ers work very closely with special education programs in
which they have particularly demanding responsibilities with
disability diagnosis and special education program place-
ment (see later discussion of roles and legal influences). Most
are employed on 190- to 200-day contracts. The salaries for
school psychologists nearly always are determined by years
of professional experience, degree level, length of contract,
and—occasionally—increased by supervisory responsibili-
ties, specialized roles, or unique strengths such as bilingual
capabilities. The average beginning salary is in the low
$30,000s, but the variations among districts, states, and re-
gions are substantial. The average salary for a school psy-
chologist with a 190-day contract, 15 years of experience,
and the equivalent of specialist-level graduate education (see
later section) is in the mid-$50,000s, although again, there
are large regional variations (Hosp & Reschly, 2002).

Job Satisfaction

Overall, the job satisfaction of school psychologists has been
positive and stable over the last two decades. Reschly and
colleagues began studies of job satisfaction in the mid-1980s
in response to anecdotal reports that many school psycholo-
gists were unhappy with their work and planned to leave the
profession in the near future (Vensel, 1981). Contrary to the
anecdotal observations that received a good deal of attention
in the early 1980s, job satisfaction is generally positive. The
vast majority of practitioners plan to continue in school psy-
chology for many years or until retirement and are satisfied
with their career choice (Hosp & Reschly, 2002; Reschly,
Genshaft, & Binder, 1987; Reschly & Wilson, 1995).

The picture becomes more nuanced when different aspects
of job satisfaction are considered. Using a five-area job satis-
faction scale in a Likert scale format patterned after the five-
factor content of the Job Descriptive Index (JDI; Smith,
Kendall, & Hulin, 1969), Reschly and Wilson’s (1995) na-
tional survey results indicated high and positive satisfaction
with colleagues and work, moderate satisfaction with super-
vision, and neutral perceptions of pay, but they also reported
low satisfaction with promotion opportunities—a pattern
also reported by Hosp and Reschly (2002) in a more recent
survey (see Figure 17.1). For many practitioners—especially
those at the specialist level of graduate preparation—
advancement opportunities are seen as rather limited. One of
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the advantages associated with doctoral-level graduate edu-
cation for practitioners is greater opportunity to pursue alter-
native career settings or to augment the usual role with other
professional activities such as teaching in a local college,
private practice, or consulting. Persons engaged in these
activities generally see the job advancement and promotion
opportunities more positively.

Demographics

Gender

School psychology demographics have changed significantly
over the last 40 years (Reschly, 2000). The greatest changes
occurred in gender; the practitioner work force has changed
from 40% to 70% female. This gender trend is likely to con-
tinue because today slightly more than 80% of all school psy-
chology graduate students are women. The composition of
school psychology faculty, which started at a lower propor-
tion of women (20%) also reflects the same trend; about 50%
of all faculty are female currently. The gender trends in
school psychology are consistent with the increasing femi-
nization of psychology generally—a strong trend that is ap-
parent among undergraduate majors and graduate students in
all areas of psychology (Pion et al., 1996). The proportion of
women in graduate programs in many areas of psychology—
including clinical and counseling—are close to the 80% fig-
ure cited previously for school psychology.

Age

The average age of school psychology practitioners has
increased from about 38–47 since 1985 (Curtis, Hunley,
Walker, & Baker, 1999; Hosp & Reschly, 2002; Reschly
et al., 1987). Similar age trends likely exist with school psy-
chology faculty who were about 6 years older than practi-
tioners in a 1992 survey (Reschly & Wilson, 1995). The
advancing age of practitioners and faculty creates opportuni-
ties for greater gender representation among faculty, a trend
that appears to be well underway and (perhaps) increasing di-
versity among all types of school psychologists. Moreover,
the likely high rate of retirements over the next decade will
contribute to the already healthy demand for school psychol-
ogists in both practitioner and faculty positions.

Diversity

Greater diversity in school psychology is an intense need and
challenge. Curtis et al. (1999) reported that approximately
5.5% of practitioners identified themselves as being in a non-
Caucasian group; however, only 1% reported being African
American and 1.7% were self-identified as Hispanic. Gradu-
ate program enrollments and faculty have become slightly
more diverse over the last decade; minority faculty member-
ship has increased from 11% to 15%, and minority graduate
students have increased from 13% to 17% (McMaster,
Reschly, & Peters, 1989; Thomas, 1998). The latter statistics
on minority representation were not reported by group; hence,
there is no way to determine whether the most underrepre-
sented groups (African American and Hispanic) are increas-
ing. Regardless of this last point, the composition of the school
psychology profession is markedly different from the current
U.S. public school population, which is approximately 1%
American Indian, 4%Asian or Pacific Islander, 15% Hispanic,
17% African American, and 63% White. It is likely that the
racial-ethnic compositions of school psychologists and stu-
dents will continue to be very different far into the future.

Degree Level

One of the most controversial issues is the appropriate level
of graduate education for the independent, nonsupervised
practice of school psychology in schools and other settings.
Degree level is the principal issue that divides the American
Psychological Association (APA) and its Division 16 (School
Psychology) from the National Association of School Psy-
chologists (NASP; see this chapter’s later section on infra-
structure). The degree composition of the current practitioner
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Figure 17.2 Current and preferred hours per week in different roles.

force is heavily at the specialist level—that is, 60 hours of
graduate work in an organized program of study in school
psychology with a 1-year internship. Although surveys differ
slightly, about 75% of the current practitioners are at the spe-
cialist level and about 25% are at the doctoral level. Over
the past 25 years there has been an enormous shift from the
masters to the specialist level, and over the same period, the
proportion of doctoral-level practitioners has only slightly
increased. The current pattern is highly likely to continue be-
cause the vast majority of current school psychology gradu-
ate students are in specialist-level programs (75–80%), and
the majority of school psychology graduate programs are lo-
cated in institutions that are not authorized by their governing
authorities to offer doctoral degrees in any area (Reschly &
Wilson, 1997; Thomas, 1998). 

The data on degree level of current practitioners and grad-
uate students destroy the credibility of assertions in the mid-
1980s that school psychology was rapidly changing to the
doctoral level (Brown, 1987, 1989a, 1989b; Brown & Minke,
1986). Brown predicted that “. . . by 1990 over half of the stu-
dents in training will be at the doctoral level” and that “. . . a
majority of graduates in the near future will be doctoral”
(1987, p. 755). Others suggested a slightly less rapid progres-
sion toward the doctoral level—for example, Fagan predicted
that half of all practitioners in 2010 would be doctoral
(Fagan, 1986). Past and current trends make those predic-
tions impossible to achieve. In fact, school psychology is a
largely nondoctoral profession and is likely to remain so for
several decades into the new century.

Roles and Services

Based on the traditional literature (Cutts, 1955; Fagan &
Wise, 2000; Magary, 1967; Phye & Reschly, 1979; White &
Harris, 1961), the following summary reflects the research of
Reschly and colleagues on the roles of school psychologists
(Reschly & Wilson, 1995, p. 69).

• Psychoeducational assessment is “evaluations for diagnosis
of handicapping conditions, testing, scoring and interpreta-
tion, report writing, eligibility or placement conferences
with teachers and parents, re-evaluations.”

• Interventions refer to “direct work with students, teachers,
and parents to improve competencies or to solve prob-
lems, counseling, social skills groups, parent or teacher
training, crisis intervention.”

• Problem-solving consultation refers to “working with
consultees (teachers or parents) with students as clients,
problem identification, problem analysis, treatment design
and implementation, and treatment evaluation.”

• Systems-organizational consultation refers to “working
toward system level changes, improved organizational
functioning, school policy, prevention of problems, gen-
eral curriculum issues.”

• Research-evaluation refers to “program evaluation, grant
writing, needs assessment, determining correlates of per-
formance, evaluating effects of programs.”

Using this scheme, several surveys (Hosp & Reschly, 2002;
Reschly et al., 1987; Reschly & Wilson, 1995) have yielded
generally consistent results regarding practitioners’ percep-
tions of their current and preferred roles (see Figure 17.2). The
current services of school psychologists involve a heavy em-
phasis on psychoeducational assessment, which accounts for
over half of the role (Hosp & Reschly, 2002). Approximately
35% of the time is devoted to direct interventions and problem-
solving consultation, with less than 10% devoted to systems-
organizational consultation and research-evaluation. Preferred
roles involve significantly less time in assessment (32%) and
slightly more time in each of the other four roles.

Further information on the character of school psychology
services is revealed by responses to the following item: How
much of your time is spent in determining special education
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eligibility, staffings, follow-up on placements, and reevalua-
tions? The average amount of time in services strongly con-
nected to special education eligibility, and placement in 1997
was 60%. Moreover, the results of a survey on the use of
different assessment instruments or approaches further sup-
ported the strong tie to eligibility determination in special
education. School psychology assessment is dominated by
assessment of intellectual ability and the use of other mea-
sures related to determining eligibility for special education
such as behavior rating scales and projective assessment de-
vices. The behavior rating scales are nearly always completed
by teachers or parents and the projective devices used typi-
cally were the less complex variety, such as figure drawings
and sentence completion tasks. A good case can be made that
IQ testing for the purpose of determining special education el-
igibility still dominates much of school psychology practice.

Ratios and Regional Differences

The content thus far on demographics, roles, and services
has been based on averages derived from national surveys of
school psychologists that mask large variations between re-
gions, states, and districts within states. Regional differences
are a significant influence on the interpretation of some of
these results. A good example of the large variations among
regions is the ratio of students to psychologists. The national
ratio is about 1900:1. That overall average masks signifi-
cant regional variations that differ from 3800:1 in the East-
South-Central states to 1000:1 in the New England states
(Hosp & Reschly, 2002). Even greater variations exist among
states and in some cases between districts within the same
state. It is therefore difficult to generalize about school psy-
chology practice across all districts, states, and regions. The
variables discussed thus far that are most affected by regional
factors are—in addition to ratio—salary (higher in the east-
ern and western coasts and lower in the southern and West-
South-Central states), assessment practices (more IQ testing
in the southern states and less in the Northeast; less use of
projective measures in the central and mountain states), and
nonassessment roles (more time devoted to them in the East
and less in the Pacific states). Job satisfaction, age, gender
composition, and time devoted to special education services
did not vary substantially across the regions.

LEGAL REQUIREMENTS

Legal requirements influence every facet of school psychol-
ogy practice in schools and in many other settings. Public
schools are creations of federal, state, and local governments.
School psychology employment depends heavily on public

funding—a generally secure foundation that expands or con-
tracts at a moderate rates with economic circumstances. Var-
ied sources of legal requirements and legal mechanisms
influence the practice of school psychology (Prasse, 2002;
Reschly & Bersoff, 1999).

The sources of legal requirements influencing school psy-
chology vary from the U.S. Constitution’s 5th and 14th
Amendments used in the Diana (1970), Guadalupe (1972)—
both cases regarding minority overrepresentation in special
education—and Pennsylvania Association of Retarded Chil-
dren v. Commonwealth of Pennsylvania (1972)—a landmark
right of students with mental retardation to appropriate edu-
cational services, due process protections, and participation
in normal educational environments to the greatest extent
feasible—to regulations developed by state education agen-
cies. Litigation beginning in the late 1960s continues to
markedly influence school psychology practice (Reschly &
Bersoff, 1999). Although litigation and constitutional protec-
tions continue to be important, the greatest contemporary
legal influences come from federal statutes and regulations
and state statutes and rules governing the provision of educa-
tional services to students with disabilities (Reschly, 2000).

Legislation

The previously cited litigation was instrumental in the develop-
ment of state and federal legislation regarding the educational
rights of children and youth with disabilities. The EHA (1975,
1977) was the touchstone federal legislation that appears in an
updated form today as IDEA (1991, 1997, 1999). All of the
major principles of IDEA—that is, free appropriate education
at public expense, least restrictive environment, individualized
educational programs, procedural safeguards, and nondiscrim-
ination and appropriate assessment—appeared earlier in the
EHA. These principles and their implications for school psy-
chology practice are summarized in Table 17.1. For example,
the state and federal guarantees of a free and appropriate edu-
cation for all SWD greatly increased the number of such stu-
dents in the public school setting (from about 2.2 million
students age 6–17 to over 5 million today), markedly increasing
the number of eligibility evaluations and reevaluations.

Psychological services are defined in the IDEA regula-
tions, but the terms school psychology or school psychologist
do not appear in the IDEA statute or regulations. A broad
conception of psychological services appears in the follow-
ing IDEA (1999) regulations:

(9) Psychological services includes—
(i) Administering psychological and educational tests, and

other assessment procedures; 
(ii) Interpreting assessment results; 
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TABLE 17.1 EHA-IDEA Principles: Effects on Schools and Impact on School Psychology

Right to a free appropriate education at public expense (FAPE)
Effects: All students with disabilities (SWD) are guaranteed educational rights leading to (a) more students in the existing population of students
classified as having mild disabilities such as specific learning disabilities and (b) students with complex multiple disabilities and severe disabilities gain
access to public schools for the first time. Litigation interpreting FAPE makes EHA-IDEA a zero-reject guarantee of access to the publicly supported
education.

Impact: More psychologists are needed to conduct evaluations and provide other services to SWD; some psychologists are needed with highly specialized
skills in working with students with low incidence and severe disabilities such as autism and severe and profound levels of MR.

Least restrictive environment (LRE)
Effects: More SWD are served in general education environments or in part-time resource teaching programs. Special education is increasingly becoming
a range of services brought to children and youth in natural environments rather than in places where educational services are provided. Pressure is being
put on states to reduce the use of restrictive placements in settings such as residential institutions or self-contained special education classes.

Impact: More emphasis is on psychologists’ conducting assessments in natural environments and on developing interventions and support services that
assist students in general education environments. More emphasis is on positive behavior supports and functional behavior analysis to teach appropriate
and eliminate inappropriate behaviors so that LRE can be achieved.

Individualized educational program (IEP)
Effects: Detailed plans have been developed to guide the provision of special education and related services, including general goals and specific objec-
tives, assessment of progress, and annual review of the IEP.

Impact: More emphasis is on identifying specific educational needs during evaluations, monitoring progress toward goals, assessing performance in terms
of general education settings with direct measures, and development of testing accommodations. 

Procedural safeguards (due process)
Effects: Formal procedures protect rights and involve parents in decision-making through requirements of informed consent and rights to appeal decisions,
to present additional information, to submit an independent evaluation, to acquire legal representation, to obtain impartial hearings to adjudicate disputes,
and to appeal to state or federal courts.

Impact: School psychologists’ work is more open to parental scrutiny, parents can access records and challenge findings, more emphasis is placed on
communicating with parents as partners in decision making, and the likelihood has increased that psychologists will be asked testify under oath in due
process hearings or in courts when decisions are challenged by parents. 

Procedures for evaluation and determination of eligibility (PEDE)
Effects: Nondiscrimination became more important in evaluation and decision making, multifactored assessment, and decision making by a team that
includes various professionals and parents, valid assessment that focuses on educational need, primary language, and triennial reevaluation.

Impact: Some traditional prerogatives of school psychologists were curtailed through placing less emphasis on IQ and greater emphasis on achievement
and adaptive behavior, consideration of language differences and sociocultural status, determining educational need, and team decision making. More
assessment in natural settings such as classrooms using direct measures has been fostered.

Confidentiality of records and parental access to records
Effects: Access to records is controlled by the client-parent. Access is restricted to school officials with a need to know. Parents or youth of legal age are
guaranteed access to records. Content of records can be challenged and adjudicated.

Impact: Psychologists’ work and records are open to parental inspection, including test protocols and treatment notes (unless excluded under state law)—
raising legal issues about violation of copyright laws and professional ethical issues regarding disclosure of sensitive information. In some instances
schools are required to make copies of copyrighted test protocols for parental inspection. Scrutiny and review of psychologists’ work is increasing.

(iii) Obtaining, integrating, and interpreting information
about child behavior and conditions relating to learning;

(iv) Consulting with other staff members in planning school
programs to meet the special needs of children as indi-
cated by psychological tests, interviews, and behavioral
evaluations;

(v) Planning and managing a program of psychological ser-
vices, including psychological counseling for children
and parents; and 

(vi) Assisting in developing positive behavioral intervention
strategies.

Although the conception of psychological services in
the IDEA regulations is broad and progressive, the actual

effects of the close association with special education
constitute a two-edged sword for school psychology. One
side is that the legislation has prompted the enormous
growth in school psychology over the last 25 years and pro-
vides a secure funding base in nearly all states. Strong spe-
cial education funding nearly always has meant strong
funding for school psychology, and vice versa. The other
side is that the top service priority for the vast majority of
school psychologists is to conduct eligibility evaluations and
to participate in other special education placement activities,
thus limiting the amount of time available for preventive
mental health, direct interventions, and problem-solving
consultation.
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Assessment and Eligibility Determination Regulations

In addition to greater demand, the nature of school psycholog-
ical services changed dramatically after 1975 and continues to
change with statutes and regulations that require eligibility
evaluations to meet certain standards. The regulations that
have the most influence on school psychology practice appear
as the Procedures for Evaluation and Determination of Eligi-
bility section of the federal IDEA regulations (34 C. F. R. 300-
530 through 543). Comparable state education agency rules
exist at the state level. The key regulations that have the most
impact on school psychology practice are:

• A full and individual evaluation that meets certain stan-
dards must be conducted prior to determining eligibility for
disability status and placement in special education.

• The evaluation must not be racially or culturally discrimi-
natory, and it must be administered in the child’s native
language unless to do so is clearly not feasible.

• Disability classification shall not occur if the tests or other
evaluation procedures are unduly affected by language
differences.

• The evaluation results must be relevant to determining
disability eligibility and to the development of the child’s
individualized educational program.

• Standardized tests must be validated for the purpose for
which they are used and must be administered by knowl-
edgeable and trained personnel in accordance with test
publishers’ requirements.

• Tests and other evaluation procedures must focus on spe-
cific educational needs, not merely on a single construct
such as general intellectual functioning.

• The evaluation accounts for the effects of other limitations
such as sensory loss or psychomotor disabilities and does
not merely reflect those limitations.

• No single procedure is used; a multifactored assessment
must be provided that includes areas related to the sus-
pected disability, including (if appropriate) health, vision,
hearing, social and emotional status, general intelligence,
academic performance, communicative status, and motor
abilities. All of the child’s special education and related
services needs must be identified regardless of whether
those needs are commonly associated with a specific
disability.

• A review of existing information pertaining to the child’s
disability eligibility and special education program place-
ment must be conducted every 3 years or more often if
requested by a parent or teacher. A comprehensive reeval-
uation may be conducted as part of the review.

• An evaluation report shared with parents must be
developed.

• Eligibility and placement decisions must be based on a
wide variety of information and be made by a team that in-
cludes evaluation personnel, teachers, special educators,
and parents.

• In the area of SLD, a severe discrepancy must be estab-
lished between achievement and intellectual ability;
furthermore, cause of the SLD cannot be sensory impair-
ment; mental retardation; emotional disturbance; or envi-
ronmental, economic, or cultural disadvantage. 

The discerning reader will notice almost immediately the
inherent ambiguity in many regulations. For example, what
does nondiscrimination or validated for a specific purpose
mean? Does nondiscrimination mean equal average scores
for all groups on relevant measures? Equal predictive accu-
racy? Equal classification and placement outcomes? Simi-
larly, how valid is sufficiently valid to meet the legal
requirement? Is a validity coefficient of r � .5 sufficient, or
does it have to be higher? No answers are given in the regu-
lations, and for the most part, these questions have not been
answered in litigation. Some of the regulations regarding
eligibility evaluation might be regarded best as aspirational
because—given the current state of knowledge—achieving
nondiscrimination in an absolute sense or attaining perfect or
near-perfect validity are nearly impossible. Clearly, the regu-
lations give notice that high-quality evaluations are required
and that special sensitivity to sociocultural differences is
expected.

In addition to the regulations governing the processes and
procedures for eligibility evaluations, the actual disability
classification criteria also exert a strong influence on the
kinds of evaluations conducted by school psychologists.
The IDEA regulations provide conceptual definitions for 13
disabilities. The federal conceptual definitions generally
indicate the fundamental bases for each of the disability
categories—for example, MR is defined in terms of intellec-
tual functioning and adaptive behavior, but classification cri-
teria are not provided in the federal regulations (e.g., the IQ
and adaptive behavior cutoff scores to define eligibility in
MR). The state education agency rules generally are the most
important influences on classification criteria.

States have wide discretion in the use of disability cate-
gories and disability names and—most especially—in the
classification criteria used to define disabilities. The frequent
use of standardized tests of intellectual functioning and
achievement by school psychologists is closely tied to the na-
ture of these state eligibility criteria. The disability with the
highest prevalence, SLD (accounting for over half of all
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SWD), is operationalized by classification criteria that re-
quire a severe discrepancy between intellectual ability and
achievement. The exact criterion or criteria for the discrep-
ancy varies by state with some establishing relatively less
(e.g., 1 SD) and some relatively more (1.5 or 2.0 SD) stringent
standards. The use of an IQ test, however, is nearly always re-
quired to implement the SLD classification criteria—a prac-
tice that may be changing. Likewise, in MR an IQ test nearly
always is required by states to determine the child’s status on
the intellectual functioning dimension of the MR disability
category.

IQ testing often is done routinely as part of a compre-
hensive evaluation for other suspected disabilities such as
emotional disturbance or autism, although the classification
criteria for these disabilities rarely mention intellectual func-
tioning specifically. For many school and child psycholo-
gists, an IQ test is an essential part of an overall evaluation
(Sattler, 2001). This view appears to be changing as more
emphasis is placed on accountability for child outcomes in
special education legislation and practice (see this chapter’s
section on future trends). 

Trends in Legal Requirements 

The EHA-IDEA legal requirements and their state counter-
parts have evolved gradually over the last 25 years, with
changes primarily in the realm of further specification of re-
quirements or inclusion of broader age ranges in the mandate
to serve SWD. IDEA (1991, 1997, 1999) represented a mod-
est break with the prior trends; the greater emphasis was on
accountability for academic and social outcomes for SWD
and the use of regulatory powers to focus greater attention on
positive outcomes. Prior to 1997, IDEA-EHA legal require-
ments focused on process, inclusion, and extending services
to all eligible children and youth. Compliance monitoring
prior to 1997 involved checking on whether the mandated
services were provided without cost to parents in the least re-
strictive environment feasible and were guided by an individ-
ualized educational program and an evaluation that included
essential features; procedural safeguards followed rigorously.
The missing element in this array of legal requirements was
outcomes—that is, what tangible benefits were derived by
children and youth from participating in special education
and related services programs?

The greater emphasis on outcomes in special education
legal requirements follows the national trends in the late
1980s and 1990s toward greater accountability through
systematic assessment of student achievement (McDonnell
et al., 1997). Several additions were made by Congress to the
IDEA regulations (1991, 1997, 1999) to ensure greater

accountability in special education. Among these require-
ments are the strong preference for SWD to remain in the
general education curriculum, to participate in local and state
assessment programs (including the standardized achieve-
ment testing that is done at least annually in nearly all states),
and to have individualized educational programs that are de-
veloped around general education curriculum standards.

The effects of this legislation on SWD are not clear yet,
but the accountability demands influence school psychology
in a number of ways. First, evaluations must include content
from the general education classroom and curriculum in
order to provide the information needed for planning the spe-
cial education program. More emphasis on curriculum-based
measurement is highly likely (Shapiro, 1996; Shinn, 1998)
along with other direct measures of classroom performance.
Second, the portions of reevaluations involving progress in
achieving goals must in most cases include a general educa-
tion context as well as the results of the child’s performance
in the school’s accountability program. These areas are be-
coming essential components of annual reviews of progress
and triennial reevaluations of disability eligibility and special
education program placement. Third, school psychologists
are involved frequently in judgments about the alterations in
standardized testing procedures that are needed in order for
SWD to participate, without undermining the essential pur-
pose of the assessment. Finally—and most important—the
work of school psychologists is increasingly examined in
relation to outcomes for children, leading to scrutiny of the
value of standardized tests and other assessment procedures
in facilitating positive outcomes for SWD (discussed later in
this chapter; Reschly & Tilly, 1999).

IDEA (1991, 1997, 1999) also placed more emphasis on
the delivery of effective interventions for social and emo-
tional behaviors that might interfere with academic perfor-
mance or that lead to placement in more restrictive education
settings for SWD. A positive behavior support plan is re-
quired in every IEP if social or emotional behavior interferes
with learning—a frequent occurrence for SWD. Moreover,
before disciplinary action can be taken against SWD, a
functional behavior analysis must be conducted with inter-
ventions implemented (Tilly, Knoster, & Ikeda, 2000), a re-
quirement that focuses more attention on outcomes and
draws heavily on the expertise that some school psycholo-
gists have with applied behavior analysis.

Summary of Legal Requirements

It is this author’s thesis that legal requirements are the great-
est influence on the existence and work of school psychol-
ogists. The close association of school psychology with
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special education emerged in the early twentieth century, de-
veloped rapidly over the last 25 years, and continues to
evolve. The legal requirements themselves are, of course, the
outgrowth of societal trends that placed great value on the
rights of each individual—including persons with disabili-
ties—to educational services. Further changes in legal re-
quirements should be expected with concomitant further
influences on school psychology.

SCHOOL PSYCHOLOGY INFRASTRUCTURE

The infrastructure for school psychology includes the body of
knowledge claimed by the profession, graduate programs,
standards, professional associations, and credentialing mech-
anisms (including licensing and state education agency certi-
fication). The school psychology infrastructure grew rapidly
over the last 25 years in parallel with the legal requirements
necessitating the employment of school psychologists and
the rapid increase in the numbers of school psychologists.

Professional Associations

School psychology professional associations exist in the
United States, Canada, most nations of the European Com-
munity, and selected other nations throughout the world.
There is an International Association of School Psychologists
that holds an annual summer seminar, usually in Europe or
North America. In addition, all states have school psychology
associations, as do most Canadian provinces. The two major
national school psychology organizations in the United
States are discussed in this chapter. Readers interested in the
international association are encouraged to consult their Web
site (http://www.ispaweb.org/en/index.html).

Division 16 of the APA

The oldest national school psychology organization in the
United States is Division 16 (School Psychology) of the
APA (http://education.indiana.edu/~div16/). Division 16 was
founded in the late 1940s when the APA was reorganized and
the divisional structure was established. Many of the other
divisions such as Educational Psychology (Division 15) and
Clinical Psychology (Division 12) were established at the
same time. Full membership in the APA requires a doctoral
degree, rendering ineligible for full membership the vast
majority of practicing school psychologists who have
specialist-level graduate education. For that and perhaps other
reasons the membership of Division 16 is a relatively small
percentage of the overall school psychology community,

dominated principally by university faculty. The membership
of Division 16 is composed of 174 fellows, 1,392 members,
and 226 associates (associates generally are graduate students
or nondoctoral affiliates of the APA).

Division 16 plays a vital role in representing school psy-
chology in the broader realm of American psychology and pro-
fessional psychology. Division 16 is very powerful when it can
align its interests with those of the much larger APA (over
84,000 members). Major activities of this Division are
publishing a journal (School Psychology Quarterly) and a
newsletter (The School Psychologist), the developing of stan-
dards documents, advocating for school psychology services,
and maintaining school psychology as one of the four officially
recognized areas of professional psychology in APA (along
with clinical, counseling, and industrial-organizational). Divi-
sion 16 organizes a program at the annual APA conventions
that includes awards to outstanding members, symposia, in-
vited addresses, and poster sessions.

National Association of School Psychologists

The NASP (http://www.nasponline.org/index2.html) was es-
tablished in 1969 to represent the interests of all school psy-
chologists, with special attention to the interests and needs of
most practitioners who were at that time primarily at the mas-
ter’s level of graduate preparation. The NASP admitted all
persons certified or licensed to practice in a state as a school
psychologist as well as graduate students in school psychol-
ogy to full membership. Today NASP is the largest school
psychology organization in the world with approximately
22,000 members, of whom about 5,000 have doctoral-level
graduate preparation. Although it might have been accurate
to characterize Division 16 and NASP in the 1970s and 1980s
as representing the interests of doctoral- and nondoctoral-
level school psychologists, respectively, it now is clear that
about four times as many school psychologists with doctoral
degrees are in NASP as in APA. NASP maintains a headquar-
ters in the Washington, DC area and has an executive director
and a growing staff that conducts the organization’s business,
provides membership services, and advocates for school psy-
chological services.

NASP publishes a journal (The School Psychology Re-
view), a newsletter (NASP Communique), and a variety of
monographs such as Best Practices (now in a fourth edition), a
graduate training directory, and reports of innovative practices
in such areas as intervention techniques and models (Shinn,
Walker, & Stoner, 2002). NASP also publishes graduate
program standards and provides a program approval service
through an affiliation with the National Council on Accred-
itation of Teacher Education (NCATE). NASP program
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approval is especially influential at the specialist level,
whereas APA accreditation dominates at the doctoral level. A
national credential with increasing recognition by the states
was established by NASP in the early 1990s, the National Cer-
tificate in School Psychology (NCSP). Close relationships are
maintained with nearly all of the state associations of school
psychologists through a variety of cooperative and service-
oriented programs. Over the past decade, NASP has become
increasingly active and influential in shaping federal policies
that affect school psychologists—especially the IDEA (1991,
1997, 1999) legislation.

The principal disagreement between APA Division 16 and
NASP is the appropriate entry level for the independent,
unsupervised practice of school psychology in public and
private settings. NASP advocates the specialist level, and
Division 16—in line with APA policy—promotes the doc-
toral level. The dispute over entry level has been intense and
divisive at different times in the history of school psychology
(Bardon, 1979; Brown, 1979; Coulter, 1989; Hyman, 1979;
Trachtman, 1981), although (with a few exceptions) it has not
been a prominent issue at the national level for the two orga-
nizations in recent years. Intense struggles over this issue
sometimes still occur at the state level drawing in the national
leadership, but these events have been rare in the 1990s.

The outcome of the debate over entry level is relatively
clear in most states. The entry level for practice in the schools
is the specialist level, whereas the entry level for the private,
independent practice of school psychology generally is the
doctoral level. When school psychologists at the specialist
level do attain the authority to practice privately without su-
pervision by a doctoral-level professional, that practice typi-
cally is limited to a narrow range of services. 

Increased cooperation on the many common interests that
exist between NASP and APA has been the prevailing pattern
during the 1990s, although the official policies of the organi-
zations continue to differ sharply on the graduate preparation
required to use the title school psychologist. For reasons dis-
cussed in the next section, it is highly unlikely that school
psychology practitioners will reach the doctoral level for sev-
eral decades into the future. The APA and NASP cooperation
is in the best interests of both organizations and consistent
with both organizations’ commitment to expanding and
improving psychological services for children and youth
(Fagan, 1986a).

Graduate Programs

Graduate programs in school psychology have been studied
with increasing intensity over the last 35 years (Bardon,

Costanza, & Walker, 1971; Bardon & Walker, 1972;
Bardon & Wenger, 1974, 1976; Bluestein, 1967; Brown &
Lindstrom, 1977; Brown & Minke, 1984, 1986; Cardon
& French, 1968–1969; Fagan, 1985, 1986b; French &
McCloskey, 1979, 1980; Goh, 1977; McMaster et al., 1989;
Pfeiffer & Marmo, 1981; Reschly & McMaster-Beyer, 1991;
Reschly & Wilson, 1997; Smith & Fagan, 1995; Thomas,
1998; White, 1963–1964). The early studies were restricted
to a listing of the available programs with meager analyses of
the characteristics or the nature of the programs. Beginning
with the NASP-sponsored graduate programs directories led
by Brown and colleagues (Brown & Lindstrom, 1977; Brown
& Minke, 1984) and then continued by others (McMaster
et al., 1989; Thomas, 1998), a more complete picture of
school psychology graduate education has emerged. 

Two levels of graduate education are prominent in school
psychology. The specialist level typically involves 2 years of
full-time study in an organized school psychology program,
the accumulation of 60 semester hours at the graduate level in
approved courses, and a full-time internship during a third
year, usually with remuneration at about a half-time rate
for a beginning school psychologist. Specialist-level pro-
grams typically are designed around NASP standards for
graduate programs in school psychology (NASP, 2000). Most
specialist-program students complete their programs in
3 years. The overwhelming majority of specialist-program
graduates are employed in public school settings as school
psychologists.

Doctoral programs involve at least 3 years of full-time
study on campus, followed by a full-time internship that usu-
ally is paid but at a level well below beginning salaries for
psychologists, and a year for dissertation completion. Stu-
dents occasionally complete doctoral degrees in 4 years, but
5–6 years is much more common in school psychology
programs. Doctoral requirements typically follow APA
accreditation standards (APA, 1996). Career paths of doctoral
program graduates are highly variable. Many work in non-
school settings such as medical clinics or community mental
health, whereas others go into teaching and research roles in
universities. Perhaps 40% of doctoral graduates work in pub-
lic school settings as school psychologists or as program
administrators.

The specialist level dominates school psychology gradu-
ate education and practice, and it is likely to continue to do
so. Specialist-level graduate students constitute about 70%
of all graduate students and 80% of all graduates of pro-
grams. The latter is, of course, the most accurate predictor
of the future composition of the school psychology work-
force. For many reasons that are well known to students and
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faculty, doctoral programs require a longer period of study
(5–6 years) compared to specialist programs (3 years), not to
mention the all-too-common occurrence of doctoral degree
candidates’ delaying or failing to complete the degree be-
cause of the dissertation. For these and other reasons, there
always will be a higher proportion of doctoral students than
program graduates.

The number of institutions actively engaged in school psy-
chology graduate education has remained stable for a decade,
at about 195. Surveys sometimes list as many as 210–220 in-
stitutions, but closer examination indicates that about 195
institutions have active programs that admit and graduate
students each year. Approximately 90% of the institutions
offer specialist-level degrees; however, only 40% offer doc-
toral degrees (Thomas, 1998; Reschly & Wilson, 1997). A
limitation in the movement to the doctoral level is that about
60% of the institutions that offer school psychology graduate
programs are not authorized by their governing boards
or state legislatures to offer doctoral degrees (Reschly &
Wilson, 1997). The Carnegie Foundation classifies most of
these institutions as comprehensive institutions, meaning
that they offer undergraduate degree programs in a wide va-
riety of areas and master’s or specialist degrees in selected
areas. They are not authorized to offer doctoral degrees,
and—in the current higher education climate—it is highly
unlikely that very many of them will acquire the authority to
offer doctoral degrees in the future.

In a development that most professional psychologists did
not anticipate, master’s-level practice of counseling and clin-
ical psychology has strengthened over the last decade due at
least in part to the influences of managed care and other fac-
tors. The strong pressure that existed from APA Division 16
in the 1970s and 1980s appears to have diminished as a result
of the dominance of managed care in the private-practice
market and other developments (Benedict & Phelps, 1998;
Phelps, Eisman, & Kohout, 1998).

The actual graduate education of specialist- and doctoral-
level school psychologists overlaps significantly—especially
in terms of preparation for practice in the school setting
(Reschly & Wilson, 1997). Doctoral training is different pri-
marily in (a) domains of supervised practice in nonschool set-
tings; (b) specialization with a particular population, kind of
problem, or treatment approach; and (c) advanced prepara-
tion in measurement, statistics, research design, and evalua-
tion. These findings suggest that doctoral-level graduates are
better prepared for broader practice roles, including evalua-
tion of treatment and program effects and provision of ser-
vices in nonschool settings. It is crucial to presenting an
accurate picture to emphasize a high degree of overlap be-

tween specialist and doctoral graduate education as well as
the large amount of variation across specialist programs and
doctoral programs. 

The only development on the horizon that might lead
to a change in the largely specialist-level character of school
psychology practice is the recent emergence of school psy-
chology PsyD programs at the freestanding schools of
professional psychology (SPP). There are approximately
25 SPPs in the United States today that have been devoted
almost exclusively to training clinical psychologists. The
SPPs are noted for being expensive, for offering little stu-
dent financial aid other than loans, and for graduating large
numbers of students compared to more traditional univer-
sity-based programs. Today these 25 schools of professional
psychology graduate twice as many clinical psychologists
as do the approximately 185 university-based clinical pro-
grams (How Do Professional Schools’ Graduates Compare
with Traditional Graduates?, 1997; Maher, 1999; Yu et al.,
1997). Clearly the SPPs have shown the capacity to train
and graduate large numbers of persons. Due to changes in
managed care as well as the rapid increase in the numbers of
clinical psychologists—especially those from the SPPs—the
market demand for doctoral-level clinical and counseling
psychologists has diminished, as have the number of appli-
cations for admission to clinical and counseling graduate
programs.

The SPPs are tuition driven—that is, they depend directly
and primarily on student-paid tuition and fees to support the
institution. They also are entrepreneurial. The weakening
demand for clinical psychologists has led some of the SPPs
to enter new areas of training. One of the California SPPs
has initiated a teacher education program, and the SPPs in
Fresno, CA and Chicago have announced plans to initiate
PsyD programs in school psychology. Clearly, these an-
nouncements represent entrepreneurial efforts to maintain fi-
nancial viability rather than a long-standing commitment to
these new areas. If the other SPPs enter school psychology
training and graduate large numbers of persons, the current
supply-demand picture and the dominance of the specialist
level could change over the next decade. 

I am very skeptical about the SPPs’ role in school psy-
chology training as well as their attractiveness to prospective
school psychologists. An SPP graduate education is enor-
mously expensive in view of realistic expectations for post-
graduate salary levels; moreover, the typical SPP graduate
acquires enormous debt. Recent conversations with training
directors at several of the SPPs suggest that the average
graduate school debt of 1999 graduates was in the
$80,000–$100,000 range. I doubt that very many students
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will choose SPPs in view of the current average beginning
school psychology salaries of $30,000 to $40,000. 

Graduate Program Standards
and Accreditation-Approval 

APA and NASP provide graduate program standards and
program accreditation or approval services (Fagan & Wells,
2000). The NASP standards are preeminent for specialist-
level programs, whereas the APA standards clearly dominate
at the doctoral level. The NASP Standards for Training and
Field Placement Programs in School Psychology (hereafter
NASP Standards) first appeared in 1972, and the most recent
revision was published in 2000. Copies are available at
http://www.nasponline.org/index2.html. The NASP Stan-
dards are applicable to both doctoral and specialist programs;
however, the main influence is at the specialist level. The
specialist-level standards require a minimum of 60 semester
hours, 2 years of full-time study in an organized program,
coverage of essential content, a supervised practicum, and a
full-year supervised internship in the 3rd year. The domains
of graduate training in the NASP Standards, based on the
Blueprint (Ysseldyke et al., 1997), are data-based decision
making and accountability, consultation and collaboration,
effective instruction and development of cognitive-academic
skills, socialization and development of life skills, student
diversity in development and learning, school and system org-
anization, policy development, and climate, prevention, crisis
intervention, and mental health, home-school-community
collaboration, research and program evaluation, school
psychology practice and development, and information
technology.

Standards also are published for practicum experiences
during the on-campus part of the program and for the full-time
internship (NASP, 2000). NASP Standards are implemented
through a folio review process involving submission of an
extensive array of documents (course syllabi, practicum and
internship contracts, etc.). There is no on-site component of
the program approval process, weakening the evaluation of
a program’s implementation of the standards. NASP pub-
lishes a list of approved programs biannually in the NASP
Communique. According to the NASP Web site cited previ-
ously, 125 institutions are approved at the specialist level of
graduate education in school psychology. Overall, the NASP
Standards and the program approval process have stimulated
improved graduate education at the specialist level—leading
to more faculty in programs, more coherent training, and
improved supervised experiences. The NASP approval
process could be strengthened with an on-campus site visit
component.

The APA Guidelines and Principles for Accreditation of
Programs in Professional Psychology (hereafter APA Stan-
dards; APA, 1996; http://www.apa.org/) are the most recent
iteration of APA program accreditation services that can be
traced to 1945. APA accredits doctoral-level programs only,
in three of the four areas of professional psychology—
clinical, counseling, and school. The fourth area of profes-
sional psychology, industrial-organizational, has never
sought program accreditation. Recent APA policies permit
the expansion of accreditation to new areas of professional
psychology (e.g., developmental psychology), but so far no
institutions with programs in the nontraditional areas have
been accredited. Unlike the NASP Standards, the APA Stan-
dards are generic in the sense that they are designed to apply
to all areas of professional psychology—not a single area
such as school psychology. 

The APA Standards require the institution to specify a
training model and then organize experiences that produce
the outcomes consistent with that model. Despite the appear-
ance of a system that allows maximum freedom in the design
of graduate education, the APA Standards specify essential
domains in which “all students can acquire and demonstrate
understanding of and competence . . .” The domains listed
are biological bases of behavior, cognitive and affective as-
pects of behavior, social aspects of behavior, history and sys-
tems of psychology, psychological measurement, research
methodology, techniques of data analysis, individual differ-
ences in behavior, human development, dysfunctional behav-
ior or psychopathology, professional standards and ethics,
theories and methods of assessment and diagnosis, effective
interventions, consultation and supervision, evaluation of the
efficacy of interventions, cultural and individual diversity,
and attitudes essential to lifelong learning and problem solv-
ing as psychologists. Obvious overlap exists in the NASP and
APA Standards; however, the NASP Standards are more spe-
cific to the training of school psychologists, whereas the APA
Standards are more generic and pertain to the graduate edu-
cation across areas of professional psychology.

APA has accredited graduate programs in school psychol-
ogy since 1971 (Fagan & Wells, 2000). Currently there are
66 institutions with accredited programs in school psychol-
ogy or school psychology and another area (combined ac-
creditation in either school and clinical or school and
counseling). The institutional location of about 80% of the
APA-accredited school psychology programs is a college of
education, often a department of educational psychology or a
department of counseling and school psychology. The col-
lege and department profile of counseling and school psy-
chology is almost identical. In contrast, APA-accredited
clinical programs are usually located in departments of
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psychology in arts and sciences colleges (about 80%;
Reschly & Wilson, 1997) or in freestanding SPPs. A signifi-
cant proportion of the graduate education in professional psy-
chology occurs in colleges of education, usually within a
broader context of educational psychology or a context that is
significantly influenced by educational psychology.

APA accreditation processes involve a self-study, submis-
sion of documents to APA, and a site visit by a three-person
team over a 2- to 3-day period. The site visit is rigorous, and
most programs seeking initial accreditation receive either
conditional accreditation or are rejected. Most apply again
and eventually gain full accreditation. It is extremely rare for
a program that is fully accredited to lose its accreditation, al-
though a few programs have managed to do so. 

Summary

Clearly, APA accreditation is the oldest and most prestigious
of the mechanisms whereby a school psychology graduate
program is endorsed by an authoritative body. APA accredita-
tion is, however, available only to doctoral programs that ac-
count for less than half of all school psychology graduate
programs. The recent development of the NASP approval
process is a significant milestone in improving specialist-
level graduate education. It is highly likely that dual
accreditation-approval mechanisms in school psychology
will be needed far into the future unless an unlikely break-
through occurs in the current APA and NASP disagreement
on the appropriate level of graduate education required for in-
dependent school psychology practice.

School Psychology Scholarship

Improvements in school psychology scholarship are apparent
in a number of developments over the last three decades.
Over that period a significant number of books and mono-
graphs have been devoted to school psychology thought and

practice. The references for some of the most prominent
contemporary resources are Fagan and Wise (2000); Reschly,
Tilly, and Grimes (1999); Reynolds and Gutkin (1999);
Shinn et al. (2002); and Thomas and Grimes (2002). NASP
publishes monographs relevant to school psychology and co-
operates with other publishers in marketing books and other
materials that are relevant to school psychology. Some of the
books developed by APA publications also are relevant to
school psychology (e.g., Phelps, 1998).

The major U.S. refereed journals in school psychology
that publish content directly or closely related to school prac-
tice are School Psychology Review (SPR), Journal of School
Psychology, Psychology in the Schools, Journal of Psycho-
educational Assessment, and School Psychology Quarterly.
Information on these journals appears in Table 17.2. SPR,
published by NASP, is the leading journal in the discipline
based on its circulation (approximately 22,000) and on the
number of citations to articles published in the journal—that
is, the number of times a particular article is cited by other
scholars. The other school psychology journals have much
lower circulation (� 2,500) and lower citation rates. It is im-
portant to note, however, that valuable content is published
by each of the school psychology journals, and conscientious
scholars need to examine the contents of each.

The Federal Department of Education, especially the
Office of Special Education Programs, is the major source of
funding for school psychology research and personnel prepa-
ration. Other important sources of support are the Federal
Department of Education Office of Educational Research and
Innovation, the National Institute of Health (particularly the
National Institute of Child Health and Human Development),
and private foundations. Research awards are provided by the
Society for the Study of School Psychology (SSSPS), Divi-
sion 16 of APA, and NASP. SSSPS provides approximately
$65,000–$90,000 in small grants to school psychology inves-
tigators annually. 

TABLE 17.2 Citation Rates and Circulation of the Major School Psychology Journals

Titlea First Volumeb Issues/Page Size per Yearc Estimated Circulatione Number of Articles in 1998 1998 Total Citationsf

PITS 1964 6 1,300 35 370
JPA 1983 4 500 15 190
JSP 1963 6d 1,500 25 338
SPQ 1986 4 2,500 21 220
SPR 1972 4 22,000 31 739

Notes. From Journal Citation Reports (http://www.isinet.com/isi/products/citation/jcr/)
aPITS � Psychology in the Schools; JPA � Journal of Psychoeducational Assessment; JSP � Journal of School Psychology; SPQ � School Psychology
Quarterly; and SPR � School Psychology Review. bFirst volume refers to the first year the journal was published. cPITS increased the number of issues per year
from 4 to 6 with the 1999 volume. dJSP increased the number of issues per volume from 4 to 6 with the 2001 volume. eEstimated circulation is based on the total
paid and/or requested circulation item in the U.S. Post Office form Statement of Ownership, Management, and Circulation published typically in either the first
or last issue of each volume. Personal correspondence with the current editor was used to confirm this information. f1998 total citations is the total number of
times that an article from the journal was cited in 1998 in the journals included in the comprehensive Social Sciences Citation Index (1999).
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CONTEMPORARY AND FUTURE CHALLENGES

School psychology has grown at a rapid pace over the last
three decades (see Figure 17.3). The rapid growth was tied
directly to the expansion of special education legal mandates.
These mandates have the most influence on the existence of
school psychologists and the services they provide, and it is
highly likely that the legal influences will be crucial to school
psychology in the future. There are, however, a number of
problems in this relationship and with contemporary practice
that likely will prompt significant changes in school psychol-
ogy practice in the future.

Disability Determination and Special
Education Placement

As noted previously, the practice of school psychology today
is closely tied to special education eligibility determination
and placement. The tie to special education is supported by
special education legal requirements, the federal and state
requirements for the legally mandated full and individual
evaluation, and current conceptual definitions and classifica-
tion criteria for educationally related disabilities. The disabil-
ities that consume the most time for school psychologists are
SLD, MR, and ED. Changes in the conceptual definitions or

classification criteria for any of these disabilities—especially
for SLD due to the large numbers in that category—could
have a significant impact on school psychology. It is likely
that such changes will occur.

What happens to school psychology if the intellectual
functioning requirement is removed from the SLD classifica-
tion criteria? What if states and the federal government adopt
noncategorical conceptions of high-incidence disabilities
(SLD, MR, ED) with disability classification based on low
achievement and insufficient response to high-quality inter-
ventions, as recommended by a recent National Academy of
Sciences Report (Donovan & Cross, 2002)? 

Recommendation SE.1: The committee recommends that federal
guidelines for special education eligibility be changed in order to
encourage better integrated general and special education ser-
vices. We propose that eligibility ensue when a student exhibits
large differences from typical levels of performance in one or
more domain(s) and with evidence of insufficient response to
high-quality interventions in the relevant domain(s) of function-
ing in school settings. These domains include achievement (e.g.,
reading, writing, mathematics), social behavior, and emotional
regulation. As is currently the case, eligibility determination
would also require a judgment by a multidisciplinary team, in-
cluding parents, that special education is needed. (Donovan &
Cross, 2002, p. ES-6)

While an IQ test may provide supplemental information, no IQ
test would be required, and the results of an IQ test would not be
a primary criterion on which eligibility rests. Because of the irre-
ducible importance of context in the recognition and nurturance
of achievement, the committee regards the effort to assess stu-
dents’ decontextualized potential or ability as inappropriate and
scientifically invalid. (Donovan & Cross, 2002, pp. 8–23)

These changes have occurred in some states (e.g., Iowa) and
in some school districts across the United States in which
functional assessment—emphasizing direct measures of
skills in relevant domains such as academic skills, social be-
haviors, and emotional regulation—are used instead of stan-
dardized tests (Reschly et al., 1999). School psychologists
have flourished in the few places that have changed disability
classification significantly, but large continuing education
efforts were required to support those changes (Ikeda, Tilly,
Stumme, Volmer, & Allison, 1996; Reschly & Grimes, 1991).

In discussing the issues related to disability determination
and the likely future challenges for school psychologists it
is crucial first to understand that enormous variations exist
across the states in disability definitions, classification crite-
ria, and prevalence. Table 17.3, constructed from the most
recent federal child-count data, demonstrates unequivocally
that there are few generalizations that can be made about

Figure 17.3 Growth of school psychology, 1977–1978 to 1998–1999.
From the U.S. Department of Education (2001).
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disability identification other than that it varies significantly
across states (U.S. Department of Education, 2001). For
example, Minnesota identifies about 20 times more students
as ED as does Arkansas, Rhode Island identifies three times
more in LD as does Kentucky, and so on. The common de-
nominator for virtually all SWD is significant achievement
problems—often further complicated by behavior problems.
The categories per se do not mean very much (Bocian,
Beebe, MacMillan, & Gresham, 1999; Gresham, MacMillan,
& Bocian, 1998; MacMillan, Gresham, & Bocian, 1998).
Disability classification across states and districts within
states is unreliable (Gottlieb, Alter, Gottlieb, & Wishner,
1994; Gottlieb & Weinberg, 1999).

An even more fundamental problem is the validity of clas-
sification in terms of the identification of groups of students
with unique needs and the relationship of disability group
membership to treatment or intervention decisions. There is
considerable skepticism about the reliability and validity of
three of the disability categories with relatively high preva-
lence (SLD, MR, and ED; Reschly & Tilly, 1999; Tilly,
Reschly, & Grimes, 1999). These disabilities are a large part
of the typical school psychology caseload. 

Determining an ability-achievement discrepancy is crucial
in most states as part of the SLD classification criteria and
constitutes a major part of the current role of most school psy-
chologists. The appropriateness of the discrepancy method of
determining SLD eligibility is criticized with increasing stri-
dency by persons associated with the reading disability re-
search centers funded by the National Institute of Child Health
and Human Development (Lyon, 1996). The major criticisms
are that IQ-achievement-discrepant and nondiscrepant poor

readers do not differ in the instructional interventions needed
or in responsiveness to that instruction. Moreover, the dis-
crepancy criterion often delays treatment until third or fourth
grade, when in fact the vast majority of children that will be
identified later as SLD in the area of reading can be accurately
identified in kindergarten with relatively straightforward mea-
sures of phonological awareness. Delaying treatment allows
reading problems to worsen and causes enormous frustration
for children, teachers, and parents. Fletcher et al. (1998) sum-
marized this case:

Classifications of children as discrepant versus low-achievement
lack discriminative validity. . . . However, because children
can be validly identified on the basis of a low-achievement
definition, it simply is not necessary to use an IQ test to identify
children as learning disabled. . . . For treatment, the use of the
discrepancy model forces identification to an older age when
interventions are demonstrably less effective. (Fletcher et al.,
1998, pp. 200–201)

Changes in the SLD classification criteria involving either
the elimination of the discrepancy requirement through a
noncategorical scheme or other alternative classification cri-
teria will present enormous challenges to school psycholo-
gists. SLD accounts for over half of the disabilities identified
in the public schools; it is therefore a significant part of most
school psychologists’ roles. Changes in SLD will almost in-
evitably require acquisition of new skills and the develop-
ment of competencies more related to early identification of
specific skills and the design of effective treatments. Models
exist for the successful transition of school psychologists to

TABLE 17.3 Prevalence of Disabilities in U.S. Schools, Ages 6–17

Number Age Number Age Total Percent with Percent of
Disabilitya 6–11 12–17 Number Disabilitiesb Populationc Variations Between Statesd

SLD 1,113,465 1,603,190 2,716,655 50.5% 5.73% 3.1% (KY) to 9.6% (RI)
Factor of 3.1 �s

Sp/L 955,505 126,317 1,081,822 20.1% 2.28% 0.9% (DC) to 3.7% (WV)
Factor of 4.1 �s

MR 238,323 308,106 546,429 10.2% 1.15% 0.3% (NJ) to 2.87 (WV)
Factor of 9.6 �s

ED 159,691 283,452 443,143 8.2% 0.94% 0.1% (AR) to 2.0% (MN)
Factor of 20 �s

Low incidence 326,445 268,515 594,960 11.1% 1.26% —
All disabilities 2,793,429 2,589,580 5,383,009 100.1% 11.36% 9.2% (CA) to 16.5% (RI)

Factor of 1.8 �s

Note. Based on U.S. Department of Education (2001), Tables AA3, AA4, and AA11.
aSLD � specific learning disabilities; Sp/L � speech and language disabilities; MR � mental retardation; ED � emotional disturbance; Low incidence �

combined total of multiple disabilities, hearing impairments, orthopedic impairments, other health impairments, visual impairments, autism, deafness, blind-
ness, traumatic brain injury, and developmental delay. bRefers to the composition of the population with disabilities; for example, of all students aged 6–17,
slightly more than half are in the category of SLD. cRefers to the risk level for each disability in the student population. For example, 5.73% of all students
aged 6–17 in the general student population have SLD. dProvides the lowest and highest prevalence of each disability by state and the multiplicative factor by
which they occur.
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these new roles (Ikeda et al., 1996; Reschly et al., 1999; Tilly
et al., 1999), but the vast majority of school psychologists are
not well prepared for alternative roles that place less empha-
sis on assessment of intellectual functioning. Acquiring those
skills and embedding them firmly in continuing education
and graduate programs constitutes one of the greatest chal-
lenges to the school psychology profession.

Empirically Supported Treatments-Interventions

The empirically supported treatments-interventions move-
ment has multiple roots. In medicine and professional psy-
chology, it is prompted by the policies of managed care
health insurance companies that restrict reimbursements to
physicians, psychologists, and others to treatments that have
been proven effective with specific kinds of problems and pa-
tients (Benedict & Phelps, 1998; Phelps et al., 1998). In edu-
cation, empirically supported interventions are prompted
more by the accountability movement that can be traced to
the mid-1980s and continues with increasing force today. The
educational accountability standards-based reform proce-
dures are increasingly applied to SWD and special education
programs. Questions are raised regarding the specific contri-
bution of school psychology and special education to im-
proving academic achievement, increasing the safety of
schools, improving dropout and graduation rates, and over-
coming at-risk conditions. It no longer is sufficient to simply
assume that description of problems and careful conformance
to legal guidelines in assessment and placement decisions is
sufficient. The further requirement that positive results are
demonstrated places significant pressure toward a problem-
solving approach and the implementation of empirically sup-
ported interventions.

Many traditional practices in school psychology are not
empirically validated in terms of a direct relationship to posi-
tive outcomes for children and youth. In fairness to traditional
methods, most of these practices were never designed to have
a direct relationship to interventions. For example, the most
widely used measure in school psychology—one of the
Wechsler ability scales—has little relationship to the design
of interventions or the assessment of intervention effects
(Gresham & Witt, 1997; Reschly, 1997). The Wechsler scales
are useful for classification of children and youth using tradi-
tional classification definitions and criteria such as MR and
SLD. The use of these categories likely will change in order
to improve the delivery of effective services to children and
youth.

There are several well-established problem-solving ap-
proaches (e.g., Bergan & Kratochwill, 1990; Fuchs & Fuchs,
1989; Tilly, 2002; Upah & Tilly, 2002). The best of these

approaches involve a systematic, data-based series of stages
that include behavioral definition of the problem(s), collec-
tion of baseline data, establishment of goals, analysis of
conditions (including prior knowledge), selection of an ex-
perimentally validated intervention and development of a be-
havior intervention plan, progress monitoring with formative
evaluation (Fuchs & Fuchs, 1986), assessment of treatment
fidelity, and evaluation of outcomes. These problem-solving
approaches require a different set of competencies from those
stressed in many school psychology graduate programs and
continuing education events. Competencies are needed in
direct assessment of skills and social behaviors in natural
settings, knowledge of empirically validated academic and
behavioral interventions, applied behavior analysis, and
consultation methods. Providing those competencies in the
future will challenge school psychology faculty and practi-
tioners for many years into the future.

Personnel Needs

School psychology personnel needs are intense. A sufficient
supply of appropriately trained school psychologists has been
a problem for many years, and it appears that the problem is
increasing due to a number of factors (Lund et al., 1998). In
1998–1999, over 1,000 of the 26,000 school psychologists
employed in U.S. public schools were not fully certified or li-
censed by the state in which they were employed. The num-
ber of unfilled vacancies as well as the employment of
persons on temporary certificates or licenses appears to have
increased in recent years. School psychology employment is
affected by economic conditions, with expansion of employ-
ment in periods of economic growth and stable or slightly de-
clining employment in recession periods (Lund et al., 1998).
When this chapter was written, the United States had been in
a recession for about 6 months. It is likely that school psy-
chology employment will stabilize over the next few years,
decreasing the number of unfilled vacancies and the employ-
ment of persons with temporary certificates or licenses. 

Current and future shortages of school psychologists may
be aggravated by the effects of the retirements of school psy-
chologists who entered the field in the 1960s, 1970s, and
1980s. As noted earlier, the average age of school psychology
practitioners grew significantly during the 1990s. Profes-
sional employees in public schools generally retire at an age
younger than that of other professionals due at least in part to
plans that permit early retirement when a criterion is met that
combines age and years of experience (e.g., 90 years). For
example, a 60-year-old school psychologist who has worked
for 30 years is eligible in many states for full retirement
benefits.
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The shortages of appropriately prepared school psycholo-
gists experienced throughout the 1990s are likely to continue
well into the next century barring significant changes in one
or more of the factors that affect the supply and demand for
school psychologists. The supply of new school psycholo-
gists from graduate programs has remained stable for about
20 years. The number of programs in institutions of higher
education has not changed in that same time period, and it is
not likely that a substantial number of new graduate pro-
grams will be established in the future. Personnel from other
fields of professional psychology in which employment
conditions are not as positive—particularly from clinical
psychology—may augment sources of school psychology
personnel. Programs to retrain clinical as school psycholo-
gists have been discussed, and a few are offered by universi-
ties with doctoral programs. 

School psychology supply and demand phenomena are
not understood completely. More information is needed on
school psychology career choices, attrition, and retirement,
as well as demand characteristics such as the impact of state
and federal legal requirements, expansion of services to new
populations, and alternative delivery systems (Fagan, 1995).
The current situation suggests strong demand for school
psychologists through the next decade. Factors that might
change this picture are significant changes in economic con-
ditions that produce more stringent school budgets or sub-
stantial changes in legal requirements reducing the need for
the services of school psychologists.

Demands for Mental Health Services

There is increasing recognition of the strong need for im-
proved comprehensive health services for many children and
youth, particularly those at risk (U.S. Department of Health
and Human Services, 2001). Comprehensive services deliv-
ered at a single site such as a public school have been devel-
oped in a few settings, and many more places need these
services (Adelman & Taylor, 1993, 2000). Discussions of
how comprehensive services might be delivered in schools
have appeared in the literatures of clinical and school psy-
chology (Adelman & Taylor, 1993, 2000; Carlson, Tharinger,
Bricklin, Demers, & Paavola, 1996; Christenson & Conoley,
1992; Cowen & Lorion, 1976; Henggeler, 1995; Nastasi,
2000; Sheridan & Gutkin, 2000).

The principal barriers to expansion of wraparound ser-
vices in schools are funding and reliable evidence that such
services are indeed cost-effective. The funding problems
associated with health and mental health services are well
known and need no further discussion here. Bickman’s
(1997) controversial evaluation of comprehensive mental

health services undermined the usual assumption that more
of whatever service is provided by a professional association
is better. In fact, more services and more comprehensive ser-
vices do not necessarily lead to better outcomes—leading
this discussion back again to the matter of empirically vali-
dated treatments. Questions still remain about the nature of
these services and their costs and benefits. There are, how-
ever, a number of interventions that are effective in prevent-
ing later, more costly problems, and these interventions are
cost-effective (Shinn et al., 2002). A major challenge to
school psychology is developing expertise in these interven-
tions and delivering them in cost-effective ways—perhaps as
a replacement for part of the traditional role of special educa-
tion eligibility evaluations and placements.

SUMMARY

School psychology’s roots are long-standing and deep in
American psychology. Educational psychology remains a
fundamental part of those roots, and the current organization
of school psychology programs usually enhances the inter-
section of school and educational psychology. School psy-
chology has flourished over the last 25 years, in large part due
to the legal guarantees of the educational rights of students
with disabilities. These legal guarantees created the condi-
tions for the rapid expansion of school psychology employ-
ment and the high demand for school psychology graduate
programs. Changes are underway that likely will change
school psychology from a heavy investment in the use of
standardized tests to determine eligibility for special educa-
tion disability classification and placement to greater reliance
on problem solving, direct measures of performance over rel-
evant domains of behavior, and implementation of experi-
mentally validated interventions for problems in academic
achievement, social behavior, and emotional regulation.
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This chapter reviews the area of learning disabilities. The
following issues are considered: definition of subtypes, read-
ing disability, arithmetic disability, assessment, and remedia-
tion and accommodation.

DEFINITIONAL ISSUES

Historically, W. M. Cruickshank (1981) has suggested that
the term learning disabilities is “one of the most interesting
accidents of our professional times” (p. 81). It was never used
before 1963 and developed from “prepared but informal re-
marks” (W. M. Cruickshank, 1981, p. 81) made by Samuel A.
Kirk at a dinner for concerned parents of children with learn-
ing problems in Chicago. Shortly after the dinner, the parents
organized themselves on a national level under the banner
Association for Children with Learning Disabilities. There-
fore, the term learning disabilities (LD) was adopted as a
“functional term without precedents to guide those who at-
tempted to define it and without research or common usage
which would assist in its appropriate formulation as a func-
tional term” (W. M. Cruickshank, 1981, p. 81).

This problem is complicated by the confusion in terms
used to describe some or all of the LD population. W. W.
Cruickshank (1972) observed that more than 40 English terms
have been used in the literature to refer to some or all of the
children subsumed under the LD label. Hammill, Leigh,
McNutt, and Larsen (1981) also noted that a variety of
terms—such as minimal brain dysfunction or injury, psy-
choneurological learning disorders, dyslexia, or perceptual
handicap, to name a few—all have been used to refer to LD
populations.

In response to the confusion surrounding the definitional
issues, in 1981 the National Joint Committee for Learning
Disabilities (NJCLD) adopted the following definitions:

Learning disabilities is a generic term that refers to a heteroge-
neous group of disorders manifested by significant difficulties in
the acquisition and use of listening, speaking, reading, writing,
reasoning, or mathematical abilities. These disorders are intrin-
sic to the individual and are presumed to be due to central ner-
vous system dysfunction. Even though a learning disability may
occur concomitantly with other handicapping conditions (e.g.,
sensory impairment, mental retardation, social or emotional
disturbanced) or environmental influences (e.g., cultural differ-
ences, insufficient/inappropriate instruction, psychogenic fac-
tors), it is not the direct result of these conditions or influences.
(Hammill et al., 1981, p. 336)

However, as a number of investigators have suggested
(e.g. Fletcher & Morris, 1986; Siegel & Heaven, 1986;
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Wong, 1996), this definition also is difficult to operationalize
because it is vague and unspecific. Wong (1996) and Keogh
(1986, 1987) note that in spite of this definition and The Rules
and Regulations for Implementing Public Law 94-142
(Federal Register, 1977), special-education categories still
differ from country to country, state to state, and even within
states from district to district. To complicate matters further,
Epps, Ysseldyke, and Algozzine (1985) found that states
using different category names to classify learning disabled
children may actually be using the same criteria to identify
these children and some states using the same category
names may be using different identification criteria.

Mann, Davis, Boyer, Metz, and Wolford (1983), in a survey
of child service demonstration centers (CSDC), found that al-
though most of the CSDCs used the federal criterion of acad-
emic underachievement, only two thirds of the centers used
even two or three other criteria, and only 3 of the 61 centers
used all of the diagnostic criteria. Furthermore, 36 CSDCs did
not distinctly state discernible diagnostic criteria.

In 1985, the U.S. Congress passed an act (PL 99-158)
forming the Interagency Committee on Learning Disabilities
(ICLD) “to review and assess Federal research priorities, ac-
tivities, and findings regarding learning disabilities” (Silver,
1988, p. 73). According to Silver (1988) three specific man-
dates were identified by Congress: (a) the determination of
the number of people with learning disabilities and a demo-
graphic description of them; (b) a review of the current re-
search findings on the cause, diagnosis, treatment, and
prevention of learning disabilities; and (c) suggestions for
legislation and administration actions that would increase the
effectiveness of research on learning disabilities and improve
the dissemination of the findings of such research, and prior-
itize research on the cause, diagnosis, treatment, and preven-
tion of learning disabilities.

In 1987, the committee presented its report to Congress. In
this report, the ICLD recommended a legislated definition of
LD based on a revision of the 1981 NJCLD’s definition. The
new definition was to include (changes are in italics) “signif-
icant difficulties in . . . social skills.” Also, the final sentence
was changed to read as follows: “with socioenvironmental
influences (e.g., cultural differences, insufficient, or inappro-
priate instruction, psychogenic factors), and especially with
attention deficit disorder, all of which may cause learning
problems, a learning disability is not the direct result of those
conditions or influences” (Silver, 1988, p. 79).

In addition, the committee argued that prevalence studies
on learning disabilities should not and could not accurately
be undertaken until there was national consensus on a defini-
tion of learning disabilities. However, since the publication
of the report only one member of the NJCLD has supported

that revised definitions, whereas the others have voted for
nonsupport. At issue appears to be the phrase significant
difficulties in . . . social skills. In spite of all the work and
research, Silver (1988) concludes that a lack of a uniform de-
finition and set of diagnostic criteria is one of the most crucial
factors inhibiting current and future research efforts. This
problem must be addressed before further epidemiological,
clinical, basic, and educational research can result in mean-
ingful, generalizable findings.

Several aspects of these definitions are controversial and
difficult to operationalize:

• Exclusionary criteria. One aspect of these definitions is
that the learning difficulty is not a result of some other
condition.

• IQ-achievement discrepancy. There must be a discrepancy
between so-called potential and achievement such that
achievement is significantly lower than would be pre-
dicted from achievement.

• Specificity. The learning problem is specific, generally
confined to one or two cognitive areas.

Exclusionary Criteria

The presence of certain factors means that an individual will
not qualify as learning disabled; these are called exclusionary
factors. The definition of learning disabilities assumes that:
(a) a learning disability is not the result of an inadequate ed-
ucation; (b) the individual does not have any sensory deficits,
such as hearing or visual impairment; (c) the individual does
not have any serious neurological disorders that may inter-
fere with learning; and (d) the individual does not have major
social or emotional difficulties that might interfere with
learning. All of these exclusions seem reasonable, but they
are rarely evaluated systematically; furthermore, it is not
clear that there is any reason to do so. Consider, for example,
a student with a seizure disorder. If the student is shown to be
achieving poorly on some achievement test—similar to an
individual pure learning disability without a neurological
disorder—should the student be denied the remediations that
are available to students with a learning disability? In the
view of this author, the answer is no.

In regard to the issue of adequate education for students in
a postsecondary institution, it is difficult to believe that a stu-
dent would complete secondary school without an education
in the basic skills of reading, spelling, writing, and arith-
metic. The problems may not have been remediated, but there
has been significant exposure to the teaching of these skills.
Similarly, individuals with learning disabilities often re-
port depression, social anxiety, low self-esteem, and other



emotional difficulties. It is quite likely that these symptoms
are a consequence—not a cause—of their problems. We do
not know which came first, the emotional difficulty or the
learning disability, and in most cases we will never know.
However, these emotional difficulties appear to become more
serious as the person gets older, indicating that the presence
of the learning disability may be creating the emotional prob-
lem rather than the other way around; we can never be cer-
tain. There does not appear to be any longitudinal research
that provides evidence on the causal direction of the relation-
ship between learning disabilities and emotional problems.
However, it seems unethical not to identify and treat the
learning disability just because there are concurrent emo-
tional difficulties.

IQ-Achievement Discrepancy

IQ tests are typically used in the identification of a learning
disability. A great deal of weight is still given to the IQ score
in the definition. In virtually all school systems and many col-
leges and universities, the intelligence test is one of the pri-
mary tests used in the identification of learning disabilities. In
many cases, an individual cannot be identified as learning
disabled unless an IQ test has been administered. One of the
criteria for the existence of a learning disability is the pres-
ence of a discrepancy between IQ test score and achieve-
ment. I maintain that the presence of this discrepancy is not a
necessary part of the definition of a learning disability; fur-
thermore, it is not even necessary to administer an IQ test to
determine whether someone has a learning disability. Many
investigators (e.g., Fletcher & Morris, 1986; Reynolds,
1984–1985, 1985; Siegel, 1985a, 1985b, 1988a, 1988b,
1989a, 1989b) argue that not only is this assumption contro-
versial, but it also may be invalid.

The intelligence test—and scores based on it—are not use-
ful in the identification of learning disorders. There are both
logical reasons for and empirical data to support this statement.
It is often argued that we need IQ tests to measure the so-called
potential of an individual. This type of argument implies that
there is some real entity that will tell us how much an individ-
ual can learn and what we can expect of that person—that is,
the IQ sets a limit on what the person can learn.

Lezak (1988) argues that IQ is a construct and does not
measure any real function or structure. However, that argu-
ment has not prevented psychometricians from measuring
this entity. But what is being measured? Presumably, intelli-
gence means such skills of logical reasoning, problem solv-
ing, critical thinking, and adaptation to the environment. This
definition appears to be a reasonable until one examines the
content of the IQ test. IQ tests consist of measures of factual

knowledge, definitions of words, memory, fine-motor coordi-
nation, and fluency of expressive language; they do not mea-
sure reasoning or problem-solving skills. They measure—for
the most part—what a person has learned, not what he or she
is capable of doing in the future. Typical questions on the IQ
test consist of questions about definitions of certain words,
about geography and history, tasks involving fine-motor co-
ordination such as doing puzzles, memory tasks in which the
person is asked to remember a series of numbers, and mental
arithmetic problems in which individuals must calculate an-
swers in their heads without the benefit of paper and pencil. 

It is obvious that these types of questions measure what an
individual has learned—not problem solving or critical think-
ing skills. In some of the subtests of the intelligence tests,
extra points are given for responding quickly; therefore, the
intelligence test puts a premium on speed. A person with a
slow, deliberate style would not achieve as high a score as an
individual who responded more quickly. Therefore, IQ scores
do not represent a single entity; rather, are a composite of
many skills. (For an extended discussion of the content of IQ
tests, see Siegel, 1989a, 1989b, 1995.)

There is an additional problem in the use of IQ tests with
individuals with learning disabilities. It is a logical paradox
to use IQ scores with learning disabled individuals because
most of these people have deficiencies in one or more of
the component skills that are part of these IQ tests; therefore,
their scores on IQ tests will be an underestimate of their
competence. It seems illogical to recognize that someone has
deficient memory, language, fine-motor skills, or any combi-
nation of these and then say that this individual is less intelli-
gent because he or she has these problems.

One assumption behind the use of an IQ test is that IQ
scores predict and set limits on academic performance, so
that if a person has a low IQ score, educators should not ex-
pect much from that person’s academic skills. In other words,
by using the IQ test in the psychoeducational assessment
of possible learning disabilities, we are assuming that the
score on the IQ test indicates how much reading, arithmetic,
and so on that we would expect from a person. However,
some evidence does contradict this assumption. There are
people who have low scores on IQ tests—that is, scores less
than 90 or even 80; yet, they have average or even above av-
erage scores on reading tests. Even text comprehension may
be more influenced by background knowledge (Schneider,
Körkel, & Weinert, 1989) or phonological skills (Siegel,
1993b) than IQ scores (Siegel, 1988b); logically, this should
not occur if level of reading were determined by IQ scores.

The most widely used IQ tests, the Wechsler Intelli-
gence Scales for Children–III (WISC-III) and the Wechsler
Adult Intelligence Scales–Revised (WAIS-R) are actually
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composed of two scales—a Verbal Scale in which the ques-
tions are largely based on language, from which one calcu-
lates a Verbal IQ, and a Performance Scale, from which one
calculates a Performance IQ. It is also possible to calculate a
total or full-scale IQ score. If a discrepancy between IQ and
achievement is used, then which IQ score should be used—the
Verbal, Performance, or full-scale score? It is quite possible to
be categorized as dyslexic on the basis of one IQ score but not
if another IQ score is used. For example, Valtin (1978–1979)
found that it makes a difference which scale is used, the
Verbal or Performance Scale. Children are often classified as
dyslexic when the classification is based on one scale, but they
are not considered dyslexic when the decision is based on the
other. In addition, depending on the type of IQ scores, the dif-
ference between the good and poor readers could be signifi-
cant or not significant, depending on which IQ score was used
in the definition.

There is also empirical evidence that suggests it is not nec-
essary to use the concept of intelligence in defining reading
disabilities. When children with reading disabilities were di-
vided into groups based on their IQ level and compared on a
variety of reading, language, memory, spelling, and phono-
logical tasks, there were no differences between the IQ
groups on the reading-related tasks (Siegel, 1988b). There-
fore, the reading-disabled group was quite homogeneous in
relation to reading-related skills; administering an IQ would
not provide useful information about performance differ-
ences on reading-related tasks.

One typical use of the IQ test is to use the IQ score to mea-
sure the discrepancy between IQ and academic achievement.
If there is a discrepancy, then the individual is said to have a
learning disability. If the individuals are poor readers but
show no discrepancy between their IQ and reading scores,
then they are not considered reading disabled. Fletcher et al.
(1989) maintains that it has not been clearly demonstrated
that children with discrepancies in IQ and achievement have
more specific disabilities than do poor achievers whose IQ
scores were not discrepant. In fact, they contend that there is
relatively little empirical evidence to show that similarly de-
fined children differ on measures other than IQ. In an epi-
demiological study on the influence of various definitions of
learning disabilities on the selection of children, Shaywitz,
Shaywitz, Barnes, and Fletcher (1986) found that although
variations in the use of IQ indexes led to the identification
of different children as learning disabled, there were few dif-
ferences in cognitive abilities. Moreover, there were few
differences among identified LD children with discrepant and
nondiscrepant IQ scores.

A significant number of studies have found no difference
in the reading, spelling, phonological skills, and even reading

comprehension of learning disabled individuals with high
and low IQ scores and no differences between individuals
with dyslexia and poor readers on measures of the processes
most directly related to reading (e.g., N. Ellis & Large, 1987;
Felton & Wood, 1991; Fletcher, Francis, Rourke, Shaywitz, &
Shaywitz, 1992; Fletcher et al., 1994; Friedman & Stevenson,
1988; Gottardo, Stanovich, & Siegel, 1996; Hall, Wilson,
Humphreys, Tinzmann, & Bowyer, 1983; Jiménez-Glez &
Rodrigo-López, 1994; Johnston, Rugg, & Scott, 1987a,
1987b; Jorm, Share, Matthews, & Maclean, 1986; Share,
McGee, McKenzie, Williams, & Silva, 1987; Siegel, 1988b,
1992, 1998; Silva, McGee, & Williams, 1985; Stanovich &
Siegel, 1994; Taylor, Satz, & Friel, 1979; Toth & Siegel,
1994). For example, Siegel (1992) compared two groups of
children who had low reading scores. One group, which was
composed of individuals with dyslexia, had reading scores
that were significantly lower than were those that were pre-
dicted by their IQ scores; the other group, the poor readers,
had low reading scores, but these reading scores were not sig-
nificantly lower than would be predicted by their IQ scores.
On a variety of reading, spelling, and phonological tasks,
results showed no differences between these two groups in
reading comprehension. In other words, there is no need to
use IQ scores to predict the difference between the individu-
als traditionally called learning disabled and those who have
equally poor achievement but also have lower IQ scores.
These results have also been replicated in a study of adults
with reading disabilities (Siegel, 1998). These findings sug-
gest that there is no need to use IQ tests to determine who is
learning disabled. We need to use only achievement tests. In
addition, IQ scores do not predict who is able to benefit from
remediation (Arnold, Smeltzer, & Barneby, 1981; Kershner,
1990; Lytton, 1967; Van der Wissel & Zegers, 1985;
Vellutino & Scanlon, 1996; Vellutino, Scanlon, & Lyon,
2000). One study (Yule, 1973) found that reading disabled
children with lower IQ scores made more gains than did read-
ing disabled children with higher scores.

Other research shows that reading problems may actually
interfere with the development of language, knowledge, and
vocabulary skills, further complicating the issue of the rela-
tionship between IQ and reading; this is called the Matthew
effect. The Matthew effect refers to the bidirectional relation-
ship between reading and cognitive development. Stanovich
(1986, 1988a, 1988b) has conceptualized the Matthew effect
as “the tendency of reading itself to cause further develop-
ment in other related cognitive abilities”—that is, IQ—such
that the “rich get richer and [the] poor get poorer” (Stanovich,
1986, p. 360). Certain minimum cognitive capabilities must
be present to begin reading; however, after reading com-
mences, the act of reading itself further develops these same
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cognitive capabilities; this relationship of mutual reinforce-
ment is called the Matthew effect. This Matthew effect of a
reciprocal relationship between reading and other cognitive
skills is reflected in performance on an IQ test; consequently,
it undermines the validity of using an IQ-discrepancy-based
criterion because children who read more gain the cognitive
skills and information relevant to the IQ test and thus attain
higher IQ scores. Children with reading problems read less;
therefore, they fail to gain the skills and information neces-
sary for higher scores on the IQ test.

If the Matthew effect as described by Stanovich were
operating, it would be expected that IQ scores would decline
with increasing age because vocabulary and knowledge in-
crease as a result—at least in part—of experiences with print.
If reading disabled children have less experience with print
than do children without reading problems, then the chance
to acquire new knowledge is reduced and the IQ scores are
expected to decrease over time. In a cross-sectional study,
Siegel and Himel (1998) found that the IQ scores—in partic-
ular, vocabulary scores—of older dyslexic children were
significantly lower than were those of younger dyslexic chil-
dren. Similar declines in IQ and vocabulary were not noted
for the normally achieving readers—that is, children who
showed age-appropriate reading skills. However, standard
scores of the children with reading problems compared to
chronologically age-matched children remained relatively
constant with time, so that there was not an overall decline in
skills. Scores on a subtest of the IQ test, Block Design, a test
of visuospatial as opposed to verbal skills, also remained
constant over time. This subtest measures visuospatial skills
more than it does verbal skills, and it is not directly related to
the knowledge required by reading. In addition, younger
children were much more likely to be classified as dyslexic
(as opposed to poor readers) than were older children because
of the so-called decline in IQ scores that resulted from lack of
print exposure. Finally, if intelligence is a measure of some
stable construct of ability or potential and IQ tests measure it,
then these test results should be stable over time. Elliot and
Boeve (1987) found that the variable time has a statistically
significant effect on both children’s WISC-R verbal and per-
formance scores. Therefore, for these students, it is question-
able if the WISC-R is measuring a stable construct.

Ultimately, services may be denied to individuals who
have not been administered an IQ test or who do not achieve
a certain score on the IQ test (e.g., see Padget, Knight, &
Sawyer, 1996). IQ scores are significantly correlated with
socioeconomic status—that is, children from lower socioeco-
nomic backgrounds are likely to have lower IQ scores
probably because of a relative lack of experience with the vo-
cabulary and knowledge measured by the IQ test. Children

from low socioeconomic backgrounds are more likely to be
classified as poor readers than are dyslexics even though
these children have the same degree of reading difficulty as
dyslexics (Siegel & Himel, 1998); this means that the use of
the discrepancy definition discriminates against children
from low-SES backgrounds. Some argue that we should use
IQ test scores because IQ is correlated with achievement
(e.g., Wong, 1996). As Tunmer (1989) has noted, parental
income is correlated with reading achievement (the correla-
tions are almost identical in magnitude to those between
reading and IQ); why not use a discrepancy between parental
income and reading achievement as a measure of dyslexia? A
significant discrepancy would be needed for the individual to
get remedial help. The social consequences and unfairness of
this suggestion are obvious, but the principle is the same as
using a discrepancy between IQ and achievement.

The requirement for the use of the IQ score provides us
with the dilemma of determining an IQ score that is neces-
sary for an individual to achieve to be considered learning
disabled. Some studies use 80, others 85, others 90, and some
even use 100. For example, although they recognize that
there are problems with the use of IQ in the identification of
learning disabilities, Padget et al. (1996) argue that 

Clinical judgment may be needed when considering cases in
which the Verbal IQ is below 90. Two cases in which this may
be particularly important are older students who previously
achieved a Verbal IQ above 90 and students who have low sub-
test scores only on the subtests that require significant auditory,
sequential memory skills to perform the task. In most other cases
when students score below these guidelines it strongly suggests
that reading problems may be related to factors other than, or in
addition to, dyslexia. (p. 59).

However, they present no evidence for this assertion. An
opposing conclusion has been reached by G. Reid Lyon
(1995) of the U.S. National Institute of Child Health and
Human Development as follows:

The assumption that a discrepancy between achievement and
aptitude (typically assessed using intelligence tests) is a clear
diagnostic marker for learning disabilities or can be considered a
pathognomonic sign is at best premature, and at worst invalid.
(p. 5121)

Often, it is recommended that instead of the IQ test, mea-
sures of listening comprehension be used presumably because
this will assess an individual’s level of cognitive processing
(Aaron, 1991; Padget et al., 1996). Listening comprehension
measures typically consist of the examiner’s reading aloud a
passage to the individual and then asking him or her questions
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about the text. This type of task places heavy demands on
memory, and if an individual fails to answer a question cor-
rectly, the examiner does not know whether the individual did
not understand the passage or has merely forgotten the an-
swer. Ability to remember what has been heard also depends
on one’s background knowledge of the material in the text.
Unlike when one reads text in which the material is available,
one cannot refer back to the material in a listening compre-
hension task. Therefore, the time has come to abandon listen-
ing comprehension as an alternative to the IQ test.

Another assumption of many LD definitions—including
US Public Law 94-142, Ontario’s Bill 82, and the NJCLD’s
definition—is that there must be a discrepancy between IQ
and achievement. In other words, the child’s achievement is
not commensurate with his or her ability or intelligence (IQ). 

The second assumption of the discrepancy definition is
that measures of intelligence and measures of achievement
are independent. This assumption has been questioned by
some investigators (see Lyon, 1987, for a complete discus-
sion), but I maintain that it is necessary if a discrepancy defi-
nition is to be meaningful. If one accepts the argument that
intelligence is not orthogonal to achievement, then there
would be no reason to expect a discrepancy. Therefore, a dis-
crepancy definition is logical if and only if the presence of a
learning disability does not affect IQ test scores but does
affect achievement test scores. Then children with LD would
have a discrepancy between the scores on their IQ tests and
the scores on their achievement tests, whereas normally
achieving children and those with other disabilities will have
scores on these tests that are similar (not discrepant).

A number of investigators (Green, 1974; Hopkins &
Stanley, 1981; Siegel, 1988a, 1988b) have suggested that
this assumption of independence is questionable. Green
(1974) argues, for example, that comparisons of scores for
ability and achievement are meaningful only to the extent to
which unique elements are measured.

Hopkins and Stanley (1981) examined the overlapping
variance in a well-constructed intelligence test (the Lorge-
Thorndike) and in two subtests (the reading and the arith-
metic) of a well-constructed achievement test (the Iowa Test
of Basic Skills). On average, 47% of the variance was found
to overlap. This finding suggests that when one ability test and
one achievement test are used, about 50% of the time the same
concept is being measured; this clearly violates the assump-
tion of independence among concepts measured by the ability
and achievement tests. It can only be hoped that the other 50%
of the variance is tapping something different that can provide
insight to the true differences revealed by the comparison.

Discrepancy definitions also have been questioned on sta-
tistical grounds. Reynolds (1984–1985, 1985) notes that many

discrepancy models are based on grade equivalents. He points
out that these models have problems in two areas. First, nei-
ther age nor grade-equivalent scores provide adequate mathe-
matical properties (cannot be added, subtracted, multiplied, or
divided) for use in discrepancy analysis. Second, the amount
of retardation reflected by 2 years below grade level changes
with increasing grade level. A much greater level of retarda-
tion is reflected by a 2-year deficit at Grade 2 than at Grade 7,
and even less retardation would be reflected at Grade 11.
Therefore, a much greater deficit would be needed for a child
in Grade 3 to be identified as LD than for one in Grade 10.

In summary, the weight of the evidence leads us to con-
clude that IQ scores are irrelevant to the definitions of learn-
ing disabilities.

Specificity

There are two types of specificity: The first involves the degree
to which the individual’s problem is specific to one or more
cognitive areas, and the second involves the issue of whether
all children with learning disabilities should be considered one
homogeneousgroup.Anumberofauthors (Hall&Humphreys,
1982; Stanovich, 1986, 1988a; Swanson, 1988b, 1989) have
maintained that one of the essential concepts of a learning dis-
ability is its specificity—that is, a learning disability is pre-
sumed to be caused by a neurological inefficiency that affects
a narrow group of subskills of cognitive processes; this affects
a specific domain of academic skills but leaves intellectually
ability intact. In other words, a learning disability reflects a
cognitive deficit possibly due to a neurological dysfunction
that is comparatively specific to a particular domain (e.g.,
reading or arithmetic). Swanson (1988a) has suggested that
these specific deficits must not stray too far into other cogni-
tive domains, or the concept of a specific learning disability
will blend with other more generalized conditions (e.g., men-
tal retardation). As well, Stanovich (1986) maintains that def-
initions of dyslexia must rest on an assumption of specificity.
He contends that dyslexia results from a brain or cognitive
deficit that is reasonably specific to reading.

Siegel (1988a) and Bryant and Brown (1985) argue that
this type of specificity is unrealistic. Siegel (1988a) maintains
that if children have problems in working memory, this con-
dition could affect a variety of academic tasks—especially in
areas such as reading, spelling, and arithmetic. Brown and
Bryant (1985) suggest that if a child has a severe language
problem, this condition could influence a large number of cog-
nitive areas: reading, writing, speaking, listening, or any com-
bination. Moreover, Siegel (1988a) contends that implicit in
the specificity assumption is the assumption that domains such
as reading and arithmetic are entirely independent cognitive
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processes. This assumption is invalid because working mem-
ory and recognizing and labeling abstract symbols are
involved in both reading and arithmetic skills, and a child
who has difficulty with these cognitive processes is likely to
have problems with tasks involving such skills (Siegel,
1988a).

The second type of specificity involves questions about the
degree to which all children with LD have the same problems
or whether there are subtypes. On the basis of what is now
known, the concept of a generalized homogeneous group la-
beled LD children should be abandoned; the child with LD
should be considered as part of a smaller, more clearly de-
fined subtype (Siegel, 1988a). As well, other theorists (e.g.,
Bateman, 1968–1969; Benton & Pearl, 1978; Boder, 1973;
Kinsbourne & Warrington, 1963; Rourke, 1983, 1985) have
contended that differences within the population of children
with learning disabilities may reflect the existence of distin-
guishable subtypes. In other words, not all learning-disabled
children have the same types of disabilities, and independent
subtypes include distinctive characteristics and antecedent
conditions that consistently predict specific patterns of learn-
ing difficulties. Therefore, failure to differentiate among
types of learning disabilities can lead to inaccurate conclu-
sions. For example, Siegel and Ryan (1984, 1988) found that
children with reading disabilities have difficulty processing
certain aspects of syntax, whereas specific children with
specific arithmetic disabilities (and no reading disability) do
not. Differences between the same two groups have been
found in working memory (Fletcher, 1985; Siegel & Linder,
1984; Siegel & Ryan, 1989a). Swanson (1988b) found
that children with a reading disability may be characterized
by different patterns of memory dysfunction. These differ-
ences are reflected on measures of achievement in reading
and arithmetic. If all these children had been considered to-
gether as a homogeneous group, these differences might have
been obscured.

A Resolution of Definitional Issues

Clearly the field of special education continues to have prob-
lems defining and classifying children with learning disabili-
ties. Current discrepancy definitions are problematic and
should be reconsidered because they cannot be justified in
light of their illogical nature. But where does that leave us
and where can we go from there?

One way in which meaning is given to a concept is by
defining it operationally. Specifically, an operational defini-
tion explains a concept solely in terms of the operations used
to produce and measure it. Recognizing that there are prob-
lems inherent in operational definitions (e.g., the meaning of

the concept is restricted to the narrowly described operations
used for measuring it), I suggest that learning disabilities (a)
need to have an IQ threshold because I recognize that the
field is not ready to accept Siegel’s (1989a, 1989b) challenge
to the use of IQ tests; (b) should refer to a significant diffi-
culty in a school-related area; and (c) should exclude only
severe emotional disorders, second-language background,
sensory disabilities, and specific neurological deficits.

Evidence (Siegel, Levey, & Ferris, 1985; Siegel & Ryan,
1989b) suggests that the type of operational definition used for
the concept may influence the outcome and conclusions of the
study. Siegel and Ryan (1989b) have argued that the actual de-
finition used for a reading disability can make a difference in
the conclusions that are drawn about information-processing
characteristics of the children and whether there are reading-
disability subtypes. In one study, poor readers (all with IQ
scores equal to or above 80) were divided into four groups as
follows: (a) those with deficits in phonological processing—
inadequate phonological skills based on the reading of pseu-
dowords, (b) those with word-recognition deficits, (c) those
with comprehension-only deficits—inadequate reading com-
prehension skills but adequate word-recognition skills, and
(d) those with rate-only deficits—slow reading speed but ade-
quate word-recognition skills. When each disabled group was
compared to an age-matched normally achieving group, dis-
tinct cognitive differences appeared. For example, children
with a phonological deficit or a word-recognition deficit had
scores that were significantly lower than were those of normal
readers on short-term memory tasks but not on language
tasks. The readers with rate-only deficits had cognitive pro-
files similar to those of normally achieving children. There-
fore, the children with word-recognition problems are
probably the ones with language deficits and those with only a
reading comprehension problem probably do not have lan-
guage problems.

In addition, there was approximately a 25% overlap be-
tween poor comprehenders and poor readers; therefore, had a
reading comprehension test been used to define the learning-
disabled group and word recognition not been used as a con-
trol, the reading-disabled group would have consisted of some
children with word-recognition problems and some without.

This leads to the question How should a reading disability
be defined? Stanovich (1986, 1989) has suggested that the
core deficits in a reading disability are problems in phonolog-
ical processing. Although reading is more than simply decod-
ing and recognizing words (one has to remember what was
read, put it into context, etc.), unfortunately currently there
are no accurate tests to measure these variables (see Siegel &
Heaven, 1986, for a complete discussion of this issue).
Further empirical evidence suggests that when a difficulty
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with phonological processing, word recognition, or both is
used as the basis of the definition of a reading problem, then
disabled readers appear to have reasonably homogeneous
cognitive profiles and—in particular—deficits in the language
areas (e.g., Fletcher, 1985; Rourke & Finlayson, 1978;
Rourke & Strang, 1978; Siegel & Ryan, 1984, 1988, 1989b;
Strang & Rourke, 1983b). Therefore we and others (e.g.,
Siegel & Heaven, 1986; Siegel & Ryan, 1989a; Vellutino,
1978, 1979) argue that single-word or nonword reading con-
stitute the purest measures of reading and that an operational
definition of a reading disability should be based on nonword
tests to measure phonological skills, single-word tests to
measure word recognition skills, or both.

The classification of children with arithmetic problems is
equally problematic. As Siegel and Ryan (1989a) note, it
is almost impossible to find a group of reading-disabled
children who also do not have severe deficits in arithmetic.
At the same time, a number of investigators (Fletcher, 1985b;
Rourke & Finlayson, 1978; Rourke & Strang, 1978; Siegel &
Feldman, 1983; Siegel & Linder, 1984; Siegel & Ryan, 1984,
1988, 1989a) have found a group of learning-disabled
children with difficulties in arithmetic but with average or
above-average reading scores. Some evidence (e.g., Fletcher,
1985a; Rourke & Finlayson, 1978; Rourke & Strang, 1978;
Siegel & Feldman, 1983; Siegel & Linder, 1984; Siegel &
Ryan, 1984, 1988, 1989a) suggests that these children with
arithmetic deficits but normal reading (word recognition)
have cognitive profiles that are different from those of chil-
dren with reading difficulties. Therefore, it is important that
children designated as arithmetic LD not have problems that
are confounded by difficulties in reading.

SUBTYPES

Given the heterogeneity of LD groups, Siegel (1988b) con-
tends that if all LD children are grouped together, then inac-
curate conclusions may be reached. Evidence in support of
this position has been found by many investigators (e.g.,
Fletcher, 1985; McKinney, Short, & Feagans, 1985;
Rourke & Finlayson, 1978; Siegel & Linder, 1984; Siegel &
Ryan, 1984, 1988, 1989a, 1989b). For example, Siegel and
Ryan (1984, 1988, 1989a, 1989b) and Fletcher (1985) found
differences between specific arithmetic-disabled children
without reading problems and reading-disabled children in
both short-term and working memory. McKinney et al., using
a cognitive battery designed to assess a wide range of linguis-
tic and perceptual abilities, were able to classify 55 first-
and second-grade, school-identified LD children into six
subtypes. They then demonstrated that the three subtypes with

atypical cognitive profiles had poorer academic outcomes
than did the three groups with normal or near-normal profiles.
These differences might not have been evident had these chil-
dren been grouped together and not divided into subtypes.

Because of this heterogeneity of LD groups, considerable
effort has been made to identify specific subgroups of LD
children who share common attributes that distinguish them
from other subtypes. Not only do subtypes exist, but they also
seem to take several forms in terms of achievement patterns,
associated cognitive information-processing abilities, or
both. Furthermore, these subtypes may vary as a function of
etiology and age (e.g., McKinney et al., 1985; Rourke &
Finlayson, 1978; Satz & Morris, 1981; Short, Feagans,
McKinney, & Appelbaum, 1986; Siegel & Heaven, 1986). 

Subtyping Models

Early subtype approaches are based on clinical inferences
that have attempted to reduce complex data sets of subjects
into presumably homogeneous classes largely based upon
a priori considerations and visual inspection techniques. These
methods have been criticized for their inability to manage
simultaneously large quantities of information in an objec-
tive fashion as well as for the subjectivity that results from the
bias of clinical decisions made at various stages during the sub-
type development and subject classification (see Satz & Morris,
1981, and Hooper & Willis, 1989, for a complete review).

More recently, with the availability of advanced computer
technology, empirical classification models using applied
descriptive multivariate statistics have been developed. This
approach has involved a search for hidden structure in com-
plex multidimensional data sets generally involving cogni-
tive linguistic skills or direct measures of achievement
or behavior (e.g., Doehring & Hoshko, 1977; Feagans &
Appelbaum, 1986).

These methods also have difficulties. Hooper and Willis
(1989) contend that standards of reliability and validity have
frequently been overlooked or marginally addressed by inves-
tigators using these classification techniques. In addition, they
suggest that “the adequacy and strength of models derived by
empirical classification methods are influenced by many a pri-
ori clinical decisions including those regarding theoretical
orientation, sample selection, and variable selection” (p. 104).
Thus, the appropriate subtyping model remains an open ques-
tion and may depend on the type of research undertaken.

Academic Performance Models

In spite of the difficulties inherent in subtyping models, a num-
ber of investigators (e.g., Fletcher, 1985; Rourke & Finlayson,
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1978; Rourke & Strang, 1978; Siegel & Feldman, 1983;
Siegel & Linder, 1984; Siegel & Ryan, 1984, 1988, 1989a,
1989b) have suggested that LD students in general can be di-
vided on the basis of their academic achievement as measured
by Wide Range Achievement Test (WRAT) scores in reading,
spelling, and arithmetic. Although each investigator has cre-
ated his or her own classification scheme, two broad cate-
gories of subtype groups have emerged. The first contains
children with at least reading deficits, and the second contains
children with at least arithmetic deficits and normal-to-above-
normal reading scores. Some authors (e.g., Fletcher, 1985;
Rourke & Finlayson, 1978; Rourke & Strang, 1978) have sub-
divided these groups further, basing their divisions on the
presence of other deficits. For example, Siegel and Linder
(1984) and Siegel and Ryan (1984, 1988, 1989a, 1989b) have
used only two academic subtypes: (a) an arithmetic-disabled
group, defined by scores equal to or below the 25th percentile
on the WRAT Arithmetic subtest and scores equal to or above
the 30th percentile on the WRAT Reading subtest and (b) a
reading-disabled group, defined by scores equal to or below
the 25th percentile on the WRAT Reading subtest and no
cutoffs for the other two WRAT subtests. Fletcher (1985b) has
developed the following four subtypes: (a) a reading-spelling-
disabled group, (b) a reading-spelling-arithmetic-disabled
group, (c) an arithmetic-disabled group, and (d) a spelling-
arithmetic-disabled group. According to this categorization,
the reading-spelling-disabled group is defined as consisting of
children with (a) WRAT Reading and Spelling subtest scores
below the 31st percentile, (b) WRATArithmetic subtest scores
above the 30th percentile, and (c) the arithmetic score must be
at least one-half standard deviation above the reading score on
the appropriate WRAT subtest. The reading-spelling-arith-
metic-disabled group is characterized by children with scores
on all three WRAT subtests below the 31st percentile. The
arithmetic-spelling-disabled group contains children who
have (a) WRAT Spelling and Arithmetic subtest scores below
the 31st percentile, (b) WRAT Reading subtest scores above
the 39th percentile, and (c) at least one standard deviation
between their reading and arithmetic scores. The arithmetic-
disabled group consists of children who have (a) WRAT
Reading and Spelling subtest scores above the 39th percentile,
(b) WRATArithmetic subtest scores below the 31st percentile,
and (c) difference of at least one standard deviation between
their reading and arithmetic scores. In contrast, a series of
studies by Rourke and his associates (Rourke & Finlayson,
1978; Rourke & Strang, 1978; Strang & Rourke, 1983a,
1983b) have identified the following three subtypes: (a) a gen-
eral disabled group (reading-spelling-arithmetic-disabled),
(b) a reading-disabled group, and (c) an arithmetic-disabled
group. These investigators defined their reading-spelling-

arithmetic groups as consisting of children with WRAT
subtest scores below the 19th percentile on all three subtests.
The reading-spelling-disabled group consisted of children
with (a) WRAT Arithmetic subtest scores at least 1.8 years
higher than their WRAT Reading and Spelling subtest scores
and (b) WRAT Reading and Spelling subtest scores below
the 15th percentile. The arithmetic-disabled group contained
children whose WRAT Reading and Spelling subtest scores
were at least 2 years above the WRAT Arithmetic subtest
scores.

Rourke and colleagues have developed subtypes of LD
children based on patterns of academic performance (Fisk
& Rourke, 1979, 1983; Ozols & Rourke, 1985; Porter &
Rourke, 1985; Petrauskas & Rourke, 1979; Rourke &
Finlayson, 1978; Rourke & Strang, 1978; Rourke & Fisk,
1981; Strang & Rourke, 1983, 1985a, 1985b; Sweeney &
Rourke, 1978). Depending on the particular investigation,
percentile cutoff scores of 20, 25, or 30 on the WRAT have
been used to define a particular LD group.

In one study, Rourke and Finlayson (1978) investigated
the performance of three groups of LD children on a neu-
ropsychological battery. The subtypes were formed on the
basis of their WRAT scores in reading, spelling, and arith-
metic. The first subtype exhibited uniformly deficient perfor-
mance in all three academic areas. They were found to be
superior to a specifically arithmetic-disabled group on
measures of visual-perceptual and visuospatial abilities. In
the second subtype, children were relatively good at arith-
metic as compared to their reading and spelling, but all areas
were below average. Superior visuospatial abilities and Per-
formance IQ scores were characteristic of this subtype. The
third subtype was composed of children whose reading and
spelling scores were average or above, but whose arithmetic
score was at least 2 years below that. This group exhibited
Verbal IQ scores that were higher than their Performance
scores. Their performance on measures of visual-perceptual-
organizational skills was somewhat deficient. Their per-
formance on measures of verbal and auditory-perceptual
abilities was superior to that of the first two groups, who were
reading disabled and low achievers in arithmetic. Rourke and
Strang (1978) found further deficiencies in this third subtype
on complex psychomotor measures and differences in hand
superiority on the Tactual Performance Test. Difficulties in
visuospatial orientation, including right-left problems, and
impaired bilateral tactile-perceptual abilities, including finger
agnosia, were also characteristic of this group.

Strang and Rourke (1983a, 1983b) found that the specific
arithmetic-disabled children made significantly more errors
than did the reading and arithmetic disabled children on the
Halstead category test. The arithmetic-disabled children had
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lower scores on those subtests, which “require a substantial
degree of ‘higher order’ visual-spatial analysis” (Strang &
Rourke, 1985b, p. 173). An analysis of the arithmetic errors
made by the third group (specifically arithmetic disabled) on
the WRAT subtest indicated a large number and variety of
errors. The quality of errors, as expected, changed somewhat
with age. The most prevalent types of mechanical errors were
identified as follows: (a) spatial organization, (b) visual de-
tail, (c) procedural errors, (d) failure to shift psychological
set, (e) graphomotor, (f) memory, and (g) judgment and rea-
soning, indicating deficits in visuospatial and perceptual-
motor abilities.

Ozols and Rourke (1985) compared the performance of
two groups of LD children to a group of average-achieving
children of the same age on four tasks—two verbal and
two nonverbal. The groups were identified as follows: (a) a
language-disorder group, who exhibited relatively well-
developed visuospatial abilities but poor auditory-perceptual
and language-related abilities (WRAT subtest percentile
scores in reading, spelling, and arithmetic were all below 25);
(b) a spatial-disorder group, who exhibited relatively well-
developed auditory-perceptual and language-related abilities
but poor visuospatial abilities (WRAT arithmetic subtest
score was the only percentile score below 25). The language-
disorder group performed significantly more poorly on the
verbal tasks than did the controls, and the spatial-disorder
group performed significantly more poorly than did the con-
trols on the nonverbal tasks.

Siegel and Ryan (1984) used performance on achievement
tests to subdivide LD children into more heterogeneous
groups. Three LD groups were created and compared to a
control group of normally achieving children. The LD groups
were (a) reading-disabled children who had low scores on
the WRAT Reading test, a test of word recognition skills;
(b) children who were arithmetic written work disabled who
had low scores on the WRAT Arithmetic test, a measure of
computational arithmetic skills; and (c) children with atten-
tion deficit disorder (ADD; hyperactive) but with no other
learning disabilities. Typically, the reading-disabled children
had significantly below-average ability to understand the
syntactic and morphological aspects of language and—at the
youngest ages—memory for sentences. None of the other LD
groups showed deficits in these areas. The reading-disabled
children had a significant deficit in reading and spelling non-
words and in recognizing the visual form of a spoken sound.
None of the other LD children had deficits in these areas,
with the exception of the youngest, specifically arithmetic-
disabled children, who had some difficulties with these
phonological skills in spite of their normal word-recognition
skills. This finding may be a result of the definition of

arithmetic disability, which at the youngest ages involves
memory skills in addition to computational skills. Thus, these
younger arithmetic-disabled children may represent the more
severely disabled children compared to older children who
have a specific arithmetic disability. The children with ADD
and no other difficulties with achievement did have signifi-
cantly lower scores on a reading comprehension test (which
is in reality a memory test and may require attentional skills),
but these children showed no other deficits.

All of the reading-disabled children had a severe deficit
involving phonological skills. They were quite homogeneous
in this respect. In most cases there was no overlap in the
scores of the reading-disabled and normally achieving chil-
dren of the same chronological age. Furthermore, for the
reading and spelling of nonwords, the reading-disabled chil-
dren performed more poorly than did younger controls
matched for reading level, indicating a very serious deficit.
The children with an arithmetic writing disability and the
children with a reading disability had significantly lower
scores on a short-term memory task involving visually pre-
sented letters, but Siegel and Linder (1984) found that for
auditorily presented letters, the arithmetic-disability group
performed in the normal range, indicating that the deficit of
this latter group was limited to short-term memory for visu-
ally presented information.

Fletcher (1985) used a verbal and nonverbal memory task
to test the hypothesis that subgroups of disabled learners
show different performance patterns. All tasks were based on
selective reminding procedures (i.e., in subsequent presenta-
tions, items are repeated only if they were not recalled on the
previous trial) to determine what inferences could be drawn
concerning storage and retrieval skills in these subgroups.
Control subjects had to obtain percentile scores above 39 on
the Reading, Spelling, and Arithmetic subtests of the WRAT
and show no history of achievement difficulties. Disabled
learners were placed into one of four groups depending on
their pattern of WRAT scores. The groups were (a) reading-
spelling-disabled (R-S), (b) reading-spelling-arithmetic-
disabled (R-S-A), (c) spelling-arithmetic-disabled (S-A), and
(d) arithmetic disabled (A).

The findings indicated that not all LD children showed
similar patterns of memory deficiencies. Children with read-
ing problems showed only retrieval difficulties on verbal
tasks, whereas children with arithmetic problems demon-
strated both storage and retrieval problems on nonverbal
tasks. Children with the R-S pattern had poorer verbal skills,
whereas children with the arithmetic pattern showed poorer
nonverbal skills. The R-S-A pattern had not been previously
studied, but children demonstrating this pattern had relatively
poor performance on the tasks used in this study.



Subtypes 465

Some studies were carried out in an attempt to determine
the relative diagnostic power of a number of tests in dis-
criminating between dyslexic children and those with other
learning disabilities. In one study by Rudel and Denckla
(1976), the performance of developmental dyslexic individu-
als was tested using visual-verbal tasks, such as naming pic-
tured objects, letters, and numbers. A 2-year or greater lag in
reading performance on a test of oral reading skill led to a clas-
sification of dyslexic. All participants were tested on rapid au-
tomatized naming tasks. Stimuli included colors, numerals,
use objects (e.g., comb), and high-frequency lowercase letters.
The naming speed on all four tasks for normally functioning
individuals was faster than for nondyslexic LD participants,
and nondyslexic participants were significantly faster than
dyslexic subjects.

In this study, the experimental children were termed learn-
ing disabled, but no reference was made to how they were so
designated. The authors stated that division of participants
into dyslexic and nondyslexic groups was done post hoc by
determining the difference between reading age and mental
age. Reading grade level was based on a test of oral reading
skill; no mention was made of what oral reading test was used.
The problems associated with such tests have already been
discussed. The lack of information on the measures used in
this study raises questions about the heterogeneity and sever-
ity of the problems demonstrated by the group being studied.

In a second study (Denckla, Rudel, & Broman, 1981), a
series of tasks was administered: a rapid automatized naming
task, the Oldfield-Wingfield Pictured Object Naming Test,
visual-Braille letter learning (a paired associate learning
task), visual-temporal spatial matching (a same or different
response was required of the participant after he or she
watched a series of light flashes emitted from a single sta-
tionary point source in a black box), and finally the silent
detection of repeated target symbols (a pencil-and-paper
version of the visual matching task paradigm). The dyslexic
group had a high percentage of dysphasic errors and pro-
longed times on repeated naming compared to the non-
dyslexic LD children.

In this study, the participants were defined as dyslexic on
the basis of a discrepancy between the WISC-R score and the
score on the Gray Oral Reading Test. The same problems as
in the earlier study emerge. The latter test is an oral reading
comprehension test that cannot be regarded as a pure test of
reading skill. Failure to do well on this test could be the result
of poor decoding skills, poor attention, poor memory, or poor
comprehension. The result is a heterogeneous sample with
findings that have limited external validity. 

Another attempt at subtyping on the basis of achievement
test scores is described by Satz and Morris (1981). Although

their subtyping scheme resembles Rourke’s, it is flawed
by the use of grade-level retardation on the WRAT subtests
for classification. This scheme is particularly problematic
with the many older children in the study.

Rather than finding significant heterogeneity on language
and memory functioning, these studies found homogeneity
within the population of disabled readers. It is important to
note that the studies that have found homogeneity within the
reading-disabled population have used retardation in word-
recognition skills to define the reading-disabled population.
In one very early study on subtyping that was unsuccessful, it
was found that all reading-disabled children had difficulty
with sound blending and short-term memory (Naidoo, 1972).
As discussed later in this chapter, studies that have used other
definitions (reading comprehension) do not find the same de-
gree of homogeneity. As further evidence of this point, Siegel
and Ryan (1989b) found that when a definition of reading
disability was used that involved poor word-recognition
or phonics skills, reading-disabled children had significant
problems with phonological processing and understanding of
syntax. However, children with low reading comprehension
scores but good phonics, word recognition skills, or both did
not show these problems. In summary, with achievement test
definitions such as those used by Rourke and associates,
Fletcher, and Siegel and colleagues, fairly homogeneous
groups of reading-disabled children have emerged.

Regardless of the exact criteria used, this method of sub-
typing had identified groups of LD children whose arithmetic
difficulties are not confounded by deficits in reading (word
recognition). The emergence of a specific arithmetic-disabled
subgroup has permitted investigators to clarify some of the
characteristics that distinguish this group from other LD
children with reading deficits.

Subtypes Within the Reading Disability Group

A number of investigators have assumed that a reading dis-
ability is not a single disorder but rather represents a group of
more specific subtypes. Some of these conceptualizations are
outlined in the following discussion. However, what appears
to be heterogeneity is really not; because of definitional inad-
equacies, heterogeneity emerges. Several schemes have been
used as subtyping systems. These schemes involve (a) the use
of achievement tests to classify all LD children with the
implicit assumption that all the children with a reading
disability will show a reasonable similarity in cognitive
performance and be different from those without a reading
disability (as was described earlier), (b) the use of patterns
of responses on reading tests to classify subgroups of dis-
abled readers, (c) the use of neuropsychological measures to
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differentiate subgroups of disabled readers, and (d) the use of
a large number of tests and elaborate multivariate statistical
procedures to search for more homogeneous subgroups of
disabled readers.

We examine attempts at subtyping according to these clas-
sification systems. It should be noted that there is a funda-
mental difference between the first type of subtyping scheme
and the other three types. In the first type, patterns of achieve-
ment in other areas besides reading (e.g., spelling and arith-
metic) are examined. Typically these studies—unlike the
other three types—do not attempt to divide disabled readers
into reading subtypes; rather, they try to differentiate disabled
readers from other groups of LD children.

Classification Based on Reading Patterns. Some clas-
sification schemes based on qualitative differences in reading
performance have been attempted. For example, Lovett
(1984) proposed that there are two subtypes of disabled read-
ers: rate disabled readers who read slowly but have adequate
decoding skills and accuracy disabled readers who have
below-average decoding skills. Lovett found a number of
differences between the accuracy and the rate disabled read-
ers. However, the conclusions reached by Lovett may be a
function of her definition. It seems to be quite possible that
her rate disabled readers were not really reading disabled. For
example, they had to be 1.5 years below grade level on four
out of five of the rate measures. Grade level is an imprecise
measure and represents an ordinal rather than an interval
scale. Subtracting grade levels is not an appropriate way of
defining individual differences. In addition, the same level of
grade retardation may mean a different discrepancy at vari-
ous levels in the developmental continuum. For example, a
younger child with even a slight grade-level retardation
would score at a low percentile or standard score level,
whereas an older child might not necessarily have a low per-
centile score even at a 1.5- or 2-year grade-level retardation
(see Siegel & Heaven, 1986, for detailed evidence on this
issue). As many of the children in Lovett’s study were at an
older age level, in which a 1.5 grade level retardation does
not necessarily indicate a serious impairment, the use of this
criterion may mean that many of these children were not se-
riously reading disabled. The rate disabled children were not
obviously impaired in spelling, language, comprehension,
regular and exception word reading, or phonics, whereas
the accuracy disabled children were. Although these rate
disabled children may have been slower than average in read-
ing speed (even this is unknown because of the grade-level
criterion), it is not clear that they were different from normal
readers. More important is that it is not clear that such chil-
dren should be called disabled or dyslexic. They clearly have

many good reading skills—for example, reading nonwords,
reading exception words, and understanding syntax. They are
probably below average in reading speed but not really dis-
abled. Superficially, although it appeared that Lovett found
subtypes, closer examination reveals that not all these chil-
dren are truly reading disabled. 

Vernon (1977) proposed a system for defining subgroups
of poor readers based on variations in the level of the compo-
nent skills involved in reading, such as letter discrimination,
letter-sound correspondence, or slow reading. Unfortunately,
such a system is not very useful without precise operational
definitions or a methodology for separating these subgroups.
Vernon’s analysis of reading appears to represent sequential
development of skills related to reading rather than skills that
are absent or present simultaneously. Another attempt at
defining groups of reading-disabled children was made by
Boder (1968, 1971, 1973), who developed a screening proce-
dure for diagnosing reading disabilities on the basis of three
so-called reading (but actually spelling) patterns. Boder’s
screening procedure consists of a two-part test, flashed and
nontimed presentation of words, and an individual spelling
test based upon the child’s reading performance. Spelling is
assessed by asking the children to spell words from their
sight vocabulary (at or below reading level) and then an equal
number from their unknown vocabulary at grade level. The
rationale for this method is that including words from the
children’s sight vocabulary allows for assessment of a child’s
ability to revisualize words and inclusion of unknown words
taps the ability to spell phonetically (Boder, 1971). On the
basis of this screening procedure, Boder outlined a catego-
rization scheme to classify children with dyslexia based on
three patterns. The first subgroup is called dysphonetic be-
cause these children are supposedly characterized by an
inability to develop phonetic skills, have difficulty in sound-
symbol integration, and read in whole-word gestalts—that is,
they appear to see reading as a pattern recognition task. The
second subgroup is called dyseidetic; children in this group
are characterized by the opposite problem. They experience
difficulty in forming so-called whole-word visual gestalts
and must sound out every word as if they were encountering
it for the first time. The third subgroup is called alexic and are
characterized by the problems of both the other groups. It is
important to note that the categorization of a child is based on
spelling—not reading—patterns.

Camp and Dolcourt (1977) developed and tested two
parallel standardized reading and spelling forms to increase
the utility of Boder’s concept utilization of subtypes. The
word lists were revised to contain half phonetic (e.g., cave)
and half dysphonetic (e.g., calf) words. In this new proce-
dure, the examiner selected the list of spelling words that
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corresponded to the grade level the child could read 50% cor-
rectly. Camp and Dolcourt determined that dyseidetic indi-
viduals were diagnosed primarily by spelling performance,
and because of Boder’s definition (less than or equal to 50%
of sight vocabulary correctly spelled and misspellings of
known irregular words), several children would be classified
as dyseidetic even though they were reading above grade
level. Children who have good reading but poor spelling
skills are common (e.g., Lennox & Sigel), but they are not
really dyslexic.

A number of studies have been carried out using Boder’s
classification system, but many of them suffer from method-
ological and definitional problems that make their compari-
son extremely difficult and interpretation of their findings
rather tenuous. For example, electrophysiological evidence
for subgroups of developmental dyslexia has been reported
by Fried, Tanguay, Boder, Doubleday, and Greensite (1981).
Using Boder’s diagnostic approach Fried et al. applied event
related potential (ERP) techniques to the study of word and
musical chord auditory information processing in the left and
right hemispheres of their dyslexic participants and com-
pared their performance with that of a normal control group.
They found that latency differences between ERPs evoked by
word and musical chord stimuli were greater for the left
hemisphere of the normal children, as expected from studies
conducted in adults (Brown, Marsh, & Smith, 1973). The dy-
seidetic children, all of who could phonemically decode and
encode reading material well, also exhibited a normal pattern
of greater waveform differences in the left as opposed to the
right hemisphere, although the magnitude of these differ-
ences differed from that in the controls (a finding that the in-
vestigators attributed to differences in attentional factors
between the groups). In contrast, the dysphonetic group did
not show the greater word-musical chord ERP waveform dif-
ferences in the left hemisphere. Fried et al. interpreted these
data as suggesting that the left hemisphere may not have a
fully developed capacity to process auditory information in
the normal manner. An unexpected finding was that the alexic
participants produced results similar to those of the normal
readers, despite the fact that they were postulated to have
problems with both the right and left hemispheres. It is possi-
ble that the waveform differences observed in this group
were a matter of chance. In any case, the differential perfor-
mance of the dysphonetic and dyseidetic readers may be a
function of severity in that the dyseidetic individuals may not
have been really reading disabled.

A study by Telzrow, Century, Whitaker, Redmond, and
Zimmerman (1983) investigated the demographic and neu-
ropsychological characteristics of children in the various
reading categories defined by performance on the Boder Test

and found some differences between them. Unfortunately,
the authors of this study fluctuated between calling their
participants learning disabled and reading disabled to the ex-
tent that one does not really know much about the population
under discussion. One is not told how the original diagnosis
of developmental dyslexia was made, what measures were
used, and what criteria for inclusion were adopted. Hence, it
is possible that many were not really reading disabled.

A study by Nockleby and Galbraith (1984) compared the
performance of dysphonetic individuals, those with non-
specific reading disabilities, and normal readers on eight
dependent-variable tasks—four of which were described as
requiring analytic-sequential processing and four that re-
quired processing in a simultaneous gestalt fashion. The ana-
lytic sequential tasks included Auditory Sequential Memory
(from the Illinois Test of Psycholinguistic Ability, or ITPA),
Visual Sequential Memory (ITPA), the Lindamood Auditory
Conceptualization Test, and Sound Blending (ITPA). Simul-
taneous gestalt tasks included a facial memory task using
40 photographs of men and women that had to be identified
later, a tactile-visual recognition test in which children had to
recognize shapes placed in their hand by viewing a response
card of those shapes, the Benton Visual Retention Test, and
the Raven Coloured Progressive Matrices. It was hypothe-
sized that a subgroup of reading-disabled children catego-
rized by the Boder test as dysphonetic would perform poorly
on tasks requiring analytic-sequential processing and nor-
mally on tasks requiring simultaneous gestalt processing. A
subgroup of disabled readers categorized as having nonspe-
cific reading retardation were predicted to perform as well as
a comparison group of normal readers on all perceptual and
memory tasks. The dysphonetic and nonspecific groups did
not perform significantly differently from the controls on any
of the simultaneous gestalt processing measures. Dyspho-
netic individuals performed significantly below the control
group on the visual and auditory memory test. Both dyspho-
netic and nonspecific groups performed significantly below
the control group on the Lindamood test. Sound blending was
the only analytic-sequential task that did not discriminate
among the reader groups. The authors concluded that these
results support the hypothesis that dysphonetic dyslexic chil-
dren are deficient in one information-processing strategy
(analytic-sequential) and normal in the other process (si-
multaneous gestalt) and that children identified by Boder as
having nonspecific reading retardation may have essen-
tially intact processing for both modes. However, the authors
suggested that the absence of a difference between the non-
specific and the dysphonetic groups on the Lindamood
test appears to be evidence against Boder’s classification
system because the Lindamood has been found to be a valid
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indicator of problematic phonetic skills in poor readers. That
both groups performed almost identically on this task sug-
gests that both are phonetically disabled. Only one dependent
variable—visual memory—actually distinguished these two
groups. The present results suggest that many children classi-
fied as nonspecific in fact have difficulties processing the
sounds of language.

This study suffers in the way that many of the subtype
studies do: Their definition of a reading disability is ques-
tionable. As outlined by Siegel and Heaven (1986), grade
scores or age levels are not as appropriate as percentiles for
identifying a reading disability. In addition, the Gray Oral
Reading Test (used to define the groups) consists of a series
of graded oral reading passages. Although this study classi-
fied reading-disabled subjects into Boder’s three subtypes,
the dyseidetic group was ignored after the classification. It
would be extremely valuable to know how the dyseidetic
group performed on the Lindamood test, for example. If their
performance was equally as poor as that of the other readers,
considerable doubt would be cast on the dyseidetic category
as a useful subtype. It is also important to know whether the
dyseidetic group would in fact exhibit performance inferior
to that of the other groups on the simultaneous gestalt pro-
cessing tasks.

Malatesha and Dougan (1982) found that when Boder’s
scheme was used, dysphonetic and normal readers had differ-
ent patterns of scores on a dichotic listening test. Again, this
apparent heterogeneity appears to be a function of the defini-
tion used. First, 1-year grade-level retardation in reading was
used as the criterion for reading disability. As noted earlier,
grade-level retardation is not a valid measure because grade
levels are ordinal rather than interval levels of measurement.
Furthermore, it does not represent the true degree of difficulty
at all developmental levels. Second, a reading comprehen-
sion test was used (Gates MacGinitic). Variables such as
reading speed, vocabulary, prior knowledge, attention, and
memory contribute to scores on this measure, and a child may
achieve a low score for any or all of these reasons.

Evidence for the homogeneity of the reading-disabled
population and a failure to validate the subtypes outlined by
Boder comes from work by Van den Bos (1984). He pre-
dicted that the children Boder classified as dyseidetic should
not have a deficit in processing auditorily presented letters
because their problem is theoretically in processing visual
information. In contrast, Van den Bos found that memory for
auditorily presented or visually presented letters did not
differentiate the dyseidetic from the dysphonetic dyslexic
individuals by Boder’s criterion. Conversely, Van den Bos
predicted that according to Boder’s criteria, dyseidetics
should perform more poorly than do dysphonetic dyslexic

individuals on a letter-matching task because they presum-
ably have difficulty with visual information processing. In
fact, there were no significant differences between dyspho-
netic and dyseidetic participants on this task—all the
dyslexic individuals performed significantly more poorly
than did normally functioning individuals on this task. All the
dyslexic participants had a particular problem with a task that
involved determining whether two letters had the same
name—a task that presumably relies on phonological pro-
cessing skills. It should be noted that Van den Bos did not val-
idate Boder’s subtypes. Van den Bos used a criterion of poor
word-recognition skills to define the dyslexic group. There-
fore, he had poor readers in the sense that I believe the term
should be used. A more appropriate definition of dyslexia re-
sulted in homogeneity within the group.

In another reading performance-oriented system, Larsen
and Parlenvi (1984) suggested that there may be significant
individual differences and perhaps subtypes in groups of poor
readers. In their study of reading in Sweden, they noted that
some second-grade poor readers were not as disrupted as good
readers in accuracy or rate of reading of inverted words,
whereas others were more disrupted. However, these authors
were not specific about the type of reading test used to define
their groups; hence, they may have had a heterogeneous group
of poor readers who represented a continuum of severity.
Those readers whose performance was less disrupted or even
possibly improved by the inverted stimuli may have been
the very poor readers (dyslexic in the sense I support) who
were reading through the visual route. The others may not
have been really reading disabled in the traditional sense. As
can be seen from the descriptions of the previously discussed
studies, classification based on reading performance has not
clearly differentiated valid subtypes of disabled readers.

Classification Based on Neuropsychological Models

A study by Kinsbourne and Warrington (1963b) represented
one of the initial attempts to explore the possibility of distinct
subgroups of dyslexic children. They divided children re-
ferred because of reading backwardness into two groups on
the basis of WISC Verbal-Performance IQ discrepancies.
Group 1 consisted of six children who had at least a 20-point
Verbal-Performance (V-P) discrepancy in favor of perfor-
mance. They were termed the language-retarded group.
Group 2 consisted of seven children with a 20-point V-P
discrepancy in favor of Verbal. These children were termed
the Gerstmann group (Kinsbourne & Wanington, 1963a).
Group 1 exhibited delays in speech acquisition, verbal com-
prehension, and verbal expression. Their mean reading and
spelling ages were almost the same and were significantly
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lower than their arithmetic ages (WISC subtest). Group 2
exhibited finger agnosia as characterized by poor perfor-
mance on tests of finger order and differentiation. They
showed significant retardation in right-left orientation and in
arithmetic difficulty. The mean spelling age was 1 year lower
than the mean reading age. The mean arithmetic age was
nearly the same as the reading age.

Although age levels rather than percentile scores were used
in this study and therefore the exact severity of the academic
skills deficit remains unknown, the findings are interesting
because of the patterns they present. The language-disabled
group with poorer reading and spelling performance; the
Gerstmann group with poorer spelling, arithmetic, and hand-
writing performance; and a possible third group with both
patterns of deficit have been identified by other investigators,
such as the groups of Rourke et al., Siegel et al., and Fletcher
et al. as elaborated earlier.

Johnson and Myklebust (1962, 1967) suggested that indi-
viduals can have auditory dyslexia and visual dyslexia. Their
classification was based on clinical descriptions rather than
empirical evidence. Persons with visual dyslexia appear to
experience deficits in visual perception and in memory; con-
sequently, they have visual discrimination problems that re-
sult in confusion of letters and words that look the same.
They can make discriminations but only very slowly. Indi-
viduals with auditory dyslexia experience difficulty in re-
membering auditory stimuli and in stringing these stimuli
into sequences. They experience problems in distinguishing
similarities and differences in sounds, perceiving a sound
within a word, synthesizing sounds into words, and dividing
words into syllables. It is important to note that there is no
reliable empirical evidence for these groups as distinct
subtypes.

A similar attempt by Mattis, French, and Rapin (1975) and
Mattis (1978) identified three subgroups of children with
reading disorders: (a) language, (b) articulation and grapho-
motor, and (c) visual perception. The language-disordered
group had difficulty discriminating similar sounds, repeating
sentences, and following complex verbal commands (Token
Test), but they had relatively intact visuospatial skills. The
articulation and graphomotor group had adequate language
skills, but people in this group had difficulties with articula-
tion of speech sounds and copying shapes. A third group, the
visuospatial-disordered group, had difficulty remembering
visual stimuli, some problems with spatial concepts (Raven’s
Coloured Progressive Matrices), and relatively intact verbal
skills. It is quite possible that the latter two groups were older
and did not have reading problems that were as serious as
those of the first group. The definition of reading disability
used by Mattis et al. contributed to this apparent heterogeneity;

this is not to say that their classification scheme is incorrect.
Rather, the heterogeneity in their sample may be a function of
the definition of the reading-disabled group. Mattis et al. used
children who were classified as retarded by two or more
grades according to the WRAT. The problem with a grade-
level retardation definition of reading disability has already
been described. Although this scheme may not be a problem
with younger children, it is with older children because a
two-grade discrepancy between actual reading grade level
and expected grade level may actually mean that the child has
a relatively high score and therefore cannot be considered
reading disabled. Information about the ages and reading per-
centile scores of the three subgroups was not presented, so we
do not know if this is the case. The group called visual-
perceptual disorder by Mattis et al. (1975) may have been
older and may not have had as serious a reading problem
(or even a reading problem at all). In addition, many of the
skills measured by Mattis et al. (1975) seem to be deficient
in this population; furthermore, without a normal comparison
group, we do not know whether these results represent rela-
tive strengths and weaknesses or absolute low levels of per-
formance by the groups.

Classification Based on Statistical Techniques

An example of a statistical approach to the definition of sub-
types is that of Doehring, Trites, Patel, and Friedorowicz
(1981), who investigated the interaction of subtypes of read-
ing disabilities with language and neuropsychological
deficits. A variety of tests of reading and reading-related skills
were administered, and the results for the total sample and for
a variety of subsamples were analyzed by factor analysis to
ascertain the stability of the types of reading disabilities
that were identified. Three factors emerged from the classifi-
cation: Factor 1/Type 0, difficulty with oral reading; Factor 2/
Type A, auditory-visual association difficulty (difficulty in
the types of silent reading skills that require the association of
the spoken equivalents of printed letters, syllables, and
words); and Factor 3/Type S, a sequencing deficit (difficulty
with syllables and words as compared to letters and numbers).

After analyzing the reading test results, the authors at-
tempted to explore the possibility that different types of lan-
guage deficits might be involved in different types of reading
disabilities. Twenty-two language measures were used to
measure both lower level and higher level language skills. In
general, it was found that individuals with reading problems
were about as impaired in language skills as they were in
reading skills. The pattern of language deficits suggested that
the greatest difficulty was at relatively low levels of language
skills (that is, phonemic segmentation and blending, serial



470 Learning Disabilities

naming, and morphophonemic knowledge). The language
skills closest to normal involved the higher levels of seman-
tic knowledge. The language test profiles of the three types
were not as sharply differentiated as were their reading test
profiles.

A battery of 37 neuropsychological tests was administered
to determine the extent to which neuropsychological deficits
interacted with each type of reading disability and to estimate
the types of brain dysfunctions potentially associated with
the reading disabilities. Factor analysis of the results did not
differentiate any characteristic profiles of neuropsychologi-
cal deficit. In addition, there was very little indication of any
difference in relative incidence, localization, or severity of
cerebral dysfunction among the three types of reading
disabilities.

This study suffers from many of the same definitional
problems as most other subtype studies do. A lag of approxi-
mately 2 years on reading measures defines the reading dis-
ability, and the study did not account for the fact that 2 years
below grade level means very different things for a child in
Grade 3 as opposed to a child in Grade 8. In this study, the age
of the subjects sampled was extremely diverse (8–27 years),
which means that there were enormous variations in the
severity of the reading disability. It is hardly surprising that
qualitative and quantitative differences in the reading perfor-
mances of such a would emerge, but whether it makes sense
to speak of subtypes rather than a range of performance de-
pending on severity of deficits is questionable. The fact that
normal readers scored below average in many related mea-
sures and individuals with reading problems scored in the
normal range for some skills further confuses the interpreta-
tion. There seems to be a problem with the sensitivity of some
of the measures used or alternatively with their relevance to a
reading deficit. The volume of results at which one arrives
after all these tests are administered is formidable but at the
same time very confusing. It would probably make far more
sense to break down the reading process itself into crucial
areas and see how the participants performed in each area—
for example, oral reading in context, word recognition, word
attack, and silent reading. The findings from a more focused
and detailed analysis of fewer measures might be more mean-
ingful. The fact that 30–60% of the participants fell within
the normal range on the oral reading tests makes one really
wonder about the definition of reading disability in this study.

Furthermore, because a number of participants were clas-
sified into more than one type and had profiles characteristic
of combined types, separation into three distinct groups be-
comes even more questionable. It seems that if one tested
enough individuals (including normally functioning individ-
uals) on enough measures, one would find enormous ranges

of performances in both quality and quantity; it is question-
able, however, how worthwhile it is to define them as differ-
ent subtypes of a reading disability. The authors suggest that
there seems to be a form of continuity between types, and I
think that that is exactly what this study is all about. Most
probably the authors have taken an extremely heterogeneous
group of children in terms of reading performance and have
emerged with three groups who are at different stages of the
reading performance continuum. These styles of performing
cannot be considered subtypes; rather, they represent differ-
ent degrees of severity of a problem.

As with the language tests, the neuropsychological tests
only reflected the heterogeneity of the group or in fact perhaps
any reading-disabled group. With a more narrowed selection
of measures and a detailed error analysis of actual reading per-
formance (rather than a list of scores on so many measures),
more meaningful subtypes might emerge. This study illus-
trates how inherent heterogeneity of the population under dis-
cussion affects subtypes. Doehring et al. found a significant
overlap between reading-disabled and normal individuals on
a variety of measures that tested the child’s understanding
of basic syntax using similar but not identical measures.
There was also a great deal of variability within each of the
subtypes that they identified. Siegel and Ryan (1984) have
found virtually no overlap between reading-disabled and nor-
mally achieving children but found that the performance of
the reading-disabled children was very significantly below
that of normally achieving children of the same chronological
age. Siegel and Ryan’s subjects were homogeneous and se-
lected on the basis of low scores on a word-reading test.

Rutter, Yule, and associates proposed the existence of two
subtypes of reading disorders. They used a regression equa-
tion in which the expected reading level was predicted from
a child’s IQ score (e.g., Rutter, 1978; Rutter, Tizard, &
Whitmore, 1970; Rutter & Yule, 1973; Yule, 1967; Yule,
Rutter, Berger, & Thompson, 1974). According to these au-
thors, if the child’s reading level is significantly lower than
that predicted from his or her IQ, then the child is said to be a
retarded reader. They differentiate between backward readers
(children who are at the bottom end of the reading attainment
continuum) and retarded readers (children who are under-
achieving in relation to their chronological age and general
level of intelligence) in sex distribution, neurological corre-
lates, and association with speech and language disorders.

It should be noted that there was considerable overlap be-
tween the groups. Retarded readers who had (by definition)
higher IQs were worse in their accuracy but not in compre-
hension and were worse in spelling but had higher scores
in mathematics. We do not believe that these constitute
meaningful subgroups. It is important to note that language
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measures (WISC) constituted part of the definition of IQ.
Children with learning disabilities have language problems
(Siegel, 1985a, 1985b; Siegel & Ryan, 1984; Vellutino, 1977,
1978, 1979); therefore, children will have lower IQ scores
when a language-based test is used as a measure of IQ. It is
impossible to measure IQ independently of language and
reading skills. A definition in which subtypes are developed
on the basis of IQ-reading level discrepancies therefore
seems to be invalid (see previous discussion). The distinction
between reading retardation and reading backwardness may
represent a difference of severity in that children who are
backward in reading have more cognitive deficits than do
those who are retarded in reading (and hence have lower IQ
scores).

Although Doehring (1984) notes that most subtype classi-
fications of reading problems involve a visual nonverbal sub-
type, I contend that the appearance of this subtype is an
artifact of the tests of reading used. When a subtype such as
this one with visual nonverbal problems is used, I contend
that they also have language problems, that they are the chil-
dren with good phonics skills but low comprehension scores,
or that their word recognition skills are adequate but because
of attention difficulties they have problems with memory,
speed, attention, strategies in relation to reading, or any com-
bination of these problems.

Therefore, conclusive and convincing evidence of sub-
types of reading disability has not emerged. In addition, there
is homogeneity within the reading-disabled population. Ap-
parent heterogeneity is a function of the definition used. As
Doehring suggests, “The one simplifying assumption that I
will continue to make for the present in my own work how-
ever is that the most profound reading disabilities involve
difficulty in acquiring lower level coding and word recogni-
tion skills rather than higher-level skills and strategies”
(Doehring, 1984, p. 211). If investigators use a word-
recognition definition, phonics (nonword) definition, or both
of reading disability, there will not be a significant amount of
variability on relevant cognitive functions within the reading-
disabled population.

Reading disability involves a problem with phonological
processing, language, and memory for verbal information.
Reading-disabled children can be differentiated from other
LD children on these variables. Visuospatial and perceptual-
motor problems may also occur in dyslexia, but they are not
the basic problem, nor are they characteristic of all dyslexic
individuals in the same way in which language problems
are.

If a logically consistent definition of dyslexia is used, all
dyslexic (reading disabled) children have problems with
language.

A Simple Model of Subtypes

What emerges from this confusing array of studies is the fact
that there are clearly two subtypes of learning disability—
namely, a reading disability (dyslexia) and an arithmetic dis-
ability. These subtypes have been validated in child and adult
populations (e.g. Rourke & Strang, 1978; Shafrir & Siegel,
1994b; Siegel & Ryan, 1988, 1989a, 1989b). Shafrir and
Siegel (1994b) compared three groups—individuals with
arithmetic disability (AD), reading disability (RD), and both
reading and arithmetic disabilities (RAD), with a comparison
group with normal achievement (NA)—on a variety of cog-
nitive and achievement measures. The main findings were as
follows: (a) Each of the groups differed significantly from the
others on tests of reading, spelling, memory, and other cogni-
tive measures; (b) both the RD and RAD groups showed a
deficit in phonological processing, vocabulary, spelling, and
short-term memory; (c) the AD group performed similarly to
the NA group on pseudoword reading and phonological pro-
cessing but performed more poorly than did the NA group on
word reading and vocabulary; (d) on many tasks, the RAD
group performed more poorly than did the other groups; and
(e) the AD and RAD groups performed more poorly than did
the NA and RD groups on a visuospatial task. Therefore, this
classification scheme for the subtyping of learning disabili-
ties in adults appears to have validity.

Spelling: A Digression

Problems with spelling do exist, but they can co-occur with
either reading or arithmetic difficulties, and it is rare to find a
child who has difficulties with spelling and no problems in
any other areas of functioning. Some children may have spe-
cific difficulties with spelling when they are required to write
the word from memory rather than when they are required to
recognize the correct spelling of a word.

In addition, English words are characterized by both regu-
lar spelling (e.g., singing, print)—that is, words in which the
letter-sound correspondences are predictable—and irregular
spelling—that is, spelling that is not predicted from the rules
of spelling-sound correspondence (e.g., island, knight). The
possibility exists that children may be able to spell regular
words but have more difficulty with the irregular words. In
any case, spelling difficulties do occur but (as noted earlier)
usually in combination with other problems. Furthermore,
studies such as Jorm (1981), and Lennox and Siegel (1993,
1996) have found significant differences in the understanding
of letter-sound correspondence rules and the orthographic
awareness between children who were poor readers and
spellers and children who were only poor spellers. On the
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basis of findings such as these and for the reasons discussed
previously, reading and spelling need to be treated as separate
variables.

TYPES OF LEARNING DISABILITIES

Over the past 30 years, it has become clear that there are two
major clusters of learning difficulties. The most commonly
known is a reading disability, sometimes called dyslexia.
There is no difference in meaning between the terms dyslexia
and reading disability. Another equally prevalent but less
commonly known disability is an arithmetic (mathematics)
disability, sometimes called nonverbal learning disability,
developmental output failure, writing-arithmetic disability, or
visual-spatial disability. Although there is, admittedly, some
heterogeneity within the two major clusters, they do share
enough common characteristics to be considered as specific
entities.

Reading Disabilities

Depending on the theoretical bias of the particular investiga-
tor, the country, the circumstances, and so on, the word
dyslexia may be used instead of reading disability. However,
there is no difference between dyslexia and a reading disabil-
ity; they are exactly the same.

Dyslexia involves difficulties with phonological process-
ing, including such abilities as knowing the relationship be-
tween letters and sounds and phonological awareness—that
is, the ability to segment the speech stream into separate ele-
ments. Over the years, a consensus has emerged that one core
deficit in dyslexia is a severe difficulty with phonological
processing (e.g., Rack, Snowling, & Olson, 1992; Siegel,
1993b; Snowling, 1980; Stanovich, 1988a, 1988b). Children
with a reading disability have a core deficit in phonological
processing. The evidence that is available clearly demon-
strates that adults with dyslexia have deficits in phonological
processing (e.g., Bruck, 1990, 1992; Elbro, Neilsen, &
Petersen, 1994; Felton, Naylor, & Wood, 1990; Gottardo,
Siegel, & Stanovich, 1997; Greenberg, Ehri, & Perin, 1997;
Pennington, Van Orden, Smith, Green, & Haith, 1990; Pratt &
Brady, 1988; Read & Ruyter, 1985; Russell, 1982;
Scarborough, 1984; Shafrir & Siegel, 1994a, 1994b; Siegel,
1998). Most individuals with dyslexia show problems in the
area of memory and language (Siegel & Ryan, 1984, 1988;
Snowling, 1980; Stanovich, 1988a, 1988b; Vellutino, 1978).
Usually individuals with dyslexia have spelling problems,
but the presence of spelling difficulties without reading diffi-
culties does not indicate dyslexia. A definition of dyslexia

that captures the other problems that often co-occur with it is
illustrated in Padget et al. (1996):

Dyslexia is a language-based learning disorder that is biological
in origin and primarily interferes with the acquisition of print lit-
eracy (reading, writing, and spelling). Dyslexia is characterized
by poor decoding and spelling abilities as well as deficit in
phonological awareness and/or phonological manipulation.
These primary characteristics may co-occur with spoken lan-
guage difficulties and deficits in short-term memory. Secondary
characteristics may include poor reading comprehension (due to
the decoding and memory difficulties) and poor written expres-
sion, as well as difficulty organizing information for study and
retrieval. (p. 55)

Current theories of the development of reading skills in
English stress that phonological processing is the most
significant underlying cognitive process (Stanovich, 1988a,
1988b, 1988c). Children and adults with a reading disability
have difficulty with phonological processing. Phonological
processing involves a variety of functions, but in the context of
the development of reading skills, the most significant in the
association of sounds with letters or combinations of letters.
This function is referred to as the understanding of grapheme-
phoneme conversion rules, and because of the irregular nature
of the correspondences in English, the learning of these rules
is a very complex process. The child who is learning to read
must map oral language onto written language by decompos-
ing the word into phonemes and associating each letter (or
combination of letters) with these phonemes.

The task of the beginning reader is to extract these
grapheme-phoneme conversion rules. The alternative is sim-
ply to memorize each word as a visual configuration and to
associate a meaning with it. This kind of learning may occur,
but it is inefficient and makes tremendous demands on visual
memory. In English, no one-to-one correspondence exists
between a letter (or letters) and a sound. The same letter rep-
resents different sounds, and the same sound may be repre-
sented by different letters.

In an alphabetic language such as English, the best mea-
sure of phonological processing skills is the reading of
pseudowords—that is, pronounceable combinations of letters
that can be read by the application of grapheme-phoneme con-
version rules but that are, of course, not real words in English.
Examples, include such pseudowords as shum, laip, and
cigbet. Pseudowords can be read by anyone who is familiar
with the grapheme-phoneme conversion rules of English even
though they are not real words and have not been encountered
in print or in spoken language before.

The development of the ability to read pseudowords
has been studied extensively (e.g., Calfee, Lindamood, &
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Lindamood, 1973; Hogaboam & Perfetti, 1978; Siegel &
Ryan, 1988; Venezky & Johnson, 1973). Ample evidence in-
dicates that children with dyslexia have a great deal of diffi-
culty reading pseudowords. Studies such as those of Bruck
(1988), Ehri and Wilce (1983), Snowling (1980), Siegel and
Ryan (1988), and Waters, Bruck, and Seidenberg (1985) have
shown that disabled readers have more difficulty reading
pseudowords than do normal readers matched on either
chronological age or reading level. For example, Siegel and
Ryan (1988) studied the development of the ability to read
pseudowords in normal and disabled readers aged 7–14
years. By the age of 9, the normal readers were quite profi-
cient and performed at almost a perfect level for even the
most difficult pseudowords, with—in some cases—as many
as three syllables. Similarly, Backman, Bruck, Hebert, and
Seidenberg (1984) showed that 10-year-olds perform as well
as do adults on tasks involving the reading of pseudowords;
however, Siegel and Ryan (1988) found that the performance
of the reading-disabled children was quite different. These
children appear to acquire these reading skills very late in de-
velopment, and even reading-disabled children at the age of
14 were performing no better than were normal readers at the
age of 7.

To control (at least partially) for experience with print,
Siegel and Ryan (1988) used a comparison of disabled and
normal readers matched on reading grade level. Even when
the disabled readers and the normal readers were matched on
reading level (hence, the disabled readers were considerably
older than the normal readers), the performance of the
reading-disabled individuals on a task involving the reading
of pseudowords was significantly poorer than that of the
normal readers.

Thus, difficulties with phonological processing seem to be
the fundamental problem of children with reading disability,
and this problem continues to adulthood. Many adults with a
reading disability become reasonably fluent readers but still
have difficulty reading pseudowords or read them very slowly
(e.g., Barwick & Siegel, 1996; Bruck, 1990).

For children learning to read English, the learning of
grapheme-phoneme conversion rules is a result of systematic
instruction, and the extraction of the rules is a result of re-
peated encounters with print. No evidence is available as to
how much of the development of decoding skills is a result of
specific instruction in the grapheme-phoneme conversion
rules and how much is a result of experience with print. In
any case, the understanding of the grapheme-phoneme con-
version rules develops rapidly in the first years of experience
with print under normal conditions.

Some individuals have difficulties only with writing,
spelling, or both. Because these written language problems

usually occur in the context of problems with reading prob-
lems, arithmetic and mathematics problems, or both, the exis-
tence of a separate written language disability is not clearly
established, nor is there a clear definition of it, especially in the
adult population. Spelling difficulties can occur in the absence
of severe reading disabilities (e.g., Bruck & Waters, 1988;
Lennox & Siegel, 1993). There also may be problems with un-
derstanding or producing language. These problems have not
been documented as distinct learning disabilities and are often
components of dyslexia. If learning disabilities are to be
treated as measurable entities and if individuals are to receive
educational services based on the presence of a single or mul-
tiple learning disabilities, it is then obviously important to
determine what these learning disabilities are.

Arithmetic Disabilities

Individuals with developmental output failure or writing-
arithmetic disability have difficulty with computational
arithmetic and written language, typically in the absence of
reading difficulties, although this disability can co-occur with
dyslexia. They often have difficulties with spelling and have
problems with fine-motor coordination, visuospatial process-
ing, and short-term and long-term memory (e.g., multiplica-
tion tables), but they usually have good oral language skills
(Fletcher, 1985; Johnson & Mykelbust, 1967; Kinsbourne &
Warrington, 1963; Kosc, 1974; Levine, Oberklaid, &
Meltzer, 1981; Morrison & Siegel, 1991a, 1991b; Rourke,
1991; Rourke & Finlayson, 1978; Shafrir & Siegel, 1994b;
Siegel & Feldman, 1983; Siegel & Linder, 1984; Spellacy &
Peter, 1978). Rourke and his associates (e.g., Rourke, Del
Dotto, Rourke, & Casey, 1990; Rourke & Tsatsanis, 1996)
have described a syndrome called nonverbal learning dis-
abilities that is similar to writing-arithmetic disability. How-
ever, the operational definition of this learning disability is
problematic; it is not clear how a diagnosis can be made.
Often, these individuals have verbal IQ scores significantly
higher than performance IQ, but this discrepancy is neither
necessary nor sufficient to make the diagnosis. Often, they
have lower arithmetic scores than reading scores, but the dif-
ferences between these scores are not always significant (e.g.,
Rourke et al., 1990). (For an extended discussion of the defi-
nitional issue and conceptualization of this disability, see
Morrison & Siegel, 1991a.) 

Investigators (e.g., Fletcher, 1985b; Rourke & Finlayson,
1978; Rourke & Strang, 1978; Siegel & Feldman, 1983;
Siegel & Ryan, 1984, 1988, 1989a, 1989b) have found evi-
dence that children with specific arithmetic deficits and aver-
age or above-average word recognition scores on the WRAT
appear to have a variety of cognitive and neuropsychological
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deficits that differentiate them from children with at least
reading deficits as defined by depressed scores on the Reading
subtest on the WRAT. The cognitive and neuropsycholog-
ical profiles of children identified as specific arithmetic-
disabled are also different from those of normally achieving
children.

Evidence (Fletcher, 1985b; Siegel & Linder, 1984; Siegel
& Ryan, 1984, 1988, 1989a, 1989b) suggests that those chil-
dren meeting the criteria of the specific arithmetic-disabled
subtype have deficits in short-term and working memory that
are dependent on the type of stimulus and the aspect of mem-
ory assessed. Specifically, Siegel and Linder (1984), in a
study of the role of phonemic coding in short-term memory,
compared three groups of children—one with reading dis-
abilities (as defined by scores on the WRAT Reading subtest
of equal to or below the 25th percentile and no cutoff on the
other two WRAT subtests), a second with arithmetic disabili-
ties (as defined by scores on the WRAT Arithmetic subtest of
equal to or above the 30th percentile), and a normally achiev-
ing group (as defined by scores of greater than or equal to the
30th percentile on all three WRAT subtests). The children,
aged 7–13, were administered a series of tasks that involved
the visual or auditory presentation of rhyming and non-
rhyming letters and either an oral or written response. Pat-
terns and levels of performance were compared statistically
across three age groups (i.e., 7–8, 9–11, 12–13) and between
each subtype and normally achieving children. Due to statis-
tical problems, noncomparable age distributions, and small
sample sizes, it was not possible to compare across subtypes.
Results indicated that both older disabled groups—like their
normal counterparts—had significantly poorer recall of
rhyming as opposed to nonrhyming letters (except for the
oldest—12–13 years—arithmetic-disabled group, in which
the authors suggest that the children may be functioning at the
upper limit of their visual short-term memory). For stimuli
presented visually, the overall performance levels of both LD
groups were significantly lower than those of the normally
achieving group. For the auditory stimuli, only the reading-
disabled group differed significantly from the normally
achieving peers.

Fletcher (1985b) found differences in memory tasks
between LD groups as defined by WRAT scores. He
compared four groups of LD children (a reading-spelling-
disabled group, a reading-spelling-arithmetic-disabled group,
a spelling-arithmetic-disabled group, and an arithmetic-
disabled group) and a normally achieving group of children
on storage and retrieval aspects of memory for verbal and
nonverbal stimuli. He found that relative to the normally
achieving controls, both the arithmetic and the arithmetic-
spelling-disabled subgroups had significantly lower storage

and retrieval scores on the nonverbal task but did not differ
from each other; the reading-spelling subgroup differed only
on retrieval scores on the verbal task; and the reading-
spelling-arithmetic subgroup differed on the retrieval scores
on the verbal task and storage and retrieval scores on the non-
verbal task. As with Siegel and Linder (1984), the differences
between subgroups depended on the type of stimulus (verbal
vs. nonverbal) and the aspect of memory (storage or re-
trieval) being assessed.

Siegel and Ryan (1988) also compared reading-disabled
(as defined by WRAT subtest scores), specific arithmetic-
disabled (as defined by WRAT subtest scores), and normally
achieving children on a variety of skills involving grammati-
cal sensitivity, phonology, and short-term memory. In
general, it was found that older specific arithmetic-disabled
children performed in a manner similar to that of the nor-
mally achieving group in grammatical sensitivity and pho-
nological tasks. Some exceptions were found in that the
arithmetic-disabled children in the 7–10 age group performed
more poorly on a sentence repetition task; this difficulty was
attributed to the short-term memory component of the task.
Additionally, this age group performed more poorly than did
normally achieving children on the nonword spelling sec-
tions (a writing task) of the phonics task. However, in tasks
that measure short-term memory (phonological coding), the
specific arithmetic-disabled group performed in a manner
similar to that of the reading-disabled group and significantly
more poorly than did the normally achieving group. The au-
thors conclude that although both of the two disabled groups
(compared with normally achieving children) have deficits in
short-term memory, only the reading-disabled group had
deficits in tasks said to represent a language disorder.

Siegel and Ryan (1989a) examined the same groups, using
two working memory tasks—one involving sentences and the
other involving counting. Again, the disabled groups differed
from each other on the types of memory deficits observed. The
reading-disabled group differed from the normally achieving
children on both tasks, whereas the arithmetic-disabled chil-
dren differed from their normally achieving peers only on the
counting task. It appears from the research (Fletcher, 1985b;
Siegel & Linder, 1984; Siegel & Ryan, 1988, 1989a, 1989b)
that although both subtypes of LD children have deficits in
short-term and working memory, problems in children with
reading deficits are more generalized and involve both
verbal and nonverbal aspects of memory, whereas those in
children with arithmetic deficits and normal or above-normal
reading are more limited to visual, nonverbal, and numerical
material.

Evidence from a number of sources (Fletcher, 1985b;
Rourke & Finlayson, 1978; Share, Moffitt, & Silva, 1988;
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Siegel & Feldman, 1983; Spellacy & Peter, 1978; Webster,
1979) indicates that specific arithmetic-disabled children
(as defined by deficient scores on the WRAT Arithmetic
subtest and the age-appropriate scores on the WRAT Reading
and Spelling subtests—Group 3) have age-appropriate
auditory-perceptual and verbal abilities but are deficient
on measures of visual-perception and visuospatial abilities.
However, reading-disabled children (as defined by being
relatively proficient at arithmetic as compared with their
WRAT Reading and Spelling subtest scores—Group 2) have
age-appropriate visual-perception and visuospatial abilities
but are deficient on measures of auditory-perceptual and
verbal abilities (Rourke & Finlayson, 1978). Also, Group 3
(arithmetic-disabled) children exhibit difficulty in tasks such
as the Halstead Category Test, which require higher order
visuospatial analysis and visual-perceptual organization
(Strang & Rourke, 1983b). They also appear to exhibit
deficits in measures of psychomotor abilities and on tests such
as the Tactile Performance Tests (Reitan & Davison, 1974),
the Grooved Pegboard Test, and the Maze Test designed to
identify tactile-perceptual impairment (Rourke & Strang,
1978; Siegel & Feldman, 1983; Spellacy & Peter, 1978). On
the other hand, Rourke and Strang (1978) and Strang and
Rourke (1983) found that Group 2 children (relatively profi-
cient in arithmetic, compared with their reading and spelling)
are proficient at these tasks.

In addition, Rourke and Strang (1978) claim that the arith-
metic subgroup (Group 3) exhibited normal right-hand per-
formance but impaired left-hand performance—the exact
opposite of the Group 2 children, who had impaired right-
hand performance but normal left-hand performance.
Strang and Rourke (1983a, 1983b) suggest that the arithmetic-
disabled subgroup has deficiencies in nonverbal concept-
formation compared with other disabled subgroups.
Specifically, when the types of errors made of the Arithmetic
subtest of the WRAT were analyzed, it was found that the spe-
cific arithmetic subtype tended to make a larger number of er-
rors, make a greater variety of errors, and attempted to answer
questions without an apparent understanding of the strategies
needed to solve the problems (Strang & Rourke, 1985a,
1985b). This error pattern was not found in children with read-
ing disabilities (Group 2).

As with the research with memory deficits cited earlier,
Rourke and Finlayson (1978), Rourke and Strang (1978), and
Strang and Rourke (1983a, 1983b) suggest that the character-
istics described are different from those of other learning-
disabled students (who showed deficits on all the WRAT
subtests, Group 1, or just on the reading and spelling subtests
compared with the arithmetic subtest, Group 2). This finding
has led Rourke et al. (Rourke, 1982, 1983, 1985, 1987; Rourke

& Finlayson, 1978; Rourke & Fisk, 1988) to hypothesize that
those children with arithmetic deficits belong to the larger
nonverbal LD group with right-hemisphere processing prob-
lems, whereas those children with deficits in reading as well
as arithmetic belong to the larger linguistic learning-disabled
group with left-hemisphere processing problems. Clearly,
however, children who only have severe deficits in arithmetic
can be differentiated from children with reading difficulties
and from normally achieving children on cognitive and neuro-
psychological profiles.

In light of the previously described controversy and
research findings, the use of specificity assumptions in the
definition of learning disabilities is questionable; this is
true regardless of whether one refers to domain specificity
(the limitation of the disability to one or two cognitive areas)
or population specificity (failure to use subtypes).

ASSESSMENT OF LEARNING DISABILITIES 

Determining who is learning disabled requires careful and sys-
tematic assessment. The three following questions address the
assessment of learning disabilities: (a) How should achieve-
ment be measured; (b) which tests should be used; and (c) what
cutoff scores should be used to identify a learning disability?

The Measurement of Achievement

The arguments about the definition of learning disability
center on the determination of whether an individual meets
specific criteria for the diagnosis of a disability. First of all,
to measure whether there are significant difficulties, one
must use a systematic assessment of these academic areas;
standardized (norm-referenced) tests appear to be the best
way to do this. Why use norm referenced tests? The answer
is simple: Those making the assessment want to compare an
individual with others of the same age and know whether
that person has a significant problem. A standardized test is
the best way to accomplish this task. Nonstandardized as-
sessments can be used, but they do not provide normative
information that can be used for the purposes of comparison.
With a nonstandardized or informal assessment, it is impos-
sible to know whether an individual has made the number
and type of errors that are typical of his or her age group and
therefore are normal and expected, or whether the errors
are atypical and unexpected and indicative of a problem.
Nonstandardized tests may play an important role (to be
discussed later), but the core assessment should use stan-
dardized tests. However, nonstandardized assessments do
have a role in the evaluation of writing; this role is discussed
later in the chapter.
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To assess learning disabilities, there are several types of
tests that should be used. Specifically, an assessment of an
individual for the possibility of a reading disability should in-
clude a measure of word-recognition skills. Word recognition
is one of the critical building blocks in gaining meaning from
print, and it is important to know whether these basic skills in
this area are significantly below average (Stanovich, 1982).
An assessment should include a reading test that involves the
reading of what are called pseudowords—pronounceable
combinations of English letters that can be sounded out with
the basic rules of grapheme-phoneme correspondences. This
type of test assesses the awareness of the phonological as-
pects of a language that is the key to decoding words in an
alphabetic language such as English. Difficulties with these
phonological skills are the basis of a reading disability (e.g.,
Bruck, 1990; Felton et al., 1990; Shafrir & Siegel, 1994a;
Siegel & Ryan, 1988). A test of text reading—specifically, a
reading comprehension test—should be included. Obviously,
the measurement of text reading skills is particularly impor-
tant to measure what individuals remember and understand
from what they have read.

There should be a test of spelling involving the dictation
of words; this parallels the type of spelling required in writ-
ing in the academic setting.

There should be a test of computational arithmetic skills to
determine what the individual understands about the funda-
mental arithmetic operations. An assessment of mathematical
problem-solving skills should be included.

There should also be an assessment of writing skills; this
type of assessment is quite difficult for a variety of reasons.
The time involved to allow someone to write may be extensive
because one must allow time for planning as well as for the
actual writing. Also, many individuals have learned to use a
computer and prefer to write using a computer. Therefore, a
proper assessment of writing might use a computer, which
may not be feasible in most assessment contexts. It may be
acceptable to ask the individual to bring in a sample of his or
her writing, but some type of brief assessment in the context of
the assessment is useful. The scoring of these written products
is subjective and there does not appear to be agreement on
what constitutes a widely accepted scoring system. However,
Berninger (1994) has proposed a system that appears to have
potential to consistently evaluate writing. She suggests six di-
mensions to evaluate writing: (a) handwriting quality (legibil-
ity), (b) handwriting fluency (number of words copied within
time limits), (c) spelling single words from dictation (on stan-
dardized lists of increasing difficulty), (d) spelling in compo-
sition (percentage of correctly spelled words), (e) composition
fluency (number of words produced within time limits), and
(f) composition quality (content and organization of para-
graph construction).

Identification of whether there is a learning disability
should use a simple system. Brief tests of word recognition,
decoding (pseudoword reading), reading comprehension,
spelling, writing, and computational arithmetic and mathe-
matical problem solving will detect most (if not all) of the
learning disabilities. A low score on any of these tests is a
danger signal. More detailed testing can then be conducted,
but any testing should be related to remediation and not used
without consideration of what new and useful information is
provided by the test and whether it is really necessary—a
point that is discussed in detail later in this chapter.

Types of Tests

There is considerable confusion in the field about how to
measure achievement. Attempts at defining and studying
learning disabilities suffer from a common fallacy of assum-
ing that all tests that have the same label (e.g., intelligence
test, reading test) measure the same skill (Siegel & Heaven,
1986; Siegel et al., 1985). When one considers the area of
achievement tests, the labeling fallacy becomes even clearer.
There appears to be almost an infinite variety of ways to mea-
sure reading, spelling, and arithmetic. The choice of which
tests to use can determine whether a disability will be found.
Consider the case of measuring reading achievement.

There are four types of material that are typically found in
reading tests: (a) pseudowords, (b) single words, (c) sen-
tences, and (d) paragraphs. For the reading of pseudowords,
the individual is asked to read a set of pronounceable combi-
nations of letters that test the understanding of the relation-
ship between letters or groups of letters and their sounds.
This type of test is simple and direct and measures a funda-
mental skill.

Tests of the reading of single, real words typically require
that the individual read a set of words aloud. These words
may vary on several dimensions, but usually these dimen-
sions are not systematically assessed. For example, words
may be regular—that is, they follow the letter-sound corre-
spondence rules of English (e.g., fat, block)—or they may be
exceptions to these rules—that is, they involve irregularity or
unpredictable letter-sound correspondence (e.g., have, said,
island, sword). A person may have difficulty with the irregu-
lar but not the regular ones. The words may be more familiar
and in the person’s vocabulary, such as cat, book, and red, or
they may be less familiar, such as predatory, terpsichorean,
and oligarchy. Obviously, what is familiar and what is
unknown depends on the age, vocabulary, and experience
of the individual. Some words may be read correctly because
they have been encountered before, whereas others may
be read incorrectly (but almost correctly; e.g., intrigue read
in-tri-gue instead of in-treeg) because they are not part of the
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individual’s vocabulary and have not been encountered
before. The confounding of familiarity with other dimensions
of a word makes the construction of a word-reading list a
difficult task. In the case of each particular word, one simply
does not know when a person reads a word correctly whether
he or she has merely memorized it. Note that pseudowords do
not present this difficulty.

The reading of both words and pseudowords assesses the
basic problem in a reading disability—that is, difficulty with
phonological processing; both tasks are relatively straightfor-
ward. However, the measurement of text processing becomes
more complex. Text processing is typically measurable by
tests that involve the reading of sentences and paragraphs. In
both cases, there are often clues about the word from the sur-
rounding context. Typically, nouns follow articles, verbs fol-
low subjects, adjectives precede nouns, and so on. When an
individual reads a word in context correctly, we do not know
whether he or she has read the word or made a good guess
from the context. Note that this problem is not an issue with
the reading of single words or pseudowords.

The reading of sentences or paragraphs may occur silently
or aloud. If the reading is silent, there is no way of assessing
what the person is actually reading, although this type of
reading may be more similar to what occurs in many reading
situations. Questions about what has been read are the princi-
pal means to assess comprehension. In most cases, memory is
a very important aspect of the testing of sentence and para-
graph comprehension. Often, the material is removed so that
it is not available when the questions are asked. The person
may have read quite well but may forget the answer to the
question. Even when the material is available, the individ-
ual’s performance is timed, or a fixed time is allowed to
complete the test. At least some of the variance between indi-
viduals may be caused by variations in reading rate or speed
of task completion—not a differential understanding of the
material. There is, however, a significant difference between
a slow reader and one who may not even be able to decode
the words in the first place. Some students are able to decode
the words and answer the questions on a reading comprehen-
sion test but need more time. Some have a problem with
decoding the words. An assessment should be able to differ-
entiate these two difficulties.

Reading tests vary in the output or type of response that is
required. Some require an oral output that may involve some
degree of facility with expressive language, whereas others
require a written output—for example, answering multiple-
choice questions. Still others involve having the person select
a synonym for a word; in reality, this test is a measure of
vocabulary. An individual may select the incorrect word not
because of poor reading skill, but because he or she is not
sure of the correct synonym.

The actual comprehension questions themselves may vary
in several dimensions. They may involve inferences, mem-
ory for details, or the general point of the passage. It is very
likely that a large part of reading comprehension ability con-
sists of memory skills (e.g., Tal & Siegel, 1996). The individ-
ual must decode words and obtain meaning from them, but
also he or she must retain the information in working mem-
ory and be able to answer questions about the content of the
reading passage. It seems apparent, however, that memory is
still a significant factor in tasks in which recall of exact word-
ing or details is not essential. In these cases, the meaning
must be retained and then operated on in some manner to
produce an expected answer.

The individual’s familiarity with the material in the text
can determine how the person will score on a reading com-
prehension test (e.g., Drum, Calfee, & Cook, 1981; Marr &
Gormley, 1982; Schneider et al., 1989). For example,
Schneider et al. found that background knowledge about soc-
cer influenced comprehension of and memory for a story
dealing with soccer, but there were no significant differences
between children with high and low verbal aptitude skills.
Therefore, background knowledge was a critical factor in text
comprehension, but verbal ability was not.

Time to read can also be an integral part of the reading
score. A number of factors can contribute to differences in the
time taken to read a passage. For example, a person who
recalled information about the story may have a faster time
than does someone who could not recall the target informa-
tion but who could remember its spatial location and look
back quickly, who may in turn have a faster time than does a
person who could not remember anything about the target
information and had to search throughout the passage.
Daneman (1984) has reported that much of the variance in
reading comprehension scores disappears if individuals are
allowed to look back at the passage that has just been read.

Another difficulty with reading comprehension tests is
that frequently the questions can be answered with a reason-
able amount of accuracy without reading or comprehending
the passage (e.g., Tal & Siegel, 1996). Such questions as
Where was the cow kept? can be answered by good guessing;
cows are not likely to be kept in cars, closets, or bathtubs.

Obviously, the problem with having so much variability in
the measurement of reading comprehension is that many
different skills are assessed. Theoretically, there are many
types of possible reading difficulties if this kind of measure
of reading is used because the person could have a problem in
any one or more of these components. Clearly, some of these
combinations are more likely than others are, but the point is
that it is unclear which dimensions are creating the problem
when the individual achieves a low score on one of these
sentence or paragraph reading tests. An individual may
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perform poorly on the more complex reading tests for any
one of a number of reasons. For example, an individual may
read a paragraph aloud correctly but forget the answer to a
question or may read correctly but slowly. In reading single
words, the person may produce a good phonetic but inaccu-
rate rendering of a low-frequency word. The only reading
task that is not confounded with other dimensions is the read-
ing of pseudowords.

The Use of Cutoff Scores to Identify
a Learning Disability

The question arises as to how low a score should be in order
to identify a learning disability. One of the aspects of the
definitional issues is that we are not dealing with a clearly
identifiable entity when we speak of a learning disability.
Andrew Ellis (1985) has noted, in regard to dyslexia, the
proper comparison is with obesity, not measles:

For people of any given age and height there will be an uninter-
rupted continuum for painfully thin to inordinately fat. It is en-
tirely arbitrary where we draw the line between ‘normal’ and
‘obese,’ but that does not prevent obesity being a real and worry-
ing condition nor does it prevent research into the causes and
cures of obesity being both valuable and necessary. . . . There-
fore, to ask how prevalent dyslexia is in the general population
will be as meaningful, and as meaningless, as asking how preva-
lent obesity is. The answer will depend entirely upon where the
line is drawn. (p. 172)

Measles is easy to diagnose because of the spots. People with
learning disabilities have no spots, only some test scores. In
a manner similar to the diagnosis of obesity, it is not clear at
what point or how low the score is for the person to be con-
sidered learning disabled or how overweight a person must
be before he or she is called obese. In the most extreme
cases, it is clear. However, we are really dealing with degrees
of severity and not with a clear question of absence or pres-
ence, except in the more extreme cases when the diagnosis is
easy.

Deciding on the appropriate cutoff score below which
one identifies a learning disability is problematic. As a
guideline, many have typically used scores below the 25th
percentile (e.g., Fletcher, 1985; Rourke, 1991). This cutoff
is arbitrary, but there is some evidence of the validity of this
score. First of all, a number of studies have found that this
score separates learning disabled from normally achieving
individuals on a variety of tasks (e.g., Fletcher, 1985;
Rourke & Finlayson, 1978; Shaywitz, Fletcher, & Escobar,
1990; Siegel & Ryan, 1988). Does that mean that 25% of the

population will be called learning disabled on the basis of
that test? In reality, this is not the case, and this cutoff iden-
tifies about 7–8% of the population as learning disabled
(Fletcher et al., 1994; Rourke & Finlayson, 1978; Shaywitz
et al., 1990). Second, in this author’s experience, this score
is correlated with teachers’ and parents’ perceptions of chil-
dren’s problems in school and with the self-report of adults
who report academic difficulties. Thus, the use of the 25th
percentile as a cutoff score is correlated with observations in
the real world. However, there is no way of knowing what is
a valid cutoff score; there is no magic number to separate
learning-disabled from non-learning-disabled individuals.
An argument could just as easily be made for the 20th per-
centile or the 15th percentile instead of the 25th percentile.
No blood test, X ray, or magnetic imaging technique can be
used to diagnose a learning disability. However, for the edu-
cational system to identify who will receive the accommo-
dations and remediation, we must take a continuous
variable—for example, reading performance—and make it a
dichotomous one.

A Simple Model

In this field there are issues of what constitutes appropriate
assessment for learning disabilities. It certainly is the tradi-
tion to do extensive additional testing besides achievement
testing. However, the usefulness of additional testing for the
identification of learning disabilities is not clear. It is likely
that the primary reasons for doing assessments are to docu-
ment the existence of a learning disability and to recommend
appropriate remediation and accommodations. In order to
accomplish these aims, the achievement testing described
previously is clearly needed. Typically, tests of cognitive
processes and intelligence tests are included in many assess-
ments. Do we really need tests of auditory memory, visual
memory, language, and visual closure? Is there such an entity
as auditory memory? Suppose the stimuli for an auditory
memory task are words and the individual is asked to repeat
them, or suppose they are musical phrases or melodies and
the person is asked to discriminate them. Would conclusions
about auditory memory be the same if these diverse stimuli
were used? The question should always be How does the task
or test being used in the assessment relate to the determina-
tion of the learning disability and the provision of remedia-
tion or accommodations? Of course, the individual may be
interested in learning more about his or her strengths and
weaknesses. An extended assessment may also be valid for
these reasons. However, it is not necessary to define the
learning disability to propose accommodations or remedial
strategies.
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Surber (1985) has summarized the problems with lengthy
and detailed reports that include measures of cognitive
processes and intelligence tests: 

At the opposite end of the continuum, some of the more lengthy
reports include every detail of the evaluation process, whether
relevant or not. Both novice and experienced readers are left to
wade through the jargon, attempting to ferret out the key ele-
ments that have relevance for the student and the teacher in the
classroom. Consequently, items of greatest relevance become
diluted in the sea of information being washed ashore. (p. 162)

There were a number of problems with the assessments of
learning disability. The evaluations that I have seen have re-
sembled a patchwork quilt in which none of the squares were
the same. Each evaluation uses different tests, different ter-
minology, and different labels for the learning disability.
Here are some examples of the types of learning disabili-
ties that were reported to exist: language-based learning dis-
ability, subtle verbal processing, attentional and long-term
memory limitations, difficulty in visual processing speed,
statistically significant disparity between relative conceptual
language strengths compared with mathematics and written
output, slow processing speed, visuoperceptual processing
inefficiencies, problems with the ability to process auditory
and visual information, mild frontal lobe disorder, and poor
auditory processing.

The process of assessing whether there is a learning dis-
ability has been made unnecessarily complex. Standardized
tests of reading, spelling, arithmetic calculation, and mathe-
matical problem solving as described earlier are essential.
Obtaining a sample of writing is important. Other tests may
be done for interest or research but they are not essential to
the diagnosis of a learning disability.

In addition to the achievement tests discussed earlier, an
important part of any assessment is the use of analyses of
errors. Systematic analyses of errors may provide useful
information about an individual’s level of functioning in
reading, spelling, and arithmetic, and they may provide infor-
mation about appropriate accommodations. Numerous stud-
ies such as those of Barwick and Siegel (1996); Bruck and
Waters (1988); Fowler, Shankweiler, and Liberman (1979);
Guthrie and Siefert (1977); Lennox and Siegel (1993, 1996);
McBride and Siegel (1997); Pennington et al. (1986); Sieden-
berg (1985); Smiley, Pascquale, and Chandler, (1976);
Sprenger-Charolles and Siegel (1997); Tal and Siegel (1996);
Weber (1970); Venezky and Johnson (1973); and Werker,
Bryson, and Wassenberg (1989) have used analyses of errors
as a means to understanding the nature of the difficulties in
individuals with learning disabilities. A good assessment
should systematically analyze the errors made by individuals.

Error analysis also provides some information about the
types of questions the individual was able to answer cor-
rectly. For example, are the spelling errors good phonological
equivalents of the word to be spelled (e.g., nature spelled as
nachure)? Or are they good visual errors—that is, a close
match to the visual form of the word (e.g., nature written as
natur; e.g., Lennox & Siegel, 1993, 1996)? Analyses such as
these help us understand the strategies that the individual is
using and can provide guidelines for remediation.

Finally, an assessment should include a direct interview
with the student to analyze strengths as well as weaknesses
not detected by achievement tests. Many individuals with
learning disabilities have talents in the areas of art, dancing,
mechanics, music, sports, or any combination of these. For
example, both Agatha Christie and W. B. Yeats had learning
disabilities (Miner & Siegel, 1992; Siegel, 1988a) that can
be documented but obviously were individuals with consid-
erable talent. The recognition of these strengths is important
to the development of educational strategies and to the self-
esteem of the individual with learning disabilities (e.g., Vail,
1990).

REMEDIATION AND ACCOMMODATION

The following list includes some remedial techniques that are
useful for helping individuals with learning disabilities.

For children, the following remedial measures are recom-
mended for learning difficulties:

• To enhance word recognition skills, a word-family
approach to draw attention to common word patterns (e.g.,
cat, bat, sat, hat that, fat, rat, mat) can be used.

• Talking books, books, or both can be used.

• Textbooks on tape should be provided if possible.

• The use of high-interest, low-vocabulary books.

• The use of procedures such as cloze tasks to improve the
understanding of syntax.

• The use of a language experience approach—allowing the
dictation of stories and then using the words from these
stories as the basis for reading vocabulary.

• The use of a calculator should be considered to help with
arithmetic facts and multiplication tables. 

• The use of a computer (word processor) is encouraged;
this may help improve the quality of written work. Using
a computer spell check often and early in the writing
process will ensure that the student sees correct spellings
of words to enhance knowledge of common word
patterns.
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• Consideration should be given to the use of a tape recorder
for projects, book reports, and so on, allowing the teacher
to hear the quality of the ideas without relying on the
written products.

• Copying from the blackboard is difficult; alternatives
should be considered. For example, class handouts, photo-
copying other students’ notes, or tape recording oral
lessons may be an option.

The following additional recommendations should be con-
sidered for adults:

• Teaching metacognitive strategies to help individuals with
learning disabilities enhances their learning (for a detailed
discussion, see, e.g., Butler, 1995, 1998; Montague,
1997).

• Encouragement of self-monitoring strategies to organize
information and to avoid confusion when doing more than
one activity. Strategies could include drawing plans or
making lists to follow sequential steps from a manual or
verbal instructions.

• A literacy program and basic skills training in reading and
arithmetic is a possibility for some individuals functioning
at a very low level.

• Teaching people with learning disorders to make it clear
when they do not understand is important. Even asking the
person what they mean or to repeat the instructions in a
different way may be helpful.

• If they have difficulty understanding, training people to
ask the person to repeat the instructions in a different way
can be helpful.

• Textbooks on tape should be provided.

• Tape recording of lectures should be allowed and encour-
aged if the instructor is willing to give permission. Con-
sideration should be given to the use of a tape recorder for
projects, reports, and so on; this would allow the teacher
to hear the quality of the ideas without relying on the writ-
ten products.

• If acceptable to the instructor, answers to essay questions
should be completed in point form. Consideration should
be given to a similar format for class assignments.

• Because of spelling difficulties, consideration should be
given to not reducing grades for spelling errors. 

• If possible, use a computer (word processor) for written
work. This may help improve the quality of written work.
Using a computer spell check often and early in the writing
process will ensure that you see correct spellings of words
to enhance your knowledge of common word patterns.

• Copying from the blackboard is difficult; alternatives
should be considered. For example, class handouts, photo-
copying other students’ notes, or tape recording oral
lessons may be an option.

• Alternate modes of examination (e.g., oral exams) may be
considered.

CONCLUSION

Until the field of learning disabilities resolves the definitional
issues, significant progress will not be made. We must exam-
ine our basic concepts about the nature of learning disabilities
and our current practices. Specific and clear operational defi-
nitions will help the field advance. However, this resolution
will not happen automatically. It will take a concerted effort
by the field.
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GIFTED EDUCATION PROGRAMS
AND PROCEDURES

In this chapter I review research related to the practices
within the field of gifted education. Talent-giftedness is a
phenomenon that greatly interests our society. However, edu-
cators have a somewhat ambivalent attitude toward gifted-
ness and gifted children. There is no agreed-upon definition
of giftedness to guide practice and programs as there is with
other special categories of children and no federal mandate to
serve gifted children. As a result, the kinds of services avail-
able to gifted children in schools vary widely. I try to capture
that variability and the issues that frame practice and theory
within this emerging field of psychology and education.

Conceptions of Giftedness

The IQ Tradition

The field of gifted education has been dominated throughout
its history by a conception of intellectual giftedness that em-
phasized individual differences in IQ. In practice, IQ is still
widely used as a measure to identify giftedness in school
children (Cox, Daniel, & Boston, 1985) and the research on
giftedness is overwhelmingly done on groups defined as
gifted on the basis of IQ scores (Tannenbaum, 1983).

The emphasis on IQ resulted largely from the work of
Louis Terman. In 1921 Terman initiated a study of 1,500 chil-
dren with IQ scores above 140 on the Stanford-Binet test. He
and his colleagues studied these individuals longitudinally
and prospectively resulting in numerous publications about
the Termites (Cox, 1926; Terman, 1925; Terman & Oden,

1947; Terman & Oden, 1957). The Termites were found to be
well-adjusted, high-achieving adults. Few of them, however,
attained eminence in their fields.

Terman believed that giftedness involved quantitative but
not qualitative differences in intellectual ability; gifted chil-
dren are able to learn more quickly and solve problems more
readily than are children with lower IQ scores, but their think-
ing and the organization of their intellectual abilities are not
qualitatively different from those of other children. Terman
also assumed that intelligence was a unitary construct, that it
was constant and stable at least through the school years, and
that heredity dominated over environment in influencing it.
These beliefs and others of Terman regarding IQ have since
been challenged and disputed, including the indispensability
of IQ for adult success (Tannenbaum, 1983).

In response to the notion that intelligence is an indivisible,
unitary construct, several researchers subsequently proposed
multifactor theories of intelligence. Thurstone (Tannenbaum,
1983) proposed a list of seven primary abilities—verbal
meaning, number ability, memory, spatial relations, percep-
tual speed, and reasoning abilities. Guilford produced the
structure of the intellect model with 150 separate factors ob-
tainable through the combinations of four different kinds of
contents (e.g., figural), six different kinds of products
(e.g., transformations), and five different kinds of operations
(e.g., evaluation). In contrast to the IQ tradition, these multi-
factor theories have had very little influence on the practice
of identifying or serving gifted children in schools although
they have been used as identification rubrics in some research
studies.

The last 15 years have brought a flurry of theories
regarding intellectual giftedness. Only a very few of these
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new conceptions have yielded changes in school practices,
however.

Cultural Perspectives on Giftedness and Talent

Tannenbaum (1990, 1983) proposes a psychosocial concep-
tion of giftedness. According to Tannenbaum, “. . . whereas the
psyche determines the existence of high potential, society de-
cides on the direction toward its fulfillment by rewarding
some kinds of achievement while ignoring or even discour-
aging others” (1990, p. 21). Tannenbaum proposes four dif-
ferent categories of talents. Scarcity talents are those of
which society is always in need and that are in short supply,
such as the talents of a Jonas Salk or a Martin Luther King
Jr. Surplus talents elevate and bring society to new heights,
are not essential for life, and include individuals who make
great contributions to art, literature, music, and philosophy.
Individuals with surplus talents “are treated as ‘divine luxu-
ries’ capable of beautifying the world without guaranteeing
its continued existence” (Tannenbaum, 1990, p. 24).

Quota talents are those that require a high level of skill
to produce goods and services needed by society, such as the
talents needed to become physicians, lawyers, and engi-
neers. These individuals typically do not provide creative
breakthroughs, and society only needs a certain amount of
them. Schools are most responsive to society’s need for cer-
tain quota talents (e.g., current need for computer program-
mers and software engineers).

The last category is anomalous talents; this category in-
cludes specific, isolated, or idiosyncratic abilities such as
speed-reading or great feats of memory. These talents provide
amusement for others and may serve some practical purpose,
but are examples of high-level or prodigious performance and
are typically not recognized by society for excellence.

Tannenbaum (1990) is concerned with how ability in
childhood is translated into adult achievement:

Keeping in mind that developed talent exists only in adults, a
proposed definition of giftedness in children is that it denotes
their potential for becoming critically acclaimed performers or
exemplary producers of ideas in spheres of activity that enhance
the moral, physical, emotional, social, intellectual, or aesthetic
life of humanity (p. 33).

Tannenbaum (1983, 1990) proposes five factors that link
childhood potential to adult productivity—general intelli-
gence such as high IQ or g, specific abilities, nonintellective
factors such as personality and motivation, environmental
factors such as support from the home, opportunities within
the community or society’s valuing of the talent area, and
chance. The major contribution of Tannenbaum’s theory is its
emphasis on cultural context in defining talent.

Emphasis on Performance in Defining Giftedness

Renzulli (1990; see also Renzulli & Reis, 1986) proposes a
model of giftedness that de-emphasizes the role of ability—
particularly general ability as measured by IQ—and instead
stresses achievement. Renzulli prefers to speak of gifted be-
haviors and gifted performances rather than gifted individu-
als. Renzulli believes that typically used IQ cutoff scores for
the categorization of giftedness are somewhat arbitrary and
too exclusive. Many more individuals who have lower IQs
but who do have certain personality characteristics such as
task commitment and high levels of motivation can produce
gifted levels of performance in a particular domain.

Renzulli rejects the notion of schoolhouse or lesson-
learning giftedness, the type most easily assessed by IQ and
other cognitive tests, and instead focuses on creative produc-
tive giftedness—or giftedness recognized by the develop-
ment of new products and new knowledge. According to
Renzulli, the truly gifted are those who create knowledge, art,
or music—not those who are able to consume it rapidly or at
a very high level. Educational programs for children should
concentrate on developing the characteristics and skills
needed for adult creative productivity. School gifted pro-
grams should aim to produce the next generation of leaders,
musicians, artists, and so on.

Renzulli emphasizes the role of nonintellective factors in
achievement, such as task commitment and creativity, along
with above-average but not superior general or specific abil-
ity. Task persistence includes perseverance, self-confidence,
the ability to identify significant problems, and high stan-
dards for one’s work. Creativity includes openness to experi-
ence, curiosity, and sensitivity to detail. For Renzulli, “. . .
giftedness is a condition that can be developed in some peo-
ple if an appropriate interaction takes place between a person,
his or her environment, and a particular field of human en-
deavor” (Renzulli, 1990, p. 60). The interaction of the three
components previously described leads to creative produc-
tive giftedness.

Renzulli very deliberately tries to show how his theory can
be employed in schools. He and his colleagues have
developed materials for both identification and curriculum to
be used by educators who work with children. Specifically,
Renzulli proposes an identification protocol that involves
selecting students performing at the 80th or 85th percentile
and giving them different kinds of enrichment opportu-
nities. Students revolve into higher level, more complex
activities that include independent research projects, and their
placement is based on successful performance at lower levels.

Renzulli’s model is frequently adopted by schools in the
United States. Its appeal is twofold: It casts a wide net, so to
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speak, by including students with achievement levels that are
lower than what is typical for gifted programs, and it comes
with a ready-to-use set of curriculum and other materials. 

Multiple Intelligence Perspective on Talent
and Giftedness

Gardner (1983) postulates the existence of eight relatively
autonomous human intellectual competencies or intelligences.
These are linguistic, musical, logical-mathematical, spatial,
bodily kinesthetic, interpersonal (knowledge of others) and
intrapersonal (knowledge of self), and naturalistic (scientific
knowledge). Each intelligence has distinct manifestations—
such as poetry and writing for linguistic intelligence; dance for
bodily and kinesthetic intelligence; and chess, painting, and
sculpting for spatial intelligence. At the most fundamental
level, each has a biological basis and a brain-based, neural sub-
strate. Each intelligence has a unique computational capacity
or information-processing device upon which more complex
manifestations are based and built.

Gardner’s criteria (1983) for the existence of a separate in-
telligence include the following: (a) that it can be found in
relative isolation in special populations such as in individuals
with brain damage or so-called idiot savants; (b) that it exists
at very high levels in some individuals such as prodigies and
is manifested in their performances of various tasks; (c) that
it has an identifiable core operation or set of operations such
as a sensitivity to pitch for musical intelligence; (d) that there
is a distinct development history of the intelligence “ranging
from universal beginnings through which every novice
passes, to exceedingly high levels and/or special forms of
training” (Gardner, 1983, p. 64) with a definable set of end
state performances; (e) that it has an evolutionary history; (f)
that there is support from experimental psychological tests
for the intelligence; (g) that there is susceptibility of the in-
telligence to encoding as a symbol system; and (h) that there
is support from psychometric studies for its existence (e.g.
high correlations between measures of the same intelligence
and low correlations between measures of different types of
intelligence).

Gardner (1983) proposes that the types of intelligence
are “‘natural kinds’ of building blocks out of which produc-
tive lines of thought and action are built” (p. 279). They can
be combined to yield a variety of abilities, processes, and
products. Normal human interaction typically requires that
various types of intelligence work together in complex and
seamless ways to accomplish human activities.

Many schools make reference to multiple types of
intelligence within their mission statements. Multiple intelli-
gences (MI) theory is increasingly being used as the basis of

gifted programs, affecting identification systems as well as
programs (see Fasko, 2001). Gardner suggests that one can
speak about the particular intelligences that are used in spe-
cific educational encounters. Additionally, one can character-
ize the material or content to be learned as falling within the
domain of a particular intelligence: “. . . Our various intellec-
tual competencies can serve as both means and as message,
as form and as content” (Gardner, 1983, p. 334). The impli-
cations of Gardner’s theory for identification of talents has
been explored in several projects including the Key School in
Indianapolis (in which MI theory is also being used by teach-
ers as a basis for designing curricula and instructional activi-
ties) and Project Spectrum, which is directed by David
Feldman of Tufts University (see Garner & Hatch, 1989). In
research on Project Spectrum, Gardner found evidence that
children who were assessed for the various intelligences in an
intelligence-fair manner (e.g., using modes of assessment
that respect the ways of thinking in the various intelligences,
such as putting together household objects to assess spatial
intelligence) exhibited profiles of relative strengths and
weaknesses. Additionally, there was some evidence that more
children were identified as talented in some domain than
when more traditional measures were used. Although it is
limited, this research supports Gardner’s contention about the
separateness of the various intelligences.

Gardner also asserts that a lengthy time period is required
before the raw computational devices of an intelligence de-
velop into expression in a mature, cultural mode. Part of that
long time period is the natural process of development of the
intelligence within an individual—a process of going through
domain-specific developmental milestones. Another part is
the less natural process of acquiring information that is delib-
erately transmitted via school or other agents such as parents
or other adults. This latter part, which may be thought of as tal-
ent development, does not occur within a vacuum. Factors
such as motivation, an affective state conducive to learning,
and a supportive cultural context are also important—even
necessary. Although Gardner does not deal with these factors
in depth, he recognizes their contribution to the development
of high levels of performance within each of the domains of
the intelligences.

The Role of Training in Defining Talent and Giftedness

Gagne (1993, 1995, 1998, 1999) proposes a theory of gifted-
ness and talent that has as its base the roles of training or
learning. For Gagne, giftedness refers to exceptional “natural
abilities which appear more or less spontaneously during the
early years of children’s development and give rise to signif-
icant individual differences without any clear evidence of any
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systematic learning, training, or practice” (1995, p. 105).
There are four domains of natural abilities: intellectual abili-
ties, physical abilities (which includes sensory and motor
abilities), creativity, and socioaffective abilities (which in-
cludes leadership). A fifth possible domain of natural ability
is the personal abilities, which include the ability to delay
gratification, to focus one’s attention on the task at hand, to
perceive one’s needs, and so on.

At the other end of the spectrum from natural abilities are
talents, which are “systematically developed abilities which
define the characteristic performance of an individual in a
field of human activity: these are the abilities shown by com-
petent pianists, teachers, carpenters, swimmers, journalists,
pilots, and so forth” (1995, p. 105). 

Gagne notes that whereas “natural abilities are defined in
reference to characteristics of the person (intelligence, creativ-
ity, sociability, motoricity), systematically developed abilities
or skills are labeled according to the field of human activities
that governs the set of appropriate skills to master” (1995,
p. 106). Also, natural abilities provide the component opera-
tions that are used to acquire the skills and knowledge associ-
ated with expertise in a particular domain or field. Thus,
natural abilities are the building blocks or constituent elements
of systematically acquired abilities.

According to Gagne, the growth of aptitudes or talents
occurs through four developmental processes: maturation,
daily use in problem-solving situations, informal training
and practice, and formal training and practice. Gagne (1993)
stresses that the relationship between aptitudes and talents is
co-univocal, which means that one aptitude can be involved
in the development of many different talents, and any talent
can use abilities from more than one aptitude domain as its
constituents.

For Gagne, gifted individuals are those who possess a nat-
ural ability in at least one of the four ability domains to a de-
gree that places them in the top 10% of their age group.
Similarly, talented individuals are those who possess levels
of systematically developed abilities and skills that place
them in the top 10% of individuals within the same field of
endeavor. Gagne (1998) also advocates differentiation within
this top 10% of individuals into categories (mild, moderate,
high, exceptional, extreme) that are increasingly selective
and consist of the top 10% of the previous category.

According to Gagne’s theory, one can be gifted and not
talented; however, one cannot be talented and not be gifted.
A child could be intellectually gifted by virtue of high IQ
or test scores but may not be academically talented if he or
she does not display exceptional performance—via grades
or awards—in an academic area. Giftedness is childhood
promise, whereas talent is adult fulfillment of promise. The

process of talent development is then the systematic training
and education sought by the gifted individual to develop talent
to a high degree.

Gagne (1993, 1995) proposes the existence of catalysts that
are both positive and negative influences that affect the devel-
opment of childhood giftedness into adult talent. Intrapersonal
catalysts include motivation, temperament, and personality
dimensions of the individual such as adaptability, attitudes,
competitiveness, independence, and self-esteem. Environ-
mental catalysts include surroundings (home, school, com-
munity), persons (parents, teachers, mentors), undertakings
(activities, courses, special programs), and events (significant
encounters, awards, accidents such as the loss of a parent). For
Gagne, catalysts, personality dimensions, or other nonintel-
lective factors are not essential elements or components of
a talent but are contributors to the results of the talented
performance.

Triarchic Theory of Intelligence, Giftedness, and Talent

Sternberg (1986) proposes a general theory of intelligence
that consists of three subtheories. The componential subthe-
ory includes the processes that occur within the minds of
individual—the “mental mechanisms that lead to more or
less intelligent behavior” (p. 223). These mechanisms enable
individuals to learn how to do things, plan what to do, and
carry out their plans. The experiential subtheory deals with
the role of experience in intelligent behavior. It specifies
those points in an individual’s continuum of experience at
which a task or situation is novel and therefore requires intel-
ligent behavior and those points at which the individual has
so much experience that response to a particular task or situ-
ation is mostly automatic. The third subtheory, the contextual
subtheory, has to do with how the individual deals with the
external environment. It specifies three classes of acts—
environmental adaption, selection, and shaping that consti-
tute intelligent behavior in different contexts.

According to Sternberg, the componential subtheory ad-
dresses the question of how behaviors are “intelligent in any
given setting” (p. 223). The experiential subtheory addresses
the question of “when behaviors are intelligent for a given
individual” (p. 224). The contextual subtheory addresses the
questions of “what behaviors are intelligent for whom and
where these behaviors are intelligent” (p. 224). Therefore, ac-
cording to Sternberg, the componential subtheory is univer-
sal, and the mental mechanisms specified are used by all
individuals—some better than others. The experiential sub-
theory is relativistic and the types of situations and activities
that are novel or very familiar varies for each individual;
however, it is universal that every person has a range of
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experience that varies from very familiar to very unfamiliar.
The contextual subtheory is also relativistic with respect to
both individuals (what is intelligent for one individual may
not be the same for another) and the contexts in which they
live and work (what is an intelligent thing to do in one situa-
tion may not be in another situation).

Sternberg (1986, 2000) asserts that giftedness can be
obtained via different combinations of strengths among the
skills that correspond to the three subtheories. For example, an
individual who excels in utilizing the componential mecha-
nisms in learning from school or books or in academic situa-
tions might be what we typically call a gifted learner. These
individuals are most easily identified by educators and are typ-
ically selected for special gifted programs. They may excel on
traditional achievement tests. Their strengths are in analytical
skills. However, such persons may not necessarily be excep-
tional at “nonentrenched” tasks or display creativity in dealing
with problems. Individuals who are adept at utilizing compo-
nential processes in novel situations might be characterized as
exceptional problem solvers, as possessing unusual levels of
insight, or as creative. These individuals are exceptional at
generating new ideas of high quality. Individuals may be adept
at both using componential mechanisms in prescribed learn-
ing situations and in novel ones, but may be unable to adapt
successfully to different environments—what Sternberg
refers to as practical intelligence or skills. Such individuals
may be regarded as smart, creative, or both, but they may be
unable to achieve at commensurately high levels in a career.
More recently, Sternberg proposed and illustrated seven dif-
ferent patterns of intelligence involving different combina-
tions of analytical, creative, and practical abilities (Sternberg,
2000).

Sternberg’s componential theory has intrigued educators
and researchers who work with and study gifted children.
However, it has not been widely used as the basis for identi-
fication protocols for gifted children. Its major contribution
has been to broaden the definition of intelligence beyond
that defined by traditional IQ tests. See the chapter by
Sternberg in this volume for a more complete description of
this theory.

A Developmental Theory Approach to Giftedness
and Talent

David Feldman (1986a, 1986b) proposes a conception of
giftedness within the tradition of developmental psychology.
Developmental psychologists are fundamentally interested in
any kind of change and typically in broad changes experi-
enced by all human beings; individual differences in in-
telligence or achievement have not traditionally been their

concern. Feldman asserts that reaching expert or gifted levels
of performance in a field requires traversing a developmental
path that involves moving through increasingly higher levels
of stages—stages that are not reached by everyone and are
therefore nonuniversal. Each stage is marked by a major
mental reorganization of the domain. Nonuniversal develop-
ment therefore accounts for gifted-level performances.

For the average person, the number of stages or levels that he or
she will master in a given domain is obviously fewer than for the
‘gifted’ individual. Another way of approaching the issues is to
think of certain domains as being less likely to be selected for
mastery than others; in so doing, ‘giftedness’ might be revealed
not only by the number of levels one achieves, but also by the
domain within which an individual chooses to pursue mastery.
(Feldman, 1986a, p. 291)

Feldman (1981, 1986a) asserts that nonspecific environ-
mental stimulation is sufficient for progress through broad
universal stages of cognitive development such as those that
Piaget proposes. However, he says that the development of ex-
pert levels of performance requires a more active and specific
role for environmental forces. As individuals acquire exper-
tise in a field, they do not rediscover all of the developmental
history of the field; rather, they rely on teachers to instruct
them. The role of environmental factors such as family sup-
port, schooling, and other opportunities to acquire the skills of
the field are critically important to progress through nonuni-
versal stages of development. Moreover, unlike Piaget’s
stages, which assume that broad general intellectual structures
must be present before their application to specific domains,
Feldman posits that an individual child can move rapidly
through the stages of intellectual development within a single
domain (e.g., chess, mathematics) “without bringing all of
cognitive development with it” (Feldman, 1981, p. 38).

For Feldman (1981, 1986a), the term giftedness refers to
individuals who master all of the stages within a domain.
Creativity is the extension of a field or domain beyond what
it is at the present. Genius refers to individuals whose work
results in a complete reorganization of a field or domain such
as Darwin or Freud.

Feldman (1986a, 1986b) recognizes the contribution of
other factors beyond education and training to the develop-
ment of giftedness. He says that a strong desire to do a certain
specific thing on the part of the individual must also be
present as well as a sociohistorical time that values the talents
of the gifted person. Feldman’s main contribution is to
present giftedness as a phenomenon with developmental
characteristics that are similar to other developmental
phenomena: “Giftedness . . . can best be comprehended
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within a framework of both broader and more specific stage
transitions” (Feldman, 1986a, p. 291) and as a “sequential
transformation of overall systems” (p. 302).

The Role of Emotional Characteristics in Defining
Giftedness and Talent

Recent thinking about giftedness by a current group of psy-
chologists, educators, and parents (the Columbus Group,
named after their meeting place, Columbus, OH) has in-
cluded an increased emphasis on the nonintellectual aspects
of the phenomenon. According to this perspective, giftedness
includes not only advanced or exceptional cognitive capaci-
ties, but also unique personality or social-emotional dimen-
sions that are just as important to the phenomenological
experience of being gifted. The Columbus Group (1991) pro-
posed the following definition that gives equal weight to
cognitive and emotional components of giftedness:

Giftedness is asynchronous development in which advanced cog-
nitive abilities and heightened intensity combine to create inner
experiences and awareness that are qualitatively different from
the norm. This asynchrony increases with higher intellectual
capacity. The uniqueness of the gifted renders them particularly
vulnerable and requires modification in parenting, teaching and
counseling in order for them to develop optimally. (Columbus
Group, 1991 as cited in Silverman, 1993, p. 634)

Note that this definition includes heightened intensity as an
integral component. The notion of heightened intensity comes
from the work of Dabrowski, a Polish researcher who pro-
posed a theory of emotional development. Dabrowski’s stage
theory has two major components. One is that there are five
levels of development, each of which represents a qualitatively
different mode of relating to experience.At the lowest level are
individuals whose main concern is immediate gratification;
the highest level is characterized by harmony, altruism, lack of
inner conflict, and universal values. Although the order of the
levels is invariant, progression through the stages is not neces-
sarily related to age.Advanced emotional development, which
is the “commitment to live one’s life in accordance with higher
order values” (Silverman, 1993, p. 639), is determined by an
individual’s innate capacities to respond in a heightened man-
ner to various stimuli—called overexcitabilities, which is the
second major component of Dabrowski’s theory. “The five
overexcitabilities can be thought of as excess energy derived
form physical, sensual, imaginational, intellectual, and emo-
tional sources. Only when these capacities for responsiveness
are higher than average do they contribute significantly to
developmental potential” (Silverman, 1993, p. 641). See

Dabrowski (1964) for a more complete explanation of
Dabrowski’s theory.

The overexcitabilities have the potential to stimulate move-
ment from a lower stage of emotional development to a higher
one. Because gifted individuals, according to Dabrowski’s
research, are likely to possess one or more of these heightened
sensitivities—particularly emotional overexcitabilities—they
have greater potential to reach advanced levels of develop-
ment. The overexcitabilities in combination with advanced
intellectual ability makes gifted individuals unique and puts
them at odds with the rest of the world. They are vulnerable to
psychological stress because this combination of qualities
results in rich but intense emotions that makes them feel out of
synch with and different from others. According to Silverman
(1993),

The Columbus Group definition emerged in reaction to the in-
creasing emphasis on products, performance and achievement in
American thinking about giftedness. In the United States, it had
gradually become politically incorrect to think of giftedness as
inherent within the child and safer to talk about its external man-
ifestations. Experts were recommending that ‘gifted children’ be
replaced with ‘gifted behaviors,’ ‘talents in different domains,’
and ‘gifted program children.’ Something vital was being missed
in these popular formulations: the child. (p. 635)

Conceptions of giftedness that emphasize social-
emotional dimensions rest in part on the assumption that
gifted children—by virtue of their intellectual giftedness and
concomitant emotional characteristics—have increased vul-
nerability to emotional stress and psychiatric problems. How-
ever, the research on gifted children does not emphatically
support that assumption (Neihart, 1999), although a number
of studies suggest that creative adults (e.g., writers, artists)
have increased risk for psychiatric mood disorders (Neihart).

Federal Definitions of Giftedness and Talent

The most often cited definition of giftedness appeared in the
U.S. Commissioner of Education’s 1972 report to Congress.
Sidney P. Marland, Jr., then U.S. Commissioner of Education,
was directed in 1969 to undertake a study to determine the ex-
tent to which gifted students needed federal educational assis-
tance programs to meet their educational needs. Referred to
as the Marland report, the definition he proposed for gifted-
ness has been the mainstay of many local gifted programs.

Gifted and talented children are those identified by profession-
ally qualified persons who by virtue of outstanding abilities, are
capable of high performance. These are children who require dif-
ferentiated educational programs and/or services beyond those
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normally provided by the regular school program in order to
realize their contribution to self and society. Children capable of
high performance include those with demonstrated achievement
and/or potential ability in any of the following areas, singly or in
combination: 1) general intellectual ability, 2) specific academic
aptitude, 3) creative or productive thinking, 4) leadership ability,
5) visual and performing arts, 6) psychomotor ability. It can be
assumed that utilization of these criteria for identification of the
gifted and talented will encompass a minimum of 3–5%.
(Marland, 1972, p. ix)

Later, Category 6 was dropped from the definition. The
Marland definition has been criticized for the lack of empha-
sis on nonintellective factors and because the categories were
not parallel (e.g., creative and productive thinking are skills,
not abilities). It has been lauded because it included different
domains of abilities and because it emphasized potential as
well as demonstrated achievement (Gagne, 1993). Passow
(1993) credits the Marland report with stimulating interest in
gifted and talented children and initiatives to serve them in
schools. Prior to the Marland report, only two states in the
United States had mandated programs for gifted children and
only three states had discretionary or permissive programs.
By 1990, all 50 states had policies on the education of gifted
children in place—a fact often attributed to the effects of the
Marland report and definition of giftedness (Passow, 1993). 

Beyond the broadened definition, use of the phrase, ‘gifted and
talented’ and the assertion that these children and youth had spe-
cial needs which required differentiated educational experiences,
the Marland Report began the formulation of a national strategy
for identifying and educating this special population. (p. 30) 

A more recent definition was released by the U.S. Depart-
ment of Education in a report entitled National Excellence: A
Case for Developing America’s Talent (1993).

Children and youth with outstanding talent perform, or show the
potential for performing, at remarkably high levels of accom-
plishment when compared with others of their age, experience,
or environment.

These children and youth exhibit high-performance capability
in intellectual, creative, and/or artistic areas, possess an unusual
leadership capacity, or excel in specific academic fields. They re-
quire services or activities not ordinarily provided by the schools.

Outstanding talents are present in all children and youth from
all cultural groups, across all economic strata, and in all areas of
human endeavor. 

This definition, which is increasingly being adopted by
individual states, also includes a broad definition of gifted-
ness across different domains and emphasizes capability or
potential.

An Educational Emphasis in Defining Giftedness
and Talent

Gallagher and Courtright (1986) make a distinction between
psychological and educational definitions of giftedness. Psy-
chological definitions focus on individual differences or an
individual’s relative ranking on a continuum representing a
particular ability. Giftedness from this perspective could be
exceptional ability on almost any dimension of human per-
formance, regardless of how narrow or specific. Educational
definitions take into account the context of schools and
specifically those abilities or areas of human performance
that are under the purview of schools. Most typically, schools
are concerned with those students whose abilities warrant
some significant alteration in their education by way of
grouping arrangements, grade placement, content being
taught, and so on. Borland (1989) goes further to recognize
that the specific context of a particular school affects the
definition of giftedness: “For the purposes of education,
gifted children are those students in a given school or school
district who are exceptional by virtue of markedly greater
than average potential or ability in some area of human
activity generally considered to be the province of the educa-
tional system and whose exceptionality engenders special-
educational needs that are not being met adequately by the
regular core curriculum” (pp. 32–33).

Thus, there is not one fixed educational definition. Indeed,
the educational definition will continue to change because
what is considered to be the purview of the schools has
changed historically and will continue to do so. The essential
feature of the educational definition is that the school cur-
riculum and school characteristics define the scope of abili-
ties or domain within which exceptional performance should
be considered.

Summary

As can be seen from the brief summary of conceptions of
giftedness described previously, great variability surrounds
many issues. Some conceptions emphasize demonstrated
performance rather than high ability, such as Gardner (in
adult domains of activity) and Renzulli (in children). Several
theories give equal weight to nonintellective factors such as
motivation and personality dimensions as to cognitive ones
(e.g., Renzulli, the Columbus Group) or included them as im-
portant components in their model (e.g., Tannenbaum,
Gagne). Some models include creativity as an essential com-
ponent of giftedness (e.g., Renzulli), whereas others view it
as a separate category or type of giftedness (e.g., Feldman,
Marland definition) or natural ability (e.g., Gagne). Several
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theories emphasize the role of society and culture (e.g.,
Gardner, Tannenbaum) or the educative process of schools
(e.g., Marland definition, Borland definition) in defining and
recognizing different types or categories of giftedness. Other
conceptions recognize and emphasize the contributions of
more immediate environments such as the family, schooling,
the community, and so on, and the process of developing
talent as essential components of giftedness (e.g., Gagne,
Tannenbaum).

Other Issues in Defining Giftedness and Talent

Adult Versus Childhood Giftedness

Currently, there are two separate research traditions within
the field of gifted education—the study of childhood gifted-
ness and the study of adult giftedness. Researchers who study
gifted children are very concerned with issues surrounding
educational practice, such as the identification of gifted chil-
dren and appropriate educational interventions or models.
Within this tradition, emphasis is given to general intellectual
ability or IQ, above-level scholastic achievement, precocity
of achievements with respect to age peers, identification
through testing, and schooling as the main context for talent
development (Olszewski-Kubilius, 2000). In contrast, those
who study adult giftedness focus on domain-specific abili-
ties, the creativity of achievements or products and their con-
tribution to the field, and an individual’s standing or stature as
judged by other experts in the field (Olszewski-Kubilius,
2000). A major difference between child and adult giftedness
is the emphasis on the field. A measure of the quality of adult
achievements is the critical acclaim they receive from other
experts—the extent to which they break new ground or move
the field forward. Gifted children do not often typically create
new knowledge; they discover what is already known—
earlier and faster than most other children.

Generally, studies involving children examine short-term,
developmental issues or issues regarding educational prac-
tice and use cross-sectional, multigroup designs. Finding an
appropriate comparison group is a challenge if one of the
aims of the study is to differentiate developmental or age-
related effects from those due to differences in intellectual
ability. To accomplish this goal, researchers use multiple
comparison groups that are alternatively equivalent to the
gifted group in either chronological or mental age. Few stud-
ies of children are prospective and longitudinal with the ex-
ception of the Terman studies, the Study of Mathematically
Precocious Youth (SMPY), a study of more than 30 years of
verbally and mathematically talented students identified in
the late 1970s and early 1980s (Benbow, 1988; Benbow &
Lubinski, 1994; Benbow & Stanley, 1983), and the Illinois

Valedictorian Project (Arnold, 1995), which is following
high school valedictorians from the class of 1982 through
adulthood. See Subotnik and Arnold (1994) for a more com-
prehensive listing of longitudinal studies.

There are many more retrospective studies of gifted adults
than there are prospective studies of gifted children. Typi-
cally, the adults are identified as eminent or renowned in their
field either by cultural impact of their work or by the judg-
ments of other experts. These studies look back into the lives
of these individuals, usually through analysis of historical
documents, biographies, and autobiographies. Some of these
studies include interviews with the individual (if still living)
and with other family members. They present detailed case
studies of the gifted individuals. The purpose of most of these
studies is to determine what contributes to the development
of high levels of talent and creative productive ability. Exam-
ples of these kinds of studies are Goertzel and Goertzel
(1962), who studied the emotional and intellectual family en-
vironments of eminent individuals form the twentieth cen-
tury; Roe (1953), who studied 23 eminent male scientists in
different fields; Zuckerman (1977), who studied Nobel Lau-
reates; Subotnik, Karp, and Morgan (1989), who studied high
IQ individuals who graduated from the Hunter College Ele-
mentary School from 1948 to 1960; and Bloom (1985), who
studied high achievers in six different talent areas.

Child Prodigies

Prodigious achievement by children has always fascinated
our culture. Child prodigies are very rare and historically were
regarded either as freaks or gods. Morelock and Feldman
(1993, quoted from Feldman, 1986b) have studied child
prodigies and define them as “a child who, before the age of
10, performs at the level of an adult professional in some cog-
nitively demanding field” (p. 171). According to Feldman,
child prodigies differ from geniuses and do not necessarily
become geniuses, although “the prodigy’s early mastery of a
domain may put him in a better position for achieving works
of genius, for he has more time to explore, comprehend, and
experiment within a field” (Feldman, 1986b, p. 16). Prodigies
are also distinguished from high-IQ children in that their
talents are very narrowly specialized to a particular field of en-
deavor, whereas high-IQ children have intellectual abilities
that enable them to function at high levels in a variety of
different contexts. Prodigies are extreme specialists according
to Feldman (1986b, p. 10) in that “they are exceptionally well
tuned to a particular field of knowledge, demonstrating rapid
and often seemingly effortless mastery.”

The prodigious achievement of a child is evidence of a
rare coming-together of a variety of supportive conditions—
a process that is termed co-incidence (Feldman, 1986a,
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1986b). The supportive conditions include a domain or field
that is structured in a way and developed to the extent that it
is available and comprehensible to a young child. The child’s
capacity and ways of learning must fit well with knowledge
base of the domain and the forms in which learning and
instruction occur. The talented child must be living in a his-
torical time in which the domain is valued and high-level
mastery of it is prized. Furthermore, the prodigy must come
from a home with a family that recognizes and supports the
ability and can obtain resources to insure its development
(Feldman, 1986b).

According to Feldman (1986b) only some domains that
can be described as developmental produce prodigies. Devel-
opmental domains typically have a long history of knowledge
development and major changes over time in structure, tech-
nology, organization, and practice. They have several dif-
ferent levels of expertise to master in sequence—each level
marked by a different set of skills. Feldman notes that the
largest numbers of child prodigies have been found in chess
and music, whereas many fewer have been found in writing,
the visual arts, or mathematics. Child prodigies in fields such
as physics or the natural sciences are virtually unheard of
(Feldman, 1986b).

Although prodigies display exceptional capacity to master
the levels of a particular field, their tremendously fast learn-
ing rate appears limited to a single domain. “Perhaps the
purest essence of domain-specific talent is the ability to holis-
tically intuit the syntactic core of rules and regularities lying
at the heart of a domain of knowledge . . .” (Morelock &
Feldman, 1993, p. 179). That these children do develop skills
to such a high level in an area is a result of a delicate and rare
interaction between the capabilities and developmental tra-
jectory of the child and of the domain (Feldman, 1986b).
And, despite early and rapid advancement in a field,
Feldman’s prodigies did not necessarily stay with the same
field into adulthood. Most often, they gave up their commit-
ment to that one field and branched out to others.

The Relationship Between Creativity
and Intellectual Giftedness

The field of gifted education has had an ambivalent attitude
toward the concept of creativity. Some, like Renzulli (de-
scribed previously), believe that creativity is the essence of
giftedness—one should not even speak about giftedness
except to mean creative production. Alternatively, creativity is
included as one of several categories of giftedness within the
Marland definition (described previously) equal in status with
other categories. Others believe that creativity is a phenome-
non distinct from, yet larger than intellectual giftedness; cre-
ativity rests on the acquisition of skills and knowledge acquired

via intellectual giftedness but goes beyond it (see Feldman, de-
scribed previously). Others believe that creativity can only be
thought of within the context of a domain and in reference to
adult work. It is “impossible to define creativity independently
of a judgment based on criteria that change from domain to do-
main and across time” (Csikszentmihalyi, 1994, p. 143).

Definitions of creativity can be categorized according to
four different emphases—personality, process, press (situa-
tion), and product (Fishkin, 1999). Work on the creative per-
sonality aims to illuminate the personality traits of creative
producers, usually through retrospective research studies
(examples of such studies are listed earlier in this chapter).
Creative producers have been found to possess personality
characteristics such as risk taking, flexibility, a preference for
disorder, androgyny, the ability to tolerate ambiguity and
delay gratification, and an introspective and introverted
personality (Rogers, 1999).

Other researchers primarily focus their definition on the
process of creativity, attempting to delineate the intellectual
activities involved in creative thought such as use of imagery,
problem-finding, and metacognitive components (Fishkin,
1999). Studies that focus on press are interested in the con-
textual determinants of creative productivity, particularly en-
vironmental factors. Work in this area has looked at aspects
of the home environment such as encouragement of freedom
of thought and risk taking, features of the work place such
as leadership style of a supervisor, temperature, and physical
climate, and other psychological and social variables that
affect creativity (Keller-Mathers & Murdock, 1999).

Research on creative products has focused on determining
how decisions about the uniqueness of products are made
(e.g., criteria used, judgements by whom) within and across
different domains, the relevance of creative production to the
definition of creativity (e.g., can one be creative if one does
not produce?), and the development of rating scales to make
judgments about children’s creative products (Keller-Mathers
& Murdock, 1999).

Researchers who have tried to assess creativity have used
a variety of instruments and techniques depending upon their
theoretical perspective. Creativity measures include tests of
divergent thinking, attitude and interest inventories, person-
ality inventories, biographical analyses, ratings by teachers
or others, judgments of products, criteria of eminence, and
self-reports of creative activities or achievements (Johnson &
Fishkin, 1999). The most extensively used and researched
instruments to identify creative children are standardized
measures of divergent thinking such as the Torrance Tests of
Creative Thinking or several subtests of the Structure of the
Intellect Test. Many assessments of creativity suffer from low
reliability and questionable validity (see Johnson & Fishkin
for a review).
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An important issue of construct validity for creativity mea-
sures are their distinctiveness or independence from IQ. The
relationship between IQ and divergent thinking measures has
been described as nonlinear, with evidence of a threshold
effect (Johnson & Fishkin, 1999). Across a wide range of IQ
scores, the correlation between intelligence and creativity is
about .40 (Johnson & Fishkin); however, beyond an IQ of
120, the correlation is negligible. The threshold relationship is
interpreted to mean that greater creativity is associated with
higher intelligence up to a certain point only. Beyond an IQ of
120, higher intelligence does not guarantee greater creativity,
and other variables such as motivation and personality dispo-
sition are more influential. The relationship between creativity
and academic achievement is complicated; some studies show
a positive correlation, some show no correlation, and others
indicate that the relationship is mediated by gender, type of
creativity, and type of creativity assessment (Ai, 1999).

There have been many programs developed to advance the
creative thinking skills of children. The assumption behind
these programs is that creative thinking skills are not innate
but instead are acquired through practice and deliberate
teaching. Creative thinking programs include synectics, a
form of analogical reasoning in which thinkers examine con-
nections between seemingly unrelated objects; lateral think-
ing (e.g., the Cognitive Research Trust program or CoRt);
Odyssey of the Mind (OM), a creativity training program in
which teams of children practice skills such as brainstorming,
suspending judgment, and listening to others in order to solve
complex, open-ended problems in a competition; and the
Future Problem Solving program (FPS), which teaches stu-
dents to use creative problem-solving techniques applied to
ill-defined, complex problems about futuristic issues in com-
petition with other teams of students (Meador, Fishkin, &
Hoover, 1999).

Pyryt (1999) reports on several meta-analyses that exam-
ined the effects of various types of creativity training on as-
pects of children’s thinking. The outcome measure in these
studies is typically performance on divergent thinking tests,
mainly the Torrance Test of Creative Thinking. Pyryt found
effects sizes averaging close to one standard deviation across
a variety of groups of students, not just the gifted ones. Effect
size correlated with the amount of training, and different
types of training differentially affected performance on ver-
bal versus figural divergent thinking measures.

An important issue for researchers and educators is the
predictive validity of creativity measures for adult accom-
plishments. Cramond (1994), in a review of research on the
Torrance tests, concludes that there are moderate correlations
between childhood divergent thinking scores and adult
accomplishments. However, Tannenbaum (1983) notes that

Torrance’s studies are the only ones that consistently support
the predictive validity of divergent thinking measures for
adult creative activities.

There is an accumulated body of research about highly
creative, eminent individuals. These studies have sought
to understand the factors that contribute to high levels of
creative production. A major finding is that many creative
producers experienced stressful and traumatic childhoods—
particularly, the early loss of parents (Olszewski-Kubilius,
2000). Stressful childhoods are thought to contribute to the
development of creativity by engendering strong motivations
to express and thereby ameliorate childhood wounds through
some creative outlet and to gain acceptance, love, or admira-
tion from others. Early family environments that stress indi-
vidual thought, expression, and independence, and those in
which there is an emotional distance between parent and
child and less vigilant parent monitoring and socialization of
children create contexts for the development of personality
traits (e.g., risk-taking) that are thought to be essential to the
development of creativity (Subotnik, Olszewski-Kubilius, &
Arnold, in press).

THE EDUCATION OF GIFTED CHILDREN

Identification

The identification of gifted children is a major issue for edu-
cators. It is inextricably tied to one’s definition of and beliefs
about the nature of giftedness and also to the programs and
services that are put into place for children who have been
identified as gifted. These two components serve as bookends
to determine or bound the identification procedures.

For example, if you believe strongly that the aim of iden-
tification is to find children who have the potential to become
creative producers in adulthood (see discussion of Renzulli
earlier in this chapter), identification procedures might in-
clude a focus on demonstration of exceptionally creative
work in school coupled with task persistence and motivation
to produce unusual products at a high level. On the other
hand, if your beliefs about giftedness are that it is exceptional
intellectual ability regardless of actual achievement or per-
formance, measures such as IQ scores could be used for iden-
tification, and you would aim to include children with high
ability yet low school achievement. If you subscribe to an
educational definition of giftedness and believe that gifted
children are those for whom the typical school curriculum is
inadequate, you would use measures of achievement to find
students who are able to perform beyond their current school
placement in the subjects typically taught in schools. If you



The Education of Gifted Children 497

subscribe to a multiple intelligences view of ability, you
would want to establish identification procedures to find chil-
dren with talent in the various domains and provide programs
to help them develop that talent.

Programming or services affect identification procedures.
If you believe that your goal is to prepare children to become
creative producers in adulthood, you would build a program
that gives them many opportunities to practice making or
generating creative products. If you believe that your goal
is to ensure that every child in school experiences academic
challenges, you would design classes that through pacing or
rigor of the content provide challenge to gifted learners.

In reality, identification procedures for gifted children are
often put into place without a clear rationale or understanding
of the beliefs about giftedness and its development upon
which they rest. Moreover, there is often a mismatch between
identification procedures and programming. A frequent and
often valid criticism of gifted programs is that they often
have very selective identification procedures that include
high IQ and achievement scores, but the enrichment pro-
grams provide general enrichment appropriate for which
most students could be successful.

Identification of Academic Talent

A national survey of school gifted programs conducted by the
Richardson Foundation in the mid-1980s showed that teacher
nomination was the most frequently used means to identify
academically gifted students (91%), followed by achieve-
ment tests (90%), and IQ tests (82%; Cox et al., 1985). All
other types of criteria—grades, peer or self-nomination, and
creativity measures—were used significantly less often by
schools (less than 10% in most cases).

Although it is frequently used, teacher nomination is not
highly regarded as a method of identifying gifted students
(Tannenbaum, 1983). Teachers tend to nominate children who
are high achievers, polite, and well-behaved; sometimes use
placement in a gifted program as a reward for high achieve-
ment; and often fail to identify underachieving gifted children
(Borland, 1989). One of the problems in assessing the accuracy
of teacher nomination is the lack of precise standards against
which their judgments can be compared. Teachers improve in
identifying children who turn out to be gifted as defined by IQ
scores when they receive training about the behavioral charac-
teristics of gifted children (Tannenbaum, 1983).

IQ tests, which are probably best viewed as predictors of ap-
titude for academic achievement, are relevant to educationally
oriented definitions of giftedness. One of the problems with IQ
tests is that the information is not very useful for programming
planning because it does not relate well to the content areas

typically included in the school curriculum. Furthermore, IQ
tests are limited in their prediction of adult success as well.
However, IQ tests may reveal intellectual ability among under-
achieving students (Subotnik & Arnold, 1994).

Achievement tests and domain-specific aptitude tests do
map onto the school curriculum better than do IQ tests and
can indicate students’ mastery of the in-grade curriculum.
Due to severe ceiling problems, however, these tests do not
reveal what students know beyond the information assessed
on the test, which may be considerable. Sometimes, achieve-
ment tests are used off-level, so to speak, or tests (or test
forms) designed for older students are given to younger ones,
thereby eliminating the ceiling problems. However, it is
also not clear to what extent achievement or special aptitude
test performance predicts adult success in different fields
(Tannenbaum, 1983). A substantial amount of evidence exists
about this issue for mathematics; high mathematics scores on
the Scholastic Achievement Test (SAT) in the seventh or
eighth grade are associated with high academic achievement
in high school and college and with the choice of mathemat-
ics as a career (Lubinski & Benbow, 1993).

Checklists for teachers and parents are also frequently used
as part of an identification system. Very often, these are in-
cluded primarily for political reasons—that is, to include the
opinions of a particular group in the process. There are some
published instruments available, including the Scales for
Rating the Behavioral Characteristics of Superior Students
(Renzulli, Smith, White, Callahan, & Hartman, 1976), which
assesses abilities in 10 areas: learning, motivation, leader-
ship, artistic, musical, dramatics, communication-precision,
communication-expressive, planning, and creativity. Also
available are the Purdue Academic Rating Scales, designed to
identify secondary students for honors, advanced placement
(AP), or accelerated classes: It focuses on signs of superior
academic performance in mathematics, science, English, so-
cial studies, and foreign languages (Feldhusen, Hoover, &
Saylor, 1990). See Johnson and Fishkin (1990) for a com-
pendium of rating scales for creativity. Most often, schools
devise their own questionnaires; hence, there is typically little
or no validity or reliability information available on them.

Schools generally use multiple pieces of information
about a student to make a decision about placement into
a gifted program and employ some means or system of
organizing and evaluating the data. Borland (1989) and others
(Feldhusen & Jarwan, 1993) recommend that identification
be viewed as a process consisting of several distinct phases.
These phases include screening, which involves using avail-
able information about students to nominate them as potential
candidates for the gifted program—candidates who need fur-
ther scrutiny or examination to determine their match to the
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program. Sources of information for screening include exist-
ing student records, group tests, referrals, and nominations.
At the screening phase, the goal is to cast a wide net, so to
speak, using generous cutoffs so in order to include as many
students as possible.

The second phase is selection or placement. This phase
involves the gathering of more specific and reliable infor-
mation, usually through additional testing (Borland, 1989).
Tests to be used for selection or placement should be selected
on the basis of their relevance to the educational program,
their reliability and validity, the availability of normative
data, and the extent to which they are free from ceiling effects
and test bias (Feldhusen & Jarwan, 1993).

Placement decisions are usually based on the results of
synthesizing the data in some fashion and typically involve
one of the following mechanisms: constructing a matrix that
involves assigning points to scores on different tests and
summing them to yield a single giftedness index; computing
standard scores for each measure in order to ensure compara-
bility across measures; a comprehensive case study on each
nominated student; or a multiple-cutoff method, which
requires students to meet minimum score cutoffs for each mea-
sure included in the identification system (Feldhusen &
Jarwan). More sophisticated methods such as multiple regres-
sion models that determine a formula based on the predictive
validity of each identification instrument for program perfor-
mance are rarely used (Feldhusen & Jarwan). Domain-specific
measures may be used in areas such as the visual or performing
arts and include portfolio assessment, product assessment or
critique, auditions, and so on.

The third phase of the identification process that is rarely
implemented is the evaluation of the viability of the identifica-
tion protocol (Borland, 1989). This involves an analysis of
students’ performance in relation to the identification criteria
and can involve a possible reformulation of the identification
protocol. The questions being addressed at this phase of the
identification process are Are the students who were selected
for the program succeeding in it?, Are the selection procedures
excluding children who also could succeed in the program?,
and Are the children in the program achieving at expected high
levels over the long term? Methods to assess the appropriate-
ness of the selection protocol include the use of multiple re-
gression to determine the extent to which identification criteria
predict achievement in the program or the comparison of the
achievement of children who were selected for the program to
those who were nominated for the program but not selected.
Schools infrequently evaluate their identification protocols.

In summary, typical problems with identification systems
include the following: a lack of consistency between the

philosophy of the program and the identification protocol; the
overreliance on a single measure or instrument for identifica-
tion; a mismatch between the identification protocol and the
program being provided—most typically requiring high
scores on measures of verbal and quantitative ability and pro-
viding a program in only one area or using very high cutoff
scores on IQ or achievement tests and providing a general en-
richment program suitable for mildly above-average learners;
lack of evaluation of identification criteria to assess their pre-
dictive validity for program performance or outcomes; prob-
lems with instruments used, such as low reliability or validity
and ceiling effects; use of some kind of summative score
based on different selection criteria that has dubious validity;
and the lack of procedures for periodic reassessment of
students, both those in and those not in the program.

Recommended identification procedures include the use
of multiple screening measures in an effort to be very inclu-
sive and capture nontraditional students and underachievers,
identification protocols tailored to the particular school do-
main (e.g. using math tests for an accelerated math program),
placement decisions made by a committee using all available
information, and off-level testing to deal with ceiling effects
on on-level tests. See Feldhusen and Jarwan (1993) and
Borland (1989) for a fuller discussion of recommended iden-
tification procedures for gifted students.

Identification of Underrepresented Students

A major issue within the field of gifted education is the
typical underrepresentation of children of color within
gifted programs or advanced classes (Olszewski-Kubilius &
Laubscher, 1996) regardless of socioeconomic level (Ford,
1996). Reasons for this situation include lower performance
on typically used identification instruments by minority stu-
dents due to environmental factors such as fewer educational
opportunities and qualitatively poorer educational environ-
ments, instrumentation problems such as cultural bias of tests
and their lack of predictive validity for academic achieve-
ment of minority students, and the prejudices of teachers and
other educational personnel making decisions about students.
Ford (1996) recommends using alternative identification pro-
cedures that include nonverbal problemsolving tests (e.g., the
Ravens Progressive Matrices tests or the Naglieri Nonverbal
Ability Test), surveys and instruments specifically designed
to identify giftedness among minority students, and train-
ing for educators regarding cultural sensitivity. Although the
research evidence suggests that students of color are more
likely to be identified as gifted when alternatives are used,
they are still much less likely to be referred or nominated for
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such testing by their teachers (Sacuzzo, Johnson, & Guertin,
1994).

Musical and Artistic Talent

Systematic identification of musical and artistic talent within
children is typically not done by schools. Some large urban
school districts have performing arts high schools that draw
students from a wide geographic area. Standardized tests for
both music and art do exist; more often, however, teacher
nominations, portfolios, and auditions are relied upon. As
Winner and Martino (1993) note, very musically or artisti-
cally gifted children usually stand out and are easily identi-
fied by teachers.

The early signs of musical talent include exceptional sen-
sitivity to the structure of music, including tonality, key, har-
mony, and rhythm; strong interest and delight in musical
sounds; exceptional musical memory; quick and easy learn-
ing of an instrument; and early musical generativity or the
ability to compose, transpose, and improvise (Winner &
Martino, 1993). Perfect pitch and sight reading are less con-
sistently associated with musical talent. Early signs of artistic
talent include the ability to draw realistically at an early age
and the ability to imitate the styles of other artists (Winner &
Martino). More rare is an exceptional sense of composition,
form, or color in childhood drawings. Artistically talented
adolescents often produce drawings with elaborate imaginary
settings and fantasy characters—a visual representation of a
complex story (Winner & Martino).

Predictive Validity of Identification Tools

A major question underlying the identification of gifted stu-
dents is whether these children do in fact achieve at expected
levels in adulthood. It is very difficult to answer this question
given that there is no agreed-upon definition of adult success.
However, Subotnik and Arnold (1994) summarized the result
of longitudinal studies of individuals identified as gifted
(typically based on childhood IQ). They concluded that
IQ accounted for little of the variability in adult outcomes.
Neither did grades or other kinds of school-based, academic
criteria. The fruition of childhood ability and promise is very
tenuous, and social, environmental, and psychological vari-
ables play a huge role and interact in very complex ways
(Olszewski-Kubilius, 2000). Researchers agree that beyond a
certain point, ability is less important for adult achievement
than are factors such as personality dimensions and motiva-
tion (Winner, 1996; Csikszentmihalyi, Rathunde, & Whalen,
1993).

Gifted Education and the Law

The federal government has historically, been reluctant to be-
come involved in education; that is especially true for gifted
education. Special educational services for gifted children
are not required by law as they are for children with disabili-
ties. There does exist an Office of Gifted and Talented in
Washington DC (reestablished in 1988), and federal money
currently supports a National Research Center for the Gifted
and Talented. However, the federal government’s primary
role has been in providing definitions of gifted and talented
children (Karnes & Marquart, 2000).

Currently, 48% of states in the United States have mandated
both identification and the provision of special programs for
gifted children, 17% have a mandate for identification but not
programs, and 4% have a mandate for programs but not identi-
fication (Council of State Directors of Programs for the Gifted,
1996, as quoted in Karnes & Marquart, 2000). Many of these
mandates (42%) were not by law, however; 6% were by
administrative rule, 3% were by state department of education
guidelines, 18% were by a combination of these, and 15% by
some other means (Karnes & Marquart). In 1996, seventy-one
percent of the states who reported in indicated that there were
funds within the state budget specifically allocated for gifted
education.

Administratively, most states have a designated state coor-
dinator of services for gifted children (94%), although many
have additional responsibilities; also, most of the state-level
coordinators are placed under the departments of special
education or curriculum (Karnes & Marquardt, 2000).

Almost all states (except five) in the United States have
state definitions of gifted and talented students, and the major-
ity use some version of the 1978 federal definition (Karnes &
Marquardt, 2000). In terms of categories of ability included in
state definitions, the focus is clearly on superior intellectual
ability. Specific academic ability was mentioned in 33 states,
creative ability in 30, visual and performing arts in 20, leader-
ship in 18, and psychomotor in 3. Almost all of the states’
definitions use the terms demonstrated and/or potential
achievement (Karnes & Marquardt). Currently, only 28 states
require that teachers have specific certifications or endorse-
ments in order to teach gifted students (Karnes & Marquart).

Instructional Issues

Ability Grouping

One of the major strategies for dealing with gifted students in
schools is ability grouping. Ability grouping as a technique to
accommodate differences in learning rate is not used only by
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educators of gifted children. In the past, schools have used
ability grouping widely, but its use tends to vary with the
broader political climate at the time (see Kulik, 1992). Ability
grouping was employed and hailed as successful after
Sputnik; recently, however, it has been viewed negatively as
another form of tracking—a major reform issue in the 1990s.
The concerns about ability grouping among educators coa-
lesce around several key issues—student achievement, teach-
ers’ expectations of students, instructional quality, racial and
social discrimination and mobility, and social cohesion
(Rogers, 1991). The concerns have to do primarily with
whether ability grouping negatively affects students who are
not in the highest group and specifically whether it lowers
their achievement (due to a generally lowering of the intellec-
tual level of the classroom when very bright students are re-
moved or lowered teacher expectations or poorer instruction),
self-esteem, or both. The main concerns about ability group-
ing often voiced by educators of the gifted but not by educa-
tors in general is whether placement with other bright students
lowers individual gifted students’ self-esteem, stresses them
with unrealistic performance demands, or affects their socia-
bility with children who are not as bright. Despite the con-
cerns, the research on ability grouping mainly addresses only
two issues—academic performance and self-esteem.

Kulik (1992) and Rogers (1991) agree that the effects of
ability grouping vary greatly depending upon the type of pro-
gram or curriculum that is given to the different groups of
learners. Kulik’s (1992) meta-analysis of studies in which
students were ability grouped but given the same curricu-
lum show that students in the lower and middle groups learn
the same amount as do students of the same ability levels who
were placed in heterogeneous classes. Students in the high
group learned slightly more than did students of the same
ability placed in heterogeneous classes—1.1 compared to
1.0 years on a grade-equivalent scale after a year of instruc-
tion. The results of meta-analyses of these types of grouping
arrangements have often been used as evidence of the inef-
fectiveness of tracking by educators (Kulik, 1992). However,
Kulik argues that these studies do not properly address the
issue of tracking because no real differentiation of curriculum
took place. These same groups of studies also revealed
slightly negative effects for self-esteem for the high-ability
students and slightly positive ones for less able students.

The results of meta-analyses of programs that involved
within- or across-grade ability groupings of children who re-
ceived different curricula showed some increased learning
for all groups (Kulik, 1992). Typically, students who were
ability grouped gained 1.2 to 1.3 years on grade equivalent
scale compared to 1.0 years for students of comparable abili-
ties in heterogeneous classes.

Meta-analysis of 23 studies that compared the achieve-
ment of gifted students placed in accelerated classes to stu-
dents with equal abilities from nonaccelerated control classes
showed that the accelerated students outperformed the
nonaccelerated ones by nearly 1 year on a grade-equivalent
scale of a standardized achievement test (Kulik, 1992). Sub-
stantial gains were also found for gifted students who were
grouped full-time for instruction in gifted programs (Rogers,
1991). Rogers’ analysis by type of accelerated gifted program
showed that there were substantial academic gains for the fol-
lowing kinds of programs: nongraded classrooms, curricu-
lum compression (compacting of the curriculum), grade
telescoping (completing 2 years of school in one), subject ac-
celeration, and early admissions to college. Also, these forms
of acceleration did not have any substantial effect on the self-
esteem of the gifted students (Rogers, 1991).

Academic gains of 4–5 months (on a grade-equivalent
scale) were also found for gifted students grouped into en-
richment classes compared to equally able students in regular
mixed-ability classes (Kulik, 1992). Rogers (1991), in a re-
view of research on ability grouping, concluded that there
were also positive gains for gifted students who were receiv-
ing enrichment in cluster groups within their classes or in
pullout programs on measures of critical thinking, general
achievement, and creativity.

Rogers (1991) interpreted the results of various meta-
analyses of ability grouping to indicate that negative changes
found for self-esteem for gifted students are very small and
appear only at the initiation of a program that involves full-
time grouping. These effects are not present for other partial
programs for gifted students, and some positive effects for
self-esteem have been found for pullout types of enrichment
programs.

Kulik (1992) concluded that the effects of grouping are
strongest for gifted students because the adjustment of the
content, curriculum, and instructional rate is more substan-
tial. Rogers (1991) agrees that ability grouping takes many
forms that are beneficial to gifted students. Despite the posi-
tive research findings regarding ability grouping for gifted
students, educators of the gifted often have to vigorously
defend their programs.

Acceleration Versus Enrichment

Acceleration and enrichment are the cornerstones of gifted ed-
ucation. These terms encompass the major educational strate-
gies used with gifted children. Acceleration is defined as
“progress through an educational program at rates faster
or ages younger than conventional” (Pressy, 1949, p. 2, quoted
in Southern, Jones, & Stanley, 1993, p. 387). Typically,
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acceleration is thought of as grade skipping, but it actually en-
compasses a large number of practices. Southern et al. list 17
accelerative practices including early entrance to any level of
schooling, self-paced instruction, grade skipping, concurrent
enrollment in two levels of schooling simultaneously, credit
by examination, extracurricular programs, and curriculum
compacting or compression of curriculum into shorter periods
of time (see also Southern and Jones, 1991, for a thorough de-
scription and analysis of accelerative practices and options).
Southern et al. note that these programmatic options vary
along at least three dimensions: the degree to which the stu-
dent is treated differently from his or her age peers (e.g., early
entrance places students outside the normal grade for their
age, whereas extracurricular programs and credit by exami-
nation involve littledifferentiation); thedegree towhich the ac-
celerative option merely represents an administrative arrange-
ment to recognize prior achievement (e.g., early admission to
any level of schooling, grade skipping) versus active interven-
tion to respond to students’ learning needs (self-paced instruc-
tion or fast-paced courses); and the age at which a student could
experience the accelerative program.

Despite its many forms, accelerative strategies are
infrequently used by schools, and many educators have neg-
ative attitudes about them based on single experiences with in-
dividuals who were grade skipped (Southern et al., 1993).
Acceleration actually involves two components—recognition
of previous knowledge levels of the students that typically
greatly exceed those of most same-aged students and a capac-
ity to acquire new material at a rate faster than that of other stu-
dents. Many accelerative strategies simply respond to the first
component, whereas fewer are designed to address the latter.
Most accelerative strategies bring content reserved for older
students down to younger ones and assume that the content is
appropriate for younger gifted students, which may or may not
be true.

Proponents of accelerative strategies list many benefits for
students, including less emphasis on needless repetition and
drill, reduction of boredom, a closer match between level of
instruction and level of achievement, increased productivity
in careers in which early contributions are important, in-
creased opportunity for academic exploration, and more
appropriate level of challenge that engenders the acquisition
of good study habits and avoidance of underachievement
(Southern et al., 1993). Opponents of acceleration give the
following as negative consequences of acceleration: acade-
mic problems stemming from gaps in content preparation;
what has been called a specious precocity due to knowledge
without appropriate experience; an undue focus on learning
the right answers and short shrift to creativity and divergent
production; social adjustment problems as a result of a

reduction of time for age-appropriate activities; rejection by
older classmates; less opportunity to acquire social skills via
interaction with same-aged peers; reduced extracurricular
opportunities such as participation in sports or athletics due
to age ineligibility; and emotional adjustment problems
due to stress and pressure to perform (Southern et al., 1993).

The research evidence regarding the efficacy of accelera-
tion for gifted students is the same research cited previously
for grouping and is overwhelmingly positive. The research re-
garding specific accelerative strategies such as early admis-
sion to elementary school is much more varied, however,
linking early admission to increased failure and retention
rates and to more frequent referrals for placement in special
education. However, Southern et al. (1993) characterize much
of this research as suffering from serious methodological
flaws. The research on early admissions to college is positive
regarding both the academic performance and emotional-
social adjustment of early entrants. Specifically, early entrants
do as well as academically or better than do other gifted stu-
dents who do not enter early, make friends easily and readily
with older, typical-aged college students, and more frequently
complete college on time, earn honors, and complete a con-
current master’s degree (Olszewski-Kubilius, 1995).

Definitions of enrichment vary, but it is typically consid-
ered to be instruction or content that extends the boundaries
of the curriculum. The assumptions behind enrichment as a
focus of gifted education are (a) that the typical school cur-
riculum leaves out a great deal of content and skill learning
that is valuable for students to acquire and (b) that it focuses
on lower level cognitive skills such as the learning of facts at
the expense of more complex cognitive abilities (Southern
et al., 1993). Practitioners attempt to provide enrichment to
gifted students in a variety of ways—increasing the breadth
of the curriculum by adding content that is not typically cov-
ered and perhaps is more abstract; adding depth by allowing
students to study a topic more deeply and more thoroughly;
adding opportunities for more real-world applications of
the content learned through projects; infusion of research op-
portunities; or a focus on learning skills such as divergent
thinking skills, heuristics, or problem-solving skills. Unlike
acceleration, enrichment tries to meet the educational needs
of gifted students by the addition of content rather than ad-
justments of pacing of instruction (Southern et al., 1993). 

Acceleration and enrichment have often been pitted against
each other as opposing educational strategies. In reality, the
distinctions between them are often very blurred. Providing
additional content via enrichment often results in a student’s
being ahead of or accelerated with respect to other students in
achievement. Often the additional content provided is content
reserved for older students. Programs that truly meet the needs



502 Gifted Education Programs and Procedures

of gifted students will be some combination of enrichment and
acceleration—adjustments to content as well as adjustments
to instructional pace. The preference for acceleration or en-
richment as an educational strategy to serve gifted children
often has to do with societal sentiments and political ideolo-
gies prevailing at the time (Southern et al., 1993).

Types of Gifted Programs: Elementary Level

Borland (1989) identified seven program formats as typical
among program options available in schools for gifted chil-
dren. These formats include special schools; a school-within-
a-school, in which a semiautonomous educational program
for gifted students exists within a school; multitracked pro-
grams, which involve grouping students by ability for each
major subject; pullout programs, which are arrangements in
which students spend most of their time within a regular
classroom and are removed for a given time period each
week for special instruction with other gifted students; re-
source room programs, in which students who are typically
grouped within heterogeneous classrooms report to a special
site on a part-time basis for instruction; and provisions within
the classroom, which may include cluster grouping, special
assignments, or some other curricular modification.

The various program options have different benefits and
disadvantages for students and teachers. Part-time programs
such as resource room and pullout programs have the advan-
tage of giving students contact with both age-mates and intel-
lectual peers in a single day. However, being pulled out of the
regular classroom for a program makes the gifted students
conspicuous, which they may not like. Part-time programs
often fall victim to providing superfluous content as adminis-
trators struggle to define the curriculum for these programs and
typically opt to not intrude on the traditional school subjects.
And, typically, the program may involve only 2–4 hours of
instruction and so are quite minimal in scope and impact. Par-
tial, pullout types of programs can be logistical and scheduling
nightmares, raise the ire of teachers whose students are being
pulled out, and are expensive because they typically require an
additional teacher (Borland, 1989).

Full-time programs—whether they involve special
schools or a school-within-a-school—give students maximal
exposure to intellectual peers and thus peer support for high
achievement. If the school specializes in a particular area
(e.g., math and science or the arts), students will have a rich
and exceptional array of challenging courses and extracurric-
ular activities from which to choose and instructors with ex-
ceptional content area expertise. Most of these programs are
highly selective, and competition to gain entrance is fierce. In
addition, after they are admitted, students can experience

unhealthy levels of stress due to competition for grades
(Borland, 1989). There is also the danger that students enter-
ing special schools may focus on a particular discipline too
early without exploring other interests and options fully
(Borland, 1989).

Programs that group students by ability for each subject
can accommodate students with exceptional ability in only
one or two areas and provide a good match between the iden-
tification criteria, subject-area achievement, and placement.
However, these programs can be difficult for teachers be-
cause the class makeup changes for each subject. They can be
scheduling nightmares, and very often a truly differentiated
curriculum is not provided to the different groups of students
(Borland, 1989).

Cox et al. (1985), in a national survey of practices in gifted
education at both the elementary and secondary levels, found
that the most frequently offered program option was the part-
time special class or pullout model (72% of districts report-
ing). This option was followed by enrichment in the regular
classroom (63%), independent study (52%), and resource
rooms (44%). However, when criteria were applied to deter-
mine whether the program was substantial (e.g., a part-time
special class had to meet for at least 4 hours a week in order
to be considered substantial), only 47% of the part-time pro-
grams, 16% of the enrichment programs, 23% of the inde-
pendent study programs, and 21% of the resource room
programs were deemed substantial.

Less frequently employed program options (28–37% of
total programs) were AP classes; continuous progress (de-
fined as allowing students to proceed through the curriculum
without age-grade distinctions for subjects); mentorships;
full-time special class; itinerant teacher; moderate accelera-
tion (defined as completion of grades K–12 in 10–13 years);
concurrent or dual enrollment (defined as enrollment in high
school and college simultaneously); and early entrance to any
schooling level. The least frequently used program options
(11% or less) were radical acceleration (i.e., completion of
grades K–12 in 11 or fewer years), fast-paced classes (i.e.,
completion of two or more courses in a discipline in an ab-
breviated time frame), special schools, and nongraded
schools (Cox et al., 1985). It is interestingly to note that the
program options with the highest percentage of substantial
programs were those less often employed by schools—early
entrance, concurrent or dual enrollment, continuous progress,
full-time special class, itinerant teacher, and special schools
(Cox et al.).

Research about the efficacy of different program models is
scant (Delcourt, Loyd, Cornell, & Goldberg (1994). Delcourt
et al. cite only 10 studies (excluding their own study)
within the last 20 years that examined academic outcomes of
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different types of gifted programs. These studies involved
students primarily in Grades 2 through 6. These authors com-
pared the performance of second- and third-grade students
within four different types of gifted programs—full-time spe-
cial schools, full-time separate classes, pullout programs, and
within-class programs to groups of nongifted students and
students nominated by teachers as potentially qualified for
the gifted program (the gifted comparison group) but not
currently placed in it. Students’ prior performance on a stan-
dardized achievement test was used as a covariate, and
differences between the gifted students in the four gifted pro-
grams and the two comparison groups were assessed. Results
were that the students within the separate classes, full-time
schools, and pullout programs had higher scores on a stan-
dardized achievement test than did students in either of the
comparison groups and students in the within-class programs
when starting levels of achievement were accounted for. The
within-class students had the lowest scores in all areas of
achievement of all the groups assessed. Delcourt et al. state,
“since Within-Class programs are a popular model in gifted
education, their curricular and instructional provisions for the
gifted must be carefully maintained lest they disintegrate into
a no-program format” (1994, p. xviii).

Delcourt et al. (1994) also found that students in the sepa-
rate classes had the highest levels of achievement across the
comparison groups and other program types but the lowest
perceptions of their academic competence and sense of accep-
tance by peers. Students in the special schools also had lower
perceptions of their academic competence than did the other
groups of children. Delcourt et al. concluded that lowered self-
esteem or perceptions of academic competence, which appear
after initial placement and last for about 2 years subsequently,
is a result of social comparison—that is, students comparing
themselves to other very bright students. Students in all the
groups studied reported that they felt comfortable with the
number of friends they had in their own school and their pop-
ularity. “The type of grouping arrangement did not influence
student perceptions of their social relations for gifted or
nongifted students” (Delcourt et al., 1994, p. xix).

Archambault et al. (1993) studied a national sample of
third- and fourth-grade teachers to determine what kinds of
strategies they use to provide differentiated instruction to
gifted students. The results showed that across different types
of schools, teachers made only minor modifications in the
regular curriculum to meet the needs of gifted students. These
included eliminating already-mastered material and assign-
ing advanced readings, independent projects, enrichment
worksheets, or reports. In addition, gifted students were given
no more opportunities to work at enrichment centers, work
with other students on a specific interest, move to another

grade for a particular subject, or work on an advanced cur-
riculum unit than were average students within their class-
rooms (Archambault et al., 1993).

One strategy that has been proposed as appropriate for
gifted students is curriculum compacting; this is a strategy
whereby needless repetition and drill and already-learned
concepts are eliminated from the curriculum through pretest-
ing or some kind of preassessment. Research done by Reis
et al. (1993) showed that 40–50% of the in-grade curriculum
could be eliminated for gifted students in subjects such as
math, social studies, and science without affecting achieve-
ment. Specifically these students still scored as well as or
higher than did other gifted students who had not had cur-
riculum compacting on achievement tests given above level.
This study also showed that teacher training was critical to
the implementation of curriculum compacting as a strategy to
accommodate gifted students’ higher levels of knowledge
and faster learning rates. The quality of compacting was
higher for teachers in this study who received more intensive
training, including several hours of group compacting simu-
lations and 6–10 hours of peer coaching.

Regardless of how well they compacted the curriculum,
most teachers had a tendency to substitute nonacademic kinds
of activities such as peer tutoring when content material was
eliminated from instruction (Reis et al., 1993). They also pre-
ferred to substitute with enrichment rather than accelerative
types of learning activities. The authors suggest that further
training on substitution strategies was needed as well as ac-
cess to and assistance with selecting appropriate advanced
content materials to use with students.

Types of Gifted Programs: Secondary Level

Within the field of gifted education, the lion’s share of the re-
search and writing about programs is focused on elementary
school-aged children. For children in this age range, both pro-
gram models (e.g., Renzulli’s model, multiple intelligences)
and different kinds of administrative and grouping arrange-
ments for the delivery of services (e.g., pullout programs, en-
richment, cluster grouping, acceleration, resource room, etc.)
abound. However, for secondary-level students, fewer mod-
els for programs exist, and creative service delivery op-
tions are rarely employed. In most secondary schools,
honors-track and AP classes are the only options for students
functioning above grade level. However, at the secondary
level (in contrast to the elementary level) accelerative options
are more readily accepted as a means to accommodate gifted
learners owing in part to the success and wide acceptance of
the AP program, which implies that students are working at
least 1 year above grade level.
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Special classes for advanced secondary students typically
occur within departments that are organized around major
content domains. This means that many opportunities may be
available to students to develop high levels of talent within
particular domains. It can also result in a program that has
many good parts but no whole—no systematic means or
process of identifying students who need special program-
ming and no integration across the curriculum (VanTassel-
Baska, 1998).

At the elementary level, there is often an individual re-
sponsible for the gifted program—the gifted coordinator. At
the secondary level, this is rarely the case. Programs that are
considered appropriate for gifted students at the secondary
level are the AP program of the College Board, which enables
students to take college-level courses while in high school
and via examination thereby earn college credits; and the
International Baccalaureate program (IB), which is a 2-year
program of advanced courses taken in the junior and senior
years. The IB program emphasizes multicultural perspectives
and foreign language proficiency and is an international pro-
gram designed to prepare high school students to be able to
pursue college or university course work at any institution
worldwide. The IB program was initially developed in the
1960s as a result of international school efforts to establish a
common curriculum and university entry credentials for geo-
graphically mobile students. Schools opt to implement the IB
program, a process that entails a detailed self-study and sev-
eral years of planning and preparation. Students who enroll in
the IB program take special courses and exams in order to
earn the IB diploma. IB is considered to be an academically
rigorous course of studies by U.S. colleges and universities
(Tookey, 1999/2000).

In 22 states within the United States, legislation enables
high school students to be simultaneously enrolled in high
school and college—referred to as dual enrollment, con-
current enrollment, or postsecondary option. Students who
partake of this option spend part of their day on a college
campus taking a college course. The legislation across states
varies considerably (McCarthy, 1999; Olszewski-Kubilius &
Limburg-Weber, 1999) but typically requires high schools to
use their per-pupil state funds to pay part or all of the college
tuition. The legislation may stipulate what kinds of courses
can be taken (typically only courses that the high school does
not offer), the number of courses that can be taken, and the
types of institutions (private vs. public) that students can at-
tend. Some states specify the circumstances under which stu-
dents can earn high school and college credit and the amount
of credit that can be earned. Most states reserve dual enroll-
ment for juniors and seniors who have already earned a cer-
tain number of high school credits or satisfied a specified

number of graduation requirements. Dual enrollment and AP
are similar in that they both are ways in which high school
students can take classes for college credit while in high
school.

Other programmatic options for gifted secondary students
include competitions and internships. These options are not
exclusively for gifted students, although they typically re-
quire demonstration of a high level of interest in a specific
area (internships) or require advanced skills in order to be
competitive (competitions). Thus, they are often viewed as
most appropriate for students who are gifted.

Competitions are typically extracurricular activities, and
students can participate via the sponsorship of their school or
on their own. There are many different kinds of competitions
(see Olszewski-Kubilius & Limburg-Weber, 1999, for re-
sources) in many different domains. The benefits of competi-
tions include learning how to compete, acquiring and honing
independent study skills, gaining opportunities for feedback
and critique from professionals, and opportunities to work on
real-world problems. Competitions also often have signifi-
cant cash prizes. Several of the best known are the Intel
Science Talent Search (formerly Westinghouse) and the
Mathematics, Physics, and Chemistry Olympiads. Usually,
students who get involved in team competitions prepare for
them via a high school club. These extracurricular activities
have many advantages for students; they provide socially
supportive contexts within which students can learn a great
deal of specific subject matter (Subotnik, Miserandino, &
Olszewski-Kubilius, 1997).

Internships are typically available to college-aged students,
although increasingly, these opportunities are being opened
to high school students and being organized by high schools.
The benefits of internships are primarily in the opportunities to
participate in significant adult work and to connect with pro-
fessionals who can assist with career and educational planning
(Olszewski-Kubilius & Limburg-Weber, 1999).

Other options for gifted students include special schools.
Currently there are 10 special high schools within the United
States (six in the South or Southeast, two in the Midwest, one
in the West, and one in the Northeast) designed for students
who are mathematically and scientifically talented. These
schools are supported by state education dollars, which
means that tuition and room and board are free. Typically
they are established by the state legislature after extensive
lobbying efforts on the part of parents and state lawmakers.
Most serve students in Grades 11 and 12 only. These schools
offer an advanced curriculum and have a variety of courses in
mathematics and science that is wider than the variety that
would be found at a typical high school. They can also give
students educational opportunities that are not usually



The Education of Gifted Children 505

available to most high school students, such as opportunities
to work with scientists on research, access to state-of-the-art
laboratories, and career counseling (Olszewski-Kubilius &
Limburg-Weber, 1999). These schools are also home to
some internationally ranked chess, debate, and academic
teams.

A final option for gifted high school students is early
entrance to college. Many students across the United States
leave high school 1 year early and enter college; most col-
leges and universities accept younger students. However, a
dozen or so special early college entrance programs exist that
accept students 2–4 years early. These programs are often de-
signed so that students simultaneously complete high school
graduation requirements and earn college credits. Some are
supported by state education dollars. These programs provide
special support systems for students in the form of desig-
nated counselors, special dormitories, and social events
(Olszewski-Kubilius & Limburg-Weber, 1999).

Many programs geared towards gifted and talented stu-
dents are sponsored by organizations and institutions other
than schools—predominantly universities and colleges. Par-
ents have turned to these institutions for services for their
gifted children because such services are not available from
their local school and because they want their children to
have additional academic opportunities. These extraeduca-
tional opportunities include summer programs, study abroad,
and distance learning programs.

Summer programs have increased tremendously, and there
are hundreds of such programs in the United States. Distance
learning programs are also growing—for example, virtual
high schools. Some distance learning programs offer a com-
plete high school curriculum. Several programs are geared
specifically towards advanced learners and offer AP courses
or college-level courses in traditional by-mail formats or
through online and Internet technologies (Olszewski-
Kubilius & Limburg-Weber, 1999). Gifted students use dis-
tance learning courses to take advanced courses that they
cannot fit into their schedule at high school or to take courses
not offered by their school. Study abroad programs are
generally not specifically targeted at academically gifted stu-
dents but are often used by such students to enhance their
high school studies or are used to fill a semester left vacant by
accelerated studies.

In the United States, there exists a nationally available
program called talent search that plays a substantial role in
educating gifted children but is not sponsored by schools.
Talent search programs involve testing children anywhere
from Grades 3 through 9 who are performing at the 95th
percentile or above on a standardized in-grade achievement
test via standardized tests that are given off-level. The most

well-developed programs involve having seventh- and
eighth-grade students take the SAT or the American College
Test (ACT). Other talent search programs involve younger
students in taking tests such as the PLUS and EXPLORE.
Comparable talent searches are carried out all over the United
States by various universities that provide services to a sin-
gle state or to several states. It is estimated that over 200,000
students across the United States participate in talent search
programs annually.

The talent search programs increase families’ access to
educational resources specifically designed for gifted stu-
dents, including special summer programs, distance learn-
ing programs, weekend courses for students, and conferences
and workshops for parents. They give parents information
about gifted children’s developmental, social, psychologi-
cal, and educational needs through newsletters and maga-
zines (Olszewski-Kubilius, 1998).

Talent search programs are among the most researched
models of identification of academic talent and service deliv-
ery that exist within the field of gifted education (Olszewski-
Kubilius, 1998). Research has validated the use of the 95th
percentile as a cutoff score for participation in the talent
search and the predictive validity of scores on the SAT for
performance in accelerated classes (Olszewski-Kubilius,
1998). Talent search scores provide a valid indication of level
of developed reasoning ability and learning rate within sev-
eral academic domains that can be matched to educational
programs adjusted for pacing and content. Talent search
scores are also predictive of future accomplishments such as
grades and course taking in high school; they are also predic-
tive of choice of field of study in graduate school (see
Olszewski-Kubilius, 1998 for a review of this research).

Although research evidence about the long-term effects of
participation in gifted programs is scant, the most substantial
body of research exists surrounding the effects of participation
in talent-search-sponsored educational programs. Specifi-
cally, students who had participated in special programs were
more likely to pursue advanced courses in high school such as
BC calculus and AP courses, chose more academically selec-
tive colleges, earned more honors, were more likely to accel-
erate their studies, and had higher educational aspirations than
did students who did not (see Olszewski-Kubilius, 1997, for a
review). These effects were especially potent for gifted
females, enabling them to keep up with gifted boys in mathe-
matics course taking (see Olszewski-Kubilius, 1998, for a
review of this research). It is likely that participation in out-
of-school educational programs that offer advanced and accel-
erated courses provides both social support for achievement
and a safe setting in which to risk taking challenging courses.
Achieving success in classes such as these does much to
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bolster students’confidence, thereby increasing the possibility
that they will pursue advanced courses in their home school
setting.

Although institutions other than the local schools are
increasingly serving gifted students through programs and
courses, there is very little articulation between in-school
and out-of-school programs. Many students take courses in
university summer programs for their own personal growth
and enrichment and do not expect to receive credit from their
school. Increasingly, however, students and families use
summer programs to complete required high school courses
or to complete advanced courses that can fulfill graduation
requirements. Credit for summer courses or any outside-of-
school program is infrequently given for a variety of reasons
(Olszewski-Kubilius, Laubscher, Wohl, & Grant, 1996). At
present, schools and out-of-school institutions that serve
gifted students through programs work independently rather
than cooperatively.

The Future of Gifted Education

Although it is difficult to make predictions about the future of
gifted education, it is certain that there will be significant
changes in both what is delivered to students and the manner
in which it is given. At present, there is a shift away from
offering gifted programs to serving gifted children within
their heterogeneous classrooms; this is in part due to dwin-
dling resources for special programs, the fact that the pullout
program (the most typical gifted program) is expensive and
cumbersome to run, and the current climate of inclusion re-
garding special needs students. Research cited previously
suggests that although having the regular teacher meet the
needs of gifted students within the classroom sounds good in
theory, it is difficult to implement, and little real differentia-
tion of curriculum and instruction actually takes place. How-
ever, this does not mean that this model cannot be salvaged or
that the preference for inclusion will diminish. It requires a
shift in the conception of the gifted coordinator and in the
conception of the gifted.

Typically the gifted coordinator administers the single
gifted program. However, a new conceptualization is that of
coordinator of resources for children capable of working
above grade level and for teachers who work with them.
Gifted children cannot be served with a one-size-fits-all pro-
gram. Research on talented children reveals no single profile
of giftedness, and very few children are exceptional across all
school subjects. Thus, a variety of programs and services
needs to be in place for a variety of children with a variety of
exceptional abilities. The talent development coordinator’s
role would be to devise and implement identification systems

for various domains, assist teachers with grouping arrange-
ments and differentiation of curriculum within the classroom
for all children who are advanced, help teachers adjust the
level of the curriculum to provide challenge for all students,
make special arrangements for students with exceptional
needs (learning disabled and gifted or highly gifted), help
students access outside-of-school educational programs,
coordinate with community organizations and institutions of
higher education for services and programs, and design
needed school or district programs.

Efforts to help more marginal students reach their potential
through special programs could reasonably be considered
under the rubric of the talent development program. The re-
search on talent development has shown that schools and the
process by which high levels of talent are developed are often
at odds. For example, the retrospective literature on emi-
nent adults shows a pattern of early specialization in the talent
area and education more akin to apprenticeships and mentor-
ships, unlike our current traditional schooling (Sosniak, 1999;
Subotnik & Coleman, 1996). Shifting to a talent development
approach to education will require dealing with strongly held
beliefs that education—particularly early education—should
promote well-roundedness. Can we take what the literature has
to offer regarding how talent develops and incorporate it into
our schooling process for all children? Gifted education and
the talent development literature may have much to say to
those who wish to reformulate schools so that all children are
motivated to learn to their highest potential. The fundamental
basis for gifted education is recognizing individual differences
among children and responding to them so that all children are
challenged intellectually in school.

The major issues facing gifted education as a field (as well
as education generally) is the gap between the achievement of
minorities and nonminorities at every socioeconomic level
(Reaching the Top; College Board, 1999). Gifted programs
have been criticized for underidentifying students of color
and for contributing to the inequities that exist in schools
regarding the education of poor and minority children
(Sapon-Shevin, 1996). Gifted education needs to be respon-
sive to this issue and see itself as an important part of the
solution to the problem. More equitable ways of identifying
talent need to be developed, and programs need to focus on
potential for achievement as well as already developed
ability. There are assessments available, such as the Naglieri
Noverbal Ability Test (NNAT) that appear to be better at iden-
tifying minority children who are gifted than do the IQ and
achievement measures currently in use (Sacuzzo et al., 1994).
However, the NNAT and other similar measures are rarely in-
cluded in gifted identification protocols. In addition, when
more children with potential as opposed to actualized and
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demonstrated ability are included in the gifted program,
the nature of the program will necessarily have to change.
Verbally articulate, culturally enriched, middle- or upper-
middle-class will not longer be the typical profile of charac-
teristics of children within the gifted program, and curriculum
content and instruction will need to respond to a more varied
range of interests, abilities, strengths, and weaknesses. These
issues will likely frame both research and practice in the
upcoming decade.

Another lesson from the studies of talented individuals is
the important role of out-of-school agencies in developing
talent. Many parents who have financial resources seek addi-
tional services and programs for their talented children from
universities, summer camps, and other organizations. How-
ever, tuition costs make lack of access an important issue and
potentially can increase the inequities between talented stu-
dents of varying economic levels. An important role for gifted
education is forging a closer connection between schools and
community organizations and institutions in the service of
educating children. Communities can offer opportunities for
students to connect with mentors and to have internships, ad-
ditional classes, and enrichment experiences. Gifted educa-
tion needs to move beyond the school walls to provide the
kinds of experiences that talented children need to develop
high levels of talent and to remain engaged, motivated, and
challenged. Lauren Sosniak (1998) calls for children’s in-
volvement in communities of practice or adult worlds where
they can work as novice yet contributing members. These
kinds of experiences may be vital to the development of talent
because they can affect both the acquisition of needed skills
and attitudes and also increase motivation to succeed.

Articulation and cooperation between outside-of-school
agencies such as universities and museums and schools is
also critical if schooling moves beyond the school walls. It is
not unusual for schools to deny students credit or appropriate
placement for courses that they have taken outside their local
school. Examples included denying high school credit for
Algebra I taken in the eighth grade at the elementary or mid-
dle school or denying credit for a course taken at a university
summer program (Olszewski-Kubilius et al., 1996). Concerns
about the quality of outside courses certainly affect schools’
decisions about credit and placement, but if schools cannot
provide the needed courses at the appropriate time for gifted
students (which may mean earlier than for most students),
they must be more willing to work with outside agencies to do
so. The boundaries between levels of schooling must become
more fluid and the dependence on age for placement into
classes less rigid to meet the needs of gifted children.

A theme that emerges from the research on practices in
gifted education is the importance of teacher training. It is

clear that teachers will improve in the identification of gifted
students and provision of differentiated curriculum and in-
struction if given training. It is also clear that training must
involve much more than is typically thought of as profes-
sional development—that is, attendance at a workshop or
conference—and is more likely to succeed in changing
teacher behaviors if modeling and mentoring are provided for
an extended length of time. In the Archambault et al. (1993)
study cited earlier, 61% of the teachers had not had any in-
service training in gifted education despite the fact that their
average length of teaching was 10 years. Little more than half
of the states in the United States currently require teachers
to have special endorsements or certificates to teach gifted
students. Preservice training in gifted education typically
consists of a few hours of instruction within the Exceptional
Children course. Only when there is recognition that meeting
the educational needs of gifted students does require special
techniques and methods that must be specifically taught to
and acquired by teachers will this situation change.

Afinal issue that will affect gifted education is the potential
role of distance education in helping to serve gifted students.
Already, virtual high schools and universities exist offering
advanced curricula to learners from diverse schools and back-
grounds. Distance education has the potential to completely
reorganize the way special advanced classes can be offered
and increase access to them dramatically. It also has the
potential to relegate gifted education to outside agencies as
schools find it easier to use these programs in lieu of making
substantial accommodations in their basic curricula and
programs.

Despite the research presented in this chapter, there is a
paucity of studies on the effectiveness and outcomes of differ-
ent types of program models—particularly at the secondary
level. Specifically, research on cooperative programs between
schools and community institutions or schools and universi-
ties is needed as well as research about program models that
effectively serve a diverse group of gifted children. Many in-
novative approaches are being tried, but few are being tested
and adequately evaluated. Although there is considerable re-
search on several practices within the field, the literature on
best practices is still relatively limited.

Along with best practices, more research is needed on the
types of training and professional development models that
help teachers to acquire the skills they need. And finally,
more research is needed on why attitudes toward certain
practices such as acceleration continue to be negative despite
the overwhelming positive research support for the practice.
Research is sorely needed on how to use research in this field
to effect change and affect school policies and classroom
practices.
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The focus of this chapter is on the behavior disorders of chil-
dren and youth, which are increasingly manifested within the
context of schooling. Children by the thousands now appear
at the schoolhouse door showing the damaging effects of
prior exposure to family-based and societal risks (abuse, ne-
glect, chaotic family conditions, media violence, etc.) during
the first 5 years of life. Our society has begun to reap a bitter
harvest of destructive outcomes among our vulnerable chil-
dren and youth resulting from such risk exposure and from
our seemingly diminished capacity to rear, socialize, and care
for them effectively. It is now not uncommon for as many as
half of the newborns in any given state to suffer one or more
risk factors for later destructive outcomes and poor health
(Kitzhaber, 2001).

The characteristics, needs, and demands of these children
and youth have overwhelmed the capacity of schools to ac-
commodate them effectively. Ironically, our school systems
have been relatively slow to recognize the true dimensions of
the challenges that these students pose to themselves, to the
social agents in their lives, and to the larger society. Recent
estimates by experts of the number of today’s youth with
significant mental health problems reflect the destructive
changes that have occurred in the social and economic condi-
tions of our society over the past 30 years. Angold (2000)
estimated that approximately 20% of today’s school-age chil-
dren and youth could qualify for a psychiatric diagnosis using
criteria from the Diagnostic and Statistical Manual of Mental

Disorders–Fourth Edition (DSM-IV; American Psychologi-
cal Association, 1994). Hoagwood and Erwin (1997) argued
that about 22% of children and youth enrolled in school set-
tings have mental health problems that warrant serious atten-
tion and treatment. Slightly less than 1% of the school-age
population is served as emotionally disturbed under provi-
sions of the Individuals with Disabilities Act (IDEA, 1997),
which illustrates the enormous gap that currently exists be-
tween need and available supports and services for these stu-
dents in the school setting. 

In a recent Washington Post investigative report on the
changed landscape of problem behavior and its impact on
schooling, Perlstein (2001) provided elaborate documentation
of the increasingly outrageous forms of behavior displayed
by younger and younger children and concluded that our
schools are “awash in bad behavior” (p. B1). She described
elementary school students who defied their teachers and
called them obscene names, who threatened them with physi-
cal violence, who attacked their peers for no apparent reason,
who brought drugs and weapons to school, who destroyed
classroom furnishings when disciplined, and whose parents
denied their child’s culpability in these incidents and refused
to take ownership or responsibility for dealing with them. In
addition, Perlstein provided compelling evidence of national
trends involving the rising use of school suspensions and ex-
pulsions of very young children, the creation of school-based
detention centers, and investment in alternative educational
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programs and personnel—all increasing dramatically at the
elementary school level. Educators perceive the costs of these
accommodations as taking dollars away from needed school
reform efforts designed to increase educational accountability
and achievement levels.

The larger society has finally begun to express concern
about our troubled children and youth and to assemble experts
from multiple disciplines to create policy, develop legislative
initiatives, and construct action plans that will address this
growing national problem. For example, in September 2000,
the U.S. Surgeon General convened a national conference
on children’s mental heath, involving a collaboration between
the U.S. Departments of Health and Human Services, Educa-
tion, and Justice, to develop a national action agenda that
balances health promotion, disease prevention, early detec-
tion, and universal access to care. This conference produced
an influential report titled Report of the Surgeon General’s
Conference on Children’s Mental Health: A National Action
Agenda, which provides a blueprint for action on this critically
important topic.

In a more reactive vein, the widely publicized school-
shooting tragedies of the 1990s have shocked us into action
and cast a national spotlight on the problems that young peo-
ple daily experience with bullying, emotional abuse, and ha-
rassment at the hands of their peers. It is estimated in media
reports that approximately 160,000 U.S. students miss school
each day because of bullying. When mixed with mental health
problems (severe stress and anxiety, depression, paranoia) and
the desensitizing effects of pervasive exposure to violence in
the media, the toxic consequences of bullying can pose a real
risk of tragic outcomes in the context of an abused student
seeking revenge—a recurring pattern that we have seen in
school shootings. Kip Kinkle, who went on a school-shooting
rampage at Thurston High School in Springfield, Oregon, in
1998 after murdering his parents, was an exemplar of this
combination of destructive attributes. The Thurston shooting
prompted a collaborative effort between the U.S. Departments
of Education and Justice (in which the senior author was a
participant) that created a national panel of experts who pro-
duced two resource guides sent to every school in the country:
Early Warning/Timely Response: A Guide to Safe Schools and
Safeguarding Our Children: An Action Guide. Implementing
Early Warning, Timely Response. The first document focused
on warning signs and early detection; the second provided
guidelines for implementing the Early Warning/Timely Re-
sponse guide.

Schools have now realized that these complex problems
cannot be dealt with through a business-as-usual approach.
School administrators are searching for and considering an
array of strategies that will help make schools safer and more

effective; they are now open to prevention approaches in
ways that have not heretofore been in evidence. The spate of
tragic school shootings over the past decade prompted a
strong investment in school security technology by educators
and created pressures for the profiling of potentially danger-
ous, troubled students. Neither approach has been demon-
strated as particularly effective in making schools safer or
free of the potential for violence. Profiling has very serious
downside risks for student victimization through damage to
reputations (Kingery & Walker, 2002).

School administrators have been generally open to, but less
enthusiastic about, investing in comprehensive, positive, be-
havioral-support approaches that (a) create orderly, disci-
plined school environs; (b) establish positive school cultures;
and (c) address the needs of all students who populate the
school. Perhaps this is the case because these programs require
up to 2 years for full school implementation. Two of the best
known and most cost-effective approaches of this type are the
Effective Behavioral Support (EBS) and Project Achieve in-
tervention programs developed respectively by Horner, Sugai,
and their associates at the University of Oregon and Knoff
and his associates at the University of South Florida. Both of
these proven model programs are profiled in Safeguarding
Our Children: An Action Guide. Implementing Early Warning,
Timely Response (see Dwyer & Osher, 2000).

The development of comprehensive interagency collabo-
rations that address primary, secondary, and tertiary forms
of prevention is an investment that schools have yet to make
to any significant degree. However, to reduce and actually
reverse the harm caused by the broad-based risk exposure
experienced by today’s children and youth, it will be neces-
sary to scale up and mount such collaborative initiatives with
good integrity (Eddy, Reid, & Curry, 2002).

Behaviorally at-risk children and youth provide a funnel
through which the toxic social conditions of our society spill
over into the school setting and destructively impact the
capacity of our schools and educators to provide for these
vulnerable students the normalizing and protective influences
of schooling. This growing student population increasingly
stresses and disrupts the teaching-learning process for every-
one connected with schooling. The peer cultures of schools
grow ever more corrosive, and there are more incidents of
challenges to school authority and operational routines by
angry, out-of-control students. School personnel, perhaps un-
derstandably, regard members of this student population with
suspicion because of the large number of school-shooting
tragedies that have occurred over the past decade. At the
other end of the spectrum, significant numbers of today’s
students experience severe anxiety and depressive disorders
primarily of an internalizing nature.
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This chapter focuses on the topic of behavior disorders
(BD) in the context of schooling and is written from the
perspective of the school-based professionals (school psy-
chologists, special educators, school counselors, early inter-
ventionists, behavioral specialists) who are specialists in
addressing the needs and problems of this behaviorally
at-risk student population. Herein, we address three major
topics as follows: (a) the critical issues that have shaped and
continue to influence the field of behavior disorders; (b) the
adoption and delivery of proven, evidence-based strategies
that have the potential to divert at-risk students from a de-
structive path and that contribute positively to school
engagement and academic success; and (c) the content of in-
terventions for addressing the adjustment problems of BD
students within the school setting. The chapter concludes
with some brief reflections on the future of the BD field and
directions it should consider for its future development. 

CRITICAL ISSUES AFFECTING THE FIELD OF
BEHAVIOR DISORDERS

BD professionals working in higher education and school
and agency settings are uniquely positioned, and qualified, to
have a positive impact on the needs, challenges, and prob-
lems presented by the behaviorally at-risk student popula-
tion. They have intimate knowledge of schools and their
cultures; they know instructional processes and routines; and
they are experts in behavior change procedures. No other
professional combines these types of skills and knowledge.
As a rule, BD professionals are strongly dedicated to improv-
ing the lives of these children and youth through the direct
application of the strategies and techniques that they have
been taught for changing behavior in applied contexts. How-
ever, as our society’s problems have worsened, the results of
their intervention efforts look less and less impressive in the
face of schools that have been transformed into fortress-like
structures and student populations that continue to be out of
control.

The BD field has developed some seminal contributions to
our understanding of school-related behavior disorders along
with methods for addressing them, but this knowledge base
and these proven practices are often not in evidence in the
daily operation of schools. The gap between what is known
and proven and what is practiced is no where greater than in
the field of school-related behavior disorders. This section is
divided into two major topics that focus, respectively, on
“What is Right with Behavior Disorders?” and “What is
Wrong with Behavior Disorders?” We believe that the critical
issues affecting the BD field can be effectively illustrated

using this dichotomy. Before dealing with this set of issues,
however, we would like to put the BD field in context relative
to its role as a resource to schools in dealing with behav-
iorally at-risk students and its status as a subspeciality of the
larger field of special education. 

The Current Landscape of Behavior Disorders as a Field

The field of behavior disorders, as a disciplinary subspecialty
of general special education, is a relatively new field dating
from the early 1960s. Frank Wood (1999) recently profiled
the history and development of the Council for Children with
Behavior Disorders (CCBD) in this regard. 

Although encompassing diverse philosophical and theo-
retical approaches, the field has generally maintained a
consistent focus on empirical research and has provided im-
portant journal and monograph outlets for the contributions
of its researchers and scholars. The Journal of Behavioral
Disorders, the CCBD Monograph Series, the Journal of Emo-
tional and Behavioral Disorders, and Education and Treat-
ment of Children are excellent examples of peer-reviewed
publications that publish high-quality research and commen-
tary in the BD field. These outlets and their respective editors
have advanced the field’s development and have contributed
enormously to the cohesive knowledge base that we see
today relating to the social, emotional, and behavioral status
of at-risk children and youth in the contexts of school and
community.

The field of behavior disorders can trace its roots to the use
of behavior change procedures with mentally ill children and
youth within highly restrictive settings (mental institutions,
residential programs) and to the delivery of mental health
services for the emotional problems of vulnerable children
and youth within school and community settings. Over the
past three decades the number and severity of the problems
manifested by children and youth, who are referred to as
having emotional disorders (ED) or behavior disorders, have
changed substantially (Walker, Zeller, Close, Webber, &
Gresham, 1999). Early in our field’s development the children
and youth referred and served as having emotional disorders
had primarily mental and emotional problems (depression,
social isolation, self-stimulatory forms of behavior, etc.).
Problems representing critical behavioral events, sometimes
involving a danger to self and others, such as severe aggres-
sion, antisocial behavior, vandalism, cruelty to animals,
and interpersonal violence, were rarely dealt with by BD
professionals.

It is clear that thousands of young children in our society
are being socialized within chaotic, abusive family and com-
munity contexts in which they are exposed to a host of risk
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factors that provide a fertile breeding ground for the develop-
ment of highly maladaptive attitudes, beliefs, and behavioral
forms. These risk factors can operate multiply on an individ-
ual across family, community, school, and cultural contexts.
They are registered in unfortunate life paths that are often
tragic and involve huge social and economic costs. We now
see comorbid mixtures of syndromes (conduct disorder
and attention-deficit/hyperactivity disorder, or ADHD) in
school-age children that are efficient predictors of adult
psychopathology (see Gresham, Lane, & Lambros, 2000;
Lynam, 1996).

Professionals in the field of behavior disorders are charged
with effectively accommodating this changed population of
children and youth within the context of schooling. The pres-
ence, risk status, and intense needs of these students place
powerful stressors on the ability of schools to serve them;
they present a continuing and significant challenge to BD
professionals and to the field. Increasingly, educators are
having to forge partnership arrangements with mental health
and other social service systems in order to meet the needs of
these individuals, their families, and their caregivers. 

In our view, the field of behavior disorders possesses the
knowledge and skills necessary to accommodate the majority
of behaviorally at-risk children who must be served by
schools. However, for those children who enter the school-
house door having severe tertiary-level involvements, schools
will find it necessary to continue forging effective partnership
arrangements with nonschool service systems such as mental
health. We see this development as a positive one that should
be promoted and enhanced. The advent of family resource
centers, attached to school districts, provides an excellent ve-
hicle for the coordination and delivery of such approaches.

Today, BD professionals at all levels are challenged as
they have never been before. Continuing to serve students
having mental health needs primarily under the aegis of the
ED category of special education is no longer viable. The in-
tensity of need and the sheer numbers of affected individuals
are simply too great, and the consequences of not serving this
growing student population are both tragic and ominous.
Schools, in collaboration with community agencies, must
find new ways of responding to this service need that contin-
ues to grow and expand. The BD professional can play a
powerful role in building a new service delivery infrastruc-
ture for meeting this critical need and making sure that
schools are key players in developing viable solutions to this
societal problem that we all own collectively. 

What Is Right With Behavior Disorders?

Because of the quality of the BD field’s cadre of profession-
als, its consistently empirical focus, strong commitment to

best and preferred practices, and the diversity and rigor of its
methodological tools and approaches, the field has a well-
developed capacity to contribute innovations that can lead
(a) to important outcomes in the lives of youth with emo-
tional disorders and (b) to the enhancement of the skills and
effectiveness of online BD professionals (Walker, Sprague,
Close, & Starlin, 2000). Many of these contributions can be
documented as they operate currently within general educa-
tion contexts. Some examples include the following:

• The roots of many standards-based school reforms and
performance-based assessment systems can be traced to
behavioral psychology and applied behavior analysis.

• The current emphasis on teaching social skills as part of
the regular school curriculum to reduce conflicts and pre-
vent violence results from initiatives by BD and related
services professionals.

• The development of behavior management approaches for
managing student behavior in specific school settings re-
sults from prototype models developed by the BD field.

In recent years the BD field has contributed some advances
that (a) increased our understanding of how behaviorally at-
risk children and youth come to engage in and sustain their
destructive, maladaptive behavior patterns over time; (b) doc-
umented how some of our interactions with students with
emotional disorders in teaching-learning situations control
both teacher and student behavior in negative ways; (c) pro-
vided for the universal screening and early identification of
school-related behavior patterns that facilitate effective early
intervention; (d) documented the relationship between lan-
guage deficits and conduct disorder among at-risk children
and youth; (e) investigated the metric of disciplinary referrals
and contacts with the school’s front office as a sensitive mea-
sure of the following school climate, the global effects of
schoolwide interventions, and the behavioral status of indi-
vidual students; (f) developed effective, low-cost models of
school-based intervention that allow access to needed ser-
vices and supports for all students in a school; (g) contributed
schoolwide, disciplinary and positive behavioral support sys-
tems that improve outcomes for the whole school; (h) re-
ported longitudinal, comprehensive profiles of the affective,
social-behavioral status of certified, referred, and nonreferred
students; and (i) developed the concept of resistance to inter-
vention for use in school-based eligibility determination and
treatment selection decisions (Walker et al., 2000). Ulti-
mately, these advances will improve the BD field’s capacity to
meet the challenges and pressures of a changed population
with emotional disorders and to address proactively the vul-
nerability of schools in preventing and responding to the
violent acts of very disturbed youth such as Kip Kinkle
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(mentioned earlier). Descriptions of some of these advances
and seminal contributions are briefly described below.

Functional Behavioral Assessment

The development and validation of functional behavioral as-
sessment (FBA) techniques and approaches stands as perhaps
one of the most important advances in the field of behavior
disorders (O’Neill, Horner, Albin, Storey, & Newton, 1997).
Functional behavioral assessment (a) provides a usable
methodology for identifying and validating the motivations
that drive maladaptive forms of student behavior in applied
settings, (b) allows for the identification of the factors that
sustain such behavior over time, and (c) provides a prescrip-
tion for intervening on these sustaining variables with the
goal of producing fundamental, enduring changes in the rate
and topography of problem behavior. 

Functional behavioral assessment, which is based on oper-
ant learning theory and its application to the learning and be-
havioral difficulties of children and youth, is derived from the
field of applied behavior analysis. The dominant theoretical
orientation of the BD field has historically been applied be-
havior analysis, and its many contributions to BD date back
over 30 years. They were chronicled in the edited volume
titled Behavior Analysis in Education (Sulzer-Azaroff,
Drabman, Greer, Hall, Iwata, & O’Leary, 1988). In 1997 the
amendments to IDEA required use of both FBA and positive
behavioral supports (PBS) and interventions in evaluating
and intervening with students having a possible disabling con-
dition. Prior to this landmark legislation, many BD profes-
sionals and behavior analysts considered FBA and PBS to be
best practices, but federal law did not mandate their use.

Based on a valid FBA, PBS programming has much to
offer the BD community in fulfilling the mandates of IDEA.
The 1997 IDEA amendments do not specify what constitutes
a valid FBA, nor do they state the essential components of a
positive behavioral support plan. However, in the few years
since the passage of this law, the BD field has vigorously
responded in developing a range of feasible FBA and PBS
models and approaches.

FBA methods can be categorized as (a) indirect, using
interviews, historical-archival records, checklists, and rating
scales; (b) direct or descriptive in nature, using system-
atic behavioral observations in naturalistic settings; and
(c) experimental, employing standardized experimental pro-
tocols that systematically manipulate and isolate contingen-
cies that control the occurrence of problem behavior using
primarily single-case experimental designs (Horner, 1994;
O’Neill et al., 1997). Despite the methodological rigor of
functional analysis approaches, there are limitations regarding
the external validity of its findings as well as the amount of

time and expertise required to conduct a valid functional
analysis (Gresham, Quinn, & Restori, 1998; Repp & Horner,
1999). Many of the studies using functional assessment proce-
dures over the past decade were based on low-incidence dis-
ability groups, thus limiting the applicability of these results to
high-incidence groups.

Walker and Sprague (1999) argued that there are two
generic models or approaches to the assessment of behavior
problems. One model, termed the longitudinal or risk factors
exposure model, grew out of research on the development of
antisocial behavior (Loeber & Farrington, 1998) and seeks
to identify molar variables that (a) operate across multiple
settings and (b) put students at risk for long-term, negative out-
comes (e.g., drug use, delinquency, school failure). The sec-
ond model, called the functional assessment approach, seeks
to identify microlevel variables operating in specific situations
that are sensitive to setting-specific environmental contin-
gencies. Both models are useful in school-based assessment
processes, but they answer quite different questions. If your
goal, for example, is to understand and manage problem be-
havior in a specific setting, the FBA is valuable and should be
the method of choice. However, if your goal is to understand
the variables and factors that account for risk status across
multiple settings and what the student’s future is likely to in-
volve, then knowledge about the student’s genetic-behavioral
history (risk factor exposure) is required.Admittedly, the FBA
model (primarily functional analysis) suffers from several
threats to its external validity; one should not assume that the
same results could be generalized to other populations, meth-
ods, settings, and behavioral forms.

Despite these limitations, FBA methods represent a valu-
able tool for the BD professional working in school settings.
They hold the potential to identify setting-specific causal fac-
tors that account for problematic student behavior, and their
use may enhance the power and sustainability of behavioral
interventions. However, this latter outcome remains to be
demonstrated empirically. Although FBA has its share of
critics (see Nelson, Roberts, Mathur, & Rutherford, 1999),
this assessment methodology has been widely adopted by
BD researchers and professionals and by other disciplines
(e.g., school psychology). 

Positive Behavioral Support Intervention Approaches

The development of PBS approaches is another significant
contribution of the BD field in the area of creating well disci-
plined, orderly schools with positive school climates. Sugai
and Horner (in press) along with their associates have been
leaders in this effort and were recently awarded a 5-year cen-
ter grant from the U.S. Office of Special Education Programs
to investigate and promote the adoption of PBS approaches
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nationwide (see the ERIC/OSEP Special Project, winter, 1999
issue of Research Connections in Special Education for an ex-
tensive treatment of PBS). This approach has the advantages
of (a) targeting all students within a school; (b) coordinating
the implementation of universal, selected, and targeted inter-
vention strategies; and (c) focusing on positive, proactive ap-
proaches as opposed to punitive, reactive interventions.

Sugai and Horner (in press) developed the EBS program,
which is a combined universal-selected intervention that
teaches behavioral expectations in both schoolwide and spe-
cific contexts (i.e., classroom, playground, lunchroom). EBS
is a systems approach to creating and sustaining effective and
orderly school environs, and it has now been implemented in
over 400 schools nationwide. The program teaches generic
behavioral expectations such as being responsible, respect-
ful, and safe and requires complete buy-in from all personnel
within the school. Full implementation of the EBS program
usually requires 2 or more years. 

Office discipline referrals from teachers has been the pri-
mary means used to evaluate the schoolwide impact of EBS.
In one of the earliest evaluation studies of EBS, Taylor-Green
and Kartub (2000) found that the number of disciplinary
referrals in an at-risk middle school decreased by 47% in
1 year; after 5 years the initial number of office referrals had
been reduced overall by 68% from the pre-EBS level. A study
by Lewis, Sugai, and Colvin (1998) found that the EBS pro-
gram also reduced problem behavior within specific school
settings including the lunchroom, playground, and hallways.
Hunter and Chopra (2001) recently reported a review of pri-
mary prevention models for schools, in which they endorsed
EBS as a universal intervention that works. 

Positive behavioral support is a popular intervention ap-
proach with regular educators, and PBS models will likely have
a substantial school adoption rate over the next decade. Most
significantly, PBS has been incorporated as a required best
practice into the reauthorized legislation supporting the 1997
IDEAamendments for students suspected of having a behavior
disorder or disability. When used in concert with more special-
ized intervention approaches that address secondary and
tertiary prevention goals, PBS models have the potential to in-
tegrate qualitatively different interventions that will compre-
hensively impact the behavior problems and disorders of all
students within a school setting (Walker et al., 1996). This is
indeed a rare occurrence in the field of general education.

Analysis of Teacher Interactions With Students With
Behavior Disorders

Two important lines of work have recently developed in the
BD field relating to the interactions that occur between BD

students and their teachers in classroom settings. Together,
they shed considerable light on the interactive dynamics and
processes occurring in these teacher-student exchanges
wherein the behavior of each social agent is reciprocally con-
trolled by the actions of the other. The resulting effects can
damage the teacher-student relationship, disrupt the instruc-
tional process, and reduce allocated instructional time for
everyone.

Colvin (1993) developed a conceptual model that captures
the phases of behavioral escalation that a teacher and an ag-
itated student typically cycle through in a hostile confronta-
tion. It begins with the teacher’s making a demand of an
agitated student who appears calm but is not. The teacher’s
approach serves as a trigger that accelerates the agitation.
This acceleration process typically occurs through a recipro-
cal question-and-answer exchange between the teacher and
the student. There is an overlay of increasing hostility, emo-
tional intensity, and anger during these exchanges until the
interaction hits a peak, usually expressed as teacher defiance
or a severe tantrum. This is followed by a rapid de-escalation
and recovery of the calm state. However, seething anger is
the usual by-product of this type of interaction, on the part of
both teacher and student, which, as a rule, plays out in less
than 60 s.

These escalated interactions are usually modeled for and
learned by BD students in the family context as dysfunctional
families often use a process of coercion to control the behav-
ior of family members (see Patterson, 1982; Patterson, Reid,
& Dishion, 1992). These same types of negative, destructive
interactions typically occur between students with challeng-
ing behavior patterns and their teachers. They resemble be-
havioral earthquakes that come out of nowhere, do incredible
damage, and require long periods for recovery. This behav-
ioral escalation game is one that teachers should not play for
two primary reasons: (a) Even if the teacher gets the better
of the student in this public exchange, he or she will likely
have created an enemy dedicated to revenge; and (b) if the
reverse occurs, the teacher’s ability to manage and control the
classroom will be severely compromised and even damaged.
It is best to avoid and escape from such escalated interactions
whenever possible. Colvin explained how to recognize these
developing episodes and how to avoid and short-circuit them
(see Colvin, 1993; Walker, Colvin, & Ramsey, 1995). 

Shores, Wehby, and their colleagues (see Shores, Gunter,
et al., 1993; Shores, Jack, et al., 1993; Wehby, Symonds,
Canale, & Go, 1998) have designed and conducted a series of
observational studies that spotlight the interplay of precipitat-
ing stimuli, setting events and behavioral actions occurring
within many of the interactions between BD students and
their teachers that occur on a daily basis. Their work confirms
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key parts of the Colvin escalation model and should be re-
quired reading for all prospective teachers, and especially for
teachers of students with behavior disorders. The results of
their studies also replicate the findings of Patterson et al.
(1992) and Wahler and Dumas (1986) with families who pro-
duce antisocial children; in these families family members
learn to control each other’s behavior through aversive means
including punishment and coercion. This same coercive
process spills over into the school setting and is replicated
with teachers by these behaviorally at-risk children. That is,
the effect of the student’s behavior on the teacher is highly
aversive, leading to reduced levels of praise, negative student
recognition, and less instructional time. Ultimately, both
teachers and students come to view these exchanges, and the
classroom environment, as punishing. This can lead to escape
and avoidance forms of behavior by both parties. Wehby
et al. (1998) developed a set of teaching recommendations,
based on results of this work, that should be incorporated into
preservice teacher preparation programs and adopted by
experienced teachers as well.

The Relationship Between Language Deficits and
Conduct Disorder

Hester and Kaiser (1997) investigated the relationship be-
tween conduct disorder and language deficits and examined
the conjoint risk factors (impoverished language environs,
poverty, social stressors, and coercive family dynamics) that
produce children who are both highly aggressive and very
unskilled in their functional use of language. These investi-
gators have developed an intriguing social-communicative
perspective on the prevention of conduct disorder using early
language intervention. This work involves both descriptive
and experimental studies and has the potential to be a seminal
contribution to the BD knowledge base relating to our under-
standing and accommodation of at-risk children having con-
duct disorders. 

Analysis of Office Discipline Referrals as a Screening and
Program Evaluation Tool

For the past decade a group of researchers at the University of
Oregon have been investigating the metric of school discipline
contacts or referrals to the principal’s office for student infrac-
tions (teacher defiance, aggression, harassment, etc.) that merit
more than just classroom-based sanctions (Sugai, Sprague,
Horner, & Walker, 2000; Walker, Stieber, Ramsey, & O’Neill,
1993). Discipline referrals can be used to profile an entire
school, small groups of students, and selected individual
students within a school. Walker et al. (1993) found discipli-

nary referrals to be a powerful variable in discriminating low-
risk from high-risk antisocial students. Tobin and Sugai (1999)
reported that discipline referrals are associated with the out-
comes of identification for special education, restrictive place-
ments, and later school dropout. Walker and McConnell (1995)
found a moderately strong relationship between discipline con-
tacts and later arrests in a longitudinal study of a sample of
high-risk boys. Loeber and Farrington (1998) cited research
showing a similar relationship of moderate strength between
these two variables among antisocial youth.

In addition to profiling a school and selected students
therein, aggregated discipline contacts across school years
can be a sensitive measure of effective schoolwide interven-
tions that address disciplinary issues (see Sprague, Sugai,
Horner, & Walker, 1999). One of the clear advantages of this
measure is that it accumulates as a natural by-product of the
schooling process and can be culled unobtrusively from the
existing archival student records of most schools. Currently,
there is a need to establish normative databases on this mea-
sure at elementary, middle, and high school levels. In our
view, this is a very promising measure that will prove attrac-
tive to BD researchers, scholars, and practitioners in the
future. Readers should consult Wright and Dusek (1998) for
a recent critique of the advantages and limitations of this
measure.

Resistance to Intervention as a Tool for Determining
Eligibility and Treatment Selection

Arelatively new approach to making eligibility determinations
and selecting or titrating interventions is based on the concept
of resistance to intervention or, alternatively, lack of respon-
siveness to intervention. Gresham (1991) defined this concept
as a student’s behavioral excesses, deficits, or situationally-
inappropriate behaviors continuing at unacceptable levels sub-
sequent to empirically supported interventions implemented
with integrity. Resistance to intervention is based on the
best practice of prereferral intervention and allows school
personnel to function within an intervention context rather
than a psychometric eligibility framework in identifying BD
students.

Resistance to intervention results in a lack of change in
target behaviors as a function of exposure to a proven inter-
vention. This failure can be taken as partial evidence for a
BD eligibility determination under auspices of the IDEA
certification process. Moreover, this same concept can be
used to modify, change, or titrate intervention procedures
much like medications are titrated based on an individual’s
responsiveness to a drug dosage or type. Third, resistance
to intervention can be used as a cost-effective basis for
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allocating treatment resources to those students whose lack
of responsiveness indicates that they need more intensive
intervention.

A number of factors are related to resistance to inter-
vention. Some of the factors that seem most relevant for
school-based interventions are (a) severity of behavior,
(b) chronicity of behavior, (c) the generalizability of behavior
change, (d) treatment strength, (e) treatment integrity, and
(f) treatment effectiveness.All of these factors have been iden-
tified as being related to resistance of student behavior to in-
tervention in past research (see Gresham, 1991, and Gresham
& Lopez, 1996, for a discussion of these factors).

The notion of resistance to intervention provides BD
professionals with a powerful method for managing school-
based interventions in a cost-effective manner and for
indirectly assessing the relative severity of a student’s prob-
lematic behavior. It stands as one of the most useful and valu-
able innovations in behavior disorders within the past decade.

This list of contributions by the BD field is selective and
not representative in that it reflects our biased views. In addi-
tion, it by no means exhausts the universe of innovative con-
tributions of the highest quality and impact in the BD field.
A perusal of the BD peer-reviewed journals over the past
few years documents many varied examples of outstanding
achievements by BD scholars, researchers, and on-line pro-
fessionals. These contributions have led to many enhance-
ments in the life quality of students with behavior disorders
and their families and have improved the skills and compe-
tence of those professionals who work with them. They pro-
vide solid evidence about what is right with the BD field (see
Walker et al., 2000, for a more detailed discussion of these
contributions).

What Is Wrong With Behavior Disorders?

No discipline can claim to be virtuous and above reproach in
its policy, directions, and management of its professional
agenda. That is certainly true of the BD field. However, it is
important to note that there is much more right about BD than
wrong with BD. 

This section discusses some of the decisions, directional
changes, and failures that have occurred within the BD field
and that we believe have not served the field well. The fol-
lowing topics in this regard are discussed next: (a) the BD
field’s failure to reference its interventions and achieved out-
comes to societal issues and problems, (b) the adoption of a
postmodern, deconstructivist perspective by some sectors of
the BD field, (c) the failure to identify and serve the full range
of K–12 students experiencing serious behavioral and

emotional problems in the context of schooling, and (d) the
lack of evidence of BD leadership in developing a prevention
agenda for behaviorally at-risk students.

Referencing BD Interventions and Results to Societal
Issues and Problems

Recently, Walker, Gresham, and their colleagues provided
commentary on some shortcomings of the BD field and sug-
gested some new directions for its consideration (see Walker
et al., 1998). These authors made the following major points
in this commentary:

1. During the last several decades, the field of special educa-
tion, of which BD is a subspecialty, has become politically
radicalized and, unfortunately, fragmented as a result of
internal strife and turf battles among professionals.

2. Due in part to this disciplinary conflict, special education
is often perceived by professionals in other fields as strife-
ridden, expensive, litigious, consumed with legislative
mandates, bound by court orders mandating certain prac-
tices, and ineffective.

3. These external perceptions of special education have dam-
aged its status and legitimacy, cast doubt on its ability to
manage its affairs, and hindered its ability to pursue a pro-
fessional agenda on behalf of individuals with disabilities
and their families. 

4. Though largely avoiding this political strife, the BD field,
by association, has suffered from these generic, pejorative
impressions about special education that have been widely
disseminated in the public media and through the profes-
sional networks of related disciplines.

Though regarded as controversial, this article has stimu-
lated an ongoing debate in the BD field regarding the role of
science in its activities, ways of knowing, and the legitimate
domains of influence that the field should seek to develop.
A central point of this commentary was that the BD field has
a specialized and well-developed knowledge base, much of
which is empirically verified and reasonably well integrated,
that deals with the adjustment problems of at-risk, vulnerable
children and youth in the context of schooling. However, as a
matter of practice, the BD field does not take advantage of
opportunities to demonstrate its contributions to solving
problems of great societal concern (e.g., school failure and
dropout, preventing gang membership, addressing bullying
and harassment, preventing school violence, participating in
delinquency prevention initiatives, ensuring school safety,
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and controlling the transport of dangerous weapons across
school boundaries). Further, the BD field does not promote its
solutions to these problems with the audiences that count, in-
cluding the general public, state and local policy makers, and
the U.S. Congress. 

The article argued that the gap between what is known in
the BD field and what is applied in everyday practice is glar-
ing and likely rivals that of any other field. BD professionals
were urged to reference the outcomes of their research to
these larger issues of great societal concern and to target their
interventions in ways that impact them and their precursors.
In our view, the BD field has a long way to go in establishing
its value to the larger constituencies that it serves as the fields
of medicine, engineering, psychology, and speech-language
pathology have accomplished so successfully. However,
given the concerns of the public and educators about youth
violence, schooling effectiveness, and school safety, the
time has never been better for the BD field to demonstrate
its value and effectiveness through the promotion of many
of its seminal contributions as solutions to these societal
problems.

Behavior Disorders and the Postmodern,
Deconstructivist Perspective

Postmodernism and deconstructivist philosophies have
spread rapidly through the social sciences in the past decade
(Wilson, 1998). These philosophies reject the scientific
method and deny the possibility of common or universal
forms of knowledge. The proponents of postmodern decon-
structivism (PD) often criticize scientific understanding on
the basis that it is decontextualized and does not acknowledge
the construction of meanings. PD advocates have gained con-
siderable influence in many institutions of higher education;
their positions pose a significant threat to the BD field partly
because a behavior disorder or emotional disturbance is
known as a judgmental disorder (Walker et al., 1998). That is,
the disorder is said to exist only if certain persons agree that it
represents a departure from expected or normative patterns of
behavior. Thus, the subject matter of behavior disorders is
particularly vulnerable to postmodern constructions of real-
ity. PD suggests that we can know nothing but our own expe-
riences and that the realities of phenomena are determined
more by our perceptions of them than by their actual physical,
objective attributes.

Postmodernism, as Kauffman has noted, is receiving con-
siderable press and attention in the social sciences (Kauffman,
1999). Recently, the journal, Behavioral Disorders devoted a
special issue to postmodern perspectives and formulations

vis-à-vis behavior disorders (Hendrickson & Sasso, 1998).
Reactions from BD scholar-researchers to the lead article by
Elkind (1998) were not particularly supportive or in agree-
ment with most of the key points made.

Elkind (1998), for example, argued that our conceptions
and theories about behavior disorders are determined by the
basic social and cultural tenets prevailing in our society at
any given time. Elkind argued further that there has been a
paradigm shift in this regard as reflected in the postmodern
themes of difference, particularity, and regularity. Specifi-
cally, Elkind suggested that individual differences in behav-
ioral characteristics and expression are so vast, complex, and
unique that traditional classification systems are next to use-
less and artificial at best. Elkind recommended that we focus
our efforts exclusively on the individual and said that BD
professionals have at their disposal an array of therapeutic
techniques, from differing theoretical approaches, and that
we should apply combinations of them as the child’s individ-
ual needs warrant. How we would select such combinations
of techniques and evaluate the efficacy of our efforts remains
a mystery to the present authors. 

This case, albeit persuasively articulated by Elkind, has not
and likely will not be well received by the BD field. Calls to
focus on the unique characteristics and strengths of individual
children and youth have always had appeal for BD profes-
sionals. However, adoption of this approach by some sectors
of the BD field strikes us as the inverse of progress. In our
view, the wide spread adoption of this perspective would
result in a return to a focus on the single case, each of which is
considered a unique event, which characterized the early be-
ginnings of the field of applied behavior analysis over 30 years
ago. Treating every student as a unique individual case means
that we cannot generalize from one case to another and that
each is essentially a new experiment, the results of which
would have no meaning or relevance to those coming before
or after. At present, we do not have the financial luxury of
not treating at-risk students in group contexts within school
settings.

Further, we have learned a great deal over the past two
decades from studying problems and maladaptive conditions,
among BD as well as non-BD student populations, that share
certain commonalities of attributes and characteristics (e.g.,
ADHD, social isolation, instrumental aggression, antisocial
behavior, depression, etc.). Our ability to develop interven-
tions that produce similar outcomes, across children and
youth representing these conditions, is critical to advancing
the knowledge base in behavior disorders. It would be a mis-
take of gigantic proportions to abandon this approach in our
research and development efforts in the future. 
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Ultimately, the postmodern perspective will likely occupy
some space in the universe of accepted formulations about
behavior disorders that currently exist in the BD field. How-
ever, because of the BD field’s long commitment to research-
based solutions and empirical approaches, we believe that it
is doubtful that it will ever occupy a dominant or prevailing
position in this regard. 

Failure to Serve the Full K–12 Range of Students With
Behavior Disorders

Historically, school systems have substantially underserved
the K–12 student population with behavior disorders. As
noted earlier, approximately 20% of the public school popu-
lation is estimated to have serious mental health problems,
but slightly less than 1% nationally of K–12 students are de-
clared eligible annually for services under the ED category of
the IDEA. Using the IDEA definition for ED, school psy-
chologists have traditionally served as gatekeepers in deter-
mining which students referred for behavior disorders
actually qualify as emotionally disturbed and thus are able
to access the services, supports, and protections afforded
through IDEA certification. School psychologists have typi-
cally used the IDEA definition for ED to rule out rather than
rule in students referred for behavior disorders as emotion-
ally disturbed; thus, the vast majority of students with school-
related mental health problems is denied access to IDEA
services and appropriate interventions tailored to their needs.
The ED definitional criteria of IDEA require that an evalua-
tive judgment be made regarding whether the referred stu-
dent is emotionally disturbed versus socially maladjusted. If
as a result of the IDEA eligibility evaluation process the stu-
dent is considered to be maladjusted, then ED certification is
denied; otherwise, the student is certified and can access
IDEA supports, services, and protections. 

The strict gatekeeping by school psychologists around the
determination of ED eligibility is reflective of school admin-
istrators’ extreme reluctance to extend the protections of
IDEA to this student population. By so doing, it becomes
very difficult to apply disciplinary sanctions to ED-certified
students because of the protections built into IDEA. Further-
more, parents and advocates can sue school districts for not
providing a free and appropriate education for an ED-certified
student. Out-of-state residential placements for these students
can easily exceed $100,000 annually, and school districts
have to bear these costs if it is shown that they cannot provide
a free, appropriate educational experience for an ED-certified
student. Currently, the Hawaii state government is under a
costly, court-ordered decree after losing a class action suit for
denying services to ED-eligible students. Further, teachers

who refer students with behavior disorders for possible ED
certification are sometimes negatively regarded by adminis-
trators as unable to manage their classrooms effectively. In
the face of these strong barriers, it is unlikely that adequately
serving students with behavior disorders will ever be accom-
plished under the aegis of the IDEA. 

The ED eligibility definition and its application to the
population referred for behavior disorders has been the sub-
ject of considerable debate over the past several decades. It
has been severely criticized as invalid and arbitrary (Forness
& Knitzer, 1990; Gresham et al., 2000). Recently, Walker,
Nishioka, Zeller, Bullis, and Sprague (2001) reported results
of a study in which no differences were detected between 15
ED-certified and 15 noncertified socially maladjusted (SM)
middle school boys on a series of measures that assessed both
positive and negative forms of adjustment within home and
school settings. The dimensions on which the two groups
were evaluated included demographics, school history, acad-
emic achievement, social competence, behavioral character-
istics, personal strengths, ADHD symptoms, and attitudes
toward aggression and violence using multiple measures and
informants across home and school settings (see Walker
et al., 2001, for details of these measures). Given these
results, it is difficult to see on what basis the judgment was
made in determining the ED or SM status of these students.
This is especially significant, given that 12 of the 15 socially
maladjusted students had previously been referred and certi-
fied as eligible for special education but were later decerti-
fied. However, all of the socially maladjusted boys in this
study had been placed on a waiting list for placement in an
alternative middle school program for students having severe
behavior problems. 

The observation has been made by some BD professionals
that students should not be screened and identified for ser-
vices that do not currently exist. However, it is difficult to
know how the true need for services for this population can
be determined unless systematic screening efforts are put in
place to document the extent of need. Without such careful
documentation, motivations to develop services and delivery
mechanisms will continue to be weak among school person-
nel. Standardized definitional criteria and screening proce-
dures would likely be required to accomplish this goal. 

We are convinced that a different approach is necessary to
meet the needs of the public school student population with
behavior disorders. In our view, an integrated approach or
model of the type proposed by Walker et al. (1996) will be re-
quired to address the needs of all students in a school setting.
This model provides for the seamless integration of differing
types of interventions for achieving primary, secondary, and
tertiary prevention goals and outcomes. In this integrated
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approach, universal interventions are used to achieve primary
prevention outcomes; small-group interventions are used to
address secondary prevention goals; and individualized inter-
ventions with wraparound services are used to address the
needs of tertiary level students and their families. A resis-
tance to intervention procedure determines which students
require secondary and tertiary prevention supports and ser-
vices following their exposure to the primary prevention in-
tervention. This integrated model is highly cost-effective and
is perhaps the only way that the mental health and adjustment
needs of all students in today’s schools can be addressed, at
some level, given the ongoing press on schooling dollars. A
more detailed illustration of this model is presented in the
section on evidence-based interventions.

BD Leadership in Developing a Prevention Agenda

In our view, there are two major opportunities or windows for
mounting prevention initiatives that have a chance to divert
behaviorally at-risk children from a destructive path. The two
developmental periods or windows are the age ranges of 0 to
5 years and 6 to 10 years. Because BD professionals are pri-
marily school based, they can have their greatest impact from
kindergarten through the primary and intermediate grades.
However, many behavioral specialists employed by school
districts have the opportunity to work collaboratively with
early childhood educators and Head Start personnel who deal
with 3- and 4-year-olds. In the past decade there have been
many anecdotal reports of very young children exhibiting
more mature forms of destructive behavior (e.g., wearing
gang colors, physically attacking teachers, plotting serious
harm toward peers, engaging in inappropriate sexual behav-
ior, etc.). Furthermore, larger numbers of children are coming
to school lacking in specific school-readiness skills, and they
are often very unprepared to cope with the normal demands
and routines of schooling. In a recent survey Rimm-Kaufman,
Pianta, and Cox (2000) documented the breadth and preva-
lence of school-readiness problems among kindergartners. In
their survey, up to 46% of surveyed teachers reported that
about half of their class entered kindergarten with problems in
one or more areas, as follows: difficulty following directions,
46%; difficulty working independently, 34%; difficulty work-
ing as part of a group, 30%; problems with social skills, 20%;
immaturity, 20%; and difficulty communicating/language
problems, 14%. Longitudinal research indicates that these im-
pairments in social competence and school readiness skills
can serve as harbingers of future adjustment problems in a
number of domains including interpersonal relations, em-
ployment, academic achievement, and mental health (Loeber
& Farrington, 1998; McEvoy & Welker, 2000).

As noted earlier, increasing numbers of children are bring-
ing antisocial, challenging behavior patterns with them to the
schooling process. Moffitt (1994) referred to these children
as early starters who are inadvertently socialized to an antiso-
cial behavior pattern by their families and caregivers.
Patterson et al. (1992) researched and illustrated the coercion
processes operating among family members that lead to this
unfortunate and destructive behavior pattern. In this family
context, early starters learn to aggress, escalate, and coerce
others to achieve their social goals. Most bring this behavior
pattern with them to the schooling process, and this leads to
social rejection by both teachers and peers within just a few
years (Eddy et al., 2002). Unfortunately, a majority of these
children will not access the school-based intervention sup-
ports and services that they need to succeed in school because
of the practices of related services, school personnel who typ-
ically classify them as socially maladjusted which has the
effect of denying them this access.

Thousands of our vulnerable children and youth are on a
destructive path. The longer one remains on this path, the
more serious are the outcomes the individual is likely to en-
counter. Longitudinal studies in Australia, New Zealand,
Canada, the United States, and Western Europe converge in
documenting this destructive pathway (Kellam, Brown,
Rubin, & Ensminger, 1983; Loeber & Farrington, 1998; Pat-
terson et al., 1992). Reid and his colleagues (Eddy, Reid, &
Fetrow, 2000; Reid, 1993) have long argued that the earlier
one addresses the problems of children who are on this path,
the more likely it is that they will be successfully diverted
from later destructive outcomes. Longitudinal follow-up
studies of the long-term effects of early intervention provide
clear evidence that this is indeed the case (see Barnett, 1985;
Hawkins, Catalano, Kosterman, Abbott, & Hill; 1999; Strain
& Timm, 2001). Further, in a randomized-control trial of
early versus later intervention, Hawkins et al. (1999) found
that a school-based early intervention that (a) targets and
teaches social skills to students, behavior-management skills
to teachers, and family-management skills to parents in a co-
ordinated fashion; (b) facilitates bonding, engagement, and
attachment to schooling; and (c) is delivered in the primary
grades leads to strong protections against a number of health-
risk behaviors at age 18, including delinquent acts, teenage
pregnancy, heavy drinking, multiple sex partners, behavioral
incidents requiring disciplinary action at school, low
achievement, and school failure. 

It is essential that BD professionals assume a more active
role, and a leadership one when possible, in making sure that
all behaviorally at-risk children are detected at the point of
school entry and provided with the supports, services, and
interventions that will help ensure a successful beginning to
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their school careers. Achieving this goal will require devel-
oping close working relationships with early childhood
educators, parents, and mental health professionals, where
appropriate. The school-based BD professional is ideally po-
sitioned to assume this role and to coordinate the universal
screening and intervention delivery strategies that can divert
many behaviorally at-risk students from this path. More
specifically, as argued elsewhere (Walker et al., 1999), we be-
lieve that the BD professional’s role should include the fol-
lowing functions at a minimum:

1. Promulgating best practices for students both with and
without behavior disorders that are research based and
cost efficient.

2. Advocating for educators’ adoption of proven evidence-
based approaches to intervention.

3. Forming true partnerships with general educators and pro-
fessionals from other disciplines that create the commit-
ment and breadth of knowledge necessary to address the
complex needs and problems of the behaviorally at-risk
school population.

4. Taking the lead in building multidisciplinary, interagency
team approaches to providing integrated interventions for
at-risk students and their families.

The BD field has a talented and knowledgeable cadre of pro-
fessionals who, in our estimation, could perform these func-
tions skillfully. However, at present they are not adequately
supported by school systems in performing these functions.

ADOPTION AND DELIVERY OF
EVIDENCE-BASED INTERVENTIONS 

In traditional practice schools have not been strongly moti-
vated to assume ownership and responsibility for solving the
behavior problems and disorders of school-age children and
youth. Rather than investing in proactive interventions to
teach skills and to develop behavioral solutions, school ad-
ministrators have relied primarily on a combination of sanc-
tions (suspensions, expulsions) and assignment of problem
students to self-contained settings in responding to the BD stu-
dent population. The basic strategy has been to punish or iso-
late students with challenging behavior rather than to solve
their problems and respond to their needs. Some educators
have referred to these students as the schools’ homeless street
people, and, in a very real sense, they have typically been
treated as such.

In addition, school systems historically have not been
motivated to search for and apply proven, cost-effective
interventions that can substantively affect the learning and

adjustment of the full range of K–12 students. Walker et al.
(1998) noted that in no field is there a more glaring lack of
connection between the availability of proven, research-based
methods and their effective application by consumers in edu-
cation. The analysis, commentary, and writings of Carnine
(1993, 1995) and Kauffman (1996) have been instrumental
in highlighting the gaps that exist in the field of education.
Kauffman (1996) observed that the education profession
is characterized by continuous change but little sustained im-
provement because the relationship between reliable, effec-
tive practices and their widespread adoption remains obscure.
This is the dominant educational context in which BD profes-
sionals have to work and advocate for the adoption of proven,
effective practices for the student population with behavior
disorders.

However, in the last few years the attitudes of school sys-
tems have shown signs of change in this regard probably as a
function of the twin pressures generated by the school reform
movement and the school-shooting tragedies of the 1990s.
Now schools are beginning to embrace the following prac-
tices, which had, in the past, been infrequently adopted:
(a) the universal screening of all students to detect those with
emerging behavior disorders; (b) investment in primary, sec-
ondary, and tertiary forms of prevention; (c) developing
proactive rather than reactive responses to child and youth
problems in school; and (d) searching for evidence-based in-
terventions and approaches that are proven to work. This may
be the front edge of a paradigm shift for the field of general
education. If so, the school-based BD professional is ideally
positioned to serve as a leader and resource in facilitating this
organizational change. 

In our view, the problems attendant on serving the full
range of K–12 students with behavior disorders do not stem
from a lack of available, evidence-based interventions.
Rather, it is much more a problem of knowing what works,
having the will to implement effective practices with good in-
tegrity, and finding the resources necessary to support this
effort. A number of reviews of best practices in the areas of
school-related behavior disorders, school safety, and violence
prevention have been developed recently. These reviews pro-
vide a valuable resource for school-based professionals and
administrators who often have difficulty locating and evalu-
ating the efficacy of differing intervention models and
approaches—all of which claim to be effective. 

One of the most valuable, thorough, and comprehensive
reviews of effective, school-based interventions addresses
the effectiveness of programs for preventing mental disorders
in school-age children and youth and that are designed for
use primarily in school settings (Greenberg, Domitrovich, &
Bumbarger, 1999). These investigators reviewed the broad
landscape of available programs numbering in the thousands.
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It is instructive that they found only 34 evidence-based pro-
grams that met rigorous standards of efficacy. Their report
provides the following valuable information for professional
consumers:

1. It identifies critical issues and themes in prevention re-
search with school-age children and families. 

2. It profiles universal, selected, and indicated programs that
reduce symptoms of both externalizing and internalizing
symptoms.

3. It summarizes state-of-the-art programs in the prevention
of mental disorders in school-age children.

4. It identifies the key elements that contribute to program
success.

5. It provides suggestions to improve the quality of program
development and evaluation.

Aside from its overall quality, there are a number of spe-
cific strengths to the report of Greenberg et al. (1999). Sepa-
rating the review into universal, selected, and indicated
interventions and then determining whether the interventions
reviewed address primarily externalizing or internalizing
behavior problems and disorders substantially increases the
relevance of the review for school applications and provides
needed clarity for consumers. In our view, the great majority
of adjustment problems that students manifest in the school
setting are either directed outwardly toward the external
social environment (i.e., aggression, defiance, bullying, coer-
cion) or internally (i.e., social withdrawal, anxiety, depres-
sion, phobias) representing problems with others versus
problems with self. Externalizing disorders usually require a
reduce-and-replace intervention strategy, whereas internaliz-
ing disorders typically call for a focus on skill development
and performance enhancement. 

Greenberg et al. (1999) found that the most effective
interventions were those that (a) had multiple components,
(b) involved multiple social agents (parents, teachers, peers),
(c) were implemented across several settings (classroom,
playground, home), and (d) were in place for a sufficient pe-
riod of time to register socially valid outcomes—usually a
minimum of 1 year. This review is being continuously up-
dated and expanded as new evidence-based interventions
come on line. It is highly recommended as a blueprint or
roadmap for BD professionals to use in upgrading school-
based practices for the behaviorally at-risk K–12 population.
A special issue of the APA journal Prevention and Treatment
(March, 2001) was devoted to the report and its findings.

The U.S. Public Health Service classification system for
differing types of prevention is well suited for the delivery of
these three types of interventions profiled in the Greenberg
et al. (1999) review (i.e., universal, selected, indicated). As a

rule, universal interventions are used to achieve primary pre-
vention goals and outcomes (i.e., to prevent harm); selected
interventions are used for secondary prevention efforts (i.e., to
reverse harm); and indicated interventions are used for ter-
tiary prevention applications (i.e., to reduce harm). Walker
et al. (1995, 1996) have adapted this classification schema
for the delivery of proven interventions within school settings
that address the needs of all students. Figure 20.3 illustrates
this classification schema. School settings are ideally suited to
implement this delivery structure because they are naturally
organized to implement schoolwide interventions (e.g., a
school discipline plan, a school safety plan, a school improve-
ment plan), small-group interventions (e.g., resource and self-
contained classrooms), and individually tailored interventions
(e.g., counseling). In the last 5 years, this three-level interven-
tion delivery system has been widely adopted by researchers
and school personnel alike across the country.

School personnel are especially amenable to universal in-
tervention approaches because they treat all students equi-
tably and in the same manner. Thus, the fairness issue that
resonates so strongly with most teachers is indirectly ad-
dressed as every student is exposed to the intervention in an
identical fashion. Those students for whom the universal in-
tervention is insufficient then receive secondary and possibly
tertiary prevention interventions. One of the great advantages
of a universal intervention is that it creates a context in which
more intensive small-group and individually tailored inter-
ventions can achieve greater effectiveness, which are then
applied only after the failure of a universal intervention ap-
proach for certain students. Another is that it addresses
the problems of mildly involved, at-risk students in a cost-
effective manner. The scaled-up adoption of this integrated
delivery system, when combined with proven intervention
models that have been adapted to and tested within the school
setting, has the potential to improve substantially the effec-
tiveness of schooling and to create much more positive school
climates.

THE CONTENT OF SCHOOL INTERVENTIONS
FOR STUDENTS WITH BEHAVIOR DISORDERS

When children begin their school careers, they are required to
make two critically important social-behavioral adjustments
teacher-related and peer-related (Walker et al., 1995). That is,
they must negotiate a satisfactory adjustment to the academic
and behavioral expectations of teachers and conform to the de-
mands of instructional settings. Of equal importance, they
must negotiate a satisfactory adjustment to the peer group, find
a niche within it, and develop social support networks consist-
ing of friends, affiliates and acquaintances. Walker, Irvin,
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Noell, and Singer (1992) have developed an interpersonal
model of social-behavioral competence for school settings.
This model identifies the adaptive and maladaptive behavioral
correlates of successful student adjustment in the domains of
teacher-related and peer-related functioning. The model also
describes the long-term outcomes that are commonly asso-
ciated with the adaptive (e.g., school success, friendship-
making, peer and teacher acceptance) versus maladaptive
(e.g., school failure and dropout, assignment to restrictive set-
tings, delinquency) pathways contained within it.

The adaptive and maladaptive behavioral correlates in-
cluded in the teacher- and peer-related adjustment dimensions
of this model are based on empirical evidence generated by
the present authors and their colleagues as well as research ev-
idence presented in the professional literature on social com-
petence. The long-term outcomes listed for each path under
these two forms of adjustment are based on longitudinal and
cross-sectional studies reported in the literature over the past
two decades (see Loeber & Farrington, 1998; Patterson et al.,
1992; Strain, Guralnick, & Walker, 1986).

Failure in either of these critically important areas impairs a
student’s overall school adjustment and success; failure in both
puts a student’s overall quality of life at risk and is a harbinger
of future problems of potentially severe magnitude. Students
with behavior disorders are invariably below normative levels
and expectations on the adaptive behavioral correlates of
teacher- and peer-related adjustment and usually outside the
normative range on the maladaptive behavioral correlates. In
the great majority of cases, the intervention of choice for stu-
dents with behavior disorders involves developing their social
skills and overall social competence while teaching them alter-
natives to the maladaptive forms of behavior that tend to dom-
inate their behavioral repertoires. In our view, the potential of
social skills instruction (SSI) for students in general, and par-
ticularly for students with behavior disorders, has yet to be
realized in spite of a substantial investment in SSI efforts over
the past two decades by school personnel (Bullis, Walker, &
Sprague, 2001; Elksnin & Elksnin, 1995).

Recent reviews of the efficacy of SSI with the K–12 school
population with behavior disorders have not been encourag-
ing (see Gresham, 1997, 1998a; Kavale, Mathur, Forness,
Rutherford, & Quinn, 1997). These authors have conducted
and reviewed meta-analyses of social skills interventions and
concluded that the average effect sizes in the studies they
reviewed are minimal to moderate at best, generally ranging
between .30 and .45. Given the level of effort invested in these
studies, these results do not appear to be terribly cost-effective.
A number of reasons have been hypothesized for these disap-
pointing outcomes, including (a) the failure to match deficits
in social skills with the intervention, (b) the absence of
theoretical models to guide SSI, (c) implementing the SSI

procedure in artificial instructional settings and expecting
generalization of newly taught skills to natural settings, and
(d) implementing the SSI for insufficient amounts of time for
it to impact the student’s behavioral repertoire. We believe that
an equally powerful, but infrequently mentioned, reason con-
cerns the failure to address the competing, maladaptive behav-
ior problems of students with behavior disorders who are the
targets of SSI. SSI alone is rarely sufficient to teach prosocial
skills and simultaneously to address a well-developed mal-
adaptive behavioral repertoire. Direct intervention techniques
designed to reduce and eliminate maladaptive forms of behav-
ior are required for this purpose. Some best-practice principles
and guidelines for conducting SSI with students with behavior
disorders are described next.

Social Skills Instruction for Students with
Behavior Disorders

The school is an ideal setting for teaching social skills be-
cause of its accessibility to children and their peers, teachers,
and parents. Fundamentally, social skills intervention takes
place in school and home settings, both informally and for-
mally, using either universal or selected intervention proce-
dures. Informal social skills interventions are based on the
notion of incidental learning, which takes advantage of
naturally occurring behavioral incidents or events to teach
appropriate social behavior. Most of the SSI in home, non-
classroom school contexts, and community settings can be
characterized as informal or incidental. Literally thousands
of behavioral incidents occur in these naturalistic home,
school, and community settings, creating rich opportunities
for making each of these behavioral incidents a potentially
successful learning experience. Formal SSI, on the other
hand, can take place seamlessly within a classroom setting in
which (a) the social skills curriculum is exposed to the entire
class or it is taught to selected students within small-group
formats and (b) social skills are taught as subject matter in the
same way as are social science, history, biology, and other
academic subjects. However, unless formal and informal
methods of teaching social skills are combined with each
other, there is likely to be a disconnect between conceptual
mastery of social skills and their demonstration and applica-
tion within natural settings.

Objectives of Social Skills Instruction

(From Kathleen L. Lane, Frank M. Gresham, & Tam E.
O’Shaughnessy, Interventions for Children with or At Risk
for Emotional and Behavioral Disorders. Published by Allyn
and Bacon, Boston, MA. Copyright © 2002 by Pearson
Education. Reprinted by permission of the publisher.)
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deficits or competing problem behaviors that the student ex-
hibits. A common misconception is that one seeks to facilitate
generalization and maintenance after implementing proce-
dures for the acquisition and performance of social skills. The
evidence is clear that the best and preferred practice is to in-
corporate generalization strategies from the beginning of any
SSI program (Gresham, 1998b). 

Promoting Skills Acquisition

Procedures designed to promote skill acquisition are applica-
ble when students do not have a particular social skill in their
repertoire, when they do not know a particular step in the per-
formance of a behavioral sequence, or when their execution
of the skill is awkward or ineffective (i.e., a fluency deficit).
It should be noted that a relatively small percentage of stu-
dents would need social skills intervention based on acquisi-
tion deficits; far more students have performance deficits
(Gresham, 1998a). 

Three procedures represent pathways to remediating
deficits in social skill acquisition: modeling, coaching, and
behavioral rehearsal. Social problem solving is another path-
way, but it is not discussed here because of space limitations
and because it incorporates a combination of modeling,
coaching, and behavioral rehearsal. More specific informa-
tion on social problem solving interventions can be found in
Elias and Clabby (1992). 

Modeling is the process of learning a behavior by observ-
ing another person performing it. Modeling instruction pre-
sents the entire sequence of behaviors involved in a particular
social skill and teaches the student how to integrate specific
behaviors into a composite behavior pattern. Modeling is one
of the most effective and efficient ways of teaching social be-
havior (Elliott & Gresham, 1992; Schneider, 1992). 

Coaching is the use of verbal instruction to teach social
skills. Unlike modeling, which emphasizes visual displays
of social skills, coaching utilizes a student’s receptive language
skills. Coaching is accomplished in three fundamental
steps: (a) presenting social concepts or rules, (b) providing
opportunities for practice or rehearsal, and (c) providing
specific informational feedback on the quality of behavioral
performances.

Behavioral rehearsal refers to practicing a newly learned
behavior in a structured, protective situation of role-playing.
In this way, students can enhance their proficiency in using
social skills without experiencing adverse consequences.
Behavioral rehearsal can be covert, verbal, or overt. Covert
rehearsal involves students’ imagining certain social interac-
tions (e.g., being teased by another student or group of stu-
dents). Verbal rehearsal involves students’ verbalizing the
specific behaviors that they would exhibit in a social situation.

SSI has four primary objectives: (a) promoting skill acqui-
sition, (b) enhancing skill performance, (c) reducing or elimi-
nating competing problem behaviors, and (d) facilitating
generalization and maintenance of social skills. Most students
with behavior disorders will likely have some combination of
acquisition and performance deficits, some of which may be
accompanied by competing problem behaviors. Any given
student may require some combination of acquisition, perfor-
mance, and behavior-reduction strategies.All students will re-
quire procedures to facilitate generalization and maintenance
of previously learned social skills (see Gresham, 2002).

Table 20.1 lists specific social skills and behavior-reduc-
tion strategies for each of the four goals of SSI. Appropriate
intervention strategies should be matched with the particular

TABLE 20.1 Objectives and Strategies of Social Skills Instruction

I. PROMOTING SKILLS ACQUISITION
A. Modeling.
B. Coaching.
C. Behavioral rehearsal.

II. ENHANCING SKILLS PERFORMANCE
A. Manipulation of antecedents.

1. Peer initiation strategies.
2. Proactive classroom management strategies.
3. Peer tutoring.
4. Incidental teaching.

B. Manipulation of consequences.
1. Contingency contracting.
2. Group-oriented contingency systems.
3. School-home notes.
4. Verbal praise.
5. Activity reinforcers.
6. Token and point systems.

III. REMOVING COMPETING PROBLEM BEHAVIORS
A. Differential reinforcement.

1. Differential reinforcement of other behavior (DRO).
2. Differential reinforcement of low rates of behavior (DRL).
3. Differential reinforcement of incompatible behaviors (DRI).

B. Overcorrection.
1. Restitution.
2. Positive practice.

C. Time-out.
1. Nonexclusionary (contingent observation).
2. Exclusionary.

D. Systematic desensitization (for anxiety-based competing behaviors).
E. Flooding and exposure (for anxiety-based competing behaviors).

IV. FACILITATING GENERALIZATION
A. Topographical generalization.

1. Training diversely.
2. Exploiting functional contingencies.
3. Incorporating functional mediators.

B. Functional Generalization.
1. Identify strong competing stimuli in specific situations.
2. Identify strong competing problem behaviors in specific

situations.
3. Identify functionally equivalent socially skilled behaviors.
4. Increase reliability and efficiency of social skilled behaviors

(build fluency).
5. Decrease reliability and efficiency of competing problem

behaviors.

Source: Gresham (1998b).
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Overt rehearsal is the actual role-playing of a specific social
interaction.

Enhancing Skills Performance

Most social skills interventions involve procedures that in-
crease the frequency of particular prosocial behaviors in spe-
cific social situations because most social skills difficulties
involve performance deficits rather than acquisition deficits.
This suggests that social skills interventions for most stu-
dents should take place in naturalistic environments (e.g.,
classrooms, playgrounds) rather than in small, pullout-group
situations. Failure to perform certain social skills in specific
situations results from two fundamental factors: (a) inappro-
priately arranged antecedents and (b) inappropriately
arranged consequences. A number of specific procedures can
be classified under the broad rubric of antecedent and conse-
quent strategies. 

Interventions based on antecedent control assume that the
environment does not set the occasion for the performance of
prosocial behavior. That is, cues, prompts, or other events ei-
ther are not present or are not salient in order for the child to
discriminate these stimuli in relation to the performance of
prosocial behavior. A cuing and prompting procedure uses
verbal and nonverbal cues or prompts to facilitate prosocial
behavior. Simple prompts or cues for some children may be all
that is needed to signal them to engage in socially appropriate
behavior (e.g., “Say thank you,” “Ask Katrina to join your
group”). Cuing and prompting represent one of the easiest and
most efficient social skills intervention strategies (Elliott &
Gresham, 1992; Walker et al., 1995).

Interventions based on consequent control can be classi-
fied into three broad categories: (a) reinforcement-based
strategies, (b) behavioral contracts, and (c) school-home
notes. Reinforcement-based strategies assume that the student
knows how to perform a social skill but is not doing so be-
cause of little or no reinforcement for the behavior. The objec-
tive in using these strategies is to increase the frequency of
reinforcement for prosocial behavior. Reinforcement strate-
gies include attention, social praise, tokens and points, and
activity reinforcers as well as group-oriented contingency
systems. Extensive discussions of behavioral contracts,
school-home notes, and group-oriented contingency systems
can be found in more comprehensive treatments of these sub-
jects (Kelley, 1990; Kohler & Strain, 1990; Stuart, 1971)

Removing or Eliminating Competing Problem Behaviors

The focus of SSI is clearly on developing and refining proso-
cial behaviors. However, the failure of some students to either

acquire or perform certain social skills may be due to the pres-
ence of competing problem behaviors. This is particularly true
of students having behavior disorders whose externalizing or
internalizing symptoms compete with or block the acquisition
and performance of prosocial behaviors. For example, aggres-
sive behavior may be performed instead of a prosocial behav-
ior because it may be more efficient and reliable in achieving
one’s social goals and producing reinforcement. A number of
techniques that are effective in reducing competing problem
behaviors are presented in Table 20.1.

Facilitating Generalization and Maintenance

Basically, there are only two processes that are essential to all
behavioral interventions: discrimination and generalization
(Stokes, 1992). Discrimination occurs within the context of
stimulus control.Amajor problem confronting social skills in-
terventions is that it is much easier to prompt the occurrence of
some behaviors in one place, for a limited period of time, than
it is to get those same behaviors to occur in a variety of other
places for an extended period of time. That is, it is infinitely
easier to teach discriminations than it is to teach generaliza-
tion and maintenance.

Generalization of behavior change is related directly to the
principle of resistance to intervention. If social skill deficits
occur at low frequencies, competing problem-behavior ex-
cesses will likely occur at high frequencies, and both of these
deficits and excesses tend to be chronic with students with be-
havior disorders (i.e., they have lasted a relatively long period
of time), and they will tend to show less generalization across
different nontraining conditions as well as less durability over
time as SSI is withdrawn (Gresham, 1991). In effect, these
students quickly discriminate training from nontraining
conditions, particularly when training conditions are notice-
ably different from nontraining conditions.

Students with behavior disorders often show excellent ini-
tial behavior change in response to well-designed, powerful
school interventions of a secondary or tertiary prevention
nature, particularly in relation to their competing problem-
behavior excesses, but they tend not to show generalization or
maintenance of these behavior changes. One reason for this
may be that exclusive attention often is focused on decreasing
the momentum of undesirable behavior to the exclusion of
facilitating the momentum of desirable behaviors such as crit-
ically important social skills. The primary reason for this
frequently observed lack of generalization and maintenance is
that essential components of behavior change are not actively
programmed to occur as part of SSI.

Various generalization programming strategies are pre-
sented in Table 20.1 under the headings of topographical and
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functional generalization. The topographical description of
generalization refers to the occurrence of relevant behaviors
(e.g., social skills) under different nontraining conditions
(Stokes & Osnes, 1989). These nontraining conditions can
be settings or situations (setting generalization), behaviors
(response generalization), or time-based (maintenance). A
more detailed and now-classic treatment of topographical
generalization is described by Stokes and Osnes (1989). 

A functional approach to generalization consists of two
types: (a) stimulus generalization, which is the occurrence of
the same behavior under variations of the original training
conditions (the greater the difference between training condi-
tions and subsequent environmental conditions, the less the
generalization), and (b) response generalization, which is the
control of multiple behaviors by the same stimulus. 

An extremely important goal of SSI is to determine the reli-
ability and efficiency of competing problem behaviors relative
to socially skilled alternative behaviors. Competing problem
behaviors will be performed instead of prosocial behaviors if
the competing behaviors are more efficient and reliable than the
prosocial behavior. Efficient behaviors (a) are easier to perform
in terms of response effort and (b) produce reinforcement more
rapidly. Reliable behaviors are those that produce the desired
outcomes more frequently than do prosocial behaviors. For ex-
ample, pushing into the lunch line may be more efficient and re-
liable than politely asking to cut into line.

To program for functional generalization, school person-
nel should (a) decrease the efficiency and reliability of com-
peting inappropriate behaviors and (b) increase the efficiency
and reliability of prosocial behaviors. The former can be ac-
complished by many of the procedures listed in Table 20.1
under Removing Competing Problem Behaviors. The latter
can be achieved by spending more time and effort in building
fluency of trained social skills using combinations of model-
ing, coaching, and, most important, behavioral rehearsal with
specific performance feedback (see Gresham, 2002).

We are convinced that SSI outcomes can be greatly en-
hanced by adopting these best-practice principles and strate-
gies. They have been incorporated into a number of proven
behavioral interventions (see Coleman & Webber, 2001;
Elksnin & Elksnin, 1995; Shinn, Walker, & Stoner, 2002;
Walker, Colvin, & Ramsey, 1995).

CONCLUSION

Throughout this chapter we have made the case (a) that the
K–12 student population with behavior disorders is under-
served by schools; (b) that powerful, proven interventions
are available that are designed for and have been tested with
students with behavior disorders in the contexts of both

mainstreamed and specialized school settings; (c) that the BD
professional is ideally positioned to assume a leadership role
in coordinating these interventions while involving key social
agents in the lives of students with behavior disorders (and
their parents, teachers, peers); and (d) that the BD professional
has the knowledge, expertise, and necessary role position to
work effectively with other agencies and professionals in de-
veloping prevention initiatives at both the preschool and K–12
grade levels. As we noted earlier, the time and opportunities
have never been better to pursue this agenda because of the
more open receptiveness of school leaders and on-line person-
nel to effective interventions that can make the school safer,
violence free, and more inclusive, positive, and effective.
However, a missing link in this regard has been and continues
to be the organized advocacy to promote and support adoption
of this changed and relatively ambitious agenda for the BD
professional and larger field.

Walker et al. (1998) have contributed and outlined a na-
tional agenda for the BD field that provides a template to assist
in guiding its future development. Further, in June 2001 a
group of 18 BD professionals in higher education, who are
well-known scholar-researchers within the BD field, con-
vened at the University of Virginia for a two-day meeting to
further elaborate this agenda and develop an action plan to
promote and support its implementation nationally over the
next several years. In terms of content, this group of profes-
sionals focused its deliberations on three major areas: (a) the
role of science in the affairs of the BD field, (b) the identifica-
tion and promulgation of evidenced-based interventions that
work for students with behavior disorders in school settings,
and (c) development of interdisciplinary and interagency
strategies for improving the effectiveness of both intervention
and prevention initiatives. Two outcomes of this meeting in-
volved the decision to create an academy of BD professionals
devoted to the prevention of learning and behavior disorders in
the context of schooling and the development of a monograph
that will define best practices in the BD field and set evaluative
standards for the same.

We are optimistic that these efforts will result in enhance-
ments of schools’ capacities to serve BD students and their
families better. We look forward to participation in the
achievement of this agenda for the BD field.
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Learning to teach is arguably one of the most cognitively and
emotionally challenging efforts that humans attempt. Studies
of teaching (e.g., Jackson, 1990; Lampert, 1985; McDonald,
1992) point out the uncertainty, complexity, and immediacy
that characterize the practice of teaching. Over the last
25 years scholarly efforts to elevate the standing of teaching
to a profession on par with medicine or law have identified
both a knowledge base that teachers must understand in order
to teach children well and the complex judgments teachers
make on a regular basis; however, a contrasting camp has
persistently sought to deregulate initial teacher preparation,
arguing that the knowledge for teaching is comprised primar-
ily of deep subject-matter knowledge and selected teaching
techniques. The current context of public education poses
many formidable challenges for teachers: Among them are
the public’s mandate to ensure that all children have deep,
flexible knowledge and skills to succeed in an information-
based society; teaching shortages in critical areas; the legacy
of poverty that some children inherit; increasing ethnic and
linguistic diversity that presses us to revisit our understand-
ing and enactment of democratic principles; and increasing
calls for accountability in the form of standardized test
scores. How best to prepare teacher candidates to teach in this
demanding context is a vexing question. Furthermore, it must
be answered in a factious policy environment that is deeply
divided in its responses to the challenges of designing and
carrying out initial teacher preparation (e.g., Feistritzer,

1999; Finn, Kanstoroom, & Petrilli, 1999; National Commis-
sion on Teaching and America’s Future, 1996).

Rigorous research plays an important role in navigating
this contested terrain. The term rigor has the potential to be
used loosely and rhetorically to imply high standards for re-
search, whether or not they have been met. Cochran-Smith
and Fries (2001) have critiqued the “evidentiary warrant” of
rigorous, empirical research. Although they recognize that
such research may help to resolve persistent problems in
teacher education, they also argue that divisive ideological
dilemmas in teacher education require additional delibera-
tion. They further suggest that evidence alone will not re-
solve the normative debates about how best to prepare
teachers. Also required, they say, is careful scrutiny and
analysis of the “assumptions and motivations that underlie
the establishment of different initiatives in the first place as
well as the values and political purposes attached to them”
(p. 13).

Contrasting this view, Levin and O’Donnell (1999) argued
that educational research, in general, has a credibility gap that
will only be resolved through the adoption of a research
model resembling research in the field of medicine. They
press for a four-stage process of educational inquiry that
begins with pilot studies, proceeds to a combination of con-
trolled laboratory experiments and classroom-based design
experiments, moves next to randomized classroom trials, and
culminates with informed classroom practice. Also calling for
increased rigor, Wilson, Floden, and Ferrini-Mundy (2001)
maintained that the research base in teacher preparation is
“relatively thin.” They established this claim after surveying
research conducted in the last 20 years and identifying few

The author would like to thank Gloria Miller, Marti Tombari, and
Irving Weiner for their commentary and critique. The responsibility
for all ideas expressed, however, is hers.
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studies that met their standards for rigorous, empirical re-
search. They derived their standards using Kennedy’s (1996,
1999a) framework of multiple genres of research in teacher
education. Kennedy enumerated five genres, which include
multiple-regression, follow-up surveys (e.g., to program
alumni), comparative population studies (e.g., between cre-
dentialed and noncredentialed teachers), experiments and
quasi experiments in teacher education, and longitudinal stud-
ies (e.g., case studies examining teacher change). Zeichner
(1999) developed a similar list, although he includes two dif-
ferent research categories, conceptual/historical and self-study
research. When introducing each genre, Kennedy outlined the
aspects of teacher preparation examined, the outcomes found,
and the logic of the genre’s argument. For her, each of these
genres has critical limitations, particularly when the goal is to
document the impact of teacher preparation. Kennedy argued
for methodological pluralism as a means of capturing the
entire story, while at the same time expressing a preference
for experimental and longitudinal studies. Above all, though,
she maintained that research in teacher education must have
stronger designs, particularly if teacher educators want to
defend themselves from skeptics’ challenges.

The precedence for inquiry initiated from multiple
genres appears to be well established in teacher preparation
(Kennedy, 1999a; Shulman, 1988; Zeichner, 1999). How-
ever, given this larger backdrop of persistent challenges to the
quality of educational research, in this chapter the term rigor-
ous research refers to empirical work that meets the highest
standards of research methods. For example, a rigorous study
outlines its conceptual framework, its normative assump-
tions, and its clear relationship to prior studies. Second, a
rigorous study provides explicit and detailed description of
its design, data, and analysis so that readers may assess the
validity of the findings. This chapter focuses on research
published in refereed journals because such studies have
undergone the process of peer-review. Not all scholarship
reviewed in this chapter, however, is empirical; also included
is conceptual scholarship that either inspires a substantive
body of empirical research or provides critical commentary
on empirical work.

Although many disciplines comprise the field of educa-
tion, educational psychology guides us toward the central role
that teacher cognition plays in learning to teach. Giving defi-
nition to the discipline, Berliner and Calfee (1996) asserted
that “educational psychology is distinctive in its substance:
the systematic study of the individual in context” (p. 6). The
discipline’s particular ways of problem construction, theories,
and methodologies have yielded insights into the nature and
development of teacher beliefs, understanding of subject
matter, problem solving, decision making, and reflection.

Scholarship from this vantage point has helped to shape an
image of teaching as an intellectual profession that requires its
practitioners to synthesize a sizable knowledge base, to delib-
erate and reason using this knowledge base, and to reconstruct
and reflect upon lived experience in order to learn from it.

Handbook chapters, as a scholarly genre, offer selective,
focused reviews of the literature. Although teaching and
learning to teach have been studied from a range of discipli-
nary viewpoints, handbooks of educational psychology have
typically addressed teaching processes and learning to teach
and as such have informed the field in important ways (e.g.,
Borko & Putnam, 1996; Pressley et al., 2002). Even though
the field of research on teacher education is fairly recent
(Wilson et al., 2001), three handbooks synthesizing and cod-
ifying research in this area have been published since 1990
(Houston, Haberman, & Sikula, 1990; Murray, 1996c;
Sikula, Buttery, & Guyton, 1996). Two handbooks of re-
search on teaching have also been published (Biddle, Good,
& Goodson, 1997; Richardson, 2001). Within all these hand-
books many chapters review research conducted within a
cognitive framework (e.g., Borko & Putnam, 1996; Calder-
head, 1996; Feiman-Nemser & Remillard, 1996; Putnam &
Borko, 1997; Richardson & Placier, 2001). Additionally,
since 1996 several significant reviews of the research litera-
ture on learning to teach have been published (Ball & Cohen,
1999; Griffith & Early, 1999; Munby, Russell, & Martin,
2001; Putnam & Borko, 2000; Wideen, Mayer-Smith, &
Moon, 1998; Wilson et al., 2001). To address the breadth of
this field is beyond the scope of this, or any, chapter. Accord-
ingly, this chapter focuses primarily on research conducted
within a cognitive psychological framework that examines
individual teacher candidate’s learning to teach in the context
of initial teacher preparation (ITP). In this chapter ITP refers
to the bounded set of experiences comprised of the formal
study of teaching, learning, and schools that is most typically
conducted in both academic courses and field experiences.
These experiences are designed to prepare individuals for ini-
tial teaching licenses. Such preparation programs may or may
not be housed at a university and may be completed at either
undergraduate or graduate levels.

The choices of conceptual framework, unit of analysis, and
learning context are deliberate. First, they obviously reflect
the theme of this volume. Second, they explicitly build
on several recent comprehensive reviews within this same
framework (e.g., Borko & Putnam, 1996; Putnam & Borko,
1997, 2000). Third, individual teacher candidate’s learning is
a relentless focus of teacher educators. At the conclusion of
ITP institutions must be able to judge whether a particular
candidate’s knowledge, performance, and dispositions meet
the entering standards of the profession. Although new
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conceptions of knowledge and learning emphasize the social
and distributed nature of cognition, ultimately each individual
must demonstrate his or her knowledge and practice. Finally,
attention to context ensures that researchers consider the mul-
tiple and overlapping contexts in which ITP occurs. Indeed,
the interaction between cognition and context is at the fore-
front of work in many domains of educational psychology.

As with any choice, there are attendant losses. By making
the figure of this review cognitively framed studies of new
teachers’ learning, illustrative and important work that con-
siders veteran teachers’ learning in the contexts of profes-
sional development is relegated to the background (e.g.,
Wilson & Berne, 1999). Also left out are studies that reflect
other disciplinary or theoretical orientations to the study
of new teachers’ learning—namely, philosophical, critical,
historical, feminist, anthropological, and sociological ap-
proaches (Buchmann & Floden, 1993; Cochran-Smith, 1991;
King, Hollins, & Hayman, 1997; Lucas, 1997; McWilliam,
1994; Tabachnick & Zeichner, 1991; Zeichner, Melnick, &
Gomez, 1996).

Throughout the chapter rigorously conducted research is
highlighted. Scholarship of learning to teach, in general, has
no shortage of normative arguments for what teacher candi-
dates should learn and how that preparation should be carried
out. Indeed, there is speculation that conflicting visions of the
purposes of teacher preparation may not be reconciled. A
need exists, therefore, for systematically gathered, empirical
evidence to study these arguments. The chapter has two
major sections: The first synthesizes essential conceptualiza-
tions and empirical findings regarding what teacher candi-
dates learn and how they do so; the second reviews promising
research from a situative perspective and suggests future
directions for research.

REVIEW OF THE REVIEWS: WHAT COLLECTIVE
STORY DO THEY TELL?

In the latter part of the 1990s several handbook chapters and
reviews of the literature on learning to teach synthesized a
burst of cognitively oriented research conducted in the 1980s
and early 1990s. That scholarship examined the nature and
development of teacher thinking and teacher knowledge. The
depth of these chapters suggests that formal inquiry
into learning to teach is indeed a subdiscipline within the
field of educational psychology (Borko & Putnam, 1996;
Calderhead, 1996; Feiman-Nemser & Remillard, 1996;
Murray, 1996b; Putnam & Borko, 1997, 2000). Much of the
research reviewed reflects broader trends within educational
psychology—for example, the establishment of cognitivism

as an overarching paradigm and the rise of constructivism
as a theory of learning; a broadening of research methodolo-
gies, particularly the inclusion of qualitatively designed stud-
ies; and an emphasis on practice (Berliner & Calfee, 1996;
Pressley & Roehrig, in press).

The development of a collective story from these reviews
and other seminal studies in the area of teacher learning and
pedagogy in teacher preparation was guided by the following
questions: How has research conducted within a cognitive
framework illuminated our understanding of both what new
teachers should know and how they learn? How has research
within a cognitive framework shaped and informed key dilem-
mas of ITP (e.g., teaching in ways that are responsive to
diverse students, teaching for understanding, issues of trans-
ferring knowledge from one setting to another)? What does
this literature on teacher learning have to say about best prac-
tices in ITP? To answer these questions, this section traces
how a cognitive framework has evolved, noting in particular
recent emphasis on a situative perspective; describes different
approaches to defining a knowledge base for teaching; sum-
marizes key findings from studies of how teachers learn; and
reviews scholarly analysis of pedagogy in teacher preparation.

Evolving Conceptual Frameworks to Study
Learning to Teach

A conceptual framework feeds a study’s design because it
shapes the questions posed, the methods used, the researcher’s
stance, and the settings in which inquiry is conducted.
The scholarly team of Borko and Putnam (1996; Putnam &
Borko, 1997, 2000) have produced several reviews that syn-
thesize an evolution in conceptual frameworks used to study
teachers’ thought and learning. This evolution reflects shifts in
perspective that have shaped and reshaped the broader field of
educational psychology, notably a progression from behavior-
ist to cognitivist to sociocultural or situative perspectives.
With each shift a revised understanding of what constitutes
powerful student learning has emerged. In broad strokes there
has been a movement from a receptive-accrual view of learn-
ing to a cognitive-mediational view (Anderson, 1989). The
image of a good teacher has undergone similar changes (Clark,
1995), and thus out of necessity, so have the assumptions for
the purposes and outcomes of ITP.

Behaviorist Perspective

Much of the process-product research, conducted in the
1950s through the 1970s, drew on behaviorism as its concep-
tual framework (Brophy & Good, 1986). Emphasizing the
teacher’s effective management of learning, process-product
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classroom-based studies sought to correlate specific teacher
actions and talk with student achievement on standardized
tests. It yielded a rather atomistic view of teaching, pars-
ing teaching into specific behaviors or sequences of behav-
iors that were consistent with a receptive-accrual view of
student learning. The image of good teaching that emerged
from this research was of an individual who directs the flow
of activities and talk so that all students are engaged and pro-
gressing in an efficient, orderly manner (Clark, 1995). The
implications for ITP meant that teacher candidates were
presented with discrete knowledge and practices that had
been proven effective in process-product studies. Often these
were introduced in teaching laboratories and simulations
(Carter & Anders, 1996). Eventually, teacher candidates were
expected to assemble separate skills together to execute
effective practice.

Cognitive Constructivist Perspectives

In response to a growing sense of inadequacy regarding
the findings and methods of process-product research (Calder-
head, 1996), during the mid-1970s scholars shifted attention
to teachers’ cognitions or mental lives. This body of research,
which is still thriving, initially reflected an information-
processing view of the mind but subsequently adopted a
constructivist view of cognition. Studies elaborated the com-
plexity of teacher’s intentions, planning, decision making, and
problem solving (Clark & Peterson, 1986). Teacher thinking
about classroom management, instructional choices, use of
class time, and checking for understanding fueled research
(Richardson-Koehler, 1987). Empirical evidence highlight-
ing the powerful role that teachers’ beliefs played in teachers’
thought processes (Calderhead, 1996) began to mount. Images
of good teaching were captured in metaphors such as the
teacher as diagnostician, as decision maker, and as reflective
practitioner (Clark, 1995).

Research on teacher thinking overlapped with studies
of teacher knowledge. Shulman and his colleagues in the
Knowledge Growth and Teaching Project (e.g., Grossman,
Wilson, & Shulman, 1989; Wilson, Shulman, & Richert,
1987; Wilson & Wineburg, 1988) played a central role in
shaping this line of research, which characterized the knowl-
edge base that informs teacher’s thinking and the dynamic,
personalized manner in which each teacher comes to under-
stand this knowledge. Shulman’s (1986a) introduction to the
third Handbook of Research on Teaching identified content as
a “missing paradigm” of research on teaching. Shulman and
his colleagues fleshed out an enormously generative concept,
pedagogical content knowledge, which broadly speaking

refers to the specialized knowledge that teachers have of how
to represent content knowledge in multiple ways to learners. 

In her landmark study, Grossman (1990) outlined four
components of pedagogical content knowledge: 

(1) an overarching conception of what it means to teach a parti-
cular subject, (2) knowledge of instructional strategies and
representations for teaching particular topics, (3) knowledge of
students’ understanding and potential misunderstandings of a
subject area, and (4) knowledge of curriculum and curricular
materials. (as cited in Borko & Putnam, 1996, p. 690)

For example, if a science teacher views teaching biology as a
form of inquiry, she might emphasize open-ended lab experi-
ences over lectures and textbook reading. That same biology
teacher must have at her fingertips a range of ways to repre-
sent key concepts such as photosynthesis or the replication of
DNA, and these representations must go beyond equations.
She also needs to anticipate students’ likely confusion re-
garding these concepts, particularly those that might arise in
the process of completing scientific investigations. Finally,
she needs to know the many curricular material resources
available to help students grapple with and make sense of
these concepts. Bruner’s (1960) bold hypothesis “that any
subject can be taught effectively in some intellectually honest
form to any child at any stage of development” (p. 33), as
well as Schwab’s (1964) delineation between the substance
and syntax of the disciplines, resonates in Shulman’s writing. 

Propelling the emphasis on teachers’ understanding of
their subject matter were two other large-scale, standards-
based reforms. First, in 1987 the National Board for Profes-
sional Teaching Standards (NBPTS) was established, which
developed rigorous standards for expert veterans and means
of assessing them. Second, most national subject-matter
organizations developed standards for what students should
know and be able to do at the conclusion of K–12 education.
The emerging “reform” vision challenged teachers to “teach
for understanding” (Blumenfeld, Marx, Patrick, Krajcik,
& Soloway, 1997; Cohen, McLaughlin, & Talbert, 1993;
Darling-Hammond, 1997). In general, teaching for under-
standing emphasizes student’s active, cognitive transforma-
tion of knowledge; it is typically contrasted with passive,
receptive acquisition of knowledge. Several rhetorically
loaded terms are also used as synonyms for teaching for
understanding, for example, adventurous teaching (Cohen,
1989), reform-minded teaching, and ambitious teaching.
Indeed, the term adventurous peppers the literature reviews
on teacher learning (e.g., Ball & Cohen, 1999; Borko &
Putnam, 1996; Feiman-Nemser & Remillard, 1996; Putnam
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& Borko, 1997, 2001; Richardson, 1996). Putnam and
Borko (1997) provided a thoughtfully concise explanation
of this rhetorical term:

[T]he sorts of teaching that are being promoted in most current,
scholarly reform movements . . . [are] approaches that emphasize
the importance of students’ thinking and the development of
powerful reasoning and understanding within subject-matter
domains. In many cases, reformers are calling for teachers to en-
hance, and sometimes supplant, the “direct instruction” models
of teaching that pervade today’s public school classrooms by
providing opportunities for students to explore ideas in rich con-
texts, rather than relying primarily on teacher presentation and
student rehearsal. Because teaching for these goals entails think-
ing of subject-matter content in new ways and being attentive
and responsive to the thinking of students, teaching cannot be
prescribed in advance as a set of techniques to be carried out in a
particular way. Rather, these approaches require teachers to think
differently about students, subject matter, and the learning
process and to become more “adventurous” in their teaching.
(p. 1229)

It should be noted, however, that the concept of teaching for
understanding, which is referred to by its proponents as a re-
form-minded approach, also has its opponents. In many
ways, the progressive-traditional battle over both what
should be taught and how persists in education. In the con-
tested terrain of education, each side seeks to claim the high
ground by claiming its favored approach as the reform-
minded one. In this chapter the phrase “teaching for under-
standing” is preferred. 

As the idea of teaching for understanding took hold, the
image of the good teacher expanded the notion of a delibera-
tive, or reflective, practitioner to include the image of an aca-
demic coach or intellectual guide shepherding communities
of learners as they constructed an understanding of major
ideas and ways of thinking within each discipline. To fulfill
this role, the teacher must also engage as a practical scholar
of his or her discipline.

As studies of teachers’ knowledge flourished, a number of
researchers, strongly influenced by interpretive methods in
other disciplines, began to explore how teacher candidates’
personal narratives and life histories influence learning to
teach (e.g., Carter, 1990; Clandinin & Connelly, 1987; Elbaz,
1983; Kagan, 1992; Louden, 1991; Ross, Cornett, &
McCutcheon, 1992; Zeichner, Tabachnick, & Densmore,
1987). Carter and Doyle (1996) synthesized this body of re-
search, which emphasizes the centrality of the teacher candi-
date’s personal construction of personal practical knowledge.
They concluded,

From an outside perspective of program policy, becoming a
teacher is all too often seen as obtaining credentials and acquir-
ing skills. From a biographical frame, however, becoming a
teacher means (a) transforming an identity, (b) adapting personal
understandings and ideals to institutional realities, and (c) decid-
ing how to express one’s self in classroom activity. . . . [T]his far
more complex picture of the essence of the teacher education ex-
perience promises to transform fundamentally how teachers are
viewed and perhaps even how they are valued (p. 139).

Collectively, studies of teacher thinking and teacher knowl-
edge influenced ITP curriculum and pedagogy in several im-
portant ways, and many of these influences still prevail in ITP
programs today. Varied approaches have been taken to help
teacher candidates make explicit their tacit beliefs (e.g.,
Feiman-Nemser & Featherstone, 1992). For example, one
strategy is the study of images of teaching in popular culture.
Another involves providing teacher candidates with early ex-
periences in classrooms where the veteran teacher engages in
highly sophisticated teaching for understanding. Such experi-
ences are intended to provoke dissonance and reflection that
lead to a revised understanding of what learning might entail.
With an emphasis on reflection, teacher educators have sought
to engage new teachers in critical examinations of their beliefs
about generic teaching strategies, children’s learning and de-
velopment, and the social conditions of schooling and issues
of equity and social justice (Clift, Houston, & Pugach, 1990;
Zeichner & Tabachnich, 1991). Such examinations have been
elicited and structured through many activities, such as journal
writing, child studies, and actual investigations into subject-
matter concepts. Not surprisingly, teaching within the subject
matters garnered much attention. Teacher educators have
stressed the teacher candidates’ need to recognize how dis-
ciplinary understanding differs from school knowledge, to
represent complex concepts in multiple ways, to interpret chil-
dren’s naive misconceptions and coach them toward more ac-
curate understandings, and to possess a robust theory of the
discipline itself (e.g., its core concepts, rules of evidence, and
ways of developing new knowledge; Ball & McDiarmid,
1990; Stengel & Tom, 1996). Finally, teachers are urged to
both reconstruct and reflect on their autobiographies and nar-
ratives of lived experience as they build understandings of
school and classroom events.

Social Constructivist and Situative Perspectives

Amidst this burst of research on how an individual teacher’s
knowledge and beliefs both develop and shape practice,
researchers discovered, or rediscovered, the importance of
context in cognition. This unfolded in several ways. First,
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teacher educators engaged teacher candidates in reflection
about the contexts in which they worked and in which the
learners lived (e.g., King et al., 1997; Ladson-Billings, 1999).
Second, renewed attention to the situated nature of cognition
mirrored the evolution of cognitive constructivism to social
constructivism (Nuthall, 1997). Putnam and Borko (2000)
synthesized the situative perspective thus:

Situative theorists challenge this assumption of a cognitive core
independent of context and intention (Brown, Collins, &
Duguid, 1989; Greeno & the Middle School Through Applica-
tions Project Group, 1998; Lave & Wenger, 1991). They posit,
instead, that the physical and social contexts in which an activity
takes place are an integral part of the activity, and that the activ-
ity is an integral part of the learning that takes place within it.
How a person learns a particular set of knowledge and skills, and
the situation in which a person learns, become a fundamental
part of what is learned. Further, whereas traditional cognitive
perspectives focus on the individual as the basic unit of analysis,
situative perspectives focus on interactive systems that include
individuals as participants, interacting with each other as well as
materials and representational systems (Cobb & Bowers, 1999;
Greeno, 1997). (p. 4)

As a learning theory, situated cognition suggests that
learning should be rooted in authentic activity; that learning
occurs within a community of individuals engaged in inquiry
and practice; that more knowledgeable “masters” guide or
scaffold the learning of novices; and that expertise is often
distributed across individuals, thus allowing the community
to accomplish complex tasks that no single person could
accomplish alone. In this view of learning, the good teacher
is one who orchestrates the flow of information among indi-
viduals, as one who assists, rather than controls, the learning
of others, as one who “rouses minds to life” (Tharp &
Gallimore, 1988).

Scholars of teacher learning see great potential in this con-
ceptual framework (Putnam & Borko, 2000). At the heart of
the situative perspective is the issue of transfer of learning
from one setting to another; as such, it informs an ongoing
dilemma in teacher education regarding the bridge between
theory and practice (Dewey, 1977). Finding sturdy ways to
negotiate between theory and practice is even more important
when the goal of teacher preparation is to ensure that new
teachers can teach for understanding. Second, because a
situative perspective focuses on interactive systems, it may
help teacher educators develop theories of teacher learning
that draw attention to the “interrelationship of knowledge and
action in the classroom context and develop an understanding
that more accurately captures the cognitive, affective, and
behavioral aspects of teachers’ work” (Calderhead, 1996,

p. 711). The situative perspective draws attention to settings,
talk, and mediational tools. For instance, efforts to expand
traditional classroom field experiences into community-based
settings or to bring videotapes of exemplary teaching for un-
derstanding into university courses are under development.
Efforts to create opportunities for authentic conversation and
problem solving among teacher candidates and veterans are
at the forefront of teacher education design. In addition, so-
ciocognitive tools, such as hypermedia case materials, have
been created to provide tasks that are more authentic. The na-
ture of teacher candidates’ learning in these new settings, in
these conversations, and with these sociocognitive tools is a
focus of research (Putnam & Borko, 1997; Richardson,
1997).

Summary of Conceptual Frameworks

In this overview to conceptual frameworks a chronological
tidiness is implied that is not necessarily present in the many
studies cited. What is clear, however, is that as cognitive psy-
chologists’ conceptual frameworks modulated, scholars of
learning to teach quickly and easily appropriated them to
conduct inquiries into learning to teach. As a psychological
framework evolved from a behaviorist to a situative perspec-
tive, it inspired lines of research that provided broad empiri-
cal evidence for the cognitive complexity required to teach,
particularly when the educative end is teaching for under-
standing. In this overview to conceptual frameworks the
focus was on those aspects of teacher learning and practice to
which each new framework has called attention. For lack of
space, what has been left out is a discussion of how methods
of inquiry into teaching and teacher learning have also
evolved, particularly to include more interpretive studies.
Calderhead (1996) offered an efficient review of the broaden-
ing of methods to study teacher thinking and learning.

Defining a Knowledge Base for Teaching

Although there have been many efforts to formulate a knowl-
edge base for teaching (Grow-Maienza, 1996), during the
1980s a distinctive body of work sought to specify a knowl-
edge base grounded in the findings emerging from cognitive
constructivist studies of teaching. This work was initiated, for
the most part, to distinguish teaching as a profession, with a
distinct and complex body of knowledge mastered by expert
teachers. Landmark publications by Shulman (1986b, 1987),
along with Knowledge Base for the Beginning Teacher
(Reynolds, 1989) and later The Teacher Educator’s Hand-
book: Building a Knowledge Base for the Preparation of
Teachers (Murray, 1996c), mapped out the substance or



Review of the Reviews: What Collective Story Do They Tell? 539

content that teachers and teacher educators need to know.
The notion of a knowledge base, however, is not neutral
(Donmoyer, 1996). A brief chronological survey reveals that
approaches to formulating a knowledge base reflect the pol-
icy context in which a scholar writes, his or her unique au-
thorial purposes and audiences, and differing philosophical
traditions of teacher education. Tabachnick and Zeichner
(1991) presented four traditions of reflection in teacher
education, which they base on Kleibard’s (1986) typology of
major school reform movements. First, the academic tra-
dition focuses on representations of subject matter to students
to promote understanding. Second, the social efficiency
tradition focuses on the intelligent use of generic teaching
strategies suggested by research on teaching. Third, the
developmentalist tradition focuses on the learning, develop-
ment, and understanding of students. Fourth, the social
reconstructionist tradition focuses on the social conditions of
schooling and issues of equity and justice. These four tradi-
tions of reflective teaching have been used by others to
describe the general orientation of a teacher preparation pro-
gram (e.g., Carter & Anders, 1996; Grow-Maienza, 1996).

Overall, the domains of knowledge specified across the
different approaches to a knowledge base for teaching are re-
markably consistent. Variation, however, exists in terms of
the sources consulted to elaborate a domain; furthermore, dif-
ferent scholars, given their philosophical orientation, privi-
lege some domains over others. In general, the knowledge
base for teaching has been a compelling metaphor, but this
point will be revisited after delineating several state-of-the-
art formulations of a knowledge base.

Categories of Knowledge Approach

Shulman’s (1987) much-cited article laid out seven cate-
gories of teacher knowledge: 

If teacher knowledge were to be organized into a handbook, an
encyclopedia, or some other format for arraying knowledge,
what would the category headings look like? At minimum they
would include: content knowledge, general pedagogical knowl-
edge, curriculum knowledge, pedagogical content knowledge,
knowledge of learners and their characteristics, knowledge
of educational contexts, and knowledge of educational ends,
purposes and values. (p. 8) 

Shulman’s introduction rests on the metaphor of handbook or
encyclopedia headings, suggesting that a sizable and codifi-
able body of information exists. His phrase “at minimum” ac-
knowledges that a knowledge base should not be viewed as
exclusive, or even overly prescriptive. Of the seven cate-
gories, Shulman discerned pedagogical content knowledge as

the most important, arguing that this body of knowledge is
uniquely within the purview of teachers. Shulman also broad-
ened a definition of the sources that give rise to a knowledge
base, moving beyond the research findings of process-product
studies to include scholarship in the content disciplines, ma-
terials, and settings of the institutionalized educational
process; research on schooling from multiple disciplines; and
the wisdom of practice itself. Finally, Shulman advanced a
model of pedagogical reasoning and action by describing how
teachers make proper judgments using the knowledge base.

Shulman’s seminal argument reflects the policy environ-
ment to which he spoke. Much of Shulman’s work has served
to elevate teaching to a profession resembling, in particular,
medicine or law. He wrote at a time when policy makers had
simplified the findings of process-product studies to a list of
desired teacher behaviors. In many states and school districts,
mandated observation protocols reduced teacher evaluation
to specific observable behaviors (e.g., listing lesson objec-
tives on the board), regardless of whether the targeted teacher
actions were educative in a particular moment in time.
Shulman (1987) wrote that

teachers cannot be adequately assessed by observing their teach-
ing performance without reference to the content being taught.
The conception of pedagogical reasoning places emphasis upon
the intellectual basis for teaching performance rather than on the
behavior alone. . . . The currently incomplete and trivial defini-
tions of teaching held by the policy community comprise a far
greater danger to good education than does a more serious
attempt to formulate the knowledge base. (p. 20)

As a result of Shulman’s emphasis on subject matter, some
have placed him in an academic tradition of practice in teacher
education. However, if one merely considers the list of
headings, it is clear that the knowledge domains that Shulman
outlines are consistent with any of the traditions.

Confirmed Knowledge Approach

Feiman-Nemser and Remillard (1996) provided a thoughtful
analysis of three state-of-the-art approaches to conceptualize
this base. The three they selected examine respectively what
a teacher knows, does, and values. They began with a review
of Knowledge Base for the Beginning Teacher (KBBT in the
following extract; M. C. Reynolds, 1989), which was com-
missioned by the American Association of Colleges of
Teacher Education (AACTE). Here is their summary:

The project organizers identified domains with which, in their
judgment, every beginning teacher should be familiar. Then they
invited experts associated with each domain to write a chapter
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outlining “confirmed knowledge” appropriate for “professional
responsible beginning teachers.” The table of contents reveals
topics that are part of the emerging work on professional knowl-
edge for teaching (Shulman, 1987; Grossman, 1990): classroom
organization and management, learners and learning, classroom
instruction, the developmental needs of pupils, subject matter
knowledge for teaching, subject specific pedagogy, knowledge
about reading and writing, students with special needs, the social
organization of classes and schools, the school district, ethical
dimensions of teaching, to name about half of the chapter titles.
KBBT reflects the range and richness of professional knowledge
that bears on teachers’ work, but it leaves open the question of
what it means to know and use such knowledge in teaching.
(Feiman-Nemser & Remillard, 1996, pp. 72–73)

The AACTE commissioned this monograph as one of its
efforts to professionalize teaching; in that sense it is consis-
tent with Shulman’s purposes. Although on the one hand this
might be viewed as self-serving, on the other hand, as
Feiman-Nemser and Remillard pointed out, the result was a
rich range of knowledge. As their summary suggests, M. C.
Reynolds and his project colleagues produced a work that
was consistent with the purposes of Shulman’s (1987)
categorization of teacher knowledge. If Shulman’s cate-
gories were a minimum list of encyclopedia headings, then
M. C. Reynolds’s was the comprehensive version. M. C.
Reynolds’s emphasis on confirmed knowledge, however, dif-
fers substantively from Shulman’s more broadly construed
delineation of sources for the knowledge base. Referring
again to Tabachnick and Zeichner’s (1991) traditions of prac-
tice in teacher education, M. C. Reynolds’s monograph is
difficult to place because the sheer breadth of domains out-
lined touches on all four traditions. His criterion of confirmed
knowledge, however, suggests some philosophical agree-
ment with the social efficiency tradition. 

Performance Tasks Approach

The second approach to a knowledge base for teaching that
Feiman-Nemser and Remillard selected is A. Reynolds’s
(1992) enumeration of essential tasks that a beginning teacher
should be able to do. They present it in the following way:

A second approach . . . begins with the question, “What should
teachers be able to do?” and reasons backward to the knowledge
and skills required for performing these tasks. This is the tack
taken by the Educational Testing Service in its recent efforts to
design new performance assessments for beginning teachers. . . .
These tasks [A. Reynolds] argues, fit any teaching situation
regardless of the teacher’s philosophy, subject matter, or stu-
dents. Having an adequate knowledge base means being able to
do the following: (1) plan lessons that enable students to relate

new learning to prior understanding and experience, (2) develop
rapport and personal interactions with students, (3) establish and
maintain rules and routines that are fair and appropriate to
students, (4) arrange the physical and social conditions of the
classroom in ways that are conducive to learning and that fit the
academic task, (5) represent the subject matter in ways that
enable students to relate new learning to prior learning and that
help students develop metacognitive strategies, (6) assess student
learning using a variety of measurement tools and adapt instruc-
tion according to results, and (7) reflect on their own actions and
students’ responses in order to improve their teaching. (Feiman-
Nemser & Remillard, 1996, pp. 74–75)

A. Reynolds’s approach was intended to inform the devel-
opment of a standardized assessment for teacher licensure; as
such, it frames teaching tasks as generic and separate from a
normative vision of the means and ends of education. The list
seems, in some ways, a throwback to teacher behavior lists of
the process-product studies, for there is little effort to explain
what assumptions about the character of good teaching
undergird the performance of these tasks. A cognitive con-
structivist theory of learning is implied, however, particularly
in points 1, 5, and 7. A. Reynolds’s knowledge base seems to
be in keeping with the social efficiency tradition of teacher
preparation.

Values and Dispositions Approach

The third approach that Feiman-Nemser and Remillard
(1996) provided is one developed by the NBPTS: 

As a first step in defining professional standards, the board
adopted a policy statement entitled “What Teachers Should
Know and Be Able to Do” (National Board for Professional
Teaching Standards, 1990). The statement set out five course
propositions that reflect what the board values in teaching and
serve as a foundation for its work. (1) Teachers are committed to
students and their learning. (2) Teachers know the subjects they
teach and how to teach those subjects to students. (3) Teachers
are responsible for managing and monitoring student learning.
(4) Teachers think systematically about their practice and
learn from experience. (5) Teachers are members of learning
communities.

The policy statement underscores the value and limits of for-
mal knowledge in teaching. In relation to the first proposition,
for example, we are told that highly accomplished teachers base
their practice on prevailing theories of cognition and intelligence
as well as on “observation and knowledge of their students’ in-
terests, abilities, skills, knowledge, family circumstances and
peer relationships.” We are also told that “teaching ultimately
requires judgment, improvisation, and conversation about ends
and means” (p. 13). (p. 77)
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This approach to a knowledge base for teaching is couched in
terms of a teacher’s professional obligations. It rests on the
assumption that teachers, as scholars of their practice, will
synthesize ideas from multiple sources (e.g., content material,
educational research, wisdom of practice) to make appropri-
ate judgments that support all children’s learning. The distin-
guishing feature of a professional is the ability to exercise
wise and proper judgment. From this approach to a knowl-
edge base, teacher educators emphasize how to critically
evaluate and learn from academic scholarship and lived expe-
rience. In this sense it bears a strong resemblance to the de-
velopmental or personalistic tradition in teacher preparation.

Knowledge of Diversity Approach

Hollins, King, and Hayman (1994), Ladson-Billings (1999),
and Zeichner (1996) identified several key domains of knowl-
edge that teacher candidates must develop in order to be cul-
turally inclusive in their classroom. Zeichner summarizes
these knowledge domains as (a) sociocultural knowledge
about child development, second-language acquisition, and
the influences that socioeconomic, linguistic, and cultural
characteristics have on students’ performance in schools;
(b) specific knowledge of their particular students’ culture
and background and how to apply this knowledge to foster
student learning; and (c) a clear sense of their own ethnic and
cultural identities. An approach to a knowledge base for
teaching that emphasizes diversity is important because the
demographic imperative suggests that in the future, a teach-
ing force comprised of primarily White, middle-class women
will teach an increasingly ethnically, racially, linguistically,
and economically diverse student population. The track
record for educating poor children of color is in all respects a
failure; therefore, unless the teaching force becomes radically
better educated about the lives and needs of these children,
the system will serve increasingly more students in wholly in-
adequate ways. Thus, in many ways scholars who have elab-
orated these domains work within the social reconstructionist
tradition.

Learning Profession Approach

In perhaps the most recent formulation of a knowledge base
for teaching, Ball and Cohen (1999) framed the knowledge
base as an answer to the question, “What do teachers need to
know?” They asserted that a teacher must understand subject
matter, know about children, become acquainted with cul-
tural differences, develop and expand their ideas about learn-
ing, and know pedagogy. The five domains that they present
elegantly synthesize previous articulations. Ball and Cohen

further stated that this professional knowledge must be de-
veloped in and from a teacher’s practice; that is, learning
must arise from genuine inquiry into the artifacts and actions
of classroom practice. Ball and Cohen’s formulation was part
of a lead chapter in a policy volume devoted to the establish-
ment of teaching as the “learning profession” (Darling-
Hammond & Sykes, 1999). The premise of their volume is
that unless and until teachers have, and avail themselves of,
well-structured opportunities to develop the professional
knowledge articulated in this formulation of the knowledge
base, the kinds of complex learning advocated in most reform
visions will never be realized. This approach integrates the
academic, developmentalist, and social reconstructionist tra-
ditions of teacher preparation, for it rests on the assumption
that the radically equitable goal of education today is to en-
sure that all children achieve high levels of academic under-
standing. To do so will require teachers to understand subject
matter and child development in highly sophisticated ways.

Summary of Approaches to a Knowledge
Base for Teaching

What may be concluded from these six different approaches
to a knowledge base for teaching? First, all six show remark-
able consistency in terms of the domains; moreover, these
domains show a heavy influence from the field of educational
psychology. For example, many common chapter titles in
educational psychology textbooks—learning theories, moti-
vation, child/adolescent development, exceptionality, and
assessment/measurement—are reflected in the domains just
mentioned. Second, the idea of a knowledge base contributes
to efforts to establish teaching as a profession; thus, all six
approaches are forms of political argument, for each scholar
seeks to convince a suspicious audience that teaching is more
than an intuitively learned endeavor. When viewed chrono-
logically, they reveal subtle shifts in how specific knowledge
distinguishes teaching as a profession. For instance, M. C.
Reynolds pointed out the sheer volume of ideas and concepts
that teachers draw upon, whereas the NBPTS emphasized the
complex judgment that teachers use to navigate this breadth
of information. Meanwhile, Ball and Cohen emphasized that
professional knowledge is situated within the practice itself.
Third, what is perhaps most critical in distinguishing the dif-
ferent approaches are the sources consulted to fill the differ-
ent domains. M. C. Reynolds relies on confirmed knowledge,
defining this as knowledge that derives from empirically de-
signed studies. In this sense, M. C. Reynolds fits most closely
with a positivist tradition of research and knowledge genera-
tion. Shulman and the others take a broader approach, valu-
ing this knowledge but also valuing subject matter and the
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wisdom of practice. In this sense their approaches articulate
with interpretive traditions or with traditions of social cri-
tique (Calderhead, 1996; Wideen et al., 1998). 

This brings up an unfinished point: What are the connota-
tions associated with the metaphor of a knowledge base?
First, the image connotes construction, perhaps a building’s
foundation or perhaps a roughly framed building, but such an
image leaves open the finishing of the structure, and these
are potentially matters of taste or economic means. The
approaches just described imply, with varying degrees of
specificity, images of good teaching. The point is, however,
that without a normative vision of good teaching practice, a
knowledge base is an unfinished construction. In the current
policy climate, competing, and indeed contradictory, norma-
tive visions of good teaching are promoted. Second, although
a knowledge base connotes richness and depth of what should
be known, it tends to underscore the interconnections among
domains when engaging in teaching practice. More impor-
tant, it does not acknowledge the political nature of knowl-
edge and the different ways in which judgment may be
exercised (Cochran-Smith, 2000; Donmoyer, 1996). In other
words, a knowledge base may highlight relevant information,
but it does not necessarily suggest how to use it in particular
situations. One could argue that the knowledge base is not
actually knowledge per se, but rather a characterization or
description of the curriculum for learning to teach. Finally,
descriptions of a knowledge base do not necessarily charac-
terize the mental structures by which this knowledge is actu-
ally held. For instance, is the knowledge base a collection of
propositions, a set of beliefs, stories, event structures, images
or metaphors, or relational tags to what others in a community
of practice know? Fenstermacher (1994) offered a probing
analysis of these epistemological concerns. Cognitively ori-
ented studies of learning to teach shed some light on how in-
dividuals actively construct a personal knowledge base that
guides their everyday classroom judgments and decisions.

How Teacher Candidates Learn to Teach

The heart of learning to teach is the development of judgment,
which involves the development and orchestration of various
forms and domains of knowledge. The knowledge base for
teaching enumerates approaches to the content or substance
of ITP. Nevertheless, it sidesteps grander questions: What
counts as teacher learning and growth? Who decides what
counts? Judgment, after all, must be considered in a norma-
tive fashion. For example, does or must teacher learning in-
volve altered beliefs or conceptual change, and if so, which
beliefs, and in what ways are they altered? Does or must
teacher learning involve the elicitation and reconstruction of

practical arguments, which are the post hoc examinations
and justifications of actions (Fenstermacher & Richardson,
1993)? Or is teacher learning the ability to perform or enact
certain complex skills or practices, such as a guided reading
or writers’ workshops? If so, who decides which practices?
Or is teacher learning the development of pedagogical con-
tent knowledge—that is, building a conception of the disci-
pline, of how to represent key concepts, of how and when
students will likely stumble, of how to select appropriate cur-
ricular resources? Or has learning occurred when an individ-
ual has been enculturated into a community’s ways of
thinking (Putnam & Borko, 1997)? For instance, Montessori
teachers and schools enact a particular curriculum and peda-
gogy that is based on a philosophy of child development;
teacher learning might mean coming to participate in the
classroom and school. Legitimate participation comes with
understanding how that philosophy is instantiated in the
classroom and teacher communities. If learning involves
enculturation, how does one respond to the multiple commu-
nities that characterize educators? Finally, if one considers the
notion of distributed cognition, has learning occurred when a
community of educators knows where expertise lies and how
to find and elicit that expertise in the service of resolving a
dilemma of practice? For instance, when seeking to support a
struggling reader, the necessary expertise may reside in the
child’s former teachers, parents, and the district’s reading
specialist. When considering the question of what kind of
learning counts, for many teacher educators the likely answer
is “all of the above,” although, of course, not all teacher edu-
cators would agree, and others involved in setting policy for
ITP tend to be more constrained in their response, focusing
on enactment of predetermined specific skills or content
knowledge.

One of the essential questions all teachers must answer is,
“Am I primarily a transmitter or transformer of my society’s
values?” (Grant & Murray, 1999, p. 57). Most teacher educa-
tors resonate with the transformative side of the question.
For them, the purpose of ITP is to prepare teacher candidates
to teach for understanding and to do so with increasingly
diverse students. Several recent reviews of the literature on
learning to teach were consulted to synthesize what is known
about learning to teach for understanding (Ball & Cohen,
1999; Borko & Putnam, 1996; Calderhead, 1996; Feiman-
Nemser & Remillard, 1996; Kennedy, 1999b; Putnam &
Borko, 1997; Richardson, 1996; Wideen et al., 1998; Wilson
et al., 2001). One obvious conclusion reached by many teacher
educators is that learning to teach for understanding will not
be achieved by the provision of propositional knowledge
(Wideen et al., 1998). In other words, both cognitive and social
constructivist theories of learning have taken firm hold,
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leading researchers to view teacher candidates as active, social
learners who must learn to perceive, interpret, and act with in-
creasing sophistication (Resnick, 1991); however, the precise
nature and content of that sophistication varies depending on
one’s normative or philosophical perspectives regarding the
purposes of education. Thus, on the one hand, many of these
scholars acknowledge that our understanding about learning
to teach is fragmented, contradictory, and incomplete; on
the other hand, some findings have coalesced around the
respective roles that prior beliefs, content knowledge, mentors
and colleagues, and setting play in learning to teach.

Role of Prior Beliefs

One of the most fertile areas of cognitively oriented research
has addressed the role of prior beliefs and knowledge in
learning to teach. Several reviews summarize this body of
work (e.g., Calderhead, 1996; Nespor, 1987; Pajares, 1992;
Putnam & Borko, 1997; Richardson, 1996). The term belief
has a certain definitional slipperiness associated with it.
Calderhead (1996) pointed out the range of terms used to
refer to beliefs.

The term beliefs has been used in research in numerous ways. As
Pajares (1992) points out, such terms as beliefs, values, attitudes,
judgments, opinions, ideologies, perceptions, conceptions, con-
ceptual systems, preconceptions, dispositions, implicit theories,
personal theories, and perspectives have frequently been used
almost interchangeably, and it is sometimes difficult to identify
the distinguishing features of beliefs and how they are to be
separated from knowledge. (p. 719)

Drawing on philosopher’s distinctions, Richardson (1996)
argued that “the term belief . . . describes a proposition that is
accepted as generally true by the individual holding the belief.
It is a psychological concept and differs from knowledge,
which implies epistemic warrant” (p. 104). That is, knowl-
edge, unlike beliefs, must meet standards of evidence and
does not have varying degrees of conviction. Perhaps the slip-
periness in defining this term results from the fact that many
teachers treat beliefs as knowledge (Kansanen et al., 2000).

A common starting point for research into the role of prior
beliefs on learning to teach has been the recognition that
teacher candidates arrive in teacher preparation settings
having experienced 12 to 16 or more years of formal educa-
tion; Lortie (1975) called this period the apprenticeship of
observation. During this apprenticeship, individuals form
robust schemas that shape interpretations and evaluations of
later experiences in schools and classrooms. Other sources for
frames of reference include cultural-media archetypes, other

personal experience that informs a worldview, and experience
with formal knowledge (Richardson, 1996; Wideen et al.,
1998). Often, these schemas support traditional notions of
direct instruction and receptive-accrual learning; as such, they
guide new teachers to teach in manners consistent with how
they were taught, rather than in ambitious ways. Kennedy
argued, “Reformers can change teaching practices only by
changing the way teachers interpret particular situations and
decide how to respond to them” (Kennedy, 1999b, p. 56).
However, teacher candidates’ entering beliefs have proven re-
markably resilient. Thus, these schemas or beliefs are both fil-
ters of learning as well as targets of change (Borko & Putnam,
1996; Putnam & Borko, 1997; Richardson, 1996).

Scholars’ inquiries into teacher beliefs have examined
the characteristics of beliefs on a wide array of domains.
Calderhead (1996) categorized teachers’ beliefs into the fol-
lowing areas: beliefs about learners and learning, teaching,
subject, learning to teach, and the self and the teaching role.
Borko and Putnam do not separate knowledge and beliefs, and
they organize their two published reviews into a teacher can-
didate’s knowledge and beliefs about general pedagogy
(which includes beliefs about teaching, conceptions of the self
and teaching, learners and learning, and classroom manage-
ment), subject matter, and pedagogical subject matter. Al-
though providing a content analysis of beliefs is helpful, far
more critical in this area of research is inquiry into how beliefs
function as filters or frames of reference, why they are so resi-
lient, and what relationship beliefs have with actual practice.

Studies that show how beliefs serve to filter teacher candi-
date learning have often been conducted in the context of
programs whose purpose is to prepare teacher candidates so
that they understand constructivist theories of learning and
will engage in practices consistent with those theories. In
general, researchers have reasoned that when teacher candi-
dates do not embrace learner-centered theories and practices,
their initial beliefs about teachers and learning serve as
barriers to understanding knowledge-based theories that run
counter to their beliefs. Beliefs filter teachers’ perceptions,
interpretations, and decisions about how to respond to partic-
ular classroom events. Most of these studies have used inter-
pretive research designs and have tended to involve small
participant populations. A few general findings follow.

Hollingsworth (1989) found that prior beliefs influenced
both how teacher candidates interacted with information pre-
sented in the ITP program and, more important, with the
depth of conceptual change. Hollingsworth conducted base-
line interviews and observations to develop background
profiles. Multiple data sources were collected, including
audiotapes of teacher education courses, completed assign-
ments and journals, systematic interviews, and observations
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of the teacher candidates’ classroom teaching. Taxonomies of
cognitive processing (e.g., Rumelhart and Norman’s, 1976,
categories of accretion, fine-tuning, and restructuring) were
used to code the data and to determine cognitive change. Data
were reduced into a case study of each participant. Cross-case
analysis allowed Hollingsworth to show how beliefs about
general classroom management, the teaching of reading, and
of the academic task changed over in response to experiences
in the teacher preparation program. Using inductive methods,
Britzman (1991) conducted extensive interviews and obser-
vations of two individuals to show that beliefs have a high
level of specificity. The Teacher Education and Learning to
Teach (TELT) study found that belief systems, or frames of
reference, depended on a particular situation. Indeed, in this
study of writing instruction, the closer the teachers moved to
actual practice, the more their frame of reference reflected a
traditional view of writing instruction (Kennedy, 1999b).

A number of scholars have speculated about why teacher
candidates’ initial beliefs have proven to be so resilient. Fre-
quently cited, Weinstein’s (1989, 1990) studies involving
questionnaires, interviews, and self-rating scales found that
teacher candidates were unrealistically optimistic about the
difficulties that teaching would pose for them. Weinstein
speculated that such a stance may have given teacher candi-
dates little motivation to engage in concepts introduced by
teacher educators. Kennedy (1998) argued that most teachers’
beliefs fall into the difficult-to-change category (e.g., formed
early in life, containing an affective component, related to
self-concept, and interconnected with other beliefs). Many
have commented on the apparent disconnect between the
agenda of teacher educators and that of teacher candidates
(e.g., McDiarmid, 1990; Zeichner & Gore, 1990). That is,
teacher candidates enter teaching with a strong belief that the
teacher’s role is to present knowledge to students; mean-
while, teacher educators seek to prepare them to view teach-
ing as guiding students to construct understanding. Wideen et
al. (1998) pressed teacher educators to question this funda-
mental tension by engaging in a critical examination of
teacher educators’ beliefs and normative views regarding the
purposes of teacher education. Accompanying such an exam-
ination would be efforts on the part of teacher educators to
understand, from the teacher candidates’ perspectives, why
teacher candidates’ ideas about teaching make sense to them.
Such inquiry might parallel studies like Ball and Wilson
(1996) conducted in examining young children’s misconcep-
tions regarding core concepts in math and social studies;
rather than view the children’s thinking as errors, Ball and
Wilson took their students’ ideas seriously and viewed their
misconceptions as genuine attempts to make sense of new
ideas.

Wideen et al. (1998) reviewed a number of short- and
long-term interventions designed to promote changes in be-
liefs, or conceptual change. Short-term interventions include
specific courses, such as introductory seminars or content
area methods courses, whereas long-term interventions
spanned at least a full year and tended to reflect program-
level orientations. Across these studies, a range of specific
beliefs was examined, including beliefs about diverse stu-
dents, conceptions of the subject matter, the role of the
teacher, and so on. Many of the findings were based on in-
ductive analyses of extensive interview data, artifact analysis,
and observation in both university courses and field settings.
Wideen et al. claimed that no conclusive findings emerged
from this set of studies. One general trend is that studies seek-
ing to document noticeable change within the context of one
course have more often been less effective than longer-term
interventions (Richardson, 1996; Wideen et al., 1998), thus
suggesting that beliefs that have been constructed over long
periods of time may not be so easily reconstructed in one ex-
perience within an ITP program. Wideen et al. (1998) con-
cluded that those ITP programs that “build upon the beliefs of
preservice teachers and feature systematic and consistent
long-term support in a collaborative setting” are more suc-
cessful in promoting genuine conceptual change (p. 130).
Feiman-Nemser and Remillard (1996) named several basic
conditions for bringing about conceptual change: opportu-
nities to evaluate positively new practices when compared to
traditional ones; opportunities to see examples of new prac-
tices in authentic settings, if possible; and direct experi-
ences, as learners, when these approaches are enacted.

More longitudinal studies that carefully examine the arc of
teacher learning from ITP through induction may be needed
to understand fully changing belief systems and, by exten-
sion, teaching practices. Wideen et al. (1998) suggested that
the “fixed nature of prospective teachers’ beliefs should re-
main an open question rather than an accepted assumption
until the impact of the more robust programs of teacher edu-
cation has been fully analyzed” (p. 144). Robust, in this case,
implies those programs that meet the conditions suggested in
the previous paragraph. In many of these interpretive studies,
there is no common metric for change even though re-
searchers characterize the nature and degree of conceptual
change. Thus, the ambiguous results of preservice teacher
change may well reflect the researchers’ normative biases re-
garding how much change counts as significant growth or de-
velopment. One way researchers can respond is by providing
detailed descriptions of data analysis. Adams and Krockover
(1997) suggested an exemplar to guide future study designs.

Continued attention to beliefs will prevail as long as
beliefs are psychologically found to interact with practice.
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Although Calderhead (1996) held that relationships between
beliefs and classroom practice are contestable, Richardson’s
(1996) review concluded that the relationship between be-
liefs and action is indeed complex and reciprocal; that is, not
only do beliefs drive action, but also reflection upon action
may change beliefs. The two “operate together in praxis”
(Richardson, 1996, p. 105). What is still unclear, at least em-
pirically, is whether changed beliefs will necessarily lead to
changes in practice. Findings from the TELT study suggest
that what a teacher espouses generally about her teaching
practice is not necessarily consistent with how she decides to
respond to a particular teaching situation (Kennedy, 1998).
Wilcox, Schram, Lappan, and Lanier (1991) found that
although experiences in a constructivist teacher education
program led elementary teacher candidates to change beliefs
about how they, as adults, learned math, their beliefs about
how children learn mathematics did not change, remaining
consistent with traditional, prescriptive views of math in-
struction. The methods used in the TELT study suggest that
beliefs must be determined in the context of particular tasks,
thus reflecting a situative perspective. The context plays a
role not only in the teacher candidate’s ability to change her
beliefs, but also in her ability to have her practices align with
her beliefs. In the mathematics example just provided, the
researchers speculated that some reasons for the discrepancy
between beliefs about personal learning and beliefs about
children’s learning may be the result of the heavy reinforce-
ment of traditional pedagogy during student teaching and the
initial years of teaching.

The resounding conclusion is that prior beliefs do shape
teacher candidate’s learning, serving variously as filters,
frames, barriers, or perhaps gatekeepers to understanding
knowledge-based, learner-centered theories and practices.
Furthermore, because they are so salient, many teacher edu-
cators view them as targets of change, and thus an important
objective of ITP is to shift teacher candidates’ frames of
reference toward reform-minded views of teaching and learn-
ing. Unfortunately, many teacher candidates do not expect
that teacher preparation will involve changing frames of ref-
erence. Rather, they expect that teacher preparation will show
them how to teach (i.e., provide them with the procedures of
traditional practice); hence, they resist the ideas of teacher
educators. There is, then, a normative tug-of-war between
teacher candidates’ expectations and teacher educators’ ob-
jectives in ITP. Cognitive psychology might help resolve this
clash by providing more nuanced understandings of the exact
mechanisms by which these filters or frames operate. Al-
though some studies indicate that the characteristics of the
individual do indeed matter (e.g., traditional vs. nontradi-
tional teacher candidates; see Richardson, 1996), less well

understood is how the substance of the belief itself shapes
interpretation. For instance, do beliefs about racial or class
matters work differently than those about subject matter?
What emotions are associated with the beliefs and with the
experience of dissonance, and how do those emotions shape
the learning or unlearning experience? Motivation theory
may contribute insights into how individuals choose to medi-
ate significant dissonance. How do relationships among
teacher educators and candidates and among teacher candi-
dates themselves shape the process of conceptual change?
Findings in the chapters by Pintrich and by Pianta in this
volume may also inform teacher educators’ practice and
research. Finally, a situative perspective holds great promise,
for empirical evidence suggests that belief systems, or frames
of reference, are highly dependent on specific task situations
and contexts.

Role of Subject Matter Knowledge and Pedagogical
Content Knowledge

Shulman’s identification of content as the missing paradigm
launched a number of studies into how teacher candidate’s
prior understanding of subject matter shapes learning to
teach. Some of this research falls within the larger framework
of research on teacher beliefs; that is, studies examined how
teacher candidates’ conceptions of the subject matter, both as
an academic discipline and as a school subject, play a role in
learning how to teach. Other studies explored the relationship
between the teacher candidates’ formal knowledge of the
subject matter and learning to teach specific content and con-
cepts. Schwab’s (1964) distinction between the substance
and syntax of a discipline often appears in discussions of
teachers’ subject-matter content knowledge. Researchers
have analyzed teachers’ knowledge in terms of what they
know about how the core concepts, ideas, and facts of a dis-
cipline are organized and relate to one another (substance),
as well as what they know about the system of evidence
by which inquiry is conducted within the discipline and by
which new knowledge is added (syntax). As it turns out, what
a teacher candidate knows shapes both the content and meth-
ods of a teacher’s practice (Borko & Putnam, 1996). A
number of in-depth research reviews have yielded several
core findings (Putnam & Borko, 1997; Richardson, 1996;
Wilson et al., 2001). 

First, with regard to the substance of teacher candidates’
subject-matter content knowledge, teacher candidates have
often “mastered basic skills, but they lack the deeper concep-
tual understanding that is necessary when responding to
student questions and extending lessons beyond the basics”
(Wilson et al., 2001, p. 9). This finding stretches across all the
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academic disciplines and has been documented at the level of
specific substantive, core subject matter concepts (e.g.,
understanding place value and fractions in mathematics;
Ball, 1990). Teacher candidates’ syntactic knowledge has
been shown to have great variation (Grossman et al., 1989).
For those interested in novice teachers’ understanding of
math and science, the evidence suggests that most teacher
candidates do not have a deep grasp of the discipline’s epis-
temology (Borko & Putnam, 1996). It should be noted, how-
ever, that teacher candidates may not be dramatically
different from the general college-educated population. In
one study examining career paths of 10,000 college graduates
nationwide, secondary teacher candidates had comparable
academic records to the group as a whole, although elemen-
tary candidates did have lower standardized test scores and
weaker academic records, at least as measured by number of
remedial classes and level of courses taken (Henke, Geis,
Giambattista, & Knepper, 1996).

Second, those teachers who “have richer understanding
of subject matter tend to emphasize conceptual, problem-
solving, and inquiry aspects of their subjects, whereas less
knowledgeable teachers tend to emphasize facts and proce-
dures” (Putnam & Borko, 1997, p. 1232). These findings are
significant because teachers without this robust understand-
ing of substance and syntax of the discipline are more likely
to teach uncritically those lesson plans taken from textbooks
and colleagues and to miss opportunities to clarify and extend
students’ understandings of subject-matter knowledge.

Third, the empirical evidence is mixed regarding whether
teacher candidates can develop deeper understandings of a
discipline or beliefs about the nature of the discipline during
ITP. It appears that when teacher candidates have opportuni-
ties to engage in solving real problems, to work in small
groups, and to talk about their learning, they are more likely
to improve their substantive content knowledge (Borko &
Putnam, 1996). Given that many teacher candidates complete
an academic undergraduate major (rather than a major in
education), recent policy efforts have also sought to address
how undergraduate programs of study influence potential
teacher’s substantive and syntactic understandings of the dis-
ciplines (American Council on Education, 1999; Murray &
Porter, 1996). If these policy recommendations are enacted,
their impact will need to be studied with rigor.

Finally, a number of studies were reviewed by Wilson
and colleagues (2001) to examine the relationship between
subject-matter knowledge and student learning. An interest-
ing finding is that they identified no rigorous research that ex-
amined these two factors directly; rather, most studies used
proxies for subject-matter knowledge (e.g., specific courses
or academic majors). Indicators of student learning were often

reduced to standardized test scores, which many argue are in-
adequate for assessing the kind of understanding promoted in
many of the reforms. The few studies meeting their criteria
reveal inconclusively how, specifically, teachers’ subject-
matter knowledge matters in shaping children’s learning.

Related to inquiries into the role of subject-matter content
knowledge in learning to teach have been numerous studies
about how the teacher candidates develop pedagogical con-
tent knowledge. This form of knowledge has received much
attention because it is, arguably, unique to teaching; further-
more, because few teacher candidates have well-developed
pedagogical content knowledge when they begin teacher
preparation programs, this domain of teacher knowledge
must be developed within the purview of teacher preparation
or during the induction phase of learning to teach. Most re-
search reviews cite Grossman’s (1990) landmark study when
defining the key components of pedagogical content knowl-
edge (see the previous section on cognitive constructivist
perspectives, where these components were outlined).

Borko and Putnam (1996; Putnam & Borko, 1997) pro-
vided a thorough synthesis of research into all four compo-
nents of Grossman’s conceptualization. Several key findings
emerge from the studies that they review. First, the teacher
candidate’s conception of the discipline directly influences in-
structional choices, resulting in dramatically different class-
room experiences for learners even when the basic content is
the same. For example, Grossman (1990) showed that two
high school teachers’conceptions of teaching English dramat-
ically shaped the way they taught Hamlet. One teacher em-
phasized close textual reading of the entire play, whereas
another used film versions as the text. These different em-
phases stemmed, in part, from the teacher’s different views
about the purpose of high school English. One sought to
introduce her students to the norms of literary criticism prac-
ticed in university English departments, whereas the other
viewed high school English as an opportunity for students to
forge personal connections between cultural works of merit
and their lived experience. These conceptions of subject mat-
ter function much like beliefs do and thus are not easily
changed. However, several rigorous studies have demon-
strated that teacher preparation courses can help teacher can-
didates reconstruct their subject-matter knowledge into a
conception of the discipline that is better suited for student
learners. For example, Gess-Newsome and Lederman (1993)
worked with preservice biology teachers. Initially, these
teachers were only able to generate discrete topical lists of
core biology topics; however, over the science methods
course, the teachers were able to transform this topical list into
one that established interconnections among topics. Thus, this
experience influenced the organization of their knowledge of
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biology as a school subject matter. A second finding is that if
a teacher candidate’s subject-matter content knowledge is
weak, then his or her pedagogical content knowledge will also
be weak. This has interesting implications for the design of
baccalaureate teacher preparation programs in particular,
where the likelihood of working more closely with liberal arts
and science faculty is higher than in postbaccalaureate pro-
grams. It raises the question of whether it is possible to de-
velop simultaneously subject-matter content knowledge and
pedagogical content knowledge. A third finding is that one of
the great challenges for teacher candidates is to learn when
children are likely to encounter confusion and difficulty in
learning content. Much of the research has pointed out what
teacher candidates do not know about students’ understand-
ing. Putnam and Borko (1997) called for more research to
describe the processes by which teacher candidates develop
this specific aspect of pedagogical content knowledge. Such
knowledge is particularly important with a student population
that is becoming increasingly more diverse.

Role of Mentors and Colleagues

Social constructivism has advanced, from a theoretical per-
spective, the importance of cognitive apprenticeship (Brown
et al., 1989) and assisted performance (Tharp & Gallimore,
1988). As such, the theory directs researchers’ attention to the
critical role that dialogue with others plays in the process of
learning to teach. Teacher educators and teacher candidates
both recognize that conversations with mentors—both coop-
erating teachers and university supervisors—and with col-
leagues are a means for teacher candidates to mediate their
understanding of the knowledge base for teaching and to re-
fine their judgments and decisions (Cochran-Smith & Lytle,
1999). Talk with parents is also a potentially rich source
of learning for teacher candidates. Potentially educative con-
versations occur both formally (e.g., through planning or
evaluation conferences and through class activities and as-
signments) and informally (e.g., through voluntary associa-
tions, cohort groups, and in communities of practice such as
those found in professional development schools, etc.). Many
of the studies cited earlier in this chapter regarding concep-
tual change or changing content knowledge did in fact in-
volve interventions that placed teacher candidates in small
problem-solving groups.

To date, the research regarding the nature of the learning
that occurs through these conversations has not been studied
with the same depth and rigor as the research on prior beliefs
and subject knowledge. These studies have tended to be
focused more on how talk is a medium through which indi-
viduals become socialized into the norms of the discourse

community of teachers (McLaughlin & Talbert, 1993;
Zeichner & Gore, 1990) than on the specific and substantive
learning that occurs within the conversations and dialogue.
Wilson and Berne (1999) reviewed a number of studies of
projects in which experienced teachers engaged in talk about
subject matter, learning, or teaching. Many of these studies
analyzed the discourse, using analytic tools from psycho- and
sociolinguistics, and made claims about knowledge gained in
these settings. As such, this review is a helpful starting point
for researchers interested in studying this phenomenon. If
talk is both the medium for and an indicator of learning, it
needs to be better understood; furthermore, because talk is by
its nature evanescent, relationships between talk and practice
must also be more clearly elaborated.

Some of the work in this area has characterized the dis-
course occurring in innovative communities of experienced
teachers (Wilson & Berne, 1999). Other descriptive analyses
have provided existence proofs of such communities (e.g.,
Goldenberg & Gallimore, 1991; Grossman, Wineberg, &
Woolworth, 2001; Sherin, 2000). Fortunately, both Grossman
and colleagues and Sherin collected systematic data; thus, we
can look forward to their subsequent analyses and insights
into how the talk fostered learning. As scholars turn to study
the role that talk plays in teacher learning during initial prepa-
ration, they may well refer to this scholarship, particularly in
designing tasks and settings that are more likely to promote
educative discourse. Although it is still too early to draw gen-
eralizations from this area of research, some conceptual and
synthetic scholarship suggests that if the goal of ITP is to pre-
pare teacher candidates to teach for understanding, then
unless teacher candidates are working in reform-oriented set-
tings, their conversations with veteran and novice colleagues
may serve to reinforce, rather than to reinvent, traditional or
conventional practice (Richardson, 1997; Sykes & Bird,
1992). Whether a community has an inquiry stance may play
a role in the substance and depth of learning (Cochran-Smith
& Lytle, 1999). The role that conflict plays in the learning
process is potentially an important variable. For example,
conflict is often perceived as something to avoid, when in fact
the dissonance may well be essential for deep learning
(Achinstein, 2002; Sapon-Shevin & Chandler-Olcott, 2001).
Teacher candidates may need to learn how to engage in con-
structive argument, a practice that runs counter to the norms
of privacy, politeness, and nonjudgmental interactions found
in the faculty communities of most schools (Wilson & Berne,
1999). This seems especially important if teachers are going
to discuss the genuine challenges associated with understand-
ing how matters of ethnicity, class, and gender shape chil-
dren’s learning. Focusing the talk on artifacts of teaching
(e.g., student work or videotapes of classroom events) seems
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to lead to more focused interactions where participants wres-
tle with the learner’s understanding (Allen, 1998; Sherin,
2000). Factors that may influence the quality of talk and, by
extension, learning include an individual’s role and authority
within the group (group refers to two or more participants),
the purposes and protocols for conversation, the length
of time that the group has existed, the stability of membership
in the group, the presence or absence of a facilitator who scaf-
folds discussion, and the rewards for participation in the
group. Studies of the talk that occurs between mentors and
teacher candidates and among colleagues has great potential
to enhance our understanding of learning to teach.

Role of Settings for Learning

As a situative perspective takes hold, it has framed settings,
or contexts, as central to the learning process. But as Putnam
and Borko (2000) asked, “Where should teachers’ learning be
situated?” (p. 5). They suggested that well-designed experi-
ences that link university courses and field experiences
are one possible response, citing Wolf, Carey, and Mieras
(1996) as an exemplar. Many teacher candidates and practic-
ing teachers hold that field experiences are the sine qua
non of settings in which teacher candidates learn to teach;
however, Wilson et al. (2001) summarized research enumer-
ating many well-recognized flaws of these experiences
(e.g., disconnected from other components of teacher prepa-
ration, focused narrowly on mechanical aspects of teaching,
reinforcing the status quo of traditional teaching, and over-
whelming thus leading teacher candidates to teach in ways
they were taught). Much of the conceptualization of profes-
sional development schools seeks to overcome these
flaws (Darling-Hammond, Wise, & Klein, 1999; Sirotnik &
Goodlad, 1988). Gallego (2001) described a novel blend-
ing of field experiences completed in both classroom and
community-based settings in order to foster understanding of
the complex relationships that support teaching and learning.
For example, the field experiences in two settings provided a
productive contrast so that the teacher candidates were able
to recognize and critically reflect on the role that physical en-
vironment plays in ownership of learning. Others recognize
that such structural changes will be slowly realized; there-
fore, teacher education programs must promote an inquiry
orientation as a means to provide teacher candidates with
“opportunities to engage in ongoing examination of self as
teacher within the contexts of classrooms, schools, and the
broader professional community” (Knowles & Cole, 1996,
p. 665). At this time, a body of rigorous research elaborating
what and how teachers learn in these structurally innovative
settings is still in its formative stages.

Summary of Learning to Teach

What emerges from this cursory summary of studies of learn-
ing to teach is that if the central goal of ITP is to ensure that
those teachers entering the profession are able to teach for un-
derstanding, then teacher educators must support new teacher
candidates to develop new frames of reference and behavioral
enactments that are consistent with these ideas (Kennedy,
1998, 1999b). This has proven difficult to accomplish on a
widespread basis. The set of beliefs about general pedagogy
and learning that candidates have constructed over many
years as learners in classrooms proves to be quite resilient and
serves to filter interpretations of experiences in ITP. For many
teacher candidates, ITP aims to create occasions to develop a
wholly new, and often contradictory, view of good teaching
and good teaching practices. For new teachers to enact these
reform-minded practices requires not only new beliefs about
teaching and learning but also the ability to transform sub-
stantive content knowledge into pedagogical content knowl-
edge. Like changing beliefs, this has also proven difficult.
Rigorous studies that have been conducted yield contradic-
tory results. Feiman-Nemser and Remillard (1996) observed
rather sanguinely, “We know even less about the processes of
learning to teach than we do about the content” (p. 78). Fortu-
nately, theoretically driven models of professional develop-
ment and reform in the settings in which teacher candidates
learn to teach have led to powerful arguments for redesigning
the experiences, tasks, and settings through which teacher
candidates learn to teach. For example, researchers’ attention
to talk in the learning process and to the influence of context
in the learning process has potential to illuminate some vex-
ing dilemmas of learning to teach. Scholars in this field are
just beginning to understand and evaluate the nature of learn-
ing that occurs in these newer frameworks.

Best Practices in Initial Teacher Preparation

Much of the above research has both obvious and subtle
implications for pedagogy in ITP. The forms of teaching most
desired by teacher educators, captured in the umbrella term
teaching for understanding, often run counter to both teacher
candidates’ prior beliefs about teaching and the culture and
core practices of many schools. ITP, then, must offer a strong
intervention in order to bring about robust learning (or
unlearning?). Many see teacher preparation as a relatively
weak intervention poised between these far more enduring
learning experiences (Richardson, 1996). Nevertheless, to
decide what are best practices depends largely on what “one
thinks the enterprise of teacher education is about and how it
works” (Carter & Anders, 1996, p. 557).
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The oft-heard expression “practice what you teach” refers
to the normative proposition that teacher educators should
model practices that promote teacher candidates’ active and
social construction of teaching and learning (Lauer, 1999;
Richardson, 1997; see also chapter by McComb in this
volume). There is no shortage of proposed practices, including
case methods, simulations, observation guides, modeling,
cognitive coaching, teacher research or action research
or child studies, student work protocols, video clubs, problem-
based learning, discourse communities, and narrative meth-
ods. Indeed, many of these practices have been recommended
and described in work cited earlier in this chapter; researchers
have also attempted to account for teacher candidate learning
within these pedagogical activities.

What is known empirically about sound pedagogy in ITP?
Carter and Anders (1996) offered a review that focuses
exclusively on the pedagogy of teacher education. They broke
down their review into three categories of pedagogy: teaching
laboratories and simulations; field-based pedagogies, includ-
ing observation guides, structured assignments, opportunities
to write about teaching, and seminars and conversations; and
cases and case methods. They located each of these pedagog-
ical approaches within a framework for teacher education
(i.e., practical/craft, technological, personal, academic, and
critical social); then they reviewed the empirical base for each
of these approaches. With regard to teaching laboratories and
simulations, they concluded that this set of practices, which
emerged in the 1970s and early 1980s, tended to highlight
discrete teaching skills. Although teacher candidates could
demonstrate or perform these skills in laboratory settings,
such performances did not always transfer to genuine class-
rooms. They suggested that a reformulation of these practices
to involve more deliberation and problem solving has poten-
tial. With regard to field-based pedagogies, they found “little
solid evidence concerning the impact of field experience in
general or of specific strategies” (p. 575). They cited findings
from other studies that suggest that field experiences may en-
gender a survival orientation and reinforce stereotypes, par-
ticularly of diverse learners. They argued that the selection
and coordination of sites and the character of the supervisor’s
or mentor’s feedback are important qualities in the framing of
field experiences. With regard to case-based pedagogies, they
summarized different approaches to case methods but ac-
knowledged the need for more study of actual teacher candi-
date learning.

Carter and Anders (1996) ended their review with the
observation that “research on program pedagogy is not a
highly developed area” (p. 584). They expressed concern,
however, that research conducted in the spirit of effectiveness
studies that compare one pedagogical approach with another

will lead to inconclusive results. Nonetheless, it seems evi-
dent that more systematic approaches to studying the nature,
variation, and impact of teacher preparation pedagogy are
sorely needed to guide the design of ITP. Levin and
O’Donnell (1999) provided a stage model for how such in-
quiries might be conducted. Many of the important studies
mentioned in this review as well as the current interest in
self-study research (Zeichner, 1999) fall into Levin and
O’Donnell’s first stage. They offered the field an important
starting point of hypotheses, preliminary ideas, and observa-
tions. But also needed are integrated studies linking design
experiments in ITP with controlled laboratory experiments of
teacher candidate learning, which are then followed by ran-
domized program trial studies. Many in teacher education
will find this proposal too rooted in a scientific or positivistic
paradigm of educational research. However, without a more
rigorous research base, teacher educators will continue to
clash with a highly suspicious public over the importance of
developing professional knowledge and judgment.

What Collective Story Do the Reviews Tell?

This cursory review of the flourishing field of cognitively
oriented studies of learning to teach has underscored the
intellectual complexity of teaching. New directions in cogni-
tive psychology show promise in responding to ongoing
questions and dilemmas about how teacher candidates learn
to teach and how ITP programs can best foster such learning.
Thus far, scholarship in the area of learning to teach has pro-
vided several approaches to a knowledge base for teaching.
This knowledge base has in turn shaped the substance of ITP
curriculum. However, constructivist theories of learning
posit the “idea that teacher learning ought not to be bound
and delivered but rather activated. This positions the ‘what’
of teacher knowledge in a much different place” (Wilson &
Berne, 1999, p. 194). Given that teaching involves, at its
core, professional judgment, emphasis on helping new teach-
ers perceive, interpret, and respond wisely to classroom
events has garnered the attention of teacher educators. Much
research has been conducted examining how a teacher candi-
date’s prior beliefs, life history, and subject-matter knowl-
edge shape interpretations of events and decisions for action.
Significant emphasis has gone in to finding ways to facilitate
meaningful conceptual change, with the hope that this will in
turn lead to reform-minded teaching practice. The track
record has been uneven. Some well-structured interventions
have shown modest success at facilitating conceptual change
and at fostering critical reflection, but much of this research
has not necessarily connected changes in teacher thinking
with desired teacher actions. It appears, however, that as the
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situative perspective takes hold in cognitive studies, new and
critical variables are emerging that may help researchers to
develop more robust theories of learning to teach. Ball and
Cohen (1999) suggested that the field lacks “carefully con-
structed and empirically validated theories of teacher learn-
ing that could inform teacher education, in roughly the same
way that cognitive psychology has begun to inform the edu-
cation of schoolchildren” (p. 4).

ONCE AND FUTURE RESEARCH

Given the genre conventions of a handbook chapter, readers
expect, at this point, an argument regarding future research in
this field. Two brief responses follow, one highlighting
promising lines of research, the other commenting on poten-
tial questions and methodological approaches for future
research. It is a given that the goal of such research is to in-
form the field regarding how best to prepare new teachers to
engage and teach diverse students to understand content in
deep, flexible ways so that they are, in turn, able to respond
to complex issues and problems of the world in which we
live. This is, without qualification, a tall order. It is one that
the traditional grammar of schooling is unlikely to fulfill;
hence, models of learning to teach for understanding are
called for.

Promising Research from a Situative Perspective

In Berliner and Calfee’s conclusion to the Handbook of Edu-
cational Psychology (1996), they predicted that “research
flowing from situationist perspectives, concepts of distrib-
uted cognition, the development of new technologies, and
methodologies such as design experiments, should keep edu-
cational psychologists quite busy as we enter the twenty-first
century” (p. 1021). Putnam and Borko (2000) picked up on
this foreshadowing, as they argued that a situative perspec-
tive brings important conceptual tools to bear on the process
of learning to teach. This perspective radically reconsiders
what it means to learn to teach, for it breaks down the con-
ventional notion of first understanding a principle and then
applying it in practice. Instead, a situative perspective sug-
gests that professional knowledge, which often fuses princi-
ples and practices, is intimately connected to the contexts and
settings in which individuals encounter principles and prac-
tices. Scholars of learning to teach already see the explana-
tory power of this perspective and also its potential to guide
cycles of design and research in ITP. Studies of learning to
teach writing and of case methods illustrate this point.

Learning to Teach Writing

Learning to teach writing is, arguably, a challenging task.
First, writing is a complex cognitive tool that is not easily
mastered. Second, writing instruction in school has tradition-
ally been prescriptive and emphasized the acquisition of con-
ventions (e.g., grammar, punctuation, and usage); in contrast,
reformers see writing as an activity for making meaning, and
they advocate writing instruction that guides students to be-
come strategic, purposeful writers. Third, preparing teacher
candidates to embrace this vision of the purpose of writing in-
struction is challenging because most teacher candidates have
little experience as writers; their prior beliefs about writing in
school coupled with the persistent presence of traditional
writing instruction present challenges to teacher educators. In
response, the TELT study (Kennedy, 1998, 1999b) examined
how teacher preparation programs influenced adoption of
reform ideas in writing instruction. Grossman and colleagues
(Grossman, Smagorinsky, & Valencia, 1999; Grossman,
Thompson, & Valencia, 2001; Grossman et al., 2000) studied
how beginning teachers appropriated a set of pedagogical
tools for teaching writing. Taken together, these studies are
already making important contributions on empirical, meth-
odological, and theoretical levels.

Empirically, a number of critical findings from TELT have
already been mentioned. For example, Kennedy found that
teacher candidates’ espoused beliefs did not necessarily
match the beliefs implicit in their immediate responses to
particular teaching tasks or situations. More significantly, she
found that teacher candidates had a set of interlocking, mutu-
ally reinforcing ideas about the nature of writing and writing
instruction to which they were personally attached. These
beliefs influenced how they responded to representative
teaching situations, often in ways that maintained the status
quo of traditional writing instruction. Equally important,
using a carefully defined standard of evaluating pre- and
postinterviews, she was able to show that ITP programs
influence teacher learning through enrollment and through
their substantive orientations. Grossman et al. (2000) found
that during ITP courses, teacher candidates were intro-
duced to conceptual tools (e.g., concepts of scaffolding and
ownership in writing instruction). However, their appropria-
tion of these tools during their first year of teaching varied
depending on whether they received accompanying practical
tools and on the activity settings in which they taught. An
interesting finding was that the teacher candidates often at-
tempted pedagogical practices in their second year that were
much more consistent with reform ideas, thus suggesting that
the impact of ITP may not be realized until after the first year
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of teaching. The teacher candidates appeared to have con-
structed powerful and guiding visions that took more than
one year to be activated. The researchers also found that
the district’s policies, practices of support, and curriculum
materials and assessments played an important role in how
the first- and second-year teachers were able to construct
understandings of what it means to teach in general, and lan-
guage arts in particular (Grossman et al., 2001).

Methodologically, these two studies had much in com-
mon, and each represents the kind of rigorous research that is
sorely needed in this field. First, both are longitudinal case
studies of teacher candidates who were prepared in a range of
ITP programs. Second, they offer detailed contextual infor-
mation about these different ITP programs, which varied in
both structure and substantive orientation. Third, they used
repeated interviews and observations to gather data. Kennedy
used the same pre- and postprogram interview protocol. Her
measures merit significant attention: In addition to open-
ended, biographical questions, she also asked each partici-
pant to respond to representative teaching situations (e.g.,
respond to a particular piece of writing, a student’s statement
of boredom, a particular question of English language usage).
Finally, both are well grounded theoretically. Grossman and
colleagues adopted the theoretical framework of activity the-
ory, as have others in the field (e.g., Newell, Gingrich, &
Johnson, 2001). The use of activity theory bears attention be-
cause this framework appears to have both broad explanatory
power and the potential to shape ITP practice. 

Case Methods in Initial Teacher Preparation

Case methods have both a long and short history in ITP. The
use of cases or vignettes extends back for many years, but
Shulman’s (1986b) presidential address to the American
Educational Research Association renewed teacher educa-
tors’ attention. By the early 1990s the case idea was well es-
tablished (Sykes & Bird, 1992), and by the mid-1990s there
was sufficient activity with this pedagogy to warrant a com-
plete chapter in the second edition of the Handbook of Re-
search on Teacher Education (Merseth, 1996). Both Putnam
and Borko (2000) and Carter and Anders (1996) feature case
methods as a central pedagogy in ITP. One reason case meth-
ods took hold so quickly is that they are a relatively low-tech
pedagogy.Although the development of casebooks is labor in-
tensive (e.g., Shulman, Lotan, & Whitcomb, 1998) and the art
of facilitating case discussions or case writing requires time
to develop, weaving case methods into traditional univer-
sity courses is a relatively simple addition. That the most re-
cent edition of almost every standard educational psychology

textbook includes cases suggests that this practice is wide-
spread. A far more compelling reason is that case methods are
consistent with the situative perspective because they allow
teacher candidates to have vicarious experiences. Well-
crafted cases preserve the complexity of teaching, but at the
same time, they allow teacher candidates to slow down their
perception, interpretation, and analysis of the details. Al-
though case methods are frequently promoted and appear
to be widespread as an ITP pedagogy, calls for empirical
support for this practice began to mount (Merseth, 1996;
Sykes & Bird, 1992).

This call was met in 1999 with a full-length monograph on
the research base for teaching and learning with cases
(Lundeberg, Levin, & Harrington, 1999). The sections of the
book review learning fostered through case-based pedagogy,
structuring the learning environment with cases, and rethink-
ing the concept of a case. In the foreword Merseth cited sev-
eral reasons for the slow development of an empirical base
for case methods. First, she observed that good research de-
signs hinge on clearly targeted goals. Because cases have
been employed for a variety of pedagogical purposes (e.g., to
present the complexity of teaching, to teach teacher candi-
dates how to problem solve, or to foster deeper reflection), it
is sometimes difficult to make comparisons across studies
because the pedagogical aims differ. Second, it is difficult to
account for the many factors, or variables, that affect learn-
ing using case-based methods. Merseth’s general critique of
the empirical base for case methods suggests the need for
the kind of rigorous designs that Levin and O’Donnell
(1999) outlined. The range of research designs reflected in
this collection of studies, however, is rather eclectic. As
such, it provides the first stage of research in Levin and
O’Donnell’s approach. The studies reported provide strong
initial hypotheses for understanding teacher candidate learn-
ing through experiences with cases. More multisite studies
that richly capture the contextual variety of programs, group
dynamics, and even instructor effects and at the same time
employ common measures of learning may help the field
strengthen the initial empirical claims.

Thoughts on Future Research

This concluding section offers a brief reflection on questions
worth asking and on rigorous methods. It goes without saying
that ITP will continue to engender high levels of suspicion
and aspersion from an increasingly vocal group of individu-
als who believe that ITP is both unnecessary and quite possi-
bly an impediment to a quality teaching force. The studies
reviewed in this chapter provide some evidence that it does
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matter, but the answers are not unequivocal. Regarding the
following few domains in need of more sustained inquiry, it
should be noted that Cochran-Smith (2000, 2001), Putnam
and Borko (2000), and Wilson et al. (2001) have framed well
the sorts of questions that matter and research agendas that
will move the field forward. The suggestions that follow em-
bellish, rather than replace, their suggestions. 

First, much more remains to be understood about how
teacher candidates’ beliefs shape learning to teach for under-
standing and to teach children whose backgrounds differ sub-
stantially from the teacher’s. Similarly, we need to understand
better the many well-considered interventions that teacher ed-
ucators are developing to promote conceptual change and to
enhance the impact of ITP on a teacher candidate’s knowledge
and beliefs. We need to understand much more clearly the “out-
comes” matters (i.e., the relationships among a teacher candi-
date’s knowledge and beliefs, her emerging practice, and the
learning of her students). Studies conducted within a situative
perspective, by changing the unit of analysis from the individ-
ual to the activity setting, may provide a new view on these
dilemmas. The increasing emphasis on performance assess-
ments and accountability within teacher preparation will likely
add to the intensity and stress levels associated with participat-
ing in an ITP program. Gold (1999) suggested ways in which
universities might be more attentive to teacher candidates’psy-
chological maturity. The field will benefit from enhanced
understanding of how the teacher candidates’ emotional states
affect learning to teach. To respond to these persistently unre-
solved questions research must be conducted using more rigor-
ous methods. Many have argued for methodological pluralism
(Kennedy, 1999a; Sleeter, 2001; Zeichner, 1999); that plural-
ism will be needed to establish a system of generating credible
knowledge from education research (Levin & O’Donnell,
1999). Unfortunately, in the area of research on learning to
teach, the field seems to get what it pays for. The works that
appears to show the greatest promise (e.g., longitudinal, multi-
site studies that use well-defined and well-designed measures
of teacher learning) are some of the few adequately funded
research projects. More large-scale design and research efforts
are needed.

In closing, the body of research on learning to teach, though
still relatively new, has led to understandings of the knowledge
base for teaching, the critical role that prior beliefs play in
teacher learning, and the powerful role that talk and settings
play in the process of learning to teach. Given the ambitious
goal that many reformers have of ensuring that every child has
a teacher capable of fostering deep, flexible understanding of
content, scholars of learning to teach have considerable work
to do. Fortunately, as we move into the twenty-first century, the
field appears to be armed with promising conceptual tools that

have the potential to provide important theoretical models of
teacher learning. With well-supported, rigorous research, those
models will be developed in concert with best practices for ITP.
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The problems that are faced in experimental design in the so-
cial sciences are quite unlike those of the physical sciences.
Problems of experimental design have had to be solved in the
actual conduct of social-sciences research; now their solu-
tions have to be formalized more efficiently and taught more
efficiently. Looking through issues of the Review of Educa-
tional Research one is struck time and again by the complete
failure of the authors to recognize the simplest points about
scientific evidence in a statistical field. The fact that 85 per-
cent of National Merit Scholars are first-born is quoted as if it
means something, without figures for the over-all population
proportion in small families and over-all population propor-
tion that is first-born. One cannot apply anything one learns
from descriptive research to the construction of theories or to
the improvement of education without having some causal
data with which to implement it (Scriven, 1960, p. 426).

Education research does not provide critical, trustworthy,
policy-relevant information about problems of compelling
interest to the education public. A recent report of the U.S.
Government Accounting Office (GAO, 1997) offers a damn-
ing indictment of evaluation research. The report notes that
over a 30-year period the nation has invested $31 billion in
Head Start and has served over 15 million children. However,
the very limited research base available does not permit one
to offer compelling evidence that Head Start makes a lasting
difference or to discount the view that it has conclusively es-
tablished its value. There simply are too few high-quality
studies available to provide sound policy direction for a
hugely important national program. The GAO found only
22 studies out of hundreds conducted that met its standards,
noting that many of those rejected failed the basic method-
ological requirement of establishing compatible comparison
groups. No study using a nationally representative sample
was found to exist (Sroufe, 1997, p. 27).

Reading the opening two excerpts provides a sobering
account of exactly how far the credibility of educational re-
search is perceived to have advanced in two generations. In
what follows, we argue for the application of rigorous research
methodologies and the criticality of supporting evidence. And,
as will be developed throughout this chapter, the notion of

In 1999 Joel R. Levin and Angela M. O’Donnell published an arti-
cle, “What to Do About Educational Research’s Credibility Gaps?”
in Issues in Education: Contributions from Educational Psychology,
a professional journal with limited circulation. With the kind per-
mission of Jerry Carlson, editor of Issues, major portions of that ar-
ticle have been appropriated to constitute the bulk of the present
chapter.
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evidence—specifically, what we are increasingly seeing as
vanishing evidence of evidence—is central to our considerable
dismay concerning the present and future plight of educational
research, in general, and of research incorporating educational
and psychological treatments or interventions, in particular.
We maintain that “improving the ‘awful reputation’ of educa-
tion research” (Kaestle, 1993; Sroufe, 1997) begins with ef-
forts to enhance the credibility of the research’s evidence.

Improving the quality of intervention research in psychology
and education has been a primary goal of scholars and
researchers throughout the history of these scientific disciplines.
Broadly conceived, intervention research is designed to pro-
duce credible (i.e., believable, dependable; see Levin, 1994)
knowledge that can be translated into practices that affect
(optimistically, practices that improve) the mental health and ed-
ucation of all individuals. Yet beyond this general goal there has
always been disagreement about the objectives of intervention
research and the methodological and analytic tools that can be
counted on to produce credible knowledge. One purpose of this
chapter is to review some of the controversies that have befallen
psychological and educational intervention research. A second,
and the major, purpose of this chapter is to suggest some possi-
bilities for enhancing the credibility of intervention research. At
the very least, we hope that our musings will lead the reader to
consider some fundamental assumptions of what intervention
research currently is and what it can be.

CONTEMPORARY METHODOLOGICAL ISSUES:
A BRIEF OVERVIEW

Although there is general consensus among researchers that
intervention research is critical to the advancement of knowl-
edge for practice, there is fundamental disagreement about the
methodologiesused tostudyquestionsof interest.These include
such issues as the nature of participant selection, differential
concerns for internal validity and external validity (Campbell &
Stanley, 1966), the desirability or possibility of generalization,
the appropriate experimental units, and data-analytic tech-
niques, among others that are discussed later in this chapter.

Evidence-Based Treatments and Interventions

Of the major movements in psychology and education, few
have stirred as much excitement or controversy as have
recent efforts to produce evidence-based treatments. With its
origins in medicine and clinical-trials research, the evidence-
based movement spread to clinical psychology (see Chamb-
less & Ollendick, 2001, for a historical overview; Hitt, 2001)
and, more recently, to educational and school psychology

(Kratochwill & Stoiber, 2000; Stoiber & Kratochwill, 2000).
At the forefront of this movement has been the so-called
quantitative/experimental/scientific methodology featured as
the primary tool for establishing the knowledge base for treat-
ment techniques and procedures. This methodology has been
embraced by the American Psychological Association (APA)
Division 12 (Clinical Psychology) Task Force on Evidence-
Based Treatments (Weisz & Hawley, 2001). According to the
Clinical Psychology Task Force criteria for determination of
whether a treatment is evidence based, quantitative group-
based and single-participant studies are the only experimen-
tal methodologies considered for a determination of credible
evidence.

The School Psychology Task Force, sponsored by APA Di-
vision 16 and the Society for the Study of School Psychology,
has also developed criteria for a review of interventions (see
Kratochwill & Stoiber, 2001). In contrast to their clinical psy-
chology colleagues’ considerations, those of the School Psy-
chology Task Force differ in at least two fundamental ways.
First, the quantitative criteria involve a dimensional rating of
various designs, including criteria of their internal validity, sta-
tistical conclusion, external validity, and construct validity.
Thus, the evidence associated with each dimension is based on
a Likert-scale rating and places responsibility on the consumer
of the information for weighing and considering the support
available for various interventions under consideration. Table
22.1 provides sample rating criteria for group-based interven-
tions from the Procedural and Coding Manual for Review of
Evidence-Based Interventions (Kratochwill & Stoiber, 2001).

A second feature that distinguishes the School Psychology
Task Force considerations from previous evidence-based
efforts is the focus on a broad range of methodological strate-
gies to establish evidence for an intervention. In this regard,
the School Psychology Task Force has developed criteria for
coding qualitative methods in intervention research. At the
same time, a premium has been placed on quantitative method-
ologies as the primary basis for credible evidence for inter-
ventions (see Kratochwill & Stoiber, 2000; Kratochwill &
Stoiber, in press). The higher status placed on quantitative
methods is not shared among all scholars of intervention
research methodology and sets the stage for some of the
ongoing debate, which is described next.

Quantitative Versus Qualitative Approaches

What accounts for the growing interest in qualitative method-
ologies? Recently, and partly as a function of the concern
for authentic environments and contextual cognition (see
Levin & O’Donnell, 1999b, pp. 184–187; and O’Donnell &
Levin, 2001, pp. 79–80), there has been a press for alternatives



TABLE 22.1 Selected Examples of School Psychology Task Force Evidence-Based Intervention Criteria

I. General Characteristics
A. Type of Basis (check all that apply)

A1. � Empirical basis
A2. � Theoretical basis

B. General Design Characteristics
B1. � Completely randomized design
B2. � Randomized block design (between-subjects/blocking variation)
B3. � Randomized block design (within-subjects/repeated measures/multilevel variation)
B4. � Randomized hierarchical design
B5. � Nonrandomized design
B6. � Nonrandomized block design (between-subjects/blocking variation)
B7. � Nonrandomized design (within-subjects/repeated measures/multilevel variation)
B8. � Nonrandomized hierarchical design

C. Statistical Treatment (check all that apply)
C1. � Appropriate units of analysis
C2. � Family-wise/experiment-wise error rate controlled
C3. � Sufficiently large N

II. Key Features for Coding Studies and Rating Level of Evidence/Support
(3 � Strong Evidence 2 � Promising Evidence 1 � Weak Evidence 0 � No Evidence)

A. Measurement (check rating and all that apply) 3 2 1 0
A1. � Use of outcome measures that produce reliable scores for the population under study:

Reliability �

A2. � Multimethod
A3. � Multisource
A4. � A case for validity has been presented.

B. � Comparison Group (check rating) 3 2 1 0
B1. Type of Comparison Group (check all that apply)

B1.1. � No intervention
B1.2. � Active Control (attention, placebo, minimal intervention)
B1.3. � Alternative Treatment

B2. � Counterbalancing of Change Agents
B3. � Group Equivalence Established

B3.1. � Random Assignment
B3.2. � Statistical Matching (ANCOVA)
B3.3. � Post hoc test for group equivalence 

B4. � Equivalent Mortality with 
B4.1. � Low Attrition (less than 20% for posttest)
B4.2. � Low Attrition (less than 30% for follow-up)
B4.3. � Intent to intervene analysis carried out

• Key Findings ————

C. Key Outcomes Statistically Significant (check) 3 2 1 0
C1. Key Outcomes Statistically Significant (list only those with p � .05)

D. Key Outcomes Educationally or Clinically Significant (check) 3 2 1 0
D1. Effect Sizes [indicate measure(s) used]

E. Durability of Effects (check) 3 2 1 0
� Weeks
� Months
� Years

F. Identifiable Components (check) 3 2 1 0
G. Implementation Fidelity (check) 3 2 1 0

G1. � Evidence of Acceptable Adherence
G1.1. � Ongoing supervision/consultation
G1.2. � Coding sessions
G1.3. � Audio/video tape

G2. � Manualization
H. � Replication (check rating and all that apply) 3 2 1 0

H1. � Same Intervention
H2. � Same Target Problem
H3. Relationship Between Evaluator/Researcher and Intervention Program

� Independent evaluation

Source: Adapted from Kratochwill & Stoiber (2001).
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to traditional experimental methodologies in educational
research. Concerns for external validity, consideration of the
complexity of human behavior, and the emergence of socio-
cultural theory as part of the theoretical fabric for understand-
ing educational processes have also resulted in the widespread
adoption of more qualitative methods. In terms of Krathwohl’s
(1993) distinctions among description, explanation, and vali-
dation (summarized by Jaeger & Bond, 1996, p. 877), the pri-
mary goals of educational research, for example, have been to
observe and describe complex phenomena (e.g., classroom in-
teractions and behaviors) rather than to manipulate treatments
and conduct confirming statistical analyses of the associated
outcomes.

For the past 10 years or so, much has been written about
differing research methodologies, the contribution of educa-
tional research to society, and the proper functions and pur-
poses of scientific research (e.g., Doyle & Carter, 1996;
Kaestle, 1993; Labaree, 1998; O’Donnell & Levin, 2001).
Some of these disputes have crystallized into the decade-long
debate about quantitative and qualitative methodologies and
their associated warrants for research outcomes—a debate,
we might add, that is currently thriving not just within educa-
tion but within other academic domains of the social sciences
as well (e.g., Azar, 1999; Lipsey & Cordray, 2000). As has
been recently pointed out, the terms qualitative and quantita-
tive are oversimplified, inadequate descriptors of the method-
ological and data-analytic strategies associated with them
(Levin & Robinson, 1999).

The reasons for disagreements between quantitative and
qualitative researchers are much more than a debate about
the respective methodologies. They are deeply rooted in be-
liefs about the appropriate function of scientific research.
Criticism of quantitative methodologies has often gone hand
in hand with a dismissal of empiricism. Rejection of qualita-
tive methodologies has often centered on imprecision of
measurement, problems with generalizability, and the qual-
ity and credibility of evidence. Failures to resolve, or even to
address, the issue of the appropriate research function have
resulted in a limiting focus in the debate between qualitative
and quantitative orientations that trivialize important
methodological distinctions and purposes. Unfortunately, the
debate has often been ill conceived and unfairly portrayed,
with participants not recognizing advances that have been
made in both qualitative and quantitative methodologies in
the last decade. The availability of alternative methodolo-
gies and data-analytic techniques highlights a key issue
among researchers regarding the rationale for their work
and the associated direction of their research efforts.
Wittrock (1994) pointed out the need for a richer variety of

naturalistic qualitative and quantitative methodologies, rang-
ing from case studies and observations to multivariate de-
signs and analyses.

In addition, arguments about appropriate methodology
have often been confused with a different argument about the
nature of scholarship. Beginning with Ernest Boyer’s (1990)
book, Scholarship Reconsidered: Priorities of the Professori-
ate, institutions of higher education have sought ways to
broaden the concept of scholarship to include work that does
not involve generating new knowledge. This debate is often
confused with the methodological debate between the respec-
tive advocates of qualitative and quantitative approaches, but
an important feature of this latter debate is that it focuses on
methods of knowledge generation (see also Jaeger, 1988).

RESEARCH METHODOLOGY AND THE CONCEPT
OF CREDIBLE EVIDENCE

Our purpose here is not to prescribe the tasks, behaviors, or
problems that researchers should be researching (i.e., the topics
of psychological and educational-intervention research). Some
of these issues have been addressed by various review groups
(e.g., National Reading Panel, 2000), as well as by task forces
in school and clinical psychology. As Calfee (1992) noted
in his reflections on the field of educational psychology, re-
searchers are currently doing quite well in their investigation
of issues of both psychological and educational importance.
As such, what is needed in the future can be characterized more
as refining rather than as redefining the nature of that research.
For Calfee, refining means relating all research efforts and find-
ings in some way to the process of schooling by “filling gaps
in our present endeavors” (p. 165). For us, in contrast, refining
means enhancing the scientific integrity and evidence credi-
bility of intervention research, regardless of whether that re-
search is conducted inside or outside of schools.

Credible Versus Creditable Intervention Research

We start with the assertion, made by Levin (1994) in regard
to educational-intervention research, that a false dichotomy
is typically created to distinguish between basic (laboratory-
based) and applied (school-based) research. (a) What is the
dichotomy? and (b) Why is it false? The answer to the first
question addresses the methodological rigor of the research
conducted, and which can be related to the concept of inter-
nal validity, as reflected in the following prototypical
pronouncement: “Applied research (e.g., school-based
research) and other real-world investigations are inherently
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complex and therefore must be methodologically weaker,
whereas laboratory research can be more tightly controlled
and, therefore, is methodologically stronger.”

In many researchers’ minds, laboratory-based research
connotes “well controlled,” whereas school-based research
connotes “less well controlled” (see Eisner, 1999, for an
example of this perspective). The same sort of prototypical
packaging of laboratory versus classroom research is evident
in the National Science Foundation’s (NSF) 1999 draft
guidelines for evaluating research proposals on mathematics
and science education (Suter, 1999). As is argued in a later
section of this chapter, not one of these stated limitations is
critical, or even material, as far as conducting scientifically
sound applied research (e.g., classroom-based research) is
concerned.

The answer to the second question is that just because dif-
ferent research modes (school-based vs. laboratory-based)
have traditionally been associated with different methodolog-
ical-quality adjectives (weaker vs. stronger, respectively),
that is not an inevitable consequence of the differing research
venues (see also Levin, 1994; Stanovich, 1998, p. 129).
Laboratory-based research can be methodologically weak
and school-based research methodologically strong. As such,
the methodological rigor of a piece of research dictates
directly the credibility (Levin, 1994) of its evidence, or the
trustworthiness (Jaeger & Bond, 1996) of the research find-
ings and associated conclusions (see also Kratochwill &
Stoiber, 2000). Research credibility should not be confused
with the educational or societal importance of the questions
being addressed, which has been referred to as the research’s
creditability (Levin, 1994). In our view (and consistent with
Campbell & Stanley’s, 1966, sine qua non dictum), scientific
credibility should be first and foremost in the educational
research equation, particularly when it comes to evaluating
the potential of interventions (see also Jaeger & Bond, 1996,
pp. 878–883).

With the addition of both substantive creditability and
external validity standards (to be specified later) to scientifi-
cally credible investigations, one has what we believe to be
the ideal manifestation of intervention research. That ideal
surely captures Cole’s (1997, p. 17) vision for the future of
“both useful research and research based on evidence and
generalizability of results.” For example, two recent empiri-
cal investigations addressing the creditable instructional
objective of teaching and improving students’ writing from
fundamentally different credible methodological approaches,
one within a carefully controlled laboratory context
(Townsend et al., 1993) and the other systematically within the
context of actual writing-instructed classrooms (Needels &

Knapp, 1994), serve to punctuate the present points. Several
examples of large-scale, scientifically credible research stud-
ies with the potential to yield educationally creditable pre-
scriptions are provided later in this chapter in the context of a
framework for conceptualizing different stages of interven-
tion research.

Components of CAREful Intervention Research

In our view, credible evidence follows from the conduct
of credible research, which in turn follows directly from
Campbell and Stanley’s (1966) methodological precepts (for
a contrasting view, see chapter by McCombs in this volume).
The essence of both scientific research and credible research
methodology can in turn be reduced to the four components
of what Levin (1997b) and Derry, Levin, Osana, Jones, and
Peterson (2000) have referred to as CAREful intervention re-
search: Comparison, Again and again, Relationship, and
Eliminate. In particular, it can be argued that evidence link-
ing an intervention to a specified outcome is scientifically
convincing if (a) the evidence is based on a Comparison that
is appropriate (e.g., comparing the intervention with an ap-
propriate alternative or nonintervention condition); (b) the
outcome is produced by the intervention Again and again
(i.e., it has been “replicated,” initially across participants or
observations in a single study and ultimately through inde-
pendently conducted studies); (c) there is a direct Relation-
ship (i.e., a connection or correspondence) between the
intervention and the outcome; and (d) all other reasonable
competing explanations for the outcome can be Eliminated
(typically, through randomization and methodological care).
Succinctly stated: If an appropriate Comparison reveals
Again and again evidence of a direct Relationship between an
intervention and a specified outcome, while Eliminating all
other competing explanations for the outcome, then the re-
search yields scientifically convincing evidence of the inter-
vention’s effectiveness.

As might be inferred from the foregoing discussion, scien-
tifically grounded experiments (including both group-based
and single-participant varieties) represent the most com-
monly accepted vehicle for implementing all four CAREful
research components. At the same time, other modes of em-
pirical inquiry, including quasi experiments and correlational
studies, as well as surveys, can be shown to incorporate one
or more of the CAREful research components. In fact, being
attuned to these four components when interpreting one’s
data is what separates careful researchers from not-so-careful
ones, regardless of their preferred general methodological
orientations.
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THE CONCEPT OF EVIDENCE

Good Evidence Is Hard to Find

If inner-city second graders take piano lessons and receive
exercises that engage their spatial ability, will their mathe-
matics skills improve? Yes, according to a newspaper ac-
count of a recent research study (“Piano lessons, computer
may help math skills,” 1999). But maybe no, according to in-
formed consumers of reports of this kind, because one’s con-
fidence in such a conclusion critically depends on the quality
of the research conducted and the evidence obtained from it.
Thus, how can we be confident that whatever math-skill im-
provements were observed resulted from students’ practicing
the piano and computer-based spatial exercises, rather than
from something else? Indeed, the implied causal explanation
is that such practice served to foster the development of cer-
tain cognitive and neurological structures in the students,
which in turn improved their mathematics skills: “When chil-
dren learn rhythm, they are learning ratios, fractions and pro-
portions. . . . With the keyboard, students have a clear visual
representation of auditory space.” (Deseretnews.com, March
15, 1999, p. 1). Causal interpretations are more than implicit
in previous research on this topic, as reflected by the authors’
outcome interpretations and even their article titles—for
example, “Music Training Causes Long-Term Enhancement
of Preschool Children’s Spatial-Temporal Reasoning”
(Rauscher et al., 1997).

In the same newspaper account, however, other re-
searchers offered alternative explanations for the purported
improvement of musically and spatially trained students, in-
cluding the enhanced self-esteem that they may have experi-
enced from such training and the positive expectancy effects
communicated from teachers to students. Thus, at least in the
newspaper account of the study, the evidence offered to sup-
port the preferred cause-and-effect argument is not com-
pelling. Moreover, a review of the primary report of the
research (Graziano, Peterson, & Shaw, 1999) reveals that in
addition to the potential complicators just mentioned, a num-
ber of methodological and statistical concerns seriously com-
promise the credibility of the study and its conclusions,
including nonrandom assignment of either students or class-
rooms to the different intervention conditions, student attri-
tion throughout the study’s 4-month duration, and an
inappropriate implementation and analysis of the classroom-
based intervention (to be discussed in detail in a later sec-
tion). The possibility that music instruction combined with
training in spatial reasoning improves students’ mathematics
skill is an intriguing one and one to which we personally res-
onate. Until better controlled research is conducted and more

credible evidence presented, however, the possibility must
remain just that—see also Winner and Hetland’s (1999) criti-
cal comments on this research, as well as the recent empirical
studies by Steele, Bass, and Crook (1999) and by Nantais and
Schellenberg (1999).

In both our graduate and undergraduate educational psy-
chology courses, we draw heavily from research, argument,
and critical thinking concepts presented in three wonderfully
wise and well-crafted books, How to Think Straight about
Psychology (Stanovich, 1998), Statistics as Principled Argu-
ment (Abelson, 1995), and Thought and Knowledge: An
Introduction to Critical Thinking (Halpern, 1996). Anyone
who has not read these beauties should. And anyone who has
read them and applied the principles therein to their own re-
search should more than appreciate the role played by old-
fashioned evidence in offering and supporting an argument,
whether that argument is in a research context or in an every-
day thinking context. In a research context, a major theme of
all three books—as well as of the Clinical Psychology and
School Psychology Task Forces—is the essentiality of pro-
viding solid (our “credible”) evidence to support conclusions
about causal connections between independent and dependent
variables. In terms of our present intervention research con-
text and terminology, before one can attribute an educational
outcome to an educational intervention, credible evidence
must be provided that rules in the intervention as the proxi-
mate cause of the observed outcome, while at the same time
ruling out alternative accounts for the observed outcome.

If all of this sounds too stiff and formal (i.e., too acade-
mic), and maybe even too outmoded (Donmoyer, 1993;
Mayer, 1993), let us restate it in terms of the down-to-earth
advice offered to graduating seniors in a 1998 university
commencement address given by Elizabeth Loftus, an expert
on eyewitness testimony and then president of the American
Psychological Society:

There’s a wonderful cartoon that appeared recently in Parade
Magazine. . . . Picture this: mother and little son are sitting at the
kitchen table. Apparently mom has just chided son for his exces-
sive curiosity. The boy rises up and barks back, “Curiosity killed
what cat? What was it curious about? What color was it? Did it
have a name? How old was it?” I particularly like that last ques-
tion. . . . [M]aybe the cat was very old, and died of old age, and
curiosity had nothing to do with it at all. . . . [M]y pick for the one
advice morsel is simple: remember to ask the questions that good
psychological scientists have learned to ask: “What’s the evi-
dence?” and then, “What EXACTLY is the evidence?” (Loftus,
1998, p. 27)

Loftus (1998, p. 3) added that one of the most important
gifts of critical thinking is “knowing how to ask the right
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questions about any claim that someone might try to foist
upon you.” In that regard, scientific research “is based on a
fundamental insight—that the degree to which an idea seems
true has nothing to do with whether it is true, and the way to
distinguish factual ideas from false ones is to test them by ex-
periment” (Loftus, 1998, p. 3). Similarly, in a recent popular
press interview (Uchitelle, 1999), economist Alan Krueger
argued for continually challenging conventional wisdom and
theory with data: “The strength of a researcher is not in being
an advocate, but in making scientific judgments based on the
evidence. And empirical research teaches us that nothing is
known with certainty” (p. C10). Stanovich (1998), in advanc-
ing his fanciful proposition that two “little green men” that
reside in the brain control all human functioning, analogizes
in relation to other fascinating, though scientifically unsup-
ported, phenomena such as extrasensory perception, bio-
rhythms, psychic surgery, facilitated communication, and so
on, that “one of the most difficult things in the world [is to]
confront a strongly held belief with contradictory evidence”
(p. 29). 

That intervention researchers are also prone to pro-
longed states of “evidencelessness” has been acknowledged
for some time, as indicated in the following 40-year-old
observation:

A great revolution in social science has been taking place, par-
ticularly throughout the last decade or two. Many educational
researchers are inadequately trained either to recognize it or to
implement it. It is the revolution in the concept of evidence.
(Scriven, 1960, p. 426)

We contend that the revolution referred to by Scriven has not
produced a corresponding revelation in the field of interven-
tion research even (or especially) today. Consider, for exam-
ple, the recent thoughts of the mathematics educator Thomas
Romberg (1992) on the matter:

The importance of having quality evidence cannot be overem-
phasized. . . . The primary role of researchers is to provide relia-
bility evidence to back up claims. Too many people are inclined
to accept any evidence or statements that are first presented to
them urgently, clearly, and repeatedly. . . . A researcher tries to be
one whose claims of knowing go beyond a mere opinion, guess,
or flight of fancy, to responsible claims with sufficient grounds
for affirmation. . . . Unfortunately, as any journal editor can tes-
tify, there are too many research studies in education in which ei-
ther the validity or the reliability of the evidence is questionable.
(Romberg, 1992, pp. 58–59)

In the pages that follow, we hope to provide evidence to sup-
port Scriven’s (1960) and Romberg’s (1992) assertions about

the noticeable lacks of evidence in contemporary interven-
tion research.

The Evidence of Intervention Research

The ESP Model

Lamentably, in much intervention research today, rather than
subscribing to the scientific method’s principles of theory,
hypothesis-prediction, systematic manipulation, observation,
analysis, and interpretation, more and more investigators are
subscribing to what might be dubbed the ESP principles of
Examine, Select, and Prescribe. For example, a researcher
may decide to examine a reading intervention. The researcher
may not have well-defined notions about the specific external
(instructional) and internal (psychological) processes in-
volved or about how they may contribute to a student’s per-
formance. Based on his or her (typically, unsystematic)
observations, the researcher selects certain instances of cer-
tain behaviors of certain students for (typically, in-depth)
scrutiny. The researcher then goes on to prescribe certain in-
structional procedures, materials and methods, or small-
group instructional strategies that follow from the scrutiny.

We have no problem with the examine phase of such re-
search, and possibly not even with the select phase of it, in-
sofar as all data collection and observation involve selection
of one kind or another. We do, however, have a problem if
this type of research is not properly regarded for what it is:
namely, preliminary-exploratory, observational hypothesis
generating. Certainly in the early stages of inquiry into a re-
search topic, one has to look before one can leap into design-
ing interventions, making predictions, or testing hypotheses.
To demonstrate the possibility of relationships among vari-
ables, one might also select examples of consistent cases.
Doing so, however, (a) does not comprise sufficient evidence
to document the existence of a relationship (see, e.g., Derry
et al., 2000) and (b) can result in unjustified interpretations of
the kind that Brown (1992, pp. 162–163) attributed to Bartlett
(1932) in his classic study of misremembering. With regard
to the perils of case selection in classroom-intervention
research, Brown (1992) properly noted that 

there is a tendency to romanticize research of this nature and rest
claims of success on a few engaging anecdotes or particularly
exciting transcripts. One of the major methodological problems
is to establish means of conveying not only the selective and not
necessarily representative, but also the more important general,
reliable, and repeatable. (p. 173)

In the ESP model, departure from the researcher’s
originally intended purposes of the work (i.e., examining a
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particular instance or situation) is often forgotten, and pre-
scriptions for practice are made with the same degree of ex-
citement and conviction as are those based on investigations
with credible, robust evidence. The unacceptability of the
prescribe phase of the ESP research model goes without say-
ing: Neither variable relationships nor instructional recom-
mendations logically follow from its application. The
widespread use of ESP methodology in intervention research
and especially in education was appropriately admonished
35 years ago by Carl Bereiter in his compelling case for more
empirical studies of the “strong inference” variety (Platt,
1964) in our field:

Why has the empirical research that has been done amounted to so
little? One reason . . . is that most of it has been merely descriptive
in nature. It has been a sort of glorified “people-watching,” con-
cerned with quantifying the characteristics of this or that species
of educational bird. . . . [T]he yield from this kind of research gets
lower year by year in spite of the fact that the amount of research
increases. (Bereiter, 1965, p. 96)

Although the research names have changed, the problems
identified by Bereiter remain, and ESP methodology based
on modern constructs flourishes.

The Art of Intervention Research: Examples
From Education

If many intervention research interpretations and prescrip-
tions are not based on evidence, then on what are they based?
On existing beliefs? On opinion? Any semblance of a model
of research yielding credible evidence has degenerated into a
mode of research that yields everything but. We submit as a
striking example the 1993 American Education Research
Association (AERA) meeting in Atlanta, Georgia. At this
meeting of the premier research organization of our educa-
tors, the most promising new developments in educational
research were being showcased. Robert Donmoyer, the meet-
ing organizer, wanted to alert the world to the nature of those
groundbreaking research developments in his final preconfer-
ence column in the Educational Researcher (the most widely
distributed research-and-news publication of AERA):

Probably the most radical departures from the status quo can be
found in sessions directly addressing this year’s theme, The Art
and Science of Educational Research and Practice. In some of
these sessions, the notion of art is much more than a metaphor.
[One session], for example, features a theater piece constructed
from students’ journal responses to feminist theory; [another]
session uses movement and dance to represent gender relation-
ships in educational discourse; and [another] session features a

demonstration—complete with a violin and piano performance—
of the results of a mathematician and an educator’s interdiscipli-
nary explorations of how music could be used to teach mathe-
matics. (Donmoyer, 1993, p. 41)

Such sessions may be entertaining or engaging, but are
they presenting what individuals attending a conference of a
professional research organization came to hear? The next
year, in a session at the 1994 AERA annual meeting in New
Orleans, two researchers were displaying their wares in a joint
presentation: Researcher A read a poem about Researcher B
engaged in a professional activity; Researcher B displayed a
painting of Researcher A similarly engaged. (The details pre-
sented here are intentionally sketchy to preserve anonymity.)
Artistic? Yes, but is it research? Imagine the following dia-
logue: “Should the Food and Drug Administration approve
the new experimental drug for national distribution?” “Defi-
nitely! Its effectiveness has been documented in a poem by
one satisfied consumer and in a painting by another.”

These perceptions of a scientific backlash within the re-
search community may pertain not just to scientifically based
research, but to science itself. In their book The Flight From
Science and Reason, Gross, Levitt, and Lewis (1997) in-
cluded 42 essays on the erosion of valuing rationalism in so-
ciety. Among the topics addressed in these essays are the
attacks on physics, medicine, the influence of the arguments
against objectivity in the humanities, and questions about the
scientific basis of the social sciences. Thus, the rejection
of scientifically based knowledge in education is part of a
larger societal concern. Some 30 years after making his case
for strong-inference research in education (Bereiter, 1965),
Carl Bereiter (1994) wrote the following in a critique of the
current wave of postmodernism thought among researchers
and educators alike:

This demotion of science to a mere cognitive style might be
dismissed as a silly notion with little likelihood of impact on
mainstream educational thought, but I have begun to note the
following milder symptoms in otherwise thoroughly mainstream
science educators: reluctance to call anything a fact; avoidance
of the term misconception (which only a few years ago was a
favorite word for some of the same people); considerable ago-
nizing over teaching the scientific method and over what might
conceivably take its place; and a tendency to preface the word
science with Eurocentric, especially among graduate students.
(Bereiter, 1994, p. 3)

What is going on here? Is it any wonder that scholars from
other disciplines, politicians, and just plain folks are looking
at educational research askew?
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Labaree (1998) clearly recognized the issue of concern: 

Unfortunately, the newly relaxed philosophical position toward
the softness of educational knowledge . . . can (and frequently
does) lead to rather cavalier attitudes by educational researchers
toward [a lack of] methodological rigor in their work. As confir-
mation, all one has to do is read a cross-section of dissertations
in the field or of papers presented at educational conferences. For
many educational researchers, apparently, the successful attack
on the validity of the hard sciences in recent years has led to the
position that softness is not a problem to be dealt with but a
virtue to be celebrated. Frequently, the result is that qualitative
methods are treated less as a cluster of alternative methodologies
than as a license to say what one wants without regard to rules of
evidence or forms of validation. (Labaree, 1998, p. 11)

In addition to our having witnessed an explosion of pre-
sentations of the ESP, anecdotal, and opinion variety at the
“nouveau research” AERA conferences (including presenta-
tions that propose and prescribe instructional interventions),
we can see those modes of inquiry increasingly being wel-
comed into the academic educational research community—
and even into journals that include “research” as part of their
title:

When I first began presiding over the manuscript review process
for Educational Researcher, for example, I received an essay
from a teacher reflecting on her practice. My initial impulse was
to reject the piece without review because the literary genre of
the personal essay in general and personal essays by teachers in
particular are not normally published in research journals. I
quickly reconsidered this decision, however, and sent the paper
to four reviewers with a special cover letter that said, among
other things: “. . . The Educational Researcher has published
pieces about practitioner narratives; it makes sense, therefore, to
consider publishing narrative work . . . I will not cavalierly reject
practitioners’ narratives and reflective essays.” . . . [I]n my cover
letter, I did not explicitly invite reviewers to challenge my judg-
ment (implicit in my decision to send work of this kind out for
review) that the kind of work the manuscript represented—if it is
of high quality—merits publication in a research journal. In fact,
my cover letter suggested this issue had already been decided.
(Donmoyer, 1996, pp. 22–23)

We do not disregard the potential value of a teacher’s
reflection on experience. But is it research? On what type
of research-based evidence is it based? We can anticipate the
reader dismissing Donmoyer’s (1996) comments by arguing
that the Educational Researcher is not really a scholarly
research journal, at least not exclusively so. It does, after all,
also serve a newsletter function for AERA. In fact, in the
organization’s formative years (i.e., in the 1940s, 1950s, and

1960s) it used to be just that, a newsletter. Yet, in Donmoyer’s
editorial, he was referring to the Features section, a research-
based section of the Educational Researcher, and he clearly
regarded the contents of that section, along with the manu-
scripts suitable for it, in scholarly research terms. What is not
research may soon be difficult, if not impossible, to define. In
the 1999 AERA meeting session on research training, there
was no clear definition of what research is.

Additional Forms of Contemporary Intervention
Research Evidence

In this section we single out for critical examination three
other methods of empirical inquiry, along with their resulting
forms of evidence, which are thriving in psychological and
educational intervention research today. These are the case
study, the demonstration study, and the design experiment.

The Case Study

Case study research—consisting of the intensive (typically
longitudinal) study and documentation of an individual’s
“problem” of interest, along with the (typically unsystematic)
introduction of various intervention agents designed to ad-
dress the problem—is not a new methodology in psychology
and education. Examples can be observed throughout the
history of these disciplines. Although limitations of the case
study have been known for some time (see Kazdin, 1981;
Kratochwill, 1985), it continues to flourish in intervention re-
search. It is not the use of case study research that is prob-
lematic, but rather the claims and generalizations for practice
that result from this methodology. An illustration of its appli-
cation in research on treatment of children’s disorders will
alert the reader to case study concerns.

Considerable research has been conducted focusing on the
treatment of posttraumatic stress disorder (PTSD) in adults,
but treatment of children has not been as extensive. Never-
theless, children are very likely to experience PTSD; the dis-
order can be diagnosed in young children and needs to be
treated. Although several treatments might be considered,
eye movement desensitization and reprocessing (EMDR)
therapy (Cocco & Sharp, 1993) seems to be getting increased
attention as a particularly effective treatment for stress-
related problems in children (see Greenwald, 1999). But does
EMDR qualify as an evidence-based treatment of PTSD in
children? In a recent review of research in that area (Saigh, in
press), only one study could be found that offered empirical
support for this form of therapy.

EMDR typically involves asking the person to imagine a
traumatic experience while at the same time visually tracking
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the finger movements of the psychologist. While this activity
is going on, the child may be instructed to state negative and
positive statements about him- or herself, with an emphasis
on coping. In a case study in this area, Cocco and Sharpe
(1993) used a variant of EMDR through an auditory proce-
dure for treatment of a 4-year, 9-month-old child who was as-
saulted. Following the assault, the child was reported to
experience nightmares, bed-wetting, carrying a toy gun, and
sleeping in his parents’ bed. During the therapy the child was
told to imagine the event and track the therapist’s finger
movements. In addition, the child was asked to draw a picture
of the assailants and a picture of a superhero for the treatment
sessions. An auditory procedure was used in which the thera-
pist clicked his finger at the rate of 4 clicks per second for
12 s. At the same time, the child was asked to look at the pic-
ture he had drawn and then to verbalize what the hero was
doing to the assailants as the therapist clicked his fingers. It
was reported that the child stabbed the picture while verbal-
izing that he was killing the assailants. The treatment was
considered successful in that the child no longer experienced
nightmares, no longer wet his bed, and did not need to sleep
with his parents or carry a toy gun. At a six-month follow-up,
however, the child was reported to wet the bed and sleep in
his parents’ bed. 

What can be concluded from this case study? In our opin-
ion, very little, if anything. In fact, the desperate clinician
looking for an effective treatment might be misled into
assuming that EMDR is an effective procedure for this child-
hood disorder when, in fact, more tightly controlled and
replicated (i.e., CAREful) research would suggest effective
alternatives. Among the variety of treatment procedures
available for children experiencing PTSD, behavior-therapy
techniques have emerged as among the most successful, based
on clinical research (Saigh, Yasik, Oberfield, & Inamdar,
1999). In particular, flooding therapy, a procedure investi-

gated in a series of controlled single-participant research
studies with replication of findings across independent partic-
ipants (e.g., Saigh, 1987a, 1987b, 1987c, 1989), has emerged
as an effective treatment for this serious disorder.

Again, our negative view of case studies is related to the
generalizations that are often made for practice. Within a
proper context, case-study research may be useful in generat-
ing hypotheses for future well-controlled investigations
(Kratochwill, Mott, & Dodson, 1984). Moreover, not all case
studies are alike on methodological dimensions, and the re-
searcher using these methods has available options for improv-
ing the inference that can be drawn from such studies.
Table 22.2 shows some of the methodological features that
suggest levels of inference (varying from high to low) that can
be applied to both design of case studies and interpretation
of data from these investigations (see also Kazdin, 1998).
Nevertheless, case studies fall into the “demonstration study”
category (to be discussed next) and differ from another often-
confused “single case” design, the systematically implemented
and controlled single-participant study, in which replication
and (in many instances) intervention randomization are central
features (see Kratochwill & Levin, 1992).

The Demonstration Study

Two ubiquitous examples of demonstration studies in educa-
tional contexts include (a) an instructional intervention that is
introduced within a particular classroom (with or without a
nonintervention comparison classroom) and (b) an out-of-
classroom special intervention program that is provided to a se-
lected group of students. The critical issue here (which will be
revisited shortly) is that with only one classroom receiving spe-
cial instruction or only one group participating in a special pro-
gram, it is not possible to separate the effects of the intervention
or the program from the specific implementation of it.

TABLE 22.2 Levels of Inference Generally Associated With Various Research Methodology and Outcome Features

Characteristics Low Inference High Inference

Types of data Subjective data Objective data
Assessment occasions Single point measurement Repeated measurement
Planned vs. ex post facto Ex post facto Planned
Projections of performance Acute problem Chronic problem
Effect size Small Large
Effect impact Delayed Immediate
Number of participants N � 1 N � 1
Heterogeneity of participants Homogeneous Heterogeneous
Standardization of treatment Nonstandardized treatment Standardized treatment
Integrity of treatment No monitoring Repeated monitoring
Impact of treatment Impact on single measure Impact on multiple measures
Generalization and follow-up assessment No formal measures Formal measures
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Levin and Levin (1993) discussed interpretive concerns
associated with the evidence derived from a demonstration
study in the context of evaluating the outcomes of an acade-
mic retention program. They are encompassed in three
CAREful-component questions rolled into one: Was the pro-
gram effective? With an emphasis on “effective,” one can ask,
“Relative to what?” for in many program evaluation studies
frequently lacking is an appropriate Comparison (either with
comparable nonprogram students or with participants’ pre-
program data). With an emphasis on “the,” one can ask, “Do
you mean this single implementation of the program?” for
generalization to other program cohorts or sites is not possible
without an Again and again replication component. Finally,
with an emphasis on “program,” one can ask, “Can other, non-
program-related, factors account for the observed outcomes?”
for without program randomization and control, one cannot
readily Eliminate other potential contributors to the effects.
Levin, Levin, and Scalia’s (1997) report of a college retention
program for academically at-risk minority students provides
an example of a demonstration study. Like our previous case
study example, because of the uncontrolled nature of the
study and the one-time implementation of the program, any of
the documented positive outcomes associated with program
participants cannot be regarded as either scientifically credi-
ble or generalizable to other implementations of the program.
In that sense, then, and as Levin et al. (1997, pp. 86–87)
pointed out, a report of their particular program and its out-
comes can indicate only what happened under a unique and
favorable set of circumstances. It clearly is not an indication
of what to expect if a similar program were to be implemented
by others with other college students elsewhere.

The Design Experiment

Also considered here is the classroom-based design experi-
ment, originally popularized by Collins (1992) and by Brown
(1992) and welcomed into the educational research commu-
nity by Salomon (1995, p. 107) and by various research-
funding agencies (e.g., Suter, 1999). In design experiments
research is conducted in authentic contexts (e.g., in actual
classrooms, in collaboration with teachers and other school
personnel), and the experiment is not fixed in the traditional
sense; rather, instructional-design modifications are made as
desired or needed.

On closer inspection, one discovers that from a strict ter-
minological standpoint, design experiments neither have a
design nor are experiments. In particular, in conventional re-
search usage, design refers to a set of pre-experimental plans
concerning the specific conditions, methods, and materials to

be incorporated in the study. In a design experiment, how-
ever, any components may be altered by the researcher or
teacher as the investigation unfolds, as part of “flexible de-
sign revision” (Collins, 1992): “It may often be the case that
the teacher or researchers feel a particular design is not work-
ing early in the school year. It is important to analyze why it
is not working and take steps to fix whatever appears to be the
reason for failure” (p. 18).

Similarly, in conventional research terminology, experi-
ment refers to situations in which participants are randomly
assigned to the two or more systematically manipulated and
controlled conditions of a study (e.g., Campbell & Stanley,
1966). In a design experiment, however (and as will be ex-
panded upon shortly), appropriate randomization and control
are conspicuously absent, which, in turn, does not permit a
credible attribution of outcomes to the intervention proce-
dures under investigation. Take, for example, Collins’s
(1992) description of a hypothetical design experiment (with
numbers in square brackets added for identification in the
subsequent paragraph):

Our first step would be to observe a number of teachers, and to
choose two who are interested in trying out technology to teach
students about the seasons, and who are comparably effective [1],
but use different styles of teaching: for example, one might work
with activity centers in the classroom and the other with the entire
class at one time [2]. Ideally, the teachers should have compara-
ble populations of students [3]. . . . Assuming both teachers teach
a number of classes, we would ask each to teach half her classes
using the design we have developed [4]. In the other classes, we
would help the teacher design her own unit on the seasons using
these various technologies [5], one that is carefully crafted to fit
with her normal teaching style [6]. (Collins, 1992, p. 19).

From this description, it can be seen that in a design ex-
periment there are numerous plausible alternative explana-
tions for the observed outcomes that compete with the
intervention manipulation of interest. Consider the following
components of Collins’ hypothetical study: 

Regarding [1], how can “comparably effective” teachers
be identified, let alone defined? In [2], teachers differing in
“teaching style” differ in countless other ways as well; one,
for example, might have brown hair and the other gray, which
could actually be an age or years-of-experience proxy. Re-
garding [3], again, how are student populations “compara-
ble,” and how are they defined to be so? For [4] through [6],
assuming that the two teachers could both teach their respec-
tive classes in precisely the prescribed manner (a tall assump-
tion for a within-teacher instructional manipulation of this
kind) and that individualized teacher-style “crafting” could be
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accomplished (another tall assumption), any result of such a
study would represent a confounding of the intervention ma-
nipulation and specific teacher characteristics (as alluded to in
[2]), so nothing would be learned about the effects of the in-
structional manipulations per se. Even worse, in the rest of
Collins’s (1992, p. 19) example, the described instructional
manipulation contains no less than seven sequentially intro-
duced technology components. Consequently, even if teacher
effects could be eliminated or accounted for, one would still
have no idea what it was about the intervention manipulation
that produced any outcome differences. Was it, for example,
that students became more engaged by working on the com-
puter, more attuned to measurement and data properties and
accuracy by collecting information and entering it into a
spreadsheet, more self-confident by interacting with students
from other locations, more proficient writers through book
production, and so on? There is no way of telling, and telling
is something that a researcher-as-intervention-prescriber
should want, and be able, to do.

The design experiment certainly has its pros and cons.
Those who regard intervention research’s sole purpose as
improving practice also often regard research conducted in
laboratory settings as decontextualized and irrelevant to nat-
ural contexts (see Kazdin, 1998). In contrast, the design
experiment is, by definition, classroom based and classroom
targeted. On the other side of the ledger, design experi-
ments can be criticized on methodological grounds, as well
as on the basis of design experimenters’ potential to subordi-
nate valuable classroom-instructional time to the (typically
lengthy and incompletely defined) research agenda on the
table. In our view, design experiments can play an informa-
tive role in preliminary stages of intervention research as
long as the design experimenter remembers that the research
was designed to be “preliminary” when reporting and specu-
lating about a given study’s findings. For a true personal
anecdote of how researchers sometimes take studies of this
kind and attempt to sneak them “through the back door”
(Stanovich, 1999) into credible-research journals, see Levin
and O’Donnell (2000).

In fact, design experiments and other informal classroom-
based studies are incorporated into the model of intervention
research that we propose in a later section. On a related note,
we heartily endorse Brown’s (1992, pp. 153–154) research
strategy of ping-ponging back and forth between classroom-
based investigations and controlled laboratory experiments
as a “cross-fertilization between settings” (p. 153) for devel-
oping and refining contextually valid instructional theories
(see also Kratochwill & Stoiber, 2000, for a similar view of
research in school psychology). The reader must again be
reminded, however, that scientifically credible operations

(chiefly, randomization and control) are not an integral part
of a design experiment, at least not as Collins (1992) and
Brown (1992) have conceptualized it.

Summary

For much intervention research as it is increasingly being
practiced today, we are witnessing a movement away from
CAREful research principles, and even away from prelimi-
nary research models principally couched in selected obser-
vations and questionable prescriptions. Rejection of the
scientific method and quantitative assessment may be leading
to inadequate graduate training in rigorous research skills
that are valued by many academic institutions and funding
agencies. At the same time, it should not be forgotten that
even qualitatively oriented researchers are capable of engag-
ing in mindless mining of their data as well. Vanessa Siddle
Walker (1999) recently distinguished between data and good
data, which, in our current terminology, translates as, “Not all
evidence is equally credible.”

Just as in other fields informed by bona fide empirical in-
quiry, in psychology and education we must be vigilant in dis-
missing “fantasy, unfounded opinion, ‘common sense,’
commercial advertising claims, the advice of ‘gurus,’ testimo-
nials, and wishful thinking in [our] search for the truth”
(Stanovich, 1998, p. 206). Case studies, demonstration studies,
and design experiments have their place in the developmental
stages of intervention research, as long as the researchers
view such efforts as preliminary and adopt a prescription-
withholding stance when reporting the associated outcomes.
We cannot imagine, for example, well-informed researchers
and consumers taking seriously instructional prescriptions
from someone who proudly proclaims: “Let me tell you about
the design experiment that I just conducted. . . .”

In the next section we offer some additional reflections on
the character of contemporary intervention research. In so
doing, we provide suggestions for enhancing the scientific
integrity of intervention research training and the conduct of
intervention research.

ENHANCING THE CREDIBILITY OF
INTERVENTION RESEARCH

Psychological/Educational Research Versus
Medical Research

Very high standards have been invoked for intervention out-
come research in medicine. The evidence-based intervention
movement was initiated in medical research in the United
Kingdom and embraced more recently by clinical psychology
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(Chambless & Ollendick, 2001). An editorial in the New Eng-
land Journal of Medicine spelled out in very clear and certain
terms the unacceptability of admitting anecdotes, personal
testimony, and uncontrolled observations when evaluating
the effectiveness of a new drug or medical treatment:

If, for example, the Journal were to receive a paper describing a
patient’s recovery from cancer of the pancreas after he had in-
gested a rhubarb diet, we would require documentation of the
disease and its extent, we would ask about other, similar patients
who did not recover after eating rhubarb, and we might suggest
trying the diet on other patients. If the answers to these and other
questions were satisfactory, we might publish a case report—not
to announce a remedy, but only to suggest a hypothesis that
should be tested in a proper clinical trial. In contrast, anecdotes
about alternative remedies (usually published in books and mag-
azines for the public) have no such documentation and are con-
sidered sufficient in themselves as support for therapeutic
claims. Alternative medicine also distinguishes itself by an ide-
ology that largely ignores biologic mechanisms, often disparages
modern science, and relies on what are purported to be ancient
practices and natural remedies. . . . [H]ealing methods such as
homeopathy and therapeutic touch are fervently promoted de-
spite not only the lack of good clinical evidence of effectiveness,
but the presence of a rationale that violates fundamental scien-
tific laws—surely a circumstance that requires more, rather than
less, evidence. (Angell & Kassirer, 1998, p. 839)

Angell and Kassirer (1998) called for scientifically based
evidence, not intuition, superstition, belief, or opinion. Many
would argue that psychological research and educational inter-
vention research are not medical research and that the former
represents an inappropriate analog model for the latter. We dis-
agree. Both medical research and psychological/educational
research involve interventions in complex systems in which it
is difficult to map out causal relationships. Reread the Angell
and Kassirer (1998) excerpt, for example, substituting such
words as “child” or “student” for “patient,” “amelioration of a
conduct disorder or reading disability” for “recovery from can-
cer of the pancreas,” “ingested a rhubarb diet” for “ingested a
rhubarb diet,” and so on. Just as medical research seeks pre-
scriptions, so does psychological and educational research;
and prescription seeking should be accompanied by scientifi-
cally credible evidence to support those prescriptions (see,
e.g., the recent report of the National Research Council, 2001).
Furthermore, as former AERA president Michael Scriven
poignantly queried in his contemplation of the future of educa-
tional research, “Why is [scientifically credible methodology]
good enough for medical research but not good enough for
educational research? Is aspirin no longer working?” (Scriven,
1997, p. 21).

Moreover, the kinds of researchable questions, issues, and
concerns being addressed in the medical and psychological/
educational domains are clearly analogous: Is one medical
(educational) treatment better than another? Just as aspirin
may have different benefits or risks for different consumers,
so may an instructional treatment. And just as new medical
research evidence may prove conventional wisdom or tradi-
tional treatments incorrect (e.g., Hooper, 1999), the same is
true of educational research evidence (e.g., U.S. Department
of Education, 1986; Wong, 1995). Citing the absence, to date,
of research breakthroughs in psychology and education (in
contrast to those that can be enumerated in medicine) is, in
our view, insufficient cause to reject the analogy out of hand.

It is possible that many people’s initial rejection of the
medical model of research as an apt analogue for psychologi-
cal/educational research results from their incomplete under-
standing of what constitutes medical research. In the
development of new drugs, clinical trials with humans pro-
ceed through three phases (NIH, 1998). In Phase I clinical tri-
als research is conducted to determine the best delivery
methods and safe dosage levels (including an examination of
unwanted side effects) of a drug. Phase II clinical trials address
the question of whether the drug produces a desired effect.
Phase III trials compare the effects of the new drug against the
existing standards in the context of carefully controlled ran-
domized experiments. Thus, although medical research in-
cludes various forms of empirical inquiry, it culminates in a
randomized comparison of the new drug with one or more al-
ternatives to determine if, in fact, something new or better is
being accomplished (see, e.g., the criteria from the Clinical
Psychology Task Force for a similar view). A recent example
of this work is the evaluation of the effects of Prozac on de-
pression in comparison to other antidepressants. The phases of
clinical trials described here roughly parallel the stages in the
model of educational research that we now propose.

A Stage Model of Educational /Psychological
Intervention Research

Our vision of how to close one of intervention research’s
undamental credibility gaps, while at the same time better
informing practice, is presented in Figure 22.1’s stage model
of educational/psychological intervention research. In con-
trast to currently popular modes of intervention-research in-
quiry and reporting, the present conceptualization (a) makes
explicit different research stages, each of which is associated
with its own assumptions, purposes, methodologies, and stan-
dards of evidence; (b) concerns itself with research credibility
through high standards of internal validity; (c) concerns itself
with research creditability through high standards of external
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validity and educational/societal importance; and, most sig-
nificantly, (d) includes a critical stage that has heretofore been
missing in the vast majority of intervention research, namely,
a randomized classroom trials link (modeled after the clinical
trials stage of medical research) between the initial develop-
ment and limited testing of the intervention and the prescrip-
tion and implementation of it. Alternatively, Stage 3 could be
referred to as an instructional trials stage or, more generically,
as an educational trials stage. To simplify matters, for the re-
mainder of the chapter we continue to refer to Stage 3 as the
randomized classroom trials stage of credible intervention re-
search studies.

Stages 1 and 2 of the Figure 22.1 model are likely very
familiar to readers of this chapter, as studies in those tradi-
tions comprise the vast majority of intervention research as
we know it. In addition, throughout the chapter we have pro-
vided details of the two Stage 2 components of the model in
our consideration of the research-first (controlled laboratory
experiments) versus practice-first (case studies, demonstra-
tions, and design experiments) perspectives. Both controlled

laboratory experiments and applied studies are preliminary,
though in different complementary senses. The former are
preliminary in that their careful scrutiny of interventions
lacks an applied-implementation component, whereas the lat-
ter are preliminary in that their intervention prescriptions are
often not founded on scientifically credible evidence. Stage 1
and Stage 2 studies are crucial to developing an understand-
ing of the phenomena that inform practice (Stage 4) but that
first must be rigorously, complexly, and intelligently evalu-
ated in Stage 3. Failure to consider possibilities beyond
Stages 1 and 2 may result in a purposelessness to research, a
temptation never to go beyond understanding a phenomenon
and determining whether it is a stable phenomenon with gen-
uine practice implications. The accumulation of applied, sci-
entifically credible evidence is precisely the function of the
randomized classroom trials stage (Stage 3, highlighted in
Figure 22.1) of the model. As in medical research, this
process consists of an examination of the proposed treatment
or intervention under realistic, yet carefully controlled, con-
ditions (e.g., Angell & Kassirer, 1998).

Stage 1

Stage 2

Randomized classroom trials studies

Stage 3

Preliminary ideas, hypotheses, observations, and pilot work

Controlled laboratory
experiments

Classroom-based
demonstrations and design

experiments

Informed classroom practice

Stage 4

Figure 22.1 Stage Model of Educational/Psychological Intervention Research. Source: From
Levin & O’Donnell (1999).
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“Realistic conditions” refer to the specific populations and
contexts about which one wishes to offer conclusions regard-
ing treatment efficacy (i.e., external validity desiderata). In
medical research the conditions of interest generally include
humans (rather than animals), whereas in psychological and
educational research the conditions of interest generally in-
clude children in community settings and school classrooms
(rather than isolated individuals). In addition, in both medical
and psychological/educational contexts, the interventions
(e.g., drugs or instructional methods, respectively) must be
administered in the appropriate fashion (dosage levels or in-
structional integrity, respectively) for a long enough duration
for them to have effect and to permit the assessment of both
the desired outcome (e.g., an improved physical or social-
academic condition, respectively) and any unwanted side
effects (adverse physical, cognitive, affective, or behavioral
consequences). In a classroom situation, an appropriately
implemented instructional intervention of at least one semes-
ter, or even one year, in duration would be expected to satisfy
the “long enough” criterion.

“Carefully controlled conditions” refer to internally valid
experiments based on the random assignment of multiple in-
dependent “units” to alternative treatment-intervention condi-
tions. Again, in medical research the randomized independent
units are typically humans, whereas in educational interven-
tion research the randomized independent units are frequently
groups, classrooms, or schools (Levin, 1992, 1994). As with
medical research, careful control additionally involves design
safeguards to help rule out contributors to the effects other
than the targeted intervention, such as including appropriate
alternative interventions, incorporating blind and double-
blind intervention implementations (to the extent possible) so
that child, teacher, therapist, and researcher biases are elimi-
nated, and being responsive to all other potential sources of
experimental internal invalidity (Campbell & Stanley, 1966;
Shadish, Cook, & Campbell, 2002).

The randomized classroom trials stage of this model is
sensitive to each of the earlier indicated CAREful research
components, in that (a) the inclusion of alternative interven-
tions (including appropriately packaged standard methods or
placebos) permits meaningful Comparison when assessing
the effects of the targeted intervention; (b) the use of multi-
ple independent units (both within a single study and,
ideally, as subsequent replication studies) permits general-
ization through the specified outcomes being produced
Again and again; and (c) with across-unit randomization of
interventions (and assuming adequate control and appropri-
ate implementation of them), whatever Relationship is found
between the targeted intervention and the specified outcomes
can be traced directly to the intervention because (d) with

such randomization, control, and implementation, one is bet-
ter able to Eliminate all other potential explanations for the
outcomes.

The randomized classroom trials stage of our proposed
model possesses a number of critical features that are worth
mentioning. These features represent the best of what CARE-
fully controlled and well-executed laboratory-based research
has to offer applied and clinical research. First and foremost
here is the inclusion of multiple units (or in single-participant
research designs, multiple phases and within-phase observa-
tions per unit; see, e.g., Kratochwill & Levin, 1992) that are
randomly assigned to receive either the targeted intervention
or an acceptable alternative. For example, when classrooms
are the units of analysis, the use of multiple independent
classrooms is imperative for combating evidence-credibility
concerns arising from both methodological and statistical
features of the research. Each of these will be briefly consid-
ered here (for additional discussion, see Campbell & Boruch,
1975; Levin, 1985, 1992, 1994; Levin & Levin, 1993).

Methodological Rigor

Consider some examples from educational research to contex-
tualize our perspectives on methodological rigor. In a typical
instructional intervention study, the participants in one class-
room receive new instructional methods or materials (includ-
ing combinations of these, multicomponent versions, and
systemic curricular innovations), whereas those in another
classroom receive either alternative or standard instructional
methods/materials/curricula. One does not have to look very
hard to find examples of this type of study in the intervention
research literature, as it is pervasive. The aforementioned
Graziano et al. (1999) training study is an example of this
methodological genre. The problem with such studies is that
any resultant claims about intervention-produced outcomes are
not credible because whatever effects are observed can be
plausibly attributed to a myriad of other factors not at all
connected with the intervention. In studies where there is only
one classroom/teacher per intervention, for example, any po-
tential intervention effects are inextricably confounded with
classroom/teacher differences—even if “equivalence” can be
demonstrated on a pretest. If students are not randomly as-
signed to classrooms and classrooms to interventions, inter-
vention effects are confounded with selection biases as well.
Indeed, as far as credible evidence is concerned, a reasonable
case can be made that a “one classroom per intervention” study
is just that—an individual case. Accordingly, one-classroom-
per-intervention cases fall into our earlier discussion of
intervention research that in actuality is a classroom-based
demonstration.
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With the addition of sequential modifications of the instruc-
tional intervention, the previously discussed design experi-
ment also resembles the one-classroom-per-intervention
prototype. Minor variations of that prototype include assigning
a couple classrooms to each intervention condition (e.g.,
Brown, 1992) or having one or a few teachers alternately
implement both interventions in a few classrooms (e.g.,
Collins, 1992). Unfortunately, methodological and statistical
concerns (related to nonrandomization; contaminating teacher,
student, classroom, and researcher effects; and inappropriate
units of analysis, among others), analogous to the ones raised
here, are associated with such variations as well. Recent
methodological and statistical developments out of the behav-
ior-analytic and clinical research traditions do, however, have
the potential to enhance the scientific credibility of the one-
or-few-classrooms-per-intervention study (e.g., Koehler &
Levin, 1998; Kratochwill & Levin, 1992; Levin & Wampold,
1999) and, therefore, should be given strong consideration in
classroom-based and other intervention studies.

Unfortunately, adding the sequential intervention-
modification strategy of design experiments serves only to add
confounding variables to the interpretive mix. Although some
may regard confounding the effect of an intervention with
other variables to be acceptable in a design experiment—“Our
interventions are deliberately designed to be multiply con-
founded” (Brown, 1992, p. 167)—confoundings of the kind
described here clearly are not acceptable in the classroom tri-
als stage of educational intervention research. In Stage 3 of the
model, the random assignment of multiple classrooms or other
intact groups to interventions serves to counteract this
methodological concern; for actual research examples, see
Byrne and Fielding-Barnsley (1991); Duffy et al. (1987); and
Stevens, Slavin, and Farnish (1991).

Consistent with the earlier presented Comparison compo-
nent of CAREful research, the need for including appropriate
comparison classrooms (or other aggregates) is of paramount
importance in the Stage 3 model. As Slavin (1999) forcefully
pointed out in response to a critic advocating the documenta-
tion of an intervention’s effectiveness not by a comparison
with a nonintervention control condition but through the pre-
sentation of what seem to be surprising outcomes in the
intervention condition,

An experimental-control comparison between well-matched
(or, ideally, randomly assigned) participants is to be able to
provide powerful evidence for or against a causal relationship
[attributable to the intervention], because the researcher estab-
lishes the experimental and control groups in advance, before
the results are known, and then reports relative posttests or
gains. In contrast, [the critic’s] search for “surprising” scores or

gains begins after the fact, when the results are already known.
This cannot establish the effect of a given program on a given
outcome; any of a thousand other factors other than the treat-
ment could explain high scores in a given school in a given
year. . . . If an evaluation has data on 100 schools implementing
a given program but only reports on the 50 that produced the
most positive scores, it is utterly meaningless. In contrast, a
comparison of 10 schools to 10 well-matched control schools
provides strong evidence for or against the existence of a pro-
gram impact. If that experimental-control comparison is then
replicated elsewhere in a series of small but unbiased studies,
the argument for a causal relationship is further strengthened.
(Slavin, 1999, pp. 36–37)

Slavin’s hypothetical example should evoke readers’
memories of the perils and potential for deception that are in-
herent in the examine aspect of the ESP model of educational
intervention research. The example also well illustrates the
adapted adage: A randomized experiment is worth more than
100 school demonstrations!

Analytic Appropriateness

Early and often in the history of educational research, much
has been written on the inappropriateness of researchers’ sta-
tistically analyzing the effects of classroom-implemented
interventions as though the interventions had been indepen-
dently administered to individual students (e.g., Barcikowski,
1981; Levin, 1992; Lindquist, 1940; Page, 1965; Peckham,
Glass, & Hopkins, 1969). That is, there is a profound mis-
match between the units of intervention administration
(groups, classrooms) and the units of analysis (children, stu-
dents) and conducting child/student-level statistical analyses
in such situations typically results in a serious misrepresenta-
tion of both the reality and the magnitude of the intervention
effect. [As an interesting aside, units of analysis is another
term with a specific statistical meaning that is now being ca-
sually used in the educational research literature to refer to
the researcher’s substantive grain-size perspective: the indi-
vidual student, the classroom collective, the school, the com-
munity, etc. (see, e.g., Cobb & Bowers, 1999, pp. 6–8).]
Consider, for example, a hypothetical treatment study in
which one classroom of 20 students receives a classroom
management instructional intervention and another class-
room of 20 students receives standard classroom protocol. It
is indisputably incorrect to assess the intervention effect in
that study on the basis of a conventional student-level t test,
analysis of variance, chi-square test, or other statistical pro-
cedures that assume that 40 independently generated student
outcomes comprise the data. Analyzing the data in that fash-
ion will produce invalid results and conclusions.
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Even today, most “one group per intervention” (or even “a
couple groups per intervention”) researchers continue to
adopt units-inappropriate analytic practices, in spite of the
earlier noted cautions and evidence that such practices lead to
dangerously misleading inferences (e.g., Graziano et al.,
1999). In a related context, Muthen (1989, p. 184) speculated
on the reason for researchers’ persistent misapplication of
statistical procedures: “The common problem is that mea-
surement issues and statistical assumptions that are incidental
to the researchers’ conceptual ideas become stumbling blocks
that invalidate the statistical analysis.”

In the randomized classroom trials stage of the model, the
critical units-of-analysis issue can be dealt with through the
inclusion of multiple randomized units (e.g., multiple class-
rooms randomly assigned to intervention and control condi-
tions) in conjunction with the application of statistical
models that are both appropriate and sensitive to the applied
implementation nature of the experiment (e.g., Bryk &
Raudenbush, 1992; Levin, 1992). In the medical and health
fields, group-randomized intervention trials (Braun & Feng,
2001) have been referred to as cluster randomization trials
(e.g., Donner & Klar, 2000), with the corresponding pitfalls
of inappropriate statistical analyses well documented. The
number of multiple units to be included in a given study is not
a specified constant. Rather, that number will vary from study
to study as a function of substantive, resource, and unit-based
statistical power considerations (e.g., Barcikowski, 1981;
Levin, 1997a; Levin & Serlin, 1993), as well as of the scope
of curricular policy implications associated with the particu-
lar intervention. In addition, appropriate statistical methods
to accompany multiple-baseline and other “few units per in-
tervention” single-participant designs (alluded to earlier) are
now available (see, e.g., Koehler & Levin, 1998; Levin &
Wampold, 1999; Marascuilo & Busk, 1988; Wampold &
Worsham, 1986).

Two additional critical features of the randomized class-
room trials stage should also be indicated.

Intervention-Effect Robustness

The use of multiple randomized units in the randomized
classroom trials stage permits legitimate intervention-effect
generalizations across classrooms, teachers, and students—
something that is not legitimate in the prototypical interven-
tion study. With the additional feature of random selection of
groups or classrooms within a school, district, or other pop-
ulation, statistical analyses that permit even grander general-
izations are possible (e.g., Bryk & Raudenbush, 1992), a
desirable and defining characteristic of Slavin’s (1997) pro-
posed design competition for instructional interventions.

(A design competition should not be confused with a design
experiment, as has already occurred in the literature. The
critical attributes of the former have been discussed earlier in
this article; those of the latter are discussed in a following
section.) Finally, replication of the randomized classroom
trials stage of the model, across different sites and with dif-
ferent investigators, increases one’s degree of confidence in
the reality, magnitude, and robustness of the intervention ef-
fect. In summary, each of the just-mentioned sampling aug-
mentations of the randomized classroom trials stage can be
considered in relation to enhancing the research’s external
validity.

Interaction Potential

The randomized classroom trials stage lends itself not just to
generalization, but also to specificity, in the form of determin-
ing whether a particular intervention is better suited to certain
kinds of groups, classrooms, teachers, or students than to oth-
ers. With one-unit-per-intervention and conventional analy-
ses, investigating intervention-by-characteristics interactions
is not possible, or at least not possible without the method-
ological shortcomings and statistical assumption violations
mentioned earlier. Just as different drugs or medical treat-
ments may be expected to affect different patients differently,
different classroom interventions likely have different effects
on students differing in academic ability, aptitude, motiva-
tional levels, or demographic characteristics. The same would
be expected of instructional interventions delivered by teach-
ers with different personal and teaching characteristics. That
is, one size may not fit all (Salomon & Almog, 1998, p. 224),
but that assumption can readily be incorporated into, and in-
vestigated in, the randomized classroom trials stage of inter-
vention research (e.g., Bryk & Raudenbush, 1992; Levin,
1992; Levin & Peterson, 1984); for an actual research exam-
ple, see Copeland (1991). Included in this analytic armament
are adaptations for studying intervention by outcome-measure
interactions, changes in intervention effectiveness over time,
and other large- or small-scale classroom-based multivariate
issues of interest (see also Levin & Wampold, 1999).

What Is Random in Randomized Classroom
Trials Studies?

It is important to clarify exactly what needs to be random and
controlled to yield scientifically credible unit-based evi-
dence, for we have witnessed substantial confusion among
intervention researchers concerning how to meet standards of
internal, as opposed to external, validity in such studies.
Reiterating that high internal validity alone is what makes an
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empirical study scientifically credible, we point out that in
randomized classroom trials research,

• Classrooms and teachers do not need to be randomly se-
lected.

• Participants do not need to be randomly assigned to class-
rooms.

• The only aspect that must be random is the assignment of
candidate units (e.g., groups, classrooms, schools) to the
different intervention conditions, either across all units or in
a matched-unit fashion. By “candidate,” we are referring to
all units for which there is a priori agreement to be included
in the study, which implies accepting the fact that there is an
equal chance of the candidates’being assigned to any of the
study’s specified intervention conditions. A “wait-list” or
“crossover” arrangement (e.g., Levin, 1992; Shadish, Cook,
& Campbell, 2002) can also be implemented as a part of the
nontargeted-intervention units’ assignment.

• Scientifically credible studies based on whole unit random
assignment operations can be performed on targeted par-
ticipant subgroups. For example, classrooms containing
students both with and without learning disabilities could
be randomly assigned to intervention conditions, with the
focus of the study’s interventions being on just the former
student subgroup.

• When either out-of-classroom or unobtrusive within-
classroom interventions can be administered, within-
classroom blocked random assignment of participants to
intervention conditions represents a scientifically credible
strategy—for an actual research example, see McDonald,
Kratochwill, Levin, and Youngbear Tibbits (1998).

• Even if units are initially assigned to interventions ran-
domly (as just indicated), terminal conditions-composition
differences resulting from participant or group attrition can
undermine the scientific credibility of the study (see, e.g.,
the Graziano et al., 1999, training study). In such cases,
analyses representing different degrees of conservatism
should be provided, with the hope of obtaining compatible
evidence.

An important addendum is that statistical adjustments and
controls (e.g., analysis of covariance, path models) do not
represent acceptable substitutes for situations in which ran-
dom assignment of classrooms to intervention conditions
cannot be effected. Although this point has been underscored
by statisticians and methodologists for many years (e.g.,
Elashoff, 1969; Huitema, 1980), educational researchers
continue to believe that sophisticated statistical tools can
resurrect data from studies that are inadequately designed
and executed. Muthen (1989) aptly reminded us of that in

quoting Cliff (1983):

[Various multivariate] methods have greatly increased the rigor
with which one can analyze his correlational data, and they solve
many statistical problems that have plagued this kind of data.
However, they solve a much smaller proportion of the interpre-
tational . . . problems that go with such data. These interpreta-
tional problems are particularly severe in those increasingly
common cases where the investigator wishes to make causal
interpretations of his analyses. (Muthen, 1989, p. 185)

When random assignment of units to interventions has been
used, however, the concurrent application of analysis of co-
variance or other multivariate techniques is entirely appropri-
ate and may prove to be analytically advantageous (e.g., Levin
& Serlin, 1993); for actual research examples, see Torgesen,
Morgan, and Davis (1992) and Whitehurst et al. (1994).

Summary

Conducting randomized classroom trials studies is not an
easy task. We nonetheless claim that: (a) randomized experi-
ments are not impossible (or even impractical) to conduct, so
that (b) educational researchers must begin adding these to
their investigative repertoires to enhance the scientific credi-
bility of their research and research-based conclusions. Class-
room-based research (and its resultant scientific credibility)
can also be adversely affected by a variety of real-world
plagues, including within-classroom treatment integrity, be-
tween-classroom treatment overlap, and construct validity, as
well as other measurement issues (e.g., Cook & Campbell,
1979; Nye, Hedges, & Konstantopoulos, 1999). In addition, a
variety of external validity caveats—superbly articulated in a
persuasive treatise by Dressman (1999)—must be heeded
when attempting to extrapolate educational research findings
to educational policy recommendations. There can be no
denying that in contrast to the independent and dependent
variables of the prototypical laboratory experiment, the fac-
tors related to school or classroom outcomes are complex and
multidimensional. Yet, others have argued compellingly that
to understand the variables (and variable systems) that have
implications for social policy, randomized experiments
should, and can, be conducted in realistic field settings (e.g.,
Boruch, 1975; Campbell & Boruch, 1975). Here we present a
similar argument for more carefully controlled classroom-
based research on instructional interventions and on other
educational prescriptions.

Implementing a Randomized Classroom Trials Study

Is there a need for either smaller or larger scale randomized
intervention studies? Have any instructional interventions
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advanced to the point where they are ready to be evaluated in
well-controlled classroom trials? Or, as was alluded to ear-
lier, are such implementation-and-evaluation efforts the sole
property of medical research’s clinical trials? Yes, yes, and
no, respectively, and the time is ripe to demonstrate it.

A similar research sequence could be followed in moving
beyond classroom description, laboratory research, and one-
unit-per-intervention studies to help settle the whole-language
versus phonemic-awareness training wars in reading instruc-
tion (e.g., Pressley &Allington, 1999), to prescribe the most ef-
fective classroom-based reading-comprehension techniques
(e.g., Pressley et al., 1992), to investigate issues related to opti-
mal instructional media and technologies (e.g., Salomon &
Almog, 1998), and the like—the list goes on and on. That is,
there is no shortage of randomized classroom-intervention re-
search leads to be explored, in virtually all content domains that
promote cognitive or behavioral interventions. (Beyond the
classroom, school and institutional trials experiments can help
to bolster claims about intervention efforts at those levels.) In
addition to a perusal of the usual scholarly syntheses of re-
search, all one needs do is to take a look at something such as
What Works (U.S. Department of Education, 1986) for re-
search-based candidates with the potential to have a dramatic
positive impact on instructional outcomes, classroom behav-
ior, and general cognitive development. Randomized class-
room trials research can provide the necessary credible and
creditable evidence for that potential.

Commitment of Federal Funds to Randomized
Classroom Trials Research

The notions we have been advancing are quite compatible
with Stanovich’s (1998, pp. 54–55, 133–135) discussions of
the importance of research progressing from early to later
stages, producing, respectively, weaker and stronger forms of
causal evidence (see also Table 22.3). The notions are also in
synchrony with the final evaluative phase of Slavin’s (1997)
recommended design competitions, in which an agency iden-
tifies educational problems and research bidders submit their
plans to solve them. With respect to that evaluative phase
(which roughly corresponds to our randomized classroom
trials stage), Slavin (1997) wrote,

Ideally, schools for the third-party evaluations would be chosen
at random from among schools that volunteered to use the pro-
gram being evaluated. For example, schools in a given district
might be asked to volunteer to implement a new middle school
model. This offer might be made in 5 to 10 districts around the
country: some urban, some suburban, some rural, some with
language-minority students, some large schools, some small

ones, and so on. Fifty schools might be identified. Twenty-five
might be randomly assigned to use the program and 25 to serve
as controls (and to implement their current programs for a few
more years). Control schools would receive extra resources,
partly to balance those given to the experimental schools and
partly to maintain a level of motivation to serve as control
groups. (p. 26)

The random assignment of volunteering schools to the
program and control conditions, along with the allocation of
additional resources to the control schools, exhibits a concern
for the research’s internal validity (see, e.g., Levin & Levin,
1993). Additionally, the random sampling of schools exhibits
a concern for the research’s external validity and also permits
an investigation of program effectiveness as a function of
specific school characteristics. Multiple high-quality ran-
domized school or classroom trials studies of this kind would
do much to improve both public and professional perceptions
of the low-quality standards that accompany educational re-
search today (e.g., McGuire, 1999; Sabelli & Kelly, 1998;
Sroufe, 1997). Incorporating and extending the knowledge
base provided by smaller scale Stage 2 empirical studies
(e.g., Hedges & Stock, 1983), the decade-long Tennessee
Project STAR randomized classroom experiment investigat-
ing the effects of class size on student achievement (e.g., Nye
et al., 1999) is a prominent example of scientifically credible
research that has already begun to influence educational
policy nationwide (“Research finds advantages,” 1999). The
same can be said of the Success for All randomized schools
experiments investigating the effects of systemic reform on
student academic outcomes in schools serving traditionally
low-achieving student populations (e.g., Slavin, Madden,
Dolan, & Wasik, 1996). Of less recent vintage, an illustration
of a scientifically credible intervention with educational cred-
itability is Harvard Project Physics, a randomized schools ex-
periment based on a national random sample, in which an
innovative high school physics curriculum was carefully im-
plemented and evaluated (e.g., Walberg & Welch, 1972).

Are federal funding agencies willing to support random-
ized classroom trials ventures? Such ventures appear to be
exactly what at least some agencies want, if not demand:

At one end of the continuum, research is defined by researcher
questions that push the boundaries of knowledge.At the other end
of the continuum, research is defined by large-scale and contex-
tual experiments, defined by implementation questions that frame
robust applications. . . . What is needed now, and what NSF is ac-
tively exploring, is to move ahead simultaneously at both ex-
tremes of the continuum. Basic learning about the process of
learning itself—innovative R&D in tackling increasingly
complex content and in the tools of science and mathematics
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education—informs and must be informed by applied, robust,
large-scale testbed implementation research. (Sabelli & Kelly,
1998, p. 46)

Thus, in contrast to detractors’ periodic assertions that the
medical research model does not map well onto the educa-
tional research landscape, we assert that randomized class-
room trials studies have much to recommend themselves.

Additional Comments

We conclude this section with five comments. First, we do
not mean to imply that randomized classroom trials studies
are appropriate for all areas of intervention research inquiry,
for they most certainly are not (see, e.g., Eisner, 1999).
Systematic observation, rich description, and relationship
documentation, with no randomized classroom component,
may well suffice for characterizing many classroom pro-
cesses and behaviors of both practical and theoretical conse-
quence. For the prescription of instructional interventions
(e.g., alternative teaching methods, learning strategies, cur-
ricular materials) and other school- or other system–based in-
novations, however, randomized classroom trials studies
could go a long way toward responding to former Assistant
Secretary of Education McGuire’s (1999) call for rigorous
educational research that “readily inform[s] our understand-
ing of a number of enduring problems of practice” (p. 1).

Second, randomized classroom trials studies can be carried
out on both smaller and larger scales, depending on one’s
intended purposes and resources. The critical issues here are
(a) realistic classroom-based interventions that are (b) admin-
istered to multiple randomized classrooms. Scientifically
credible classroom-based intervention research does not in-
variably require an inordinate number of classrooms per inter-
vention condition, such as the 50 schools alluded to by Slavin
(1997) in the final stage of his aforementioned design compe-
tition scenario. Initially, an intervention’s potential might be
evaluated with, say, three or four classrooms randomly as-
signed to each intervention condition. Even with that number
of multiple classrooms (and especially when combined with
classroom stratification, statistical control, and the specifica-
tion of relevant within-classroom characteristics), classroom-
based statistical analyses can be sensibly and sensitively
applied to detect intervention main effects and interactions of
reasonable magnitudes (e.g., Barcikowski, 1991; Bryk &
Raudenbush, 1992; Levin, 1992; Levin & O’Donnell, 1999a;
Levin & Serlin, 1993). This statement may come as surprise to
those who are used to conducting research based on individu-
als as the units of treatment administration and analysis. With
classrooms as the units, the ability to detect intervention

effects is a function of several factors, including the number of
classrooms per intervention condition, the number of students
per classroom, and the degree of within-classroom homo-
geneity (both apart from and produced by the intervention;
see, e.g., Barcikowski, 1981). Each of these factors serves to
affect the statistical power of classroom-based analyses. After
an intervention’s potential has been documented through
small, controlled, classroom-based experiments (and replica-
tions) of the kind alluded to here, more ambitious, larger scale,
randomized trials studies based on randomly selected class-
rooms or schools, consistent with Slavin’s (1997) design
competition notions, would then be in order.

Third, if we are to understand the strengths, weaknesses,
and potential roles of various modes of empirical inquiry
(e.g., observational studies, surveys, controlled laboratory
experiments, design experiments), we need an overall model
to represent the relationships among them. For Figure 22.1 to
be such a model, one must believe that it is possible to have a
generalized instructional intervention that can work in a vari-
ety of contexts. Testing the comparative efficacy of such an
intervention would be the subject of a Stage 3 randomized
classroom trials investigation. A substantive example that
readily comes to mind is tutoring, an instructional strategy
that has been shown to be effective in a variety of student
populations and situations and across time (see, e.g., Cohen,
Kulik, & Kulik, 1982; O’Donnell, 1998). For those who be-
lieve that interventions can only be population and situation
specific, a unifying view of the reciprocal contributions of
various research methodologies is difficult to promote.

Fourth, along with acknowledging that the classroom is
typically a nest of “blooming, buzzing confusion” (Brown,
1992, p. 141), it should also be acknowledged that in the
absence of Figure 22.1’s Stage 3 research, the confusion will
be in a researcher’s interpreting which classroom procedures
or features produced which instructional outcomes (if,
indeed, any were produced at all). In that regard, we reiterate
that randomized classroom trials research is equally applica-
ble and appropriate for evaluating the effects of single-
component, multiple-component, and systemic intervention
efforts alike. With the randomized classroom trials stage, at
least a researcher will be able to attribute outcomes to the
intervention (however tightly or loosely defined) rather than
to other unintended or unwanted characteristics (e.g., teacher,
classroom, or student effects).

Finally, and also in reference to Brown’s (1992, p. 141)
“blooming, buzzing confusion” comments directed at class-
room-based research, we note that not all research on teach-
ing and learning is, or needs to be, concerned with issues of
teaching and learning in classrooms. Consider, for example,
the question of whether musical knowledge and spatial
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ability foster the development of students’ mathematical
skills. Answering that question does not require any class-
room-based intervention or investigation. In fact, addressing
the question in classroom contexts, and certainly in the man-
ner in which the research has been conducted to date (e.g.,
Graziano et al., 1999; Rauscher et al., 1997), may serve to ob-
fuscate the issue more than resolve it. Alternatively, one need
not travel very far afield to investigate the potential of indi-
vidually based interventions for ameliorating children’s
psychological and conduct disorders. Controlled large-scale
assessments of the comparative effectiveness of various drug
or behavioral therapies could be credibly managed within the
randomized classroom (or community) trials stage of the
Figure 22.1 model (see, e.g., COMMIT Research Group,
1995; Goode, 1999; Peterson, Mann, Kealey, & Marek, 2000;
Wampold et al., 1997). Adapting Scriven’s (1997, p. 21)
aspirin question here, is the individual administration of
therapeutic interventions applicable only for treating med-
ical, and not educational, problems?

Closing Trials Arguments

So, educational intervention research, whither goest thou? By
the year 2025, will educational researchers still regard such
methodologies as the ESP investigation, the demonstration
study, and the design experiment as credible evidence pro-
ducers and regard the information derived from them as “sat-
isficing” (Simon, 1955)? Or are there enough among us who
will fight for credible evidence-producing methodologies,
contesting incredible claims in venues in which recommen-
dations based on intervention “research” are being served up
for either public or professional consumption? 

A similar kind of soul searching related to research pur-
poses, tools, and standards of evidence has been taking place
in other social sciences academic disciplines as well (e.g.,
Azar, 1999; Thu, 1999; Weisz & Hawley, 2001). Grinder
(1989) described a literal fallout observed in the field of edu-
cational psychology as a result of researchers’ perceived dif-
ferences in purposes: In the 1970s and 1980s many
researchers chose to withdraw from educational psychology
and head in other disciplinary directions. In the last decade or
so we have seen that sort of retreat in at least two kindred
professional organizations to the AERA. Perceiving the
American Psychological Association as becoming more and
more concerned with clinical and applied issues, researchers
aligned with the scientific side of psychology helped to form
the American Psychological Society (APS). Similarly, Inter-
national Reading Association researchers and others who
wished to focus on the scientific study of reading rather than
on reading practitioners’ problems founded a professional

organization to represent that focus, the Society for the
Scientific Study of Reading. Will history repeat itself, once
again, in educational research?

Our message is a simple one: When it comes to recom-
mending or prescribing educational, clinical, and social inter-
ventions based on research, standards of evidence credibility
must occupy a position of preeminence. The core of the
investigative framework we propose here is not new. Many
educational researchers and methodologists concerned with
the credibility of research-derived evidence and prescriptions
have offered similar suggestions for years, if not decades:
Harken back to Bereiter’s (1965) trenchant analysis of the
situation. Why, then, do we believe it important, if not imper-
ative, for us to restate the case for scientifically credible
intervention research at this time? Perhaps it is best summa-
rized in a personal communication received from the educa-
tional researcher Herbert Walberg (May 11, 1999): “Live
long enough and, like wide ties, you come back in style—this
in a day when anecdotalism is the AERA research method of
choice.” A frightening state of affairs currently exists within
the general domain of educational research and within its
individual subdomains. It is time to convince the public, the
press, and policy makers alike of the importance of credible
evidence derived from CAREfully conducted research, delin-
eating the characteristics critical to both its production and
recognition. In this chapter we have taken a step toward that
end by first attempting to convince educational/psychologi-
cal intervention researchers of the same.
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As I look across the impressive collection of work in this
volume on the contributions of educational psychology to our
understanding of teaching and learning, I am struck with how
important these contributions are to effective educational
reform. I am also struck by what others have identified as the
challenges we face in applying what we have learned—
challenges that span making our work more visible, acces-
sible, and credible to educators, policy makers, and the
public. In this chapter, my focus is on how educational
psychology’s knowledge base can best be applied to twenty-
first-century educational reform issues and—in so doing—
discuss what policy implications arise. I address this topic in
five parts:

1. What we have learned.

2. How work in educational psychology has contributed to
effective reform.

3. What research directions are still needed.

4. How our knowledge base can best address issues of
concern in the current reform agenda.

5. What policy issues must be addressed in twenty-first-
century educational reform efforts.

Prior to beginning these topics, however, I would like to clar-
ify what I understand to be the purpose and function of edu-
cational psychology as a credible knowledge base and
science.
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The definitions of educational psychology have been varied
over the past century of psychological research on learning, but
one commonality exists: There is widespread agreement that
educational psychology is by definition an applied science.
What that means to me is that it functions to conduct
applications-driven research, development, and evaluation in
the areas of human motivation, learning, and development.This
research creates knowledge that informs practice and can be
applied to the teaching and learning process in school settings
in ways that enhance human potential and performance.

Applications of educational psychology’s knowledge base
must of necessity acknowledge the complexities of individu-
als and the educational systems and structures within which
they operate throughout kindergarten to adult school settings.
Systemic and multidisciplinary attention to how what we
have learned about teaching and learning from diverse areas
of research—including cognitive, motivational, social, and
developmental—must be integrated with applications in
schooling areas that include curriculum, instruction, assess-
ment, teacher development, and school management (to
name a few). Those of us working in this arena must therefore
understand the context of schools as living systems—systems
that operate at personal, technical, and organizational levels
and that support personal, organizational, and community
levels of learning; this places a responsibility on those work-
ing in the field of educational psychology to have both a
breadth and depth of knowledge—not only about teaching
and learning at the individual or process levels, but also about
how this knowledge can be comprehensively integrated for
application in diverse school settings and systems.

Given its applied nature and broad function, educational
psychology also has to satisfy the tension between scientifi-
cally defensible research and research that has ecological va-
lidity in pre-K–20 school settings. This tension has been with
the field since the beginning, and we have learned much in
over a century of research. One of our biggest challenges will
be to educate others about what we have learned and in the
process help them recognize our current and future roles in
twenty-first-century educational reform efforts.

WHAT HAVE WE LEARNED ABOUT
LEARNING, TEACHING, COGNITION,
MOTIVATION, DEVELOPMENT, AND
INDIVIDUAL DIFFERENCES?

To establish a context for discussing what we have learned
that is applicable to educational reform issues, this section
begins with a brief review of major educational reform

initiatives occurring nationally and internationally in the
areas of assessment, standards, and accountability. It includes
my perceptions of how educational psychology has been in-
volved in reform movements and how the growing knowl-
edge base can address reform issues in the twenty-first
century. An example of a comprehensive project to define
and disseminate the psychological knowledge base on learn-
ing, motivation, and development is then provided. This ex-
ample involves the work of the APA Task Force on
Psychology in Education (1993) and the APA Work Group of
the Board of Educational Affairs (1997)—notably, their de-
velopment and dissemination of the Learner-Centered Psy-
chological Principles as a set of guidelines and a framework
for school redesign and reform.

Defining Educational Reform and the Status 
of Twenty-First-Century Reform Efforts

Education reform has been a topic in the forefront for educa-
tors, researchers, policy makers, and the public since the
1983 Nation at Risk report. From the 1990s into this century,
reform efforts have focused on a number of issues, including
state and national academic standards, standardized state and
national testing, and increased accountability for schools and
teachers. The overall goal of all these efforts has been to
create better schools in which more students learn to higher
levels (Fuhrman & Odden, 2001). In the process of moving
toward this goal, there has been increased recognition that
improvements are needed in instruction and professional
development and that transformed practices rather than more
of the old methods are needed. A current focus on high-stakes
testing has produced results in some schools but not in all.
There is growing recognition that many practices need to
be dramatically changed to reflect current knowledge about
learning, motivation, and development. Educators and re-
searchers are beginning to argue that a research-validated
framework is needed to guide systemic reform efforts and
that credible findings from educational psychology provide a
foundation for this emerging framework.

Links between school reform and research in educational
psychology are discussed by Marx (2000) in an introduc-
tion to a special issue of the Educational Psychologist on
this topic. He points out that over the past quarter century,
considerable progress has been made in providing new con-
ceptions, principles, and models that can guide thinking
about reforms that match what we know about learning,
motivation, and development. Applying what we know to
existing schools is not a simple matter, however, and requires
the field to navigate through political and social issues
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and to attend to the best of what we know concerning the
reciprocity of learning and change from a psychological
perspective.

For example, Goertz (2001) argues that for effective
reform we will need ways to balance compliance and flexi-
bility in implementing standards-based reform that is sensi-
tive to federal, state, and local contexts and needs. Educators
will also need ways to ensure that substantial learning oppor-
tunities are provided for all learners in the system—including
teachers, school leaders, students, and parents (Cohen &
Ball, 2001). New policies will be needed as well as increased
resources for capacity building if performance-based ac-
countability practices are to be successful (Elmore &
Fuhrman, 2001); ways to bridge the divide between sec-
ondary and postsecondary education will also be needed
(Kirst & Venezia, 2001). Wassermann (2001) contends that
the debate about the use of standardized tests to drive teach-
ing must be balanced with collaborative efforts to define what
is important to us in the education of our youth. Others are
arguing for the increased use of assessment data to guide
reform efforts, the need to attend to cultural changes, and
the importance of strengthening the role of effective leader-
ship and support for reform efforts (Corcoran, Fuhrman, &
Belcher, 2001). To support these changes, Odden (2001)
argues that new school finance models are needed to incorpo-
rate cost findings into school finance structures such that
adequate fiscal resources are available to districts and schools
for effective programs. Finally, these challenges must be met
in an era of increased localization of funding.

The Role of Educational Psychology in Reform Efforts

The past century of research on learning has journeyed
through a variety of theories that have alternately focused on
behavioral, emotional, and cognitive aspects of learning. This
range of theoretical perspectives, and the ways in which
knowledge that is derived from these theories has been ap-
plied to school and classroom practices, have had (at best) a
checkered history of successes and failures. For many educa-
tors, research-based has become a dirty word—a word that
connotes something that is here today and gone tomorrow
when the next research fad appears. Since the past decade or
two of research, the picture appears to be changing. Current
research in educational psychology is looking at learning
from a more integrative perspective.

This integrative focus—shared by many authors in this
volume—is based on a growing recognition from various
perspectives (e.g., neurological brain research, psychologi-
cal and sociological research) that meaningful, sustained

learning is a whole-person phenomenon. Brain research
shows that even young children have the capacity for com-
plex thinking (e.g., Diamond & Hopson, 1998; Jensen, 1998;
Sylwester, 1995). Brain research also shows that affect and
cognition work synergistically, with emotion driving atten-
tion, learning, memory, and other important mental activities.
Research evidence exists on the inseparability of intellect and
emotion in learning (e.g., Elias, Zims, et al., 1997; Lazarus,
2000) and the importance of emotional intelligence to human
functioning and health (e.g., Seligman & Csikszentmihalyi,
2000). For example, brain research related to emotional intel-
ligence, reported by Goleman (1995), confirms that humans
have an emotional as well as an intellectual (or analytical)
brain, both of which are in constant communication and in-
volved in learning.

Recent research highlighted by many of the chapters in
this volume is also revealing the social nature of learning. In
keeping with this understanding, Elias, Bruene-Bulter, Blum,
and Schuyler (1997) discuss a number of research studies,
including those in neuropsychology, demonstrating that
many elements of learning are relational—that is, based on
relationships. Social and emotional skills are essential for the
successful development of cognitive thinking and learning
skills. In addition to understanding the emotional and social
aspects of learning, research is also confirming that learning
is a natural process inherent to living organisms (APA Work
Group of the Board of Educational Affairs, 1997).

From my research and that of others who have ex-
plored differences in what learning looks like in and outside
of school settings, several things become obvious (e.g.,
McCombs, 2001b; Zimmerman & Schunk, 2001). Real-life
learning is often playful, recursive, and nonlinear—engaging,
self-directed, and meaningful from the learner’s perspective.
But why are the natural processes of motivation and learn-
ing seen in real life rarely seen in most school settings? Re-
search shows that self-motivated learning is only possible in
contexts that provide for choice and control. When students
have choice and are allowed to control major aspects of their
learning (such as what topics to pursue, how and when to
study, and the outcomes they want to achieve), they are more
likely to achieve self-regulation of thinking and learning
processes.

Educational models are thus needed to reconnect learners
with others and with learning—person-centered models that
also offer challenging learning experiences. School learning ex-
periences should prepare learners to be knowledge producers,
knowledge users, and socially responsible citizens. Of course,
we want students to learn socially valued academic knowledge
and skills, but is that sufficient? In the twenty-first-century
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world, content is so abundant as to make it a poor foundation on
which to base an educational system; rather, context and mean-
ing are the scare commodities today. This situation alters the
purpose of education to that of helping learners communicate
with others, find relevant and accurate information for the task
at hand, and be colearners with teachers and peers in diverse set-
tings that go beyond school walls.

To move toward this vision will require new concepts
defining the learning process and evolving purpose of educa-
tion. It will also require rethinking current directions and prac-
tices. While maintaining high standards in the learning of
desired content and skills, the learner, learning process, and
learning environment must not be neglected if we are to ade-
quately prepare students for productive and healthy futures.
State and national standards, however, must be critically
reevaluated in terms of what is necessary to prepare students to
be knowledgeable, responsible, and caring citizens. Standards
must move beyond knowledge conservation to knowledge
creation and production (Hannafin, 1999). The current focus
on content must be balanced with a focus on individual
learners and their holistic learning needs in an increasingly
complex and fast-changing world.

The needs of learners are also changing and an issue of
concern given its relationships to problems such as school
dropout is that of youth alienation. Ryan and Deci (2000)
maintain that alienation in any age population is caused by
failing to provide supports for competence, autonomy, and
relatedness. Meeting these needs are also essential to healthy
development and creating contexts that engender individual
commitment, effort, and high-quality performance. Unfortu-
nately, there are too many examples in the current educa-
tional reform agenda of coercive and punitive consequences
for students, teachers, and administrators when students fail
to achieve educational standards on state and national tests.
Educational psychologists’ attention to these issues is obvi-
ous in several of the chapters in this volume.

Educational psychology’s growing knowledge base sup-
ports comprehensive and holistic educational models. A cur-
rent challenge is to find these models and link their successful
practices to what has been demonstrated relative to the
needs of learners in research on learning, motivation, and de-
velopment. The stories of teachers and other educators must
also become part of our credible evidence. For example,
Kohl, founder of the open school movement, shares his
36-year experience as a teacher working in dysfunctional,
poverty-ridden urban school districts (in Scherer, 1998). He
emphasizes the importance of teachers projecting hope—
convincing students of their worth and ability to achieve in a
difficult world. Kohl advocates what he calls personalized

learning based on caring relationship and respect for the
unique way each student perceives the world and learns.
Respecting students, honoring their perspectives, and provid-
ing quality learning are all ways that have been validated in
research from educational psychology and related fields.
Research from a multitude of studies and contexts has
demonstrated the efficacy of these strategies for engaging
students in learning communities that encourage invention,
creativity, and imagination.

The Learner-Centered Psychological Principles

In keeping with an awareness of these trends, proactive ef-
forts have been made in the past decade to make educational
psychology’s knowledge base more visible and accessible to
educators and policy makers. One such example is the work
of the American Psychological Association (APA). Begin-
ning in 1990, the APA appointed a special Task Force on
Psychology in Education, one of whose purposes was to inte-
grate research and theory from psychology and education in
order to surface general principles that have stood the test of
time and can provide a framework for school redesign and
reform. The result was a document that originally specified
twelve fundamental principles about learners and learning
that taken together provide an integrated perspective on
factors influencing learning for all learners (APA Task Force
on Psychology in Education, 1993). This document was
revised in 1997 (APA Work Group of the Board of Educa-
tional Affairs, 1997) and now includes 14 principles that are
essentially the same as the original 12 principles, except that
attention is now given to principles dealing with learning and
diversity and with standards and assessment.

The 14 learner-centered principles are categorized into
four research-validated domains shown in Table 23.1. Do-
mains important to learning are metacognitive and cognitive,
affective and motivational, developmental and social, and in-
dividual differences. These domains and the principles within
them provide a framework for designing learner-centered
practices at all levels of schooling. They also define learner-
centered from a research-validated perspective.

Defining Learner-Centered

From an integrated and holistic look at the principles, the fol-
lowing definition of learner-centered emerges: The perspec-
tive that couples a focus on individual learners (their
heredity, experiences, perspectives, backgrounds, talents,
interests, capacities, and needs) with a focus on learning (the
best available knowledge about learning and how it occurs
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TABLE 23.1 The Learner-Centered Psychological Principles

Cognitive and Metacognitive Factors
Principle 1: Nature of the learning process.
The learning of complex subject matter is most effective when it is an
intentional process of constructing meaning from information and
experience.
Principle 2: Goals of the learning process.
The successful learner—over time and with support and instructional
guidance—can create meaningful, coherent representations of 
knowledge.
Principle 3: Construction of knowledge.
The successful learner can link new information with existing knowledge
in meaningful ways.
Principle 4: Strategic thinking.
The successful learner can create and use a repertoire of thinking and
reasoning strategies to achieve complex learning goals.
Principle 5: Thinking about thinking.
Higher-order strategies for selecting and monitoring mental operations
facilitate creative and critical thinking.
Principle 6: Context of learning.
Learning is influenced by environmental factors, including culture,
technology, and instructional practices.

Motivational and Affective Factors
Principle 7: Motivational and emotional influences on learning.
What and how much is learned is influenced by the learner’s motivation.
Motivation to learn in turn is influenced by the individual’s emotional
states, beliefs, interests and goals, and habits of thinking.
Principle 8: Intrinsic motivation to learn.
The learner’s creativity, higher-order thinking, and natural curiosity all
contribute to motivation to learn. Intrinsic motivation is stimulated by
tasks that have optimal novelty and difficulty, are relevant to personal
interests, and provide for personal choice and control.
Principle 9: Effects of motivation on effort.
Acquisition of complex knowledge and skills requires extended learner
effort and guided practice. Without learners’ motivation to learn, the
willingness to exert this effort is unlikely without coercion.

Developmental and Social Factors
Principle 10: Developmental influence on learning.
As individuals develop, they encounter different opportunities and
experience different constraints for learning. Learning is most effective
when differential development within and across physical, intellectual,
emotional, and social domains is taken into account.
Principle 11: Social influences on learning.
Learning is influenced by social interactions, interpersonal relations, and
communication with others.

Individual Differences Factors
Principle 12: Individual differences in learning.
Learners have different strategies, approaches, and capabilities for learning
that are a function of prior experience and heredity.
Principle 13: Learning and diversity.
Learning is most effective when differences in learners’ linguistic, cultural,
and social backgrounds are taken into account.
Principle 14: Standards and assessment.
Setting appropriately high and challenging standards and assessing the
learner and learning progress—including diagnostic, process, and outcome
assessment—are integral parts of the learning process.

Note. Summarized from the APA Work Group of the Board of Educational
Affairs (1997, November). Learner-centered psychological principles:
Guidelines for school reform and redesign. Washington, DC: American
Psychological Association.

and about teaching practices that are most effective in
promoting the highest levels of motivation, learning, and
achievement for all learners). This dual focus then informs
and drives educational decision making. The learner-centered
perspective is a reflection in practice of the learner-centered
psychological principles in the programs, practices, policies,
and people that support learning for all (McCombs &
Whisler, 1997, p. 9).

This definition highlights that the learner-centered psy-
chological principles apply to all learners—in and outside of
school, young and old. Learner-centered is also related to the
beliefs, characteristics, dispositions, and practices of teach-
ers. When teachers derive their practices from an under-
standing of the principles, they (a) include learners in
decisions about how and what they learn and how that learn-
ing is assessed; (b) value each learner’s unique perspectives;
(c) respect and accommodate individual differences in learn-
ers’ backgrounds, interests, abilities, and experiences; and
(d) treat learners as cocreators and partners in teaching and
learning.

My research with learner-centered practices and self-
assessment tools based on the principles for teachers and stu-
dents from K–12 and college classrooms confirms that what
defines learner-centeredness is not solely a function of partic-
ular instructional practices or programs (McCombs & Lauer,
1997; McCombs & Whisler, 1997). Rather, it is a complex in-
teraction of teacher qualities in combination with characteris-
tics of instructional practices—as perceived by individual
learners. Learner-centeredness varies as a function of learner
perceptions that in turn are the result of each learner’s prior
experiences, self-beliefs, and attitudes about schools and
learning as well as their current interests, values, and goals.
Thus, the quality of learner-centeredness does not reside in
programs or practices by themselves.

When learner-centered is defined from a research perspec-
tive, it also clarifies what is needed to create positive learning
contexts and communities at the classroom and school levels.
In addition, it increases the likelihood of success for more
students and their teachers and can lead to increased clarity
about the requisite dispositions and characteristics of school
personnel who are in service to learners and learning. From
this perspective, the learner-centered principles become
foundational for determining how to use and assess the effi-
cacy of learner-centered programs in providing instruction,
curricula, and personnel to enhance the teaching and learning
process. The confirm that perceptions of the learner regarding
how well programs and practices meet individual needs are
part of the assessment of ongoing learning, growth, and
development.
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CONTRIBUTIONS OF EDUCATIONAL
PSYCHOLOGY TO EFFECTIVE REFORM

In looking across the chapters in this volume and other recent
work in the field of educational psychology, a number of
trends emerge. Most significant from my perspective are the
following:

• Acknowledging the complexity of human behavior and the
need for integrative theories and research that contextual-
ize teaching and learning in schools as living systems that
are themselves complex, dynamic, and built on both indi-
vidual and relational principles.

• Looking at humans and their behavior holistically and
focusing not only on cognitive and intellectual processes,
but also on social and emotional processes that differen-
tially influence learning, motivation, and development.

• Situating the study of teaching and learning in diverse
school contexts and in particular content domains with a
mix of quantitative and qualitative methodologies.

• Seeing teachers as learners whose own professional de-
velopment must mirror the best of what we know about
learning, motivation, and development.

• Rethinking critical assumptions about human abilities
and talents, reciprocity in teacher and learner roles, and
the function and purpose of schooling so that we can
better prepare students for productive contributions to a
global world and lifelong learning with emerging tech-
nologies.

• Acknowledging the central role of learners’ thinking
and perceptions of their experiences in learning and
motivation—for all learners in the system, including
teachers, administrators, parents, and students.

We are in an exciting era of transformation and change—
an era where the knowledge base in educational psychology
has the opportunity to play a significant role in shaping our
K–20 educational systems for the better. Particularly relevant
to educational reform is knowledge being gained in the fol-
lowing areas, many of which have been highlighted in prior
chapters in this volume. My intention here, however, is to de-
scribe more broadly how other areas of research in the field of
educational psychology are informing issues in educational
reform and the design of more effective learning systems.

Dealing With Increased Student Diversity

An issue of growing concern is the record number of students
entering public and private elementary and secondary
schools (Meece & Kurtz-Costes, 2001). This population is

more diverse than ever before, with almost 40% minority stu-
dents in the total public school population. Wong and Rowley
(2001) offer a commentary on the schooling of ethnic minor-
ity children, cautioning that researchers should be sensitive to
the cultural biases of their research with populations of color,
recognize the diversity within ethnic groups, limit compar-
isons between groups, integrate processes pertaining to eth-
nic minority cultures with those of normative development,
examine cultural factors in multiple settings, balance the
focus on risks and problems with attention to strengths and
protective factors, and examine outcomes other than school
achievement. There is a need for comprehensive and coher-
ent frameworks that allow differentiation of common issues
(e.g., all children being potentially resistant to school because
of its compulsory nature) to identify additional factors (e.g.,
cultural dissonance between school norms and ethnic culture
norms) related to resistance to school. Multiple contexts
should be studied, longitudinal studies undertaken, and
sophisticated statistical tools applied.

Okagaki (2001) argues for a triarchic model of minority
children’s school achievement that takes into account the
form and perceived function of school, the family’s cultural
norms and beliefs about education and development, and the
characteristics of the child. The significant role of percep-
tions, expectations for school achievement, educational
goals, conceptions of intelligence, and self-reported behav-
iors and feelings of efficacy are discussed as they influence
successful strategies for the education of minority children.
Home, school, and personal characteristics must all be con-
sidered, with particular attention paid to practices that fa-
cilitate positive teacher-child and child-peer interactions.
The culture of the classroom must be made more visible
and understandable to children from different cultural
backgrounds—carefully considering the depth and clarity of
communications with parents, helping students and parents
see the practical relevance of obtaining a good education,
thinking through how what we do in schools might have
stereotyping effects for students, and recognizing that fami-
lies have different theories about education, intelligence,
parenting, and child development.

It is generally recognized that unacceptable achievement
gaps exist between minority and nonminority children and
that dropout rates are higher for some ethnic groups. Longi-
tudinal research by Goldschmidt and Wang (1999) using
National Educational Longitudinal Study (NELS) database
on student and school factors associated with dropping out in
different grades shows that the mix of student risk factors
changes between early and late dropouts, with family charac-
teristics being most important for late dropouts. Being held
back was the single strongest predictor of dropping out for
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both early and late dropouts, but misbehaving was the most
important factor in late dropouts. Hispanics are more likely to
drop out than are African Americans and African Americans
are more likely to drop out than are Whites. These differ-
ences are partly accounted for by differences in family, lan-
guage, and socioeconomic factors. Associations between
racial groups and factors such as being below expected grade
levels, working while in school, and having poor grades also
contribute to the differences in cultural groups.

Interventions that show promise for reversing these nega-
tive trends include social support and a focus on positive
school climates. Lee and Smith (1999) report research on
young adolescents in the Chicago public schools that indi-
cates there needs to be a balance of challenging and rigorous
academic instruction with social support in the form of
smaller, more intimate learning communities. Such a balance
tends to eliminate achievement differences among students
from different racial and socioeconomic backgrounds—
particularly in math and reading. The biggest disadvantages
in achievement are for students who attend schools with both
little social support and low academic challenge and rigor;
thus, social support is particularly effective when students
also are in schools that push them toward academic pursuits.
The balance needs to be one with a focus on learning and on
learner needs.

Studying Development of Academic Motivation

Ryan and Patrick (2001) studied the motivation and engage-
ment of middle school adolescents as a function of their
perceptions of the classroom social environment. Changes in
motivation and engagement were found to be a function of
four distinct dimensions of the environment: (a) promoting
interaction (discuss with, share ideas, get to know other stu-
dents), (b) promoting mutual respect (respect each other’s
ideas, don’t make fun of or say negative things to others),
(c) promoting performance goals (compare students to oth-
ers, make best and worst test scores and grades public, make
it obvious who is not doing well), and (d) teacher support
(respect student opinions, understands students’ feelings,
help students when upset or need support in schoolwork). In
general, if students perceived teacher support and perceived
that the teacher promoted interaction and mutual respect, mo-
tivation and engagement were enhanced. On the other hand,
if students perceived that their teacher promoted perfor-
mance goals, negative effects on motivation and engage-
ment occurred. Students with supportive teachers reported
higher self-efficacy and increases in self-regulated learn-
ing, whereas with performance-goal-oriented teachers, stu-
dents reported engaging in more disruptive behaviors. Ryan

and Patrick conclude that becoming more student-centered
means (a) attending to social conditions in the classroom
environment as perceived by students and (b) providing
practices that enhance students’ perceptions of support, re-
spect, and interaction.

Our work with kindergarten-through college-age students
over the past 8 years has revealed that learner-centered prac-
tices consistent with educational psychology’s knowledge
base and the learner-centered psychological principles en-
hance learner motivation and achievement (McCombs, 2000a,
2001a; McCombs & Whisler, 1997; Weinberger & McCombs,
2001). Of particular significance in this work is that student
perceptions of their teachers’ instructional practices accounts
for between 45–60%, whereas teacher beliefs and perceptions
only account for between 4–15% of the variance in student
motivation and achievement. The single most important do-
main of practice for students in all age ranges are practices
that promote a positive climate for learning and interpersonal
relationships between and among students and teachers. Also
important are practices that provide academic challenge and
give students choice and control, that encourage the develop-
ment of critical thinking and learning skills, and that adapt to
a variety of individual developmental differences.

Using teacher and student surveys based on the learner-
centered psychological principles, called the Assessment of
Learner-Centered Practices (ALCP), teachers can be assisted
in reflecting on individual and class discrepancies in percep-
tions of classroom practice and in changing practices to meet
student needs (McCombs, 2001). Results of our research
with the ALCP teacher and student surveys at both the sec-
ondary and postsecondary levels have confirmed that at all
levels of our educational system, teachers and instructors can
be helped to improve instructional practices and change to-
ward more learner-centered practices by attending to what
students are perceiving and by spending more time creating
positive climates and relationships—critical connections so
important to personal and system learning and change.

For students who are seen as academically unmotivated,
Hidi and Harackiewicz (2000) provide insights from a review
of research related to academic motivation. The literature on
interests and goals is reviewed and integrated, and the authors
urge educators to provide a balance of practices that are sen-
sitive to students’ individual interests, intrinsic motivation,
and mastery goals—with practices that trigger situational
interest, extrinsic motivation, and performance goals. This
balance helps to shift the orientation to an internalization of
interests and motivation and to promote positive motivational
development for traditionally unmotivated students. The
importance of the roles of significant others (e.g., teachers,
parents, coaches) is also highlighted in terms of eliciting and
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shaping interests and goals in their students and children.
Such an intrinsic-extrinsic motivational balance is deemed
essential if educators are to meet diverse student needs, back-
grounds, and experiences—that is, to adapt to the full range
of student differences, we need the full range of instructional
approaches, and these approaches need to be flexibly
implemented.

The effects of student perceptions of their classroom
environment on their achievement goals and outcomes was
studied by Church, Elliot, and Gable (2001). The relation-
ship between student perceptions and achievement outcomes
was indirect; their influence first affected achievement goals,
which in turn influenced achievement outcomes. If under-
graduate students perceived that their instructor made the
lecture interesting and engaging (compared to a situation in
which they perceived that the instructor emphasized the
importance of grades and performance evaluations or had
grading structures that minimized the chance of being suc-
cessful), they adopted mastery goal orientations (intrinsic
motivation) versus performance goal orientations (extrinsic
motivation). The authors conclude that stringent evalua-
tion standards can lead to the adoption of performance-
avoidance goals and hinder mastery goal adoption. For this
reason, a study of both approach and avoidance orientations
is needed because it moves research toward a broader frame-
work that involves more complex integration of multiple
constructs.

On the other hand, Midgley, Kaplan, and Middleton
(2001) argue that the call to reconceptualize goal theory to
acknowledge the positive effects of performance-approach
goals is not warranted. They review studies that indicate the
negative effects of performance-approach goals in terms of
students’ use of avoidance strategies, cheating, and reluc-
tance to cooperate with peers. They stress that it is important
to consider for whom and under what conditions perfor-
mance goals are good. Emphasizing mastery goals needs to
be an integral part of all practices—particularly in this era, in
which standards, testing, and accountability dominate educa-
tional practices and deep meaningful learning is in short
supply.

In a longitudinal study of changes in academic intrinsic
motivation from childhood through late adolescence,
Gottfried, Fleming, and Gottfried (2001) found that not only
is intrinsic motivation a stable construct over time, but acad-
emic intrinsic motivation declines—particularly in math
and science—over the developmental span. For this reason,
Gottfried et al. argue that early interventions are needed to
identify those students who may be at risk for low motivation
and performance. Practices such as introducing new materi-
als that are of optimal or moderate difficulty; related to

student interests; meaningful to students; provide choice and
autonomy; and utilize incongruity, novelty, surprise, and
complexity are recommended.

Developing Students’ Metacognitive 
and Self-Regulation Competencies

Lin (2001) describes the power of metacognitive activities
that foster both cognitive and social development. To accom-
plish this goal, however, knowledge about self-as-learner
must be part of the metacognitive approach. Knowing how to
assess what they know and do not know about a particular
knowledge domain is not sufficient, and Lin’s research shows
that knowledge about self-as-learner as well as supportive
social environments help promote a shared understanding
among community members about why metacognitive knowl-
edge and strategies are useful in learning. The knowledge of
self-as-learner can also be expanded to helping students
know who they are and what their role is in specific learning
cultures and knowledge domains or tasks; thus, this research
highlights the application of the knowledge base on metacog-
nition in ways that are holistic and assist in the development
of both cognitive and social skills.

Another example of applying research that integrates cog-
nitive, metacognitive, motivational, and social strategies in
the form of self-regulated learning (SRL) interventions is
provided by Paris and Paris (2001). After reviewing what we
have learned in this area, Paris and Paris define a number of
principles of SRL that can be applied in the classroom,
including the following:

• Helping students use self-appraisal to analyze personal
styles and strategies of learning as a way to promote mon-
itoring of progress, revising of strategies, and enhanced
feelings of self-efficacy.

• Teaching self-management of thinking, effort, and affect
such as goal setting, time management, reflection, and com-
prehension monitoring that can provide students with tools
to be adaptive, persistent, strategic, and self-controlled in
learning and problem-solving situations.

• Using a variety of explicit instructional approaches and in-
direct modeling and reflection approaches to help students
acquire metacognitive skills and seek evidence of per-
sonal growth through self-assessments, charting, discuss-
ing evidence, and practicing with experts.

• Integrating the use of narrative autobiographical stories as
part of students’ participation in a reflective community
and as a way to help them examine their own self-
regulation habits.
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Additional principles are suggested by Ley and Young
(2001, pp. 94–95) for embedding support in instruction to
facilitate SRL in less expert learners. These principles are

• Guide learners to prepare and structure an effective learn-
ing environment; this includes helping learners to manage
distractions by such strategies as charts for recording
study time and defining what is an effective distraction-
free study environment for them.

• Organize instruction and activities to facilitate cognitive
and metacognitive processes; this includes strategies such
as outlining, concept mapping, and structured overviewing.

• Use instructional goals and feedback to present student
monitoring opportunities; this includes self-monitoring
instruction and record keeping.

• Provide learners with continuous evaluation information
and occasions to self-evaluate this includes helping stu-
dents evaluate the success of various strategies and revis-
ing approaches based on feedback (Ley & Young, 2001,
pp. 94–95).

Redefining Intelligence and Giftedness

As pointed out in this volume (see chapters by Sternberg and
by Olszewski-Kubilius), there is a growing movement in the-
ory and practice to reconceptualize what is meant by intelli-
gence and giftedness. For example, Howard Gardner, in an
interview by Kogan (2000), strongly argues that schools
should be places where students learn to think and study
deeply those things that matter and have meaning; schools
should also help students learn to make sense of the world.
He advocates a three-prong curriculum aimed at teaching—
through a multiple intelligences approach—truth, beauty, and
goodness. To teach truth, Gardner believes children need to
understand the notion of evolution—including species varia-
tion and natural selection—and an appreciation of the strug-
gle among people for survival. To teach beauty, Gardner
would choose Mozart’s The Marriage of Figaro as a pinna-
cle of beauty that portrays characters with deeply held emo-
tions, offers the opportunity to help students appreciate other
works of art, and inspires new creations. To teach goodness,
Gardner chooses helping students understand a sequence of
events such as the Holocaust, which shows what humans are
capable of doing in both good and bad ways and provides a
way for students to learn how others deal with pressures and
dilemmas. Methods such as dramatic, vivid narratives and
metaphors are recommended for involving students in their
learning.

Other new developments influencing our understanding of
intelligence are interdisciplinary fields of research that can

offer multiple perspectives on complex human phenomena.
Ochsner and Lieberman (2001) describe the emergence of
social cognitive neuroscience that allows three levels of
analysis: a social level concerned with motivational and so-
cial factors influencing behavior and experience; a cognitive
level concerned with information-processing mechanisms
that underlie social-level phenomena; and a neural level con-
cerned with brain mechanisms that instantiate cognitive
processes. Although still in its infancy, this multidisciplinary
field promises to provide new insights about human function-
ing that can be useful in studying learners and learning in
complex living systems such as schools. It also follows the
trend toward more integrative and holistic research practices.

Consistent with this integrative trend is work by
Robinson, Zigler, and Gallagher (2000) on the similarities
and differences between people at the two tails of the normal
curve—the mentally retarded and the gifted. As operational-
ized in tests of intelligence, deviance from the norm by per-
formance two standard deviations from the mean (IQ of
70–75 or lower or IQ of 125–130 or higher) typically defines
individuals who are mentally retarded or gifted, respectively.
In looking at educational issues, Robinson et al. raise the
following points:

• A one-size-fits-all paradigm for education does not ac-
commodate individual differences in level and pace of
learning—creating major problems for meeting the needs
of diverse students in the current system designed for the
average student.

• Strategies and approaches that work well with gifted chil-
dren need to become models for improving the school
experiences of all children.

• The basic philosophies and values of American schools
are in keeping—at least theoretically—with the concept of
adapting to individual differences in abilities, thereby pro-
viding an opportunity for our schools to become models
of how best to deal with students in the two tails of the
normal curve.

• More work is needed to solve the problems of economic
and ethnic disadvantages that skew distributions of IQ
scores and lead to discrimination by gender, race, and eth-
nic origin in terms of overplacement of minority students
in special services and underrepresentation of minority
students in gifted services.

• Research agendas in areas such as neurodevelopmental
science, brain function, and genetics need to look at both
ends in longitudinal studies that can provide insight into
how to design interventions that overcome current mal-
adaptive approaches to learning and performance that can
hinder retarded and gifted students.
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Understanding Components of Effective Teachers,
Teaching, and Teacher Development

The past decade of research has seen an increased focus on
teaching, teachers, and teacher education. Part of this in-
creased attention is due to a growing understanding of the na-
ture of learning and the role of teachers as lifelong and expert
learners. Hoy (2000) argues for the need to place learning at
the center of teaching, which means that teachers must have
both deep content knowledge and a deep understanding of
learning, motivation, and development. She also describes
shifts in teacher education toward more integrative study that
contextualizes content and pedagogical knowledge in social
environments and inquiry-based curricula. Collaboration
between and among students and teachers at all levels of
schooling is another trend, along with encouraging reflection
and field-based experiences. The concern is raised that edu-
cational psychology may get lost or marginalized in these
trends, challenging us to think through how to situate and in-
tegrate our knowledge base and make processes of learning,
motivation, and development more visible and accessible to
teacher education students.

A specific look at the impact of teacher education on
teachers of secondary mathematics is described by Borko
et al. (2000). They argue that for teacher education to make a
difference, both university experiences and field placements
need to share comparable visions of reformed practice and
teacher learning as situated in reformed practice. Such prac-
tice has methods situated (i.e., taught in the context of) in the
content area (e.g., mathematics) and uses learning tasks that
encourage multiple representations, solution strategies, and
actively involve students in the learning process (e.g., having
them make conjectures, provide justifications and explana-
tions, and draw conclusions). Similarly, Zech, Cause-Vega,
Bray, Secules, and Goldman (2000) describe a professional
development model, content-based collaborative inquiry
(CBCI), that engages educators in inquiring and constructing
their own knowledge with a focus on their own and their stu-
dents’ understanding and learning processes. Sustaining
communities of inquiry to support lifelong teacher learning
and educational reform is discussed as a way to shift practic-
ing teachers’ orientations toward knowledge and knowing.
By helping teachers focus on students’ understanding in con-
tent domains, teachers’ critical reflection and assessment of
their content knowledge and practice occurs. Collaborative
inquiry helps uncover assumptions and build communities of
practice based on trusting relationships.

Van den Berg and Ros (1999) remind us that teachers have
individual questions, needs, and opinions about innovations
and reform initiatives that must be attended to in any reform

process. Using a concerns-based approach, different types of
concerns were revealed at different stages of the innovation
process and pointed to the need to attune innovation policies
to these factors. Three clusters of concerns were identified:
self-worries (e.g., amount of work involved in the innova-
tion), task worries (e.g., classes too big to accommodate the
innovation), and other worries (e.g., getting older colleagues
to implement the innovation). The teachers’ concerns varied
as a function of stage of the innovation (adoption, implemen-
tation, institutionalization), with self-worries more apparent
in the adoption stage, task worries emphasized more in the
implementation stage, and more other worries present in
the institutionalization stage. The authors conclude with a
plea to include opinions of teachers as well as orientation
toward uncertainty in reform efforts and to provide explicit
opportunities for reflection and dialogue in ongoing work-
shops and seminars.

The importance of collective teacher efficacy for student
achievement is explored by Goddard, Hoy, and Hoy (2000).
Collective teacher efficacy is defined as the perceptions of
teachers in a school that the efforts of the faculty as a whole
will positively affect students. A measure was developed and
validated, and it was shown to have a positive relationship
with student achievement in both reading and mathematics. It
was also shown to differentiate achievement differences
between schools; higher levels of collective teacher efficacy
were related to gains in reading and mathematics achieve-
ment. When teachers share a sense of efficacy, they act more
purposefully to enhance student learning and are supported
organizationally to reflect on efforts that are likely to meet the
unique needs of students.

Another critical variable is the degree to which teachers
believe that instructional choice promotes learning and moti-
vation. In spite of a large literature documenting the positive
effects of choice—particularly on affective areas such as in-
terest, ownership, creativity, and personal autonomy—many
teachers continue to limit student choice. Flowerday and
Schraw (2000) interviewed 36 practicing teachers to examine
what, when, where, and to whom teachers offer choice.
Among the findings were that teachers with high self-efficacy
are more likely to provide instructional choices, as are teach-
ers who themselves feel intellectually and psychologically
autonomous and who are more experienced in particular sub-
ject areas. Most or all teachers agreed that choice should be
used (a) in all grades, with older students needing more
choices; (b) in a variety of settings, on different tasks, and for
academic and social activities; and (c) in ways that offer sim-
ple choices first, help students practice making good choices,
use team choices for younger students, provide information
that clarifies the choice, and offer choices within a task.
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New learner-centered professional development models
for teachers focus on examining beliefs, empowerment,
teacher responsibility for their own growth, teachers as lead-
ers, and development of higher-order thinking and personal
reflection skills (e.g., Darling-Hammond, 1996; Fullan,
1995; McCombs & Whisler, 1997). A key to teachers’ abili-
ties to accept and implement these learner-centered models is
support in the form of self-assessment tools for becoming
more aware of their beliefs, practices, and the impact of these
practices on students. Information from teachers’ self-
assessments can then be used by teachers to identify—in a
nonthreatening and nonjudgmental context—the changes in
practice that are needed to better serve the learning needs of
all students. In this way, teachers can begin to take responsi-
bility for developing their own professional development
plans.

A number of researchers are creating instruments to help
teachers at all levels of the educational system (K–16) look at
their own and their students’ perceptions of their learning
experiences. To date, however, these tools are available in
innovative teacher preparation programs and are not used in
higher education in general largely because of reluctance
among many college administrators to change current evalu-
ation procedures that are based on direct instruction rather
than holistic and constructivist models of teacher classroom
practices.

Changes in evaluation procedures are occurring in teacher
education, and current approaches support teacher growth
with learning opportunities that (a) encourage reflection, crit-
ical thinking, and dialogue and (b) allow teachers to examine
educational theories and practices in light of their beliefs
and experiences. For teachers to change their beliefs to be
compatible with more learner-centered and constructivist
practices, however, they need to be engaged in reflective
processes that help them become clearer about the gap
between what they are accomplishing and what needs to be
accomplished. Reflection is defined by Loughran (1996) as a
recapturing of experience in which the person thinks about an
idea, mulls it over, and evaluates it. Thus, Loughran argues
that reflection helps develop the habits, skills, and attitudes
necessary for teachers’ self-directed growth.

The work of my colleagues and me in developing a set of
self-assessment and reflection tools for K–16 teachers
(ALCP), in the form of surveys for teachers, students, and
administrators, combines aspects of these approaches
(McCombs & Lauer, 1997; McCombs, Lauer, & Pierce,
1998; McCombs & Whisler, 1997). However, the focus, is on
identifying teacher beliefs and discrepancies between teacher
and student perspectives of practices that can enhance stu-
dent motivation and achievement—as a tool to assist teachers

in reflecting on and changing practices as well as identifying
personalized staff development needs.

Our research (McCombs & Lauer, 1997; McCombs et al.,
1998; McCombs & Whisler, 1997) looked at the impact of
teacher beliefs on their perceptions of their classroom prac-
tices as well as how teacher perceptions of practice differ
from student perceptions of these practices. In a large-scale
study of teachers and students, we confirmed our hypothesis
about the importance—for student motivation, learning, and
achievement—of those beliefs and practices that are consis-
tent with the research on learners and learning. We also found
that teachers who are more learner-centered are both more
successful in engaging all students in an effective learn-
ing process and are themselves more effective learners and
happier with their jobs. Furthermore, teachers report that the
process of self-assessment and reflection—particularly about
discrepancies between their own and their individual stu-
dents’ experiences of classroom practices—helps them iden-
tify areas in which they might change their practices to be
more effective in reaching more students. This is an impor-
tant finding that relates to the how of transformation—that is,
by helping teachers and others engage in a process of self-
assessment and reflection, particularly about the impact of
their beliefs and practices on individual students and their
learning and motivation, a respectful and nonjudgmental im-
petus to change is provided. Combining the opportunity for
teacher self-assessment of and reflection on their beliefs and
practices (and the impact of these practices on individual stu-
dents) with skill training and conversations and dialogue
about how to create learner-centered K–16 schools and class-
rooms can help make the transformation complete.

Our research also revealed that teachers were not ab-
solutely learner-centered or completely non-learner-centered.
Different learner-centered teachers had different but overlap-
ping beliefs. At the same time, however, specific beliefs or
teaching practices could be classified as learner-centered
(likely to enhance motivation, learning, and success) or non-
learner-centered (likely to hinder motivation, learning, and
success). Learner-centered teachers are defined as those
whose beliefs and practices were classified more as learner-
centered than as non learner-centered. For example, believing
all students learn is quite different from believing that some
students cannot learn, the former being learner-centered
and the latter being non-learner-centered. Learner-centered
teachers see each student as unique and capable of learning,
have a perspective that focuses on the learner’s knowing
that the teacher’s beliefs promote learning, understand basic
principles defining learners and learning, and honor and
accept the student’s point of view (McCombs, 2000a;
McCombs & Lauer, 1997). As a result, the student’s natural
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inclinations—to learn, master the environment, and grow in
positive ways—are enhanced.

Capitalizing on Advances in Teaching
and Learning Technologies

In a review of emerging Web-based learning environments,
McNabb and McCombs (2001) point out that recent efforts to
infuse electronic networking into school buildings via the
Internet promise to promote connections among teachers and
students in classrooms and those in the community at large.
At the same time, uses of electronic networks for educational
purposes cause large disturbances to the closed-ended nature
of twentieth-century classroom practices (Heflich, 2001;
Jones, 2001; McNabb, 2001). What becomes apparent are
misalignments among curricular goals and resources, instruc-
tional practices, assessments, and accountability policies
governing learning activities. The current shortage of quali-
fied teachers available to the nation’s children on an equitable
basis provides an additional challenge and opportunity for
systemically transforming the nature of schooling to better
meet the needs of twenty-first-century learners.

Haywood (personal communication, University of
Edinburgh and Open University, June 15, 2001) argues that
to overcome built-in inertia in traditional systems and the
people they serve (students, teachers, administrators) re-
quires new forms of learning, assessment, and community.
New forms of communication that emerge in electronic-
learning cultures may lead to new and better forms of social-
ization. Some of the bigger challenges in distance learning
have been in how to help people handle change and in sup-
porting new educational processes while working within the
dominant traditional systems. The implementation issues
range from determining the number of computers needed to
how computers are used and how much they are used.

Current research at the Open University and other
European institutions supporting some form of Web-based
learning is now focusing on identifying the range of individ-
ual and group learning outcomes that must be assessed in
both formative and summative ways. Other issues include
finding new ways of communicating (Barnes, University of
Bristol, personal communication, June 19, 2001) and identi-
fying new social learning outcomes that result. Current chal-
lenges include communicating across several mediums in
electronic-learning environments, looking at change over
time, and finding ways to reward risk-taking at the personal
and institutional levels as traditional K–20 systems make
steps to change current learning and assessment paradigms.

Taking up the challenge of building learner-centered and
technology-based classrooms, Orrill (2001) describes how

teachers can be supported toward this goal with professional
development that includes reflection, proximal goals, colle-
gial support groups, one-on-one feedback, and support
materials for teachers. The framework was based on the
assumption that change is individual but must be supported
over time in the social context of schools. Data were col-
lected on 10 middle school teachers using simulations in pro-
ject-based learning over a 4-month period. Refinements to
the professional development framework included helping
teachers to develop reflective skills prior to using proximal
goals to focus reflection activities. Outside resources, one-
on-one feedback, and collegial group meetings are then used
to enhance the interplay between reflection and proximal
goals. Guidance is essential as part of the development of
reflection such that teachers see the importance of focusing
on learner-centered goals that can be enacted immediately in
refining the simulation activities.

Significant in using emerging technologies are personal-
ization strategies. Just as Lin (2001) found higher levels of
social development and achievement when metacognitive ac-
tivities included self-as-learner knowledge, Moreno and
Mayer (2000) report that personalized multimedia messages
can increase student engagement in active learning. In a se-
ries of five experiments with college students, personalized
rather than neutral messages resulted in better retention and
problem-solving transfer. The importance of self-reference to
student engagement and motivation has a long-standing re-
search base, but it appears to be especially important in tech-
nology-based learning, particularly because it also influences
higher learning outcomes.

The issue of scaling up technology-embedded and project-
based innovations in systemic reform is addressed by
Blumenfeld, Fishman, Krajcik, Marx, and Soloway (2000).
Studying urban middle schools, a framework is used to gauge
the fit of these innovations with existing school capabilities,
policy and management structures, and the organizational
culture. The authors argue that the research community needs
to create an agenda that can document how innovations work
in different contexts and how to select reforms that match
outcomes that are valued in their community and that are
compatible with state and national agendas. Collaboration
with teachers and administrators not only can help them
adapt the innovation to make it achievable, but such collabo-
ration also can promote an understanding of what will be
require for sustainable systemic innovations that challenge
traditional methods.

Of significance in this work with technology-based teach-
ing and learning systems is the growing agreement that what
we know about learning, motivation, development, and ef-
fective schooling practices will transfer to the design of these
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new systems (McNabb & McCombs, 2001). What we have
learned that is particularly applicable includes findings sum-
marized earlier in this chapter and in many of the other chap-
ters in this volume: Comprehensive dimensions of successful
schools and learning environments must be concerned with
(a) promoting a sense of belonging and agency, (b) engaging
families in children’s learning and education, (c) using a
quality and integrated curriculum, (d) providing ongoing pro-
fessional development in both content and child development
areas (including pedagogy), (e) having high student expecta-
tions, and (f) providing opportunities for success for all
students.

Building New Learning Communities and Cultures

In most institutions of elementary, secondary, and higher
education and progressively within professional development
programs, teachers, administrators, policy makers, and those
in content-area disciplines are isolated from each other. It is
difficult to find examples of cross-department collaborations
in course design, multidisciplinary learning opportunities, or
organizational structures and physical facilities that allow in-
teractions and dialogue among a range of educational stake-
holders. Schools are isolated from emerging content in
professional disciplines. Change is often mandated from
above or from outside the system. Critical connections are not
being made, and it is not difficult to foresee that change is
then difficult and often resisted because of personal fears or
insecurities. Those fears and insecurities disappear when peo-
ple participate together in creating how their work gets done.

In developing effective learning communities and cul-
tures, it is important to see the role of educational psychol-
ogy’s knowledge base and the principles derived from this
knowledge base in a systemic context. It is important to
understand that education is one of many complex living
systems that functions to support particular human needs
(cf. Wheatley, 1999). Even though such systems are by their
nature unpredictable, they can be understood in terms of prin-
ciples that define human needs, cognitive and motivational
processes, interpersonal and social factors, and development
and individual differences. A framework based on research-
validated principles can then inform not only curriculum, in-
struction, assessment, and related professional development
but also organizational changes needed to create learner-
centered, knowledge-centered, assessment-centered, and
community-centered practices that lead to more healthy com-
munities and cultures for learning.

Effective schools function as a healthy living system—
an interconnected human network that supports teachers,
students, and their relationships within communities of

expert practice. In placing emphasis on the learner-centered
developments of both students and teachers (as expert learn-
ers) within the context of emerging technologies, educational
psychology’s knowledge based can be applied to building a
fully functioning living system. This system supports a com-
munity network of members who are connected and respon-
sive to each other. Community members interact in ways that
precipitate learning and social development on all levels of
the system. With the recent infusion and development of new
and innovative technologies, researchers and scientists have
imagined and implemented a wide range of methods for mak-
ing this goal attainable.

Studies about the impact of the Internet on society and
communities show that people in general are using the
Internet at home, at the library, and at work for a variety of
purposes including informal learning (Bollier, 2000; English-
Lueck, 1998; Nie & Erbing, 2000; Shields & Behrman,
2000). Children are finding connections to basic and ad-
vanced knowledge available in and generated through the
community; some of this knowledge can conflict with that in
textbooks. Youth’s career exploration and teachers’ profes-
sional development is best served in the community arena.
Geographic cultures are converging electronically with other
cultures via networks that allow easy movement in and out
of many cultures. McNabb (2001) points out that histori-
cally research shows that positive cultural experiences based
on mediated interactions with others are a vital part of chil-
dren’s personal and interpersonal development that fosters
one’s overall ability to learn (Boyer, 1995; Dewey, 1990;
Feuerstein & Feuerstein, 1991; Vygotsky, 1978).

Wilson (2001) explains that culture refers to the set of ar-
tifacts and meanings (norms, expectations, tools, stories, lan-
guage and activities, etc.) attached to a fairly stable group of
people associating with each other; thus, as humans, each of
us is (in a sense) multicultural and multilingual as we adapt to
different cultural norms required by different groups and al-
legiances, a phenomenon that can proliferate on the Internet.
It is community that helps bring coherence to our multicul-
tural experiences. Wilson identifies belonging, trust, expecta-
tion, and obligation as defining characteristics of community.
A sense of belonging within the community pertains to com-
mon purposes and values; trust pertains to acting for the good
of the whole. Community carries an expectation among its
members that the group provides value—particularly with
respect to each other’s learning goals and with that a sense of
obligation to participate in activities and contribute to group
goals.

In addition, evidence shows that electronically networked
cultures and communities are causing shifts related to con-
trol of these new cultures for learning. In the twentieth-century
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industrial era, the focal point within school systems tended to
pertain to goals generated externally (top-down) with mass
production designs for curriculum, instruction, and assessment
purposes (Reigeluth, 2001). In twenty-first-century culture, the
focal point is shifting to customized learning experiences and
personal learning plans with goals based on each learner’s per-
sonal needs and interests facilitated by learner-centered peda-
gogy, content area understanding along a continuum from
novice to expert developed through access to knowledge-cen-
tered materials and human resources in the community, and
learners’ needs and achievements identified by formative as-
sessments aligned to personal learning plans using assessment-
centered feedback loops.

Finally, the foregoing research, needs, and challenges fac-
ing today’s learners in K–20 systems also face preservice and
in-service teachers. Researchers are increasingly calling for
learning and professional development approaches that lead
to what they call emerging communities of practice. This idea
is in keeping with the recognition that electronic-learning
technologies allow for nonlinear emergent learning and new
paradigms of assessment. Emerging technologies also allow
for a variety of learning communities and cultures, including
communities of interest, communities of sharing, and com-
munities of caring—all of which can be part of the experi-
ence at various points in time and contribute to both higher
engagement and higher learning outcomes.

WHAT RESEARCH DIRECTIONS ARE NEEDED?

This section provides what I see as basic and applied research
directions that can foster the usefulness of educational psy-
chology’s contributions to education and educational reform
during the twenty-first century. Although educational psy-
chology is generally thought of as an applied field, basic as
well as applied research directions suggested in Handbook
chapters are summarized and others added from my perspec-
tive. All of these directions are then considered in light of im-
plementation and evaluation implications as they are applied
in the context of school and teacher accountability issues.

Basic Research Directions

In making the knowledge base from educational psychology
more visible and accessible to educators and policy makers,
some basic research directions are needed. From the preced-
ing chapters in this volume and from my own perspective, a
number of suggestions can be made, including the following:

• Research that can further refine and elucidate alternative
conceptions of ability and intelligence and broaden our

understanding of the interplay between cognitive, affec-
tive, neurobiological, and social factors that influence the
development of competencies.

• Research on voluntary study groups, effective uses of
problem-based learning, intersections of cooperative learn-
ing and curriculum, strategies for professional develop-
ment and follow-up support for cooperative learning, and
how well cooperative learning works for gifted students or
other students at the margins.

• Research on adult literacy, along with more research on
how teaching word recognition also affects normal and
gifted readers (not just struggling readers) and how to de-
velop teachers to deliver motivational reading and writing
programs.

• Research on the cultural aspects of learning and contrasts
between activity theory and contextualism as alternative
views for understanding the sociocultural context of the
teaching and learning process.

• Research that explores relations between self-regulation
and volition, the development of self-regulation in chil-
dren, self-regulation and the curriculum, and self-
regulation across the life span.

Applied Research Directions

Along with these basic research directions, more research is
needed on the contexts of learning environments and the com-
plex interactions between personal, organizational, and com-
munity levels of learning in schools as living systems; this
includes attention to applied research in the following areas:

• Research on teacher development, including what teach-
ers cite as the biggest challenge—the students themselves.
Excellent teaching is a complex balancing act, and there
are no quick fixes to producing excellent teachers.

• Research on what can be learned about learning and human
adaptability to change during the implementation phase as
new and existing teachers and others in our existing places
called school begin to increasingly use electronic-learning
technologies in new ways. These new ways of learning
promise to be the catalyst for systems change and to a new
paradigm for learning and assessment within electronically
networked schools.

• Research to better understand the comprehensive dimen-
sions of successful schools as (a) promoting a sense of
belonging and agency, (b) engaging families in children’s
learning and education, (c) using a quality and integrated
curriculum, (d) providing ongoing professional devel-
opment in both content and child development areas
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(including pedagogy), (e) having high student expecta-
tions, and (f) providing opportunities for success for all
students.

• Research to identify the best socialization experiences for
positive adjustment with diverse student populations—
examining how children’s understanding of rules and
norms change, how these rules are complementary or
compatible with peer and adult norms, what differential
impacts reward structures that teachers establish have
depending of students’ age and family environment, and
further work on student beliefs and perceptions of social
support from teachers and peers.

• Research that identifies teacher preparation practices that
can foster of the development of metacognition in stu-
dents and the application of metacognition to their own
instruction.

• Research on school-based methodologies for studying the
complex interrelationships between and among individ-
ual, organizational, and community levels of learning and
functioning that can provide solid and credible evidence to
support conclusions about causal connections between
variables.

Producing Credible Research: Implementation 
and Evaluation Considerations

Educators, researchers, and policy makers are recognizing
the need for new evaluation strategies and assessment meth-
ods that are dynamic measures of learning achievement and
learner development aligned with multiple types of formative
and summative outcomes (Broadfoot, 2001; Gipps, 2001;
McNabb, Hawkes, & Rouk, 1999; Popham, 2001; Stiggins,
2001). As people increasingly use the Internet for educational
purposes, evaluation strategies and assessment methods that
can fully capture the complexity, flexibility, and open-ended
nature of the learning processes and outcomes in networked
communities are needed. Shepard (2000) calls for recog-
nizing that different pedagogical approaches need different
outcome measures. Most of our current accountability sys-
tems are based solely on high-stakes scores pertaining to
knowledge-transmission outcomes, whereas research find-
ings on how people learn and what is needed for twenty-first-
century citizenry pertain to achieving knowledge-adaptation
and knowledge-generation, higher-order thinking, technolog-
ical literacy, and social-emotional outcomes (Bransford,
Brown, & Cocking, 1999; Carroll, 2001; Groff, 2001; Mc-
Combs, 2001a; McNabb, 2001; Ravitz, 2001; Repa, 2001).

Evaluation and assessment designs need to be based
not only on knowledge-centered principles but also on a

combination of community-centered and learner-centered
principles. Some learning communities thrive, whereas oth-
ers get started and dissipate. Development of new evaluation
strategies and assessment methods will lead to an under-
standing of what makes particular communities viable and
how best to support learning in both on- and off-line learning
communities. Assessment measures can be designed to pro-
vide data about the balance between individualized and
group learning processes, instructional strategies and activity
structures, and outcomes within different types of learning
communities (McCombs, 2000b).

A host of other issues that will expand into the twenty-first
century concern the growth of technology-based learning
environments. In such environments, educational psychol-
ogists can play a central role in defining research and eval-
uation data requirements. For example, data collected in
technology-based environments may be required to calibrate
the online school climate and address research-based con-
cerns about the negative effects of the distal nature of online
relationships and the amount of time these distal relationships
take away from close, more nurturing relationships (Mc-
Combs, 2001a; McNabb, 2001; Repa, 2001). Research con-
ducted by Kraut et al. (1998) indicates that a unit of measure
with which to assess social ties in cyberspace is needed to
foster the development of children’s overall mental, social,
and physical health and well-being. Building such measures
on what we have learned is essential.

Other measurement and evaluation challenges concern
the balancing of content knowledge gains against other,
nonacademic educational goals. Currently our educational
systems have a proliferation of standards competing for the
attention of teachers and students. Dede (2000) points out
that no one person can possibly meet all the standards that
many states are now requiring of teachers and students. This
phenomenon is indicative of a knowledge transmission mode
of operating. In a traditional transmission-of-knowledge
learning situation, not knowing has resulted in disadvantages
to some learners in terms of future learning opportunities and
decisions made based on high-stakes assessment scores. In
a knowledge-generation learning situation, however, not
knowing provides the foundation for the inquiry and calls for
assessment-centered practices for feedback and revision
(Bransford et al. 1999; Carroll, 2001). The new types of as-
sessments for which researchers and evaluators are calling
rely on communities in which learners have trusting rela-
tionships; in such relationships, learners feel comfortable
enough to admit that they didn’t understand a task, and they
are willing and feel safe in exposing their uncertainty
(Bransford, 2001; McLaughlin, 2001; Rose, 2001; Wilson,
2001).
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Our present accountability system has created an overem-
phasis on summative assessments with little useful feedback
at the personal, organizational, and community levels. Ravitz
(2001) points out that current high-stakes and summative as-
sessments are performed solely for Big Brother and do not
provide feedback helpful to learners and leaders. According
to Braun (2001), the present systems tend to focus on collect-
ing summative data needed by those most removed from
schools and the learning process—that is, policy makers.
Little time is afforded to efforts needed to collect more for-
mative data to serve the needs of those involved in shaping
the learning process and thus its outcomes—that is teachers,
students, and parents. However, issues pertaining to summa-
tive assessment need to be addressed because as a society, we
want students to show some ability to transfer their learning
to new situations (Bransford, 2001). There are important dif-
ferences between static assessments of transfer (e.g., in
which people learn something and then try to solve a new
problem without access to any resources) versus dynamic as-
sessments (e.g., assessments that allow people to consult re-
sources and demonstrate the degree to which they have been
preparing for future learning in particular areas). Portfolios
properly designed can support formative data needed for
learning and summative data for accountability within the
community (Braun, 2001).

Formative assessment needs to combine input from all
three levels of the learning community (i.e. personal, organi-
zational, and community levels) through self-evaluation,
peer critique, and expert feedback focused on conceptual un-
derstandings and skills that transfer. New evaluation strate-
gies and assessment methods suitable for digital learning can
capture learner change, growth, and improvement as it occurs
in networked learning communities. This will involve issues
of scale, as pointed out by Honey (2001). She suggests the
real work of reform involves rethinking at the local level. She
points out that we need to take seriously the challenge of
working in partnership with schools and districts on terms
that are meaningful to the people ultimately responsible for
educating students—administrators, teachers, parents, and
the students themselves (Cohen & Barnes, 1999; Meier,
1999; Sabelli & Dede, in press; Schoenfield, 1995; Tyack &
Cuban, 1995). This process can perhaps best be understood
as one of diagnosis—an interpretive or deductive identi-
fication of how particular local qualities work together to
form the distinctive elements of the learning community.
The process of adaptation through experimentation and
interpretation—what Nora Sabelli calls the localization of
innovation—is critical to the work of reform (Honey, 2001).

Confrey and Sabelli (2001) call for programmatic evalua-
tions and assessment to be informed by implementation

research that builds upon and contributes to increasingly
more successful implementations of innovation. Implementa-
tion research expects the system to react adaptively to the
intervention and documents how the intervention and the
system interact, changing both the approach and the system.
Confrey and Sabelli identify two scales of implementation
research needed for sustainable, cumulative education im-
provements: within-project and across-project implemen-
tation research. Within-project implementation research
implies the need to devote resources to project-level re-
search. Across-project implementation research implies
thinking hard about how to revise and refine funding efforts
to ensure maximum learning from current efforts; it also im-
plies becoming able to use this knowledge to inform the next
round of programmatic research. These and other issues are
areas in which educational psychology’s knowledge base will
be needed.

HOW CAN EDUCATIONAL PSYCHOLOGY’S
KNOWLEDGE BASE BEST BE APPLIED TO
EDUCATIONAL REFORM ISSUES IN THE
TWENTY-FIRST CENTURY?

This section builds on issues introduced in the prior sections
and discusses them within a living-systems framework for
education —that is, my focus here is to discuss what I believe
are ways in which educational psychology’s knowledge base
can be applied in whole-school or systemic reform efforts (in
terms of both the overall organizational and personal do-
mains in living systems); in reform efforts aimed at curricu-
lum, instruction, and assessment (in terms of both the
personal and technical domains of living systems); and in re-
form efforts aimed at creating new learning communities and
cultures, including those in electronic-learning environments
(in terms of both the personal and community levels of living
systems). The dominance of people (the personal domain) in
all levels of living systems is then discussed as the funda-
mental rationale for the role educational psychology can and
should play in educational reform in the twenty-first century.

Implications for Application in Systemic Reform Efforts

A focus on the learner and the personal domain emerges from
those who see schools as living systems (Wheatley &
Kellner-Rogers, 1998). As people in living systems such as
educational environments are given more opportunities to be
creatively involved in how their work gets done, standards of
functioning are not imposed or mandated from outside;
rather, these standards, measures, values, organizational
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structures, and plans come from within—through an ongoing
dialogue in which people share perceptions, seek out a diver-
sity of interpretations, and agree on what needs to be done. In
this process of learning and change, research-validated prin-
ciples that are agreed upon can be guides to determine what
will work well in the current situation or context such that the
system is designed to take care of itself, others, and the place
(Wheatley & Kellner-Rogers, 1998).

A key implication is that the larger context of education
must support and value individual learners as well as learning
outcomes. The culture and climate must acknowledge the
purpose of education as going beyond academic competence
and content knowledge alone. There must be a shared vision,
values, and sense of inclusive ownership among all stake-
holders about purpose of education. Restoring a sense of
schools as caring communities is a fundamental way to pro-
vide social and emotional support.

Similar concerns in the moral dimensions of school are
described by Berreth and Berman (1997). These dimensions
attempt to nurture empathy and self-discipline and to help
students develop social skills and moral values. The practices
of small schools, caring adults, community service, and par-
ent involvement are recommended along with processes and
practices of modeling, direct instruction, experience, and
continual practice. The learner-centered framework can be
used to accomplish these purposes. Individuals can be as-
sisted to learn and develop high levels of self-awareness,
self-control, empathy, perspective taking, and social skills in
handling relationships. One guideline stressed is that students
should be active partners in creating a caring classroom cli-
mate and community (Elias et al., 1997).

Another critical implication for practice is that attention
should be given to the role of student perceptions and input.
Freiberg (1998) acknowledges that few climate measures use
students as a source of feedback but believes each student’s
perspective is critical—particularly during transitions from
one school level to the next. Given the importance of this
feedback, Freiberg argues that using measures that assess stu-
dent perceptions and worries about school should be part of
all school reform efforts. A case is also made for the impor-
tance of caring to positive development. For example, Elias
et al. (1997) believe that caring is central to the shaping of
meaningful, supportive, rewarding, and productive relation-
ships. Caring occurs when children believe that adults uncon-
ditionally accept and respect them and when the community
believes that everyone is important and has something to con-
tribute. But can the importance of caring be acknowledged as
a critical part of the current reform agenda?

Palmer (1999) argues that we need to acknowledge that
not only do teaching and learning involve intellect and

emotion, but they also involve the human spirit. He under-
scores the point that teaching and learning are not either-or in
the sense of being intellectual or spiritual. He contends that
teachers—regardless of their subject matter and who their
students are—end up teaching who they are. The biggest chal-
lenge is to provide teachers with adequate time and support to
reflect on questions worth asking. Time for self-reflection can
renew and transform practices and ways of relating to self and
others. Teachers need opportunities to learn and change their
minds.

To accomplish trusting relationships among and between
teachers and students, strategies for promoting school cul-
tures of caring need to be implemented gradually and be
guided by student voices. Research by Battistich, Soloman,
Watson, and Schaps (1997) shows that middle school stu-
dents’ perceptions of sense of school as community were
consistently associated with a positive orientation toward
school and learning—including attraction to school, task ori-
entation toward learning, educational aspirations, and trust
and respect for teachers. The data also indicated that stu-
dents’ perceptions of community were positively associated
with prosocial attitudes, social skills, and sense of autonomy
and efficacy; they were negatively related to students’ drug
use and involvement in delinquent behavior. When these
communities satisfy basic psychological needs, students
become bonded to such schools and accept their values.

According to Schaps and Lewis (1999), the structural
changes necessary to create caring school cultures are rela-
tively simple and inexpensive to bring about. The larger issue
is to achieve a fundamental attitude shift among educators,
policy makers, and the public. They must be convinced that
in addition to responding to pressure to produce high test
scores, it is legitimate and necessary to focus on the develop-
ment of caring and competent people. School time spent de-
veloping trusting relationships, talking with students, and
guiding them to be more competent across all domains of car-
ing must also be deemed valuable.

Implications for Application in Curriculum,
Instruction, and Assessment

According to Sadker and Sadker (1994), “most educators
regard the formal curriculum as the organization of in-
tended outcomes for which the school says it is responsible”
(p. 163). The twentieth-century curriculum was primarily fo-
cused on knowledge transmission (Berryman, 1993; Carroll,
2000; Judy & D’Amico, 1998; Shephard, 2000) and the in-
struction practices and assessments aligned with the trans-
mission of established knowledge in content areas. Jones
(2001) points out that educational technology clearly brings
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to the forefront debates about education as the transmission
of information versus education as learning and experience—
formal versus natural education.

Bransford (2001) points out that being knowledge-
centered includes looking at the world in which people will
eventually operate and then designing learning opportunities
by working backwards from that perspective. Carroll (2000,
2001) describes how a networked community can support
three types of knowledge-centered outcomes: knowledge
transmission, knowledge adaptation, and knowledge gener-
ation. Designs for knowledge-centered curricula assumes that
the learners are immersed in current events that highlight top-
ics and issues from which they can learn and to which they
can contribute through active engagement with others in the
networked community who are also actively addressing the
topics and issues. Educators and community members can
provide leadership by thinking more deeply about the knowl-
edge and skills applicable to living and working in the
twenty-first-century society and taking very seriously ques-
tions about what should be taught by helping learners priori-
tize the focus of their learning activities (Bransford, 2001).

Personal and interpersonal development features of cur-
riculum also emerge from the social interactions among those
in the networked community. An integrated focus on the per-
sonal, organizational, and community levels of learning clar-
ifies the need for a holistic and integrated curriculum
characterized by core standards for basic content knowledge
and skills, for career development, and for social-emotional
and physical development. Underlying this framework is the
thinking of those who work with living systems and seek to
center on human needs and natural processes that must be
supported in the systems that address technical issues (cur-
riculum, instruction, assessment) and organizational issues
(management structures, decision making, policies). Thus,
increased attention is needed to the research-based living-
systems framework and issues relevant to the personal,
technical, and organizational domains of electronic-learning
cultures and communities (see McCombs, 2000b, and
McCombs & McNabb, 2001).

Closely intertwined with the holistic, community-based
curriculum is instruction that is essentially learner-centered
in the sense of connecting with the knowledge, skills, atti-
tudes, and beliefs of learners (APA Task Force of Psychology
in Education, 1993; APA Work Group of the Board of Educa-
tional Affairs, 1997; Bransford, Brown, & Cocking, 1999;
McCombs, 2001a; McCombs & Whisler, 1997). McCombs
(2000a) points out that both students and teachers are colearn-
ers with changing roles as the learning content, context, and
community shape individual expertise in nonlinear learning
approaches. As Peck explains, the notion of teacher no longer

seems like the appropriate term for the leaders in these net-
worked communities. Leaders—or expert learners, as Carroll
(2001) describes them—will need to view a large part of their
responsibility as the creation of the social conditions that will
promote learning.

Twenty-first-century instruction needs to focus on foster-
ing self-directed learning habits along a development contin-
uum, from novice to mature learner and expert. Rose (2001)
explains that development of higher-level thinking skills—
learning that can be applied to a variety of situations, rather
than just recitation of facts—happens best when the learners
interact both with the information and with others to discuss
their understanding. Accepting this idea requires an under-
standing that learning happens in the context of interaction
with other humans. When the interactions are an important
part of the learning process, then developing the learning
community is important to the process (Rose, 2001).

Balancing a focus on learners with a focus on the desired
academic, social, and personal knowledge domains required
of responsible twenty-first-century learners and citizens
promises to offset traditional learning system problems with
learner motivation, engagement, and social development
(McCombs, 2001b). Instructional practices within a holistic
curriculum that is knowledge-centered also involves a serious
examination of how to help students learn with understanding
rather than only memorization. This practice can help stu-
dents organize their knowledge, skills and attitudes in ways
that support transfer—where transfer includes the idea of
preparing people for future learning (see Bransford &
Schwartz,1999).

A shift in assessment practices to support a learning cul-
ture is advocated by Shepard (2000). She argues that it is es-
sential to move the current paradigm to one that blends
current ideas from cognitive, constructivist, and sociocultural
theories because of the corruption of the standards movement
into a heavy-handed system of rewards and punishments. Dy-
namic, ongoing assessments that can help determine what a
student is able to do independently and with adult guidance
are needed to guide optimal development. By placing learn-
ers in communities of practice, individuals can become in-
creasingly adept and competent while developing robust
understandings of concepts. Good assessments, Shepard ar-
gues, are those that help students rethink old understandings,
draw new connections, and create new applications. Self-
assessments that help students monitor their own progress
also helps them share responsibility for learning with teach-
ers while developing increased ownership of students’ own
learning. The evaluation of teaching should include helping
teachers make their own investigations and reflections visible
to students as part of the teaching and learning dialogue. For
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these changes to occur, however, teacher development must
include an understanding of motivation and how to develop
classroom cultures in which learning and learners are at the
center. Attention must also be focused on helping teachers
reflect on their beliefs and undergo a personal change
process.

Implications for Application in New Learning
Communities and Cultures

Honey (2001) addresses the unrealized promise of emerging
technologies to create new types of learning communities
and cultures. Although technologies can provide powerful
scaffolds to complex processes like inquiry and computa-
tional reasoning and the interpretation of media artifacts, she
points out that we also know that school organizations are
powerful mediators and frequently powerful resisters of
learning innovations. Honey reports that when student learn-
ing does improve in schools that become technology-rich,
those gains are not caused solely by the presence of technol-
ogy or by isolated technology-learner interactions. Rather,
she says such changes are grounded in learning environments
that prioritize and focus on core educational objectives at the
organizational level (Center for Children and Technology,
2000; Chang et al., 1998; Hawkins, Spielvogel, & Panush,
1997; Honey, Hawkins, & Carrigg, 1998).

Witherspoon (2001) has outlined several issues for which
educational psychology’s knowledge base could be helpful in
designing effective learning communities and cultures. These
issues center on ethical governance practices that are relevant to
both on- and off-line applications. They include the following:

• Designing civil interchange into system functions and
promoting intercultural sensitivity.

• Developing rigorous standards to protect and enforce the
privacy of participants, to assure the identity of students
taking tests, and to determine that inquiries for student-
related information come from those authorized to have
that information.

• Providing accessibility of communities and programs to
those with disabilities as well as to those in poverty areas.

Wilhelm (2001) raises another organizational issue associ-
ated with networked learning, the central issue of equity. In
terms of achieving greater equality in students’ opportunity to
learn, technological innovation often drives a deeper wedge
between the haves and have-nots; thus less affluent districts
are often playing catch-up to cohorts with higher per-pupil
expenditures. While acknowledging the digital divide, Peck
(2001) contends that if the student-to-student interactions

were expanded and electronic support was provided to scaf-
fold students in the process of providing feedback to each
other, the costs of electronic learning could be dramatically
reduced, making it accessible to everyone possessing the nec-
essary learning to learn skills.

WHAT POLICY ISSUES ARE IMPLIED FROM
THE APPLICATION OF EDUCATIONAL
PSYCHOLOGY’S KNOWLEDGE BASE IN
TWENTY-FIRST-CENTURY REFORM EFFORTS?

This final section integrates prior sections by summarizing
major future issues likely to be faced by educational psychol-
ogy, including political realities and the role of educational
psychologists in educating the public about its knowledge
base and how it can best be used in transformative ways to
create the most effective teaching and learning environments
for all learners in the twenty-first century. Major changes in
how education is viewed, its purpose, and its structures as we
enter into a century with more opportunities for the use of
emerging technologies for education are highlighted. Policy
issues that surfaced in chapters of this Handbook are dis-
cussed along with others from my own work in school reform.

Policy Issues Related to Definitions of
Intelligence and Ability

Without rethinking definitions of intelligence and ability,
Sternberg (in this volume) argues that societal invention may
play more of a role in sorting than does nature because soci-
ety places high value on test scores for sorting and placement
decisions. This practice can lead to disenfranchisement and
the narrowing of skills valued, not to mention disregarding
the value of creative and practical skills. Because of links to
power structures, such social systems tend to perpetuate
themselves and become endlessly looping closed systems.
Policies thus need to emphasize multiple measures and reex-
amination of selection and placement criteria.

In general, policies are needed that recognize the growing
knowledge base on alternative conceptions of intelligence
and ability. These policies must emphasize the valuing of di-
versity and pluralism at all levels of the educational system.
They must embrace Banks’ (2000) plea for new conceptions
of race and ethnicity, intellectual ability, and knowledge sys-
tems, such that these concepts do not privilege particular
racial, ethnic, social class, or gender group; that is, new con-
ceptions are needed that reflect the experiences of all groups.
They must also embrace new notions about learning and
learners that unite rather than divide people and groups,



602 Research to Policy for Guiding Educational Reform

derived from research-validated principles such as those
defined in the APA Work Group of the Board of Educational
Affairs’ (1997) Learner-Centered Psychological Principles.

Policy Issues Related to New Teacher and Student
Roles in Teaching, Learning, and Assessment

The spirit of vitality in learner-centered schools is that aspect
of the culture committed to learning and change. Teachers’
needs to be learners must be part of the culture that supports
student motivation, learning, and achievement. The nature
of the culture formed among teachers committed to high
achievement for all learners is one that is also committed to
ongoing learning, change, and improvement. The process
must be one that supports continuous examination and criti-
cal inquiry into ways of helping students learn better; it must
become a normal activity that involves the whole faculty and
builds community. The vision is subject to change, and the
whole system maintains flexibility and openness to new
learning, transformation, and change.

Policies are needed that provide for flexibility in programs
that support learning and change for all learners, including
teachers and other adults. Roles must be subject to change
and one-size-fits-all thinking must be eliminated. Allowing
students to become teachers and listening to and respecting
the perspectives of all learners must be part of the culture and
embedded in policies that govern school functioning.

Policy Issues Related to Individualization 
of Learning Content and Experiences

Integrated instructional programs must themselves be a model
of the very process and quality they want to engender in
teachers as learners. To produce quality teaching and learn-
ing, learners must experience both quality content and
processes. Systems that foster quality by fear-based or puni-
tive measures engender fear, withdrawal, and halfhearted
compliance. Unfortunately, this situation is coloring much of
today’s reform agenda. Principles of respect, fairness, auton-
omy, intellectual challenge, social support, and security must
guide the standard-setting and implementation process. Time
for learning and change—to share successful practices, ex-
periment, and continually improve must be acknowledged.

Policies to deal with these issues must be guided by an
understanding of schools as living systems as well as an un-
derstanding of individual, organizational, and community
learning needs. Punitive and coercive practices should be
avoided, and collaborative and inclusive practices should be
encouraged. Trust building and relationship building through

dialogue need to be explicitly acknowledged in federal, state,
and local school policies.

Policy Issues Related to Content and Curriculum
That Meet Whole Learner Needs

From a broad systems view, many educators, researchers, and
policy makers agree that the current educational, judicial, and
social systems are not working (e.g., Nissen, 1999; Norris,
1999; Wheatley, 1999). They see the systems as not only
unconnected but also based on outdated thinking and old
models of human learning, growth, and development. Fur-
thermore, these current systems are often based on principles
applicable to nonliving, mechanical systems and do not
match the uncertainty and complexity of living, human sys-
tems; thus, it is time to explore a new model that includes
what is needed in living systems to bring the system into bal-
ance. It is time to support a cycle of positive teacher and
youth development and learning.

When successful school reform efforts are analyzed (e.g.,
Fullan, 1997), the critical difference is in how these practices
are implemented and in whether there is explicit and shared
attention given to individual learners and their unique cog-
nitive as well as social and emotional learning needs. The
critical difference is thus in whether practices are learner-
centered and focus on the people and the personal domain.
This focus, however, must be balanced with challenging
academic content and standards and attention to social and
emotional development.

Policies are therefore needed that address this balance
through integrative curricula, multiple assessment measures,
and a focus on school climate. Practices that encourage stu-
dent responsibility for academic and nonacademic outcomes
and that provide learners with choice and control should be
explicitly addressed in policies.

Policy Issues Related to Diversity and
Inclusion of All Learners

Healthy learning communities have the further defining qual-
ities of accepting, incorporating, and honoring all diverse
views. Individuals welcome divergent perspectives because
they understand that the underlying outcome is learning and
change in a context of respect and caring. Individuals also un-
derstand that learning communities broaden their perspec-
tives to make room for the learning that can occur to
encompass all points of view without making anyone wrong.
When different world views and beliefs are held, inclusive
dialogue becomes the process for learning; relationships
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become the vehicle for change in beliefs and assumptions
about learning, learners, and teaching. Self-organizing learn-
ing communities then meet individual needs for safety, and
they encourage new relationships and ways of generating new
relationships. Each learner’s perspective is a valued medium
of learning and a catalyst for change and improvement.

Policies must acknowledge the relational aspects of learn-
ing and the value of each person in the system. Practices that
exclude individuals—be they students, teachers, parents, or
others who have a stake in the educational system—must be
avoided. Policies must acknowledge the knowledge base on
effective communication and organizational development in
outlining guidelines for dealing with diversity and inclusion.

Policy Issues Related to Testing and Accountability

Practices such as grading of schools, teachers, and adminis-
trators based on the quality of student achievement can mis-
place the responsibility for learning (cf. McCombs, 2000a).
Even if teachers are held responsible for student learning, it is
the student who makes the decision to learn. Teachers cannot
make learning happen; they can encourage with a variety of
incentives, but teachers know well that many incentives (e.g.,
grades, fear of discipline) work only for some students. When
teachers overly control the learning process, they may get
compliance, but they won’t get responsibility.

Responsibility begins with making choices. Without the
opportunity to choose and face the consequences of those de-
cisions, there is no sense of ownership. Ownership, which re-
sults from choices, is empowering. Without empowerment
and ownership, there is no responsibility or accountability—
there is blaming and compliance. With ownership, learning
is fun and exciting for students and teachers, and both share
in the pleasures and responsibilities of control. When re-
sponsibility and power are shared, the natural response is
empowerment, ownership, and responsibility. We own what
we create—an important implication of the learner-centered
principles and framework when they are applied to policy
recommendations.

To summarize, the following are what I see as specific
policy recommendations that can further the application of
educational psychology’s knowledge base to school reform:

• Policies must capture individual and organizational pur-
poses directed at continuous change and learning as a
holistic process that involves intellect, emotion, and spirit.

• Policies must emphasize new leadership roles that em-
power teachers and students alike to take increased control
over their own learning and development.

• Policies must emphasize a balance between concerns with
high achievement and concerns with meeting individual
learning, motivational, and social needs of diverse
students.

• Policies must emphasize change strategies focused on in-
clusive dialogue, building respectful relationships, and
practices that are owned by all participants.

• Policies must value outcomes that go beyond academic
achievement to emotional and social outcomes that in-
clude increased personal and social responsibility.

In conclusion, we have a responsibility upon which many
in our profession are increasingly recognizing and acting—
the responsibility to educate policy makers, parents, and the
public about what we know that can create both effective ed-
ucational experiences and a positive change or educational
reform process. Not only do we need to help others under-
stand new conceptions of learning, motivation, and develop-
ment, but we also need to help them understand that learning
and change are flip sides of the same social-psychological
process—the process of changing one’s mind. Processes and
contexts that support learning are also those that support
change. Change—like learning—is an ongoing, dynamic,
and lifelong process of continuous improvement. It can be
motivating, invigorating, and challenging, or it can be fear-
ful, intimidating, and punitive. As we embark on a new
decade of school reform, educational psychology promises to
provide more insights into not only how to enhance individ-
ual learning, motivation, and development. It also promises
to assist in understanding the conditions, contexts, and
processes for effective change and educational reform. This
is a challenge that I believe the field is ready to accept. Based
on the contributions to educational psychology in this vol-
ume and in the field in general, this is also a challenge on
which I believe we are prepared and ready to deliver.
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Educational psychology is an applied science dedicated to
applying psychological principles to the study of important
educational issues and problems with a focus on learners,
learning, and teaching (Slavin, 2000). McCombs (this vol-
ume) emphasizes the important role of educational psychol-
ogy and its promise to deepen our understanding of learning,
motivation, development processes, and the contexts and
conditions that can effect change and reform. Another dis-
tinction that characterizes research traditions in educational
psychology is the emphasis on understanding cognition and
learning and—more recently—how these related domains are
reciprocally influenced by the contexts in which they occur.

Current Changes in the Field

Educational psychology as a field has matured and advanced
significantly over the last century and in particular in the last
two decades. A well-defined, empirically based body of liter-
ature in educational psychology has grown dramatically in
breath and depth. This proliferation of research is evidenced
by increased manuscript submission rates at leading journals

representing the field, by the number of new educational
psychology journals and books, and finally by heightened so-
cietal interest in education—especially in political arenas.
Although the sheer quantity of research in educational psy-
chology published over the last two decades is impressive,
another notable trend is the broad scope of this research. A
review of the chapters in this volume suggests that the field of
educational psychology cannot be defined by a single line of
inquiry. Educational psychologists are conducting research
across a wide range of topics and across a variety of learning
contexts and settings. The published work within many
domains is so vast as to require focused compendium vol-
umes in order to adequately capture the expanding literature
(e.g., Handbook of Self-Regulation, Boekaerts, Pintrich, &
Zeidner, 2000; Handbook of Mathematics and Computa-
tional Science, Harris & Stocker, 1998; Handbook of
Reading Research, Kamil, Mosenthal, Pearson, & Barr,
2000; Handbook of School Psychology, Reynolds & Gutkin,
1999; Handbook of Research on Teaching, Richardson,
2001). Contributors within each of these volumes are heavily
identified with the field of educational psychology.
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The diversity of philosophies, theories, and practices en-
compassed in the field of educational psychology suggests
that the discipline is broadening and changing as quickly as our
expanding knowledge base; this has led some researchers to
suggest that the modern era of educational psychology is at a
crossroads. Key shifts in theory have contributed to attempts
to blend research across major frames of reference (Calfee &
Berliner, 1996; also see the chapter by Reynolds & Miller in
this volume). To heed the call by Cronbach in 1957 to merge
the study of individual differences (differential psychology)
and cross-individual commonalties (experimental psychol-
ogy), contemporary research in educational psychology seeks
to merge general laws of behavior with individual variations
in behavior. Bruner (1990) suggests that the field has moved
from a focus on stimuli and responses to a focus on informa-
tion processing—and most recently, to models of learning and
cognition that emphasize meaning and the construction of
meaning. Stronger conceptual links between behavioral,
Piagetian, and Vygotskiian theories have led to studies of in-
dividual human capacities that also strive to understand the
impact of contexts on learning and cognition. Contemporary
researchers seek more global foundations that capture how
external environments modify or affect the individual as well
as what goes on in the minds of learners as they explore and
interact in their world. Individual processes are studied with
an eye towards understanding the significant impact of social,
interpersonal, and cultural environments on learner’s beliefs,
attitudes, and cognition. These trends have led to significant
new advances in theory, research, and practice.

The contributors to this volume reviewed important his-
torical contributions to the emergence of contemporary work
within five domains. Authors were asked to synthesize cur-
rent issues and trends and to present impressions of future is-
sues likely to have a major impact on theory and application
in the twenty-first century. Innovations and developments
with the most promise for the future were identified, as were
unresolved theoretical, methodological, and practical issues
in need of further clarification and research. The work re-
viewed here reflects the considerable changes and accumu-
lated understanding that have developed in the latter half of
the twentieth century. This work has had a profound influ-
ence on our understanding of learners, learning, and instruc-
tion. Because these authors represent some of the most
prominent educational psychologists active in the field
today, their ideas are likely to have an enduring effect on fu-
ture research. As instructors and mentors in institutions of
higher education, their ideas will not only influence a whole
new generation of educational psychologists but will also in-
form key decision-makers responsible for educational re-
forms and policies.

Organization of This Chapter

The goal of this chapter is to highlight and synthesize the
salient future implications forwarded by our contributors. By
closely examining and integrating their ideas and recommen-
dations, we hope to identify critical theoretical, research, and
practical issues likely to inform and direct the field of educa-
tional psychology well into the twenty-first century. A frame-
work was developed to capture the key future issues that
surfaced across a majority of chapters. In doing so we were
struck by the consistency of promising perspectives high-
lighted across the five research domains used to organize and
structure the content of this volume. That there was greater uni-
formity than divergence across chapters clearly emphasizes the
importance of these issues in guiding the nature and role of ed-
ucational psychology in the future. The future issues integrated
into this chapter reflect those with the greatest potential for ad-
vancing our understanding of individual learners and learning
contexts, including interpersonal, relational, and instructional
processes; curriculum development; and teacher preparation.
Consequently, these issues are likely to have a substantial im-
pact on prospective practice, research, and policy.

This chapter is organized into three sections. The first sec-
tion presents theoretical issues likely to receive continued
refinement and elaboration. Notable areas of consensus are
highlighted, as are remaining differences in philosophical
orientation and ideas for translating theory into educational
practice. The second section reviews current methods of in-
quiry most likely to inform and enhance future educational
research. Key methodological concerns that represent press-
ing issues for future researchers are presented, including the
need to balance basic and applied research. The third section
consolidates central themes with the greatest potential to in-
fluence educational research, practice, and policies. Notable
areas in need of further investigation and key recommenda-
tions for training a new generation of educators and educa-
tional psychologists are forwarded. The issues reviewed here
are developed primarily with exemplars from the chapters in-
cluded in this volume. Accordingly, the reader is referred to
specific chapters in this volume for further elaboration and
more in-depth analysis.

A strong consensus among our contributors was that the
significant knowledge-base established by educational psy-
chologists must be transformed into sound educational policy
and practice and consequently should play a major role in
directing future educational reform. Accordingly, this chapter
concludes with impressions of the prospective status of the
field of educational psychology. We focus on the contribu-
tions as well as the limitations of our knowledge base. We
agree with many of our authors who caution against the
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tendency to overgeneralize or look for magic bullets or easy
answers to very complex challenges in education today.
However, we concur with McCombs (in this volume), who
suggests that we need to do more to highlight the significant
contributions of educational psychologists. Indeed, the future
promise of educational psychology will likely depend upon
how well this body of work is understood by educational con-
sumers and policy makers and on how easily it can facilitate
the ongoing work of educators seeking to increase student
learning, enhance teacher preparation, and improve school-
ing practices.

THEORETICAL ADVANCES

In the last two decades, significant theoretical advances have
been made in almost every area of study reviewed in this vol-
ume. Advances include expanded, ecological models, greater
refinement and clarification of key concepts, and more pre-
cise specification of interrelationships between constructs.
There are also new areas of investigation that have emerged
in the past decade, such as the role and nature of new tech-
nologies, including the Internet, as a dynamic force in the
learning process. Future work based on these advances ulti-
mately will lead to highly integrated areas of inquiry.

Broader Models of Cognition and Learning

Educational researchers increasingly have studied how learn-
ers construct meaning within broader social and cultural
environments; this has been accompanied by a focus on reci-
procal processes—how learning is affected by and results in
modification of external environments. Recent models of in-
telligence and memory processes (see chapters by Mayer and
by Sternberg in this volume) include multidirectional theo-
ries that focus on socially situated learning, practical aspects
of intelligence, and implicit theories of intelligence. The
work reviewed by Mayer (this volume) supports the notion
that the human mind seeks to build and manipulate mental
representations.

The recognition that social environments are critical to the
study of cognition and early development has increased since
the mid-1950s with the rising influences of constructivism
and the integration of Vygotskiian, Brunerian, and Piagetian
models of learning. Cognitive theorists have moved from
individually focused roots to more socially situated frame-
works from which to study learning. Socially mediated con-
ceptualizations of learning have transformed hierarchical
information-processing models to ones in which intellectual
behavior is studied as learners adapt to and modify their

environments. Models of cognition now incorporate both in-
dividually focused study and the study of situated learning
embedded within contexts (Bruner, 1990, 1996).

Future researchers will continue to investigate areas of
cognition beyond conventional aspects of intelligence, lead-
ing to reconceptualizations of how socialization experiences
shape learning and cognitive development (see chapter by
John-Steiner & Mahn in this volume). Models of how the
mind works will be integrated with models of how students
perform authentic tasks in educationally relevant settings. As
Mayer (this volume) suggests, in the future we must continue
to be informed by more comprehensive theories of individual
learners, yet we must continue to recognize that individually
focused theories will be substantially improved when they
are situated in and informed by examinations of environmen-
tal and contextual variables. In the future there will be little
room for unidirectional notions of learning and cognition or
isolated models with little input from the individual. Instead,
reciprocal and multidimensional models of learning will
focus on how basic internal processes are transformed by and
with input from the environment.

Sensitivity to Sociocultural Contexts

The variables of race and gender as well as family, school,
and community contexts and their effects on learning pro-
cesses have been examined across many of the domains re-
viewed here. Sociocultural theories and approaches have led
to new constructs and methodologies for studying the com-
plexity of human learning across diverse learners and set-
tings. John-Steiner and Mahn (this volume) review the
increasing interdisciplinary literature on teaching and learn-
ing processes guided by Vygotsky’s sociocultural framework.
Within this framework, interrelationships between social and
individual processes are explored during the construction of
knowledge, and teaching-learning processes emphasize eth-
nically relevant aspects of behavior. This research’s emphasis
on language, culture, social interaction, and context is partic-
ularly relevant to the study of cognition and learning in
today’s multicultural society.

Sociocultural influences have had a strong impact on con-
temporary studies of cognition and learning. Western concep-
tualizations and interpretations of intellectual competence
have been extended to include culturally defined analytical as
well as creative and social abilities and implicit versus ex-
plicit notions of intelligence. Theories of intelligence have
increasingly sought to capture logical, largely verbal abilities
typically stressed in educational settings and practical abili-
ties that focus on how individuals adapt and shape their
environments (see chapter by Sternberg in this volume).
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Analyses of gender-based learning have led to contrasting
perspectives of scientific inquiry as a deeply personal and re-
lational activity versus an objective, rationalist, depersonal-
ized style of inquiry. Research suggests that females may
seek to make sense of the world through interpersonal con-
nections and attachments, in contrast to males, who use more
analytical stances (see chapter by Koch in this volume).
Sociocultural influences are also reflected in broader models
of peer- and adult-mediated learning within new media learn-
ing environments (see chapter by Goldman-Segall &
Maxwell in this volume).

The study of relationships between teachers and students
and the individual and contextual factors that influence such
relationships are additional domains that have benefited from
sociocultural influences (see chapters by Pianta, Hamre, &
Stuhlman and by Pressley et al. in this volume). Research on
teacher-student and peer group contexts has led to a greater
understanding of key relational and interaction variables that
contribute to learning and adjustment. Cooperative learning
researchers have investigated how cultural background might
affect decision-making and accountability processes in col-
laborative learning groups involving cultures that stress har-
monious and stable intergroup relations versus individualistic
and competitive processes (see chapter by Slavin et al. in this
volume). These findings are particularly relevant for teaching
linguistically and culturally diverse learners (see chapter by
John-Steiner & Mahn in this volume).

To further establish conditions under which personal and
sociocultural characteristics mediate the effects of particular
learning strategies and classroom conditions, studies are
needed that identify specific components most responsi-
ble for learning and affective outcomes. For example, future
work is needed to determine whether cooperative learning is
as effective with high school and early childhood populations
(see chapter by Slavin et al. in this volume) and whether
differential benefits are found with normal versus high-
achieving or gifted students (see chapter by Olszewski-
Kubilius in this volume). The question for future researchers
is how to best design group and individual incentives to
match critical person, setting, and contextual demands. At the
same time, researchers should not ignore the potential for ap-
titude by treatment interactions (Cronbach & Snow, 1977;
Snow, 1986, 1989; Snow & Lohman, 1984) that may be par-
ticularly relevant in understanding sociocultural relationships
in learning and cognition.

The next century will be replete with research to further
our understanding of the role of sociocultural variables and
systems that affect learning and teaching relationships.
This work will expand upon the range of sociocultural vari-
ables studied by educational psychologists and will involve

studies of group and individual variation across school and
home environments. Future researchers are less likely to en-
courage the compartmentalization of culture, race, or gender;
instead, they are more likely to design studies that allow for
flexible and situated points of view. Koch (this volume) ex-
emplifies this idea by suggesting the need for gender-flexing
policies to acknowledge that boys may benefit from practices
traditionally associated with girls and vice versa.

Integration of Metacognition, Self-Regulation, 
and Motivation

A burgeoning literature over the last two decades has led
to substantial advances in our knowledge of metacognition,
self-regulation and motivation processes and constructs,
and their impact on learning and teaching. Metacognition is
viewed as a primarily conscious, distinct subcomponent of
self-regulation that contributes to a learner’s knowledge of
and control over cognition (see chapter by McCormick in this
volume). Self-regulation processes are broadly defined as
systematic thoughts and behaviors that students initiate, mod-
ify, and sustain in order to attain personally relevant learning
and social goals (see chapter by Schunk & Zimmerman in
this volume). Motivational processes are viewed as those that
instigate or get people going, keep them going in a particular
direction, and help them finish tasks (see chapter by Pintrich
in this volume; Pintrich & Schunk, 2002). Normative com-
parison, performance monitoring, and evaluative judgments
of progress have been tied to self-regulatory performance cy-
cles before, during, and following a task. One’s goal orienta-
tion and representations of the purpose of a task, beliefs about
the importance of a task, interest in a task, and ideas about the
ultimate utility of a task are all motivational constructs with
a strong impact on cognition and learning outcomes (see
chapter by Pintrich in this volume). Self-efficacy has gained
increasing prominence as a key mediator of regulatory
and motivational processes (Bandura, 1977, 1986). Self-
efficacy—viewed as prospective beliefs influential before a
task is begun—differs from older attribution theories that
view such expectancies as post hoc explanations of perfor-
mance (see chapter by Pintrich in this volume). Self-efficacy
positively affects self-regulation and cognitive engagement
and has been linked to improved learning performance over
time. Self-efficacy beliefs comprise one of the strongest pre-
dictors of actual course achievement, even after accounting
for variance associated with a student’s previous knowledge
or general intellectual ability (see chapter by Schunk &
Zimmerman in this volume). A strong research base exists
that shows the reciprocal influence of self-efficacy beliefs,
behavioral choices, and personal goal-setting processes.
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The increased integration of cognitive, self-regulatory, and
motivational research has led to ecologically valid interpreta-
tions of academic and classroom learning. The conclusion to
be drawn from this body of work is that it is not enough to be
behaviorally engaged in learning; students also must be cogni-
tively and motivationally engaged for deeper understanding
and learning to occur. We agree with both Pintrich and
McCormick (both in this volume), who suggest that future
researchers will increasingly identify key self-regulatory and
personal motivational constructs related to academic achieve-
ment and competencies. Future work will focus on how
metacognition, self-regulation, and motivation differ across
individuals, across tasks, and with the type of skill assessed.
Continued efforts will strive to clarify the domain specificity or
generality of such skills. Furthermore, because we know little
about how such processes change over the lifetime, there will
be an emphasis on developmental shifts in metacognition, self-
regulation, and motivation and how these processes emerge
in young children (see chapter by Schunk & Zimmerman in
this volume; Schunk & Zimmerman, 1997; and Zimmerman,
2000, for more specifics on such developmental progressions).
Studies also will be designed to assess how such processes are
exemplified in practical life tasks over time—for example,
how adults make choices to balance personal and professional
goals. Finally, continuing efforts to clarify the interrelation-
ships between these constructs and cognitive outcomes will
help determine the reciprocal contributions of academic suc-
cess, metacognitive awareness and regulation, motivational
intent, and personal goal setting.

Focus on Relational and Motivational
Processes in Schooling

Contemporary research on classroom learning has established
the importance of relational processes between children and
adults in predicting success and risk in school settings. In the
quest for understanding student learning and adjustment, so-
cially mediated goal structures and relationships that students
have while in school with other students and adults have taken
on new prominence. The inclusion of two chapters on these
issues (see chapters by Pianta, Hamre, & Stuhlman and by
Wentzel in this volume) is a sign of the vast literature that has
accumulated on these topics over the last decade.

Educational psychologists have demonstrated that child-
teacher relationships have a positive and reciprocal effect on
students’ learning, achievement, enjoyment, involvement,
and school engagement and on teachers’ sense of well-being,
efficacy, job satisfaction, and retention (Pianta, 1999). Work
on classroom relationships and teaching processes has been
strongly influenced by developmental systems theory

(Lerner, 1998). In this framework, student-adult and student-
student relationships are viewed as interrelated units func-
tioning reciprocally to motivate successful adaptation and
development (see chapter by Pianta, Hamre, & Stuhlman in
this volume). Students’ beliefs about relationships in school
are strongly associated with general feelings about the school
climate, which in turn contributes to greater trust in and use
of teachers and peers as sources of support. Teachers rated by
students as demonstrating greater care are more effective in
structuring and managing classroom processes and tend to set
higher goals for student performance (see chapter by Wentzel
in this volume). The implication of these findings is that pos-
itive student-teacher relations reciprocally influence class-
room expectations and behaviors. Exposure to positive adult
and peer interpersonal relationships also can motivate
achievement and coping in behaviorally at-risk students (see
chapter by Walker & Gresham in this volume). That such re-
lationships play a central role in overall school climate has
led some to suggest that teaching may require interpersonal
involvement at a level higher than that of most other profes-
sions (Calderhead, 1996).

Educational psychologists also have been at the forefront
in identifying what motivates and mediates individuals’ goals
for leaning and the classroom or school factors that support
and promote the expression of these personal attributes (see
chapter by Wentzel in this volume). Critical student attitudes
and beliefs and the fit between a student’s social goals and
those of teachers and peers are strongly related to social and
school adjustment. In the case of students who evidence se-
vere behavioral problems, it is now known that impaired
relations between students’ social goals and academic ac-
complishments may contribute to escalation of violence (see
chapter by Walker & Gresham in this volume). Moreover,
studies of socially adjusted versus less adjusted individuals
point to differences in their ability to set and achieve goals
that are sanctioned by the larger community as valuable
and desirable. Successful students have been described as
having socially integrative (helpfulness, sharing), learning
(persistence, intrinsic motivation, interest), and performance
(completing assignments, organization) characteristics (see
chapter by Wentzel in this volume). Students identified as
gifted are more likely to express these behaviors and also are
more likely to set goals that correspond to teacher objectives
(see chapter by Olszewski-Kubilius in this volume).

In the future, researchers will examine comprehensive the-
oretical models of school- and home-based relations to better
understand the links between social motivation, prosocial be-
havior, and academic performance. A broader array of social
goals related to school adjustment will be investigated be-
yond those associated with academic achievement. Individual
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and contextual factors that affect students’ goal selection and
pursuit will be identified. Continued work will focus on how
multiple personal goals are negotiated and coordinated to
guide social as well as intellectual development (Wentzel,
1998). Although available data support the developmental
systems perspective of teacher-child relations, the means by
which such information is transmitted in schools must be
more clearly elaborated. Pianta, Hamre, and Stuhlman (this
volume) predict that such evaluations will require compre-
hensive means of assessing quality and types of relationships.
This process would involve in-depth analyses of mechanisms
that affect relational exchanges and relationships, with the
use of multiple methods, across multiple occasions and con-
texts, and over extended periods of time. Comprehensive
evaluations would allow researchers to map out under what
conditions certain motivational goals will become adaptive or
maladaptive (see chapter by Wentzel in this volume).

Finally, greater knowledge of the interdependence of
interpersonal relations, motivational systems, and personal
goals will be used to improve our ability to serve different
populations of students. Studies involving students with se-
vere learning and behavior difficulties will be designed to
determine whether family and community influences on
motivation and learning can be enhanced or positively modi-
fied by schooling experiences. Prevention efforts and inter-
ventions with at-risk students will be enhanced through a
greater understanding of how such constructs relate to in-
creased social competence and self-determination and con-
tribute to improved group approval and peer acceptance (see
chapters by Siegel and by Walker & Gresham in this volume).
Reschly (this volume) similarly predicts that the field of
school psychology will place more emphasis on early identi-
fication, which in turn will lead to mutually supportive home,
school and community interventions to enhance academic
achievement, prosocial behavior, and emotional regulation.

Attention to Gender

Educational psychologists interested in studying classroom
and instructional processes increasingly have stressed the im-
pact of gender in understanding motivation, cognition, and
interpersonal classroom processes. A growing number of
studies have identified specific curriculum content, class-
room interactions, and school climates that promote gender
equity (see chapter by Koch in this volume). Gender equity
in education refers to educational practices that are fair and
just toward both females and males. This work has led to
teacher training efforts designed to promote more equitable
classroom learning environments. Such training specifically

targets attitudinal changes through increased awareness and
knowledge of hidden curriculum and gender-differentiated
instruction.

Current researchers view uniform or one-size-fits-all re-
sponses to create equitable classroom climates as oversimpli-
fications. Instead, recent attempts to develop more equitable
environments are designed to uncover the needs and social is-
sues behind gendered behavior rather than simply to ensure
equal treatment. These approaches seek to level the playing
field by encouraging all children to be contributors to class
environments, which can lead to different (vs. similar) expe-
riential offerings for girls and boys. Future researchers will
continue to focus on what it means and how to best achieve
gender equity in daily classroom interactions and curriculum
choice considerations and how to best prepare teachers in
this area.

Significance of Early Childhood and
Developmental Research

Although much of the work in educational psychology has
focused on kindergarten through Grade 12, educational
psychologists have begun to play a larger role in studying
preschool learning and early childhood settings. This litera-
ture has helped to further illuminate the significance of the
birth-to-five period and the role of play in early literacy, mu-
sical, artistic, and mathematical skills and in affective and
social development (see chapter by Goelman et al. in this
volume). The increasing contributions of educational psy-
chology researchers in this area reinforced the decision to
include a chapter focused exclusively on early childhood in
this volume.

Educational researchers have increasingly sought to ex-
amine developmental progressions in many of the domains
reviewed here. For example, motivational researchers are
seeking to isolate the complex influence of the task, current
situational characteristics, past relational experiences, prior
beliefs, and ongoing beliefs that develop during a task (see
chapters by Pintrich; by Pianta, Hamre, & Stuhlman; and by
Wentzel in this volume). One general observation is that
there may not be a single developmental trajectory to explain
how certain abilities unfold. Different trajectories of devel-
opment may arise depending on individual and contextual
influences. These ideas were expressed by Goelman and his
colleagues (this volume), who distinguished between newer
map versus stage theories of development. In the former, in-
teractive developmental processes are studied by examining
a repertoire of skills over time to determine how a wide range
of expressions and representations develop depending on
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reciprocal individual and environmental factors. Examina-
tions of such developmental progressions also are prevalent
in the literature on early literacy and mathematics learning
(see chapters by Pressley and by Lehrer & Lesh, respectively,
in this volume).

Most authors, however, point to the clear need for more
extensive examinations of how key constructs develop over
time and are influenced by contextual factors. As McCombs
(this volume) points out, much more work is needed to inte-
grate concepts of learning and development with evolving
processes and theories of education and teaching. Instead of
proposing tight developmental sequences and stages, future
educational psychology researchers will need to examine a
range of different acquisition repertoires; this will entail work
directed beyond individual or group progressions to instead
look for continuums of diverse abilities and differential con-
texts that promote development. It also will require an even
greater emphasis on early childhood populations and a
commitment to studying key constructs across a wider range
of ages.

Advances in Neurobiology 

Contemporary neurobiological theories are poised to have a
substantial influence on theories of learning and cognition in
the future. Early studies that related basic laboratory proce-
dures (i.e., measures of glucose metabolism, speed of nerve
conduction) with formal psychometric tests or learning tasks
have been replaced with more sophisticated assessments of
brain functioning and neural processing and with complex
testing of cognitive and learning abilities (see chapter by
Sternberg in this volume). It may be that analogous research
with more sophisticated laboratory tools—like the early stud-
ies of brain-behavior relationships undertaken in the 1940s,
1950s, and 1960s to provide researchers with an understand-
ing of brain functioning and psychopathology—can provide
insights into learning and cognitive skills.

There also has been a strong emphasis on understanding
early neurobiological influences on development. Examina-
tions of such interactions were found in many educational ap-
plications reviewed here but most specifically in studies of
language and literacy development (Shaywitz, 1996). The
role of phonological awareness (i.e., the ability to segment
the speech stream into its constituent parts) in early literacy
acquisition is a good example of research that jointly empha-
sizes developmental and neurological processes (see chapters
by Goelman et al. and by Pressley in this volume). Motiva-
tional researchers have increasingly bridged biological, cog-
nitive, and affective constructs (see chapter by Pintrich in this

volume). We will continue to see even stronger ties between
ongoing theory building within a domain and the growing
knowledge base in genetics and neurobiology. Such integra-
tion will reduce competing notions of underlying biological,
cognitive, and emotional psychological processes and will
help to more precisely determine how these interact to affect
learning.

Impact of Technology

Educational psychologists increasingly have been involved in
investigations of learning and instruction within emerging
media and technology environments (see chapter by Goldman-
Segall & Maxwell in this volume). Contemporary research
has focused less on how individual cognition is affected by
technology and more on examining effects with technology.
New models of computer instruction view computers as flexi-
ble and student-directed versus static and expert-driven learn-
ing approaches. Prior advances in software technology that
originally stressed constructivist processes to make learning
and thinking processes more concrete have been broadened to
allow children to add animation to pictures, rotate graphics,
and link hypertext to audio and video information. Technolog-
ical and software advances now allow learning to occur on de-
mand with simulations, visualizations, and concept mapping.
Students can manipulate variables and instantly see results,
can participate in setting up dynamic interactive systems, and
can apply sophisticated data analysis tools. Each of these ad-
vances provides new avenues for researchers to investigate
how students design, construct, and understand complex sys-
tems and representations in mathematics and science.

Although investigations of individual learning benefits
with educational technology will continue, there are likely to
be fewer investigations of simple outcomes or isolated per-
son effects. Recent studies of computer learning are focused
on how students make sense of complex systems, how learn-
ing occurs during jointly constructed computer interactions,
and how teachers can mediate and expand the effects of
technology—especially regarding mathematical learning
(also see chapter by Lehrer & Lesh in this volume). New soft-
ware programs allow learners to explore problems in cooper-
ation with others and not just to concretize and experience
problems. It now is possible for users to engage in sophisti-
cated real-time data sharing processes whereby a variety of
learners contribute to and compare points of view and collab-
orate on gathering and constructing knowledge. Goldman-
Segall and Maxwell (this volume) review several ongoing
investigations in which learners across the nation and world
concurrently collect, communicate, and analyze data from
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large-scale environmental projects. These programs are capa-
ble of tracking how communities of students make decisions
and open up a new methodology for exploring formative
learning.

Advances in software and technology will continue to
broaden our ability to investigate how students think and con-
struct knowledge individually and in collaboration with others
(Brown & Duguid, 2000). In the twenty-first century, these
advances are likely to enhance our ability to study distributed
and situated learning and subsequently our understanding of
learning with technology. Goldman-Segall and Maxwell (this
volume) have proposed a new perspectivity theory for study-
ing learning processes that occur when a community of minds
is engaged in real-life inquiry using computers. Within this
framework, computers are viewed as a partner in the learning
process and as a tool that encourages thinking in relationship
with others. In effect, synchronous telecommunication capa-
bilities that allow groups of learners to be networked for
collaborative inquiry may improve our knowledge of cooper-
ative partnerships in ways that were never before possible. By
stressing interpersonal relationships, these programs suggest a
move to blend studies of cognitive components with affective
components of online learning.

Individuals learning through new media contexts and en-
gaging in collective learning discussions will provide exciting
new means to study learning and cognition, self-regulation,
motivation, affect, and relationships across time, place, and
culture. Technology and media advances have the potential of
creating unique and previously unfathomable research oppor-
tunities in educational psychology as future researchers inves-
tigate new approaches, configurations, and environments for
studying learners and learning. Expanding on Papert’s (1980)
ideas, Goldman-Segall and Maxwell (this volume) suggest
that in the future we must develop learning environments that
encourage diverse styles of studying and understanding.

Value of Continuing Debates

Notwithstanding the remarkable advances observed across
the many domains reviewed here, clashes in theoretical para-
digms and differences in what constitutes evidence will con-
tinue to influence future research within the field. Several
examples clarify how such ongoing controversies are posi-
tive influences that have helped to broaden our knowledge
base and have led to new insights regarding relevant contexts
for learning and teaching.

Debates about the relative importance of mastery over per-
formance goals and other self-regulatory constructs have led
to the identification of alternative performance goals that dif-
ferentially affect student achievement. One such externalized

goal that focuses on a student’s desire to outperform others to
get higher grades has been found to contribute to higher lev-
els of academic performance. Researchers also have sought to
clarify debates concerning the domain or situational speci-
ficity of motivational constructs such as self-efficacy or con-
trol beliefs. Research motivated by such debates has led to
greater specificity of key motivational constructs and con-
structs of self related not only to generalized achievement but
also to motivation and self-regulatory activities, such as
choice, judgments of value, cognitive engagement, and task
persistence (see chapters by Pintrich and by Schunk & Zim-
merman in this volume). This work has important implica-
tions concerning qualifications for how to help students set
personal goals and for how to provide specific motivational
feedback that will promote both short- and long-term acade-
mic and social competencies. That individual beliefs, ex-
pectancies, and attributions can be changed through teacher
feedback is an especially exciting area of future research for
students exhibiting learning and behavioral dis-abilities (see
chapters by Siegel and by Walker & Gresham in this volume).

The controversy over the domain specificity or generaliz-
ability of cognitive abilities has led to studies that move be-
yond this simple dichotomy. Researchers have sought to
determine how learning and metacognitive processes emerge
initially within specific domains of knowledge and then ad-
vance to broader general abilities across domains (see chapter
by McCormick in this volume for further elaboration of these
issues). In the cooperative learning literature, there are contin-
uing debates as to what affects motivation for learning and how
incentives are employed to structure or influence learning (see
chapter by Slavin et al. in this volume). These debates have
contributed to studies that move beyond whether greater learn-
ing occurs with individual as well as collective learning goals.
Slavin et al. have called for more focused studies to determine
situations in which group goals and individual accountability
may not both be necessary. Such hypothesized occasions
might be when students are working collaboratively on higher
level cognitive tasks that lack a single right answer, those in
which students voluntarily join groups and are already strongly
motivated to perform, or in highly structured situations in
which learning is likely a result of simply participating. An-
other context in which individual accountability may not be as
essential is during communal learning groups composed of
homogeneous ethnic minority members who already demon-
strate high levels of interdependence functioning (Hurley,
1997).

There is a trend to move beyond proving simple di-
chotomies; research now seeks to examine multiple paths
between personal goal structures and various cognitive, self-
regulatory, and achievement outcomes (see chapters by
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Pintrich and by Wentzel in this volume). Researchers will
seek to more accurately determine the directional and causal
precedence of motivational components on cognition and
learning. This work will link affective, motivational, and
cognitive processes—possibly by integrating prior research
on the effect of emotions on test performance with assess-
ments of self-esteem and self-identity. Debates about the im-
pact of development, experience, and culture will help
expand the ages and places in which we study critical learn-
ing and relationships and the practices and policies that influ-
ence such processes (Pianta & Walsh, 1996).

Finally, with no clear consensus in sight as to what consti-
tutes intelligence or optimal cognitive, problem-solving, or
learning behavior, researchers will continue to contrast and
distinguish the strengths and weaknesses of competing alter-
natives that bridge classical and constructivist information-
processing views. Future work will carry on the century-old
debate that intelligence is not a fixed, genetically based trait,
but rather is strongly affected by environmental influences
that transpire over an individual’s lifetime as well as across
generations (see chapter by Sternberg in this volume on the
Flynn effect). Competing concepts and constructs proposed to
account for important individual differences will be inte-
grated into more comprehensive models that combine social
and cultural contexts with the biological and affective bases of
cognition. Theoretical ties will be strengthened by linking the
literature on cognition, self-regulation, and learning to other
motivational constructs involved in predecision processing
and volition, which is invoked in postdecision processing (see
chapters by Pintrich and by Schunk & Zimmerman in this
volume).

RESEARCH IMPLICATIONS 

The longevity of emerging theories and research domains in
educational psychology will depend largely upon future
empirical documentation that will incorporate new method-
ologies and levels of inquiry.

Expanded Methods of Inquiry

Methodological expansions in the new century will extend
beyond a focus on individuals in decontextualized settings to
include examinations of group learning in situations in which
newly acquired knowledge must be applied and adapted. This
will require descriptions and assessments of interactive and
multidirectional relationships situated in broader social and
cultural contexts. Such inquiry calls for the incorporation of
advanced methodologies and psychometric procedures that

allow for the study of interdependent individual and social
variables during problem solving in natural settings. Data
collection traditions will be blended across anthropology, lin-
guistics, psychology, and education using a variety of obser-
vational, interview, and participant methodologies (see
chapters by Sternberg and by John-Steiner & Mahn in this
volume). Traditional statistical analyses also will be broad-
ened to include more rigorous models of item analysis such
as IRT (Item Response Theory) and path and survival analy-
ses that can capture multiple complex latent and direct rela-
tionships within changing populations.

These advances would not be trivialized by debates about
the value and relevancy of qualitative versus quantitative
methodologies. Instead, future researchers would move be-
yond this debate to discussions of how these two traditions
can coexist and be profitably combined (Levin & Robinson,
1999). Recognition of the contribution of both would lead to
integrated designs that capture qualitative and quantitative at-
tributes. One such approach that permits legitimate general-
ization and prescription is the randomized classroom trial
discussed originally by Levin (1992), elaborated by Levin
and O’Donnell (1999), and further captured by Levin,
O’ Donnell, and Kratochwill (this volume). Also in the past
two decades there has been greater acceptance of rigorous
single-subject and quasi-experimental designs and a growing
recognition of their instructional and evaluative relevance
(Kratochwill & Levin, 1992; Levin & Wampold, 1999;
Neuman & McCormick, 2000).

The push to enhance our understanding of educationally
relevant constructs must be based on robust theory and cred-
ible evidence (see Levin & O’Donnell, 1999; also see chapter
by Levin et al. in this volume). These researchers suggest that
this goal will best be accomplished when we utilize a contin-
uum of methodologies that abide by high standards of inves-
tigative quality and rigor. Expanded investigative repertoires
will include innovations that involve contextually based in-
quiry, individual experimental study, and large-scale experi-
mental implementation designs. A continuum of research
within a domain would embrace and merge findings from
naturalistic and laboratory approaches using longitudinal and
cross-sectional designs and individual and group methods
that take place in a variety of culturally relevant and cultur-
ally distinct contexts.

A few examples would serve to highlight how these
advances have been incorporated in contemporary work. Ex-
perimental methodologies complemented by descriptive or
correlation methods and ethnographic approaches have pro-
vided rich understandings about the complexities of literacy
instruction (Florio-Ruane & McVee, 2000; Juel, 1988) and
other teaching and classroom processes (see chapter by
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Pressley et al. in this volume). Integrated approaches have
been reflected heavily in the study of literacy and mathemat-
ics development and instruction (see chapters by Lehrer &
Lesh and by Pressley in this volume). One example is a
longitudinal ethnographic study of family communication
and subsequent language and literacy development (Hart &
Risley, 1995) in 42 families of emergent readers in preschool
who were observed in a variety of settings over 2 years. An-
other is a year-long nationally conducted observational study
of expert versus typical teachers who were selected based on
administrator nomination, parent ratings, and student out-
comes (Pressley, Allington, Wharton-McDonald, Block, &
Morrow, 2001). Key findings associated with these combined
methodologies have contributed to the design of innovative
instructional strategies that are currently under empirical in-
vestigation, using randomized classroom designs to assess
the strategies’ impact on teacher communication and student
performance (see chapter by Pressley et al. in this volume).
Quasi-experimental methodologies also have contributed to
broader, more ecological validations of ongoing classroom
instructional strategies (Brown, Pressley, Van Meter, &
Schuder, 1996). Future attempts to combine methodologies
will lead to further insight about the holistic contexts that
improve student learning.

In the technology field, Goldman-Segall and Maxwell
(this volume) review how formal experimental methods that
stress quantifiable enhancements for learning have been bal-
anced with more descriptive, introspective studies of learn-
ers’ perceptions and ongoing decision-making strategies.
These researchers point to new technological advances that
stress community sharing and learning and the need to em-
ploy anthropological observation and participatory tech-
niques to answer very different sets of questions from within
the learning environment rather than studying it from without
(Wenger, 1998). Indeed, researchers exploring new techno-
logical learning domains have been at the forefront of such
expanded methodologies that allow for dense and realistic ex-
planations and descriptions (Salomon, Perkins, & Globerson,
1991) in combination with more conventional scientific,
experimental approaches that isolate independent variables to
determine causality and generalizability across settings.

Finally, Goelman and colleagues (this volume) discuss
how play has been studied across a number of disciplines, in-
cluding biology, linguistics, sociology, anthropology, art, lit-
erature, and psychology, using an array of naturalistic and
experimental methodologies (see chapter by Goelman et al.
in this volume). Such an interdisciplinary focus has strongly
augmented our comprehension of this key learning process
and has led to important advances in early childhood theory,
research, and practice. Expanded investigative repertoires

that lead to complimentary efforts can greatly enhance our
understanding and contribute to more valid recommenda-
tions for addressing critical educational issues in the future.

Advances in Assessment

Theory-driven assessment strategies that capture complex
interrelationships and processes have led to a wider array
of measurement alternatives within and across studies.
McCormick (this volume) points to progress in the assess-
ment of metacognition through measures taken before, dur-
ing, and after task performance (e.g., Feelings of Knowing,
Test Readiness, and Test Judgment measures). She encour-
ages future researchers to overcome the limits and criticisms
raised against subjective reflection judgments of ongoing
monitoring in order to develop broader metacognitive assess-
ments. Such recommendations have also been forwarded
across the domain of self-regulatory and motivational assess-
ment. Mayer and Pintrich (this volume) recommend more
precise appraisals of cognitive mental representations by
merging cognitive laboratory tasks with metacognitive and
motivational outcomes.

Assessment innovations will lead to greater integration
and combinations of physiological measurement to tap ele-
mentary cognitive information processing and affective be-
havioral reactions. For example, comprehensive assessments
of physical reactions (heart rate), brain functioning (blood
flow), and cognitive behavioral reactions (visual scanning,
verbal responses during problem solving) might be recorded
during instruction and learning. Traditional intellectual test-
ing would be pooled with an array of other assessments that
might vary depending on whether a given problem requires
analytical, creative, or practical thinking abilities (see chapter
by Sternberg in this volume). Pintrich (this volume) predicts
that the discovery of links between motivation and cognition
will occur through combinations of lab and naturalistic stud-
ies that track basic motivational processes in addition to
cognitive and metacognitive processing.

Avariety of new measures and approaches to measurement
have been developed in many of the areas reviewed. In the
early childhood and literacy field, advances have included in-
creased use of play-based procedures and the development of
reliable early assessments of innate abilities and aptitudes like
those currently used to study infants’ audition and phonologi-
cal awareness (see chapters by Goelman et al.; by Lehrer &
Lesh; and by Pressley in this volume). In the future, such as-
sessments will help establish how early literacy, numeracy,
communication, and artistic or musical skills emerge and are
reflected in children’s primary learning and living environ-
ments. This will require extended observations in home and
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school settings and will also require the use of dynamic
assessment methods. Dynamic assessments and design
experiments—in which students receive guided adult feed-
back as they are exposed to a variety of task demands,
instructional strategies, and learning contexts—are critical for
discovering the effects of scaffolded, transactional instruction
(see chapters by John-Steiner & Mahn; by Lehrer & Lesh; and
by Pressley in this volume). Such methods will help establish
parameters of performance malleability and will lead to more
valid instructional recommendations. Finally, Reschly (this
volume) discusses a number of contemporary and future diag-
nostic challenges facing the field of school psychology, in-
cluding a push towards direct versus standardized measures of
educational and behavioral skills in relevant domains.

Advances in technology have increasingly added to our
repertoire of alternative assessments for gathering compre-
hensive learning-based observations (also discussed later in
this chapter). Many newly emerging computer environments
require fresh ways to judge how children develop, process,
and represent their thinking. The recent advent of structured
conferencing and online multimedia sharing allows for rene-
gotiated and interlinked information use and reuse during
dynamic collaborations. Currently this innovation is used in
several ongoing research projects to connect multiple class-
rooms across the world. See discussions of the National
Geographic Kids Network (NGKNet) project, in which thou-
sands of students collaborate on data collection and research
of local and global significance (i.e., acid rain; Feldman,
Konold, & Coulter, 2000, cited in the chapter by Goldman-
Segall & Maxwell in this volume). These new environments
that take advantage of technology to enable collaboration
may be the wave of the future for studying both the effects of
and effects with technology (see chapter by Goldman-Segall
& Maxwell in this volume). Such innovations will necessitate
new assessment methodologies, such as longitudinal digital
ethnographies of children’s thinking that can allow one to ex-
amine individual and collaborative learning processes and re-
lations (see chapter by Goldman-Segall & Maxwell in this
volume). Future studies of computer environments also
would move beyond examinations of behavior and cognition
to consider the emotional and relational support required and
affected by such learning environments. In fact, the affective
capacity and impact of computers are the main focus of an
ongoing project pioneered by Rosalind Picard (1997) at MIT
(cited in the chapter by Goldman-Segall & Maxwell in this
volume).

In the future, educational psychologists will continue to
forge and evaluate comprehensive methods to assess an array
of learning, behavioral, affective, motivational, and interper-
sonal outcomes. Immediate and long-term indexes of perfor-

mance will include some combination of physiological re-
sponses, psychometric testing, introspective and third-party
interviews, direct observation, contextual manipulation, and
dynamic instruction of key processes expected to affect
learning and development.

Authentic Outcomes and Developmental Considerations 

Across many of the domains reviewed here, there was a com-
mon call for the replication of key findings using authentic
tasks in authentic contexts. To move beyond fixed notions of
abilities, researchers expect that newer psychometric tests
will be designed to capture both typical, real-world perfor-
mance and maximal, conventional performance (see chapter
by Sternberg in this volume); this would involve measures of
idiosyncratic and alternative intellectual skills that more ade-
quately capture indexes of out-of-school success. Skills re-
lated to schooling would be supplemented with those needed
for successful functioning within families, work, and commu-
nity settings. Such assessments will allow for the exploration
of interpersonal problem-solving and intellectual behavior
during ongoing, practical life endeavors or simulations.
Sternberg (this volume) also predicts that future intellectual
assessments will be relatively independent of current psycho-
metrically defined intelligence tests as they begin to provide
more comprehensive evaluations of contemporary constructs.

Replication and extensions of research with authentic tasks
are essential for educational and curriculum improvements.
Researchers have begun to generalize and investigate key
findings within relevant curriculum domains. Information-
processing and metacognitive researchers in particular have
studied theoretical applications through instructional pro-
grams in mathematics, writing, and reading. Students taught
using empirically derived instruction evidence significantly
improved performance over those students taught through
more traditional methods (especially see the chapters by
Lehrer & Lesh; by Mayer; and by McCormick in this volume).

There was a call for advances in the early identification of
children with exceptional needs or talents (see chapters by
Olszewski-Kubilius; by Siegel; and by Walker & Gresham in
this volume). Difficulties associated with assessing younger
children and the limitations of traditional and standardized
intelligence measures will be overcome by an array of di-
verse procedures. Reschly (this volume) discusses the push
toward new conceptual definitions and classification criteria
for educationally funded disabilities that rely on noncategor-
ical criteria, especially for specific learning disabilities (also
see chapter by Siegel in this volume). Developmental assess-
ment in the future will more accurately capture both synchro-
nous and asynchronous development patterns and recognize
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idiosyncratic progressions of development across tasks, set-
tings, and persons (see chapter by Goelman et al. in this vol-
ume). Such approaches are critical to identify giftedness and
learning disabilities because restricted testing in one domain
often compromises early identification (see chapters by
Olszewski-Kubilius and by Siegel in this volume).

Another area of continued research is a focus on develop-
mental foundations and trajectories across the domains re-
viewed here. Researchers increasingly are addressing how
critical competencies are modified or moderated by enduring
characteristics—such as ethnicity, gender, and exceptionality
—and by critical contextual variables. These trends will lead
to future studies of dynamic functional relationships over
extended periods of time—for example, to determine how
motivation and cognition interrelate over time and how per-
sonal characteristics and interpersonal relationships affect
such processes across a variety of settings. Developmental in-
vestigations will help clarify the characteristics of schooling
contexts, including relationships that promote social skills
and learning (see chapters by Koch; by Pianta, Hamre, &
Stuhlman; and by Wentzel in this volume). Furthering our un-
derstanding of developmental mechanisms responsible for al-
tering or harnessing critical contextual and relational
resources (i.e., the influence of parents, teachers, and peers)
will lead to more effective school-based prevention and early
intervention programs (see chapters by McCombs and by
Walker & Gresham in this volume).

Research Synthesis and Integration 

Researchers in the next century will probably address the
complexities of synthesizing and integrating research meth-
ods and findings on a much broader level, which will help
refine our predictions of academic and social performance.
Key constructs within a domain often are studied indepen-
dently within one theoretical paradigm. Self-regulation, for
example, has been represented by distinctly separate lines of
research across operant, information processing, develop-
mental, social-constructivist, and social cognitive theories.
These orientations have led to diverse explanations of self-
regulatory constructs and the reciprocal interactions that
define when and how self-regulation processes are invoked
(see chapter by Schunk & Zimmerman in this volume). In
other cases, completely different constructs and factors are
used to explain an area of study, as in motivation and
metacognition (see chapters by McCormick and by Pintrich
in this volume).

Although enormous knowledge has been gained through
such theoretical autonomy, continued separation may lessen
our ability to discriminate and detect tandem variables not
directly under investigation. Kuhn (1972) suggested that

competing paradigms can produce a divided community of
researchers whose differences in terminology, conceptual
frameworks, and ideas about legitimate questions of inquiry
can hinder rather than foster advances in theory, research,
and practice. Researchers across many of the domains pre-
sented here have called for future integration of theories and
methodologies in order to avoid conducting research simply
to establish settings and conditions that favor one’s own the-
oretical perspective (see chapter by Schunk & Zimmerman in
this volume).

Finding ways to bridge research paradigms might be ac-
complished through the use of consistent variable definitions,
instruments, sample ages, and criterion measures. Not only
would building such connections help reconcile similar con-
cepts labeled differently, but it also would help clarify differ-
ences between concepts labeled with similar terms and lead
to synthesis methodologies that might encourage a closer re-
view of construct dependency (see chapter by Schunk &
Zimmerman in this volume). Domains of research across
reading, writing, and literacy (Adams, Treiman, & Pressley,
1998) and writing, science, and mathematics (see chapter by
Lehrer & Lesh in this volume) have been profitably com-
bined in recent years. Innovative consolidation and integra-
tion will arbitrate and expand our understanding of the
conditions under which various forms of learning and social
experiences affect students’ development and achievement.
For example, play might be simultaneously examined as a
medium through which to study children’s intellectual, cog-
nitive, metacognitive, and self-regulatory behavior; affective
and motivational growth; and interpersonal relationships in
order to discover how children make sense of who they are in
relation to their world and to others.

The next generation of theorists will be more knowledgeable
of cross-domain findings. Collective studies collaboratively de-
signed will constructively combine different theoretical view-
points, resulting in a wider spectrum of criterion and predictor
variables investigated within one study. There also will be an in-
crease in longitudinal investigations using a common frame-
work to compare key variables in learning and development.
Many examples of such synthesis and integration were for-
warded by our authors. An array of individual attributes (e.g.,
gender, ethnicity, temperament), perceptions of relationships,
self-regulatory and motivational constructs, and verbal and
nonverbal communication exchange processes employed in
one study would enhance our understanding of child-teacher
relationships (see chapter by Pianta et al. in this volume). Inte-
grated methodologies would help illuminate how different
personal constructs facilitate or impede various achievement or
motivational outcomes across home and school contexts
(see chapter by Wentzel in this volume) and male and female
populations (see chapter by Koch in this volume). Cooperative
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learning outcome assessments would involve a range of mem-
ory, comprehension-monitoring, motivation, goal-setting, and
adult-student or peer-student relationship variables (see chapter
by Slavin et al. in this volume). Calls also were made to merge
what we know across the domains of intelligence, cognition,
metacognition, self-regulation, motivation, and affect (see
chapters by Mayer, by McCormick, by Pintrich, and by
Sternberg in this volume). Finally, Pintrich (this volume) sug-
gests that synthesis and appraisals of generalized constructs
over extended periods and divergent situations would enhance
our knowledge of the enduring, global nature versus the domain
specificity of motivational beliefs.

PRACTICE INITIATIVES

The work of educational psychologists has transformed and
inspired educational practice and policies and has stimula-
ted dynamic instructional strategies, curriculum innovation,
and teacher education programs. Educational psychologists
also have contributed to high standards of credible pedagogi-
cal evidence. Although important cautions have been made
against blind translations to practice, educational psycholo-
gists have been at the forefront in helping to make this im-
portant knowledge base more visible and accessible to
educators and educational policy makers in the future. 

Strategies for Instruction

Instructional innovations for diverse learners and settings
have been developed through comparative studies of expert
learners engaged in cognitive pursuits, controlled experi-
ments that demonstrate gains in performance following in-
struction, and observations of exceptional teachers in
classrooms in which students prosper and develop advanced
academic skills. Content-area instruction in mathematics,
science, reading, and writing has consistently been bolstered
by research on cognitive, metacognitive, and self-regulatory
strategies that focuses on how students monitor, modify, and
adapt ongoing processes during learning (see chapters by
Mayer, by McCormick, and by Schunk & Zimmerman in this
volume). Instruction has also been influenced by sociocul-
tural studies of teaching processes that foster critical argu-
ment, cooperative learning, and individual expression (see
chapters by John-Steiner & Mahn, by Lehrer & Lesh, and by
Pressley et al. in this volume). Work on motivational and so-
cial relational strategies also have been forwarded that can
deeply influence learning behavior in the classroom (see
chapters by Pintrich; by Pianta et al.; by Wentzel; and by
McCombs in this volume). Several examples of this burgeon-
ing literature are noted in the following discussion.

Emerging strategy research in mathematics emphasize
how individual students think about concepts like units of
measure and also how students collectively come to partici-
pate in mathematical conversations and arguments in a class-
room (see chapter by Lehrer & Lesh in this volume).
Researchers of mathematics learning have moved beyond
strategies of early number and arithmetic learning; they now
include investigations of central mathematical concepts in
geometry and measurement and data modeling and statistics.
There is a strong focus on how students form mathematical
habits of mind by learning symbols and arguments. The em-
phasis is now on teaching formats that emphasize multiple
forms of mathematics rooted in practical activity and adult- or
peer-guided activity and that foster the growth of mathemati-
cal reasoning (see chapters by Lehrer & Lesh and by Mayer
in this volume). Similar strategy approaches are used exten-
sively within technological environments to foster problem-
solving and science inquiry (see chapter by Goldman-Segall
& Maxwell in this volume).

Work on literacy development is an excellent example of
psychological theory and research informing meaningful ed-
ucational practice (see chapter by Pressley in this volume).
Instructional strategies in phonemic awareness have a sub-
stantial impact on reading immediately and several years
later in comparison to other cognitive and conceptual train-
ing. Context and instructional strategies to promote infant
and toddler prelanguage (i.e., babbling, repetition, rhythm,
and tonal play) and communicative ability have focused on
important literacy prerequisites embedded in functional
adult-child relational strategies (see chapter by Goelman
et al. in this volume). As one example, early childhood re-
searchers have established that singing to infants without (vs.
with) words and using only repetitive neutral syllables appear
to concentrate their auditory attention, leading to better vocal
reproductions. The effectiveness of broad repertoires of read-
ing comprehension strategies also have been studied that
encourage students to transact with text, construct interpreta-
tions with other readers, and react to multiple perspectives
(Pressley & El-Dinary, 1997).

Integrative strategies to enhance writing have been devel-
oped that focus on planned, higher-order messaging
processes (also see chapters by McCormick and by Mayer in
this volume) and connections between discussion, collabora-
tion, reading, and writing (Flower et al., 1990). There also is
a growing emphasis on dialogue, argument, writing, and in-
scription strategies that highlight the integral connections be-
tween literacy and mathematical thinking processes (see
chapter by Lehrer & Lesh in this volume). One area for future
collaborative endeavors is the blending of effective strategies
for reading, writing, and mathematics with special attention
given to systems of inscription used in mathematics and
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literacy that help students integrate their cognitive and social
resources to better develop arguments (see chapter by Lehrer
& Lesh in this volume).

Motivational strategies have been forwarded that posi-
tively influence self-regulation of thinking and learning.
Learning engagement and achievement are thought to occur
best when children are given the choice and control to create
personally meaningful outcomes (see chapters by McCombs
and by Pintrich in this volume). Strong evidence exists to
confirm the impact of teacher attitudes, characteristics, and
connections with students that promote more persistent acad-
emic engagement and greater literacy and mathematics per-
formance (see chapters by Pianta et al. and by Wentzel in this
volume). New strategies of cooperative learning have con-
tributed to our knowledge of how to present and design group
instruction to effectively enhance learning and motivation for
a variety of learners and contexts (see chapters by Schunk &
Zimmerman and by Slavin et al. in this volume).

Although tremendous gains have been made in the design
of effective instructional strategies across the domains of re-
search reviewed here, evidence of significant short-term im-
provements must be bolstered in the future by evidence of
maintenance and generalization to group and classroom set-
tings and across domains of learning. Work is needed to de-
sign integrative and holistic strategies to enhance cognitive
and information-processing mechanisms as well as social,
motivational, and interpersonal processes that underlie
human performance. Greater understanding of student learn-
ing and development would also benefit from collaborative
endeavors across content areas on the role of conjecture,
proof, and argument in classroom discussion and in the for-
mation of relationships that promote higher engagement and
motivation. Progress in these areas will add to our ability to
design more effective strategies for instruction that capitalize
on students’ strengths and compensate for weaknesses. Con-
tinued studies of exemplary practices will help guide princi-
ples of instruction and will lead to instruction better matched
to meet the needs of the diverse student populations of the
twenty-first century.

Tensions in Designing Instruction

Current debates exist as to whether it is better to teach critical
strategies or to facilitate a student’s discovery of them. Un-
doubtedly the role of systematic instruction in identified
skills and abilities has long been a contentious issue in many
areas of study (Shulman & Keislar, 1966). Tensions between
advocates of direct versus indirect instruction are present
in discussions of content learning, self-regulatory skills, and
instructional approaches for reading and writing. On the one

hand is the notion that abilities are contained within the child
as an innate need to grow and explore, and such abilities will
unfold given supportive environments without direct inter-
vention. Constructivist theories posit that the learner actively
and consciously engages in building his or her own knowl-
edge base. On the other hand is the view that more structured
pedagogical approaches can nurture opportunities for learn-
ing and development.

Contemporary researchers appear to have moved from a
focus on settling this argument in an either-or, all-or-none
fashion to a more centrist focus. Increasingly, evidence
suggests that a multitude of cognitive and self-regulatory
processes develop more successfully over time with some di-
rect and systematic environmental intervention. Arguments
from a middle-ground stance are reflected in contemporary
views of play in education. Children are hypothesized to
construct their understanding of the world through freely ex-
pressed forms of play but also through play activity facili-
tated by teachers, who create a scaffolded environment for
inquiry (see chapter by Goelman et al. in this volume). This
centrist view also is reflected in contemporary calls for bal-
anced literacy instruction, in which explicit instruction in
critical phonological and language skills is embedded within
meaningful, contextualized, and functional contexts (see
Pressley, 1998; also see chapter by Pressley in this volume).
Finally, greater recognition of the heterogeneity within iden-
tified groups of exceptionalities also have pointed to the need
to recognize the differential effectiveness of various learning
and instructional approaches (Gagne, 1998; also see chapter
by Siegel in this volume).

The consensus view was apparent across many chapters.
Vygotskiian theoretical notions of adult guidance, scaffold-
ing, and guided learning within the zone of proximal devel-
opment (Vygotsky, 1978; Wertsch, 1985) were referenced
in chapters on interpersonal, instructional, and relational
processes and also were vital to chapters on learning, curricu-
lum applications, and exceptional learners. Effective teachers
sensitively guide children toward important discoveries, sup-
port children’s efforts at mastery, and translate learning expe-
riences so that students gain a sense of accomplishment that
contributes to their sustained interest and desire for further
growth and mastery (see chapter by John-Steiner & Mahn in
this volume; Wertsch, 1998). Classroom practices based on
constructivist and relational notions are contributing to our
knowledge of how to create motivating, exciting, and inviting
environments that facilitate students’achievement and social-
emotional performance (see chapters by Pianta et al. and by
Pressley et al. in this volume). Researchers in mathematics
have found important links between teaching practices that
revoice or transform student comments during discovery



Practice Initiatives 623

learning into mathematical references that draw attention to
central concepts (see chapter by Lehrer & Lesh in this volume
for more on these practices). Consequently, teachers are
learning how to balance the need for children to freely ex-
plore with their need to be encouraged by adults and provided
assistance that will help them master a range of cognitive,
metacognitive, and motivational abilities.

Teacher Impact and Preparation

Teachers create environments that nurture and enhance chil-
dren’s learning as well as their mental and moral develop-
ment. Studies of the role of the teacher have moved beyond
simple outcome assessments of student achievement. Con-
temporary research on teaching has helped delineate an es-
sential teaching knowledge-base and most recently has
shifted to studies that focus how teachers’ beliefs, values, at-
titudes, and strategies guide everyday classroom judgments
and decisions (Feiman-Nemser & Reimillard, 1996). Educa-
tional researchers have begun to recognize and assess the
multiple challenges faced by initial and veteran teachers (see
chapter by Pressley et al. in this volume; Roehrig, Pressley, &
Talotta, 2002) and increasingly are studying contexts that
foster teachers’ development and improvement—especially
during programs of initial teacher preparation (see chapter by
Whitcomb in this volume).

Contemporary work views teaching as an active, social,
and sophisticated interpretive activity reciprocally influenced
by a intricate array of person-internal and contextual vari-
ables (Darling-Hammond & Sykes, 1999). The demands of
today’s diverse and politicized climates have led researchers
to conclude that teaching is a highly challenging and complex
process (see chapter by Pressley et al. in this volume). A
growing number of studies have focused on how teachers be-
come committed to and effective at meeting individual stu-
dent needs (see chapter by Whitcomb in this volume).
Educational psychologists have helped clarify the important
role of mediated interpersonal interactions between peers,
teachers, and students (see chapters by Pianta et al.; by Slavin
et al.; and by Wentzel in this volume) and scaffolded teaching
opportunities (see chapter by John-Steiner & Mahn in this
volume). Overwhelming evidence points to improvements in
reading and writing when teachers prompt, coach, and scaf-
fold learning and personally model their own reading and
writing processes (see chapter by Pressley in this volume).

Increasingly, educational researchers have clarified the crit-
ical impact of teacher attitudes, characteristics, and classroom
management on interpersonal relations, academic engage-
ment, and achievement levels. Teachers who highlight per-
sonal goals of value, utility, and interest effect more cognitive

engagement, self-regulation, and achievement in students (see
chapters by Pintrich, by Pressley et al., and by Wentzel in this
volume). The quality of interpersonal processes and relation-
ships between students and teachers has been shown to predict
evaluations of self-efficacy and learning (see chapter by Pi-
anta, Hamre, & Stuhlman in this volume). Teachers also play a
critical role in creating equitable climates that lead to consis-
tent performance across males and females (see chapter by
Koch in this volume). Furthermore, student motivational be-
liefs have been positively enhanced through teachers’ attribu-
tional feedback, and teachers who promote strong self-efficacy
beliefs play a key role in boosting individual cognitive and
self-regulatory strategies and subsequent classwide achieve-
ment (see chapter by Pintrich in this volume).

Educational psychology researchers have begun to trans-
late current theory and models of learning into recommended
best practices for teacher education reform (see chapter by
McCombs in this volume). For example, researchers have
recommended that new teachers be trained on how to incor-
porate effective, empirically validated practices (i.e., cooper-
ative learning) in the classroom (see chapter by Slavin et al.
in this volume). McCormick (this volume, citing Hartman,
2001) stresses the need to prepare teachers to teach with and
for metacognition. The former refers to getting teachers to
use metacognitive processes to enhance their own learning
through reflection on their goals for teaching and on student
characteristics in relation to these goals. The latter refers to
making teachers aware of how to activate metacognitive
processes in their students and infuse these principles into
their daily instruction. It is also clear that pedagogical content
knowledge alone is insufficient for producing competent
teachers. Just as critical to a teacher’s success is the ability to
manage the flow of information in a classroom—especially
in the diverse and intellectually heterogeneous classrooms of
today’s society (see chapter by Pressley et al. in this volume).
Teachers need to become more aware of their own attitudes
and beliefs and recognize their role as relationship builders in
making personal connections among and with students (see
chapter by Pianta et al. in this volume) and in creating cultur-
ally relevant (see chapter by John-Steiner & Mahn in this vol-
ume) and gender-equitable classroom climates (see chapter
by Koch in this volume). Teachers also must know how to
produce challenging and positive learning and interpersonal
climates. Climates that encourage choice, self-control, and
self-reflective thinking (see chapter by McCombs in this vol-
ume) and foster proof-based discussions in which cycles of
conjecture and revision in light of evidence is promoted (see
chapter by Lehrer & Lesh in this volume) have been found to
promote literacy processes and mathematical understanding
in students of all ages.
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Whitcomb (this volume) reviews the growing literature on
how new teacher candidates develop such views of teaching
and teaching practice. She also points to the ongoing politi-
cized debates about the best means of changing and directing
the practice of teaching—especially during initial teacher
preparation programs. Growing evidence exists that initial
teacher preparation programs must do more to ensure that
teachers are able to flexibly respond and effectively adapt
classroom instruction to meet diverse student needs (Kennedy,
1999). The most promising models of initial teacher prepara-
tion emphasize modeling of newly learned practices in au-
thentic contexts, encourage constructive evaluations of
personal judgment and decision-making, and incorporate re-
flective discussions with communities of experienced teach-
ers (Borko & Putnam, 1996; Putnam & Borko, 2000).
However, Whitcomb (this volume) and others have called for
more comprehensive and rigorous studies designed to help
clarify how knowledge, beliefs, and values filter an initial
teacher candidate’s perceptions, interpretations, and subse-
quent responses to classroom events. It remains to be seen
whether currently proposed teacher preparation reforms trans-
late to modifications in actual teaching practice and ultimately
to impacts on student achievement.

It is very likely that in the future, educational research will
be more effectively translated into preservice and in-service
teacher preparation programs. Indeed, teachers need to be
viewed as continuing learners whose own performance and
professional development should mirror the best of what we
know about learning, motivation, and development (see
chapter by McCombs in this volume). Until recently, re-
searchers knew little about which issues and topics were en-
tering into the lexicon of teaching practice or why certain
information entered and not others. Whitcomb (this volume)
predicts that future teacher training and development models
will seek to build a richer conceptual content knowledge, a
deeper appreciation of and belief system about the pedagogy
of teaching, and a broader array of instructional decision-
making and judgment processes in teacher candidates. She
and McCombs (this volume) predict that core professional
skills, judgments, and values will increasingly be based upon
and guided by well-founded, learner-centered principles aris-
ing from the educational psychology literature; this also will
involve training teachers to use and analyze rules of credible
evidence to enhance their ability to ask critical questions
about and make informed judgments on the relative impact
of interventions (see chapter by Levin, O’Donnell, &
Kratochwill in this volume).

A critical opportunity exists for educational psychologists
to have a strong impact on strengthening our knowledge of the

complex processes, challenges, and self-reflective abilities of
highly competent teachers. This potential will increase be-
cause of the predicted shortage of new teachers and because of
a greater emphasis on student performance accountability
standards. Competent teachers will be in great demand, in-
creasing the importance of our burgeoning knowledge base
and the need for sound pedagogy and more rigorous research
to inform and transform the field of teaching and teacher
preparation. Whitcomb (this volume) suggests that these goals
will best be accomplished through a greater integration of
work across the individual traditions studied in educational
psychology and the work currently underway to study initial
teacher preparation and continued teacher learning.

Technology and Its Role in Practice

The emergence of the widely available public Internet has led
to unheard-of possibilities for long-distance and other forms
of collaborative learning. Goldman-Segall and Maxwell (this
volume) posit the emergence of the Internet as the beginning
of a new research field in computer-assisted learning. Virtual
environments in which students can meet and interact and
collaboratively work on research are more readily available
as a new learning format. These researchers call for a move
beyond an individual focus to one of a community of minds
in which the focus is on how knowledge is constructed be-
tween people engaged in real-life inquiry. Their newly pro-
posed perspectivity theory corresponds to a move from
viewing a computer as an object with which to think to a view
of the computer as a partner or as a tool that allows people to
think and rethink in relationship with others. Their ideas
build upon past work that views the computer as a cognitive
partner in learning, as part of the cultural milieu, and as a
convivial tool (Illich, 1972). Innovations such as collabora-
tive design boards, real-time meeting space, scaffolded con-
ferencing and note-taking, hypertext and media, and video
conferencing have provided the medium for studying how
groups of learners work together to create an ecology for
learning. These innovations also will help us to rethink the
kinds of human relations that can be built with multimedia
tools.

One controversial future question is whether these new on-
line environments are as effective as direct collaborative en-
gagement with others during learning. Future research is
needed to establish whether there are links between what we
know about face-to-face cooperative learning groups and
those offered through new media and technology advances
(see chapters by Goldman-Segall & Maxwell and by Slavin et
al. in this volume). We hope that future researchers will move
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beyond dichotomous questions that pit one modality over an-
other. As Lehrer and Lesh (this volume) note, the teaching en-
vironments within which technology is embedded also are
critical to facilitating greater understanding of mathematics—
particularly concepts found in geometry. These researchers re-
view studies that demonstrate advantages of technology that
heighten learning when paired with concomitant instruction,
dialogue, and joint explanation. We agree with Goldman-
Segall and Maxwell, who suggest that the most profitable work
of the future will be to determine what types of learning envi-
ronments—media or otherwise—promote processes and rep-
resentations that are better for particular knowledge and tasks,
across different contexts, and with different types of learners.

Other questions regarding how best to integrate technol-
ogy into the curriculum relate to concerns regarding access
and inequity. McCombs (this volume) and others point out
that such issues arise when certain members of the population
are systematically denied equal access because of vast differ-
ences in monetary or personnel resources. Technology inte-
gration also is difficult when innovation and reforms misalign
with current practice and capability or accountability poli-
cies; this might occur if content standards or technology com-
petencies work against collaborative efforts and learning.
Finally, the availability of qualified teachers and personnel
who are willing and able to readily adapt new technological
advances can be problematic. Teachers need much support
and training before technology is applied in the ways envi-
sioned by key researchers in the field.

Curriculum Development

Many of the research findings in educational psychology in
the latter part of the twentieth century have provided a strong
theoretical basis for how critical constructs can be fostered in
educational settings. Curriculum developers have begun to
take notice of many of these findings. Knowledge of key
content domain strategies and skills has stimulated curricu-
lum development across many of the domains reviewed here. 

Notable developments in reading and writing research and
curriculum have been made (see Gaffney & Anderson, 2000;
chapter by Pressley in this volume). Balanced literacy prac-
tices have been developed that mimic processes and self-
questions characteristically found in expert readers and
writers (Pressley, 1998); in writing curriculum, this has
meant teaching students directly how to plan, draft, and re-
vise materials (Harris & Graham, 1996). Curriculum for
early education has been developed to foster the contempo-
rary use of art, play, and music. Childhood technology has
moved beyond the original constructivist LOGO environ-

ments pioneered by Seymour Papert (1980); children and
adults now use media that helps them learn to explore, ex-
press, and participate in knowledge construction and explo-
ration while learning about advanced mathematical concepts
such as fractions (see chapters by Goldman-Segall &
Maxwell and by Lehrer & Lesh in this volume). Findings re-
garding the individual profiles and stability of giftedness sug-
gest the need to find optimal curricular matches for these
students earlier than once thought. Olszewski-Kubilius (this
volume) points to the importance of early instruction that
captures higher-level conceptual ability to increase motiva-
tion and lower resistance. She points to work that suggests
when such approaches are introduced to older gifted students,
they become frustrated with the new demands and subse-
quently will not be motivated for complex learning.

Unfortunately, many published curriculum materials have
not adequately incorporated methods to foster motivation,
self-regulation, or cooperative learning. Pintrich (this vol-
ume) and others have called for future work that merges key
learning and motivational constructs into curriculum de-
signed for the content area domains of writing, science, and
mathematics. The challenge is how to best incorporate our
broad knowledge base about motivation and relational con-
structs into classroom curriculum that not only enhances
learning but also leads to high levels of engagement and per-
sistence in the face of failure. Finally, we anticipate that in the
future there will be even more curriculum transformation re-
search on how to encourage participation of women and mi-
norities and on how to overcome sexual stereotypes and
harassment (see chapter by Koch in this volume). Educa-
tional psychologists will continue to design and evaluate
practices and attitudinal changes that will help close the glar-
ing gender gaps in education captured in several national re-
ports (AAUW; American Association of University Women
Educational Foundation, 1998).

Cautions on Translations to Practice 

Much of the work represented in the chapters in this book
has had a significant impact on educational practice, innova-
tion, and reform. Research in the field of educational psy-
chology has contributed to moving educational reform to the
forefront of political discussions (e.g., National Council of
Teachers of Mathematics, 2000; National Reading Panel,
2000). Educational psychologists have the potential to cap-
ture the attention both of the public and of policy makers (see
chapter by McCombs in this volume). Nevertheless, there is
a need to be cautious about how work within the field is
translated to practice.
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There is a great tendency for the public to jump on quick,
unidimensional solutions when bending to political pressures
that overlook important counterevidence or unintended out-
comes. When educational advances are touted for their
positive affects on learning and development, rarely are
important concomitant impacts recognized. For example,
Goelman et al. (this volume) point out that much of what is
marketed today as educational programming for young chil-
dren is more in line developmentally with the preferences
and skill levels of older students. Another example is the cur-
rent tendency to succumb to the idea that educational soft-
ware or web-based resources can provide an efficient
modality for all learning woes. Goldman-Segall and
Maxwell (this volume) note that misinformation as well as
good information can be found on the Internet and that edu-
cators should remember that gathering information online is
not the same as learning.

Too often, initial promising findings are translated into
easy fixes and educational answers by mandates of packaged
curriculum, courseware, and programs for all learners. Such
one-size-fits-all thinking overlooks the diversity that exists
in today’s learners and learning contexts (see chapter by
McCombs in this volume). Mandated solutions to students’
learning needs often have not been scrutinized with the same
rigor called for to establish credible evidence by educational
researchers and may not be easily transferable across settings
(Levin & O’Donnell, 1999). Current school reform move-
ments and mandates are rarely evaluated for how they may
change an array of outcomes, including impacts on learning
as well as on motivation and interpersonal processes between
teachers and students. For example, teaching driven by per-
formance testing and learning-based outcomes should be
evaluated for its impact on collaborative efforts that promote
relationships in school settings (see chapters by McCombs
and by Pianta et al. in this volume).

Another issue is that many reforms have not attended to
all segments of the population. Appropriate early education
for young gifted children or young children experiencing sig-
nificant learning or behavioral problems are just a few of the
neglected groups of students with exceptional needs (see
chapters by Olszewski-Kubilius, by Siegel, and by Walker &
Gresham in this volume). A number of factors influence how
children with exceptional needs are educated, including
ideological beliefs, current economic and demographic
trends, issues of educational classification, and ideas about
when appropriate programming should begin (also see chap-
ter by Reschly in this volume). Notions about the malleabil-
ity of abilities and the stability of behaviors can influence
acceptability notions about how and when to offer services.

Moreover, when early and remedial intervention services
are offered, many educators are badly equipped to meet the
individual needs of exceptional students (see chapters by
Reschly, by Siegel, by Walker & Gresham, and by Whitcomb
in this volume).

The increasing globalization of our society will raise im-
portant policy and research issues over the next century.
Social and cultural contexts have been incorporated by edu-
cational psychologists into the study of a broad range of
processes and contexts contributing to learning and develop-
ment (see chapter by John-Steiner & Mahn in this volume).
Reforms arising from this work must be careful not to allow
sociocultural differences to connote deficiencies within cer-
tain groups. For example, remedial home-based programs to
strengthen early literacy skills can be developed and deliv-
ered in such a way as to imply deprived notions of parenting
practices. Alternatively, these programs can be developed
from the mindset that different literacy purposes are reflected
in culturally diverse families; some such purposes are less
suited for successful transitions into school. The later ap-
proach would demonstrate a greater understanding of impor-
tant contextual factors contributing to school deficiencies in
culturally different students (see chapter by Goelman et al. in
this volume). Reforms to meet the needs of culturally diverse
students must be designed to match what we know about gen-
eral learning, motivation, and development and the complex
array of contextual factors that can influence such processes
(see chapters by John-Steiner & Mahn and by McCombs in
this volume).

Finally, educational psychologists will need to fight re-
form pressures and politics that reduce complex notions into
easily defined yet constrained concepts that have not been
comprehensively appraised for their positive and negative ef-
fects. In the future, more work may be needed to further eval-
uate less psychometrically strong theories that are likely to
influence key educational policies (see chapter by Levin et al.
in this volume; Levin & O’Donnell, 1999). Educational psy-
chologists will be at the forefront, countering the demands
for quick answers by advocating models and methods that
capture the diversity and complexity necessary to understand
human learning and development. Educational psychologists
will lead efforts cautioning against looking for any single
magic bullet to solve all learning and instruction problems
(see chapter by Pintrich in this volume). As McCombs (this
volume) suggests, educational psychologists are likely to be
instrumental in the identification of a continuum of potential
solutions for our pressing educational challenges—solutions
that take into account both individual capacities and social
and cultural environments.
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EDUCATIONAL PSYCHOLOGY’S 
FUTURE: CONCLUSIONS

Since 1848, almost every educational policy statement pro-
posed for public education has included explicit objectives
for the development of intellectual, scholastic, and cognitive
competencies as well as character development, moral val-
ues, conformity, and cooperation as social competencies for
producing model citizens (see chapter by McCombs in this
volume and Wentzel, 1998). Educational psychology re-
searchers have contributed theory and practice to further our
knowledge in each of these pursuits.

Over the next two decades, educational psychology re-
searchers are likely to integrate comprehensive models of
learning and cognition with affective, motivational, social,
and biological influences. Moreover, ecological and sociocul-
tural frameworks will increasingly influence our understand-
ing of individual cognitive and social pursuits, behavioral
and academic competence, and social-interpersonal relation-
ships. The next generation of theorists will be more interested
in describing interactive relationships that are multidirec-
tional and situated in broad ecological frameworks. Indeed,
in the future complex systems, frameworks will be used to
build more comprehensive models for understanding individ-
ual cognitive and social pursuits, behavioral and academic
competence, and social-interpersonal relationships. Theoreti-
cal ties will be strengthened by linking the literature on cog-
nition, self-regulation, and learning to relational, motivation,
and classroom processes. Wentzel (this volume) concurs
when she suggests that educational researchers and policy
makers will benefit from continued work on the dynamic,
multilevel interactions that take place in schools in order to
further our understanding of the complex phenomena of
classroom adjustment and achievement.

At times it is clear that various theoretical perspectives
within a domain widely differ in the location of key criterion
variables. These differences in theory and constructs have led
our authors to call for more collaborative efforts in the future.
The critical question is how willing and successful educa-
tional psychology researchers will be in finding fruitful con-
nections for consolidating dominant theories in the hopes of
identifying more comprehensive theoretical models in the fu-
ture. Such thinking is sure to advance the field so that educa-
tional practice can benefit more fully from the contributions
of educational research across various fields and orientations.
Such collaboration will go far in making our knowledge base
more visible and accessible to educators and policy makers.
(see Lambert & McCombs, 1998, and chapter by McCombs
in this volume for a discussion of a collaborative Task Force

on Psychology in Education sponsored by the APA that re-
sulted in the publication of 14 Learner Centered Practice
Principles).

It is important to note that a push for greater synthesis also
has its drawbacks—especially if it results in a de-emphasis
on work that seeks to clarify and isolate discrete constructs
and processes. Integrative models across increasingly broad
domains might contribute to a less distinctive knowledge
base associated with the field of educational psychology. In
fact, historically, rigorous empirical investigations of inde-
pendent concepts and processes have helped distinguish
many areas of research within educational psychology. Thus,
a significant challenge for the next generation of researchers
is how to encourage the pursuit of critical and enduring con-
structs while expanding into new areas of inquiry with the
goal of establishing interrelationships across a wide corpus of
research. Theoretical integration notwithstanding, contro-
versy and debates across and within many domains will
contribute to vigorous refinements and expansions of inde-
pendent as well as integrated constructs that will continue to
improve our understanding of important influences on learn-
ing and schooling.

In 1992, Calfee reflected on the field of educational psy-
chology and noted that what was needed in the coming century
was a refinement of more credible and convincing educational
research. Levin and O’Donnell (1999) have recently reframed
this suggestion as a call for future efforts to enhance the cred-
ibility of educational psychology as a discipline, which will in
turn enhance the quality and societal value of educational re-
search (also see chapter by Levin et al. in this volume). Trust-
worthy and credible research to assess the relative impact of
educational and psychological treatments or interventions is
of critical importance for policy makers. Levin, O’Donnell,
and Kratochwill (this volume) call for future educational re-
forms based on clearly delineated standards of credible evi-
dence. Such calls are receiving wide recognition in national
research funding. In the future, innovative continuums that
draw both from contextually based inquiry and from robust,
rigorous large-scale implementation studies will be a top pri-
ority for educational researchers. Although frustrations have
been voiced about the widely divergent quality and rigor asso-
ciated with the past era of educational research (Sroufe, 1997),
it is clear that educational psychology more than any other
field offers research validated frameworks to guide systematic
reform efforts in education (see chapter by McCombs in this
volume). The many research successes in the areas of study
reviewed here should go far in stimulating a great deal of
additional research in the twenty-first century. Such work will
permit progress not only by augmenting our understanding of
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academic success, but also by providing more definitive re-
search to increase our understanding about how to intervene
and prevent schooling difficulties and failures.

We concur with the assertion forwarded by the majority of
the authors here—that educational psychologists have an im-
portant opportunity to play a significant role in shaping K–20
education in the twenty-first century. Work within the field of
educational psychology is poised to address the challenges
posed by the vast achievement differences across students
from diverse backgrounds and the pressing expectations of
promoting higher levels of achievement for all students. As
the researcher-contributors in this volume point out, an im-
portant reciprocal relationship exists between psychology
and education that is best reflected in the contributions of ed-
ucational psychologists historically and is even more visibly
represented in the last two decades. We are in an exciting era
of transformation and change. We anticipate that research in
educational psychology will continue to provide the practi-
cal, theoretical, and intellectual underpinnings that will en-
able students to achieve their fullest potential.

Summary

Our perspectives for the future as presented in this volume
are in large part based on recent past efforts in educational
psychology, emerging trends identified by the contributors to
this volume, and the integration of advances across domains
covered in this volume. It sometimes occurs that the most in-
teresting predictions for things to come are made by histori-
ans (e.g., Wells) who are able to synthesize cyclical historical
trends with current status to arrive at best guesses for the
future. We did not use historical antecedents to derive our fu-
ture perspectives and are less inclined to view our sugges-
tions for the future as predictions as much as fruitful avenues
and venues for future research, practice, and policy. We have
attempted to extrapolate meaningful trends in educational
psychology to elucidate short- and long-term goals—some of
which have been specific and others of which have been
broadly defined. Above all, we view the field of educational
psychology as an exciting area of psychological research that
has made and will continue to make important contributions
to the understanding and promotion of human learning, cog-
nition, and the schooling process.
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Handbook of Psychology Preface

Psychology at the beginning of the twenty-first century has
become a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field. 

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology. 

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that define the
fields they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective fields. Third, for psychologists seeking
to become conversant with fields outside their own specialty
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature. 

The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER

Tampa, Florida



Clinical psychology is currently the most popular and pre-
dominant specialization within psychology. It was not always
this way. The beginning of psychology as a distinct profes-
sion is typically dated to the founding of Wilhelm Wundt’s
Psychological Institute in 1879. Wundt might today be classi-
fied more specifically as a cognitive or perceptual psycholo-
gist. In any case, clinical psychology was not a central or im-
portant interest of most of the early, original European or
American psychologists who studied with Wundt.

By the time of the first meeting of the American Psycho-
logical Association (APA) in 1892, only a minority of
American psychologists would be described as having inter-
ests consistent with today’s clinical psychologists. The be-
ginning of the explicit specialization of clinical psychology is
often attributed to the child psychologist Lightner Witmer,
who is credited with founding the first psychological clinic in
Pennsylvania in 1896, analogous to the founding of the first
laboratory by Wundt. Witmer called for the development of a
profession of clinical psychology in the prescient inaugural
issue of his journal, The Psychological Clinic (Witmer,
1907). However, as indicated by the psychology historian
Benjamin (1996), “his words often fell on deaf ears” (p. 235).

Morton Prince, however, did share Witmer’s vision.
“Prince is said to have created the modern tradition of
psychopathology and psychotherapy in the United States”
(Hilgard, 1987, p. 306). Prince was a physician by education
but a psychologist by preference. He founded the Journal of
Abnormal Psychology in 1906. “It was the first journal of its
kind with an emphasis on experimental psychopathology”
(Hilgard, 1987, p. 307). Ernest Jones, the analyst and
Sigmund Freud’s biographer, was an early associate editor.
Prince also founded the Harvard Psychological Clinic in 1927
and directed it within the university’s psychology depart-
ment. Upon his death two years later, his “young” assistant,
Henry Murray, assumed its leadership. Murray (1956) stated
that just prior to his death, Prince indicated that “I want no
other monument than the Psychological Clinic” (p. 295).

Nevertheless, for many years, many clinical (and other ap-
plied) psychologists met and worked largely outside of the
mainstream of the APA. It was not until World War II that
the potential benefits and contributions of a profession of
clinical psychology became readily apparent to the APA
and to the federal government, resulting in the substantial

reorganization of the APA to provide more explicit empower-
ment of the applied, clinical psychologist. Clinical psycholo-
gists who had previously been members of the American
Association of Applied Psychology (AAAP) became mem-
bers of the APA, and the Journal of Consulting Psychology
(founded in 1937 by the AAAP) was added to the set of offi-
cial APA journals, eventually becoming the Journal of Con-
sulting and Clinical Psychology. The specialty of clinical
psychology grew rapidly during the postwar years to the
point that a strong majority of psychologists would now iden-
tify themselves as being clinical psychologists, and this
growth has been evident with respect both to the study of
psychopathology and to its treatment. “What began as a lab-
oratory science to understand the nature of mind helped to
evolve a companion profession to understand the problems of
mind and to develop techniques to alleviate those problems”
(Benjamin, 1996, p. 235).

This eighth volume of the Handbook of Psychology is de-
voted precisely to these primary concerns of the clinical psy-
chologist: understanding the problems of the mind and the
techniques for alleviating these problems, along with issues
of particular importance to the profession of clinical psychol-
ogy. We have attempted to provide within this volume a
strong representation of what is currently known about the
etiology, pathology, and treatment of psychopathology, as
well as the likely future of its science and treatment. The first
nine chapters are concerned with the diagnosis, course, etiol-
ogy, and pathology of the problems of the mind; the next ten
chapters are concerned with their treatment; and the conclud-
ing five chapters are concerned with professional issues. It
should be noted that no chapter deals with assessment, a tra-
ditional area of strength for clinical psychology. This is be-
cause assessment is covered extensively in another volume of
the Handbook. Similarly, attention to research is incorporated
in each of the chapters, but there are no chapters solely con-
cerned with research methods because those, too, are covered
elsewhere.

The first chapter, by Peter E. Nathan and James
Langenbucher, is devoted to the classification and diagnosis
of psychopathology. A common language for describing the
problems of the mind is necessary for clinical research and
practice. The predominant taxonomy of psychopathology is
provided by the American Psychiatric Association’s (2000)
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Diagnostic and Statistical Manual of Mental Disorders–
Fourth Edition, Text Revision. There is much to applaud with
respect to the value, utility, and validity of this diagnostic
manual, but there is also much that is problematic and even
controversial. Nathan and Langenbucher document well both
the positive and negative aspects of this diagnostic nomen-
clature and point the way to the future of the classification of
psychopathology.

Eric J. Mash and David A. Wolfe follow with an overview
of major domains of child psychopathology. Beginning with
disorders of childhood is an obvious starting point for under-
standing the development of psychopathology. However,
as indicated by Mash and Wolfe, current knowledge of disor-
ders of childhood and adolescence are hindered by a lack of
sufficient development of child-specific theories. Some clini-
cians continue to believe that disorders of childhood and
adolescence are the same as the disorders of adulthood, but
psychopathology in fact develops and transforms over time.
This developmental perspective not only is central to the
chapter by Mash and Wolfe but is also emphasized in each of
the following chapters within this text.

Eating disorders were classified as a disorder of childhood
and adolescence in earlier diagnostic nomenclatures, but it is
now recognized that eating disorders can have an onset into
young adulthood. Eating disorders have been recognized
since the beginning of medicine and are among the more fre-
quently diagnosed and treated mental disorders. Howard
Steiger, Kenneth R. Bruce, and Mimi Israël include within
their chapter not only the well established disorders of
anorexia nervosa and bulimia nervosa but also the burgeon-
ing literature on binge eating disorder. They provide a com-
pelling integrated conceptualization for these disorders that
considers developmental, cognitive, social, dynamic, and
neurophysiological contributions to their etiology and
pathology.

Personality disorders were placed on a separate, distinct
axis for diagnosis in the third edition of the DSM-IV
(American Psychiatric Association, 2000) in recognition of
their prevalence (very few persons fail to have maladaptive
personality traits) and their contribution to the course and
treatment of other mental disorders. Timothy J. Trull and
Thomas A. Widiger cover in their chapter not only what is
largely known and understood regarding the disorders of per-
sonality but also the controversies that bedevil this domain of
psychopathology and how these issues might be addressed
better from a broader perspective that is informed by the the-
ory and research of “normal” personality psychologists.

Mood and anxiety disorders are the most frequent mental
disorders and are probably the most frequently treated by
clinical psychologists. As suggested by Constance Hammen,

depressive disorders are so ubiquitous that they have been
called the common cold of psychological disorders. How-
ever, Hammen documents well in her chapter on mood disor-
ders that prevalence does not imply simplicity, and she again
emphasizes the importance of considering etiology and
pathology from divergent perspectives, including the cogni-
tive, interpersonal, developmental, and neurobiological.

David Barlow, Donna Pincus, Nina Heinrichs, and Molly
Choate provide a comparable overview of the etiology, de-
velopment, and pathology of the many variations of anxiety
disorder, including separation anxiety disorder of childhood,
obsessive-compulsive disorder, specific phobia, social pho-
bia, panic disorder, and generalized anxiety disorder. Anxiety
is perhaps ubiquitous in clinical practice, and understanding
the etiology and pathology of maladaptive anxiousness is of
considerable importance to the practicing clinician. These au-
thors provide a very thorough and sophisticated life span de-
velopmental understanding of these disorders, again well
representing divergent perspectives within an integrated
conceptualization.

The next two chapters separate themselves somewhat
from the nomenclature of the American Psychiatric Associa-
tion. Etzel Cardeña, Lisa D. Butler, and David Spiegel
provide in their chapter on disorders of extreme stress the
perspective that many of the disorders classified in different
sections of DSM-IV might be better understood from a
common perspective of stress-related psychopathology—
specifically, for example, the dissociative, posttraumatic
stress, acute stress, and conversion disorders. There is per-
haps much to appreciate and understand through the inte-
grated conceptualization of these disorders as different but
related ways of responding to severe trauma.

In an analogous albeit different theoretical perspective,
Kenneth J. Sher and Wendy Slutske provide an integration of
disorders of impulse dyscontrol. They emphasize in particu-
lar dyscontrolled alcohol usage, drug usage, and gambling,
but they note that deficits in self-control are important fea-
tures of other disorders, including  such childhood disorders
as attention-deficit/hyperactivity disorder and adult para-
philia. They again provide a thorough and sophisticated pre-
sentation of what is currently known about these disorders
and where future research is likely to go if a complete under-
standing of their etiologies and pathologies is ever to be
found.

The final chapter devoted to a domain of psychopathol-
ogy is Donald C. Fowles’s chapter on schizophrenia and
schizophrenia-related disorders. Fowles takes a developmen-
tal perspective that integrates neurobiology with stress-related
research. He provides not only the predominant models for
the etiology and pathology of schizophrenia but also provides
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a creative and sophisticated integration of these disorders
with other domains of psychopathology that complement
well many other chapters in this volume. Readers will find this
chapter to be not only informative but also quite stimulat-
ing and invigorating for the future study of schizophrenic
psychopathology.

Following the description of the range of psychopathology
in Part I, the volume then moves into an account of the treat-
ment of those disorders in Part II, which begins with three
chapters that describe the major orientations toward
psychotherapy—psychodynamic, cognitive-behavioral, and
humanistic—and adds an account of an exciting new
development that transcends single schools: psychotherapy
integration.

The first chapter in Part II covers the oldest of the sin-
gle schools of psychotherapy, psychodynamic psychother-
apy, and it is described thoroughly and well by Nancy
McWilliams and Joel Weinberger. Psychodynamic psy-
chotherapy is not limited to the work of Freud; and although
the contributions of the founder are described thoroughly, so
are more recent developments in British object relations and
American interpersonal theories, the self psychology move-
ment, and contemporary intersubjective and relational theo-
ries. The research that supports much of this work also is
described.

The primary single school alternative to psychodynamic
psychotherapy is behavioral and cognitive-behavioral
psychotherapy, and this is presented thoroughly and well by
W. Edward Craighead and Linda Wilcoxon Craighead. This,
too, is not a simple and unitary approach, but combines both
behavior therapy and cognitive-behavioral psychotherapy,
each of which has many variations. The clinical approach is
integrated in the presentation with extensive research evi-
dence, and the description of specific treatments for specific
syndromes can be read in conjunction with many of the chap-
ters in the Part I that describe these syndromes in more detail.

Along with psychodynamic psychotherapy and behavioral
and cognitive-behavioral psychotherapy, there always has
been a third force, the humanistic-experiential school. This is
covered by Leslie Greenberg, Robert Elliott, and Germain
Lietaer, and it also incorporates many individual approaches
within the generic orientation, such as person-centered,
Gestalt, existential, and experiential therapy. They all share a
commitment to a phenomenological approach, a belief in
the uniquely human capacity for reflective consciousness
and growth, and a positive view of human functioning. Here,
as in all the psychotherapy chapters, research evidence also is
covered.

The fourth chapter that deals with individual psychother-
apy does not recognize the boundaries established by

schools, which themselves, as we have seen, are more het-
erogenous than is commonly believed. Rather, psychother-
apy integration seeks to take from each that which is most
useful, and these attempts are described by Louis G.
Castonguay, Marvin R. Goldfried, Gregory S. Halperin, and
Jack J. Reid Jr. Just as the single schools are more complex
than initially appears to be the case, psychotherapy integra-
tion is made up of many different attempts at rapprochement,
drawing freely from all other theoretical and technical ap-
proaches and from research evidence. It is interesting to note
that many of the leading practitioners of individual schools,
including most of the authors of the chapters presenting those
schools, are involved in attempts at a higher order integration
of their work, which should work for the benefit of the
patients that are served.

Aside from the individual approaches to psychotherapy,
two other modalities are quite prominent. Patients are seen
not only as individuals but also in groups or along with other
members of their family. Group psychotherapy is described
by Anne Alonso, Sarah Alonso, and William Piper. The goals
of group therapy vary from overall personality reorganization
to symptom-focused work and deal with patients in outpa-
tient and inpatient settings. There also is a gamut of theoreti-
cal approaches that parallel the approaches that have been
described in the chapters covering individual orientations to
psychotherapy.

Family therapy is covered by Hamid Mirsalimi, Stephanie
H. Perleberg, Erica L. Stovall, and Nadine J. Kaslow. Al-
though an understanding of family systems theory is neces-
sary for this work, the variations in application are every bit
as great as in individual and group psychotherapy, if not
greater. Alongside the typical approaches to psychotherapy,
specific attention is given to culturally competent family
therapy and gender-sensitive approaches to family therapy. In
addition, specific applications of family therapy are de-
scribed as they relate to medical problems, substance abuse,
and family violence.

Two very popular approaches that represent applications
of psychotherapy in specific situations or formats are crisis
intervention therapy and brief psychotherapy. Crisis inter-
vention is the focus of the chapter by Lisa M. Brown, Julia
Shiang, and Bruce Bongar. Crisis intervention involves the
provision of emergency mental health care to individuals and
groups. Crises can refer to unusual and devastating events,
such as the recent World Trade Center disaster, or to mile-
stones in human life, such as divorce, that create upheavals in
functioning. The immediate response to these crises can be of
great help to the victim and also can provide the opportunity
for much human growth. Cultural considerations, current re-
search, and relevant legal issues are reviewed, along with the
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many theoretical approaches that are taken to resolving
crises.

The brief psychotherapies are presented by Stanley B.
Messer, William C. Sanderson, and Alan S. Gurman. Brief
versions of each of the major orientations, including psy-
chotherapy integration, are described, and a brief approach to
marital and family psychotherapy is also covered. It may be a
reflection of the current health care scene that there is more
attention given to working in a more abbreviated fashion, but
this is not necessarily second best, and the chapter makes
clear how much good work can be done in a shorter time
frame than is customarily considered.

Up to this point every chapter has focused on the adult
population. However, in a life span framework, the other
ends of the chronological spectrum also must be considered.
Child psychotherapy is described by Richard J. Morris,
Huijun Li, Patricia Sánchez Lizardi, and Yvonne P. Morris.
Although the title is narrow, the conception includes adoles-
cents as well as children, and the approaches cover the
usual spectrum ranging from psychodynamic to cognitive-
behavioral, including humanistic approaches. Given the for-
mative importance of early experience, the treatment of
younger people is an important contribution to the mental
health of the population, and this chapter covers the various
indications and approaches.

At the other end of the age spectrum, the approaches to
treating the older patient are presented by Bob G. Knight,
Inger Hilde Nordhus, and Derek D. Satre. They adopt an in-
tegrative model, drawing on the usual approaches to individ-
ual treatment and adopting methods, where necessary, to the
needs of the older adult. A range of typical older adult disor-
ders are considered, and evidence about treatment ap-
proaches is considered. A specific model, the Bergen model,
is presented, along with a case example and much evidence
for the necessity and efficacy of intervention.

In each of the chapters in Part II, concerned as they all are
with psychotherapy, the picture arises of a field marked by
great heterogeneity. The value of integration is presented,
either in a specific chapter devoted to psychotherapy integra-
tion or as incorporated in many other chapters that deal with
specific populations or modalities. Each chapter presents
evidence for the approach being presented, and the picture of
an evolving and developing field, marked by great promise
and great accomplishment, is clear.

Clinical psychology is a science and a practice, and both
elements have been presented consistently throughout the
first two parts. It also is a profession, and issues that concern
the profession are the topic of Part III. It is not sufficient
for an individual to declare himself to be a clinical psycholo-
gist; rather, much training is required, and credentials are

necessary so that members of the public who wish to use the
service of professional psychologists. Concerns about the
education, training, licensing, and credentialing of clinical
psychologists are presented by Judy E. Hall and George
Hurley. The authors are prominent in the United States and
Canada, respectively, and they cover these issues as mani-
fested in their countries, as well as, to a lesser degree, in
Mexico, reflecting the recent emphasis on mobility and com-
parability of training and credentials that has characterized
these discussions.

A profession must be self-regulating and serve the inter-
ests of the public if it is to be established and accepted. One
necessary component of self-regulation is ethical practice,
and issues about ethics that relate to clinical psychology are
described by Stanley E. Jones. The APA ethics code is
generic and applies to all psychologists, but this chapter fo-
cuses on those issues that are of most concern to the clinical
psychologist. These include major ethical practice issues and
frequent problems experienced by practitioners. Familiarity
with these issues and their successful resolution are neces-
sary for the sound practitioner, and this presentation should
help to focus the potential problem areas and the models of
understanding and resolving them. 

Clinical psychology is practiced in a social context, and
the changing context has had a marked effect on the nature of
the practice. The health care marketplace in the United States
is described by David J. Drum and Andrew Sekel. Their sur-
vey is both historical and conceptual, and it traces the evolu-
tion of health care in the United States from its early stage of
self-regulation and independence to the current stage of input
from multiple stakeholders in health care delivery. The impli-
cation this has for the future is not clear, of course, but some
very educated guesses are offered, as well as the identifica-
tion of key areas of concern.

The impact of technology on clinical psychology is de-
scribed by Kjell Erik Rudestam, Ronald A. Giannetti, and
B. Hudnall Stamm. Technology clearly is a cutting-edge area
of development, and it has significant impact on clinical psy-
chology. Telecommunication technology has been used to
provide health information and intervention and for consulta-
tion and supervision across distances. There have been uses
of the computer to provide testing and psychotherapy by
computer, as well as to use it as a means of communication to
facilitate more direct services from the provider. There is a
great need for the validation of such services as well as a need
for the development of ethical guidelines that are tied to this
new method of service delivery.

Finally, we turn our attention to the future. Patrick H.
DeLeon, Kristofer J. Hagglund, Stephen A. Ragusea, and
Morgan T. Sammons explore areas of expanding roles for
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psychologists in future years. They also talk about technol-
ogy but then go on to discuss other cutting-edge areas such as
prescriptive authority and policy opportunities. As our soci-
ety evolves, the field of clinical psychology also must evolve,
and these authors lay out many possibilities for growth and
development.

Clinical psychology is an expanding science and profes-
sion, and its capacity to continue to be relevant depends on its
ability to adapt to changing social conditions, needs, and op-
portunities. We began with an account of historical factors,
attempted to provide a context for the current state of the
field, presented chapters that described these developments
in detail, and concluded with a look toward the future. Clini-
cal psychology has made major contributions to the disci-
pline of psychology and to the welfare of society, and it
shows every indication of continuing to grow and evolve
with the world about it, and, by doing so, to retain its position
at the forefront of scientific and professional developments.
We hope that we have been successful in outlining these

possibilities and that we will be witness to continued growth
and development.
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Fundamental to the science and practice of clinical psychol-
ogy is a valid diagnostic nomenclature. Clinicians and re-
searchers need a common language with which to describe
what they are treating and studying. However, the diagnosis
and classification of psychopathology has been and contin-
ues to be difficult and controversial. This chapter begins with
an overview of the nature of diagnosis and classification. The
history of the diagnosis of psychopathology is then briefly
described, including the recent editions of the American
Psychiatric Association’s (APA) diagnostic manual. Empha-
sis is given to issues of reliability, diagnostic stability, utility,
cultural biases, and validity. Major controversies of the
current diagnostic nomenclature are then discussed,
including comorbidity, bias, the categorical-dimensional
debate, and definitions of mental disorder. The chapter con-
cludes with a presentation of new methods for diagnostic
research.

ON DIAGNOSIS AND CLASSIFICATION

Folk Taxonomies

Man is by nature a classifying animal. His continued existence
depends on his ability to recognize similarities and differences
between objects and events in the physical universe and to make
known these similarities and differences linguistically. Indeed,
the very development of the human mind seems to have been
closely related to the perception of discontinuities in nature.
(Raven, Berlin, & Breedlove, 1971, p. 1210)

Raven and his colleagues used the phrase folk taxonomy to
emphasize their belief that peoples through the ages have de-
veloped taxonomies as ways of manipulating knowledge.
Although this predisposition is particularly descriptive of spe-
cialist subgroups within cultures (e.g., mental health profes-
sionals), all cultures have developed taxonomies that—even

CHAPTER 1
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across diverse cultures—nonetheless tend to take on strik-
ingly similar characteristics.

Taxonomies recognize naturally occurring groups. They
are readily identified as natural groups, at least by specialists;
accordingly, they are treated as discontinuous from each other.
This is certainly the case with psychopathology, in which such
illnesses as schizophrenia, mood disorders, substance-related
disorders, and others have been viewed as distinct from each
other as well as from psychologically healthy states for many
decades.

Taxonomies are developed for communication about
items of interest to cultural groups that are acquainted with
the properties of the items. They are, in effect, a kind of short-
hand language that concentrates useful information in the
hands of the specialists who require access to that informa-
tion. The same is true of psychiatric diagnosis, which is the
province of the mental health professionals, who daily trade
information about their patients back and forth by means of a
literature organized around diagnostic classes.

Taxonomies are also organized in a shallow hierarchy;
this means that most folk taxonomies focus on generic taxa
(categories at a low level of abstraction but not so specific as
at the species level). These categories typically comprise a set
that is memorizable (typically between 250 and 800) and
consist of mutually separate and distinctively named cate-
gories with well-understood limits. The more specific or va-
rietal the members of a genus, the more cultural importance
that genus tends to have. Thus, the DSM-IV contains around
300 diagnostic categories, and those with the greatest degree
of cultural significance—dementia praecox (schizophrenia)
in the nineteenth century and (more recently) the mood, anx-
iety, and substance use disorders—are the most ramified and
differentiated.

In other words, the traditions of modern syndromal diag-
nosis in psychiatry fit well within the limits of folk tax-
onomies as outlined by Raven and his coworkers. As clinical
psychologists, we can take comfort in our adherence to an
ancient natural scientific tradition, taxonomy. Said another
way, we are not deviating from a putative scientific norm, as
some critics of psychiatric diagnosis have alleged (e.g.,Albee,
1970; Kanfer & Saslow, 1965; Zigler & Phillips, 1961), when
we deploy diagnostic classification systems to categorize our
patients. Humans indeed are classifying animals, and we men-
tal health professionals are very human in this regard.

Natural and Prototype Categorization

Rosch (1973) developed the useful concept of nonarbitrary
natural categories, like names of colors, that form around per-
ceptually salient natural prototypes. Natural categories have

eight key attributes, which we illustrate here by using color as
the example: (a) They are partitioned—not from discrete clus-
ters but from continua (e.g., wavelength); (b) they cannot be
further reduced to simpler attributes (e.g., attributes of color
such as saturation and reflectance require a specialist’s skills
to describe and understand, and they must be specially
learned); (c) some of the examples of these categories are bet-
ter than others (e.g., true colors vs. off hues); (d) they are not
arbitrary; (e) they are easily learned by novices; (f) they at-
tract attention and are easily remembered because they are
based on properties that are more salient perceptually than
other stimuli in their domains (e.g., sky blue is more salient
than aqua, forest green is more salient than lime, snow white
is more salient than cream); (g) these salient properties of nat-
ural categories serve as natural prototypes for the organization
of more knowledge; and (h) natural categories have fuzzy (in-
distinct) boundaries, so they will ultimately encompass both
clear-cut and marginal examples. Lilienfeld and Marino
(1995) subsequently extended this analysis specifically to
psychiatric diagnosis by arguing that psychopathologic enti-
ties are Roschian or natural categories because they are parti-
tioned from the continuum of human behavior, they are
irreducible to simpler concepts, and some are better examples
of firmly bounded categories than others are.

The view that mental disorders represent natural cate-
gories complements another influential conceptualization,
prototypic categorization, first described by Cantor, Smith,
French, and Mezzick (1980). Lamenting the tendency of nu-
merous critics of psychiatric diagnosis to endorse the unhelp-
ful classification standards of what they term the classical
categorization model, Cantor and her colleagues proposed
instead a prototype categorization model.

The classical categorization model makes the following
assumptions about the items to be organized in a diagnostic
process that the prototypic categorization model does not:
(a) the presence of universally accepted criteria for class
membership (e.g., all squares have four sides, and all schizo-
phrenic individuals are autistic); (b) high agreement about
class membership among classifiers (e.g., everyone agrees on
what is a square, just as everyone agrees on who is schizo-
phrenic); and (c) within-class homogeneity of members (e.g.,
all squares look alike, and all schizophrenic persons behave
the same way). Obviously, this standard is inappropriate to
judgments of mental disorder.

Cantor and colleagues’ prototype categorization appears
to characterize far better the process of syndromal classi-
fication epitomized by DSM-III, DSM-III-R, and DSM-IV.
That approach assumes (a) correlated—not necessarily
pathognomonic—criteria for class membership, (b) high
agreement among classifiers only when classifying cases that
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demonstrate most of the correlated criteria for class mem-
bership, and (c) heterogeneity of class membership because
criteria are only correlated, not pathognomonic.

Psychiatric diagnosis and the diagnostic system look reasonably
orderly when viewed within the context of [naturalistic classifi-
cation] systems. Heterogeneity of class membership, borderline
cases, and imperfect inter- and intrajudge reliability can all be
accepted and studied as fundamental properties of the system,
rather than branded as aberrations, errors in measurement or
faulty utilization of an otherwise classical scientific system. Re-
visions in training procedures can be made to better mirror the
system as it is actually conceptualized and utilized by practicing
clinicians. (Cantor et al., 1980, p. 190)

Utility of Classification and Diagnosis

Birley (1975) suggested that diagnosis should really be
viewed as an art. He made this suggestion in the belief that
the prime challenge to both the artist and the diagnostician is
to grasp a complex and daunting slice of nature and trans-
form it into a condensed, symbolic representation in such a
way as to communicate a truth about that slice of nature.
However, diagnosis is much more often viewed as a scientific
tool. Viewing it this way, Blashfield and Draguns (1976) de-
tailed its diverse scientific purposes as follows: (a) communi-
cation, because without a consensual language, practitioners
could not communicate; (b) a means for organizing and re-
trieving information, because an item’s name is a key to its
literature and knowledge accrues to the type; (c) a template
for describing similarities and differences between individu-
als; (d) a means of making predictions about course and out-
come; and (e) a source of concepts to be used in theory and
experimentation.

The view of diagnosis as a scientific tool is best exempli-
fied in the work of members of the neo-Kraepelinian school
of American psychiatry. This group of influential thinkers
was drawn largely from psychiatry faculty at the Washington
University School of Medicine in Saint Louis and the
Columbia University College of Physicians and Surgeons in
New York. Their diagnostic research during the decades of
the 1960s and 1970s laid the groundwork for the revolution-
ary advances of the DSM-III (APA, 1980).

The neo-Kraepelinians, like their namesake, Emil
Kraepelin, endorsed the existence of a boundary between
pathological functioning and problems in living. Although
this was seen as a permeable boundary (those who exist on
one side of it sometimes cross over to the other), it was
nonetheless an important distinction to make because the
existence of pathology is an important mandate for profes-
sional attention. Second, viewing psychiatry as a branch of

medicine, the neo-Kraepelinians viewed mental illness, like
any other illness, as the purview of medicine. Mental illnesses
are real, they are diverse, and—by applying a scientific
method of discovery, the neo-Kraepelinians affirmed—they
can be affected by studies of their etiology, course, prognosis,
morbidity, associated features, family dynamics, and predis-
posing features.

DSM-I AND DSM-II

Historical Roots

Prior to the philosopher-physician Paracelsus, diagnoses were
made on the basis of presumed etiology, as when Hippocrates
rooted the illnesses he diagnosed in various imbalances of
fluxes and humors (Zilboorg, 1941). This changed with
Paracelsus’ delineation of syndromal diagnosis, with the syn-
drome defined as a group of signs and symptoms that co-occur
in a common pattern and characterize a particular abnor-
mality or disease state. To our day, syndromal diagnosis has
focused on the signs and symptoms of disease entities.
Typically, it organizes them hierarchically, by the principles
of descriptive similarity or shared symptom pictures. In
Paracelsus’ system, as well as in each succeeding step toward
the modern approach epitomized by the DSM-III (APA, 1980)
and DSM-IV (APA, 1994), the etiology of the illness was
presumed to be unknown and hence unnecessary for the diag-
nostic task.

Notable and more complete nomenclatures were subse-
quently developed, first by Thomas Sydenham (1624–1663)
and later by Francois de Sauvages (1706–1767); both devel-
oped what were for their time organized and comprehensive hi-
erarchical classification systems. Shortly afterwards Phillippe
Pinel, best known for his pioneering efforts to humanize the
care of French patients in hospitals for the insane, developed an
even more comprehensive classification system (Zilboorg,
1941). The appearance of this nomenclature coincided with the
rise of asylums for the insane, for which Pinel was partly re-
sponsible. Both Pinel’s system and the new availability of large
numbers of patients in asylums paved the way for the marked
increase in efforts to categorize psychopathology during the
ensuing nineteenth century.

Predictably, superintendents of asylums for mentally ill
patients in the nineteenth century were concerned almost en-
tirely with cases of serious and protracted psychopathology—
organic mental disorders, severe developmental disabilities,
dementia, and what we today call schizophrenia and bipolar
disorder (Nathan, 1998; Spitzer, Williams, & Skodol, 1980).
Advances in the understanding of these serious disorders
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accelerated when the German psychiatrist Karl Kahlbaum
(1828–1899) discovered the value of knowing premorbid
course and risk factors as means of predicting outcome in de-
mentia praecox (today we call the disorder schizophrenia).
Additional advances followed Kraepelin’s (1907) research on
posthospital course, clinical outcome, and treatment response
in cases of major mental illness (Zilboorg, 1941). Kraepelin
synthesized these ideas and those of his intellectual forebears
in his series called Lectures in Psychiatry, which developed
the basic outlines of the first modern taxonomy of mental ill-
nesses, from which many of our current concepts, procedures,
and technical terms have developed.

In the twentieth century, psychiatrists and psychologists
developed realms of clinical practice discrete from—and
very different from—the mental asylums, including schools,
the military services, private clinics, and other service out-
lets. Their experiences, especially during World War II, when
psychological casualties took an unexpectedly high toll
among combat personnel, required development of a nomen-
clature that provided substantially greater coverage of the
nonpsychotic conditions. Nosologies grew increasingly com-
plex in publications by the National Commission on Mental
Hygiene/Committee on Statistics of the American Medico–
Psychological Association (1917; Blashfield, 1984), the
American Psychiatric Association/New York Academy of
Medicine (APA, 1933), and especially the Veterans Adminis-
tration in the aftermath of World War II. These developments
formed the basis for the publication of the first formal nosolo-
gies sponsored by the American Psychiatric Association—
DSM-I (APA, 1952) and DSM-II (APA, 1968).

Deficiencies

The much-anticipated first edition of the Diagnostic and
Statistical Manual of Mental Disorders (DSM-I; APA, 1952)
was a pioneering comprehensive syndromal classification
system. It enabled North American mental health profession-
als, at least in principle, to employ a common diagnostic lan-
guage for the first time. At the same time, DSM-I and its like
successor, DSM-II (1968), shared serious deficiencies.

The manuals contained relatively little material. The
DSM-I contained 130 pages and fewer than 35,000 words;
DSM-II was four pages longer but contained about as many
words. As a result, they provided only brief, vague descrip-
tions of each syndrome; typically, these descriptions con-
sisted of one or two short paragraphs listing distinguishing
signs and symptoms but not detailing them. This information
proved insufficient for reliable diagnoses.

An additional problem was that the signs and symptoms
linked to each syndrome were not empirically based; instead,

they represented the accumulated clinical wisdom of the small
number of senior academic psychiatrists who had drafted
these two instruments. As a consequence, the diagnostic signs
and symptoms were often inconsistent with the clinical expe-
riences of mental health professionals working in public
mental hospitals, mental health centers, and the like.

Consequently, clinicians often failed to agree with one an-
other in assigning diagnoses based on DSM-I and DSM-II.
They often failed to agree both when they were presented
with the same diagnostic information (interclinician agree-
ment; Beck, Ward, Mendelson, Mock, & Erbaugh, 1962;
Nathan, Andberg, Behan, & Patch, 1969; Sandifer, Pettus, &
Quade, 1964) and when they were asked to reevaluate the
same patient after a short time had passed (diagnostic consis-
tency; Zubin, 1967).

Predictably, the low reliability of DSM-I and DSM-II diag-
noses affected both their validity and their clinical utility. If
clinicians could not agree on a diagnosis, it was unlikely that
they would be able to validate the diagnosis against other
measures (Black, 1971). For the same reason, they would be
unlikely to have confidence in predictions of the future course
of diagnosed disorders (Nathan, 1967) or to create the diag-
nostically homogeneous groups of patients necessary to en-
able examination of etiological or treatment issues (Nathan &
Harris, 1980).

The poor reliability and validity of diagnoses rendered ac-
cording to DSM-I and DSM-II raised ethical concerns among
some practitioners and scholars. Szasz (1960) wrote exten-
sively of the dehumanizing, stigmatizing consequences of
psychiatric labeling, ultimately concluding that the modern
constructs of psychiatric illness categories were mere myths.
Szasz’s ideas were lent empirical substance in 1973 when
Rosenhan published “On Being Sane in Insane Places.” In this
classic study, eight of Rosenhan’s peers, friends, and graduate
students self-referred to one of 12 psychiatric hospitals, com-
plaining of hearing voices. Immediately upon admission, they
ceased complaining of any abnormal perceptions and mani-
fested no other symptoms. Nonetheless, all eight were diag-
nosed as psychotic, and their subsequent behavior was
construed in conformance to that label. Summarizing his find-
ings, Rosenhan concluded, “The normal are not detectably
sane” (p. 252), a damning assertion indeed for advocates of
then-current diagnostic systems in psychiatry.

DSM-III AND DSM-III-R

The publication of DSM-III (APA, 1980) represented a sub-
stantial advance in the reliability, validity, and utility of syn-
dromal diagnosis. DSM-III-R, published in 1987, was a
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selective revision of DSM-III that retained the advances
of the 1980 instrument and incorporated generally modest
changes in diagnostic criteria that new clinical research
suggested should be a part of the diagnostic system.

Development of DSM-III

In the late 1960s, psychiatrist Robert Spitzer and his col-
leagues at the New York State Psychiatric Institute undertook
research on syndromal diagnosis that ultimately led to the de-
velopment of several structured diagnostic interviews. These
instruments were the first to have the capability of gathering
the exhaustive data on clinical signs and symptoms required
by an empirically based nomenclature. Chief among these
structured interviews were the Mental Status Schedule
(Spitzer, Fleiss, Endicott, & Cohen, 1967) and the Psychiatric
Status Schedule (Spitzer, Endicott, Fleiss, & Cohen, 1970).
Additionally, Spitzer and his colleagues developed two com-
puter programs, called DIAGNO and DIAGNO-II, that were
designed to use the clinical information gathered by the
Mental Status Schedule to assign reliable clinical diagnoses
(Spitzer & Endicott, 1968, 1969).

Diagnostic researchers at Washington University in Saint
Louis shared a parallel interest in developing more system-
atic, empirically buttressed approaches to diagnosis. They
published an article in 1972 (Feighner et al., 1972) that set
forth explicit diagnostic criteria for the 16 major disorders
about which the authors believed enough empirical data had
accumulated to ensure reliability and validity. The intent of
what came to be called the Feighner criteria was to replace
the vague and unreliable material on these disorders in the
DSM-I and DSM-II with formally organized, empirically
supported diagnostic criteria. The hope was that these
criteria could help researchers establish the diagnostically
homogeneous experimental groups that diagnostic and treat-
ment researchers were increasingly demanding. The format
of the Feighner criteria anticipated—and influenced—the
format of the diagnostic criteria subsequently adopted for
DSM-III.

In 1975, the Research Diagnostic Criteria (RDC) were
proposed. Developed jointly by the New York State Psychi-
atric Institute and Washington University groups (Spitzer,
Endicott, & Robins, 1975), the RDC were designed to permit
empirical testing of the presumed greater reliability and va-
lidity of the Feighner criteria. In fact, the reliability of the
RDC did yield substantially greater diagnostic reliability for
diagnoses of the same disorders based on DSM-II (Helzer,
Clayton, et al., 1977; Helzer, Robins, et al., 1977). This find-
ing foreshadowed the enhanced reliability of DSM-III diag-
noses a few years later.

The DSM-III diagnostic criteria, based in large part on
the RDC, constitute the nomenclature’s most significant
departure. They are designed to organize each syndrome’s
distinguishing signs and symptoms within a consistent for-
mat, so that each clinician who is called upon to use them
can define each sign and symptom the same way and
process the resulting diagnostic information in a similarly
consistent manner. Many studies of the DSM-III diagnostic
criteria have affirmed the criteria’s success in inducing sub-
stantially higher diagnostic reliability, albeit not for every
syndrome. However, as Skodol and Spitzer (1987) observed
in describing five sources of variation among raters and rat-
ings, not every factor contributing to less-than-perfect diag-
nostic reliability stems from inadequacies in the diagnostic
system.

Subject variance, as the patient’s state changes over time; occa-
sion variance, as the subject is in a different stage of the same
condition, or at least reports different information about it; in-
formation variance, as different information is obtained from the
patient as a result of different examinations; observer variance,
as raters differ in their understanding or interpretation of phe-
nomena, such as in rating blunted affect; and criterion variance,
as subjects are allocated to different classes because different
decision rules are followed. (Skodol & Spitzer, 1987, p. 15)

Around the time of publication of DSM-III, several struc-
tured and semistructured diagnostic interviews based on the
DSM-III were published in recognition of the impact on diag-
nostic reliability of information, observer, and criterion vari-
ance, all associated with the process by which diagnostic
information is gathered. The best known of these instruments is
the National Institute of Mental Health (NIMH) Diagnostic In-
terview Schedule (DIS; Robins, Helzer, Croughan, & Ratcliff,
1981), a structured interview that was taught to nonclinician in-
terviewers for use in the multisite Epidemiologic Catchment
Area (ECA) study (Regier et al., 1984). The semistructured
Structured Clinical Interview for DSM-III (SCID; Spitzer,
1983; Spitzer & Williams, 1986) was also published around the
same time. Both have been widely used, and both appear to
contribute to the enhanced diagnostic reliability of DSM-III.
These important—and in most ways unprecedented—new in-
struments and ones like them provided the data-gathering
structure both for major new epidemiological efforts (e.g.,
ECA study, Regier et al., 1984; National Comorbidity Survey,
Kessler, Sonnega, Bromet, Hughes, & Nelson, 1995) and for a
host of clinical and preclinical studies because such instru-
ments ensured the internal validity of research by helping
keep samples of human psychopathology well documented
diagnostically.
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Reliability

The earliest direct tests of the interrater reliability of DSM-III
were in the context of the field trials of the instruments that
were conducted in the late 1970s. Data from two large field tri-
als indicated that reliability was adequate but not outstanding,
with overall kappa values of .68 and .72 for chance-correct
agreement on Axis I disorders. Diagnoses for substance use
disorder, schizophrenia, and organic mental disorder were sig-
nificantly more reliable than were those for the adjustment and
anxiety disorders (Spitzer, Forman, & Nee, 1979; Williams,
Hyler, & Spitzer, 1982).

The reliability of the disorders of childhood was also exam-
ined in the DSM-III field trials; their reliability had been
problematic through the years, in part because of the change-
ability of behavior during this era in a person’s life. Field trial
studies of the reliability of criteria for the new DSM-III
childhood disorders, markedly expanded from DSM-II to
DSM-III, were disappointing—in part because of clinicians’
unfamiliarity with the radically new system (Cantwell, Russell,
Mattison, & Will, 1979; Mattison, Cantwell, Russell, & Will,
1979). However, subsequent reliability studies of childhood
disorder diagnoses attained from semistructured diagnostic
interviews based on the DSM-III criteria and translated into
Japanese (Hanada & Takahashi, 1983) and Norwegian (Larsen
& Vaglum, 1986) were more promising.

A substantial number of reliability studies of the DSM-III
and DSM-III-R diagnostic criteria have been published. In gen-
eral, these studies point to greater diagnostic stability and
greater interrater agreement for these instruments than for their
predecessors, DSM-I and DSM-II. Enhanced reliability has
been especially notable for the diagnostic categories of schizo-
phrenia, bipolar disorder, major depressive disorder, and sub-
stance abuse and dependence. The reliability of the personality
disorders, some of the disorders of childhood and adolescence,
and some of the anxiety disorders, however, has been less
encouraging (e.g., Chapman, Chapman, Kwapil, Eckblad, &
Zinser, 1994; Fennig et al., 1994; Klein, Ouimette, Kelly, Ferro,
& Riso, 1994; Mattanah, Becker, Lexy, Edell, & McGlashan,
1995), in part because of diagnostic stability problems.

Diagnostic Stability

Even though the DSM-III and DSM-III-R diagnostic criteria
markedly enhanced diagnostic reliability, diagnostic stability
continued to affect the diagnostic process because of natu-
rally occurring changes in clinical course over time. As the
research summarized in this section suggests, diagnostic sta-
bility depends both on the reliability of the diagnostic instru-
ment and on the variability of clinical course over time.

Fennig et al. (1994) investigated the 6-month stability of
DSM-III-R diagnoses in a large group of first-admission patients
with psychosis—a notably diagnostically unstable group. Af-
fective psychosis and schizophrenic disorders showed substan-
tial diagnostic stability, with 87–89% of patients remaining
in the same broad category. Stability for subtypes of these con-
ditions were less stable; only 62–86% of patients remained in
the same subcategory. Forty-three percent of these diagnostic
changes were attributed to clinical course, and the rest was
assumed to reflect the imperfect reliability of the diagnostic
process itself.

In a subsequent study of the stability of psychotic diag-
noses, Chen, Swann, and Burt (1996) examined changes
from schizophrenia diagnoses to those of other disorders and
from those of other disorders to schizophrenia in inpatients
hospitalized at an urban acute care hospital at least four times
over a 7-year period. Only 22% of patients with a schizo-
phrenia diagnosis at the beginning of the study received a dif-
ferent diagnosis during a subsequent hospitalization. Females
and patients of Hispanic origin were more likely than others
were to experience a diagnostic change from schizophrenia.
However, 33% of patients with an initial diagnosis other
than schizophrenia were later diagnosed with schizophrenia.
Males and African Americans were more likely to change to
a diagnosis of schizophrenia. These authors concluded that—
contrary to widespread belief—the diagnosis of schizophre-
nia in current practice is not static.

Coryell et al. (1994) followed up a large group of patients
initially diagnosed with major depressive disorder according
to the Research Diagnostic Criteria (Spitzer et al., 1975) at
6-month intervals for 5 years and then annually for another
3 years. During this time, most patients had at least two recur-
rences of the disorder; some had three or four. The kappa sta-
tistic was used to quantify the likelihood that patients with
psychotic, agitated-retarded, or endogenous subtypes of the
disorder in a given episode would manifest the same subtype in
subsequent episodes. The psychotic subtype showed the great-
est diagnostic stability across multiple subsequent episodes;
for all three subtypes, diagnostic stability was greater for con-
tiguous episodes than for noncontiguous episodes.

Nelson and Rice (1997) tested the 1-year stability of
DSM-III lifetime diagnoses of obsessive-compulsive disor-
der (OCD) in data from the ECA study. The temporal stabil-
ity of OCD diagnoses over the course of a year turned out to
be surprisingly poor: Of subjects in the ECA sample who met
criteria for OCD, only 19% reported symptoms a year later
that met the OCD criteria. These findings seemed to reflect an
excess of false positives for OCD on initial diagnostic exam-
ination, raising concerns about the validity of diagnoses of
other conditions reported in the ECA study.
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Mattanah and his colleagues (1995) investigated the sta-
bility of a range of DSM-III-R disorders in a group of adoles-
cent inpatients 2 years after hospitalization. Predictably,
diagnostic stability for these subjects was lower than that
for the same diagnoses in adults. Internalizing disorders
(e.g., the affective disorders) turned out to be more stable but
of uncertain reliability because of more new cases at follow-
up, whereas externalizing disorders (e.g., attention-deficit/
hyperactivity disorder; ADHD) were less stable but more re-
liable because of fewer new cases at follow-up. Surprisingly,
personality disorder clusters and substance use disorders
were both stable (53%) and reliable.

These studies of diagnostic stability emphasize the extent to
which diagnostic reliability depends on both the clarity and the
validity of diagnostic criteria, along with the inherent symp-
tom variability of particular disorders over time, as influenced
by alterations in environmental and individual circumstances.
These findings also suggest that the stability component attrib-
utable to DSM-III and DSM-III-R diagnostic criteria caused
problems for a number of diagnoses.

Utility and Validity

The developers of DSM-III addressed its predecessors’ disap-
pointing clinical validity and utility in several ways (Spitzer
et al., 1980). To begin with, the DSM-III and DSM-III-R
volumes are much larger than their predecessors—in part to
accommodate inclusion of more than three times as many di-
agnoses and in part to provide detailed information on each
syndrome along with its defining diagnostic criteria. (Criti-
cism of this proliferation of diagnoses in DSM-III is reviewed
later in this chapter.) The substantial increase in numbers of
syndromes made it easier for clinicians to locate and name
more precisely the syndromes they observed in their patients.
The information about the syndrome included in the volume
provided concise summaries of empirical data permitting en-
hanced understanding of the likely context of the syndrome
in the patient’s milieu.

Another of DSM-III’s innovations was its introduction of the
multiaxial diagnostic system, which provides for assessment of
patients along five dimensions, or axes, rather than only one.
The patient’s psychopathology was to be recorded on Axes I
and II; medical conditions impacting on the mental disorders
were to appear on Axis III; the severity of psychosocial stres-
sors that might affect the patient’s behavior was to be located on
Axis IV; and the patient’s highest level of adaptive functioning
was to be indicated on Axis V. The range of information avail-
able from multiaxial diagnosis was presumed to be more useful
for treatment planning and disposition than was the single diag-
nostic label available from DSM-I and DSM-II.

Despite these substantial changes, it has not proven to
be easy to document the enhanced validity and utility of
DSM-III. The absence of the kind of definitive, documented
etiological mechanisms, with associated laboratory findings,
by which the diagnoses of many physical disorders are
confirmed—a gold standard for comparative purposes—has
made establishing the validity of many DSM-III diagnoses a
good deal more difficult (Faraone & Tsuang, 1994). In recog-
nition of the absence of a gold standard for the validation of
clinical diagnoses, Robins and Guze (1970) proposed vali-
dating diagnoses against “internal criteria, such as consis-
tency of the psychopathological symptoms and signs, and
external criteria, like laboratory tests, genetic and family
studies, course of illness, and delimitation from other illness”
(Skodal & Spitzer, 1987, p. 18).

An editorial in The American Journal of Psychiatry by
Andreasen (1995) recalled Robins and Guze’s 1970 proposal
for validation alluded to previously, a structure that would in-
clude existing validators like clinical description and family
studies, but they add a new validator—neurophysiological
and neurogenetic laboratory tests. Although she acknowl-
edges that laboratory tests have not yet emerged as prime
sources of validation information, Andreasen nonetheless be-
lieves that psychiatry’s neuroscience base is key to the conti-
nuing evolution of validation. Specifically, she proposed “an
additional group of validators . . . to link symptoms and diag-
noses to their neural substrates (which) include molecular
genetics and molecular biology, neurochemistry, neuro-
anatomy, neurophysiology, and cognitive neuroscience . . .
(linking) psychiatric diagnosis to its underlying abnormali-
ties in DNA” (p. 162). As what follows indicates, the search
for neuronal, neurobiological, and genetic-familial valida-
tors, along with more traditional clinical and epidemiological
ones, characterizes contemporary validation attempts.

Schizophrenic Spectrum Disorders

Subsequent reports on efforts to validate the schizophrenic
spectrum disorders have utilized Andreasen’s (1995) “addi-
tional group of validators.” Thus, Gur, Mozley, Shtasel,
Cannon, and Gallacher (1994) sought to relate whole-brain
volume to clinical subtypes of schizophrenia. Magnetic reso-
nance imaging (MRI) measures of cranial, brain, and ventric-
ular and sulcal cerebrospinal fluid volume were examined in
schizophrenic men and women and healthy comparison sub-
jects. The MRI measures differentiated males from females,
including male patients from female patients, patients from
comparison subjects, and subgroups of patients based on
symptom profiles. The research revealed two patterns of neu-
roanatomic whole-brain abnormalities that differ in severity
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according to symptom differences and may reflect differen-
tial involvement of dysgenic and atrophic pathophysiological
processes.

Two studies with related goals reported data from the epi-
demiologically based Roscommon Family Study. Kendler,
Neale, and Walsh (1995) examined the familial aggregation
and coaggregation of five hierarchically defined disorders—
schizophrenia, schizoaffective disorder, schizotypal-paranoid
personality disorder, other nonaffective psychoses, and psy-
chotic affective illness—in siblings, parents, and relatives of
index and comparison probands. The aim was to determine
whether these patterns could be explained by a single under-
lying continuum of liability to the schizophrenic spectrum.
Although schizophrenia and psychotic affective illness
could be clearly assigned to the two extremes of the schizo-
phrenia spectrum, the proper placement of schizoaffective
disorder, schizotypal-paranoid personality disorder, and other
nonaffective psychoses could not be clearly made. Nonethe-
less, Kendler and his colleagues considered these results to
support the existence of a schizophrenic spectrum in which
these five disorders manifest with varying severity an under-
lying vulnerability that is strongly transmitted within fami-
lies. In a companion report, Kendler, McGuire, Gruenberg,
and Walsh (1995) found that probands with schizoaffective
disorder differed significantly from those with schizophrenia
or affective illness in lifetime psychotic symptoms as well as
in outcome and negative symptoms assessed at follow-up.
Relatives of probands with schizoaffective disorder had sig-
nificantly higher rates of schizophrenia than did relatives of
probands with affective illness. These data are consistent
with the hypotheses that schizoaffective disorder results from
the co-occurrence of a high liability to both schizophrenia
and affective illness and that DSM-III-R criteria for schizo-
affective disorder define a syndrome that differs meaning-
fully from either schizophrenia or affective illness.

Strakowski (1994) examined antecedent, concurrent, and
predictive validators of the DSM-III/DSM-III-R schizo-
phreniform disorder diagnosis. Consistent data in support of
the validity of the diagnosis as either a distinct diagnostic en-
tity or a subtype of schizophrenia or affective illness could
not be found. Instead, Strakowski concluded that these pa-
tients constitute a heterogeneous group with new-onset schiz-
ophrenia, schizoaffective disorder, and atypical affective
disorder and a small subgroup with a remitting nonaffective
psychosis.

In sum, this research on the schizophrenic spectrum disor-
ders has succeeded in validating the disorders at the two ends
of the continuum, but it has largely failed to identify distinct
validators—either clinical or neurobiological—for those dis-
orders between the extremes.

Depressive Disorders

Kendler and Roy (1995) explored links between two common
diagnostic sources of lifetime major depression—family his-
tory and personal history—and three independent validators.
Although data from personal interview and family history
agreed diagnostically at only a modest level, controlling for
presence or absence of a personal interview diagnosis of
major depression permitted family history diagnosis of the
same disorder to predict future episodes of major depression,
neuroticism, and familial aggregation of major depression sig-
nificantly. Kendler et al. (1996) applied latent class analysis to
14 disaggregated DSM-III-R symptoms for major depression
reported over the course of a year by members of more than a
thousand female-female twin pairs. Three of the seven identi-
fied classes represented clinically significant depressive
syndromes: mild typical depression, atypical depression, and
severe typical depression. Depression was not etiologically
homogeneous in this sample of twins; instead it was composed
of several syndromes at least partially distinct from clinical,
longitudinal, and familial-genetic perspectives. Both studies
by this group, then, showed a convergence of old and new val-
idators of major depression. In contrast to Kendler’s research
on the schizophrenic spectrum disorders, however, the validity
of the major depression diagnostic syndrome was consistently
supported.

Haslam and Beck (1994) tested the content and latent struc-
ture of five proposed subtypes of major depression. Analysis
of self-reported symptom and personality profiles of more
than 500 consecutively admitted outpatients with a primary
major depressive diagnosis yielded clear evidence for dis-
creteness only for the endogenous subtype; the other proposed
forms lacked internal cohesion or were more consistent with a
continuous or dimensional account of major depression.

Interface of Depression and Anxiety

Clark, Watson, and Reynolds (1995) have sought to validate
co-occurring depression and anxiety by means of a tripar-
tite model that groups symptoms of these conditions into
three subtypes: (a) largely nonspecific symptoms of general
distress; (b) the manifestations of somatic tension and arousal
that are relatively unique to anxiety; and (c) the symptoms of
anhedonia specific to depression. The validity of this model
was tested in five samples—three student samples, one adult
sample, and one patient sample—in two studies reported
in 1995. Watson, Weber, et al. (1995) used the Mood and
Anxiety Symptom Questionnaire (MASQ) along with other
symptom and cognition measures to validate these hypothe-
sized symptom groups. Consistent with the tripartite model,
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MASC Anxious Arousal and Anhedonic Depression scales
differentiated anxiety and depression well and also showed
excellent convergent validity. Watson, Clark, et al. (1995)
conducted separate factor analyses of the 90 items of the
MASQ. The same three factors (General Distress, Anhedonia
vs. Positive Affect, Somatic Anxiety) emerged in each of the
five data sets, suggesting that the symptom structure in this
domain is highly convergent across diverse samples. More-
over, the factors broadly corresponded to the symptom groups
proposed by the tripartite model.

Joiner and his colleagues provided additional support for the
validity of the tripartite model’s portrayal of anxiety and
depression. In three separate studies, they reported that the
model (a) distinguished among pure forms of depression and
anxiety, comorbid depression and anxiety, and mixed anxiety-
depression in a group of college students (Joiner & Blalock,
1995); (b) provided a good fit for data from self-report measures
of depression, anxiety, self-esteem, and positive and negative
affect completed by another group of undergraduates (Joiner,
1996); and (c) described validly the psychopathologic behavior
of a group of child and adolescent psychiatric inpatients (Joiner,
Catanzaro, & Laurent, 1996).

In an effort to validate Beck’s cognitive model of depres-
sion and anxiety (Beck, 1976, 1987), which shares important
assumptions with the tripartite model, Clark, Steer, and Beck
(1994) explored both common and specific symptom dimen-
sions of anxiety and depression proposed by both models
in groups of psychiatric outpatients and undergraduates.
Principal-factor analyses with oblique rotations on the items
of the Beck Depression Inventory and the Beck Anxiety In-
ventory revealed two correlated factors: depression and anx-
iety. Second-order factor analyses yielded a large general
distress or negative affect factor underlying the relationship
between the two first-order factors. These results are consis-
tent with both the tripartite and cognitive models, with cog-
nitive and motivational symptoms found to be specific to
depression and physiological symptoms found to be unique
to anxiety.

Using five standard measures of anxiety and depression,
Clark, Beck, and Beck (1994) compared symptom features
of four DSM-III subtypes of depressive and anxiety disorders
in a group of outpatients. Depression was distinguished by
anhedonia, cognitions of personal loss and failure, and dys-
phoric mood, whereas anxiety was characterized by specific
autonomic arousal symptoms, threat-related cognitions, and
subjective anxiety and tension. Major depression and panic
disorder were better differentiated by specific symptom mark-
ers than were dysthymia and generalized anxiety disorder.

Zinbarg and Barlow (1996) relied on a semistructured
clinical interview and a self-report battery of questionnaires

to identify central features of the anxiety disorders in a large
group of patients seeking outpatient treatment. Their results
were consistent with both the DSM-III-R and DSM-IV hierar-
chical models of anxiety and the anxiety disorders, as well as
with Beck’s and with Clark and Watson’s trait models.

Criticisms of DSM-III and DSM-III-R

DSM-III represented a major improvement in the diagnosis
of psychopathology. Nevertheless, numerous criticisms have
also been made. Discussed in the following sections are con-
cerns regarding the propagation of diagnostic labels, defini-
tion of mental disorder, promotion of the medical model, and
its atheoretical approach.

Propagation of Diagnostic Labels

The number of diagnostic labels in DSM-III totaled more than
three times the number contained within DSM-I. For this pro-
liferation of diagnostic labels, the drafters of the instrument
were severely criticized. Child clinical psychologist Norman
Garmezy (1978), for example, expressed great concern
about the marked increase in diagnoses for childhood and
adolescent conditions. He feared that this many new diag-
noses would tempt clinicians to label unusual but normal be-
haviors of childhood as pathological, thereby stigmatizing
children who were simply behaving like children. Related
concerns were expressed shortly after DSM-IV appeared.
Social workers Kirk and Kutchins (1994), for example, ac-
cused the developers of the instrument of “diagnostic imperi-
alism” by inappropriately labeling “insomnia, worrying,
restlessness, getting drunk, seeking approval, reacting to crit-
icism, feeling sad, and bearing grudges . . . (as) possible signs
of a psychiatric illness” (p. A12).

Definition of Mental Disorder

The definition of mental disorder developed for DSM-III and
retained in DSM-III-R and DSM-IV has also been widely crit-
icized. It has been viewed both as far too broad and en-
compassing of behaviors not necessarily pathological and
criticized as insufficiently helpful to clinicians who must dis-
tinguish between uncommon or unusual behavior and psy-
chopathological behavior. The definition states the following:

Each of the mental disorders is conceptualized as a clinically sig-
nificant behavioral or psychological syndrome or pattern that oc-
curs in an individual and that is typically associated with either a
painful symptom (distress) or impairment in one or more impor-
tant areas of functioning (disability). In addition, there is an
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inference that there is a behavioral, psychological, or biological
dysfunction, and that the disturbance is not only in the relation-
ship between the individual and society. (APA, 1980, p. 6)

Addressing these concerns, Spitzer and Williams (1982)
defended the definition by noting their intention to construct
a nomenclature that would cast as wide a clinical net as pos-
sible so that persons who were suffering from even moder-
ately disabling or distressing conditions would receive the
help they needed. The promise of alternative definitions of
mental disorder proposed by Wakefield (1992, 1997) and
Bergner (1997) is evaluated later in this chapter.

Promotion of the Medical Model

Schacht and Nathan (1977), Schacht (1985), and others ques-
tioned the frequent emphasis in DSM-III on disordered brain
mechanisms in its discussions of etiology as well as its appar-
ent endorsement of pharmacological treatments in preference
to psychosocial treatments for many disorders. In response,
Spitzer (1983) justified these endorsements by noting that
the DSM-III text was intended simply to reflect the state of
knowledge of etiology and treatment. Similar concerns have
been voiced about DSM-IV (Nathan & Langenbucher, 1999).

Atheoretical Approach

DSM-III and its successors were also were criticized for their
intentionally atheoretical, descriptive position on etiology.
Critics (e.g., Klerman et al., 1984) charged that this stance
ignored the contributions of psychodynamic theory toward
fuller understanding of the pathogenesis of mental disorders
and the relationships between emotional conflict and the ego’s
mechanisms of defense. Responding to these concerns in
1984 (Klerman, Vaillant, Spitzer, & Michels, 1984), Spitzer
questioned the empirical basis for the claim that psycho-
dynamic theory had established the pathogenesis of many of
the mental disorders. In the foreword to DSM-III-R (APA,
1987), Spitzer (the primary author of the foreword) noted that
the descriptive, atheoretical approach of DSM-III and DSM-
III-R reflects “our current ignorance of the etiology and patho-
genesis of most of the mental disorders” but added that “it is
not intended to inhibit or denigrate the role of etiologic theo-
ries in psychiatry” (APA, 1987, p. xxiv).

DSM-IV

The development of DSM-III and DSM-III-R was chaired
by psychiatrist Robert Spitzer. The development of DSM-IV
was given to another psychiatrist, Allen Frances, who was

given the mandates to provide a better documentation of the
empirical support for the decisions that would be made, to
improve the utility of the manual for the practicing clinician,
and to improve congruency with International Classification
of Diseases (ICD) 10.

DSM-IV Process

The principal goal of the DSM-IV process (Frances, Widiger, &
Pincus, 1989; Nathan, 1998; Nathan & Langenbucher, 1999;
Widiger & Trull, 1993) was to create an empirically based
nomenclature. To achieve this goal, a three-stage process was
used. The process began with the appointment of 13 work
groups, each consisting of four to six individuals. They covered
the anxiety disorders; child and adolescent disorders; eating dis-
orders; late luteal phase dysphoric disorder; mood disorders; the
multiaxial system; delirium, dementia, amnesia, and other cog-
nitive disorders; personality disorders; psychiatric system inter-
face disorders; psychotic disorders; sexual disorders; sleep
disorders; and substance-related disorders.

The work groups began their work by undertaking system-
atic literature reviews designed to address unresolved diag-
nostic questions. When the literature reviews failed to resolve
outstanding questions, the work groups sought clinical data
sets that might be capable of doing so; 36 reanalyses of exist-
ing patient data sets were ultimately completed. The work
groups also designed and carried out 12 large-scale field trials
involving more than 7,000 participants at more than 70 sites
worldwide.

The DSM-IV process is thoroughly chronicled in four
sourcebooks that archive literature reviews and summarize
findings from data reanalyses and field trials. The first three
(Widiger, Frances, et al., 1994; Widiger, Francis, et al., 1996;
Widiger et al., 1997) include 155 detailed literature reviews
commissioned by the DSM-IV work groups.Volume 4 (Widiger
et al., 1998) includes summaries of the results of 36 data re-
analyses completed by nine work groups, the key findings of
12 field trials, and each work group’s final report.

DSM-IV Field Trials

Although summaries of the field trials appear in Volume 4 of
the sourcebooks, nine DSM-IV field trial reports have also been
published in journals. Field trial reports on mixed anxiety-
depression (Zinbarg et al., 1994) and oppositional defiant dis-
order and conduct disorder in children and adolescents (Lahey,
Applegate, Barkley, Garfinkel, & McBurnett, 1994) appeared
in August 1994, followed later the same year by field trial re-
ports on sleep disorders (Buysse et al., 1994) and autistic dis-
order (Volkmar et al., 1994). The following year, field trial
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reports for obsessive-compulsive disorder (Foa & Kozak,
1995), somatization disorder (Yutzy et al., 1995), the mood
disorders (Keller et al., 1995), and the substance-related disor-
ders (Cottler et al., 1995) appeared. The field trial report for an-
tisocial personality disorder was published in 1996 (Widiger,
Hare, Rutherford, Corbitt, & Hart, 1996).

Most of the field trials contrasted the diagnostic sensi-
tivity and specificity of alternative sets of existing diagnos-
tic criteria—including those of ICD-10, DSM-III-R, and
DSM-III—with one or more sets of new criteria. Many ex-
plored the impact on diagnostic reliability of changes in the
wording of criteria. Some field trials also considered the di-
agnostic consequences of differing criterion thresholds and
assessed the need for additional diagnostic categories.

Symptom data from the field trial for schizophrenia and
related psychotic disorders were recently factor analyzed
(Ratakonda, Gorman, Yale, & Amador, 1998) to determine
whether the three common schizophrenic symptom domains—
labeled positive, negative, and disorganized—also encompass
the symptoms of psychotic disorders other than schizophrenia.
These domains are apparently not exclusive to schizophre-
nia; they also describe the behavior of patients with schizo-
affective disorder and primary mood disorder.

Reliability and Validity

Most data reported to date on the reliability and validity of
DSM-IV categories have come from the field trial reports.
They suggest modest increments in the reliability of a few di-
agnostic categories (e.g., oppositional defiant disorder and
conduct disorder in children and adolescents, substance
abuse and dependence) and validity (e.g., autistic disorder,
oppositional defiant disorder in childhood and adolescence).
Unfortunately, they also report no real progress in addressing
the substantial reliability problems of the personality disor-
ders, the sleep disorders, the disorders of childhood and ado-
lescence, and some of the disorders within the schizophrenic
spectrum.

The Research Diagnostic Project (RDP) at Rutgers
University has focused on diagnostic issues in substance abuse
for several years. Initial RDP studies found the reliability of
lifetime DSM-IV diagnoses of alcohol, cannabis, cocaine, and
opiate abuse and dependence to be high (Langenbucher,
Morgenstern, Labouvie, & Nathan, 1994b). The diagnostic
concordance of DSM-III, DSM-IV, and ICD-10 for disorders
involving alcohol, the amphetamines, cannabis, cocaine, the
hallucinogens, the opiates, PCP, and the sedative-hypnotics
was found to be high for severe disorders and less so for dis-
orders barely reaching diagnostic threshold (Langenbucher,
Morgenstern, Labouvie, & Nathan, 1994a). Langenbucher

and his colleagues (1997) also compared the predictive valid-
ity of four sets of dependence criteria and found the DSM-IV
criteria for tolerance and dependence to be less discriminating
than alternative criteria were. Finally, Langenbucher and
Chung (1995) traced the onset and staging of symptoms of al-
cohol abuse and dependence. They identified three discrete
stages—alcohol abuse, alcohol dependence, and accommoda-
tion to the illness—thereby supporting the construct validity
of alcohol abuse as a discrete first illness phase and alcohol
dependence as distinct from and succeeding abuse.

Three additional studies of DSM-IV reliability and validity
have also appeared. The first (Eaton, Anthony, Gallo, Cai, &
Tien, 1997) reported a 1-year incidence rate of 3.0 per 1,000 per
year for major depression in Baltimore, diagnosed according to
DSM-IV criteria; this rate was comparable to earlier estimates
that used DSM-III criteria. Two other studies explored diagnos-
tic issues raised by the personality disorders. Ball, Tennen,
Poling, Kranzler, and Rounsaville (1997) examined relations
between alcohol, cocaine, and opiate abusers’ personality dis-
orders and their responses to five- and seven-factor models
of personality (respectively, the Neuroticism, Extraversion,
Openness Personality Inventory, NEO-PI; Costa & McCrae,
1989 and the Temperament and Character Inventory, TCI;
Cloninger, Svrakic, & Przybeck, 1993). NEO-PI scales were
strongly linked with specific personality disorders and TCI
scales somewhat less so, thereby adding to the growing litera-
ture attesting to the power of personality trait dimensions to
portray personality disorder validly. On exploring differences
in clinicians’ uses of Axes I and II, Westen (1997) appeared to
have identified an additional source of the diagnostic unrelia-
bility of the personality disorders. Whereas clinicians tended to
use questions taken directly from the operational criteria to
diagnose Axis I disorders, they made Axis II diagnoses more
often by “listening to patients describe interpersonal inter-
actions and observing their behavior with the interviewer”
(p. 895). The latter practice may contribute to the unreliability
of personality disorder assessment.

Gender and Cultural Bias

Corbitt and Widiger (1995) lamented the paucity of empirical
findings on gender prevalence rates in the personality dis-
orders (PDs) that contributed to the controversy surrounding
DSM-III-R’s estimates that more women than men merit the
diagnoses of histrionic PD and dependent PD. The DSM-IV
text now avoids specifying gender prevalence rates for these
disorders. DSM-IV has also added three PDs (schizoid,
schizotypal, and narcissistic) to the three (paranoid, antiso-
cial, and obsessive-compulsive) disorders that DSM-III-R in-
dicated were diagnosed more often in males than in females.
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Corbitt and Widiger ask whether DSM-IV has unintentionally
introduced diagnostic bias in the laudable effort to combat it,
by going beyond the modest empirical data on gender preva-
lence rates for the histrionic and dependent PDs. Hartung and
Widiger (1998) consider the question of gender prevalence
rates in DSM-IV diagnoses more generally. Although conclu-
sions about these rates were informed by data from several
sources—the field trials, existing data sets, and systematic lit-
erature reviews—they could possibly have been compro-
mised by sampling biases (e.g., disproportionate numbers of
one or the other gender in sample populations) or biases
within the diagnostic criteria themselves (e.g., lack of gender
neutrality in criteria sets). Hartung and Widiger claim that as
a result, DSM-IV may retain vestiges of the gender-based bias
that characterized its predecessors.

Criticisms of DSM-IV

There is general agreement on the strong empirical base that
underlies DSM-IV. Yet even persons most involved in the
development of the instrument acknowledge limitations on
full utilization of the extensive empirical database because of
unavoidable, biased, or misleading interpretations of the data
(e.g., Kendler, 1990; Widiger & Trull, 1993).

Responding to criticisms that professional issues overshad-
owed scientific ones in the creation of DSM-IV (e.g., Caplan,
1991; Carson, 1991), Widiger and Trull (1993) defended atten-
tion to issues of utility that sometimes preempted issues of va-
lidity, such as when a valid diagnosis is de-emphasized because
so few patients meet its criteria. Nonetheless, even though
these authors admitted that the DSM-IV task force had to be
sensitive to a variety of forensic, social, international, and pub-
lic health issues, they saw the result as largely an empirically
driven instrument. They also expected many of the decisions
made during development of the instrument to continue to be
debated, in part because the database for these decisions was
often ambiguous or inadequate.

The lead review of DSM-IV in the American Journal of
Psychiatry was written by Samuel Guze (1995), a key figure in
the development of DSM-III.Although it was largely positive,
Guze’s review (1995) expressed concern that many DSM-IV
diagnostic conditions failed to meet Robins and Guze’s (1970)
criteria for diagnostic validity. He criticized the apparent
proliferation of less than fully validated diagnostic entities,
a theme others (e.g., Grumet, 1995; Kirk & Kutchins, 1992,
1994) have also sounded. To this concern, Pincus, First,
Frances, and McQueen (1996) note that although DSM-IV
contains 13 diagnoses not in DSM-III-R, it has eliminated
eight DSM-III-R diagnoses, for a net gain of only five.

CONTINUING DIAGNOSTIC CONTROVERSIES

DSM-IV is a notable improvement over the prior editions of
the APA diagnostic manual. Nevertheless, many diagnostic
controversies remain. Discussed in the following sections are
issues concerning excessive comorbidity, biases in diagnosis,
the debate over categorical versus dimensional models, and
new definitions of mental disorder.

Comorbidity

In a conceptual consideration at diagnostic comorbidity,
Klein and Riso (1993) revisited two fundamental issues:
whether disorders are discrete and natural classes or artifi-
cial categories created by the establishment of arbitrary cut-
offs on a continuum and whether categorical or dimensional
models of psychopathology better capture the essence of psy-
chopathology. (We review research on the first of these issues
in this section and research on the second later.) A phenome-
non that is pervasive in clinical research is that patients and
community participants rarely meet diagnostic criteria for
just one mental disorder, contrary to the intentions of the au-
thors of the diagnostic manual to develop criteria sets that
lead to the identification of one single pathology. Klein and
Riso listed six conceptual and statistical methods that could
be used to demonstrate the existence of discrete boundaries
between disorders and 11 possible explanations for diagnos-
tic co-occurrences; they ultimately concluded that even these
sophisticated methods may not properly account for all in-
stances of comorbidity.

Evaluating the impact of high rates of comorbidity on clin-
ical practice and research design in a large sample of young
adults, Newman, Moffit, Caspi, and Silva (1998) concluded
that groups that underrepresent comorbidity (e.g., student
samples) probably also underestimate effect sizes for rela-
tions between a disorder and its correlates (e.g., physical
health problems, interference with daily living, use of treat-
ments, etc.), whereas groups that overrepresent comorbidity
(e.g., clinical samples) overestimate effect sizes.

Concerns about the nature and extent of comorbidity led to
the development of the National Comorbidity Survey (NCS),
a nationwide stratified multistage survey of the U.S. popula-
tion from 15 through 54 years of age. In an initial NCS report,
Blazer, Kessler, McGonagle, and Swartz (1994) reported
higher 30-day and lifetime prevalence estimates of major
depression than the estimates reported in the ECA study
and confirmed the high rates of co-occurrence between major
depression and a range of other mental disorders. Kessler
et al. (1995) examined the prevalence and comorbidity of
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DSM-III-R posttraumatic stress disorder (PTSD) in a second
NCS article. PTSD was strongly comorbid with other lifetime
DSM-III-R disorders in both men and women—especially
the affective disorders, the anxiety disorders, and the sub-
stance use disorders. In another NCS report, Magee, Eaton,
Wittchen, McGonagle, and Kessler (1996) reported that life-
time phobias are highly comorbid with each other, with other
anxiety disorders, and with affective disorders; they were
more weakly comorbid with alcohol and drug dependence. As
with major depression, comorbid phobias are generally more
severe than pure phobias.

Four additional comorbidity studies all investigated the
frequent co-occurrence of substance-related and other psychi-
atric disorders. Two (Hudziak et al., 1996; Morgenstern,
Langenbucher, Labouvie, & Miller, 1997) explored links
between PDs and substance abuse; a third (Brown et al., 1995)
traced the clinical course of depression in alcoholics; the fourth
(Fletcher, Page, Francis, Copeland, & Naus, 1996) investigated
cognitive deficits associated with long-term cannabis use. All
confirmed that substance abuse and the PDs—especially bor-
derline and antisocial PD—co-occur at high frequency, as does
substance abuse and mood disorder as well as long-term sub-
stance abuse and cognitive dysfunction.

Reflecting recent clinical interest in comorbid mental and
physical disorders, Sherbourne, Wells, Meredith, Jackson,
and Camp (1996) reported that patients with anxiety disorder in
treatment for chronic medical conditions like hypertension, di-
abetes, or heart disease functioned at levels lower than those of
medical patients without comorbid anxiety. These differences
were most pronounced in mental-health-related quality-of-life
measures and when anxiety rather than depression was comor-
bid with the chronic medical conditions. A study with related
aims (Johnson, Spitzer, Williams, Kroenke, & Linzer, 1995)
reported that many of the primary care medical patients they
studied also suffered from alcohol abuse or dependence;
nearly half also had other co-occurring mental disorders. Al-
though the substance abusers reported poorer health and greater
functional impairment than did primary care patients without
any mental disorders, they were less impaired than were
patients who were diagnosed with mood, anxiety, eating, or
somatoform disorders.

O’Connor, McGuire, Reiss, Hethering, and Plomin (1998)
attempted to fit adolescent and parent reports and observa-
tional measures of depressive symptoms and antisocial be-
havior from a national sample of 720 same-sex adolescents to
behavioral genetic models to determine the respective genetic
and environmental influences on individual differences in
and co-occurrence of the two psychopathological behav-
iors. Approximately half the variability in the depressive

symptoms and antisocial behaviors could be attributed to
genetic factors, although shared and nonshared environmen-
tal influences were also significant.

Reflecting another major societal concern, a 1996 issue
of Archives of General Psychiatry featured five reports
on the co-occurrence of violence and mental illness (Eronen,
Hakola, & Tiihonen, 1996; Hodgins, Mednick, Brennan,
Schulsinger, & Engberg, 1996; Jordan, Schlenger, Fairbank,
& Caddell, 1996; Teplin, Abram, & McClelland, 1996;
Virkkunen, Eggert, Rawlings, & Linnoila, 1996). Summariz-
ing the principal findings from these studies, Marzuk (1996)
observed that this relationship “appears strongest for the se-
vere mental illnesses, particularly those involving psychosis,
and it is increased by the use of alcohol and other psycho-
active substances” (pp. 484–485). Results from a 26-year
prospective study of a 1966 Finnish birth cohort (Tiihonen,
Isohanni, Rasanen, Koiranen, & Moring, 1997) supported
the same conclusions: Risk for criminal behavior was sig-
nificantly higher among persons with psychotic disorders,
especially persons suffering from alcohol-induced psychoses
or schizophrenia and coexisting substance abuse.

Overall, the extensive research on comorbidity to date
has confirmed both the identity of the disorders most commonly
comorbid (e.g., substance-related disorders, personality disor-
ders, depression, anxiety) and comorbidity’s substantial adverse
social, physical, psychological, and psychiatric consequences.

Diagnostic Bias

Diagnostic biases based on race and gender have recently been
confirmed. Garb (1997) concluded that African American and
Hispanic patients are less likely than Caucasians are to be di-
agnosed with psychotic mood disorder and more likely to be
diagnosed with schizophrenia despite comparable symptoms.
Becker and Lamb (1994) reported that females are more likely
to be diagnosed with histrionic personality disorder than are
males, whereas males are more likely than females are to be
diagnosed with antisocial personality disorder despite equiva-
lent symptoms. Depression is also diagnosed more often in
women than it is in men, even when symptoms of mood disor-
der are comparable across the genders (Potts, Burnam, &
Wells, 1991). Gender also influences the differential diagnosis
of major depression and organic mental disorder (Wrobel,
1993). Both male and female clinicians show these gender-
based diagnostic biases (Adler, Drake, & Teague, 1990).

An important question for future research is the source
and nature of these apparent biases. Biases can be inherent to
a diagnostic nomenclature (e.g., the presence of a particular
diagnosis could reflect cultural biases within the organization
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that constructed the nomenclature), or they could be confined
to the diagnostic criteria (i.e., the disorder does in fact exist
but the criteria set is biased against a particular ethnic or gen-
der group), clinicians’ applications of the criteria set, or in-
struments of assessment. Biases in assessment are discussed
in more detail within volume 10 (devoted entirely to the topic
of assessment) of this series.

The Categorical-Dimensional Debate

Categorical versus dimensional classification first became a
matter of concern when DSM-III more than doubled the num-
ber of diagnoses included in its predecessors. As diagnoses
proliferated with DSM-III and DSM-IV, the frequency of co-
morbidity substantially increased, causing clinicians to ask
whether the comorbidity that resulted represented the co-
occurrence of two or more separate mental disorders or a
single disorder that had simply been labeled in different
ways. As a consequence, the advantages and disadvantages of
dimensional and categorical approaches to personality and di-
agnosis has begun to be debated and explored extensively
(e.g., Clark, Livesley, & Morey, 1997; Clark, Watson, &
Reynolds, 1995; Klein & Riso, 1993; Widiger, 1997b). The
focus of these efforts has been primarily on the personality
disorders, in which symptom overlap is greatest, but the is-
sues and proposals apply to other sections of the manual as
well. For example, Watson and Clark (1995), Watson, Clark,
et al. (1995), and Watson, Weber, et al. (1995) have explored
dimensions that underlie depression and anxiety. Some of that
research has already been considered previously, in our re-
view of efforts to validate DSM-III and DSM-III-R diagnoses.
The research has also been reviewed extensively by Mineka,
Watson, and Clark (1998), as well as by Clark (2000).

According to Clark (1999), dimensional approaches to
personality disorder (a) are theoretically consistent with the
complexity of symptom patterns that is observed clinically,
(b) increase reliability, (c) are theoretically consistent with
the observed lack of discrete boundaries between different
types of psychopathology and between normality and psy-
chopathology, and (d) provide a basis for understanding
symptom heterogeneity within diagnoses by retaining infor-
mation about component trait levels.

Clark (1999) distinguished between two different dimen-
sional approaches to the personality disorders. The first, rooted
in the traditional categorical system, conceptualizes each sep-
arate disorder as a continuum, so that in principle any patient
could exhibit different levels of traits of several personality
disorders. The alternative is the trait dimensional approach, in
which assessment aims to create a profile of the personality
traits that underlie the disorder. Although several instru-

ments that reflect the higher order factors describing normal
personality have proven useful for studying relations between
personality and personality disorders (e.g., Widiger, 1993),
only recently have instruments been developed specifically
for the purpose of tapping into the lower order traits relevant
to personality disorders. These include the 15-dimension
Schedule for Nonadaptive and Adaptive Personality (SNAP;
Clark, 1993) and the 18-dimension Dimensional Assessment
of Personality Pathology–Basic Questionnaire (DAPP-BQ;
Livesley, 1990).

In unpublished research by Clark and her colleagues rela-
ting diagnostic and trait dimensional approaches to personality
disorder (Clark, 1999), two patient samples were interviewed
with the Structured Interview for DSM-III-R Personality
Disorders–Revised (SIDP-R; Pfohl, Blum, Zimmerman, &
Stangl, 1989) and completed the SNAP. Multiple correlations
between SNAPscales and diagnostic interview scores revealed
a great deal of common variance: The information in a SNAP
profile enabled prediction of between one quarter and three
quarters of the variance in the interview-based diagnostic rat-
ings, suggesting that the trait dimensions assessed by the SNAP
underlie clinical ratings of personality pathology. These find-
ingsareespecially impressive inviewofdata reviewedbyClark
et al. (1997) to the effect that obtaining convergent validity for
measures of PD assessment has been extremely difficult.

It is widely believed that categorical and dimensional models are
inherently incompatible, and that one must choose between them.
In actuality, however, it is more accurate to describe these mod-
els as existing in a hierarchical relation to one another, with
dimensions being the blocks from which categories may be built.
(Clark et al., 1997, p. 206)

O’Connor and Dyce (1998) recently reviewed the clinical
data supporting the several models of PD configuration. They
found moderate support for the DSM-IV dimensions and
Cloninger’s (1987) tridimensional theory, and they found
stronger support for the five-factor model (Widiger, Trull,
Clarkin, Sanderson, & Costa, 1994) and Cloninger and
Svrakic’s (1994) empirically derived seven-factor model. On
balance, they concluded that four of the five factors within
the five-factor model explain the bulk of the variance associ-
ated with PD. Unfortunately, these authors failed to include
in their comparisons either the tripartite model or the trait di-
mensional approaches characterized by the SNAP and the
DAPP-BQ. The integration of the SNAP and DAPP-BQ
models with the five-factor model has been demonstrated in
studies by Clark and Reynolds (2001) and Clark and Livesley
(1994). However, although impressive progress has been
made in recent years in amassing conceptual and historical
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support for dimensional versus categorical approaches to the
personality disorders and other overlapping psychopatholog-
ical entities, the ultimate utility of the trait dimensional ap-
proach will not be known until substantially more research
data have been gathered that demonstrate empirically the ad-
vantages of this approach to these disorders.

New Definitions of Mental Disorder

As previously indicated, a continuing criticism of DSM-III
and DSM-IV has been their definition of mental disorders,
which critics have seen as so broad and all-encompassing
as to include many nonpathological behaviors within its
purview. As a result, alternative definitions have been pro-
posed. Two of the most widely discussed of these are briefly
reviewed here.

Wakefield’s Harmful Dysfunction

Wakefield first defined mental disorder as harmful dysfunc-
tion in 1992 and in subsequent publications (e.g., 1997,
1999a, 1999b) defended and clarified the definition. To Wake-
field, whether a condition is harmful requires a value judg-
ment as to its desirability or undesirability, and dysfunction
refers to a system’s failure to function as shaped by processes
of natural selection.

A condition is a mental disorder if and only if (a) the condition
causes some harm or deprivation of benefit to the person as
judged by the standards of the person’s culture (the value crite-
rion), and (b) the condition results from the inability of some
mental mechanism to perform its natural function, wherein a nat-
ural function is an effect that is part of the evolutionary explana-
tion of the existence and structure of the mental mechanism
(the explanatory criterion). (Wakefield, 1992, p. 385)

Bergner (1997), however, has argued that Wakefield’s
harmful dysfunction conceptualization requires clinicians to
make judgments about patients’ mental mechanisms and that
many such judgments cannot reliably be made. Lilienfeld and
Marino (1995, 1999) also take issue with Wakefield’s defini-
tion. They argue that many mental functions are not direct evo-
lutionary adaptations but are instead neutral by-products of
adaptations. They also note that the concept of the evolution-
arily designed response neglects the fact that natural selection
often produces extreme behavioral variability across individ-
uals and that many disorders that have achieved consensus are
best portrayed as evolutionarily adaptive responses to danger,
threat, or loss.

Disagreeing, Spitzer (1997) calls Wakefield’s construct
a “brilliant breakthrough” (p. 259) because it emphasizes

that what is not working in the organism is the function that
we expect to be present and in operation by virtue of evolu-
tion and selection. Richters and Hinshaw (1997) also laud
Wakefield’s construct, even though they acknowledge that it
requires a thorough knowledge of internal, neurobiological
operations as well as value judgments about external, social
data—both requirements that are difficult to satisfy.

Bergner and Ossorio’s Significant Restriction

Claiming that consensus on a definition of psychopathology
has not been achieved despite years of trying, Bergner (1997)
concluded that this situation has seriously affected efforts to
study psychopathology, to treat it, and to deal with its social
consequences. He endorsed a definition of psychopathology
previously proposed by Ossorio (1985): Psychopathology is
best defined as “significant restriction in the ability of an
individual to engage in deliberate action and, equivalently,
to participate in available social practices” (Bergner, 1997,
p. 246). This definition “meets the intellectual criteria that an
adequate definition represent a non-empirical articulation of
the necessary and sufficient conditions for correct application
of a concept, and that it successfully discriminate instances of
a concept from non-instances.” 

Comparing Bergner’s definition to his own (Wakefield,
1992), Wakefield (1997) concluded that it is neither neces-
sary nor sufficient to define a disorder. Its most serious prob-
lem is its overinclusiveness: Many restrictions on deliberate
action are imposed in normal mental functioning. By con-
trast, Wakefield understandably affirmed that his own
harmful dysfunction analysis, criticized by Bergner (1997),
adequately discriminates between disorder and nondisorder.
Spitzer (1997), whose own attempt to define mental disorder
is represented by DSM-III (APA, 1980) and its successors,
admitted to fatigue at efforts to define psychopathology and
expressed uncertainty over the value of a consensus defini-
tion. He wrote that the Bergner-Ossorio definition simply
“muddles the issues,” whereas he lauded Wakefield’s harm-
ful dysfunction conceptualization as a “brilliant break-
through” because it clarifies important underlying issues
(p. 259). Although Widiger (1997a) was pleased that Bergner
addressed the fundamental issues and principal difficulties in
defining mental illness, he agreed with others that the
Bergner-Ossorio definition of mental disorder ultimately will
not be more successful than earlier efforts were. A major rea-
son is the absence of distinct boundaries between either
physical disorders or normality for the construct proposed—
an attraction for a scientist like Widiger who has espoused di-
mensional approaches to some forms of psychopathology.
Finally, Nathan (1997) took issue with Bergner’s statement
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that a consensus on a definition of mental disorder does not
exist, in view of the widespread acceptance of the value of
DSM-IV and its predecessors by mental health professionals.
Moreover, Nathan (1997) noted, however attractive Bergner’s
construct may be, in the final analysis, data on utility—absent
to this time—will be the ultimate arbiter of the construct’s
worth.

In a subsequent expansive articulation of his position,
Bergner (in press) restated and defended his conception of
pathology as behavioral disability or functional impairment,
concluded that it unifies theoretically divergent explanations
of psychopathology, offered a consequent model of integra-
tive psychotherapy, and weighed the considerable scientific
and clinical implications of this integrative framework.

NEW QUANTITATIVE METHODS FOR
DIAGNOSTIC AND CLASSIFICATION RESEARCH

The advanced quantitative techniques described in this sec-
tion of the chapter increasingly have been brought to bear on
problems of diagnosis and classification. The success to date
of these efforts suggests even greater use of these approaches
in the future.

Event-History Analysis

Event-history techniques such as survival-hazard analysis (Cox
& Oakes, 1984; Singer & Willett, 1991) appear to hold great
promise for all levels of nosologic analysis—subcriterion, crite-
rion, and composite algorithm—for which longitudinal data are
available. To date, survival-hazard analysis has been applied to
both the onset of depression, alcoholism, marijuana use, and
other mental disorders at the syndrome level (e.g., Burke,
Burke, Rae, & Regier, 1991) and the individual symptom
level (Langenbucher & Chung, 1995; Martin, Langenbucher,
Kaczynski, & Chung, 1996; Rosenberg & Anthony, 2001). 

Survival methods generate two kinds of functions. The
survival function estimates the proportion of individuals
(cases) at each point in time to have escaped (survived) the
onset of an index event such as the emergence of a psycho-
logical symptom or syndrome. Survival curves with steep
slopes represent events that tend to occur relatively early;
gradual slopes indicate that the events have occurred later.
The hazard function estimates the likelihood that a case that
has not yet experienced an event will do so during that pe-
riod. An advantage of survival-hazard analysis for noso-
logic research on illness onset and symptom staging is its
capacity to accommodate cases that have not yet developed
the problem (so-called right-censored data); other methods

only use data from frankly ill or fully symptomatic subjects
with (presumably) more severe illnesses. Another advan-
tage is that survival-hazard analysis shows changes in risk
and onset patterns across time rather than revealing only a
cross-sectional view. The method produces a graphic plot of
case survival and hazard, an intuitive and appealing mode
of presenting data that often highlights relationships—such
as symptom clusters or stages (e.g., Langenbucher &
Chung, 1995)—that are otherwise obscure.

Item Response Theory

Item response theory (IRT) focuses on the distribution of in-
dividuals’ response patterns for a given set of items and offers
the researcher a choice of models for understanding item
or criterion behavior (Hambleton, Swaminathan, & Rogers,
1991).

The two-parameter logistic IRT model appears most rele-
vant to the situation in which diagnostic symptoms are as-
sessed by structured interview. Two-parameter IRT obtains
estimates of each symptom’s discrimination and threshold
parameters. An item’s discrimination is its ability to distin-
guish subjects with levels of the latent trait (the underlying
dimension of illness severity) above or below the item’s
threshold. An item’s threshold is the point on the underlying
dimension or trait at which 50% of respondents endorse the
item (i.e., report that they have the symptom). Threshold is
therefore closely related to the construct of item difficulty in
classical psychometrics. Discrimination and threshold, called
the a and b parameters, respectively (Hambleton et al., 1991),
can be presented graphically as an item response function
or IRF. Plotted for each item or symptom, the IRF is an
S-shaped normal ogive function that shows the probability
that the symptom will be endorsed at each level of the latent
trait. IRFs express discrimination as slope (gradually sloping
IRFs indicate items with low discrimination and steeply slop-
ing IRFs indicate items with high discrimination) and express
threshold as horizontal displacement on the latent trait axis
(IRFs displaced far to the right indicate items with high
threshold and IRFs displaced to the left indicate items with
low threshold). IRFs can be used to construct a scale that pro-
vides a parsimonious assessment of individual respondents’
positions on the underlying or latent dimension. An opti-
mally constructed scale consists of items with discrimination
greater than 1.0 and thresholds relatively evenly dispersed
from low to high, in order to cover the full range of the un-
derlying dimension.

Two-parameter IRT appears especially useful for under-
standing patterns of responses to structured or semistruc-
tured diagnostic interviews. In this situation IRT assumes
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unidimensionality of the underlying dimension of psy-
chopathology, requiring a preliminary stage of factor analysis
to ensure that the diagnostic questions can be adequately mod-
eled by a single underlying dimension—for example, depres-
sion,cognitivedisorganization,andsoforth.This isa limitation
of the method because unidimensionality is a firm requirement
for IRT.Although they are not yet widely used at this time, IRT-
based analyses are powerfully heuristic and are beginning to
surface in analyses of both discrete diagnostic instruments—
for example, Cooke and Michie’s (1997) analysis of the Hare
Psychopathy Checklist–Revised (Hare, 1991) and Kirisci,
Moss, and Tarter’s (1996) analysis of the Situational Confi-
dence Questionnaire (Annis & Graham, 1987)—and DSM-IV
diagnostic criteria themselves (Langenbucher et al., 2000).

Latent Class Analysis

Latent class analysis (LCA; McCutcheon, 1987) has been
used to explore naturally occurring subtypes within a previ-
ously homogeneous collection of cases. LCA has much in
common with and can be viewed as a categorical form of
conventional factor analysis.

Different symptom profiles exist even for members of
the same diagnostic category—for example, some alcoholics
complain principally of physiological symptoms, whereas
others experience loss of control, just as some schizophren-
ics complain of dramatic positive symptoms, whereas others
are withdrawn, with predominantly negative symptom pro-
files. LCAassumes that these different profiles are the result of
the presence within the diagnostic group of a limited number
of mutually exclusive subtypes or latent classes, each with
its own characteristic symptom profile. LCA identifies the
structure and number of these latent classes by maximizing
goodness of fit across models with different numbers and com-
position of latent classes. Results of LCAinclude membership
probabilities—a statement of the expected prevalence of each
latent class within the data set—and symptom endorsement
probabilities (SEPs), which reflect the likelihood that a mem-
ber of a particular class will endorse an item or symptom as
present.

Although it is quite new, LCA has generated a great deal
of excitement in subtyping research because it creates strong,
falsifiable models. It has been applied successfully to studies
of the latent classes of alcoholism (Bucholz et al., 1996), eat-
ing disorders (Bulik, Sullivan, & Kendler, 2000), depression
(Chen, Eaton, Gallow, & Nestadt, 2000), and social phobia
(Kessler, Stein, & Berglund, 1998), among other types of
mental disorder. Bucholz et al.’s (1996) study underlined the
centrality of substance-specific withdrawal in alcoholism and
of nosologic instability—issues that have been a matter of

debate for several decades. Kessler et al.’s (1998) study
showed that social phobia is actually a conglomerate of two
separate fear types—pure speaking fear versus more diffuse
social fear—based on performance and interactional anxiety.

Taxometric Analyses

Meehl and his colleagues have developed a variety of statistical
techniques, coined taxometrics, for exploring the latent struc-
ture of psychological constructs. These techniques are statisti-
cal procedures that analyze relationships within and between
variables that would be uniquely indicative of latent classes, re-
ferred to as taxons (Meehl, 1995; Widiger, 2001).

One of the first taxometric techniques was maximum co-
variance analysis or MAXCOV (Waller & Meehl, 1998).
MAXCOV permits investigation of relationships among sev-
eral fallible but valid indicators of a disorder. Two indicators
are correlated with one another across groups identified by
the scores obtained on the indicators. For example, two of the
diagnostic criteria for a major depressive disorder could be
correlated with one another in persons with only one, two,
three, four, or more of the remaining diagnostic criteria for
depression. The analyses are repeated using two other diag-
nostic criteria and are repeated again and again until all
possible pairs of indicators have been correlated with one an-
other. The average distribution of correlations is then ob-
tained. If the distribution of averaged correlations lies flat
along the levels of the other indicators, then the distribution
is said to be consistent with a continuous, dimensional vari-
able; if there is a clear peak in the distribution of correlations,
then the distribution is said to be consistent with a categorical
variable.

Additional taxometric techniques include mean above
minus mean below a cut (MAMBAC; Waller & Meehl, 1998),
maximum eigenvalue (MAXEIG; Waller & Meehl, 1998), and
latent mode factor analysis (L-MODE; Waller & Meehl, 1998).
MAXEIG is a multivariate generalization of MAXCOV. Like
MAXCOV, MAXEIG examines the degree of covariation be-
tween indicators along successive points along another indica-
tor. However, whereas MAXCOV considers the covariance
between a pair of indicators, MAXEIG considers the eigen-
value (the multivariate analogue of covariance) of the first
principal factor of the matrix of all remaining indicators.

MAMBAC creates a series of cuts along one indicator and
examines differences in scores on a second indicator for cases
falling above and below each cut. If the latent structure is tax-
onic, a plot of these differences should be peaked (suggesting
the presence of an optimal cutting score). If there are no
underlying latent class taxons, then the plot should take
on a dish-shaped curve that would be characteristic of a
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dimensional latent structure. L-MODE works by factor ana-
lyzing all available indicators and examining the distribution
of scores on the first principal factor. If the construct is taxonic,
factor scores should be bimodally distributed; if the construct
is dimensional, factor scores should be unimodally distributed.

Most researchers use more than one taxometric analysis in
any given study because the consistency of findings across
different taxometric techniques is considered to be most in-
formative. These techniques have been used in many diag-
nostic studies, including studies of the latent class structure of
depression (Haslem & Beck, 1994; Ruscio & Ruscio, 2000),
schizotypia (Lenzenweger & Korfine, 1992), and dissociation
(Waller, Putnam, & Carlson, 1996; Waller & Ross, 1994).

Receiver-Operator Characteristic Analysis

Typically, DSM-III, DSM-III-R, or DSM-IV diagnoses are
entered if a patient meets some minimum number of
symptoms—three of a possible nine for a diagnosis of
substance dependence, five of a possible nine for a major de-
pressive episode. A shortcoming of the DSM tradition, how-
ever, has been the promulgation of these clinical thresholds or
cut points in an essentially arbitrary way, as the result of expert
consensus rather than empirical research. Receiver-operator
characteristic (ROC) analysis represents an attractive alterna-
tive to this arbitrary approach because it is capable of suggest-
ing symptom thresholds with optimum points of balance
between diagnostic sensitivity and specificity (Hsiao, Bartko,
& Potter, 1989)

At each possible cut point—one of seven possible symp-
toms, two of seven, three of seven, and so on—ROC plots di-
agnostic sensitivity (the proportion of ill cases diagnosed as ill)
against specificity (the proportion of well cases diagnosed as
well) in a simple bivariate space, so that the effect on diagnos-
tic positivity and base rates of setting the cut point at different
levels can be studied. A refinement, quality ROC (QROC;
Clarke & McKenzie, 1994) compares different ROC curves
for different symptom combinations, identifying threshold
levels of particular symptom combinations that are more effi-
cient than others.Although they are not yet widely used, ROC-
based methods have begun to show substantial promise for
selecting symptom thresholds and profiles that are most sensi-
tive to cases of true illness. For example, Cassidy, Chapman,
Kwapil, Eckblad, and Zinser (2000) have validated a proposed
algorithm for mixed bipolar episode that requires two of a pos-
sible six dysphoric symptoms and Mota and Schachar (2000)
developed, with ROC-based methods, specific combinations
of ADHD symptoms; these combinations were two to three
times more efficient than were stock DSM-IV algorithms in
discriminating hyperactive from normal children.

A FINAL WORD

Although we have worked hard to ensure that this chapter ac-
curately reflects the problems—substantial, controversial, and
perplexing—that continue to burden syndromal diagnosis, we
have worked just as hard to represent the extensive empirical
support for the validity of DSM-IV (APA, 1994). Neverthe-
less, few would disagree that substantial improvement will
have to be made to the processes as well as the conceptual un-
derpinnings of syndromal diagnosis more generally. We have
suggested both some of the problems that must be faced and
some of the research methods that will be deployed to address
these problems if such substantial improvement in the perfor-
mance of our diagnostic systems is, in fact, to be gained.

We are confident that very significant improvements in the
reliability, external validity, coverage, and cultural coherence
of our diagnostic systems will be made in DSM-V and its suc-
cessors because nosology is a maturing field widely and
rightly viewed as crucial to the development of the mental
health sciences generally. It is possible that DSM-IV’s succes-
sors will take a very different form and perhaps even be based
on a completely different set of underlying assumptions, such
as a dimensional rather than categorical view of mental illness.
Nonetheless, it is also true that DSM-IV’s current categorical
structure conveys in easily accessible form valuable informa-
tion on etiology, epidemiology, psychopathology, associated
features, and treatment of most forms of human psycho-
logical suffering. The organization of the chapters that follow
in this text attests to the utility and validity of this nomencla-
ture, even though virtually every chapter author, if asked,
could readily volunteer his or her own concerns with the
present system.
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From the time that modern views of mental illness emerged
in the late eighteenth and early nineteenth centuries, signifi-
cantly less attention has been given to mental health problems
in children than it has to problems in adults (Rie, 1971). Even
today there are far fewer categories for diagnosing mental
disorders in children, and these categories vary in their sensi-
tivity to developmental parameters and context. Current
knowledge of child and adolescent disorders is compromised
by a lack of child-specific theories, by an unsystematic ap-
proach to research (Kazdin, 2001), and by the inherent con-
ceptual and research complexities (Kazdin & Kagan, 1994),
which may explain why there are far fewer empirically sup-
ported treatments for children than for adults (Chambless &
Ollendick, 2001). Despite these caveats, tremendous ad-
vances have been made over the last decade (Mash &
Barkley, 1996; Mash & Wolfe, 2002; Rutter & Sroufe, 2000).

New conceptual frameworks, new knowledge, and new re-
search methods have greatly enhanced our understanding of
childhood disorders (Cicchetti & Cohen, 1995; Sameroff,
Lewis, & Miller, 2000) as well as our ability to assess and
treat children with these problems (Mash & Barkley, 1998;
Mash & Terdal, 1997b).

We begin with a discussion of the significance of children’s
mental health problems and the role of multiple interacting
influences in shaping adaptive and maladaptive patterns
of behavior. Next we provide a brief overview of disorders of
childhood and adolescence and related conditions as de-
fined by current diagnostic systems (American Psychiatric
Association; APA, 2000). We then consider two common cat-
egories of problems in children and adolescents: externalizing
disorders (disruptive behavior disorders; attention-deficit/
hyperactivity disorder, ADHD), and internalizing disorders
(mood disorders, anxiety disorders). We illustrate current
issues and approaches to child and adolescent disorders by
focusing on ADHD and anxiety disorders as examples. In
doing so we consider the main characteristics, epidemiology,

During the writing of this chapter, Eric Mash was supported in part
by a University of Calgary Killam Resident Fellowship. 
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developmental course, associated features, proposed causes,
and an integrative developmental pathway model for each of
these disorders. We conclude with a discussion of current
issues and future directions for the field.

THE SIGNIFICANCE OF CHILDREN’S MENTAL
HEALTH PROBLEMS

Long-overdue concern for the mental health of children and
adolescents is gradually coming to the forefront of the politi-
cal agenda. For example, in the United States the new mil-
lennium witnessed White House meetings on mental health
in young people and on the use of psychotropic medications
with children. A Surgeon General’s Conference on Children’s
Mental Health resulted in an extensive report and recommen-
dations (U.S. Public Health Service, 2001a), closely followed
by a similar report on youth violence (U.S. Public Health Ser-
vice, 2001b). Increasingly, researchers in the fields of clinical
child psychology, child psychiatry, and developmental psy-
chopathology are becoming attentive to the social policy im-
plications of their work and in effecting improvements in the
identification of and services for youth with mental health
needs (Cicchetti & Toth, 2000; Weisz, 2000c). Greater recog-
nition is also being given to factors that contribute to chil-
dren’s successful mental functioning, personal well-being,
productive activities, fulfilling relationships, and ability to
adapt to change and cope with adversity (U.S. Department
of Health and Human Services, 2000; U.S. Public Health
Service, 2001a). 

The increase in attention to children’s mental health prob-
lems derives from a number of sources. First, many young
people experience significant mental health problems that
interfere with normal development and functioning. As many
as one in five children in the United States experience some
type of difficulty (Costello & Angold, 2000; Roberts,
Attkisson, & Rosenblatt, 1998), and 1 in 10 have a diagnos-
able disorder that causes some level of impairment (B. J.
Burns et al., 1995; Shaffer et al., 1996). These numbers likely
underestimate the magnitude of the problem because they do
not include a substantial number of children who manifest
subclinical or undiagnosed disturbances that may place them
at high risk for the later development of more severe clinical
problems (McDermott & Weiss, 1995).

Moreover, the frequency of certain childhood disorders—
such as antisocial behavior and some types of depression—may
be increasing as the result of societal changes and conditions
that create growing risks for children (Kovacs, 1997). Among
these conditions are chronic poverty, family breakup, single
parenting, child abuse, homelessness, problems of the rural

poor, adjustment problems of immigrant and minority chil-
dren, and the impact of HIV, cocaine, and alcohol on children’s
growth and development (Duncan, Brooks-Gunn, & Klebanov,
1994; McCall & Groark, 2000). Evidence gathered by the
World Health Organization suggests that by the year 2020,
childhood neuropsychiatric disorders will rise proportionately
by over 50% internationally—to become one of the five most
common causes of morbidity, mortality, and disability among
children (U.S. Public Health Service, 2001a).

For a majority of children who experience mental health
problems, these problems go unidentified—only about 20%
receive help, a statistic that has not changed for some time
(B. J. Burns et al., 1995). Even when children are identified
and receive help for their problems, this help may be less
than optimal. For example, only about half of children with
identified ADHD seen in real-world practice settings receive
care that conforms to recommended treatment guidelines
(Hoagwood, Kelleher, Feil, & Comer, 2000). The fact that so
few children receive appropriate help is probably related
to such factors as inaccessibility, cost, parental dissatisfaction
with services, and the stigmatization and exclusion often
experienced by children with mental disorders and their
families (Hinshaw & Cicchetti, 2000).

Unfortunately, children with mental health problems who
go unidentified and unassisted often end up in the criminal
justice or mental health systems as young adults (Loeber &
Farrington, 2000). They are at a much greater risk for drop-
ping out of school and for not being fully functional members
of society in adulthood, which adds further to the costs of
childhood disorders in terms of human suffering and financial
burdens. For example, average costs of medical care for
youngsters with ADHD are estimated to be double those
for youngsters without ADHD (Leibson, Katusic, Barberesi,
Ransom, & O’Brien, 2001). Moreover, allowing just one
youth to leave high school for a life of crime and drug abuse
is estimated to cost society from $1.7 to $2.3 million (Cohen,
1998).

UNDERSTANDING DISORDERS OF CHILDHOOD
AND ADOLESCENCE

Much of what we know about disorders of childhood and
adolescence is based on findings obtained at a single point in
the child’s development and in a single context. Although it is
useful, such information is incomplete because it fails to cap-
ture dynamic changes in the expression and causal factors
that characterize most forms of child psychopathology. Only
in the last two decades have efforts to describe and explain
psychopathology in children included longitudinal methods
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and conceptual models that are sensitive to developmental
change and the sociocultural context (Cicchetti & Aber,
1998; Boyce et al., 1998; García Coll, Akerman, & Cicchetti,
2000).

The study of child psychopathology is further complicated
by the fact that most childhood disorders do not present in
neat packages, but rather overlap, co-exist, or both with other
disorders. For example, symptoms of anxiety and depression
in childhood are highly correlated (Brady & Kendall, 1992;
Compas & Oppedisano, 2000), and there is also much overlap
among emotional and behavioral disorders, child maltreat-
ment, substance abuse, delinquency, and learning difficulties
(e.g., Greenbaum, Prange, Friedman, & Silver, 1991). Many
behavioral and emotional disturbances in children are also
associated with specific physical symptoms, medical condi-
tions, or both.

Furthermore, few childhood disorders can be attributed
to a single cause. Although some rare disorders such as
phenylketonuria (PKU) or Fragile X mental retardation may
be caused by a single gene, current models in behavioral ge-
netics recognize that more common and complex disorders
are the result of multigene systems containing varying effect
sizes (Plomin, 1995). Most childhood disorders are the result
of multiple and interacting risk and protective factors, causal
events, and processes (e.g., Ge, Conger, Lorenz, Shanahan, &
Elder, 1995). Contextual factors such as the child’s family,
school, community, and culture exert considerable influence,
one that is almost always equivalent to or greater than those
factors usually thought of as residing within the child (Rutter,
2000b).

Like adult disorders, causes of child psychopathology are
multifaceted and interactive. Prominent contributing causes
include genetic influences, neurobiological dysfunction, dif-
ficult infant temperament, insecure child-parent attachments,
problems in emotion regulation or impulse control, maladap-
tive patterns of parenting, social-cognitive deficits, parental
psychopathology, marital discord, and limited family re-
sources, among others. The causes and outcomes of child
psychopathology operate in dynamic and interactive ways
across time and are not easy to disentangle. The designation
of a specific factor as a cause or an outcome of child
psychopathology usually reflects the point in an ongoing
developmental process that the child is observed and the
perspective of the observer. For example, a language deficit
may be viewed as a disorder (e.g., mixed receptive-
expressive language disorder), the cause of other problems
(e.g., impulsivity), or the result of some other condition or
disorder (e.g., autism). In addition, biological and environ-
mental determinants interact at all periods of development.
For example, the characteristic styles used by parents in

responding to their infants’ emotional expressions may
influence the manner in which patterns of cortical mappings
and connections within the limbic system are established
during infancy (Dawson, Hessl, & Frey, 1994). Thus, early
experiences may shape neural structure and function, which
may then create dispositions that direct and shape the child’s
later experiences (Dawson, Ashman, & Carver, 2000).

The experience and the expression of psychopathology in
children are known to have cognitive, affective, physiologi-
cal, and behavioral components; consequently, many differ-
ent descriptions and definitions of abnormality in children
have been proposed (Achenbach, 2000). However, a central
theme in defining disorders of childhood and adolescence is
adaptational failure in one or more of these components or in
the ways in which these components are integrated and orga-
nized (Garber, 1984; Mash & Dozois, 1996). Adaptational
failure may involve a deviation from age-appropriate norms,
an exaggeration or diminishment of normal developmental
expressions, interference in normal developmental progress,
a failure to master age-salient developmental tasks, a failure
to develop a specific function or regulatory mechanism, or
any combination of these (Loeber, 1991).

Numerous etiological models have been proposed to
explain psychopathology in children. These models have
differed in their relative emphasis on certain causal mecha-
nisms and constructs, and they often use very different termi-
nology and concepts to describe seemingly similar child
characteristics and behaviors. Biological paradigms, for ex-
ample, have emphasized genetic mutations, neuroanatomy,
and neurobiological mechanisms as factors contributing to
psychopathology, whereas psychological paradigms have fo-
cused on the interpersonal and family relationships that shape
a child’s cognitive, behavioral, and affective development.
Although each of the various models places relative impor-
tance to certain causal processes versus others, most models
recognize the role of multiple interacting influences. There is
a growing recognition to look beyond the emphasis of single-
cause theories and to integrate currently available models
through intra- and interdisciplinary research efforts (cf.
Arkowitz, 1992).

Interdisciplinary perspectives on disorders of childhood
and adolescence mirror the considerable investment in chil-
dren on the part of many different disciplines and profes-
sions, each of which has its own unique perspective of child
psychopathology. Psychiatry-medicine, for example, has
viewed and defined such problems categorically in terms of
the presence or absence of a particular disorder or syndrome
that is believed to exist within the child. In contrast, psychol-
ogy has conceptualized psychopathology as an extreme
occurrence on a continuum or dimension of characteristic(s)
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and has also focused on the role of environmental influences
that operate outside the child. However, the boundaries are
arbitrarily drawn between categories and dimensions, or be-
tween inner and outer conditions and causes, and there is
growing recognition to find workable ways of integrating the
two different worldviews of psychiatry-medicine and psy-
chology (Richters & Cicchetti, 1993).

CHILD AND ADOLESCENT DISORDERS: 
AN OVERVIEW

Many of the disorders that are present in adults are also pre-
sent in children in one form or another, although admittedly
the pathways are complex. Even though children can have
similar mental health problems as adults, their problems
often have a different focus. Children may experience diffi-
culty with normal developmental tasks, such as beginning
school, or they may lag behind other children their age or be-
have like a younger child during stressful periods. Even when
children have problems that appear in adults, their prob-
lems may be expressed differently. For example, anxious
children may be very concerned about their parents and other
family members and may want to be near them at all times to
be sure that everyone is all right. 

The APA’s Diagnostic and Statistical Manual of Mental
Disorders–Fourth Edition–Text Revision (DSM-IV-TR; APA,
2000) recognizes the uniqueness of childhood disorders in a
separate section for disorders usually first diagnosed in in-
fancy, childhood, or adolescence. However, this designation
is viewed primarily as a matter of convenience, recognizing
that the distinction between disorders in children and those in
adults is not always clear. For example, although most indi-
viduals with disorders display symptoms during childhood
and adolescence, they sometimes are not diagnosed until
adulthood. In addition, many disorders not included in the
childhood disorders section of DSM-IV-TR often have their
onset during childhood and adolescence, such as depression,
schizophrenia, and bipolar disorder.

A brief overview of DSM-IV-TR disorders of childhood is
presented in Table 2.1 for problems in development and learn-
ing and in Table 2.2 for behavior and other disorders. The dis-
orders listed in these tables have traditionally been thought of
as first occurring in childhood or as exclusive to childhood
and as requiring child-specific operational criteria.

In addition to the separate listing of disorders of childhood
and adolescence, many other DSM-IV-TR disorders apply to
children and adolescents. As highlighted in Table 2.3, the
most common of these are mood and anxiety disorders. For
these disorders, the same diagnostic criteria are used for chil-

dren and adults with various adjustments made based on the
age-appropriateness, duration, and—in some instances—the
types of symptoms. 

The DSM-IV-TR distinction between child and adult cate-
gories is recognized as being arbitrary—more a reflection of
our current lack of knowledge concerning the continuities-
discontinuities between child and adult disorders than of
the existence of qualitatively distinct conditions (Silk,
Nath, Siegel, & Kendall, 2000). Recent efforts to diagnose
ADHD in adults illustrate this problem (Faraone, Biederman,
Feighner, & Monuteaux, 2000). Whereas the criteria for
ADHD were derived from work with children and the disor-
der is included in the child section of DSM-IV-TR, the same
criteria are used to diagnose adults even though they may
not fit the expression of the disorder in adults very well. Sim-
ilarly, it is not clear that the degree of differentiation repre-
sented by the many DSM-IV-TR categories for anxiety
disorders in adults fits with how symptoms of anxiety are
expressed during childhood, which may reflect differences
related to when symptoms appear in development rather than
to the type of disorder (Zahn-Waxler, Klimes-Dougan, &
Slattery, 2000). The more general issue here is whether there
is a need for separate diagnostic criteria for children versus

TABLE 2.1 DSM-IV-TR Categories for Developmental and
Learning Disorders Usually First Diagnosed in Infancy, Childhood,
or Adolescence

Mental retardation

Significantly below average intellectual functioning (an IQ of
approximately 70 or less) with onset before age 18 years and associated
deficits or impairments in adaptive functioning. 

Level of Severity: Mild, moderate, severe, profound

Pervasive developmental disorders

Severe deficits and pervasive impairments in many areas of development,
including reciprocal social interaction, communication, and the presence of
stereotyped behavior, interests, and activities.

Categories: Autistic disorder, Rett’s disorder, childhood disintegrative
disorder, Asperger’s disorder 

Learning disorders

Academic functioning substantially below that expected given the
youngster’s chronological age, measured intelligence, and age-appropriate
education.

Categories: Reading disorder, mathematics disorder, disorder of written
expression

Communication disorders

Characterized by difficulties in speech and language. 

Categories: Expressive language disorder, mixed receptive-expressive
language disorder, phonological disorder, stuttering 

Motor skills disorder

Motor coordination that is substantially less than expected given the
youngster’s chronological age and measured intelligence. 

Category: Developmental coordination disorder
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TABLE 2.2 Categories for Behavior and Other Disorders Usually
First Diagnosed in Infancy, Childhood, or Adolescence

Attention-deficit/hyperactivity disorder (ADHD)

Characterized by a persistent age-inappropriate pattern of inattention,
hyperactivity-impulsivity, or both.

Subtypes: Predominantly inattentive type, predominantly hyperactive-
impulsive type, combined type

Oppositional defiant disorder (ODD)

A recurrent pattern of negativistic, hostile, disobedient, and defiant behavior.

Conduct disorder (CD)

Characterized by a repetitive and persistent pattern of behavior that violates
the basic rights of others or major age-appropriate societal norms or rules.

Subtypes: Childhood-onset type, adolescent-onset type

Feeding and eating disorders of infancy or early childhood

Persistent disturbances in eating or feeding such as the ingestion of non-
nutritive substances, regurgitation and rechewing of food, and failure to eat
adequately, resulting in a failure to gain weight or weight loss.

Categories: Pica, rumination disorder, feeding disorder of infancy or early
childhood

Tic disorders

Prominent features are vocal and or motor tics. Tics may be simple (e.g.,
eye blinking, throat clearing) or complex (hand gestures, spontaneous
expression of words or phrases).

Categories: Tourette’s disorder, chronic motor or vocal tic disorder,
transient tic disorder

Elimination disorders

Repeated and developmentally inappropriate passage of feces (encopresis)
or voiding of urine (enuresis) into inappropriate places.

Categories: Encopresis, enuresis

Other disorders of infancy, childhood, or adolescence
Separation anxiety disorder: Anxiety concerning separation from primary
attachment figures.

Selective mutism: Consistent failure to speak in specific social situations,
despite speaking in other situations.

Reactive attachment disorder: Marked and developmentally inappropriate
disturbances in social relatedness in the context of pathological care.

Stereotypic movement disorder: Repetitive, driven, and nonfunctional
motor behavior (e.g., rocking, playing with hands, head banging). 

adults or whether the same criteria can be used by adjusting
them to take into account differences in developmental level
and context.

There are a number of additional DSM-IV-TR categories
for other conditions that are not defined as mental disorders
but are frequently a focus of clinical attention during child-
hood. As highlighted in Table 2.4, these categories include
relational problems, maltreatment, and academic and adjust-
ment difficulties. The relational nature of most childhood dis-
orders underscores the significance of these categories for
diagnosing children and adolescents (Mash & Johnston,
1996). Although DSM-IV-TR does not provide the specifics
needed to adequately diagnose these complex concerns, it
does call attention to their importance.

TABLE 2.3 Common Categories for Disorders of Childhood or
Adolescence Not Listed Separately in DSM-IV-TR as Those Usually
First Diagnosed in Infancy, Childhood, or Adolescence

Mood disorders

Characterized by extreme, persistent, or poorly regulated emotional states
such as excessive unhappiness or wide swings in mood from sadness to
elation. A disturbance in mood is the predominant feature.

Categories: Major depressive disorder (MDD), dysthymic disorder (DD),
bipolar disorders (BP)

Anxiety disordersa

Characterized by strong negative affect, bodily feelings of tension, and
apprehensive anticipation of future danger or misfortune.

Categories: Specific phobia, social phobia, obsessive-compulsive disorder,
posttraumatic stress disorder, acute stress disorder, generalized anxiety
disorder, panic disorder, panic disorder with agoraphobia.

Other disorders

Eating disorders

Sleep disorders

Somatoform disorders

Factitious disorders

Dissociative disorders

Sexual and gender identity disorders

Schizophrenia and other psychotic disorders

Substance-related disorders

Impulse-control disorders not elsewhere classified

Adjustment disorders

Personality disorders

asee also Table 2.5.

TABLE 2.4 Selected DSM-IV-TR Categories for Other Conditions
That May Be a Focus of Clinical Attention During Childhood That Are
Not Defined as Mental Disorders

Relational problems

Characterized by patterns of parent-child or sibling interaction associated
with clinically significant impairment in functioning, symptoms among one
or more members of the relational unit, or impairment in the functioning of
the unit itself. 

Categories: Relational problem related to a general mental disorder or
general medical condition, parent-child relational problem, partner
relational problem, sibling relational problem 

Problems related to abuse or neglect

Characterized by severe physical, sexual, or neglectful mistreatment of the
child.

Categories: Physical abuse of child, sexual abuse of child, neglect of child.

Other problems

Bereavement

Borderline intellectual functioning

Academic problem

Identity problem

Child or adolescent antisocial behavior

Acculturation problem
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In the sections that follow, we consider the two most com-
mon types of child and adolescent disorders: externalizing and
internalizing problems. Youngsters with externalizing prob-
lems generally display behaviors that are disruptive and harm-
ful to others (Campbell, Shaw, & Gilliom, 2000). In contrast,
those with internalizing problems experience inner-directed
negative emotions and moods such as sadness, guilt, fear, and
worry (Zahn-Waxler et al., 2000). In reality, both types of dis-
orders have behavioral, emotional, and cognitive compo-
nents, and there is substantial overlap between the two.

EXTERNALIZING DISORDERS: 
ATTENTION-DEFICIT/HYPERACTIVITY
DISORDER (ADHD)

Externalizing disorders are characterized by a mix of impul-
sive, overactive, aggressive, and delinquent acts (G. L.
Burns et al., 1997). They include a wide range of acting-out
behaviors—from annoying but mild behaviors such as non-
compliance and tantrums to more severe behaviors such as
physical aggression and stealing (McMahon & Estes, 1997).
The two major types of externalizing disorders are (a) disrup-
tive behavior disorders and (b)ADHD. We limit our discussion
to ADHD and discuss its symptoms and subtypes, epidemiol-
ogy, developmental course, accompanying disorders, associ-
ated features, causes, and possible developmental pathways.
Many of the issues that we address in discussing ADHD (e.g.,
prevalence estimates, comorbidity, gender and cultural factors,
multiple and interacting causes, developmental pathways)
have relevance for most other disorders of childhood.

ADHD is characterized by persistent and age-inappropriate
symptoms of inattention, hyperactivity-impulsivity, or both
(Campbell, 2000). Children with ADHD have great difficulty
focusing on demands, are in constant motion, act without
thinking, or any combination of these. Views of ADHD have
changed dramatically over the past century as a result of new
findings and discoveries (Barkley, 1998).

Symptoms and Subtypes

The main attention deficit in ADHD appears to be one of
sustained attention (Douglas, 1999). When presented with an
uninteresting or repetitive task, the performance of a child
with ADHD deteriorates over time compared to that of other
children. However, findings are not always consistent and
may depend on the definitions and tasks used to assess this
construct (Hinshaw, 1994). Symptoms of hyperactivity and
behavioral impulsivity are best viewed as a single dimension
of behavior called hyperactivity-impulsivity (Lahey et al.,
1988). The strong link between hyperactivity and behavioral

impulsivity has led to suggestions that both are part of a more
fundamental deficit in behavioral inhibition (Barkley, 1997;
Quay, 1997).

The three core features of ADHD—inattention, hyperac-
tivity, and impulsivity—are complex processes. The current
view is that hyperactivity-impulsivity is an essential feature
of ADHD. In contrast to inattention, it distinguishes children
with ADHD from those with other disorders and from normal
children (Halperin, Matier, Bedi, Sharma, & Newcorn, 1992).
As such, impulsivity-hyperactivity appears to be a specific
marker for ADHD, whereas inattention is not (Taylor, 1995).
Children with ADHD display a unique constellation and
severity of symptoms but do not necessarily differ from com-
parison children on all types and measures of inattention,
hyperactivity, and impulsivity (Barkley, 1998).

DSM-IV-TR specifies three ADHD subtypes based on the
child’s primary symptoms, which have received growing
empirical support (Eiraldi, Power, & Nezu, 1997; Faraone,
Biederman, & Friedman, 2000; Gaub & Carlson, 1997a).
Children with the combined type display symptoms of both
inattention and hyperactivity; those with the predominantly
hyperactive-impulsive type display primarily symptoms of
hyperactivity-impulsivity; and those with the predominantly
inattentive type display primarily symptoms of inattention.
Children with the combined and predominantly hyperactive-
impulsive types are more likely to display problems in in-
hibiting behavior and in behavioral persistence than are those
who are predominantly inattentive. They are also more likely
to be aggressive, defiant, and oppositional; to be rejected by
their peers; and to be suspended from school or placed in
special education classes (Lahey & Carlson, 1992). Because
children who are predominantly hyperactive-impulsive are
usually younger than those with the combined type, it is not
yet known whether these are actually two distinct subtypes or
the same type at different ages (Barkley, 1996).

Children who are predominantly inattentive are described
as inattentive and drowsy, daydreamy, spacey, in a fog or easily
confused, and they commonly experience a learning disability.
They process information slowly and find it hard to remember
things. Their main deficits seem to be speed of information
processing and selective attention. Growing—but not yet
conclusive—evidence suggests that children who are predo-
minantly inattentive constitute a distinct subgroup from other
two types (Maedgen & Carlson, 2000). They appear to display
different symptoms, associated conditions, family histories,
outcomes, and responses to treatment (Barkley, 1998).

The DSM-IV-TR criteria for ADHD have a number of
limitations (Barkley, 1996), several of which apply to other
childhood disorders as well. First, they are developmentally
insensitive, using the same symptom criteria for individuals
of all ages—even though some symptoms, such as running
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and climbing, apply more to young children. In addition, the
number of symptoms needed to make a diagnosis is not ad-
justed for age or level of maturity even though many of these
symptoms show a general decline with age. Second, accord-
ing to DSM-IV-TR, ADHD is a disorder that the child either
has or does not have. However, because the number and
severity of symptoms are also a matter of degree, children
who fall just below the cutoff for ADHD are not necessarily
qualitatively different from those who are just above it. In
fact, over time, some children move in and out of the DSM-
IV-TR category as a result of fluctuations in their behavior.
Third, there is some uncertainty about the DSM-IV-TR re-
quirement that symptoms must have an onset prior to age 7.
There seems to be little difference between children with an
onset of ADHD before or after age 7 (Barkley & Biederman,
1997), and about half of children with ADHD who are pre-
dominantly inattentive do not manifest the disorder until
after age 7 (Applegate et al., 1997). Finally, the requirement
of persistence for 6 months may be too brief for young chil-
dren. Many preschoolers display symptoms for 6 months,
and the symptoms then go away. These limitations highlight
the fact that DSM-IV-TR criteria are designed for specific
purposes—classification and diagnosis. They help shape our
understanding of ADHD and other childhood disorders but
are also shaped by—and in some instances lag behind—new
research findings.

Epidemiology

As many as one half of all clinic-referred children display
ADHD symptoms either alone or in combination with other
disorders, making it one of the most common referral prob-
lems in North America (Barkley, 1998). The best estimate is
that about 3–7% of all school-age children in North America
have ADHD (APA, 2000; Jensen et al., 1999). However, as
with other disorders, estimates can and do vary widely be-
cause informants in different settings do not always agree on
symptoms or may emphasize different symptoms. Teachers,
for example, are especially likely to rate a child as inattentive
when oppositional symptoms are also present (Abikoff,
Courtney, Pelham, & Koplewicz, 1993). Because adults may
disagree, prevalence estimates are much higher when based
on just one person’s opinion than they are when based on a
consensus (Lambert, Sandoval, & Sassone, 1978).

ADHD occurs much more frequently in boys than in girls,
with estimates ranging from 6–9% for boys and from 2–3% for
girls in the 6- to 12-year age range. In adolescence, overall
rates of ADHD drop for both boys and girls, but boys still
outnumber girls by the same ratio of 2:1 to 3:1. This ratio is
even higher in clinic samples, in which boys outnumber girls
by 6:1 or more—most likely because boys are referred more

frequently due to their defiance and aggression (Szatmari,
1992). ADHD in girls may go unrecognized and unreported
because teachers may fail to recognize and report inattentive
behavior unless it is accompanied by the disruptive symptoms
normally associated with boys (McGee & Feehan, 1991). In
fact, many of the DSM-IV-TR symptoms, such as excessive
running around, climbing, and blurting out answers in class
are generally more common in boys than in girls. Thus, sam-
pling, referral, and definition biases may be a factor in the
greater reported prevalence of ADHD in boys than in girls.

In the past, girls with ADHD were a highly under-studied
group (Arnold, 1996). However, recent findings show that
girls with ADHD are more likely to have conduct, mood, and
anxiety disorders; lower IQ and school achievement scores;
and greater impairment on measures of social, school, and
family functioning than are girls without ADHD (Biederman
et al., 1999; Greene et al., 2001; Rucklidge & Tannock,
2001). In addition, the expression, severity of symptoms,
family correlates, and response to treatment are similar for
boys and girls with ADHD (Faraone et al., 2000; Silverthorn,
Frick, Kuper, & Ott, 1996). When gender differences are
found, boys show more hyperactivity, more accompanying
aggression and antisocial behavior, and greater impairment in
executive functions, whereas girls show greater intellectual
impairment (Gaub & Carlson, 1997b; Seidman, Biederman,
Faraone, & Weber, 1997).

Developmental Course

The symptoms of ADHD are probably present at birth,
although reliable identification is difficult until the age of
3–4 years when hyperactive-impulsive symptoms become in-
creasingly more salient (Hart, Lahey, Loeber, Applegate, &
Frick, 1996). Preschoolers with ADHD act suddenly without
thinking, dashing from activity to activity, grabbing at imme-
diate rewards; they are easily bored and react strongly and
negatively to routine events (Campbell, 1990; DuPaul,
McGoey, Eckert, & VanBrakle, 2001). Symptoms of inatten-
tion emerge at 5–7 years of age, as classroom demands for
sustained attention and goal-directed persistence increase
(Hart et al., 1996). Symptoms of inattention continue through
grade school, resulting in low academic productivity, dis-
tractibility, poor organization, trouble meeting deadlines, and
an inability to follow through on social promises or commit-
ments to peers (Barkley, 1996).

The child’s hyperactive-impulsive behaviors that were pre-
sent in preschool continue, with some decline, during the
years from 6 to 12. During elementary school, oppositional
defiant behaviors may also develop (Barkley, 1998). By
8–12 years, defiance and hostility may take the form of serious
problems, such as lying or aggression. Through the school
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years, ADHD increasingly takes its toll as children experience
problems with self-care, personal responsibility, chores, trust-
worthiness, independence, social relationships, and academic
performance (Koplowicz & Barkley, 1995; Stein, Szumoski,
Blondis, & Roizen, 1995). Although hyperactive-impulsive
behaviors decline significantly by adolescence, they still
occur at a level higher than in 95% of same-age peers
(Barkley, 1996). The disorder continues into adolescence for
at least 50% or more of clinic-referred elementary school chil-
dren (Barkley, Fisher, Edelbrock, & Smallish, 1990; Weiss &
Hechtman, 1993). Childhood symptoms of hyperactivity-
impulsivity (more so than those of inattention) are generally
related to poor adolescent outcomes (Barkley, 1998). Some
youngsters with ADHD either outgrow their disorder or learn
to cope with it. However, many continue to experience prob-
lems, leading to a lifelong pattern of suffering and disappoint-
ment (Mannuzza & Klein, 1992).

Accompanying Disorders and Symptoms

As many as 80% of children with ADHD have a co-occurring
disorder (Jensen, Martin, & Cantwell, 1997). About 25% or
more have a specific learning disorder (Cantwell & Baker,
1992; Semrud-Clikeman et al., 1992) and 30–60% have im-
pairments in speech and language (Baker & Cantwell, 1992;
Cohen et al., 2000). About half of all children with ADHD—
mostly boys—also meet criteria for oppositional defiant dis-
order (ODD) by age 7 or later, and 30–50% eventually
develop conduct disorder (CD; Barkley, 1998; Biederman,
Faraone, & Lapey, 1992). ADHD, ODD, and CD tend to run
in families, which suggests a common causal mechanism
(Biederman et al., 1992). However, ADHD is usually associ-
ated with cognitive impairments and neurodevelopmental
difficulties, whereas conduct problems are more often related
to family adversity, parental psychopathology, and social dis-
advantage (Schachar & Tannock, 1995).

About 25% of children with ADHD—usually younger
boys—experience excessive anxiety (Tannock, 2000). It is
interesting to note that the overall relationship between
ADHD and anxiety disorders is reduced or eliminated in ado-
lescence. The co-occurrence of an anxiety disorder may in-
hibit the adolescent with ADHD from engaging in the
impulsive behaviors that characterize other youngsters with
ADHD (Pliszka, 1992). As many as 20% of children with
ADHD experience depression, and even more eventually
develop depression or another mood disorder by early
adulthood (Mick, Santangelo, Wypij, & Biederman, 2000;
Willcutt, Pennington, Chhabildas, Friedman, & Alexander,
1999). The association between ADHD and depression may
be a function of family risk for one disorder’s increasing risk
for the other (Biederman et al., 1995).

Associated Features

Children with ADHD display many associated cognitive,
academic, and psychosocial deficits. They consistently show
deficits in executive functions—particularly those related to
motor inhibition (Pennington & Ozonoff, 1996). Most chil-
dren with ADHD are of at least normal overall intelligence,
but they experience severe difficulties in school nevertheless
(Fischer, Barkley, Edelbrock, & Smallish, 1990). In fact, the
academic skills of children with ADHD have been found to
be impaired even before they enter the first grade (Mariani &
Barkley, 1997).

The association between ADHD and general health is
uncertain at this time (Barkley, 1998; Daly et al., 1996), al-
though a variety of health problems have been suggested
(e.g., upper respiratory infections, asthma, allergies, bed-
wetting, and other elimination problems). Instability of the
sleep-wake system is characteristic of children with ADHD,
and sleep disturbances are common (Gruber, Sadeh, & Raviv,
2000). Resistance to going to bed and fewer total hours may
be the most significant sleep problems (Wilens, Biederman, &
Spencer, 1994), although the precise nature of the sleep
disturbance in ADHD is not known (Corkum, Tannock, &
Moldofsky, 1998). Up to 50% of children with ADHD are
described as accident-prone, and they are more than twice as
likely as other children to experience serious accidental in-
juries, such as broken bones, lacerations, severe bruises,
poisonings, or head injuries (Barkley, 1998). As young adults,
they are at higher risk for traffic accidents and offenses (Nada-
Raja et al., 1997) as well as for substance abuse (Wilens,
Biederman, Mick, Faraone, & Spencer, 1997) and risky
sexual behaviors such as multiple partners and unprotected
sex (Barkley, Fisher, & Fletcher, 1997).

Families of children with ADHD experience many difficul-
ties, including interactions characterized by negativity, child
noncompliance, high parental control, and sibling conflict
(Whalen & Henker, 1999). Parents may experience high levels
of distress and related problems; the most common ones are de-
pression in mothers and antisocial behavior (i.e., substance
abuse) in fathers. Further stress on family life stems from
the fact that parents of children with ADHD may themselves
have ADHD and other associated conditions (Johnston &
Mash, 2001). It is critical to note that high levels of family con-
flict and the links between ADHD and parental psychopathol-
ogy and marital discord seem to be related to the child’s
co-occurring conduct problems rather than to ADHD alone.

Children and adolescents with ADHD display little of the
give and take, cooperation, and sharing that characterize other
children (Dumas, 1998; Henker & Whalen, 1999). They are
disliked and uniformly rejected by peers, have few friends,
and are often unhappy (Gresham, MacMillan, Bocian,
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Ward, & Forness, 1998; Landau, Milich, & Diener, 1998).
Their difficulties in regulating their emotions (Melnick &
Hinshaw, 2000) and the aggressiveness that frequently ac-
companies ADHD often lead to conflict and negative peer
reputation (Erhardt & Hinshaw, 1994).

Causes

Current research into causal factors provides strong evidence
for ADHD as a disorder with neurobiological determinants
(Biederman & Spencer, 1999; Tannock, 1998). However, bi-
ological and environmental risk factors together shape the
expression of ADHD symptoms over time following several
different pathways (Johnston & Mash, 2001; Taylor, 1999).
ADHD is a complex and chronic disorder of brain, behavior,
and development; its cognitive and behavioral outcomes af-
fect many areas of functioning (Rapport & Chung, 2000).
Therefore, any explanation of ADHD that focuses on a single
cause and single outcome is likely to be inadequate (Taylor,
1999).

Genetics

Several sources of evidence point to genetic influences as im-
portant causal factors in ADHD (Kuntsi & Stevenson, 2000).
First, about one third of immediate and extended family mem-
bers of children with ADHD are also likely to have the disor-
der (Faraone, Biederman, & Milberger, 1996; Hechtman,
1994). Of fathers who had ADHD as children, one third of
their offspring have ADHD (Biederman et al., 1992; Pauls,
1991). Second, studies of biologically related and unrelated
pairs of adopted children have found a strong genetic influ-
ence that accounts for nearly half of the variance in attention-
problem scores on child behavior rating scales (van den Oord,
Boomsma, & Verhulst, 1994). Third, twin studies report heri-
tability estimates of ADHD averaging .80 or higher (Tannock,
1998). Both the symptoms and diagnosis of ADHD show av-
erage concordance rates for identical twins of 65%—about
twice that of fraternal twins (Gilger, Pennington, & DeFries,
1992). Twin studies also find that the greater the severity of
ADHD symptoms, the greater the genetic contributions
(Stevenson, 1992).

Finally, genetic analysis suggests that specific genes may
account for the expression of ADHD in some children
(Faraone et al., 1992). Preliminary studies have found a rela-
tion between the dopamine transporter (DAT) gene and
ADHD (Cook et al., 1995; Gill, Daly, Heron, Hawi, &
Fitzgerald, 1997). Studies have also focused on the gene that
codes for the dopamine receptor gene (DRD4), which has
been linked to the personality trait of sensation seeking (high
levels of thrill-seeking, impulsive, exploratory, and excitable

behavior; Benjamin et al., 1996; Ebstein et al., 1996). Find-
ings that implicate specific genes within the dopamine sys-
tem in ADHD are intriguing, and they are consistent with a
model suggesting that reduced dopaminergic activity may be
related to the behavioral symptoms of ADHD (Faraone et al.,
1999; Winsberg & Comings, 1999). However, other genetic
findings indicate that the serotonin system also plays a crucial
role in mediating the hyperactive-impulsive components of
ADHD (Quist & Kennedy, 2001). As with other disorders of
childhood, it is important to keep in mind that in the vast ma-
jority of cases, the heritable components of ADHD are likely
to be the result of multiple interacting genes on several dif-
ferent chromosomes. Taken together, the findings from fam-
ily, adoption, twin, and specific gene studies suggest that
ADHD is inherited, although the precise mechanisms are not
yet known (Edelbrock, Rende, Plomin, & Thompson, 1995;
Tannock, 1998).

Pre- and Perinatal Factors

Many factors that compromise the development of the ner-
vous system before and after birth—such as pregnancy and
birth complications, low birth weight, malnutrition, early neu-
rological insult or trauma, and diseases of infancy—may be
related to ADHD symptoms (Milberger, Biederman, Faraone,
Chen, & Jones, 1996; Milberger, Biederman, Faraone, Guite,
& Tsuang, 1997). Although these early factors predict later
symptoms of ADHD, there is little evidence that they are spe-
cific to ADHD because they also predict later symptoms of
other disorders as well. A mother’s use of cigarettes, alcohol,
or other drugs during pregnancy can have damaging effects on
her unborn child. Mild or moderate exposure to alcohol before
birth may lead to inattention, hyperactivity, impulsivity, and
associated impairments in learning and behavior (Streissguth,
Bookstein, Sampson, & Barr, 1995). Other substances used
during pregnancy—such as nicotine or cocaine—can ad-
versely affect the normal development of the brain and lead to
higher than normal rates of ADHD (Weissman et al., 1999).

Neurobiological Factors

There is both indirect and direct support for neurobiologi-
cal causal factors in ADHD (Barkley, 1998; Faraone &
Biederman, 1998). There are known associations between
events or conditions known to be related to neurological
status and symptoms of ADHD. Among these are peri- and
postnatal events and diseases; environmental toxins such as
lead; language and learning disorders; and signs of neurolog-
ical immaturity, such as clumsiness, poor balance and coordi-
nation, and abnormal reflexes. Other sources of indirect
support include the improvement in ADHD symptoms
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produced by stimulant medications known to affect the cen-
tral nervous system, the similarity between symptoms of
ADHD and symptoms associated with lesions to the pre-
frontal cortex (Grattan & Eslinger, 1991), and the deficient
performances of children with ADHD on neuropsychological
tests associated with prefrontal lobe functions (Barkley,
Grodzinsky, & DuPaul, 1992).

Neuroimaging studies have found that children with
ADHD have a smaller right prefrontal cortex than do those
without ADHD (Filipek et al., 1997) and show structural ab-
normalities in several parts of the basal ganglia (Semrud-
Clikeman et al., 2000). Although simple and direct relations
cannot be assumed between brain size and abnormal function,
anatomic measures of frontostriatal circuitry are related to
children’s performance on response inhibition tasks (Casey et
al., 1997). In adults with ADHD and in adolescent girls with
ADHD, positron-emission tomography (PET) scan studies
have found reduced glucose metabolism in the areas of the
brain that inhibit impulses and control attention (Ernst et al.,
1994). Significant correlations have also been found between
diminished metabolic activity in the left anterior frontal
region and severity of ADHD symptoms in adolescents
(Zametkin et al., 1993). Taken together, the findings from
neuroimaging studies suggest the importance of the frontostri-
atal region of the brain in ADHD. These studies tell us that in
children withADHD, there is a structural difference or less ac-
tivity in certain regions of the brain, but they don’t tell us why.

Family Factors

Genetic studies find that psychosocial factors in the family
account for only a small amount of the variance (less than
15%) in ADHD symptoms (Barkley, 1998), and explanations
of ADHD based exclusively on negative family influences
have received little support (Silverman & Ragusa, 1992;
Willis & Lovaas, 1977). Nevertheless, family influences
are important in understanding ADHD for several reasons
(Johnston & Mash, 2001; Whalen & Henker, 1999). First,
family influences may lead to ADHD symptoms or to a
greater severity of symptoms. In some circumstances, ADHD
symptoms may be the result of interfering and insensitive
early caregiving practices (Jacobvitz & Sroufe, 1987). In ad-
dition, for children at risk for ADHD, family conflict may
raise the severity of their hyperactive-impulsive symptoms to
a clinical level (Barkley, 1996). Second, family problems
may result from interacting with a child who is impulsive and
difficult to manage (Mash & Johnston, 1990). The clearest
support for this child-to-parent direction of effect comes from
double-blind placebo control drug studies in which chil-
dren’s ADHD symptoms were decreased using stimulant

medications. Decreases in children’s ADHD symptoms pro-
duced a corresponding reduction in the negative and control-
ling behaviors that parents had previously displayed when
their children were unmedicated (Barkley, 1988; Humphries,
Kinsbourne, & Swanson, 1978). Third, family conflict is
probably related to the presence, maintenance, and later
emergence of associated ODD and CD symptoms. Many in-
terventions for ADHD try to change patterns of family inter-
action to head off an escalating cycle of oppositional behavior
and conflict (Sonuga-Barke, Daley, Thompson, Laver-
Bradbury, & Weeks, 2001). Family influences may play a
major role in determining the outcome of ADHD and associ-
ated problems even if such influences are not the primary
cause of ADHD (Johnston & Mash, 2001).

Summary and Integration

ADHD has a strong biological basis, and for many children, it
is an inherited condition. However, the specific cause of the
disorder is not known. ADHD is probably the result of a com-
plex pattern of interacting influences. We are just beginning to
understand the complex causal pathways through which bio-
logical risk factors, family relationships, and broader system
influences interact to shape the development and outcome of
ADHD over time (Hinshaw, 1994; Taylor, 1999). Although
data do not yet permit a comprehensive causal model, a possi-
ble developmental pathway for ADHD that highlights several
known causal influences and outcomes is shown in Figure 2.1.
Findings generally suggest that inherited variants of genes re-
lated to the transmission of dopamine and serotonin lead to
structural and functional abnormalities in the frontal lobes and
basal ganglia regions of the brain. Altered neurological func-
tion causes changes in psychological function involving a
failure of children to adequately suppress inappropriate re-
sponses; this in turn leads to many failures in cognitive perfor-
mance. The outcome involves a pattern of restless and
disorganized behavior that is identified asADHD, that also im-
pairs social development and functioning, and that may lead to
symptoms of ODD and CD (Barkley, 1997; Taylor, 1999).

INTERNALIZING DISORDERS:
ANXIETY DISORDERS

Internalizing disorders involve a core disturbance in emo-
tions and moods such as worry, fear, sorrow, and guilt (Zahn-
Waxler et al., 2000). The two major types of internalizing
disorders are (a) mood disorders and (b) anxiety disorders.
Children with mood disorders experience extreme, persis-
tent, or poorly regulated emotional states such as excessive
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unhappiness or wide swings in mood from sadness to elation.
The two most common mood disorders in childhood are
major depressive disorder (MDD) and dysthymic disorder
(DD; APA, 2000). MDD and DD are related; many children
with DD eventually develop MDD, and some children may
experience both disorders (Lewinsohn, Rohde, Seeley, &
Hops, 1991). A third mood disorder, bipolar disorder, is rare
in children, although there is growing interest in this problem
in young people (Carlson, Bromet, & Sievers, 2000; Geller &
Luby, 1997). In the sections to follow, we limit our discussion
to anxiety disorders, highlighting many of the same features
that we covered for ADHD. Once again, issues that we raise
in discussing anxiety disorders have relevance for other
childhood disorders as well.

Anxiety disorders are among most common mental health
problems in young people (Majcher & Pollack, 1996; Vasey
& Ollendick, 2000). However, because milder forms of anxi-
ety are a common occurrence in normal development and
because anxiety disorders are not nearly as damaging to other
people or property as are ADHD and disruptive behavior

disorders, anxiety disorders frequently go unnoticed, undiag-
nosed, and untreated (Albano, Chorpita, & Barlow, 1996).
Anxiety was once thought of as a transient problem, but we
now know that many children who experience anxiety con-
tinue to have problems well into adolescence and adulthood
(Ollendick & King, 1994). Although isolated symptoms of
fear and anxiety are usually short-lived, anxiety disorders in
children have a more chronic course (March, 1995). In fact,
nearly half of those affected have an illness duration of
8 years or more (Keller et al., 1992).

Symptoms and Types

Anxiety is a mood state characterized by strong negative
emotion and bodily symptoms of tension in which an indi-
vidual apprehensively anticipates future danger or misfortune
(Barlow, 1988). The term anxiety disorder describes children
who experience excessive and debilitating anxiety. However,
as described in Table 2.5, these disorders take a number of
different forms that vary in focus and severity as a function

Failure to adequately suppress
inappropriate responses

Prenatal alcohol or tobacco exposure
Pregnancy complications

Genetic risk

Disturbances in dopamine and
serotonin transmission

Abnormalities in the frontal lobes
and basal ganglia

Cognitive deficits in working memory,
self-directed speech, self-regulation

Behavioral symptoms of inattention,
hyperactivity, impulsivity

Impairments in social and academic
development

Disruptions in parenting

Oppositional and conduct
disorder symptoms

Figure 2.1 A possible developmental pathway for attention-deficit/hyperactivity disorder.
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of development. It is important to keep in mind that there is
substantial overlap among these disorders in childhood (Pine,
Cohen, Cohen, & Brook, 2000). Many children suffer from
more than one type—either at the same time or at different
times during their development (Zahn-Waxler et al., 2000).

Epidemiology and Accompanying Disorders

The overall prevalence rates for anxiety disorders in children
range from about 6–18% (Costello & Angold, 2000). Rates

vary as a function of whether functional impairment is part of
the diagnostic criteria, with the informant, and with the type
of anxiety disorder.

Separation Anxiety Disorder (SAD)

SAD is the most common anxiety disorder in youths, occur-
ring in about 10% of all children. It seems to be equally com-
mon in boys and girls, although when gender differences
are found they tend to favor girls (Last, Perrin, Hersen, &
Kazdin, 1992). Most children with SAD have another anxiety
disorder—most commonly generalized anxiety disorder (Last,
Perrin, Hersen, & Kazdin, 1996). About one third develop a
depressive disorder within several months of the onset of
SAD. They may also display specific fears of getting lost or of
the dark. School reluctance or refusal is also quite common in
older children with SAD (King & Bernstein, 2001).

Specific Phobia

About 2–4% or more of all children experience specific
phobias at some time in their lives (Essau, Conradt, &
Petermann, 2000; Muris & Merckelbach, 2000). However,
only a very small number of these children are referred
for treatment, suggesting that most parents do not view spe-
cific phobias as a significant problem. Specific phobias—
particularly blood phobia—are generally more common in
girls than boys (Essau et al., 2000). The most common co-
occurring disorder for children with a specific phobia is an-
other anxiety disorder. Although comorbidity is frequent for
children with specific phobias, it tends to be lower than it is
for other anxiety disorders (Strauss & Last, 1993). Phobias
involving animals, darkness, insects, blood, and injury typi-
cally have their onset at 7–9 years, which is similar to normal
development. However, clinical phobias are much more
likely to persist over time than are normal fears, even though
both decline with age. Specific phobias can occur at any age
but seem to peak between ages 10 and 13 years (Strauss &
Last, 1993).

Social Phobia (Social Anxiety Disorder)

Social phobia occurs in 1–3% of children, affecting slightly
more girls than boys (Essau, Conradt, & Petermann, 1999).
Girls may experience more social anxiety because they are
more concerned with social competence than are boys and
attach greater importance to interpersonal relationships
(Inderbitzen-Nolan & Walters, 2000). Among children re-
ferred for treatment for anxiety disorders, as many as 20%
have social phobia as their primary diagnosis, and it is also

TABLE 2.5 Anxiety Disorders in Children: Main Features

Separation anxiety disorder (SAD): Excessive and age-inappropriate
anxiety about separation from the home or attachment figures that lasts for
at least 4 weeks and begins before age 18 years. 

Specific phobia: Age-inappropriate and marked fear in response to the
presence or anticipation of a specific object or situation (e.g., animals,
injections, seeing blood); the fear persists for at least 6 months and is
excessive or unreasonable. Exposure provokes immediate anxiety and is
avoided or endured with intense anxiety and distress; children may not
recognize that their fear is excessive or unreasonable. Main subtypes involve
phobias of animals and insects, blood-injection-injury, specific situations
(e.g., elevators, flying, enclosed places), and other types (e.g., loud sounds,
costumed characters).

Social phobia (social anxiety disorder): A marked and persistent fear of
social or performance situations that expose the child to unfamiliar adults
and peers, scrutiny, and possible humiliation or embarrassment; fear
persists for at least 6 months. 

Generalized anxiety disorder (GAD): Excessive and uncontrollable
anxiety and worry (apprehensive expectation) about a number of events or
activities (e.g., school performance, sporting events) on more days than not
for at least 6 months. Child must display at least one of six characteristic
symptoms: restlessness, fatigue, difficulty concentrating, irritability, muscle
tension, and sleep disturbance. 

Obsessive-compulsive disorder (OCD): Recurrent, time consuming
(more than 1 hour a day), and disturbing obsessions (persistent and
intrusive thoughts, ideas, impulses, or images) and compulsions (repetitive,
purposeful, and intentional behaviors or mental acts) that are performed in
response to an obsession. Children may not recognize their obsessions and
compulsions as excessive or unreasonable. In children, common obsessions
focus on contamination, fears of harm to self or others, and concerns with
symmetry; common compulsions include excessive washing and bathing,
checking, and ordering. 

Posttraumatic stress disorder (PTSD): Persistent anxiety (a duration of
at least 1 month) after an overwhelming traumatic event that is outside
the range of usual human experience. The response to the event involved
intense fear, helplessness, horror, or disorganized or agitated behavior.
Symptoms include reexperiencing the traumatic event (e.g., intrusive
recollections, repetitive play, frightening dreams), avoidance of associated
stimuli and numbing of general responsiveness (e.g., avoidance of thoughts
and feelings associated with the trauma, restricted range of emotion), and
extreme arousal (e.g., sleep difficulties, hypervigilance). 

Panic disorder and agoraphobia: Recurrent unexpected panic attacks
followed by at least 1 month of persistent concern about having another,
constant worry about the consequences of the attacks, or a significant
change in behavior related to the attacks. The main feature of agoraphobia
is anxiety about and avoidance of places or situations from which escape
might be difficult or embarrassing or where help might be unavailable in
the event of a panic attack or symptoms.
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the most common secondary diagnosis for children referred
for other anxiety disorders (Albano et al., 1996). Even so,
many cases of social phobia are overlooked because shyness
is common in our society and because these children are not
likely to call attention to their problem even when they are
severely distressed (Essau et al., 1999). Two thirds of chil-
dren and adolescents with a social phobia have another anxi-
ety disorder—most commonly a specific phobia or panic
disorder (Beidel, Turner, & Morris, 1999). About 20% of
adolescents with a social phobia also suffer from major de-
pression. They may also use alcohol and other drugs as a
form of self-medication and as a way of reducing their anxi-
ety in social situations (Albano et al., 1996).

Social phobias generally develop after puberty, with the most
commonageofonset inearly tomidadolescence (Strauss&Last,
1993). The disorder is extremely rare in children under the age
of 10. The prevalence of social phobia appears to increase with
age, although little information is available to describe the nat-
ural course of the disorder or its long-term outcome.

Generalized Anxiety Disorder (GAD)

Along with SAD, GAD is one of the most common anxiety
disorders of childhood, occurring in 3–6% of all children
(Albano et al., 1996). It is equally common in boys and girls,
with perhaps a slightly higher prevalence in older adolescent
females (Strauss, Lease, Last, & Francis, 1988). Children
with GAD present with a high rate of other anxiety disorders
and depression. For younger children, co-occurring SAD and
ADHD are most frequent; older children with GAD tend to
have specific phobias and major depression, impaired social
adjustment, low self-esteem, and an increased risk for suicide
(Keller et al., 1992; Strauss, Last, Hersen, & Kazdin, 1988).
About half of children referred for treatment for anxiety dis-
orders have GAD. This proportion is higher than it is for
adults, in whom the disorder is more common, but fewer
adults seek treatment (Albano et al., 1996).

The average age of onset for GAD is 10–14 years (Albano
et al., 1996). In a community sample of adolescents with
GAD, the likelihood of their having GAD at follow-up was
higher if symptoms at the time of initial assessment were se-
vere (Cohen, Cohen, & Brook, 1993). Nearly half of severe
cases were rediagnosed after 2 years, suggesting that severe
generalized anxiety symptoms persist over time, even in
youngsters who have not been referred for treatment.

Obsessive-Compulsive Disorder (OCD)

The prevalence of OCD in children and adolescents is 2–3%,
which suggests that it occurs about as often in young people

as in adults (Piacentini & Graae, 1997). Clinic-based studies
of younger children indicate that OCD is twice as common in
boys as it is in girls. However, this gender difference has
not been found in community samples of adolescents, which
may be a function of age, referral bias, or both (Albano et al.,
1996). The most common comorbidities for OCD are other
anxiety disorders, depressive disorders (especially in older
children with OCD), and disruptive behavior disorders
(Piacentini & Graae, 1997). Substance use disorders, learn-
ing disorders, and eating disorders are also overrepresented
in children with OCD, as are vocal and motor tics (Peterson,
Pine, Cohen, & Brook, 2001; Piacentini & Graae, 1997).

The mean age of onset of OCD is 9–12 years with two
peaks—one in early childhood and another in early adoles-
cence (Hanna, 1995). Children with an early onset of OCD (age
6–10) are more likely to have a family history of OCD than are
those with a later onset, which indicates a greater role of ge-
netic influences in such cases (Swedo, Rapoport, Leonard,
Lenane, & Cheslow, 1989). These children have prominent
motor patterns, engaging in compulsions without obsessions
and displaying odd behaviors, such as finger licking or com-
pulsively walking in geometric designs. One half to two thirds
of children with OCD continue to meet the criteria for the
disorder 2–14 years later. Although most children, including
those treated with medication, show some improvement in
symptoms, fewer than 10% show complete remission (Albano,
Knox, & Barlow, 1995).

Posttraumatic Stress Disorder (PTSD)

PTSD is common in children exposed to traumatic events
(Perrin, Smith, & Yule, 2000). The prevalence of PTSD
symptoms is greater in children who are exposed to life-
threatening events than it is in those who are not. For exam-
ple, nearly 40% of children exposed to the Buffalo Creek dam
collapse in 1972 showed probable PTSD symptoms 2 years
after the disaster (Fletcher, 1996). PTSD in children is also
strongly correlated with degree of exposure. In children ex-
posed to a school yard sniper attack, proximity to the attack
was linearly related to the risk of developing PTSD symptoms
(Pynoos et al., 1987). Traumatized children frequently exhibit
symptoms of other disorders besides PTSD, and children
with other disorders may have PTSD as a comorbid diagnosis
(Famularo, Fenton, Kinscherff, & Augustyn, 1996). The
PTSD that occurs in children traumatized by fires, hurricanes,
or chronic maltreatment may worsen or lead to disruptive
behavior disorders (Amaya-Jackson & March, 1995).

Because PTSD can strike at any time during childhood, its
course depends on the age of the child when the trauma oc-
curred and on the nature of the trauma. Because the traumatic
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experience is filtered cognitively and emotionally before it
can be appraised as an extreme threat, how trauma is experi-
enced depends on the child’s developmental level. Some chil-
dren appear to have different trauma thresholds, although
exposure to horrific events is traumatic to nearly all children.
Several trauma-related, child, and family factors appear to be
important in predicting children’s course of recovery from
PTSD following exposure to a natural disaster (La Greca,
Silverman, & Wasserstein, 1998). Among these are loss and
disruption following the trauma, preexisting child character-
istics (e.g., psychopathology), coping styles, and social sup-
port (Perrin et al., 2000).

Longitudinal findings suggest that PTSD can become a
chronic psychiatric disorder, persisting for decades or a life-
time (Fletcher, 1996). Children with chronic PTSD may dis-
play a developmental course marked by remissions and
relapses. Moreover, individuals exposed to a traumatic event
may not exhibit symptoms until months or years afterwards,
when a situation that resembles the original trauma triggers
the onset of PTSD. For example, sexual abuse during child-
hood may lead to PTSD in adult survivors.

Panic Disorder (PD)

Whereas panic attacks are common among adolescents
(about 35–65%), panic disorder is much less common, af-
fecting less than 1% to almost 5% of teens (Ollendick,
Mattis, & King, 1994). Adolescent females are more likely to
experience panic attacks than are adolescent males, and a
fairly consistent association has been found between panic
attacks and stressful life events (King, Ollendick, & Mattis,
1994; Last & Strauss, 1989). About half of adolescents with
PD have no other disorder, and for the remainder an addi-
tional anxiety disorder and depression are the most common
secondary diagnoses (Kearney, Albano, Eisen, Allan, &
Barlow, 1997; Last & Strauss, 1989). After months or years
of unrelenting panic attacks and the restricted lifestyle that
results from avoidance behavior, adolescents and young
adults with PD may develop severe depression and may be at
risk for suicidal behavior. Others may begin to use alcohol or
drugs as a way of alleviating their anxiety.

The average age of onset for a first panic attack in adoles-
cents with PD is 15–19 years, and 95% of adolescents with the
disorder are postpubertal (Bernstein, Borchardt, & Perwien,
1996; Kearney & Allan, 1995). PD occurs in otherwise emo-
tionally healthy youngsters about half the time. The most
frequent prior disturbance when there is one is a depressive
disorder (Last & Strauss, 1989). Unfortunately, children and
adolescents with PD have the lowest rate of remission for any
of the anxiety disorders (Last et al., 1996).

Gender, Ethnicity, and Culture

Studies have found a preponderance of anxiety disorders in
girls during childhood and adolescence (Lewinsohn, Gotlib,
Lewinsohn, Seeley, & Allen, 1998). By age 6, twice as many
girls as boys have experienced symptoms of anxiety, and this
discrepancy persists through childhood and adolescence.
Such findings should be interpreted cautiously, however,
because the possibility that girls are more likely than are
boys to report anxiety cannot be ruled out as an alternative
explanation.

Research into the relationship between ethnic and cultural
factors and childhood anxiety disorders is limited and incon-
clusive. Studies comparing the number and nature of fears in
African American and White youngsters have found the two
groups to be quite similar (Ginsburg & Silverman, 1996;
Treadwell, Flannery-Schroeder, & Kendall, 1994). However,
African American children report more symptoms of anxiety
than do White children (Cole, Martin, Peeke, Henderson, &
Harwell, 1998). White children endorse more symptoms of
social phobia and fewer symptoms of separation anxiety than
do African American children (Compton, Nelson, & March,
2000). The underrepresentation of minorities and children of
lower socioeconomic status (SES) for certain anxiety dis-
orders such as OCD could also reflect a bias in which minor-
ity children are less likely to be referred for treatment (Neal
& Turner, 1991).

Among children referred for anxiety disorders, Whites are
more likely to present with school refusal and higher severity
ratings, whereas African Americans are more likely to have a
history of PTSD and a somewhat greater number of fears
(Last & Perrin, 1993). Although anxiety may be similar in the
two groups, patterns of referral, help-seeking behaviors,
diagnoses, and treatment processes are likely to differ. For
example, African Americans may be more likely to turn for
help with their child’s OCD symptoms to members of their
informal social network, such as clergy or medical personnel,
than to mental health professionals (Hatch, Friedman, &
Paradis, 1996). Their family members are also less likely to
be drawn into the child’s OCD symptoms.

Research comparing phobic and anxiety disorders in
Hispanic and White children finds marked similarities on
most measures, including age at intake, gender, primary diag-
noses, proportion of school refusal, and proportion with more
than one diagnosis. Hispanic children are more likely to have
a primary diagnosis of SAD. Hispanic parents also rate their
children as more fearful than do White parents (Ginsburg &
Silverman, 1996). Few studies have examined anxiety disor-
ders in Native American children. Prevalence estimates from
one study of Native American youth in Appalachia (mostly
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Cherokee) indicate rates of anxiety disorders similar to those
for White youth, with the most common disorder for both
groups being SAD. Rates of SAD were slightly higher for
Native American youth, especially for girls (Costello,
Farmer, Angold, Burns, & Erkanli, 1997).

Although cross-cultural research into anxiety disorders in
children is limited, specific fears in children have been stud-
ied and documented in virtually every culture. Developmen-
tal fears (e.g., a fear of loud noises or separation anxiety)
occur in children of all cultures at about the same age. The
number of fears in children tends to be highly similar across
cultures, as does the presence of gender differences in pattern
and content. Nevertheless, the expression and developmental
course of fear and anxiety may be affected by culture.
Cultures that favor inhibition, compliance, and obedience
have increased levels of fear in children (Ollendick, Yang,
King, Dong, & Akande, 1996).

Accompanying Disorders and Symptoms

A child’s risk for accompanying disorders varies with the
type of anxiety disorder. Social phobia, GAD, and SAD are
more commonly associated with depression than is specific
phobia. Depression is also diagnosed more often in children
with multiple anxiety disorders and in those who show severe
impairments in their everyday functioning (Bernstein, 1991).

The strong and undeniable relationship between anxiety
and depression in young people merits further discussion
(Kendall & Brady, 1995; Mesman & Koot, 2000). Does anxi-
ety lead to depression, are anxiety and depression the same dis-
order with different clinical features, are they on a continuum
of severity, or are they distinct disorders with different causes
but some overlapping features (Seligman & Ollendick, 1998;
Zahn-Waxler et al., 2000)? Children with anxiety and depres-
sion are older at age of presentation than are children with
anxiety alone, and in most cases symptoms of anxiety both
precede and predict those of depression (Brady & Kendall,
1992; Cole, Peeke, Martin, Truglio, & Seroczynski, 1998).
Symptoms of anxiety and depression may form a single indis-
tinguishable dimension in younger children but are increas-
ingly distinct in older children and in children with at least one
diagnosable disorder (Cole, Truglio, & Peeke, 1997; Gurley,
Cohen, Pine, & Brook, 1996). Recent studies of children’s
negative emotional symptoms generally support the three dis-
tinct constructs of anxiety, depression, and fear, with anxiety
corresponding to negative affect, depression to low positive
affect, and fear to physiological overarousal (Chorpita,
Daleiden, Moffitt, Yim, & Umemoto, 2000; Joiner & Lonigan,
2000; Lonigan, Hooe, David, & Kistner, 1999).

Associated Features

Children with anxiety disorders are typically of normal intel-
ligence, and there is little evidence of a strong relationship
between anxiety and IQ. However, excessive anxiety may be
related to deficits in specific areas of cognitive functioning,
such as memory, attention, and speech or language. High
levels of anxiety can interfere with academic performance.
One study found that anxiety in the first grade predicted
anxiety in the fifth grade and significantly influenced fifth-
grade achievement (Ialongo, Edelsohn, Werthamer-Larsson,
Crockett, & Kellam, 1995). The specific mechanisms in-
volved could include anything from frequent absences to
direct interference on cognitive tasks, such as writing a test
or solving a math problem.

Children with anxiety disorders selectively attend to in-
formation that may be potentially threatening, a tendency
referred to as anxious vigilance or hypervigilance (Vasey,
El-Hag, & Daleiden, 1996). Anxious vigilance is maintained
because it permits the child to avoid potentially threatening
events by means of early detection and with minimal anxiety
and effort. Although this strategy may benefit the child in the
short term, it has the negative long-term effect of maintaining
and heightening anxiety by interfering with the information-
processing and coping responses needed to learn that many
potentially threatening events are not so dangerous after all
(Vasey et al., 1996).

When faced with a clear threat, both normal and anxious
children use rules to confirm information about danger and
play down information about safety. However, high-anxious
children often do this in the face of less obvious threats,
suggesting that their perceptions of threat activate a danger-
confirming reasoning strategy (Muris, Merckelbach, &
Damsma, 2000). Anxious children generally engage in more
negative self-talk than do nonanxious children. However,
positive self-talk does not distinguish anxious children from
controls, suggesting that their internal dialogue is more nega-
tive but not necessarily less positive than that of other chil-
dren (Treadwell & Kendall, 1996). Although cognitive errors
and distortions are associated with anxiety in children, their
possible role in causing anxiety has not been established
(Seligman & Ollendick, 1998).

Children with anxiety disorders often experience somatic
symptoms such as stomachaches or headaches. These com-
plaints are more common in youngsters with PD and SAD
than in those with a specific phobia. Somatic complaints
are also more frequent in adolescents than in younger chil-
dren and in children who display school refusal. Children
with anxiety disorders may also have sleep disturbances.
Some may experience nocturnal panic—an abrupt waking in
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a state of extreme anxiety—that is similar to a daytime panic
attack. Nocturnal panic attacks usually occur in adolescents
with PD (Craske & Rowe, 1997).

Many children with anxiety disorders have low social com-
petence and high social anxiety, and their parents and teachers
are likely to view such children as anxious and socially mal-
adjusted (Chansky & Kendall, 1997; Krain & Kendall, 2000;
Strauss, Lease, Kazdin, Dulcan, & Last, 1989). Compared to
their peers, these children are more likely to see themselves as
shy and socially withdrawn and more likely to report low self-
esteem, loneliness, and difficulties in starting and maintaining
friendships. Some of their difficulties with peers may be related
to specific deficits in emotion understanding—particularly in
hiding and changing emotions (Southam-Gerow & Kendall,
2000). Findings are mixed regarding how children with
anxiety disorders are viewed by other children (Kendall,
Panichelli-Mindel, Sugarman, & Callahan, 1997). It appears
that childhood anxiety disorders are most likely to be associ-
ated with diminished peer popularity when they coexist with
depression (Strauss, Lahey, Frick, Frame, & Hynd, 1988).

Causes

It is important to recognize that different anxiety disorders
may require different causal models. For example, the affec-
tive, physiological, and interpersonal processes in GAD may
differ from those in other anxiety disorders (T. M. Borkovec &
Inz, 1990). Current models of anxiety emphasize the impor-
tance of interacting biological and environmental influences
(Chorpita & Barlow, 1998; Zahn-Waxler et al., 2000).

Early Temperament

Early temperament has been implicated as a precursor for
anxiety disorders. Children differ markedly in their reactions
to novel or unexpected events—perhaps because of genetics,
gender, cultural background, prior experience, or a combina-
tion of factors. Orienting, attending, vigilance, wariness, and
motor readiness in response to the unfamiliar are important
mechanisms for survival. From an evolutionary perspective,
abnormal fears and anxieties partly reflect variation among
infants in their initial behavioral reactions to novelty (Kagan,
1997).

This variation is a reflection of inherited differences in the
neurochemistry of structures that are thought to play an im-
portant role in detecting discrepant events (Kagan, Snidman,
Arcus, & Reznick, 1994). These structures include the amyg-
dala and its projections to the motor system, the cingulate and
frontal cortex, the hypothalamus, and the sympathetic nervous
system. Children who have a high threshold to novelty are pre-
sumed to be at low risk for developing anxiety disorders.

Other children are born with a tendency to become overex-
cited and to withdraw in response to novel stimulation—an
enduring trait for some and a possible risk factor for the devel-
opment of later anxiety disorders (Kagan & Snidman, 1999;
Schwartz, Snidman, & Kagan, 1999).

The pathway from a shy-inhibited temperament in infancy
and childhood to a later anxiety disorder is neither direct nor
straightforward. Although a shy-inhibited temperament may
contribute to later anxiety disorders, it is not an inevitable
outcome (Prior, Smart, Sanson, & Oberklaid, 2000). Such an
outcome probably depends on whether the inhibited child
grows up in an environment that fosters this tendency
(Kagan, Snidman, & Arcus, 1992). For example, a parent’s
use of firm limits that teach inhibited children how to cope
with stress may reduce their risk for later anxiety. In contrast,
it is possible that well-meaning but overprotective parents
who shield their sensitive child from stressful events may in-
advertently encourage a continuation of timidity by prevent-
ing the child from confronting fears and—by doing so—
eliminating them. Such tendencies in the parents of inhibited
children may be common (Hirshfeld et al., 1992; Rosenbaum
et al., 1991). Thus, inhibited children may be at high risk not
only because of their inborn temperament but also because of
their elevated risk of exposure to anxious, overprotective
parenting (Turner, Beidel, & Wolff, 1996).

Genetics

Family and twin studies suggest a biological vulnerability to
anxiety disorders, indicating that children’s general tenden-
cies to be inhibited, tense, or fearful are inherited (DiLalla,
Kagan, & Reznick, 1994). However, little research exists at
present to support a direct link between specific genetic
markers and specific types of anxiety disorders. Contribu-
tions from multiple genes seem related to anxiety only when
certain psychological and social factors are also present.

The overall concordance rates for anxiety disorders are sig-
nificantly higher for monozygotic (MZ) twins than for dizy-
gotic (DZ) twins (Andrews, Stewart, Allen, & Henderson,
1990). However, MZ twin pairs do not typically have the same
types of anxiety disorders. This finding suggests that what is
inherited is a disposition to become anxious, and the form that
the disorder takes is a function of environmental influences.
Twin and adoption studies of anxiety in children and adoles-
cents may be summarized as follows: There is a genetic influ-
ence on anxiety in childhood that accounts for about one third
of the variance in most cases; heritability for anxiety may be
greater for girls than for boys; shared environmental influ-
ences or experiences that make children in the same family
resemble one another (e.g., maternal psychopathology,
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ineffective parenting, or poverty) have a significant influence
on anxiety disorders in children and adolescents (Eley, 1999).

Two lines of evidence suggest that anxiety disorders run in
families. First, parents of children with anxiety disorders have
increased rates of current and past anxiety disorders. Second,
children of parents with anxiety disorders have an increased
risk for anxiety disorders (McClure, Brennan, Hammen, &
Le Brocque, 2001). Children of parents with anxiety disor-
ders are about five times more likely to have anxiety disorders
than are children of parents without anxiety disorders (Beidel
& Turner, 1997). However, they are not necessarily the
same anxiety disorders (Mancini, van Ameringen, Szatmari,
Fugere, & Boyle, 1996). Nearly 70% of children of parents
with agoraphobia meet diagnostic criteria for disorders such
as anxiety and depression, and they report more fear and anx-
iety and less control over various risks than do children of
comparison parents. However, the fears of parents with ago-
raphobia and the fears of their children are no more closely
aligned than are those of nonanxious parents and their chil-
dren, once again supporting the view that it is a general pre-
disposition for anxiety that is perpetuated in families (Capps,
Sigman, Sena, & Henker, 1996).

Neurobiological Factors

The part of the brain most often connected with anxiety is the
limbic system, which acts as a mediator between the brain
stem and the cortex (Sallee & Greenawald, 1995). Signs of
potential danger are monitored and sensed by the more primi-
tive brain stem, which then relays them to the higher cortical
centers via the limbic system. This brain system is referred to
as the behavioral inhibition system and is believed to be over-
active in children with anxiety disorders. Neuroimaging
studies point to abnormalities in limbic-based amygdala, sep-
tohippocampal, and brain stem hypothalamic circuits as being
associated with anxiety disorders (Pine & Grun, 1999).

A group of neurons known as the locus ceruleus is a major
brain source for norepinephrine, an inhibitory neurotransmit-
ter. Overactivation of this region is presumed to lead to a fear
response, and underactivity is presumed to lead to inatten-
tion, impulsivity, and risk taking. Abnormalities of these sys-
tems appear to be related to anxiety states in children (Sallee
& Greenawald, 1995). The neurotransmitter system that has
been implicated most often in anxiety disorders is the
gamma-aminobutyric acid (GABAergic) system. 

Family Factors

Surprisingly little is known about the relation between parent-
ing styles or family factors and anxiety disorders. Parents of

anxious children are often described as overinvolved, intru-
sive, or limiting of their child’s independence. Observations
of interactions between 9- to 12-year-old children with anxi-
ety disorders and their parents found that parents of children
with anxiety disorders were rated as granting less autonomy
to their children than were other parents; the children rated
their mothers and fathers as being less accepting (Siqueland,
Kendall, Steinberg, 1996). Other studies have found that
mothers of children previously identified as behaviorally in-
hibited are more likely to use criticism when interacting with
their children and that emotional overinvolvement by parents
is associated with an increased occurrence of SAD in their
children (Hirshfeld, Biederman, Brody, & Faraone, 1997;
Hirshfeld, Biederman, & Rosenbaum, 1997). These findings
generally support the notion of excessive parental control as a
parenting style associated with anxiety disorders in children,
although the causal role of such a style is not yet known
(Chorpita & Barlow, 1998; Rapee, 1997).

Not only do parents of children with anxiety disorders
seem to be more controlling than do other parents, but they
also have different expectations of their children. For exam-
ple, when they thought the child was being asked to give a
videotaped speech, mothers of children with anxiety disor-
ders expected their children to become upset and had low ex-
pectations for their children’s coping (Kortlander, Kendall, &
Panichelli-Mindel, 1997). It is likely that parental attitudes
shape—and are shaped by—interactions with the child, dur-
ing which parent and child revise their expectations and be-
havior as a result of feedback from the other (Barrett, Rapee,
Dadds, & Ryan, 1996).

Insecure early attachments may be a risk factor for the de-
velopment of later anxiety disorders (Bernstein et al., 1996;
Manassis & Bradley, 1994). Mothers with anxiety disorders
have been found to have insecure attachments themselves, and
80% of their children are also insecurely attached (Manassis,
Bradley, Goldberg, Hood, & Swinson, 1994). Infants who are
ambivalently attached have more anxiety diagnoses in child-
hood and adolescence (Bernstein et al., 1996). Although it is a
risk factor, insecure attachment may be a nonspecific one in
that many infants with insecure attachments develop disorders
other than anxiety (e.g., disruptive behavior disorder), and
many do not develop any disorders.

Summary and Integration

There is much debate regarding the distinctness of the DSM-
IV-TR childhood anxiety disorders, with some individuals
emphasizing the similarities among these disorders and oth-
ers emphasizing the differences (Pine, 1997). An emphasis
on similarities is consistent with the strong associations
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among the different disorders, the presence of shared risk
factors such as female gender, and evidence of a broad ge-
netic predisposition for anxiety. An emphasis on differences
is consistent with different developmental progressions and
outcomes as well as differences in the biological correlates
of anxiety disorders in children versus adults (Pine et al.,
2000). Children with anxiety disorders will most likely dis-
play features that are shared across the various disorders as
well as other features that are unique to their particular
disorder.

A possible developmental pathway for anxiety disorders
in children is shown in Figure 2.2. In children with an inborn
predisposition to be anxious or fearful, the child’s sense that
the world is not a safe place may create a psychological vul-
nerability to anxiety. After anxiety occurs, it feeds on itself.
The anxiety and avoidance continue long after the stresses
that provoked them are gone. In closing, it is important to
keep in mind that many children with anxiety disorders do
not continue to experience problems as adults. Therefore, it
will be important to identify risk and protective factors that
would explain these differences in outcomes (Pine & Grun,
1999).

CURRENT ISSUES AND FUTURE DIRECTIONS

ADHD and anxiety—like most disorders of childhood and
adolescence—involve broad patterns of behavior and dys-
function that unfold over time as the result of multiple inter-
acting risk and protective factors in the child and the
environment (Rutter & Sroufe, 2000). Building on our dis-
cussion of these disorders, we next highlight a number of cur-
rent issues and future directions related to the study of child
psychopathology more generally.

Defining Disorders of Childhood and Adolescence

Defining child psychopathology and identifying the bound-
aries between abnormal and normal functioning are arbitrary
processes at best—subject to meaning-based cultural inter-
pretations (Hoagwood & Jensen, 1997). Traditional psychi-
atric approaches to defining mental disorders in children
have emphasized concepts such as symptoms, diagnosis, and
illness as residing within the child, and by doing so, they
have strongly influenced the ways in which we think about
child psychopathology and related questions (Richters &

Stressors
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anxious or fearful

Arousal and avoidance in the
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cognitive processing
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Early child rearing environment

Figure 2.2 A possible developmental pathway for anxiety disorders. 
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Cicchetti, 1993). Implicit in these approaches was the view
that a single primary cause would be found for each disorder
and that this cause would be diagnosis specific (Rutter &
Sroufe, 2000). They also gave little attention to causes as dy-
namic processes that operate over time, the role of context,
direct and indirect influences, and developmental pathways.

The DSM-IV-TR diagnostic categories for childhood dis-
orders clearly reflect this tradition. As a result, there has been
ongoing concern about the subjective formulation and static
nature of these categories, their insensitivity to developmen-
tal, age, gender, and contextual parameters, and their hetero-
geneity and overlap (Mash & Terdal, 1997a). In addition,
many of the DSM-IV-TR categories for describing child psy-
chopathology are downward extensions of concepts and cat-
egories developed for adults. There remains a need for a
developmental system of classification.

Many childhood disorders such as anxiety, depression,
and disruptive behavior appear to reflect dimensions of per-
sonality rather than categorical problems (Werry, 2001).
Even disorders such as autism that have traditionally been
viewed as categorical in nature can be conceptualized as an
extreme on a continuum of social behavior (Baron-Cohen,
2000). For dimensional disorders, children who score just
below the cutoff for a diagnosis may one day meet criteria
and often show impairment that is comparable to that of chil-
dren who score above the cutoff. Similarly, those above the
cutoff may someday move below.

Current definitions of child psychopathology are cog-
nizant of the need for standardized approaches to diagnosis
and classification, and the DSM-IV-TR criteria represent a
considerable improvement over the idiosyncratic definitions
that characterized previous practices. However, the limita-
tions of traditional diagnostic approaches indicate a need to
broaden these perspectives to incorporate dimensional con-
cepts and dynamic causal processes. This melding of ideas
and approaches within the interdisciplinary framework
known as developmental psychopathology (Cicchetti &
Sroufe, 2000) will likely continue to advance our definition
and understanding of childhood disorders and our ability to
help children who suffer from them.

Healthy Functioning

The study of child psychopathology requires attention to nor-
mal developmental processes for several reasons (Cicchetti &
Richters, 1993). First, judgments of abnormality require
knowledge about developmental functioning relative to
same-age peers and to the child’s own baseline of develop-
ment. Second, normal and abnormal functioning represent

two sides of the same coin in that dysfunction in a particular
domain of development (e.g., cognitive) is usually accompa-
nied by a failure to meet developmental tasks and expecta-
tions in the same domain (e.g., academic performance).
Third, in addition to the specific problems that lead to referral
and diagnosis, disturbed children are also likely to show im-
pairments in other areas of adaptive functioning. Fourth,
most children with specific disorders are known to cope ef-
fectively in some areas of their lives. Understanding the
child’s competencies informs our knowledge of the disorder
and provides a basis for the development of effective treat-
ment strategies. Finally, many child behaviors that are not
classifiable as deviant at a particular point in time may never-
theless represent less extreme expressions or compensations
of an already existing disorder or early expressions of a later
progression to deviant extremes as development continues
(Adelman, 1995). Therefore, any understanding of abnormal-
ity requires that we also attend to these less extreme prob-
lems. Future research on child psychopathology is likely to
expand its focus on normal developmental processes, norma-
tive and representative community samples of children,
and resilient children who show normal development despite
adversity.

Context

Any consideration of disorders of childhood and adolescence
needs to consider the social context in which these disorders
develop (Boyce et al., 1998; Cicchetti & Aber, 1998). Chil-
dren’s development and behavior changes rapidly such
that descriptions taken at one point in time or in one context
may yield information very different from that taken at other
times or in other contexts. Understanding context requires a
consideration of both proximal and distal events. Among
these are events that impinge directly on the child in a partic-
ular situation at a particular point in time, extrasituational
events that affect the child indirectly (e.g., a parent’s work-
related stress), and temporally remote events that continue to
affect the child through their representation in memory.
Defining context has been—and continues to be—a matter of
some complexity (Mischel, 1968). For example, contextual
events such as stress (Compas, Connor-Smith, Saltzman,
Thomsen, & Wadsworth, 2001) and maltreatment (Wolfe,
1999) have been defined in numerous ways. Contexts for the
development of psychopathology encompass heterogeneous
sets of circumstances whose effects are likely to vary as a
function of the configuration of these circumstances over
time, when and where outcomes are assessed, and the specific
domains of development that are affected.
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Comorbidity

Comorbidity refers to the manifestation of two or more dis-
orders whose co-occurrence is greater than what would be
expected by chance alone. As we saw for ADHD and anxiety
disorders, supposedly distinct forms of psychopathology
often co-occur in the same child (Angold, Costello, &
Erkanli, 1999). In fact, rates of comorbidity as high as 50%
have been reported in community samples, with even higher
rates in clinical samples (Caron & Rutter, 1991).

Although research has become increasingly sensitive to
the occurrence and pattern of co-occurring disorders, less at-
tention has been given to the mechanisms underlying these
associations (Rutter & Sroufe, 2000). At least some of the
overlap may be due to sampling biases or false assumptions
about diagnostic categories and boundaries (e.g., viewing
anxiety disorders as distinct conditions rather than as over-
lapping conditions or as different points in the progression of
the same disorder). Alternatively, both disorders may result
from the same set of risk factors—for example, genetic risk
or maternal psychopathology; or the presence of one disorder
may predispose the child to developing another—for exam-
ple, when the presence of early ADHD disrupts family rela-
tions and leads to later CD (Johnston & Mash, 2001).
Comorbidity in childhood disorders may also be partly a
function of developmental level—that is, of underlying
processes that have not yet achieved full differentiation
(Lilienfeld, Waldman, & Israel, 1994). Finally, differing rates
of comorbidity with age may reflect the fact that the appear-
ance of one disorder or problem may precede the appearance
of another—for example, inattention preceding impulsivity
or anxiety preceding depression (Brady & Kendall, 1992). 

Because the presence and patterning of comorbidity can
easily distort or confuse how findings are interpreted, a better
understanding of the mechanisms underlying these associa-
tions may serve to increase our understanding of both the dis-
orders of interest as well as related risk and protective factors.
Whatever ambiguities surround the construct of comorbidity,
the fact that many disorders cluster together has important im-
plications for how child psychopathology is conceptualized
and treated (Kazdin & Kagan, 1994). For example, the pres-
ence of certain comorbid conditions has been found to influ-
ence the effectiveness of both behavioral and pharmacological
interventions in children with ADHD (Jensen et al., 2001).

Prevalence

Prevalence estimates for most childhood disorders are di-
rectly related to changing diagnostic practices and trends.
Earlier versions of DSM (APA, 1952, 1968) contained few

separate child categories, and many forms of child psy-
chopathology were constructed, so to speak, with the intro-
duction of DSM-III in 1980 (APA, 1980) and reconstructed in
subsequent revisions. For example, empirical findings in the
1980s did not support the category of attention deficit dis-
order without hyperactivity as a unique symptom cluster
(Routh, 1990). As a result, this category was not included in
DSM-III-R; however, as a result of new findings, it appeared
in DSM-IV as the predominantly inattentive subtype. Simi-
larly, several of the DSM-III-R categories for anxiety disor-
ders for children changed in DSM-IV, lost their status as an
independent category for children, or were dropped entirely
(e.g., overanxious disorder; Albano et al., 1996). 

Changes in diagnostic criteria based on new findings and
other considerations (e.g., eligibility for services) are likely
to continue to influence prevalence estimates. For example,
current estimates of autism are about three times higher
than previous ones (Fombonne, 1999; Tanguay, 2000), and
this increase is primarily due to a broadening of the criteria
used to diagnose autism and an increased recognition of
milder forms of the disorder (Bryson & Smith, 1998;
Gillberg & Wing, 1999). There is also ongoing debate about
whether Asperger’s disorder is a variant of autism or simply
describes higher-functioning individuals with autism
(Schopler, Mesibov, & Kunce, 1998; Volkmar & Klin, 2000).
The resolution of this debate and prevalence estimates for
both autism and Asperger’s disorder will depend on how the
diagnosis of Asperger’s disorder is used, because no official
definition for this disorder existed until it was introduced in
DSM-IV-TR (Volkmar & Klin, 1998).

The most consistent conclusions to be drawn from epi-
demiological findings are that prevalence rates for childhood
problems are generally high but that rates vary as a result of
several factors. These include the criteria used to define the
problem; the nature of the disorder; the age, gender, social
class, and ethnicity of the child; the method and source of in-
formation; and sampling considerations such as the settings
in which children are identified.

Gender Differences

There are important differences in the prevalence, expression,
accompanying disorders, underlying processes, outcomes, and
developmental course of psychopathology in boys versus girls
(Eme, 1979, 1992; Hops, 1995; Zahn-Waxler, 1993). ADHD,
autism, childhood disruptive behavior disorders, and learning
and communication disorders are all more common in boys
than in girls, whereas the opposite is true for most anxiety dis-
orders, adolescent depression, and eating disorders (Hartung
& Widiger, 1998). Although gender differences are well



Current Issues and Future Directions 47

established, the meaning of these differences is not well un-
derstood. For example, it is difficult to determine whether
observed gender differences are a function of referral or
reporting biases, the way in which disorders are currently de-
fined, differences in the expression of the disorder (e.g., direct
vs. indirect aggressive behavior), or sex differences in biolog-
ical characteristics and environmental susceptibilities. All are
possible, and there is a need for research into the processes un-
derlying these gender differences. Clearly the mechanisms and
causes of gender differences may vary for different disorders
(e.g., ADHD vs. depression) or for the same disorder at differ-
ent ages—for example, child versus adolescent OCD or early-
versus late-onset CD.

Boys show greater difficulties than girls do during early or
middle childhood—particularly with respect to disruptive be-
havior disorders. Girls’ problems may increase during ado-
lescence, with higher prevalence rates from midadolescence
through adulthood. For example, conduct disorders and
hyperactivity have been found to be more frequent in 12- to
16-year-old boys than they are in girls, whereas emotional
problems have been found to be more frequent for girls than
they are for boys in this age group (Boyle et al., 1987; Offord
et al., 1987). Additionally, early signs of aggression have
been found to predict later antisocial behavior for boys but
not for girls (Tremblay et al., 1992).

Girls are less likely than boys are to be identified as hav-
ing problems, largely due to sampling biases in which boys,
who are more severely disruptive, are also more likely to be
referred and studied (Spitzer, Davies, & Barkley, 1990). As a
result, there is a predominance of externalizing problems in
boys and of internalizing problems in adolescent girls in sam-
ples of children who are referred for treatment, but these
differences are less in nonreferred samples of children
(Achenbach, Howell, Quay, & Conners, 1991). Different
factors may also be associated with psychopathology in
boys versus girls. For example, in a population-based sample
of 9- to 15-year-olds, headaches were associated with depres-
sion and anxiety in girls, but with conduct disorder in boys
(Egger, Angold, & Costello, 1998). In addition, the types of
child-rearing environments predicting resilience to adversity
may differ for boys and girls. Resilience in boys is associated
with households in which there is a male model (e.g., father,
grandfather, older sibling), structure, rules, and some encour-
agement of emotional expressiveness. In contrast, resilient
girls come from households that combine risk taking and in-
dependence with support from a female caregiver (e.g.,
mother, grandmother, older sister; Werner, 1995).

Although the prevalence of disruptive behavior is lower in
girls than in boys, the risk of comorbid conditions such as
anxiety is higher in girls. It may be that girls’heightened level

of interpersonal sensitivity, caring, and empathy serves as a
protective factor in insulating them from developing anti-
social behavior. At the same time, however, girls’ overrecep-
tivity to the plight of others and their reluctance to assert their
own needs in situations involving conflict and distress
may elevate their risk for the development of internalizing
problems (Zahn-Waxler, Cole, Welsh, & Fox, 1995).

Socioeconomic Status

Although most children with mental health problems are from
the middle class, mental health problems are disproportion-
ately represented among the very poor. About 20% or more of
children in the United States and Canada are living in poverty,
and a significant number of them display impairments in their
social, behavioral, and academic functioning. The impact of
socioeconomic disadvantage on children derives from the
fact that SES is a composite variable that includes many po-
tential sources of negative influence. In addition to low in-
come, low SES is often accompanied by low maternal
education, a low level of employment, single-parent status,
limited resources, and negative life events (e.g., poor nutrition,
exposure to violence). Because overall indexes of SES may
include one or more of these variables in any given study, the
relationship that is reported between SES and child psy-
chopathology may vary as a function of the particular
index used as well as of racial and ethnic factors (McLeod &
Nonnemaker, 2000).

Lower-SES children have been reported to display more
psychopathology and other problems than do upper-SES
children (e.g., Hollingshead & Redlich, 1958). However, al-
though the reported relationships between SES and child psy-
chopathology are statistically significant, the effects are small
and should be interpreted cautiously (Achenbach et al.,
1991). More important is that global estimates of SES often
tell us little about the associated processes through which
SES exerts its influence on the child. Knowledge of such
processes is needed to inform our understanding of the disor-
der. For example, the effects of SES on aggression can be
explained mostly by stressful life events and by beliefs
that are accepting of aggression (Guerra, Huesmann, Tolan,
Van-Acker, & Eron, 1995). 

Ethnicity and Culture 

Despite the growing ethnic diversity of the NorthAmerican pop-
ulation, ethnic representation in research studies and the study
of ethnicity-related issues more generally have received rela-
tively little attention in studies of child psychopathology, with
most data drawn largely from European-American culture
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(Foster & Martinez, 1995). Research into child psychopathol-
ogy has generally been insensitive to possible differences in
prevalence, age of onset, developmental course, and risk factors
related to ethnicity (Kazdin & Kagan, 1994). In addition, few
studies have compared ethnic groups while controlling for other
important variables such as SES, sex, age, and geographic re-
gion (Achenbach et al., 1991). In recent comparisons that have
controlled for these variables African American and Hispanic
American children are identified and referred at the same rates as
other children, but they are much less likely to actually receive
specialty mental health services or psychotropic medications
(García Coll, & Garrido, 2000). White and Native American
children have been found to display similar mental health prob-
lems with the exception of substance abuse, which has higher
rates for Native American youngsters (Costello, Farmer, &
Angold, 1999).

Some studies that have included a small number of
African American children in their samples have reported
somewhat higher rates of externalizing problems for this
group (Costello, 1989; Velez, Johnson, & Cohen, 1989).
However, other studies with much larger national samples
that included non-Hispanic White, African-American, and
Hispanic children have reported either no or very small dif-
ferences related to race or ethnicity when SES, sex, age, and
referral status were controlled for (Achenbach & Edelbrock,
1981; Achenbach et al., 1991; Lahey et al., 1995). Thus, al-
though externalizing problems have been reported to be more
common among African American children, this finding is
probably an artifact related to SES. Externalizing disorder
is associated with both ethnicity and with SES; furthermore,
because there is an overrepresentation of minority-status
children in low-SES groups in North America, caution must
be exercised in interpreting the relationships among SES,
ethnicity, and aggression (Guerra et al., 1995; Lahey et al.,
1995).

In contrast to the mixed findings for conduct disorder, race
has not been found to be strongly associated with risk for eat-
ing disorders (Leon, Fulkerson, Perry, & Early-Zald, 1995).
However, Catalano et al. (1993) have reported different
patterns of substance abuse related to ethnicity. More re-
search is needed, but these and other findings suggest that
the effects of ethnicity probably vary with the problem
under consideration. As was the case for SES, global com-
parisons of the prevalence of different types of problems for
different ethnic groups are not likely to be very revealing. On
the other hand, studies into the processes that influence the
form, associated factors, and outcomes of different disorders
for various ethnic groups hold promise for increasing our un-
derstanding of the relationship between ethnicity and child
psychopathology.

Recent conceptualizations have looked at ethnicity-related
sources of stress such as stereotype threat and stereotype con-
firmation concern and own group conformity pressure. Re-
search suggests that members of ethnic minority groups
are not passive recipients of prejudice and discrimination
(this is true of mental health labels too); rather, they actively
attempt to make sense of and cope with multiple and distinct
ethnicity-related threats (Contrada et al., 2000).

The values, beliefs, and practices that characterize a par-
ticular ethnocultural group contribute to the development and
expression of childhood distress and dysfunction, which in
turn are organized into categories through cultural processes
that further influence their development and expression
(Harkness & Super, 2000). Through shared views about
causality and intervention, culture also structures the way in
which people and institutions react to the child’s problems.
Because the meaning of children’s social behavior is influ-
enced by cultural beliefs and values, it is not surprising
that the form, frequency, and predictive significance of dif-
ferent forms of child psychopathology vary across cultures or
that cultural attitudes influence diagnostic and referral prac-
tices (Lambert & Weisz, 1992).

Cross-cultural research on child psychopathology would
suggest that the expression and experience of mental disorders
in children is not universal (Fisman & Fisman, 1999). Patterns
of onset and duration of illness and the nature and relationship
among specific symptoms vary from culture to culture and
across ethnic groups within cultures (Hoagwood & Jensen,
1997). However, few studies have compared the attitudes, be-
haviors, and biological and psychological processes of chil-
dren with mental disorders across different cultures. Such
information is needed to understand how varying social expe-
riences and contexts influence the expression, course, and
outcome of different disorders across cultures. For example,
greater social connectedness and support in more traditional
cultures and greater access to resources and opportunities
in industrialized societies are examples of mechanisms that
may alter outcomes across cultures. Sensitivity to the role of
cultural influences in child psychopathology has increased
(Evans & Lee, 1998; Lopez & Guarnaccia, 2000) and is likely
to continue to do so as globalization and rapid cultural change
become increasingly more common (García Coll et al., 2000).

Causal Processes

As illustrated by the models we presented for ADHD and
anxiety disorders, all forms of child psychopathology are in-
fluenced by multiple and complex interactional and transac-
tional processes—between characteristics of the child and
the changing environmental context for development and
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behavior—that unfold over time. This view has led to an in-
creasingly integrative approach to the etiology of child psy-
chopathology that recognizes the role of multiple causal
processes, including neurobiological, psychological, social,
and cultural influences (Rutter & Sroufe, 2000). Models
based on this approach are complex—at times even over-
whelming—but necessary if disorders of childhood and ado-
lescence are to be understood (Cicchetti & Canon, 1999).
Constraints on the amount of diversity that is possible and the
fact that not all outcomes are equally likely makes the task of
understanding individual patterns of adaptation and maladap-
tation during childhood and adolescence somewhat more
manageable (Cicchetti & Sroufe, 2000).

Genetic, neurobiological, neurophysiological, and neu-
roanatomical evidence suggests a neurobiological basis for
many childhood disorders, includingADHD, autistic disorder,
adolescent depression, and OCD, to name a few. With respect
to genetics, recent research using molecular genetics has iden-
tified specific genes for autism (International Molecular Ge-
netic Study of Autism Consortium, 1998), ADHD (Kuntsi &
Stevenson, 2000), and Rett’s disorder (Amir et al., 1999). The
identification of specific genes has the potential to greatly en-
hance our understanding of a disorder as well as its specific
components (Stodgell, Ingram, & Hyman, 2000). However,
the initial steps in identifying a specific gene for any disorder
address only a small part of the genetic risk. Similar searches
will be needed to identify other genes, and multiple interacting
genes are a far more likely cause than is a single gene (Rutter,
2000a). Genetic influences are probabilistic, not determinis-
tic, and environmental and genetic factors are generally of
about equal importance (Plomin & Rutter, 1998). Most forms
of child psychopathology are polygenic, involving a number
of susceptibility genes that interact with one another and with
environmental influences to result in observed levels of im-
pairment (State, Lombroso, Pauls, & Leckman, 2000).

As our discussion of ADHD illustrated, research on brain
structure and function using neuroimaging procedures has
identified specific brain regions for ADHD and many other
disorders. Neuroimaging studies tell us that one region or an-
other may be involved but they do not tell us why, and the find-
ings for particular disorders are not always consistent from
study to study, for children of different ages, or for boys ver-
sus girls. Research into specific neurotransmitters has also
provided promising leads, although findings have also been
inconsistent. One of the difficulties in research in this area is
that most forms of child psychopathology often involve the
same brain structures and neurotransmitters, making it diffi-
cult to assess the specificity of their contributions to particular
disorders. Such findings may reflect the limitations of existing
categorical diagnostic systems that we discussed earlier.

Child psychopathology research has increasingly focused
on the role of the family system, the complex relationships
within families, and the reciprocal influences among various
family subsystems (Fiese, Wilder, & Bickham, 2000). There
is a need to consider the processes occurring within disturbed
families and the common and unique ways in which these
processes affect both individual family members and subsys-
tems. Within the family, the role of the mother-child and mar-
ital subsystems have received the most research attention to
date, with less attention given to the role of siblings or fathers
(Hetherington, Reiss, & Plomin, 1994; Phares & Compas,
1992).

Research into family processes and child psychopathol-
ogy has not kept pace with family theory and practice. Fam-
ily members are frequently viewed as either the causes of
childhood disorders or as passive responders. An integrative
perspective in which family members are viewed as partners
in a complex process of reciprocal interaction is needed
(Hinshaw & Cicchetti, 2000). To accomplish this end, there is
a need for the development of sophisticated methodologies
and valid measures that will capture the complex relation-
ships that are operative in disturbed and normal family sys-
tems (Bray, 1995; Bray, Maxwell, & Cole, 1995). This task is
complicated by a lack of consensus concerning how dysfunc-
tional or healthy family functioning should be defined or
what specific family processes are important to assess (Bray,
1994; Mash & Johnston, 1996).

Continuities and Discontinuities

A central issue for theory and research in child psychopathol-
ogy concerns the continuity of disorders identified from one
time to another and the relationship between child and adult
disorders (Kazdin & Johnson, 1994; Rutter & Sroufe, 2000).
Prior to the emergence of a disorder, certain pathways may
suggest a failure to adapt to age-salient developmental tasks;
this failure in turn increases the likelihood of later problems,
given particular environmental events. Childhood disorders
are not static entities, and many children experience periods
of relapse, remission, or degrees of severity over the course
of their development. The concept of developmental path-
ways is crucial for understanding continuities and discontinu-
ities in psychopathology. A pathway defines the sequence
and timing of behavioral continuities and transformations
and relationships between successive behaviors (Loeber,
1991). Different pathways may lead to similar disorders
(equifinality), and similar initial pathways may result in
different disorders (multifinality), depending on the organiza-
tion of the larger system in which they occur. The systematic
delineation of developmental pathways, such as the ones that



50 Disorders of Childhood and Adolescence

we presented for ADHD and anxiety disorders, attempts to
capture the changing expressions of a given disorder and to
assess causal process, the patterning of comorbid conditions
over time, and diverse outcomes.

Evidence in support of the continuity between child and
adult disorders is equivocal and depends on a number of
methodological factors related to research design, assessment
instruments, the nature of the study sample, and the type and
severity of the disorder. In general, the literature suggests that
child psychopathology is continuous with adult disorders for
some but not all problems. Some evidence appears to favor
the stability of externalizing problems over internalizing
problems. However, previous findings may reflect the sever-
ity and pervasiveness of the disorders assessed, referral
biases, and the fact that findings from longitudinal investiga-
tions of children with internalizing disorders are just begin-
ning to accumulate.

Research has focused not only on continuities and discon-
tinuities in childhood disorders but also on the identification
of factors that predict them. One factor that has been studied
in the context of CD is age of onset. It has been found that
early onset of symptoms relates to higher rates and more se-
rious antisocial acts over a longer period of time for both
boys and girls. However, psychosocial variables that are pre-
sent prior to and following onset may influence the serious-
ness and chronicity more than age of onset per se (Tolan &
Thomas, 1995). An issue that needs to be addressed concerns
whether early age of onset operates in a causal fashion for
later problems—and if so, how?

Although research supports the notion of continuity of
disorders, it does not support the continuity of identical
symptoms over time (e.g., homotypic correspondence). Con-
tinuity over time for patterns of behavior rather than for
specific symptoms is the norm. For example, although exter-
nalizing disorders in boys are stable over time, the ways in
which these behavioral patterns are expressed change dra-
matically over the course of development (Olweus, 1979).
Even with wide fluctuations in the expression of behavior
over time, children may show consistency in the adaptive and
maladaptive ways in which they organize their experiences
and interact with the environment. For example, behavioral
inhibition in infancy may affect later adjustment by influenc-
ing the way in which the child adapts to new and unfamiliar
situations and the ensuing person-environment interactions
over time. Certain genes and neural systems may also play a
significant predisposing role in influencing the continuity of
psychopathology (Pennington & Ozonoff, 1991). Disconti-
nuities in observable behavior may obscure continuities in
the mechanisms underlying observable behavior.

Given that developmental continuity is reflected in general
patterns of organization over time rather than in isolated be-
haviors or symptoms, the relationships between early adapta-
tion and later psychopathology are unlikely to be simple,
direct, or uncomplicated. The links between early and later
psychopathology are marked by continuities and by disconti-
nuities. The degree of continuity or discontinuity will vary as
a function of changing environmental circumstances and
transactions between the child and environment that affect
the child’s developmental trajectory.

Risk and Resilience

Resilience, which refers to successful adaptations in children
who experience significant adversity has received a good
deal of attention (Luthar, Cicchetti, & Becker, 2000). Early
patterns of adaptation influence later adjustment in complex
and reciprocal ways. Adverse conditions, early struggles to
adapt, and failure to meet developmental tasks do not in-
evitably lead to a fixed and unchanging abnormal path.
Rather, many different factors—including chance events and
encounters—can provide turning points whereby success in a
particular developmental task (e.g., educational advances,
peer relationships) alters a child’s course onto a more adap-
tive trajectory. Conversely, there are numerous events and
circumstances that may deflect the child’s developmental tra-
jectory toward that of maladaptation (e.g., dysfunctional
home environment, peer rejection, difficulties in school,
parental psychopathology, intergenerational conflict).

Further attention needs to be directed to the conceptual
and methodological problems that have plagued research on
resilience (Luthar et al., 2000), not the least of which is the
lack of a consistent vocabulary, conceptual framework, and
methodological approach. It is particularly important to en-
sure that resilience is not defined as a universal, categorical,
or fixed attribute of the child; individual children may be re-
silient in relation to some forms of environmental stress but
not to others, and resilience may vary over time and across
contexts. Rather than a direct causal pathway leading to a
particular outcome, resilience involves ongoing interactions
between risk and protective factors within the child and his or
her environment. These factors need to be conceptualized as
processes rather than as absolutes, because the same event or
condition can operate as a protective or risk factor as a func-
tion of the overall context in which it occurs. More than a
decade of research suggests that resilience is not indicative
of any rare or special qualities of the child per se (i.e., the in-
vulnerable child); rather, it is the result of the interplay of
normal developmental processes such as brain development,
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cognition, caregiver-child relationships, regulation of emo-
tion and behavior, and the motivation for learning (Masten,
2001).

IMPLICATIONS FOR TREATMENT
AND PREVENTION

As a result of the emergent concepts and findings discussed in
this chapter, treatment approaches for children’s mental health
problems have grown tremendously in sophistication and
breadth over the past two decades (Mash & Barkley, 1998).
Many interventions today combine the most effective ap-
proaches to particular problems in an ongoing, developmen-
tally sensitive manner (Kazdin, 2000). Moreover, because
children’s symptoms are often an expression of their unsuc-
cessful attempts to adapt to their circumstances, more empha-
sis today is placed on the child’s family, school, and
peers—not just on the child (Howard & Kendall, 1996). Ac-
cordingly, treatment goals often focus on building children’s
skills for adapting to their social environment—skills that will
facilitate long-term adjustment—not just on eliminating prob-
lem behaviors or reducing subjective distress in the short term.

Although many of the disorders discussed in this chapter
begin early in life, accurate early identification is difficult. The
reliability of many early symptoms such as social withdrawal,
labile mood, and perceptual and cognitive disturbances in pre-
dicting later problems is in many cases unknown. Neverthe-
less, growing evidence for the early presence of subclinical
symptoms for some childhood disorders (e.g., schizophrenia),
the fact that certain symptoms (e.g., aggressive behavior) are
known to predict later problems, and the early age of onset of
many forms of child psychopathology have led to an increas-
ing interest in prevention (Cicchetti, Rappaport, Sandler, &
Weissberg, 2000). Prevention efforts for most forms of child
psychopathology are now available, although their long-term
effectiveness is still being evaluated; however, early findings
are promising, suggesting that the early detection and treat-
ment of childhood disorders may lead to a better prognosis
and outcome in adolescence and adulthood (U.S. Public
Health Service, 2001a).

Efforts to evaluate treatments for childhood disorders have
intensified (Weisz, Donenberg, Han, & Weiss, 1995), resulting
in several noteworthy conclusions based on carefully con-
trolled research trials: (a) Changes achieved by children re-
ceiving psychotherapy are consistently greater than are those
for children not receiving therapy; (b) the average child who is
treated is better off at the end of therapy than at least 75% of
those children who did not receive treatment; (c) treatments

have been shown to be equally effective for children with in-
ternalizing and externalizing disorders; (d) treatments are pro-
ducing focused changes in targeted areas such as anxiety, rather
than producing nonspecific or global effects such as changes in
how the child feels (Kazdin, 1996; Weisz, 1998; Weisz &
Weiss, 1993); and (e) the more outpatient therapy sessions
children receive, the more improvement is seen in their symp-
toms (Angold, Costello, Burns, Erkanli, & Farmer, 2000).

In contrast to these findings for research therapy, however,
studies of clinic therapy (i.e., in real-world settings) have
resulted in less favorable outcomes (Andrade, Lambert, &
Bickman, 2000; Weiss, Catron, Harris, & Phung, 1999;
Weisz et al., 1995; for exceptions, see study by Angold et al.,
2000; and meta-analytic review by Shadish, Matt, Navarro,
& Phillips, 2000). These findings suggest that conventional
services for children may be of limited effectiveness and that
integrating these commonly used interventions into more co-
ordinated systems of care also shows minimal support for the
beneficial effects of treatment (Weisz, 1998). However, few
studies exist of child therapy outcomes in settings where
treatment is typically conducted; thus, it is premature to draw
any conclusions from the findings from clinic and commu-
nity studies until more empirical data about therapy in prac-
tice are available (Shadish et al., 1997). In order to address
the differences in findings from research versus clinic stud-
ies, there is a growing interest in the development and evalu-
ation of treatment strategies that reflect decision-making and
service delivery as it occurs in clinical practice settings (T. D.
Borkovec, 2001; Weisz, 2000a, 2000b). Further discussion of
treatment and prevention is presented within subsequent
chapters of this volume.
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Schizophrenia, like all conceptualizations of psychopathol-
ogy, is a hypothetical construct that clinicians and scientists
have developed in an attempt to capture a complex reality
(Morey, 1991). Generally speaking, schizophrenia is a label
applied to individuals who manifest some combination of
hallucinations, delusions, thought disorder (inferred from
incoherent speech), and bizarre or disorganized behavior,
which define an active (also called acute or florid) phase of
the psychosis. Although the preceding features are seen in
schizophrenia, the heterogeneity of schizophrenia (e.g.,
Kendler & Diehl, 1995; Tsuang & Faraone, 1995) has hin-
dered attempts at simple conceptualizations, leaving current
investigators talking about schizophrenia and other disor-
ders as “complex illnesses” (Andreasen, 2001, p. 113). Al-
though there are many issues in developing diagnostic
criteria for schizophrenia, three have been particularly im-
portant: (a) a chronic versus an episodic course, (b) positive

versus negative symptoms, and (c) the presence of affective
symptoms.

ISSUES IN DIAGNOSIS

Chronicity, Negative Symptoms,
and Affective Symptoms

Considerable debate has centered on the importance of a
chronic course for a diagnosis of schizophrenia. Almost
everyone agrees that individuals who follow a classic chronic
course and manifest other symptoms of schizophrenia are
true schizophrenia patients. Disagreement centers on those
with an episodic course—especially with a small number of
episodes. Since 1980 in the United States, the Diagnostic and
Statistical Manual of Mental Disorders Third Edition, Third
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Edition–Revised, and Fourth Edition (DSM-III, DSM-III-R,
and DSM-IV, respectively) by the American Psychiatric Asso-
ciation (APA; 1980, 1987, 1994) have emphasized chronicity
by requiring a 6-month duration for the diagnosis of schizo-
phrenia. In DSM-IV, schizophreniform disorder applies to
patients with episodes lasting between 1 and 6 months,
whereas brief psychotic disorder applies to episodes of less
than 1 month, and it is considered unclear whether either di-
agnosis is related to schizophrenia (Siris & Lavin, 1995).

In recent decades, extensive research has focused on neg-
ative symptoms (the absence or insufficiency of normal be-
havior), such as poverty of thought or speech, flat or blunted
affect, apathy or anhedonia, and avolition or social with-
drawal (Andreasen, 2001; Sommers, 1985). These negative
symptoms are contrasted with positive symptoms (the pres-
ence of abnormal functioning), which may include hallucina-
tions, delusions, thought disorder, disorganized behavior, and
inappropriate emotions (Andreasen, 2001). Some theorists
view negative symptoms as the fundamental deficiency of
schizophrenia; others see them as a defect or residual state re-
sulting from and following an active psychotic state (i.e.,
positive symptoms). A third perspective conceptualizes posi-
tive and negative symptoms as more or less equally important
semi-independent processes (Lewine, 1985). The 6-month
duration requirement for a diagnosis of schizophrenia that
began with DSM-III made negative symptoms much more
salient because the active phase symptoms often do not last
for 6 months—placing the burden on negative symptoms to
demonstrate chronicity. Negative symptoms are conceptual-
ized as prodromal (preceding the onset of the active phase of
psychotic symptoms) or residual (continuing after the active
phase of psychotic symptoms) and either can be used to sat-
isfy the duration requirement.

The separation of schizophrenia from the affective disorders
(depression and mania) constitutes a third major diagnostic
issue. The presence of many patients with both schizophrenic
and affective symptoms (a schizoaffective clinical picture)
challenges any attempt to dichotomize the distinction between
schizophrenia and affective disorders (e.g., Kendell, 1982;
Meltzer, 1984; Siris & Lavin, 1995). Decisions on this issue
can profoundly affect the diagnosis of schizophrenia, and
the presence of large numbers of patients with schizoaffective
symptoms constitutes a major problem in conceptualizing
schizophrenia.

A Brief History of the Conceptualization
of Schizophrenia

Many discussions of the concept of schizophrenia begin with
Kraepelin’s fundamental contributions toward the end of the

nineteenth century and continuing into the early twentieth
century (Johnstone, 1999c). Kraepelin grouped together syn-
dromes with disparate clinical pictures on the basis of simi-
larities in course, outcome, and age of onset, applying the
name dementia praecox to this new diagnostic category. He
viewed the disorder as having a youthful onset, intellectual
and volitional disturbances, and a chronic course with intel-
lectual deterioration as the outcome. For Kraepelin, these
characteristics were a direct manifestation of an underlying
organic disturbance (i.e., psychological or psychosocial fac-
tors were not emphasized). As valuable as Kraepelin’s contri-
bution was, three issues created tension regarding his
position. First, the chronic, deteriorating course was a defin-
ing feature of dementia praecox (Andreasen & Carpenter,
1993), implying that treatment was impossible. Impossibility
of treatment should not be a matter of definition of a disorder,
but rather an empirical correlate (Chapman & Chapman,
1973). Second, a nonnegligible minority (about 13%) of his
dementia praecox patients failed to run a chronic, deteriorat-
ing course (Johnstone, 1999a). Third, onset of the disorder
was not limited to the youthful onset indicated by the term
praecox (Andreasen, 2001).

In response to these problems, Bleuler (1911/1950) offered
a very different conceptualization of the disorder, which he re-
named schizophrenia. In place of course and outcome empha-
sized by Kraepelin, Bleuler emphasized signs and symptoms
(Andreasen & Carpenter, 1993) and distinguished between
fundamental symptoms (somewhat similar to negative symp-
toms), which he viewed as specific to schizophrenia and as
permanent or chronic features of the disorder, and accessory
symptoms (somewhat similar to positive symptoms), which
may be completely absent during part or all of the course of the
disorder or may be very prominent (Bleuler, 1911/1950). Like
Kraepelin, Bleuler hypothesized a chronic underlying physi-
cal disease process that can progress on its own to produce the
full schizophrenia syndrome, but this process was associated
with fundamental symptoms. Influenced strongly by Freud,
Bleuler proposed that stressful events and other psychological
processes could substantially influence the course of the
accessory symptoms—an early statement of the popular
diathesis-stress model in which a genetic diathesis or vulnera-
bility responds to psychosocial stress by producing symptoms
of psychopathology (Rosenthal, 1970; Walker & Diforio,
1997).

Bleuler’s conceptualization was much broader than
Kraepelin’s. First, the prototypical clinical picture included
more than patients with a chronic, deteriorating course.
Second, Bleuler described a continuum of severity, with
milder cases blending into the normal range of personality
variation. Third, clinical judgment as to the presence of a
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splitting in the basic functions of the mind replaced a more
easily observed chronic deterioration as the basis for diag-
nosis, making it possible to perceive schizophrenic pro-
cesses in a very large number of patients.

The emphasis on signs and symptoms introduced by
Bleuler combined with the difficulty of making clinical judg-
ments as to what signs and symptoms suffice for a diagnosis
of schizophrenia inevitably led to attempts to more precisely
identify symptoms specific to schizophrenia. In one particu-
larly influential attempt to achieve this goal, Schneider devel-
oped a list of first rank symptoms he believed to be specific to
schizophrenia (Andreasen & Carpenter, 1993). The resultant
list was restricted to unusual and bizarre hallucinations (e.g.,
hearing voices speak one’s thoughts aloud, discuss one in the
third person, or describe one’s actions) or delusions (e.g., be-
lieving that thoughts are inserted by an external force, that
one’s thoughts are broadcast to the outside world and heard by
others, or that one’s own actions are imposed by an outside
force; Johnstone, 1999a). Schneider’s approach, however, has
not proven to predict outcome (i.e., chronicity) in schizophre-
nia or to be specific to schizophrenia (Andreasen & Carpenter,
1993). Similarly, genetic studies have yielded little support
for the validity of first rank symptoms when such symptoms
are employed as the sole basis for the diagnosis of schizo-
phrenia (Gottesman, McGuffin, & Farmer, 1987; McGuffin,
Farmer, Gottesman, Murray, & Reveley, 1984). Nevertheless,
first rank symptoms have been a prominent part of the litera-
ture on schizophrenia and sometimes are incorporated into the
list of active phase symptoms in other diagnostic approaches.

Diagnostic Approaches

A number of well-known approaches to the diagnosis of
schizophrenia have been developed. In the United States, the
approach since DSM-III is especially noteworthy for requir-
ing a 6-month duration before schizophrenia can be diag-
nosed, thereby opting for the view that true schizophrenia
runs a relatively chronic course. DSM-III was strongly influ-
enced by what are known as the Feighner criteria (Feighner
et al., 1972) from the Washington University group and by
the research diagnostic criteria (RDC; Spitzer, Endicott, &
Robins, 1978) from the New York State Psychiatric Institute
group. The Feighner criteria strongly emphasize a chronic
course by requiring a 6-month duration, an absence of affec-
tive disorder diagnosis, and such predictors of chronicity as
being single, showing poor premorbid adjustment, and hav-
ing a family history of schizophrenia, while requiring only
one positive or active symptom. In contrast, the RDC require
two active-phase symptoms and only 2 weeks duration,
aiming for a concept broader than that captured by chronic

schizophrenia. At the same time, the RDC also exclude pa-
tients who meet criteria for an affective disorder. As is dis-
cussed later in this chapter, in first-admission samples this
exclusion can be quite restrictive.

Whereas the aforementioned diagnostic systems were
created by consensus of committees attempting to interpret
the clinical and research literature, other approaches have
selected signs and symptoms that predict existing clinical di-
agnosis as the criterion. Further, one also hopes that by iden-
tifying features common to many diagnosticians, the essence
or core features of the diagnosis will be preserved while elim-
inating more idiosyncratic aspects (Carpenter, Strauss, &
Bartko, 1973)—although, of course, this approach depends
on the wisdom of current clinical diagnosis. One such system
was the New Haven Index (Astrachan et al., 1972), devel-
oped during an era of a very broad concept of schizophrenia.
The New Haven Index was able to predict clinicians’ diag-
noses in New Haven hospitals by using only signs and symp-
toms without mention of affective symptoms or a minimal
duration. Delusions, hallucinations, and thought disorder
were emphasized by requiring at least one of them and mak-
ing any two of them sufficient for a diagnosis.

A second system, sponsored by the World Health Organi-
zation, came from the International Pilot Study of Schizo-
phrenia (IPSS; Carpenter et al., 1973) involving 1,202
patients from nine countries. Stepwise discriminant function
analysis was used to identify 12 items that best discriminated
between patients with hospital diagnoses of schizophrenia or
not schizophrenia in half the sample and cross-validated on
the other half. These items included delusions (four items re-
flecting different types), thought disorder, restricted or flat
affect, poor insight, poor rapport during the interview, unreli-
able information during the interview, and the absence of
three indications of affective disorders (elation, depressed fa-
cial expressions, waking early). One point was awarded for
the presence of each of the nine positive indicators and for the
absence of each of the three affective symptoms. A table
indicating the agreement with hospital diagnoses of schizo-
phrenia and not schizophrenia (in the two samples) as a func-
tion of the number of points required to make a diagnosis
showed that requiring five or more points resulted in a rela-
tively broad concept of schizophrenia—detecting 80–81% of
hospital diagnoses of schizophrenia, while diagnosing as
schizophrenic 13–22% of patients not diagnosed as having
schizophrenia by the hospital. With the more restrictive crite-
rion of six or more points, these numbers changed to 63–66%
and 4–6%, respectively. The authors suggested choosing the
criterion (e.g., five or six points) for a diagnosis of schizo-
phrenia depending on the application—hence the term Flexi-
ble System, which has been applied to this approach.
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If the different diagnostic systems all assessed the same
clinical phenomenon but differed only in the threshold for
making a diagnosis, they would show a hierarchical relation-
ship: Broader systems, which diagnose more patients as
having schizophrenia, would include all patients diagnosed
as having schizophrenia by the narrower systems. Unfortu-
nately, that is not the case, and even the narrow systems did
not show high agreement (Gottesman et al., 1987). For exam-
ple, Strauss and Gift (1977) applied seven diagnostic systems
to 272 patients in their first hospitalization and found that 122
were diagnosed as schizophrenic by at least one system. The
two broadest systems were the New Haven Index and the
(IPSS) Flexible System-5 with 68 and 57 diagnoses, respec-
tively. Even though they are very broad, these systems missed
about half the 122 patients diagnosed as having schizophre-
nia by another system. The three narrowest systems were the
RDC, Feighner criteria, and Flexible System-6 with 4, 9, and
34 diagnoses, respectively. To illustrate poor agreement even
among narrower systems, the Feighner criteria and the RDC
agreed on a schizophrenia diagnosis for only two patients,
and the Flexible System-6 diagnosed as schizophrenic only
44% of those called schizophrenic by the Feighner criteria.
For the broader systems, the Flexible System-5 diagnosed as
schizophrenic only 65% of the New Haven Index cases. The
authors noted that the exclusion criteria for affective symp-
toms were responsible for the extreme narrowness of the
Feighner criteria and the RDC because affective symptoms
are prominent in first-admission samples of hospitalized
patients.

Although these diagnostic systems show greater agree-
ment and a more hierarchical structure with more chronic
hospitalized patients (Endicott et al., 1982), these data serve
to illustrate significant diagnostic disagreement and the
importance of chronicity and affective symptoms in making
a diagnosis. Strauss and Gift (1977) make another important
point about the implications of attempts to narrow the diag-
nosis of schizophrenia to a chronic, Kraepelinian view: Such
attempts shift the problem rather than solving it, creating
large numbers of undiagnosed (Feighner criteria) or schizoaf-
fective patients (RDC). Logically, if such large groups of pa-
tients are not to be considered as having schizophrenia, then
presumably alternative etiologic hypotheses need to be de-
veloped and evidence marshaled of discriminant validity vis-
à-vis schizophrenia, which has not been done.

This underscoring of some uncertainties in diagnosis
should not be taken to imply a chaotic situation. Quite to
the contrary, even with our imperfect conceptualizations of
schizophrenia, many reliable findings have been reported, es-
pecially in research on genetic influences. Indeed, the genetic
data constitute some of the most compelling findings in all of

psychopathology, and those findings in turn can inform diag-
nostic choices.

THE CONTRIBUTION OF GENETICS

Genetic Studies of Schizophrenia

The genetics of schizophrenia is one of the great stories in re-
search on psychopathology. This research demonstrated un-
equivocally that genetic factors are important to the etiology of
schizophrenia (e.g., Bassett, Chow, O’Neill, & Brzustowicz,
2001; Gottesman, 1991; Gottesman & Moldin, 1998; Kendler,
1999; Kendler & Diehl, 1995; Tsuang & Faraone, 1995).
Having established that point, this research additionally pro-
vides a foundation for examining the validity of concepts of
schizophrenia—that is, which ways of diagnosing schizophre-
nia produce the strongest findings from a genetic perspective?

The story begins with family risk for schizophrenia: It has
long been known that schizophrenia runs in families (Kendler
& Diehl, 1995). In these studies, one starts with a series of
index cases or probands with a diagnosis of schizophrenia
and then ascertains the risk of schizophrenia among their rel-
atives. Risk for schizophrenia increases with genetic similar-
ity. For example, using pooled European studies from 1920 to
1978, Gottesman et al. (1987) calculated the following risks
of (definite) schizophrenia: first-degree relatives 7.3–9.35%,
second-degree relatives 2.65–2.94%, and third-degree rela-
tives 1.56%. Similarly, for seven more modern studies with
improved methodology, Kendler and Diehl (1993) calculated
an estimated morbid risk of schizophrenia among first-degree
relatives to be 4.8% for schizophrenia probands compared
with 0.5% for control probands, confirming a roughly tenfold
increased risk reported by earlier family studies. Of course, in
family studies environmental similarity is confounded with
genetic similarity, creating a need for twin and adoption stud-
ies to clarify interpretation of family risk data.

Twin studies exploit an experiment of nature that creates
monozygotic (MZ) and same-sex dizygotic (DZ) twins
with 100% (exactly) and 50% (on average) of their genes in
common, respectively. Because many aspects of the environ-
ment are equally similar for MZ and DZ twins (see Kendler
& Diehl, 1995, for a discussion of this assumption), compar-
ison of risk for schizophrenia in the cotwins of schizophre-
nia probands offers a strong test of the genetic hypothesis.
As with family studies, twin studies from the first half of
the twentieth century had reported results supportive of the
genetic hypothesis: MZ cotwins of a schizophrenia proband
have a higher probability of schizophrenia than do DZ
cotwins.
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These results seemed strongly supportive of the genetic
hypothesis, but critics questioned them on methodological
grounds. They argued that knowledge of zygosity contami-
nated the (nonblindfolded) diagnoses of schizophrenia,
allowing the investigator’s beliefs about heredity to bias the
outcome (Gottesman, 1991). However, in a sophisticated twin
study that laid to rest methodological criticisms, Gottesman
and Shields (1966) reported 50% concordance in MZ twins
compared with only 12% for DZ twins. Other modern twin
studies yielded similar results. Gottesman (1991) further
reported that a weighted average of the four recent (since
1963) European twin studies showed 48% MZ and 17% DZ
twin concordance, a more recent British study showed 40.8%
and 5.3% concordance (Cardno et al., 1999), and a summary
of four European studies (including Cardno et al., 1999) and
one Japanese twin study conducted in the 1990s reported her-
itabilities of the order of 80% (Cardno & Gottesman, 2000).
Thus, twin studies strongly support the genetic hypothesis
(Kendler & Diehl, 1995).

Adoption studies completed the final step, in which ge-
netic and environmental similarity are unconfounded. Heston
and Denney (1968) followed up the adopted-away but now-
adult offspring of mothers hospitalized for schizophrenia in
Oregon. At an average age of approximately 36 years, 5 of
47 experimental group (mother schizophrenic) adoptees
had developed schizophrenia compared with none out of 50
matched control adoptees (mother not schizophrenic),
strongly supporting the genetic explanation for the initial ob-
servation that schizophrenia runs in families.

A second, larger adoption study conducted in Denmark
exploited excellent government records listing births (includ-
ing adoption information), psychiatric diagnoses, and current
addresses for everyone in the country. In the initial report
on the Copenhagen sample, Kety and his colleagues (Kety,
Rosenthal, Wender, & Schulsinger, 1968; Kety, Rosenthal,
Wender, Schulsinger, & Jacobsen, 1978) selected adopted
children who later developed schizophrenia, along with a con-
trol group with no psychiatric history; using hospital records,
they ascertained the rate of schizophrenic spectrum disorders
(a broad concept, intended to miss no one with possible schiz-
ophrenia) among the roughly 150 biological and 80 adoptive
relatives of these index cases. Consistent with the genetic hy-
pothesis, there was an elevated rate of schizophrenia among
the biological relatives (8.7%) of the experimental index
cases compared with biological relatives of control index
cases (1.9%) and with the adoptive relatives of both the ex-
perimental group (2.7%) and the control group (3.6%). These
results were confirmed in a later report based on interview-
based diagnoses and data from all of Denmark (Kety et al.,
1994), as well as a reanalysis of the Danish interview-based

data employing DSM-III diagnoses (Kendler, Gruenberg, &
Kinney, 1994) and an independent adoption study in Finland
(Tienari, 1991).

To summarize, the finding that schizophrenia runs in fam-
ilies could possibly be due to either genetic or environmental
influences, but replicated findings from twin and adoption
studies support the genetic interpretation. This conclusion
raises two important questions: (a) What genetic model ap-
plies to schizophrenia and (b) what concepts of schizophrenia
are supported by these data?

Genetic Models

Single-Gene Model

A single-gene model is attractive because it would be pos-
sible to locate the gene, study its properties, and ultimately
understand its effects on brain structure or function that lead
to schizophrenia. It would also be possible to identify non-
schizophrenic carriers of the gene and to study those individ-
uals to determine what environmental variables trigger the
development of schizophrenia. Unfortunately, single-gene
models have such a poor match to existing data that they can
be rejected—at least for a large majority of cases of schizo-
phrenia (Andreasen, 2001; Bassett et al., 2001; Faraone,
Green, Seidman, & Tsuang, 2001; Gottesman & Moldin,
1998; Kendler, 1999; Kendler & Diehl, 1993, 1995; McGue
& Gottesman, 1989; Tsuang & Faraone, 1997). Furthermore,
attempts to identify a single gene through linkage with ge-
netic markers in family pedigrees has been disappointing
(Gottesman & Moldin, 1998; Kendler, 1999; Tsuang &
Faraone, 1997).

Multifactorial Polygenic Model

Gottesman and Shields (1967) were the first to apply the mul-
tifactorial polygenic (MFP) model to schizophrenia, in which
a large number of genes—each often assumed to be of small
effect—along with environmental influences contribute in an
additive fashion to the overall liability for schizophrenia. The
model assumes a threshold such that schizophrenia develops
when total liability exceeds the threshold. In general, the ge-
netic data are consistent with MFP models with a threshold
(e.g., Andreasen, 2001; Faraone & Tsuang, 1985; Gottesman
et al., 1987; Gottesman & Moldin, 1998; Kendler & Diehl,
1993; Tsuang & Faraone, 1997).

Parenthetically, there always has been some theoretical
tension between the assumption of additivity in the MFP and
the implication of an interaction effect in the diathesis-stress
model—that is, stressors produce pathology only in those with
a diathesis (Gottesman, 1991). The additivity assumption in
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the MFP is appropriate because most of the extant data fit this
more parsimonious model, but interaction effects are to be
expected, in which genetic vulnerability increases one’s sensi-
tivity to environmental influences that tend to induce schizo-
phrenia (Gottesman & Moldin, 1998; Gottesman & Shields,
1972; Meehl, 1962). In recent years, evidence has accumu-
lated of such greater effects of stressors among genetically
vulnerable individuals (e.g., children or siblings of schizo-
phrenia probands) for obstetric complications (Tsuang &
Faraone, 1995), disturbed communication in adoptive parents
(Gottesman & Moldin, 1998), and for inferred but unspecified
stressors among second-generation African-Caribbean immi-
grants to the United Kingdom (Moldin & Gottesman, 1997).
Additionally, there may well be interaction effects among
genes, called epistasis (Bassett et al., 2001; Gottesman &
Moldin, 1998).

Mixed Models

Although the MFP model might be considered the default
hypothesis because of the good fit with genetic data, interme-
diate and mixed models cannot be excluded and, in fact, are
likely. In the limited-loci-polygenic model (Faraone &
Tsuang, 1985) a small number of loci (e.g., two loci with two
alleles each) contribute to schizophrenia. In order to fit the
empirical findings, these models must assume a modest ge-
netic contribution to schizophrenia, leaving a large environ-
mental contribution. A similar situation obtains with mixed
genetic models (a single gene combined with polygenes),
which can be made consistent with either (a) a rare (e.g., 10%
of schizophrenic cases) single gene with high penetrance
(e.g., .60) or (b) a much more common single gene that has
low penetrance (Gottesman & McGue, 1991; Kendler &
Diehl, 1993). These latter two models probably are more in-
teresting than the limited-loci-polygenic models because
they are consistent with relatively high heritability overall
(single gene plus polygenes) and potentially offer an expla-
nation for some of the heterogeneity in the schizophrenia
phenotype. The common single gene (or major gene) in par-
ticular is of interest because it might be associated with a
more chronic course (Iacono, 1998). Nevertheless, the MFP
model is a major component of any model consistent with
genetic data on schizophrenia—even if there are one or more
major genes with larger effects. Additionally, a broad review
of the behavior genetics literature suggests that the kind
of behavior represented by the construct of schizophrenia
is likely to involve polygenic influences (Plomin, 1990;
Plomin, DeFries, McLearn, & Rutter, 1997).

The preceding reasoning with respect to the MFP model
applies to the majority of schizophrenia cases and does not

exclude rare cases of schizophrenia or schizophrenia-like
psychoses attributable to another etiology. For example,
Tsuang and Faraone (1995) concluded that in some rare cases
gross chromosomal abnormalities cause schizophrenia, and
Gottesman (1991) listed numerous drugs, somatic disorders,
and genetic and chromosomal factors that produce pheno-
copies of schizophrenia (i.e., schizophrenia-like psychoses
that do not share the etiology of typical schizophrenia).

A small deletion of genetic material on the long arm of
Chromosome 22 (22q) has been associated with a form
of schizophrenia that develops in roughly 25% of individuals
with the deletion and accounts for up to 2% of individuals
with schizophrenia (Bassett et al., 2001). Although the 22q
deletion is inherited in an autosomal dominant pattern, due to
reproductive disadvantage such transmission is greatly re-
duced. Consequently, over 90% of the cases are due to de
novo mutations, which in turn are more likely with increasing
paternal age. More broadly, Gottesman (1991), when com-
paring schizophrenia to some extent with mental retardation,
speculated that a mixed model will prove most appropriate
for schizophrenia. In this model, some rare cases are attrib-
uted to single genes and others to primarily environmental
factors, but the vast majority are attributed to one of two vari-
ations of the MFP. Of this MFP group, up to 10% might re-
flect the effect of a specific major gene combined with
polygenic and environmental influences (the mixed genetic
model with a more common single gene described previ-
ously), whereas the remaining 90% reflect the standard MFP
model of polygenic and environmental influences. Although
a specific major gene operating in a polygenic context has not
yet been identified, identification of such a gene would con-
stitute a major breakthrough.

Specific and Nonspecific Liability

As noted previously, the MFP model assumes that polygenic
and environmental influences combine to produce total liabil-
ity with a threshold for the appearance of schizophrenia. The
liability is further assumed to be distributed normally in the
population as a whole and to consist of specific genetic, non-
specific genetic, and nonspecific environmental liability, as
well as genetic and environmental assets that reduce liability
(Gottesman, 1991). The modifier specific means that this as-
pect of the genetic contribution is specific to schizophrenia
and not to any other disorders, whereas nonspecific factors af-
fect liability but are not themselves specific to schizophrenia.

Relatively little has been said about the nature of non-
specific liability. As conceptualized within a diathesis-stress
framework, environmental stress (physical or psychosocial)
has nonspecific effects that influence but are not limited to
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the risk for schizophrenia. Similarly, it is reasonable to sug-
gest that among the nonspecific genetic liability will be char-
acteristics that influence the amount of stress the person
experiences (Fowles, 1992b; also see Meehl’s classic 1962
paper for discussion of nonspecific factors involving vulner-
ability to stress). Two examples can serve to illustrate this
point. First, all other things being equal, individuals with an
anxiety-prone or stress-reactive temperament will experience
more stress than would less anxious individuals, thereby
contributing to nonspecific liability. Second, individuals
whose genetic endowment pushes toward lower intelligence
are more likely to experience academic, occupational, eco-
nomic, and even interpersonal aversive experiences that
make the world objectively more stressful. These suggestions
are consistent with Heston and Denney’s (1968) report that
among the adopted-away offspring of mothers with schizo-
phrenia, there was a trend toward an increased rate of mental
retardation and anxiety disorders. In selecting for mothers
who clearly had schizophrenia, the authors may have selected
for nonspecific genetic liability as well as specific genetic
liability. On the other hand, inasmuch as presumably there
are a large number of nonspecific effects, selection for any
specific characteristic (e.g., low intelligence) would be weak
and difficult to demonstrate. Furthermore, this nonspecific
liability would segregate independently of specific liability,
contributing to a varied collection of vulnerabilities and
deficits among the relatives of schizophrenia probands—
consistent with the impression of substantial rates of psy-
chiatric abnormalities among relatives (Gottesman, 1991;
Gottesman & Shields, 1976)—that add to the difficulty of
identifying the true schizophrenic spectrum.

Environmental Liability and Episodic Course

An important feature of the MFP model needs to be under-
scored. With a fixed threshold and additive genetic and envi-
ronmental liability, a trade-off exists between the genetic and
environmental liability. As genetic liability increases, less en-
vironmental liability is needed to reach threshold (Fowles,
1992b, 1994; Gottesman, 1991; Gottesman & Shields, 1982;
Siris & Lavin, 1995; Zubin & Spring, 1977). We do not know
how many genes are involved or how high the maximum lia-
bility can be, but it is generally assumed that there can be
enough genetic liability so that relatively little environmen-
tal stress is needed to reach threshold. Such individuals are
likely to run a chronic course because their total liability will
be above threshold most or all of the time. As the genetic con-
tribution to liability diminishes, it must be offset with greater
contributions from the environment. In those cases, the
course is likely to be episodic because most of the time the

individual will not encounter that much stress. Of course,
stress can be more or less chronic, in which case even sub-
stantial contributions to liability from stress can be associated
with chronicity (Wing, 1978). Finally, as the genetic liability
diminishes even further, a point can be reached at which nor-
mal amounts of environmental stress will not be sufficient to
bring total liability to threshold, making such fortunate indi-
viduals not schizophrenic for genetic reasons. In this concep-
tualization of the underlying etiology, episodic schizophrenia
differs from chronic schizophrenia quantitatively but not
qualitatively. It may be practical to distinguish between cases
that—on average at least—are more genetic versus less ge-
netic, but the etiologic model remains the same for both. 

Summary

It can be seen from this brief review that the MFP model
accounts well for genetic data, but one cannot exclude cont-
ributions from single rare genes with relatively high pene-
trance, purely environmental etiologies, and more common
single genes with low penetrance. It is important to note that
all attempts to fit genetic models to extant data conclude that
environmental factors cannot be neglected. Ironically, in this
sense the genetic data provide the strongest evidence for en-
vironmental contributions to schizophrenia. This evidence is
neutral with respect to whether the environmental contribu-
tion involves psychosocial factors or physical environmental
factors. Two major lines of research provide support for the
hypothesis that psychosocial stress does contribute to the
onset of schizophrenia—life events and aversive family in-
teractions, both of which are reviewed later in this chapter—
but evidence also strongly supports physical environmental
contributions.

ENVIRONMENTAL INFLUENCES

Variability in Outcome

A contribution of life events to the onset of schizophrenia
became more likely after Bleuler broadened the concept of
schizophrenia to include those who would show improve-
ment. Additionally, with this outcome heterogeneity, it was
inevitable that investigators would try to find predictors of
good versus poor outcome. One approach distinguished
between process and reactive schizophrenia (Chapman &
Chapman, 1973; Neale & Oltmanns, 1980). Reactive schizo-
phrenia has a rapid onset associated with a life event, a nor-
mal premorbid adjustment, and a good prognosis. Process
schizophrenia has an insidious onset, poor premorbid social
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adjustment, affective flattening (a classic symptom of chronic
schizophrenia), and a poor prognosis. Premorbid adjustment
is the most powerful correlate of prognosis. In another
tradition, the term schizophreniform disorder originally re-
ferred to psychoses with good prognoses in order to distin-
guish them from so-called genuine schizophrenia (Siris &
Lavin, 1995)—that is, Kraepelinian chronic, deteriorating
schizophrenia. The predictors of good outcome are now
found in the good prognosis subtype of schizophreniform
disorder in DSM-IV (American Psychiatric Association,
1994, 2000; see also Siris & Lavin, 1995) with confusion or
perplexity during the episode and absence of blunted or flat
affect being added to good premorbid adjustment and rapid
onset as predictors of good outcome. The presence of affec-
tive symptoms also indicate a better prognosis (Siris &
Lavin, 1995). 

Life Events

Interpretation of Outcome Heterogeneity

A plausible interpretation of the process-reactive or poor ver-
sus good prognosis distinction is that the process or poor
prognosis cases have greater (possibly largely genetic) vul-
nerability that adversely affects the premorbid personality
and develops into schizophrenia without the additional liabil-
ity of a noteworthy life event. In contrast, the reactive or
good prognosis cases are somewhat less vulnerable to schiz-
ophrenia and develop normally until a stressful life event
adds to liability and raises them above threshold for schizo-
phrenia. In many cases, the stress response to negative life
events does not last forever, the stress-based liability dimin-
ishes, and the person recovers from schizophrenic symptoms.
This interpretation of the nature of the process-reactive dis-
tinction implies that life events and the associated stress re-
sponse can contribute to the onset of schizophrenia but are
likely to do so most obviously for individuals with a sudden
onset of schizophrenic symptoms.

Life Event Studies

In a classic study consistent with the aforementioned rea-
soning, Birley and Brown (1970) assessed life events during
the 12 weeks prior to the onset of symptoms among patients
whose symptom onset could be dated within a week. This
datable-onset requirement necessarily precludes patients with
an insidious onset and samples strongly in favor of reactive
or good prognosis schizophrenia (approximately 50% of the
schizophrenic patients were excluded by this criterion).
Nonpatient controls from the community were asked about

life events in the 12 weeks before the interview. The schizo-
phrenic patients showed an increased rate of life events (60%
of patients) in the 3 weeks prior to onset relative to earlier
3-week periods and relative to all 3-week periods for the con-
trols (averaging about 21%).

For life events, there is a concern about the direction of
effect—whether incipient psychotic symptoms cause the life
event rather than the reverse. The authors rated the life events
for their independence of the individual’s behavior (e.g.,
losing one’s job because a factory closed clearly would be
independent). The results were similar to those previously
mentioned for the restricted group of events classified as
independent: 46% for the most recent 3 weeks for schizo-
phrenic patients compared with 12–14% for other 3-week pe-
riods for patients and all 3-week periods for controls. Thus,
this study found that life events were associated with onset of
symptoms among the roughly 50% of patients with a datable
onset and that the time frame for life event to symptoms was
relatively short—about 3 weeks.

It was 17 years before a replication of this important find-
ing was published. The World Health Organization reported
data from eight cities around the world (Day et al., 1987),
each site essentially constituting an attempt at independent
replication. Because control subjects were not available, this
study focused on the percentage of patients with life events in
the 3 weeks before a datable onset relative to the three earlier
3-week periods. The predicted elevations were statistically
significant at six of the eight sites for total life events and five
of the eight sites for independent life events with identical
trends at the remaining sites (not significant because of
smaller numbers of patients).

Ventura, Nuechterlein, Lukoff, and Hardesty (1989) noted
that the previous two studies involved retrospective memo-
ries of life events after the onset of schizophrenic symptoms
(possibly permitting memory bias for patients who want to
attribute the onset of schizophrenia to stress) and argued that
it was important to replicate the results in a prospective study.
They tracked 30 patients with schizophrenia following dis-
charge from the hospital with assessment of schizophrenic
symptoms biweekly (to detect relapse) and of life events
monthly. Using data from the last life event interview before
relapse-exacerbation, they found an increased number of life
events (both total and independent) relative to other time pe-
riods for the 11-patient relapse group and relative to compa-
rable months for the nonrelapse group. Although these
patients were not selected for a datable onset, they had shown
sufficient recovery that they could be monitored for relapse.
At least in that sense they were selected not to include
the most chronic, process cases of schizophrenia that tend to
be less responsive to treatment. Thus, similar results were
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obtained in a prospective study, thereby eliminating the pos-
sibility of memory bias present in the Birley and Brown and
the Day et al. studies.

Extreme Life Events

The aforementioned studies were conducted with patients suf-
fering from typical schizophrenia. Dohrenwend and Egri
(1981) took the argument a step further and applied it to
battlefield psychoses that—at a symptom level—are indistin-
guishable from schizophrenia, although they are likely to remit
quickly. Finding that the individuals involved had shown no
other evidence of schizophrenia, they proposed that very se-
vere stress can contribute to a schizophrenic reaction in those
without any obvious vulnerability.Although most would argue
that these battlefield psychoses are not cases of true schizo-
phrenia, a parsimonious model would suggest that these indi-
viduals may have some genetic liability to schizophrenia but
only at a level that requires extreme stress to bring them to
threshold. As soon as that extreme stress passes, they should
recover and (hopefully) never again experience psychotic
symptoms. Inasmuch as the vast majority of battlefield casual-
ties do not involve symptoms of schizophrenia (Gottesman,
1991), the assumption that some degree of genetic liability
combines with the extreme stress to produce a schizo-
phrenic syndrome offers a possible explanation for why only
certain individuals are afflicted. This perspective perhaps par-
allels that for amphetamine psychosis—in which massive in-
creases in dopamine produced by stimulant drugs produce a
schizophrenia-like condition in normal individuals—that rou-
tinely is cited as evidence of the involvement of dopaminergic
activity in schizophrenia.

Life Events Act on a Small Percent of the Population

The implications of this literature on life events—in the con-
text of the MFP model—are that noteworthy stressful life
events are not necessary for the small number of individuals
with a heavy genetic loading for schizophrenia and are not
sufficient for the large number (perhaps over 95% of the pop-
ulation) with a modest or no genetic loading (Gottesman,
1991). Between these extremes, a range of genetic liability
for schizophrenia can be combined with stressful life events
to bring the individual to the threshold for manifestation of
schizophrenic symptoms. In a quantitative sense, the con-
tribution of stress need not be large for the population as a
whole because it centers on a small percentage of the popula-
tion with enough genetic liability to be vulnerable to environ-
mental stress (Fowles, 1992b, 1994; Gottesman & Shields,
1976; Siris & Lavin, 1995).

Aversive Family Interactions 

Not all stressful environments involve obvious life events.
Some can be more subtle, as in the case of aversive family
interactions. In a study that initiated an important line of
research on family interactions and schizophrenia, Brown,
Birley, and Wing (1972) monitored 9-month relapse among
101 patients with schizophrenia discharged from the hospital
to live with family. At the patient’s admission to the hospital,
the authors rated an extensive interview with key relatives for
number of critical comments and unusual emotional overin-
volvement, these ratings being combined into a single index
of family expressed emotion (EE). High EE was associated
with more frequent relapse and interacted with both hours of
contact with high-EE families and compliance with medica-
tion. This study was replicated by Vaughn and Leff (1976)
and the pooled results summarized by Leff (1976) and Leff
and Vaughn (1985). Based on these pooled data, 51% of
patients returning to high-EE families relapsed versus 13%
for those returning to low-EE families. Of those in high-EE
families, 69% with more than 35 hours/week contact (in the
same room) with their relatives relapsed compared with only
28% with less than 35 hours/week contact. Additionally, med-
ication reduced relapse in high-EE families, with relapse
ranging from 15% for those on medication and having fewer
than 35 hours/week contact to 92% for the combination of
high contact and no medication. Hours of contact and med-
ication had no effect on relapse among patients with low-EE
families.

The basic finding that aversive family interactions in the
form of high EE predicts a higher rate of relapse has been
replicated many times (Hooley & Hiller, 1998). Debate has
centered on the direction of the effect: Does high EE cause
relapse, or could both relapse and family reactions to the pa-
tient reflect the effects of a third variable, such as severity of
the symptoms of schizophrenia? Although this question has
not been fully resolved and possibly there are bidirectional
effects, evidence suggests strongly that high EE among rela-
tives does contribute in important ways to relapse of schizo-
phrenic symptoms (Hooley & Hiller, 1998; Linszen et al.,
1997; Nuechterlein, Snyder, & Mintz, 1992). 

Institutional Environments

In the famous three-hospital study, Wing and Brown (1970)
found that negative symptoms in schizophrenia (slowness, un-
deractivity, blunting of affect, and poverty of speech), called
the clinical poverty syndrome, varied across time and hospi-
tals as a function of the institutional environment—a phenom-
enon termed institutionalism. Clinical poverty was high on
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wards that placed many restrictions on patients and provided
few opportunities for activities; in contrast, it was minimized
on wards that placed fewer restrictions and required more
socially positive activities. Wing (1978) attributed clinical
poverty to “a protective reaction against the painful effects of
social interaction when one has inadequate equipment for
communication” (p. 606)—that is, some negative symptoms
can be seen as a form of passive or active avoidance. In agree-
ment, Carpenter, Heinrichs, and Wagman (1985) noted that in
some cases, social withdrawal may reflect a combination of
diminished social drive and a reaction to the development of
positive symptoms and to aversive environments. In a similar
observation, Manfred Bleuler (1974) described the elimina-
tion of what he called catastrophic schizophrenia by improved
hospital care prior to the advent of antipsychotic medications.
Catastrophic schizophrenia, which was the prototype for
Kraepelin’s dementia praecox, was characterized by an acute
onset of a severe psychosis, followed with little improvement
by a severe chronic psychosis lasting until death.

These phenomena reflect an interaction between a vulnera-
bility among schizophrenia patients and the hospital environ-
ment. The fundamental point is that negative symptoms are not
hard-wired manifestations of a genetic disease; rather, they are
secondary to the schizophrenic process interacting with the
environment. Thus, the environment contributes to some
degree even to a classic Kraepelinian clinical picture.

Cortisol as an Index of Stress During Episodes

If stress contributes to liability in schizophrenia, at least a
portion of patients should be experiencing stress during
episodes. Cortisol in blood or saliva in humans serves as an
index of activation of the hypothalamic-pituitary-adrenal
(HPA) axis, in turn a primary manifestation of the stress re-
sponse in humans. Additionally, failure to suppress cortisol
secretion in response to administration of the synthetic glu-
cocorticoid dexamethasone reflects poor feedback HPA regu-
lation. In studies reviewed by Walker and Diforio (1997),
increased baseline cortisol levels were associated with posi-
tive psychotic symptoms among patients with schizophrenia
in cross-sectional and longitudinal studies and were high
immediately prior to psychotic episodes, consistent with
precipitation of symptom exacerbation by increased cortisol
levels. Failure to suppress cortisol in the dexamethasone sup-
pression test (DST) was associated more strongly with nega-
tive than with positive symptoms, although the difference
might have been due to greater reduction of positive symp-
toms by medication. Similarly, DST failure was associated
with several indicators of poor prognosis—poor premorbid

adjustment, enlarged ventricals, worsening when medication
is suspended, and poorer outcome over time. These findings
strengthen the inference that psychosocial stress contributes
to nonspecific liability in schizophrenia.

Physical Environmental Influences

Physical Environment as a Primary
Cause of Schizophrenia

The possibility that schizophrenia is attributable to nongenetic
biological factors has been attractive to many investigators.
One favorite has been the hypothesis that an unspecified virus
causes brain damage that presents—perhaps years later—as
schizophrenia. However, one famous British advocate of
that position later came to the conclusion that there was no
evidence to support it (Crow in Liddle, Carpenter, & Crow,
1993). Invoking another important candidate, early trauma
such as birth injury was proposed by Murray, Lewis, and
Reveley (1985) to produce nongenetic forms of schizophrenia.
They suggested that such trauma might account for the af-
flicted twin in discordant MZ twin pairs.

Gottesman and Bertelsen (1989) rebutted this argument
by examining the risk of schizophrenia spectrum disorders
among the offspring of both twins in discordant MZ twin
pairs. They found an elevated risk of spectrum disorders that
was equally high for the offspring of the healthy and afflicted
cotwins and comparable to that for offspring of schizophrenia
probands in general, exactly what would be predicted by a
genetic hypothesis because of the identical genotype for the
healthy cotwin. According to the Murray et al. hypothesis,
there is no reason for increased risk for the offspring of
the healthy twin (or the afflicted twin, for that matter; see
Gottesman et al., 1987). The Gottesman and Bertelsen results
demonstrate that the genetic hypothesis applies to a large ma-
jority of discordant MZ twins (and, by implication, to a large
majority of all other cases of schizophrenia). Such evidence
does not preclude the possibility that there are some cases of
schizophrenia attributable to viral infection, obstetrical com-
plications, or head injuries, but the number of such cases
must be so few that they did not affect the results in the
Gottesman and Bertelsen study, and there is little empirical
support for environmental factors as a primary etiology of
schizophrenia (Bassett et al., 2001).

Physical Environment as Nonspecific Liability

In the context of the expectation of environmental contribu-
tions to schizophrenia in the MFP model, physical insults to
the brain may constitute part of the nonspecific contribution
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of the environment, acting as a stressor to increase risk of
schizophrenia in individuals with a genetic vulnerability
(Walker & Diforio, 1997). As discussed previously in
connection with the process-reactive distinction, patients
whose onset of schizophrenia is associated with a life event
should—on average—have less genetic liability than do pa-
tients without a life event. On that assumption, the relatives
of persons with reactive schizophrenia should be at lower risk
for schizophrenia than are the relatives of persons with a
process schizophrenia. Gottesman (1991) cited an older study
in Germany that included head injuries as somatic life events
associated with the onset of schizophrenia. As expected from
this reasoning, the siblings of patients with somatic stressors
had a lower risk of schizophrenia (4.8%) than did siblings of
patients with no stressors of any kind (10%). Along with
other, more anecdotal (but nevertheless informative) evi-
dence, these findings led Gottesman (1991) to include head
injuries among the list of stressors that increase the risk of
episodes among genetically vulnerable individuals.

Although the evidence is mixed, pregnancy and birth
complications appear to be associated with an increased risk
of schizophrenia (Johnstone, 1999b)—especially in the sec-
ond trimester (Bunney & Bunney, 1999). Consistent with
this finding, Gottesman (1991) cited a review of twin studies
by McNeil and Kaij suggesting that obstetrical complica-
tions (pregnancy or birth complications and problems within
4 weeks of birth) may be stressors that combine with genetic
vulnerability to produce schizophrenia. Similarly, Andreasen
(2001) summarized findings that viral infections during
pregnancy and other birth complications contribute to the
development of schizophrenia, but they apparently do so in
combination with genetic factors. Tsuang and Faraone
(1995) found support for both obstetric complications and
viral infections and proposed that their effects could best be
conceptualized in the context of the MFP model.

The Genain Quadruplets

The contribution of other than genetic factors to heterogene-
ity is underscored by a famous study of the Genain (identical)
quadruplets (Mirsky et al., 2000; Rosenthal, 1963), all of
whom developed schizophrenia. Although they were geneti-
cally identical, these four sisters showed very different clini-
cal pictures, age at onset, course, and outcome. This varied
manifestation of schizophrenia in spite of genetic identity
underscores the importance of environmental factors—both
physical (e.g., brain injury at birth) and psychosocial (e.g.,
differential treatment by parents)—as contributors to the het-
erogeneity of schizophrenia (Mirsky et al., 2000).

Summary

To summarize, all attempts to fit genetic models to the data
on family, twin, and adoption studies conclude that the envi-
ronment makes some contribution to the etiology of schizo-
phrenia; this conclusion is consistent with the diathesis-stress
hypothesis. More direct evidence supports the inclusion of
psychological stressors such as life events, aversive interper-
sonal interactions, and battlefield conditions as contributors
to the onset of episodes of schizophrenia. Similarly, institu-
tional environments influence negative symptoms in schizo-
phrenia. Additionally, physical insults such as head injuries,
obstetrical complications, and possibly viral infections con-
tribute to the development of schizophrenia in genetically
vulnerable individuals, although it may be that in relatively
rare cases, physical insults alone produce a schizophrenia-
like clinical condition. On average, the greater the contribu-
tion of psychological or physical stress to overall liability, the
less the genetic contribution needs to be—with subsequent
reduced risk of schizophrenia among the relatives. 

THE CONCEPT OF SCHIZOPHRENIA FROM
A GENETIC PERSPECTIVE

In addition to pointing toward environmental contributions,
the genetics literature provides an important perspective in a
number of ways on the conceptualization of phenotypic het-
erogeneity. First, variation in genetic liability in the MFP
model has implications for conceptualizing phenotypic het-
erogeneity. Second, it is possible to compare the validity of
the diagnosis of schizophrenia for different diagnostic ap-
proaches from a genetic perspective. Assuming that invalid
diagnoses will add error variance and undermine the magni-
tude of findings, diagnostic approaches that yield weaker re-
sults are less valid. Third, the genetic perspective can be used
to evaluate different subtypes for inclusion in the schizophre-
nia spectrum.

Severity of Genetic Loading

As already implied, one form of genetic heterogeneity with
phenotypic consequences is to be expected from the MFP
model: a dimension of severity of genetic liability (Gottesman,
1991; Gottesman et al., 1987) with consequences for family
risk and course. This assumption has been documented most
clearly with family risk data, in which family members of more
severe phenotypes (e.g., nuclear, Kraepelin’s hebephrenic
and catatonic, process, chronic, negative symptom, Crow’s
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Type II) have a greater risk of schizophrenia than do relatives
of those with other, less severe phenotypes (e.g., nonnuclear,
Kraepelin’s paranoid and simple, reactive, nonchronic, posi-
tive symptom, Crow’s Type I). For example, children of those
with hebephrenic and catatonic subtypes—sometimes called
nuclear schizophrenia because of their chronic, severe
course—have about a 20% risk of schizophrenia compared
with only 10% for the children of the milder paranoid and sim-
ple schizophrenic subtypes (Gottesman, 1991). Additionally,
differences in the severity of genetic liability will on average
be related to differences in course—high genetic liability is as-
sociated with a more chronic course and less high genetic lia-
bility with a more episodic course combined with life events as
precipitants of episodes (Gottesman, 1991; Siris & Lavin,
1995). In examining this question, Gottesman et al. (1987)
found no results that could not be attributed to a continuum of
severity within the concept of schizophrenia.

If these variations in family risk, course, and outcome are
reflections of severity of liability in the MFP model and
are not attributable to qualitatively different genetic etiolo-
gies, then subtypes should not breed true, so to speak, in
family studies—that is, all subtypes or forms of schizophre-
nia should be found among relatives, regardless of the sub-
type of the index case. The results have been clear: Although
there is some tendency for subtypes to breed true, all types
of schizophrenia are found in family pedigrees, contradicting
the hypothesis that schizophrenia can be subdivided on the
basis of qualitatively different genetic effects (Gottesman,
1991; Gottesman et al., 1987; Gottesman & Shields, 1982).
The polygenic model, then, can account for some of the
heterogeneity in schizophrenia without recourse to hypothe-
sizing qualitatively different underlying genetic etiologies.
Of course, etiologic heterogeneity remains a possibility—as
indicated previously—in the form of major genes in a
polygenic context, rare single genes with high penetrance,
and purely environmental effects (see also Kendler & Diehl,
1993).

Breadth of the Concept of Schizophrenia

Twin Studies

Twin studies have been used to advantage to examine the op-
timal breadth of the concept of schizophrenia. Gottesman
(1991) had eight experts diagnose 120 case histories com-
piled in the course of the Gottesman and Shields (1966)
Maudsley twin study. The breadth of the concept of schizo-
phrenia varied across diagnosticians, ranging from a narrow
approach that identified only 17 cases out of the 120 to a broad
concept that diagnosed 79 cases. Each expert’s diagnoses

were evaluated on the basis of the largest difference in MZ
versus DZ concordance. A middle-of-the-road breadth of
concept was found to be superior both to very broad and very
narrow approaches.

Gottesman et al. (1987; Gottesman, 1991) used the
Gottesman and Shields twin sample to evaluate DSM-III,
RDC, and Feighner criteria. DSM-III yielded good results:
47.5% MZ, 9.5% DZ concordance. RDC and Feighner
criteria yielded comparable results, but only if these strin-
gent diagnostic systems were broadened to include probable
schizophrenia. Use of Schneider first rank symptoms alone
(presence of any one symptom justifies a diagnosis of schiz-
ophrenia) yielded very poor results: Only a small number of
diagnoses of schizophrenia and the anomalous finding that
DZ concordance was higher than MZ concordance. Use of
Crow’s Type II criteria (discussed later in this chapter)
yielded only three cases, necessitating substitution of a mixed
type (Type I plus Type II) for comparison with a positive-
symptom-only type (cf. Fenton & McGlashan, 1992, for sim-
ilar findings). It is important to underscore that this test of the
diagnostic approaches was based on longitudinal research in
which a great deal of information about the course of the dis-
order over a period of time had been collected. Diagnostic ap-
proaches requiring a chronic course do much better with such
comprehensive data than they do when applied to cross-
sectional studies involving a single assessment at one point in
time. Gottesman et al. (1987), for example, cite a study in
which the Feighner criteria failed to diagnose 32% of cases
based on cross-sectional data when compared with later diag-
noses based on longitudinal data.

In the original report using the Maudsley twin study sample
with DSM-III diagnoses, Farmer, McGuffin, and Gottesman
(1987) used the ratio of MZ concordance to DZ concordance
to evaluate whether broadening the spectrum to include one
additional diagnosis along with schizophrenia improved
results. The ratio for schizophrenia alone was 5.01 (using data
from the preceding paragraph). Improvements were found
with adding schizotypal personality disorder (6.01), adding
affective disorder with mood-incongruent delusions (6.31),
and atypical psychosis (5.23), whereas there was no effect for
adding schizophreniform disorder (5.00).

Adoption and Family Studies

Adoption and family studies similarly can be used to provide
clues as to which variations on the schizophrenia theme should
be included in the schizophrenia spectrum. In the Danish
adoption study, Kety et al. (1968) reported results based on
hospital record diagnoses from the Copenhagen sample. Over
time, these investigators enlarged the sample to include the
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rest of Denmark and conducted diagnostic interviews with all
participants. Kendler et al. (1994) reported results based on
DSM-III diagnoses for this national sample, which serves as an
excellent illustration because of the relatively large sample
size (for an adoption study) and high quality of the data. As
in the original study, a broader concept of schizophrenia
spectrum disorders was used, which included schizophre-
nia; schizoaffective disorder, mainly schizophrenia (SAD-
MS); schizotypal personality disorder (SPD); and paranoid
personality disorder (PPD). The risk of these spectrum disor-
ders was elevated among the relatives of schizophrenic
(13.0%), SAD-MS (12.8%), and SPD (19.1%) index case
groups compared with a risk of only 3.0% among relatives of
the control adoptees. The specific diagnoses were tallied
among the relatives of the index cases and controls, and com-
parisons were made to see whether the particular diagnosis
was elevated. When specific diagnoses were tallied, the diag-
nosis of SPD was elevated among the relatives of all three
index case groups—schizophrenia (7.3%), SAD-MS (7.7%),
and SPD (14.9%)—compared with relatives of controls
(2.3%). The diagnosis of schizophrenia was elevated among
the relatives of schizophrenic (3.3%) and SAD-MS (5.1%) but
not SPD (0%) index groups compared with controls (0.3%).
SAD-MS and PPD were not significantly elevated among the
relatives of any index groups. Note that SPD was elevated
among relatives of schizophrenia probands, but schizophrenia
was not found among the relatives of SPD probands. In an op-
posite pattern, schizophrenia was found among relatives of
SAD-MS probands, but SAD-MS was not found among the
relatives of schizophrenia probands.

These analyses strongly support the inclusion of SPD in
the spectrum, based on the elevated risk of SPD among
relatives of schizophrenia probands. This conclusion consis-
tently has been supported in reviews of the family, twin, and
adoption literature (e.g., Asarnow et al., 2001; Battaglia &
Torgersen, 1996; Kendler & Diehl, 1995). In a polygenic
model in which SPD is a milder form, the risk of schizophre-
nia among relatives of SPD probands would be expected to
be relatively low and difficult to detect with small samples
(Battaglia & Torgersen, 1996), such as was the case in the
Kendler et al. (1994) study when the data were reported sep-
arately for each spectrum diagnosis. Nevertheless, enough
studies have found elevated risk of schizophrenia among rel-
atives of SPD probands that Battaglia and Torgersen (1996)
conclude the evidence is convincing.

Schizoaffective disorder clearly falls within the schizo-
phrenic spectrum, as long as it is restricted to mainly schizo-
phrenic subtypes. The unidirectional pattern of results for
SAD-MS in the Kendler et al. (1994) study is consistent with
the notion (discussed later in this chapter) that SAD-MS

involves a genetic contribution from schizophrenia with per-
haps a synergistic but independent contribution of affective
symptoms—such that the combination will emerge from the
population as a whole when both happen to be present in
moderate degree. However, when starting with schizophrenia
in the proband, because of the independence of the two com-
ponents, affective symptoms would not necessarily combine
with schizophrenia symptoms among the relatives in high
numbers. Consistent with this model, Kendler and Diehl
(1995) report that in two large-scale studies, although there
was no increase in risk of mood disorders among the relatives
of schizophrenia probands (as expected), the risk of psy-
chotic features was more than twice as likely among the
affectively ill relatives of schizophrenia probands compared
with relatives of controls. This finding supports the notion
that genetic liability to schizophrenia combines with liability
to affective disorder to produce psychotic reactions.

The results for PPD were equivocal in the Danish study.
Similarly, some reviewers include it (e.g., Kendler & Diehl,
1995), whereas others find the evidence equivocal (Asarnow
et al., 2001). PPD appears to be less strongly related to schizo-
phrenia than is SPD but may well be included in the spectrum.

Schizophreniform Disorder

Overall, the evidence for inclusion of schizophreniform
disorder has been somewhat inconsistent, possibly as a func-
tion of varying conceptualizations of this disorder. As noted
earlier, the diagnosis originally referred to psychotic patients
with good prognosis in order to distinguish them from
Kraepelinian chronic schizophrenia (Siris & Lavin, 1995).
Since DSM-III (in the United States), the term has been nar-
rowed to refer to a condition identical to schizophrenia except
that it lasts less than 6 months and does not require deteriora-
tion in social and occupational functioning. In DSM-IV, a
minimum of 1-month duration is required to distinguish schiz-
ophreniform disorder from brief psychotic disorder (APA,
1994, 2000). The latter diagnosis to some extent reflects a
similar traditional Scandinavian concept of brief reactive psy-
chosis that emphasized a severe stressor shortly before the
onset of the psychosis, the understandability of the presenting
symptoms as a result of the stressor, and full recovery to nor-
mal function, although it should be noted that the precise def-
inition has varied over time and among authors (Siris &
Lavin, 1995). Also, DSM-IV does not require a stressful event.
Thus, the most salient aspect of these distinctions has to do
with the duration of one or more episodes, combined with at
least enough recovery to terminate an episode and an absence
of chronic negative symptoms that would meet the 6-month
duration requirement for schizophrenia in DSM-IV.
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An episodic course per se is not an issue for inclusion in the
concept of schizophrenia: Even with narrow diagnostic ap-
proaches, an episodic course is not precluded as long as the 6-
month criterion is met at some point. Similarly, an initial
presentation formally meeting the criteria for schizophreni-
form disorder is not incompatible with a later diagnosis of
schizophrenia. In many studies, the diagnosis is changed
to schizophrenia at follow-up, leaving a smaller (albeit still
significant) number who show a remitting nonaffective psy-
chosis (Siris & Lavin, 1995). Thus, it is only schizophreni-
form disorder based on a longitudinal perspective for which
there is a question of relatedness to schizophrenia.

In the Danish adoption study (Kendler et al., 1994),
schizophreniform disorder was included in a psychotic non-
spectrum group (i.e., was not seen as part of the schizophre-
nia spectrum), but other evidence has been more supportive.
In a DSM-III (lifetime diagnosis) reanalysis of the Iowa
Family Study, Kendler, Gruenberg, and Tsuang (1986) re-
ported as many schizophrenia cases among the relatives of
schizophreniform probands (3.6%) as among the relatives of
schizophrenia probands (3.7%), finding that the two diag-
noses were indistinguishable from a familial perspective.
Kendler and Diehl (1995) cited two large family studies
that reported an increased risk of remitting or atypical psy-
choses (nonaffective psychoses that do not meet criteria for
schizophrenia and thus would include schizophreniform
disorder) among the relatives of probands with schizophre-
nia and suggested that family liability to schizophrenia in-
creases the risk for several nonschizophrenic psychotic
disorders.

From the perspective of a polygenic model, the shorter the
episodes and the more complete the recovery, the lower is
the presumed genetic liability—therefore, the more difficult
it is to demonstrate genetic relatedness in family and adop-
tion studies. Also, lower genetic liability (schizophreniform
disorder) should be more easily seen among the relatives of
probands with higher genetic liability (schizophrenia) than
it is in the reverse direction. The evidence seems reason-
ably supportive of this expectation. As just noted, evidence
from family studies for inclusion of schizophreniform disor-
der in the schizophrenia spectrum is reasonably strong. Fur-
thermore, based on his reading of the genetics literature,
Gottesman (1991) included many cases of schizophreniform
disorder as part of schizophrenia: Although he accepted that
there may be some psychogenic psychoses, he argued that
schizophrenia can involve only one or two episodes, the du-
ration criterion is arbitrary and can lead to underdiagnosis,
and low-risk genotypes could develop mild and remitting
schizophrenia, reflecting the unity of schizophrenia with
manifestations along a broad continuum.

Brief Psychotic Disorder

Little or no evidence supports the inclusion of brief psychotic
disorder or brief reactive psychosis as part of the schizophre-
nia spectrum (Siris & Lavin, 1995). Several family studies
(unfortunately often methodologically flawed) found that
brief reactive psychosis tends to run in families and also may
be related to mood disorder but is not associated with schizo-
phrenia. Of even greater interest is that a Danish study of
matings between persons with schizophrenia and reactive
psychoses did not increase the risk of schizophrenia in off-
spring over that expected for children with one parent with
schizophrenia and one with no psychopathology (Gottesman,
1991; Gottesman et al., 1987). Although the small sample
size precludes firm conclusions, the result suggests no ge-
netic or environmental contribution to liability for schizo-
phrenia from brief reactive psychosis. Although it would be
parsimonious to speculate that a very modest specific genetic
liability for schizophrenia is required for a brief psychotic re-
action and that this small genetic effect is undetectable with-
out very large samples, it is also possible that processes
having little or nothing to do with schizophrenia cause a por-
tion of brief reactive psychoses. 

Blurred Boundaries in the Polygenic Model

It should be appreciated that—as emphasized previously—in
a polygenic model the phenotypic manifestation of schizo-
phrenia may be influenced by contributions from different
types of nonspecific liability in different subgroups of patients.
Due to the varying importance of these contributions, it will be
difficult to demonstrate them with the sample sizes normally
available. Stating this point another way, in such a model
the boundaries of the spectrum are not distinct but rather
fall off gradually with quantitative variations in specific and
nonspecific genetic liability. Consequently, the boundaries of
the schizophrenic spectrum may be inherently blurred; only
the strongest and most common manifestations of schizophre-
nia may be reliably demonstrable.

Summary

From the preceding examples, it can be seen that the genetics
literature provides a valuable tool for evaluating the breadth
of the concept of schizophrenia and the validity of specific
diagnoses for inclusion in the schizophrenic spectrum (diag-
noses with similarities to schizophrenia that are genetically
related to schizophrenia). Based on the data reviewed so
far, there has been no support for a subdivision of schizo-
phrenia into two or more distinct genetic disorders, in spite of
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the heterogeneity of clinical features. A middle-of-the-road
diagnosis is supported, comparable to DSM-III and to RDC
and Feighner criteria diagnoses that were broadened to in-
clude probably schizophrenia—at least when these diagnoses
are applied to longitudinal data. Additionally, the concept of
schizophrenia needs to be broadened to include schizotypal
personality disorder and—in some sense—schizoaffective
disorder, mainly schizophrenic. Some phenotypic hetero-
geneity can be attributed to differences in the degree of ge-
netic vulnerability with a higher genetic loading implicated
for chronic, severe schizophrenia and the hebephrenic and
catatonic subtypes. On the other hand, the life event, ex-
pressed emotion, and physical environmental studies and the
example of the Genain quadruplets indicate that environmen-
tal factors affect the clinical picture.

HETEROGENEITY: A CHALLENGE TO THE
CONCEPTUALIZATION OF SCHIZOPHRENIA

Although differences in chronicity can be explained in terms
of a dimension of severity of genetic loading, other aspects of
the heterogeneity of schizophrenia continue to challenge the
conceptualization of schizophrenia. In particular, the positive
versus negative symptom distinction and the high frequency of
a schizoaffective clinical picture represent major phenomena
in need of explanation—that is, how can any unitary concept of
schizophrenia account for these varied clinical pictures, or
(alternatively) what other sources of variance might account
for them? One neglected possibility is that nonspecific liability
may account for some heterogeneity.

Positive Versus Negative Symptoms

The Two-Dimensional Model

As noted previously, debate has centered on whether positive
or negative symptoms constitute the core symptoms of schizo-
phrenia. Rather than trying to subordinate one to the other,
Strauss, Carpenter, and Bartko (1974) viewed positive and
negative symptoms as representing semi-independent pro-
cesses. In a well-known proposal consistent with semi-
independence, Crow (1980, 1985) distinguished between
Type I and Type II schizophrenia, which he held are two
independent dimensions or pathological processes that under-
lie schizophrenic symptomatology. In his formulation, Type I
schizophrenia is characterized by positive symptoms (e.g.,
delusions, hallucinations), acute onset, an episodic course,
good premorbid adjustment, and good response to an-
tipsychotic medication, whereas Type II schizophrenia is

characterized by negative symptoms, insidious onset, intellec-
tual deterioration, poor premorbid functioning, a chronic
course, and a poorer response to antipsychotic medication.
Crow further attributed Type I schizophrenia to a neurochemi-
cal disturbance involving the neurotransmitter dopamine and
Type II schizophrenia to structural brain changes (e.g., en-
larged cerebral ventricles as assessed by computed tomo-
graphic studies—discussed later in this chapter). Given the
independence of these processes, patients may present with
only Type I or only Type II symptoms or a combination of the
two. However, patients with exclusively negative symptoms
are rare (Andreasen, Flaum, Swayze, Tyrell, & Arndt, 1990;
Gottesman et al., 1987).

Although Crow’s hypothesis of an association between
ventricular enlargement and negative symptoms has not been
supported (Andreasen et al., 1990; Gottesman & Bertelsen,
1989; Liddle et al., 1993), involvement of dopaminergic
activity in schizophrenia is indicated by three lines of
evidence. First, the potency of typical antipsychotic med-
ications correlates strongly with their ability to block
dopamine receptors, especially D2 receptors (e.g., Byne,
Kemether, Jones, Haroutunian, & Davis, 1999; Johnstone,
1999a). Second, dopamine agonists (e.g., amphetamine) in
large doses can produce a clinical syndrome indistin-
guishable from paranoid schizophrenia in nonschizo-
phrenic individuals (Krystal, Abi-Dargham, Laruelle, &
Moghaddam, 1999). Third, the same drugs in small doses
exacerbate symptoms in schizophrenic patients (Andreasen,
1985; Krystal et al., 1999) or cause transient symptoms in
schizophrenic patients in remission (Losonczy, Davidson, &
Davis, 1987). Additionally, as proposed by Crow, a good re-
sponse to typical antipsychotic medication is associated with
positive symptoms and a reactive schizophrenic pattern (e.g.,
Andreasen, 1985; Andreasen et al., 1990; Losonczy et al.,
1987; Reynolds, 1989). On the other hand, after many years
of research on this point it appears that although the
dopamine hypothesis of the mechanism of traditional an-
tipsychotic drugs is strongly supported, there is no positive
support for a primary excess of dopamine (or dopamine re-
ceptors) in schizophrenia (Byne et al., 1999; Crow in Liddle
et al., 1993; Weinberger & Lipska, 1995). Consistent with
seeing dopamine as not a primary cause of schizophrenia, the
newer, atypical antipsychotics (clozapine and risperidone)
have pointed to the importance of inhibiting serotonergic ac-
tivity, especially for treating negative symptoms (Kapur &
Remington, 1996). Undoubtedly, dopamine plays an impor-
tant role in schizophrenia, but it probably combines with
other factors (Andreasen, 2001), possibly interacting with
some other primary deficit in schizophrenia, to facilitate de-
velopment of positive symptoms.
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Like Crow, Carpenter (1992) addressed the theoretical
implications of the divergence of positive and negative symp-
toms. He considered and rejected two traditional explanations
for heterogeneity. One would reduce heterogeneity by divid-
ing schizophrenia into several disease entities. The second
would consider schizophrenia as a single disease entity and at-
tribute the heterogeneity to the interaction between a primary
pathology and other characteristics of the individual and
the environment (cf. the MFP model discussed previously).
Carpenter proposed instead that several distinct pathophysio-
logical processes (with different neural circuits, pathophysiol-
ogy, and etiology) combine differently in different individuals
to produce the syndrome of schizophrenia. Rather than study-
ing schizophrenia (comparing schizophrenic individuals with
nonschizophrenic individuals) one should study the distinct
pathophysiological processes (compare negative-symptom
schizophrenic individuals with nonnegative-symptom schizo-
phrenic individuals). 

The Three-Dimensional Model

With time, the positive and negative symptom two-dimensional
model has been replaced by a three-dimensional model of
schizophrenic symptoms in which the positive psychotic
symptoms have split into two dimensions (Kirkpatrick,
Buchanan, Ross, & Carpenter, 2001). Using factor analysis,
Liddle (1987) found dimensions of psychomotor poverty
(negative symptoms of poverty of speech, blunted affect, and
decreased movement), reality distortion (positive symptoms
of various delusions and hallucinations), and disorganization
(formal thought disorder, inappropriate affect, and poverty
of content of speech). Replication of these dimensions in
later research and widespread acceptance of the findings
(Andreasen, Arndt, Alliger, Miller, & Flaum, 1995; Cuesta,
Peralta, & Caro, 1999; Johnstone, 1999a; Kirkpatrick et al.,
2001; Liddle et al., 1993) make it clear that multiple dimen-
sions of symptomatology must be incorporated into any fully
adequate theory of schizophrenia; however, the implications
of the addition of a third major symptom dimension have not
been fully developed, and this chapter focuses on the two-
dimensional model.

Genetic Versus Pharmacological Approaches

The conceptual challenge of the independence of important
symptom dimensions can be seen from another perspective.
As noted earlier, more chronic cases—including negative-
symptom cases (Gottesman et al., 1987)—seem to carry a
greater genetic liability. This association of a strong genetic

contribution to etiology with negative symptoms in contrast
to the association of the pharmacological dopamine hy-
pothesis with positive symptoms underscores the importance
of understanding both negative and positive symptoms.
Given that response to biological treatment and genetic con-
tributions to etiology are the two cornerstones of biological
theories of schizophrenia and yet are associated with semi-
independent dimensions of schizophrenia, it is obvious that
something more is needed for an adequate conceptualization
of schizophrenia.

Activity-Withdrawal

Although it is less frequently recognized as defining hetero-
geneity in schizophrenia, the activity-withdrawal dimension
nevertheless is of some importance. Assessed by ward ratings
on 10 items (Venables, 1957), patients with schizophrenia at
the active end are described as restless, loud, overtalkative,
overactive, and having many friends and interests (actually
reminiscent of mania), whereas withdrawn cases are de-
scribed by an absence of these features. In spite of being be-
haviorally inactive, withdrawn patients with schizophrenia
were found to be more highly aroused on the basis of two per-
ceptual measures of cortical reactivity and one autonomic
measure (Venables, 1963a, 1963b, 1967; Venables & Wing,
1962), whereas active patients were low on arousal. Thus, the
active schizophrenic patients showed a combination of be-
havioral activation, reward seeking, and low cortical arousal,
whereas the withdrawn schizophrenic patients showed a pat-
tern of anhedonia, behavioral inactivity, and high arousal
(presumably aversive arousal or anxiety, discussed later in
this chapter). Depue (1976) demonstrated a close congruence
between activity-withdrawal and the good-poor premorbid
adjustment distinction (withdrawn individuals showing poor
premorbid adjustment). Wing’s work on withdrawal in schiz-
ophrenia provided the background for the negative symptom
component of Crowe’s Type II symptom pattern (Crow,
1985), indicating the relevance of these findings to negative
symptoms. The active cases have received little attention in
the recent literature.

Schizoaffective Symptoms 

The traditional disease model implies a discrete, categorical
distinction for different psychiatric disorders. Gradations of
severity have long challenged that view, making it difficult to
draw a sharp distinction between health and illness. Schizoaf-
fective symptoms challenge the categorical approach in a
different way: Even the boundaries between hypothesized
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disorders are blurred. Although it is not the concern of the
present review, the past two decades or so have brought
increasing awareness of the generality of comorbidity across
many forms of psychopathology and the subsequent blurring
of boundaries (Mineka, Watson, & Clark, 1998). Schizoaf-
fective symptoms illustrate this phenomenon well. 

As already noted, when patients are arranged along a
continuum from pure schizophrenia at one end to pure affective
disorder at the other end, the distribution is unimodal; patients
with schizoaffective symptoms outnumber those with purely
schizophrenic or purely affective symptoms (Kendell, 1982).
The prevalence of schizoaffective disorder is far too common to
be attributed to the chance occurrence of two relatively rare dis-
orders (Procci, 1989; Siris & Lavin, 1995). Among hospital ad-
missions for functional psychosis, depending on diagnostic
criteria, 10–30% manifest schizoaffective disorder (Siris &
Lavin, 1995). Even with narrow diagnostic systems that pre-
clude a diagnosis of schizophrenia when prominent depression
is present, significant depression is seen during the longitudinal
course of 25–50% of schizophrenia patients (Sands & Harrow,
1999). The theoretical challenge of the large number of
schizoaffective disorders is well recognized (Baron & Gruen,
1991; Crow, 1986, 1991; Grossman, Harrow, Goldberg, &
Fichtner, 1991; Kendell, 1982; Maier et al., 1993; Meltzer,
1984; Sands & Harrow, 1999; Siris & Lavin, 1995; Taylor,
1992; Taylor, Berenbaum, Jampala, & Cloninger, 1993). At-
tempts to dichotomize the schizoaffective continuum on the
basis of underlying etiology has failed, leading Crow (1998) to
conclude that no objective genetic boundaries can be drawn
between predominantly schizophrenic and predominantly af-
fective patients. 

Although for a while it was popular to argue that schizoaf-
fective disorders are a variant of affective disorders (Meltzer,
1984), the evidence has not been consistent (Procci, 1989),
and in any case, supportive studies tend to select patients for
more prominent affective than schizophrenic symptomatol-
ogy (Siris & Lavin, 1995; Williams & McGlashan, 1987). As
noted earlier, when patients are selected to have schizoaffec-
tive symptoms with more prominent schizophrenic symp-
toms, they have more familial schizophrenia and less familial
affective disorder (Kendler et al., 1994; Levinson & Levitt,
1987). Furthermore, when both the full schizophrenic syn-
drome and the full affective disorder syndrome are present,
follow-up data point to a closer relationship to schizophrenia
(Williams & McGlashan, 1987).

Such results are consistent with a continuum in which the
vulnerability processes underlying affective disorders com-
bine additively with vulnerability to schizophrenia to reach
threshold for development of a psychotic episode (Braden,

1984; Fowles, 1992b; Siris & Lavin, 1995). In this model, the
prominence of schizophrenic versus affective symptoms
varies with the magnitude of the underlying contribution
from schizophrenia or affective disorder. If vulnerability to
schizophrenia is the major contributor and is combined with
a small contribution from affective processes, then the clini-
cal picture will be largely schizophrenic or schizoaffective,
mainly schizophrenic. As the vulnerability to schizophrenia
decreases, more liability from the processes underlying af-
fective disorders is required to reach threshold for schizo-
phrenia, and the associated affective symptoms become more
prominent. This model can account for the continuum from
schizophrenia to affective disorders, the temporal coupling
between schizophrenic and affective symptomatology seen in
many patients, the more favorable prognosis when affective
symptoms are prominent, the higher number of schizoaffec-
tive diagnoses that is predicted on the basis of the chance
occurrence of two relatively infrequent disorders, and the
family and genetic findings (Siris & Lavin, 1995).

The model just presented can be strengthened by evidence
that the processes underlying affective disorders should
contribute to liability for schizophrenia—that is, some link-
age between the two liabilities that makes affective liabil-
ity relevant to the MFP model of schizophrenia. In order
to make this argument effectively and to address contribu-
tors to positive and negative symptoms, it is necessary to
consider the implications of the MFP model for the impor-
tance of affective processes and the associated underlying
systems.

AFFECTIVE NEUROBEHAVIORAL SYSTEMS AS A
NONSPECIFIC LIABILITY

In considering the problem of heterogeneity in schizophrenia,
the diathesis-stress and MFP models point to the processes
associated with stress as the origin of an important component
of nonspecific liability for schizophrenia—consistent with
recent conclusions that genetic factors act via various dimen-
sional risk factors involved in the multifactorial origins of
psychopathology rather than producing discrete categorical
diseases (Rutter, 1997). Neurobehavioral systems associated
with affective-emotional responses are obviously relevant—
both as affective responses to stressful environments and as
dimensions of temperament-based individual differences in
stress reactivity. Activity in these systems might be expected
to constitute nonspecific liability and to influence the clinical
presentation of schizophrenia. In this context, Fowles (1992b,
1994) cited Gray’s and Depue’s neurobehavioral theories
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as particularly useful. For Gray (1982, 1987; Gray &
McNaughton, 1996, 2000) the motivational-affective sys-
tems in question are the behavioral approach or behavioral ac-
tivation system (BAS), the behavioral inhibition system
(BIS; Gray & McNaughton, 2000), and the fight-flight system
(Gray & McNaughton, 2000), all derived from the literature on
animal learning and motivation but integrated with findings
in behavioral neuroscience. Depue (Depue & Collins, 1999;
Depue, Collins, & Luciana, 1996; Depue & Iacono, 1989;
Depue & Lenzenweger, 2001) uses the term behavioral facili-
tation system (BFS) to describe a system almost identical to the
BAS, and he has written extensively on the relevance to per-
sonality and affective disorders. Depue’s and Gray’s primary
contributions have been to the BFS and BIS, respectively;
thus, those terms are used here.

The BFS: Reward Seeking, Coping With Stress, Positive
Affect, and Dopamine

The BFS facilitates goal-directed or reward-seeking behavior
and increases nonspecific arousal in response to conditioned
stimuli (CS) for reward. It is important to note that the BFS
also facilitates punishment-avoiding behavior in response to
cues for relieving nonpunishment in active avoidance situa-
tions (in which some instrumental response can avoid a
threatened punishment). The positive affective states accom-
panying the behavioral activation are hope and relief, respec-
tively. The substrate for the BAS-BFS centers on the ventral
tegmental area (VTA) dopamine projection system—the
VTA dopamine projection to the nucleus accumbens (the
mesolimbic dopaminergic pathway) and other structures
(see Depue & Collins, 1999, for additional dopamine projec-
tions in this system).

Several aspects of the BFS are especially important in the
present context. First, its role in active avoidance means that it
will be activated during any stressful situation in which the an-
imal (or person) expects that some coping response may be
effective in dealing with the potentially negative outcome.
Second, the neurotransmitter dopamine is centrally involved
in the substrate for the BAS (Gray, 1987) or the BFS (Depue &
Collins, 1999; Depue & Iacono, 1989). The same dopaminer-
gic pathways mediate the rewarding effects of many addictive
drugs such as amphetamines, cocaine, and heroin (Leshner,
1997; Wise & Bozarth, 1987; Wise & Rompre, 1989). There is
agreement, therefore, that dopamine pathways are involved in
activating behavior in response to cues for reward, and both
Gray and Depue describe a behavioral system that would be
involved in coping with stress. Consistent with that view, it is
well established that exposure to stress increases dopamine
release (Walker & Diforio, 1997; Weinberger, 1987). Third,

the BFS has been implicated in mania and depression, making
it relevant to schizoaffective disorders. Fourth, the BFS is
likely to influence the degree of behavioral activation seen
clinically in different subtypes of schizophrenia.

The BIS: Passive Avoidance, Extinction, Anxiety,
and Anxiolytic Drugs

The BIS inhibits behavior, increases nonspecific arousal, and
facilitates attention to the environment in two important situ-
ations involving goal conflict: (a) approach-avoidance con-
flict (also called passive avoidance), in which an animal may
receive punishment for making a rewarded response, such as
crossing an electrified grid in order to reach food, or—in a
more naturalistic setting—exploring for food when a preda-
tor might be present; and (b) extinction, in which the absence
of an expected reward produces frustration. Both situations
create a conflict between the desire to approach the reward
and the desire to avoid the punishment or frustration by not
approaching. All anxiolytic drugs—alcohol, barbiturates,
benzodiazepines, the novel anxiolytics (e.g., buspirone), and
the anxiolytic antidepressant imipramine—produce behav-
ioral and neurobiological effects that can be conceptualized
as weakening the BIS (Gray & McNaughton, 2000). These
findings contribute to Gray’s conclusion that the BIS is
the anxiety system, and the BIS is seen as a substrate for
Barlow’s concept of anxiety that is common to all of the anx-
iety disorders (Barlow, Chorpita, & Turovsky, 1996; Fowles,
1992a). The BIS, therefore, processes stressful (i.e., anxiety-
producing) stimuli, increases nonspecific arousal, and pro-
duces a clinical picture of reduced approach behavior. The
substrate for the BIS centers on the septo-hippocampal sys-
tem, which includes the hippocampus, the dentate gyrus, the
subicular area, the entorhinal cortex, and the posterior cingu-
late cortex (Gray & McNaughton, 2000).

The Fight-Flight System: Dealing With
Imminent Threats

Gray has described a third system, the well-known fight-flight
system, that prepares the organism for vigorous activity in the
form of flight or flight. In his earlier work Gray (1987) said
the fight-flight system is activated by unconditioned punish-
ment stimuli, but recently Gray and McNaughton (2000) de-
scribed the fight-flight system as activated when there is an
actual threat (as opposed to a potential threat), such as when a
predator is present. The term fear is commonly used (by Gray
and others) to refer to activation of the fight-flight system. The
fight-flight system, then, is a third stress-relevant system, but it
is one that responds to imminent danger. The neurobiological
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substrate of the fight-flight system centers on the dorsal peri-
aqueductal gray, but Gray and McNaughton (2000) suggested
viewing it as part of a distributed system that also includes the
hypothalamus, amygdala, anterior and posterior cingulate, and
hippocampus.

The BIS-BFS and Heterogeneity in Schizophrenia

Fowles (1992b, 1994) suggested that the concepts of a BFS
and a BIS offer potential explanations for some aspects of het-
erogeneity in schizophrenia. The major considerations are
that the BFS is associated with behavioral activation (active
coping with stress, reward-seeking behaviors), positive affect,
and dopaminergic activity, whereas BIS activation is associ-
ated with behavioral inhibition in conflict situations and with
increased aversive arousal and negative affect in the form of
anxiety. Although both systems are implicated in responding
to threatening stimuli, both the behavioral effects and the un-
derlying systems are quite different and can be expected to af-
fect those vulnerable to schizophrenia differently.

The BFS is directly relevant to the manic form of schizoaf-
fective disorder. Depue (Depue & Iacono, 1989; Depue,
Krauss, & Spoont, 1987; Depue & Zald, 1993) argues that the
features of manic episodes can be understood as resulting from
uncontrolled activation of the BFS (with resultant high levels
of dopaminergic activity) as a consequence of a breakdown of
regulation. For example, the manic features of increased activ-
ity, positive affect, and uncritical optimism while engaging in
risky activities are to be expected from uncontrolled activation
of a moderately strong BFS. The resultant high levels of
dopaminergic activity would combine with specific vulnera-
bility to schizophrenia, as suggested previously, to produce a
continuum of schizoaffective symptomatology involving pos-
itive symptoms (see Braden, 1984, for a similar proposal, al-
beit without notions of the BFS, in which he suggests that the
dopamine-based behavioral activation seen in mania combines
with vulnerability to schizophrenia to produce schizoaffective-
manic disorder).

The activity-withdrawal dimension should reflect the bal-
ance between the BFS and the BIS. A temperamentally strong
BFS would be expected to produce positive schizophrenic
symptoms in connection with a behaviorally active, reward-
seeking individual, as described previously for cases of ac-
tive schizophrenia. Additionally, stressful situations that
involve active coping by the individual would be expected to
produce an increase in dopaminergic activity, triggering pos-
itive symptom episodes of schizophrenia in vulnerable indi-
viduals. In contrast, a temperamentally weak BFS would
result in weak reward-seeking and active avoidance with
little positive affect. Additionally, the finding of high arousal

in cases of withdrawn schizophrenia suggests that these
negative-symptom patients suffer from high aversive arousal
combined with behavioral inhibition (passive avoidance and
extinction) due to activation of the BIS. The consequences of
such temperament factors would be increased by an environ-
ment in which few responses were rewarded and aversive
control was prominent and would also be increased by
depression.

The first consideration in the application to schizoaffective
disorder with depression is that depression involves low posi-
tive affect (e.g., Mineka et al., 1998; Tellegen, 1985), which
can be seen as a result of greatly diminished activation of the
BFS (e.g., Fowles, 1994). All behavioral theories of depres-
sion emphasize a blocking of reward-seeking behavior,
punishment-avoiding behavior, or both as core etiologic fac-
tors (Eastman, 1976). Cognitive theories emphasize hopeless-
ness, by which they mean a lack of hope that behavior will
be effective in achieving desired goals (obtaining rewards
or avoiding punishments). Furthermore, Depue (Depue &
Iacono, 1989; Depue et al., 1987; Depue & Zald, 1993) con-
cluded that depression in the context of bipolar disorder can
be understood as a loss of BFS functioning—that is, the BFS
no longer responds to the usual reward incentive cues. Thus,
whether from a behavioral, cognitive, or biological perspec-
tive, depression is seen as involving a lack of the activities at-
tributed to the BFS.

At the same time, depression, which shares a genetic diathe-
sis with generalized anxiety disorder in the form of a predispo-
sition to general distress (Kendler, Neale, Kessler, Heath, &
Eaves, 1992), is associated with stress-related HPA activation
(Walker & Diforio, 1997). This high level of negative affect-
anxiety-distress should contribute nonspecifically to liability
for schizophrenia, combining with specific liability to produce
a continuum of schizoaffective-depressed symptomatology—a
proposal also articulated by others. For example, Kendler and
Diehl (1993) commented that “affective illness represents a
stress that might precipitate a psychosis” (p. 269). More for-
mally, Siris and Lavin (1995) articulated a shared diathesis in
which “an episode of a major mood disorder may constitute a
sufficient stressor” to elicit schizoaffective symptoms in indi-
viduals with a moderate schizophrenia diathesis (p. 1021). Pre-
sumably, it must be the high negative affect component of
depression that functions as a stressor.

According to this analysis, the combination of minimal
BFS functioning and high negative affect is one etiologic
pathway to the withdrawn clinical picture, characterized by
aversive arousal and lack of behavioral activation (prominent
negative symptoms). The well-established evidence that de-
pression can produce negative symptoms (e.g., Sommers,
1985) is consistent with this suggestion. Furthermore, the
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well-known negative symptom phenomenon of institutional-
ism, seen in schizophrenia patients exposed to nonstimulat-
ing and unrewarding psychiatric hospital environments (e.g.,
Sommers, 1985; Wing, 1978), can be understood as an ex-
tinction phenomenon that disrupts BFS activation and pro-
duces depression. 

Thus, the BFS and the BIS are likely contributors to non-
specific liability in schizophrenia. Because of their different
features, they offer explanations for some of the heterogene-
ity in schizophrenia. Although the precise conceptualization
of these stress-relevant affective-motivational systems will
evolve with additional research, the genetics literature in the
form of the MFP model and its nonspecific contributors to li-
ability suggests that they are relevant to understanding the
etiology and heterogeneity in schizophrenia. The contribu-
tion of the fight-flight system and panic attacks is less clear,
although it seems likely that panic attacks constitute biologi-
cal stressors and that they promote withdrawal and avoidance
of situations in which they occur.

THE DEFICIT SYNDROME 

Carpenter and his colleagues have focused on a deficit syn-
drome, reflecting Kraepelin’s avolitional psychopathology
(Carpenter, 1994; Carpenter, Heinrichs, & Wagman, 1988). A
key to defining the deficit syndrome is the long-standing recog-
nition that negative symptoms arise from a number of sources
other than from schizophrenia per se (Sommers, 1985). To the
institutionalism and postpsychotic depression mentioned pre-
viously can be added akinesia secondary to pharmacological
treatment with dopamine antagonists. Narrowly defined, aki-
nesia refers to extrapyramidal motor symptoms (diminished
arm swing, shortened stride, and rigid posture); broadly de-
fined, however, it includes a broad range of negative features
(e.g., lack of emotional reactivity, lack of goal-directedness,
lack of or retarded spontaneous speech, and masklike facial
expressions very similar to flat affect), quite possibly due to
impairment of a dopamine-based neurobehavioral system
(Harrow, Yonan, Sands, & Marengo, 1994) conceptualized
here as the BFS. Carpenter, Buchanan, Kirkpatrick, Thaker,
and Tamminga (1991) developed diagnostic criteria that at-
tempted to exclude secondary negative symptoms and to define
a primary deficit syndrome. These criteria required the endur-
ing presence of any two of the following: restricted affect,
diminished emotional range, poverty of speech, curbing of
interests, diminished sense of purpose, and diminished social
drive. This definition is narrower than those of other commonly
used scales for rating negative symptoms, which do not ex-
clude secondary negative symptoms (Kirkpatrick et al., 2001).

Recently, Carpenter and his colleagues (Kirkpatrick et al.,
2001) proposed that deficit psychopathology or a deficit
schizophrenia subtype is a disease distinct from schizophre-
nia without deficit features, at least based on preliminary ev-
idence to date. They estimated that the deficit schizophrenia
is seen in about 15% of first-episode schizophrenia cases. In
support of the view that deficit schizophrenia is a distinct
disease, Kirkpatrick et al. (2001) cite a range of evidence
comparing deficit and nondeficit schizophrenia, among
which were (a) a worse premorbid adjustment with insidious
onset; (b) poorer occupational and social functioning; (c) for
relatives of deficit schizophrenia probands, an increased risk
of schizophrenia, more severe social withdrawal, and a three-
fold increase in the risk of deficit rather than nondeficit schiz-
ophrenia; (d) a small increase in the prevalence of antibodies
for the Borna disease virus (and these antibodies are associ-
ated with greater severity of negative but not positive symp-
toms); (e) an increase in summer rather than winter births
(suggesting that winter births are associated with a more be-
nign course of nondeficit schizophrenia); (f) impairments on
neurocognitive measures sensitive to frontal and parietal lobe
dysfunction; (g) greater oculomotor (eye-tracking) dysfunc-
tion; and (h) decreased activity in the dorsolateral prefrontal
cortex and the inferior parietal cortex that they suggest is
consistent with dysfunction of the dorsolateral prefrontal
basal ganglia-thalamocortical circuit (DLPFC).

If the deficit syndrome simply were a more severe version
than the nondeficit syndrome of schizophrenia, then (the au-
thors argued) the deficit syndrome should appear to be more
extreme on a variety of problems characterizing schizophrenia
in general. Contrary to this expectation, deficit schizophrenia
patients have been found not to be more severe in terms of
overall psychotic symptoms and have been found to be less se-
vere in terms of (a) reduced frontal lobe white matter, (b) win-
ter births, (c) and some measures of positive symptoms. The
authors also cite less severe depression and other dysphoric
affect even on follow-up, but it is not clear to what extent this
correlate might be contaminated by excluding patients with
depression in the initial diagnosis of deficit schizophrenia.
Additionally, among the nonpsychotic relatives of deficit
schizophrenia probands, dysphoria and psychotic-like symp-
toms are less severe than they are among the nonpsychotic
relatives of nondeficit schizophrenia probands. Finally, among
deficit schizophrenia patients, the disorganization symptom
dimension is uncorrelated with impairment in the sequencing
of complex motor acts, whereas among schizophrenia patients
in general, there is a positive correlation.

These findings underscore the importance of the pos-
itive versus negative symptom distinction, and the authors
have argued against a single dimension in which the negative
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symptom or deficit schizophrenia group is more severe on all
dimensions. On the other hand, it does not appear to be the case
that deficit schizophrenia breeds true, even with the more re-
strictive diagnostic approach developed by Carpenter and his
colleagues (i.e., the risk of deficit schizophrenia among rela-
tives of deficit probands is increased quantitatively, but non-
deficit cases still appear). 

An alternative interpretation would attribute their findings
to greater severity of genetic loading combined with contri-
butions from nonspecific liability. As noted previously, when
examining negative symptom patients, Gottesman et al.
(1987) found no results that could not be attributed to a
continuum of severity. With an underlying continuum of
severity, threshold effects are possible that create apparent
discontinuous phenotypic variation (Gottesman & Shields,
1972). The difference in winter births and reduced frontal
lobe white matter could reflect a need for additional stressors
(in this case, physical environmental) for nondeficit schizo-
phrenia that involves a lesser genetic loading, as suggested
previously.

The implications of the association between negative
symptoms and the presence of antibodies for the Borna dis-
ease virus are not clear. Borna disease is an immune-mediated
meningoencephalitis known to infect a number of animal
species and recently believed to infect humans as well. It is be-
lieved to cause damage to the hippocampus that (at least
in theory), in turn, results in diminished activity in the
frontal cortex (hypofrontality as discussed later) and a hy-
podopaminergic state (Waltrip et al., 1997). Thus, Borna
disease might constitute a contributor to liability that is non-
specific with respect to schizophrenia but specific with respect
to negative symptoms due to the hypodopaminergic state.
Needless to say, more research is needed on the contribution
of Borna disease.

However, the position adopted here is that some hetero-
geneity cannot be accounted for simply in terms of severity;
rather, it reflects multidimensional components of nonspe-
cific liability. The negative syndrome may reflect a weak BFS
and a strong BIS in combination with an unrewarding and/or
aversive environment, producing a failure to initiate ap-
proach and active avoidance behavior and a lack of positive
affect—components of the avolitional syndrome. The in-
creased BIS-related aversive arousal may constitute an
important source of nonspecific liability in these patients.
The reduced dopaminergic activity associated with reduced
BFS activity would reduce positive symptomatology, making
deficit syndrome patients appear less severe on positive
symptoms. In addition to temperament variables, it is possi-
ble that more severe schizophrenia is associated with a
central nervous system (CNS) dysfunction that directly or

indirectly disrupts functioning of the BFS, adding to the ef-
fects of temperament variables. Such a CNS dysfunction
could possibly reflect the effects of a single major gene, act-
ing in a polygenic context in a minority of schizophrenic
patients and producing a more severe form of schizophrenia.
To date, no such gene has been identified, but as noted previ-
ously, it is not incompatible with existing data.

BRAIN DYSFUNCTION HYPOTHESES

The features of schizophrenia are so extreme that it is difficult
to imagine that they could be produced by psychosocial expe-
riences alone as a normal part of learning. Consequently, a
great many researchers believe that some type of brain dys-
function plays an important role in schizophrenia. Research on
this hypothesis has been greatly facilitated by the development
of modern technology that allows imaging of both brain struc-
ture and function. Improvements in resolution of these tech-
niques have facilitated this effort. Two major findings have
been enlarged ventricles and hypofrontality (diminished acti-
vation of the frontal cortex) in cases of schizophrenia.

Enlarged Ventricles and Hypofrontality

Ventricles (pools of cerebrospinal fluid in the brain) can be
measured with structural techniques such as magnetic reso-
nance imagery. Enlarged ventricles (not attributable to med-
ication) repeatedly have been found in a portion of cases, and
it is also interesting to note that increased ventricular size is
associated with the schizophrenic twin in discordant MZ
twins (Berman & Weinberger, 1999; Bunney & Bunney,
1999). The enlarged ventricles imply smaller brain size but
do not indicate the cause or locus. Although some evidence
has supported reduced neural tissue in a number of areas, no
clear picture has emerged at present (Andreasen, 2001;
Berman & Weinberger, 1999; Bunney & Bunney, 1999), and
it is quite likely that no single area accounts for the enlarged
ventricles. Nevertheless, these findings strongly encourage
theories of brain dysfunction. As discussed later in this chap-
ter, those theories have suggested a problem in neural devel-
opment rather than a degeneration.

Another well-replicated finding—relying on functional
assessments of brain activity (changes in regional blood flow
secondary to neural activity)—is that schizophrenia involves
less activation of the prefrontal cortex during cognitive acti-
vation tasks, especially those involving working memory
(Berman & Weinberger, 1999). This presumed deficit in pre-
frontal activity, which is not attributable to medication, is
strongly supported by performance deficits on a wide range
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of neuropsychological tests tapping prefrontal cortical func-
tion, and both hypofrontality and neuropsychological deficits
appear to be more characteristic of individuals with negative-
symptom schizophrenia. Hypoactivation or hyperactivation
have been reported in other regions of the brain, but the
results have not been as consistent as those for the prefrontal
cortex.

The findings of hypofrontality and its association with
negative symptoms have served as the basis of speculations
concerning a complex role of dopamine. In a classic paper,
Weinberger (1987) suggested that a pathological process of
unknown origin early in life interferes with the functioning of
parts of the prefrontal cortex (especially the DLPFC) and lim-
bic system, functionally compromising activity in the meso-
cortical dopamine pathways (i.e., producing underactivity of
this dopamine pathway). The hypoactivity in the prefrontal
cortex releases the mesolimbic dopamine pathways from
feedback control, producing hyperactivity in this dopamine
pathway. In this theory, negative symptoms are related to un-
deractivity of the mesocortical dopamine pathways, whereas
positive psychotic symptoms are related to overactivity of the
mesolimbic pathways.

More recently, Byne et al. (1999) found support for an as-
sociation between hypofrontality and decreased activity of
mesocortical dopamine pathways, for a causal connection be-
tween hypofrontality and negative symptoms, and for an
inverse relationship between prefrontal cortex dopamine ac-
tivity and subcortical dopamine activity. However, evidence
of increased subcortical D2 dopamine receptors in schizophre-
nia is suggestive of underactivity of subcortical dopamine. An
attempt to resolve this contradiction proposed that prefrontal
cortical afferents fail to produce enough tonic mesolimbic
dopamine release that results in up-regulation (i.e., an in-
crease) of D2 receptors. The increased D2 receptors then re-
spond more strongly to dopamine release caused by neural
firing, producing a functional hyperactivity of this pathway in
response to stimulation. This revised model permits the same
predictions as the Weinberger (1987) model by virtue of mod-
ifications that take into account findings of up-regulation of
D2 receptors in mesolimbic pathways. The authors emphasize,
however, that the model is speculation that has yet to be tested.
Nevertheless, it serves to illustrate the complexity of current
versions of the dopamine hypothesis.

Neurodevelopmental Hypotheses: Distributed Networks
and Poor Connectivity

Recent theorizing has shifted from searching for a deficit in a
single area of the brain to an emphasis on interactions among
many different regions, leading to hypotheses of abnormal

interconnectedness of different areas as a result of neu-
rodevelopmental failures (Andreasen, 2001; Berman &
Weinberger, 1999; Bunney & Bunney, 1999; Weinberger,
1987; Weinberger & Lipska, 1995). Weinberger and Lipska
(1995) noted that during the second trimester of pregnancy,
young neurons migrate and settle into their appropriate target
sites; they suggested that schizophrenia involves a failure of
this process in which neurons may not only fail to make some
connections, but may also even make incorrect connections,
resulting in inefficient, noisy processing (rather than no pro-
cessing) between areas of the brain—specifically between the
prefrontal and temporal and limbic areas, although other areas
may be involved (see Berman & Weinberger, 1999). These
neural systems are implicated not only in complex cognitive
and psychological behaviors, but also in the regulation of sub-
cortical dopamine systems during periods of stress. The au-
thors suggested that this deficit is almost universally present
in schizophrenia but falls on a continuum of severity. Animal
data indicate that problems in dopaminergic regulation due to
malfunction of the prefrontal-temporolimbic cortical neural
systems do not appear until postpuberty, consistent with the
age of onset of schizophrenia.

Bunney and Bunney (1999) suggested a similar neurode-
velopmental model, also emphasizing abnormal functional
connectivity between brain regions that arises especially dur-
ing the second trimester of pregnancy. They focused on the
cortical subplate, a transitory structure critical to formation of
neural connections in the cortex during early brain develop-
ment, a disturbance of which is suggested to lead to abnormal
connections, particularly in the frontal and limbic regions and
in thalamocortical connections. Disruption of this process
during the second trimester by obstetrical complications and
viral infections is seen as a second hit that adds to genetic vul-
nerability in a minority of schizophrenic patients. Although
the authors did not explicitly suggest the idea, it is easy to
imagine (as suggested previously) that these second hits play
a critical role in individuals with a moderate degree of genetic
liability for schizophrenia but are not required for individuals
with greater genetic liability.

Andreasen (2001) also mentioned pregnancy and birth
complications, but she proposed that negative influences on
brain development probably occur at multiple times, acting in
an additive manner and potentially extending from the in-
trauterine period to late adolescence or young adulthood (dur-
ing which important neural connections are being made). The
range of environmental influences that affect brain develop-
ment include “head or birth injuries, viral infections, exposure
to toxins and drugs of abuse, hormonal changes, and other
factors” (p. 206). Although she cites evidence of decreased
size of the prefrontal cortex and the hippocampus (a part of
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the limbic system), she reported that schizophrenic patients
show abnormal patterns of neural activity (inferred from
blood flow) in the thalamus and the cerebellum in addition to
the prefrontal cortex to a wide variety of tasks. However,
Andreasen concluded that no specific regional abnormalities
have been identified in schizophrenia. She suggested that the
fundamental problem is a dysfunction of functional connec-
tivity between distributed neural circuits (different areas of
the brain)—a misconnection syndrome. It is interesting to
note that she encouraged further work on cognitive relearning
treatment programs as an adjunct to medication for schizo-
phrenia patients, in the hope that such extensive retraining
may gradually form new neural connections.

Thus, there appears to be a convergence among different
investigators that the brain dysfunction in schizophrenia is
more subtle and complex than a lesion in a specific area and
that it is more than likely that the problem arises as a failure
of development. Additionally, the notions of faulty neural
wiring or misconnections suggest a more diffuse deficit rather
than the loss of a specific single psychological process. These
theoretical models, then, are consistent with the complexity
of deficits seen in schizophrenia and perhaps explain why it
has been so difficult to identify a specific psychological
deficit in schizophrenia (Chapman & Chapman, 1973;
Strauss, 2001). These models also suggest that pharmacolog-
ical manipulations can only partially ameliorate the problem,
inasmuch as drugs cannot restore appropriate neural connec-
tions. Although this neurodevelopmental perspective has
many positive features, it is an approach to looking for the
neurobiological substrate of schizophrenia rather than pro-
viding support for any specific theory. Indeed, there is no con-
sensus on the specific developmental insult that contributes to
the etiology of schizophrenia (Meinecke, 2001).

SUMMARY

The emotional, cognitive, and behavioral problems subsumed
under the terms schizophrenia and schizophrenia spectrum
constitute a complex and heterogeneous phenomenon that is
only approximated by our current conceptualizations and
diagnostic approaches. Opinions differ with respect to the
importance of—and ways to conceptualize—chronicity, nega-
tive versus positive symptoms, and affective symptoms, and
decisions on these issues exert a large effect on attempts to di-
agnose schizophrenia. In spite of these uncertainties, a large
literature on family, twin, and adoption studies have docu-
mented a very large genetic contribution to schizophrenia.
These same studies indicate that schizotypal personality disor-
der and schizoaffective disorder, mainly schizophrenic belong

in the schizophrenia spectrum and suggest that schizophreni-
form disorder and paranoid personality disorder may well be
included. There is little or no positive support for inclusion of
brief reactive psychosis.

The extant genetic data are most consistent with the MFP
model, in which a large number of genes, each often assumed
to be of small effect, and environmental influences contribute
in an additive fashion to the overall liability for schizophre-
nia. Sources of liability include specific genetic, nonspecific
genetic, and nonspecific environment. Schizophrenia devel-
ops when total liability exceeds a threshold. Although a large
majority of cases of schizophrenia are attributed to the MFP
model, it is quite possible that some rare cases eventually will
be attributed primarily to single genes and others primarily to
environmental factors. Furthermore, within the MFP major-
ity, it is possible that a minority eventually will be attribut-
able in part to a major gene (combined with polygenes and
the environment) with low penetrance.

The phenotypic heterogeneity of schizophrenia challenges
all theoretical approaches. This chapter attempted to concep-
tualize heterogeneity in terms of the MFP model, including a
consideration of affective systems relevant to nonspecific lia-
bility. From the perspective of the MFP model, a greater
genetic loading will on average be associated with a more
chronic course, accounting for one aspect of heterogeneity.
The frequent pairing of affective and schizophrenic symp-
toms suggests that the affective and schizophrenia vulner-
abilities combine additively to produce a continuum from
relatively pure schizophrenia to relatively pure affective dis-
order with many cases of schizoaffective symptomatology.
Depue’s work indicates that mania involves uncontrolled ac-
tivation of the BFS, and it was suggested here that the
dopaminergic activity central to this system contributes non-
specifically to schizophrenia liability. Depression involves
suppression of this same system, combined with high nega-
tive affect–anxiety. It was proposed that the negative affect
contributes nonspecifically to liability and that the failure to
activate the BFS results in negative symptoms in the form of
social withdrawal. Negative symptoms also were attributed to
a temperamentally weak BFS combined with a temperamen-
tally strong BIS, along with a social environment that is unre-
warding and aversive. The extreme negative symptoms seen
in the deficit schizophrenia subtype described by Carpenter
and his colleagues are likely to reflect poor functioning of the
BFS, possibly due to a CNS dysfunction that directly or indi-
rectly disrupts the BFS or due to extremes of temperament
combined with unrewarding-aversive environments.

Given the difficulty of accounting for schizophrenia
symptoms in terms of psychosocial environmental events
alone, intense interest naturally has focused on theories of
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brain dysfunction. These efforts, however, have been hin-
dered by the crudeness of techniques for assessing CNS func-
tioning and by the complexity of schizophrenia. Two major
findings have been enlarged ventricles (a structural measure
indirectly indicating smaller brain size) and hypofrontality
(a functional measure showing diminished activation of the
frontal cortex). Neither finding has resulted in clear conclu-
sions concerning the neurobiological substrate for schizo-
phrenia. More recently, the earlier search for a deficit in a
single area of the brain has been replaced by an emphasis on
interactions among many different regions, with hypotheses
centering on abnormal interconnectedness of different areas
as a result of neurodevelopmental failures. As interesting
as these hypotheses are, again no firm conclusions have been
reached.

The conceptualization of schizophrenia in the present
chapter attempted to account for heterogeneity while retain-
ing the parsimonious assumption of an underlying schizo-
phrenic process varying in severity, to a substantial degree as
a function of genetic liability. In that sense, it embraced
Carpenter’s (1992) second model, seeing schizophrenia as a
single disease entity with heterogeneity attributed to the
interaction between this primary pathology and other charac-
teristics of the individual and the environment. By hypothe-
sizing two affective neurobehavioral systems that contribute
different types of nonspecific liability and have different
effects on behavior, it was possible to account for important
aspects of heterogeneity without giving up the concept of
schizophrenia as a distinct phenomenon. While this ap-
proach, like all biological theories of schizophrenia, must be
considered a work in progress, it is argued here that such
important functional neurobehavioral systems cannot be
ignored in any adequate approach to developing psychobio-
logical theories of psychopathology.
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Mood disorders are psychological disturbances defined by
intense emotional experiences of depression or mania (or
both). They are remarkably diverse in their features but share a
focus on an excessive mood that colors and distorts the way the
person thinks and views the world, accompanied by changed
levels of movement, activity, and energy; disturbed patterns of
sleep and appetite; and altered motivation and engagement in
the world. Mood disorders encompass both commonplace and
relatively rare disorders; their features may vary greatly from
one individual to another, ranging from mild, transient
changes to severe or enduring conditions. Some disorders of
mood are apparently understandable reactions to life’s adver-
sities, while others may seem baffling in their origin and ac-
companied by psychotic departures from reality. No segment
of the population is immune; mood disorders afflict the young
and the old, men and women, and people of any culture. De-
pressive disorders are so frequent that they have been called
the common cold of psychological disorders. Unlike the com-
mon cold, however, their consequences might be profoundly
distressing and disruptive to the sufferer and his or her family.
No matter how frequent and how impairing they may be, mood
disorders are often misunderstood, both by society and by the
sufferer and those in his or her life, and may be erroneously

viewed by others as weaknesses of will or character and fail-
ures of emotional self-control.

In the following chapter the topics discussed are unipolar
depression and bipolar disorder, the two major forms of
mood disorders, and their variants. Despite some similarities,
the two disorders are viewed as distinct in their manifesta-
tions, underlying causes, and recommended treatments. Con-
sequently, the chapter presents information on these disorders
in separate sections.

DEFINING AND DIAGNOSING
UNIPOLAR DEPRESSION

The Experience of Depression

Depressed is a word in such common usage that it is often
used interchangeably with upset, disappointed, or some simi-
lar term to refer to a negative emotion following a bad expe-
rience. Depression may be a mood state, lasting only a few
moments or hours—occasionally a few days—but in which
other elements of the person’s functioning are unchanged. It
is, in fact, normal to have mild and brief depressed mood
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following an important loss or disappointment. Depression
as a psychological disorder is more than a temporary, mild
mood state. It is a constellation of experiences of mood,
physical functioning, quality of thinking and outlook, and
behaviors.

The depressed person may feel down or sad, but sadness
may often be less apparent than a general lack of interest
in activities that were once enjoyed. Irritability may be
the dominant mood, rather than sadness. Changes in mood
are accompanied by a gloomy outlook in which the future
seems bleak and uninviting, and the person views himself or
herself as flawed and inadequate, while circumstances may
seem overwhelmingly difficult or unrelenting in their depri-
vation and capacity for disappointment. Because of the neg-
ative outlook, the sufferer’s motivation and persistence may
be impaired. The negative interpretations of the self and
world that are typical of depression may seem illogical or
distorted to others, and there appears to be a focus on nega-
tive possibilities to the neglect of positive or even neutral
alternatives: “Even though I got this promotion at work, I
will fail”; “my family is supportive of me, but I don’t de-
serve it, and they will give up on me.” Bodily changes may
become pronounced with increasing severity of depression;
sleep is interrupted by awakening in the night or early
morning—although sometimes people sleep even more than
usual. Some individuals may focus extensively on aches
and pains and physical debility and medical symptoms. En-
ergy flags, and for some depression sufferers, it is an im-
mense chore to get out of bed, shower, and get dressed.
Appetite may be lost, and loss of weight may result, al-
though some individuals do not experience such changes
and may even eat more than usual. Behaviors mirror the
inner suffering; depressed individuals may withdraw from
others or discontinue typical activities, having little pleasure
or energy to sustain them—and even finding that being
around others makes them feel worse. Of course, others do
indeed find it difficult to enjoy the company of a silent or
suffering person who cannot be cheered, and may be frus-
trated with the depressed person’s seemingly willful exag-
gerations of negativity that they perceive inside and all
around themselves. Some people experience depression as
relentless suffering from which the only escape is death. For
such sufferers, thoughts of death may be persistent, and un-
fortunately, for a significant minority of depressed people,
suicidal acts may seem to be the only escape. What may
seem to others as an irrational reaction or an excessive and
selfish display of self-pity may even contribute to the
depressed person’s feeling of abandonment at the time of
greatest need. A vicious cycle of negative thoughts and

more depressed mood and behaviors may contribute to a
prolonged period of depressive suffering.

Diagnoses of Depression

The phenomenology of depression is relatively well recog-
nized, and diagnostic systems have been developed to at-
tempt to define key symptoms among the many possible
manifestations, and to operationally define the point at
which normal depressed mood becomes a clinical state. The
current Diagnostic and Statistical Manual of Mental
Disorders–Fourth Edition (DSM IV; American Psychiatric
Association [APA], 1994a) and International Classification
of Diseases–10th Revision (ICD-10; World Health Organiza-
tion, 1992) have evolved from various efforts to provide
systematic, reliable definitions. There are four key features
of diagnoses of depressive disorders: presence of more than
depressed or negative mood—requiring a variety of addi-
tional syndrome manifestations; duration over a period of
weeks or months to distinguish depression from temporary
mood shifts; and impairment, indicating that the depression
interferes with normal functioning. The fourth feature is criti-
cal to distinguishing between unipolar and bipolar mood
disorders: There must be information about prior sympto-
matology sufficient to determine whether the individual has
ever experienced a manic or hypomanic episode (described
later). Only if there has never been such an experience could a
person receive a diagnosis of unipolar depression. Those with
histories of mania are diagnosed with bipolar disorder.

Major Depressive Episode and Dysthymic Disorder

The two most common unipolar diagnoses are major depres-
sive episode (MDE) and dysthymic disorder. To meet diagnos-
tic criteria for MDE, one must be depressed for at least two
weeks, experience depressed mood nearly every day all day
or have a loss of interest or pleasure, and at least four of the re-
maining nine symptoms (covering a range of cognitive, phys-
ical, and behavioral changes, such as diminished ability to
think positively about the self or future or to concentrate;
thoughts of death; changes in speed and spontaneity of move-
ment). Dysthymic disorder is a milder, chronic form of de-
pression that includes depressive experiences lasting for at
least two years, accompanied by two or more of six milder de-
pressive symptoms. Both MDE and dysthymic disorder diag-
noses require the presence of impaired functioning in the
person’s important roles. Some individuals experience double
depression, a pattern observed in about 25% of clinical pa-
tients in which major depressive episodes are superimposed
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on dysthymic disorder, an especially adverse disorder in
terms of course and impairment in adults (e.g., Keller, Lavori,
Endicott, Coryell, & Klerman, 1983; Klein, Taylor, Harding,
& Dickstein, 1988). Children who meet criteria for both MDE
and dysthymia also appear to function significantly worse
than children with either of the disorders alone (Goodman,
Schwab-Stone, Lahey, Shaffer, & Jensen, 2000).

Depression in children may be diagnosed with the same cri-
teria as for adults, with minor modifications. For instance, irri-
tability may be substituted for depressed mood, and dysthymic
disorder may be diagnosed with only one year’s duration. Al-
though there may be developmental differences in expression
of depressive symptoms (e.g., young children are unlikely to
report subjective states), currently research suggests few reli-
able differences in symptom patterns in adults and children (re-
viewed in Garber & Flynn, 2001), and therefore the same
criteria are to be used in the absence of validation of alternative
procedures.At the same time, however, some have questioned
the validity of distinguishing between MDE and dysthymic
disorder in children and adolescents, noting that their corre-
lates and impairments are similar (e.g., Goodman et al., 2000).

Subclinical Depression 

Diagnostic criteria for defining MDEs and dysthymia are
somewhat arbitrary in their establishment of a cutoff of num-
ber and duration of symptoms. Depressive experiences may
include subsyndromal symptoms that are milder or briefer than
these two diagnoses, or that are intermittent but frequent, or
that are mild but enduring. Although mild and short-lived
symptoms may have little significance for a person’s life and
indeed might be considered normal reactions to losses and
disappointments, even mild but persistent symptoms may be
detrimental to a person’s adjustment. Research has shown, for
example, that subclinical depressions may predict future diag-
nosed depressions or other emotional problems, and may
result in significant impairment in functioning affecting
employment and social roles (e.g., Gotlib, Lewinsohn, &
Seeley, 1995; Horwath, Johnson, Klerman, & Weissman,
1992; Wells et al., 1989; Zonderman, Herbst, Schmidt, Costa,
& McCrae, 1993). Moreover, persisting mild symptoms fol-
lowing major depression (indicating lack of total recovery)
may portend a more severe future course of disorder, including
more frequent episodes and chronic symptomatology (Judd
et al., 2000).

Heterogeneity and Comorbidity of Depression

A particular challenge to the diagnosis of depression—and
indeed, to the validity of diagnoses—is the fact that depres-

sive experiences may be quite varied and they commonly
overlap with or co-occur with other psychological dis-
orders. The variability in presentation may range from pre-
menstrual dysphoria to depressive delusions and psychotic
states. Over the years, attempts to define meaningful sub-
types have been based on the assumption that different
forms of depression may result from different causes, and
might have different effective treatments. A particular effort
to define biologically based forms (endogenous rather than
reactive or psychological forms) has permeated the field.
The DSM-IV system defines a subtype of melancholic fea-
tures of major depression based on phenomenology with
emphasis on somatic symptoms. Although it is sometimes
presumed to define a distinct form and perhaps biological
origin, some have argued that it may simply represent a
more severe version of depression. Another subtype distinc-
tion is a seasonal pattern of mood disorder, which may
occur in both unipolar and bipolar patients. Further efforts
to characterize potential etiological subtypes seem war-
ranted, and an important corollary is that models of etiology
or treatment methods that are successful with some depres-
sions are unlikely to cover all depressions.

The diagnostic picture may be further complicated by
comorbidity. The U.S. National Comorbidity Survey found
that of all adult community residents who met criteria for cur-
rent major depression, only 44% displayed pure depression,
and the others had one or more additional diagnoses
(Blazer, Kessler, McGonagle, & Swartz, 1994). Commonly
co-occurring disorders are anxiety disorders (such as panic dis-
order, generalized anxiety, and posttraumatic stress disorder),
substance abuse, and eating disorders. Moreover, Axis II
pathology is extremely common among depressed individuals,
with rates across different studies ranging from 23% to 87%
(Shea, Widiger, & Klein, 1992). Such mixtures of depression
and other disorders frequently portend more complicated
courses of depression, and more difficulty in achieving success
in treatment (Shea et al.).

In children, comorbidity is said to be the norm rather than
the exception, with few children having pure depression
rather than mixed with disruptive behavioral, anxiety, eating,
and substance use disorders (e.g., reviewed in Angold &
Costello, 1993; Hammen & Compas, 1994). High rates of co-
morbidity may reflect inadequacies in the diagnostic system
in which some of the same symptoms may occur in different
diagnoses, or over-narrowness in how disorders are con-
ceived. Additionally, in children the indistinct boundaries of
diagnoses may reflect a developmental reality in which non-
specific expressions of distress and behavioral disruption
cannot readily be classified until further maturation and
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development occur. Continuing efforts to explore develop-
mentally appropriate criteria for depression in children re-
main an important research priority (Garber & Flynn, 2001).

Assessment of Depression

There are presently several widely used instruments avail-
able to diagnose unipolar depressive disorders, and to char-
acterize the severity of symptomatology.

Diagnosing Depressive Disorders 

To meet the goal of reliable, systematic application of diag-
nostic criteria to determine a person’s past or current mood
disorder, two methods have been widely used. The Structured
Clinical Interview for DSM-IV Axis I Disorders (SCID; First,
Spitzer, Gibbon, & Williams, 1995) has evolved from previ-
ous versions of research-oriented diagnostic criteria, includ-
ing the Schedule for Affective Disorders and Schizophrenia
(SADS; Endicott & Spitzer, 1978). It covers current and past
symptomatology sufficient to diagnose most Axis I disorders,
using semistructured questions and probes, administered by
clinically trained interviewers whose task is to elicit exam-
ples and determine whether described experiences fulfill
criteria to be included as definite symptoms. Interrater relia-
bilities for major depressive disorder and dysthymic disorder
are high (First et al., 1995). The SCID is used in most re-
search studies to select and define patient samples, and to
evaluate the course of disorder.

The other major diagnostic instrument is the Diagnostic
Interview Scale (DIS; Robins, Helzer, Croughan, & Ratcliff,
1981), developed for use in large epidemiological surveys.
The major characteristic of the DIS is the highly structured
administration of questions, eliciting yes-no answers from
respondents, with no follow-up questions to determine the
severity or significance of experiences with each symptom.
Hence, the DIS requires relatively little training for adminis-
tration, and does not require clinical experience. A computer
algorithm is used to score the DIS, yielding diagnoses inde-
pendent of clinician judgment. Thus, the DIS is used princi-
pally for epidemiological samples that are very large and for
which costs of clinically trained interviewers would be pro-
hibitive. The DIS has been reported to yield adequate relia-
bilities for depressive disorders. Some have feared that the
DIS tends to overdiagnose depression because respondents
may say yes to certain questions based on trivial negative
emotional experiences. However, perhaps somewhat surpris-
ingly, comparisons of rates of depressive diagnoses obtained
from the DIS compared with a clinician-based interview in-
dicated a tendency of the DIS to result in fewer diagnoses

(Eaton, Neufeld, Chen, & Cai, 2000). The authors suggest
that the procedures vary by the threshold at which diagnoses
are made, although agreement at the level of reporting syn-
drome features was fairly good.

It should be noted further that different diagnostic instru-
ments, owing to differences in wording and procedures, may
yield different estimates of rates of depression in the pop-
ulation. A recent modified version of the DIS, called the
Composite International Diagnostic Interview (CIDI; e.g.,
Kessler et al., 1994) was used in the National Comorbidity
Survey. Resulting data on incidence and prevalence of depres-
sion were notably higher than for the prior DIS-based Epi-
demiological Catchment Area studies. As Blazer et al. (1994)
noted, the instruments differed slightly on the stem questions,
with the CIDI asking more stem questions so that there were
more opportunities for people to acknowledge a depressive
mood. As Regier et al. (1998) observed, actual information
about the occurrence of depressive (and other) disorders may
be substantially affected by how the information is obtained.

Assessing Severity of Depressive Symptoms 

There are a number of instruments available for research and
clinical use to evaluate severity of current depressive symp-
toms. One type is a self-report questionnaire, exemplified by
the Beck Depression Inventory (BDI), the most widely used
such scale. Developed by Beck, Ward, Mendelsohn, Mock,
and Erbaugh (1961), and recently revised as the BDI-II to be
consistent with the DSM-IV (Beck, Steer, & Brown, 1996),
the scale consists of 21 items, each containing four response
options differing in severity. Individuals select the one re-
sponse per item that corresponds most to their current clinical
state “over the past two weeks.” Total scores indicate level of
depression, but like all self-report scales for which a cutoff is
used to indicate significant symptoms, the scale is not a diag-
nostic instrument, and scores may be elevated temporarily
due to environmental, medical, or other emotional difficul-
ties. The BDI and BDI-II have been well studied and have
excellent reliability and validity for measuring severity of de-
pression (Beck, Steer, & Garbin, 1988; Beck et al., 1996).
Further detailed information on additional self-report meth-
ods is reviewed in Nezu, Ronan, Meadows, and McClure
(2000), Practitioner’s Guide to Empirically Based Measures
of Depression. Also, many instruments have been developed
for use with specific populations, such as children and ado-
lescents, geriatric samples, and with specialized content areas
related to depression, such as hopelessness, suicidality, self-
esteem, and others. There are also measures of depressed
mood state, exclusive of additional symptomatology. These
are beyond the scope of the current discussion.
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Another type of assessment procedure for depression sever-
ity involves clinician-based interviews, representing the view
that some of the symptoms of depression are more objectively
characterized by a trained observer than by subjective self-
report. The most widely used such instrument is the Hamilton
Rating Scale for Depression (HRSD; Hamilton, 1960). It has
been amended and altered several times over the years. It is fo-
cused much more on somatic and behavioral symptoms than
on mood and cognitive symptoms as is typical in self-report
questionnaires. In its most commonly administered form, the
Hamilton is a 17-item scale measuring mood, guilt, suicidal
ideation, sleep disorders, changes in work and interests, psy-
chomotor agitation and retardation, anxiety, somatic symp-
toms, hypochondriasis, loss of insight, and loss of weight. It
has been shown to have solid psychometric properties, and is
nearly always included in clinical studies and treatment-
outcomes research. Nevertheless, it does not cover all symp-
toms of the DSM-IV syndrome of depression, and has been
criticized therefore as less adequate for assessing severity of
bipolar depression. Revisions include the Inventory of Depres-
sive Symptomatology–Clinician rated (IDS-C; Rush, Gullion,
Basco, Jarrett, & Trivedi, 1996) and the Revised Hamilton
Rating Scale for Depression (RHRSD; Warren, 1994).

COURSE AND CONSEQUENCES 
OF UNIPOLAR DEPRESSION

Much of what clinicians once believed about depression—
that it occurs mostly in middle and older adulthood and rarely
in youngsters and that it is commonly expressed as a single
episode with full recovery—has been found to be untrue. The
following sections discuss key features of depression, and its
consequences in the lives of sufferers and their families.

Features of Unipolar Depression

Age of Onset

Researchers have documented that the most typical age of
onset of major depression is adolescence and young adult-
hood (Burke, Burke, Regier, & Rae, 1990). Young women in
particular have enormous liability for depression onset be-
tween ages 15 and 19 (Burke et al., 1990); 50% of respon-
dents with depression histories reported onset by age 25
(Sorenson, Rutter, & Aneshensel, 1991). Generally speaking,
the risk of first episode is significantly higher before age
40 than earlier (Coryell, Endicott, & Keller, 1992a). There
are two important implications. One is that depression is es-
pecially likely to affect young people during critical periods

of their development, including marriage, childbearing, and
establishment of careers. Impairment during these impor-
tant functions might have persisting maladaptive conse-
quences. A second implication is that relatively early onset of
depression—or perhaps of any psychological disorder—may
portend a relatively worse course of illness, both because of
developmental disruptions and because earlier onset may
reflect a more severe form of the disorder.

The issue of whether childhood or early adolescent onset of
depression predicts higher rates of depression in adulthood has
been examined in a small number of longitudinal studies. In
the largest follow-up study of the continuity of childhood de-
pression into adulthood, Weissman, Wolk, Wickramaratne,
et al. (1999) determined that although the youngsters had
relatively high rates of psychological disorders and maladjust-
ment, there was poor specificity for depressive disorders—
except in a small sample that had recurrent episodes in
childhood and high rates of depressed relatives. Similar results
were reported by Harrington, Fudge, Rutter, Pickles, and Hill
(1990) in a follow-back study. Thus, childhood onset of
depression may predict significant disorder, but not specifi-
cally recurring depression—suggesting that many cases
labeled as childhood depression may reflect marked emotional
and behavioral dysregulation. In contrast, several follow-up
studies of adolescent-onset depression have shown relatively
high risk for recurring episodes in adulthood (e.g., Bardone,
Moffitt, Caspi, Dickson, & Silva, 1996; Harrington et al.,
1990; Lewinsohn, Rohde, Klein, & Seeley, 1999; Rao,
Hammen, & Daley, 1999; Weissman, Wolk, Goldstein, et al.,
1999).

Episode Length 

Two trends are noteworthy concerning duration of major de-
pressive episodes. One is that the majority of episodes appear
to resolve within 6 months (including untreated depressions),
as shown by longitudinal studies of the natural course of
unipolar disorder. For instance, Coryell et al. (1994), in the
National Institute of Mental Health (NIMH) Collaborative
Depression Study (CDS), found that 55% of patients and
57% of nonclinical relatives who developed depression re-
covered by 6 months. The second trend, however, is that a
substantial minority of depressions persist for long periods,
and may even be chronic. For instance, the CDS follow-up
reported that after 5 years, 12% of patients had still not re-
covered (Keller et al., 1992). Even among those who no
longer meet diagnostic criteria for an episode, there may con-
tinue to be considerable residual symptomatology. Data from
the CDS indicate that unipolar patients manifested symptoms
during 59% of the weeks of the follow-up, with many never
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being free of some level of depressive symptoms (e.g., Judd
et al., 1998).

Risk for Recurrence of Depression 

Whereas depression, except in its most severe forms, was
once considered a relatively benign disorder with recovery as
the norm, it is now recognized that depression is especially
pernicious not only because of protracted symptomatology,
but also because it is highly recurrent. More than 80% of de-
pressed adults experience at least one recurrence—a figure
increasing to 100% if minor or subsyndromal episodes are in-
cluded; and the median number of MDEs is four (reviewed in
Judd, 1997). Recurrent episodes of MDE last about 20 weeks
(Solomon et al., 2000). An international study conducted
under the auspices of the World Health Organization found
that over 10 years, affected individuals experienced a mean
of 2.7 episodes of major depression, and spent an average of
27.5% of their lives in depressive episodes (Thornicroft &
Sartorius, 1993). Similar frequencies and probabilities of re-
current MDE have been observed in adolescent depressed
populations including both community and clinical samples
(e.g., McCauley et al., 1993; Rao et al., 1999).

Another feature of the recurrent nature of depressive
episodes is the observation that each recurrence increases the
probability of further episodes. Solomon et al. (2000) followed
patients over a 10-year period, and found that the probability of
recurrence after recovery from the index episode was 25% in
the first year, 42% by two years, and 60% by 5 years. More-
over, as predicted, median time to recurrence decreased with
subsequent episodes, and the converse also occurred: The
longer the person remained well, the less likely he or she was to
experience recurrence. The results suggest that episodes them-
selves increase likelihood of disorder, and the hypothesized
mechanisms of the process are discussed in later sections.

Impairment Associated With Depressive Disorders

It is hardly surprising that the low mood, loss of interest, de-
creased energy, sense of futility, and low self-esteem associ-
ated with depressive disorders would result in dysfunction in
important roles such as work, marital, and parental adjust-
ment. What is more surprising is the extent of debility, result-
ing in as much or even more self-reported impairment than
many serious medical disorders (e.g., Wells et al., 1989). In
the language of illness burden to society due to economic and
social disability as well as mortality, the World Health Orga-
nization has termed major depression the number-one cause
of disability in the world, and the fourth greatest cause of dis-
ease burden (expected to move to second most important by

the year 2020; Murray & Lopez, 1996). Depression is one of
the few psychological disorders that can be said to be fatal.
Mortality due to suicide has been estimated to affect about
15% of those with a diagnosis of major depressive episode
(Clark & Fawcett, 1992), and some studies suggest that de-
pression is also predictive of increased mortality associated
with medical disorders such as heart attacks (e.g., Musselman,
Evans, & Nemeroff, 1998).

In more specific terms of social disability, patients with
major depression in the CDS sample compared with controls
achieve lower educational and income levels, and have lower
rates of employment and decreased occupational status
(Coryell et al., 1993). Moreover, fewer of those with unipolar
depression were married, and those who were married re-
ported worse quality of relationships. Even relatively minor or
subsyndromal depressions are also associated with impair-
ment as noted previously (e.g., Gotlib et al., 1995; Wells et al.,
1989). Detailed analyses of level of work and social adjust-
ment as a function of level of symptomatology over several
years of follow-up in the CDS sample indicated a fairly linear
relationship between impairment and severity of depression
(Judd et al., 2000). Individuals who suffer from double depres-
sion appear to be especially likely to have occupational and so-
cial impairment, and those with dysthymic disorder (including
double depression) are more likely never married (Evans et al.,
1996). Of additional interest is the finding in the Judd et al.
study, as well as other reports, that impairment in role func-
tioning persists, even when the person is no longer in an
episode (e.g., Billings & Moos, 1985; Judd et al., 2000).

Not surprisingly, studies of the consequences of depres-
sion in children and adolescents also indicate significant im-
pairment of functioning. Those with childhood or adolescent
depression show relative difficulties in school performance
and conduct, and problematic relationships with peers and
family members (e.g., Lewinsohn et al., 1994; Puig-Antich
et al., 1993; see reviews in Birmaher et al., 1996; Hammen &
Rudolph, 1996). In addition to impaired current functioning,
a unique concern for depressed youngsters is the possibility
that depression interferes with acquisition of developmen-
tally appropriate skills and attainments. As a consequence,
depressed youngsters may be left behind in ways that may
contribute to further stress and depressive experiences.

Effects of Depression on Others

There has been considerable research on a further aspect of
depression’s toll: the effects of depression on others. A great
deal of the social disability of depression is due to two partic-
ular aspects of impairment: maladaptive marital relationships
and high risk for offspring of depressed parents to develop
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depression and other disorders. As noted previously, there is
evidence of less frequency of marriage, or of greater marital
dissatisfaction or divorce among depressed patients than
nondepressed controls (Coryell et al., 1993; reviewed in
Gotlib & Hammen, 1992). The romantic relationships of
young women assessed over a 5-year period indicated that
lower quality of the relationship at the end of the follow-up
and the boyfriends’ dissatisfaction were significantly corre-
lated with the amount of time the woman had spent in major
depressive episodes (Rao et al., 1999). Other research has in-
dicated that depressed women are more likely to be romanti-
cally involved with men who themselves have psychological
disorders (assortative mating), potentially creating a stressful
home environment (e.g., Hammen, 1991a; Merikangas,
Weissman, Prusoff, & John, 1988). The important question of
whether intimate relationship difficulties are unique and spe-
cific to depressive disorders has been addressed by Zlotnick,
Kohn, Keitner, and Grotta (2000) with community data
from the National Comorbidity Survey. These investigators
found that participants with current diagnoses of major de-
pressive episode or dysthymic disorder were significantly
more likely to report more negative and less positive quality
of their marital or intimate relationships than participants
with nonaffective disorders. Moreover, the relative negativity
was especially pronounced in their romantic relationships,
and not seen in their attitudes about friendships.

Overall, it appears that depressed persons themselves—as
well as their spouses—experience difficulties in the marital
relationship. The processes by which such problems occur
are not fully understood. Certainly, depression symptoms
themselves may create friction and mutual dissatisfaction.
Depressed people may also have impaired interpersonal
skills and dysfunctional cognitions that reflect poor inter-
personal problem-solving, often leading to conflict (e.g.,
Hammen, 1991b). They are often dependent on others, and
seek reassurance in ways that distance others (Barnett &
Gotlib, 1988; Joiner & Metalsky, 1995). Spouses and signifi-
cant others may view the depressed person as a burden, caus-
ing worry, reducing the sharing of pleasurable activities, and
rejecting suggestions for help or support. A survey of the
attitudes of spouses toward their depressed partners found
that they acknowledged numerous such problems, and 40%
of them were sufficiently distressed by the depressed person
to warrant treatment themselves (Coyne et al., 1987).

The other major area of difficulty for depressed people is
high likelihood that their children will have depressive or
other disorders. Numerous studies have now shown that
the risk to offspring for developing depression and other dis-
orders is very high, likely greater than 50% (reviews in
Beardslee, Versage, & Gladstone, 1998; Downey & Coyne,

1990). Indeed, the risk is so pronounced that being a child
of a depressed parent is often said to be the strongest predic-
tive factor for youth depression. Numerous studies have
attempted to shed light on the mechanisms by which risk is
imparted. Certainly, genetic transmission may be one path-
way. Additionally, however, it seems apparent from many ob-
servational studies of depressed women with their infants,
toddlers, and school-age children that the quality of the
parent-child interaction is relatively more negative than for
nondepressed mothers and their youngsters (e.g., reviewed in
Goodman & Gotlib, 1999; Kaslow, Deering, & Racusin,
1994). Similarly, depressed children and adolescents have
more negative relationships with their parents (Kaslow et al.,
1994). Being a child in a family with a depressed parent also
typically subjects the child to elevated levels of chronic stress
(including parent marital disorder) and episodic life events,
which may also contribute to children’s risk for disorder
(e.g., Hammen, 2002). 

An important consequence of impaired marital and family
relationships is that the impact of the depressed person on
family members may create a context that endures even when
the person is no longer depressed. Difficult marital issues and
problematic relationships with ill children may present en-
during challenges to depressed adults, contributing not only
to the persistence of impairment but also to the risk for
further depression.

WHO IS AFFECTED BY UNIPOLAR DEPRESSION?

Rates of Depression

In the United States, the most recent epidemiological survey
of adults between the ages of 15 and 54, using the CIDI as de-
scribed earlier, reported a rate of 4.9% current major depres-
sion, and 17% lifetime major depression (Kessler et al.,
1994). Earlier surveys had reported substantially lower rates
but used different methods as noted previously. An interna-
tional collaborative study, using various methods to arrive at
DSM-III diagnoses, indicated an annual rate of major depres-
sion ranging from 0.8% in Taiwan to 5.8% in New Zealand
(with the United States at 3% annually; Weissman et al.,
1996). This study also reported lifetime rates of MDE be-
tween 1.5% and 19% across the various sites. Additionally,
dysthymic disorder is estimated to affect 2–4% of the popu-
lation internationally (Smith & Weissman, 1992).

Depressive disorders in young children are relative rare,
possibly affecting 2–3% of preadolescents and 1% of pre-
schoolers (Angold & Costello, 1993; Kashani & Carlson,
1987). However, epidemiological surveys of diagnoses
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among children have been much more limited in scope than
those for adults. Data on rates of adolescent depression gener-
ally indicate much higher rates than in childhood. For instance,
the Oregon Adolescent Depression Study found that 3% met
criteria for current major depression or dysthymia, and a total
of 20% had a lifetime diagnosis of depressive disorder
(Lewinsohn, Hops, Roberts, Seeley, & Andrews, 1993).

Gender, Age, and Depression

Sex Differences in Depression 

For many years a striking gender difference has been noted,
with many more women reporting—or being treated—for de-
pressive disorders than men. The Cross-National Collabora-
tive Group (Weissman et al., 1996) found a gender difference
in every culture studied, and overall, the rate of approxi-
mately 2:1 is cited indicating women’s prevalence among
those with unipolar depressive disorders.

The gender gap appears to emerge in early adolescence
(e.g., Angold & Rutter, 1992; Cohen et al., 1993). The mag-
nitude of the gender difference—and its emergence in early
adolescence—have stimulated many theories and research
efforts to explain the patterns (e.g., reviewed in Cyranowski,
Frank, Young, & Shear, 2000; Nolen-Hoeksema, 1990;
Nolen-Hoeksema & Girgus, 1994). A variety of biological
and psychosocial perspectives have been pursued with no
final resolution, including hormonal effects and timing of pu-
berty; differential exposure to stressors; gender differences in
self-esteem, cognition, and coping; societal expectations and
access to achievement; and many others. A review of this lit-
erature is beyond the scope of the chapter, but the implica-
tions are significant for theoretical models of depression,
treatments, and prevention programs.

Age Trends in Depression

A further challenge to models of understanding depression
concerns evidence that young people are experiencing in-
creasing rates of depression. Not only is the age of onset of
depression now known to be in the teens or early 20s for most
sufferers, but the rates of depression appear to be higher in
more recently born people. For instance, the Cross-National
Collaborative Group (1992) found that rates of depression in-
creased in birth cohorts such that they were highest by age 25
in those who had been born since 1955. The rate appears to be
continuing to increase in more recently born youngsters, with
rates in adolescent and young women higher than 30% (e.g.,
Lewinsohn, Rohde, Seeley, & Fischer, 1993; Rao et al.,
2000). Although methodological artifacts such as memory
bias have been argued to be a partial cause, recent evidence

based on use of the same instrument over a 40-year period in
the same community confirms that rates of depression have
indeed increased in young women (Murphy, Laird, Monson,
Sobol, & Leighton, 2000). Conversely, many studies have
suggested that the rates of depression in older adults have
been declining—although information on the very old is typ-
ically absent from most surveys (e.g., Murphy et al., 2000;
see Wallace & O’Hara, 1992).

Theories of the origins of increased rates of depression in
young people, especially females, abound. It has been sug-
gested that changing cultural trends including family break-
ups and increasing social mobility diminishing supportive
resources plus increased stress in the form of heightened ex-
pectations and increased competition for careers may have
contributed. Such age trends appear to be a particular chal-
lenge to theories emphasizing biological diatheses. Neverthe-
less, the issue remains unresolved, while its consequences
continue to be of considerable concern and interest.

UNIPOLAR DEPRESSION: THEORIES
OF ETIOLOGY AND VULNERABILITY

There are numerous biological and psychosocial perspectives
on the origins of depression, and new findings emerge fre-
quently following advances in the technologies for evaluating
genetic and neurobiological processes. Consequently, the eti-
ology sections can attempt only a brief statement of these
approaches, and the current directions in which research is
proceeding. It is safe to say that nearly all models adopt a
diathesis-stress perspective, and many assume a biological
predisposition that may require activation by environmental
stressors. It is noted, however, that few studies have tested such
interactions.

Biological Approaches

Genetic Vulnerability to Unipolar Depression 

Depression undeniably runs in families. Many studies of the
first-degree relatives of depressed patients have reported rates
of depression ranging between 7% and 30% across studies—
considerably in excess of rates in the general population
(Gershon, 1990; Winokur, Coryell, Keller, Endicott, & Leon,
1995). Studies of the children of depressed parents, as noted
previously, have indicated that having a parent with a depres-
sive disorder is one of the strongest predictors of youth depres-
sion (reviewed in Beardslee et al., 1998).

Of course, family studies do not prove a genetic mechanism
of transmission, given potential effects of the family environ-
ment. Moreover, there is no evidence of a single depressive
gene or defect—and likely never will be, given the apparent
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heterogeneity of depression and multiple causal pathways.
However, genetic strategies that are less confounded with
environmental factors are also suggestive. Twin studies using
modern biometric model-testing analyses have proven to be
highly suggestive. Kendler and colleagues (e.g., Kendler,
Neale, Kessler, Heath, & Eaves, 1992) have published a series
of studies based on a population-based twin registry in
Virginia. Initially focused on female twins (Kendler et al.,
1992), the authors found significantly higher monozygotic
(MZ) concordance than dizygotic (DZ) concordance, recently
replicated with male twin pairs (Kendler & Prescott, 1999).
Biometric twin-modeling statistical analyses concluded that
the genetic liability accounted for 39% of the risk for MDE in
both male and female twin pairs, with the remaining 61% of
the variance attributable to individual-specific factors (such as
stressful events). McGuffin, Katz, Watkins, and Rutherford
(1996) also conclude that there is a moderate role of genetic
factors in depression, based on their inpatient sample. To date,
however, there is no consensus on whether more severe forms
of depression are especially likely to be genetically related
(e.g., Kendler, Gardner, & Prescott, 1999; Lyons et al., 1998;
McGuffin et al., 1996).

Psychoneuroendocrinology of Depression 

Even though suggestive, genetic studies to date do not tell
what it is that might be transmitted. Brain functioning and
neuroendocrine processes may provide possible mecha-
nisms. Considerable evidence implicates dysregulation of
the human stress response of the hypothalamic-pituitary-
adrenal (HPA) axis in depressive disorders. Numerous
studies have found elevated levels of cortisol, a hormone re-
sulting in various forms of physical arousal and activation, in
acutely depressed people compared to nondepressed people
(as well as increased levels of corticotropin releasing factor,
or CRF). When individuals are no longer depressed, cortisol
levels return to normal. In addition to hypersecretion of cor-
tisol, investigators have observed abnormalities in the regu-
lation of cortisol. A review of 100 studies of abnormal
cortisol regulation and clinical course concluded that the ab-
normalities themselves did not predict treatment outcome,
but when the abnormalities continued even after treatment,
they portended poorer prognosis and high likelihood of re-
lapse (Ribeiro, Tandon, Grunhaus, & Greden, 1993). Thus,
the subset of depressed people with abnormal HPA function-
ing may have a worse type of depression, or at least a form
that perhaps stems from an underlying disorder of the stress
response system.

Stress-related neuroendocrine processes may also affect
brain development, predisposing to depression. Plotsky,
Owens, and Nemeroff (1998) recently reviewed research on

stress and HPA-related hormones and their effects on the
brain. They speculated that early stress experiences may
sensitize specific neural circuits, resulting in depressive reac-
tions in later life in response to stressful life events (see also
Gold, Goodwin, & Chrousos, 1988; Sapolsky, 2000). Most of
the relevant research has been conducted on animals, but a
growing body of human research has shown abnormal HPA
axis functioning associated with adverse childhood experi-
ences such as insecure attachment and abuse experiences
(e.g., Gunnar, 1998; Heim, Ehlert, Hanker, & Hellhammer,
1998). However, information about continuity of effects into
childhood or their direct and specific link with depressive
reactions has yet to be established. 

Neurotransmitters and Depression Vulnerability 

There has been considerable historical interest in the poten-
tial role of monoamine neurotransmitters such as serotonin,
norepinephrine, and dopamine in mood disorders. These
neurotransmitters are especially important in the limbic sys-
tem of the brain, areas affecting drives and emotions, and
pathways to other parts of the brain. The original cate-
cholamine hypothesis of depression (Schildkraut, 1965) em-
phasizing relative deficits of these substances has proven to
be far too simplistic, yielding to greater focus on amine re-
ceptor systems (McNeal & Cimbolic, 1986) and models of
dysregulation of neurotransmitters (e.g., Siever & Davis,
1985). Recently, attention has turned particularly to serotonin
(5-HT) models of depression (reviewed in Maes & Meltzer,
1995), suggesting that vulnerability to depression may arise
from alterations in presynaptic 5-hydroxytryptamine (5HT)
activity and postsynaptic serotonin receptor functioning.
Moreover, since the hippocampus is a site of serotonergic in-
nervation of the regulation of the HPA axis, it has been spec-
ulated that lowered central 5HT activity in depression may
attenuate hippocampal feedback control over the HPA axis,
inducing excessive corticosteroid secretion (Maes & Meltzer,
1995). Experimental analogue studies involving challenges
with depletion of serotonin precursors that induce temporary
depression in remitted patients (e.g., Smith, Fairburn, &
Cowen, 1997) provide further suggestive evidence that
serotonin processes may be involved in some forms of de-
pression. Recent data also implicate a role of other neuro-
transmitters, such as norepinephrine and dopamine. It should
be kept in mind that neurotransmitters are intimately interre-
lated with other neuroendocrine processes in the brain, and
the interactions among them are extremely difficult to tease
apart. Moreover, most of the cross-sectional designs of such
studies make it difficult to draw definitive conclusions about
whether depression results from—or causes—abnormalities
of brain functioning.



102 Mood Disorders

Functional and Structural Brain Changes in Depression

It has long been known that certain medical conditions with
brain lesions cause depression (e.g., certain strokes, neurode-
generative diseases), prompting a search for particular areas
of the brain associated with depressive symptoms. Neuro-
imaging studies have reported some evidence of structural
abnormalities in the brains of depressed people, such as re-
duced frontal volume (Coffey et al., 1993). A review by
Kennedy, Javanmard, and Vaccarino (1997) concludes that
the evidence shows reduced metabolic rate and reduced
blood flow during depressive states, and consistent evidence
of abnormalities in the functions of the prefrontal and cigu-
late cortices—areas closely linked with limbic and paralim-
bic structures. However, as noted earlier, research designs
have been unable to demonstrate when such observed abnor-
malities are stable, and whether they are the cause or the
result of depressive disorders.

Electrophysiological research on frontal brain activity
by Davidson and colleagues has resulted in a model of emo-
tional reactivity that may have considerable promise as a
vulnerability factor in negative emotional states such as de-
pression (e.g., Davidson, 1993). He observed that depressed
patients and even previously depressed but remitted patients
showed relative left frontal hypoactivation. Davidson pro-
posed that decreased left prefrontal activation represents an
underactivation of an approach system, thus reducing the per-
son’s tendency to experience pleasure and positively engage-
ment with the environment while enhancing the likelihood of
developing depressive symptoms. Interestingly, several stud-
ies have found that infants and toddlers with depressed moth-
ers display relative left frontal hypoactivation (e.g., Jones,
Field, Fox, Lundy, & Davalos, 1997). Investigators have spec-
ulated that the patterns may be genetically transmitted—or
acquired prenatally or in early stressful interactions with a
depressed mother—and may represent a mechanism of risk for
development of depression.

Additional Topics in the Biology of Depression 

Abnormalities of the circadian rhythms affecting the sleep-
wake cycle as well as cortisol and other bodily processes
have been hypothesized to contribute to mood disorders. Nu-
merous studies have demonstrated not only clinical com-
plaints of sleep disturbances but also abnormalities of sleep
waves—in stages such as rapid eye movement (REM) and
slow-wave sleep. Research on circadian rhythm abnormali-
ties is discussed further in the section on bipolar disorder.

The relatively higher rates of depression among women
has stimulated much speculation on a hormonal component

to vulnerability to depression. To date, however, there is little
evidence of a major role of hormones in clinical mood disor-
ders. It has been noted that even massive changes in hor-
monal levels such as those accompanying childbirth are
associated with only minor depressive symptoms, called
postpartum blues. A recent review of changes involving such
hormones as progesterone, estrogen, prolactin, and others as-
sociated with postpartum major depression notes the nega-
tive or inconsistent findings (Hendrick, Altshuler, & Suri,
1998). The authors conclude that while there is no evidence
of an etiologic role for the hormones, some women may ex-
perience mood changes because they are extremely sensitive
to hormone levels. It is noteworthy that this field of study has
focused mainly on levels of hormones, while degrees of
change and the interactions among ovarian and stress-related
hormones are promising topics that merit further study pend-
ing methodological improvements.

Psychological Models of Depression

Historically, psychodynamic theories of depression (melan-
cholia) variously emphasized the experience of loss and in-
trapersonal dynamics including self-esteem and close
relationships. Many of these same themes have been studied
in more modern models of depression, and several themes are
recognized as important contributors to depression vulnera-
bility: stressful life events including loss; negative cognitive
representations of the self and the world; quality of close
relationships including childhood experiences.

Cognitive Vulnerability to Depression 

Aaron Beck’s original (1967) cognitive model of depression
was the first to illuminate the characteristically negative
thinking of depressed people, and to assign causal signifi-
cance in the phenomenology of depressive disorders to self-
critical, pessimistic, helpless, and hopeless interpretations of
the self and the world. Beck’s approach gave rise to a verita-
ble paradigm shift in clinical science in its focus on the sig-
nificance and measurement of conscious thoughts and
cognitive processes in psychopathology. Beck’s approach
was highly successful in describing depressive thinking, and
stimulated the development of related but somewhat different
approaches to understanding vulnerability to depression in
adults (e.g., Abramson, Alloy, & Metalsky, 1989; see reviews
in Ingram, Miranda, & Segal, 1998; Segal & Ingram, 1994)
and in children (e.g., reviews in Garber & Flynn, 2001;
Hammen & Rudolph, 1996). Both questionnaire-based and
experimental information-processing methods are presently
being employed by researchers to test the power of the
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cognitive vulnerability models to predict who is at risk for
depression and under what conditions it might develop (e.g.,
Alloy et al., 2000).

The cognitive perspective has been the dominant psycho-
logical model of depression for more than two decades, and
is bolstered both by research and common sense (i.e., that the
way people think about the misfortunes that may befall them
is what determines reactions to stressors, and that some peo-
ple are prone to magnify the sense of being incompetent or
diminished by negative events). However, these approaches
have not been well supported as playing a causal role in the
origin of depression, nor is it established that their contribu-
tions are necessary, substantial, and specific to depression
(e.g., Hammen, 2000). Hammen emphasized the need for
greater integration of the cognitive perspectives with devel-
opmental, contextual, and biological approaches.

Stressful Life Events 

There is strong empirical support for an association between
significant stressful life events and depressive syndromes, in
both community and clinical samples (e.g., Dohrenwend,
Shrout, Link, Martin, & Skodol, 1986; Shrout et al., 1989).
For instance, in Brown and Harris’s (1989) review of seven
community studies, approximately 70–95% of individuals
who developed cases of depression experienced a prior se-
vere life event, compared with 25–40% among those who did
not develop depression.

Although these studies indicate that most depressions are
triggered by a significant negative life event, the obverse
raises the critical question of vulnerability: Most people who
do experience even major negative events do not become de-
pressed. Why do some people become depressed and others
do not? One approach, a multiple risk-factor model, suggests
that depression occurs in the context not only of stressors, but
also of chronic strains and diminished resources for coping,
such as social support (e.g., Lewinsohn, Hoberman, &
Rosenbaum, 1988; Moos, Cronkite, & Moos, 1998). Brown
and colleagues (e.g., Brown & Harris, 1978, 1989; Brown,
Andrews, Harris, Adler, & Bridge, 1986) have shown empir-
ical support for their model that includes life-event occur-
rence in the context of chronic stressors, reduced support, and
psychological conditions such that the negative event is espe-
cially meaningful in terms of the person’s values, commit-
ments, and self-esteem.

Many studies have indicated that severe childhood adver-
sities, such as physical or sexual abuse, may predict adult his-
tories of depression among women (e.g., Kessler & Magee,
1993; McCauley et al., 1997). Such work has not revealed the
mechanisms by which such experiences result in risk for

depression, and depression is by no means the specific conse-
quence of childhood adversities.

A refinement of the life-stress approaches suggests that
individuals may be particularly vulnerable to some stressors
more than to others. Specifically, individuals differ in the
sources of their self-esteem and sense of mastery, with some
individuals experiencing personal worth as deriving from
the achievement of highly valued goals and control (auton-
omy), whereas others are more likely to invest themselves and
their self-definitions in personal relationships with others
(sociotropy). Negative events occurring in the vulnerable
domain may be especially interpreted as depletions of the
sense of worth and competence, leading to depression. Several
studies have found support for the life event–vulnerability
matching approach in adults (e.g., Hammen, Marks, Mayol, &
DeMayo, 1985; Segal, Shaw, Vella, & Katz, 1992) and
children (Hammen & Goodman-Brown, 1990).

Another focus on stressful life events has emphasized the
role that depressed people may play in the occurrence of stress-
ful events. While research has clearly demonstrated the effects
of stressors in precipitating depression among those who are
vulnerable, other studies have shown that the behaviors of
depressed women—even when not currently in a depressive
episode—may contribute to the occurrence of stressors, espe-
cially stressors with interpersonal conflict themes (Daley et al.,
1997; Hammen, 1991a). Depressed women may have difficult
relationships with their children—and with their own spouses
(e.g., Gotlib, Lewinsohn, & Seeley, 1998)—and may lack the
skills to deal with problematic personal relationships. More-
over, depressed women are especially likely to marry men with
psychopathology (e.g., Hammen, 1991b), thereby contribut-
ing to a stressful personal environment that may cause further
depressive reactions. In a family or interpersonal context
marked by conflict, repeated depressive experiences may
occur.

An additional form of vulnerability to stressful life events
may result from a sensitization process in which early expo-
sure to significant stressors may increase the likelihood that
subsequent stressors may trigger depression. Both psycho-
logical mechanisms of cognitive sensitization, as well as
neurobiological changes in the developing brain, have been
posited to account for such processes (e.g., Post, 1992;
Sapolsky, 2000; Segal, Williams, Teasdale, & Gemar, 1996).
Hammen, Henry, and Daley (2000) showed that young
women’s reports of early childhood adversity were associ-
ated with lowered levels of stress prior to depression onset
compared with women who developed depression but who
did not have early adversity. Clinical lore, and a few empiri-
cal studies, have suggested that repeated episodes of depres-
sion are progressively less associated with stress, such that
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triggering stressors may eventually become unnecessary for
episodes to occur (e.g., Post, 1992). One recent longitudinal
study appeared to support this model (Kendler, Thornton, &
Gardner, 2000). Direct evidence of the neurobiological con-
sequences of children’s exposure to severe stressors, as well
as for animal models (e.g., reviewed in Plotsky et al., 1998;
Sapolsky, 2000) suggest that this integrative stress-biology
perspective may hold considerable promise for understand-
ing depression vulnerability.

Interpersonal Approaches to Depression Vulnerability

There has been increasing research and theoretical interest
in interpersonal aspects of depression. Initially, work in this
area emphasized the debilitating social consequences, such
as the effects of depression on marital relations and children’s
development, as noted previously. More recently, investiga-
tors have explored the role of interpersonal factors in the
origin of depression, not only as social stressors precipitating
episodes, but also in terms of the role that early parent-child
relationships and interpersonal styles, needs, and cognitions
may play in creating vulnerability to depression. No single
model or theory defines this area, and readers may be referred
to Gotlib and Hammen (1992), Psychological Aspects of
Depression: Toward a Cognitive-Interpersonal Integration,
and Joiner and Coyne (1999), The Interactional Nature of
Depression, for more extended reviews. In the following
sections, two interpersonal topics are discussed briefly.

Dysfunctional Parent-Child Relations 

From various theoretical perspectives, including psycho-
dynamic (e.g., Bowlby’s attachment theory; Bowlby, 1978,
1981) and social learning perspectives emphasizing the acqui-
sition of interpersonal skills and self-views in the context of in-
teractions with parents, many investigators have emphasized
the important role of the quality of parent-child relations in
vulnerability to depression. Studies have shown that depressed
adults, as well as children and adolescents, report more nega-
tive relationships with their parents and show more evidence
of insecure attachment (e.g., Kobak, Sudler, & Gamble, 1991;
Rosenfarb, Becker, & Khan, 1994; reviewed in Gerlsma,
Emmelkamp, & Arrindell, 1990; Kaslow et al., 1994). Inse-
cure attachments are presumed to determine later beliefs,
expectations, and behaviors in intimate relationships; mal-
adaptive patterns may create vulnerability to depression. For
example, a study of young women found that those with more
negative cognitions about their ability to trust and depend on
others were more likely to experience depression following a
negative interpersonal life event than women who did not

have such beliefs (Hammen et al., 1995). Although more lon-
gitudinal and prospective studies are needed to further validate
the role of such experiences in risk for depression, the sheer
volume of supportive findings indicates that parent-child rela-
tionships, especially those characterized by negative affect
and harsher parental control, may contribute to a sense of per-
sonal inadequacy that promotes susceptibility to depression.

Dependency and Reassurance-Seeking 

Dependency has long been recognized as a concomitant and
risk factor for depression—as a trait, or as the diathesis in a
diathesis-stress interaction (e.g., reviews by Barnett &
Gotlib, 1988; Nietzel & Harris, 1990). As noted earlier,
measures of sociotropy or dependency represent beliefs
and schemas about the importance of contact and value by
others, and when individuals high in such cognitions en-
counter negative interpersonal relationships, depressive reac-
tions may result. Recently, Joiner and colleagues have
speculated that reassurance-seeking may be an individual
difference variable that serves as a vulnerability to develop
depression. Reassurance-seeking is related to the construct
of dependency—emotional reliance on others and the belief
that affection, acceptance, and support of others are essen-
tial to well-being. Joiner and Metalsky (1995; see also
Potthoff, Holahan, & Joiner, 1995) showed that a measure of
reassurance-seeking predicted future depressive symptoms in
students experiencing stressful situations.

TREATMENT OF DEPRESSION

Since the chapter’s focus is psychopathology rather than
treatment, only a brief overview of treatment issues is noted.
Only 25 years or so ago, there were few effective treatment
options for depression. However, there is now solid empirical
evidence for success in treating the acute phase of depression
with short-term structured psychotherapy or with a variety of
antidepressant medications. Cognitive-behavioral therapy
(CBT; see review in Hollon, Haman, & Brown, 2002) and in-
terpersonal psychotherapy (IPT; see review in Weissman &
Markowitz, 2002), as well as various tricyclic and selective
serotonin reuptake inhibitors (SSRIs) and atypical medica-
tions (reviewed in Gitlin, 2002) are all approximately equally
effective. Recently, evidence has suggested that CBT and IPT,
as well as SSRI medications, may also be effective in reduc-
ing depression in children and adolescents (e.g., Brent et al.,
1997; Emslie et al., 1997; reviewed in Kaslow, McClure, &
Connell, 2002). Overall, medication studies indicate about
60–70% effectiveness in reducing depressive symptoms.
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Since depressive episodes tend to recur, a critical question
is whether treatments prevent relapse and recurrence. It has
become standard pharmacotherapy practice to continue med-
ications for 6 to 9 months beyond symptom remission to pre-
vent relapse, and maintenance medication at full dosage may
be recommended for those whose histories indicate a signifi-
cant risk for recurrence. Among the psychotherapies, CBT
is especially oriented toward teaching patients skills they
can use to prevent future episodes, and some evidence of the
success in reducing rates of relapse has been reported espe-
cially for CBT (e.g., Hollon et al., 2002). Maintenance
(periodic) IPT sessions have also been shown to lower recur-
rence rates (e.g., Frank, Kupfer, Wagner, McEachran, &
Cornes, 1991). Remaining questions about whether there are
some kinds of depression (e.g., more severe, more vegeta-
tive) that respond better to medications than to therapy are
largely unresolved. Also, the question of whether combined
medication-psychotherapy treatments are better than either
alone has resulted in mixed results (Hollon et al., 2002).

Accordingly, future research is needed to refine the issue of
the best match between treatment type and patient character-
istics. Moreover, additional challenges remain. For one thing,
most people do not seek treatment for depression, and those
who do often are the ones most likely to be impaired and to
have comorbid conditions. Adolescents, for example, may
require more than medication alone to resolve their complex
symptoms and maladjustment in social and academic roles.
Also, many individuals are not adherent to the medication
regimens, or may require unique combinations of treatments.
Thus, finding ways to disseminate treatments to those in need,
helping them to improve their lives as well as reduce depres-
sive symptoms, improving treatments for more complex
cases, and improving methods of preventing relapse are all
important priorities in the treatment field.

BIPOLAR DISORDER

Compared with unipolar depression, bipolar disorder is much
more rare and is presumed to have a fundamentally biological
origin with a genetic diathesis. Its severe, recurrent course ne-
cessitates lifelong pharmacological treatment for most suffer-
ers. Also in comparison to unipolar depression, bipolar
disorder has been less studied, in part because its diagnostic
boundaries and differences from unipolar disorders were de-
fined only relatively recently (in the late 1970s). Nevertheless,
efforts to treat this potentially severe disorder with empirically
tested medications helped to usher in an era of clearer diagnos-
tic criteria and the study of neural mechanisms of pharma-
cotherapy effects, which in turn played an important role in the

development of modern neuroscience (Goodwin & Ghaemi,
1999). The following sections are relatively brief and descrip-
tive, attempting to highlight the current understanding of this
disorder and ongoing research activity on unresolved issues.A
detailed account of bipolar disorder is presented in Goodwin
and Jamison (1990), Manic-Depressive Illness.

Defining and Diagnosing Bipolar Disorder

Bipolar Diagnoses

The defining feature of bipolar disorder is the occurrence of a
manic or hypomanic episode, or mixed states of mania and
depression. The classical term manic-depressive illness has
been replaced in recent years by the term bipolar disorder, be-
cause the former sometimes referred to recurrent depressive
episodes in the absence of mania—a condition that nowadays
would be called unipolar depression. Because both bipolar
and unipolar disorder employ the same diagnostic criteria for
presence of depressive episodes, diagnostic errors may occur.
Individuals with current depression must be evaluated care-
fully for past history of mania or hypomania. Mania is
defined as a period of persistently expansive, elevated, or irri-
table mood that is accompanied by at least three additional
symptoms reflecting inflated self-esteem or grandiose think-
ing, marked cognitive changes such as distractibility or flight
of ideas, pressured speech, decreased need for sleep, agitation
or increased activity, and excessive involvement in pleasur-
able activities that have potentially harmful consequences.
When similar symptoms are present but not severe enough to
cause significant impairment of functioning or require hospi-
talization, the condition is termed hypomania. Mania must
persist for at least a week, and hypomania for at least 4 days.
Mania can be so severe as to include psychotic experiences
and extremely destructive behaviors clearly signifying need
for hospitalization, whereas hypomania may be brief and rel-
atively mild—and therefore sometimes difficult to diagnose
or recall. Mixed episodes refer to seemingly simultaneous or
rapidly alternating manic and depressive symptoms. Bipolar I
disorder is defined by presence of one or more manic
episodes, whereas bipolar II disorder signifies history of
hypomanic episodes and major depressive disorders.

Less severe mood swings that include numerous periods
of highs and lows that do not meet criteria for mania or major
depression may be diagnosed as cyclothymic disorder. Others
have suggested that there may be additional variants of bi-
polar disorder in the subclinical bipolar spectrum, possibly
portending risk for future bipolar I or II disorder or indicating
stable bipolar temperaments or personalities (Akiskal, 1996;
Depue, Krauss, Spoont, &Arbisi, 1989; Eckblad & Chapman,
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1986; Lewinsohn, Klein, & Seeley, 1995). Research interest
in further validation of bipolar diagnostic criteria or possible
subtypes continues (e.g., Cassidy, Forest, Murry, & Carroll,
1998).

Diagnostic accuracy may be compromised by mispercep-
tion of acute depressive episodes as unipolar when they are
actually bipolar. Further problems may occur when severe psy-
chotic symptoms of grandiosity or paranoia are misconstrued
as schizophrenia. Also, the features of substance abuse and
intoxication-related behaviors may make it difficult to recog-
nize bipolar disorder. Such comorbid conditions or psychotic
features may all contribute to the failure to recognize, accu-
rately diagnose, and appropriate treat bipolar disorder. Indeed,
as Goodwin and Ghaemi (1999) noted, about 40% of hospital-
ized patients they and colleagues had diagnosed as bipolar had
not been diagnosed as bipolar by previous psychiatrists.

Substance abuse is an especially problematic comorbid
condition (e.g., Kessler, Rubinow, Holmes, Abelson, & Zhao,
1997). For instance, Helzer and Pryzbeck (1988) found that
individuals with bipolar I disorder had 6.2 times the likeli-
hood of alcohol abuse as those in the general U.S. population.
Not only may substance abuse problems prevent accurate di-
agnosis, but they are commonly associated with worse out-
comes (e.g., Strakowski et al., 1998)—perhaps because they
interfere with treatment adherence, but also because sub-
stances may affect biological brain processes that underlie
the disorder. Personality disorders are also a common co-
occurring problem among samples of bipolar patients,
although potentially overlapping mood and behavioral symp-
toms require caution in interpretation. Studies that have at-
tempted to examine personality disorder symptoms during
remission of bipolar episodes have found particularly high
rates of Cluster B disorders (e.g., Dunayevich et al., 1996;
Peselow, Sanfilipo, & Fieve, 1995). Generally, as with other
disorders, Axis II pathology generally predicts greater psy-
chosocial maladjustment and more severe clinical course
(e.g., Barbato & Hafner, 1998).

Diagnosis of Bipolar Disorder in Children
and Adolescents

Diagnosis of bipolar disorder in adolescents is now relatively
well accepted, although it is potentially challenging if the
first episode is depression. The disorder is frequently either
misdiagnosed because of confusing comorbid conditions, or
mislabeled as schizophrenia, substance abuse, or disruptive
behavioral disorders. Some investigators have reported rela-
tively higher rates of mixed episodes and more rapid cycling
in adolescent bipolar patients than in adults (e.g., Kutcher,
Robertson, & Bird, 1998; McElroy, Strakowski, West, Keck,

& McConville, 1997). Such cases may portend a relatively
more difficult course of disorder than those who have rela-
tively classic bipolar disorder (e.g., Stober et al., 1995).

Considerable controversy surrounds the question of child-
hood bipolar disorder (e.g., mania). Most investigators agree
that such cases, although rare, definitely occur. Disagree-
ment, however, concerns the frequency of occurrence and the
accurate diagnosis of potentially ambiguous presentations,
especially when longitudinal data are not available. A key
problem is that childhood mania typically does not have fea-
tures that help define adult mania: an acute onset, periods of
relatively good functioning between episodes, and distinct
periods of elevated mood or irritability. Geller et al. (1998)
followed a well-defined sample of manic children with a
mean onset age of 8.1 years, and reported that 75% had ultra-
dian cycles (variation within 24 hr) and were chronically
ill. Many presumed manic children show what appear to be
mixed states, with intensely irritable moods and rages (e.g.,
Carlson & Kelly, 1998; Faraone, Biederman, Wozniak, et al.,
1997). They are often aggressive and viewed as out of con-
trol, with severe impairment, and less evidence of euphoria
and grandiosity than adults show (Faedda et al., 1995).

The apparent overlap of symptoms of mania and attention-
deficit/hyperactivity disorder (ADHD) is especially confus-
ing. Symptoms of hyperactivity, heightened energy and
restlessness, distractibility, racing thoughts and pressure to
talk, and impulsivity may make it difficult to distinguish
between ADHD and mania. However, systematic compar-
isons indicate significantly higher scores for mania symp-
toms in bipolar children with ADHD than in children with
ADHD alone (Geller et al., 1998). In contrast to typical
ADHD, children with bipolar disorder may be purposefully
destructive; may have prolonged rages, temper tantrums, and
rapidly shifting moods; and may even show gross distortions
in the perception of reality (Papolos & Papolos, 1999; Weller,
Weller, & Dogin, 1998). 

Biederman and colleagues (Biederman, 1998; Faraone,
Biederman, Mennin, et al., 1997; Faraone, Biederman,
Wozniak, et al., 1997) argue that ADHD and bipolarity are
comorbid disorders, possibly reflecting an etiological geneti-
cally transmitted subtype of bipolar disorder. These investi-
gators argue that comorbidity with ADHD may be a marker
of childhood-onset bipolar disorder. Biederman (1998) fur-
ther suggests that many cases of juvenile bipolar disorder
may be missed or misdiagnosed because they are mistaken
for severe cases of ADHD, when in fact they are a subtype of
bipolar disorder. Geller et al. (1998), however, have sug-
gested that ADHD in young bipolar samples may be a pheno-
copy ADHD, driven by developmentally prevalent high
energy in children. Geller predicts that, with age, the ADHD
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will decrease to population levels by adulthood. Thus, ADHD
may be either a prodrome or developmentally expressed ver-
sion of bipolarity in children, rather than a separate disorder.
On the other hand, some have argued that what is called
mania in children may often be a mislabeled, nonspecific se-
vere psychopathology found in children, possibly a “multiple
complex developmental disorder”—which suggests that
there are conditions of severe emotional and behavioral dys-
regulation that we simply have yet to characterize adequately
(e.g., Carlson & Kelly, 1998; Carlson, Loney, Salisbury, &
Volpe, 1998). Clearly, longitudinal studies of purported bi-
polar disorder in children are needed to help resolve the diag-
nostic issues. Meanwhile, some suggest that at the very least,
diagnosis of prepubertal bipolar disorder be made only by
very experienced clinicians (e.g., Nottelman & Jensen, 1998).

Course of Bipolar Disorder

By definition, bipolar disorder is recurrent, with multiple life-
time episodes. One 5-year follow-up of patients with mood
disorders indicated more total episodes for those with bipolar
than for those with unipolar disorders (Winokur, Coryell,
Keller, Endicott, & Akiskal, 1993). A subgroup of bipolar I
patients (possibly 20–30%) seemingly do not experience de-
pression, and therefore have only manic episodes (Kessler
et al., 1997). Individuals vary additionally in whether they
have depression following or preceding mania, whether they
have polyphasic course patterns, and whether their patterns
are consistent or inconsistent. Several studies have suggested
that there may be prognostic significance to the patterning of
episodes. The most extensive longitudinal study, the NIMH
CDS, examined the association with patterning and outcome
in  patients with bipolar I over a period of up to 15 years
(Turvey et al., 1999). They found that most bipolar patients
had consistent polarity patterns, especially those whose
episodes started with mania. Those with cycles that com-
menced with depressive episodes tended to have longer
episodes and spent an average of 30% of the follow-up in an
affective episode, compared to 18% in those with manic-
onset patterns. Also, those whose episodes began with de-
pression were more likely to have chronic illness courses
over time. Based on close analysis of symptom patterns in
bipolar patients in the same sample over a 15-year period,
Coryell et al. (1998) concluded that there may be a depressive
subtype of bipolar I disorder, marked by persistent depressive
symptoms observable during the first 2 years of follow-up
and continuing over the entire period, accompanied by poor
prognosis in psychosocial adjustment.

Two additional bipolar I patterns have been especially asso-
ciated with poor prognosis, as defined by multiple and frequent

episodes, incomplete recovery, and psychosocial impairment.
One concerns rapid cycling, defined as four or more episodes
in a year’s time. Rapid cycling is found to occur in approxi-
mately 5–15% of patients in treatment, and is more common
among women (e.g., Coryell et al., 1992b). It is sometimes a
side effect of antidepressant treatment, especially if treatment
is administered in the absence of concurrent mood stabilizers.
Also, mixed state episodes of concurrent manic and depressive
symptoms also appear to portend worse outcomes (e.g., Keller,
Lavori, Coryell, Endicott, & Mueller, 1993).

It has often been noted, since Kraepelin (1921), that
episodes become more frequent after the first few, up to a
point at which frequency may stabilize (see also Goodwin &
Jamison, 1990). This pattern has implications that are dis-
cussed later, concerning kindling and the pathophysiology of
bipolar disorder.

Age of onset of bipolar disorder has classically been viewed
as occurring commonly in late teens and young adulthood.
Kraepelin (1921) concluded that the greatest frequency of first
episodes of manic depression occurs between the ages of 15 and
20. Supporting this observation, Faedda et al. (1995) summa-
rized 28 studies that reported onset by age; overall, 25% of
bipolar patients had onset before the age of 20. The authors sug-
gest that this figure is probably inaccurate, noting that many of
the original samples may have excluded child and early-onset
cases owing to diagnostic biases and practices of the time.
These findings are consistent with a retrospective self-report
survey of 500 members of the National Depressive and Manic-
Depressive Association (Lish, Dime-Meenan, Whybrow, Price,
& Hirschfeld, 1994). When individuals with bipolar disorder
were asked to indicate their best estimate of age of symptom
onset, 60% reported onset in childhood and adolescence. Re-
search on age of onset is, of course, also hampered by defini-
tions of onset. As Carlson, Bromet, and Sievers (2000) asked,
does one date onset of bipolar disorder from first symptoms,
first episode, first treatment, or first hospitalization—or first di-
agnosis? Establishing age of onset of bipolar disorder may have
the further complication that first episodes may be depression,
followed by an indeterminate interval before manic episodes
occur and thus establish the diagnosis. Exemplifying the poten-
tial difficulty of accurate diagnosis if the first episode is major
depression, several longitudinal studies have shown a switch
rate of about 15% from apparent unipolar depression to bipolar
disorder (e.g., Akiskal et al., 1995; Coryell et al., 1995). For
childhood- or adolescent-onset depression the rates may be
even higher. A review of seven studies of more than 250 de-
pressed children and adolescents followed for 2–4 years re-
ported a mean switch rate from depression to mania of about
25% (Faedda et al., 1995; see also Kovacs, 1996; Weissman,
Wolk, Wickramaratne, et al., 1999).



108 Mood Disorders

The implications of accurate diagnosis may be especially
important for those with childhood or adolescent onset. Sev-
eral studies have indicated that earlier onset of bipolar disor-
der portends a more pernicious clinical course with more
social impairment (Carlson et al., 2000; Lish et al., 1994;
Schurhoff et al., 2000). Moreover, it is commonly hypothe-
sized that early detection and appropriate treatment may
lessen the course of illness, based on the presumed neurobio-
logical processes in which episodes actually alter the brain
and accentuate a possible kindling mechanism (as will be
discussed further).

Whereas bipolar I patients may experience both mania and
hypomania along with major depressive episodes, bipolar II
patients experience only hypomania and major depressive
episodes. Over time, the pattern appears to be stable—this is,
such individuals do not switch to manic episodes (Coryell
et al., 1989). Episodes of depression are especially character-
istic, and associated with impaired functioning.

Impairment and Consequences of Bipolar Disorder

It was once believed that most bipolar patients were relatively
symptom free between episodes, and that the disorder could be
relatively successfully treated with lithium monotherapy.
However, in recent years several longitudinal studies have
demonstrated considerable variability in bipolar I patients’
courses and social functioning, with a far less rosy picture of
treatment success. Harrow, Goldberg, Grossman, and Meltzer
(1990) and Tohen, Waternaux, and Tsuang (1990) found that
only a minority of bipolar I patients had good clinical and func-
tional outcomes, despite apparently adequate lithium treat-
ment. Gitlin, Swendsen, Heller, and Hammen (1995) followed
patients for a mean of more than 4 years, and found that despite
adequate treatment with mood stabilizers, 73% had at least
one major episode of depression or mania, and most had mul-
tiple episodes. Moreover, there was considerable subclinical
symptomatology, paralleled by impaired work and social
adjustment.

Epidemiology of Bipolar Disorder

The rate of bipolar I disorder is generally about 1% of the
population, although rates vary somewhat by country, and
presumably, by diagnostic practices (Weissman et al., 1996).
In the United States, somewhat different instruments in epi-
demiological surveys—the DIS versus the CIDI (as previ-
ously noted)—resulted in different rates. The former yielded
a rate of bipolar I disorder of 0.8%, while the National
Comorbidity Survey reported a rate of 1.6% (Kessler et al.,
1994). These variations reflect not only diagnostic method

differences and unreliability, but also, as observed previously,
the fact that diagnostic distinctions regarding bipolar disorder
may be difficult, compounded by the relatively poor recogni-
tion or insight of affected individuals about their own manic
and hypomanic experiences. Bipolar II disorder is estimated
to affect somewhere between 0.3 and 3.0% of the population,
and bipolar spectrum disorders, depending on how defined,
may affect between 3.0 and 6.5% (Angst, 1998).

Unlike the rates of unipolar depression, the rates of bipo-
lar I disorder are approximately the same for men and women
(Weissman et al., 1996), although bipolar II disorder is diag-
nosed more frequently in women than men. Absence of strik-
ing gender differences is often seen as consistent with the
view of a biological basis of bipolar disorder.

Etiological Approaches to Bipolar Disorder

Genetic Studies

There is solid evidence of heritability of bipolar disorder.
Family studies have consistently revealed an interesting pat-
tern: Both unipolar and bipolar disorders (mania) occur in
relatives of bipolar patients, whereas only unipolar disorder
is found among relatives of unipolar patients (e.g., Winokur
et al., 1995). This distinctive pattern has helped to confirm
that bipolar disorder is a separate disorder from unipolar de-
pression. In addition to family studies, twin studies indicate
heritability. A review by NIMH (1998) indicated that concor-
dance rates for bipolar I disorder in monozygotic twins range
between 33 and 80%.

For several years the focus of genetic research was on dis-
covery of a single genetic locus, often based on isolated ex-
tended families with high rates of bipolar illness (e.g., Baron
et al., 1987; Egeland et al., 1987). Most findings, however, were
not replicated, and modern genetic techniques have identified
multiple possible chromosome locations, including chromo-
somes 18, 21q, 11, and others (e.g., Bellivier et al., 1998; see
review in Kelsoe, 1997). Despite interest in single-locus ap-
proaches, most research now suggests a polygenic disorder
(Goodwin & Ghaemi, 1999). Current major bipolar genetic
studies are underway to help resolve the genetic issues.

In addition to genetic research, there is considerable inter-
est in discovery of potential markers of risk for bipolar disorder
in children of bipolar parents. A meta-analysis of high-risk
studies indicated that children of bipolar parents had a 52%
likelihood of some diagnosis, with a risk of 26.5% of mood
disorders (Lapalme, Hodgins, & LaRoche, 1997). Bipolar
disorder occurred in 5.4% of the offspring of bipolar parents,
whereas none of the children of non-ill parents were bipolar.
Obviously this figure cannot be taken as the final estimate of
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risk for bipolarity, because most of the children had not
passed—or even entered—the age of risk. The figure of
15–20% is often cited as the risk for developing bipolar disor-
ders in offspring of a bipolar parent (e.g., Goodwin & Ghaemi,
1999). To date, high-risk research has yet to identify symptom,
psychological, genetic, or biological markers of potential
bipolar diathesis. Discovery of bipolar-related genes, for ex-
ample, could help to identify children who might benefit from
early treatment (see treatment section, later).

Neuroregulatory Processes in Bipolar Disorder

Presuming genetic predisposition to bipolar disorder, the
mechanism of the illness is unknown. However, any model
must be able to explain clinical features of the disorder, such as
recurrent episodes and the switches from one state to another,
as well as apparent progression in severity and frequency of
episodes. On the basis of animal research, Post (e.g., Post,
1992; Post, Rubinow, & Ballenger, 1984) has speculated that
processes resembling kindling or behavioral sensitization may
operate in which the brain is altered by repeated episodes of
mood disorder, resulting in increased sensitivity to neurotrans-
mitter and neurohormonal regulation of mood in response to
stressors or other triggering experiences. This hypothesis is
consistent with the clinical observation that the severity of un-
treated episodes worsens over time, and that early episodes are
more likely triggered by stressors whereas later episodes are
not. Several studies have shown nonspecific brain abnormali-
ties but present conflicting evidence of correlation of extent of
abnormality with length of illness (e.g., Altshuler et al., 1995;
Dupont et al., 1995; Strakoswki et al., 1999). Recently, a study
found neurocognitive impairments, especially those of mem-
ory and learning, that were strongly correlated with total dura-
tion of lifetime episodes (Van Gorp, Altshuler, Theberge,
Wilkins, & Dixon, 1998). Consistent with Post’s model, these
authors speculated that repeated bipolar episodes may induce
hippocampal dysfunction (with memory and learning impair-
ment) through the toxic effects of episode- or stress-induced
hypercortisolemia. Although the kindling model is intriguing,
its empirical basis remains to be further developed.

Other models of brain and neurotransmitter functioning
have been articulated over the years (e.g., Schildkraut, 1965;
dopamine and the behavioral facilitation system, according to
Depue & Iocono, 1989; and others). Simple neurotransmitter
approaches have not captured much recent attention in isola-
tion. However, relatively recent research on the mechanisms
responsible for the effectiveness of lithium and antidepres-
sants has led to important advances in understanding complex
neurobiological processes. As Goodwin and Ghaemi (1999)
phrase it, current thinking favors “the evolution from synaptic

neurotransmitter-based hypotheses to . . . postsynaptic second
messenger-based hypotheses” (p. 47). Research in this area
promises to shed new light not only on possible bipolar
illness–related abnormalities but on other disorders as well.

Circadian-Rhythm Abnormalities

Neurotransmitter systems also may be a mechanism through
which hypothesized abnormalities in circadian rhythms cause
episodes. Wehr (e.g., Wehr & Goodwin, 1983) suggested
that brain abnormalities affecting regulation of daily biologi-
cal rhythms may cause desynchronization of the cycles, lead-
ing to clinical symptoms—as well as to seasonal patterns of
mood episodes. Patterns of seasonal variation of mood and
associated biological states—in both unipolar and bipolar
patients—have contributed to considerable research interest in
chronobiological processes in mood disorders (Goodwin &
Jamison, 1990). Interestingly, disrupted sleep cycles are well
known to trigger manic episodes in some bipolar patients,
leading clinicians to urge individuals with bipolar I disorders
to be cautious about sleep loss, international travel, and other
sleep-altering patterns.

Psychosocial Processes in Bipolar Disorder

Although modern theories of bipolar disorder do not view it
as fundamentally caused by psychological processes, a small
but growing body of research emphasizes the importance of
such factors in potentially influencing the course of illness. It
is also possible that psychological and environmental factors
play a role in triggering the disorder among those who may
be biologically predisposed. It is clear that psychological
factors play a role in treatment outcome and adherence to
medication.

A number of studies have shown that stressful life events
may affect the course of disorder by triggering episodes of
depression and mania (e.g., reviewed in Johnson & Roberts,
1995). Quality of family and spouse support also appear to
affect outcome, in that more negative family attitudes toward
the patient significantly predict increased likelihood of re-
lapse (Miklowitz, Goldstein, Nuechterlein, Snyder, & Mintz,
1988), and better social support in general appears to predict
a more favorable course of disorder (Johnson, Winett, Meyer,
Greenhouse, & Miller, 1999). To date, however, research has
not been designed to test potentially important predictors of
manic versus depressive experiences, and such questions are
important. Also, considerably more work is needed to help
understand the psychosocial predictors of the vastly different
outcomes—both clinical and functional—that are observed
among bipolar patients.
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Treatment of Bipolar Disorder

Medications are the primary treatment for bipolar disorders,
and are indicated for reduction of manic (antimanic drugs) or
depressive (antidepressant drugs) symptoms in the short run,
and prevention of episodes over time (mood stabilizers).
Lithium is the most frequently used and effective antimanic
and mood stabilizer medication. Up to 2 weeks of lithium treat-
ment may be needed to achieve significant reduction of manic
symptoms (APA, 1994b), and treatment of acute mania may
also include use of neuroleptics. Regarding lithium’s prophy-
lactic effect, a review of 10 double-blind, placebo-controlled
studies indicated a significantly lower probability or intensity
of an episode in those taking lithium, compared with placebo
(Goodwin & Jamison, 1990). Despite the enormous treatment
advances that lithium brought about in the early 1960s, how-
ever, recent studies, as indicated previously, have shown that
many patients have relatively high rates of relapse and symp-
toms despite adequate lithium treatment. It has been argued
that recent investigations may include many patients who have
more treatment-resistant forms of disorder, or who have prob-
lems with medication compliance. It is also suspected that
lithium is especially effective for those who have classic bipo-
lar I disorder, with manic and depressive episodes, but less so
for those with mixed or cycling episodes. Moreover, due to
lithium’s potential toxicity and various side effects—as well as
to patients’ reduced insight about the need for continuous
medication—compliance with lithium may be problematic,
requiring continuing medical monitoring and support. It has
also been suggested, although not empirically resolved, that
periodic discontinuation of lithium may reduce its effective-
ness in episode prevention.

In recent years, several additional mood stabilizer medica-
tions that are pharmacological antiseizure drugs have been
used with apparently good results in treatment of acute
mania—and apparently (although less well established em-
pirically) with prophylactic effects as well. Sodium val-
proate, for example, is suspected to be more effective than
lithium for patients who have mixed states and rapid cycling
(APA, 1994b). Although it, too, is associated with bother-
some side effects (such as weight gain), it is not toxic. Carba-
mazepine is also apparently effective as an antimanic and
mood stabilizer medication, but may have serious adverse
side effects including fatal toxicity.

Use of antidepressants to treat depression in bipolar pa-
tients is problematic, because they may trigger manic
episodes and have been implicated in the emergence of rapid-
cycling bipolar episodes. Indeed, it has been speculated that
recent studies of the relatively poor showing for lithium
prophylaxis may reflect illness courses that are more difficult

to treat in part because of the widespread use of antidepres-
sants without concurrent mood stabilizers (e.g., Goodwin &
Ghaemi, 1999). Psychiatrists are urged to use antidepressants
with caution in bipolar patients. New drugs with safer anti-
depressant properties are currently being evaluated.

An intriguing issue in treatment concerns the implications
of the previously mentioned kindling hypothesis: the idea
that early intervention in the course of disorder may prevent
the development of future episodes by eliminating the cumu-
lative pathological effects of episodes themselves. There
is considerable interest in detection of bipolar disorder in
children and those at risk due to genetic factors to enable
early intervention. Lithium treatment of children and adoles-
cents is relatively well established, but the long-term effects
have not been evaluated in terms of the kindling hypothesis.

There is also increasing interest in psychotherapy and psy-
chosocial interventions for bipolar patients as an adjunct to
pharmacological treatment (e.g., APA, 1994b). A number of is-
sues have been targeted: education about the illness, identifica-
tion of prodromal signs of impending episodes, management
of lifestyles to promote stable sleep and social patterns con-
ducive to more stable moods, dealing with issues of personal
identity and self-esteem in the face of destructive mood swings,
encouragement of adherence to medication, and improved per-
sonal and family communications and problem solving. Family
process, cognitive-behavioral, and interpersonal psychotherapy
models are currently being applied and studied (e.g., Frank,
Swartz, & Kupfer, 2000; reviewed in Johnson, Greenhouse, &
Bauer, 2000).

CONCLUSIONS AND FUTURE DIRECTIONS

The past two decades have seen enormous amounts of re-
search on mood disorders, contributing substantially to the
understanding of unipolar and bipolar disorders in children,
adolescents, and adults. Future work on the further identifica-
tion of the disorder, the clarification of risk markers, and the
longitudinal course of disorders in children will be a high pri-
ority, especially to test the hypotheses that early intervention
may quell the severity of the course of recurrent mood dis-
orders. High-risk studies of the offspring of unipolar parents
have been highly informative, but new ground will be broken
by more integrative approaches that include multiple and
interacting factors, including both biological and psycho-
social variables. High-risk research in bipolar families is of
great interest but in need of further attention.

Additional clarification of possible subtypes of unipolar
and bipolar disorders, including subclinical variants, will be
necessary to fully understand the ranges and courses of the
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disorders and their distributions in the population. However, it
would be unfortunate to focus only on syndromal conditions,
since specific symptoms and constellations of characteristics—
such as negative affectivity or behavioral activation—may
also be productive for further study.

Research on etiological factors will continue to mine the
advances in genetic and neuroscience models and techniques.
However, a hugely important issue is the integration of bio-
logical and psychosocial models. Although there are increas-
ing signs of such integration, important advances in mood
disorders will require developments in conceptualization and
methods that employ strategies from multiple fields.

Both pharmacological and psychological treatments have
proven to be successful in reducing depressive symptomatol-
ogy. The challenge in this topic is to extend the effectiveness
of such interventions to reduce recurrence and prevent future
episodes. Among bipolar patients, treatment options are
somewhat more limited, but advances are being made on
both the medication and psychotherapy fronts. However, an
important consideration in both unipolar and bipolar popula-
tions is dissemination of treatments, and encouragement of
those in need to get treatment. Surprisingly large numbers of
both depressed and bipolar patients are not being treated at
all, or are not being treated aggressively enough. The obsta-
cles appear to include recognition of the illnesses as well as
lack of widespread use of treatment guidelines and limited
availability of empirically supported therapies outside the
university communities. Treatments of children are particu-
larly challenging and important, and preventive interventions
require continued exploration.

Finally, the demographics of mood disorders command
ongoing interest: Depression has increased in young people
and continues to affect women disproportionately. All our as-
sessment, etiological models, and treatments need to contend
with and shed further light on this reality.
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Anxiety disorders are complex and mysterious, but we have
learned much about them in the past decade. Knowl-
edge of these disorders is complicated by the fact that each
one may take a very different form with different symptom
manifestations, from the presence of intrusive, uncontrol-
lable, negative thoughts to fainting at the sight of blood.
Yet anxiety disorders have two fundamental emotions in
common: anxiety and fear. We have learned in the last
decade that anxiety and fear are clearly distinct emotions, al-
though they are related in fundamental ways. We have also
learned that anxiety is implicated heavily across the full
range of psychopathology. Anxiety is a future-oriented emo-
tion characterized by marked negative affect, bodily symp-
toms of tension, and chronic apprehension. The focus of
anxiety is on potentially threatening or dangerous events
that may occur at some time in the future, from the next

minute to the next year and beyond. Fear, on the other hand,
is an immediate alarm reaction to present danger character-
ized by strong escape-action tendencies. We have also
learned that one can experience the emotion of fear when
there is really nothing to be afraid of. This experience has
been labeled panic. These emotions are the building blocks
of anxiety disorders, and they arrange themselves in differ-
ent ways in that they focus on varying internal and external
stimuli that had become imbued with threat or danger to
form the variety of anxiety disorders. In this chapter we will
briefly review the nature and treatment of each anxiety dis-
order with an emphasis on the symptomatic expression of
each one across the lifespan. Posttraumatic stress disorder
will not be covered in this chapter due in part to space limi-
tations and its coverage within the chapter concerned with
disorders of extreme stress.
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SEPARATION ANXIETY DISORDER

Separation anxiety disorder (SAD) is the most common anxi-
ety disorder experienced by children, accounting for approxi-
mately one-half of children seen for mental health treatment
of anxiety disorders (Bell-Dolan, 1995). SAD has also been
associated with later risk of anxiety disorders such as panic
disorder in adolescence and adulthood (Lease & Strauss,
1993). The key feature of SAD is excessive anxiety and fear
concerning separation from home or from those to whom the
child is attached. Such anxiety must be inappropriate given
the age and expected developmental level of the child. Al-
though separation anxiety has been recognized and studied
as a characteristic of normal development for many years
(Bowlby, 1970; Freud, 1958) it was not treated as a distinct
clinical diagnostic category until the 1980 publication of the
Diagnostic and Statistical Manual of Mental Disorders–Third
Edition (DSM-III), which described SAD as one of three
distinct anxiety disorders of childhood.

Clinical Presentation

Separation anxiety is well recognized as one of the normal,
developmentally related fears that arise and dissipate at rea-
sonably predictable times during childhood (Pianta, 1999).
Separation fears are said to peak between the ages of 9 and
13 months, and occur among children all over the world
(Barlow, 2002; Marks, 1987b). For most children, separation
anxiety begins to decrease after about 2 years 6 months of
age. This typically occurs through a process of experiencing
progressively longer and gradual separation experiences that
are not accompanied by aversive consequences (Bernstein &
Borchardt, 1991). Given that separation anxiety is a normal
developmental phenomenon in infancy and toddlerhood, the
SAD diagnosis is given only if the child’s level of anxiety
during separation is inappropriate considering the child’s age
and developmental level, and significantly interferes with the
child’s healthy functioning.

The defining feature of SAD is an excessive and unrealistic
fear of separation from an attachment figure, usually a parent.
This anxiety reaction must persist for a period of 2 weeks and
must be well beyond that normally seen in other children of the
child’s developmental level (American Psychiatric Associa-
tion [APA], 1994, p. 113). This fear is expressed through ex-
cessive and persistent worry about separation, behavioral and
somatic distress when faced with separation situations, and
persistent avoidance of or attempts to escape from such situa-
tions (Albano, Chorpita, & Barlow, 1996; Bell-Dolan, 1995).
Children’s separation worries include worries that a parent
will leave and never return, or worries that they themselves

will be lost, kidnapped, or killed. In younger children, re-
peated nightmares containing themes of separation are com-
mon (Francis, Last, & Strauss, 1987).

Young children with SAD often display disruptive, opposi-
tional behaviors as well as avoidance behaviors that cause sig-
nificant interference in child and family functioning and in
normal social development (Tonge, 1994). It is not uncommon
for young children with SAD to begin to avoid social situations
that involve separation from a caregiver, such as playing with
friends or going to birthday parties. Young children may be
very clingy with parents, often refusing to play in a different
room of the house or outside unless a parent is present. Young
children may become desperate in their attempts to contact par-
ents.Academic performance may be compromised by repeated
requests to leave class or a refusal to attend school, or by the
child’s preoccupation with separation concerns. In addition,
young children with SAD often display disruptive behaviors at
bedtime, including refusing to sleep in their own rooms, beg-
ging to sleep with a parent, and crying and pleading to have sib-
lings sleep with them. For older children, the avoidance of
separation may cause them to refuse to engage in appropriate
peer activities (e.g., sports, clubs, sleepovers) without a parent
present (Albano et al., 1996).

Children diagnosed with SAD are more likely to report
somatic complaints than children diagnosed with phobic dis-
orders (Last, 1991). Children often complain of physical symp-
toms, such as headaches or gastrointestinal upset, and display
disruptive behaviors such as temper tantrums, crying, or plead-
ing. These physical symptoms and somatic complaints can lead
to secondary consequences that further complicate matters for
the child and family. Frequent visits to the family doctor occur
and often lead to costly medical investigations. In a review of
95 children admitted to a psychiatry inpatient unit, children
with SAD reported a significantly greater number of medically
unexplained physical symptoms than those with other diag-
noses (Livingstone, Taylor, & Crawford, 1988). Reports of
abdominal pain and heart palpitations were significantly more
likely in children with separation anxiety than in children with
other psychopathological disorders. Pediatric headache, which
is often associated with a high state of general arousal and mus-
cle tension in the head and neck (Tonge, 1994), is another
symptom often seen in children with SAD. These physical
symptoms often lead to immediate care and attention from the
parent, which results in positive reinforcement and secondary
gain that may further perpetuate the problem.

Prevalence and Demographics 

In the past 10 years there have been a number of epidemiolog-
ical studies reporting the prevalence rates of various anxiety
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disorders in nonreferred young children. These studies indi-
cate that anxiety disorders are probably one of the most com-
mon (if not the most common) categories of childhood
disorder (Bernstein & Borchardt, 1991; Eisen, Engler, &
Geyer, 1998). SAD has been said to be the most common anx-
iety disorder seen in children and adolescents, with epidemio-
logical studies reporting that as many as 41% of children
experience separation concerns, while between 5% and 10%
show a clinical level of separation anxiety (Costello &Angold,
1995). Most clinical researchers agree that it is quite common
for even very young children (aged 3 years and older) to expe-
rience excessive separation distress that causes significant in-
terference in social, academic, and family functioning.

Comorbidity

Children with SAD often report a variety of specific fears in
addition to their separation fears. These include fears of mon-
sters, animals, and insects, fear of the dark, and fear of getting
lost, although such fears may or may not be of phobic propor-
tion (Last, Francis, & Strauss, 1989). In addition, there is con-
siderable evidence of a high level of comorbidity between
SAD and depression (Werry, 1991). For example, Werry
(1991) indicated that one-third of children with SAD presented
with a comorbid depressive disorder that developed several
months following the onset of SAD. In more severe cases, chil-
dren with SAD may threaten to harm themselves in attempts to
escape or avoid separation situations (Last, 1991).

Cultural Influences

There has been relatively little research conducted about the
possible influences of ethnic and cultural factors on the de-
velopment and phenomenology of SAD in children, and
some of these studies have had conflicting results. For exam-
ple, one study found that children with SAD were primarily
Caucasian (Last, Hersen, Kazdin, Finkelstein, & Strauss,
1987), yet other studies have reported that anxiety symptoms
are more common in black than white childern. Such findings
may have been biased, however, by the demography of the
area served by the clinic, and the extent to which various eth-
nic groups used clinical services.

Other research has shown that children all over the world
have reported feelings of anxiety upon separation (e.g.,
Chiland & Young, 1990). However, for some children who are
raised in cultures that have extended families living together,
it is possible that these children would have less opportunity
to be left alone, or to have to separate from a primary care-
giver. It is possible children from certain cultures may have
the opportunity to develop secure attachments with several

caregivers. For children whose schooling is conducted in or
close to the home, there may be fewer opportunities for chil-
dren to develop such separation fears. Overall, very little re-
search has been conducted to date on the influence of culture
on the epidemiology, symptom presentation, or progression
of anxiety disorders in children, leaving the area relatively
uncharted and open to future research.

Developmental Changes and Course

Although SAD first presents in the preschool child, the mean
age of presentation of the disorder to a clinical setting has been
reported to be around 9 years (Last, Francis, Hersen, &
Kazdin, 1987). SAD has also been found to be more prevalent
in prepubertal children than in adolescents (Geller, Chestnut,
Miller, Price, & Yates, 1985). There are a number of develop-
mental differences in the presentation and phenomenology of
SAD. Francis et al. (1987) evaluated 45 children and adoles-
cents (aged 5–16) with SAD and found no gender differences
on each of the symptom criteria for the disorder. However,
there were age differences with regard to which criteria were
most frequently endorsed. Young children (aged 5–8) en-
dorsed the greatest number of symptoms, and were most likely
to report fears of unrealistic harm, nightmares about separa-
tion, or school refusal; older children (aged 9–12) endorsed
excessive and severe distress at the time of separation; adoles-
cents (aged 13–16) most often endorsed somatic complaints
and school refusal.

Etiology

Role of Temperament 

There are no empirically validated theories on the development
of SAD. Because separation anxiety is normal and adaptive for
infants and small children, SAD has been conceptualized as a
failure to transition from this developmental stage. However,
recent research about the development of SAD indicates that its
onset is most likely due to the interaction of environmental
events and stresses, temperamental characteristics, develop-
mental experiences of care and attachment, and various biolog-
ical vulnerabilities. Studies by Kagan and colleagues (Kagan,
1989; Kagan, Reznick, & Snidman, 1987) have carefully
demonstrated the persistence of the temperamental characteris-
tic of behavioral inhibition from early childhood to the age of
7 years. It has been suggested that this behavioral inhibition
might indicate anxiety proneness. Specific temperamental
characteristics such as behavioral inhibition have not yet been
associated with the specific development of SAD, and this
hypothesis remains to be explored.



122 Anxiety Disorders

Attachment

Developmental theorists have identified the period of early
childhood as a critical period for the development of attach-
ment, and the organization of the child-caregiver system during
this period will set the stage for later development (Hofer,
1994; Thompson, 1991). Thus, developmentally oriented theo-
ries of psychopathology highlight the importance of targeting
the child-caregiver dyadic system in assessment and interven-
tion of early childhood disorders (Lieberman, 1992; Sroufe,
1985). Child-parent relationships are frequently identified as
predictors and correlates of childhood adjustment or psy-
chopathology (Pianta, 1999). According to attachment theory,
an early attachment pattern characterized by consistency,
responsiveness, and warmth is considered an antecedent to
healthy development (Campbell, 1989; Greenberg, Speltz, &
DeKlyen, 1993). Thus, common and successful treatment reg-
imens for the period of early childhood frequently involve re-
arranging dyadic caregiving interactions or family interactions
to promote secure, healthy attachment between parents and
children (e.g., Kazdin, 1992; Schuhmann, Foote, Eyberg,
Boggs, & Algina, 1998).

Main, Kaplan, and Cassidy (1985) have reported a strong
relation between security of infant attachment and separation
anxiety at 6 years of age. Children in this study who were se-
curely attached as infants responded to the question of what
they would do during a 2-week separation from their parents,
with answers indicating effective behavior directed toward
others (e.g., express disappointment to the parents, persuade
them not to leave), thus showing a working model of accessi-
bility pertaining to the attachment figures. Main et al. (1985)
suggested that such an internal sense would help the child
deal with real separations. Children in the study who were in-
securely attached infants, however, indicated that they did
not know what they would do during a 2-week separation
from their parents, although some children gave responses
characterized by fears of harm on themselves or their parents. 

Parenting Style and Family Factors

Evidence is accumulating that problems also exist in the fam-
ily relationships of children with anxiety disorders. Research
indicates that parenting styles characterized by high control
and low warmth are more prevalent in families with anxious
children than in families in which the child does not have a
psychiatric diagnosis (Hudson & Rapee, 2000; Siqueland,
Kendall, & Steinberg, 1996). Compared to the parents of
children without psychiatric disorders, parents of anxious
children tend to grant less psychological autonomy and evi-
dence less warmth and acceptance. This parental overcontrol

and lack of warmth may contribute to the child’s experience
of diminished control, leading to greater anxiety in the child
(Barlow, 2000; Chorpita & Barlow, 1998). It has been sug-
gested that child anxiety researchers begin to integrate
parent-child interaction strategies and incorporate interven-
tions that attempt to directly alter this parenting style and
promote warmth, acceptance, and positive interactions be-
tween parents and children.

A considerable number of studies have produced evidence
that familial factors are involved in the etiology of childhood
anxiety disorders. One of the research approaches that have
been pursued in this area has been to assess the children of
adults with an anxiety disorder; the other has been to assess
the mental state and psychiatric history of parents of children
with anxiety disorders. Turner, Beidel, and Costello (1987)
studied the children of parents with an anxiety disorder, using
a semistructured interview to derive a DSM-III diagnosis, and
compared their children with the offspring of parents with
dysthymia and parents without a psychiatric disorder. They
found that in the group of parents with an anxiety disorder,
25–30% of their children had SAD. This study demonstrated
a significantly increased risk of anxiety disorder in children
with either anxious or dysthymic parents compared to normal
controls, but there was no difference between the two patient
groups.

Another, larger study (Tonge, 1994) examined the lifetime
psychiatric histories of mothers of a group of 58 children
with SAD and compared them with a group of nonanxious
psychiatric controls. The study revealed that the mothers of
anxiety-disordered children had a much higher lifetime rate
of anxiety disorders (83%) than the control-group mothers
(40%). They also found that 57% of the mothers of the anx-
ious children were currently suffering from an anxiety disor-
der compared to 20% of the mothers from the control group.
These findings show a surprisingly high level of mother-child
linkage. In sum, it seems quite likely that familial factors are
involved in the development of childhood anxiety disorders,
including SAD, although there is not yet any convincing evi-
dence that specific childhood anxiety disorders such as SAD
are associated with specific types of psychiatric disorders in
the parents. The field awaits twin and adoption studies to
determine whether a hereditary component is present.

Learned Behavior 

Another theory on the development of SAD incorporates a
learned behavior model in which the child’s behaviors are re-
inforced through the parent’s reaction to the separation anxi-
ety. For example, certain types of parental child-management
patterns have also been discussed in the literature as being
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associated with fearful and anxious behaviors (e.g., Bush,
Melamed, Sheras, & Greenbaum, 1986; Melamed, 1992).
Melamed, for example, described how parental use of posi-
tive reinforcement, modeling, and persuasion have been asso-
ciated with low levels of child fear. However, parental
reinforcement of dependency has been associated with higher
levels of child fear. It is possible that parents who have inad-
equate parenting or child-management skills may use inap-
propriate methods to manage their children’s fearful displays
or avoidant behaviors, using physical punishment, force, or
shame. Other parents, through repeatedly overprotecting their
children and providing extra attention during their children’s
episodes of separation distress inadvertently reinforce their
children’s behavior, and thus, the fearful behavior increases.

OBSESSIVE-COMPULSIVE DISORDER

Obsessive-compulsive disorder (OCD) is an anxiety disorder
characterized by intrusive and distressing thoughts, urges,
and images as well as repetitive behaviors aimed at decreas-
ing the discomfort caused by these obsessive thoughts. Al-
though most people experience occasional intrusive thoughts
or engage in repetitive compulsive rituals from time to time,
these occasional thoughts and behaviors do not pose a signif-
icant problem. In contrast, persons suffering from OCD ex-
perience obsessions and compulsions that cause significant
distress and interference across many life domains (Antony,
Roth, Swinson, Huta, & Devins, 1998). OCD is substantially
more common in children, adolescents, and adults than was
previously believed. Although clinicians and researchers
have long been interested in the features of OCD, knowledge
about this disorder has increased exponentially over the past
few decades (Antony, Downie, & Swinson, 1998), and as a
result, there have been great advances in the area of OCD and
its treatment.

Clinical Presentation

In the DSM-IV (APA, 1994), the hallmark of OCD is the pres-
ence of obsessions or compulsions. Obsessions are defined as
persistent thoughts, images, or impulses that occur repeatedly
and are experienced as intrusive, inappropriate, and distress-
ing. Some examples include fears of contamination, doubts
about one’s actions, and aggressive impulses. Since obses-
sions provoke anxiety, a person with OCD attempts to ignore
or suppress these obsessions or try to neutralize them with an-
other thought or action (i.e., a compulsion). Obsessions are not
simply worries about real-life problems, and according to the
DSM-IV, individuals with OCD recognize that their obses-
sions are products of their own minds.

Compulsions are defined as repetitive behaviors, such as
washing, cleaning, or repeating, or mental acts, such as count-
ing or checking, that an individual feels compelled to perform
in response to an obsession or according to certain rigid rules.
Typically, compulsions are carried out to reduce discomfort or
to prevent a dreaded event. However, they are clearly exces-
sive and unconnected in a realistic way to the event they are
aimed to prevent. Adults with OCD must recognize at some
point during the course of the disorder that the obsessions or
compulsions are unreasonable or excessive. In addition to
these primary symptoms, other affective symptoms of fear,
anxiety, chronic worry, and depression most usually accom-
pany OCD. Individuals with OCD may be irritable, angry, and
demanding. Not surprisingly, OCD symptoms often cause sig-
nificant distress and functional impairment in patients’ lives
and family functioning.

Manifestation of the symptoms of OCD in childhood is
similar to that in adults. Common childhood obsessions in-
clude fears of contamination, fears of harm to self or others,
and urges related to a need for symmetry or exactness. These
obsessions are typically followed by compulsions of clean-
ing, checking, counting, repeating, touching, and straighten-
ing (Swedo et al., 1989). Children may also demonstrate
hoarding, self-doubt, mental rituals such as counting or pray-
ing, and concerns of things being out of order. Some children
have displayed excessive religious concerns (scrupulosity),
such as worries that they have sinned. These symptoms often
change over time, with no clear pattern or progression, and
many children report having more than one OCD symptom at
a time. By the end of adolescence, many children will have
experienced many of the classic OCD symptoms (Rettew,
Swedo, Leonard, Lenane, & Rappaport, 1992). It is rare for
children to report only obsessions or only compulsions
(Geffken, Pincus, & Zelikovsky, 1999). In addition, as many
as 50–60% of children receiving diagnoses of OCD experi-
ence severe impairment in their social, personal, and acade-
mic functioning (Last & Strauss, 1989; Whitaker et al.,
1990). Unlike adults, children may not recognize their obses-
sions and compulsions to be problematic.

Prevalence and Demographics

The prevalence of OCD is now estimated to be about 2.5%
(Karno, Golding, Sorensen, & Burnam, 1988). The average
age of onset of the disorder ranges from early adolescence to
the mid-20s, and it typically occurs earlier in males (peak
onset at 13–15 years of age) than in females (peak onset at
20–24 years of age). The onset of OCD is usually gradual, but
acute onset has been reported in some cases. The disorder
tends to be chronic, with symptoms waxing and waning in
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severity. However, episodic and deteriorating courses have
been observed in about 10% of patients (Rasmussen & Eisen,
1989). Many individuals with OCD suffer for years before
seeking treatment. The disorder may cause severe impairment
in functioning, resulting in job loss and disruption of marital
and other interpersonal relationships. A number of studies
have examined gender differences in the prevalence rates for
particular types of obsessions and compulsions (Castle, Deale,
& Marks, 1995; Hanna, 1995). Lensi, Cassano, Correddu,
Ravagli, and Kunovac (1996) found that men reported more
sexual obsessions than women (27.0% vs. 12.7%), more ob-
sessions concerning symmetry and exactness (28.6% vs.
8.0%), and more odd rituals (34.8% vs. 22.1%). Women re-
ported more aggressive obsessions (26.2% vs. 15.3%) and
cleaning rituals (59.6% vs. 43.7%) than did men.

March and Mulle (1998) report that approximately 1 in
200 children and adolescents, or approximately 3–4 children
in elementary school and up to 20 teenagers in most average-
sized high schools, have OCD. Leonard, Lenane, Swedo, and
Rettew (1993) have suggested that these numbers are proba-
bly low due to the secrecy manifested by patients with this
disorder. OCD has been referred to as the hidden epidemic
because it is largely underdiagnosed and undertreated due to
factors such as patient secrecy, lack of patient access to treat-
ment resources, and health care providers’ lack of familiarity
with proven treatments.

Although research on OCD has increased, very little is
known about this disorder in the elderly (Calamari, Faber,
Hitsman, & Poppe, 1994). In general, much more attention
has been given to depression in the elderly than to anxiety
disorders. A number of studies have noted that the rate of
OCD tends to decline somewhat as individuals age (Nestadt,
Bienvenu, Cai, Samuels, & Eaton, 1998). In general, addi-
tional research is needed to determine the symptom presenta-
tion of OCD in elderly populations.

Comorbidity

There is a high comorbidity of OCD with other anxiety dis-
orders. In one sample of OCD patients, 15–30% of patients
had a comorbid anxiety or depressive disorder (Karno et al.,
1988; Rasmussen & Tsuang, 1986). Approximately 40% of
patients report sleep disturbance in conjunction with their
symptoms of OCD. In addition to these disorders, there is
some evidence supporting a relationship between OCD and
eating disorders. Approximately 10% of women with OCD
had a history of anorexia nervosa (Kasvikis, Tsakiris, Marks,
Basoglu, & Noshirvani, 1986), and more than 33% of indi-
viduals with bulimia report a history of OCD (Hudson, Pope,
Yurgelun-Todd, Jonas, & Frankenburg, 1987). Lastly, tic

disorders such as Tourette’s syndrome also appear related to
OCD. Estimates of the comorbidity of Tourette’s and OCD
range from 36% to 52% (Leckman & Chittenden, 1990).

Comorbid psychiatric disorders occur in 62–74% of chil-
dren and adolescents with OCD, with anxiety disorders the
most prevalent and mood disorders less prevalent than re-
ported in adults (Last & Strauss, 1989). Similar to the rates
among adults, high rates of tics and Tourette’s syndrome have
been associated with this population.

Cultural Influences

Recent epidemiological studies show some consistent differ-
ences in the prevalence of OCD in different ethnic groups.
In one community sample of 819 individuals, Nestadt,
Samuels, Romanowki, and Folstein (1994) found the preva-
lence of obsessions and compulsions to be 2.1% among
Caucasians and 0.5% among non-Caucasians. These findings
were consistent with those in other studies (e.g., Karno et al.,
1988), which showed that OCD tends to be relatively rare
in Hispanic and African American individuals relative to
Caucasian individuals.

Relatively little is known about the impact of ethnicity on
the expression of OCD. Researchers have just recently begun
to study the nature and prevalence of anxiety disorders across
ethnic groups. Studies are needed to elucidate the ways in
which ethnic diversity relates to the types of obsessions and
compulsions experienced, as well as the usefulness of the
established assessment and treatment methods in ethnically
diverse groups.

Developmental Changes

Most (if not all) children display normal, age-dependent
obsessive-compulsive behaviors and rituals that appear to dis-
sipate with time (March & Mulle, 1998). For example, young
children frequently like things done just so or insist on elabo-
rate bedtime rituals. Such behaviors can often be understood in
terms of developmental issues involving mastery and control
and are usually replaced by collecting, hobbies, and focused
interests in middle childhood. Clinically, normal childhood
obsessive-compulsive behaviors can be discriminated from
OCD on the basis of timing, content, and severity. Develop-
mentally sanctioned obsessive behaviors occur early in child-
hood, are rare during adolescence, are common to large
numbers of children, and are associated with mastery of impor-
tant developmental transitions. In contrast, clinically signifi-
cant OCD behaviors occur somewhat later, appear bizarre to
adults and to other children, and produce disruption of the child
or adolescent’s life.
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Common obsessions and compulsions seen in pediatric
OCD patients are fear of contamination, fear of harm to one-
self and to others, and urges for symmetry or exactness. Most
children develop washing and checking rituals at some time
during the course of the illness. OCD symptoms change over
time, often with no clear pattern of progression, and many
children will have experienced almost all the classic OCD
symptoms by the end of adolescence. Children who have only
obsessions or compulsions are extremely rare.

Etiology

Behavioral Influences 

There are several theoretical accounts of the etiology and
maintenance of OCD. Mowrer’s (1939) two-stage theory for
the acquisition and maintenance of fear and avoidance behav-
ior has been commonly adopted to explain phobias and OCD.
This theory’s first stage proposes that a neutral event comes to
elicit fear after being experienced along with an event that
causes distress. Distress can be conditioned to mental events
as well as to physical events. Once fears are acquired, escape
or avoidance patterns (i.e., compulsions) develop to reduce
fear and are maintained by the negative reinforcement of fear
reduction. Thus, in the second stage of this model, the escape
or avoidance responses are developed to reduce the anxiety or
discomfort evoked by the various conditioned stimuli and are
maintained by the success of those responses. Dollard and
Miller (1950) adopted Mower’s two-stage theory to account
for phobias and obsessive-compulsive neurosis. For persons
with OCD, active avoidance patterns in the form of ritualistic
behaviors are developed and are maintained by their success
in alleviating the person’s distress and anxiety. Thus, obses-
sions give rise to anxiety and discomfort, and compulsions
reduce this discomfort.

Cognitive Influences

Cognitive theorists argue that OCD is founded in ideas of
exaggerated negative consequences (Carr, 1974; McFall
& Wollersheim, 1979). Specifically, Carr proposed that
obsessive-compulsives have unusually high expectations of
negative outcome, and that they overevaluate the negative
consequences for a variety of actions. Carr’s explanation of
OCD suggests that the cognitive processes and distortions are
similar to individuals with generalized anxiety disorder, ago-
raphobia, and social phobia.

McFall and Wollersheim (1979) suggest that persons with
OCD hold erroneous beliefs such as the belief that failure to
live up to ideals should be punished and that certain magical

rituals can prevent catastrophes. These mistaken beliefs lead
to erroneous perceptions of threat, which in turn provoke
anxiety. Persons with OCD tend to devalue their ability to
deal adequately with such threats, which results in feelings of
uncertainty, discomfort, and helplessness. Foa and Kozak
(1985) proposed that in addition to the pathological content
of the cognitions of persons with OCD, such persons have
impairments in their information-processing abilities. Specif-
ically, OCD patients have difficulty making inferences about
harm, and erroneously conclude that a situation is dangerous
based on the absence of evidence of safety. As a result, these
patients make inductive leaps and must perform rituals to
reduce the likelihood of harm.

Biological Influences

The prevailing biological account of OCD hypothesizes that
abnormal serotonin metabolism is expressed as OCD symp-
toms. The efficacy of selective serotonin reuptake inhibitors
(SSRIs) for OCD as compared with nonserotonergic com-
pounds and to a pill placebo (PBO) has provided a compelling
argument for this hypothesis (Zohar & Insel, 1987). Signifi-
cant correlations between clomipramine plasma levels and
improvement in OCD have led researchers to suggest that
serotonin function mediates obsessive-compulsive symp-
toms, lending further support to the serotonin hypothesis.
However, inconsistent with the serotonin hypothesis is the
finding that clomipramine, a nonselective serotonergic med-
ication, appears to produce greater OCD symptom reduction
than do such SSRIs as fluoxetine, fluvoxamine, and sertraline
(Franklin & Foa, 1998). Numerous studies also suggest that
there may be a neuroanatomical basis to OCD. For example,
some studies have indicated that individuals with OCD have
some deficits in frontal lobe functioning (e.g., Head, Bolton, &
Hymas, 1989), but other studies have failed to support these
findings. Results of several studies using positron emission to-
mography (PET) to assess metabolic activity in the brain sug-
gest that persons with OCD show increased metabolic rates in
the prefrontal cortex. Currently, OCD is understood as a disor-
der of the neural circuitry involving the corticostriatothalamo-
cortical (CSTC) pathways.

SPECIFIC PHOBIA

Specific phobias are irrational and persistent fears of certain ob-
jects or animals (Merckelbach, de-Jong, Muris, & van den
Hout, 1996). Although descriptions of phobic behavior have re-
mained remarkably consistent throughout history, theories ex-
plaining this behavior have changed dramatically, and during
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the past decades our understanding of the origins of specific
phobias has steadily increased. It is now well recognized that
learning mechanisms, developmental processes, and cognitive
processes all contribute to the etiology and maintenance of
phobic symptoms.

Clinical Presentation

The central features of specific phobias listed in the DSM-IV
(APA, 1994) can be summarized as follows: (a) Fear and anx-
iety are directed at a limited set of stimuli; (b) contact with
these stimuli elicits intense fear, anxiety, and avoidance be-
havior; and (c) fear and anxiety are unreasonable and exces-
sive to the degree that they interfere in a person’s daily
functioning. Fears are nonrandomly distributed, and in the
general population, some fears are far more prevalent than
others. The DSM-IV differentiates among four highly preva-
lent types of specific phobia: animal type (e.g., spider phobia),
natural environment type (e.g., phobia of dark or heights),
blood-injection-injury type (e.g., dental phobia), and situa-
tional type (e.g., elevators). Although most adult patients with
intense phobias are able to admit that their fears are excessive
and irrational, this is not always the case with children.

Because fears are a normal response to a threat of harm,
fears can serve an adaptive function by facilitating avoidance
of dangerous situations. Since genuine threats are plentiful
during childhood, it is not surprising that specific fears are
common in infancy and throughout childhood. When asked,
most children will readily identify multiple fears (Ollendick,
1983). Typically, such fears are mild and transient, and follow
a predictable developmental sequence (Marks, 1987b). How-
ever, some children experience fears that persist, interfere
with daily functioning, and are not age appropriate. When
these fears are excessive, and not associated with an actual
threat, they suggest a clinical level of fear, or a phobic disorder.
Similar to adults, the characteristic feature of phobic disorders
in children is the presence of excessive fear or anxiety that
leads to avoidance of a feared object, event, or situation, and
the experience of extreme levels of fear and anxiety when con-
fronted with the perceived threat. With only minor exceptions,
the same criteria are used to classify phobic disorders in adults
and in children.

Prevalence and Demographics

Epidemiological evidence indicates that phobias may affect
more than 12.5% of the general U.S. population (e.g., Regier
et al., 1988). This indicates that phobias are the most common
of the mental disorders. Kessler et al. (1994) found lifetime and
12-month prevalence rates of 11.3% and 8.8%, respectively.

All recent epidemiological studies show very high rates of
prevalence for specific phobia; Epidemiologic Catchment
Area (ECA) data, for example, indicate a lifetime prevalence
rate ranging from 7.8% to 23.3% across three different sites
(Robins et al., 1984) and 11.25% overall (Eaton et al.,
1989). Thus, the prevalence of specific phobias is quite high.
The 30-day prevalence rate for specific phobia is 5.5%, making
it more common than social phobia (4.5%) or agoraphobia
(2.3%). Among the various specific phobias, Fredrikson,
Annas, Fischer, and Gustav (1996) found that situational and
environmental phobias had the highest point-prevalence rate
(13.2%), followed by animal phobias and blood-injection-
injury phobias (7.9% and 3.0%, respectively). Additionally,
studies indicate that most specific phobias are diagnosed more
often in women than in men (Chapman, Fyer, Mannuzza, &
Klein, 1993; Fredrikson et al., 1996). Despite the prevalence of
specific phobia in the population, relatively few persons seek
treatment.

Recent epidemiological surveys suggest that between
2 and 4% of children in the general population have clinical
levels of fear that would qualify as a specific phobia (Bird
et al., 1988). Phobias are not a frequent reason for seeking
psychological services, accounting for fewer than 7% of the
referrals for mental health services for children (Graziano &
De Giovanni, 1979; Silverman & Kearney, 1992). The prog-
nosis for children with specific phobias (without comor-
bidity) is excellent. Most phobias dissipate over time, even
without treatment. It appears that those children who are
brought to clinics for treatment often have additional anxiety-
related disorders (Last et al., 1989). These more severe prob-
lems may prompt parents to seek treatment.

Cultural Influences

Assessments of the excessiveness of fears, worries, or con-
cerns about the dangerousness of situations or objects must be
made within the cultural context of the individual’s reference
group.The content of phobias as well as their prevalence varies
with culture and ethnicity. Many important phobic responses
in other cultural groups may not be contained in the DSM-IV
or may present themselves differently across cultures. For
example, in certain cultures, apprehension or vigilance to-
ward magic or spirits or a concern with being possessed or be-
witched could be seen, in most cases, as a symptom of anxiety
or a specific phobia rather than a sign of a thought disorder.
Although ethnic comparisons within the United States have
not identified major symptom differences for specific phobias
between persons of different ethnicities, cross-cultural studies
have indicated that there may be significant differences in
the ways phobias and fears are described and, potentially,
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experienced (Guarnaccia, 1997). Both psychiatric researchers
and clinicians need to develop a more complex understanding
of culture and its relationship to the expression of emotion and
experience of fear of specific stimuli. Although physiological
reactions underlying anxiety and fear appear to be universal,
culture may define the situations that arouse anxiety and fear
and determine how it is expressed and reacted to by the indi-
vidual and his or her group (Al-Issa & Oudji, 1998).

Developmental Changes

Childhood fears are common and usually transient, adaptive,
age-appropriate behaviors with no long-lasting sequelae. Nu-
merous studies have shown that most children experience
multiple fears of mild to moderate severity that appear to be
age related, following a progression associated with cogni-
tive development (King, Hamilton, & Ollendick, 1988).
These specific fears appear to follow a predictable course.
For example, Wenar (1990) described the period of infancy
as characterized by fear reactions in response to loud noise,
pain, falling, and sudden, unexpected movement, while mid-
dle childhood is characterized by an increase in realistic fears
(e.g., fears of bodily injury from traffic accidents or fires) ac-
companied by a decrease in fantasy-based fears (e.g., fears of
ghosts and imaginary creatures). These findings are consis-
tent with previous research (Bauer, 1976). Interestingly, both
the number and the intensity of fears experienced by children
and adolescents have been shown to decrease steadily with
age, and thus, childhood fears are usually considered normal,
short lived, adaptive reactions to either real or perceived
threatening stimuli. Yet in some cases, fears persist and be-
come debilitating and disruptive to the child and family. In
general, specific phobias seem to have an early onset, with a
substantial proportion of phobias beginning in childhood.
For example, Ost (1987) reported mean onset ages of 7 and
9 years for animal and blood-injury-injection phobias, re-
spectively, and a similar early onset for natural environmen-
tal phobias. Studies evaluating specific fears in children have
generally found that girls report more fears than boys, yet
there are also indications that gender differences are modu-
lated by age (Ollendick & King, 1991a).

Etiology

The etiology of normal, age-appropriate fears has been con-
ceptualized from several different theoretical perspectives.
The past 40 years have produced a substantial shift away from
psychoanalytic and phenomenological theorizing toward
more behavioral conceptualizations (Morris & Kratochwill,
1983).

Behavioral Influences 

For years, it was widely assumed that all phobias were
learned through simple traumatic conditioning. As weak-
nesses in this model became apparent a number of modifica-
tions were proposed, inducing two-factor theory (Mowrer,
1947), observational learning (Bandura, 1969), and pre-
paredness (Seligman, 1971). At present, we are aware of a
number of psychosocial pathways to fear acquisition, with
traumatic fear conditioning representing only one path.

According to the work of Pavlov (1927), Skinner (1953),
and Mowrer (1939), fear is considered to be learned, as a func-
tion of conditioning history. Multiple fears are thought to be
learned separately, each having its own environmental contin-
gencies and conditions. Fears are considered to be situation
specific, caused by the environment, with unconscious factors
playing no essential role. Thus, behavioral perspectives on
the etiologies of fears can be thought of as being based pri-
marily on respondent-conditioning, operant-conditioning, and
vicarious-conditioning principles.

Other behavioral theorists have expanded on this perspec-
tive. Rather than being rooted in one particular conditioning
history, several theorists have attributed the emergence,
persistence, and dissipation of fears to multiple sources.
Rachman’s (1977) theory of fear acquisition identified three
main pathways by which fears develop and are transmitted.
The first pathway is traumatic conditioning, the second is
through vicarious or observational learning, and the third
is through informational transmission. While Rachman’s
theory proposes that there are three separate possible path-
ways of fear, recent research (Ollendick & King, 1991a)
indicates that these three pathways are unlikely to be inde-
pendent but rather are integrative and interactive, thus point-
ing to a theory of fear acquisition in which a particular fear
is multiply determined. Some studies support a role for
direct or indirect conditioning (King, Clowes-Hollins, &
Ollendick, 1997), but other studies find less empirical sup-
port for conditioning theories (McNally & Steketee, 1985).
For example, in a classic study, di Nardo, Guzy, and Bak
(1988) found that 50% of dog phobics could report having
had a frightening encounter with a dog. However, 50% of
a matched control group without phobia reported similar
experiences with dogs.

Nonassociative Theories of Fear Acquisition

In contrast to the conditioning theories of fear acquisition, the
nonassociative account suggests that evolutionarily relevant
fears emerge in the absence of associative learning (Menzies &
Clark, 1995). Indeed, retrospective reports of associative-
learning events have been found to be extremely rare in studies
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examining the acquisition of evolutionarily relevant fears, in-
cluding fear of heights (Menzies & Clark, 1993b, 1995), water
(Menzies & Clark, 1993a), and spiders (Jones & Menzies,
1995). Pury and Mineka (1997) also reported that, regardless
of their blood-injection-injury fear levels, humans show an as-
sociative bias to associate blood-injection-injury stimuli selec-
tively with adverse outcomes, suggesting a predisposition to
more readily acquire fears of stimuli that may have once posed
a threat to our early ancestors. This covariation bias has been
widely replicated (e.g., Tomarken, Sutton, & Mineka, 1995).
These data support the preparedness theories of etiology in
some phobias (e.g., Seligman, 1971). In general, many studies
examining the etiology of specific phobias have found that at
least a sizeable minority of people with specific phobias report
a history of direct conditioning experiences, although many
additional subjects fail to report any clear-cut psychosocial an-
tecedents of their fear. In addition, most investigators reporting
direct experiences have found that a relatively large number of
phobic subjects also report either a history of vicarious experi-
ences with the phobic stimulus, or having received negative in-
formation regarding the stimulus. Ollendick and King (1991b)
have concluded that the three pathways of fear acquisition
may be interactive rather than independent, with fear more
likely to occur when two or more sources of fear acquisition
are combined.

Biological Influences 

Research examining anxiety disorders suggests that there is
a proneness to experience both anxiety and fear that may be
at least partially heritable (Barlow, 1988; Biederman et al.,
1990). Genetic predisposition also appears to play an impor-
tant role in the acquisition of many irrational fears and spe-
cific phobias. Specifically, researchers have reported greater
concordance among monozygotic than dizygotic twins for
a variety of fears, including specific fears of animals or muti-
lation, and social fears (Rose & Ditto, 1983). Similarly, in a
genetic analysis of twin data derived from the Fear Sur-
vey Schedule for Children–Revised (FSSC-R), Stevenson,
Batten, and Cherner (1992) reported significant heritabilities
for the Fear of the Unknown, Fear of Injury and Small Ani-
mals, Fear of Danger, and Total Fear Score. Interestingly,
they found no evidence of enhanced heritability at more ex-
treme levels of fearfulness. Kendler and colleagues (Kendler
et al., 1995) conducted an epidemiologically based study of
psychiatric disorders in female twins. Both genetic factors
and phobia-specific environmental events were implicated in
the development of specific phobias. There are also some
other data indicating that specific phobia is familial (Fyer
et al., 1990). For instance, in a retrospective study of parental

history and experiential factors in the development of snake
and spider phobias, Fredrikson, Annas, and Wik (1997) found
that a history of indirect fear exposures was more common
among phobic women who also reported having a phobic
parent compared with those who did not. Such family studies
do not isolate the role of genetic factors in the etiology of spe-
cific phobias, and the specific pathways of familial transmis-
sion are still unclear.

A Diathesis-Stress Framework

The development of specific phobias may be conceptualized
in terms of a diathesis-stress model (e.g., Barlow, 1988),
which predicts that both high levels of the diathesis and ex-
posure to psychosocial factors are necessary for the develop-
ment of specific phobia. Thus, the major factors placing an
individual at risk for specific phobia include psychosocial ex-
periences (i.e., direct conditioning, indirect conditioning, and
instruction-information) as well as a biologically influenced
propensity to experience fear and anxiety.

SOCIAL PHOBIA (SOCIAL ANXIETY DISORDER)

Social fears are a universal experience. Social phobia, how-
ever, goes beyond appropriate and helpful fear reactions
to social situations. Social phobia was discussed as early
as 1966 (Marks & Gelder, 1966); however, it did not find
its way into the diagnostic nomenclature until 1980, when
the third edition of the DSM (APA, 1980) was published.
In the previous version (DSM-II; APA, 1968), social fears
were thought to be similar to a specific phobia of social situ-
ations, or an excessive fear reaction to being observed or
scrutinized by others. This perspective was challenged when
it became clear that social phobia often includes fear of mul-
tiple social situations, is more debilitating and more preva-
lent than initially assumed, and is often under-recognized,
probably because either individuals with social phobia do not
bring their fears directly to the physician’s attention or the
physician does not recognize them adequately (Den-Boer &
Dunner, 1999; Liebowitz, Gorman, Fyer, & Klein, 1985;
Liebowitz, Heimberg, Fresco, Travers, & Stein, 2000). In
1985, social phobia was still viewed as the neglected anxiety
disorder (Liebowitz et al., 1985). In 1994 an alternative term
for social phobia—social anxiety disorder—was introduced
into the DSM-IV to indicate how generalized and pervasive
these fears can be and to indicate that the term phobia might
be inappropriate to describe the disorder (Liebowitz et al.,
2000).
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Clinical Presentation

Individuals suffering from social phobia often fear being hu-
miliated, embarrassed, or judged negatively in social situa-
tions. They may fear that they will behave inappropriately or
possibly be scrutinized by others. Patients are often con-
cerned about making a mistake or acting somewhat awk-
wardly, or that others will notice their anxiety and their
physical symptoms in particular. Typical situations that are
avoided or endured with distress are initiating or maintaining
a conversation; speaking, performing, eating, drinking, or
writing in front of people; meeting new people; attending so-
cial gatherings; and talking on the phone. When exposed to
social situations, individuals with social phobia experience a
range of physical symptoms that may culminate in a panic at-
tack. Muscle twitches, blushing, heart racing, sweating, and
trembling often occur as part of a fear reaction to social situ-
ations (Amies, Gelder, & Shaw, 1983). However, physical
reactions need to be limited to social situations in order to
qualify for a social phobia diagnosis.

Prevalence and Demographics 

Social phobia is the third most common mental disorder with
a lifetime U.S. prevalence of 13% (Kessler et al., 1994). In
European studies the lifetime prevalence seems to be lower,
from 2% (Norway; Den-Boer et al., 1999) to 7% (Italy;
Faravelli et al., 2000). The prevalence of social phobia in gen-
eral appears to have increased over time, although the preva-
lence of the fear of public speaking in particular seems to have
remained consistent. (Heimberg, Stein, Hiripi, & Kessler,
2000). The disorder usually begins during late adolescence
(between ages 13 and 20) and follows a chronic, unremitting
course (Hazen & Stein, 1995; Ost, 1987; Wittchen, Stein, &
Kessler, 1999). New cases of social phobia have been found in
all age groups with an incidence rate of 4–5 per 1,000 per year
(Neufeld, Swartz, Bienvenu, Eaton, & Cai, 1999). In a recent
study in Norway, social phobia was found to be the most
chronic anxiety disorder (Alnaes & Torgersen, 1999). In epi-
demiological studies, woman are more likely to receive a
diagnosis of social phobia; however, in treatment samples, so-
cial phobia is equally distributed across gender (Heimberg &
Juster, 1995; Turk et al., 1998).

Comorbidity

Individuals with social phobia are often very self-critical (Cox
et al., 2000; Heckelman & Schneier, 1995), self-conscious
(Boegels, Alberts, & de Jong, 1996; Jostes, Pook, & Florin,
1999), and self-focused in their attention (Hofmann, 1999;

Mellings &Alden, 2000). They tend to evaluate their own per-
formance as being worse than that of others (Rapee & Lim,
1992) and they generate a negative impression of how they ap-
pear to others by imagining how they look from an observer’s
vantage point (Wells, Clark, & Ahmad, 1998; Wells &
Papageorgiu, 1998, 1999). People with social phobia often
live in social isolation and occupational maladjustment. Their
quality of life is significantly reduced in a variety of areas, in-
cluding education, career, friendships, and romantic relation-
ships (Wittchen, Fuetsch, Sonntag, Mueller, & Liebowitz,
2000). Depression, increased suicidal ideation, general anxi-
ety, and alcohol abuse have repeatedly been found to be asso-
ciated with social phobia (Den-Boer et al., 1999; Kessler,
Stang, Wittchen, Stein, & Walters, 1999). In adolescence, so-
cial anxiety and social phobia have also been found to be asso-
ciated with higher rates of nicotine dependence (Sonntag,
Wittchen, Hoefler, Kessler, & Stein, 2000)

Avoiding a variety of social situations often leads to a sig-
nificant phenomenological overlap with avoidant personality
disorder (APD). Most studies support the assumption that
there is no dividing line between social phobia andAPD, either
conceptually or diagnostically (Noyes, Woodman, Holt, &
Reich, 1995; Reich, 2000). Individuals with an additional di-
agnosis of APD are typically characterized by greater social
anxiety and greater overall psychopathology than individuals
with generalized social phobia alone, who in turn show greater
psychopathology than individuals with nongeneralized social
phobia (Boone et al., 1999; Stemberger, Turner, Beidel, &
Calhoun, 1995; Turner, Beidel, Borden, Stanley, & Jacob,
1991). Another Axis II disorder that often co-occurs with
social phobia is obsessive-compulsive personality disorder
(Turner et al., 1991).

It might be difficult to differentiate social phobia from
other Axis I disorders at times. The focus and extensiveness
of reported worries are helpful characteristics in discriminat-
ing social anxiety disorder from generalized anxiety disor-
der. Panic disorder and social phobia share the concern that
others might notice physical symptoms. In addition, panic at-
tacks can also occur in either disorder. However, many dif-
ferences exist, including age of onset, gender distribution,
help-seeking and avoidance behavior, and neurobiological
and physical reactions (Reich, Noyes, & Yates, 1988; Uhde,
Tancer, Black, & Brown, 1991).

Cultural Influences

Social phobia is expressed differently across cultures (e.g.,
Kleinknecht, Dinnel, Kleinknecht, Hiruma, & Harada, 1997;
Lee & Oh, 1999). In East Asia, offensive social phobia is a
common type of social anxiety disorder (Kleinknecht et al.,
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1997; Lee & Oh, 1999). Individuals with offensive social
phobia are obsessed with embarrassing or offending others
by blushing, emitting offensive odors, or staring inappropri-
ately (taijin kyofusho; Kleinknecht et al., 1997), or they are
fearful of offending other persons with certain parts of their
body (taein kong po). This type seems to occur most often
among Japanese and Korean individuals. It has been sug-
gested that a submissive, collectivist social structure and the
nonverbal social communication in East Asian culture favors
the development of this social phobia type (Kleinknecht
et al., 1997; Lee & Oh, 1999). Recently, the influence of
Arab-Muslim culture on social phobia has also been re-
viewed (Takriti & Ahmad, 2000), but more empirical evi-
dence is needed to come to a conclusion about the cultural
influence on social anxiety disorder in this population. 

Developmental Changes

Developmental variables that have been considered in relation
to social phobia are shyness, neuroticism, introversion, and
behavioral inhibition (Kagan, Snidman, & Arcus, 1992;
Stemberger et al., 1995). In a retrospective study, 72% of indi-
viduals with social phobia reported a childhood history of shy-
ness and indicated significantly higher neuroticism scores and
lower extraversion scores than individuals without social pho-
bia (Stemberger et al.). Similar results were obtained in previ-
ous studies (Amies et al., 1983; Watson, Clark, & Carey, 1988).
Similarly, shy children with no mental disorder were more
often found to have mothers with social phobia (Cooper & Eke,
1999). The onset of shyness is usually very early, is often tran-
sitory, and, in contrast to social phobia, is considered a tem-
perament trait of social reticence and not an emotional disorder.
Furthermore, although a number of individuals in epidemiolog-
ical studies endorsed shyness, only a small portion met criteria
for social phobia (e.g., Robins et al., 1984). This indicates that
the two concepts are not interchangeable. Similarly, behavioral
inhibition (BI), which is a behavioral pattern characterized by
discomfort with novelty and heightened physiological arousal
that can be observed at 4 months and persists until age 7 or 8
years, has been viewed as a vulnerability factor for social pho-
bia (Kagan et al., 1987, 1992). Although some studies indicate
that subsequent fear development predominantly relates to so-
cial situations (Biederman et al., 1990), children who show this
behavior pattern are more likely to be anxious in general, as
well. However, data on the relationship among shyness, behav-
ioral inhibition, and social phobia are rare, and despite the
remarkably similar expression of these concepts, it remains un-
clear whether shyness or behavioral inhibition are vulnerability
factors for social phobia or if they are milder versions of social
phobia (Turner, Beidel, & Townsley, 1990).

Social phobia itself expresses similarly in both childhood
and adulthood (Spence, Donovan, & Brechman-Toussaint,
1999). However, different diagnostic criteria apply to child-
hood social phobia, specifying that the child needs to be de-
velopmentally capable of engaging in social interactions and
that social-evaluative fears need to occur in interactions with
peers, not only in interactions with adults. Furthermore,
social anxiety in children can be expressed in tantrums,
freezing, or crying in social situations. Social anxiety in
childhood also seems to be associated with a reduced general
facial activity, a restricted facial repertoire, and less accurate
facial expression of emotions (Melfsen, Osterlow, & Florin,
2000).

Etiology

Biological Influences 

Family studies of social phobia show higher prevalence of this
disorder in relatives of patients with social phobia than in rela-
tives of patients with other anxiety disorders or of participants
with no mental disorder (Knowles, Mannuzza, & Fyer, 1995;
M. B. Stein et al., 1998). Several twin studies suggest moder-
ate heritability for social fears; however, no data exist for heri-
tability of social anxiety disorder as defined by DSM-IV (APA,
1994). Differences in physiological reactions to social situa-
tions between the generalized and nongeneralized subtype
(Hofmann, Newman, Ehlers, & Roth, 1995) lead to the specu-
lation that individuals with generalized social phobia are bio-
logically more vulnerable to developing social phobia than are
individuals with nongeneralized social phobia (Zuckerman,
1999). A recent family study supports this suggestion, finding
an increased risk for generalized social phobia in first-degree
relatives of individuals with generalized social phobia only,
not in relatives of individuals with nongeneralized social pho-
bia (M. B. Stein et al., 1998). A high comorbidity between
Parkinson’s disease and social phobia has been observed, sug-
gesting that dopamine depletion is possibly related to the
development of social phobia (Lauterbach & Duvoisin, 1991;
M. B. Stein, 1998; M. B. Stein, Heuser, Juncos, & Uhde,
1990). Recent single photon emission computed tomography
studies in patients with social phobia found that striatal
dopamine reuptake site densities were lower in patients with
social phobia than in individuals without a mental disorder
(Schneier et al., 2000; Tiihonen et al., 1997), and that chronic
amphetamine abuse seems to be capable of causing social pho-
bia through dopamine depletion (Williams, Argyropoulos, &
Nutt, 2000). Results from numerous pharmacotherapy studies
also point to the contribution of the dopaminergic system in so-
cial phobia (e.g., Blanco, Schneier, & Liebowitz, in press);
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however, it remains unclear whether dopamine depletion is a
cause or consequence of social phobia.

Behavioral Influences

Several researchers have discussed the role of conditioning in
the development of social phobia (Hofmann, Ehlers, & Roth,
1995; D. J. Stein & Bouwer, 1997). Often, ethological consid-
erations are integrated in this debate, providing reasons for the
evolution of vulnerability to social threat (Ohman, 1986; D. J.
Stein & Bouwer, 1997). Zuckerman (1999) suggested that the
greater physiological reactivity of nongeneralized social pho-
bics to specific social situations such as public speaking likely
indicates conditioning processes in the development of this
disorder (see also Hofmann, Ehlers, & Roth, 1995). Although
traumatic experiences have been reported from speech-phobic
individuals, these events often occurred after the phobia began
(Hofmann et al., 1995). Similarly to public-speaking anxiety,
fear of blushing has been discussed in terms of conditioning
(Mulkens & Boegels, 1999). Highly fearful individuals re-
ported more negative learning experiences with regard to
blushing. Individuals with social phobia differ from healthy
individuals in the classical conditioning processes of aversive
emotional reactions, indicating that learning processes con-
tribute to some extent to the development and persistence of
social anxiety disorder.

Cognitive Influences

Individuals with social phobia share typical negative beliefs
about themselves in social situations (e.g., “What I say
sounds stupid,” “I’m boring,” “I will make a fool out of my-
self,” “I won’t have anything to say”). Clark and Wells
(1995) assume that individuals with social phobia activate a
series of negative beliefs about themselves as social subjects
when they are faced with social situation. These assumptions
likely cause social phobics to perceive threat in such circum-
stances. In particular, they overestimate the likelihood that
they will behave inadequately in social situations, and they
tend to believe that this behavior will result in a personal cat-
astrophe, such as rejection or loss of worth (Clark & Wells,
1995). These thoughts elicit anticipatory anxiety and avoid-
ance, leading to short-term anxiety reduction. This way, cog-
nitive responses and applied strategies to control increasing
anxiety result in a vicious circle that maintains social anxiety.
A more detailed outline of this cognitive model can be found
in Clark and Wells. The model has stimulated extensive
research on the cognitive basis of social anxiety disorder
(discussed later in this chapter), particularly with regard to
information processes. Individuals with social phobia seem

to attend selectively to socially threatening information
(Amir, Foa, & Coles, 1998b; Gilboa-Schechtman, Foa, &
Amir, 1999; Horenstein & Segui, 1997; Maidenberg, Chen,
Craske, Bohn, & Bystritsky, 1996), and they also seem more
prone to interpret and judge information in a socially threat-
ening way (Amir, Foa, & Coles, 1998a; Foa, Franklin, Perry,
& Herbert, 1996; Stopa & Clark, 2000)—for example, by
overestimating the likelihood and the cost of negative social
outcomes (Foa et al.) or by drawing more negative inferences
from available social stimuli (Amir et al., 1998a, 1998b;
Stopa & Clark; Wallace & Alden, 1997). Furthermore, indi-
viduals with social phobia show a rather unique cognitive
process after facing a social situation in which they review
the previous interaction in detail ( post-event processing;
Clark & Wells). This review seems to be dominated by nega-
tive self-perception that enhances future avoidance tenden-
cies. For a review of information-processing biases in social
phobia and their relation to Clark and Wells’ cognitive model,
see Heinrichs and Hofmann (2001).

Other cognitive models of social phobia focus more on
expectancies (Trower & Gilbert, 1989) or on interpersonal
goals that persons aim to achieve and their low confidence in
their ability to achieve these goals (self-presentation model;
Leary & Kowalski, 1995a, 1995b). According to this ap-
proach, individuals with social phobia are extraordinarily
motivated to make desired impressions on others because of
certain dispositional traits that predispose them to develop
social anxiety. Most research conducted to test this model
involved individuals with subclinical social anxiety (for a
review see Leary & Kowalski, 1995a, 1995b).

PANIC DISORDER WITH AND 
WITHOUT AGORAPHOBIA

Panic disorder is a syndrome that has stimulated a significant
amount of research, particularly since 1987 (McNally, 1994).
Today, it is probably the most researched anxiety disorder.
In DSM-III, panic disorder (PD) was classified as an anxiety
neurosis that is best characterized and differentiated from
other anxiety disorders by the presence of spontaneous panic
attacks. Agoraphobia was conceptualized as a consequence
of spontaneous panic attacks (APA, 1980; Barlow, 1988,
2002; Klein & Klein, 1989a). Three types of panic attacks are
distinguished (DSM-IV; APA, 1994): unexpected or sponta-
neous attacks, situationally bound attacks, and situationally
predisposed attacks. If panic attacks are exclusively triggered
by a phobic stimulus, the attacks are situationally bound
(e.g., a person experiences panic attacks if and always if
faced with heights). Situationally predisposed attacks tend to
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occur more in some situations than in others; however, they
are not inevitably experienced in those situations (e.g., in a
large mall). Spontaneous panic attacks seem to occur “out of
the blue,” with no evident situational trigger. This conceptu-
alization of panic attacks reflects a dimension of predictabil-
ity on which situationally bound attacks are predictable but
spontaneous attacks are not.

Panic attacks occur across all anxiety disorders, and can
also be found in the general population (Barlow, 2002;
Katerndahl & Realini, 1993); they are not specific to PD. This
knowledge was clarified in DSM-IV, which defines panic at-
tacks separately from PD. Situationally predisposed and spon-
taneous attacks are most relevant to PD and agoraphobia.

Clinical Presentation

Panic attacks are defined as sudden episodes of fear accompa-
nied by distressing physical sensations such as dizziness, heart
racing, palpitations, chest pain, shortness of breath, choking
sensations, sweating, or nausea. The particular symptoms of
panic vary across different individuals. If a patient has 4 or
more symptoms, the experience is defined as a full-blown (vs.
limited-symptom) attack. During a panic attack, the individ-
ual often fears dying, losing control, or going crazy. Patients
with PD worry persistently about potential adverse implica-
tions or consequences of panic attacks. As a result, they usu-
ally engage in behavioral strategies to prevent the feared
consequences. Active avoidance behaviors range from subtle
(e.g., unzipping one’s jacket to be able to breathe) to obvious
(e.g., not going into movie theaters), and may include differ-
ent forms of distraction and safety behaviors (e.g., turning up
the volume on the radio, or carrying around a bottle of water).
To qualify for a PD diagnosis, these worries or behavioral
changes due to a panic attack need to persist for at least
1 month (APA, 1994).

As a result of their worries, individuals with recurrent
panic attacks often feel vulnerable in places or situations that
would be difficult to leave, or where help might not be read-
ily available in the event of sudden need. Examples include
open spaces, unfamiliar or unpopulated areas, crowds, modes
of public transportation, elevators, bridges, limited-access
highways, restaurants, malls, and movie theaters. If such sit-
uations are physically avoided or cause significant distress,
the person is said to have agoraphobia. Severe agoraphobia
can prevent individuals from leaving their homes, resulting in
a variety of occupational, social, and personal disadvantages.
Panic disorder and agoraphobia typically coexist, although
either one can also occur separately. About 95% of individu-
als presenting in clinical settings with agoraphobia also have
PD (APA, 2000). The development of agoraphobia in PD

seems to be more closely associated with an earlier onset of
PD, with a fear of losing control and with experiencing chills
or hot flushes, whereas chest pain was found more often in
PD alone (Langs et al., 2000). If agoraphobia occurs alone,
the fear often relates to experiencing panic-like sensations. A
predominant fear of embarrassment due to others’ noticing
these effects (e.g., diarrhea, loss of bladder control, vomiting,
excessive sweating) can sometimes make it difficult to dis-
tinguish agoraphobia from social phobia. Guidelines for a
differential diagnosis of panic disorder with agoraphobia
(PDA) versus other anxiety disorders can be found in Baker,
Patterson, and Barlow (2002).

The core of PD is a strong fear of physical sensations,
even in the absence of any noticeable sensations (fear of the
fear). As a consequence, patients with PD usually avoid situ-
ations (e.g., exercising, sexual activity) that are naturally ca-
pable of eliciting physical sensations similar to those of a
panic attack. Environmental factors such as humidity and hot
weather may also contribute to panic attacks (Asnis, Faisal, &
Sanderson, 1999).

Panic attacks can occur at any time, including at night.
Awakening from sleep in a state of sudden, uncued panic is
referred to as a nocturnal panic attack. Similar to daytime
panic attacks, these attacks are not limited to PD but rather
occur across all anxiety disorders. They are often misconcep-
tualized as some form of a sleeping disorder (Craske &
Rowe, 1997). Differential diagnoses can best be established
by a focus on the time at which panic occurs (e.g., nocturnal
panic attacks usually occur in Stage 2 and 3 sleep [Craske &
Rowe, 1997], whereas symptoms of sleep apnea typically
occur in Stage 1 or 2 sleep or during rapid eye movement
[George, Millar, & Kryger, 1988]).

Patients with PD often seek medical advice for their physi-
cal sensations, and if the unexpected sensations are severe, they
may seek intensive medical services such as emergency rooms
(Barsky, Delamater, & Orav, 1999; Klerman, Weissman,
Oullette, Johnson, & Greenwald, 1991). Quality of life is sig-
nificantly reduced in patients with PD (Birehall, Brandon, &
Taub, 2000; Kessler et al., 1994; Rubin et al., 2000), and
patients with PD are more likely to initiate disability payments
(Kouzis & Eaton, 2000). Panic disorder is therefore associated
with high social and economic costs (Hofmann & Barlow,
1999).

Prevalence and Demographics

PDA is a prevalent and chronic condition: The lifetime preva-
lence is estimated to be 1–4% (APA, 2000).Arecent survey of
panic in a general practice population found a lifetime preva-
lence of 8.6% (Birehall et al. 2000). Women are twice as likely
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to have PDA than men (Katerndahl & Realini, 1993). The me-
dian age of onset is 24 years (Burke, Burke, Regier, & Rae,
1990). PDA has also been observed in children; however,
there is an ongoing controversy regarding at which age PDA
can occur (e.g., Klein, Mannuzza, Chapman, & Fyer, 1992;
Moreau & Follet, 1993). In older adults, increasing prevalence
of medical conditions and physical complaints (e.g., shortness
of breath, rapid heart rate; Zarit & Zarit, 1998) make it reason-
able to also assume a higher prevalence of PDA. Furthermore,
in the ECA study, a second peak age of onset was found (45–
54 years; Eaton, Kessler, Wittchen, & Magee, 1994), indicat-
ing the existence of late-onset PDA. It has been stated
repeatedly, however, that PD is rather uncommon in elderly,
among whom agoraphobia without PD occurs more often,
frequently subsequent to a traumatic event (Flint, 1998). Epi-
demiological studies with the elderly, however, are rare, pre-
venting any firm conclusions on the prevalence of PDA in
older adults. Two studies that analyzed sociodemographic and
clinical characteristics of late-onset PD found that this PD
type may be associated with less severe panic symptoms and
general mental health complaints, a less likely family history
of PD, more distress from sensations of choking and numb-
ness, less utilization of mental health services, and more likely
use of physical health services (e.g., family physicians;
Katerndahl & Realini, 1995; Katerndahl & Talamantes, 2000;
Segui et al., 2000). PDAtypically takes an unremitting course.
As do most other anxiety disorders, it seems to be a chronic
condition with spontaneous remissions occurring rather rarely
(for a recent review see Pollack & Marzol, 2000).

Comorbidity

Panic disorder also was found to be associated with and pre-
dictive of suicide risks (Clayton, 1993; Cox, Direnfeld,
Swinson, & Norton, 1994). However, the suicidal risk seems
to be associated with comorbid Axis I (e.g., major depression)
and II (e.g., borderline personality disorder; Friedman, Jones,
Chernen, & Barlow, 1992; Johnson, Weissman, & Klerman,
1990). More recent studies of PD and suicidal ideation did not
find an increased suicidal risk in PD patients alone (Hornig &
McNally, 1995; Starcevic, Bogojevic, Marinkovic, & Kelin,
1999). Whether patients with PD are at risk of committing sui-
cide seems, therefore, to depend strongly on the presence of
comorbid conditions. Depression often co-occurs with PDA
(Roy-Byrne et al., 2000), and PDA was found less likely to
precede the first depressive episode than to emerge subse-
quently (Fava et al., 2000).

M. B. Stein, Shea, and Uhde (1989) stated that 46% of pa-
tients with PDA have also been diagnosed with social phobia.
In our clinical setting, these disorders co-occur less often

(15%; Brown, Campbell, Lehman, Grisham, & Mancill,
2001). It is unclear whether these two disorders are, in fact,
so strongly associated or the association is due to differential
diagnosis difficulties. 

PDA often co-occurs with personality disorders (Brooks,
Baltazar, & Munjack, 1989; Dammen, Ekeberg, Arnesen, &
Friis, 2000). Closely associated with PD are dependent,
avoidant, and histrionic personality disorders (Chambless,
Renneberg, Goldstein, & Gracely, 1992; Diaferia et al., 1993).

Several medical conditions are also associated with PD
(e.g., Jeejeebhoy, Dorian, & Newman, 2000). The prevalence
of PD in patients with coronary artery disease (CAD) ranges
from 10 to 50% (Fleet, Lavoie, & Beitman, 2000).Asthma and
panic attacks also frequently co-occur (Feldman, Giardino, &
Lehrer, 2000), and asthma has been noted as a risk factor for
the development of PDA (Carr, 1998, 1999) because of the
shared sensations between an asthma and a panic attack (e.g.,
feeling of suffocation). In most instances it is unclear whether
these medical conditions are conceptually associated with
PDA. A specific pathophysiological mechanism for PD has
not been found (Jeejeebhoy et al., 2000). Fleet and colleagues
(2000) conclude their review of the PD-CAD association by
stating that PD is prevalent in CAD patients, but that there is
no evidence that PD puts a patient at risk for developing CAD.
This seems also true for cardiovascular problems such as mi-
tral valve prolapse (MVP; Bowen, D’Arcy, & Orchard, 1991;
Yang, Tsai, Hou, Chen, & Sim, 1997). Similarly, the presence
of a direct association between pulmonary impairment and PD
has been subject to debate (Ley, 1998; Spinhoven, Sterk, van
der Kamp, & Onstein, 1999) with no concluding evidence that
PD is associated with pulmonary impairment. Medical condi-
tions in general are more likely to heighten body awareness
and thus contribute to PDA by exacerbating symptoms.

Cultural Influences

Panic disorder seems to occur less frequently in Hispanic
Americans and Asian Americans than in Whites in the United
States (Zhang & Snowden, 1999). Hispanics show a culturally
bound reaction—ataques de nervios—that seems related to
PD (Guarnaccia, Canino, Rubio-Stipec, & Bravo, 1993;
Guarnaccia, Rubio-Stipec, & Canino, 1989). During such an
attack, PD-like symptoms are experienced (e.g., palpitations,
shaking, numbness, etc.). The attacks, however, are triggered
by stressful life events such as funerals or accidents, and after-
ward there is no recollection of the attacks. Although these at-
tacks may be related to PD, they also show some important
differences (e.g., the missing recollection). Other transcultural
research focusing on how cultural beliefs may influence the
expression of PDA demonstrated that, in Khmer culture,
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PDA-related complaints have been found: Khmer refugees in
a clinical setting in the United States reported sore neck at-
tacks (Hinton, Ba, Peou, & Um, in press a, in press b). A sore
neck attack is a state of autonomic arousal (e.g., heart racing,
shortness of breath, sudden headaches, blurry vision, dizzi-
ness, and buzzing in the ears) that emerges as a consequence of
Kyol Goeu (wind overload, which is assumed to occur if blood
and wind cannot be carried through the body because impor-
tant vessels in the neck are blocked).

Despite a similar clinical presentation of PD, African
Americans were found to have a later age of onset for PDA
than do European Americans, and the groups differ in the cop-
ing strategies they use to face their PDA (Smith, Friedman, &
Nevid, 1999). African Americans experienced more needless
psychiatric hospitalizations, more frequent emergency room
visits, higher incidence of childhood trauma (Friedman,
Paradis, & Hatch, 1994), and higher comorbidity with post-
traumatic stress disorder (PTSD; Smith et al., 1999).

Developmental Changes

Panic disorder has also been found in adolescence; however,
it is assumed that the clinical presentation does not differ
from that of adults. Panic disorder in childhood is extremely
rare and thus not much research has been conducted (Moore
& Carr, 2000). In a study investigating the prevalence of mi-
tral valve prolapse in children with anxiety disorders, no as-
sociation with PD was found; of 52 anxious children, 9.6%
were diagnosed with PD (Toren et al., 1999). It has been sug-
gested that PD and SAD may be different clinical manifesta-
tions of the same underlying disorder (e.g., Black, 1995;
Black & Robins, 1990) in different developmental stages. A
recent study attempted to explore childhood risk factors such
as SAD for onset of panic attacks in adolescents (Hayward,
Killen, Kraemer, & Taylor, 2000). Negative affectivity and
anxiety sensitivity in childhood, but not SAD, were found to
predict onset of panic attacks. Other studies also failed to pro-
vide reasonable evidence that SAD in childhood continues as
PD in adulthood (Manicavasagar, Silove, Curtis, & Wagner,
2000).

Etiology

Different theoretical models for PD have been presented (for
a balanced review of research from different perspectives see
McNally, 1994, and White & Barlow, 2002). Recently, the
most common models have been integrated into a biopsy-
chosocial approach (Barlow, 2002) in which the initial panic
attack is conceptualized as a misfiring of the fear system under
stressful life circumstances in physiologically vulnerable
individuals. The panic reaction is similar to the emergence of

the biologically based mechanism of fear in response to im-
mediate survival threat, whereas anxiety is a response to fu-
ture threats. An overly reactive autonomic nervous system
(biological basis) puts an individual at risk of experiencing a
panic attack in response to stress. The (false) alarm reaction
becomes associated with internal sensations, leading to fur-
ther false alarms in response to internal sensations (behavioral
basis).

Biological Influences 

Biological research on panic focuses on estimating heritabil-
ity, biological challenges, neuroendocrine functioning, and
neuroanatomy. With respect to heritability, the tendency to
panic runs in families and has a genetic component (Barlow,
2002; Scherrer et al., 2000). Zuckerman (1999) estimates a
modest heritability for PD. The disorder shares a genetic fac-
tor with agoraphobia, but not with generalized anxiety disor-
der or depression (Kendler et al., 1995). Chromosome studies
using the quantitative trait loci method showed that chromo-
somes 1, 12, 15 and other nearby chromosomes are associated
with a tendency to be uptight and anxious (Flint et al., 1995).

Patients with PDA are more likely to experience a panic at-
tack in response to carbon dioxide inhalation (CO2 hypersen-
sitivity) than patients with other anxiety disorders (Beck &
Shipherd, 1997; Biber & Alkin, 1999; Schmidt, 1999;
Schmidt, Trakowski, & Staab, 1997; Sinha et al., 1999). This
hypersensitivity was also found to run in families (van Beek &
Griez, 2000). Recent studies found evidence, however, that
it is not the CO2 sensitivity that causes exaggerated anxiety,
but rather a change in breathing involving either increased
CO2 or decreased oxygen (Beck, Ohtake, & Shipherd, 1999)
and that patients with predominantly respiratory symptoms
may be more affected by breathing challenges than others
(Biber & Alkin, 1999; Schmidt, 1999). Results from other
studies suggest a biological sensitivity to sympathetic stimu-
lation (van Zijderveld, Veltman, van Dyck, & van Doornen,
1999).

Neuroendocrine Functioning. The brain circuit in-
volved in panic is the fight-or-flight system (FFS; Gray, 1982;
Gray & McNaughton, 1996). When stimulated in animals,
this circuit triggers a response that resembles panic in humans
(Gray & McNaughton, 1996).

The FFS originates in the brain stem and is also connected
to the limbic system. Recently, developments in the neurobi-
ology of fear have been integrated into a comprehensive neu-
roanatomical hypothesis of PD (Gorman, Kent, Sullivan, &
Coplan, 2000). The authors suggest that fear responses are
mediated by a fear network that is centered in the amygdala,
which interacts with the hippocampus and medial prefrontal
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cortex. These projections may account for conditioned fear
responses.

Behavioral Influences 

Behavioral approaches to panic (e.g., Mineka, 1985; Wolpe &
Rowan, 1988) are based on classical conditioning processes
assuming that an initial fear reaction (unconditioned response,
or UCR) occurs in response to a dangerous or stressful situa-
tion (unconditioned stimulus, or UCS). During this response a
variety of stimuli (conditioned stimuli, or CSs), both external
(e.g., open spaces) and internal (e.g., cardiorespiratory symp-
toms such as hyperventilation, rapid heartbeat); are present
and may become associated with this fear reaction. Subse-
quently, these cues will be able to provoke a similar fear reac-
tion (conditioned response, or CR) despite the absence of a
dangerous or stressful situations (UCS), resulting in panic at-
tacks. The behavioral approach is based on Razran’s (1961)
model of interoceptive conditioning. Furthermore, internal
cues such as breathing alterations can also cause a panic attack
when they are provoked by normal circumstances, including
exercising, due to the associative power they acquired during
the conditioning process. Near-drowning or other suffocation
experiences have been emphasized as initial traumatic situa-
tions that can elicit the first panic attack and were found to pre-
cede the onset of PD in a subsample of patients with the
disorder (Alkin, 1999; Bouwer & Stein, 1997). Furthermore,
one year after traumatic brain injury, the rates of PD were
much higher in this population than in the general population
(Deb, Lyons, Koutzoukis, Ali, & McCarthy, 1999). The fre-
quency of panic attacks in patients who had already developed
PD, however, was unaffected by a traumatic event (Sasson,
Zohar, Gross, Taub, & Fux, 1999).

The behavioral approach to PD was criticized because of
the conceptual ambiguity of the CS, CR, and UCS in regard
to internal sensations (McNally, 1990, 1994), and because the
behavioral approach could explain neither why these sensa-
tions become conditioned only for PD patients nor why they
do not always result in full-blown panic attacks. Answers to
these puzzles have been suggested in the context of an up-to-
date learning-theory conceptualization of the development of
PD (Barlow, 2002).

Cognitive Influences

As an alternative to the interoceptive conditioning model,
Clark (1986, 1989) emphasized catastrophic misinterpreta-
tions of bodily sensations as the primary cause of PD. Typical
panic-related thoughts are “I will have a heart attack,” “I will
collapse,” “I will go crazy,” or “I will lose control.” Impending
insanity is often associated with feelings of derealization,

whereas thoughts about heart failure are often triggered by
heart-related sensations such as palpitations. In his cognitive
model, Clark assumes that sensations, regardless of their ori-
gins, will not lead to panic unless they are interpreted as a
threat to one’s physical or mental integrity. Furthermore, stim-
uli related to panic concerns were found to be processed dif-
ferently than stimuli that were not related to panic concerns
(McNally, 1994; Pauli et al., 1997). Improvements in panic
symptoms have been associated with changes in information-
processing characteristics (e.g., Dengler, Wiedemann, & Pauli,
1999). Further evidence for this model comes from biological
challenge studies. As discussed previously, patients with PDA
are more sensitive to artificially provoked breathing alter-
ations. Clark believes that these challenge procedures provoke
sensations in all participants, but that only patients with PD ex-
perience fear in response to these sensations because they tend
to misinterpret them. In fact, it has been found that challenges
produce similar bodily sensations both in patients with PD and
in participants without a mental disorder (Gaffney, Fenton,
Lane, & Lake, 1988). Furthermore, providing safety informa-
tion makes it less likely that patients with PD will panic in
challenge situations (Salkovskis & Clark, 1990). In addition,
physical sensations alone are not sufficient to predict panic de-
velopment (Moore & Zebb, 1999). Clark’s (1989) cognitive
theory was criticized several times (e.g., Klein & Klein,
1989b; Seligman, 1988) because, for example, it does not ex-
plain why catastrophic beliefs persist despite contrary infor-
mation (e.g., information that one has repeatedly survived
panic attacks).

Recent developments focus on the concept of sensitivity to
anxiety. Catastrophic cognitions can occur at the time of the
attack (i.e., they are acute) or can be more persistent. A persis-
tent tendency to misinterpret certain bodily sensations as cat-
astrophic or imminently dangerous can be considered a trait
called anxiety sensitivity (AS). Persons with high AS dislike
intense arousal and perceive it as frightening. The concept of
AS has stimulated a significant amount of research, which is
summarized in Taylor (1999). Anxiety sensitivity was found
to significantly predict panic symptoms after a biological
challenge task in nonclinical participants (Eifert, Zvolensky,
Sorrell, Hopko, & Lejuez, 1999). Other cognitive factors that
contribute to panic attacks are predictability, controllability,
and expectancies (see Barlow, 2002; McNally, 1990, 1994).

GENERALIZED ANXIETY DISORDER

Generalized anxiety disorder (GAD) is characterized by ex-
cessive anxiety and worry about a number of events or activ-
ities. Individuals with GAD tend to find this worry difficult to
control. The worry is also associated with several physical
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symptoms such as muscle tension, fatigue, and restlessness
(APA, 1994). In comparison with other anxiety disorders,
GAD has less well established theoretical understanding;
and, compared with other anxiety disorders, GAD is the di-
agnostic category that has changed the most over the past
20 years (Campbell & Brown, 2002).

For example, in DSM-III, the diagnostic criteria for GAD
required the presence of persistent anxiety as evidenced by
symptoms from at least three of four categories, including
motor tension, autonomic hyperactivity, apprehensive ex-
pectation, and vigilance and scanning of the environment
(APA, 1980). However, this diagnostic description of GAD
made it difficult for both researchers and clinicians to distin-
guish between generalized and anticipatory anxiety (Brown,
O’Leary, & Barlow, 1993). Accordingly, in DSM-III-R (APA,
1987), the symptom criteria were changed to specify that the
worry was not due to another Axis I diagnosis. The time re-
quired to make a diagnosis of GAD was also extended from 1
to 6 months, to differentiate the disorder from transient worry
due to stressful events (APA, 1987). After DSM-III-R and by
the time of publication of DSM-IV, GAD was conceptualized
by defining features of chronic worry and persistent somatic
symptoms (Brown et al., 1993). DSM-IV stipulated that a
worried individual must have at least three of six physical
symptoms of anxiety for 6 months or more in order to receive
a diagnosis of GAD.

In part because of the changing view of GAD, treatments
developed or adapted for the disorder are less well estab-
lished. In recent years, the nature of GAD has been more fully
explored and effective psychological treatments have been
critically evaluated. The following section will describe the
clinical presentation, models of etiology, and understanding
of the current treatments for GAD.

Clinical Presentation

In general, GAD tends to be a chronic condition that fluctu-
ates with the current level of stress in the patient’s life
(Brown, 1997). The majority of patients report an onset of
GAD before the age of 20, although a subset of patients re-
port that their worries began in adulthood (Brown et al.,
1993). Although the results vary, several studies suggest that
the age of onset for GAD may be earlier than for other anxi-
ety disorders (Massion, Warshaw, & Keller, 1993; Woodman,
Noyes, Black, Schlosser, & Yagla, 1999).

Prevalence and Demographics

Prevalence data for GAD are determined from epidemiologi-
cal studies. In the United States, the National Comorbidity

Survey (NCS) estimated the current prevalence rate of GAD
to be 1.6% of the population (Wittchen, Zhao, Kessler, &
Eaton, 1994). The NCS also found that GAD affects approx-
imately 5.1% of the population over the course of a lifetime
(Kessler et al., 1994). In the general population, GAD ap-
pears to be less common than specific or social phobia but is
currently slightly more common than PD (Roemer, Orsillo, &
Barlow, 2002).

Outside the United States, prevalence rates for GAD have
also been estimated. In Italy, current and lifetime GAD
prevalence estimates based on DSM-III-R criteria were found
to be 2.8 and 5.4%, respectively (Faravelli, Degl’Innocenti,
& Giardinelli, 1989). Alternately, a two-stage epidemiologi-
cal study of a rural area in South Africa found a prevalence
rate of 3.7% based on DSM-IV criteria (Bhagwanjee, Parekh,
Paruk, Petersen, & Subedar, 1998, as cited in Roemer et al.,
2002).

In general, the research suggests that GAD occurs more
frequently in women. For example, GAD appears to be about
twice as common for women as for men in both community
and clinical samples (Wittchen et al., 1994). However, cul-
tural factors may also play a role in determining the preva-
lence of GAD among different groups of individuals. For
example, the epidemiological study conducted in South
Africa found that men showed a higher prevalence of GAD
than women (Bhagwanjee et al., 1998).

GAD is frequently comorbid with other disorders. Some
symptoms of GAD, such as irritability and fatigue, overlap
with other disorders, such as depression. However, research
suggests that GAD is a separate diagnostic factor (Brown,
Chorpita, & Barlow, 1998). At the same time, GAD com-
monly co-occurs with other disorders. For example, clinical
data suggest 68% current and 92% lifetime comorbidity
with another Axis I disorder (Brown et al., 2001). Mood
disorders and social phobia seem to be the disorders most
frequently diagnosed in addition to GAD (Brown et al.,
2001).

It may be difficult at times for clinicians to distinguish
GAD from normal worry or anxious cognitions associated
with other anxiety disorders (Campbell & Brown, 2002).
Borkovec, Shadick, and Hopkins (1991) describe worry as a
predominantly verbal, conceptual activity aimed at problem
solving. Borkovec (1994) suggests that worry is an attempt
to control uncertainty and avoid the negative affect associ-
ated with a lack of control. However, the long-term conse-
quences of avoidance may lead to the maintenance of worry.
Thus, pathological worry is hypothesized to be maintained
by the negative reinforcement associated with the avoidance
of negative affect. Avoidance of negative affect also may
inhibit the processing of emotionally threatening material,
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which is considered necessary in the reduction of anxiety
(Brown, 1997).

Pathological worry is associated with the perception that
the world is threatening and that one is unable to cope with or
control uncertain future events (Brown, 1997). Pathological
worry in GAD patients is distinguished from normal worry
by the percentage of the day that is taken up with worry, as
well as the impairment and distress caused by the worry. Ad-
ditionally, some researchers suggest that the distinguishing
factor between GAD and normal worry is the amount of
meta-worry—that is, the concern that the worry causes the
individual (Wells & Carter, 1999). This model suggests that
pathological worry results from the interaction between pos-
itive beliefs concerning the advantages of worry as a coping
strategy and negative appraisals of worry. For example, Wells
and Carter suggest that the GAD patients’ worry is main-
tained by avoidance of the thoughts associated with negative
beliefs regarding worry, along with the continued use of
worry as a coping strategy. Both models stress the impor-
tance of avoidance and cognitions in the maintenance of
GAD. A theoretical framework for understanding GAD is an
important element of developing and evaluating treatment to
address this disorder.

Children as well as adults with GAD manifest excessive
anxiety concerning a number of different spheres, including
the future, world events, school or work, and the health of
themselves and their families. The clinician must distinguish
between developmentally appropriate levels of anxiety and
clinically significant levels of worry. Anxiety and fear natu-
rally develop in children but become clinically significant
when they begin to interfere in the child’s life. GAD should
be distinguished from other anxiety disorders by the nature
and specificity of the worry. For example, if the worry in dif-
ferent areas, such as relationships and work, is focused on
one principal concern, such as the negative evaluation of oth-
ers, a diagnosis of social phobia instead of GAD would better
describe the individual’s anxiety (Campbell & Brown, 2002).
Conversely, if the individual has diffuse and varied concerns
in a number of different areas, a diagnosis of GAD may best
capture the client’s anxiety.

Developmental Changes 

As with other anxiety disorders, the expression of GAD
changes throughout the lifetime. Because GAD emphasizes
worry or uncontrollable cognitions, it is seldom diagnosed in
very young children. However, children as young as 7 years
of age can express their worries about a number of areas.
Often parents provide information concerning the nature of
their child’s worries. Interestingly, the parents of some chil-

dren may provide the model and initial negative evaluation of
worry for their children (Chorpita & Barlow, 1998).

Children who are overanxious may innately have the
higher baselines of arousal associated with excessive worry
and elevated tension. However, expression of worry does
seem to change over time. For example, older and younger
children report differences in their worry. Data derived from
self-report inventories demonstrates significantly more state
and trait anxiety, worry, and oversensitivity, and higher levels
of depression in older than younger children with GAD.
Children of different ages also report differences in the num-
ber of worry symptoms, displayed patterns of comorbidity,
and severity of anxiety. However, GAD is equally likely to
occur in younger and older age groups.

In some cases, GAD may be considered to be a chronic,
lifelong illness. When GAD is diagnosed in adulthood, many
patients report that GAD began during childhood (Brown,
1997). However, other individuals report that GAD began
during adulthood, usually in response to a stressful life event.
Brown (1997) suggests that there may be two separate path-
ways to the development of GAD. Interestingly, both models
of GAD correctly reflect one of the separate mechanisms that
may result in the expression of GAD.

Although GAD does not disappear with age, little is
known about its expression in the elderly population. The
NCS found that GAD was most common in the group over
age 45, and least common in the youngest group (aged
15–24; Wittchen et al., 1994). Flint (1994) reported preva-
lence rates of GAD among older adults to be as high as 7%.
More recent research revealed that 25% of older adults with
depression also met criteria for GAD, and that the additional
presence of symptoms of GAD was associated with a higher
level of suicidality (Lenze et al., 2000, as cited in Roemer
et al., 2002). However, the elder adult population seems to
have been neglected by researchers for the most part (Blazer,
1997). The lack of information on GAD in the elderly may be
attributed in part to difficulties associated with conducting re-
search in this population (e.g., many of the physical symp-
toms associated with GAD could also be due to other medical
conditions or factors associated with aging; Blazer, 1997).
Thus, good assessment instruments and treatment studies are
lacking for elder adults, largely due to a lack of sufficient
research interest (Beck & Stanley, 1997).

Additionally, a diagnosis of GAD also requires a rule-out
of medical conditions, which may be more difficult to deter-
mine in an older individual. Although some treatment tech-
niques may be beneficial for those elderly individuals who
are not cognitively impaired, no research has been conducted
in this area (Blazer, 1997). As yet there is little known or
understood about the expression of GAD in the elderly.
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Etiology

In general, GAD is considered to develop as neurobiological
and psychological vulnerabilities are activated by negative or
stressful life events (Roemer et al., 2002). These neurobio-
logical and psychological vulnerabilities are considered to
develop as the result of early experience and patterns of in-
teraction. In GAD, when an individual’s vulnerabilities are
activated by life events, the attentional focus remains on
these generally negative life events. This attention to the neg-
ative events distinguishes GAD from other anxiety disorders,
which focus attention on discrete external events such as
phobic objects, or on internal events as with panic attacks
(Roemer et al., 2002). Thus, a sensitivity to relatively minor
inconveniences develops. Additionally, the individual’s reac-
tion to these events is accompanied by arousal associated
with negative affect. The individual develops a sense that
these events are proceeding in an unpredictable, uncontrol-
lable fashion, reflecting a psychological diathesis arising out
of early experience (Roemer et al., 2002).

Thus begins a maladaptive process of shifting the focus of
attention from the task at hand to self-evaluative modes,
which further increases arousal (Roemer et al., 2002). As
noted previously, psychological and neurobiological vulnera-
bilities lead to a fundamental perception of a lack of control
over potential threats. The perceived lack of control leads
to distortions in information processing, as occurs with the
narrowing of attention to the focus of the concern and the
increasing of vigilance (Roemer et al., 2002). The process
of worry becomes negatively reinforcing in an attempt to
control this spiraling process.

It is hypothesized that the isolated presence of either a psy-
chological or a neurobiological vulnerability would be insuffi-
cient to lead to the development of GAD. Rather, one would
expect to see a personality style characterized by some com-
bination of pessimism, arousability, low self-confidence, or,
perhaps, no clinical manifestations (Roemer et al., 2002).
However, the synergistic effect of the combination of genetic
vulnerabilities and early experiences would be most likely to
lead to the clinical manifestation of GAD (Roemer et al., 2002).

CONCLUSIONS

We have learned much about anxiety disorders in the last
decade—but we still have much to learn. Currently, we cate-
gorize anxiety disorders based on presenting symptoms that
often comprise the focus of anxiety and fear. The implication
of this classification is that we need to develop individual
treatments for each specific anxiety disorder as well as spe-
cific assessment strategies. It may be, however, that we

categorize anxiety (and mood) disorders more parsimo-
niously by focusing on the commonalities rather than on the
differences among them. Work is currently proceeding along
these lines in anticipation of the next edition of the DSM
(namely, the DSM-V). These developments may, in turn,
open up a new perspective on the nature and treatment of
anxiety, mood, and related disorders.
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The American Psychiatric Association (APA) includes 10
personality disorders in their Diagnostic and Statistical
Manual of Mental Disorders–Fourth Edition (DSM-IV;
APA, 1994, 2000): paranoid, schizoid, schizotypal, anti-
social, borderline, histrionic, narcissistic, avoidant, depen-
dent, and obsessive-compulsive. We discuss each of these
personality disorders individually later in this chapter.
The 10 officially recognized personality disorders are fur-
ther organized into three clusters based on descriptive
similarities: Cluster A (odd-eccentric) includes paranoid,
schizoid, and schizotypal; Cluster B (dramatic-erratic-
emotional) includes antisocial, borderline, histrionic, and
narcissistic; and Cluster C (anxious-fearful) includes
avoidant, dependent, and obsessive-compulsive. Two ad-
ditional personality disorders (passive-aggressive and
depressive) are provided within an appendix to DSM-IV
for diagnoses that are not yet officially recognized. DSM-
IV also includes the diagnosis of personality disorder not
otherwise specified (PDNOS), a diagnosis clinicians can
provide when they believe that a personality disorder is
present but the symptomatology of the patient is not ade-
quately represented by one of the 10 officially recognized
diagnoses.

Definition of Personality Disorder

“Personality traits are enduring patterns of perceiving, relat-
ing to, and thinking about the environment and oneself that
are exhibited in a wide range of social and personal contexts”
(APA, 2000, p. 686). It is when “personality traits are inflex-
ible and maladaptive and cause significant functional impair-
ment or subjective distress [that] they constitute personality
disorders” (APA, 2000, p. 686). DSM-IV (1994, 2000) pro-
vides a formal and general definition of personality disorder
that is particularly important to consider when using the
PDNOS diagnosis. Table 6.1 presents these general diagnos-
tic criteria.

The general diagnostic criteria are concerned primarily
with documenting that the symptomatology concerns per-
sonality functioning (i.e., an enduring pattern of inner expe-
rience that is pervasive across a broad range of personal and
social functioning) rather than another domain of psy-
chopathology (e.g., mood or anxiety disorder). Further de-
tails regarding the concept and assessment of personality
are provided within the fifth volume of this Handbook. How-
ever, we want to highlight here three of the general diag-
nostic criteria.
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First, it is stated in DSM-IV that a personality disorder
“leads to clinically significant distress or impairment in social,
occupational, or other important areas of functioning” (APA,
2000, p. 689). A difficulty many clinicians have with person-
ality disorder (and other mental disorder) diagnosis is the ab-
sence of any definition or guidelines for what is meant by a
clinically significant impairment (Spitzer & Wakefield, 1999;
Widiger & Corbitt, 1994). DSM-IV states only that it is “an
inherently difficult clinical judgment” (APA, 2000, p. 8). 

DSM-III through DSM-IV have provided specific rules for
when enough features of a specific personality disorder, such
as schizoid or borderline, are present in order for it to be
diagnosed, but the rationale for these diagnostic thresholds are
unexplained and do not appear to bear a relationship to the
presence of a clinically significant level of impairment (Widi-
ger & Corbitt, 1994). In the absence of any guidelines or ra-
tionale for the diagnostic thresholds, it is not surprising to find
substantial variation in the diagnostic thresholds across each
edition. For example, Morey (1988) reported an 800% in-
crease in the number of persons beyond the threshold for a
schizoid diagnosis in DSM-III-R as compared to DSM-III and
a 350% increase for the narcissistic diagnosis. Some of this
shift in prevalence might have been intentional (Widiger,
Frances, Spitzer, & Williams, 1988), but much of it was unan-
ticipated (Blashfield, Blum, & Pfohl, 1992). An important
focus of future research and DSM-V will be the development
of a clearer distinction between the presence and absence of a
mental disorder (Spitzer & Wakefield, 1999; Widiger, 2001).

A second point of emphasis with respect to the general de-
finition of personality disorder is that personality disorder
symptomatology is stable over time and of long duration. The
onset of a personality disorder must be traceable back to
adolescence or early adulthood. Temporal stability is funda-
mental to the concept of personality and to the diagnosis of
personality disorders (Tickle, Heatherton, & Wittenberg,
2001). However, the extent to which this fundamental compo-
nent of personality is in fact assessed by researchers and clin-
icians is unclear. Clinicians and researchers tend to emphasize
current symptomatology, and they may do so at the neglect of
determining whether the symptomatology has in fact been
present throughout much of a person’s life; this at times con-
tributes to overdiagnosis and to a failure to adequately distin-
guish personality disorders and other mental disorders.

Finally, the symptoms of a personality disorder are said
in the general definition to deviate from the expectations of
one’s culture. The purpose of this DSM-IV cultural deviation
requirement is to decrease the likelihood that clinicians
will impose the expectations of their own culture onto a pa-
tient (Rogler, 1996). The DSM-IV cultural deviation require-
ment emphasizes that a behavior pattern that appears to be
deviant from the perspective of one’s own culture might be
quite normative and adaptive within another culture. There-
fore, the expectations or norms within the clinician’s culture
might not necessarily be relevant or applicable to a patient
from a different cultural background. For example, “what
is considered to be excessively inhibited in one culture may
be courteously dignified within another” (Widiger, Mangine,
Corbitt, Ellis, & Thomas, 1995, p. 212).

However, one should not infer from the cultural deviation
requirement that a personality disorder is simply a deviation
from a cultural norm. Optimal, healthy functioning does not
necessarily involve adaptation to cultural expectations, nor
does adaptation to cultural expectations necessarily ensure the
absence of maladaptive personality traits (Wakefield, 1992).
In fact, some of the personality disorders may represent—at
least in part—excessive or exaggerated expressions of traits
that a culture values or encourages, at least within some mem-
bers of that culture (Alarcon, 1996; Rogler, 1996; Widiger &
Spitzer, 1991). For example, it is usually adaptive to be confi-
dent but not to be arrogant, to be agreeable but not to be sub-
missive, or to be conscientious but not to be perfectionistic.

Clinical Importance of Personality Disorders

The diagnosis of personality disorders can be quite difficult
and even controversial. Nevertheless, the importance in
assessing for the presence of personality disorders in clinical
practice equals the difficulties of their diagnosis. A formal

TABLE 6.1 General Diagnostic Criteria for a Personality Disorder

A. An enduring pattern of inner experience and behavior that deviates
markedly from the expectations of the individual’s culture. This pattern is
manifested in two (or more) of the following areas:

• Cognition (i.e., ways of perceiving and interpreting self, other people,
and events).

• Affectivity (i.e., the range, intensity, lability, and appropriateness of
emotional response).

• Interpersonal functioning.

• Impulse control.

B. The enduring pattern is inflexible and pervasive across a broad range of
personal and social situations.

C. The enduring pattern leads to clinically significant distress or
impairment in social, occupational, or other important areas of
functioning.

D. The pattern is stable and of long duration, and its onset can be traced
back at least to adolescence or early adulthood.

E. The enduring pattern is not better accounted for as a manifestation or
consequence of another mental disorder.

F. The enduring pattern is not due to the direct physiological effects of a
substance (e.g., a drug of abuse, a medication) or a general medical
condition (e.g., head trauma).

Note. Adapted from American Psychological Association (2000, p. 689).



Introduction 151

recognition by the American Psychiatric Association of the
importance of personality classification to clinical diagnosis
and treatment planning was demonstrated by the provision of
a separate diagnostic axis (Axis II) devoted to personality
disorders in DSM-III (APA, 1980; Frances, 1980). Personal-
ity disorders (along with mental retardation) continue to be
placed on a separate axis for diagnosis in DSM-IV; all other
mental disorders are diagnosed on Axis I (APA, 2000).

The valid, accurate assessment of personality disorders is
important for several reasons. First, the existing large-scale
studies that have assessed individuals for the full range of
Axis I and Axis II disorders indicate that personality disor-
ders are prevalent in both clinical and nonclinical populations
(Mattia & Zimmerman, 2001). For example, Koenigsberg,
Kaplan, Gilmore, and Cooper (1985) reported that 36% of
over 2,000 psychiatric patients in their sample received a
personality disorder diagnosis, whereas Zimmerman and
Coryell (1989) reported that approximately 18% of a non-
clinical, community sample received a personality disorder
diagnosis. Prevalence rates of personality disorders are
also substantial outside of the United States. For example,
the World Health Organization (WHO) and Alcohol, Drug
Abuse, Mental Health Administration (ADAMHA) Joint
Program on the Diagnosis and Classification of Mental Dis-
orders, Alcoholism, and Drug Abuse initiated the Interna-
tional Pilot Study of Personality Disorders (Loranger et al.,
1994). The first report from a field trial evaluating 716 pa-
tients from 11 countries indicated that 51.1% of the patients
met criteria for at least one DSM-III-R personality disorder. 

Although a number of large-scale, community epidemio-
logical studies on Axis I disorders have been conducted, we
know much less about the prevalence of personality disorders
in the general population. Antisocial personality disorder was
the only personality disorder included in the Epidemiological
Catchment Area (ECA) study (Robins & Regier, 1991) and the
National Comorbidity Study (NCS; Kessler, 1999), from
which most of our estimates on the prevalence of mental disor-
ders in the community are drawn. Table 6.2 presents our best
estimates of the prevalence of the full range of DSM personal-
ity disorders, drawn from the DSM-IV text (APA, 2000), sev-
eral empirical studies (Maier, Lichtermann, Klinger, & Heun,
1992; Samuels, Nestadt, Romanoski, Folstein, & McHugh,
1994; Zimmerman & Coryell, 1989), and prior reviews
(Lyons, 1995; Mattia & Zimmerman, 2001; Weissman, 1993).
Across studies that used the DSM criteria to estimate the preva-
lence of current personality disorder (i.e., one or more diag-
noses) the average estimate was 11.25% (range � 7.3–17.9%).
For comparison, the past year prevalence estimates for major
depressive episode were 3.7% (ECA) and 10.3% (NCS),
for generalized anxiety disorder were 3.8% (ECA) and 3.1%
(NCS), for alcohol use disorder were 6.3% (ECA) and
9.7% (NCS), and for drug use disorder were 1.2% (ECA) and
3.6% (NCS). Therefore, personality disorder does appear to be
relatively prevalent in the community. The Cluster B disorders
(especially antisocial, borderline, and histrionic) appear to be
the most prevalent personality disorders.

Many studies have also documented that personality
disorders are associated with significant social and

TABLE 6.2 Estimates of the Prevalence of DSM Personality Disorders in the Community

Zimmerman Samuels Weissman
& Coryell et al. (1994) Maier et al. Moldin et al. (1993)

(1989) [def or prov] (1992) (1994) Review of
DSM-IV DSM-III; DSM-III; DSM-III-R; DSM-III-R; Literature

Personality General Nonclinical Nonclinical Nonclinical Nonclinical through
Disorder Population (n � 797) (n � 762) (n � 452) (n � 302) 1990; US only

Cluster A ? ? 0.1% ? ? ?
Paranoid 0.5–2.5% 0.9% 0.0% 1.8% 0.0% 0.4–1.8%
Schizoid ? 0.9% 0.0% 0.4% 0.0% 0.48–0.7%
Schizotypal 3% 2.9% 0.1% 0.7% 0.7% 0.6–3.0%
Cluster B ? ? 5.4% ? ? ?
Antisocial 1–3% 3.3% 1.8% 0.2% 2.6% 2.3–3.2%
Borderline 2% 1.6% 0.5% 1.1% 2.0% 0.2–1.8%
Histrionic 2–3% 3.0% 3.6% 1.3% 0.3% 1.3–3.0%
Narcissistic �1% 0.0% 0.0% 0.0% 0.0% 0.0%
Cluster C ? ? 4.0% ? ? ?
Avoidant 0.5–1.0% 1.3% 0.0% 1.1% 0.7% 1.1–1.3%
Dependent ? 1.8% 0.2% 1.5% 1.0% 1.6–1.7%
Obsessive 1% 2.0% 3.4% 2.2% 0.7% 1.7–2.2%
Compulsive
Passive N/A 3.3% 0.3% 1.8% 1.7% 1.8–3.0%
Aggressive
Any PD ? 17.9% 9.3% 10.0% 7.3% 10–13.5%
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occupational dysfunction, comorbid Axis I psychopathology,
and even suicidal state (e.g., Bernstein et al., 1993; Daley,
Burge, & Hammen, 2000; Johnson, Cohen, Brown, Smailes, &
Bernstein, 1999; Trull, Useda, Conforti, & Doan, 1997), and
these relations remain significant after controlling for Axis I
disorder and demographic variables (e.g., age, gender). For ex-
ample, one of the more well-validated personality disorders is
the antisocial or psychopathic (Stoff, Breiling, & Maser, 1997).
Persons who have met the diagnostic criteria for this personal-
ity disorder have been shown to be at significant risk for unem-
ployment, impoverishment, injury, violent death, substance
and alcohol abuse, incarceration, recidivism (parole violation),
and significant relationship instability (Hart & Hare, 1997;
L. N. Robins, Tipp, & Przybeck, 1991).

Maladaptive personality traits will be evident among many
patients seeking treatment for an Axis I mental disorder. For
example, Trull, Sher, Minks-Brown, Durbin, and Burr (2000)
estimated that approximately 57% of patients with borderline
personality disorder will meet criteria for one or more sub-
stance use disorders (primarily alcohol use disorder), whereas
approximately 27% of those with one or more substance use
disorders should also receive a borderline diagnosis. Thus, the
comorbidity rates for the substance use and borderline person-
ality disorder are quite substantial, and the presence of a per-
sonality disorder will often result in an increased utilization of
mental health services (Bender et al., 2001).

Investigators have reported that a comorbid diagno-
sis of personality disorder in depressed, substance-abusing,
and anxiety-disordered patients suggests poorer prognosis
(Dolan-Sewell, Krueger, & Shea, 2001; Trull et al., 2000). An-
tisocial patients can be irresponsible, unreliable, or untrust-
worthy; paranoid patients can be mistrustful, accusatory, and
suspicious; dependent patients can be excessively needy;
passive-aggressive patients can be argumentative and opposi-
tional; and borderline patients can be intensely manipulative
and unstable (Sanderson & Clarkin, 1994; Stone, 1993). The
manner and extent to which a patient’s personality facili-
tates and hinders clinical treatment—and the extent to and
manner in which they result in clinically significant maladap-
tive functioning—should be a routine consideration of every
clinician (Harkness & Lilienfeld, 1997). “In the DSM-III, then,
personality not only attained a nosological status of promi-
nence in its own right but was assigned a contextual role that
made it fundamental to the understanding and interpretation of
other psychopathologies” (Millon & Frances, 1987, p. ii).

In sum, the placement of personality disorders on a separate
axis does have a meaningful rationale and justification, but the
separate placement has also become controversial and perhaps
misunderstood. Some have interpreted the placement on a

separate axis to imply that personality disorders (along with
mental retardation) are largely untreatable. Personality disor-
ders are indeed among the most difficult of mental disorders to
treat, in part because they involve pervasive and entrenched
behavior patterns that have been present throughout much of a
person’s life. In addition, people consider many of their per-
sonality traits to be integral to their sense of self, and they
may even value particular aspects of their personality that a
clinician considers to be important targets of treatment
(Stone, 1993). Nevertheless, contrary to popular percep-
tion, personality disorders are not untreatable. Maladaptive
personality traits are often the focus of clinical treatment
(Beck, Freeman, & Associates, 1990; Linehan, 1993; Millon
et al., 1996; Soloff, Siever, Cowdry, & Kocsis, 1994; Stone,
1993), and there is compelling empirical support to indicate
that meaningful responsivity to treatment does occur (Perry,
Banon, & Ianni, 1999; Sanislow & McGlashan, 1998). Treat-
ment of a personality disorder is unlikely to result in the de-
velopment of a fully healthy or ideal personality structure
(whatever that may entail), but clinically and socially mean-
ingful change to personality structure and functioning can
occur.

Assessment of DSM-IV Personality Disorders

There are five methods commonly used for the assessment of
personality disorders in research and general clinical prac-
tice: self-report inventories, unstructured clinical interviews,
semistructured clinical interviews, projective techniques, and
informant reports. Each of these methods is discussed briefly
in turn.

First, several self-report inventories have been developed
that include items that purportedly assess individual DSM-IV
personality disorder criteria (e.g., the Personality Diagnostic
Questionnaire–4; Hyler, 1994). However, because these in-
struments do not include appropriate time frames in their in-
structions (e.g., do not assess whether the diagnostic criteria
were evident since young adulthood) and do not assess
whether a clinically significant level of impairment or dis-
tress is associated with the endorsed personality disorder
symptoms, self-report personality disorder inventories may
be best suited for screening measures—not as diagnostic in-
struments. The prevalence rates obtained by these inventories
tend to be dramatically higher than those estimated by inter-
view measures of personality disorders and well beyond the-
oretical expectations for most of the personality disorders
(Clark & Harrison, 2001; Kaye & Shea, 2000; Westen, 1997;
Zimmerman, 1994). On the other hand, the tendency of self-
report inventories to err in the direction of overdiagnosis does
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make them suitable as screening measures. The administra-
tion of a self-report inventory prior to a clinical interview can
save a considerable amount of interviewing time and alert the
clinician to areas of personality dysfunction that might have
otherwise not have been anticipated or noticed (Widiger,
2002). The generally preferred method of assessment in clin-
ical practice is an unstructured clinical interview (Westen,
1997), whereas the preferred method within clinical research
is the semistructured interview (Rogers, 1995; Zimmerman,
1994). Unstructured clinical interviews can be highly prob-
lematic because they are often idiosyncratic, less reliable,
and more susceptible than are semistructured interviews to
attributional errors, halo effects, and false assumptions, in-
cluding gender biases (Garb, 1997; Widiger, 1998). Conver-
gent validity data have been consistently weakest when one
of the measures was an unstructured clinical interview
(Widiger, 2002). A variety of studies have indicated that cli-
nicians relying upon unstructured clinical interviews routinely
fail to assess for the presence of the specified diagnostic cri-
teria. One of the more compelling demonstrations of this fail-
ure was provided by Morey and Ochoa (1989). Morey and
Ochoa provided 291 clinicians with the 166 DSM-III (APA,
1980) personality disorder diagnostic criteria and asked them
to indicate, for one of their patients, which DSM-III personal-
ity disorder(s) were present and which of the 166 DSM-III
personality disorder diagnostic criteria were present. Kappa
for the agreement between their diagnoses and the diagnoses
that would be given based upon their own assessment of the
diagnostic criteria was poor, ranging from .11 (schizoid) to
.58 (borderline), with a median kappa of only .25. These find-
ings were subsequently replicated by Blashfield and Herkov
(1996). “It appears that the actual diagnoses of clinicians do
not adhere closely to the diagnoses suggested by the [diag-
nostic] criteria” (Blashfield & Herkov, 1996, p. 226).

Patients often meet the DSM-IV diagnostic criteria for more
than one personality disorder, yet clinicians typically provide
only one diagnosis to each patient (Gunderson, 1992). Clini-
cians tend to diagnose personality disorders hierarchically.
After a patient is identified as having a particular personal-
ity disorder (e.g., borderline), clinicians often fail to assess
whether additional personality traits are present (Herkov &
Blashfield, 1995). Adler, Drake, and Teague (1990) provided
46 clinicians with case histories of a patient that met the
DSM-III criteria for four personality disorders (i.e., histrionic,
narcissistic, borderline, and dependent). “Despite the direc-
tive to consider each category separately . . . most clinicians
assigned just one [personality disorder] diagnosis” (Adler
et al., 1990, p. 127). Sixty-five percent of the clinicians
provided only one diagnosis, 28% provided two, and none

provided all four. Comorbidity among mental disorders is
a pervasive phenomenon that can have substantial signifi-
cance and importance to clinical treatment and outcome re-
search (Clark, Watson, & Reynolds, 1995; Sher & Trull, 1996;
Widiger & Clark, 2000), yet comorbidity may be grossly un-
derrecognized in general clinical practice. Zimmerman and
Mattia (1999b) compared the Axis I clinical diagnoses pro-
vided for 500 patients who were assessed with unstructured
clinical interviews with the diagnoses provided by a semi-
structured interview. More than 90% of the patients receiving
the unstructured clinical interview were provided with only
one Axis I diagnosis, whereas more than a third of the patients
assessed with the semistructured interview were discovered to
have met the diagnostic criteria for at least two additional
Axis I disorders. Zimmerman and Mattia (1999a) also re-
ported that clinicians diagnosed less than 1% of the patients
with borderline personality disorder, whereas 14% were diag-
nosed with this disorder when a semistructured interview
was used. Zimmerman and Mattia (1999a) then provided
the clinicians with the additional information obtained by the
more systematic semistructured interview. “Providing the
results of [the] semistructured interview to clinicians prompts
them to diagnose borderline personality disorder much more
frequently” (Zimmerman & Mattia, 1999a, p. 1570). The rate
of diagnosis increased from .4% to 9.2%.

The reluctance to use semistructured interviews in general
clinical practice is understandable because they are constrain-
ing, may at times be impractical, and can appear to be superfi-
cial (Westen, 1997). However, they are particularly advisable
when questions regarding the reliability or validity of an as-
sessment are likely to be raised (Widiger, 2002). Semistruc-
tured interviews are helpful in ensuring that the interview
will be systematic, comprehensive, replicable, and objective
(Widiger & Coker, 2002). Diagnoses derived from the admin-
istration of a semistructured interview have often been used as
the standard by which the validity of other measures are eval-
uated. Minimally, semistructured interviews are useful in pro-
viding to the clinician a set of useful suggestions for a variety
of possible inquiries to use for the assessment of each diag-
nostic criterion.

Several semistructured interviews for the assessment of
DSM-IV personality disorders are available (Clark & Harrison,
2001; Kaye & Shea, 2000; Widiger, 2002; Widiger & Coker,
2002; Zimmerman, 1994). Regrettably, there have been only a
few studies concerned with their convergent validity. This lim-
ited research has suggested questionable validity with respect
to agreement for the presence of categorical diagnoses but
acceptable to good convergent validity with respect to the as-
sessment of the extent to which respective personality disorder
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symptomatology are present (e.g., Skodol, Oldham, Rosnick,
Kellman, & Hyler, 1991).

A potential disadvantage of self-report inventories and
semistructured interviews is their emphasis on self-report
(Bornstein, 1995; Westen, 1997). Personality disorders are
characterized in part by distortions in self-image and self-
presentation, which may not be assessed adequately simply
by asking respondents if they have each diagnostic criterion.
However, it is important to emphasize that neither self-report
inventories nor semistructured interviews rely upon accurate
self-report. Semistructured interviews include many open-
ended questions, indirect inquiries, and observations of the
respondents’ manner of relating to the interviewer. Interview-
ers administering a semistructured interview do not simply
record respondents’ answers to queries, but are instead using
their clinical expertise to rate each diagnostic criterion based
in part on direct, indirect, and open-ended questions that have
been found by experienced investigators to be effective for
assessing whether a particular diagnostic criterion is present.

Projective tests are less dependent on the ability or will-
ingness of a person to provide an accurate self-description
(Bornstein, 1995), but there is currently only limited empiri-
cal support for the use of projective techniques for the as-
sessment of the DSM-IV personality disorders. Supportive
research has been reported for the assessment of histrionic,
narcissistic, antisocial, and borderline personality traits (e.g.,
Blais, Hilsenroth, & Fowler, 1998; Hilsenroth, Handler, &
Blais, 1996), but no projective test currently provides a sys-
tematic or comprehensive assessment of the DSM-IV person-
ality disorders. There is also disagreement concerning the
extent of the empirical support for projective tests (Acklin,
1999; Archer, 1999; Garb, 1999; Weiner, 1999; Wood &
Lilienfeld, 1999).

An underutilized method of personality disorder assess-
ment is informant report (Clark, Livesley, & Morey, 1997). In-
formants (e.g., family members, close friends) can provide an
historical perspective on an individual’s personality function-
ing and thus may lack the significant personality or Axis I
pathology that can complicate a patient’s self-description. Self-
and informant assessments of personality disorder symptoma-
tology often fail to agree, and it is not yet certain which per-
spective should be considered to be more valid (Bernstein
et al., 1997; Riso, Klein,Anderson, Ouimette, & Lizardi, 1994;
Widiger, 2002; Zimmerman, 1994). Relatives and close friends
will not know everything about a person that would be neces-
sary to provide a valid description, they may have their own
axes to grind, and they may have false assumptions or expecta-
tions concerning the identified target. Nevertheless, informant
reports of personality disorder features remains a promising
method that deserves more research attention. Oltmanns and

his colleagues have been conducting a particularly creative and
intriguing investigation of the agreement and disagreement
between self-descriptions and peer nominations of air force
recruits (Oltmanns, Turkheimer, & Strauss, 1998).

THE DSM-IV PERSONALITY DISORDERS

Up to this point, we have reviewed the definition of personal-
ity disorder, its clinical importance, and its assessment. In the
following sections we describe briefly each of the 10 person-
ality disorders included in DSM-IV.

Paranoid Personality Disorder

Description

Paranoid personality disorder (PPD) is characterized by an all-
pervasive distrust and suspiciousness of others (Miller, Useda,
Trull, Burr, & Minks-Brown, 2001). To receive a DSM-IV
PPD diagnosis, one must exhibit at least four of seven diag-
nostic criteria that are—for the most part—indicators of a sus-
picious interpersonal style and a tendency to read malevolent
intentions into what are truly innocuous or neutral interactions
or events (APA, 1994, 2000). As one might guess, individuals
with PPD are rather difficult to get along with, and they are
likely to be argumentative, hostile, and overly sarcastic. They
may blame others for their own difficulties and misfortunes
and are unlikely to be able to work collaboratively or closely
with others. They might maintain a steady employment but
will often be difficult coworkers because they tend to be rigid,
controlling, critical, blaming, and prejudicial. They might be-
come involved in lengthy, acrimonious, and litigious disputes
that are difficult if not impossible to resolve.

Epidemiology

DSM-IV estimates that only 0.5–2.5% of the general popula-
tion qualify for a PPD diagnosis, and epidemiological studies
of community samples (see Table 6.2) support this estimate.
Although PPD may be more prevalent in clinical samples, it
is unlikely that PPD will be the patient’s presenting problem.
The available studies indicate that more men than women are
diagnosed with PPD (Corbitt & Widiger, 1995; Miller et al.,
2001). There are no strong empirical data to suggest that
members of certain racial or ethnic groups are more likely to
receive a PPD diagnosis. In fact, DSM-IV cautions against
overinterpreting anger and frustration in response to per-
ceived neglect or guardedness sometimes exhibited by indi-
viduals from other cultures or backgrounds.
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Etiology

There is little research to indicate a direct inheritance of PPD
(McGuffin & Thapar, 1992; Nigg & Goldsmith, 1994). There
has been research to indicate a genetic contribution to the de-
velopment of paranoid personality traits, if these traits are
conceptualized as being on a continuum with general person-
ality functioning (Jang, McCrae, Angleitner, Reimann, &
Livesley, 1998; Livesley, Jang, & Vernon, 1998; Nigg &
Goldsmith, 1994). There is some support for a genetic rela-
tionship of PPD with schizophrenia and delusional disorder
(persecutory type), but these findings have not always been
replicated and the positive results may have been due in part
to the overlap of PPD with the schizotypal personality disor-
der (Miller et al., 2001; Siever, 1992).

There has been speculation on the neurophysiology that
might underlie the personality disorders within the odd-
eccentric cluster (Cloninger, 1998; Siever & Davis, 1991) but
research has been confined largely to the schizotypal person-
ality disorder. There has been little consideration given to the
neurophysiological concomitants of nonpsychotic paranoid
personality traits.

Attention has been given to cognitive and interpersonal
models for the development of paranoid personality traits.
Paranoid beliefs may have a self-perpetuating tendency due
to the focus on signs of and evidence for malicious intentions
(Beck et al., 1990). From this perspective, the pathology of
PPD would be inherent to the irrationality of the belief sys-
tems and would be sustained by biased information process-
ing. There might also be an underlying motivation or need to
perceive threats in others and to externalize blame that help
to sustain the accusations and distortions (Stone, 1993).

There are few systematic studies on psychosocial contri-
butions to the development of PPD. There are retrospective
data indicating that persons with this personality disorder
considered their parents to be excessively critical, rejec-
ting, withholding, and at times even abusive (e.g., Modestin,
Oberson, & Erni, 1998; Norden, Klein, Donaldson, Pepper, &
Klein, 1995); however, the retrospective nature of these stud-
ies is problematic (paranoid persons might not be providing
accurate descriptions of prior relationships) and the child-
hood experiences that have been identified are not specific
to this personality disorder (Miller et al., 2001). There are
presently no prospective longitudinal studies that have ex-
plored the development of paranoid personality traits.

Premorbid traits of PPD that might be evident prior to
adolescence include isolation, hypersensitivity, hypervigi-
lance, social anxiety, peculiar thoughts, and idiosyncratic
fantasies (APA, 1994, 2000). As children, they may appear
odd and peculiar to their peers and may not have achieved to

their capacity in school. Mistrust and suspicion is often evi-
dent in members of minority groups, immigrants, refugees,
and other groups for whom such distrust is often a realistic
and appropriate response to their social environment. It is
conceivable that a comparably sustained experience through
childhood and adolescence could contribute to the develop-
ment of excessive paranoid beliefs that are eventually applied
inflexibly and inappropriately to a wide variety of persons,
but it can be very difficult to determine what is excessive or
unrealistic suspicion and mistrust within a member of an op-
pressed minority (Alarcon & Foulks, 1996; Whaley, 1997).
Paranoid suspiciousness could in fact be more closely asso-
ciated with prejudicial attitudes, wherein a particular group
in society becomes the inappropriate target of one’s anger,
blame, and resentment.

Schizoid Personality Disorder

Description

Schizoid personality disorder (SZPD) is characterized by so-
cial detachment and isolation as well as by restricted emo-
tional experience and expression (APA, 2000; Miller et al.,
2001). Individuals with this personality disorder not only
choose to be by themselves, but they also have little interest
in establishing or maintaining interpersonal relationships. In
addition, SZPD individuals show little emotional expression
and may not even appear to experience much pleasure, joy, or
sadness. They have few friendships. Those that do occur are
likely to have been initiated by the other person. They will
have had few sexual relationships and may never marry. Re-
lationships will fail to the extent to which the other person
desires or needs emotional support, warmth, and intimacy.
Persons with SZPD may do well within an occupation as long
as substantial social interaction is not required. They would
prefer to work in isolation. They may eventually find em-
ployment and a relationship that is relatively comfortable or
tolerable to them, but they could also drift from one job to an-
other and remain isolated throughout much of their lives. If
they do eventually become parents, they have considerable
difficulty providing warmth and emotional support and may
appear neglectful, detached, and disinterested.

Epidemiology

SZPD, as diagnosed by DSM-IV, does appear to be relatively
uncommon in both clinical and nonclinical settings. Esti-
mates of this disorder in the general population have been less
than 1% (see Table 6.2). Over the years, the definition of
SZPD has become more restricted, and many of the features
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once associated with this disorder prior to DSM-III (APA,
1980) are now part of the criterion sets of other disorders
(e.g., avoidant and schizotypal; Miller et al., 2001). DSM-IV
states that SZPD is diagnosed more frequently in men than in
women; however, the empirical findings are mixed (Corbitt &
Widiger, 1995). It is also important to caution against over-
diagnosing SZPD in individuals from other cultures or mi-
nority ethnic backgrounds. Such individuals may appear
somewhat introverted or isolated, as well as emotionally
aloof, simply because they are being interviewed or observed
by someone from another culture or because their culture is
not, on average, as affiliative or emotionally expressive as the
majority cultures in the United States.

Etiology

There is little research to indicate a direct inheritance of
SZPD (McGuffin & Thapar, 1992; Nigg & Goldsmith, 1994).
A substantial amount of research has supported the herita-
bility for the general personality dimension of introversion
(Jang & Vernon, 2001; Plomin & Caspi, 1999), and SZPD
does appear to be essentially equivalent to the social with-
drawal and anhedonia evident within extreme introversion
(Trull, 1992; Trull et al., 1998). A genetic association with
schizophrenia has at times been reported, but this association
might be explained by the overlap of SZPD with schizotypal
personality traits (Fulton & Winokur, 1993; Miller et al.,
2001; Siever, 1992).

Psychosocial models for the etiology of SZPD are lacking.
It is possible that a sustained history of isolation during in-
fancy and childhood, with an encouragement or modeling by
parental figures of interpersonal withdrawal, social indiffer-
ence, and emotional detachment could contribute to the
development of schizoid personality traits, but there is no sys-
tematic research to support this hypothesis. Persons with
SZPD are likely to have been socially isolated and withdrawn
as children. They may not have been accepted well by their
peers and may have even been the brunt of some ostracism
(APA, 1994, 2000). However, systematic research on the
childhood development of SZPD is lacking (Bernstein &
Travaglini, 1999; Miller et al., 2001). The central pathology of
SZPD might be anhedonic deficits, or an excessively low abil-
ity to experience positive affectivity (Rothbart &Ahadi, 1994;
Siever, 1992). A fundamental distinction of schizophrenic
symptomatology is between positive and negative symptoms.
Positive symptoms include hallucinations, delusions, inap-
propriate affect, and loose associations; negative symptoms
include flattened affect, alogia, and avolition. SZPD may rep-
resent subthreshold negative symptoms, comparable to the
subthreshold positive symptoms (cognitive-perceptual aber-
rations) that predominate schizotypal PD.

Schizotypal Personality Disorder

Description

Schizotypal personality disorder (STPD) is characterized by
a pervasive pattern of interpersonal deficits, cognitive and
perceptual aberrations, and behavioral eccentricities (APA,
2000; Miller et al., 2001). Persons with STPD exhibit exces-
sive social anxiety that is related to paranoid fears. They also
appear odd, eccentric, or peculiar in their behavior or appear-
ance, display inappropriate or constricted affect, and have
few (if any) friends or confidants outside of their immediate
family. Also striking are the STPD individual’s unusual
ideas, beliefs, and communication. Those with this personal-
ity disorder tend to misinterpret or overpersonalize events, to
hold unusual ideas that influence behavior (e.g., telepathy,
clairvoyance), and to have difficulty being understood by
others. They may drift toward esoteric, fringe groups that
support their magical thinking and aberrant beliefs. These ac-
tivities can provide structure for some persons with STPD,
but they can also contribute to a further loosening and de-
terioration if there is an encouragement of psychotic-like or
dissociative experiences.

Persons with STPD are most likely to seek treatment for
anxiety or mood disorders rather than seek treatment for the
symptoms specific to STPD. Individuals with STPD may ex-
perience transient psychotic episodes especially in response
to stress. However, these episodes are relatively brief (i.e.,
lasting a few minutes to a few hours) and are typically of in-
sufficient duration to warrant an Axis I psychotic diagnosis.
Only a small proportion of persons with STPD develop
schizophrenia, but many may eventually develop a major de-
pression. The symptomatology of STPD does not appear to
remit with age (Siever, 1992). The course appears to be rela-
tively stable, with some proportion of schizotypal persons re-
maining marginally employed, withdrawn, and transient
though much of their lives.

Epidemiology

Although DSM-IV reports that STPD may occur in up to 3%
of the population, most estimates using structured diagnostic
interviews to assess STPD are lower and closer to 1% (see
Table 6.2). STPD appears to be slightly more common in
men. Little is known about the prevalence of this disorder in
nonwestern cultures.

Etiology

There is empirical support for a genetic association of STPD
with schizophrenia (McGuffin & Thapar, 1992; Nigg &
Goldsmith, 1994), which is consistent with the fact that the
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diagnostic criteria for STPD were obtained from studies of
the biological relatives of persons with schizophrenia (Miller
et al., 2001). A predominant model for the psychopathology
of STPD is deficits or defects in the attention and selection
processes that organize a person’s cognitive-perceptual eval-
uation of and relatedness to his or her environment (Siever &
Davis, 1991). These deficits may lead to discomfort within
social situations, misperceptions and suspicions, and to a
coping strategy of social isolation. Correlates of central ner-
vous system dysfunction seen in persons with schizoprenia
have been observed in laboratory tests of persons with STPD,
including performance on tests of visual and auditory atten-
tion (e.g., backward masking and sensory gating tests) and
smooth pursuit eye movement that might be associated with
dysregulation along dopaminergic pathways (Siever, 1992).
As children, persons with STPD are likely to have been no-
tably isolated. They may have appeared peculiar and odd to
their peers, and may have been teased or ostracized. Achieve-
ment in school was likely to have been impaired, and they
may have been heavily involved in esoteric fantasies and pe-
culiar games—particularly those that do not involve peers
(APA, 1994, 2000). Empirical support for the childhood de-
velopment of STPD, however, is limited.

Antisocial Personality Disorder

Description

Antisocial personality disorder (ASPD) is characterized by a
pattern of behavior that reflects an extreme disregard for and
violation of the rights of others. The DSM-IV diagnostic cri-
teria for ASPD include deceitfulness, impulsivity, irritability-
aggressiveness, acts of criminality, and irresponsibility
(APA, 2000). Persons with ASPD often commit reckless acts
that neglect to consider the safety of others, and they lack re-
morse for the harm they have inflicted. Additional features of
ASPD not included within the DSM-IV diagnostic criteria
include arrogance, superficial charm, exploitativeness, and
a lack of empathy (Hare, 1991; Sutker & Allain, 2001).
Persons with ASPD are unlikely to maintain steady employ-
ment. Some persons with ASPD can obtain professional and
criminal success for periods of time, as long as their exploita-
tions, violations, deceptions, and manipulations are not dis-
covered. Their success, however, may at some point unravel,
due in part to their impulsivity, negligence, and lack of fore-
sight. A similar pattern may occur within their social and
sexual relationships. They may at first appear to be quite suc-
cessful socially, as they can be charming, fun, and engaging,
but many of their relationships will eventually fail as a result
of their lack of empathy, fidelity, and responsibility, as well as
episodes of abuse, exploitation, and angry hostility.

ASPD is evident in childhood in the form of a conduct dis-
order (e.g., aggression toward persons and animals, destruc-
tion of property, deceitfulness or theft, and serious violations
of laws and rules). Evidence of conduct disorder before the
age of 15 is in fact required for the DSM-IV diagnosis of
ASPD (APA, 2000). However, it is important to emphasize
that not all children with conduct disorder will meet the crite-
ria for ASPD as an adult. A continuation into adulthood is
more likely to occur if multiple delinquent behaviors are evi-
dent before the age of 10 (Hinshaw, 1994).

Epidemiology

It is estimated that the prevalence rate for ASPD is about 3%
in men and about 1% in women (L. N. Robins et al., 1991).
High rates of this personality disorder are seen in substance
abuse treatment settings and in forensic settings. Up to 50%
of males within prison settings meet the DSM-IV criteria for
ASPD, but this could be due in part to a lack of adequate
specificity of the diagnostic criteria within prison settings
(Hare, 1991). Although ASPD is more common among those
from lower socioeconomic classes and those in urban set-
tings, the direction of the causality for this relationship is un-
clear. This correlation may reflect that persons with ASPD
migrate to urban settings and become more socially or eco-
nomically impoverished or that economic impoverishment
contributes to the development of antisocial traits.

Etiology

There is considerable support from twin, family, and adoption
studies for a genetic contribution to the etiology of the crimi-
nal, delinquent tendencies of persons with ASPD (McGuffin
& Thapar, 1992; Nigg & Goldsmith, 1994; Stoff et al., 1997;
Sutker & Allain, 2001). The genetic disposition can be more
evident in females with ASPD due in part to a greater social
pressure on females against the development of aggressive,
exploitative, and criminal behavior.

Abnormally low levels of anxiousness, constraint, and
arousal have been implicated in the development of ASPD.
Research has suggested that individuals with ASPD demon-
strate a hyporeactive electrodermal response to stress that
is associated with a commonly studied domain of normal
personality functioning—neuroticism or negative affectivity
(Patrick, 1994). These findings are consistent with develop-
mental research concerned with the interaction of parenting
and temperament (e.g., low anxiousness and low inhibition)
on the development of a moral conscience (Kochanska,
1991). From this perspective, the pathology of psychopathy
might not be a deficit that is qualitatively distinct from gen-
eral personality functioning (Widiger & Lynam, 1998). “The
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observed absence of startle potentiation in psychopaths . . .
may reflect a temperamental deficit in the capacity for nega-
tive affect” (Patrick, 1994, p. 425).

Activities that the average person would find stimulating
might be found by psychopathic persons to be dull, impelling
them perhaps to engage in risky, reckless, prohibited, and im-
pulsive activities. Abnormally low levels of arousal would
also minimize feelings of anxiety, guilt, or remorse and help
resist aversive conditioning. The development of normal lev-
els of guilt, conscience, and shame may require a degree of
distress-proneness (neuroticism or negative affectivity) and
attentional self-regulation (constraint). Normal levels of anx-
iousness promote the internalization of conscience (the intro-
jection of the family’s moral values) by associating distress
and anxiety with wrongdoing, and the temperament of self-
regulation helps modulate impulses into a socially acceptable
manner (Kochanska, 1991).

There are also substantial data to support the contribution
of family, peer, and other environmental factors, although no
single environmental factor appears to be specific to its devel-
opment (Stoff et al., 1997; Sutker & Allain, 2001). Modeling
of exploitative, abusive, and aggressive behavior by parental
figures and peers; excessively harsh, lenient, or erratic disci-
pline; and a tough, harsh environment in which feelings of
empathy and warmth are discouraged (if not punished) and
tough-mindedness, aggressiveness, and exploitation are en-
couraged (if not rewarded) have all been associated with the
development of ASPD. For example, ASPD in some cases
could be the result of an interaction of early experiences of
physical or sexual abuse, exposure to aggressive parental
models, and erratic discipline that develop a view of the world
as a hostile environment, which is further affirmed over time
through selective attention on cues for antagonism, encour-
agement and modeling of aggression by peers, and the imme-
diate benefits that result from aggressive behavior (Dodge &
Schwartz, 1997; Farrington, 1997).

Borderline Personality Disorder

Description

Borderline personality disorder (BPD) is characterized by a
pattern of impulsivity and instability in affect, interpersonal
relationships, and self-image. According to DSM-IV, at least
five of nine criteria must be present for a BPD diagnosis
(APA, 2000). Table 6.3 provides these diagnostic criteria for
BPD. As can be seen from Table 6.3, those diagnosed with
BPD frequently experience strong, intense negative emotions
and are prone to suicidal threats, gestures, or attempts. They
are unsure of their self-image as well as their own views of

other people. They harbor intense abandonment fears and
feelings of emptiness. Stressful situations may invoke tran-
sient paranoid ideation or dissociation. Associated features
include a propensity for engaging in self-defeating behavior
(e.g., making a bad decision that destroys a good relation-
ship), high rates of mood or substance use disorders, and pre-
mature death from suicide. Approximately 3–10% will have
committed suicide by the age of 30 (Gunderson, 2001).

Epidemiology

It is estimated that approximately 2% of the general pop-
ulation meets diagnostic criteria for BPD. BPD is the most
frequently diagnosed personality disorder in both inpatient
and outpatient settings (Adams, Bernat, & Luscher, 2001;
Gunderson, 2001). It is believed that more women than men
meet the criteria for BPD, but this belief is based primarily on
clinical studies. It is important to distinguish BPD symptoms,
which are chronic and pervasive, from borderline behaviors
that may be exhibited for short periods of time in adoles-
cence. Studies that have followed over time children and ado-
lescents who initially received a BPD diagnosis find that only
a small percentage still have a BPD diagnosis years later.
This finding raises the possibility that BPD may be overdiag-
nosed in children and adolescents.

TABLE 6.3 Diagnostic Criteria for Borderline Personality Disorder

A pervasive pattern of instability of interpersonal relationships, self-image,
and affects, and marked impulsivity beginning by early adulthood and
present in a variety of contexts, as indicated by five (or more) of the
following:

1. Frantic efforts to avoid real or imagined abandonment. Note: Do not
include suicidal or self-mutilating behavior covered in Criterion 5.

2. A pattern of unstable and intense interpersonal relationships
characterized by alternating between extremes of idealization and
devaluation.

3. Identity disturbance: markedly and persistently unstable self-image or
sense of self.

4. Impulsivity in at least two areas that are potentially self-damaging
(e.g., spending, sex, substance abuse, reckless driving, binge eating).
Note: Do not include suicidal or self-mutilating behavior covered in
Criterion 5.

5. Recurrent suicidal behavior, gestures, threats, or self-mutilating
behavior.

6. Affective instability due to a marked reactivity of mood (e.g., intense
episodic dysphoria, irritability, or anxiety usually lasting a few hours
and only rarely more than a few days).

7. Chronic feelings of emptiness.

8. Inappropriate, intense anger or difficulty controlling anger (e.g.,
frequent displays of temper, constant anger, recurrent physical
fights).

9. Transient, stress-related paranoid ideation or severe dissociative
symptoms.

Note. Adapted from American Psychiatric Association (2000, p. 710).
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Etiology

There are studies to suggest a genetic disposition specific to
BPD, but research has also suggested an association with
mood and impulse disorders (McGuffin & Thapar, 1992;
Nigg & Goldsmith, 1994). There is also empirical support for
a childhood history of physical abuse, sexual abuse, or both,
as well as parental conflict, loss, and neglect (Gunderson,
2001; Johnson et al., 1999; Silk, Lee, Hill, & Lohr, 1995;
Zanarini, 2000). It appears that past traumatic events are im-
portant in many if not most cases of BPD, contributing to the
development of malevolent perceptions of others (Ornduff,
2000) and a comorbidity with posttraumatic stress, mood,
and dissociative disorders. BPD may involve the interaction
of a genetic disposition for lack of mood and impulse control
with an evolving series of intense and unstable relationships
(Bartholomew, Kwong, & Hart, 2001; Paris, 2001). Linehan
(1993) hypothesizes that persons with a borderline personal-
ity disorder failed to learn important and useful skills for reg-
ulating emotional arousal and tolerating emotional distress;
they learned instead that drug abuse, promiscuity, and self-
injurious behavior produce temporary relief from stress.

There are numerous theories regarding the pathogenic
mechanisms of BPD; most concern expectations of abandon-
ment, separation, exploitative abuse, or any combination of
these (Gunderson, 2001). Persons with BPD have usually had
quite intense, disturbed, or abusive relationships with the sig-
nificant persons of their lives, including their parents. They
continue to expect and may even recreate unstable and in-
tense relationships throughout their adult lives. Persons with
BPD may require numerous hospitalizations due to their lack
of affect and impulse control, psychotic-like and dissociative
symptomatology, and risk of suicide (Stone, 2001). Minor
problems quickly become crises as the intensity of affect and
impulsivity contribute to disastrous life decisions. They are
at a high risk for developing depressive, substance-related,
bulimic, and posttraumatic stress disorders (Adams et al.,
2001). The potential for suicide is increased with a comorbid
mood and substance-related disorder.

Histrionic Personality Disorder

Description

Histrionic personality disorder (HPD) is characterized by
pervasive and excessive emotionality and attention seeking
(Widiger & Bornstein, 2001). The DSM-IV criteria for HPD
include actions and behaviors that serve to place one in the
center of attention, behavior that is provocative or inappro-
priately intimate, fleeting and superficial emotional expres-
sion, and suggestibility (APA, 2000). Persons with HPD tend

to experience difficulty both in romantic relationships and in
friendships. They have trouble balancing their strong needs
for attention and intimacy with the reality of the situation. It
is often difficult for those with HPD to delay gratification,
and they are prone to act impulsively. Persons with this dis-
order are said to have a pathologic need to be loved, desired,
and involved with others on an intimate basis, and they use a
variety of means to get this involvement (Horowitz, 1991).
They use their physical appearance to draw attention to them-
selves, they are melodramatically emotional, and they are
inappropriately seductive. They may even perceive a rela-
tionship as being more intimate than is really the case, in part
because of their need for romantic fantasy.

Epidemiology

As indicated in Table 6.2, about 2–3% of the general popula-
tion is believed to meet criteria for an HPD diagnosis. HPD is
more prevalent among women, but it is important to keep cul-
tural, gender, and age norms in mind when judging whether a
given behavioral feature is indicative of HPD. The diagnostic
criteria for HPD resemble closely stereotypic femininity, and
clinicians at times overdiagnose HPD in women (Widiger,
1998). Cultural groups also differ in their degrees of emo-
tional expression. It is only when the degree of emotional ex-
pression is excessive (within a cultural group) and causes
distress or impairment that it should be considered sympto-
matic of HPD. HPD is likely to be diagnosed in some cultural
groups more than in others. For example, the disorder might
be seen less frequently in Asian cultures, in which overt
sexual seductiveness is less frequent (Johnson, 1993) and
more frequently within Hispanic and Latin American cul-
tures, in which more overt and uninhibited sexuality is evident
(Padilla, 1995). It can be difficult to determine when or how
adjustments to the diagnostic criteria should be made within
these different cultural contexts because the DSM-IV criteria
may also reflect biases or assumptions regarding seductive-
ness that are not shared within other societies (Alarcon, 1996;
Rogler, 1996).

Etiology

There has been little research on the etiology of HPD. There
is some limited support for the heritability of histrionic per-
sonality traits, but there has not yet been a familial aggrega-
tion, twin, or adoption study of this disorder (Jang & Vernon,
2001; McGuffin & Thapar, 1992; Nigg & Goldsmith, 1994).
There are data to suggest that HPD is a constellation of mal-
adaptive variants of common personality traits within the
broad domains of neuroticism and extraversion (Trull, 1992;



160 Personality Disorders

Trull et al., 1998). For example, normal extraversion includes
the dispositions to be outgoing, talkative, and affectionate; to
be convivial, to have many friends, and to seek social con-
tact; to be energetic, fast-paced, and vigorous; to be flashy,
seek stimulation, and take risks; and to be high-spirited
(Costa & McCrae, 1992). Traits of extraversion are for the
most part desirable and adaptive, but persons who are at the
most extreme variants of these traits are likely to be histrionic
and experience a number of maladaptive consequences
(Trull, 1992). To the extent that HPD does indeed include
maladaptively extreme variants of the personality traits of
extraversion, there would be support for its heritability (Jang
et al., 1998; Nigg & Goldsmith, 1994).

A variety of parent-child relationships may contribute to
the development of HPD (Bornstein, 1999). Histrionic needs
may develop in part through an overly eroticized parent-child
relationship. For example, a father might repeatedly indicate
through a variety of verbal and nonverbal communications
that his love and attention for a daughter are largely contin-
gent upon her being attractive, desirable, and provocative to
him. Her sense of self-worth and meaning might be depen-
dent in large part on how he relates to her, and she might then
value herself primarily in terms of how she is valued by men
(Millon et al., 1996; Stone, 1993). Empirical support for this
developmental model of HPD, however, is lacking.

Neurochemical models of the disorder have emphasized a
hyperresponsiveness of the noradrenergic system. This dys-
regulation in catecholamine functioning may contribute to a
pronounced emotional reactivity to signs of rejection (Klein,
1999). There may be a naturally occurring neurochemical
mechanism for the regulation of mood in response to signs of
social applause and rejection. This regulatory mechanism
would be helpful sociobiologically in making a person ap-
propriately responsive to cues of social interest, but excessive
responsivity of the noradrenergic system might also result in
oversensitivity to attention and rejection.

Narcissistic Personality Disorder

Description

Narcissistic personality disorder (NPD) is characterized
by grandiosity, a need for admiration, and a lack of empathy
for others (APA, 2000; Widiger & Bornstein, 2001). Per-
sons with NPD tend to have an exaggerated sense of self-
importance and to believe that they are so unique that they
can only be understood by similarly special people. These
self-views lead to interpersonal behaviors that prove to be
problematic—arrogance, exploitativeness, and a sense of

entitlement. Despite the veneer of high self-confidence and
self-esteem, those with NPD are quite vulnerable to real or
perceived threats to their status. Therefore, it is not uncom-
mon to see rage or counterattacks.As might be expected, NPD
individuals tend to have serial friendships, which end when
others discontinue their willingness to express admiration or
envy. NPD individuals’ intolerance of criticism or perceived
defeat may keep them from high levels of achievement.

Epidemiology

According to estimates (see Table 6.2), NPD seems relatively
rare in the general population (i.e., less than 1%). NPD is also
among the least frequently diagnosed personality disorders
within clinical settings (Widiger & Bornstein, 2001). This
personality disorder does appear to be more prevalent among
men, but systematic epidemiological studies have not been
conducted. It is important not to mistake an idealism that is
characteristic of adolescents and young adults (e.g., stating a
strong belief that one will become a surgeon) with the traits
and behaviors of NPD. It is only when such beliefs are ex-
cessive (i.e., extremely unrealistic) and cause significant dis-
tress or impairment that we see them as indicative of NPD.

Cross-cultural studies of narcissism and narcissistic person-
ality disorder would be of interest. NPD is the only DSM-IV
personality disorder that is not given official recognition within
the WHO’s (1992) international nomenclature. Some theorists
have in fact suggested that NPD is distinctly cultural, arguing
that pathological narcissism is the manifestation of a modern,
Western society that has become overly self-centered and ma-
terialistic, coupled with a decreasing importance of familial
(interpersonal) bonds (Cooper & Ronningstam, 1992).

Etiology

There has not yet been a familial aggregation, twin, or adoption
study of NPD (McGuffin & Thapar, 1992). The predominant
models for the etiology of narcissism have been largely social
learning or psychodynamic. One model proposes that narcis-
sism develops through an excessive idealization by parental
figures, which is then incorporated by the child into his or her
self-image (Millon et al., 1996). Narcissism may also develop
through unempathic, neglectful, inconsistent, or even devalu-
ing parental figures who have failed to adequately mirror a
child’s natural need for idealization (Cooper & Ronningstam,
1992). The child may find that the attention, interest, and per-
ceived love of a parent are contingent largely on achievements
or successes.They may fail to perceive the parents as valuing or
loving them for their own sake but may instead recognize that
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the love and attention are largely conditional on successful ac-
complishments (Widiger & Bornstein, 2001). They might then
develop the belief that their own feelings of self-worth are de-
pendent upon a continued recognition of their achievements
and successes by others. Conflicts and deficits with respect to
self-esteem do appear to be central to the pathology of the
disorder (Stone, 1993). Narcissistic persons continually seek
and obtain signs and symbols of recognition to compensate
for conscious or perhaps even unconscious feelings of in-
adequacy. Empirical support for the validity of hypotheses
concerning narcissistic pathology are being provided by
social-psychological (as well as clinical) research. Rhodewalt,
Madrian, and Cheney (1998), for example, indicated how
narcissism is more highly correlated with instability in self-
esteem than with simply a consistently high self-confidence.
Narcissism is perhaps a maladaptive process of regulating or
protecting a fragile self-esteem in part through gaining the ap-
proval and admiration of others (Raskin, Novacek, & Hogan,
1991). Baumeister and his colleagues have been exploring
the contribution of narcissistic conflicts to the occurrence of
aggressive, violent behavior (Baumeister, Smart, & Boden,
1996; Bushman & Baumeister, 1998). They demonstrated em-
pirically, for example, that neither low nor high self-esteem
was predictive of reacting aggressively to threat. It was in-
stead a combination of vulnerable self-esteem and injurious
insult.

Avoidant Personality Disorder

Description

Avoidant personality disorder (AVPD) is characterized by a
pervasive pattern of timidity, inhibition, feelings of inade-
quacy, and social hypersensitivity (APA, 2000; Bernstein &
Travaglini, 1999). Those with AVPD for the most part avoid
situations (occupational or otherwise) that require significant
interpersonal contact. Therefore, they are seen as shy or lon-
ers. This interpersonal stance seems driven by the belief that
they are inept, unappealing, or inferior. AVPD individuals are
afraid of being embarrassed or rejected by others. They only
become involved with others in situations in which they feel
certain they will be accepted or liked. AVPD individuals
want close relationships, but their fears keep them from initi-
ating and maintaining contacts. Associated features of AVPD
include hypervigilance (especially in social situations), low
self-esteem, and a proneness both to anxiety disorders and to
mood disorders.

Occupational success may not be significantly impaired
as long as there is little demand for public performance.

Through a job or career, persons with AVPD may in fact find
considerable gratification and esteem that they are unable
to find within their relationships. The job can serve as a
distraction from intense feelings of loneliness. Their avoid-
ance of social situations impairs their ability to develop ade-
quate social skills, and their impaired social skills then
further handicap their efforts to develop relationships. How-
ever, they may eventually develop an intimate relationship to
which they often cling dependently. Persons with AVPD are
prone to mood and anxiety disorders—particularly depres-
sion and social phobia.

Epidemiology

Timidity, shyness, social insecurity, and other features of
AVPD are not uncommon problems, and AVPD is one of the
more prevalent personality disorders within clinical settings
(Mattia & Zimmerman, 2001). However, AVPD may be diag-
nosed in only 1% of the general population (see Table 6.2). It
appears to occur equally among males and females, with
some studies reporting more males and others reporting more
females.

Etiology

AVPD appears to be an extreme variant of the general per-
sonality traits of introversion and neuroticism (Trull, 1992;
Trull et al., 1998), both of which have substantial heritability
(Jang & Vernon, 2001; Plomin & Caspi, 1999). Most children
and adolescents have many experiences of interpersonal em-
barrassment, rejection, or humiliation, but these experiences
are particularly devastating to the person who is already lack-
ing in self-confidence and is temperamentally anxious and
introverted (Rothbart & Ahadi, 1994). Persons with AVPD
will have been shy, timid, and anxious as children. Many will
have been diagnosed with a social phobia. Adolescence will
have been a particularly difficult developmental period, due
to the importance at this time of attractiveness, dating, and
popularity.

AVPD may involve elevated peripheral sympathetic activ-
ity and adrenocortical responsiveness, resulting in excessive
autonomic arousal, fearfulness, and inhibition. Just as ASPD
may involve deficits in the functioning of a behavioral inhibi-
tion system, AVPD may involve excessive functioning of this
same system. The pathology of AVPD, however, may also be
more psychological than neurochemical; the timidity, shyness,
and insecurity may be a natural result of a cumulative history
of denigrating, embarrassing, and devaluing experiences. Un-
derlying AVPD may be excessive self-consciousness, feelings
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of inadequacy or inferiority, and irrational cognitive schemas
that perpetuate introverted, avoidant behavior (Beck et al.,
1990).

Dependent Personality Disorder

Description

Dependent personality disorder (DPD) is characterized by a
pervasive, excessive need to be cared for, leading to submis-
siveness, clinging behavior, and fears of separation (APA,
2000; Widiger & Bornstein, 2001). DPD individuals tend to
give their lives over to others—they ask for advice and guid-
ance about even the smallest of decisions, exude helpless-
ness, and readily abdicate responsibility for most areas of
their lives. They are so fearful that others may reject or leave
them that they do not express disagreements and may even
volunteer to do unpleasant, demeaning tasks in order to gain
nurturance and approval. As might be expected, DPD indi-
viduals are prone to low self-esteem, self-doubt, and self-
derogation, leading to mood and anxiety disorders. Their
neediness and desperation often prevents them from care-
fully selecting a person who will in fact be protective and
supportive. They often choose their partners indiscriminately
and become quickly attached to persons who are unreliable,
unempathic, and even exploitative or abusive. They might
feel that either they deserve an inadequate partner or may
even select an inadequate partner to try to work through or re-
solve their long-standing interpersonal conflicts and feelings
of inadequacy (Stone, 1993).

Epidemiology

DPD appears to be among the more prevalent of the person-
ality disorders in clinical settings. However, the rate of DPD
in the general population does not appear to be very high (see
Table 6.2). Most studies that have been conducted report
higher prevalence rates of DPD in women than in men
(Corbitt & Widiger, 1995). The prevalence and diagnosis of
dependent personality disorder may also vary across cultures
(Foulks, 1996) because there are profound differences in the
extent to which societies encourage and value dependency-
related behaviors. Many Western societies do appear to place
more emphasis and value upon expressions of autonomy and
self-reliance and might then be prone to overdiagnose the
disorder (Bornstein, 1992). In some cultures, such as the
Japanese or Indian cultures, interpersonal connectedness and
interdependency are more highly valued, and what is consid-
ered dependency within the American culture might not be
considered pathological within another culture.

Etiology

O’Neill and Kendler (1998) reported the results of a longitu-
dinal study of 2,230 twins who had been administered a mea-
sure of interpersonal dependency. The results suggested a
modest genetic influence and a large specific environmental
contribution. DPD may represent an interaction of an anx-
ious, fearful temperament with an insecure attachment to
an inconsistent or unreliable parental figure (McGuffin &
Thapar, 1992). Dependent persons may turn to a parental fig-
ure to provide a reassurance and sense of security that they
are unable to generate for themselves. This empirically sup-
ported etiological model (Rothbart & Ahadi, 1994) is consis-
tent with current object relations theory in which dependent
personality traits are considered to be an internalization of the
mental representation of the self as weak and ineffectual,
contributing to a disposition to look to others to provide pro-
tection and support, to become preoccupied with fears of
abandonment, and to develop feelings of helplessness and in-
security (Blatt, Cornell, & Eshkol, 1993; Bornstein, 1992). In
an intriguing cross-generational laboratory study, Thompson
and Zuroff (1998) demonstrated how dependent mothers
tended to reward mediocre over excellent performances by
their daughters.

A number of studies have documented a relationship be-
tween the dependent person’s weak and ineffectual self-image,
excessive need to please others, and a variety of interpersonal
problems (Bornstein, 1999). For example, Santor and Zuroff
(1997) demonstrated how dependent persons were excessively
concerned with maintaining interpersonal relatedness, adopt-
ing the responses of friends, and minimizing disagreement.
Studies have also indicated that dependent personality traits
provide a vulnerability to the development of clinically sig-
nificant episodes of depression—particularly in response to
interpersonal rejection or loss (Blatt & Zuroff, 1992). Method-
ological concerns have been raised with respect to this research
(Coyne & Whiffen, 1995; Widiger, Verheul, & van den Brink,
1999), but there does appear to be a sufficient number of repli-
cated, well-designed prospective studies to support the hy-
pothesis that dependency does provide a vulnerability to
episodes of depression (C. J. Robins, Hayes, Block, Kramer, &
Villena, 1995). For example, Hammen et al. (1995) obtained
6-month and 12-month follow-up assessments of 129 high
school senior women. They conducted multiple regression
analyses to predict depression on the basis of dependency cog-
nitions, prior interpersonal stress, and the interaction between
them, controlling for initial levels of depression. All of the
young women experienced stressful life events during this pe-
riod of their lives, including moving away from home, separa-
tion from an important relationship, and loss of a romantic
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partner, but most of them did not become depressed. “It was the
women with cognitions about relationships representing con-
cerns about rejection or untrustworthiness of others who were
especially challenged by normative changes” (Hammen et al.,
1995, p. 441).

Obsessive-Compulsive Personality Disorder

Description

Obsessive-compulsive personality disorder (OCPD) is char-
acterized by a preoccupation with orderliness, perfectionism,
and control (APA, 2000; McCann, 1999). OCPD individuals
tend to be rigid, stubborn, and perfectionistic to the point of
impairment (e.g., tasks never get completed). Their preoccu-
pation with rules, details, and morality cause them trouble
both at work and outside of work. They are seen as inflexible
and miserly and may be described by others as control freaks
and workaholics. Other features of this personality disorder
include hoarding, indecisiveness, reluctance to delegate tasks,
being devoid of affection, ruminative, and prone to outbursts
of anger. OCPD individuals often have comorbid anxiety
disorders or mood disorders.

Many persons with OCPD obtain good to excellent suc-
cess within a job or career. They can be excellent workers to
the point of excess, sacrificing their social and leisure activi-
ties, marriage, and family for their job. Relationships with a
spouse and children are likely to be strained due to their ten-
dency to be detached and uninvolved but also authoritarian
and domineering. A spouse may complain of a lack of affec-
tion, tenderness, and warmth. Relationships with colleagues
at work may be equally strained by the excessive perfection-
ism, domination, indecision, worrying, and anger. Jobs that
require flexibility, openness, creativity, or diplomacy may be
particularly difficult (McCann, 1999). Persons with OCPD
may be prone to various anxiety and physical disorders that
are secondary to their worrying, indecision, and stress. Those
with concomitant traits of angry hostility may be prone to
cardiovascular disorders. Mood disorders may not develop
until the person recognizes the sacrifices that have been made
by their devotion to work and productivity, which may at
times not occur until middle age. However, most experience
early employment or career difficulties and even failures that
may result in depression.

Epidemiology

OCPD is characteristic of about 2% of the general popula-
tion (see Table 6.2). It is believed that rates of OCPD in men
are about twice those found in women. Clinicians must be

careful not to overdiagnose OCPD. A number of individuals
are conscientious, devoted to their work, very organized, and
have perfectionistic tendencies. However, it is only when
these features are associated with significant distress or im-
pairment that they can be considered indicators of OCPD.

Etiology

A variety of studies have indicated heritability for the trait of
obsessiveness (Nigg & Goldsmith, 1994). OCPD may also
relate to the general personality trait of constraint or consci-
entiousness (Trull, 1992; Trull et al., 1998) and the childhood
temperament of attentional self-regulation, both of which
have demonstrated substantial heritability (Plomin & Caspi,
1990). As children, some persons with OCPD may have ap-
peared to be relatively well-behaved, responsible, and con-
scientious. However, they may have also been overly serious,
rigid, and constrained (Rothbart & Ahadi, 1994).

Early psychoanalytic theories regarding OCPD concerned
issues of unconscious guilt or shame. A variety of underlying
conflicts have subsequently been proposed, including a need
to maintain an illusion of infallibility to defend against feel-
ings of insecurity, an identification with authoritarian parents,
or an excessive, rigid control of feelings and impulses
(McCann, 1999; Oldham & Frosch, 1991). Any or all of the
aforementioned conflicts may in fact be important for a partic-
ular person with OCPD. OCPD involves an extreme variant of
traits that are highly valued within most cultures (i.e., consci-
entiousness). Some persons may exaggerate cultural expecta-
tions as a result of excessive demands or pressures by parental
figures. However, there have been few systematic studies on
the developmental history or etiology of OCPD.

FUTURE DIRECTIONS IN PERSONALITY
DISORDER RESEARCH

Personality disorders were placed on a separate axis in DSM-III
in recognition of their unique importance to clinical prac-
tice (Frances, 1980; Spitzer, Williams, & Skodol, 1980). The
placement on a separate axis may have also in turn con-
tributed to an increased interest in the study of personality
disorders by clinicians and researchers. Prior to DSM-III,
only ASPD received much systematic empirical research.
Since DSM-III was published, BPD (Gunderson, 2001) and
STPD (Siever, 1992) have received a considerable amount of
attention by researchers. Researchers have also been turning
their attention to the dependent and narcissistic personality
disorders (Bornstein, 1992, 1999; Bushman & Baumeister,
1998). Regrettably, very little attention has been given to the
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others, outside of their inclusion within broad, nonspecific
studies in which all of the personality disorders are consid-
ered without much attention to hypotheses that are specific to
individual personality disorders (e.g., Johnson et al., 1999;
Modestin et al., 1998; Norden et al., 1995).

In this last section, we would like to highlight what we
view to be important future directions in personality disorder
research. We emphasize in particular research concerning the
childhood, developmental precursors to adult personality dis-
order and their biological mechanisms. We also suggest that
a better understanding of the DSM-IV personality disorders
will be achieved when their conceptualization is integrated
within more general models of personality functioning. A
considerable amount of research has been devoted to the
study of general personality functioning (see volume 5 within
this Handbook), and the science of personality disorders may
progress to the extent that it incorporates this knowledge.

Childhood Development of Maladaptive
Personality Traits

One of the more remarkable gaps in knowledge is the child-
hood antecedents for personality disorders (Widiger & Clark,
2000). Included in DSM-III (APA, 1980) were four childhood
antecedents of the personality disorders: identity disorder as
an antecedent of BPD, avoidant disorder as an antecedent of
AVPD, oppositional defiant disorder for passive-aggressive
personality disorder, and conduct disorder for ASPD. Only
the childhood antecedents for ASPD are still included within
the diagnostic manual. Empirical support for the childhood
antecedents of ASPD are so compelling that evidence of their
presence is required for its diagnosis (APA, 2000), yet there
are almost no data on the childhood antecedents for most of
the other personality disorders.

Prospective longitudinal studies from childhood into
adulthood are needed to document empirically how mala-
daptive personality traits develop, sustain, alter, or remit in
their presentation across the life span (Caspi, 1998; Sher &
Trull, 1996; Widiger & Sankis, 2000). For example, Trull,
Useda, Conforti, and Doan (1997) and Lenzenweger, Loranger,
Korfine, and Neff (1997) are conducting prospective longitudi-
nal studies of DSM-IV personality disorder symptomatology in
young adults who have not yet developed a clinically signifi-
cant psychopathology but are presumably at risk for doing so.
Trull et al. identified from a sample of 1,700 college students
persons who presented with a sufficient number of borderline
personality traits to consider them to represent premorbid
cases. “These initial studies . . . mark an important step in iden-
tifying young adults with significant levels of borderline fea-
tures who may go on to experience significant dysfunction in

later years” (Trull et al., 1997, p. 308). Lenzenweger et al. like-
wise identified 708 college students from a sample 1,646 who
provided sufficiently elevated scores on a measure of personal-
ity disorder symptomatology to consider them to be at risk for
future mental disorders. “Clearly, the prospective study of
these particular subjects, currently under way through the
Longitudinal Study of Personality Disorders, will shed light on
their long-term social and occupational functioning and their
mental health” (Lenzenweger et al., 1997, p. 350).

Ideally, the personality dispositions studied in adulthood
would have conceptually meaningful and empirically valid
relationships to the behavior patterns and temperaments that
are of interest in current developmental research. We referred
to some of this research in our discussion of individual per-
sonality disorders (e.g., ASPD, AVPD, and DPD). For exam-
ple, there has been substantial research on the contributions
of sexual and psychological abuse to the etiology of BPD
(Zanarini, 2000). Linehan (1993) has hypothesized that BPD
is the result of a heritable temperament of emotional instabil-
ity interacting with a severely invalidating (e.g., abusive)
environment. However, the broad BPD diagnostic category
may not capture well the specific traits that are especially vul-
nerable or responsive to abusive experiences. Progress in the
understanding of the development of BPD might be obtained
by an integration of BPD research with existing developmen-
tal studies on the interaction between parenting, tempera-
ment, and attachment (Bartholomew et al., 2001).

Research has indicated that much of the phenomenology of
BPD can be understood as extreme variants of a general do-
main of personality functioning described as neuroticism or
negative affectivity (Trull, 1992; Trull et al., 1998). Neuroti-
cism is a domain of personality functioning along which all
persons vary, including persons diagnosed with a personality
disorder (Widiger & Costa, 1994), and much of the BPD
symptomatology can be understood as facets of neuroticism—
specifically, angry hostility, vulnerability, impulsivity, anx-
iousness, depression, and impulsivity (Clarkin, Hull, Cantor,
& Sanderson, 1993). Persons who are the very highest levels
of angry hostility, vulnerability, impulsivity, anxiousness, and
depression would be diagnosed with BPD. Although they
are generally critical of this conceptualization of BPD, Morey
and Zanarini (2000) did report obtaining better temporal
stability over a 4-year period for neuroticism in comparison to
the symptomatology of BPD. They suggested that BPD is
perhaps “a disorder that waxes and wanes in severity over
time, whereas neuroticism reflects a putatively stable trait
configuration” (Morey & Zanarini, 2000, p. 737). “From this
perspective, [neuroticism] could indicate a temperamental
vulnerability to a disorder that is then triggered by develop-
mental events (such as childhood neglect or abuse), resulting
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in functional levels that may be quite variable in response to
situational elements even while the underlying traits remain
relatively stable” (Morey & Zanarini, 2000, p. 737).

Biological Mechanisms of Maladaptive
Personality Traits

We have left the decade of the brain to perhaps enter a decade
of the brain disease (Hyman, 1998). The emphasis being
given to neurophysiological models of psychopathology can
be to the detriment of adequate attention to cognitive, inter-
personal, and other psychosocial models of etiology and
pathology (Gunderson, 2001; Miller, 1996; Widiger &
Sankis, 2000). Nevertheless, there is also much that is neuro-
physiological in psychopathology and the progress that has
been made in understanding biogenetic and neurophysiologi-
cal etiologies and pathologies has been remarkable (Kandel,
1998). Regrettably, there has been comparably little progress
in understanding the neurophysiology of most of the person-
ality disorders.

Biogenetic and heritability research has been confined
largely to ASPD, BPD, and STPD, with very little research
specific to the narcissistic, obsessive-compulsive and other
personality disorders (McGuffin & Thapar, 1992; Nigg &
Goldsmith, 1992). On the other hand, there has been a con-
siderable amount of biogenetic and heritability research on
general personality functioning (Plomin & Caspi, 1999).
Progress in understanding the biogenetics of the DSM-IV
personality disorders might be obtained through a consid-
eration of the biogenetic research of general personality
functioning—as we suggested previously in our discussion of
some of the individual personality disorders (e.g., AVPD,
DPD, and HPD).

An important area of future research is the clarification of
the physiological substrates of maladaptive personality traits
(Cloninger, 1998; Depue & Lenzenweger, 2001). For exam-
ple, clinical studies have suggested that low serotonergic
(5-hydroxytryptamine or 5HT) activity might be related to
angry, hostile, and aggressive behavior. This research has in-
cluded personality disordered populations (e.g., antisocial and
borderline) but “one of the most remarkable aspects of this lit-
erature is the general consistency of these findings across dif-
ferent study samples and using various assessments of 5HT
function” (Coccaro, 1998, p. 2). In other words, the 5HT find-
ings have not been specific to any particular mental disorder;
rather, they are associated instead with more fundamental di-
mensions of impulsivity and aggression that cut across diag-
nostic categories.

The anatomy and physiology of humans is quite similar to
that of nonhuman animals, and research on the neurobiology

of animal behavior can contribute to an understanding of the
neurophysiology of human personality functioning. For ex-
ample, the personality domain of extraversion (positive emo-
tionality) is quite analogous to the search, foraging, and
approach system studied in various animal species, at times
more globally referred to as a behavioral facilitation system
(BFS). Depue (1996) and his colleagues are exploring the neu-
robiology of the personality domains of positive affectivity
(extraversion), negative affectivity (neuroticism), and con-
straint (conscientiousness) through pharmacological chal-
lenge studies.

“One of the more exciting directions for genetic research
on personality involves the use of molecular genetic tech-
niques to identify some of the specific genes responsible for
genetic influence on personality” (Plomin & Caspi, 1999,
p. 261). This research may ultimately lead to an understanding
of the causal pathways from cells to social systems that will
elucidate how genes affect the development of personality
disorders (Hyman, 1998). Support for hypotheses concerning
domains of personality functioning that are hypothesized
to underlie the DSM-IV personality disorders have been ob-
tained (e.g., Osher, Hamer, & Benjamin, 2000). For example,
individuals with the long-repeat DRD4 allele are thought
to be dopamine deficient and to seek novelty to increase
dopamine release (Cloninger, 1998). However, failures to
replicate these findings have also occurred (e.g., Hamer,
Greenberg, Sabol, & Murphy, 1999; Herbst, Zonderman,
McCrae, & Costa, 2000). One possible reason for replication
failures is that the effect sizes for broad personality disposi-
tions provided by single genes is quite small, but other
methodological concerns need to be addressed as well
(Ordway, 2000; Hamer et al., 1999; Plomin & Caspi, 1999).

Integration With General Models of
Personality Functioning

It is apparent from our discussion of developmental and bio-
genetic research that we feel that progress in the understand-
ing of the DSM-IV personality disorders will be obtained by
an integration of the APA (2000) personality disorders with
our current understanding of general personality functioning
(Trull, 2000; Widiger & Costa, 1994). Much of what we
know about normal personality functioning should provide a
strong empirical, scientific basis for what could be known
about abnormal personality functioning.

A variety of studies and methodologies have raised
compelling concerns regarding the validity of the DSM-IV
categorical model of personality disorder, and the existing
research suggests that the maladaptive personality traits that
constitute the DSM-IV personality disorders might be better
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understood as maladaptive variants of common personality
traits (Clark et al., 1997; Livesley, 1998; Trull, 2000; Widiger,
1993).Alternative dimensional models for the personality dis-
orders have been proposed, including the 15-factor model of
Clark (1993), the interpersonal circumplex (Wiggins &
Pincus, 1989), the seven-factor model of Cloninger (1998),
the 18-factor model of Livesley (1998), and the five-factor
model (Widiger & Costa, 1994).

The five-factor model (FFM) of personality was derived
originally from studies of the English language to identify the
domains of personality functioning most important in des-
cribing the personality traits of oneself and other persons.
This lexical research has emphasized five broad domains of
personality, identified as extraversion (surgency or positive
affectivity), agreeableness, conscientiousness (or constraint),
neuroticism (negative affectivity), and openness (intellect or
unconventionality; John & Srivastava, 1999). Each of these
five domains can be further differentiated into underlying
facets or components. Costa and McCrae (1992) have pro-
posed six facets within each domain. For example, they
suggest that the domain of agreeableness (vs. antagonism)
can be usefully differentiated into more specific facets of
trust (vs. mistrust, skepticism), straightforwardness (vs. de-
ception, manipulation), altruism (vs. egocentrism, exploita-
tion), compliance (vs. oppositionalism, aggression), modesty
(vs. arrogance), and tendermindedness (vs. toughmindedness,
callousness). Table 6.4 provides an abbreviated description of
the 30 facets of the FFM.

Empirical support for the construct validity of the FFM is
extensive both at the domain and at the facet levels, including
convergent and discriminant validation across self, peer, and
spouse ratings, temporal stability, cross-cultural replication,
and heritability (John & Srivastava, 1999; McCrae & Costa,
1999). The FFM has been used successfully as a model for
integrating a broad and diverse array of personality research
in such fields as industrial and organizational psychology and
behavioral medicine. There does appear to be sufficient em-
pirical support for the FFM to consider it for use as a possible
dimensional model of personality disorder (Widiger & Costa,
1994).

Widiger, Trull, Clarkin, Sanderson, and Costa (1994) indi-
cated how each of the DSM-III-R personality disorders could
be understood in terms of the 30 facets of the FFM identified by
Costa and McCrae (1992). These descriptions were updated for
DSM-IV by Trull and Widiger (1997), and they informed some
of our earlier discussions of individual personality disorders.
For example, the normal domain of conscientiousness con-
cerns a person’s degree of organization, persistence, order, and
achievement orientation (Costa & McCrae, 1992). Conscien-
tious persons tend to be organized, reliable, hard-working, self-

disciplined, businesslike, and punctual. Persons who are overly
conscientious will be excessively devoted to work, perfection-
istic, and preoccupied with organization, rules, and details, re-
sembling quite closely OCPD. AVPD is likewise readily
understood as being simply maladaptively extreme variants of
self-consciousness, anxiousness, and vulnerability facets of
neuroticism, coupled with facets of introversion (Trull, 1992).

Wiggins and Pincus (1989) were the first to provide pub-
lished data concerned with the relationship of the FFM to the
APA (1980, 1987) personality disorder symptomatology.
Since that original effort, more than 50 additional published
studies have indicated a close relationship between the FFM
and personality disorder symptomatology (Widiger & Costa,

TABLE 6.4 Brief Summary of Five-Factor Model of Personality

1. Neuroticism vs. Emotional Stability:
Anxiousness: fearful, apprehensive vs. relaxed, unconcerned, cool.
Angry hostility: bitter, angry vs. even-tempered.
Depressiveness: pessimistic, glum, despondent vs. optimistic.
Self-consciousness: timid, embarrassed vs. self-assured, glib,

shameless.
Impulsivity: tempted, urgency vs. controlled, restrained.
Vulnerability: fragile, helpless vs. stalwart, brave, fearless,

unflappable.

2. Extraversion vs. Introversion:
Warmth: affectionate, attached vs. cold, aloof, indifferent.
Gregariousness: sociable, outgoing, involved vs. withdrawn, isolated.
Assertiveness: forceful, dominant vs. unassuming, quiet, resigned.
Activity: active, energetic, vigorous vs. passive, lethargic.
Excitement Seeking: daring, reckless vs. cautious, monotonous, dull.
Positive Emotions: high-spirited vs. placid, anhedonic.

3. Openness vs. Closedness to Experience:
Fantasy: imaginative, dreamer, unrealistic vs. practical, concrete.
Aesthetic: aesthetic vs. unaesthetic.
Feelings: responsive, sensitive vs. unresponsive, constricted,

alexythymic.
Actions: unpredictable, unconventional vs. routine, habitual, stubborn.
Ideas: odd, peculiar, strange, indiscriminate vs. pragmatic, rigid.
Values: broad-minded, permissive vs. traditional, dogmatic,

inflexible.

4. Agreeableness vs. Antagonism:
Trust: trusting, gullible vs. skeptical, cynical, suspicious, paranoid.
Straightforwardness: honest, naive vs. cunning, manipulative,

deceptive.
Altruism: giving, sacrificial vs. selfish, stingy, greedy, exploitative.
Compliance: cooperative, docile vs. oppositional, combative,

aggressive.
Modesty: self-effacing, meek vs. confident, boastful, arrogant.
Tender-Mindedness: empathic, soft-hearted vs. callous, ruthless.

5. Conscientiousness vs. Undependability: 
Competence: efficient, perfectionistic vs. lax, negligent.
Order: organized, methodical, ordered vs. haphazard, disorganized,

sloppy.
Dutifulness: reliable, dependable, rigid vs. casual, undependable,

unethical.
Achievement-Striving: ambitious, workaholic vs. aimless, desultory.
Self-Discipline: devoted, dogged, perseverative vs. negligent,

hedonistic.
Deliberation: reflective, thorough, ruminative vs. careless, hasty, rash.
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2002). These studies, using a variety of measures and popula-
tions, have supported the hypothesis that each of the DSM-IV
personality disorders could be readily understood as maladap-
tive variants of the personality traits included within the FFM
(e.g., Ball, Tennen, Poling, Kranlem, & Rousanville, 1997;
O’Connor & Dyce, 1998; Trull, 1992; Trull, Widiger, & Burr,
2001). The future of FFM personality disorder research will
include a reproduction of the theoretical, nomological net-
work surrounding the DSM-IV personality disorders, indicat-
ing how the etiology, pathology, and treatment of personality
disorders can be best understood when the personality disor-
ders are conceptualized as maladaptive variants of common
personality traits.
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The current system of psychiatric classification, the Diagnos-
tic and Statistical Manual of Mental Disorders–Fourth Edition
(DSM-IV; American Psychiatric Association [APA], 1994), in-
cludes two official eating disorder (ED) syndromes: anorexia
nervosa and bulimia nervosa, and a third (still provisional)
diagnosis, binge-eating disorder. Binge-eating disorder, how-
ever, is likely to become officially recognized in future editions
of the diagnostic manual and we therefore include it in this
chapter. Anorexia, bulimia, and binge eating are polysympto-
matic syndromes, defined by maladaptive attitudes and behav-
iors around eating, weight, and body image, including as well
nonspecific disturbances of self-image, mood, impulse regula-
tion, and interpersonal functioning. In this chapter, we review
pathognomonic features of the EDs and findings on concurrent
traits and comorbid psychopathology. We also discuss the
putative set of factors, biological, psychological, and social (as
well as eating-specific and more generalized) that may explain
ED development.

DEFINING CHARACTERISTICS

Anorexia Nervosa 

Anorexia nervosa (AN) is defined by a relentless pursuit of
thinness and a morbid fear of the consequences of eating
(usually expressed as a dread of weight gain or obesity). The
result is a willful (and often dramatic) restriction of food
intake. The person with AN imposes upon herself a state of
gradual weight loss and (sometimes) dangerous emaciation.

(Recognizing different proportions of EDs among females
and males, we use feminine personal pronouns. This conven-
tion is not intended to disregard eating syndromes in males.)
At the core of such behavior appears to be a literal phobia of
weight gain, so intense that the individual avoids behaviors
(e.g., eating unfamiliar foods, eating without exercising) that
could lead to weight gain and thus incrementally loses further
weight.

Individuals with AN typically eat a restricted range of safe
(usually low-calorie) foods or avoid social eating situations so
that they will have full control over what, how much, and in
what way they can eat. In some cases, anorexics purge after eat-
ing through vomiting, misuse of laxatives, or other means, due
to fears that they may have overeaten. About half of sufferers
eventually develop binge-eating episodes—that is, periodic
dyscontrol over eating, or incapacity to satiate (DaCosta &
Halmi, 1992). Consequently, a distinction is usually made be-
tweenAN, restricting subtype, in which the sufferer limits food
intake but does not engage in binge eating or purging (i.e., self-
induced vomiting; misuse of laxatives, diuretics, or enemas),
and AN, binge-eating/purging subtype, in which (as the label
implies) binge or purge episodes are prominent.

Bulimia Nervosa

In apparent contrast to AN, the main feature of bulimia
nervosa (BN) is binge eating (i.e., appetitive dyscontrol,
vs. AN’s overcontrol). Bulimia nervosa is diagnosed in
relatively normal or overweight individuals (not anorexics)
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who display recurrent eating binges, and who then compen-
sate for overeating through self-induced vomiting, laxative
misuse, intensive exercise, fasting, or other means. It is the
combination of binge eating and compensation that define BN
and that differentiates it from an apparently related syndrome,
binge-eating disorder (which we will introduce shortly). In
BN, binges are characterized by consumption, with a terrify-
ing sense of dyscontrol, of sometimes massive quantities of
calories. Binges can provoke profound feelings of shame, anx-
iety, or depression, and the bulimic’s sense of self-worth and
well-being often shifts quite dramatically in concert with her
sense of control around eating and body image. This lends to
BN a characteristic unpredictability or lability, as people with
this syndrome will shift rapidly (depending upon felt control
over eating) from a sense of well-being, expansiveness, or
excitability, to profound despair, irritability, and depression.
Although the validity of BN as a unique diagnostic category
seems well supported (Gleaves, Lowe, Snow, Green, &
Murphy-Eberenz, 2000), the distinction (in DSM-IV criteria)
between purging and nonpurging bulimic subtypes may be
of dubious merit in identifying truly different populations of
sufferers (Tobin, Griffing, & Griffing, 1997).

Binge-Eating Disorder and Eating Disorders 
Not Otherwise Specified 

Other variations on EDs occur, classified in the DSM-IV sys-
tem as eating disorder not otherwise specified (EDNOS). For
example, anorexic-like weight preoccupations and pursuit of
thinness in individuals who retain menses, are given the di-
agnosis of EDNOS. Most important of the EDNOS variants
is, however, an apparently quite prevalent pattern character-
ized by recurrent eating binges in the absence of compen-
satory behaviors such as vomiting or fasting. This pattern,
which (eventually) renders the sufferer overweight, is cur-
rently labeled binge-eating disorder (BED). According to
provisional criteria, defining characteristics include eating
more rapidly than normal, eating until uncomfortably full,
eating when not hungry, eating alone due to embarrassment
around the quantity one eats, or feeling intense guilt, disgust,
or depression after eating. In BED, binge episodes must be
markedly distressing.

Compared to individuals with BN, BED patients are noted
to binge over considerably longer periods of time (Fairburn,
1995), with individuals in some cases showing day-long
binges. Eating in individuals with BED is noted to have a less
desperate or driven character than in BN, and BED patients
apparently consume more proteins than do bulimics, who
preferentially binge on sweets or carbohydrates (Fitzgibbon &
Blackman, 2000). In addition, BED subjects are reportedly

more likely than bulimics to find the food on which they binge
soothing or relaxing (Mitchell et al., 1999).

There has been controversy surrounding the BED
diagnosis—a concern being that BED may not isolate a truly
psychological or behavioral disturbance. However, data show
obese people with BED to have more fear of weight gain,
more body dissatisfaction, more problems of self-esteem
and dysphoric mood, and poorer maintenance of weight loss
(once achieved) than do non-BED obese people (Marcus,
Wing, & Hopkins, 1988; Streigel-Moore, Wilson, Wilfley,
Elder, & Brownell, 1998). Also lending credence to the valid-
ity of BED as a unique entity, data indicate taxonomic and ge-
netic distinctiveness of the syndrome. A latent-class analysis
applied in a large cohort of female twins (N � 2,163) identified
a distinct BED syndrome and showed greater resemblance for
the syndrome among monozygotic versus dizygotic twins
(Bulik, Sullivan, & Kendler, 1998).

The Restrictor-Binger Distinction

A distinction between restrictors (those anorexic patients
who restrict food intake without binging and purging) and
bingers (those ED patients, sometimes anorexic, sometimes
bulimic, sometimes obese, who binge and purge) has been in-
troduced by various theorists as an alternative to the formal
anorexic-bulimic distinction (see DaCosta & Halmi, 1992).
The restrictor-binger distinction has been thought to corre-
spond to important phenomenological and etiological differ-
ences, including differences as to key personality features,
family interaction styles, and associations with biological
processes (all will be reviewed presently).

Where relevant, throughout this chapter, we will address
and clarify the rationale for the restrictor-binger distinction
concept.

EPIDEMIOLOGY

Anorexia nervosa and bulimia nervosa occur dispropor-
tionately, often in industrialized (vs. economically less de-
veloped) nations, but are otherwise reported to occur with
surprisingly uniform prevalences in developed parts of
Europe, Asia, and the Americas. Reported prevalences in
school-aged females of strictly defined AN generally fall in
the 0.5% to 1% range (Wakeling, 1996), and of BN generally
in the 1% to 2% range (e.g., Garfinkel et al., 1995). However,
it is probably fair to assume that in subthreshold forms, iden-
tified using less stringent diagnostic criteria, EDs occur in
larger numbers (Garfinkel et al.). At least 10% of school-aged
females in the industrialized world display partial anorexic or
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bulimic syndromes, associated with significant dietary, psy-
chological, and medical distress.

Although a popular stereotype is the young adolescent AN
sufferer, actual peak prevalences of EDs are observed in young
adult women, reflecting the (unfortunate) tendency of EDs to
run a chronic course and of BN to develop later in the life cycle
(during the transition to adulthood).Although they occur about
one-tenth as often in men as in women, classical anorexic and
bulimic syndromes are also noted in males (e.g., Wakeling,
1996) and there are some indications to suggest that if ED
prevalences are rising in any group, it is doing so especially
among males. Eating disorders appear to occur less frequently
in certain racial and ethnic groups, for example, among Black
andAsian-American versus White females (Crago, Shisslak, &
Estes, 1996). A comparison of White, Hispanic, and Black
adolescent females, both athletic (N � 571) and nonathletic
(N � 463), for example, showed reliably lower rates of disor-
dered eating in both of the Black female groups, compared to
those obtained in White and Hispanic groups (Rhea, 1999).
However, some findings suggest that Black women may yet be
especially susceptible to certain aspects of eating disturbance:
For example, a telephone-interview survey involving 1,628
Black and 5,741 White urban women found Blacks to report
more fasting, abuse of laxatives or diuretics, and high-
frequency binge eating than did the White women (Striegel-
Moore, Wilfley, Pike, Dohm, & Fairburn, 2000).

Although changes in diagnostic and record-keeping
practices make it difficult to pin the issue down, evidence
suggests an increasing ED incidence (Wakeling, 1996).
Reviewing annual incidence rates for AN in the United States
published between the early 1960s and the mid-1980s,
Mitchell and Eckert (1987) concluded that there had been a
progressive increase, from 0.35 to 4.06 per 100,000. Simi-
larly, an incidence study in the Rochester, Minnesota, area
concluded, after screening 2,806 medical records for new
cases of AN, that there had been a long-term increase in
AN, especially among 15- to 24-year-old females (Lucas,
Crowson, O’Fallon, & Melton, 1999). In a similar vein, it is
commonly believed that EDs are disorders of affluent, urban
society. However, current data show surprisingly limited
linkage to upper socioeconomic status, and unexpectedly
high numbers of EDs found in rural communities suggest that
EDs may not be as much an urban phenomenon as may once
have been believed (Gard & Freeman, 1996).

Only limited epidemiological data are available for BED,
given its more recent addition to the diagnostic nomencla-
ture. Nonetheless, studies suggest a disturbingly common
syndrome that may affect from 1% to 5% of the general pop-
ulation and about 8% of the population of obese people.
In selected subgroups, such as obese people undergoing

weight-loss treatment, BED prevalences apparently run as
high as 30–50% (Spitzer et al., 1992). Intriguingly, data show
BED to have a more even gender-based distribution than do
other EDs, probably affecting 2 males for every 3 females
(Streigel-Moore et al., 1998), and to affect a broader age
group, with peak age being about 40 years, compared to
28 years for BN (Fitzgibbon & Blackman, 2000). Binge-
eating disorder, therefore, seems to be less gender and age
dependent than either AN or BN.

Comorbidity With Other Psychopathology

Paradoxically, it seems that if one assertion can be made
about EDs, it is that they are not only about eating. Rather,
EDs frequently co-occur with other forms of psychopathol-
ogy, for example, mood, anxiety, substance-abuse, posttrau-
matic stress, and personality disorders. 

Mood Disorders

Among comorbid tendencies noted in ED sufferers, comor-
bid mood disorders figure very prominently. Råstam (1992)
reported a 40% rate for currently comorbid major depression
in her anorexic sample, a 70% rate for overall mood disor-
ders, and a rate of lifetime mood disorder in excess of 90%. A
comparable, or perhaps even more pronounced, tendency to-
ward comorbid mood disorder is noted in binge-purge syn-
dromes. One study, comparing point prevalences of major
depression across restricting and binging-purging anorexics,
noted the disorder in about 30% of restrictors and in 53% of
binger-purgers (Herzog, Keller, Sacks, Yeh, & Lavori, 1992).
Other investigations have suggested that from 20% to more
than 40% of bulimics are clinically depressed (Brewerton
et al., 1995; Garfinkel et al., 1995).

Co-aggregation with other mood-disorder variants is also
apparently considerable. A community study by Zaider,
Johnson, and Cockell (2000) points to an important affinity
between EDs and dysthymia, a milder chronic mood distur-
bance. In addition, evidence has shown a strong association
of BN with seasonal affective disorder (SAD), implying
cyclical season-dependent recurrences in depressed mood. In
one study, 69% of BN patients were noted to show comorbid
SAD (Levitan, Kaplan, Levitt, & Joffe, 1994). Furthermore,
a study by our group demonstrated stronger SAD comorbid-
ity in bulimic rather than anorexic ED variants. In a sample of
259 patients presenting at our specialized ED clinic, 27.0%
were rated as showing SAD—71.4% diagnosed with BN,
18.6% with AN, and 10.0% with EDNOS (Ghadirian, Marini,
Jabalpurlawa, & Steiger, 1999).
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Various areas of etiological overlap can be postulated to
explain eating disorder–mood disorder convergence. Both
syndromes are believed to depend upon similar familial or
developmental substrates (e.g., developmental neglect or fa-
milial overprotection), and both have been thought to have
similar neurobiological substrates. Pertinent to questions of
shared causality, a genetic-epidemiological study by Wade,
Bulik, Neale, and Kendler (2000), involving 850 female twin
pairs indicates that both genetic and environmental factors
contribute significantly to shared risk for AN and major de-
pression. Given the implication of serotonergic factors in
mood disorders in general and in seasonality in particular,
there is ample potential for serotonin-mediated crossover of
risk for BN, mood disorders, and SAD—a notion that has
been partially corroborated by findings showing serotonin
abnormalities to be more pronounced in BN patients with a
seasonal profile (Levitan et al., 1997).

Anxiety Disorders

Anxiety disorders in AN reportedly vary from 20% (Herzog
et al., 1992) to more than 80% (Godart, Flament, Lecrubier, &
Jeammet, 2000), and reported rates in BN vary from 13%
(Herzog et al.) to about 60% (Garfinkel et al., 1995). Godart
and colleagues reported 83% of persons with AN and 71% of
those with BN to have at least one lifetime anxiety-disorder
diagnosis. Most common among the conditions they studied
was social phobia (present in 55% of anorexics and 59% of
bulimics).

Although studies report generalized anxiety disorder, so-
cial and simple phobias, agoraphobia, panic disorder, and
obsessive compulsive disorder (OCD) in the EDs, we pay
particular attention to data on the convergence between OCD
and the EDs. This is because the structure of the EDs so
closely resembles that of OCD—intrusive obsessions with
weight and body image that are appeased by apparently com-
pulsive gestures, such as fasting or purging. Lifetime preva-
lences of OCD are reported to range from 15% to 70% in
anorexics, and from 3% to 30% in bulimics. Thornton and
Russell (1997) reported that OCD was more prevalent in
35 women with AN (27%) than in 33 women with BN (3%),
suggesting stronger co-aggregation of OCD with anorexic
ED variants. Arguing for a specific affinity, one study in-
dicated that obsessive-compulsive symptoms in adoles-
cent anorexics are more common than are depressive
symptoms (Cassidy, Allsopp, & Williams, 1999). Arguing
that OCD characteristics may constitute an equally common
(and apparently stable) trait in those susceptible to BN, von
Ranson, Kaye, Weltzin, Rao, and Matsunaga (1999) found
scores measuring OCD to be higher in 31 active bulimics and
29 recovered bulimics (abstinent for more than 1 year) than

in 19 healthy comparison women, with scores on measures
of symmetry and exactness being as abnormal in recovered
bulimics as they were in active cases.

Various additional studies have examined the temporal
sequence of onset for anxiety and eating syndromes, testing
the idea that in vulnerable individuals, EDs actually may
evolve from anxiety disorders. Thornton and Russell (1997)
and Godart et al. (2000) both concluded that anxiety dis-
orders often precede ED onset, implying that an anxious (and
often obsessive-compulsive) disposition predisposes to ED
development—or may be a manifestation of an incipient ED.

Substance-Abuse Disorders

Studies consistently indicate bulimic ED variants to be more
strongly associated with alcohol and chemical dependencies
than is the AN-restrictive type (see Holderness, Brooks-
Gunn, & Warren, 1994). Relevant findings show from 10% to
55% of women with BN to abuse substances, whereas from
25% to 40% of females with alcohol dependence show some
form of (often bulimia-spectrum) ED. Schuckit and col-
leagues (1996) found BN, but not AN, to occur at a greater-
than-expected rate among alcoholic women. Corroborating
the impression of syndrome-specific aggregation, a study im-
plicating 1,031 adolescent girls and 888 adolescent boys
showed binge eating, especially when associated with com-
pensatory weight-control behaviors, to coincide with ele-
vated substance abuse (Ross & Ivis, 1999). Not surprisingly,
studies examining psychopathological implications of sub-
stance abuse in the EDs report that concurrent substance
abuse predicts greater comorbidity. Lilenfeld and colleagues
(1997), for example, found substance abusers in an eating-
disordered population to show significantly more social pho-
bia, panic disorder, and personality disorders.

Holderness and colleagues (1994) discuss sources for eti-
ological overlap between bulimic ED variants and substance-
abuse disorders. A so-called addictive personality (one prone
to misuse of substances) has been postulated to underlie both
types of syndromes, but evidence of such a personality style
is unconvincing. It remains viable to consider shared biolog-
ical substrates underlying substance-abuse and binge-eating
behaviors, mediated by shared genetic diathesis, or shared
factors related to serotonin, endorphin, or other neurotrans-
mitters or neurohormones.

Posttraumatic and Dissociative Disorders

Eating disorders are, in an alarming proportion of cases, asso-
ciated with adverse (potentially traumatic) life experiences
(Everill & Waller, 1995; Wonderlich, Brewerton, Jocic,
Dansky, &Abbott, 1997)—a link that we discuss more fully in
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a later section on developmental factors. Consistent with such
observations, findings have suggested a remarkable coinci-
dence between EDs and posttraumatic stress disorder (PTSD).
One study reported PTSD in about half of 294 women with
AN, BN, or EDNOS (Gleaves, Eberenz, & May, 1998). Sever-
ity of PTSD, however, was not found to predict subtype or
severity of ED symptoms, suggesting that trauma (and associ-
ated posttraumatic stress) may not specifically control eating
symptoms. On a related theme, there is a sizable body of data
addressing the connection between EDs and dissociative dis-
orders. Characterized by disturbances in memory (e.g., amne-
sias), consciousness (e.g., problems of identity, or apparent
fragmentation of the personality), and sensorimotor function
(e.g., conversion-type symptoms), dissociative disorders
are sometimes regarded as failed adaptive responses to trau-
matic stress. Applying the dissociative-disorder concept to
EDs, several groups have noted that individuals with BN and
BED both produce elevations, relative to normal subjects,
psychiatric comparison subjects, and restrictor anorexics, on
validated self-report instruments measuring dissociation (e.g.,
Vanderlinden, Vandereycken, van Dyk, & Vertommen, 1993).
Likewise, one study reported that 29 obese women with BED
showed significantly more dissociative symptoms on a self-
report questionnaire, and more traumatic experiences, than
did 35 obese women with no binge-eating symptoms (Grave,
Oliosi, Todisco, & Vanderlinden, 1997).

Although evidence suggests a link between dissociative
phenomena and bulimic symptoms, the extent to which dis-
sociative symptoms correspond to binge eating, per se, or to
general psychopathological indicators that (only incidentally)
co-occur with bulimic eating problems, remains to be estab-
lished. Various relevant studies suggest that dissociation co-
incides more closely with nonspecific than eating-specific
components of psychopathology in ED patients. For exam-
ple, a study by Gleaves and Eberenz (1995) linked dissocia-
tive symptoms more closely to severity of anxiety and
depressive symptoms than to bulimic or anorexic symptoms
in 53 ED patients. Similarly, Demitrack, Putnam, Brewerton,
Brandt, and Gold (1990) concluded that the propensity to-
ward self-mutilation in BN patients is linked more strongly to
dissociative pathology than to severity of eating symptoms.
In contrast, indicating some degree of specificity in the disso-
ciative disorder–eating disorder connection, Everill, Waller,
and Macdonald (1995) found self-reported dissociation, and
especially the style of absorption (e.g., daydreaming), to pre-
dict frequency of binging in 26 clinical BN sufferers; whereas
Katz and Gleaves (1996), studying 52 females diagnosed as
having either an ED with dissociation, ED alone, dissociation
alone, or neither condition, found that even those ED patients
who showed no comorbid dissociative disorder tended to
display dissociative-spectrum psychopathology.

Various pathways might account for an etiological link,
direct or indirect, between the EDs and traumatic events.
Where traumata impact directly upon the body, intuition
leads to consideration of relatively direct effects acting upon
bodily experience, and in turn upon eating and weight-control
behaviors. Alternatively, abusive experiences might impact
upon regulation of self, mood, and impulse, and in these ways
indirectly heighten the risk of maladaptive eating behavior or
moderate the intensity of eating symptoms such as binging or
purging. Full discussions of direct and indirect pathways
thought to link trauma and EDs are available elsewhere (see
Everill & Waller, 1995; Wonderlich et al., 1997). Our group
has documented a tendency for more severely abused bulim-
ics to show greater abnormalities on indices reflecting sero-
tonin and cortisol function (Steiger, Gauvin, et al., 2001).
Such results could imply neurobiological factors, associated
with childhood abuse, that could heighten the risk of over-
reactivity to stress and of self- and appetitive dysregulation.

Personality Disorders

Among various comorbid propensities in the EDs, that with
personality disorders is arguably the strongest (see Vitousek
& Manke, 1994). A recent meta-analysis (Rosenvinge,
Martinussen, & Ostensen, 2000) of 28 studies on this area of
comorbidity represents well the general tendencies in find-
ings. In particular, Rosenvinge and colleagues found a higher
proportion (58%) of eating-disordered than of comparison
women (28%) to have a personality disorder. Furthermore,
whereas AN and BN patients were found to show comparable
likelihood of DSM Cluster-C (anxious-fearful) personality
disorders (45% and 44%, respectively), BN patients showed
higher proportions of Cluster-B (dramatic-erratic) personality
disorders (44% overall) and of borderline personality disorder
(31%) than did AN patients or controls. Such findings are
representative of themes noted in earlier reviews: Personality
disorders are frequently present in anorexic and bulimic
syndromes, and results imply differential co-aggregation of
personality-disorder subtypes with restrictive and bulimic
ED variants. Restrictive AN seems to be associated with a
high concentration of anxious-fearful personality-disorder
diagnoses (characterized by anxiousness, orderliness, intro-
version, and preference for sameness and control). Eating-
disorder variants characterized by binge-purge symptoms
coincide with more heterogeneous personality-disorder
subtypes than do restrictive forms, and more importantly, with
more pronounced affinity for the dramatic-erratic personality
disorders (characterized by prominent attention and sensation
seeking, extraversion, mood lability, and proneness to ex-
citability or impulsivity). In other words, the dietary overcon-
trol that characterizes restrictive AN seems to be paralleled
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by generalized overcontrol, as a personality or adaptive style,
whereas the dietary dyscontrol that characterizes binge-purge
syndromes seems, in many cases, to be paralleled by general-
ized dyscontrol.

Malnutrition can have adverse effects upon personality
functioning (Keys, Brozek, Henschel, Mickelson, & Taylor,
1950). This raises the concern that apparent personality distur-
bances seen in ED sufferers (and, in turn, personality-disorder
diagnoses) may reflect state disturbances associated with an ac-
tive ED rather than trait tendencies. In other words, caution
around the use of personality-disorder diagnoses in active ED
patients is warranted. Nonetheless, various findings associate
the EDs with stable underlying personality disturbances. One
investigation reports 26% of women recovered from AN or
BN to show some form of ongoing personality disorder, with
Cluster-B personality disorders’being more closely associated
with bulimic subtypes (Matsaunaga, Kaye, et al., 2000). An-
other study, comparing 51 weight-restored adolescent-onset
anorexics to 51 matched comparison cases, concluded that
anorexics often show persistent obsessions, compulsions, and
social-interaction problems (Nilsson, Gillberg, Gillberg, &
Råstam, 1999).

ETIOLOGY

Contemporary etiological theory on the EDs invokes a multi-
dimensional, biopsychosocial causality (Garfinkel & Garner,
1982; Striegel-Moore, Silberstein, & Rodin, 1986). In
general form, such theory postulates that EDs implicate a
collision among biological factors (e.g., heritable influences
on mood, temperament, and impulse controls), social pres-
sures (promoting body-consciousness or generalized self-
definition problems), psychological tendencies (autonomy
disturbances, perfectionism, preference for order and control,
hypersensitivity to social approval), and developmental
processes (conducive to self-image or adjustment problems).
In the following sections, we review evidence pertaining to
biological, psychological, and social factors that may act in
ED development.

Psychological Factors

Developmental Theories 

Psychological theories on ED development are very diverse.
However, there is some consensus concerning convergence of
psychological characteristics, developmental dynamics, and
ED variants. Restrictive AN has been widely associated with
traits of compliance and anxiousness in individuals who grav-
itate to orderliness or control, whereas bulimic subtypes of
EDs (including AN, binge-purge subtype) have been linked to

self-regulatory deficits, dramatic fluctuations in self-concept,
and erratic efforts to regulate inner tensions. Early psychody-
namic models interpreted anorexic symptoms as a defense
against conflicting drives (e.g., sexual drives); eating was
thought to invoke forbidden sexual fantasies, and food re-
fusal to reduce associated anxiety (e.g., Waller, Kaufman, &
Deutsch, 1940). Crisp (1980), in a related vein, formulated
AN as a phobic-avoidance response, reinforced by a literal
escape from maturational changes at puberty. In her conceptu-
alization, Bruch (1973) emphasized maternal overinvolve-
ment and failure to respond appropriately to the child’s
self-affirming behaviors, believing such parenting problems
to underlie autonomy deficits and pervasive feelings of inef-
fectiveness on the child’s part. Strober’s (1991) organismic-
developmental paradigm again addressed pathological
adaptations to adolescence, but emphasized an incompati-
bility between developmental imperatives surrounding pu-
berty and a heritable temperament characterized by
harm-avoidance, hyperreactivity to social approval, and pref-
erence for sameness. Related theories regard food refusal as a
gesture of self-assertion, mounted by some children in the face
of excessive familial controls or emotional overinvestment; in
other words, as an adaptation to familial intrusions and over-
protectiveness (e.g., Humphrey, 1991; Johnson, 1991).

From a developmental perspective, bulimic ED variants
have been thought to be linked to family-wide interaction pat-
terns tinged with greater hostility, neglect, criticism, rejection,
and blaming (Humphrey, 1991; Johnson, 1991). For example,
Johnson linked bulimic symptoms to parental neglect, in his
view spanning a continuum from nonmalevolent forms (in
families in which parents’perfectionistic needs place excessive
demands upon children) to malevolent forms (occurring in
frankly chaotic or abusive families). Humphrey referred to
family-wide deficits in nurturance and tension regulation and
systems that ensnare members in mutually destructive, hostile,
blaming projections. In both views, bulimic behaviors are con-
ceived to play self- and mood-regulatory functions and to be
metaphors for chaotic family interactions, tinged with desper-
ate attempts to achieve closeness and hostile rejections.

Empirical Findings: Individual 
Psychological Characteristics 

Empirical findings on personality and on cognitive and emo-
tional functioning in individuals with EDs provide qualified
support for tendencies outlined previously in the theoretical
accounts.

Personality Characteristics. Early psychometric stud-
ies showed anorexic patients to be neurotic, socially anxious,
and often depressed (Sohlberg & Strober, 1994). In addition,
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various findings pointed to a systematic co-aggregation be-
tween restrictor and binger-purger subtypes (on the one hand)
and personality traits with an overcontrolled or dyscontrolled
style (on the other)—the binger-purgers’ being noted to show
greater emotional lability, impulsivity, or oppositionality
than the restrictors, and lesser extraversion and novelty seek-
ing (risk taking). The same concept is reiterated, although
imperfectly, in various contemporary studies. Findings with
the Millon Clinical Multiaxial Inventory have, for example,
suggested more schizoid or avoidant tendencies among
restrictors and more histrionic tendencies among normal- or
anorexic-weight bingers (Norman, Blais, & Herzog, 1993).
With the Multidimensional Personality Questionnaire,
Casper, Hedeker, and McClough (1992) found normal-weight
bulimics to be less conforming and more impulsive than were
either restrictor or binger-purger anorexics, but found the re-
strictors to show the greatest self-control, conscientiousness,
and emotional inhibition. With the Tridimensional Personality
Questionnaire, Bulik, Sullivan, Weltzin, and Kaye (1995)
found normal-weight bulimics to be more novelty seeking
than restrictor or binger anorexics, and restrictor anorexics to
be more reward dependent than bulimic anorexics, but bulimic
anorexics to be more harm avoidant than restrictors.

Taken together, available findings seem to support two
theoretically important generalizations (seen also in data re-
viewed earlier on comorbid personality disorders): (a) Restric-
tiveAN is associated with relatively circumscribed personality
characteristics, with particular emphasis on traits of rigidity,
emotional constriction, and compulsivity. (b) Binge-purge syn-
dromes, on the other hand, are associated with relatively het-
erogeneous psychopathological characteristics that sometimes
implicate greater behavioral disinhibition and affectivity. We
illustrate this combination of tendencies in Figure 7.1, making
the assumption that overcontrol and dyscontrol can be regarded
as spanning a continuum along various theoretically related

dimensions (e.g., compulsivity vs. impulsivity; preference
for sameness vs. novelty seeking; introversion vs. extrover-
sion; etc.). The figure depicts a tendency for there to be a
circumscribed convergence, in restrictive ED variants, of over-
controlled tendencies, but greater heterogeneity as to charac-
teristics in bulimic (binge-purge) variants. Some bulimic cases
show overcontrol, as has been associated with restrictive
AN, but many others show marked erraticism and dyscontrol.
Given trait heterogeneity among bulimics, theorists have pro-
posed the existence of multiple pathways to bulimic eating
disturbances, with some individuals being vulnerable due to
underlying dysregulatory processes that manifest themselves
in the form of mood and impulse dysregulation. What is
believed is that, in some individuals, processes that correspond
to generalized behavioral disinhibition may also underlie
appetitive dysregulation (see Vitousek & Manke, 1994).

Specific Traits of Importance. Clinical observations
consistently associate AN with specific personality traits, in-
cluding perfectionism and impulsivity. For example, one
study reported 322 anorexic women (restrictors and binger-
purgers alike) to have higher Multidimensional Perfection-
ism Scale scores than do 44 healthy control women, and
notes a coincidence between degree of perfectionism and
severity of eating symptomatology (Halmi et al., 2000).
Perfectionism is also noted to be elevated in BN probands
and their relatives (Lilenfeld et al., 2000), but not in individ-
uals with BED (Fairburn et al., 1998). In addition, data show
perfectionism to be evident in AN after long-term weight
recovery (Srinivasagam et al., 1995), suggesting that the
dimension may be an exophenotypic characteristic of AN.
Following from this view, studies have attempted to link per-
fectionism causally to ED development. Perfectionism has
been noted to be elevated premorbidly in those with AN and
BN, compared to those with other mental disorders
(Fairburn, Cooper, Doll, & Welch, 1999). However, assessed
prospectively, perfectionism has not emerged as a predictor
of individuals who, among healthy adolescents, would de-
velop later ED symptoms (Calam & Waller, 1998).

We have already noted that bulimic patients can show re-
markable propensities toward nonreflectiveness, behavioral
disinhibition, self-harming behaviors, or other impulsive
characteristics. Almost half of a cohort of normal-weight
bulimics studied by Newton, Freeman, and Munro (1993),
for example, met criteria for a multi-impulsive syndrome
characterized by substance abuse, multiple overdoses, recur-
rent self-harm, sexual disinhibition, or shoplifting. Such
findings corroborate the impression (described earlier)
that impulse-control problems are prominent in many BN
sufferers. Pronounced impulsivity in BN has been linked,
in different reports, to more severe eating disturbances
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Figure 7.1 Hypothetical relationship between eating-disorder subtypes
and personality-trait dimensions.
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(binge eating, vomiting, laxative abuse, and drive for thin-
ness), greater body-image problems, and greater generalized
psychopathology—including substance abuse, self-injurious
behaviors, and borderline traits (e.g., Wiederman & Pryor,
1996). However, impulsivity has not been shown to corre-
spond to severity of bulimic symptoms in other studies (e.g.,
Wolfe, Jimerson, & Levine, 1994). In consequence, contro-
versy remains around the question of whether impulsivity dri-
ves bulimic symptoms (and hence corresponds to their
severity), or whether it should be regarded as an independent
comorbid dimension that may heighten susceptibility but that
is otherwise independent of symptom severity.

Gender Identifications. Given its gender distribution,
there has been interest among ED theorists in variables
reflecting gender-role adherence and gender identifications.
Early findings suggested that eating-disordered women tended
(in the most traditional sense of the term) to be hyperfeminine,
or overidentified with traditional female roles (Sitnick & Katz,
1984). A recent meta-analysis of 22 studies on the relationship
between gender-role adherence and EDs provides modest
corroboration of this proposal, finding clinical eating prob-
lems to be related positively with femininity and negatively
with masculinity (Murnen & Smolak 1997).

Body-Image Perception. Given that the defining char-
acteristics of AN and BN include disturbed body percep-
tion and experience, there has been a surprising degree of
controversy around the body-image disturbance concept in
the EDs. Although many empirical findings suggest overesti-
mation of bodily proportions or unusually harsh attitudes to-
ward body image in ED patients, many others suggest that
eating-disordered individuals have body-image perceptions
and attitudes that are quite normal (see Hsu & Sobkiewicz,
1991). Where abnormalities in bodily experience are identi-
fied, current findings tend to emphasize emotional and atten-
tional factors and not perceptual ones (e.g., Carter, Bulik,
Lawson, Sullivan, & Wilson, 1996). The actual origins of
bodily disturbances in the EDs remain uncertain and have
been postulated to reflect various factors; from social-learning
influences, to effects of biological abnormalities that alter
thought and perception, to the impact of body-relevant
trauma.

Body Dysmorphic Disorder. Although its relationship
to the EDs is uncertain, body-image disturbance is as much a
central characteristic of body dysmorphic disorder (APA,
1994) as it is of EDs, and we therefore provide a special com-
ment on this syndrome. Body dysmorphic disorder is defined
by distress or functional impairment due to a preoccupation

with a real (but minor) or an imagined physical defect.
Because it involves an intense, distressing preoccupation
(in this case with bodily characteristics) and the drive to cor-
rect perceived imperfections, it is often thought to represent a
variant of OCD. Hence, one possible common pathway link-
ing body dysmorphic disorder and eating disorders might be
an underlying obsessive-compulsive structure. Regardless of
whether this is true, body dysmorphic disorder appears to be
prevalent in people with EDs, and it has been proposed that
this convergence reflects common pathogenesis—especially
at a neurobiological level (Olivardia, Pope, & Hudson,
2000)—and possible etiological convergence with OCD (see
Widiger & Sankis, 2000). Consistent with the possibility of
an ontological relationship, symptoms of body dysmorphic
disorder have been reported to precede onset of anorexic
symptoms in some anorexic patients. Indeed, some theorists
have proposed that the thinness preoccupations seen in
anorexic and bulimic women may represent gender-specific
variants of the more generalized bodily preoccupations that
manifest as body dysmorphic disorder—and which may be
more focused upon fitness than on thinness among men
(Widiger & Sankis, 2000). However, despite a common ob-
ject of concern (i.e., the body), various differences are noted.
Eating-disordered patients are noted to be mainly concerned
about weight and body shape, whereas sufferers of body dys-
morphic disorder have more diverse physical complaints and
more pronounced negative self-evaluation and social avoid-
ance due to appearance (Gupta & Johnson, 2000). Further-
more, EDs are, in at least some studies, noted to have broader
implications for psychopathology. Hence, although specula-
tions on commonalities remain appealing, it is premature to
assume that EDs and body dysmorphic disorder are truly
comparable syndromes at either phenomenological or etio-
logical levels.

State versus Trait Issues on Personality Dimensions

Given the known effects of malnutrition (and other ED seque-
lae) upon the mental status, it is necessary, when studying
affinities between psychological characteristics and eating dis-
turbances, to differentiate stable, underlying traits from effects
of being in an eating-disordered state. One approach to this
question has been to assess characteristics in formerly eating-
disordered individuals after recovery. Certain tendencies
have seemed to represent likely ED sequelae. For example,
data have indicated recovered anorexics to display less harm
avoidance and oppositionality and a more external locus of
control than do actively ill anorexics (Bulik, Sullivan, Fear, &
Pickering, 2000). Similarly, a study by our group showed
rather marked illness-related sequelae (in the form of
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increased depression, anxiety, suicidality, interpersonal prob-
lems, and compulsivity in actively ill bulimics) that were not
evident in recovered ones (Lehoux, Steiger, & Jabalpurlawa,
2000). In contrast, enduring traits of rigidity, overcautious-
ness, and obsessionality have been reported to persist (over
several years) in recovered anorexics (Windauer, Lennerts,
Talbot, Touyz, & Beumont, 1993), whereas enduring narcis-
sistic disturbances are reported in recovered bulimics (Lehoux
et al., 2000).

Binge Antecedents and Consequences

Cognitive components of dietary restraint—so-called restric-
tive eating attitudes (e.g., the belief that one should always eat
low-calorie foods, or compensate when one eats more than
usual)—are thought to make an important contribution to the
development of disinhibited (binge-like) eating behaviors.
Polivy and Herman’s (1985) restraint theory specifically
postulates that chronic attitudinal restraint of eating potentiates
the breakdown of cognitive controls upon appetitive behaviors,
and eventual counterregulation (or overeating). It also pro-
poses that counterregulation has specific cognitive and emo-
tional triggers. An impressive catalogue of findings, derived
mainly from laboratory studies in nonclinical populations,
shows counterregulation of eating behavior to be induced (in
attitudinally restrained eaters) by manipulations that generate
(a) beliefs that one has exceeded an allowable calorie limit; (b)
negative affects; (c) feelings of self-inadequacy; or (d) global
disinhibition, as is induced following alcohol consumption.
Clinical experience dictates that all of these factors are relevant
as binge precipitants in clinical BN patients.

The connection between binge eating and emotional
factors deserves specific comment. Functional analyses of
binge-eating antecedents (usually performed using on-line
experience-sampling procedures) suggest that the proximal
antecedents to binge episodes often include negative emo-
tions (depression, anger, emptiness, worry), aversive social
experiences, or negative self-perceptions (e.g., Polivy &
Herman, 1993; Steiger, Gauvin, Jabalpurlawa, Séguin, &
Stotland, 1999; Stickney, Miltenberger, & Wolff, 1999). Fur-
thermore, data show that, compared with nonclinical dieters
and nondieter controls, bulimic patients respond to labora-
tory stressors with increases in both hunger and the desire to
binge (e.g., Tuschen-Caffier & Vogele, 1999). As for seque-
lae, binge episodes are reported to provide transient relief
from negative feelings and thoughts and to decrease hunger
and food cravings (e.g., Stickney et al.), but to heighten neg-
ative affect, poor self-esteem, and probability of further binge
eating (Steiger, Gauvin, et al.) over the long term. Such
consequences of binge-eating behaviors may be ingredients

in the tendency for binge eating to become entrenched and
self-perpetuating.

The preceding suggests that binge antecedents may include
states characterized by caloric deprivation, negative affects,
high social stress, and negative self-concepts. Intriguingly,
available literature has also suggested that different an-
tecedents may influence binge-eating behaviors in different
individuals. In support, studies have documented a subgroup
of binge eaters who deny dieting prior to the onset of eating
binges (e.g., Borman Spurrel, Wilfley, Tanofsky, & Brownell,
1997). Moreover, Borman Spurrell et al. noted that people in
whom binge eating preceded onset of dieting showed more ev-
idence of personality pathology. These findings resonate with
data from our research group, suggesting that restraint may be
a weaker hour-to-hour antecedent to binge episodes in highly
impulsive versus in less-impulsive bulimics (Steiger, Gauvin,
et al., 1999). We interpret these findings as implying that
processes associated with impulsivity may contribute directly
to the propensity to binge. In this regard, it is noteworthy that
some of our findings (described in the section titled “Neurobi-
ology”), have linked impulsivity in bulimics to greater distur-
bance of central serotonin mechanisms that are also thought to
underlie problems with satiety mechanisms.

Cognitive Functioning

Anorexic and bulimic ED variants have both been linked to
(generally mild) neuropsychological impairments associated
with higher-level cognitive functions such as active memory,
attention, and problem solving (e.g., Szmukler et al., 1992).
In addition, some neuropsychological data corroborate the
theme of general restrictor-binger differences. Blanz, Detzner,
Lay, Rose, and Schmidt (1997) found that BN but not AN pa-
tients to show better nonverbal than verbal performance, and
Toner, Garfinkel, and Garner (1987) indicated bulimic anorex-
ics to be more likely than restrictor anorexics to commit errors
of commission, suggesting problems with response inhibition.
Studies that examine the prospective course of neuropsycho-
logical impairments in ED patients report improvements that
coincide with ED-symptom remission for both AN (Szmukler
et al.) and BN (Lauer, Gorzewski, Gerlinghoff, Backmund, &
Zihl, 1999). However, some findings indicate alarmingly per-
manent structural and neuropsychological alterations (Lambe,
Katzman, Mikulis, Kennedy, & Zipursky, 1997).

Family and Developmental Characteristics 

Suggestive themes emerge in family findings pertaining
to the EDs. However, there are several important limitations
of the literature in this area: (1) Very few of the available
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studies apply appropriate psychiatric control groups to estab-
lish specificity of observed patterns to eating syndromes.
(2) Studies rarely provide for corroboration, by family mem-
bers, of observations from actively eating-disordered partici-
pants. (3) Even when systematic tendencies are identified
(ED-specific or otherwise), there remains a need to clarify
whether they express dynamic family patterns (transmitted
via psychosocial pathways), or effects of temperamental
traits (representing inherited tendencies). These concerns
aside, available data have provided partial corroboration of
developmental theories on EDs (reviewed earlier).

Studies on anorexic individuals and their relatives
have provided general corroboration of the concepts of en-
meshment, overprotection, separation problems, and conflict
avoidance. Studies report anorexics’ families to limit mem-
bers’ autonomy, or to show unusually low levels of conflict.
Crisp, Hsu, Harding, and Hartshorn (1980) reported dis-
turbed parent-child interactions in about half of 102 cases of
AN, with enmeshment being the most commonly reported
theme. Goldstein (1981), using coded records of parent-child
interactions, discriminated families of hospitalized anorexics
from those of hospitalized nonanorexics, on dimensions
reflecting requests for protection and conflict avoidance.
Similarly, families of anorexics have been noted to show
unusually low expressed emotion, indicating low levels of
conflictual or disapproving interactions (Hodes & leGrange,
1993). Such observations are compatible with the concept
of an enmeshed or underseparated familial organization.
However, Kog, Vertommen, and Vandereycken’s (1987)
study of families with an eating-disordered daughter indeed
identified a subset that displayed low conflict, although they
found this pattern to coincide with bulimic ED variants as
frequently as it did with restrictive ones. Their finding raises
some doubts about the specificity of the conflict-avoiding,
enmeshed family concept for AN.

Observational studies of families in which binge-purge
syndromes develop have tended to corroborate the perspec-
tive that such syndromes coincide relatively more often with
overt familial discord and hostility. For example, Sights and
Richards (1984) noted bulimics’ families to display marked
parent-daughter stress and rated bulimics’ mothers as being
domineering and demanding. Similar themes are conveyed
by Humphrey’s rather extensive observational work with
eating-disordered families (see Humphrey, 1991). In studies
comparing bulimic-anorexic mother-father-daughter triads
to those of normal triads, her findings showed the bulimic-
anorexic families to be more blameful, rejecting, and ne-
glectful, and less nurturant and comforting. Likewise, in a
series of studies contrasting family processes in females with
normal-weight bulimia, bulimic AN, restrictive AN, or no

ED, Humphrey found the families of both bulimic subgroups
to be prone to deficits in parental nurturance and (to some
extent) empathy. In keeping with this notion, studies have
indicated expressed emotion (i.e., open conflict and critical
comments) to be greater in bingers’ than in restrictors’
families (Hodes & leGrange, 1993).

Data on family interaction patterns in BED are very rare,
making it premature to draw conclusions. However, Hodges,
Cochrane, and Brewerton (1998) obtained self-reports on
family functioning in 23 anorexic-restrictor, 45 bulimic,
20 anorexic-binger, and 43 BED women. The BED patients
reported less family cohesion than did anorexic ones and less
familial expressiveness than did bulimic ones. The BED
women also indicated their families to show less cohesion,
expressiveness, independence, and intellectual-cultural and
active-recreational pursuits than did women in a normal con-
trol group. Relative to the normal control women, BED pa-
tients reported their families to be higher on dimensions
measuring conflict and control. In other words, BED patients
seemed to be reporting a constellation of family interaction
patterns that was at least partially reminiscent of those of BN
patients.

Although there are systematic convergences between fam-
ily interaction patterns (on the one hand) and ED subtypes
(on the other), recent thinking on family factors in the EDs is
close to abandoning the probably unrealistic notion that there
may be ED-specific family interaction variants. Instead, the-
orists address more interesting questions about the possible
modulating role of family functioning in the development
and maintenance of eating symptoms. Schmidt, Humfress,
and Treasure (1997) noted that severity of family dysfunction
corresponds closely to severity of personality pathology in
affected individuals, suggesting a modulating influence of
family functioning enacted through concurrent psychopatho-
logical traits.

Psychosocial Induction

It is appealing to presume that the EDs depend upon psy-
chosocial induction effects in which parents convey mal-
adaptive concerns with body image, weight, and eating to
their children. Indeed, in clinical populations, many studies
report parents of ED sufferers to show abnormal eating and
body-image attitudes (e.g., Hall & Brown, 1983). However,
many others report an absence of differences between parents
with and without eating-disordered daughters (e.g., Hall,
Leibrich, Walkley, & Welch, 1986). At the same time, various
findings are consistent with parental influences upon chil-
dren’s eating behavior. Miller, McCluskey-Fawcett, and
Irving (1993) compared perceptions of early mealtime
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experiences across normal eaters, repeat dieters, and bulim-
ics, and found the bulimics to display more eating-related is-
sues in the early family context. In a related vein, a recent
study of 369 adolescent girls and their parents found that par-
ents’ encouragements to daughters to lose weight were more
significant as predictors of daughters’ dietary restraint than
were parents’ own dietary restraint levels, and mothers’ en-
couragements were more influential than were fathers’
(Wertheim, 1999). Such findings may be sensitive to retro-
spective reporting biases but they are consistent with the idea
that the family’s eating and body-image-relevant attitudes
can convey risk for an ED.

Yet another source of parental influence over children’s
eating patterns is suggested by data showing a disturbing
degree of association between mothers’ EDs and feeding
problems in children. Whelan and Cooper (2000) rated a
filmed family meal in three groups of 4-year-olds: Children
with feeding problems (N � 42), children with a nonfeeding
form of disturbance (e.g., shyness or behavioral disturbance;
N � 79), and children with no disturbance (N � 29). They
found mothers of children with feeding problems, when com-
pared to mothers in the other two groups, to have higher rates
of current and past EDs but not mood disorders. 

Attachment

On the basis of a review of studies concerning parent-child
and familial attachment patterns in the EDs, Ward, Ramsay,
Turnbull, Benedettini, and Treasure (2000) concluded that
ED patients display pathological attachment tendencies. Var-
ious studies have indicated that individuals with anorexia,
relative to healthy controls, report one or both parents to be
less affectionate, empathic, caring, or protective (Rhodes &
Kroger, 1992; Steiger, Van der Feen, Goldstein, & Leichner,
1989). Rhodes and Kroger found anorexic individuals to
be anxious about parental separation and engulfment,
whereas Armstrong and Roth (1989) found AN subjects to
have more anxious attachments and separation depression
than controls. While such findings are suggestive, we note
that they do not necessarily imply ED-specific anomalies.

Data indicate parallel attachment problems in BN. Indi-
viduals with bulimia report themselves to form dependent or
insecure attachments (Jacobsin & Robins, 1989), to be mis-
trustful of others, anxious about revealing imperfections, and
fearful of intimacy (Pruitt, Kappins, & Gorman, 1992). An
experience-sampling study by our group highlights the po-
tential importance of relationship factors in BN, in that
stressful social experiences emerged as relatively direct an-
tecedents to binge episodes in actively bulimic women
(Steiger, Gauvin, et al., 1999).

Childhood Sexual Abuse

Modal figures indicate roughly 30% of ED sufferers to report
some form of unwanted sexual experience during childhood
(e.g., Everill & Waller, 1995; Wonderlich et al., 1997). Given
that they implicate such markedly disturbed bodily experi-
ence, it is enticing to think that EDs may be specifically (and
causally) linked to body-relevant trauma occurring during
childhood. However, it should be noted that observed rates of
trauma in ED sufferers do not consistently exceed those
obtained in females with other psychopathology, an implica-
tion that there is a strong but nonspecific association of the
EDs with childhood trauma.

Data comparing prevalence of childhood sexual trauma in
restricting and binging subgroups have suggested that bu-
limic ED variants might be associated with the more unfa-
vorable developmental experiences. Schmidt et al. (1997),
for example, conclude that findings have consistently associ-
ated childhood abuse more strongly with binge-purge than
with restrictive ED variations. In keeping with the suggested
tendency, Webster and Palmer (2000) found that women with
bulimic symptomatology (but not restrictive AN) reported
more troubled childhood experiences than did normal-eater
comparison women, but reported experiences comparable to
those of women with depression. Although such observations
could reflect greater repression in restrictors, or protective-
ness of the family, the trend in question would also be con-
sistent with an overall portrait of the bulimic family as being
the more destructive, abusive, or neglectful, rendering the
child subject to a heightened risk of abuse. These data also re-
iterate the point made earlier about relative nonspecificity of
the link between EDs and childhood abuse.

Community-survey data have corroborated the notion that
BN coincides with relative elevations of victimization expe-
riences. A telephone survey of 3,006 women linked history
of forcible assault or rape to BN more than to BED or
non–eating disordered status. Furthermore, in this study,
reliance upon compensatory behaviors was associated with
higher rates of victimization (Dansky, Brewerton, Kilpatrick,
& O’Neil, 1997). Even if childhood traumata are more
strongly linked to bulimic than to restrictive ED variants,
however, this need not imply bulimia-specific pathogenic
effects. Several studies in BN have noted that severity of
childhood abuse predicts severity of personality pathology,
impulsivity, dissociative potentials, and other forms of co-
morbid psychopathology more directly than it does severity
of bulimic symptoms. For example, a study comparing
50 sexually abused versus 83 nonsexually abused eating-
disordered women showed elevations in the sexually abused
women, not on ED symptoms, but on various self-reported
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personality dimensions: schizotypal, avoidant, schizoid,
passive-aggressive, and borderline (Moreno, Selby, & Neal,
1998). One study of 44 former bulimics found that those with
a history of sexual or physical abuse (N � 20) had more
posttraumatic symptoms and more substance dependence
(Matsunaga, Kaye, et al., 1999).

Sociocultural Context

Eating disorders occur disproportionately often in Western in-
dustrialized nations, implying that cultural ideals prevailing in
the West may be conducive to ED development. It is obvious
that Western social values to some extent equate slimness with
cultural ideals of success, beauty, power, and self-control, and
there is little doubt that such factors play some role in the de-
velopment of clinical EDs (see Garfinkel & Garner, 1982).
Changing ideals for female body shape are thought to be asso-
ciated with the apparent increase in incidence of EDs that oc-
curred in the West during the decades since 1960 (see the
section titled “Epidemiology”). This period coincided with a
dramatic shift in a cultural ideal—from a voluptuous form rep-
resented by such icons as Marilyn Monroe, Elizabeth Taylor,
or Sophia Loren to a thin (and often relatively androgynous)
ideal for female appearance that became popular in the early
1960s, and that remains prominent in celebrity and media im-
ages in the 2000s. Attesting to the importance of peer and pop
culture influences in the development of maladaptive eating, a
1-year prospective study of 6,982 girls showed that measures
of the felt importance of looking like the females that are seen
on television, in movies, or in magazines predict the onset of
regular vomiting or laxative abuse as a means of weight con-
trol (Field, Camargo, Taylor, Berkey, & Colditz, 1999). Fur-
ther supporting the concept that social values pertinent to
thinness have a causal role in EDs, the work of Garner and
Garfinkel (see Garfinkel & Garner, 1982) shows AN to occur
exceptionally often in individuals whose social milieu empha-
sizes weight control (e.g., ballet dancers, models, or athletes).
In a related vein, various findings suggest that Western cultural
values have a special role in generating risk for ED develop-
ment. Davis and Katzman (1999) noted that level of eating and
body-image concerns corresponded quite directly to the level
of acculturation to American values of Chinese university stu-
dents studying in the United States. Likewise, Lake, Staiger,
and Glowinski (2000) compared Australian-born and Hong
Kong–born Australian university students on eating attitudes
and body-shape perceptions, and found that Australian-born
and Western-acculturated Hong Kong–born women showed
greater body-image problems.

Although risk for EDs is certainly linked to Western social
contexts, such social effects may yet have only a limited

influence in ED etiology. For example, systematic cross-
cultural research indicates anorexia-like syndromes, character-
ized by food refusal, to be prevalent in diverse (non-Western)
contexts (Pate, Pumariega, Hester, & Garner, 1992), suggest-
ing that anorexia-like syndromes may not be as culture-bound
as once thought. A self-report assessment of attitudes toward
eating among undergraduate women studying in Pennsylvania
(N � 111) and South Korea (N � 115) showed similar per-
centages (21% and 18%, respectively) of respondents report-
ing elevations on an ED-screening instrument (Lippincott &
Hwang, 1999). Indeed, some cross-cultural data reduce
emphasis upon the role of cultural pressures favoring slimness
in ED pathogenesis altogether. Lee, Ho, and Hsu (1993), for
example, provided a well-constructed study of individuals with
anorexia in Hong Kong—all of whom were clearly anorexic
according to criteria reflecting self-imposed weight loss,
resistance to others’ encouragements to eat, and amenorrhea
(or loss of libido, in one male case). However, unlike individu-
als with anorexia encountered in American contexts, roughly
60% were noted to display no conscious fear of becoming
fat. They justified their food refusal instead by stating a de-
sire to avoid gastric bloating. Given similar findings from
other Asian studies, Lee and colleagues proposed that fat
phobia may be characteristic of weight-conscious Western
societies but not definitive ofAN at large. These findings imply
that culture may exert pathoplastic effects that shape ultimate
ED expression.

Other cross-cultural studies have reported an absence of
cultural influences or culture-free universals that apply to the
EDs. For example, bulimic tendencies and proneness to
generalized impulse-control problems have been noted to
coincide as much in Japanese samples as in Western cases
(Matsunaga, Kiriike, et al., 2000). Similarly, cross-cultural
data make a case that, regardless of cultural context, EDs and
OCD converge (Matsunaga, Kiriike, et al., 1999). Emphasiz-
ing a universal importance of maladaptive family interactions
as an ED correlate, one study has shown that the degree of
maladaptive eating attitudes and behaviors in British Asian
schoolgirls correlates with measures of familial overprotec-
tion and conflicts around socializing (Furnham & Husain,
1999).

Biological Factors

Family Studies

Findings from available family studies provide unequivocal
support for the conclusion that there is familial aggregation
for the EDs, a prerequisite if one assumes biological transmis-
sion. The largest case-controlled study available examined
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the prevalence of EDs among first-degree relatives of 300
probands with AN or BN (Strober, Freeman, Lampert,
Diamond, & Kaye, 2000). This investigation found substan-
tially higher risks for AN in female relatives of anorexic and
bulimic probands (relative risks of 11.3 and 12.3, respec-
tively) compared to those obtained in relatives of normal-
eater comparison subjects. A familial propensity was also
indicated for BN, with relative risks of 4.2 for relatives of
anorexic probands and 4.4 for bulimic probands, respectively.
These findings suggest a strong family tendency for both
anorexic and bulimic ED variants, but stronger aggregation
for AN than for BN. Results of another recent family study
have suggested that relatives of AN and BN probands both
show similarly elevated risk for ED, without AN or BN speci-
ficity (Lilenfeld et al., 1998). These findings are consistent
with familial transmission for a general factor that heightens
susceptibility to EDs, but not specifically to AN or BN.

Cotransmission in Families With Other Syndromes

Family data need not imply disorder-specific transmission
effects. Rather, they could reflect a liability that is conveyed by
linkage within the family to another heritable disturbance or
syndrome. Relationships of this type have been explored for
the EDs with respect to various forms of psychopathology.
Family studies suggest substantially higher rates of mood
disorders, especially unipolar depression, among relatives
of anorexic (e.g., Strober, Lampert, Morrell, Burroughs, &
Jacobs, 1990) and bulimic (e.g., Logue, Crowe, & Bean, 1989)
probands. However, when distinctions between ED probands
with and without an ascertained history of mood disorder have
been made, findings reveal increased risk of affective dis-
orders in only the relatives of those ED probands who them-
selves suffer from mood disturbance (Lilenfeld et al., 1998;
Strober et al.). In other words, while shared vulnerability fac-
tors may be implicated, there does not seem to be any simple
or direct cotransmission for eating and affective disturbances.

Similarly, various studies have documented an increased
rate of alcohol and drug abuse in ED patients and their rela-
tives, especially in the relatives of bulimic probands (Lilenfeld
et al., 1998). However, as noted for mood disorders, evidence
on the co-aggregation of eating and substance-use disorders
favors belief in independent transmission because only the
relatives of ED probands who themselves abuse substances
show consistently higher risk of substance-abuse problems
(e.g., Lilenfeld et al.). Likewise, Lilenfeld and colleagues re-
port that only eating-disordered probands who themselves
show heightened OCD have family histories characterized by
higher OCD prevalence. In other words, familial transmission
of OCD appears also to occur independently of EDs.

In an intriguing contrast to the preceding, Lilenfeld and
colleagues (1998) have also suggested shared familial
transmission of obsessive-compulsive personality disorder
(OCPD) with AN (but not BN). In their study, relatives of
anorexic probands showed elevated OCPD, regardless of the
presence of OCPD in the anorexic proband. Such findings are
in keeping with the notion that there may be a relatively AN-
specific transmission, within families, of personality traits of
perfectionism, rigidity, and harm avoidance (i.e., OCPD) and
risk for AN.

Twin Studies

Through comparison of concordance rates in genetically
identical (i.e., monozygotic) versus nonidentical (i.e.,
dizygotic) twins, it becomes possible to isolate genetic factors
that contribute to a disorder. Twin data can, furthermore
(using behavioral-genetic models), be analyzed to tease apart
the relative contributions of additive-genetic effects (i.e.,
inherited liabilities) , shared-environmental effects (i.e., lia-
bilities resulting from such influences as general family-
interaction patterns, or the family’s socioeconomic status),
and effects of the nonshared or individual-specific environ-
ment (i.e., liabilities related to having experienced childhood
trauma, or having had a particular type of relationship with
one parent). Various twin studies of EDs have now been com-
pleted, providing intriguing yet equivocal findings.

In a clinically ascertained sample of 31 monozygotic and
28 dizygotic anorexic twins, Treasure and Holland (1989)
found substantially higher concordance in monozygotic than in
dizygotic pairs (45% vs. 2%, respectively). Furthermore, when
diagnostic criteria were narrowed to accept only restrictingAN
(i.e., excluding patients with binge or purge symptoms), differ-
ences between mono- and dizygotic twins became even more
striking—with concordance increasing to 65% for monozy-
gotic and falling to 0% for dizygotic. Such findings imply
rather striking heritability for a restrictiveAN factor, and based
on their results, Treasure and Holland estimated a 70% liability
for restrictive AN attributable to additive genetic effects. Rais-
ing controversy around such conclusions, however, Walters
and Kendler (1995), in a population-based (vs. clinically ascer-
tained) sample, obtained no evidence of heightened risk forAN
in monozygotic compared to dizygotic twins.

A reanalysis of combined data from the early-available
twin studies on BN revealed 46% concordance for monozy-
gotic twins versus 26% concordance for dizygotic twins, with
an estimated 47% of the variance attributable to additive
genetic effects, 30% to shared environment, and 23% to
nonshared environment (Bulik, Sullivan, Wade, et al., 2000).
Similarly, a population-based study of 2,163 female twins
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found concordance rates for BN to be 22.9% for monozygotic
and 8.7% for dizygotic twins (Kendler et al., 1991), with an
estimated 55% of variance from additive genetic effects, 0%
from shared environment, and 45% from individual-specific
environmental effects. Other studies have examined genetic
effects acting upon more broadly defined (subthreshold) vari-
ants of BN. For example, Bulik, Sullivan, and Kendler (1998)
estimated heritability of broadly defined BN to be 83% in a
sample of 854 twin pairs, suggesting that BN is quite a heri-
table syndrome.

Genetic Linkage Studies

Genetic linkage studies seek to identify genes, in affected in-
dividuals and their relatives, that may underlie risk for a
specific disorder. Studies aimed at candidate genes underly-
ing ED vulnerability have focused on genes coding for
dopamine, serotonin, and noradrenaline systems, under the
assumption (which will be explained further) that these
monoamines may regulate eating behavior. To date, relevant
studies in anorexic samples have failed to find systematic
linkage of particular variants of dopamine (Bruins-Slot et al.,
1998) or �3-adrenergic receptor (Hinney et al., 1997) genes
in AN. The search for candidate genes within the serotonin
(5-hydroxytryptamine, or 5HT) system has, however, yielded
somewhat more promising results. Association has been re-
ported between AN and a polymorphism (–1438G/A) in the
promoter region of the 5HT2A receptor (Enoch et al., 1998).
Furthermore, this 5HT2A finding has been found to be associ-
ated with both AN restrictor subtype and OCD, but not with
bulimic ED variants. Together, such findings argue that the
5HT gene variation in question may correspond to both
“anorexic” and “generalized” obsessions and compulsions. 

Possible genetic substrates for BN are also identified.
Levitan et al. (2000) reported an association between the
C218 allele of the gene encoding for tryptophan hydroxylase
(or TPH, the rate-limiting enzyme for 5HT synthesis) and
BN. It is pertinent to note that Nielsen and colleagues (1998)
reported a similar association, in male offenders, between a
TPH gene variant (on the one hand) and suicidality and alco-
holism (on the other hand), suggesting that this gene variant
may correspond to an impulsive–behaviorally dysregulated
phenotype. Such findings, viewed together, are consistent
with the tendency of bulimic ED variants to be characterized
by impulsivity and behavioral dyscontrol. 

Neurobiology

The search for neurobiological agents that are implicated
in the pathophysiology of EDs has led to the exploration of

neurotransmitter, neuropeptide, and hormone systems in-
volved in appetite, feeding behaviors, affect regulation, and
temperament.

Neurotransmitters. Various monoamine neurotrans-
mitters play a role in appetite regulation. Actions upon appeti-
tive behaviors of noradrenaline and dopamine appear to
include both excitatory and inhibitory effects upon feeding be-
havior, depending upon receptor sites stimulated. In contrast,
serotonin (5HT), via its action on hypothalamic receptors, is
believed to act mainly in the mediation of satiety. Animal and
human studies indicate experimental manipulations that in-
crease 5HT neurotransmission to lead to suppression of food
intake, whereas antagonism of 5HT leads to hyperphagia (see
Brewerton, 1995). We shall review the findings obtained for
AN and BN in studies of each of these systems.

Several investigations have studied the noradrenergic
system in AN. Anorexia nervosa has been associated with
reduced concentrations of noradrenaline and its major
metabolite, 3-methoxy-4-hydroxyphenylglycol (MHPG) in
cerebrospinal fluid (CSF), as well as with increased density
and sensitivity of platelet �2-adrenergic receptors (see Fava,
Copeland, Schweiger, & Herzog, 1989). However, after nu-
tritional rehabilitation, CSF MHPG levels in women with AN
are found to compare to those of control women (Kaye,
Frank, & McConaha, 1999), suggesting that changes in the
noradrenergic system may mainly constitute adaptations to
starvation. Studies of dopamine activity in AN have yielded
contradictory results. Kaye, Ebert, Raleigh, and Lake (1984)
reported anorexic women to show lower CSF homovanillic
acid (HVA, a dopamine metabolite) than did control women,
and then, in a 1999 study, reported lower CSF HVA in a
group of recovered anorexic restrictors and a tendency to-
ward lower HVA in recovered anorexic bingers. Although
such findings imply lowered dopamine activity in active or
recovered AN, Johnston, Leiter, Burrow, Garfinkel, and
Anderson (1984) found no differences when comparing HVA
levels in women with anorexia to those in controls.

Studies of the serotonin system have revealed various 5HT
abnormalities, consistent with reduced 5HT tone, in active
anorexics, including (a) decreased platelet binding of sero-
tonin uptake inhibitors (Weizman, Carmi, Tyano, Apter, &
Rehavi, 1986); (b) blunted prolactin and cortisol responses to
5HT agonists and partial agonists (Monteleone, Brambilla,
Bortolotti, La Rocca, & Maj, 1998); and (c) reduced CSF
levels of 5HT metabolites (Kaye et al., 1984). Some investi-
gators have reported normalization of prolactin response to a
5HT releasing agent, d-fenfluramine, in recovered anorexics
(Ward, Brown, Lightman, Campbell, & Treasure, 1998), as
might indicate a state-related 5HT abnormality. In contrast,
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Kaye, Gwirtsman, George, and Ebert (1991) found elevated
CSF 5-hydroxyindoleacetic acid (or 5HIAA, a 5HT metabo-
lite) in a sample of weight-restored anorexics. They inter-
preted this apparently anomalous finding as an indication that
AN and associated traits (e.g., harm avoidance, perfection-
ism) may actually be linked to a primary state of increased
5HT tone that is then masked by malnutrition-induced reduc-
tions in 5HT activity during active stages of the disorder.
Further work is needed to clarify this possibility.

As with AN, findings in BN have been consistent with de-
creased noradrenaline activity. For example, women with BN
have been reported to show low resting levels of plasma
noradrenaline (Kaye et al., 1990). Given a study reporting
normal CSF MHPG levels in recovered bulimics, however, it
appears that noradrenaline abnormalities in BN may need to
be regarded as state-dependent effects (Kaye et al., 1998).
Studies focused on dopaminergic activity in BN have docu-
mented low CSF HVA (a dopamine metabolite) in active BN
(Jimerson, Lesem, Kaye, & Brewerton, 1992). However,
again, one study reports normal CSF HVA levels in recovered
bulimics (Kaye et al., 1998).

More extensive than that in AN, study of the 5HT system
in BN has consistently suggested reduced 5HT activity.
Bulimia nervosa patients are noted to display (a) decreased
CSF 5HIAA (Jimerson et al., 1992), (b) reduced platelet
binding of 5HT uptake inhibitors (Steiger et al., 2000), and
(c) blunted neuroendocrine responses to 5HT precursors
and 5HT agonists or partial agonists (e.g., Levitan et al.,
1997; Steiger, Koerner, et al., 2001). Such findings have
been taken to suggest decreased brain 5HT turnover and
down-regulation of postsynaptic 5HT receptors mediating
neuroendocrine responses. Other studies have used dietary
manipulations to explore links between 5HT levels and bu-
limic symptoms. For instance, tryptophan depletion, which
lowers brain tryptophan and subsequent 5HT synthesis, has
been shown to exacerbate bulimic symptoms in actively bu-
limic women (Kaye et al., 2000) and to lead to transient reap-
pearance of bulimic symptoms in recovered bulimics (Smith,
Fairburn, & Cowen, 1999). These results appear to reflect a
particular vulnerability within the 5HT system of women at
risk for BN and establishes a potential neurobiological sub-
strate for antecedent effects of dieting in BN.

Given their marked co-aggregation, there has been an inter-
est in the possibility that bulimic symptoms and impulsivity
have a common serotonergic basis. In non–eating disordered
populations, data document a clear association between impul-
sivity and low 5HT (Coccaro et al., 1989). Paralleling such
findings, Steiger, Koerner, et al. (2001b) found correspondence
between the extent of apparent reduction in 5HT activity
and the severity of impulsive symptoms. Such findings imply

that 5HT abnormalities may mediate both binge eating and im-
pulsive symptoms, and may (in part) account for the frequent
convergence of BN with problems of impulse regulation.

Appetite-Regulating Peptides and Hormones. Chole-
cystokinin (CCK), a peptide secreted by the gut, acts on the
hypothalamus to produce satiety. Available data suggest low
basal and postprandial (after-eating) plasma CCK in BN, but
not in AN (Pirke, Kellner, Frie�, Krieg, & Fichter, 1994). It is
not known to what extent low CCK in BN may preexist dis-
order onset or may result from abnormal eating behaviors.
Regardless, once established, low CCK could help perpetuate
binge-eating behavior via its impact on satiety.

Leptin is a newly identified hormone secreted by fat cells.
Leptin acts on the hypothalamus to regulate appetite and en-
ergy expenditure in accordance with fat stores. In active AN,
findings have shown reductions in serum and CSF leptin lev-
els corresponding to decreased body mass (Grinspoon et al.,
1996). Findings have also shown restoration of normal levels
upon weight recovery (Hebebrand et al., 1997). However, al-
though low leptin levels in AN may, therefore, be partly at-
tributable to low fat stores, one study found decreased leptin
in restricting but not purging anorexics, despite equally low
body weight in both groups (Mehler, Eckel, & Donahoo,
1999). A study of bulimic women has also reported low leptin
levels, despite normal body weight (Monteleone, Di Lieto,
Tortorella, Longobardi, & Maj, 2000). Leptin levels may,
therefore, not be modulated by body weight alone, and further
work is needed to investigate the full interplay that may exist
between leptins and the EDs.

Neuroimaging Studies. Neuroimaging studies aim to
establish structural or functional brain abnormalities and use
techniques like computerized tomography (CT) and mag-
netic resonance imaging (MRI) to allow visualization of
gross brain structure. Functional neuroimaging techniques,
including positron emission tomography (PET) and proton
magnetic resonance spectroscopy (H-MRS), are used to ana-
lyze specific chemical and electrical activity within the brain.
With the use of CT and MRI, structural brain changes have
been detected in both anorexic and bulimic patients. Findings
include enlarged ventricles and sulcal widening, gray- and
white-matter abnormalities, and lateralization of deficits
(e.g., Hoffman et al., 1989). Reversible and irreversible
components have been identified, including persistent gray-
matter (but not white-matter) volume deficits in weight-
recovered anorexics (Lambe et al., 1997). Taken together,
imaging studies suggest that many abnormalities constitute
transient effects of nutritional deprivation, but that some may
be disturbingly permanent sequelae.



188 Eating Disorders

AN INTEGRATED (MULTIDIMENSIONAL)
ETIOLOGICAL CONCEPT

In a social context that equates thinness with many social val-
ues, it is not surprising to find that most people display body-
image and diet consciousness, and that an alarming number of
these persons (especially young women) progress to the
development of full-blown EDs. However, as much as the
EDs are defined by pathognomonic preoccupations with
eating, weight-control, and body image, they are also poly-
symptomatic syndromes, invariably including characterologi-
cal, affective, interpersonal, and self-regulatory disturbances.
Syndromes with this degree of phenomenological complexity
are likely to implicate diverse causal processes. An adequate
etiological model for the EDs will need to account for roles of
converging biological, psychological, familial, and sociocul-
tural processes.

In attempting to understand ED etiology, we have often
found it heuristic to contemplate two classes of causal agents,
each having its own character and each (presumably) its own
multiple (biopsychosocial) etiological agents. One factor re-
lates to eating-specific aspects of disturbance (surrounding
eating, weight, and body image); the other relates to more
generalized vulnerabilities, psychopathology, or maladapta-
tion. This proposal, that EDs implicate eating-specific and
generalized components of pathology, was first addressed in
the two-component model of eating disorders proposed by
Garner, Olmstead, Polivy, and Garfinkel (1984). A basic as-
pect of this view is that eating-specific concerns are not suffi-
cient to explain the development of clinical ED, and that the
concurrent presence of a more generalized psychopathology,
expressed through broad mood and behavioral dysregulation,
is required. How might generalized and eating-specific fac-
tors interact in ED pathology? To reflect a diversity of possi-
ble pathways, we provide some illustrative examples.

1. Constitutional vulnerabilities (e.g., inherited problems of
serotonin neurotransmission) may, along with their pre-
dictable effects on mood and impulse regulation, confer
vulnerability to disorders of satiation (and hence bulimic
eating patterns) in individuals disposed by social or family
pressures emphasizing thinness to restrict their food intake.
This might, in part, explain an affinity of bulimic eating
syndromes for manifestations including mood or impulse
dyscontrol and, in part, findings showing BN to be associ-
ated with reduced serotonin functioning. In other words,
BN may (at least sometimes) implicate a generalized
(serotonin-linked) risk factor, related to susceptibility to
impulsiveness and appetitive dysregulation, but what might
be needed to trigger the expression of this vulnerability

is a specific pressure or encouragement toward dietary
restraint.

2. Given a social context that overvalues thinness and that
links body-esteem to overall self-esteem (especially in
women), generalized self-image problems in females
(along with a propensity to be perfectionistic or overly
sensitive to social approval) might indirectly heighten sus-
ceptibility to dieting and, eventually, to pathological eat-
ing practices. In this eventuality, one would expect (as
tends to be the case) to find perfectionism, self-criticism,
reward dependence, and related characteristics in AN-
prone individuals. We presume that such (generalized)
tendencies heighten the likelihood that normal (eating-
specific) social concerns about slimness may be carried, in
clinical ED sufferers, to the pathological extreme.

3. Parental overprotection or overcontrol, while alone insuf-
ficient to explain ED development, might support the
progression from compulsive dieting to frank eating ob-
session in the weight-conscious adolescent. Furthermore,
the adolescent’s rejection of parental controls might, if the
parents themselves showed propensities toward compul-
siveness or anxious overcontrol, mobilize destructively
intrusive overreactions on the part of the parents. The
child’s further opposition would gradually feed into an
escalating spiral of parental intrusiveness followed by
angry oppositionality on the part of the affected child.
Self-starvation seems, at least sometimes, to be mobilized
as a weapon in such an escalation of conflict.

In each of the preceding examples, we assume that devel-
opment of a clinical ED requires that thresholds be surpassed
in key areas of vulnerability, some eating-specific, some
more generalized. A main implication of this view is that dif-
fuse psychopathology, while not representing an ED-specific
ingredient, might be a manifestation of a process that serves
to enhance risk of ED development. At the same time, it
is also necessary to contemplate the full range of interactions
(among biological, psychological, and social factors) that
may occur once an ED has developed, such that increasingly
more severe and more entrenched eating and generalized dis-
turbances may ensue. Consider the following hypothetical
examples.

In the first example, an insecure adolescent girl with an anx-
ious, perfectionistic bent (prone to difficulties with establishing
limits around her own performance) begins dieting to bolster
her self-esteem. Weight loss produces various social rewards
as peers and parents pay her more positive attention. However,
dieting also leads to alteration of normal neurobiological
systems (known sequelae of intensive dieting). One conse-
quence can be an exacerbation of anxiety and obsessionality
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and, gradually, increasing preoccupation with thinness. Her
natural tendency to demand too much of herself evolves, under
new biological influences, into full-blown obsession—and
intensive dieting gradually evolves into a full-blown ED.

Alternatively, consider the effects, in a second adolescent,
in whom a very-destructive developmental environment
characterized by parental hostility and physical abuse has
(aside from having damaging effects upon her sense of self-
worth) been a manifestation of a family wide tendency
towards impulse dysregulation. Assume that the family ten-
dency of impulse dysregulation may have been borne, in part,
by genes that code for lowered serotonin synthesis and neuro-
transmission. For this girl, dieting to achieve a better self-
image (which would reduce brain serotonin activity even
further) may not only lower the threshold for the expression
of impulsive tendencies, but may lower the threshold for
binge eating by creating impairment in satiety mechanisms.
She might gradually develop binge eating, while at the same
time becoming progressively more disinhibited, irritable,
labile, and self-damaging. An implicit concept, especially
important in designing eventual treatments, is that ED symp-
toms can become quite self-perpetuating, and in time, quite
divorced from the psychobiological and sociocultural factors
that may have originally contributed to the development of
the disorder.

If ED etiology is as genuinely biopsychosocial as findings
lead us to believe, then the study of eating disorders may
inform theory on psychopathology in many ways, including
the manner in which psychopathology can represent the
activation of latent genetic vulnerabilities through specific
environmental pressures; the manner in which latent traits
and tendencies can be shaped by developmental experi-
ences; and how maladaptive traits within the at-risk individ-
ual can mobilize destructive responses from the social
environment. In addition, the EDs teach us to appreciate
the ways in which socially prescribed responses (even those
as apparently innocuous as a young girl’s dieting) can, in
specifically vulnerable individuals, generate multiple and
highly maladaptive repercussions that can come to broadly
affect an individual’s global psychological development and
functioning.
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In this chapter we review research and theory across sev-
eral different conditions that appear to have deficits in im-
pulse control in common. The construct of disorders of
impulse control is similar to disinhibitory psychopathology,
a term used by Gorenstein and Newman (1980) to refer to a
range of conditions across the life span marked by a failure
of self-control. The unifying themes across these related yet
distinct conditions include deficits in inhibition and ex-
cesses in rule-breaking or norm-violating behavior. The
chapter focuses on a select subset of clinical disorders,
specifically substance use disorders and pathological gam-
bling. However, deficits in self-control clearly are im-
portant features of some personality disorders (such as
antisocial and borderline personality disorders), of child-
hood disorders such as attention-deficit/hyperactivity disor-
der and conduct disorder, and of other clinical conditions
such as mania, some paraphilias, and what the Diagnostic
and Statistical Manual (DSM) of the American Psychiatric
Association (APA, 1994) terms impulse-control disorders
not elsewhere classified (including intermittent explosive
disorder, characterized by discrete episodes of failure to
resist aggressive impulses; kleptomania; pyromania; and
trichotillomania, characterized by recurrent pulling out of

one’s hair for pleasure, gratification, or relief of tension that
results in noticeable hair loss).

In addition to reflecting a failure of impulse control (i.e., a
tendency to engage in the behavior despite attempts or de-
sires to resist), we could also characterize these disorders as
indicating excessive appetite (i.e., a strong underlying drive
toward engaging in the behavior; Orford, 2001). Orford pro-
poses that the core central processes underlying conditions
such as alcohol dependence, drug dependence, nicotine
dependence, pathological gambling, excessive eating, and
sexual addiction are related to both “deterrence and restraint”
and “primary, positive incentive learning mechanisms”
(pp. 19–20). That is, these disorders might be viewed as con-
ditions resulting from a conflict between inclination and inhi-
bition, and an adequate conceptualization of the problem
places emphases on both the compelling and the restraining
(i.e., inhibitory) aspects of the phenomenon.

DISINHIBITION

Although it is not unusual for psychologists to discuss impul-
sivity and inhibition as unitary constructs, it is clear that they
are not. For example, impulsivity has been operationalized in
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myriad ways and some alternative measures of impulsivity
are not highly correlated (e.g., White et al., 1994). In a prob-
ing review, Nigg (2000) distinguishes eight specific forms of
inhibition described by psychologists, each with different
functional relations to behavior and neurological substrates.
Probably of greatest relevance for understanding disorders of
impulse control are those inhibition systems related to so-
called behavioral inhibition (e.g., suppression of prepotent
responses), response to punishment cues, and response to
novelty.

Prior to discussing individual disorders we first consider
evidence supporting the hypothesis that there is a broad
class of disorder sharing a common factor of disinhibition.
This evidence stems from studies showing both high co-
occurrence (i.e., comorbidity) of ostensibly different disor-
ders and common etiologically relevant correlates.

Comorbidity Among Impulse Control Disorders

The categorical approach to diagnosis exemplified by the
DSM (versions III, III-R, and IV) of the APA (1980, 1987,
1994) is predicated upon the idea of distinct diagnostic enti-
ties. Although similarities among disorders can be repre-
sented by membership in the same class or subclass of a
hierarchical diagnostic system, disorders are still represented
as distinct entities. Within the tradition of the DSM, high co-
occurrence between two disorders (i.e., comorbidity) sug-
gests the possibility that the two disorders are members of the
same general class of disorders. An alternative approach to
classification is the factor-analytic approach whereby varying
forms and degree of psychopathology are represented as
dimensional constructs and an individual’s symptomatol-
ogy can be represented as a score on multiple dimensions.
Although there is considerable debate regarding whether
psychopathology is best represented as distinct classes or
multiple dimensions (Klein & Riso, 1993; Widiger, 1997),
both categorical and dimensional approaches indicate high
comorbidity. 

For example, in one large epidemiological study (Kessler,
Crum, Warner, & Nelson, 1997), the diagnosis of alcohol
dependence was strongly associated with other disorders
characterized by disinhibition (e.g., conduct disorder, antiso-
cial personality disorder, drug use disorders, and mania) as
well as disorders for which affective disturbance is the cardi-
nal feature (e.g., anxiety and depressive disorders). This high
comorbidity could suggest either shared etiological processes
or that the presence of one of these disorders increases the
likelihood of developing a second disorder. (It is also possible
that overlap in the diagnostic criteria could be responsible as
well.) Regardless of the underlying mechanism, comorbidity

among disorders of impulse control is common and implies
some form of causal mechanism related to inhibitory
processes.

However, some ostensible comorbidity might merely rep-
resent short-term, transient psychiatric disturbances induced
by acute substance intoxication or by a withdrawal syn-
drome that mimics independent disorders. In the DSM-IV,
criteria are set out for a number of substance-induced dis-
orders (e.g., substance-induced mood disorder, substance-
induced psychotic disorder). The issue is more than academic;
the course and treatment implications of substance-induced
and independent disorders are quite different because
substance-induced disorders are, by definition, likely to remit
or improve after a prolonged period of abstinence (Kadden,
Kranzler, & Rounsaville, 1995; Schuckit, 1994). Attribution
of substance induction might be straightforward in some
cases, as with, for example, an alcohol dependent individual
whose depression remits within a couple of weeks of detox-
ification (and whose depression never occurs during pro-
longed period of sobriety). However, in many cases,
determining whether conditions such as anxiety disorders,
mood disorders, and psychotic disorders are independent or
substance induced can be difficult in practice, especially when
a substance use disorder and another condition have coexisted
for many years, have insidious onsets, or have fluctuating
courses. Moreover, by early adolescence there is often co-
occurrence of symptoms (e.g., negative affect and drinking)
prior to any morbidity in a formal diagnostic sense (Costello,
Erkanli, Federman, & Angold, 1999). Thus, although useful
conceptually and clinically, the distinction between indepen-
dent and substance-induced disorders can sometimes be prob-
lematic.

In childhood and adolescence, there is considerable evi-
dence for the existence of a broad class of symptomatology
usually labeled as externalizing disorders. Almost 25 years
ago, Achenbach and Edelbrock (1978) reviewed the empiri-
cal literature on the structure of childhood behavior problems
and concluded there was consistent evidence for two broad-
band factors of psychopathology, which they termed overcon-
trolled and undercontrolled. The broadband undercontrolled
factor subsumed behaviors labeled as “aggressive, externaliz-
ing, acting out, [and] conduct disorder” (p. 1284), which sug-
gests that these problems may share some common features.
Subsequent research has strongly supported the validity of
the broadband factor of undercontrolled behavior, now usu-
ally referred to as externalizing behavior, which represents
a higher order factor subsuming delinquent and aggressive
behavior (see Achenbach, 1995). Additional factor-analytic
studies of samples of adolescents and young adults by Jessor
and his colleagues (Donovan & Jessor, 1985; Donovan,
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Jessor, & Costa, 1988; Jessor, Donovan, & Costa, 1991) offer
strong support for a broad class of problem behaviors indi-
cated by problem drinking, marijuana use, other illicit drug
use, cigarette smoking, and what they termed general deviant
behavior (e.g., vandalism, fighting, theft). They labeled this
factor the syndrome of problem behavior while acknowledg-
ing that there is considerable unique variability in each of the
problem behaviors that is not accounted for by the general
problem-behavior factor.

The construct of a broadband externalizing factor appears
to generalize to adults. Krueger (1999; Krueger, Caspi,
Moffitt, & Silva, 1998) provided evidence of this from two
different studies employing structured diagnostic interviews
(a nationally representative survey of mental disorders in the
United States, and a New Zealand birth cohort studied
prospectively from age 18 to age 21). Factor analyses of di-
agnoses from both studies offered strong support for a broad-
band externalizing psychopathology factor indicated by
alcohol dependence, drug dependence, and antisocial person-
ality disorder, and this externalizing factor showed high tem-
poral stability over a 3-year interval.

Overall, there appears to be strong evidence for the view
that covariation among symptoms of substance use disorders
and general antisociality can be modeled as reflecting a
higher order factor indicative of externalizing psychopathol-
ogy or behavioral undercontrol (see also Zuckerman, 1999)
suggesting that these correlated disorders may share com-
mon, core etiological processes. In principle, identification of
these core processes would provide support for the validity of
the construct of externalizing psychopathology and would
also provide a foundation for identifying factors that are
unique to individual disorders.

Common Childhood Correlates

Conditions such as substance use disorders, pathological
gambling, and antisocial behavior have their roots in child-
hood and adolescence. To the extent that there is some degree
of developmental continuity, common childhood precursors
are strongly implied. For example, childhood antisocial be-
havior and poor parental monitoring are common precursors
of adult antisocial behavior, early alcohol involvement, and
drug involvement (for reviews see Caspi & Moffitt, 1995;
Dishion, French, & Patterson, 1995; Zucker, Fitzgerald, &
Moses, 1995). This is not to say that these different outcomes
are functionally the same, only that there appears to be an
overlap of etiological factors. Longitudinal, behavior genetic-
findings can help shed further light on the nature of common
etiological antecedents. For example, in a study of adults,
Slutske et al. (1998) showed a strong genetic correlation

between childhood conduct disorder and alcohol dependence,
indicating that much of the overlap between these disorders is
due to common genetic influences and that genetic variation
in the personality dimension of behavioral undercontrol
(impulsivity, interpersonal exploitativeness, and social non-
conformity) can explain nearly all of this common underlying
genetic predisposition (Slutske et al., 2002). Such studies
of the genetic causes of comorbidity would help to further
identify underlying, heritable dimensions or traits contribut-
ing to the range of impulse-control disorders.

Personality Correlates

The assumption that disorders of impulse control are related
at the level of personality is implicit in much clinical thinking
and is explicit in some older diagnostic schemes (DSM-I;
APA, 1952). Influential theorists (e.g., Cloninger, 1987a,
1987b; Gorenstein & Newman, 1980) have postulated a com-
mon underlying vulnerability to multiple disorders associ-
ated with disinhibition. Indeed, Cloninger (1987a, 1987b)
proposes an identical configuration of personality traits un-
derlying both a subtype of alcohol dependence and antisocial
personality disorder (APD).

In recent reviews of the personality literature on alcoholism
and APD (Sher & Trull, 1994) and on alcoholism and other
substance use disorders (Sher, Trull, Bartholow, & Vieth, 1999)
we have arrived at similar conclusions: There are consistent
patterns of association between certain broadband personality
characteristics (specifically, impulsivity and neuroticism) and a
wide range of externalizing psychopathology. Research on the
personality correlates of pathological gambling (PG) is not as
well developed as it is for substance use disorders, with most
studies of PG based upon small samples of patients in treat-
ment. For example, there are no studies of the personality cor-
relates of those at high versus low risk for the development of
PG, and very limited relevant prospective data. Despite
the lack of strong empirical foundations, theories of the etiol-
ogy of PG implicate the personality dimensions of neuroti-
cism–negative emotionality (e.g., Dickerson & Baron, 2000;
Hand, 1998) and impulsivity-disinhibition (e.g., Dickerson &
Baron, 2000) as important risk factors for the subsequent
development of PG. Moreover, existing studies are generally
consistent in demonstrating a pattern of personality correlates
for PG similar to what has been obtained for the substance use
disorders. Individuals in treatment for PG have elevated levels
of neuroticism–negative emotionality (Blaszczynski, Buhrish,
& McConaghy, 1985; Blaszczynski, Steel, & McConaghy,
1997; Blaszczynski, Wilson, & McConaghy, 1986; Ciarrocchi,
Kirschner, & Fallik, 1991; Graham & Lowenfeld, 1986) and
impulsivity-disinhibition (Blaszczynski et al., 1985, 1986,
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1997; Ciarrocchi et al., 1991; Graham & Lowenfeld, 1986;
McCormick, Taber, Kruedelbach, & Russo, 1987; Steel &
Blaszczynski, 1998) compared to unaffected controls. The
results for extraversion-sociability are mixed, with some
studies failing to find an association with PG (Blaszczynski
et al., 1985, 1986; Ciarrocchi et al., 1991; Graham &
Lowenfeld, 1986), and with others finding either a positive as-
sociation (McCormick et al., 1987) or a negative association
(Blaszczynski et al., 1997).

Neuroticism–Negative Emotionality

Findings from several major longitudinal studies of sub-
stance use disorders do not suggest a strong causal role for
neuroticism–negative emotionality (e.g., Jackson, Sher, &
Wood, 2000; Jones, 1968; Robins, Bates, & O’Neal, 1962;
Sher, Bartholow, & Wood, 2000; Vaillant & Milofsky, 1982).
In contrast, other prospective studies do implicate negative
emotionality as predictive of later alcohol involvement
(Caspi et al., 1997; Chassin, Curran, Hussong, & Colder,
1996; Cloninger, Sigvardsson, Reich, & Bohman, 1988;
Labouvie, Pandina, White, & Johnson, 1990; Sieber, 1981).
However, it should be noted that Cloninger et al. specify that
low negative affectivity (characterized by low scores on the
Harm Avoidance scale of the Tridimensional Personality
Questionnaire [TPQ], Cloninger, 1987c) is most relevant to
the development of early-onset alcoholism, whereas people
high in negative affect are susceptible to the occurance of
alcohol dependence later in life.

This divergent pattern of findings indicates that our under-
standing of the role played by neuroticism–negative emotional-
ity in substance use disorder is far from complete, particularly
given that the existing database of informative prospective
studies remains relatively sparse. Furthermore, the issue may
be best resolved by considering moderating variables influenc-
ing the relationship between negative emotionality and sub-
stance use (e.g., Greeley & Oei, 1999; Sher, 1987).

Impulsivity-Disinhibition

The broad personality dimension that appears to be most
relevant to impulse-control disorders is that of impulsivity-
disinhibition. This dimension incorporates traits such as
sensation seeking, aggressiveness, impulsivity, and psy-
choticism, and has been termed impulsive, undersocialized
sensation-seeking by Zuckerman (1994). The high rates of
comorbidity between alcohol use disorders and both antiso-
cial and borderline personality disorders (discussed later)
provide support for the idea that clinical alcoholics tend to
be impulsive (e.g., Regier et al., 1990), and alcoholics tend
to score high on psychometric measures assessing this

dimension (e.g., Bergman & Brismar, 1994; Plutchik &
Plutchik, 1988). Moreover, alcoholics with comorbid APD
experienced a more severe and chronic course of alco-
holism, and engaged in more drug use, compared to those
without this comorbid diagnosis (e.g., Holdcraft, Iacono, &
McGue, 1998).

Additionally, cross-sectional high-risk studies (e.g.,
Alterman et al., 1998; Sher, 1991) demonstrate that traits re-
flecting impulsivity-disinhibition are elevated in the offspring
of alcoholics. Most importantly, prospective studies consis-
tently indicate that impulsive-disinhibited individuals are
at elevated risk for the development of substance-related
problems (e.g., Bates & Labouvie, 1995; Caspi et al., 1997;
Cloninger et al., 1988; Hawkins, Catalano, & Miller, 1992;
Pederson, 1991; Schuckit, 1998; Sher et al., 2000; Zucker &
Gomberg, 1986; Zucker et al., 1995). Although there are no
prospective studies of personality and PG, Vitaro, Arsenault,
and Tremblay (1997) found that a five-item self-report
measure of impulsiveness completed at age 13 predicted gam-
bling problems at age 17 among 754 boys. Additionally, in a
subsample of 154 boys it predicted gambling problems
even after controlling for socioeconomic status, frequency of
gambling involvement at age 13, and measures of anxiety and
aggressiveness (Vitaro, Arsenault, & Tremblay, 1999). The
importance of impulsivity-disinhibition as an early predictor
of later alcohol problems has been outlined in detail by Zucker
et al. (1995). These authors hypothesize that the prospective
relation between childhood impulsivity-disinhibition (or
childhood conduct disorder) and later drinking problems
marks an etiologic process whereby these traits lead to poor
school performance and relational problems. These troubles
in turn may lead such individuals to associate with similar
peers, who are likely to begin using alcohol and other drugs
early in adolescence. Moreover, conduct disorder and alcohol
dependence have been linked to the influence of genes that
increase the risk for both disorders (Slutske et al., 1998).

Because it has been argued that antisociality reflects
merely behavior and not personality as defined by classic per-
sonality theorists (see Nathan, 1988), studies demonstrating
that personality variables can statistically explain the relation
between antisocial behavior and alcoholism can be of theo-
retical relevance. In one such study, Earleywine and Finn
(1991) demonstrated that the cross-sectional relation between
alcohol use and a scale that heavily samples antisocial behav-
ior can be statistically explained by the effect of sensation
seeking on both variables. Stronger support for a common un-
derlying vulnerability related to personality traits is provided
by Jang, Vernon, and Livesley (2000), who found some com-
mon genetic influence upon alcohol misuse and personality
traits related to antisociality (specifically sensation-seeking,
recklessness, and impulsivity) as well as to narcissism
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(grandiosity and attention seeking), and by Slutske et al.
(2002), who found that about 40% of the genetic susceptibil-
ity for alcohol dependence was shared with genetic variation
in the personality dimension of behavioral undercontrol (im-
pulsivity, interpersonal exploitativeness, and social noncon-
formity). It would be useful to extend these types of analyses
to a broader range of impulse-control disorders.

Extraversion-Sociability

The evidence concerning the relationship between
extraversion-sociability and impulse-control disorders can
best be described as mixed. Most reviews of the clinical litera-
ture (e.g., Barnes, 1983; Cox, 1987) do not suggest that, as
a group, individuals with substance use disorders differ
from controls on the dimension of extraversion-sociability, al-
though as dependence becomes severe, levels of extraversion-
sociability may decrease (Rankin, Stockwell, & Hodgson,
1982). Moreover, high-risk, cross-sectional studies do not typ-
ically indicate that children of alcoholics differ from controls
on this trait (Sher, 1991), although sociability predicted sub-
stance use for adolescent children of alcoholics but not for
controls in one study (Molina, Chassin, & Curran, 1994). On
the other hand, at least one other recent cross-sectional study
did not find a significant relationship between extraversion and
either alcohol use frequency or alcohol problems using a
nonclinical sample (Stacy & Newcomb, 1998). However,
prospective studies have noted the possibility that extraver-
sion-sociability may be etiologically relevant to the develop-
ment of substance use problems. For example, Jones (1968)
reported that prealcoholics were rated as being high in expres-
siveness and gregariousness. Also, sociability has been found
to prospectively predict frequency of intoxication (Sieber,
1981). Another, more recent prospective study found that
higher extraversion scores predicted alcohol dependence
among young adults over a 3.5-year interval (Kilbey, Downey,
& Breslau, 1998).

There may be more consistency in the mixed patterns of
findings than appears on the surface. For example, it seems
possible that extraversion-sociability is a risk factor for the
development of substance involvement (especially because
substance initiation usually occurs in a social context), and
that this trait becomes increasingly masked in those whose
levels of dependence increase over time. Another possibility
is that other third variables may play a role in determining the
influence of extraversion on substance use disorders. For ex-
ample, some recent evidence suggests a gender difference
wherein high extraversion scores may be more relevant for
predicting alcohol problems in women than in men (e.g.,
Heath et al., 1997; Prescott, Neale, Corey, & Kendler, 1997).
Furthermore, it is currently unclear whether these outgoing

characteristics most accurately reflect true sociability or
(misattributed) disinhibition (Tarter, 1988). Additional sys-
tematic investigations of this association with prospective
data, including consideration of other potential moderating
and mediating processes, would prove helpful in better iden-
tifying the importance of traits related to extraversion.

Common Biological Substrates

There is a scattered but large literature linking biological
variables to individual differences in the trait of impulsivity
in general and to disorders of impulse control in particular
(Zuckerman, 1991). Note that because of acute and chronic
effects of psychoactive substances on the individual, it can be
very difficult to attribute differences in brain function to a
predisposing vulnerability versus a consequence of substance
use (e.g., Hare, 1984).

One of the most actively researched questions currently is
whether deficits in so-called executive functioning (e.g., plan-
ning, organizing, selective attention, some forms of in-
hibitory control) are related to disorders of impulse control.
Because these functions are associated with activity located
in the frontal cortex (Luria, 1980; Stuss & Benson, 1985),
they are sometimes described as frontal functions. However,
because of extensive connections between the frontal lobes
and other brain regions, localization of any complex execu-
tive function is probably an oversimplification. Hypofrontal-
ity (i.e., decreased frontal lobe activity) and related impaired
executive functions have been hypothesized to be related to
certain forms of impulsivity in general (e.g., Nigg, 2000),
conduct disorder, and adult antisocial behavior and substance
use disorders (e.g., Gorenstein, 1987). In a recent meta-
analysis, Morgan and Lilienfeld (2000) reported an overall
negative association between executive functions and antiso-
ciality across a variety of ages and populations. Children of
alcoholics, who are at high risk for a range of disorders of
impulse control (esp. substance use disorders), have been
shown to have a range of cognitive deficits, some of these re-
lated to executive functions (Pihl & Bruce, 1995; Polich,
Pollock, & Bloom, 1994; Sher, 1991). Although, to date, the
neuropsychology of pathological gamblers has not been well
studied, there have been recorded cases of the development
of PG subsequent to frontal lobe injury (Blaszczynski, Hyde,
& Sandanam, 1991). Thus there are a number of converging
findings suggesting that deficits in cognitive functions sub-
sumed under the rubric of executive control relate to a range
of disorders of impulse control. However, much of the
primary literature is characterized by serious design limita-
tions: There is great variability among researchers in how
various cognitive functions are classified; the specificity to
executive functions (as opposed to nonexecutive functions) is
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not always clear; and some disorders not typically thought
of as disorders of impulse control (e.g., schizophrenia,
obsessive-compulsive disorder) may also be associated with
similar deficits. Thus, there is a need for studies bringing a
higher degree of resolution in relating specific forms of neu-
rocognitive deficits to specific symptoms and syndromes.

Impulsivity and associated disorders have also been asso-
ciated with several distinct neuropharmacological systems,
in particular the serotonin, dopamine, and norepinephrine
systems (Zuckerman, 1991). Many of these studies have
sought to establish correlations between the presence of a dis-
order (e.g., alcohol dependence; Major & Murphy, 1978; PG;
Blanco, Orensanz-Munoz, Blanco-Jerez, & Saiz-Ruiz, 1996)
or variations in a personality trait (e.g., sensation seeking;
Schooler, Zahn, Murphy, & Buchsbaum, 1978) and differing
levels of neurotransmitter metabolites or enzymes responsi-
ble for neurotransmitter metabolism. Other studies have em-
ployed acute pharmacological challenges in order to alter the
functioning of a neurotransmitter system (e.g., LeMarquand,
Benkelfat, Pihl, Palmour, & Young, 1999) and examine the
effect on impulsive behavior. Additionally, treatment out-
come studies of impulse-control disorders investigating med-
ications known to have effects on specific neurotransmitter
systems (e.g., selective serotonin reuptake inhibitors, or
SSRIs) have relevance to understanding the biological bases
of these conditions.

Research on biological markers of impulsivity and associ-
ated disorders has been going on for more than 20 years, and
numerous intriguing findings implicate functionally high lev-
els of dopaminergic activity and low levels of noradrenergic
and serotonergic activity (Zuckerman, 1991, 1999) in impul-
sivity and in disorders of impulse control. However, it is diffi-
cult to point to many results that implicate a robust, specific
deficit. For example, although low serotonergic activity is
posited to play a role in substance use disorders, clinical out-
come trials of SSRIs have had inconsistent results (Litten &
Allen, 1998). Additionally, a low level of monoamine oxidase
(an enzyme important in the breakdown of dopamine, norepi-
nephrine, and serotonin) activity is claimed to be “one of the
most reliable biological markers for sensation seeking and
impulsivity traits and disinhibitory disorders such as [APD],
alcohol and substance abuse, and other disorders character-
ized by poor impulse control . . . [including PG]” (Zuckerman,
1999, p. 309). However, the association often is small and it
is possible, if not likely, that even this relationship is an arti-
fact of comorbid tobacco use (Anthenelli et al., 1998; Sher,
Bylund, Walitzer, Hartmann, & Ray-Prenger, 1994).

Given heterogeneity within primary diagnostic groups, it is
possible that strong relations between disorders and biological
markers are obscured by mixtures of disorder subtypes. For

example, Linnoila, Virkkunen, George, and Higley (1993)
review evidence suggesting that although early-onset alco-
holism is characterized by low levels of serotonin metabolites
in cerebrospinal fluid, later onset alcoholism is not; and
this early versus late onset maps onto a distinction between
more and less impulsivity (e.g., see discussion of alcoholism
typologies later in this chapter). Pettinati et al. (2001) reported
that sertraline (a specific serotonin reuptake inhibitor) was ef-
fective at reducing drinking in alcoholics without a history of
depression. It seems fair to say that we are still at an early stage
of understanding the neuropharmacological foundation of
impulsivity and related disorders. Presumably, progress in
behavioral genomics (which will identify specific genes asso-
ciated with specific biological processes) will help guide the
next leg of this important research direction.

SUBSTANCE USE DISORDERS AND
PATHOLOGICAL GAMBLING

In the following sections, we focus on three disorders of im-
pulse control: (a) alcohol use disorders, (b) drug use disor-
ders, and (c) pathological gambling. As operationalized by
the DSM-IV, these conditions share in common a number of
features, including preoccupation with engaging in the be-
havior (i.e., either substance use or gambling); inability to ab-
stain from the behavior; tolerance (e.g., either using more of
a substance or increasing the stakes in gambling to get the de-
sired effect); and withdrawal (e.g., discomfort or irritability
when abstaining from the behavior). Although each of
these disorders have unique features (e.g., PG’s chasing
losses) their underlying commonalities permit a more in-
depth analysis of basic mechanisms likely common to a num-
ber of conceptually distinct conditions.

Before separately discussing alcohol use disorders and
drug use disorders, we first consider the concepts of substance
abuse and substance dependence. The abuse-dependence dis-
tinction is applicable to both alcohol use and drug use disor-
ders, and dependence-related concepts are increasingly being
applied to other conditions such as PG and other types of ad-
dictive behaviors (e.g., so-called sexual addiction, Internet
addiction).

THE ABUSE AND DEPENDENCE SYNDROMES

Most theory and research on the distinction between abuse
and dependence has been targeted on the use of alcohol, and
so our discussion will focus on this substance. More than
150 years ago, the term alcoholism was introduced by Magnus
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Huss to indicate a condition resulting from excessive con-
sumption of alcohol (Keller & Doria, 1991). Subsequently, al-
coholism has been alternately construed as any use of alcohol
that negatively affects the drinker or society (Jellinek, 1960),
as a syndrome of problem drinking (ICD-8; World Health
Organization [WHO], 1967), as a personality disorder
(DSM-I; APA, 1952), or as a disease marked by signs of phys-
iological adaptation (e.g., tolerance or withdrawal) or loss of
control over drinking (Feighner et al., 1972; National Council
on Alcoholism [NCA] Criteria Committee, 1972). Eventually,
classification systems formally contrasted dependence on alco-
hol with alcohol abuse—a pattern of maladaptive alcohol use
characterized by negative social, legal, or occupational conse-
quences (DSM-III; APA, 1980). In this way, the hazardous use
of alcohol was contrasted with a more severe form of depen-
dency on alcohol characterized by physiological symptoms.

Early operationalizations of alcohol dependence, such as
the DSM-III (APA, 1980), NCA Criteria Committee (1972),
and the World Health Organization (1967) criteria for alcohol
dependence, required evidence of physiological dependence,
indicated by tolerance or withdrawal. At about the same time
the NCA and DSM-III criteria were being drafted, Edwards
and Gross (1976) proposed an alternate dependence concept,
the Alcohol Dependence Syndrome (ADS), in which physio-
logical signs and symptoms of dependence were indicators
of but not necessary criteria for the diagnosis of dependence.
Edwards and Gross’s conception of alcohol dependence
referred to a syndrome composed of a variety of signs
and symptoms that signified the importance that alcohol con-
sumption plays in the life of the drinker. These signs and
symptoms include what Edwards (1982, 1986; Edwards &
Gross) described as “a narrowing of the drinking repertoire”;
centrality of drinking in the person’s life relative to other life
tasks and responsibilities; tolerance and withdrawal; “aware-
ness of the compulsion to drink”; and rapid reinstatement
of dependence symptoms after a period of abstinence. The
broadened construct of dependence introduced by Edwards
and Gross was clearly influential in later revisions of the
DSM, and symptoms of tolerance or withdrawal were no
longer required for the diagnosis of substance dependence in
DSM-III-R (APA, 1987) and DSM-IV (APA, 1994; note, how-
ever, that “with physiological dependence” remains a speci-
fier of a subtype of dependence in the present DSM).

Edwards (1986) was careful to distinguish alcohol depen-
dence from alcohol-related consequences (or disabilities).
Alcohol-related consequences refer to a variety of negative
life events that are directly the result of alcohol consumption.
These consequences include social problems (e.g., physical
or verbal aggression, marital difficulties, loss of important
social relationships), legal problems (e.g., arrests for driving

while intoxicated, public inebriation), vocational problems
(e.g., termination from employment, failure to achieve career
goals), and medical problems (e.g., physical injury, liver dis-
ease, central nervous system disease). Both substance-related
consequences and the dependence syndrome can be viewed
as dimensional constructs that can be graded in intensity from
absent to severe and do not explicitly reference the amount of
substance consumed as a criterion.

The DSM-IV describes two major categories of substance
use disorder, specifically substance abuse and substance de-
pendence, that roughly correspond to Edwards and Gross’s
(1976) distinction between alcohol-related disabilities and
the alcohol dependence syndrome. Within DSM-IV, sub-
stance dependence is the more severe disorder and its pres-
ence (or its history) excludes the diagnosis of substance
abuse.

Factor analysis of alcohol symptom scales in clinical sam-
ples of alcoholics tend to suggest a multidimensional structure
with at least one factor representing dependence (e.g., Skin-
ner, 1981; Svanum, 1986), but factor analyses employing pop-
ulation-based samples paint a less clear-cut picture. More
specifically, mixed abuse and dependence indicators can be
well represented by a single factor (e.g., Hasin, Muthen, Wis-
nicki, & Grant, 1994). When evidence for more than one fac-
tor is found, the item content of the factors are not consistent
with the DSM criteria sets (e.g., Muthen, Grant, & Hasin,
1993) for separate abuse and dependence symptoms. More-
over, when multiple dimensions are empirically identified,
correlations among the factors appear to be exceptionally
high, calling into question the value of a multidimensional ap-
proach (e.g., Allen, Fertig, Towle, & Altschuler, 1994; Hasin
et al., 1994).

Recently, some investigators have begun to question the
broadening of the dependence construct that took place in the
transition from DSM-III to DSM-III-R, and argue for a nar-
rower definition based on physiological dependence. For ex-
ample, Langenbucher et al. (2000) propose a withdrawal gate
model in which the symptom of withdrawal is both necessary
and sufficient for the diagnosis of dependence. Withdrawal-
based dependence diagnoses were found to be more reliable
and proved to show a stronger pattern of validity along di-
verse criteria than DSM-IV-based dependence diagnoses.
Schuckit et al. (1998) also endorsed the importance of physi-
ological dependence (especially withdrawal) as being an im-
portant severity indicator, as evidenced by its association
with a range of clinical variables (both psychiatric and sub-
stance related). Thus, recent work indicates that substance
withdrawal is particularly important clinically and suggests
that it should be considered for special attention in future
diagnostic revisions. Because this symptom is fairly rare in
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both adolescent samples (Langenbucher et al., 2000) and
nonclinical samples (Helzer, Burnam, & McEvoy, 1991),
prevalence estimates of withdrawal-based dependence diag-
noses would likely be much lower in both clinical adolescent
samples and in nonclinical samples than is currently reported
using DSM-III-R and DSM-IV criteria. In typological re-
search using latent-class analysis (a multivariate technique
designed to uncover latent classes underlying a set of obser-
vations), withdrawal symptoms typically are found only in
the most severe subtype of alcohol dependence identified.
This appears to be true in both clinical (Bucholz, Heath,
Reich, & Hesselbrock, 1996) and nonclinical samples (Heath,
Bucholz, Slutske, & Madden, 1994; Nelson, Heath, &
Kessler, 1998).

It is unclear why the other putative indicator of physio-
logical dependence, tolerance, has not been found to be as
important an indicator of dependence; both tolerance and with-
drawal are thought to reflect neurological adaptations related
to chronic use. One possibility is that current questionnaire-
and interview-based assessments of tolerance that rely upon
subjective inferences concerning changes in drug sensitivity
over time are of limited validity. O’Neill and Sher (2000)
found that the course of subjective reports of tolerance over
time, in young adulthood, did not conform to prediction (e.g.,
self-reported tolerance appeared to decrease during young
adulthood, even among consistent heavy drinkers). Thus, it
may be that current assessment strategies for tolerance are
limited and conclusions regarding the importance of toler-
ance as a dependence criterion await improved assessments of
tolerance.

Moving beyond the issue of assessment, research on be-
havioral aspects of tolerance over the past 35 years has high-
lighted the role of nonpharmacological factors in tolerance
development and expression and, in doing so, has down-
played the concept of tolerance as one of simple neuroadapta-
tion to a psychoactive substance (Siegel, Baptista, Kim,
McDonald, & Weise-Kelly, 2000). Siegel and his colleagues
have repeatedly demonstrated that conditioned compensatory
responses (i.e., opposite in direction to the unconditioned re-
sponse) to drug effects develop over repeated administrations
of a drug along with its associated stimuli (e.g., beverage
taste, hypodermic needle, social setting). Over time, these
associated stimuli become capable of eliciting conditioned
compensatory responses that counteract the direct effects of
the drug. Thus, tolerance can be highly situational or context
dependent. Consequently, use of a drug in novel circum-
stances (that lack the situational cues that elicit conditioned
compensatory responses) can result in an escape from toler-
ance (and perhaps even overdose). These situational tolerance
effects have been noted for a range of psychoactive substances
including opiates, alcohol, and caffeine (Siegel et al.). Such

associative processes might be used to explain tolerance for
nonpharmacological stimuli such as gambling (e.g., the need
to gamble with increasing amounts of money in order to
achieve the desired excitement). Siegel and Allen (1998) have
shown how nonpharmacological processes, such as the
visual-aftereffect phenomenon known as the McCollough ef-
fect, appear to involve conditioned compensatory responses;
this suggests that conditioning plays a role in a range of home-
ostatic adjustments, not just those involving drugs.

Similar to Siegel and colleagues’ (2000) associative theory
of tolerance is a nonassociative theory proposed by Solomon
and Corbit’s (1974) opponent-process theory. According to
this theory, a positive (or negative) hedonic state (or A-state)
elicits a countervailing negative (or positive) hedonic state
(or B-state) that serves to counteract the initial state as part
of a natural homeostatic mechanism. Over time, the B-state
is thought to strengthen, thereby reducing the reaction to
the drug (i.e., the opponent B-state reduces the initialA-state).
In this way, tolerance is thought to develop. Koob and
colleagues (e.g., Koob & Le Moal, 2001) have extended
opponent-process theory to account for changes in homeosta-
tic set-point, or allostasis. That is, over time, there is a change
in the natural homeostatic set-point so that the B-state no
longer balances the evoking A-state and actually serves to
overshoot the initial homeostatic set-point. This type of al-
lostatic derangement is thought to characterize chronic
dependence, and this deviation from the (original) natural set-
point to the allostatic set-point is believed to represent signif-
icant cost to the individual. That is, according to this model,
chronic adaptive changes to drug taking dynamically resets
homeostatic mechanisms altering the basic hedonic set-point.
From this perspective, but also from conditioning models
such as Siegel’s, withdrawal phenomena can be viewed as op-
ponent processes acting in the absence of reward and involv-
ing the same underlying brain systems (albeit in the opposite
direction). It is for this reason that resumption of drug intake
(initiating a new A-state) counteracts withdrawal.

In general, the concepts of tolerance and neuroadaptation
suggest that many problem behaviors may escalate over time,
leading to greater problem involvement. Although the focus
on impulse-control disorders is on notions of inclination and
inhibition, it may be fruitful to determine the extent that both
acute and chronic homeostatic adjustments to the effects of
reward tend to maintain these disorders.

ALCOHOL USE DISORDERS

Pathological alcohol use is both prevalent and costly in North
America and represents a serious health threat in many other
developed and developing nations (Helzer & Canino, 1992).
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It bears noting that much of the societal cost of alcohol con-
sumption (e.g., unintended injury, motor vehicle crashes) is
attributable to the large proportion of individuals who do not
necessarily suffer from an alcohol use disorder (AUD), abuse,
or dependence, but who do misuse alcohol on occasion. Con-
sequently, effective prevention of alcohol-related harm needs
to be broadly based and not targeted only at those with AUDs
(Institute of Medicine, 1990; Kreitman, 1986).

History and Evolution of the Concept of Alcoholism

“Alcoholic beverages have been known to almost all people
from before the dawn of history” (Poznanski, 1959, p. 42).
Seneca (4 B.C.–65 A.D.; 1942) distinguished between two
distinct definitions of the word drunken, one definition refer-
ring to someone who is acutely intoxicated and poorly self-
controlled, and the other to someone who is a habitual drinker
and “a slave to the habit.” As was true for many psychologi-
cal disorders, it was during the nineteenth century that lead-
ing European physicians attempted to define and describe the
condition we now call alcohol dependence.

Perhaps the best known early scholar in the area of alcohol
dependence was Magnus Huss, who is credited with creating
the term chronic alcoholism and who noted that there was lit-
tle in the way of a clear boundary between this condition and
other mental disorders. However, most modern conceptions
of alcohol dependence are more closely associated with the
writings of E. M. Jellinek (1960; Bowman & Jellinek, 1941)
who described five varieties of alcoholism based on the con-
figuration of etiological elements, alcohol process elements
(including both symptom profile and the nature of symptom
progression), and the nature of damage. Over the past cen-
tury, clinicians and researchers have proposed a number of
additional typologies (see Babor, 1996) based on a variety of
criteria including personality characteristics, drinking pat-
terns, developmental course, heritability, age of onset, and
psychiatric comorbidity. Although these various typologies
differ in number and kind of types proposed, there appears to
be consistent evidence for at least two types.

One type frequently described involves comorbid antiso-
cial tendencies and early onset—for example, Babor et al.’s
Type B (1992); Cloninger’s Type 2 (1987a); Knight’s essen-
tial (1938); and Zucker’s antisocial (1987). The other type
involves later onset and more negative affectivity—for ex-
ample, Babor et al.’s Type A (1992); Cloninger’s Type 1
(1987a); Knight’s reactive (1938); and Zucker’s negative af-
fect (1987). Still, the value of subtyping alcohol dependence
into two or more discrete types remains to be definitively es-
tablished. Such typologies invariably represent prototypic
cases and many affected individuals fail to fit clearly into a
single subtype. Moreover, the association between alcohol

dependence and subtyping variables such as antisociality
(and presumably others, such as age of onset) appears to be
graded across the range of levels of antisociality (Sher,
1994), and it is not only high levels of antisociality that are
associated with alcohol-related difficulties. Regardless of
whether one subscribes to a categorical or dimensional ap-
proach with respect to conceptualizing AUDs, there is little
question that there is significant heterogeneity with respect to
etiological factors, symptoms, and course.

Epidemiology

Over the past 20 years, three large-scale, population-based
epidemiological surveys using structured diagnostic inter-
views have provided estimates of AUDs in the United States.
These include the Epidemiologic Catchment Area (ECA)
Survey (Helzer et al., 1991; Robins, Bates, & O’Neal, 1991);
the National Comorbidity Survey (NCS; Kessler et al., 1994,
1997); and the National Longitudinal Alcohol Epidemiologic
Survey (NLAES; Grant, 1997; Grant & Pickering, 1996;
Grant et al., 1994). Both the NCS and NLAES employed na-
tionally representative samples that provide a scientific basis
for generating prevalence estimates for the United States.

Each of these major studies indicates very high past-year
and lifetime prevalences of AUDs in the U.S. population
(13.8% lifetime and 6.8% past-year DSM-III in ECA; 23.5%
lifetime and 7.7% past-year DSM-III-R in NCS; and 18.2%
lifetime and 7.41% past-year DSM-IV in NLAES). Addition-
ally, each of these studies documented that AUDs are most
prevalent in men and in young adulthood; dependence is
more prevalent than abuse in the NCS and NLAES.

Focusing on the NLAES data (because of that survey’s
size and its use of the DSM-IV), we note several important
findings that help characterize the relation between AUDs
and important demographic variables. First, AUDs are more
than twice as prevalent in men than in women, with larger sex
differences in older cohorts than in younger cohorts (e.g.,
AUDs are 4.4 times as prevalent in men vs. women in the
65� age group, but only 2.2 times as prevalent in men vs.
women in the 18–20 age group; Grant et al., 1994). Also,
alcohol dependence is lower in Blacks than in Whites and
Hispanics, and is lower among those who are married and
who have higher family incomes (Grant, 1997).

Examination of Figure 8.1 shows how strongly age-
graded AUDs (especially alcohol dependence) are in the
NLAES study. With the exception of Black women (who
tend to have comparatively low rates of alcohol dependence
in early adulthood), there is a steep, negative prevalence gra-
dient with age across the other demographic strata. This sug-
gests either a marked developmentally limited condition that
tends to remit in the 3rd decade of life, or secular changes
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occurring in the prevalence of AUDs such that more recently
born cohorts have higher prevalences. (It is also possible that
high early mortality is partially responsible for the decline,
but the size of the decline from the 18–29 group to the 30–44
group is far too large to make this a viable explanation for the
most dramatic part of the curve.) Although there is some evi-
dence to suggest that there are secular changes in the age of
onset of AUDs, with recent cohorts showing an earlier onset
than older cohorts (Reich, Cloninger, Van Eerdewegh, Rice,
& Mullaney, 1988), existing data suggest that the age-related
decline in prevalence is primarily a developmental phenome-
non and is not attributable to secular trends in consumption
patterns (Grant, 1997). Perhaps the most compelling data
suggesting that AUDs are strongly developmentally graded
come from prospective studies of heavy, episodic alcohol use
and AUDs in young adulthood (e.g., Chen & Kandel, 1995;
Schulenberg, O’Malley, Bachman, Wadsworth, & Johnston,
1996; Sher & Gotham, 1999).

Beyond revealing a mean decreasing trend in heavy drink-
ing during the 20s, these same studies also indicate consider-
able variability in course. Schulenberg et al. (1996) identified
several distinct trajectories of (so-called) binge drinking (de-
fined here as five or more drinks in a row during the previous
2 weeks) over the age span of 18 to 24. None of these trajec-
tories closely resembled the mean trajectory of relatively low

levels of bingeing at age 18, slight increases from age 18 to
age 19–20, stability, and then decreases beginning at age
21–22. These trajectories as were described as chronic (high
levels of bingeing at all time points), decreased (high levels
at age 18 that monotonically decreased to very low levels by
age 23–24), increased (low levels at 18 monotonically in-
creasing over time to very high levels by age 23–24), and
fling (low levels at 18 and at 23–24 but moderately high lev-
els during the middle years), with a rare trajectory that was
characterized by infrequent bingeing at all time points.

These different trajectories were found to be distinguish-
able from each other on the basis of a range of etiologically
relevant predictors such as gender, personality, drinking mo-
tivations, and the social context of drinking. Similarly, other
data suggest that young adults show a decreasing likelihood
of diagnosing with an AUD over time but with significant
variation in course; some individuals tend to diagnose chron-
ically, others show apparent remission after diagnosing early,
and still others tending to increase in their likelihood of diag-
nosing over time (Sher & Gotham, 1999). Thus, although the
mean trend of pathological alcohol involvement in young
adulthood is toward maturing-out, so to speak, we also see
the beginning stages of what might become a persistent life-
course pattern in early adulthood. In addition, there is a small
group of late starters who begin to show problematic alcohol

Figure 8.1 Prevalence of (past-year) DSM-IV alcohol use disorders.
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involvement when their peers are recovering from such pat-
terns. Thus, variability in course can be conceptualized as
mixture of distinct trajectories.

An alternative perspective on variability in course is the
state-trait model of psychopathology (Jackson et al., 2000).
This model proposes that the tendency to diagnose over time
is attributable to a stable trait that is indicated by the presence
or absence of symptoms at multiple assessment occasions.
From this perspective, the occurrence of an AUD at a partic-
ular point in time is a joint function of trait AUD and situa-
tional variables that tend to inhibit or facilitate the expression
of the trait. Both trajectory and state-trait perspectives sug-
gest that cross-sectional current diagnoses (based on recent
symptom clustering) and retrospectively assessed, lifetime
diagnoses (based on meeting of diagnostic criteria at some
point in the individual’s life) fail to capture developmental
aspects of AUDs and the related dimension of chronicity.
Diagnostic approaches that attend more fully to course may
prove to be important etiologically and clinically.

Comorbidity

As noted earlier, there is high comorbidity between AUDs
and other Axis I and Axis II disorders. In the NCS (Kessler
et al., 1997), lifetime alcohol dependence was robustly asso-
ciated with higher rates of lifetime diagnoses of all anxiety,
affective, drug, and antisocial behavior disorders surveyed;
and this was true for both men and women. Consistent with
data from the ECA (Helzer & Pryzbeck, 1988; Helzer et al.,
1991), the disorders most strongly associated with alcohol de-
pendence were mania, drug use disorder, and antisocial per-
sonality disorder. However, comorbidity with alcohol abuse
was less consistent and those relations that were significant
were less generalizable across gender.

Most NCS participants with an AUD had at least one of
the disorders surveyed. Establishing whether the comorbidity
with AUD was potentially causal, consequential, or attribut-
able to some common etiological process is a major area of
current interest. In order to characterize the nature of comor-
bidity better, many investigators have attempted to classify
AUDs as either primary or secondary (Schuckit, 1985). This
primary-secondary distinction is based upon the sequencing
of onset of AUDs and of comorbid conditions. That is, when
an AUD occurs prior to a comorbid condition it is considered
primary; when it occurs subsequent to a comorbid condition
it is considered secondary.

In the NCS, alcohol dependence was typically found to be
secondary to other comorbid disorders (Kessler et al., 1997).
In particular, alcohol dependence was found to be secondary
to anxiety disorders (especially social phobia) and antisocial

disorders (especially conduct disorder); and primary to drug
use disorders and affective disorders. This is not surprising
because, by definition, some disorders (e.g., conduct disor-
der) onset before midadolescence, and some disorders (e.g.,
depression) tend to have relatively late onset. Moreover, prior
lifetime disorders tended to positively predict the onset of
lifetime alcohol dependence across all disorders assessed.
However, other prior lifetime disorders did not predict the
onset of alcohol abuse consistently, and when they did pre-
dict, the patterns were difficult to interpret. For example, de-
pression, mania, and drug dependence were found to be
negatively associated with subsequent alcohol abuse in men
and positively associated in women (Kendler et al., 1997). It
seems likely that these seemingly anomalous results repre-
sent a statistical artifact of segregating out a mild form of
AUD (abuse) from more severe forms (dependence). Alter-
natively, it might be useful to consider broadband diagnosis
(abuse and dependence combined) and narrow-band depen-
dence separately.

The retrospective analyses in both the NCS and ECA,
although of interest, assume the accuracy of retrospective
symptom reporting when trying to sequence disorders that
may have been experienced decades earlier . . . a big assump-
tion. Moreover, there can be co-occurrence between alcohol
consumption and minor symptomatology prior to any formal
symptom onset, and many symptoms (e.g., tolerance to alco-
hol, worry) can have insidious onsets and be difficult to date. 

Unfortunately, there are few prospective studies of AUD
comorbidity that would help unravel direction of causality.
Those studies that do exist either cover early periods of de-
velopment (e.g., Costello et al., 1999) during which partici-
pants have yet to pass through much of the period of risk for
disorders, or begin later in development (e.g., Kushner, Sher,
& Erickson, 1999) when extensive symptomatology is al-
ready in place. Costello et al.’s findings indicate that comor-
bidity processes can begin in childhood, further highlighting
the difficulty of disentangling cause and effect using retro-
spective reports in adults.

To date, population-based epidemiology of comorbidity
between AUDs and psychopathology has focused on the
DSM Axis I disorders with the important exception of APD
(and its childhood precursors), which was assessed in the
ECA and NCS. Although the database for examining
AUD/Axis II comorbidity is not well developed, existing
studies suggest a strong relation between AUDs and both an-
tisocial and borderline personality disorders (Sher et al.,
1999), two disorders characterized by disinhibition. Other
personality disorders associated with AUDs in multiple stud-
ies include borderline, histrionic, narcissistic, and avoidant. It
is possible that much of the comorbidity among AUDs and
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Axis I comorbidity might be mediated via personality disor-
der or closely related traits.

Even well-conducted prospective studies beginning early
in development are not capable of disentangling direction of
effect between alcohol involvement and psychiatric sympto-
matology because it is possible that common third variables
influence both alcohol involvement and comorbid conditions.
For example, behavior-genetic investigations suggest that
common genetic vulnerabilities are partially responsible for
comorbidity between alcohol dependence and nicotine de-
pendence (True et al., 1999), conduct disorder (Jang et al.,
2000; Slutske et al., 1998), and to a lesser degree, anxiety
disorders (Kendler et al., 1995; Merikangas et al., 1998) and
depression (Prescott, Aggen, & Kendler, 2000). Identifying
common vulnerability factors represents just a first step to-
ward identifying the functional mechanisms transducing ge-
netic influences. Differences in neurocognitive abilities and
personality discussed earlier may represent heritable vulner-
abilities mediating genetic influences on AUD and comorbid
conditions.

Genetics

It has long been known that AUDs are strongly familial, that
is, they tend to aggregate in the same families (e.g., Cotton,
1979). However, only in the past 20 years has a strong con-
sensus developed that the cause of this familiality is genetic
inheritance. This is because modern adoption and twin stud-
ies have clearly shown that much of the variation in risk for
AUDs is attributable to genes rather than to the effect of liv-
ing in a family environment that promotes AUD develop-
ment. For example, adoption studies indicate that it is
alcoholism in biological relatives and not alcoholism in the
family of rearing that increases risk for offspring. Similarly,
twin studies indicate higher concordance rates for AUDs in
identical (monozygotic) twins than in fraternal (dizygotic)
twins (see McGue, 1999b, for review; and note that there is
also strong evidence for genetic effects on measures of alco-
hol intake [Heath, 1995a]). Nevertheless, there is some con-
troversy in the genetic epidemiology literature concerning a
number of issues, including whether there are distinct her-
itable subtypes or whether genetics play as important a role
in women as in men (Hesselbrock, 1995; McGue, 1999b;
Searles, 1988). Much of this inconsistency probably arises
from the fact that many primary studies are underpowered
and have variation in the operationalization of the phenotype
studied, and that ascertainment biases surrounding use of
clinical samples can lead to inaccurate estimates (Heath,
1995b; Searles). At present there appears to an emerging con-
sensus that genetic factors are important in men and women,

that multiple genes are responsible for the genetic effect, and
that the nature of the genetic vulnerability remains to be dis-
covered (McGue; National Institute on Alcohol Abuse and
Alcoholism [NIAAA], 2000).

The search for identifying specific genes contributing to
alcoholism risk is still at an early stage, but recent advances
in molecular genetics now allow us to scan many genetic loci
for possible association with alcoholism. Several chromoso-
mal regions that appear to contain genes associated with al-
coholism have been tentatively identified (Reich et al., 1998)
and it seems likely that in the next several years, specific
genes associated with alcoholism risk will be definitively
identified and the mode of influence characterized.

One source of genetic influence on alcoholism risk ap-
pears to be mediated by individual differences in ethanol me-
tabolism, at least in some populations. First, variation in two
of the genes (alcohol dehydrogenase 2 and 3 [ADH2 and
ADH3]) responsible for the enzymes that break down alcohol
into its metabolite, acetaldehyde, appear to be related to alco-
holism risk in Asian populations (Reich et al., 1998). One re-
cent review concludes, “It can now be regarded as firmly
established that . . . [genetic variants] encoding faster metab-
olizing forms of ADH2 and ADH3 reduce the risk that carri-
ers of these [genetic variants] will develop alcoholism”
(NIAAA, 2000, p. 176). Additionally, variation in one of the
genes for aldehyde dehydrogenase (the enzyme that breaks
down acetaldehyde, the toxic metabolite of alcohol, into
acetic acid) is associated with alcoholism risk in Asians (e.g.,
Harada, Agarwal, Goedde, Tagaki, & Ishikawa, 1982). Those
with a specific variant of the gene are at very low risk for
alcoholism (i.e., they are protected). The relevance of this
effect to those of European ancestry, however, is unclear be-
cause the prevalence of this genetic variation is very rare in
Caucasians. Still, this finding indicates how specific genes
could have an effect on alcoholism risk.

Much of the current research on the search for specific
genes for alcoholism has focused on genes related to central
nervous system functioning. As reviewed by Diamond and
Gordon (1995), there are a number of plausible candidate
genes related to different neurotransmitter mechanisms.
These include genetic variation associated with the gamma-
aminobutyric acid (GABA)/benzodiazepine (BZ) receptor
complex (important in anxiolysis), the N-methyl-D-aspartate
(NMDA) receptor (an excitatory glutamate receptor known
to be extremely sensitive to alcohol in physiological doses),
calcium channels, cyclic adenosine monophosphate (cAMP),
and G proteins. Additionally, there has been recent
interest in genes regulating dopamine and serotonin transport
(Lichtermann et al., 2000; Repo et al., 1999). However, to
date, no genes related to brain function have been firmly
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linked to alcoholism risk. Previous reports that one genetic
variant of the dopamine D2 receptor is associated with alco-
holism have proven controversial and are not widely ac-
cepted (McGue, 1999; NIAAA, 2000). However, there is
currently much interest in the possible association between
the D4 receptor gene and a range of impulse-control disor-
ders, including alcohol misuse (Zuckerman & Kuhlman,
2000). At this juncture, it seems likely that research currently
underway will begin providing more definitive links between
specific genes and alcohol dependence and point to specific
etiological mechanisms.

Etiological Models

There are a number of theories of alcoholism etiology that have
empirical support and that continue to be under active investi-
gation. These various models are not mutually incompatible
and there are likely to be multiple pathways into pathological
alcohol involvement both between and within individuals.
Four etiological models are highlighted here: (1) positive affect
regulation, (2) negative affect regulation, (3) pharmacological
vulnerability, and (4) deviance proneness. To varying degrees,
each of these models is probably applicable not only to other
forms of substance use disorder (e.g., cocaine dependence,
opiate dependence) but, with the exception of the pharmaco-
logical vulnerability model, they are also likely applicable to
PG and other impulse-control disorders.

Positive Affect Regulation

Most drinkers expect alcohol to be a positively transforming
experience that directly produces pleasurable experiences

(Goldman, Del Boca, & Darkes, 1999). Although expec-
tations concerning the effects of alcohol begin early in
childhood and prior to direct pharmacological experience
(e.g., Noll, Zucker, & Greenberg, 1990), these expectations
strengthen during adolescence with increasing alcohol expe-
rience (Smith, Goldman, Greenbaum, & Christiansen, 1995).
Moreover, drinking for positive reinforcement or enhance-
ment (e.g., drinking “to get high” and “because it makes you
feel good”; Cooper, Russell, Skinner, & Windle, 1992) ap-
pears to be a primary dimension of drinking motives and
is strongly associated both with positive expectancies for
enhancement and with personality traits related to reward
seeking (i.e., sensation seeking; Cooper, Frone, Russell, &
Mudar, 1995) and appears to mediate these expectancy and
personality effects on alcohol use.

Presumably, these motivations for positive reinforcement
from alcohol are based on alcohol’s neuropharmacological
effects on the brain centers involved in basic reward mecha-
nisms. For example, alcohol, like other drugs of abuse, has
been shown to stimulate mesolimbic dopamine activity that
is believed to be involved in basic reward mechanisms
(Koob, 2000). In addition, alcohol has been shown to in-
crease activity in brain opioid systems (Gianoulakis, 1996).
As illustrated in Table 8.1, alcohol has effects on a range of
neurotransmitter systems; several of these are related to pos-
itive reinforcement and others to negative reinforcement.
Note that the chronic effect of ethanol is often in the opposite
direction of the acute effect. For example, the profile of neu-
ropharmacological activity and associated affects during
withdrawal are in opposition to the corresponding profile of
acute effects. This suggests that in early stages of alcohol

TABLE 8.1 Acute and Chronic Effects of Alcohol Use

Acute Withdrawal &
Neurochemical Effects Behavioral Correlates Chronic Effects Behavioral Correlates

GABA Increase Sedation, anxiety reduction Decrease Heightened anxiety

Glutamate Decrease Impaired memory formation Increase Seizures

Dopamine Increase Reward; exploratory behavior, Decrease Craving; dysphoria
attention

Norepinephrine Increasea Arousal Decreaseb Cognitive deficits; craving

Serotonin Increase Behavioral activation; attention Decreasec Deficits in cognitive processing
to salient cues

Increasec Tolerance

Opioid peptides Increase Reward; self-administration of Decrease Anhedonia
alcohol

Source: From “Neurobiological Bases of Alcohol’s Psychological Effects,” by K. Fromme and E. J. D’Amico, 1999, in Psychological Theories of Drinking and
Alcoholism (2nd ed.), edited by K. E. Leonard and H. T. Blane (pp. 422–455). New York: Guilford Publications. Copyright 1999 by Guilford Publications.
Reprinted with permission.
aAt low doses, alcohol increases norepinephrine, whereas at higher doses alcohol decreases norepinephrine.
bChronic alcohol use is associated with decreased norepinephrine levels, whereas acute withdrawal from chronic alcohol use is associated with increased
norepinephrine levels.
cAlcohol increases or decreases serotonin activity depending on the receptor subtype and brain region involved.
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involvement, reinforcement from use may predominate—but
with chronic exposure, negative affect starts to develop, set-
ting up a “spiraling addiction cycle” (Koob & Le Moal,
2001). That is, chronic use leads to dependence phenomena
that provide further motivation for use.

Negative Affect Regulation 

One of the most enduring etiological perspectives on alco-
holism is that AUDs become established because of the relief
of negative affect. There is certainly considerable evidence in
support of this general model, which has sometimes been
referred to as self-medication or the tension-reduction hy-
pothesis (Cappell & Herman, 1972; Greeley & Oei, 1999;
Sayette, 1999; Sher, 1987). As is true for expectancies for
positive reinforcement, individuals hold strong expectations
that alcohol reduces anxiety or stress (Fromme, Stroot, &
Kaplan, 1993). They also report drinking to cope with nega-
tive affect (e.g., “to relax,” “to forget your worries,” “because
it helps when you feel depressed or worried”) as a primary
reason-for-drinking dimension (Cooper et al., 1992). These
coping motivations are strongly related to both alcohol con-
sumption and problems (see Sher, 1987) and mediate the
effects of negative affect and tension-reduction expectancies
on drinking outcomes (Cooper et al., 1995).

The animal literature indicates that alcohol can have pow-
erful anxiolytic effects in certain paradigms. For example, al-
cohol has been shown to reliably decrease passive avoidance
(i.e., it increases approach to reward in the presence of cues
for punishment) in a way much like that of well-known
anxiety-reducing compounds such as benzodiazepines and
barbiturates (Cappell & Herman, 1972). Additionally, alco-
hol is known to affect the GABA/BZ receptor in many of the
same ways that benzodiazepines do (see Table 8.1), although
some paradigms for assessing emotions in humans suggest
that the effect of alcohol is quite different than that of benzo-
diazepines (Stritzke, Patrick, & Lang, 1995).

The picture is further clouded because negative affective
states, by themselves, have not been found to be strongly re-
lated to alcohol consumption or problems, and laboratory-
based investigations of the effect of alcohol on negative
affect have yielded confusing and contradictory evidence
(Greeley & Oei, 1999; Sayette, 1999; Sher, 1987; Stritzke,
Lang, & Patrick, 1996). Greeley and Oei (p. 41) concluded a
recent review with the statement that “some individuals, for
example, those who may be genetically predisposed to expe-
rience greater stress-buffering effects from alcohol, who hold
certain beliefs about alcohol, will under certain circum-
stances consume alcohol for its stress-response-dampening
effects.” Thus, contemporary research has demonstrated that

alcohol can have negatively reinforcing properties and is
consumed for these effects, but that the alcohol–negative af-
fect relation is highly conditional upon a range of individual-
difference, contextual, and response parameters.

Perhaps one of the most important formulations regarding
the relation between alcohol effects and negative affect is that
proposed by Steele and Josephs’ (1990) alcohol myopia
model. According to this model, many of alcohol’s “prized
and dangerous” effects are mediated by alcohol’s effects on
attentional processes. Quite simply, alcohol narrows atten-
tional capacity so that one can attend to only the most salient
cues in the environment. Whether alcohol is found to be
stress reducing can be moderated by the nature of the envi-
ronmental context. If pleasant distractors are present and
salient, these can take attentional precedence over less salient
cues for punishment (or internal aversive thoughts) and serve
to mitigate stress or anxiety. However, in the absence of
cues to divert attention, alcohol can actually amplify negative
affect by narrowing the attentional focus to only salient neg-
ative stimuli. That is, the affective consequences of intoxica-
tion are heavily moderated by contextual factors and, as
discussed next, individual difference variables.

Pharmacological Vulnerability

The pharmacological vulnerability model (Sher, 1991) pro-
poses that individuals differ in their responses to the acute or
chronic effects of alcohol and that these individual differ-
ences are etiologically relevant. More than 100 years ago,
Fere (1899) posited that “all subjects do not offer the same
susceptibility to the actions of medicaments and poisons,”
and noted that “Lasegue has specially insisted upon the dif-
ferences of aptitude for intoxication.” The model itself incor-
porates several submodels that would appear to offer
opposing predictions. For example, it can be hypothesized
that some individuals are at risk for alcohol-related difficul-
ties because they are especially sensitive to reinforcement
(either positive or negative) and are therefore more likely to
use alcohol because they get comparatively great effect from
it. Alternatively, it can be hypothesized that some individuals
are relatively insensitive to reinforcement and thus must con-
sume relatively high amounts of alcohol to achieve a desired
effect and thus expose themselves to high blood-alcohol lev-
els, putting themselves at higher risk for alcohol-related
organ damage and possibly physiological dependence.

Because of acquired tolerance, it is problematic to com-
pare the alcohol sensitivities of alcohol-dependent individu-
als and controls. To get around this important methodological
difficulty, a number of studies have compared nonalcoholics
at high risk for later alcohol dependence with those at low
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risk. In these studies, risk status is predicated on family his-
tory of alcoholism. Reviews of the literature (Newlin &
Thomson, 1990; Pollock, 1992) reveal a confusing pattern of
findings, with some studies indicating that those at high risk
show more pronounced alcohol effects (e.g., increased stress
reduction or heart rate), whereas other studies show less pro-
nounced alcohol effects (e.g., decreased body sway, de-
creased reports of intoxication). Newlin and Thomson (1990)
reconciled these seeming discrepancies in noting that high-
risk individuals show greater sensitivity when blood alcohol
is rising and less sensitivity when blood alcohol is dropping.
Because reward is more associated with rising blood alcohol
and punishment with descending blood alcohol, they suggest
that high-risk individuals are likely to experience both more
reinforcement and less punishment than their low-risk coun-
terparts, and that this pattern represents a very powerful form
of pharmacological vulnerability.

Most data relevant to the pharmacological vulnerability
model are based upon cross-sectional, high-risk versus low-
risk comparisons. Stronger evidence for the etiological rele-
vance of individual differences in the pharmacological effect
of alcohol involves the prospective prediction of later alcohol
use disorders from baseline differences in alcohol sensitivity.
Schuckit and Smith (1996) found, in an 8-year follow-up
study of 450 men, that decreased alcohol sensitivity (espe-
cially with respect to subjective intoxication) was associated
with the later development of AUDs. These findings are the
strongest to date in implicating individual differences in al-
cohol sensitivity as a risk factor for alcoholism. However, be-
cause it is unethical to give alcohol-naive subjects alcohol in
the laboratory, it is unclear to what extent these individual
differences reflect constitutional differences in alcohol sensi-
tivity or acquired tolerance. The mechanisms underlying
variability in sensitivity remain unclear, but it does not ap-
pear to be due to differences in ethanol metabolism.

Deviance Proneness

A final model to consider concerns what has been termed
deviance proneness (Sher, 1991). The key notion here is that
excessive alcohol involvement comes about not so much be-
cause of attempts at regulating affective states or because of
any particular vulnerability to alcohol as a drug but because
alcohol use is part of a more general, deviant pattern that has
its roots in childhood and is attributable to deficient socializa-
tion. In a probing review of the early development of alcohol
problems, Zucker et al. (1995; see also Zucker & Gomberg,
1986) note consistency across extant longitudinal studies of
alcoholism that begin in childhood. These studies highlight a
number of commonalities, including a history of childhood

antisocial behavior problems, childhood achievement prob-
lems, poorer childhood interpersonal relations, heightened
activity in childhood, less parent-child contact, and inade-
quate parenting. Several explanatory models have been put
forth to explain the relation between these correlates and
early alcohol use and other problem behaviors. Perhaps the
best known of these is problem-behavior theory (Donovan &
Jessor, 1985; Jessor & Jessor, 1977), which posits that a range
of personality, family, peer, and other environmental vari-
ables causally relate to involvement in a range of deviant
behaviors including early alcohol use, illicit drug use, preco-
cious sexual activity, and school failure. From this perspec-
tive alcohol involvement is only one indicator of a broader
factor of general deviance, although the hypothesized causal
structure among problem behaviors and their mediators dif-
fers (Kaplan, 1975; Oetting & Beauvais, 1986; Windle &
Davies, 1999).

Although this model emphasizes deficient socialization as
evidenced by decreased attachments to family, school, and
religious institutions and increased involvement with deviant
peers, personality and temperamental variables are often
viewed as distal influences on these social, developmental
processes (Petraitis, Flay, & Miller, 1995). Consequently, ge-
netic influences on personality are probably very relevant to
these ostensibly social processes. Moreover, the same per-
sonality traits that put into place these problematic behavior
trajectories (e.g., impulsivity) can also have proximal effects
on alcohol use in the form of risky decisions about alcohol
use and other behaviors (Sher et al., 1999).

DRUG USE DISORDERS

A recent report commissioned by the Robert Wood Johnson
Foundation chronicles the consequences of drug use in the
United States (Horgan et al., 2001). The number of deaths di-
rectly attributable to drug use has more than doubled over the
last two decades, and is approaching the number of deaths di-
rectly attributable to alcohol. Most of these deaths directly
attributable to drugs were associated with overdoses of
heroin or cocaine, especially a lethal combination of heroin
or cocaine with alcohol or other drugs. There are also many
deaths that are indirectly associated with drug use, such as
deaths from suicide, hepatitis, and tuberculosis, and from
AIDS among injecting drug users. Drug use is also associated
with motor vehicle crashes, other types of accidents, and
crime (Horgan, Skwara, & Strickler, 2001).

Despite all of the negative publicity, heroin, especially if
it is not adulterated, does not cause as much physical harm
as many of the more common drugs of abuse. Much of the
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medical harm associated with heroin use is due to poor nutri-
tion, the use of adulterated heroin, the sharing of needles, and
other lifestyle factors. Inhalant use disorders, compared to
the other drug use disorders, are the most likely to cause med-
ical harm to those affected. Inhalants are especially toxic to
the nervous system, but can also cause damage to the heart,
lungs, kidney, liver, blood, and other systems (Kuhn,
Swartzwalder, & Wilson, 1998).

History of Drug Use Disorders in the United States

In this section, we cover drugs that are illegal or, legal when
prescribed by a health professional, are used for nonmedical
purposes. The problem of drug abuse in the United States is
inextricably linked with the history of the legislation that has
led to the regulation and eventual criminalization of these
drugs. Perhaps the single piece of legislation that most re-
duced drug use disorders in the United States was also the
first law dealing with the regulation of drugs: the Food and
Drug Act of 1906 (Bonnie & Whitebread, 1974), which re-
quired manufacturers to provide lists of the ingredients in
their products. Prior to this, many Americans were unwit-
tingly becoming addicted to opiates and cocaine simply by
using products readily available at their local stores or from
traveling salesmen.

In response to the mounting problem of opiate and cocaine
addiction in the early twentieth century, the Harrison Tax Act
was passed in 1914 and represented the first attempt of the
U.S. government to control drug addiction through criminal
sanctions. Individuals who were found in possession of heroin
or cocaine were arrested for tax evasion, rather than for crim-
inal possession of a drug (Bonnie & Whitebread, 1974). Soon
after, several Supreme Court rulings made it illegal for doc-
tors to prescribe drugs to those who were addicted, which
meant that the only means for acquiring drugs were illegal
(King, 1972) and many addicts were imprisoned. In response
to the growing problem of overcrowding in federal prisons,
Congress authorized the U.S. Public Health Service to estab-
lish hospitals (one opening in Lexington, Kentucky, in 1935,
and the other in Ft. Worth, Texas, in 1938) where addicted in-
dividuals convicted in federal courts could serve their terms
(King, 1972).

In 1915, Utah became the first state to pass a criminal law
against the use of marijuana, and many other states soon fol-
lowed. In 1937, the United States passed the Marijuana Tax
Act, which heralded the beginning of the U.S. national pro-
hibition of marijuana. Over the ensuing years, the U.S. gov-
ernment and individual states dealt with the problem of drug
addiction by imposing increasingly strict penalties for drug
possession that were often harsher than penalties for violent

crimes like rape (Bonnie & Whitebread, 1974). In 1970, in
order to bring some order to a complex array of antidrug
laws, the U.S. Comprehensive Drug Abuse Prevention and
Control Act repealed, replaced, or updated all previous anti-
drug laws (King, 1972). This act classified the drugs of
abuse into schedules, according to their medical utility and
abuse potential (Goode, 1999), and linked penalties for dis-
tribution and possession to these schedules. The Schedule
I drugs (the most severe category) included heroin, LSD,
hallucinogens, and marijuana; these drugs were considered
to have no acceptable medical use and high potential for
abuse. (Since passage of this act, many states have de-
criminalized the possession and use of small amounts of
marijuana.) As new drugs of abuse enter the marketplace
(e.g., 3, 4-Methylenedioxymethamphetamine [MDMA, or
Ecstasy]), they are placed into this schedule. Despite decades
of criminalization of drug use and prevention, the drug prob-
lem is probably as severe now as it was prior to regulation
and prohibition.

Another perspective on the history of drug abuse in the
United States comes from changes in drug-use disorder clas-
sifications over successive revisions of the DSM. The drug use
disorders have been recognized as a mental illness since the
DSM-I (APA, 1952), but as with alcohol use disorder, they
were considered a subtype of sociopathy until the DSM-III
(APA, 1980), when a new substance use disorder section was
added. The DSM-III described drug use disorders associated
with seven different substances (in addition to alcohol and
tobacco): sedative-hypnotic-anxiolytics, opiates, ampheta-
mines, cannabis, cocaine, phencyclidine (PCP), and hallu-
cinogens. The DSM-III recognized drug abuse for all seven
substances, but drug dependence was possible for only four of
the seven because there was no evidence at the time that toler-
ance or withdrawal were associated with cocaine, PCP, or the
hallucinogens (APA, 1980). It was not until the DSM-III-R in
1987 that cocaine withdrawal and cocaine dependence were
officially recognized (APA, 1987). Although tolerance is
probably associated with all of the drugs considered in the
DSM, problems in assessment (discussed with respect to alco-
hol earlier in this chapter), variability in the potency of street
drugs due to their unregulated nature and potency differences
among drugs within a class can make it difficult to establish.

In the DSM-III-R, inhalants were added and the diagnostic
criteria for the substance use disorders were standardized to
be the same across substances, and both abuse and depen-
dence were recognized for all eight drug classes listed. In the
DSM-IV, a drug dependence was further specified as being with
or without physiological dependence for all substances except
hallucinogens and PCP, for which the existence of a withdrawal
syndrome is still somewhat uncertain (APA, 2000).
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Epidemiology

In the NLAES study, the combined lifetime prevalence of
drug use disorders according to DSM-IV criteria was 6.1%.
(It is worth noting that the ECA study provided an estimate of
[DSM-III] lifetime drug use disorder prevalence of 6.2%;
Anthony & Helzer, 1991.) In NLAES, the highest preva-
lences were for cannabis use disorder (4.6%); a composite
category of prescription drug use disorder incorporating
sedatives, tranquilizers, opiates, and amphetamines (2.0%);
cocaine use disorder (1.7%); and amphetamine use disorder
(1.5%). The lifetime prevalences of disorder for the remain-
ing drug classes (sedatives, tranquilizers, and hallucinogens)
were each less than 1.0% each (Grant & Pickering, 1996).
Because of the relatively low prevalences of specific drug use
disorders and the substantial comorbidity among them (dis-
cussed shortly), most of the epidemiologic research (other
than the behavioral genetic studies, again, discussed shortly)
focuses on composite diagnoses of drug use disorder.

Although the NCS provided higher lifetime (n.b., DSM-
III-R) prevalence estimates than did NLAES for drug depen-
dence (7.5%) and abuse (4.4%; Kessler et al., 1994), there
was consistency with NLAES in the relative prevalence of
specific drug dependence, with cannabis being the most
prevalent at more than 4.0%, following by cocaine (2.7%) and
amphetamines (1.7%). The remaining lifetime prevalences of
dependence for the remaining drug classes were each less
than 1.2% (Anthony, Warner, & Kessler, 1994). Because drug
use disorders tend to be developmentally limited, past-year
prevalence estimates are much lower than lifetime estimates.
For example, the past-year prevalence of any drug use disor-
der in the NCS study was 1.8% (Warner, Kessler, Hughes,
Anthony, & Nelson, 1995) as compared to a lifetime preva-
lence of 11.9%. In general, lifetime drug use disorders are
higher among young white men with fewer years of education
and lower incomes, and residing in urban areas (Anthony &
Helzer, 1991; Anthony et al.).

Comorbidity

In the ECA study (Anthony & Helzer, 1991) individuals with
a DSM-III lifetime drug use disorder were 2 to 11 times more
likely to have a comorbid psychiatric disorder than those
without a history of drug use disorder, with the largest in-
creases in relative risk for drug use disorder among those
with mania and APD, followed by schizophrenia, depression,
alcohol use disorder, and the anxiety disorders. The patterns
of comorbidity were similar for men and women, except that
the increased rates of drug use disorders among women with
APD and alcohol use disorders were relatively much higher
than among men.

Large national samples have conclusively demonstrated
high comorbidity among specific drug use disorders and
between alcohol use disorders and drug use disorders. For ex-
ample, in NLAES (Grant & Pickering, 1996), each of the spe-
cific drug use disorders was strongly associated with alcohol
use disorder, with odds ratios ranging from 13 to 27. Lyons
et al. (1998) present the associations of the specific lifetime
DSM-III-R drug use disorders with each other, using a large
national community-based sample of middle-aged men.
Again, the various drug use disorders were all strongly associ-
ated with each other, with odds ratios ranging from 12 (be-
tween opiate and cannabis use disorders) to 68 (between
amphetamine and a combined category including hallucino-
gen and PCP use disorders). In sum, there is substantial
comorbidity within the drug use disorder category, between
drug use disorders and alcohol use disorders, and between
drug use disorders and other psychiatric disorders. Polysub-
stance abuse–dependence and comorbidity appear to be the
rule, rather than the exception.

Genetics

There has been much less published research on the genetics
of drug use and drug use disorders compared to alcoholism,
although it is presumed that the genetic risk for drug use dis-
orders will overlap with the genetic risk factors for alcohol
use disorders. Because there have been increases in the life-
time prevalence of drug use and drug use disorders in more re-
cently born cohorts, the interpretation of studies that examine
intergenerational patterns (e.g., family studies and adoption
studies) is problematic because of secular changes in drug ex-
posure and availability. Consequently, within-generation be-
havioral genetic studies of drug use disorders are the most
straightforward to interpret.

Two recent large community-based twin studies of drug
use disorders provide valuable within-generation information
on the familial transmission of a composite diagnosis of drug
use disorder and the specific drug use disorders. Tsuang et al.
(1996) conducted a study of DSM-III-R drug use disorders in a
large sample of twins from the Vietnam Era Twin Registry,
a national sample of male twin pairs (born between 1939
and 1957) in which both men served in the U.S. military dur-
ing the Vietnam era. Kendler and colleagues (Kendler &
Prescott, 1998a, 1998b; Kendler, Karkowski, & Prescott,
1999; Kendler, Karkowski, Neale, & Prescott, 2000) con-
ducted a population-based study of DSM-IV drug use disor-
ders among male (born between about 1936 and 1978) and
female (born between about 1933 and 1975) adult twin pairs
born in the state of Virginia. With only a few exceptions, the
results of these two studies support the existence of substantial
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genetic influences and very modest family environmental in-
fluences on the risk for drug use disorders. Heritability esti-
mates for different classes of drugs ranged from .25 to .76
among men and from .72 to .79 among women for more
broadly-defined drug use disorder (drug abuse or depen-
dence), and from .58 to .97 for more narrowly-defined drug
use disorder (drug dependence) amongs men (results for drug
dependence among women are not available; Kendler &
Prescott, 1998a, 1998b; Kendler, Karkowski, & Prescott,
1999; Kendler et al., 2000; Tsuang et al., 1996). In contrast, es-
timates of the proportion of variation in risk due to family en-
vironmental influences ranged from 0 to .32 among men and
stood consistently at 0 among women (Kendler & Prescott,
1998a, 1998b; Kendler, Karkowski, & Prescott, 1999;
Kendler et al., 2000; Tsuang et al., 1996).

In a follow-up multivariate analysis, Tsuang et al. (1998)
examined the extent to which the familial risk for each spe-
cific drug use disorder was shared versus the extent to which
it was specific to the drug. They found that most of the famil-
ial risk for the different drug use disorders could be explained
by common genetic and environmental factors, with signifi-
cant specific genetic influences on the risk for opiate use dis-
order and specific family environmental influences on the
risk for cannabis use disorder. Kendler, Karkowski, Corey,
et al. (1999) examined the extent to which genetic variation
in risk for drug use disorder could be explained by genetic
factors associated with the initiation of substance use, and
found that, on average, about half of the genetic variation in
drug use disorder was associated with genetic effects on sub-
stance use initiation. These findings are extremely important
in that they indicate that different etiological processes are in-
volved in substance use experimentation (a necessary pre-
condition for drug use disorders) and the development of
drug abuse or dependence once drug use is initiated. Future
behavioral genetic studies of drug use disorders focusing on
the influence of genetic and environmental factors across the
various stages in the disorders’ development, starting with
initiation and culminating with the final outcome of disorder,
will be extremely valuable (Tsuang et al., 1999) but also dif-
ficult given the large sample sizes and the complexity of
models that will be required.

Neurobiological Substrates of Drug Effects

Different drugs of abuse vary in their spectrum of effects on
neurotransmitter systems, specific brain regions, and associ-
ated motivational systems. However, there are some impor-
tant, shared commonalities among these pharmacologically
distinct agents. As noted in Table 8.2, all commonly abused
psychoactive drugs involve dopamine systems and, to a

slightly lesser extent, the opioid peptide system (which is
intimately linked to the dopamine system; e.g., Koob & Le
Moal, 2001). One influential theory of addiction (Wise &
Bozarth, 1987) posits that “all addictive drugs have psychomo-
tor stimulant properties and that the biological mechanism of
the psychomotor stimulant properties is the same as, or has
common elements with, the biological mechanism of the rein-
forcing effects of these drugs” (p. 482). That is, there is a com-
mon reward mechanism underlying the effects of different
addictive drugs. This is not to say, however, that different drugs
of abuse exert their addictive properties through only one site
of action. Indeed, different drugs of abuse show affinities to
distinct classes of receptors, and their effects on dopamine
and opioid systems may be indirect. As noted by Koob and
Le Moal (2001, p. 103), “drugs may enter into this neurocir-
cuitry at different points and via different molecular/cellular
mechanisms.”

From a neurobiological perspective, vulnerability to drug
abuse can come about either because of individual dif-
ferences in the initial reinforcing properties of a drug or be-
cause of individual differences in compensatory mechanisms
(e.g., initial opponent processes or allostatic progression)
discussed earlier. Unfortunately, longitudinal research in
humans that attempts to chart neurobiological changes asso-
ciated with differing patterns or trajectories of drug involve-
ment have yet to be conducted.

Etiological Models

Etiological theories of drug use disorders tend to parallel
those described under alcohol use disorders (i.e., positive and
negative affect regulation, pharmacological vulnerability,
and deviant socialization). However, a major distinction

TABLE 8.2 Neurobiological Substrates for the Acute Reinforcing
Effects of Drugs of Abuse

Drug of Abuse Neurotransmitter Sites

Cocaine and amphetamines Dopamine Nucleus accumbens
Serotonin Amygdala

Opiates Dopamine Ventral tegmental area
Opioid peptides Nucleus accumbens

THC Dopamine Ventral tegmental area
Opioid peptides

Alcohol Dopamine Ventral tegmental area
Opioid peptides Nucleus accumbens
Serotonin Amygdala
GABA
Glutamate

Source: Reprinted by permission of Elsevier Science from “Drug Addiction,
Dysregulation of Reward, and Allostatis,” by G. F. Koob and M. Le
Moal, Neuropsychopharmacology, Vol. 24, pp. 97–129, 2001, by American
College of Neuropsychopharmacology.
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between alcohol use and illicit drug use is the fact that alco-
hol use is legal for adults, whereas use of illicit drugs, by de-
finition, is not. Consequently, use of alcohol is more readily
integrated into mainstream culture, and initial exposure, even
for minors, is inherently less of a deviant social behavior.
Thus, models of deviant socialization are particularly rele-
vant to drug use disorders, especially as they relate to exper-
imental substance use.

Petraitis et al. (1995) recently reviewed 14 models of
experimental substance use that have received empirical
evaluation in the research literature. Based on their synthesis
of these theories, which varied widely with respect to focus
and constructs employed, they developed a matrix of influ-
ences on experimental use. This matrix is defined by types of
influence (i.e., social-interpersonal, cultural-attitudinal, and
intrapersonal) and level of influence (i.e., ultimate, distal, and
proximal), yielding nine cells of this matrix. For example,
ultimate influences include parental divorce or separation
(social-interpersonal), local crime and unemployment (cul-
tural-attitudinal), and temperament or personality (intraper-
sonal). Distal influences include attachment to parents and
peers (social-interpersonal); weak commitment to conven-
tional values, school, and religion (cultural-attitudinal); and
psychological distress (intrapersonal). Proximal influences in-
clude perceived norms for use (social-interpersonal), expected
utilities of substance use (cultural-attitudinal), and refusal skills
and intentions to use substances (intrapersonal). Petraitis et al.
argue that a comprehensive theory of experimental substance
use needs to address both the level and the type of influence in
order to be complete. This approach appears to be a useful first
step toward organizing constructs involved in the literature and
illustrates why some types of models (e.g., models that
focuses more on proximal as opposed to distal or ultimate
processes) should predict initiation of use better than others.
However, it is more of a framework than a theory in that it is rel-
atively agnostic toward identifying key causal mechanisms.

PATHOLOGICAL GAMBLING

It is a matter of continuing controversy whether the overall
costs to society of PG, including costs associated with in-
debtedness, unemployment, and loss in productivity; thefts
and criminal justice system costs; welfare costs; and treat-
ment costs for individuals with PG and their spouses are out-
weighed by the economic benefits to society of gambling
(National Research Council, 1999). What is not controversial
is that PG has considerable negative economic and psycho-
logical effects on individuals and families. Although there is
little direct evidence supporting a causal link, there seems to

be little disagreement that PG can precipitate the types of
stressful life events that are associated with an increased risk
of depression and suicide (Blaszczynski & Farrell, 1998).
Perhaps it is no coincidence that Las Vegas has the highest
suicide rate of any city in the United States (Phillips, Welty,
& Smith, 1997).

History of Pathological Gambling in the United States

The legality and availability of gambling have changed dra-
matically over the past two decades, and currently most adults
have engaged in some form of gambling (86%; Gerstein et al.,
1999). Prior to the late 1980s, the only legal gambling options
in the United States were gambling in Nevada and Atlantic
City, and state-run lotteries. In the late 1980s, gambling on
Native American land or on riverboat casinos was legalized,
and in the mid-1990s Internet-gambling Web sites were in-
troduced. By 1999, gambling in some form was legal in
48 states; 21 states had casinos, 37 states had a lottery, and
there were more than 650 Internet gambling sites worldwide.
The number of Internet gambling sites has since doubled. The
prevalences of gambling participation (Gerstein et al.), and of
PG and problem gambling (Shaffer, Hall, & Bilt, 1999), have
increased along with the growth of gambling venues.

Pathological gambling was introduced into the official di-
agnostic nomenclature with the publication of the ninth edi-
tion of the International Classification of Diseases in 1977,
followed by its inclusion into the DSM-III in 1980 (APA,
1980). However, the concept of compulsive gambling was
widely accepted prior to its inclusion in the DSM-III: Gam-
bling problems were recognized by Freud (1928/1961) and
other psychoanalysts (e.g., Bergler, 1936, 1943, 1957) in the
first half of the twentieth century, the self-help community of
Gamblers Anonymous was founded in 1957, and the first spe-
cialty treatment program for gambling problems was created
in 1968 (Petry & Armentano, 1999).

Pathological gambling is classified as an impulse-control
disorder along with kleptomania, trichotillomania, pyroma-
nia, and intermittent explosive disorder. Although the diag-
nostic criteria for PG have changed over the subsequent
revisions of the DSM, the essential feature remains the same:
persistent and recurrent maladaptive gambling behavior that
disrupts personal, family, or vocational pursuits (APA, 1994).
With the revision of the DSM-III (DSM-III-R; APA, 1987) the
diagnostic criteria for PG were modified to be parallel to the
criteria for the substance use disorders, and included concepts
of preoccupation, loss of control, tolerance, and withdrawal.
In support of this conceptualization, surveys of individuals in
treatment for PG have found that 45% to 89% felt that they
needed to gamble progressively more to achieve the desired
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excitement (Bradford, Geller, Lesieur, Rosenthal, & Wise,
1996; Griffiths, 1995), and 33% to 87% felt irritable or rest-
less after stopping or cutting back on their gambling (Bergh
& Kuehlhorn, 1994; Bradford et al.; Wray & Dickerson,
1981). A distinctive feature of PG not shared with the sub-
stance use disorders is chasing—that is, returning to a gam-
bling activity in an attempt to win back losses. Chasing losses
is considered by some experts to be a pathognomonic symp-
tom of PG, and represents the mechanism by which individu-
als who gamble can become ensnared in the downward spiral
of problems (Lesieur, 1984).

The Nature of Gambling Activities

The variety of gambling activities available differ along sev-
eral dimensions that may make them more or less likely to
lead to PG or problem gambling (i.e., problematic gambling
that does not reach threshold for a diagnosis of PG). By defi-
nition, gambling involves a certain amount of chance, but dif-
ferent activities vary in the amount of chance versus skill
involved. The outcome of a bet can be decided in a matter of
seconds to as long as several weeks, and either the winnings
can either be immediately reinvested or there may be a time
interval before the next bet can be made. For some gambling
activities the bet-to-win ratio is extremely large, and for
others the odds are nearly even. Finally, some activities are
readily available and convenient whereas others are rela-
tively less convenient; some gambling activities are solitary,
whereas others require interacting with other people. The two
dimensions that have been most consistently linked with PG
and problem gambling are the chance-skill continuum and
the continuous-discontinuous continuum. It has been sug-
gested that games that require some skill (or perceived skill)
and are more continuous, or high action, are more likely to be
related to the development of problems (Walker, 1992).
However, the strongest and most consistent predictor of PG
or problem gambling is not necessarily the type of activity,
but rather the number of gambling activities (Sproston,
Erens, & Orford, 2000; Volberg & Banks, 1994).

It is possible that different gambling activities represent
indicators of an underlying continuum of gambling involve-
ment, with some activities being very common and indicative
of lower levels on this continuum and other activities being
less common and indicative of higher levels. Evidence
consistent with this comes from a nationally representative
survey of adolescents and adults in Great Britain (Sproston
et al., 2000). Respondents were divided into groups accord-
ing to whether they had participated in one, two, three, four,
five, or six or more different gambling activities in the past
year. With each additional activity, all of the activities of the

less involved groups were endorsed by the majority of the in-
dividuals in the more involved groups. That is, gambling ac-
tivities appeared to conform to a Guttman scale progressing
from participation in the national lottery, to scratchcards, to
fruit (slot) machines, to private betting with friends, to horse
races, and to dog races. Thus, in Great Britain, lottery playing
is much less strongly associated with pathological and prob-
lem gambling than is betting on dog races.

Epidemiology

A recent meta-analysis of 119 North American PG preva-
lence studies conducted between 1977 and 1997 estimated
the lifetime prevalence of diagnosable PG among adults at
1.6%, and the lifetime prevalence of subclinical PG, or prob-
lem gambling (i.e., endorsing at least one symptom of PG but
not meeting the full criteria for a diagnosis; Shaffer et al.,
1999) at 3.9%. The estimated lifetime prevalences of PG and
problem gambling in a recent, nationally representative sur-
vey of 2,417 adults in the United States were 0.8% and 9.2%,
respectively (Gerstein et al., 1999). Thus, between 5 and 10%
of the U.S. population will experience problems with gam-
bling at some point in their lives.

These gambling problems are unevenly distributed
throughout the population. The prevalence of PG is higher
(a) among men than women, (b) among younger than older in-
dividuals, (c) among individuals with fewer years of formal
education than those with more education, (d) among individ-
uals with lower income levels than the more advantaged, and
(e) among indigenous peoples than other racial and ethnic
groups (Volberg & Abbott, 1997; Welte, Barnes, Wieczorek,
Tidwell, & Parker, 2000). The prevalence of PG is also higher
among Blacks (Gerstein et al., 1999; Welte et al.) and Asian
Americans (Welte et al.). It is unclear the extent to which these
demographic correlates reflect differences in access to gam-
bling venues, differences in the propensity to gamble, or dif-
ferences in the propensity to fall prey to gambling problems
given participation in gambling activities.

Comparisons of the prevalences of PG and problem gam-
bling across geographic regions that differ in the availability
of gambling suggest that greater access to regulated forms of
gambling may be responsible for higher rates of PG and prob-
lem gambling. For example, comparisons across the eight
states and territories within Australia yielded a correlation of
about 0.65 between the per capita number of electronic gam-
ing machines in a state or territory and the past-year preva-
lence of PG or problem gambling (Productivity Commission,
1999). Because of the historical and geographic variation in
the accessibility of legal forms of gambling, it is important to
know when and where a particular study took place because
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the prevalence, correlates, and causes of PG may vary with
these different environmental contexts.

Genetics

Numerous studies have demonstrated that gambling involve-
ment and problems run in families (e.g., Gambino, Fitzgerald,
Shaffer, & Renner, 1993), although all of the extant studies
relied on the family history method rather than on directly
interviewing family members of index cases. Many experts
attribute the familial transmission of gambling and PG to
social-modeling influences (e.g., Gupta & Derevensky,
1997), but this conclusion is based upon the observation of
parent-offspring transmission in nuclear families, which
could be due to genetic as well as environmental factors. The
role of a possible underlying biological diathesis in the devel-
opment of PG has not been ignored by researchers; in fact, the
search for putative indicators of biological vulnerability for
PG (Blanco et al., 1996; Carrasco, Saiz-Ruiz, Hollander,
Cesar, & Lopez-Ibor, 1994; Roy et al., 1988) and specific sus-
ceptibility genes associated with PG (Comings et al., 1996)
actually preceded the behavioral genetic research document-
ing the importance of genetic influences on the risk for PG.
Thus far, molecular genetic research on PG has focused on
genes that have been claimed to show promise for explaining
genetic variation associated with alcohol dependence (the
dopamine D2 receptor [Comings et al.] and serotonin trans-
porter [de Castro, Ibanez, Saiz-Ruiz, & Fernandez, 1999]
genes) and the personality trait of novelty seeking (the
dopamine D4 receptor gene [Comings et al.]).

Compared to research on substance use disorders, the be-
havioral genetic literature on PG is scant, consisting of a sin-
gle study. In the Vietnam Era Twin Registry, the lifetime rates
of DSM-III-R PG were significantly elevated among the
monozygotic (23%) and dizygotic (10%) co-twins of men
with PG, compared to the lifetime prevalence in the full sam-
ple (1.4%; Eisen et al., 1998). It was not possible to discern
whether this familial similarity for PG was due to genetic or
environmental factors because of the low base rate of PG, but
it was possible to estimate that the total percentage of varia-
tion in the risk for PG that was accounted for by all familial
factors (genetic and environmental) was 62%. In a follow-up
combined (and more powerful) analysis of PG and alcohol
dependence, Slutske et al. (2000) found that 64% of the vari-
ation in the risk for PG could be accounted for by genetic
factors, with the remaining variation accounted for by indi-
vidual-specific environmental factors or errors of measure-
ment. Familial environmental factors did not significantly
contribute to variation in PG, although these factors may still
be important either in mediating genetic effects or in their

interaction with an existing genetic predisposition. The re-
sults of this study suggest that PG is as heritable as alcohol
dependence, and that genetic factors, rather than social mod-
eling, predominantly explain the familial transmission of PG.
However, it is unclear the extent to which this single study of
PG among middle-aged men conducted in the early 1990s
can be generalized to women, adolescents, or certain minor-
ity groups, or to the current gambling milieu.

Comorbidity

Reviews of the (primarily) clinical literature suggest that the
rates of substance use disorders (Crockford & el-Guebaly,
1998; Spunt, Dupont, Lesieur, Liberty, & Hunt, 1998), mood
and anxiety disorders (Crockford & el-Guebaly), and antiso-
cial behavior disorders (Slutske et al., 2001) are significantly
elevated in treatment-seeking individuals with PG compared
to those without PG. However, comparisons of individuals
with PG in treatment and in the community suggest that treat-
ment samples are not representative of individuals with PG in
the community (Volberg & Steadman, 1988) because less
than 2% of individuals with PG report having ever received
PG treatment (Wallisch, 1996). Six studies have reported the
rates of comorbid psychopathology among individuals with
PG recruited from the community, and only three of these
studies were based upon randomly selected representative
samples that included appropriate controls (Bland, Newman,
Orn, & Stebelsky, 1993; Cunningham-Williams, Cottler,
Compton, & Spitznagel, 1998; Smart & Ferris, 1996).

Although PG was not included in the ECA or NCS studies,
it was included in one of the particular ECA sites. Symptoms
of PG were assessed in the St. Louis ECA study in 1981, prior
to the introduction of legal gambling to the St. Louis area
(Cunningham-Williams et al., 1998). In the St. Louis ECA
sample, problem gambling was significantly associated with
alcohol abuse or dependence and nicotine dependence, but not
with other substance use disorders. Problem gambling was
also significantly associated with major depression and pho-
bias, but not with panic disorder, generalized anxiety disorder,
or obsessive-compulsive disorder. The strongest association
obtained was between problem gambling and APD. Problem
gambling was also significantly associated with schizophrenia
and somatization disorder (Cunningham-Williams et al.).
These findings are consistent with other community-based
studies in finding elevated rates of alcohol use disorders
(Black & Moyer, 1998; Bland et al., 1993; Slutske et al., 2000;
Smart & Ferris, 1996) and APD (Black & Moyer; Bland et al.;
Cunningham-Williams, Cottler, Compton, Spitznagel, & Ben-
Abdallah, 2000; Slutske et al., 2001) among individuals with
PG or problem gambling. These are the most robust findings in
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the PG comorbidity literature. Results on the associations of
PG with the mood and anxiety disorders are more mixed, and
most studies since the St. Louis ECA study have found in-
creased prevalences of other substance use disorders among
individuals with PG or problem gambling (Black & Moyer;
Bland et al.). There are also studies suggesting that the preva-
lences of DSM personality disorders from all three clusters
(i.e., odd-eccentric, dramatic-erratic, and anxious-inhibited)
are elevated among individuals with PG (Black & Moyer;
Blaszczynski & Steel, 1998).

The causes of comorbidity of PG with other substance use
and psychiatric disorders have not been extensively studied
and there is little in the way of prospective longitudinal
research tracking the temporal course of PG and comorbid
conditions. Retrospective studies suggest that substance
use disorders tend to precede PG in the majority of cases
(Cunningham-Williams et al., 1998, 2000; Ramirez, Mc-
Cormick, Russo, & Taylor, 1983). These findings are difficult
to interpret because the apparent temporal sequencing may
merely reflect age-related differences in the availability of
gambling activities, disposable income, and psychoactive
substances.

It is clear that alcohol and drug use often accompany gam-
bling (e.g., Giacopassi, Stitt, & Vandiver, 1998), and concur-
rent gambling and substance use may be especially common
among individuals with gambling problems (Spunt et al.,
1998; Wallisch, 1996). Thus, the situational covariation of
gambling and substance use may increase the likelihood of
developing, maintaining, or exacerbating both gambling-
related and substance use–related problems.

Alcohol intoxication may alter the perception of the like-
lihood of negative consequences of risky activities (Fromme,
Katz, & D’Amico, 1997), or may lead to more general im-
pairments in cognition and judgment that may result in poor
decisions during gambling that may increase the likelihood
of an adverse outcome. Several experimental studies have
demonstrated that subjects are more willing to gamble or
gamble more when under the influence of a moderate dose of
alcohol than when given a placebo (Kyngdon & Dickerson,
1999; Sjoberg, 1969; Steele, 1986), although there are also
studies that fail to find a causal link between alcohol use and
willingness to gamble in a laboratory task (see Breslin,
Sobell, Cappell, Vakili, & Poulos, 1999, for a review). To our
knowledge, there are no experimental investigations testing
the reverse-causal hypothesis that gambling may lead to an
increased use of alcohol or other drugs, although the possi-
bility is quite plausible.

Behavior genetic studies suggest that some proportion of
comorbid substance use disorder and PG is due to a shared
diathesis. Rates of alcohol-related problems among parents

and other family members of individuals with PG appear to
be higher than in the general population (Dell, Ruzicka, &
Palisi, 1981; Lesieur, Blume, & Zappa, 1986; Lesieur et al.,
1991; Linden, Pope, & Jonas, 1986; Ramirez et al., 1983;
Roy et al., 1988). In the Vietnam Era Twin Study, there was
significant familial cross-transmission of PG and alcohol de-
pendence, suggesting a common vulnerability. Most of the
genetic and environmental variation in the risk for PG was
unique and not shared with alcohol dependence, but a signif-
icant fraction of genetic (12–20%) and individual-specific
environmental (3–8%) vulnerability for PG was shared with
alcohol dependence. It is important to recognize that these es-
timates subsume all possible reasons for the association be-
tween the genetic risk for PG and alcohol dependence,
including pleiotropy (i.e., the presence of a genetic locus that
jointly increases the risk for both PG and alcohol depen-
dence) and indirect causal chains such as gene(s) Æ PG Æ
AD and gene(s) Æ AD Æ PG.

There are two main lines of research linking PG and the
antisocial disorders—the literature on delinquent youth sug-
gesting a strong association of delinquency with PG and
problem gambling, and the literature on adults with PG sug-
gesting that PG can be a cause of criminal activities. Among
youth, antisocial behavior appears to be the best concurrent
predictor of gambling frequency in both boys and girls
(Stinchfield, 2000). Although adults with PG are more likely
to retrospectively report a history of childhood conduct
disorder than adults without PG (Slutske et al., 2001), and
the retrospectively reported age of onset of comorbid APD
typically predates the onset of PG (Cunningham-Williams
et al., 2000), the few attempts to predict gambling or prob-
lem gambling among adolescents or young adults from
earlier involvement in delinquent activities have yielded
mostly negative findings (Vitaro, Ladouceur, & Bujold,
1996; Winters, Stinchfield, Botzet, & Anderson, 2001). Thus,
a causal influence of antisocial behavior on later PG has not
been established.

Conclusions about the causal influence of PG on crime
are based upon (a) retrospectively reported ages of onset of
PG and crime, (b) the types of criminal activities that are in-
volved, and (c) judgments of individuals with PG concern-
ing the extent to which their crimes were gambling related
(see Blaszczynski & Silove, 1996). Although there are no
prospective studies or any experimental evidence supporting
a causal link, the evidence is still quite convincing that
crime is in some cases a consequence of PG. In fact, gam-
bling-related crime constituted two of the seven diagnostic
criteria for PG in the DSM-III: “arrest for forgery, fraud,
embezzlement, or income tax evasion due to attempts to ob-
tain money,” and “borrowing of money from illegal sources
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(loan sharks)” (APA, 1980, p. 293). One of these criteria
has been modified and reinstated in the criteria for PG in
DSM-IV: “has committed illegal acts such as forgery, fraud,
theft, or embezzlement to finance gambling” (APA, 1994,
p. 618). In the DSM-IV field trials, this item was less sensi-
tive than the other symptoms of PG (endorsed by 65% of in-
dividuals with a PG diagnosis compared to 78–94% for
other symptoms) but was more specific (endorsed by none
of the participants without a PG diagnosis; Bradford et al.,
1996). Involvement in illegal activities to finance gambling
appears to be a more psychometrically difficult indicator of
PG, suggesting that only individuals with more severe prob-
lems and who have hit bottom, so to speak, will resort to
such behaviors.

A genetic basis for comorbidity between antisociality and
PG is supported by the finding of significant familial cross-
transmission of PG with childhood conduct disorder, adult
antisocial behavior (the adult criterion for APD), and APD in
the Vietnam Era Twin Study (Slutske et al., 2001). As with al-
cohol dependence, there was a significant fraction of genetic
(26%) and individual-specific environmental (7%) vulnera-
bility for PG that was shared with the antisocial behavior dis-
orders, and all of the shared genetic vulnerability could be
explained by the genetic risk for conduct disorder. Further
analyses suggested that risk factors common to the antisocial
behavior disorders and alcohol dependence accounted for
28% of the genetic variation and 8% of the individual-
specific variation in PG risk; thus, most of the genetic and en-
vironmental variation in PG risk is left unexplained after
accounting for the most likely sources of shared vulnerabil-
ity. However, these results from the Vietnam Era Twin Study
suggest that the comorbidity between PG and alcohol depen-
dence and the antisocial behavior disorders is mainly due to
genetic factors (Slutske et al., 2000, 2001).

Etiological Models

To date, a number of variables and processes have been pro-
posed as etiological factors in PG, and several of these are
described later. Because the diagnosis of PG involves a high
diagnostic threshold, by the time someone’s behavior war-
rants the diagnosis, the individual has typically suffered con-
siderable psychological, economic, interpersonal, and social
harm. Consequently, potentially mutable variables associated
with the diagnosis of PG (e.g., personality traits, affective
state, biological markers) might not characterize prepatho-
logical gamblers. Because there is a dearth of detailed
prospective data, we are not yet in a position to make strong
claims about those variables that predispose someone to
gamble problematically or pathologically.

Positive Affect Regulation (hypoarousal) 

Surveys of gamblers indicate that the most commonly
endorsed reason for gambling is “because it’s fun” (e.g.,
Wallisch, 1996). It has been suggested that individuals with PG
experience and become dependent upon achieving an aroused,
euphoric state similar to a drug-induced high (Griffiths, 1995;
Leary & Dickerson, 1985; Lesieur & Blume, 1993; Sharpe,
Tarrier, Schotte, & Spence, 1995). Experiences of wins or
near-wins are hypothesized to be the stimuli that initially elicit
this state of subjective and physiological arousal (Griffiths,
1991). Using the allostatic model of Koob and Le Moal (2001)
described earlier, one could predict opponent processes to de-
velop into gambling-related reinforcements that set up toler-
ance of gambling and, ultimately, into an allostatic process in
which gambling is needed to achieve homeostatic levels of
arousal.

From this general perspective, individual differences in
baseline levels of arousal would be expected to be a vulnera-
bility factor. However, individual differences in gambling be-
havior are not consistently related to sensation seeking, a trait
that would be expected to predict reward-seeking behavior.
In particular, pathological gamblers in treatment and follow-
ing treatment tend to be average or even low in sensation
seeking (Zuckerman, 1999). However, in active gamblers,
there is a positive relation between sensation seeking and the
number of gambling activities a gambler engages in, bet size,
the tendency to chase losses, and loss of control (Coventry &
Brown, 1993).

Zuckerman (1999) notes that measures of impulsivity tend
to fare better than measures of sensation seeking in distin-
guishing pathological gamblers from controls. This suggests
that it is not simply reward seeking but perhaps reward seek-
ing in the context of punishment that represents a critical
vulnerability to PG. For example, Newman and colleagues
(e.g., Newman, Patterson, & Kosson, 1987) found that indi-
viduals with psychopathology did particularly poorly on a
card-playing task when payouts are initially likely but then
are manipulated to become unlikely; in such a situation, the
subjects tend to play more cards and lose more money than
controls because they fail to extinguish their reward-seeking
behavior when the contingencies change. Using a similar
task, Breen and Zuckerman (1999) found that a paper-and-
pencil measure of impulsivity but not sensation seeking was
related to poorer task performance (i.e., losing more money).

Negative Affect Regulation

The negative-affect-regulation model of PG is embodied in
the DSM-IV PG criterion “gambles as a way of escaping from
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problems or relieving a dysphoric mood (e.g., feelings
of helplessness, guilt, anxiety, depression)” (APA, 1994,
p. 618). Individuals with PG have higher rates of anxiety dis-
orders and depression than individuals without PG, and tend
to score higher on questionnaire measures of negative affec-
tivity. In addition, depressed mood at the start of a session of
gambling predicts persistence in that activity (Dickerson,
Cunningham, England, & Hinchy, 1991).

There are several explanations for why gambling may
help some people cope with negative emotions. Many indi-
viduals with PG describe experiencing altered states of con-
sciousness during gambling, such as being in a trance state or
feeling removed from reality (Bergh & Kuehlhorn, 1994;
Bradford et al., 1996). Alternatively, gambling may help alle-
viate stress in some individuals by giving an illusion of con-
trol (Friedland, Keinan, & Reger, 1992). For those who are
experiencing distress because of financial difficulties, gam-
bling can serve as an active (but maladaptive) coping device
that provides short-term hope for resolving these problems
(Walker, 1992), and this might be particularly true of patho-
logical gamblers with low socioeconomic status.

Deviance Proneness

The deviance proneness model emphasizes the roles of par-
ents and peers in the development of PG. Parents are assumed
to exert their influence by not providing an adequate rearing
environment or by serving as gambling role models. For ex-
ample, in the DSM-III (APA, 1980), the predisposing factors
described for PG disorder are “loss of a parent by death, sep-
aration, divorce, or desertion before the child is 15 years of
age, inappropriate parental discipline (absence, inconsis-
tency, harshness), exposure to gambling activities as an
adolescent . . . lack of family emphasis on saving, planning,
and budgeting” (p. 292). Pathological gambling may be part
of a constellation of associated behaviors characterized by
deviance proneness or behavioral undercontrol (Stinchfield
& Winters, 1998) similar to Jessor and colleagues’ syndrome
of problem behavior discussed earlier. For example, studies
(as reviewed in Slutske et al., 2001) have shown that prob-
lem-gambling adolescents and young adults, compared to
non-problem-gambling adolescents and young adults, are
more likely to skip school (Wallisch, 1996), drop out of high
school (Wallisch), use alcohol and other drugs (Lesieur et al.,
1991; Proimos, DuRant, Pierce, & Goodman, 1998; Stinch-
field, Cassuto, Winters, & Latimer, 1997; Vitaro et al., 1996;
Wallisch; Winters, Stinchfield, & Fulkerson, et al., 1993), be
sexually active (Proimos et al.), engage in physical fights
(Proimos et al.; Vitaro et al.), have committed an illegal act or
been arrested (Lesieur et al.; Stinchfield et al.; Vitaro et al.;

Wallisch; West & Farrington, 1970; Winters et al.), and have
friends who carry weapons or belong to gangs (Wallisch).

Cognitive Vulnerability

One set of models specific to PG, as opposed to substance use
disorders, concerns specific cognitive biases that are thought
to predispose an individual to gambling. Much of the research
on gambling cognitions has used been based on naturalistic
observations of the verbalizations of gamblers (Walker, 1992)
and studies in which gamblers are asked to think out loud
while they are gambling (e.g., Ladouceur & Gaboury, 1988).
Based on the results of this research, several typologies of
gambling-related cognitive biases have been developed
(Rogers, 1998; Toneatto, 1999; Walker, 1992).

Perhaps the most familiar cognitive bias is the gambler’s
fallacy or law of averages. This is the belief that the outcome
of a particular bet is not independent, but rather is dependent
on the outcome of previous bets. Thus, gamblers might be-
lieve that a win is more likely after a series of losses. This be-
lief may be one mechanism that leads to chasing losses. Other
biases of gamblers include a magnification of gambling skill;
superstitious beliefs about how certain objects, rituals, or
thoughts can increase one’s chances of winning; and more
generally, the belief that the random and uncontrollable is
lawful and predictable. The common theme underlying the
cognitive biases engaged in by gamblers is that they help
gamblers maintain optimism about the outcome of future
gambling even in the face of substantial losses.

CONCLUDING COMMENTS

Disorders of impulse control are prevalent in our society and
place high costs on the affected individuals, their friends
and families, the larger community, and the criminal justice
and health care systems. Because they often co-occur with
each other as well as with other psychological disorders, it is
important to consider them through an understanding of psy-
chopathology in general.

These disorders often manifest themselves in youth
and show developmental continuities with childhood psy-
chopathology, and are probably related to basic tempera-
mental proclivities. Perhaps more than other psychological
disorders, their manifestation requires availability of certain
types of stimuli (e.g., psychoactive substances, gambling ac-
tivities), and it is thus understandable that attempts at con-
trol of these problems have often led to attempts at social
control via policies that seek to restrict access to the stimu-
lus and to impose legal sanctions on those who engage in the
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behavior. Although clearly certain types of environments are
necessary for the development of the disorder (e.g., one can
not be alcohol dependent in a culture that has effectively
eliminated the making and sale of alcoholic beverages),
these disorders appear to have strong genetic determinants
that are likely manifested in temperamental traits such as re-
ward seeking and self-control. The exact nature of constitu-
tional vulnerability will probably continue to be refined in
the near future.

For each of the disorders considered, there appear to be
multiple etiological mechanisms that convey risk for the de-
velopment of disorder. We have termed these mechanisms
positive affect regulation, negative affect regulation, phar-
macological vulnerability (in the case of substance use disor-
ders), and deviance proneness. These risk mechanisms can be
viewed as a starting point for developing new and refining
existing approaches to prevention and treatment. Although
we have emphasized similarities in the etiology and clinical
manifestations of these distinct disorders, it also appears that
each disorder has unique characteristics. Indeed, as implied
by the multiple etiological mechanisms just mentioned, there
is considerable heterogeneity within each disorder category.
It seems likely that attention to underlying mechanisms will
permit us to refine our diagnostic notions and derive more
clearly resolved sets of diagnostic criteria.
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We are healed of a suffering only by experiencing it to the full.

MARCEL PROUST (1871–1922)

In this chapter we review the concepts of stress and trauma
and describe conditions within the American Psychiatric
Association’s (APA) Diagnostic and Statistical Manual of
Mental Disorders–Fourth Edition (DSM-IV; APA, 1994,
2000) that include trauma as an etiological criterion (i.e.,
acute stress disorder and posttraumatic stress disorder or
PTSD), as well as disorders strongly associated with extreme
stress and trauma—namely, the dissociative and conversion
disorders. Although they are not covered in this chapter, de-
pression, anxiety, substance abuse, and adjustment disorders
can also occur as responses to traumatic stress.

STRESS AND TRAUMA

Stress is usually defined as the product of circumstance that
threatens the homeostasis of the organism and requires ad-
justment to reestablish homeostasis or develop a new cogni-
tive and emotional organization to accommodate the
challenging experience or irretrievable loss. Hans Selye
(1976) developed a theory of stress, which he considered a
syndrome of “nonspecifically-induced changes within a bio-
logical system” (p. 64). However, for the purpose of this
chapter, the definition of stress by Mason (1971) as a reaction
to threatening or unpleasant factors is more appropriate.
Selye discussed both psychological and physiological factors

and described negative (distress) and positive (eustress) types
of stress responses. His work implicated the autonomic ner-
vous system in the stress response, but it had little in the way
of cognitive components to it. The stress response was un-
derstood to be—in essence—a cortical reflex to stress. Sub-
sequent theories have taken cognitive appraisal of the nature
of a stressor into greater account. This later work was facili-
tated through the development of life event inventories—
such as the Holmes-Rahe inventory (Rahe, Meyer, Smith,
Kjaer, & Holmes, 1964), which attempted to quantify life
stressors and which are being improved by newer approaches
(Carson, Butcher, & Mineka, 2000).

Stimuli and circumstances that produce stress are called
stressors, and there have been various categorizations of
them, including that of frustrations, conflicts, and pressures
(Carson et al., 2000). Although there is no absolute demarca-
tion, extreme stressors would include severely intense or
chronic frustrations, conflicts, or pressures of any kind,
whereas traumatic events can be defined in a more circum-
scribed way. We consider trauma as an event caused by hu-
mans or nature that reduces the individual to an object and
challenges deeply held assumptions of safety, fairness, ability
to control events, and predictability. The discontinuity of cir-
cumstances in trauma contributes to a discontinuity of cogni-
tive, emotional, and somatic experience among the persons
who experience it. The 1987 edition of the Diagnostic and
Statistical Manual of Mental Disorders–Third Edition–
Revised (DSM-III-R; APA, 1987) defined traumas as events
outside of the range of typical normal experience, but
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epidemiological studies have shown that the majority of
individuals—even inhabitants of countries not at war—have
witnessed or experienced some form of trauma during their
lifetime. An example is the study by Norris (1992) in which
69% of respondents had reported at least one traumatic inci-
dent during their lifetime.

Partly to correct the false notion that trauma is an uncom-
mon event, the DSM-IV (APA, 1994, 2000) redefined it as
experiencing or witnessing events that involve actual or threat-
ened death or injury or jeopardize the physical integrity of self
or others. Furthermore, it is required that the individual’s re-
sponse include intense fear, helplessness, or horror—or agi-
tated or disorganized behavior in children. There are problems
with this conceptualization. The first criterion limits trauma to
actual or threat of violence and death, but other factors such as
property loss and serious medical or psychological disorder
can bring about PTSD (McFarlane & de Girolamo, 1996). The
second criterion, although it seeks to address the importance of
the subjective response, was partly designed for forensic rather
than scientific reasons (McFarlane & de Girolano, 1996) and
disregards the possibility that an individual may respond ini-
tially with numbing and dissociation rather than with intense
emotion (Lindemann, 1944; Spiegel & Cardeña, 1991).

Bearing in mind both the limitations of the current DSM-IV
definition of trauma and the fact that the posttraumatic re-
sponse always involves an interaction between the characteris-
tics of the stressor and those of the experiencing individual, we
examine now salient dimensions of trauma. Traumatic events
vary with regard to their source (e.g., natural vs. human-made
victimization), nature (e.g., sexual abuse vs. physical abuse),
chronicity (e.g., being a prisoner of war or POW for a week vs.
being a POW for months or years), severity (e.g., being ex-
posed to combat without casualties vs. a combat with multiple
casualties), extent of areas affected (e.g., an earthquake that
affects only the self or personal property vs. one that produces
disruptions in food supplies, transportation, and other re-
sources), type of exposure (e.g., witnessing an accident vs. per-
sonal experience of the grotesque or handling of dead bodies),
relationship to perpetrator (e.g., a stranger vs. a parental figure
committing sexual abuse), and so on.Although the data are not
unequivocal, it has been generally observed that traumatic
events with a greater negative impact are instigated by humans,
are chronic and severe, affect various living functions and the
social network, and involve sexual rather than just physical
abuse—especially abuse of an incestuous nature (Dancu,
Riggs, Hearst-Ikeda, Shoyer, & Foa, 1996; Freyd, DePrince, &
Zurbriggen, 2001; Labbate, Cardeña, Dimitreva, Roy, &
Engel, 1998; van der Kolk, McFarlane, & Weisaeth, 1996).
Green (1993) has categorized trauma of a violent nature ac-
cording to eight dimensions: threat to life and limb, severity of

physical harm, receiving intentional injury or harm, exposure
to the grotesque, violent or sudden loss of a loved one, witness-
ing or learning of violence to a loved one, learning of exposure
to noxious agent, and causing death or severe harm to another.

Individual psychological differences are at least as impor-
tant as the characteristics of the stressor. Whereas some se-
vere and chronic traumas such as chronic maltreatment as a
POW can produce lifetime or current PTSD prevalences as
high as 85% and 59%, respectively (Engdahl, Dikel, Eberly,
& Blank, 1997; Ursano & Rundell, 1995), there are marked
differences in the effect of less severe stressors (Yehuda &
McFarlane, 1995). In a recent and important meta-analysis
on predictors of PTSD, Brewin, Andrews, and Valentine
(2000) found that previous psychiatric history, childhood
abuse, family psychiatric history, low socioeconomic status
(SES), lack of education, low levels of intelligence, other
previous trauma or adverse childhood factors, trauma sever-
ity, lack of social support, and life stress were consistent or
homogeneous predictors, whereas being a woman, younger,
and of minority status seemed to be significant predictors
only in some populations.

After extreme stress or trauma has occurred, there is a wide
range of possible and sometimes overlapping reactions. Some
traumatic events only have a transient effect, whereas others
have life-transforming consequences—both positive and neg-
ative. Besides the dysfunctional responses that are described
in later sections of this chapter, many individuals report posi-
tive changes as a result of the struggle with a traumatic event
(Calhoun & Tedeschi, 2000). These changes include greater
investment in and appreciation of life, interpersonal relation-
ships, spirituality, personal resources, and an immediate or de-
layed increase in the sense of mastery to deal with difficult
situations (Fullerton & Ursano, 1997; Tedeschi & Calhoun,
1995). Such benefits have been found among various popula-
tions, including survivors of cancer (e.g., Taylor, 2000), be-
reavement (Bower, Kemeny, Taylor, & Fahey, 1998), disaster
(McMillen, Smith, & Fisher, 1997), combat (Fontana &
Rosenheck, 1998), war captivity (Sledge, Boydstun, & Rabe,
1980), and severe accidents (Brickman, Coates, & Janoff-
Bulman, 1978). Women tend to report more benefits from trau-
matic experiences than do men (Cordova, Cunninghman,
Carlson, & Andrykowski, 2001).

The majority of people react to most time-limited traumas
such as a disaster with transient mild to moderate symptoms
(e.g., Cardeña & Spiegel, 1993), but particularly violent
events such as rape may have a greater impact (e.g., Dancu
et al., 1996; Engdahl et al., 1997). An important area of
investigation is the impact of early responses to trauma on
current and chronic dysfunction. The scant and not fully con-
sistent data suggest that severe dissociation may jeopardize
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survival at the time of the stressor (Koopman, Classen, &
Spiegel, 1994, 1996), despite its overall possible species sur-
vival value (Nijenhuis, 2000). The DSM-IV diagnosis of
acute stress disorder (ASD; APA, 1994, 2000) has triggered a
growing number of studies of dysfunctional reactions around
the time of trauma (i.e., peritraumatic) and their potential to
develop into chronic severe psychopathology. 

The vast majority of clinical and research attention has fo-
cused on severe chronic or delayed-onset symptoms (mostly
under the rubric of PTSD). In the sections that follow, we
give an overview of ASD, PTSD, and complex PTSD, a
proposed variant of PTSD that encompasses broader post-
traumatic responses than does simple PTSD, including dys-
functions in areas such as personality structure, identity, and
relational abilities. After reviewing these posttraumatic disor-
ders, (ASD and PTSD are included in the anxiety disorders
section of the DSM-IV), we cover the literature on dissocia-
tive and conversion disorders (currently classified elsewhere
in the DSM-IV nosology).

ACUTE STRESS DISORDER

The main reasons to include acute stress disorder (ASD) in
the DSM-IV were the lack of a diagnosis for acute and dys-
functional reactions within the first month after trauma, the
partial disregard of dissociative symptomatology in the con-
cept and criteria of PTSD, and a greater convergence with the
International Classification of Diseases (ICD) classification
of acute stress reaction (Cardeña, Lewis-Fernández, Beahr,
Pakianathan, & Spiegel, 1996). The original proposal of brief
reactive dissociative disorder (Spiegel & Cardeña, 1991) un-
derwent a number of transformations and compromises until
it emerged as the current acute stress disorder diagnosis. Its
final criteria include exposure to direct or witnessed trauma
involving intense negative emotions; at least three dissocia-
tive symptoms (e.g., numbing, depersonalization, derealiza-
tion, being in a daze, and amnesia); reexperiencing or
intrusion of the traumatic event (one symptom required);
marked avoidance of stimuli related to trauma (one symptom
required); marked anxiety or hyperarousal (one symptom re-
quired); clinically significant distress or impairment for a
minimum of 2 days and a maximum of 4 weeks; and the ab-
sence of a direct cause by a psychoactive substance or a gen-
eral medical condition (APA, 1994, 2000). 

Critics of the ASD criteria point out some problems, in-
cluding the mismatch of ASD and PTSD symptoms (even
though the DSM-IV considers that the former, if continuing
past 1 month, can be rediagnosed as PTSD), the question of
the extent to which dissociative symptoms are as central to

the diagnosis as the other criteria are, and the need for greater
refinement in diagnostic criteria (e.g., Bryant & Harvey,
1997). A more severe critique of the validity of ASD and of
the importance of peritraumatic dissociation as a predictor of
PTSD (Marshall, Spitzer, & Leibowitz, 1999) has called for
greater accuracy in the diagnosis of acute stress responses,
but this critique also seems to have misinterpreted data on
the predictive value of peritraumatic dissociative responses
(Butler, 2000; Simeon & Guralnik, 2000; Spiegel, Classen, &
Cardeña, 2000). The conceptualization of both PTSD and
ASD and the nature of their relationship clearly need further
elucidation.

The relationship between traumatic stressors and dissocia-
tive reactions is quite robust. The current conception of this re-
lationship is based on observations by clinical pioneers such as
Breuer and Freud, Charcot, James, Janet, and others (van der
Kolk, Weisaeth, & van der Hart, 1996), on extensive literature
reviews (Butler, Duran, Jasiukaitis, Koopman, & Spiegel,
1996; Spiegel & Cardeña, 1991), and on international data re-
analyses (Cardeña et al., 1998) of reactions to traumatic events
that support a strong association between traumatic events and
disssociative reactions. Prospective studies assessing dissocia-
tion shortly after an earthquake (Cardeña & Spiegel, 1993) and
before and after acute stress during military training (Morgan,
Hazlett, Richardson, Schnurr, & Southwick, 2001) also chal-
lenge the skepticism about a robust trauma-dissociation rela-
tionship (Merckelbach & Muris, 2001).

In addition to the commonly reported alterations in mem-
ory, perception, and a sense of detachment associated with
exposure to human-made or natural trauma (Spiegel &
Cardeña, 1991), dissociation and PTSD subscales have a
high correlation (Gold & Cardeña, 1998), and more patients
with posttraumatic disorders manifest state and trait dissocia-
tive symptomatology (e.g., Cardeña, 1998; Hyer, Albrecht,
Poudewyns, Woods, & Brandsma, 1993) and show higher
hypnotizability than do most other clinical and nonclinical
groups (Spiegel, Hunt, & Dondershine, 1988).

The most important finding seems to be that acute dissocia-
tive reactions are significant, strong, and independent predic-
tors of long-term psychopathology. Retrospective studies
reporting a substantially higher dissociation around the time of
trauma for PTSD patients compared with other groups include
Vietnam (Bremner et al., 1992) and Gulf War (Cardeña, 1998)
veterans, individuals exposed to typhoons (Staab, Grieger,
Fullerton, & Ursano, 1996) and emergency rescue workers
(Grieger et al., 2000). Prospective studies show similar find-
ings, including numbing as the single best predictor of later
PTSD among Israeli soldiers (Cardeña et al., 1998) and dis-
sociative symptoms as significant predictors of later PTSD
symptomatology among victims of a firestorm (Koopman
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et al., 1994, 1996); bystanders of a mass shooting (Classen,
Koopman, Hales, & Spiegel, 1998); individuals with mild trau-
matic brain injury (Bryant & Harvey, 1998); survivors of disas-
trous flooding (Waelde, Koopman, Rierdan, & Spiegel, 2001);
and victims of motor vehicle accidents, other accidents, or ter-
rorist attacks (Brewin, Andrews, Rose, & Kirk, 1999; Ehlers,
Mayou, & Bryant, 1998; Harvey & Bryant, 1998; Shalev, Peri,
Canetti, & Schreiber, 1996). Although there is a dearth of
research with children, Saxe and collaborators (Saxe, 2002)
have reported that among child burn patients, dissociation as
evaluated by adults was a significant predictor of later PTSD
symptomatology.

Some studies that have not replicated these findings have
methodological problems, including a lack of specific mea-
sures to evaluate ASD (Barton, Blanchard, & Hickling, 1996)
or low statistical power and a measurement time frame
inconsistent with ASD criteria (McFarlane, Atchison, &
Yehuda, 1997). Nevertheless, a number of issues about ASD
require more investigation, including criteria that might opti-
mize diagnostic sensitivity and specificity of dissociative and
other ASD symptoms (Brewin et al., 1999), the biology of
peritraumatic dissociation (Griffin, Resick, & Mechanic,
1997), and risk predictors for peritraumatic dissociation
(Morgan et al., 2001). Valid and reliable instruments to help
this inquiry have been developed (Bryant & Harvey, 1997;
Cardeña, Koopman, Classen, Waelder, & Spiegel, 2000). It
will be useful to evaluate peritraumatic biological indicators
as well, because there is evidence that increased heart rate
and lower cortisol levels at that time may predict later PTSD
(Yehuda, McFarlane, & Shalev, 1998).

Some evidence indicates that compared with men,
women experience—or at least report—greater peritrau-
matic dissociation. In a reanalysis of our earlier study on
professional students exposed to an earthquake (Cardeña &
Spiegel, 1993), we found that about 2 weeks after the inci-
dent, women reported significantly greater time distortion,
derealization, and depersonalization reactions than did men
(df � 95, p � .001), but this difference disappeared 4
months after the incident ( p � .1). A gender difference was
also found in a general sample exposed to a firestorm
(Koopman et al., 1996). There is also some evidence that
younger people experience or report more peritraumatic dis-
sociation (Marmar, Weiss, Metzler, & Delucchi, 1996). Re-
cently, Koopman and collaborators (2001) reported that
minority Vietnam veterans with PTSD reported more peri-
traumatic dissociation than did nonminority veterans, but
that study did not control for SES. Zatzick, Marmar, Weiss,
and Metzler (1994) controlled for that factor and found no
independent contribution of ethnicity. Marshall and Orlando
(2002), in a study on victims of community violence, found

evidence that degree of acculturation in their minority
Latino sample was negatively correlated to peritraumatic
dissociation.

POSTTRAUMATIC STRESS DISORDER

History

Although posttraumatic pathology has been described for
centuries, it was not until the twentieth century that systematic
research and theory started in earnest. Some earlier an-
tecedents of the PTSD construct include so-called traumatic
neurosis, soldier’s heart, and shell shock (van der Kolk,
Weisaeth, et al., 1996). Some of the great clinical pioneers—
Charcot, Janet, and Freud among them—wrote on posttrau-
matic conditions, and the psychiatrist Stierlin concluded in
the early part of the twentieth century that posttraumatic reac-
tions (fright neurosis) were not rare and did not require a
psychopathological predisposition (van der Kolk, Weisaeth,
et al., 1996). World War I brought forth important theoretical
and clinical work by Charles Myers and W. H. Rivers in Great
Britain; this work continued being developed during World
War II by Kardiner, Grinker and Spiegel, and other eminent
figures. At about the same time, Lindemann (1944), in his
classic paper on the symptomatology and management of
acute grief, documented the fundamental categories of PTSD
symptoms—intrusion, avoidance, and hyperarousal—that
form the basis of the diagnostic criteria today (APA, 1994).
He noted that the severe disruption that followed trauma, with
physical agitation, emotional distress, and disturbed patterns
of sleep, seemed to be a necessary processing of loss—a kind
of grief work that prepared the traumatized individual to reen-
ter life and relationships. Later, Horowitz (1986) noted the
importance of affective dysregulation in the posttraumatic pe-
riod. Related symptoms were either undermodulated, as with
intrusion and hyperarousal symptoms, or overmodulated, as
with avoidance symptoms, and both could occur in sequence
in the same person.

Symptomatology

The DSM-IV (APA, 1994, 2000) diagnostic criteria for PTSD
include—in addition to exposure to the criterion stressor
criteria discussed previously—at least one intrusion, three
numbing, and two hyperarousal symptoms. The intrusion
symptoms include recurrent and intrusive distressing recol-
lections of the traumatic event, dreams or nightmares about
the event, reliving the experience, flashback episodes, illu-
sions or hallucinations (related to the event), intense distress
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at exposure to cues that represent an aspect of the trau-
matic event, and physiological reactivity on exposure to cues
concerning the event (APA, 1994, 2000). The numbing-
avoidance symptoms include efforts to avoid thoughts, feel-
ings, or conversations associated with the trauma, efforts to
avoid activities, places, or people that arouse recollections of
the trauma, inability to recall an important aspect of the
trauma, markedly diminished interest or participation in sig-
nificant activities, feelings of detachment or estrangement
from others, restricted range of affect (e.g., inability to have
loving feelings), and sense of a foreshortened future (APA,
1994, 2000). The hyperarousal symptoms include difficulty
falling or staying asleep, irritability or outbursts of anger, dif-
ficulty concentrating, hypervigilance, and exaggerated startle
response (APA, 1994, 2000). The disorder must also last
at least 1 month. It is considered acute if it lasts less than
3 months and chronic if it lasts more than 3 months. It must
cause significant distress or impairment in social, occupa-
tional, or other important areas of functioning.

Those with PTSD often have other comorbid psychi-
atric symptoms and disorders, such as social anxiety (e.g.,
Crowson, Frueh, Beidel, & Turner, 1998), other anxiety and
mood disorders (e.g., Breslau & Davis, 1992), suicide at-
tempts (e.g., Davidson, Hughes, Blazer, & George, 1991),
dissociative symptoms (Yehuda et al., 1996), substance abuse
(e.g., Cottler, Compton, Mager, Spitznagel, & Janca, 1992;
Kessler, Sonnega, Bromet, Hughes, & Nelson, 1995), and
personality disorders (e.g., Southwick, Yehuda, & Giller,
1993).

Etiology

Ideas about the etiology of PTSD have fluctuated between an
emphasis on the nature of the stressed person and the nature
of the stressor. In the middle of the twentieth century, psychi-
atry in the United States came under the increasing domina-
tion of psychoanalytic theory. Freud had postulated that
combat neurosis was a variation of other neuroses arising
from unresolved dynamic conflicts based on problems in psy-
chosexual development (Freud, Ferenczi, Abraham, Caligor,
& Jones, 1921). His theory held that early life difficulties in
development determined psychopathology more than did the
combat trauma itself. This perspective led to attempts to link
combat trauma to what are now called personality disorders
(Henderson & Moore, 1944). Freud developed his metapsy-
chology (Freud, 1916–1917/1963) after he abandoned the
trauma theory of the etiology of the neuroses. He formulated
symptoms as expressions of dynamic unconscious conflict
between incestuous libidinal wishes and harsh superego stric-
tures against such wishes. The linking of personality disor-

ders to posttraumatic symptomatology had the disadvantage
of scapegoating emotional casualties of combat—in essence,
blaming the victims rather than the combat trauma for the
disorder.

There is a fundamental conflict between the psychody-
namic and the PTSD models. Preoccupation with early child-
hood development and the world of the unconscious tends to
minimize the importance of the role of trauma and the intru-
sion of reality later in life—that is, unconscious language
tends to be extreme and dramatic, blurring the distinction be-
tween fantasy and reality. Initially, one of the reasons that the
diagnosis of PTSD was overlooked or minimized was a pre-
vailing assumption that the diathesis was more important
than the stress—that people who developed symptoms after
trauma such as combat had serious psychiatric problems, es-
pecially personality disorders, prior to the trauma that ac-
counted for the response to it. From this point of view, the
trauma was merely a trigger for an exacerbation of symptoms
of a preexisting disorder.

Reaction to this viewpoint spawned several decades of re-
search with the opposite point of view—that is, that PTSD
developed in a minority of normal individuals who were sub-
jected to serious physical stress independent of their person-
ality or early life experience. A study of World War II
veterans found that only a quarter of acute psychiatric casual-
ties of combat had a preexisting psychiatric diagnosis (Torrie,
1944), and some later studies posited no relationship between
prior psychopathology and PTSD (e.g., Ursano, 1981).

More recently, however, the pendulum has begun to swing
a bit back to the earlier position. Several studies indicate that
a history of previous PTSD due to earlier life trauma does
sensitize individuals to the reoccurrence of PTSD when they
endure subsequent trauma (Brewin et al., 2000). These indi-
viduals may be asymptomatic prior to the trauma, but they
seem to retain a vulnerability that may elicit memories and
symptoms related to earlier life trauma. For example, Baider
and colleagues (Baider, Peretz, & Kaplan De-Nour, 1992)
observed that Holocaust survivors who develop cancer often
experience a recrudescence of their long-dormant posttrau-
matic stress symptoms.

Even though early life trauma may predispose individuals
to the development of PTSD in the wake of subsequent
trauma, this phenomenon does not reduce the salience of the
stress itself in the production of PTSD symptoms (Figley,
1978; Spiegel et al., 1988). There is growing evidence that
exposure to traumatic stressors is almost the norm rather
than the exception. In one study of 1,007 young adults from
an HMO practice in Detroit, Breslau and collaborators
(Breslau, Davis, Andreski, & Peterson, 1991) found a high
lifetime prevalence of exposure to traumatic events of
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39.1%. The rate of PTSD among those exposed was 23.6%,
yielding a lifetime prevalence of PTSD in this sample
of 9.2%. Those with PTSD also suffered increased risk for
anxiety and mood disorders. A similar prevalence rate of
combat-related PTSD (Keane & Fairbank, 1983) provides
compelling evidence that trauma exposure frequently leads
to PTSD. However, such data leave open the question of
what differentiates those who were symptomatic from the
three out of four who are exposed but did not develop PTSD
symptoms. A comprehensive meta-analysis of risk factors
(Brewin et al., 2000) concluded that pretrauma factors have
a consistent but weak relationship to subsequent PTSD,
whereas such posttrauma factors as lack of social support
may have a higher impact.

Sensitization theory (Silver & Wortman, 1980) holds that
prior exposure to trauma takes a toll on an individual’s re-
sources for coping with subsequent trauma. This can occur
by a reactivation of memories of prior trauma during expo-
sure to subsequent trauma, adding to its burden. Indeed, it has
been commonly observed in Vietnam veterans that even com-
paratively mild subsequent stressors, such as a minor auto ac-
cident, can elicit major traumatic responses (Spiegel, 1981),
especially in those with previous significant trauma exposure
(Breslau, Chilcoat, Kessler, & Davis, 1999). Even the unex-
posed offspring of Holocaust survivors show physiological
and psychological signs of PTSD sensitization (Yehuda,
Halligan, & Bierer, 2001).

There is also fascinating recent evidence of permanent
hypothalamic-pituitary-adrenal (HPA) dysregulation in adults
who suffered sexual and physical abuse as children and have
symptoms of depression and PTSD (Heim et al., 2000). A vast
number of psychobiological abnormalities involving psy-
chophysiology, neurohormonal systems, and neuroanatomi-
cal and immunological effects have been related to PTSD (van
der Kolk, 1996). One of the areas that has received more at-
tention is hippocampal atrophy among individuals with
PTSD. Various studies have found decreased dendritic
branching and smaller hippocampal volume among these in-
dividuals, although not every study has replicated these re-
sults (Bremner, 2002).

Another compelling theory is that certain personality
characteristics such as neuroticism and extroversion predis-
pose some to trauma exposure and therefore to a higher
prevalence of PTSD (Breslau, Davis, & Andreski, 1995).
Secondary losses and gains subsequent to trauma may either
reinforce or diminish the odds that a transient symptom pic-
ture will become chronic. We now turn our attention to a
proposed and severe variant of PTSD that is spawning a
wealth of research, clinical observations, and treatment
strategies.

COMPLEX PTSD 

Concept

Historically, PTSD has been defined as a syndromic response
to a specific delimited traumatic event (APA, 1994), with
the symptom constellation and comorbidity mentioned pre-
viously. However, in 1992, Judith Herman proposed that
the traditional diagnostic categories neither suited nor cap-
tured the features associated with conditions of extreme and
protracted traumatic stress, such as some cases of childhood
sexual and physical abuse, prolonged persecution or captivity
as a hostage or POW, or chronic domestic battery. Herman
(1992a) noted that there were three broad areas of distur-
bance among such patients: the complexity and tenacity of
their symptom profiles, the event-related characterological
changes they undergo that undermine their experience of re-
latedness and identity, and their vulnerability to repeated self-
or other-inflicted harm. Conventional diagnostic groupings,
including PTSD symptom criteria, either simply overlooked
these aspects or fitted such clinical presentations into tradi-
tional categories. Thus, Herman (1992a, 1992b) proposed a
new diagnostic category, complex PTSD, noting that “re-
sponses to trauma are best understood as a spectrum of con-
ditions rather than a single disorder. They range from a brief
stress reaction that gets better by itself and never qualifies for
a diagnosis, to classic or simple post-traumatic stress disor-
der, to the complex syndrome of prolonged, repeated trauma”
(Herman, 1992b, p. 119).

Herman’s proposal addressed observations made and is-
sues raised by earlier commentators, including clinical reflec-
tions that the simple PTSD concept was inadequate to
describe or account for the severity and multiplicity of effects
seen in Holocaust survivors or refugees (Kroll et al., 1989;
Niederland, 1968). Additionally, Terr (1991) had observed
that childhood traumatic stressor events came in two types:
“single-blow” traumas (Type I; p. 14) and traumas that result
from “long-standing or repeated ordeals” (Type II; p. 11) and
that each was associated with a different constellation of
emotional, cognitive, and behavioral symptoms. Similarly, in
reviewing the long-term effects of childhood sexual abuse,
Finkelhor (1988) argued that PTSD was not the appropriate
diagnostic label for these outcomes because it did not capture
the functional impairment and other abuse-specific sympto-
matology present in the condition.

Diagnosis

The diagnosis of complex PTSD (also known within the
literature as a disorder of extreme stress not otherwise
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specified; DESNOS) that Herman (1992b) proposed required
that the individual must have suffered a history of subjection
to totalitarian control over a prolonged period. Additionally,
it included diagnostic symptomatic and characterological
features not addressed in the classic PTSD diagnosis:

• Alterations in affect regulation, including persistent dys-
phoria, suicidal preoccupation, self-injury, under- or over-
regulated anger, and compulsive or inhibited sexuality. 

• Alterations in consciousness, including memory dis-
turbances, transient dissociative experiences, depersonal-
ization-derealization, and reliving experiences.

• Alterations in self-perception, including feelings of help-
lessness; paralysis of initiative; defilement; stigma; differ-
ence from others; and shame, guilt, and self-blame.

• Alterations in perception of the perpetrator, including
preoccupation with the relationship, idealization or para-
doxical gratitude, a sense of a special or supernatural
relationship, unrealistic attribution of total power to perpe-
trator, and acceptance of the belief system or rationaliza-
tions of the perpetrator.

• Alterations in relations with others, including isolation
and withdrawal, disruption of romantic relationships, dis-
trust, repeated failures of self-protection, and repeated
search for a rescuer.

• Alterations in systems of meaning, which may manifest
as a loss of sustaining faith, a sense of hopelessness and
despair, or both.

• Disturbances in somatic functioning, such as somatization
symptoms, a central feature of this disorder often not
included in measures of complex PTSD and DESNOS
(Herman, 1992a; Pelcovitz et al., 1997; Roth, Newman,
Pelcovitz, van der Kolk, & Mandel, 1997; van der Kolk,
1996).

Empirical support for this new diagnosis has come from a
number of studies. Zlotnick and colleagues (1996) found that
women with a history of childhood sexual abuse showed in-
creased severity of symptoms of somatization, dissociation,
hostility, anxiety, alexithymia, social dysfunction, maladap-
tive schemas, self-destruction, and adult victimization when
compared to women without such histories. van der Kolk,
Pelcovitz, and colleagues (1996) found that participants in
the DSM-IV field trial for PTSD who had experienced physi-
cal or sexual assaults in childhood (before age 14) were
significantly more likely than were participants who had ex-
perienced a disaster at some time in their lives to report diffi-
culties with all three of the following DESNOS symptom
areas: affect regulation, dissociation, and somatization; they

were also more likely to endorse various individual
DESNOS-related items.

There is also evidence that a DESNOS diagnosis has
different treatment implications. Ford (1999) found that
the DESNOS (but not the PTSD) classification was associ-
ated with early childhood trauma, extreme levels of reexperi-
encing, impaired characterological functioning, and use of
intensive psychiatric services in military veterans seeking in-
patient PTSD treatment (see also Newman, Orsillo, Herman,
Niles, & Litz, 1995). Ford and Kidd (1998) reported that a
DESNOS diagnosis predicted poor PTSD treatment outcome
independent of the effects of a PTSD diagnosis or early child-
hood trauma history, indicating that the presence of DESNOS
should be assessed and considered in planning treatment
for those with chronic PTSD. Ford (1999) concluded that
although PTSD and DESNOS are often comorbid, they are
distinct syndromes.

The DSM-IV PTSD field trial (Pelcovitz et al., 1997; Roth
et al., 1997; van der Kolk, Pelcovitz, et al., 1996) also sought
to evaluate the feasibility and utility of the complex PTSD
and DESNOS categorization. Preliminary findings from a
study of 234 participants with a history of sexual abuse, phys-
ical abuse, or both (Roth et al., 1997) found that for women,
sexual abuse—particularly in combination with physical
abuse—was a risk factor for complex PTSD (see also Hall,
1999). Patients with a history of both sexual and physical
abuse were 14.5 times more likely to warrant a complex
PTSD diagnosis than were patients who had not experienced
both types of abuse. In addition, preliminary findings in the
trials indicated that complex PTSD was rarely found among
non-trauma-exposed survivors (those who did not meet the
stressor criterion for PTSD) and rarely occurred without con-
current PTSD. In the same field trials, a useful, psychometri-
cally sound, structured interview for disorders of extreme
stress was developed (Pelcovitz et al., 1997).

Although Herman’s (1992a, 1992b) classification was not
included in DSM-IV (APA, 1994), 9 of 12 of the associated
features listed for PTSD are derived from her formulation
(Roth et al., 1996). Additionally, the International Classifica-
tion of Diseases–10th Revision (ICD-10; World Health Orga-
nization), published in 1992, included a similar disorder
named enduring personality change after catastrophic expe-
rience. Commenting on the inclusion of this disorder, Kinzie
and Goetz (1996) observed, “the absence of a similar disor-
der in the DSM-IV is puzzling” (p. 173). Given the growing
evidence supporting the plurality of traumatic stress re-
sponses and the demonstrated utility of assessing complex
PTSD or DESNOS in some traumatized samples, it seems
likely that complex PTSD will be incorporated into future
American psychiatric nosologies; it is already informing
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clinicians who treat patients with histories of extreme,
repeated trauma.

DISSOCIATIVE AND CONVERSION DISORDERS

What are now called the dissociative and conversion disor-
ders in DSM-IV would map quite directly onto the hysterical
symptoms that were a central concern of the clinical pioneers
in France, Austria, and the United States at the end of the
nineteenth century (Spiegel & Cardeña, 1991). Nonetheless,
the investigation of pathological (or normal) alterations of
consciousness and their relationship to somatic functioning
were neglected during later decades and have just recently
gained preeminence among many clinicians and researchers
(Cardeña, 1997a; Hilgard, 1994). This interest, however, has
not gone unchallenged; some critics have questioned the va-
lidity of dissociative amnesia and dissociative identity disor-
der (DID). We discuss these controversies later in this chapter.

Our review emphasizes dissociative disorders among
adults, although there is a small but growing literature on chil-
dren and adolescents (e.g., Putnam, 1994) going back at least
to the eighteenth century. Because the term dissociation is
used to signify different areas of inquiry in psychology and
other disciplines, it is worthwhile to establish some distinc-
tions at the beginning. In cognitive psychology, general disso-
ciation implies differential performance in apparently related
cognitive tasks such as comprehension of nouns and adjec-
tives. For our purposes in clinical and personality psychology,
the term dissociation has three main senses (Cardeña, 1994):

1. It is a descriptive construct for a lack of association be-
tween psychological processes that should be integrated
and cannot be explained merely by overlearning or inat-
tention (e.g., he cannot recall his name even though there
is no neurological damage that can explain this amnesia).

2. It is a descriptive construct for an alteration of conscious-
ness characterized by experiential detachment from the
self or the environment (e.g., I felt that my body was mov-
ing on its own).

3. It is an explanatory construct denoting an intentional de-
fense mechanism (e.g., she dissociated her body sensation
to tolerate the rape while it was occurring; see Nemiah,
1995).

Other distinctions can also be made. Dissociative phenom-
ena are not necessarily pathological and can occur in benign
contexts such as hypnosis, meditation, or religious rituals
(Cardeña, 1997b). Distressing or dysfunctional dissociative
symptoms can be secondary symptoms of neurological (e.g.,

seizure disorder) or psychiatric conditions (e.g., panic at-
tacks), whereas dissociative disorders, which we cover in this
chapter, involve dissociative symptoms as the main present-
ing problem and have a mainly psychological rather than neu-
rological etiology.

Dissociation can occur in every major psychological
process, including the sense of self, sense of the environment,
or both (e.g., depersonalization, derealization); emotions
(e.g., disconnection between emotional behaviors and aware-
ness of them); physical sensations and agency (e.g., conver-
sion disorders); memory (e.g., psychogenic or dissociative
amnesia); and identity (e.g., DID; Butler et al., 1996; Cardeña,
1997b). One final distinction, first made by Pierre Janet, dis-
tinguishes positive symptoms (exaggerations or additions to
normal processes such as the flashbacks in PTSD) and nega-
tive symptoms (diminution of normal processes, such as lack
of memory for one’s name; Janet, 1907/1965). The DSM-IV
defines a dissociative disorder as a “disruption in the usually
integrated functions of consciousness, memory, identity, or
perception of the environment” (APA, 1994, p. 477) that is
distressing, impairs basic areas of functioning, or both.

Repression and dissociation have often been used inter-
changeably to explain the same manifestations (e.g., the in-
ability to remember a traumatic event), with some authors
defining repression as a defense mechanism to ward off inter-
nal pressures and dissociation as an alteration in conscious-
ness to deflect the overwhelming impact of ongoing trauma.
The first term is readily identifiable with Sigmund Freud,
whereas dissociation is closely linked to the work of Pierre
Janet. In the view of Janet, as elaborated by Hilgard, dissoci-
ation refers to a different model of mental structure in which
information is stored in units that are separate from but rela-
tively accessible to consciousness, unlike the traditional psy-
chodynamic repression model that views the contents of the
unconscious as disguised and in need of translation (Hilgard,
1994). Notwithstanding these perspectives, dissociation
can be used to describe the lack of integration among psy-
chological processes such as memory or identity or to refer to
an experienced disconnection with the self or the environ-
ment, without necessarily having to endorse either Janet’s or
Freud’s position.

Etiology

The DSM-IV, following decades of clinical observations and
studies, asserts that the dissociative disorders are commonly
linked to severe stress (e.g., serious emotional conflict) and
traumatic events (e.g., early abuse, especially if the events are
chronic and severe; e.g., Terr, 1991). Nonetheless, they do not
constitute a sufficient cause; otherwise, every seriously
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traumatized individual would end up having a dissociative
disorder, which is clearly not the case. It should also be noted
that, for instance, a home where abuse occurs is also one
where neglect and chaos can be expected (Widom, 1999), so
it is difficult to disentangle traumatic events from related cir-
cumstances. Nonetheless, there is new and strong evidence,
based on an extensive twin study, that reported childhood
sexual abuse has various deleterious consequences, even
after controlling for family background (Nelson et al., 2002).
Proposed diatheses for development of dissociative disor-
ders include an inborn disposition to dissociate (Jang, Paris,
Zweig-Frank, & Livesley, 1998; but see Waller & Ross,
1997) or to be highly hypnotizable (Butler et al., 1996).
More recently, a growing database has been providing com-
pelling evidence that specific forms of early attachment
(especially avoidant and disorganized) are strong predictors
of pathological dissociation (e.g., Ogawa, Sroufe, Weinfield,
Carlson, & Egeland, 1997).

The account of dissociative symptoms and disorders
originating—at least in part—in actual experiences of trauma
(or traumatogenic theory) has been challenged by skeptics of
the validity of dissociative amnesia and DID. This latter
account posits that these disorders are brought about by the
shaping and reinforcement of symptoms by therapists (the
iatrogenic theory) or the culture (the sociocognitive theory).
We address these proposals in the sections for amnesia and
dissociative identity disorders.

Epidemiology and Demographics

Regrettably, major nationwide epidemiological surveys
have not systematically evaluated the prevalence of the dis-
sociative disorders, probably following the conclusion by
Mezzich, Fabrega, Coffman, and Haley (1989) that such dis-
orders are rare even in a psychiatric population; however,
more recent studies with community and clinical samples
show that this is not the case. Gleaves (1996) reviewed stud-
ies on the prevalence of dissociative disorders among various
clinical populations, which ranged between 10% (clients
with obsessive-compulsive anxiety disorder) and 88%
(women reporting sexual abuse). Studies in countries other
than the United States have also found significant rates of dis-
sociative disorders, including 10% in a Turkish university
clinic (Tutkun, Sar, Yargic, Ozpulat, Yanik, & Kiziltan,
1998), and 8% in a Dutch clinical sample (Friedl & Draijer,
2000). Ross (1991) sampled a nonclinical Canadian popula-
tion (n = 454) and found that 11% seemed to have a dissocia-
tive disorder of some type, although this latter figure may be
an inflated estimate of the actual prevalence in a nonclinical
population, at least using DSM-IV criteria.

With respect to age, various studies in the United States
and Europe (Vanderlinden, van der Hart, & Varga, 1996) sug-
gest that dissociation reaches its peak somewhere in early
adolescence and then gradually declines in a manner similar
to that of hypnotizability (Hilgard, 1968).

Moving to the impact of SES on the prevalence of disso-
ciative phenomena, a study with a Canadian community sam-
ple found no significant relationship (Ross, 1991; see also
Vanderlinden et al., 1996). With respect to peritraumatic dis-
sociation, one study (Koopman et al., 2001) found a signifi-
cant effect for ethnicity; however, in another study that
controlled for SES, the difference disappeared (Zatzick et al.,
1994). With respect to the culture-bound syndromes with a
dissociative component, both pathological spirit possession
and ataque de nervios are predominantly found among
women of lower SES, whereas amok, berserk and similar
assault conditions are mostly found among men (Lewis-
Fernández, 1994; Simons & Hughes, 1985). 

Other than those for DID, wherein the vast majority of
identified clients are female, findings do not appear to be con-
sistent as to the gender distribution of other dissociative dis-
orders (e.g., Varnderlinden et al., 1996). Nonetheless, Kluft
(1996) cautions that the reported ratio of about 9:1 female to
male DID patients may be skewed because some males with
DID end up in the legal system and are not assessed in epi-
demiological studies (see also Lewis, Yeager, Swica, Pincus,
& Lewis, 1997). Although it has not been studied systemati-
cally, there are reports that DID patients seem to come from
middle- to low-SES groups (Barach, personal communica-
tion, 1996; Coons, 1996).

Disorders

Many varieties of dissociative manifestations in technologi-
cal and nontechnological cultures are unrelated to distress or
dysfunction (Cardeña, 1997b). In the following sections, we
confine our discussion to the dissociative pathological mani-
festations included in the DSM-IV: Dissociative amnesia and
dissociative fugue, DID, depersonalization, DDNOS, and the
related conversion disorder.

Dissociative Amnesia

According to the DSM-IV, dissociative amnesia (previously
called psychogenic amnesia) is characterized by one or more
instances of amnesia for important personal information that
cannot be explained by ordinary forgetfulness, the common
developmental amnesia for the first years of life, or an organic
condition. Dissociative amnesia typically involves problems
with explicit memory (awareness of personal information or
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previous experience), whereas implicit memory (i.e., general
knowledge such as language, habits, conditioned responses,
etc.) is generally but not always preserved (van der Hart &
Nijenhuis, 2001). Another general distinction is that dissocia-
tive amnesia is typically partially or fully reversible, whereas
amnesias with a neurological etiology generally show no (or
very gradual and slight) recovery. Careful research does not
support a malingering explanation for this condition.

Episodes of amnesia can differ with regard to frequency,
extent, and temporal parameters. Patients can have one or few
episodes of amnesia, or they can have a chronic condition.
The episodic type may involve an individual’s sudden forget-
fulness of some or most aspects of his or her life, often after a
severe traumatic event. In contrast to this presentation, Coons
and Milstein (1992) described chronic forms of amnesia typ-
ically associated with reported history of early abuse and in-
volving one or more of the following: episodes of missing
time, unexplainable forgetfulness, chronic amnesia for peri-
ods that should be remembered (e.g., not remembering events
before the person was 13 years of age), and so on.

Amnesic episodes can also be characterized as general-
ized, selective, localized, or systematized. Generalized am-
nesia involves amnesia for all or most personal information,
including name and personal history, whereas selective am-
nesia involves forgetting some (but not all) aspects of an
event (e.g., remembering just some aspects of a rape inci-
dent). Localized amnesia refers to amnesia for a certain pe-
riod of time—hours, days, or longer. Finally, systematized
amnesia refers to the inability to remember certain categories
of information, such as all memories about one’s family.
Coons and Milstein (1992), in a study with 25 patients, found
that the majority of cases were chronic and selective. The loss
of memory following a traumatic event is typically concur-
rent or retrograde to the event, and the person is still able to
learn new material. This pattern contrasts with a number of
neurologically caused amnesias in which the inability to re-
member new information is continuous (e.g., various demen-
tias, alcohol amnestic syndrome).

The onset of dissociative amnesia is closely related to
severe stress or exposure to trauma, including war experi-
ences, natural disaster, violence, childhood abuse, serious
legal or marital problems, depression, and suicide attempts
(Coons & Milstein, 1992; Loewenstein, 1991). The precipitat-
ing event(s) for dissociative amnesia can be complex and in-
volve idiosyncratic elements; the traumatic events may interact
with a preexisting tendency to dissociate and with personal
psychodynamics.

As with the other dissociative disorders, comorbid symp-
tomatology of dissociative amnesia frequently includes
depression, anxiety, and episodes of depersonalization and

unawareness of the surroundings. If there is a history of early
and chronic abuse, a more complex syndrome that also in-
cludes self-injurious behavior, substance abuse, and sexual
problems may be present (Cardeña & Spiegel, 1996; see also
this chapter’s section on complex PTSD).

The differential diagnosis of dissociative amnesia includes
other dissociative disorders that are superordinate to amnesia
(i.e., dissociative fugue, DID,ASD, PTSD, and somatization).
Medical conditions that can produce amnesias should also be
considered, including transient global amnesia (Rollinson,
1978), amnestic alcohol or Korsakoff’s syndrome, head in-
jury, epilepsy, dementia, amnesic stroke, postoperative amne-
sia, postinfectious amnesia, alcoholic blackout, and anoxic
amnesia (Kopelman, 1987; Sivec & Lynn, 1995). The effect
of psychoactive drugs and malingering, when likely, should
also be ruled out (Good, 1993). The clinician should be mind-
ful that amnesia may not be a presenting problem because
clients may have amnesia for the amnesic episodes, or they
may assume that these episodes of forgetfulness are shared by
everybody else.

Earlier reports of dissociative amnesia and fugue concen-
trated on male soldiers in time of war, whereas more recent
work (e.g., Coons & Milstein, 1992) has reported a prepon-
derance of females. As with the other dissociative disorders,
dissociative amnesia seems to be a condition affecting mostly
young adults (Cardeña & Spiegel, 1996).

A thorough discussion of the current controversy about
what have been called recovered memories is beyond the
scope of this chapter, but notwithstanding some skepticism
(e.g., Loftus, 1993), there is considerable evidence confirming
the existence of this clinical phenomenon. First, the literature
contains dozens of studies—retrospective, prospective, and
using various samples, types of trauma, and measurements,
including current videotaping (Corwin & Olafson, 1997)—
that support the reality of dissociative amnesia and the recov-
ery of corroborated previously forgotten memories (Brown,
Scheflin, & Hammond, 1998; van der Hart & Nijenhuis,
2001). Second, the triggers to recover memories involve many
mechanisms other than therapy (e.g., Herman & Harvey,
1997). Third, it is more useful to consider the amnesia process
as fluctuating and involving different levels of awareness of
the forgotten material (Kopelman, Christensen, Puffett, &
Stanhope, 1994; Schooler, 1994) than it is to think of such
memories as completely irretrievable. Fourth, there are both
cognitive (Schooler, 1994) and neurophysiological (Bremner,
Krystal, Southwick, & Charney, 1995) mechanisms that may
explain both dissociative amnesia and the recovery of the for-
gotten material. Fifth, the external validity of some recovered
memories does not in any way negate the reality of confabula-
tion and suggestive influences on memory (Loftus, 1993). In
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fact, both processes are two sides of the same coin, showing
the malleability of memory and the effect of suggestive influ-
ences (self- or other-generated) to forget matters that did occur
or remember matters that did not occur (Butler & Spiegel,
1997).

Dissociative Fugue

Some use the term fugue to describe temporary unawareness
of surroundings, but the term has a different connotation in
psychopathology. Dissociative fugue is defined by the DSM-
IV (APA, 1994, 2000) as a sudden wandering away from
home or place of employment; it is associated with global
amnesia for one’s past and confusion about personal identity
or adoption of a new identity. The DSM-IV follows the tradi-
tion of presenting amnesia and fugue as distinct diagnoses,
although it can be argued that dissociative fugue is simply a
variant of generalized amnesia.

Before the DSM-IV, the diagnosis was restricted to individ-
uals who actually adopted a new identity, as in William
James’description of the ReverendAnsel Bourne, who left his
hometown, adopted a new name and profession, and did not
recall his previous identity until much later (Kenny, 1986).
Although it is not too uncommon to read in newspapers of
modern-day Bournes, recent studies show that the most
common presentation is confusion about one’s identity rather
than adoption of a new one (Loewenstein, 1991; Riether &
Stoudemire, 1988). Of course, an undetected and unresolved
case of identity confusion may develop a new identity.

As for the nature of this confusion of identity, William
James (1890/1923) saw it as a long-lasting trance, and
Stengel (1941, in Loewenstein, 1991, p. 255) described it as
“states of altered or narrowed consciousness with the impulse
to wander,” consistent with Janet’s view of dissociation as in-
volving a focusing and narrowing of consciousness (van der
Kolk, Weisaeth, et al., 1996) and with some more recent stud-
ies (Cardeña & Spiegel, 1993; Christianson & Loftus, 1987).
As in the case of amnesia, traumatic events and severe stress
are the common precipitants of this condition. Older refer-
ences on dissociative amnesia and fugue centered on soldiers
at time of war (e.g., Grinker & Spiegel, 1945; Kardiner &
Spiegel, 1947), but most current cases involve civilians flee-
ing the terrors of urban life. In a comprehensive review,
Loewenstein (1991) noted that in our nomadic modern soci-
eties, some patients do not complain of fugue unless they are
queried about it, and some abused individuals may have
episodes of fugue without anybody noticing it.

Regarding differential diagnosis, a DID diagnosis is su-
perordinate to that of fugue. Conditions that should be ruled
out include postictal episodes of aimless wandering or so-

called poriomania (Mayeux, Alexander, Benson, Brandt, &
Rosen, 1979), which are typically of shorter duration; manic
and psychotic episodes accompanied by traveling; neurolog-
ical conditions such as brain tumors; and drug-related
episodes of amnesia and wandering.

Dissociative Identity Disorder

By far the most widely studied and controversial dissocia-
tive condition is DID, a new term for what used to be called
multiple personality disorder. According to the DSM-IV, it
involves the presence within the person of two or more
identities or personality states (also known as alters)—
with characteristic behaviors, moods, memories, and other
characteristics—that recurrently manifest themselves to take
control of the individual (APA, 1994, 2000). Psychogenic
amnesia is another criterion, although in the case of DID the
issue of amnesia is complex because an alter may claim to
remember events that another alter cannot recall. The inter-
alter amnesia is both complex and inconsistent with a simple
malingering hypothesis (Eich, Macaulay, Loewenstein, &
Patrice, 1997). As with the other diagnoses, the symptoms
must produce distress or impairment.

There were two main reasons that the name of this condi-
tion was changed from multiple personality disorder to DID
in the DSM-IV. The first was that the older term emphasized
the concept of various personalities (as though different peo-
ple inhabited the same body), whereas the current view is that
DID patients experience a failure in the integration of aspects
of their personality into a complex and multifaceted inte-
grated identity. The International Society for the Study of
Dissociation (1997) states it this way: “The DID patient is a
single person who experiences himself/herself as having sep-
arate parts of the mind that function with some autonomy.
The patient is not a collection of separate people sharing the
same body.”

Another reason for the name change is that the term per-
sonality refers to characteristic pattern of thoughts, feelings,
moods, and behaviors of the whole individual. The fact that
patients with DID consistently switch between different iden-
tities, behavior styles, and so on is a feature of the individual’s
overall personality. Other phrasing changes in diagnostic cri-
teria clarified that although alters may be personalized by the
individual, they are not to be considered as having an objec-
tive, independent existence.

It is generally considered that DID is the most severe of
the dissociative disorders, and it is certainly the most studied.
Originally only a few authors were responsible for most of
the research in this area, but there has been a steady growth
in the number of contributors to the field. Although it may be
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true that the majority of clinicians have not treated a DID
patient, acceptance of the diagnosis among psychologists and
psychiatrists is considerable (Dunn, Paolo, Ryan, & van
Fleet, 1994).

DID is the most controversial of all of the dissociative dis-
orders, partly because of the recent increase in its diagnosis
(Boor, 1982). Positions range from those who believe that the
condition is mostly or completely iatrogenic (e.g., Aldridge-
Morris, 1989), produced by naive therapists and the media; to
those who state that the condition is not necessarily iatrogenic
but is molded by cultural expectations and social roles and
strategies (e.g., Spanos, 1994); to those who believe that DID
is a valid and specific diagnosis (e.g., Putnam, 1989).

Proponents of the iatrogenic explanation point out that
DID patients show significantly higher hypnotizability than
do other clinical groups and normal individuals (Frischholz,
Lipman, Braun, & Sachs, 1992) and are thus prone to follow
manifest or subtle suggestions provided by hypnotists prob-
ing for possible hidden personalities or alters. At least two
studies (Putnam, Guroff, Silberman, Barban, & Post, 1986;
Ross, Norton, & Fraser, 1989) have answered this objection
by showing that neither the use of hypnosis nor other pro-
posed therapist characteristics account for who gets a DID
diagnosis. Also, if the majority of DID patients were just fol-
lowing clinicians’ suggestions, they would have adopted
other diagnoses or their symptoms would have been sug-
gested away because the vast majority of such patients had
received a number of other previous diagnoses, and many
clinicians do not believe in or use the DID diagnosis (Coons,
Bowman, & Milstein, 1988; Putnam et al., 1986). In a bal-
anced overview of the DID controversy, Horevitz (1994,
p. 447) stated that “critics who claim multiple personality
disorder [DID] is nonexistent, rare, iatrogenic, or overdiag-
nosed may be right or they may be wrong. However, no data
at present exists to directly support these contentions” (see
also Gleaves, 1996). In fact, there is good evidence for the
diagnostic validity of DID using standard clinical criteria
(Gleaves, May, & Cardeña, 2001). Also, recent studies using
brain imaging technology provide independent corroboration
for the reality of switching from one alter to another (Tsai,
Condie, Wu, & Chang, 1999) and for the diagnosis as a whole
(Sar, Unal, Kiziltan, Kundakci, & Ozturk, 2001).

The fact remains, however, that DID is more frequently
diagnosed in the United States than it is in other countries, al-
though there is growing evidence for its validity, reliable di-
agnosis, and similar prevalence in other places (e.g., Boon &
Draijer, 1991; Coons, Bowman, Kluft, & Milstein, 1991;
Tutkun et al., 1998). In addition to the iatrogenetic account
of this phenomenon, there are other possible explanations, in-
cluding (a) clinicians in the United States may have greater

knowledge of diagnosis and treatment of this disorder,
whereas other countries are lagging behind; (b) the etiologi-
cal circumstances that spawn the condition—namely child-
hood sexual and other abuse—may be more common in the
United States than in other places; or (c) DID may be a more
acceptable idiom of distress, so to speak, in the United States
than in other countries.

It is also worth noting that a number of studies have found
independent corroboration (e.g., medical or legal records;
corroboration from family members) for DID patients’ re-
ports of abuse (Coons, 1994; Lewis et al., 1997). This does
not mean, of course, that all reports, or all details of every re-
port, are valid or accurate, but it shows that at least a signifi-
cant proportion of DID patients have verifiable histories of
abuse.

The course and prognosis of DID depend on the symptom
severity and characterological fragility of the patient, and there
is evidence of a wide variety of recovery trajectories (Kluft,
1994). It is widely accepted that therapy for these patients typ-
ically takes a number of years (Putnam & Loewenstein, 1993).
There is substantial comorbidity between DID, depression,
affective lability (including self-injury attempts), anxiety,
conversion and other somatoform disorders (headaches are
almost always found among DIDs), personality disorders
(especially avoidant and borderline) and schizophrenic-like
first rank symptoms; substance abuse and eating disorders are
not infrequent in DID either (Cardeña & Spiegel, 1996). By
definition, DID includes psychogenic amnesia, and this condi-
tion is also associated with other dissociative symptoms,
including fugue, depersonalization, and “trancelike” states.Al-
though individuals with DID report some first rank symptoms
such as auditory hallucinations, they typically have adequate
reality testing outside of specific events such as fugues or flash-
backs, and they do not usually present the negative symptoms
of schizophrenia.

Depersonalization

The DSM-IV (APA, 1994) defines depersonalization as clini-
cally significant persistent or recurrent experiences of feeling
detached from one’s mental processes or body, without loss of
reality testing. The person may experience a sense of being un-
real, dead, or unfeeling. Whereas psychotic episodes involve
delusional beliefs, depersonalization episodes describe expe-
riences of alienation from the self but without the impairment
in reality testing encountered in psychosis. A depersonalized
individual may feel like a robot or as if body movements are
mechanical, whereas psychosis might entail holding delu-
sional beliefs that one is turning into metal. Although it is
sometimes used interchangeably with depersonalization—
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and typically co-occurs with it—derealization refers to a sense
of unreality about the environment rather than the self.

The range of phenomena that involve alteration in the
sense of self is very broad (Cardeña, 1997b), and some authors
have tried to distinguish between various self-experience
alterations such as out-of-body experiences, autoscopy, and de-
personalization proper (Gabbard, Twemlow, & Jones, 1982).
Jacobs and Bovasso (1992) proposed five different types of de-
personalization: inauthenticity, self-negation, self-objectifica-
tion, derealization, and body detachment. In their sample of
students, self-objectification was more closely related to psy-
chological disorganization than the other types were. The four
most common features of depersonalization may be (a) an al-
tered sense of self (e.g., my body doesn’t belong to me), (b) a
precipitating event (e.g., an accident, marijuana use), (c) a
sense of unreality or a dreamlike state (e.g., nothing seems real;
I’m not real), and (d) sensory alterations (e.g., colors are less
vibrant; voices sound strange; Cardeña, 1997b).

Depersonalization disorder should be distinguished from
isolated or transient symptoms. The former involves psycho-
logically caused depersonalization as the predominant distur-
bance, with recurrent and chronic episodes that cause distress
or maladjustment. Depression and anxiety frequently co-occur
with the condition. In contrast, depersonalization symptoms
may be part of a larger clinical syndrome (e.g., DID, panic at-
tacks) or may be unrelated to clinically significant distress or
dysfunction. They may have psychological or neurological
etiology (e.g., seizure disorders; Litwin & Cardeña, 2000).
When depersonalization symptoms occur exclusively in the
presence of another psychological disorder, the latter is the su-
perordinate diagnosis. Depersonalization episodes are not un-
common among nonclinical populations and frequently occur
during or shortly after a traumatic event (Koopman, Classen,
Cardeña, & Spiegel, 1995; Noyes & Kletti, 1977) or as a by-
product of meditation (Lazarus, 1976), hypnosis (Cardeña &
Spiegel, 1991), or the use of psychoactive substances (Good,
1993).

Because of the co-occurrence of depersonalization and
anxiety symptoms, there has been discussion as to the valid-
ity of the depersonalization diagnosis, but recent systematic
research (Simeon et al., 1997) has supported this construct.

Until recently, there was a dearth of systematic research
on this condition (Coons, 1996), but in the last few years
Simeon and collaborators have carried out a series of im-
portant studies. Their findings about depersonalization include
related attentional and memory problems (Guralnik, Schmei-
dler, & Simeon, 2000), functional abnormalities in cortical
areas associated with sensory integration and body schema
(Simeon, Guralnik, Hazlett, et al., 2000), and hypothalamic-
pituitary-adrenal dysregulation (Simeon, Guralnik, Knutelska,

Hollander, & Schmeidler, 2001). Consistent with the clinical
literature, these authors have also concluded that reports
of early abuse—especially emotional abuse—are strongly
associated with later depersonalization (Simeon, Guralnik,
Schmeidler, Sirof, & Knutelska, 2000).

Dissociative Disorders Not Otherwise Specified 

This category includes dissociative pathologies of conscious-
ness, identity, memory, or perception that do not fulfill the
criteria of the disorders described so far. Examples from
the DSM-IV include cases similar to DID that do not fulfill
all the criteria, derealization without depersonalization, disso-
ciative states produced by coercion, dissociative trance disor-
der, loss of consciousness without a medical condition, and
Ganser’s syndrome. Many dissociative diagnoses in this and
other cultures fall under this category. For instance, in a large
general psychiatric sample (N � 11,292), Mezzich et al.
(1989) found the majority (57%) of dissociative disorder diag-
noses to be atypical (a pre-DSM-IV designation of DDNOS).
This figure is very similar (60%) to the one obtained by Saxe
and collaborators (1993) in a subgroup of general psychiatric
patients reporting clinical levels of dissociation. However, the
epidemiological research by Ross (1991) did not find a large
percentage of DDNOS diagnoses in that sample.

The studies of Lynn and Rhue (1988), H. Spiegel (1974),
and Hartmann (1984) have respectively described subgroups
of high fantasizers, hypnotic virtuosos, and thin-boundaried
individuals who are vulnerable to distressing fantasies, ex-
cessive suggestibility, and uncontrolled loss of boundaries—
traits that increase their risk for psychopathology. Some of
these individuals may fulfill criteria for DDNOS because un-
controlled and disorganized fluctuations of consciousness are
associated with psychopathology in this and other cultures
(Cardeña, 1992). Nonetheless, the mere presence of unusual
experiences is not indicative of psychological dysfunction
(Cardeña, Lynn, & Krippner, 2000).

A substantial proportion of dissociative patients in other
cultures have presentations that differ from the ones de-
scribed so far, including unwanted and uncontrolled spirit
possession (Cardeña et al., 1996; Saxena & Prasad, 1989)
and medically unexplained loss of consciousness (van
Ommeren et al., 2001). There are also various culture-bound
syndromes that have dissociation as a central component,
including ataque de nervios (which includes paresthesias,
unawareness of surroundings and amnesia), startle responses
such as latah, and emotional dysregulation syndromes such
as amok (Simons & Hughes, 1985). A thorough consideration
of social, political, gender, and cultural variables is required
to understand these syndromes (Littlewood, 1998).
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Conversion Disorder

Conversion disorder is included under the somatoform disor-
ders section of the DSM-IV. This section groups syndromes
suggestive of a general medical condition but whose etiology
is judged to be primarily psychological. Although we only
discuss conversion disorder, much of the research literature
we review in the following also applies to other somatoform
conditions, such as somatization disorder (similar to the ear-
lier Briquet’s syndrome) and at least some forms of somato-
form pain disorder. The DSM-IV criteria for conversion
include one or more symptoms or deficits affecting voluntary
motor (e.g., seizure-like movement or paralysis) or sensory
function (e.g., somesthesias) that suggest a medical condition
and psychological factors associated with the symptoms.
These symptoms should not be intentionally produced or
feigned and cannot be fully explained by a medical condition,
the effects of a substance, or culturally sanctioned behavior
or experience.

As mentioned previously, many of the so-called hysterical
cases described at the turn of the century involved the joint
presentation of somatoform and dissociative phenomena
(Kihlstrom, 1994). The DSM taxonomy kept these phenom-
ena as a hysterical neurosis of either dissociative or conver-
sion disorder until its third edition, when it subsumed
conversion types of reactions under the somatoform disor-
ders (APA, 1980). The avowed reason was to alert clinicians
to “the need to exclude occult general medical conditions or
substance-induced etiologies for the bodily symptoms”
(APA, 2000, p. 485).

Critics of this decision have adduced historical, concep-
tual, and empirical reasons to challenge this view (Cardeña,
1994; Kihlstrom, 1994; Nemiah, 1991). In support of this
position, some studies have reported a substantial overlap of
the somatization disorders, trauma history, and dissociative
symptomatology in Western (e.g., Pribor, Yutzi, Dean, &
Wetzel, 1993; Saxe et al., 1994) and non-Western (van
Ommeren et al., 2001) cultures. The most formidable chal-
lenge to the separation of conversion and dissociative phe-
nomena has come from the programmatic research of Ellert
Nijenhuis and his collaborators (reviewed in Nijenhuis,
2000; see also Cardeña & Nijenhuis, 2000). Advancing the
work originally described by Pierre Janet, W. H. Rivers,
Charles Myers, and others, Nijenhuis has developed the
Somatoform Dissociation Questionnaire, proposed an evolu-
tionary account (based on animal defensive reactions),
and carried out various studies showing the relationship be-
tween what he calls psychoform (i.e., cognitive and experien-
tial dissociative phenomena) and somatoform dissociation
(e.g., somatic dissociative phenomena such as anesthesia,

immobility, and pain) and trauma. As is the case with
depersonalization, programmatic research on somatoform
dissociation has produced a qualitative advance in our under-
standing of this and related areas.

CONCLUSIONS

The previous sections provide an overview of the posttrau-
matic, dissociative, and conversion disorders. Considering
the brief span in which systematic research on the disorders
of extreme stress has been conducted, it is impressive how
much information has accumulated on these disorders, so it
is likely that the conception of their diagnosis and treatment
may change in the future. Some of these changes will come
out of programmatic research and new brain imaging tech-
niques, whereas others may follow a reconceptualizaton of
disorders of extreme stress in particular and psychopathol-
ogy in general. For instance, it can be argued that the cate-
gorical-prototypal scheme for psychological disturbances
that the DSM adopts may not be as valuable as a dimen-
sional approach. In the latter, rather than having a set of cri-
teria that need to be present for a diagnosis, the individual is
evaluated quantitatively (i.e., dimensionally) with respect to
symptoms related to a particular problem. Although the di-
mensional approach to diagnosis has been most developed
in relation to various dimensions of depression, anxiety,
and personality disorders (Mineka, Watson, & Clark, 1998;
Widiger & Clark, 2001), it could be used for posttraumatic
conditions.

More specific problems remain, including the relationship
between ASD and PTSD criteria (e.g., the latter minimizes
dissociative reactions) and their relationship to other symp-
toms such as depression. Furthermore, as we have men-
tioned, the value of separating somatoform dissociative
phenomena from psychological forms can be challenged in
various ways. The dissociative disorders have been mired in
controversy for a number of years, but empirical investiga-
tion on such areas as the psychophysiology of DID and de-
personalization has been gradually replacing uninformed
speculation. Nonetheless, a number of areas remain open for
systematic research, among them the longitudinal courses of
posttraumatic reactions, the personal characteristics that pre-
dispose individuals to react to trauma with dissociation rather
than with other symptoms, the encoding of traumatic memo-
ries, and so on.

In a world of never-ending disasters, violence, and in-
creasingly sophisticated terrorism, the study of the disorders
of extreme stress and trauma remains a vital human endeavor.
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Psychodynamic psychotherapy originated in the efforts of
Sigmund Freud to understand and treat the perplexing array
of severe psychopathologies diagnosed as hysteria in the
nineteenth century. The language and metaphors in which
early analytic thinking was framed reflect a European sensi-
bility that includes post-Darwinian excitement about tracing
origins, Cartesian assumptions that the mind controls the
body, and Enlightenment-era optimism about the promise of
science to propel civilization upward from savagery or the
so-called state of nature depicted by philosophers such as
Locke and Hobbes. More than a century later, it is hard to
grasp the passion Freud conveyed about the prospect of un-
derstanding and alleviating miseries that had tormented
human beings throughout history.

There is still a passionate temperament or romantic-
intuitive world view embedded in psychoanalytic theories that
inclines some of us to embrace them and others to disparage
them (Messer & Winokur, 1980; Schneider, 1998). Mitchell

and Black (1995) summarized the convictions held in com-
mon by diverse analytic thinkers as involving respect for “the
complexity of the mind, the importance of unconscious men-
tal processes, and the value of a sustained inquiry into subjec-
tive experience” (p. 206). Most psychodynamic thinking has
emerged from clinical practice rather than from the research
tradition of academic psychology. In this chapter we first
cover developments in psychoanalytic clinical theory and then
review empirical findings relevant to psychodynamic treat-
ment. After more than a century of complicated, contentious
evolution in psychodynamic metapsychology, practice, and
research, we can hit only the high spots.

HISTORICAL BACKGROUND
OF CONTEMPORARY
PSYCHODYNAMIC PSYCHOTHERAPY

When Freud was formulating his early theories, diagnostic con-
ventions reflected the work of Emil Kraepelin, whose nosology
was descriptive. He divided psychological afflictions into neu-
roses and psychoses. In neuroses, the patient kept in touch with

The authors wish to thank Stanley Messer and Kerry Gordon for
their helpful critiques of an earlier draft of this chapter.
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reality. Psychoses included dementia praecox (schizophrenia,
considered organic and incurable) and manic-depressive psy-
chosis (bipolar illness with psychotic features), viewed as hav-
ing a complex etiology and as potentially treatable. Under
neurosis in Kraepelin’s era were four syndromes: phobias,
obsessive-compulsive disorders, nonpsychotic depressions, and
the hysterias. The first three correspond roughly to the same cat-
egories in current taxonomies. The last included physical and
mental disabilities with no physiological explanation—for ex-
ample, inexplicable blindness, deafness, epileptiform seizures,
anesthesia, paralysis, amnesia, and out-of-control acts at odds
with a sufferer’s usual self.

Freud became fascinated by neurosis: How do human be-
ings become terrified by an object they know not to be danger-
ous, become immobilized by anxiety if they cannot perform a
ritual, believe themselves unworthy despite all evidence to the
contrary, or suffer a physical illness with no physical cause?
Nineteenth-century doctors were exasperated by hysteria—
improbable complaints voiced by people who often had self-
dramatizing, provocative personalities. Freud’s determination
to take (mostly female) sufferers of hysteria seriously attests to
both his relentless curiosity and his admiration for Jean
Charcot, who was demonstrating that hysterical symptoms can
be made to disappear via hypnotic suggestion.

CLASSICAL DRIVE-CONFLICT THEORY

Inspired by Charcot, Freud began experimenting with hypno-
sis and with entreaties to patients with hysterical problems to
think out loud about the origins of their symptoms. His discov-
ery of the superiority of free association over hypnosis is at-
tributable to a talented patient of his collaborator Josef Breuer.
Anna O. (the pseudonym given to Bertha Pappenheim) in-
sisted that simply reporting her stream of consciousness led to
relief from her suffering; she called it chimney sweeping.
When this activity led to an emotionally charged memory of
something deeply upsetting, specific symptoms would disap-
pear. On the basis of this kind of work, Freud and Breuer pos-
tulated that hysterical symptoms express traumatic memories
that need to be abreacted—that is, remembered and experi-
enced in their original intensity.

Freud’s Topographic, Economic, and Dynamic Models

Freud began developing a model of the mind envisioned as
containing a vast unconscious reservoir of primitive urges,
affects, thoughts, and memories that—despite the Victorian
conceit that civilized adults outgrow their childish pre-
occupations—continue to affect human impulses, emotions,

thoughts, and reactions to stress. He argued that the psyche is
like an iceberg: Most of it (the unconscious system) is sub-
merged; a smaller part (the preconscious system) is poten-
tially in awareness; the tiniest part (the conscious system)
consists of what is at any time in mind. Freud’s earliest con-
ception of therapy involved trying to connect with material in
a patient’s unconscious life that was exerting a negative influ-
ence on her functioning. This formulation has been called the
topographical model, as it involves progressively “deeper”
layers of mentation.

From working with hysterical patients, Freud and Breuer
concluded that people can keep disturbing, intolerable experi-
ences out of consciousness—a process they termed repression.
Much as contemporary psychologists feel defensive about the
place of their field relative to the “hard sciences” and conse-
quently convey ideas in terms of models from more presti-
gious disciplines, Freud tried to stress the scientific nature of
his conclusions by expropriating concepts from seminal physi-
cists such as Hermann Helmholtz and Gustav Fechner. Con-
cepts like psychic energy, cathexis, dynamics, abreaction, and
repression are all nineteenth-century physics terms.

Freud posited that although the mental effort required to
achieve repression may have been necessary in childhood, its
continued operation in adults is not warranted: Unlike chil-
dren, adults can understand traumatic events, articulate reac-
tions to them, and protect themselves from potential abusers.
The energy required to keep their traumatic memories uncon-
scious drains and depletes their general psychology. Hence,
Freud inferred, treatment that undoes repression will free up
the patient’s energy for use in positive directions. This idea of
shifting quantities of psychic energy from one area to another
has been called his economic model.

Hysterical symptoms were seen as products of a repres-
sive process that did not entirely succeed; hints of the origi-
nal trauma abide in the symptom. For example, an adult who
had been traumatically shamed for masturbating as a child
might develop a paralysis of the hand (glove anesthesia, a
condition perhaps as common in Freud’s era and culture as
anorexia is in ours). The symptom was believed to have the
primary gain of ruling out masturbation, without the patient’s
feeling either painful temptation or humiliating prohibition.
It had the secondary gain of getting the now-disabled patient
some loving attention. The site of the paralysis suggested that
the trauma was related to an activity of the hand. Similarly,
hysterical blindness or deafness implied that the patient had
seen or heard something that had been too overwhelming to
take in: The disability thus was seen as containing “the return
of the repressed” (Freud, 1896, p. 169).

The term conversion was coined to refer to the mind’s ca-
pacity to transform traumatic experiences into bodily states
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that both resolve a painful conflict and symbolize its nature.
Intolerably coexisting ideas are converted into a compromise-
formation, the symptom. The construal of hysterical disorders
as expressions of unconscious conflict was the origin of the
general tendency in psychoanalysis to view psychological
problems as expressing a subterranean tension and compro-
mise between at least two contradictory aims: social re-
spectability versus uninhibited expression, conscience versus
impulse, and so on. Freud soon applied this model to other
neuroses, including obsessive and compulsive syndromes,
depressions, phobias, and some instances of paranoia. This
emphasis on the dynamics of internal forces operating in
opposition—and the consequent disposition to attribute psy-
chological suffering to failed attempts to resolve unconscious
conflicts—is the core of what is called the dynamic model in
psychoanalytic theory.

Freud initially believed that neurotic symptoms result from
sexual abuse or seduction of the young child. Like many dis-
coverers of dissociation in the 1980s, he originally assumed
that events recalled in therapy are veridical with early experi-
ences. Readers who have seen clients relive a trauma with all
its affect may appreciate how credulous a sympathetic ob-
server can be about the historical accuracy of the memory; the
emotional power of the description feels too authentic to be
contrived. Later, however, Freud concluded that not all of what
his patients “remembered” could have happened. Reluctantly
(Masson, 1985, p. 264) he postulated that some of the recollec-
tions of hysterical patients stand for experiences even more
disturbing than traumatic memories—experiences in which
the patient felt not only like a victim but also like an actor in a
perverse drama. To account for the prevalence of unsubstanti-
ated convictions about childhood molestation, Freud had to
devise a more complex theory. Therapy then evolved from the
effort to remember and abreact into a more complex process;
this process widened the explanatory power of psychoanalytic
thinking about symptom formation and created possibilities
for helping people with problems outside the hysterical realm,
but it also contributed to minimizing the harm done by early
sexual abuse. It disposed therapists toward skepticism about
reports of incest and molestation, thereby doing a grave disser-
vice to patients with trauma histories.

The Genetic Model: Psychoanalytic
Developmental Theory

Eventually, Freud concluded that although beliefs in child-
hood sexual molestations are sometimes based on valid
recollections, often they are screen memories—partial expres-
sions, partial disguises—for children’s erotic longings. Screen
memories were seen as condensations of wishes, fears, and

experiences of some kind of sexual overstimulation. Freud
began emphasizing (as pathogenic) certain outcomes of what
he considered a universal Oedipus complex, the desire of chil-
dren between about 3 and 6 years of age to possess one parent
sexually and be rid of the other, combined with fears (magni-
fied by projections of the child’s aggression) that the parent
one wished to displace would retaliate by murder or muti-
lation. He postulated that it is the strength of these fears—
along with the “civilized” person’s horror of acknowledging
primitive incestuous wishes—that provide the impetus for
repression.

This emphasis on children’s oedipal fantasies was grafted
on to Freud’s existing ideas about infant development. His
assumptions about child rearing betray both Platonic and
Victorian tendencies to idealize self-knowledge and self-
discipline (controlling one’s baser instincts, taming the beast
within). He saw infants as insatiable, striving animals—and
parenting as a balancing act between gratifying and thwarting
the instinctual drives of offspring as they move through an in-
variant sequence of preoccupation with oral, anal, and geni-
tal satisfactions. According to Freud, a child can develop a
fixation on the issues of a particular phase if he or she is either
traumatically frustrated or seductively overgratified at that
stage or if the constitutional intensity of that child’s oral,
anal, or oedipal drives is particularly strong.

Following Darwin, Freud assumed that the essence of the
primitive continues to exist in the form of the evolved. Ap-
plying this concept to individuals, he began to view neuroses
as representing a stress-related regression to the passions
of an early stage at which one is fixated unconsciously. For
example, he argued that frugality, stubbornness, and fastidi-
ousness—a triad of traits noted in people with obsessive and
compulsive symptoms—betray a fixation on the anal phase
of development, with its issues of expelling versus withhold-
ing, complying versus rebelling, and cleanliness versus mess.
This idea of an orderly progression of conflicts organized
around erogenous zones has been called the genetic model,
meaning that the genesis of neurosis lies in normal matura-
tional sequences and the drives and fantasies that accompany
them.

This shift of emphasis from assumed seduction to infantile
sexual striving and associated terrors led to substantial revi-
sions in early psychoanalytic technique. Although Freud still
aimed to make the unconscious conscious, the problematic
contents of the unconscious mind were seen not so much as
traumatic memories as they were unacceptable wishes and
terrifying, primordial fears. Rather than urging his patients to
have the courage to remember traumatic events, Freud began
to lecture them about the normality of children’s erotic fan-
tasies and about how they were behaving as if their natural
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sexual and competitive strivings were somehow dangerous.
Instead of seeing them essentially as victims of incestuous
perpetrators who needed to recount their ordeal, Freud began
viewing his patients as agents coping with powerful sensual
and aggressive urges—agents whose energies were being put
into symptom formation rather than into achievements in
love and work. Psychotherapy became an effort to put a
person’s impeded development back on track rather than a
mission to heal the unconscious scars of trauma.

The language of drive and energy in which Freud couched
his economic, dynamic, and genetic models is referred to as
drive theory. The Freudian term for the drive toward close-
ness, physical satisfaction in touch, and eventually adult sex-
uality is libido or libidinal energy. His early theories treated
this energy as the wellspring of all human motivation. Later,
possibly in reaction to World War I, he developed a dualistic
theory, emphasizing the equivalent importance of the drive
toward separateness, difference, antagonism, and ultimately
death, usually referred to simply as aggression or the aggres-
sive drive. Freud’s early notion of symptom formation is
termed the drive-conflict model. This conceptualization orig-
inated when Freud was still thinking topographically, but
it carried over into his structural model, explicated about
30 years later. Certain concepts from the early theory have
been remarkably persistent: Practitioners still refer to sec-
ondary gain when they describe circumstances that reinforce
a problematic condition, conversion disorder remains an offi-
cial diagnosis in DSM-IV, and the term psychodynamic en-
dures as the umbrella label under which psychoanalytically
influenced ideas are categorized.

Although contemporary practitioners reject the nineteenth-
century drive models in which Freud’s first theories were
grounded, clinical experience has so consistently noted the
value of both free association and emotional expression that
these early emphases persist. There are now substantial bod-
ies of empirical literature attesting to the associative nature of
unconscious cognition (see Westen, 1998) and to the value of
expressing feelings (Frey, 1985; Pennebaker, 1997). Some
widely repudiated drive-conflict concepts live on in psycho-
analytic language, presumably because of a combination of
familiarity and intuitive resonance. Even in nonprofessional
conversation, one sometimes hears comments like What did
you do with your anger?—as if anger contains a finite amount
of energy that must be put somewhere to avoid some intrapsy-
chic cost. Such is the legacy of Freud’s debt to the physics of
his time.

Clinical Implications of Freud’s Early Theories

Freud wrote surprisingly little about therapeutic technique.
His own was highly variable. Even after he gave up hypnosis

and suggestion, he was hardly the stereotype of the silent,
withholding analyst (Lipton, 1977). Over time, he made
changes in how he worked, eventually adopting an approach
that put more responsibility on the patient as a coinvestigator.
In the second decade of the twentieth century (Freud, 1911,
1912a, 1912b, 1913, 1914, 1915), he laid out his ideas about
how to conduct a psychoanalysis in quite nondogmatic lan-
guage, comparing treatment to chess, in which opening and
closing moves “admit of an exhaustive systematic presenta-
tion” (1912, p. 123), but everything else requires art and
judgment. He explained practices such as using the couch and
charging a fee for missed sessions as expressing his personal
preferences rather than as rigid rules. His main emphases in-
cluded urging free expression, avoiding formulaic interpreta-
tions, expecting and respecting resistances to change, and not
exploiting feelings (especially erotic ones) transferred from
old love objects to the therapist. The use of free association
and the analysis of transference and resistance in a relation-
ship marked by abstinence and neutrality gradually became
definitional of psychoanalytic treatment.

Transference was originally an unwelcome discovery.
Freud found that although he was trying to come across as a
benignly concerned doctor, he was instead being experienced
as if he were a significant figure from a patient’s past. At first,
he tried to talk people out of these attitudes with lectures about
displacement (shifting the target of a drive from one object to
a less disturbing one) and projection (attribution of one’s dis-
owned strivings to others), but eventually he concluded that it
was only in the context of a relationship dominated by trans-
ference that healing takes place. “It is impossible to destroy
anyone in absentia or in effigie” (Freud, 1912a, p. 108), he
commented, referring to how in analysis a person can have the
experience of having a different outcome to a problematic
early relationship. Resistance, the unconscious effort to cling
to the familiar even when it is self-damaging, was also first
subjected to frontal attack (Freud was not above complaining
You’re resisting!) but later became understood as an inevitable
process that must be respected and worked through. Absti-
nence referred to the avoidance of exploitation, especially
when a patient’s transference was romantic or idealizing; neu-
trality referred to the commitment that the therapeutic role not
be used in the pursuit of the analyst’s personal ambitions,
goals, and values.

Freud saw people an hour a day, 5 or 6 days a week. When
doctor and patient were together this often, with one party
urged to say anything and the other saying rather little, patients
had more than passing transference reactions; they tended to
develop a transference neurosis, a set of attitudes, affects,
and fantasies about the analyst expressing themes and con-
flicts from their individual childhoods. Eventually, psycho-
analysis became defined as the process by which a transference
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neurosis is allowed to emerge and is then analyzed and re-
solved (Etchegoyen, 1991; Greenson, 1967). Resolution
meant working through an understanding of the diverse effects
of one’s core conflicts, ultimately substituting knowledge and
agency for the unreflective, involuntary expressions of con-
flict that had required treatment. With some justification, intel-
lectuals of the early Freudian era quipped that analysts create
a disease in order to cure it.

FREUD’S STRUCTURAL MODEL AND THE
DEVELOPMENT OF EGO PSYCHOLOGY

In 1923, for complex reasons including a growing appreciation
of the unconscious nature of defenses and the superego (Arlow
& Brenner, 1964), Freud replaced his topographical model
with a structural theory, the famous division of the mind into
intrapsychic agencies. The id, roughly equivalent to the topo-
graphic unconscious, was envisioned as a seething cauldron of
drives, impulses, primitive affects, and prelogical cognition
(primary process thought); the ego, a term Freud often used
synonymously with self, emerges as the child matures, to cope
with reality and its limits on instant gratification. The id fol-
lows Fechner’s pleasure principle; the ego operates according
to the reality principle. Ego processes were seen as involving
such activities as language, problem solving, and logical cog-
nition (secondary process thought). Eventually, as the child
identifies with caregivers’values, the superego arises from the
ego as the voice of conscience and personal ideals. Freud de-
scribed the id (it, in German) as entirely unconscious and the
ego (I or me) and superego (above me) as partly conscious and
partly unconscious. Prophetically, Freud believed that these
metaphorical concepts would eventually be replaced by an
understanding of neurophysiological processes.

Unconscious aspects of the ego include habitual ways of
functioning, such as reliance on defense mechanisms like re-
pression. Unconscious superego functions were inferred from
self-punishing behaviors that imply a sense of guilt.An endur-
ing literature—theoretical, clinical, and empirical—arose on
ego processes and defense mechanisms (A. Freud, 1936;
Hartmann, 1958; Laughlin, 1970/1979; Vaillant, 1992). Ana-
lysts began distinguishing between higher-order defenses and
putatively more infantile processes such as withdrawal, de-
nial, splitting of the ego, omnipotent control, projective identi-
fication (M. Klein, 1946), and primitive forms of idealization
and devaluation. It was observed that patients with classically
neurotic problems rely mainly on less global, less reality-
distorting defenses such as repression, regression, reaction-
formation, isolation of affect, and reversal, whereas more
disturbed clients depend heavily on less mature ways to handle
anxiety and other negative states.

The tripartite image of the psyche ushered in the era of ego
psychology. This term refers to the change from attention to
the nature of the id to the study and treatment of the functions
of the ego (and to a lesser extent, those of the superego). The
ego psychology period saw important revisions of Freudian
epistemologies. Erikson (1950), for example, recast Freud’s
psychosexual stages in terms of the psychosocial tasks
faced by the baby, restating Freud’s oral, anal, and oedipal
sequence to describe the young child’s negotiation of trust,
autonomy, and initiative, respectively. Later, Mahler (e.g.,
1968) rethought the same phases in terms of symbiosis,
separation-individuation, and object constancy. These contri-
butions had wide-ranging consequences for the emerging
discipline of psychotherapy (Blanck & Blanck, 1974, 1979).

Clinical Implications of Ego Psychology

Ego psychology concepts eventually changed the nature of
therapists’ interventions. Instead of trying to expose the con-
tents of the unconscious part of the mind (thoughts, feelings,
fantasies, and impulses of the id), practitioners began to ad-
dress the ego and superego processes that were keeping them
out of consciousness. This clinical paradigm shift allowed
patients to have more of a sense of discovery of their own dy-
namics. It translates into the difference between saying You
desired your mother and I notice that every time we talk
about your mother’s beauty, you get sleepy, or the difference
between You’re obviously angry at me, and You seem to be
disagreeing with everything I say today. What comes to mind
about that?

The structural model ushered in a more collaborative ver-
sion of therapy. Treatment was seen as requiring a therapeu-
tic alliance (Zetzel, 1956) or working alliance (Greenson,
1967) between the clinician and the observing ego of the pa-
tient (the conscious parts of the person’s ego and superego
that can describe feelings, thoughts, impulses, actions, and
ideals). Together, both parties would examine the client’s ex-
periencing ego, especially its defensive patterns. The goal of
treatment became the modification of maladaptive, habitual
defenses that manifest themselves as symptoms. Such de-
fenses were understood as the residue of efforts to cope with
a childhood situation for which they had been adaptive.
Resistance was reconceptualized as an expression of the
patient’s core defenses, as they manifest themselves in the
therapy relationship.

The shift to the structural model also allowed practitioners
to frame the therapeutic task differently depending on whether
a patient was neurotic or psychotic, hysterical or obsessional
or phobic or depressed, troubled by a sudden response to stress
or burdened by a rigid character structure (Fenichel, 1945).
For example, it became conventional clinical wisdom that one
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should undermine the defenses of people with neurotic-level
problems (so that they would become less frightened of deriv-
atives from their id), whereas one should support defenses of
people with psychotic-level pathology (thus helping them re-
cover from having been overwhelmed with material from their
id). Types of psychopathology were associated with particular
defenses (e.g., hysterical problems with regression, repres-
sion, and conversion; obsessive-compulsive problems with
isolation of affect and undoing; phobic reactions with symbol-
ization and displacement) that required different styles of
therapeutic response. This emphasis gave clinicians a set of
interventions that were much more powerful than simply re-
lating symptoms to levels of psychosexual fixation.

A distinction arose between symptom neurosis and char-
acter neurosis, one still echoed in Axis I versus Axis II disor-
ders, respectively, in recent editions of the DSM. People with
symptom neuroses were described as able to remember not
having their current problems and as feeling anxious about
them and consequently motivated to change. Their difficulties
were hence dubbed ego-alien or ego-dystonic. Because they
could readily ally with a therapist and adopt mutual goals, pa-
tients with symptom neuroses could do brief, problem-
focused work (some early analyses lasted only a few weeks).
Clients with character pathology (personality disorders) were
depicted as not notably anxious about what others saw as their
psychological problems; their histories suggested they had
“always” had what a therapist would see as maladaptive de-
fenses. Their psychopathology was thus termed ego-syntonic.
For these people, long-term work was required in order to
develop a working alliance in which the patient gradually ac-
cepts the therapist’s idea of the problem and develops a vision
of what it would be like not to have it.

Psychotherapy was conceived as a process that aims to
strengthen the ego (including making defensive processes
less automatic and more flexible), to modify the superego
(making a person’s moral precepts more consistent with what
is achievable instead of infantile fantasies of purity or perfec-
tion), and to put the energies of the id under the agency of the
ego and superego (directing the powerful, primitive contents
of the id into positive directions instead of self-defeating or
socially destructive ones). By 1933, Freud was describing the
ideal outcome of treatment with the aphorism “Where id was,
there shall ego be” (p. 80).

Psychoanalysis and Psychodynamic Psychotherapy

The term psychoanalysis can refer, confusingly, to a theoreti-
cal position, a body of knowledge, or a type of psychotherapy.
As to the therapy, some have followed Freud’s more catholic
definition of psychoanalysis as any procedure that deals with

transference and resistance. Others have reserved psychoana-
lytic for references to classical, intensive treatment, preferring
the term psychodynamic for any therapy or theoretical stance
informed primarily by analytic theory (Westen, 1990). The
ego psychology era inaugurated efforts to define psychoanaly-
sis as a therapy and to stipulate its efficacy for various prob-
lems. The issue of who is analyzable became a hot topic
theoretically and empirically (Erle, 1979; Erle & Goldberg,
1984). Distinctions were made between analysis proper
(classical psychoanalysis) and more focused, analytically in-
fluenced therapies. For reasons of both expense (classical
analysis is costly) and applicability (it is contraindicated for
patients in whom it precipitates disorganization), analysts
began developing definitions of the differences between—and
the differential applications of—psychoanalysis and analyti-
cally oriented psychotherapy.

The critical difference between an analysis and a therapy
is, of course, the content of what happens. Psychoanalysis
is a comprehensive, open-ended effort to understand all of
one’s central fantasies, desires, fears, defenses, identifica-
tions, and expectations; psychotherapy has the more modest
goal of relieving a particular symptom or problem. Analysis
was assumed to be ideal for resolving difficulties inhering in a
person’s character, whereas therapy might adequately amelio-
rate a symptom neurosis. To accomplish the ambitious task of
a full analysis, clinical experience suggested that patients must
undergo a contained regression in the treatment, in which the
analyst gradually attains the emotional power previously held
by early caregivers—hence the centrality of a transference
neurosis to both cure and prevention. Such a regression is
more likely to happen under conditions of frequent contact
between therapist and patient.

Freud had stressed that to help others explore their darkest
places, the analyst must have been there. It quickly became
an article of faith in the psychoanalytic community that the
most important preparation for practice is to undergo a thor-
oughgoing personal analysis (see Fromm-Reichmann, 1950).
Training institutes specified conditions, in the form of re-
quirements, that would increase the probability that trainees
would develop and analyze a transference neurosis. The
question of how closely appointments must be spaced to en-
sure a full analytic process is still hotly debated. Most current
analysts define analysis as requiring three to five sessions per
week and psychodynamic therapy as requiring two or fewer.

An interesting controversy of the ego psychology period
involved the mechanisms of therapeutic change. Alexander
and French (1946) disquieted a community whose reigning
gods were insight and interpretation with the proposition that
what is therapeutic in analytic treatment is not so much ac-
quired self-knowledge as a corrective emotional experience.
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Accounting for therapeutic progress in learning theory terms,
they recommended that clinicians deliberately aim to be ex-
perienced as different from pathogenic early influences. Most
mainstream analysts found their departure from traditional
norms of neutrality suspect, and yet much subsequent clinical
and empirical work (reviewed later in this chapter) has sup-
ported their general position.

Psychoanalysis underwent a remarkable popularization
during World War II, when Roy Grinker and John Spiegel
treated posttraumatic conditions in combatants with a combi-
nation of sodium pentothal and cathartic psychoanalytic
therapy. Public interest in getting soldiers back on the front
lines—along with the dramatic nature of traumatic symptoms
and recoveries—produced a spate of stories in the media about
the new treatments for war trauma (Hale, 1995) along with
ebullient claims for the efficacy of psychoanalysis.At the same
time, films like Spellbound and Broadway shows like Lady in
the Dark were fanning public fascination with unconscious
processes.This idealistic period had both positive and negative
effects—prompting an increase in resources to treat mental ill-
ness, yet spawning an uncritical overvaluation of analysis and
an unseemly smugness among some analysts. Disillusionment
predictably set in as grandiose claims were contrasted with the
relatively modest effects of psychodynamic therapies.The cer-
tainty of many analysts that the psychoanalytic movement had
brought revolutionary, irreversible progress in mental health
permitted an attitude of indifference to efforts to evaluate their
treatments scientifically—an indifference that has returned to
haunt them in a more skeptical era.

THE OBJECT RELATIONS AND
INTERPERSONAL CONTRIBUTIONS

As the ego psychology paradigm took shape, a different sen-
sibility was stirring in several places. While keeping the
Freudian emphasis on unconscious processes, this emerging
paradigm replaced drive and conflict with relationship as a
core construct, looked to preoedipal rather than oedipal origins
of pathology, gave more weight to social and cultural contribu-
tors to individual dynamics, and attended to archaic modes of
experiencing believed to predate the development of repres-
sion, conversion, displacement, and other defenses of interest
to ego psychologists. Many analysts embodying these attitudes
were influenced directly or indirectly by Freud’s Hungarian
colleague Sandor Ferenczi, whose warmth and flexibility
moved him to experiment with a more personally interrelated
kind of therapy from very early on. In the United States, such
analysts called their discipline interpersonal psychoanalysis
(e.g., Fromm, 1941; Fromm-Reichmann, 1950; Horney, 1945;

Sullivan, 1953); in Europe, a roughly comparable movement
was becoming known as object relations theory (Fairbairn,
1952; Guntrip, 1971; Winnicott, 1958).

There are serious differences between and within these
schools of thought, but for this review, we are stressing their
shared thrust and similar divergences from drive-conflict the-
ory and ego psychology, along with their joint contributions to
the evolution of psychodynamic treatment. Together, they cre-
ated the architecture of the relational movement in psycho-
analysis (Aron, 1996; S. Mitchell, 1993, 1997, 2000). As
individuals, the early relational theorists were more attuned
than Freud was to mental processes that predate oedipal con-
cerns. More critical to the nature of their thought, they were try-
ing to help clients—children, impulsive and addicted people,
schizophrenic and manic-depressive patients, and a group that
was eventually labeled borderline—for whom classical con-
cepts seemed tangential to the central pathological issues.

By the second half of the twentieth century, some of the most
vital clinical writing was coming from people with interper-
sonal and object-relational emphases. Many of these thinkers
were deeply influenced by post-Freudian research on attach-
ment. The work of Spitz (1965), Bowlby (1969, 1973, 1982),
Mahler (1968; Mahler, Pine, & Bergmann, 1975), and others
who conducted observational studies of babies and mothers was
crucial to the maturation of psychodynamic theories and thera-
pies. Winnicott’s ideas about infant mentation—shaped by his
years of practice as a pediatrician—captured critical aspects of
development about which drive theory was frustratingly silent.
Because advocates of relational ideas lacked Freud’s need to
root their theories in biological science and because they saw
infants and mothers as fundamentally interrelated rather than as
separate motivational units (Balint, 1968; Winnicott, 1965),
they could consider ultimately psychological rather than bio-
logical explanations for psychopathology.

Meanwhile, the discipline of clinical psychology was ma-
turing. When World War II created a pressing need for evalu-
ations and treatment, academic psychology programs began
contributing graduates to the effort—professionals who found
the theories of the psychoanalytic movement highly relevant
to their tasks. Some psychologists began to publish empirical
research on analytic ideas. Medical analysts, too (Wallerstein,
1986), were conducting empirical investigations. The exis-
tence of a number of psychoanalytic journals with differing
ideological and institutional orientations allowed clinicians to
publish their experiences of applying analytic concepts and to
share their knowledge across an international community of
professionals.

All of these developments produced a creative ferment in
psychoanalytic theory, practice, and scholarship. The ap-
pearance of new institutes with divergent theoretical biases
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reinforced the fissiparous tendency that Freud had inaugu-
rated via his disposition to equate disagreement with heresy
(Breger, 2000). At the same time, however, seminal thinkers
like Otto Kernberg struggled to synthesize and integrate—
combining object relations theory with ego psychology and
relationship with drive. While analytic celebrities haggled
over which approach was the most epistemologically defen-
sible and therapeutically effective, ordinary clinicians tended
to draw from different theorists depending on the specific
psychologies of their clients and were grateful for any angle
of vision that threw light on the suffering of someone they
were trying to help.

Clinical Implications of the Object Relations and
Interpersonal Traditions

One outcome of efforts to extend analytic help to previously
untreatable conditions was the rejection of Kraepelin’s di-
chotomy between neurosis and psychosis—sanity and insan-
ity. As Sullivan, Fromm-Reichmann, Bion, Milner, Searles,
and others worked with psychotic patients, continuities be-
tween their experiences and those of putatively normal peo-
ple emerged. The more therapists could feel their way into
their deeply disturbing subjective worlds, the more Freud’s
belief that human beings are all in some fundamental way
psychotic became increasingly persuasive—until by the latter
part of the twentieth century, psychoanalysts were referring to
the psychotic core in all of us (Eigen, 1986). This conviction
opened up possibilities for much deeper therapeutic work and
contributed to a lengthening of psychodynamic therapies.

At the same time, awareness of a range of pathology lying
between the psychotic and neurotic levels began to be noted by
three different groups of professionals: those in outpatient
practice, those in inpatient settings, and those with expertise
in testing. Therapists in office practice reported that some peo-
ple they took into analysis were unable to contain the regres-
sion fostered by standard approaches. Instead of settling into
a relationship in which they could safely feel regressed, they
would become regressed—swamped by intense feelings,
impulsive behaviors, and transferences so unmitigated by
reflection as to be considered psychotic. They tended to react
to well-meaning interventions as if attacked, and they got
worse rather than better in therapy. Their mental organization
was not easily describable in terms of id, ego, and superego;
they seemed to careen from one ego state to another, in
which self and others were alternately seen as all good or
all bad. In hospital and clinic settings, observers were describ-
ing patients admitted as schizophrenic who—once safely in
the institution—no longer looked psychotic and began to
pose dismaying management problems. Typically, some of

the medical personnel had intense rescue fantasies toward
such a person, whereas the rest found him or her manipulative
and hateful (T. Main, 1957). Among psychological testers, it
was observed that some individuals appear psychotic on rela-
tively unstructured tests like the Rorschach or thematic apper-
ception test (TAT), yet they appear neurotic on structured
instruments like the Wechsler Adult Intelligence Scales
(WAIS) and the Minnesota Multiphasic Personality Inventory
(MMPI; see Edell, 1987).

From these converging observations came the notion that
there is a type of person on the border between psychosis and
neurosis, someone with a kind of stable instability (Grinker,
Werble, & Drye, 1968). Thus arose the concept of borderline
personality organization. Eventually, enough research was
done with people with this kind of psychology (Gunderson,
1984; Stone, 1980) to justify including an operationalized
version of borderline dynamics in the personality disorders
section of DSM-III. Meanwhile, a sizable literature was ap-
pearing on how treatment of such clients should differ from
therapy for either psychotic or neurotic individuals.

Practitioners had already followed Freud in noting that the
uncovering, exploratory kind of work he had devised to help
neurotic patients is unsuited to psychotic individuals, chil-
dren, and people in crisis. Some clients respond better to ed-
ucative interventions, judicious advice, explicit support of
their self-esteem, concrete evidence of the therapist’s human-
ity, reinforcement of their most adaptive defenses, the in-
volvement of external support services, and medication. This
kind of work was eventually called supportive psychotherapy
(Pinsker, 1997; Rockland, 1992). Conceptually, supportive
therapy was described in ego psychology terms as an effort
to strengthen a weak ego (as opposed to dismantling the de-
fenses of a basically strong one to foster reconfiguration
along healthier lines) and to encourage more adaptive behav-
ior without trying to change the dynamics that had given rise
to maladaptive responses.

As noted, the discovery of borderline pathology derived
from clinical experience with clients for whom supportive
therapy is infantilizing and uncovering therapy too disorga-
nizing. It led to a flurry of efforts to devise appropriate treat-
ments for people in this large group. The most visible early
formulators of approaches for treating borderline clients were
Masterson (1972, 1976) and Kernberg (1975, 1984), who
hold somewhat different views but agree on the value of
staying in the here and now (as opposed to dwelling on the
client’s history), of establishing contingencies that support
mature responses and discourage immature ones, and of
addressing primitive defenses like splitting (the tendency to
divide experience into all-good and all-bad categories) and
projective identification (the tendency to ascribe disowned
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qualities to another person while behaving in ways that sub-
tly induce that person to react with just those qualities).

One of Kernberg’s pivotal contributions was his argument
that people in borderline states rely not on weak defenses
against disorganization, as potentially psychotic people do,
but rather on strong but primitive defenses. He originally
called his approach expressive therapy but recently renamed
his method transference focused psychotherapy (Clarkin,
Kernberg, & Yeomans, 1998) to avoid its confusion with ex-
ploratory therapy. Thus, by the 1980s, three kinds of therapy
had emerged from psychoanalytic theory and practice. De-
pending on the inferred character structure of the client, clin-
icians worked (a) in an exploratory way, letting transference
reactions develop and become understood; (b) in a focused,
expressive way, confronting the patient with defenses in the
here and now; or (c) in a supportive way, behaving as an ac-
tive mentor. For therapists learning to work psychodynami-
cally with different kinds of people, the warm-up is the same,
but the delivery is highly specific to the patient in question.

Not surprisingly, work with psychotic and borderline
clients led dynamic therapists to a sensitivity to psychologi-
cal processes that were seen as antedating oedipal conflicts
and mature forms of identification and adaptation. Even less
surprisingly, concepts relevant to the ways in which human
beings symbolize and represent their preverbal experiences
proved anything but irrelevant to higher functioning people.
Attention to introjects—stark internalizations of comforting
and persecutory images of others—supplemented efforts to
understand ego defenses. If a client stated, for example, I’m
terribly selfish, a therapist might respond, Who’s saying that?
in an effort to identify the internal object and help the person
stand apart from it—as opposed to simply noting that he or
she tends to turn negative feelings against the self.

The object relations movement constituted a transforma-
tion in which therapists found themselves asking new
questions. Instead of looking for fixation at a particular matu-
rational stage, they looked for the nature of relationship across
all phases of development. It was argued that a mother who is
rigid about toilet training is apt to be equally rigid about feed-
ing schedules, sleep arrangements, appropriate gender roles,
and deference to authority. To understand the child of such a
parent, the concept of maternal rigidity seemed to have more
explanatory power than did that of anal fixation. Furthermore,
clinicians reported more progress when they told clients that
they may have had a certain kind of mother—one from whom
they could now differentiate themselves—than when they told
clients they were fixated at the anal stage and needed to pursue
genitality.

An example of the clinical value of the shift toward rela-
tional thinking concerns how therapists respond to clients

with an incest history. Freud viewed molestation as the pre-
mature gratification of a drive, thus emphasizing biological
excitability and utterly missing the child’s experience of
being used, scared by the incomprehensible phenomenon
of adult sexual arousal, and made to feel confusing mixtures
of intense pain and premature genital responsiveness. The
language of drive gratification or frustration cannot capture
the atmosphere of an incestuous enactment or appreciate why
it can be so destructive. But when one talks in terms of what
kind of relationship a child needs to feel safe, agentic, and
understood, both the subjective world of the molested child
and the damage to that child are much clearer (Davies &
Frawley, 1993).

THE SELF PSYCHOLOGY MOVEMENT

As the twentieth century advanced, psychoanalytic therapy
flourished. Yet experienced practitioners noted that the types of
problems prevalent at midcentury—especially in Americans—
differed from those that had intrigued the early European
analysts. Many clients complained of emptiness, meaningless-
ness, and envy. They could not maintain a realistic, positively
valued sense of themselves and found it hard to love others.
They were perfectionistic, were consumed with how they were
perceived, and were either grandiose and contemptuous or
self-loathing and ashamed, depending on their perceptions of
others’ reactions to them. In therapy, they did not develop fa-
miliar analyzable transferences, and they tended to perceive
interpretation as criticism.

By the 1970s the effort to extend psychoanalytic help to
people with these self-esteem problems had led to a vast lit-
erature on narcissism. A focus on how people come to under-
stand and accept who they are had been foreshadowed by
Erikson’s (1959) writing on identity and by observations of
many previous analysts interested in how people develop a
stable sense of self (Balint, 1968; Fairbairn, 1952; Guntrip,
1971; Jacobson, 1964, 1971; Mahler, 1968; Sullivan, 1953,
1956; Winnicott, 1958, 1965, 1971). But it was Heinz Kohut
(1971, 1977) who radically reformulated psychoanalytic the-
ories and therapies of narcissism; in the process, he created a
movement that saw the formation of a positively valued sense
of self as far more central to mental health than was the strug-
gle with drive and conflict.

Clinical Implications of Self Psychology

Although Kohut originally wrote about the specific challenges
of treating patients with narcissistic problems or disorders of
the self, his ideas quickly grew into a general psychology that
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his successors consider universal (e.g., Basch, 1988;
Goldberg, 1988; Shane, Shane, & Gales, 1997; Wolf, 1988).
Contributions to the art of therapy from Kohut and his students
are manifold, but the most important include his depiction of
previously unidentified kinds of transferences, his elevation of
empathy to a preeminent role, and his emphasis on and recom-
mendations for dealing with the inadvertent injuries that ther-
apists inevitably inflict on patients’ self-esteem.

Psychodynamic clinicians trying to help clients with nar-
cissistic problems had become frustrated with their inability
to develop analyzable transferences. Efforts to show such pa-
tients that they were experiencing the therapist as an early
object elicited not interest, but rather boredom and irritation.
Queries like How are you feeling about me? would evoke
only suspicions about the therapist’s insecurity or vanity.
Then Kohut argued that although narcissistically preoccupied
people do not generate transferences like those Freud wrote
about, they do develop selfobject transferences: They uncon-
sciously regard the analyst not as a separate object resem-
bling someone from the past (an object transference); rather,
the analyst is seen as a means to consolidate self-esteem.
In other words, they need the therapist in the emotional role
that an affirming parent plays in the years before a child ap-
preciates the parent’s separate identity. Among the selfobject
transferences, Kohut delineated idealizing, mirroring, and
twinship or alter ego transferences.

Idealizing transferences handle self-esteem problems with
the fantasy that the analyst is perfect and omnipotent; the
client feels elevated by associating with this ideal figure.
(Kernberg was more impressed with the tendency of narcis-
sistic clients to develop devaluing transferences, in which the
person gets self-esteem from feeling superior to the thera-
pist.) Mirroring transferences refer to the experience of being
seen and validated, allowing the client to feel deeply known
and prized despite whatever shameful states of mind appear
in therapy. Twinship or alter ego transferences occur when
the patient sees the therapist as radically similar, aiding self-
esteem because “there is someone basically like me out
there.” Identification of these processes helped clinicians to
appreciate divergent ways in which people experience the
therapeutic relationship, to devise means of working with
them, and to stop trying to push clients to find reactions that
are alien to their most basic ways of organizing interpersonal
information.

The promotion of empathic attunement from facilitating
attitude to the sine qua non of therapy was a significant cor-
rective to the privileged status of interpretation of defense in
ego psychology. Whereas drive-conflict models emphasize
the importance of frustrating a client’s wish for closeness or
penchant to idealize so that such urges can be analyzed, self

psychologists saw what classical analysts termed gratifica-
tion as a prerequisite for healing. The acceptance by thera-
pists of patients’ need to see them in self-esteem-restorative
roles led to subtle but significant changes in intervention.
Questions like Why do you suppose you need to see me as
perfectly attuned? became comments like You feel deeply
understood by me. The analysis of identification as a defense
(I wonder why you selectively perceive us as so similar) be-
came the appreciation of identification as a need (You take
pleasure in noticing how we are alike).

Flexibility in practice was legitimated by self psychology.
Whereas the classical analyst would avoid answering a ques-
tion in order to explore the thoughts and feelings that had in-
spired it, a self psychologist would answer it when the patient
might perceive failure to answer as a breach of empathy. Drive-
oriented analysts had been trained to reject small gifts from
clients because gratification of the impulse to give would allow
that impulse to remain unanalyzed; following Kohut, it be-
came permissible to accept a gift if it would wound the patient
not to do so. Many clinicians heaved sighs of relief to have a re-
spected psychoanalytic theory that justified departures from
standard technique—departures that they were already making
on an intuitive basis.

Comparable changes had long been urged by Carl Rogers
(1951), with arguments from a different metapsychology but
based on similar clinical observations (Stolorow, 1976).
Kohut went significantly beyond the nondirective therapists,
however, in his belief that no matter how exquisitely em-
pathic, genuine, and congruent a therapist tries to be, he or
she will eventually be experienced as injurious. Just as a child
is inevitably disappointed by the devoted parent who cannot
always get it right, the therapy client will sometimes feel mis-
understood by the most sensitive clinician. This insight ush-
ered in a new way of handling mistakes. Instead of simply
exploring how the client had experienced an error and associ-
ated it with early disappointments, Kohut (1984) and his fol-
lowers advised therapists to express regret for their empathic
failures. Such behavior, they argued, not only is realistic and
humane, but it also models how to be an imperfect person
who nonetheless maintains self-esteem, thereby demonstrat-
ing an alternative to the client’s doomed, self-defeating
“narcissistic pursuit of perfection” (Rothstein, 1980).

CONTEMPORARY RELATIONAL AND
INTERSUBJECTIVE VIEWS

Recently, there has been a shift in perspective that has become
framed as the question of whether clinical psychoanalysis
represents a one-person or a two-person psychology (Aron,
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1996). Freud had labeled as countertransference any feelings
toward clients that exceed ordinary professional concern.
Strong emotional reactions to patients, he believed, reflect un-
resolved aspects of the analyst’s psychology and must be mas-
tered in his or her own analysis, lest they unwittingly thwart
the unfolding of the patient’s transference. Inherent in this
stance was the ideal of scientific objectivity—the capacity to
stand apart and see clients’ psychologies as created by their
own temperament and personal history, uncontaminated by a
therapist’s dynamics. Stolorow and Atwood (1992) call this
position “the myth of the isolated mind” (p. 115). Freud
(1912b) even urged colleagues to emulate the surgeon, “who
puts aside all his feelings, even his human sympathy, and con-
centrates his mental forces on the single aim of performing the
operation as skillfully as possible” (p. 115). His strikingly
sterile analogy was doubtless meant to shame some of his
colleagues into better behavior; by 1912 he was alarmed at
the number of analysts who were acting out sexually with
patients. Unfortunately, his metaphor was taken literally by
many second-generation analysts who took pains to appear
formal to the point of coldness with their analysands, lest they
contaminate the transference (Gay, 1988).

Despite the master’s entreaty, when post-Freudian thera-
pists spoke frankly, they admitted to intense countertransfer-
ences, regardless of how well analyzed they were (e.g., Searles,
1979; Winnicott, 1949). They noted that it is unrealistic to
expect only mild, benign feelings toward unhappy, difficult
people; more important, however, was that countertransfer-
ences contain valuable information (Ehrenberg, 1992; Gill &
Hoffman, 1982; Maroda, 1991; Racker, 1968). It was not a big
stretch to rethink the analytic relationship as involving two
mutually influencing subjectivities. Appreciation of projective
identification and similar types of emotional contagion (Bion,
1959; Ogden, 1982) led to efforts to describe the interpersonal
field between therapist and patient (Langs, 1976; Ogden, 1994)
rather than the dynamics of the patient as seen by a neutral on-
looker. Joseph Sandler (1976) began writing about inevitable
role-responsiveness; Irwin Hoffman (1983) spoke of the co-
construction of the transference.

This sea change emerged from many sources: heirs of
Ferenczi’s work and of the American interpersonal and British
object relations movements (Balint, 1953; Bollas, 1987;
Greenberg & S. Mitchell, 1983; Joseph, 1989; Levenson,
1972, 1983); theorists in France (A. Green, 1999; Lacan, 1977;
McDougall, 1980); Gill and his Chicago group (Gill, 1982,
1994; Gill & Hoffman, 1982); Heidigger’s student, Hans
Loewald (e.g., 1980); American feminists (e.g., Benjamin,
1988, 1995; Chodorow, 1978, 1989; Gilligan, 1982; J.
Mitchell, 1974); developmental scholars (Beebe & Lachmann,
1988; Lichtenberg, 1983; Pine, 1985, 1990; D. Silverman,

1998; Stern, 1985, 1995); and writers drawing on George
Klein (1976) and Kohut who stressed intersubjectivity and
contextualism (Orange, Atwood, & Stolorow, 1997; Stolorow,
Brandchaft, & Atwood, 1987). At the same time, research on
therapy was generating relational explanations for its effec-
tiveness, even when treatment was conducted classically
(Weiss, Sampson, & The Mount Zion Psychotherapy Research
Group, 1986). The intersubjective, two-person vision of ther-
apy can be seen as a democratization of the more authoritarian
Freudian model—an egalitarian, postmodern slant more suited
to our era and culture.

Clinical Implications of a 
Relational-Intersubjective Orientation

For therapists who resonate to more intersubjective versions
of psychoanalytic therapy, certain articles of faith of classical
technique are called into question (Buirski & Hagland,
2001). Because objectivity is seen as impossible, authenticity
replaces neutrality as a cardinal stance. The ideal that a ther-
apist dispassionately interprets a patient’s acting out of trans-
ference feelings becomes the assumption that both parties
will find themselves involved in enactments they must figure
out together. Bion’s (1970) notion that the analyst becomes
the container for disavowed contents of the patient’s psy-
chology or Winnicott’s (1965) argument that substantial
movement comes from the patient’s sense of therapy as a
holding environment find expression in the therapist’s sus-
pension of interpretation for more tentative ways of working.
Rather than being assumed to represent distortion, the pa-
tient’s transferences may be seen as containing knowledge
about the analyst’s psychology that the analyst would some-
times prefer to disown (Aron, 1991).

Tolerating not knowing becomes easier. Self-disclosure
is not taboo, although a special discipline is required of rela-
tional therapists in deciding what and when to disclose
(Aron, 1996; Maroda, 1991, 1999; Renik, 1995). Insight is
regarded as the by-product of the internalization of a new
relationship—not as the cause of change. Relational theorists
often equate the work of therapy with Winnicott’s (1971) no-
tion of play, carried out in the potential space (Ogden, 1986)
generated by the analytic dyad. Sometimes the language of
contemporary analysts becomes almost mystical in its effort
to find metaphors that convey preverbal experience and the
sense of intimate connection between therapist and client.

It is unclear how different actual behavior is between rela-
tionally oriented clinicians and therapists who think more
traditionally. Some research suggests that effective treaters
of different theoretical stripes—even markedly different
stripes—do substantially similar things (Fiedler, 1950;
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Wachtel, 1977). Contemporary psychoanalytic practitioners
may identify with the ego psychologists, the self psycholo-
gists, or the relational analysts—or they may synthesize sev-
eral points of view. Many also integrate into their work the
ideas of early psychoanalytic dissidents (especially Jung,
Adler, and Rank), of systems theorists (Gerson, 1996;
Leupnitz, 1988), and of more recent philosophers and schol-
ars in other fields. Moreover, now that the behavioral move-
ment has embraced cognition, there are myriad possibilities
for integration between therapists trained in psychoanalytic
theory and those who come from a learning theory or cogni-
tive science background (Arkowitz & Messer, 1984; Frank,
1999; Wachtel, 1977, 1993).

EMPIRICAL RESEARCH ON 
PSYCHODYNAMIC PSYCHOTHERAPY

Empirical research on psychodynamic psychotherapy is not
nearly as plentiful or rich as is the theoretical work in this
area. There are no studies comparing various psychoanalytic
schools with one another, nor are there investigations com-
paring long-term dynamic therapy with the nondynamic
short-term treatments currently in vogue. Without including
interpersonal psychotherapy (e.g., Klerman, Weissman,
Rounsaville, & Chevron, 1984), which is arguably psychody-
namic, we must note the paucity of studies comparing dy-
namic therapies to nondynamic treatments. Studies relevant
to dynamic therapy do exist, however. We begin with empir-
ically identified factors that distinguish dynamic therapies—
that is, with what makes psychodynamic therapy unique. We
then cover research pertaining to the relevance of each factor
in human functioning generally and in therapeutic efficacy
specifically. Finally, we review research on the effects of
long-term psychotherapy and psychoanalysis.

What Is Psychodynamic Psychotherapy Made Of?

Blagys and Hilsenroth (2000) reviewed the comparative psy-
chotherapy process literature in order to identify those
processes that distinguish psychodynamic and cognitive-
behavioral therapies. To qualify as a distinguishing feature, a
process had to differentiate a treatment in at least two studies,
conducted in at least two different research venues. They
identified seven such factors: (a) a focus on affect and expres-
sion of emotion; (b) exploration of the patient’s efforts to
avoid certain topics or engage in activities that retard thera-
peutic progress (i.e., defense and resistance); (c) identification
of patterns in the patient’s actions, thoughts, feelings, experi-
ences, and relationships (object relations); (d) emphasis on

past experiences; (e) focus on interpersonal experiences;
(f) emphasis on the therapeutic relationship (transference and
the therapeutic alliance); (g) explorations of wishes, dreams,
and fantasies (intrapsychic dynamics). Missing from the list
but implicit in all factors is the assumption of ubiquitous un-
conscious processes, the defining feature of psychoanalysis as
described by Freud (e.g., 1926). Ablon and E. E. Jones (1998,
1999) and E. E. Jones and Pulos (1993) have shown that these
factors in combination lead to successful psychotherapeutic
outcome. In fact, they do so in cognitive-behavioral as well as
in psychodynamic therapies. We next examine the evidence
for each factor individually.

Focus on Affect

The best evidence that expression of affectively meaningful
material is therapeutic has been supplied by Pennebaker
(1995, 1997). In a typical experiment, his participants were
asked to write or speak of upsetting incidents in their lives.
Compared with members of a control group, they had fewer
stressful physiological reactions (Pennebaker, 1997), health-
ier immune functioning (Petrie, Booth, & Pennebaker, 1998),
and fewer health problems (Suedfeld & Pennebaker, 1997)
months after this intervention. These results are all the more
remarkable because the participants, who were not patients,
were not seeking either emotional relief or health benefits.
Unfortunately, there are as yet no studies relating such
processes—as they specifically occur in dynamic psychother-
apy—to outcome. Still, it is safe to say that emotional expres-
sion as it routinely occurs in the psychodynamic therapies is
clearly good for people.

Focus on Defense

According to a model propounded by Weiss and Sampson
(Weiss, 1971; Weiss et al., 1986), patients are troubled by un-
conscious pathogenic beliefs that interfere with their abilities
to cope adaptively and that create psychological symptoms
with their attendant guilt and shame. In order for treatment to
work, patients must access warded-off (defended-against)
material related to their pathogenic beliefs. After these be-
liefs become conscious, they can be disconfirmed. After they
are disconfirmed, they lose their power. Patients come
equipped with unconscious plans for achieving these ends;
therapists must identify these plans and help each patient
carry them out. This model was derived from a case-by-case
examination of analytic treatments of numerous patients,
after which Weiss and Sampson derived testable hypothe-
ses and then subjected them to rigorous investigation. First,
they assumed the existence of identifiable unconscious
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pathogenic beliefs. Second, the model proposed that a patient
will test his or her pathogenic beliefs in relation to the ana-
lyst. Third, warded-off material ought to emerge so long as
the therapist’s words and behavior do not confirm the
pathogenic beliefs. Fourth, interventions that are compatible
with a patient’s unconscious plan should further therapeutic
progress, as evidenced by the emergence of previously
warded-off material.

To test these hypotheses, Weiss and Sampson used tran-
scribed audiotapes and process notes of psychoanalytic treat-
ment, rated by clinicians blind as to hypotheses and critical
aspects of the treatment. Scales measured analyst interven-
tions for plan compatibility and patient verbalizations for
warded-off material, insight, and therapeutic improvement.
The units of analysis were analyst verbalizations and seg-
ments of patient speech. The most comprehensive research
concerned the treatment of a patient dubbed Mrs. C. All hy-
potheses were strongly supported: Raters were able to agree
about the nature of Mrs. C’s unconscious plan; without ex-
plicit interpretation, Mrs. C made use of her therapist to test
her unconscious beliefs; she became conscious of previously
warded-off material; and she showed favorable reactions and
therapeutic improvement when the analyst’s interventions
accorded with her unconscious plan.

There are also empirical data on repression, the concep-
tual grandparent of psychoanalytic notions of defense. Al-
though experimental efforts to produce discrete incidents of
repression have been largely unsuccessful (Eagle, 2000;
Holmes, 1990), when repression is considered as a personal-
ity trait or style, there is a great deal of supporting data for
this phenomenon. The most influential research of this sort is
that of Daniel Weinberger’s group (D. Weinberger, 1990;
D. Weinberger & Schwartz, 1990), who originally measured
repressive style via two self-report scales assessing trait anx-
iety and social desirability (D. Weinberger, Schwartz, &
Davidson, 1979). Individuals describing themselves as low in
anxiety but high in social desirability were identified as re-
pressors, on the assumption that they were being defensive
about their anxiety.

Weinberger et al. (1979) found that repressors reported ex-
periencing little reaction to a stressful task but were physio-
logically and behaviorally affected in a way that indicated
considerable stress. Newton and Contrada (1992) reported
that repressors claimed to experience little anxiety when
asked to give a talk, yet they evidenced substantially increased
heart rate. Derakshan and Eysenck (1997) had people rate
videotapes of themselves giving a speech. Repressors claimed
to have experienced and rated themselves as having exhibited
little anxiety. Their high heart rate, however, told a different
story. Moreover, independent judges viewing the videotapes

rated the repressors as high in anxiety. Their defensiveness
was further suggested by their response when informed of
their elevated heart rate: They ascribed it to the excitement
and challenge of giving the talk, not to anxiety.

Further evidence for the existence of a repressive or defen-
sive kind of personality—and its costs—can be found in the
work of Shedler and colleagues (Karliner, Westrich, Shedler,
& Mayman, 1996; Shedler, Mayman, & Manis, 1993), Myers
and Brewin (1994, 1995), and Davis and colleagues
(Bonanno, Davis, Singer, & Schwartz, 1991; Davis, 1987;
Davis & Schwartz, 1987). In summary, a group of people can
be identified who manifest the sorts of defensive behaviors
identified and ostensibly treated by psychodynamic clinicians.
Such individuals tend to deny anxiety while physically
displaying it and fail to recall negative events or stimuli.
This style has been shown to have negative health conse-
quences.

Identification of Patient Patterns

Surprisingly, there are no empirical data relating specifically
to therapeutic interpretations in which patients are alerted to
their recurrent patterns of thinking, feeling, perceiving, and
acting. Insight has often been the stated goal of pointing out
patterns to one’s clients. If this leads to insight and insight is
associated with positive outcome, this factor would be sup-
ported. But there are no data directly linking the therapist’s
identifying patterns to the patient’s achievement of insight.
Because this connection is a central premise of classical psy-
choanalytic theory and case studies, this area would be fruit-
ful for future research. 

There is a vast literature, however, on devising treatment to
fit patients’ patterns. Individual personality dynamics and de-
fenses are contained implicitly in diagnostic labels—espe-
cially those for the personality disorders (McWilliams, 1994;
Millon, 1996); in the clinical literature on treating personality
disorders and softening rigid character structure, one finds
scattered references to empirical research on psychodynamic
therapy with individuals in the various categories. In the
literature on depression, Blatt’s (2000) writing on the robust
finding of a difference between introjective and anaclitic
personality styles, who have different kinds of depressive
dynamics and respond differentially to psychodynamic
treatments, is notable.

Luborsky’s work, discussed later in this chapter, empha-
sizes a client-specific pattern of relationship, contributing to
predictable feelings, thoughts, and behaviors. The working
models concept of attachment theory, also discussed later
in this chapter, has similar clinical implications. Weiss and
Sampson, as noted previously, found support for the value of
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identifying patterns in order to determine a patient’s plan.
Other empirically derived ways of understanding patients’
relational patterns for therapeutic purposes include concepts
such as Henry, Schacht, and Strupp’s (1986) cyclical mal-
adaptive pattern, Horowitz’s (1988) personal schemas,
Dahl’s (1988) fundamental repetitive and maladaptive emo-
tional structures, and Lachmann and Lichtenberg’s (1992)
model scenes. Finally, there is research that addresses indi-
rectly the question of identifying patient patterns with the
purpose of conveying insight to the patient. Ablon and E. E.
Jones (1998, 1999) and E. E. Jones and Pulos (1993) found
that insight was related to positive outcome in both psycho-
dynamic and cognitive-behavioral psychotherapy.

Emphasis on Past Experiences

The characteristic psychoanalytic emphasis on a mutual effort
by therapist and patient to understand the patient’s personal
history and its effects has also been largely unresearched.
Although a focus on the past is usually carried out in the
service of insight, there are no data currently linking explo-
ration of an individual’s prior history to that person’s attain-
ment of therapeutic insight. This area is another in which
research is badly needed.

Focus on Interpersonal Experiences

The most comprehensive research enterprise examining inter-
personal experiences from a psychoanalytic (as well as etho-
logical and systems) perspective is the development and
testing of attachment theory, inspired by Bowlby’s (1969,
1972, 1982) three-volume work on attachment and separation.
Bowlby postulated an inborn need of the infant to maintain
proximity to the mother or primary caregiver. How the care-
giver responds and what environmental contingencies enhance
or retard the fulfillment of this need are seen as having critical
implications for the child’s attachment to the main caregiver
and for his or her later relationships. Experiences and images of
relationship arising from transactions between the infant and
the mothering figure are internalized in what Bowlby called
working models, which then influence how the person relates
to others and responds to the challenges of life.

Levy, Blatt, and Shaver (1998) found that attachment
styles predicted parental representations. Thus, attachment
style is closely akin to object representations. Ainsworth,
who also related object representations to attachment, studied
the effects of attachment on children (Ainsworth, 1969,
1978), whereas Mary Main and her associates expanded the
domain of the theory to adults (M. Main, Kaplan, & Cassidy,

1985). Waters and his colleagues (Waters, Hamilton, &
Weinfield, 2000; Waters, Weinfield, & Hamilton, 2000) have
demonstrated the stability of attachment style—and therefore
object representations—from early childhood through
adolescence and young adulthood. Of 60 infants identified
as having a particular attachment style, 72% showed the
same style in early adulthood. Of those who had changed
styles, most had suffered presumably traumatic events such
as parental loss or abuse. This finding suggests that object
representations tend to remain stable in the absence of out-
side forces that radically change relationships—exactly what
psychoanalytic theory would predict.

Attachment and its associated object representations have
also been shown to relate to diagnosed psychopathology in
adults. Parkes, Stevenson-Hinde, and Marris (1991) have
compiled a review of research relating childhood attachment
patterns to adult psychopathology in general; Brennan and
Shaver (1998) have related them to personality disorders.
Slade and Aber (1992) and M. Main (1995, 1996) have
reviewed much of this literature.

Emphasis on the Therapeutic Relationship

Research on the therapeutic relationship and its connection to
outcome has focused on two areas: the therapeutic alliance
and transference.

The Therapeutic Alliance. Data on the therapeutic al-
liance are clear and consistent. It has repeatedly been shown to
be an important and positive factor in psychotherapy (Safran &
Muran, 2000; J. Weinberger, 1995). Hovarth and Symonds
(1991) conducted a meta-analysis of 24 studies examining the
working alliance and found its effect to be reliably positive and
not unique to psychodynamic psychotherapy. Gaston,
Marmar, Gallagher, and Thompson (1991) reported a very
large effect for the alliance even when controlling for initial
symptomatology and symptom change. What we do not know
from an empirical standpoint, however, is how best to foster
the alliance or how it works. These questions await further
empirical investigation.

Transference. The experimental study of transference
has been spearheaded by Andersen (Andersen & Baum, 1994;
Andersen & Berk, 1998; Anderson & Glassman, 1996;
Andersen, Reznik, & Chen, 1997; Glassman & Andersen,
1999). Her conception of transference goes beyond representa-
tions of childhood parental figures as they manifest themselves
in the relationship with a therapist; it involves representations
of all significant others and applies to all interpersonal
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relationships in all settings. Andersen’s orientation is the
empirical information-processing perspective of social cogni-
tion, which is closer to the kinds of internalizations described
by object relations theory than it is to classical Freudian ideas
of transference (see Westen, 1991, for a thorough compari-
son of social cognition and object relations theory, and Singer,
1985, for a translation of the concept of transference into
information-processing terms).

Several studies (e.g., Andersen & Baum, 1994; Andersen,
Reznik, & Manzella, 1996) have shown that people are more
likely to remember information about a new or fictitious per-
son that is consistent with significant-other representations. In
fact, they will infer and claim to recall representation-
consistent information that was never presented (Andersen &
Baum, 1994; Andersen & Cole, 1990; Andersen, Glassman,
Chen, & Cole, 1995; Andersen et al., 1996; Hinkley &
Andersen, 1996). They will also respond affectively to new
people in a manner consonant with their existing representa-
tion (Andersen & Baum, 1994)—that is, they find themselves
feeling emotionally close to the new person (Andersen et al.,
1996). Moreover, subjects’ self-concepts shift so as to be more
consistent with how they feel in the presence of the significant
other whose representation has been activated (Hinkley &
Andersen, 1996). Such effects can be obtained even when the
significant-other representation is activated subliminally
(Glassman & Andersen, 1998).

Andersen’s team has provided impressive evidence for the
existence and operation of representations of significant oth-
ers, representations that affect memory, emotions, and self-
concept and that operate even when we are unaware of their
activation. Their findings give powerful support to Sullivan’s
(1953) assertion that we have as many personalities as we do
relationships with the important people in our lives. These
data say nothing directly, however, about the operation of
such representations in psychotherapy.

The work of Luborsky and his colleagues (Luborsky &
Crits-Cristoph, 1990; Luborsky, Crits-Cristoph, & Mellon,
1986) does speak to the operation of transference representa-
tions in clinical practice. Their research with the Core Con-
flictual Relationship Theme (CCRT), designed to identify
patterns of relationships as they appear in therapeutic ses-
sions, shows that the frequency of unrealistic transference
wishes diminishes in successful analytic treatment—as clas-
sical psychoanalytic theory would predict. In addition, self-
and other-evaluations become less negatively toned and
more three-dimensional (e.g., Crits-Christoph, Cooper, &
Luborsky, 1988, 1990). Although there are some unresolved
reliability problems with this research (Galatzer, Bachrach,
Skolnikoff, & Waldron, 2000), the concept of transference

has been shown to have validity and to relate to psychothera-
peutic process and outcome.

Exploration of Wishes, Dreams, and Fantasies

An emphasis on inner subjective life—the intrapsychic factor
of the psychoanalytic approach to therapy—has been studied
in terms of unconscious dynamic conflicts and wish-fulfilling
fantasies. Shevrin and his associates (Shevrin, Bond, Brakel,
Hertel, & Williams, 1996) have for decades collected data
showing that unconscious conflicts have unique effects on in-
dividuals. Their method has involved a rigorous combination
of psychoanalytic assessment and modern electrophysiologi-
cal measurement. Each person seeking treatment at the
clinic associated with Shevrin’s laboratory underwent a thor-
ough psychodynamic evaluation (three clinical interviews,
the WAIS-R, the Rorschach, and the TAT). Clinical judges
studied the material, inferred the person’s conscious descrip-
tion of relevant symptomatology, and specified the uncon-
scious conflict presumably underlying it. Based on these
formulations, the judges selected words that reflected, respec-
tively, the patients’ conscious experience of their symptoms
and the unconscious conflicts from which they were assumed
to derive. These words were then presented both subliminally
and supraliminally to the patients while event-related poten-
tials (ERPs) were recorded from their brains. To control for
affective valence of the words, pleasant and unpleasant words
not chosen by the judges were also shown.

Results showed that unconscious-conflict words evi-
denced unique ERPs only when presented subliminally,
whereas conscious-conflict words did so only when pre-
sented supraliminally. Participants did not respond differen-
tially to control words, no matter how they were presented.
These findings—that psychoanalytically oriented judges can
identify relevant unconscious conflicts as confirmed by phys-
iological (brain-wave) measures—demonstrate a clear con-
nection between psychodynamic clinical judgment and brain
functioning.

Research conducted by Silverman and his colleagues
(L. Silverman, 1976, 1983; L. Silverman, Lachmann, &
Milich, 1982; L. Silverman & J. Weinberger, 1985; J.
Weinberger & L. Silverman, 1987) demonstrated a link be-
tween unconscious dynamic processes and behavior. Silver-
man termed his method subliminal psychodynamic activation
(SPA). In an SPA experiment, one chooses a psychodynamic
proposition and operationalizes it into a phrase. For example,
Silverman operationalized the aggression that analytic theory
posits as underlying depressive symptomatology in the phrase
destroy mother. Then the chosen phrase or a control phrase is
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presented subliminally to individuals held to be susceptible
to it.

Early SPA studies investigated the proposition that many
behaviors are at least partly motivated by conflict over libid-
inal and aggressive wishes. They revealed that the relevant
dynamic stimuli affected behaviors in the targeted popula-
tions in ways that control stimuli did not. Such effects were
obtained only when the stimuli were presented subliminally.
Populations tested by Silverman and his associates included
schizophrenic, stuttering, and depressive individuals. Later
SPA studies focused on the effects of stimuli designed to tap
interpersonal fantasies. These were derived from Mahler’s
notion of symbiosis and on the claim of some analysts (e.g.,
Limentani, 1956; Searles, 1965; Sechehaye, 1951) that ther-
apy is more successful when symbiotic-like wishes are grati-
fied. The stimulus used to test this assertion was mommy and
I are one (MIO). To see whether subliminal MIO stimulation
could enhance outcome, patients were given MIO or a con-
trol stimulus before they began treatment. Over a dozen stud-
ies using this strategy were conducted, with interventions
ranging from systematic desensitization to counseling like
that of Alcoholics Anonymous. Most found better outcomes
in the MIO group than in controls (both groups improved,
presumably as a result of the treatment). Meta-analyses have
confirmed the reliability and strength of the MIO effects
(Hardaway, 1990; J. Weinberger & Hardaway, 1990). The
SPA studies show that there is validity to psychoanalytically
posited unconscious intrapsychic dynamics and that these
dynamics can be related to positive outcomes in therapy.

Joel Weinberger (e.g., 1992) has created a TAT measure of
the fantasy associated with MIO, terming it the oneness motive
(OM). Scores on OM have been found to predict outcome in a
behavioral medicine study (Siegel & J. Weinberger, 1998) and
in inpatient psychiatric treatment (J. Weinberger, Bonner, &
Barra, 1999). This research shows that the types of uncon-
scious fantasies posited by psychoanalytic theory can be oper-
ationalized and—in at least one case—predict outcome
consistent with the theory’s assumptions.

OUTCOME IN PSYCHOANALYSIS
AND LONG-TERM
PSYCHODYNAMIC PSYCHOTHERAPY

Most of the work reviewed thus far has concerned short-term
treatment. Some of it was purely experimental and involved no
treatment whatsoever. Most psychodynamic therapy, however,
is open-ended (decisions to continue or stop are within the
client’s control) and thus typically of long duration, and all of
psychoanalysis is long-term. We have taken psychodynamic

therapy apart and looked at its components. Now let us move
from process to outcome, putting it back together to see what
empirical research says about its effectiveness.

Studies of psychoanalytic outcome began almost as soon
as psychoanalytic clinics were established (Alexander, 1937;
Coriat, 1917; E. Jones, 1936; Kessel & Hyman, 1933). Al-
though Knight’s (1941) review of these early investigations
paints a highly positive picture of outcome, all had employed
a retrospective strategy using no control groups or indepen-
dent observations; the sole arbiter of change was the treating
analyst. Consequently, these findings are suspect. Later stud-
ies corrected for the flaws of retrospective report and inde-
pendent observation but not for the lack of control groups.
The first prospective and still the most impressive such study
was the Menninger Foundation Psychotherapy Research Pro-
ject (Appelbaum, 1977; Kernberg et al., 1972; Wallerstein,
1986). Initiated in 1954, this project tracked its participants
for more than 30 years. Forty-two adult patients (22 in analy-
sis and 20 in psychodynamic therapy) were studied. Psy-
chotic, organically damaged, and mentally deficient patients
were excluded. Nonetheless, many subjects were extremely
troubled individuals with histories of unsuccessful treatment.
Six had to be switched from psychoanalysis to psychody-
namic psychotherapy because of unmanageable transfer-
ences. This research project generated a huge amount of
data—hundreds of pages for each participant. Five books and
60 papers on this data set have appeared so far.

Overall, although the study reported substantial and
equivalent general improvement for both psychoanalytic and
dynamic psychotherapy patients, there was considerable vari-
ability. Treatment helped individuals to modify repetitive,
long-standing, and characterological problems as well as to
diminish their presenting symptoms. This finding was com-
pelling because—as noted previously—many of the patients
had not been helped by other treatments. Therapist support
was the major curative factor identified by this study. Insight
did not contribute to outcome—that is, improvement did not
correlate with interpretive activity of the therapist or with the
development of insight on the part of the patient. In contrast,
the use of the positive dependent transference, corrective
emotional experiences, assistance with reality testing, and
other more supportive measures did correlate with outcome.
Before one accepts these findings as representative of ana-
lytic treatment, a caveat applies: These patients were severely
ill and may not have been suited for engaging in an ex-
ploratory, regression-promoting psychoanalytic process.

Another important study was conducted by the Columbia
University Department of Psychiatry Center for Psychoana-
lytic Training and Research. Over 250 psychoanalytic pa-
tients (less disturbed than the Menninger clients), the largest
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sample ever examined in one research project, were studied
from 1945 to 1961. A second wave of data collection involv-
ing about 90 patients ran from 1962 through 1971. Data in-
cluded case records and reports of patients, analysts, and
supervisors. Judges with adequate reliability evaluated these
sources. Outcome was assessed through judge evaluation of
circumstances of termination, clinical judgment of improve-
ment by independent judges and treating therapists, and
change scores based on judges’ evaluations of records at the
beginning and end of treatment. Overall, patients benefited
from treatment. Length of therapy and development of an an-
alytic process were strongly related to the benefits obtained.
Reviews and analyses of these data may be found in
Bachrach, Weber, and Solomon (1985) and Weber, Bachrach,
and Solomon (1985a, 1985b).

In later research at Columbia, Vaughan and her colleagues
(Vaughan et al., 2000) investigated whether psychoanalysis
and long-term analytic therapy could be feasibly subjected to
the degree of methodological rigor necessary to establish their
effectiveness. Methodology that has been used to study brief
therapies and pharmacological studies—including self-report
data, therapist data, and blind ratings at baseline, 6 months,
and 1 year—was applied to nine patients in analysis and 15 in
dynamic psychotherapy. Significant therapeutic effects on a
variety of measures were seen at 1 year, despite the small sam-
ple, in both psychoanalysis and dynamic therapy. The authors
did note, however, some resistance by clinicians to having
their work studied—a problem if psychologists are to attain
reliable data on outcome.

The Boston Psychoanalytic Institute conducted a retrospec-
tive study covering the years 1959 to 1966 (Sashin, Eldred, &
Van Amerowgen, 1975) that showed positive effects of both
treatment in general and treatment length in particular. A
prospective and therefore less potentially biased study was un-
dertaken at the same institute in 1972 (Kantrowitz, Katz,
Paolitto, Sashin, & Solomon, 1987a, 1987b). Measures taken at
the beginning and end of treatment included the Rorschach,
TAT, Draw-a-Person Test, Cole Animal Test, and WAIS verbal
subtests. These were evaluated by two judges for reality testing,
object relations, motivation for treatment, availability of affect,
and affect tolerance. Both intake and termination interviewers
also made these judgments, based on their respective experi-
ences of each patient. A year after treatment, the therapist was
interviewed, and his or her comments were rated for analytic
process and for outcome. Therapeutic benefit was assessed in
terms of changes in the tests (pre- to posttest) and in terms of
therapist assessment.Again, patients showed improvement, and
level of improvement was positively related to treatment length.

Afollow-up on these patients, collected up to 10 years after
termination (Kantrowitz, Katz, & Paolitto, 1990a, 1990b,

1990c; Kantrowitz et al., 1989), showed that most had devel-
oped self-analytic capabilities and were maintaining their
gains. Individual improvement was variable: Some kept
improving, some maintained their gains, some had ups and
downs, and a few got worse. Despite the variability, this result
is impressive because 10-year follow-ups are extremely rare
in the literature. That most patients had stayed better and
acquired a lifelong skill of engaging in a self-analytic process
is a remarkable finding.

The New York Psychoanalytic Institute collected data from
1967 to 1969 (Erle, 1979; Erle & Goldberg, 1984), showing
that treatment length was strongly related to outcome and that
most patients improved. Similar results were obtained with a
retrospective study. Because all variables were collected from
the treating therapists and were not confirmed through inde-
pendent report or even by the patients involved, these data are
not very reliable. Erle and Goldberg (1984) acknowledge the
limitations of their findings, calling them preliminary.

A methodologically stronger study has recently been car-
ried out in Sweden. Sandell and his colleagues (2000) col-
lected data on 450 patients (a 66% response rate from a pool
of 756), using normed interview and questionnaire data from
patients and therapists, as well as absenteeism and health care
utilization data. Patients were in a range of analytic therapies,
including 74 in analysis three or more times per week. Find-
ings were complex, but overall, patients in both analysis and
therapy improved in treatment in direct proportion to its du-
ration and frequency. Oddly, improvement was high on self-
rating measures of symptom relief and general morale but not
in the area of social relations.

Taken together, these studies support the efficacy of psycho-
analysis and psychoanalytic therapy. They also demonstrate
that deeply entrenched problems are amenable to psychoanaly-
sis and psychodynamic treatment. Bachrach, Galatzer-Levy,
Skolnikoff, and Waldron (1991); Doidge (1997); and Galatzer-
Levy et al. (2000) provide excellent reviews of these and other
psychoanalytic outcome studies.

A method for studying long-term psychotherapy that is
popular in psychology today falls under the heading of
“effectiveness” research. It was not designed with psycho-
analytic principles in mind; rather, it was created as a coun-
terpoint to rigorous, internally valid but somewhat artificial
psychotherapy outcome studies termed efficacy research. In a
nutshell, effectiveness studies are concerned with how actual
patients fare in the real world. The goal of these naturalistic
studies is ecological validity. Therapy investigated by effec-
tiveness research includes long-term treatment, and long-
term treatment as currently practiced is still overwhelmingly
psychodynamic. We therefore review this area of research
here.
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The first effectiveness study was conducted by Consumer
Reports magazine (Seligman, 1995, 1996), whose editors
sent readers a questionnaire on their experiences in psy-
chotherapy. More than 4,000 respondents reported having
been in some kind of treatment; almost 3,000 had seen men-
tal health professionals. Treatments were not standardized,
diagnostic information was not obtained, and before and after
measures were not taken. Data were obtained only from
clients and were analyzed as to length and frequency of treat-
ment and type of professional providing it. Results indicated
that therapy was helpful. Psychiatrists, psychologists, and so-
cial workers obtained better results than did other profession-
als such as physicians and marriage counselors. Of particular
relevance to our concerns is that greater improvement was
associated with long-term as opposed to short-term treatment
and with higher session frequency. Results were not limited
to symptom relief; people reported that the quality of their
lives had improved as well. These findings are controversial
because they consist of self-report data, which are notori-
ously subject to bias, in a study that lacked a control group
(see Vanden Bos, 1996).

For our purposes, a significant limitation of the Consumer
Reports study is that although the treatments can be assumed
to have been largely psychodynamic, this was not shown.
Freedman, Hoffenberg, Vorus, and Frosch (1999) solved this
problem by applying effectiveness methodology to psycho-
analysis. Patients in their study were treated at a clinic asso-
ciated with the Institute for Psychoanalytic Therapy and
Research (IPTAR); thus, this study concerned itself specifi-
cally with psychoanalytic treatments. The investigators sent
out 240 questionnaires, of which 99 were returned (41%).
Treatment duration ranged from 1 month to 2 years, and ses-
sion frequency from once a month to three times a week.
Measures were the same as those used in the Consumer Re-
ports study. Results from the IPTAR study replicated those of
the Consumer Reports survey. Length of treatment was posi-
tively related to outcome, especially when therapies of under
6 months were compared with treatment lasting over a year.
Frequency was also related to outcome: Both two- and three-
times-a-week appointments proved superior to once-weekly
sessions, although they did not differ significantly from each
other. Moreover, frequency and duration contributed sepa-
rately to outcome—that is, each was related to outcome inde-
pendently of the other (cf. Roth & Fonagy, 1996).

Taken together, these studies indicate that long-term psy-
choanalytic psychotherapy is effective. They also support the
conclusion that duration and frequency of treatment are im-
portant variables. Prior to these findings, psychoanalytic clin-
icians had only personal and anecdotal experience to support
their conviction that psychoanalysis and psychodynamic

therapy are beneficial to their patients and that more is better.
Currently, a collaborative analytic multisite program, spear-
headed by the American Psychoanalytic Association, is gath-
ering process and outcome data from numerous research
groups in the United States and elsewhere, in which a com-
mon database of audiotaped and transcribed psychoanalytic
sessions will be analyzed in methodologically sophisticated
ways that correct for design flaws in the earlier studies.
Regrettably, costs of implementing this project are high
enough—and funding dicey enough—that Wallerstein (2001)
has wryly referred to the fulfillment of the aim to integrate
these process and outcome studies as “music for the future”
(p. 263). We look forward to hearing this music.

CURRENT DIRECTIONS IN 
PSYCHODYNAMIC PSYCHOTHERAPY

Changes in health care financing have required psychoanalyt-
ically oriented therapists to confront treatment exigencies
radically at odds with their sensibilities. One positive effect
of the managed care movement has been to stimulate research
on psychoanalytic therapies. Meanwhile, more and more psy-
chodynamic clinicians are practicing on a fee-for-service
basis outside health maintenance plans because the values
and goals of analytic work are hard to graft on a symptom-
focused, limited-session model in which drug treatment is
privileged (cf. McWilliams, 1999).

Peripheral to managed care and its political context, there
are some areas of current psychoanalytic exploration that have
significant implications for therapy. For example, there is an
impressive clinical and empirical literature about infancy that
permits preventive interventions of a precise nature (e.g.,
Greenspan, 1992; Stern, 1995). Psychoanalytic therapy with
children has matured into a sophisticated discipline with em-
pirical as well as theoretical underpinnings (Chethik, 2000;
Heineman, 1998). There is a growing body of psychoanalytic
work that illuminates the psychologies and the treatment
needs of previously ill-served populations such as people in
sexual minorities (e.g., Glassgold & Iasenza, 1995; Isay, 1989,
1994), in cultures of poverty (Altman, 1995), and in racial and
ethnic subgroups (e.g., Foster, Moskowitz, & Javier, 1996;
Jackson & Greene, 2000).

Psychoanalytically influenced feminists have been con-
tributing to an increasingly sophisticated interdisciplinary
conversation on gender (e.g., Young-Breuhl, 2000). Connec-
tions between psychoanalytic theory and diverse religious
and spiritual traditions are being forged (e.g., Epstein, 1998;
Suler, 1993). Philosophical explorations of psychoanalysis
are enjoying a recrudescence, in the contemporary context of
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hermeneutic, postmodernism, and social constructivist ideas
(e.g., Hoffman, 1991, 1992; Messer, Sass, & Woolfolk,
1994). Other scholars are integrating analytic theory and cog-
nitive neuroscience (e.g., Schore, 1994).

We hope that we have conveyed the richness and diversity
of the psychodynamic tradition. In the new millennium, when
the talking cure has been subject to unforgiving scrutiny and
penetrating criticism, the need for well-controlled research on
psychoanalytic therapies—and on conventional long-term
treatment in particular—is especially pressing.
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Behavior therapy (BT), which began in earnest during the
1960s, and Cognitive Behavior Therapy (CBT), which began
during the 1970s, are now among the mainstream models of
psychosocial clinical interventions. Training in these concep-
tual models and in the related interventions is central to most
doctoral and internship programs in Clinical, Counseling,
and School Psychology. Because the therapies are so compat-
ible with the prevailing biological models of modern Psychi-
atry, training and clinical use of these therapies (along with
Interpersonal Psychotherapy) have even made their way into
most departments of Psychiatry.

BT and CBT interventions have not always enjoyed such
valued status. For example, in a debate conducted during the
late 1960s at the University of Illinois between Leonard
Ullmann (a behaviorist) and Charles Patterson (a distin-
guished Rogerian therapist and writer), the latter described BT
as only a “passing fad.” When we first began using BT proce-
dures at Pennsylvania State University in the early 1970s, a
Philosophy professor called for a faculty council meeting to
prohibit these interventions in the Psychology Clinic, even la-
beling them “unethical.” Although controversial in the begin-
ning, BT and subsequently CBT overcame and survived such
criticisms, as well as the widely held view that direct modifi-
cations of clinical problems would result in “symptom substi-
tution.” A description of the background and brief history of
BT and CBT will elucidate how these psychotherapies
achieved the positive stature they currently enjoy.

ORIGINS, BACKGROUND, AND BRIEF HISTORY

Development of Behavior Therapy

BT grew out of the conceptual framework of Behaviorism,
which may be traced to a variety of influences from around
the world. In the United States, John B. Watson (1878–1958)
is usually credited with changing the focus of psychology
from introspection of Structuralism and Functionalism to the
study of observable behaviors. Watson defined Psychology as
the “science of behavior,” which limited the scope of psycho-
logical inquiry to directly observable, objectively verifiable
events and behaviors. Because of Watson’s influence in
America as well as the research on conditioning in Russia and
animal behavioral research in Europe (especially England),
behaviorism became the primary conceptual framework un-
derlying most basic psychological research from the 1920s
through the 1970s.

Although there were sporadic studies evaluating the clin-
ical application of behavioral interventions prior to World
War II, it was the emergence of Clinical Psychology follow-
ing that war that produced more extensive developments
within BT (see W. E. Craighead, Craighead, & Ilardi, 1995).
The primary defining characteristic of BT was the applica-
tion of principles of behaviorism to clinical phenomena as
psychology moved from the basic science laboratories to in-
form clinical interventions. Behaviorism focused on how
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learning occurs, and several theories of learning emerged
over the 50-year period dominated by Behaviorism (see
Kazdin, 1978, for details). However, principles of learning
from two of these learning theories guided the development
of BT during the 1950s: (a) the application of principles of
operant conditioning (first labeled behavior modification,
but now most commonly called applied behavior analysis)
championed by Skinner (1953) and his colleagues; and
(b) the application of principles of classical conditioning (at
least metaphorically) by Wolpe (1958) in his description of
behavioral treatments for anxiety. Similar developments,
exemplified by Eysenck (1960) and his colleagues at the
Institute of Psychiatry in London, occurred concurrently in
Europe.

In addition to utilizing principles drawn from learning
theory to guide the development of intervention procedures,
another fundamental hallmark of BT has been its insistence
on the empirical evaluation of the BT interventions. In the
final analysis, it has been this empirical emphasis that has
given BT its staying power and supported its efficacy with
a wide range of clinical disorders (see L. W. Craighead,
Craighead, Kazdin, & Mahoney, 1994; Kazdin, 1994). BT
began with a focus on treatment of “anxiety” problems,
largely because anxiety was viewed as the core of “neuroses”
within the prevailing psychodynamic model of psy-
chopathology and treatment. As we shall see later in this
chapter, applications were soon developed for a variety of
other clinical disorders. During the 1970s, however, a conflu-
ence of factors resulted in a large percentage of behavior
therapists shifting their focus to internal cognitive processes;
these factors produced the therapies now subsumed under the
rubric of CBT.

Emergence of Cognitive-Behavior Therapy

The fundamental factor effecting a shift to a more cognitive
focus within BT was the shift in the focus of basic psychol-
ogy. During the late 1960s and the early 1970s basic psychol-
ogy underwent what Kuhn has labeled a “paradigm shift”
(Kuhn, 1962). Because it focused on observable behaviors
(stimulus-response relationships), basic psychology, guided
by Behaviorism, had eschewed the human “black box,” but
with the “cognitive revolution” (see Dember, 1974) there was
a shift to the study of internal cognitive processes (e.g., infor-
mation processing, memory, problem solving, etc.).

Because behavior therapists were guided by basic psychol-
ogy, the cognitive shift in basic psychology had a direct im-
pact on the models and procedures of their clinical endeavors.
This shift implied a central role for cognitive processes in the
mediation of behavior and thereby legitimized cognition as a

viable target for clinical intervention. Just as with BT, the
specific definition of CBT has not been monolithic, and over
20 different approaches to CBT have been identified
(Mahoney & Lyddon, 1988). We can now trace these CBT
therapies to three major influences. First (as just noted) was
the application of basic cognitive psychology constructs by
empirically oriented clinicians to the development of models
and procedures of clinical intervention (e.g., Bandura’s 1969
use of information processing in the development of his social
learning theory). The second major influence was the refor-
mulation of behavioral self-control procedures as cognitive
interventions (e.g., Thoresen & Mahoney, 1974). Finally,
there was the emergence of Ellis’s (1962) and A. T. Beck’s
(1964, 1970) cognitive therapies (CT), which were devel-
oped within a clinical setting and initially based on clinical
experience rather than findings of basic psychology (see
W. E. Craighead et al., 1995, for detailed discussion of these
influences).

BT and CBT share the same basic assumptions; namely,
basic psychological research can inform clinical models
and procedures, and one should evaluate the efficacy and
effectiveness of clinical interventions. The major difference
between BT and CBT lies in the conceptualization of the psy-
chopathology and the specific intervention programs for the
various clinical disorders. Many behavior therapists who
label themselves applied behavior analysts may still avoid
the use of cognitive models and strategies. Similarly, there
are those who see themselves as strict cognitive therapists,
and they may view behaviors as important only because
they can become the basis for discussion and modification of
cognitive styles associated with those behaviors. In the
main, however, BT and CBT models are conceptually quite
similar, and the procedures from both are complementary in
the clinical process. J. S. Beck (2001) recently suggested a
need to distinguish between CT and CBT, but then she de-
scribed an intervention program for a depressed patient that
was as behavioral as it was cognitive. Her description also
demonstrated an extremely important clinical factor, which
we shall note in several places in this chapter: Both BT and
CBT are usually compatible with appropriate medication
interventions.

Within the remainder of this chapter we describe and dis-
cuss BT and CBT interventions for most of the major clinical
disorders. We have organized the following section according
to the disorders treated, rather than according to the various
clinical procedures employed. In order to avoid redundancy,
we describe each treatment program (e.g.,A. T. Beck’s form of
CBT) only the first time it is noted. We conclude with some
comments about future directions for relevant conceptual is-
sues and clinical research.
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CLINICAL RESEARCH ON BEHAVIOR THERAPY
AND COGNITIVE-BEHAVIOR THERAPY

Anxiety Disorders

Phobias

Because the treatment of anxiety disorders with BT began
with an emphasis on fear, anxiety, and avoidance, we begin
our discussion with phobias. Wolpe (1958) provided the first
comprehensive discussion of BT treatments of anxiety in
his classic book, Psychotherapy by Reciprocal Inhibition.
Concurrently, Eysenck (1960) and his colleagues were chal-
lenging the psychodynamic concept of anxiety as the core of
neuroses. Wolpe argued that anxiety, and specifically phobias,
represented conditioned autonomic nervous system responses
to certain environmental situations or stimuli. Based on labo-
ratory research, primarily with cats, he posited several BT
interventions to alleviate the conditioned anxiety responses.
Two of those procedures that have been widely studied are
systematic desensitization (including relaxation training) and
assertion training.

The diagnostic system at that time did not include the level
of differentiation currently in place for anxiety disorders. Nev-
ertheless, systematic desensitization was evaluated for a num-
ber of problems that currently would be labeled phobia or
social phobia (see Paul, 1969). Systematic desensitization
comprises three procedures: training in progressive muscular
relaxation; development of a hierarchy of stimulus situations
ranging from those that trigger very low levels of anxiety to
the one (e.g., flying in a plane) that elicits the phobic reaction;
and sequential visualization of the hierarchy of situations
while remaining relaxed in the therapist’s office. Early BT re-
search demonstrated that systematic desensitization was ef-
fective in reducing anxiety associated with social interactions,
public speaking, and a variety of phobic situations (Paul,
1969). Progressive muscular relaxation continues to be widely
used as a part of BT/CBT treatments for virtually all anxiety
disorders. Systematic desensitization is primarily used for
treatment of those disorders for which exposure-based treat-
ments (described in the next paragraph) are not appropriate or
as a first step in an exposure treatment program.

Utilizing principles of both operant and classical condi-
tioning, other behavior therapists in the United States (e.g.,
Agras, Leitenberg, & Barlow, 1968) and in England (e.g.,
Marks, 1969) developed another procedure, “in vivo
exposure,” to treat phobias. With in vivo exposure, the phobic
individual, frequently accompanied by the therapist, is gradu-
ally placed in the presence of the phobic object. The person is
asked not to avoid or escape the situation until the anxiety is
habituated or significantly decreased. Although some anxiety

situations (e.g., anxiety regarding sexual interactions) neces-
sitate the use of imaginal exposure as used in systematic
desensitization, in vivo exposure has generally been found to
be the more efficacious of the two procedures (see Barlow,
1988). Consistent with his social learning model of therapeu-
tic change, Bandura added a cognitive component (e.g., self-
instruction training) to both systematic desensitization and in
vivo exposure and suggested that the therapist model both the
behaviors and the cognitive component as part of the therapy
(see Bandura, 1977).

In the Diagnostic and Statistical Manual of Mental
Disorders–Fourth Edition (DSM-IV; American Psychologi-
cal Association [APA], 1994), phobias were divided into five
categories: blood-injection-injury, situational, natural envi-
ronment, animal, and other (e.g., choking). With all types
of phobias for which it is possible, an exposure-based inter-
vention, structured and implemented by a clinician, is the
most effective BT method. In addition, because of the risk of
fainting during in vivo exposure for blood-injection-injury
phobia, the patient needs to be taught how to tense various
muscle groups in order to keep the blood pressure high
enough to prevent fainting (Ost, 1992). Recently, Ost and his
colleagues have utilized massed (e.g., all-day) exposure,
which is effective for most individuals with phobias and may
be completed in one session (Hellstrom, Fellenius, & Ost,
1996; Ost, Ferebee, & Furmark, 1997). Although these pro-
cedures may seem simple, they need to be implemented by a
clinician according to principles of learning and extinction.
Self-administration or administration by an untrained thera-
pist is typically not effective and can even make the problem
worse because of inadequate or inappropriate exposure.

One of the clinical problems for which exposure therapies
have been especially useful is now called agoraphobia. Re-
search has gradually demonstrated that patients diagnosed
with agoraphobia frequently suffered from panic attacks and
that exposure therapy alone was not a particularly effective
intervention for those comorbid panic attacks. This led to the
development of BT and CBT interventions designed specifi-
cally for the treatment of panic disorder (PD) with and with-
out agoraphobia (see Barlow & Lehman, 1996, for discussion
of this issue as well as treatments of other anxiety disorders).

Panic Disorder

Barlow and his colleagues (e.g., Barlow & Craske, 1994)
have developed an effective CBT program called Panic Con-
trol Therapy (PCT), for treating PD. The treatment consists
of: (a) progressive muscular relaxation and breathing retrain-
ing; (b) interoceptive exposure (exposure to clinically in-
duced physiological arousal cues that mimic panic attack
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symptoms, e.g., by use of hyperventilation, exercise, etc.);
and (c) cognitive restructuring aimed at correcting miscon-
ceptions about anxiety and pain as well as overestimates of
the threat and danger of panic attacks. Clark and his col-
leagues (Clark, 1989; Salkovskis & Clark, 1991), working in
England and utilizing a cognitive theoretical model of PD,
developed a program that is quite similar to Barlow’s PCT. It
has the same major components, including the focus on
correction of misperceived physiological cues, but it places
greater emphasis on the intervention’s cognitive restructuring
phase, which is more similar to the cognitive approach of
A. T. Beck’s CBT.

Barlow’s PCT program, which has been extensively
evaluated by its originators, was recently compared to
imipramine (Tofranil), CBT plus imipramine, CBT plus
placebo, and placebo alone in a four-site randomized control
trial (RCT; Barlow, Gorman, Shear, & Woods, 2000). All ac-
tive treatments were more effective than placebo alone.
Imipramine produced a slightly higher initial quality of re-
sponse, but CBT was more durable and somewhat better tol-
erated. Only CBT alone and CBT plus placebo were superior
to placebo alone at the 6-month follow-up. It is interesting to
note that the combined CBT-imipramine condition, which
produced slightly superior acute treatment results, had a large
relapse rate and was not superior to placebo alone at the
6-month follow-up.

Research with Clark’s CBT has provided results fairly sim-
ilar to those obtained with Barlow’s PCT. For example, Clark
et al. (1994) found that approximately 75% of panic patients
treated with CBT were panic free, and this compared to 70%
for those who received imipramine and 40% who received
applied relaxation training.At a 9-month follow-up, only 15%
of the CBT patients had relapsed, whereas the relapse rate for
the imipramine patients was 40% and for the applied relax-
ation patients was 53%; CBT was significantly more effective
than either of the other two conditions at follow-up.

The combination of CBT with high-potency benzodi-
azepines appears to be one of the areas in which CBT and
medications are incompatible. For example, both Brown and
Barlow (1995) and Otto, Pollack, and Sabatino (1995) have
found that the effects of CBT are weakened by the concur-
rent administration of benzodiazepines. Because of this and
because of the high rate of relapse following typical termina-
tion of benzodiazepines, which are frequently prescribed
by physicians for anxiety disorders, Otto et al. (1993) and
Spiegel, Bruce, Gregg, and Nuzzarello (1994) have devel-
oped effective programs for the tapering of benzodiazepines
while patients receive CBT/PCT.

The cumulative data for these CBT programs suggest that
CBT may very well be the treatment of choice for PD. It

appears to be as effective as medications, and it appears to be
more enduring. Of course, these findings will have to be repli-
cated in subsequent comparisons to newer medications (e.g.,
selective serotonin reuptake inhibitors, SSRIs) in order for
this conclusion to stand.

Obsessive-Compulsive Disorder

The most effective psychosocial treatment for obsessive-
compulsive disorder (OCD) is a BT procedure called expo-
sure and ritual prevention (EX/RP; Franklin & Foa, 2002).
EX/RP derives from the following conceptualization of
OCD: Obsessions evoke pathological and unrealistic anxiety,
and compulsions are performed in order to reduce that obses-
sional anxiety. Treatment consists of repeated exposures to
situations (stimuli) that evoke the obsessions and the associ-
ated urges to perform compulsions (i.e., ritualize). These pro-
cedures produce a gradual reduction (i.e., habituation) of the
obsessional anxiety and, consequently, a decrease of urges to
ritualize. In EX/RP individuals suffering from OCD are ex-
posed to the stimuli that trigger obsessional thoughts, and the
therapist assists in preventing ritualistic behaviors and obses-
sional thoughts by verbally guiding the patient in their absti-
nence. In addition to overt behaviors, the program can also be
implemented with mental rituals such as fear of swearing in
church or continuous counting.

Treatment programs vary with respect to the length, num-
ber, and spacing of exposure sessions (Foa & Franklin,
1999). In the “intensive program,” developed by Foa and her
colleagues (Franklin, Kozak, Levitt, & Foa, 2000), patients
typically participate in 15 exposure sessions (imaginal and in
vivo) of 90-min duration conducted over 3 to 4 weeks. The
program utilizes homework assignments, which require the
patient to practice EX/RP between sessions.

Foa and Liebowitz and their colleagues (Kozak,
Liebowitz, & Foa, 2000) conducted an extensive two-site
RCT comparing EX/RP to clomipramine, their combination,
and pill placebo conditions. Preliminary results indicate that
EX/RP was more effective than clomipramine alone (which
was more effective than placebo), and the combination of
clomipramine and EX/RP was no more effective than was
EX/RP alone. Furthermore, meta-analytic studies of EX/RP
and SSRIs revealed the treatment effect sizes to be somewhat
greater for EX/RP (van Balkom et al., 1994).

The few treatment studies with adequate follow-up data
have demonstrated a very high relapse for medication treat-
ments but only modest relapse for EX/RP, particularly when
a relapse-prevention component is included in the treatment
program (Hiss, Foa, & Kozak, 1994). Nevertheless, some pa-
tients are reluctant to participate in EX/RP because they fear
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that their OCD symptoms will increase rather than diminish;
such patients may benefit from treatment that begins with
medication (an SSRI or clomipramine) followed by EX/RP
(Foa & Wilson, 2000). Use of EX/RP requires expertise in
BT, in general, and training in the specific intervention pro-
cedures; thus, it is not yet widely available even though it ap-
pears to be the treatment of choice for OCD when properly
delivered.

Social Phobia

Although there were several early studies regarding BT pro-
cedures for public speaking anxiety (e.g., Paul, 1966), it is
only recently that the treatment of social phobia has been sys-
tematically studied. Social phobia is a very prevalent disorder
that interferes substantially with work (including school), so-
cial interactions, and intimate relationships. Several studies
have demonstrated that exposure therapy and cognitive re-
structuring are effective BT-CBT interventions (see Barlow,
1988).

Heimberg, Liebowitz, and their colleagues have con-
ducted the most extensive and clinically relevant work.
Heimberg and his colleagues developed a group behavioral
and cognitive therapy (GBCT) that includes social exposure
exercises and cognitive restructuring implemented within a
group therapy setting. In their first systematic study, they
compared GBCT to an educational supportive group therapy
(ESGT; Heimberg et al., 1990). GBCT was superior to ESGT
on most measures employed in the study, and these superior
effects were sustained at various follow-ups concluding at
5 years. 

The results of the preceding study led to a multisite study
comparing GBCT with the monoamine oxidase inhibitor
(MAOI) phenelzine, pill placebo, and ESGT (Heimberg et al.,
1998). Because one site developed GBCT and the other is well
known for the treatment of social phobia with medications and
because of the inclusion of appropriate control groups, this
study provided an excellent test of treatment efficacy and alle-
giance effects. Both phenelzine and GBCT were found to be
superior to both control groups. However, phenelzine ap-
peared to work faster and was superior on a few of the outcome
measures, although these were minimal differences. There
were no substantial effects for treatment sites, suggesting that
therapeutic allegiance made little difference in this study.
Liebowitz et al. (1999) followed the patients in the phenelzine
and the GBCT conditions for 6 months of maintenance ther-
apy and an additional 6 months during which they received no
treatment. Slightly more phenelzine patients relapsed during
the treatment-free period, so that by the end of follow-up there
were very few differences between the two groups. The slight

superiority of phenelzine during active treatment seems to be
offset by the greater relapse during the follow-up, so the treat-
ments appear to be equally effective for social phobia.

Posttraumatic Stress Disorder

BT treatments of posttraumatic stress disorder (PTSD) have
included a variety of exposure-based procedures. CBT ap-
proaches have been broader and typically include some type
of exposure procedure plus training in progressive muscular
relaxation, problem solving, emotional regulation, and cogni-
tive restructuring. Most of the studies evaluating these inter-
ventions have included patients who have suffered from a
specific traumatic event (e.g., rape) rather than patients who
have suffered repeated traumas such as having been in an in-
cestuous relationship (many of these patients suffer from pri-
mary problems in addition to PTSD). The major exception
to this has been the treatment of war-related traumas (e.g.,
Keane, Fairbank, Caddell, & Zimering, 1989).

Exposure-based therapies for PTSD have been evaluated
as treatments for sexual and nonsexual assault as well as war-
related traumas (see Bryant, 2000; Rothbaum, Meadows,
Resick, & Foy, 2000). In general, in vivo exposure has been
more effective than imaginal exposure, and whenever possible
in vivo exposure should be incorporated into the intervention
program. About 50% of PTSD patients are responsive to the
best exposure therapies (Foa & Meadows, 1997; Marks,
Lovell, Noshirvani, Livanou, & Thrasher, 1998). Nevertheless,
exposure therapy appears to be superior to wait-list and usual
treatments for PTSD and indeed among the most effective
treatments available for this serious and complicated clinical
problem (Bryant, 2000).

As with OCD, some patients choose not to participate in
exposure therapy because of fear that it will exacerbate their
problems. Some of these individuals may be making an
adaptive choice because preliminary data suggest that indi-
viduals with extreme levels of anxiety (Ehlers et al., 1998)
and high levels of anger (Riggs, Rothbaum, & Foa, 1995)
may not be appropriate candidates for this type of therapy.
However, Lovell, Marks, Noshirvani, Thrasher, and Livanou
(2001) demonstrated that exposure was equivalent to CBT in
alleviating both behavioral and emotional symptoms of
PTSD; both were superior to a placebo control group. Nev-
ertheless, it needs to be noted that incorrect use of exposure
procedures (e.g., not following standard time parameters)
has the potential to be detrimental to various types of anx-
ious patients, and especially patients suffering from PTSD
(Bleich, Shalev, Shoham, Solomon, & Kotler, 1992; Pitman
et al., 1991). As noted in the treatment of OCD, exposure
therapy is among the most powerful interventions, and it
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should be used cautiously by well-trained mental health pro-
fessionals.

Because of the hypothesized role of cognitive factors in
the development and maintenance of PTSD, several authors
have developed typical CBT programs for the treatment of
this disorder, although there is a greater than usual emphasis
on emotional regulation. Resick and Schicke (1992) devel-
oped a specific CBT program, cognitive processing therapy,
which they have found to be effective for the treatment of
rape trauma. Both Marks et al. (1998) and Tarrier et al. (1999)
found CBT to be an effective treatment for trauma caused by
a wide range of multiple events in patients’ lives. As noted,
however, exposure was just as effective as CBT in the Marks
et al. study (Lovell et al., 2001).

The most controversial treatment for PTSD is probably
Eye Movement Desensitization and Reprocessing (EMDR;
Shapiro, 1995). In EMDR the client, while tracking the ther-
apist’s finger as it is moved within the client’s field of vision,
visualizes or remembers as vividly as possible the traumatic
situation. Most of the research on this procedure has been
seriously flawed, and the only firm conclusion that can cur-
rently be reached is that the eye movement component of the
therapy is not critical to whatever gains may be attained by
EMDR (Pitman et al., 1996). If EMDR does prove to be ef-
fective for some PTSD patients, it is likely that “exposure” is
the effective ingredient inherent in the procedure; more effi-
cacious exposure procedures clearly are available for the
clinician (see Bryant, 2000).

Eating Disorders and Obesity

Anorexia Nervosa

Operant techniques (BT), primarily returning privileges or de-
livering reinforcers contingent on weight gain and contracting
to maintain the weight gained, were first introduced into inpa-
tient settings for the treatment of anorexia nervosa (AN) in the
early 1960s. The approach was so effective it has been incor-
porated, either implicitly or explicitly, into most current hos-
pital programs (see review by Touyz & Beumont, 1997).
Touyz and colleagues demonstrated that more flexible BT
programs were as effective as were the early, rigid programs.
Both programs promoted weight gain at a rate of about .2/kg
per day, but the flexible program required less nursing time
and was more acceptable to patients, and the same percentage
of patients were able to reach goal weight. CBT interventions,
developed initially for bulimia (discussed later), have been
adapted to the treatment of AN (see the description in Garner,
Vitousek, & Pike, 1997). These procedures are widely used
clinically, but they have not been rigorously evaluated. It has

not been possible to determine the specific contribution of the
cognitive component, particularly within comprehensive
inpatient programs. Only one outpatient trial has been re-
ported; Channon, De Silva, Hemsley, and Perkins (1989)
found no differences in outcome among BT, CBT, or tradi-
tional weight monitoring, but the study’s small sample size
precludes definite conclusions. The most recent innovation
has been the incorporation of motivational interviewing into
treatment for AN (see Treasure et al., 1999) as a way to ad-
dress the client’s ambivalence about weight gain. Behav-
iorally oriented family systems therapy has been applied to
AN; the one study available supported its effectiveness
compared to ego-oriented psychotherapy (Robin, Siegel, &
Moye, 1995).

Bulimia Nervosa

In contrast to AN, there are over 50 randomized clinical trials
that clearly establish CBT as the treatment of choice for bu-
limia nervosa (BN; see review by Wilson & Fairburn, 2002).
This intervention, first described by Fairburn (1981), has
been evaluated in both group and individual formats. CBT
typically consists of about 19 outpatient sessions occurring
during a 20-week period. Two treatment manuals are avail-
able (Apple & Agras, 1997; Fairburn, Marcus, & Wilson,
1993). CBT utilizes behavioral strategies to interrupt the
cycle of restraint, binge eating, and purging; establish a nor-
malized eating pattern (3 meals and 2 snacks); and reintro-
duce forbidden foods. Cognitive restructuring is added to
challenge the dysfunctional attitudes and beliefs that perpet-
uate disordered eating. Relapse prevention strategies are used
to facilitate maintenance of changes.

Wilson and Fairburn’s (2002) review supports the follow-
ing conclusions. CBT leads to significant improvements on
the focal symptoms, binge eating and purging (average 85%
reduction in frequency; 55% remitted), attitudes toward
weight and shape, and general psychological functioning.
Maintenance at 1-year follow-up is favorable, and one 6-year
follow-up has been reported (Fairburn et al., 1995).Asubset of
BN patients can be effectively treated with abbreviated,
guided self-help versions of CBT (Treasure et al., 1994). A
specific behavioral procedure, exposure and response preven-
tion (for purging), does not appear to add significantly to the
CBT package. Comorbid personality disorder is a negative
predictor for all interventions for BN. Intensive day treatment
and inpatient programs are available for outpatient nonrespon-
ders; however, only one study (Maddocks, Kaplan, Woodside,
Langdon, & Piran, 1992) has reported on such a program.

CBT is more effective at the end of treatment than are
any nondirective, supportive, or psychodynamically oriented
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psychotherapies (see Wilson & Fairburn, 2002). Recently, a
large multisite, controlled trial (Agras, Walsh, Fairburn,
Wilson, & Kraemer, 2000) replicated an earlier finding that
patients receiving Interpersonal Psychotherapy (IPT) do not
improve as much by the end of treatment. However, they con-
tinue to improve during follow-up, whereas CBT subjects
maintain their improvement. Thus, the differences at 1-year
follow-up (40% remitted with CBT vs. 27% with IPT) no
longer reached significance. Unfortunately, no predictors of
differential response to the two treatments have been found. 

Comparisons between CBT and pharmacotherapy (antide-
pressant medication) generally favor CBT at follow-up as-
sessments, even when end-of-treatment effects have been
equivalent (see Wilson & Fairburn, 2002). Support for addi-
tive effects of combining the two treatments is relatively
weak. Walsh et al. (1997) combined CBT with a two-stage
antidepressant medication protocol (a second antidepressant
was employed if the first was ineffective or poorly tolerated).
This combined condition reduced depression (but not focal
symptoms) more than did CBT alone. However, medication
was most effective for patients with a family history of de-
pression and patients with a positive dexamethasone suppres-
sion test. Thus, future research is likely to identify subgroups
of patients who benefit from this combination of treatments.

Obesity

Obesity was a very popular treatment target of early (1960s)
behavioral weight loss (BWL) interventions; this was proba-
bly due to the clearly observable outcome measure of weight.
These BWL programs were short-term interventions that had
a relatively narrow focus on altering eating behavior and used
functional analyses of behavior. Stimulus control procedures
were used to alter antecedents to eating, and contingency
management was used to alter consequences for eating. It
quickly became clear that while superior to other available
interventions, these BWL programs led to quite modest
weight losses that were not well maintained (see review by
Grilo, 1996). Thus, longer, more comprehensive programs
were developed. Currently, BWL interventions include mul-
tiple components such as nutrition education, exercise pro-
grams, lifestyle change, and relapse prevention strategies.

Grilo (1996) summarized the major conclusions that can be
reached about BWL programs. BWL is moderately effective
in the short run, but the long-term outcome is not as positive.
Weight loss seems to peak at about 6 months of treatment. Few
patients achieve goal weight; most lose about 10% to 15% of
their body weight. On average patients regain one third to one
half of the weight lost during the year after treatment. Very low
calorie diets do not improve the long-term results achieved

with the more moderate restriction advocated in BWL. Sus-
tained exercise consistently emerges as a correlate of success-
ful long-term maintenance, even though initiating exercise by
itself does not generally lead to significant weight loss. It is not
clear whether adding specific cognitive interventions is help-
ful, but participants like them. The addition of relapse preven-
tion strategies or booster sessions has not been shown
significantly to improve long-term outcome.

Recognition of the strong genetic and metabolic compo-
nents of obesity has led to a growing consensus that obesity
may be better conceptualized as a chronic disease. It may re-
quire intermittent or even continuous treatment to be effec-
tive, at least with more severe cases. Wilson (1994) argued
that pharmacological interventions will likely need to be
added to BWL programs for some patients. Unfortunately, at
the current time no effective appetite suppressant medica-
tions have turned out to be safe for long-term use. Research
continues to evaluate medications, including antidepres-
sants such as buproprion (e.g., Wellbutrin) and fluoxetine
(e.g., Prozac), which may be found to be safe and effective
adjuncts to BWL.

Binge Eating Disorder

The subset of obese patients who also have difficulty with
binge eating (eating large amounts and feeling loss of con-
trol) have been given the (provisional) diagnosis of binge
eating disorder (BED). Although it is not clear whether indi-
viduals with BED who participate in standard BWL pro-
grams do more poorly, some evidence suggests that they drop
out at higher rates and show greater relapse (see Johnson,
Tsoh, & Varnado, 1996). Because CBT interventions suc-
cessfully reduced binge eating in BN, they were adapted (see
Marcus, 1997) for use with BED. Several trials support the
effectiveness of CBT for BED in reducing binge eating, but it
did not lead to weight loss.

Only one study has directly compared CBT to BWL
(Marcus, 1995). Both interventions were effective in stop-
ping binge eating, but only BWL led to modest weight loss—
about half of which was maintained at follow-up. Agras,
Telch, Arnow, Eldredge, and Marnell (1997) found that absti-
nence from binge eating was critical to sustaining weight lost
in a BWL phase (which followed the initial CBT phase). For
clients who are resistant to the food monitoring central to
CBT, appetite monitoring is an equally effective alternative
(Craighead, Elder, Niemeier, & Pung, 2002). Findings from
Agras et al. (1994) suggest that antidepressants may lead to
modest improvements in weight loss. Other psychosocial in-
terventions, specifically IPT, are as effective as CBT in the
long run but are less effective at the end of treatment, just as
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with BN (see Wilfley et al., in press). Regardless of weight
loss, reductions in binge eating are clearly associated with
improvements in psychosocial functioning and with preven-
tion of further weight gain—a substantial accomplishment
for individuals with BED.

Summary

For AN, BT procedures are clearly effective in promoting
weight gain during inpatient hospitalization, but the utility of
cognitive techniques in addressing the broader issues associ-
ated with AN has not yet been adequately documented. For
BN, CBT is clearly the treatment of choice; no other inter-
vention has been shown to work as quickly to reduce binge
eating, purging, and dietary restraint. The cognitive compo-
nent also effectively addresses weight and shape concerns
and low self-esteem. For obesity, comprehensive BWL pro-
grams are clearly the treatment of choice, although long-term
outcome is still far from satisfactory. For obese individuals
with BED, CBT effectively reduces binge eating, but BWL is
also needed to achieve even modest weight loss. Thus, it ap-
pears that BT/CBT procedures are quite effective in altering
current problematic eating behaviors; normal eating patterns
can be established. These more normal patterns are adequate
to achieve some weight gain (in AN) as well as to prevent
weight gain (in BED). However, achieving substantial, long-
term weight loss is far more difficult. Long-term, and possi-
bly medical, approaches are likely to be needed.

Major Depressive Disorder

Individual Behavior Therapy

Several variants of BT have been developed for the treatment
of major depressive disorder (MDD); they all share the as-
sumption that MDD is related to a decrease in behaviors that
produce positive reinforcement. Behavior therapies for de-
pression have, therefore, focused largely on monitoring and
increasing positive daily activities, improving social and com-
munication skills, increasing adaptive behaviors such as posi-
tive and negative assertion, increasing response-contingent
positive reinforcement for adaptive behaviors, and decreasing
negative life experiences.

In several studies during the 1970s and early 1980s,
Lewinsohn and his group demonstrated that relative to vari-
ous control groups, BT increased pleasant experiences and
reduced aversive experiences, which produced concomitant
decreases in depression symptomatology (see summary in
Lewinsohn & Gotlib, 1995). Building on Lewinsohn’s work,
Bellack, Hersen, and Himmelhoch (1981, 1983) and Hersen,
Bellack, Himmelhoch, and Thase (1984) studied the effects

of BT with clinical patients. They found that BT was as ef-
fective as was the antidepressant amitriptyline (Elavil) in re-
ducing depression during a 12-week treatment period; these
effects were maintained over a 6-month follow-up period
during which patients were given 6 to 8 BT booster sessions. 

McLean and Hakstian (1979) added problem solving and
self-control (see Rehm, 1977) procedures to BT and con-
ducted a 10-week clinical trial comparing this expanded
BT intervention to relaxation therapy, insight-oriented psy-
chotherapy, and amitriptyline. The BT program was equal or
superior to each of the other treatment conditions. These re-
sults were maintained at a 27-month follow-up, at which time
the BT group was more socially active and productive than
were participants in the other treatment conditions (McLean &
Hakstian, 1990). Rehm’s (1977) self-control therapy, when
administered alone, has also been found to be superior to non-
specific psychosocial treatments and no-treatment controls
(Rehm, 1990), but it has not been compared to standard anti-
depressant treatment.

Keller and colleagues (2000) recently completed an ex-
tremely important and well-designed evaluation of a form of
BT. They treated 681 adults with chronic major depression
(MDD of at least 2 years’ duration, current MDD superim-
posed on a preexisting dysthymic disorder, or recurrent MDD
with incomplete remission between episodes and a total du-
ration of continuous illness of at least 2 years). These indi-
viduals were randomly assigned to 12 weeks of treatment
consisting of either the cognitive-behavioral analysis system
of psychotherapy (CBASP), the antidepressant nefazodone
(Serzone), or the combination of CBASP and nefazodone.
CBASP (McCullough, 2000) focuses on the consequences of
patient’s behavior and the use of social problem solving to
address interpersonal difficulties. Patients receiving nefa-
zodone had a more rapid reduction in symptoms during the
first four weeks of treatment, but the overall rate of response
was equivalent for the CBASP and nefazodone groups. Fur-
thermore, at posttreatment the combination of CBASP and
nefazodone was superior to either treatment given alone.
Follow-up data for this trial have not yet been published.

In summary, consistent findings support the efficacy of BT
for depression; nevertheless, BT has been overshadowed by
subsequent outcome studies that have focused on CBT and
IPT as psychosocial interventions for MDD. However, given
the relative efficacy, efficiency, and endurance of behavioral
interventions, as well as the recent results for CBASP, it
seems that this has been a premature turn of events. From a
historical perspective, it was most likely due to the exclusion
of BT from the well-publicized National Institute of Mental
Health (NIMH) Treatment of Depression Collaborative Re-
search Program (TDCRP; Elkin, Parloff, Hadley, & Autry,
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1985), rather than to the relative scientific merit and empiri-
cal outcomes of the comparative treatment studies.

Behavior Marital Therapy

Behavioral marital therapy (BMT) has been evaluated as a
treatment for individuals suffering concurrently from MDD
and marital distress. Both O’Leary and colleagues’ and
Jacobson and colleagues’ standard BMT (Beach, Sandeen, &
O’Leary, 1990; Jacobson, Dobson, Fruzetti, Schmaling, &
Salusky, 1991; O’Leary & Beach, 1990) have been demon-
strated to be equal to individual CBT for the alleviation of
depression among individuals with both MDD and marital
discord. BMT appears to have the added advantage of being
superior to individual CBT in the reduction of marital dis-
cord. None of these studies employed appropriate follow-up
procedures to permit a determination of whether BMT con-
fers greater prophylactic effects than individual CBT for the
prevention of relapse of an MDD following successful treat-
ment. However, given that “marital disputes” is the most
frequently discussed topic among depressed patients in main-
tenance therapy (Weissman & Klerman, 1973) and that mari-
tal friction is an enduring problem among formerly depressed
patients even when they become asymptomatic (Bothwell &
Weissman, 1977), it seems likely that successful BMT is
likely to reduce the rate of relapse among successfully treated
MDD patients in discordant marriages. Because these BMT
studies have included small numbers of severely depressed
patients, it is not known whether the presence of severe
depression will necessitate treatment with antidepressants
administered either alone or in combination with BMT.

Cognitive-Behavior Therapy

The most extensively evaluated psychosocial treatment for
MDD is A. T. Beck’s CBT (A. T. Beck, Rush, Shaw, & Emery,
1979). This form of CBT is a short-term (16 to 20 sessions
over a period of 12 to 16 weeks), directive therapy designed
to change the depressed patient’s negative view of the self,
world, and future. The therapy begins with the presentation of
the rationale, which is designed to inform the client of the
cognitive formulation and conceptualization of the process of
therapeutic change (A. T. Beck, 2001). Following this, early
CBT sessions consist of the implementation of behavioral
strategies. The purpose of increasing behaviors is to provide
the future opportunity for monitoring the behaviors and their
associated thoughts and feelings; behavioral changes are not
posited to be responsible directly for decreases in depression.
During the third week, expanded self-monitoring techniques
are introduced in order to demonstrate the relationship

between thoughts and feelings; subsequently, patients are
taught to evaluate their thought processes for logical errors,
which include arbitrary inference, selective abstraction, over-
generalization, magnification and minimalization, personal-
ization, and dichotomous thinking (A. T. Beck, 1976). At
about the middle of therapy (around session 8 or 9), the con-
cept of schemata, or beliefs underlying negative and positive
thoughts, is introduced, and therapy begins to focus on chang-
ing those negative schemata that are posited to have been ac-
tivated, thus precipitating the MDD. Near the end of therapy
(around sessions 14 to 16), the focus shifts to termination and
the use of cognitive strategies to prevent relapse or a future re-
currence of depression.

A number of studies have compared the effectiveness of
CBT to several tricyclic antidepressant medications (Elkin
et al., 1989; Hollon et al., 1992; Rush, Beck, Kovacs, &
Hollon, 1977; Simons, Murphy, Levine, & Wetzel, 1986).
With the possible exception of the TDCRP (Elkin et al., 1989),
the bottom-line finding in all these studies is that CBT is as
effective as tricyclic antidepressant medication in alleviating
MDD among outpatients. Similarly, CBT is as effective as the
MAOI phenelzine (Nardil), and is more effective than pill
placebo, in the treatment of atypical depression (Jarrett et al.,
1999). CBT also was as effective as antidepressant medication
when study physicians were free to prescribe the antidepres-
sant of their choice (and free to switch medications during the
treatment trial), provided that they prescribed at or above
established therapeutic doses (Blackburn & Moore, 1997).
Currently, trials comparing CBT and SSRIs are in progress,
but because the efficacies of the tricyclics and the SSRIs are
very similar, it seems unlikely that different conclusions will
be reached in these studies.

Jacobson et al. (1996) tested A. T. Beck’s hypothesized
theory of mechanisms of change in cognitive therapy by
comparing the full CBT package to its component parts: be-
havioral activation (BA) and behavioral activation plus mod-
ification of automatic dysfunctional thoughts (AT). The BA
treatment was similar to the behavioral interventions previ-
ously reviewed and included such techniques as monitoring
daily activities, assessing pleasure and mastery of activities,
assigning increasingly difficult activities, imaging behaviors
to be performed, discussing specific problems and identifica-
tion of behavioral solutions to those problems, and interven-
ing to ameliorate social skills deficits. The major finding of
this study was that BA was as effective as both AT and the full
CBT package, both immediately after the 20-session treat-
ment trial and at 6-month follow-up. Furthermore, BA per-
formed equally well over a 2-year follow-up period, with
patients across the three treatments having equivalent rates of
relapse, time to relapse, and number of well weeks (Gortner,
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Gollan, Dobson, & Jacobson, 1998). This is currently the
only direct comparison of BT and CBT. However, in a study
initiated by the late N. S. Jacobson, investigators at the
University of Washington are currently conducting a replica-
tion study in which they are comparing BA to CBT, antide-
pressant medication (paroxetine), and pill placebo among
400 depressed adults (Dobson et al., 2000).

In summary, typically, 50% to 70% of MDD patients who
complete a course of CBT no longer meet criteria for MDD at
posttreatment, and 30–40% are rated as “recovered.” Further-
more, among the samples studied, CBT appeared to confer
some enduring prophylactic effects; only 20% to 30% of those
successfully treated relapsed during the first year following
treatment. Indeed, 16 weeks of CBT produced a 1-year follow-
up success rate that equaled or slightly exceeded that achieved
by a full year of antidepressant treatment (Evans et al., 1992).
Furthermore, CBT’s maintenance effects are clearly superior
to short-term (16-week) antidepressant treatment; of course,
16 weeks is not the recommended treatment period, but it is,
unfortunately, fairly comparable if not worse in clinical prac-
tice (Hirschfeld et al., 1997; Keller et al., 1986).

Perhaps the major issue in psychotherapy research re-
garding MDD is whether BT, CBT, and IPT are effective for
severely depressed patients (see W. E. Craighead, Hart,
Craighead, & Ilardi, 2002). This issue arose primarily because
the outcomes of the TDCRP suggested that CBT was not
equally effective to the antidepressant with severely depressed
patients. The TDCRP (Elkin et al., 1989) was the first large-
sample RCT for MDD, and it compared the effects of a tri-
cyclic (imipramine), a pill placebo plus clinical management,
and CBT and IPT treatments; study sites included three major
medical centers. Even though the overall sample sizes were
fairly large (N about 60 per condition at beginning of treat-
ment), unfortunately there were 15 or fewer severely de-
pressed patients in each condition. Furthermore, as Jacobson
and Hollon noted (1996), there was a treatment by severity by
site interaction for the major outcome measures. Nevertheless,
based largely on the TDCRP, the American Psychiatric Asso-
ciation published treatment guidelines (APA, 1993), which
indicated that psychosocial treatments alone were not appro-
priate for severely depressed patients. This conclusion, based
on one study with a small sample of severely depressed
patients, was unwarranted (W. E. Craighead et al., 2002;
Persons, Thase, & Crits-Christoph, 1996). This question of
whether severely depressed patients should be treated with
psychotherapy alone is currently being extensively investi-
gated in a multisite study by Hollon and DeRubeis and also by
Jacobson’s successors. Thus, a clearer answer regarding this
important issue should soon be available from these clinical
research centers.

Bipolar Disorder

There have been several studies evaluating the effects of
combining BT and CBT with mood-stabilizing medications.
The following sections describe and review the individual
and family therapy studies; a summary and critique of the
group therapy studies, which are based largely on other
therapeutic models, are available in Huxley, Parikh, and
Baldessarini (2000).

Individual Cognitive-Behavior Therapy

A small number of very well conducted studies have evalu-
ated the efficacy of individual CBT used in conjunction with
mood stabilizing medications for the treatment of bipolar dis-
order (BD). CBT assumes that BD mood swings are partially
a function of negative thinking patterns (self-statements, cog-
nitive processes, and core dysfunctional schemata) that can be
alleviated by a combination of BA and cognitive restructuring
interventions. CBT for BD includes education regarding the
disorder, a focus on medication compliance, behavioral man-
agement (e.g., assertion training, anger management), and
cognitive restructuring.

In the first systematic study of individual CBT for BD, 14
out of 28 newly admitted lithium-treated outpatients were
randomly assigned to receive only lithium, whereas the other
14 received both lithium and an additional preventive compli-
ance CBT intervention (Cochran, 1984). The CBT program,
comprising six weekly, individual, 1-hr therapy sessions, was
designed to alter specific cognitive styles and behavioral pat-
terns hypothesized to interfere with medication adherence. At
both posttreatment and 6-month follow-up assessments, pa-
tients who received the combined CBT/lithium intervention
exhibited significantly greater medication adherence. During
the 6-month follow-up period, the combined intervention
group also had significantly fewer hospitalizations (2 vs. 8).
Although the groups did not differ significantly in total num-
ber of relapses (9 vs. 14), patients in the CBT/lithium group
had significantly fewer mood disorder episodes (5 episodes
experienced by 3 patients vs. 11 episodes experience by 8
standard-treatment patients) judged to be precipitated by
medication nonadherence.

A randomized pilot study (Lam et al., 2000) further sup-
ports the short-term efficacy of CBT for BD. This 6-month
CBT program was allowed to vary between 12 and 20 sessions;
it focused on strategies for relapse prevention, sleep-wake sta-
bilization (similar to the Frank’s et al., 1999, Interpersonal and
Social Rhythm Theory, or IPSRT, approach), and BA. The in-
vestigators randomized 25 patients to CBT plus medication
management or medication management alone. The 12-month
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follow-up data indicated that CBT plus medication manage-
ment was more effective than was medication management
alone in reducing rates of relapse, improving medication ad-
herence, and improving psychosocial functioning.

In the largest randomized CBT study (N � 69) of treatment
of BD, Perry, Tarrier, Morriss, McCarthy, and Limb (1999)
compared patients who received medication management
alone with patients who received medication management
and a 7- to 12-session CBT intervention. The focus of the CBT
differed from that employed by Cochran (1984); rather than
focusing on medication compliance as Cochran had done,
Perry et al. taught patients to recognize emerging symptoms
of bipolar disorder when they occurred and to seek appropri-
ate preventive interventions. During an 18-month follow-up
period, time to manic relapse was significantly longer among
bipolar patients in the CBT versus the medication-only group;
no differences were found in survival times for depressive
relapses. CBT and medical management also had a stronger
impact on social and occupational functioning than did med-
ication management alone. There were no between-group dif-
ferences for compliance with medication regimens. The
effects of CBT and medication management were primarily
on the manic phase of the disorder; thus, it may be wise to
combine CBT with interpersonally oriented or family-marital
psychoeducational interventions, which seem to have a larger
impact on depressive phases of the disorder (Frank et al.,
1999; Miklowitz et al., 2000).

Although the previous studies have employed small sam-
ples, they have consistently found positive effects for supple-
menting mood-stabilizing medications with individual CBT.
The mechanisms of action of the adjunctive CBT treat-
ments—whether they have a direct impact on patients’ cogni-
tive styles and core dysfunctional beliefs or whether they
increase the patients’ knowledge of BD and use of disorder
management strategies (e. g., medication adherence, seeking
emergency interventions prior to relapses, or BA)—have not
been examined. Effectiveness studies, including more partic-
ipants in clinical settings and with a longer follow-up, are
currently needed.

Behavioral Family Therapy

Research groups at the University of Colorado, the Univer-
sity of California–Los Angeles (UCLA), and Brown Medical
Center have conducted systematic studies of family dysfunc-
tion associated with BD. Each group has also developed
an intervention program that is loosely based on principles
of BT and is designed for use in conjunction with mood-
stabilizing medications. Clarkin and his colleagues have also
conducted family and marital therapy studies for families

with an adult member who has BD, but these therapies appear
to be less behaviorally focused (see W. E. Craighead &
Miklowitz, 2000).

The University of Colorado and UCLA Studies of
Family-Focused Treatment. Family-focused treatment
(FFT; Miklowitz & Goldstein, 1997) is a 9-month psycho-
educational treatment for bipolar patients in any type of fam-
ily milieu. It is delivered in three modules over 21 sessions
(weekly for 12 weeks, biweekly for 12 weeks, and monthly
for 3 months). In the first module, called psychoeducation,
patients and relatives learn about the nature of, etiology of,
and treatments for BD. They are taught to recognize the
signs and symptoms of new episodes and to develop a re-
lapse prevention plan. The second module focuses on behav-
ior rehearsal exercises designed to enhance communication
between patients and relatives (e.g., active listening, deliver-
ing positive feedback). The third module trains patients and
relatives to define and solve specific family problems.

One RCT of FFT has been conducted at the University of
Colorado (Miklowitz et al., 2000; Simoneau, Miklowitz,
Richards, Saleem, & George, 1999) and another at UCLA
(Goldstein, Rea, & Miklowitz, 1996; Rea et al., in press). In
both studies patients had suffered a recent and acute episode
of BD and were being maintained on mood-stabilizing med-
ications (typically lithium or one of the anticonvulsants, with
adjunctive medications as needed). In the Colorado study,
FFT was compared to a crisis management group, which was
given two sessions of family education and individual crisis
sessions as needed over 9 months. The UCLA study com-
pared FFT to an individual intervention that focused on
symptom management and problem solving, and it was
delivered on the same schedule as FFT (21 sessions over
9 months).

In the Colorado study, FFT-medication patients reported
lower rates of relapse than did patients in the comparison
medication–crisis management intervention (29% vs. 53%).
Survival analysis found FFT to produce longer delays
prior to relapse over the 12 months than crisis management.
Among treatment completers (n � 79), patients in FFT had
less severe depressive symptoms over the 12 months than did
those in the crisis management control, a difference that was
not observed until 9 months into treatment. Medication
regimes or compliance did not account for the results. In
evaluating changes in communication patterns among pa-
tients who participated in FFT, Simoneau et al. (1999) found
that both patients and relatives increased the number of
positive interactions in FFT relative to crisis management,
but there were no differences for negative interactions. Addi-
tional analyses demonstrated that the effects of FFT were
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largely on positive nonverbal (e.g., smiling, nodding, affec-
tionate voice tone) rather than verbal (e.g., statements of ac-
ceptance or acknowledgement) behaviors.

In the UCLA study (N � 53) no effects of FFT were found
for the first year of treatment. However, during the 2-year
follow-up, FFT was consistently more effective in reducing
time to relapse and time to rehospitalization. Again, results
could not be accounted for by medication variables. The
delay in observed effects of FFT in both studies suggests that
patients and family members require some time to absorb the
education and skill-training materials into their day-to-day
lives before these new skills have ameliorative effects on BD. 

The Brown Study of Group Family Therapy. Miller,
Keitner, and their colleagues at Brown Medical Center have
completed two studies of behaviorally oriented family therapy
for BD. The first was a small study that compared the effects of
adding family therapy to standard medication treatment.
Based on pilot studies of families that included an adult BD
patient, they predicted that an intervention that focused on im-
proving family functioning might lead to both improved fam-
ily functioning and decreased rates of relapse or recurrence of
the disorder as well as decreased rehospitalizations. In a pilot
study of 14 patients they found that family therapy for bipolar
patients in dysfunctional families improved the quality of
family life and decreased the rate of relapse of bipolar disorder
(Miller, Keitner, Bishop, & Ryan, 1991).

In a larger follow-up study (Miller, Keitner, Ryan, &
Solomon, 2000) these investigators studied 92 very carefully
diagnosed patients with BD. They compared the effects of
three treatments: (a) standard treatment (medication plus clin-
ical management), (b) standard treatment plus family therapy
given separately to each participating family, and (c) standard
treatment plus multifamily therapy, in which treatment was
delivered to groups of families. Family therapy consisted of 6
to 8 sessions delivered during the first 4 months of treatment
with booster sessions as clinically indicated. Multifamily ther-
apy comprised 4 to 6 patients and their families, who met for
90 min for 6 consecutive weeks; there were “reunion” meet-
ings every 6 months. In all patients, treatment continued for
28 months. Using strictly defined criteria, slightly over 30% of
the patients in each of the family therapy conditions were re-
covered, but fewer than 20% of the standard treatment patients
were recovered. Perhaps the most important finding of this
study was that the effects of family interventions on the symp-
tomatic outcome of patients were especially pronounced for
families who exhibited poor family functioning prior to treat-
ment. Among dysfunctional families, there was a significant
difference favoring the two family therapy conditions over the
standard treatment in terms of the proportion recovered;

however, the two family therapy conditions did not differ from
each other. There were no significant treatment effects for
families with good functioning prior to treatment; indeed, pa-
tients in these families showed very little symptomatic im-
provement regardless of the treatment condition in which they
participated.

The results of these three studies suggest that behaviorally
based family therapies are efficacious adjuncts to pharma-
cotherapy for bipolar patients who are recovering from an
episode of mood disorder. Positive changes in the postepisode
family interactions may reduce external life stressors and pro-
tect the patient from early relapse. The subtypes of bipolar
patients who do and do not benefit from family intervention
have not yet been clearly identified, although the Brown study
suggests that family therapy is most appropriate for dysfunc-
tional families that include a bipolar patient.

Schizophrenia

Appropriate psychotropic medications, currently atypical an-
tipsychotics, are the primary interventions for schizophrenia.
The following BT/CBT interventions, however, are useful as
adjunctive therapies to antipsychotic medications: behavior
modification, social skills training, family therapy, cognitive
coping strategies, and supported employment (see Penn &
Mueser, 1996, and Kopelowicz, Liberman, & Zarate, 2002,
for detailed reviews).

Specific maladaptive behaviors or deficits associated with
chronic schizophrenia were the targets of early behavioral in-
terventions. Starting in the 1970s, extensive research estab-
lished the usefulness of behavior modification–token economy
programs (see Paul & Lentz, 1977) for treating chronic, se-
verely debilitated, and treatment-refractory schizophrenic pa-
tients. It is important to note that as a result of these BT
interventions many patients were able to function at least semi-
independently in community settings. During the past two
decades, enormous progress has been made in broader applica-
tions of BT with a greater range of patients diagnosed with
schizophrenia. These programs, focused largely on social skills
training, have improved levels of social functioning and qual-
ity of life beyond those obtained with medications and case
management, but reductions in relapse and improvements in
community functioning have been less clear (see Liberman,
DeRisi, & Mueser, 1989; Penn & Mueser, 1996).

Family therapy, in conjunction with medication, has also
been used extensively in the treatment of schizophrenia. There
are many forms of family therapy, but behavioral family ther-
apy and psychoeducational family therapy have been the most
extensively studied. The components of these family therapies
typically include education, communication coping skills
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(focused on reducing “expressed emotion” in family mem-
bers, i.e., criticism, intrusiveness, and negative verbal inter-
actions), and problem-solving skills (see Goldstein &
Miklowitz, 1995). In their review of several family therapy
studies, Penn and Mueser (1996) wrote, “The studies re-
viewed all lead to the conclusion that long-term family inter-
vention is effective for lowering relapse rate, reducing
expressed emotion, and improving outcome (e.g., social func-
tioning) among individuals with schizophrenia. The superior-
ity of family intervention over customary outpatient care has
been demonstrated. Furthermore, there is some evidence that
family intervention reduces family burden” (p. 612).

Another important recent development has been the pro-
grams, based on principles of BT, that are best referred to as
supported employment (see Wehman & Moon, 1988). Such
programs lead to more successful vocational adjustment and
less relapse than do more standard vocational follow-up pro-
cedures. Supported employment focuses both on rapid job
identification and placement and on long-term support for the
patient to engage in competent work behaviors.

A. T. Beck (1952) and Hole, Rush, and Beck (1979) first
described case studies utilizing cognitive techniques to re-
duce delusional beliefs. This approach was more fully devel-
oped and evaluated by a number of English researchers over
the next two decades. Tarrier et al. (1993) utilized the term
coping strategy enhancement to refer to applications of
CT/CBT techniques to reducing the frequency, or negative
impact, of delusions and hallucinations.

Cognitive coping strategies are employed as an adjunct to
pharmacotherapy and also have been used to enhance compli-
ance with medications (Kemp, Hayward, Appleyard, Everitt,
& David, 1996). Generally, psychotic activity is considered
too severe and overwhelming for the patient to be responsive
to a purely psychological intervention, so treatment is typi-
cally instituted after an appropriate medication regime has
been established. Most of the empirical studies have focused
on the reduction of residual psychotic symptoms that have
not responded to medication. However, Drury, Birchwood,
Cochrane, and MacMillan (1996) demonstrated that CT might
be a useful treatment during the acute stage of schizophrenia;
CBT resulted in decreased positive symptoms and reduced
times to recovery compared with a minimal treatment control.

The cognitive model of schizophrenia clearly acknowl-
edges the presence of neurodevelopmental abnormalities that
render individuals more sensitive to normal life stressors. It is
hypothesized that internal biological processes generate af-
fective responses that are usually activated only by external
events. The activated person searches for a cause or interpre-
tation for this activation, but the explanations arrived at are
likely to appear inexplicable (“delusional”) to others. Once

such a “delusional” belief (explanation) is in place, the CT
model contends that it is maintained by the same biased
thinking processes that are involved in the maintenance of ir-
rational beliefs in other disorders. These irrational beliefs in
turn lead to maladaptive behaviors. Cognitive interventions
(see Nelson’s, 1997, treatment manual) are designed to acti-
vate patients’ latent rationality to correct the cognitive errors
maintaining their maladaptive beliefs or delusions; correct
their maladaptive beliefs about their psychotic symptoms and
about suffering from a chronic, severe disorder; and combat
their apathy and social withdrawal (negative symptoms).
Typical procedures include: providing a normalizing ratio-
nale for delusions and hallucinations; recognizing and label-
ing delusional ideas; developing challenges and reality tests
relevant to those ideas; developing cards with coping state-
ments and strategies; developing strategies to reduce the in-
terference of voices; and challenging beliefs that voices
“speak the truth” and must be obeyed.

Recent, larger RCTs (Kuipers et al., 1998; Pinto, La Pia,
Menella, Giorgino, & De Simone, 1999; Tarrier et al., 2000)
have clearly supported the effectiveness of CBT plus routine
care in reducing positive symptoms. Effects on negative
symptoms were weaker. Low dropout rates and high patient
satisfaction with the intervention were also reported. The su-
periority of CBT was maintained at 2-year follow-ups. How-
ever, the specific effectiveness of the cognitive restructuring
component is not yet clearly established (Sensky et al., 2000;
Tarrier et al., 2000).

In summary, BT/CBT interventions (specifically social
skills training, family therapy, supported employment, and
cognitive coping skills training) are important, effective
adjunctive psychosocial interventions for schizophrenia.
Because most programs include several components, investi-
gators have not yet identified which aspects of the programs
account for their positive effects. It is clear that BT and CBT of
various types enhance the effects of medication and appear to
be more beneficial than the minimal supportive counseling
that comprises “routine care” for this severe disorder.As noted
by Kopelowicz et al. (2002), these interventions are “most ef-
ficacious when delivered in a continuous, comprehensive, and
well-coordinated manner through a service delivery systems”
(p. 201).

Personality Disorders

Early behaviorists eschewed the concept of “personality,”
focusing instead on changing specific problem behaviors. Evo-
lutionary changes in the diagnostic criteria for personality dis-
orders (PDs), however, have rendered them more behaviorally
based. This has led to improved diagnostic reliabilities, which
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has made these disorders more amenable to the empirical eval-
uation required by the behavioral approach. Cognitive thera-
pists, in particular, have extended their conceptual model to
address PDs and have provided extensive clinical descrip-
tions of the application of CT for these disorders (A. T. Beck &
Freeman, 1990). Nevertheless, RCTs evaluating these applica-
tions have been almost nonexistent; this is likely due to the
unique methodological problems of dealing with more chronic,
less clearly distinguishable problems. Unfortunately, no other
types of psychosocial interventions have been evaluated either,
so there is little scientific basis for recommending specific
treatments for PDs. There are some data suggesting the efficacy
of specific BT/CBT interventions for avoidant personality dis-
order (APD) and borderline personality disorder (BPD).

Behavioral treatments that were first developed for social
phobia have been applied to APD. Three variations of group
BT (graded exposure, social skills training, and intimacy-
focused social skills training) were all superior to no treatment
at 10 weeks (posttest) and follow-up (Alden, 1989). Unfortu-
nately, these patients were still not functioning at the level of
“normal” comparison samples; this suggested that longer
treatment might be necessary for this more pervasive disorder.
Post hoc analyses of these data suggested that patients with
problems with distrust and anger benefited primarily from ex-
posure; those who were less assertive benefited from all three
treatments, although they did somewhat better as a result of the
intimacy-focused social skills training therapy.

BPD is the only PD for which a specific CBT approach has
been systematically developed and evaluated. Emerging from
a behavioral tradition, Linehan’s work first targeted a popula-
tion with a specific problem behavior, chronic parasuicidal
behavior. It was only later that she began to use the descrip-
tor BPD because it became clear that the majority of the indi-
viduals with whom she worked met those criteria. Linehan
(1993) provided a model of BPD that assumes that individu-
als with BPD have a basic dysfunction in emotion regulation,
which presumably begins as a biologically based dysfunc-
tion. She posits that the emotion dysregulation is exacerbated
by developmental experiences with significant others, who
not only invalidate the individuals’ inner experiences but also
fail to teach them appropriate emotion regulation skills that
they need even more than do less vulnerable people.

Linehan’s CBT (also referred to as dialectical behavior ther-
apy; DBT) for BPD is a complex, long-term (1 to 3 years), and
intensive (weekly group and individual) intervention with mul-
tiple components including emotion regulation skills training,
interpersonal skills training, distress tolerance–reality accep-
tance, problem solving, and extensive use of supportive-
validating techniques. Although DBT might be claimed as an
example of a broadly integrated model of psychotherapy,
Linehan (1993) clearly presented her model as having derived

from and maintaining a behavioral focus. The first controlled
trial, Linehan, Hubert, Suarez, Douglas, and Heard (1991),
found that 1 year of DBT resulted in fewer and less severe
episodes of parasuicidal behavior and fewer days of hospital-
ization than treatment as usual (TAU) in the community. How-
ever, there were no differences in depression, hopelessness, or
suicidal ideation. The treatment did appear to be well tolerated
by this difficult-to-treat population that may even be difficult to
retain in treatment. Attrition was quite low (17%), especially
when compared to the TAU (58%). Results at 1-year follow-up
continued to be favorable (Linehan, Heard, & Armstrong,
1993). Similar positive findings were reported comparing
1 year of her CBT to TAU with substance-dependent women
with BPD (Linehan et al., 1999). Additionally, uncontrolled
studies have reported favorable adaptations of this intervention
for adult inpatient units and for use with suicidal teens (Bohus
et al., 2000; Miller, Rathus, Linehan, Wetzler, & Leigh, 1997).
More extensive RCTs are in progress in Sweden; these studies
are comparing different types of psychotherapy, including
Linehan’s CBT, with BPD patients.

Other Disorders

BT and CBT have been used in the successful treatment of
several other disorders, but space limitations preclude a de-
tailed discussion of these interventions. These include sexual
dysfunction, paraphilia, trichotillamania, drug and alcohol
abuse and dependence (Hester & Miller, 1995), and a variety
of physical health–related problems (e.g., pain, headache,
etc.; see Baum, Singer, & Revenson, 2000). Recent descrip-
tions of the procedures and systematic reviews of the relevant
outcome studies are available (see Barlow, 1993; L. W.
Craighead et al., 1994; Nathan & Gorman, 2002).

CONCLUSIONS AND FUTURE DIRECTIONS

Conclusions

BT, which began in earnest during the 1960s, can trace its ori-
gins to the basic psychology laboratory and learning theory.
CBT has multiple origins, including applications of basic
cognitive psychology, cognitive conceptualizations of self-
control, and cognitive therapy. Specific BT and CBT proce-
dures vary according to the nature of the disorder being
treated. Some variant of BT and CBT has been demonstrated
to be effective for most DSM-IV Axis I disorders and some
Axis II disorders. Appropriate utilization of BT and CBT in
the clinical setting requires a thorough understanding of the
therapeutic model and treatment rationale as well as training
in implementation of the specific procedures, even when they
might appear simple to use. The endurance (maintenance)
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following these successful treatments are the best among
psychotherapeutic interventions.

With many disorders, BT and CBT have been combined
with pharmacological interventions to enhance acute treat-
ment effects (e.g., schizophrenia and bipolar disorders), al-
though with other disorders (e.g., depression) the value of
combining BT and CBT with medications is less well estab-
lished. In fact, with some disorders (e.g., bulimia nervosa)
the addition of medications appears to weaken the acute ef-
fects of BT and CBT. Furthermore, with some disorders com-
bining BT and CBT with medications to improve acute
treatment effects appears to compromise the well-established
maintenance or enduring effects of BT and CBT (e.g., panic
disorder).

Future Directions

There are several exciting future directions for BT-CBT clin-
ical research. For example, the relationship of behavioral and
cognitive symptoms to neurobiological dysregulation may
provide new conceptualizations of psychopathology as well
as the refinement of current forms of these therapies and the
development of new interventions. Indeed, some clinical sci-
entists have begun to evaluate the mechanisms of change in
BT and CBT compared to the biological changes of pharma-
cological agents; for example, Baxter et al. (1992) found that
the neurobiological changes associated with BT for OCD are
quite similar to those obtained with clomipramine.

BT and CBT need to be further evaluated as treatments for
additional Axis II disorders. The limited evidence for treat-
ment of APD and BPD has been encouraging. Empirical data
clearly demonstrate that individuals suffering from Axis II
personality disorders are among the most difficult to treat
successfully, and pharmacological interventions do not ap-
pear to be particularly promising for these individuals (Ilardi
& Craighead, 1994/1995). Even stronger evidence indicates
that individuals with comorbid Axis I and personality disor-
ders are much more likely to have a relapse or recurrence of
the Axis I disorder even when they have been successfully
treated. Thus, development of effective treatments for per-
sonality disorders, either alone or when comorbid with Axis I
problems, is an essential step for BT-CBT research.

The investigation of the relationship of emotion to behav-
ioral, cognitive, and neurobiological components of various
disorders (especially Axis II personality disorders) is another
area for future investigation. Clinical data suggest that it will
be important to develop and systematically evaluate programs
that include attention to emotional dysfunction, volatility, and
dysregulation. One avenue of increasing attention to emotion
would be the integration of BT and CBT with IPT. It is also
possible that new findings in basic neuroscience of emotion

may lead to the modification of current programs or the cre-
ative development of new interventions.

Even when treated with the most effective psychotherapy
procedures available and pharmacotherapy, a goodly per-
centage of patients will suffer a relapse or recurrence of the
disorder. Thus, it is important to expand current BT-CBT
treatments to include a relapse prevention emphasis toward
the end of therapy; some of the programs reviewed
in this chapter have already done this. Alternatively, for
those patients who have been successfully treated or have
made it through an episode of a disorder and are essentially
symptom free, BT-CBT programs might be developed
specifically for the prevention of relapse or recurrence of the
disorder.

Because the probability of recurrence of most disorders
increases with each episode, it is important to develop BT-
CBT primary prevention programs. Such programs are
needed especially for individuals who can be identified as
being clearly at risk for a disorder. Although such research is
expensive and difficult to complete, even modest preventive
effects could be of great personal and societal benefit.
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In this chapter the humanistic-experiential orientation to psy-
chotherapy is defined. The major approaches within this
orientation are discussed as well as aspects of related ap-
proaches with an experiential-humanistic flavor. The emer-
gence of contemporary experiential therapy, based on a
neo-humanistic reformulation of classic humanistic values, is
presented, followed by a presentation of an experiential ther-
apy that derives from this reformulation.

The major subapproaches within the humanistic tradition
are the client-centered (or person-centered), Gestalt, and exis-
tential approaches. Other influential approaches have been
psychodrama (Verhofstadt-Denève, 1999; Wilkins, 1999) and
the body therapies and, more recently, the interpersonal
views of such authors as Kiesler (1996), Yalom (1995), and
Schmid (1995). More recently, humanistic approaches have
begun to be grouped together under the experiential umbrella
(Greenberg, Elliott, & Lietaer, 1994; Greenberg, Watson, &
Lietaer, 1998). The process-experiential approach is one cur-
rent expression of the contemporary humanistic-experiential
tradition in psychotherapy. It integrates client-centered and
gestalt therapy traditions (Greenberg, Rice, & Elliott, 1993).
Gendlin’s (1996) focusing-oriented approach is another cur-
rent expression. This approach emphasizes the creation of new
meaning by focusing on bodily felt referents. Dialogical gestalt
therapy (Hycner & Jacobs, 1995;Yontef, 1993) and some more
integrative forms of person-centered or experiential psy-

chotherapy (Finke, 1994; Lietaer & Van Kalmthout, 1995;
Mearns & Thorne, 2000) are further current expressions. In
practice, these contemporary approaches strive to maintain a
creative tension or dialectic between the client-centered
emphasis on creating a genuinely empathic and prizing thera-
peutic relationship (Barrett-Lennard, 1998; Biermann-Ratjen,
Eckert, & Schwartz, 1995; Rogers, 1961) and a more active,
task-focused, process-directive style of engagement that pro-
motes deeper experiencing (Gendlin, 1996; Perls, Hefferline,
& Goodman, 1951).

HUMANISTIC-EXPERIENTIAL THEORY

Humanistic theories (Greenberg & Rice, 1997) take a positive
view of human nature and see subjectivity and awareness as
essential for understanding human beings. They oppose views
that cast the person as an object to be viewed from an external
vantage point because these ignore the individual’s existential
reality. Drawing on existential writers such as Kierkegaard
(1843/1954) and Sartre (1943/1956), humanists believe
that peoples’ uniquely human, subjective reality must be re-
spected in order to grasp their reality. The European philoso-
phers Husserl (1925/1977), Heidegger (1949/1962), Jaspers
(1963), Marcel (1951), and Merleau-Ponty (1945/1962) were
also influential in explicating and extending this position.
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Heidegger’s understanding of being-in-the-world and the im-
portance of understanding phenomena as they appear to the
subject are strong themes throughout humanistic-existential
psychology.

Classical Humanistic Assumptions and Values

Humanistic theorists, often spoken of as the third force in
psychology, have written extensively on the nature of human
existence, on methods by which these uniquely human modes
of functioning can be studied and grasped, and on the impli-
cations of humanistic assumptions for the goals and pro-
cesses of psychotherapy.

The first and most central characteristic of humanistic
psychology and psychotherapy is its focus on promoting in-
therapy experiencing. Methods that stimulate emotional
experience are used within the context of an empathic facili-
tative relationship. The word “experiential” is defined in the
Concise Oxford Dictionary (1990) as “involving or based on
experience,” whereas experience is defined in turn as the “ac-
tual observation of, or practical acquaintance with facts or
events” or “to feel or be affected by (an emotion etc.).” The
distinction between two ways of knowing—knowledge by
acquaintance (experiential) and knowledge by description
(conceptual)—was first made by St. Augustine and later
emphasized in the epistemologies of William James and
Bertrand Russell. In these terms the essence of experiential
therapy is its focus on promoting knowledge by acquain-
tance. Thus, a person does not come to know something
about him- or herself conceptually but rather through emo-
tional experience of the self interacting with others and the
world. In experiential therapy the client’s ongoing experienc-
ing process is kept as a continuous point of reference for all
therapist responses; change is seen as occurring through the
promotion of new in-session experiencing.

A commitment to a phenomenological approach flows
directly from this central interest in experiencing. This
approach is grounded in the belief in the uniquely human
capacity for reflective consciousness, as well as in the belief
that it is this capacity that can lead to self-determination and
freedom. All humanistic psychotherapists agree on the in-
escapable uniqueness of human consciousness and on the im-
portance of understanding peoples’ perceptions of reality as a
way of understanding their experiences and behaviors. They
all build on the uniquely human capacity for self-reflective
consciousness and on the human search for meanings,
choices, and growth.

A positive view of human functioning and the operation of
some form of growth tendency are also highly significant
issues for humanistic therapists. All would agree with the

importance of the view of human beings as goal directed,
striving toward growth and development rather than merely
toward the maintenance of stability. All would agree that peo-
ples’ choices are guided more by their awareness of the future
and of the immediate present than by the past. Conscious-
ness in this view transforms the growth tendency in the or-
ganism into a directional tendency that places the self as a
center of intentionality in a more or less constant search for
meaning. The self is seen as an agent in the process of
change.

The belief in the human capacity for self-determination is
an important and sometimes controversial focus of humanis-
tic theorists. The ways in which this capacity is developed
and the ways in which its development can be facilitated or
blocked is a key issue for humanistic therapies. Individuals
are determined solely neither by their pasts nor by their envi-
ronments but are agents in the construction of their worlds.
All humanistic views attempt to move beyond what they re-
gard as the restricted deterministic views of human function-
ing represented in the other major orientations. Although all
humanistic theories have explicated views of pathological
functioning, their primary focus has always been on under-
standing ways in which people could be helped to move
toward healthy or even ideal functioning.

Humanistic approaches also are consistently person cen-
tered. This involves concern and real respect for each person.
The person is viewed holistically, neither as a symptom-
driven case nor as best characterized by a diagnosis. Each
person’s subjective experience is of central importance to the
humanist, and in an effort to grasp this experience, the thera-
pist attempts empathically to enter into the other person’s
world in a special way that goes beyond the subject-object
dichotomy. Being allowed to share another person’s world
is viewed as a special privilege requiring a special kind of
relationship.

Theory of Human Functioning

As just outlined, humanistic-experiential therapies assume
that human beings are aware, experiencing organisms who
function holistically to organize their experience into coher-
ent forms (Gendlin, 1962; Mahrer, 1978; May, Angel, &
Ellenberger, 1958; May & Schneider, 1995; Perls et al., 1951;
Rogers, 1951). People therefore are viewed as meaning-
creating, symbolizing agents whose subjective experience is
an essential aspect of their humanness. In addition, the oper-
ation of an integrative, formative tendency oriented toward
survival, growth, and the creation of meaning has governed a
humanistic-experiential view of functioning. Finally, in this
view behavior is seen as the goal-directed attempt of people
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to satisfy their perceived needs (Perls et al., 1951; Rogers,
1951).

A general principle that has united all experientially ori-
ented theorists is that people are wiser than their intellects
alone. In an experiencing organism, consciousness is seen as
being at the peak of a pyramid of nonconscious organismic
functioning. Of central importance is that tacit experiencing
is an important guide to conscious experience, is fundamen-
tally adaptive, and is potentially available to awareness.
Internal tacit experiencing is most readily available to aware-
ness when the person turns his or her attention internally
within the context of a supportive interpersonal relationship.
Interpersonal safety and support are thus viewed as key
elements in enhancing the amount of attention available for
self-awareness and exploration. Experiments in directed
awareness, in addition, help focus and concentrate attention
on unformed experience and intensifying its vividness.

The classical humanistic-experiential theories of function-
ing posited two main structural constructs, self-concept and
organismic experience, as well as one major motivational
construct, a growth tendency.

Self/Self-Concept

The self is central in explaining human functioning. In devis-
ing his self theory, James (1890/1950) drew on a fundamental
distinction between two aspects of self: self as subject-agent-
process (“I”) and self as object-structure-content (“me”). In
developing a more systematic self theory, Rogers (1959)
appears to have emphasized the self as self-concept, that is,
object-content. On the other hand, Gestalt theory is less clear
but appears to have characterized the self as more of an inte-
grated whole and the agent of growth. Finally, existentialists
have viewed self as a quality of existence (“being” or, more
specifically, “being-for-itself ”). In the end, however, all have
endorsed the idea of an active integrating self.

For Rogers, the self-concept was an organized conceptual
gestalt consisting of the individual’s perceptions of self and
self in relation to others, together with the values attached to
these perceptions. The self-concept is not always in aware-
ness but always is available to awareness. In this view, the
self has a twofold nature: It is both a changing process and,
at any moment, a fixed entity. My self-concept is the view
I have of myself (“me”), plus my evaluation of that view. A
person may, for example, perceive herself as a good student,
of superior intelligence and as loving her parents, and may
value these positively; at the same time, this person may see
herself as unattractive to the opposite sex and as competitive,
and may in fact view these characteristics negatively. Gestalt
theory also held that there is a conflict between an image

(self-concept) that the person is trying to actualize and what
in Gestalt is called the self-actualizing tendency. In these tra-
ditions, introjected conditions of worth are seen as crucial in
forming self-concept “shoulds” by which people try to ma-
nipulate their selves to behave and experience in accord with
certain dictates.

Some form of agency (“I”) is seen as an agent that is var-
iedly identified with, or alienated from, aspects of sponta-
neous, organismic, preverbal levels of experiencing to form a
“me” (James, 1890/1950). In addition, a core set of interrup-
tive mechanisms were posited. These were seen as prevent-
ing the owning of emerging experience as well as preventing
contact between the person and the environment. In Gestalt
theory the person was also viewed as being constituted by
parts and as functioning by the integration of polarities. In
essence, a modular theory of self was postulated in which
there existed different parts of the person that needed to be
integrated.

Organismic Experience

According to Rogers (1959), experience includes everything
going on within the organism that is potentially available to
awareness; to experience means to receive the impact of
concurrent sensory or physiological events. According to
Gendlin (1962), experiencing is the process of concrete bod-
ily feeling that constitutes the basic matter of psychological
phenomena. Experience is thus a datum; it is what happens as
we live. Awareness of this basic datum is seen as essential to
healthy living.

The Growth Tendency

Most humanistic theorists have drawn on Goldstein’s (1939)
description of a holistic actualizing tendency to describe the
human tendency to organize resources and capacities so as
to cope optimally. Rogers developed his notion of an actual-
izing tendency from his initial view of the operation of a
growth and development tendency. This tendency came to
be defined as the “inherent tendency of the organism to de-
velop all its capacities in ways which serve to maintain or
enhance the organism” (Rogers, 1959, p. 196). The latter
view added the idea of the actualizing of all capacities to the
notion of the adaptive function of a growth and develop-
ment tendency. The actualizing tendency was highly impor-
tant in that it offered a nonhomeostatic view of functioning.
The person is not guided by deficiencies but is instead
proactive.

Perls (1947) took from Gestalt psychology the view of peo-
ple as active organizers of their world, including a tendency
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toward closure or completion of experience. This was offered
as an alternative to views of people as determined, either by
their history or by the unfolding of a genetic blueprint. Perls
was committed to the idea of an inherent organizing tendency.
This tendency leads infants to learn to walk and to develop,
and people in general to learn to maintain themselves, to use
tools, to develop verbal concepts, to strive for meaningful
interpersonal contact, and to develop a sense of personal
mastery. The holistic nature of this formative tendency was
emphasized over any specific drives or needs. Maslow (1968)
subsequently defined the actualizing tendency in terms of a
hierarchy of needs, moving from lower level biological sur-
vival (“deficiency”) needs to higher level, growth-oriented
(“being”) needs. Perls, however, rejected this level concept
and adopted the more dynamic principle that the most domi-
nant need in the situation emerges to organize the field.

All the theorists originally emphasized the growth ten-
dency’s thrust toward autonomy from external control, a
view that fitted the male-gender-role-based, autonomy-
oriented view of psychological health prevalent at the time.
Perls, for example, stressed that maturation involves moving
from environmental support to self-support. Perls and the ex-
istentialists also emphasized the importance of choice and the
integration of polarities over any inherent tendency toward
goodness. Rogers (1961), on the other hand, strongly empha-
sized the prosocial nature of the actualizing tendency. He
believed that when people are guided by this tendency, they
are trustworthy, reliable, and constructive.

Existential therapists, although seeing life as purposive and
the organism as active in choosing its own destiny, have not
explicitly posited a growth tendency. In existential terms, no
innate “essence” precedes existence; rather, people determine
themselves. People are born morally neutral, with a penchant
both for health and sickness, and for good and bad. However,
people are seen as having innate worth in the sense that they
have the ability to know the difference between good and evil
and the capacity to choose. Thus, a growth-like principle is
implicit in existential thinking. Frankl (1963), for example,
proposed a “will to meaning,” and May and Yalom (1989) sug-
gested that the therapist cannot create engagement or wishing
that but the desire to engage in one’s life is always there. In his
first book, The Doctor and the Soul, Frankl (1955) proposed
that people live in three dimensions: the somatic, the mental,
and the spiritual. He equated the search for meaning with a spir-
itual struggle, and one that appears only in humans. For Frankl
(1963), the will to meaning is the fundamental human drive.

Theory of Dysfunction

In the humanistic-experiential tradition, dysfunction has
generally been seen as resulting from the disowning of

experience. According to Rogers (1959), dysfunction is
caused by incongruence between self-concept and experi-
ence. A state of incongruence exists when the self-concept
differs from the actual experience of the organism. Thus, if I
see myself as loving but feel angry and vengeful, then I am
incongruent. When the organismic valuing process and exter-
nally imposed conditions of worth are in agreement, organis-
mic experiencing is accurately perceived and symbolized.
However, experiences that contradict conditions of worth
compromise the need for positive self-regard, if accurately
perceived and assimilated. Therefore, these experiences are
selectively perceived, distorted, or simply denied in order to
make them consistent with self-worth. This leads to progres-
sively greater estrangement from oneself, so that the person
can no longer live as an integrated whole, but is instead inter-
nally divided.

Threat or anxiety thus occurs if accurately symbolized
experience violates the self-concept, leaving the person vulner-
able. When a discrepancy between self-concept and experience
threatens to enter awareness, the person responds by becoming
anxious. However, in response to strong organismic needs, be-
havior inconsistent with the self-concept nevertheless occurs.
Furthermore, the tacit perception (subception) of incongru-
ence between self-concept and organismic experiencing leads
to healthy acceptance, immediate distortion or disowning
of experience, or (in severe instances) fragmentation of the
self-concept.

Similarly, according to Gestalt theory, health involves the
owning of emerging experience, whereas dysfunction involves
the automatic disowning or alienation of this experience. A
variety of interruptive mechanisms, including introjections,
projections, and retroflections, prevents need satisfaction.
Other phenomena such as conflict between polarities, habits,
unfinished business, avoidance, and catastrophizing are also
seen as important processes that produce dysfunction.

Different views of dysfunction and change coexist in this
tradition. One, reflecting a psychoanalytic influence, held
that awareness or discovery of previously unaware contents
was curative, implying that hidden contents were pathogenic.
Alternatively, pathology was seen as resulting from the in-
ability to integrate one’s representations and reactions to cer-
tain experiences into one’s existing self-organization. In this
view, the unacceptable is dealt with not by expelling it from
consciousness (repression), but by failing to experience it as
one’s own (disowning). Rather than making the unconscious
conscious, therapy needs to promote reowning or the fuller
experiencing of what one was talking about and already knew
in some way. The important thing about this view is that what
is disowned is not in itself pathogenic; instead, it is the
healthy or the traumatic that has been disowned. Dysfunction
occurs because of the disowning of healthy growth-oriented
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resources and needs or because of the avoidance of pain. It is
the owning and reprocessing of experience to assimilate it
into existing meaning structures, as opposed to conscious-
ness of repressed contents, that is the key change process in
this view. This is an essential difference from classical psy-
choanalytic views, where dysfunction arises from denial of
indirect efforts to gratify infantile or nonadaptive needs.

Among the existentialists, Boss (1963) viewed psy-
chopathology as a narrowing of the attunement that a person
has to his or her world. Instead of being able to attend to nu-
merous events in the world, the client is able to attend only to
a narrower range of phenomena, so that in neurosis the per-
son’s world of possibilities shrinks. This narrowing of attune-
ment or attending leaves the person with only a partial view
of his or her world (Boss, 1963). For May (1977), pathology
develops because of the anxiety that arises from the defensive
unawareness of the possibility of nonbeing. The anxiety of
nonbeing (ontological anxiety) is resolved by using this angst
to gain an appreciation for being. “To grasp what it means
to exist, one needs to grasp the fact that he might not exist”
(May, 1977, p. 51). Heidegger phrased it more strongly: To
grasp what it means to exist, one needs to grasp the fact that
one will, in some number of years, not exist (Heidegger,
1949/1962). In existential theory, dysfunction has been seen
as resulting from lack of authenticity and alienation from
experience, and the resultant lack of meaning. Therapy thus
needs to promote fuller experiencing of what one is talking
about and already knows tacitly. In existential theory, dys-
function therefore is seen as resulting from lack of authentic-
ity, alienation from experience, and ontological anxiety, and
the resultant lack of meaning.

Experiential Theory: A Neo-Humanistic Synthesis

The classical views of humanistic therapy described in the
previous section have been complemented recently by an ad-
ditional set of ideas from current psychological theory in order
to provide the basis for a more complete understanding of
human function, dysfunction, and change (Greenberg & Van
Balen, 1998; Greenberg, Watson, & Lietaer 1998). This refor-
mulated perspective has added certain “neo-humanistic”
(Elliott, 1999; Elliott, Watson, Goldman, & Greenberg, in
press) principles, which provide the basis for experiential and
emotion-focused therapies. The traditional humanistic as-
sumptions have been expanded to incorporate modern views
on emotion, dynamic systems, constructivism, and the impor-
tance of a process view of functioning to help clarify the
humanistic views of growth and self-determination.

Contemporary emotion theory (Frijda, 1986; Greenberg &
Paivio, 1997; Greenberg & Safran, 1987) holds that emotion
is fundamentally adaptive in nature and provides the basis for

the growth tendency. In this view, emotion helps the organ-
ism to process complex situational information rapidly and
automatically in order to produce action appropriate for
meeting important organismic needs (e.g., self-protection,
support). Emotions provide rapid appraisals of the signifi-
cance of situations to peoples’ well-being and therefore guide
adaptive action.

In addition, humanistic perspectives on subjectivity and
perception have been connected to constructivist epistemol-
ogy and views of functioning. In this view people are seen
as dynamic systems in which various elements continuously
interact to produce experience and action (Greenberg &
Pascual-Leone, 1995, 1997; Greenberg & Van Balen, 1998).
These multiple, interacting self-organizations can be de-
scribed metaphorically as “voices” or parts of self (Elliott &
Greenberg, 1997; Mearns & Thorne, 2000). In this view, the
“I” is an agentic self-aspect or self-narrating voice that con-
structs a coherent story of the self by integrating different as-
pects of experience in a given situation; however, this voice
has no special status as an “executive self.” Of particular im-
portance are two sets of voices, which can be referred to
broadly as “internal” and “external,” or as “experiential” and
“conceptual.”

Furthermore, change is a dynamic, dialectically construc-
tive process that requires that there be a clear separation
between different modules, self-aspects, or voices within the
person, especially between the internal-experiential and
the external-conceptual aspects. These modules, aspects, or
voices are then brought into direct contact with each other so
that discords and harmonies can be heard. When this dia-
logue is successful, some form of newness is generated. As is
true for all dialectically constructive processes, the precise
nature of this new experience is impossible to predict in ad-
vance, although it should be understandable in retrospect
(cf. Gendlin, 1996). Most important, it involves change in
both aspects or voices; that is, both assimilation and accom-
modation occur.

Reformulation of the Self as Process and Self-Narration

Over time, the original humanistic structural theories came to
be supplemented and somewhat replaced by a process con-
ception. In his initial attempts to develop a process concep-
tion, Rogers (1958) offered a conceptualization of health that
saw change as a transition from stability to flux, from rigidity
to flow, and from structure to process. In his theory of expe-
riencing, Gendlin (1962, 1964) more fully articulated this
process-oriented view of experiencing and moved away from
denial-incongruence models. He started from the premise
that people are experiencing beings and stressed the interac-
tional character of all naturally occurring forms of life.
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Excessive stability, tied to the absence of forms of interaction
that carry processes forward, was seen as the major cause of
disturbance in spontaneous organismic process, or what he
referred to as a bodily way of being-in-the world. Gendlin
(1962) argued that optimal self-process involves an ever-
increasing use of experiencing as a process in which felt
meanings interact with verbal symbols to produce an explicit
meaning.

Gestalt theorists also proposed a self-as-process model
(Perls et al., 1951). This theory made two proposals. One was
that the self is the synthesizing agent, the artist of life, who
creates contact at the organism-environment boundary. The
second, and somewhat different, was that the self is contact
with the environment and that it comes into being at the mo-
ment of contact. According to the first view of self, the self
creates solutions to problems that arise at the contact bound-
ary. According to the second view of self, when there is full
contact, there is full self; and when there is little contact, there
is little self. Thus, the self comes into existence in the experi-
ence of contact, and I “am” my experience. The self is re-
moved from “inside” the person and becomes a field process.
Self, in process terms, is thus the meeting point of internal and
external, achieved by a process of dynamic synthesis of all el-
ements of the field (Perls et al., 1951; Wheeler, 1991; Yontef,
1993). The self is on the surface, not somewhere deep inside,
and it forms continually, at the ever-changing boundary be-
tween the organism and the environment, in order to fulfill
needs, solve problems, and deal with obstacles. With this field
view, culture is given an important role in understanding
experience.

In the process-oriented Gestalt view, it is awareness of the
process of identification and alienation of experience that
are the road to health. Awareness of functioning provides peo-
ple with the option to choose, if and when, to own experience
(Perls et al., 1951). Therapy, then, offers clients experiments
of deliberate awareness in order to promote the experience of
being an active agent in experience; this allows the person to
begin to experience what Perls et al. (1951) described as “It is
me who is thinking, feeling or doing this” (p. 251).

Integrating and developing experiential process theory
in line with modern views on emotion, constructive cogni-
tion, and the operation of dynamic systems, a dialectical
constructivist model of experiential therapy has been pro-
posed (Greenberg et al., 1993; Greenberg & Pascual-Leone,
1995, 1997; Watson & Greenberg, 1997). In this view, people
are seen as active agents in the construction of their own
realities, and the self is seen as a process in a continual
state of self-organization. Humans are seen as symbolizing,
meaning-creating beings who act as dynamic systems, con-
stantly synthesizing conscious experience out of many levels
of processing and from both internal and external sources.

Three major levels of processing—innate sensorimotor, emo-
tional schematic memory, and conceptual level processing—
have been identified (Greenberg & Safran, 1987; Greenberg
et al., 1993). In addition, people are seen as organizing expe-
rience into emotion-based schemes that then play a central
role in functioning.

This dynamic view supports a form of practice in which
emotion plays an important role in the construction of real-
ity and both therapeutic relationship and therapeutic work
on specific problems are seen as aiding change. Emotional
experience, although seen as a basically healthy resource, is
viewed as capable of either providing healthy adaptive infor-
mation based on its biologically adaptive origins or, in certain
instances, becoming maladaptive through learning and ex-
perience. The most basic process for the individual in therapy
is thus one of developing awareness of emotion and discr-
iminating which emotional responses are healthy and can
be used as a guide and which are maladaptive and need to
be changed (Greenberg & Paivio, 1997). Change is seen as
occurring by the coconstruction of new meaning in a dia-
logue between client and therapist, in which the therapist
plays an active role in confirming clients’ emotional experi-
encing and helping them synthesize an identity based on
strengths and possibilities.

In this view, it is the dialectical interaction among emotion
schemes and levels of processing to synthesize new meaning
that becomes the central process. This suggests that a principle
of coherence can be viewed as supplementing the traditional
principle of congruence in explaining healthy functioning.
Thus, it is not simply that “I” become aware of my “feelings,”
or that my self-concept and experience are consistent with one
another. Rather, I form a coherent sense of myself, as, say,
angry or sad; this form successfully organizes aspects of my ex-
perience together into a coherent whole that is viable in a given
situation. In this view, adaptive functioning involves coordina-
tion among aspects of experience as well as levels of process-
ing, with mutually affiliative relationships to one another,
generating a coherent whole that makes sense and is identified
as a part of one’s self-organization. This view helps overcome
the problem, in both language and thought, of presuming the
operation of any preexisting hidden content or meaning that
comes to awareness or is accepted into a self-concept. Rather,
there is an ongoing process of synthesizing levels of processing
and modules of experience in a complex internal field. In addi-
tion, reowning is seen as integrating aspects of experience into
coherent forms, and this involves meaning creation as well as
identification with the disowned.

In this dialectical view, the person is emphasized as an ac-
tive agent (cf. Bohart & Tallman, 1999) constantly organizing
or configuring experience and reality into meaningful wholes.
Both discovery of experience and creation of meaning
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operate in tandem, neither process being privileged over the
other (Greenberg et al., 1993). In addition, both emerging in-
ternal experience and interpersonal support are seen as active
ingredients in the process of change. Meaning is created by
human activity, in dialogue with others, and people are seen
as creators of the self they find themselves to be.

In this process, the self is the agent that acts to become
aware of needs and creatively resolve problems that arise
from interactions with the environment. Need emergence is
seen as a field event rather than as an inner drive; it occurs as
the self synthesizes internal and external elements into coher-
ent forms. Needs and goals, along with meaning, are thus
both created and discovered. The inability to identify and
form needs and a clear coherent sense of self leads to weak
self-organization.

In this view, the term “self” refers not to an entity or object
but to a tacit integrating organization that separates what is
“me” from what is “not me.” The self is a dynamic system or-
ganizing the elements of experience into a coherent whole by
a process of dynamic-dialectical synthesis (Pascual-Leone,
1991; Smith & Thelen, 1993; Whelton & Greenberg, 2000).
There is thus no central control; all elements add weight in an
ongoing synthesis, producing a succession of momentary self-
organizations, such as feeling shy or being assertive. Con-
scious control is but one aspect that can influence the synthesis
process but is always itself influenced by tacit knowing.

The self-concept, in this view, is replaced by a self-
narration, that is, by a story we tell others and ourselves in
order to make sense of our lives. This self-narration is not a
structure or a concept but instead is an ongoing process by
which we organize our experiences and provide accounts of
our actions. The self-narration is a conscious conceptual
process influenced by learning, by values, and by a variety of
different cognitive and evaluative processes. People do not
possess a self-concept; they actively narrate their experience,
constructing views of who they and others are, as well as how
and why things happened (Greenberg & Pascual-Leone, 1995;
Watson & Greenberg, 1997).

Once we develop a conscious representation of our expe-
rience, this acts as an identity or becomes our self-narration.
We then reflect on this leading to further new experiencing.
We have many views of our self and are constantly revising
these. Thus, we do not have a self-concept but are constantly
forming it. We are engaged in an ongoing process of creating
coherence and unity. In each moment we are the expression
of one of many possible selves.

Experiencing

Experiencing has often been treated as the given datum. It
just happens. In contrast, according to the neo-humanistic

view, experiencing can be understood as the synthesized
product of a variety of sensorimotor responses and emotion
schemes, tinged with conceptual memories, all activated in a
situation (Greenberg et al., 1993). In this view, multiple pat-
terns of neural activation (schemes) are evoked by the same
releasers and function together to produce a complex, coordi-
nated internal field (Greenberg & Pascual-Leone, 1995,
1997; Pascual-Leone, 1991). This field provides the person
with a sense of internal complexity to which to refer, and in
which much more is contained at any one moment than any
one explicit representation can capture.

Imagine, for example, telling the story to a friend of one of
two versions of an experience the previous evening: While
standing in line for a movie, you turned around and suddenly
saw someone whom you either (a) wished desperately to
avoid or (b) were amorously longing to meet. Depending on
which experience occurred, you might be able to speak at
length from two entirely different senses of internal complex-
ity, generated in the moment by complex tacit synthesis. You
could talk about how you felt in, and about, this moment,
drawing on many different images and explicating complex
felt meanings and their implications. All these tacit meanings
occurred in the field of internal complexity but were not nec-
essarily processed consciously in the moment that you greeted
the other person.

It is important to note that this bodily felt sense of internal
complexity is not only multidetermined by many modali-
ties and modes of processing, such as auditory visual, kines-
thetic, emotional, and semantic; it is also overdetermined. The
sense of internal complexity is the result of many determinant
causes stemming from the many compatible processes in-
volved in the experience. Experiencing is overdetermined in
the sense that many schemes or aspects are coordinated in its
production (Greenberg & Pascual-Leone, 1995). A subset of
these schemes might suffice to produce the same result. An ex-
perience thus means both “this” and “that,” even though the
two determinants may differ and either could have sufficed
to produce the result. Explanation of why one feels or does
something is thus not a simple rational or linearly causal
process. Conscious meaning then occurs by the symbolization
of aspects of internal complexity into symbols that create dis-
tinctions in experience. These symbols in turn can be further
organized by reflection to generate new felt meanings
(Greenberg & Pascual-Leone, 1997; Watson & Greenberg,
1997).

Tacit decentralized control in a synthesis system of this
nature makes it always possible to perceive more than we
currently experience and to experience more than we cur-
rently attend to. New sets of tacit experience are always avail-
able to be explicated in consciousness. Experiencing is thus a
tacit level of meaning generated by a dynamic synthesis of
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sensory, schematic, and conceptual levels of processing that
integrate by a type of summation of related or mutual ele-
ments into a gestalt with figural and background aspects. In
symbolizing experiencing, making the implicit explicit is not
simply a process of representation but rather a process of con-
struction, always limited and incomplete. Not all tacit infor-
mation is used in any construction. Thus we can always
explore for what more there is and reconfigure it in a new
way. Explicit knowledge needs to fit adequately, to make
sense of, and to integrate elements into a coherent, meaning-
ful whole.

Growth is seen as emerging not only through the self-
organization of some type of biological tendency, but also
from genuine dialogue with another person. In such an I-thou
dialogue (Buber, 1957), each person is made present to and
by the other. In therapy, the therapist both contacts and con-
firms the client by focusing on particular aspects of the
client’s experiencing. Contact involves a continual focus by
the therapist on the client’s subjective experience, confirming
the person as an authentic source of experience. Confirmation
derives from the therapist’s selective focus on strengths and
on what is adaptive and promotes growth. It is the therapist’s
focus on subjective experience and strengths that helps guide
client growth and development. In our view, people are often
struggling and confused. Both “good” and “bad” inclinations
exist as possibilities. Therapy is a coconstructive dialogue in
which both the therapist and the client struggle to discern and
confirm the client’s health-promoting tendencies and possi-
bilities. Growth truly emerges from the “in-between,” from
two people working together in a collaborative alliance to-
ward the client’s survival, enhancement, and affirmation of
life. The therapist’s ability to help the client explicate his or
her experiencing, and to see and focus on implicit growth-
oriented possibilities, is an important element of promoting
the client’s directional tendency.

Experience, then, is rich with not-yet-articulated implica-
tions. New meanings always can be created from a person’s
field of internal complexity. Thus, developing oneself is really
the unfolding of the implications of internal experiencing. This
involves discovering some of the tacit constituents and orga-
nizing them into coherent wholes in interaction with another
person. The growth tendency is thus seen as being dialectically
guided both from within and from without. The internal aspect
is guided by the emotion system, which evaluates situations in
relation to well-being (Frijda, 1986; Greenberg et al., 1993;
Greenberg & Safran, 1987; Lazarus, 1991). External guid-
ance and support of the growth process comes from another
person who sees the first person’s coping efforts, confirms
them, and focuses on strengths, potentials, and possibilities.
In other words, growth occurs in an interpersonal field. It is

strengthened by being focused on, symbolized, and confirmed
in dialogue.

Dysfunction

In the neo-humanistic process view, dysfunction occurs not
through a single process, such as incongruence (Rogers,
1959), interruptions of contact (Perls et al., 1951), or a block-
ing of the meaning-symbolization process (Gendlin, 1962).
Instead, dysfunction arises via many possible routes. This
provides a more useful, flexible view of dysfunction—one
that includes discerning varied current determinants and
maintainers of problems.

At the most global level, we see the inability to integrate
aspects of functioning into coherent harmonious internal re-
lations as a major source of dysfunction. Thus, one’s wishes
and fears, one’s strengths and vulnerabilities, or one’s auton-
omy and dependence may at any moment be in conflict or
at any moment in danger of being disowned. Notice that
conflict here is between different self organizations, not
conscious versus unconscious or moral versus immoral. This
view incorporates both Rogers’s and Perls’s views of incon-
gruence and integration, as well as Mahrer’s (1978) view of
the importance of affiliation and disaffiliation between oper-
ating potentials. However, these problems are attributed to
the synthesizing and self-organizing functions of the self.

In line with Gendlin, Perls, and Rogers, we also see the
inability to symbolize bodily felt experience in awareness as
another central source of dysfunction. Thus, one may not
be aware or be able to make sense of the increasing tension
in one’s body, of the anxiety one feels, or of unexpressed
resentment.

A third major source of dysfunction involves the activation
of core maladaptive emotion schemes, often trauma-based
(Greenberg & Paivio, 1997). This leads either to painful emo-
tions or maladaptive emotional experience and expression.
The operation of this process implies that not all basic internal
experience is an adaptive guide and that in addition to the
benefits of becoming aware of basic experience, basic experi-
ence itself sometimes requires therapeutic change. For exam-
ple, in posttraumatic stress the emotion system often signals
an alarm when no danger is present. Similarly, poor attach-
ment histories can lead to maladaptive experience of desire
for, or mistrust of, interpersonal closeness.

The previous three general processes of dysfunction are sup-
plemented by the operation of a large variety of more specific
cognitive-affective processing difficulties that help explain dif-
ferent types of dysfunction. Greenberg et al. (1993) described a
variety of particular experiential difficulties, including difficul-
ties such as problematic reactions, in which one’s view of an
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experience and one’s reaction don’t fit; self evaluative splits, in
which one part of the self negatively evaluates another; unfin-
ished business, involving unresolved emotional memories; and
statements of vulnerability involving a fragile sense of self. All
involve different types of underlying schematic processing
problems. Each state requires different interventions designed
to deal with the specific cognitive-affective processing prob-
lems. This offers a differential view of dysfunction in which
current determinants and maintainers of disorders are identified
by a form of process diagnosis in which therapists identify
markers of in-session opportunities for implementing specific
types of interventions and change processes.

For example, specific problems in living such as depres-
sion might be seen as involving some of the above general
processes of inability to integrate, symbolize, and separate
past from present experience, but all also involve specific
determinants and processing difficulties unique to different
types of depressive problems or persons. For example, self-
critical depressions manifest primarily in self-evaluative con-
flicts in the person, whereas dependence-based depressions
are organized around unfinished business with significant
others (Greenberg, Watson, & Goldman, 1998).

Summary of Neo-Humanistic Theory

In the neo-humanistic view, people are seen as dynamic sys-
tems attempting to maintain the coherence of their organizing
processes by continuous synthesis and restructuring. The
person grows toward greater and greater complexity and
coherence by constantly assimilating experience, integrating
incongruities and polarities. Growth is inherently dialectical
and dialogical. This view does not privilege an internal process
of feeling and attending over meaning-creating processes of
symbolization and reflection; nor does it privilege internal ex-
perience over contact with others. Rather, it sees a dialectical
synthesis of all elements, emotion and cognition, internal and
external, biological and social, as the crucial process in the cre-
ation of meaning. Culture, experience, and biology are given
equally important roles.

Dysfunction occurs via different general and specific types
of processing problems. In addition, any notion of a genetic or
predetermined blueprint for whom the person “truly is” is re-
jected. In its place is an interpersonally facilitated growth ten-
dency oriented toward increased complexity, coherence, and
adaptive flexibility. Therapy involves attending to this adaptive
capacity, confirming it, and promoting different types of pro-
cessing to facilitate different types of problem resolution. In
addition, therapy promotes awareness of blocks and interrup-
tions of the person’s strengths and problem-solving capaci-
ties so that awareness becomes fluid rather than fixated on

reworking unfinished situations. Therapy provides a relational
environment that helps strengthen the adaptive self, creates
process-enhancing interactions that will not interfere with or
block healthy self-organizing processes, and will recognize the
client as expert on his or her own experiencing. In addition,
therapy emphasizes evoking maladaptive schemes in order to
make them accessible to new experiencing. Different active
methods are used to facilitate the resolution of different specific
processing difficulties, always recognizing clients as having
privileged access to their experience and as having the right to
choose their direction, both in and outside therapy (Greenberg
et al., 1993).

Realizing that emotion is a basic biologically adaptive
system solves the problem of the scientific basis of the
organismic valuing process (the “wisdom of the body”). This
system operates by evaluating situations in relation to our
well-being, thus serving as an organizing function for experi-
ence. This formative tendency works by means of a dynamic
system process involving the dialectical coordination of
many different elements to form inclusive, coherent synthe-
ses of activated elements. This dialectical process works both
through the medium of a basic biologically adaptive emotion
system and via the human symbolic capacity and drive to
make sense of things, in the service of goals to survive and to
maintain and enhance the self. Thus, the organism is always
producing a directional tendency informed by all its learning,
experience, and interaction.

Further, human beings live and grow in the context of rela-
tionships and function by allocating attention to aspects of the
organism-environment field. Attention operates under the con-
trol of emotion, interest, reason, conscious effort, and salient
environmental stimuli. Attending leads to the creation of emo-
tional meaning that organizes the person for action.At the point
of symbolization, reasoning, aided by imagination, invents
possible solutions and guides action. Goals, as well as plans for
their attainment, are reflected on and evaluated, and the person
decides on a course of action. Action on the chosen alternative
then follows. This process involves emotion, reason, choice,
and, above all, an ongoing process of dynamic synthesis of
many elements including feelings, memories, beliefs, values,
learnings, and anticipations, all constantly integrated as the self
reorganizes itself to meet the environment.

THE PRACTICE OF HUMANISTIC-
EXPERIENTIAL PSYCHOTHERAPY

Having summarized humanistic-experiential theory, includ-
ing a neo-humanistic, process-oriented reformulation, we now
review the basic elements of humanistic-experiential therapy
based on this reformulation.
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Goals

The general goals of treatment are to promote more fluid and
integrative self-organizations. Therapy focuses on the whole
person; that is, it is person-centered rather than problem or
symptom focused, but within this holistic focus the underly-
ing determinants of different types of self-dysfunction are
also an important point of focus. Both a change in manner of
functioning of the whole self and changes in particular prob-
lems in self-organization are viewed as important. For exam-
ple, a client may be seen as changing a general manner of
functioning by becoming both more empathic toward self and
better able to symbolize bodily felt experience, while also re-
solving a specific problem such as unfinished business with a
significant other. In addition to promoting self-acceptance
and a strengthening of the self, treatment also aims at solving
particular problems of self-organization that emerge in treat-
ment. The problems that are focused on emerge in a collabo-
rative fashion over the course of treatment. The goal of
treatment is to increase awareness and promote self-reorgani-
zation by integrating disparate parts of the self. In addition,
awareness of the processes that regulate what enters aware-
ness and what does not is emphasized.

The Therapeutic Relationship

In the most general terms, humanistic-experiential therapy is
based on two basic principles: first, the importance of the rela-
tionship as a stubborn attempt by two human beings to meet
each other in a genuine manner in order to provide help to one
of them; and second, the consistent and gentle promotion of
the deepening of the client’s experience. The relationship is
seen as both curative, in and of itself, and as facilitating of
the main task of therapy, that is, the deepening of client expe-
riencing. The relationship is built on a genuinely prizing
empathic relation and on the therapist’s guiding clients’ expe-
riential processing toward their internal experience. An active
collaboration is created between client and therapist in which
neither feels led, or simply followed, by the other. Instead,
the ideal is an easy sense of coexploration. Although the rela-
tionship is collaborative, when disjunction or disagreement
does occur, the therapist defers to the client as the expert on
his or her own experience. Thus, therapist interventions are
offered in a nonimposing, tentative manner, as conjectures,
perspectives, “experiments,” or offers, rather than as expert
pronouncements or statements of truth. Interventions are con-
strued as offering tasks on which clients who are active agents
can work if they so choose. The relationship always takes
precedence over the pursuit of a task. Although the therapist
may be an expert on the possible therapeutic steps that might
facilitate task resolution, it is made clear that the therapist is a

facilitator of client discovery, not a provider of “truth” or a
psycho-educator. The role of a “life mentor” or an “internal
exploration coach,” however, is compatible with a humanistic
perspective.

Experiential therapy thus recognizes both the power of
the understanding relationship and the importance of differ-
ent in-therapy tasks in promoting different types of therapeu-
tic change. The quality of the bond between participants as
well as collaboration on the tasks and goals of therapy are
seen as essential in creating a good therapeutic alliance. The
bond is warm, respectful, empathic, and validating, whereas
the goals and tasks focus on increasing awareness, deepen-
ing experience, and resolving specific in-session emotional
problems.

The relational bond is seen as involving three main healing
ingredients. First is a more transcendent aspect, the human
presence of the therapist, witnessing and validating the other’s
humanness; second is a set of more explicit facilitative atti-
tudes that create a safe working environment; and the last is a
set of specific interpersonal behaviors that facilitate growth
and provide new interpersonal experience. Buber’s (1957)
I-thou relationship, involving such elements as presence,
commitment to dialogue, and nonexploitiveness, and the
Rogerian triad (Rogers, 1957) of empathy, positive regard,
and congruence, describe the general nature of the relation-
ship. Empathy is seen as a complex cognitive-affective
process of imaginative entry into the world of the other and in-
volves understanding the other, including the other’s deeper
experience. This process helps the client to feel connected, to
regulate affect, and to construct new meaning.

A relational bond of this type is seen as both confirming
the client as an authentic source of experience and as provid-
ing the optimal context for helping the client to attend to and
become aware of prereflective experience and to communi-
cate and explore it without fear of evaluation. The facilitative
relationship, in addition to being curative in and of itself,
also provides a safe environment for working on particular
problems. Finally, not only does the relationship serve as a
confirming environment and as a context for specific forms of
intrapsychic work, but it is itself also a medium for specific
corrective interpersonal experiences. Thus, certain forms of
work on the relationship between client and therapist are also
seen as mutative.

The experience of the therapist’s genuine and uncondi-
tional empathic prizing is viewed as freeing the client from the
“conditions of worth” that have been assimilated from early
experiences with parents and others (Rogers, 1959) and as
providing new interpersonal experience that disconfirms path-
ogenic beliefs about self and relationship. These relationship
conditions of personal genuineness and empathic prizing en-
able clients to express and explore their moment-to-moment
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experience as they describe the issues, events, and frustrations
in their daily lives. The therapist’s empathic reflections of
the most poignant feelings and other inner experiences enable
the client to explore these inner experiences more deeply
and to access aspects that have never before been fully ex-
pressed to others or even to themselves. The therapist’s clear,
nonjudgmental caring reduces clients’ interpersonal anxiety
and thus enables them to tolerate their own intrapersonal anx-
iety as they explore more and more deeply. Thus the relation-
ship is not only a primary change agent in itself, but it also
establishes a climate of inner awareness in which clients can
engage in the exploratory process.

Buber’s (1957) I-thou relationship has also been adopted
as an important model of relating for humanists. In this view,
the therapist relates with immediacy and is fully present to the
other, letting the other in on his or her own inner experience.
The genuine dialogue is mutual and nonexploitive, with both
participants caring about each other’s side of the dialogue.
Buber sees the I-thou relationship as a genuine meeting be-
tween two people in which both openly respect the essential
humanity of the other. Healing is viewed as occurring in the
meeting (van Deurzen-Smith, 1996). In this sense the rela-
tionship is an active change agent. More recent interpretations
of contact reflect the influence of Buber’s philosophy on
Gestalt therapy and include Yontef’s (1998) concept of dia-
logue, a special form of contact in which people seek to be
psychologically present to each other and to share what they
experience as an end in itself. In experiential therapies this is
considered to be the basis of effective therapy (Hycner &
Jacobs, 1995).

Presence and contact are major principles of relating. Es-
sentially, contact means that the therapist and client are fully
present and engaged in a congruent fashion in whatever is oc-
curring for the client in the moment. To the degree that the
client’s internal processes interrupt the his or her contact with
the self or with the therapist, the therapist attempts to bring this
to the client’s awareness by inquiring about what happened at
the point of interruption. Humanistic therapists believe that
ultimately it is only in the context of an authentic relationship
that the uniqueness of the individual can be truly recognized.
Thus, the therapist strives for the genuine contact of a true
encounter. This authenticity does not, however, mean over-
whelming clients with self-disclosure or honesty without con-
sideration for their needs or personal readiness.

Deepening Awareness of Client Experiencing:
The Key Therapeutic Task

In addition to the provision of a “healing” relationship, facil-
itating work on particular therapeutic tasks is also seen as a
core ingredient of experiential therapy (Greenberg et al.,

1993). The most central task of experiential therapy is that of
deepening the client’s experiencing. This involves focusing
clients on their internal experiences, helping them to symbol-
ize them in words and create new meaning. The therapist pro-
motes different internal processes at different times to aid
experiential processing. The processes facilitated range from
symbolizing a bodily felt sense, to evoking memories, to al-
lowing an intense feeling to form, to expressing feelings, to
reflecting on experience to create new meaning. In addition,
the client is encouraged to engage in such activities as psy-
chodramatic enactments or exercises in imagination to help
address particular emotional issues.

The humanistic-experiential approaches all attempt to pro-
mote client awareness and discovery, with the client viewed as
the expert on his or her own experience. Drawing on existen-
tialists such as Boss (1963) and Binswanger (1963), meaning
is seen as resting in the phenomena (experiences) themselves.
The view of the unconscious is not one of experience that is
inaccessible to awareness other than through an external
agent’s understanding and interpretation of it. Even if an
experience is not available to first view, it is potentially acces-
sible to awareness. The humanist position does not claim
that there is no unconscious processing of information but
subscribes to a view of a cognitive rather than a dynamic un-
conscious. The key difference is that in a cognitive-affective
schematic processing view, the unconscious does not moti-
vate behavior but rather influences perception and construal.
Much of that which is unconscious is simply not currently in
awareness and can be made aware by attentional focusing.

Empathic reflection and exploration of the client’s moment-
by-moment inner awareness is viewed as an important way of
both guiding attention and offering symbols that enable the
client to discover for his or her experience. The therapist’s re-
flections carry the message of empathic understanding, as well
as the explicit or implicit expectation that the client will be able
to correct this reflected understanding and will carry it further.
The assumption is that the personal meaning of the client’s ex-
perience is in the experience itself, and under optimal condi-
tions clients can grasp these meanings for themselves. Thus,
the therapist works consistently within the client’s frame of ref-
erence, reflecting what it is like to be the person at that moment
and making sure not to assume the position of being more ex-
pert than the client about the client’s experience. The therapist
conveys to clients that they are the best judges of their own re-
alities. This is a very important active ingredient of therapy be-
cause the process provides an experience that is viewed as an
antidote to one of the client’s major psychological problems—
not trusting their own experience because of learned conditions
of worth.

Humanistic therapists integrate leading and following in
their responses to clients. The therapist at times directs the
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process by influencing the client’s depth of experiencing and
manner of processing, always guiding the client toward his or
her inner experience. Therapists create experiments in order
to help clients to discover aspects of their experience, share
hunches about what may be occurring, and teach clients
about specific interruptive and avoidance processes. Thera-
pists train clients to become aware both of their experience
and of how they interfere with their experience, directing
them to attend to sensations, nonverbal expressions, and in-
terruptive and avoidant processes (Sachse, 1996; Lietaer,
Rombauts, & Van Balen, 1990; Polster & Polster, 1973).

Humanists use a combination of discovery, interpretation,
and confrontation. They might challenge and interpret obsta-
cles to choice and action. Existential therapists, for example,
view the anxiety aroused by awareness of the “ultimate con-
cerns” such as death, freedom, isolation, and meaninglessness
as leading to defense mechanisms such as repression, distor-
tion, or avoidance. It is these kinds of avoidances that are often
directly challenged by the therapist. Thus, therapists may at
times confront blocks or avoidances; however, the primary em-
phasis is on supporting clients in discovering for themselves
what it is that they are experiencing, especially what they feel
and need. The ultimate belief is that clients must discover the
truth for themselves from their own internal experiences and
that therapists cannot provide that truth or insight.

Awareness is regarded as central to change. Therapists give
feedback in the form of observations about clients’ current
process, particularly on nonverbal aspects of client expres-
sion, and thus, to some degree, therapists view the client as not
having immediate access to all experience without help. Con-
flicts between aspects of experience are seen as interfering
with functioning and awareness, and a confrontation between
these different aspects of experience, if suitably facilitated, is
seen as important in the therapeutic process.

With regard to the complex issue of the possibility of know-
ing oneself, although humanists would not deny the con-
structed nature of the creation of meaning, they believe that
there is an experiential reality for each person and that aware-
ness of this reality can be progressively approximated. Al-
though there may be no one single truth that can be attained,
there will be many perspectives that would not fit the experi-
ential data, and only a few that will provide a good fit. People
know their worlds through their bodily felt experiences
(Gendlin, 1962; Johnson, 1987). Once they accurately symbol-
ize their bodily experience (e.g., that they feel tense or afraid or
angry), they can construct a variety of meanings from this. But
symbolizing tension as calmness, the experience of fear as
grief, or anger as joy would be inherently inaccurate and dis-
torting. People are seen as being able to determine the right
paths for themselves from an intensive process of discovery,

leading to an inner sense of certitude. Thus, although the person
is always constructing the meaning of the experience by a syn-
thesizing process, the elements of the synthesis have an experi-
ential validity and can be symbolized more or less accurately.

Therapists thus work to enable clients to turn inward and
get in touch with their own present organismic experience and
to value it as a trustworthy guide. The emphasis is on process
rather than on choosing goals, and therapy is not viewed pri-
marily as a struggle against resistance, but as something that
can be achieved under the right conditions. The therapeutic
conditions of empathy, unconditional prizing, and genuine-
ness are viewed by many as being sufficient to release and fos-
ter the actualizing tendency. The therapist is seen as needing
to be very active in fostering inward experiential search, but
not in judging what is best for this person.

Growth becomes possible when people fully identify with
themselves as growing, changing organisms and clearly dis-
criminate their feelings and needs. Effective self-regulation
depends on discriminating feelings and needs by means of
sensory awareness. This leads to awareness of intuitive ap-
praisals of either what is good for the person and should be
assimilated or of what is bad and should be rejected. The as-
sumption is that the healthy organism “knows” what is good
for it—this is organismic wisdom. This wisdom works by a
spontaneous emergence of needs to guide action. Life is the
process of a need arising and being satisfied and another need
emerging and being satisfied.

The graded experiment was introduced in Gestalt therapy
as an addition to the predominant interventions of the time,
namely interpretation, reflection, or goal setting. This experi-
mental method drew from psychodrama the use of enactment
and set up in-session tasks for clients, not necessarily to be
completed, but to be tried out to discover something. Experi-
menting in the session with tasks such as two-chair work and
dream work was emphasized, but many other experiments
were created in the moment to help clients intensify and em-
body their experiences. Creative experiments were produced to
meet the client’s situation. Experiments were created such as
asking the client to express resentment to an imagined other, to
assert or disclose something intimate to the therapist, to curl up
into a ball, to express a desire in order to make it more vivid, or
to move freely and fluidly like water. The client’s experience
and expression were then analyzed for what prevented or inter-
rupted completion of these experiments. The experimental
method focuses on bringing peoples’difficulties with task com-
pletion to the surface.Therapists ask clients to become aware of
and experience the interruptive processes that prevent their
feelings or needs from being expressed or acted upon. In this
manner, clients are seen as gaining insight into their own expe-
rience by discovery rather than interpretation.
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Creative use of imagery and experiment involve “try this,”
followed by “what do you experience now?” In addition to
the experiment, Gestalt therapists used a set of key questions
designed to get at particular aspects of clients’ functioning
and to promote creative adjustment to the environment. Key
questions oriented at experience include the following: What
are you aware of? What do you experience? What do you
need? and What do you want or want to do? Finally, identity-
related questions of the form “Who are you?” or “What do
you want to be?” were also used at appropriate times.

With more fragile clients who have not developed a strong
sense of self or boundary between self and other, the develop-
ment of awareness was seen as more of a long-term objective.
Promotion of experience and asking these clients feeling-
oriented questions was seen as pointless, as these clients had
yet to develop an awareness of their internal worlds. With
these clients, the relationship was seen as the therapeutic
point of departure. Thus, more fragile clients need a more re-
lational form of work, with the focus on the process of contact
with the therapist.

Much therapeutic work thus involved helping people be-
come more aware of sensation or experience. Blocking of
arousal or excitement results from dampening or disavowal of
emotional experience. Therapeutic work at times may focus
on increasing awareness of muscular constriction and becom-
ing aware of one’s other methods of suppressing emotional ex-
perience. At other times, the focus is on promoting awareness
of and action to satisfy organismic needs that have been inter-
rupted by introjected attitudes and values that create a split be-
tween wants and shoulds. Two-chair dialogues often are used
at this point to resolve the split. Interruption can also occur at
the completion stage when the person does not allow him- or
herself to experience the satisfaction of the need. At this stage,
awareness work is again implemented in order to help the per-
son become aware of the experience of satisfaction and how he
or she may be preventing it. Ultimately, awareness is seen as
leading to choice; with enough awareness, the person can then
make the most adaptive choices.

Gestalt therapists, such as Polster and Polster (1973), give
work with dreams a central place in Gestalt therapy. A number
of techniques are used to give dream work immediacy. The
client is asked to start by telling the dream as if it is occurring
in the present, which helps the dreamer relate more directly to
the dream’s content. The client may also be asked to act out the
dream, to identify with a figure or a mood and narrate his or her
dream experiences from a subjective perspective.

Frankl (1969) writes about the two main logotherapeutic
techniques. These are dereflection and paradoxical intention.
Dereflection attempts to remove the “demand quality” from
future events so that the person can live more spontaneously.

The technique of dereflection basically involves telling a per-
son to stop focusing on him- or herself and to look for mean-
ing in the outside world (Yalom, 1980). Often helpful for
phobias, paradoxical intention encourages the client to wish
for the very thing that he or she fears. Paradoxical intention
uses the logotherapeutic principle that goals that are focused
on become difficult to achieve. For example, if individuals
try to gain fame and wealth, they are likely to fail. However,
if people pursue something that is meaningful to them, fame
and wealth may follow. Similarly, if individuals fear public
speaking because they know that they will sweat, they are en-
couraged paradoxically to attend to the sweating and to try to
force as much sweat as possible. In this way, the client’s
anticipatory anxiety can be overcome. In anticipatory anxi-
ety, a client avoids a fearful stimulus that creates the possibil-
ity that that event will occur. This is because the feared
stimulus is never engaged, but always feared, thus creating a
vicious cycle. By paradoxically attending to the experience
of the feared stimulus, the myth of its danger dissipates.

Experiential Therapy as Process Theory

An important distinguishing characteristic of experiential
therapy is that it offers a process theory of how to facilitate
knowledge by acquaintance, rather than a content theory of
personality or psychopathology. A process theory of this type
specifies both the moment-by-moment steps in the client’s
process of change and the therapist’s interventions that will
facilitate these steps. The emphasis in each step always is on
how to promote the direct sensing of what is concretely felt in
the moment to create new meaning.

Experiential theorists and researchers have also specified
patterned sequences of change processes that occur in ses-
sions, sequences such as attending to bodily felt sensation,
and symbolizing this in words, or arousing emotion followed
by accessing needs. These sequence models can be used to
facilitate client work in therapy sessions. The therapist is seen
as an expert in the use of methods that promote experiencing
and facilitate new steps rather than as an expert on what peo-
ple are experiencing.

There is an explicit assumption that within each individ-
ual there is a flow of experiencing to which the person can
refer in order to be informed about the personal meaning
of particular experiences. The main principle of the experien-
tial method is to have people check whatever is said or done
against their own concretely felt experiences. Change is seen
as emerging from a growing awareness of previously unsym-
bolized experience and the bringing of this experience into di-
alectical interaction with words or symbols and other aspects
of experience to create new meaning.
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The key to experiential therapy is to have clients experi-
ence content in a new way so that this new experience will
produce a change in the way that they view themselves, oth-
ers, and the world. Experiential therapy thus adds the empha-
sis that symbols, schemes, and even behavior must interact
with the body-based, experiential level of existence in order
to produce change. It thus offers a process theory of how
body and symbol interact, as well as a set of methods for
promoting this process.

Experiential therapy theorists have specified patterned se-
quences of change processes and events, the explicit connec-
tions of which are spelled out by their process theories of
particular types of change. Three such characteristic se-
quences are described here. One sequence offered by Gendlin
(1996) describes a series of three fundamental client change
processes: (a) The client focuses on a directly felt meaning.
(b) The client allows feelings, words, and pictures to arise
from this inward focusing and attends to the generated feel-
ing. (c) The client receives a new felt meaning that emerges
from the ensuing shift in body experience. Another experien-
tial sequence (Mahrer, 1989) consists of four client basic
change processes: (a) The client attains a level of strong feel-
ing. (b) The client welcomes and appreciates the accessed
inner experiencing. (c) The client becomes (identifies with)
the inner experiencing in the context of earlier life scenes.
(d) The client becomes and behaves according to the inner
experiencing in the context of imminent future life scenes.

A third sequence, specified by Greenberg and Paivio
(1997), involves a series of six basic change processes: (a)
The client experiences the problematic bad feelings in the
session. (b) The client accesses, allows, and receives deeper
core emotions and needs in the session. (c) The client and
therapist together explore whether the core emotion is adap-
tive or maladaptive. (d) If judged to be adaptive, the core
feelings are used as a guide; if judged to be maladaptive, al-
ternate adaptive emotions and needs are accessed. (e) Any
core maladaptive emotions and associated beliefs are chal-
lenged from within the client by the newly accessed adaptive
emotions and needs. (f ) New meaning is created based on the
new experience that emerges from the dialectical interaction
of adaptive and maladaptive parts of self.

In these processes the therapist is seen as an expert on how
to facilitate new steps in the client’s experiencing, rather than as
an expert on the content of the client’s experience. Therapists
thus avoid interpretations of the content of clients’experiences
that tell the client why they do things and that are theory-driven
rather than experience-near. Responses that are conceptual
or explanatory, or are expressed as fact, or that convey the mes-
sage that truth comes from the therapists’ professional knowl-
edge, are avoided in favor of phenomenologically refined

exploration of the client’s experiencing. Experiential therapy
thus attempts to eliminate any interpretations that are based on
the therapist’s theory of how people are, or should be, or that
attempt to reveal hidden “truths.”

Instead, the experiential approach places great emphasis
on, and holds great respect for, what the client experiences and
pays special attention to what the client experiences in the ses-
sion with the therapist. Experiential therapy involves consis-
tent listening from within the client’s frame of reference.
Sustained empathic inquiry is a central part of practice. How-
ever, although this empathic emphasis is necessary for good
psychotherapy, it is not necessarily sufficient for the best psy-
chotherapy. The most effective psychotherapy also requires
therapist practices of a technical nature, such as experiential
focusing and within-session experimentation (Gendlin, 1996;
Perls et al., 1951). Diagnostic understanding of the individual,
as well as understanding of the social, cultural, and institu-
tional forces affecting the individual, is also required.

Notwithstanding the fact that what the client experiences is
the indispensable essence of psychotherapy, and that it is im-
perative that this be the subject of respectful ongoing inquiry
by therapist and client, what the client does not experience is
also an indispensable and critical component of what happens
in therapy. Important factors that are current outside the
client’s conscious awareness may also need to be explored. In
experiential therapy there is a special emphasis on bringing
into awareness the processes that regulate this process of
awareness-unawareness (Polster & Polster, 1973; Yontef,
1993). This work is codirected by therapist and client and is
not based on any alleged higher truth of the therapist. It is
based on a joint empathic exploration that may include in-
session process observation, experimentation, and dialogue.

Basic Principles of Practice

Greenberg et al. (1993) laid out six principles describing the
balance between relationship and work in experiential thera-
pies. These guiding principles are themselves divided evenly
between relationship and task facilitation elements, with the
relationship principles coming first and ultimately receiving
priority over the task facilitation principles.

Relationship Principles. The relationship principles in-
volve facilitation of shared engagement in a relationship that
is both secure and focused enough to encourage the client to
express and explore his or her key personal difficulties and
emotional pain. These involve the following:

1. Empathic attunement to the client’s subjective experienc-
ing. Throughout, the therapist tries to enter the world of
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the other imaginatively in order to make contact with and
maintain an understanding of the client’s internal experi-
ence as it evolves from moment to moment (Bohart &
Greenberg, 1997).

2. Creating a therapeutic bond. The therapist seeks to de-
velop a strong therapeutic bond with the client, by convey-
ing understanding and empathy, acceptance and prizing,
and presence and genuineness. The therapist’s presence as
an authentic and, where appropriate, transparent human
being encourages client openness and risk taking and helps
to break down the client’s sense of isolation (May &
Yalom, 1989). Authenticity and transparency also support
the therapist’s empathic attunement and prizing, making
them believable for the client. Genuineness refers to facil-
itative, disciplined, nonexploitive transparency, based on
the therapist’s accurate self-awareness and an intention to
help rather than to obtain personal gratification or simply
to express self (Greenberg & Geller, 2001).

3. Facilitating task collaboration. An effective therapeutic
relationship also entails involvement by both client and
therapist in the overall treatment goals, immediate within-
session tasks, and specific therapeutic activities to be car-
ried out in therapy (Bordin, 1979).

Task Principles. The other three principles are based on
the general assumption that human beings are active, pur-
poseful organisms, with an innate need for exploration and
mastery of their environments. These principles are ex-
pressed in the therapist’s attempts to help the client resolve
internal, emotion-related problems through work on personal
goals and within-session tasks.

1. Facilitate optimal client experiential processing. Based
on the recognition that optimal client in-session activities
vary between and within therapeutic tasks, the therapist
helps the client to work in different ways at different times
(Leijssen, 1998).

2. Facilitate client completion of key therapeutic tasks. The
therapist begins by helping the client to develop clear
treatment foci and then tracks the client’s current task
within each session. Typically, the therapist gently persists
in helping the client stay with key therapeutic tasks rather
than wandering off into material that does not relate to the
theme of the task.

3. Foster client growth and self-determination. The therapist
supports the client’s potential and motivation for self-
determination, mature interdependence, mastery, and self-
development by listening carefully for, helping the client
explore, and validating the “growing edges” of new client
experience.

Therapist Experiential Response Modes

In carrying out the six treatment principles, therapists use a
number of specific speech acts or response modes to help
clients (cf. Greenberg et al., 1993). Most of what the therapist
does in experiential therapy involves empathic understand-
ing, empathic exploration, process directing, and experiential
presence responses (Elliott, 1999; Greenberg et al., 1993).
These basic building blocks comprise the vast majority of
what the therapist does in this treatment (Davis, 1995).

Empathic Understanding Responses

Empathic reflection seeks to communicate understanding of
the client’s message and includes simple reflections and re-
lated responses (uh-huh’s). In addition to expressing the ther-
apist’s empathic attunement, such responses commonly serve
to enhance the client-therapist relationship, to offer prizing
and support to the client (through understanding), and to un-
derline issues as they emerge within therapeutic tasks. For
example, a client who is talking about her shattered security
after a trauma says,

C: I mean that’s the biggest grief, that’s my biggest sad-
ness, to lose my sense of confidence in everything.

In response, the therapist reflected with,

T: That’s what you grieve for, the loss of safety, of a sense
of being able to trust that things will be OK.

Empathic Exploration Responses

The most characteristic therapist response in experiential ther-
apy is empathic exploration. These simultaneously communi-
cate understanding and help clients move toward the unclear
or emerging edges of their experience. Empathic exploration
responses take a number of different forms, including evoca-
tive and leading-edge reflections, exploratory questions, and
empathic conjectures. Following is a brief excerpt with the
same client illustrating first an evocative empathic exploratory
response followed by a response that focuses on the leading
edge of the client’s experience.

C: I just want enough of who I used to be, so that I again
could live like a human being.

T: “I don’t feel like a human being right now. Maybe more
like a stalked animal?”

C: Just like a paranoid little girl, ya know. I just need
something of what I had.

T: It’s like I need what I had—I need some of the courage
and strength of what I was before it all happened.
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C: Yeah. Just to feel able to face things again.

A little later, the therapist asks an exploratory question:

T: What’s it like inside? What do you feel now in this part?

C: Happy. [laughs softly]

Process Directives

These interventions are directive in process rather than in con-
tent. There are a variety of ways of being process directive,
but telling the client what to do to solve problems outside the
therapy session is inconsistent with the principle of client self-
determination. However, the therapist can suggest in a nonim-
posing way that the client try engaging in particular in-session
activities. This includes experiential teaching (giving orient-
ing information, treatment rationales), attention suggestions
(directives to attend to immediate experience), task structur-
ing (to help the client enter into therapeutic tasks), action sug-
gestions (directives to do or try something in the session), and
task focusing (used to help the client “stay with” or “come
back to” a therapeutic task after a sidetrack). These are illus-
trated by this sample of process directives used to help the
same client grieve and reaccess her “lost strong self”:

T: Can you stay with that hurt and sadness for a minute,
and just feel what that’s about and what that’s like? [At-
tention suggestion about her discouragement at not
overcoming her fears.]

T: One way to try to work with the grief is to put that part
of you that you’ve lost in the chair and talk to her. [Sug-
gesting a potentially useful therapeutic task.]

Once the task is in process the therapist directs the process:

T: Can you go over and be in the strong part?

C: I would but I wouldn’t know how.

T: Tell her, “I’d like you to have that strength.”

C: I’d like you to have my strength.

T: What’s that feel like?

C: Like a—like a mom.

Experiential homework is an additional kind of process
directive, as in the following example involving a client
who suffers from sudden inexplicable episodes of suicidal
feelings:

T: During the next week, it might be useful for you to try
to pay attention to what is going on when you have
these “black funnel” experiences and see if you can re-
member exactly what is going through your mind right
before them.

Experiential Presence

Therapist empathic attunement, prizing, transparency, and
collaboration—attitudes involved in fostering the therapeutic
relationship—are communicated primarily through the thera-
pist’s “presence” or manner of being with the client. The exact
configuration of therapist paralinguistic and nonverbal behav-
iors, including silence, vocal quality, and appropriate posture
and expression, is difficult to describe. There is, however, an
easily recognized, distinctive style. For example, the therapist
typically uses a gentle, prizing voice (and sometimes humor)
to deliver the process directives just described, while empathic
exploration responses often have a tentative, pondering qual-
ity intended to support client experiential search. Presence is
also indicated by direct eye contact at moments of connection
between client and therapist. It is important to recognize that
the therapist cannot fake these behaviors, which must come
naturally from the therapist’s genuine experience of being at-
tuned, caring, and joining with the client in shared, emotion-
ally involving therapeutic work.

Therapist process and personal disclosure responses
are commonly used forms of experiential presence. Here the
therapist uses a personal disclosure to help the client explore
her feelings:

C: I just wish I could stop that part of me from feeling so
scared.

T: I understand; it’s hard to feel so scared. But I feel sad for
how alone that frightened little girl in you must feel.

Nonexperiential Responses

Although therapist responses such as interpretation, extra-
therapy advisement, and reassurance are typically avoided
or minimized, they may at times be useful or even neces-
sary. For example, they may be needed for clinical manage-
ment of crises, suicidality, and impulsiveness or for dealing
with other important practical issues. The important thing
is for the therapist to say them briefly and from his or her
perspective.

Experiential Tasks

As noted earlier, experiential therapy uses a variety of dif-
ferent sequential process experiential tasks, drawn from
client-centered, Gestalt, and existential therapy traditions.
These tasks all include three elements: a marker of a problem
state that signals the client’s readiness to work on a particular
issue or experiential task, a task performance sequence of
therapist and client task-relevant actions, and a desired
resolution or end state. It is useful to divide experiential tasks
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into three major groupings:

1. Experiential search tasks generally emphasize exploration
of inner experiencing, usually ending with some form of
new symbolic representation.

2. Active expression tasks are most distinctive for promoting
client enactment of experiences or aspects of self in order
to heighten and access underlying emotion schemes.

3. Interpersonal contact tasks center around genuine person-
to-person contact between client and therapist.

Experiential search tasks are those in which clients pre-
sent some form of problematic experience that requires them
to examine closely and put into words painful or puzzling as-
pects of inner experience. Two experiential search tasks are
described here.

First, focusing has been described by Gendlin (1984, 1996)
as a general task for working with client experiencing, and, in
particular, with unclear felt sense markers. Or the client may
be distancing emotionally in the session, in the form of speak-
ing in an intellectual or externalizing manner, talking around
in circles without getting to what is important to him or her.
When this occurs, the therapist can gently intervene:

T: I wonder, as you are talking, what are you experiencing?

C: I’m not sure. I feel like I’m just going on talking and
not really saying anything.

T: I wonder if we could try something here? [Client nods.]
Can you take a minute, maybe slow down . . . and close
your eyes, and look inside, to the part of you where you
feel your feelings. . . . And ask yourself, “What’s going
on with me right now?” . . . See what comes to you . . .
Don’t force it; just let it come . . . and tell me what
comes to you. . . .

Resolution involves symbolizing a felt sense, accompa-
nied by an experienced sense of easing or relief and a sense
of direction for carrying this “felt shift” into life outside the
therapy session.

Second, systematic evocative unfolding is used for prob-
lematic reaction points, or instances in which the client is
puzzled by an overreaction to a specific situation (Greenberg
et al., 1993).

When the client presents a problematic reaction point, the
therapist suggests that the client take him or her through
the puzzling episode, including what led up to it and exactly
what it was to which the client reacted. The therapist helps the
client alternately explore both the perceived situation and
the inner emotional reaction in the situation. As the client
imaginally reenters the situation, he or she commonly reexpe-
riences the reaction while the therapist begins by encouraging

the client in an experiential search for the exact instant of the
reaction and its trigger. As with the other tasks, resolution is a
matter of degree; at a minimum, resolution involves reaching
an understanding of the reason for the puzzling reaction; this
is referred to as a meaning bridge. Nevertheless, the meaning
bridge is usually just the beginning of a self-reflection process
in which the client examines and symbolizes important self-
related emotion schemes and explores alternative ways of
viewing self. Full resolution involves a clear shift in view of
self, together with a sense of empowerment to make life
changes consistent with the new view of self.

The next set of tasks, active expression tasks, come out of
Gestalt and psychodrama traditions and ask the client to enact
aspects of self or others in order to evoke and access underly-
ing emotion schemes. They are also used for helping clients
access disowned or externally attributed aspects of self, espe-
cially anger; and they are particularly useful to help clients
change how they act toward themselves (e.g., moving from
self-attacking to self-supporting). The major empirically
investigated active expression tasks have been extensively
described elsewhere (Rice & Greenberg, 1984; Greenberg
et al., 1993). Note that these active, evocative tasks generally
require a stronger therapeutic alliance and thus are rarely
attempted before session three.

Two-chair dialogues are used when the client presents
some form of conflict split marker. While some conflicts are
easily recognized, others are not:

• Decisional conflict: client feels torn between two alterna-
tive courses of action (e.g., whether to end a relationship).

• Self-evaluation split: client criticizes self; this is seen as a
conflict between critic and self aspects of the person.

• Attribution split: client describes an overreaction to a per-
ceived critical or controlling other person or situation; this
is understood as a conflict between the self aspect and
the client’s own critical aspect, projected onto the other
person.

For obvious reasons, traumatized, anxious, and depressed
clients often present self-evaluation splits. Frequently, the in-
ternal critical or threatening process is attributed to the envi-
ronment and experienced as coming back at the self. For
example, anxiety splits often involve a fear-inducing situa-
tion being infused with attributed meaning to which the client
overreacts with the weak self (Elliott, Davis, & Slatick,
1998). This type of split can present as “X (e.g., driving on
the freeway) makes me afraid.” A catastrophizing critic is
often central in this experience, and as the person enacts the
terrorizing road, threatening the self, the attributed catastro-
phizing-protective part of the self is reowned. The client then
becomes an agent, enacting the warning-protective aspect of
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self that tries to prevent future harm by continually scaring
the other aspect of the self, with the unintended consequence
of making it feel weak and vulnerable.

The therapist initiates the two-chair dialogue by suggest-
ing that the client move back and forth between two chairs,
each representing one self-aspect, in order to enact the inter-
nal conversation between the two parts. (Examples of thera-
pist process directive responses used to set up and maintain
this task were given earlier in the presentation of process di-
recting responses.) In the case of an attributional split, the
client is asked to enact the other or external situation. For ex-
ample, a traumatized client with a fear of driving on the free-
way can be asked to “be” the freeway and “show how you
scare her.” This gives the client the opportunity to identify
with and reown the powerful, frightening part of the self.
This reowning would constitute a partial resolution, whereas
a full resolution would require some kind of mutual under-
standing and accommodation between the fearful self and the
fear-inducing aspect. The fearful self would express its pri-
mary fear and access the core emotion scheme and needs, and
the fear-inducing critic self would soften its stance toward the
self aspect.

Two-chair enactments for self-interruptions are relevant
for addressing immediate within-session episodes of emo-
tional avoidance or for distancing indicative self-interruption.
Depressed, anxious, and traumatized clients often suffer from
an underlying emotional processing split between emotional-
experiencing and intellectual-distancing aspects of self. These
processing splits result in emotional blocking or stuckness
and often manifest in the form of secondary reactive emotions
such as hopelessness or resignation. Self-interruptions are
most readily recognized when the client begins to feel some-
thing (e.g., anger) in the session, then stops him- or herself,
often with some kind of nonverbal action (e.g., squeezing
back tears) or reported physical sensation (e.g., headache).
However, self-interruptions are also indicated by statements
of resignation, numbness, stuckness, or reports of feeling
weighted down, all typical of clinical depression.

Asking the client to enact the process of self-interruption
facilitates resolution of this task. In a two-chair enactment the
therapist directs the client’s attention to the interruption (the
stuck or blocked state) and then suggests the experiment by
asking him or her to “show how you stop (the client) from
feeling (whatever was interrupted).” The intervention helps
the client bring the automatic avoiding aspect of self into
awareness and under deliberate control; this in turn helps the
client become aware of the previously interrupted emotion so
that it can be expressed in an appropriate, adaptive manner.
Minimal resolution involves expression of the interrupted
emotion, and more complete resolution requires expression
of underlying needs and self-empowerment.

Empty chair work is based specifically on the assumption,
discussed earlier, that primary adaptive emotions (e.g., sad-
ness at loss, anger at violation) need to be fully expressed; to
access their adaptive actions and to be processed more
completely. Thus, this task is aimed at helping clients resolve
lingering bad feelings (usually sadness and anger) toward de-
velopmentally significant others (most commonly parents).
The marker, referred to as unfinished business, involves par-
tial expression of the bad feelings, often in the form of com-
plaining or blaming; this indicates that the client is blocked
from fully expressing the feelings.

Empty chair work has been used extensively by therapists
working with individuals who were abused or maltreated as
children (e.g., Briere, 1989). Research by Paivio (1997; see
also Paivio & Greenberg, 1995) supports its effectiveness for
helping the client resolve unfinished emotional business.
There is, however, some controversy about the therapeutic
value of putting the perpetrator in the empty chair (Briere,
1989), and, in any case, the method appears to be less useful in
single victimizations by strangers. Nevertheless, victimiza-
tion experiences almost always involve significant others who
are perceived by the person as having failed to provide ade-
quate protection during and after the trauma (Elliott et al.,
1998). Unfinished business markers also appear to be common
in depressed clients as well, especially those whose depression
is characterized by interpersonal loss issues.

Thus, in the presence of a strong therapeutic alliance and
the unfinished business marker, the therapist suggests that the
client imagine the other in the empty chair and express any
previously unexpressed feelings toward him or her. The ther-
apist may also suggest that the client take the role of the other
and speak to the self. Resolution consists, at a minimum, of
expression of unmet needs to the other; full resolution re-
quires restructuring of unmet needs and a shift toward a more
positive view of self and a more differentiated view of the
other.

Empty chair work is highly evocative and emotionally
arousing. If the client is already in a strong emotional state,
he or she is likely to feel overwhelmed even by the sugges-
tion to speak to the other in the empty chair. In any of these
more expressive tasks, if emotional arousal is high to start
with, it is preferable to work with the creation of meaning
than to encourage further arousal because this helps the client
to symbolize and contain painful emotion (Clarke, 1993).
In general, in empty chair work the therapist needs to main-
tain constant empathic attunement to the client’s level of
emotional arousal and to whether the client feels safe enough
with the therapist to undertake this task.

Interpersonal contact tasks constitute the final set of expe-
riential tasks we discuss. These tasks return to the relational
strand of the therapy tradition and include three kinds of
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genuine person-to-person contact between client and thera-
pist, in which change is believed to emerge directly from a
therapeutic relationship characterized by empathic attune-
ment, prizing, genuineness and collaboration. These tasks take
priority over all others.

Empathic affirmation is offered when clients present a
vulnerability marker, indicating the emergence of general,
self-related emotional pain or shame. The client reluctantly
confesses to the therapist, sometimes for the first time, that he
or she is struggling with powerful feelings of personal shame,
unworthiness, vulnerability, despair, or hopelessness. The
sense is that the client is experiencing a pervasive, painful,
shameful feeling and has run out of resources. Vulnerability
markers are relatively common in work with traumatized
clients (Elliott et al., 1996) and are also found in depression.
When vulnerability emerges in the course of working on some
other task, it takes priority.

In emotional vulnerability, the client’s need is to face and
admit to another person an intense, feared aspect of self that
had been previously kept hidden. The therapist’s task is to
offer a nonintrusive empathic presence, accepting and prizing
whatever the client is experiencing, and allowing the client to
descend into his or her pain, despair, or humiliation as far as
he or she cares to go. The therapist does not push for inner ex-
ploration and indeed does not try to “do” anything with the
client’s experience, except to understand and accept it. When
the therapist follows and affirms the client’s experience in
this way, it helps to heighten the vulnerability to the point
where the client “hits bottom” before beginning sponta-
neously to turn back toward hope. It is very important for the
therapist to maintain the faith that the client’s innate growth
tendencies will enable him or her to come back up after
hitting bottom. Resolution consists of enhanced client self-
acceptance and wholeness, together with decreased sense of
isolation and increased self-direction.

Alliance dialogue takes place when the client expresses
some form of complaint or difficulty with the treatment, as in
the following examples (cf. Safran, Crocker, McMain, &
Murray, 1990):

• I feel stuck, like I’m not progressing anymore, or maybe
even going backward.

• There you go, exaggerating again.

• I know you’re not supposed to give advice, but I really
think I need someone to tell me what to do about these fear
attacks I keep having.

Although such alliance difficulties are relatively rare in
empathic experiential therapies because of the empathic
attunement of the therapist, they nevertheless occur and war-
rant immediate attention and the suspension of any other

therapeutic tasks. Furthermore, therapeutic errors, empathic
failures, and mismatches between client expectations and
treatment are inevitable in any therapy. These result in disap-
pointment and sometimes anger in the client. In addition, this
task is particularly relevant to work with clients who have ex-
tensive or severe histories of abuse or other forms of victim-
ization; such persons routinely perceive the therapist as just
another potential victimizer. It is therefore very important that
therapists listen carefully for and respond to therapy com-
plaint markers.

The therapist begins alliance dialogue work by offering a
solid empathic reflection of the potential difficulty, trying to
capture it as accurately and thoroughly as possible. The ther-
apist suggests to the client that it is important to discuss the
difficulty in order to understand what is going on, including
what the therapist may be doing to bring about the problem.
The difficulty is presented as a shared responsibility for client
and therapist to work on together. The therapist models and
fosters this process by genuinely considering and disclosing
his or her own possible role. In this way, the client is encour-
aged to examine his or her own part in the difficulty as well,
and the client and therapist explore what is at stake for the
client in the difficulty, as well as how it might be resolved
between them. Resolution consists, at minimum, of client and
therapist together arriving at an understanding of the sources
of the problem; full resolution entails genuine client satisfac-
tion with the outcome of the dialogue, along with renewed
enthusiasm for the therapy.

Experiential interactional work involves focusing with
high immediacy on what is occurring in the interaction be-
tween client and therapist, under the assumption that there is
a link between a person’s problems and the person’s interac-
tional style with the therapist (van Kessel & Lietaer, 1998).

The marker here is internal to the therapist in that he or she
begins to feel some difficulty or distress in the interpersonal in-
teraction with the client. The therapist then focuses on this in-
ternal experience in order to discern what interactional pull is
being responded to. This occurs when the client’s typical style
of communication calls for a response from the therapist such
as humor, caretaking, or humiliation. Through a process of dis-
ciplined genuineness, the therapist needs to become clear on
what his or her internal response is. The intervention involves
metacommunicating about the internal reaction, elucidating
the interactional pattern and providing a new experience in the
relationship to help change the pattern (Kiesler, 1996; Lietaer,
1993; Rennie, 1998).

Although this task is psychodynamically derived, the
experiential approach to this situation of working through
transference patterns emphasizes the importance of the here-
and-now interactional process with the client. This task is
only when the therapist notices that a recurrent problematic
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interaction is currently occurring and is able to avoid being
caught up in the automatic complementary response. This
allows the therapist to offer his or her current, genuine response
in the relationship, giving the client the experience of being
known and engaged in a vital, searching human relationship.
Of great importance in an experiential approach to this task is
that it is engaged in only when currently relevant. Thus, rather
than this being the main avenue of treatment, or the relationship
being structured to evoke the pattern, the problematic interac-
tional pattern is responded to only when it keeps reappearing
overtly as an issue in the relationship and is acting as a block to
the experiencing process. In addition, in experiential interac-
tion work, the emphasis is on a new, corrective emotional ex-
perience emerging within the relationship rather than on
understanding the pattern or its psychogenetic origins.

Resolution of this task involves clients’ experiencing
themselves in new ways and being able to move forward in
the session and experience and relate to the therapist in a new
way. Therapist self-reflection, presence, and genuineness are
vital here. The therapist must be able to share his or her ex-
perience of the interaction in a facilitative way so that the
client truly experiences a moment of healing in the encounter
with the therapist.

For example, rather than responding to repeated client
ridicule with annoyance, the therapist uses his or her annoy-
ance as a marker for a problematic client interactional style; he
or she then turns attention inward, focuses, and identifies a
sense of embarrassment and helplessness underneath the an-
noyance. Instead of self-disclosing the annoyance, the therapist
shares the embarrassment and helplessness, communicating
both the genuine response and the desire to help the client ex-
amine the problematic interaction process. Together, client and
therapist each disclose their reactions to the other, including
their hopes and fears, and also exploring what has happened
between them as an instance of a general way in which the
client relates to other people.

Case Formulation

Historically, humanistic therapists have resisted the notion of
case formulation, as traditional diagnosis and formulation were
seen as potentially creating an imbalance of power and setting
the therapist up to play the role of the expert. Case formulation,
however, has been redefined in neo-humanistic terms as
process diagnosis (Goldman & Greenberg, 1997). From this
perspective, case formulation occurs within an egalitarian rela-
tionship and ultimately communicates that clients are expert on
their own experience and that the therapeutic process is cocon-
structive. Process-oriented case formulation gives priority to
the person’s experience in the moment. Therapists do not

conduct a factual history taking conducted prior to or at the
onset of therapy because such information is often incom-
plete and lacking the proper context to establish its true signif-
icance in the person’s life. Material that emerges later within a
safe relationship and in a vivid emotional context will reveal
whether the material is important and what aspects of it are of
emotional significance.

Case formulation in this approach thus involves an un-
folding, coconstructive process of establishing a focus on the
key components of the presenting problems. Formulation
emphasizes making process diagnoses of current in-session
states and exploring these until a clear focus on underlying
determinants emerge through the exploratory process. For-
mulation emerges from the dialogue and is a shared construc-
tion involving deeper understandings of the problem and
goals of treatment. In developing a case formulation, the ther-
apist focuses first on salient poignant feelings and meanings
and notices the client’s initial manner of cognitive-affective
processing and what will be needed to help the client focus
internally. Then, working together, client and therapist de-
velop a shared understanding of the main emotional prob-
lems and tasks and, finally, of the client’s emerging foci and
themes.

For example, a therapist listening to a depressed man who
has recently failed to get a promotion will first hear how
poignant is his sense of hopelessness and loss. The client’s
difficulty in focusing on his internal experience acts as an in-
dicator that the therapist will need to direct attention toward
the client’s bodily felt experience in order to access this in-
formation. As they develop an alliance, the therapist may
begin to hear how much the client’s divorce three years prior
is affecting him now. Over time, the therapist might notice
that the client continues to return to that topic, describing the
pain of the loss and the fear of continuing loss. Through their
ongoing process, client and therapist may come to understand
that unresolved anger and sadness about the divorce are af-
fecting the way in which the client is navigating through cur-
rent relationships and daily life. What begins to emerge out of
the process is a need to focus on the loss around the divorce,
the necessary grieving the client has not done, and the mean-
ing that the divorce has for the client. After two or three ses-
sions, the therapist would then suggest an unfinished business
dialogue task with the ex-spouse in an empty chair. The
therapist’s decision to initiate that dialogue would emerge
from the process. The meaning of the recent loss for the client
would become apparent only when the client feels safe
enough to disclose it, and only then could the therapist absorb
the full gravity of it. The loss, for example, may connect to
unresolved losses earlier in the person’s life or to a pervasive
theme of failure. It is only through material that emerges out
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of the safety of the relationship (bond) and the exploratory
process that both come to understand the significance of the
loss and the importance of resolving it (goal) and to know the
appropriate tasks that will best facilitate working it through
(task alliance).

Differential Treatment

One of the major developments in practice in humanistic-
experiential approaches has been the move toward specifica-
tion of differential treatments for different disorders and
problems. A number of books have appeared on client-
centered therapy in Europe, mainly in Dutch and German, em-
phasizing its application to different problems and disorders
(Eckert, Höger, & Linster, 1997; Finke, 1994; Lietaer & Van
Kalmthout, 1995; Sachse, 1996; Swildens, 1997). For exam-
ple, Eckert and Biermann-Ratjen (1998) studied client-
centered treatment of clients with borderline processes, and
Teusch studied client-centered treatment of clients with anxi-
ety disorders (Teusch & Boehme, 1999). In North America,
Warner (1998) focused on working with the fragile self, and
Prouty (1994) worked on the experiential treatment of clients
with schizophrenic and related psychotic processes. Similarly,
Gestalt therapists have begun to look at disturbances of aware-
ness and psychological contact that occur in the personality
disorders (Delisle, 1991), as well as at the importance of the
differential application of a variety of aspects of Gestalt ther-
apy to different types of clients. Practice has thus shifted from
a “one treatment fits all” approach to the differential applica-
tion of aspects of the different experiential approaches to dif-
ferent disorders (Greenberg, Watson, & Lietaer, 1998). Most
notable are the development of special methods for working
with hallucinations (Prouty & Pietrzak, 1988), trauma and
childhood maltreatment (Kepner, 1996; Paivio & Greenberg,
1995), depression (Greenberg, Watson, & Goldman, 1998),
and psychosomatic disorders (Sachse, 1998).

THE EFFECTIVENESS OF HUMANISTIC THERAPY

A series of meta-analyses of controlled and uncontrolled
studies on the outcome of humanistic-experiential therapies
have demonstrated their effectiveness (Elliott, 1996, 2002;
Greenberg et al., 1994). In the latest version (Elliott, 2002),
nearly 100 treatment groups were analyzed, incorporating
studies with a very wide variety of characteristics. The main
conclusions of this analysis follow:

1. The average effect size of change over time (d � 1.06;
N � 99) for clients who participate in humanistic-
experiential therapies is considered to be large.

2. Posttherapy gains in humanistic-experiential therapies
are stable; that is, they are maintained over early (�12
months) and late (12 months) follow-ups.

3. In randomized clinical trials against wait-list and no-
treatment controls, clients in humanistic-experiential
therapies, in general, show substantially more change than
comparable untreated clients (d � 0.99; n � 36).

4. In randomized clinical trials against comparative treat-
ment, clients in humanistic therapies generally show
amounts of change equivalent to clients in nonhumanis-
tic therapies, including cognitive-behavioral treatments
(d � 0.0; n � 48).

5. Client presenting problem, treatment setting, and therapist
experience level did not affect outcome; however, other
study characteristics did, including treatment modality
(couples conjoint), researcher theoretical allegiance (in
comparative treatment studies), and type of humanistic-
experiential therapy (process-directive treatments had
larger effects).

6. If researcher theoretical allegiance is ignored, cognitive-
behavioral treatments show a modest superiority to client-
centered and nondirective-supportive treatments (d ��.33;
n � 23); however, this advantage disappeared (d � �.05)
when allegiance was controlled for.

7. Process-directive therapies may be slightly superior to
cognitive-behavior therapies (d � .29; n � 9), but this
advantage also disappeared (d � �.04) after controlling
for researcher allegiance.

Thus, while more research is needed, the available evidence
clearly runs against the claims of critics of client-centered
and other humanistic therapies (e.g., Grawe, Donati, &
Bernauer, 1994).

The outcome of individual process-experiential therapy
has been subjected to the largest number of recent empirical
investigation (n � 14). This has covered various clinical pop-
ulations, including major depression (Elliott et al., 1990;
Greenberg & Watson, 1998) and a number of traumatic situ-
ations. The latter have included childhood abuse, unresolved
relationships with significant others, and crime-related post-
traumatic stress disorder (PTSD; Clarke, 1993; Paivio &
Greenberg, 1995; Paivio & Nieuwenhuis, 2001). Populations
with other personal and interpersonal difficulties have also
been investigated (Clarke & Greenberg, 1986; Greenberg &
Webster, 1982; Lowenstein, 1985; Toukmanian & Grech,
1991).

A series of meta-analyses of controlled and uncontrolled
studies on the outcome of humanistic-experiential therapies
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have demonstrated the effectiveness of this approach in this
tradition (Elliott, 1996; Greenberg et al., 1994). Results of
meta-analyses for both client-centered and Gestalt therapies
have provided evidence of their effectiveness. The outcome of
the contemporary form of neo-humanistic therapy em-
phasized in this chapter (process-experiential therapy) has
been subjected to empirical investigation in at least 14
separate studies with various clinical populations, including
clients with major depression (Gibson, 1998; Greenberg &
Watson, 1998; Jackson & Elliott, 1990); traumatic situa-
tions, including childhood sexual abuse, other unresolved
relationships with significant others, and crime-related PTSD
(Clarke, 1993; Elliott et al., 1998; Paivio, 1997; Paivio &
Greenberg, 1995); and other personal and interpersonal
difficulties (Clarke & Greenberg, 1986; Greenberg &
Webster, 1982; Lowenstein, 1985; Toukmanian & Grech,
1991).

The most recent meta-analysis yielded very large prepost
effect sizes (mean effect size: 1.06 SD). In addition, in 36
controlled evaluations (involving comparison to wait-list or
no-treatment conditions), the overall effect size was .99 SD,
almost as large as the uncontrolled prepost effect. Moreover,
in 48 comparisons between humanistic-experiential and
other (mostly cognitive-behavioral) therapies, the average
difference was .00, supporting the claim that experien-
tial therapies are statistically equivalent to nonexperiential
therapies in effectiveness. Finally, although very few direct
comparisons exist, the available data tentatively suggest that
the newer process-directive experiential therapies may be
somewhat more effective than the older nondirective or
client-centered therapies, although this may reflect research
artifacts.

CONCLUSION

In the humanistic-experiential orientation described here, an
empathic focus on the client’s actual experience is seen as in-
dispensable, but the therapist is also seen as making contri-
butions in addition to sustained empathic inquiry. Therapists
complement their empathic inquiry with a variety of thera-
peutic interventions. These can help the client learn how to
focus awareness efficiently, differentiate actual subjective
experience, and highlight the processes essential to the
client’s self-organization, building on a sophisticated theo-
retical understanding of human psychological function and
dysfunction.

The strength of this orientation lies in its theory of per-
sonality change. Rather than focusing on theory of function-
ing or diagnosis, it has focused on understanding how
people change. Macro theories (Gendlin, 1964; Perls et al.,

1951; Rogers, 1959) do exist, but progress is being made on
the meso (intermediate) and micro levels (Greenberg et al.,
1993), where more concrete and differentiated theories on
specific subprocesses of change, on both specific intrapsy-
chic and interpersonal tasks, are taking place. Progress also
is occurring in dialogue with academic psychology particu-
larly in relation to emotion theories, constructivism, and
interpersonal processes. As a consequence, the orientation is
becoming more specific, suggesting different types of
processes for different types of problems. A therapy-
oriented process diagnostics has been proposed and will
hopefully be developed to allow the construction of “manu-
als” for ways of treating specific process blocks in specific
ways, without losing the “humanistic” essence of focusing
on the unique in the whole person. Process research and
comprehensive qualitative research, which have contributed
to this study of specific events and experiences, will con-
tinue to be the hallmark of a humanistic contribution to re-
search on psychotherapy.

This process-diagnostic approach to treatment and re-
search will promote the integration that is taking place within
the experiential-humanistic family, one that will lead to a
Gestalt that is larger than the sum of its parts (Greenberg
et al., 1998). Pure-form approaches are still dominant
within the humanistic orientation. In this a person is trained
or practices only as a Rogerian, only as a focusing-oriented
therapist, only Gestalt, only process-oriented, only exis-
tential, or only as a psychodramatist. Cross-fertilization
within these approaches will lead to a richer and more well-
balanced approach and will allow trainees to search for
their own styles within a more integrated orientation. This
kind of integration will force a broadening of the humanis-
tic framework and will sharpen its views on the core aspects
of a humanistic identity in spite of differences between
subapproaches.

Finally, it is encouraging to see that international organi-
zations have developed over the last decade, and this au-
gurs well for future developments in this orientation. Both
the World Association of Person-Centered and Experiential
Psychotherapy (WAPCEP) and an International Gestalt
Therapy Organization have held a number of meetings in
the last decade, and two new journals reflecting the mem-
bership of theses organization have emerged. These are
the newly planned Person-Centered and Experiential Psy-
chotherapy Journal as well as the Gestalt Review, which
was first published in 1997. In these there is recognition of
the need for more scholarly writing and more research in
this orientation, which until recently has focused predomi-
nantly on experiential learning and teaching. More schol-
arly publishing will help promote the development of this
orientation.
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Alas, our theory is too poor for experience.

ALBERT EINSTEIN

No, no! Experience is too rich for our theory.

NIELS BOHR

Things have changed in psychotherapy. Long past is the
time when the majority of behavior therapists saw the psy-
chodynamic tradition as an unworthy enterprise guided by
unscientific minds and characterized by invalid theories and
unsupported claims of therapeutic success (e.g., Eysenck,
1953). For their part, cognitive and behavior therapies have
found ways to gain respectability and credibility in the eyes
of many proponents of other orientations (Kendall, 1982). In-
deed, over are the days when such therapies were viewed by
many as effective treatments for meaningless problems or as
dangerous interventions vandalizing human freedom and
dignity (e.g., Koch, 1964; Winnicott, 1969). With a new gen-
eration of influential leaders and greater attention to research
(see Greenberg, Watson, & Lieataer, 1998), the humanistic-
existential orientation has—for the most part—left behind its
reputation of an amalgam of eccentric practices that are based
on superficial theories and that at best are only relevant to
highly functioning individuals (see Landsman, 1974).

The old dismissive debates that characterized the field
of psychotherapy for more than a half a century have given
way to a new relationship among proponents of different

approaches—a relationship marked by mutual respect and
serious efforts at conciliation (Gold, 1996; J. C. Norcross &
Goldfried, 1992; Stricker, 1994; Stricker & Gold, 1993). The
goal of this chapter is to present an overview of this move-
ment of rapprochement and integration. First, we attempt to
determine why the integration movement represents a signif-
icant force in the contemporary field of psychotherapy. We
then describe what we perceive as the major trends within
this movement. Finally, as a concluding note, we suggest
where the integration movement should go in order to
preserve its influence on the constantly evolving field of
psychotherapy.

INTEGRATION: WHY AND WHY NOW?

Why?

In our view, the integration movement represents an attempt
to deal with the complexity of the process of change and the
factors that are involved in facilitating such change. Although
this view will most certainly reflect an epistemologically
naive perspective, we would like to suggest that there might
be some parallel between the growth of a professional and sci-
entific tradition (such as the specific schools of psychother-
apy) and the development of individuals (therapists in this
case) in their attempts to better understand and deal with com-
plex phenomena (such as psychopathology and psychother-
apy; see Goldfried, 2001). More specifically, we would like
to suggest that the development of major orientations in

Preparation of this chapter was supported in part by National
Institute of Mental Health Research Grant MH-58593.
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psychotherapy has followed—more or less neatly—three
phases that many clinicians will recognize as significant
markers of their professional growth.

Beginning clinicians often experience an initial period of
excitement and discouragement. The pride, relief, and joy
of having developed a cohesive treatment plan, established a
supportive relationship, implemented skillfully a difficult
procedure, or simply conducted a good session often give
way to feelings of confusion and self-doubt; this occurs
when our first successful cases (or sessions) are followed
by struggles to articulate an elegant case formulation, to use
in a timely fashion a technique that is perfectly attuned to
the client’s need, to deal appropriately with a delicate prob-
lem in the therapeutic relationship, or simply to realize that
session after session the client is not showing signs of
improvement.

We would venture to guess that a similar process took
place during the early days of the now well-established ori-
entations and that the exhilaration of discovery experienced
by pioneers of current forms of psychotherapy may have
been quickly followed by frustrating discrepancies between
their emergent theory and clinical observations. One can eas-
ily imagine how such a cyclical process of joys and tribula-
tions might have prevailed in Freud’s professional life during
the 1890s, when his initial successes with the cathartic
method were followed by unexpected difficulties—leading
him to develop the psychoanalytic method for the cure for
hysteria. It would not surprise us to learn that Carl Rogers
and Joseph Wolpe went through similar experiences during
the 1950s when they were discovering the power of empathy
or the clinical relevance (and effectiveness) of laboratory
procedures used with cats. As exciting as these times may
have been, we would expect that both men experienced sig-
nificant setbacks when trying to apply their brilliant ideas to
complicated cases.

This first phase of excitement and discouragement is fre-
quently followed, we believe, by a period of confidence and
rigidity. After a lot of observations, thinking, and trial and
error, theoreticians and clinicians adopt models that help
them organize (cohesively and heuristically) their views on
human suffering and the process of change. Systematic rules
of practice are defined for the clinicians, and acceptable
methods of knowledge acquisition are delineated for the
theoreticians and researchers. This time is also when training
programs are institutionalized and when clinicians who have
mastered the model and its related techniques become not
only healers but also supervisors.

At this point, a deep sense of conviction and high level of
enthusiasm may well have taken place in the individual prac-
titioner as well as in the professional field. With such elation,

however, then frequently comes the refusal to accept any
dampening criticism that puts into question the brilliance of
one’s theory and the unmistakable effectiveness of one’s
interventions. Wariness of others’ explanations and ways of
intervening is also characteristic of clinicians and theoreti-
cians who are deeply (and blindly) committed to a particular
orientation. The hazards of this stage have been denounced
by reputed members of cognitive-behavioral (e.g., Thoresen
& Coates, 1978), psychodyanamic (e.g., Strupp, 1976), and
humanistic traditions (Koch, 1969, as cited in Ricks,
Wandersman, & Poppen, 1976). Donald Levis (1998) vividly
illustrated some of the manifestations and costs of these haz-
ards for the behavioral approach:

Many behavioral therapists developed an extreme phobic reac-
tion against anything that appeared to be Freudian in origin, to
the point that even past history was considered unimportant,
especially if it involved sexual or aggressive content. This pho-
bic reaction soon developed in to an agoraphobic condition
in which most, if not all, nonbehavioral contributions were
avoided—even contributions that readily lend themselves to a
learning interpretation. This myopic viewpoint created an
anorexic condition for the field of behavior therapy which is
leading to its ultimate starvation. It is ironic that the strengths of
the behavior movement—its commitment to objective, scien-
tific analysis, operational specificity, and principles of behavior-
ism—were overshadowed by the tendency to summarily
dismiss without providing differential tests of a large body of
existing literature, a literature which has evolved over the last
100 years as a result of extensive exposure to psychopathol-
ogy and which, in most cases, is consistent with the tenets of
behaviorism.

Although our theories and intervention methods allow us
to assimilate clinical information and formulate various treat-
ment plans, most of us (as therapists, theoreticians, or both)
come to realize that there are some things we still cannot ex-
plain and some issues we cannot resolve successfully. Fail-
ures to understand and act effectively eventually lead most of
us to adapt ourselves to a reality more complex than what we
had originally recognized and adjust our theory and practice
accordingly; this is when an individual clinician—or an
orientation as a whole—emerges from the previous two
stages with a sense of humility and openness for the potential
contributions by those outside our domain. As described in
the personal accounts of therapists who have gone through
this developmental phase (Goldfried, 2001), the integration
and eclectic movement in psychotherapy can be seen as a re-
sponse (and by no means the only one) to the theoretical, clin-
ical, and epistemological limitations of modern approaches
to psychotherapy. It is a nondefeatist and noncomplacent
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response to the unsatisfactory status of our field—a response
that is based on the assumption that the richness of plurality
may be our best strategy to approach human complexity.

Why Now?

Many factors have fueled the prevailing attitude of humility
and openness in the field of psychotherapy (see Norcross &
Newman, 1992). In our view, the main three interrelated
sources of input for the integration are (a) the eye-opening
quality of numerous research findings, (b) the shortcomings
of the prevalent theoretical models, and (c) the deficiencies of
our clinical methods. We first consider some of the outcome
and process research that has facilitated the emergence and
development of the integration movement. We then explore
some of the conceptual and clinical limitations that have been
identified by respected members of each major orientation
and that have stimulated efforts of rapprochement and
conciliation.

Research

A cursory look to the psychotherapy outcome literature
may lead one to feel quite positive about the field’s ability to
address human psychological suffering. After all, research
spanning five decades definitively shows that psychotherapy
works (Lambert & Bergin, 1994). In addition, a substantial
number of specific treatments have met fairly stringent
methodological and clinical criteria, allowing them to be
defined as empirically supported (see Kendall, 1998).

A closer look at the same literature, however, clearly
reveals that psychotherapy is far from being a panacea.
Although it has been shown to be superior to the lack of treat-
ment, placebo interventions, and pseudotherapy, there is also
unmistakable evidence that some clients fail to achieve full
improvement, that others terminate treatment prematurely,
and that yet others deteriorate during therapy (Garfield, 1994;
Lambert & Bergin, 1994). Furthermore, the list of empirically
supported treatments has stirred considerable controversy,
most notably in terms of their relevance to the day-to-day
practice and actual efficacy. There are indeed substantial dif-
ferences in the type of clients who are treated and the condi-
tions under which therapy is conducted in the clinical trials
(where empirically supported treatments are tested) compared
to clients and conditions in the clinician’s typical practice (see
Jones in Castonguay, 1999).

Moreover, the success rate of many empirically supported
treatments is not particularly impressive. For example, al-
though cognitive-behavioral therapy (CBT) is the current
gold-standard therapy for general anxiety disorder, only 50%

of the clients who complete treatment show full recovery.
Even outcome studies on behavioral treatment for phobia—a
therapeutic choice that is likely to meet unanimity among most
contemporary practitioners—shows how far we as therapists
still have to go with regard to our ability to reduce psycholog-
ical difficulties. Although the success of this treatment is high
for those who complete therapy (75%), it drops substantially
when one also considers clients who refuse to participate in
treatment or drop out (49%; Barlow & Wolfe, 1981).

Apart from failing to demonstrate extraordinary curative
powers of psychotherapy, outcome research has also shat-
tered the often-held assumption that a preferred approach by
any therapist is superior to other approaches. With the excep-
tion of fairly specific clinical problems (e.g., panic disorder,
obsessive-compulsive disorder), major forms of psychother-
apy appear to have an equivalent impact. Although on the
positive side, one can see in this empirical finding a dodo
verdict (everyone has won and therefore deserves a prize;
Luborsky, Singer, & Luborsky, 1975), many in the field have
concluded from it that each form of therapy can be improved
and that a consideration of the contributions of other orienta-
tions may be the most efficient avenue for improving our
therapeutic impact as clinicians.

In addition to outcome research in psychotherapy, investi-
gations into therapy processes similarly indicate the need for
humility and openness with regard to this area. Although we
know that psychotherapy works, many theoreticians and prac-
titioners seem to have misattributed the reasons for its success.
Although most classic books and training programs associ-
ated with each major orientation tend to emphasize the skillful
implementation of particular technical interventions, research
suggests that 45% of the variance in outcome can be explained
by placebo effects and factors common to several approaches
(Lambert, 1992). In fact, recent studies have suggested that
the adherence to techniques specifically prescribed by partic-
ular approaches can—at least in certain contexts—interfere
with the client’s improvement (Castonguay, Goldfried, Wiser,
Raue, & Hayes, 1996; Henry, Schacht, & Strupp, 1990;
Henry, Strupp, Butler, Schacht, & Binder, 1993; Piper et al.,
1999).

As described in the following discussion, a large number of
therapeutic factors operating in several approaches (i.e., com-
mon factors) have been identified, and a number of them have
been empirically investigated. Although the delineation of
therapeutic commonalities represents an important contri-
bution of the integration movement, it is also clear that vari-
ables that have been specifically associated with a particular
orientation are related to treatment outcome. With recent
scientific advances, however, it is becoming less certain that
particular forms of therapy can actually claim sovereignty
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over some of these supposedly unique processes of change.
For example, although emotional deepening has been high-
lighted as the fundamental route to therapeutic change in
humanistic therapy, recent studies have demonstrated that
such processes are also predictive of clients’ improvement in
CBT (Castonguay et al., 1996; Castonguay, Pincus, Agras, &
Hines, 1998). The principles of operant conditioning, as-
sumed to explain the therapeutic power of procedures unique
to behavior therapy, have been found to operate in both hu-
manistic and psychodynamic treatment (Murray & Jacobson,
1971). Furthermore, although the concept of alliance was de-
veloped within the psychodynamic tradition, numerous em-
pirical studies have shown that this construct explains a
significant part of outcome variance across a variety of theo-
retical orientations (Constantino, Castonguay, & Schut,
2001). As discussed by Schut and Castonguay (2001), other
processes of change initially defined by Freud and his follow-
ers have not only been shown to explain the efficacy of CBT
but have also served as the basis for recent efforts to improve
the therapeutic benefit of this approach.

We find it interesting that although research has supported
a number of seminal insights of Freud about the process of
change in psychodynamic therapy (see Schut & Castonguy,
2001), it has also suggested that part of the success of this
type of treatment may be due to interventions typically iden-
tified with CBT. In summarizing the findings of a 30-year
study on the process and outcome of different forms of psy-
chodynamic therapy (expressive, supportive, and a mixture
of expressive and supportive treatment) conducted at the
Menninger Clinic, Wallerstein and DeWitt (1997) arrived at
the following conclusion:

1. The treatment results, with patients selected either as suitable
for trials at psychoanalysis, or as appropriate for varying
mixes of expressive-supportive psychotherapeutic ap-
proaches, tended—with this population sample—to converge
rather than diverge in outcome. 

2. Across the whole spectrum of treatment courses in the 42 pa-
tients, ranging from the most analytic-expressive, through
the inextricably blended, on to the most single-mindedly
supportive, in almost every instance—the psychoanalyses
included—the treatment carried more supportive elements
than originally intended, and these supportive elements ac-
counted for substantially more of the change achieved than
had been originally anticipated.

3. The nature of supportive therapy, or better the supportive
aspects of all psychotherapy, as conceptualized within a
psychoanalytic theoretical framework, and as deployed by
psychoanalytic knowledgeable therapists, bears far more re-
spectful specification in all its form variants than has usually
been accorded it in the psychodynamic literature . . .

4. From the study of the kinds of changes reached by this cohort
of patients, partly on an uncovering insight-aiming basis, and
partly on the basis of the opposed covering-up varieties of
supportive techniques, the changes themselves—divorced
from how they were brought about—often seemed quite in-
distinguishable from each other, in terms of being so-called
real or structural changes in personality functioning. (pp.
141–142)

Considering the importance revealed by these results of
supportive interventions in different forms of psychodynamic
therapy, it is particularly interesting to observe how similar
these components are to CBT’s technical repertoire. Included
in Wallerstein and DeWitt’s list of supportive components are
“persuading the phobic patient to enter the phobic situation”;
“intellectual guidance, advice, objective review of situation,
assisting the patient’s judgment”; “education in the form of
advice, information, or suggestion in the direction of soci-
ety’s normative standards and expectations”; “reduction of
environmental demands on the patient”; “prescription of
daily activities”; “planned disengagement from unfavorable
and noxious (specifically conflict triggering) life situation”;
“maintained engagement in particular (necessary and chal-
lenging) life situations”; and “altered interactions with, or al-
teration of attitudes, of significant others” (see Wallerstein &
Dewitt, 1997, pp. 147–148).

Although several studies suggest that the effectiveness of
one approach is in part accountable by the active ingredients
identified by other orientations, it would be wrong to infer
that the theories of change underlying the major therapeutic
orientations are completely divorced from reality—that there
are no links between clinical textbooks and practice. In fact, a
number of studies have shown that cognitive, interpersonal,
and psychodynamic therapies can be distinguished and that
therapists can and do behave in ways that are consistent with
particular models of interventions (e.g., Hill, O’Grady, &
Elkin, 1992). However, two recent studies appear to suggest
that the correspondence between theory and practice may be
stronger in research contexts than it is in day-to-day practice. 

These two studies were based on the Coding System of
Therapist’s Focus (CSTF; Goldfried, Newman, & Hayes,
1989)—a process measure that allows for the identification
of the therapist’s focus (or target) of intervention, regardless
of the specific technique or treatment approach used. In both
studies, the same forms of treatments were investigated—
that is, CBT and psychodynamic interpersonal (PI) therapy.
Furthermore, in each study the focus of the therapist was
assessed in therapy sessions (or segments of sessions) that
were classified as significant or helpful and less significant
or less helpful. The primary difference between the two stud-
ies is that the first was based on archived data taken from a
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controlled clinical trial (the Sheffield II Psychotherapy
Project; Goldfried, Castonguay, Hayes, Drozd, & Shapiro,
1997), whereas the other was based on therapy conducted in
naturalistic settings (Goldfried, Raue, & Castonguay, 1998).
Put another way, whereas the first study involved experi-
enced therapists implementing manualized protocols, the
second included expert clinicians (chosen by leaders of the
field) conducting therapy as part of their regular clinical
practice.

In the Sheffield study, many significant differences were
found with regard to the therapists’ approaches. As would be
predicted by the model of change of the investigated treat-
ments, therapists in the PI (compared with therapists in CBT)
focused more on emotion, discrepancies or incongruity be-
tween different aspects of client functioning, client avoid-
ance, intrapersonal and interpersonal patterns in the client’s
life, client’s expected reaction to others, impact of others on
client’s life, client’s general interactions with others, parallels
among people in client’s life, therapists themselves, client’s
parents, client’s past (childhood and adult past), events taking
place during therapy, and trends that cut across different life
stages of the client. CBT therapists, however, focused more
on the external environment, choices and decisions, informa-
tion, support, homework, and the future. As summarized by
the authors, the results suggest that the PI therapists focused
on insight—more specifically, what has not worked in the
past—whereas CBT focused on action—or how to deal more
effectively with external events, especially with stressful
events in the future.

It is interesting to note that although several differences in
therapists’ focus were observed between the two therapies,
only a small number of differences (slightly above chance
level) were found between the types of session assessed—
that is, therapists showed similar foci of interventions across
helpful and less helpful sessions.

In the data set involving expert therapists, however, the op-
posite pattern of results was obtained. Specifically, although
relatively few differences in therapists’ focus emerged be-
tween therapeutic orientations, numerous significant differ-
ences were obtained between significant and less significant
parts of treatment sessions. Among other things, therapists fo-
cused more frequently on themselves, parallels between time
periods and people in the client’s life, new information, and
the future in significant segments as compared to less signifi-
cant segments. As concluded by the authors, these targets of
intervention reflect a blending of interventions strongly iden-
tified by each of the two approaches examined.

Taken together, the findings of these two studies appear
to suggest that the day-to-day practices of expert therapists
converge rather than diverge (regardless of their preferred

orientation) and that the intervention focus of such therapists
in good therapy is different from that in therapy that is less
good. The findings also suggest that when investigating the
target of intervention in manualized treatments, it is easy to
discriminate between different approaches, but it is hard to
find differences between helpful and less helpful sessions. As
argued by Goldfried et al. (1998), these findings raise some
interesting but complicated questions: “How do we as psy-
chologists define the ‘state of the art’: Is it by the treatment
manuals included in clinical trials or is it by what master ther-
apists, who have been nominated by those who wrote the
manuals, actually do in clinical practice?” (p. 809).

This brief—and no doubt biased—survey of the process
and outcome literature directly points to the complexity of the
process of change. Although different approaches are as-
sumed to rest on divergent models of human functioning and
are supposed to capitalize on unique techniques, none has
been able to rely on empirical findings to claim superiority
over the others across a variety of clinical problems. Further-
more, although the procedures prescribed by different ap-
proaches are typically assumed to be responsible for the
client’s improvement, the percentage of outcome variance ac-
tually explained by these techniques is far from impressive.
The success of one particular approach seems to be explained
in part by variables that are common to all forms of psy-
chotherapy and (ironically) by factors that have been closely
associated with other orientations. To complicate things more,
prescribed techniques have been shown to interfere with
change, at least in certain contexts. Finally, despite the fact
that the development of manualized treatments has been seen
as indication of the field’s progress (Agras, 1999, referred to
manuals as “nothing less than a scientific revolution”), ex-
perts in the field seem not to adhere to theoretical protocol and
may well behave more similarly than dissimilarly—a point
that was made a long time ago by Fiedler (1950).

As a whole, these empirical results indeed suggest that our
current theories may not be adequate to explain the process of
change. These results also point to the merits of considering
the models and interventions of other orientations.

Theoretical and Clinical Disenchantments

Along with the research findings summarized previously,
clinical and theoretical critiques voiced within each of the
major orientations have also contributed to the current move-
ment of reconciliation and integration in psychotherapy. In
contrast to the enthusiasm (if not arrogance and complacence)
for one’s own approach that prevailed until the 1960s, the last
three decades have seen many therapists pointing out inade-
quacies of their preferred models and intervention methods.
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In a courageous and eloquent critique of the school of
thought with which he has been identified, Strupp (1976)
asserted that

Once in the forefront of revolutionary change, psychoanalytic
therapy is with increasing monotony described as antiquated,
passé, and even defunct. Psychoanalytic theory is seen as based
on formulations and working assumptions in dire need of mas-
sive overhaul . . . and psychoanalysis, as a branch of the behav-
ioral sciences appears to be approaching its nadir. (p. 238)

Strupp further argued that instead of considering the writings
of Freud and other analytic pioneers to be working hypothe-
ses that can be improved, the closed-shop mentality that
prevails in psychoanalytic training institutes has led psycho-
analysts to treat them as gospel truth. He went on to say that
the analytic establishment has discouraged collaboration be-
tween analytic therapists and researchers, and as a result the
field of psychoanalysis has not benefited from advances in
psychological and other behavioral sciences.

Like other influential psychoanalytic authors (e.g.,
Alexander, 1963; Grinker, 1976; Marmor, 1964), Strupp has
convincingly argued that an adequate understanding of the
process of change taking place within this orientation re-
quires the consideration of many factors emphasized by
learning theories. Marmor (1976, 1982), for instance, identi-
fied the following as key ingredients in psychoanalytic (or
any other forms of) treatment: operant conditioning, sugges-
tion and persuasion, cognitive learning, identification with
the therapist, and explicit and implicit support from the ther-
apist. Some psychodynamic authors have also emphasized
the merit of considering the work of humanist-existential
therapists in understanding the complexity of the process of
change. For example, as part of an imaginary dialogue be-
tween a therapist of the traditional psychoanalytic approach
and newer therapeutic approaches, Shectman (1977) has
called attention to the existential therapy’s emphasis on the
therapeutic role of emotions.

Influential psychodynamic authors have also questioned
the validity and efficacy of the clinical procedures deemed
sacred in many psychoanalytic institutes. Appelbaum (1979),
for example, wrote

Some analytic thinkers believe, implicitly or explicitly, that
overcoming repression will do it all, that once self-knowledge is
achieved, nothing else needs to be done. This is, I assume, the
way that most of those few but notorious ten to twenty years
analyses come about, analyst and patient hooked on discovery,
on the assumption that enough discovery will result in change,
that around some corner is the ‘crucial insight.’ Such long-run
analyses may make for good Woody Allen jokes, but to me they

are horror stories. Pursuing insight, making the unconscious con-
scious, bringing what is out of awareness into awareness, mak-
ing overt what is covert is not an unalloyed good for everyone at
all time. (p. 434)

Appelbaum’s critical view of traditional psychoanalytic
methods led him to explore many therapy centers closely
identified with the humanistic movement. Although he re-
lates having been shocked by some of the so-called interven-
tions he witnessed, he also found practices that appeared
complementary and therefore capable of improving psycho-
dynamic technical repertoires. Similarly, Kahn (1991) also
argued that a humanistic perspective has much to contribute
to psychoanalytic practice, stating that “there is much to be
learned by paying careful attention to Rogers’ advice about
the relationship between therapist and client” (pp. 35–36). In
a similar way, Wachtel (1977) has argued that behavioral
techniques can be help clients develop and implement solu-
tions to the dilemma with which they been confronted (e.g.,
inhibitions, distortions). As he notes, behavioral techniques
“seem particularly valuable for accomplishing what dynamic
therapists have regarded as the ‘working through’ stage of
therapy” (1977, p. 203).

Freud himself, it appears, failed to meet the standards of
proper practice that have been ascribed to psychoanalysis. A
number of authors have noted that he deviated considerably
from a blank-screen attitude with some of his patients. As de-
scribed by Gill (1982), for example, Freud gave a meal and
sent a postcard to the Rat Man. According to Yalom (1980), he
encouraged another patient (a young female named Elisabeth)
to visit a young man whom she found attractive, interacted
with members of her families on her behalf, begged her
mother to communicate with the patient, and even helped un-
tangle her family’s financial problems. Moreover, at the end
of this young woman’s therapy, “Freud, hearing that Elisabeth
was going to a private dance, procured an invitation to watch
her ‘whirl past in a lively dance’ ”(Yalom, 1980, p. 4).

Well-known cognitive-behavioral therapists have also of-
fered specific criticisms of their approach—both at theoreti-
cal and clinical levels. Voicing concerns similar to those of
Strupp (1976) about the complacency of psychoanalysts,
Thorensen and Coates (1978) commented that

The behavior therapies—born out of conflict with an authorita-
tive and theoretically plump intrapsychic tradition, geared to sur-
vive in professionally tough clinical backgrounds, and recently
afforded adult status as a legitimate professional approach—are
showing signs of middle-aged bulge, theoretically, methodolog-
ically, and clinically. Success has bred a complacent orthodoxy
which threatens to rob the behavior therapies of much of the
scientific strength . . . For us an energy crisis clearly exists;
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resources are being wasted in defending, confirming, and repli-
cating without substantially advancing our understanding . . .
Critically examining and revising our conceptual rationale offers
the most useful allocation of professional energies. We need to
hack at the conceptual roots of behavior therapies to cut away the
dead material, plant new ones, and graft together others . . . Sub-
merged in all this is the neglect, less tangible, and yet significant
role of personal meanings, goals, and aspirations—the purpose
of life. (pp. 15–16)

It is interesting to note that some of the originators of the
cognitive-behavioral movement have avoided the trap of
complacence denounced by Thorensen and Coates (1978),
even though their obvious investment in their approach may
have made them more vulnerable to intellectual and profes-
sional rigidity. Lazarus (1971), for example, has urged his
colleagues to move beyond the narrow theoretical model and
restrictive technical repertoires of behavior therapy, even
though he was one of the leading figures who paved the way
for the recognition of this approach. A few years after playing
a predominant role in the birth and early development of the
cognitive movement, Mahoney (1980) criticized this same
approach by pointing out its narrow understanding and
inadequate treatment of emotions, excessive emphasis on the
role of rationality in adaptation, and neglect of unconscious
processes. Echoing Thorensen and Coates’s (1978) criticism
of behavior therapy, Mahoney also condemned the attitude of
orthodoxy and defensiveness that had begun to emerge in
cognitive and cognitive-behavioral approaches.

Disenchantment within the cognitive-behavioral move-
ment has not only been voiced by pioneer figures like Lazarus
and Mahoney. A survey conducted in the mid-1970s showed
that both behavioral and cognitive therapists considered their
approach to poorly capture the complexity of the process
of change (Mahoney, 1978). More recently, Goldfried and
Castonguay (1993) have argued that CBT places excessive
emphasis on situational determinants of specific cognitive
and behavioral responses and have asserted that more atten-
tion needs to be paid to the role of complex intrapersonal and
interpersonal patterns in clients’ functioning.

As was the case with dynamic authors, some leading
cognitive-behavioral therapists have recognized their own
tendencies toward heresy in the practice of their art. In their
classic Clinical Behavior Therapy, for example, Goldfried
and Davison (1976, 1994) wrote

We found instances where ‘insights’ occur to us in the midst of
clinical sessions, prompting us to react in specific ways that paid
off handsomely in the therapeutic progress of our clients . . . In
accordance with most common definitions of behavior therapy,
this might be viewed as heresy. Perhaps in some way it is.

Nonetheless, our contact with reality is relatively veridical, and
what we have observed under such instances is not terribly
unique. If, in fact, some of these phenomena are reliable. . . .
should we ignore them because we call ourselves behaviorists?
(p. 16) 

The importance of dealing with phenomena such as trans-
ference and resistance has been recognized by a number of
cognitive-behavioral therapists (e.g., Beck et al., 1990;
Goldfried, 1982; Rhoades & Feather, 1972). Authors such as
Arnkoff (1981) and Goldfried (1985) have also demonstrated
how the therapeutic relationship can be used to change cogni-
tions and modify client’s behaviors. Citing the work of hu-
manistic therapists (Greenberg & Safran, 1987), Samilov and
Goldfried (2000) have recently argued for the recognition,
within CBT models, of two distinct types of cognitions: (a) hot
cognitions that are inextricably linked to the client’s immedi-
ate and prereflective sense of self-in-the-world and (b) cold
cognitions that are governed by rules of logic and rationality
and do not directly modify the client’s immediate experience.
Samilov and Goldfried (2000) also encouraged their cogni-
tive-behavioral colleagues to use techniques developed by ex-
periential therapists when addressing hot cognitions because
traditional CBT is seen as ill-suited for targeting this realm of
experience.

In their attempt to delineate the clinical strengths and
weaknesses of behavior therapy, Goldfried and Castonguay
(1993) have argued that cognitive-behavioral therapists have
too often failed to appropriately consider some dimensions of
psychotherapy process that have been the focus of other ori-
entations. They have argued that successful therapy some-
times requires exploring the client’s emotional experience
and developmental history, recognizing and using the thera-
pist’s own reactions in therapy, and dealing appropriately
with issues that interfere with the therapeutic relationship.
They also have argued that cognitive-behavioral therapists
could increase their intervention repertoires by paying more
attention to general principles of change as opposed to spe-
cific techniques prescribed in typical treatment manuals. A
focus on these principles of change would indeed allow them
to recognize that numerous non-CBT techniques serve many
of the therapeutic functions that CBT interventions were in-
tended to perform and that the former may be more effective
than the latter in some specific circumstances or with some
particular clients (see Castonguay, 2000a).

The humanistic approach, like others, has not been shielded
from conceptual and clinical disenchantment. Koch (as cited in
Ricks et al., 1976), one of the most important figures of the hu-
manism tradition of psychology, has denounced its theoretical
stagnation, methodological anarchy, and dogmatism. Others,
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such as Landsman (1974), have decried the type of practice
often encountered in growth centers:

These, our finest jewels, offer a bewildering array of exotic mix-
tures, of sexuality unfettered, spirituality, meditation, and tran-
scendence into infinity, solutions for the blahs, for Americans
materialism, nude, erotic, and nonerotic massage, the most
colorful exotic, light-headed excitements of all cultures and all
times—and selling for about $75 to $150 per intimate, irrespon-
sible weekend. (in Goldfried, 1982, p. 271)

Close examination of one of the most famous humanistic
therapists, Carl Rogers, reveals that like preeminent psycho-
dynamic and behavior therapists, he too employed methods
other than those specified by his theory. Studies have indeed
demonstrated that Rogers systematically and differentially
applied reinforcements in reacting to client’s utterances
(Jacobson & Murray, 1971). Rogers himself eloquently and
courageously recognized the potential importance of social
influence. In a review of a book entitled Models of Influence
in Psychotherapy, Rogers (1981) wrote that the author
(P. Pentony)

takes the multitude of present-day psychotherapies and, . . . with
surgical objectivity, he analyzes each one—its premises, its
strategies, its outcomes—and his knife often draws blood. I sus-
pect most psychotherapists, as they see their work thus dissected,
may react as I did—feeling first irritated, then disturbed, then
challenged. The author’s central theme is that all therapists
accomplish their goals by exerting social influence, and he
analyzes carefully the varying forms of that influence. 

Rogers completed his review by describing Pentony’s book as
“a profound contribution.” Consistent with such comments,
Rogers also wrote that the inherent limitations of using a single
theoretical orientation—even his client-centered therapy—
were beginning to outweigh the benefits and that psychother-
apy research should focus upon empirical descriptions of what
happens in therapy (see Goldfried & Newman, 1992).

Some authors have attempted to bridge Rogerian client-
centered therapy with psychodynamic self psychology (e.g.,
Tobin, 1990, 1991). These efforts at rapprochement are based
on the premise that the developmental emphasis and interper-
sonal focus in self psychology can complement Rogerian
therapy’s exclusive attention to the therapist’s relational
skills (empathy, unconditional respect, authenticity). Others
have encouraged humanistic therapists in general—not only
those associated with a client-centered approach—to con-
sider the merit of a rapprochement with other orientations
(Greening, 1978; Landsman, 1974).

CURRENT DEVELOPMENTS IN
PSYCHOTHERAPY INTEGRATION

The complexity of human functioning and difficulty of facil-
itating change have thus forced greater humility and open-
ness within each of the major orientations of psychotherapy;
this in turn has laid the foundation for the current swell of ef-
forts at rapprochement and integration. Such efforts may be
categorized into five domains: eclecticism, theoretical inte-
gration, common factors, integrative approaches to specific
clinical problems, and the improvement of major systems of
psychotherapy.

Eclecticism

Eclecticism is the application of diverse therapeutic tech-
niques, without concern for whether the theoretical rationales
behind the techniques are compatible (Lazarus, 1992). The
greater emphasis on pragmatic utility over theoretical con-
gruence has caused some to misattribute eclecticism as a
hodgepodge of therapeutic techniques with no rhyme or rea-
son (Eysenck, 1970). As cogently described by J. D. Norcross
and Newman (1992), however, eclecticism needs to be
differentiated from syncretism. Whereas eclecticism repre-
sents a systematic selection of “interventions based on pa-
tient need and comparative outcome research,” syncretism
reflects a combination of techniques that is both uncritical
and unsystematic—a “muddle of idiosyncratic and ineffable
clinical creation” (p. 20).

A large number of eclectic approaches have been
developed over the last 30 years. One of the first and most
influential among them is Arnold Lazarus’s (1967, 1992)
multimodal therapy. Based on an assessment of the client’s
strengths and weaknesses related to seven modalities of func-
tioning (e.g., behavior, affect, sensation, cognition), multi-
modal therapists are trained to use techniques (derived from
divergent orientations) that are most likely to be useful. As
stated by Lazarus (1992), the practice of multimodal therapy
is guided by

(a) treatments of choice (i.e., knowing what the research litera-
ture has to say about specific remedies for particular problems);
(b) tailored interventions (i.e., selecting psychotherapeutic
strategies to fit patients’ goals, coping behaviors, situational con-
texts, affective reactions, ‘resistances,’ and basic beliefs); and
(c) therapists’ styles (i.e., going beyond formal diagnoses to
match treatment styles to specific client characteristics). (p. 237)

Developed by Larry Beutler, systematic eclectic therapy
(Beutler, 1983; Beutler & Consoli, 1992) is aimed at matching
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the client with the most appropriate therapist and treatment.
Considered in constructing the optimal therapeutic match
are (a) therapist and client demographic and background
variables (e.g., ethnic similarity, attitudes, values, beliefs);
(b) client characteristics (i.e., degree to which the client can re-
ceive directives without feeling threatened or reactance, extent
of impairment due to client’s presenting problem or problem
severity, whether the presenting problem is accompanied with
an opaque or linear relation between symptoms and one’s
pattern of behaviors or problem complexity, and the typical
method of coping with stressors—e.g., externalizing vs.
internalizing—or coping style); (c) the functions of various
intervention procedures in terms of “breadth of objectives, the
level of experience addressed, the amount of therapist
directiveness required, and preference for intratherapy vs.
extratherapy material” (Beutler & Consoli, 1992, p. 276).
With Beutler, like Lazarus’s approach, priority is given to the
individual client’s needs over theoretical considerations when
selecting treatments.

In an interesting extension of Beutler’s client-treatment
fit approach, Lampropoulos (2000a) has suggested a selec-
tive application of common factors depending on client and
therapist styles and characteristics. For example, as the most
robust common factor, the working alliance must still be
tailored to each individual client’s particular expectations for
therapy and his or her level of openness to experience.

Interested readers can find in Norcross’ (1986) Handbook
of Eclectic Psychotherapy a description of other eclectic ap-
proaches, as well as a survey of eclectic efforts in Goldfried
and Newman’s (1992) historical account of the integration
movement. Several examples of combinations of techniques
from divergent theoretical models are also illustrated in a
book by Marmor and Woods (1980) entitled The Interface
Between the Psychodynamic and Behavioral Therapies.

Theoretical Integration

Whereas eclectic therapists are interested in finding out the
best way to selectively prescribe or pragmatically blend dif-
ferent techniques, those involved in theoretical integration at-
tempt to extract constructs and therapeutic principles across
many orientations and shape them into a new, more compre-
hensive, and integrated theory of functioning and/or change.
Implicit in this undertaking is the belief that such inclusive
theories will hold greater explanatory power than do any of
the single theories from which it draws (Norcross & New-
man, 1992).

Under the rubric of theoretical integration falls Prochaska
and DiClemente’s (1992) transtheoretical model of therapeu-

tic change. This model encompasses a series of stages
through which clients progress in trying to alter problematic
states of being. A number of processes have been identified
within each of these stages to help clients achieve different
levels of change. For example, if a client is identified to be
in a stage called contemplation, a therapist would be en-
couraged to apply interventions that raise the client’s con-
sciousness, engage the client’s affect through role playing,
reevaluate his or her environment, or any combination of
these in order to achieve symptom relief (Prochaska &
DiClemente, 1992).

Along the same lines as Prochaska and DiClemente’s
(1992) model of universal client change processes is William
Stiles’s assimilation model (1992). Stiles contends that ther-
apy consists of the assimilation of an originally threatening-
to-self experience into one’s cognitive-affective schemas
(Stiles et al., 1992). To accomplish this goal, the client must
first allow a problematic experience into awareness and en-
dure the resultant painful thoughts and feelings—that is, as-
similation is preceded by accomodation. Stiles has described
a series of continuous and predictable stages through which
clients traverse while undergoing therapeutic change. These
stages, or levels of engagement with a problematic experi-
ence, are described as follows (Stiles et al., 1992):

• Stage 0: Warded Off. The individual is successfully avoid-
ing engagement with the problem. Very little of the indi-
vidual’s attentional resources are devoted to this issue
(i.e., he or she is unaware of the problem).

• Stage 1: Unwanted Thoughts. The individual experiences
unwanted thoughts about the problem. Strong negative
affect occurs with the thoughts, and the individual still
attempts to avoid the thoughts.

• Stage 2: Vague Awareness, Emergence. The problem is
acknowledged as the ambiguous source of unwanted
thoughts. Negative affect is very strong.

• Stage 3: Problem Statement, Clarification. Problem is
clearly stated and acknowledged. Negative affect is pre-
sent but less overwhelming.

• Stage 4: Understanding, Insight. The problematic experi-
ence is integrated into a schema with corresponding in-
sight and understanding of the problem. Some affect may
still be negative, but more positive emotions such as
curiosity are also present.

• Stage 5: Application, Working Through. The individual
uses newly gained understanding of the problem to devise
problem-solving efforts (e.g., change in beliefs about the
experience). Affect is primarily optimistic.
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• Stage 6: Problem Solution. A solution is achieved for the
problematic experience. Affect is positive with pride and
satisfaction.

• Stage 7: Mastery. The individual successfully applies new
solution automatically. Affect is neutral because the prob-
lem has lost its salience to the individual.

Although they focus on different dimensions of psy-
chotherapy, both Prochaska and DiClemente and Stiles offer
new insights into the nature of client change processes, above
and beyond the models of change underlying particular brands
of therapy.

Perhaps the author most strongly associated with the trend of
theoretical integration is Paul Wachtel (1977). His classic Psy-
choanalysis and Behavior Therapy: Toward an Integration of-
fers an elegant synthesis of psychodynamic, interpersonal, and
behavioral principles and practices. At the heart of his integra-
tive approach is the concept of the psychodynamic vicious
cycle, which explains client maladaptive interpersonal patterns.
True to his psychodynamic background, Wachtel employs in-
sight to gain perspective on the origin and manifestations
(including client’s negative interpersonal expectations, the re-
sulting problematic behaviors, and the expectation-confirming
reactions of others) of such cycles. The major contribution of
this approach, however, is Wachtel’s contention that these self-
fulfilling prophecies are currently reinforced through the
client’s distorted perception of his or her behavior toward others
and their behavior towards him or her. Behavioral methods are
thus used to modify client’s ways of interacting with others
(e.g., to bolster social skills), which helps break the current re-
inforcement of maladaptive interpersonal exchanges.

Several other integrative efforts have been described in col-
lections edited by Goldfried (1982) and Marmor and Woods
(1980). These efforts have also been reviewed in Arkowitz
(1984) and Goldfried and Newman (1992). Integrative theo-
ries and practices have been described in an edited book by
Stricker and Gold (1993), which in addition to including inte-
grative approaches based on traditional forms of therapy (e.g.,
CBT and psychodynamic) also included examples of integra-
tion between traditional and nontraditional treatments (e.g.,
feminist therapy, Buddhism). Additionally, Arkowitz and
Messer (1984) have edited a very interesting book on whether
psychotherapy integration is possible or practical.

Common Factors

A third strand of psychotherapy integration is the search for
factors that cut across various therapeutic orientations. Com-
mon factors have triggered the interest of some authors several
years ago (e.g., Rosenweig, 1936), but it is clearly the work of

Jerome Frank (1961) that has paved the way for the current
recognition of these variables. Frank identified several features
(i.e., therapeutic environment, therapeutic relationship, thera-
peutic rationale, and therapeutic tasks prescribed by the ratio-
nale) and therapeutic functions (e.g., increase hope, achieve
cognitive and emotional learning, increase sense of mastery)
that are shared not only by many forms of psychotherapy but
also by most forms of healing (such as nonmedical rites in non-
Western cultures). A few authors (Garfield, 1957; Marmor,
1962) had also recognized the importance of common factors
at the time of the publication of Frank’s (1961) classic Persua-
sion and Healing, but no other work has had more influence on
authors who later discussed common factors. These authors—
just to name a few—represent a large group: Bandler and
Grinder (1975), Ehrenwald (1967), Goldfried and Padawer
(1982), Harper (1974), London (1964), Marks and Gelder
(1966), Masserman (1980), Sloane (1969), Strupp (1973),
Torrey (1972), and Tseng and McDermott (1975).

Over time, a bewildering number of common factors have
been described—close to 90, according to Grencavage and
Norcross (1990). In order to bring some cohesion to this
field, Castonguay (1987; Castonguay & Borgeat, 2001;
Castonguay & Lecomte, 1989) has developed a transtheoret-
ical model that integrates similarities within major dimen-
sions of psychotherapy: Therapeutic framework (e.g., setting,
assessment, contract), basic processes (i.e, therapist influ-
ence, client and therapist engagement, therapeutic relation-
ship) and therapeutic acts (i.e, processes of communication,
techniques and strategies of interventions). With the same
purpose in mind—or, as they elegantly put it, to delineate
commonalities among common factors—Grencavage and
Norcross (1990) have organized common factors within five
superordinate categories: client characteristics, therapist
qualities, change processes, treatment structure, and relation-
ship elements. Based on extensive review of process and out-
come research, Orlinsky and Howard (1987) have also
offered a generic model of psychotherapy:

to define the elements of the ‘genus’ psychotherapy—that is, the
features that are common to the varied species of psychotherapy,
however diverse the latter may be in the songs they sing and the
colors they display to assure mutual recognition among col-
leagues. . . . [and] to formulate psychotherapy simply in terms of its
‘active ingredients,’ disregarding the appeals of familiar brand-
name treatments whose patents on psychosocial therapies are ex-
piring in this new age of eclecticism and integration. (pp. 6–7)

Despite the considerable attention they received, common
factors were for a long time considered by many (especially
behavior therapists) as secondary ingredients of change.
Assumed to represent at best necessary but not sufficient
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conditions of change, common factors were frequently
thought of as auxiliaries to the technique specifically pre-
scribed by a particular approach (e.g., systematic desensitiza-
tion). The accumulation of research findings, however, has
forced most skeptics to reconsider the therapeutic role of
these commonalities. Lambert (1992) argued that along with
placebo effects, common factors explain about 45% of the
outcome variance—compared to 15% of client improvement
that appears to be due to specific techniques. Among these
common factors, the working alliance now appears to be the
most robust predictor of change across different forms and
modalities of psychotherapy (Constantino et al., 2001).

In addition to being considered secondary variables in the
process of change (or perhaps reflecting its second-class citi-
zenship status), common factors have for a long time been
equated to the so-called nonspecific variables. Inasmuch as
nonspecific variables have been defined as interpersonal (or
nontechnical) variables that have not yet been defined, equat-
ing the two types of variables has de facto imposed strict
limitations on the types of variables that could be referred to
as common factors.As pointed out by Castonguay (1993), this
implies that no technical intervention has ever been used in
more than one orientation. It also implies that none of the
common factors so far have been clearly defined, operational-
ized, or both. It is clear, however, that a large number of tech-
niques (e.g., reinforcement) and strategies of intervention
(e.g., facilitating corrective experience) have been found to
cut across different orientations. Moreover, a substantial num-
ber of them have been operationalized and measured reliably
in many studies (e.g., working alliance, empathy). Fortu-
nately, the field has become less inclined to use the term non-
specific (not only as a way to describe common factors, but in
general) and has begun to refrain from relegating common
factors to the status of nebulous (and inconsequential)
processes of change. Lampropoulos (2000b) goes a step fur-
ther in attempting to distinguish between the common factors
that actually matter in a therapeutic sense and those common
factors that either lack therapeutic potency or are too empiri-
cally vague to be studied. He suggests the following sequence
of questions for determining whether a given variable is both
common and therapeutically relevant: (a) Is the factor present
in all or most therapies and (b) has the factor been empirically
shown to relate to treatment outcome in most forms of ther-
apy? An affirmative response to the aforementioned questions
identifies a factor as both common and therapeutic.

Integrative Approaches for Specific Clinical Problems

A number of integrative treatments have been developed
for specific clinical problems. Perhaps the two best known

among them are Linehan’s dialectic-behavior therapy for
borderline personality disorder and Wolfe’s therapy for anxi-
ety disorders.

Linehan’s (1987) treatment rests on an eloquent etiological
model, which posits that the combination of an early in-
validating environment and a biological hypersensitivity
to emotionality produces deficient emotional regulation pro-
cesses that are central to the patient’s intrapersonal and inter-
personal difficulties. Embedded in a context of emotional
validation (i.e., acceptance techniques), behavioral interven-
tions (i.e. change techniques) are used to actively teach and
apply coping strategies related to emotional dysregulation.
The balance between the use of acceptance and change tech-
niques represents one of the many dialectical principles intrin-
sic to this complex and innovative treatment. Also used in this
integrative intervention are paradoxical techniques, process-
experiential attempts to deepen and experience powerful emo-
tions, and dynamic insights to relate current patterns to past
distressful experiences (Koerner & Linehan, 1992; Linehan,
1993). At the core of dialectic-behavior therapy is also the im-
plementation of Zen principles, which allow clients, for exam-
ple, to own seemingly contradictory wishes (e.g. to be loved
and to guard against vulnerability), such that the resultant be-
haviors are seen as understandable reactions to these wishes—
yet another dialectical principle.

Central to Wolfe’s approach is the premise that anxiety
disorders are functionally related to many aspects of the
client’s life—environmental as well as intrapsychic. Wolfe
draws attention to the phenomenological sense of dread and
insecurity that many people with anxiety disorders constantly
face. He advocates strategies for decreasing the resulting per-
sistent experiential avoidance of painful emotions. Phobias,
for example, are treated with the standard behavioral tech-
niques but are also examined for what Wolfe says are possi-
ble symbolic reflections of vulnerabilities resulting from
early traumatic abandonment experiences.

Other integrative approaches have also begun to emerge.
McCullough (2000), for example, has designed an integrative
treatment for chronic depression—a clinical problem that has
been particularly resistant to previous treatment efforts. Re-
flecting the author’s behavioral background, many compo-
nents of this treatment involve the clinical implementation of
conditioning principles, such as the identification of contin-
gencies (especially negative reinforcements) and the modifi-
cation of behaviors through techniques like assertion
training. The treatment also includes interventions and inter-
vention foci that have been associated with other theoretical
traditions in psychology and psychotherapy. Among them
are training in social problem solving reflective of Piaget’s
stage of formal operations, the use of therapist experience to
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provide feedback to clients on their impact on others, and
identification and challenge of transference issues.

With the goal of improving the efficacy of CBT—the cur-
rent gold-standard treatment—for generalized anxiety disor-
der, Newman, Castonguay, and Borkovec (1999; Newman,
Castonguay, Borkovec, & Molnar, in press) have developed a
treatment that combines CBT interventions with techniques
used in humanistic, interpersonal, and psychodynamic thera-
pies. The choice of the specific techniques added to CBT was
based on both basic and applied research findings. For
instance, procedures to deepen emotions (e.g., two-chair
approach) have been added based on studies suggesting
that worry, the central feature of generalized anxiety
disorder, serves as a cognitive avoidance of painful emotion
(Borkovec, Newman, & Castonguay, 1998). Also included
are interventions designed to address interpersonal issues (in
and outside the therapy) based on findings indicating that
failure to solve interpersonal problems at the end of CBT
predicts worse response at follow-up (Borkovec, Newman,
Pincus, & Little, in press). Although process studies have
demonstrated that emotional deepening and the exploration
of specific interpersonal issues (e.g., relationship with par-
ents or with therapist) are predictive of improvement in CBT
(Castonguay et al., 1996; Castonguay et al., 1998; Hayes,
Castonguay, & Goldfried, 1996; Jones & Pulos, 1993), re-
search evidence has also shown that these issues are not typ-
ically emphasized in this approach, at least in comparison
with psychodynamic therapy (Blagys & Hilsenroth, 2000). In
contrast, this integrative treatment allows for a direct and sys-
tematic processing of these issues while continuing to em-
phasize the coping skills component that is part of CBT.

Other integrative approaches for specific problems (e.g.,
substance abuse, organic disorder, depression, chronic pain,
severe mental disorders), populations (e.g., children, adoles-
cents, older persons), and treatment modalities (e.g., couple,
family, group, medication, and psychotherapy) have been de-
scribed in Norcross and Goldfried (1992) and Stricker and
Gold (1993). 

Improvement of Major Systems of Psychotherapy

The goal of the integration movement is not to create a new
school of therapy, wherein all would define themselves as
eclectic or integrative therapists. One can pursue the ultimate
aims of integration (i.e., to deepen our understanding of
change and increase the effectiveness of psychotherapy by
considering the potential contributions of several orienta-
tions) while remaining primarily attached to one particular
approach. Rapprochement with others, in other words, does
not imply a rejection of one’s own professional identity. As
we have argued elsewhere (Goldfried & Castonguay, 1992),

the three major orientations (psychodynamic, humanistic,
and CBT) are solidly entrenched in our professional land-
scape. On the other hand, respected members of each of these
particular schools have attempted to improve their approach
by integrating constructs and clinical venues developed in
other traditions. This type of integration has been defined by
Messer (1992, 2001) as assimilative integration. In Messer’s
(2001) words, this term refers to “the incorporation of atti-
tudes, perspectives, or techniques from an auxiliary therapy
into a therapist’s primary, grounding approach” (p. 1).

Many of the contributions described in this chapter’s sec-
tion on theoretical and clinical disenchantment represent ef-
forts of this sort. However, some authors have offered more
extensive and elaborated assimilations of divergent concepts
and methods, thereby offering new models within a particu-
lar tradition. For instance, arguing that humanistic-existential
approaches have failed to provide an adequate understanding
of character pathologies, Bouchard (1990) has demonstrated
how such problems can be corrected by elegantly integrating
psychoanalytic concepts (i.e., Fairbairn, 1954) within Gestalt
theory. Gold and Stricker (2001) have argued that recent de-
velopments within the psychodynamic orientation have led to
a cohesive framework (cogently described by Mitchell, 1988,
as relational psychoanalysis) allowing psychodynamically
oriented therapists to integrate within their clinical repertoire
several strategies of interventions traditionally emphasized in
nonpsychoanalytic orientations (e.g., interventions to change
relationships outside therapy and to support clients’ active
efforts at change).

Perhaps the best-known attempt to improve one orienta-
tion by relying on the contributions of other tradition is the
work of Jeremy Safran (Safran, 1990a, 1990b; Safran &
Segal, 1990). As captured by the title of one of his books, a
significant portion of his theoretical, clinical, and empirical
contributions has been aimed at “widening the scope of cog-
nitive therapy” (Safran, 1998). His consideration of humanis-
tic, interpersonal, and psychodynamic traditions allows for a
recognition of four dimensions of human functioning (i.e.,
emotional, developmental, interpersonal, and conflictual)
that have been frequently disregarded in CBT models; it also
allows for an integration of non-CBT methods to address the
determinants of behaviors associated with these dimensions
of functioning (see Castonguay, 2001, for a summary).

Expanding upon Messer’s notion of assimilative integra-
tion, Lampropoulos (2000) offered concrete suggestions for
how therapists can integrate other technical and theoretical
components of other modalities in a cohesive and ultimately
therapeutic manner. Specifically, he advocates that only em-
pirically validated techniques be incorporated into one’s
main theoretical orientation, that to-be-integrated techniques
fit the context already established by the main orientation,
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and that the final product of a theory with assimilated aspects
of other theories remains internally consistent and the main
theoretical and technical tenets stay intact.

CONCLUDING NOTES: FUTURE DIRECTIONS

Despite being relatively young, the integration movement
has served as the vehicle for several interesting developments
in the field of psychotherapy. It seems clear, however, that
more needs to be done for this movement to be able to fulfill
its promise of significantly improving our understanding of
the process of change and to substantially increase the effi-
cacy of our interventions. It is clear to us that both theoretical
and clinical advances can and should take place within each
of the five domains of integration covered in the previous
section. We also believe that to ensure its optimal develop-
ment (if not survival), more attention should be given in the
near future to two areas that are crucial to any school or trend
in psychotherapy—training and research.

Training

The quality of training can be seen as a barometer for the
maturity of a professional domain. Reflecting their solid
establishment in contemporary psychotherapy, humanistic,
psychodynamic, and cognitive-behavioral approaches have
generated systematic, rigorous, and cohesive training pro-
grams (both graduate and postgraduate). Until recently, how-
ever, training efforts in psychotherapy integration could be
described for the most part as unsystematic and poorly artic-
ulated (Castonguay, 2000b). As Robertson (1986) cogently
noted, one of the problems facing eclectic and integrative
training is

a scarcity of training faculty who are committed to and compe-
tent in the theory and practice of integrative-eclectic psychother-
apy. Too often, therapy trainers (and I have to include myself)
teach eclecticism in the form of value statements instead of value
actions. It is hoped that we will not transmit this limitation to the
generation of eclectic therapy trainers. (p. 432)

It would be inaccurate to say that training has not received
attention in the integration movement. In fact, a training
committee has for several years been an important part of the
Society for the Exploration of Psychotherapy Integration
(SEPI; for more information about the organization, please
visit http://www.cyberpsych.org/sepi/ ). In addition, several
important training issues have been debated for some time
and continue to be the focus of current discussion within the
integration movement (see Castonguay, in press; Consoli &

Jester, in press; Gold, in press; Lecomte, Castonguay, Cyr &
Sabourin, 1993). Among these issues are the use of an
integrative-eclectic model as a starting or ending point
of one’s training, the focus of supervision (exploring the
supervisee-supervisor relationship or learning-specific tech-
niques of interventions), characteristics required from stu-
dents and trainers, the specific challenges and anxieties
associated with integrative learning, and the place of formal
training in research.

With a few exceptions (e.g., Lecomte et al., 1993),
however, what has been missing is the articulation and imple-
mentation of structured and cohesive integrative training pro-
grams. In line with Robertson’s (1986) hope that systematic
training programs will be available to the next generation of
eclectic-integrative trainers, a recent series of papers pub-
lished in the Journal of Psychotherapy Integration has pro-
vided a description of current and future training efforts
related to three major trends of psychotherapy integration:
theoretical integration (Wolfe, 2000), pragmatic eclecticism
(Norcross & Beutler, 2000), and common factors (Caston-
guay, 2000a). Each paper describes ways in which the authors
are actually training students in their own preferred mode of
integrative thinking and practice. Also presented are scaffolds
of comprehensive training programs that the authors envi-
sioned as ideal from their own perspective. Although such ef-
forts and ideas represent good starting points, much more
energy needs to be devoted in the future to articulate, build,
and evaluate integrative training programs.

Research

Research has clearly lagged behind the commitment shown
toward theoretical and clinical development by individu-
als interested in psychotherapy integration. Nevertheless,
empirical efforts have begun to provide support to this grow-
ing movement. In fact, a number of studies have been con-
ducted within each of the trends described in the previous
section.

A considerable number of studies have been conducted
with respect to two of the approaches representing the theo-
retical integration perspective.As described by Prochaska and
DiClemente (1992), the constructs of stages, processes, and
levels of change (which are at the core of their transtheoreti-
cal approach) have been validated. In addition, the predictive
validity of the stages and processes of change has been estab-
lished with respect to premature termination, short-term out-
come, and long-term outcome. Furthermore, stage-matching
interventions for smoking cessation have shown promising
results compared to those of the current gold-standard treat-
ment. Both quantitative and qualitative research has also
endorsed the construct and predictive validity of Stiles’s



340 Psychotherapy Integration

assimilaton model (Field, Barkham, Shapiro, & Stiles, 1994;
Stiles, Meshot, Anderson, & Sloan, 1992; Stiles, Shankland,
Wright, & Field, 1997). For instance, clients who come to
therapy with problems located at higher levels of assimilation
achieved better outcomes in CBT compared to interpersonal
therapy—a finding that is consistent with the assumption that
well-assimilated problematic experiences require therapeutic
techniques geared toward the client’s activating new behav-
iors (Stiles et al., 1997). The findings of a qualitative study on
the process of assimilation in process-experiential psy-
chotherapy for depression suggest that progress in assim-
ilation accounted for one client’s superior outcome, whereas
the lack of gains in assimilation across the course of treat-
ment could plausibly explain another client’s poor outcome
(Honos-Webb et al., 1998).

With regard to eclecticism, the empirical work of Larry
Beutler and his colleagues has provided helpful guidelines
for prescribing the types of treatment that may be most in-
dicated for particular clients (see Beutler & Consoli, 1992).
For instance, their findings suggest that clients who tend to
be highly reactive (i.e., reluctant to be controlled by others)
should be prescribed interventions that are nondirective in
nature (e.g., supportive therapy), whereas directive forms
of interventions (e.g., CBT or focused-expressive therapy)
appear to be indicated for individuals who are less reactive.
In addition, insight-oriented therapies (e.g., supportive
therapy or focused-expressive therapy) seem to be appro-
priate for individuals who cope with stress by internalizing
their problems (e.g., self-blame), whereas symptom-
focused treatment (e.g., CBT) may be a better fit for indi-
viduals who externalize (i.e., who blame others or external
circumstances for their problems) when confronted with
stress.

A number of common factors have been investigated.
These factors include variables such as expectancies, work-
ing alliance, empathy, and corrective emotional experience
(Arnkoff, Victor, & Glass, 1993; Castonguay & Borgeat,
2000; Lambert, 1992; Weinberger, 1993). As described ear-
lier in this chapter, a variety of factors assumed to be unique
to one orientation (e.g., emotional deepening, exploration of
the past, behavioral activation techniques) also appear to cut
across different approaches.

Several of the integrative treatments that have been devel-
oped to address particular forms of clinical problems have
also been submitted to empirical investigations. Chief among
them is Linehan’s dialectic-behavior therapy for borderline
personality disorder. A substantial number of efficacy studies
have been conducted on this treatment and reviewed in sev-
eral recent publications (e.g., Koerner & Dimeff, 2000;
Koerner & Linehan, 2000; Linehan, Cochran, & Cochran,

2001). As summarized by Koerner and Linehan (2000),

Research evidence to date indicates that, although DBT [dialectic-
behavior therapy] was developed for the treatment of patients with
suicidal behavior, it can be adapted to treat BPD [borderline per-
sonality disorder] patients with comorbid substance-abuse disor-
der and be extended to other patient populations and the treatment
of other disorders. Across studies, DBT seems to reduce severe
dysfunctional behaviors that are targeted for intervention (e.g.,
parasuicide, substance abuse, and binge eating), enhance treat-
ment retention, and reduce psychiatric hospitalization. (p. 164)

Furthermore, process findings have provided support to
one of the core aspects of Linehan’s model of change by
demonstrating that a balance of therapist acceptance and
change was associated with clients’ improvement (Shearin &
Linehan, 1992).

Although its findings are preliminary, a recent study on the
integrative therapy for generalized anxiety disorder described
earlier indicates that a sequential combination of CBT and
I/EP components is not only feasible (as suggested by numer-
ous process measures, including the level of adherence and
competence achieved by therapists), but it also appears to lead
to higher pre-post treatment effect sizes than does traditional
CBT for GAD (see Newman et al., in press). In addition, im-
pressive findings for the efficacy of McCullough’s cognitive
behavioral-analysis system in combination with medication
(Nefazodone) were recently published in the prestigious New
England Journal of Medicine (Keller et al., 2000). A response
rate of 85% (for completers) was obtained on a large sample
of individuals suffering from chronic depression.

As an example of the fifth trend of the integration move-
ment (i.e., efforts to improve effective forms of therapy),
Castonguay (2000) provided a first efficacy test of an
integrative-cognitive therapy (ICT) for depression. The study
was based on earlier process findings, which suggested that
therapists’ adherence to the prescribed rationale and tech-
niques in cognitive therapy may interfere with positive out-
come when used to address alliance ruptures (Castonguay
et al., 1996). Specifically, ICT requires therapists to follow
the traditional cognitive therapy protocol (Beck, Rush, Shaw,
& Emery, 1979), except when confronted with alliance rup-
tures. Following the guidelines described by Burns (1990),
Safran and Segal (1990), and Linehan (1993), therapists are
then instructed to use techniques derived from (or similar to
interventions used in) humanistic and interpersonal therapies
(e.g., empathy, exploration of therapist’s contribution to rup-
tures) to resolve the relationship difficulties. Although find-
ings are still preliminary, they suggest that ICT is not only
superior to a waiting-list condition, but it also compares
favorably to traditional cognitive therapy for depression.
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Despite the promising nature of the aforementioned stud-
ies, it remains imperative for individuals invested in the inte-
gration movement to devote more energy into research. As
Glass, Victor, and Arnkoff (1993) cogently argued, although
current research represents a solid beginning, “it is clear that
there are nearly unlimited avenues for future study” (p. 20).
Considering the pressure for accountability that is imposed
on mental health professionals, the onus is on integrative re-
searchers to demonstrate that this movement can indeed lead
to a better understanding of the complexity of the process
of change and more effective ways of dealing with human
suffering.
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Human beings thrive in a community that values their partic-
ipation and protects their dignity. We all need support, wis-
dom, and compassion throughout the life cycle, and we look
to our natural groups for that kind of sustenance. When indi-
vidual capacity fails and when suffering becomes too drain-
ing on one’s resources, the therapy group can offer just such
a community of peers to help heal human misery and to nur-
ture continuing healthy development.

This chapter develops the concepts of group psychother-
apy in the twenty-first century. For a host of reasons—the
search for community because we have moved away from
our natural villages, the added value that psychological the-
ory places on the relational field, and the sheer economy of

the treatment model, given the financial constraints of the
mental health field—group psychotherapy stands as a very
viable and rich option for mental health care.

The initial section reviews some of the historical under-
pinnings and the basic concepts that hold across a range of
theories. We summarize the main theories, paying attention to
places where the theories inform the various goals and tech-
niques. The larger part of this section is devoted to psycho-
analytic group therapy and technique.

The second major section focuses on briefer group treat-
ments and on inpatient and partial hospitalization groups.
This section addresses aspects of symptom-specific and
population-specific group therapy.
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A third section reviews the current research about group
psychotherapy.

HISTORY AND EVOLUTION OF
GROUP PSYCHOTHERAPY

Early Beginnings

Group psychotherapy originated in America in 1905 and was
first conducted at the Massachusetts General Hospital by an
internist, Joseph H. Pratt (1922), who led groups composed
of patients with tuberculosis. He referred to these groups as
classes, and they bore remarkable similarity to those cur-
rently offered by cognitive-behavioral groups, psychoeduca-
tional groups, and self-help groups to alleviate the distress
caused by commonly shared physical or psychological prob-
lems. A few years later, Trigant Burrow (1927) coined the
term group analysis and conducted group therapy for nonin-
stitutionalized patients. In the early 1930s Louis Wender
(1940) introduced the notion of the group as a recreated fam-
ily, applied psychoanalytic concepts to group therapy, and
began the use of combined therapy.

Samuel Slavson (1951), an engineer by profession,
founded the American Group Psychotherapy Association in
1948 and is regarded as having had the most influence on the
development of American group psychotherapy. He referred
to his method as analytic group psychotherapy and concen-
trated on the individual in the group rather than on the group
itself. His greatest contribution is acknowledged to be the de-
velopment of group psychotherapy with children. During the
1930s and 1940s Wolf and Schwartz (1962) actively applied
the principles of psychoanalysis to groups of adults.

Group psychotherapy also created interest in Europe. A
Romanian psychiatrist, Jacob L. Moreno (1898–1974), pri-
marily identified with psychodrama, borrowed from his ex-
perience with the Stegreiftheater (Theater of Spontaneity in
Vienna). Thus, his introduction of group psychotherapy in
1910 included role-playing and role-training methods
(Moreno, 1947). Moreno may have coined the term group
therapy in 1931. Although he never formally conducted
group psychotherapy, Sigmund Freud called attention to
group psychology in Group Psychology and Analysis of the
Ego (1921/1962). Freud’s insights into group formation and
transference reactions form the underpinnings of modern
psychoanalytically oriented group psychotherapy, from both
the group to the individual and the individual to the group.
Kurt Lewin (1947) introduced field theory concepts, empha-
sizing that the group is different from the simple sum of its
parts. Lewin coined the term group dynamics in 1939 and is
considered the pioneer of viewing the group as a whole.

In England, group therapy evolved largely as a result of
the pressure to treat a large number of psychiatric casualties
during World War II. Wilfred R. Bion (1959), an analysand of
Melanie Klein’s (1932), offered the hypothesis that the group
has a separate mental life, with its own dynamics and com-
plex emotional states, which he terms basic assumption cul-
tures. His basic assumptions paralleled Klein’s stages of
infant development. Bion is best known for his work with the
group as a whole, and his ideas have gained immense popu-
larity in the United States. Henry Ezriel (1950) and John D.
Sutherland (1952) were also active in group therapy, empha-
sizing the here-and-now and then-and-there perspectives.
Ezriel is credited as the first person to describe the transfer-
ences between the members themselves and between the
members and the group as a whole.

The distinction has been made between therapy in a group
and therapy through a group. In the former case, the group
leader administers the same therapy—either simultaneously or
seriatim—to the entire group as that performed with individual
patients. In therapy through the group, members play a critical
role in the therapy—particularly through modeling and rein-
forcement procedures and other elements of group dynamics.

However, early in the study of groups, a fear of possible
negative factors surfaced, voiced not only by Freud but also
earlier by LeBon (1920) and others. When conditions are fa-
vorable, groups enjoy the power that comes from contagion.
Contagion is a process by which members of a group are
pulled into an activity in which they might not engage by
themselves. At its most pernicious, it is the process that turns
a group into a mob (LeBon, 1920). At its more benign, it is a
centripetal force that entices a person—as a member of a co-
hesive group—to protect the cohesiveness by joining in the
shared activity or pool of affects. When this activity takes the
form of risking exposure to shame by disclosing and remem-
bering hitherto-repressed material, the analytic process is
moved along toward further resolution. 

History of Inpatient Groups

Since the time of Hippocrates (around 300 BC), mental ill-
ness has been viewed as a condition with similarities to med-
ical illnesses, and hospitalization or institutionalization has
been employed in an effort to heal the sick. The first psychi-
atric hospitals were established in Europe at the end of the
eighteenth century and soon were followed by a handful of
institutions in the United States that were devoted to the treat-
ment and care of the mentally ill.

Inpatient group therapy in the United States can be traced
to two roots: the therapeutic community or milieu therapy
movement and the group therapy experiments of the early



Principles of Group Psychotherapy: Basic Theories 349

twentieth century. Among the first milieu therapies was that
offered at the Menninger Foundation in Kansas in the 1930s.
There, hospital treatment was based on the premise that
different types of social interactions could be used to bene-
fit individuals suffering from various mental disorders
(Menninger, 1936). The earliest psychiatric groups offered in
hospitals in this country were at Worcester State Hospital in
Massachusetts (Sadock & Kaplan, 1983). There, a former
minister-turned-physician named L. Cody Marsh began giv-
ing lectures about mental illness to patients over the loud-
speaker and organizing discussion groups. Patients were
required to pass an examination before they could be re-
leased. About the same time, Lazell (1921) was holding
classes for patients with schizophrenia at St. Elizabeth’s
Hospital in Washington, DC, teaching them about the psy-
choanalytic roots of their problems. During World War II,
groups were used in several military hospitals—in part as a
way to treat many patients simultaneously with fewer de-
mands on the staff. At the Northfield Military Hospital in
England, Bion, Foulkes, Ezriel, and Main (1965) introduced
the idea that the psychiatric unit in its entirety is a group, and
as such, it had therapeutic benefit in all of its parts.

Foulkes’approach was to bring a psychoanalytic awareness
to all types of group activities that occur in the hospital and to
maintain sensitivity to the interaction between the group and
the hospital unit (Rice & Rutan, 1987). He believed that the
community in which the patient lived is a group with its own
healing powers, thus emphasizing the importance of the milieu
in the treatment of hospitalized patients. In particular, he was
aware of how the hospital itself was a large group, of which the
therapy group was a smaller part. Each part was affected by
events in or around any other part. Theories of group therapy
have evolved from these early experiments, and most hospitals
have included group therapy since that time.

The concept of the milieu as therapeutic is generally at-
tributed to the work of Maxwell Jones (1953) in England.
Milieu therapy revolves around the belief that the social envi-
ronment of the patient supports and enhances his or her re-
covery. All the relationships within the hospital unit are
considered part of the milieu: patient to patient, patient to
staff, staff to patient, and staff to staff. During the milieu ther-
apy movement, patients and staff were jointly responsible for
many decisions, such as medication changes, privileges on
the unit, activities, and so on. Any interactions involving
patients were seen as opportunities to learn about the patient’s
problems and make efforts toward change (Rice & Rutan,
1987). This concept—in one form or other—has been seen
as a central organizing tenet in most inpatient settings since
the middle of the twentieth century. It has suffered with the
sweeping changes imposed on hospitals in the past decade or

so of managed care limitations, but it remains an essential
tool in the treatment of psychiatrically hospitalized patients.

MAINSTREAM GROUP THEORIES AND
THERAPIES IN THE UNITED STATES

The field of group therapy has incorporated the historic influ-
ences into a solid clinical modality as articulated by the stel-
lar work of a number of theorists in the United States and by
their followers. Helen Durkin (1964) integrated principles of
systems theory with group dynamics into the field of group
therapy. Along with Durkin, Henrietta Glatzer (1962) became
a prime force in the application of psychodynamic principles
to group psychotherapy. She is known primarily for the con-
cept of the working alliance. “She used the concept to em-
phasize the importance of the member-to-member interaction
as a principal component of the working alliance in therapy
groups” (MacKenzie, 1992, p. 305). Saul Scheidlinger’s pro-
lific output has set the stage for a broad-based view of group
development; this view includes concepts such as the mother-
group and the regressive pull in groups that activates early
childhood patterns (1974).

PRINCIPLES OF GROUP PSYCHOTHERAPY:
BASIC THEORIES

Although group therapy was originally based on psycho-
analytic principles, now a broad range of theories informs its
practice.

Psychodynamic Theorists

Most current analytic theorists define the psychodynamic
umbrella as consisting of four major branches: classical the-
ory, object relations theory, ego psychology, and self psy-
chology. In addition, the scope of the analytic umbrella
covers interpersonal theory, humanistic-existential theories,
and feminist-analytic thought.

Classical Analytic

The classical analytic emphasis on libido and aggression finds
expression in the unconscious forces that propel the group
as a whole along its epigenetic trajectory. In this model the
group develops along the same epigenetic trajectory as the
individual—namely, oral, anal, phallic, and genital impera-
tives dictating the movement from early to mature group
stages.
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Object Relations

Object relations theory finds in groups a natural environment
for the projections of internal part-objects onto the other people
in the room (members and leader) and the gradual reintrojec-
tions of the split-off aspects of the self within the containment
of the group envelope. This term defines a sense of imperme-
able cohesion among the group members. Internalized parts-
object is a term to describe critical emotionally laden aspects of
significant people, which the child incorporates into the self.
These aspects then shape the person’s views and expectations
of important people in subsequent interpersonal contacts.

Ego Psychology

Anna Freud’s (1966) interest in ego defenses, by which an in-
dividual copes with potentially devastating anxiety, influences
a host of group interventions having to do with recovery from
physical or mental illness. Health psychology is a current
branch of what the ego psychologists were addressing.

Self Psychology

Self psychologists recognize the mirroring and empathic pos-
sibilities among committed members who can serve as self-
object functions for one another. The term selfobject implies
that other people are present only to gratify the needs of the
nascent self and not as autonomous entities. As the members
gratify this universal early need for one another, each can
stabilize a sense of greater and more flexible self-esteem.

Intersubjective Theorists and Relational Theorists

The obvious value of the group to people committed to the
concept of a cocreated reality makes the group therapy a
treatment of choice. There is no hidden place in the group
transferences either among the members or with the leader.
All are influenced and in turn influence one another in devel-
oping new sublimatory channels and emotional options. This
synergy is consistent with the principles that undergird inter-
subjective theory.

Related Analytic Theorists

Sullivanians and other interpersonalists such as Yalom and
Lieberman (1971) stress the healing that comes from the real
relationships among the members, and the feminists see in
groups the opportunity to inspect the impact of gender on en-
vironment and vice versa. Existentialists depend on the group
to explore, verify, and accept the individual’s personal myth
and intentionality in the world as they contribute to the
individual’s self-authenticity.

Gestalt Theorists

Many of the theories that developed in the 1960s and 1970s
utilized group models. The theory of Gestalt therapy is defined
by two central ideas: First, the proper focus of psychology is
the experiential present moment; second, it is only possible to
know the self in relation to other things in the interactive field.
Gestalt theory as developed by Perls, Goodman, and others
from the Cleveland Gestalt Institute brought the field theory
of Lewin and Goldstein (1947) to bear on patients’ attempts
to integrate action, affect, and cognition. While working with
an individual protagonist within the group, these thinkers
utilized the whole group as a supportive container and reactor
to the protagonist’s clinical development. In Gestalt theory,
the focus is on organizing the accumulation of past experience
into the present reality of the person. Thus, the balance
between figure and ground (or content and process) is the
direction toward health.

Transactional Analysis

Transactional analysis divides personality into three phenom-
enological components or ego states, colloquially termed
Parent, Adult, and Child. Berne (1959) developed a group
therapy approach that understands social behavior in terms of
strokes or transactions exchanged by people in maladaptive
patterns called games.

The Redecision School of Transactional Analysis focuses
on ego state patterns, which may be thought of as character
patterns, as expressed in the individual’s relationship with
others; these clinicians seek to resolve maladaptive early life
decisions through contracts for change (Kerfoot, G., &
Gladfelter, J., personal communication).

Nonanalytic Theorists

In addition to the psychodynamic theorists who have domi-
nated the field of group therapy, a host of other theoreticians
have contributed to the field of group psychotherapy. Some
of them include the cognitive-behaviorists, the Gestalt theo-
rists, transactional analysts, and the redecision therapists.

Cognitive-Behavioral Theorists

Cognitive-behaviorists see in the group model the opportu-
nity to rethink old cognitive schemas and to question some of
the prior cognitive distortions. Behavioral clinicians address
social and psychological problems within a testable concep-
tual framework; thus, the social influence that occurs in
groups has a pivotal role in altering maladaptive responses by
the use of modeling and reinforcement of new behaviors.
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Group cognitive-behavioral therapy can be discussed in
terms of skills that are taught, problems that are addressed, or
specific behavioral techniques that are used. There are sev-
eral critical skills that are taught to groups of people who may
or may not have psychiatric-psychological dysfunction or
impairment but who are suffering from the consequences of
skills deficits and may experience an increase in well-being
and gratification from the acquisition of such skills. Exam-
ples of skills that may be taught in a group therapy context
are job-seeking skills, negotiating skills, parenting skills, and
communication skills.

In behavioral group therapy, some structures exist that are
similar to those in other orientations—the size of groups,
matching with respect to the nature and severity of the prob-
lems (heterogeneous or homogeneous), age of the patients,
open-ended or time-limited, single leader or coleaders, con-
current individual treatment for group members, agreements
around confidentiality, and rules of conduct within the group
and outside the group. Because of the short-term, problem-
focused nature of behavior therapy, most groups are con-
ducted at weekly intervals for 8–12 sessions of 1–2 hours
duration. A greater number of fixed-session groups or open-
ended groups are used for patients with multiple or complex
problems requiring more time (Fay, cited in Alonso &
Swiller, 1993).

THERAPEUTIC FACTORS COMMON TO ALL
GROUP PSYCHOTHERAPY

Whatever the model, group therapy rests on the assumptions
that healing factors emerge and operate in all groups. Some
of these factors can be brought into play to allow the individ-
uals within the group to grow and develop beyond the con-
strictions in life that brought that person into treatment.
Although some group theorists rely on a cluster of factors rel-
evant to their models of the mind and of pathology, all utilize
some of the whole group of therapeutic factors identified
previously.

The analysts generally rely on the recapitulation of the
family of origin and on the way the transferences develop rel-
ative to those early family experiences. The cognitive behav-
iorists exploit the factors that most rely on examining and
clarifying schemas or thought patterns and cognitions.

GROUP GOALS

It is obvious that to some extent, the theory used points
toward the desired goals of the group, yet some goals are
universal to all group therapy. These goals include offering a

supportive community to the patient, relieving symptoms,
increasing self-esteem, and freeing the patients to move to-
ward their life goals. The particular directions that the work
will take are more specific to the theoretical base of the leader
and the treatment, as we discuss in the following sections.

The Goals of the Open-Ended Psychodynamic
Therapy Group

Character change is the main goal of the psychoanalytic
group. The standard target for psychoanalytic groups in par-
ticular (as well as for many others) is the reawakening of
early neurotic and characterological problems in the transfer-
ence that emerges in the clinical hour. The emergence of
repressed and avoided conflicts or of troubling internal part-
object personification in the therapy group is facilitated by
the multiplicity of transference targets and the powerful
impact of the aforementioned curative factors. In this model
it is assumed that people will have their problems in the con-
text of relating to the other people in the room. As the trans-
ferences from member to member, from member to leader,
and from member to the group as a whole develop, people
reexperience some of their earliest conflicts. Resistance
emerges and can be explored, thereby illuminating the under-
lying defensive structure of each individual. With increasing
safety, members regress to earlier defensive modes and arrive
at increasing insight into the underlying personality dilem-
mas. These dilemmas can then be experienced and analyzed
in the group—both by the other members and by the leader.
Initially this process can feel shaming and threatening in a
number of dimensions. However, with each event all the
members become more deeply aware of their own projec-
tions and displacements, and they can gradually reown those
split-off parts of the self; when this happens, the splits, which
had depleted the ego, are healed, and psychic energy is made
available for the conscious goals of the ego. Transference dis-
tortions give way to clearer relatedness with others in the
here and now. The individual is now available for true inti-
macy with a separate but related other.

Members in this kind of group are selected from along the
whole spectrum of ego development. The main criterion is
that individuals are able and willing to make a commitment
to pursue in-depth exploration of their internal lives.

Some of the earlier literature on group treatment ex-
pressed doubts about the appropriateness of this uncovering
kind of group for the sicker patients. Currently the tide has
shifted; researchers (Kibel, 1991) argue that group therapy is
the treatment of choice for the pre-Oedipal patient with early
impairment that interferes with a mature and goal-directed
life. These patients have been referred to as pre-Oedipal or
characterologically impaired in either primary or secondary
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process organization (Axis I and Axis II). In fact, it seems
that the distributed transferences in the group mitigate an
overly threatening regression for such patients (Alonso &
Rutan, 1983). Character difficulties are tenacious for all
human beings—from the healthiest neurotic to the most re-
gressed patient. For all people, character problems are

• Outside the patient’s awareness.

• Syntonic—that is, perceived as who I am when brought
into awareness.

• Resistant to change even when the patient wants to make
such a change.

• Repeated compulsively until worked through—that is,
they are robbed of some of their power with each experi-
ence of successful change to better alternatives.

• Difficult to change without strong motivation to overcome
psychological inertia.

The tide of group belongingness provides the necessary
motivation.

The Goals of Cognitive-Behavioral Groups

The importance of practicing techniques and skills within the
group cannot be overestimated. The group becomes a labora-
tory for trying out new behaviors in a supportive context. Re-
inforcement is provided by other members of the group to
encourage practicing per se and also to support successive
approximations to the desired level of proficiency. Finally,
maladaptive schemas are adjusted so that a patient’s thinking
is more closely related to the reality principle. Thus, feelings
about the self and others become less troublesome.

SUPPORT GROUPS OF VARIOUS KINDS

Symptom-Specific Groups

Since 1905 when Dr. Pratt offered his classes for patients
with tuberculosis at the Massachusetts General Hospital,
people have come together to commiserate with one another
around the common symptom or set of symptoms, to share
information, and to learn how to deal with that symptom’s
impact on their lives. Groups have been organized around
medical illnesses such as cancer and diabetes; around psy-
chological problems such as eating disorders, phobias, or be-
reavement; and around psychosocial sequelae of trauma such
as war or natural disasters.

The goal of such groups is to provide support and infor-
mation embedded in a socially accepting environment with
people who are in a position to really understand what the

others are going through. The leader of such a group needs to
be familiar with the symptoms, sophisticated in the treatment
of these symptoms as well as the whole patient, and compe-
tent at providing and sustaining adjunctive care as needed.
The treatment may emerge from cognitive-behavioral princi-
ples, psychodynamic principles, or psychoeducational ones.
Frequently these groups tend to be time limited, and mem-
bers often join at the same time and terminate together. 

The emergent self-help movement has generated groups
that differ from the previously mentioned ones in a number of
ways. Self-help groups are egalitarian and leaderless, focused
on the principles of universality and unconditional positive
regard, and open-ended and variable in their membership.
Their goal is not necessarily to promote interaction among
members; indeed, most discourage the kind of interpersonal
discourse that is commonly found in the group therapies de-
scribed previously. The common enemy is the disease, and
the common bond joins the members in a resistance to suc-
cumbing to the ravages of that disease.

Self-Help Groups

Alongside group therapy offered by the professional commu-
nity, a large array of self-help groups have emerged and flour-
ished. The first of these was Alcoholics Anonymous, which
became a model for many other problem-specific support
groups led by their own members. These groups have be-
come a major source of recovery and cure, and they illustrate
the value of community and group cohesion for managing a
range of human distresses. In particular, they focus on com-
pulsive problems, such as substance addictions of all sorts,
self-mutilation, and gambling.

All of the modalities listed previously have in common
certain curative factors. Table 14.1 is a partial listing of the
range of therapeutic factors in group therapy.

THE DEVELOPMENTAL MAP OF A
THERAPY GROUP

Since Bion’s (1959) original work on group development, it
has been customary to look at all therapy groups along a de-
velopmental trajectory. Although it is obvious that develop-
mental theorists will emphasize a group development model
consistent with their own branch of dynamic theory, there is
nonetheless some agreement among all group therapists that
any consistent group usually undergoes some initial stages
of group formation and cohesion; it then moves to some
level of differentiation among its members and then finally
achieves a stage of integration of new learning and new
maturity.
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TECHNIQUES FOR CONDUCTING OPEN-ENDED
PSYCHODYNAMIC GROUP THERAPY

This section focuses on open-ended psychoanalytic group
psychotherapy as a basic model for treating patients with de-
velopmental conflicts and deficits. The first considerations
for conducting a psychoanalytic group include

• Developing a contract that gives meaning and structure to
the work in the group.

• Building the alliance both before and in the group. After
the individual’s personal dynamics are deemed as appropri-
ate to group treatment, then the leader will want to explain
the rationale by discussing the factors described previously,
to help forge an alliance with the patient around the useful-
ness of such a focus, and to follow up with a careful descrip-
tion of how the group works, a preview of what the patient
can expect to see unfold in the first meeting and in subse-
quent meetings, and a full discussion of the group agree-
ments to which all the members of that group are agreed.

• Interviewing the patient to screen for the appropriateness
of group treatment. The ideal composition of a psychoan-
alytic group is one in which the members share a fairly ho-
mogeneous level of ego development and are variable in
character style and personality. This mix allows for a ca-
pacity of empathy among the members and at the same
time avoids too common a set of defensive operations.

• Preparing the patient for working in the group. The value
of preparing a patient for what to expect in a therapy group
cannot be overemphasized. It is difficult to overcome the
natural resistance to speaking with strangers about one’s
intimate life. Problems of early shame and exposure ac-
count for many early group dropouts and in either case are
not conducive to trust building among the members. A
frank discussion of the common fears, a clear description
of how the group works, and some statement of the
leader’s role mitigates this resistance. It is also useful to
explore the patient’s wishes and fantasies about the group
and to help detoxify the early intrusions of other members
on the new members’ privacy and equanimity.

The Work of the Analytic Group

Sources of Conscious and Unconscious Data

The primary data in analytic treatment are basically what the
patient says, what he or she does, and how he or she charac-
teristically is. It is from these immediate behavioral data that
we as therapists derive explanatory notions of unconscious
material and defensive operations. Clearly, the more we have

TABLE 14.1 Therapeutic Factors in Group Psychotherapy

Factor Definition 

Acceptance The feeling of being accepted by other members of the
group; differences of opinion are tolerated, and there is
an absence of censure.

Altruism The act of one member’s being of help to another;
putting another person’s need before one’s own and
learning that there is value in giving to others, and
Freud believed it was a major factor in establishing
group cohesion and community feeling.

Catharsis The expression of ideas, thoughts, and suppressed
material; it  is accompanied by an emotional response
that produces a state of relief in the patient.

Cohesion The sense that the group is working together toward a
common  goal, also referred to as a sense of we-ness;
it is believed to be the most important factor related to
positive therapeutic effects.

Contagion The process in which the expression of emotion by one
member stimulates the awareness of a similar emotion
in another member.

Family of origin The group re-creates the family of origin for some
members who can work through original conflicts
psychologically through group interaction (e.g., sibling
rivalry, anger toward parents).

Insight Conscious awareness and understanding of one’s own
psychodynamics and symptoms of maladaptive
behavior. Most therapists distinguish two types:
(a) intellectual insight, or knowledge and awareness
without any changes in maladaptive behavior;
(b) emotional insight, or awareness and
understanding leading to positive changes in
personality and behavior.

Inspiration The process of imparting a sense of optimism to group
members; the ability to recognize that one has the
capacity to overcome problems; it is also known as
instillation of hope.

Interaction The free and open exchange of ideas and feelings
among group members; effective interaction is
emotionally charged.

Interpretation The process during which the group leader formulates
the meaning or significance of a patient’s resistance,
defenses, and symbols; the result is that the patient
develops a cognitive framework within which to
understand his or her behavior.

Learning Patients acquire knowledge about new areas, such as
social skills and sexual behavior; they receive advice,
obtain guidance, attempt to influence, and are influ-
enced by other group members.

Reality testing Ability of the person to evaluate objectively the world
outside the self; includes the capacity to perceive
oneself and other group members accurately. See also
consensual validation.

Self-disclosure The expression of suppressed feelings, ideas, or events
to other group members; the sharing of personal secrets
that ameliorate a sense of sin or guilt.

Universalization The awareness of the patient that he or she is not
alone in having problems, that others share similar
complaints or difficulties in learning, and that the
patient is not unique.
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of such data, the better. The more we can see of our patient in
action, the more the patient and we can understand about the
patient and alter what is potentially alterable.

The group does allow for the direct observation of the pa-
tient’s actual functioning, dysfunctioning, or both. The group
allows for the patient’s own reporting of internal and external
experience and for his or her perceptions of and responses to
the therapist. It also provides more people to whom he or she
can respond and more people to react to those responses.
The data are active, not passive. The arena for transference
is extended from its traditional vertical axis to a horizontal
one involving many different objects and—on occasion—
transference is extended to the group as a whole.

Furthermore, because the stimulus conditions are not gener-
ally subject to the patient’s control, his or her responses are
likewise less controlled. Although we may not get as pure a
picture of the transference, we do get a much more complete
picture of the patient’s character strength and pathology in
action. Not only the therapist but also other patients and the
patient him- or herself have the opportunity to observe these
spontaneous, unedited responses and enduring behavior pat-
terns reactive to both constant and occasional stimuli. This far
more complex portrait of the patient with all his or her
strengths and weaknesses—this kaleidoscopic view of the per-
son—is a direct function of a multimodal treatment situation.

Group process is the closest analogue in the group setting
to the free association process in the dyadic setting, and it
is to facilitate this process that the leader is dedicated
throughout group treatment. The unfolding of the group
process resembles that of free association, but it exceeds in-
trapsychic boundaries and moves to both a horizontal plane
(between members) and a vertical plane (member or mem-
bers to therapist). It involves the whole array of transference
and resistance, ego function and dysfunction, and symp-
toms and character defenses. The working assumption in this
model of group therapy is that if the group process operates
at full tilt (i.e., if the resistances—group or individual in
origin—are consistently and successfully addressed) the
many mutative forces of the group will also operate at maxi-
mum capacity to the benefit of each individual member. In
this sense the group process is both a product of and an agent
of the analytic process as it is carried out in the group. Thus,
the group process has a curative force of its own while serv-
ing as a condition for individual growth (Kauff, cited in
Alonso, 1993).

Common Phenomena in Psychodynamic Group Therapy

Analytic groups rely on unconscious defenses to emerge in
the interactions among the members. Groups have been

described as a hall of mirrors, with each member seeing a dis-
owned aspect of the self in the other faces in the mirror. Put
another way, the members contain the projections of one an-
other, and at times, they become the unconscious participants
in each others’ projective identifications, in which one person
accepts the disowned parts of another in return for similar ac-
commodations. It may well be that the exposure to and reso-
lution of multiple oscillating projective identifications is the
primary avenue for the healing and for allowing the patient to
reintegrate the split-off pieces of the self and restore a previ-
ously compromised ego.

ORGANIZING AND CONDUCTING AN
OPEN-ENDED PSYCHODYNAMIC GROUP

The clinician needs to attend to a variety of factors in plan-
ning such a group. These factors include defining the mean-
ing and goals of the work and describing them to potential
group members. The composition in such a group ideally
consists of people with fairly homogeneous levels of ego
development, which maximizes the capacity of members to
empathize with one another. The group members might be
heterogeneous in most other respects. The leader should try
to develop a clear set of shared group agreements relative to
time, attendance, fees, and other external considerations,
such as third-party payer intrusions into the work. As each
individual is interviewed for the group, these goals and
agreements should be fully discussed, including some aware-
ness of how the group and the leader will in fact relate to one
another in the room. Careful pregroup discussions can go a
long way toward reducing early dropouts and the subsequent
painful disorganization that can follow such disruptions.

After the group begins, the leader is in a position to ob-
serve member strengths and resistances, paving the way for
healthy relatedness and analysis of neurotic patterns.

Activity, Inactivity, and Neutrality

It is important to distinguish among inactivity, neutrality, and
passivity. There is no room in any legitimate therapy for the
clinician to remain intellectually and emotionally passive; he
or she owes the patient full attention and deliberate concen-
tration on all aspects of the treatment, in or outside the ther-
apy hour—in this case, the group meeting. While remaining
vitally ego-active, the psychodynamic clinician should avoid
action that interferes with the flow of the patients’ associa-
tions or that otherwise dictates the direction of the meeting.
Similarly, the clinician in this model should strive to maintain
a neutral stance toward the material, being careful to analyze
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and investigate all aspects of an event or a set of feelings; this
does not mean that the clinician is neutral toward the patients
in the sense of not caring about their well-being—or for that
matter, avoiding feelings of concern, affection, irritation, or
dismay about the patients in the course of a long-standing and
emotionally involving treatment. Thus, what we are referring
to in this paper is therapist inactivity and neutrality, which are
expressed in a parsimony of words or action or direction on
the part of the analytic clinician. We are therefore defining
neutrality according to the terms of Anna Freud (1966)—that
is, as a stance equidistant from id, ego, and superego posi-
tions, maintaining vigorous interest in all three. The involve-
ment and participation of the members of a psychotherapy
group facilitates the group leader’s ability to maintain healthy
neutrality and to contain the impulses to avoid neutrality in
favor of judgment therapy, which may perhaps be open to
him. The bulk of the literature on neutrality is confusing and
contradictory. Neutrality tends to be defined by what it is not.
Therapists are told that it is not indifference, coldness, re-
moteness, or blandness; it is not an armed truce or a lack of
concern and devotion to the patient. It is further described as
not taking action when abstaining is better; it is not making
judgments or at least not imposing them on the patient. It is
not giving advice.

Finally, the patient’s problems emerge and are available
for analysis in the interpersonal world of the group. When
they do, the patient can make use of the interpersonal re-
sponses, which are not apt to be neutral at all; taken together,
however, all the group’s responses allow for a neutral inter-
pretation on the part of the therapist.

Adopting this position informs the work of group clini-
cians and the control they exert on the treatment by virtue of
how active or passive, how verbal or reticent, how interactive
or reflective, how directive or nondirective to be—in the
group or with any given patient.

In the early phase of the pregroup negotiation for treatment,
the therapist must do quite a lot—actively and directly—in
order to establish the contract, or the frame of the therapy. The
clinician’s tasks and responsibilities are numerous at this stage
and form the indispensable basis for rapport and negotiation
with the patient. These tasks range from the mundane—such
as greeting the patient with respect—to setting the time and fee
structure and arranging the details about third-party payment;
they also include the task of providing more sophisticated
explanations of the way this kind of treatment works, such as
explaining the fundamental rule of free association and the im-
portance of dreams.

Obviously, the role of the clinician here is more active and
verbal. Lack of clarity or explicitness on the part of the clini-
cian will interfere with the analytic work and confuse the

impact of the clinician’s more neutral stance later. After the
contractual parameters are well established, a phenomenon
sometimes to referred to as the therapeutic envelope enfolds
the members of the group in a sense of cohesion. Then the
clinician’s work is to stay out of the way, to sit still, and to
allow the patient and the group to lead the way.

After the therapeutic envelope, or early cohesive stability,
is intact, then the work of unfolding can begin. At this point,
the patient and the group together are the composers of the
aria, and the conductors of the orchestra. The clinician is
more appropriately like the critic of the orchestra—listening
with a hovering attention to the overall themes and caring
less about the notes than about the music. As is the case with
any critic, the analyst is quiet, but hardly passive. He or she is
listening very intensely and is actively making links and as-
sociations that are personal and stimulated by the productions
of the patient. Furthermore, the clinician is carefully moni-
toring the self, avoiding any acting out on his or her part that
may compromise the best interest of the therapy group and
any given patient.

Contraindications for the Analytic Stance

Of course there are situations in which the inactive stance must
be abandoned—for the safety of the patient or of others in-
volved with the patient’s life; when this occurs, psycho-
dynamic treatment is in effect temporarily suspended, and
safety considerations must take precedence. When the patient’s
ego is restored to a measure of intactness to tolerate the anxiety
of an uncovering therapy, the analytic work can then resume.

Working With Shame in Groups

Clinicians frequently worry about the shaming aspects of the
disclosure that are part and parcel of the work in the group. It
is true that going public with one’s problems can be a daunt-
ing goal; after it has been done, however, shame is reduced,
the patient begins to understand that he or she is part of the
human condition and not subhuman or suprahuman, and de-
velopment can resume. The group therapist sets the stage for
the work of the group by developing a climate that is respect-
ful, that avoids undue shaming of any one member by under-
scoring the universal quality of all human pain, and by
encouraging frankness and empathic confrontation of the
members by one another.

Because earliest shame is experienced in autistic
isolation, the communication of it in an emotional field with
another person occurs rarely and sometimes only serendipi-
tously. Thus, the shame continues to flourish in an encapsu-
lated, protected bubble. The bearer can neither expose it
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for fear of generating greater shame, nor can he or she work
it through alone. As with other painful experiences, that
which remains unspoken can more easily be repressed—or
at least suppressed. Furthermore, should the individual have
been exposed too early and too severely to repeated mortifi-
cations, then these experiences become a reservoir for hu-
miliation. Because shame is related to the real or imagined
loss of the object, the externally enforced constancy of the
membership lends courage and the possibility of reestablish-
ing empathic contact if that has been perceived as broken or
withdrawn. This constancy provides the opportunity for a
corrective emotional experience at its finest—not contrived,
but negotiated and maintained by the goodwill of the group
and the group ego as evidenced in the group contract. Thus,
when empathic contact is broken—as it is repeatedly in a
hard working group—there is an external, face-saving rea-
son to come back and try again and again. The repetition
compulsion is converted into working through with the
continual analysis of the characterological dilemmas of each
patient.

COUNTERTRANSFERENCE PRESSURES
IN THE ANALYTIC GROUP

Perhaps the more challenging tasks for the analytic group
therapist have to do with maintaining a clinical equilibrium in
the face of his or her own exposure to the contagious forces
of the group. It is more difficult to hold to a quiet, nonactive
therapeutic stance in a group, even for the analyst who is
quite able to do so in dyadic treatment. The nongratifying, in-
active clinician is subject to a variety of pressures that
threaten to compromise even the most committed devotee to
the theory of this technique. The pressures come from inter-
nal anxiety in the clinician, interpersonal pressure from col-
leagues, administrative pressures, and fashion.

If one avoids action and listens carefully to the pain of the
patient in therapy, there will inevitably arise more areas of
identification with the patient than the therapist might be com-
fortable to acknowledge and to bear. The wish then arises to
heal the patient quickly and also to heal the self vicariously—
a natural and healthy instinct in itself. However, if the com-
bined pain is too great, the therapist will be tempted to take
action to palliate the symptoms, if only to avoid even greater
levels of regression and exposure to deeper levels of conflict
for the whole group.

Even if a clinician is well established and working in a
thriving private practice, the inevitable periodic discourage-
ment that is part and parcel of the therapist’s work can lead to
a wish and a temptation to speed up the process, make the

practice of psychotherapy more exciting, and generate more
action in the hours. If, in addition, one is employed in a clinic
or in a general hospital with colleagues from related fields
who would like to see fast results, the difficulties with the less
active stance multiply.

Furthermore, the fear of malpractice suits has added anxi-
ety to already overburdened practitioners and has forced
them to think more pragmatically. This situation makes it
harder to have the courage for open-ended exploration, which
is always accompanied by inevitable regressions.

INPATIENT GROUP THERAPY

In many regards, groups in an inpatient hospital setting are
like those outside the hospital. There are, however, important
differences: Patients in the hospital are by definition dis-
turbed enough to require confinement away from their homes
and communities. With the increasing limitations of insur-
ance coverage, patients may be in the hospital for only a few
days and may not be there voluntarily. Group membership is
likely to be much less controlled than it is in an outpatient
setting because patients from different races, classes, cul-
tures, ages, and diagnostic categories are apt to be on a unit at
any given time.

In any given hospital, the groups are serving a patient
population that includes chronic as well as acutely psychotic
patients; decompensated, personality disordered patients;
substance-abusing and dual-diagnosis patients; acutely de-
pressed and suicidal patients; and patients from a forensic pop-
ulation. Lengths of stay are generally brief but may range
anywhere from 24 hours to several months on the same hospi-
tal unit. Private and general hospitals with psychiatric units are
usually quite short-term, and state psychiatric hospitals no
longer routinely keep patients for lengthy periods of time;
many stays are significantly less than a year. In general, most
inpatient units are locked; very few maintain an open-door
policy. Many of the patients in a typical hospital have been
involuntarily hospitalized, a process that varies from state to
state but in all cases allows hospitals to keep a patient against
his or her will for a period of a few days, with the option for the
hospital to apply to the local courts to legally commit the pa-
tient to the hospital for care. Other patients are receiving treat-
ment voluntarily, and some may be in the hospital as an
alternative to some other type of legal confinement—as in the
case of some substance abusers. On some hospital units, pa-
tients are separated according to one criterion or other: diag-
nosis, severity of illness, and presence or absence of addiction,
age, or gender. In other settings, patients from many or all of
these categories coexist on the floor.
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A psychiatric hospital unit is a great leveler of people. Pa-
tients come from all walks of life, have any sharp or poten-
tially dangerous belongings removed from them, are
checked every 15 min, may or may not be permitted to leave
the unit, and in any event must ask permission to do so from
someone with a key. Added to this humiliation is the stress
of whatever life problems brought them to require such con-
finement in the first place. Whatever the modality or theory
behind it, then, the goal of the hospitalization is to return
people to whatever minimum level of functioning will per-
mit them to live outside the locked doors. In some ways,
this goal represents a change in thinking about the purpose
of hospitalization that has occurred over the past couple of
decades. It places more emphasis on outpatient treatments to
provide for and accomplish significant, lasting change in a
person’s illness and life circumstances—a task that many
hospitals sought to accomplish in years past. The question of
whether this change is for better or for worse has been the
source of much controversy, and in many hospitals the goals
of the groups and other treatments provided are less than
crystal clear. Differing opinions on this issue between and
within members of various disciplines can make for a richly
diverse or a fractious environment in which to help patients
recover.

Partial hospitals are a natural outgrowth of inpatient hos-
pitals—particularly in this age of decreasing lengths of inpa-
tient stays. A partial hospital—like its sibling, the day
treatment facility—is an intensive outpatient program that
functions in a way similar to that of the daytime schedule of
the inpatient unit (the term day treatment has come to imply
a longer-term, more chronic program than does the partial
hospital, which is generally 2–6 weeks in length). Typically,
the patients in the partial hospital today were on the inpatient
unit yesterday or are not quite acute enough for a locked set-
ting, despite being in crisis. A patient in partial hospital at-
tends community meetings and groups and then returns home
in the evening and on weekends. There is limited medical and
nursing attention, and the primary focus of the stay is that
of ameliorating the patient’s psychological distress. This
arrangement differs from the hospital stay, which has as its
focus (on an acute unit) the return of the patient to medical
safety and stability; by and large, this translates to the resolu-
tion of acute psychoses and suicidal crises.

TYPES OF INPATIENT GROUPS

Inpatient settings typically employ a variety of groups: edu-
cational, activity, behavioral, psychotherapy, and others, such
as the community meeting. Each type of group serves both a

specific and a more general purpose in the treatment of hos-
pitalized patients.

Educational Groups

These groups typically include information on medications,
diagnoses, and conditions encountered by patients. They are
generally led in a didactic fashion, sometimes with room
left for members to ask questions or share some of their own
experience. These groups are based on the premise that in-
creasing the information available to a patient about an anxiety-
laden topic helps to alleviate the anxiety he or she feels. Many
hospitals use educational groups to help introduce patients to
discussions of traumatic experiences in a structured manner.
Because talking about traumas can be affectively flooding
and retraumatizing to patients, educational groups are fre-
quently used to help very disturbed patients safely begin work
in these areas.

Activity Groups

Activity groups usually involve some kind of physical action,
such as craft projects, music, cooking, or calisthenics. They
may also be organized around daily activities that are often
abandoned in the hospital—for example, a beauty group in
which patients are helped to attend to specifics of grooming,
such as manicures, makeup, or hairstyling. For many hospi-
talized patients, daily activities have been anything but nor-
mal for some time, and many may have been unable to
accomplish even simple tasks because of the interference of
psychiatric symptoms (positive or negative). For the most re-
gressed inpatients, an hour of having their hair brushed,
putting on nail polish, drawing a picture in the company of
others, or encountering and interacting with an animal (in the
case of pet therapy) may be a highly significant event. In ad-
dition, activity groups allow the healthier patients to help the
sicker ones, and they allow all the patients to access compe-
tencies that can otherwise be left behind the locked doors of
the hospital.

Behavioral Groups

Behavioral groups and cognitive-behavioral groups include
skills training in areas such as communication, stress man-
agement, addictions, and management of self-injurious be-
haviors. These groups tend to be quite focused and may
employ verbal or written exercises and homework outside the
sessions. Such groups can be very helpful in allowing pa-
tients to gain greater control over their actions in an immedi-
ate way and can offer a language and framework in which to
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conceptualize the problems that may have led them to need
hospitalization and therapy. Such groups are frequently used
to introduce or reinforce cognitive-behavioral techniques for
the management of anxiety and other overwhelming affective
symptoms.

Psychodrama

Psychodrama is another type of group used in inpatient set-
tings. Introduced by Moreno in the 1920s, psychodrama in-
volves the enactment of a patient’s conflicted relationships on
a stage, using other patients and staff to play the parts of the
various members of that patient’s social world. Patients are
thus able to see their conflicts played out in front of them,
given opportunities to rework and modify their interactions,
and experience some of the emotions involved in a struc-
tured, contained setting.

Psychotherapy Groups

Psychotherapy groups are most analogous to psychody-
namic outpatient groups and may occur several times weekly.
Opinions vary as to the appropriate goals and nature of such
groups in this setting: Some theorists propose that it is the
group itself that offers healing, and for others it is the indi-
vidual interactions within the group. Kibel (1993) describes
the overarching goal for an inpatient group as that of increas-
ing the treatment alliance between staff and patients. He ad-
vocates for inclusive group membership (excepting only the
most disruptive or cognitively impaired patients) and a focus
on helping patients improve relatedness, reality testing, and
management of affects by helping them understand their ex-
perience in the milieu. Yalom’s (1983) nondynamic model is
one of here-and-now, interpersonal learning that aims to help
patients identify problem behavior and learn to manage it
with their anxiety. Rice and Rutan (1987) defined a psycho-
dynamic model predicated on the idea that even the most psy-
chotic communications and behaviors have meaning in their
context and that the task of the group is to help patients un-
derstand their fears and conflicts sufficiently to enable them
to use defenses that are healthier than the ones that have cur-
rently broken down. They advocate dividing the population
into higher- and lower-functioning groups in order to best ad-
dress the needs of the members.

Brabender and Fallon (1993) describe several models of
inpatient group psychotherapy and advocate for careful
matching of the inpatient system to the group model chosen by
the therapist. They include such factors as the clinical mission
of the hospital setting, the theoretical orientation of the unit
and its leaders, and the pace of turnover of patients and staff in

making their determinations as to choice of group model.
Along with these factors, considering the patient population
served and the value placed on groups by the institution
helps group therapists to run successful groups on inpatient
units. Each of the seven group models they describe (educa-
tive, interpersonal, object relations–systems, developmental,
cognitive-behavioral, problem solving, and behavioral–social
skills training) has its own theoretical underpinnings and
technical aspects. Additionally, although each model can be
placed within a framework of psychodynamic or psychoana-
lytic understanding, training in psychodynamics is not neces-
sary to successfully lead groups in all of the models; this is
especially helpful in institutions in which most group leaders
are trainees who may have had little or no such theoretical
instruction before coming to the hospital.

The Change in the Model

The literature on inpatient group psychotherapy can be con-
fusing to those entering the field in the new millennium. The
vast majority of it was written more than a decade ago, and
many readers conducting inpatient groups in today’s hospitals
express frustration at the difference between the hospital units
described in the literature and their own. Most notably, the as-
cendance of the insurance review to a primary place in the
treatment planning for hospitalized patients has resulted in a
significant shift in clinical thinking. One of the most common
questions asked in daily rounds is often What will one more
day benefit this patient that he could not get elsewhere?

Such an approach can easily be seen as lending support,
however irrationally, to the idea that medications are the
only real benefit being offered a person who is hospitalized;
yet as Kay Redfield Jamison, a psychologist with bipolar dis-
order, put it, “what good are medications when 40–50% of
bipolar patients won’t take them?” (personal communication,
September 28, 2000). The change in insurance management
has meant that often, doctors spend much of their time justi-
fying treatments to reviewers in the form of lengthy paper-
work and telephone calls. Group therapy in hospitals is more
essential than ever if patients are to feel a sense of purpose in
regaining control in their lives and to rise above the sea of
hopelessness that threatens inpatient treaters and their pa-
tients alike. Stanton and Schwartz (1954) explained half a
century ago that on an inpatient ward, confusion at the top of
the administrative ranks is felt by everyone, including the
most deluded and psychotic patient. The interpersonal, ed-
ucative, and compassionate factors in group psychotherapy
remain essential tools to help patients make use of the other
treatments, including medications, that may help them live
happier, less hospitalized lives.
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The Goal of Inpatient Psychiatric Groups

If the goal of a hospitalization is to achieve safety from harm,
then the goal of the treatments within the hospital is to ame-
liorate unbearable pain. Medications provide some relief
from the most acute symptoms, and their purpose is easy to
understand. Individual meetings with a doctor help clarify the
direction and nature of the hospital stay and offer some of
the benefits of a short-term, individual therapy. The therapeu-
tic action of inpatient groups occurs at many levels. Like
other types of groups, they provide an enclosed arena for the
reworking of recent and long-standing difficulties, and they
offer an opportunity to help others on their journeys as well.
Unlike many other treatments available in the hospital, the
purpose of group therapy is sometimes harder to explain to
acutely ill patients; this is especially true when people have
been less exposed to psychological customs because of cul-
tural, educational, or socioeconomic factors.

Patients in the hospital are often unable to articulate the
nature of their difficulties and in many cases identify primar-
ily external factors that cause them grief. More often than
not, these groups are comprised of people with brittle, failing
defenses—in an acute crisis. Inevitably, members are faced
with a profound injury, humiliation, or loss that accompanied
them to the hospital. It is unlikely that a psychotic patient
who is experiencing command hallucinations and who
believes he is being poisoned by the Nixon administration
will enter a group for the stated purpose of reworking old
psychic conflicts. Such a patient is far more likely to arrive in
the group and explain to you his beliefs (or his confusion)
about why he is here and what is wrong with the world out-
side. Attempts to direct him otherwise may be highly upset-
ting to him. Additionally, his neighbor in the group probably
has her own ideas about what is dangerous in the world and
about what is and is not true.

Accordingly, there are both explicit and implicit thera-
peutic agents in an inpatient group. After patients are safe
and contained within the larger group setting of the hospital
unit, the first task of the group is to allow members to toler-
ate being in the group. By and large, patients are in the hos-
pital because they cannot tolerate being around others or
because others cannot tolerate being around them. In the
microcosm of the hospital ward, patients are continually
attempting the impossible or the unlikely—coexisting rela-
tively peacefully, with no one destroyed as a result. The
manifest content of these groups is quite different from that
of a high-functioning, outpatient group: Many members do
not speak at all, some speak incomprehensibly, and others
carry on seemingly intact conversations in their midst. There
is often a focal subject to the group, such as a physical task

or a conversational topic. The stated goal may be psycho-
educational or perhaps behavioral, but the implicit goal is to
help patients tolerate their own and others’ presence in the
group. This goal is accomplished through shared learning of
the rules of the unit, comparison of medications and symp-
toms, complaints about various hospital limitations, and so
on. Through these learning experiences, patients begin to
form a sense of themselves as a group with similar needs
to be cared for.

In terms of group development, inpatient groups are gen-
erally preoccupied with the very earliest tasks because mem-
bers are acutely ill and only stay a short time on the unit.
These tasks are centered on dependency needs and conflicts
as members come to terms with their presence in the hospital
and grapple with whether the staff can save them. The devel-
opment of these groups occasionally extends to include a re-
active phase (Jones, 1953), in which members begin to
emphasize their differences and dissatisfaction with the
group leadership. Group action at this stage indicates the es-
tablishment of clearer boundaries between self and other, and
it may be seen in partial or longer-term hospital groups more
often than it is on the short-term inpatient ward.

Partial and longer-term hospital groups function in a way
very similar to that of short-term inpatient groups, with some
important exceptions. Depending on the length of stay and
the severity of the population’s pathology, partial hospital
groups can expect to achieve greater cohesion and develop-
mental progress than can groups in a very short-term hospi-
tal. Similarly, longer-term hospital settings such as state
institutions, where patients may stay 3–6 months or more,
offer opportunities for considerable stability in groups and
the potential for long periods of productive group work.

WHO LEADS INPATIENT GROUPS?

Anyone who works on the inpatient unit in a clinical capacity
may run a group, and hospitals vary as to the structure and or-
ganization of these roles. Psychiatrists and psychologists, so-
cial workers, occupational therapists, nurses, counselors, and
trainees all may lead groups, which provides an opportunity
for members of the different disciplines to work together
to help their patients. In many hospitals, groups are led by
teams of one senior and one junior clinician, often a trainee.
Coleadership offers therapists the support and camaraderie of
another person in the trenches of the work, which can be dif-
ficult and stressful. It also adds complicating factors of its
own: For instance, is one leader more in charge than the
other? How will the roles be divided? What will patients be
told about the coleadership arrangement?



360 Group Psychotherapy

Whatever the specifics of the coleadership arrangement, it
is essential that the boundaries be explicit and that the leaders
be prepared to discuss the process of their coleadership as an
element of the group dynamic. Possible formats for group
coleadership include having one leader’s function as that of
silent observer, one person as the leader and the other as the
assistant, equal leadership, or alternating roles for leaders in
the group. Coleadership introduces to the group elements of
competition, dominance and submission, and negotiation
(among others) that individual group leadership does not.

Whatever the theoretical model, group functioning de-
pends on some sort of contract between patient, group leader,
and hospital unit. Often, this contract is presented in the form
of a brief, introductory statement at the beginning of each
group session. Elements of the contract for an inpatient group
by necessity differ some from those for an outpatient group;
however, essential to any group is a contract that covers the
boundaries of time, place, expectations of privacy, and atten-
dance and participation. Whatever the theoretical model for
inpatient group psychotherapy, attendance to the boundaries
of the group is essential. Nevertheless, many inpatient group
leaders find a lack of regard for these boundaries from busy
medical and nursing staff, who may interrupt groups to
handle other matters with patients during the group time.
When there is limited institutional support for groups on a
unit, group leaders find themselves called upon to provide the
maximum possible degree of stability and safety within
whatever frame actually exists in the setting. Although atten-
dance at groups may be a requirement for privileges on some
units, participation in psychotherapy groups should be fully
voluntary, and in some cases, it may best be considered a
privilege in itself. Unlike other groups, a psychotherapy
group places demands on patients to speak in a relatively un-
structured setting. 

Technical Considerations

Exactly how one leads groups on an inpatient unit depends on a
number of factors. Length of stay, type of population, unit phi-
losophy, and unit structure all contribute to the overall
atmosphere of the hospital ward. Choosing the best group ther-
apy model for a particular hospital unit depends on these ele-
ments as well as on the degree of progroup culture that exists in
the ward at large (Brabender & Fallon, 1993). Some of the
models Brabender and Fallon describe are best in a longer-term
setting, in which groups can become more cohesive, whereas
others can be used even in settings in which patients turn over
very rapidly. The educative model, which has as its goal help-
ing patients comprehend their problematic styles of coping so
that they can modify them, is one model that is adaptable to the

very short-term unit, as is the object relations–systems theory
model. The techniques used in each model are different and
based on varying theoretical underpinnings.

In the educative model, maladaptive behaviors are the tar-
get of the intervention; this is not a didactic model, but rather
one in which the here-and-now behaviors of the group mem-
bers are used as illustrations of members’ interpersonal, be-
havioral style. In the educative group, members “learn to
think clinically so that they can more effectively manage the
sequelae of their mental illnesses” (Brabender & Fallon,
1993). Patients are directed to focus on those issues that
brought them into the hospital and are encouraged to help
each other understand where their coping skills and defenses
break down. This is accomplished through a largely exclu-
sive focus on events occurring within the group session. The
group therapist has three tasks in this group: maintaining
the boundaries of time, place, and so on; teaching patients to
help one another identify and correct counterproductive be-
haviors; and facilitating the development of group norms
such as the focus on the here and now, ensuring that group
time is shared by members, and organizing discussions to be
relevant to target behaviors.

In contrast, the object relations–systems group approach
views the therapy group as a subset of the larger ward group
(which is, in turn, a subset of the hospital as a whole). Group
interventions are targeted at members’ reactions to events on
the unit or hospital overall. The theoretical assumption is a
psychodynamic view: Inpatients, who are mostly psychotic
or borderline patients, have regressed to the point at which
they are no longer able to use splitting as an effective defense
to keep good and bad representations separate. The defenses
used by regressed patients are mostly projection and projec-
tive identification, and they have lost the ability to maintain
separateness between good and bad, self and other. This
problem is manifested as fears about aggression and negative
affects, and patients tend to fear retaliation if they speak
about their anger and frustration. This group model is predi-
cated on the belief that helping patients articulate negative af-
fect in a manageable way and demonstrating the absence of
retaliation from such appropriate expression allows patients
to regain the capacity for healthy splitting and thus to be
more psychically intact.

The group leader in this model has the task of helping pa-
tients link their experiences to events that may have affected
them on the unit. Here, it is essential that the leader be aware of
what has been happening on the ward so that he or she can as-
sist patients in seeing the ways in which their reactions—in
context—are amplifications of ordinary responses to stressors
that have a reasonable basis in normalcy. This group model al-
lows even the most bizarre communications from patients to
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be used as valid information about tensions, frustrations, and
fears of retaliation from authority within the system or its sub-
set. The role of the group leader is to help patients speak what
they fear is unspeakable, using the medium of the group as a
whole (the ward) to help illustrate safe ways to articulate neg-
ative experiences. Interventions in this type of group may be
directed to the individual or the group as a whole, and care is
taken to support members’ safe expression of difficult affect
while avoiding interactions that might promote humiliation or
greater vulnerability in the group. In contrast to the educative
model, wherein members are asked to focus on behaviors that
brought them into the hospital, the object relations–systems
model avoids such direct focus as being too regressive. In-
stead, these interventions are directed toward reestablishing
the successful defense of splitting through the tolerated
expression of members’ negative affects.

CURRENT OUTPATIENT GROUP RESEARCH

Focus on Efficacy, Applicability, and Efficiency

For much of the last quarter of the twentieth century, group
therapy researchers have been preoccupied with demonstrat-
ing the efficacy of group therapy. They have used methodol-
ogy and designs commonly used by individual therapy
researchers to attempt to demonstrate that group therapy
achieves clinical improvements that exceed control condi-
tions (e.g., patients waiting for group therapy). In addition,
group therapy researchers have been particularly interested in
demonstrating that group therapy is as efficacious as individ-
ual therapy and is applicable to as many different types of pa-
tient problems. They have argued that if group therapy can be
shown to be as efficacious and as applicable as individual
therapy, it can also be shown to be more efficient (economi-
cal). In general, group therapy researchers have been suc-
cessful in these pursuits.

Evidence for Efficacy and Applicability

In 1980, Smith, Glass, and Miller published an extensive re-
view of 475 controlled studies of psychotherapy outcome.
They used the method known as meta-analysis. In meta-analy-
sis, the outcome for each measure in a study is represented by
a common unit known as an effect size. After they are calcu-
lated, effect sizes can be averaged across studies to arrive at
general conclusions regarding the efficacy of different types
of therapy. The two findings for which their review has be-
come well known are (a) psychotherapy is clearly effective
compared to control conditions, and (b) there are minimal

differences in the effectiveness of different types of psy-
chotherapy. It is important to advocates of group therapy
to know that almost half of the 475 studies involved group
therapy and that the average effect size for group therapy
was .83, which was almost identical to the average effect size
for individual therapy, which was .87. Thus, on average,
both were similarly effective. It should also be noted that
most therapies were brief, which tends to characterize both
the group and the individual outcome research literature. The
average number of hours of therapy was 16 and the average
duration of therapy was 11 weeks.

One limitation of their review was that each controlled
study usually included group therapy or individual therapy
but not both. Thus, differences between the studies could have
influenced the comparisons that were made. In response to
this problem, Tillitski (1990) conducted a meta-analysis
based only on studies that included group therapy, individual
therapy, and a control condition. He reported equivalent effect
sizes for the two types of therapy. More recently, McRoberts,
Burlingame, and Hoag (1998) published a similar review that
used a larger number of studies and that used improved
methodology. They also reported equivalent effect sizes for
group and individual therapy.

A number of other reviews of group and individual thera-
pies, some meta-analytic and some not, have been published
during the past 20 years. In their book, Handbook of Group
Psychotherapy, Fuhriman and Burlingame (1994) discussed
22 reviews. They reported that “the general conclusion to be
drawn from some 700 studies that span the past two decades
is that the group format consistently produced positive effects
with diverse disorders and treatment models” (p. 15). From
their perspective, there is considerable evidence for the effi-
cacy of group therapy and its similarity to the efficacy of
individual therapy. They also emphasized that most group
therapies that have been studied are brief in duration.

In 1996, Piper and Joyce published a more recent review
that examined the efficacy of time-limited, short-term group
therapies and focused on 86 studies. In general, the method-
ology of the studies was strong. Most groups focused on a
specific problem. They covered a wide range of problems, in-
cluding lifestyle problems (e.g., smoking, drinking, social dys-
function); medical conditions (e.g., cancer); mood, anxiety,
eating, and personality disorders; traumatic life experiences
(e.g., abuse, loss); and anger control. There was also a diversity
of theoretical and technical orientations, including behavioral,
cognitive-behavioral, interpersonal, psychodynamic, psychoe-
ducational, and others. The average length of the group thera-
pies was 10 weeks. Each of the studies included multiple
outcome variables. Thus, each study could provide more than
one type of outcome evidence. Of the 50 studies that included a
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time-limited group therapy versus control condition compari-
son, almost all, 48 (96%), provided some evidence of signifi-
cantly greater benefit for the therapy condition. Only one (2%)
study provided evidence of greater benefit for the control con-
dition. When this comparison was examined for each of the
nine different categories of patient problems, the results were
uniformly similar. For each category, nearly all of the studies
provided evidence for the superiority of the therapy condition.
Of the six studies that included a time-limited group therapy
versus individual therapy comparison, only one provided evi-
dence of superiority for the group therapy and only one pro-
vided evidence of superiority for the individual therapy. In
contrast, all six provided evidence of no difference in benefit.
Overall, the results of the review were consistent with those of
previous reviews. There was clear evidence that short-term
group therapies of different theoretical and technical orienta-
tions offered clinical benefits across a diverse range of patients,
and approximately equivalent results were obtained for group
and individual therapy. The authors concluded that the evi-
dence for the efficacy and the applicability of time-limited
group therapy was substantial.

Evidence for Efficiency

In regard to the question of efficiency, Toseland and Siporin
(1986) focused on studies that included both group therapy
and individual therapy in the same study. Of 12 investigators
who addressed the question of efficiency, 10 concluded that
group therapy was more efficient. It seems clear that if one
restricts the definition of efficiency to the average amount of
time required to treat each patient, a clear figure can be
calculated for each of the two therapies, and a straightfor-
ward comparison can be made. For example, in 1984, Piper,
Debbane, Bienvenu, and Garant investigated four forms of
psychotherapy: short-term individual, short-term group,
long-term individual, and long-term group. Short-term was
defined as 24 sessions over 6 months, and long-term was de-
fined as 96 sessions over 2 years. Individual therapy was
provided in sessions that lasted .9 hours, and group therapy
was provided in sessions that lasted 1.5 hours. Groups con-
sisted of eight patients. The time required per patient from
the perspective of the therapist can be calculated for each
therapy. For example, from the perspective of the therapist,
short-term group therapy, which required 4.5 hours per
patient, was more efficient than short-term individual ther-
apy, which required 21.6 hours per patient, in a time ratio of
approximately 1:5. Another example of the efficiency asso-
ciated with short-term group therapy comes from a program
that provides treatment for psychiatric outpatients who expe-
rience difficulty adapting to the loss of one or more persons

(Piper, McCallum, & Azim, 1992). A loss group meets
once a week for 90 min for 12 weeks. It is possible to com-
pare the average amount of therapist time allocated to each
patient in a loss group with the average amount of therapist
time allocated to a patient in short-term individual therapy.
Based on an average of 7.5 patients in a group for twelve
90-min sessions, the average time per patient is 2.4 hours.
For one patient in individual therapy for twelve 45-min ses-
sions, the average time per patient is 9.0 hours. The ratio is
approximately 1:4; this means that about four times as many
patients can be treated in a group therapy program for loss.
Of course, other factors such as compliance and outcome
need to be taken into account in evaluating the overall suc-
cess of the two types of therapy, but when therapist time
is the criterion, the examples indicate that group therapy is
more efficient.

More Complex Questions

Overall, the findings concerning efficacy, applicability, and
efficiency suggest that for a wide range of disorders, group
therapy is as effective as individual therapy and that it is more
efficient. In regard to practice, there is the clear implication
that group therapy rather than individual therapy should be
the treatment of choice for many disorders that have been
studied. Although this conclusion is important, reviewers of
group therapy research (e.g., Bednar & Kaul, 1994) have
criticized researchers for being too preoccupied with issues
of efficacy, applicability, and efficiency, to the exclusion of
other important areas of research. These areas include efforts
to answer the following questions:

• What types of patients benefit more from different types of
group therapy? Patient types include personality, demo-
graphic, and diagnostic differences. Group therapy types
include theoretical, technical, and duration differences.

• What types of patients benefit more from group therapy or
individual therapy?

• What types of therapist characteristics and interventions
lead to greater benefit?

• What underlying mechanisms are responsible for thera-
peutic change?

• What factors are responsible for maintenance of
improvement?

These are indeed important questions whose answers would
advance knowledge in the field. The question of why group
therapy researchers have neglected such questions in favor of
continuing to conduct studies that address efficacy, applicabil-
ity, and efficiency is a legitimate one that requires an answer.
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Resistance to Group Therapy

Despite the evidence and the positive attributes associated
with group therapy, it is not a readily embraced form of treat-
ment; an indication of this was reported by Budman et al.
(1988), who conducted a study that compared time-limited
group therapy and time-limited individual therapy for psychi-
atric outpatients. These investigators found significant im-
provement for patients in both types of treatment. However,
they also found that patients tended to prefer individual ther-
apy. Other formal and informal reports in the literature sug-
gest that if they are given the choice, many patients and many
therapists would choose individual therapy. 

A number of aspects of the group therapy situation can
make it seem more intimidating and less appealing. Patients
often experience a sense of less control in a group versus indi-
vidual therapy; many people influence the flow of events. The
sense of individuality may also diminish; the patient must ac-
cept that he or she is part of a group. There is also the potential
for less complete understanding of the events that transpire in
a session. Group discussions often jump from topic to topic
and from person to person. In addition, the patient may experi-
ence feelings that initially are difficult to understand. Groups
also offer less privacy; patients are continually exposed to
others, and absolute confidentiality is impossible to guarantee.
The sense of safety may diminish for many patients in a group;
this is related to less control but more explicitly to the fact that
criticism can come from many directions from a number of
people. Thus, issues related to perceived or actual loss of
control, individuality, understanding, privacy, and safety often
lead to greater apprehension about participating in group
therapy relative to individual therapy.

Resistance to participating in group therapy can also be
experienced by therapists. They, too, are sensitive to the same
features of groups that affect patients. In addition, groups
are more complicated to organize. An entire set of patients
must be assembled to begin at the same time. It may be diffi-
cult to obtain a sufficient number of referrals. If one or more
patients back out, the onset of the whole group can be delayed,
and if the group loses members after it has already started, the
life of the group can be threatened. Also, therapists who feel
that short-term group therapy is being forced upon them by
managed care companies or other third-party payment sources
with dubious financial motives resent and resist it.

Thus, a number of concerns and sources of resistance for
both patients and therapists lead to apprehension about partic-
ipating in group therapy; this may explain some of the motiva-
tion of group therapy researchers to provide even more data
concerning the basic efficacy of group therapies in order to
convince those who are ambivalent about participating. There

are some additional reasons. With increasing pressure in the
health care field to provide short-term group therapies, there is
a genuine need to investigate the efficacy of new applications.
Rather than abandon basic efficacy studies, researchers need
to attain a balance between such studies and more complex
studies; however, this brings us to a third reason. More com-
plex studies (e.g., those that compare different types of pa-
tients and different types of group therapies) are considerably
more difficult to conduct. These studies usually require multi-
ple groups that run simultaneously. Researchers may face a
lack of patient referrals to allow the simultaneous start of mul-
tiple groups, a lack of skilled group therapists to lead them, a
lack of balance between groups due to differential dropouts,
and a lack of patients who complete therapy. In order to have
the statistical power to detect important effects, large samples
are required. To accumulate sufficient numbers of patients and
groups, even studies of short-term therapies inevitably be-
come long-term research projects. Difficulties in organizing
and maintaining a sufficient number of therapy groups for a
complex research project can be quite formidable. The more
groups that are involved, the more challenging is the task.

Optimal Matching of Patients and Therapies

The optimal matching of patients and therapies appears to be
one example of a complex research area that merits attempts to
overcome the difficulties. Just because reviews of the litera-
ture indicate that two types of therapy have similar efficacy
when averaged across patients does not prove that the choice
between the two is not important for particular individuals.
For example, in meta-analytic reviews, an average effect size
usually represents the product of averaging across patients,
therapists, and outcome variables across many studies. Patient
characteristics such as personality variables tend to get lost in
the mix and are thus ignored or discounted in importance. Be-
cause clinicians treat individuals, not averages, studies are
needed that examine the interaction of patient characteristics
and types of therapy. Those that have done so have provided
promising findings.

A recent review of the predictive ability of patient charac-
teristics in group therapy focused on interaction studies (Piper,
1994). The review covered a 40-year period (1952–1992).
Twenty-three of the studies investigated the interaction be-
tween patient characteristics and other variables, usually dif-
ferent group therapies. Of the 23 studies, 19 or 83% reported
significant interaction effects. This meant that the outcome of
therapy depended on the combination of patient characteris-
tics and type of therapy. Predictive patient characteristics in-
cluded: internal locus of control, psychological mindedness,
motivation, social competence, learned resourcefulness,
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ego strength, coping style, and defensive style. Forms of
group therapy in the significant interaction effects differed on
variables such as directiveness, insight orientation, structure,
cognitive-behavioral orientation, and focus on group inter-
action. The implication of these findings for clinicians is that
they should try to match patients and therapies when making
treatment decisions. The evidence for the differential impact
of patient characteristics on different forms of group therapy is
fairly strong. Whether a similar situation exists for individual
versus group forms of therapy is an empirical question that is
worth examining.

Pretherapy Preparation

As discussed in the preceding sections, a number of worth-
while group therapy research questions should be pursued
beyond basic questions of efficacy. In order to carry out the
appropriate studies, patient resistance to group therapy must
be diminished. One means of accomplishing this objective is
suggested by a previous line of group therapy research—that
concerning pretherapy preparation or what alternatively is re-
ferred to as pretraining. Preparatory activities typically in-
volve providing patients with information about what to
expect, a model or example of how to conduct oneself, or a
therapy-like experience. Therapeutic factors that are unique
attributes of groups are often emphasized. These include
opportunities for demonstrating one’s interpersonal problems,
opportunities for receiving feedback from peers, opportunities
to be altruistic, and opportunities to share experiences and
problems among similar people. The benefits attributed
to preparation include improved attendance, retention, ther-
apy process, and treatment outcome. A review of the literature
(Piper & Perrault, 1989) indicated definite benefits to atten-
dance, retention, and process, but it indicated rather minimal
benefits to outcome. However, given the relatively small costs
associated with preparatory activities, they appear to be well
worth the effort.

Therapeutic Factors

The unique therapeutic factors that tend to be emphasized in
pretherapy training activities are among a set that is viewed as
mediators of therapeutic change. Unfortunately the studies of
therapeutic factors have remained at a rather primitive stage.
Patients have usually been asked to rate the importance of
each factor in bringing about useful change; although this is a
useful way to begin, few studies have examined how strongly
the ratings are associated with actual therapeutic change. Also,
the patient’s perception of what is useful is not synonymous
with what was predominantly or actually useful in the group.

In addition, the therapeutic factors that have been described in
the literature appear to overlap considerably. A more direct
way of assessing and studying therapeutic factors is by the ap-
plication of process analysis systems to the actual material of
group therapy sessions. A number of promising systems are
presented in the recent edited book by Beck and Lewis (2000).
Of course, this approach requires considerably more time to
implement.

Inpatient Populations

Another important but problematic area of group research
involves the investigation of efficacy in inpatient populations.
A recent meta-analytic review (Mojtabai, Nicholson, &
Carpenter, 1998) resulted in equivocal conclusions regarding
the efficacy of group therapy. Given brief stays, rapid turnover
of patients, and a host of confounding factors such as addi-
tional treatments, methodologically strong studies with this
population are extremely difficult to conduct.

Conclusion

In conclusion, considerable evidence supports the efficacy, ap-
plicability, and efficiency of many forms of group therapy. In
comparisons with forms of individual therapy, they have per-
formed very well. There will continue to be a need to evaluate
new applications. However, an additional number of interest-
ing and important research questions remain as a subsequent
stage of research. In general, they involve more complex is-
sues and require greater resources to investigate. We hope that
group therapy researchers will continue to mobilize the re-
sources and energy that are required to conduct the studies that
will increase our understanding of how and why group thera-
pies are effective; clearly this is what is needed to further
advance knowledge in the field of group therapy.

SUMMARY AND CONCLUSIONS

As in any maturing field of clinical endeavor, the general
knowledge that sufficed at the beginning of the endeavor no
longer suffice; the complexities increase and the subtleties
matter, and the field of psychotherapy is left with an ever-
greater mandate to train clinicians with greater rigor. Paradox-
ically, it is just at this moment in history that the support for
training in clinical fields is threatened and attenuated. Cost
containment for mental health care has delimited the learner-
clinician’s access to didactic and supervisory venues in which
to begin to address the complexities addressed in this chapter.
Some psychotherapy organizations, such as the American
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Group Psychotherapy Association, are also feeling the
squeeze, and local clinics have long since stopped encour-
aging their personnel to get training by paying for or releasing
time for such intellectual endeavors. It becomes incumbent
on the existing teachers to expand our own field of teaching
and training to include a focus on group psychotherapy—one
of the few affordable options left for extended treatment for
the patients who struggle with lifelong problems that defy
quick solutions. We hope this chapter will serve not only
students but also our senior colleagues in deepening and forti-
fying the place of group theory, research, and treatment as we
continue into the new century.
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Since the emergence of civilization, scholars have recognized
the central role that the family unit has played in human his-
tory. As long as families have been around, family problems
have existed. Traditionally, families have turned to commu-
nity members (e.g., extended family members, tribal elders,
chiefs, clergy, health care providers) for help in resolving
their difficulties. Only within the past century have we wit-
nessed the emergence of the use of education, counseling, or
therapy to assist families with their struggles.

The origins of family therapy can be traced to three roots.
The first is the social work, marriage and family life educa-
tion, and marriage counseling movements that began in the
late 1800s and early 1900s (Broderick & Schrader, 1991;
Kaslow & Celano, 1995; Kaslow, Kaslow, & Farber, 1999;
Thomas, 1992). Toward the end of the nineteenth century, so-
cial workers began to provide classes to educate families (pri-
marily women) to help prevent family problems. During such
classes, participants often discussed their own problems; a
family approach was adopted to view their problems in the
context of the family. Many leaders of the marriage and fam-
ily life education movement eventually became pioneers of
the field of marital and family counseling.

The second root of the family therapy movement is clini-
cal psychiatry. Several influential family therapy theoreti-
cians were trained psychoanalytically, and their practices
often began by treating individual patients. A common de-
nominator among such psychiatrists was the recognition that
certain problems of their individual patients were connected
to current and family of origin dynamics. That recognition
led the professionals to recognize that interventions at the
family level constituted the treatment of choice even for their
individual clients (e.g., Bateson, 1972; Bowen, 1988; Lidz,
Cornelison, Fleck, & Terry, 1957a, 1957b; Minuchin, 1974).
Ackerman, a child psychiatrist and psychoanalyst, arrived at
similar conclusions in working with children and argued that
the proper unit of diagnosis is the family rather than the
child.

The third root of family therapy is that of general systems
theory and communications theory and their application in
understanding human interactions (e.g., Bateson, 1972). The
application of the theory was influential in the famous double-
bind explanation of the etiology of schizophrenia (Bateson,
Jackson, Haley, & Weakland, 1956). Although double-bind
messages are no longer considered the cause of schizophrenia,
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other constructs of general systems and communication the-
ory continue to inform family therapy practice.

In addition to the aforementioned theoretical roots, the
growth of a number of organizations was influential in ad-
vancing the family therapy movement (Kaslow et al., 1999).
In the 1930s a number of marriage counseling centers were
established, and the 1930s and 1940s witnessed the profes-
sional growth of the field of marital and family therapy. Dur-
ing that era two professional organizations were established.
Family life educators established the National Council of
Family Relations (NCFR), and marital counselors organized
the American Association of Marriage Counselors (AAMC).
During the 1970s the AAMC was renamed the American
Association of Marriage and Family Therapy (AAMFT);
both organizations remain active.

The field of family therapy has undergone a number of
changes and expansions commensurate with cultural changes
and technical and scientific advances. First, new theories of
family therapy have emerged, and integrative models have
expanded understanding of family functioning from multiple
perspectives. Second, empirical analyses of family therapy
tenets and the efficacy of the methods have advanced the
field. Third, since the 1970s family therapy has enjoyed
international recognition. In fact, the American family ther-
apy movements both informed and were influenced by fam-
ily therapy around the world. Fourth, ethical guidelines
have been established for both research and practice of fam-
ily therapy. Fifth, subspecialties of family therapy have
emerged (e.g., sex therapy, divorce mediation). Sixth, the field
has become more sensitive to diversity with regard to family
structure, ethnicity and race, gender, social class, and sexual
orientation.

In this chapter we provide a broad and comprehensive, al-
beit not complete, review of the theories and techniques of
family therapy. After providing background information on
family systems theory and characteristics of individual fami-
lies, we turn to family intervention approaches. We discuss
the major family intervention models and then examine cul-
turally competent and gender-sensitive family therapies. This
is followed by a look at specific applications of family ther-
apy (e.g., medical family therapy, substance abuse, family
violence). After reviewing the current state of the field of
family therapy research, we offer directions for the future
practice and research in family therapy. 

FAMILY SYSTEMS THEORY

Theories of family therapy are based on the assumption that
an individual’s behavior must be viewed and addressed

within the context of the family. The family is seen as an
evolving and developing living system whose members are
interdependent. Each individual is influenced by the system
as a whole and, at the same time, influences the functioning
of the system. The family changes and develops over time,
moving to different levels of organization and function dur-
ing the course of the individual’s and the family’s life cycle.
The family system struggles to maintain a balance between
change and stability or homeostasis.

Systems theory assumes a hierarchical structure within the
family based on the higher degree of responsibility and
power of the executive subsystem (e.g., parents, mother, and
grandmother) in comparison to the child subsystem. This
structure is maintained by implicit rules, functional roles of
individuals (e.g., primary breadwinner, primary caregiver,
parentified child), and family routines. The components of
the family structure are called subsystems and are delineated
by boundaries. A subsystem may refer to an individual within
the larger system or to a group of individuals connected by a
common task or level of power within the family system. The
boundary between the subsystems refers to the implied rules,
activities, or behaviors that maintain some separation be-
tween the subsystems (e.g., parents sharing a bedroom, hav-
ing routine periods of time away from the children). A variety
of subsystems might be found in the family depending on the
family’s composition (e.g., sibships, same-sex family mem-
bers, executive subsystem).

Most family systems theories acknowledge four aspects of
functioning: cohesion, adaptability, communication, and or-
ganization. Cohesion refers to the level of interdependence be-
tween family members and is usually viewed on a continuum
from overinvolvement (i.e., enmeshment) to complete detach-
ment (i.e., disengagement). Healthy families maintain a bal-
ance between connectedness and respect for individuality; this
balance changes over the life cycle of the family.Adaptability,
ranging from chaotic to rigid, indicates the family’s ability to
make changes in certain circumstances while maintaining
stability in values and rules for behavior. Communication
processes in the family may involve verbal expression of con-
tent and emotions or nonverbal, less direct expression of feel-
ings and relationships (e.g., silent treatment, physical signs of
affection). Organization refers to the structure, rules, and roles
of the family system. According to most theories of family
therapy, the general goal of therapy is to create changes in fam-
ily interaction patterns, which will in turn result in more adap-
tive family functioning and individual change.

Family systems theory also assumes that the family sys-
tem as a whole interacts with other outside systems (e.g.,
educational system, community, government, work environ-
ment). The family as a whole is influenced by, and may have
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some influence on, the surrounding systems. A family thera-
pist should always determine the extent to which a family is
involved in outside systems and the degree to which family
functioning is impacted by these interactions. 

CHARACTERISTICS OF INDIVIDUAL FAMILIES

Family Development

Theories of family therapy assume that families change and
develop, and much has been written about the changing fam-
ily life cycle (e.g., Carter & McGoldrick, 1989). Family de-
velopment most often is described in relation to the family’s
function of raising children. Stages of traditional family
development include the commitment of two adults to a rela-
tionship, the decision to raise children and the increased re-
sponsibilities therein, boundary changes as children enter
school and the outside world, increasing independence of
family members as children enter adolescence, and the rene-
gotiation of the parental relationship as the children leave
home.

The family life cycle is influenced by family constellation
(e.g., single-parent, remarried). For example, the divorce
cycle varies depending on the state of the family’s life cycle
and includes the separation and divorce process, postdi-
vorce, and the formation of a remarried family (Carter &
McGoldrick, 1989). Other factors that impact the family life
cycle include culture, ethnicity, immigrant status, chronic
illness, death, substance abuse, and psychiatric disorders.

For some families migration is a significant life cycle
transition that is often ignored. Immigrant families have myr-
iad responses to this transition, based in part on their reasons
for migration. Families who came to the United States for
economic or educational reasons may adapt more easily
than those seeking refuge or fleeing political persecution
(McGoldrick, Giordano, & Pearce, 1996). Families who mi-
grate within the United States for sociopolitical reasons (e.g.,
African Americans, Native Americans) also are faced with
unique challenges. Families who effectively adapt to the
migration experience are those with the capacity to alter
family’s structure and interactional processes to meet the de-
mands of the new culture while keeping cultural patterns
from their countries of origin (Bullrich, 1989).

The different stages of family life require adaptation to the
developmental needs of the individuals within the family and
to the demands of the outside world. The family system must
change in order for individual members and the system as a
whole to survive. Each stage of family development presents
different tasks for the family and involves fluctuation in

responsibilities and dependency needs of family members.
Family development does not always follow a smooth path,
but is often discontinuous. Periodically, the family must rene-
gotiate implicit rules around behavior (e.g., how much time a
child is allowed to spend away from the family with peers).
As young family members mature, they are given new re-
sponsibilities and freedoms. Roles and relationships must be
renegotiated. A child may take on more household responsi-
bilities and in turn will earn age-appropriate freedoms. At this
same time, the parent relinquishes some control over the
child’s choices and allows the child to differentiate from the
family in order to develop as an individual. When the chil-
dren leave their family of origin, the adults must renegotiate
their relationship and develop new routines and goals. The
process of development over the life span of a family calls for
a certain degree of stability in order to provide for the health
and safety of individual members. However, healthy family
development requires flexibility within the family structure
so that the changing needs of maturing members may be met.

Family Structures and Types

Many theories of family therapy have been based on the
model of a traditional nuclear family, consisting of two het-
erosexual parents and their biological children. Family thera-
pists today, however, are faced with a wide variety of family
configurations and living situations. Given the high di-
vorce rate (40–50%; Bramlett & Mosher, 2001), over 20% of
families in the United States are blended families including
stepchildren or children who live with another parent outside
of the home (Gorall & Olson, 1995). Single-parent families
present different challenges because there is only one adult to
assume parenting and financial responsibilities. Some fami-
lies have multiple generations living in the home, or they
have grandparents as the primary caretakers of children.
Other nontraditional family constellations include adoptive
and foster families, as well as gay and lesbian families (e.g.,
Dahlheimer & Feigal, 1994; Matthews & Lease, 2000;
Scrivner & Eldridge, 1995; Settles, 1999). Still other families
may have nonbiological relatives living in the home who are
a very integral part of the family structure. Given the vari-
ability in family constellations, family therapists generally
define “families” as natural social systems that function as a
unit with common goals, rules, roles, power structure, rou-
tines, forms of communication, and strategies for negotiating
and problem solving that allow for various tasks to be ac-
complished (Goldenberg & Goldenberg, 1999). Relation-
ships among family members are significant and multifaceted
and are impacted by a common history, shared perceptions
and world beliefs, and a common purpose. Family members
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are connected by attachments and loyalties that persist over
time even though the intensity and quality of these relation-
ships may ebb and flow.

Family Normalcy and Health Versus Dysfunction

The family therapy field increasingly has shifted from an em-
phasis on finding a singular, universal model for family nor-
mality and health to developing conceptualizations of normal
family processes that take into account the diverse patterns of
family functioning associated with differing family struc-
tures, sociocultural contexts, and developmental challenges
(Walsh, 1993). Although there are varied viewpoints about
what constitutes optimal family functioning, there is general
agreement that normal family functioning implies cohesion
among family members that helps to maintain a clear family
structure while at the same time allowing for age-appropriate
autonomy. The family is able to adapt to environmental and
developmental demands by making shifts in power structure,
role relationships, and rules. Communication is clear and
effective, and family members are able to negotiate rule
changes and solve problems together. Individual and subsys-
tem boundaries are mutually understood and respected.

Family dysfunction occurs when the family is unable to
adapt to the demands of normative development or of the
environment. Systems theories assume that pathology lies
within the system interactions, not within the individual.
Family interaction patterns and structure become so rigid that
the family system is unable to make the necessary changes to
promote the health of the individual members or to allow ex-
pected changes in the family life cycle. According to systems
theory, the psychological symptoms of any individual serve
to maintain a certain balance, or equilibrium, within the fam-
ily. If change threatens the family’s established structure or
pattern of interaction, an individual may develop psycholog-
ical symptoms that perpetuate old patterns of family func-
tioning. For example, if marital tension increases and the
stability of the nuclear family is threatened, a child may begin
to display behavioral symptoms that interrupt the marital
conflict, focus parents on their roles as caregivers, and reduce
the threat of destruction of the family unit.

When determining the relative health of a given family, a
number of factors, in addition to the aforementioned con-
structs associated with theories of healthy family function-
ing, must be considered. Different phases of the family life
cycle call for varying levels of cohesion and adaptability, and
the current life cycle phase of a particular family must be
taken into account. Patterns of family functioning that may
be appropriate in one phase of a family’s development (e.g.,

after the birth of a child) may impede development at another
phase (e.g., adult children leaving home). Stressful life
events (e.g., loss of a home, diagnosis of a chronic illness)
may require different family interaction patterns, either on a
temporary or on a long-term basis. When working with a
family, the therapist must consider patterns of interaction
in light of family stressors and recent events. In addition,
family interaction patterns vary across cultures and ethnic
groups. It is important for a family therapist to understand
a particular family’s sociocultural context before determin-
ing whether interactional patterns are maladaptive (Walsh,
1993).

Historically, definitions of family normalcy or health
failed to acknowledge the influences of culture, social class,
ethnicity, and race on family structure and process (Walsh,
1993). Family theorists and therapists have begun to under-
stand the social construction of normal family functioning
and have highlighted the fact that because definitions of nor-
mal behavior vary across cultures, therapists must not char-
acterize certain family patterns as dysfunctional just because
they deviate from the norms of the dominant culture or the
norms that are held by the therapist or reflected in his or her
theoretical view. They have also underscored the fact that
culture contributes to how families define the nature, timing,
tasks, and rituals related to life cycle phases and transitions
(Carter & McGoldrick, 1989).

Meaning, Beliefs, and Rituals

Family members share beliefs, values, and a worldview that
are transmitted across generations. These beliefs provide
connection with the nuclear family, as well as with the ex-
tended family in the past and future. Family beliefs provide a
foundation and a lens through which each member filters life
experiences and influence the meaning that family members
attribute to certain situations, events, and life circumstances
(e.g., death, prosperity, loss).

Family beliefs and values often are communicated and
maintained through family rituals (Imber-Black, Roberts, &
Whiting, 1988). For example, family celebrations highlight
the value placed on certain life span events (e.g., birthdays,
weddings, funerals). Rituals around holidays emphasize fam-
ily values through inclusion of family members and repetition
over time (e.g., Thanksgiving dinner, religious celebrations).
Daily routines can also serve to communicate and perpetuate
important values. For example, mealtime routines emphasize
the importance of shared family time and nurturing. Family
rituals and routines contribute to cohesion and stability within
the nuclear family and across generations.
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FAMILY INTERVENTION APPROACHES

Psychodynamically Oriented Family Therapy 

Psychodynamically oriented family therapy, the nearest de-
scendant of individual psychoanalytically oriented psychother-
apy, is one of the few family models that acknowledges its
ties to psychoanalytic thinking. Initially, psychodynamically
oriented family therapists espoused a classical psychoanalytic
or ego-psychological perspective. Ackerman, an early propo-
nent of psychoanalytic family therapy, integrated psycho-
analytic and systems theory (Ackerman, 1938). He viewed
dysfunction as a failure in role complementarity between fam-
ily members, as the product of persistent unresolved conflict
within and between individuals in a family, and as a reflection
of prejudicial scapegoating. His therapeutic interventions fo-
cused on disentangling interlocking pathologies. Framo (1981)
postulated that unresolved intrapsychic conflicts, resulting
from interactions with one’s family of origin, are projected
onto one’s partner and children. Therefore, the goal of therapy
is the working through of the negative introjects, which can be
accomplished through a sequence of couples therapy, couples
group therapy, and then family of origin meetings separately
with each partner.

At the present time, the dominant form of psychoanalytic
family therapy is object relations family therapy (Gerson,
1996; Leupnitz, 1988; Scharff, 1989; Scharff & Scharff, 1987,
1991; Slipp, 1988). Object relations family therapy, a long-
term treatment approach, addresses unresolved intrapsychic
conflicts that are reenacted in one’s current life, causing inter-
personal and intrapsychic difficulties. Therapy goals include
delineating and redefining problems so that they are more ac-
cessible to resolution; clarifying boundary issues; explicating
individual needs and desires and how these can be fulfilled
within the partnership-family system; modifying narcissistic
or inappropriate demands; increasing expressive and listening
skills; diminishing coercive and blaming statements; facilitat-
ing problem solving and conflict resolution; modifying dys-
functional rules and communication patterns; helping family
members achieve increased insight; strengthening ego func-
tioning; acknowledging and reworking defensive projective
identifications; attaining more mature internal self and object
representations; developing more satisfying interpersonal
relationships that support one’s needs for attachment, individ-
uation, and psychological growth; reducing interlocking
pathologies among family members; and resolving partner and
therapist-patient transferences. When these goals are achieved,
they make possible the attainment of more ultimate goals in-
cluding trust and closeness, role flexibility, appreciation of

uniqueness, comfort with and enjoyment of one’s sexuality,
and an egalitarian power relationship between the couple as
parents and partners, a balance between the cognitive and af-
fective realms of living, positive self-image for each and fam-
ily esteem for all, clear communication, and the resolution of
neurotic conflicts.

To accomplish these goals, the therapist provides a hold-
ing environment (i.e., time, space, and a structure) that en-
ables family members to feel secure enough to express their
feelings and beliefs, feel intimate, and maintain a sense of
self. The therapist reparents the family by providing consis-
tent nurturance and a structure to enhance the development of
individual members and the family unit. Once a therapeutic
alliance is established and a thorough history is obtained,
the therapist empathically interprets conflicts, resistances,
negative transferences, defenses, and patterns of interaction
indicative of unresolved intrapsychic and interpersonal con-
flicts. Effective interpretations link an individual’s and a
family’s history with current feelings, thoughts, behaviors,
and transactions, permitting more adaptive family interac-
tional patterns and intrapsychic changes. Object relations
family therapists address transference and countertransfer-
ence dynamics to facilitate this endeavor. They use their own
reactions to the family’s interaction patterns (objective coun-
tertransference) to understand the shared yet unspoken expe-
riences of each family member regarding family interactional
patterns (unconscious family system of object relations).
They use their objective countertransference reactions to
interpret interpersonal patterns in which one family member
is induced to behave in a circumscribed and maladaptive
fashion (projective identification). Although there are spe-
cific techniques associated with object relations family ther-
apy, techniques are considered secondary to the alliance
between therapist and family. 

Experiential-Humanistic Family Therapy

Experiential-humanistic family therapy has its roots in
individual schools of existential-humanistic therapy: Gestalt
therapy, client-centered therapy, psychodrama, logotherapy,
and the encounter group and sensitivity training movements
(Wetchler & Piercy, 1996). Central tenets of family therapies
based on the experiential-humanistic model include the belief
in freedom of choice and the potentials for human (family)
growth; the emphasis on the here and now (i.e., focus on
the present as opposed to the past); the primacy of experience
over rational thought (especially intellectualization); the
importance of fostering open communication, genuineness,
and authenticity in dyadic relationships in the family; and a
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positive and hopeful model of humanity. These therapies are
unique in their emphases on the “person of the therapist” and
on the belief that emotional interchanges between therapist
and family members are key therapeutic elements. 

According to existential-humanistic family therapy, fam-
ily dysfunction arises from communication and interactional
problems and their associated symbolic meaning. Goals of
therapy include the development of awareness of experi-
enced emotions; choosing to be honest in expressing genuine
emotions with other family members; and the exploration of
immediate inner experiences and relational interactions. The
goals are achieved through the therapist’s joining with the
family; managing (not interpreting) resistance; pointing to
and defining symptoms as efforts toward growth; explicating
covert conflicts (e.g., battles for structure and initiative); and
fostering open communication, genuineness, and authenticity
in dyadic relationships in the family. The achievement of
those goals is believed to manifest in the gaining of personal
fulfillment and the growth of the family as a whole through
increased self-awareness and self-esteem, clarity of commu-
nications, and the alteration of the meaning that family mem-
bers attribute to family interactions. 

Whitaker, a founder of experiential-humanistic family
therapy, purported that his symbolic-experiential approach is
atheoretical (e.g., Whitaker, 1976; Whitaker & Bumberry,
1988; Whitaker & Keith, 1981; Whitaker & Ryan, 1989). He
believed that theories are hindrances to “being” and to gen-
uine human experiences in therapy. However, a number of
therapeutic emphases have been identified to represent his
approach, including the importance of symbolic experience,
spontaneity and creativity, growth, battles of structure and
initiative, and issues related to psychotherapeutic impasse. 

Other schools of experiential-humanistic family therapy
include Gestalt (Kempler, 1974, 1981), human validation
(e.g., Satir, Stachowiak, & Taschman, 1975), and emotion fo-
cused (Johnson & Greenberg, 1985, 1994; Johnson, Hunsley,
Greenberg, & Schindler, 1999). Gestalt family therapists
strive to help each person within the family attain maximum
individuation combined with more vital relationships by fa-
cilitating self-exploration, risk taking, and spontaneity. In the
human validation model, the therapist and family work to-
gether to stimulate an inherent health-promoting process
within the family system that is characterized by open com-
munication, emotional experience, and positive self-esteem
in each member. This often is achieved through the use of
such growth-enhancing techniques as family sculpting.

The most empirically supported form of experiential
systems therapy is emotionally focused couple therapy. This
approach helps couples identify repetitive negative interac-
tion sequences that restrict accessibility to one another and

redefine their problems as reflective of emotional blocks. As
these rigid patterns are reprocessed and restructured, the part-
ners are more capable of forming secure attachments and a
better sense of connection with one another. 

Communication Model 

The communication model, the dominant model in the 1960s,
has contributed substantially to the field of family therapy.
Indeed, one can recognize the far-reaching influences of this
model in all schools of family therapy. Originally formulated
at the Mental Research Institute (MRI) by Bateson, Jackson,
Weakland, and Haley in Palo Alto, California, in the 1950s,
the model gained prominence by providing a description of
the etiology of schizophrenia based on family communication
patterns. According to the double-bind formulation of schizo-
phrenia, a form of paradoxical communication takes place in
families with a member who has schizophrenia (Bateson
et al., 1956). It was argued that in such families, contradictory
messages are communicated along with a third message
that the receiver of the message should not make the inconsis-
tencies explicit. Such communication was theorized to cause
confusion and pave the way for the emergence of symptoms
characteristic of schizophrenia. Although double-bind com-
munication is no longer believed to cause schizophrenia, the
focus on maladaptive communication remains an influential
aspect of the communication model. According to the model,
all behavior is communication; the difference between vari-
ous communications is whether they are at the surface or con-
tent level, or at the metacommunication or intent level.

Communications family therapy typically is time limited,
with a maximum of 10 sessions. An individual clinician or
cotherapy pair conducts the treatment, often with consultants
behind a one-way mirror. The approach is problem focused
and behaviorally oriented. It is believed that providing insight
to the family is not a necessary agent of change. The goal of
therapy is the reduction or elimination of suffering through
problem resolution. Thus, therapy is focused on replacing
repetitive, dysfunctional behaviors and communication pat-
terns with healthier ways of behaving and communicating.

Strategic Family Therapy

Strategic family therapy gained prominence in the 1970s and
took center stage in the 1980s. The communication model
and Erickson’s strategic therapy heavily influenced this
approach. Initially developed by Haley (1973, 1976, 1984)
in Palo Alto, this approach was further developed by Haley at
the Philadelphia Child Guidance Clinic and by Haley and
Madanes at the Family Therapy Institute of Washington, DC



Family Intervention Approaches 373

(Madanes, 1991). Central in the theoretical formulation of
strategic family therapy is the notion that individual and fam-
ily problems are maintained because of maladaptive family-
interactional sequences that include inappropriate hierarchies
within the family, as well as malfunctioning triangles. Failed
attempts of family members to resolve problems are viewed as
the very behaviors that perpetuate the problem (Haley, 1976).
Hence, strategic interventions designed to alter the way family
members interact and relate to one another are viewed as
curative agents in strategic family therapy. Because family in-
teractions are considered to be circular and nonlinear, it is the-
orized that fundamental changes in the way family members
relate are necessary precursors to individual change.

Strategic family therapy is change rather than growth ori-
entated, and little effort is made to provide the family with in-
sight into their problems. The therapy tends to consist of brief
interventions in which either the entire family or one or two
family members are present. The therapist is active, authori-
tative, and directive. Goal setting is a major component of
strategic family therapy, and two sets of goals are delineated.
First, short-term goals are formulated based on the presenting
problem; however, in an attempt to enhance motivation in the
family, the goal is defined as an increase in positive behaviors
rather than as a decrease in negative behaviors. Second, more
long-term goals are set with a focus on altering the interac-
tional sequences that have maintained the problem in the
first place. In accordance with the above, Watzlawick has
pointed out that successful family therapy would involve not
only first-order changes (superficial changes that take place
without meaningful alterations in the family structure) but
also second-order changes, by which family structures are
modified, resulting in long-lasting change (Watzlawick,
Weakland, & Fisch, 1974).

Techniques of strategic family therapy include the
initial interview, which is divided into five stages: social, prob-
lem, interaction, goal setting, and task setting. Once the thera-
pist is able to derive an overall formulation, he or she develops
a therapeutic approach involving a series of tactical interven-
tions, called directives. Some such directives, categorized as
straight directives, help maintain a cooperative stance be-
tween the therapist and the family. Other directives, labeled
paradoxical directives, are utilized when the family is resisting
change. Strategic family therapy also incorporates interven-
tions designed to modify existing behavioral sequences. These
include paradoxical interventions (e.g., therapeutic use of
double-bind communication, positioning, restraining, symp-
tom prescription), reframing, positive connotation, ordeals,
pretending, and unbalancing. Because strategic family ther-
apy is time limited and has a problem-solving focus, termina-
tion is often a natural process (Segal, 1991). When a family

resists termination, termination is reframed as a break from
therapy so that gains can be consolidated.

Structural Family Therapy 

The focus of structural family therapy, pioneered by Minuchin
(e.g., Minuchin, 1974; Minuchin & Fishman, 1981; Minuchin,
Lee, & Simon, 1996), is on family structure, which expresses
itself through family interactions. The family experiences
transitions to which the family structure must adapt in order to
allow for individual growth and a stable environment. A well-
functioning family has a well-defined, elaborated, flexible,
and cohesive structure (Aponte & VanDeusen, 1981), allow-
ing it to make the necessary adjustments. According to struc-
tural family therapy, dysfunctional families are marked by
impairments in boundaries, inappropriate alignments (i.e.,
joining of one member with another), and power imbalances.
These families become rigid in the face of stressors, unable to
shift familiar patterns of interaction.

In structural family therapy, the course of treatment is typi-
cally brief, and the participants are usually those family mem-
bers that interact on a daily basis. The therapist’s role is that of
a director who joins with the family and actively evaluates
the family structure. This evaluation includes assessment of
boundaries, flexibility, subsystems, the role of the sympto-
matic family member, the ecological context of the family, and
the developmental stages of individuals and the family sys-
tem. The primary goal of therapy is the resolution of the pre-
senting problem. This goal is achieved through altering the
family’s conceptualization of the problem and restructuring
the family to allow for more adaptive patterns of interaction.

Behavioral and Cognitive-Behavioral Approaches

Approaches that fall within the rubric of behavioral and
cognitive-behavioral family therapy include behavioral cou-
ple therapy (Gottman, 1999; Jacobson & Christiensen, 1996;
Jacobson & Margolin, 1979), cognitive-behavioral family
therapy (Dattilio, Epstein, & Baucom, 1998), behavioral
parent training (Patterson, 1975), functional family therapy
(Alexander & Parson, 1982; Morris, Alexander, & Waldron,
1988), and the conjoint treatment of sexual dysfunction
(Heiman, Epps, & Ellis, 1995; Mason, 1991). Because cou-
ples therapy is covered in another chapter in this book (see
chapter by Messer, Sanderson, & Gurman), we focus this sec-
tion on cognitive-behavioral family therapy, behavioral par-
ent training, functional family therapy, and sex therapy.

Cognitive-behavioral therapy emphasizes both the be-
haviors and the cognitive processes of family members.
Cognitive-behavioral family therapy assumes that people’s
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cognitive processes influence their behaviors, interactions with
other family members, and emotional reactions. Cognitive-
behavioral therapy involves the assessment of family mem-
bers’ beliefs, causal attributions, expectancies regarding the
presenting problem, and logical analysis of distorted automatic
thoughts. Techniques of therapy include cognitive restructur-
ing aimed at changing dysfunctional interactive patterns and
belief systems, communication skill building, problem-solving
training, and homework.

Behavioral parent training aims to train parents in behav-
ioral principles of child management. Strategies include teach-
ing families to develop new reinforcement contingencies
to increase the probability that new behaviors are learned.
Commonly used techniques include skill acquisition, contin-
gency contracting, and the imparting of behavioral principles.

Functional family therapy integrates systems theory,
behaviorism, and cognitive therapy. The interactional se-
quences in which problems are embedded are addressed, and
the function of these behaviors is ascertained. Family mem-
bers’ cognitions about one another and each other’s problem
behaviors are evaluated. Functional family therapy facilitates
cognitive change and provides education in which specific
strategies are provided to bring about behavior change. The
goal is to provide new behavior patterns to meet individual
functions of each family member.

Transgenerational Family Therapy

Two major schools of transgenerational therapy are family-of-
origin therapy and contextual therapy. Family-of-origin ther-
apy is based on the work of Bowen (1988; Friedman, 1991;
Kerr & Bowen, 1988), who views the family as an emotional
relationship system. Dysfunction occurs when an individual is
unable to differentiate from the family of origin and is thus
unable to assert his or her feelings or thoughts, resulting in
chronic anxiety. The interaction patterns within a family of
creation (i.e., partners) are based on each individual’s differ-
entiation from his or her family of origin.

In family-of-origin therapy, the therapist works as a coach
who develops a relationship with individual members but
avoids becoming entangled in family relationships. The goal
of therapy is for each individual to be differentiated within his
or her family of origin. Typically, therapy involves the part-
ners, but it can involve multigenerational sessions. One pri-
mary technique of therapy is the use of the genogram, a visual
map of family history, structure, and relationships, to illustrate
historical patterns of family interaction and behavior (Kaslow,
1995; McGoldrick & Gerson, 1985; McGoldrick, Gerson, &
Shellenberger, 1999). From the genogram, hypotheses are
formulated about the relationship between the presenting

problem and family patterns. Key concepts of family-of-
origin therapy include differentiation of self, triangulation,
and the multigenerational process. Differentiation of self
refers to an individual’s ability to keep emotional and intellec-
tual functioning distinct, being able to choose which system
influences his or her activity at a given time. Triangulation
occurs when two family members become aligned, or join to-
gether, in opposition to another family member. The concept
of multigenerational process describes how the emotional
process of a family can be transmitted across generations, with
each successive generation being impacted by the levels of
differentiation and relationship patterns of family members in
previous generations.

Contextual family therapy is another form of trans-
generational family therapy based on the writings of
Boszormenyi-Nagy (e.g., Boszormenyi-Nagy & Krasner,
1986; Boszormenyi-Nagy & Spark, 1973). Whereas family-
of-origin therapy focuses primarily on past relationships,
contextual family therapy focuses more on current relation-
ships with the family of origin. Goals of therapy are to reveal
and address invisible loyalties, rebalance actual obligations
to repair strained family relationships, and develop more
trusting relationships with a balance of give and take among
family members. The therapist works toward developing re-
lational fairness in the family and attends to the sense of
indebtedness between generations. Although the therapist
serves as a catalyst for change, the family does much of the
therapeutic work outside of the therapy sessions through
homework assignments (e.g., writing letters, making phone
calls, visiting the family of origin). Key concepts include re-
lational ethics, family legacies, and family ledger. Relational
ethics are concerned with fairness and equality among family
members. Family legacy refers to the expectations passed
from one generation to the next. The family ledger is the ac-
count of what family members have given to one another and
what each family member owes.

Psychoeducational Family Therapy

In psychoeducational family therapy, families are helped to
remedy individual and family difficulties and to improve fam-
ily functioning (McFarlane, 1991). The underlying principle
of psychoeducational interventions is that family members
can be educated to create an optimal environment for their
disabled loved ones, an environment that minimizes stresses
exacerbating the patient’s illness and enhances the patient’s
capacity for adaptive functioning. In the past these ap-
proaches have been successfully used with families in which
a member has severe psychopathology (e.g., schizophrenia
or affective disorders; Anderson, Reiss, & Hogarty, 1986;
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Falloon, Boyd, & McGill, 1984; Miklowitz & Goldstein,
1997). Other applications of this approach include sexual dys-
function, attention-deficit/hyperactivity disorder (ADHD),
marriage enrichment, and family skills training. Generally
speaking, psychoeducational interventions represent a variety
of theoretical orientations, with no one orientation being
predominant.

Psychoeducational approaches can be applied in an indi-
vidual family format or with multiple families. There are four
phases of treatment in the psychoeducational model as ap-
plied to work with families with a loved one who has been
diagnosed with a schizophrenia spectrum disorder. The first
phase coincides with relapse, followed by the education, reen-
try, and rehabilitation phases. Psychoeducational family ther-
apy includes short-term, intermediate, and long-term goals.
Short-term and intermediate goals include stabilizing symp-
toms, educating the family about the particular condition,
educating the individual and family about pharmacology, es-
tablishing a treatment team, establishing the importance of
continuity of care, identifying coping resources for the family,
and developing and using social support. The long-term goals
of this approach include relapse prevention and reintegration
into the community.

Systemic-Milan Family Therapy

The Milan group developed systemic family therapy in Italy
(Boscolo, Cecchin, Hoffman, & Penn, 1987; Prata, 1990;
Selvini-Palazzoli, 1974; Selvini-Palazzoli, Boscolo, Cecchin,
& Prata, 1978; Selvini-Palazzoli, Cirillo, Selvini, & Sorrentino,
1989). The central theme of this approach is that dysfunctional
families remain so because they follow belief systems that do
not fit their realities. As such, family interactions often are de-
structive and perpetuate the negative symptoms that sustain the
family’s homeostasis. This treatment is process oriented and is
viewed as an ecosystem in which each member can affect the
psychological well-being of other members.

Family sessions range in number from 3 to 20 and are well
spaced so that systemic change can occur. Sessions are led by
an individual therapist or by cotherapists with interventions
presented by a consulting team seated behind a one-way mir-
ror. Systemic therapists often offer a directive for the family
to complete between sessions. These directives include inter-
ventions such as circular questioning (one family member
comments on the interactions of two other family members),
rituals (prescribing an action that alters family roles by ad-
dressing spoken and unspoken family rules), counterparadox-
ical interventions (presenting a double bind that suggests the
family not change), and second-order cybernetics (the cyber-
netics of cybernetics). These techniques highlight repetitive

patterns of family behavior (games), introduce new concep-
tualizations of family problems, and encourage resolution of
problems in new ways that result from systemic change. The
specific goals of this treatment are determined by the family
and are respected by the therapist (unless harm is being done
to one of the family members). The general goals of systemic
family therapy are to disrupt destructive patterns of family
behavior and to enable the family to alter family belief pat-
terns to fit their collective realities.

Evolving Models

In addition to traditional approaches, a number of newer fam-
ily therapy approaches have been proposed. Those evolving
models can be classified under the general umbrella of post-
modernist, second-order cybernetics, and social construction-
ist perspectives in family therapy. The postmodernist, social
constructionist perspective differs from the modernist per-
spective in that the therapist is viewed as a participant observer
and not as the agent of cure. Thus, the therapist collaborates
with the client system (the partners or the family system) to
create a new reality that is free of the presenting problem. Sev-
eral such evolving models are reviewed below.

Solution-Focused Family Therapy

Solution-focused family therapy, developed by O’Hanlon
(O’Hanlon & Weiner-Davis, 1989), rests on the belief that
meaning is a subjective experience. As such, the meaning a
person, couple, or family attributes to a problem is also sub-
jective, resulting in a problem formulation that is unique to
them. At the heart of the solution-focused approach is the be-
lief that reformulating the problem will result in new solutions
that are likely to emerge and resolve the problem at hand. The
transformation from a problem-focused to a solution-focused
approach in therapy comes about through joining, describing
the problem, finding exceptions to the problem, normalizing,
and setting goals.

Solution-Oriented Family Therapy

Although solution-oriented family therapy, developed by
deShazer (deShazer, 1985, 1991), shares many similarities
with O’Hanlon’s solution-focused therapy, it differs from
O’Hanlon’s model in important ways. This model also es-
pouses a solution approach to therapy, but it takes the position
that one does not need to know the nature of the problem in
order to work on resolving it, that the presenting problem is
not necessarily related to the solution, and that the solution
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is not necessarily related to the problem. One of deShazer’s
more famous interventions, the miracle question, is descrip-
tive of his approach: “Suppose that one night there is a miracle
and while you were sleeping the problem that brought you to
therapy is solved: How would you know? What would be dif-
ferent? What will you notice different the next morning that
will tell you that there has been a miracle? What will your
spouse [partner] notice?” (deShazer, 1991, p. 113). Such ques-
tions are useful in redefining the problem and its causes, as
well as in moving toward solutions that would resemble ideal
outcomes.

The Reflecting Team Approach

The reflecting team approach, developed by Andersen (e.g.,
1991, 1992), is similar to the Milan approach in many re-
spects; however, it differs from the Milan approach in impor-
tant ways. What is similar is the fact that the reflecting team
approach also involves a group of consultants who view the
family therapy session and make comments regarding both
the therapeutic process and family interactions as they un-
fold. However, unlike the Milan approach, the reflecting
team is not considered to be a panel of experts whose sug-
gested interventions should be implemented by the therapist;
instead, team members engage in the process as participant-
observers. The reflections of the team are shared not only
with the therapist but with the family as well. Then the fam-
ily is free to examine the team’s reflections, deciding whether
team members are correct or incorrect in their comments.
Reflecting team members engage in true reflections: they do
not necessarily arrive at solutions or suggestions; instead,
they reflect on the family process and the therapeutic process
as it unfolds in front of them. The reflecting team approach is
in line with the postmodernist, social constructionist ap-
proach in the way therapists try to understand interactions
and engage the family in a therapeutic endeavor.

Externalization and Reauthoring Lives
and Relationships Approach

Central in the externalization and reauthorizing lives and re-
lationships model, developed by White and Epston (White &
Epston, 1990), is the notion of problem externalization, a
method of redefining the problem as residing outside the in-
dividual or the family so that it can be viewed as an entity that
can be looked at and worked on. White and Epston’s ap-
proach involves helping the client develop an alternative
story to the one that he or she believes to be the “true” story.
Such true stories often involve normative societal beliefs that
are devoid of the personal experiences of the individual or the

family. The individual or family often is troubled by such true
stories; hence, developing alternative stories serves as the
curative factor.

Therapeutic Conversations Approach

According to the therapeutic conversations approach of
Anderson and Goolishian, alternatively called narrative
therapy, a collaborative conversation is not possible if the
therapist takes the position of the expert (Anderson &
Goolishian, 1988). Hence, the family therapist must approach
the therapeutic situation from the position of not knowing, or
“a kind of deliberate ignorance” (Hoffman, 1993, p. 127).
Family members are encouraged to tell their story, and the ex-
pertise of both the therapist and the family members is utilized
to resolve the family’s problems. According to this model, the
system does not create the problem; instead, the problem
defines the system: “the system consists of a conversation or
meaning system organized around the problem” (Becvar &
Becvar, 1996, p. 287). For other second-order cybernetics
models, such as Keeney’s (1990) improvisational therapy and
Flemons’s (1991) relational orientation to therapy, see Becvar
and Becvar (1996).

Postmodern and Social Constructionist Approaches

Postmodern and social constructionist family therapies are
relatively new approaches. These treatments move away
from a systems view of the family, emphasizing individual
experiences and viewpoints as well as the family’s interac-
tions with larger systems (Gergen, 1985). Language is used
to construct subjectively a story that includes the family’s
view of reality. Problems are viewed as stories that families
agree to tell about themselves.

A major concept underlying these therapies is that there
are no fixed truths in the world, only multiple perspectives of
reality. As such, the therapist encourages the family to define
the goals of treatment. Postmodern therapists assume a col-
laborative role in the treatment and engage in therapeutic
conversation with families to help them construct new mean-
ing and understanding. The therapist helps the family recon-
struct its story to include new interpretations of behavior that
in turn encourage the development of new behaviors and
solutions to problems.

Integrative Models

The family therapy approaches covered so far can be viewed
as being of relatively pure form, that is, one theoretical system
per approach. More recently, however, integrative approaches
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have gained prominence (Carlson, Sperry, & Lewis, 1997).
Even a cursory review of recent writing and clinical practice
reveals how completely transformed the field of family ther-
apy has become by the integrationist movement. This para-
digm shift toward integration has evolved from many sources
(Lebow, 1997). Integration occurs at the conceptual level,
theoretical level, level of strategy or technique, and level of
intervention.

Most of the efforts combine systems, psychodynamic,
and behavioral conceptualizations (e.g., Feldman, 1992;
Kirschner & Kirschner, 1986; Nichols, 1987, 1995; Pinsof,
1995; Wachtel & Wachtel, 1986). Other efforts mix here-
and-now, transgenerational, and ecosystemic approaches
(Seaburn, Landau-Stanton, & Horwitz, 1995). Narrative and
strategic (Eron & Lund, 1993), strategic and behavioral
(Duncan & Parks, 1988), experiential and systemic (Greenberg
& Johnson, 1988), and structural and strategic (Liddle, 1984)
are further examples of integrative models. Other leaders have
focused on combination of treatment perspectives in the de-
velopment of interventions for specific populations, such as
intimate partner violence, substance abuse, sexual dysfunc-
tion, medical problems in a family member, and various forms
of child and adolescent psychopathology (for a review, see
Lebow, 1997). In addition, some authors have utilized an inte-
grative approach for working with families from specific cul-
tures (Boyd-Franklin, 1989; Boyd-Franklin & Bry, 2000;
Falicov, 1998; Hardy, 1994).

Although the majority of integrative models involve the
combination of two systems of marital and family therapy,
most truly integrative approaches involve the combination of
more than two systems. The following are a few examples of
integrative, multisystemic family therapy models that include
more than two models.

Feldman (1992) was one of the first to propose a multisys-
temic, integrative approach that combines psychodynamic,
cognitive, behavioral, and family systems perspectives. He
offered a model for determining how individual and family
therapy can best be utilized in the treatment of a particular in-
dividual, couple, or family. Central in his approach is a de-
tailed assessment of interpersonal and intrapsychic processes
that involves individual, family, and family subgroup inter-
views. Based on those interviews, a formulation is derived
and shared with the family. The ensuing treatment, which is
determined collaboratively with the family, may involve all
of psychodynamic, cognitive, behavioral, and family systems
interventions.

Walsh’s integrative family therapy approach is goal-
directed and structured, typically lasts 10 sessions, and in-
volves actively soliciting the family’s involvement (Walsh,
1991). Central in Walsh’s approach is an integrative evaluation

of family structure, roles, communication patterns, percep-
tions, themes related to problems, and personality dynamics of
key individuals. The integrative aspect of this model is readily
recognizable because the family structure factors are based on
Minuchin’s work, the communication and perception factor is
derived from Satir’s work on communication and information
processing, and the individual dynamics factor is influenced by
Ackerman’s work. Indeed, Walsh placed a great deal of empha-
sis on working with individual personality dynamics and rec-
ommended that the integrative family therapist espouse both an
individual psychotherapeutic and an integrative family therapy
model.

CULTURALLY COMPETENT FAMILY THERAPY

As the demography of the United States has shifted, a grow-
ing body of literature addressing culturally competent family
therapy has emerged (e.g., Ariel, 1999; McGoldrick et al.,
1996; Piercy, Sprenkle, & Wetchler, 1996). As a result of the
shifting demography, family therapists and theorists have di-
rected their attentions to the diverse cultural contexts that their
clients represent and have begun to focus on the impact of
their own culture and their clients’ culture on therapeutic
process and outcome (Celano & Kaslow, 2000; Falicov, 1998;
Kaslow, Celano, & Dreelin, 1995; Kaslow, Loundy, & Wood,
1998; McGoldrick, 1998; McGoldrick et al., 1996). Family
therapists have come to understand that while family ther-
apy theories reflect the culture in which they were developed,
their clients do not always represent the same or even similar
culture. As a result, therapists have come to appreciate that
understanding the family’s sociocultural and ecological
context is essential for interpreting the meaning and function
of family members’ behavior and interactional patterns and
for developing appropriate interventions (Tharp, 1991). The
effectiveness of family therapy is increased when therapists
recognize the dynamic interaction of cultural, individual, and
family factors, including one’s own ethnicity (actual and self-
defined), the familial culture of origin, the culture in which
the family is embedded, and the cultural groups with whom
the family interacts (Szapocznik & Kurtines, 1993).

Ideally, the structure of family therapy is codetermined by
cultural considerations combined with the therapist’s theoreti-
cal orientation. Therapists treating families from culturally di-
verse backgrounds must incorporate flexibility into their work.
Flexibility in therapy structure and format is warranted given
the differential help-seeking patterns found among many
families from ethnic minority groups (McGoldrick et al.,
1996). Additional adaptations include varying the length and
frequency of sessions, accepting the changing composition
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of family and nonfamilial participants in sessions, conducting
family sessions in community settings or the family’s home,
and offering a gradual or delayed termination. Therapeutic
goals are influenced by several cultural variables, including
the role of authority (collaborative vs. hierarchical), decision-
making processes (e.g., by whom and how implemented),
perceptions of the cause of the problem (e.g., external, such as
society, vs. intrafamilial, such as in-law difficulties, vs. inter-
nal, such as hormonal imbalances), meaning attributed to the
problem, possible solutions for the problem (e.g., acceptable
interventions), and therapist’s and family’s values (Celano &
Kaslow, 2000; Kaslow et al., 1995, 1998).

Though there may be techniques and considerations
unique to a particular cultural group, there are general guide-
lines and skills that are useful to incorporate into any cultur-
ally competent family therapy treatment. The therapist should
endeavor to assess the importance of ethnicity and race to
clients and families. This will allow the therapist to validate
and empower clients within the appropriate cultural frame-
work. In families where difficulties in cultural adaptation are
associated with the presenting problem, the therapist should
ensure that cultural concerns are made explicit rather than
avoided. Placing a problem within the appropriate cultural
context can enable a family to deconstruct problems as con-
textual rather than internal (Piercy et al., 1996). On the other
hand, the therapist should also be aware of the attempts of
some families to use culture as a defense against pain or a jus-
tification for resistance in the treatment.

Family therapists should work to create an atmosphere in
which families feel that their culture is respected (Piercy et al.,
1996). Sharing the same cultural background as the family in
treatment does not ensure the creation of such an atmosphere,
nor does coming from a different cultural background have to
interfere with the creation of therapeutic comfort and safety.
There are advantages and disadvantages in being in the same
ethnic group as the client. Although there may be a natural
rapport on which to build, there may also be overidentifica-
tion with the family.

Another consideration in the conduct of culturally compe-
tent family therapy is the development of the therapeutic al-
liance. The family therapist is most effective in joining with
the family if he or she exhibits an awareness of the family’s
culturally determined rules, roles, structure, communication,
and problem-solving patterns (Sue & Zane, 1987). In addi-
tion, the family’s structure and motivation for treatment, the
family’s and the therapist’s own cultural contexts, and the cul-
tural context that they cocreate influence the nature of the
therapeutic alliance. Attention to joining is particularly im-
portant with families from ethnic minority groups given their
increased risk for attrition from treatment (e.g., Kazdin,
Stolar, & Marciano, 1995).

GENDER-SENSITIVE APPROACHES
TO FAMILY THERAPY

Gender-sensitive models are relative newcomers to the family
therapy field. Although feminist critiques of other disciplines
appeared in the 1960s, it was not until the late 1970s to early
1980s that they began to appear in the family therapy litera-
ture (e.g., Avis, 1985; Goldner, 1985; Hare-Mustin, 1978).
Feminist models became more common in the late 1980s as
theorists began developing new models of family therapy that
considered gender as a major contextual factor (Ault-Riche,
1986; Avis, 1996; Bograd, 1991; Goodrich, Rampage,
Ellman, & Halstead, 1988; Kaslow & Carter, 1991; Levant &
Silverstein, 2001; McGoldrick, Anderson, & Walsh, 1988;
Walters, Carter, Papp, & Silverstein, 1988). Literature ad-
dressing working with men in family therapy began to emerge
in the 1990s (Bograd, 1991; Meth & Pasick, 1990).

In general, feminist approaches seek to underscore power
imbalances; to highlight gender differences in relation to inti-
mate relationships, parenting, and extended family relation-
ships; and to discontinue social conditions that contribute
to the maintenance of gender-prescribed behaviors (Avis,
1996). Such approaches also emphasize egalitarian relation-
ships and the multiplicity of roles that men and women have in
relationships. A major focus of male-oriented models of fam-
ily therapy is the multiple images and roles of men (Bograd,
1990; Levant & Silverstein, 2001; Meth & Pasick, 1990;
Philpot, Brooks, Lusterman, & Nutt, 1997). Such treatment
seeks to support men as they value feelings related to their
partners, children, and families of origin (Meth & Pasick,
1990). Male-oriented family therapy generally deemphasizes
power, control, competition, and money in exchange for focus
on the aforementioned topics. In general, interventions de-
signed to acknowledge the importance of gender issues in
family treatment should focus at least on the following steps:
assessing the distribution of responsibility within the relation-
ship, promoting shared responsibility between men and
women, and addressing the balance of power within the rela-
tionship (Avis, 1996; Meth & Pasick, 1990).

SPECIFIC APPLICATIONS

Medical Family Therapy

Most families will face the challenge of chronic medical ill-
ness or disability at some point during the family life cycle.
Illness and disability in elderly members may be anticipated
but can be disruptive to family routines and relationships.
Other families are confronted with illness or disability at un-
expected times, such as when a family member is young or
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has a role of responsibility in the family. Given the demands
of caring for an ill family member, a chronic illness can be-
come a central organizing principle in the family. If the family
becomes too rigidly organized around maintenance of the
chronic illness, transitions in the family’s development may
be impeded (Reiss, Steinglass, & Howe, 1993). Nonillness
family priorities may be suppressed, and normative family de-
velopmental issues can be ignored (Gonzalez, Steinglass, &
Reiss, 1989).

Rolland (1994) discussed several aspects of chronic
illness to be considered when examining the relation be-
tween family functioning and chronic illness: onset, course,
outcome, type and degree of incapacitation, and degree of
uncertainty. Illnesses with a gradual onset call for more mea-
sured alterations in family routines and structure than do
those with a sudden onset. Families differ in their ability to
mobilize rapidly when faced with sudden changes and to tol-
erate uncertainty over a prolonged period. The course of an
illness can take one of three forms: progressive, constant, or
relapsing or episodic. With a progressive illness, demands on
the family continue to change over time. When the course is
episodic, the demands of the illness require flexibility within
the family. A constant course does not call for as many
changes in demands on the family, but there is still the poten-
tial for exhaustion of resources and emotional strength. The
outcome of chronic illnesses differentially affect family func-
tioning due to varying degrees of anticipatory loss. Some ill-
nesses have a more constant course with little chance of
shortening an individual’s life, whereas other illnesses follow
a progressive course that almost certainly results in death.
When faced with a fatal outcome, families experience grief
and the expected loss of a family relationship, as they must
adapt to the demands of the illness. The degree of incapacita-
tion has a tremendous impact on families due to increased
dependency of a family member, role changes within the
family, and possibly social stigma. Rolland also emphasized
the added difficulty of coping with illnesses that involve a
high degree of uncertainty. The demands of constant adapta-
tion and problem solving can exhaust the resources of even
the most flexible families.

The family therapist’s role with a family facing chronic
medical illness may be to help the family find a place for the
illness while working to maintain preillness family goals,
routines, and rituals. The therapist must work to understand
the demands of an illness and respect the family’s need to be
highly focused on illness tasks at certain times. At the same
time, the therapist should help the family become aware of
how illness demands can interfere with family and individual
development. When working with families in which a mem-
ber has a medical illness, it is recommended that a model of
collaborative family health care be adopted in which family

therapists collaborate with other professionals, the family,
and the patient in order to coordinate care for the benefit of
the patient and family (McDaniel, Hepworth, & Doherty,
1992).

Substance Abuse

Given the tremendous negative impact of substance abuse and
dependence on the lives of individuals, families, communities,
and nations, prevention and intervention efforts have gained
prominence on the national agenda. Substance abuse treat-
ments have varied, extending from outpatient drug rehabilita-
tion treatments to outpatient biological interventions (e.g.,
methadone treatment for heroin abusers) to inpatient thera-
pies. For a number of reasons, delineated later, family therapy
is an important and empirically supported therapeutic modal-
ity in the treatment of substance abuse (Edwards & Steinglass,
1995; Piercy et al., 1996).

Family therapy can be invaluable in substance abuse treat-
ment because many substance abusers continue to desire a
relationship with their families. However, due to behaviors
related to substance abuse, family ties may be so strained that
the abuser often is left without much remaining social sup-
port. In the life of a substance-dependent individual, the
inability to go back home or to enjoy the support of family
members is often synonymous with poor prognosis. Family
therapy can be useful in helping to reconcile strained rela-
tionships and reestablishing family support for the patient. In
addition to providing general support, the family can encour-
age the patient in the process of change and address other
psychological difficulties such as depression (Piercy et al.,
1996). Moreover, a family’s active involvement in therapy is
likely to motivate the individual with a substance abuse prob-
lem to engage in treatment, reducing the possibility of early
termination or relapse.

Family therapy also can be very effective in addressing
codependent behaviors that often are present in the families
of substance abusers. The abuser uses substances, but his or
her family members often engage in behaviors directly re-
lated to substance abuse. It is in this way that family members
can fall into codependent patterns (Bernheim, 1997). Hence,
substance abuse is a systemic mental health problem. Family
therapy can help address such systemic issues, which go
beyond the identified patient and may prolong or sustain the
addictive behavior.

Family Violence

Many family relationships are plagued by family violence, in-
cluding child maltreatment (e.g., physical, sexual, and emo-
tional abuse and neglect), intimate partner violence, and elder
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abuse. Given the severity, destructiveness, and pernicious na-
ture of these problems, family therapists should be aware of
key treatment issues: recognizing the need for safety within
the family, focusing on individual responsibility, and ac-
knowledging the role of culture in encouraging violent and
abusive behavior (Carlson et al., 1997). Safety is the primary
goal of any treatment where violence is present. When chil-
dren or elderly family members are involved, mandatory
reporting and involvement of the police or the appropriate
government agency is the first step.

Although many people, including advocates, argue
strongly against the use of couples therapy in cases of intimate
partner violence, some therapists underscore the value of such
an approach (e.g., Brooks, 1990; Geffner, Barrett, & Rossman,
1995; Hansen & Harway, 1993; Harway & Hansen, 1994;
Mantooth, Geffner, Franks, & Patrick, 1987). The basic as-
sumptions of this work are as follows: Each person is respon-
sible for his or her behavior; batterers have the ability to stop
the abusiveness; violence and intimidation are unacceptable;
the clients have the resources to change their behaviors and the
relationship; and the couples therapist can facilitate and moti-
vate the couple in this process (Geffner et al., 1995). Treatment
involves a thorough assessment of the relationship violence,
relational dynamics, a determination of the appropriateness of
couples therapy, a no-violence contract, and safety planning.
The first stage of the therapy teaches the couple cognitive and
behavioral skills to stop the violent behavior or defend against
it and to address the emotions accompanying these changes.
This includes anger management, behavioral controls, stress
and anxiety management, addressing social roots of aggres-
sion, and developing plans for problematic substance use.
The second stage emphasizes identifying intergenerational
and social messages affecting the relationship and the working
through of the emotional, cognitive, and behavioral conse-
quences of these messages. Communication training, as-
sertiveness and social skills training, conflict resolution and
problem-solving training, skills in affect regulation, cognitive
restructuring, and strategies to enhance self-esteem are also
focal during this phase. The third stage includes an examina-
tion of the relationship and the decision whether to separate
without violence or improve the relationship. In either case,
couples therapy is used to help with the process. If the choice
is to remain together, this work entails an in-depth analysis of
power dynamics, expression of feelings with the goal of in-
creased intimacy, and relapse prevention. In the final stage, the
resolution stage, the treatment process comes to an end, and a
long-term follow-up period begins.

Many therapists are also opposed to family treatment for
childhood maltreatment. However, some family therapists
have developed family-oriented treatment approaches for

child abuse. For example, Barrett, Trepper, and Fish (1990)
and Trepper and Barrett (1986) developed a comprehensive
approach for the treatment of intrafamilial sexual abuse of
children. In this model, the child’s well-being is paramount,
and the cessation of abuse is the primary treatment goal. Sys-
temic approaches are used to equalize power in the family.
The goal of the offender is to end his or her denial, engage in
a nurturing role as a parent, and become actively involved in
a sexual relationship with an age-appropriate partner. Their
multiple systems model asserts that abuse results from a com-
bination of external, family, and internal systems. They argue
that attributing blame is insufficient and that other contribut-
ing factors must be examined for long-term change to occur.
Although aware of the complexities of a family model for the
treatment of intrafamilial sexual abuse, they advocate the use
of conjoint treatment in conjunction with individual therapy
for each family member, as well as addressing larger social
systems. As another example of a family-oriented treatment
for child maltreatment, Henggeler and colleagues have found
that both multisystemic therapy and parent training are useful
in the treatment of child abuse and neglect (Brunk,
Henggeler, & Whelan, 1987).

Understanding the role of the cultural context in which
families exist is of the utmost importance in cases of family vi-
olence (Brooks, 1990; Carlson et al., 1997). Feminist theorists
suggest that acknowledging the effects of patriarchal culture
on men and women can provide therapists with a more com-
prehensive understanding of the experiences of the family sys-
tem (Walker, 1979). Theorists who work with men highlight
the importance of understanding the ways that men have been
socialized to use violence in their lives (Brooks, 1990). Thera-
pists should pay attention to the myriad factors from the larger
social system that contribute to and often exacerbate violence
and abuse in couples and families. These factors often inten-
sify and complicate the situations that present in treatment.

FAMILY THERAPY RESEARCH

Similar to current trends in individual therapy research, ad-
vances in family therapy research have focused away from
theoretical debates and toward empirical validations. The
task of empirically validating family therapy has not been an
easy one, and it continues to pose challenges. At the core of
the difficulty lie some very basic questions: What constitutes
a family? What is the domain of family therapy (Lebow &
Gurman, 1995)? Should research focus primarily on tradi-
tional systems-focused family therapy, or is it acceptable to
include family therapy approaches designed to help an indi-
vidual client with his or her particular problems within a
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family therapy context (Baucom, Shohan, Mueser, Daiuto, &
Stickle, 1998)? Should claims about the efficacy and effec-
tiveness of family interventions be made when family ther-
apy is the only therapeutic modality, or can such claims
be made even in situations where family interventions are a
part of a more comprehensive therapeutic approach (Pinsof,
Wynne, & Hambright, 1996)? One can see that with such
basic questions in setting the stage for research, methodolog-
ical and statistical difficulties often pose a substantial, but
only secondary, set of challenges.

To address some of these challenges, the trend in family
therapy research has been to provide definitions up front as to
how certain parameters are defined for the particular study.
Likewise, review articles and meta-analyses typically explain
how the investigators went about setting the stage for their
analyses, describing their logic of why certain articles were
included and others were excluded. There is often a definition
of terms and a description of the criteria used to conduct the
review or the meta-analyses (e.g., Pinsof, 1989; Pinsof et al.,
1996). Recent methodologically well-designed reviews and
meta-analyses of the family therapy research literature con-
clude that family therapy works (Dunn & Schwebel, 1995;
Lebow & Gurman, 1995; Pinsof & Wynne, 1995; Pinsof
et al., 1996; Shadish et al., 1993; Shadish, Ragsdale, Glaser,
& Montgomery, 1995). The results also indicate that when
comparing family therapy to no-treatment control groups, pa-
tients receiving family therapy do significantly better (statis-
tically) at termination and follow-up. Pinsof et al. (1996)
further delineated that when family therapy is used to treat a
particular disorder, research results have revealed that the fol-
lowing disorders consistently responded well to family ther-
apy treatment as compared to no-treatment controls: adult
schizophrenia, adult alcoholism, dementia, cardiovascular
risk factors in adults, adult and adolescent drug abuse, ado-
lescent conduct disorders, adolescent anorexia of less than
3 years duration, adolescent and childhood obesity, childhood
conduct disorders, childhood autism, chronic physical illness
in children, and aggressive and noncompliance symptoms as-
sociated with ADHD (Pinsof et al., 1996). The investigators
also pointed out the efficacy of couples therapy for the fol-
lowing disorders: marital distress and conflict, obesity, hy-
pertension, and depressed women in distressed marriages.

Pinsof et al. (1996) focused next on comparing family
therapy to alternative treatments. They concluded that when
compared with medication treatment alone or with individual
or group therapy, family therapy is a superior therapeutic
modality for the following disorders and problems: adult
schizophrenia, alcoholism, dementia, cardiovascular risk fac-
tors, adult and adolescent drug abuse, adolescent conduct dis-
order, childhood autism, and aggression and noncompliance

in ADHD. The authors also asserted that one of the strongest
and most consistent findings about the superiority of any
form of family therapy is in the application of psychoedu-
cational family treatment of schizophrenia (Goldstein &
Miklowitz, 1995; Pinsof et al., 1996). There is also growing
evidence that in the treatment of childhood anxiety disorders,
family therapy is superior to alternative treatments (Barrett,
Dadds, & Rapee, 1996). Pinsof et al. (1996) also concluded
that couples therapy is a superior therapeutic modality for de-
pressed women in distressed relationships and for marital
conflict and distress.

There is also a burgeoning and impressive body of re-
search supporting the effectiveness of multisystemic family
therapy for various family problems including juvenile of-
fenders, adolescent sexual offenders, and substance abuse
(e.g., Henggeler, Melton, Brondino, Scherer, & Hanley,
1997; Pickrel & Henggeler, 1996; Swenson, Henggeler,
Schoenwald, Kaufman, & Randall, 1998). In addition, multi-
systemic family therapy is a more cost-effective treatment
modality than individual therapy, hospitalization, incarcera-
tion, or standard treatments not involving the family
(Hengeller, Melton, & Smith, 1992; Hengeller et al., 1999;
Pinsof et al., 1996).

Pinsof et al. (1996) concluded that the available research
does not support the notion than any particular family therapy
is superior to any other form. Citing meta-analysis findings by
Shadish et al. (1995), the authors stated that Shadish et al. “con-
cluded that if all studies were comparably designed and imple-
mented, orientation differences might disappear, suggesting
that orientation outcome differences in meta-analyses may
well be primarily a function of the quality of the research, as
opposed to the quality of the therapies under investigation”
(Pinsof et al., 1996, p. 325). Other investigators also point out
that while research findings often support the efficacy of one
treatment modality, the lack of outcome research or the scarcity
of carefully designed studies makes it difficult to form con-
clusions about the superiority of one approach over another
(Baucom et al., 1998; Dunn & Schwebel, 1995). Nonetheless,
Pinsof et al. recognized that the failure of research findings to
provide evidence in support of particular orientation differ-
ences is not proof that such differences do not exist.

FUTURE DIRECTIONS

Practice

Much of what has been discussed up to now has revolved
around the development and evolution of the field of family
therapy. However, at the beginning of the twenty-first century
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it seems important to ask the question, What is the future
of family therapy? Goldenberg and Goldenberg (1999) de-
lineated several topics in answering this question. The first
involves a discussion of postmodern outlooks in family ther-
apy. Postmodern philosophy challenges the modernist notion
of the existence of an absolute reality that can be explained
through cause-and-effect terms and measured by a detached
observer. Instead, the postmodernist view postulates that
truth is relative and that there are a variety of subjective be-
liefs in how the world really operates. Hence, truth and real-
ity are relative and dynamic as opposed to absolute and static.
The implication of the postmodernist approach to family
therapy is that the previous beliefs about what constitutes
family dysfunction and subsequent treatments are chal-
lenged. The role of the therapist is changed from one who has
the knowledge to diagnose and treat to one whose job is to
help the family recognize how its belief systems have created
their own reality. The therapeutic impact of such an approach
comes from the family’s realization that the system of beliefs
that has helped family members find meaning in their lives
and construct their version of reality has also limited their op-
tions. The implication of the fact that there are multiple ways
of viewing reality is that there are myriad ways of under-
standing assumptions, interactions, problems, and impasses.
Such a realization has the potential of paving the way for
adopting behavioral choices different from the ones that have
led the family to the current state of problems. Therefore, the
postmodernist, social constructionist approach has profound
consequences for the practice of family therapy for several
reasons: The therapist is permitted to be a nonexpert; there is
a tremendous acceptance of eclecticism; there is an increased
recognition of the need to recognize and address diversity is-
sues; and family members and therapists are empowered by
believing that the situation is changeable.

Future directions in the practice of family therapy will also
be impacted by population diversity and multiculturalism.
The fact that the population of North America is becoming in-
creasingly diverse, both in terms of racial and ethnic makeup
as well as socioeconomic and other cultural factors, is likely to
force the field to adopt a more diverse and inclusive approach
to the definition of family systems, the etiology of family dys-
function, beliefs about what constitutes dysfunction, and ap-
propriate interventions given the diversity of belief systems.
The multicultural view emphasizes the importance of the ther-
apist’s learning about the family’s culture, the cultural back-
ground of family members, the culture of the agency where
the therapist practices, and the dominant culture in which
the therapist and the client family are working together. Once
again, a multisystemic, integrative, and postmodernist ap-
proach is likely to be adopted in addressing those issues.

Gender-sensitive family therapy is another area that is
likely to receive more prominence in the future of family
therapy practice. Brooks (1996) noted that at the turn of the
century, women and men are facing a period of profound
gender role strain, putting into question traditional gender
formulations. Hence, one challenge for family therapy is to
address how client families could be helped to arrive at gen-
der equity. To that end, Brooks encouraged family therapists
to move beyond a stance of neutrality because to adopt such
a stance is likely to perpetuate the society’s traditional gender
messages.

Goldenberg and Goldenberg (1999) also addressed the
issue of same-sex coupling as a topic that needs to be ad-
dressed in the future of the field. As gay and lesbian partners
have become more visible, family therapists, as well as many
others, have become more aware of their own views and be-
liefs about the definition of what constitutes a family. Partic-
ular issues faced by same-sex couples and their families will
need to be delineated, researched, and understood, and thera-
peutic approaches that are sensitive and effective in gay and
lesbian families need to be recognized and adopted.

As the demographics and family constellations change in
the United States, a number of family issues deserve greater at-
tention in the next decade. These include the interface of fam-
ily and work, family business consultation, the involvement of
the family with the legal system, families with a member with
a disability, families with adopted children (e.g., intercultural
adoptions, same-sex adoptions), couples experiencing infer-
tility, and elderly couples.

Research

The past decade has seen an unprecedented flurry of activity
on empirically supported family therapy outcome research,
reviews of such research, and meta-analyses evaluating such
research (e.g., Baucom et al., 1998; Diamond, Serrano,
Dickey, & Sonis, 1996; Dunn & Schwebel, 1995; Estrada &
Pinsof, 1995; Hampson & Beavers, 1996; Lebow & Gurman,
1995; Pinsof et al., 1996; Pinsof & Wynne, 1995; Shadish
et al., 1993). While there is a tremendous need for further
outcome research, there have been substantial advances to
date as well. To go forward, it is important to recognize con-
clusions that can be drawn definitively about the efficacy and
effectiveness of family therapy at this point in time; not doing
so can amount to the proverbial reinventing of the wheel.

It has been argued that given the available outcome stud-
ies, we can conclude that further research comparing any
form of family therapy with a no-treatment control condi-
tion, in order to show the efficacy of family therapy, is war-
ranted only for disorders and problems that have not been
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studied so far. That is because we can conclude that for dis-
orders and problems that have been studied up to now, the
basic efficacy of family therapy has been proven (Lebow &
Gurman, 1995; Pinsof & Wynne, 1995; Pinsof et al., 1996).
So where do we go from here? It is time to determine what
approaches are most effective in promoting specific types
of changes, what approaches are useful to families from
specific backgrounds, what processes unfold in each family
therapy approach to sessions, and how the various ap-
proaches relate to particular outcomes from particular groups
of clients who live in particular kinds of family units (Dunn
& Schwebel, 1995). In addition, it is imperative that studies
examine the efficacy of therapeutic approaches with individ-
uals from other countries, ethnic-minority families within
the United States, and sexually diverse families. Further, re-
search must be conducted that focuses both on specific prob-
lems and comorbid conditions (e.g., families with a member
with a comorbid schizophrenia spectrum disorder and sub-
stance abuse problem; Baucom et al., 1998; Pinsof et al.,
1996). In addition, more research should be conducted with
integrative models, as these are most commonly practiced
within the community. Answers to the aforementioned ques-
tions and issues may be fruitfully found in effectiveness, ef-
ficacy, and dismantling and longitudinal research designs.
Qualitative, as well as the traditional quantitative, research
designs are important and will yield valuable insights
(Lawson & Prevatt, 1999). These studies must better define,
operationalize, and measure various forms of family therapy
and address the cost effectiveness of family therapy (Pinsof
et al., 1996). Further research addressing these recommenda-
tions will no doubt advance the field of family therapy in the
current decade and beyond.
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Interest in the conduct and effectiveness of child and adoles-
cent psychotherapy is a relatively recent event in the mental
health treatment literature (e.g., Kazdin, Siegel & Bass, 1992;
Kendall & Morris, 1991; Morris & Kratochwill, 1998c).
Unlike the adult psychotherapy literature and related writ-
ings, which can be traced back to ancient times, the child and
adolescent psychotherapy literature can be traced with any
certainty only to the early twentieth century (e.g., Kanner,
1948; Kratochwill & Morris, 1993; Morris & Kratochwill,
1998b). The one notable exception involves research on
those children who have been diagnosed as having a devel-
opmental disability such as mental retardation or autism.
For these children, the child treatment literature can be traced
to the work of Jean Itard in France and his attempts in
the early 1790s to educate the “Wild Boy of Aveyron” (Itard,
1962; Morris, 1985).

The developments in the early twentieth century that con-
tributed substantially to our present-day emphasis on child
and adolescent psychotherapy were the following: (a) the
mental hygiene/mental health movement in the early to mid-
1900s, as well as the early-1900s advocacy work of Clifford
Beers (1908), which focused on improving psychiatric ser-
vices for people having emotional problems; (b) the intro-
duction of dynamic psychiatry and Sigmund Freud’s (1909)

detailed case of “Little Hans,” as well as the psychoanalytic
play therapy work in the 1920s and 1930s of Melanie Klein
and Freud’s daughter, Anna Freud, and Anna Freud’s edited
book series (with Heinz Hartmann & Ernst Kris) beginning in
1945, The Psychoanalytic Study of the Child; (c) the intelli-
gence testing movement begun by Alfred Binet in France
in the early 1900s; (d) the establishment of child welfare
professional associations in the 1920s (e.g., the Council for
Exceptional Children and the American Orthopsychiatry
Association), as well as the formation at a much earlier time
of the Association of Medical Officers of American Institu-
tions for Idiots and Feebleminded (circa 1876; currently
named the American Association on Mental Retardation);
(e) individualized instruction and special education classes
for mentally and emotionally disabled students, with the first
teacher-training programs established for the latter students
in the early 1910s in Michigan; and (f) the establishment of
child guidance clinics throughout the United States in the
early to mid-1900s (e.g., Kanner, 1948; Kauffman, 1981;
Morris & Kratochwill, 1998b).

Other developments influencing our present day psy-
chotherapy approaches with children and adolescents were
quite different from the psychoanalytic emphases of Sigmund
and Anna Freud and Melanie Klein. One development dates
back almost as far as Freud’s psychoanalysis but has its ori-
gins in the experimental psychology laboratory. This therapy
approach became known as behavior therapy or behavior
modification and was based on psychological theories of
learning and conditioning (see, e.g., Bandura, 1969; Bandura
& Waters, 1963; Hull, 1943; Mowrer, 1960; Pavlov, 1927;
Skinner, 1938, 1953; Thorndike, 1913, 1931).

Preparation of this chapter was supported in part by the David and
Minnie Meyerson Foundation’s Project on Research, Advocacy, and
Policy Studies on Disability at the University of Arizona. The au-
thors wish to acknowledge the contribution of Mary Lucker to the
word processing of this chapter. Portions of this chapter are based in
part on R. J. Morris and Y. P. Morris (2000).
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Two studies involving behavioral approaches gained early
recognition for their attempts to understand and treat chil-
dren’s behavior disorders and each, like Freud’s Little Hans
case study, focused on children’s fears. The first case study
was by Watson and Raynor (1920), who investigated the
development of fear in an 11-month-old boy named Little
Albert; the second case study, by Jones (1924), involved
the treatment of a fear in a 3-year-old boy named Peter.

A second nonpsychoanalytic development that impacted
our present day approaches to child and adolescent therapy
took place in the early 1940s. This new development was
advocated by such writers as Frederick Allen (1942) and
Virginia Axline (1947) and incorporated the psychoanalytic
emphasis on the therapeutic relationship but deemphasized
Freud’s conceptualization of the unconscious and its role in
explaining children’s verbalizations and related play activi-
ties. In addition, unlike Freudian approaches, these writers
emphasized the child’s or adolescent’s present life reality
instead of his or her past experiences as the central focus
of therapy. The emphasis, therefore, of these relationship
therapy approaches was on providing the child with a warm,
accepting, and permissive therapeutic environment in which
few limitations were placed on him or her. By providing
these “necessary” relationship and environmental conditions
within the therapeutic setting, Allen, Axline, and others be-
lieved that the child or adolescent client would be provided
with the opportunity to reach his or her highest level of psy-
chological growth and mental health. Axline’s writings fol-
lowed the client-centered approach of Carl Rogers (1942),
and Allen’s therapeutic procedures were more consistent with
an ecological perspective and the emerging area of social
psychiatry.

In this chapter we present an overview of four major ther-
apeutic approaches that are currently discussed in the child
and adolescent psychotherapy literature (see, e.g., D’Amato
& Rothlisberg, 1997; Kratochwill & Morris, 1993; Mash &
Barkley, 1989; Morris & Kratochwill, 1998c). These thera-
pies are behavior therapy and cognitive-behavioral therapy,
child psychoanalysis, Adlerian therapy, and client-centered
(humanistic) therapy. Before these therapies can be discussed
in any detail, however, certain issues need to be discussed re-
garding the conduct of child and adolescent psychotherapy.

ISSUES RELATED TO THE CONDUCT OF CHILD
AND ADOLESCENT PSYCHOTHERAPY

Although early work by Levitt (1957, 1963) suggested that
children and adolescents receiving “traditional” forms of
psychotherapy did not improve appreciably more than those

who did not receive treatment (i.e., approximately 66% of the
treated children and 73% of the untreated children were rated
as “improved”), a later meta-analysis by Casey and Berman
(1985) indicated that there was a significant effect size for
“treatment” (behavior therapy, psychodynamic therapy, or
client-centered therapy) when compared to the control condi-
tion. Casey and Berman also reported that for certain types of
outcome measures the behavior therapies were found to be
better than the nonbehavioral therapies, but when the type of
measure was controlled for, no differences were found in the
effectiveness of the various psychotherapies. Weisz, Weiss,
Alicke, and Klotz (1987), and Weisz, Weiss, Han, Granger,
and Morton (1995), on the other hand, found in their respec-
tive meta-analyses that the average outcome for those chil-
dren receiving a form of behavior therapy was appreciably
better than was that for children receiving a nonbehavior
therapy—with no particular behavior therapy procedure
being better than any other behavioral procedure. Findings
like these led Kazdin (1990) to conclude that “psychotherapy
appears to be more effective than no treatment” and that
“treatment differences, when evident, tend to favor behav-
ioral rather than nonbehavioral techniques” (p. 28). Kazdin
indicated that these meta-analytic studies highlighted the
fact that the number of studies utilizing behavioral and
cognitively based therapies outnumbered to a large extent
those child and adolescent therapy studies, which incorpo-
rated such procedures as psychodynamic and client-centered
approaches.

Research findings such as those from meta-analytic treat-
ment outcome studies, as well as those involving the direct
surveying of clinicians regarding treatment effectiveness
(e.g., Kazdin, Siegel, & Bass, 1992), have led some writers
to suggest—as has been discussed for more than 35 years in
the adult psychotherapy literature (see, e.g., Beutler, 1997;
Goldstein, Heller, & Sechrest, 1966; Huppert et al., 2001;
Kazdin, 1997; Paul, 1967)—that we can no longer answer the
question, “Is child or adolescent psychotherapy effective?”
Instead, we need to answer the question, “Is this particular
type of child or adolescent therapy effective for this type of
child or adolescent, having this presenting problem, from this
family structure and background experiences, with this type
of therapist, from this type of background, with therapy being
applied under these environmental conditions or con-
straints?” (see, e.g., Kazdin, 1990; Kendall & Morris, 1991;
Morris & Morris, 2000). It is interesting to realize that a sim-
ilar set of prescriptive questions in child psychotherapy was
posed more than 40 years ago by Heinicke and Goldman
(1960) but resulted in little or no subsequent therapy outcome
research. Specifically, Heinicke and Goldman stated, “The
question is no longer: Does therapy have an effect?—but
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rather: What changes can we observe in a certain kind of
child or family which can be attributed to involvement in a
certain kind of therapeutic interaction? Within this very
broad question, we can vary the nature of the child’s problem,
the [therapeutic] orientation of the therapist, the frequency of
the therapeutic contact, the length of the contact, the degree
of involvement of parents, etc.” (p. 492).

The success of child and adolescent therapies may also be
influenced by comorbidity factors. For example, will children
having attention-deficit/hyperactivity disorder (ADHD) im-
prove equally using the same therapy procedure whether or
not they have a comorbid diagnosis of conduct disorder? Or
will adolescents having a diagnosis of agoraphobia with
panic attacks improve as rapidly when receiving the same
therapy method independent of the presence or absence of a
comorbid diagnosis of dysthymia? Or will young adolescents
who have obsessive-compulsive disorder (OCD) improve
equally well with the same method of psychotherapy as will
those young adolescents who have OCD and school refusal?
Because few, if any, therapy outcome research studies exist
that address these types of comorbidity questions (see, e.g.,
Kendall, Brady, & Verduin, 2001), no definitive answers can
be given at this time. Although our current state of knowledge
of child and adolescent psychotherapy procedures has not yet
progressed to the point where specific prescriptive questions
such as those listed can be answered at this time, there have
nevertheless been some attempts in the literature to address
more general prescriptive questions (see, e.g., Barkley, 1990;
Bear, Minke, & Thomas, 1997; Kavale, Forness, & Walker,
1999; Morris & Kratochwill, 1998c).

The conduct of child or adolescent therapy is complicated
also by the fact that it is not always clear who is the client
(Kendall & Morris, 1991). Unlike psychotherapy with
adults, the child or adolescent is not typically the person
who initiates contact and an appointment with the clinician.
Moreover, the child or adolescent may not be the only per-
son who enters the therapist’s office for the first visit, and it
is rare that the child or adolescent pays for the therapy ser-
vices. In most cases, the child’s or adolescent’s parent or
guardian, teacher or other school personnel, or a representa-
tive of the juvenile justice system brings the “client” to the
therapist’s office, and it is one of these people (or, possible,
an agency representative) who will probably pay for the
therapist’s services. In addition, unlike in adult psychother-
apy, it is likely that one of these latter persons will have the
legal right to review the therapist’s session notes or request a
report on the child’s or adolescent’s progress in therapy,
therefore impacting the confidentiality between therapist and
client (Arambulla, DeKraai, & Sales, 1993; DeKraai, Sales,
& Hall, 1998). In addition, parents and teachers may believe

that the client is the child or adolescent and may thus become
somewhat concerned later in the therapy process if they are
asked to become integrally involved in the treatment plan
that is developed. Therefore, defining “who is the client”
early in the treatment program is important not only to reduce
confusion on the part of the various participants but also to
establish limits to confidentiality and establish who, other
than the therapist, will be participating in the child’s or ado-
lescent’s treatment plan. These types of decisions regarding
who is the client and what the therapy process entails
should only be made following a thorough intake assessment.
Each person included in the therapy process should then give
his or her consent to participate and specify the conditions
(within the legal constraints imposed by state and federal
laws) under which the therapist will be able to share each
participating client’s comments with the other participants
and the therapist will be able to share his or her own per-
spective with the participating persons (Arambulla et al.,
1993).

In terms of the therapeutic relationship, research in this
area still lags far behind the adult literature even though sev-
eral child therapy practices (e.g., child psychoanalytic ther-
apy and client-centered therapy) indicate that the therapeutic
relationship is at least a necessary condition for effecting pos-
itive behavior change. Kendall and Morris (1991) and Morris
and Nicholson (1993) noted that although such “therapist
variables” as therapist warmth, therapist empathy, model
similarity, therapist ethnicity, and therapist verbal encourage-
ment and physical contact have been discussed in the litera-
ture, as have such “client variables” as type of presenting
problem, pretreatment level of prosocial functioning, and
level of motivation, no firm conclusions can be made at this
time regarding the contribution of these factors to therapy
outcome. Moreover, a child’s or adolescent’s knowledge
of the absence (or limited nature) of confidentiality in psy-
chotherapy, although not yet studied, may influence therapy
outcome as well as the individual’s level of self-disclosure
during therapy (Kendall & Morris, 1991).

The personal beliefs and related values of the therapist
may also impact treatment outcome. The notion of therapist
values is not only related, for example, to such areas as the
cultural or ethnic values of the therapist vis-à-vis the client
(and the client’s family) or to the religious beliefs of the ther-
apist versus those of the client (and his or her family), but
also to situations in which the clinician sees the following in-
dividuals in psychotherapy: (a) gay or lesbian adolescents
who do not construe their current psychological difficulties
as related to their sexual preference, (b) a child or adolescent
who has tested positive for the human immunodeficiency
virus (HIV), (c) a child or adolescent who is living with



392 Child Psychotherapy

drug-addicted parents, and (d) a physically or sexually
abused child or adolescent who has been placed by the court
back into the home where the perpetrator lives (Morris &
Nicholson, 1993).

Little (or no) systematic research has been conducted on
the contribution of these different factors on the outcome
of child or adolescent psychotherapy or, for that matter, on
the contribution of therapeutic relationship factors to ther-
apy outcome. Instead, the literature has focused primarily on
treatment effectiveness studies (i.e., empirically supported
treatments) involving particular child or adolescent behavior
disorders, school- or parent-based treatments, and community-
based treatments (see, e.g., Morris & Kratochwill, 1998c;
Morris & Morris, 2000). Within the structure of these studies,
researchers have adopted the unspecified, undefined, and
untested working assumption that therapy should be con-
ducted within the framework of a sound therapeutic relation-
ship between the therapist and adolescent client (e.g., Kendall
& Morris, 1991; Morris & Morris, 2000). Consistent with this
assumption, the therapies described next also presume the
presence of a sound therapeutic relationship between the client
and therapist.

CHILD AND ADOLESCENT
PSYCHOTHERAPY METHODS

Behavior Therapy and Cognitive-Behavioral Therapy

Behavior therapy and cognitive-behavioral therapy ap-
proaches have their roots in the learning theory positions of
Ivan Pavlov (1927), B. F. Skinner (1938, 1953), Clark Hull
(1943), O. Hobart Mowrer (1960), and Albert Bandura
(1969, 1977; Bandura & Walters, 1963). These researchers’
respective theories of learning were tested and refined in ex-
perimental psychology laboratories during the previous cen-
tury. The research findings from these theories demonstrated
that people and animals behave in predictable ways and sug-
gested that there are principles that can explain the manner in
which people and animals behave. Researchers also found
that intervention procedures based on these theories of learn-
ing could be developed to change people’s behaviors (Morris,
1985). This largely laboratory-based research led, beginning
in the 1960s, to the application of this knowledge to more
practical or clinical areas such as behavior problems and
behavior disorders in children and adolescents (see, e.g.,
Bandura, 1969; Gardner, 1971; Graziano, 1971; Lovass &
Bucher, 1974; O’Leary & O’Leary, 1972). The findings from
this more clinically oriented research were encouraging and
led investigators and clinicians to expand their behaviorally

oriented treatment approaches to children and adolescents
having a variety of behavioral difficulties.

Behaviorally oriented treatment approaches follow a
general set of working assumptions (see, e.g., Kazdin, 1980;
Morris, 1976; Morris & Kratochwill, 1983b; Rimm &
Masters, 1979). First, it is assumed that children’s and ado-
lescents’ behavior problems are learned unless there is ge-
netic or biological evidence to the contrary. Second, behavior
problems are learned separately from (and independently of)
other behavior problems or related maladaptive behaviors
that the child or adolescent may manifest, unless there is ge-
netic or biological evidence or other objective data showing
that a given set of behaviors are interconnected or occur
together. Third, behavior problems are setting or situation
specific. This suggests that unless there is contradictory evi-
dence, it is assumed that a child’s or adolescent’s behavior
problems that are observed in one setting will not generalize
to other settings or situations. This is an important assumption
within the behavioral view because it forces the clinician to
look within the environmental setting where the behavior
problem occurred for possible reasons that contributed to the
performance of the behavior. It also encourages the clinician
to look into those settings where the behavior problem has not
occurred to determine what factors in these settings might be
preventing the behavior problem from being performed.

The fourth assumption refers to the position that the em-
phasis of therapy is on the here and now. This assumption di-
rects the clinician to focus on what is presently contributing to
the child’s behavior disorder or maladaptive behavior and to
identify what in the child’s present environment could be
modified that might effect a positive behavior change in the
child. The past history of the child, therefore, is important
only to assist the clinician in determining (a) which interven-
tion approaches have been effective or ineffective in the past
(settings similar to the current setting) in changing the child’s
behavioral difficulties; (b) whether the frequency, severity, or
duration of the behavior problem has gotten better or worse
over time; and (c) whether a pattern has developed over time
of the type of settings in which the behavior occurs on a regu-
lar basis (Morris & Morris, 1997). Behaviorally oriented ther-
apists do not deny that historical events have, in some way,
contributed to the development of the present behavior that
the child is demonstrating; however, they maintain that be-
cause such events took place in the past, they cannot presently
be manipulated unless the same causal (or maintaining) fac-
tors are still contributing to the child’s behavioral difficulties.
Historical causal events are therefore of low importance in the
formulation of a treatment plan and in the conduct of behavior
therapy and cognitive-behavioral therapy unless such events
are presently contributing to the child’s problem.
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The fifth assumption indicates that the goals of behavior
therapy and cognitive-behavioral therapy are specific. Because
behaviorally oriented therapists maintain that children’s and
adolescents’ behavior problems are learned in particular set-
tings and are specific to those situations, it follows that the
goals of therapy are specific—for example, the reduction of a
targeted behavior within a particular setting. Sixth, consistent
with the previous assumptions, unconscious factors play no
essential role in the development, maintenance, or treatment of
children’s and adolescents behavior disorders. Moreover, in-
sight is not necessary for changing a child’s or adolescent’s be-
havior problems. Because behaviorally oriented therapists do
not accept the belief that there are underlying unconscious
factors responsible for a child’s or adolescent’s behavior disor-
ders, it follows that they do not maintain that insight is a neces-
sary condition for effecting positive behavior change.

These latter assumptions represent a somewhat idealized
position regarding the conduct of behavior therapy and
cognitive-behavioral therapy. In actual practice, behaviorally
oriented therapists may agree with all or only some of these
assumptions.

The essential difference between behavior therapy and
cognitive-behavioral therapy methods is the emphasis on
the contribution of cognitive processes or private events as
mediators in the child’s or adolescent’s behavior change.
Specifically, in cognitive-behavioral therapy, the child’s or ado-
lescent’s thoughts, feelings, attributions, self-statements, and
other cognitive variables are viewed as important factors in ef-
fecting positive behavior change (e.g., Ellis & Wilde, 2002;
McReynolds, Morris, & Kratochwill, 1988; Meichenbaum,
1977; Ramirez, Kratochwill, & Morris, 1987). In contrast,
behavior therapy approaches typically focus on those directly
observable variables within the child’s or adolescent’s imme-
diate environmental setting that may be modified to effect
positive behavior change. This behaviorally oriented approach
is more consistent with the “applied behavior analysis” model
of learning of B. F. Skinner (1938, 1953), whereas the cogni-
tive-behavioral therapy approach is more consistent with
Bandura’s “social learning theory” (e.g., Bandura, 1969;
Bandura & Walters, 1963), Ellis’s “rational-emotive ther-
apy” (e.g., Ellis, 1962; Ellis & Wilde, 2002), and Beck’s “cog-
nitive therapy” (e.g., Beck, 1976), as well as the writings of
Meichenbaum (e.g., 1977), Karoly and Kanfer (1982),
Mahoney (1974), and Kendall (1991, 1994). Each behavioral
approach, however, shares the position that children’s and ado-
lescents’behavior problems are learned, are maintained by their
consequences, and can be modified using procedures based on
theories of learning.

The psychotherapy approaches most often used in
behavior therapy and cognitive-behavioral therapy with

children and adolescents involve the use of such contin-
gency management procedures as reinforcement methods
(including shaping, token economy program, schedules of
reinforcement, self-reinforcement, contingency contracting,
differential reinforcement of other behaviors, and differential
reinforcement of incompatible behaviors), extinction, stimu-
lus control, and time-out from reinforcement (see, e.g.,
Kazdin, 2000; Mash & Barkley, 1989; Mash & Terdall, 1997;
Morris & Kratochwill, 1998c; Sulzer-Azaroff & Meyer,
1991). In addition, modeling methods are used (e.g., Bandura,
1969, 1977), as are relaxation training and systematic desensi-
tization procedures (e.g., King, Hamilton, & Ollendick, 1988;
Morris & Kratochwill, 1983b, 1998c; Wolpe & Lazarus,
1966), and self-control and self-instructional training
(see, e.g., Bernard & Joyce, 1993; Hughes, 1988; Kendall,
1991, 1992; Kendall & Braswell, 1985; Meichenbaum &
Goodman, 1971).

In terms of supportive research, a variety of behavior
therapy and cognitive-behavioral therapy procedures have
been used in the treatment of such child and adolescent
behavior disorders as OCD, depression, fears and related
anxieties, disruptive behavior disorders such as aggression
and conduct disorder, ADHD, psychophysiological disorders
including eating disorders, posttraumatic stress disorder, and
autism (see, e.g., Mash & Terdall, 1997; Mash & Wolfe,
1999; Morris & Kratochwill, 1998c; Morris & Morris, 2000;
Quay & Hogan, 1999). For example, regarding children’s and
adolescents’ fears and phobias, four different types of behav-
iorally oriented methods have been used successfully to treat
this disorder (see, e.g., Morris & Kratochwill, 1983a, 1998c).
The first method, systematic desensitization and its variants,
presumes that a child’s fear or phobic response is learned and
can, therefore, be counter conditioned by teaching the child
to relax through the use of a relaxation protocol such as the
one shown in Table 16.1. Calmness and trust in the ther-
apeutic relationship has also been used in certain types of
desensitization procedures such as in vivo and contact desen-
sitization. The relaxed or calm state that the client experi-
ences is then associated (either through imagination or in
vivo) with a graduated hierarchy of fearful or anxiety-
provoking situations that the client previously listed with the
therapist’s assistance. Contingency management procedures
have also been used to treat these behavior difficulties. For
example, positive reinforcement has been used to reduce the
frequency and duration of social withdrawal and social iso-
lation in young children, as well as to increase social interac-
tion. When combined with shaping, positive reinforcement
has also been used to treat school phobia.

Both live and symbolic modeling approaches have
also been used to treat children’s fears and phobias. Like



394 Child Psychotherapy

TABLE 16.1 Relaxation Protocol

Steps in Relaxation

1. Take a deep breath and hold it (for about 10 seconds). Hold it. Okay, let it out.

2. Raise both of your hands about halfway above the couch (or arms of the chair) and breathe normally. Now drop your hands to the couch (or arms).

3. Now hold your arms out and make a tight fist. Really tight. Feel the tension in your hands. I am going to count to three and when I say “three” I want you
to drop your hands. One . . . two . . . three.

4. Raise your arms again and bend your fingers back the other way (toward your body). Now drop your hands and relax.

5. Raise your arms. Now drop them and relax.

6. Now raise your arms again, but this time “flap” your hands around. Okay, relax again.

7. Raise your arms again. Now relax.

8. Raise your arms above the couch (chair) again and tense your biceps. Breathe normally and keep your hands loose. Relax your hands. (Notice how you
have a warm feeling of relaxation.)

9. Now hold your arms out to your side and tense your triceps. Make sure that you breathe normally. Relax your arms.

10. Now arch your shoulders back. Hold it. Make sure that your arms are relaxed. Now relax.

11. Hunch your shoulders forward. Hold it and make sure that you breathe normally and keep your arms relaxed. Okay, relax. (Notice the feeling of relief
from tensing and relaxing your muscles.)

12. Now turn your head to the right and tense your neck. Relax and bring your head back into in its natural position. Turn your head to the left and tense your
neck. Relax and bring your head back again to its normal position.

13. Turn your head to the left and tense your neck. Relax and bring your head back again to its natural position.

14. Now bend your head back slightly toward the chair. Hold it. Okay, now bring your head back slowly to its natural position.*

15. This time bring your head down almost to your chest. Hold it. Now relax and let your head come back to its natural resting position.

16. Now open your mouth as much as possible. A little wider, okay, relax (mouth should be partly open afterwards).

17. Now tense your lips by closing your mouth. Okay, relax.

18. Now put your tongue at the roof of your mouth. Press hard. (Pause.) Relax and allow your tongue to come to a comfortable position in your mouth.

19. Now put your tongue at the bottom of your mouth. Press down hard. Relax and let your tongue come to a comfortable position in your mouth.

20. Now just lie (sit) there and relax. Try not to think of anything.

21. To control self-verbalizations, I want you to go through the motions of singing a high note—not aloud. Okay, start singing to yourself. Hold that note.
Okay, relax. (You are becoming more and more relaxed.)

22. Now sing a medium tone and make your vocal cords tense again. Relax.

23. Now sing a low note and make your vocal cords tense again. Relax. (Your vocal apparatus should be relaxed now. Relax your mouth.)

24. Now close your eyes. Squeeze them tight and breathe naturally. Notice the tension. Now relax. Notice how the pain goes away when you relax.

25. Now let your eyes relax and keep your mouth open slightly.

26. Open your eyes as much as possible. Hold it. Now relax your eyes.

27. Now wrinkle your forehead as much as possible. Hold it. Okay, relax.

28. Now take a deep breath and hold it. Relax.

29. Now exhale. Breathe all the air out . . . all of it out. Relax. (Notice the wondrous feeling of breathing again.)

30. Imagine that there are weights pulling on all your muscles making them flaccid and relaxed . . . putting your arms and body down into the couch.

31. Pull your stomach muscles together. Tighter. Okay, relax.

32. Now extend your muscles as if you were a prizefighter. Make your stomach hard. Relax. (You are becoming more and more relaxed.)

33. Now tense your buttocks. Tighter. Hold it. Now relax.

34. Now search the upper part of your body and relax any part that is tense. First the facial muscles. (Pause 3 to 5 seconds.) Then the vocal muscles. (Pause 3
to 5 seconds.) The neck region. (Pause 3 to 5 seconds.) Your shoulders . . . relax any part that is tense. (Pause.) Now the arms and fingers. Relax these.
Becoming very relaxed.

35. Maintaining this relaxation, raise both your legs (about a 45-degree angle). Now relax. Notice how this further relaxes you.

36. Now bend your feet back so that your toes point toward your face. Relax your mouth. Bend them hard. Relax.

37. Bend your feet the other way . . . away from your body. Not far. Notice the tension. Okay, relax.

38. Relax. (Pause.) Now curl your toes together as hard as you can. Tighter. Okay, relax. (Quiet—silence for about 30 seconds.)

39. This completes the formal relaxation procedure. Now explore your body from your feet up. Make sure that every muscle is relaxed. Say slowly—first
your toes, your feet, your legs, buttocks, stomach, shoulders, neck, eyes, and finally your forehead—you should be relaxed now. (Quiet—silence for about
10 seconds.) Just be there and feel very relaxed, noticing the warmness of the relaxation. (Pause.) I would like you to stay this way for about 1 minute,
and then I am going to count to five. When I reach five, I want you to open your eyes feeling very calm and refreshed. (Quiet—silence for about
1 minute.) Okay, when I count to five I want you to open your eyes feeling very calm and relaxed. One . . . feeling very calm; two . . . very calm, very
refreshed; three . . . very refreshed; four . . . and five.

*The child or adolescent should not be encouraged to bend his or her neck either all the way back or forward.
Source: Adapted in part from Jacobson (1938), Rimm (1967, personal communication), and Wolpe and Lazarus (1966). From Treating children’s fears and
phobias: A behavioral approach (p. 135) by R. J. Morris and T. R. Kratochwill, 1983, Elmsford, NY Pergamon Press. Copyright © 1983 by Pergamon Press.
Reprinted by permission of Allyn & Bacon Inc.
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contingency management methods, these procedures have
been used more often to treat clearly identifiable fears and
phobias such as phobias involving nondangerous animals,
physical or dental examinations and receiving an injection,
attending school, and darkness or sleep anxiety. Cognitive-
behavioral therapy procedures that have been used have in-
volved primarily self-instructional and self-control training
where the therapist teaches the child how, when, and where
to use various cognitions or self-statements to facilitate the
learning of new and more adaptive nonfearful behaviors
(Morris & Kratochwill, 1998a; Morris & Morris, 2000).

Psychoanalytic Therapy

The origins of psychoanalysis as a psychotherapy method
with children and adolescents can be traced back to Sigmund
Freud’s (1909) case of Little Hans. Hans was almost 5 years
old and was very afraid of horses. His fear that a horse would
bite him made him reluctant to leave the house. It was on the
basis of these symptoms and other information conveyed to
Freud by Hans’s father that Freud formulated his theory of the
development of phobias and his position on psychoanalytic
therapy with children (Morris & Kratochwill, 1983b).

Freud never saw Hans in therapy. As Freud (1909) stated,
“the treatment itself was carried out by the boy’s father”
(p. 149). Freud, however, did see Hans “on one single occa-
sion,” during which time he had a “conversation with the
boy”; in that regard he stated that he “took a direct share” in
the boy’s treatment (p. 149). Freud did not participate directly
in Hans’s therapy because he felt that only a parent could
adequately act as an analyst for a young child—he felt that
a child could not form a trusting enough relationship with a
stranger (e.g., analyst) to permit the normal therapeutic
interchange that needs to take place in psychoanalysis
(Kratochwill, Accardi, & Morris, 1988). Although he did not
believe that an analyst could see children directly in therapy,
he felt that the use of psychoanalysis with children had the
purpose of “empirically” observing the origins of adult neu-
roses during childhood, and he wanted to confirm his own
conceptualization of infantile sexuality, as he hypothesized
in his (1905) article titled “Three Essays on the Theory of
Sexuality.”

In 1913, Hermine Hug-Hellmuth, the third woman to join
Freud’s Vienna Psychoanalytic Society, began conducting
psychoanalytic work with children. She wrote about how
she invited the children to speak to her using the metaphor
of play rather than having them sit on the couch and use the
psychoanalytic treatment tool of free association. Based on
Hug-Hellmuth’s initial work, Melanie Klein and Freud’s
daughter, Anna Freud, continued developing this area of

play therapy, and during the 1920s to 1930s they established
their respective schools of child analysis (Benveniste,
1998). Sigmund Freud’s case of Little Hans therefore laid
the groundwork for the formation of a new approach to the
psychological treatment of children’s and adolescents’ be-
havioral and emotional disorders. As Anna Freud (1981)
wrote,

What the analysis of Little Hans opened up is a new branch of
psychoanalysis, more than the extension of its therapy from adult
to child—namely, the possibility of a new perspective on the de-
velopment of the individual and on the successive conflicts and
compromises between the demands of the drive, the ego, and the
external world which accompany the child’s laborious steps
from immaturity to maturity (p. 278).

Both Klein and Anna Freud discovered that children using
the medium of play will represent their inner conflicts, reflect
on their views and perceptions of important relationships in
their lives, and play out significant aspects of their unique
pleasurable and traumatic experiences. The play medium,
therefore, permits the child analyst to become attuned to the
verbal and nonverbal communications of the child in order
to further an understanding of the child’s feelings, worries,
wishes, motives, and conflicts (Warshaw, 1997).

Although Anna Freud and Melanie Klein were trained as
psychoanalysts, their respective approaches to working with
children were different. Anna Freud emphasized theory and
pedagogy as part of her procedure, whereas Klein’s approach
focused on techniques (e.g., Donaldson, 1996; Viner, 1996).
Specifically, Anna Freud believed that psychoanalysis should
be a pedagogical tool used to educate children and strengthen
their ego functioning. In her writings she emphasized the
contribution of child development to the emergence of chil-
dren’s personality and general emotional functioning—
maintaining that the interaction between mental functions
and biology were very important in both the understanding of
children’s emotionality and the conduct of child psycho-
analysis (e.g., Mayes & Cohen, 1996; Neubauer, 1996). She
also believed that the transference relationship observed
in adult psychoanalysis could not take place in child psycho-
analysis, and that her father’s notion of the Oedipus complex
should not be an area of investigation with children because
the revealing of Oedipal material was too traumatic for a
child’s immature ego (Donaldson, 1996; Viner, 1996). More-
over, consistent with Hug-Hellmuth’s position, Anna Freud
felt that children could not free associate during therapy be-
cause they were not capable of articulating their thoughts and
that their play activity in therapy was not equivalent to (or a
substitute for) free association (Solnit, 1998). As a result,
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insight from an analyst’s interpretation of the patient’s free
association thinking was not possible with children. Interpre-
tation of dream material was also to be limited to non-
Oedipal content (Donaldson, 1996; Viner, 1996). Therapy
therefore stressed the importance of the therapeutic relation-
ship or therapeutic alliance, the emotional maturing of the
child within the therapeutic alliance, and the use of interpre-
tation of ego defenses versus interpretation of deeper uncon-
scious material (O’Connor, Lee, & Schaefer, 1983).

Klein also recognized the language limitations of children.
However, unlike Anna Freud, she viewed play activity as the
equivalent to free association in adult psychoanalysis. This
permitted her to interpret a child’s play as being symbolic
of various unconscious beliefs and motives and to introduce
Sigmund Freud’s notion of the transference relationship
as a viable therapeutic tool in child psychoanalysis (e.g.,
Donaldson, 1996; Segal, 1990; Viner, 1996). Klein further
maintained that although classical psychoanalytic theory
does not consider as possible the development of superego
functioning early in a child’s life (i.e., prior to the internaliza-
tion and resolution of the Oedipal conflict), she nevertheless
believed that the child’s first relationship with the mother in
fact formed the basis of superego development in infancy.
Specifically, she felt that the superego develops through the
projection of aggressive feelings toward the mother and
the introjection of these same feelings as hostile objects in the
child’s fantasy (Segal, 1990).

Other than these latter theoretical and treatment differ-
ences, Klein and Anna Freud agreed on many aspects of the
conduct of child psychoanalysis. In this regard, Scharfman
(as cited in O’Connor et al., 1983) pointed out the following
similarities in the different forms of child psychoanalysis:
(a) There should be few limitations on the direction of treat-
ment, allowing for the analyst to follow the child’s free ex-
pression of emotion; (b) interpretation is the basic technique
used with defenses as they impede the flow of material that
may need to be addressed in analysis; (c) the analyst restricts
the use of educative materials or other means to change the
child’s environment, intervening only when it is necessary to
maintain the continuity of analytic therapy; (d) the goal of
therapy is to allow patients to fulfill their development as
completely as possible by helping make conscious those un-
conscious elements that prevent movement toward effective
functioning; and (e) the analyst does not place limitations on
the various ways in which the patient perceives him or her—
the analyst should be used by the patient as an object with
whom he or she can interact and in whose presence he or she
can feel comfortable with revealing thoughts and feelings
about the past, present, and future.

To these latter similarities, we add the following general
working assumptions of child and adolescent psychoanalysis:

(a) Behavioral problems are not construed as being situation
or setting specific; (b) behavioral problems are a symptom of
(and thereby caused by) an unconscious conflict—behaviors
are viewed as serving a function for the person and represent
his or her attempt to cope with inner needs and external real-
ities, and one cannot assume that similar behaviors have the
same or a similar cause; (c) the goal of psychoanalysis is
specified in a general manner in order to provide the person
with the opportunity to fulfill his or her psychological devel-
opment as completely as possible and to clarify the person’s
basic motivations and ways of coping so that he or she can
deal with them effectively and develop more adaptive capac-
ities; (d) interpretation on the part of the analyst and insight
by the patient are critical for the success of psychoanalysis;
and (e) the therapeutic alliance is essential for providing the
patient with the opportunity to make progress in fulfilling his
or her psychological development.

Contemporary writers in child psychoanalysis have gener-
ally adopted Anna Freud’s view that a child’s or adolescent’s
developmental stage needs to be taken into consideration
when conducting psychoanalysis (e.g., Kennedy & Moran,
1991; Yorke, 1996). For example, when treating children
under 5 years of age, issues of cognitive capacity, reality test-
ing, and the capacity for impulse control need to be taken into
consideration (Kennedy & Moran, 1991). In the case of ado-
lescents, because these individuals are typically verbal and
can free associate, the analyst is more likely to follow a model
that is consistent with adult psychoanalysis. The major excep-
tion, however, is the recognition by the analyst that the adoles-
cent is still progressing through stages of development—each
with its own tasks and conflicts that contribute to the adoles-
cent’s overall process of growth toward individuation and
maturity. For example, this is a time when old patterns of re-
latedness to one’s parents need to be resolved while beginning
to establish new patterns based on various social, cognitive,
and physiological competencies that take place (Blos, 1979).
Moreover, when treating children or adolescents with devel-
opmental delays, psychoanalysis should address the develop-
mental need in addition to the analysis of conflicts and
defenses (Kennedy & Moran, 1991; Yorke, 1996).

In terms of supportive research, very few controlled out-
come studies have documented the efficacy of child or ado-
lescent psychoanalysis (Kazdin, 1990). Most of the literature
in this area of psychotherapy is based on clinical case studies
like those published in the multivolume compilation titled
Psychoanalytic Study of the Child. Edelson (1993) suggested
that the case study is especially appropriate for use to support
claims concerning the scientific credibility of psychoanalytic
explanations of behavior, and he felt that the empirical data
derived from case studies further support treatment effective-
ness. For example, by combining the results of several case
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studies regarding the psychoanalytic treatment of children’s
fears and anxiety disorders (e.g., A. Freud, 1977; Gavshon,
1990; Goldberg, 1993; Pappenheim & Sewwney, 1952;
Sandler, 1989), the effectiveness of this approach can be
demonstrated in successfully treating these anxiety disorders.

Although many proponents of child and adolescent psy-
choanalytic therapy would agree with Edelson regarding the
value of case studies in supporting the treatment efficacy, at
least one group of writers stated that the “research needs to
catch up with the seasoned therapist” (Tuma & Russ, 1993,
p. 155). They further suggested that psychoanalytic therapy
(as well as psychodynamic therapy in general) “is still more of
an art than a science and remains untested. This reality puts it
at a disadvantage when compared with other treatment ap-
proaches such as behavioral therapy” (p. 155). Tuma and Russ
also stated, however, that the “richness” of psychoanalytic and
psychodynamic treatments, as well as their “wealth of knowl-
edge” regarding child development, “make it imperative that
we carry out sophisticated research studies that will answer
specific questions about what interventions affect which spe-
cific processes” (p. 155). Moreover, Russ (as cited in Tuma &
Russ, 1993) has indicated that if psychoanalytic therapy (and
psychodynamic approaches in general) are to continue to be
used with children and adolescents, clinical researchers will
need to become as specific as behaviorally oriented re-
searchers in analyzing the effectiveness of therapy outcome.
Psychoanalytically oriented therapy researchers may also
need to consider the findings of the Menninger Foundation’s
Psychotherapy Research Project (PRP; Wallerstein, 1994)
when evaluating child and adolescent treatment efficacy.
Specifically, the PRP reported that psychoanalysis and psy-
choanalytic therapies were found to be consistently modified
in a supportive therapy direction and that more of the achieved
changes were based on these supportive mechanisms rather
than on interpretive resolution of intrapsychic conflict.

Adlerian Approach

Alfred Adler was educated as a physician and was one of the
charter members of Sigmund Freud’s Vienna Psychoanalytic
Society (which became known as the “Vienna Circle”), and
later became one of its presidents. However, he resigned
from the group in 1911 after becoming increasingly at vari-
ance with some of the basic tenets of psychoanalysis. There-
after, he formed his own group, which was known as
individual psychology (Kratochwill et al., 1988; Morris &
Kratochwill, 1983b; Mosak & Maniacci, 1993). Although
Adler’s approach can be regarded in part as psychody-
namic, it is distinguishable in a number of ways from
Sigmund Freud’s psychoanalysis. First, Adler’s approach is
“holistic” with the person being viewed as a “totality” that is

integrated into a social system. In this regard, the fundamen-
tal concepts in Adler’s individual psychology are holism,
lifestyle, social interest, and directionality or goals (Fadiman
& Frager, 1976). Second, unlike Sigmund Freud, who as-
sumed that human behavior is motivated by inborn instincts,
Adler assumed that humans are motivated primarily by so-
cial factors (Kratochwill et al., 1988; Morris & Kratochwill,
1983b; Mosak & Maniacci, 1993).

Third, Adler introduced the concept of the creative self,
which he conceptualized as a highly subjective individual-
ized system that directs a person’s experiences. Another dif-
ference between Adler and Sigmund Freud was Adler’s view
of the uniqueness of each individual personality. Thus, in
contrast to Sigmund Freud’s position, which indicated that
sexual instincts were central in personality dynamics, Adler
maintained that each individual was a unique configuration of
social factors such as motives, interests, traits, and values.
Adler’s emphasis on conscious processes represented another
major difference between his individual psychology and
Sigmund Freud’s psychoanalysis. For Adler, consciousness
was the center of personality, whereas for both Sigmund and
Anna Freud, as well as Melanie Klein, unconscious processes
were the center of personality. Adler did not necessarily deny,
however, personality dynamics where some unconscious
processes directed the individual (Kratochwill et al., 1988;
Morris & Kratochwill, 1983b; Mosak & Maniacci, 1993).

Adler did not view deviant behavior or behavior disorders
as mental illness. Instead, individuals demonstrating these
forms of behavior were said to be involved in mistaken ways
of living or mistaken lifestyles. Consistent with his views re-
garding mistaken lifestyles, Adler believed that deviant be-
havior could occur in childhood because he felt that the first
four or five years of life lay the foundation for the lifestyle.
Thus, specific childhood behavior problems were not con-
ceptualized any differently than was any other childhood
behavior disorder. For Adler, mistaken lifestyles involve mis-
takes about oneself, the world, goals of success, and a low
level of social interest and activity (Morris & Kratochwill,
1983b). As Mosak (1979) stated, “The neurotic, by virtue
of his ability to choose, creates difficulty for himself by
setting up a ‘bad me’ (symptoms, ‘ego-alien’ thoughts, ‘bad
behavior’) that prevents him from implementing his good
intentions” (p. 46).

The assumptions that therefore underlie Adler’s individual
psychology include the following: (a) The unconscious is
deemphasized in the understanding and treatment of behavior
disorders, and consciousness is the center of personality;
(b) the theory and therapy are holistic in that the child or
adolescent is seen as more than the sum of his or her parts
without manifesting internal conflicts between underdevel-
oped forces such as from the id or ego; (c) the person is
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viewed as moving toward a goal with the purpose of behav-
ior being goal attainment; (d) consistent with the creative
self, an individual will find a way to achieve a goal; (e) be-
havioral problems are not construed as being situation or
setting specific because they are directly related to goal at-
tainment, which can take place in a variety of settings; and
(f) behavior is understood within the individual’s social con-
text and social interest (i.e., sense of self-worth and feeling
of belonging; Ansbacher, 1991; Dreikurs & Soltz, 1964;
Edwards & Kern, 1995; Leak & Williams, 1991; Morris &
Kratochwill, 1983b; Mosak & Maniacci, 1993).

Adler’s notion of goal attainment is relevant to child and
adolescent psychotherapy in that it implies that children’s
and adolescents’ misbehaviors are best construed in terms of
having a purpose. These purposes or goals are the following:
(a) attention getting, (b) struggle for power or superiority,
(c) desire to retaliate or get even, and (d) display of inade-
quacy or assumed disability (Dreikurs & Soltz, 1964). In this
regard, Adlerian child and adolescent therapists believe that
children who use attention-getting techniques desire attention
so much that they will even seek attention by engaging in
such negative behaviors as annoying others. Children whose
goal is power or superiority will engage in behaviors or ac-
tivities that show that they can do whatever they want and
will not do what is asked of them by others. When the goal is
retaliation or revenge, children or adolescents will engage in
behaviors that will hurt others, embarrass others, or cause
some sort of obvious discomfort in others—wanting, in
essence, to create a mutual antagonism. When children or
adolescents have a goal of displaying inadequacy, they will
engage in behaviors that show that they are discouraged and
cannot believe that they are important or significant. By en-
gaging in these latter behaviors, the child or adolescent estab-
lishes a level of self-protection from failing at anything that is
expected or asked of him or her and therefore decreases the
chances that he or she will be required to do something.
In other words, they are protected from trying and failing
(Bitter, 1991; Dinkmeyer, Dinkmeyer, & Sperry, 1987;
Kottman & Stiles, 1990; Mosak & Maniacci, 1993).

With respect to therapy outcome research, Mosak and
Maniacci (1993) have indicated that research in this area is
“generally geared to causalistic factors, and Adlerian psychol-
ogy emphasizes purposes, not causes, making research appear
somewhat too constraining” (p. 180). They concluded that “the
literature on research in the area of [Adlerian] child psy-
chotherapy research is severely lacking” (p. 180). Although
therapy outcome research is sparse, there have been studies in-
vestigating the impact of various Adlerian constructs on chil-
dren’s behaviors (e.g., Appleton & Stanwyck, 1996; Clark,
1995; Edwards & Kern, 1995; Kern, Edwards, Flowers,

Lambert, & Belangee, 1999). For example, Edwards and Kern
(1995) studied the impact of teachers’ social interest on
children’s classroom behavior and found that teachers’ social
interest was negatively correlated with student disruptive
behavior and scores on the Impatient-Aggression subtest of
the Behavior Rating Checklist. A positive correlation was also
found between teachers’social interest and children’s coopera-
tive attitudes. Edwards and Kern suggested that these results
showed that teachers who have a positive sense of self, concern
for others, and healthy psychological well-being may perceive
their students as being less aggressive and impatient toward
other students, themselves, and the teacher him- or herself. The
researchers further suggested that these latter teachers may also
be more likely to perceive students as not presenting typical
classroom misbehaviors and may be more likely to attend to
teacher instructions and work given by the teacher.

Client-Centered (Humanistic) Therapy

The client-centered approach to child and adolescent psy-
chotherapy is based on the personality theory and psy-
chotherapy writings of Carl Rogers (1942, 1946, 1947, 1951,
1959). Although he is best known for his work with adults,
Rogers’s focus in graduate school was on children, as was his
emphasis during his first 10 years of employment as a clinical
psychologist at a child guidance clinic in Rochester, New
York. In fact, his doctoral dissertation at the Teachers College
of Columbia University was a study involving the clinical
assessment of children. Moreover, his first book, Clinical
Treatment of the Problem Child (Rogers, 1939), was in the
area of child psychotherapy, and in the 1940s at Ohio State
University Rogers taught a clinical practicum course involv-
ing the administration and interpretation of children’s intelli-
gence and personality tests (Ellinwood & Raskin, 1993).

It was not until Rogers went to the University of Chicago in
1945 that he focused his writings and practice entirely on coun-
seling and psychotherapy with adults, refining his views and
elaborating on them in later years at the University ofWisconsin
(at Madison), Stanford University, Western Behavioral Sci-
ences Institute, and the Center for Studies of the Person.

Although Rogers wrote about personality development and
psychotherapy, he did not address in detail the development or
etiology of specific types of behavior disorders or forms of
psychopathology in either adults or children, preferring to
focus on what he referred to as psychological maladjustment
in the individual. For example, he listed the following conclu-
sions regarding the characteristics of the individual:

1. The individual possesses the capacity to experience in aware-
ness the factors in his psychological maladjustment, namely,
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the incongruence between his self-concept and the totality of
his experience.

2. The individual possesses the capacity and has the tendency to
reorganize his self-concept in such a way as to make it more
congruent with the totality of his experience, thus moving
himself away from a state of psychological maladjustment
and towards a state of psychological adjustment.

3. These capacities and this tendency, when latent rather than
evident, will be released in any interpersonal relationship in
which the other person is congruent in the relationship, expe-
riences unconditional positive regard toward, and empathic
understanding of, the individual, and achieves some commu-
nication of these attitudes to the individual. (Rogers, 1959,
p. 221)

Certain assumptions regarding client-centered therapy are
inherent in these statements. First, there is Rogers’ central
hypothesis, namely, that “the individual has the capacity to
guide, regulate, and control himself, providing only that
certain definable conditions exist” (Rogers, 1959, p. 221).
Second, given the presence of the appropriate “definable
conditions,” the individual himself or herself is the only
one capable of moving towards self-actualization. Third, the
appropriate definable conditions for the individual to move
away from “psychological maladjustment” are unconditional
positive regard and empathic understanding provided with-
in the context of a relationship with a therapist who is con-
gruent with the individual. In this regard, the therapist does
not act as an “advisor” to the individual or as an “expert ana-
lyst and interpreter, or galvanizer of emotional expression”
(Ellinwood & Raskin, 1993, p. 259). Rogers also indicated
that this latter assumption applies to children as well as
adults. Thus, inherent in client-centered therapy is respect for
the individual’s self-directing capacities. Fourth, diagnostic
or personality assessment of the individual is antithetical to
the basic assumptions underlying client-centered therapy.
From Rogers’ point of view, diagnostic assessment is used in
psychoanalysis to categorize the client within the context of
the therapist’s theory of psychopathology. Similarly, within a
behavioral or Adlerian approach, the purpose of a diagnostic
assessment is to focus on the specific problem or purpose that
the therapist will select for intervention. Whereas each of
these latter three approaches can be construed as problem-
oriented therapies, client-centered therapy “does not have the
goal of eliminating problems defined by the clinician, but
rather the goal is to resolve conflicts that are meaningful
[to the individual]” and in a manner consistent with the indi-
vidual’s movement toward self-actualization (Ellinwood &
Raskin, 1993, pp. 262–263).

To these latter assumptions, we add the following
general working assumptions of client-centered therapy:

(a) psychological maladjustment is not situation or setting
specific; (b) instead of behavioral problems being the focus of
therapy, resolving conflicts that are construed as meaningful
to the individual is the focus of therapy; (c) therapy focuses
not on the unconscious but on those issues and concerns that
the individual experiences and is aware of in his or her move-
ment toward psychological adjustment; and (d) the goal of
client-centered therapy is specified in a general manner—to
provide the individual with the opportunity to move him-
self or herself away from psychological maladjustment
and toward a state of psychological adjustment and self-
actualization (e.g., Ruthven, 1997).

The person who is most credited with advancing client-
centered therapy with children and adolescents is Virginia
Axline (1947), one of Rogers’s former students who joined
him at the University of Chicago’s Counseling Center and
later went to Columbia University’s Teachers College
(Ellinwood & Raskin, 1993). Axline was an outstanding
writer who was able to capture in her writings the intricacies
of conducting client-centered child therapy. Another early
writer in client-centered child therapy was Elaine Dorfman
(1951), who wrote a chapter on client-centered play therapy
in Rogers’s (1951) book Client-Centered Therapy.

In her book Play Therapy, Axline (1947) identified eight
principles underlying a client-centered therapy approach to
working with children:

1. The therapist must develop a warm, friendly relationship
with the child, in which good rapport is established as soon as
possible.

2. The therapist accepts the child exactly as he is.

3. The therapist establishes a feeling of permissiveness in the
relationship so that the child feels free to express his feelings
completely.

4. The therapist is alert to recognize the feelings the child is ex-
pressing and reflects those feelings back to him in such a
manner that he gains insight into his behavior.

5. The therapist maintains a deep respect for the child’s ability
to solve his own problems if given the opportunity to do so.
The responsibility to make choices and institute change is the
child’s.

6. The therapist does not attempt to direct the child’s actions or
conversation in any manner. The child leads the way; the
therapist follows.

7. The therapist does not attempt to hurry the therapy along.
It is a gradual process and is recognized as such by the
therapist.

8. The therapist establishes only those limitations that are nec-
essary to anchor the therapy to the world of reality and to
make the child aware of his responsibility in the relationship.
(Axline, 1947, pp. 73–74)
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Consistent with Anna Freud and Melanie Klein, Axline be-
lieved that play formed an integral part of psychotherapy, per-
mitting the child to express himself or herself through various
verbal and nonverbal activities. However, unlike Freud and
Klein, Axline believed that a child’s activities in the play ther-
apy room did not need to be directed or interpreted by the
therapist. As Axline stated, “The child leads the way; the ther-
apist follows” (p. 73). She also believed that some adolescents
in client-centered therapy may choose to use the play therapy
room whereas others may feel uncomfortable in this room.
Similarly, she believed that some younger children may pre-
fer the therapist’s office over the play therapy room.

With respect to therapy outcome research, the amount of
research supporting the efficacy of client-centered child
therapy has lagged behind the quantity of similar research
with adults (Ellinwood & Raskin, 1993). Dorfman (1951), for
example, cited a number of process-oriented and therapy out-
come studies with children, and other therapy process studies
subsequent to Dorfman’s review have been published (e.g.,
Lebo, 1955). She also pointed out the many difficulties in con-
ducting this type of research with children in play therapy.
Seeman (1983) also summarized some of the research findings
in this area, as have Ellinwood and Raskin (1993). For exam-
ple, using teacher and peer ratings, research has demonstrated
that children undergoing client-centered therapy improve over
those in a control group. In addition, client-centered therapy
has contributed to improvement on personality and achieve-
ment scores of children.

Comparison Outcome Studies

Research studies comparing the outcome of different types of
child and adolescent psychotherapies is limited, although, as
was mentioned earlier, several meta-analytic studies (e.g.,
Casey & Berman, 1985; Weisz, 1998; Weisz et al., 1987;
Weisz et al., 1995) have suggested that the average
outcome for children receiving child psychotherapy was ap-
preciably better than those children not receiving therapy.
The findings further suggested that the average positive out-
come for the behavior therapies was appreciably higher than
for the other types of child-oriented therapies, with no particu-
lar behavior therapy procedure found to be better than any
other behavior therapy method. The results of two of these
studies (i.e., Weisz et al., 1987; Weisz et al., 1995), however,
were affected by whether the sample was limited to children
versus adolescents, while the findings of another study (i.e.,
Casey & Berman, 1985) were influenced by certain child
characteristics in that treatments involving children having
aggression or social withdrawal were not as effective as treat-
ments for hyperactivity, somatic difficulties, and phobias.

Consistent with the previous findings regarding behav-
iorally oriented therapies, Ellinwood and Raskin (1993)
reported on a comparison outcome study conducted in
Germany in 1981 by Dopfner, Schhluter, and Rey. Ellinwood
and Raskin reported that these researchers compared client-
centered play therapy with a behaviorally oriented social
skills training (SST) program for nonassertive children.
Dopfner et al. found that the SST approach was “effective in
reducing social anxiety, low self-concept, low frequency of
social interaction, low ability to behave normally in social in-
teractions, and overall maladjustment. Play therapy appeared
to reduce only social anxiety” (Ellinwood & Raskin, 1993,
p. 273).

In one of the few data-based studies on the most fre-
quently applied child and adolescent therapy procedures used
by clinicians, Kazdin, Siegel and Bass (1990) found that
behavioral, cognitive, eclectic, psychodynamic, and family
therapies were rated as “most useful” by the psychologists
and psychiatrists that were surveyed. The psychologists in
the study rated behavior modification and cognitive therapy
approaches as more useful than did the psychiatrists, whereas
the psychiatrists rated psychoanalytic approaches as more
useful than did the psychologists. In addition, Kazdin et al.
stated, “The majority of either psychologists or psychiatrists,
but not both, felt that psychodynamic therapy, play therapy,
behavior modification, and cognitive therapy were very
effective” (p. 196).

Comparison outcome studies are among the most diffi-
cult psychotherapy studies to conduct. The reasons for this
are many (see, e.g., Kazdin, 1990, 1993, 1997; Kendall &
Morris, 1991; Mash & Wolfe, 1999; Weisz, 1998). First, to be
clinically meaningful, the studies should be conducted within
clinic settings (vs. laboratory settings) by clinicians who are
experienced (and competently trained) in the application of
the particular method being used. Second, the child or ado-
lescent clients should each be clinic-referred clients (vs.
being recruited from advertisements), and the type, severity,
and chronicity of each client’s behavior disorder should be
equated across treatment groups. Third, clients having co-
morbidity diagnoses should be equated across treatment
groups, as should relevant demographic variables such as the
gender, age, IQ, and socioeconomic status (SES) of clients.
Fourth, treatment integrity across and within clinicians
needs to be assessed for each type of therapy being adminis-
tered to be assured that the treatments were carried out as in-
tended. Fifth, follow-up assessment needs to take place to
determine whether treatment outcome at posttest is main-
tained over time. Sixth, multimethod outcome assessments
should be conducted in an objective manner, and where
appropriate, interjudge reliability coefficients should be
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calculated to assure all involved that judges were in agree-
ment regarding the observation of positive, negative, or no
behavior change. Moreover, whenever possible, child or ado-
lescent self-report, as well as behavior change data from par-
ents, teachers, and peers should be obtained. Archived data,
such as number of tardies at school, number of absences from
school, number of trips to the principal’s office, number of
visits to the nurse’s office, and so on, may also be useful in
determining outcome in treatment comparison studies. Con-
sistent with the more prescriptive questions posed earlier, it
might be best initially to limit a comparison outcome study
to the investigation of children or adolescents (not both)
who have only one specific behavior disorder (e.g., ADHD,
OCD, or separation anxiety). Additional limitations can be
made regarding SES, duration of behavior disorder, no
comorbidity diagnosis, and so on; however, it should be
recognized that the generalizability of one’s findings may ap-
preciably decrease as the limitations imposed in the study
increase.

In addition to the previous considerations, proponents of
particular child and adolescent therapies have maintained
that in order to make a fair comparison of their therapy ap-
proach with other approaches, certain assessment measures,
which may be considered nontraditional dependent measures
by proponents of other therapy approaches, need to be in-
cluded in this type of outcome research. For example,
Szapocznik et al. (1993) developed the Psychodynamic Child
Ratings. They maintain that when child psychoanalysis is
compared to other child therapies in terms of treatment out-
come, an inaccurate assessment of its efficacy occurs because
of the lack of “appropriate” measurement methods being uti-
lized. Specifically, they believe that measures used in such
outcome studies focus primarily on symptomatic and behav-
ioral changes rather than on psychodynamic processes. As a
result, they developed the Psychodynamic Child Ratings to
evaluate the effect of child psychoanalysis. The scale pro-
duces a total score for psychodynamic functioning, as well as
scores on two factorial derived scales: interpersonal and in-
trapersonal functioning. Little research, however, has been
published using this scale.

Proponents of other child and adolescent therapies have
made comments similar to those of Szapocznik et al. (1993).
For example, Mosak and Maniacci (1993) indicated earlier
that Adlerian psychology emphasizes purposes instead of
causes and that this therefore makes outcome research “appear
somewhat too constraining.” Both positions seem to support
the view that before any clinically meaningful comparison
outcome research is conducted, not only do many of the afore-
mentioned variables need to be taken into consideration, but
also proponents of the child or adolescent therapies being

studied must agree to (and find acceptable) the dependent
measures being utilized.

CONCLUSIONS AND FUTURE DIRECTIONS
FOR RESEARCH

There is little doubt from the child and adolescent psychother-
apy literature that some form of treatment is better than no
treatment and that for such behavioral problems as hyperac-
tivity, somatic complaints, and phobias the behavior therapies
are better than are other child psychotherapy approaches. We
are also learning that the question, “Is child or adolescent psy-
chotherapy effective?” is no longer a question that needs to be
answered because any answer is not necessarily going to be
clinically meaningful—that is, there is not a one-size-fits-all
type of child or adolescent psychotherapy. The field needs to
be oriented toward answering more prescriptive questions,
such as “Which child therapy procedure is most effective for
children having a primary diagnosis of ADHD and whose par-
ents do not have sufficient time to be consultants to the clini-
cian?” or “Which adolescent therapy method is most effective
for inpatient female adolescents having a primary diagnosis of
major depressive disorder and who are on a therapeutic dosage
of antidepressant medication?” Answers to these types of
questions will maximally advance the area of child and ado-
lescent psychotherapy.

Other advances in research that need to take place involve
making sure that psychotherapy outcome research focuses
mainly on the treatment of children or adolescents who have a
clinically derived (and independently verified) psychiatric di-
agnosis and are treated in mental health clinic or hospital set-
tings versus university-based clinical laboratories or other
institutional research settings. Moreover, the therapists pro-
viding the treatment should be experienced and competent in
the application of the therapies being studied. Researchers
also need to determine the contribution to treatment outcome
of therapeutic relationship variables, as well as such variables
as therapist and client ethnicity, cultural background, and
values. In addition, as mentioned earlier, the relative contribu-
tion of a comorbid diagnosis needs to be assessed in relation
to therapy outcome for both children and adolescents having
the same primary diagnosis.

Child and adolescent psychotherapy has made many ad-
vances since the initial work of Anna Freud and Melanie
Klein, and we fully expect great progress toward prescriptive
treatments in this area and the development of empirically
supported guidelines for treating children and adolescents
with specific behavior disorders. At present, however, of the
four forms of child and adolescent psychotherapy reviewed,
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no one can state with any certainty which types of treatment
should be used with which types of children or adolescents
under which types of conditions.
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Due to the rapid rise in both medical and mental health ex-
penses, many cost-saving measures have been instituted in
the health care arena that have included shorter stays in
psychiatric hospitals and briefer outpatient therapies. The
dramatic increase in dual-career families and the associated
decrease in leisure time have made many people less avail-
able for longer term therapy. In addition, as the stigma
attached to therapy has decreased, its popularity has in-
creased, leading to greater demand for, and rationing of, ther-
apeutic services. Scientific studies showing the value of brief
therapy for a variety of problems have also helped to increase
the use of this treatment modality.

Patients typically have opted for, or been offered, brief ther-
apy but without the planfulness and focus of current models.
Based on data from a large variety of settings where time-un-
limited as well as time-limited therapy are practiced, Phillips

(1985) concluded that the modal number of therapy sessions is
one, the median, three to five, and the mean, five to eight. More
recently, the National Medical Expenditures Survey sampled
1,000 individuals about their use of psychotherapy (Olfson &
Pincus, 1994). Thirty-four percent had 1–2 visits; 37% had
3–10; 13% had 11–20; and only 16% had over 20 visits. Stated
differently, about 90% had fewer than 25 sessions, the usual
cut-off point for labeling a therapy as brief. What distinguishes
the current scene in terms of usage of brief therapy is that it is
now more likely to be structured and planned. Factors such as
formulating and working within a therapeutic focus, setting
goals, having a known time limit, and increased therapist
activity all have the potential to bring about change in a timely
way. Before examining how the different brief therapies
achieve that aim, we will present some of the main findings of
research on the outcome of brief therapy.
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Empirical Studies of Brief Therapy 

These studies include dose-effect relationships, a consumer
survey, and meta-analyses comparing the relative value of
different therapies. Process and outcome studies of each form
of brief therapy can be found in the following sections.

Dose-Effect Analysis

Howard, Kopta, Krause, and Orlinsky (1986) studied the re-
lationship between dose (number of sessions) of therapy
(largely open-ended) and the percentage of patients im-
proved. They found that by 13 sessions 55–60% of patients
had improved, as was true for 75% by 26 sessions. Figures
differed according to diagnostic group, with borderline pa-
tients making gains more slowly. Their review of the litera-
ture yielded an even lower estimate of eight sessions for 50%
improvement, but the same figure of 26 sessions for 75% im-
provement. Except for the 8-session finding, subsequent
studies have tended to support these figures. For example,
Kadera, Lambert, and Andrews (1996), employing the more
stringent criterion of clinically significant change, found that
50% of patients had improved by 16 sessions, and 75% by 25
sessions. Similar to Howard et al.’s findings, Anderson and
Lambert (2001) reported that 13 sessions were necessary be-
fore 50% of outpatients attained clinically significant change.
Again, 25 sessions were required for 75% of patients to show
such improvement.

In sum, it probably takes between 8 and 16 sessions for
50% of patients to improve and about 25 sessions for 75% of
patients to show significant gains. It should be noted that
change in these studies usually refers to symptom improve-
ment or to feeling and functioning better, but does not in-
clude other kinds of outcomes measures valued in particular
by experiential and psychodynamic therapists (e.g., Messer,
2001a).

Survey of Consumer Satisfaction

An examination in a Consumer Reports survey of client-
reported outcomes shows that the degree of felt improvement
and satisfaction rises rapidly until 3–6 months of therapy have
been experienced (Seligman, 1995). It then increases rather
slowly until 2 years or more have passed, at which point it takes
a further jump. The 3–6 month period would cover 12–25
sessions—the same as the figures for 50% to 75% improve-
ment according to most of the dose-effect studies. It seems to be
the case that a considerable amount of symptomatic and global
change takes place within 12–25 sessions, with further im-
provement occurring slowly with more sessions.

Meta-Analysis

In the meta-analysis carried out by Wampold et al. (1997),
bona fide treatments—the great majority of them short-
term—were compared. By bona fide the authors meant thera-
pies that were delivered by trained therapists, about which
there existed professional books or manuals, and that were
tailored to the individual patient. They found that the thera-
pies were not differentially effective. In general, this conclu-
sion has been supported in meta-analyses but not necessarily
in individual studies or meta-analyses employing specific
diagnostic conditions (e.g., Dobson, 1989). 

There seems to be a consensus that brief therapy is proba-
bly unsuitable for patients with more severe disturbances, in-
cluding some of the personality disorders. In particular,
borderline and avoidant personality disorders need more ses-
sions to improve than the usual limits (25 sessions) of brief
therapy (e. g., Barber, Morse, Krakauer, Chittams, & Crits-
Christoph, 1997). On the other hand, obsessive-compulsive
personality disorder (Barber et al.), and an undifferentiated
group of the milder personality disorders, known as Cluster C
(Winston et al., 1994), have been found to be responsive to
brief-therapy approaches.

Six Forms of Brief Therapy

This chapter describes six brief therapies, each stemming
from a different theoretical tradition. Even if clinicians incor-
porate or assimilate techniques or perspectives from other
models (Jensen, Bergin, & Greaves, 1990; Messer, 2001b),
they continue to ground their therapeutic work in a particular
theory. The six theories presented here include some of the
most widely employed in the field of psychotherapy: psycho-
dynamic, behavioral, couples and family systems, experien-
tial, strategic, and integrative. All have well-worked-out brief
forms of their traditional therapeutic outlooks, or are largely
synonymous with brief therapy (e.g., strategic and family
therapy).

In the case of three of these therapies—behavioral, systems,
and strategic—the very way in which they were developed
and are practiced predisposes them to be short term. That is,
insofar as any therapy is symptom oriented or problem fo-
cused, it is more likely to be brief. On the other hand, therapies
that developed as open-ended ventures, often emphasizing per-
sonality issues over symptoms per se, have made accommoda-
tions to a short-term format. These include the psychodynamic,
experiential, and some varieties of integrative therapy.

The outline for the six sections typically included the fol-
lowing topics: (a) a brief historical introduction, (b) selection
criteria, including diagnoses or problems treated, (c) tech-
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niques of the therapy, (d) the theory of change, (e) research
supporting the approach, and (f) future directions. We start
with the oldest of the therapeutic traditions—psychoanalyti-
cally based therapy.

BRIEF PSYCHODYNAMIC THERAPY

Introduction

Brief psychodynamic therapy (BPT) applies the principles of
psychoanalytic theory and therapy to the treatment of selected
disorders within a time frame of roughly 10 to 25 sessions. A
time limit is usually determined at the outset of therapy, and
sets in motion psychological expectancies regarding when
change is likely to occur. In this way, BPT takes advantage of
Parkinson’s law that completion of a task is a function of the
time allotted to it. BPT employs major concepts of psychoan-
alytic theory to understand clients, including the enduring
importance and impact of psychosexual, psychosocial, and
object relational stages of development; the existence of un-
conscious cognitive, emotional, and motivational processes;
and the reenactment in the client’s relationship to the therapist
of emotion-laden issues from the past.

Principal techniques include reflection, clarification, inter-
pretation, and in some models, confrontation of maladaptive
interpersonal patterns, impulses, conflicts, and defenses
along the axes of the triangle of insight. The latter refers to
the threefold interpersonal context of (a) important current
people in the client’s life; (b) the transference, or perceived
relationship to the therapist; and (c) childhood relationships,
typically with parents and siblings. Links are made connect-
ing various combinations of such past, present, and transfer-
ential relationships. In addition to its aim of enhancing
insight, the therapy provides a corrective emotional experi-
ence in which old and current traumas, shameful secrets,
and other warded-off feelings and memories are brought to
light in the benign presence of the therapist. In the broadest
sense it is the therapist’s creation of a caring, empathically at-
tuned relationship that allows therapy to bring about insight,
healing, and growth in a suitably selected client.

BPT typically involves more active dialogue and challenge
than long-term psychoanalytic therapy. There is an early for-
mulation of a therapeutic focus that is expressed in psychody-
namic terms such as core intrapsychic conflicts, maladaptive
interpersonal patterns, or chronically endured psychic pain.
Special attention is given to feelings that arise around termi-
nation, such as sadness, guilt, anxiety, and anger. Goals are set
that are potentially achievable and might include conflict
resolution, a changed interpersonal pattern, greater access to
feelings, and more freedom of choice, as well as symptom

remission. For a historical overview of the roots of BPT, see
Borden (1999) and Messer and Warren (1995).

Selection Criteria

In general, brief dynamic therapists rule out those patients
whose severity of disturbance precludes their ability to en-
gage in an insight-oriented therapy, or who need more time to
work through their problems. Although it is difficult to gen-
eralize because the different models set narrower or wider
criteria, the following sections describe the general indicators
in favor of and against recommending BPT.

Diagnostic Contraindications

These include serious suicide attempts or potential; current
alcohol or other drug addiction; major depression; poor im-
pulse control; incapacitating, chronic obsessional or phobic
symptoms; some psychosomatic conditions, such as ulcera-
tive colitis; and poor reality testing. With reference to the Di-
agnostic and Statistical Manual of Mental Disorders (DSM),
this would encompass major depressive disorder, schizophre-
nia, sociopathy, paranoia, and substance abuse, as well as the
more severe personality disorders such as the borderline and
narcissistic. Although the latter two syndromes can be treated
with BPT, they require modifications in focus, technique, and
goals that have been discussed at length elsewhere along with
the treatment of other difficult patients (Messer & Warren,
1995). Examples of what such patients may require are a
more adaptive, here-and-now focus; auxiliary modalities
such as group therapy or family sessions; medication; and a
more flexible approach to termination, such as the gradual ta-
pering off of therapy.

Diagnostic Indications

In terms of DSM, these include the adjustment disorders; the
milder personality disorders such as avoidant, dependent,
and obsessive-compulsive; and the less severe anxiety and
depressive disorders.

Psychotherapy Process Indications

Many of the diagnostic criteria stated previously are descrip-
tive or static, based largely on the patient’s history garnered
from the initial interviews. Some BPT therapists such as
Malan, Davanloo, and Sifneos (Davanloo, 1980), however,
also stress a patient’s response to the active, frequently con-
frontational techniques of their approach. Davanloo in partic-
ular refers to the importance of making trial interpretations in
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the initial interviews and noting whether the patient responds
with deepened involvement versus some form of decompen-
sation. If the latter occurred, he would consider the patient
unsuitable for his form of brief therapy.

Interpersonal or Motivational Indications

In a group of brief dynamic therapies referred to as relational,
the criteria are expressed in interpersonal terms that are also
best assessed from within the therapeutic situation. For exam-
ple, Strupp and Binder (1984, pp. 57–58) list the characteris-
tics they associate with a successful brief treatment as
follows: The patient is sufficiently uncomfortable with his or
her feelings or behavior to seek help via psychotherapy; has
basic trust in the possibility of relief from distress through the
therapist-patient relationship; is willing to consider conflicts
in interpersonal terms and to examine feelings; can relate to
others as separate individuals; allows his or her relationship
predispositions to be played out in the therapy relationship
and collaboratively examined; and is motivated, as deter-
mined by the extent of the previously listed characteristics.

For research findings on selection criteria for BPT, see
Messer (2001c).

Techniques of Therapy

All approaches to BPT rely on a number of common technical
characteristics, including (a) an individualized central clinical
focus, (b) a time limit, (c) a relative emphasis on the termina-
tion stage of treatment, (d) active techniques to accomplish
therapeutic goals within the time limits, and (e) goals.

Use of a Central Focus

This involves the formulation of a central clinical theme de-
veloped in the early sessions that serves to organize clinical
observations and to guide therapist interventions. The central
focus is a statement of the therapist’s understanding of the pa-
tient’s presenting problems as an expression of an underlying
dynamic central issue or conflict. Such formulation seeks to
incorporate as much of the current situation and relevant his-
tory as possible. This central focus may be verbalized directly
to the patient as a form of a working contract or used to en-
gage the patient in the therapy process. When this goes well
one would expect the patient to feel understood and to be-
come more motivated for further therapeutic exploration.

Although all forms of psychodynamic treatment rely on
clinical formulations, in short-term therapy the central focus
tends to be more circumscribed in scope, limiting the thera-
peutic inquiry so that clinical goals may be achieved within the

time frame. In addition, the focus is generated more rapidly at
the outset of treatment and is used more actively in brief ther-
apy than in open-ended treatment.

Use of a Time Limit

All brief psychodynamic treatments operate within implicit
or explicit time limits. One brief therapist, James Mann
(1973, 1991), makes the time limit a central theoretical and
clinical construct, organizing his approach to brief therapy
around the effects on the clinical process of a fixed number
of sessions. He advocates the use of a 12-session time limit
with a clear termination date that the therapist sets by the first
or second session. Mann relies on the universality and
poignancy of the experience of loss and on its impact at ter-
mination to make the time limit a central technical feature of
his brief treatment. The patient’s ambivalent responses to the
issues of loss and separation are utilized therapeutically
throughout the treatment, but especially at termination. 

In models of BPTin which time limits are not made explicit,
it is still utilized by the therapist to organize therapeutic activi-
ties and aims. In all psychodynamic approaches to brief treat-
ment the time limit is understood to accelerate the process of
psychotherapy by increasing the sense of urgency and imme-
diacy and the emotional presence of the patient. Undoubtedly,
the time limit influences the therapist as much as it does the
patient, increasing, for example, therapist activity.

Role of Termination

Termination is considered to be the phase of treatment in
which the clinical gains of therapy thus far can be consoli-
dated, and in which the issues of loss, separation, and indi-
viduation can be addressed directly within the here-and-now
context of the ending of treatment. It is given a heightened
importance in brief psychotherapy. Since the time limit is
present from the beginning, the process of termination is acti-
vated at the start of the treatment. Resistances to termination
can appear early in brief therapy, and are addressed through-
out treatment. The brevity of treatment means that the pain of
separating cannot be postponed to an indistinct and distant
time and place, as is true of long-term therapy.

Active Inquiry

The notion of active technique (Ferenczi, 1920/1950) can be
contrasted to the traditionally lesser role of therapist activity
in long-term psychoanalytic therapy. It refers to any of a
variety of techniques aimed at accelerating the therapeutic
process to make it possible to accomplish goals of psychody-
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namic importance in the more limited time frame of brief
therapy. These have typically involved the use of time
limits as already mentioned, direct suggestions (Ferenczi),
the active confrontation and interpretation of defenses and
resistances (Davanloo, 1980; Sifneos, 1972), and early and
active interpretation of transference (Davanloo; Malan,
1976).

The use of confrontation and active interpretation of resis-
tances and defenses is especially characteristic of the ap-
proaches of Malan, Davanloo, and Sifneos, and is intended to
accelerate the emergence of unconscious conflicts, permitting
their more rapid resolution.Advocates of such techniques tend
to point out relentlessly to the patient where he or she is avoid-
ing feelings, leaving out significant information, or being
vague. Defenses may be interpreted in rapid-fire succession,
with the therapist in persistent pursuit of the patient’s authen-
tic emotional experience. Such persistence is justified on
the basis of the unconscious relief patients are said to feel
when forced to recognize emotional truths—often unaccept-
able sexual or aggressive feelings—they have avoided and de-
fended against. Breakthroughs are followed by the emergence
of significant new clinical material, and the cycle of resistance,
interpretation, and breakthrough is continuously repeated.

Other brief psychodynamic therapists in the more relational
tradition (e.g., Book, 1998; Levenson, 1995; Luborsky, 1984)
are less inclined to use confrontational techniques, but instead
follow more in the tradition of conducting a detailed inquiry.
This form of activity refers to a persistent curiosity on the part
of the therapist that takes the form of ongoing clarification,
questioning, seeking after more detail, and pointing out gaps or
inconsistencies in the patient’s narrative. These brief therapists
also actively use their awareness of developing and ongoing
interpersonal patterns in the patient-therapist relationship,
and come to focus on these as a major source of clinical infor-
mation. Such interpersonal transactions are thought to be in-
dicative of enduring relationship patterns, and their active
identification and clarification forms the basis of more rela-
tionally oriented brief-therapy technique.

The following clinical vignette illustrates the here-and-
now focus on patient-therapist transactions. The therapist
uses his own experience in the context of active transference
interpretation linking past relationship patterns to the current
therapeutic relationship.

T: Each time I notice and comment that you are looking attrac-
tive or that you’re doing well in your work you get tearful
and cry.

P: (crying) I feel I am not attractive. I feel I will be rejected.
Father could never stand it. I won a ribbon in a race and he
only could say the competition was not too great. Dad did

the same restricting with Mother. She even had to limit her
vocabulary for him.

T: I see, so you feel you have some well established old reasons
for feeling that way with me. (Luborsky, 1984, p. 96)

Goal Setting

Goal setting is linked to the use of a central focus, as well as
to the time limit and the centrality of termination. It reflects
the therapist’s acceptance of limitations on what can be ac-
complished, and embodies an individualized approach to the
aims of psychotherapy. It also requires assessing therapy out-
come in an individualized and dynamically informed fashion.
Although not necessarily a formal feature of all brief dy-
namic psychotherapies, the use of goal setting is at least im-
plied. On the one hand, the concept reflects the greater degree
of problem solving and symptom focus that is characteristic
of time-limited treatments. On the other, it also includes psy-
choanalytically informed ideas about emotional health such
as insight into personal conflicts, emotional maturity, and ca-
pacity for intimacy in relationships, as well as a lessening of
anxiety and depression. Such goals are set with an individual
patient in mind and directed at those problems that are of
immediate concern.

Theory of Change

For the more traditional models of BPT, it is patients’ deep
and emotionally meaningful realization of the impact of
intrapsychic conflict on their lives that enables them to be
freed from the emotional traps and pitfalls that have
stymied them. In particular, these conflicts are interpreted
in the context of the relationship with the therapist, which
is understood in the light of the psychoanalytic concept of
transference. Freud used this term originally to describe the
repetition in the psychoanalytic situation of a relationship
with a developmentally early, significant other, usually but
not always a parent. The repetition for Freud represented
the activation of early infantile sexual and aggressive im-
pulses that had been frustrated. As the therapist articulates
patterns in the current patient-therapist dyad, important
clues are identified as to the patient’s central emotional
conflicts. When these come to light, they can be interpreted
by the therapist and taken in by the patient, enabling signif-
icant modifications in the relationships among wishes, de-
fenses, and anxieties, and thus in the symptoms that arise
from them. There is very good evidence that outcome in
BPT is related to the therapist’s application of psycho-
dynamic technique (Crits-Christoph & Connolly, 1999;
Messer, 2001d).
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From the viewpoint of relational theory, conflict is seen
as arising in interpersonal relationships as the result of
conflicting wishes in relation to others. Conflict need not be
related to infantile sexual or aggressive drives as posited by
Freud, but can instead include a wide range of affects, wishes,
intentions, and subjectively experienced needs in relation to
others (Sandler & Sandler, 1978). In addition, there tends to
be more emphasis on the current maintaining factors in psy-
chopathological transactions, with systemic notions such as
cyclical and self-perpetuating dynamics, as opposed to strict
causal linkages to the past (e.g., Wachtel, 1997). In this sense,
psychopathology is understood to be a dynamic, self-fulfilling
process in which feared and anticipated relational events tend
to be enacted by individuals in their interactions with others,
who will then tend to respond in complementary ways. The
mechanism of change is not insight alone, but a corrective ex-
perience that takes place for the patient in the presence of a
therapist who does not respond in the usual way to the pa-
tient’s interpersonal expectations. This may be why measures
of the therapeutic alliance between patient and therapist turn
out to be such good predictors of therapy outcome (e.g., Bar-
ber, Connolly, Crits-Christoph, Gladis, & Siqueland, 2000;
Martin, Garske, & Davis, 2000).

Supporting Research

Brief psychodynamic therapy has been compared to wait-list
controls and to alternative therapies; it has been studied via
meta-analysis, which accumulates results from individual
studies; it has been compared to long-term therapy; and it has
been explored via dose-effect relationships in which number
of therapy sessions is charted against the percentage of pa-
tients improved (Messer, 2001c; Messer & Warren, 1995).

As an example of a study comparing BPT to an alternative
therapy, Piper, Joyce, McCallum, and Azim (1998) compared
BPT to brief supportive therapy for patients with mixtures of
depression, anxiety, low self-esteem, and interpersonal con-
flict. Both treatment groups showed significant improvement
according to statistical and clinical criteria, but did not differ
from each other. This finding, showing equivalence of different
kinds of brief therapy, is typical when brief therapies (or longer
ones) are compared via meta-analysis as well. For example, in
their meta-analyses, both Crits-Christoph (1992) andAnderson
and Lambert (1995) found, on average, no difference be-
tween BPT and other treatments across many studies. Both,
however, found BPT to be superior to wait-list controls, which
speaks to the benefits of brief dynamic therapy.

Piper, Debanne, Bienvenu, and Garant (1984) directly
compared brief to longer term psychoanalytic therapy for
patients suffering anxiety, depression, and mild to moderate

characterological problems. BPT (about 22 sessions) was
found to be as effective as and more cost-efficient than long-
term therapy (about 76 sessions), and the findings held true at
6-month follow-up. To summarize, brief psychodynamic
therapy is helpful to a substantial proportion of patients and its
effects seem to continue beyond the termination of therapy.

Future Directions

One of the prominent current trends is the application of
BPT to the personality disorders where some degree of char-
acter change is called for. This means improvement not only
in symptoms or target complaints but also in chronic mal-
adaptive patterns or personality traits. Working with this
population frequently brings another current trend to the
fore, namely, the integration of techniques from outside the
usual domain of psychodynamic therapy. For example,
McCullough Vaillant (1997), in her book Changing Char-
acter, focuses on the elicitation of affect and the use of cogni-
tion to guide affect into more adaptive channels. The defenses
are confronted, but in an empathic or supportive manner. She
incorporates active interventions such as systematic desensiti-
zation (behavioral), dispute of logic (cognitive), guided
imagery (experiential), or linking feelings to bodily experi-
ence (Gestalt; McCullough & Andrews, 2001). Similarly,
Magnavita (1997), in his psychodynamically based volume on
BPT entitled Restructuring Personality Disorders, describes
anxiety-dampening techniques of a cognitive or behavioral
origin. These might include teaching problem-solving skills,
desensitizing patients through imagery work, or teaching
more adaptive methods of dealing with defenses. Given the
variable results of BPT with at least some personality disor-
ders, the themes of integration, pragmatism, and flexibility are
a welcome trend.

Other special populations to which BPT is being applied are
children, adolescents, and the elderly (Messer & Warren,
1995, 2001). This brings in a developmental life-span ap-
proach to brief therapy, in which normative transitions, life
stages, and developmental challenges are the focus of treat-
ment. Within a developmental perspective, the patient’s prob-
lem is defined in terms of an adaptive failure in light of
situational factors and emotional crises. The goal of such an
approach is to enable the patient to attain new and stable adap-
tive structures with a greater capacity to manage life stresses.
There is less emphasis on conflict or personality structures and
more on the interaction of patient and external events (Borden,
1999; Budman & Gurman, 1988; Warren & Messer, 1999). For
example, the time-limited treatment setting recapitulates the
central dilemmas of old age, namely, mortality and loss. This
may permit a reworking of older patients’ life stories to enable
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them to mourn, to accept what was, and to embrace their
existence in a fresh way (Messer & Warren, 2001).

COGNITIVE BEHAVIOR THERAPY

Cognitive behavior therapy (CBT) has been traditionally uti-
lized as a short-term treatment for a wide range of emotional
disorders and problems. Although CBT was not intentionally
derived as a brief treatment, the nature of CBT lends itself to
being relatively brief in comparison to more traditional psy-
chotherapeutic modalities (cf. McGinn & Sanderson, 2001).
Generally speaking, CBT maximizes its efficiency by utiliz-
ing manual-based empirically supported treatment strategies
and defines specific, measurable, and achievable target goals.
A focused assessment process and a relatively structured ses-
sion format facilitate the implementation of treatment strate-
gies and allow the therapist to make efficient use of session
time. Once treatment is implemented, a periodic review of
progress using objective criteria enables the therapist and
client to make informed decisions about the direction of treat-
ment. CBT utilizes strategies to enhance generalization and
prevent relapse and empowers patients by providing them
with skills they can use outside therapy sessions. Finally, the
therapist’s active, directive stance plays a critical role in mak-
ing CBT time-efficient. 

Introduction 

Behavior therapy, a term coined by Lazarus (1958), arose and
gained prominence in the 1950s as an alternative to psychody-
namic psychotherapy. In contrast to the practice of psychody-
namic therapy, which relied on clinical judgment based on
theory and experience, behavior therapy endeavored to apply
principles of learning established in the laboratory toward the
understanding and remediation of psychopathological behav-
ior. The roots of behavior therapy may be traced as far back as
the beginning of the twentieth century. Ivan Pavlov’s seminal
work on classical conditioning conducted in Russia (1927)
may be credited with having the most influence on behavior
therapy as we understand it today. Learning theory also played
a significant role in the evolution of behavior therapy. Behav-
ior modification, a term often used interchangeably with be-
havior therapy, has developed from the work of B. F. Skinner
(1953), emphasizing operant or instrumental conditioning.

The cognitive influence on CBT was stimulated in the 1950s
by the work of Aaron T. Beck, whose general theory of emo-
tional disorders posited that emotions are mediated by ongoing
cognitive appraisals and that biases in information processing
are central to understanding psychopathology. Cognitive ther-

apy developed as a movement away from both the theoretical
outlook and practical limitations of psychoanalysis and the re-
strictive nature of behaviorism (Dobson, 1988). In contrast to
both the psychoanalytic model, which assumes that individuals
are motivated by unconscious motives and impulses, and to the
behavioral tradition, which assumes that individuals are con-
trolled by external contingencies, Beck proposed that dysfunc-
tional thoughts, which could readily be brought into conscious
awareness, are responsible for emotional dysfunction.

Although a few cognitive and behavior therapists still
conduct pure versions of these approaches, during the last
quarter of the twentieth century, cognitive and behavioral tra-
ditions have been increasingly integrated in their treatment of
emotional disorders. This marriage between cognitive and
behavioral approaches has largely occurred due to their com-
mon emphasis on targeting symptoms and problems, and on
their use of the experimental method to understand, remedi-
ate, and assess changes in psychopathology. Over the years, a
variety of cognitive behavioral therapies have evolved and
demonstrated efficacy in remediating a wide range of psy-
chological problems.

Selection Criteria

Cognitive behavioral therapies have been utilized and shown
to be effective for a wide range of psychological problems
experienced by children and adults (see the Brief Overview
of Research Supporting the Efficacy of CBT later in this
chapter). These include almost all of the DSM Axis I disor-
ders (e.g., major depression, substance abuse, bulimia, enure-
sis, hypochondriasis) as well as a variety of other problems
(e.g., headaches, stress, suicidal behavior, interpersonal com-
munication, coping with chronic illness, procrastination).
Essentially, CBT offers a range of strategies that can be tai-
lored to address a number of psychological problems and
disorders that individuals may experience. 

However, the bulk of controlled evidence suggests that
while brief CBT is effective in treating DSM Axis I disorders
(cf. Nathan & Gorman, 1997), it may not be as effective in
treating Axis II personality disorders. For example, although
CBT appears to be an effective treatment for borderline per-
sonality disorder, the typical treatment is quite intensive (not
limited to one session per week) and occurs over several
years (Linehan, Armstrong, Suarez, Allmon, & Heard, 1991).
Although treatment outcome data for other personality disor-
ders are not available, innovative clinicians adapting CBT for
these disorders suggest that the treatment is not brief (e.g.,
Young, 1999).

For the most part, the focus of treatment in CBT is the
remediation or amelioration of symptoms (e.g., depression,
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panic attacks, negative self-image) or problems (e.g., social
disconnection, lack of assertiveness, relationship distress),
and on helping clients attain better functioning and quality of
life. Treatment typically includes the use of strategies that
focus on reducing symptoms directly (e.g., cognitive restruc-
turing of depressive cognitions, exposure therapy for phobias)
and strategies aimed at building skills (e.g., relaxation train-
ing, assertiveness training, problem solving) to increase the
patient’s ability to cope with situations that are problematic
for the patient and that lead to negative emotional reactions.
Specific and measurable outcomes are defined at the outset of
treatment and success is defined by meeting these goals (e.g.,
reducing panic attacks to one per month, reducing the severity
of depression to a score of 10 or below on the Beck Depres-
sion Inventory, etc.).

Once the stated goals are met, CBT aims to builds skills to
maintain gains and prevent relapse and develops strategies
that allow patients to alleviate symptoms or problems if they
recur. The therapist and patient collaborate to decide on the
intervention goals in CBT (i.e., which symptoms or problems
will be targeted and which intervention techniques will be
used). They also decide on what degree of improvement will
be judged reasonable and what yardsticks they will use to de-
cide whether set goals have been reached (e.g., an inventory,
a behavioral measure such as no phobic avoidance of eleva-
tors). Reaching a consensus at this stage ensures that patient
and therapist have similar expectations about how treatment
will progress and when it will be terminated.

For the most part, treatment emphasis is on the present and
future rather than on early childhood or historical antecedents
(e.g., the parent-child relationship). The focus of treatment is
to increase the patient’s ability to function effectively within
his or her current environment and on improving the client’s
sense of hope about the future. CBT theory posits that, ulti-
mately, developing adaptive cognitions and behaviors will
result in the modification of maladaptive core beliefs and
schemas. To accomplish this, sessions focus on building the
patient’s available resources and developing new skills rather
than solely providing insight into the patient’s personality in
an effort to transform it.

As outlined previously, the therapeutic relationship in CBT
is quite different from the ones used in more traditional forms
of therapy. The therapist and patient form a collaborative team
and together identify maladaptive thoughts and behaviors and
develop strategies to remediate them (Beck, 1995; Beck, Rush,
Shaw, & Emery, 1979). Thus, the therapist is more active and
directive in CBT than in BPT. Although the relationship be-
tween the patient and therapist is seen as playing an important
role in CBT and a good therapeutic relationship is associated
with better outcomes (e.g., Castonguay, Goldfried, Wiser,

Raue, & Hayes, 1996), it is not considered the primary vehicle
of change. Instead, the specific cognitive and behavioral strate-
gies employed within the treatment are believed to be responsi-
ble for change.

Techniques of Therapy

CBT involves the application of specific, empirically
supported strategies focused on maladaptive thinking (e.g.,
Beck et al., 1979) and behavior (e.g., Lewinsohn, Munoz,
Youngren, & Zeiss, 1986). The techniques used for brief
CBT are the same as those employed for more extensive
therapy. Typically, treatment is directed at the following three
domains that are present in most emotional disorders: cogni-
tion, behavior, and physiology. In the cognitive domain, pa-
tients learn to apply cognitive restructuring techniques so that
negatively biased thoughts underlying negative emotional
states can be modified to become more logical and adaptive,
thereby leading to a less negative emotional response. Within
the behavioral domain, techniques such as exposure to the
feared stimulus, response prevention (e.g., stopping a mal-
adaptive response that ultimately reinforces the problem, as
when escaping from a feared stimulus), activity scheduling to
increase reinforcement, skills training to remediate interper-
sonal deficits, contingency procedures (e.g., making rein-
forcement or punishment contingent on a particular response
to increase or decrease its frequency), and problem solving
are used to remediate behavioral deficits that contribute to
and maintain negative emotional states (e.g., avoidance,
escape, social withdrawal, loss of social reinforcement).
Finally, within the physiological domain, patients experienc-
ing negative affective states are taught to use imagery, medi-
tation, and relaxation procedures to calm their bodies. It is
important to note that the three domains are believed to influ-
ence each other in a reciprocal fashion. Hence, although
interventions are directed at the individual domains, thera-
peutic effects are expected to occur in all three. 

CBT attempts to empower patients and thus there is an
emphasis on providing them with skills to offset their nega-
tive emotional states and dysfunctional behavior. The use of
treatment strategies is not limited to the therapy session. A
primary and perhaps unique goal of CBT is to facilitate the
use of treatment techniques outside therapy sessions. Patients
are strongly encouraged to implement specific strategies to
deal with the problems experienced in their natural environ-
ments (e.g., cognitive restructuring is used to offset negative
thought patterns elicited by an interpersonal conflict and
thus to avoid the consequent depressive affect; breathing
exercises are used at the first sign of anxiety to circumvent
hyperventilation that may occur during a panic attack;
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exposure therapy is used when someone encounters a phobic
situation).

Although the specific details of treatment vary from dis-
order to disorder, in general each of these strategies is used
to address the specific cognitive, behavioral, and emotional
psychopathology for the respective disorder or problem
(cf. Persons, 1989). Depending upon the presenting problem,
some of these strategies may be more appropriate than others.
Based on a case conceptualization and formulation of the
nature of the problem, the clinician selects relevant strategies
to address the patient’s symptoms and problems. For exam-
ple, the therapist may develop a case conceptualization that
describes dysfunctional schemas (I’m undesirable), assump-
tions (If people get to know me they won’t like me), automatic
thoughts (She would not go out with me if I asked her),
emotions (anxiety, depression), and maladaptive behaviors
(social avoidance, not revealing information about oneself in
social situations). The therapist then carries out interventions
such as cognitive restructuring to produce changes in these
areas, and thereby in the dysfunctional emotional states. (For
a full description of CBT treatment strategies as applied to a
wide variety of disorders, see Clark & Fairburn, 1997).

Theory of Change

As mentioned previously, CBT utilizes strategies to change
cognitions (e.g., to reduce harsh self-criticism that may lead
to depression, and catastrophizing about events that may
lead to anxiety) and behaviors (e.g., to decrease phobic avoid-
ance; to increase assertiveness) related to the patient’s psy-
chopathology. Although cognitive and behavioral methods
are aimed at different psychopathological processes, in fact,
they have an overlapping effect (i.e., cognitive methods may
produce a change in behavior, and behavioral methods may
produce a change in cognition). For ease of discussion, the
theory of change will be presented separately for cognitive and
behavioral methods.

Cognitive Model

Central to the cognitive model of emotional disorders (Beck,
Emery, & Greenberg, 1985; Beck et al., 1979) is the notion
that the thinking of emotionally disturbed individuals is
characterized by faulty information-processing styles. In this
model, affect and behavior are seen as being mediated by
cognition. Thus, the focus is on understanding how patients
interpret events in their lives. If maladaptive thoughts and
images can be changed then the accompanying negative
emotional states and behaviors will change as well. If the

patient feels angry, then cognitions associated with threat
should be identified and changed; if a patient feels anxious,
then cognitions associated with danger should be modified;
and so on. When these faulty appraisals are replaced with
more adaptive perceptions, the negative emotional states de-
cline without requiring the use of pathological coping meth-
ods such as avoidance, escape, distraction, and the like.

Behavioral Model

Learning theory (e.g., Lewinsohn et al., 1986) posits that
negative emotional states frequently are a result of changes in
reinforcement from environmental interactions. For example,
in depression there is a loss of positive outcomes (e.g., the
loss of a relationship decreases satisfying interpersonal situa-
tions) and an increase in negative outcomes (e.g., being criti-
cized by one’s spouse). Changes in reinforcement may be a
result of the unavailability of previous sources of positive
outcomes (e.g., a relationship has ended, one retires from
work) or the lack of skills to achieve positive outcomes (e.g.,
a lack of assertiveness results in continuous negative events
at work, where the person is continually taken advantage of; a
lack of social skills leads one to be alone frequently; one sets
such high standards for performance at work that they are
never met, leading to continuous dissatisfaction).

According to learning theory, the mechanism of action of
cognitive behavioral treatment is a change in reinforcement,
which is a result of instituting new sources of reinforcement
(e.g., having an individual find a new relationship) or pro-
viding skills to allow patients to be more effective, thereby
accessing positive reinforcement and feelings of mastery. At
times, especially with anxiety disorders, directly altering the
conditioning process is necessary. Patients suffering from
anxiety typically engage in avoidance behavior of a feared
stimulus. When the individual continues to avoid a phobic
stimulus, this avoidance will lead to a decrease in anxiety
and thereby negatively reinforce (strengthen) the avoidance
behavior. In such cases, systematic exposure to feared situa-
tions is necessary to break the connection between avoid-
ance and reduced anxiety (i.e., in exposure therapy, the
anxiety is elicited but the avoidance behavior is blocked,
leading to a disassociation between the two). Theories of the
process of anxiety reduction from exposure emphasize both
the cognitive aspects (e.g., one develops thoughts that the
stimulus is no longer dangerous, and as a result, does not ex-
perience anxiety when confronted by the stimulus) and be-
havioral aspects (anxiety is a conditioned response that is
reinforced by avoidance or escape; once the avoidance-
escape is discontinued, the stimulus loses its ability to
provoke anxiety).
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Supporting Research

Although space does not permit a thorough review of the re-
search literature supporting the efficacy of CBT, one can say
that short-term (12–15 sessions) cognitive behavioral treat-
ment results in substantial improvement for patients with a
wide range of disorders (Clark & Fairburn, 1997; Hollon &
Beck, 1994; Nathan & Gorman, 1997). Perhaps the strongest
support for the efficacy of CBT comes from the American Psy-
chologicalAssociation Division of Clinical Psychology’s Task
Force on Psychological Interventions, a group whose mission
has been to develop criteria to judge empirically supported
psychological interventions (Chambless et al., 1998). The cri-
teria are quite rigorous, requiring the inclusion of a comparison
group such as an alternative treatment or placebo group. Cog-
nitive behavioral treatments represent approximately 90% of
empirically supported treatments identified by the task force.

Based upon the latest report, cognitive behavioral treat-
ments have demonstrated efficacy in the treatment of panic
disorder with and without agoraphobia, obsessive-compulsive
disorder, social phobia, posttraumatic stress disorder, general-
ized anxiety disorder, specific phobia, stress and coping, de-
pression, chronic headaches, bulimia, chronic pain, smoking
cessation, enuresis, parent training for children with oppo-
sitional behavior, and marital discord. Cognitive behavior
therapies have also demonstrated substantial efficacy in the
treatment of substance abuse and dependence, obesity, binge
eating, irritable bowel syndrome, encopresis, childhood anxi-
ety, female hypoactive sexual desire, sex offenders, borderline
personality disorder, family intervention and social adjust-
ment in schizophrenia, and habit reversal and control. Typi-
cally, these treatments were implemented in protocols that
were no longer than 15 sessions.

It is important to note that most of the efficacy studies used
to determine empirically supported treatments examine out-
come only at the end of treatment; thus whether these treat-
ments have sustained effects is unclear. However, that being
said, data that do exist on this topic (most extensively for treat-
ment of depression and panic disorder) suggest that CBT has a
lasting effect beyond the treatment period, and that it outper-
forms medication over the long run (cf. Sanderson & McGinn,
2000, on depression; Clark, 1999, on panic disorder).

Future Directions

Although the scope and efficacy of brief CBT are impressive,
much work remains to be done. In particular, future efforts of
CBT clinical researchers must demonstrate the effectiveness
of treatment outside research centers as well as turn more
attention toward disorders overlooked by CBT (e.g., person-
ality disorders).

Critics have pointed out that although brief CBT has been
demonstrated to be an effective treatment in clinical research
settings, few data are available on the effectiveness of CBT
when delivered in settings to a diverse group of patients outside
the research clinic. Clearly, the demonstration of treatment ef-
ficacy in controlled research environments is only the first step
in treatment research. Once a positive therapeutic effect has
been demonstrated under such conditions, generalizability be-
comes of paramount importance. This problem is not unique to
CBT, but applies to other empirically supported treatments,
such as pharmacological approaches, and is clearly an impor-
tant area in need of further investigation. While caution may be
warranted until data are generated, it is reassuring to note that
data are beginning to appear that support the effectiveness of
brief evidence-based treatments outside controlled research
environments (e.g., Sanderson, Raue, & Wetzler, 1999; Wade,
Treat, & Stuart, 1998; Wilson, 1998). In addition, a recent
meta-analysis of psychotherapy studies found that the effect
sizes of psychotherapy in clinically representative settings is
only 10% lower than those obtained in clinical research set-
tings (Shadish, Navarro, Crits-Cristoph, & Jorm, 1997). Thus,
preliminary data are suggesting that in fact, the efficacy of CBT
generalize beyond clinical research centers, even when admin-
istered during a brief course of treatment.

A second future direction of CBT is to focus on disorders
that, to date, have been largely overlooked by CBT—most
notably personality disorders. Critics of CBT have noted
that the scope of CBT may be limited to straightforward Axis
I disorders, such as anxiety and depressive disorders, for
which specific symptoms are clearly the target of treatment.
Patients experiencing personality disorders do not always
have clear symptom patterns and may not fit into the stan-
dardized treatment protocols frequently utilized in CBT. In
addition, patients with long-standing characterological prob-
lems may not be responsive to brief treatment. Fortunately,
work has begun in this area and clinical theorists and re-
searchers are beginning to turn their attention to the treatment
of personality disorders (e.g., Linehan, 1993; Young, 1999).
While preliminary data are promising (e.g., Linehan et al.,
1991), it remains to be seen whether CBT is an effective treat-
ment for personality disorders, especially in its traditional
brief format.

BRIEF FAMILY AND COUPLE THERAPY

Introduction

Although the temporal standard for the length of a great many
of the individual therapies discussed elsewhere in this volume
historically has been quite long term, this has never been the
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case for family and couple therapy (Gurman, 2001). Family
therapy emerged during midcentury as a challenge to domi-
nant psychoanalytic ideas of the times, and most influential
models of family therapy have strongly emphasized clinical
efficiency, parsimony, and problem-centeredness, although
family therapists rarely explicitly set time limits for treat-
ment. Likewise, contemporary marital therapy methods,
almost irrespective of their theoretical orientations, over-
whelmingly tend to be short term (Gurman & Fraenkel,
2002). Indeed, there has never been an enduring, influential
method of long-term marital or family therapy that has served
as a standard for the ideal practice of systems-oriented treat-
ment. Overall, then, Gurman (2001) has argued that the notion
of brief family and couple therapy is largely redundant.

This is not to say that brief therapy and family and couple
therapy are the same. They differ in terms of their dominant
views of what maintains problems and what needs to be done
to resolve them. Almost all influential theories of family and
couple therapy tend to be brief by prevailing standards because
they emphasize the central factors, discussed shortly, that
characterize the conduct of all brief therapies. Unlike most
discussions of family therapy, the present one will identify the
conceptual commonalities between most family and couple
therapy and most brief individual therapy (cf. Donovan, 1999;
see also the chapter by Kaslow in this volume).

All of the controlled trials of the research that has been
conducted on family and couple therapy (Pinsof & Wynne,
1995) have studied treatments that were time limited for re-
search design purposes, so that the family and couple therapy
research literature, in effect, is a literature of brief therapies.
At the same time, all of these approaches and all of the fam-
ily and couple therapy methods (Chambless et al., 1998) that
have been empirically validated to date are decidedly brief
even when practiced outside the research context. The irony
in all this is that most family and couple therapy has been
brief by default rather than by design. There is very clear
evidence (Gurman, 2001) that most family and couple thera-
pies inevitably tap into the major factors that tend to keep any
treatment brief, although they do not necessarily do so for
that explicit purpose.

Selection Criteria

Although some family and couple interventions have been
designed specifically for the treatment of patients with Axis I
psychiatric disorders, such as schizophrenia and bipolar disor-
ders, in general, family and couple therapists are not very in-
terested in psychiatric diagnosis. Likewise, most family and
couple therapists do not conduct broad-scale assessments at the
outset of treatment, or do extensive history taking. Still, an ac-
tive psychosis, a current episode of alcohol or other substance

abuse, violence, and some personality disorders may preclude
family and couple therapy.

At the same time, existing research (Lebow & Gurman,
1995) makes it clear that family and couple therapy, alone or in
combination with other interventions, is indicated and is most
likely the treatment of choice for the following common clini-
cal problems: marital conflict and dissatisfaction, parent-child
conflict, childhood conduct disorders, depression accompany-
ing marital discord (especially in women), agoraphobia (espe-
cially in women), alcoholism (especially in men), adolescent
drug abuse, and juvenile delinquency.

In terms of patient selection, what is generally more im-
portant than standard psychiatric diagnosis in the eyes of
family and couple therapists is the problem-maintaining role
of people involved in the lives of index (or so-called identi-
fied ) patients. Family and couple therapists are primarily
concerned with behavior that is functionally relevant to the
symptoms or problems brought to their attention. That is,
their primary assessment concern is to identify how problem
behavior is currently reinforced. People who may be selected
to be part of ongoing family therapy are those who appear to
have leverage in everyday life to effect change for a given
family or couple. Thus, it is not necessarily family members
alone who comprise the treatment group in family therapy.
Although others (e.g., treating physicians and school person-
nel) certainly may be appropriately included in treatment,
most family and couple therapy occurs with members of the
same household and extended family.

Techniques of Therapy

With well over two dozen influential methods of family and
couple therapy in existence (Gurman & Jacobson, 2002;
Gurman & Kniskern, 1991; Nichols & Schwartz, 1998), the
variety of frequently used therapeutic techniques available is
enormous. Moreover, as family and couple therapy becomes
more integrative (Gurman & Fraenkel, 2002; Gurman &
Jacobson), techniques are commonly borrowed from alterna-
tive treatment approaches, sometimes systematically, some-
times not.

Although some family (and especially couple) therapies
emphasize the development of insight, the majority of
systems-oriented treatment methods emphasize behavior
change, even those that are not rooted in behavior therapy
per se. In-session techniques that are action focused may in-
clude, for example, a marital therapist’s interdiction of a cou-
ple’s persistent fighting and an urging of the couple to see
aspects of one another’s behavior that are (defensively)
blocked from conscious awareness. A structural family thera-
pist may challenge the overwhelmed parents of an acting-out
child to find some new, more effective, and unified strategy to
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assert their executive power with the child in the session. Al-
ternatively, a family and couple therapist may try to elicit pre-
viously unexpressed feelings among family members, not for
cathartic reasons, but to change the way in which they com-
municate with one another.

Moreover, many family and couple therapists see real
value in the use of out-of-session change-inducing experi-
ences. The types of planned homework used in family and
couple therapy vary considerably. Some, such as those used
typically by behavior therapists and structural therapists,
focus on very specific directives for behavior change, the re-
sults of which are explicitly followed up at subsequent ses-
sions. Other family and couple therapists, such as those with
psychodynamic or humanistic orientations, might be more
inclined merely to suggest that their patients reflect on certain
issues outside the sessions.

Family and couple therapists also commonly emphasize
the use of techniques that are intended to change meaning and
attribution in the present and in reference to the present
(where the consequences of the past are to be found),
although the techniques are not usually those rooted in cogni-
tive therapy strategies per se. Such cognitively oriented tech-
niques can take on many forms. For example, a therapist
might attempt to externalize the behavior of a particular fam-
ily member by examining how that person learned this typical
behavior as a means of self-protection in the family of origin.
This perspective would tend to lessen other family members’
tendencies to see the undesired behavior as motivated by
malevolence or a lack of caring. Alternatively, the therapist
might attempt to shift the meaning attributed to a particular
behavior pattern by positively reframing the behavior as hav-
ing unacknowledged benefits for the family as a whole, and so
forth. Interest among therapists in patients’ internal experi-
ence, central to the work of more psychoanalytic practitioners
in family therapy’s early days, has been renewed in the last
several years as family and marital therapy have become
more integrated into the psychotherapy mainstream.

There are certain rather predictable attitudes of most fam-
ily and couple therapists (cf. Budman & Gurman, 1988;
Gurman, 2001) that enhance the likelihood that treatment will
be relatively short term. Most family and couple therapists
seek to define treatment goals relationally, as well as individ-
ually; to emphasize a developmental perspective on the fam-
ily as well as on individual family members; to emphasize the
strengths of family subsystems, as well as those of individu-
als; and to view the family or couple as the most powerful
natural healing environment for change. A constellation of so-
ciocultural factors involving race, ethnicity, and social class
constitute significant elements in these natural healing envi-
ronments, and family and couple therapists regularly consider

such factors in planning and carrying our their work (e.g.,
Falicov, 1983; McGoldrick, Pearce, & Giordano, 1982).

In addition, most family and couple therapists seek rela-
tively rapid change, value intermittent intervention, and pre-
fer parsimonious interventions that may resolve presenting
problems. These dominant values of most family and couple
therapists, in combination with patient expectations that usu-
ally favor relatively briefer treatment experiences, may help
to foster a collaborative set toward treatment. Such a temporal
alliance, that is, a shared set of expectations about treatment
length, may serve as an antidote to the affective intensity that
occurs in most family and couple therapy, thereby facilitating
the development of a relatively collaborative working rela-
tionship (Gurman, 2001).

Establishing a Therapeutic Focus 

Beyond these influential patient and therapist expectations,
perhaps the most important factor in the conduct of brief mar-
ital and family therapy is the way in which most systems-
oriented therapists highlight the nature of what is to be focused
on in therapy sessions. In general, family and couple therapists
focus on the relational patterns that center on the presenting
problem or symptom; at the same time, they typically show
relatively little interest in a family’s or couple’s general rela-
tionship style or patterns. As has often been said, “The system
is its own best explanation.” That is, no explanations of a
system’s ways of operating are needed beyond a careful obser-
vation of its dominant recurrent patterns. The best explanation
of a particular family system, of course, necessarily includes a
sensitive assessment of the role of sociocultural factors such as
race, ethnicity, social class, religious affiliation, and sexual
orientation. Note that in an eclectic or integrative style of fam-
ily and couple therapy, which is probably the most common
theoretical orientation among family therapists, problem-
maintaining patterns need not be limited to observable behav-
ior, but may include functionally relevant private experience
as well (i.e., thoughts and feelings that precede or follow prob-
lematic interactions).

The Meaning and Use of Time

In addition to the kinds of techniques used by family and cou-
ple therapists, and the ways in which they establish and main-
tain a treatment focus, there are certain recurring patterns of
how systems-oriented therapists tend to view time in psy-
chotherapy, and how they tend to use time. For example, in
establishing a therapeutic focus and treatment goals family
therapists emphasize the question, “Why now?” This question
goes to the heart of the developmental or life-cycle view of
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problems that most family therapists adopt. That is, difficul-
ties are almost always assessed in the context of the family’s
evolving life-transitions, both as a unit and as an intercon-
nected collection of individuals. Moreover, recognizing that
most families and couples do not expect protracted treat-
ments, most family therapists attempt to initiate changes in
families’ functionally relevant transactional patterns quite
early in treatment, often even as early as the first session.

Time is also used very flexibly by most family and couple
therapists. The length of sessions is not the standard 50-min
hour, and can change over time. In addition, family therapists
often vary the interval between sessions to allow families and
couples time to experiment with new interactional possibili-
ties; to accommodate the family’s sense of moving too fast
therapeutically; or alternatively, to increase the pressure to-
ward change. Indeed, an important aspect of the therapeutic
focus in much family and couple therapy involves the many
ways in which time is both respected and manipulated in
order to achieve positive outcomes.

Theory of Change

In addition to present-oriented techniques, and an emphasis
on family behavior patterns centered on a problem or focus,
the orientation of family and couple therapy toward the
patient-therapist relationship has an enormous bearing on its
brevity. In fact, the nature of this relationship captures the
essence of the major mechanism of change in systems-
oriented treatments. In contrast to psychoanalytic therapy, in
which the transference relationship is often seen as the pri-
mary source of change, in family and couple therapy it is
rather muted. Also in contrast to psychoanalytic therapy, the
transferences and affective responses between and among
family members are usually considered far more intense. The
corrective emotional experience in systems-oriented therapy
is seen as occurring within the family as patient, much more
so than between therapist and patient.

Supporting Research and Future Directions

Several types of family and marital therapy have been shown
by empirical research to yield positive outcomes, with effect
sizes comparable to those of individual psychotherapies
(Gurman & Fraenkel, 2002; Lebow & Gurman, 1995). While
such therapies are routinely given predetermined time limits
in controlled clinical studies, these artificially applied limits
closely approximate the usual duration of most family and
couple therapy (Gurman, 2001). Thus, the most important
questions calling for further empirical study in family therapy
in general (e.g., Pinsof & Wynne, 1995) substantially overlap

the domain of brief family therapy. Certainly, among the most
important directions for research in the study of therapeutic
brevity is greater specification of the functional components of
patients’ and therapists’ temporal expectations of therapy. It is
when significant discrepancies between such expectations
arise that the possibility of a strong early therapy alliance may
be weakened or even precluded. Further study of the mecha-
nisms of change in family therapy, and of how the formation of
a patient-therapist temporal alliance (Gurman) may activate
basic change mechanisms, is clearly called for.

BRIEF EXPERIENTIAL THERAPY

Introduction

Three distinct therapeutic traditions—client-centered, Gestalt,
and existential—led to the development of brief experiential
therapy (BET).Appearing in the 1950s, they were referred to as
the humanistic therapies or the so-called third force in
psychology, alongside psychoanalysis and behaviorism. In
Rogers’s (1951) client-centered therapy, the therapeutic rela-
tionship was considered the primary vehicle of change insofar
as the warmth, unconditional positive regard, and genuineness
of the therapist (or parent) were considered the soil needed for
the client (or child) to develop into a fully functioning person. In
contrast to behavioral or psychoanalytic therapy, therapists are
not seen as actively bringing about change through behavioral
techniques or deep interpretations, respectively, but by giving
clients their undivided attention and the psychological space in
which to grow. Clients are viewed as the experts on their own
experience. Rogers was prescient insofar as the therapeutic al-
liance, an important feature of the quality of the relationship be-
tween client and therapist, has been consistently found to be a
good predictor of therapy outcome (Martin et al., 2000).

In Gestalt therapy, as in the client-centered model, it is the
client who is viewed as discovering that which leads to
change, but the role of the therapist is more active (Perls,
Hefferline, & Goodman, 1951). To help clients resolve con-
flicts, the Gestalt therapist encourages expression of emo-
tions and helps clients articulate what they are experiencing
(Greenberg & Rice, 1997). They may use techniques such
as the empty chair, in which clients are prompted to express
their feelings aloud to a significant, albeit absent, party. It is
not the therapist’s interpretations that are said to bring about
change, but the clients’ enhanced awareness, especially of
their own feelings.

In existential therapy (May, Angel, & Ellenberger, 1958)
the concept of personal responsibility is paramount. Existen-
tial therapists strive to develop a climate of safety and
security for clients before confronting them with their roles
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in, and responsibility for, creating their own life situations
(Watson, Greenberg, & Lietaer, 1998). They attempt to direct
clients’ attention to fundamental and inescapable features of
human existence such as loneliness, death, and existential
anxiety. The last three are said to block a person’s capacity
for making authentic choices. Clients are helped to come to
terms with these givens through the active support and even,
at times, advice of the therapist.

Process-experiential therapy, whether in its brief or open-
ended version, is an integration of client-centered, Gestalt, and
existential therapies (especially the first two), with the addi-
tion of emotion theory, attachment theory, and constructivist,
postmodern theories of knowledge and the self (Elliott, 2001).
An authentic, I-Thou relationship between client and thera-
pist is seen as central (Elliott & Greenberg, 1995). Process-
experiential therapy focuses on the client’s present experience
and attention to bodily feelings. In addition, the person is re-
garded as being future oriented and goal directed rather than
influenced primarily by the past, as claimed by psychoanaly-
sis. Clients are also said to have a need for agency. Unlike in
client-centered therapy, therapists may, at times, take the lead
in guiding clients experiential processing while, at other
times, clients’ understanding of their own experience is para-
mount. The usual range of BET is 12–20 sessions.

Selection Criteria 

Elliott (2001), a prominent exponent of process-experiential
therapy, considers BET to be suitable for clients with mild to
moderate distress and symptoms. Potential clients should also
be able and willing to focus on their inner experience and
to express emotions. In diagnostic terms, included are the ad-
justment reactions and the depressive and anxiety disorders.
Other suitable problems, expressed in nondiagnostic terms,
are low self-esteem, internal conflicts, and interpersonal re-
sentments and difficulties. For those clients who tend to focus
on external factors as the cause of their problems, the therapist
must try to create an internal focus by, at first, empathizing
with the client’s plight. More direct problem-solving tasks,
which are a feature of BET, might be most appropriate for such
clients. Because it would go against humanistic values to try to
impose such a treatment (or any treatment) on clients, referral
should be considered as well.

Watson and Greenberg (1998) point out that the quality
of clients’ introjects may affect their suitability for BET. That
is, “Clients who are hostile and rejecting of themselves and
who do not seem to have any complementary affirming,
understanding, or nurturing attitudes towards themselves
may not be good candidates for short-term therapy” (p. 140).
In reviewing the research literature on brief dynamic

psychotherapy and in agreement with this viewpoint, Messer
(2001d) found that such clients, often considered to have per-
sonality disorders, require a longer therapy to improve.

Techniques of Therapy

In the space available, we can offer only an overview of the
major techniques and methods of BET. Our discussion is based
on several sources, to which the reader is referred for more in-
depth consideration (Elliott, 2001; Elliott & Greenberg, 1995;
Greenberg, Rice, & Elliott, 1993; Watson & Greenberg, 1998).
To begin with, there is a distinction made between general
treatment principles and therapeutic task facilitation. We will
start with the treatment principles expressed in the form of
guidelines to the BET therapist:

• Enter and track the client’s immediate and evolving expe-
riencing. The therapist enters the client’s world, trying to
grasp what is most central at any moment in time. There is
an effort at empathic attunement that requires letting go of
preformed ideas about the client. 

• Express empathy and genuine prizing. Because the relation-
ship is considered an important curative element in BET, the
therapist conveys acceptance and prizing of the client.

• Facilitate mutual involvement in goals and tasks of ther-
apy. The setting of goals should be a collaborative effort
between client and therapist. The client should be helped
to understand the specific therapeutic tasks that will be
carried out in therapy, such as the empty chair or two-chair
techniques described later. 

• Facilitate optimal client experiential processing. The ther-
apist should be flexible in recognizing that the client will
be helped to work in different ways at different times. At
one moment there may be the need for the client to tell his
or her story and at another to work on emotional experi-
encing in connection with its more problematic aspects.

• Foster client growth and self-determination. Clients’
agency is important in choosing their actions and con-
structing their experience. “The therapist also supports the
client’s potential for self-determination, empowerment,
mature interdependence, mastery and self-development,
by listening carefully for, and helping the client to explore
‘growing edges’ of, new experience” (Elliott, 2001, p. 41).

• Facilitate client completion of key therapeutic tasks. The
therapist helps the client, especially in brief experiential
therapy, to develop a clear therapeutic focus and keep that
focus in mind in every session. The client is helped to
resolve the issues encapsulated in that focus by a gentle
guiding process.
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One of the major ways in which process-experiential ther-
apy differs from its client-centered progenitor is in its will-
ingness to define specific therapeutic tasks, sometimes
drawn from Gestalt therapy. The main elements of the tasks
are (a) a marker, which indicates that the client is ready to
work on a particular issue; (b) a task intervention sequence
involving client and therapist task-relevant actions; and (c) a
desired resolution of the task worked on. These tasks can be
described as falling into one of the three following cate-
gories: basic exploratory, active expression, and interper-
sonal. In BET there is more use of the active expression
tasks, whereas in the open-ended treatment of more chronic
personality or interpersonal difficulties, the other two task
modes predominate.

Basic Exploratory Tasks

The therapist encourages clients to attend to and explore inner
experience, and to verbalize it. That is, clients learn to sym-
bolize their experience, constructing meaning out of it. This is
probably the most frequent kind of activity engaged in by the
experiential therapist. Examples of exploratory tasks are em-
pathic exploration, experiential focusing (Gendlin, 1996)—
used especially when clients feel overwhelmed or stuck—and
facilitating retelling of traumatic or difficult experiences.

The therapist usually begins each session with empathic
exploration, and the markers for other tasks eventually come
into relief. Any experience that captures the client’s attention
can be explored and parsed, especially if it is unclear. With
the help of the therapist, the client moves from a more intel-
lectualized stance to one of personal evaluation and then to
the generation and integration of new personal meanings
about the self (Elliott & Greenberg, 1995). Other basic ex-
ploratory tasks are systematic evocative unfolding for unex-
plained client overreactions to specific situations (Watson &
Rennie, 1994), and meaning work for life crises that chal-
lenge cherished beliefs.

Active Expression Tasks

These stem from psychodrama and Gestalt therapy and are
intended to bring hidden emotions to the fore. Best known
among them are the empty chair (mentioned earlier) and two-
chair techniques. The former is used for unfinished business,
when there are lingering bad feelings toward a significant
other. “In the presence of a strong therapeutic alliance, the
therapist suggests that the client imagine the other in the
empty chair and express any previously unexpressed feelings
toward him or her. The therapist may also suggest that the
client take the role of the other and speak to the self” (Elliott,

Davis, & Slatick, 1998, p. 265). Expression of strong feelings
can lead to more positive views of self and other.

Whereas the empty chair technique is aimed at resolving
conflicts between self and others, the two-chair technique is
useful in resolving splits between two different aspects of the
self, which are brought into dialogue with each other. It allows
rapid contact with strong emotions and is particularly useful
for uncovering clients’ fears in anxiety disorders. Wolfe and
Sigl (1998) give an example of how a person with panic disor-
der used it to reconcile one side of her self as “nice person” and
another side as “angry bitch” (p. 287). The dialogue helped her
to view her rage as based in legitimate grievances rather than as
a totally unacceptable aspect of her self.

Interpersonal Tasks

These include a therapeutic relationship characterized by
empathic attunement, prizing, genuineness, and collabora-
tion. When a client presents a vulnerability marker, indicating
the emergence of strong emotional pain, the therapist offers
empathic affirmation. Complaints about the therapist or treat-
ment are dealt with through alliance dialogue.

Therapists practicing BET need to “establish a focus early
in treatment and actively work toward an agreement with
their clients on the goals of therapy in the first few sessions”
(Watson & Greenberg, 1998, p. 132). In their research on de-
pressed clients, these authors found that where therapists had
not set a focus early on in either BET or person-centered
therapy, clients had the poorest outcome. 

Theory of Change

The theory of experience-centered therapies is covered in
detail in Greenberg and Van Balen (1998). Here we will
highlight the most prominent current theoretical develop-
ment in process-experiential therapy, which is emotion the-
ory (Greenberg & Paivio, 1997; Greenberg & Rice, 1997).
Emotions are seen as being important to peoples’ well-being
to the extent that they enhance orientation, adaptation, and
problem solving. Within the safe environment of therapy,
negative affects are evoked in the session in order to explore
them and to access core maladaptive emotion schemes such
as basic insecurity or worthlessness. Emotion schemes are
structures that serve as the basis for human experience and
as a way of organizing the self. They are made up of situa-
tional, bodily, affective, conceptual, and action elements.
Different kinds of client emotion reaction require different
therapist interventions and can serve different therapeutic
purposes. For example, anger at being infringed upon can
lead a client to set firmer personal boundaries; or an emotion
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reaction can lead to the incorporation of new experience, as
when insecurity is restructured by accessing pride and mas-
tery motivation.

Bohart (1993) has suggested that experiencing is a core
change process in all therapeutic approaches. It is not only
the symbolization of internal experience, it results from
doing things in the world, that is, from behaving in new ways.
Empathy, which has typically been defined as understanding
the position of the other, is currently conceptualized as affec-
tive resonance with the other, which also contributes to
change by its encouragement of unfolding and reflection. 

Supporting Research 

Elliott (2001) conducted a meta-analysis of 28 studies (in-
volving 20 treatment conditions) of BETs that consisted of
individual, short-term (5–20 sessions), outpatient treatment
of at least 10 clients. Seventeen of the studies were of client-
centered, nondirective therapy, while 12 were of contem-
porary process-directive experiential therapy. Eight of the
latter were of the process-experiential variety. The clients
mostly suffered from anxiety or depression or, in some stud-
ies, personality disorders. The pre- to posttreatment changes
were substantial (about 1.1 standard deviations), and were
maintained at follow-up. 

Analyses of the studies that had wait-list controls showed a
similar advantage of treated over untreated clients. Comparing
across different treatments, clients in the BETs changed as
much as those in the other treatments. The finding of equiv-
alence of BET and other therapies is in accord with recent
meta-analyses that showed no differences among the therapies
studied (Wampold et al., 1997). In a subanalysis, Elliott found
that cognitive behavior therapy was superior to experiential
therapy but that this difference disappeared when researcher
allegiance to one or another of the therapies was controlled for.

Future Directions

To attain research funding or insurance coverage, it has be-
come increasingly important to gear treatment of any kind to
the specific diagnostic categories encompassed by the DSM.
Experiential treatment has been rising to the challenge by
studying the kinds of therapist interventions that are necessary
to treat a variety of disorders within this tradition. These in-
clude depression, posttraumatic stress disorder (PTSD), anxi-
ety disorders, psychosomatic disorders, sexual abuse, and
severe personality disorders such as borderline. Chapters on
the treatment of each of these can be found in a volume edited
by Greenberg, Watson, and Lietaer (1998). For example,

commonalities in emotion schemes appear to exist in the
depressive disorders and certain types of in-session states
emerge in their treatments. Greenberg, Watson, and Goldman
(1998) present a model of the depressive process that requires
evoking emotional memories and then helping the client
reorganize them. The maladaptive depression-producing emo-
tion schemes are challenged.

Likewise, Elliot et al. (1998) has found experiential states
in clients suffering from PTSD differing from those arising in
depression. This requires different techniques within the ex-
periential tradition to treat PTSD. In dealing with flashbacks,
for instance, renarrating traumatic episodes is helpful in order
to symbolize traumatic affective experience in words. How-
ever, unless trauma was involved, this would not be espe-
cially helpful in depressives. 

In addition to continuing studies of different diagnostic
groups by means of randomized clinical trials, there has been a
call for use of newer research methods to study BET. These in-
clude discovery-oriented, qualitative, and descriptive meth-
ods. One approach being adopted within the experiential
tradition is intensive single-case research to track changes in
key client issues across the course of therapy. Single case
records that combine qualitative and quantitative data are
particularly promising in providing explanations for within-
session events. For example, Elliott (2000) has presented a
hermeneutic single-case efficacy design that is systematic and
self-reflective enough to provide an adequate basis for making
inferences about what transpires in therapy. In his words, “The
approach outlined here makes use of rich networks of informa-
tion (“thick” description rather than elegant design) and inter-
pretive (rather than experimental) procedures to develop
probabilistic (rather than absolute) knowledge claims” (p. 3).
For other emerging trends within the experiential therapy
tradition, see Greenberg, Watson, and Lietaer (1998).

STRATEGIC THERAPY

Introduction

Strategic therapy is a brief, problem-focused psychotherapeu-
tic approach developed by the Palo Alto Brief Therapy Group
(Watzlawick, Weakland, & Fisch, 1974; Weakland, Fisch,
Watzlawick, & Bodin, 1974). This mode of intervention is
based upon the ironic notion that problems persist as a func-
tion of people’s attempts to solve them. Thus, the focus of
strategic therapy is on ironic processes. Since this treatment
strategy is intended to break the vicious cycle that develops
when the potential solution aggravates the problem, the goal
of the therapist is to identify and develop a plan to interrupt
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the patient’s well-intentioned solution efforts in order to re-
solve the presenting problem (Fisch, Weakland, & Segal,
1982). This psychotherapeutic model is considered strategic
in that the therapist develops interventions to deliberately
interrupt ironic processes based upon a specific case concep-
tualization. Frequently, interventions include counterintuitive
suggestions (e.g., to have the patient engage in the behavior he
or she wants to eliminate, such as staying awake when having
a problem with insomnia, or thinking an unwanted thought he
or she is trying to suppress; Rohrbaugh & Shoham, 2001).

Regarding its historical origins, during the 1960s a group
of psychotherapists associated with the Mental Research
Institute (MRI) in Palo Alto were investigating therapeutic
approaches to rapid problem resolution. The team became in-
terested in the work of Milton Erickson, who was utilizing
methods that were quite different than long-term psycho-
dynamic psychotherapy—the dominant psychotherapeutic
approach at the time (e.g., Haley, 1973). Rather than viewing
problems as a function of underlying psychopathology, as
did psychoanalysis, Erickson conceptualized them as stemm-
ing from the mishandling of common, everyday difficulties
(Haley). Treatment was not focused on understanding psy-
chopathology, but rather on solving problems as they cropped
up. The Palo Alto group began testing a brief 10-session treat-
ment based on the ironic process approach and Erickson’s as-
sumptions. From their clinical experience, a model of brief
therapy emerged: focused problem resolution (Fisch et al.,
1982; Weakland et al., 1974). This model was seen as strate-
gic in that the clinician’s interventions are deliberate and
based upon a careful plan, and the clinician assumes respon-
sibility for the outcome (Fisch et al.).

Selection Criteria

Strategic therapy is considered appropriate for the entire range
of problems for which people seek psychotherapeutic treat-
ment. Thus, there are no specific selection criteria other than an
individual presenting with at least one complaint (Rohrbaugh
& Shoham, 2001). In fact, the clinical work that led to the de-
velopment of this approach was based upon unselected cases
seen at the Brief Therapy Center (BTC) and represented a wide
range of problems. While almost half of the patients treated
with strategic therapy at the BTC presented with an interper-
sonal problem such as marital discord or family conflict, many
other individuals suffered from a range of problems, including
anxiety, depression, procrastination, and eating disorders. Re-
sults from an archival study examining its effectiveness found
that treatment outcome was not related to the presenting
problem (Rohrbaugh, Shoham, & Schlanger, 1992). It is

important to note, however, that given the limitations of the
archival study (e.g., the lack of standardized diagnostic and as-
sessment procedures and comparison group) one cannot be cer-
tain that strategic therapy is equally effective across all types
and severities of presenting problems.Also worth noting, how-
ever, is that strategic interventions may be particularly useful
for patients who are resistant to change, especially when
compared to more straightforward skill-oriented approaches
(cf. Rohrbaugh & Shoham).

Techniques of Therapy

As succinctly summarized by Rohrbaugh and Shoham (2001,
p. 71), the format for conducting brief strategic therapy is as
follows:

(a) define the complaint in specific behavioral terms; (b) set min-
imum goals for change; (c) investigate solutions to the com-
plaint; (d) formulate ironic problem-solution loops (how “more
of the same” solution leads to more of the complaint, and so on);
(e) specify what “less of the same” will look like; (f ) understand
patients’ preferred views of themselves, the problem, and each
other; (g) use patient position to interdict problem-maintaining
solutions; and (h) nurture and solidify incipient change.

Once the therapist has defined the problem or problems in
specific, behavioral terms (e.g., taking 2 hr to fall asleep each
evening) and set a minimum acceptable goal for change (e.g.,
taking 1 hr to fall asleep each evening), the intervention
phase of therapy begins. The initial focus is to elucidate the
solution patterns that maintain the complaint by assessing
what the individual or others have been doing to solve the
problem. Since the ironic process approach assumes that at-
tempts to solve the problem are in fact maintaining it, illumi-
nating cycles of problem-solving (i.e., problem-maintaining)
strategies will highlight areas for intervention. Although the
focus of problem-maintaining solutions is on the current pe-
riod, previously attempted solutions can provide insight into
what has and has not been effective.

Based upon the information obtained while evaluating cur-
rent attempts to solve the problem, the therapist can conceptu-
alize what “less of the same” will look like. Specifically, the
goal is to reverse the problem-maintaining solution by identify-
ing specific changes that need to be made. Ideally, this strategic
objective constitutes a 180-degree reversal of what the patient
has been doing (Rohrbaugh & Shoham, 2001). For example, if
the problem-maintaining solution is the avoidance of social sit-
uations that cause anxiety, the objective of treatment might be
for the patient to experience anxiety by entering a feared social
situation, since the crucial element in planning an intervention
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is stopping the performance of the attempted solution (i.e.,
avoidance of social situations that cause anxiety). It is interest-
ing to note that this strategy is similar to systematic exposure, a
treatment strategy used within CBT. One of the marked differ-
ences however, is that in CBT the patient is typically given cop-
ing strategies to deal with the anxiety, whereas strategic therapy
is not oriented toward providing such skills to patients.

To promote compliance, a hallmark of the Palo Alto strate-
gic therapy model is framing therapeutic tasks and sugges-
tions in terms compatible with the patients’ own language,
worldview, or position. To accomplish this, it is essential for
the therapist to listen carefully to patients’ comments in order
to assess the way they see themselves and others and to
determine what is important in their lives. In addition, the
therapist attempts to determine patients’views of the problem,
specifically, what they believe is causing it.

As part of setting the stage for effective problem resolution,
the therapist not only elicits the patients’ views, but also at-
tempts to mold them to increase patients’ receptivity to the
intervention. For example, a therapist might accept a wife’s po-
sition that her husband is demanding and controlling, and then
extend this notion to suggest that the husband’s behavior may
indicate an underlying vulnerability. The therapist’s extension
creates a different way of looking at the problem, and thus a dif-
ferent solution to resolving it. The husband is now seen as vul-
nerable rather than controlling, and solving the problem
requires dealing with his vulnerability, not his controlling na-
ture. As the wife takes into account and responds to the hus-
band’s vulnerability, he becomes less controlling, and a positive
feedback loop develops, leading to a resolution of the problem.

Theory of Change

As noted before, the patient’s presenting problem is believed
to be maintained by his or her ongoing current attempt to
control, prevent, or eliminate the problem. Thus, the focus of
intervention and necessary condition for change is the inter-
ruption or elimination of the problem-maintaining behavior.
From this viewpoint, resolving a problem does not require un-
derstanding or changing its antecedent cause, but simply the
breaking of the ironic pattern of problem maintenance by pro-
moting “less of the same” solutions (Rohrbaugh & Shoham,
2001). The theory of change is quite simple: If the problem-
maintenance behavior can be reduced or eliminated, the prob-
lem will be resolved, regardless of its nature, origin, or
duration. (Weakland et al., 1974).

Supporting Research

There is a dearth of research on the Palo Alto strategic therapy
model in its pure form. The only controlled study that exists

was conducted by Goldman and Greenberg (1992), who
compared a treatment based on the Palo Alto strategic therapy
model to emotion-focused couples therapy and to a wait-list
control condition. Whereas both treatments were superior to
the control condition at posttreatment, couples who received
strategic therapy reported better marital quality and more
change in target complaints than the emotion-focused therapy
group at the follow-up assessment (4 months after treatment).

The bulk of research support for this approach (for rela-
tionship distress as well as a variety of other problems) comes
from the BTC’s archives (Rohrbaugh et al., 1992; for a de-
tailed description, see Rohrbaugh & Shoham, 2001). Since its
inception, a standard procedure at the BTC has been for a team
member to conduct a follow-up assessment with patients via
telephone approximately 3 and 12 months following termina-
tion. The assessor (never the patient’s primary therapist) eval-
uates changes in the presenting complaint, whether additional
problems have developed, and whether additional treatment
was sought elsewhere. On the basis of the patient’s response to
these questions, each case was classified into one of three
categories: success (substantial or complete relief of the pre-
senting complaint with no new problems), significant im-
provement (clear but incomplete relief of the complaint), or
failure (little or no change, negative change, or further treat-
ment for the presenting complaint).

In an initial report published by Weakland et al. (1974),
the first 97 patients treated by the BTC group were catego-
rized based upon their 1-year assessment. Forty percent
achieved success status, 32% were rated as significantly im-
proved, and 28% were considered treatment failures. Since
this study neither included a comparison or control group nor
used standardized assessment or diagnostic procedures, re-
sults must be interpreted with caution. However, as noted by
Rohrbaugh and Shoham (2001), these data are comparable
to success rates reported in the literature for other forms of
psychotherapy (e.g., Smith, Glass, & Miller, 1980).

Rohrbaugh et al. (1992) updated the tabulation of outcome
data for BTC cases seen through 1991 (a total of 285 pa-
tients). The results of this study essentially replicated the
original findings. Furthermore, treatment outcome was unre-
lated to type of complaint, age, gender, educational level, and
whether the patient had prior therapy, had been hospitalized,
or carried a psychiatric diagnosis. (Since this archival data set
is not published, the interested reader can see Rohrbaugh &
Shoham, 2001, for a more detailed account.) 

Finally, it is important to note that although they do not test
the strategic therapy model per se, studies have supported
the efficacy of a range of psychological treatments that in-
clude essential components of strategic therapy. Examples are
the techniques based upon ironic-process principles, such as
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paradoxical interventions, that have been supported in a meta-
analysis by Shoham-Salomon and Rosenthal (1987).

Future Directions

Two areas stand out as requiring further attention. First, given
the current emphasis on accountability in health care, if strate-
gic therapy is to be a viable psychotherapeutic approach, treat-
ment outcome data supporting its efficacy must be generated.
As noted previously, to date only a handful of studies exist that
support the effectiveness of strategic therapy. Collaborations
between researchers and strategically oriented clinicians
should be developed to generate research support for this ap-
proach (cf. Goldfried, Borkovec, Clarkin, Johnson, & Perry,
1999; Lambert, Okiishi, Finch, & Johnson, 1998). Second, re-
search should be conducted to identify patients and problems
particularly suited for this approach (e.g., Shoham, Bootzin,
Rohrbaugh, & Urry, 1996). The existing research data suggest
that strategic therapy is in fact quite effective for a reasonable
proportion of patients. Thus, for some patients, interruption of
the ironic process that is maintaining the problem behavior is
effectively administered in a brief treatment. Identifying pa-
tients and problems most likely to benefit from strategic ther-
apy would support its use in such cases in which a simple,
parsimonious therapy may be the best first-line solution.

BRIEF INTEGRATIVE-ECLECTIC THERAPY

Introduction

Although most psychotherapists have been trained in one or
more primary treatment approaches, the large majority of
practitioners are eclectic or integrative in practice (Jensen
et al., 1990). The terms eclecticism and integration have the
common attribute of not using a pure approach to treatment,
but have somewhat different meanings (Messer & Warren,
1995; Norcross, 1986). Eclecticism refers either to technical
eclecticism (i.e., calling upon specific interventions from the-
oretically different methods) or to prescriptive matching (i.e.,
pairing the use of particular techniques with particular symp-
toms, syndromes, or patient personality types). Theoretical
integration attempts to encompass different theories and the
techniques deriving from them in one coherent theory.
Finally, the common-factors approach to eclecticism empha-
sizes therapeutic variables and processes that are presumed
to be common to all therapies and central to their efficacy.

Whereas most outpatient individual psychotherapy is eclec-
tically brief, it is ironic that there are few explicit models of
such therapy. Among the most influential are Bellak’s (1992)

brief and emergency psychotherapy, Beutler’s (1983) system-
atic eclectic psychotherapy, Budman and Gurman’s (1988)
interpersonal-developmental-existential approach, Garfield’s
(1989) common-factors approach, Klerman, Weissman,
Rounsaville, and Chevron’s (1984) interpersonal psychother-
apy, Lazarus’s (1981) brief multimodal therapy, and Wolberg’s
(1980) flexible short-term psychotherapy. A recent creative
model is McCullough’s short-term anxiety-regulating therapy
(McCullough & Andrews, 2001).

Selection Criteria

In the practice of some influential psychodynamic approaches
to brief psychotherapy, discussed elsewhere in this chapter,
the criteria for the selection of patients are quite exacting. In
brief integrative-eclectic psychotherapy (BIEP), however,
suitability criteria tend to be minimal and less stringent. Typi-
cally in BIEP, only the most severely disturbed candidates are
excluded—for example, patients who are actively suicidal or
dangerously impulsive, psychotic, drug abusing, or dealing
with incapacitating chronic disorders such as schizophrenia.
Even patients with personality disorders, especially those in
the dramatic cluster and the anxious cluster, may be helped in
brief treatment (Budman & Gurman, 1988). Generally, such
diagnostic considerations aside, sufficient criteria for includ-
ing a patient in BIEP are at least a moderate level of everyday
psychosocial functioning, the capacity to form a working al-
liance with the therapist, and the ability either to identify a
central focus (whether of the more symptomatic or thematic
type, discussed later) or to agree upon such a focus with the
therapist very early in treatment. Wolberg (1980, p. 140)
captured the typical thinking of most BIEP-oriented clinicians
about patient selection in urging that they “assume that every
patient, irrespective of diagnosis, will respond to short-term
psychotherapy unless he proves himself to be refractory to it.”

Techniques of Therapy 

By its very nature, BIEP includes a very wide range of thera-
peutic techniques. Indeed, there are no techniques that are
unique to BIEP. BIEP clinicians tend to be quite pragmatic in
their choice and use of specific interventions, and regularly
ignore the kinds of conceptual concerns expressed by clinical
theorists about such indiscriminate borrowing. For example,
Messer and Warren’s (1995) concern that using a given tech-
nique out of the context of its originating theory may change
its meaning does not usually deter workaday clinicians from
incorporating varied techniques despite their possible incom-
patibility at a theoretical or even clinical level.

More than anything else, BIEP-oriented clinicians lean
toward technical flexibility, often attempting to match
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particular interventions to particular problems.They usually do
so somewhat intuitively rather than systematically, as is done
in Beutler’s (1983) and in Bellak’s (1992) approaches. Thus,
BIEP may include such interventions as interpretations to en-
hance insight, experiential exercises to enhance affective self-
awareness, role playing to promote interpersonal effectiveness,
and hypnosis or relaxation training to decrease anxiety. Essen-
tially, in BIEP, the therapist’s choice of techniques tends to be
very patient-centered, in contrast to the more theory-centered
choice of techniques usually found in pure approaches to ther-
apy, including brief therapy. An increasingly important influ-
ence on the brief therapist’s flexible selection of techniques
involves an appreciation of potentially relevant patient socio-
cultural factors, such as race, ethnicity, and social class. As
McGoldrick et al. (1982) have made clear, the fit between dif-
ferent styles and techniques of psychotherapy and patients of
different cultural backgrounds varies significantly.

Still, most BIEP approaches are predominantly aligned
with one conceptual orientation more than another. Thus,
Bellak (1992) and Wolberg (1980) emphasize a psychody-
namic foundation to their case conceptualization, Budman
and Gurman (1988) and Klerman et al. (1984) have a strong
interpersonal and adult-developmental slant, and Lazarus
(1981) adopts a cognitive behavioral stance. In contrast,
Beutler’s (1983) approach is heavily influenced by social
psychological theory, especially regarding interpersonal in-
fluence processes, and Garfield’s (1989) common-factors ap-
proach deemphasizes techniques as major change-inducing
elements of treatment, relying instead on such factors as em-
pathic listening, reflection and reassurance, suggestion and
explanation, and opportunities for catharsis.

In addition to selecting techniques that seem to fit the par-
ticular patient, BIEP therapists tend to choose interventions
that have certain attributes that foster therapeutic brevity.
These choices tend to be present-centered; to attend more to
conscious and preconscious than to unconscious experience;
to address interpersonal relationships more than inner fantasy
life; to encourage, or at least suggest, taking action as much
as engaging in reflection; and to acknowledge and build upon
patient strengths and resources more than exposing deficits
and limitations. A particular style of technical eclecticism
in BIEP that is quite common involves the combination
of different modalities of therapy, such as individual plus
family/couple therapy, or individual plus drug therapy.

In general, the choice of therapeutic techniques, as in all
brief therapy, should reinforce and be consistent with the main-
tenance of a clear, explicitly agreed upon treatment focus. The
focus agreed upon can involve almost any life domain and
problem description that allows the specification of achievable
goals. A useful distinction in the setting of a focus is that

between a symptomatic focus and thematic focus. The former
refers to rather readily specified symptom complaints, usually
of the sort associated with psychiatric diagnosis (e.g., depres-
sion, anxiety, or alcohol abuse). A thematic focus involves a
broader pattern of behavioral or affective difficulty, or what
behavior therapists call response classes—for example, inter-
personal conflict, self-criticalness, or fear of commitment in
relationships.

Budman and Gurman (1988) have offered a frame of ref-
erence to help therapists more rapidly assess a number of
possible foci that are phenomenologically meaningful to pa-
tients. The five foci they described are losses, developmental
dysynchronies, interpersonal conflicts, symptomatic presen-
tations, and personality disorders. Losses can include any
time frame (past, present, future), and may involve people
(e.g., loved ones), position (e.g., job), or potential (e.g., per-
manent disability). Developmental dysynchronies refer to an
individual’s seeing him- or herself as being off track devel-
opmentally, and are often identified at nodal life-transition
points (e.g., completion of formal education, marriage, etc.).
Interpersonal conflicts commonly involve family and marital
difficulties, although they may also center on friendships
or workplace relationships. Symptomatic presentations, as
noted, involve discrete symptoms such as anxiety or depres-
sion. Personality disorders may be gauged by chronic and
constant loneliness, varied and repeated interpersonal con-
flicts, and anger and depression.

Budman and Gurman’s (1988) five foci are not biased
toward any particular theory of psychopathology or psy-
chotherapy, and thus may serve as a template for the kind of
rapid assessment and treatment planning that brief therapy
requires. Moreover, the identification of a particular focus in
their schema neither precludes nor preordains the use of any
particular method of brief therapy or the selection of tech-
niques within any given method.

Moreover, the use of such a template for focusing does not
dictate how time is apportioned in BIEP. It is the manner of
distributing time for treatment, not the setting of finite limits
on the amount of available time (e.g., fixed termination date,
fixed number of sessions), that typically distinguishes brief
therapy from its longer term cousins (Budman & Gurman,
1988). Brief psychotherapy, and certainly BIEP, is very flex-
ible in its distribution of treatment time. This temporal atti-
tude has led some to assert that brief therapy could be more
appropriately dubbed time-sensitive or time-effective therapy
(Budman & Gurman). That is, BIEP is not necessarily con-
tinuous therapy, conducted weekly. Nor is BIEP necessarily
provided as a course of treatment that comes to a final end.
Rather, patients may be seen intermittently for successive pe-
riods of therapy, especially as changing life circumstances
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dictate a need to return for additional focused work. It is in
this most concrete of ways that a life-cycle developmental
perspective on clinical presentations (the all-important “Why
now?” assessment question) has practical relevance.

Supporting Research and Future Directions

BIEP, by its essential nature, lacks the panache to ever gain
passionate adherents and become a therapeutic movement.
Therefore, forces other than the conceptual and charismatic
zealotry of BIEP’s leaders will be called upon to maintain the
widespread practice of these approaches. The first force that
is likely to sustain and enhance BIEP’s usage is the com-
monly encountered patient expectation that therapy should be
brief and practical. Patients are generally not very interested
in complex theories of treatment. They typically want to be
offered what works, especially what is specifically likely to
work for them. Likewise (although probably not with the
same motivations), health care delivery systems and their ad-
ministrators certainly favor whatever works, and whatever
works the fastest.

The second major force that is likely to sustain the prac-
tice of BIEP is the corpus of existing research on psycho-
therapeutic outcomes. As noted earlier, the lion’s share of
outcome research on individual psychotherapy, which typi-
cally shows positive results, has involved brief treatment by
any temporal standard (cf. Bergin & Garfield, 1994), and has
tended not to favor one approach over the others. Many clin-
icians feel that if research has supported several different
therapeutic approaches, combining them may enhance the
overall effect. Process research has demonstrated that what
appear to be pure approaches often are quite integrative (e.g.,
Jones & Pulos, 1993). 

At the same time, there exists almost no research on what
may be called intentional integrative therapy, in which inter-
vention methods from disparate schools of thought are sy-
nergistically brought together in a coherent fashion, with
adequate training and monitoring of therapists in the emerg-
ing integrative model. (See Glass, Arnkoff, & Rodriguez,
1998, for suggested directions for integrative psychotherapy
research.) Likewise, the body of research on eclectic ap-
proaches is not large. It is best represented to date by Beutler’s
(1983) systematic approach, which attempts to match treat-
ments to patients on the basis of potentially pertinent factors.
A fundamental difficulty in studying eclectic treatments, of
course, is that eclectic therapists typically use whatever tech-
niques they think will benefit a given patient, rendering it dif-
ficult to standardize or manualize therapy for investigative
purposes. Still, even in the face of these countervailing forces,
brief integrative-eclectic styles of individual psychotherapy

are likely to continue to quietly dominate the landscape of
contemporary practice.
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During the course of a lifetime all people experience a variety
of personal traumas, such as divorce or illness, and many oth-
ers will also live through cataclysmic events, such as natural
disasters or acts of violence, that result in a state of crisis.
An underlying assumption of crisis intervention theory is
that crises are universal and can and do happen to everyone
(James & Gilliland, 2001). International media coverage of
earthquakes, floods, famine, war, and acts of terrorism provides
poignant reminders of this fact.

The difference between a disaster and an accident is a mat-
ter of degree. In a disaster, the social structure is adversely af-
fected, which in turn threatens the existence and functioning
of an entire group, in contrast to the experience of individual
trauma that results from an accident or act of crime (Eranen
& Liebkind, 1993). The worldwide prevalence of people
traumatized by disaster and war, terrorism, intrafamilial
abuse, crime, and rape, as well as school and workplace vio-
lence, is significant. Indeed, some researchers found that ap-
proximately 40% of all children and teens will experience a
traumatic stressor and that the lifetime prevalence for trauma
exposure may be as high as 90% (Breslau et al., 1998; Ford,
Ruzek, & Niles, 1996).

It is generally recognized that exposure to traumatic stres-
sors without effective psychological intervention can trigger

adverse, long-term effects that can become extremely diffi-
cult to resolve as an individual moves through subsequent
developmental stages. The timely delivery of appropriate
treatment is imperative during the acute crisis phase to miti-
gate the potential for psychopathological sequelae, such as
posttraumatic stress disorder (PTSD).

However, it is important to note that not all individuals
suffer physical and psychological deterioration in the after-
math of a crisis. Although exposure to traumatic stressors can
be potentially hazardous to an individual’s well-being, crisis
states can also provide an avenue for personal growth
(Tedeschi, Park, & Calhoun, 1998). In fact, Gerald Caplan,
the founder of modern crisis intervention, argued that crisis is
a necessary precursor to growth (1961, p. 19). The coping
process, a time during which an individual strives for equi-
librium or stability in response to a stressor, provides a venue
for achieving either a higher or lower level of functioning
than the precrisis state and creates a foundation for future
development.

The idea that crisis can result in a positive or negative out-
come is illustrated by two Chinese characters, one symboliz-
ing “danger” and the other “opportunity.” When combined to
create the word “crisis,” these symbols convey the potential as
well as the dual meaning of the word. In the English language,
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the word “crisis” is derived from the Greek word “krinein,”
which translates as “to decide.” As with the Chinese character
for “crisis,” derivatives of this term also capture the idea that
the potential for either a detrimental or a beneficial outcome
exists in the aftermath of a crisis.

Researchers and mental health clinicians have developed a
number of definitions for the word “crisis” in the English lan-
guage. In general, each of these definitions conveys a number
of common concepts: Exposure to a traumatic or dangerous
event leads to acute distress, which results in psychological
disequilibrium, a state wherein the employment of familiar
coping strategies has failed, creating the potential for cogni-
tive, physical, emotional, and behavioral impairment.

Crisis intervention services are now widely recognized as
an efficacious treatment modality for the provision of emer-
gency mental health care to individuals and groups. In the
past decade, there has been a proliferation of empirical out-
come studies resulting in the development and refinement of
a variety of effective assessment and intervention techniques.
Psychologists need to be able to diagnose and treat disorders
associated with trauma (e.g., PTSD, generalized anxiety
disorder, and depression), provide consultation to medical
personnel, educate the community and other crisis interven-
tion service providers about normal responses to abnormal
events, and assist in the implementation of emergency mental
health care for communities, hospitals, and community
agencies. It is critical for psychologists to be well trained in
assessment, to have knowledge of useful crisis intervention
techniques, and to be able to work effectively with other
agencies in providing emergency mental health services.

Chapter Overview

This chapter will present a summary of the historical highlights
and the theoretical influences on the development of modern
crisis intervention theory. As crisis intervention evolved into
a recognized discipline, a number of models were developed
that described, clarified, and formulated assessments and treat-
ments used in providing emergency psychological care. These
models provide the groundwork for our current understand-
ing of crisis intervention and will be discussed along with
newer models that have recently been advanced, such as Criti-
cal Incident Stress Management and Critical Incident Stress
Debriefing.

Just as there are many different types of crises, health care
professionals and agencies that provide crisis intervention ser-
vices have developed a variety of effective assessments and
treatments. An overview of solution-focused therapy, cogni-
tive therapy, and other useful techniques will be presented, and
the differences between brief psychotherapy and crisis inter-

vention will be delineated. The differences and similarities in
the delivery of emergency mental health services to individu-
als and groups will be highlighted.

A conceptual overview will be described, along with a
framework with which to identify, assess, and treat individu-
als or groups experiencing a crisis. We will specifically focus
on three different events. Case examples will be used to
illustrate the implementation of specific assessments and in-
terventions in providing crisis intervention services to suici-
dal patients and victims of natural disaster and acts of
terrorism, as well as patients and families struggling with
debilitating illness.

A general framework for providing cross-cultural crisis
intervention will also be presented. Sensitivity to and aware-
ness of cultural differences, along with a basic knowledge of
how different cultures respond to crisis and to therapeutic in-
tervention, are necessary in providing an effective response.
Crisis intervention terminology that is commonly used by
health care providers, researchers, and social agencies will be
noted and defined throughout this chapter. Additionally, cur-
rent research and recent trends will be reviewed along with
relevant legal issues.

Finally, most psychologists providing crisis mental health
services will find themselves working in conjunction with
other social agencies such as the police, hospital personnel,
mobile crisis units, and the American Red Cross. Typically, a
psychologist works as a member of a mental health team when
providing crisis intervention services at the disaster site or in a
variety of mental health care settings. A description of how
such teams are formed and mobilized will be provided.

HISTORY AND THEORY OF
CRISIS INTERVENTION

During World War I, Salmon (1919) observed French and
English medical teams treating soldiers suffering from war
neuroses. He noted that timely interventions, conducted
within close proximity to the battle zone, increased the num-
ber of soldiers who were able to return to combat and reduced
the degree of adverse psychiatric consequences experienced
by those traumatized by battle. World War I veterans who were
psychologically disturbed by combat-related trauma, but were
without physical wounds, were described as “shell-shocked”
and were treated for combat neurosis. The long-endorsed idea
that “time heals all wounds” was first challenged during World
War I and would be further disputed during World War II.

During World War II, combat-related PTSD was referred
to as “battle fatigue.” The concepts of immediacy, proximity,
and expectancy were acknowledged as critical elements in
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providing treatment to combat-fatigued soldiers during World
War II. The goal was to treat distressed soldiers quickly and as
close to the front line as possible in order to have them rapidly
return to duty. However, recent research findings based on
several decades of accumulated evidence indicate that many
World War I and World War II veterans experienced the first
onset of PTSD, or an exacerbation of symptoms, in late
life (Ruskin & Talbott, 1996). Although it is unclear why
the onset of combat-related PTSD was delayed for decades,
some researchers hypothesized that many older adults were
underdiagnosed because these veterans did not associate their
postwar difficulties with their combat experiences. It also
may be that health care clinicians attributed the symptoms
experienced and reported by these veterans as solely related
to alcoholism, depression, schizophrenia, or anxiety disor-
ders. However, PTSD is often comorbid; in other words, a
variety of mental illnesses can and do occur with PTSD
(James & Gilliland, 2000; Zlotnick et al., 1999). Additionally,
late-life stressors such as retirement, death, illness, economic
hardship, and declining mental and physical well-being erode
existing structure and social supports that earlier in life pro-
vided a modulating influence against the onset of PTSD
symptoms (Hamilton & Workman, 1998).

Veterans suffering from combat neurosis, as well as be-
reaved family members, were treated with interventions
that were adapted from those developed earlier by Erich
Lindemann, a psychiatrist, to treat grieving family members
who had lost a loved one in the 1942 Coconut Grove night-
club fire in Boston. Lindemann and his colleagues at Massa-
chusetts General Hospital clinically observed the acute and
delayed reactions of the relatives of the 492 victims who died
in the fire. Although most individuals did not present psy-
chopathological symptoms in response to the death of a loved
one, some did develop acute grief reactions that appeared
pathological. Lindemann (1944) found that these individuals
exhibited temporary behavioral changes that were precipi-
tated by the loss and were ameliorated by short-term inter-
ventions. He championed the idea that an individual’s
expression of grief after experiencing a significant loss
should not be considered as abnormal or pathological but as a
normal manifestation in reaction to a traumatic stressor. His-
torically, modern crisis intervention theory evolved from
Lindemann’s (1944) classic study of acute grief reaction.

Lindemann (1944) delineated five related normal grief re-
actions: (a) somatic distress; (b) preoccupation with the image
of the deceased person; (c) guilt; (d) hostile reactions; and
(e) the loss of patterns of conduct (Lindemann, 1944, p. 142).
The extent of the individual’s grief reaction was influenced by
the degree of successful readjustment to the environment
without the loved one, the ability to free himself or herself

from the deceased, and the facility to develop new relation-
ships. Until this time, personality disorders or biochemical ill-
nesses were thought to be the cause of grief-related depression
or anxiety, and the provision of therapy to treat these symp-
toms was considered to be the exclusive domain of psychiatry.
Notably, in the aftermath of this tragedy, Lindemann came to
accept that community paraprofessionals and clergy could be
just as effective in providing crisis intervention services as
psychiatrists.

Lindemann and Gerald Caplan founded the Wellesley
project, a community mental health program in Cambridge,
Massachusetts, subsequent to the disastrous Coconut Grove
nightclub fire, to provide crisis intervention and community
outreach. An equilibrium/disequilibrium paradigm was devel-
oped that depicted the process of crisis intervention in treating
an individual’s reaction to a traumatic stressor. The paradigm
included four stages: (a) The individual’s equilibrium is dis-
rupted, (b) the individual engages in grief work or brief ther-
apy, (c) the individual experiences some resolution of the
problem, and (d) the individual’s equilibrium is restored.

The rationale for crisis intervention was that the provision
of guidance and support to individuals in crisis would avert
prolonged mental health problems. Lindemann and Caplan
believed that when people are in a state of crisis they feel
anxious, are more receptive to help and suggestion, and are
motivated to change. Whereas Lindemann (1944) provided
the foundation for understanding and treating acute grief re-
actions, Caplan (1964) used the concepts to expand the use of
crisis intervention strategies in treating all developmental and
situational traumatic events.

Crisis, as defined by Caplan (1961), is a state that results
when an individual confronts obstacles to significant life
goals that cannot be surmounted through the use of normal
problem-solving efforts. Psychological homeostasis describes
the balance or equilibrium between the affective and cognitive
experience. When a disruption in psychological functioning
occurs, an individual will engage in behaviors to restore
balance or equilibrium. Traumatic events can create a state of
disequilibrium.

Disequilibrium is defined as a time when an individual is
unable to find a solution to a problem or when normal coping
mechanisms fail, resulting in an inability to restore the state
of equilibrium and disrupting homeostasis. The outcome, ac-
cording to Caplan (1964), is acute distress accompanied by
some level of functional impairment. Early intervention was
the key to encouraging the potential for positive growth and,
conversely, discouraging possible psychological impairment.
Possible sequelae mentioned by Caplan (1969) included
depression, panic, cognitive distortions, physical complaints,
and maladaptive behavior.
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Four stages of crisis reaction were described by Caplan
(1964). The first stage involves an increase in tension that re-
sults from an emotionally threatening, crisis-precipitating
event. The second stage is a period when daily functioning
is disrupted because the individual experiences an increased
level of tension and is unable to quickly resolve the crisis.
The third stage may lead to depression when tension levels
steadily increase to an intense level and the individual’s cop-
ing mechanisms continue to fail. During the last stage, an in-
dividual may use different coping mechanisms to partly solve
the crisis, or a mental breakdown may ensue.

In the late 1950s, several events accelerated the develop-
ment of a diverse offering of crisis intervention services and
fostered the growth of formalized crisis intervention pro-
grams. The advent of the Los Angeles Suicide Prevention
Center, developed by suicidologists Norman Farberow and
Edwin Shneidman, provided a successful template that
would foster the growth of suicide prevention hot lines. In the
1960s, walk-in clinics and crisis hot lines, many of which
were manned by nonprofessional volunteers, provided care
for victims of rape and domestic violence and counseled
those at risk for suicide.

The Short-DoyleAct, enacted by the California Legislature
in 1957, laid the groundwork for the deinstitutionalization of
many chronically mentally ill individuals who were placed in-
definitely in locked wards of publicly funded mental hospi-
tals. This act provided counties with funding to organize and
operate mental health clinics for individuals with mental ill-
ness through locally controlled and administered health pro-
grams. The Community Mental Health CentersAct, passed by
Congress six years later in 1963, was the outcome of President
John Kennedy’s vision for a new approach in the delivery of
mental health services. The development of a national net-
work of community-based mental health service centers was
intended to provide services to chronically mentally ill pa-
tients. Crisis intervention services would be offered as a type
of preventive outreach. Caplan (1961, 1964) defined the con-
cepts of preventive psychiatry that would guide the delivery of
these newly mandated services, the objective of which was to
decrease “1) the incidence of mental disorders of all types in a
community; 2) the duration of a significant number of those
disorders which do occur; and 3) the impairment which may
result from those disorders” (Caplan, 1964, pp. 16–17).

However, the goals established by the Community Mental
Health Centers Act were not achieved, because the majority
of mental health services provided by the clinics were not
utilized by the seriously and chronically mentally ill but were
being used by individuals with emotional and psychological
problems that were previously treated by psychologists and
psychiatrists in private practice. As a result, many individuals

with chronic mental illness were not receiving adequate
treatment.

In 1968 the Lanterman Petris Short Bill was passed by
Congress to address this concern, and it placed new require-
ments on the type and delivery of mental health services made
available through the clinics. Individuals without chronic
mental illness were now offered short-term crisis intervention,
whereas the seriously mentally ill were provided with long-
term case management services.

Dramatic changes at the policy level have brought about
(some might say forced) greater cooperation within the disci-
plines of mental health as well as across agencies. Since the
passage of the Community Mental Health CentersAct, all com-
munity mental health centers receiving federal funding must
provide 24-hour crisis and emergency services (Ligon, 2000).
The focus at that time was to promote a transition from mental
health services provided by institutions to services provided by
the community. As deinstitutionalization continued over the
years and the goal became focused on helping patients stabilize
over a few days rather than providing long-term care, commu-
nity programs have had to rapidly expand to accommodate the
increased demand for emergency psychiatric services.

Short-Term Crisis Intervention

The successful delivery of short-term crisis intervention
services, coupled with the public’s growing recognition that
24-hour psychiatric emergency treatment (PET) was effec-
tive and essential in responding to suicidal, homicidal, and
psychotic crises, increased both the demand for and the
development of community-based services. The theoretical
basis for these programs is the principles of both public health
and preventative mental health treatments and does not focus
on identifying and treating psychopathology. Outreach pro-
grams were developed with the goals of identifying high-risk
groups, promoting community recovery, and minimizing so-
cial disruption (Ursano, Fullerton, & Norwood, 1995). Emer-
gency suicide hot lines, rape crisis centers, battered women’s
shelters, crisis intervention units, and community crisis cen-
ters flourished during the 1970s. In fact, the number of com-
munity mental health centers grew from 376 centers in 1969
to nearly 800 centers by the early 1980s (Foley & Sharfstein,
1983).

Three decades later, the short-term crisis intervention
model continues to be used by community mental health
centers and is also popular with health maintenance organiza-
tions (HMOs), preferred provider organizations (PPOs), and a
number of insurance carriers. Managed care firms justify lim-
iting their patients to four to six sessions with a trained mental
health clinician based on their interpretation of community
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TABLE 18.1 Historical Milestones in Crisis Intervention

• World War I: the first empirical evidence that early intervention reduces
chronic psychiatry morbidity.

• World War II: the process of immediacy, proximity, and expectancy
identified as important “active ingredients” in effective emergency
psychological response.

• 1944: Lindemann’s observations of grief reactions to the Coconut
Grove fire begin “modern era” of crisis intervention.

• Late 1950s: community suicide prevention programs proliferate.

• 1963–64: Caplan’s three tiers of preventive psychiatry delineated and
implemented within the newly created community mental health system
(primary, secondary, tertiary prevention).

• Late 1960s–early 1970s: crisis intervention principals applied to reduce
the need for hospitalization of potentially “chronic” populations.

• 1980: formal nosological recognition of posttraumatic stress disorder in
DSM-III “legitimizes” crisis and traumatic events as threats to long-term
health.

• 1982: Air Florida 90 air disaster in Washington, D.C. prompts
reexamination of psychological support for emergency response
personnel; first mass disaster use of the group crisis intervention
Critical Incident Stress Debriefing (CISD), which was originally
formulated in 1974.

• 1986: “violence in the workplace” era begins with death of 13 postal
workers on the job.

• 1989: International Critical Incident Stress Foundation (ICISF)
formalizes an international network of over 350 crisis response teams
trained in a standardized and comprehensive crisis intervention model
(CISM); ICISF gains United Nations affiliation in 1997.

• 1992: American Red Cross initiates formal training for the establishment
of a nationwide disaster mental capability; Hurricane Andrew tests new
mental health function.

• 1993: Social Development Office (Amiri Diwam), ICISF, Kuwait
University, et al. implement a nationwide crisis intervention system for
postwar Kuwait.

• 1994: DSM-IV recognizes Acute Stress Disorder, emphasizes impairment
in PTSD.

• 1995: bombing of the Federal Building in Oklahoma City underscores
need for crisis services for rescue personnel, as well as civilians.

• 1996: TWA 800 mass air disaster emphasizes the need for emergency
mental health services for families of the victims of trauma and disasters;
OSHA 43148-1996 recommends comprehensive violence or crisis
intervention in social service and health care setting.

• 1997: Gore Commission recommends crisis services for airline industry.

• 1998: OSHA 3153-1998 recommends crisis intervention programs for
late-night retail stores.

• 1999: COMDTINST 1754.3 requires each U.S. Coast Guard region to
develop an ICISF-model CISM team.

• 2001: terrorist attacks on the World Trade Towers and Pentagon Building
result in the creation of the Office of Homeland Security to coordinate
emergency services and efforts of federal, state, and local law
enforcement agencies in responding to disasters.

Reprinted with permission from Everly and Mitchell, 1999.

center program evaluations that reported that short-term
interventions were as beneficial as long-term psychotherapy
(Kanel, 1999). In recent years, managed care has also had a
significant effect on the delivery of services at the clinical
level and in the administration of mental health services.

As part of a typical managed care treatment plan, patients are
frequently referred to other community services, such as Al-
coholics Anonymous and community-based support groups,
to augment brief therapy. In general, managed care firms find
short-term crisis interventions appealing because they are
cost-effective therapeutic treatments.

More recently, Jeffrey Mitchell and George Everly devel-
oped a comprehensive, integrative, multicomponent program,
Critical Incident Stress Management. A review of Critical
Incident Stress Debriefing as a component of Critical Incident
Stress Management is discussed later in this chapter (Everly &
Mitchell, 1999). A summary of key historical events in crisis
intervention theory and service development is presented in
Table 18.1.

STRESS AND COPING

Crisis intervention is now recognized as an effective compo-
nent of a psychologist’s therapeutic repertoire for helping indi-
viduals deal with the challenges and threats of overwhelming
stress. As noted earlier, all individuals experience stress in the
normal course of their lives. Although stress in and of itself
is not harmful, it may precipitate a crisis if the anxiety accom-
panying it exceeds the individual’s ability to cope.

Stress

Stressful events may adversely impact everyday functioning
and potentially lead to long-term impairment. A number of
factors influence personal vulnerability. These include indi-
vidual differences, such as age, personality type, health, world-
view, life experiences, phase of development, support
system, and cultural values. Also, the timing, intensity, and
type of disturbance can be significant. Moreover, people pos-
sess different levels of stress tolerance, ways of coping with
adversity, and access to social supports (Lazarus & Folkman,
1984; Myers, 1989). An individual’s reaction to stress results
from a complex interaction among these factors.

Some events that can potentially result in crisis are pre-
dictable, whereas others are not. Examples of unpredictable
events include earthquakes or the sudden death of a loved
one. In contrast, other situations are anticipated and gradually
climax in a state of crisis. Examples include a long-distance
move to another community, divorce, and death resulting
from terminal illness.

Stressful events that evolve into an expected outcome
offer the opportunity for gradual understanding and assimila-
tion of the imminent loss or transition. The individual is not
forced to abruptly absorb the distressing reality of an irrevo-
cable event. A single stressful event may not be harmful, but
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the accumulative affects of such events over time can be in-
tolerable. Therefore, the precipitating factor in a crisis may
not be as significant as the series of events that precede it and
create a vulnerable state for the person.

As noted earlier, people have different levels of stress
tolerance, but cumulative crisis events exact demands for
adaptation that ultimately exhaust emotional reserves, even
in individuals possessing high tolerance levels. Although
successful resolution of a crisis may result in personal growth
and a higher level of functioning than in the precrisis state,
psychic assaults from recurring, multiple crisis events would
eventually lead to disorganization and disintegration of ade-
quate coping abilities. If a person is able to cope with the
stressful event without suffering subjective distress, then he
or she will most likely experience stress and not a crisis.

Coping

Coping and appraisal are closely related processes. The threat
appraisal process involves three components: primary ap-
praisal, secondary appraisal, and coping (Lazarus, 1966).
Primary appraisal is the individual’s perception of the event. It
is important to note that the perception of an event, rather than
the situation itself, is different for each individual. People ex-
perience the same event differently because of individual dif-
ferences (as noted above) that influence their perception of the
crisis. Hence, crisis is self-defined: It is the person’s response
to an internal or external event rather than the event itself.
In other words, exposure to the same precipitating event may
result in crisis for one person but not for another. A stressful
event in and of itself does not constitute a crisis.

A crisis is determined by the individual’s perception
(primary appraisal) and his or her potential response to the
event (secondary appraisal). The response that is executed in
reaction to the stressful event is defined as coping. Coping can
be either emotion focused or problem focused (Folkman &
Lazarus, 1980; Lazarus, 1966). The goal of emotion-focused
coping is to reduce emotional distress that is associated with
the situation, whereas problem-focused coping strives to alter
the relationship between the person and the source of the
stress. Most stressors typically elicit both types of coping.
Emotion-focused coping usually predominates when people
feel that the stressor is something that must be endured,
whereas problem-focused coping prevails when people feel
that action can be taken to alter the source of the stress
(Folkman & Lazarus, 1980).

If an event is perceived as threatening, and in response the
individual’s typical coping strategies fail and he or she is un-
able to pursue or is unaware of alternative coping strategies,
then the precipitating event may result in a state of crisis, in
which the person experiences feelings of helplessness, anger,

anxiety, inadequacy, confusion, fear, disorganization, guilt,
and agitation (Smead, 1988).

According to Roberts (2000), a crisis is “defined as a pe-
riod of psychological disequilibrium, experienced as a result
of a hazardous event or situation that constitutes a significant
problem that cannot be remedied by using familiar coping
strategies” (p. 7). James and Gilliland (2001) defined “crisis”
as “a perception of an event or situation as an intolerable dif-
ficulty that exceeds the resources and coping mechanisms of
the person. Unless the person obtains relief, the crisis has the
potential to cause severe affective, cognitive, and behavioral
malfunctioning” (p. 3).

Crises can be categorized as developmental, situational,
existential, or environmental (James & Gilliland, 2001).
Developmental crises arise from predictable, normal change
and are internally caused situations that result from growth
and role transitions, such as the onset of adolescence (Caplan,
1964; Erickson, 1950). Situational crises are externally caused
situations that are unpredictable, such as the loss of a job, an
accidental death, or natural disaster. The threat of loss (death,
separation, illness) that occurs with a change in circumstances
can precipitate a crisis reaction (Caplan, 1964). “The key to
differentiating a situational crisis from other crises is that a
situational crisis is random, sudden, shocking, intense, and
often catastrophic” (James & Gilliland, 2001, p. 5).

Existential crisis acknowledges the turmoil of “inner
conflicts and anxieties that accompany important issues of
purpose, responsibility, independence, freedom and commit-
ment” (James & Gilliland, 2001, p. 6). For example, the re-
morse that can accompany a person’s knowledge that certain
opportunities (career, marriage, children) are no longer
available at age 60 that were once options at age 30 can re-
sult in feelings of emptiness for some individuals that can be
difficult to remedy. Individuals or groups of people are at
risk for exposure to environmental crises that are natural or
human caused, biologically derived, politically based, or the
result of severe economic depression (James & Gilliland,
2001).

To maintain equilibrium, people employ compensatory
mechanisms when confronted with minor challenges and
disturbances. “Commonly used compensatory mechanisms
might include denial of the problem, rationalization, intellec-
tualization, creation of a psychological carapace, and/or prob-
lem solving techniques” (Everly & Mitchell, 1999, p. 24).
When coping and compensatory mechanisms fail and the
threat of the situation cannot be adequately resolved, then
most individuals are typically unable to reestablish psycholog-
ical homeostasis, resulting in a state of crisis. It is at this point
that symptoms of decompensation become evident: panic
(psychological and physiological symptoms), depression,
hypomania, somatoform conversion reactions (deficits in the
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motor or sensory systems), acute stress disorder (ASD),
PTSD, grief or bereavement reactions, psychophysiological
disorders (medical conditions that are exacerbated or caused
by extreme stress; see Everly, 1989, for an in-depth discussion
of the physiology of stress response mechanisms), brief reac-
tive psychosis, obsessive-compulsive disorders, and other
crisis-related symptoms (anger, violence, suicide; Everly &
Mitchell, 1999, pp. 25–32).

Flight, fight, or freeze behaviors (survival-mode function-
ing) are specialized cognitive-affective mechanisms that are
activated when individuals are confronted with life-threatening
events (Chemtob, Roitblat, Hamada, & Carlson, 1988). These
behaviors are adaptive in the context of a threatening incident
but are deleterious to well-being if they persist after the event.
Osterman and Chemtob (1999) posit that persistence of the
survival-mode functioning accounts for the clinical presenta-
tion of traumatized patients. “High levels of anxiety and avoid-
ance are associated with flight responses; increased anger and
aggression represent the persistent mobilization of a fight
response; and dissociative symptoms, emotional numbing,
or depersonalization reflect freeze responses” (Osterman &
Chemtob, 1999, p. 739). It is essential to start working with
individuals as soon as possible after a crisis to prevent this
chronic cycle of behaviors from developing.

Acute Stress Disorder and Posttraumatic Stress Disorder

Posttraumatic stress disorder was first recognized as a diag-
nostic category, and was classified as a subcategory of anxiety
disorders, in the 1980 Diagnostic and Statistical Manual of
Mental Disorders III (American Psychiatric Association,
1980). The definition of ASD was included as an independent
entity in the 1994 version of the Diagnostic and Statistical
Manual of Mental Disorders IV (DSM-IV; American Psychi-
atric Association, 1994). The symptoms of ASD differ from
those of PTSD in three ways. “The disturbance [for ASD]
lasts for a minimum of 2 days and a maximum of 4 weeks and
occurs within 4 weeks of the traumatic event” (APA, 1994,
pp. 431–432), whereas the duration of the disturbance for
PTSD is for at least 1 month (APA, 1994, pp. 427–429). Ad-
ditionally, the person with PTSD experiences at least three
symptoms signifying dissociation, and the dissociative symp-
toms may prevent the individual from effectively coping with
the trauma.

The percentage of individuals exposed to severe trauma
who eventually develop PTSD varies from 10% to 12%. The
reader is encouraged to refer to the DSM-IV (APA, 1994) for
a complete description of the criteria for ASD and PTDS.
Clinicians providing crisis intervention to individuals and
groups should be familiar with the diagnostic criteria for both
these disorders.

BRIEF AND LONG-TERM PSYCHOTHERAPY
VERSUS CRISIS INTERVENTION

Crisis theory is comprised of an eclectic mix of theoretical
modalities. It draws on cognitive-behavioral, psychoana-
lytic, existential, humanistic, and general systems theories
(Callahan, 1998; Kanel, 1999). Although a number of mod-
els have been developed to describe the intervention process,
they all share two characteristics. Crisis interventions are time
limited and are designed to help individuals return to their
precrisis level of functioning (Gilliland & James, 1993;
Puryear, 1979; Roberts, 1991). The focus is on decreasing
acute psychological disturbances rather than curing long-term
personality or mental disorders. A principle of crisis interven-
tion is that the person’s symptoms are not viewed as indica-
tive of personality deterioration or mental illness but, rather,
are viewed as signs that the individual is experiencing a
period of transition that is disruptive and distressing but
relatively brief in duration. The goal is to help individuals and
groups deal with the stressful transition period. Most people
in crisis realize they need aid but do not perceive themselves
as mentally ill.

As noted earlier, perception of, and the meaning ascribed
to, an event is a critical factor in determining whether the
individual can cope. The meaning a person gives to an event
has been described as the “cognitive key” with which to un-
lock the door to understanding the patient’s experience of the
crisis (Slaikeu, 1990, p. 18). It affects what individuals do in
response to the event and whom or what they blame for the
incident. Meaning is dynamic, not static, and it changes over
time as the context changes. By understanding the meaning of
an event, clinicians can reframe their patients’ cognitions to
assist them in reducing their immediate suffering, increasing
their coping capabilities, and preventing long-term adverse
physical, affective, and behavioral consequences.

Crisis interventions differ from traditional psychotherapy
in a number of significant ways. Crisis counseling typically
takes place in community crisis clinics or at the site of the
traumatic event, as in the case of natural disasters or violence
at school or in the workplace. Crisis interventions are con-
ducted immediately following a traumatic event, in contrast
to an office-based therapy, in which patients usually schedule
ongoing weekly appointments. Traditional therapy concen-
trates on diagnosis and treatment with collaborative goals of
personal growth and improvement of functioning by encour-
aging insight (psychodynamic) or examination of thoughts,
feelings, and behaviors (cognitive-behavioral therapy). An
overview of how crisis intervention differs from psychother-
apy is presented in Table 18.2.

In contrast, for individuals in crisis, the focus is on under-
standing the meaning of the crisis, assessing the idiosyncratic
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characteristics of the individual, learning about the strengths and
weaknesses of the individual’s support system, and adapting
and developing the person’s coping skills, all with the mini-
mal goal of restoring precrisis levels of functioning. In gen-
eral, crisis interventions are directive and supportive with the
goal of lessening any adverse impact on future mental health.

Wainrib and Bloch (1998) noted that because a crisis can
evoke either a positive or negative reaction, it creates an envi-
ronment in which one “reassesses one’s life” (p. 28). During
this state people may be more receptive to new information
and willing to try new coping strategies (Puryear, 1979).
After a crisis, many individuals may strive to attain their pre-
crisis level of functioning, whereas others may not be able to
fully reconstruct their lives. However, some people may find
that the successful resolution of a crisis serves as a catalyst
that can bring about growth, positive change, and enhanced
coping ability, as well as a decrease in negative behavior, re-
sulting in a higher postcrisis level of functioning (Janosik,
1984, pp. 3–21). The acquisition of new skills and coping
mechanisms to deal with the current crisis situation can fos-
ter psychological and emotional growth as well as benefiting
the individual when he or she is confronted with new crisis or
stressful situations in the future (Fraser, 1998).

Assessment and Intervention

Psychologists conducting standard diagnostic assessments in
an office or hospital employ knowledge of life span develop-
ment and psychopathology and utilize a diagnostic classifi-
cation system such as the DSM-IV or ICD-10 to guide and
organize their treatments.

A measurement of the severity of the psychosocial stres-
sors experienced by the patient is noted on the DSM-IV
Axis V (Generalized Assessment of Functioning). The pa-
tient’s current level of functioning is determined by the clini-
cian from a list of identified behaviors that are ranked from
0 to 100, with higher scores indicating greater overall func-
tioning and coping (APA, 1994). Rating scores assigned at
the beginning of treatment can be used to monitor the course
of therapy. It is often helpful to compare the patient’s current
level of functioning to his or her highest level of functioning
attained during the past year.

Crisis workers generally do not have the luxury of time to
collect and analyze medical and mental health records that
might be available under normal conditions. An abbreviated
assessment process, whose objective is to quickly formulate
an assessment and to understand the meaning the individual
has ascribed to the crisis, should include an exploration of
the precipitating event and past events that were similar, be-
cause memories of past losses and bereavement typically
resurface in current loss situations.

An assessment of the individual must be made in conjunc-
tion with an appraisal of the nature and scope of the crisis in
order to better delineate his or her experience. Was the indi-
vidual a victim or a witness? The closer the proximity (tem-
poral and physical) to the event and the greater the degree of
perceived threat, the greater the potential for adverse physical
and psychological sequelae.

Psychologists working with individuals in crisis must be
able to quickly evaluate the degree of disequilibrium experi-
enced by the individual and calmly convey support, accep-
tance, and confidence about the future. Assessments may
have to be conducted at the site of the event and may be lim-
ited to less than 15 or 20 minutes. In instances in which a
group has been exposed to a traumatic event, it is often ben-
eficial to meet for a group assessment for a longer period of
time. The “norm” of the group can be quickly determined,
and individuals who deviate from the norm can be identified
as being at high risk for adverse reactions (Wainrib &
Bloch, 1998). Specific intervention plans can then be devel-
oped that address the needs of individuals, wherever they
lie on the risk spectrum. Assessment is an overarching and
ongoing process that takes place during each phase of crisis
intervention.

TABLE 18.2 Crisis Intervention Versus Psychotherapy

Crisis Intervention Psychotherapy

Context Prevention, acute Reparation, reconstruction,
mitigation, restoration growth

Timing Immediate, close temporal Delayed, distant from stress
relationship to stressor or or acute decompensation
acute decompensation

Location Close proximity to stressor Safe, secure environment
or acute decompensation;
anywhere needed

Duration One to three contacts, As long as needed/desired
typically

Therapist’s Active, directive Guiding, collaborative,
role consultative

Strategic Conscious processes and Conscious and unconscious
foci environmental stressors sources of pathogenesis

or factors

Temporal Here and now Past and present
focus

Patient Directive, symptom Symptom reduction,
expectation reduction; reduction of reduction of impairment,

impairment; directive personal growth;
support guidance and collaboration

Goals Stabilize, reduce Symptom reduction,
impairment, return to reduction of impairment,
function, or move to next correction of pathogenesis,
level of care personal growth; personal

reconstruction

Reprinted with permission from Everly and Mitchell, 1999.
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Assessment should include asking about the individual’s
perception of the crisis, the sequence of events, current feel-
ings, and a description of his or her attempts to deal with the
problem. Is the individual safe? What is the individual’s emo-
tional affect, alcohol and drug usage, and current stress level?
All individuals should be evaluated on an ongoing basis to
determine if they pose a threat to themselves or others.

Although a number of protocols have been developed to
guide clinicians in assessment and treatment, we present the
steps for three that best represent key approaches to crisis
intervention. An outline of the steps Puryear (1979) recom-
mended includes the following: (a) immediate intervention,
(b) action (actively assessing and formulating), (c) limited
goal (averting catastrophe and restoring growth and hope),
(d) hope and expectation, (e) support, (f ) focused problem
solving, (g) enhancement of self-image, and (h) encourage-
ment of self-reliance.

A seven-stage approach to crisis intervention was de-
veloped by Roberts (1991, 2000): (a) Assess client lethality
and safety needs, (b) establish rapport and communications,
(c) identify the major problem, (d) deal with feelings and
provide support, (e) explore possible alternatives, (f) assist in
formulating an action plan, and (g) perform follow-up.

More recently, James and Gilliland (2001) created a
six-step, “action-oriented situation-based method of crisis
intervention,” which includes the following steps: (a) Define
the problem, (b) ensure client safety, (c) provide support,
(d) examine alternatives, (e) make plans, and (f) obtain com-
mitment to positive actions (p. 33). Within this framework,
the clinician should assess (a) the severity of the crisis; (b) the
client’s current emotional status; (c) the alternatives, coping
mechanisms, support systems, and other available resources;
and (d) the client’s level of lethality (danger to self and
others). Although experts in this area may differ on the terms
and number of steps required, they do agree that specific
elements are essential and fundamental to intervention.

Planning and Implementing the Intervention

Planning and implementing the intervention occur after one
has completed an assessment of the individual and the crisis.
Basic concepts from each of these models include the
following:

1. Establishing therapeutic rapport with the person. With
open-ended questions, support, and empathy, encourage
expression of feelings and thoughts without lecturing or
using clichés such as “I understand” or “Be strong.” Help-
ful remarks should be clear and straightforward, with the in-
tent of assuring, normalizing, validating, and empowering

the individual. Overwhelming emotions can block an indi-
vidual’s ability to think and cope.

2. Assisting the person with describing the problem to help
find his or her own solution. When people develop their
own solutions, they are more likely to follow through with
them and are more willing to learn and use new coping
skills.

3. Helping the person identify available resources, coping
strategies, and sources of support. An examination of cop-
ing strategies helps the individual determine what worked
and what did not in the past when dealing with stressors.
With this knowledge the individual can develop new cop-
ing strategies to deal with the current and future difficul-
ties. Providing advice or giving answers to people in crisis
lowers self-esteem and fosters feelings of dependency on
others to provide solutions.

4. Selecting one or more specific, time-limited goals that take
into consideration the person’s significant others, social
network, culture, and lifestyle. Collaboratively develop a
plan of action for recovery to help the person restabilize
and begin moving toward the future. Assist the individual
as he or she explores advantages and disadvantages of pos-
sible options. Summarize, focus, and clarify.

5. Implementing the plan and evaluating its effectiveness.
Adjust the plan as necessary, and if ongoing care is needed,
refer the individual to appropriate community resources
that can provide it.

CASE EXAMPLES

Suicide

Whether a psychologist works in a college counseling cen-
ter, community mental health agency, inpatient setting, or
outpatient private practice or with individuals in the after-
math of a disaster, he or she is likely to see people who pre-
sent with an elevated risk for suicide. The psychologist
must have readily at hand the crisis intervention and emer-
gency management tools necessary to deal with the problem
of patient suicidality as well as a familiarity with state laws.
Psychologists should have a clear idea of what steps they
can and should take once they believe that “an attempted
suicide is likely: use of crisis intervention techniques, refer-
ral to an emergency service, referral to a psychiatrist for
medication, and/or civil commitment” (Stromberg et al.,
1988, p. 469). It is critical for the psychologist who assesses
or treats suicidal patients to know the resources that are
available for emergencies and outpatient crises. Specifically,
the psychologist must know community crisis intervention
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resources and which hospital he or she might use for volun-
tary or involuntary hospitalization of suicidal patients, as
well as having a thorough understanding of the procedures
for each setting (Pope, 1986).

Suicide can result from any development or situational
crisis. Individuals who feel overwhelmed and confused,
along with experiencing intense loss, anger, and grief, can
view suicide as a viable alternative. There is a consensus that
crisis management principally entails therapeutic activism,
the delaying of the patient’s suicidal impulses, the restoring
of hope, environmental intervention, and consideration of
hospitalization (Fremouw, de Perczel, & Ellis, 1990).

Case Vignette

Sonya recently moved from the Midwest to a large city to start
a new job. Shortly after she arrived she lost her job when her
company downsized her division. A week later her apartment
was burglarized. A strained relationship with her parents pre-
vented Sonya from asking them for financial help, and return-
ing home was not an option. As the days passed, Sonya found
it increasingly difficult to concentrate, eat, get out of bed, and
look for employment. She was running short of funds and real-
ized that she would not be able to pay her rent and was facing
eviction. A counselor at her church met with her and learned
that Sonya viewed suicide as a way to escape an intolerable
situation and that she felt hopeless about the future.

Assessment and Risk Factors

Because the suicidology literature is voluminous, diverse,
and sometimes contradictory, psychologists may have diffi-
culty determining the relative importance of various factors
when assessing individuals for suicide risk. Simon (1987)
stated, “there are no pathognomic predictors of suicide”
(p. 259). Because each individual is unique, the nature of as-
sessment and measurement is difficult. Motto (1991) noted
that a measure or observation that may determine suicide risk
in one person might have different significance or no rele-
vance at all for another. Clinicians need an opportunity to
establish a level of trust that assures candor and openness
in order to be in an optimal position to assess risk (Motto,
1991). Sonya’s counselor was able to establish a relationship
with her and indeed found, upon direct query, that she had
experienced a series of acute stressors and in response, as
she felt increasingly depressed and hopeless, developed a
specific plan for committing suicide.

A complete evaluation of risk factors, including Sonya’s
psychiatric diagnosis, substance abuse, previous suicide
attempts, a family history of suicide, and current level of

functioning, should be considered in conjunction with psy-
chological assessment results (Bongar, 1992; Maris, Berman,
Maltsberger, & Yufit, 1992). An integrated perspective on as-
sessment and treatment of Sonya’s suicidality must be main-
tained (Simon, 1992). However, it should be emphasized that
the assessment of Sonya’s risk for suicide should never be
based on a single score, measure, or scale (Bongar, 2002).

Any suicidal crisis (ideation, threat, gesture, or actual at-
tempt) is a true emergency situation: It must be dealt with as a
life-threatening issue in clinical practice and should prompt an
examination of the lethality potential of present or previous
suicidal situations. Factors that substantially increase Sonya’s
imminent risk include the presence of a specific plan by the pa-
tient, accessibility of lethal means, the presence of syntonic or
dystonic suicidal impulses, behavior suggestive of a decision
to die, and admission of wanting to die (Bongar, 2002).

Among the most serious risk factors are those of various
psychiatric disorders, such as schizophrenia, major depres-
sion, bipolar disorder, borderline personality disorder, and
alcoholism or drug abuse (Asnis et al., 1993; Linehan, 1997,
1999; Stoelb & Chiriboga, 1998). In a comprehensive review
of the literature, Tanney (1992) found that more than 90% of
adults who have committed suicide were suffering from a
diagnosable psychiatric disorder at the time of their death. It
is clear that proper diagnosis and treatment of acute psychi-
atric illness can lower the risk for suicide, and it is necessary
to recognize that “the most basic management principle is to
understand that most suicide victims kill themselves in the
midst of a psychiatric episode” (Brent, Kupfer, Bromet, &
Dew, 1988, p. 365). Brent and his colleagues (Brent, Bridge,
Johnson, & Connolly, 1996) noted the need to involve the
family for support and improved treatment compliance.

There are a number of social clues, including Sonya’s
putting her affairs in order, giving away her prized posses-
sions, behaving in any way that is markedly different from her
usual pattern of living, saying good-bye to her friends or psy-
chotherapist, and settling her estate (Beck, 1967; Shneidman,
1985). The presence of one or more of the following psycho-
logical variables represents increased risk for completed
suicide (Shneidman, 1986).

• Acute perturbation (the person is very upset or agitated).

• The availability of lethal means (e.g., purchasing or
having available a gun, rope, poison, etc.).

• An increase in self-hatred or self-loathing.

• A constriction in the person’s ability to see alternatives to
his or her present situation.

• The idea that death may be a way out of terrible psycho-
logical pain.
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• Intense feelings of depression, helplessness, and hope-
lessness.

• Fantasies of death as an escape, including retrospectives,
on patient’s own funeral (imagined scenes of life after
death increase the risk).

• A loss of pleasure or interest in life.

• The feeling that he or she is a source of shame to his or her
family or significant others, or evidence that the patient
has suffered a recent humiliation.

Five specific components in the general formulation of
suicide risk were identified by Maltsberger (1988):

1. Assessing the patient’s past responses to stress, especially
losses.

2. Assessing the patient’s vulnerability to three life-
threatening affects: aloneness, self-contempt, and murder-
ous rage.

3. Determining the nature and availability of exterior sus-
taining resources.

4. Assessing the emergence and emotional importance of
death fantasies.

5. Assessing the patient’s capacity for reality testing (p. 48).

The following brief inquiry developed by Motto (1989) is
appropriate in settings where rapid decisions must be made
(e.g., the emergency room, or consult service of a general hos-
pital) or when a brief screening device is needed. This ap-
proach rests on the premise that “going directly to the heart of
the issue is a practical and effective clinical tool, and patients
and collaterals will usually provide valid information if an atti-
tude of caring concern is communicated to them” (p. 247).

1. Do you have periods of feeling low or despondent about
how your life is going?

2. How long do such periods last? How frequent are they?
How bad do they get? Does the despondency produce cry-
ing or interfere with daily activities, sleep, concentration,
or appetite?

3. Do you have feelings of hopelessness, discouragement,
or self-criticism? Are these feelings so intense that life
doesn’t seem worthwhile?

4. Do thoughts of suicide come to mind? How persistent are
such thoughts? How strong have they been? Did it require
much effort to resist them? Have you had any impulses to
carry them out? Have you made any plans? How detailed
are such plans? Have you taken any initial action (such as
hoarding medications, buying a gun or rope)? Do you have
lethal means in your home (e.g., firearms, pills, etc.)?

5. Can you manage these feelings if they recur? If you can-
not, is there a support system for you to turn to in helping
to manage these feelings?

Intervention and Patient Management

It is crucial that psychologists are well trained and knowl-
edgeable about assessing for and managing potential suici-
dality. When is the right time to hospitalize a patient who
professes suicidal ideation? How can psychologists best
manage and provide treatment to patients? An important
issue is the patient’s competency and willingness to partici-
pate in management and treatment decisions (Gutheil, 1984,
1999).

The first management decision in treating a suicidal pa-
tient is to determine treatment setting, which includes consid-
eration of characteristics of both the patient and therapist, and
a careful evaluation (including a clear definition of the risks
and the rationale for the decisions that one is making; Motto,
1979). For acute crisis cases of suicidality, provide a rela-
tively short-term course of psychotherapy that is directive
and crisis focused, emphasizing problem solving and skill
building as core interventions.

Slaby (1998) described 13 elements in managing the
outpatient care of suicidal patients.

1. Conduct initial and concurrent evaluations for suicidal
ideation and plans.

2. Eliminate risk, by enhancing or diminishing factors that
influence self-destructive behaviors.

3. Determine the patient’s need for hospitalization.

4. Evaluate and instigate psychopharmacotherapy to treat
the underlying disorder (i.e., depression).

5. Encourage increasing social support with the patient’s
friends and family.

6. Provide individual and family therapy.

7. Address concurrent substance use.

8. Refer for medical consultation, if needed.

9. Refer for electroconvulsive therapy (ECT), if appropriate.

10. Use psychoeducation with patient and significant others
to manage and treat suicidality.

11. Arrange for emergency coverage for evenings and
weekends.

12. Help patient and significant others set realistic goals for
management and treatment of suicidal behaviors.

13. Keep current, accurate records.

It is important to note that although these treatment guide-
lines will enhance patient care, implementation of some or all
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of these elements does not insure that a patient will not com-
mit suicide.

Some people will kill themselves because of abrupt
changes in clinical status. Others may lie to their therapist to
avoid interference with their plan. Most who die, however,
will show signs of a deteriorating condition and will confirm
in words that they require more intensive treatment (Slaby,
1998, pp. 37–38).

The psychologist must not hesitate to contact others in
the life of the patient and enlist their support in the treatment
plan (Slaby, Lieb, & Trancredi, 1986). Litman (1982) recom-
mended that if a therapist treats a high-risk outpatient who
thinks he or she can function as an outpatient, it is the thera-
pist’s responsibility to ensure that the risk is made known to
all concerned parties (i.e., the family and significant others).

Seek professional consultation, supervision, and support
for difficult cases. Consultation may be either formal (involv-
ing written documentation and possibly payment) or informal
and may take place with a senior colleague, an expert in the
area of concern, a peer, or a group of peers. Additionally, one
may wish to consult with an individual outside of one’s own
professional domain, such as an attorney or physician; this is
referred to as interprofessional consultation (Appelbaum &
Gutheil, 1991; Bongar, 2002).

Natural Disasters and Acts of Terrorism

Disasters often occur with unexpected swiftness and over-
whelming force, adversely affecting ordinary people who
were in “the wrong place at the wrong time” (Charney &
Pearlman, 1998). Natural disasters, man-made disasters, and
acts of terrorism shatter the assumptions of control, personal
safety, and the predictability of life. When a cataclysmic event
occurs, the function of the community is disrupted, causing a
breach in the individual’s emotional and physical support sys-
tem. Worksites and homes may have been destroyed, people
may be injured or dead, and lives are irrevocably altered. The
impact of the trauma coupled with the fear that the event could
recur fuels our deepest fears and impacts the lives of all within
the community.

Case Vignette

In late August, the community of St. Petersburg was hit by a
devastating hurricane that destroyed homes and property.
Flooding damaged John’s home, and he moved to temporary
housing provided by the American Red Cross. When offered
crisis intervention services John declined, stating that others
were in greater need. Upon further discussion, the therapist
learned that John felt he should be able to provide for himself

and viewed outside assistance as a sign of weakness and failure
on his part.

Assessment and Intervention

In the aftermath of this disaster, John may be experiencing a
sense of unreality and dissociation, although the hurricane is
over and the disaster site is calm. Basic needs, such as water,
food, and a safe place, are the initial focus following a disas-
ter because “physical care is psychological care, and this is
the prime and essential function of relief organizations”
(Kinston & Rosser, 1974). It is frustrating when victims of
disaster refuse services. Psychologists faced with this
dilemma should be empathetic and strive to normalize the
person’s reaction to the disaster during the initial interview.
John’s cultural norms should be considered when one as-
sesses for acute and long-term problems, and at the same time
one should promote positive coping strategies.

It should be determined if John would be amenable to
receiving support and treatment from another local commu-
nity, cultural, or religious organization engaged in providing
relief care. Disaster victims rarely present to traditional men-
tal health services (Lindy, Grace, & Green, 1981). However,
most individuals who experience a disaster will do well and
will not develop PTSD. The development of psychological
sequelae depends on the nature of the disaster, the type of in-
juries sustained, the level of life threat, and the period of
community disruption.

The Four Phases of Disaster Response

Four phases have been identified that describe how people
response to disaster (Cohen, Culp, & Genser, 1987). When
natural disasters or acts of terrorism result in death, and the
news media besieges the community, the people affected may
feel overwhelmed and experience a range of reactions in-
cluding shame, hatred, and guilt (Shneidman, 1981). It is nor-
mal during the first phase for people to experience feelings of
disbelief, numbness, intense emotions, fear, dissociation, and
confusion in immediate reaction to a disaster. People may
appear apathetic and dazed, unable to grasp the reality and
impact of the event.

It is during the second phase, in the days and months
following a disaster, that aid from organizations and agencies
outside the area assist the community with cleanup and re-
building. At this time many individuals may experience denial
and intrusive symptoms that are accompanied by autonomic
arousal (e.g., a heightened startle response, insomnia, hyper-
vigilance, and nightmares).As people start to realize the reality
of the loss, common affects that may be evident include apathy,
withdrawal, guilt, anger, anxiety, and irritability.
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The third phase may last up to a year and marks a time when
individuals typically shift their focus from the survival of the
group or community back to the fulfillment of their individual
needs. Individuals may feel disappointment and resentment
when hopes of restoration and expectations of aid are not
realized. Reconstruction, the final phase, can last for years as
survivors gradually rebuild their lives and establish new goals
and life patterns. Recovery from disaster involves the resolu-
tion of psychological and physiological symptoms through
reappraising the incident, ascribing meaning, and integrating
new self-concept (Cohen et al., 1987).

Green (1990) explicated the mediating characteristics of
disasters. He noted that the greater the person’s perceived
threat of death or injury, the more likely the potential for
adverse psychological functioning. Injury and physical harm,
exposure to dead and mutilated bodies, and the violent, sudden
death of a friend, co-worker, or loved one can cause traumatic
stress. It is not necessary to witness such an event to experi-
ence intrusive thoughts and stress. For example, news broad-
casts that replayed the horrific events of the terrorist attack on
September 11, 2001, that killed thousands of people when a
highjacked jet airliner crashed in Pennsylvania and the World
Trade Towers and when a portion of the Pentagon Building
burned and collapsed after being attacked by terrorists man-
ning hijacked commercial airplanes created considerable dis-
tress for most viewers. Research needs to be conducted to
elucidate the impact the news media has in creating collective
traumatic stress many miles away from the catastrophic event.
Intentional death and harm, resulting from man-made disas-
ters and terrorist attacks, is viewed as particularly heinous and
incites strong emotions.

Following a disaster, rapid response teams must mobilize
rapidly, often with little warning.Amultidisciplinary team that
includes psychologists, physicians, social workers, nurses,
and other mental health paraprofessionals is an ideal way to
quickly identify high-risk groups and behaviors, to promote
recovery from acute stress, and to decrease the likelihood of
long-term adverse effects. Teams that arrive from outside the
geographic area often benefit from working collaboratively
with local community members who can assist them with inte-
grating into the disaster environment. Psychologists should
possess basic knowledge of the culture and norms of the group
they are trying to assist. School systems, workplaces, com-
munities, and foreign nations all have their unique customs
and culture.

Debriefing the Members of the Crisis Response Team

Members of rapid response teams providing crisis interven-
tion are not immune to the stressors of the disaster and of

caring for the victims. Rescue workers, heroes, people who
are injured in the event, and children are at increased risk for
stress-related sequelae. Crisis workers often experience the
symptoms of PTSD, ASD, depression, and anxiety (Durham,
McCammon, & Allison, 1985; Fullerton, McCarroll, Ursano,
& Wright, 1992). Vicarious traumatization results when the
crisis worker is adversely affected by the trauma that is man-
ifested by the individuals in crisis.

Although debriefing is valuable in helping crisis workers
“regain a state of emotional, cognitive, and behavioral equi-
librium” (James & Gilliland, 2001), it is not recommended
that debriefing be employed as an intervention for distressed
crisis workers during or at an early stage of disaster response,
because it is intended to “facilitate psychological closure to a
traumatic event” (Everly & Mitchell, 1999; Shalev, 1994).
Debriefing is a group intervention in which team members
are guided through a chronological reconstruction of the dis-
aster. The objective is to gain an understanding of the events
related to and surrounding the disaster before the trauma be-
comes concretized, but it can only be effective if individuals
are able to listen, express feelings, and cognitively restruc-
ture the experience.

James and Gilliland (2001) compiled a list of six precau-
tions from a review of the literature that should be considered
when providing crisis intervention and during the debriefing
process:

1. Crisis work should be done in teams.

2. Time for sleep and to decompress is critical.

3. Crisis team members should not debrief each other.

4. Debriefing should take place away from the site of the
disaster.

5. The structure of the organization and the way in which it
provides disaster relief services affect how the team copes
at the disaster site.

6. Excellent physical and mental health is required to conduct
crisis work.

Critical Incident Stress Debriefing and Critical Incident
Stress Management 

Critical Incident Stress Debriefing (CISD) was developed by
Jeffery Mitchell in response to his reactions to traumatic inci-
dents he witnessed as a firefighter and paramedic. It was orig-
inally formalized to be used with emergency workers but is
now used with a wide range of individuals who have experi-
enced trauma, including crisis workers, primary victims, and
secondary observers (Everly & Mitchell, 1999). Critical Inci-
dent Stress Debriefing is used to mitigate acute stress that
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results from traumatization, to help crisis workers attain
precrisis equilibrium and homeostasis, and to identify indi-
viduals who require additional mental health care (Everly &
Mitchell, 1999).

Formal CISD is conducted approximately 24 hours after
the event by a trained and certified CISD mental health pro-
fessional. It was not designed as a substitute for psychother-
apy or individual debriefing or as a stand-alone intervention
(Everly & Mitchell, 2000). The “seven-phase group crisis
intervention process” lasts approximately two to three hours
and follows a prescribed format that consists of seven seg-
ments: (a) introduction, (b) fact finding, (c) thoughts, (d) reac-
tion, (e) symptoms, (f) teaching, and (g) reentry (Everly &
Mitchell, 1999).

Critical Incident Stress Debriefing is a component of Crit-
ical Incident Stress Management (CISM). Critical Incident
Stress Management is a term that describes an integrated and
comprehensive collection of “crisis response technologies
for both individuals and groups” (Everly & Mitchell, 1999).

The purpose of CISM interventions is to reduce the impair-
ment from traumatic stress and to facilitate needed assess-
ment and treatment. The core eight CISM components are
summarized in Table 18.3.

Illness

Although illness is a common occurrence for many older
adults, the advent of a chronic or terminal illness is life
altering and places permanent restrictions on the individual’s
life. For example, adjustment to bodily changes resulting from
surgery or illness, altered expectations of the future, environ-
mental restrictions such as a lack of physical mobility or
confinement to a wheelchair, and changed relationships with
significant others are typically experienced as losses. One or
any combination of these illness-related losses constitutes a
serious threat to an individual’s sense of body integrity, which
in turn compounds the stresses related to treatment and inva-
sive medical procedures.

TABLE 18.3 Core Critical Incident Stress Management

Intervention Timing Activation Goal Format

Precrisis preparation Precrisis phase Crisis anticipation Set expectations, improve coping, Groups/organizations
stress management

Demobilization and staff Shift disengagement To inform and consult, allow Large groups/
consultation (rescuers) psychological decompression; stress organizations

Event driven
management

Crisis Management Any time postcrisis
Briefing (CMB) (civilians,
schools, business)

Defusing Postcrisis (within Usually symptom Symptom mitigation; Small groups
12 hours) drive possible closure; triage

Critical Incident Stress Postcrisis (1 to 10 days; Usually symptom Facilitate psychological closure; Small groups
Debriefing (CISD) 3–4 weeks for mass driven; can be event symptom mitigation; triage

disasters) driven

Individual crisis Any time, anywhere Symptom driven Symptom mitigation; return to Individuals
intervention (1:1) function, if possible; referral, if

needed

Pastoral crisis intervention Any time, anywhere Whenever needed Provide spiritual, faith-based support Individuals/groups

Family CISM Foster support and communications; Families/

Either symptom driven
symptom mitigation; closure, if organizations

Any time
or event driven

possible; referral, if needed

Organizational
consultation

Follow-up/referral Any time Usually symptom driven Assess mental status; access higher Individual/family
level of care, if needed

Reprinted with permission from Everly and Mitchell, 2000.
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Case Vignette

Mary was a 78-year-old retired teacher who lived alone in her
home in a suburb of Chicago. Her daughter noticed that she
was forgetting to bring in the newspaper and that she was no
longer tending her garden, a long-standing source of enjoy-
ment and pride. She was having problems finding her keys
and remembering to turn the stove off when she was done
cooking. Mary’s daughter had her evaluated by a neuropsy-
chologist and it was determined that she was experiencing the
early stages of Alzheimer’s dementia.

Assessment and Intervention

The news that a loved one has a progressive, terminal illness
like Alzheimer’s disease is frightening and difficult to accept.
Although new medications, such as Aricept, and some herbal
supplements like vitamin E and ginkgo may slow the dement-
ing process, at this time there is no cure. It is important for
psychologists to have an understanding of not only the short-
and long-term cognitive, emotional, and eventual physical
changes, but also an appreciation of the ramifications of the
disease process on the caregiving spouse and family members.

Alzheimer’s Disease

Approximately 4 million Americans are afflicted with
Alzheimer’s disease and this number is expected to grow to
14 million by the year 2050. Notably, an estimated 2.7 million
spouses and family members provide care for a family mem-
ber with the disease. On average, most individuals survive for
8 to 10 years after being diagnosed with Alzheimer’s disease
and will spend five of those years closely supervised by fam-
ily or living in a skilled nursing home facility (Hendrie,
1998). The chronic, debilitating aspects of the disease are
stressful for caregivers.

As the years pass and the disease progresses, the coping
mechanisms of the caregiver may breakdown. The symptoms
during the early stages of the disease, typically lasting 2 to
4 years, are progressive confusion and forgetfulness. The
symptoms occurring during the middle stage, lasting approxi-
mately 2 to 10 years, include increased confusion and memory
loss, decreased attention span, and difficulty recognizing fam-
ily and close friends. The symptoms during the final stage,
roughly 1 to 3 years, include diminished ability to communi-
cate, impaired swallowing, weight loss, and inability to recog-
nize self or family members. Mary and her daughter need
empathy, support, and education regarding the disease process
and community resources. Many caregivers will seek out or be
referred to crisis intervention services.

Five Stages of Death and Dying

The initial reactions of Mary and her mother may be similar to
those described as the five stages of death and dying (Kübler-
Ross, 1969). The five stages consist of (a) denial and isolation,
(b) anger, (c) bargaining, (d) depression, and (e) acceptance.
Individuals do not necessarily progress through each stage,
nor do they experience the stages in a linear, sequential order.
Some people may experience a stage more than once, whereas
others may be unable to progress beyond a given stage.Aware-
ness of these stages may be of value to the clinician work-
ing with a patient or a caregiver in crisis. Both Mary and her
daughter will grieve and mourn in response to the losses that
result from Alzheimer’s disease. As with any crisis situation,
psychologists need to provide treatment or make referrals to
appropriate health care clinicians, if normal grieving evolves
into major depression.

Elder Abuse

A review of the literature shows that Alzheimer’s caregivers
are at increased risk for depression, elder abuse, illness,
burnout, and social isolation (Dippel, 1996). All caregivers
have normal life stressors to deal with, but if the stress of car-
ing for a cognitively impaired loved one becomes intolerable,
it can sometimes result in abuse. Psychologists should be
aware of local laws regarding elder abuse. A multidiscipli-
nary approach that includes psychologists, physicians, and
social workers can be useful when treating the abused victim.
In many instances, both the victim and the caregiver should
receive social services. The attainment of new, adaptive cop-
ing skills and, in some instances, breaking the cycle of abuse
is the focus of the intervention for the caregiver. It is impor-
tant to remember that in cases of physical abuse, some sug-
gest that the cycle of violence theory holds, in that the
abusive children of the elderly parents were abused by them
when they were children. They then act out their anger on the
dependent elder parent because the use of violence has
become a normal way to resolve conflict in their family. The
crisis worker must help the adult child caregiver address his
or her own past history of child abuse to stop the cycle
(Kanel, 1999, p. 204).

Caring for the Caregiver

It is beneficial for the caregiver, as well as the patient, to have
regularly scheduled respite care. This may entail the use of a
community day care program, a volunteer respite companion,
or home health service. Frustration, burnout, and social isola-
tion can adversely affect the functioning of the caregiver.
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Although Mary’s daughter may feel guilty about leaving her
mother, regular breaks will help her maintain her well-being.

A caregiver’s psychoeducation and support group not only
provides support but is also an invaluable source of informa-
tion regarding community resources. It can be overwhelming
for a caregiver to deal with numerous medical specialists,
community agencies, insurance forms, and more. Caregivers
may benefit from working with a caseworker or healthcare
specialists who can provide training to manage cognitive
changes (e.g., use of a memory book) and ensure safety (e.g.,
with alarms or locks on doors).

Psychologists who work with caregivers can encourage
them to utilize the ten steps to enhance caregivers’ coping
that were compiled from national experts by Castleman,
Gallagher-Thompson, and Naythons (1999). These are the
recommendations for caregivers:

1. Be confident of the diagnosis (seek a second opinion).

2. Be realistic (become educated about the disease process
and know your options).

3. Enjoy any pleasant surprises (some personality changes
resulting from Alzheimer’s disease may be positive).

4. Treat everything (other medical and psychiatric condi-
tions should be appropriately treated).

5. Combine medication with psychological and comple-
mentary therapies (consider attending a support group,
exercising, or engaging in therapy).

6. Assemble an extensive support network (ask other family
members, friends, and neighbors for help when needed).

7. Take good care of yourself (physically, emotionally, and
socially).

8. Take good care of the person with Alzheimer’s.

9. Plan for the future early (make legal, financial, and med-
ical decisions during the early stages of the disease).

10. Stay informed (keep updated about new medications and
treatments).

CULTURAL CONSIDERATIONS

An additional pressure in providing effective services has
been the diversification of our society, especially in urban
settings. The projection for the year 2050 is that many urban
settings will be predominately populated by people whose
heritages are from Latin and Central America, Asia, and
Africa (U.S. Bureau of the Census, 1996). The person taking
the initial crisis call must be able to correctly evaluate the
emergent nature of the problem; this is particularly difficult

when he or she is not familiar with the background (not to
mention the language) of the caller. Familiarity with diverse
cultural norms is relevant here: What is considered a crisis in
one cultural group might not be a crisis in another group.
Responses that will be considered helpful may also vary
according to cultural or ethnic group practices.

In cultural groups whose orientation is more toward an in-
terdependent focus (the needs of the group are more impor-
tant than the individual), family members tend to delay
seeking help until the family can no longer cope with the
problem (Tracey, Leong, & Glidden 1986; Triandis, Kashima,
Shimada, & Villereal, 1986). Cultural considerations at the
individual level can be determined by using a modification of
the Systematic Treatment Selection approach to consider
patient characteristics, relationship variables, treatment selec-
tion, and the cultural variable that affect decision making
(Shiang, Kjellander, Huang, & Bogumill, 1998).

Some general guidelines can be suggested for crisis
situations:

1. Become familiar with case studies of representative local
cultural groups.

2. Seek consultation with people who have detailed
knowledge of the cultural norms and their psychiatric
manifestations.

3. Ask the person or other people in the person’s environ-
ment about the level of abnormality or normality of this
behavior.

4. Ask about consequences for endorsing abnormal behaviors.

5. Apply Western-based categories of illness only after the
culture-specific categories have been reviewed and con-
sidered nonapplicable.

6. At all stages of a crisis, consider the cultural meanings of
the psychosocial impact, the type of plan developed to
resolve the immediate crisis, the ways of implementing the
plan, and the types of follow-up to the implementation.

In the section related to mobile crisis units we present a
brief case study to highlight the cultural considerations in the
context of a crisis with an elderly client.

COLLABORATIONS WITHIN THE MENTAL
HEALTH FIELD

Hospital settings have traditionally provided services using a
multidisciplinary team approach. In a crisis situation it has
been found that this type of teamwork is critical; not all the
needs of a person in crisis can be effectively handled by a per-
son trained in one approach. Further, once the team operates
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in the environment of the person in crisis, general rules of
hierarchy and authority necessarily become of secondary im-
portance to the need to help the person resolve the “problem.”
Thus, distinctions between the disciplines are less clearly
drawn. For example, consult-liaison teams that link to crisis
teams and primary care facilities can provide assessment, di-
agnosis, and knowledge about where the client can best be
treated in their particular system. Once the crisis has been re-
solved, follow-up with the multidisciplinary team can cast a
wider net to provide services that help prevent relapse
(Shiang & Bongar, 1995).

Collaborations Across Agencies: Mobile Crisis
Intervention Teams

One program that exemplifies the collaboration between mul-
tiple agencies is the use of mobile crisis units, which are
community-based entities that dispatch professionals to a
scene in the field to provide outreach and treatment (Ligon,
2000). The intent of these units is to address the “problem”
using both law enforcement capabilities and mental health
services to assess and “talk down” a crisis, to evaluate for re-
straint (via hospitalization or jail), and to ensure the safety of
the community. An additional objective was to reduce the
amount of resources and funding needed by using the most
effective and efficient means of intervention possible (i.e.,
save money by allowing first-response police officers to re-
turn to duty more quickly, reduce admissions to hospitals,
and provide repeat visits for volatile ongoing situations).

As of 1995, at least 39 states had some mobile capacity, and
almost all of these states were sending teams to sites such as
homes, hospital emergency rooms, residential programs, and
shelters (Geller, Fisher, & McDermeit, 1995). In comparison
to use of the emergency room, these mobile crisis units gener-
ally provided (a) greater accessibility of services to an indigent
population, (b) more accurate assessments by observing more
of the patient’s environment and functioning in the real world,
(c) earlier interventions in the phase of decompensation to
help prevent hospitalization, and (d) superior liaisons with
other agencies to facilitate referrals for the patient. In addition,
the mobile crisis intervention teams identified strengths and
weaknesses in past training and were able to offer intensive
further training and public education (Zealberg, Santos, &
Fisher, 1993).

A national survey found that most states believed mobile
crisis units had helped to reduce hospital admissions. How-
ever, there has been little formal evaluation of their effective-
ness. Geller et al. (1995) cautioned that the beliefs about the
benefits of mobile crisis units tend to outnumber the facts. The
authors suggest that, in the past, the use of descriptive reports

to encourage further funding was misleading; few states regu-
larly evaluated the effectiveness of their programs.

Only recently have some of these benefits been exam-
ined through research. Deane, Steadman, Borum, Veysey, and
Morissey (1999) surveyed police departments nationwide
and found that of those police departments with mobile crisis
teams (52 programs), 82% (43 programs) reported that they
were moderately to very effective in their ability to respond to
mental health crises. Guo, Biegel, Johnsen, and Dyches (2001)
conducted a study using two samples that were matched on
variables (e.g., demographics, diagnosis, substance use, and
psychiatric history). It was found that there was a significant
difference in the rate of hospitalization between the two
groups. Patients presenting at the psychiatric emergency room
for crisis services using a traditional model of care were 51%
more likely to be hospitalized than were similar patients who
had been serviced by the mobile crisis unit.

This study’s finding supported the belief that mobile crisis
units do in fact prevent hospital admissions by stabilizing the
client, recommending services, and providing follow-up. The
use of these more comprehensive research methodologies to
formally evaluate and gain a more accurate understanding
of the proposed effectiveness of community-based mobile
crisis units is critical to addressing effectiveness and allocat-
ing resources.

Collaboration With Law Enforcement Agencies

Although individual mobile crisis teams may see different
populations depending upon the communities they service,
they all have found it necessary to collaborate with the police
and other law enforcement agencies. The collaboration of mo-
bile crisis units and police is a unique and innovative one and
requires mutual communication and trust. It has been concep-
tualized as two roles: The role of the mental health profes-
sional is to work with the person in crisis to establish rapport
and problem solve in the moment, whereas the role of the po-
lice is to provide “the level of security necessary to do [the]
work” (Zealberg, Christie, Puckett, McAlhany, & Durban,
1992, p. 613). Each discipline brings its respective training
strengths: The police provide security, law enforcement re-
sources, and the knowledge of how to deal with dangerous
individuals, and mental health professionals provide knowl-
edge of crisis evaluation, diagnosis, mental health resources,
and the ability to relate with difficult patients. This collabora-
tive, reciprocal interaction allows the team to respond to
potentially violent situations and intervene. The benefit for
society is that both hospital and jail space are used only for
those patients that need this type of restriction (Lamb, Shaner,
Elliot, DeCuir, & Foltz, 1995).
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To achieve this collaboration, groups must communicate
reliably at many levels. Successful programs indicate that the
following are minimal requirements: a direct phone line or po-
lice radio to handle crises in the moment; ongoing meetings
with police to jointly plan expectations and responsibilities;
and regular meetings to provide feedback, share training
efforts and observation shifts, and debrief the officers who
experience critical stress incidents (Zealberg et al., 1992).
Mutual respect in both directions is key: Mental health profes-
sionals must learn to respect the police’s expertise in regard to
safety and be able to be flexible in their actions.

At times the mental health person is acting as the primary
communicator with the person in trouble, and at other times
the police may want the professional to be there just to advise
(Zealberg et al., 1992). Lamb and colleagues (1995) found
that when there was an effective and close collaboration be-
tween mental health workers and the police, there was a sub-
stantial decrease in the criminalization of the chronically and
severely mentally ill population, many of whom are at high
risk for being placed in the criminal justice system.

The Berkeley Mobile Crisis Team (MCT) has been in oper-
ation since 1979. The program began after it became evident
that police spent a large amount time providing crisis interven-
tion and mental health services, and the city felt that a special-
ized mental health team would be able to more appropriately
handle these services. The MCT is available every day of the
year from 10:30 a.m. to 11:00 p.m. to citizens of Berkeley and
Albany. There is a daytime shift from 10:30 a.m. to 4:00 p.m.
and an evening shift from 4:00 p.m. to 11:00 p.m. The day
shifts are usually covered by one paid professional staff mem-
ber who is either a psychologist, social worker, or marriage and
family counselor. The evening shift consists of a staff member
joined by a graduate student volunteer intern.

Mobile Crisis Team service providers are contacted
through police radio via the police dispatcher or via telephone
and cell phone. During 1996–1997, police made 60% of the
referrals to the team. Typical calls request assessment for in-
voluntary psychiatric evaluation, support to families and indi-
viduals following a critical incident such as an unexpected
death or traumatic incident, mitigation of domestic disputes,
and outreach to the homeless. Occasionally, the MCT will
provide training and debriefing to the police and outreach and
debriefing to large groups in the community. In the 1996–1997
fiscal year, the MCT served 7,582 people, which was 6.2%
of Berkeley and Albany’s combined population of 122,000
(Vogel-Stone, 1999).

Case Vignette

One September evening, the police summoned the Berkeley
MCT to the home of a landlady who owned and managed a

multi-unit apartment complex. She was a frail, elderly, mono-
lingual Chinese woman who was reported to have had an al-
tercation with a tenant and, as a result, was feeling threatened.
The tenant complained about living in a water-damaged area
of the building. Additionally, he admitted that he had not been
paying rent for many months.

Assessment and Intervention

When the call came in to the team, it was determined that, be-
cause the woman was monolingual Chinese, speaking Toisan,
it was absolutely necessary to (a) provide aToisan speaker who
knew the cultural customs, (b) assess the dangerousness of the
tenant, (c) make contact with her family as potential support,
and (d) determine what other services might be needed.

Berkeley was fortunate to have the resources to provide
four Chinese-speaking responders as the team, one of whom
spoke Toisan. The two police officers and two mental health
worker were all of Chinese ethnicity and familiar with tra-
ditional customs. When the landlady invited them into her
home and brought out food to greet her visitors, they under-
stood that she was not trying to “bribe” or coerce them into
her way of thinking but attempting to establish a relationship
with them through the exchange of normal social behaviors.
The police officer who was fluent in the Toisan dialect helped
to translate the interaction.

After interviewing the landlady and acknowledging her
concerns, the professionals set out a plan of action. The men-
tal health workers contacted the adult children to see if they
would be able to provide additional help to the mother. The
elderly woman had been reluctant to get her family involved,
but by having “outside” agencies make the request (appeal to
support network), she felt justified that she was not overre-
acting to the tenant. In addition, MCT convinced the landlady
that an inspection of the water damage to the building needed
to be scheduled, and they then provided the landlady with a
referral to a Chinese-speaking property manager who could
assist the landlady in her functions. She was fearful because
she did not want to sell the building; she was afraid that, after
many years of saving money with her husband, she would
lose her place to live and become a “burden to her children.”

The police interviewed the difficult tenant, who admitted
that, due to his frustration, he had been hostile and had threat-
ened violence. They encouraged him to pay rent or face the
possibility of being evicted. He was relieved to hear that there
would be an inspection of the water damage by the housing
authority (appeal to the law). The MCT and the police
planned a periodic following up of the situation. In this cir-
cumstance, the situation might have easily degenerated into a
hostile and violent incident, because neither side of the con-
flict could communicate with the other and intermediaries
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had not been called. The consideration of cultural norms
helped facilitate greater understanding and brought about
specific interventions that were culturally acceptable to the
parties (Chiu, 1994).

SUMMARY

This chapter was written to provide the reader with an
overview of the history and theory of crisis assessment and
intervention and some of the challenges and opportunities for
psychologists providing this care. The terrorist attacks that
took place in the United States on September 11, 2001 will
undoubtedly heighten the public’s awareness of, and increase
the demand for, crisis intervention services. It seems safe to
predict that researchers and practioners will continue to hone
assessments and treatments, using findings from outcome
studies to guide the clinician’s response to a range of events.
Crisis intervention services will continue to provide a venue
for change to individuals who are feeling overwhelmed, ex-
periencing psychological disequilibrium, struggling to cope,
and suffering personal distress.

REFERENCES

American Psychiatric Association. (1980). Diagnostic and Statisti-
cal Manual of Mental Disorders (3rd ed.). Washington, DC:
American Psychiatric Press.

American Psychiatric Association. (1994). Diagnostic and Statisti-
cal Manual of Mental Disorders (4th ed.). Washington, DC:
American Psychiatric Press.

Appelbaum, P. S., & Gutheil, T. G. (1991). Clinical handbook of
psychiatry and the law (2nd ed.). Baltimore: Williams and
Wilkins.

Asnis, G. M., Friedman, T. A., Sanderson, W. C., Kaplan, M. L., van
Praag, H. M., & Harkavy-Friedman, J. M. (1993). Suicidal
behaviors in adult psychiatric outpatients, I: Description and
prevalence. American Journal of Psychiatry, 150, 108–112.

Beck, A. T. (1967). Depression: Clinical, experimental, and theoret-
ical aspects. New York: Harper and Row.

Bongar, B. (1992). The ethical issue of competence in working with
the suicidal patient. Ethics and Behavior, 2, 75–89.

Bongar, B. (2002). The suicidal patient: Clinical and legal standards
of care (2nd ed.). Washington, DC: American Psychological
Association.

Brent, D. A., Bridge, J., Johnson, B. A., & Connolly, J. (1996).
Suicidal behavior runs in families: A controlled family study of
adolescent suicide victims. Archives of General Psychiatry, 53,
1145–1152.

Brent, D. A., Kupfer, D. J., Bromet, E. J., & Dew, M. A. (1988).
The assessment and treatment of patients at risk for suicide. In

A. J. Frances & R. E. Hales (Eds.), American Psychiatric Press
review of psychiatry (Vol. 7, pp. 353–385). Washington, DC:
American Psychiatric Press.

Breslau, N., Kessler, R., Chilcoat, H., Schultz, L., Davis, G., &
Andreski, P. (1998). Trauma and posttraumatic stress disorder in
the community. Archives of General Psychiatry, 55, 626–633.

Callahan, J. (1998). Crisis theory and crisis intervention in emer-
gencies. In P. M. Kleespies (Ed.), Emergencies in mental health
practice (pp. 22–40). New York: Guilford.

Caplan, G. (1961). An approach to community mental health. New
York: Grune and Stratton.

Caplan, G. (1964). Principles of preventive psychiatry. New York:
Basic Books.

Caplan, G. (1969). Opportunities for school psychologists in the
primary prevention of mental health disorders in children. In A.
Bindman & A. Spiegel (Eds.), Perspectives in community mental
health (pp. 420–436). Chicago: Aldine.

Castleman, M., Gallagher-Thompson, D., & Naythons, M. (1999).
There’s still a person in there: The complete guide to treating
and coping with Alzheimer’s. New York: Putnam.

Charney,A. E., & Pearlman, L.A. (1998). The ecstasy and the agony:
The impact of disaster and trauma work on the self of the clinician.
In P. M. Kleespies (Ed.), Emergencies in mental health practice
(pp. 418–435). New York: Guilford.

Chemtob, C. M., Roitblat, H. L., Hamada, R. S., & Carlson, J. G.
(1988). A cognitive action theory of Post-Traumatic Stress
Disorder. Journal of Anxiety Disorders, 2, 253–275.

Chiu, T. L. (1994). The unique challenges faced by psychiatrists
and other mental health professionals working in a multicultural
setting. International Journal of Social Psychiatry, 40, 61–74.

Cohen, R., Culp, C., & Genser, S. (1987). Human problems in major
disasters: A training curriculum for emergency medical person-
nel [DHHS Pub. No. (ADM) 88-1505]. Washington, DC: U.S.
Government Printing Office.

Deane, M., Steadman, H., Borum, R., Veysey, B., & Morrissey, J.
(1999). Emerging partnerships between mental health and law
enforcement. Psychiatric Services, 50, 99–101.

Dippel, R. L. (1996). The caregivers. In R. L. Dippel & J. T.
Hutton (Eds.), Caring for the Alzheimer patient. Amherst, NY:
Prometheus Books.

Durham, T. W., McCammon, S. L., & Allison, E. J. (1985). The
psychological impact of disaster on rescue personnel. Annals of
Emergency Medicine, 14, 664–668.

Eranen, L., & Liebkind, K. (1993). Coping with disaster: The help-
ing behavior of communities and individuals. In J. P. Wilson &
B. Raphael (Eds.), International handbook of traumatic stress
syndromes (pp. 957–964). New York: Plenum Press.

Erickson, E. (1950). Childhood and society. NewYork: W. W. Norton.

Everly, G. S., Jr. (1989). A clinical guide to the treatment of the
human stress response. New York: Plenum Press.

Everly, G. S., & Mitchell, J. T. (1999). Critical Incident Stress
Management (CISM): A new era and standard of care in crisis
intervention (2nd ed.). Ellicott City, MD: Chevron.



450 Crisis Intervention

Everly, G. S., & Mitchell, J. T. (2000). The debriefing “controversy”
and crisis intervention: A review of lexical and substantive
issues. International Journal of Emergency Mental Health, 2,
211–225.

Foley, H. A., & Sharfstein, S. S. (1983). Madness and government:
Who cares for the mentally ill? Washington, DC: American
Psychiatric Press.

Folkman, S., & Lazarus, R. S. (1980). An analysis of coping in a
middle-aged community sample. Journal of Health and Social
Behavior, 21, 219–239.

Ford, J. D., Ruzek, J., & Niles, B. (1996). Identifying and treating
VA medical care patients with undetected sequelae of psycho-
logical trauma and posttraumatic stress disorder. NCP Clinical
Quarterly, 6, 77–82.

Fraser, J. S. (1998). A catalyst model: Guidelines for doing crisis
intervention and brief therapy from a process view. Crisis Inter-
vention and Time-Limited Treatment, 4, 159–177.

Fremouw, W. J., de Perczel, M., & Ellis, T. E. (1990). Suicide risk:
Assessment and response guidelines. New York: Pergamon Press.

Fullerton, C. S., McCarroll, J. E., Ursano, R. J., & Wright, K. M.
(1992). Psychological responses of rescue workers: Fire fighters
and trauma. American Journal of Orthopsychiatry, 62, 371–378.

Geller, J., Fisher, W., & McDermeit, M. (1995). A national survey of
mobile crisis services and their evaluation. Psychiatric Services,
46, 893–897.

Gilliland, B. E., & James, R. K. (1993). Crisis intervention strate-
gies (2nd ed.). Belmont, CA: Brooks/Cole.

Green, B. L. (1990). Defining trauma: Terminology and generic
dimension. Journal of Applied Social Psychology, 20, 1632–
1642.

Guo, S., Biegel, D., Johnsen, J., & Dyches, H. (2001). Assessing the
impact of community-based mobile crisis services on preventing
hospitalization. Psychiatric Services, 52, 223–228.

Gutheil, T. G. (1984). Malpractice liability in suicide. Legal aspects
of psychiatric practice, 1, 1–4.

Gutheil, T. G. (1999). Liability issues and liability prevention in
suicide. In D. G. Jacobs (Ed.), The Harvard Medical School
guide to suicide assessment and intervention (pp. 561–578). San
Francisco: Jossey-Bass.

Hamilton, J., & Workman, R. (1998). Persistence of combat-related
posttraumatic stress symptoms for 75 years. Journal of Traumatic
Stress, 11, 763–768.

Hendrie, H. C. (1998). Epidemiology of Alzheimer’s disease.
American Journal of Geriatric Psychiatry, 6, S3–S18.

James, R. K., & Gilliland, B. E. (2001). Crisis intervention strate-
gies (4th ed.). Belmont, CA: Brooks/Cole.

Janosik, E. H. (1984). Crisis counseling: A contemporary approach.
Monterey, CA: Wadsworth Health Sciences Division.

Kanel, K. (1999). A guide to crisis intervention. Pacific Grove, CA:
Brooks/Cole.

Kinston, W., & Rosser, R. (1974). Disaster: Effects on mental and
physical state. Journal of Psychosomatic Research, 18, 437–456.

Kübler-Ross, E. (1969). On death and dying. New York: Macmillan.

Lamb, H., Shaner, R., Elliot, D., DeCuir, W., & Foltz, J. (1995).
Outcome for psychiatric emergency patients seen by an outreach
police-mental health team. Psychiatric Services, 46, 1267–1271.

Lazarus, R. S. (1966). Psychological stress and the coping process.
New York: McGraw-Hill.

Lazarus, R. S., & Folkman, S. (1984). Stress, appraisal, and coping.
New York: Springer.

Ligon, J. (2000). Mobile Crisis Units: Frontline community mental
health services. In R. R. Albert (Ed.), Crisis intervention hand-
book: Assessment, treatment, and research (2nd ed., pp. 357–
372). New York: Oxford University Press.

Lindemann, E. (1944). Symptomatology and management of acute
grief. American Journal of Psychiatry, 101, 141–148.

Lindy, J. D., Grace, M. C., & Green, B. L. (1981). Survivors: Out-
reach to a reluctant population. American Journal of Orthopsy-
chiatry, 51, 468–478.

Linehan, M. M. (1997). Behavioral treatments of suicidal behaviors.
In D. M. Soff & J. J. Mann (Eds.), Annals of the New York Acad-
emy of Sciences: The neurobiology of suicidal behavior
(pp. 302–328). New York: New York Academy of Sciences.

Linehan, M. M. (1999). Standard protocol for assessing and treating
suicidal behaviors for patients in treatment. In D. G. Jacobs et al.
(Ed.), The Harvard Medical School guide to suicide assessment
and intervention (pp. 146–187). San Francisco: Jossey-Bass.

Litman, R. E. (1982). Hospital suicides: Lawsuits and standards.
Suicide and Life-Threatening Behavior, 12, 212–220.

Maltsberger, J. T. (1988). Suicide danger: Clinical estimation and
decision. Suicide and Life Threatening Behavior, 18, 47–54.

Maris, R. W., Berman, A. L., Maltsberger, J. T., & Yufit, R. (Eds.).
(1992). Assessment and prediction of suicide. New York:
Guilford.

Motto, J. A. (1979). Guidelines for the management of the suicidal
patient. Weekly Psychiatry Update Series Lesson, 20(3), 3–7.
(Available from Biomedia, Inc., 20 Nassau Street, Princeton, NJ
08540)

Motto, J. A. (1989). Problems in suicide risk assessment. In D. G.
Jacobs & H. N. Brown (Eds.), Suicide: Understanding and
responding. Harvard Medical School perspectives on suicide
(pp. 129–142). Madison, CT: International Universities Press.

Motto, J. A. (1991). An integrated approach to estimating suicide
risk. Suicide and Life-Threatening Behavior, 21, 74–89.

Myers, D. G. (1989). Mental health and disaster: Preventative
approaches to intervention. In R. Gist & B. Lubin (Eds.),
Psychosocial aspects of disaster (pp. 190–228). NewYork:Wiley.

Osterman, J. E., & Chemtob, C. M. (1999). Emergency intervention
for acute traumatic stress. Psychiatric Services, 6, 739–740.

Pope, K. (1986, January). Assessment and management of suicidal
risks: Clinical and legal standards of care. Independent Practi-
tioner, 17–23.

Puryear, D. A. (1979). Helping people in crisis. San Francisco:
Jossey-Bass.



References 451

Roberts, A. R. (1991). Conceptualizing crises theory and the crisis
intervention model. In A. R. Roberts (Ed.), Contemporary
perspectives on crisis intervention and prevention (pp. 3–17).
Englewood Cliffs, NJ: Prentice Hall.

Roberts, A. R. (2000). An overview of crisis theory and crisis inter-
vention. In A. R. Roberts (Ed.), Crisis intervention handbook
(2nd ed., pp. 3–30). New York: Oxford University Press.

Shalev,A.Y. (1994). Debriefing following traumatic exposure. In R. J.
Ursano, B. G. McCaughey, & C. S. Fullerton (Eds.), Individual
and community responses to trauma and disaster (pp. 201–219).
London: Cambridge University Press.

Shiang, J., & Bongar, B. (1995). Brief and crisis psychotherapy in
theory and practice. In B. Bongar & L. Beutler (Eds.), Compre-
hensive textbook of psychotherapy (pp. 380–401). New York:
Oxford University Press.

Shiang, J., Kjellander, C., Huang, K., & Bogumill, S. (1998).
Developing cultural competency in clinical practice: Treatment
considerations for Chinese cultural groups in the U.S. Clinical
Psychology: Science and Practice, 5, 182–209.

Shneidman, E. S. (1981). Postvention: The care of the bereaved.
Suicide and Life-Threatening Behavior, 11, 349–359.

Shneidman, E. S. (1985). Definition of suicide. New York: Wiley.

Shneidman, E. S. (1986). Some essentials of suicide and some
implications for response. In A. Roy (Ed.), Suicide (pp. 1–16).
Baltimore: Williams and Wilkins.

Simon, R. I. (1987). Clinical psychiatry and the law. Washington,
DC: American Psychiatric Press.

Simon, R. I. (1992). Concise guide to psychiatry and the law for
clinicians. Washington, DC: American Psychiatric Press.

Slaby, A. E. (1998). Outpatient management of suicidal patients. In
B. Bongar, A. L. Berman, R. W. Maris, M. M. Silverman, E. A.
Harris, & W. L. Packman (Eds.), Risk management with suicidal
patients (pp. 34–64). New York: Guilford.

Slaby, A. E., Lieb, J., & Tancredi, L. R. (1986). Handbook of psy-
chiatric emergencies (3rd ed.). New York: Medical Examination
Publishing.

Slaikeu, K. A. (1990). Crisis intervention: A handbook for practice
and research (2nd ed.). Boston: Allyn & Bacon.

Smead, V. S. (1988). Best practices in crisis intervention. In A.
Thomas & J. Grimes (Eds.), Best practices in school psychology

(pp. 401–414). Washington, DC: National Association of School
Psychologists.

Stoelb, M., & Chiriboga, J. (1998). A process model for assessing
adolescent risk for suicide. Journal of Adolescence, 21, 359–370.

Stromberg, C. D., Haggarty, D. J., Leibenluft, R. F., McMillian,
M. H., Mishkin, B., Rubin, B. L., & Trilling, H. R. (1988). The
psychologist’s legal handbook. Washington, DC: Council for the
National Register of Health Service Providers in Psychology.

Tanney, B. (1992). Mental disorders, psychiatric patients, and sui-
cide. In R. Maris, A. Berman, J. Maltsberger, & R. Yufit (Eds.),
Assessment and prediction of suicide (pp. 277–320). New York:
Guilford.

Tedeschi, R. G., Park, C. L., & Calhoun, L. G. (1998). Posttraumatic
growth: Conceptual issues. In R. G. Tedeschi, C. L. Park, &
L. G. Calhoun (Eds.), Posttraumatic growth: Positive changes in
the aftermath of crisis (p. 2). Mahwah, NJ: Erlbaum.

Tracey, T. J., Leong, F. T., & Glidden, C. (1986). Help seeking and
problem perception among Asian Americans. Journal of Coun-
seling Psychology, 33, 331–336.

Triandis, H., Kashima, Y., Shimada, E., & Villareal, M. (1986).
Acculturation indices as a means of confirming cultural differ-
ences. International Journal of Psychology, 21, 43–70.

U.S. States Bureau of the Census. (1996). Population projections of
the U.S. by age, sex, race, and Hispanic origin: 1995–2050.
Washington, DC: U.S. Government Printing Office.

Ursano, R. J., Fullerton, C. S., & Norwood, A. E. (1995). Psychiatric
dimensions of disaster: Patient care, community consultation, and
preventive medicine. Harvard Review of Psychiatry, 3, 196–209.

Vogel-Stone, C. (1999). Outcomes of mobile crisis intervention ser-
vices: Impressions from service recipients and service providers.
Unpublished doctoral dissertation, California School of Profes-
sional Psychology, Alameda.

Wainrib, B. R., & Bloch, E. L. (1998). Crisis intervention and
trauma response: Theory and practice. New York: Springer.

Zealberg, J., Christie, S., Puckett, J., McAlhany, D., & Durban,
M. (1992). A mobile crisis program: Collaboration between
emergency psychiatric services and police. Hospital and Commu-
nity Psychiatry, 43, 612–615.

Zealberg, J., Santos, A., & Fisher, R. (1993). Benefits of mobile
crisis programs. Hospital and Community Psychiatry, 44, 16–17.





CHAPTER 19

Psychotherapy With Older Adults

BOB G. KNIGHT, INGER HILDE NORDHUS, AND DEREK D. SATRE

453

EMPIRICAL SUPPORT FOR THE EFFECTIVENESS
OF PSYCHOTHERAPY 454
Chronic Illness and Disability 454
Depression 455
Anxiety 455
Alcohol Problems 455
Sleep Disorders 456

COMMON FACTORS IN PSYCHOTHERAPY WITH THE
OLDER ADULT 457

THE CCMSC MODEL AS A TYPE OF
TRANSTHEORETICAL FRAMEWORK 457

THE CCMSC MODEL AS A FRAMEWORK
FOR PRESCRIPTIVE ECLECTICISM 459

THE BERGEN INTEGRATIVE 
PSYCHODYNAMIC MODEL 460
The Value of Case Formulation 461
The Cyclical Maladaptive Pattern 461
Case Illustration 463
Summary of the Bergen Model 464

SUMMARY AND CONCLUSIONS 465
REFERENCES 465

In the final 30 years of the twentieth century, there was an in-
creasing focus within psychotherapy on older adult clients
(Knight, Kelly, & Gatz, 1992). In the United States, the ex-
pansion of Medicare coverage for outpatient psychotherapy
services led to a dramatic increase in the delivery of psy-
chotherapy to older adults in the closing decade of the century
(Knight & Kaskie, 1995). On a largely parallel track, there has
been increasing focus on psychotherapy integration (e.g.,
Stricker & Gold, 1993). These two trends will likely continue
in the future, with important implications both for theorists
and for practicing clinicians. In this chapter, we discuss psy-
chotherapy with older adults in an integrative framework. In
the first section, we review briefly the evidence for the effec-
tiveness of various psychological interventions with a range of
problems faced by older clients. In the next three sections, we
discuss integrative trends in psychotherapy with older adults
using the common-factors theme, the metatheoretical frame-
work, and the prescriptive eclecticism integrative approach. In
the final section, we begin to explore the potential for theoret-
ical integration in psychotherapy with older adults, using the
integrative model developed at the older adult clinical pro-
gram associated with the University of Bergen (Norway). Our
intertwined themes in the chapter are that the integrative ap-
proaches are useful in thinking about psychotherapy with
older adults, and that working with older clients may provide
particular impetus to thinking in integrative terms.

It is hoped that these discussions will contribute to im-
proved treatment access for older adults. Facilitating patients’
access to therapy and establishing an effective therapeutic re-
lationship are crucial to all forms of psychotherapy and to all
groups of patients. Several factors may combine to undermine
the utilization of mental health services by older adults (Gallo,
Marino, Ford, & Anthony, 1995; Zivian, Larsen, Gekoski,
Hatchette, & Knox, 1994). These include inadequate detec-
tion of mental health illness among elderly patients (e.g., due
to insufficient geriatric assessment), reluctance on the part
of elders to seek mental health care (e.g., because of fear of
stigma), and failures to recognize an older adult’s need for
psychotherapy by referral sources and mental health profes-
sionals (e.g., due to ageism or to poor training).

A recent investigation of attitudes toward mental health
services held by older adults is of special relevance in this re-
spect. In this study, Currin, Hayslip, Schneider, and Kooken
(1998) found that younger cohorts of older adults held more
positive attitudes toward mental health services than did
older age cohorts. These data suggest that deficits about
knowledge regarding aging and mental health, impediments
to financial support of the cost of therapy, barriers to the
availability of services, and negative expectations about ef-
fectiveness of treatment all decrease among the later born co-
horts of older adults. The authors also suggested that younger
cohorts expect mental health professionals to be of help and
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in turn may be more likely to actively seek therapeutic help.
Epidemiological trends may mirror this cohort-linked shift
in attitudes toward mental health treatment. Koenig, George,
and Schneider (1994) argued that the increasing prevalence
of mental disorders in successively later born cohorts implies
a greater need for mental health services among the older
adults of coming decades than in those generations who have
been elderly in the past. These shifts clearly have implica-
tions for clinical management and implementation of psycho-
logical treatment, such as an increased need for mental health
professionals skilled in providing mental health services to
older adults.

EMPIRICAL SUPPORT FOR THE EFFECTIVENESS
OF PSYCHOTHERAPY

The following section reviews the empirical evidence for the
effectiveness of psychotherapy with older adults. Standards
for evaluation of therapy effectiveness are found in the work
of task forces on empirically supported psychological treat-
ments within the American Psychological Association’s
(APA’s) Division 12. The task forces have concentrated on
treatments for specific psychological problems (Chambless
et al., 1998; Task Force on Promotion and Dissemination of
Psychological Procedures, 1995). These guidelines have been
applied to the literature on psychological interventions with
older adults by Gatz and associates (1998). They report that
behavioral and environmental interventions for older adults
with dementia meet the standards for “well-established, em-
pirically supported” therapy. “Probably efficacious” therapies
for the older adult include cognitive behavioral treatment of
sleep disorders and psychodynamic, cognitive, and behav-
ioral treatments for clinical depression. For anxiety disorders,
the authors conclude that the few treatment studies of psy-
chological interventions conducted to date do not meet these
standards, due to lack of a control group and concomitant
treatment with anxiolytic drugs. Life review and reminis-
cence, techniques discussed later in this chapter, are probably
efficacious in improvement of depressive symptoms or in
producing higher life satisfaction. In the following summary
we examine the application of psychological interventions to
specific problems faced by older adults, with attention to
available empirical literature.

Chronic Illness and Disability

Conducting psychotherapy with emotionally distressed older
adults very often means working with older adults who are
chronically ill or physically disabled, and who are struggling

to adjust to these problems while suffering concurrent depres-
sion (Zeiss, Lewinsohn, Rohde, & Seeley, 1996). Estimates
of the prevalence of adults over the age of 56 with at least one
chronic illness range from 50% to 86% (Boczkowski &
Zeichner, 1985; Ham, 1983; National Center for Health
Statistics, 1987). Important components of working with this
population include learning about chronic illnesses and their
psychological impact, control of chronic pain, adherence to
medical treatment, rehabilitation strategies, and assessment
of behavioral signs of medication reactions.

There has been little study of the effectiveness of psy-
chotherapy with medically ill older adults. However, the few
studies completed to date have been encouraging. Arean and
Miranda (1996) found cognitive and behavioral approaches
effective in relieving symptoms of depression in medically ill
outpatients. In another study, Lopez and Mermelstein (1995)
found cognitive and behavioral interventions successful in
treating depression with inpatients in a hospital geriatric unit.
The authors of this study described a treatment program in
which patients received 30-min therapy sessions three to four
times per week, with an emphasis on increasing pleasant
events and cognitive restructuring. Psychological treatment
was coordinated with physicians and nurses involved in
patient care.

In addition to treating depression in medically ill or dis-
abled elders, psychotherapy can also be used to help manage
pain. It has been estimated that 25% to 50% of community-
dwelling elderly suffer from chronic pain (Crook, Ridout, &
Browne, 1984), with rates of 45% to 80% for elderly who
live in nursing homes (Roy & Michael, 1986). Chronic
pain is associated with rheumatoid arthritis and delayed heal-
ing from injuries. Pain management methods that may be
incorporated into psychotherapy sessions include distracting
oneself from the pain, reinterpreting pain sensations, using
pleasant imagery, using calming self-statements, and increas-
ing daily pleasurable activities (Widner & Zeichner, 1993).
Employment of these cognitive and behavioral techniques in
therapy may help clients reduce dependence on medication to
manage pain. Because chronic pain is associated with depres-
sion in older adults (Ferrell, Ferrell, & Osterweil, 1990;
Parmalee, Katz, & Lawton, 1991), effective pain manage-
ment has the potential to reduce risk of depression.

Although medication is frequently indicated to help relieve
pain in older adults, outcome studies have shown that cogni-
tive and behavioral techniques are also effective in helping
clients manage pain (Cook, 1998). In this study, which in-
cluded a treatment group of 22 nursing home residents, partic-
ipants who received cognitive behavioral pain management
training reported less pain and less pain-related disability than
those in an attention/supportive-control group. Participants
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were randomized in this study, and were screened to elimi-
nate subjects with serious cognitive impairment. Treatment
gains in the cognitive behavioral group were maintained at a
4-month follow-up.

Depression

Depression is prevalent in older adults who are chronically ill
(if disability is present) or grieving. However, research find-
ings contradict the stereotype of the older person as fre-
quently depressed, since depression is actually less prevalent
in older adults than it is in younger ones: 1% of older adults
have a lifetime prevalence of major depression, whereas 6%
of younger adults have been diagnosed with a major depres-
sive episode (Robins et al., 1984).

Fortunately, depression in older people appears to respond
well to psychological interventions. Gallagher and Thompson
(1983) compared cognitive, behavioral, and brief insight-
oriented therapy with a total of 38 adults over the age of 55.All
three groups showed reduction in symptoms of depression, but
the cognitive and behavioral groups maintained gains better at
follow-up. A similar study with 115 subjects over the age of
60, with the same three treatment conditions and a waiting-list
control, found all three treatment approaches superior to the
control group, with each mode of psychotherapy equally effec-
tive. At follow-up, all three treatment groups maintained gains
equally (Thompson, Gallagher, & Breckenridge, 1987; see also
Teri, Curtis, Gallagher-Thompson, & Thompson, 1994).Arean
et al. (1993) compared group reminiscence therapy, problem-
solving therapy, and a waiting-list control. Both groups showed
reduction in depressive symptoms in comparison to the con-
trol, although the problem-solving group showed greater im-
provement, a difference that was maintained at a 3-month
follow-up. In a recent study that examined the effectiveness of
interpersonal psychotherapy for maintenance following treat-
ment of recurrent major depression with antidepressants,
Reynolds et al. (1999) found that both interpersonal therapy
and nortriptyline were superior to a placebo in preventing re-
lapse, and that combining both treatment methods was superior
to either one in isolation.

Anxiety

Although prevalence rates have varied among studies, results
from epidemiological investigations indicate that symptoms
of anxiety, as well as recognized anxiety disorders, constitute
a significant problem among older adults (Blazer, George, &
Hughes, 1991; Robins & Regier, 1991). As with depression,
anxiety frequently occurs in association with physical illness
and disability in late life (Fisher & Noll, 1996).

The few intervention studies conducted to date suggest that
behavioral interventions for anxiety symptoms are promising.
Progressive muscle-relaxation training appears to be effective
in reducing levels of anxiety as well as self-reported psychi-
atric symptoms among community-dwelling samples of older
adults. Rankin, Gilner, Gfeller, and Katz (1993) found that one
session of relaxation training significantly reduced trait anxi-
ety according to a modified version of the Spielberger State-
Trait Anxiety Inventory. Yesavage (1984) found that older
adults were less anxious than a control group after 3 weeks
of progressive muscle-relaxation training. Scogin, Rickard,
Keith, Wilson, and McElreath (1992) investigated the effects
of relaxation on a group of older adults with high self-reported
anxiety. They found that progressive muscle-relaxation and
imaginal relaxation techniques were equally effective in in-
creasing relaxation level and in reducing anxiety and psychi-
atric symptoms. In this study, imaginal relaxation entailed
participants’ visualizing the tensing and releasing of each
muscle group, rather than actually doing so. These gains were
maintained at follow-up 1 month after training. A follow-up
study conducted on the participants 1 year later found that both
treatment groups showed continued improvement in relax-
ation levels, with gains maintained on measures of anxiety
and psychiatric symptoms (Rickard, Scogin, & Keith, 1994).
This report did not indicate how often participants continued
to use relaxation techniques in the intervening year. However,
other studies have suggested that continued practice of relax-
ation techniques is necessary to maintain anxiety symptom
reduction (De Berry, 1982; De Berry, Davis, & Reinhard,
1988).

The positive effects of relaxation training appear to be
quite broad. De Berry (1981–82) found that a group of anx-
ious widows reported less anxiety, less muscle tension, better
sleep, and fewer headaches following 10 weeks of combined
progressive muscle relaxation and guided visual imagery.
Reduction in anxiety was maintained at follow-up 10 weeks
later, although the study did not make clear whether the other
improvements were maintained. Relaxation has also been
useful in reducing anxiety and breathing problems in older
medical patients (Gift, Moore, & Soeken, 1992). In the con-
text of group psychotherapy, relaxation training may also re-
duce symptoms of generalized anxiety disorder (Wetherell,
personal communication, June 19, 2000).

Alcohol Problems

Although rates of alcohol abuse and dependence are lower for
older adults than for younger ones, drinking remains a serious
problem among the elderly. Aside from the psychological
and social problems accompanying addiction, alcohol-related
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health risks to older adults include adverse interactions with
medications, liver damage, increased risk of falling, and
negative effects on cognitive functioning (see Bucholz,
Sheline, & Helzer, 1995, for review). Bienenfeld (1987) found
that elderly alcoholics were at 5 times greater risk for suicide
than non-alcoholic elderly.

Empirical studies suggest that psychotherapy can be useful
in treating older alcoholics. In a review of published outcome
studies of psychological interventions, Schonfeld and Dupree
(1995) found the empirical evidence for the effectiveness
of cognitive and behavioral interventions superior to that of
12-step and social support treatment models. However, not all
of the studies they review that support cognitive and behav-
ioral treatment were controlled (e.g., Dupree, Broskowski, &
Schonfeld, 1984). In one study that did include a control
group, Kashner, Rodell, Ogden, Guggenheim, and Karson
(1992) compared subjects randomly assigned to a mixed-age
confrontational treatment group to those in an age-specific
group treatment for older adults, called Older Adult Rehabili-
tation (OAR). Therapy for this group included a reminiscence
component. Seventy-two male participants completed OAR
treatment. Participants in OAR were more than twice as
likely to maintain abstinence at a 1-year follow-up. In another
study that also addressed the long-term impact of interven-
tion, Carstensen, Rychtarik, and Prue (1985) found that a
behavioral treatment program for older males was success-
ful in maintaining treatment gains at a 2-year follow-up. In
conjunction with a cognitive behavioral treatment approach,
these studies suggest that older adults benefit both from being
in a group setting with other older alcoholics and from a less
confrontational style on the part of group leaders.

Recent studies of intervention for alcohol problems have
focused on brief interventions. These interventions include
psychoeducational sessions for at-risk drinkers, in which
information regarding the risk of excessive alcohol use is
offered. Blow and Berry (2000) found that a single-session in-
tervention was useful in decreasing the amount of alcohol
consumed by older adults. It seems likely that this strategy
may be usefully incorporated into more formal therapy, when
the therapist has recognized a possible alcohol problem.

Sleep Disorders

Insomnia is a frequent problem for older adults, and may in-
terfere significantly with day-to-day functioning. Between
12% and 25% of adults over the age of 65 complain of
chronic sleep difficulties (Ford & Kamerow, 1989). In sleep-
maintenance insomnia, the individual may awaken in the
middle of the night and be unable to get back to sleep. He or
she may then take naps during the day in order to make up the

sleep time lost, resulting in greater and greater time spent in
bed in order to receive a normal amount of sleep.

Although insomnia is sometimes thought of as a medical
problem or an inevitable result of aging, studies have found
that psychological interventions can be very effective in treat-
ing this disorder. Zeiss and Steffen (1996) have recommended
a combination of education, sleep restrictions, and stimulus-
control interventions in treating sleep-maintenance insomnia
in older adults. In sleep education, the client is taught about the
effects of alcohol, caffeine, nicotine, exercise, sleeping aids,
and nutrition on sleep, as well as about age-related changes
in sleep. The latter information can help reduce unrealistic
expectations regarding sleep time because the client may be
relieved to know that older people generally sleep less than
younger ones.

This approach has been found effective in controlled-
outcome studies, with gains maintained up to 1 year following
treatment (Morin, Kowatch, Barry, & Walton, 1993). The out-
come study conducted by Morin and his colleagues found that
treatment was effective in reducing sleep latency (difficulty
falling asleep), waking after sleep onset, and early morning
waking; for each of these problems, sleep efficiency was in-
creased. In another outcome study, Morin, Colecchi, Stone,
Sood, and Brink (1999) found that combined pharmacother-
apy and cognitive behavioral therapy was most effective in
treating insomnia in a sample of older adults. However, cog-
nitive behavioral treatment was more effective in treating in-
somnia than pharmacotherapy alone. Treatment gains were
better maintained at follow-up by those study participants
who had received cognitive behavioral therapy.

The effectiveness of treating insomnia with cognitive and
behavioral methods represents an important advance, given
the high prevalence of insomnia and the negative side effects
of sedative-hypnotic medications in older adults. These in-
clude cognitive impairment, increased risk of falls, and the
fact that most medications lose their effectiveness over time
(Morin & Kwentus, 1988).

Given the growing empirical evidence for the efficacy of a
number of psychological interventions with a wide variety of
problems faced by older adults, as described in the previous
section, and positive clinical experiences reported over a
period of 80 years or more (Knight et al., 1992), the stage is
set for an exploration of integration issues in psychotherapy
with older adults. Four strands of psychotherapy integration
will be pursued in the following sections: common factors in
psychotherapy; Knight’s contextual, cohort-based, maturity,
specific-challenge (CCMSC) model as a transtheoretical
framework for therapy with older adults; the CCMSC model
as a guideline for prescriptive eclecticism; and theoretical inte-
gration as exemplified by the Bergen model.
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COMMON FACTORS IN PSYCHOTHERAPY
WITH THE OLDER ADULT

Probably most closely identified with the work of Jerome
Frank, especially his classic book Persuasion and Healing
(1961), an early and consistent theme of psychotherapy inte-
gration has been the concept that there are common factors
in change processes that are effective ingredients in psy-
chotherapy and that likely cut across theoretical systems. Frank
(1982) has described potential common factors as including an
intense and confiding relationship with the therapist that in-
spires hope, a healing setting, a rationale that explains the per-
son’s difficulties and provides methods for change or relief, and
a set of prescribed treatments.

Knight (1996a) noted that older adults seem especially re-
sponsive to simply being listened to, and speculated that this
may be a somewhat unusual experience for many older adults
experiencing psychological problems. To the extent that soci-
etal attitudes about aging and about older adults tend to be
negative in tone and pessimistic in expectations (e.g., Butler,
1975), a relationship that provides support and hope is likely
to have a powerful impact on older adults. Although the
psychotherapeutic relationship is more explicitly discussed
in psychodynamic and humanistic approaches to therapy,
Castonguay (1997) cites evidence for its salience and impor-
tance in behavioral approaches as well. In fact, Bruninck and
Schroeder (as cited in Castonguay, 1997) found evidence that
behavioral therapists can be more supportive than psychody-
namic and Gestalt therapists.

In one of the few empirical studies of the effects of the
therapeutic relationship in therapy with older adults, Marmar,
Gaston, Gallagher, and Thompson (1989) found indepen-
dence of therapist and client ratings of the alliance, and a
stronger association of alliance with outcome in cognitive
therapy. In a different article, the same group reported a
stronger correlation of patient defensiveness with patient
commitment to treatment in cognitive therapy than in psycho-
dynamic therapy (Gaston, Marmar, Thompson, & Gallagher,
1988). The researchers speculated that cognitive therapy re-
quires a stronger commitment from the patient and that cog-
nitive therapists may not handle defensiveness well. These
findings are reminiscent of work by Beutler and colleagues
(e.g., 1991) finding that cognitive therapy works better with
younger adults who have externalizing coping styles and are
low on reactance. Further research is needed on the impor-
tance of the therapeutic relationship in therapy with older
adults, and on the need to match therapy to the characteristics
of older adults that may influence therapy effectiveness.

In a somewhat similar manner, the provision of a rationale
for the problem and a potential way to achieve relief may have

a great effect on older adults. Older adults seem less likely than
younger ones (at least in current and recent cohorts) to identify
problems as psychological in nature (Lasoki & Thelen, 1987).
The identification of a set of symptoms, perceived as unrelated
and possibly physical in origin, as due to depression may in it-
self be a relief for an older client. The rationale for the problem
and the description of a potential treatment also serve to cor-
rect the likely attribution of the problem to aging processes,
which are assumed to be irreversible (Knight & Satre, 1999).
These common aspects of therapy are likely to be even more
effective with older clients than with younger ones, given their
presumed lack of experience in conceptualizing problems in
psychological terms and the pessimism likely to be associated
with aging-based attributions.

This brief exploration of common factors in psychother-
apy points to the importance of further exploration of this
area of potential commonalities across therapy systems used
with older adults, so far generally neglected in research and
scholarship on therapy with the elderly. The salience of the
therapeutic relationship and of the provision of a rationale for
the psychological problem and its treatment may be of partic-
ular benefit to older clients. Other potential common factors
with some empirical support in research with younger adults
include self-efficacy and corrective emotional experience
(Weinberger, 1993) and should be further explored with older
persons as well. As with younger adults, it appears that there
are powerful basic elements to psychotherapy with older
adults that may play a central role in treatment. In the next
section, we turn to the CCMSC model and its potential role as
a transtheoretical framework and as a guide for prescriptive
therapy with older adults.

THE CCMSC MODEL AS A TYPE OF
TRANSTHEORETICAL FRAMEWORK

Another type of approach to psychotherapy integration is to
construct an overarching framework that can organize differ-
ing theoretical approaches and inform their application to dif-
ferent types of clients, to different types of problems, or to
different ways of approaching problems. Rather than reduc-
ing apparently different therapies to a set of common factors
(as discussed previously) or trying to achieve a theoretical
integration (as will be discussed later), the transtheoretical
approach organizes the differing theories within an overarch-
ing framework. In discussing integration with younger adult
clients, Prochaska (1984) is a major proponent of this effort.
For older adults, the proposed framework of therapy is based
on key research findings from life span developmental
psychology and social gerontology. Knight (1996a) proposed
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a contextual, cohort-based, maturity, specific-challenge
(CCMSC) model as a way of addressing the questions of
whether and how psychotherapy needs to be adapted for
work with older adults. Briefly, the model proposes that dif-
ferences could be due to the following factors:

1. Social contextual factors, or the ways in which older
adults are segregated within social contexts such as nurs-
ing homes, medical settings, and age-segregated living en-
vironments and are treated differently by both formal laws
and regulations (e.g., Medicare, the Older Americans Act)
and by informal social norms and attitudes (ageism, age
stereotypes of all kinds).

2. Cohort effects, or differences that arise from being born
into a specific set of social historical circumstances that
influence the length and nature of educational experience,
social values, normative life experiences, and so forth
(focusing, e.g., on differences among generations of the
Jazz Age, the Depression era, World War II, and the baby
boom as older adult cohorts).

3. Maturational effects, or the changes that occur during
adult development and aging (life span psychology would
suggest that these can involve improvement and stability
as well as decline).

4. Specific challenges of later life, chronic illness, disability,
grief, and caregiving. Not unique to later life but stochas-
tically more common, these issues require specific knowl-
edge and skills that therapists who primarily work with
older populations may need to acquire.

In general, Knight (1996a) argued that differences in therapy
with older adults, when they occur, are more often due to
contextual influences, cohort differences, or the nature of the
specific challenges than to maturational changes.

Over the past several years, Knight and his colleagues have
applied the CCMSC model to a variety of specific therapy sys-
tems to explore issues related to therapy with older adults. In a
discussion of CCMSC and psychodynamic therapy, Knight
(1996b) argued that the CCMSC model can assist develop-
mental views of adulthood and aging within the psychody-
namic model by extending them into later life in a way that
draws upon research in gerontology and life span develop-
mental psychology and the writings of those with specific
clinical expertise in work with older adults. He argued that this
knowledge base provides a more optimistic view than is found
in much psychodynamic writing about later life. Grief work,
psychodynamic work on illness-related issues, and the impor-
tance of transference and countertransference issues were all
seen as strengths of the psychodynamic approach.

On the other hand, the CCMSC model calls attention to
social-context effects and cohort effects in ways that are
often neglected in noncontextual intrapsychic theorizing.
Knight argued, for example, that retirement is better concep-
tualized as a social role than as a developmental stage. As
a social role, the psychological effects of retirement are ex-
pected to vary by occupation, social class, and gender and
can be expected to change over time. The individual’s task is
changed from adjusting to a developmental stage of loss of
work to creating a meaningful, optimal role as a retired per-
son. Therapy within residential care is unlinked from the
developmental-stage framework and is seen as specific to the
setting and to the illnesses that cause people to live there. Dif-
ferent cohorts (e.g., Depression-era vs. baby boom cohorts)
differ in diagnostic profiles, common character disorders, and
typical childhood experiences.

Knight and Fox (1999) discussed the relationship of the
CCMSC model to behavior therapy approaches. Behavior
therapists have argued that their approaches may be more ac-
ceptable to older clients who have grown up in less psycho-
logically minded eras and want relatively quick, practical
solutions to problems. The CCMSC model would see this as a
cohort effect, and one that would be expected to change as the
baby boomers become older adults. Knight and Fox reviewed
evidence that learning may take longer with older adults and
that classical conditioning may reach a lower asymptote than
in younger adults. Operant conditioning appears to be rela-
tively well preserved in older adults, including those with psy-
chosis and with dementia. The behavioral approach has been
used a great deal with older adults in nursing homes and in
other institutional settings and is well suited to analyzing and
changing the contextual settings in which older adults are
sometimes located as a way of resolving their problems.

Knight and Satre (1999) discussed cognitive behavioral
approaches as related to the CCMSC model. Maturation was
argued to affect cognitive behavioral therapy (CBT) by sug-
gesting a slower pace and possibly simpler presentation of
some concepts, and by providing a push toward higher levels
of abstraction (i.e., working on schemas more frequently than
on automatic thoughts). Cohort effects were seen as influenc-
ing many proposed changes in assessment and in therapy
with older adults, in that changes in the presentation of ques-
tions or of therapy materials may be due to lower educational
levels in earlier born cohorts and to their differing life expe-
riences, rather than to effects of aging as a developmental
process. The importance of understanding older adults’ social
context as they perceive it and changing these perceptions
was seen as critical in CBT work with older clients. Finally,
the literature on psychological interventions with older adults
was reviewed as organized around the treatment of specific
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challenges in later life (e.g., coping with disability, pain man-
agement, sleeping disorders, caregiving issues).

Knight and McCallum (1998) applied the CCMSC model
to family systems approaches to therapy. The maturity compo-
nent of the model called attention to the question of what de-
fines a family as an aged family. That is, virtually all families
contain aged members; so how is it that some families define
themselves or come to be seen by the therapist as having spe-
cific aging issues? The cohort effects part of the model calls at-
tention to the misunderstandings and values conflicts that arise
within families in part because families are composed of per-
sons from a variety of cohorts with differing social-historical
contexts for their own maturation. The special contexts in
which older family members may be living can be difficult for
younger family members to comprehend and negotiate, pre-
cisely because they are different from the contexts with which
younger family members are familiar. As in other models,
much of what makes family therapy with “older families” dif-
ferent (and likely often answers the question of why we think
of them as older families) has to do with the specific chal-
lenges faced in later life by some older family members.

This overview of the CCMSC’s application to four types
of psychotherapy systems illustrates several points about
this framework for thinking about psychotherapy with older
adults. The framework is transtheoretical in the sense that it
can be applied to all of these theoretical approaches to inform
their use with older adults. In doing so, it often raises ques-
tions and issues not typically addressed by the individual
systems. In part, this comes from the nature and history of the
CCMSC, which is rooted in life span developmental psychol-
ogy and social gerontology. Each of these is, in turn, influ-
enced in varying degrees by the need to integrate physiology
of aging, psychology of aging, sociology of aging, and social
policy about the aged when addressing older adults and the
problems they face. Older adults often have multiple problems
from more than one of the domains of medicine, psychology,
and social issues, domains that have typically been kept sepa-
rate when addressing the problems of younger adults. This
separation, quite possibly not a great idea for younger adults
but workable to the extent that younger adults often have a
principal problem falling in only one of these domains, is nei-
ther defensible nor practicable with older adults who com-
monly have multiple problems in multiple domains.

As seen in this section, the CCMSC model can guide the
discussion of whether various theories of psychotherapy need
modification when used with older adults. In the next section,
we turn to the question of whether specific problems frequently
faced by older adults call for the use of different therapy theo-
ries and techniques. In integrative therapy, matching therapies
to problems is called prescriptive eclecticism.

THE CCMSC MODEL AS A FRAMEWORK FOR
PRESCRIPTIVE ECLECTICISM

The proponents of prescriptive psychotherapy, primarily
Beutler and his colleagues (e.g., Beutler & Hodgson, 1993)
have positioned themselves within the technical eclecticism
approach to psychotherapy integration. This approach focuses
on techniques rather than theoretical systems and advocates
that selection be based on what is empirically known to work
with specific problems, specific types of clients, and so forth.
As Gold (1996) noted, the methods and the recommendations
stemming from this approach can be quite similar to those of
the transtheoretical approach. The principal difference would
be that the selection of techniques would be guided by empir-
ical findings, rather than by conceptual guidelines. Technical
eclecticism can also be viewed as a consequence of therapeu-
tic experience, to the extent that therapist behavior is shaped
by the reinforcement of seeing clients improve; observers
have often noted that the techniques of experienced therapists
from different schools of thought are more similar than differ-
ent (e.g., Jacobson, 1999; note that Jacobson was not an
integrationist, however).

Some reflection on the history of psychotherapy with
older adults reveals an apparent tendency for experience with
older clients to pull the therapist somewhat out of model.
From at least the middle of the twentieth century, psychody-
namically oriented therapists have written about needing to
be more active, more goal-directed, and more practical with
older clients (see Rechtschaffen, 1959, for an early review).
More recently, Nordhus, Nielsen, and Kvale (1998) wrote
about the use of a psychodynamic theory with older adults,
while drawing extensively upon the writing of CBT thera-
pists who work with the elderly. In the other direction, life re-
view is at times included or incorporated into discussions of
CBT (e.g., Gallagher-Thompson & Thompson, 1996), even
though its conceptual roots and the nature of its practice are
much more similar to psychodynamic therapy. Knight and
Satre (1999) noted that the natural tendency of older adults to
reminisce, noted by Butler (1963) in a classic article, may
pull CBT practitioners toward this more abstract and life-
historical level of analysis. The problems of later life, and
possibly the nature of older clients themselves, would appear
to exert a certain pull toward eclectic use of techniques.

The CCMSC framework suggests that there may be a de-
gree of pragmatic prescriptive psychotherapy being practiced
with older adults.As with other applications of this framework,
the prescription is not based so much on maturation as on other
domains included in the framework. For example, considera-
tion of context effects can call attention to the extensive use
of behavioral techniques within medical and nursing home
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settings. This focus on behavioral technology is no doubt
determined in part by the nature of the residents’problems, and
so could be placed under specific challenges as well. The great
majority of nursing home residents have dementia or chronic
medical disorders, or both. These disorders seem especially
amenable to behavioral intervention (Fisher & Carstensen,
1990; Gatz et al., 1998). In addition, however, the nursing
home environment itself often needs behavioral analysis and
intervention (Spayd & Smyer, 1996), and evidence suggests
that behavioral interventions are needed to set up contingency
systems that reward staff for using behavioral interventions
with the residents (Stevens et al., 1998). Older adults are often
heavily involved in medical contexts and tend to bring psycho-
logical problems to medical offices. Adaptations for behav-
iorally oriented consultations in doctors’ offices, clinics, and
hospitals are also likely to be needed (Haley, 1996).

Cohort effects are most likely to affect the selection of psy-
chological interventions by their effect on the prevalence of
psychological disorders, the educational levels of clients, and
the typical psychological-mindedness of clients. Depression
seems to vary by cohort, and it can be predicted that the preva-
lence of depression among older adults in later born cohorts
(e.g., the baby boomers, now poised on the brink of older-adult
status) will be higher than in the past (Koenig et al., 1994). Sui-
cide rates are also higher in later born cohorts (McIntosh,
Santos, Hubbard, & Overholser, 1994). Knight (1996b) specu-
lated that some apparent age differences in character disorders
may be cohort based rather than the results of maturation. Ed-
ucational levels have increased in consecutive cohorts through
the twentieth century. Changes in psychotherapy approaches
that have been responsive to lower educational levels and
lower prior exposure to psychological thinking should become
unnecessary in the next decade or so.

Maturational changes as we age are thought to have rela-
tively little effect on determining the type of technique that
can be used with older adults (Knight, 1996a). However,
therapists from a number of systems have recognized a need
to talk more slowly, to present ideas one at a time, and to be
prepared to accommodate changes in sight, hearing, and mo-
bility that are common with aging.

The specific challenges of late life may themselves pull for
certain prescriptive practices when one is selecting techniques
for use with older clients. Much work with chronic illness
and disability with any age of client draws heavily upon CBT
techniques (Knight & Satre, 1999). Griefwork, in contrast,
seems to pull for a more life-review or psychodynamic focus
on emotions and on the meaning of life with and without
the deceased. It must be noted, however, that there is scant
evidence on the effectiveness of grief work. Knight and
McCallum (1998) noted that family caregiving issues would

seem to call for the use of family systems approaches; how-
ever, most of what has been done with caregivers uses CBT
techniques with the individual caregiver, with rather modest
results (Gatz et al., 1998; Knight, Lutzky, & Macofsky-Urban,
1993).

Life review and reminiscence in therapy with older adults
may take a variety of forms. As noted previously, older pa-
tients often tend to reminisce in therapy, particularly when
dealing with grief. In this way, life review helps to integrate
the patient’s current distress into the context of his or her en-
tire life, which may serve as a useful tool in coping with pre-
sent suffering. Life review has also been advocated as a more
formalized tool in both individual and group psychotherapy
for older adults. In guided life review, the patient explores his
or her experiences and values in key areas, such as relation-
ships, work, and spirituality, as a way of understanding these
experiences and identifying goals for personal growth
(Birren & Deutchman, 1991).

Although prescriptive eclecticism suggests a pragmatic
use of techniques developed in different theoretical contexts,
theoretical integration would provide a conceptual basis for
drawing upon differing theoretical systems when working
with older adults. To date, there has been little work on psy-
chotherapy with older adults that crosses traditional theoreti-
cal boundaries. In the next section, the Bergen model is
presented as an example of this type of integration.

THE BERGEN INTEGRATIVE
PSYCHODYNAMIC MODEL

The Bergen integrative psychodynamic model has its roots
in life span developmental psychology. Within the frame-
work of psychotherapy following psychodynamic principles,
Erikson’s (1959, 1982) psychosocial developmental theory is
the only one containing a specific focus on aging, and thus, a
theoretical basis for an age-specific therapeutic approach. He
was the first to describe the developmental tasks of later life
and relate them to the psychotherapy endeavor, and based on
this perspective, the life-review intervention strategy was de-
scribed (Butler, 1963). From the early formulations by Butler
(1963), several modifications of the basic life-review format
have been elaborated; central among these more recent ap-
proaches is the development of autobiography (Birren &
Deutchman, 1991). The common principle in all these ap-
proaches, and basic in classical psychoanalytic approaches, is
to prompt early recollections, and thus facilitate the process
of gaining an integrated perspective on one’s life. Different
authors may vary in their emphasis on the universality of
the life-review process, but the process is more often than not
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described in normative terms—that is, as a process that is
normal and particularly beneficial for older adults (see
Nordhus & Nielsen, 1999).

More recently, therapists adhering to basic psychodynamic
principles have changed from the traditional normative stance
as we know it from classical ego psychology formulations
(e.g., Silberschatz & Curtis, 1991). A more time-limited treat-
ment course is increasingly being used, with goals formulated
in terms of the presence of pathogenic beliefs (e.g., Curtis &
Silberschatz, 1997) or of maladaptive interpersonal patterns
(e.g., Levenson & Strupp, 1997). A basic observation that
engendered concepts such as transference and resistance to
change is that people tend to repeat their typical relationship
patterns—even when such patterns are associated with dis-
tress. Thus, the repetition of early relationship patterns was
traditionally conceived of as a means of meeting one’s
infantile security and attachment needs.

A contemporary life span–psychodynamic understanding
would maintain that security and attachment are lifelong
needs that continue to exert their influence throughout adult-
hood and into later life, rather than aims that ought to be relin-
quished in adulthood. Attachment theory introduces a general
motivational factor for the repetition of interactional patterns
as a way of rendering the world predictable and manageable
(Bretherton, 1987). What needs to be modified in therapy is
the maladaptive way in which one goes about meeting these
needs in order to stop repeating early dysfunctional relation-
ship patterns. Essentially, this is a learning perspective, in
which the individual learns mental representations that are
generally resistant to change and that have a strong effect on
later relationship patterns. Generally, this perspective allows
for a greater flexibility in therapy, in that it allows a focus
either on the past or on the here and now. Also, it provides the
possibility of using behavioral and cognitive techniques to op-
timize the therapeutic process (Nordhus et al., 1998). The
clinical focus on problems that originate with beliefs, rela-
tionship behaviors, and the perception of relationships invites
the use of cognitive behavioral and interpersonal intervention
strategies.

Modifications suggested when working with older pa-
tients focus primarily on the relationship between the thera-
pist and the patient. The therapist may often be encouraged to
take a more active stance than typically seen with younger in-
dividuals and may need to educate the client about the nature
of the psychotherapy endeavor. With regard to the process
of therapy, the therapist may need to be more flexible in set-
ting the duration and frequency of sessions, as well as in the
interactions with family or other professionals being in-
volved with the patient (Knight, 1996a). This flexibility pri-
marily relates to the specific challenges that the patient faces

(e.g., recently bereaved), and not to the therapeutic potential
of older patients.

The Value of Case Formulation

Psychotherapy literature on aging generally tends to be well
described clinically but not necessarily supported by exten-
sive empirical research findings (Gallagher-Thompson &
Thompson, 1995). The need to further develop empirically
validated therapeutic approaches toward older adults is indis-
putable. For one thing, evaluation of the individual case in
clinical descriptions of older patients has to a large extent re-
lied on anecdotal methods in the absence of more informative
and specific coding procedures. Although the study of indi-
vidual cases has been a fundamental source of data in the
clinical literature in general, there are long-recognized diffi-
culties in using data so derived for hypothesis testing or for
verification of clinical constructs. The critical task is to iden-
tify and operationalize clinical constructs in a way that per-
mits continuous assessment and evaluation. One way to do
this is to formalize the case study method by focusing on spe-
cific therapist-patient interactions and demonstrate how they
develop through the course of therapy.

A case formulation is tailored to the specific individual’s
life circumstances, needs, thought patterns, and so on. The
therapist must, nevertheless, rely upon general clinical knowl-
edge, including knowledge about older adults, as well as ex-
periences from working with other individuals, including
supervised experience working with older adults. The repeti-
tive, dysfunctional interaction construct is rooted in general
and familiar theoretical language (e.g., attachment theory and
transference). Staying close to the descriptive data, however,
provides us with an empirical underpinning for aspects of
these concepts as these unfold in each individual case. This
may in turn counteract a tendency to overgeneralize about
persons with whom we have little knowledge or experience.
For example, therapists without appropriate knowledge and
experience may stereotype clients’ psychological needs in
terms of age.

The Cyclical Maladaptive Pattern

The Bergen model was developed in the context of a clinical
training program conducting individual psychotherapy with
older adults in the outpatient clinic in the Department of Clin-
ical Psychology at the University of Bergen in Norway, and is
described in detail elsewhere (e.g., Nordhus & Nielsen, 1999;
Nordhus et al., 1998). At a general level, the Bergen approach
can be classified as integrative psychodynamic (Wachtel,
1993, 1997), and utilizes a specific format of case formulation:
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the cyclical maladaptive pattern (CMP; Levenson & Strupp,
1997; Strupp & Binder, 1984). The integrative psychody-
namic label implies that various therapeutic techniques and in-
terventions may be productively combined within the same,
psychodynamically informed, course of treatment. This type
of theoretical integration may also be described as assimila-
tive integration of psychotherapeutic theory and technique
(e.g., Messer, 2001).

A basic assumption of the Bergen model is that psy-
chopathology can be described in terms of vicious cycles or
maladaptive interpersonal functioning in the patient’s inter-
action with others. In the patient’s attempt to satisfy basic
needs or to establish and maintain satisfying relationships, he
or she typically acts in ways that unintentionally elicit repeti-
tions of negative experiences or traumas. Erikson’s shift to a
life span developmental model argued that these negative ex-
periences could have occurred in adulthood and are not lim-
ited to childhood events. In older clients, it is as likely that
presenting problems will have had their origin in adulthood.

The persistence of these vicious interpersonal cycles re-
sults from an interplay among the patient’s characteristic
coping styles, inaccurate and maladaptive beliefs about her-
self or himself and others (Weiss & Sampson, 1986), and the
inadvertent reinforcement provided by the responses of
others. These maladaptive circles involve inflexible and self-
perpetuating behaviors, and in turn negative self-appraisals
by the patients leave them vulnerable to various feelings of
psychological distress and observable symptoms. In different
words, much of this description would be consistent with
cognitive behavioral or interpersonal theories of therapy

Adhering to basic psychodynamic concepts such as un-
conscious motivation, conflict, defense, and so forth, the in-
tegrative model implies cyclical processes by which internal
states and external events each continually recreate the con-
ditions for the recurrence of the other (Wachtel, 1994). Inter-
nal processes such as wishes, fantasies, and motives are as
likely to result from as to cause a patient’s behavior. A central
element in the model, therefore, is that causality is circular
rather than linear. This implies that the traditional question of
What comes first, insight or behavioral change? no longer is
meaningful. Nor is insight conceived of as the final result, or
an end product. Most insights are partial insights, and posi-
tive change typically develops gradually and may imply re-
current or intermittent brief therapy encounters (Cummings,
1986; Levenson & Strupp, 1997). In this way, while the
theory of problem etiology is psychodynamic, the change
processes might be seen as cognitive behavioral or interper-
sonal as well as psychodynamic.

A typical therapeutic challenge ensuing from this way of
reasoning is to help the patient interrupt cyclical maladaptive

patterns by learning new ways of integrating interpersonal
experience, and to adopt more flexible and adaptive ways of
relating. This new learning might most profitably start within
the relatively safe and confiding climate of the consulting
room. The psychotherapeutic process, therefore, is viewed as
a set of collaborative interpersonal transactions, and the rela-
tionship between patient and therapist is used as a vehicle for
bringing about change (Binder & Strupp, 1991). Because of
the patient’s unwitting tendency to cast the therapist into the
roles of significant others and to enact with the therapist mal-
adaptive behavior rooted in earlier conflicts, this process
holds a fundamental therapeutic potential for new and expe-
rientially based learning. Evoking therapeutic change, how-
ever, requires that the therapist actively identify and attend
to the repetitive, cyclical maladaptive patterns that unfold
within the therapeutic encounter (the transference). The pa-
tient’s past may be helpful to understanding the origin and
development of a particular maladaptive pattern, and to help
place a particular transference enactment between the thera-
pist and patient into a broader perspective. However, focus-
ing on the self-perpetuating behaviors in the patient’s present
life may be more strategically useful than focusing on
the original or initiating causes (Nordhus et al., 1998). Thus,
this perspective does not rule out a life span developmental
framework, but it is a question of therapeutic choice whether
the unique developmental story should be the focus. There-
fore, the therapeutic focus may vary, balancing past history
and present needs.

The pursuit of insight into the distant past as a critical agent
of change may be overvalued, often at the neglect of focusing
on interpersonal exchange that takes place in the therapeutic
transaction. The classical ideas of Alexander and French
(1946) served as an impetus for the development of contem-
porary short-term psychodynamic psychotherapies by ques-
tioning the traditional analytic assumption that depth and
enduring change were proportionate to the prolonged recon-
struction of childhood conflictual experiences. Erikson’s
(1982) life span approach moved theoretical attention away
from the exclusive focus on childhood conflict to include
those arising during adult developmental stages. Alexander
and French (1946) asserted that substantial change may result
from new corrective emotional experiences provided by the
very interaction between patient and therapist in the here and
now of the transference. In our own model, we have found
the corrective emotional experience to be a very useful clini-
cal concept also in terms of keeping the therapist on target and
close to clinical phenomena as opposed to getting caught up in
defeatist ageist stereotypes. The CMP is a way of organizing
interpersonal information as it unfolds in the therapeutic en-
counter and is briefly illustrated in the following vignette.
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Case Illustration

Mr. A., a 76-year-old retired businessman, presented his
problems as lack of confidence and strong feelings of worth-
lessness. He described himself as one who tended to feel un-
comfortable when expressing irritation and anger, which
were often followed by negative feelings and depression. In
his retirement years he had more or less withdrawn from so-
cial life except for relatively frequent contact with his two
grown children and their families. He lived with his 74-year-
old wife, whom he described as a considerate woman, but he
communicated openly that he wanted to be more cared for by
his wife and sometimes felt rejected by her. Mr. A. was a
kind, introspective, sensitive man who nevertheless had diffi-
culty interacting comfortably with people. His father died
when Mr. A. was 17 years old, and it appeared that his mother
had a history of recurrent periods of depression during his
adolescent years. At intake, the patient met the criteria for
major depressive disorder.

In terms of a developmental diagnosis, it seemed reason-
able to focus on how the patient’s past behavior persisted in his
current relationships, and how it colored the therapeutic con-
nection. The historical information provided a context for un-
derstanding the vulnerability of the patient that was unfolding
in the therapeutic setting. It seemed likely that his mother’s de-
pression and the early loss of his father, at the time when he
was entering manhood, helped to form relationship patterns
that were still causing problems in late life. He developed neg-
ative expectancies and a conditioned depressive response to
situations that required assertiveness and an explicit voicing
of his needs. In terms of a CMP, however, it is what goes on in
the therapeutic interaction in the here and now that serves as
central descriptive clinical data (Strupp & Binder, 1984). That
is, rather than focusing on reviewing the history of relation-
ships with mother and father, the therapeutic focus was the re-
lationship with the therapist and with the wife.

In the following excerpt, the therapist’s initial formulation
of a CMP is presented. The CMP is composed of four cate-
gories that were used to organize the interpersonal informa-
tion about the client. It was formulated by the end of the third
session, including the reenactment experienced in the thera-
peutic setting by the therapist.

Acts of the Self

Mr. A. presented as a person who was conflicted about his re-
lational wishes. On the one hand, he wanted to be closer to
people, especially to his wife, but he was frightened that he
would be rejected. He wished to express his irritation and
anger when feeling rejected, but would frequently be passive

or self-punitive rather than appropriately assertive. (“I ob-
serve that my wife is helping others rather than me. If I say
something about it, we always end up quarreling. The best
thing to do is to say nothing at all.”)

Expectations of Others’ Reactions

Mr. A.’s experiences with others left him with somewhat neg-
ative views of what he could expect to happen in relation-
ships (which was not altogether unrealistic, given his
experiences). He validated his general expression of being
ignored by saying that “If I tell my family, and especially my
wife, that I am depressed, the risk of being asked to count my
blessings and pull myself together is too high.”

Acts of Others Toward the Self

Mr. A.’s feelings of being left outside his family were explic-
itly communicated. He expected that others perceived him
as too weak to be heard in things that mattered (“I have always
tried to solve conflicts by being diplomatic, something that is
not considered to be a positive characteristic”).

Acts of the Self Toward the Self

By withdrawing and by refraining from voicing his problems
and complaints, Mr. A. thought that he would appear less
troublesome and more acceptable to his family. He acknowl-
edged his own vulnerability and was constantly blaming
himself for not being able to interact in a more assertive way.
After the first session, he was blaming himself for not show-
ing any progress in therapy, and “for not bringing good news
to the therapist.”

Therapist’s Reaction to Client

Based on the previous formulation, the therapist prepared
herself for identifying recurrent themes that in one way or an-
other were related to Mr. A.’s cyclical maladaptive patterns.
Central to this approach was the therapist’s own experience
of frustration resulting in a feeling of not knowing how to
help the patient. By communicating his needs for help in a
self-blaming manner, the patient contributed to the therapist’s
growing feeling of not being able to help the patient. In this
way, Mr. A. verified his own assumption of being weak and
a hopeless case. An important element of this approach is
that the therapist’s sense of impotence was analyzed in a
client-specific manner rather than being accepted as being
due to the client’s age and limited potential for change due to
being old.
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The central question for planning intervention was to
focus on what kinds of new experiences and understanding
(or corrective emotional experience) will support Mr. A. in
identifying and communicating his own need in a more direct
way. This would imply encouraging behaviors that signify a
new manner of acting toward the therapist.

The therapist assumed that the type of new experience that
might facilitate change in Mr. A.’s maladaptive interpersonal
style would be the following:

1. Mr. A.’s experience of the therapist as one who accepted
him as a person with a legitimate need for help (commu-
nicated by the therapist in a safe and supportive climate),
and

2. Mr. A.’s experience of himself as a person who asks for
help in an explicit and nondefensive way (e.g., using as-
sertiveness training or role play).

In subsequent sessions, the therapist maintained a persis-
tent focus on the interactive style of the patient. Whenever the
patient demonstrated self-reproach and mistrustful expecta-
tions toward others’ ability to help him, the therapist con-
fronted him with direct questions such as “How can I know
how to help you, when you keep telling me that you do not
expect anyone to be able to help you?” Questions like these
were followed by the therapist’s confirming that she observed
his pain and discomfort and by encouraging him to verbalize
what he ideally would expect from therapy.

By confronting the patient with the vague and passive way
he presented his needs, the therapist was able to have Mr.A. ex-
perience the confusion that his communicative style created.
By taking part in the patient’s mode of relatedness instead of fo-
cusing primarily on symptoms or past developmental history,
the therapist was working at the core of the therapeutic process,
in the here-and-now transaction (Levenson, 1995). In order to
stay in that transaction, the therapist utilized assertiveness
training and role playing, and eventually a joint focus on paral-
lel interaction problems outside of therapy was established.
These interventions, while chosen within a psychodynamic
framework, are fairly commonly used cognitive behavioral
techniques. In the following videotaped sessions, Mr. A. ap-
peared to be more engaged and spontaneous in the therapeutic
exchange. He gradually realized (somewhat reluctantly) his
own responsibility in producing positive change in his relation
with his wife.

Summary of the Bergen Model

According to the Bergen model, the cyclical and integrative
psychodynamic perspective is a sound foundation for devel-
oping competencies in clinical practice with older adults

(Nordhus & Nielsen, 1999). Within the framework of brief
psychodynamic therapy, it incorporates current develop-
ments in interpersonal, object relations as well as cognitive
behavioral approaches. Yet to what extent is chronological
age an informative variable for therapeutic work, let alone a
matter of therapeutic adaptation? Generally, the therapist is
challenged to understand how much emphasis to place on the
individual’s being old, and how much to place on his or her
being a patient. Therapeutic work with older adults requires
an understanding of both psychotherapy and aging, as well as
how to use each understanding in the service of the other
(Kivnick & Kavka, 1999).

First, working within an outpatient clinic like the one in
Bergen necessitates that we do not offer psychotherapeu-
tic services to patients with severe cognitive and psychotic
symptoms. On the other hand, the majority of our patients
aged 60 years and older report moderate to severe medical
problems. This means that we typically have a community-
dwelling older patient with medical problems, who is either
self-referred or referred by a family physician, other medical
units, or a family member. He or she may enter therapy with
various forms of depression, anxiety, somatoform disorders,
or minor to moderate adjustment disorders. Medical prob-
lems and medication use often imply that we coordinate our
strategies with medical care, but these seldom negatively in-
terfere with the therapeutic course.

Second, patients often seek therapeutic help in the clinic,
because they are enmeshed in an unsatisfying relationship or
are suffering from symptoms and dysphoric feelings that ap-
pear to be linked to troubled relationships. Recent empirical
findings indicate that conflicts in current, close relationships
are commonly presented complaints of older patients (e.g.,
Miller & Silberman, 1996). Such facts serve as important
corrections to the traditional one-sided perception of the
normative needs of the older patient, which would have the
therapist focus on reconciling the patient to the life that has
already passed. In the Bergen model, with an interactional
and mastery-oriented approach to therapy, we emphasize the
cooperative working relationship between therapist and pa-
tient. By focusing on the patient’s present reality, current life
situation, and interpersonal relationships, the therapist be-
comes an active participant in the therapeutic exchange.

Third, with regard to the process of therapy, our experience
is that the therapist may need to be more flexible in setting the
duration and the frequency of sessions, compared to therapeu-
tic work with younger adults. Under certain circumstances, for
instance with a patient under great stress, the therapist might
find it appropriate to offer direct advice. Generally, we adhere
to setting a time limit, also aiming at reinforcing the patient’s
confidence in his or her ability to resolve the current com-
plaint. Nearly two thirds of the therapies last fewer than
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20 sessions, but the older patients tend to have their sessions
given at a more flexible schedule with more sparsely distrib-
uted sessions (e.g., every 2nd week). The most common rea-
son for this is that concomitant physical decline and illness is
making them less mobile, although it is also true that our pa-
tients (especially those aged 80 years and older) may expect
that psychologists are like their primary physicians, implying
fewer scheduled sessions. In conclusion, then, it seems that
reasons for adaptations in therapy with older adults are pri-
marily due to medical and contextual factors rather than limi-
tations in the psychological potential for change. The cyclical
maladaptive patterns format seems valuable for the therapeu-
tic endeavor itself as well as for supervising psychotherapy
training. In terms of contributing to the geropsychology field,
specific case formulations, like the CMP, keep the therapist
focused on a remediable problem rather than forming abstract
and vague formulations, including age stereotypes. In ad-
dition, these formulations keep the therapist close to ongo-
ing observable clinical data and encourage the use of active,
present-oriented intervention techniques.

SUMMARY AND CONCLUSIONS

In this review of psychotherapy with older adults, we have
examined the literature within a framework of integrative
approaches to psychotherapy. As with younger adults, out-
come studies with an older adult population have largely been
done within a cognitive behavioral theoretical framework, but
there is evidence for the effectiveness of other therapies as
well. First considering a common factors approach to integra-
tive psychotherapy, there is some reason to believe that older
adults may be especially responsive to the common relational
elements of psychotherapy and to the hope imparted by the
identification of a problem as a psychological disorder that
can be treated. In a second type of integrative model, Knight’s
CCMSC model can be seen as a type of transtheoretical
framework for thinking about the need to adapt therapy for
working with older clients. Psychotherapy with older adults,
driven by the interdisciplinary nature of gerontology and by
the fact that older clients typically have problems from multi-
ple domains, has always been integrative in the sense of
crossing disciplinary lines to create a knowledge base for un-
derstanding aging and older clients, but has not been integra-
tive in drawing on differing therapy theories. Third, the
CCMSC model can also be seen as guiding a kind of pre-
scriptive eclecticism with regard to the specific challenges of
later life: CBTs for coping with the effects of functional
disability and chronic illness, active listening and life review
with grief, and family-oriented interventions with caregiving.
Finally, the Bergen model is offered as a first example of

theoretical integration or assimilative integration in work
with older clients: a model that is rooted in psychodynamic
theory and uses many concepts and techniques from cognitive
behavioral work with older adults.

Clearly there is much more work to be done to develop a
truly integrative psychotherapy with older adults. Research
in clinical geropsychology could be planned to investigate
the role of common factors in therapy with older adults and
could explore prescriptive approaches to matching therapies
to presenting problems. Theoretical integration or assimila-
tive integration could be used to reconcile the use of tech-
niques by therapists whose theories do not easily support
them: the commonly cited idea that psychodynamic thera-
pists have to be more active and problem focused with older
clients or that cognitive behavioral therapists engage in some
degree of reminiscence or life review with older clients.
Within integrative therapy, a focus on older clients and on
life span developmental ideas could expand the integrative
discussion into the consideration of lifelong development,
the role of societal context, and the constantly shifting histor-
ical context in which psychological development unfolds.
At present, integrative therapy, like much of psychology,
risks being a de facto specialty concerning young adults (and
sometimes including children and adolescents).

The ideas covered in this chapter can be seen as pioneer-
ing steps toward this goal. Bringing clinical geropsychology
into the dialogue about integrative psychotherapy could ad-
vance theory and research about the nature of psychotherapy
with older adults and also enrich thinking about therapy with
adults by introducing a life span perspective into the ongoing
debate about integrative psychotherapy.
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This chapter is designed to familiarize readers with the broad
realm of education, training, licensing, and credentialing in
professional psychology across the North American conti-
nent. Particular attention is paid to the development and im-
plementation of these components in both the United States
and Canada because of their similar developmental histories
and strong cross-border interchanges and influences.

Clearly, the description of education, training, and creden-
tialing of clinical psychology is not brief. We describe each
component from the perspective of the major organizations in
the United States and Canada, and to some degree in Mexico,
that participate in the structures established to educate, train,
accredit, identify, and certify programs and individuals. We

examine some influences from external forces that have
shaped these developments. We cover what would be impor-
tant from the perspective of an individual student or profes-
sional looking for a single source.

Clinical Versus Clinical Psychology: The Evolution 
of Definitions in the United States and Canada

The U.S. Experience

Psychology’s history of attempts to differentiate types of
psychologists have been either resisted or encouraged, often
depending on what organization or constituent group was
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likely to benefit. Defining the profession broadly in state
licensing laws and regulations made sense in terms of en-
hancing the overall political and professional power of
psychology. The scope of practice and the group of psychol-
ogists licensed influenced decisions about diagnosis, assess-
ment, and reimbursement and also provided the profession
with prestige needed to compete with more senior profes-
sions. The American Psychological Association (APA) acted
quickly 45 years ago to define entry to the profession as a per-
son with a doctoral degree (APA Committee on Legislation,
1955). Then, for a licensed psychologist to be seen as dis-
tinctive, a specialty label was chosen, typically based on the
name of the program completed. Today, debating the differ-
ences between clinical psychology and counseling psychol-
ogy, as only one example, divides the profession at times
and occupies incredible energy that might be better spent
elsewhere.

After many battles and no winners, the fervor that once at-
tached itself to being a clinical psychologist has moved to a
different position that appears somewhat accepted, namely
that professional psychology is made up of many types of
psychologists, typically identified initially by the title of the
doctoral program (and thus affected by the training philoso-
phy in that area), but all being trained at ameliorating some
type of dysfunction or discomfort in humans or organiza-
tions. As a result, the word clinical embraces a wider array of
psychologists, helps focus on their commonalities, and posi-
tions psychology to speak with something closer to one voice
(Belar & Perry, 1992).

It has taken us 55 years to reach some degree of comfort
with that perspective, and although it is not universal, it is the
approach that we bring to this review of education, training,
licensing, and credentialing in North America. Although
we later introduce some history of the development of pro-
fessional psychology and attendant national conferences for
perspective, we do not limit ourselves to describing the
developmental status and future of clinical psychology only.
Instead, we include “clinical psychology” or “professional
psychology” as identifiers of the broad set of applied psy-
chologists who carry on a vast array of professional activi-
ties. (The histories of several branches of applied psychology
are elaborated in vol. 1 of this Handbook.)

Recently, APA has acted on petitions from different areas
of psychology practice to determine whether (a) the area
should be approved officially as a “specialty” in professional
psychology (e.g., clinical neuropsychology), (b) the area
should be clearly labeled with “clinical” as a prefix (e.g., clin-
ical health), (c) the area should be officially approved as a
specialty based on a de jure review instead of the de facto

approval that occurred at various stages throughout the
development of the profession (e.g., clinical, counseling, and
school psychology), or (d) the area qualifies for a proficiency
but not a specialty (e.g., clinical child).

What are the current and official U.S. definitions? Follow-
ing we excerpt part of the definitions approved by APA at the
time that these three de facto specialties were officially con-
tinued as specialties:

Clinical psychologists assess, diagnose, predict, prevent, and
treat psychopathology, mental disorders and other individual or
group problems to improve behavior adjustment, adaptation,
personal effectiveness and satisfaction.

Counseling psychologists help people with physical, emo-
tional, and mental disorders improve well-being, alleviate dis-
tress and maladjustment, and resolve crises.

School psychologists . . . provide a range of psychological di-
agnosis, assessment, intervention, prevention, health promotion,
and program development and evaluation services.

These definitions can be accessed in full from the following
websites: www.apa.org/crsppp/clinpsych.html, www.apa.org/
crsppp/counseling.html and www.apa.org/crsppp/schpsych
.html.

A more inclusive definition of practice was provided by
the National Register of Health Service Providers in Psychol-
ogy (hereafter National Register) when it defined without
reference to specialty title the health service provider in psy-
chology. This 1974 definition has been incorporated into the
statute or regulations by nine state licensing boards to iden-
tify the health service providers among all those licensed and
approved by APA (APA Council of Representatives, 1996)
and the Association of State and Provincial Psychology
Boards (ASPPB, 1998):

A “Health Service Provider in Psychology” is “a psychologist
currently and actively licensed/certified/registered at the inde-
pendent practice level in a jurisdiction, who is trained and expe-
rienced in the delivery of direct, preventive, assessment and
therapeutic intervention services to individuals whose growth,
adjustment, or functioning is impaired or to individuals who
otherwise seek services.” (Council for the National Register of
Health Service Providers in Psychology, 2000, p. 11)

The necessity to be as inclusive as possible is highlighted
by U.S. federal legislation for purposes of Medicare reim-
bursement. A clinical psychologist was originally defined as
someone who graduated from a clinical psychology program.
Although this narrower legal definition would have applied
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to the majority of graduates of professional psychology
programs, it would have eliminated many qualified health
service psychologists from providing needed services to
Medicare patients. Responding to public comments, the
Center for Medicare and Medicaid Services (CMS) now
defines clinical psychologists as persons who hold doctoral
degrees in psychology and are state licensed at the indepen-
dent practice level of psychology to furnish diagnostic,
assessment, preventive, and therapeutic services. Those psy-
chologists who do not meet those requirements are limited to
providing diagnostic testing services for Medicare reim-
bursement (Federal Register, 1998).

The Canadian Experience

Much as in the United States, the term clinical has created
taxonomic confusions in Canadian psychology that had to be
addressed. The collective remedy to date in Canada is to en-
dorse the term professional psychology to denote the larger
set of more direct service and applied branches of psychol-
ogy. As an example of this issue, Dobson and Dobson (1993)
noted that “there remains a tendency to equate professional
psychology with clinical psychology. However, the follow-
ing (chapters) amply demonstrate the falsity underlying this
statement—professional psychology in Canada exists in a
diverse range of work settings, practice areas and work activ-
ities” (p. 5). Likewise, Goodman (2000) stated that “clinical
psychology is not synonymous with professional psychology.
It is a subset along with school psychology, counseling psy-
chology, forensic-correctional psychology, neuropsychology,
rehabilitation psychology, and industrial organizational psy-
chology. While there is overlap among the subsets, each has
its own unique features” (p. 25).

Canadian clinical psychology (historically read “applied
psychology,” now “professional psychology”)—much like U.S.
clinical psychology—represents a story of ongoing broad-based
development rooted in historic circumstances, emerging soci-
etal and professional needs, and somewhat unique Canadian
academic and practice traditions. Likewise, clinical psychology
as a formalized branch or subset of the larger Canadian profes-
sional psychology arena also draws its own identity in Canada
from many of the larger formative forces impacting Canadian
professional psychology.

Given the somewhat parallel problems in both the United
States and Canada with the term clinical, we propose to use
the term professional psychologist for those psychologists in
both countries who provide health and other similar services
aimed at ameliorating and addressing problems presented by
individuals or organizations.

ASSESSING PROFESSIONAL COMPETENCE: 
THE ROLE OF CERTIFICATION MECHANISMS 
IN PROFESSIONAL PSYCHOLOGY

The terms credentialing and certification are often used inter-
changeably. Credentialing typically refers to individuals who
have been certified as having met some standard. For instance,
the university or professional school certifies to the public that
the graduate has met the requirements of the degree by award-
ing the diploma. Credentialing and certification thus usually
refer to an individual achievement. Certification indicates
quality, “especially in the absence of knowledge to the con-
trary” (Drum & Hall, 1993, p. 151). According to Stromberg
(1990), “certification is a process by which government or a
private association assesses a person, facility, or program and
states publicly that it meets specific standards”—these stan-
dards are considered to be significant measures. Thus, we will
see the term certification again when we discuss licensing of
individual psychologists. Accreditation and designation refer
to the certification of programs, as opposed to individuals.
These three terms, credentialing, accreditation, and designa-
tion, are certification mechanisms.

Self-Regulation and Government Regulation 
of Education and Training Programs

Part of the responsibility of belonging to a profession in-
cludes the responsibility to regulate that profession. Regu-
lating a profession includes many activities, one of which is
the establishment of education and training standards, fol-
lowed by the application of those standards to education and
training programs. Psychology has at least three major play-
ers in its self-regulation of education and training: (a) the
professional associations (APA and Canadian Psychological
Association, or CPA, Committees on Accreditation), (b) the
licensing and credentialing bodies (ASPPB’s National
Register Designation Project), and (c) statewide or provin-
cial review or approval of programs, such as in Ontario or
New York State (New York State Doctoral Evaluation Pro-
ject, 1990). Accreditation and designation of training pro-
grams, such as internships and postdoctoral residencies,
involve the accrediting bodies as well as the Association of
Psychology Postdoctoral and Internship Centers (APPIC)
programs. Future psychologists are affected by these organi-
zations and the standards they employ as illustrated by the
person moving through the education, training, licensing,
credentialing, and certification process as illustrated in
Figure 20.1. The organizations identified are described by
function in Table 20.1.
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Figure 20.1 Typical doctoral sequence in the United States and Canada from entry into graduate school to Health Service Provider in
Psychology (HSPP) and specialty board certification.
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TABLE 20.1 Designation, Accreditation, and Credentialing: Three Modes of Assessment of Competence

Competence
Level and Scope Program Example Individual Example

Basic and minimal Criteria-based designation of Association of State and Certification of individual’s Universities and professional
doctoral programs that Provincial Psychology degree and training in schools
produce professional Boards (ASPPB)– professional psychology
psychologists National Register of

Health Service Providers
in Psychology Designation
Project

Basic and extensive Criteria-based accreditation American and Canadian License to practice as a State, provincial, and 
of doctoral programs and Psychological Associations professional psychologist territorial licensure bodies in
internships that produce Committees on Accreditation United States and Canada
professional psychologists

Criteria-based listing and Association of Psychology Credentialing of licensed National and Canadian 
review of internship Postdoctoral and psychologists as health Register of Health Service
sites and internship Internship Centers service providers in Providers in Psychology
completed (APPIC) psychology

Advanced and Criteria-based accreditation American Psychological Board certification through American Board of 
specialized or of postdoctoral programs Association Committee on examination of advanced skills Professional Psychology 
generic in professional psychology Accreditation (COA) in 11 specialty areas (ABPP)

in specialized and generic
areas

Criteria-based listing of APPIC
postdoctoral training
programs
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Armed with an overview of these private and public influ-
ences that constitute part of organized psychology, we now
consider the various educational levels and models for train-
ing of professional psychologists, especially as relating to the
competencies expected of psychologists in North America.

PROFESSIONAL EDUCATION

Doctoral-Level Education Versus
Subdoctoral-Level Education

In both the United States and Canada, doctoral-level educa-
tion has been seen as the long-desired entry practice level for
clinical psychologists. In the United States there has been a
general consensus about this educational requirement for the
autonomous professional practice of psychology, whereas in
Canada there is widespread autonomous practice at both the
master’s and the doctoral level of education. Autonomous
practice for master’s level psychologists exists only in
Vermont, West Virginia, and Kentucky (except for the case of
school psychologists practicing in educational settings).
Other states do have master’s-level practitioners, but such in-
dividuals are typically supervised or restricted in their prac-
tice roles (ASPPB, 2001).

These differential degree requirements for autonomous
practice in Canada and the United States reflect a number of
different national factors. In Canada such entry-level educa-
tional criteria reflect a somewhat different level of general
availability of doctoral-level training programs in relation to
applicant pool combined with a far more restrictive view on
private graduate education programs. In Canada there are
currently 17 doctoral clinical programs that accommodate ap-
proximately 10% of clinical applications (Robinson et al.,
1998), whereas there is a much wider availability of both
university-based and freestanding doctoral-level clinical
training programs and available training slots in the United
States. Unlike in the United States, the almost complete ab-
sence of freestanding, for-profit, doctoral-level professional
psychology training institutions in Canada (i.e., entities out-
side the publicly funded Canadian university system) has also
meant that doctoral-level clinical psychology has been much
slower to develop. Finally, unlike in the United States, where
there has been rapid development of doctoral-level clinical
training and commensurate doctoral-level state licensing re-
quirements, the far slower growth of Canadian clinical train-
ing has meant that Canadian jurisdictions and licensing
boards have necessarily made far greater use of master’s de-
gree programs as sources for generating autonomous psy-

chologist practitioners—especially in the Atlantic provinces
of Newfoundland, Prince Edward Island, Nova Scotia, and
New Brunswick. In addition, Quebec has had a longstand-
ing tradition of master’s-level practitioner programs. In ef-
fect, about two thirds of the 12,000 practicing Canadian
psychologists are trained at the master’s level (Gauthier,
1997; Robinson et al., 1998). Canada is still grappling with
how to provide increased numbers of doctoral-level profes-
sional psychology training programs.

In Mexico (and for most of Europe and Latin America),
the typical psychologist—whether licensed or not—is trained
at the subdoctoral level following an introduction to profes-
sional training that begins after two years of high school
(bachillerato). The U.S. and Canadian pattern of obtaining a
bachelor’s degree prior to entry to graduate training is not
typical in many of these countries. In most, obtaining a
master’s degree and a doctoral degree is a route chosen only
for those intending to teach and do research in a university
setting. A comparison of the education, training, and licen-
sure of psychologists in North American is illustrated in
Table 20.2.

Sequence and Models of Education

The Scientist-Practitioner Model

In both the United States and Canada the sequence of doctoral-
level training for students following the scientist-practitioner
model (the Boulder-model PhD) is largely similar, although
there are a few notable differences. In the United States stu-
dents normally begin graduate education with a set of basic
core courses prescribed for their first year. In Canada students
are normally only admitted to clinical psychology graduate
programs based on an undergraduate bachelor of science hon-
ors degree in psychology, which affords much of the prepara-
tion normally provided in the first year of psychology graduate
training in the United States.

Overall, content of training for Canada and the United
States is quite similar. Each country requires that doctoral-
level clinical training be conducted in the four primary areas
of (a) biological bases of behavior, (b) cognitive and affective
bases of behavior, (c) social bases of behavior, and (d) indi-
vidual differences in behavior, as well as statistics, research
design, psychological measurement, ethics and standards,
and history and systems of psychology. Training in specific
skills such as psychodiagnosis, assessment, individual and
group intervention, consultation, and program evaluation
also constitute part of formal training (APA, 2000; CPA,
1991).
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TABLE 20.2 Education and Training for a License in Psychology in the United States, English Canada, Quebec, and Mexico

Licensed Psychologists Requirements by Country

United States English Canada Quebec Mexico

Regulated by State or territory Province or territory Province Federal government

Degree required Doctoral Doctoral or master’s Master’s degree in a Licenciado (professional
degree professional area masters degree)

Degrees granted PhD, PsyD, and EdD PhD, EdD, and master’s MPs, PhD, and DPs Licentiate diploma

Total years of education 23 years Doctorate � 23 years, Doctorate � 23 years, 16.8 years
and training for licensure master’s � 17–20 years master’s � 19 years

Location of educational University or private, University University Autonomous university 
offerings freestanding institution or private, freestanding 

institution

Responsible for quality of State, national Provincial, national Provincial, national Federal
education

Extent of undergraduate 4-year bachelor’s Honors program � 4 years, Because of 2- or 3-year Bachillerato � 3 years 
studies degree program general program � 3 years CGEP, honors program following 9 years 

following 12 years is 3 years of elementary and
of elementary and secondary school
secondary school

Major in psychology No, special courses Yes, or equivalent Yes, or equivalent General education and 
required for admission may be required introduction to psychology

in bachillerato

Internship required Yes, 1 year For doctoral degree, 1 year For doctoral degree, 1 year No, social service is required
for graduation

Post degree year of In 49 out of 50 states Yes, for those provinces Entry is master’s level, Not for licenciado
supervised experience with doctoral registration currently no internship or 
required post degree experience

required

After 3 years of full-time study, including various
practicums, graduate students typically undertake a compre-
hensive examination of their knowledge in the required areas
of study. Afterward, work begins on the doctoral thesis.
Usually after approval of the dissertation topic (and data col-
lection), students embark on a full-time year of internship
training designed to anchor their knowledge, values, and skills
in a practice setting relevant to their career goals. The end re-
sult of the scientist-practitioner model of training is intended
to be a doctoral-level clinical psychologist who is both a pro-
ducer of research and a high-quality, competent practitioner.
The Boulder model of training has been reaffirmed in the
United States and Canada on a number of occasions and con-
tinues as an important framework for psychologists pursuing
more academically oriented careers as well as for psycholo-
gist practitioners. The scientist-practitioner PhD is the only
model endorsed by Counseling Psychology (Gelso & Fretz,
2001). O’Sullivan and Quevillon (1992) surveyed APA-
accredited programs, and with 90 of the programs responding,
there was a 98% conformance to the Boulder model.

Maher (1999) recently compared research-oriented to
professional-applied PhD programs using National Research
Council (NRC) data published in 1995. The professional

applied programs (a) were rated lower in quality of faculty,
who in turn had a lower average publication record; (b) de-
pended more on a part-time faculty and on assigning more
students to each faculty member; (c) admitted students with
lower GRE scores; and (d) awarded more PhDs since the
1982 NRC data. Maher concluded that a PhD means some-
thing very different when awarded by a professional school
that is not seated within a research-oriented institution.

The Practitioner Model

The first practice-oriented doctorate of psychology (PsyD)
programs in the late 1950s and 1960s soon led to a rapid
growth of PsyD programs by the 1980s (D. R. Peterson,
Eaton, Levine, & Snepp, 1982). Based on information col-
lected and compiled by APA Research Office in 2000 on 1998
graduates, about 41% of all clinical graduates in the United
States (2,302) were granted PsyD degrees (952), with ap-
proximately 58% of PsyDs and PhDs in clinical psychology
(1333) awarded by professional schools. The existence of
large class size in both university-based and freestanding
schools of professional psychology in the United States
means that a majority of clinical students are now coming
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from professional school backgrounds. Therefore, in the
United States the practitioner model (PsyD) is a well-
developed and now quite well-accepted doctoral degree for
clinical psychology. Here the emphasis is on developing a
strong and knowledgeable practitioner who understands and
is a knowledgeable consumer of research but who may not
necessarily produce research as part of his or her career path.

Notwithstanding the notable strengths of the scientist-
practitioner model of training, the history of the PsyD model
in the United States stems from a number of disparities in ob-
jectives and dissatisfactions with the first model of training
for clinical psychologists. Perhaps the most notable disparity
in the Boulder model of training has been the fact that few
U.S. PhD clinicians outside of academic settings have de-
voted time to research and that most have published virtually
nothing after having received their PhDs. In general, the PhD
model takes an excessive amount of time (6.8 years) to
complete relative to the 5.1-year completion time for the
PsyD (Gaddy, Charlot-Swilley, Nelson, & Reich, 1995). See
Table 20.3 for the components that make up doctoral training
in the United States.

In Canada the PsyD is only beginning to come to gestation.
The relatively recent and slower evolution of doctoral-level
clinical training from a predominantly research-oriented to a
more balanced scientist-practitioner orientation is a function
both of the exclusively university-based departmental training
approach and of the historic desire to embed clinical training
in a predominantly research-oriented framework. Nonethe-
less, similar criticisms about the scientist-practitioner have
emerged in Canada. Hunsley and Lefebvre (1990) found that
most PhD-trained Canadian professional psychologists nei-
ther are significant producers of research nor wish to pursue
research as part of their careers. Moreover, much like the

United States, most students in Canadian doctoral programs
take about seven years to complete their PhDs—in large part
because of the growing dual curricula demands to cover both
strong research components and an ever expanding profes-
sional component (Robinson et al., 1998). Finally, there is
very little opportunity in the Canadian scientist-practitioner
model to accommodate the estimated 40% of those master’s-
level psychologists who might wish to upgrade their training
to a doctoral-level standard (Handy & Whitsett, 1993).

Notwithstanding that most of the clinical training pro-
grams for master’s degrees in Canada have been quite rigor-
ous precisely because they have often led to autonomous
practice, the resultant professional practice mosaic across
Canada is now a major focus of concern for Canadian profes-
sional psychology. Serious national efforts to arrive at some
kind of national mobility mechanism for Canadian profes-
sional psychologists are now being driven by Canada’sAgree-
ment on Internal Trade, which aims, among other things, to
foster the mobility of professional services across Canada.
Among options being considered—beside grandparented mu-
tual recognition agreements for currently practicing psychol-
ogists—is a more flexible doctoral training model, that is, a
PsyD that might help bridge the training gap across provinces
with differential autonomous practice requirements (Hurley,
1998; Robinson et al., 1998).

What will a made-in-Canada scholar-practitioner program
look like? Serious work has already begun in Quebec to offer a
university-based competency-driven PsyD based on eight core
domains of training (Poirier et al., 1999). Drawing on the rec-
ommendations of the CPA PsyD Task Force (Robinson et al.,
1998) and the work of Poirier et al. (1999) in Quebec, and with
Quebec governmental approval, several Quebec universities
have now developed PsyD program tracks and curricula that
will soon admit students. Offered as a complementary model
to the scientist-practitioner PhD, the Quebec PsyD will seek to
highlight core practice-oriented competencies that are based in
a grounding of scientific knowledge and critical thinking and
will be of shorter duration than the typical PhD. Such pro-
grams should help students attain the necessary training skills
at a doctoral level, which otherwise would have required ex-
tended master’s training and supervision.

Other provinces are also either considering or developing
PsyD-model training plans. However, noting U.S. outcome
research (Yu et al., 1977) on attributes of quality PsyD train-
ing programs (e.g., smaller student bodies, low faculty-
student ratios, and being university-based rather than
freestanding), the CPA PsyD task force’s final report recom-
mendation for similar attributes for Canadian PsyD programs
will most likely serve as a defining template across the coun-
try. Finally, given the very large financial burden for students

TABLE 20.3 Education and Training Sequence for a License in
Psychology in the United States

Licensed or Certified Psychologist � 23 years

Academic Level Years Education Received

Postdoctoral supervised 1 year Doctoral training
experience-residency
program

Internship 1 year Doctoral training

PhD, PsyD, or EdD 4–5 years Graduate education and 
practicum training 

Master’s degree 2–3 years Graduate education and 
practicum training

Bachelor’s degree 4 years Postsecondary education 

High school 4 years Secondary education

Junior high school 2 years Basic education

Elementary school 6 years Basic education
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TABLE 20.4 Education and Training Sequence for a License in
English Canada and Quebec

Licensed or Registered Psychologist in English Canada � 23 Years
(Doctorate), 17–20 Years (Master’s)

Academic Level Years Education Received

Postdoctoral 1 year Doctoral training

Internship 1 year Doctoral training

PhD/EdD 4–5 years Graduate education 
and practicum training

Master’s degree 2 years Graduate education and 
practicum training

Honors BA or BSc 4 years Postsecondary education/
undergraduate education

General BA or BSc 3 years Postsecondary education/
undergraduate education

High school 6 years Secondary education

Elementary school 6 years Basic education

Licensed or Registered Psychologist in Quebec � 23 years 
(Doctorate), 19 years (Master’s)

Academic Level Years Education Received

Postdoctoral 1 year Doctoral training

Internship 1 year Doctoral training

PhD/DPs 4 years Graduate education and 
practicum training

MPs 2 years Graduate education and 
practicum training

BA or BSc major 3 years Postsecondary education/
undergraduate education

BA or BSc honors 3 years Postsecondary education/
undergraduate education

CEGEP professional 3 years Postsecondary education/
or technical undergraduate education

CEGEP General 2 years Postsecondary education/
undergraduate education

Postdoctoral 1 year Doctoral training

High school 5 years Secondary education

Elementary school 6 years Basic education

often accompanying more profit-driven PsyD programs in
some areas of the United States and given the strong Canadian
tradition endorsing lower cost publicly funded Canadian uni-
versities, the made-in-Canada PsyD programs may well look
for a variety of cost-offset mechanisms for moderating the
impact of such student debt on early career development.

In Table 20.4 the similarities between the English Canada
sequence of training and that in Quebec are presented side
by side. With the exception of the doctorate in psychological
services (DPs) in Quebec, there is little difference in the doc-
toral degree offered. The main difference exists in the two
foundations for graduate education and any requirement for
admission to graduate study. In English Canada, an honors

degree in psychology is typically required; in Quebec, stu-
dents go to the Collèges d’Enseignement Général et Profes-
sionnel (CEGEP) immediately after high school and take
either a 2-year general program that corresponds to the last
year of high school and first year in a university in English
Canada or a 3-year terminal program for technical or profes-
sional studies that do not require a university education.

The training of professional psychologists in Mexico (as
well as in Europe and Latin America) is closest to an almost
exclusively professional training program. In fact, the practi-
tioner’s degree (licentiate) often comes first and leads imme-
diately to a permanent license (cédula), with a small portion
of individuals then deciding to get the necessary research de-
gree or other training needed for employment in an academic
setting. This is almost the opposite of what occurs in the
United States and Canada, where academic-scientific founda-
tional work precedes professional training. As illustrated in
Table 20.5, the time to independent practice is considerably
shorter than for the United States or Canada.

PROFESSIONAL TRAINING: 
PRACTICUMS, INTERNSHIP, AND
POSTDOCTORAL COMPONENTS

One of the distinguishing features of any profession is hands-
on training. Professionals are expected to be not only knowl-
edgeable about their subject area but also able to perform
competently. Professional psychology is no different in this
regard from other professions, and the field has spent much
collective time and resources in developing coherent, se-
quential training experiences to integrate the knowledge,
skills, and attitudes necessary to become a competent profes-
sional. We now examine each of the typical training experi-
ences that psychologists undertake as part of their formal
professionalization.

TABLE 20.5 Education and Training Sequence for a Cédula
in Mexico

Cédula (Ministry-Awarded National Practitioner License) � 17.3 Years, 
Specialist � 19.3 Years

Academic Level Years Education/Experience

Specialist 2 years Additional experience and
training

Social service 480-hr Experience
minimum

Licenciado in psychology 4.5 years University or college
education

Bachelor’s (bachillerato) 3 years Postsecondary education

Secondary school 3 years Secondary education

Elementary school 6 years Basic education
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Practicums

Developing Basic Practice Competence

Practicum experience is often the first professional training
encounter for professional psychology students. Here, the
Oxford American Dictionary’s various definitions of practice
all weigh heavily in the equation of practicum training, that
is, (a) “action as opposed to theory,” (b) “a habitual action,”
(c) “repeated exercise to improve one’s skill,” and (d) “pro-
fessional work” (Ehrlich, Flexner, Carruth, & Hawkins,
1980, p. 700). Having acquired the fundamental knowledge
and basic skills required for beginning the practice of clinical
work through various courses, students are now expected to
begin putting such knowledge, skills, and ethical values to
use in real-life encounters with clients and patients.

As the first formalized training component, the practicum
is often both quite challenging and exciting for students.
Practicum goals usually include the strengthening of inter-
viewing skills, the basics of translating theory into practice
through direct clinical encounters (and through supervision),
and the development and refinement of basic assessment, re-
port writing, and consultation skills. Such exercises are nor-
mally part of a course requirement and are usually conducted
in training clinics, university counseling centers, or in school
settings, which often translates into direct involvement with a
wide variety of clients and presenting problems.

Although cases are usually selected and assigned to stu-
dents based on their incoming skill levels, many challenges
and surprises often await as clinical work progresses. Here, the
clinical student begins to encounter and cultivate “an impor-
tant characteristic of the clinician—the capacity to tolerate
ambiguity” (Phares, 1988, p. 33). Such personal characteris-
tics as interpersonal awareness and sensitivity, basic respect
for diversity in human living, and—perhaps most impor-
tantly—respect for the dignity of persons —all relate not only
to the capacity to tolerate ambiguity but also to the capacity to
appreciate a broad range of human behaviors and customs
with their attendant avenues of adaptation and growth as well
as dysfunction and potential pathology. These characteristics
also set the stage for appreciation of the broad range of other
strengths as students later advance through their own career
steps in the profession.

In summary, practicums are generally sequenced in diffi-
culty and variety in order for students to develop systemati-
cally their clinical skills and intervention techniques.
Although students in both Canada and the United States are
expected to complete at least 600 to 1,000 hours of practicum
training prior to admission to the internship, the actual figures
reported as part of the application for the internship are much
higher than that, as students increasingly feel that they are

more marketable for an internship with more and diverse
hours. Depending on the internship setting (community men-
tal health centers, medical centers, hospitals, or university
counseling centers) and the information on which it is based
(an internship application or independent survey) and realiz-
ing that beyond direct client contact and supervision there is
disagreement on which activities should count (scoring psy-
chological tests, report writing, attending staff meetings, peer
supervision, etc.), the average total number of practicum
hours now reaches around 1,800 hours, the equivalent of 1 full
year of supervised experience.

The Role of Supervision in Training

One of the hallmarks of professional psychology training is the
introduction of the direct supervision of students’ clinical
skills, typically on a one-to-one basis with a clinical supervisor.
The supervisory relationship has been a rich source of study in
professional psychology, and numerous models abound re-
garding stages and styles of supervision that foster skills and
the development of professionalism. Most important, how-
ever, is the potential to work directly with a mentor and begin
more self-directed learning as a budding psychologist. Super-
vision as a direct form of training will continue throughout in-
ternship and the postdoctoral supervision sequence and will
serve as one of the major avenues for fine-tuning a variety
of clinical skills before launching as a licensed professional
psychologist.

Typically, supervision takes the form of case review by di-
rect observation or video or audiotape of sessions with one’s
supervisor, and students can expect to meet in direct supervi-
sion at least once a week. Other supervision may take the
form of case review involving either the practicum group or
agency staff. In all, students can expect that their early clini-
cal work will be closely scrutinized and that they will have
the opportunity to consult regularly with their supervisors as
required. Finally, a practicum journal is often a part of course
requirements and, among other training goals, helps students
begin to track direct service hours with clients and patients as
well as the numbers of hours of supervision received—an ex-
ercise that will lay the groundwork for tracking later intern-
ship and postdoctoral direct service and supervision hours for
licensure and credentialing purposes.

Internship

One of the major defining components in professional psy-
chology training is the internship requirement for doctoral
programs in professional psychology. Typically, the intern-
ship occurs after completion of course work and required
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practicums and precedes granting of the doctoral degree. The
internship year is designed to strengthen and refine existing
basic competencies as well as introduce new or more ad-
vanced competencies that are expected of a newly licensed
professional psychologist.

Certification Mechanisms for Assessing Programmatic
Competence of Internship Training Programs

As mentioned earlier, assessing professional competence
through certification mechanisms is an important part of both
self-regulatory and external regulatory components of pro-
fessional psychology education and training. In the case of
internship training programs, four major professional psy-
chology mechanisms are involved in the United States and
Canada in providing basic and extensive reviews of program-
matic competence level and scope. Referring to the typical
doctoral education and training sequence again, these compo-
nents are the APA-CPA-accredited internship, the APPIC-
listed internship, the Joint Committee on Internships of
the Council of Directors of School Psychology Programs
(CDSPP),APA’s Division of School Psychology, and National
Association of School Psychologists–listed internship, and
the individual approval of the internship submitted by an ap-
plicant for credentialing by the National Register.

APA-CPA Accreditation of Doctoral Internships

Both APA and CPA consider doctoral internship training to be
a capstone experience in the formalized doctoral training
component prior to awarding of the doctoral degree. Testify-
ing to its central importance, the CPA accreditation manual
(1991) notes the following:

The internship is an essential component in the preparation of the
doctoral level, professional psychologist. . . . It presents the op-
portunity for a more sophisticated integration of graduate educa-
tion, psychological theory and professional skills. The internship
serves as an important step in the socialization process of the
professional psychologist. . . . The preparation of a doctoral level
professional psychologist is facilitated by exposure to experi-
ences in the evolution of personal growth and in the evolution of
dysfunctional clinical or adjustment entities over time. The in-
ternship contributes to this experience by requiring a full time
experience for one calendar year or a half time experience over
two years, comprising in either case a minimum of 1600 hours.
(p. 17)

Similar descriptors exist for the APA with regard to intern-
ship training and reflect the intent that program accreditation
of internship training is an important indicator of a quality
programmatic training environment.

With regard to actual accreditation procedures, CPA and
APA differ somewhat in their respective approaches. CPA ac-
creditation of doctoral internships is based on a criterion-
based certification of program quality and addresses a series of
five major criteria and 33 subcriteria that the internship setting
must or ideally should possess in order to be accredited (CPA,
1991). APA, on the other hand, has moved to an outcome-
based model and congruence philosophy of accreditation for
training programs (APA Council of Representatives, 1996).
As an example of this (eight-) domain approach for profes-
sional psychology internship accreditation, Domain B (Pro-
gram Philosophy, Objectives and Training Plan) of the APA
1996 Guidelines and Principles for Accreditation of Programs
in Professional Psychology states the following:

The program has a clearly specified philosophy of training, com-
patible with the mission of its sponsor institution and appropriate
to the practice of professional psychology. The internship is an
organized professional training program with the goal of provid-
ing high quality training in professional psychology. The training
model and goals are consistent with its philosophy and objec-
tives. (p. 12)

In the end, however, both approaches seem to offer very
similar outcomes—at least in terms of accreditation status.
Where Canadian doctoral programs and internships have ap-
plied for concurrent accreditation by both CPA and APA, in-
dependent decisions reached by both accrediting bodies have
virtually a 100% overlap (J. Gauthier, personal communica-
tion, August 1998).

APPIC-Listed Internships

The APPIC was formed in the mid-1960s in the United States
originally to address only internship training, and although not
a formal accrediting agency, it does offer U.S. and Canadian
professional psychology internship programs a paper review
process that allows programs that meet all criteria and that
conform to APPIC policies to be listed as an APPIC member.
To quote from APPIC’s 2000–2001 Directory,

The Association has been organized to facilitate the achievement
and maintenance of high quality training in professional
psychology; to facilitate exchange of information between insti-
tutions and agencies offering doctoral internship and/or postdoc-
toral training in professional psychology; to develop standards
for such training programs; to provide a forum for exchanging
views, establishing policies, procedures and contingencies on
training matters and selection of interns, and resolving other
problems and issues for which common agreement is either
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essential or desirable; to provide assistance in matching stu-
dents with training programs; and to represent the views of train-
ing agencies to groups and organizations whose functions
and objectives relate to those of APPIC. (R. G. Hall & Hsu,
2000, p. 1)

For APPIC listing, internships that either are accredited by
APA or CPA or otherwise meet the current 14 APPIC criteria
may be listed. This process of approval could also be consid-
ered a designation process because it is parallel to that per-
formed with doctoral educational programs by the ASPPB’s
National Register Designation Project.

Perhaps the most important APPIC function is the match-
ing of students with training programs through its uniform
application procedure and computerized matching service.
This newly instituted service follows the matching programs
already in existence for a number of other health care disci-
plines and now allows both professional psychology stu-
dents and internship training programs a more streamlined
and orderly matching process. In terms of match results,
APPIC match statistics suggest that about half of all
matched applicants received their top-ranked choice of sites
and that about 80% of students match with one of their top
three sites.

In all, more than 80% of the 3,000-plus U.S. and Canadian
match applicants in 2001 ended up matching with an intern-
ship program (APPIC, 2001), and in terms of supply and de-
mand, it appears that there has been somewhat less disparity
over the last few years between excess supply of applicants
and available internship sites in the United States. (Canada
generally remains balanced with regard to available appli-
cants and internship sites.)

A corollary of APPIC is the Canadian Council of Profes-
sional Psychology Programs (CCPPP), but the latter repre-
sents both internships and doctoral programs. CCPPP sends
a representative to the APPIC Board of Directors meetings
and to the Council of Chairs of Training Councils to facilitate
solution of problems as they arise for Canadian students
and to find ways to harmonize the Canadian standards and
procedures with those in the United States. There are 40 in-
ternships listed on CCPPP’s Web site at www.usask.ca/
psychology/ccppp.

Directory of Internships for Doctoral Students 
in School Psychology

In order to promote awareness of training sites for doctoral-
level school psychologists, the CDSPP approved in 1983 and
revised in 1998 the Guidelines for Meeting Internship Crite-
ria in School Psychology. Individual sites submit an entry for

the yearly directory and attest to the fact that their site meets
the CDSPP guidelines. Then the CDSPP, School Psychology
Division 16 of APA, and the National Association of School
Psychologists, through a jointly supported committee, pub-
lish a list of internship sites that provide training appropriate
for school psychologists. The impetus for this initiative was
the small number of sites available generally, with no APA-
accredited internships in school districts at the time that this
effort began.

The CDSPP guidelines are based on the National Register
criteria modified slightly to meet school psychology needs,
based on consultation and assistance provided by the Na-
tional Register. Over the past 18 years, the National Register
worked with the CDSPP to articulate how students complet-
ing such sites can be credentialed by the National Register.
The main differences between the CDSPP and the National
Register guidelines are the accommodation of the possibility
of only one intern at a site and the cosigning of intern reports
by the supervisor, as well as the requirement that the intern-
ship occur prior to the granting of the degree.

Based on the 2000 edition of this directory, 36 school sites
report being APA accredited, and an additional 69 are listed,
representing a total of 376 full-time and 49 half-time posi-
tions available. Updates are conducted yearly, and as of this
writing the list of internships is not available online.

National Register Approved Internships

The National Register created the first criterion-based model
for evaluating internship training. The history of the National
Register’s involvement was prompted by the need to approve
internships submitted by applicants for credentialing as a
health service provider in psychology. As a result of the large
number of quite varied training experiences submitted to
meet the internship criterion, in 1980 the Appeal Board of the
National Register developed the Guidelines for Defining
an Internship or Organized Health Service Training Program
in Psychology (National Register, 2000, pp. 13–14). APPIC
then adopted these criteria for use in their review of intern-
ship programs; APA incorporated these criteria in their in-
ternship accreditation standards; and, more recently, CDSPP
modified these criteria to meet their special needs. However,
the APPIC, APA, and CDSPP require the internship to occur
prior to the granting of the degree.

In 1990 the National Register reviewed every file of its
16,000 psychologists and developed a comprehensive list
and classification of all the internship training programs com-
pleted by those psychologists. This is a unique database that
provides a snapshot of internships over a 50-year time period,
most of which were not accredited.
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Postdoctoral Training and Accreditation

After successful completion of internship training and the
completion of all other doctoral requirements, the student is
awarded the doctoral degree in professional psychology. At
this juncture most new doctorates seek postdoctoral super-
vised experience, whereas others may pursue a formalized
postdoctoral training experience, all for the purpose of meet-
ing the state license requirement of a year of postdoctoral
experience. The history of formalized postdoctoral training is
relatively recent in the United States, and APA has essentially
just begun the accreditation of postdoctoral residencies
(or fellowships). For example, whereas there are approxi-
mately 570 internship programs participating in APPIC, only
66 agencies offer postdoctoral fellowship training (R. G. Hall
& Hsu, 2000). Canada also offers the rare formalized post-
doctoral training opportunity in some settings, but there is as
yet no concomitant accreditation mechanism through CPA,
and no Canadian postdoctoral training programs have yet
listed with APPIC.

Much like the earlier history of internship training, for-
malized postdoctoral training is just beginning to come into
the mainstream of professional psychology. In the case of
postdoctoral training, however, the needed groundwork de-
velopment for generic advanced and specialty training came
via proactive involvement from a number of national profes-
sional psychology organizations in both the United States and
Canada. Following on the draft standards created at the Ann
Arbor Conference on Postdoctoral Residencies in Profes-
sional Psychology, the Interorganizational Council (IOC)
formed by seven North American psychology bodies met for
five years and produced standards and procedures that later
led to the 1996 APA adoption of the eight domains and
numerous standards now required for the APA accreditation
of postdoctoral training programs for professional psychol-
ogists. Room exists within these structures to accommo-
date both generic advanced training and specialty training,
depending on the postdoctoral program’s requirements
and content. APA has now approved six residencies in the ad-
vanced general area. Specialty residencies have yet to be
accredited by APA, although clinical neuropsychology has
adopted and tested its own standards. Again, accreditation is
voluntary for postdoctoral training programs.

Based on the success of the IOC, another U.S./Canadian in-
terorganizational professional psychology group known as
the Council of Credentialing Organizations in Professional
Psychology (CCOPP) began work on developing a conceptual
model and taxonomy of specialization for the area of health
service psychology (Drum, 2001). In general, work by such
groups as IOC and CCOPP represent a shift toward a more

North American–integrated formulation and enactment of
professional psychology training designed to lend greater co-
herence to competency-based outcomes for general practice
and other specialization routes for professional psychologists.

APA Commission on Education and Training Leading 
to Licensure in Psychology Versus Current APA Policy

Since 1955 APA has promulgated two additional models for
what should be required education and training for profes-
sional psychologists. The latest (APA, 1987) specified that by
1995 an applicant for licensure must have been graduated
from an APA accredited program or from a program that met
the standards of the board (in most instances this would be an
ASPPB- or National Register–designated doctoral program
in psychology). In addition, the applicant was to complete
2 years of supervised professional experience, one of which
was postdoctoral. Note that the emphasis was on the timing
of the experience, with no reference to completion of an
internship. The internship was left to the doctoral programs to
regulate. In addition, these standards were written broadly so
that all specialties could be eligible for licensing.

Over a dozen years later, the landscape has changed. Stu-
dents are completing a year of practicum experience prior to
internship so that they are more competitive in the internship
match. Increased numbers of health care practitioners are
competing for the same health care dollar and providing what
they consider to be the equivalent service provided by psy-
chologists. A significant portion of the clinical, counseling,
and school psychology programs is now accredited. Intern-
ship programs are increasingly seeking APA accreditation.
The training requirement is due for reexamination from a
competency perspective. The question really is, At what point
is basic readiness for independent practice achieved?

To begin addressing that question, a presidentially ap-
pointed commission of 30 individuals met twice in 2000,
chaired by the president elect of APA, Norine Johnson, and
staffed jointly by the practice and the education directorates
of APA. The draft statements of the commission and the
strategies for implementation have been circulated for com-
ment by internal and external bodies affected by the potential
policy. The major suggested modifications to APA policy in-
clude setting the standard of an APA-CPA-accredited intern-
ship or one that meets APPIC or CDSPP guidelines being
required for a license, and by 2010 requiring all internships
to be accredited. The second major suggestion relates to
the 2 years of experience required for the license. One of the
2 years of experience could be completed prior to the degree,
as long as the internship is completed prior to the granting
of the degree. The commissioners were not suggesting the
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elimination of the year of postdoctoral training. In fact, post-
doctoral education and training are emphasized as an impor-
tant part of the continuing professional development and
credentialing process for professional psychologists (APA
Commission on Education and Training Leading to Licen-
sure in Psychology, 2001).

This proposed policy threatens established structures and
thus has met with resistance from some organizations com-
mitted to the requirement of the postdoctoral year of experi-
ence for licensure. One of the arguments is that it took
20 years to get that standard enacted in most states; to change
it now might have a costly impact on the standing of the pro-
fession of psychology and destabilize the consensus around
having a national standard for some time to come.

No matter what the outcome is of the deliberations and de-
bates around this issue, it promises to have a major impact on
APA’s position on the standards for education and training
leading to licensing and perhaps even the standards legislated
by states for entry to the profession.

DEVELOPING STANDARDS FOR
THE REGULATION OF
PROFESSIONAL PSYCHOLOGY

Essential to defining, evaluating, and promoting the educa-
tion, training, and credentialing of psychologists is incorpo-
ration of the opinions of those affected by the services or
training provided—the faculty, the institution, the students,
the graduates, the users, and consumers. Following consen-
sus about educational standards, self study, on-site peer re-
view, and a review of internal and external assessments by
those affected, a decision is made regarding adherence to
those standards as part of the process of accreditation, which
is defined as a “nongovernmental process of quality assess-
ment and assurance applied to general, technical, and pro-
fessional programs and institutions of higher education”
(Nelson & Messenger, 1998, p. 4).

Accreditation is only one example of self-regulation (Drum
& Hall, 1993). Consensual agreement among the various
constituencies is difficult, time-consuming, and expensive. It
may be easy to identify difficulties with particular approaches
and recommend changes. It is another thing to accomplish
those changes. Then, once standards are established, a subse-
quent modification threatens established structures. Examples
of continuing debate topics are the doctoral-level standard
for entry to the profession versus the master’s level and, more
recently, the requirement of a postdoctoral year of experience
for admission to licensure (APA Commission, 2000).

APA Accreditation: Public Accountability Leading 
to Outcomes Assessment

A major change in the APA accreditation process has taken
place in the past dozen years, stimulated by a national meet-
ing in 1990 of relevant constituencies to suggest changes
to the accreditation process, including the broadening of
input to the Committee on Accreditation (COA; Sheridan,
Matarazzo, & Nelson, 1995). There were many changes
made, including the decisions to render the COA—to the
greatest extent possible—independent of forces external to its
own operating policies and procedures in the accreditation re-
view and recognition of individual programs and to increase
the COA’s responsibility in the formulation of accreditation
policies and procedures based on good practices of accredita-
tion nationally (P. Nelson, personal communication, May
2001). In addition, the COA was to be expanded from 10 to 21
members representing various domains. The APA guidelines
and procedures for accreditation were revised and approved
in 1996, and they are still being amended. Although public ac-
countability was hardly a new concept, these guidelines and
procedures emphasize quality by measuring program goals
and outcomes, focusing on competencies rather than curricu-
lum, and stressing self-study rather than external reviews.
The influences that brought all those changes were many. The
COA outcomes model was a compromise among converging
and diverging forces operative within the professional prac-
tice and credentialing community, professional educators and
trainers, and the educational institutions in which accredited
programs are hosted (P. Nelson, personal communication,
May 2001). The U.S. Department of Education, which recog-
nizes accrediting bodies such as the APA COA for purposes of
student financial aid under Title IV of the Higher Education
Act, played a role in this process by including in their 1994
regulations a requirement that student achievement be mea-
sured in terms of course completion, state licensing examina-
tion, and job placement rates (U.S. Department of Education,
1994). However, the major influence occurred earlier in 1991
by APA’s participation in the Council on Postsecondary Ac-
creditation (COPA), a private, voluntary accreditor of the
accreditors that no longer exists. (The function previously
served by COPA had been partially replaced by the Council
on Higher Education Accreditation, or CHEA.) In 1999 “tar-
geted changes were made . . . to enable the COA to come into
full compliance with the [U.S. Department of Education]
regulations for recognition of accrediting agencies.” (APA,
2000, foreword)

Although this topic is too complex for complete exposi-
tion here, the reader can get a flavor of the energy placed on
defining the proper education and training by examining
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some of the attempts to bring organized psychology together.
Often, the term organized psychology is used to describe the
coming together of different constituencies for the collective
good. To define these issues, organized psychology typically
appoints task forces, holds conferences, and invites represen-
tatives to address definitional issues and set standards. In
order to understand the development of professional psychol-
ogy, it is helpful to revisit briefly its early history.

The Historic Road to Modern-Day Licensing and
Credentialing of Professional Psychologists

U.S. psychology emerged as a profession following World
War II. The Veterans Administration (VA) and the Public
Health Service (PHS) needed a way to identify acceptable
education and training programs in clinical and counseling
psychology, whose graduates were needed to serve veterans
returning from the war. The choice for conducting a system
of quality control was between a federal government agency
or the APA. APA answered by accrediting the first set of pro-
grams in 1948 (Sheridan et al., 1995). At the same time, grad-
uatess of programs sought recognition as psychologists.
There were two mechanisms available: a short-lived state as-
sociation certification process in a few states and specialty
certification by the American Board of Professional Psychol-
ogy (ABPP). The first state licensure law was passed in 1945
and was followed soon by several others. Thus, within a short
time in the United States, accreditation of doctoral programs
in psychology and the concomitant licensing and credential-
ing of psychologists began.

However, unlike the medical profession, these laws did
not require the completion of an accredited psychology pro-
gram. Partly because psychology is an academic discipline
and a profession, the requirement of graduating from an ac-
credited program has been more of an aspirational standard
that is restricted to programs in professional psychology, de-
fined eventually as clinical, counseling, and school psychol-
ogy. Credentialing of psychologists also began as a voluntary
activity but increasingly became required for certain roles as
each state passed a licensing law. As a result, exceptions in
the law often allow persons with doctoral degrees in psychol-
ogy to refer to themselves as psychologists and their work as
psychological (e.g., those in state, academic, or industrial set-
tings). Organized psychology was unwilling to make the
commitment that other health care professions made, which
required graduates to complete an approved program and be-
come licensed. Many exemptions remain even today, more
than 56 years after the passage of the first licensing law.

The small number of U.S. programs initially applying
for accreditation underscored the fact that accreditation was
voluntary. Psychology licensing laws, in turn, allowed

individuals to be licensed as psychologists on the basis of a
wide range of credentials and degrees. Recognizing that psy-
chology was behind other professions in regulating the edu-
cation and training sequence required for entry to practice, in
1976–1977 two U.S. national conferences on education and
training in psychology convened by APA and the National
Register brought together organized psychology to establish
guidelines for the identification of doctoral programs in psy-
chology for credentialing purposes (Wellner, 1978). This
effort intended to present a unified front to state legislatures
as to who was a “psychologist” by defining the required edu-
cational curriculum. The Guidelines for Defining a Doctoral
Program in Psychology were adopted as the standard for
evaluating programs by the National Register and ASPPB
and, as a result, had a major impact on licensing and creden-
tialing standards. The foundation knowledge areas for
practice were also incorporated formally into the 1979 APA
accreditation criteria.

In 1980 the National Register used the designation criteria
(as they became known) to review all doctoral training pro-
grams purporting to train psychologists and published the
first list of designated doctoral programs in psychology. This
occurred for two main reasons: One was the absence of
agreement on the admission criteria for licensing of psychol-
ogists, and the other related to the dissatisfaction in using a
more qualitative review process (accreditation) for licensing
purposes. The latter dissatisfaction emanated primarily from
variability in the curriculum content of graduates from APA
accredited programs.

With the federal and private health care systems seeking
qualified providers, with variable criteria for definition of an
acceptable program, and with more practitioners outside and
inside psychology competing for the health dollar, the stan-
dard of completing an accredited or designated program in
professional psychology was increasingly being included in
state legislation. The “other” or “equivalent” category, which
had been described as a euphemism for “not psychology,”
began to disappear from state laws. Because the designation
criteria are applicable to any area of professional psychology,
designation gave licensing bodies a mechanism for evaluat-
ing programs that APA accreditation did not. A current list of
programs meeting the designation criteria is available at
www.nationalregister.org.

Parallel development of internship criteria occurred when
internship training was defined as a component essential to
the Boulder model. Accredited internship programs in pro-
fessional psychology appeared in 1956. As a result of the
variability in training experiences submitted by licensed psy-
chologists to meet the internship criterion for credentialing
by the National Register, in 1980 the Appeal Board of the
National Register developed internship criteria, and these
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were adapted by APPIC, APA (1979), and CDSPP to meet
their own needs.

Today, most graduates of professional psychology pro-
grams become licensed as psychologists. Licensing criteria
are set by each jurisdiction but are greatly influenced by
guidelines for state legislation of the APA in 1955, 1967, and
1987 (APA, 1987; APA Committee on Legislation, 1955,
1967). In 1992 the ASPPB adopted its own model of state
legislation. As a result, completion of an APA-accredited or
ASPPB-National Register-designated program now meets
the educational requirements of most state licensing statutes
and regulations. Many states require an internship, but all
states except one require a year of postdoctoral experience
for a license.

Canada has not adopted these criteria as universally as
has the United States and does not have its own model leg-
islation guidelines. The CPA accreditation program, begun
in 1984, reviews both Canadian programs and internships
and now encourages Canadian programs to apply for CPA
accreditation first with the understanding that APA may
recognize CPA.

THE LICENSING PROCESS

Licensing laws were established to define the practice of the
profession; to set educational, training, and examination stan-
dards for the profession; and, most of all, to assist the public
in identifying who is qualified to practice the profession. This
is different from saying that the license assesses quality.
Being licensed provides the potential consumer with the re-
assurance that the state, province, or territory has determined
that the individual has met minimal standards.

There are now 62 jurisdictions in the United States and
Canada that regulate the practice of psychology or the title of
psychologist. Both types of laws attempt to protect the public
by clearly identifying who is qualified to practice as a psy-
chologist (practice act) or present as a psychologist (certifica-
tion of title act). Stromberg et al. (1988) explained the
difference best in the following:

Licensure is a process by which individuals are granted permis-
sion to perform a defined set of functions. If a professional per-
forms those functions (such as diagnosing or treating behavioral,
emotional or mental disorders) regardless under what name
(such as therapist, psychologist or counselor), he is required to
be licensed. In contrast, certification focuses not on the function
performed but on the use of a particular professional title (such
as “psychologist”), and it limits its use to individuals who have
met specified standards for education, experience and examina-
tion performance. (pp. 1–2)

Only a small number of jurisdictions have true licensure
laws. The majority have certification laws, including those
called permissive acts, requiring the person to be licensed if
he or she practices psychology and uses the title. We use the
term license to refer to either type of regulation.

Legislation also differs with regard to which psychologists
are covered. Generic laws, such as in New York, require per-
sons presenting themselves as psychologists, regardless of
specialty area, to be licensed unless otherwise exempted.
However, in a jurisdiction with a “health service provider” or
“clinical” type definition of practice, only psychologists with
that education and training sequence would even qualify for
a license. Thus, industrial and organizational psychologists
would not be eligible. However, exemptions to the statute
may allow other psychologists to practice. Some states have
a two-tier process by which the individual is first licensed as
a psychologist and then may be certified as a health service
provider. Specialty licensing, though attempted in certain
jurisdictions, is rare, with the exception of the title of school
psychologist, but entry is typically at the master’s level
(exceptions are Texas and Virginia).

In Canada the regulatory laws are generic, requiring any
practicing psychologist to be “registered,” “chartered,” or
“certified” (the terms often seen in Canada). “Health service
provider in psychology” is restricted to the voluntary listing
of registered psychologists who meet the application criteria
for the Canadian Register of Health Service Providers in
Psychology. No specialty licensing exists in Canada.

Education and Training Requirements

Degree

The degree required for independent practice in the United
States is the doctorate, with the exception of Vermont, West
Virginia, and now Kentucky, where entry is available with a
master’s degree.Asignificant number of states (approximately
40) also have provisions for recognition of the master’s-level
trained person, although not for independent practice.

In Canada approximately two thirds of the 12,000 registered
psychologists have entered practice at the master’s level. In ad-
dition, approximately 40% of the psychologists in Canada re-
side in Quebec, where the minimum educational requirement
for a license includes completion of a Master of Professional
Studies degree (MPs). Several of the Canadian provinces were
originally doctoral entry only. With the exception of British
Columbia, all provinces either admit to independent practice at
the master’s level or allow practice at that level with some re-
strictions and a different title (Ontario). When one considers
professional practice in North America, only the United States
adheres to a doctoral degree entry standard as policy.
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Curriculum

Psychology also varies from other professions in that the cur-
riculum requirements are not as consistent as found in medi-
cine, social work, nursing, and other health care professionals
graduating from professional schools. When U.S. licensing
began, the degree completed was a Ph.D., typically from a de-
partment of psychology in the college of arts and sciences in a
major university. The curriculum was designed to train a re-
searcher, even though many of the students were asking for
training for practice. This need eventually led to the creation of
U.S. practitioner degree programs. This PsyD offered students
an option similar to the medical degree (MD). However, some
of the larger professional schools granted a PhD, which led to
confusion about the meaning of the PhD. As the PsyD became
more accepted, those same professional schools added a PsyD
track to parallel the PhD track in the same specialty area.
Today, the largest number of graduates in psychology comes
from professional schools, and soon the number of PsyDs
granted will equal the number of PhDs awarded (Belar, 1998).
The other degree in psychology, the doctorate of education
(EdD), is now becoming increasingly rare. As a result of these
three degrees, most licensing statutes say a “doctoral degree in
psychology” rather than name a specific degree.

Experience

The 2 years of experience required for licensure, which is the
norm today, typically specifies that one of those years include
a year of postdoctoral experience. At that point any similarity
among the 62 standards for the 2 years evaporates. There are
standards for internships that are fairly universal; however,
there is no consistent standard for the year of postdoctoral
experience (ASPPB, 2001).

As noted earlier, whether those standards should remain
the same is under debate. Not being able to practice indepen-
dently on receipt of the doctoral degree puts psychology
graduates at a disadvantage in the marketplace in competing
not only against doctoral-level providers such as physicians
but also against master’s-level providers such as social work-
ers and counselors.

Examination Components: Exam for Professional
Practice in Psychology and Oral-Jurisprudence Exams

After meeting the education and training requirements, the
license applicant takes the Exam for Professional Practice in
Psychology (EPPP). The exam is available throughout the
year in a computer-generated version, with four forms avail-
able at any one time. This examination is properly validated

through multiple studies on psychologists in the United
States and Canada, including the original job analysis by
Rosenfeld, Shimberg, and Thornton (1983) and the recent
practice analysis conducted in 1995. For more detailed infor-
mation, visit www.asppb.org.

Of the 15,095 exams administered in 1997–1999, 81%
of the candidates reported that they had a doctoral degree
(data are available from ASPPB Web site). In a separate
analysis approximately 89% of the doctoral psychologists
taking the examination reported that they completed an APA-
accredited program (ASPPB, 2000). The national pass point
is 70% of the items correct, typically only for the doctoral-
level candidate, and this has been adopted by the majority of
members of the ASPPB, the association that develops and
sells the exam to the member jurisdictions. Not all jurisdic-
tions require the exam (Quebec, Prince Edward Island, North-
west Territories); not all have adopted the recommended
pass point (Washington, DC, Maryland, North Dakota, and
South Dakota in the United States, and New Brunswick in
Canada); and most use a lower pass point for the master’s-
level candidate.

Following a successful performance on the EPPP, there
may be an oral or a jurisprudence exam, or both. In general,
these exams are developed and administered by the licensing
body and have not been subjected to psychometric validation.
The oral exams also differ greatly in the degree of structure
and the approach, in many instances involving only an inter-
view. These complementary exams give the board the oppor-
tunity to assess what they believe is lacking in a multiple
choice exam; offer the opportunity to meet each potential
licensee, depending upon the size of the jurisdictions; and,
because few fail, are rarely challenged.

License Maintenance Requirements

Adherence to Ethical Standards and 
Jurisdictional Regulations

The licensed psychologist is required to adhere to ethical and
professional standards, with the former referring to the APA
or CPA codes of ethics and the latter to any regulations de-
veloped by the jurisdiction. Failure to adhere to these stan-
dards if followed by a complaint to the licensing body may
bring about an investigation and prosecution. If found guilty,
the license may be restricted in some material way. If the psy-
chologist is disciplined, there may be ramifications in terms
of provider status (e.g., potential removal from the HMO-
PPO provider panel of a health care organization or from
Medicare provider status), professional and credentialing
status (e.g., sanctioned by APA, National Register, or ABPP),
or malpractice coverage.
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Continuing Education

Another component in maintaining a license to practice is
the requirement for continuing professional education. In the
United States and Canada 44 of the 62 jurisdictions require
the licensee to complete a certain number of hours in contin-
uing education (CE) for renewal of the license. This require-
ment makes sense in theory, given that professionals may
practice for 40 years after receiving their degrees. However,
the course quality and level of sophistication vary, and actual
learning achievement is typically not measured. Credits are
awarded if the participants complete the course evaluation
form, regardless of whether they learned anything that was
useful to their practice.

The only formal study of the effectiveness of CE for a pro-
fessional took place in New York by the state board for the
certified public accountants profession. The New York State
Board of Regents took the position that if a profession
wanted to require CE for renewal of a license, the profession
needed to undertake a study of the CE requirement and fund
it out of licensing fees, as the members of the CPA profession
were required to do. However, this study did not examine
whether what was studied improved practice; it examined the
impact on knowledge (J. E. Hall, 1993). To date, the New
York State Board of Regents has not approved a CE require-
ment for psychology.

Mobility of the Psychologist’s License to Practice

Once an individual is licensed to practice, it would seem logi-
cal that any subsequent license would be relatively easy to get,
should the individual move or need to be licensed in another ju-
risdiction (assuming that there is no history of discipline).
Clearly the licensed psychologist has to complete an applica-
tion and pay the fee. However, the jurisdiction may also require
primary source verification of credentials and submission of
the applicant’s EPPP score. While the state or province to
which the psychologist is applying has the responsibility to
protect the public, the verification process may place incredible
barriers or lengthy delays on people who have been licensed,
often for years, without any incident.

Reciprocity Agreements

Several professions, not just psychology, have recently
attempted to facilitate mobility of licensed practitioners by
two basic methods: multijurisdictional agreements or individ-
ual endorsement of credentials. Reciprocity agreements
involve the acceptance of licensees without question. For
instance, Texas currently has a reciprocity agreement with

Louisiana. That means that anyone licensed in Louisiana
could be licensed automatically in Texas and vice versa. These
agreements are legally binding until rescinded. Although
this may be acceptable from the psychologist perspective,
the idea that a licensing body has no control over each person
who would be licensed in that jurisdiction causes boards to
avoid such agreements. Even after ASPPB put enormous
resources into encouraging jurisdictions to sign on to its reci-
procity agreement, only 10 have done so. A few that signed
it later withdrew. One difficulty is that the agreement often
necessitated the jurisdiction’s changing its law to meet the
contractual specifications, including conducting an oral ex-
amination. California has eliminated its oral examination as of
January 2002, even though it has had a long history of oral
examinations.

Credentials Endorsement Agreements

Another form of mobility is offered through use of individual
credentialing mechanisms that employ recognized national
standards and reflect primary source verification procedures.
Expediting the granting of a license to a person because he
or she possesses a credential involves endorsement of that
credential. One of the earliest examples is ABPP and the
diploma privilege. If a state accepts ABPP for endorsement
purposes, it usually involves waiver of the license examina-
tion, either the oral or the EPPP, on the basis of the applicant’s
having previously taken the ABPP exam. Although 34 states
have this provision, ABPP has 3,200 active diplomates, so en-
dorsement affects a small portion of psychologists.

In the late 1990s an individual mobility certificate was cre-
ated by ASPPB, the Certificate of Professional Qualification
(CPQ). Although it is new, few people have applied for the
CPQ, even though it recently completed its 2-year grandpar-
ent period, which allowed licensees without doctoral degrees
in psychology to qualify. By the conclusion of the grandparent
period on December 31, 2001, approximately 4,000 applica-
tions were received. The requirements of the CPQ involve the
jurisdiction’s accepting these certificate holders without im-
plementing any additional barriers other than a jurisprudence
examination, although Ohio requires that the transcript still be
submitted. For more information, visit www.asppb.org.

Another approach to facilitating mobility is to use an es-
tablished credential such as the National Register, which ap-
plies to 14,000 psychologists, for endorsement. As primary
source documentation of education, training, licensing, board
certification, and proficiency certification are on file, a grow-
ing number of jurisdictions have agreed. These psychologists
have taken the licensing examinations required by at least
one jurisdiction and have been monitored for disciplinary
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activity while credentialed by the National Register. For
more information, visit www.nationalregister.org.

Government-Initiated Agreements

In Canada, because of the Agreement on Internal Trade,
movement of professionals across Canada will be based on
demonstrating the requisite competencies. In order to develop
an agreement that met with acceptance by professionals and
the government, psychology established a working group.
After several years of work and a lot of negotiation, the
Mutual Recognition Agreement (MRA) became effective
June 24, 2001, and includes several fast-track mechanisms for
granting a license to psychologists: (a) holding the Canadian
or National Register Health Service Provider in Psychology
credential, (b) having graduated from a CPA- or APA-
accredited doctoral program, or (c) holding the CPQ. Any
psychologist licensed for 5 years in 1 of the 11 signatory
jurisdictions prior to July 1, 2003, may also be licensed. In
addition, psychology regulatory bodies agree to perform a
competency assessment of applicants for a license beginning
July 1, 2003. Although consonant with the intent of the provi-
sions of the North American Free Trade Agreement
(NAFTA), this agreement goes beyond harmonization of
education and training that Canada, the United States, and
Mexico may negotiate under NAFTA. Visit www.cpa.ca for a
copy of the MRA.

Another example of facilitating mobility exists in Europe.
As a consequence of a country’s membership in the European
Union (EU), regulated professionals are free to move and
practice in another country participating in the EU. The main
barrier to practicing in another country is language. However,
if language is not an issue and the practitioner has met stan-
dards in one country, he or she can practice in another coun-
try for a year without any restrictions and regardless of the
disparity in the two sets of standards. However, after that
time period, the individual may be required to make up cer-
tain deficiencies for the right to continue practicing in the
second jurisdiction.

CERTIFICATION BY PRIVATE 
CREDENTIALING ORGANIZATIONS

Once licensed, psychologists have the opportunity to be cre-
dentialed for specific purposes. These voluntary credentials
are chosen by a portion of those who are potentially qualified,
and not to the degree as they are in medicine, where 80%
of physicians are board certified (J. E. Hall, 2000). These

voluntary credentials may have standards that are higher than
is required for a license. 

Therefore, the goal of licensing—to serve the public need—is
furthered by credentialing organizations’ assessment of special-
ized education and training and specialty competence. At the
same time, these voluntary certification bodies are dependent
upon licensing for certain protections, such as the investigation
of complaints of professional misconduct. . . . Neither licensing
nor certification alone is sufficient as a mechanism to protect the
public and ensure minimum competence; both are needed. (J. E.
Hall, 2000, pp. 317–318)

The typical doctoral sequence (as noted in Figure 20.1) re-
flects the credentialing organizations that are members of the
CCOPP. There are also many other credentialing organiza-
tions that exist for psychologists, although many are small,
have no central office or full-time staff, may credential multi-
ple disciplines, have no publicly available list of credentialed
practitioners, and fail to meet the standards met by the cre-
dentialing organizational members of CCOPP. Because of the
existence of “unrecognized” or “undesignated” credentialing
organizations, the public, including psychologists, needs to
be wary of relying on such credentials and seek out those
that are generally accepted in professional psychology. With
those concerns in mind, we chose to focus on the National
and Canadian Register, ABPP, and the College of Profes-
sional Psychology.

National and Canadian Registers of Health Service
Providers in Psychology

The concept of health service or health care provider is pre-
sent throughout health care and is not specific to psychology.
However, when the National Register was established in
1973, it was a new concept for psychology partly because the
focus had been previously on mental health. The broad con-
cept of a health service provider in psychology was devel-
oped especially to address psychology’s uniqueness as both a
profession and an academic discipline, as it didn’t prescribe a
specialty area but offered a definition of services delivered
tied to education, training, and licensing credentials.

A “Health Service Provider in Psychology” is a psychologist
currently and actively licensed/certified/registered at the inde-
pendent level in a jurisdiction, who is trained and experienced in
the delivery of direct, preventive, assessment, and therapeutic
intervention services to individuals whose growth, adjustment,
or functioning is impaired or to individuals who otherwise seek
services. (Council for the National Register, 2000, p. 11)
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Although licensed, not all psychologists are qualified to
provide direct health services to the public. Because many
laws are generic, any person with a degree in psychology
may apply for a license. In order to address this, the National
Register was established so that qualified psychologists could
be identified by insurers, governmental agencies, and health
care organizations as well as by the individual consumers.
This organization was established first in the United States in
1973 and later in Canada in 1985. There are approximately
14,000 registrants (National Register) and 3,000 Listees
(Canadian Register). Access to the list of qualified psycholo-
gists is available online at www.nationalregister.org and
www.crhspp.ca.

Credentialing by the National Register is offered to li-
censed practitioners. However, now there is a special stepwise
credentialing procedure for students in training. At the com-
pletion of the internship, psychology graduate students can
plan ahead and have their credentials placed in a “savings
bank” for access later.As students submit primary source doc-
umentation of the internship, the doctoral degree, and the
postdoctoral year of experience as each is completed, each
credential is evaluated. Approval leads to the placement of the
doctoral student’s name on the National Psychologist Trainee
Register (NPTR). With the addition of a credential, the infor-
mation on the Web site is updated. Upon licensure, the gradu-
ate is automatically credentialed by the National Register.
Visit www.nationalregister.org for the frequently updated
NPTR list. Similarly, for the Canadian Register there is a tem-
porary register for those licensed in a jurisdiction but still
engaged in meeting the remaining supervised experience
requirements for listing.

American Board of Professional Psychology

Although the National Register is the largest and most suc-
cessful credentialing organization in terms of numbers cre-
dentialed, it is not the oldest. The ABPP was created in 1947
(under a different name) to identify specialists in professional
psychology using training and experience criteria and a spe-
cialty examination process, initially in clinical, counseling,
and industrial and organizational psychology and, later in
1967, school psychology. (See Bent, Packard, & Goldberg,
1999, for a comprehensive history of the ABPP.) Today,
approximately 3,200 active board-certified specialists exist,
with much of the recent growth due to the emergence of
new specialties in professional psychology, such as clinical
neuropsychology, forensic, family, rehabilitation, psychoana-
lytic, behavioral, clinical health, and group psychology. After
adopting the ASPPB–National Register Designation Criteria
and the National Register internship criteria, ABPP decided

that psychologists credentialed by the National Register auto-
matically meet the fundamental requirements for being eval-
uated as a specialist in professional psychology. Thus, the
ABPP has endorsed the National Register credential. For ac-
cess to their Web page, visit www.abpp.org.

College of Professional Psychology

The College of Professional Psychology was established by
APA in the 1990s to evaluate members of APA, either at the
master’s or doctoral level, who are health service providers
and have experience specific to the treatment of alcohol and
other psychoactive substance abuse disorders. There are 1,000
individuals who have met the criteria and passed the multiple-
choice examination developed and administered by the
College (Jan Ciuccio, personal communication, May 2001).
In addition, the College developed an examination in psy-
chopharmacology that is available to state licensing bodies or
to individuals as evidence of competency in the psychophar-
macology knowledge base. For current information go to
www.apa.org/college/homepage.html.

Credentialing and Credentials Verification

Health care delivery systems also seek to be accredited, much
as occurs for education and training programs. This quality as-
surance mechanism supports the licensing and credentialing
of psychologists. The Joint Commission on Accreditation of
Healthcare Organizations (JCAHO) and the National Com-
mittee on Quality Assurance (NCQA), as well as others, eval-
uate delivery systems using a set of criteria addressing quality
improvement, customer satisfaction, and credentialing of
practitioners.Accrediting bodies such as these require primary
source verification of credentials.

The Health Care Quality Improvement Act of 1986 man-
dated the federal government’s establishment of a National
Practitioner Data Bank (NPDB) where licensing sanctions on
physicians and dentists are housed, as well as malpractice ac-
tions and hospital sanctions on all practitioners. The Health
Insurance Portability and Accountability Act of 1996 requires
the reporting of licensing sanctions on all practitioners to the
Health Integrity and Protection Data Bank (HIPDB). State psy-
chology licensing boards are now mandated to report discipli-
nary sanctions to the HIPDB. Visit www.npdb-hipdb.com for
more information.

Today, health care companies verify the credentials of
practitioners and query the federal and state data banks
for sanctions. Credentialing organizations that use primary
source verification methods and monitor practitioner disci-
pline are seen as more credible than organizations that appear
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to grant a credential on the basis of minimal information that
may not be verified. NCQA recently recognized organizations
that meet acceptable standards by including in their 2001 ac-
creditation standards (Standards 3.3 and 3.4) criteria for an
organization having “deemed status.” The National Register
is the organization that has deemed status for psychology.

In an attempt to eliminate duplicate applications by prac-
titioners and create a repository of credentials that will need
only periodic updating, the Federal Credentialing Program
(FCP) was established to assist federal agencies that also
need to credential practitioners. The FCP is also developing
criteria for determining which credentialing organizations
and other similar bodies are eligible for deemed status, partly
derived from the model that NCQA uses. For more informa-
tion on the FCP, visit http://bhpr.hrsa.gov/dqa/fcppg.htm.

Challenges to Expanding Practice

The culmination of the proper education, training, and experi-
ence for a psychologist is a license followed by credentialing
as a health service provider, as a specialist or a proficiency.
Whereas the credentialing organizations are national and not
subject to borders, a license is for a specific jurisdiction. Be-
cause of telephone, video and audio conferencing, and online
access to the service delivery to individuals, the concept of
borderless practice threatens the right of a jurisdiction to regu-
late practice. Psychologists are faced with the dilemma of
where and when to be licensed and which licenses to maintain.
For example, approximately 25% of psychologists creden-
tialed by the National Register maintain more than one li-
cense. Now that standards are more consistent from one state
to another, psychologists have the potential to be more mobile.
Should they have to acquire additional licenses, or is there a
more parsimonious way of handling the global health care de-
livery system?

The real interest in borderless practice occurs when tele-
health service delivery occurs. Both the U.S. and Canadian
federal governments view this issue differently from licensing
bodies, so it is too soon to predict how and when it will be re-
solved. From an education and training perspective, however,
meeting national standards and qualifying for national creden-
tials, such as the National Register–Canadian Register Health
Service Provider in Psychology, may well offer the greatest
protection to psychologists and the clients they serve. If a na-
tional license is not acceptable to state licensing boards, being
licensed in one jurisdiction, which maintains disciplinary au-
thority, and holding a national credential in health service de-
livery, such as from the National or Canadian Register, would
seem an ideal foundation on which to allow psychologists to
offer telehealth services.

A HISTORICAL ADDENDUM ON CLINICAL
PSYCHOLOGY: A CHRONOLOGY OF NATIONAL
CONFERENCES IN THE UNITED STATES 
AND CANADA

Problem solving by organized psychology in the United States
and Canada often occurs in conferences to which diverse rep-
resentatives are invited. These meetings may lead to structures,
agreements, or consolidation of opinions that change the direc-
tion in which the profession is moving. It would be almost im-
possible to articulate the real outcomes of all the numerous
conferences in the United States and Canada. The proximal
point is clearly the proceedings; the distal point is the structures
or the standards that are created. Often, those structures take
years to be created, refined, and approved, and by then the tie to
the originating conference may have been forgotten. The ex-
penses in mounting conferences are great, in terms of both fi-
nancial resources and professional time. However, those who
attend each take away their own personal reaction to the suc-
cess of the conference. For all these reasons conferences are
difficult to success, so in the following we simply list the
names, dates, and reference for many of the conferences that
have shaped U.S. and Canadian professional psychology. All
have endorsed the scientist-practitioner Boulder model of
training even though some have addressed other models.

U.S. Conferences

1949 Boulder Conference on Training in Clinical
Psychology. Creation of the Boulder model (scientist-
practitioner) involving the integration of academic and ap-
plied training, followed by a 1-year internship culminating in
a PhD degree in clinical psychology (Raimy, 1950). The only
topical appendix contains David Shakow’s 1947 report on
clinical training.

1951 Northwestern Conference. Description of the
roles and functions of counseling psychologists stimulated by
a request to create standards of training and practice for these
psychologists employed by the U.S. Veterans Administration
(APA, 1952).

1955 Thayer Conference. Sought accreditation for
school psychology training centers before doctoral school
psychology programs were eligible for accreditation by APA
and before school psychology was a specialty recognized by
ABPP (Cutts, 1955).

1956 Stanford Conference. Reviewed and reaffirmed
the Boulder training model and unsuccessfully promoted a
2-year postdoctoral internship (Belar, 1992).
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1958 Miami Beach Conference on Graduate Education
in Psychology. Addressed all of psychology but affirmed
the scientist-practitioner model (Roe, Gustad, Moore, Ross, &
Skodak, 1959).

1964 Greyston Conference. Recognized counseling
psychology’s overlap with other specialties in profes-
sional psychology—an issue that permeates counseling and
school psychology’s conferences and position papers. APA
addressed this issue by accrediting programs in professional
psychology and defining “professional” as including clinical,
counseling and school psychology (Thompson & Super,
1964).

1965 Chicago Conference on the Professional Prepa-
ration of Clinical Psychologists. Stressed diversity in the
training and the preparation of psychologists for meeting
wide societal needs. Endorsed psychological service settings
tied to university departments (Hoch, Ross, & Winder,
1966).

1974 Vail Conference. Addressed society’s concerns in
education, encouraged master’s-level training programs, and
endorsed the PsyD program model in settings other than a
traditional psychology department in a large university. Orig-
inally titled the “National Conference on Levels and Patterns
of Professional Training in Psychology,” the conference
stressed cultural diversity and social responsibility in gradu-
ate education (Korman, 1974).

1976–1977 Conferences on Education and Credential-
ing of Psychologists. Sponsored by APA and the National
Register, these two conferences led to the Guidelines for Defin-
ing a Doctoral Degree in Psychology. These criteria were
adopted by licensing bodies and credentialing organizations
and were used to evaluate doctoral programs beginning in 1980
(National Register, 2000; Wellner, 1978).

1981, 1986, and 1987 National Council of Schools of
Professional Psychology Conferences. Focused on issues
of education and training in professional schools by faculty
and administrators in professional schools that are members of
National Council of Schools of Professional Psychology
(NCSPP). The first of these was titled the “La Jolla Conference
on Quality Control” and was followed in 1986 by the “Mission
Bay Conference” (Bourg, Bent, McHolland, & Stricker, 1989)
and the “San Antonio Core Curriculum in Professional Psy-
chology” in 1987 (R. L. Peterson et al., 1991). The latter “con-
tinued the work of articulating professional psychology
models of education and training begun at the Mission Bay

conference . . . and led to the fourth book in the NCSPP series”
(p. 375).

1982 Spring Hill Symposium on the Future of Psychol-
ogy in the Schools. First major meeting of school psychol-
ogists about school psychology since the Thayer Conference.
Reexamined the provision of school psychology services
given the social and economic considerations at that time
(Ysseldyke, 1982).

1983 National Working Conference on Education and
Training in Health Psychology. Formalized education and
training sequence and the definition of one of the most popu-
lar areas found in clinical psychology training programs,
which at that time represented 42 programs. This conference
is referred to as the Arden House Conference, which is the
location in New York where the meeting was held (Stone,
1983).

1985 Conference on Training Clinical Child Psycholo-
gists. Held at Hilton Head Island, South Carolina, this
conference focused on training of clinical child psychologists
(Tuma, 1985), an area of practice that recently was approved
as a specialty by APA.

1987 National Conference on Internship Training in
Psychology. Focused on the role of internship training in
the preparation of professional psychologists and recom-
mended a 2-year internship, 1 year pre- and the other post-
doctoral. Held in Gainesville, Florida (Belar et al., 1987).

1987 National Conference on Counseling Psychology.
Held in Atlanta, Georgia, this third national conference
confirmed the scientist-practitioner (or scientist-professional)
model for counseling psychology (Resolutions Approved by
the National Conference, 1987).

1987 National Conference on Graduate Education in
Psychology. Known as the Utah conference, these confer-
ees attempted to address the full scope of graduate education
in psychology. The conference emphasized research and hav-
ing diversity in settings and in the way individuals are trained
and recommended that professional schools affiliate with
universities (Bickman & Ellis, 1990).

1990 National Conference on the Education and
Training of Scientist Practitioners for Professional Prac-
tice. Held in Gainesville, Florida, and cosponsored by 20
organizations, this conference reframed the necessity for
science to inform practice and practice to inform science by
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emphasizing the integration of the scientific method with
professional practice (Belar & Perry, 1992).

1992 National Conference on Postdoctoral Fellowship
Training in Professional Practice. Known as the Ann
Arbor Conference, the distal outcome was the implementa-
tion of postdoctoral accreditation conceptualized and tested
by the IOC and implemented by APA (Belar et al., 1993).

1997 National Working Conference on Supply and
Demand. Attempted to focus on supply and demand issues
regarding internship and employment. However, the confer-
ence largely initiated a dialogue over a wide range of issues in
professional psychology—including whether licensure could
occur prior to completion of the postdoctoral year of experi-
ence. Sponsored by the APA and the APPIC, the proceedings
are available on the APA web site (http://www.apa.org).

Canadian Conferences

As John Conway (1984) wryly noted in his history of the
development of clinical training in Canada, “The history of
clinical psychology in Canada is a short one; and its past,
though hardly as ancient as that of psychology, is longer than
its history” (p. 177). Canada has also had fewer conferences,
and they are somewhat unknown in the United States. Hence,
we provide more detail here.

Much as in the United States, World War II served to accel-
erate the development of applied psychology in Canada. The
founding of the first national psychology organization in
Canada in 1938—the Canadian Psychological Association—
reflected both an increased interest in psychology’s contri-
bution to Canada’s war effort and a desire by Canadian
psychologists to better organize, share, and disseminate their
collective work.Applied psychologists were finding their skills
in demand in peacetime Canada, and initial federal funding
began to flow for graduate students and for faculty positions
in clinical psychology (Conway, 1984, p. 178). Unlike in the
United States, where postwar clinical psychology began to
specialize rapidly due to the VA, Canadian university-based
training programs in the late 1940s and early 1950s were
mostly organized and oriented toward broad-based applied
psychology perspectives with little interest in specialization
(Conway, 1984).

1960 Opinicon, Ontario. The first national conference
on the state of psychology in Canada was sponsored by CPA.
Although intended to address professional training and re-
search training issues, the actual conference was directed
largely to the concerns of academic research psychologists.

After proclaiming that a clinical PhD should follow a scientist-
professional model, the conference delegates reframed clini-
cal psychology as a PhD research degree to the exclusion of
any real concept of a profession (Conway, 1984).

1965 Couchiching, Ontario. CPA’s next national train-
ing conference was designed to address some of the ne-
glected issues of professional psychology and the training of
professional psychologists. At this conference, a university-
based, psychology department–driven, scientist-professional
model leading to the PhD was again endorsed by most atten-
dees. The conference also requested that CPA establish
accreditation procedures for applied programs. Although ar-
guments continued about the merits of various types of pro-
fessional training models (as well as whether importing a
U.S.-style Boulder model was truly the best model for train-
ing Canadian clinicians), younger Canadian universities with
newer psychology departments began to design more clinical
training programs and began hiring more clinical faculty
members (Conway, 1984).

1997 Vancouver, British Columbia, Conference. Pro-
fessional issues in Canadian psychology began to assert
themselves loudly in the late 1960s and early 1970s through
a variety of venues. Chief among these were the licensing of
psychologists by various provinces and the formation of the
Advisory Council of Provincial Associations of Psycholo-
gists (ACPAP)—the forerunner of the Council of Provincial
Associations of Psychology (CPAP)—a national council of
fraternal and regulatory bodies organized to increase national
communication and advocacy with regard to professional
issues. The Vancouver Conference recommended not only
increased voice in CPA for professional issues but also the
development of a Canadian Code of Ethics for psychologists
as well the development of accreditation criteria for clinical
psychology (Dobson & Dobson, 1993).

1984 Opinicon II. Opinicon II again reaffirmed the
scientist-professional model for graduate training of Canadian
professional psychologists (Ritchie, Hogan, & Hogan, 1988).
This same year, CPA formally adopted accreditation criteria
for clinical psychology following a scientist-practitioner tem-
plate, thus institutionalizing the scientist-practitioner model
for at least the next two decades. Clinical psychology training
programs were gradually becoming more balanced with re-
gard to research and practice by the mid-1980s. In addition,
Opinicon II recommended the use of a Canadian-oriented
designation system much like the United States’ ASPPB–
National Register designation system for U.S. psychology
graduate programs (Dobson & Dobson, 1993). However, the
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exclusively university-based nature of clinical training pro-
grams as endorsed in CPA accreditation criteria meant that
little or no attention continued to be given to other possible
training models such as the U.S.-developed PsyD with its
attendant increased professional focus.

1994 Mississauga, Ontario, Conference on Professional
Psychology. The Mississauga Conference in many ways
represented a radical departure from earlier conferences. Iron-
ically, while professional psychology was developing new
practice areas and new marketplaces for services, more tradi-
tional training and practice areas (e.g., hospital psychology
departments) were being cut back or reorganized toward pro-
gram management models. National federal cuts to health care
funding not only led to decreased federal and provincial health
funding to psychology, but also reflected a growing skepti-
cism regarding the cost-effective role that psychologists tradi-
tionally played in the health care system. In response to this
rapidly shifting landscape, CPA, together with the Canadian
Register and provincial partners, funded and convened the
Mississauga Conference.

The theme of Mississauga could perhaps best be summa-
rized as “moving the markers” (and fast!) for professional
psychology. Rather than focus on the whole discipline, this
conference was carefully designed to “develop guiding prin-
ciples and specific action plans for professional psychol-
ogy for implementation immediately upon completion of the
conference” (Dobson & King, 1994, p. 3). As relayed by
Dobson and King, who were coeditors of the final report on
Mississauga, earlier Delphi polls of leading professional psy-
chologists taken just prior to the conference showed that fund-
ing of psychological services, advocacy for professional
psychology, and training emerged as the three most pressing
challenges the conference should address. Based on the same
spirit of action-based principles and concepts as the APPIC-
sponsored Ann Arbor Conference held a year earlier in the
United States, the Mississauga Conference set to work to
address these three major challenges in Canada.

The Mississauga delegates came forward with a number of
bold and forward-thinking recommendations.Among the most
striking recommendations for professional psychology educa-
tion, training, and practice was the explicit endorsement of the
need for and development of psychologist entrepreneurs with
business knowledge embedded in core training and practice
skills originating in graduate and internship training. Among
other important recommendations were the reaffirmation of the
doctoral standard (flexibly defined as the national entry stan-
dard for professional psychology practice in Canada), the
endorsement of professional mobility across Canadian juris-
dictions through such mechanisms as mutual recognition of

practice credentials, and the development of enhanced advo-
cacy capacity for professional psychology. Delegates also
called for strategic alliances and more continued coordinated
initiatives as had been previously designed by such entities as
the National Professional Psychology Consortium. Blessed by
the three major national psychology organizations involved
with professional psychology practice (i.e., the Canadian
Register, CPA, and CPAP), the Mississauga Conference set
the stage for the endorsement of clinical psychology—
among other branches of professional psychology—as both
an advocacy-oriented and a business-oriented professional
practice branch for psychological health services in Canada.

2001 Winnipeg, Manitoba, Conference. The Winnipeg
conference addressed whether psychology should restructure
itself in response to the multiple collective challenges that face
Canadian psychology today. Besides the perennial issue of
limited resources for near-unlimited challenges, other 21st-
century issues such as globalization of the profession, issues
of professional mobility (both inside Canada and across na-
tions) and the rapid evolution of professional psychologists
from mental health providers to primary care providers (i.e.,
“health service providers in psychology”) make for a heady
mix of challenges and opportunities for the profession over the
next 10 years. In the history of Canadian psychology, perhaps
the only certain outcome will be that clinical psychology, as
well as other branches of professional psychology, will con-
tinue to respond to the pressing internal and external needs of
the day with careful consideration and a variety of actions
whose outcomes are often truly measured only in the historical
mirror of retrospect.

Canadian clinical psychology—as a major subset of pro-
fessional psychology—has, in many ways, come full circle
from its earliest beginnings during World War II. Beginning
as a broad-based and socially relevant area of psychology in
the 1940s and moving to a near–second class existence as a
practice area in the 1950s, to a cautiously reaffirmed area in
the 1960s, to a CPA-accredited specialty in the 1980s, and to
a major professional psychology constituent group at begin-
ning of the 21st century, Canadian clinical psychology does
indeed have a longer past—and probable future—than its
formal existence implies.

CONCLUSION

The education, training, licensing, and credentialing of clini-
cal psychologists represent a product of longstanding quality
assurance goals inside and outside the profession as well as
the process of professional development of the discipline
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within the context of the countries of the United States,
Canada, and Mexico. None of these pieces can be separated
from the other as they represent the historic and contempo-
rary collective impact of the internal and external influences
on professional psychology in North America.

As is evident from this overview, there remains a diversity
of views regarding the best ways to educate, train, and sus-
tain highly competent professional psychologists that repre-
sent the best interests of clients/patients, the profession, and
the public, despite the truly impressive, broad-based, and
substantive progress made to date by professional psychol-
ogy. In general, where agreement has been reached, profes-
sional psychology has moved forward and prospered. Where
international dialogue has occurred, such as at the seven
yearly meetings of the Trilateral Forum on Professional Psy-
chology, representatives of the three North American coun-
tries have reached a better understanding of each other’s
methods of training. Perhaps as a consequence of that dia-
logue, changes have occurred at the same time, many of
which are summarized in these pages and are reflected in the
tables. However, the basic foundations of the discipline and
profession essentially require that the road to progress entails
many possible pathways and vigorous debate regarding best
roads to travel at any given time. Probably the only certainty
is that this debate and dialogue will continue to be the
process that propels professional psychology into this yet
very new millennium.

As professional psychology continues to develop in the
countries of North America and beyond, it may be wise to rec-
ollect the spirit of progress envisioned by Stricker and
Trierweiler (1995) when they spoke of the local clinical scien-
tist as a bridge between the science and practice of profes-
sional psychology. They noted, “If science and practice are
regarded as activities—research and praxis—then there may
be fundamental incompatibilities between the two. . . . How-
ever, if science and practice are regarded as attitudes or identi-
ties, the incompatibility may be resolved to the benefit of each,
despite the general obstacles that exist” (p. 996). With this
view, the portrait of the local clinical psychologist becomes “a
vibrant scientist-professional, a local clinical scientist who
enters the world of the profession, providing assistance to pa-
tients but never forgetting his or her roots in the discipline of
psychology, both as a science and as a practice” (p. 999).

Although clinical psychology has come a very long way in
a relatively brief period of time, many challenges—current
and future—remain. The frontiers of psychological knowl-
edge are expanding at ever-increasing velocity as the planet
simultaneously shrinks in the face of new information and
communication technologies. North American professional
psychology, professional psychologists, and the now near-

global public are all a part of these trends as ideas, structures,
and methods are compared and tested against a backdrop of
developing, evaluating, and monitoring competency-based
professionals. Increasing numbers of countries worldwide
are now addressing how best to produce and sustain highly
competent, ethical, and wise professional psychologists who
embrace the best that the discipline and profession has to
offer and who will practice in the emerging global commu-
nity. Despite the challenges, it is an exciting and heady time
for professional psychology, and—most important of all—
the journey continues.
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Good ethical practice includes striving to the highest aspira-
tions of the profession as well as adhering to the minimal
standards that are enforced as part of ethics codes. It neces-
sarily involves not only knowledge about and compliance
with ethical standards, but competence in and adherence to
clinical and legal standards as well. The duty to abide by
standards is one of the elements that make professions
distinctive. Aspirational ethics is closest to the traditional
definition of “ethics,” synonymous with “moral philosophy.”
Application of moral reasoning weighs a variety of ethical
principles to a situation and considers the best options. Mini-
mal standards are part of what is more properly labeled a
code of conduct. Application of such codes is more likely to
consider the rules that may be applicable and to ensure that
behavior does not violate one or more rules. A psychologist
who does not behave according to the minimal standards is
subject to being investigated and being found to have be-
haved unethically. A psychologist can deserve sanction for
committing a forbidden act, as well as for failing to engage in
a required behavior. A focus on measuring up to minimal
standards overlooks the practical value of aiming for the as-
pirational standards and thereby being very likely to also
meet the enforceable rules.

The focus of this chapter includes the sources of ethical
principles and standards, the major ethical issues in clinical
practice, and methods of regulation.

ETHICS CODES AND REGULATIONS

The American Psychological Association’s (APA) ethics
code has been the primary ethics document in psychology
since the first APA ethics code, then called the Ethical Stan-
dards of Psychologists, was adopted (APA, 1953). The APA
ethics code was commonly adopted as the disciplinary stan-
dards for states’ psychology licensure boards. However, this
adoption has varied over the years. Some licensure laws write
the content of a particular version of the APA ethics code into
law, and others simply refer to the APA ethics code generally
or to a particular version. When the content of a code has been
written into law, changes may also be made so that individual
standards may vary from the code used as the pattern. In ad-
dition, the same range of methods may be used in adopting
disciplinary standards into licensure board regulations, rather
than into the licensure law itself. Some states have adopted a
model code of conduct recommended by the Association of
State and Provincial Psychology Boards (ASPPB; 1991).

The American Psychological Association’s Ethics Code

Current Ethics Code and Revisions

APA adopted its first ethics code in 1951, and there have been
several revisions since then. The version current as of this
writing is the Ethical Principles of Psychologists and Code of
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Conduct (APA, 1992), and a revision of this code was near-
ing completion. A new code was projected for adoption in
August 2002.

This makes writing about specific provisions in the ethics
code difficult, but it also highlights a continuing problem for
practicing psychologists. It is not enough for a psychologist
to learn the version of the ethics code that was current when
he or she was in training or sat for the licensure exam. As
stated in the Preamble to the 1992 APA ethics code, “The
development of a dynamic set of ethical standards for a psy-
chologist’s work-related conduct requires a personal com-
mitment to a lifelong effort” (p. 1599). The last two ethics
codes, the versions adopted in 1981 and 1992, have been in
effect for about 10 years each. The practicing psychologist
must be prepared to learn each new code as it is implemented.
Of course, when considering the real life changes that occur
in licensure and other laws, court decisions, practice stan-
dards, new treatment methods, and other practice conditions,
this requires an ongoing effort of continuing education. New
ethics codes are simply one of the changes.

Current information on the ethics code is available on the
APA Web site at http://www.apa.org/ethics or through APA.

Aspirational and Enforceable

The first APA ethics code was distinctive in APA’s use of the
critical incident method for its development. Although the
form of the original code and the critical incident method
were not continued, it was considered important to maintain
some kind of tie to behavioral examples. The casebooks were
the primary method for this, but this has proven increasingly
difficult, as improved legal defensibility of the code for en-
forcement has made this a lower priority.

The 1992 Ethical Principles of Psychologists and Code of
Conduct (APA, 1992), was the first APA code to differentiate
explicitly between statements intended to be “aspirational”
and those to be enforced. A casebook did not follow it, but
an unofficial commentary was published by APA (Canter,
Bennet, Jones, & Nagy, 1994).

Many psychologists argue for inclusion of more specific
guidance in the ethics code. Others argue against including
anything in an enforceable code that might add unreasonable
or unnecessary standards. A reality is that the separation of as-
pirational from enforceable elements in the code does present
some limits to the content of ethical standards. The ethics code
cannot provide a full statement of how to behave ethically,
and the “Ethical Standards” section in the 1992 ethics code is
a statement of a minimum standard or code of conduct. Guid-
ance for practice is more likely to be found in documents that
focus on a limited content area and provide guidelines or

principles that are not intended to be binding. APA has
adopted the strategy of providing such information in guide-
lines such as the General Guidelines for Providers of Psycho-
logical Services (APA, 1987), the Standards for Educational
and Psychological Testing (American Educational Research
Association, APA, and National Council on Measurement in
Education, 1999), and Publication Manual of the American
Psychological Association–Fifth Edition (APA, 2001). Mate-
rials adopted by groups other than APA as a whole may also
provide helpful information, including the APA Division 41
(Forensic Psychology)/American Psychology-Law Society’s
Specialty Guidelines for Forensic Psychologists (Committee
on Ethical Guidelines for Forensic Psychologists, 1991). In
addition, groups may facilitate projects published as individu-
als that apply the ethics code to particular content areas,
such as a book of cases related to industrial and organizational
psychology (Lowman, 1998).

Revisions

Two changes to the APA ethics code in the 1980s and 1990s
are of special importance to understanding the nature of the
ethics code and its implied limitations. The first is related to
the emergency revision of the code made by APA to produce
the “Ethical Principles of Psychologists (Amended June 2,
1989)” (APA, 1990). The Bureau of Competition of the Fed-
eral Trade Commission (FTC) investigated APA regarding
the code’s content related primarily to advertising and refer-
ral fees. The emergency revision was part of a negotiation to
end the investigation (FTC, 1993). For example, the previous
referral fee provision was being interpreted in such a way as
to prohibit preferred provider organizations and the like.

Another change of special importance was the clearer con-
ceptualization of aspirational as opposed to enforceable
ethics provisions just discussed and first implemented in the
1992 APA ethics code (APA, 1992). Part of the legal impetus
for this change was found in a court decision (White v. the
North Carolina State Board, 1990) that found some provi-
sions in the 1981 ethics code to be unconstitutionally vague
in one state. A fundamental legal principle in enforcing ethics
codes is that the rules must provide fair notice to the profes-
sional as to what behavior will lead to a sanction.

More complete descriptions of the history of the APA
ethics code may be found in Canter et al. (1994) and Koocher
and Keith-Spiegel (1998).

Content of the 1992 Ethics Code

The 1992 ethics code (APA, 1992) contains an introduction,
the aspirational Preamble and General Principles, and the
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enforceable Ethical Standards. The introduction provides an
overview and information regarding enforcement of the code
and application of the code to other professional standards and
to the law. It notes that the code may be adopted by licensure
boards and may otherwise be applied to psychologists who are
not members of APA. The Preamble and General Principles
sections state aspirational goals that apply broadly.

The Ethical Standards section provides enforceable rules.
The standards are divided into seven sections. Three sections
are intended to apply more generally to all psychologists:
groups 1 (“General Standards”), 3 (“Advertising and Other
Public Statements”), and 5 (“Confidentiality”). The other
groups are “Evaluation, Assessment, or Intervention”; “Ther-
apy”; “Teaching, Training Supervision, Research, and Pub-
lishing”; and “Forensic Activities.” Even though some
sections may apply more consistently to some groups of psy-
chologists than to others, it is important for all psychologists
to consider the entire code when making ethical decisions. A
psychologist in practice may rarely need to consider the sec-
tion on research but must do so if doing research or engaging
in other activities covered by that section. If the psychologist
engages in research, it is not a defense to argue that the psy-
chologist did not think he or she was engaging in research or
did not know the relevant provisions of the ethics code.

The 1992 ethics code included a number of changes from
previous codes. For the first time in an APA code, rules to be
enforced were differentiated from aspirational statements,
and the enforceable standards were more specific. Standards
were also organized differently and limited as much as possi-
ble to single-behavior “unitary” concepts in individual stan-
dards. New provisions provided explicit guidance regarding
sexual involvement with former clients (Standard 4.07) and
with certain students (Standard 1.19), barter (Standard 1.18),
informed consent to therapy (Standard 4.02), withholding
records for nonpayment (Standard 5.11), and forensic ser-
vices (Standards 7.01–7.06). There were also modified provi-
sions regarding advertising (Standards 3.01–3.03) as well as
referrals and fees (Standard 1.27), testimonials (Standard
3.05), and in-person solicitation (Standard 3.06). The adver-
tising standards included provisions believed to be accept-
able to the FTC as replacements for some standards rescinded
in the 1989 revision.

Pending Revision

Most revisions have made only modest changes to content,
and only the 1959 (APA, 1959) and 1992 revisions altered the
format substantially. The pending revision, however, is the
first since the major change in 1992, so it is more likely to in-
volve changes in structure and content. Drafts of the pending

revision suggest that there will be substantial changes to the
General Principles and to the order and organization of the
ethical standards. There are likely to be new standards and
substantial changes to some ethical standards. However, many
standards will remain unchanged or with modest changes.
There is, of course, no way to predict the final decisions,
which are made by the APA Council of Representatives.

Comment on revision drafts by practicing psychologists is
very important and potentially influential on the groups draft-
ing revision language. The pending revision is the first to post
drafts on the APA Web site and to provide for making com-
ments online. However, comments are most effective when the
commenter understands points such as those just made about
guidelines and enforceable standards. For example, some psy-
chologists might suggest that the enforceable standards ex-
plicitly list all the elements required to be in psychological
treatment records. While a benefit might be that the psycholo-
gist would know precisely the minimum required, it would
also mean that any less in a record would subject the psychol-
ogist to a potential ethics violation. As noted, APA has taken
the approach of providing such detail in guidelines, here in the
form of the APA Record Keeping Guidelines (APA, 1993).

Arguments that a particular provision is undesirable be-
cause it may result in psychologists’ being sued is not likely
to persuade drafters because a purpose of the enforceable
provisions in ethics codes is, in fact, to set standards. The
important issue is to set the correct standards.

Other Codes and Standards

In addition to the APA ethics code, a variety of other ethics
codes may be relevant to individual psychologists. For exam-
ple, the Canadian Psychological Association (CPA, 2000) has
adopted its own code. The CPA code incorporates a decision-
making process into the code itself and structures the code
by relating each general principle to the more specific provi-
sions. A psychologist who belongs to a variety of mental
health professional organizations may be subject to multiple
ethics codes.

As noted earlier, ASPPB adopted a model code of conduct
in 1990. This was a recommendation to state boards, and it is
effective only if adopted in a state. Some state licensure
boards adopted this code. The scope of this code is different
from APA’s because it substantially addresses only those
areas needed in regulating licensed psychologists. Psycholo-
gists do not need to know this code independently; if it has
been used in the psychologist’s state, the psychologist simply
needs to know his or her own state’s laws and regulations.

Ethics codes do not provide all the information needed for
psychologists to do good work. The 1992 APA ethics code
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says that psychologists should “consider other professional
materials” (p. 1598) when the Code alone is not sufficient. As
“most helpful in this regard” are the many “guidelines and
standards that have been adopted or endorsed by professional
psychological organizations” (p. 1598). A footnote lists
guidelines, such as APA’s (1987) General Guidelines for
Providers of Psychological Services. Guidelines are, of
course, constantly being revised, adopted, and, occasionally,
rescinded or otherwise determined to be out of date. The code
clarifies that “such guidelines . . . , whether adopted by the
American Psychological Association (APA) or its Divisions,
are not enforceable as such by this Ethics Code, but are of
educative value to psychologists, courts, and professional
bodies” (p. 1598). Psychologists may be concerned that
courts or others may use guidelines as if they were standards.
This does in fact happen, as at least one state licensure board
has used the APA’s (1994) Guidelines for Child Custody
Evaluations in Divorce Proceedings in reviewing complaints
about such practice. The point is not that this is either good or
bad but that psychologists need to know what standards are
being applied to them, to learn the standards, and to follow
them.

In addition to ethics codes and practice guidelines and
standards, there will be other standards that psychologists
must know and follow. For example, psychologists need to
know laws related to child abuse reporting and, if practicing
in a particular hospital, professional staff regulations.

Licensure Board Regulations

As suggested earlier, the actual disciplinary standards written
into psychology licensure laws and established by licensure
boards through regulations vary from state to state and may or
may not be based on a version of the APA ethics code. The ac-
tual contents of the major provisions, however, are very simi-
lar. For example, all such standards address a prohibition
against sexual misconduct and improper multiple relation-
ships, requirement to keep confidentiality, and so on. Such
regulations also, however, address the mechanics of licensure,
requiring such things as specific requirements for renewal of
licensure, display of license, and payment of fees.

MAJOR ETHICAL PRACTICE ISSUES

A review of the content of the APA ethics code makes it appar-
ent that clinical practice is constantly involved with ethics.
Many other chapters in these volumes will address content that
is at the heart of many ethical issues. For example, Standard
2.02 in the 1992 ethics code, “Competence and Appropriate
Use of Assessments and Interventions,” states in part (a) that

“Psychologists who develop, administer, score, interpret, or
use psychological assessment techniques, interviews, tests, or
instruments do so in a manner and for purposes that are appro-
priate in light of the research on or evidence of the usefulness
and proper application of the techniques” (p. 1603). Obvi-
ously, there is a great deal of information related to the research
and evidence related to assessment. In providing information
on these topics, authors are also providing information that is
useful to interpreting the ethics code.

However, there are several major practice issues with
special ethical relevance, and some key considerations are
reviewed next.

Competence

Psychologists have an ethical responsibility to know their
competencies and to practice only within those competen-
cies. Professions are licensed based on a determination that
the public lacks sufficient understanding to know who is
qualified to provide the relevant professional services. But it
is not possible for a licensure entity to determine the specific
competencies possessed by each licensed professional. Ac-
cordingly, it is a primary requirement, ethically and in licen-
sure laws and regulations, for each professional to practice
within the limits of his or her competence. 

Standards related to competence (e.g., 1992 ethics code
Standard 1.04, “Boundaries of Competence”) may leave ques-
tions as to how one can establish competence in a specific,
limited area. Competence in the major areas, however, is easy
to consider. For example, a psychologist who had no acade-
mic coursework and no supervised experience in working
with children has not established competence in working with
children. A psychologist who had some coursework in devel-
opmental issues and completed some supervised experience in
working with children might have his or her competence in
working with children challenged but would have some basis
for arguing that he or she was competent. It would be impor-
tant for the psychologist to show evidence of training in the
actual services that he or she was providing.

Using the Standard 1.04 as an example, competence can
be established in a variety of ways. As Standard 1.04 states in
part (a), “Psychologists provide services, teach, and conduct
research only within the boundaries of their competence,
based on their education, training, supervised experience, or
appropriate professional experience” (p. 1600). This indi-
cates that any of the four listed activities may be considered
as a basis for competence. Continuing education is generally
included in the methods by which a psychologist may de-
velop competence.

The ethical principles of beneficence and nonmaleficence
provide an important ethical basis for the emphasis on
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practicing within one’s competence. Maximizing benefit is
achieved by ensuring that the psychologist knows what he or
she is doing. Minimizing harm is achieved by not practicing
in an area in which the psychologist is not trained.

In actual ethics cases, competence becomes an issue most
frequently by an instance of practice that is clearly in error,
not by a debate over precisely how many courses or super-
vised assessments are required for competence. In that con-
text, demonstrating some basis for competence in training or
other preparation might be a defense for not being competent
by training. However, being unable to show clearly adequate
preparation in the face of poor practice makes an easy case
of unethical behavior. When a person is well trained and
nonetheless makes an error in performance, this raises a ques-
tion of malpractice more than one of ethics. Depending on the
circumstances, of course, poor performance may also raise
ethics concerns.

A credential such as a license may be required to practice
legally but is not, in itself, required to practice ethically.
(However, see the later discussion regarding public repre-
sentations.) A credential that includes review of education
and training and that assesses performance may itself estab-
lish that a psychologist is competent. Some credentials (e.g.,
vanity boards or most grandfathered credentials) do not es-
tablish competency, even if they otherwise give credibility to
the psychologist’s services.

Graduate training in clinical psychology is the primary
way to establish a credential in clinical psychology. But this
relates more to the comments about a credential and not to
competence, which relates more to actual practice activities
such as techniques and populations. In other words, a psy-
chologist may be competent as a clinical psychologist yet not
be competent in working with children or doing a particular
form of therapy.

The most common way in which a psychologist practices
outside his or her competence is when beginning to work in a
new area of practice. For example, this frequently happens
when a psychologist without training in child custody evalu-
ations accepts work in this area. 

There are, of course, situations in which psychologists
begin work in an area that is new to the field. Generally, this
involves experimental work, whether those engaging in such
work acknowledge this or not. The psychologist can still
ensure that the work is grounded in methods for which he or
she is competent and that all parties are informed of the nature
of the work. (See the later discussion of informed consent.)

Confidentiality

Confidentiality is of special importance in clinical psychol-
ogy because almost all clinical material carries with it the

potential for harm if improperly revealed. Without confi-
dence that their privacy will be respected, clients will be un-
able to provide information that is of critical importance to
the success of interventions. Psychology has long recognized
the importance of confidentiality and has always placed a
high ethical value on maintaining confidentiality.

However, there are increasing compromises in this princi-
ple, and psychology’s ethics codes have recognized these
limits. While psychologists have complained that such com-
promises are a problem, there appears to be little choice based
on the types of situations that prompt compromises.

When a client is suicidal and unwilling to make an agree-
ment to protect him- or herself, the psychologist may need to
reveal confidential information (such as the client’s threat) in
order to take appropriate protective action. Clinical psychol-
ogy tends, of course, to focus on the welfare of the individual
client, but society’s interests are served at times by compro-
mise of the individual’s rights. Such analyses led to the
Tarasoff ruling and are credited with stimulating a variety of
laws and rulings that defined the circumstances in which psy-
chologists have a duty to warn others about harm threatened
by a client. Despite the extensive treatment of this topic in
terms of the ethical issues, this is often a legal issue rather
than a fundamentally ethical one. Where a duty to warn is
required (e.g., in a jurisdiction in which case law applies or
by state statute), the law, in essence, requires an action by the
psychologist. No ethical rule or analysis is required to deter-
mine this. The psychologist’s most critical review is largely
one of the clinical facts. Has this client threatened another
person? Does the psychologist’s assessment of the client’s
mental status meet a duty-to-warn test in the relevant juris-
diction? If the tests are met, the action is required. The
primary ethical issue is whether confidential information may
be provided, and the ethics code allows such reporting (e.g.,
in the 1992 APA ethics code, divulging confidential informa-
tion without release in such a circumstance would be allowed
because it is mandated by law).

There may be a variety of other situations in which pro-
viding confidential information is required, based on the wel-
fare of someone other than the client, such as child abuse
reporting when someone other than the child is the client.
Some of the compromises in confidentiality, however, are the
consequence of psychology’s success in offering useful in-
formation in situations such as malpractice litigation and
family courts. The client may sign a release and in any event
is told up front that the information that he or she will be pro-
viding is not going to remain confidential. The psychological
relationship operates without the benefit of confidentiality
from the other parties in the proceeding at least. If psychol-
ogy insists on confidentiality, psychologists would simply
not be used in such matters.
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Autonomy and Informed Consent

Informed consent is based in part on a belief in individuals’
rights to autonomous choice and self-determination. Informed
consent is addressed from the perspective of a person who has
the capacity (legal and mental) to consent. In order for a per-
son to give consent, it must be given without coercion and with
sufficient information for the consent to be meaningful.

In the realities of modern practice, there are many situa-
tions in which treatment conditions are less than optimal. For
example, the client’s ability to pay, whether due to personal
financial limitations or the nature of the client’s insurance,
may have an impact on the treatment itself or on adjunctive
methods (e.g., in-patient treatment). One of the ways to ad-
dress this is through informed consent. Even if conditions are
not optimal, the client can participate in the decisions to max-
imize appropriate care.

Although informed consent is a primary issue in ethics, in-
formed consent procedures and forms may also have clinical
and risk management functions.

Multiple Relationships

The prohibition against certain dual or multiple relation-
ships has been an important feature of ethics codes for psy-
chologists. The problems for clients at issue include harm,
exploitation, loss of the psychologist’s objectivity or other
factors that would limit the psychologist’s effectiveness, and
conflicts of interest for the psychologist. The multiple rela-
tionship prohibition is in addition to rules that prohibit actual
exploitation of a client. Psychological treatment relationships
involve a variety of emotional and cognitive reactions by
both the client and the psychologist. Addition of roles other
than the treatment relationship, such as friend or business as-
sociate, are likely to create problems. Accordingly, the multi-
ple relationship rule prohibits addition of relationships that
would be likely to create problems.

The rule, since the 1992 APA ethics code’s Standard 1.17,
makes it clearer that such multiple relationships cannot al-
ways be avoided and provides more guidance for determining
when to avoid becoming involved and also how to deal with
relationships that result in problems despite the psychologist’s
attempts to avoid them. The rule also makes it clearer that
not all multiple relationships must be avoided, but only those
that are likely to create problems. Some concern about the ap-
pearance of prohibiting all multiple relationships has been
present among rural psychologists who may be involved with
clients in a variety of situations that are unavoidable. This
may also be true when dealing with small ethnic or other
cultures within metropolitan areas.

It is important that those psychologists who have such con-
cerns recognize that the real problem is not the ethics code, but
the real dangers of multiple relationships. In most circum-
stances, it is prudent to use a more practical rule than the ethics
code: When in doubt, avoid any multiple relationship that has
any likelihood of creating even the most minor problem.

Sexual Misconduct

Some combined relationships have been considered to be so
likely to be harmful that they are prohibited always; sexual
relationships with clients are a primary example. Over sev-
eral revisions, the APA ethics codes made rules more explicit,
so that in addition to prohibiting sexual involvement with
current clients, explicit prohibitions were added regarding
therapy with former sexual partners and sexual involvement
with former clients.

The 1992 rule regarding sexual involvement with former
clients is best understood as an “almost never” rule stated
in two parts. It first provides that it is always wrong to be-
come sexually involved with a former client “for at least two
years after cessation or termination of professional services”
(p. 1605). Second, it provides that “psychologists do not
engage in sexual intimacies with former therapy . . . clients
even after a two-year interval except in the most unusual cir-
cumstances” (p. 1605) and provides a list of variables that
the psychologist would have to address in order to demon-
strate that no harm to the former client occurred. Both the use
of the phrase “most unusual circumstances” and the exten-
sive list of factors to consider signal that it would be very
rare to find a circumstance in which such involvement would
be ethical.

Advertising and Public Statements

The ethical principle of integrity requires that public state-
ments, such as advertising, be truthful and not misleading.
Blatant violations of standards in this area are claiming a de-
gree that the psychologist has not been awarded and claiming
publications that were not published. Claims of particular re-
sults (e.g., “95% of our patients achieve treatment goals”)
must be supported with reasonable data. Most of these stan-
dards related to accurate representations are in section 3 of the
1992 ethics code, “Advertising and Other Public Statements.”
As stated in Standard 3.01, “Public statements include but are
not limited to paid or unpaid advertising, brochures, printed
matter, directory listings, personal resumes or curriculum
vitae, interviews or comments for use in media, statements in
legal proceedings, lectures and public oral presentations, and
published materials” (p. 1604).
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Psychologists should also make sure that others issuing
statements on their behalf (e.g., a company hired to produce
a brochure for the psychologist’s practice) are accurate, and
the psychologist should review materials at various points.
Although an error in the final version may not be preventable,
the psychologist can prevent fraudulent or misleading state-
ments that were present in earlier drafts. The psychologist
can do so by providing good information in the beginning
and reviewing later drafts and proofs. Such oversight may be
less certain in large organizations such as hospitals and uni-
versities, but psychologists can still do much to keep such
materials accurate.

In clinical practice one of the most contentious issues has
been who has the right to claim the title “clinical psycholo-
gist.” Psychologists are typically licensed with a generic title
(“licensed psychologist”), so this rarely resolves the issue.
Although some psychologists would like to argue that only a
graduate of an accredited clinical psychology program can
claim the title, there are in fact a number of legitimate ways
to argue that one is making an accurate statement in claiming
the title “clinical psychologist.” The obvious, and not dis-
puted, methods include receipt of a doctoral degree in clinical
psychology from an APA-accredited institution, completion
of a formal retraining program, receipt of an ABPP in clinical
psychology, and receipt of licensure with a designation of
“clinical psychologist.” Other methods that may be appropri-
ate would take into account FTC guidelines for statements
that are accurate and the APA’s (1987) General Guidelines for
Providers of Psychological Services, which states in foot-
note 7 that “APA defines the term clinical psychologist in
health service delivery legislation in a generic sense to in-
clude all qualified professional psychologists who provide
relevant services” (p. 721). The fact that this statement occurs
in an APA guideline does not mean that a particular psychol-
ogist’s use of the title is appropriate. An ultimate test is
whether a particular title is “false or deceptive” in the context
in which it is used and as defined in whatever ethics code or
regulation is at issue. Some of these points were covered in a
1995 letter to the Division of Clinical Psychology expressing
the position of the APA Ethics Committee.

One of the most serious problems involving misrepresen-
tation is fraud in knowingly submitting false claims to pay-
ers, such as insurance companies. Psychologists may also be
held accountable for the actions of office staff members who
may file fraudulent claims in a manner that indicates that the
psychologist did not exercise appropriate oversight. To avoid
any argument that such claims were made privately and not
in a public statement, the 1992 ethics code covers this in
Standard 1.26, “Accuracy in Reports to Payors and Funding
Sources.”

As noted earlier, an important change in APA’s ethics code
in 1989 came about in part by an investigation by the FTC.
This resulted in a consent order that restricted enforcement
actions by APA but also explicitly allowed restrictions
against almost all the types of advertising that APA would
want to limit. Although the completion date of the cease and
desist portion of the order is December 2002, the order uses
concepts that are useful in understanding this area of ethics.
These concepts are that psychologists should not use false or
deceptive information in advertising, that individuals who
are vulnerable should not be directly solicited for business or
asked for testimonials, and that referral fees should be subject
to disclosure.

Supervision

Both ethics codes and licensure regulations require that psy-
chologists delegate to supervisees only clinical services for
which the supervisees are competent and for which they will
actually be supervised. In addition, psychologists must in fact
provide as much supervision as is required by the services
and level of preparation of the supervisee. Psychologists’ ser-
vices frequently deal with very sensitive aspects of clients’
lives and have the potential for serious harm. Accordingly,
services provided by supervisees must be considered and
overseen carefully. 

This level of risk is one reason why psychologists found
guilty of ethics violations for improper supervision may be
severely sanctioned. For example, consider a psychologist
who is supervising an unlicensed therapist who is accused
of sexual misconduct with a client. The psychologist’s
defense is that he did not engage in the misconduct and
believed that the therapist knew the behavior was wrong
and had not revealed signs of the misconduct in the office.
But the psychologist was not conducting regular supervi-
sion meetings with the therapist and was not actually re-
viewing other indications of the handling of the case, such
as the case record or the office staff’s reports about ap-
pointments and billing. If the therapist who engaged in the
misconduct had, over several months, failed to follow of-
fice policies on reporting nonpayment to the office manager
and had exceptions to office policy by scheduling appoint-
ments after regular hours when there were no other staff
members present, the psychologist’s failure to supervise is
likely to be seen as a substantial factor in the occurrence of
the misconduct.

It should also be noted that requirements to keep records to
ensure accountability suggest that records should be kept of
supervision. (See, e.g., the 1992 ethics code’s Standard 1.23,
“Documentation of Professional and Scientific Work.”)
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FREQUENT PROBLEMS

Several subjects are among the more frequent areas of com-
plaints or deserve special comment. These include sexual mis-
conduct, forensic and child custody evaluations, managed
care and insurance complaints, and raw data release.

Sexual Misconduct

Despite clear ethics prohibitions for many years and psy-
chologists’ recognition that sexual involvement with current
clients is harmful, such misconduct continues to be one of the
most frequent major violations. A full consideration of this
topic is beyond the scope of this chapter, and the reader is re-
ferred to other sources for more information. (See, e.g., Pope,
1994; Pope, Sonne, & Holroyd, 1993;  Schoener, Milgrom,
Gonsiorek, Luepker, & Conroe, 1990; as well as sections on
sexual misconduct in ethics texts such as Koocher & Keith-
Spiegel, 1998.)

However, three elements to this situation will be dis-
cussed briefly. Sexual attraction to clients is relatively
common, and psychologists generally handle such attraction
in ways that are therapeutic or at least that avoid involvement
or harm. However, therapeutic relationships can be intense,
and psychologists who are in isolated practice situations
may be more vulnerable to establishing an inappropriate
relationship that can be the beginning of an even more dys-
functional relationship. Psychologists should stay involved
with colleagues, especially if in a solo practice, and seek
consultation about any cases that involve personal, emo-
tional reactions.

An extension of such emotional reactions, which can occur
at any time in a psychologist’s life, are the special vulner-
abilities that occur when psychologists are experiencing
problems. Such problems can include marital difficulties,
depression, or the classic midlife crisis. Colleagues become
especially important in attempting to intervene with a psy-
chologist who has fallen in love with a client and who no
longer cares about professional reputation or future. Earlier
intervention is obviously easier, but it may still be difficult.
The 1992 ethics code (Standard 1.13, “Personal Problems and
Conflicts”) attempted to focus responsibility on dealing with
problems such as depression at a point where a psychologist
should know there is a problem but before the psychologist is
actually impaired.

Many psychologists see clients who have been involved
sexually with a prior therapist, and it is important to seek con-
tinuing education for addressing such issues if it was not cov-
ered in graduate training (see Pope, 1994).

Forensic and Child Custody Evaluations

Psychologists play increasingly important roles in a variety
of court and legal activities. This is true for psychologists
who have prepared for such roles, as well as for psychologists
who are subpoenaed or otherwise asked to become involved
in particular cases. In these activities psychologists have an
important impact on the rights of individuals, families, and
society. As such, practicing within the limits of the psycholo-
gist’s competence is very important, as is doing good and
careful work.

There are more guidelines available now than in the past,
but the guidelines are written in such a way that the psychol-
ogist still must exercise judgment in applying the guidelines
to each case. Staying current on prevailing practices both lo-
cally and nationally is important. Any psychologist doing
court work must be prepared to document the basis for his or
her competence in terms of coursework, continuing educa-
tion, and supervised experience. Also, doing any less than
what would be considered excellent work risks criticism
later. This is an area in which one should be very careful to
avoid cutting corners, whether requested by the attorneys or
the judge.

An example of what was once an evolving issue is the im-
portance of including both parents in an assessment in issues
in a child custody or visitation matter. Psychologists have
been criticized when doing less, even when the fact that only
one parent was involved in the assessment was understood
and agreed to by all parties and the court. This is now treated
as an established practice.

An example of a still evolving area is the importance of
collateral information. Even though the psychologist has col-
lected information from both parents and has assessed them
and the children individually and jointly, the psychologist
risks sanction if he or she has not obtained collateral sup-
port for important information that is in dispute. Also, expert
forensic reviewers may expect to see reports that provide
detailed information about the assessment. A reviewer may
consider a report with less information to be inadequate, even
if the psychologist provided detailed information later in the
process, for example, in court testimony.

Since the mid-1980s, child custody–related complaints
have been a significant proportion of the complaints filed
with the APA Ethics Committee. In the article reporting on
activity for 2000, 18 cases were opened that were not brought
to the committee’s attention by other reviewing bodies (e.g.,
licensure boards). Of those 18, 5 were child custody matters.

The fact that there are a significant number of child cus-
tody complaints does not necessarily mean that there are
more problems in this area than in other areas of practice. In
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part, the level of complaints is a measure of the contentious-
ness of the area. Once a child custody or visitation matter has
gone to the level of court involvement, there is going to be a
winner and loser. And the extreme emotions that result may
be targeted at a psychologist who testified adversely.

Managed Care

If the ethics code discusses “managed care” explicitly, it will
only be with a code subsequent to the 1992 APA ethics code.
Even without explicit discussion, however, many sections of
the ethics codes have direct applicability.

It should be noted that since managed care is not a single be-
havioral situation, no single ethical analysis will apply to it. In
addition, the APA ethics code is applied to individual psychol-
ogists, and many of the basic concerns raised about managed
care plans are not with regard to the behavior of the psycholo-
gist, but of the managed care review. Whether more explicit
guidance regarding managed care is included in the ethics
code, such provisions will be limited by the multifaceted nature
of managed care and limitations to the length of the code.

Important elements in existing codes include provisions
for informed consent, with an emphasis on describing rele-
vant aspects of the nature of services and limits to confiden-
tiality. Psychologists need to consider that clients may not
understand provisions of their mental health coverage for a
variety of reasons, including misrepresentation by managed
care company, complicated materials, and failure of the client
to read materials. Some managed-care review processes in-
volve more extensive intrusion into records than do others, so
there are limits to what the psychologist can anticipate.

Competence bears special importance to any managed
care situations that involve direct or indirect pressure to pro-
vide services without referring. Psychologists must be very
careful not to provide services (or to supervise services) for
which they do not have competence. In addition, pressure to
deliver high levels of services may interfere with quality of
care. One of the most often raised problems is concern about
professional reviewers disapproving continuing treatment
based on contract limitations rather than treatment needs.

An ethical dilemma presented in some managed care cases
occurs when the psychologist provider, who remains respon-
sible for the actual treatment plan delivered, is unable to
get approval for appropriate treatment. The provider may be
charged with providing inadequate care if inappropriate
treatment is provided. A legal case led to recommendations
that providers always appeal denial of care when the psychol-
ogist believes that continued care was needed.

Several specific sections of the 1992 ethics code have di-
rect relevance to managed care circumstances and dilemmas.

Important provisions are any regarding contracts, for exam-
ple, Standard 4.08, “Interruption of Services.” Part (a) in-
cludes the requirement that “Psychologists make reasonable
efforts to plan for facilitating care in the event that psycho-
logical services are interrupted” (p. 1606) by several factors.
Included in a nonexhaustive list are “the client’s . . . financial
limitations” (p. 1606). Managed care plans often involve ex-
plicit limitations in the financing of individual clients’ care,
which are known ahead of time. Accordingly, the psycholo-
gist is in a position to “make reasonable efforts” to plan for
facilitating care in the event of interruption due to the limita-
tions. The psychologist who makes no effort may be in viola-
tion of the code. Part (b) is an explicit requirement to take
action at the point of entering into contractual relationships:

When entering into employment or contractual relationships,
psychologists provide for orderly and appropriate resolution of
responsibility for patient or client care in the event that the em-
ployment or contractual relationship ends, with paramount con-
sideration given to the welfare of the patient or client. (p. 1606)

Note that the criterion to be used is “paramount consider-
ation given to the welfare of the client.” This suggests that the
psychologist must avoid a contract that does not allow con-
sideration of client welfare in determining client treatment is-
sues in the event that the contract ends.

Other important provisions relate to financial limitations.
For example, requirements to discuss financing limitations
are addressed by Standard 1.25. Part (e) of Standard 1.25,
“Fees and Financial Arrangements,” is relevant when “limi-
tations to services can be anticipated because of limitations in
financing” (p. 1602). It requires that under those circum-
stances, the limitations must be discussed with the client as
early as is feasible. Of particular concern here are managed
care provisions that seek to prevent the psychologist from
having such discussions.

Another provision deals with conflicts between provisions
of the ethics code and organizational rules or agreements.
Standard 8.03 is titled “Conflicts Between Ethics and Organi-
zational Demands” and states that

If the demands of an organization with which psychologists
are affiliated conflict with this Ethics Code, psychologists clarify
the nature of the conflict, make known their commitment to the
Ethics Code, and to the extent feasible, seek to resolve the con-
flict in a way that permits the fullest adherence to the Ethics
Code. (p. 1611)

Unethical behavior is doing nothing when faced with such a
conflict.
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Psychologists who work as reviewers for managed care
companies and who are APA members are subject to the
ethics code, but only in their discretionary actions as individ-
uals. To the extent that they are implementing provisions in a
plan, their accountability to an otherwise unethical provision
may be limited.

Raw Data Release

One of the most frequent ethics questions regards requests for
raw data or other testing records to be released to attorneys,
courts, and others. Concerns relate both to test security and to
harm that may result to clients if test data are misinterpreted.
While confidentiality is an obvious issue, it can be addressed
by a client release. Ethics codes have discouraged release if it
would constitute misuse of the tests by releasing raw materi-
als especially to those who are not qualified to interpret the
data. The dilemma for psychologists is that there has been
relatively little guidance as to how far a psychologist must go
before releasing data in response to a legal demand and as to
who is qualified to receive test data. This provision was re-
ceiving substantial attention in the pending revision.

Because the most substantial question is the legal strate-
gies available for responding to requests, the best guidance
available has been a document by the APA Committee on
Legal Issues (COLI) titled “Strategies for Private Practition-
ers Coping With Subpoenas or Compelled Testimony for
Client Records or Test Data” (APA COLI, 1996). In addition,
the APA Committee on Psychological Tests and Assessment
(CPTA) issued a “Statement on the Disclosure of Test Data”
in 1996 (APA CPTA, 1996). This article includes a discussion
of what constitutes raw data as opposed to other information
such as normalized scores.

The language in Standard 2.02b from the 1992 ethics code
regarding release to clients was confusing to some psycholo-
gists, who wondered if it meant that clients had a special right
to receive test data even if they were not qualified to use
them. An alternative interpretation was that in some states
clients have a right to review their files, and “as appropriate”
in the phrase “to patients or clients as appropriate” (p. 1603)
refers to such a situation. Generally, clients should be pro-
vided information so that it is clearly understood, and release
of raw data from records is not likely to be understood with-
out other explanation.

ETHICAL DECISION-MAKING MODELS

A single ethics code rule or legal statute rarely provides a full
answer to a real-life situation. Psychologists regularly en-
counter situations that require a consideration of the proper

ethical decision, and a number of decision-making models
are available. (See, e.g., Canter et al., 1994; Haas & Malouf,
1989; Kitchener, 1984; Koocher & Keith-Spiegel, 1998.)

Most models include identifying the ethical aspects of the
problem, identifying relevant ethical and other standards, de-
termining relevant facts and collecting additional informa-
tion as needed, identifying options and selecting an action
plan, taking the action, and evaluating the results. Models
also emphasize consultation with experts. It is generally rec-
ommended that psychologists document the process used,
factors considered, action taken, and outcome observed.

Canter et al. (1994) emphasized actions taken prior to a
point in time when an actual dilemma is encountered. This in-
cludes knowing the ethics code and applicable laws and legal
and institutional regulations, taking continuing education
workshops in ethics, and learning a formal method for ana-
lyzing ethical dilemmas. Obviously, having good ethics edu-
cation during graduate training is critical. Identifying ethical
challenges before they become problems is a key goal. The
emphasis on preparation is especially important because
many ethical problems require immediate action and a formal
system for considering ethical options is not practical.

A simple method is helpful for situations in which action
must occur quickly. For example, a psychologist may ask,
“Is my action ethical, practical, and reasonable?” or “Am I
acting in a responsible and accountable manner?” A method
by Callahan, cited by Haas and Malouf (1989), is for the psy-
chologist to imagine him- or herself in a “clean, well-lit
room” in order to gauge the acceptability of a planned action
taken with the full understanding of colleagues. Psychologists
should also attend carefully to cautions from others, whether
colleagues, students, clients, or others. Psychologists should
resist the temptation to dismiss such cautions as unwarranted
and instead to see them as invitations to review the situation
in depth through an ethical analysis and consultation.

The following steps are one decision-making system.

• Identify the ethical aspects. Sometimes these are apparent
at the beginning of the analysis but may become clearer
later in the process. It can be instructive to ask the follow-
ing: What ethical issues are involved? Are the ethical issues
ones of aspirational ethics or enforceable ethics rules?
What legal (statutory, case law, licensure board regulations)
are involved, if any? What clinical, scientific, or technical
issues are involved? (Clinical opinions and strategies are
often important in issues of “fact,” as mentioned later.)

• Identify the ethical problems. This is a tentative identifica-
tion. Be general and specific. Consider whether there is a
single problem or multiple dilemmas. What priority do the
various problems have?
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• Identify relevant ethical and other standards. Are there
specific rules that will address all or part of the problem?
Consider ethics codes, licensure laws and regulations, other
laws, institutional rules, and professional guidelines.

Consider whether there is an uncomplicated resolu-
tion or whether this is an ethical dilemma in which there
are specific conflicting duties or rights.

• Determine the facts. What do you actually know? What
additional information is needed to clarify the situation?
Consider clinical opinions that, for the purpose of the eth-
ical analysis, are facts. For example, if you are considering
the ethics of violating confidentiality to protect a suicidal
client, your clinical opinion that he or she is at imminent
risk to make a suicide attempt is a “fact” in your ethical
analysis. How you formed the opinion is a clinical issue.

• List options for resolving the problem. If the situation is
complex, write down the options. For each option, ask
whether the option is ethical, practical, and reasonable.
Consider consultation to review the options.

• Decide on and evaluate an action plan. Ask whether the
means and ends are morally acceptable. Use the “clean,
well-lit room” exercise to consider the plan’s acceptabil-
ity. Consider consultation if it is not already part of the
plan.

• Take action. Document the decision process, action, and
outcome.

• Evaluate the action. Is the outcome as expected? Were
there negative consequences that need to be addressed?

ENFORCEMENT OF CODES

The APA ethics code is used in various types of disciplinary
and corrective actions against psychologists. The APA ethics
code is directly enforced by APA and by state or other psy-
chological associations that adopt it and apply it to their
members. Such enforcement is limited to members of such
groups. The APA ethics code is also enforced by states that
incorporate the code into licensure legislation or licensure
board regulations as the profession’s code of conduct. In such
cases, the ethics code has the force of law and is enforced by
the licensure board, or more commonly now, by a profes-
sional discipline agency of the state. If the code is used as a
standard for psychologists working in settings such as a hos-
pitals or universities, action might be taken against a psy-
chologist on the staff or faculty if the professional is alleged
to have violated the code. 

In addition to such direct application of a code in review-
ing for an ethics or licensure violation, the ethics code is also

used as a set of standards of practice in malpractice or other
civil litigation. The plaintiff uses the code to show what the
standards were that the psychologist did not uphold, just as
the defendant psychologist would use it to demonstrate that
appropriate procedures were used. An important difference is
that an ethics complaint review looks at whether the psychol-
ogist complied with the ethics code as such. It need not be
shown that the client was necessarily harmed. The profession
has an interest in enforcing the ethics code even if no harm
was shown because the content of the code is determined
based on a belief that not complying with the code is likely to
be harmful to the profession and clients. In a malpractice re-
view the plaintiff must show harm by a psychologist who
owed him or her a professional duty. Only after that is estab-
lished is the psychologist’s compliance with the ethics code
relevant.

Of course, ethics codes and licensure regulations are not
the only bases for review of psychologists’ behavior. A psy-
chologist may be found guilty of having broken an indepen-
dent (even if related) law. Psychologists may have such
action taken against them without having been found to have
violated the ethics code or even if it has been shown that they
have not violated the code. For example, a psychologist
might be charged with insurance fraud based on laws inde-
pendent of ethics or licensure rules. In such situations, laws
may be more stringent than a particular ethics code or licen-
sure provision. For example, there may be situations in which
laws against fee splitting may be violated without violating
the 1992 APA ethics code provision.

For APA members and others who file complaints against
APA members, it is important to understand the APA Ethics
Committee’s (1996) Rules and Procedures that govern the
process for conducting ethics investigations of members. The
current version is typically posted on the APA’s Web site at
www.apa.org/ethics, and amendments were adopted in 2001
that were planned for publication in 2002. Changes that may
be made to the rules can have a substantial effect on investi-
gations. For example, the 1996 rules revision resulted in new
APA student affiliates being subject to jurisdiction of the
Ethics Committee. (This jurisdiction is limited to review of
activities not under the scrutiny of the student’s graduate
program and of affiliates who join after the provision was put
in place.) Also, that revision changed the time limit for a
member filing a complaint against another member from 1 to
3 years. Beginning with the 1992 revision (APA Ethics Com-
mittee, 1992b), the rules include a brief overview that is
likely to be included in the future and to be helpful when re-
viewing future revisions.

The APA procedures provide two types of investigations.
One is called a show cause proceeding and provides for
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review of an APA member if the member has lost his or her
professional license, been convicted of a felony, or lost mem-
bership in a state psychological association due to unethical
conduct. Because another authoritative body has sanctioned
the member, the burden is on the member to convince
APA that he or she should not be expelled. (The name comes
from the member’s being given an opportunity to “show
cause” why the member should not be expelled.) In 2001
changes were adopted to provide that such matters would re-
sult in an automatic expulsion from APA unless the member
appealed the expulsion.

The other type of investigation is based on a com-
plainant’s alleging that the psychologist violated the ethics
code. The complaint is usually filed by an individual but may
also be filed by the Ethics Committee acting on its own,
called a sua sponte review. These complaint investigations
allege a violation of the ethics code, and the burden is on the
Committee to prove the charges. The complaint is judged by
the version of the ethics code in effect at the time the behav-
ior occurred.

In both types of APA investigations, members are not al-
lowed to resign membership in APA (directly or by nonpay-
ment of dues) while under scrutiny of the Ethics Committee.
However, changes adopted in 2001 included an option for
resignation under investigation.

The Rules and Procedures provide a great deal of detail.
For example, there are time limits for filing complaints; non-
members have 5 years in which to file a complaint, and APA
members have 3 years. There are limited provisions for waiv-
ing the time limit.

STAYING UP TO DATE

Information about the APA ethics program can be found in
the Ethics Committee’s annual article in American Psycholo-
gist. This includes information about ethics code and rules
and procedures revisions, the Committee’s investigation ac-
tivities, and educational activities. In recent years the article
has carried a table identifying published statements of the
Committee. These can be important to interpreting provisions
in the ethics code. As noted earlier, the APA Web site is a
source of current information.

For example, the Committee issued a statement in 1995 re-
garding services by telephone or Internet and issued a revised
statement in 1997 (APA Ethics Committee, 1998). A primary
point of both statements was that even though the Ethics code
did not include explicit mention of such services, provisions
such as informed consent and confidentiality apply.
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As the twenty-ffirst century begins, the U.S. health care system
has endured a turbulent, unremitting change cycle for over
two decades. It is truly a system in motion, configuring and re-
configuring itself on a regular basis in response to the forces
fueling change. The genesis of this turmoil has been the efforts
for economic reform on the part of both business and govern-
ment, motivated by the desire to reduce health care costs. The
health care system has been restructured around free-market
principles, and there has been a dramatic shift in the way
health care services are organized, delivered, and financed. In
the past, health care was seen as a profession in which profes-
sional authority held sway. Today it has been transformed into
a marketplace, where it is being treated like other commodi-
ties. Behavioral health care, as part of the larger system, has
also experienced change, notably in the way it is financed and
in its unfortunate segmentation from medical and surgical
care. Practicing psychologists are in a very different health
care world than existed through the mid-1980s.

In many other countries in the world, health care is cen-
tralized, with the government both financing and paying for
the care. This is not the case in the United States, which has
not adopted such a single-payer system. The way health care
is financed in this country lies at the heart of the problems
that the system faces today. The consumer (the patient) does
not pay for most of the expenses associated with an episode
of care. Rather, either the patient’s employer or a govern-

mental agency bears the costs. The arrangement is called a
third-party payer system, and health care in the United States
is completely dependent on it. Almost four out of every five
dollars flowing into and supporting the health care enterprise
come not from the consumer, but from either the government
or employers. Medicare, Medicaid, and other local- and state-
government-sponsored programs pay 47% of the nation’s
health care bills. Group health plans funded by employers as
part of benefit packages pay 32% of the total cost (VHA Inc.,
Deloitte, & Touche, 2000).

Beginning in the 1970s, health care costs began to increase
dramatically, a trend that would continue into the mid-1980s.
At that time, businesses started to feel the strain on their prof-
its and began to exert pressure on health plan administrators to
contain costs. They were joined in this effort by State and Fed-
eral governments eager to avoid tax increases. The concerted
efforts of government and industry to contain costs through
various mechanisms have provided the impetus for economic
reform in health care. Cost containment has not proven an
easy goal to achieve, however, because of a number of factors.
First of all, medical practitioners have been reluctant to
change from a system of finance in which they dominated.
From the late 1930s to the 1980s, the standard method of
reimbursing providers and service facilities was the fee-for-
service/third-party Payer system (FFS/TPP). This system was
built on provider-oriented principles that considered medical
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practitioners to be members of a protected guild, similar to
medieval guilds. It virtually eliminated price competition as a
cost-containment mechanism and prevented free enterprise
marketplace forces from operating naturally in the health care
system. A further impediment to cost containment is the fact
that the primary purchaser (employer or government) is not
the recipient of the care. In the FFS era, not only did patients
not pay for care directly, but also they were largely unaware of
the true costs of the care received. Physicians themselves
often remained uninformed about costs. Finally, it must be
observed that change does not come easy in any enterprise
grounded on the ethical principle that both life and quality of
life are precious. Legitimate concerns that efforts to contain
costs will lead to deterioration in quality of care abound in the
health care marketplace today.

However difficult it has proven to contain costs, the efforts
to do so by purchasers have led to dramatic changes. An
entirely new health care environment has been created, one
with serious implications for all health care stakeholders. Pur-
chasers ceased accepting the cost increases of the FFS system
and became active promoters of price competition via a com-
petitive bidding process. They no longer favor purchasing
traditional indemnity or service insurance coverage; where
permissible, they self-insure, either passing on financial risk
or engaging in shared financial risk arrangements with health
plans. Health plans now find themselves in a difficult situation.
They promised purchasers that they could reduce expendi-
tures while retaining and even improving quality of care. This
has proved daunting, to say the least, because purchasers have
continued to cut funding—although expecting health plans to
deliver the same level of quality. Purchasers are asking their
employees to participate in the cost-containment effort. Em-
ployers no longer advocate for employees. They now support
efforts by health plans to reduce expenditures. They attempt to
increase employee cost sensitivity by forcing higher contribu-
tions to premium charges and supporting higher copay, coin-
surance, and deductibles.

Because the hallmark of the health care environment today
is rapid change and because stakeholder roles and relation-
ships are not in stable alignment, a purely descriptive ap-
proach to the health care marketplace would have a short shelf
life. In this chapter, therefore, the focus is on understanding
the forces driving change, including marketplace dynamics.
To build a foundation, the chapter begins with a discussion of
the primary stakeholders in health care, followed by a brief ex-
planation of how two categories of forces, sustaining and dis-
ruptive, are able to shape a marketplace. Next are described
the three distinct eras in health care from the late 1880s to the
present: (a) the self-regulatory era, (b) the FFS/TPP era, and
(c) the present-day cost containment era. During the first and

second periods, stakeholder revolts against the prevailing sys-
tem ultimately ushered in the next era, establishing the princi-
ples by which it would function. The market and service
delivery features of the FFS/TPP era are described in detail
because they became the health care standard against which
the stakeholders of the current cost-containment era are now in
revolt. The current revolt seeks to replace the cost-increasing,
noncompetitive features of the FFS/TPP system with market-
based, price-competition approaches. During the current era, a
number of disruptive innovations altered important features of
the FFS/TPP system, and these are discussed. Next, the im-
pact of the cost-containment era on health care stakeholders is
analyzed, with an emphasis on how health care is financed and
delivered, in particular behavioral health care. The dynamics
of health care that continue to create a changing environment
are explained, and the chapter examines some future trends.

STAKEHOLDERS AND THEIR STRATEGIES

Marketplace dynamics operate continuously in the health
care arena. All free markets have stakeholder groups, which
are either part of the supply or part of the demand side of the
market. The various stakeholders vie for supremacy, attempt-
ing to promote their own interests by modifying the market to
achieve their particular economic goals. The stakeholders are
often the instigators of two categories of change forces: sus-
taining forces and disruptive forces. Both types of change
forces are capable of altering the marketplace dynamics, and
the various stakeholders can and do employ them to further
their own goals. The interplay and competition among stake-
holders in the health care marketplace has driven change for
over a century.

The Four Stakeholders

The four key health care stakeholder constituencies in the
United States are (a) purchasers, (b) health plans, (c) providers,
and (d) consumers. The purchasers are largely the employers
who pay health plan premiums for employees; alternatively,
they represent governmental agencies that pay for health care
costs for enrollees in their programs. The various state and
federal governmental entities also serve as the regulators of
health care. Through antitrust enforcement, national and state
rule-making authority, and legislative actions, governmental
power takes a large role in shaping and defining the health care
system in the United States. Health plans typically define and
administer the benefit system used by the consumer and con-
tract with providers and their service facilities (particularly
hospitals) to provide health care services for enrollees. Using a
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variety of insurance or financial arrangements, health plans
contract with purchasers who pay premiums on behalf of em-
ployees or, in the case of governmental entities, on behalf of
beneficiaries. The provider stakeholder constituency consists
of the clinicians who provide care (physicians, psychologists,
physical therapists, nurses, etc.) and the service facilities in
which care is provided. Consumers, the largest stakeholder
constituency, include the patients who receive care and
the families affected by the nature and quality of the care
provided.

Forces for Change: Sustaining and
Disruptive Innovations

Even given the imperative for reduced health benefit expen-
ditures stimulated by health care purchasers, change of the
magnitude being experienced in the health care marketplace
could not occur without additional powerful forces disrupting
the status quo. Christensen, Bohmer, and Kenagy (2000) de-
scribed two categories of change forces that have altered the
way free markets operate and evolve. Sustaining innovations
represent advancements that move technology forward, ex-
tend or expand capability, or improve precision. Health care
examples include discovering the importance of antiseptics
in preventing infection during treatment, developing antibac-
terial agents, improving imaging of internal body systems,
and finding treatments for previously untreatable conditions.
Sustaining innovations typically extend or enhance the pre-
vailing technological or business paradigm and thus expand
the market. The second category of change forces is disrup-
tive innovations. Because they significantly transform the
prevailing business or technical paradigm, disruptive innova-
tions create more turbulence than do sustaining innovations
and therefore are more difficult for stakeholders in the mar-
ketplace to incorporate to their advantage. Disruptive innova-
tions are usually adopted when they decrease the cost of a
product or service for the majority of the market by introduc-
ing new, more effective technology or business models.
Disruptive innovations make it possible for services to be
provided with equal effectiveness for less cost.

About 25 years ago the health care system began to be
bombarded by disruptive innovations aimed at changing
the prevailing paradigms for finance and service delivery.
These innovations are linked to a specific category of stake-
holders: the purchasers. Normally, disruptive innovations in
free markets have direct, apparent benefits or appeal to the
true consumer of the product or service. The benefits resulting
from these recent disruptive innovations in health care have
accrued more to the purchaser, however. Change is not being
driven directly by consumer needs, and it has complicated the

change process. The actual consumer of health care has had to
adjust to alterations that in many cases have led to increased
out-of-pocket expenses, have disrupted relationships with
providers, or have created more complicated rules regarding
access to care. With the stakeholders in mind and an under-
standing of the change forces operating in the marketplace, it
is time to examine the evolution of health care from the late
nineteenth century through the current period.

EVOLUTION OF HEALTH CARE IN
THE UNITED STATES

Current health care in the United States, including its service
delivery and finance systems, stems from an evolutionary
process that began in the late nineteenth century. Over the last
120 years, certain key historical actions have defined how
health care coverage is obtained, how services are financed,
and how competition and choice operate in the health care
marketplace. It is possible to divide health care in the United
States into three eras, employing a framework similar to
Weller (1984; for a more detailed description of the social,
political, and economic factors at work in transforming the
health care system up through approximately 1980, see Starr,
1982, and Weller, 1984). In the self-regulatory era of the late
nineteenth century, a free-market environment for health care
was operating and evolving in response to the economic and
social conditions of the time. This era ended as a result of
actions taken by a particular stakeholder constituency: the
provider, representing the interests of physicians and hospi-
tals. In the 1930s a new era was launched, guided by
provider-based principles and interests. It is known as the
FFS/TPP era, and it would be the dominant health care model
until the mid-1980s. At that time another stakeholder group,
the purchaser, initiated changes that resulted in the currently
unfolding cost-containment era.

The Self-Regulatory Era

The self-regulatory era in health care began in the late 1800s
and lasted until the late 1930s. During this early period health
care in the marketplace evolved naturally in response to
existing conditions and without much governmental in-
volvement or interference from professional associations of
providers. In the beginning health care stakeholders con-
sisted primarily of consumers and providers (physicians and
hospitals). Consumers were the purchasers of health care
services. They paid for care directly, usually by a per-visit
charge. The physicians and hospitals were the sellers of
health care. In addition to the predominant self-pay system,
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however, a new form of arranging and paying for health care
services emerged during this period.

By the late 1800s the leading manufacturing, mining, and
transportation industries in the United States began to
arrange and subsidize health care services for their employ-
ees’ job-related illnesses and injuries, particularly in rural
areas where health care was virtually nonexistent. The indus-
tries found that they required a mechanism to ensure that care
would be available when needed and that there would be a
way to compensate the provider. They began to hire physi-
cians as employees or, as became more common, went di-
rectly to health care entities, usually hospitals, to develop
contractual arrangements for the care of workers. These in-
dustries became a third stakeholder: the purchaser. The typi-
cal service delivery arrangement was a contract for care with
a specific hospital and its associated physicians. The mecha-
nism created to pay for that care was a prepayment system in
which the employer agreed to pay a fixed amount to cover the
anticipated health care needs of its employees. Health care
costs would be covered by the contractual arrangement only
if the employee received care from the contracted hospital or
physician. Because these prepayment plans typically were
linked to a single hospital and its core of affiliated physicians
in a community, not all physicians or hospitals in a given
community participated.

Over time, and with the increasing economic uncertainty
of the 1920s and 1930s, prepayment health plans proliferated.
They diversified their plan structures; expanded benefits to in-
clude general medical care; and included arrangements with
trade unions, fraternal organizations, employee associations,
and other entities. As the Great Depression approached, con-
sumers became anxious about access to health care. Hospitals
began searching for financial vehicles to ensure a steady in-
come stream. A robust market for prepaid health plans
emerged, creating a price competitive, self-regulatory market
environment. Physicians and hospitals, however, began to re-
sist this free-market system on the grounds that it divided
physicians into economic entities competing for business on
the basis of price. It also limited the ability of consumers to
choose freely among all legally qualified physicians and did
not include all hospitals and physicians in a given community.
Physicians, through county and state medical societies and the
American Medical Association (AMA), began to oppose the
prepayment health plan arrangements and the resulting selec-
tive contracting and price competition. Their efforts were
successful. The provider stakeholder community would even-
tually dismantle the self-regulatory era of health care.

During this first era, however, several key elements of the
nation’s health care finance and delivery system emerged.
First, employer participation in the payment of employee
health care was initiated. Although the actual percentage of

people receiving employer-financed health care remained
small, the precedent of employer involvement would prove to
be increasingly important throughout all three eras of health
care. Second, group health plans were financed on a preservice
payment system. This innovation introduced financial risk to
the hospital-physician provider system. If the prepaid pre-
mium negotiated was insufficient to cover costs of care, the
provider system still was obligated to provide the care. Third,
the notion of selective contracting with hospitals and physi-
cians was introduced. Without selective contracting it would
not be possible for hospital-physician systems to divide into
competing economic units vying for enrollees. Of course,
without competing health care systems, price competition, the
fourth key element from this period, would have been severely
curtailed. In short, a classic free-enterprise marketplace was
unfolding in health care. It is significant that no stakeholder
constituency was in a dominant market position relative to
the other stakeholders. Providers, consumers, purchasers,
and the health plans that increasingly emerged toward the end
of the self-regulatory era, were aligning and realigning them-
selves as marketplace conditions changed.

This period was notable for other reasons. Notably, it would
demonstrate that a stakeholder constituency could, through
concerted effort and under favorable conditions, dismantle a
particular market system. This fact would not be lost on those
promoting price competition and cost-containment in the cur-
rent period. It also established a precedent for today’s price
competition.And it established that provider organizations and
hospitals were capable of contracting directly with employers
and other organizations without using a third-party, managed-
care organization or an insurance intermediary. However, a
crucial concept was lost when the free-market system was de-
stroyed: the ability to understand the relationship between
price competition and quality of care. For all practical pur-
poses, price competition was eliminated before its full and true
effects could be discerned.

The success of the provider community of physicians and
hospitals working through their professional associations to
defeat and eventually eliminate the self-regulatory era of
price competition would be the first of two stakeholder re-
volts against a prevailing health care finance and delivery
system. Each revolt would lead to fundamental changes in
health care finance, delivery, and management, and would
decidedly slant the marketplace in favor of the desires of the
dominant stakeholders.

Fee-for-Service/Third-Party Payer Era

The beginning of the FFS/TPP era of health care in the United
States can be traced to the mid-1930s. At that point in time,
provider advocacy organizations representing physicians and
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hospitals began to alter the existing free-market economic
system for health care in a way that would be favorable to
their membership. Weller (1984) described this as the guild
free choice era because the provider organizations operated
in a manner similar to guilds. At heart, the economic environ-
ment that was to be created would be anticompetitive: Each
physician and each hospital would become a self-contained
market free of competitive pressures.

The manner in which the physicians and hospitals set
about defeating the popular free-market health care system
of the 1930s would determine to a great degree the elements
of the second era. They successfully shifted the health care
focus from the goal of the purchaser for a low-cost system to
the needs of providers and facility operators. Because this
provider revolt took place during the Great Depression, the
advocacy organizations were able to operate without serious
concerns about antitrust actions. Led primarily by the AMA,
these organizations employed a three-part approach to as-
sure that the interests of the medical community were met.
First, they began a campaign to discredit prepayment plans.
They drew the attention of both the consumer and the physi-
cian to the drawbacks of these plans: namely, restrictions on
free choice of physicians, intimating that prepayment plans
might fail financially and that “contract medicine” dimin-
ishes quality of care.

In the second and most effective part of the strategy, the
AMA and the American Hospital Association (AHA) estab-
lished policy positions that enumerated the principles and stan-
dards of their respective associations and were incorporated
into the related medical ethics codes that practitioners were ex-
pected to follow. Through these actions the AMA and AHA
were able to blunt and almost eliminate hospital and physician
participation in prepayment plans. Two key policy statements
set the rules. In 1933 theAHAissued its policy on hospital par-
ticipation in The Periodic Payment Plan for the Purchase of
Hospital Care (Weller, 1984). Basically, this policy stipulated
that group hospitalization plans should include all hospitals in
each community in which a plan operates, that subscriber ben-
efits should apply at any hospital in which the person’s physi-
cian practices, and that all plans must be controlled and
administered by nonprofit organizations largely composed of
representatives of hospitals in good standing in the community.
Application of these principles in the marketplace would se-
verely curtail price competition in the hospital sector.

In 1934 the AMA House of Delegates adopted a policy
stipulating 10 principles it required private health insurance
plans to meet if they were to avoid resistance from the
provider community (Starr, 1982). This policy in effect stated
that all aspects of medical care should be controlled by
the medical profession; that there should be no third-party
intermediary in the medical care process; that there should be

participation by any willing, legally qualified physician; that
there should be no restrictions on patients’ choice of physi-
cians; and, finally, that all aspects of medical care, regardless
of setting, should remain under the control of a medical pro-
fessional. Through application of these principles, “the AMA
insisted that all health insurance plans accept the private
physicians’ monopoly control of the medical market and
complete authority over all aspects of medical institutions”
(Starr, 1982, p. 300). These principles for private health plans
were enforced through accreditation standards, and some
were incorporated into state insurance codes and related as-
sociation ethics codes. Physicians and hospitals faced severe
consequences if they did not comply.

In the third prong of the approach to changing the health
care system, the AMA did not oppose the development of
health plans that were in keeping with its principles. Indeed,
in the mid- to late-1930s, hospital systems and medical soci-
eties participated in establishing medical insurance plans that
adhered to the policies and standards set forth by the AMA
and AHA. Designed to compete against the existing commer-
cial forms of health coverage, the first Blue Cross plans for
hospital care reimbursement and Blue Shield health plans for
physician services were established. They rapidly became the
dominant forms of health insurance coverage. Fundamental to
these plans was the elimination of price competition by in-
cluding all hospitals of standing in a community in Blue Cross
and community-wide eligibility for physician participation in
Blue Shield. By achieving community-wide participation, the
division of hospitals and physicians into competing economic
units, in which closed panels of providers aligned with a spe-
cific hospital and competed for business with other similar
systems, was effectively curtailed. Acceptance and enforce-
ment of these principles in the marketplace and, in particular,
in how health insurance was structured, brought to a close the
self-regulatory era of health care. The variety of prepayment
health plans and various health insurance arrangements of the
self-regulatory era were replaced by two types of health insur-
ance arrangements: indemnity and service plans. Indemnity
plans reimbursed patients directly for most of the costs asso-
ciated with health care. Except for those too poor to pay at the
time of service, patients paid the physicians directly. Service
plans, usually developed and managed under the watchful
eyes of medical personnel, paid providers directly and usually
for the full cost of care. Both types of plans were deemed ac-
ceptable because they respected physician sovereignty, kept
intermediaries out of the care process, and minimized price
competition. Having achieved a favorable structure for health
insurance, professional associations more consistently em-
braced it as a financing mechanism for health care.

Over time, the professionally derived and promulgated
principles served as a blueprint for the structure of a new
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health care market in which the finance and service delivery
systems conformed to these principles. The emergence and re-
finement of this new marketplace structure coincided also
with a several-decade upsurge in employer and government
financing of health care. Sustaining innovations within the
field of medicine during this same time were extending the
range and effectiveness of medical care. Because in the new
system physicians were paid a defined amount for each spe-
cific service provided and hospitals were reimbursed for their
costs in providing care, it became known as the fee-for-
service (FFS) system. The indemnity and service insurance
entities created to pay providers and hospitals for services
became known as third-party payers (TPPs), further high-
lighting the restriction of their role to that of financial inter-
mediaries. The new system eventually became known as the
FFS/TPP system. This system would increasingly dominate
health care finance and service delivery systems in the United
States, fueling a 50-year period of prosperity for providers
and service facilities.

As the FFS/TPP system developed, certain of its market-
place and service delivery features became integral parts of
almost every aspect of health care, from state insurance regu-
lations to Medicare and Medicaid rules. In addition, the sys-
tem set the guidelines for competition among providers and
for relationships among health insurance intermediaries and
physicians and patients. A close look at the system’s structure
reveals that by nullifying price competition, it encouraged in-
flation of prices. This eventually would cause the FFS/TPP
system to become the target of a number of disruptive inno-
vations aimed at containing health care costs by modifying or
eliminating its key principles. The FFS/TPP system also had
a lasting effect on psychology. During this era psychology
matured as a health service profession and entered the mar-
ketplace as a provider group eligible for third-party reim-
bursement. As such, it had to abide by the principles of the
marketplace. Being part of the health service provider pro-
fession, psychology structured its educational and training
programs as well as its service delivery system to fit harmo-
niously within features of the system.

As the FFS/TPP system evolved and the principles on
which it was based became entrenched in the marketplace,
the following key features emerged:

1. The person who receives health care typically is not the
true purchaser of that care. Rather, that person’s employer
or a governmental body more typically purchases the care.
This is the central dynamism of the FFS/TPP system.
A fundamental disconnect exists between the patient and
the true cost and payment for medical care. The patient is
virtually cost unconscious.

2. Care may be accessed without preauthorization. In the
FFS/TPP indemnity insurance system, consumers have the
right to access primary, specialty, and emergency care with-
out obtaining preauthorization from health plan personnel.
Medical necessity was determined largely by the provider,
not by the insurer or the health plan.

3. The care reimbursement system must be open to all legally
qualified providers. A central tenet of the FFS/TPP system
is known as community-wide eligibility of providers for
reimbursement by third-party payers. FFS/TPP principles
stipulate that health insurance plans operating in a given
community should allow all legally qualified providers
to participate. Health plans operated by insurers are not to
contract selectively with providers by creating closed or
limited panels of providers. This prohibition against hori-
zontal market division ensures that each provider is a sep-
arate economic entity in the marketplace and significantly
reduces price competition among providers.

4. Care management is the exclusive right of the provider.
Fundamental to the FFS/TPP system is the principle that
third parties, such as health plan personnel, should not be
allowed to participate in utilization management of pa-
tients. Such decisions are to be made within the context of
the provider-patient relationship without the involvement
of an intermediary.

5. The FFS/TPP system is cost generating because of its
capability to stimulate price-inelastic demand. The FFS/
TPP system promotes price-inelastic as opposed to price-
elastic demand. In a typical economic market the price of
a product or service is considered to be elastic if it is low-
ered to increase revenue. If a provider can raise revenue
by increasing fees or by increasing utilization rates at
the same or higher fees, demand is considered to be price
inelastic (Enthoven, 1993). The FFS/TPP era created a
price-inelastic health care system. Providers are reim-
bursed for each procedure performed and at a rate that
equals the usual, customary, and reasonable (UCR) rate
for that procedure in that provider community. Hospitals
are reimbursed for the costs associated with providing
care in their settings. Rather than having to reduce fees to
increase revenue, as is typical in a competitive free mar-
ket, providers and hospitals are able to stimulate demand
for more procedures and then also raise revenue by in-
creasing fees or charges. By engaging in a form of shadow
pricing (i.e., raising charges for procedures, which then
become reflected over time by increases in the UCR and
cost of care reimbursement rates), providers and hospitals
are able to increase the amount of revenue received from
third-party payers.
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6. Financial risk for health care is borne by purchasers and
their contracted insurance carriers. The FFS/TPP system
discourages providers and the facilities with which they are
associated from joining forces to create a prepayment health
plan and then marketing that plan directly to purchasers. In
this way the system minimizes the amount of financial risk
that providers and service facilities might incur in open mar-
ket arrangements. In the FFS/TPP indemnity insurance and
service models, health insurers are largely financial inter-
mediaries who pay providers and facility operators for the
procedures and services provided to patients.

7. The FFS/TPP system delimits stakeholder roles in the mar-
ketplace. The principles on which the FFS/TPP system is
constructed discourage cross-market competition. There is
rigid segmentation or partitioning of the finance, service
delivery, and management of health care according to
stakeholder function. The system is designed to dissuade
one type of stakeholder from taking on another’s role or
function: for example, health plans combining an insurance
function with a service delivery function or a purchaser
contracting directly with a hospital and its medical staff.
Keeping the health care market segmented into distinct
stakeholder roles prevents the division of providers and
treatment facilities into economic units that compete with
each other on price.

The FFS/TPP era is historically important not only because
of the key features just described but also because it demon-
strated that a stakeholder constituency—the provider—could
dramatically change the dynamics of the marketplace. And it
could do so in a way that was favorable to its interests. During
the self-regulatory era, no single stakeholder held a dominant
position relative to the others. However, in the FFS/TPP era,
the provider clearly dominated. All other stakeholders are
confined to a specific function in the marketplace. In addition,
during this period the health care system in the United States
became dependent on the third-party purchaser to provide the
financial resources to fund health care. The elimination of
price competition, the fact that consumers were increasingly
cost unconscious, and the dramatic rise during the period in
medicine’s capacity to intervene effectively in illnesses com-
bined to create an expensive, heavily utilized health care
system with an enormous appetite for more funding. The
stage was now set for a second revolution.

Cost-Containment Era

The third and current period of health care in the United
States began in earnest in the early 1980s when the
purchasers, increasingly and with steadfastness, began to

resist paying more for health coverage. Purchasers forced
health plans and eventually providers and facility operators
to reduce costs. Much like the previous stakeholder revolt led
by providers, this one was aimed at eliminating those features
of the prevailing health care system that the stakeholder in re-
volt deemed objectionable. This time the focus was on elimi-
nating the cost-increasing incentives of the FFS/TPP system.
In some interesting respects the period represents a return
to the early 1930s, when marketplace forces were shaping
health care.

Whereas the change effort of the previous rebellion was
guided from the start by principles articulated by professional
associations and enforced through their codes of ethics, the
cost-containment era began without a guiding blueprint or
mechanism for enforcement of changes in the health care mar-
ketplace. Purchasers had a common goal of reducing the fi-
nancial burden on employers and the government, but they
lacked a unified and clear strategy for reducing health care ex-
penditures. For this reason, the cost-containment era unfolded
not as a concerted, well-orchestrated effort, but rather in reac-
tion to a string of discrete disruptive innovations. These inno-
vations have had the cumulative effect of changing the health
care finance and service delivery systems in profound ways,
moving health care in the United States toward a price-
competitive, market-based enterprise.

Five key disruptive innovations were either introduced into
the health care marketplace by government, employers, or in-
surance intermediaries or embraced by them as effective cost-
saving measures. The first two innovations, the Employee
Retirement Income Security Act (ERISA) and the Federal
Tax Equity and Fiscal Responsibility Act (TEFRA), in effect
paved the way for the emergence of the next two: managed
competition and managed care. Managed competition would
eventually provide a market-based framework for containing
health care costs; managed care would provide procedures for
managing providers and consumers. Simultaneously intro-
duced into the marketplace would be carve-outs and the resul-
tant carving out of behavioral health care from the rest of the
health care system. The importance of these disruptive inno-
vations cannot be underestimated, for they will continue to
have a profound influence on the health care marketplace. The
following describes these innovations, demonstrating how
each changed an important feature of the finance or service
delivery system of the previous FFS/TPP era or affected
behavioral health care.

Employee Retirement Income Security Act

In 1974 ERISA became law. Prior to its passage employers
had to purchase health care coverage through a state-regulated
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insurance carrier. After ERISA, businesses with 50 or more
employees could self-insure their health benefits programs.
ERISA would prove to be a vitally important disruptive inno-
vation for several reasons. First, if employers chose to self-
insure, they would not have to comply with state insurance
regulations, including requirements to pay health insurance
premium taxes and to provide state-mandated health benefits.
This preemption from state regulation has meant considerable
savings for employers. Second, because ERISA preempts
employer-based self-insurance plans from state regulation,
providers desiring to blunt or counter the effect of managed
care on their practice would find the state legislative pathway
to be of only marginal benefit. For example, after the intro-
duction of managed care, providers wishing to eliminate the
managed care strategy of using limited provider panels by
working toward the passage of “any willing provider” statutes
would discover that self-insurance plans are exempt from
compliance with such laws. Thus, ERISA makes it more diffi-
cult for the provider stakeholders to counter managed care
arrangements, something they were able to do successfully in
the 1930s to bring a close to the self-regulatory era. Third,
ERISA gave purchasers financial incentive to control costs
because any reduction in expenditures was retained by em-
ployers rather than becoming profit for an insurance carrier.

The ability to retain savings from cost-containment activi-
ties provided ERISA’s greatest impact: changing the flow of
the revenue stream in health care and providing a fertile envi-
ronment for the growth of managed care, itself a disruptive in-
novation. Under the FFS/TPP system, the original revenue
flow progressed from the purchaser to the indemnity insur-
ance carrier. Revenue then passed through the carrier to the
patient, who had already paid the provider directly. Over time,
the insurance industry would develop service plans that would
allow for direct reimbursement of the provider. Regardless of
which way the provider was reimbursed, the insurance carrier
in the FFS/TPP model was essentially a financial intermedi-
ary who did not engage in cost-containment activities. Rather,
the carrier simply provided reimbursement on a FFS basis,
based on UCR rates.

As employers availed themselves of the option to self-
insure, they became ever more sophisticated health care
purchasers, able to intensify price competition in the market-
place. As a result, two new patterns of revenue flow emerged.
In the first, revenue progressed from the purchaser to a cost-
containment entity, usually a managed care organization
(MCO), before reaching the provider. The MCO became an in-
termediary working on behalf of the purchaser to contain costs
by actively managing both providers and patients. MCOs lim-
ited access to the new revenue flow to those providers who
accepted participation in cost-containment activities. MCOs

thus became agents of change for the provider reimbursement
and service delivery systems.

As MCOs evolved, they used more aggressive mecha-
nisms to manage costs. They encouraged the formation of
multispecialty provider organizations, channeling patients to
those organizations via contracts. This accelerated the devel-
opment of what became known as organized delivery systems
(ODSs; Zelman, 1996). ODSs are groups of providers linked
through various administrative and contractual arrangements
to each other and to service facilities for the purpose of pro-
viding health care. As a result of their work with MCOs in
cost containment activities, ODSs have the capability of man-
aging utilization, conducting quality improvement proce-
dures, and even accepting financial risk for providing health
care.

With the maturation of the ODSs, a second new pattern of
revenue flow emerged, one which eliminated the MCO inter-
mediary altogether. The success of managed care in getting
these ODSs to assume financial risk via capitated or prepay-
ment systems provided incentives for ODSs to improve their
ability to reduce unnecessary utilization, manage quality of
care, and carry out other care management functions. Many
ODSs in essence were becoming provider-initiated and ad-
ministered care management systems capable of controlling
costs. Hence, a new, viable health care avenue was available to
purchasers. It created a fresh revenue stream that began with
the purchasers who directly contracted with an ODS, eliminat-
ing both traditional insurance carriers and MCOs from the
revenue stream. It was not long before sophisticated ODSs
were competing with MCOs for health care contracts with
purchasers. The increased viability of ODSs to engage in di-
rect contracting with purchasers—combined with greater pur-
chaser knowledge and competence in self-insuring health care
benefits—added a new dimension to price competition. The
resulting tension created further instability in an already un-
stable marketplace as MCOs sought to limit the potential
threat represented by ODSs.

ERISA has proven to be a particularly powerful disruptive
innovation. By giving employers the right to self-insure, it
enabled them to have more options in contracting with health
plans, including bypassing the health plans and contracting
directly with provider organizations. In essence, it simultane-
ously undermined another principle of the FFS system and
elevated the purchaser to a position of greater authority over
health plans in the marketplace. ERISA also gave rise to an
intermediary in the care-giving process, one which identified
with the needs of health plans and purchasers to contain
costs. This had the effect of defeating another FFS principle:
the prohibition of an intermediary from involvement in the
physician-patient relationship. It also elevated health plan
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authority above the providers in a newly emerging stake-
holder hierarchy.

Tax Equity and Fiscal Responsibility Act
and the Prospective Payment System

The 1982 Federal Tax Equity and Fiscal Responsibility Act
(TEFRA) was targeted at controlling Medicare costs, but it
had an unexpected effect on all health care costs and on be-
havioral health in particular. The most salient and well-
known cost-containment mechanism proposed by TEFRA
was diagnostic related groups (DRGs). DRGs contain costs
by establishing the reimbursement rate that providers will re-
ceive for treatment of a specific condition in advance. By set-
ting fixed payment rates for inpatient treatment of medical
conditions, DRGs create what has become known as the
prospective payment system (PPS), yet another important
modification of the existing FFS system. TEFRA moved re-
imbursement for inpatient hospital services from a fee per
unit of service to a fee per episode of treatment. This was a
radical change. Before DRGs, hospitals were reimbursed for
all charges related to inpatient treatment. Through the use of
DRGs, TEFRA set the number of allowable days for a hospi-
tal stay for a specific illness or procedure. Whether a patient
stayed more or fewer days than the prescribed number, hos-
pitals received the same reimbursement rate. Strong incen-
tives were thus created for hospitals to control utilization as
a way to maximize profits, versus increasing utilization to
maximize profits, as had been the case in the FFS/TPP era.

The DRGs established because of TEFRA did not apply to
behavioral health conditions, however. TEFRA codified what
many health care payers already knew: In behavioral health
care, diagnosis of conditions did not lead to predictable treat-
ment courses or reliable estimates for the time of treatment.
Most providers of behavioral health care greeted the passage
of TEFRA with great relief, not realizing that it would even-
tually lead to a separation of behavioral health care from the
rest of medicine and cause it to be viewed as the chief spur to
high inflation in health care costs. In the absence of any other
cost-containment mechanisms for behavioral health, mental
health care emerged as the only sector of the inpatient market
still operating under the unmodified FFS reimbursement
method.

The health care marketplace proved quick to adjust to reg-
ulatory changes. Many of the large hospital corporations,
which saw their revenues drop as a result of TEFRA, found re-
lief by shifting their focus onto psychiatric inpatient care. Ven-
ture capitalists and entrepreneurs rushed in to take advantage
of the last unregulated part of the FFS system. Psychiatric
inpatient facilities grew at a prolific rate, outstripping any

reasonable projection for the need for inpatient care. Four
large hospital corporations (Charter Hospitals, Community
Psychiatric Center [CPC] Hospitals, Psychiatric Institutes of
America, and the psychiatric division of HCA, Inc. [formerly
Hospital Corporation of America]) saw double- and triple-
digit growth in their facilities between 1980 and 1990 (Bassuk
& Holland, 1987). A significant cause of the rapid rise in all
health care costs during that decade was the exploitation by
hospitals and providers of the rich benefits for psychiatric in-
patient care unregulated by DRG prospective payment meth-
ods. The standard of care for chemical dependency rapidly
became 28 days, regardless of the severity or duration of the
problem. Hospital stays became lengthy for behavioral health
disorders. By 2000 these same disorders would most com-
monly be treated on an outpatient basis. The excesses of the
psychiatric hospitals came to a halt in the early 1990s due to
high profile investigations of their operations and subsequent
significant fines (Lodge, 1994). For purchasers, there was
perhaps no better marketing campaign for the emergence of
managed behavioral health care organizations (MBHOs).

As a disruptive innovation, TEFRA made two important
contributions to restructuring the health care marketplace
along cost-containment lines. First, by reintroducing a PPS, it
overrode one of the basic principles of the FFS system. Sec-
ond, it eventually resulted in a separate method for managing
rising behavioral health care costs. Although no DRGs applic-
able to behavioral health inpatient care developed as a result
of TEFRA, purchasers began seriously to seek other solutions
to contain the steadily rising costs of behavioral health care.
Eventually they would embrace carve-out MBHOs, the final
disruptive innovation of the cost-containment era.

Managed Competition

In the early 1980s another disruptive innovation appeared.
Enthoven and others began to propose ways to reintroduce
price competition into the health care marketplace (e.g.,
Ellwood & Enthoven, 1995; Enthoven, 1993; Enthoven &
Kronick, 1989a, 1989b; Enthoven & Singer, 1997, 1998).
The price competition movement that these authors stimu-
lated eventually would become known as managed competi-
tion. Managed competition proposes to change the nature of
the health care marketplace in fundamental ways by intro-
ducing competitive pressures for cost containment and then
managing how the marketplace responds to those pressures in
order to prevent market failure. It intends to create conditions
and forces that will compel health plans and their associated
providers to manage carefully the care provided. The theory
and strategies of managed competition guided the develop-
ment of President Bill Clinton’s Health Security Act (1993).



520 Health Care Marketplace in the United States

TABLE 22.1 Comparison of Fee-for-Service and Managed
Competition Paradigms

Traditional Fee for Service Managed Competition

Separate finance and delivery of Integrated finance, delivery, and
health care. management of health care.

Competition for patients at Competition for patients at health
individual provider level. plan level.

All licensed providers eligible Selective and exclusive contracting
to participate. with providers.

Unfettered choice of provider Restricted choice of provider.
by consumer.

Solo practice or single-specialty Integrated multispecialty practice
practice groups. associations.

Inelastic price demand. Elastic price demand.
Medical necessity determined by Medical necessity determined by

provider and consumer. health plan.
Nonstandardized insurance Standardized benefits and no

benefit packages with risk- risk selection.
based selection of enrollees.

No financial risk for provider Financial risk to health plans and
and facility operators. provider care organizations.

Level of care continuum not Level of care managed across
managed. entire continuum.

Low cost attunement of Cost-sensitive consumer.
consumer.

Although Clinton’s efforts failed to result in legislation, man-
aged competition principles were increasingly adopted by
business and government.

Managed competition can be defined as the process of
structuring the health care marketplace so that rational micro-
economic market forces produce a more cost-conscious, pub-
licly accountable, quality-focused health care system. In
essence, managed competition is a blueprint for increasing
competition in health care by structuring and managing a
fluid market environment in such a way so as to contain costs
while at the same time attempting to maintain quality of care
and preventing market failure. Its fundamental goal is to
change the health care paradigm from the traditional FFS
model to a managed competition model that is capable of
containing costs.

An idea of the magnitude of the change contemplated by
managed competition can be gleaned from Table 22.1, which
compares specific elements of the FFS health care system
with the managed competition alternatives. An entire chain
of change—a linked series of events among stakeholders—
results from this alteration of the health care paradigm. First,
managed competition advocates the need to convert pur-
chasers into sponsors of the change process. Then they must
provide those sponsors with strategies designed to change the
structure of the marketplace so that health plans operate
equitably and so that the more generally accepted microeco-
nomic forces (e.g., supply and demand, price elasticity, etc.)
operate to contain costs without sacrificing quality. If micro-
economic forces fail to produce the desired competitive

market, sponsors must adjust the strategies used to protect
against market failure. Because the sponsors are really pur-
chasers implementing managed competition strategies, they
will most likely try to prevent market failure by having an ef-
fect on the stakeholders they influence the most: the health
plans. In turn, health plans, in order to survive and gain mar-
ket share, will need to influence the behavior of providers,
service facilities, consumers, and the pharmaceutical industry
through various managed care arrangements. Managed com-
petition, should its full implementation be achieved, has the
potential for the greatest impact of all the disruptive innova-
tions to date. Even though its goals and strategies have
been only partially realized up to this point, it still has had a
profound effect.

Managed competition employs numerous strategies to ac-
complish its various goals. It aims to make the consumer
more cost conscious and thus to change consumer behavior;
it seeks to stimulate competition among health plans and to
eliminate the noncompetitive features in the health care sys-
tem; and it has attempted to develop a sponsor system capa-
ble of implementing key managed competition strategies.
Making health plans compete for the business of purchasers
on the basis of cost and quality through a competitive bidding
process is a key strategy. By standardizing plan benefits and
requiring the plans to provide performance data, the bidding
process enables purchasers to compare price and quality.
Managed competition also seeks to make the consumer more
cost conscious by changing the degree to which and the man-
ner in which premiums charged by health plans are subsi-
dized by employers and the federal government. Managed
competition would index an employer’s contributions to
health plan premiums to the lowest cost plan available to the
employees. Those employees opting to enroll in a higher cost
health plan would have to pay the difference in premium
charges between the lowest cost plan and the plan chosen.
The goal, of course, is to encourage consumers to be sensitive
to cost when selecting among health plans offered during
enrollment, thereby forcing health plans to contain costs in
order to be attractive to potential enrollees. Managed compe-
tition proponents also call for changing government-based
tax subsidies to ensure that competition is supported and pro-
moted, as well as to encourage businesses to continue to
provide health care for their employees. Managed competi-
tion has also set into motion certain initiatives focused on
changing consumer behavior. It applies financial incentives
to persuade consumers to accept reduced autonomy to initiate
care and to accept a limited choice of provider. It attempts to
intensify cost consciousness when the consumer contem-
plates use of benefits by imposing higher copayments and
coinsurance and by establishing financial penalties for not
using the authorized provider system.
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To stimulate competition among health plans, managed
competition encourages the establishment of certain rules of
equity. These are designed to structure the business environ-
ment in which health plans operate for the purpose of elimi-
nating the noncompetitive features of the traditional FFS
health insurance system. To accomplish this goal, health
plans are required to bid on standardized benefit packages so
that purchasers can more easily compare premium rates.
When benefits are standardized, it is more difficult for health
plans to avoid enrolling potential high-cost subscribers by
not offering benefits that would adequately cover their care.
Under managed competition rules, payments to health plans
would be risk adjusted to ensure that the plans are adequately
compensated for costs associated with treatment of high-need
patients. Further, health plans are prevented from denying en-
rollment or limiting coverage for preexisting medical condi-
tions. Once a person is enrolled, the health plan is guaranteed
to be renewable, regardless of medical conditions, thus mak-
ing coverage continuous. Health plans must accept all eligi-
ble participants who choose them. Finally, the premium level
is set on a community-rating basis; that is, the premium
charge is the same regardless of the health status of people el-
igible to enroll. Managed competition also seeks to promote
direct competition among health plans in order to control
costs without adversely affecting quality. To do so, it encour-
ages the division of providers into competing economic units
at the health plan level. It then encourages health plans to
contract with distinct panels of providers in order to reduce
the anticompetitive effects of competing health care systems
that have virtually identical or highly overlapping providers.
An additional approach to deepening competition at the
health plan and multispecialty level is to require these entities
to provide performance data on patient satisfaction, access,
and quality of care. By implementing these strategies, man-
aged competition advocates hope to make the provision of
health care more price elastic, as compared with the inelastic
price of the FFS system.

Afinal key strategy is to transform purchasers into sponsors
of managed competition and then to develop a sponsor system.
Sponsors contract with health plans for large groups of benefi-
ciaries and manage the health care market environment in a
way that maintains price competition. A well-orchestrated, vi-
able system of sponsors is central to the success of managed
competition. Sponsors have several important roles. They
must contain cost and maintain quality; take corrective action
to protect against tendencies toward market failure in a fluid,
evolving market; and guide the system in the direction of
greater efficiency. In order for sponsors to gain the leverage
necessary to structure and adjust the market, they must repre-
sent and purchase care for a substantial portion of the market.
Three types of sponsors, all major purchasers of health plans

on behalf of employees or beneficiaries, are envisioned in a
managed competition market: (a) large employers like IBM
or the California Public Employees Retirement System
(CALPERS), which purchase health care services on behalf
of hundreds of thousands of beneficiaries; (b) purchasing
cooperatives composed of a coalition of employers and self-
employed individuals; and (c) government-based sponsors
that purchase care on behalf of millions of Medicare- and
Medicaid-eligible beneficiaries.

The various strategies collectively known as managed
competition are meant to be implemented as an interlocking
package in an integrated and balanced way. If this does not
occur, it is unlikely that the twin goals of producing a cost-
conscious, price-competitive health care environment and
maintaining or improving the quality of care from that offered
under the traditional FFS system could be achieved. There are
obvious critical challenges to the full implementation of the
managed competition model. First, it must have the ability to
decrease the fragmentation present in the purchaser segment
of the marketplace and to create a sponsor system capable of
managing change of the magnitude demanded. Second,
health plans in managed care systems must have the ability to
develop sustainable partnerships with provider organizations.
These provider organizations must be able to engender loy-
alty and develop allegiance among consumers while simulta-
neously managing the care that they provide.

Managed competition strategies and challenges apply
equally to the medical, surgical, and behavioral health compo-
nents of the health care system. Their state of implementation
and impact to date are described later. Managed competition is
the third purchaser-linked disruptive innovation. Much like
ERISA, it strengthened the authority of purchasers relative to
the health plans with which they contract. It increased the
number and effectiveness of strategies that purchasers had at
their disposal to pressure health plans to contain costs, and it
shifted a greater burden of the cost-containment mission to
health plans. The stage is now set for health plans to introduce
two disruptive innovations of their own: managed care and
carve-outs.

Managed Care

Unlike managed competition, which is aimed at restructuring
the economic principles of health care, managed care
attempts to influence the health care behavior of providers
and consumers. In the world of health care finance, health
plans and purchasers view providers and consumers as cost
centers. MCOs were formed to enable health plans to satisfy
the demands from purchasers that they contain or reduce ex-
penditures. Following passage of ERISA, purchasers under-
stood that if they self-insured their company’s health benefits
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and contracted with a health plan to manage costs, they could
reduce premium increases for employees’ health care bene-
fits. Managed care consists of an evolving set of interventions
focused on containing or reducing health care expenditures
while attempting to maintain or enhance the quality of care
provided. Although the cost reduction benefits accrue to the
health care purchaser, it falls to the health plans to implement
managed care strategies. In fact, as the health plan market has
consolidated, the term managed has become virtually syn-
onymous with health plans. Only a small and decreasing frac-
tion of health plans do not manage the care that patients
receive.

The beginning of attempts by purchasers to contain health
care costs can be traced back to passage of the 1973 Health
Maintenance Organization (HMO) act. That act provided
startup grants and loans for HMOs and required employers to
offer an HMO as an option when a qualified one became
available. Until recently, the standard HMO service delivery
system was a multidisciplinary staff model clinic that inte-
grated finance, management, and service delivery systems.
The proponents of HMOs hoped that these new ODSs would
stimulate price competition in the marketplace and eventu-
ally replace FFS systems or at least force them to be more
cost conscious. The competitive advantage that HMOs were
supposed to have was based on their incentives to contain
costs. Despite financial support for their development, HMOs
emerged much more slowly than anticipated. They also en-
gaged in shadow pricing, setting their premium rates just
below that of traditional FFS plans. The anticipated competi-
tion and reduction in costs never materialized, despite the
fact that HMOs managed utilization more carefully than did
the FFS systems.

Within the managed care movement, preferred provider or-
ganizations (PPOs) appeared as the next cost-containment ap-
proach. PPOs divide providers into two groups: those in their
network who are eligible for higher levels of reimbursement
and those out of network who are reimbursed at lower rates.
The patient is responsible for paying the difference between
the reimbursement levels provided by the health plan and the
fee charged by the provider. PPOs developed networks of
providers who were willing to accept discounted FFS rates and
abide by the PPOs’ utilization review guidelines in return for
preferred access to their enrollees. This form of managed care
immediately began to express its disruptive effects on the
prevailing health care system. Reluctant as it was, provider ac-
ceptance for participating in PPOs resulted in further erosion
of the FFS principles as a bedrock structure for health care.
PPOs began to use selective contracting with providers, deal-
ing a serious blow to the community-wide provider concept of
the FFS system. PPOs had a second major impact: The right to

set prices no longer rested with the provider. Now it was the
PPO that set a reimbursement rate for services. However,
PPOs did continue to use the concept of reimbursing providers
on an FFS basis.

As networks became more sophisticated in terms of utiliza-
tion management, the next generation of managed care sys-
tems would attack another key element of the FFS system.
These newer forms of managed care would begin to erode
provider authority by becoming involved in more aggres-
sive utilization management. Case managers would become
active in helping to determine level, duration, and intensity of
care that providers offered. The rise of an intermediary’s in-
volvement in the care process would become one of the most
problematic aspects of managed care for providers. Along
with the rise of case managers came a new method of payment
that directly attacked the heart of the FFS system. Managed
care began to operate under a prepayment arrangement. This
form of health care finance became known as capitation, and
it greatly increased pressure on provider systems and health
plans to contain costs. Capitation created incentives for both
health plans and provider organizations to reduce expendi-
tures in order to increase profitability. Capitation arrange-
ments led to yet more aggressive utilization management,
fears about denial of care, and concerns that quality of care
would be sacrificed to maximize profits.

As MCOs gained experience in controlling health care ex-
penditures, purchasers increasingly sought to contract with
health plans that had strong managed care systems. Despite
the switch from unmanaged indemnity plans to managed care
plans, above-average inflation returned to health care by 1999
and 2000. This fact calls into question the actual effectiveness
of the current managed care strategies in containing health
care expenditures. Perhaps the enduring contribution of this
phase of the managed care movement will be its disruption
and nullification of key FFS principles in the marketplace.
Specifically, it reintroduced the concept of financial risk to
provider organizations, brought an intermediary deeper into
the caregiving process, intensified selective contracting with
providers and their facilities, and divided providers into com-
peting economic entities.

Carve-Outs and Behavioral Health Care

Carve-outs represent the most important disruptive innovation
developed to contain costs. They were introduced into the
marketplace almost simultaneously with the larger managed
care movement. Carve-outs segment one health care benefit
from the rest, providing specialized administration and cost-
containment controls to that segment. Pharmaceutical bene-
fits, laboratory services, occupational medicine, and others
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were subject to carve-outs. But behavioral health care would
experience the greatest disruption from this innovation.

Carve-outs were increasingly applied when costs rose sig-
nificantly in a segment of the market, when it was hard to de-
termine medical necessity because of the level of provider
discretion in determining the amounts or types of care given,
or when the dynamics in that segment of the market were
different from those that mainstream MCOs could handle
effectively. Health plans and the purchasers with which they
interacted came to view behavioral health care as meeting all
three of these criteria. There is an inherent problem with carve-
outs, however: They create an artificial division in the health
care continuum, in effect separating a part from the main body.
Carve-out companies emerged that were separately financed,
and they developed independent service delivery systems.
These service delivery systems were often inconvenient. For
example, when laboratory services are carved out, there can be
a lack of integration of that function within the medical practi-
tioner’s office. The patient must go to a separate facility for
laboratory work, frequently having to fill out additional paper
work and then wait for service. There sometimes can be diffi-
culty in reintegrating the information into the physician’s
setting in a timely fashion.

Behavioral health care carve-outs posed a more serious
problem. Because functions overlap between primary care and
behavioral health care, consumers may not know where to ac-
cess care for behavioral health concerns. In fact, a significant
portion of the care is still provided by primary care physicians.
Even more serious, behavioral health carve-outs make it more
difficult to coordinate care for a broad range of medical condi-
tions that have high comorbidity rates for behavioral health
problems. In addition, they impede the ability of the rest of the
health care system to utilize fully the skills of the behavioral
health specialist. Such specialists have the capability to help
patients change health practices or make lifestyle adjustments
that would prevent chronic health conditions from developing
or prevent exacerbating already existing conditions. Behav-
ioral health carve-outs have come to have broader implica-
tions than being simply a different company managing mental
health benefits; they have also come to represent a separation
of the skills of the behavioral health specialist from the
broader needs of medical and surgical care patients.

Behavioral health care was among the first areas singled
out by health plans for management via carve-outs. The use of
carve-outs as cost-containment strategies in behavioral health
care gave rise to a new form of MCO, the MBHO. Two distinct
types of MBHOs quickly emerged: the multidisciplinary staff
model clinic (the clinic model) and the external intermediary
utilization review organization (the network model). The
clinic-model MBHOs were staffed by salaried providers and

were often funded by capitation, a new form of financial risk
taking that was similar to the older prepayment system of the
self-regulatory era. Capitation funding arrangements pay a
fixed dollar amount per enrollee per month to a clinic; the
clinic in turn is expected to provide all medically necessary
behavioral health care. Capitation funding is viewed by pur-
chasers as a method to predetermine their costs for behavioral
health care and as a way to create incentives for providers and
their clinics to contain costs.

The early clinic-model carve-out MBHOs frequently had
contracts with one or more local employers to provide behav-
ioral health care services. Direct contracting with purchasers
gave these companies a connection to employers similar to the
ones that had developed during the self-regulatory era. Seeing
a business opportunity, entrepreneurs quickly began to de-
velop clinic-model carve-out companies in behavioral health
care. Soon a variety of clinic-model MHBOs became active in
the marketplace. Despite their variety, they continued to man-
age utilization and coordinate care internally. No external in-
termediary was involved in utilization management.

The network model represents the second type of MBHO to
develop. It grew out of utilization review organizations that
had been active for several years in general medical and reha-
bilitation care sectors of the health care market. These organi-
zations saw the opportunity to expand into behavioral health
care. They extended and modified their care management and
utilization control procedures and then began marketing them-
selves to purchasers as MBHOs. Early on the utilization re-
view organizations did not have contractual relationships with
providers; their only contact was with purchasers to contain
costs. However, they quickly realized that it was difficult to
manage providers with whom they did not have a contractual
arrangement. This gave rise to the network model of behav-
ioral health care, which enabled utilization review organiza-
tions to develop contractual relationships with providers.
Unlike in the clinic model, these companies did not directly
employ behavioral health care providers. They contracted
with providers on a discounted, FFS basis. One key element of
the contract was the provider’s agreement to abide by the com-
pany’s utilization management standards. Utilization review
organizations thus were transformed from those that could
only attempt to influence providers to curtail services to ones
with power to dismiss from the networks those providers who
did not abide by their utilization management principles.

The network-model MBHOs developed a number of
utilization management strategies to contain costs. First,
they began requiring precertification for inpatient facility
treatment. Next, they developed guidelines that specified in-
tensity and duration of treatment for major disorders. At the
same time, they began contracting with psychiatric inpatient
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facilities to align their own financial incentives more closely
with those of the hospital. They also promoted development of
a broader continuum of care, encouraging partial hospitaliza-
tion programs, intensive outpatient care systems, and other
forms of care that could contribute to cost containment. This
necessitated coordination of care across the range of interven-
tions and accelerated the rise of the case manager who is exter-
nal to the provider-patient relationship.

The network utilization management model established
several key precedents in behavioral health care. First, it
initiated selective contracting with behavioral health care
providers. Second, it introduced discounted FFS rates and
prevented the practice of billing patients for the difference
between the full fee of the provider and discounted rates.
Third, it reduced provider authority by imposing an interme-
diary in the provider-patient relationship. Eventually, these
intermediaries began to rely on treatment protocols to man-
age utilization; many of these protocols were not based on
empirically validated principles. Fourth, they contributed to
the migration of the psychotherapy function from a primarily
doctoral-based activity to the subdoctoral level. The network
model, along with the clinic model, also set important prece-
dents by taking on financial risk through capitation and other
funding methods. The use of risk-based funding mechanisms
led to concerns among providers and patients about denial
of care and quality issues. In response, MCOs established
quality improvement programs and participated in health
care accreditation processes.

Each of the two MBHO models would in turn develop a va-
riety of service delivery and finance systems, which actively
competed among themselves for marketplace dominance. In
the 1990s eight network, clinic, or combination care manage-
ment models were in use in the marketplace (Drum, 1995). By
the turn of the century, the network model dominated. The
clinic model proved to be expensive and complicated to create.
To enable a group of providers to work together required set-
ting up facilities, administrative support structures, and quality
and utilization management systems. In addition, the clinic
model proved difficult to expand beyond local markets and
could not compete for contracts with large purchasers who
needed regional and national provider systems. Network mod-
els, on the other hand, could quickly establish networks in vir-
tually all areas of the country. In a classic market oversupply
situation, network-style MBHOs were able to find an ample
supply of providers willing to contract with them at steeply
discounted rates. MBHOs could expand and contract networks
as market forces required, and they could do so inexpensively.
They could reconfigure their products according to the needs
of purchasers. In a given region where multiple MBHOs oper-
ate, provider networks often use the same providers. Conse-
quently, differences in quality are not significant among the

various MBHO networks. Price reduction thus becomes the
only competitive advantage that MBHOs have as they seek
contracts from purchasers.

The inability to apply DRGs to behavioral health care, the
receptivity of self-insured purchasers to contract with MBHOs
on a carve-out basis, and the use of managed competition prin-
ciples to promote competition among providers and stimulate
cost consciousness of consumers all provided a robust environ-
ment for MBHOs. Their success in containing and reducing
costs for self-insured health plans stimulated insurance compa-
nies to begin using their services. The growing market for
MBHOs attracted venture capitalists and entrepreneurs, signal-
ing that the race for market share was underway. Competition
for market share played into the hands of purchasers who
continue to seek price reductions.

Most insurance companies did not have the expertise to con-
struct an MBHO internally. They either contracted with carve-
out MBHOs or purchased them. MBHOs that contracted with
or were acquired by insurance companies gained immediate ac-
cess to a large number of insured lives, expanded their national
presence, and, of course, gained market share. The MBHOs that
did not develop contractual relationships with insurance com-
panies often merged and consolidated with other smaller
MBHOs and employee assistance program (EAP) companies.
This consolidation began in the late 1980s and occurred
throughout the 1990s. The drive for growth frequently over-
looked the differences in culture and style between many of
these companies, as well as the unique and often-incompatible
information and technology systems they had developed.
By early 2001, the largest MBHOs reported covering over
100 million lives (according to the following behavioral health
care company Web sites consulted on May 29, 2001: United
Behavioral Health at http://www.unitedbehavioralhealth.com/
ubh/ubhmain/aboutus.html, Magellan Behavioral Health at
http://www.magellanhealth.com/mbh/about_us/fast_facts.html,
ValueOptions at http://www.valueoptions.com/news.htm, and
CIGNABehavioral Health at http://www.cignabehavioral.com/
about_corp.htm). Clinic-model MBHOs in the year 2000 did
not fare as well as did network models. Of the small percentage
of clinic models that managed to make the transition from local
to regional clinic systems, few of those survived the shift from
contracting on a regional basis to a national level in this highly
fluid environment.

By the beginning of 2001, the consolidation of MBHOs
had resulted in two types of network-based MBHOs: indepen-
dents and affiliated or owned. Each has fundamental weak-
nesses as well as strengths. The independent model enjoys
tremendous flexibility in selling its products to any health care
organization in the marketplace. But it lacks a stable base of
contracts from which to build its operations, and it may not
have access to the type of technology required to execute core
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functions—a technology that large insurance companies have
in ample supply. Managing a large number of contracts with
various requirements across different information systems in
use as a result of mergers is difficult and expensive. Owned-
affiliated MBHO companies, on the other hand, do not have
the same difficulties. They often have access to systems and
technology that otherwise would not be affordable for an in-
dependent model. They also may have exclusive contracts to
manage the behavioral health care benefits on a national basis
for their owners or affiliates, thus attaining a stable source of
revenue.

The managed behavioral health care industry has seen
rapid development and change in the last 18 years.An industry
that started as a collection of small entrepreneurial companies
has grown into a highly consolidated one. The diversity of
models that were implemented when the industry began has
evolved into a network model dominated by large MBHOs
that manage millions of lives. Large MBHOs are plagued,
however, by the same problems that derailed large national
health care organizations: the lack of adequate technology and
systems to manage rapid growth. The competition for market
share has driven prices so low that companies are now strug-
gling to make sufficient profits to invest adequately in their
infrastructures.

MBHOs had a substantial impact on providers, in particu-
lar the psychiatric hospitals. By the end of 2000 all the major
psychiatric hospital chains were out of business, either sold or
bankrupt, leaving many parts of the country without a psychi-
atric hospital. Individual practitioners have lost some auton-
omy. They are often asked to follow treatment guidelines that
are not empirically validated.Also during this period there has
been a dramatic increase in the number of behavioral health
professionals eligible to be licensed to provide care. States
passed legislation allowing professional counselors to prac-
tice independently at the master’s-degree level. The result has
been a downward migration of the psychotherapy function.
Once practiced primarily by psychiatrists and doctoral-level
psychologists, psychotherapy is now increasingly practiced
by providers with 1 to 2 years of graduate education.

The behavioral health care carve-out has proved to be a
vitally important disruptive innovation for several reasons.
First, it contributed to a mind-body split in health care that
reduced reliance on the use of more biopsychosocial ap-
proaches to the treatment of health conditions. Second, it
brought a unique form of managed care to behavioral
health care—one with its own industry dynamics and cost-
containment procedures. Last, carve-outs further emphasized
that psychotherapy was not a physician activity. As a result,
the scope-of-practice laws, which constrain medical func-
tions from migrating to other types of providers, do not apply
to psychotherapy.

The Impact of the Cost-Containment Era of
Health Care: An Analysis

The disruptive innovations described in this chapter have had
a profound effect on reshaping the structure and dynamics of
health care in the United States. In the absence of an entity
empowered by all stakeholders to organize and lead the trans-
formation of the health care system, change will doubtless
continue to occur in response to existing disruptive innova-
tions or ones that are yet to be introduced. A good example of
the former is the PPS, introduced as a result of TEFRA. It orig-
inally focused on containing inpatient hospital costs but is now
slated to be extended by Medicare to treatment of patients in
rehabilitation facilities. If health plans are successful in devel-
oping and enforcing provider compliance with clinical path-
ways, they could extend the PPS as a method of payment for
a broad range of outpatient services. (During the 1980s the
search for clinical pathways—i.e., the most effective and effi-
cient treatment pathway for a given disorder—began as a way
to ensure high quality of care. Clinical pathways define ex-
pected patient outcomes, associated care provider interven-
tions, and expected treatment time for specific diagnoses or
surgical procedures.) Now that the cost-containment era has
been underway for over two decades, it is possible to discuss
its impact on key stakeholder constituencies and to demon-
strate how it has changed the dynamics operating in the health
care system.

Effect on Health Care Stakeholders

Purchaser Stakeholders. Since the mid-1980s health care
purchasers have begun to resist paying higher premiums and
have clamored for cost containment to reduce the growth in
expenditures. In contrast to their predecessors who made the
shift from the self-regulatory era to the FFS era, 1980s pur-
chasers were neither organized nor particularly inclined to or-
chestrate or manage the change process once it was underway.
They began the change effort without a guiding blueprint, re-
lying instead on disruptive innovations to accomplish their
goals. Nonetheless, the health care environment has been
transformed in fundamental ways.

During the cost-containment era, a clearly defined stake-
holder hierarchy unfolded that was quite different from the
FFS era, when providers occupied the top of the stakeholder
food chain. The purchasers now have the power. They guide
and influence the behavior of the two stakeholder constituen-
cies with which they have direct contact: health plans and
employees. Even though the entire array of managed compe-
tition strategies has not been implemented, those strategies
that were successfully put into place by purchasers have had
a formidable impact. Purchasers have been able to restructure
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the marketplace and change the business model in which
health care operates. As change agents, they have taken on
the implementation of some of the roles assigned by managed
competition to sponsors. They have promoted greater equity
on the part of health plans, increased cost-consciousness
among consumers through cost shifting, standardized health
benefits packages in order to make it easier to compare health
plans bids on the basis of price, and implemented competitive
bidding among health plans to encourage price competition.
The issue of quality is another matter. These same purchaser-
sponsors have been less successful in risk-adjusting pay-
ments to health plans in order to compensate them adequately
for providing care for the chronically ill. They have also been
unsuccessful in providing information about access, quality,
and satisfaction data on plan performance to enrollees and in
getting health plans to create distinct versus highly overlap-
ping provider networks. It could be said that the purchaser-
sponsors more successfully implemented the managed
competition strategies for cost containment than they did
those for ensuring quality.

Advocates of managed competition now face a crucial
issue. Is it possible for purchasers, who are also major stake-
holders in the health care enterprise, to serve as the sponsor of
change and achieve a system as equally attentive to cost con-
tainment as it is to quality of care? Or will this dual role fuel, as
some fear, a race to the bottom, where cost issues dominate
over quality? Attentiveness to quality of care unfortunately
has been compromised by the degree of fragmentation within
the purchaser stakeholder community; the incomplete trans-
formation of purchasers into true, effective, unbiased sponsors
of change; and the incomplete development of the crucial
sponsor system.

As initiators of the cost-containment era, purchasers have
been its main beneficiaries. It is unlikely that they will return
to the passive role they played in the FFS era. Rather, they are
likely to continue to apply managed competition strategies in
order to increase their leverage with health plans and to find
ways to block initiatives by other stakeholders in order to
counteract their growing influence. As will be made evident
in the section titled “Dynamics of Health Care,” because of
fragmentation within the stakeholder community, purchasers
have been a major source of instability in the marketplace
and an unreliable change agent.

What will be the future for purchaser stakeholders? They
are likely to continue to influence the health care marketplace
through two avenues: (a) applying pressure on health plans to
contain costs and (b) shifting the costs of health care to em-
ployees. If these two strategies prove effective in containing
costs, marketplace change should unfold incrementally. How-
ever, if they prove ineffective and coincide with a period of
economic stagnation or recession, employers are likely to

move aggressively to limit the impact of health care costs on
their competitive position in a global economy. If this scenario
occurs, the purchaser will likely seriously consider moving to
a system in which a fixed contribution is offered to employees
for their health care. With a fixed contribution system, the em-
ployer gives each employee a specific amount for health care
coverage; it becomes the employee’s responsibility to use that
contribution to purchase health care on the open market from
health plans operating in the community. A change of this
magnitude would qualify as a new disruptive innovation that
would ripple throughout the entire stakeholder system. If such
a cost-containment mechanism becomes prevalent, it would
alter the relationships and dynamics among the key stakehold-
ers. Clearly, as health care costs escalate and the fixed contri-
bution of employers remains the same or lags behind inflation,
the employee’s stake in controlling health care costs will
change.

Health Plan Stakeholders. Health plan stakeholders
find themselves pressured from all sides. This stakeholder con-
stituency has not been doing well financially. Market consoli-
dation and the resulting increased market share have not given
birth to the expected financial benefits. Price competition
stimulated by the purchaser has required health plans to take
increasingly aggressive action with both providers and con-
sumers. To persuade purchasers to support the bitter fruit of
cost-containment procedures, health plans have promised that
they could contain costs and maintain quality through a variety
of managed care arrangements. Fearing that the purchaser
might engage in direct contracting with organized health care
delivery systems and also worrying about loss of market share,
health plans have been unable to counteract the power of the
purchaser. Increasing consolidation in the marketplace among
health plans should eventually give them more leverage in
markets in which they have a dominant share. For the foresee-
able future, however, health plans will focus increasingly and
with greater intensity on managing the behavior of providers
and consumers. Advances in information technology, along
with the shift away from establishing clinical pathways to
monitoring their enforcement, will take health plans deeper
into actual medical management of a patient’s care. The focus
will move from proxies of quality (credentialing, accreditation,
and quality improvement programs) to the application of clini-
cal pathways and assessment of outcomes. Health plans will
also learn to risk-adjust payments to providers because of ad-
vancements in information technology and will attempt to ex-
tend the PPS to outpatient care by reimbursing providers on a
fee-per-episode instead of a FFS basis. Behavioral health care
will once again feel pressure as health plans face daunting chal-
lenges in extending the fee-per-episode payment system to this
segment of health care.
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Ever since purchasers gained the right to self-insure their
health care programs as a result of ERISA, their power rela-
tive to health plans has increased. Therefore, health plans and
their care management systems are likely to continue to
occupy the pressure-filled environment where the demands
of the purchaser and consumer must be balanced with the
dissatisfaction and demands of the provider community.

Provider Stakeholders. The provider stakeholder com-
munity has experienced the brunt of the cost-containment
changes. No longer dominant in the stakeholder hierarchy,
providers are now situated below both purchasers and health
plans. The hardest blow has been the defeat of the protections
offered by the FFS principles. Providers have had to cope with
an intermediary becoming involved in the provider-patient re-
lationship, selective contracting by MCOs, increased admin-
istrative costs, decreased rates of reimbursement, and, in
some cases, assumption of financial risk. The provider protec-
tions that were built into the FFS-era market structure have
been largely nullified, and to date, providers have been inef-
fective in establishing a new path to marketplace supremacy.
Although they are advocating for quality of care for con-
sumers, promoting direct contracting with purchasers, and
organizing and possibly unionizing for greater leverage with
health plans, providers will have to struggle in the future to
prevent further erosion of their authority.

The behavioral health care component of the provider
community will face the greatest challenge in retaining
authority. The difficulty will arise from the supply-demand
imbalances (an oversupply of psychiatrists, psychologists,
social workers, licensed professional counselors, etc.), prob-
lems agreeing on clinical pathways because of the multiple
disciplines and their different perspectives, and a marginal-
ized place in the health care environment due to being carved
out from medical and surgical care.

Consumer Stakeholders. The consumer stakeholder
community has experienced much of the discomfort resident
in the cost-containment era. The consumers’ right to unfet-
tered choice of providers has been narrowed. The competi-
tive bidding process that employers use in selecting a health
plan has meant that many patients have had to switch
providers because employers switch health plans more
frequently. The right to access care that is unimpeded by
precertification procedures has been severely diminished.
Purchasers have required employees or beneficiaries to pay a
larger share of their health care premiums and bills. Added to
these changes is the fact that funding sources for the safety-
net provider system for the poor and uninsured consumer
have decreased, reducing the safety net’s ability to supply
needed services.

In response to their losses, consumers have complained to
employers about restrictions in choice of provider and sought
protection via legislative channels. Although consumers have
relinquished a great many of their rights, in the future they
will increasingly demand that health plans allow reimbursed
access to state-of-the-art medical care. They will also become
more informed about best practices as a result of medical in-
formation available on the Internet and the interactions that
the Internet makes possible with other consumers.

Dynamics of Health Care

To gain a broader perspective on the state of the health care
marketplace, it is important to understand the dynamics in
place today among the various stakeholders as they struggle
for position. These new dynamics emphasize how change-
able an environment is the cost-containment era.

Interstakeholder Boundaries and Functions Are Fluid.
Unlike the FFS era, where stakeholder functions were care-
fully defined and stakeholders were confined to their as-
signed role in the health care system, the cost-containment
era allows stakeholders to perform multiple functions,
including those of other stakeholders. Purchasers can directly
contract with provider health care organizations; health plans
can form their own provider organizations and be involved in
service delivery; and purchasers can assume insurance func-
tions through self-insurance arrangements. The marketplace
has not fully adjusted to these shifting stakeholder roles.
Until predictable patterns emerge, all stakeholders will be
caught in a cycle of perpetual change and adjustment. Stake-
holders will continue to vie for position in the health care
marketplace by attempting to reduce intrastakeholder frag-
mentation, thereby increasing their leverage.

Provider Functions Are Capable of Migrating Among
Levels and Types of Providers, if Unimpeded by Artificial
Marketplace Barriers. The cost-containment movement
stands to benefit considerably from the natural migration
of functions that occurs in self-regulatory free markets.
However, powerful restrictions exist in the health care mar-
ketplace that prevent or severely limit migration of function
among health care providers. The FFS era, with its guild-like
protection of physician prerogatives, resulted in a health care
system built on elevated physician authority and backed up
by scope-of-practice laws resistant to function migration.
Migration of function in this instance means that the function
shifts primarily to another level of provider or expands to in-
clude a broader community of providers. Battles will neces-
sarily occur as other types of providers seek to remove
barriers to assuming some of the functions of physicians.
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Nowhere will there be greater conflict than in the behavioral
health care arena, as psychologists press for prescription drug
privileges and access to a broader range of Current Proce-
dural Terminology (CPT) codes.

Treatment Authority Fluctuates Among Providers,
Consumers, and Health Plans. If, as a hypothetical exam-
ple, there were only 100 units of authority to divide among
purchasers, consumers, and health plans, the way the units
are shared will change as the health care system changes. In
the FFS era the vast majority of those units of authority rested
with the providers. In the cost-containment era some of the
providers’ authority for treatment decisions has been shifting
to health plans. As health plans focus on enforcement of the
use of clinical pathways and become involved in medical
management of patients in other ways, provider authority
will shift even further.

In the future the amount of authority that the provider
holds will continue to erode as consumers take advantage of
health information and the personal exchanges that the Inter-
net makes possible. Consumers will also seek a share of the
growing authority of health plans as they press for access to
state-of-the-art treatments and push for inclusion of specific
medications in health plan formularies.

Cost-Containment Strategies Change in Response to
Stakeholder Actions. During the first 20 years of the cost-
containment era, strategies employed by health plans to
reduce expenditures underwent changes in response to feed-
back from consumers and providers. For example, after con-
sumers clamored for more choice, health plans eventually
accommodated by broadening their health plan options and
networks. When providers and consumers alike complained
forcefully about overly restrictive and cumbersome utiliza-
tion management mechanisms, these were modified. It can be
anticipated that cost-containment strategies in use today will
be replaced as various stakeholders find ways to neutralize
their impact. Given that cost-containment mechanisms will
be continuously evolving, it will be important for providers
in particular to be able to anticipate the direction of change
because change differentially affects the viability of the vari-
ous service delivery systems active in the marketplace.

Fragmentation of the Purchaser Stakeholder Commu-
nity Creates Instability Among All Stakeholders. Man-
aged competition theorists recognize that unless purchasers
reduce fragmentation within their ranks, they will be poorly
positioned to lead the change effort and will lack sufficient
leverage to stimulate reliable change. From a market

perspective, the purchaser stakeholder community, like the
provider community, is fragmented. It consists of thousands
of employers of varying size. They differ in the amount of
leverage that they can exert in the marketplace, how sophisti-
cated they are in applying managed competition strategies,
the economic condition of their segment of the market, and
other factors that they must consider in deciding how ag-
gressively to push for cost containment. Purchaser diversity
results in conflicting signals to health plans regarding
cost-containment initiatives. For example, some purchasers
staunchly support the aggressive cost-reduction mechanisms
that health plans use, regardless of employee reaction. Oth-
ers seek relaxation of those same mechanisms in response to
employee dissatisfaction. When this happens, health plans of
course adjust their cost-containment strategies; in turn, con-
sumers and providers must likewise adjust. Governmental
entities further complicate the situation. They are not only the
largest purchasers, but they also act as regulators who must
be responsive to concerns of consumers, insurers, providers,
and employers. As regulators, governmental entities take cer-
tain actions that at some points in time block the use of spe-
cific cost-containment mechanisms and at others support
them. A good example of the latter would be enforcement of
antitrust regulations with respect to providers.

FUTURE TRENDS

It is difficult to forecast the future when the health care mar-
ketplace is evolving without a clear managing entity to direct
the change process and when new dynamics are emerging
among stakeholders. Nonetheless, five possible changes
are explored: the rise of disease management programs, the
delivery of medical information over the Internet (or tele-
medicine), the possibility of a single-payer system, the
potential demise of the independent MBHOs, and a move-
ment toward a carved-in health care system.

Disease Management

Disease management programs are comprehensive strategies
that connect a set of interventions to a larger change model
designed to treat and improve the health status of people with
a specific chronic health condition. Typically, these programs
contain elements that help reduce or eliminate barriers to co-
ordination of care across settings, employ evidence-based
clinical pathways, stay involved with participants through-
out the life of the illness (not just when flareups occur), and
represent collaborative efforts requiring active and willing
participants.
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There are several reasons why disease management pro-
grams will become increasingly important. In the years to
come, the aging population of baby boomers means that there
will be more people with chronic health conditions. Because
the cost of care for this group will be substantially higher
than for other health plan enrollees, disease management pro-
grams will be explored as a way of reducing expenditures.
Because a few large MCOs now enroll a substantial share of
the market (and in many communities a single MCO domi-
nates), MCOs will not be able to avoid enrolling people with
chronic conditions through risk avoidance, benefit design, or
network gap strategies. They thus will have a greater incen-
tive to learn how to care effectively for people with chronic
health conditions. Decreased effectiveness of current cost-
containment strategies will lead MCOs into more active
involvement in medical care processes. Within a decade
progress is expected to be made in establishing widely
agreed-upon clinical pathways for specific diseases and their
symptoms, leading to more effective disease management
change models. Similarly, information systems essential to
gathering data about participants, effectively communicating
with them, and evaluating outcomes will improve and be-
come more widespread among health care and their provider
systems.

Regardless of the pace of adoption of disease management
programs, psychologists should be well positioned to develop,
administer, and provide disease management services—and
not only in the behavioral health care sector. The skills of the
psychologist in program design and evaluation are essential
elements of all disease management programs. Sophisticated
change models, which will be at the heart of each program, re-
quire knowledge about how to match the program design to
people’s readiness to change, motivate people to participate,
change their relationship with their disease, sequence and
pace the elements of a change process, and use peer and group
reinforcement for change. Also, because disease management
programs are broad in scale, involving multiple providers in
multiple settings, it is necessary to develop the proper organi-
zational climate for their implementation. The skills that psy-
chologists have in organizational intervention and executive
coaching will be invaluable for successful implementation of
disease management programs.

Tele-Medicine

The Internet has the possibility of revolutionizing various
parts of the health care marketplace. There is already a vast
amount of information available to consumers about medical
issues and the treatment of illness. The Internet allows con-
sumer stakeholders to become better informed. It gives them

easy access to a much broader range of information, includ-
ing clinical pathways or treatment protocols, which allows
them to measure their treatment against established bench-
marks. As interactive video improves and becomes increas-
ingly available on the Internet, it will have the greatest impact
on behavioral medicine. Because most of the functions that
are needed to conduct an assessment and treatment of a be-
havioral health patient are available through the use of inter-
active video, access to treatment will change significantly.

The location of the provider and the patient will no longer
be a critical factor. The definition of seeing someone for treat-
ment in a community will change to include anyone who is in
the network anywhere in the world. Networks will cross
community and state boundaries. Providers who are viewed
as experts in the treatment of a specific condition will now
have a national audience. This phenomenon will greatly
enhance consumer choice and will provide potential access to
previously unavailable specialists in a specific disorder.
Video conferencing will allow care to be delivered directly to
the patient. Tele-medicine has the potential to put further
pressure on providers. Membership in a network will no
longer be determined by community reputation or location.
MBHOs will have access to providers on a national basis and
potentially will have a greater ability to direct referrals and
negotiate fees. Because most national networks are not de-
pendent on location, MBHOs will be able to develop much
smaller national networks that still give consumers a wide
range of choices.

Single-Payer System

A single-payer system has been adopted throughout much of
Europe; however, it is unlikely that the health care market-
place in the United States will move to such a system unless
the current cost-containment strategies fail. For a single-
payer system to contain costs effectively, it must be accom-
panied by a budget that puts a national limit on health care
spending. The level of resistance by all stakeholders to a
single-payer system appears to be high. As purchasers, em-
ployers would probably be taxed as a form of contribution to
a single-payer system. Health plans as they are structured
today would be out of business. Consumers would have to
tolerate rationing of care in a model that would probably
be experienced as even more adverse than current cost-
containment strategies. Providers would have their fees set at
a national level and would not have the option to treat pa-
tients outside the regulated system. Given the amount of
resistance by all stakeholders, it is unlikely that there will be
an emergence of a single-payer system as a viable model for
cost containment.
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Further Consolidation of MBHOs

Many MBHOs are experiencing significant financial prob-
lems as the twenty-first century begins. There likely will be
further consolidation and the potential breakup of some of
these as a result. Most vulnerable will be those that are inde-
pendent of large insurance companies. The instability that
these independent MBHOs experience in contracts and the in-
creased demands that various health plans make on MHBOs
will continue to raise costs. The continued pressure to build
out an expensive infrastructure at a time of continued price de-
cline will cause more company failures. Further consolidation
will reduce competition and slow the trend to lower prices.

Carve-Ins

Although for almost a decade more voices have been raised in
favor of carving in, or including, behavioral health care within
the medical and surgical care system, little actual movement
in that direction has occurred. Because carve-out companies
currently hold the vast majority of MBHO contracts, there
would have to be a significant shift in the marketplace in order
to initiate and sustain a movement toward behavioral health
care carve-ins. A carve-in model offers many potential bene-
fits to patients and could also create savings in medical costs.
The most appropriate placement for mental health practice
in a care delivery system is with primary care. Medical pa-
tients often are influenced by psychological problems. The
comorbidity of medical and psychiatric disorders is well doc-
umented. There is significant scientific support for the useful-
ness of behavioral medicine practices in medical clinics and
hospitals (Chiles, Lambert, & Hatch, 1999). The placement of
behavioral health care within medical clinics has the potential
to increase quality and contain costs.

CONCLUSION

The cost-containment era is in its early phases. The turbu-
lence it has caused in the health care environment is likely to
continue into the future. The dominant stakeholder, the pur-
chaser, will likely continue to apply and possibly even inten-
sify pressure on health plans to reduce expenditures. Health
plans in turn will cascade that pressure downward in the sys-
tem to providers and consumers. The disruptive innovations
already active in the marketplace will continue to spawn in-
cremental changes in the managed care systems of health
plans and modify the provider payment and service delivery
systems. The ascendancy of the network-managed care
model as the dominant service delivery system over the clinic
model ensures that providers and patients alike will have to

cope with the presence of an external intermediary in the
treatment process. In fact, the role of the external intermedi-
ary is expected to move deeper into the medical management
of patient care. The tools that managed care systems use will
continue to evolve and become more sophisticated.

The stakeholders will continue re-sorting their roles and re-
lationships, but the stakeholder hierarchy that exists now will
not change substantially. Purchasers have been the primary
beneficiaries of the cost-containment era. They have achieved
significant cost reductions and have replaced providers in the
dominant position. Purchasers and health plans are likely to
occupy the top range of the hierarchy well into the future, al-
though providers and consumers will search for ways to im-
prove their standing. It is highly improbable that providers
will reoccupy the top range of the stakeholder hierarchy now
that the cost-containment era has undone all the key provider
protections that were at the heart of the FFS/TPP system. The
FFS principles that effectively prohibited selective contract-
ing with providers, the involvement of intermediaries in the
provider-patient relationship, and the shifting of financial risk
to purchasers have been removed. Also, the marketplace prin-
ciples of the FFS system that limited stakeholders to specific
functions and blocked cross functioning are no longer in oper-
ation. Ironically, although the principles that structured the
health care marketplace during the FFS era essentially have
been undone, FFS as a payment method (albeit with reduced
fees for services) remains active in the marketplace.

Whereas the changes stimulated by disruptive innovations
have effectively nullified the principles undergirding the FFS-
era system, they have not been as effective in providing a new,
stable marketplace structure. The absence of such a structure
will ineluctably lead the federal government to use its regula-
tory authority to address difficult-to-resolve issues. As both a
purchaser and regulator of health care, the federal govern-
ment seems to be the only entity in a position to address such
key issues as the growing legion of people without health in-
surance and the challenge to maintain quality of care in a
high-priced, competitive environment. It probably will re-
quire both federal and state governmental entities to address
the anticompetitive features of medical scope of practice
laws. These laws undermine the potential cost savings that ac-
crue when functions legitimately migrate from more expen-
sive to less expensive providers.

The behavioral health care sector of the marketplace will
likely remain carved from general health care. There will be
increased battles over migration of functions within behav-
ioral health care. Because psychotherapy essentially has
become a nonphysician activity, it has been unimpeded by
medical barriers to migration of function. Health plans,
through their managed care contracting systems, have caused
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psychotherapy to move to a shared doctoral and subdoctoral
activity. Medical associations will oppose extending prescrip-
tion privileges to psychologists, and medical scope-of-practice
laws will further impede this migration in function. Similar
migration-of-function battles will become more frequent and
intense within the behavioral segment of the health care con-
tinuum. This will make it hard for behavioral health care prac-
titioners to organize along multidisciplinary lines in order to
engage in direct contracting with purchasers and to resist re-
imbursement compression. Significant disciplinary differ-
ences and conflicts will have to be overcome, or MHBOs will
continue to be the integrators of the different disciplines in
behavioral health care.
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Clinical psychology has always maintained a fascination
with technology. Unlike many other health professions, clin-
ical psychology emerged from a discipline that was deeply
rooted in the scientific laboratory, and early twentieth-
century behaviorists such as J. B. Watson and B. F. Skinner
relied upon laboratory instrumentation and measurement
technology both to stimulate their ideas and to enrich and
support their contributions to the field. Meanwhile, it is easy
to overlook the fact that consumers of applied psychology
have always been intrigued by the trappings of technology in
the guise of promoting mental health. Witness the popularity,
both in Europe and in the United States, of Anton Mesmer,
the charismatic Austrian physician, and his pseudoscientific
approach to curing a wide range of psychological and physi-
cal complaints using a mythical spiritual fluid called “animal
magnetism.” Blending hypnotism and medicine, Mesmer
asked patients to hold onto electric wires that had been in-
serted, together with magnets, in a large tub of water, while,
dressed flamboyantly in flowing purple robes, he moved
around the tub, dancing, chanting, and putting the patients
into deep curative trances (Cushman, 1995).

At a more mundane level, no doctoral student or clinical
psychologist working in an academic institution in the 1960s
and 1970s can forget using typewriters to write multiple
drafts of dissertations, professional papers, and research
articles, relying on hand calculators to compute most statisti-

cal analyses, or, eventually, lugging IBM cards to mainframe
computers for more prodigious analyses. What has changed,
of course, is the sophistication of the available technology
and its widespread availability to working psychologists, as
well as to the public.

The advent of the widespread adoption of technology by
clinical psychology came with the personal computer in the
1980s and proliferated with universal access to the Internet in
the following decade. There were, of course, a few clinicians
who made noteworthy use of mainframe computers in clinical
practice long before this time. The earliest software program
that could be used for a computer and a person to engage in a
therapeutic discussion using ordinary language was created
by Joseph Weizenbaum at MIT in 1966 and dubbed ELIZA.
Intended more as an experiment in artificial intelligence than
as an attempt to devise a talking therapist, ELIZA could an-
swer questions. The first part of Weizenbaum’s program ex-
tracted information from material typed into it by the patient;
the second part used a script that formulated an appropriate
reply. The computer program might be viewed as a primitive
Rogerian therapist, kind, nonjudgmental, and simplistic, but
realistic enough that people would “forget” that they were in-
teracting with a machine. Another experiment in creating a
software program that could conduct psychotherapy was initi-
ated by William Colby at about the same time (Colby, Watt, &
Gilbert, 1966). Although Colby and his colleagues hoped that
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their program might eventually serve as a low-cost provider of
psychotherapy in hospitals and mental health centers but ex-
pressed reservations about its efficacy, Weizenbaum retained
considerable misgivings about the ethics of using a computer
to substitute for a respectful, caring human being as a psy-
chotherapist (Bloom, 1992).

Technology Usage by Clinical Psychologists

In many ways it is a shame that the computer entered the psy-
chology field as a psychotherapist, since that is among the
most difficult and controversial activities that it might perform
(Bloom, 1992). With the exception of a few adventurous psy-
chologists, there appears to be a significant lag between the
advent of technology in everyday life and the use of technol-
ogy by the practicing clinical psychologist. According to
Kemenoff (1999), the primary use of computers in clinical
practice appears to be for administrative and clerical purposes.
McMinn, Buchanan, Ellens, and Ryan (1999) recently con-
ducted a survey of 420 American Psychological Association
(APA) members in clinical practice (out of 1,000 possible re-
spondents) regarding their use of and attitudes toward the im-
plementation of technology to assist their office practices.
McMinn et al. divided technological advances into three tiers
based on level of advancement. The first wave consists of tools
for keeping records and maintaining an office more efficiently
and includes devices such as fax machines, photocopiers, and
computerized software for billing purposes. The second wave
refers to current tools that directly affect patient care, such as
computer applications of test administration and interpreta-
tion, and adjunctive computerized educational programs to in-
crease self-esteem or reduce drug and alcohol use. The third
wave represents more emerging technologies, such as video-
conferencing and using virtual reality programs for overcom-
ing phobias. The authors were surprised to find that computer
usage in office practice had not increased appreciably since a
comparable survey by Farrell (1989) a decade earlier. A ma-
jority of respondents employed computers to assist in patient
billing, but only a minority used computers fairly or very often
for test scoring (26%), test interpretation (20%), maintaining
patient records (22%), and more esoteric applications such as
teleconferencing for psychotherapy (.2%) or virtual reality for
treating anxiety disorders (.2%). By far the most common
“technological” practices were consulting with colleagues on
the telephone (95%) and providing crisis intervention on the
telephone (96%).

The lag in adopting available technological tools to assist in
clinical practice is accompanied by—or perhaps affected by—
the respondents’ concerns about the ethics of such behavior.
Significant numbers of psychologists were concerned about

the confidentiality implications of, for instance, using the
computer to store patient records or a fax machine to forward
confidential records. Providing direct clinical services on the
Internet seemed fraught with ethical concerns, as did provid-
ing regular psychotherapy on the telephone (although adjunc-
tive telephone therapy, as in crisis intervention or screening,
seemed to be acceptable). A majority of psychologists (60%)
thought that the adoption of therapy via computer was pro-
bably unethical, an opinion seemingly based not only on
confidentiality considerations but also on “reticence to em-
brace technologies that usurp or supplant the therapeutic rela-
tionship” (p. 169). In short, third-wave technologies raised
the most concerns, and second-wave technologies raised
more concerns than first-wave technologies. The unfamiliar is
suspect.

One might argue that change in the field of psychology pro-
ceeds at a glacial pace, but one cannot apply that argument to
the availability of technology that promises (or threatens) to
impact current practice in the field. The real hazard in writing
this chapter is that the content will become obsolete upon the
date of publication. Thus, we are more interested in exploring
the issues than in reviewing available software and hardware.
The fact is that all sorts of technological gadgets and programs
are becoming available for streamlining the office practice of
clinical psychology, ranging from computerized billing pro-
grams to automated test scoring systems to hi-tech relaxation
chairs. Rather than describing the kinds of products that can
currently be found in a good mail-order catalog from a re-
spectable mental health vendor, we will focus on what seems
to be most germane to the practice of clinical psychology and
divide the chapter into three broad areas: (a) technology in the
education and training of clinical psychologists, (b) technol-
ogy in supervision and consultation, and (c) technology in
psychological assessment and treatment.

TECHNOLOGY IN EDUCATION AND TRAINING

In a recent invited address to the APA, Diane Halpern, winner
of an Award for Distinguished Career Contributions to Educa-
tion and Training in Psychology, noted that changing the uni-
versity is like changing a cemetery: You don’t get help from
the inhabitants (Halpern, 1998). Nonetheless, with or without
the sanction and blessing of faculty and students, technology-
mediated instruction has taken the university by storm.

The history of computer-assisted instruction, first attempted
using time-sharing computers in the 1960s, has been clearly
described by Linda Harisim and her colleagues (Harasim,
Hiltz, Teles, & Turoff, 1995). Communication took place over
dumb terminals connected to mainframe computers or dial-up
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telephone lines. In 1969, the U.S. government experimented
with dedicated telephone lines for data exchange by construct-
ing the Advanced Research Projects Agency Network
(ARPANET) to connect researchers with remote computer
centers to share resources. It was not long before these re-
searchers wanted to exchange messages with one another about
their projects. The electronic mail (e-mail) function was born
and became immensely popular. Other communication net-
works (e.g., USENET, BITNET, CSNET) followed, still pre-
dominantly connecting researchers and scientists. Eventually,
the Internet, a global network of networks, supplanted these
individual efforts.

Murray Turoff is given credit for designing the first com-
puter conferencing system in 1970 (Hiltz & Turoff, 1978).
Today there are many conferencing systems available that sup-
port not only the discussion feature but other, more sophisti-
cated features as well, including personal messaging and audio
and video capability. Bulletin boards, common spaces for post-
ing messages over the computer, were developed in the late
1970s (Sterling, 1992) but did not proliferate until a decade
later. Both of these functions are at the heart of the implemen-
tation of computer networks for training and education.

Computer conferencing systems were applied to course ac-
tivity in higher education in the 1980s and remain a prominent
feature of online education today. According to Harasim
(1998), there are three major applications of computer con-
ferencing technology in education: (a) as the primary teaching
mechanism for one or more courses, (b) as an enhancement to
traditional face-to-face courses, and (c) as a forum for discus-
sions and information exchange with peers and experts and a
means of accessing online resources.All of these variants have
found their way into the training of clinical psychologists.

The use of the Internet has been well integrated into
higher education at the present time and augurs to increase.
Almost every institution of higher learning has incorporated
some aspects of the new technology into its curriculum deliv-
ery system. Most universities and training institutions of
clinical psychologists still rely on traditional methods of
face-to-face education, and there is doubt among many that
computer networks can replace the personal touch in training
students in the more interpersonal skills of the psychologist.
Most institutions use computer networks as an adjunct to
more traditional classroom experiences. Some assignments
or the occasional course might be offered online, where dis-
cussion can run more freely and library resources are more
available. In other schools the online environment is fully
integrated into the curriculum and plays a major role in the
delivery of education.

The Fielding Institute, Union Institute, Walden University,
and Saybrook Institute are among the few major graduate

institutions that have, for several decades, been training stu-
dents who are dispersed from one another and from the insti-
tution itself to become clinical psychologists. They represent
what has historically been known as “distance education.”Ac-
cording to the U.S. Congress for Technology Assessment, dis-
tance education refers to “linking of a teacher and students in
several geographic locations via technology that allows for in-
teraction” (Daniel & Stevens, 1998, p. 162). However, many
distance learning institutions that have come to adopt a strong
online presence were functioning prior to the Internet by rely-
ing upon individually directed study, mail, the telephone,
and/or infrequent residential sessions for contact between stu-
dents and instructors. They usually established a distance edu-
cation model in order to provide an educational opportunity
for a group of geographically dispersed students, such as
midlife, midcareer professionals who could not easily give up
their family and work responsibilities in order to move to a
campus-based institution for a lengthy period of time.

It is important to clarify that there is a difference between
distance education and computer-networked education. Ad-
herence to a distributed model of training does not necessarily
imply the adoption of an online teaching environment. Dis-
tance education flourished long before the advent of the per-
sonal computer (Maehl, 2000). Distance education institutions
have not necessarily embraced online learning, but when they
have done so, the transition to a communication-based tech-
nology has often gone more smoothly because of the overlap
of values and skills required to succeed in the setting.

More recent entrants into the online education field include
Capella University, which offers a totally online degree pro-
gram in clinical psychology; the American Schools of Profes-
sional Psychology, which is developing an online presence
through Argosy Online, started in 1999; and the University of
Phoenix, which offers a host of academic programs and con-
tinuing education courses online. The Fielding Institute,
which has the only distributed APA-accredited PhD program
in clinical psychology, uses a blended model, which relies on
a combination of distance activities and residential activities.
Students come together for national and regional sessions with
faculty and one another and participate in face-to-face semi-
nars, colloquia, and other learning activities at those times.
They also participate in monthly residential “cluster groups”
led by core faculty who are distributed throughout the United
States. The computer augments the educational experience
rather than defining it. Students and faculty communicate reg-
ularly via e-mail (an increasingly common practice in more
traditional schools as well), access bulletin boards for course
and institutional information, deliberate online in faculty and
committee meetings, and have the option of taking or offering
several of their courses online.



536 Role of Technology in Clinical Psychology

Fielding’s approach to incorporating online coursework
into the clinical psychology curriculum is illustrative of
creative efforts currently being conducted by many other aca-
demic institutions. By and large, courses are offered as asyn-
chronous online seminars, although students have the
opportunity to select face-to-face seminars and tutorial op-
tions to taking courses online. The asynchronous format has
the advantage of allowing students to participate in a class
whenever and wherever they wish, within the time con-
straints and requirements of a particular course. It is also true
that various faculty are experimenting with real-time teach-
ing aids, including chat rooms and audio and visual displays.
Each “class” is limited to about eight students, so there is
ample opportunity for online discussion. Students post as-
signments and papers on an electronic forum and respond to
one another’s work with both critical feedback and motiva-
tional support. Over time a clear set of norms has developed
in order to maximize the use of the electronic medium for
academic coursework. The norms include clear deadlines for
work, the types of messages that are appropriate and inappro-
priate, the number of log-ons required per week, and the role
of the instructor in terms of facilitation, modeling, and struc-
turing boundaries (Stevens-Long & Crowell, 2002).

Learning Outcomes of Online Education

At this point in time, there are no definitive outcome data that
allow us to argue for the superiority of online learning to
classroom learning. There are some studies accumulating that
find online classes, that is, courses that use computer net-
working as the university classroom, to be at least as effective
in producing learning outcomes, as measured by exam scores
and student feedback, as the traditional classroom. One re-
cent study reported better examination performance from stu-
dents taking a web-based introductory psychology course
than those taking a traditional lecture course and attributed
the findings to the fact that online sections force students to
interact with the course material (Maki, Maki, Patterson, &
Whittaker, 2000).

There is also an emerging literature on the dynamics of
online groups and how they are similar to and different from
face-to-face work groups or therapy groups (see, for exam-
ple, Sproul & Kiesler, 1991). One consistent advantage of
online groups is that the lack of social and visual cues that
characterize the asynchronous learning environment helps to
level the playing field for students: quiet and reserved stu-
dents in traditional classes are often equal participants in on-
line classes; gender and ethnicity diminish as concerns of
engagement. Moreover, evidence suggests not only that stu-
dents learn the course content as well as they do in traditional

classrooms, but that a significant amount of metalearning
takes place. Students learn how to communicate in writing,
how to give and receive feedback sensitively and effectively,
how to manage time and collaborate, and how group dynam-
ics evolve over the course of time.

As universities and training institutions scramble to keep
up with the onslaught of Internet-based distance education,
there are scant data available to offer guidance to what works
and what does not work. A recent report produced by The In-
stitute for Higher Education Policy, funded by the National
Education Association (2000), offers benchmarks for suc-
cess. The following ingredients are distilled from those that
were determined to be essential for quality education over the
Internet:

• A reliable, optimally fail-safe technology delivery sys-
tem with a well-supported and maintained centralized
infrastructure.

• Clear guidelines and faculty-student agreement regarding
times for completion of assignments and faculty response,
including timely, constructive feedback to students.

• The development, design, and delivery of courses based
on clear guidelines regarding minimal standards, with the
selection of technology used to deliver the course content
determined by desired learning outcomes.

• Courses designed to require students to demonstrate the
skills of analysis, synthesis, and evaluation and the meth-
ods of effective research.

• Facilitated interaction among students and between stu-
dents and faculty.

• Students prepared to participate on the basis of self-
motivation, commitment, and access to the technology
requirements.

• Student access to electronic libraries on the Internet and
training to obtain the necessary information.

• Student and faculty access to adequate technical assis-
tance and training prior to and during the courses.

Pedagogy

Electronic teaching developed from advances in communica-
tion technology, not from innovative changes in pedagogy
(Stevens-Long & Crowell, 2002). This fact has profound im-
plications for identifying a suitable place for technology in the
training and education of clinical psychologists. Generally
speaking, educational institutions that experiment with the
incorporation of sophisticated technology into their training
programs do so within the context of their dominant pedagog-
ical principles and historical attitudes toward education.
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When that pedagogy relies upon the authoritative expertise of
the instructor, who disseminates knowledge and information
to relatively passive students using lectures supported by
audiovisual aids, that same pedagogy is transposed to the
electronic environment. In that context, instructional materi-
als would be presented to the student online in the form of
lecturettes (either in real time or in archived video form),
which the student downloads and provides evidence of ab-
sorbing through the completion of exams or papers. These
measures of competence might take the form of responding to
a set of exam questions on a website or writing a term paper
and submitting it to the professor by e-mail. The professor
evaluates the material, perhaps provides some feedback, and
the student receives a grade in the course. Thus, reliance on a
prevailing educational paradigm in the guise of computer-
mediated coursework means that face-to-face instructional
practices (and distance learning by correspondence) are now
being replicated in a new medium. However, this may not be
the best and most effective use of the online environment.

In one study, 176 teachers were surveyed regarding differ-
ences and similarities between teaching online using com-
puter networks and teaching in the traditional classroom
(Harasim & Yung, 1993). Ninety percent of the respondents
articulated the following kinds of differences characteristic
of the online experience:

• The teacher becomes a facilitator and mentor.

• Students become active participants in discussion.

• Students and faculty have more access to resources.

• Students become increasingly independent.

• Students develop more equal learning opportunities with
significantly more group interactions.

• Learning and teaching become more collaborative.

• Teachers and students operate more as equals with less
hierarchy.

• Students have more time to reflect on ideas and exchange
ideas.

Such statements suggest that computer-mediated commu-
nication technology has the potential to radically alter the
graduate training experience. We would argue that to take full
advantage of the opportunities of communication technology
for training purposes implies significant shifts in thinking
about educational pedagogy. Michael Schrage (1990) sug-
gests that we need to shift our thinking from viewing tech-
nology as a means of managing information to regarding
technology as a medium of relationships. As Schrage puts it,
“Technology is really a medium for creating productive envi-
ronments” (p. 67). Technologies can be effective if they are

designed to empower students’ engagement with the learning
process and collaboration. Computer networks lend them-
selves well to the training of clinical psychologists, moving
students beyond simply assimilating information to engaging
in a “community of practice” (Brown & Duguid, 2000). This
is what accreditation agencies refer to as “professional so-
cialization,” an enculturation process that extends beyond the
warranting or credentialing function of psychology training
programs.

Implications for the Future

It appears that networked learning needs to be part of a larger
strategy to reconceptualize education and build learning orga-
nizations and a knowledge society (Senge, 2000). The status of
the university as the core training site for clinical psychologists
is threatened by the possibility of creating an international uni-
versity without walls enabled by communication-mediated
technology. The debate about the future form and function
of the university promises to be ferocious (Noam, 1995;
Tehranian, 1996). Building training programs to grow tomor-
row’s psychologists and meet the continuing education needs
of today’s psychologists will require principled design that
focuses on collaboration rather than competition; reflective
thinking (Schon, 1987); and active self-directed learning that
includes creative, real-world problem-solving.

Cynthia Belar, chief of APA’s Education Directorate
(1998), has recently noted that psychology seems to be slip-
ping behind other disciplines in the adoption of telecommuni-
cation and computer-based learning programs. The trick is to
determine what aspects of clinical training can be automated
and which require extensive faculty time and attention. For
instance, there is no reason why certain core courses, those
that stipulate a standard curriculum, cannot be offered on
CD-ROM and other self-paced learning programs that stu-
dents can master individually (or in groups). This could extend
to the core clinical service curriculum as well, perhaps includ-
ing interviewing skills, mental status exams, test administra-
tion, and some intervention principles. Belar suggests adding
a virtual reality component to training graduate students in
skill development in assessment and intervention. In this way,
the public is protected from inexperienced therapists and as-
sessors who are low on the learning curve. It may also mean
that there will be greater cooperation among institutions and
training programs, which might share programs easily, be-
cause space and time would cease to be mitigating factors.

In sum, we agree with Dede’s (2000) futuristic vision of a
gradual erosion of the distinction between distance education
and classroom-based education to a model that negotiates a
balance between the two approaches based on the particular
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subject matter, group of students, and learning objectives.
It will be an ongoing challenge to design effective learning
environments that are responsive to the changing face of
educational institutions, as training programs seek to respond
appropriately to a clientele that is demanding increasing flex-
ibility due to issues of work, age, geography, and experience.
Thus, we will need to know how each interactive medium
shapes the cognitive, affective, and social interactions of
participants.

TECHNOLOGY IN SUPERVISION
AND CONSULTATION

A number of individuals and institutions have explored the
application of computer technology to supervising or training
clinical psychology students or mental health practitioners in
clinical skill acquisition. One is a software tutoring system
for helping develop entry-level family therapy skills called
The Therapist Education and Supervision System (TESS;
R. C. Smith, 1996). Another is a self-instructional, video-
based package that has been successfully used to teach basic
clinical interviewing skills, including the ability to ask open-
ended questions, paraphrase content, reflect feelings, and
engage in confrontation (Carter, 1997).

Atime-honored supervision and training method, the group
case presentation, has been modified using computer software
(Homrich, 1997). Group Support Systems (GSS), a computer-
ized method of facilitating work-group tasks, was used to
structure the psychotherapy case presentations and was com-
pared with a more traditional format. The discussions using
GSS yielded higher levels of participation, greater trainee sat-
isfaction, a higher level of perceived quality of interaction, and
superior learning.

Janoff and Schoenholtz-Read (1999) have introduced
web-based collaboration into the clinical training and super-
vision of clinical psychology students. The core components
of their group psychotherapy training model include theory
presentations, experiential work on group leadership facilita-
tion, and clinical case consultations. They blend face-to-face
meetings between students and faculty supervisors with
online posting of documents and threaded conversations on a
discussion forum.

Telehealth

The introduction of online supervision of graduate students
within a psychology training program is but part of a larger
domain, called telehealth, which supports a variety of health-
related activities, including providing psychological and

medical supervision and consultation at a distance. One recent
source defines telehealth as “the use of telecommunications
and information technology to provide access to health as-
sessment, diagnosis, intervention, consultation, supervision,
education and information across distance” (Nickelson, 1998,
p. 527).

The number of papers associated with telehealth has grown
rapidly over the last decade, as has the number of telehealth
programs. The first telehealth program opened at the Univer-
sity of Nebraska in 1959. In 1994, there were 17 telehealth
programs; by 1995, there were 50 (Telemedicine Information
Exchange, 2000). Since 1995, mental health has become
one of the most important telehealth applications, with a vari-
ety of activities, including use of websites, telephones, e-mail,
online videoconferencing, store and forward applications,
virtual reality, and information transmission from peripherals
and tests (Jerome et al., 2000; Rothchild, 1999; Stamm, 1998,
2000). The role of psychologists in this emerging and varied
market has yet to be determined (Jerome et al., 2000; Stamm,
1998).

Supervision and consultation are common and can include
activities such as specialists supervising generalists, doctoral-
level psychologists supervising midlevel or paraprofessional
caregivers, supervision for licensure, and peer-to-peer super-
vision to prevent burnout and vicarious or secondary trauma
(Stamm, 1999). An extension of supervision and consultation
is professional-to-professional consultation, in which the pri-
mary care provider introduces the patient to an expert at a dis-
tant location. As patients become more comfortable with the
technology and, particularly, with the provider at the remote
location, there is a decreasing need for two professionals. For
example, a teacher or principal in a rural school might initiate
the relationship between his or her student and a distant
school psychologist. As the student gains confidence in the
relationship, he or she may meet directly with the remote pro-
fessional with only modest technical assistance to begin and
end the session.

Telehealth is increasingly common in correctional settings,
linking inmates with their families to improve family function
and to speed reintegration into the community (Magaletta,
Fagan, &Ax, 1998). Similarly, telehealth is used with families
who are separated by institutionalization for serious mental
illnesses (Stamm, 1998). Telehealth also supports the mental
health of caregivers, by reducing the effects of isolation, such
as burnout and compassion fatigue, and restoring competency
and positive control (Stamm, 1999; Terry, 1999).

Because of reductions in cost and technological difficulty,
the choice to participate in a telehealth system can be made by
small organizations, by individual providers, and even by
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consumers. This allows patients to play an ever-expanding
role in selecting their own health care.

Telehealth distributes control for care to a larger circle of
people than has heretofore been common. At the same time,
there is a digital divide that augments health disparities. In-
come is a major predictor of accessing the Internet (National
Telecommunications and Information Administration, 1999),
and the divide between rich and poor is increasing in severity:
the gap between the highest and lowest income widened 29%
between 1997 and 1999. Whites are more likely to have Inter-
net access than any other racial group, and urban areas are
more likely to have access than rural areas (National Telecom-
munications and Information Administration, 1999).

Models of Training and Supervision

Binder (1999) has argued persuasively that interactive com-
puter technology can significantly alter and improve training
and supervision in therapy technique. He distinguishes be-
tween “declarative knowledge” and “procedural knowledge.”
Declarative knowledge relates to how therapists employ
“working models” to organize clinical information and ascribe
meaning to it, draw on clinical data from previous and current
experiences, and use theoretical concepts to organize the data.
Beginning therapists have relatively unformed, primitive
working models; over time, new information and conceptual
knowledge become integrated with previous experiences. De-
clarative knowledge becomes transformed as the novice even-
tually becomes an expert. Historically, according to Binder,
students obtain declarative therapeutic knowledge through
course work and direct supervision, in which the supervisor of-
fers suggestions and points out missed opportunities and poor
decision-making from clinical sessions that have already taken
place. Increasingly, therapy treatment manuals are available to
help students acquire declarative knowledge in more precise
ways.

However, how does an inexperienced clinical psychologist
learn when and how to implement theories and concepts of
practice? One does not learn to ride a bicycle by reading and
talking about it! This is where procedural knowledge comes
in, the application of declarative knowledge to real-work situ-
ations, what Donald Schon (1987) described as “knowing-in-
action.” As Binder (1999) puts it, “The competent practitioner
is capable of constructing a working model of a problem
situation that effectively guides problem-solving behavior”
(p. 711). Whereas declarative knowledge may be learned from
didactic experiences, including progressively sophisticated
treatment manuals, procedural knowledge requires the active
involvement of the learner, who is exposed to a “prearranged

sequence of progressively more complex clinical problems,
knowledge and methods” (p. 715). Supervision based on
therapy audiotapes or videotapes does not afford this level of
controlled learning. However, the simulation of real clinical
experiences, based on structured sequences of events, can
now be captured using interactive, multimedia computer tech-
nology, providing the student with guided interactive practice
with immediate feedback.

At this point in time, developments are under way to im-
prove this technology. Engen, Finken, Luschei, and Kenney
(1994) and Maple (as cited in McMinn, 1998) have designed
interactive videodisks that offer psychology students choice
points during simulated psychotherapy sessions. Each choice
point invites an action and an outcome, which can be used for
learning purposes. So-called expert system-based, computer-
assisted training programs (ESCATs) are also proliferating.
They draw on artificial intelligence technology to model the
decision-making processes of experts within specialty fields.
Thus, the Rorschach Trainer (McMinn & Scanish, 1996)
helps students learn Exner’s Comprehensive System for scor-
ing the Rorschach on their own, and an ESCAT designed by
Todd (1996) helps students learn how to diagnose eating
disorders.

Technology and Research Training

We would be remiss not to include some commentary regard-
ing technological developments in research training and
application as pertaining to the practice of clinical psychol-
ogy. In this context we will briefly describe four general ap-
plications of computer-enhanced communication to research
activities, as opposed to more technical advancements in
measurement technology and data analysis. First, research
training, as part of the curriculum, can also take place over the
Internet. One pertinent example is the online teaching of sta-
tistics, a content area that requires a great deal of individual
tutoring and practice. Many statistics texts now come with
software for acquiring mastery of data analysis concepts and
applications, and there are sophisticated training programs
available through vendors such as SPSS and SYSTAT. These
programs typically take a modular approach and include ex-
posure to concepts and provide problem-solving experience
with detailed feedback until the student meets the criteria for
competence. Saba and Hodges (2002) regularly teach a popu-
lar graduate-level course in statistics to clinical psychology
students online. It is a multimodal approach that includes
group discussion, individualized exercises, and a chat room
in which students can see, work on, and confer about statisti-
cal problems while receiving real-time consultation and
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feedback from the instructor. Other examples of teaching sta-
tistics online can be found in Harasim et al. (1995).

Second, psychologists are now engaged in trying to un-
derstand the impact of technology on human behavior and
attitudes. Consequently, there is a growing literature on the
influence of cyberspace on personality (Pratt, 1995). More-
over, the Internet is quickly becoming a viable new labora-
tory for experimentation and a wonderful environment for
studying psychological concepts such as collaboration, ag-
gression, leadership, friendship, romance, and group behav-
ior (Wallace, 1999).

Third, we are all aware that the research dissertation (and,
for that matter, much of university-based research) has his-
torically been oriented around obtaining data from under-
graduate psychology students at the university that the
student researcher is attending. Research in clinical psychol-
ogy cries out for real-world application, and the opportunity
to capitalize on computer-based communication methods is
notable. It now becomes much easier for psychologists in dif-
ferent parts of the world to collaborate on research projects
not only by communicating via e-mail but also by instanta-
neously sharing data and research records with one another.
Multisite research becomes convenient and economical, a
particular benefit for researchers without access to major
funding or alternative resources. Faculty and students in dif-
ferent areas can each collect data on the same phenomenon
and readily share their findings, thus claiming a truly repre-
sentative and heterogeneous sample. The Internet also be-
comes a viable means of data collection. Participants who
share a particular characteristic or interest can be sought and
accessed through listservs, news groups, chat rooms, or
search engines. The same scales or surveys can be distributed
readily to many more people than can practically be reached
face-to-face, and responses can be simply—and anony-
mously—returned and data downloaded and analyzed auto-
matically by the researcher. In effect, the Internet becomes
an entry point for global access to a mother lode of rich and
diverse real-world research data. This fact has not been lost
on the American Psychological Society, which maintains a
listing of Web-based studies on its home page (Jerome et al.,
2000).

Finally, the world of electronic publishing is exploding.
Within the profession of clinical psychology, it becomes in-
creasingly possible to disseminate papers and articles to
peers and students using the Internet. Jerome et al. (2000)
have recently discussed how technological changes are
affecting the editorial review process of psychology journals.
Electronic journals are still in their infancy but are certain to
multiply in the near future. Martin Seligman, former APA
president and highly regarded spokesperson for clinical

psychology, led the way in 1998 by inaugurating the publica-
tion of the electronic journal Prevention and Treatment under
his editorship.

TECHNOLOGY IN PSYCHOLOGICAL
ASSESSMENT AND TREATMENT

Public Use of the Internet for Education
and Psychotherapy

The Internet is currently being used by the public to obtain
counseling and psychotherapy both in self-help form and
from licensed professionals. As of 1999 there were over
28,000 newsgroups on the Internet (Fink, 1999), and many of
these have a focus of sharing and responding to specific types
of psychological problems. There are online groups for every
conceivable type of shared interest or problem, ranging from
infertility to financial setbacks.

Virtual support groups have multiplied by the ease at which
they can be created using listservs. The popularity of many of
these online support groups is astounding. This should come as
no surprise because the market for self-help books and video-
tapes has been huge for many years and online groups can be
viewed as a more technological iteration of the same need. As
might be anticipated from self-help groups, responses are
uneven in quality, often validating, but not necessarily wise or
insightful.

People who might not otherwise seek treatment or
possess accurate knowledge regarding mental health issues
now have a wealth of information and access to resources
readily available. Search engines are a rapid vehicle for locat-
ing useful information and dialogue on health promotion and
health maintenance. Widespread access to information, which
is what the Internet offers, can help demystify psychology,
which for many remains an esoteric discipline. For others the
possibility of revealing deep secrets online seems safe, since
the home computer coupled to the Internet allows the oppor-
tunity to hide in anonymity. In this regard, there is empirical
evidence available to suggest that there is therapeutic value in
personal, diarylike writing about traumatic events and per-
sonal frustrations (Pennebaker & Beall, 1986; Pennebaker,
Colder, & Sharp, 1990).

One can also be concerned about the limitations of non-
professional help for serious mental disorders. There is rea-
son to believe that vulnerable people do express suicidality in
cyberspace (Baume, Rolfe, & Clinton, 1998) and suicidolo-
gists are concerned about the so-called Werther effect, which
refers to the potential for distressed individuals to become
suicidal through social learning, contagion, imitation, or
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suggestion, processes that can easily be facilitated by elec-
tronic newsgroups.

Some professionals have noted that many consumers are
using contacts with anonymous others on the Web as surro-
gates for significant others in daily life. It is quite easy to con-
struct a “virtual community” in cyberspace. How do these
communities function like psychotherapy, and, more impor-
tantly, are they a threat to the professional practice of psy-
chotherapy? Moreover, if they are, what negatives arise from
the threat, and what might that threat produce that is positive?

It could be said that we have been here before. The advent
of the telephone certainly made it possible to be connected to
others at great distance. However, there are differences.
Miller and Gergen (1998) have noted eight of them:

1. The Internet allows for immediate contact with large num-
bers of individuals who share a specific problem.

2. Numbers of contacts and geographical distance do not
influence the cost, which is low.

3. Bulletin boards and e-mail provide the option of asyn-
chronous communication, allowing ample time for reflec-
tion and reply. Telephones do not.

4. It is elementary to maintain a written record of online
communications.

5. The lack of social markers, such as age, gender, ethnicity,
and physical appearance, reduces the risk of prejudice in
communications.

6. The sheer scope of the Internet allows for a wide array of
opinions from individuals from very different walks in
life.

7. The medium offers anonymity.

8. Communications tend to be two-way, and recipients of
help can easily shift into the role of helpers.

Miller and Gergen (1998) conceived an elegant study of
tracking conversations across one Internet discussion group
(chat room) for a period of 11 months to explore the similarity
between the conversations that take place online with those
more characteristic of traditional psychotherapy. As an exem-
plar they chose a discussion group on suicide from an Issues
in Mental Health forum. They divided the discourse among
participants into five domains: (a) help-seeking interchanges,
(b) informative interchanges, (c) supportive interchanges,
(d) growth-promoting interchanges, and (e) punitive inter-
changes. They discovered that punitive interchanges were
rare, informative interchanges were moderately available,
and supportive interchanges were very common. Participants
provided sympathy and encouragement, validated one an-
other’s experiences, offered helpful (and nonhelpful) advice,

and even asked provocative questions. However, they rarely
provided the interpretations, reflections, reframing, and meta-
commentary that we associate with experienced psychothera-
pists. Thus, the authors concluded that Internet discussion
groups are useful for helping others help themselves and have
therapeutic potential, but that the field of professional psy-
chotherapy is probably safe from this competition because it
promises to offer a level of reflective understanding rarely
seen in cyberspace self-help groups. They suggest that the real
challenge ahead for clinical psychology is how to effectively
combine the power of the Internet with what we have tradi-
tionally been trained to do face-to-face.

Professional Use of the Internet

Russ Newman (2000), executive director of the APA, recently
declared in the Monitor on Psychology that

We have an opportunity to be a preeminent profession within the
Internet culture . . . the question is not simply whether health ser-
vices should be delivered via the Internet, but rather what services
under what conditions can be effectively delivered through the
Internet or other telecommunications technologies. (p. 24)

Professional mental health workers, including psycholo-
gists, have discovered the Internet as a business opportunity.
The first for-profit psychological practice that is administered
by professionals on the Internet goes by the name Shrink-Link
(Binik, Cantor, Ochs, & Meana, 1997). A standard procedure
is for clients to post questions online to an expert panel and
receive an e-mail response within 24–72 hours, together with
a bill for services. There is even a Directory of Internet
Psychotherapists (Ainsworth, 1997) who practice what is
commonly called “cybertherapy.” Fee setting is innovative
because session time takes on a whole new meaning in
cyberspace. Thus, charges either accrue per minute of re-
sponse time ($1.50–$2.00 a minute is typical) or per e-mail
($20.00–$25.00; Fink, 1999). Patients approach therapists
online for either single interactions, in the same way that they
might write Dear Abby, or multiple contact. Is this psy-
chotherapy? Probably not in terms of how most psychologists
define the term, but reports suggest that customer satisfaction
is high (Fink, 1999), and it is accessible to individuals who
have physical disabilities or who live in remote areas.

It seems evident that there will be an increasingly creative
use of the Internet to provide psychological services in the
near future. Online group psychotherapy (Colon, 1999) and
crisis intervention (Wilson & Lester, 1998) are just two recent
innovations. This growth will be accompanied by the need to
resolve concerns raised by the professional community, such
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as concerns about confidentiality (Pope & Vetter, 1992) and
cross-jurisdictional licensing and accountability. Fundamen-
tally, should the provider of care be licensed in the state
where the care originates or the state to which the care goes?
(Nickelson, 1998)

Koocher and Morray (2000) surveyed state attorney gener-
als regarding the delivery of mental health services via teleme-
try and discovered no established standards across the states.
Rural states are more advanced than their urban counterparts.
Koocher and Morray predict increasing regulatory and legal
precedent and recommend that psychologists (a) assess their
competency in providing care through the medium, (b) con-
sult with their professional liability insurance carrier, (c) seek
consultation from their colleagues, (d) provide patients writ-
ten emergency procedure information, (e) inform clients of
the standard limitations and cautions regarding mental health
care as well as potential risks to privacy due to the technology
used, and (f) clearly inform patients what types of services can
be offered.

Computer-Assisted Assessment

Most applications of computers in clinical assessment are in
the areas of computerized assisted interviewing or in psycho-
logical test administration, scoring, and interpretation. This
discussion is limited to initial assessment in general practice.
The interested reader can find excellent and relatively recent re-
vues of computer applications in neuropsychological assess-
ment (Kane & Kay, 1997) and behavioral medicine (Werner,
1995). In addition, edited volumes are available on adaptive
testing (Drasgow & Oslo-Buchanan, 1999) and behavioral
health care management (Trabin, 1996).

Computerized interviewing began at the University of
Wisconsin. A group of researchers experimented with using
computers to collect medical history information directly from
patients (Slack, Hicks, Reed, & Van Cura, 1966).Although this
was labeled “interviewing,” it amounted to programming a
computer to administer a questionnaire. The branching logic
capabilities of the computer permitted questions to be pre-
sented contingent upon the responses to previous questions.
This was possible only to a very limited degree with pencil and
paper. The enthusiasm for this research found its way into tak-
ing psychiatric histories (Greist, Klein, & Van Cura, 1973;
Maultsby & Slack, 1971). Others attempted to collect and
report more comprehensive descriptive data such as patient
problem lists (D. R. Fowler, Finkelstein, Penk, Bell, & Itzig,
1987) and psychosocial histories (Giannetti, 1987).

In the early 1970s most clinicians had little or no knowledge
of computers. Many resisted the very idea that computers
might be used to collect data directly from patients. They
viewed computers as a dehumanizing hazard when applied to

any aspect of patient care. The early studies on computer-
administered interviews served to establish their credibility.
The majority of patients enjoyed responding to computer-
administered questionnaires and frequently preferred them to
clinician interviews (e.g., Angle, Ellinwood, Hay, Johnsen, &
Hay, 1977; Card et al., 1974; Lucas, 1977; Lucas, Mullin,
Luna, & McInroy, 1977), and the agreement between informa-
tion collected by computer and clinical interview was very high
(Carr, Ghosh, & Ancill, 1983; Grady & Ephross, 1977).

Other computer applications were based upon a formaliza-
tion of the clinical diagnostic interview. Clinicians would con-
duct an interview by following a structured interview schedule
and record their observations on rating scales and checklists.
Presumably, a structured interview process could yield more
complete and reliable data than an informal interview. The
data were then input into a computerized decision-tree pro-
gram that would make DSM-II diagnostic classifications. An
early example was the Current and Past Psychopathology
Scales (CAPPS; Endicott & Spitzer, 1972). The CAPPS data
were processed by a computer algorithm (DIAGNO-II;
Spitzer & Endicott, 1969) to yield one or more DSM-II diag-
noses. The authors found that computer diagnoses agreed with
clinicians’ diagnoses as well as clinicians agreed with each
(Fleiss, Spitzer, Cohen, & Endicott, 1972).

A number of other computerized structured diagnostic
interviews have been developed. These include the Diagnos-
tic Interview Schedule (DIS; Robins, Helzer, Croughan, &
Ratcliff, 1981), DTREE (First, Williams, & Spitzer, 1989),
Structured Clinical Interview for DSM-IIIR (SCID; Spitzer,
Williams, Gibbon, & First, 1990) and its successor versions,
and the Composite International Diagnostic Interview (CIDI;
World Health Organization, 1993). The DIS, CIDI, and SCID
have both clinician-administered and patient self-administered
capabilities.

Parallel with these developments, the computer was being
applied to the administration, scoring, and interpretation of
psychological tests. The first interpretive program was the
Mayo Clinic MMPI (Rome et al., 1962). This application, in-
tended for psychological screening of medical patients, pro-
duced a brief list of likely symptoms or characteristics. A
number of other researchers were working on more compre-
hensive interpretive systems at that time (e.g., R. D. Fowler,
1980). Commercial services for MMPI mail-in scoring and
interpretation emerged in the late 1960s and early 1970s. The
introduction of the microcomputer permitted practitioners to
have office-based testing systems (Johnson, Giannetti, &
Williams, 1978). These computers were still very expensive,
and the available software was limited.

The introduction of the desktop personal computer
changed everything. Computer-assisted testing became in-
dustrialized rather rapidly as new and existing assessment



Technology in Psychological Assessment and Treatment 543

companies entered the field. The number of available com-
puterized self-report tests increased geometrically. Scoring
and interpretive aids for clinician-administered intellectual
and projective tests soon followed. Today, the clinician can
select from a wide array of products.

Computer-based diagnostic interview programs vary in
their coverage of diagnostic classifications, and none of them
cover all possible diagnoses. The reliability and validity of
these interviews have been evaluated in several studies (e.g.,
Dreesen & Arntz, 1998; Peters & Andrews, 1995; Rosenman,
Korter, & Levings, 1997). Diagnostic agreement varies sub-
stantially by diagnostic category. If there is an advantage to
this approach in clinical practice, it would be in the structured
and reliable collection of data. The advantage does not lie in
diagnostic accuracy.

There is little doubt that computerized administration and
scoring of psychological tests is more convenient, faster, less
expensive, and less error prone than conventional administra-
tion and hand scoring. It is also advantageous to have data
electronically stored for other analyses. Studies mentioned
earlier established that most patients do not object to interact-
ing with a computer and many enjoy the process. Once we
get beyond these basic findings, however, matters become
decidedly more ambiguous.

Moreland (1987) observed that most assessment tools
available for computer administration were developed for
conventional administration: “Therefore, as a practical mat-
ter, one must be concerned that factors indigenous to comput-
erized administration, but irrelevant to the purposes of the
test, may alter test performance” (p. 32). He also noted that
that there had been little research on this matter. Fifteen years
later, Butcher, Perry, and Atlis (2000) reviewed available
studies on the equivalence of booklet and computer adminis-
tered tests. They found a substantial number of studies on the
MMPI/MMPI-2, including one meta-analysis of 14 studies
(Finger & Ones, 1999). They concluded that the two methods
of administration are psychometrically equivalent. However,
they found very few studies on tests other than the MMPI, and
some of those did show differences between administration
methods. Another review (Schulenberg & Yutrzenka, 1999)
presents good evidence for the equivalence of conventional
and computerized versions of the Beck Depression Inventory.
For any other tests that were developed and normed based
upon conventional administration, one cannot assume that
scores obtained from a computer-administered version are
equivalent to the original version.

Even with the MMPI and the BDI, for which group statis-
tics on equivalency are good, the practitioner should be aware
that other factors could conceivably affect the results for in-
dividuals. Schulenberg and Yutrzenka (1999) have argued
that recent studies indicate computer aversion can have an

effect on scores on measures of negative affect. Spinhoven,
Labbe, and Rombouts (1993) asked 343 patients admitted to
an outpatient clinic to volunteer for computerized assess-
ment, and 186 refused. Those who refused tended to be older,
female, less educated, and less experienced with computers
than those who volunteered. Those who completed the com-
puterized assessment tended to rate the experience positively.
Even within this group, sex, age, education level, and com-
puter experience correlated with attitudes toward the use of
computers.

Beyond administration and scoring, many programs are
on the market that provide computer-based test interpreta-
tions (CBTI) for, primarily, tests of personality. Evaluating
the validity of CBTIs is a very complex matter. Snyder
(2000) summarized many of the issues. The validity of the
instrument itself and the availability and quality of clinical
correlate information limit the validity of any interpretation,
whether it is generated by a computer or an individual clini-
cian. The decision rules used to generate narrative statements
are almost always proprietary and, hence, cannot be exam-
ined as part of any study. The sample in any given study is
likely to trigger only a subset of the available narrative state-
ments in the CBTI pool. Evaluation of the statements can
vary from global judgments about the entire report, to com-
ments on subsections of the report or individual statements.

Moreland’s (1987) review concluded that CBTI research
had produced mixed but generally positive results and was
well worth pursuing further. A more recent review of CBTI re-
search (Butcher et al., 2000) presents a grand total of four ad-
ditional CBTI studies in the 13 years since Moreland’s review.
Our search discovered one additional study on the MillonAdo-
lescent Personality Inventory (Rubenzer, 1992) and one on the
WISC-R (Tsemberis, Miller, & Gartner, 1996). Taken to-
gether, these newer studies would not alter Moreland’s original
conclusions. Despite their popularity, there are no adequately
validated CBTIs. The validities of CBTIs are essentially un-
known, and apparently there has been very little interest in
conducting validation studies.

A recent departure from the traditional CBTI approach at-
tempts to tie assessment more closely to treatment planning. It
is a computer program designed to implement Beutler and
Clarkin’s (1990) Systematic Treatment Selection (STS) model.
The software has a variety of features, including projection of
treatment course based on similar patients in its database,
graphs of the patient’s relative standing on assessed variables,
assessment of probable risk, and a list of the most pressing
problems. The distinguishing feature is the assessment of pa-
tient characteristics that have been empirically shown to pre-
dict differential responses to different interventions (Beutler &
Harwood, 2000), permitting the clinician to select treatment
strategies tailored to the individual patient.
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The four patient characteristics currently assessed using
the STS Clinician Rating Form (Fisher, Beutler, & Williams,
1999) are level of functional impairment; characteristic ways
of coping with stress, particularly externalization and impul-
sivity; traitlike levels of interpersonal resistance to external
influence; and current level of distress. As an example of the
implications for treatment selection, patients who cope with
stress by internalizing responsibility and blaming themselves
respond better to insight-oriented treatments. Patients who
cope by externalizing blame, by acting out, or by avoidance
respond better to behaviorally oriented treatments (Fisher
et al., 1999). The output identifies the patient’s likely coping
style and lists suggestions for interventions suitable to that
style.

Computer-Assisted Psychotherapy

DeWeaver (1983) described the microcomputers available in
the early 1980s and the ways they might contribute to an
independent psychotherapy practice. Today many computer-
assisted educational programs exist to prevent alcohol and drug
abuse, increase responsible sexual behavior, prevent delin-
quent behavior, enhance self-esteem, modify self-destructive
lifestyles, and reduce disruptive classroom behavior (Bloom,
1992). Professional software programs are increasingly avail-
able to address specific psychopathologies. An example is Stu-
dent Bodies, a self-help eating disorder prevention treatment
that includes a multimedia program and a computer-mediated
discussion group (Winzelberg, 1998). Another program is de-
signed for treating posttraumatic stress and pathological grief
through the Internet (Lange et al., 2000).

Most computer-assisted therapy applications are auto-
mated versions of traditional cognitive behavioral therapy
techniques used to address specific problems of anxiety, af-
fective disorders, sexual dysfunction, and habit control. They
range from those intended for use by clinicians as adjuncts to
treatment to applications that are more self-help-based and
intended to extend services to primary care settings or to
persons who are reluctant or unable to seek professional assis-
tance. Examples are a self-directed graduated exposure treat-
ment program for phobics (Ghosh, Marks, & Carr, 1988); a
computer-assisted vicarious exposure treatment program
(K. L. Smith, Kirkby, Montgomery, & Daniels, 1997); an in-
dividualized program for dysfunctional beliefs and automatic
thoughts in mild to moderate depression (Selmi, Klein, Greist,
Sorrell, & Erdman, 1990); a weight loss program using be-
havior therapy with a palmtop computer offering treatment
regimes, feedback, and reinforcement (Burnett, Tayloy, &
Agras, 1985); a behavioral self-control program for problem
drinkers (Hester & Delaney, 1997); use of a palmtop computer

for self-monitoring and reinforcement in the treatment of
panic disorder (M. G. Newman, Kenardy, Herman, & Taylor,
1997); and a couples therapy program for sexual dysfunctions
called Sexpert that simulates therapeutic dialogue and re-
sponds differentially to a client’s input (Binik et al., 1997). All
of these programs have provided some evidence to suggest
that they can be effective with regard to clinical outcomes and
useful at least as adjuncts to traditional interventions. They
have the further virtue of saving valuable therapist time.

One of the limitations of the older generation of computer-
assisted treatment programs is their “one form fits all” ap-
proach. Recent programs offer individualized treatment and
are more sensitive to specific client goals and circumstances.
Although the examples above are automated techniques ap-
plied to specific problems, the Therapeutic Learning Program
(TLP; Gould, 1990) is intended to help patients identify and
solve their own problems. The application is grounded in
Gould’s theory of adult development. It is a short-term, goal-
oriented approach in which the computer program assists the
patient in defining problems, identifying actions that will
address the problems, and dealing with conflicts and irrational
thoughts about engaging in those actions. After a session with
the computer, the patient receives a printout and interacts
with the therapist in an individual or group session (Gould,
1996). A randomized controlled study comparing TLP-
assisted therapy groups to traditional cognitive-behavioral
stress reduction groups found them equally effective in reduc-
ing depression and anxiety, but the TLP groups used one-third
to one-half less of the therapist’s time (Dolezal-Wood, Belar, &
Snibbe, 1998).

The most cutting-edge software treatment programs make
use of virtual reality technology to produce a perceptual
world that captures the patient’s experiences and responds to
the patient’s actions. Virtual reality (VR) therapy operates
under the principle of providing the patient with the illusion
that an experience that is computer-mediated is not mediated
but direct (Fink, 1999). Where control is an important thera-
peutic issue, such as in phobias, VR software typically en-
ables the user to exercise control in terms of the rate and
extent of exposure to feared objects and situations. Virtual re-
ality equipment usually consists of a head-mounted visual
display with earphones that is connected to a computer. The
computer generates the audio and visual stimuli to produce
simulations of feared or unknown situations. The therapist
can experience what the patient is experiencing and can speak
with the patient through a microphone. The patient “moves”
through the environment by a sensor that tracks head position
and orientation. The position of other parts of the body can be
tracked as well so that, for example, the patient’s hand move-
ments interact with objects in the simulation.
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An early desensitization of phobias program using VR
was instituted at Clark University in 1992 to study the fear of
flying (Williford, Hodges, North, & North, 1993). The most
commonly simulated environments are still associated with
phobias, and the treatments employ some form of graduated
exposure therapy. For a statement of the theoretical rationale
for its use and examples of applications, see Rothbaum and
Hodges (1999). The two available controlled studies of VR
are both for agoraphobia and used wait list controls (North,
North, & Coble, 1998; Rothbaum, Hodges, & Kooper, 1997).
Although the findings are quite positive, there have been no
studies to date directly comparing the effectiveness of VR ex-
posure to imaginal or in vivo exposure.

Virtual reality therapy offers numerous advantages for the
practice of psychotherapy. Exposure therapy can be con-
ducted without the time involved in leaving the therapist’s of-
fice, and it reduces the risk of harm or public embarrassment to
the patient. The therapist has more precise control of exposure
stimuli. It is more convenient than in vivo exposure and more
realistic than imaginal exposure. It can be used in situations in
which in vivo exposure is quite expensive (fear of flying) or
impossible (combat-related posttraumatic stress disorder).

There are a couple of disadvantages to the use of virtual
reality therapy. One is the financial cost involved, since com-
puter programs and head-mounted displays can cost several
thousand dollars. However, as with most of the new technol-
ogy, these costs will surely come down in the near future.
Second, some individuals complain of dizziness and nausea
when they participate in VR (Regan & Price, 1994).

Although the initial VR work was on anxiety disorders,
there have been attempts to apply VR technology to the
treatment of eating disorders (Riva, Bacchetta, Baruffi,
Rinaldi, & Molinari, 1998) and impotence (Optale et al.,
1998). Virtual reality has the potential to simulate the social,
as well as the physical, environment (Glance, Durlach,
Barnett, & Aviles, 1996). Social simulations would permit
the therapist to accompany the patient into current and past
situations, interacting with simulated people significant in the
patient’s life to assist the patient in solving problems or mas-
tering skills. The technology necessary for such applications
is still in its infancy.

A more sophisticated form of VR, called augmented real-
ity, refers to the manipulation of environments to enhance
rather than replace the physical world (Fink, 1999). The pa-
tient, for instance, might project his or her image into a
crowded football stadium or experience dental treatment
minus the pain of the actual scene. An extension of this tech-
nology is the creation of virtual reality communities on the
Internet. These are called Multi-User Dimensions (MUDs),
and although they could theoretically be used for therapy

purposes they typically have no such explicit purpose. There
is no reason, for instance, that a therapist could not “accom-
pany” a patient into a MUD and encourage the patient to ex-
periment with new behaviors in the virtual environment.

Summary and Future Directions

There is reason to believe that the resistance to computers
may come more from therapists than patients (Ben-Porath &
Butcher, 1986). After all, although computer-programmed
clinicians may lack nonverbal skills, they are apt to remain po-
lite and friendly; never become angry, bored, or fatigued; and
tend to be relatively inexpensive in comparison to their human
counterparts (Bloom, 1992). Clinical psychologists, on the
other hand, often have an aversion to computer technology
because they fear its dehumanizing implications. Moreover,
clinicians express deep reservations about adopting computer-
assisted interventions with patients. Not surprisingly, these
reservations are more common among psychodynamically
oriented psychologists than among cognitive-behavioral psy-
chologists or family systems–oriented psychologists. This is
probably because the latter models place less emphasis on
therapist-patient relationship issues within the therapy session
and anticipate new behaviors to occur primarily outside of the
session (Bloom, 1992). It is also timely to note that the brief,
focused therapy models of a cognitive-behavioral persuasion
that so far lend themselves more to computerized applications
are precisely the types of therapy that managed care providers
tend to appreciate. One might predict the development and
adoption of computer-assisted interventions to find a receptive
home in this environment.

Dobson and Khatri (2000) exemplify both the enthusiasm
and the apprehension of psychologists regarding the prolifera-
tion of computerized approaches to psychotherapy. On the one
hand, they note, manualized therapies are probably the most
easily modified for computer delivery, and that will most cer-
tainly take place very soon. On the other hand, we need to re-
mind ourselves that acquiring information is not the same as
gaining knowledge, and gaining knowledge is not the same as
having wisdom. Cognitive therapists are already vulnerable to
criticism of being overly mechanical and minimizing the
human relationship factor in psychotherapy. The acquisition of
greater competence via the electronic medium always runs the
risk of further de-emphasizing skill training in human interac-
tions. The risk is that, with the widespread implementation of
computerized treatment, time and money will be targeted to the
training of students in computer skills rather than in the ability
to construct effective personal interactions.

Technological advancements in the field of clinical psychol-
ogy are now sufficiently developed to make them practical for
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use by most educators, researchers, and practitioners. The
pressing issues today are less related to the development of
technology per se than they are to the fit between the technol-
ogy and the human aspects of service delivery. It is critical to
remember that, as clinical mental health professionals, our
value as academicians and caregivers rests on our commitment
to psychological knowledge and human service, not on our
skills as technologists. Technology is a far-sighted tool, but a
near-sighted master.
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The science of psychology is merely a century old—and
clinical psychology has existed for only half that time—yet
the scope of psychology’s impact on the culture has already
expanded beyond the dreams of its founders. As we enter the
twenty-first century, it is more than prudent that we peer into
the near and distant future of human psychology. However, as
is often observed, predicting the future is always difficult,
particularly predicting it correctly. Therefore, what the au-
thors of this chapter offer is not a prediction of psychology’s
future. Rather, it is a look at the horizon, as seen by four lead-
ers in the field. As the authors see it, psychology has just
begun to actualize its potential, and the roles psychologists
fill will grow in number and form as far into the future as can
be seen. Expanding roles in health care, the formulation of
public policy, business, social planning, and leadership are all
part of a bright future for the next generation of young psy-
chologists and the society they serve.

PSYCHOLOGY’S VISION

As one of the learned professions, psychology possesses very
few external constraints upon its ability to effectively expand
its scope of influence. Within the health care arena, for exam-
ple, professional psychology has been extraordinarily success-
ful over the past several decades in incorporating into its
domain any clinical functions that it has pursued, notwith-
standing the concerted opposition of organized psychiatry
(e.g., the authority to independently diagnose and treat, regard-
less of the locus of service; DeLeon, Rossomando, & Smedley,
in press). Within the educational arena, the essence of the na-
tional dialogues championed by the Reagan, Bush, Clinton,
and most recently the G. W. Bush administrations has been psy-
chological issues (e.g., lifelong learning and the appropriate
role of standardized testing). The authors have been personally
involved in the public policy arena for a considerable period
of time, and from our collective perspective, we are confident
that as our nation enters into the twenty-first century we shall
see a continued expansion of psychology’s influence into a
wide range of public policy areas. In fact, we fully expect that
psychology’s vision will ultimately become the defining factor
in shaping a number of future national debates (DeLeon,

The opinions expressed by Morgan T. Sammons are his personal
views and do not reflect the official policies or positions of the U.S.
Navy or Department of Defense.
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VandenBos, Sammons, & Frank, 1998). However, we are also
all too aware that it is impossible to predict with any sense of
certainty the specifics of what will come to pass.

Blueprint for Change

Whenever professional psychology (or any other discipline,
for that matter) has evolved from the status quo, it has been
our observation that there have been several underlying
systemic principles involved. Perhaps the most important
has been that the profession’s leaders have possessed a clear
vision of where they wanted to evolve, including a substan-
tively solid rationale. Unanimity of opinion among the gen-
eral membership has never been required; nor, in all candor,
should it even be expected. Change is always unsettling, and
one soon finds that there are highly vocal individuals who
remain personally vested in maintaining the status quo. Sec-
ond, timing is extraordinarily important, both within the
profession and external to it. To succeed, there must be a
critical mass of dedicated colleagues who share the vision of
the leadership. However, it is equally important that the pro-
posed changes ultimately fit into a broader societal perspec-
tive. To be meaningful and to flourish, the way an individual
profession seeks to evolve must be fundamentally consistent
with related developments external to it. For psychology, the
past decade has seen a virtual explosion of scientific knowl-
edge within the mental health and broader behavioral health
arenas. Even more recently, there have been unprecedented
advances within the computer and technological arenas (in-
cluding a growing appreciation for the applicability of tele-
health). Third, it is impossible to overemphasize the extent
to which those within a profession desiring change must be
willing to be patient and persistent. Rarely do substantive
modifications in laws, administrative regulations, or educa-
tional priorities occur the first time proposed. A clear and
understandable rationale for the proposed change, including
a distinct public policy foundation, must often be first artic-
ulated. It is especially important that this proposed change
make conceptual (e.g., intuitive) sense to those who are not
personally aware of the nuances of psychology’s expertise.
It is as if one must first create a visual image of why the
change will naturally occur. Fourth, within both the legisla-
tive and administrative arenas, those who are ultimately in a
position to prioritize proposed modifications more often
than not have a fundamental budgetary (rather than pro-
grammatic) background and orientation. Finally, those seek-
ing change must become attuned to, and proactively
address, the perceptions of other organizations (e.g., inter-
est groups) that eventually will be affected by the envi-
sioned modifications—particularly those groups that at first

consideration might seem to be only tangentially relevant to
the immediate policy discussions.

The Maturation of the Profession of Psychology

When President Carter signed Executive Order no. 11973 on
February 19, 1977, thereby establishing his landmark Presi-
dent’s Commission on Mental Health (1978), there were ap-
proximately 59,900 members and affiliates of the American
Psychological Association (APA). That same year, the state
of Missouri became the last state in the nation to license or
certify practicing psychologists. A decade later (1988), the
Committee for the American Psychological Association of
Graduate Students (APAGS) was established by the APA
Council of Representatives. Over the years, psychology con-
tinued to be one of the most popular undergraduate majors.
As we enter the twenty-first century, the comparable APA
membership numbers have grown to 155,000, with APAGS
possessing 59,700 members. These are very impressive num-
bers, and they speak well for the future of the profession.
Stated slightly differently, within the public policy arena,
psychology’s collective voice will be heard.

At the same time, however, we feel that it is important to
emphasize that psychology is a relatively young profession
and that, in particular, its members are only in the beginning
stages of appreciating the importance of their personal in-
volvement in the public policy (e.g., political) process. Al-
though the discipline of psychology dates back to the founding
of Wundt’s laboratory in 1879, it was on September 21, 1970
that classes began at the first independent professional school
of psychology—the California School of Professional Psy-
chological (CSPP; Street, 1994). This was to be the era of the
Doctor of Psychology degree (PsyD), the first program being
launched in the Department of Psychology at the University of
Illinois at Champaign-Urbana in 1968. There can be little dis-
agreement that the paradigm shift to the professional-oriented
PsyD degree represented a fundamental change in psychol-
ogy’s self-image and underlying mission. Today there are
48 accredited PsyD programs, most of which are within pro-
fessional schools that graduate 58% of all clinical students
(P. Nelson, personal communication, September 5, 2001).

Along with the increasing emphasis on professional psy-
chology (e.g., clinical rather than experimental), the field has
also seen the gradual development of “hands-on” public pol-
icy training initiatives. In 1974, Pam Flattau served as the first
APA Congressional Science Fellow, under a program estab-
lished in conjunction with the American Association for the
Advancement of Science (AAAS). Today, over a quarter of a
century later, approximately 125 colleagues have had the
opportunity of serving on Capitol Hill (or in the administration)
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as APA or Robert Wood Johnson Health Policy Fellows or in
other similar national programs. These farsighted and dedi-
cated individuals have experienced first hand the excitement of
personal involvement in the public policy process, with many
subsequently returning to academia or public service dedicated
to encouraging the profession’s increased public policy in-
volvement. During their service to Congress or the executive
branch, fellows learn about public policy development by par-
ticipating in its formation. Fellows typically serve as legislative
assistants (LAs), with all of the duties thereof, including meet-
ing constituents, “staffing” senators or representatives in com-
mittee meetings and hearings, drafting legislation, writing
speeches, and attending debates and votes on the floor of the
House and Senate. Recent fellows have worked on the devel-
opment of such legislation as mental health parity, the National
Health Service Corps, patients’ bill of rights, rural mental
health, and psychology’s participation in graduate medical ed-
ucation funding (to name a few).

Initially, APA focused only on providing this experience
for recent doctoral graduates; as the program matured, how-
ever, a concerted effort was made to attract more senior fel-
lows as well. TheAPAfellows have included individuals from
almost every psychological specialty area, including several
who also possessed degrees in law (Fowler, 1996). The Robert
Wood Johnson Foundation fellowship and several of the other
congressional fellowship programs select mid-career profes-
sionals who show promise to be leaders in their respective
fields. Additionally, more senior fellows are better able to use
their fellowships to learn about and to influence policy. Con-
gressional offices typically feel fortunate to recruit an accom-
plished professional and appreciate the experience that more
senior fellows bring to policy debates. Senior fellows are usu-
ally given responsibility for developing or augmenting their
senator’s or representative’s policy in the fellows’ general
area of expertise (e.g., mental health, health care, education).

Over the years, we have been very impressed by the in-
creasing numbers of individual psychologists who have grav-
itated to positions of high-level public policy responsibility.
During the era of the Great Society, John Gardner served as
secretary of the Department of Health, Education, and Wel-
fare. Psychologists have served as departmental assistant sec-
retaries, subject to U.S. Senate confirmation; director of a
National Institute of Health (NIH), as well as of other federal
research institutes; head of the federal Bureau of Prisons;
commanders of federal health care facilities; and chief state
mental health officials. Former APA President Dick Suinn
served as mayor of Ft. Collins, Colorado.

In the 107th Congress (2001–2002) three psychologists
were elected to the U.S. House of Representatives, and 12 psy-
chologists served in the various state legislatures. Within

university administrations, our colleagues have served at all
levels of responsibility. In the private sector, psychologists
have been owners and administrators of the entire range
of health care facilities. Psychologists’expertise as clinicians is
independently recognized throughout the judicial system and
under all federal and private reimbursement systems. More-
over, psychology’s graduate students are supported under
almost every federal training and service delivery initiative.
One could suggest that collectively, psychology has done very
well in insuring that the profession can fully participate in ini-
tiatives that have been conceptualized, and ultimately crafted,
by other professional disciplines. The underlying unanswered
question is whether professional psychology has matured suf-
ficiently to establish its own programmatic agenda via the pub-
lic policy process.

SYSTEMIC CHANGES WITHIN THE HEALTH
CARE ARENA

As we have indicated, over the past several decades there has
been a gradually increasing awareness of the importance of the
psychosocial, environmental, and behavioral aspects of health
care for both individual clinical concerns (e.g., the impact of
stress upon heart disease) and for more generic population-
based concerns (e.g., adverse ethnic health disparities or the
incidence of family violence). From a psychological perspec-
tive, this concerted focus on behavioral (e.g., nonbiological)
events represents an extraordinarily fertile ground for proac-
tive interventions. The relevant scientific knowledge base
is rapidly increasing. However, we would rhetorically ask:
What is the availability of psychological interventions? To
what extent have our nation’s health delivery systems, the all-
important reimbursement mechanisms, and society’s funda-
mental definition of “quality of care” actually incorporated
psychological (e.g., behavioral science) expertise? In our col-
lective judgment, this will be one of the profession’s major
challenges for the twenty-first century.

Historical Perspective

In a historical context, the Lalonde report of 1974 effectively
laid out the broad parameters for the health policy discus-
sions of the 1990s and the twenty-first century. The Canadian
minister of national health and welfare intuitively recognized
the extraordinary impact educated consumers would ulti-
mately have, as well as the critical importance of systemati-
cally seeking objective (e.g., data-based) programmatic
goals. Interestingly, throughout his report and the subsequent
policy documents that we will reference, mental health care
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per se was specifically noted by the highest level of health
policy experts. Minister Lalonde prophetically noted that 

Good health is the bedrock on which social progress is built. A
nation of healthy people can do those things that make life worth-
while, and as the level of health increases so does the potential
for happiness. The Governments of the Provinces and of Canada
have long recognized that good physical and mental health are
necessary for the quality of life to which everyone aspires. Ac-
cordingly, they have developed a health care system which,
though short of perfection, is the equal of any in the world. . . .
For the[se] environmental and behavioral threats to health, the
organized health care system can do little more than serve as a
catchment net for the victims. Physicians, surgeons, nurses and
hospitals together spend much of their time in treating ills caused
by adverse environmental factors and behavioural risks. . . . It is
therefore necessary for Canadians themselves to be concerned
with the gravity of environmental and behavioural risks before
any real progress can be made. There are encouraging signs that
this concern is growing; public interest in preserving a healthy
environment, in better nutrition and in increasing physical recre-
ation has never been higher. (Lalonde, 1974, pp. 5–6)

In most minds the health field and the personal medical care sys-
tem are synonymous. This has been due in large part to the pow-
erful image projected by medicine of its role in the control of
infective and parasitic diseases, the advances in surgery, the low-
ered infant mortality rate and the development of new drugs.
This image is reinforced by drug advertising, by television series
with the physician as hero, and by the faith bordering on awe by
which many Canadians relate to their physicians. The conse-
quence of the traditional view is that most direct expenditures on
health are physician-centered, including medical care, hospital
care, laboratory tests and prescription drugs. . . . (O)ne finds
that close to seven billion dollars a year are spent on a personal
health care system which is mainly oriented to treating existing
illness. (Lalonde, 1974, pp. 11–12)

The Minister went on to state that “When the full impact of
environment and lifestyle has been assessed . . . there is little
doubt that future improvements in the level of health of
Canadians lie mainly in improving the environment, moder-
ating self-imposed risks and adding to our knowledge of
human biology” (Lalonde, 1974, p. 18).

Five global strategies were proposed:

1. A Health Promotion Strategy aimed at informing, influ-
encing, and assisting both individuals and organizations
so that they would accept more responsibility and be more
active in matters affecting mental and physical health.

2. A Regulatory Strategy aimed at using federal regulatory
powers to reduce hazards to mental and physical health

and at encouraging and assisting provinces to use their
regulatory powers to the same end.

3. A Research Strategy designed to help discover and apply
knowledge needed to solve mental and physical health
problems.

4. A Health Care Efficiency Strategy, the objective of which
would be to help the provinces reorganize the system for
delivering mental and physical health care so that the three
elements of cost, accessibility, and effectiveness are bal-
anced in the interests of Canadians.

5. A Goal-Setting Strategy, the purpose of which would be to
set, in cooperation with others, goals for raising the level
of the mental and physical health of Canadians and im-
proving the efficiency of the health care system.

From a slightly different perspective, APA Past President
George Albee has been heralding the critical importance of
prevention and of educated consumers for nearly a half cen-
tury, while steadfastly further urging his colleagues to also
systematically address the economic and broadly defined
environmental aspects of mental health care (Albee, 1986).

Healthy People

Approximately half a decade later, during President Carter’s
administration, the surgeon general of the United States is-
sued Healthy People: The Surgeon General’s Report on
Health Promotion and Disease Prevention (U.S. Department
of Health, Education, and Welfare [HEW], 1979). To our
knowledge, this was the first time within the American health
policy debates that the importance of behavioral health had
been raised to the level of presidential consideration. In his
receiving statement, the president stated, “I have long advo-
cated a greater emphasis on preventing illness and injury by
reducing environmental and occupational hazards and by
urging people to choose to lead healthier lives. So I welcome
this Surgeon General’s Report on Health Promotion and Dis-
ease Prevention. It sets out a national program for improving
the health of our people—a program that relies on prevention
along with cure. This program is ambitious but achievable. It
can substantially reduce both the suffering of our people and
the burden on our expensive system of medical care” (HEW,
1979, p. v).

Secretary Califano said, 

It gives me great pride that virtually my final official act as
Secretary of Health, Education, and Welfare is to release this
report. . . . Its purpose is to encourage a second public health rev-
olution in the history of the United States. And let us make no
mistake about the significance of this document. It represents an
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emerging consensus among scientists and the health community
that the Nation’s health strategy must be dramatically recast to
emphasize the prevention of disease. That consensus is as impor-
tant as the consensus announced in 1964 by the first Surgeon
General’s Report on Smoking and Health—a document now
remembered as a watershed. This nation’s first public health
revolution, of course, was the struggle against infectious dis-
eases which spanned the late nineteenth century and the first half
of the twentieth century. (HEW, 1979, p. vii)

Healthy People proclaimed the following: 

• Prevention is an idea whose time has come. We have the
scientific knowledge to begin to formulate recommenda-
tions for improved health. 

• Of the 10 leading causes of death in the United States, at
least seven could be substantially reduced if persons at
risk improved just five habits. 

• Because there are limits to what medical care can do for
those already sick or injured, people clearly need to make a
greater effort to reduce their risk of incurring avoidable
diseases and injuries. People must make personal lifestyle
choices, too, in the context of a society that glamorizes
many hazardous behaviors through advertising and the
mass media.

Five data-oriented national goals were proposed, focusing
upon the various age groups constituting our nation’s popula-
tion. Addressing the unique health care needs of healthy ado-
lescents and young adults, the publication expressly discussed
mental health, including the impact of sociocultural factors
and society’s expectations. It noted that reaching these goals
will require a national effort and the commitment of people
extending far beyond what is traditionally considered the
health sector.

In addressing healthy adults, the report noted that mental
health is a substantial contributor to disability and suffering
for American adults. The report’s perspective was that “Be-
ginning in early childhood and throughout life, each of us
makes decisions affecting our health. They are made, for the
most part, without regard to, or contact with, the health care
system. Yet their cumulative impact has a greater effect on
the length and quality of life than all the efforts of medical
care combined” (HEW, 1979, p. 119). Again, the fundamen-
tal policy question for professional psychology is whether the
nation’s health care system has yet incorporated psychologi-
cal and behavioral science expertise within its priorities.
Also, will professional psychology accept the challenge of
ensuring that this occurs in a timely fashion?

The Institute of Medicine

Over the years the Institute of Medicine (IOM) has served as
a health policy think tank for various administrations and
Congress. The IOM was chartered in 1970 by the National
Academy of Sciences, acting under the academy’s 1863 con-
gressional charter responsibility to be an advisor to the fed-
eral government. In 1982, the IOM released its report: Health
and Behavior: Frontiers of Research in the Biobehavioral
Sciences (Hamburg, Elliott, & Parron, 1982). Once again, the
underlying policy theme stressed the importance of integrat-
ing the behavioral sciences throughout the nation’s health de-
livery system both clinically and—in our judgment, equally
importantly—when designing research protocols and pro-
grammatic strategies. The report noted that 

The heaviest burdens of illness in the United States today are re-
lated to aspects of individual behavior, especially long-term
patterns of behavior often referred to as “lifestyle.” As much as
50 percent of mortality from the 10 leading causes of death in the
United States can be traced to lifestyle. . . . One important ad-
vance of the twentieth century is recognition that it is possible to
employ scientific methods to gain a better understanding of
human behavior. The task is difficult and complex, but human
behavior can be observed systematically, reliably, and repro-
ducibly. As knowledge progresses, observations can become in-
creasingly quantitative and have considerable predictive power.
(Hamburg et al., 1982, pp. 3–4)

The report went on to note that “Diseases for which
lifestyle factors are especially significant have a dominant
position in causes of mortality and morbidity. . . . The chronic
nature of many mental disorders leads to a relatively large de-
mand on the health care system; for instance, patients with
schizophrenia occupy about 25 percent of all hospital beds in
the United States” (Hamburg et al., 1982, p. 7). It continued,
“Much remains to be learned, but the existing research base
provides strong evidence that the biobehavioral sciences can
make substantial and unique contributions to dealing with
much of the disease that now constitutes the main burdens of
illness in this country” (Hamburg et al., 1982, p. 16).

The IOM noted the following points:

• The primary care sector has a major role in caring for 60%
of the adults and a large proportion of the children who
have a discernible mental disorder. Thus, there is a clear
need for a concerted effort to overcome the serious defi-
ciencies in communications between mental health and
general health services.

• Interdisciplinary collaboration is not an end in itself but
rather a means to a higher goal—solving a problem.
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• Essential to the success of the mission of the report is the
attraction of talented and dedicated young people to health
and behavior research The first step is wider recognition
of the importance of these problems, the burden of illness
they impose, their human impact, and the urgency of
progress. The second is awareness that scientific opportu-
nities exist for grappling with the problems.

• One of the significant changes of the twentieth century is
the growing recognition that the methods of science can
be employed in understanding human behavior, even
though the task is difficult and complex.

The IOM was careful to provide concrete examples of the
very dramatic impact of behavioral interventions on both
specific disease entities (e.g., cessation of smoking on blood
pressure and on cancer) and also more generic descriptions of
systematic implications (e.g., weight reduction on a wide
range of clinical complications). It was noted that physical
disorders in which stressors have been implicated as risk
factors include bronchial asthma, influenza, peptic ulcers,
hypertension, hyperthyroidism, and sudden cardiac death.
Stressors also seem to be risk factors in the precipitation of
such mental disorders as depression, schizophrenia, alco-
holism, and drug abuse.

From our public policy perspective, what seems notably
absent from the IOM discussion was an appreciation for
how difficult it would be over the next two decades for our
nation’s health professions’ training programs to be respon-
sive to their vision. Further, the discussion overlooked how
slow those who are essentially responsible for paying for our
nation’s health services would be in appreciating the long-
term cost-effectiveness of the IOM’s underlying message. In
our judgment, as one of the learned professions, psychology
has a special societal responsibility to address this nexus and
to clearly demonstrate to the nation that the ongoing ad-
vances in the behavioral sciences can be effectively inte-
grated into the health care delivery in a highly cost-effective
manner.

Demonstration of behavioral intervention effectiveness
will require both high-quality science and continued educa-
tion and training in health-related areas, as well as persistent
advocacy and lobbying at state and federal levels. Over the
twentieth century, the U.S. health care system evolved to treat
acute illnesses, and it continues to treat all illnesses from that
perspective. The acute illness approach to care is subtly af-
firmed by the messages in pharmaceuticals advertising, the
persistence of outdated educational training, the predomina-
tion of federal research funding for basic sciences, and the
public’s passion about “finding cures.” New models of care,
such as the Cardinal Symptoms Management, have been

proposed for the ever-growing segment of the population
with chronic illness or disabilities, but few of these models
have been tested on a large scale or over a number of years
(Frank, Hagglund, & Farmer, in press). Trials of prevention
interventions have been more common but remain outside
mainstream health care. Large-scale evaluations of care mod-
els that integrate psychological, behavioral, and social inter-
ventions are rarely designed or implemented without support
from major corporate sponsors or the federal government.
Gaining support for large-scale demonstrations involving be-
havioral interventions, let alone payment for behavioral inter-
ventions from the public and private sectors, will require
persistent, skilled advocacy to counteract the presumption of
the need for acute care and cure-oriented science. Similarly,
training programs often remain entrenched in traditional val-
ues and approaches. Reformations in health care training are
occurring (e.g., expansion of problem-based learning), but
there is virtually no effort to develop interdisciplinary health
training programs or to overlap “medical” and “behavioral”
sciences training. Without question, these will be among the
most critical challenges facing the profession, and health
care, in the twenty-ffirst century.

Healthy People 2010

In many ways, perhaps the most significant change that has
evolved within our nation’s health policy leadership since the
release of Healthy People has been the growing high-level in-
stitutional appreciation for the importance (and “achievabil-
ity”) of long-range strategic planning, based upon objective
goals and standards. In 2000, the surgeon general issued an
impressive follow-up policy document: Healthy People
2010: Understanding and Improving Health (U.S. Depart-
ment of Health and Human Services [HHS], 2000), which
was committed to the single, overarching purpose of promot-
ing health and preventing illness, disability, and premature
death. Not surprisingly, the underlying policy themes re-
mained highly consistent: 

Over the years, it has become clear that individual health is
closely linked to community health—the health of the commu-
nity and environment in which individuals live, work, and play.
Likewise, community health is profoundly affected by the col-
lective behaviors, attitudes, and beliefs of everyone who lives in
the community. Indeed, the underlying premise of Healthy Peo-
ple 2010 is that the health of the individual is almost inseparable
from the health of the larger community and that the health of
every community in every State and territory determines the
overall health status of the Nation. That is why the vision for
Healthy People 2010 is “Healthy People in Healthy Communi-
ties.” (HHS, 2000, p. 3)
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It is important to appreciate the significance of the fact that
although we are specifically addressing “health care” and re-
flecting upon the policy thinking occurring at the highest lev-
els of the U.S. government, much of the terminology being
utilized is essentially that of social and community psychol-
ogy (or public health nursing), and not the traditional reduc-
tionism to biomedical concepts. For example, community
partnerships, particularly when they reach out to nontradi-
tional partners, can be among the most effective tools for im-
proving health in communities. Moreover, life expectancy and
quality of life can be increased over the next 10 years by help-
ing individuals gain the knowledge, motivation, and opportu-
nities they need to make informed decisions about their health.
Also, the leading causes of death in the United States generally
result from a mix of behaviors; injury, violence, and other fac-
tors in the environment; and the unavailability or inaccessibil-
ity of quality health services. Furthermore, mental health is
sometimes thought of as simply the absence of a mental illness
but is actually much broader. Mental health is a state of suc-
cessful mental functioning, resulting in productive activities,
fulfilling relationships, and the ability to adapt to change and
cope with adversity. Mental health is indispensable to personal
well-being, family and interpersonal relationships, and one’s
contribution to society. Additionally, although the diversity of
the American population may be one of our nation’s greatest
assets, diversity also presents a range of health improvement
challenges—challenges that must be addressed by individu-
als, the community and state in which they live, and the nation
as a whole. It would be a significant understatement to suggest
that what is being discussed today has not been our nation’s
traditional concept of health care.

Additional Institute of Medicine Reports

Since the beginning of the twenty-first century, the IOM has
released several additional policy documents that continue to
emphasize the trends just described in several dimensions. In
Promoting Health: Intervention Strategies from Social and
Behavioral Research (Smedley & Syme, 2000), the IOM
focused in depth upon promising areas of social science and
behavioral research that would improve the public’s health:

• The vast majority of the nation’s health research resources
have traditionally been directed toward biomedical re-
search endeavors with less than 5% of the approximately
$1 trillion spent annually on health care in the nation
being devoted to reducing risks posed by preventable con-
ditions. By itself, however, biomedical research cannot
address the most significant challenges to improving the
public’s health in the new century. Behavioral and social

interventions offer great promise to reduce disease mor-
bidity and mortality, but as yet their potential has been rel-
atively poorly tapped.

• Behavior change is a difficult and complex challenge. It is
unreasonable to expect that people will change their be-
havior easily when so many forces in the social, cultural,
and physical environment conspire against such change. If
successful programs are to be developed to prevent dis-
ease and improve health, attention must be given not only
to the behavior of individuals but to the environmental
context within which people live. 

• Children should be a major focus of intervention efforts.
Risk factors observed in adults can be detected in child-
hood. Interventions in early life can change the trajectory
of these risk factors. 

• Differences across socioeconomic and racial or ethnic
groups, or combinations thereof, range up to 10 or more
years in life expectancy and 20 or more years in the age at
which significant limitations in functional health are first
experienced.

• Socioeconomic policy and practice and racial or ethnic
policy and practice are the most significant levers for re-
ducing socioeconomic and racial or ethnic disparities and
hence improving overall population health in our society,
more important even than health policy.

The juxtaposition of the continued prosperity of America
and the lack of high-quality health care for a substantial num-
ber of Americans also gives us pause. What is the role of psy-
chology in advocacy for those who lack health insurance or
are underserved by the health care delivery system? The pop-
ulations who do not have access to quality health care are
vastly overrepresented by people with low incomes, people
with disabilities and/or chronic illnesses (including mental
illnesses), immigrants, racial and ethnic minorities, those
who live in rural areas, and those who are homeless. Obvi-
ously, these are diverse groups, but they share two common-
alities: They have much poorer access to health care,
education, and other resources to maintain health, and they
frequently have little voice in public policy. In 2000, approx-
imately 43 million Americans lacked health insurance. It is
striking that 69% of these Americans have at least one family
member who is working full time (Kaiser Commission on
Medicaid and the Uninsured, 2001).

Crossing the Quality Chasm

A New Health System for the 21st Century (IOM, 2001) ad-
dresses the extent to which the current American health care
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system is significantly behind other segments of the economy
in utilizing advances in relevant technology and in ensuring
that scientific advances are employed in a timely fashion. The
American health care delivery system is in need of funda-
mental change. Americans should be able to count on receiv-
ing care that meets their needs and is based on the best
scientific knowledge. Yet there is strong evidence that this
frequently is not the case. The lag between the discovery of
more efficacious forms of treatment and their incorporation
into routine patient care is unnecessarily long, in the range of
about 15 to 20 years. Even then, adherence of clinical prac-
tice to the evidence is highly uneven.

TECHNOLOGICAL ADVANCES

Perhaps the single most significant societal change affecting
professional psychology is the extraordinary advances that are
occurring almost daily within the technology and communica-
tions fields, and their direct applicability to health care. The
Robert Wood Johnson Foundation (Institute, 2000) recently
noted, “The health industry has lagged behind other industries
in implementing information technologies that streamline
business and clinical processes. We forecast that changes in
information technology as applied to health care will be a
prime catalyst of change in the future” (p. xviii). Technologi-
cal change is accelerating in two areas that will affect health
care dramatically: medical and information technologies.
Medical technology has been one of the major drivers of the
health care system since the introduction of effective pharma-
cological agents in the early part of this century. Its impact
will continue in the next decade. However, health care has not
made significant use of the advances in information technol-
ogy that have transformed most other industries. That situa-
tion will not continue for much longer as the boundaries
between information and medical technologies begin to blur.
Telehealth, a combination of computer-supported case man-
agement, remote telemetry via sensors, and better-informed
consumers, will create new ways of delivering care. Chroni-
cally ill patients will be monitored remotely through the use of
a variety of sensor devices, such as video cameras, blood pres-
sure monitors, and smart pill boxes. These will be linked to
computer systems that will allow the provider to catch poten-
tial adverse events before they happen.

The IOM proclaimed that “Health care delivery has been
relatively untouched by the revolution in information technol-
ogy that has been transforming nearly every other aspect of
society. The majority of patient and clinician encounters take
place for purposes of exchanging clinical information. . . . Yet
it is estimated that only a small fraction of physicians offer 

e-mail interaction, a simple and convenient tool for efficient
communication, to their patients” (IOM, 2001, p. 15). The
number of Americans who use the Internet to retrieve health-
related information is estimated to be about 70–100 million.
Currently over half of American homes possess computers,
and although information presently doubles every 5 years, it
will soon double every 17 days, with traffic on the Web al-
ready doubling every 100 days (Jerome et al., 2000).

Within organized psychology, we are very pleased to see
that there has been a growing awareness of the potential im-
pact of technological advances upon the entire profession,
not to mention considerable membership interest. The APA
Board of Professional Affairs (BPA) established a special
task force on telehealth issues, which has been working col-
laboratively with a similar task force created by the board of
directors. The APA journal Professional Psychology: Re-
search and Practice has featured three special sections com-
posed of articles focusing upon telepsychology initiatives
(i.e., October 2000, April 2000, and December 1998), and the
APA Monitor, as well as various divisional newsletters, now
regularly publishes articles on membership activities in this
arena. Public service psychologists, in particular, have been
on the cutting edge of demonstrating telepsychology’s clini-
cal applicability. It is expected that the newest revision of the
APA ethical standards will specifically address telepsychol-
ogy concerns. Nevertheless, in many ways, one might also
suggest that professional psychology has just begun to ex-
plore the extent to which technological advances will radi-
cally alter the manner in which psychological services will be
offered in the twenty-first century, including making psycho-
logical diagnostic interviews and testing readily available to
more Americans and in locations (e.g., nursing homes and
prisons) where psychologists are virtually absent today.

PUBLIC POLICY REFLECTIONS

As we have suggested, it is our collective judgment that
psychology possesses the clinical and scientific expertise nec-
essary, and the societal recognition (e.g., status) and member-
ship numbers, to become a major player in our nation’s public
policy arena. What the profession must do first, however, is
begin shaping psychology’s own legislative agenda and, in so
doing, directly respond to society’s perceived needs.As but one
example, professional psychology must take a proactive stance
in ensuring that psychological expertise will be reimbursed
when its practitioners engage in providing the psychosocial
and preventive care that for decades progressive health policy
experts have agreed is absolutely critical (Conrad, 1998;
VandenBos, DeLeon, & Belar, 1991). To accomplish this
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objective, psychology’s training programs may well have to
emulate the successful efforts of our colleagues in medicine
and professional nursing in order to establish treatment “homes
of our own” (Rodgers, 1980). During the coming decade we
should expect to see behavioral science–based teaching in
nursing homes and adolescent runaway shelters, administered
by professional psychology training programs. State and fed-
eral authorities should be provided with targeted financial re-
sources to support psychology’s graduate students who are
actively participating in these programs (e.g., pre- and post-
doctoral fellowships).

Professional psychology’s educational institutions should
take the lead in establishing collaborative interdisciplinary
training programs, for example, with colleagues in business,
law, nursing, pharmacy, and public health. Similarly, it should
be psychology’s educators, clinicians, and scientists who are
on the cutting edge of determining how the ever-escalating
advances occurring in information technologies can be effec-
tively utilized to provide enhanced access to quality health
care. Reflecting upon medicine’s and nursing’s historical
successes, we would predict that it will become psychology’s
professional schools that ultimately subsume this charge
within their fundamental educational mission. Nonetheless, to
date, this element of the profession has been relatively absent
from the public policy (and political) process. The time has
come for psychology’s educational leaders to be considerably
more proactive, rather than reactive. Professional psychology
must develop the policy vision required for professional psy-
chology to continue its impressive maturation as we enter the
twenty-first century. We would strongly urge that, as psychol-
ogy moves forward, we never forget that our underlying pol-
icy vision must always focus on how society’s interests can
best be served.

THE RELEVANCE OF CLINICAL PSYCHOLOGY:
THE NEED TO CONVERSE WITH OUR
COLLEAGUES AND OUR CULTURE

How can psychology best serve society’s interests? That single
question may best reflect the necessary, evolving, paradigmatic
shift in psychology’s perceived mission. The ancient profes-
sions of architecture, law, nursing, medicine, and, for that mat-
ter, tax accounting all had their historical foundations in the
needs established by their social environment. The foundations
of the young science of psychology, however, were in the re-
spected but impractical academic realm of philosophy. Indeed,
it was not until the early twentieth century that academic
courses such as “mental philosophy” began to evolve into what
we would now recognize as the first examples of Psychology

101 (C. E. Rice, 2000). Because of these foundations, philo-
sophical considerations in psychology were viewed as
vastly more important than the solution of real-world prob-
lems. To this day, many research psychologists in academia
remain primarily focused on the philosophical underpin-
nings of therapeutic interventions, whereas most practicing
psychologists are posing the more pragmatic question, “What
works?”

Moreover, although we now know a good deal about
which interventions work (Chambless et al., 1996), we re-
main poorly equipped to address many of the common clini-
cal problems presented daily in a typical psychology practice.
The etiology of this professional weakness is partially attrib-
utable to the disconnect that unfortunately developed be-
tween psychology’s academic and practice communities. In
order for psychology to mature and expand, researchers must
conduct relevant as well as scientifically rigorous research,
and practitioners must be involved in the critical process of
advancing the profession’s knowledge base. One approach to
this challenge is exemplified by the concept of the Practice
Research Network as organized by the Pennsylvania Psycho-
logical Association (Borkovec, Echmendia, Ragusea, &
Ruiz, 2001). Such research would serve to unite the elements
of the profession while increasing the likelihood of scientific
and professional activities that are more likely to directly and
immediately serve society.

Psychology’s scores of journals are burgeoning with solid
empirical research that has, in only a century, established
psychology as the preeminent mental health profession.
However, much of this research meets academic, not clinical,
needs, and the profession of psychology will surely be re-
placed by others to the degree that psychology’s research and
practice are irrelevant to society’s needs. Toward this end, in
addition to basing clinical work more on relevant research,
practitioners must move their interventions out of comfort-
able consultation rooms, into the rapidly changing, techno-
logical world of the modern family. Very briefly, here are four
examples of social trends that the profession of psychology
should be addressing with much greater vigor.

First of all, in a very real way, the American family is
in crisis. The divorce rate, which now stands at approxi-
mately 50%, has a profound impact on human life. Factors
such as personal happiness, vocational stability, income,
suicide rates, and longevity have been found to be seriously
and negatively affected by divorce (Tucker et al., 1997).
What can psychologists do to predict successful marriages
through the premarital screening of potential newlyweds?
What can psychologists do to improve the success rate of
existing marriages? Where is the clarifying body of research
to guide family psychologists in their efforts to positively
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impact the lives of married couples? Given the importance
of this social problem, psychology’s response is woefully
inadequate.

Second, too few clinical psychologists are preparing for the
technological revolution afforded by the internet in general
and telehealth in particular, although these technologies dom-
inate our lives more with each passing day. The truth clearly
remains that psychologists are ill prepared to defend either
diagnosis or treatment of psychopathology facilitated by tele-
vision or computer. According to an acknowledged leader in
this field, Leigh Jerome, as quoted in APA’s Monitor on Psy-
chology, “Unfortunately, there remains a paucity of empirical
data that assesses the efficacy and feasibility of telehealth ca-
pabilities for clinical applications,” Indeed, most investigators
find that there remains a lack of fundamental research in all
major areas related to online therapy, including the questions
of which technologies are best for delivering which type of
services and under what conditions telehealth services lead to
improved outcomes (Rabasca, 2000). Unfortunately, recent
literature searches have demonstrated that psychology is still
well behind the curve in terms of adjusting and incorporating
this world-changing technology into psychology’s vast exist-
ing base of knowledge (Ragusea, personal communication,
2001).

Third, the Human Genome Project is unlocking the human
genetic code. If it is not already in progress, we will certainly
soon commence human cloning. As important as that state-
ment is, it addresses a matter that is minor when compared to
the greater importance of a change in our genetic reality. We
must all fully understand that people will soon be making
conscious decisions about how to adjust the human chromo-
some. As we complete the genetic map and learn how to
change design elements, we will begin changing the genes
that influence height, weight, intelligence, assertiveness, cre-
ativity, memory, athletic skill, and so on. Is there anyone on
the planet who seriously thinks that the human race is cur-
rently prepared to face the challenges inherent in making
these decisions? Psychology has much to contribute in this
realm, but, as Shiloh notes, 

Despite general agreement about the importance of psychologi-
cal issues in genetic counseling, the entry of psychologists into
this highly professional, competitive, and rapidly developing
field will not be easy. The pace will depend in part on their ef-
forts to adapt psychological knowledge to the highly complex
subject matter of medical genetics. Nevertheless, considering the
rising needs, it is reasonable to assume that more and more psy-
chologists will be engaged in the future in genetic centers and
will have to address the implications of genetic counseling in
their general practice. (1996)

It can be argued that psychology should be leading the
culture’s advances into genetic manipulation by investigating
(a) the psychological factors that contribute to the making of
such decisions, (b) the impact of such decisions on individuals
and families, and (c) how psychologists can best work with
physicians, ethicists, and social planners to enhance the likeli-
hood that this genetically enhanced chapter of humanity’s
book of life will be a rich and joyous tale, not a horror story.
However, there is virtually no psychological research pub-
lished in this critically important, rapidly emerging realm, and
therefore psychologists remain ill prepared for challenges of
this nature and magnitude.

Fourth, the problem of America’s response to the twin is-
sues of crime and punishment remains. Make no mistake
about it: America has won the Worldwide Incarceration Invi-
tational. We in the United States have demonstrated that we
have the will and financial resources to put more of our citi-
zens behind bars than any other nation. Indeed, throughout
most of the the past decade, America has incarcerated a higher
percentage of its population than any other country on Earth
(U.S. Department of Justice, 1998). According to a 2001 re-
port by ABC News, 25% of the entire world’s prison popula-
tion is in U.S. prisons.

Most people tend to forget that prisons, as we know them,
are really a very modern invention. For most of human his-
tory, with few exceptions, jails were a place to keep prisoners
for a short time—until they were punished using techniques
such as public humiliation in the stocks, whipping, or hang-
ing. Over the last hundred years, America has embraced a
model that involves incarcerating people in prison for very
long periods of time. Commonly, people are sentenced to
jail terms of 18 months or 5 years or 25 years. Time in prison
has itself become the punishment. There are lots of problems
with this technique. First, it is expensive. It currently costs
approximately $25,000 to keep one prisoner in jail for one
year, and that does not include the cost of building the
prison itself! Even worse, all that money does not buy much
of a solution, given that the recidivism rates for prisoners
commonly approach 40–50%.

Most people can agree that some people need to be behind
bars. The truth is that there are some people who are so psy-
chosocially disturbed or dangerous that they must to be kept
where they cannot hurt other people. That precise number,
while unknown, is likely to be relatively small. However, the
number of individual human beings we choose to imprison is
not small; it is huge.

As of February 2001, the United States of America had
more than 2 million of its citizens behind bars. That equals
the entire population—every man, woman, and child—in the
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three states of North Dakota, South Dakota, and Delaware, at
an annual cost of approximately $50 billion. Who are those
people behind bars? Some of them are violent, dangerous
people. Approximately half are in jail for drug- and/or
alcohol-related offenses. Additionally, according to a 1998
survey done by the U.S. Department of Justice, 238,000 pris-
oners are known to be mentally ill, a population approxi-
mately equal to that of the city of St. Petersburg, Florida or
Akron, Ohio.

How did this happen to our mentally ill? We all know the
history of deinstitutionalization. Nationally, state mental hospi-
tal populations peaked in 1955 at 559,000 people. By contrast,
today’s public mental hospital population is approximately
70,000, and 25,000 of these cases are for forensic evaluation!
Thus, although the specific numbers are not available, what we
have experienced is nothing short of a mass migration from
mental hospitals to prisons (M. E. Rice & Harris, 1997).

Let us not be mistaken for Pollyannas: Some people should
be behind bars.Asmall percentage of prisoners will need to be
incarcerated for extended periods, and for some that means a
lifetime. None of us wants somebody like John Wayne Gacy
living next door to our children or grandchildren. However,
not every criminal is a monster, and we do not have enough
money to put every lawbreaker in jail. We need to start trying
a different approach to crime and punishment.

A new movement called Restorative Justice is gathering
strength. It is an approach that combines justice with mercy
and common sense. Restorative Justice is based upon a rede-
finition of crime as injury to the victim and the community
rather than a challenge to the power of the government. Vic-
tims help define the harm of the crime and identify how the
harm might be repaired. The essence of the punishment is to
fix that which has been damaged. This model of crime reso-
lution has proven very successful and costs much less money
as well. What better techniques might be considered? There
are, undoubtedly, many alternatives.

It is psychology that should lead the way in prison reform.
What other profession has our expertise in human behavior?
Using our research methodologies, psychologists could ex-
plore a range of new alternatives to our existing criminal jus-
tice system. All we lack is the will. The APA’s Task Force on
Envisioning, Identifying, and Accessing New Professional
Roles (Levant et al., 2001) recently reflected that “Approxi-
mately 1% of the population is currently in prison, on proba-
tion, or on parole. Many billions of dollars are spent annually
to support this massive incarceration effort. Psychologists
have not effectively contributed to the resolution of this mas-
sive societal problem. Psychologists must become involved
at the center of what is fundamentally a psychological prob-
lem of learning and behavior.”

Unfortunately, psychologists, like most people, would
rather not think of their failures. Prisoners are society’s fail-
ures, and many prisoners are psychotherapy failures. We all
want to forget about the people who live inside that gray, cold
cement-and-steel world of American’s prisons. We are will-
ing to think about the issue of crime and punishment only
when it invades our world, our neighborhood, our family. We
must do better. Moreover, although prison reform is one of
our particular interests, there many cultural challenges for
psychologists to tackle.

Psychology must become more actively involved with hu-
manity’s social reality. If psychologists take care of society,
society will take care of psychology. If psychology ignores
the culture’s needs, however, psychology risks being dis-
carded into the dustbin of history.

CAMOUFLAGED PSYCHOLOGISTS:
THE STEALTH LEADERSHIP INSTITUTE
OF PSYCHOLOGY

Our discussion of the mysterious Stealth Leadership
Institute of Psychology (SLIP) will be brief. As business
consultants, growing numbers of “professional psychologists
by training” are advocating change in public and corporate
policy implementation. Often, they do so without much
mention of their background in professional psychology or a
license to do anything as a scientist or health professional.
They are hired as business consultants with contracts for ser-
vices and the delivery of results, usually with the intent of
mutual profit. Many of these “psychologists by training” hire
on as apprentice business consultants in lieu of calculating
but inexperienced and sometimes interpersonally inadequate
MBA graduates. According to Interaction Associates Senior
Associate Daniel J. Anderson, “My experience is that busi-
ness can genuinely appreciate smart, honest, interpersonally
facile professionals. Thus, the creation of the Stealth Leader-
ship Institute of Psychology, the extent of [whose] informal
membership is, unfortunately, unknown” (personal commu-
nication, 2001).

Psychologists are not the only professionals engaged in
such activities. In early 2001, McKinsey & Co., Bain, and
Deloitte Consulting, to name a few among many multibillion-
dollar business consulting firms, recruited new PhDs and
postdocs in the “hard” sciences (e.g., neurology, economics,
physics) from MIT and Harvard for positions starting in the
middle six figures with a 30% bonus. These scientists are
being hired not to function as professionals in their fields but,
rather, as agents of change with or without professional titles
or licenses.
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In psychology, George Albee has long argued that psy-
chologists would be better off as educators and consultants,
not reimbursable health care providers. Even in these capaci-
ties, however, they remain psychologists in mind, heart, and
soul; no one becomes a licensed psychologist by accident.
These stealth psychologists are now business consultants,
and most don’t include their professional psychology degrees
on their business cards. Advertising one’s profession—even
psychology—may actually limit the perceived value of the
services in the business reality of an increasingly global cap-
italist economy. Most often we hear our stealth colleagues
dropping phrases such as “I was trained as a psychologist” as
a validation for their scientific rigor and discipline. However,
their statement is immediately followed by a sharp focus on
the particular organization, profession, agency, legislature,
and business in need of their specific consulting services.

How much influence for socially responsible consulting—
for productive change in policy, corporate or public—do
these stealth psychologists have? This is difficult to measure.
It is our understanding that one SLIP PhD colleague is re-
sponsible for the collaborative design to execute a peace
strategy in Belfast.

Some of these psychologists have become scoundrels-
for-hire, and some are great psychologists practicing for the
common good—public and private—in all but name. Accord-
ing to Daniel J. Anderson, “There are early indicators that the
informal membership in SLIP is growing daily as psycholo-
gists seek greater growth opportunities beyond the traditional
boundaries of professional identity.”

POLICY OPPORTUNITIES BY
“WORKING FROM THE INSIDE”

State and federal governments are open opportunities for the
growth of psychology because of the nature of the health, so-
cial, and environmental challenges facing our public leaders.
Many psychologists are already in policy positions, some
identifying themselves clearly as psychologists and others
working in a stealth role. The growing acceptance of psychol-
ogy as a learned profession and valued contributor to public
policy, however, presents an opportunity for expanded policy
making by psychologists, rather than those “trained as psy-
chologists.” The APA has a large and well-coordinated gov-
ernment liaison office that is well respected on Capitol Hill.
Moreover, most, if not all, states and territories have hired lob-
byists to work for their interests at the state level. Psychology
interests are sometimes also represented by lobbyists from
universities or nonprofit organizations. These groups will oc-
casionally form coalitions, such as those recently formed to

support the Mental Health Equitable Treatment Act (S. 543,
107th Congress), which mandates that insurers provide equal
coverage of mental health benefits to those of medical and sur-
gical benefits, if mental health benefits are offered. These
types of coalitions are found on most major issues and can be
highly effective. Advocacy and lobbying are clearly an area in
which psychology can benefit from increased participation.
During a recent “11th-hour” amendment-drafting session of a
major health care bill, a representative of the American Med-
ical Association (AMA) was in one of the democratic “warm
rooms” in the Capitol. The bill was already being debated on
the Senate floor, but the “manager’s” amendment contained
several important changes to the bill, changes that were to be
incorporated into the House version (which was debated at a
later date). The manager’s amendment was accepted by a
voice vote in the final moments of the debate. The final version
of the bill that passed the Senate was acceptable to the AMA.
Psychology is working toward that level of participation in
policy formation.

In addition to the “outside looking in” approach of lobby-
ing and advocacy, psychology has potential to grow within
federal and state governments. Inside the halls of Congress,
psychology’s legislative initiatives do not often face hostile
objection (with some exceptions, such as that regarding pre-
scription privileges), but psychology often suffers from be-
nign neglect. Few federal or state leaders or their staff have a
good understanding of the potential contributions of psychol-
ogists to health care, criminal justice, education, industry,
social system development, and community building. Few
federal or state legislators fail to understand or consider the
potential contributions of medicine. For example, the initial
language for a recent bill to reauthorize large federal pro-
grams that provide health care to the underserved diminished
the emphasis on mental and behavioral health despite the re-
cent reports by the surgeon general and the IOM. However, in
concert with other staff members and with strong, persistent
advocacy support by the Education Directorate of the APA, a
psychologist congressional fellow was able to expand the role
of mental and behavioral health in these high-profile pro-
grams. However, this relatively small success came only
through several staff-to-staff meetings, phone calls to advo-
cates encouraging them to contact their legislators, and partic-
ipation in the final drafting of the bill at 10:00 p.m. the night
before the committee markup in which the bill was “voted
out” and sent to the floor for full debate. Late in that evening
drafting session, it was suggested for one particular section of
the bill that “we just go back to the old language” in order to
reach a compromise on an issue that did not pertain to mental
health. The staff member making this suggestion had forgot-
ten, however, that the “old language” of this section did not
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include mental and behavioral health specialists. It was the
psychologist fellow who reminded the staffer that the old lan-
guage failed to include mental and behavioral health special-
ists. Psychologists would have been cut out of a major
component of the federal program had the old language been
used. Working from the inside is an effective method to re-
duce the benign neglect of psychology on Capitol Hill and in
state legislative chambers, and it is best accomplished with
psychologists’serving as staff or fellows. Psychologists’(who
identify themselves as psychologists) working “on the inside”
would go a long way toward increasing inclusion in policy. It
would also go a long way toward improving society.

The view from the “inside” is unique, highly energizing, and
informative. The two most common ways to become involved
are to become a congressional fellow and to be employed as a
staffer. Staff members often start as interns or volunteers from
campaigns or through personal contacts. Some congressional
fellows accept positions on staff after their fellowship year(s).
There are many misperceptions about congressional staff, but
the truth is that they are bright, articulate, energetic, and hard-
working individuals who care about policy as much as or more
than they care about politics. A substantial portion of their
activity involves reliance on personal relationships, because
so much of their job performance relies on negotiation skills.
Negotiations occur with staff from the other party, with the
administration, and with constituents regarding their desires
and needs. Staff members are also ravenous consumers of in-
formation, although not typically scientific journal articles.
Psychologists have proven to be effective staff members, and
some have proven to be effective legislators because of the
overlap in skills necessary to succeed in both professions.
However, there are too few psychologist congressional or state
staff members or legislators. Psychologists have an opportu-
nity to increase their “stock” in the legislative hallways by par-
ticipating in policy as paid staff or through fellowships. Only
four psychologists have been Robert Wood Johnson Fellows
health policy fellows, and not many more have applied but not
been selected. Increasing the numbers of psychologists who
are Robert Wood Johnson Fellows is largely a function of hav-
ing more psychologists apply to the program.

PRESCRIPTIVE AUTHORITY:
PSYCHOLOGY’S RESPONSIBILITY TO
IMPROVE PSYCHOPHARMACOLOGICAL
SERVICE PROVISION

A central paradox in the provision of modern psychopharma-
cological agents is that, in spite of their known efficacy, and
in spite of tremendous increases in their use over the past

decade, they have done little to reduce the societal burden
of mental disease—that is, their effectiveness is open to
question. This phenomenon has been directly studied in de-
pression (Moncrieff, 2001), but evidence also exists for schiz-
ophrenia (Harding, Brooks, Ashikaga, Strauss, & Breir,
1987a, 1987b; Harrison et al., 2001; Hegarty, Baldessarini,
Tohen, Waternaux, & Oepen, 1994) and undoubtedly for
other mental conditions as well. Numerous explanations for
this phenomenon are possible, among the most plausible
being (a) that psychotropics are not appreciably more effica-
cious than placebo; (b) that the effects of psychotropics are
insufficiently specific to provide significant amelioration
for any one particular disorder; (c) that psychotropics are in-
correctly employed—chronically overdosed or, more likely,
underdosed—in everyday clinical practice, and (d) that psy-
chotropic medications are, when used as single modalities, in-
sufficient to bring about lasting improvement.

All of these speculations have varying degrees of merit,
and all have been the subject of investigation. The placebo
issue has come under increasing scrutiny in the past decade
(Greenberg & Fisher, 1989; Kirsch, 1997; Kirsch &
Sapirstein, 1998; Shapiro & Shapiro, 1998), and it is likely
that the placebo response rate to antidepressants approaches
40% (Khan, Warner, & Brown, 2000). Placebo responding is
less studied in other conditions, but it is reasonable to assume
that a fairly robust placebo response exists even in psychotic
conditions and mania. As many as 30% of patients (Emsley,
1999) treated with antipsychotics show essentially no im-
provement, and the placebo response to antipsychotics, even
during an acute psychotic episode, can be relatively robust
(Marder & Meibach, 1994). Although antipsychotics are of
demonstrable efficacy in controlling, but not ablating, the
acute symptoms of psychosis and may be of material assis-
tance in preventing relapse, a “substantial minority” of pa-
tients derive little benefit from drug treatment (Wirshing,
Marder, van Putten, & Ames, 1995).

On the other hand, it is equally true that most studies of an-
tidepressants and other psychotropics find that active agents
not only are more efficacious than placebo in ameliorating
acute symptoms but are also effective in preventing relapse to
a more significant degree than placebo. Antipsychotics are
clearly effective in preventing relapse, but, again, they should
not be considered a panacea. Approximately 50% of patients
treated with placebo relapse within 4–6 months, as compared
with 20% on antipsychotics (Csernansky & Newcomer,
1995).

The placebo response is a function of not only medication
but also diagnosis, patient, and even phase of treatment. It is
endemic in psychopharmacology, just as it is in all types of
allopathic treatment. Discussion of the role of placebo in
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treatment of mental distress is essential to good clinical use
of psychopharmacological agents, because of the repeatedly
demonstrated, often substantial, placebo effect associated
with them. To acknowledge this response is not to deny the
utility of these agents: A substantial number of patients show
a robust placebo response to narcotic analgesic, yet we do not
question the value of those agents. Nonetheless, this response
must be clearly understood by clinicians in order to allow op-
timum use of antidepressants and other psychotropics.

Also related to the issue of placebo responding is the ques-
tion of the degree of specificity of response to antidepres-
sants. Kirsch and Sapirstein (1998) argued that much of the
response to antidepressants cannot be ascribed to a specific
effect on neurotransmitter function or other cause, and that up
to 75% of response to an antidepressant is either a placebo or
a nonspecific response. This speculation has merit, and is an
issue in clear need of further study, but it should not be inter-
preted to mean that there is not a substantial population that
does respond specifically to antidepressants, and that their
use has not enhanced both short- and long-term outcome of
depression and other mental disorders. Like the placebo re-
sponse, the degree of nonspecificity of response will vary
across patient, diagnosis, and phase of treatment dimensions.
A clearer definition of the nonspecific response to psy-
chotropics will aid both researchers who strive to identify
biological substrates to mental distress and clinicians who
seek guidance as to how to use these agents most effectively.
Again, however, we must take great care to avoid the politics
surrounding allopathic versus nonallopathic treatments.
Hollon (1996) observed that “if psychotherapy works (that is,
if it has causal agency), then it really does not matter if it
works for specific or nonspecific reasons” (p. 1028)—an ob-
servation that remains as trenchant when applied to pharma-
cotherapy as when applied to psychotherapy.

Of the five points outlined above, we believe the last two—
the misuse of psychotropics and the overreliance on psy-
chotropics as a single modality—provide the most compelling
explanation as to why psychotropics have not reduced the bur-
den of mental disorders, in spite of their greatly increased use.
An understanding of these issues is important in demonstrat-
ing how psychologists, using psychotropics in an adjunctive
manner and in combination with psychosocial and behavioral
treatments of demonstrated effectiveness, can improve the
provision of psychotropics and make substantial contribu-
tions to the public weal.

Antidepressant medications were the highest-selling cate-
gory of prescription drugs in 2000 (Pear, 2001), and over
$6 billion was spent on antidepressants alone in the 1990s
(Croghan, 2001). Surveys of practice patterns in primary care
and psychiatry reveal that a significant majority of patients

(Pincus et al., 1998)—indeed, as many as 97% (National
Depressive and Manic Depressive Association, 2000) of
patients—are treated with medication, a trend that has been
particularly noticeable in the past decade (Olfson et al.,
1998). In psychiatry, the likelihood of a patient’s receiving
medication for depression has increased significantly over
the past 15 years, to the point that currently approximately
90% of all patients receive medication, most commonly for
depression (Pincus et al., 1998). At the same time, other data
suggest that many patients in primary care prefer counseling
to medication to treat mental distress and that counseling is as
effective as medication in managing mild to moderate de-
pression in primary care (Chilvers et al., 2001).

Depression is by all standards undertreated using routine
primary care (Lin et al., 1998; Nierenberg & Alpert, 2000).
The recent large-scale survey of over 1,000 patients and
800 non–psychiatrically trained primary care physicians
(National Depressive and Manic Depressive Association,
2000) underscore this point. Although an extraordinary num-
ber of people were treated with medication, most patients were
not compliant with a treatment regimen, and over one half ex-
perienced side effects that were significant enough to cause
them to discontinue or switch antidepressants. Even after tak-
ing medication for 3–5 years, most patients had significant
residual symptoms of depression. Another finding of impor-
tance from this survey was that, although the majority of pri-
mary care physicians felt they had adequately informed
patients about side effects of medication, only a small number
of patients believed they had received sufficient information.

However, poor adherence to drug regimens is only one
variable in an equation resulting in suboptimal outcomes.
Simon, von Korff, Rutter, and Peterson (2001) compared out-
comes for treatment of depression in primary care and psy-
chiatry and concluded that outcomes were poor in either
setting. Their data revealed that, regardless of setting, patient
visits were few (even among patients of psychiatrists, only
57% made more than three visits in 90 days). These authors
commented that systematic issues, such as the fact that
Health Plan Employer Data and Information Set (HEDIS)
criteria suggest only three visits in 3 months, rather than the
care itself, might be responsible for the poor record of treat-
ment of depression. Another large-scale survey of depressed
patients revealed that only half of all patients had continuous
treatment for more than 6 months (Tierney, Melfi, Signa, &
Croghan, 2000). These data indicate that depression, by defi-
nition a chronic, relapsing condition, is not only being under-
treated in primary and specialty care but, perhaps more
importantly, is being treated in a fashion that essentially guar-
antees that medication will be the most likely treatment—at
the expense of either psychotherapy alone, or combinations
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of medication and psychotherapy, both of which are of ap-
parently greater value in treating depression and other mental
conditions.

This situation persists despite data indicating that collabo-
rative (psychologist-physician) care leads to better outcome
(Katon et al., 1996). It also appears that minimum improve-
ments in routine care, particularly via the addition of psy-
chotherapy or closer medication management, can improve
outcome for depression treated in primary care. Schoenbaum
et al. (2001) prospectively studied depressed patients as-
signed to routine primary care, augmented medication man-
agement (monthly contact with nurse specialists to determine
medication adherence), and a cognitive behavioral therapy
arm. Addition of medication or psychotherapy (sometimes in
combination) led to substantially greater improvements in
quality of life and productivity. The benefits of added psy-
chotherapy were substantially greater than those of the addi-
tion of medication only. The added cost of providing these
services was well in keeping with benefits derived.

In summary, all available data suggest that psychotropics,
particularly antidepressants, are misused and generally over-
used. Further, in the vast majority of cases they are used as sin-
gle therapeutic modalities, and most patients do not receive
psychological treatments, either singly or in combination, for
mental distress. This had led to a situation wherein the costs of
mental health treatment have escalated, but the societal burden
of mental distress has not been ameliorated and the vast ma-
jority of patients with mental distress do not experience sub-
stantive relief. The training of psychologists makes them the
most appropriate profession to provide a full spectrum of in-
terventions for mental distress, from appropriate assessment
and diagnosis, to empirically validated psychotherapeutic and
behavioral intervention, to accurate monitoring of the process
of change. Until the recent past, psychologists have not sought
to expand their scope of practice to include prescriptive au-
thority. Within the past decade, this has emerged as a priority
for the profession, but in the face of considerable opposition.
The medical profession views this as a major infringement on
their professional territory. In spite of the fact that most psy-
chologists endorse prescriptive authority (Sammons, Gorny,
Zinner, & Allen, 2000), some psychologists remain opposed,
fearing that the ability to prescribe will be a de facto endorse-
ment of the medical model of treatment for mental disorders
(Adams & Bieliauskas, 1994).

Will Prescribing “Medicalize” Psychology?

Some opponents of prescriptive authority for psychologists,
both within and outside the profession, believe that those
who choose to prescribe will succumb to the medical model

of treatment of mental disorders. As cited above, current stan-
dards under the medical or psychiatric model for treatment of
depression require no more than three visits in 3 months, of
which one is recommended to be to a prescriber—a situation
essentially guaranteed to produce overreliance on pharmaco-
logical interventions.

Medical managed care treatment standards such as
HEDIS criteria attract considerable and justifiable criticism
from psychologists, few of whom believe that an episode of
depression can be appropriately managed in three visits over
a 3-month span. It is the fear of these psychologists that much
of our practice will be reduced to medication checks and per-
functory management of the symptoms of depression, as is
often the case in modern psychiatric treatment of the disor-
der. On the other hand, psychiatrists and other physicians
who oppose psychologists’ prescribing do not do so on the
basis of such standards but, rather, argue that psychiatrists are
physicians and that a comprehensive medical evaluation is
requisite in order for psychologists to learn to prescribe
safely and effectively.

Numerous data exist to contradict this. First, we know that
psychiatrists rarely practice medicine after completing their
residency training. Only about 5% of outpatient psychiatrists
ever perform a physical examination on their patients (Kick,
Morrison, & Kathol, 1997; Krummel & Kathol, 1987): Phys-
ical exams have become so uncommon by psychiatrists that
they essentially do not exist. Additionally, most psychiatrists
do not take a comprehensive medical history but leave this to
other medical professionals to perform. Thus, in terms of per-
formance of one of the basic components of “medical” treat-
ment, the history and physical, psychiatry does not conform
to the standards that apply to the rest of the profession. Some
attempt has been made to alter this situation in recent years,
with the development of residency programs designed to
train physicians in primary care or internal medicine and psy-
chiatry. However, these programs are in short supply and typ-
ically attract few applicants. In any event, the result is the
same. What is produced is a generalist or an internist special-
izing in psychiatry, not a psychiatrist specializing in internal
medicine or primary care.

Many have argued that prescribing psychologists will not
become “junior psychiatrists”—that their practice will be fun-
damentally different from their medical colleagues and will
represent a truly psychological model of pharmacologic ser-
vice provision (Cullen & Newman, 1997). All data accrued to
date support this perspective. Prescribing psychologists, just
as do their psychiatric counterparts, will probably rely in a
collegial manner on the medical skills of colleagues, who are
internists, pediatricians, neurologists, other physicians, and
midlevel practitioners (e.g., advanced practice nurses and
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physician’s assistants). The practice of psychiatry is not the
practice of medicine; nor will be the practice of psychologists
who prescribe.

Nevertheless, the profession must be sensitive not only to
our own definition of various forms of mental distress and our
notions of the most appropriate treatment but also to changing
societal expectations and definitions of mental disorders and
their treatment. Depression as currently conceptualized (the
“common cold” of mental distress) is far different from the
definitions that existed prior to the advent of drugs that could
effectively treat the condition in outpatient settings. Indeed,
as Healy (1997) commented, prior to the psychopharmaco-
logical era, depression was considered to be of sufficient
rarity that the existence of an economically viable market for
antidepressants was questioned. In other words, depression
was defined in the severest terms—as an incapacitating illness
with profound effects on every aspect of daily living, most
likely requiring long-term institutionalization to manage.

Definitions have changed, and obviously for the better. We
now acknowledge less severe forms of depression as true man-
ifestations of mental distress that, while not incapacitating, re-
sult in suffering and prevent optimum functioning. However,
we must be sensitive to the fact that this redefinition, coupled
with the successful marketing of allopathic treatments for de-
pression, has led to significant misperceptions of effective
treatment by both the public and the medical profession. The
response of many psychologists to this situation has not been
adaptive: We characterize the debate in moral terms and argue
that nonallopathic treatments represent a morally superior al-
ternative to drugs. Not only is this incorrect, but it also further
widens the perceptual divide between allopathic and nonallo-
pathic treatments and perpetuates a situation in which patients
and providers are forced to make false choices between drug
and nondrug treatments. Evidence suggests that for many
forms of mental distress, nonpharmacological treatments are
appropriate, but for significant numbers of patients, combined
pharmacological and psychological treatments are superior
(Sammons & Schmidt, 2001). Psychopharmacological agents
can be added to the armamentarium of psychologists without
the need to embrace the medical model of mental health ser-
vice provision. In order to offer the most effective form of
treatment to the greatest number of patients, it is incumbent on
the profession that we do so (DeLeon, 2001).
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Handbook of Psychology Preface

Psychology at the beginning of the twenty-“rst century has
become a highly diverse “eld of scienti“c study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
•Decade of Behavior.ŽThe pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to speci“c topics in the “eld.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the “eld. 

Two unifying threads run through the science of behavior.
The “rst is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology. 

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
“ve broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identi“es pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also re”ects the investment of scienti“c psycholo-
gists in practical applications of their “ndings and the atten-
tion of applied psychologists to the scienti“c basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that de“ne the
“elds they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective “elds. Third, for psychologists seeking
to become conversant with “elds outside their own specialty

ix
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature. 

The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like “nally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porter“eld and Isabel Pratt. Without Jennifer•s vision of the
Handbook and her keen judgment and un”agging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER

Tampa, Florida
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xi

When we were “rst asked to serve as editors of the health
psychology volume for this Handbook, we were very excited
to be part of a larger set of editors whose landmark, but
daunting, task was to corral an impressive list of leading psy-
chologists to chronicle all of psychology. Having the oppor-
tunity to invite internationally known psychologists to author
speci“c chapters that would be both comprehensive and prac-
tical in one volume offered a tremendous and exciting chal-
lenge. We were also very pleased to have the opportunity to
put together a comprehensive text on health psychology that
could be useful to graduate psychology students interested in
health psychology, health psychology researchers interested
in having up-to-date information, clinical health psycholo-
gists working with medical patients, and nonpsychology pro-
fessionals (e.g., physicians, nurses) who wish to learn more
about psychology•s contributions to health and health service
delivery.

It was these four audiences that we had in mind when we
developed the structure for this volume on health psychology.
We cover both conceptual and professional issues (Parts One
and Two, Overview and Causal and Mediating Psychosocial
Factors, respectively), as well as a plethora of disease-
speci“c chapters (Part Three, Diseases and Disorders). This
latter section focuses on 14 major disease entities or medical
problems and provides information concerning prevalence,
psychosocial causal factors, and treatment approaches.
Because we view all phenomena as taking place within
varying contexts, we also believe that health and health care

need to be viewed within the context of varying developmen-
tal stages, hence the inclusion of Part Four on Health
Psychology across the Life Span. Last, because we believed
there were additional contextual issues, such as gender
(Chapter 22 on women•s health issues) and cultural/ethnic
background (Chapter 23 on cultural diversity issues in
health), as well as emerging related issues in the “eld (Chap-
ter 24 on occupational health psychology and Chapter 25 on
complementary and alternative therapies), we added Part
Five titled Special Topics.

Although we provided wide latitude to the various authors
in terms of chapter structure and content, we insisted on com-
prehensive and timely coverage for each topic. We believe
each set of authors did a magni“cent job. We wish to thank
them for their outstanding contributions. We also wish to
thank Irv Weiner, Editor-in-Chief of the Handbook, for his in-
defatigable support, feedback, and advice concerning this
volume. Much appreciation also should be extended to the
editorial staff at Wiley, Jennifer Simon and Isabel Pratt, for
their support and advice. Finally, we need to underscore the
huge assistance that Marni Zwick, soon to be a clinical health
psychologist in her own right, gave to this project. Without
her, this book would not have come to fruition.

ARTHUR M. NEZU

CHRISTINE MAGUTH NEZU

PAMELA A. GELLER
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Introduction

The power of the imagination is a great factor in medicine.
It may produce diseases in man and in animals, and it may cure them.

PARACELSUS, SIXTEENTH CENTURY

1

By no means should the above observation be equated with
a contemporary de“nition of health psychology, but in his
quote, the noted reformer and physician Paracelsus argues
that disease, neither in its etiology nor in its cure, can be
totally understood in terms limited to the realm of the
soma. This is the essence of the “eld of health psychology
that disease processes cannot be understood solely in terms of
biological and physiological parameters. Instead, a biopsy-
chosocial model better represents a more complete picture of
disease, illness, health, and wellness.  Rather than underscor-
ing the primacy of somatic variables, such a model (see
Schwartz, 1982) contends that biological, psychological, and
social factors all constitute important and crucial indices of a
de“nition of disease with regard to issues of etiology, patho-
genesis, course, and treatment. Recent research suggests that
less than 25% of physical complaints presented to primary
care physicians have known or demonstrable organic or bio-
logical etiologies, greatly highlighting the need for a more
complete model (Nezu, Nezu, & Lombardo, 2001). Such a
view is consistent with a planned critical multiplism perspec-
tive (Shadish, 1986), which is a methodological approach
whereby attempts are made to minimize the biases inherent
in any univariate search for knowledge. During the past
two decades, efforts by a wide range of psychologists inter-
ested in disease and illness have provided varying types of
support for this biopsychosocial model using this multivari-
ate perspective.

Starting with simpler questions, such as what types of psy-
chological processes affect illness, the “eld of health psy-
chology has since expanded greatly in terms of its scope,
depth, and impact.  For example, Taylor•s (1990) con“dent
prediction that succinct papers reviewing the current status of
health psychology would disappear due to the •diversity of
issues studied and the complexity and sophistication of the
models and designs used to explore themŽ (p. 47) appears to
have been con“rmed. Initially, the “eld was composed of

researchers and practitioners with common interests in issues
related to health and illness who were trained in more tradi-
tional (but varied) areas of psychology.  The diversity of con-
ceptual approaches, models, and designs brought together by
these individuals have helped to establish a “eld that is
broad in scope, eclectic, multidisciplinary, dynamic, and al-
lowing for creative developments. Training programs in
health psychology have tapped this breadth and students now
have signi“cant exposure to neurology, endocrinology, im-
munology, public health, epidemiology, and other medical
subspecialties, in addition to a solid grounding in psychology
(Brannon & Feist, 1992). 

Over the past two decades, health psychologists have be-
come more integrated into the general “eld of health research
and intervention, and have gained job opportunities in a
range of health-oriented settings (Belar & Deardorf, 1995).
Although psychology has been involved with health in some
capacity since early in the twentieth century, very few psy-
chologists worked in medical settings, and more as adjuncts
than as full members of multidisciplinary teams.  Recent is-
sues of the APA Monitor, however, now advertise a wide
array of health-related positions for psychologists in settings
such as universities, medical schools, hospitals, health clin-
ics, health maintenance organizations, and private practices,
highlighting the growing demand for such services. The
focus of clinical health psychology on empirically supported,
brief, problem-centered, cognitive-behavioral interventions
and skills training has been compatible with the demands of
the managed care system, which must provide authorization
for treatment plans. Moreover, the large and continually
growing percentage of the gross national product that
Americans spend on health care, more than any other indus-
trialized country (over 13.5% in 1998; U.S. Health Care
Financing Administration, 1999), highlights the need to
contain costs through early detection and disease prevention.
Health psychology research focusing on the development and
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evaluation of prevention activities intended to assist with
health maintenance and improvement is more cost-ef“cient
and can help reduce the need for high cost health care ser-
vices (Taylor, 1990).  Such economic factors have thus
helped to facilitate the acceptance of psychologists in the
health arena.

The future seems bright for continued acceptance of and
opportunities for health psychologists as the “eld has demon-
strated its value through the contributions made in supporting
a biopsychosocial model, as well as with regard to their ap-
plied and clinical implications (e.g., primary, secondary, and
tertiary prevention). Recent reports emanating from the U.S.
Surgeon General•s Of“ce continue to highlight the causal im-
portance of behavioral and psychological factors regarding
the leading causes of mortality in the United States. For exam-
ple, such reports suggest that various behavioral risk factors
(e.g., substance abuse, stress, diet, tobacco use) are among the
most important foci regarding health promotion and disease
prevention (see also Healthy People 2000). As such, health
psychologists are in a unique position to conduct research and
develop programs geared to prevent and change unhealthy
habits and behaviors, as well as to promote healthy ones.

However, despite such advances, there is still a tremen-
dous need for work in this area. For example, although an ex-
orbitant amount of money is spent on health care in the
United States, this does not necessarily translate to high-
quality care for most Americans. Comparing mortality and
morbidity rates among ethnic/racial groups reveals vast dif-
ferences. For example, although there has been a general de-
cline in mortality for all groups, overall mortality was 55%
greater for Blacks than for Whites in 1997 (Hoyert,
Kochanek, & Murphy, 1999).  There also are signi“cant
health discrepancies relating to socioeconomic status, eth-
nic/racial status, and even gender (e.g., National Center for
Health Statistics, 1999; Rodin & Ickovics, 1990).

As such, there is a continuing need for health psychology
efforts, both research and clinical, to expand in scope. Not
only do we need to better understand how biological, psy-
chological, and social factors interact with each other regard-
ing various symptom clusters and medical disorders, but also
we need to improve the manner in which health care delivery
is provided. Research needs to be conducted regarding
the impact of health care policy on health and well-being.
Therefore, lest we begin to wish to sit on our laurels and

believe that our job is nearly done in terms of health psychol-
ogy research and clinical applications, we should remember
the words of John Locke concerning overcon“dence:

He that judges without informing himself to the upmost that he is
capable, cannot acquit himself of judging amiss.

This current volume should be viewed as but one major stop
on a road that will continue far into the future. However, the
road thus far has been very fruitful, as evidenced by the rich
material contained in the various chapters in this volume.
More importantly, such strides strongly justify continued
travels.
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The importance of psychological processes in the experience
of health and illness is being increasingly recognized. More
and more evidence is accumulating for the role of behavior in
current trends of morbidity and mortality: Certain health be-
haviors reduce morbidity and mortality (Breslow & Enstrom,
1980; Broome & Llewellyn, 1995; Marks, Murray, Evans, &
Willig, 2000; Matarazzo, Weiss, Herd, Miller, & Weiss, 1984;
Taylor, 1986). Maes and von Veldhoven (1989), reviewing
all the English language handbooks on health psychology

known at that time, counted 15 published during the period
1979 to 1989. Recent developments, especially in clinical
practice, have been even more encompassing, and health psy-
chologists are in increasing demand in clinical health care
and medical settings. In the United States, the single largest
area of placement of psychologists in recent years has been in
medical centers. Psychologists have become vital members
of multidisciplinary clinical and research teams in rehabilita-
tion, cardiology, pediatrics, oncology, anesthesiology, family
practice, dentistry, and other medical “elds (American Psy-
chological Association [APA], 1996). With this increasing
participation of psychologists in health services, guidelines
for professional training programs and ethical practice have
been developed in the United States, Europe, and elsewhere.
This chapter reviews some of the professional and ethical is-
sues that have been identi“ed and discussed in these regions.
The emphasis is on education and training.

In reviewing the “eld•s development in the United States,
Wallston (1993) states, •It is amazing to realize that formal

The authors would like to thank the members of the EFPPA Task
Force on Health Psychology (convenor: David F. Marks): Carola
Brucher-Albers, Berufsverband Deutscher Psychologen e.V.; Frank
J. S. Donker, Nederlands Institut van Psychogen; Zenia Jepsen,
Dansk Psykologforening; Jesus Rodriguez-Marin, Colegio O“cial
de Psicologos; Sylvaine Sidot, Association Nationale des Organiza-
tions de Psychologues; Brit Wallin Backman, Norsk Psykologforen-
ing. Sections of this chapter are adapted from the Task Force report
(Marks et al., 1998).
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recognition of the “eld of health psychology in the United
States occurred less than 20 years ago. It is no longer correct
to speak of health psychology as an •emerging• specialty
within American psychology; for the last dozen or so years,
health psychology has ”ourished as one of the most vibrant
specialties within the larger discipline of psychology. Not
only is it recognized as a specialty in its own right, health
psychology has had a profound impact on clinical psychol-
ogy, and has played a major (if not the major) role in
developing and vitalizing the interdisciplinary “eld called
•behavioral medicine•Ž (p. 215). The overlap with behavioral
medicine in both theory and practice has been strong and, like
behavioral medicine, health psychology is really an interdis-
ciplinary “eld (Marks, 1996). Because the leading causes of
mortality have substantial behavioral components, behav-
ioral risk factors (e.g., drug and alcohol use, unsafe sexual
behavior, smoking, diet, a sedentary lifestyle) are the main
focus of efforts in the area of health promotion and disease
prevention. Behavioral methods are also playing an increas-
ing role in treatment and rehabilitation. Beyond the clinical
domain, the relevance of psychology to public health, health
education and health promotion has been discussed by
health psychologists (Bennett & Murphy, 1997; Winett,
King, & Altman, 1989) and health promotion specialists
(Macdonald, 2000).

Given its emphasis on behavior and behavioral change,
psychology has a unique contribution to make to health care
and public health. Health psychologists are currently con-
ducting research on the development of healthy habits as well
as the prevention or reduction of unhealthy behaviors. Both
the impact of behavior on health as well as the in”uence of
health and disease states on psychological factors are being
explored. Psychosocial linkages in areas such as psycho-
neuroimmunology, pain, cardiovascular disorders, cancer,
AIDS/HIV, and other chronic diseases are being de“ned.
Psychosocial mediators of effective public health promotion
are being identi“ed.

The United States has produced the most in”uential theo-
retical and ideological frameworks and a large proportion of
the empirical work. The Health Psychology Division of the
APA (Division 38) is one of the largest and fastest growing in
the association. Its journal, Health Psychology, has one of the
largest circulations among psychology journals. However, in
the 1990s, a considerable amount of research was initiated in
Europe. Health psychology was no longer totally dominated
by developments in the United States. The European Health
Psychology Society (EHPS) has organized scienti“c meet-
ings since 1986. Undoubtedly these have had an in”uential
role in the proliferation of the European health psychology
scene. Linked to the EHPS, the journal Psychology and

Health is a respected review of health psychology and since
1985 has been the leading European journal. The establish-
ment of the Journal of Health Psychology in 1996 has en-
couraged an interdisciplinary and international orientation to
the “eld and created a forum for new methods and theories,
discussions, and debate, including critical approaches. An-
other journal, Psychology, Health & Medicine has focused on
psychological care for medical problems. Other journals that
publish papers in this “eld are the International Journal of
Behavioural Medicine and Social Science & Medicine. Sev-
eral other academic journals focus on health psychology at a
national level (e.g., British Journal of Health Psychology,
Gedrag & Gezondheid: Tijdschrift voor Psychologie en
Gezondheid, Revista de Psicologia de la Salud, Zeitschrift
far Gesundheitpsychologie). As in the United States and
Europe, psychological associations in Canada, Australia,
New Zealand, and elsewhere have boards, divisions, or
branches specializing in health psychology and research and
professional work in the “eld are expanding rapidly.

In the light of these developments, it can be seen that
health psychology is one of the most vibrant and dynamic
“elds in Western psychology. As health psychology pro-
gresses from a research “eld to health service delivery, it is
inevitable that professional and ethical issues are at the
forefront of discussion within the major psychological asso-
ciations. This chapter re”ects the principle focus of this dis-
cussion that is on education and training.

THE DEFINITION AND SCOPE OF
HEALTH PSYCHOLOGY

The currently accepted de“nition of health psychology was
originally proposed by Matarazzo (1982) as:

[T]he aggregate of the speci“c educational, scienti“c, and pro-
fessional contributions of the discipline of psychology to the
promotion and maintenance of health, the prevention and treat-
ment of illness, the identi“cation of etiologic and diagnostic cor-
relates of health and illness and related dysfunctions, and the
analysis and improvement of the health care system and health
policy.

Virtually every health psychology organization and
textbook has adopted Matarazzo•s (1982) de“nition without
criticism, debate, or discussion. For researchers in health
psychology, this de“nition is a very “ne and appropriate one.
Researchers invariably specialize and the fact that a de“ni-
tion of their “eld is a very broad one is not a problem.
For practitioners, however, the breadth of the Matarazzo
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de“nition can pose some serious dif“culties. In fact, at face
value, the de“nition is quite grandiose, encompassing all of
clinical psychology, counseling psychology, rehabilitation
psychology, occupational psychology, and much else as well.
No single health care professional can reasonably be ex-
pected to possess and practice with genuine competence in all
of the areas mentioned in Matarazzo•s de“nition and yet that
is what the American, British, and most other psychological
associations have agreed to.

The •of“cialŽ de“nition of health psychology needs to
be narrowed, or at least specialties within it, need to be de-
“ned (e.g., clinical health psychologist, rehabilitation health
psychologist, occupational health psychologist, health promo-
tion psychologist). Otherwise there is a risk of becoming
Jacks-and-Jills-of-all-trades, and master-of-none. McDermott
(2001) recently argued that the Matarazzo de“nition is over-
inclusive, encompassing any topic connected with health, in-
cluding primary, secondary, and tertiary care in their entirety.
McDermott states, •The over-inclusivity is likely to prove
detrimental to the long-term well-being of health psychology
since such a broad de“nition does not allow for the subject
area to distinguish itself clearly from other subdisciplines, in
particular from clinical psychology and behavioral medicineŽ
(p. 7). McDermott•s solution to this problem is to replace the
“rst Matarazzo de“nition with another, his de“nition of be-
havioral health:

. . . new, interdisciplinary subspecialty . . . speci“cally concerned
with the maintenance of health and the prevention of illness and
dysfunction in currently healthy persons. (Matarazzo, 1982,
p. 807, cited by McDermott, 2001)

This proposal is an elegant one. Secondary and tertiary care
would thus remain the province of clinical psychology, leav-
ing health psychology to become a true psychology of health.
Correspondence suggests that Matarazzo (2001) essentially
agrees with this proposal (Marks, 2002).

Another critique questions the focus on the rejection of the
biomedical model and argues for a more social orientation,
drawing on the knowledge base of the social sciences. The
“rst author has argued elsewhere for a new agenda in which
•health psychology should accept its interdisciplinary nature,
venture more often out of the clinical arena, drop white-
coated scientism, and relocate in the richer cultural, sociopo-
litical and community contexts of societyŽ (Marks, 1996,
p. 19). Ogden (1998) has suggested that the challenge of the
biomedical model in the form of the •biopsychosocialŽ
model is a rhetorical strategy lacking any solid theoretical
foundation. A more societal emphasis in health psychology,
and psychology as a whole, will encourage psychologists to

make a more signi“cant contribution in a world threatened by
the sequelae of its industrial, scienti“c, and medical attain-
ments but also by war, crime, and poverty.

This step broadens the agenda rather than narrows it. It is
a broadening of awareness about the social context of health
experience and behavior and of the social and economic de-
terminants of health. In no way does it dilute the psycholo-
gist•s ability to deliver effective approaches to health issues.
Economic and political changes have considerable, long-
lasting in”uence on human well-being. Warfare remains an
intermittent threat to human security. The gap between the
•havesŽ and the •have-notsŽ widens, the Western population
is aging, and the impacts of learned helplessness, poverty,
and social isolation are becoming increasingly salient fea-
tures of society. Global warming and energy addiction re-
main unabated. The health and psychological impacts of
these phenomena present many challenges that lead us to re-
peat what Taylor already wrote over 10 years ago, •The only
aspect of health psychology that is more exciting than its dis-
tinguished past and its impressive present, is its promising
futureŽ (Taylor, 1986, p. 17).

Ascurrentlyde“ned, healthpsychology is theapplicationof
psychological theory, methods, and research to health, physi-
cal illness, and health care. Human well-being is a complex
product of genetic, developmental, and environmental in”u-
ences. In accordance with the World Health Organization
(WHO) de“nition, health is seen as well-being in its broadest
sense, not simply the absence of illness. Expanding the WHO
de“nition, well-being is the product of a complex interplay of
biological, sociocultural, psychological, economic, and spiri-
tual factors.Thepromotionandmaintenanceofhealth involves
psychosocial processes at the interface between the individual,
the health care system, and society (Marks et al., 2000).

Health psychology is concerned with the psychological
aspects of the promotion, improvement, and maintenance of
health. The ecological context of these psychological aspects
of health includes the many in”uential social systems within
which human beings exist: families, workplaces, organiza-
tions, communities, societies, and cultures (Marks, 1996;
Marks et al., 2000; Whitehead, 1995). Any psychological ac-
tivity, process, or intervention that enhances well-being is of
interest to health psychology. Equally, any activity, process,
or circumstance which has psychological components and
which threatens well-being is of concern to health psychol-
ogy. Interventions need to be considered in the light of the
prevailing environmental conditions that contain the contex-
tual cues for health-related behaviors. A behavioral change
resulting from an intervention delivered in one speci“c envi-
ronment (e.g., a classroom, hospital, or prison) will not nec-
essarily transfer to other environments.
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The mission of professional health psychology is to pro-
mote and maintain well-being through the application of psy-
chological theory, methods, and research, taking into account
the economic, political, social, and cultural context. The pri-
mary purpose or •visionŽ of professional health psychology
is the employment of psychological knowledge, methods,
and skills toward the promotion and maintenance of well-
being. The latter extends beyond hospitals and clinics„it in-
cludes health education and promotion among the healthy
population as well as among those who are already sick.

The application of psychological knowledge, methods,
and skills in the promotion and maintenance of well-being is
a multifaceted activity; it is not possible to de“ne the “eld
narrowly because of the many different settings and situa-
tions in which psychologists may have a role in promoting
and maintaining human health. It also must be acknowledged
that the psychologist often will be working with laypeople,
many of whom are patients• relatives, acting as informal care-
givers: •People are not just consumers of health care, they are
the true primary care providers in the health care system. In-
creasing the con“dence and skills of these primary care
providers can make health and economic senseŽ (Sobell,
1995, p. 238).

Relationships with Other Professions

Health psychology is an interdisciplinary “eld with theoreti-
cal and practical links with many other professions (e.g.,
medicine, nursing, health promotion, and social work among
many others). Health psychology overlaps with many other
sub“elds or professional activities of psychology. Particular
examples include sub“elds such as clinical psychology and
activities such as psychotherapy. These overlapping sub“elds
and activities are concerned with the independent application
of psychological principles and methods to health, illness,
and health care. However there are similarities and synergy
between health psychology, clinical psychology, psychother-
apy, and other applied psychological “elds that have common
foundations and overarching objectives. The primary goals
are (a) the promotion and maintenance of good health and
quality of life; (b) the prevention and improvement of ill
health, disability, and the conditions of impairment and hand-
icap through psychological intervention; and (c) adherence to
the ethical guidelines speci“ed by the national societies.

Health psychology is primarily concerned with physical
health, illness, and health care although it is recognized
that mental and physical health are highly interrelated. Clini-
cal psychology is primarily concerned with assessing,
predicting, preventing, and alleviating cognitive, emotional,
and behavioral disorders and disabilities. Psychotherapy is

primarily concerned with the treatment of psychological
and psychologically in”uenced disorders by psychological
means. Although it is recognized that these three “elds over-
lap, they are independent professions of psychologists with
university degrees that have their own postgraduate training
needs and curricula.

Health and clinical psychologists, and those psychologists
who conduct psychotherapy, work with:

1. Individuals, couples, families, groups, and communities;

2. People of all ages;

3. In institutions, organizations, and companies;

4. In the public, private, and voluntary sectors.

They undertake: (a) assessment and diagnosis; (b) interven-
tion and treatment; (c) teaching and training; (d) supervision,
counseling, and consultancy; (e) evaluation, research, and
development for a range of areas of life, including promotion
of well-being; prevention of deterioration of health; interven-
tion in psychological aspects of physical health; intervention
in psychological aspects of mental health; and promotion
of optimum development and aging. These individuals are
responsible for:

1. The delivery of good services with respect to standards of
quality and control;

2. Planning of new services; 

3. Informing and in”uencing the health care system and
health policy; and

4. Contributing toward multidisciplinary working in the
health care system.

Areas of overlap exist between health psychology and
many other types of psychology: community psychology,
organizational/occupational psychology, work psychology,
rehabilitation psychology, educational psychology, and fo-
rensic psychology. To the extent that the psychology disci-
pline is concerned with arriving at a better understanding of
behavior and experience and in the improvement of well-
being, all aspects of psychology have relevance to the psy-
chology of health in its broadest sense.

The Clinical and Community Approaches to
Health Psychology

There are two different approaches to health psychol-
ogy. The “rst is based on the biopsychosocial model and
working within the health care system. It is founded on
Matarazzo•s (1980) de“nition of health psychology. It
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locates professional health psychology within the clinical
domain, in hospitals, and outpatient settings. The environ-
ment in which the practice occurs is the health care market-
place. Another name for it is •clinical health psychology.Ž
The second approach is community research and action.
This forms a signi“cant part of community psychology,
working on health promotion and illness prevention among
healthy people as members of communities and groups.
This approach is consistent with Matarazzo•s (1980) de“ni-
tion of behavioral health, but it locates behavioral health not
purely within the individual but within its social, economic,
and political context. A summary of the two approaches is
presented in Table 1.1.

Each approach has its strengths and weaknesses. There is
a need for both and they complement each other. Each

requires appropriate training and education. A third hybrid
approach would be to attempt to integrate the clinical and
community approaches within a single profession or disci-
pline. This is an ambitious target that may be too dif“cult to
achieve. It would be comparable to putting clinical and pub-
lic health medicine together as a single endeavor. It seems
unlikely that this will happen and, sadly, the paths of the
community and clinical health psychologist may be forced to
diverge. The training pathways are already separate, as we
shall discuss next.

Conditions That Promote and Maintain Health

Cohesion, harmony, and meaningfulness are key characteristics
of psychosocial well-being; fragmentation, disharmony, and

De“nition

Theory/philosophy

Context

Focus

Target groups

Objective

Orientation

Skills

Discourse and buzz words

Research methodology

•[T]he aggregate of the speci“c educational,
scienti“c, and professional contributions of the
discipline of psychology to the promotion and
maintenance of health, the prevention and
treatment of illness, the identi“cation of etiologic
and diagnostic correlates of health and illness and
related dysfunctions, and the analysis and
improvement of the health care system and health
policyŽ Matarazzo (1982).

Biopsychosocial model:
Health and illness are: “the product of a combination

of factors including biological characteristics
(e.g., genetic predisposition), behavioral factors
(e.g., lifestyle, stress, health beliefs), and social
conditions (e.g., cultural influences, family
relationships, social support)” APA Division 48
(2001).

Patients within the health care system, i.e., hospitals,
clinics, health centers.

Physical illness and dysfunction.

Patients in hospital and clinics.

Therapeutic intervention.

Top-down service delivery.

Clinical and therapeutic.

Evidence-based.
Effective.
Cost-effective.
Intervention.
Controls.
Outcomes.
Randomized controlled trials.

Effectiveness trials, typically using quantitative
or quasi-experimental methods.

“Advancing theory, research and social action
to promote positive well-being, increase
empowerment, and prevent the development of
problems of communities, groups, and individuals”
Society for Community Research and Action (2001).

Social and economic model:
“Change strategies are needed at both the individual

and systems levels for effective competence
promotion and problem prevention” Society for
Community Research and Action (2001).

Families, communities, and populations within their
social, cultural, and historical context.

Physical and mental health promotion.

Healthy but vulnerable and/or exploited persons
and groups.

Empowerment and social change.

Bottom-up, working alongside.

Participatory and facilitative.

Empowering.
Giving voice to.
Diversity.
Community development.
Capacity building.
Social capital.
Inequalities.

Action research: Active collaboration between
researchers, practitioners, and community members
utilizing multiple methodologies.

TABLE 1.1 Two Approaches to Health Psychology: The Health Service Provider and Community Action Models

Characteristic Health Service Provider Model Community Action Model
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meaninglessness are key characteristics of illness. Having
the resources to deal effectively with life events and chang-
ing social and economic circumstances is a necessary con-
dition for health. Resources can be classi“ed into “ve main
categories: biological, sociocultural, psychological, economic,
and spiritual. The availability and appropriate combination of
these resources creates the conditions for well-being. Their
absolute or relative nonavailability, creates the conditions 
for ill health. A primary goal of health psychology is to es-
tablish and improve the conditions that promote and main-
tain the quality of life of individuals, communities, and
groups.

Inalienable Right to Health and Health Care for All

All people have an inalienable right to health and health care
without prejudice or discrimination with regard to gender,
age, religion, ethnic grouping, social class, material cir-
cumstances, political af“liation, or sexual orientation. The
Health-For-All 2000 strategy of the WHO (1985), originally
formulated in Alma Ata in 1978, served as an aspirational
goal for all countries. As the year 2000 approached, it was ap-
parent that the ambitious goals of Alma Ata would not be
achieved, at least, by the year 2000. In 1995, the forty-eighth
World Health Assembly renewed the Health-For-All global
strategy as a •timeless aspirational goalŽ and urged member
states to •adapt the global health policy . . . into national
or subnational context for implementation, selecting ap-
proaches speci“c to their social and economic situation and
cultureŽ (WHO, 1995). Professional psychological organiza-
tions across the globe can lend their support to the WHO•s re-
newed strategy.

Centrality of the Scientist-Practitioner Model

The scientist-practitioner model provides the ideal model for
professional training in health psychology. It is a common
principle across programs in all Western countries. This ac-
cords with the position statements on health psychology
training provided by an expert group working in the United
States (Sheridan et al., 1988) and in Europe (Marks et al.,
1998). Professional health psychologists normally require
some form of practitioner skills training in health care set-
tings in addition to research and evaluation skills. Only by
demonstrating competency both in the provision of health
care and in evaluation and research will professional health
psychologists be able to meet the future challenges and de-
mands of health care systems and society more generally. In
the next section, we review the professional status of health
psychology in the United States.

EDUCATION AND TRAINING IN
THE UNITED STATES

At present, health psychologists in the United States are di-
vided fairly evenly between academia and the health care
system, some having a foot in both camps. Health psychol-
ogy in the United States is being taught, researched, and prac-
ticed in two different traditions. The “rst tradition, which can
fairly be described as the mainstream, focuses on the clinical
issues of patients in the health care system. Responsibility
for accrediting professional health psychology programs in
the United States lies with the American Psychological
Association (APA) Division 38. Division 38 employs the
biopsychosocial model that de“nes health and illness as: •the
product of a combination of factors including biological
characteristics (e.g., genetic predisposition), behavioral fac-
tors (e.g., lifestyle, stress, health beliefs), and social condi-
tions (e.g., cultural in”uences, family relationships, social
support).Ž We will return to this model later, but the model is
an extension, rather than a replacement, of the biomedical
model (Marks, 2002).

The second approach is that of community health
psychology as represented by Division 27 of the APA, the
Society for Community Research and Action (SCRA). The
mission of the SCRA is described as follows:

The Society is devoted to advancing theory, research, and social
action to promote positive well-being, increase empowerment,
and prevent the development of problems of communities,
groups, and individuals. The action and research agenda of the
“eld is guided by three broad principles. Community research
and action is an active collaboration between researchers, practi-
tioners, and community members and utilizes multiple method-
ologies. Human competencies and problems are best understood
by viewing people within their social, cultural, and historical
context. Change strategies are needed at both the individual and
systems levels for effective competence promotion and problem
prevention.

Membership of the SCRA includes psychologists and peo-
ple from related disciplines such as psychiatry, social work,
sociology, anthropology, public health, and political science,
including teachers, researchers, and activists. Community
psychology is concerned with healthy psychosocial develop-
ment within an ecological perspective. It focuses on health
promotion and disease prevention, rather than waiting for ill-
ness to develop and to diagnose and treat the symptoms.

Education and training for health psychologists in the
United States is offered using both models that will be
described in turn.Among clinical service providers, education
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and training in health psychology was “rst discussed in the
early 1980s. A National Working Conference on Education
and Training in Health Psychology at Arden House recom-
mended that two years of postdoctoral training be mandated
for licensed practitioners in health psychology. The confer-
ence proposed a three-stage continuum of education from pre-
doctoral studies leading to the PhD through a predoctoral
internship year followed by a mandatory two-year postdoc-
toral residency.

The predoctoral content of education is the traditional
coverage of biological and social bases of behavior, individ-
ual differences, history and systems, ethics, and professional
responsibility. Within this generic general psychology educa-
tion, there should be a health psychology track including
speci“c instruction in the theory and science of human phys-
iology, pathophysiology, neuropsychology, social systems
theory, psychopharmacology, human development across the
life cycle, and psychopathology. Students are expected to ac-
quire special skills during this predoctoral phase including:
assessment, intervention techniques, broad consultation
skills, short-term psychotherapy, family interventions, group
dynamics, sensitization to group and ethnic norms, and
prospective epidemiologic research training (Sheridan et al.,
1988). This list of topics covers a huge range of knowledge
and skills but the conference viewed these as a basic founda-
tion for effective functioning in a general hospital setting.

A postdoctoral implementation committee, appointed at
the Arden House Conference, added other areas of mastery
at the postdoctoral level including:

Coping strategies for chronic illness.

Pain intervention techniques.

Presurgery and postsurgery counseling.

Compliance programs for speci“c illness groups.

Stimulus reduction prevention programs and strategies.

Counseling for parents with high-risk infants.

Psychotherapy for persons with eating disorders.

Programs for the chemically dependent.

Stress reduction for cardiovascular disorders.

Training in supervisory techniques, and

Advanced liaison skills.

The Arden House recommendations were elaborated on in
a position statement published by the postdoctoral imple-
mentation committee (Sheridan et al., 1988) who described
the rationale for requiring this training, a model, and criteria
for developing programs. The scientist practitioner model
used in clinical psychology training was adopted and

Matarazzo•s (1980) de“nition of health psychology was the
foundation stone. The model is based on the programs
that exist for medicine and dentistry and as such should be
no less rigorous and quality controlled. The committee pro-
posed a •modelŽ of postdoctoral training with the following
points:

Candidates should possess a PhD or PsyD from an APA-
approved program with a track or specialty in health
psychology and have completed a formal one-year pre-
doctoral residency.

General hospitals and outpatient clinics are likely to be the
principal setting for health psychology training and at
least 50% of any postdoctoral trainee•s time should be
spent in such settings.

Two years of integrated, specialty training.

Postdoctoral faculty should be predominantly psychol-
ogists, yet interdisciplinary, with doctoral degrees, licensed,
and have established expertise in the areas advertised by
the programs.

At least one supervisor per rotation.

A resident will have a minimum of two rotations in the
“rst year and, normally, two in the second year.

At least six of the following techniques and skills:

1. Relaxation therapies.
2. Short-term individual psychotherapy.
3. Group therapy.
4. Family therapy.
5. Consultation skills.
6. Liaison skills.
7. Assessment of speci“c patient populations (e.g., pain

patients, spinal cord injury patients).
8. Neuropsychological assessment.
9. Behavior modi“cation techniques.

10. Biofeedback.
11. Hypnosis.
12. Health promotion and public education skills.
13. Major treatment programs (e.g., chemical dependence,

eating disorders).
14. Compliance motivation.

Sheridan and coworkers (1988) conclude their report with
a brief review of the key issue of funding: Who pays for
health psychology training? In the late 1980s, federal funding
of training posts through the NIH and Alcohol, Drug Abuse,
and Mental Health Administration was under threat and it
seemed likely that Medicare and Medicaid would not pick up
the tab. The removal of public and private training funds
meant that training providers would be forced to pass the
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training costs on to the trainees themselves in tuition fees.
However, in spite of this changing climate, a large proportion
of training places in doctoral programs have remained fully
or partly funded.

The very impressive range of expertise listed by the post-
doctoral implementation committee surely requires an educa-
tional program extending into a minimum of two years, and
arguably, much longer. It cannot be doubted that to carry out
any six of the 14 areas of competence would certainly require
a minimum of two years.

Approximately 50 clinical and counseling doctoral pro-
grams in North America offer a concentration in health psy-
chology. Another few are concerned exclusively with health
psychology. Almost all of these programs require candidates
to complete a one-year internship/residency before obtaining
their doctorates. The Guide to Internships in Health Psychol-
ogy developed by Division 38•s Committee on Education and
Training lists APA-accredited psychology internship pro-
grams at about 70 establishments in the United States and
“ve in Canada. These internships devote a minimum of half
of the intern•s time to training in health psychology. Another
dozen institutions offer minor rotations with less than half-
time spent on health psychology. Stipends for predoctoral in-
ternships are generally in the range of $15 to $20 thousand.
At postdoctoral level, there are around 30 training programs
in the United States. Weiss and Buchanan (1996) published a
list of international training opportunities, some of which
may be substituted for an internship in the United States.
Once a postdoctoral quali“cation has been obtained, a health
psychologist in the United States can apply for a state license
and be listed in the National Register of Health Service
Providers.

The second training model for health psychologists exists
within graduate programs in community psychology. A sur-
vey on behalf of the Council of Program Directors in Com-
munity Action and Research (CPDCRA) by Lounsbury,
Skourtes, and Cantillon (1999). The survey revealed 43 pro-
grams offering graduate training in community psychology,
21 of which have a primary emphasis on community
psychology. Twelve of the programs are community/clinical
programs that typically have grown out of preexisting clini-
cal psychology programs and offer doctorates. These pro-
grams accepted approximately 80 students in 1998 from a
total of 1,700 applications. Health promotion, in the sense of
positive well-being, is a prominent theme in these programs
and the graduates. Field placements occur in a variety of
settings including mental health settings. Graduates most
often take clinical or community work positions. With a
growing awareness of the community psychology, such pro-
grams are likely to expand.

It can be seen from this brief description that both of the
approaches to health psychology described previously (see
Table 1.1) are being developed in the United States.

EDUCATION AND TRAINING IN EUROPE

Professionalization of health psychology in European coun-
tries is on average 10 to 20 years behind the United States but
follows a similar philosophy and rationale. In some countries
(e.g., France, Portugal), it is 50 years behind, in others (e.g.,
Austria, Netherlands), it is not behind at all. Responsibility
for policy regarding professional psychology in Europe lies
with an umbrella organization called the European Federa-
tion of Professional Psychologists• Associations (EFPPA).
Under the umbrella of EFPPA, national member associations
operate with a mixture of national and transnational agendas
and policies. Member associations balance the desirability of
subscribing to pan-European principles with national priori-
ties and interests.

A Task Force on Health Psychology was established by
EFPPA in 1992 with the following objectives:

1. To de“ne the nature and scope of health psychology and
its possible future development to the year 2000.

2. To specify training needs and objectives for profes-
sional health psychologists consistent with the agreed
de“nition.

3. To examine different models and options for the training
of health psychologists and to select from among them
suitable models for EFPPA countries.

The Task Force disseminated its working papers in a series
of newsletter reports, conference symposia, and workshops
(Donker, 1994, 1997; Marks, 1993, 1994a, 1994b, 1994c,
1994d, 1997a, 1997b; Marks, Donker, Jepsen, & Rodriguez-
Marin, 1994; Marks et al., 1995a; Marks & Rodriguez-Marin,
1995; Rodriguez-Marin, 1994; Sidot, 1994; Wallin, 1994). An
interim progress report was accepted by the EFPPA General
Assembly in 1995 (Marks et al., 1995b). The Final Report was
adopted by the General Assembly of EFPPA in Dublin in 1997
and published by Marks et al. (1998). The EFPPA approach
followed the health service provider model of Table 1.1 al-
though it addressed some issues that are amenable to the com-
munity action approach.

Rationale for Training

The rationale for developing training of health psychologists
in Europe is the rapid growth of new developments in research
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and practice ”owing out of this interdisciplinary “eld. At the
same time, changes in health policy in many countries are
generating new roles for psychologists. With a growing
awareness of the importance of psychosocial factors in the
promotion and maintenance of well-being, the demands for
professional health psychology services within European
health care systems are expected to increase. As Garcia-
Barbero (1994) stated, •Health professionals clearly need
more appropriate training to meet the challenges of the health
for all policy, to meet the health needs of the population, to re-
duce health costs, to assure quality, and to permit the free
movement of suf“ciently quali“ed health professionals.Ž

Under the national ethical codes of the psychology pro-
fession, there is an absolute responsibility to ensure that
psychologists only practice in areas of competence. This prin-
ciple requires that health psychologists be trained and assessed
for their competence before they enter into unsupervised prac-
tice. Psychologists wishing to practice in new areas therefore
have a responsibility to become appropriately trained and
experienced.

Complementing Other Fields of Applied Psychology

As noted earlier, there are overlapping competencies between
health psychologists and other applied psychologists work-
ing in health “elds and it is likely that there will be shared,
generic components of training. All psychologists working in
health “elds have a common foundation of basic education
in psychology. Psychologists with experience and/or training
in “elds of applied psychology wishing to have a professional
quali“cation in health psychology should be permitted to re-
ceive accreditation of their prior experience and/or training.
The proposed training should be speci“cally designed to ful-
“ll this objective of complementarity.

Professional Autonomy and 
Complementary Independence

The ultimate objective of training should be professional
autonomy and complementary independence. The latter re-
quires mutual respect of experience and training, without in-
trusions, infringements, or subordination across health care
professions.

Stages of Competency

It is recognized that practitioner-training passes through stages
in which a person will, at “rst, practice under supervision of
another fully experienced practitioner. Following an appropri-
ate level of supervised, placement experience with a range of

settings and client groups, the psychologist will be competent
to practice in his or her own right. However, training is never
“nal and practitioners require continuous professional devel-
opment through the acquisition of new skills and with the de-
velopment of new technologies and the updating of knowledge
following the advancement of research.

Training Guidelines for Professional
Health Psychologists

Different educational systems and traditions affect the struc-
ture of curricula for training professional psychologists in dif-
ferent European countries. In several meetings, the Task Force
deliberated on the idea of formulating a “xed set of minimal
standards for the whole of Europe. Three case studies of train-
ing at different levels of development were analyzed in depth
(training in Denmark, Germany, and Holland). Symposia and
workshops were held at international conferences at which
training models for different countries were compared and
contrasted (Donker, 1994; Marks et al., 1995a; Rodriguez-
Marin, 1994; Rumsey et al., 1994a; Sidot, 1994; Wallin,
1994). Large, possibly irreconcilable, variations are evident in
the models and methods of training and in the amount of ex-
perience deemed necessary for nationally accredited recogni-
tion as professional psychologists across different countries.
One country (Austria) has a law specifying the tasks to be per-
formed by professional health psychologists. In the remain-
der, the tasks and responsibilities of professional health psy-
chologists (and, for most countries, other applied
psychologists as well) are dependent on a complex array of na-
tional, regional, and local agreements. Training practices are
equally diverse. In a few countries, training programs are well
advanced and have been implemented by national associations
(e.g., Berufsverband Osterreichischer Psychologen, 1995;
Dansk Psykologforening, 1996). Other associations are making
progress in formulating and implementing training guidelines
(e.g., British Psychological Society: Edelmann et al., 1996;
Rumsey et al., 1994b; Berufsverband Deutscher Psychologen:
Rielander, 1995). However, many European countries still do
not yet train health psychologists in any speci“c and specialized
manner.

If health psychology is to achieve its full potential in
European health care systems, training will need to be imple-
mented much more widely than is presently the case. This will
only be possible within the particular legal and professional
conditions that determine the organization of psychology and
health care in different countries. A principle of subsidiarity
must therefore operate. However, it will be necessary to at
least have a framework for training in each country and these
guidelines provide that framework.
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The EFPPA task force placed the training requirements of
professional health psychologists into eight categories:

1. Academic Knowledge Base (Psychology). Professional
health psychologists require an in-depth understanding of:

Lifespan perspectives and developmental processes.
Health-related cognitions.
Social factors and ethnicity.
Psychoneuroimmunology.
Psychophysiological processes.
Primary, secondary, and tertiary prevention in the con-
text of health-related behavior.
Risk factors.
The health and safety of individuals in the workplace.
Personality, health, and disease.
Stress, illness, and coping.
Health care professional-patient communication.
Psychological aspects of medical procedures.
Coping with life events.

2. Academic Knowledge Base (Other). Professional health
psychologists require understanding of relevant aspects
only of:

Epidemiology.
Ethics.
Genetics.
Health policy.
Health sociology.
Health economics.
Human biology.
Immunology.
Medical anthropology.
Medicine.
Physiology.
Pharmacology.
Neuroendocrinology.
Cultural and religious studies.

3. Application of Psychological Skills to Health Care. Profes-
sional health psychologists require a working knowledge of:

Communication skills.
Consultancy skills.
Counseling skills.
Assessment and evaluation.
Psychological interventions aimed at change in indi-
viduals and systems (e.g., families, groups, worksites,
communities).

4. Research Skills. Professional health psychologists require
a working knowledge of research skills in speci“c appli-
cation to health and health care.

5. Teaching and Training Skills. Professional health psychol-
ogists require skills for teaching and training students and
other health and social care professionals including super-
visory skills.

6. Management Skills. Professional health psychologists re-
quire a working understanding of organizations and teams.

7. Professional Issues. Professional health psychologists re-
quire a working understanding of:

The place and status of health psychology in society.
Professional identity and autonomy.
Legal and statutory obligations and restrictions.
Transcultural issues.
International perspectives on professional health psy-
chology.

8. Ethical Issues. Professional health psychologists are required
to follow the ethical code of their national associations.

Implementation of Training

The future development of health psychology as a profession
depends on putting theory and policy into practice through
the implementation of high-quality training. Currently, there
are relatively few European countries where this has yet
happened. Training programs need to be introduced in all
European countries within the framework of each member-
country•s national laws, regulations, and practices.

Section three speci“es “ve skill areas that were seen, not
as optional, but as mandatory. The assumptions of the
Matarazzo de“nition, the biopsychosocial model, and work-
ing in clinical settings are held in Europe as strongly as in the
United States. The Education and Training Committee of the
EHPS has published a reference guide of graduate programs
in health psychology in Europe (McIntyre, Maes, Weinman,
Wrzesniewski, & Marks, 2000). There are many masters and
PhD level programs but few DPsych or PsyD programs have
yet been developed. The traditional PhD is an academic qual-
i“cation providing little or no training in practitioner skills.
With some exceptions (e.g., the Netherlands), European
programs have a long way to go before they match most U.S.
programs for the depth and breadth of coverage.

EDUCATION AND TRAINING IN
THE UNITED KINGDOM

Responsibility for the accreditation of education and training
in psychology in the United Kingdom lies with the British
Psychological Society (BPS). The Society approved regula-
tions for a full professional quali“cation in health psychology
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in 2001. This quali“cation is essential to all those wishing to
work professionally in the health psychology “eld. On com-
pletion, candidates are eligible for full membership of the
Division of Health Psychology permitting the member to use
the title •Chartered Health PsychologistŽ and to have his or
her name listed in the Society•s Register. The training system
is based on the health service provider model of Table 1.1. No
programs using the community action model have yet been
accredited by the BPS Health Psychology Division. In the
United Kingdom, community action programs are more
likely to be located in departments of geography or in health
promotion units than in departments of psychology (e.g.,
Cave & Curtis, 2001; Lethbridge, 2001). To date, with one or
two notable exceptions (e.g., Bennett & Murphy, 1997), there
has been relatively little interest in the community approach
within British health psychology.

Education and training of health psychologists in the
United Kingdom is in three stages: (a) undergraduate,
(b) postgraduate stage 1 (MSc), (c) postgraduate stage 2
(MPhil, PhD, PsychD, or DPsych). To enroll as a candidate
for the stage 1 postgraduate quali“cation in Health Psychol-
ogy, the applicant must:

1. Be a graduate member of the British Psychological Soci-
ety and hold the Graduate Basis for Registration; and 

2. Either hold, or be enrolled in, a postgraduate research de-
gree relevant to health psychology and include an empiri-
cal research project, or

3. Be a chartered psychologist seeking lateral transfer from
another area of psychology.

The postgraduate stage 1 is often completed as a BPS-
accredited MSc degree in health psychology in any one of
about 20 institutions. Otherwise candidates may take an
examination set by the Board of Examiners in Health Psy-
chology (BEHP). This examination comprises four written
papers, a research project, and an oral examination on the
research project. The topics covered in the written examina-
tion papers are:

Health-related behavior: Cognitions and individual
differences.

Psychosocial processes in illness and health care delivery.

Research and development in health psychology.

Context and related areas.

The research dissertation must be a piece of supervised,
self-selected original health-related research in accordance

with the BPS ethical guidelines, and should not exceed
14,000 words.

Following successful completion of the stage 1 quali“ca-
tion, candidates may proceed to stage 2. To enroll as a candi-
date for the stage 2 quali“cation, the applicant must:

1. Be a graduate member of the BPS and hold Graduate
Basis for Registration.

2. Hold either the stage 1 quali“cation in health psychology,
or a postgraduate BPS accredited quali“cation in health
psychology, or have a statement of permission to proceed
to the stage 2 Quali“cation from the BEHP.

3. The stage 1 quali“cation involves the attainment of a
health psychology knowledge base and postgraduate re-
search skills. The stage 2 quali“cation builds on stage 1
by assessing professional level capability in research,
consultancy, teaching, and training and also generic pro-
fessional competence in relation to psychological prac-
tice. From September 2004, applicants for Chartered
Health Psychology status who began their training after
September 1, 2001, will have to demonstrate competence
in 21 units„19 core units and two optional units. The 19
required units are divided into 73 speci“c components in
four domains.

Professional Competence

Health psychologists should be able to maintain personal and
professional standards in their practice and act ethically. Core
competencies include:

1. Implement and maintain systems for legal, ethical, and
professional standards in applied psychology„security
and control of information; compliance with legal, ethical,
and professional practices; procedures to ensure compe-
tence in psychological practice and research.

2. Contribute to the continuing development of self as a
professional applied psychologist„process of self-
development; knowledge and feedback to inform practice;
access to competent consultation and advice; professional
development; best practice as standard.

3. Provide psychological advice and guidance to others„
assess opportunity, need, and context for giving psycho-
logical advice; provide psychological advice; evaluate
advice given.

4. Provide feedback to clients„evaluate feedback require-
ments; preparation and structure; methods of communica-
tion; presentation of feedback.
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Research Competence

Health psychologists must be capable of being independent
researchers. Core competencies include:

1. Conduct systematic reviews„de“ne topic and search pa-
rameters; employ appropriate databases and sources; sum-
marize “ndings.

2. Design psychological research„identify relevant research
“ndings; generate testable hypotheses; de“ne resources
and constraints; methodology; validation of measures; pre-
pare, present, and revise research designs.

3. Conduct psychological research„obtain required re-
sources and access to data and/or participants; research
protocol; pilot existing methods; conduct research.

4. Analyze and evaluate psychological research data„
analyze and interpret data; evaluate research “ndings;
written account of research project; review research
process; review and evaluate relationships between cur-
rent issues in psychological theory and practice.

5. Initiate and develop psychological research„conduct re-
search; monitor and evaluate research in accordance to
protocols; explain and critique implications of research
for practice; evaluate potential impact of research devel-
opments on health care.

Consultancy Competence

Health psychologists must be capable to apply psychological
knowledge to health care and health promotion practice. Core
competencies include:

1. Assessment of requests for consultancy„determine, pri-
oritize, and con“rm expectations and requisites of clients;
review literature for relevant information; assess feasibil-
ity of proposal.

2. Plan consultancy„aims, objectives, and criteria; imple-
mentation plan.

3. Establish, develop, and maintain working relationships
with clients„establish contact with client; contract; de-
velop and maintain, and monitor and evaluate, working
relationships with clients.

4. Conduct consultancy.

5. Monitor the implementation of consultancy„review
consultancy; implement necessary changes; review client
expectations and requisites; implement quality assurance.

6. Evaluate the implementation of consultancy„design and
implement evaluation; assess evaluation outcomes.

Teaching and Training Competence

Health psychologists must be capable to train others to un-
derstand and apply psychological knowledge skills, practices
and procedures. Core competencies include:

1. Plan and design training programs that enable students
to learn about psychological knowledge, skills, and
practices„assess training needs; identify training pro-
gram; select methods; produce materials; employ appro-
priate media.

2. Deliver training programs„implement training methods;
facilitate learning.

3. Plan and implement assessment of such training programs„
identify assessment methods and select regime; determine
availability of resources for assessment procedures; produce
assessment materials; ensure fair appreciation of assessment
methods; keep record of progress and outcomes.

4. Evaluate such training programs„evaluate outcomes; iden-
tify contributing factors of outcomes; identify improvements.

Optional Competences

Two of the following eight optional units of competence must
also be attained:

1. Implement interventions to change health-related behavior.

2. Direct the implementation of interventions.

3. Communicate the processes and outcomes of interven-
tions and consultancies.

4. Provide psychological advice to aid policy decision mak-
ing for the implementation of psychological services.

5. Promote psychological principles, practices, services, and
bene“ts.

6. Provide expert opinion and advice, including the prepara-
tion and presentation of evidence in formal settings.

7. Contribute to the evolution of legal, ethical, and profes-
sional standards in health and applied psychology.

8. Disseminate psychological knowledge to address current
issues in society.

The trainee health psychologist undergoes a period of
supervised practice equivalent to two years of full-time work
(a “ve-day week for 46 weeks a year). This provides direct
experience of professional life and facilitates the develop-
ment of skills and abilities relevant to health psychology.
Candidates• total work experience should encompass at
least two different categories of clients and be health-related
work of a psychological nature. Health-related work may
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include paid employment, academic work, training and de-
velopment activities, and voluntary work.

Candidates must arrange supervision from an approved
Chartered Health Psychologist. A contract of supervision,
indicating payment, is drawn up. Candidates devise a formal
supervision plan that includes a work plan outlining core
competencies addressed with target dates, details of evidence
that will demonstrate satisfactory completion of competen-
cies, name of supervisor, expected date of completion of
stage 2, and any additional training and development activi-
ties needed. To achieve the stage 2 quali“cation, candidates
must demonstrate competencies in all 19 areas. No exemp-
tions are permitted. All candidates are bound by the BPS
Code of Conduct.

The role of the supervisor is to:

Oversee the preparation and review of the supervision
plan.

Countersign the supervision plan, supervision log, and
supporting evidence, and “ll in the required sections of the
completion forms.

Provide information.

Listen to the views and concerns of the candidates con-
cerning their work in progress and advise as appropriate.

Encourage re”ection, creativity, problem solving, and the
integration of theory into practice.

The examination consists of an oral examination and the
submission of a portfolio of evidence of competencies. The
portfolio should include a practice diary, supervision log,
records of completion, supporting evidence, and any addi-
tional clari“cation. Candidates are enrolled for a minimum of
two years, and a maximum of “ve years. When full member-
ship of the Division of Health Psychology has been gained,
members become Chartered Health Psychologists and they
are listed in the British Psychological Society•s Register.

SIMILARITIES AND DIFFERENCES BETWEEN
THE U.S., EUROPEAN, AND U.K. MODELS

It is informative to compare the three health service models
developed in the United States, Europe, and United Kingdom.
A summary of the competencies included in the three models
are presented in Table 1.2.

A Common Core

It can be seen that there is a solid core of three competen-
cies that all three models include in one form or another:

teaching/training, consultancy, and research. All practicing
health psychologists need to acquire these skills for their pro-
fessional work whether they are working in the United States
or Europe. In the United States, health psychologists are
trained to carry out therapies and interventions alongside
their clinical colleagues. Perhaps more than in some other
areas of applied psychology, the core competencies of the
health psychology practitioner in the United Kingdom show
considerable overlap with those of the academic psycholo-
gist. However, this is likely to change as the profession be-
comes more con“dent about what it has to offer.

Differences between Regions or Countries
and Gaps in Training

Some skills that are seen as essential in one region or country
are seen as optional in others, for example, interventions
aimed at change in individuals and systems, counseling,
management, liaison, and health promotion skills. There are
some signi“cant omissions in training requirements that war-
rant further discussion by the relevant committees. For exam-
ple, the BPS curriculum omits training in assessment and
evaluation, communication, counseling, and management
skills. The APA curriculum also omits communication, coun-
seling, and management. Can health psychologists really
practice to their maximum potential without competence in
these areas? Merely having access to research information
about these subjects is insuf“cient: Knowing about is not the
same as knowing how.

Table 1.2 reveals a number of gaps in training in the
United States and United Kingdom medical textbooks in-
variably have chapters about doctor-patient communication,
comment on its de“ciencies, and recommend special training
on communication skills for medical doctors. Why should
health psychologists be any better at communication, without
special training, than physicians? Without mandatory train-
ing, these competencies are left to individual practitioners to
pick up when, where, and however they can. The quality of
services and health improvements may be less than optimum
as a consequence. Another surprising gap is the lack of as-
sessment and evaluation training in the U.K. training curricu-
lum. These are basic competencies that are used everyday
within clinical psychology. Assessment is a necessary stage
in the choosing and tailoring interventions for individual
clients. Evaluation of effectiveness is paramount to the as-
sessment of ef“cacy and effectiveness.

Perhaps these differences and gaps re”ect the histories and
cultures of professional psychology in different regions and
countries. Perhaps they re”ect a desire not to encroach on
other established psychological professions such as clinical,
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„
„

Health promotion and public
education skills.

Consultation skills.

Assessment of speci“c patient
populations (e.g., pain patients,
spinal cord injury patients).

Short-term individual psychotherapy.
Group therapy.
Family therapy.
Relaxation therapies.

„
„

„

„

Liaison skills.
Neuropsychological assessment.
Behavior modi“cation.
Biofeedback.
Hypnosis.
Major treatment programs

(e.g., chemical dependence, eating
disorders).

Compliance motivation.

Doctoral dissertation.

Communication skills.
Teaching and training skills.

„

Consultancy skills.

Assessment and evaluation.

Psychological interventions aimed at change in
individuals and systems.

Professional issues.
Ethical issues.

Counseling skills.

Management skills.

„

Research skills.

„
Teaching and training competence.

„

Consultancy competence.

„

Implement interventions to change health
related behavior.

Professional and ethical issues.

„

„

Direct the implementation of interventions. 
Communicate the processes and outcomes of

interventions and consultancies.
Provide psychological advice to aid policy decision

making for the implementation of psychological
services.

Promote psychological principles, practices, services,
and bene“ts.

Provide expert opinion and advice, including the
preparation and presentation of evidence in
formal settings.

Contribute to the evolution of legal, ethical, and
professional standards in health and applied
psychology.

Disseminate psychological knowledge to address
current issues in society.

Research competence.

TABLE 1.2 Health Psychology Competencies Mandated by Professional Associations in the United States, Europe, and the United Kingdom. Skills
or competencies in bold are required. Others are optional

United States/APA (1988): Europe/EFPPA (1997): United Kingdom/BPS (2001):
At Least 6 of 14 Techniques 10 Competencies in 8 Domains 21 Units across 4 Domains

counseling, and occupational psychology. Perhaps they also
re”ect the lack of consensus about the de“nition of health
psychology. Should it strive to become the overarching
health care profession of Matarazzo•s (1980) de“nition, or a
more specialized profession focusing on the maintenance of
health and prevention of illness in currently healthy persons
in line with Matarazzo•s (1980) de“nition of behavioral
health, as recommended by McDermott (2001)? Only the fu-
ture will tell which of these models wins the day.

CRITIQUE OF PROFESSIONALIZATION

The development of an outline of a set of core competencies
for health psychologists has led to a great deal of discussion
and debate. One of the main issues of concern has been

whether health psychology is ready yet to become a profes-
sion, and if so, how this change in status is to be accom-
plished. Developing the profession too early may result in a
profession with too little to deliver, a •naked emperorŽ
(Michie, 2001). Worse, a naked emperor, or empress, might
cause offense and do harm to, rather than improve, the health
of his or her subjects!

The construction of a core set of competencies took the
APA and EFPPA “ve years and the BPS six years to com-
plete. Similar periods will, no doubt, be required for any new
system to be thoroughly tried and tested. Judgments about
what a health psychologist should know and be able to do are
based on extant beliefs, values, and aspirations, and little
else but intuition. Consequentially, committee decisions
about the objectives and content of education and training are
highly contentious.
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Despite being a relatively new area of applied psychology,
health psychology is developing at an astonishing rate. New
health psychology programs are being introduced, textbooks
are appearing continuously and going into second, third, and
fourth editions, and the academic journals are expanding and
”ourishing. Health psychology has a real potential to have a
positive impact on the health of society. Yet the de“nition of
health psychology is still in contention and there are at least
two quite different approaches to the “eld. In a recent essay,
the “rst author suggested that four styles of working are be-
ginning to emerge: clinical, public, community, and critical
health psychology (Marks, 2002b).

In a recent debate in the BPS Division of Health Psychol-
ogy•s newsletter, Health Psychology Update, Bolam (2001)
asked, •Whom does professionalization advantage, and at
what cost?Ž Bolam suggested that any abstract attempt at a
de“nition inevitably obscures the complex web of social, in-
stitutional, historical, and economic forces from which health
psychology has emerged. He suggested that the argument that
health psychologists •owe it to the publicŽto be professional
is only part of the story. Bolam felt little con“dence in the
claim that health psychology has a unique set of techniques to
offer the health care system. Bolam argued that professional-
ization is really about •self-promotion and the struggle to
increase access to resources and power.Ž What health psy-
chologists gain comes at a cost, however, and identity is not
only about claiming what health psychologists are, but also
what they are not. Health psychologists should challenge the
biologically reductionist tendencies and the hierarchical
structures of biomedicine by introducing new discourses
about people and health. Bolam suggests that •Instead of chal-
lenging the biologically reductionist tendencies and hierarchi-
cal structures of biomedicine by introducing new discourses
of people and health, we replicate the very mistakes we could
help to remedy, merely aspiring to be further up the table.Ž
This leads to a concern that the current mainstream train-
ing proposals in the United States, Europe, and the United
Kingdom are strongly in”uenced by the biopsychosocial
model that could sti”e the development of the “eld.

Michie (2001), on the other hand, contra Bolam, argued
that professionalization •does not just bene“t health psychol-
ogists . . . but also bene“ts recipients of psychological ser-
vices, employers, policymakers, and the public. It bene“ts
everybody to know who we are and what we doŽ (p. 18). A
de“nition, at least of the core concept, is essential for the
progress of science and for strategic development of its ap-
plication. Professionalization helped to ensure minimum
standards of practice and accountability.

Sykes (2001) entered the debate with the thought that it
was the health psychologists•responsibility to practice only in

those areas where they have been trained and have a level of
competence. Consumers, patients, clients, and communities
need to feel con“dent that health psychologists have been
fully trained to deliver evidence-based services. Clients have
a right to know who health psychologists are and what ser-
vices they are competent to deliver.

Have the current education and training proposals left un-
recognized a lot of work that health psychologists do, or
could do? For example, health psychologists can work not
only within the health service delivery model but from a
communitarian perspective, following a model of community
action and research. Community action requires a unique set
of skills. These include communication and negotiation
skills, the art of unlearning, appropriately empowering
others, ”exibility, a great amount of perseverance, and a be-
lief in a vision. Working alongside others on an equal footing
is the order of the day, not offering a service, but sharing an
action. This type of work is as much in need of a professional
approach as any other. Thus, the debate has turned full
circle and re”ects the differences between the two models of
training discussed earlier, the clinical treatment of illness ap-
proach versus the community health promotion approach.

Despite these differences in opinion, there is a central
theme in the debate: making health improvement the main
priority for health psychology. Such debates should be
viewed positively because an applied discipline must contin-
uously re”ect and be open to change.

ETHICAL AND POLICY ISSUES

Professional health psychologists are expected to comply
with the ethical codes of their national associations. However,
ethics must not be viewed simply as a set of principles for
dealing with special or speci“c circumstances when dilem-
mas occur. Every action, or inaction, in health care has an eth-
ical dimension (Seedhouse, 1998). In this section, we review
issues of a policy nature that highlight ethical issues for health
psychologists and all other health care professionals.

Poverty and Inequality

All people have an equal right to health and health care. That
contemporary societies have large health variations is readily
apparent (Carroll & Davey Smith, 1997; Wilkinson, 1996).
Of major signi“cance in both developed and developing so-
cieties is poverty. In pursuit of health-for-all, the health
care system must strive to equalize the opportunities of all
members of society. This principle requires psychologists
to provide their services (whenever possible) to all people
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regardless of gender, age, religion, ethnic grouping, social
class, material circumstances, political af“liation, or sexual
orientation. When access is low, or when there is evidence of
greater needs, special efforts should be made to target ser-
vices to those with the poorest access or greatest need (e.g.,
refugees, the homeless, lower income groups). Policy deci-
sions concerning the allocation of resources to these needy
groups both inside and outside of the health care system are
about ethics as much as politics.

Economics

The demand for health care exceeds supply. This fact has
economic implications for services. First, it is necessary to
provide services according to the health needs of all client
groups. Second, it is necessary to analyze health care eco-
nomically. This means that cost-bene“t analyses and evi-
dence of cost-effectiveness should be utilized in making
decisions about services. It is likely that some psychological
interventions are able to provide more cost-effective options
than pharmacological and medical treatments (Sobell, 1995).
However, the evidence to provide de“nite support of this
claim is often not available. If psychological interventions
are to be more widely employed, it is necessary that more ef-
fort and resources be devoted to economic analyses of their
cost-effectiveness. Third, whether we like it or not, health
services have to be rationed. Unless we accept the philoso-
phy that those who receive a service are those who can af-
ford it (or the insurance premiums), the decision about who
receives or does not receive a service is both political and
ethical in nature. In many countries, psychology services are
in short supply and among the least accessible and most ra-
tioned. Yet rationing is rarely discussed in the psychology
literature.

New Technologies

New scienti“c and medical technologies are having dramatic
effects on the cost-effectiveness, ef“ciency, and competence
of health care (e.g., microsurgery, organ transplantation, ge-
netic testing/screening, gene therapy, in vitro fertilization).
Genetic information and its communication to individuals and
families are sensitive issues that have both psychological and
ethical implications (Lerman, 1997). Following the produc-
tion of a sheep clone, •DollyŽ (Wilmut, Schnieke, McWhir,
Kind, & Campbell, 1997), the cloning of humans is likely soon
to become technically possible. In spite of reassurances from a
professor of fertility studies (Winston, 1997), this prospect
raises profound ethical questions among health professionals,
patients, and families (Human Genetics Commission, 2000).

There may be biological, psychosocial, or moral implications
that have not yet been adequately conceptualized.

Not only do new technologies increase the need for public
understanding and debate, they require medical scientists and
health professionals to be completely open and honest about
the bene“ts, risks, and possible sequelae of treatments and
procedures. Communication, counseling, and informed con-
sent are becoming increasingly vital elements of health care
(Marteau & Richards, 1996). However, it is recognized that
providing people with genetic information on risk may not in-
crease their motivation to change behavior and in some cases
may even decrease their motivation (Marteau & Lerman,
2001). In these areas, psychologists should play a major role.

The Aging Population

Demographic data show that the Western population is aging.
In Europe in January 1993, there were 117 million people
aged 50 years and over (32%) and nearly 75 million aged 60
and over (20%) in the 15 countries of the European Union.
The latter will increase to over 25% by the year 2020. In
terms of health policy, the most signi“cant increase is in the
numbers of people who are 80 years or more, particularly
women, large numbers (48%) of whom live alone, especially
in northern Europe (Walker & Maltby, 1997).

An increasingly prevalent combination of frailty, poverty,
and social isolation is making older age a time of signi“cantly
reduced quality of life. This is particularly true for the in-
creasing numbers of people suffering from Alzheimer•s dis-
ease, or other forms of dementia, and their informal caregivers
(European Alzheimer Clearing House, 1997). A report from
the Eurobarometer surveys suggests that poverty, age discrim-
ination, fear of crime, and access to health and social care are
signi“cant barriers to social integration among older people
(Walker & Maltby, 1997). On the more positive side, the sur-
veys suggest that, •Just under one-quarter of older people
were very satis“ed with their lives, more than half fairly satis-
“ed and only one in “ve not satis“edŽ (p. 122). Promotion of
social integration of older people, particularly those living
alone, presents a major challenge for the future. Health psy-
chologists will need to work closely with other professionals
to “nd new ways of enhancing social integration and well-
being of older members of the population and their caregivers.

CONCLUSIONS

Health psychology is a research “eld that entered the market-
place of health care quite recently. Competing and contrasting
de“nitions suggest different approaches to the enterprise. The
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mainstream approach is modeled on health service provision
similar to clinical psychology, but dealing principally with
physical health and illness. It is founded on what is termed the
•biopsychosocialŽ model. This approach is sometimes re-
ferred to as •clinical health psychology.ŽAnother approach is
modeled on community action and research and deals with the
promotion of well-being in its social and community context,
a kind of psychological health promotion. The different ap-
proaches have different philosophies, methods of working,
models of training, goals, and objectives. Up to the present, lit-
tle effort has been directed toward integrating these two ap-
proaches. Perhaps they are resistant to integration.

Professionalization in health psychology is a problematic
exercise. Some contend that it has occurred too soon, before
there is suf“cient evidence to play on the same “eld with the
•big-hittersŽ of the more established health professions
(medicine, nursing, dentistry). Others argue that it is neces-
sary to credentialize practitioners as soon as possible with
registration procedures following approval of their training
and supervised experience. Others argue that the health ser-
vice provider model limits the development of health psy-
chology. While the debate continues, education and training
programs are proceeding apace.

Training programs in the United States were established at
least 10 years earlier than in most of the rest of the world. Core
elements of health psychology competence agreed to by three
independent panels are research, consultancy, and teaching
and training. Other skills, viewed as optional by some panels
and as mandatory by others, include: interventions for individ-
uals and systems; communication skills; counseling skills;
and assessment and evaluation skills. New programs are cur-
rently being developed and it would be a valuable exercise to
evaluate progress in another decade•s time.
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November 11, 2000, Salzburg, Austria: Around 170 people,
mostly children and youths, are believed to have been killed
when a blaze erupted on a cable train in the Austrian Alps. Res-
cuers at the scene of the inferno in the province of Salzburg say
there is •no hope of any more survivorsŽ after just a handful of
people out of an estimated 180 passengers escaped alive. (CNN
online)

The tragedy in Austria reported by CNN left behind hundreds
of relatives and friends of the victims, devastated and mourn-
ing over the loss of loved ones. Some of the mourners might
never fully recover from the shock and the pain, others might
be able to return to the lives they were living before the event
had occurred. Among those affected are also the few sur-
vivors, whose lives will probably never be the same, and the
rescue personnel. Although those affected by the tragedy may
have similar “rst responses, namely, shock, disbelief, and
numbness, the speci“c impact on each individual may be dif-
ferent. Some have lost a child or spouse; others have faced
death in the tunnel inferno. Unfortunately, major accidents
such as “res, airplane crashes, or gas explosions, just to name

a few, happen quite frequently in industrial societies. Never-
theless, they take most people by surprise, require major
readjustment efforts, and alter the course of their lives. Some
experiences may have a long-lasting impact on a person•s
mental and physical health, while others exert only a short-
term in”uence.

We start this chapter with a brief overview of theoretical
concepts and critical issues related to stressful life event re-
search and discuss some characteristics of major events and
disasters, and the attempts to measure the unique ways peo-
ple experience them. We also present some empirical “ndings
on the relationship between speci“c life events and health
impairments. Examples are drawn from a variety of natural
and technological disasters, war, bereavement, criminal vic-
timization, and migration. Not included in this chapter are
those health effects that might be due to individual differ-
ences in personality, coping, and social support. Life events
and coping are inevitably intertwined. In many studies, cop-
ing has been identi“ed as a mediating link between stress and
imminent health outcomes (see the chapter by Manne in this
volume).
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STRESS AND CRITICAL LIFE EVENTS:
THEORETICAL PERSPECTIVES

There is no agreement among researchers about the de“ni-
tion of stress. In the biomedical sciences, stress is mainly un-
derstood as an organism•s response to adverse stimulation.
In psychology, stress is usually understood as the process
where a person and the environment interact. In health psy-
chology, joint effects of the person and environment on
pathology have been the focus of research, along with medi-
ating and moderating factors, such as coping and social sup-
port (Hobfoll, Schwarzer, & Chon, 1998). Basically, three
broad perspectives can be chosen when studying stress:
(a) the response-based perspective, (b) the stimulus-based
perspective, and (c) the cognitive-transactional process per-
spective. We brie”y address this distinction in order to pro-
vide a better understanding of the role of stressful life events.

The Response-Based Perspective

When people say, •I feel a lot of stress,Ž they refer to their re-
sponse to some adverse situation. The focus is on the way
their organism reacts. Selye (1956) has distinguished be-
tween a stressor (the stimulus) and stress (the response).
Selye was not interested in the nature of the stressor, but
rather in the physiological response and the development of
illness. This response to a stimulus follows the same typical
three-stage pattern in humans and animals, called the general
adaptation syndrome (GAS). According to GAS, the body
initially defends itself against adverse circumstances by acti-
vating the sympathetic nervous system. This has been
called the alarm reaction. It mobilizes the body for the •“ght
or ”ightŽ response, which can be seen phylogenetically as
an adaptive short-term reaction to emergency situations.
In many cases, the stress episode is mastered during the alarm
reaction stage.

Often, however, stress is a longer encounter, and the or-
ganism moves on to the resistance stage, in which it adapts
more or less successfully to the stressor. Although the person
does not give the impression of being under stress, the organ-
ism does not function well and becomes ill. According to
Selye, the immune system is compromised, and some typical
•diseases of adaptationŽ develop under persistent stress, such
as ulcers and cardiovascular diseases.

Finally, in the exhaustion stage, the organism•s adaptation
resources are depleted, and a breakdown occurs. This is asso-
ciated with parasympathetic activation that leads to illness,
burnout, depression, or even death.

This response-based perspective of stress has some merits,
and it is still dominant in the biomedical sciences, but not in

psychology. The main reason that it is no longer supported in
psychology is that Selye has neglected the role of emotions
and cognitions by focusing solely on physiological reactions
in animals. Selye claimed that all these organisms show a non-
speci“c response to adverse stimulations, no matter what the
situation looks like. In contrast, modern psychological the-
ories highlight the individual•s interpretation of the situation
as a major determinant of a stressful encounter.

The Stimulus-Based Perspective

When someone says, •I have a stressful marriage,Ž they refer
to a trying situation, not to their response to that situation.
The stimulus-based perspective takes this approach, paying
more attention to the particular characteristics of the stressor.
It is argued that each critical episode has its unique demands,
be it social, physical, psychological, or intellectual, that
speci“cally tax the individual•s coping resources, thus trig-
gering a particular stress response. The research question es-
tablishes relationships between a variety of distinct stressors
and outcomes, including illness.

This line of research emerged when Holmes and Rahe
(1967) attempted to measure life stress by assigning num-
bers, called life-change units, to 43 critical life events (see
the discussion that follows). They assumed that the average
amount of adaptive effort necessary to cope with an event
would be a useful indicator of the severeness of such an
event. A volume edited by B. S. Dohrenwend and B. P.
Dohrenwend (1974) was another milestone of the stimulus-
based perspective of stress. Today, research in this tradition
continues, but it is often ”awed by a number of problems.
One basic shortcoming is the use of average weights for
events, neglecting that different individuals may have a very
different perception of the same kind of event. Studies rely
too often on retrospective reports of previous challenges that
might not be remembered well, or that are distorted as a result
of defense mechanisms. In addition, coping processes and
changes in social support are often insuf“ciently examined.
The degree to which the objective nature of the stressor
should be emphasized in contrast to its subjective interpreta-
tion is still undergoing debate (Hobfoll, 1998; Schwarzer,
2001).

The Cognitive-Transactional Process Perspective

Cognitive-transactional theory (Lazarus, 1966, 1991) de“nes
stress as a particular relationship between the person and the
environment that is appraised by the person as being taxing
or exceeding his or her resources and endangering his or her
well-being.
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There are three metatheoretical assumptions: transaction,
process, and context. It is assumed that (a) stress occurs as a
speci“c encounter of the person with the environment, both of
them exerting a reciprocal in”uence on each other, (b) stress
is subject to continuous change, and (c) the meaning of a par-
ticular transaction is derived from the underlying context.
Research has neglected these metatheoretical assumptions in
favor of unidirectional, cross-sectional, and context-free de-
signs. Within methodologically sound empirical research, it is
hardly possible to study complex phenomena such as emo-
tions and coping without constraints. Because its complexity
and transactional character lead to interdependencies be-
tween the variables involved, the metatheoretical system ap-
proach cannot be investigated and empirically tested as a
whole model. Rather, it represents a heuristic framework that
may serve to formulate and test hypotheses in selected subar-
eas of the theoretical system only. Thus, in terms of the ideal
research paradigm, we have to make certain concessions. In-
vestigators have often focused on structure instead of process,
measuring single states or aggregates of states. Ideally, how-
ever, stress has to be analyzed and investigated as an active,
unfolding process.

Lazarus (1991) conceives stress as an active, unfolding
process that is composed of causal antecedents, mediating
processes, and effects. Antecedents are person variables, such
as commitments or beliefs, and environmental variables,
such as demands or situational constraints. Mediating
processes refer to coping and appraisals of demands and re-
sources. Experiencing stress and coping bring about both im-
mediate effects, such as affect or physiological changes, and

long-term effects concerning psychological well-being, so-
matic health, and social functioning (see Figure 2.1).

Cognitive appraisals comprise two component processes,
namely, primary (demand) appraisals and secondary (re-
source) appraisals. Appraisal outcomes are divided into the
categories challenge, threat, and harm/loss. First, demand
appraisal refers to the stakes a person has in a stressful en-
counter. A situation is appraised as challenging when it mobi-
lizes physical and mental activity and involvement. In the
evaluation of challenge, a person may see an opportunity to
prove herself, anticipating gain, mastery, or personal growth
from the venture. The situation is experienced as pleasant,
exciting, and interesting, and the person feels ardent and con-
“dent in being able to meet the demands. Threat occurs when
the individual perceives danger, expecting physical injuries
or blows to his self-esteem. In the experience of harm/loss,
damage has already occurred. This can be the injury or loss
of valued persons, important objects, self-worth, or social
standing.

Second, resource appraisals refer to our available coping
options for dealing with the demands at hand. The individual
evaluates his competence, social support, and material or other
resources that can help to readapt to the circumstances and to
reestablish equilibrium between person and environment.

Hobfoll (1988, 1998, 2001) has expanded stress and cop-
ing theory with respect to the conservation of resources as the
main human motive in the struggle with stressful encounters.
His conservation of resources (COR) theory provides an inte-
grative framework for studying stress that takes environmen-
tal as well as internal processes equally into account.

Impact
Duration
Predictability
Controllability

Personal
Social
Material

Challenge
Threat
Harm or loss

Life Events

Resources

Appraisals

Social Support

Coping Health
Consequences

Figure 2.1 Process model of the stress/health relationship, based on the Transactional Stress
Theory by Lazarus (1991).
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COR theory follows from the basic motivational tenet that
people strive to obtain, retain, protect, and foster that which
they value or that serve as a means of obtaining what is
valued by the individual. According to Hobfoll, such re-
sources are objects (e.g., property, car), conditions (e.g.,
close friendship, marriage, job security), personal character-
istics (e.g., self-esteem, mastery), or energies (e.g., money,
knowledge). Stress occurs in any of three contexts: (a) when
individuals• resources are threatened with loss, (b) when
individuals• resources are actually lost, and (c) when individ-
uals fail to gain resources. This loss/gain dichotomy, and in
particular the resource-based loss spirals and gain spirals,
shed a new light on stress and coping. The change of re-
sources (more so the loss than the gain) appears to be partic-
ularly stressful, whereas the mere lack of resources or their
availability seems to be less in”uential.

Resources were also important ingredients in Lazarus•
theory. The difference between the two views lies mainly in
the status of objective and subjective resources. Hobfoll, con-
sidering both objective and subjective resources as compo-
nents, lends more weight to objective resources. Thus, the
difference between the two theories, in this respect, is a mat-
ter of degree, not a matter of principle.

THE NATURE OF STRESSFUL LIFE EVENTS
AND DISASTERS

Disasters of various kinds are widespread. About 3 mil-
lion people worldwide have been killed and 800 million ad-
versely affected by natural disasters and other calamities over
the past two decades (Weisaeth, 1992). In the United States,
“re, ”oods, hurricanes, tornadoes, severe tropical storms or
windstorms, and earthquakes have left approximately 2 mil-
lion households with physical damage and injuries (S. D.
Solomon & Green, 1992). Injuries and damages from “res,
”oods, storms, and earthquakes are estimated to be experi-
enced by 24.5 households per 1,000 (Briere & Elliot, 2000;
Rossi, Wright, Weber-Burdin, & Perina, 1983).

Historically, research on health effects of stressful life
events commenced with clinical records of individual reac-
tions to war. Following the American Civil War and World
War I, shell shock and battle fatigue became known as ex-
treme reactions to this kind of stress. After World War II,
studies on the long-term effects of the Holocaust and other
war-related events, such as the devastation of Hiroshima,
were conducted. Disasters unrelated to war have been inves-
tigated by psychologists since the 1970s. At present, a broad
variety of disasters, ranging from tornadoes and ”oods to “re
and toxic spills, are being examined for their health impact on

individuals and communities. A comprehensive overview of
disaster characteristics and postdisaster response is given by
Meichenbaum (1995) and Schooler (2001). A cataclysmic
event quali“es as a disaster according to the amount of dam-
age done and the amount of assistance required. The power of
the event alone is inadequate: A powerful earthquake in a
desert may not be considered as a disaster, whereas one of the
same magnitude in a city would qualify because of the result-
ing substantial damage. In addition to harm sustained, con-
siderable disruption to people•s lives can also factor into the
de“nition of disaster. Disasters represent one of the most
threatening situations a person can experience (Schooler,
2001).

This section deals with distinctions that have been applied
to characteristics of life events and disasters. Objective char-
acteristics of a stressful encounter in”uence the way people
appraise them cognitively as challenges, threat, harm, or loss.
Severity, duration, and ambiguity of a stressor, among other
characteristics, make a difference when it comes to appraisal,
emotions, coping, and outcomes. Loss of loved ones, acade-
mic failure, injury, job loss, divorce, and disasters that affect
an entire community can be categorized along a number of
dimensions, including predictability, controllability, sudden-
ness, and strength of impact, and so on. A common distinc-
tion is the one between normative and nonnormative events.
Normative refers to anticipating a certain class of events that
naturally happen to many individuals at certain times during
their lives and are expected, for example, school transitions,
marriage, childbirth, academic exams, retirement, death of
parents, and others. In contrast, nonnormative events pertain
to rare or unexpected events, such as disasters, accidents, or
diseases. We can prepare in general for a broad array of po-
tential harm, but we do not know when and if such events
will occur.

Natural and Technological Disasters

Another common distinction is between natural and techno-
logical disasters. Natural disasters occur primarily without
human in”uence. Typical examples are hurricanes, torna-
does, earthquakes, and ”oods, but also drought and famine.
Humans may have contributed to the likelihood of certain
cataclysmic events by changing the course of nature, for ex-
ample by cutting down forests and allowing landscapes to
erode. However, natural forces crop up suddenly and uncon-
trolled, take lives, and alter the environment dramatically.
Predictability and impact of natural disasters vary greatly.
Earthquakes, for example, are virtually unpredictable,
whereas most volcanic eruptions are preceded by detectable
seismic changes or “ssures in the mountain wall. Hurricanes
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and tornadoes can be tracked long before they hit land,
which allows for precaution measures. Nevertheless, the
extent of physical destruction and disruption of the daily life
in the aftermath of a natural disaster take many victims by
surprise. When the immediate threat is over, rescue and
recovery work as well as cleaning and rebuilding follow.
Litigation, insurance, or general “nancial issues add to the
dif“culties that may hamper recovery and adjustment after
disasters (Schooler, 2001).

Technological disasters can also be sudden and intense,
creating havoc in the community. Devastating industrial,
maritime, and aviation accidents may take place without
warning. Examples include leaking toxic waste dumps, col-
lapsing bridges, and dam failures, but also industrial acci-
dents involving chemical spills or discharge of radiation.
•With increasingly widespread prevalence of technological
systems there will inevitably be an increase in the potential
for loss of control over these systemsŽ (Schooler, 2001,
p. 3714).

Controllability

Perceived controllability is considered to be an important di-
mension when it comes to categorizing the characteristics of
stressful life events. The feeling of being in control of some-
thing that happens to you has been shown to be important for
coping with that event. Further, a sudden versus a slow
onset, its duration, and its intensity are major determinants in
evaluating the stress impact. Natural disasters point toward a
lack of control over the environment, whereas technological
disasters indicate a loss of control of what has been once
under control. A major supposition underlying our depen-
dence on technological systems is that they won•t break
down. That is, bridges and dams are supposed to resist all
forces of nature, and airplanes and trains are not supposed to
crash. Deviations from this supposition contribute to the
harm experienced by victims and witnesses when disaster
strikes unexpectedly and uncontrolled. •In the case of tech-
nological disasters, an implicit social contract between citi-
zens and corporations is violated. The assumption is that
corporations will not harm their customers, workers, or
members of the community where they make their products.
When this contract is violated, anger and rage are added to
the range of emotional responses to disastersŽ (Schooler,
2001, p. 3715). Another way to conceptualize disasters was
suggested by Green (1998), who pointed to the role of per-
ceived intent. Natural disasters represent the low end of a
continuum of intent, technological disasters the middle posi-
tion, and robbery, terrorist attacks, and other acts of violence
the high end.

Impact of Disasters

Responses to extreme stress vary greatly in severity and
length. Some individuals and communities are paralyzed for
a long time, whereas others are affected only moderately and
for a very short time period. When high magnitude events
occur, not only the individual, but also whole communities
are challenged to cope with them. Figley, Giel, Borgo,
Briggs, and Haritos-Fatouros (1995) list five criteria for the
determination of a disaster•s impact: (a) knowledge about the
magnitude of loss, (b) knowledge of the hazard, (c) knowl-
edge of recurring risk, degree of warning and preparedness at
the individual as well as at the community level, (d) scope
of impact to community functioning, and, “nally, (e) chance
of escaping during or immediately after the disaster strikes.

Victims of Disasters

Another relevant dimension pertains to the victims of disas-
ters. Considerable differences in the exposure to the event
(long- or short-term, “rst or secondhand, that is, having
experienced the event themselves instead of through close
friends and family) determine the individuals• responses
(e.g., severity of symptoms postevent). Some victims are
involved directly because the critical event happened to
them, and they have suffered harm or loss. Others are
involved indirectly, for example, observing a train collision
or losing family members in an earthquake or plane crash. A
third kind of victims are professional helpers, such as rescue
workers who are involved in the cleanup and body handling
after a disastrous event.

Posttraumatic Stress Disorder (PTSD)

A frequent effect of disaster experience is posttraumatic
stress disorder (PTSD). It is usually de“ned as a pattern
of symptoms following exposure to a stressful life event that
sets off clinically signi“cant distress or impairment of
human functioning. The concept has been described in dif-
ferent terms in former times, in particular, in the context of
railway accidents in the nineteenth century and as shell
shock during World War I. At that time, 7% to 10% of the of-
“cers and 3% to 4% of the other ranks in the British Army
were diagnosed with mental breakdowns. In World War II,
mental disorder accounted for 31% of medical discharges
from the British Army. Of all U.S. Vietnam War veterans, an
estimated 15% (450,000) were diagnosed with PTSD (New-
man, 2001).

Diagnostic criteria for PTSD are provided in the Diagnos-
tic and Statistical Manual of Mental Disorders (DSM-IV;
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American Psychiatric Association, 1994). According to this
manual, PTSD may follow exposure to a traumatic event that
the person experienced, witnessed, or was confronted with.
Such an incident may have involved actual or threatened
death or serious injury, or a threat to the physical integrity of
self or others. The individual should have reacted with in-
tense fear, helplessness, or horror. To be diagnosed as a PTSD
case, the person should be persistently reexperiencing the
traumatic event, such as living through repetitive and intru-
sive distressing recollections of the event, experiencing in-
cessant upsetting dreams of the incident, acting or feeling as
if the incident was recurring, suffering intense distress at ex-
posure to internal or external cues that symbolize or resemble
an aspect of the traumatic event, or being subjected to physi-
ological reactivity on exposure to such cues. There should be
evidence of continuing avoidance of trauma-related stimuli
and numbing of general responsiveness (not present before
the trauma), as indicated by three or more of the following:
efforts to avoid thoughts, feelings, or conversations con-
nected with the trauma; efforts to avoid activities, places, or
people that arouse recollections of the trauma; failure to re-
call an important aspect of the trauma; markedly diminished
interest or participation in signi“cant activities; a feeling of
detachment or estrangement from others; restricted range of
emotions; or sense of a foreshortened future. There should
also be at least two persistent symptoms of increased arousal
(not present before the trauma), such as dif“culty falling or
staying asleep, irritability or outbursts of anger, dif“culty
concentrating, hypervigilance, or an exaggerated startle re-
sponse. These symptoms should have persisted for at least
one month, causing signi“cant distress or impairment of
functioning (Newman, 2001).

Several measures have been developed to quantify aspects
of PTSD. The Horowitz Impact of Event Scale (Horowitz,
Wilner, & Alvarez, 1979) is a 15-item self-rating scale with
intrusion and avoidance as subscales. It provides a subjective
estimate of the frequency of intrusive recall of a traumatic
event and of attempts to avoid such recall. The inventory has
been used frequently in research as a measure of postevent
psychological disturbance, but it does not result in a clinical
case de“nition according to the DSM standards. Closer to this
aim is the scale by J. R. T. Davidson et al. (1997), who devel-
oped a 17-item self-rating scale for PTSD that was designed
to measure each DSM-IV symptom on “ve-point frequency
and severity scales. There also are some measures for assess-
ing PTSD in children, such as: (a) •DarrylŽ (Neugebauer
et al., 1999); (b) the Child Posttraumatic Stress Reaction
Index (Shannon, Lonigan, Finch, & Taylor, 1994); and (c) the
Post-Traumatic Stress Disorder Reaction Index-Child Ver-
sion (Pynoos et al., 1987).

ASSESSMENT OF STRESSFUL LIFE EVENTS

The main practical problem with transactional theories of
stress is that there is no good way of measuring stress as a
process. Therefore, all common procedures to assess stress are
either dominantly stimulus-based, pointing at critical events
and demands, or dominantly response-based, pointing at
symptoms and feelings experienced. Some procedures mea-
sure the frequency or intensity of stressors (stimuli), while
others measure distress (response), sometimes called •strain.Ž
Response-based measures that are available entail symptoms,
emotions, illness, and behavioral and physiological changes.
Heart rate, blood pressure, immune functioning, illness
records, work absentee statistics, avoidance behaviors, per-
formance data, and self-reports are common ways to obtain
stress response indicators. Some authors have developed
•perceived stress scalesŽthat ask people how •stressedŽ they
feel. Using such measures to tap the construct of stress can be
misleading because individual changes in these variables
occur at later stages of a demanding episode. Thus, stress is
confounded with its consequences. We cannot clearly identify
whether the subjective feeling constitutes stress itself or rather
the outcome of stress. This chapter is not concerned with
stress as a response, and, therefore, this issue is not addressed
further.

Stimulus-based instruments were developed more than
40 years ago when Hawkins, Davies, and Holmes (1957) in-
troduced their Schedule of Recent Experiences (SRE). A
more re“ned and better-known instrument is the Social Read-
justment Rating Scale (SRRS) by Holmes and Rahe (1967),
who elaborated on the SRE. The SRRS contains 43 events,
ranging from 100 (death of spouse) to 11 (minor violations of
the law).

Participants responding to the SRRS check the items they
have experienced in the past, for example, within the last
year. The life-change values of the checked items are then
summed to yield a total score that indicates how much
•stressŽ the individuals had. For example, someone who has
experienced the loss of a loved one is supposed to suffer
about as much stress as someone else who has married and
been “red from work within the same time period. The same
stress score can refer to completely different life events in dif-
ferent individuals, and it is questionable whether they should
be regarded as psychologically equal and lumped together in
the same analyzes. The stress score is usually related to
mood, illness, depression, and other possible outcomes.

The underlying assumption was that the negative nature of
events is not the important factor, but the amount of change
that is required to readjust to a tolerable level of functioning.
Therefore, some positive events have also been included
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in the checklist, such as vacation, Christmas, marriage, and
pregnancy. Any change, whether desirable or not, was seen as
stressful. Other researchers have eliminated the positive
events in favor of more negative ones, and they have added a
subjective severity rating for each event to weigh the cog-
nitive appraisals that might differ from person to person
(Sarason, Johnson, & Siegel, 1978).

There have been many debates about the usefulness and
effectiveness of such an approach (Turner & Wheaton, 1995).
Some “nd that assigning the same event weights to all indi-
viduals who check an item might not do justice to subjective
feelings of stress that could differ enormously between indi-
viduals. For example, some people experience divorce as the
beginning of a long period of suffering and depression,
whereas for others it marks the end of marital discord and is
thus a relief. Event weighting could be done either objec-
tively or subjectively. In the case of objective weighting, an
expert panel of •judgesŽ may rate the events, or groups of
victims might provide information about the seriousness or
importance of events. In contrast, subjective weighting refers
to individuals rating their own events. Whichever method is
chosen, assigning different weights to each event has been
shown to result in lower correlations with health outcomes
(Turner & Wheaton, 1995).

Another suggestion was made by Lazarus and Folkman
(1989) by introducing the Daily Hassles Scale and the Daily
Uplift Scale. These inventories are based on the assumption
that peoples• lives are more affected by the cumulation of fre-
quent minor events than by the rare occurrence of a major
event. Typical hassles are concern about body weight, health
of family members, rising prices of common goods, home
maintenance, misplacing or losing items, crime, physical ap-
pearance, and so on. It was found that hassles and major life
events were only modestly intercorrelated, and that hassles,
compared to major life events, were more closely related to
illness.

The reliability of life event checklists are suspected to be
low (Turner & Wheaton, 1995). Reporting past events re-
quires an accurate recollection of those events. The mea-
surement points in time and the reporting period exert one
in”uence, among others, on how well people remember and
report what has allegedly caused them stress. In a 10-month
study, women were asked once every month to check all their
stressful life events for that month. At the end of the study,
they were asked to report once again all events for the entire
10-month period. It turned out that only 25% of the event
categories appeared in both the “rst and the second lists,
the latter containing far fewer events (Raphael, Cloitre, &
Dohrenwend, 1991). Basic research on survey methods has
shown that responses change with the reference periods

given (Winkielman, Knäuper, & Schwarz, 1998). Such stud-
ies have demonstrated that life event checklists often rep-
resent unreliable measures. And if they are unreliable, they
cannot be valid, which means that they inaccurately predict
illness. The choice of a time frame entails consideration of
the particular nature of the stressors. However, since check-
lists contain numerous events that might have occurred at
different times under diverse circumstances, any time frame
implies a bias. Moreover, some events are short term,
whereas others are long term. The accuracy of remembering
and reporting applies to a number of events, but not to all of
them. For example, loss of loved ones, divorce, or serious ac-
cidents are remembered for a lifetime. Their psychological
and health consequences can also last for an extended time.
Restricting the time frame of events to only one year might
lead to failure to notice such previous experiences and, thus,
might invalidate the research “ndings. This argues for the in-
clusion of lifetime traumas and the assessment of their dura-
tion and pervasiveness.

Interview measures that allow for qualitative probes
have been used as an alternative to checklists (Wethington,
Brown, & Kessler, 1995). Narrative stories can shed more
light on the nature of subjective experiences (Meichenbaum,
1995). Individuals can name the events they experienced and
describe their context more accurately, which would result in
more meaningful scores of event signi“cance. However,
there is a price for this because interview studies entail
more research resources. Moreover, quanti“cation is some-
times dif“cult. Phrases such as •I am a prisoner of the past,Ž
•part of me died,Ž or •the disaster opened a can of wormsŽ
are illustrative, but scoring them might constitute a problem.
Nevertheless, in small sample studies and, in particular, in the
explorative phase of research, the interview methodology can
be of profound value. Several interview schedules have been
published. The most widely known is the Life Events and
Dif“culties Schedule (LEDS) by Brown and Harris (1978). It
yields a narrative story of each nominated event, which is
then used by researchers to rate the signi“cance of the event.
Another method is the Standardized Event Rating System
(SERATE) by B. P. Dohrenwend, Raphael, Schartz, Stueve,
and Skodol (1993). This is a structured event probe and nar-
rative rating method for measuring stressful life events that
deconfounds some aspects of the narration.

In sum, a broad array of life event checklists and interview
measures have been published. At least 20 critical reviews on
the life event methodology are available (Turner & Wheaton,
1995) documenting the dif“culties that are necessarily in-
volved in estimating variations in stress exposure. Using a
stress measure implies a particular de“nition of stress, which
is not always transparent in the studies. Sometimes stress is
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not measured at all, but is merely inherent in the sample se-
lection. For example, stress is simply implied in a sample of
earthquake victims, students facing an exam, or patients un-
dergoing surgery, since it is a common understanding that the
situations chosen are very resource demanding and require
adjustment. The advantage of such an approach is that all par-
ticipants undergo a homogeneous class of stressors instead of
having been assigned a similar •life-change scoreŽ based on
an event checklist. In situations where exposure levels are
given and no further assessment is needed, we still have to
deal with the measurement of coping with stress, which is
an equally challenging problem (Schwarzer & Schwarzer,
1996).

HEALTH OUTCOMES OF STRESSFUL
LIFE EVENTS

Does stress cause illness? Individuals are confronted with a
great number of taxing situations, for instance, a noisy neigh-
borhood, dif“culties at work, time pressure, problems with a
romantic partner, or “nancial constraints. This list might
seem to be an arbitrary array of situations. In fact, probably
not everyone would consider these situations as being stress-
ful or of great personal importance. However, the cumulative
exposure to a number of aggravating daily hassles or situa-
tions regarded as stressful over a long time period may have
detrimental health effects. In contrast, there is no doubt about
the personal signi“cance of major life events and their poten-
tial impact on health. Extreme stressors can create both acute
and prolonged psychological distress and bodily ailments.

Research is inconsistent when it comes to answering the
question of whether the characteristics of the event itself
(e.g., injury, threat, near-death experience) or the changes
that occur in its aftermath (e.g., relocation, job loss) are re-
sponsible for adjustment dif“culties. How does stress cause
illness? It is a general assumption that stress leads to poor
health in a number of different ways. According to Selye
(1956), stress operates in three phases: alarm, resistance, and
exhaustion. When the organism•s resistance breaks down, an
ensuing long period of exhaustion can manifest itself in ill-
ness. In the 1950s, Selye did not have much evidence for his
claim, but today there is a great deal of substantiation. How-
ever, a strong linear relationship cannot be expected since ill-
ness is obviously caused by many factors (stress being only
one of them), contributing to pathogenesis in one way or an-
other. Generally, correlation coef“cients from .20 to .30 are
found. Cohen, Kamarck, and Mermelstein (1983), for exam-
ple, reported an association of only .14 between stress scores
and physiological ailments in college students.

Most individuals who experience stress do not develop ill-
ness. Stressful life changes are usually temporary, whereas
other risk factors for disease can be longer lasting, for exam-
ple, smoking, alcohol consumption, a high-fat, low-“ber diet,
and risky lifestyle in general. When comparing a single life
event with those long-term behaviors, the latter seem to be
more in”uential in developing illness. Moreover, the expe-
rience of a critical life event is related to coping and social
support, whereby these two factors may moderate the stress-
illness connection. How can we understand the mechanisms
of the stress-illness association? There are three major path-
ways that link stressful life events to ill health (Figure 2.2).

The main pathway places physiological changes as a
mediator between origin and outcome, in particular, changes
of immune parameters, and endocrine and cardiovascular
reactivity. Recent research, for example, in the “eld of psy-
choneuroimmunology, has documented progress in identify-
ing bodily responses to stress that constitute precursors of
disease (see Ader, 2001; Herbert & Cohen, 1993a, 1993b).
Endocrine and cardiovascular reactivity, as expressed in
blood pressure, heart rate, or catecholamine excretion, is con-
sidered a stress-based codeterminant of cardiovascular dis-
ease, including myocardial infarcts. The amount of reactivity
is, however, not exclusively governed by the stress experi-
ence. Rather, it is moderated by genes, personality, age, and
gender, as well as other factors (Weidner, 2001).

The other major pathway is represented by health-
compromising behaviors. People under stress might want to
relieve their tension by consuming more tobacco, illicit
drugs, alcohol, and so on. They feel too absorbed by their
stress to monitor their diets and to maintain other preventive
behaviors. Adherence to routine self-care might suffer during
a stress episode. Among smokers, stress may increase the
number of cigarettes consumed as well as the intensity of
smoking by deep inhaling. When under stress, women seem
to be more likely to engage in unhealthy eating behaviors,
whereas men tend to turn to drinking and illicit drug use
(Brannon & Feist, 1997).

A third pathway pertains to all kinds of negative affect
often associated with experiencing stress. Constant rumina-
tion, worrying, anxiety, pessimism, depression, and anger are
health compromising in the long run. Studies have shown that
optimism is related to good health, whereas depression can be
a precursor of sickness (Carver, 2001). The mechanism of
pathogenesis operates through physiological changes, includ-
ing immune suppression and blood pressure elevations.
Scheier and Bridges (1995) reviewed depression and health
outcomes. Depression may be a general risk factor for
premature death. The evidence for mortality effects is most
compelling for cardiac disease. Studies indicate that cardiac
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Severity
Impact
Duration
Controllability
Predictability

Stressful Life Events

Smoking, alcohol, no exercise
Sleep deprivation
Unbalanced diet, and so on

Health-Compromising
Behaviors

Immune suppression
Cardiovascular and
   endocrine reactivity

Physiological Changes

Rumination
Depressed mood
Anger, anxiety
Loneliness, and so on

Negative Affect

Subjective complaints
Physical symptoms
Medical diagnosis
Physiological measures
Work absenteeism, and so on

Illness Indicators

Figure 2.2 Mediators between stressful life events and ill health (excluding other major mediators such as
personality, appraisals, coping, and social support).

patients who were depressed while in the hospital were more
likely to die of cardiac causes than those who were not de-
pressed. However, most research in this area fails to include
control variables, such as physical illness at baseline, smok-
ing, or alcohol abuse.

Figure 2.2 gives a simpli“ed view of mediating effects. In
addition, moderator effects can emerge, for example, a syn-
ergistic relationship between stress, risk behaviors, and ill
health. Personality, appraisals, coping, and social support
were not considered in the “gure to reduce its complexity.

Efforts in contemporary life event research aim at a better
understanding of the linkage between stress and the manifes-
tation of illness. Research striving to identify single events as
the cause of illness often fail. Ideally, “nding a truly causal
relationship between a speci“c stressor (e.g., loss of a loved
person) and a speci“c disease (e.g., breast cancer) would be a
breakthrough in this “eld. The onset of speci“c diseases has
been related frequently to prior stress experience. Tension
headache, for example, seems to be closely connected to
daily hassles, whereas a link to major life events has not been
found. Infectious diseases such as the common cold can be
triggered by stress. Prospective studies have shown that peo-
ple develop a cold several days after the onset of negative life
events. Experimental studies with the intentional administra-
tion of cold viruses have found that persons under stress are
more likely to develop a cold than if they are relaxed. In a
British common cold unit, Cohen, Tyrrell, and Smith (1991)
administered different stress measures, including a stressful
life event index based on the past year, to about 400 healthy
participants. Then they exposed them to respiratory viruses to

see whether they would come down with a cold. Within the
experimental group, the number of respiratory infections and
clinical colds was related to stress in a dose-response way:
the more stressful life events experienced, the higher the like-
lihood of a cold.

Only a small number of studies focus explicitly on se-
lected stressors in relation to a speci“c disease (e.g., Jacobs &
Bovasso, 2000, on early loss and breast cancer; Matsunaga
et al., 1999, on sexual abuse and bulimia nervosa). In most
studies, either stress (often measured by a life event check-
list) or health outcomes (assessed by symptom checklists) are
unspeci“c. Moreover, methodological inequalities make it
dif“cult to compare research “ndings directly . Therefore, it is
not surprising that research has produced con”icting results.
The following example on ulcers illustrates one of the prob-
lems, namely, the differences in the time span between stress
occurrence and health impairment.

In a study by Köhler, Kuhnt, and Richter (1998), partici-
pants were asked to indicate events experienced within six
months prior to gastroscopy, a screening for duodenal ulcer.
Contrary to the widely assumed idea that stress triggers ulcer
onset, Köhler and colleagues did not “nd any relationship
between perceived stress or life change scores and duodenal
ulcer. Their “ndings were corroborated in a study by Gilligan,
Fung, Piper, and Tennant (1987), who conclude that acute life
events do not play a role in duodenal ulcer onset or relapse.
They suggest that the reason could be the transient nature of
the emotional as well as humoral changes caused by the event.

Kumar, Rastogi, and Nigam (1996) came to a different
conclusion by analyzing the number and severity of life
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events in a sample of peptic ulcer patients. Compared to
matched controls, ulcer patients reported a signi“cantly
higher number of events and greater severity. It is important
to note that the time span in this study was longer than in the
former study. Here, the occurrence of the events reported was
mostly four years prior to the onset of illness.

Studies that focus exclusively on physical health out-
comes following an event are relatively scarce. This is due
partly to methodological limitations of life event research.
The repeated demand for prospective rather than retrospec-
tive studies can hardly be met. However, in some cases,
settings allow for prospective designs. For example, in a
study on the effects of job loss, researchers found an increase
of rheumatoid arthritis during the time of unemployment
(Cobb, 1976). There is some empirical evidence on the con-
nection between stress and arthritis, but this is purely correla-
tional. The problem here is that the main cause of rheumatoid
arthritis remains unknown. For diseases whose origin has not
been fully discovered, it is dif“cult to establish a causal role
of stress in the pathogenesis.

It is commonly assumed that stress is detrimental to
health, and different mechanisms of pathogenesis have been
described earlier. But not everyone develops health problems
in the face of severe stress. Other factors operate at the same
time. A large body of literature is dedicated to interpersonal
differences in dealing with aversive situations. In fact, it is
almost impossible to examine the effects of stressful life
events without considering the various ways of coping with
them. As events differ in their nature and impact, so do peo-
ple differ in their immediate responses to events. Since the
latter belongs to the realm of coping research and is ad-
dressed elsewhere in the chapter by Manne, we will focus
only on some characteristics and health effects of stressful
events and the challenges they pose. In the following para-
graphs, several stressful life events and their health implica-
tions are discussed.

RESEARCH EXAMPLES OF STRESSFUL
LIFE EVENTS

The following examples stem from a large body of research
on a variety of stressful negative life events. Starting with
disasters, we brie”y characterize the impact of natural and
man-made disasters on individuals and communities and will
present some “ndings regarding their health-hazard poten-
tial. Further, we move on to more individual events that are
characterized by personal harm and loss, such as conjugal
bereavement and criminal victimization. Finally, we discuss
studies regarding the health of immigrants and refugees in
Western countries. In recent years, with a continuously

growing number of worldwide refugees, sojourners, and im-
migrants, there are increased efforts to investigate the impact
of migration and acculturation on health.

The relationship between stressful life events and the in-
dividual•s response is indirect in that it is mediated by the
perception and evaluation of the disaster impact on the indi-
vidual as well as the community level. As shown in the
empirical data, attempts to examine psychological and phys-
iological correlates of disastrous traumatic events need to
allow for short-term as well as long-term analyses of the
effects to cover full symptomatology.

Natural Disasters

Intense, uncontrollable, and powerful natural forces can dra-
matically change the lives of thousands of people in the blink
of an eye. The devastating effects of sudden natural disasters,
such as earthquakes, hurricanes, tornadoes, tsunamis, volcano
eruptions, ”oods, and landslides, have been witnessed many
times in recent history. One example is an earthquake in the
Los Angeles area in 1994 that resulted in 72 fatalities and
caused $12.5 billion in property damage (McMillen, North, &
Smith, 2000; Reich, 1995).

The predictability and impact of natural disasters vary
greatly. Every year, the Southeastern states of the United
States and neighboring countries experience a hurricane sea-
son. People living in such areas are able to take precautions
before a hurricane hits. Although such an event is predictable,
neither the course of the hurricane nor its devastating effects
can be in”uenced. In contrast, earthquakes are virtually un-
predictable and take people by surprise. Often lasting only a
few seconds or minutes, the destruction of property and the
disruption of lives can take months or even years to restore, if
at all.

Both short- and long-term psychological and physiologi-
cal effects of disasters have been widely studied. Large-scale
disasters leave behind at least three groups of victims: (a) in-
dividuals who have witnessed the event, (b) individuals who
were absent then, but are effected by the devastation, and
(c) rescue personnel confronted with the devastation. Such
extreme experiences have often been studied in trauma re-
search. Individuals who were exposed to extreme stressors
are prone to develop PTSD. Very often, the onset of the dis-
order is delayed for years (see also Kimerling, Clum, &
Wolfe, 2000).

Surprisingly, according to McMillen et al. (2000), victims
of natural disasters report the lowest rates of PTSD. On the
contrary, Madakasira and O•Brien (1987) found a high inci-
dence of acute PTSD in victims of a tornado “ve months
postdisaster. Again, methodological differences make it dif“-
cult to compare various studies, especially when short-term
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and long-term effects are mingled. Green (1995) found that
especially one year or more after the disaster, diagnosable
pathology is the exception rather than the rule. Moreover,
only a systematic and detailed analysis of the individual ex-
perience (e.g., loss of family members and/or property)
would help to determine under which conditions PTSD and
other psychiatric symptoms are likely to occur. Nevertheless,
individuals involved in other traumatic events, such as com-
bat, criminal victimization, or technological disasters, are far
more likely to witness grotesque and violent scenes, which in
turn may lead to higher incidence rates of PTSD.

Low incidence rates of PTSD should not lead to the con-
clusion that posttraumatic stress does not exist among the
survivors of natural disasters. Survivors may experience a
number of PTSD-related symptoms (e.g., unwanted memo-
ries, nightmares, event amnesia, sleeping problems), but do
not meet all criteria for a psychiatric diagnosis (McMillen
et al., 2000). In a study by Sharan, Chauhardy, Kavethekar,
and Saxena (1996), 59% of earthquake survivors in rural
India received a psychiatric diagnosis that was either PTSD
or depression. Here, psychiatric morbidity was associated
with gender (women) and destruction of property.

Briere and Elliot (2000) give an impressive overview of a
number of studies dealing with the potential effects of ex-
posure to natural disasters (e.g., bush“res; cf. McFarlane,
Clayer, & Bookless, 1997). Among the various symptoms that
are likely to occur in the aftermath of a natural disaster are
anxiety, PTSD, somatic complaints, and substance abuse
(Adams & Adams, 1984; McFarlane, Atchison, Rafalowicz, &
Papay, 1994). Escobar, Canino, Rubio-Stipec, and Bravo
(1992) examined the prevalence of somatization symptoms
after a natural disaster in Puerto Rico. They found higher
prevalence of medically unexplained physical (e.g., gastroin-
testinal) and pseudoneurological symptoms (e.g., amnesia,
fainting) related to disaster exposure.

In a study on the long-term sequelae of natural disasters
in the general population of the United States, Briere and
Elliot (2000) found that 22% of the participants had been
exposed to a natural disaster (earthquake, hurricane, tornado,
”ood, or “re). Though the mean period from the last disaster
exposure until the study took place was 13 years, researchers
found current elevations on 6 of 10 scores in the Traumatic
Symptom Inventory (Briere, 1995). Type of disaster did not
determine the symptomatology, but the disaster characteris-
tics, such as physical injury, fear of death, and property loss,
did. Apparently, the number of characteristics people were
exposed to effected the extent to which symptoms were
experienced. Individuals who had suffered all (injury, fear of
death, and property loss) scored at clinical levels (see also
Rotton, Dubitsky, Milov, White, & Clark, 1997). As the au-
thors conclude from their data, more research efforts should

aim at the long-term effects rather than the immediate seque-
lae of disaster experience.

Finally, a number of studies have looked at the physiolog-
ical changes that occurred in survivors of natural disaster. For
example, in a longitudinal study by Trevisan et al. (1997),
factory workers• uric acid levels were measured on three
occasions within 12 years. In between, a major earthquake
interrupted the study, so that some of the participants were
measured before, others after the quake. Those workers mea-
sured after the quake had signi“cantly lower levels of serum
uric acid than those examined before. Seven years later,
workers who reported suffering from the aftermath of the
quake had elevated levels of uric acid compared to unaffected
individuals.

Technological Disasters

Unlike natural disasters, technological disasters are caused
by people. Nevertheless, their occurrence is as dif“cult to
predict as natural forces. In modern civilization, we are
surrounded by numerous potentially health-threatening tech-
nological devices. Although a large number of speci“c pre-
caution measures are employed, power plants, giant dams,
atomic submarines, or contemporary air traf“c harbor a risk
of failure with potentially disastrous effects.

Among others, the list of technological hazards includes
the release of radiation (e.g., Three Mile Island, Chernobyl),
leaking toxic waste dumps (e.g., Love Canal), and aviation
and maritime accidents, such as the Exxon Valdez oil spill in
1989. Despite similarities between natural and technological
disasters as to their unpredictability, uncontrollability, devas-
tation, and impact for the individual and the community, con-
siderable differences may contribute to various mental as
well as physical health outcomes.

By de“nition, technological disasters could have been pre-
vented. Thus, someone can be blamed for the harm and dam-
age, and anger and frustration can be addressed to authorities,
companies, or single persons. As Green (1995) argues, be-
cause of these characteristics, such events might be more dif-
“cult to process than natural disasters, which can be seen as
inevitable or fate. Effects of technological catastrophes ap-
pear to be longer lasting. Support for this assumption comes
from a study by Baum, Fleming, Israel, and O•Keefe (1992),
who compared 23 ”ood victims with 27 people living near a
leaking hazardous toxic waste dump and 27 control persons.
Nine months postevent, those persons exposed to the haz-
ardous material were more depressed, anxious, alienated, and
aroused than those in the other two groups. Such effects have
been found for technological failures as well (e.g., Bromet,
Parkinson, & Dunn, 1990; L. Davidson, Fleming, & Baum,
1986).
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Green (1995) studied the effects of the Buffalo Creek
Disaster. In winter 1972, a dam constructed from coal mining
waste collapsed, releasing millions of gallons of black water
and sludge. In the community below the dam, 125 people
were killed and thousands were left homeless. Typical for
small communities where people know each other well,
many residents lost close friends or family members. Look-
ing at the long-term effects on adults, the results indicate a
decrease in the psychopathology over one to three years.
However, even 14 years later, a subset of survivors still
showed continuing effects of the traumatic experience.

Arata, Picou, Johnson, and McNally (2000) examined the
effects of the Exxon Valdez oil spill on commercial “shermen
six years after the incident. According to their hypotheses, the
“shermen had higher levels of depression, anxiety, and PTSD
symptoms compared to a normative sample. One-“fth of the
“shermen showed clinically signi“cant symptoms of anxiety ,
and more than one-third suffered from depression and/or
PTSD. Despite methodological limitations, “ndings are con-
sistent with other research, suggesting chronic impairment as
a result from technological disasters (Freudenburg & Jones,
1991; Green, 1995). Posttraumatic stress disorders as a con-
sequence of toxic spills were found in several studies (e.g.,
Freed, Bowler, & Fleming, 1998).

War and Genocide

A section about disasters caused by humans cannot be con-
cluded without mentioning the most terrible disasters that
continue to happen daily at some place in the world, namely,
war and genocide. Research on the health effects of stressful
life events started with recording reactions to war experi-
ence. During the two world wars, psychiatrists examined
shell shock and battle fatigue among soldiers. Long-term ef-
fects of the Holocaust and the wars in Vietnam and Korea
were studied as well. Posttraumatic stress disorder is one of
the most frequently addressed phenomena in this line of re-
search. Studies focus mainly on speci“c aspects of the war
experience rather than the event as a whole. For example,
there is a large body of research literature on torture victims
(Neria, Solomon, & Dekel, 2000), Holocaust survivors (e.g.,
Lomranz, 1995), and combat stress (e.g., Z. Solomon, 1995).
There is overlap with studies on migration effects, since eth-
nic con”icts, combat, and political persecution are among the
most common reasons for people to emigrate.

Psychological and physical impairment can transpire even
decades after the traumatic experience. Landau and Litwin
(2000) compared a community-based sample of Holocaust
survivors at age 75 and older with control persons of a sim-
ilar age and sociocultural background. The assessment of

vulnerability included physical as well as mental health and
PTSD. The “ndings suggest that extremely traumatic events
have long-lasting effects on the victims. Men who survived
demonstrated a higher prevalence of PTSD, whereas women
reported greater health-related dif“culties and poorer health
(Wagner, Wolfe, Rotnitsky, Proctor, & Ericson, 2000).

In line with the former “ndings, Falger et al. (1992) found
among 147 Dutch World War II resistance veterans the high-
est scores on cardiovascular disease (i.e., angina pectoris,
Type A behavior, life stressors, and vital exhaustion) com-
pared to age-matched patients with myocardial infarction and
patients who underwent surgery. Moreover, veterans diag-
nosed with PTSD reported more risk factors.

Eberly and Engdahl (1991) analyzed medical and psy-
chiatric data for American former prisoners of war (World
War II and Korean War). In comparison with the general pop-
ulation, PTSD prevalence rates were greatly elevated,
whereas lifetime prevalence rates of depressive disorders
were only moderately increased. However, the authors did
not “nd evidence for generally higher rates of hypertension,
diabetes, myocardial infarction, alcoholism, and other psy-
chiatric disorders. Within the study group, those former pris-
oners who had suffered massive weight loss demonstrated a
greater number of psychiatric disorders than their comrades.

More evidence for the long-term effects of trauma comes
from a study by Desivilya, Gal, and Ayalon (1996), who in-
vestigated the effects of early trauma in adolescence for vic-
tims• mental health and adaptation in later life. The critical
incident took place in 1974 in a small town close to the bor-
der of Israel and Lebanon, when hundreds of hostages were
taken during a terrorist attack, most of them adolescents. Par-
ticipants in the study displayed signi“cantly more health
problems 17 years later than the nontraumatized individuals
in the control group. Also, survivors of the early traumatic
event later showed greater vulnerability to psychological
dif“culties when Israel was attacked by Iraqi Scud missiles in
1991 (see also Ben-Zur & Zeidner, 1991; Zeidner & Hammer,
1992). As the authors conclude, the scars of the event re-
mained for a lifetime.

These studies, together with other empirical evidence on
the effects of traumatic events, underline the importance of
long-term observation of health outcomes in traumatized in-
dividuals in facilitating appropriate intervention and rehabil-
itation programs beyond acute needs for help.

Conjugal Loss and Bereavement

Experiencing loss is one of the major factors in the explana-
tion of stress reactions. According to Hobfoll•s (1989, 1998)
conservation of resources (COR) theory, the threat or the
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actual loss of resources is considered to be a powerful pre-
dictor of psychological stress. This can occur in many ways:
loss of health, job, property, and loved ones. For most stress-
ful life events, loss is an inherent characteristic. This section
focuses on conjugal loss and the health effects resulting from
bereavement.

Loss of a spouse is regarded as the most stressful experi-
ence on the Social Readjustment Rating Scale (SRRS;
Holmes & Rahe, 1967). Considering the frequency and like-
lihood of such an event among those who have close long-
term relationships, the relevance of research in this “eld
becomes evident. In fact, the only way to protect yourself
from that experience is to die either before or at the same time
as the partner.

The effects of bereavement on morbidity and mortality
have been widely studied (for an overview, cf. M. Stroebe,
Stroebe, & Hansson, 2000; W. Stroebe & Stroebe, 1992). In
particular, gender and age differences in responding to the
death of a spouse have received most attention.

A quarter of a century ago, Bartrop, Luckhurst, Lazarus,
Kiloh, and Penny (1977) described immunological changes
associated with conjugal loss. The death of a spouse is sus-
pected to lead to increased mortality in response to diseases
that are presumed to depress the immune function (reduced
lymphoproliferative responses, impaired natural killer cell
activity). It has not been demonstrated, however, that mor-
bidity and mortality following conjugal loss are the direct
results of stressor-induced changes in immune function
(Ader, 2001).

Considerable differences between widowers and widows
regarding the physical and psychological reactions to an
event as well as the coping strategies have been found. One
set of studies suggests that men suffer more after losing their
partner than women, whereas others report more health com-
plaints of bereaved women.

Miller and Wortman (in press) suggest examining the im-
pact of loss for the spouse who is left behind. You might con-
clude that women should be at more of a disadvantage. Is
there any evidence for such an assumption? Traditionally,
women depend economically on their husbands. Although
norms and values regarding self-determination and economic
independence of women have greatly changed over the past
decades, elderly couples are more bound to traditional roles.
Therefore, in addition to the loss of the intimate partner,
women also face the loss of income and “nancial security,
which in turn could enhance the vulnerability for illness and
the frequency of ailments. With increasing age, conjugal loss
becomes a normative life event more often for widows, who
outlive their husbands. In turn, widowers have a greater
chance to engage in new romantic relationships simply

because there are more potential partners available. These
objective disadvantages for widows do not necessarily trans-
late into greater health impairment. In contrast, bereaved men
are at higher risk for mental health problems, morbidity, and
mortality.

Can the life event of losing a spouse be so detrimental
that it results in the premature death of the survivor? For
decades, studies addressing this question have found, on av-
erage, that the mortality risk for widows/widowers is in-
creased, compared to those who do not experience this loss
(see M. Stroebe et al., 2000). The risk seems to be greatest for
men during the “rst six months of bereavement. There may
be several reasons for this gender difference: Men typically
have a smaller social network than women, so their loss cuts
more deeply into their network (Weidner, in press). Also, be-
reavement occurs at an older age for men than for women be-
cause men, on average, die earlier than their spouses, due to
age differences in couples and biological gender differences
in longevity. As a result, the death of a wife leaves a man who
is older and more in need of support. Moreover, men usually
con“de in their spouse as their only intimate partner, whereas
women cultivate a larger network of family members and
friends, to whom they “nd it easier to turn in times of need.
This higher social integration and support may buffer the
stressful experience of losing their husbands.

Traumatic grief has been shown to be a risk factor for
mental and physical morbidity (Miller & Wortman, in press).
When widowers feel socially isolated during the grieving
process, they may develop depression and loneliness, which
in turn may lead to more severe consequences. In other cases,
their immune system or cardiovascular reactivity may be af-
fected, resulting in illness and eventually in death. The mech-
anism of pathogenesis needs to be further explored. Not only
is death from all causes higher among widowers, but also
speci“c causes of death, such as suicide. Li (1995), for exam-
ple, showed a “ve times higher risk of suicide for elderly
widowers than for married men. In contrast, the relative risk
to commit suicide among the widows was near zero.

Widowed individuals show impaired psychological and
social functioning. Nonetheless, frequency of sick days, use
of ambulant services, and onset of illness according to med-
ical diagnosis seem to be about the same for widowed persons
and for controls. Schwarzer and Rieckmann (in press), exam-
ining the effects of social support on cardiovascular disease
and mortality, found that cardiac events are more frequent
among isolated and unsupported widowers. However, there is
not much evidence that the onset of speci“c diseases, such as
cancer or coronary heart disease, is actually caused or trig-
gered by conjugal loss or a different kind of bereavement.
This may be explained by the long time span of pathogenesis.
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For example, it takes many years to develop chronic degener-
ative diseases, and other factors that contribute synergisti-
cally to illness may emerge during this time.

Miller and Wortman (in press) analyzed data from 13 stud-
ies in terms of gender differences in mortality and morbidity
following conjugal bereavement. They provide evidence of
greater vulnerability among bereaved men (Glick, Weiss, &
Parkes, 1994; Goldman, Korenman, & Weinstein, 1995) and
showed that widowers are more likely to become depressed,
to become susceptible for various diseases, and to experience
greater mortality than widows. These effects are more pro-
nounced among younger men.

Some of the causes of death among widowers are alcohol-
related diseases, accidents, suicide, and chronic ischemic
heart disease. Miller and Wortman discuss various possible
explanations for their “ndings. The “rst reason for experienc-
ing widowhood differently may be the different marital roles.
Men tend to rely solely on their spouses in many ways. Wives
are often the main con“dant for their husbands, but they also
tend to have larger and tighter social networks that they can
mobilize and rely on in taxing situations. Second, women are
found to recognize themselves as support providers rather
than as receivers. Until recently, women maintained the main
responsibility for household and childcare. If such a strong
anchor is lost, bereaved men•s stress is doubled, not only by
taking on new roles in the family, but also by lacking adequate
support. Third, for men, widowerhood takes away a powerful
agent for social control. Lack of control can translate into a
higher risk for men to engage in health-compromising behav-
ior, for example, heavy drinking or risky driving. In many
marriages, women are responsible for the family•s psycholog-
ical and physical well-being. Wives provide care during ill-
ness, are likely to be attentive to necessary changes in health
behavior (e.g., dieting), and remind their husbands of regular
health check-ups or prevent them from engaging in behaviors
that are hazardous to their health.

Criminal Victimization

Whenever a person becomes the victim of an intentional neg-
ative act, we speak of criminal victimization. There is an
ever-growing public interest in reports on criminal offenses.
So-called •reality TVŽ provides life coverage from crime
scenes, and daily news broadcasts give an update of the latest
developments and the condition of the victims. But many
crimes remain undetected. Domestic violence is one of the
most common crimes that is committed in silence and pri-
vacy. The number of cases reported is far lower than the ac-
tual prevalence rate. In most cases, it is women who report
physical abuse by their partners. But many battered women

do not dare to seek professional help. Instead, they blame
themselves for provoking the incident, or they are ashamed
or threatened by their abusive partners. Physical nonsexual
abuse in this context could be de“ned as behavior, such as
hitting, biting, hitting with an object, punching, kicking, or
choking.

Clements and Sawhney (2000) investigated the coping re-
sponses of women exposed to domestic violence. Almost half
of the battered women reported dysphoria consistent with a
clinical syndrome of depression. Abusive severity seemingly
did not play a role. Feeny, Zoellner, and Foa (2000) report
that 33% of the women living in the United States will expe-
rience a sexual or nonsexual assault at least once in their life-
time. Although victims of domestic violence, rape, burglary,
robbery, and other severe traumatic events, such as accidents,
show surprising commonality in their emotional reactions to
the event (Hanson Frieze & Bookwala, 1996), the physical
effects of each of these events can differ greatly. The im-
mediate response after confronting extreme stressors may be
denial, disbelief, self-blame, numbness, and disorientation.
Another common outcome of exposure to unusually stressful
situations is PTSD. Symptoms include, for example, reexpe-
riencing the event, avoiding reminders, trouble with sleeping,
nightmares, and chronic hyperarousal.

Traumatic events not only contribute to mental health prob-
lems, they also lead to increased physical health complaints.
According to Zoellner, Goodwin, and Foa (2000), unspeci“c
complaints, such as headaches, stomachaches, back pain,
cardiac arrhythmia, and menstrual symptoms, are among the
most common problems.

The question arises whether the event itself or its psycho-
logical correlates can be held responsible for somatic com-
plaints. As discussed in the section on combat veterans,
PTSD was associated with an increased risk for cardiovascu-
lar disease. To date, research on the relationship between a
stressful event and physical health with PTSD as the moder-
ating variable have remained relatively scarce.

Zoellner et al. (2000) conducted a study with 76 women
who were victims of sexual assault suffering from chronic
PTSD and who were seeking treatment. The results show
negative life events, anger, depression, and PTSD severity
related to self-reported physical symptoms. Moreover, PTSD
severity predicted self-reported physical symptoms in addi-
tion to these factors.

A number of studies have explored the relationship be-
tween sexual abuse and the onset of eating disorders in later
life. The contexts of these studies vary (e.g., sexual abuse as
part of a torture experience versus domestic sexual abuse dur-
ing childhood). For example, Matsunaga et al. (1999) ex-
plored the psychopathological characteristics of women who
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had recovered from bulimia and who had a history of sexual
abuse. Abused persons revealed a trend toward lifetime
diagnosis of PTSD and substance dependence. Judging
from these “ndings, authors suggest a possible association
between abusive experiences and psychopathogenesis of
bulimia nervosa. Moret (1999) did not “nd differences in eat-
ing behavior and body image concerns between women with
and without sexual abuse in their past. Nevertheless, sexually
abused women might be prone to develop an eating disorder
because they show more psychological traits commonly as-
sociated with these disorders, such as perfectionism, maturity
fear, or interpersonal distrust. Teegen and Cerney-Seeler
(1998) found a correlation between the severity of traumati-
zation in victims of child sexual abuse and the frequency of
eating disorder development.

Migration

Migration is increasingly becoming a typical facet of modern
society. The globalization and internationalization of indus-
tries contribute to a constant ”ow of people from one country
to another. The reasons why people migrate range from eco-
nomic dif“culties, civil wars, ecological disasters (e.g., re-
peated drought or ”ood), and political persecution affecting
their work and study. Forceful displacement from the home-
land and resettlement in a new environment cause physical as
well as psychological scars. Extreme stress can occur at any
point of the migration process„prior to, during, and after .
Thus, exposure to a number of stressors may cumulate and be
responsible for health problems long after migration. Many
individuals who have escaped war, ethnic cleansing, political
persecution, or famine carry into their new countries the bur-
den of these stressful experiences.

After the Islamic revolution in Iran in 1979, for example,
many political opponents of the new regime were forced into
hiding with the constant threat of discovery, imprisonment,
and torture. Many of those in prison had suffered extreme tor-
ture, witnessed the killing of other prisoners, and lived in
constant fear for their families and friends. Moreover, escap-
ing from the country is often not only dangerous, but also
costly, sometimes exhausting the “nancial resources of entire
families. Migrants who cannot leave their homeland legally
often have to pay large sums of money to traf“ckers who
promise to take them to the desired country. Also, the very
process of migration itself can be a source of extreme stress.
Thousands of illegal migrants are forced to hide, sometimes
without food or water for many days, in cars or ships, or even
outdoors without shelter. Finally, arriving at their destination,
migrants often face new legal and personal problems.
Migrants who are weakened physically and psychologically

by traumatic experiences and who undergo continuous stress
regarding adaptation, acculturation, and integration into the
new society, are especially vulnerable to physical and mental
illness.

Following Hobfoll•s (1998) COR theory, migration stress
can be explained by the threat of loss and actual loss of
resources of any kind. The chances to compensate these
losses and to restore one•s resources are very limited, at least
at the beginning of the adaptation process in a new country.

Living in a foreign country is inevitably associated with
social and material losses as well as new challenges, regard-
less of the duration or purpose of the stay. To some extent, all
newly arrived travelers, sojourners, immigrants, and refugees
face similar challenges: different climate, new language, and
unfamiliar customs, cultural norms, and values. In cases of
involuntary relocation, uncertainty about the duration of the
stay can contribute to elevated levels of stress. Also, the
greater the cultural differences between the indigenous and
host cultures, the more stress is likely to be expected.

Acculturation stress (Berry & Kim, 1988; Schwarzer,
Hahn, & Schröder, 1994) often emerges in con”icting situa-
tions within an immigrant•s own ethnic or cultural group
and/or the dominant group of that society. Potential stressors
range from everyday life with the family or at the workplace
to direct effects that are associated with migration, such
as status loss, discrimination, and prejudice. Acculturative
stress and the behavior that results from coping with it are
very likely responsible for mental health problems and so-
matic complaints.

Another common source of continuing stress is bad news
from the home country, survivor guilt related to leaving fam-
ily and friends behind, and thoughts about the duty to care for
them (Graham & Khosravi, 1997; Lipson, 1993). Studies by
Yee (1995) on Southeast Asians in the United States as well
as Tran (1993) on Vietnamese con“rmed the hypothesis that
acculturation stress coupled with stressful experiences lead to
poorer health. Similarly, Cheung and Spears (1995) assume a
strong association between negative life events and de-
pression among Cambodian immigrants in New Zealand.
Moreover, they identi“ed lack of acculturation, feelings of
discrimination, and poor language skills as risk factors for
mental disorders.

Chung and Kagawa-Singer (1993) examined predictors of
psychological distress among Southeast Asian refugees.
Even “ve years after arrival in the United States, premi-
gration stressors, such as number of years in the refugee
camp, number of traumatic events, and loss of family mem-
bers, signi“cantly predicted depression. Apart from cultural
changes, living conditions for immigrants are often below av-
erage, especially for refugees from Third World countries.
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Here, postmigration factors (e.g., income, work situation,
language skills) also played a role in the development of
mental health problems (e.g., Hyman, Vu, & Beiser, 2000).
Lipson (1993) reviewed studies on Afghan refugees• mental
health. Afghan refugees residing in California displayed high
levels of depression and psychosomatic symptoms of stress.
This is assumed to be due to family role changes and the re-
sulting con”ict in the American society. Furthermore, loneli-
ness as well as isolation among the elderly have been linked
to psychiatric morbidity.

One of the rare studies on the physical health of refugees
comes from Hondius, van Willigen, Kleijn, and van der Ploeg
(2000), who investigated health problems of Latin American
and Middle Eastern refugees in the Netherlands, with spe-
cial focus on traumatic experience and ongoing stress. Study
participants, who had experienced torture, reported medical
complaints. Surprisingly, PTSD was identi“ed among few of
the respondents. However, not only traumatic experience
prior to migration, but also worries about current legal status,
duration of stay, and family problems contributed to ill
health.

These studies underline the common assumption that
acute as well as chronic stressors in the larger context of mi-
gration contribute to poorer physical as well as mental health.
Various factors, such as acculturation styles, education, in-
come, or social networks moderate the relationship between
migration and health. Future research should support pro-
grams tailored culturally and individually that help immi-
grants to recover from their traumatic experiences, restore a
normal life, and “nd their place in the new society.

STRESSFUL LIFE EVENTS IN THE LIGHT OF
INDIVIDUAL DIFFERENCES: GENDER, 
CULTURE, ETHNICITY, AND AGE

Health reactions in the aftermath of a disaster are largely de-
termined by the impact of an event (e.g., number of casualties
or material damage). As a consequence, if the resources we
value are threatened or lost, stress occurs (Hobfoll, 1989,
2001). However, societal structures as well as cultural norms
and values largely determine the way individuals respond to
an incident. Although it is often believed that valuable goods
or resources are the same across cultures, we can assume that
the weight given to each resource varies (Hobfoll, 2001).

On the other hand, certain resources and their impact are
almost universal. For instance, in all societies, the loss of a
loved one is regarded as extremely stressful for the individual.
Nevertheless, reactions to the loss of a family member may be

multifaceted due to different cultural traditions, religious be-
liefs, and attitudes toward family. For example, one might as-
sume that in large multigenerational families with close ties
between individuals, family members are better able to sup-
port each other in the grief process, compared to small fami-
lies where the deceased may have been the only con“dant for
those who are left behind.

Another example of cultural differences in response to
stressful events is the diversity of attitudes toward loss and
grief. Often, those attitudes are closely related to religious
beliefs within each culture. Gillard and Paton (1999) exam-
ined the role of religious differences for distress following a
hurricane in the Fiji Islands. They compared the impact of
hurricane Nigel in 1997 on Christian Fijians, Indians follow-
ing Islam, and Indians practicing Hinduism. Results indi-
cated that religious denomination had a differential impact on
vulnerability. Gillard and Paton show that one major differ-
ence between all three groups lies in the amount of assistance
that was provided for the victims of the disaster. Moreover,
the unful“lled expectations of Muslims and Hindus as to sup-
port provision constitute a stressor that may increase their
vulnerability.

Most widely used psychological principles and theories
are derived from research that is anchored in Western scien-
ti“c practices. Yet, there is an overall agreement that, for ex-
ample, women and men differ in their responses to stressful
events. Socioeconomic factors have been detected as being
central to the way individuals cope with adverse situations.

Gender roles and economic equipment vary greatly across
nations and cultures. Given the fact that gender, socioeco-
nomic status, and culture are often intertwined, methodolog-
ical problems may be one cause for the relative scarcity of
research in this “eld. However, these differences are rich
avenues for study.

Gender

There is ample evidence for gender differences in response to
stressful life events. For example, Karanci, Alkan, Balta,
Sucuoglu, and Aksit (1999) found greater levels of distress
and more negative life events for women than for men after
the 1995 earthquake in Dinal, Turkey. Ben-Zur and Zeidner
(1991) found women reporting more anxiety and bodily
symptoms than men, as well as higher tension, fear, and de-
pression during the Gulf War. Bar-Tal, Lurie, and Glick
(1994) came to a similar conclusion when they investigated
the effects of stress on Israeli soldiers. Women soldiers• situ-
ational stress assessment as well as stress experiences were
higher than those of the men.
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Although women often report more distress and bodily
symptoms than men, we should not conclude that women
generally lack appropriate coping skills. For example, in
response to the death of a spouse, women seem to be better
capable than men of overcoming the loss.

Since the vast majority of research relies on self-report
scales, we presuppose that women have a greater tendency to
admit symptoms such as pain, depression, or negative mood.
In Western societies, men are commonly expected to be psy-
chologically and physiologically more resilient than women.
Admitting pain or depression would be contradictory to the
desired male picture.

Keeping that in mind, “ndings on the causes of death
among bereaved men appear in a different light: Risk be-
havior that either includes or leads to an unhealthy diet or
lifestyle (e.g., smoking, drinking, fast driving) is again so-
cially more acceptable for men than for women.

Another factor that has to be taken into account is the so-
cial support system. The perception, availability, and activation
of social support is a major factor in successfully dealing with
stress. Women tend to have larger and tighter networks that
enable them to seek support from many sources, whereas
men often solely rely on their spouses as support providers
(Greenglass, 1982; Hobfoll, 1986; Simon, 1995).

Striking evidence for the importance of support as a pre-
dictor of negative affect and health complaints after a stress-
ful life event comes from a study on East German migrants
(Knoll & Schwarzer, in press). Women who reported the
most social support also reported the least health complaints.
This effect could not be replicated for the men in the study.
Again, this result could partly be due to societal constraints in
two ways. First, from a more context-speci“c perspective,
“nding work in West Germany was probably more dif“cult
for East German women than for men. The pronounced age
effects among women underline this notion. Since older
women in the study revealed the highest levels of health
complaints and the lowest levels of support, we can assume
that environmental (e.g., socioeconomic) factors have con-
tributed to either the perception or even the actual reception
of social support.

Second, as Hobfoll (1998) argues, men and women are
assumed to have different experience with social support.
Whereas men are supposed to be more independent and self-
reliant, women are expected to seek and provide support for
others. Research on gender differences in dealing with life-
threatening diseases has contributed considerably to the dis-
cussion. Again, differences between men and women are
primarily mediated by the social support they seek and
receive.

Gender and Culture

If gender differences in response to stressful events follow
from culturally de“ned norms, what does the picture look
like in societies that foster different views of masculinity and
femininity than our Western societies?

From this point of departure, Norris, Perilla, Ibañez, and
Murphy (2001) conducted a study to identify the causes for
higher rates of PTSD among women compared to men, as
epidemiological research suggests. The authors argue that it
is complicated to determine the extent to which sex differ-
ences are culturally bound if one does not include distinct so-
cieties in the research. Thus, Norris et al. picked two countries
with a distinguished cultural heritage and makeup: Mexico,
where traditional gender roles are fostered, and the United
States, where the roles of women and men are less rigidly de-
“ned. Data were collected six months after Hurricane Paulina
hit Mexico and Hurricane Andrew hit the United States.

The “ndings con“rmed the hypothesis that women were
more highly distressed by these natural disasters than men.
This was especially prominent among Mexican women, who
were also most likely to meet the criteria for PTSD. These
“ndings support the hypothesis that traditional cultures am-
plify gender differences in response to disastrous events.

Nevertheless, other external factors may have been in”u-
ential. As the authors critically state, Mexico does not have
suf“cient resources to provide for disaster relief, contrary to
their wealthy American neighbor. According to COR Theory,
resourcefulness plays the central role in dealing with stress,
even long after the actual event. These “ndings notwithstand-
ing, biological, feminist/psychodynamic and social cognitive
perspectives cannot be excluded from the discussion. Con-
clusive evidence for the explanation of culturally bound gen-
der differences is still missing.

Culture and Ethnicity

Beyond the discussion of gender differences, probably any-
one would agree that cultural standards may have the poten-
tial to shape the experience of catastrophic events. In addition,
cultural norms and values largely determine the needs of
disaster-struck individuals. This becomes especially evi-
dent when disaster relief and aid measures are planned and
administered in a culture different than those of the rescue
personnel.

Since most natural disasters occur in underdeveloped
countries or regions, this scenario is more the rule than the
exception. Moreover, in pluralistic countries with a multicul-
tural makeup, such as Canada, the United Kingdom or the
United States, rescue personnel is challenged to be prepared
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for culturally tailored counseling even within their own soci-
ety. Therefore, culturally sensitive methods and approaches
are needed to meet the various needs of different cultural
groups (Doherty, 1999).

One convenient way of studying the role of culture, eth-
nicity, and religion in a stressful situation is by comparing
different ethnic immigrant groups regarding either the accul-
turation process or their responses to catastrophic events
within the host country. As to the former, acculturation has
been regarded a stressful encounter since newly arrived im-
migrants face a number of challenges. However, immigrant
groups of different nationality are dif“cult to compare since
the numerous factors that determine acculturation (e.g., so-
cioeconomic equipment or migration history) vary greatly
across immigrant groups.

The latter approach of studying ethnic differences in re-
sponse to stressful events was taken by Webster, McDonald,
Lewin, and Carr (1995). They conducted a study to scrutinize
the effects of natural disasters on immigrants and the host
population. In the aftermath of the 1989 Newcastle, Australia,
earthquake, the General Health Questionnaire as well as the
Impact of Event Scale for event-related psychological mor-
bidity were administered to immigrants with a non-English
background as well as toAustralian-born controls. Data analy-
ses showed greater psychological distress among the non-
English group. Among those, women, older people, and those
who had experienced dislocation following the earthquake
were especially distressed. Other factors, such as personal
history of traumatization and age upon arrival, were also
found to contribute to the increased levels of psychological
distress.

Age

Unfortunately, only few empirical “ndings are available about
the in”uence of age in the face of aversive situations. Accord-
ing to theories of successful development, resources available
for coping with stressful situations diminish with age. Since
resources are the key to successful coping with life events, el-
derly people are presumably worse off than younger ones. Is
that really the case?

Cwikel and Rozovski (1998) investigated the immigration
process of people from the former Soviet Union to Israel. The
immigrants came from republics adjacent to the Chernobyl
power plant. The authors found that the •late-in-lifeŽ immi-
grants (Torres, 1995), those aged 65 years and older, were
disadvantaged in terms of adaptation and integration. More-
over, the recovery process after the event was slower among
immigrants 55 years and older compared to the younger
group.

In a study on Chernobyl victims, younger adults displayed
greater fears of health risks than older individuals (Muthny,
Gramus, Dutton, & Stegie, 1987). In the same context,
Hüppe and Janke (1994) found women and younger people
(18 to 39 years old) to be more concerned than men and older
individuals (40 to 59 years), respectively. On the contrary, in-
vestigations in the aftermath of natural disasters often reveal
stronger concerns by elderly victims. In terms of depression,
Toukmanian, Jadaa, and Lawless (2000) found older (31 to
55 years) individuals who were exposed to an earthquake
scoring higher on depression scales than younger people
(17 to 30 years). Also, the common gender effect of women
being more highly depressed than men could be replicated.

Ben-Zur and Zeidner (1991) investigated psychological
distress and health complaints under the threat of missile at-
tacks during the Gulf War. Here, younger adults reported
more anxiety, bodily symptoms, anxiety, fear, and depression
compared to older adults. This “nding is consistent with
other results, as Milgram (1994) reports in a summary about
Gulf War-related studies. Explanations of these age differ-
ences refer to the greater experience that older Israeli citizens
have with war-related stressors. Moreover, older individuals•
coping efforts have been proven effective in other situations.

The diversity of research “ndings does not allow for a
“nal conclusion. However, the vast majority of studies have
detected resources as the primary determinants of successful
coping with an event, which in turn buffers the detrimental
effects for the mental and physical health of the victims.

FUTURE DIRECTIONS

Stressful life events constitute an important research para-
digm for health psychology. They are commonly seen as in-
dependent variables called stressors that lead to a number of
predominantly negative outcomes. From a stress theory per-
spective, however, this bivariate relationship is too simplis-
tic. Stress is a process that takes place in context, and the
amount of stress actually perceived is different from the ob-
jective magnitude of a stressor. Characteristics of the taxing
event, such as intensity, duration, predictability, and control-
lability, have some bearing on the way this actual event is
cognitively appraised by individuals, along with other deter-
minants, such as personality, social networks, and coping
resources or vulnerabilities (Aldwin, Sutton, & Lachman,
1996). Research on stressful life events too often adheres to
a stimulus-based view of stress, neglecting transactional
processes.

This shortcoming is also re”ected by the measurement of
stress. One common research prototype in health psychology
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rests mainly on checklists or interview schedules on life
events that require the respondents to review all demanding
and disastrous situations in the past and to supply subjective
ratings of incidence and severity. These ratings of cumulative
life stress can lead to an ambiguous sum score that may
obscure various exposure conditions and may mask more in-
formation than it reveals. Moreover, the rating procedure
confounds the current psychological state with an accurate
recollection of past events. If the research question deals with
mental health effects of prior stress exposure, we can hardly
arrive at meaningful conclusions by asking respondents
about the severity and impact of their life events. A different
common research prototype lies, for example, in sampling
survivors, observers, or rescue workers of a disaster. In this
situation, the stressful life event is given by de“nition. To
yield an index of severity, predictability, controllability, or
other characteristics of the event, we can ask independent
judges to rate the event along a number of dimensions. This
provides useful stimulus information that should be supple-
mented by data on victims• cognitive appraisals.

Stressful life events can shape individual lives and affect
mental and physical health to a large extent, including pre-
mature death as a result of suicide or severe disease. Numer-
ous studies have documented morbidity and mortality data as
a result of stress. The relationship between stressful life
events and health, however, is complex, and it requires con-
sideration of mediators and moderators. Several pathways
portray the causal mechanisms. One path refers to stress-
induced physiological changes, such as the wear and tear
on blood vessels, immunosuppression, or endocrine and car-
diovascular reactivity. This again might not be a direct rela-
tionship, but it could be mediated by negative affects that
follow stressful life events. Constant rumination, worrying,
loneliness, or depression themselves generate physiological
changes that produce illness in the long run. A different path-
way is represented by stress-induced behaviors that impair
health, such as smoking, alcohol consumption, lack of exer-
cise, sleep deprivation, unhealthy eating, and so on. Further-
more, someone who is already ill and needy might fail to
mobilize social support, seek treatment, adhere to medica-
tion, and so on, in times of severe stress.

The existence of several causal pathways in the develop-
ment of poor health is intuitive, but empirical evidence is
sparse. One of the reasons for this de“cit lies in the dif“culty in
identifying synergistic effects. Moreover, we cannot discover
causal links when only cross-sectional data are available.
The existing state of research calls for longitudinal and
prospective study designs that allow for a more detailed analy-
sis of the stress/health association, including mediators and
moderators, such as personality, coping, and social support.

Many clinical and community interventions have been initi-
ated, mainly as debrie“ng and crisis counseling, but they are not
well evaluated. Systematic intervention studies allow treatment
effects to be examined, for example by testing coping strategies
that aim at modifying certain stress/health pathways.
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Coping and social support are among the most widely written
about and researched topics in health psychology. Both con-
structs have been hypothesized as reasons why particular in-
dividuals are at increased risk for developing illnesses such
as cardiovascular disease and cancer, why some individuals
do not adapt well once they develop a disease, and, more re-
cently, linked with disease course and survival once an illness
is diagnosed. In this chapter, we explore the historical context
of coping and social support in the context of health, as well
as the empirical work examining the role of coping and social
support in disease etiology, disease management, and out-
comes. Each section is divided into a historical discussion,
current theoretical perspectives on each construct, and de-
scriptive studies. Key challenges and areas for future re-
search are also discussed.

COPING

Over the past two decades, there has been a substantial
amount of research devoted to understanding the role of
coping in disease etiology, management of health risk, adap-
tation to disease, and disease outcomes. In the context of
health risk and outcomes, the role of coping in psychologi-
cal adaptation to disease has received the most empirical
attention.

Theories of Coping

Stress and Coping Paradigm

Research on stress and coping exploded with Lazarus and
Folkman•s stress and coping theory (1984). They put forth
the transactional stress and coping paradigm and the most
widely accepted de“nition of coping. According to Lazarus,
coping refers to cognitive and behavioral efforts to manage
disruptive events that tax the person•s ability to adjust
(Lazarus, 1981, p. 2). According to Lazarus and Folkman,
coping responses are a dynamic series of transactions be-
tween the individual and the environment, the purpose of
which is to regulate internal states and/or alter person-
environment relations. The theory postulates that stressful
emotions and coping are due to cognitions associated with
the way a person appraises or perceives his or her relation-
ship with the environment. There are several components of
the coping process. First, appraisals of the harm or loss posed
by the stressor (Lazarus, 1981) are thought to be important
determinants of coping. Second, appraisal of the degree of
controllability of the stressor is a determinant of coping
strategies selected. A third component is the person•s evalua-
tion of the outcome of their coping efforts and their expecta-
tions for future success in coping with the stressor. These
evaluative judgments lead to changes in the types of coping
employed. In addition, they play a role in determining
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psychological adaptation. Two main dimensions of coping
are proposed, problem-focused and emotion-focused coping.
Problem-focused coping is aimed at altering the problematic
situation. These coping efforts include information seeking
and planful problem solving. Emotion-focused coping is
aimed at managing emotional responses to stressors. Such
coping efforts include cognitive reappraisal of the stressor
and minimizing the problem.

How the elements of coping unfold over time is a key the-
oretical issue involved in studies of coping processes. Al-
though the theory is dynamic in nature, most of the research
utilizing the stress and coping paradigm put forth by Lazarus
and colleagues (1981) has relied on retrospective assessments
of coping and has been cross-sectional. However, a team of
researchers, including Glen Af”eck, Howard Tennen, and
Francis Keefe (e.g., Af”eck et al., 1999) have utilized a daily
diary approach to assessing coping with pain, a methodology
that can examine the proposed dynamic nature of coping.

Cognitive Processing Theories

In recent years, there has been an expansion in theoretical
perspectives on cognitive coping. The literature on cognitive
processing of traumatic life events has provided a new direc-
tion for coping research and broadened theoretical perspec-
tives on cognitive methods of coping with chronic illness.
According to cognitive processing theory, traumatic events
can challenge people•s core assumptions about themselves
and their world (Janoff-Bulman, 1992). For example, the un-
predictable nature of many chronic illnesses, as well as the
numerous social and occupational losses, can cause people to
question the beliefs they hold about themselves. A diagnosis
of cancer can challenge a person•s assumptions about being
personally invulnerable to illness and/or providing for his or
her family. To the extent that a chronic illness challenges
these basic assumptions, integrating the illness experience
into their preexisting beliefs should promote psychological
adjustment. Cognitive processing is de“ned as cognitive ac-
tivities that help people view undesirable events in personally
meaningful ways and “nd ways of understanding the nega-
tive aspects of the experience, and ultimately reach a state of
acceptance (e.g., Greenberg, 1995). By “nding meaning or
positive bene“t in a negative experience, individuals may be
better able to accept the losses they experience. Focusing on
the positive implications of the illness or “nding personal
signi“cance in a situation are two ways of “nding meaning.
Coping activities that help individuals to “nd redeeming fea-
tures in an event must be distinguished from the successful
outcome of these attempts. For example, people may report
that as a result of a serious illness, they have found a new

appreciation for life or that they place greater value on rela-
tionships. Patients may also develop an explanation for the
illness that is more benign (e.g., attributing it to God•s will)
or make sense of the illness by using their existing views
of the world (e.g., assuming responsibility for the illness
because of a lifestyle that caused the illness). While cogni-
tive processing theory constructs have been applied to
adjustment to losses such as bereavement (e.g., Davis,
Nolen-Hoeksema, & Larson, 1998), these processes have re-
ceived relatively little attention from researchers examining
patients coping with chronic illness.

Another coping process that falls under the rubric of cog-
nitive processing is social comparison (SC). Social com-
parison is a common cognitive process whereby individuals
compare themselves to others to obtain information about
themselves (Gibbons & Gerrard, 1991). According to SC
theory, health problems increase uncertainty; uncertainty
increases the desire for information, and creates the need for
comparison. Studies of coping with chronic illness have in-
cluded social comparison as a focus. A certain type of SC,
downward comparison, has been the focus of empirical study
among patients with chronic illnesses such as rheumatoid
arthritis (RA) (Tennen & Af”eck, 1997). Wills (1981) has
suggested that people experiencing a loss can experience an
improvement in mood if they learn about others who are
worse off. Although there is little evidence that SC increases
as a result of experiencing health problems, there is consider-
able evidence to suggest this may be the case (Kulik &
Mahler, 1997). One proposed mechanism for SC is that
downward comparison impacts cognitive appraisal by reduc-
ing perceived threat. When another person•s situation appears
signi“cantly worse, then the appraisal of one•s own illness
may be reduced (Aspinwall & Taylor, 1993).

Coping Style Theories

Although the majority of coping theories focus on the trans-
actional, dynamic aspects of coping, there remains a group of
behavioral scientists who consider coping more of a disposi-
tion or trait. Although there has been some inconsistency in
the use of the term, coping style is typically the term used to
refer to characteristic methods individuals use to deal with
threatening situations. Coping style theorists propose that in-
dividuals differ in a consistent and stable manner in how they
respond to threatening health information and how they react
to it affectively. Several coping style constructs have been ex-
plored in the health psychology literature. The monitoring
coping style construct, which has been put forth by Miller
(1980; 1987), proposes that individuals have characteristic
ways of managing health threats in terms of their attentional
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processes. According to Monitoring Process Theory, there
are two characteristic ways of dealing with health threat,
monitoring, and blunting. Monitors scan for and magnify
threatening cues, and blunters distract from and downgrade
threatening information (Miller, 1995).

A similar coping style construct that has received theoret-
ical and empirical attention is coping with affective responses
to health threats. Two constructs, repressive coping style and
emotional control, have been the most studied in the area of
health psychology. Repressive coping style, a construct de-
rived from psychoanalytic theory is based on the defense of
repression (e.g., Kernberg, 1982). Repressive coping style is
exhibited by individuals who believe they are not upset de-
spite objective evidence to the contrary. Thus, it is inferred
that they are consciously repressing threatening feelings and
concerns. This style has been variously labeled as attention-
rejection (Mullen & Suls, 1982) and repression-sensitization
(Byrne, 1961). A second, but related, coping style is the
construct of emotional control, which describes an individual
who experiences and labels emotions, but does not express
the emotional reaction (Watson & Greer, 1983). Both con-
structs have sparked particular interest in the area of psy-
chosocial oncology, where investigations have focused on the
role of emotional repression and suppression in cancer onset
and progression (e.g., Butow, 2000; Goldstein & Antoni,
1989; Kneier & Temoshok, 1984; Kreitler, Chaitchik, &
Kreitler, 1993). More recently, repressive coping has also
been associated with higher risk for poor disease outcome, as
physiological and immunological correlates of repressive
coping have been identi“ed, including high systolic blood
pressure (Broege, James, & Peters, 1997) and reduced im-
munocompetence (Jamner & Leigh, 1999). In addition, re-
pressive coping has been associated with lower ability to
perceive symptoms (Lehrer, 1998). Unfortunately, measure-
ment of this construct has been a challenge to behavioral
scientists.

Although the majority of coping theories treat coping as a
situational variable, a subset of investigators have conceptu-
alized coping behaviors as having trait-like characteristics.
That is, coping is viewed as largely consistent across situa-
tions because individuals have particular coping styles or
ways of handling stress. In general, the contribution of trait
versus states to the prediction of behavior has been a hotly
debated topic in the last several decades, starting with the
work of Walter Mischel (1968). One response to the trait-
situation debate was the development of the interactionist po-
sition, which postulates that all behaviors are a function of
both the person•s traits and the situation (e.g., Endler & Hunt,
1968). Recent studies investigating coping using daily as-
sessments suggest that coping, particularly avoidance and

religious coping, has a moderate degree of consistency when
multiple daily assessments are utilized (Schwartz, Neale,
Marco, Schiffman, & Stone, 1999). Interestingly, these ag-
gregated daily reports of coping activities using the Daily
Coping Assessment are only moderately associated with self-
report measures of trait coping (how one generally copes
with stress) (Schwartz, Neale, Marco, Schiffman, & Stone,
1999).

Theories of Coping with Health Risk

One of the only health belief models that has incorporated
coping is Leventhal and colleagues• self-regulatory model of
illness behavior (Prohaska, Leventhal, Leventhal, & Keller,
1985). According to this model, symptoms are key factors in
how health threats are perceived. Symptoms are also the
main targets for coping and symptom reduction is neces-
sary for appraising progress with mitigating health threats
(Cameron, Leventhal, & Leventhal, 1993). There are multi-
ple components to this model: First, the individual perceives
a change in somatic activity or a symptom, such as pain.
Next, this symptom is compared with the person•s memory of
prior symptoms in an attempt to evaluate the nature of the
health threat. The person forms a symptom or illness repre-
sentation, which has several key components: (a) identity of
the health problem that includes its label and its attributes
such as severity, (b) duration„an evaluation of how long it
will last, (c) consequences„how much it will disrupt daily
activity and anticipated long-term consequences or severity
of the threat, (d) causes of the symptom, and (e) expecta-
tion about controllability of the symptom (Lau, Bernard, &
Hartman, 1989). Once the person completes this evaluation
then he or she decides how to cope with the symptom. Cop-
ing procedures are de“ned in two ways that correspond
roughly to Lazarus and Folkman•s emotion- and problem-
focused coping. Problem-solving behaviors include seeking
medical care and self-care behaviors (e.g., taking insulin for
diabetes), as well as attempts to seek information. This model
is innovative because care-seeking and self-care behaviors
such as adherence to medical regimens for chronic illnesses
are de“ned as coping behaviors. Thus, this model would in-
clude the study of determinants of adherence to medical reg-
imens under the rubric of coping literature. This literature is
beyond the scope of the present chapter, so we present only a
brief review on this topic.

The second aspect of coping is the manner in which the
person copes with the affective response to the symptom. An
innovative component of the self-regulatory model is that it
incorporates how people cope with emotional responses to
health threats. Emotional responses such as fear can be



54 Coping and Social Support

elicited by symptom-induced pain or by an interpretation that
the symptom represents a serious health threat such as cancer
(Croyle & Jemmott, 1991). Coping responses to manage
emotions have been evaluated in a similar way to Lazarus
and colleagues; individuals are asked how they coped with
the problem and responses are categorized using similar cat-
egories (e.g., direct coping such as seeking information, and
passive coping such as distraction).

The Role of Coping in Health Behaviors and in
the Management of Health Risk

As compared to the relatively large literature on coping with
illness, there is little published on the role of coping in
health behavior change and in the management of health
risk. Coping with a health risk is de“ned as those efforts to
manage the knowledge that one is at higher risk for disease
because of family history of the disease or because of be-
havioral risk factors. To date, there have been almost
no studies evaluating coping•s role in managing health be-
haviors. Barron, Houfek, and Foxall (1997) examined the
role of repressive coping style in women•s practice of breast
self-examination (BSE). Repressive coping resulted in less
frequent BSE and less pro“cient performance of BSE. Indi-
viduals who exhibited repressive coping also reported more
barriers and fewer bene“ts of BSE. Although it is generally
thought that speci“c coping styles (e.g., monitoring) or cop-
ing strategies (e.g., denial or avoidance) would predict pa-
tients• adherence to medical regimes, the literature linking
coping to medical adherence has not supported this hypoth-
esis. General coping style has not been consistently linked
to adherence (see Dunbar-Jacob et al., 2000). Other investi-
gators have evaluated the role of speci“c coping responses
in treatment adherence. Catz, McClure, Jones, and Brantley
(1999) hypothesized that HIV-positive patients who engaged
in spiritual coping may be more likely to adhere to medical
regimens for HIV. However, their results did not support this
hypothesis.

Coping and Health Outcomes

Whether psychological characteristics in”uence the devel-
opment and course of disease has been a hotly debated topic
in the empirical literature. This discussion of the association
between coping and health outcomes is organized into two
sections: “rst, the association between coping and disease
risk; second, the relation between coping and disease pro-
gression.

Disease Risk

The most investigated topic in this area is the association
between coping and risk for cancer, particularly breast can-
cer. Most scientists view the development of cancer as a
multifactorial phenomenon involving the interaction of ge-
netic, immunological, and environmental factors (see Levy,
Herberman, Maluish, Schlien, & Lipman, 1985). The notion
that psychological factors, particularly certain personality
characteristics, contribute to the development of cancer, has
been proposed by a number of behavioral scientists over the
course of the past 30 years (e.g., Greer, Morris, & Pettingale,
1979). Strategies that individuals use to deal with stress, par-
ticularly the use of denial and repression when dealing with
stressful life events, have been suggested as potential factors
in the development of breast cancer (Anagnostopoulos et al.,
1993; Goldstein & Antoni, 1989). Studies of women who are
at-risk for breast cancer and women undergoing breast biopsy
do not consistently report an association. Edwards et al.
(1990) used the Ways of Coping Checklist and found no as-
sociation between coping and breast cancer risk. Testing for
an interaction effect, additional analyses revealed that coping
did not modify the effect of life event stress on breast cancer
risk, after adjusting for age and history of breast cancer.
Some studies have reported counterintuitive “ndings. For ex-
ample, Chen et al. found that women who confronted stress
by working out a plan to deal with the problem were at higher
risk of breast cancer, independent of life events, and adjusted
for age, family history, menopausal status, personality, to-
bacco and alcohol use. This literature was recently subjected
to a meta-analysis by McKenna and colleagues (McKenna,
Zevon, Corn, & Rounds, 1999), who found a moderate effect
size for denial and repressive coping style in an analysis
of 17 studies. Breast cancer patients were more likely to re-
spond to stressful life events by using repressive coping.
However, such studies cannot prove causation. It is just as
likely that having breast cancer may have resulted in changes
in use of repressive coping. In addition, biological/immuno-
logical mechanisms to account for any association between
repressive coping and the development of breast cancer have
yet to be elucidated.

One study linked coping with outcomes of in vitro fertil-
ization (IVF). Demyttenaere and colleagues (1998) examined
the association between coping (active, palliative, avoidance,
support seeking, depressive coping, expression of negative
emotions, and comforting ideas) and the outcome of IVF.
Women who had higher than median scores on a palliative
coping measure had a signi“cantly greater chance of con-
ceiving than women who had a lower than median score on
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the palliative coping measure. While this is an extremely
interesting “nding, the underlying mechanisms were not
discussed.

Disease Progression

One of the most studied areas of psychosocial factors in dis-
ease outcomes is the link between coping and HIV outcomes.
The HIV to AIDS progression provides a model for studying
the connection between psychological factors and immuno-
logical outcomes, as well as disease progression. The majority
of studies have focused on some aspect of avoidant coping and
have yielded contradictory results. Reed and colleagues
(Reed, Kemeny, Taylor, Wang, & Visscher, 1994) found that
realistic acceptance as a coping strategy (de“ned as focusing
on accepting, preparing for, and ruminating about the future
course of HIV infection) predicted decreased survival time
among gay men who had clinical AIDS at study entry. This ef-
fect held after controlling for confounding variables such
as CD4 cell counts, use of azidothymidine (AZT), and alcohol
or substance abuse. These results are inconsistent with Ironson
and colleagues (Ironson et al., 1994) who found that use of de-
nial to cope with a newly learned HIV seropositive diagnosis
and poorer adherence to behavioral interventions predicted
lower CD4 counts one year later and a greater progression to
clinical AIDS two years later. Solano et al. (1993) found that
having a “ghting spirit was related to less progression to HIV
infection one year later, after controlling for baseline CD4 cell
count. Mulder, de Vroome, van Griensven, Antoni, and
Sanfort (1999) found that the degree to which men avoided
problems in general was associated with less decline in CD4
cells and less progression to immonologically de“ned AIDS
over a seven-year period. However, avoidance coping was not
signi“cantly associated with AIDS-de“ning clinical events
(e.g., developing Kaposi•s sarcoma). Contradictory “ndings
have been reported by Leserman and colleagues (1999). They
followed HIV-infected men for 7.5 years. Results indicated
that men who used denial to cope with the threat of AIDS had
faster disease progression. In fact, the risk of AIDS was ap-
proximately doubled for every 1.5 unit increase in denial. This
relationship remained signi“cant even after taking into ac-
count potential mediators such as age and number of biomed-
ical and behavioral factors (e.g., smoking, use of marijuana,
cocaine, and other drugs and having had unprotected
intercourse). The inconsistency in “ndings across studies is
dif“cult to explain. Because these studies are observational in
nature, causal inferences cannot be made.

Findings from studies linking coping with cancer pro-
gression have also been contradictory. Early studies by

Buddenberg and colleagues (1996) and Watson and Greer
(1983) reported an association between coping style and out-
come in early stage breast cancer. However, these early stud-
ies did not control for known prognostic indicators such as
tumor stage, disease site, and mood. Brown and colleagues
(Brown, Butow, Culjak, Coates, & Dunn, 2000) found that
melanoma patients who did not use avoidance as a coping
strategy experienced longer periods without relapse, after
controlling for tumor thickness, disease site, metastatic
status, and mood. A similar “nding was reported by Epping-
Jordan et al. (1999), who followed a group of cancer patients
over a one-year period. Longitudinal “ndings revealed that,
after controlling for initial disease parameters and age, avoid-
ance predicted disease status one year later; however, neither
psychological symptoms nor intrusive thoughts and emotions
accounted for additional variance in disease outcomes.

Coping and Psychological Adaptation to Disease

Cross-Sectional Studies of Coping with Chronic Illness

Early studies of coping using the stress and coping paradigm
were cross-sectional and used retrospective checklists such
as the Ways of Coping Checklist (WOC). The earliest studies
divided coping into the overly general categories of problem-
and emotion-focused strategies, and focused mostly on psy-
chological outcomes rather than pain and functional status
outcomes.

Later studies have investigated speci“c types of coping.
For example, Felton, Revenson, and Hinrichsen (1984)
examined two types of coping, wish-ful“lling fantasy and
information seeking, using a revision of the WOC. Wish-
ful“lling fantasy was a more consistent predictor of
psychological adjustment than information seeking. While
information seeking was associated with higher levels of pos-
itive affect, its effects on negative affect were modest, ac-
counting for only 4% of the variance. In a second study,
Felton and Revenson (1984) examined coping of patients
with arthritis, cancer, diabetes, and hypertension. Wish-
ful“lling fantasy, emotional expression, and self-blame were
associated with poorer adjustment, while threat minimization
was associated with better adjustment. Scharloo and col-
leagues (1998) conducted a cross-sectional study of individ-
uals with Chronic Obstructive Pulmonary Disease (COPD),
RA, or psoriasis. Unlike the majority of studies, this study
“rst entered illness-related variables such as time elapsed
since diagnosis and the severity of the patient•s medical con-
dition into the equation predicting role and social function-
ing. Overall, coping was not strongly related to social and
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role functioning. Among patients with COPD, passive coping
predicted poorer physical functioning. Among patients with
RA, higher levels of passive coping predicted poorer social
functioning.

Very few studies have examined coping with other chronic
illnesses. Several studies have investigated the association
between coping and distress among individuals with multiple
sclerosis (MS). Pakenham, Stewart, and Rogers (1997) cate-
gorized coping as either emotion- or problem-focused, and
found that emotion-focused coping was related to poorer ad-
justment, while problem-focused coping was associated with
better adjustment. In contrast, Wineman and Durand (1994)
found that emotion- and problem-focused coping were unre-
lated to distress. Mohr, Goodkin, Gatto, and Van Der Wende
(1997) found that problem-solving and cognitive reframing
strategies are associated with lower levels of depression,
whereas avoidant strategies are associated with higher levels
of depression.

As noted previously, most studies have used instructions
that ask participants how they coped with the illness in gen-
eral, rather than asking participants how they coped with spe-
ci“c stressors associated with the illness. Van Lankveld and
colleagues (Van Lankveld, Van•t Pad Bosch, Van De Putte,
Naring, & Van Der Staak, 1994) assessed how patients cope
with the most important stressors associated with arthritis.
When coping with pain was considered, patients with similar
degrees of pain who scored high on comforting cognitions
and diverting attention scored higher on well-being, and de-
creased activity was associated with lower well-being. When
coping with functional limitation was examined, patients
who used pacing reported lower levels of well-being, and op-
timism was associated with higher well-being after func-
tional capacity was controlled for in the equation. Finally,
when coping with dependence was examined, only showing
consideration was associated with higher well-being after
functional capacity was controlled for in the equation.

Cross-Sectional Studies of Coping with Cancer

The earliest work was conducted by Weisman and Worden
(1976…1977). In this study, patients were studied during the
“rst 100 days after diagnosis. Positive reinterpretation was
associated with less distress, and attempts to forget the cancer
were associated with high distress. Unfortunately, this study
did not evaluate the contribution of severity of disease.
Dunkel-Schetter and colleagues (Dunkel-Schetter, Feinstein,
Taylor, & Falke, 1992) administered the WOC Inventory,
cancer speci“c version, to a sample of patients with varying
types of cancer. Participants were asked to select a problem
related to their cancer and rate coping responses to that

problem. Coping through social support, focusing on the pos-
itive, and distancing were associated with less emotional
distress, whereas using cognitive and behavioral escape-
avoidance was associated with more emotional distress.
Although disease severity (e.g., stage) and demographic in-
formation were collected, these variables were not included
in the analyses.

Manne, Al“eri, Taylor, and Dougherty (1994) also admin-
istered the WOC to women with early stage breast cancer. In
this study, physical symptoms were controlled for in the
analysis of associations between coping and positive and neg-
ative affect, as measured by the Pro“le of Mood States. Phys-
ical symptoms had a greater in”uence on relations between
coping and negative affect than on coping and positive affect
relations. Escape-avoidance coping and confrontive coping
were associated with more negative affect, whereas distanc-
ing, positive appraisal, and self-controlling coping were all
associated with more positive affect.

Epping-Jordan and colleagues (1999) evaluated the associ-
ation between coping (assessed with the COPE) and anxiety
and depressive symptoms among a sample of 80 women
with all stages of breast cancer. Coping was evaluated as a
mediator of the relation between optimism and distress. Opti-
mism was predicted to predict less emotion-focused dis-
engagement, which, in turn, predicted fewer symptoms of
anxiety and depression. In addition, this study advanced the
literature because cancer stage, patient age, and education
were each incorporated into associations between coping and
distress rather than simply partialled out of associations. In
addition, cross-sectional associations at three separate points
were conducted (at diagnosis, three months after diagnosis,
and six months after diagnosis), which provided a picture of
how coping changed over the course of treatment. At diagno-
sis, low optimism predicted more distress, and the relation
between optimism and distress was mediated partially by
emotion-focused disengagement.

Relatively few studies have evaluated coping among
patients with advanced disease. Sherman, Simonton, Adams,
Vural, and Hanna (2000) used the COPE to study coping by
patients with late-stage cancers and found that denial, behav-
ioral disengagement, and emotional ventilation were associ-
ated with higher distress as assessed by the Pro“le of Mood
States.

Longitudinal Studies

Unfortunately, relatively few studies have employed longi-
tudinal designs. Overall, passive coping strategies such as
avoidance, wishful thinking, withdrawal, and self-blame
have been shown to be associated with poorer psychological
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adjustment (e.g., Scharloo et al., 1999), and problem-focused
coping efforts such as information seeking have been found to
be associated with better adjustment among MS patients (e.g.,
Pakenham, 1999).

Two studies have used longitudinal designs to study the re-
lation of coping to adaptation to cancer. Carver, Pozo, Harris,
Noriega, Scheirer, and Robinson (1993) evaluated coping
strategies used by early-stage breast cancer patients, evaluated
at two time points, and found that cognitive and behavioral
avoidance were detrimental to adjustment, whereas accep-
tance was associated with lower distress. Stanton, Danoff-
Burg, Cameron, Bishop, and Collins (2000) examined
emotionally expressive coping, de“ned as emotional process-
ing (delving into feelings), and emotional expression (ex-
pressing emotions) among 92 women with early stage breast
cancer. Women were assessed at two points, spaced three
months apart. The “ndings revealed that coping through emo-
tional expression was associated with decreased distress, even
after accounting for the contribution of other coping strate-
gies. In contrast, women who coped by using emotional pro-
cessing became more distressed over time, but only when
emotional expression was controlled for in the analysis. This
“nding suggests that active engagement in the attempt to talk
about cancer-related feelings may be bene“cial, but rumina-
tion may exacerbate distress.

Other Coping Processes: Social Comparison

Social comparison is a common but little-studied process in
the context of its use among individuals dealing with a health
problem. Stanton and colleagues (2000) evaluated the associ-
ation between both upward and downward comparisons and
affect among women with breast cancer by using an experi-
mental manipulation. Patients listened to tapes of other breast
cancer patients, which varied by level of disease prognosis
and psychological adaptation. Descriptive data indicated that
women extracted positive comparisons from both worse-off
and better-off women, reporting gratitude in response to
worse-off others and inspiration in response to better-off oth-
ers. Negative affect increased and positive affect decreased
after patients listened to audiotaped interviews with other pa-
tients. Those with better prognosis cancers had a greater
decrement in positive mood. These “ndings suggest that so-
cial comparison, at least in the short term, may result in mood
disruption.

Studies of Coping with Chronic Pain

The majority of these studies have used longitudinal designs.
For example, Brown and Nicassio (1987) studied pain coping

strategies among RA patients and found that patients who en-
gaged in more passive coping when experiencing more pain
became more depressed six months later than did patients who
engaged in these strategies less frequently. Keefe and col-
leagues (Keefe, Brown, Wallston, & Caldwell, 1989) con-
ducted a six-month longitudinal study of the relationship
between catastrophizing (negative thinking) and depression in
RA patients. Those patients who reported high levels of cata-
strophizing had greater pain, disability, and depression six
months later. Similar “ndings have been reported by other
investigators (Parker et al., 1989). Overall, studies have sug-
gested that self-blame, wishful thinking, praying, catastro-
phizing, and restricting activities are associated with more
distress, while information seeking, cognitive restructuring,
and active planning are associated with less distress.

Gil and colleagues (Gil, Abrams, Phillips, & Keefe, 1989;
Gil, Abrams, Phillips, & Williams, 1992) have studied Sickle
Cell Disease (SCD), which has not been given a great deal of
attention by behavioral scientists. Pain is a frequent problem
among SCD patients. Adults who used the cognitive coping
strategy of catastrophizing reported more severe pain, less
work and social activity, more health care use, and more de-
pression and anxiety (Gil et al., 1989). SCD patients who
coped with pain in an active fashion by using a variety of
strategies such as distraction were more active in work and so-
cial activities. These associations were signi“cant even after
controlling for frequency of pain episodes, disease severity,
and demographics. In their later studies, Gil and colleagues
(Gil, Phillips, Edens, Martin, & Abrams, 1994) have incorpo-
rated laboratory methodologies to provide a better measure of
pain reports.

Several recent studies have employed prospective daily
study designs in which participants complete a 30-day diary
for reporting each day•s pain, mood, and pain coping strate-
gies using the Daily Coping Inventory (Stone & Neale,
1984). These studies, which have been conducted with RA
and OA (Osteoarthritis) patients, have shown that emotion-
focused strategies, such as attempting to rede“ne pain to
make it more bearable and expressing distressing emotions
about the pain, predict increases in negative mood the day
after the diary report. The daily design is a promising new
method of evaluating the link between coping strategies and
mood. More importantly, these studies can elucidate coping
processes over time. For example, Tennen, Af”eck, Armeli,
and Carney (2000) found that the two functions of coping,
problem- and emotion-focused, evolve in response to the out-
come of the coping efforts. An increase in pain from one day
to the next increased the likelihood that emotion-focused cop-
ing would follow problem-focused coping. It appeared that,
when efforts to directly in”uence pain were not successful,
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participants tried to alter their cognitions rather than in”uence
the pain.

Challenges to the Study of Coping with Chronic Illness

Recently, the general literature on coping has received a great
deal of criticism from researchers (e.g., Coyne & Racioppo,
2000). The main concern voiced in reviews regards the gap
between the elegant, process-oriented stress and coping the-
ory and the inelegant, retrospective methodologies that have
been used to evaluate the theory. Although the theory postu-
lates causal relations among stress, coping, and adaptation,
the correlational nature of most empirical work has been un-
suitable to test causal relations. In addition, retrospective
methods require people to recall how they coped with an ex-
perience, and thus are likely to be in”uenced by both system-
atic and nonsystematic sources of recall error. Coping efforts,
as well as psychological outcomes such as distress, are best
measured close to when they occur. Recent studies have used
an approach that addresses these concerns. These studies have
employed a microanalytic, process-oriented approach using
daily diary assessments (e.g., Af”eck et al., 1999). These
time-intensive study designs allow for the tracking of changes
in coping and distress close to their real time occurrence and
moments of change, are less subject to recall error, and cap-
ture coping processes as they unfold over time. The daily as-
sessment approach can also evaluate how coping changes as
the individual learns more about what coping responses are
effective in reducing distress and/or altering the stressor.
These advances may help investigators determine whether the
methods used to cope with stressors encountered in the day-
to-day experience of living with a chronic disease predict
long-term adaptation. Unfortunately, this approach has been
used only among individuals with arthritis and has not been
applied to individuals dealing with other chronic illnesses.

Another key problem with coping checklists that has been
noted in a number of reviews of the coping with chronic ill-
ness literature is the instructional format. The typical instruc-
tions used (e.g., •How do you cope with RA?Ž) are so general
that it is not clear what aspect of the stressor the participant
is referring to when answering questions. Thus, the source of
the stress may differ across participants. There are problems
even when the participant is allowed to de“ne the stressor
prior to rating the coping strategies used. The self-de“ned
stressor may differ across participants, and thus the analyses
will be conducted with different stressors being rated.

A third assessment problem is the de“nition of coping.
While Lazarus and Folkman (1984) regard only effortful, con-
scious strategies as coping, other investigators have argued
that less effortful, more automatic coping methods also fall

under the de“nition of coping (Wills, 1997). Indeed, some
coping responses would not necessarily be seen by the indi-
vidual as choices, but rather automatic responses to stressful
events. For example, wishful thinking or other types of
avoidant types of coping such as sleeping or alcohol use may
be categorized by researchers as a coping strategy, but not
categorized as such by the individual completing the question-
naire because the individual did not engage in this as an effort-
ful coping strategy. A related and interesting issue regards the
categorization of unconscious defense mechanisms. Cramer
(2000), in a recent review of defense mechanisms, distin-
guishes between defenses that are not conscious and uninten-
tional and coping processes that are conscious and intentional.
However, there has been an interest in repressive coping, sug-
gesting that some researchers regard defensive strategies such
as denial and repression under the rubric of coping. More clar-
ity and consistency between investigators in the de“nition of
coping, particularly when unintentional strategies are being
evaluated, would provide more clarity for research.

A fourth assessment issue is the distinction between
problem-focused and emotion-focused coping efforts. While
researchers may categorize a particular coping strategy as
problem-focused coping, the participant•s intention may not
be to alter the situation, but rather to manage an emotional re-
action. For example, people may seek information about an
illness as a way of coping with anxiety and altering their ap-
praisal of a situation, rather than to engineer a change in the sit-
uation. The lack of an association between emotion-focused
coping and psychological outcomes may, in part, be due to a
categorization strategy that does not account for the intention
of the coping. Studies using these two categories to distinguish
coping dimensions may help to evaluate coping intention.

A number of additional methodological and conceptual
challenges are speci“cally relevant to studies of coping with
illness and health threats. First, relatively few studies control
for disease severity in statistical analyses. Extreme pain or
disability can result in both more coping attempts and more
distress. Studies that do not take these variables into account
may conclude mistakenly that more coping is associated with
more distress. In addition, little attention has been paid to the
effects of progressive impairment on the selection of coping
strategies, and in the perceived effectiveness of those strate-
gies. Chronic progressive illnesses may be expected to in-
crease feelings of hopelessness. For example, Revenson and
Felton (1989) studied changes in coping and adjustment over
a six-month period and found that increases in disability were
accompanied by less acceptance, more wishful thinking, and
greater negative affect.

Another issue is the lack of longitudinal studies, which
would help the literature in a number of ways. First, this type
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of design might help clarify whether coping in”uences dis-
tress or whether coping is merely a symptom of distress, a crit-
icism frequently raised in critiques of coping (e.g., Coyne &
Racioppo, 2000). Second, longitudinal studies may clarify the
role of personality factors in coping (Zautra & Manne, 1992).
While some investigators suggest that personality factors play
a limited role in predicting coping, other investigators argue
that coping is a personality process that re”ects dispositional
differences during stressful events.

Although the lack of progress in the area of coping is fre-
quently attributed to methods of assessment and design, the
relatively narrow focus on distress outcomes may also ac-
count for some of the problem, particularly when coping with
chronic illness is being evaluated. Chronic illness does not
ultimately lead to psychological distress for the majority of
patients. Indeed, many individuals report psychological
growth in the face of chronic illness, and they are able to “nd
personal signi“cance in terms of changes in views of them-
selves, their relationships with others, and their philosophy of
life (Tennen, Af”eck, Urrows, Higgins, & Mendola, 1992).
While positive affect is included as an adaptational outcome
in some studies (e.g., Bendtsen & Hornquist, 1991), the ma-
jority of studies do not include positive outcomes. Positive
affect is a particularly important outcome to evaluate when
positive coping processes such as cognitive reappraisal and
“nding meaning in the experience are examined, as these
types of coping may play a stronger role in generating and
maintaining positive mood than in lowering negative mood.

Relatively few studies have focused solely on coping and
distress, ignoring potential moderators such as level of pain,
appraisals of controllability, gender, and personality. A care-
ful evaluation of potential moderators will provide both
researchers and clinicians with information about the most
effective coping strategies.

Conclusions and Directions for Future Research

As Richard Lazarus points out in his commentary in
American Psychologist, •A premise that occurs again
and again . . . is that for quite a few years research has disap-
pointed many who had high hopes it would achieve both fun-
damental and practical knowledge about the coping process
and its adaptational consequences. I am now heartened by
positive signs that there is a growing number of sophisticated,
resourceful and vigorous researchers who are dedicated to the
study of copingŽ(Lazarus, 2000). It is clear that, despite the
multiple methodological problems this area of research has
faced, a heightened awareness of these limitations has led to
the application of sophisticated methods that might help ful-
“ll the high hopes for this research. If investigators in the

“eld of coping with illnesses can adapt daily diary methods to
their populations, focus on speci“c stressors related to the ill-
ness when instructing participants to answer coping ques-
tions, include coping appraisals and the perceived ef“cacy of
coping efforts, and carefully delineate illness-related, contex-
tual and dispositional moderators, the “ndings may lead to
the development of effective interventions for clinicians hop-
ing to improve the quality of life for these individuals.

SOCIAL SUPPORT

Introduction

The role of social support in adaptation to illness and in
health outcomes is one of the most studied topics in health
psychology. Social relationships have been posited to in”u-
ence the maintenance of health and well-being by scientists
and practitioners in both behavioral science and medical dis-
ciplines. A comprehensive review of all of the studies of the
role of social relationships in health is beyond the scope of
this chapter. Comprehensive reviews of speci“c topics such
as the role of social relationships and cancer can be found in
other sources (e.g., Berkman, Vaccarino, & Seeman, 1993;
Helgeson, Cohen, Schulz, & Yasko, 1999). In this chapter,
we review key de“nitions of social support and health and
empirical studies linking social relationships with a variety of
health outcomes.

Social Support Definitions

Paper-and-pencil, interview, and observational methods have
been used to measure social support. Measurement methods
are guided by the perspectives taken on understanding
support mechanisms, as different types of support are hy-
pothesized to exert their effects in different ways. The most
common distinctions made in social support measurement
are the distinctions between perceived support, received sup-
port, and social integration (Cassel, 1976; Cobb, 1976;
Weiss, 1974). Perceived support, which is actually more of
an appraisal than an actual support-related interaction, is the
perception that speci“c types of social support would be
available if needed. The proposed mechanism for perceived
support is protection of the individual by altering his or her
interpretation of the threat or harm posed by situations
(Cohen & McKay, 1984). Received support is de“ned as ac-
tual supportive behaviors. The majority of investigators
studying received support hypothesize that it exerts a bene“-
cial effect because it promotes adaptive coping (Cutrona &
Russell, 1990). A third method of measuring support, social
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integration, asks the individual to report how many different
roles he or she has or the degree to which the individual is ac-
tive in different activities (e.g., church). The proposed mech-
anism for this type of support is that a person who has a
greater number of roles or is more active in social activities
has a more differentiated identity and that stressful events in
one area of life, or one role function, would be less likely to
impact the individual because fewer roles and areas of life are
disrupted.

Both perceived and received support have been measured
by assessing the degree to which others would provide per-
ceived support or actually provide (received support) the basic
functions of social support. The key support dimensions
have varied from theorist to theorist (see House, 1981; Weiss,
1974), but the majority of theories have incorporated
emotional, instrumental, informational, companionship, and
validation support (Argyle, 1992; House, 1981). The multidi-
mensional nature of support measures provides a powerful
tool because researchers can investigate the degree to which
different functions of support are helpful for dealing with dif-
ferent types of stressors.

Social Support and Health Outcomes

Cardiovascular Function

The majority of studies examining the role of social support in
physiological processes have focused on aspects of cardiovas-
cular function. One reason investigators are interested in this
area of research is that increased cardiovascular reactivity has
been linked to the development of cardiovascular disease. In-
creased sympathetic nervous system (SNS) responses have
been associated with a number of pathophysiological processes
that may lead to coronary heart disease (see Rozanski,
Blumenthal, & Kaplan, 1999). Differences between individu-
als in terms of their cardiovascular reactivity to stressors are as-
sumed to be markers of increased SNS responsivity, as studies
have shown that individuals who have increased reactivity to
mental stress are at higher risk for hypertension (e.g., Menkes
et al., 1989), arteriosclerosis (Barnett, Spence, Manuck, &
Jennings, 1997), and recurrent heart attacks (Manuck, Olsson,
Hjemdahl, & Rehnqvist, 1992).

A review of the more than 25 studies evaluating the as-
sociation between social support and social context (e.g.,
marital status) and cardiovascular function is beyond the
scope of this chapter (see Uchino, Cacioppo, & Kiecolt-
Glaser, 1996, for a review of this topic). Overall, the major-
ity of the studies examining the association between support
and cardiovascular function indicate that social support is
associated with lower blood pressure, lower systolic blood

pressure (SBP), and lower diastolic blood pressure (DBP)
(e.g., Hanson, Isacsson, Janzon, Lindell, & Rastam, 1988;
Janes, 1990). A small subset of studies reported no relation-
ship between social support and cardiovascular function
(e.g., Lercher, Hortnagl, & Ko”er, 1993), and one study re-
ported that social support was associated with poorer car-
diovascular function (Hansell, 1985). Uchino and colleagues
(1996) conducted a metaanalysis on the studies reporting a
correlation between blood pressure and social support and
found a small but reliable effect size across studies. Several
studies have reported gender differences. Social resources
are a stronger predictor of blood pressure among men, and
instrumental support is a stronger predictor of blood pres-
sure in women (see Uchino and colleagues, 1996, for a re-
view of this topic).

Over the course of the past 10 years, researchers have
begun to use laboratory studies to examine the ways that so-
cial support can in”uence cardiovascular reactivity. The un-
derlying hypothesis of these studies is that higher reactivity
to stressors may be one mechanism whereby cardiovascular
disease develops (see Manuck, 1994, for a review of this
topic). Researchers working in a laboratory setting have used
two basic ways to investigate whether social support can re-
duce reactivity. One approach, labeled the •passiveŽ support
paradigm by Lepore (1998), compares the cardiovascular re-
sponses of a person exposed to a stressor when alone to the
responses when another person is present. A second ap-
proach, labeled the •activeŽ support paradigm by Lepore
(1998), examines the effect of having another person provide
different types and levels of support. Some experiments com-
bine both types of manipulations or compare the effects of
the provision of supportive feedback versus nonsupportive or
evaluative feedback. One early study by Kamarck, Manuck,
and Jennings (1990) compared cardiovascular reactivity dur-
ing two tasks. Half of the subjects completed the tasks with-
out social support, and half of the subjects brought a friend
who provided support by touching the subject on the wrist
during the task. Results indicated a signi“cant reduction in
cardiovascular response when the friend was present. Edens,
Larkin, and Abel (1992) found that, during a mental arith-
metic task, the presence of a friend resulted in lower heart
rate (HR), SBP, and DBP than when a friend was not present
during the task. A second study evaluated the potential
buffering effects of social support in stress reactivity among
women under conditions of high or low social threat
(i.e., punitive consequences). Kamarck, Annunziato, and
Amaateau (1995) found that, under conditions of low stress,
the availability of social support made no difference in heart
rate or blood pressure. Under conditions of high stress, the
same social support reduced cardiovascular response. Similar
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“ndings have been reported by others (Gerin, Milnor,
Chawla, & Pickering, 1995; Lepore, Allen, & Evans, 1993;
Christenfeld et al., 1997; Gerin, Pieper, Levy, & Pickering,
1992).

Several studies have evaluated whether individual differ-
ence factors such as cynical hostility moderate the effects of
social support on cardiovascular reactivity. For example,
Lepore (1995) found that subjects with high scores on cynical
hostility did not have lowered cardiovascular activity when
provided with social support, whereas those subjects with
lower scores on cynical hostility did derive bene“t from
social support.

Because correlational studies are limited in terms of
causal inferences that can be made, intervention studies that
manipulate social support may provide more insight into the
relation between social support and cardiovascular function.
Only a small number of studies manipulate social support.
Overall, these studies found that social support interventions
result in reduced blood pressure when the participants under-
went a stressor challenge assessment postintervention. For
example, Sallis, Grossman, Pinski, Patterson, and Nader
(1987) randomly enrolled participants in a support education
group (support group), relaxation training, or a multicompo-
nent stress management intervention, and intervention or a
control group. Results indicated that support education and
relaxation training intervention resulted in smaller increases
in DBP from preintervention to follow-up, and lower DBP
levels during recovery from a cold pressure stress test,
compared with the multicomponent stress management inter-
vention. Among individuals at higher cardiovascular risk
(hypertensives), studies have consistently shown that inter-
ventions focusing on increasing positive support, particularly
support provided by family, result not only in short-term
decreases in DBP, but also in long-term effects on blood pres-
sure regulation (Levine et al., 1979). Indeed, a recent meta-
analysis of these intervention studies suggests that social
support manipulations can assist in the reduction of blood
pressure (Uchino et al., 1996).

Several studies have examined the link between
social support and cholesterol. Welin and colleagues (Welin,
Rosengren, & Wilhelmsen, 1996) found that low serum cho-
lesterol was associated with low social support in a study of
middle-aged men. This association was also found in a study
of healthy women, even after controlling for the effects of
other psychosocial factors including depression and recent
life events, and lifestyle factors (smoking, alcohol, obesity)
(Horsten, Wamala, Vingerhoets, & Orth-Gomer, 1997).
These “ndings are interesting from a clinical perspective, as
low lipid levels have been associated with increased mortal-
ity from violent causes (Muldoon et al., 1993).

Endocrine Function

The most commonly studied endocrine measures are the cate-
cholamines (e.g., norepinephrine [NE] and epinephrine [EPI])
and cortisol. Studies evaluating endocrine function are impor-
tant because of its association with the cardiovascular and
immune systems. Catecholamines play an important role in
cardiovascular regulation functions such as constriction of
arterial blood vessels. The association between endocrine
function and social support has not been well documented.
The majority of these studies have found an association be-
tween social support and catecholamine levels (e.g., Seeman,
Berkman, Blazer, & Rowe, 1994; Fleming, Baum, Gisriel, &
Gatchel, 1982). For example, Ely and Mostardi (1986) studied
331 men and found that high social support, de“ned as social
resources and marital status, was associated with lower NE
than low social support. However, studies of cortisol and sup-
port suggest that increasing social contact does not in”uence
cortisol levels. One study examined the association between
support from a stranger or partner and cortisol reactivity dur-
ing acute psychological stress (Kirschbaum, Klauer, Filipp, &
Hellhammer, 1995). The results indicated that men who re-
ceived support from their partners evidenced lower cortisol
levels than men who received stranger support or no support.
However, women evidenced a trend toward greater cortisol
response during the partner-supported conditions compared
with the other two conditions. Overall, the link between social
support and endocrine function has not been very consistently
con“rmed.

Immune Function

Studies linking social support to immune function indices
suggest that higher social support is associated with better
immune system function. Levy and colleagues (1990) exam-
ined the association between perceived emotional support
from spouse, family member, friends, doctors, and nurses and
the immune system function in women with breast cancer.
The results indicated that emotional support from spouse
and physician was associated with greater natural killer cell
activity (NKCA). Some studies have controlled for the in”u-
ence of other psychological factors, such as mood and stress-
ful life events, that could contribute to the association
between support and immune function. Baron and colleagues
(Baron, Cutrona, Hicklin, Russell, & Lubaroff, 1990) evalu-
ated the association between perceived support and immune
indexes among spouses of cancer patients and found that all
aspects of support were related to phytoheammagluttinin
(PHA) and NKCA, even after controlling for life events
and depression. Kiecolt-Glaser, Dura, and Speicher (1991)
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conducted a prospective longitudinal study of caregivers to
individuals with Alzheimer•s disease. Caregivers were as-
sessed twice in a one-year time period. Both positive and un-
helpful support were assessed. Results indicated a buffering
effect for social support; caregivers low in positive support
evidenced greater negative changes in immune response
(Con A, PHA, and EBV) after controlling for age, income,
and depression. Similar “ndings among caregivers were re-
ported by Esterling and colleagues (Esterling, Kiecolt-Glaser,
Bodnar, & Glaser, 1994). Persson and colleagues (Persson,
Gullberg, Hanson, Moestrup, & Ostergren, 1994) reported
that low social participation, low satisfaction with social par-
ticipation, and low emotional support were associated with
CD4� counts compared with HIV-positive men without
AIDS who scored high on these social support measures. The
associations were stronger when age and length of time since
treatment were taken into account. Studies of older popula-
tions have consistently found an association between support
and immunity (e.g., Seeman et al., 1994; Thomas, Goodwin,
& Goodwin, 1985). Finally, Ward and colleagues (1999)
found an association between perceived adequacy of social
support and immune parameters associated with systemic
lupus erythmetosus activity (SLE). Greater SLE activity was
associated with less adequate social support. However, sev-
eral studies have not found an association between social sup-
port and immunological outcomes (Arnetz et al., 1987;
Kiecolt-Glaser et al., 1985; Perry, Fishman, Jacobsberg, &
Frances, 1992).

Social Support and Disease Recovery

Cardiac disease is the most studied disease when the role of so-
cial support is being considered. There is evidence that social
support in”uences recovery from cardiac events. Ostergren
et al. (1991) found that practical support predicted improve-
ment in physical working capacity among a small group of
40 persons admitted with “rst-time myocardial infarction
(MI).Yates (1995) interviewed a mixed group of patients post-
MI, coronary artery bypass grafting, and/or coronary artery
angioplasty. Emotional information provided during the re-
covery from spouse and health care provider, along with per-
ceived physical recovery were evaluated. Results indicated
that greater satisfaction with health care provider support
was associated with 1-year perceived physical recovery. This
study is limited because self-reported physical health was
measured using a single item perceived health measure, which
is quite subjective.

Hamalainen and colleagues (2000) reported a small asso-
ciation between support factors (de“ned as formal services),
semi-formal assistance, and informal social support (network
size, frequency of contacts, availability, and reciprocity in

relationships) and either functional capacity or working ca-
pacity (de“ned using a bicycle ergometer test as well as func-
tional limitations) among 147 MI and 159 coronary artery
bypass patients. High functional capacity at one year was as-
sociated with less assistance and emotional support in both
patient groups. It is dif“cult to infer causality from these “nd-
ings, as the need for assistance may be driven by poor func-
tional capacity. However, the authors also suggest that it is
possible that supportive family members may actually lead to
poorer health outcomes because family members overprotect
the patient during the recovery by reinforcing unhealthy
sedentary behaviors.

Social support has also been investigated as a factor pre-
dicting readmissions among patients with ischemic heart dis-
ease (MI, unstable angina, stable angina). Stewart, Hirth,
Klassen, Makrides, and Wolf (1997) did not “nd signi“cant
differences in total social support or support from different
network sources that predicted readmission among patients
with a history of multiple admissions.

Disease Progression and Mortality

AIDS

A relatively large literature evaluates the association between
social support and human immunode“ciency virus (HIV)
progression in gay and bisexual men. Theorell and colleagues
(1995) evaluated the association between perceived support
and CD4 T-lymphocyte levels in HIV-infected hemophil-
iacs, and found that lower perceived support was associated
with greater declines in CD4 levels over a “ve-year period.
Patterson and colleagues (1996) followed a large group of
HIV-positive men over a “ve-year period, using measures of
CD4� counts, symptomatology, AIDS diagnosis, and mortal-
ity as outcome variables. Social support was assessed as
received informational and emotional support, as well as net-
work size (number of social contacts). Results indicated that a
larger network size was actually associated with a shorter
symptom-free period among individuals who were symptom
free at baseline. After controlling for this interaction, higher
ratings of informational support predicted a longer time until
the onset of an AIDS-de“ning opportunistic infection. After
controlling for depressive symptoms, the size of the social
network was a predictor of mortality among individuals
with symptoms at baseline. Individuals with 15 persons
in their network had an 84% chance of remaining alive after
48 months, while those who listed only two people had a 44%
chance. Among participants that were symptomatic at base-
line, higher ratings of informational support predicted a
longer survival time after controlling for depressive symp-
toms and network size. Overall, support played a mixed role
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in predicting HIV disease progression. Among participants
with more advanced symptoms at baseline, longevity was
positively associated with network size and informational
support. Among participants with asymptomatic disease sta-
tus at baseline, a large network size predicted more immediate
onset of symptoms. The authors suggest that the negative in-
”uence of network size may be related to the stress of disclo-
sure of HIV status to others or to poor health habits. Miller,
Kemeny, Taylor, Cole, and Visscher (1997) conducted a three-
year longitudinal study measuring the association between so-
cial integration (de“ned as the number of close friends), the
number of family members, and the number of groups or or-
ganizations to which the participant belonged, and HIV pro-
gression (immune parameters, AIDS diagnosis, death from
AIDS). Contrary to other studies, they did not “nd an associ-
ation between social support and HIV progression.

Leserman and colleagues (1999) followed a cohort of
82 HIV-infected men without symptoms of AIDS every
six months for 5.5 years. Satisfaction with social support was
evaluated, as well as the number of support persons. AIDS
progression was de“ned as the point at which the person met
Center for Disease Control (CDC) AIDS surveillance case
de“nition. Some confounding factors (age, education, race,
baseline helper cells, tobacco use, and number of retroviral
medications) were controlled in the analysis. For each point
decrease in cumulative support satisfaction, the risk of AIDS
progression increased by 2.7 times. Number of social support
persons was not related to AIDS progression. Thornton and
colleagues (2000) studied long-term HIV-1 infected gay men.
Perceived support was measured using the Interpersonal Sup-
port Evaluation List (ISEL), and participants were followed
for up to 30 months. Survival analyses indicated that social
support was not related to a transition to AIDS-related com-
plex (ARC) or AIDS.

In summary, studies linking social support to HIV pro-
gression to AIDS have shown mixed results. Social support
may have a protective effect among individuals with more ad-
vanced symptoms, although “ndings have been inconsistent.
Mechanisms for social support, including health behaviors
and medical adherence, also need further study. A potential
mechanism may be adherence to medical appointments. For
example, Catz and colleagues (1999) found greater outpatient
appointment adherence among patients with more perceived
social support.

Coronary Disease

Social isolation, de“ned as having inadequate social support
or social contact, has been implicated in decreased sur-
vival time following a myocardial infarction (MI). Studies
have suggested that a lack of support places patients at

increased risk for cardiac mortality after an MI (Berkman,
Leo-Summers, & Horwitz, 1992; Case, 1992; Ruberman,
Weinblatt, Goldberg, & Chaudhary, 1984; Welin, Lappas, &
Wilhelmsen, 2000). Further evidence sustaining the link be-
tween support and cardiac mortality has been provided by
interventions that provide emotional support and stress re-
duction. These studies have been shown to result in reduced
incidence of MI recurrence over a seven-year follow-up pe-
riod (Frasure-Smith & Prince, 1985).

However, a secondary analysis of data from Frasure-
Smith•s Canadian Signal-Averaged ECG Trial indicated that
neither living alone, having close friends, nor perceived
social support were signi“cantly related to cardiac events,
acute coronary syndrome recurrences, or arrhythmic events
(Frasure-Smith, Lesperace, & Talajec, 1995). The authors
explain the lack of a negative “nding by proposing that their
inclusion of a measure of negative emotions (e.g., depressive
and anxiety symptoms) had a stronger relation with cardiac
events, and may have accounted for much of the association
between social support and cardiac events. A later study by
the same team evaluated a potential moderating effect for
social support on the consistent association between depres-
sive symptoms and cardiac mortality (Frasure-Smith et al.,
2000). In this study, social support was not associated with
cardiac mortality. However, the interaction between depres-
sion and perceived support indicated that among patients
with very low and moderate levels of perceived support, the
impact of depression on a one-year prognosis was signi“cant.
For patients in the highest quartile of perceived social sup-
port, there was no depression-related increase in cardiac mor-
tality. Further analyses evaluated whether the buffering effect
of perceived support was produced by reducing depressive
symptoms over time. Results supported this hypothesis:
Among one-year survivors who had been depressed at base-
line, higher baseline social support predicted improvements
in depressive symptoms over the one-year post-MI follow-up
period. Future studies should more carefully control for po-
tential covariates as well as elucidate potential mechanisms
for support•s impact on prognosis after MI. Orth-Gomer and
Unden (1990) have found a second potential factor that, com-
bined with social isolation, predicts mortality among men
post-MI. In their study, the combined effects of lack of social
ties and the coronary-prone behavior pattern were a better
predictor of mortality than social isolation alone, explaining
almost 70% of the mortality.

One study has linked social support with the incidence of
and death from coronary artery disease among general popu-
lations of individuals who were not previously diagnosed
with coronary artery disease. Orth-Gomer, Rosengren, and
Wilhelmsen (1993) measured emotional support from close
relationships (labeled attachment) and social support by an
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extended network (labeled social integration) in a randomly
selected sample of 50-year-old men in Sweden. The men
were followed for six years. Both attachment and social inte-
gration were lower in men who contracted coronary artery
disease, and the associations remained signi“cant after con-
trolling for other risk factors.

Pulmonary Disease

One study has examined the role of social support in pul-
monary disease. Grodner and colleagues (1996) studied both
satisfaction with support and the number of persons in the
support network as predictors of forced expiratory volume
(FEV), maximum oxygen uptake during a treadmill test, ex-
ercise endurance, perceived breathlessness, and perceived
fatigue. Participants were enrolled in a rehabilitation pro-
gram. The association of baseline social support with six-
year mortality was also assessed. Results indicated that the
number of network members was predictive or there was im-
provement in perceived breathlessness after the rehabilita-
tion, but support satisfaction was not associated with indices
of improvement. There was a difference between males and
females in the association between support satisfaction and
survival. For males, there was no difference in survival be-
tween the low and high social support groups. For females,
survival for subjects with high social support was signi“-
cantly better than for those with low social support. This
study provides preliminary evidence to suggest that social
support may promote morbidity and mortality among COPD
patients. However, it would be helpful to understand how so-
cial support networks in”uence outcomes for patients with
COPD. As with coronary artery disease and AIDS outcomes,
affective factors such as depressive symptoms, health behav-
iors including nutrition and adherence to medical and reha-
bilitation regimens, and potential physiological components
to social support and social isolation are potential mecha-
nisms that should be investigated.

Arthritis

One very interesting study has linked marital status with pro-
gression of functional disability in patients with RA. A large
cohort of 282 RA patients was followed for up to 9.5 years.
Progression of RA was determined using the Health Assess-
ment Questionnaire Index completed every six months. Over
time the progression rate of disability was higher among the
94 unmarried participants, even after adjusting for socio-
demographic factors. Although mechanisms for this slower
progression are not determined in this study, it is possible that
better nutrition, adherence to medical regimen, engagement

in correct types of physical activity, as well the instrumental
assistance and emotional support may in”uence both disease
progression and immunologic parameters contributing to RA
progression. Since marital status is not the most accurate
index of social support, future studies should measure sup-
port using other indicators.

Other Diseases

Relatively few studies have evaluated the link between social
support and disease outcomes other than HIV, AIDS, and car-
diac events. Social support has been studied in the context of
end-stage renal disease (ESRD). Burton, Kline, Lindsay, and
Heidenheim (1988) followed a group of 351 ESRD patients
for 17 months. Perceived social support was not associated
with mortality or with inability to perform home dialysis (ver-
sus returning to the clinic for dialysis).

Social Support and Psychological Outcomes

Social support has been one of the most studied predictors of
psychological adaptation to health problems, particularly dis-
abling medical problems such as arthritis or life-threatening
health problems such as cancer. Studies evaluating support•s
role in several key diseases will be reviewed next.

Cancer

Measurement of Support

Much of the early literature on social support and psycholog-
ical adaptation among individuals with cancer focused on
understanding what types of responses were perceived as
helpful, and what responses were perceived as unhelpful. Ex-
cellent theoretical and descriptive work was conducted by
Wortman and Dunkel-Schetter (1979, 1987) and Dunkel-
Schetter (1984), and later work by Dakof and Taylor (1990)
and Gurowka and Lightman (1995) attempted to delineate
both supportive and unsupportive responses. Dakof and
Taylor (1990) categorized types of social support into three
main categories: esteem/emotional support, informational
support, and tangible support. Unhelpful responses were not
categorized. The authors described nine unhelpful actions by
others: criticisms of the patients• response to cancer, mini-
mization of the impact of cancer on the patient, expressions
of too much worry or pessimism, expressions of too little
concern or empathy, avoiding social contact with the patient,
rudeness, provision of incompetent medical care, acting as a
poor role model, and provision of insuf“cient information. A
recent study by Manne and Schnoll (2001) used exploratory
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and con“rmatory factor analyzes to examine the psychomet-
ric properties of the Partner Responses to Cancer Inventory
(PRCI). This inventory contained both spouse positive and
negative responses, and behaviors by others that speci“cally
encouraged particular coping efforts. Four factors emerged:
emotional and instrumental support, cognitive information
and guidance, encouraging distancing and self-restraint, and
criticism and withdrawal.

Levels of Support

Bloom and Kessler (1994) compared perceived emotional
support by patients with early stage breast cancer, patients
undergoing surgery for gallbladder disease, biopsy for benign
breast disease, or women who did not undergo surgery. Per-
ceived emotional support was rated at three time points after
surgery. Results indicated that, in contrast to the authors•
hypothesis that breast cancer patients would experience less
emotional support over time than women undergoing other
types of surgery, breast cancer patients perceived more emo-
tional support during the three months after surgery. Neuling
and Wine“eld (1988) followed early stage breast cancer
patients at the time of surgery, one month postsurgery, and
three months postsurgery. Women rated the frequency of, and
satisfaction with, supportive behaviors from family mem-
bers, close friends, and surgeons. Empathic support and reas-
surance from family members and friends decreased over
time, as did empathic support from the surgeon. Informa-
tional and tangible support increased over the “rst month
postsurgery, and then decreased.

Support and Psychological Adaptation

The majority of studies investigating the role of social sup-
port in adaptation to cancer have been cross-sectional, many
studies have had relatively small sample sizes. Perceived so-
cial support has been investigated in several studies, and re-
sults have been inconsistent. Ord-Lawson and Fitch (1997)
investigated the relation between perceived social support, as
measured by the Medical Outcomes Study social support
survey and the Importance of Social Support Questionnaire
(developed by the authors), and mood of 30 men diagnosed
with testicular cancer within the past two months. Results in-
dicated that there was no signi“cant relationship between so-
cial support and mood. Komproe, Rijken, Winnubst, Ros, and
Hart (1997) found that perceived available support, as rated
by women who recently underwent surgery for breast cancer
(84% early stage cancer), was associated with lower levels of
depressive symptoms. Budin (1998) studied unmarried early
stage breast cancer patients using a cross-sectional design,

and found that, after accounting for symptom distress and
treatment (e.g., lumpectomy or radical mastectomy), per-
ceived support accounted for a signi“cant, but small (2%)
variance in distress. Two prospective studies have found post-
surgical perceived support from family members to be related
to less distress at later time points, among women with breast
cancer (Hoskins et al., 1996; Northouse, 1988). However,
neither study adjusted for initial levels of psychological dis-
tress, which would have clari“ed whether or not perceived
support predicted changes in distress. Alferi, Carver, Antoni,
Weiss, and Duran (2000) examined cancer-speci“c distress
(intrusive thoughts and avoidance symptoms) and psycholog-
ical distress among 51 Hispanic women being treated for
early stage breast cancer. Women were evaluated presurgery,
postsurgery, and at 3-, 6-, and 12-month follow-ups. Emo-
tional support from friends and instrumental support from the
spouse at presurgery predicted lower distress postsurgery. No
other prospective bene“ts of perceived support on distress
emerged. This study evaluated the impact of distress on sub-
sequent support from spouse, friends, and family. Distress at
several time points predicted erosion of instrumental support
from women in the family. Similar “ndings were reported by
Bolger, Foster, Vinokur, and Ng (1996) in a sample of breast
cancer patients followed up to 10 months postdiagnosis.

Several studies have evaluated the associations between
received or enacted support and psychological adaptation
among cancer patients. De Ruiter, de Haes, and Tempelaar
(1993) examined the relationship between the number of pos-
itive social interactions and psychological distress among a
group of cancer patients who were either in treatment or
completed treatment. In this cross-sectional study, positive
support was associated with distress only among patients who
had completed treatment. A second cross-sectional study
by Manne and colleagues (Manne, Taylor, Dougherty, &
Kemeny, 1997) investigated the potential moderating role of
functional impairment and gender on the relationship between
spouse support and psychological distress. Spouse support
was associated with lower levels of distress and higher levels
of well-being for female patients, but was not associated with
distress or well-being among male patients. Spouse support
was associated with lower psychological distress among pa-
tients with low levels of functional impairment, whereas
spouse support was not signi“cantly associated with distress
among patients with high levels of functional impairment.
Similar associations were reported by Dunkel-Schetter
(1984). These results suggest that the reason that the associa-
tion between support and distress has not consistently been
found is because support•s impact may depend on contextual
or demographic variables such as gender and physical dis-
ability. One of the few studies focusing on patients with late
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stage disease was recently conducted by Butler, Koopman,
Classen, and Spiegel (1999), who studied a relatively large
group of metastatic breast cancer patients. This cross-
sectional study suggested that avoidance was associated with
smaller emotional support networks. Unfortunately, the
methodology would not allow for evaluation of causality; it is
possible that patient avoidant symptoms lead them to avoid
others and thus lead to a smaller group of people providing
emotional support.

AIDS

Social support has been evaluated as a key determinant of
psychological adaptation among individuals dealing with the
myriad of both medical and social stresses associated with
HIV and AIDS. In addition, the stigma associated with this
disease places patients at high risk for social isolation.
Friends and family members may experience helplessness or
fear in response to the AIDS diagnosis, and therefore may
have problems providing support (Siegel, Raveis, & Karus,
1997). Many of the early studies used cross-sectional
methodologies. These studies suggested that perceived avail-
ability of support is associated with psychological distress in
persons with AIDS (e.g., Hays, Chauncey, & Tobey, 1990)
and in persons with asymptomatic HIV (Blaney et al., 1990;
Grassi, Caloro, Zamorani, & Ramelli, 1997), and several
studies found that the number of members of the support net-
work and the satisfaction with support were associated with
depressive symptoms (Ingram, Jones, Fass, Neidig, & Song,
1999). Similar “ndings were reported in longitudinal studies
(Hays, Turner, & Coates, 1992; Nott, Vedhara, & Power,
1995). Swindells and colleagues (1999) followed 138 pa-
tients with HIV over a six-month period of time. Less satis-
faction with social support at baseline was predictive of a de-
cline in quality of life.

Studies have also investigated the possibility that different
types of support are associated with distress. Satisfaction with
informational support appears to be the strongest correlate of
distress in persons with symptomatic HIV (Hays et al., 1990).
However, this type of support is a less strong correlate of dis-
tress in persons with asymptomatic HIV (Hays et al., 1992).
Studies examining potential buffering effects of social sup-
port, using both cross-sectional (Pakenham, Dadds, & Terry,
1994) and longitudinal (Siegel et al., 1997) designs, did not
“nd evidence supporting a buffering effect of social support.

Arthritis

Rheumatoid arthritis (RA) is a chronic, unpredictable, and
progressive in”ammatory disease affecting primarily the

joints. Osteoarthritis is a similar chronic disease that is
painful, but typically less disabling and progressive in nature.
Both diseases have numerous physical consequences, includ-
ing pain and severe physical disability that can result in
signi“cant social and psychological impact. It is perhaps
because of the chronic and disabling nature of RA that the
“ndings regarding the role of both perceived and received so-
cial support have been consistent. Studies using measures of
both perceived available support and support received (e.g.,
Doeglas et al., 1994), structural (e.g., Pennix et al., 1997),
qualitative (e.g., Af”eck, Pfeiffer, Tennen, & Fi“eld, 1988;
Revenson, Schiaf“no, Majerovitz, & Gibovsky, 1991), and
quantitative (e.g., Evers, Kraaimaat, Geenen, & Bijlsma,
1997; Nicassio, Brown, Wallston, & Szydlo, 1985; Pennix
et al., 1997) measures have all shown associations. Although
the majority of studies have employed cross-sectional de-
signs, several studies using longitudinal designs have also re-
ported associations between social support and psychological
distress (e.g, Evers et al., 1997).

Brown, Wallston, and Nicassio (1989) examined the lon-
gitudinal association between social support and depression
and whether social support had a moderational role in the re-
lation between arthritis-related pain and depressive symp-
toms in a group of 233 RA patients followed over a one-year
period. The quality and number of social ties were assessed.
There was no signi“cant association between the number of
close friends and relatives and depression. However, the
quality of emotional support predicted later depression even
after controlling for the effects of demographics, pain, and
disability factors. A moderating effect for social support was
not found.

Mechanisms for Social Support’s Effects on Well-Being

Social support is likely to have both direct and indirect effects
on psychological outcomes. There have been a number of dis-
cussions of how support may impact psychological outcomes.
One potential mechanism is that advice and guidance from
others may alter the threatening appraisal of a dif“cult situa-
tion to a more benign appraisal of a situation. For example, a
breast cancer patient who is facing mastectomy may see the
surgery as a threat to her body image; however, if her husband
suggests that reconstructive surgery will restore her body to
close to what it was prior to the surgery, her appraisal of the
situation as threatening may lessen. Second, social support
can function as a coping assistant; that is, supportive others
may provide help in identifying adaptive coping strategies
and assistance in using these strategies (Thoits, 1985). Stud-
ies of individuals with arthritis (Manne & Zautra, 1989) and
cancer (Manne, Pape, Taylor, & Dougherty, 1999) have found
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that positive reappraisal coping mediates the relation between
spousal support and psychological well-being. Third, listen-
ing, caring, and reassuring a friend or loved one that he or she
is worthy and loved can directly bolster self-esteem. Druley
and Townsend (1998) found that self-esteem mediated the re-
lation between marital interactions and depressive symptoms
among individuals with lupus. Although some support for the
mechanisms of social support has accumulated, unfortunately
these studies have been cross-sectional. Longitudinal studies
may further elucidate support mechanisms.

Conclusions and Directions for Future Research

As the research reviewed indicates, social support is one of
the most widely researched constructs in health psychology.
The evidence linking social support to health outcomes de-
pends on the health problem investigated. Social support has
been consistently associated with cardiac outcomes: Social
integration and social isolation have been linked with recov-
ery post-MI, and the presence of a supportive other has been
associated with lower cardiovascular reactivity in laboratory
studies. Another widely researched area is social support and
birth outcomes. The data are more mixed with regard to ARC
to AIDS progression and with AIDS progression. Relatively
little attention has been given to the role of social support in
morbidity and mortality outcomes among individuals with
other health problems.

There are several important areas for future research. First,
future studies should examine the role of support in other dis-
ease outcomes. Second, it will be important for future studies
to identify why support has bene“cial health effects. For ex-
ample, instrumental support may be associated with better
birth outcomes because women receiving more assistance
with daily activities have less physical strain and fatigue, or
they are more compliant with prenatal care and have better
nutritional practices. Key mechanisms for support•s effects
on health outcomes may be medical adherence or health prac-
tices that prevent disease progression, or mechanisms may be
cardiovascular, endocrine, and immune changes. Few studies
have evaluated potential physiological mechanisms for sup-
port•s effects on health. The role of mood, particularly anxi-
ety and depression, on the relation between support and
health outcomes is also important to evaluate.

The bulk of the research on social support has evalu-
ated support•s effects on psychological outcomes among
individuals dealing with illness. The majority of this research
has assessed perceived support, with less research investigat-
ing support actually provided, or not provided, to the patient
during the illness experience. The link between perceived
available support (in particular, emotional support) and

psychological adaptation is stronger than the association be-
tween received support and adaptation. As pointed out in nu-
merous studies, one reason for the inconsistent “ndings about
received support is that distressed persons are more likely to
seek support from others. However, it is possible that re-
ceived support might result in lower distress at a later time. In
the case of a chronic health problem, it is also possible that
individuals who receive more support at one point may alien-
ate support providers in the long run, as providers tire of pro-
viding support. Longitudinal studies would be more likely to
unravel these complex associations.

Relatively few studies have identi“ed what characteristics
of patients may determine who bene“ts most from support,
and even less attention has been paid to potential mechanisms
for support. Does emotional support have its effect because it
bolsters the patients• self-esteem or reduces isolation, alters
perceptions of the illness to be less threatening, or because it
assists the patient in “nding bene“t and meaning in the illness
experience? What types of support are responsible for
changes in patients• cognitive appraisals? Another method-
ological issue that is particularly relevant to studies of adap-
tation to illness is the large number of instruments used to
assess illness-speci“c support. While measures of perceived
support selected have been relatively consistent across stud-
ies, many investigators have developed their own measures
speci“cally for their studies. This practice is problematic be-
cause it prevents comparisons across studies and because
many investigators do not provide adequate psychometric in-
formation on the measures.

One limitation of the majority of studies is that the re-
search is almost exclusively conducted on well-educated,
Caucasian individuals. Recent research on social support and
cancer screening is an exception. Differences in the types of
support that are perceived as helpful may differ across cul-
tures. For example, suggestions for cancer screening that are
made by an individual whom the person does not perceive as
credible are less likely to in”uence screening decisions. A
second limitation is the almost exclusive focus on the patient.
Since social support is obviously an exchange between recip-
ient and provider, evaluating providers• perceptions of sup-
port given and examining the dyadic exchange between
provider and recipients using observational methodologies
would be important.

The study of social support•s role in health outcomes has
yielded a rich set of “ndings that has illustrated the key role
that psychological factors may play in the prevention of
health problems, the progression of health problems once
they develop, as well as individuals• ultimate adaptation to
health problems. Despite the large number of studies, a large
number of unanswered questions remain.
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The “eld of psychoneuroimmunology (PNI) addresses how
psychological factors in”uence the immune system and phys-
ical health through neural and endocrinological pathways.
These relationships are especially relevant to immunologi-
cally mediated health problems, including infectious dis-
ease, cancer, autoimmunity, allergy, and wound healing. In
this chapter, we brie”y introduce two major physiological
systems that modulate immune function and then provide ev-
idence for stress-immune relationships. Next, we explore the
psychosocial factors that may be important in moderating
and mediating these relationships, including negative affect,
social support, and interpersonal relationships. Finally, we
review intervention strategies that may be bene“cial in re-
ducing the negative effects of stress on the immune system.
For more detailed explanations of immunological terms or
processes, we recommend the text by Rabin (1999).

STRESS-IMMUNE PATHWAYS

HPA Axis

Activation of the hypothalamic-pituitary-adrenal (HPA) axis
by stress results in a predictable cascade of events (see Fig-
ure 4.1). Neurons in the hypothalamus release corticotropin-
releasing hormone (CRH), which stimulates the anterior

pituitary to release adrenocorticotropin hormone (ACTH)
into the general circulation. The adrenal cortex then responds
to ACTH by releasing glucocorticoids, predominantly corti-
sol in humans.

Some of cortisol•s effects are anti-in”ammatory and
immunosuppressive. These immunological effects may be
adaptive, as they can limit a potentially overactive im-
mune response that could result in in”ammatory or autoim-
mune disease (Munck & Guyre, 1991; Munck, Guyre, &
Holbrook, 1984; Sternberg, 1997). Although glucocorticoids
exert anti-in”ammatory and immunosuppressive effects,
they have a more complex role in immune modulation than
originally thought. For example, glucocorticoids suppress
cytokines that promote a cell-mediated TH-1 type immune
response (e.g., interleukin-2 [IL-2]), but they enhance the
production of cytokines that promote a humoral TH-2 type
immune response (e.g., IL-4; Daynes & Araneo, 1989). Thus,
there may be a shift in the type of immune defense toward an
antibody-mediated response. This shift may or may not be
adaptive depending on the types of pathogens that are pre-
sent. Additionally, glucocorticoids induce a redistribution of
immune cells from the blood to other organs or tissues
(McEwen et al., 1997). Thus, a drop in peripheral blood lym-
phocyte counts may mistakenly be interpreted as immuno-
suppression when the cells may simply be migrating to other
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organs or tissues, such as the skin, where they are more likely
to encounter antigens (Dhabhar & McEwen, 1997). This il-
lustrates the complexity of understanding the pattern of
changes in immune function, particularly when only one
or two measures of immune function are assessed. Thus, the
term immune dysregulation is probably a more descriptive
term than immune suppression (or enhancement) when dis-
cussing general changes in immune function.

Although the HPA axis signi“cantly modulates immune
function, other pathways also exist, as noted when the blasto-
genic response to phytohemagglutinin (PHA) was still sup-
pressed following stress, despite removal of the adrenal
glands (Keller, Weiss, Schleifer, Miller, & Stein, 1983). Later
studies suggested that the sympathetic nervous system is
another important modulator of immune function (Felten,
Felten, Carlson, Olschowka, & Livnat, 1985; Irwin, 1993).

Sympathetic Nervous System (SNS)

As with the HPA axis, the hypothalamus is centrally involved
in the regulation of autonomic nervous system activity.
Neurons in the hypothalamus project to autonomic centers
in the lower brainstem and spinal cord, including pregan-
glionic sympathetic neurons (Luiten, ter Horst, Karst, &
Steffens, 1985). During a classical •“ght or ”ightŽ response,

sympathetic nerve terminals release norepinephrine into
various effector organs including the adrenal medulla, which
releases the catecholamines, epinephrine and norepineph-
rine, into the blood stream; hence the term sympathoad-
renomedullary (SAM) axis (see Figure 4.1).

Additionally, sympathetic nerve terminals innervate pri-
mary and secondary lymphoid tissue and appose lympho-
cytes and macrophages in synaptic-like contacts (Felten,
Ackerman, Wiegand, & Felten, 1987; Felten et al., 1985;
Felten & Olschowka, 1987; Madden, Rajan, Bellinger,
Felten, & Felten, 1997). Consequently, catecholamines re-
leased from either the adrenal medulla or local sympathetic
nerves may in”uence immune function. Indeed, lymphocytes
possess adrenergic receptors that induce a change in the pat-
tern of cytokine production following stimulation. For exam-
ple, adrenergic agonists decrease TH-1 cytokine production
(e.g., IL-2 and IFN-�), but have no effect on TH-2 cytokine
production (e.g., IL-4; Ramer-Quinn, Baker, & Sanders,
1997; Sanders et al., 1997). In humans, catecholamine
infusion increases the number of peripheral blood lympho-
cytes, likely due to actions at the �2 adrenergic receptor
(Schedlowski et al., 1996). Natural killer (NK) cells, thought
to be important in the surveillance and elimination of tumor
and virus-infected cells, appear to be especially sensitive to
catecholamines, increasing in number (Crary et al., 1983) and
cytotoxic ability (Nomoto, Karasawa, & Uehara, 1994).

Although the HPA axis and SNS are major pathways by
which stress can in”uence immune function, other systems,
such as the opioid system, are also involved (Rabin, 1999).
Furthermore, brain-immune communication is bidirectional.
A growing body of literature acknowledges that the immune
system can modulate brain activity and subsequent behavior
via the production of cytokines (Dantzer et al., 1998). The
immune system acts as a diffuse sensory organ by providing
information about antigenic challenges to the brain, which, in
turn, regulates behaviors appropriate to deal with these chal-
lenges (Maier & Watkins, 1998).

ACUTE VERSUS CHRONIC STRESS

As stress-induced modulations of brain-immune relation-
ships were discovered, multiple types of stressors that varied
in duration, intensity, and controllability were studied. In
comparing the effects of acute and chronic stress on immune
function, different patterns have emerged depending on the
model of stress being studied. Using an animal model of
stress, Dhabhar and McEwen (1997) operationally de“ned
acute stress as restraint for two hours, and chronic stress as
daily restraint for three to “ve weeks. Exposure of humans to

Figure 4.1 Neural and endocrine pathways that may modulate the immune
system. The hypothalamic-pituitary-adrenal (HPA) and sympathoad-
renomedullary (SAM) axes are represented, which in”uence the immune
system in multiple ways.
Abbreviations:

CRH…corticotropin-releasing hormone,
ACTH…adrenocorticotropin hormone,
NEPI…norepinephrine,
EPI…epinephrine, (�) stimulation, (�) inhibition.
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laboratory stressors generally falls within this de“nition
of acute stress, while the chronic stress of long-term events
such as caregiving may last for years (Heston, Mastri,
Anderson, & White, 1981). The stress of major academic ex-
aminations is often preceded by a period of anxiety that
varies (Bolger, 1990), and therefore, may fall somewhere
along the continuum of acute and chronic stress (i.e., suba-
cute stress). No de“nitive criterion has been established for
classifying stressors as acute, subacute, or chronic, but the
general categories of acute and chronic will be used to illus-
trate the complexity of the different patterns of immunologi-
cal changes that occur in various models of stress.

Acute Stress

Laboratory Stress

Exposure to laboratory stressors, such as mental arithmetic
and public speaking tasks that generally lasted no longer than
20 minutes, were associated with lower CD4��CD8�

(T helper/T cytotoxic-suppressor) cell ratios, poorer blas-
togenic responses, and increased catecholamine release
(Bachen et al., 1995; Bachen et al., 1992; Burleson et al.,
1998; Cacioppo et al., 1995; Herbert et al., 1994). These
same studies also revealed that peripheral NK cell number
and cytotoxicity (NKCC) were consistently increased.
Furthermore, these stress-induced immune changes were
blocked by an adrenergic receptor blocker (Bachen et al.,
1995), suggesting that these short-term immune changes
were largely mediated by sympathetically activated cate-
cholamine release.

Studies using laboratory stressors have also revealed im-
portant individual differences in physiological responses to
stress. For example, subjects who showed the greatest change
in sympathetic activity to laboratory mental stress also had
the greatest change in HPA activity and immune function, de-
spite reporting similar levels of stress (Cacioppo et al., 1995;
Herbert et al., 1994; Matthews et al., 1995). This suggests ad-
ditional psychological or genetic factors may be responsible
for the observed differences in physiological reactivity to lab-
oratory stressors, and possibly other types of stressors. These
differences may be explained, in part, by psychosocial factors
such as negative affect, social support, and interpersonal
relationships.

Academic Examination Stress

Using academic examinations as a model of •subacuteŽstress,
depression and loneliness in “rst-year medical students in-
creased during “nal exams compared to the less stressful base-
line period (Kiecolt-Glaser et al., 1984). In contrast to studies

that used laboratory stressors, NKCC was decreased, and stu-
dents who reported the highest levels of loneliness had the
lowest NKCC (Kiecolt-Glaser et al., 1984). Compared to the
less stressful baseline period, examination stress also impaired
blastogenic responses to the mitogens PHA and concanavalin
A (Con A; Glaser, Kiecolt-Glaser, Stout, et al., 1985). An inhi-
bition of the memory immune (blastogenic) response to
Epstein-Barr Virus (EBV) polypeptides was also observed
(Glaser et al., 1993). Production of interferon-gamma (IFN-
�), an important antitumor and antiviral cytokine (Bloom,
1980), was decreased in leukocytes obtained at the time of
exams (Glaser, Rice, Speicher, Stout, & Kiecolt-Glaser,
1986). Additional studies con“rmed examination stress-
induced changes in leukocyte numbers (Maes et al., 1999),
serum immunoglobulin levels (Maes et al., 1997), and cy-
tokine production (Maes et al., 1998).

Comparison of the delayed type hypersensitivity (DTH)
response to acute stress in animals and humans adds com-
plexity to the domain of acute stress. For example, stress
associated with an academic examination suppressed DTH
responses in subjects who reported higher levels of stress
(Vedhara & Nott, 1996), while acute restraint stress in
rodents during the sensitization or challenge phase enhanced
DTH responses (Dhabhar & McEwen, 1997; Dhabhar,
Satoskar, Bluethmann, David, & McEwen, 2000). In another
study, socially inhibited individuals showed heightened DTH
responses compared to controls following “ve weekly ses-
sions of high-intensity social engagement (Cole, Kemeny,
Weitzman, Schoen, & Anton, 1999). Further research will be
required to understand these complex interactions.

The clinical importance of the immunological changes
associated with examination stress is underscored by several
“ndings. First, students who reported greater distress during
exams took longer to seroconvert after inoculation with a
hepatitis B vaccine (Glaser, Kiecolt-Glaser, Bonneau,
Malarkey,Kennedy,et al., 1992).Theyalsohad lowerantibody
titers to the vaccine six months postinoculation and a less vig-
orousvirus-speci“c Tcell response.Furthermore, examination
stress was associated with reactivation of two latent her-
pesviruses, EBV and herpes simplex virus type-1 (HSV-1;
Glaser, Kiecolt-Glaser, Speicher, & Holliday, 1985; Glaser,
Pearl, Kiecolt-Glaser, & Malarkey, 1994). Finally, examina-
tion stress prolonged the time to heal a standardized oral wound
compared to a low stress period (three days or 40% longer to
heal); in fact, none of the students healed as fast during exams
as they did during vacation (Marucha, Kiecolt-Glaser, & Fav-
agehi, 1998).Thisdelay inwoundhealingwasaccompaniedby
a reduction in the production of the proin”ammatory cytokine
IL-1�, which, in addition to IL1-�, is important in the early
stages of wound healing (Barbul, 1990; Lowry, 1993).
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Importantly, glucocorticoids modulate processes involved
in wound healing. For example, exogenously administered
glucocorticoids suppressed the production of several proin-
”ammatory cytokines, delaying wound healing (Hubner
et al., 1996). Furthermore, restraint stress in mice increased
corticosterone levels and prolonged wound healing, which
was normalized when a glucocorticoid receptor antagonist
was administered (Padgett, Marucha, & Sheridan, 1998). In a
related human study, perceived stress was associated with in-
creased salivary cortisol production and decreased mRNA
levels of the cytokine IL-1� in peripheral blood leucocytes
(Glaser, Kiecolt-Glaser, et al., 1999). Thus, the HPA axis ap-
pears to be an important factor in the stress-induced delay of
wound healing, likely via regulation of cytokine production.

Chronic Stress

To explore the question of whether stress-induced immunolog-
ical changes adapt over time and perhaps eventually return to
prestress values, we studied a sample of chronically stressed
caregivers of family members with progressive dementia disor-
ders, primarily Alzheimer•s disease (AD). Following disease
onset, modal survival time for patients with AD is about eight
years (Heston et al., 1981). Caregivers report greater distress
and depression and reduced social support compared to noncar-
egivers (Bodnar & Kiecolt-Glaser, 1994; D. Cohen & Eisdorfer,
1988; Dura, Stukenberg, & Kiecolt-Glaser, 1990; Kiecolt-
Glaser, Dura, Speicher, Trask, & Glaser, 1991; Redinbaugh,
MacCallum, & Kiecolt-Glaser, 1995). Thus, caregiving has
been conceptualized as a model of chronic stress.

As with short-term stress, chronic stress has signi“cant
effects on immune function. For example, caregiving was
associated with lower percentages of T helper and total
T cells and poorer cellular immunity against latent EBV
(Kiecolt-Glaser, Glaser, et al., 1987). In a longitudinal study
of spousal caregivers and community matched controls, care-
givers showed greater decrements in cellular immunity over
time as measured by decreased blastogenic responses to PHA
and Con A (Kiecolt-Glaser et al., 1991). Additional studies
have con“rmed that caregiving is associated with reduced
blastogenic responses (Castle, Wilkins, Heck, Tanzy, &
Fahey, 1995; Glaser & Kiecolt-Glaser, 1997), decreased
virus-speci“c-induced cytokine production (Kiecolt-Glaser,
Glaser, Gravenstein, Malarkey, & Sheridan, 1996), inhibition
of the NK cell response to recombinant IL-2 (rIL-2) and
rIFN-� (Esterling, Kiecolt-Glaser, & Glaser, 1996), and re-
duced sensitivity of lymphocytes to certain effects of gluco-
corticoids (Bauer et al., 2000).

Other studies have con“rmed that chronic stress may have
behavioral and immunological consequences. Following the

nuclear reactor meltdown at Three Mile Island (TMI) in
1979, psychological assessments revealed that local TMI res-
idents reported more symptoms of distress and intrusive
thoughts and continued to have higher blood pressure, heart
rate, norepinephrine, and cortisol levels than control subjects
who lived 80 miles away, up to “ve years after the accident
(Davidson & Baum, 1986). TMI residents also had fewer B
lymphocytes, T-suppressor/cytotoxic lymphocytes and NK
cells, as well as evidence for reactivation of latent HSV
(McKinnon, Weisse, Reynolds, Bowles, & Baum, 1989). In
the aftermath of the Northridge earthquake, local residents
similarly showed a decrease in T cell numbers, blastogenic
responses, and NKCC (Solomon, Segerstrom, Grohr,
Kemeny, & Fahey, 1997).

Chronic stress can have signi“cant clinical consequences.
As previously mentioned, caregivers and TMI residents
showed evidence for reactivation of latent herpes viruses
(Glaser & Kiecolt-Glaser, 1997; McKinnon et al., 1989). Fol-
lowing in”uenza vaccination, caregivers were less likely to
achieve a four-fold increase in antibody titers than controls
(Kiecolt-Glaser, Glaser, et al., 1996; Vedhara et al., 1999),
which suggests greater susceptibility or more serious illness
in the event of exposure to in”uenza virus. Caregivers also
took 24% longer to heal a standardized punch biopsy wound
(Kiecolt-Glaser, Marucha, Malarkey, Mercado, & Glaser,
1995) and reported a greater number and duration of illness
episodes, with more physician visits than control subjects
(Kiecolt-Glaser & Glaser, 1991).

The immune dysregulation associated with caregiving may
be especially relevant for older adults, as cellular immunity
declines with age (Bender, Nagel, Adler, & Andres, 1986;
Murasko, Weiner, & Kaye, 1987), and is associated with
greater morbidity and mortality, especially due to infectious dis-
eases (Murasko, Gold, Hessen, & Kaye, 1990; Wayne, Rhyne,
Garry, & Goodwin, 1990). However, even in younger popula-
tions, longer term stress (greater than one month) has been
associated with immune dysregulation and increased suscepti-
bility to infection by a common cold virus (Cohen et al., 1998).

The studies mentioned support the argument that immuno-
logical dysregulation associated with chronic stress does not
necessarily undergo habituation over time. Rather, these ef-
fects appear to be present for the duration of the stressor, and
in some cases, persist even after the stressor is no longer pre-
sent (Esterling, Kiecolt-Glaser, Bodnar, & Glaser, 1994).

INDIVIDUAL PSYCHOLOGICAL DIFFERENCES

Negative emotions are related to a range of diseases whose
onset and course may be in”uenced by the immune system,
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particularly by in”ammation resulting from the production of
proin”ammatory cytokines (Kiecolt-Glaser, McGuire, Robles,
& Glaser, 2002). Individual differences in emotional and cop-
ing responses may account for some of the variation in neuro-
endocrine and immunological changes associated with stress.
Currently, research is aimed at identifying the relationships
among these changes and emotional traits and states, daily
subclinical ”uctuations in mood, bereavement, clinical disor-
ders of major depression and anxiety, and coping strategies.

Negative and Positive Affect

Negative affect is de“ned as general subjective distress and
includes a range of negative mood states, such as depression,
anxiety, and hostility (Watson & Pennebaker, 1989). Cohen
and colleagues demonstrated an association between nega-
tive affect and rates of respiratory infection and clinical colds
following intentional exposure to “ve different respiratory
viruses (S. Cohen, Tyrrell, & Smith, 1991). A dose-response
relationship was found between rates of respiratory infection/
clinical colds and increased levels of a composite measure of
psychological stress that included negative affect, major
stressful life events, and perceived ability to cope with cur-
rent stressors. In further analyses of these data, negative af-
fect predicted the probability of developing a cold across the
“ve different upper respiratory infection viruses independent
of negative life events (S. Cohen, Tyrrell, & Smith, 1993).
Furthermore, the higher illness complaints in individuals
high in state negative affect were associated with increased
severity of colds and in”uenza as seen in the amount of
mucus produced (S. Cohen et al., 1995). However, negative
affect was not related to the development of clinical colds
among already infected individuals but rather was associated
with individuals• susceptibility to infection (S. Cohen et al.,
1993; Stone et al., 1992).

In another study, baseline personality variables that are
thought to be characteristic of negative affect (high internal-
izing, neuroticism, and low self-esteem) predicted lower
titers of rubella antibodies 10 weeks postvaccination in sub-
jects who were seronegative prior to vaccination (Morag,
Morag, Reichenberg, Lerer, & Yirmiya, 1999). This relation-
ship was not found in subjects who were seropositive prior to
vaccination.

Dispositional positive affect and the expectation of posi-
tive outcomes, termed optimism, have been less well studied
in relation to immune variables. Davidson and colleagues
(Davidson, Coe, Dolski, & Donzella, 1999) demonstrated
positive relationships between NKCC and greater positive
dispositional mood, de“ned by relative left-sided anterior
brain activation. Greater relative left-sided activation was

associated with higher levels of basal NKCC and with
smaller declines in NKCC from a nonstress baseline to a “nal
exam period that occurred six weeks later.

Although optimism has been related to positive physical
health outcomes in surgery patients (Scheier et al., 1999), its
association with immune function has been inconsistent
among prospective studies of naturalistic stressors. These in-
consistencies might be due to different methodology in de“n-
ing optimism, different periods of follow-up for immune
measures, and differences in the presence and de“nition of
acute and chronic stress. Segerstrom, Taylor, Kemeny, and
Fahey (1998) examined optimism and immune function in
“rst-year law students before entry into the law school pro-
gram and again at midsemester, two months before students•
“rst examination period. Dispositional optimism was not re-
lated to immune measures but to higher situational optimism
(de“ned as positive expectations speci“c to academic perfor-
mance) and was associated with higher NKCC. This associa-
tion was partially mediated by lower levels of perceived
stress. In another study, healthy women were followed for
three months, using daily self-reports of stressful events. In
this case, dispositional optimism was associated with a
greater reduction in NKCC following high stress that lasted
longer than one week compared to less optimistic individuals
(F. Cohen et al., 1999). Thus, optimism may have differential
effects on NKCC, depending on whether situational or dispo-
sitional optimism is measured.

Daily Negative and Positive Mood

The relationships between normal daily mood ”uctuations
and immune variables have been evaluated by tracking sub-
jects•naturalistic mood changes and by inducing positive and
negative mood states in the laboratory. In the “rst case, nega-
tive mood over the course of two days was associated with
reduced NKCC, but there was evidence that positive mood
moderated this association (Valdimarsdottir & Bovbjerg,
1997). In the second case, studies of induced mood in the lab-
oratory have shown transient increases in NKCC (Futterman,
Kemeny, Shapiro, & Fahey, 1994; Knapp et al., 1992), but
con”icting outcomes related to the lymphocyte proliferative
response to PHA. Both positive and negative induced mood
conditions were associated with a decreased response to PHA
(Knapp et al., 1992), whereas positive induced mood was as-
sociated with an increased response to PHA and negative in-
duced mood was associated with a decreased response to
PHA (Futterman et al., 1994). The differences in immune
outcomes in these two laboratory-induced mood studies may
be, in part, due to different levels of arousal and physical
activity during the mood induction procedure and the use of
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trained actors in one study (Futterman et al., 1994). Never-
theless, the different NKCC responses to mood in the
naturalistic and laboratory studies parallel the different
NKCC responses to stress in the acute and laboratory studies
described earlier.

Bereavement

Early studies of bereavement and immune function showed
reduced lymphocyte proliferation to the mitogens Con A and
PHA relative to controls in bereaved spouses two months
after the death of their spouse (Bartrop, Luckhurst, Lazarus,
Kiloh, & Penny, 1977). In a within-subjects design, lympho-
cyte proliferation to Con A, PHA, and pokeweed mitogen
(PWM) was decreased for two months, relative to the prebe-
reavement response (Schleifer, Keller, Camerino, Thorton, &
Stein, 1983). The severity of depressive symptoms in
women experiencing bereavement or anticipating bereave-
ment due to their husbands• diagnosis of metastatic lung can-
cer was negatively related to NKCC (Irwin, Daniels, Smith,
Bloom, & Weiner, 1987). Con”icting immunological conse-
quences of bereavement in HIV seropositive gay males have
been reported (Kemeny et al., 1995; Kessler et al., 1991) but
may be, in part, due to individuals• different coping strategies
in response to bereavement (Bower, Kemeny, Taylor, &
Fahey, 1998).

Studies of the immunological impact of bereavement have
generally included small sample sizes and short follow-up
periods. The mechanisms underlying the association between
bereavement and immune changes and the time line of such
changes have not been identi“ed, but changes in mood,
health behaviors, and neuroendocrine function have been
proposed.

Depression

Clinical depression has been associated with reduced NKCC
(Irwin, Patterson, & Smith, 1990; Irwin, Smith, & Gillin,
1987), decreased lymphocyte proliferation to mitogens
(Schleifer et al., 1984), poorer speci“c proliferative response
(memory) to varicella-zoster virus (Irwin et al., 1998), and
decreased delayed-type hypersensitivity (Hickie, Hickie,
Lloyd, Silove, & Wake“eld, 1993). Nonmeta-analytic review
studies have drawn different conclusions about the existence
of an association between depression and immune function
(Stein, Miller, & Trestman, 1991; Weisse, 1992); however, a
meta-analytic review concluded that clinically depressed in-
dividuals, especially older and hospitalized individuals, have
lower lymphocyte proliferative responses to PHA, Con A,
and PWM and have lower NKCC compared to nondepressed,

healthy controls (Herbert & Cohen, 1993). A classic study by
Schleifer, Keller, Bond, Cohen, and Stein (1989) most clearly
showed the interactions of age, depression, and immune
function; older depressed individuals had the lowest lympho-
cyte proliferation to mitogen compared to controls.

Mild to moderate levels of clinical depression in nonhos-
pitalized individuals were associated with reduced lympho-
cyte proliferation and decreased NKCC (Miller, Cohen, &
Herbert, 1999). Nonclinical depressed mood also has been
reliably associated with decreased NKCC and decreased
lymphocyte proliferative response to PHA, although the ef-
fect sizes of these relationships are smaller than for clinically
depressed mood (Herbert & Cohen, 1993). The time course
of immunological correlates in depression is not known, but
individuals that recovered from depression no longer showed
decreased NKCC (Irwin, Lacher, & Caldwell, 1992).

One potential pathway for the association of depression
and immune function includes alterations in health behav-
iors, such as sleep, exercise, smoking, diet, and alcohol and
drug use (Kiecolt-Glaser & Glaser, 1988). Patients with de-
pression or alcoholism showed reduced NKCC relative to
controls, and dually diagnosed patients showed even greater
NKCC reductions (Irwin, Caldwell, et al., 1990). Physical
activity mediated the association between mild to moderate
depression and reduced proliferation to Con A and PHA in
ambulatory female outpatients (Miller, Cohen, et al., 1999).
Depressed men who smoked light to moderate amounts had
the lowest NKCC, whereas nonsmoking depressed subjects,
control smokers, and control nonsmokers did not differ from
one another (Jung & Irwin, 1999). Other potential pathways
include SNS and endocrine dysregulation. Although such
physiological dysregulation has been shown in depression
(Chrousos, Torpy, & Gold, 1998; Gold, Goodwin, &
Chrousos, 1988), these pathways have not been consistently
linked to alterations in immune function in depressed indi-
viduals (Miller, Cohen, et al., 1999; Schleifer, Keller,
Bartlett, Eckholdt, & Delaney, 1996; Schleifer et al., 1989).

Anxiety

Higher levels of anxious mood have been related to a poorer
immune response to a hepatitis B vaccination series (Glaser,
Kiecolt-Glaser, Bonneau, Malarkey, & Hughes, 1992), lower
proliferative responses to Con A and lower plasma levels of
IL-1� (Zorrilla, Redei, & DeRubeis, 1994), decreased NKCC
(Locke et al., 1984), and higher antibody titers to latent EBV
(Esterling, Antoni, Kumar, & Schneiderman, 1993). Anxiety
related to the anticipation of HIV serostatus noti“cation has
been associated with higher plasma cortisol levels, which
were associated with lower lymphocyte proliferation to PHA
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(Antoni et al., 1990) and decreased NKCC in the postacute
noti“cation period in gay males (Ironson et al., 1990). High
levels of trait worry, a central feature of generalized anxiety
disorder (GAD), interfered with the increase in NK cells in
peripheral blood seen in individuals with a normal level of
trait worry during exposure to an acute stressor (Segerstrom,
Glover, Craske, & Fahey, 1999), and was associated with
25% fewer NK cells throughout a four-month follow-up
period following the natural disaster of an earthquake
(Segerstrom et al., 1998b).

The association between clinical diagnoses of anxiety
disorders and immune function is a recent focus of investi-
gation. Signi“cant associations have not been found with
obsessive-compulsive disorder (Maes, Meltzer, & Bosmans,
1994), and discrepant outcomes have been reported with
panic disorder (Andreoli et al., 1992; Brambilla et al., 1992;
Rapaport, 1998; Weizman, Laor, Wiener, Wolmer, & Bessler,
1999). More consistent immune relationships have been
reported for GAD and posttraumatic stress disorder (PTSD).
Patients with GAD showed changes in monocyte function
and structure, reduced NKCC, reduced lymphocyte prolifera-
tion to PHA, and a poorer response to two DTH tests com-
pared to controls (Castilla-Cortazar, Castilla, & Gurpegui,
1998), reduced IL-2 production (Koh & Lee, 1998), and
lower expression of IL-2 receptors on stimulated T cells com-
pared to controls (La Via et al., 1996). Chronic PTSD has
been associated with elevated lymphocyte, total T cell, and
CD4+ T cell counts in Vietnam combat veterans (Boscarino &
Chang, 1999) and a higher index of lymphocyte activation in
patients with a history of childhood sexual abuse (Wilson, van
der Kolk, Burbridge, Fisler, & Kradin, 1999).

The outcomes of the studies that have evaluated the asso-
ciation of clinical anxiety disorders and immune function
should be considered preliminary. The sample sizes are small
and there is wide variability in the methodology and rigor of
the studies. It is not yet known what aspects of clinical anxi-
ety disorders, such as classes of symptoms, severity and time
course of symptoms, arousal, or hypervigilance, are most
important for immunity. The consequences of comorbid dis-
orders, especially depression, and mixed groups of anxiety
disorder patients require further evaluation.

Coping

Individual differences in appraisal and response to stress-
ful situations have been evaluated through assessment of
coping strategies. The positive or negative association
of coping strategies with immune function appears to depend,
to some extent, on stress levels, with active coping being sig-
ni“cantly related to more vigorous proliferative responses to

PHA and Con A in individuals who report high stress levels,
but not in those who report low stress levels (Stowell,
Kiecolt-Glaser, & Glaser, 2001).

Reactivation of latent EBV in healthy college students was
associated with a repressive personality style and a tendency
to not disclose emotion on a laboratory task (Esterling,
Antoni, Kumar, & Schneiderman, 1990) and to higher levels
of defensiveness (Esterling et al., 1993). Repressive person-
ality or coping style were not related to immune measures
following an earthquake, but an appropriate psychological re-
action to the realistic degree of life stress caused by the earth-
quake was described as least disruptive to immune measures
(Solomon et al., 1997). In partners of bone marrow transplant
patients, escape-avoidance coping was the strongest and
most consistent variable associated with changes indica-
tive of poorer immune function, especially during the
anticipatory period prior to the initiation of the transplant
(Futterman, Wellisch, Zighelboim, Luna-Raines, & Weiner,
1996). Greater denial in gay men awaiting noti“cation
of HIV seronegative status was associated with less impair-
ment in PHA response at baseline, perhaps through a reduc-
tion in intrusive thoughts related to noti“cation (Antoni et al.,
1990).

Disease Progression

Evidence of greater risk of physical morbidity and mortal-
ity in individuals with depression (Herrmann et al., 1998;
Penninx et al., 1999) suggests an important association
between psychosocial factors and disease onset and progres-
sion. The association of psychosocial factors and cancer re-
mains controversial due to con”icting study outcomes. Some
prospective studies have found greater cancer-related mortal-
ity in depressed individuals (Persky, Kempthorne-Rawson, &
Shekelle, 1987; Shekelle et al., 1981), while other studies
have not found this relationship (Kaplan & Reynolds, 1988;
Zonderman, Costa, & McCrae, 1989). The most promising
psychological factors related to tumor progression include a
low level of social support, hopelessness, and repression of
negative emotions (see for review Garssen & Goodkin, 1999;
Kiecolt-Glaser & Glaser, 1999).

Signi“cant psychosocial associations have been found in
the progression of HIV. Depression has been associated with
an increased rate of CD4+ T-cell decline in HIV-seropositive
men, but the relationship appears to depend on the pres-
ence of higher levels of CD4+ cells in the early stage of
disease (Burack et al., 1993; Lyketsos et al., 1993). More rapid
disease progression has been associated with greater conceal-
ment of homosexual identity (Cole, Kemeny, Taylor, Visscher,
& Fahey, 1996), high realistic acceptance and negative
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expectations about future health (Reed, Kemeny, Taylor,
Wang, & Visscher, 1994), attribution of negative events to the
self (Segerstrom, Taylor, Kemeny, Reed, & Visscher, 1996), a
passive coping style (Goodkin, Fuchs, Feaster, Leeka, &
Rishel, 1992), and denial of diagnosis in seropositive gay men
(Ironson et al., 1994). Alternatively, more deliberate cognitive
processing about the death of a close friend or partner was as-
sociated with greater likelihood of “nding positive meaning in
the loss, and greater positive meaning was associated with a
less rapid decline in levels of CD4+ cells over three years and
lower rates of AIDS-related mortality nine years later in HIV-
seropositive men (Bower et al., 1998).

From the studies reviewed, it appears that the immunolog-
ical effects of stressors are in”uenced by affective, cognitive,
behavioral, and psychosocial individual differences in ap-
praisal and response to stressors. Through better understand-
ing and assessment of the role of individual differences in
physiological responses, we may more accurately predict im-
mune changes in the context of stress. The physiological
mechanisms that underlie the psychosocial and immune
function associations are not yet fully known, but the HPA,
SAM, SNS, and opioid systems are likely involved (Rabin,
1999).

SOCIAL RELATIONSHIPS AND
PSYCHONEUROIMMUNOLOGY

Psychoneuroimmunology research focusing on social rela-
tionships originated from a larger literature on the relation-
ships between social support and health. Cassel (1976) and
Cobb (1976) provided important theoretical and empirical
integration of social support and health research, concluding
that social support was positively associated with health out-
comes. Following the publication of these reviews, research
on social support and health experienced •geometric growthŽ
(House, Landis, & Umberson, 1988). In particular, epidemi-
ological studies showed that lower social integration (lower
number of social relationships and activities) was consis-
tently associated with higher risk of mortality, independent of
age, physical health, and a number of other health behavior
risk factors (Berkman & Syme, 1979; House, Robbins, &
Metzner, 1982; Schoenbach, Kaplan, Fredman, & Kleinbaum,
1986). In their seminal review of this work, House et al. (1988)
concluded that •social relationships, or the relative lack
thereof, constitute a major risk factor for health„rivaling the
effects of well-established health risk factors such as cigarette
smoking, blood pressure, blood lipids, obesity, and physical
activityŽ (p. 541). The underlying theme of psychoneuroim-
munology and social support research is that positive support

provided by social relationships protects against susceptibility
to disease by promoting immune competence. At the same
time, negative qualities of social relationships may act as
stressors, resulting in compromised immune function.

Social Relationships

Cross-Sectional Studies

In the “rst published cross-sectional study of social support
and immune function, a greater number of frank and con“ding
relationships was associated with higher total lymphocyte
counts and a greater blastogenic response to PHA in women,
with smaller effects found for men (Thomas, Goodwin, &
Goodwin, 1985). Subsequent studies examined these relation-
ships in the context of stressful life events. In the context of job
strain, greater social support was associated with lower levels
of serum IgG, but only for persons under high job strain
(Theorell, Orth-Gomer, & Eneroth, 1990). As previously dis-
cussed, in a series of studies of spousal caregivers for AD pa-
tients, lower levels of helpful emotional and tangible support
in caregivers were associated with an inhibition of NK cell re-
sponses (Esterling, Kiecolt-Glaser, et al., 1994; Esterling et al.,
1996). Similarly, in spouses of cancer patients, lymphocyte
proliferation to PHA and NK cell activity were positively as-
sociated with perceived provision of various types of social
support (Baron, Cutrona, Hicklin, Russell, & Lubaroff, 1990).

Prospective Studies

Prospective studies of social support and immune function
have focused on samples undergoing both chronic and acute
life events. Caregivers of AD patients reported less social
support than controls, and caregivers with low social support
showed a greater negative change in immune function from
intake to follow-up (Kiecolt-Glaser et al., 1991). In patients
undergoing an acute stress, hernia surgery, perceived social
support was positively correlated with lymphocyte prolifera-
tion to mitogens both pre- and post-operation (Linn, Linn, &
Klimas, 1988). Finally, in a sample of both healthy and asth-
matic adolescents, social support was positively associated
with CD4+�CD8+ ratios and neutrophil superoxide produc-
tion at higher levels of perceived stress (Kang, Coe,
Karszewski, & McCarthy, 1998).

Clinical Disease Studies

Studies of clinical disease and social support are important
in psychoneuroimmunology research because they are di-
rectly relevant to clinical health outcomes. This research is
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especially informative to current approaches to clinical treat-
ment of infectious disease and cancer, by suggesting that psy-
chosocial interventions can promote lower susceptibility and
increased resistance (Andersen, Kiecolt-Glaser, & Glaser,
1994; Glaser, Rabin, Chesney, Cohen, & Natelson, 1999).
One of the “rst studies used an academic examination para-
digm to investigate acute stress, social support, and immune
response to hepatitis B vaccination (Glaser, Kiecolt-Glaser,
Bonneau, Malarkey, & Hughes, 1992). Although no differ-
ences in seroconversion rates were found when comparing
subjects on social support, social support was positively
associated with the immune response to the vaccine as mea-
sured by total antibody titers and T cell responses to the vac-
cine antigen. Similarly, subjects with low social integration
(less diverse social roles) were three times more likely to de-
velop clinical symptoms of cold when infected with a cold
virus compared to subjects with high social integration
(Cohen, Doyle, Skoner, Rabin, & Gwaltney, 1997).

A large number of studies on social support have involved
HIV-positive individuals who had not yet progressed to AIDS
(asymptomatic). Given the positive bene“ts of social support
on immune function, perhaps HIV-positive individuals with
high social support would show a slower decline in immune
competence associated with progression to AIDS. Although
initial studies indicated negative “ndings (Goodkin, Blaney,
et al., 1992; Perry, Fishman, Jacobsberg, & Frances, 1992),
later studies found increased social participation and de-
creased loneliness to be associated with higher CD4+ counts
(Persson, Gullberg, Hanson, Moestrup, & Ostergren, 1994;
Straits-Troester et al., 1994). Moreover, low perceived emo-
tional support was associated with a more rapid decline in
CD4+ cells (Theorell et al., 1995).

Social Support-Immune Pathways

Considerable evidence suggests that social support con-
tributes positively to immune function. The pathways
through which social relationships can in”uence immune
competence appear to be through primarily stress-buffering
effects (Esterling, Kiecolt-Glaser, et al., 1994; Esterling
et al., 1996; Goodkin, Blaney, et al., 1992; Kang et al., 1998;
Kiecolt-Glaser et al., 1991; Theorell et al., 1990), although
ample evidence suggests that immunological regulation is
promoted by the mere presence of supportive others
(S. Cohen et al., 1997; Levy et al., 1990; Linn et al., 1988;
Persson et al., 1994; Theorell et al., 1995; Thomas et al.,
1985). The magnitude of these effects appears to be small
(r � .21), as shown in a meta-analysis of the literature up to
1995 (Uchino, Cacioppo, & Kiecolt-Glaser, 1996). However,
these effects may have clinical relevance because social

relationships can be associated with both disease susceptibil-
ity (common cold, hepatitis B studies) and progression
(breast cancer, HIV/AIDS). Moreover, this effect is impres-
sive given the diverse conceptualizations and assessments of
both social support and immune function.

Close Personal Relationships

While the previously reviewed studies explored the support
relationships provided by one•s social network (friends, fam-
ily, coworkers, etc.), certain social relationships have greater
psychological and physiological importance than others.
Close personal relationships provide a unique source of
social support, often encompassing all of the four general
components of social support (e.g., emotional support, in-
strumental support, informational support, and appraisal
support). Arguably, the most important close personal rela-
tionship is the marital relationship. Married persons have
lower rates of morbidity and mortality compared to nonmar-
ried persons across a variety of conditions, including
cancer, myocardial infarction, and surgery (Chandra, Szklo,
Goldberg, & Tonascia, 1983; Goodwin, Hunt, Key, & Samet,
1987; Gordon & Rosenthal, 1995; House et al., 1988).

Although healthy marital relationships afford health bene-
“ts, disruptions in the marital relationship are associated with
health risks. Separated or divorced adults have higher rates of
acute illness and physician visits compared to married per-
sons and higher rates of mortality from infectious diseases,
including pneumonia (Somers, 1979; Verbrugge, 1979,
1982). As such, PNI studies in this domain have focused on
disruptive aspects of the marital relationship and their conse-
quences for immune competence.

Marital Disruption

Initial studies of marital relationships and immune function
focused on the immune consequences of separation and/or
divorce (Kiecolt-Glaser, Fisher, et al., 1987; Kiecolt-Glaser
et al., 1988). In these studies, married adults were compared
to separated and/or divorced adults on enumerative and func-
tional measures of immune function. Separated/divorced
males and females showed higher IgG antibody titers to
latent EBV, indicative of poorer immune competence in
controlling the latent virus. Separated/divorced males also
showed higher antibody titers to latent HSV, and separated/
divorced females showed poorer blastogenic response to
PHA compared to married counterparts. Poorer psychologi-
cal adjustment to separation, particularly stronger feelings of
attachment and shorter separation periods, were associated
with increased distress, lower helper to suppressor T-cell
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ratios, and poorer blastogenic responses to mitogen. Subjec-
tive ratings of low marital quality, as measured by the Dyadic
Adjustment Scale (Spanier, 1976), were associated with
higher antibody titers to latent EBV for males and females.
These “ndings suggest separation and divorce result in dys-
regulation of cell-mediated immunity, particularly for per-
sons who have dif“culty adapting.

Marital Interaction

Further studies of marital disruption focused on how behav-
iors exhibited during a couple•s interaction were related to
immune function. In the “rst study, we assessed autonomic,
endocrine, and immune function over a 24-hour period in 90
newlywed couples who met stringent mental and physical
criteria (Kiecolt-Glaser et al., 1993). Couples engaged in a
30-minute con”ict resolution task in which they discussed
current marital problems. Individuals who exhibited more
hostile or negative behaviors during con”ict showed greater
decrements in functional immune measures, including de-
creased NK cell lysis, blastogenic response to PHA and
Con A, and proliferative response to a monoclonal antibody
against the T cell receptor. Notably, these declines in immune
function were more likely to occur in women than men. In
addition, similar to the previous “ndings, individuals who ex-
hibited more negative or hostile behaviors during con”ict had
higher antibody titers to latent EBV. Thus, not only were
negative behaviors during con”ict a signi“cant predictor
of declines in marital satisfaction (Markman, 1991), but
these same behaviors signi“cantly predicted declines in im-
mune function during a 24-hour period and in immune com-
petence in controlling latent herpes viruses.

Older couples display less negative behavior and more af-
fectionate behavior than younger couples during con”ict
(Carstensen, Levenson, & Gottman, 1995), and therefore
may display a different pattern of immune changes. To ex-
plore this possibility, older couples (mean age � 67) who had
been married an average of 42 years, were studied using the
same paradigm as our newlywed study (Kiecolt-Glaser et al.,
1997). Subjects who showed poorer responses on functional
immune measures, including blastogenic responses to PHA
and Con A, and antibody titers to latent EBV, engaged in
more negative behavior during con”ict. Moreover, these sub-
jects characterized their typical marital disagreements as
more negative than subjects with relatively better immune
function. Overall, these results are particularly striking given
that these couples, both young and old, had happy marriages
and were mentally and physically “t. Thus, it is likely that
these “ndings actually underestimate the physiological im-
pact of marital strife (Kiecolt-Glaser, 1999).

Other studies of marital interaction also show that behav-
ior during con”ict is associated with immune modulation. A
decrease in the blastogenic response to PHA was found in fe-
males, but not in males, in response to marital con”ict, and
this negative change was associated with increased hostility
(Mayne, O•Leary, McCrady, Contrada, & Labouvie, 1997).
Consistent with immunological changes during acute labora-
tory stress, marital con”ict was associated with increased NK
cell cytotoxicity, speci“c to male subjects high in hostility
(Miller, Dopp, Myers, Felten, & Fahey, 1999). This is likely
due to altered traf“cking of speci“c NK cell subtypes into
peripheral blood (Dopp, Miller, Myers, & Fahey, 2000).

In the context of the marital relationship, negative behav-
iors during an interaction are also reliably associated with
endocrine changes. Newlywed couples exhibiting higher
levels of hostile and negative behavior during con”ict
showed elevated levels of epinephrine, norepinephrine,
ACTH, and growth hormone, and lower levels of prolactin
(Malarkey, Kiecolt-Glaser, Pearl, & Glaser, 1994). More-
over, the association between high negative behavior and en-
docrine changes were stronger and more consistent for
women compared to men. Higher probabilities of a hus-
band•s withdrawal in response to their wife•s negative
behavior were associated with higher norepinephrine and
cortisol in wives. Behavior during marital con”ict accounted
for a signi“cant proportion of variance in various endocrine
measures, accounting for 24% to 37% of the variance over a
24-hour period (Kiecolt-Glaser, Newton, et al., 1996). Simi-
lar effects were found in older couples, with negative behav-
iors accounting for 16% to 21% of the variance in changes in
cortisol, ACTH, and epinephrine (Kiecolt-Glaser et al.,
1997). These endocrine changes may mediate the immune
function changes observed during con”ict.

Overall, these “ndings suggest that marital disruption can
in”uence health outcomes through immunological pathways.
In particular, high levels of hostile and negative behavior dur-
ing marital con”ict may be particularly harmful. Moreover,
the endocrine and immunological changes in response to
negative behavior are more readily observed in women com-
pared to men. This suggests that the negative physiological
impacts of marital discord are greater for women compared
to men, though the gender discrepancy in health outcomes is
less clear (Kiecolt-Glaser & Newton, 2001).

PSYCHOLOGICAL INTERVENTIONS

Evidence that psychosocial characteristics are associated
with alterations in immune function suggests that psycholog-
ical interventions targeting psychosocial vulnerability factors
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may have bene“cial immune outcomes. In both healthy and
ill (e.g., cancer, HIV) populations, psychological interven-
tions, such as classical conditioning, relaxation and hypnosis,
emotional disclosure, and cognitive-behavioral strategies,
have been used to improve mood, coping ability, and social
support in attempts to modulate immune function.

Classical Conditioning

Classical conditioning studies in rodents have demonstrated
modulation of humoral, cell mediated, and nonspeci“c immu-
nity with potential biological signi“cance related to the onset
and course of autoimmune diseases, morbidity, and mortality
(see for review, Ader & Cohen, 1993; Ader, Felten, & Cohen,
1991). Although there have been few human studies of classi-
cal conditioning, their “ndings are encouraging. In one study,
tuberculin DTH responses were conditioned by administering
tuberculin once a month for six months. Tuberculin was
drawn from a red vial and administered to one arm, while
saline was drawn from a green vial and administered to
the other arm. On the double blind test trial, the contents of
the vials were switched. Saline did not produce a skin reaction
on the arm that had previously received tuberculin, but the re-
action to tuberculin was diminished on the arm that normally
received saline (Smith & McDaniels, 1983).

In a second study, conditioning in a naturalistic setting was
observed in women undergoing chemotherapy for ovarian
cancer. Following repeated pairing of immunosuppressive
chemotherapy with hospital stimuli, the hospital stimuli alone
produced a suppression of lymphocyte proliferation to PHA
and Con A (Bovbjerg et al., 1990). In a case study of pediatric
lupus, neutral stimuli (a taste and a smell) were paired with a
toxic immunosuppressive medication (cyclophosphamide).
Following monthly conditioning trials, the patient showed
clinical improvement and required only one-half the cumula-
tive typical dose of medication (Olness & Ader, 1992).
Additional studies have shown enhanced NKCC activity in
response to neutral stimuli after they were paired with injec-
tions of epinephrine (Buske-Kirschbaum, Kirschbaum,
Stierle, Jabaij, & Hellhammer, 1994; Buske-Kirschbaum,
Kirschbaum, Stierle, Lehnert, & Hellhammer, 1992).

Relaxation and Hypnosis

A relaxation study with older adults in independent living fa-
cilities showed signi“cant increases in NKCC and better con-
trol of latent HSV following one month, three times weekly,
of progressive muscle relaxation training with guided im-
agery, compared to social contact and no intervention
(Kiecolt-Glaser et al., 1985). These bene“ts were maintained

at one-month follow-up. In a subsequent study, relaxation in-
tervention with medical students prior to exams did not sig-
ni“cantly alter stress-induced changes in immune function in
the group as a whole. However, students who practiced relax-
ation more frequently had higher helper T-lymphocyte per-
centages during examinations, after controlling for baseline
levels (Kiecolt-Glaser et al., 1986). Varied methods of
relaxation and guided imagery intervention have been associ-
ated with increased lymphocyte proliferation to mitogens
(McGrady et al., 1992), increased NKCC (Zachariae et al.,
1990), increased plasma IL-1 (Keppel, Regan, Heffeneider, &
McCoy, 1993), and enhanced neutrophil phagocytic activity
(Peavey, Lawlis, & Goven, 1986).

Hypnosis studies using the •double armŽ technique have
evaluated whether individuals can intentionally modify their
immunological response, such as immediate and delayed hy-
persensitivity. In these studies, the same allergic substance is
injected into both arms of a subject and hypnotic suggestions
are made about in”ammatory response changes (e.g., itching,
wheal, erythema) in one arm and no changes in the other arm.
Differences in the responses of both arms have been found in
several studies (Black, 1963; Black & Friedman, 1965; Black,
Humphrey, & Niven, 1963; Zachariae & Bjerring, 1990;
Zachariae, Bjerring, & Arendt-Nielsen, 1989), but not in oth-
ers (Beahrs, Harris, & Hilgard, 1970; Locke et al., 1987).

Whether the hypersensitivity changes found in some
studies are due to immune function changes or only skin sur-
face changes remains to be determined. However, high hyp-
notizable individuals do produce greater immune changes
than low hypnotizable subjects (Gregerson, Roberts, &
Amiri, 1996; Ruzyla-Smith, Barabasz, Barabasz, & Warner,
1995; Zachariae, Jorgensen, Christensen, & Bjerring, 1997;
Zachariae, Oster, & Bjerring, 1994).

Emotional Disclosure

Negative life events can have psychological impact for many
years (Tait & Silver, 1989) and can result in persistent eleva-
tion of stress hormones (Baum, Cohen, & Hall, 1993). There
is evidence that social constraints to emotional expression
and discussion of negative events are associated with nega-
tive emotional (Lepore & Helgeson, 1998) and physiological
(Helgeson, 1991) outcomes, including increased intrusive
thoughts, more avoidant coping, and greater depression and
anxiety. Emotional disclosure interventions, to the extent that
they increase cognitive processing, alter appraisals, reduce
intrusive thoughts, and reduce negative mental health conse-
quences of negative events, have been related to positive
alterations in immune function. These immune changes
are found typically weeks to months postintervention. For
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example, healthy college students who wrote about personal,
traumatic experiences showed increased lymphocyte prolif-
eration to PHA and fewer health center visits at the six-
week follow-up, and this effect was strongest for those who
wrote about experiences they had not previously shared
(Pennebaker, Kiecolt-Glaser, & Glaser, 1988). In another
study, medical students who wrote about a highly traumatic
personal event generated higher antibody titers to a hepatitis
vaccination given on the last day of writing by four- and six-
month follow-up than did control subjects who wrote about
trivial topics (Petrie, Booth, Pennebaker, Davison, &
Thomas, 1995). Four months following a written emotional
disclosure intervention, asthma patients experienced im-
proved lung function and rheumatoid arthritis patients had
clinically signi“cant improvements in overall disease activ-
ity, compared to controls (Smyth, Stone, Hurewitz, & Kaell,
1999). Finally, the extent to which individuals became emo-
tionally and cognitively involved in the disclosure process,
reorganized the meaning of the traumatic event, and reduced
avoidance of the topic was correlated with the degree of
change in antibody titers to latent EBV (Esterling, Antoni,
Fletcher, Margulies, & Schneiderman, 1994; Lutgendorf,
Antoni, Kumar, & Schneiderman, 1994).

Cancer

A classic, well-controlled study of the impact of a psycholog-
ical intervention on immune function and progression of can-
cer involved Stage I and II malignant melanoma patients. A
six-week structured group intervention included stress man-
agement, relaxation, support, health education, and problem-
solving skills related to participants• illness (Fawzy et al.,
1990). The patients who received the intervention had
reduced psychological distress, increased percentage of
NK cells, increased IFN-� augmented NKCC, and a small
reduction in the percentage of helper T cells by six-month
follow-up. Decreased depression and anxiety symptoms and
increased assertiveness and de“ance were related to in-
creased NKCC. At the six-year follow-up, there was a trend
for fewer recurrences and signi“cantly lower mortality in the
intervention subjects, even after controlling for the size of the
initial malignant melanoma (Fawzy et al., 1993). In a study of
breast cancer patients, a six-month intervention, including re-
laxation, guided imagery, and biofeedback, was associated
with greater NKCC, lymphocyte proliferative response to
Con A, and mixed lymphocyte responsiveness in women post
radical mastectomy for stage 1 breast cancer (Gruber et al.,
1993).

Another relaxation intervention study was targeted at
altering conditioned anticipatory immune suppression in

women receiving chemotherapy for ovarian cancer. The in-
tervention included progressive muscle, release-only, and
cue-controlled relaxation techniques and was practiced daily
for more than four weeks. Training began the day before
the start of the “rst course of chemotherapy. In this case,
the relaxation intervention was not associated with reli-
able changes in NKCC or lymphocyte proliferation to Con A
measured prior to subsequent courses of chemotherapy
(Lekander, Furst, Rotstein, Hursti, & Fredrikson, 1997). Dif-
“culties in interpreting the outcomes of cancer-related inter-
vention studies stem from such methodological differences
as method of assignment of subjects to control and interven-
tion conditions, control for type and stage of disease, variable
outcome measures, and different follow-up periods.

HIV

Several intervention studies involving HIV seropositive and
seronegative gay men have found some positive effects of inter-
vention on immune function. In the “rst of these studies, exer-
cise interventions protected asymptomatic seropositive gay men
from depression, anxiety, and a decrease in NK cell numbers
that was observed in seropositive control subjects following no-
ti“cation of serostatus (LaPerriere et al., 1990). Similarly, a
comprehensive 10-week cognitive-behavioral stress manage-
ment intervention, which included relaxation training, cognitive
restructuring, assertiveness training, anger management, and
social support, was associated with signi“cant increases in
CD4+ and NK cell counts from 72 hours before to one week
after HIV-positive serostatus noti“cation in healthy, asympto-
matic gay men (Antoni et al., 1991). Cognitive-behavioral and
exercise interventions were also associated with better cellular
immunity to the latent herpesviruses, EBV, and human herpes
virus type-6 in asymptomatic seropositive gay men (Esterling
et al., 1992), and HSV-2 in symptomatic gay men (Lutgendorf
et al., 1997). Greater practice of relaxation (Antoni et al., 1991;
Lutgendorf et al., 1997) and greater adherence to the interven-
tion protocols (Ironson et al., 1994) were signi“cant predictors
of less distress and disease progression. In one other interven-
tion study, progressive muscle relaxation and guided imagery
were both associated with decreased depression in HIVseropos-
itive individuals, but only progressive muscle relaxation was
associated with a signi“cant increase in CD4+ cell counts com-
pared to controls (Eller, 1995).

Psychosocial factors may play a role in HIV progres-
sion because there is great variability among individuals in
the length of time to develop clinical symptoms and in
the severity of illness at different stages of AIDS. However,
not all studies have shown signi“cant relationships between
psychosocial measures and immune variables in HIV-1
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seropositive individuals (Perry et al., 1992; Rabkin et al.,
1991) or between psychological intervention and immune
changes (Coates, McKusick, Kuno, & Stites, 1989; Mulder
et al., 1995). Such negative “ndings indicate the need for the-
oretically driven models of association between psychosocial
and immune or health outcomes, controls for health behav-
iors, inclusion of a broad range of immune measures, and
control for stage of disease (Goodkin et al., 1994).

Psychological interventions that show evidence of immune
function modulation likely have their effects through alter-
ations of appraisal, coping, or mood, which in turn affect
health behaviors, endocrine activity, and immune function.
The importance of intervention effects on negative emotions
is demonstrated by studies showing covariation in immuno-
logical changes and reduced negative emotion (Antoni et al.,
1991; Fawzy et al., 1990; Lutgendorf et al., 1997). The poten-
tial health outcomes of immunological changes that follow
psychological interventions remain to be determined. Further
studies are needed that more directly assess changes in disease
incidence, severity, and duration, as well as studies that in-
clude immune measures in therapy outcome studies. Finally,
in evaluating psychological intervention studies, it is impor-
tant to remember that it may not be possible or desirable to
enhance immune function (e.g., autoimmune disease) if the
immune system is already functioning at normal levels. There
is greater likelihood of positive intervention effects when par-
ticipants show some degree of dysregulation in immune func-
tion relative to their demographically matched peers.

Health impact will likely depend on the type, intensity,
and duration of intervention, the extent and duration of im-
mune alteration, and prior immunological and health status
(Kiecolt-Glaser & Glaser, 1992). Potential bene“ts of psy-
chological interventions on immunity may be particularly
relevant for wound healing and surgical recovery. In particu-
lar, interventions that target fear and distress before surgery
and pain management following surgery may improve post-
operative outcomes and recovery through modulation of
endocrine and immune systems (Kiecolt-Glaser, Page,
Marucha, MacCallum, & Glaser, 1998).

CONCLUSIONS

Basic and applied PNI research studies have provided an
encouraging foundation for characterizing the links be-
tween psychosocial and immunological factors. The current
knowledge of PNI with respect to individual psychological
differences, emotions, coping strategies, and interpersonal
relationships has already had a signi“cant impact on under-
standing the contribution that the psychosocial context has on

immune function, health, and disease. Further understanding
of the bidirectional relationships between brain, behavior,
and immunity will be attained with theoretical and method-
ological re“nements. In addition to these re“nements, the
next wave of PNI research will expand our knowledge of
psychosocial factors and their role in the progression of im-
munologically mediated conditions, including HIV/AIDS,
rheumatoid arthritis, certain cancers, and surgical recovery.
From this knowledge, we can devise and implement effective
interventions to enhance quality of life and improve health.
Indeed, PNI embodies the biopsychosocial approach (Engel,
1977) that has come to de“ne health psychology.
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This chapter reviews the application of psychological theo-
ries to the understanding of asthma; the effects of stress and
mood states on asthma; and the prevalence of psychiatric
disorders among persons with asthma and the effects of co-
occurring psychiatric disorders and asthma on patient mor-
bidity. We also provide an overview of medical treatments for
asthma and the challenge of adherence with those treatments,
with an examination of the role of psychological variables
in adherence. The research on psychological variables asso-
ciated with outcomes, such as medical utilization, also are
summarized. Behavioral and other psychological interven-
tions are reviewed that directly or indirectly affect asthma.
We conclude with suggestions for future research needs and
directions.

Asthma is a common condition characterized by re-
versible airway obstruction, airway in”ammation, and in-
creased bronchial responsiveness to a variety of stimuli,
ranging from allergens and other irritants to strong emotions
(National Heart Lung and Blood Institute, 1997). In particu-
lar, the role of in”ammation in asthma has been recognized as
crucial and has received increasing attention in the past

decade. The central role of in”ammation has implications for
treatment, and for pathways by which psychosocial factors
may affect asthma. Symptoms of cough, wheezing, and
shortness of breath are commonly associated with an asthma
exacerbation. An asthma attack may be characterized by hy-
percapnia (excessive carbon dioxide) and hypoxia (lack of
oxygen), which may partially account for the high prevalence
of anxiety disorders among persons with asthma. We will ex-
amine these issues later in this chapter.

Asthma and allergies co-occur frequently; allergies are a
common trigger for an asthma exacerbation. About 60% of
persons with asthma are allergic (Ford, 1983); the develop-
ment of asthma and allergies may occur early in childhood
as a common outcome of immune system development
(see Wright, Rodriguez, & Cohen, 1998, for a review). Some
genetic predisposition is probably necessary to develop
asthma, but not all persons who are predisposed will develop
asthma; family stress seems to be implicated in its develop-
ment in childhood (Mrazek, Klinnert, Mrazek, & Macey,
1991; Wright, Weiss, & Cohen, 1996). Asthma is a condition
worthy of the attention and efforts of behavioral scientists:
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psychosocial variables may be implicated in the initiation,
course (exacerbations versus quiescence) and outcomes
(morbidity, mortality) of asthma; psychological interven-
tions have a role in the treatment of asthma as a complement
to the use of medications.

EPIDEMIOLOGY AND HEALTH CARE COSTS
RELATED TO ASTHMA

Approximately 7.5% of the U.S. population reports having
asthma, or about 17 million persons (Centers for Disease Con-
trol, 2001). (The estimated lifetime rate for asthma is 10.5%.)
Approximately one third of persons with asthma are children
under the age of 18. Although most but not all asthma is iden-
ti“ed in childhood, asthma does not resolve in puberty or
adulthood for the majority of cases. Asthma has been reported
to be more common among women (9.1% versus 5.1% among
men), persons with less family income (9.8% among persons
with family incomes of less than $15,000 per year versus 3.9%
among those with more than $75,000 per year), and among
persons of African American ethnicity (8.5% versus 7.1% for
Whites and 5.6% for persons of other racial/ethnic back-
grounds) (Centers for Disease Control and Prevention, 2001).
The cause for gender differences in self-reported asthma is
unknown; greater body mass (Camargo, Weiss, Zhang,
Willett, & Speizer, 1999) and/or use of exogenous hormones
(Troisi, Speizer, Willett, Trichopoulos, & Rosner, 1995) may
contribute to higher rates of asthma among women.

Prevalence and mortality rates have been steadily in-
creasing in recent decades. According to the National
Health Interview Survey the age-speci“c prevalence rate for
self-reported asthma increased 58.6% between 1982 and
1996. In particular, the prevalence rate increased 123.4%
during these 14 years (1982…1996)for young adults aged 18
to 44 years (American Lung Association, 2001). The age-
adjusted death rate for asthma increased 55% between 1979
and 1998, totaling over 5,400 persons per year in 1998
(American Lung Association, 2001), although such “gures
based on reviews of death certi“cates may underestimate
the actual mortality attributable to asthma (Hunt et al.,
1993). Environmental factors such as pollution only par-
tially explain the increase in asthma prevalence and mor-
tality. Of interest is the psychosocial factors that may
contribute directly or indirectly to the increasing prevalence
and mortality related to asthma. Purely biological explana-
tions are believed to be insuf“cient to explain asthma onset,
exacerbation, or its rising prevalence, as a •paradigm shiftŽ
(Wright et al., 1998). A conceptualization of asthma as hav-
ing emotional and psychosocial components is not novel,

however. From the early twentieth century, asthma was con-
sidered a prototypical •psychosomaticŽ disease (Groddeck,
1928). Developments in psychoneuroimmunology may be
contributing to a new synthesis and appreciation for how bi-
ological and psychological systems interact to produce and
maintain asthma.

Asthma is costly. In 2000, U.S. asthma care totaled
$12.7 billion in direct and indirect costs, including costs
associated with premature death and time away from work
because of asthma (see http://www.lungusa.org/data/asthma/
ASTHMA1.pdf). In the United States, approximately 3 mil-
lion days of work and 10.1 million days of school are lost
each year due to asthma. Of particular interest to persons in-
terested in psychosocial factors associated with asthma might
be the costs associated with adherence and nonadherence to
self-care regimens (we address psychosocial factors associ-
ated with adherence in a later section). For example, persons
who are adherent with their medication regimens may incur
more direct costs in medications and scheduled outpatient
of“ce visits. By contrast, persons who are less adherent with
their medication regimens may incur less direct costs for
medications and outpatient of“ce visits, but incur more costly
occasional unscheduled visits, such as urgent care or emer-
gency room visits. While we are unaware of data that report
costs associated with groups of patients differentiated by
their behavior, psychiatric comorbidities, or other variables
of interest, the “nancial (and other) effects of optimal and
nonoptimal behavioral self-management is an issue worthy
of further exploration (and a potential source of information
that would motivate patients to be more adherent with their
medications).

EVIDENCE BASIS FOR PSYCHOLOGICAL
THEORIES APPLIED TO MECHANISMS
INVOLVED IN ASTHMA

Classical and Operant Conditioning

It would be possible for asthma to be a classically condi-
tioned response if allergens and irritants that caused bron-
choconstriction were repeatedly linked to a novel stimulus,
thereby creating a conditioned stimulus. There are case stud-
ies in the literature that describe conditioned visual stimuli
(E. Dekker & Groen, 1956) and other stimuli (the experi-
mental setting: a provocative inhaled substance given in the
experimental setting produced asthma, the substance was
omitted in subsequent experimental trials) (E. Dekker, Pelser,
& Groen, 1957) that provoke asthma attacks in participants
with asthma. Respiratory resistance has been classically
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conditioned in participants without asthma. For example,
mental arithmetic, a task that can elicit increased respiratory
resistance (although note that Lehrer, Hochron, Carr, et al.,
1996, found mental arithmetic to decrease respiratory resis-
tance), was preceded by the display of a speci“c color and a
different color preceded the appearance of a clear slide (i.e.,
no demand for mental arithmetic); increased respiratory re-
sistance was demonstrated in response to the speci“c color
(D. Miller & Kotses, 1995). In their debrie“ng, 90% of par-
ticipants recalled correctly which color preceded the arith-
metic, but only 17% guessed correctly that the purpose of the
experiment was to examine changes in breathing in anticipa-
tion of performing mental arithmetic, suggesting that condi-
tioning occurred without subjects• awareness.

Rietveld, van Beest, and Everaerd (2000) exposed adoles-
cents with asthma to placebo, citric acid at levels that induced
cough, or citric acid at 50% of cough-inducing levels. The
purpose of their experiment was to examine the role of ex-
pectations: some participants were led to believe the exper-
iment was about asthma, others were told the experiment
was about evaluating ”avors. Cough frequency was greater
among participants who were told the experiment was about
asthma than among those who were told the experi-
ment was about evaluating ”avors. Expectancies are impor-
tant variables in cognitive explanatory models, and the
results of this study suggest that expectancies about the re-
search topic may in”uence symptom perception and report-
ing. An additional interpretation of the results is in terms of
classical conditioned effects. It is likely that cough has a con-
ditioned association with the presence of asthma; a focus on
asthma may make cough more likely, and persons with
asthma are more likely to label cough as indicative of asthma
than are persons without asthma. These studies suggest that
the unintended development of classically conditioned pre-
cipitants should be considered among persons with unex-
plained triggers for their asthma.

In contrast to classical conditioning, operant conditioning
has received little attention as a potentiating or mainte-
nance mechanism for asthma. The role of operant condition-
ing is perhaps more prominent in medically unexplained
conditions such as chronic pain (Romano et al., 1992) or
chronic fatigue syndrome (Schmaling, Smith, & Buchwald,
2000). The illness-related behavior of patients with med-
ically unexplained conditions may be shaped more by the re-
actions and consequences in their environment than is the
behavior of patients with physiologically well-characterized
conditions for which effective treatments exist, such as
asthma. Nonetheless, it is likely that consequences in pa-
tients• environments shape patients• self-management behav-
ior (e.g., medication use), thereby exerting indirect effects on

asthma. These processes await examination in future re-
search.

Cognitive and Perceptual Processes

A model of cognitive processes in asthma would posit that
perceptions, attitudes, and beliefs about asthma can affect
symptom report, medical utilization, and so forth. Several
areas of research inform our understanding of cognitive and
perceptual processes in asthma, including research on the
effects of suggestion on pulmonary function, and compar-
isons of perceived with objective measures of pulmonary
function.

Effects of Suggestion on Pulmonary Function

The usual method for examining the effects of suggestion on
pulmonary function is to create an expectation for broncho-
constriction by telling participants that they will inhale a sub-
stance that causes bronchoconstriction, when the actual
substance is saline. Isenberg, Lehrer, and Hochron (1992a)
provided a comprehensive review of this literature. Their
summary of the 23 studies (19 used adult participants, 4 used
children) in the literature at that time found that 36% of
427 participants demonstrated objective bronchoconstriction
to suggestion. The typical although not uniform criterion for
bronchoconstriction was a 20% decrement in pulmonary
function. An examination of participant characteristics
(asthma severity, intrinsic versus extrinsic disease, age) po-
tentially related to the likelihood of response to suggestion
did not reveal clear patterns, although more equivocal re-
sults for gender differences were noted, with two of three
studies reporting women to be more responsive to suggestion
than men.

A search for studies on response to suggestion not in-
cluded in the Isenberg et al. (1992a) publication revealed one
additional study (Isenberg, Lehrer, & Hochron, 1992b). Of 33
participants, none showed changes in pulmonary function as
a result of suggestion, which was not consistent with earlier
research. The authors suggested that their use of room air,
compared to the use of saline (which has a slight bronchocon-
strictive effect) in the previous studies, could account for the
divergent results. Suggestion resulted in changes in perceived
air”ow, but again, not in actual air”ow. Certainly an interest-
ing area for further research would be the identi“cation of
individual variables that predict who is likely to respond to
suggestion. If, as Isenberg et al. (1992a) suggest, similar pro-
portions of persons respond to suggestion and to emotions
with bronchoconstriction, might the same persons respond
to both, suggesting a common pathway or mechanism? If a
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cognitive-emotional pathway to the airways was identi“ed,
cognitive-behavioral interventions to optimize patient func-
tioning could be developed.

Perceived versus Objective Pulmonary Function

Good self-management is crucial to optimal asthma care;
self-management skills include adherence with medications,
which typically involves using as-needed medications based
on perceptions of need by self-monitoring or awareness of
possible exposure to triggers (e.g., pretreatment before exer-
cise). From this perspective, it is clear that patients• percep-
tions are the foundations for optimal asthma control. But,
how ably can patients with asthma accurately perceive their
respiratory status?

The process of detection, perception, and response to ob-
jectively demonstrable changes in air”ow seems subject to a
good deal of personal variation, perhaps akin to the experi-
ence of and response to pain. In terms of patients• abilities to
perceive changes in air”ow, many studies have shown a poor
correspondence between symptoms and air”ow among the
majority of individuals. One study reported that only a
quarter of patients demonstrated a statistically signi“cant as-
sociation between PEFR and symptoms (Apter et al., 1997),
and these correlations, while statistically signi“cant, were of
questionable clinical signi“cance (e.g., coef“cients ranged
from �.25 to �.39, leaving at least 80% of the variability in
PEFR unaccounted for by symptom report). Similarly,
Kendrick, Higgs, Whit“eld, and Laszlo (1993) found statisti-
cally signi“cant correlations between PEFR and symptoms in
only 40% of patients. A series of studies by Reitveld and col-
leagues (reviewed next) showed poor correspondence be-
tween subjective symptom report and objective pulmonary
function; they suggest that symptom perception is largely
attributable to mood. However, other studies have reported
much stronger associations between perceived breathlessness
and lung function (e.g., r � 0.88 by Burdon, Juniper, Killian,
Hargreave, & Campbell, 1982). While correlations re”ect the
relative association of two variables, they do not re”ect other
important information for asthma management (e.g., how
frequently can a patient detect when his/her air”ow has
diminished signi“cantly), to the point at which medications
should be used? Finally, behavioral follow-through„actually
using medications when the need to do so is identi“ed„is yet
another independent step in appropriate self-management.
There are alarming reports of signi“cant delays in seeking
treatment, despite patients• reported awareness of decreased
respiratory function in the 24 to 48 hours prior to obtaining
treatment (e.g., Mol“no, Nannini, Martelli, & Slutsky, 1991).

In a subset of persons with severe asthma, the inability to
perceive changes in air”ow may be life threatening or fatal.
For example, a comparison of patients who had near fatal
asthma attacks, patients with asthma without near-fatal
attacks, and a group of participants without asthma revealed
that patients who had a near fatal attack had a blunted respira-
tory response to hypoxia generated by rebreathing (breathing
within a con“ned space, resulting in gradually increasing car-
bon dioxide as the available air is recycled), and their percep-
tion of dyspnea was lower than participants without asthma
(Kikuchi et al., 1994). Inaccurate perception of respiratory
status has been associated with repressive-defensive coping
(see also next section) (Isenberg, Lehrer, & Hochron, 1997;
Steiner, Higgs, & Fritz, 1987).

Timely and accurate perception of your respiratory status is
central to appropriate asthma self-management, but research
suggests a good deal of variability among patients•perceptual
abilities that may have life-threatening consequences.

Psychoanalytic Theory

From the psychoanalytic perspective, asthma has been
posited to develop in response to repressed emotions and
emotional expression, such as repressed crying (Alexander,
1955). This perspective views asthma as a psychosomatic
illness, suggesting direct causal links between psychologi-
cal factors and disease. The psychoanalytically-informed
literature related to asthma is largely limited to case studies
and other clinical materials (e.g., Levitan, 1985). Two areas
of empirical research, however, may have been in”uenced
by these early psychoanalytic formulations, namely, re-
search on alexithymia and the repressive-defensive coping
style.

Alexithymia

Dif“culty in labeling and expressing emotions has been
termed alexithymia (Nemiah, 1996). Several decades ago, a
group of researchers developed a measure of alexithymia as a
subscale of the MMPI (Kleiger & Kinsman, 1980) and used it
in a series of studies of patients with asthma. They found that
alexithymic patients were more likely to be rehospitalized and
had longer lengths of stay than did non-alexithymic patients
(Dirks, Robinson, & Dirks, 1981); these differences were
not attributable to underlying asthma severity. More recently,
it has been shown that dif“culty distinguishing between
feelings and bodily sensations, as measured by the Toronto
Alexithymia Scale, is related to greater report of asthma
symptomatology, but not objective measures of pulmonary
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function (Feldman, Lehrer, Carr, & Hochron, 1998). One pos-
sible interpretation of these results is that asthma symptom
complaints may be more accessible (to the patient) and
socially acceptable ways to communicate distress than are
emotions among patients who may be characterized as alex-
ithymic. Helping such patients identify emotions, cope with
emotional arousal, and discriminate emotional reactions from
asthma symptoms could lead to more appropriate utilization
of medical resources.

Repressive-Defensive Coping Style

More recently, the repressive-defensive coping style has
received attention in relationship to persons with asthma and
other chronic medical conditions. This style is characterized
by the co-occurrence of low levels of self-reported distress,
high levels of self-reported defensiveness, and high levels of
objectively measured arousal and physiological reactivity.
In adults, repressive-defensive coping has been associated
with immune system down-regulation (Jamner, Schwartz, &
Leigh, 1988). Among persons with asthma, immune system
down-regulation could increase risk for respiratory infections,
which are known to exacerbate asthma through several possi-
ble mechanisms (Wright et al., 1998). Adults with asthma who
display the repressive-defensive coping style were found to
display a decline in pulmonary function after exposure to lab-
oratory tasks (e.g., reaction time, distressing “lms) and their
autonomic nervous system was characterized by sympathetic
hypoarousal and parasympathetic hyperarousal during these
tasks (Feldman, Lehrer, & Hochron, in press). However,
among samples of children with asthma, repressive-defensive
coping style was not characteristic of a majority of children,
was not associated with more physiological reactivity under
stress (Nassau, Fritz, & McQuaid, 2000), and was associated
with more accurate symptom perception (Fritz, McQuaid,
Spirito, & Klein, 1996), which would not be predicted by a
psychosomatic model.

Alexithymia and the repressive-defensive coping style ap-
pear to be the most well-operationalized concepts that have
roots in psychoanalytic theory and have been implicated
among persons with asthma. However, the utility of these
constructs in explaining important asthma-related processes
such as symptom onset, expression, variability, course, and
outcomes, is limited based on current research. Despite the
data on repressive-defensive coping among children with
asthma not providing robust support for predicted results, re-
search on repressive-defensive coping among adults is war-
ranted since adults• styles may be more polarized and may
exert a stronger in”uence on self-management behavior than

among children, who share self-management responsibilities
with parents and other responsible adults.

Family Systems Theory

Family systems models have been explored in relationship
to children and adolescents with asthma, and will be men-
tioned only brie”y here. The classic systemic view of family
dynamics that creates and perpetuates a •psychosomaticŽ
illness such as asthma was outlined by Minuchin, Rosman,
and Baker (1978). These dysfunctional dynamics include
rigidity, overprotectiveness, enmeshment, and lack of con-
”ict resolution. In the systemic view, the function of the ill-
ness is to diffuse con”ict and maintain homeostasis in the
family (e.g., escalating tension between the parents may
prompt an asthma attack in the child, which distracts the par-
ents from continuing con”ict). Akin to the status of support
for psychoanalytic theories related to asthma, evidence to
corroborate a systemic view is largely based on clinical anec-
dotes, although a few attempts to operationalize and assess
key family dynamics exist. Families with and without a child
with asthma engaged in a decision-making task (Di Blasio,
Molinari, Peri, & Taverna, 1990). Families with a child with
asthma were characterized by protracted decision-making
times, chaotic responses, lack of agreement, and acquies-
cence to the child•s wishes, which may re”ect an overprotec-
tive stance and dif“culties with con”ict resolution, as would
be suggested by systems theory.

Observational studies have found mothers of children
with asthma to be more critical of their children than mothers
of healthy children (Hermanns, Florin, Dietrich, Rieger, &
Hahlweg, 1989; F. Wamboldt, Wamboldt, Gavin, Roesler, &
Brugman, 1995). These communication patterns would seem
inconsistent with the hypothesized characteristic of overpro-
tectiveness in such families, although they may re”ect a ten-
dency toward lack of con”ict resolution, which would be
consistent with systemic hypotheses. An observational study
of couples and children with and without asthma (Northey,
Grif“n, & Krainz, 1998) examined base rates of speci“c be-
haviors (e.g., agree, disagree) and sequences of behavior
hypothesized to be more characteristic of psychosomatic
families based on the Minuchin et al. (1978) model, such as
recruitment or solicitation of child input after a parental posi-
tion statement. Couples with a child with asthma were less
likely to agree with one another, and were more likely to so-
licit the child•s input. Couples with a child with asthma who
were unsatis“ed with their marriage were about half as likely
to disagree with one another than were couples without a
child with asthma. Relative avoidance of disagreement in the
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face of relationship distress may preclude problem solving
about the source of the disagreement, and the subsequent
possibility of improvement in relationship satisfaction with
problem resolution. The authors suggest that parental recruit-
ment of child input among families with a child with asthma
could indicate compensatory attempts to involve an ill child
in family activities. The family systems model, on the other
hand, would posit that the focus on the child de”ects attention
from the parents• marital distress: Parental solicitousness to-
ward the child functions to avoid con”ict in the marital dyad
so the child•s illness is •protectiveŽ and maintains homeosta-
sis in the family.

There are several questionnaires such as the Family Envi-
ronment Scale (Moos & Moos, 1986), the Family Adaptabil-
ity and Cohesion Scale (Olson, Portner, & Laree, 1985), and
the Family Assessment Device (Epstein, Baldwin, & Bishop,
1983) that are scored to re”ect systemic constructs of rigidity,
cohesion, con”ict, and so forth. These questionnaires have
been used to characterize the environment and dynamics
of the families of children with asthma on a limited basis
(e.g., Bender, Milgrom, Rand, & Ackerson, 1998). As yet,
however, research informed by family systems theory that
focuses on adults with asthma is lacking.

PSYCHOLOGICAL FACTORS ASSOCIATED
WITH ASTHMA

Effects of Stress and Emotions on Asthma

Patients with asthma often believe that stress and emotions
can trigger or exacerbate asthma (e.g., Rumbak, Kelso,
Arheart, & Self, 1993). The association between emotions and
air”ow has been examined empirically through laboratory-
based experiments and studies of the covariation of air”ow
and emotions in naturalistic conditions.

Laboratory Studies

Isenberg et al. (1992a), in addition to reviewing response to
suggestion, also reviewed studies that examined individuals•
responses to emotional provocation. Across the seven studies
reviewed that involved the induction of emotions in the lab-
oratory, 31 of 77 (40%) participants showed signi“cant air-
way constriction in response to emotion. In addition, a trend
toward greater likelihood of reacting to emotions among
adult versus child participants was found. Isenberg et al.
(1992) note that the proportion of participants who respond
to suggestion and to emotion are similar, but studies have
not tested directly if participants who respond to suggestion
also are likely to respond to emotion. It also is possible that

bronchoconstrictive responses to emotion may occur via the
effects of expectation and suggestion, that is, if patients be-
lieve that emotions trigger their asthma, then they also are
likely to believe that participating in a study on the effects of
emotional arousal on asthma will indeed trigger their asthma.

Since the Isenberg et al. (1992a) review, a number of other
laboratory studies have been conducted to examine the effects
of emotion induction on symptom perception (e.g., breath-
lessness) and objective measures of pulmonary function.
Emotional imagery during asthma attacks diminished accu-
rate symptom perception and enhanced sensations of breath-
lessness among adolescents with asthma (Rietveld, Everaerd,
& van Beest, 2000), but breathlessness was not associated
with objective measures of lung function. The induction of
negative emotions followed by exercise increased subjective
asthma symptom report (e.g., breathlessness), which was not
associated with objective measures of pulmonary function
(Rietveld & Prins, 1998). Similarly, the induction of stress
and negative emotions resulted in increased breathlessness,
but not airways obstruction, among adolescents with asthma;
the sensations of breathlessness were stronger during the
stress induction paradigm than during the induction of actual
airway obstruction through a bronchial provocation proce-
dure (Rietveld, van Beest, & Everaerd, 1999).

This series of studies by Rietveld and colleagues provide
important information about the role of stress and negative
emotions in subjective and objective asthma symptoms. These
studies utilize adolescents, and as such, the generalizability of
the results to adults warrants examination in future studies.
For example, to the extent that emotion regulation and chronic
illness self-management are both processes that tend to im-
prove with experience, maturity, and so forth, the results of
these studies may overestimate the extent to which emotion
induction results in subjective reports of asthma reports in
adults. Physiologically, to the extent that hormonal responses
to stress differ in adolescents versus adults, the relative
activation of the HPA axis may result in cortisol release or
attenuation, and anti- versus pro-in”ammatory effects, with
consequences for air”ow.

Other laboratory studies have found more support for an
association between stress and emotional arousal, and objec-
tive changes in pulmonary function. Ritz, Steptoe, DeWilde,
and Costa (2000) asked adults with and without asthma to
view seven “lm clips designed to elicit speci“c emotional
states, to engage in mental arithmetic (designed to elicit active
coping), and to view graphic medical photographs (designed
to elicit passive coping). The emotion induction procedure re-
sulted in signi“cant increases in respiratory resistance among
the participants with asthma for all emotional conditions com-
pared to the neutral condition, but this effect did not occur
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signi“cantly more strongly among subjects with asthma com-
pared to those without. However, participants with asthma
had signi“cantly more shortness of breath, minute ventilation,
arousal, and depression during the medical photographs than
during the mental arithmetic, as compared to participants
without asthma. These results are similar to those of Rietveld
and colleagues, suggesting that stressful tasks (especially
tasks during which only passive coping was likely) increased
asthma and emotional symptoms among adults with asthma.
Although objective changes in pulmonary function (i.e., res-
piratory resistance) were observed, these changes were not
speci“c to, nor more pronounced among, participants with
asthma.

Finally, two additional studies were performed in the
laboratory that used a personally relevant stressor paradigm
to enhance ecological validity. In this paradigm, the patient
with asthma and their intimate partner discussed two topics:
a problem in their relationship and an asthma attack that
occurred when the partner was present. Mood and pulmonary
function (peak expiratory ”ow rate, PEFR) were recorded
before, in the midst of, and after the discussions, which
were videotaped and behaviorally coded. The “rst study in-
volved six individuals with severe asthma and their partners
(Schmaling et al., 1996). PEFR improved for two patients
and deteriorated for four patients over 30 minutes of interac-
tion with an average magnitude of about one standard devia-
tion. Across patients, more hostile and depressed moods
were associated with decrements in PEFR. The second study
involved 50 patients with mild-to-moderate asthma and their
partners (Schmaling, Afari, Hops, Barnhart, & Buchwald,
submitted). On average, pulmonary function (PEFR) de-
creased one-third of a standard deviation, and self-reported
anxiety was related to decrements in pulmonary function.
Variability in pulmonary function was associated with more
aversive behavior, less problem-solving behavior, and less
self-reported anxiety. Interactions with a signi“cant other
appeared to result in more change in pulmonary function
among participants in the “rst study with more severe asthma
(average baseline FEV1 was 56% of predicted), than among
participants in the second study with asthma of mild-to-
moderate severity (average baseline PEFR was 78% of pre-
dicted), and could not be explained by differences in global
relationship satisfaction between the two samples, which
were comparable. Decrements in pulmonary function were
associated with depression and hostility in the “rst study, and
anxiety in the second study. Participants in the two studies
had similar average levels of observed behavior and self-
reported depression and hostility, but among the sample with
severe asthma, self-reported anxiety was nearly three times
that of the sample with asthma of mild-to-moderate severity.

More marked anxiety may be related to the larger magnitude
of change in pulmonary function among participants with se-
vere asthma, even though anxiety was not related to changes
in pulmonary function in this group, potentially due to the
small sample size, and ceiling effects and limited variability
in the anxiety measure in the sample with severe asthma.

Taken together, stressful laboratory tasks are associated
with changes in subjective asthma symptoms. Studies of
adults suggest that stressful tasks also are associated with
changes in objective measures of pulmonary function, but
since not all studies included a healthy control group (Ritz
et al., 2000, being an exception), we cannot say that stress-
induced changes in pulmonary function are speci“c to or
more pronounced among persons with asthma.

Studies in the Natural Environment

Several studies have measured the covariation of asthma
symptoms and/or measures of air”ow with mood states,
using daily or more frequent monitoring of patients with
asthma. Hyland and colleagues have published several case
reports and multiple case series that examine the association
between mood states and peak ”ow. Among 10 adults with
asthma who completed measures of mood state (positive and
negative affect) and peak ”ow in the morning and evening,
three showed signi“cant correlations of mood state with
PEFR over 15 days (rs � �.50): more positive mood
states were associated with higher PEFR (Hyland, 1990).
These relationships were more robust in the evening than the
morning. One study (Browne & Hyland, 1992) examined
the association between mood states and peak ”ow in a single
case before and during the initiation of medical treatment.
They reported robust correlations averaging .55 before treat-
ment, and .77 during the initiation of treatment, with more
positive mood states being related to higher PEFR.

Apter and colleagues (1997) had 21 adults with asthma
rate mood states and measure PEFR for 21 days, three times
a day. The data were pooled across subjects and observations
and revealed multiple associations between mood states and
PEFR, after controlling for symptom ratings. Positive mood
states (pleasant, active) were concurrently associated with
greater PEFR; unpleasant and passive mood states were asso-
ciated with lower PEFR. An examination of lagged associa-
tions showed that pleasant mood states predicted subsequent
higher PEFR, but PEFR did not predict subsequent mood
states. In another study by this group (Af”eck et al., 2000),
48 adults with moderate to severe asthma collected mood
states and PEFR data thrice daily for 21 days. Between-
subjects associations of PEFR and mood state revealed
no statistically signi“cant associations. Four percent of
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within-subjects variability in PEFR was associated with more
active and aroused mood states. This study sought to differ-
entiate mood states• arousal levels from their hedonic va-
lence, and generally found that arousal levels were more
strongly associated with PEFR than hedonic valence. This
approach represents an important step toward reducing error
in the measurement of mood.

In a sample of 32 adults who rated moods and stressors
and measured PEFR for an average of 140 days, once a day,
50% of participants had one or more signi“cant mood or
stress predictors of PEFR (Schmaling, McKnight, & Afari,
in press). Patients• characteristics were examined in an at-
tempt to identify variables that were related to an association
between mood and PEFR. Lower global relationship satis-
faction tended to characterize participants for whom PEFR
was associated with relationship stress on a day-to-day
basis, and the presence of an anxiety disorder tended to be
related to a greater day-to-day covariation of anxiety and
PEFR.

Another study demonstrated strong associations between
moods and stressors and PEFR among 20 adults who moni-
tored psychosocial variables and peak ”ow “ve times a day
for 10 days (Smyth, Soefer, Hurewitz, Kliment, & Stone,
1999). Moods and stressors accounted for 17% of the vari-
ance in peak ”ow; positive moods were associated with
increased peak ”ow, and negative moods and stressors were
associated with peak ”ow decrements.

Steptoe and Holmes (1985) asked 14 men (half of whom
had asthma) to monitor mood and PEFR four times a day for
24 days. Six of the seven participants with asthma, but
only three of the seven participants without asthma, demon-
strated signi“cant within-subject associations between mood
and PEFR. Fatigue was the sole mood state that demonstrated
an association for all three participants without asthma. For
participants with asthma, which moods were associated with
asthma varied by person.

Summary

In their review, Rietveld, Everaerd, and Creer (2000) state, •it
remains unclear whether stress-induced airways obstruction
really exists.Ž Their critiques of the methodological issues
with the studies in this area are worthy of note. For example,
PEFR and spirometry are dependent on effort, and spurious
associations between mood and asthma could result if the
measure of asthma is dependent on effort and in”uenced by
mood. Their conclusions are based on classic research as-
sumptions that for an effect to be observed reliably, it should
be repeatedly demonstrable in studies with suf“cient sample
sizes utilizing between-subjects designs. Thus, one possible

interpretation of the research to date is that the association
between stress and asthma is weak. Another interpretation is
that the possible mechanisms involved in an association be-
tween stress and asthma are multifaceted and complex, prob-
ably involving endocrine, immune, and autonomic pathways.
It is a thorny issue to reveal simultaneously the mechanism
and the effect, since signi“cant error may be introduced by
inadvertently covarying factors that may affect the observed
association between stress and asthma. With the likelihood
that multiple, complex paths are involved, let us suggest that
the association between stress and asthma is idiographic, that
is, to be determined on an individual basis and in”uenced by
an as-yet not fully characterized set of variables that convey or
protect against the risk for an association between stress and
asthma. An idiographic approach also is consistent with the
results of existing studies that have examined the association
between stress and asthma on an individual-by-individual
basis and found that some but not all individuals demonstrate
an association, and that different emotions may be associated
with change in pulmonary function for different individuals.

Future research in this area should systematically examine
data resulting from laboratory versus naturalistic sources of
emotions; consider a parsimonious set of interaction effects
such as the interaction of emotion induction and suggestion,
or emotion induction in various environments (e.g., with or
without the presence of a supportive signi“cant other); exam-
ine the effects of emotions with positive versus negative va-
lences; consider the role of emotional intensity; and examine
these relationships in well characterized subgroups of pa-
tients for differences by gender, age group (adults versus ado-
lescents), asthma severity, and so forth. In addition, the type
of stressor and the potential coping methods available for
the participants• use is worthy of further study. Potentially,
the trend toward different results obtained in laboratory situ-
ations using contrived tasks and in naturalistic studies may be
attributable to differences in the ability to engage in active or
passive coping, as the former has been associated with bron-
chodilation and the latter with bronchoconstriction (Lehrer,
1998; Lehrer et al., 1996).

Comorbid Psychiatric Disorders: Prevalence and Effects

Panic Disorder

Panic disorder occurs among patients with asthma at a rate
several times greater than has been reported in the popula-
tion. For example, the National Comorbidity Survey (Kessler
et al., 1994) reported the lifetime prevalence of panic dis-
order to be 3.5%. By comparison, the prevalence of panic
disorder among samples of patients with asthma has been
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reported to be 24% (Yellowlees, Alpers, Bowden, Bryant, &
Ruf“n, 1987), 12% (Yellowlees, Haynes, Potts, & Ruf“n,
1988), 10% (Carr, Lehrer, Rausch, & Hochron, 1994), 9%
(van Peski-Oosterbaan, Spinhoven, van der Does, Willems,
& Sterk, 1996), and 10% (Afari, Schmaling, Barnhart, &
Buchwald, 2001). The reasons for this increased co-
occurrence are not known, but there are several possible con-
tributing factors: Patients with each condition experience
similar symptoms (Schmaling & Bell, 1997), and conse-
quences, such as avoidance of situations where previous at-
tacks have occurred, or situations that bear similarities to the
venues of previous attacks. Anxiety-related hyperventilation
may exacerbate asthma through cooling of the airways, and
asthma may increase susceptibility to panic through hyper-
capnia, and the anxiogenic side effects of beta-agonist
medications. See Carr (1999) for a recent review on other
potential associations between asthma and panic.

Mood Disorders

As with other chronic medical conditions, asthma also is
associated with a greater prevalence of mood disorders than in
the general population. Among samples of patients with
asthma, lifetime diagnoses of major depression or dysthymia
were found among 16% (Yellowlees et al., 1987) and 40%
(Afari et al., 2001) of persons, which can be compared to 17%
in the National Comorbidity Study (Kessler et al., 1994). The
cross-sectional association of several conditions including
asthma and major depression among young adults in a
population-based study was done to investigate the hypoth-
esis that in”ammation-associated activation of the HPA axis
results from dysfunctional responses to stress (Hurwitz &
Morgenstern, 1999). This study found that persons with
asthma were approximately twice as likely as persons without
asthma to have had an episode of major depression in the
past year. A study of twins found evidence for a genetic
contribution to the association of allergies and depression
(M. Wamboldt et al., 2000). As noted previously, allergies
frequently co-occur with asthma, leading to evidence for a
genetic contribution to the association between asthma and
depression. Hypothesized links between the mechanisms in-
volved in depression and allergies (and by association,
asthma) have been suggested previously (Marshall, 1993).

Previously, we noted that respiratory drive and the ability
to perceive dyspnea were impaired among patients with a
near-fatal asthma attack. Depression has been postulated
to be associated with these impairments (Allen, Hickie,
Gandevia, & McKenzie, 1994); and others have suggested
that depression is an important risk factor for fatal asthma
(B. Miller, 1987).

In contrast with studies that have found an increased inci-
dence of psychiatric disorders among patients with asthma,
other studies have found anxiety and depressive symptoms to
be strongly related to respiratory symptoms, but not a diag-
nosis of asthma (Janson, Bjornsson, Hetta, & Boman, 1994).

There is signi“cant variability in the sampling and mea-
surement methodology used by the studies in this area, and
the effects of such methodological variations should be con-
sidered when attempting to draw conclusions about the state
of knowledge in this area. For example, Janson et al. (1994)
accrued a random population sample, then assessed those re-
spondents who endorsed breathing symptoms more fully to
con“rm a diagnosis of asthma. But most other studies used
nonrandom samples of convenience, such as hospitalized
patients with asthma, or patients from a respiratory clinic.
The source of subjects and sampling methods likely result in
differences that may affect rates of psychiatric symptoms and
disorders. For example, a population-based sample will
probably have a smaller proportion of patients with moderate
and severe asthma than does a sample of hospitalized pa-
tients, based on the distribution of asthma severity in the
population.

Measurement variability also can result in different
estimates of psychiatric disorders. While measures of symp-
tom severity convey dimensional information more readily
amenable to robust parametric statistical techniques than the
current psychiatric diagnostic nomenclature, the classi“cation-
based diagnostic systems are the gold standard, and symptom
measures only estimate the presence or absence of a given di-
agnosis. Unfortunately, the relative contributions of sampling
and measurement variability to divergent results are dif“cult to
untangle as self-reported symptom measures are more practi-
cal and therefore often used in population-based studies
whereas more labor-intensive diagnostic interviews are more
likely to be utilized in smaller clinical samples.

Functional Status

Population-based studies such as the Medical Outcomes
Study demonstrate that individually, psychiatric conditions
and chronic medical conditions are associated with poorer
functional status (e.g., Hays, Wells, Sherbourne, Rogers, &
Spritzer, 1995). Asthma is associated with a lower quality of
life (Quirk & Jones, 1990), is the third leading cause of lost
time from work, behind two categories of back problems
(Blanc, Jones, Besson, Katz, & Yelin, 1993); and generally,
has a negative effect on functional status (Bousquet
et al., 1994; Ried, Nau, & Grainger-Rousseau, 1999). In par-
ticular, patients with asthma and depression or anxiety had sig-
ni“cantly worse physical functioning and health perceptions
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than patients with asthma but without depression or anxiety
(Afari et al., 2001).

Autonomic Nervous System and Inflammatory Processes
in Stress and Asthma: Possible Connections

As noted, a reasonable conclusion regarding the effects of
stress and emotions on asthma is that some persons with
asthma demonstrate stress- or emotion-linked changes in
pulmonary function. Given that stress results in sympathetic
activation and the release of sympathomimetics (cortisol,
epinephrine), which are known to relax airway smooth mus-
cles, one would expect stress to be associated with broncho-
dilation. What physiological mechanisms might explain the
seemingly paradoxical association of stress with bronchocon-
striction, including the contemporary emphasis on the role
of in”ammation in asthma? Here we summarize brie”y the
common elements of several thoughtful review articles
that suggest potential pathways by which stress and emo-
tions may affect pulmonary function (Lehrer, Isenberg, &
Hochron, 1993; Rietveld, Everaerd, & Creer, 2000; Wright
et al., 1998).

The immune, endocrine, and autonomic nervous system
may contribute to airway variability and interact in complex
ways to help explain stress-related changes in airway func-
tion. Stress increases vulnerability to infection; upper res-
piratory infections are frequently associated with asthma
exacerbations. Stress affects immune function, changes in
immune function may include in”ammatory responses, in-
cluding airway in”ammation, and individual differences in
changes in immune function in response to stress may par-
tially explain idiographic variability in the response to stress.
Bronchoconstriction may result from vagal reactivity in re-
sponse to stress, re”ecting contributions of the autonomic
nervous system to airway control. It is important to consider
the baseline level of stress in a given individual, and the re-
sults of possible interactions of different levels of acute and
chronic stress. Chronic stress may result in a hyporesponsive
HPA axis with attenuated cortisol secretion under added
acute stress (perhaps compounded by chronic daily use of
beta-agonist medications), suggesting a partial explanation of
the seemingly paradoxical response of bronchoconstriction
when stressed among some patients with asthma. Other con-
tributing factors include immune system down-regulation
and the increased risk of infection when stressed (Cohen,
Tyrrell, & Smith, 1991); infections in turn cause in”amma-
tion and increase susceptibility to asthma exacerbations. The
effects of chronic and acute stress on immune-mediated
changes in pulmonary function await investigation in future
research.

MEDICAL TREATMENTS FOR ASTHMA

The 1997 expert panel recommendations (National Heart
Lung and Blood Institute, 1997) are considered the gold
standard of current practice guidelines. These recommenda-
tions de“ne four levels of asthma severity (mild-intermittent,
mild-persistent, moderate-persistent, and severe-persistent)
de“ned by a combination of factors of lung function, noctur-
nal symptom frequency, and daytime symptom frequency.
Treatment recommendations are matched to the level of
severity, resulting in a stepped-care model wherein treatment
guidelines are yoked to severity step.

Medications to treat asthma typically fall into two cate-
gories: controller and reliever medications. Consistent with
the emphasis on the in”ammatory processes involved in
asthma, controller medications exert anti-in”ammatory ef-
fects, and include long-term inhaled (e.g., ”unisolide) or oral
(e.g., prednisone) forms. Reliever medications reverse acute
bronchoconstriction through relaxing the smooth muscles; ex-
amples include short-acting beta-2 agonists (e.g., albuterol).
Mild-intermittent asthma may be controlled through the as-
needed use of reliever medications. Severe-persistent asthma
requires the consistent use of reliever medications and both
oral and inhaled controller medications. Common side effects
of reliever medications include nervousness, rapid heartbeat,
trembling, and headaches. More common side effects of in-
haled controller medications include hoarseness and sore or
dry mouth and throat, whereas oral controller medications
(corticosteroids) are most commonly associated with in-
creased appetite, and nervousness or restlessness. Patients
may confuse corticosteroids prescribed for their asthma with
anabolic steroids (often used illegally to enhance muscle mass
with signi“cant iatrogenic effects). Although the chronic use
of oral corticosteroids for asthma control can be associated
with signi“cant side effects, patients may need to be reassured
that their asthma medications are of a different class of med-
ications that anabolic steroids. Erroneous and dysfunctional
beliefs about asthma and asthma medications may impede ad-
herence with asthma self-care recommendations. Adherence
with recommended medication regimens for asthma is a
knotty issue, as we discuss in the next section.

The Expert Panel Report emphasizes the role of patient
self-management in optimal asthma care. We review compo-
nents of asthma self-management next.

ADHERENCE

The lack of adherence to prescribed medication regimens
is thought to explain signi“cant proportions of morbidity,
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mortality, and urgent/emergent medical care. There are dif-
ferent methods to describe adherence: in terms of the overall
percentage of prescribed medication that is taken, or as a per-
centage of a sample that takes an adequate amount of med-
ication, with a criterion for adequacy de“ned as a proportion
of the total prescribed (e.g., 70%). Using the former method,
a recent review estimated that patients take about 50% of pre-
scribed medication (Bender, Milgrom, & Rand, 1997), but
single studies suggest that the problem with nonadherence
may be even more signi“cant. For example, one study
reported that 30% of their participants took 50% of more of
prescribed medications (F. Dekker, Dieleman, Kapstein, &
Mulder, 1993). Adherence with reliever medications is typi-
cally better than with controller medications (e.g., Kelloway,
Wyatt, DeMarco, & Adlis, 2000). There are a number of rea-
sons why patient use of reliever medications is more than
controller medications, such as the fast-acting effects of the
former being more reinforcing than the use of the latter, de-
spite the greater importance of controller medications in on-
going asthma management.

Researchers have cast a broad net in their efforts to under-
stand adherence dif“culties and identify predictors of nonad-
herence. There are methodological challenges inherent in the
study of adherence, ranging from the evidence that such re-
search is reactive (that participants change their medication-
taking behavior when they know it is monitored), that assays
for levels of common asthma medications in body ”uids
(serum, urine, saliva, etc.) do not exist, to ethical considera-
tions in the covert monitoring of medication use (with covert
monitoring methodology, deception may be involved in
which participants do not receive full disclosure regarding the
purposes of the research: see Levine, 1994). Recent efforts to
understand better the perspective of the patient through qual-
itative research (Adams, Pill, & Jones, 1997) and the devel-
opment of self-report measures to assess patients• reasons for
and against taking their asthma medications as prescribed
(Schmaling, Afari, & Blume, 2000) may lead to effective
patient-centered interventions to improve adherence. For ex-
ample, a pilot trial with patients with asthma comparing edu-
cation with education plus a single session of motivational
enhancement therapy (MET) (W. Miller & Rollnick, 1991),
a structured client-centered psychotherapy, found that MET
improved attitudes toward taking medications among patients
initially unwilling to or ambivalent about taking medications
as prescribed (Schmaling, Blume, & Afari, 2001).

Researchonpredictorsofadherencehasrevealedthatspeci“c
sociodemographic variables are linked to adherence, includ-
ing age and gender. Older age (Bosley, Fosbury, & Cochrane,
1995; Laird, Chamberlain, & Spicer, 1994; Schmaling,Afari, &
Blume, 1998), female gender (Gray et al., 1996; Jones, Jones, &

Katz, 1987), more education (Apter, Reisine,Af”eck, Barrows,
& ZuWallack, 1998), Caucasian ethnicity (Apter et al., 1998),
and higher socioeconomic status (Apter et al., 1998) have been
associated with better adherence to medication regimens among
patientswithasthma.

Adherence with medications is only one component of
treatment adherence. Research has yet to focus on other
components of treatment adherence, such as adherence with
allergen avoidance and environmental control. Indeed, a
prerequisite for patient adherence with such measures would
be receiving information and education on allergen avoid-
ance and environmental control from providers. Yet, despite
practice guidelines that mandate allergy evaluations, provider
adherence is low„among 6,703 patients with moderate or
severe asthma across the United States, less than two-thirds
of patients reported ever having had an allergy evaluation
(Meng, Leung, Berkbigler, Halbert, & Legorreta, 1999).
There may be a number of pragmatic barriers to the consis-
tent implementation of practice guidelines. For example,
with increasing pressure for treatment providers to see more
patients in less time, relatively time-consuming interventions
(such as education) may be curtailed or skipped. In a man-
aged care setting, referrals for allergy evaluations may be
avoided for “nancial reasons. Or, limited dissemination may
result in some treatment providers being unaware of current
practice guidelines. Patients who receive their asthma care
from a specialist rather than a general practitioner have self-
care practices more consistent with treatment guidelines
(Legoretta et al., 1998; Meng et al., 1999; Vollmer et al.,
1997). The extent to which practitioners• behavior is consis-
tent with practice guidelines should be determined before
assessing patients• behavior; patients should not be consid-
ered nonadherent if the appropriate evaluations and treat-
ments have not been “rst established by the practitioner.
However, these steps have not been taken consistently in the
studies to date. Investigations on factors associated with
atopic patients• adherence with allergen avoidance or control
(e.g., regular cleaning and washing to decrease dust mite
exposure) would be a useful area for future research.

PSYCHOSOCIAL FACTORS ASSOCIATED WITH
MEDICAL TREATMENTS AND OUTCOMES

Psychiatric Disorders

Psychiatric disorders impede the ability of patients with
asthma to perceive accurately their pulmonary status, and
to respond appropriately. Both poor perceivers, whose per-
ceived breathlessness is less than actual air”ow limitation,
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and •exaggerated perceivers,Ž whose perceived breathless-
ness is greater than actual air”ow limitation, were “ve and
seven times, respectively, more likely to have psychiatric
disorders than were more accurate perceivers (Rushford,
Tiller, & Pain, 1998). The mechanism by which air”ow per-
ception is affected by psychiatric disorders is unknown.
There are several possible explanations involving psycholog-
ical in”uences on symptom perception (Rietveld, 1998).
First, poor perception may be a consequence of psychiatric
disorders by creating dif“culties with concentration because
of the distracting and disabling emotional symptoms.
Second, asthma symptoms may be similar to symptoms of
certain psychiatric disorders, leading to confusion about the
source of the symptoms among patients with both types of
disorders. For example, shortness of breath is a symptom of
asthma and of panic disorder. Errors in discrimination and at-
tribution, such as taking an anxiolytic in response to a sup-
posed panic attack, would delay appropriate treatment if the
symptoms actually re”ected an exacerbation of asthma.
Third, poor perception and psychiatric disorders may re”ect
a common pathway, such as priming or kindling effects for
emotional and somatic sensations. Asthma occurring in the
context of a comorbid psychiatric disorder should cue
providers to assess patients• perceptual accuracy regarding
their pulmonary status, for example, by comparing percep-
tions of dyspnea with peak expiratory ”ow.

Other Psychological Variables and Their Associations
with Self-Care and Medical Utilization

Apart from categories of psychiatric diagnoses, certain psy-
chosocial characteristics have been reliably linked to non-
optimal self-care and medical utilization. We will examine
two characteristics in terms of their associations with self-
care and medical utilization behaviors, the tendency to re-
spond to asthma with panic-fear and social relationships.

Panic-Fear

Research on the role of panic-fear in asthma has focused
on generalized panic-fear and asthma-speci“c panic-fear.
Generalized tendencies toward panic-fear reactions have
been measured using a subscale of the MMPI, and tendencies
for panicky and fearful responses speci“cally to asthma
symptoms have been measured using a subscale of the
Asthma Symptom Checklist (Kinsman, Luparello, O•Ban-
ion, & Spector, 1973). Independent of objective asthma
severity, both high generalized and asthma-speci“c panic-
fear have been associated with more medical utilization

(Dahlem, Kinsman, & Horton, 1977; Dirks, Kinsman, et al.,
1977; Hyland, Kenyon, Taylor, & Morice, 1993; Kinsman,
Dahlem, Spector, & Staudenmayer, 1977; Nouwen, Freeston,
Labbe, & Boulet, 1999). However, generalized panic-fear
may be a better predictor of asthma-related morbidity than
asthma-speci“c panic-fear (Dirks, Fross, & Evans, 1977).
Greater generalized panic-fear has been associated with
higher rehospitalization rates (Dirks, Kinsman, Horton,
Fross, & Jones, 1978) whereas greater illness-speci“c panic-
fear has been associated with lower rehospitalization rates
(Staudenmeyer, Kinsman, Dirks, Spector, & Wangaard,
1979). High asthma-speci“c panic-fear is accompanied by
more catastrophic cognitions (Carr, Lehrer, & Hochron,
1995), particularly among patients who also meet criteria for
panic disorder (Carr et al., 1994), suggesting that cognitive
interventions are indicated for patients with co-morbid
asthma and panic disorder. Persons with high generalized
panic-fear may not be able to determine the seriousness of a
threat, and determine onset and offset of those threats, lead-
ing to a generally heightened reactivity. Moderate levels of
asthma-speci“c panic-fear is optimal, signaling the need for
vigilance and action (e.g., increased self-monitoring, taking
appropriate medications) by the patient. By contrast, patients
with low asthma-speci“c panic-fear may ignore early symp-
toms that signal the need for more medication, possibly
leading to the need for (potentially avertable) high-intensity
intervention to reverse the air”ow obstruction. Taken to-
gether, some asthma-speci“c panic-fear is adaptive but high
levels of generalized panic-fear is maladaptive for optimal
self-management of asthma.

Social Relationships

Social relationships can decrease or buffer the effects of
stress on illness, or be another source of stress. An early study
showed that patients with asthma who were high in psy-
chosocial assets (a construct that included familial and inter-
personal relationships) required a lower average steroid dose
than those who were low in psychosocial assets (De Araujo,
van Arsdel, Holmes, & Dudley, 1973). More intimate rela-
tionship satisfaction was associated with more medication
use, after accounting for the effects of disease severity, sug-
gesting that patients in more satis“ed relationships may be
more adherent (Schmaling, Afari, Barnhart, & Buchwald,
1997). Patients with intimate relationships were 1.5 times
more likely to evidence satisfactory adherence with their
medications than single patients (Rand, Nides, Cowles, Wise,
& Connett, 1995). Although this study was conducted with a
large sample of patients with chronic obstructive pulmonary
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disease (COPD), the results are relevant because inhaled
medications are a cornerstone of COPD treatment, as they
are for asthma. It appears, then, that the presence of an inti-
mate partner and satisfaction with close relationships may
be associated with more appropriate medication utilization
(more adherent use of medications; less necessity for oral
steroids suggesting better disease control through inhaled
medications), perhaps resulting in less morbidity due to
asthma.

As mentioned, patients with a tendency toward general-
ized fearful, catastrophizing reactions have more medical
utilization. How might fearful reactions and social rela-
tionships interact in patients with asthma? Two models are
relevant: “rst, the concept of the safety signal, which was de-
veloped based on persons with panic disorder. Safety signals
are items (e.g., medications) or people associated with feel-
ings of security and relief (Rachman, 1984). Among patients
with asthma, the presence of the signi“cant other may be
hypothesized to decrease fearful cognitions, and be associ-
ated with lesser reports of asthma symptoms. An alternate
hypothesis comes from kindling-sensitization models that
posit that over time, increasingly lower levels of stimuli are
needed to prompt the occurrence of the target symptoms
(Post, Rubinow, & Ballenger, 1986). Extending this model to
asthma, to the extent that the signi“cant other is a source of
stress, the signi“cant other may be associated with increasing
discomfort and greater reports of asthma symptoms over
time. Theory-driven examinations of the role of the signi“-
cant other and the moderating effects of relationship satisfac-
tion await future research efforts.

PSYCHOLOGICAL INTERVENTIONS
FOR ASTHMA

Asthma Education

Self-care for asthma involves a number of rather complex be-
haviors. The patient must be able to identify asthma symp-
toms, measure his/her peak ”ow at home; calculate whether
pulmonary function is low enough to require action; take
various kinds of medications, each with different purposes,
effects, and side effects; avoid certain asthma triggers; and
visit a doctor regularly.

The NHLBI-sponsored Expert Panel Report (1997) has
recommended that each asthma patient should have a written
action plan. The asthma action plan instructs the patient to
take medication and to contact health care providers ac-
cording to the patient•s asthma severity. Severity is portrayed

as a traf“c light. Three zones are based on signs, symptoms,
and peak ”ow values. When in the green zone (no symptoms,
relatively normal pulmonary function), the patient continues
taking his or her regular dose of •controllerŽmedication (anti-
in”ammatory medication, usually inhaled steroids and/or
leukotreine inhibitors, sometimes along with a long-acting
beta-2 agonist) at the current dose. When in the yellow zone,
the patient takes •relieverŽ or emergency medication (bron-
chodilator, usually albuterol) and may increase the dose of
controller medication. If yellow zone symptomatology does
not resolve within a speci“c time frame, the patient is in-
structed to contact his or her asthma physician. The red zone
describes a severe asthma exacerbation. The patient is in-
structed to take more medication (sometimes including oral
steroid medication), contact the physician, and, in some
cases, proceed to an emergency room.

The following components are included in asthma edu-
cation: instructing the patient about basic facts of asthma
and the various asthma medications, teaching techniques for
using inhalers and avoiding allergens, devising a daily self-
management plan, and completing an asthma diary for
self-monitoring.

Asthma education programs have been shown to be cost
effective for both children (Greineder, Loane, & Parks, 1999)
and adults (Taitel, Kotses, Bernstein, Bernstein, & Creer,
1995). Studies of these programs have demonstrated improve-
ments on measures such as frequency of asthma attacks and
symptoms, medication consumption, and self-management
skills (Kotses et al., 1995; Wilson et al., 1996). More research,
though, is needed to determine which speci“c components
of the interventions (e.g., environmental control, peak ”ow
monitoring) are effective.

Psychotherapy

Sommaruga and colleagues (1995) combined an asthma edu-
cation program with three sessions of cognitive-behavioral
therapy (CBT) focusing on areas that may interfere with
proper medical management. However, few signi“cant
between-group differences on measures of anxiety, depres-
sion, and asthma morbidity (e.g., missed school/work days)
emerged between the control group receiving medical treat-
ment alone and the CBT group. In an uncontrolled study, Park,
Sawyer, and Glaun (1996) applied principles of CBT for panic
disorder to children with asthma reporting greater subjective
complaints and consuming medication in excess of the level
warranted by their pulmonary impairment. In the 12 months
following treatment, the rate of hospitalization for asthma
decreased, but other measures of clinical outcome were not
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analyzed. We have recently combined components of asthma
education and CBT for panic disorder to develop a treatment
protocol appropriate for adults with asthma and panic disorder
(Feldman, Giardino, & Lehrer, 2000). The treatment includes
components on education about asthma and panic, asthma
self-management, anxiety management, instruction on distin-
guishing asthma attacks from panic attacks, exposure and
problem-solving therapy, and “nally, relapse prevention. This
treatment is currently being empirically tested. The NHLBI
guidelines for asthma treatment recommend referral to mental
health professionals when stress appears to interfere with
medical management of asthma (NHLBI, 1997).

Written Emotional Expression Exercises

Persons with asthma, and especially children with asthma,
are more likely to experience negative emotions than are
healthy individuals, but may be less likely to express them
(Hollaender & Florin, 1983; Lehrer et al., 1993; Silverglade,
Tosi, Wise, & D•Costa, 1994). However, empirical data as to
whether and how negative emotions precipitate or exacerbate
asthma attacks are mixed (Lehrer, 1998).

Smyth, Stone, Hurewitz, and Kaell (1999) asked participat-
ing subjects to write an essay expressing their thoughts and
feelings about a traumatic experience. They demonstrated
generally improved health outcomes.Among participants with
asthma, the authors reported a clinically signi“cant improve-
ment in FEV1 after a four-month follow-up, with no improve-
ment noted in a control group who wrote on innocuous topics.

Other Psychosocial Interventions

Castés et al. (1999) provided children with asthma a six-month
program that included cognitive stress-management therapy,
a self-esteem workshop, and relaxation/guided imagery.
Improvement occurred both in clinical measures of asthma
and in asthma-related immune-system measures. The treat-
ment group, but not the control group, signi“cantly decreased
their use of beta-2 agonist medications, showed improvements
in FEV1, and, at the end of treatment, no longer showed a re-
sponse to bronchodilators (consistent with improvement in
asthma). Basal FEV1 improved to normal levels in the treat-
ment group after six months of treatment. Children in the treat-
ment group showed increased natural killer cell activity and a
signi“cantly augmented expression of the T-cell receptor for
IL-2, along with a signi“cantly decreased count of leukocytes
with low af“nity receptors for IgE. The results suggest that,
over the long-term, stress management methods may have
important preventive effects on asthma, and may affect the
basic in”ammatory mechanisms that underlie this disease.

Direct Effects of Psychological Treatments
on the Pathophysiology of Asthma

Relaxation Training

In an earlier review (Lehrer, Sargunaraj, & Hochron, 1992),
we concluded that relaxation training often has statistically
signi“cant but small and inconsistent effects on asthma.
More recent studies have yielded a similar pattern (Henry,
de Rivera, Gonzales-Martin, Abreu, 1993; Lehrer et al., 1994;
Lehrer, Hochron, et al., 1997; Loew, Siegfried, Martus,
Trill, & Hahn, 1996; Smyth, Stone, et al., 1999; Vazquez &
Buceta, 1993a, 1993b, 1993c). Outcome measures, popula-
tions, and relaxation procedures differ across studies, and
may explain some of the inconsistencies. Although clinically
signi“cant relaxation-induced changes in pulmonary func-
tion have been noted in asthma, they do not occur consis-
tently. It is possible that relaxation training may have an
important effect only among people with emotional asthma
triggers, or that the pre-existing effects of asthma medication
attenuated the effects of relaxation training in these studies.

Data from our laboratory suggest that the immediate ef-
fects of relaxation on asthma may differ from the longer term
effects (Lehrer et al., 1994; Lehrer, Hochron, et al., 1997).
We found that pulmonary function decreased between the
beginning and end of speci“c relaxation sessions, and that
these decreases were correlated with evidence of increased
parasympathetic tone. Such •parasympathetic reboundŽ ef-
fects are commonly seen during the practice of relaxation. A
small improvement in pulmonary function was observed
over six weeks of treatment, showing that the immediate ef-
fects of relaxation may differ from the longer term effects.
We have hypothesized that this improvement results from
a general decrease in autonomic reactivity. Gellhorn (1958)
hypothesized that this is a general effect of relaxation
methods, mediated by decreased sympathetic arousal, and
consequent downregulation of homeostatic parasympathetic
re”exes. More recent literature con“rms this hypothesis
(Lehrer, 1978, 1996). Therefore, when assessing the impact
of interventions that are directed at reducing autonomic
arousal or reactivity, it may be important not only to measure
physiological changes over the course of multiple sessions,
but also to be aware that measures taken immediately fol-
lowing the termination of a session of relaxation training
may re”ect to observe any therapeutic bene“ts that may be
produced.

Vazquez and Buceta (1993a, 1993b, 1993c) studied the
effects of an asthma education program, both alone and
combined with progressive relaxation instruction. They
found evidence for relaxation-induced therapeutic effects
on duration of asthma attacks only among children with a
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history of emotional triggers. Participants without emotional
triggers showed greater changes on this measure without re-
laxation instruction. At a borderline signi“cant level, partici-
pants given relaxation training showed a greater decrease in
consumption of beta-2 adrenergic stimulant (rescue) medica-
tions than those not given relaxation training. However, on
measures of pulmonary function, participants with emotional
asthma triggers bene“ted signi“cantly from asthma educa-
tion without relaxation, but not with it. The authors hypothe-
sized these subjects may have put less emphasis on proper
medical management of asthma. Thus, relaxation training
may only be bene“cial for asthma patients with emotionally-
triggered symptoms.

Biofeedback Techniques

EMG Biofeedback

Kotses and his colleagues (Glaus & Kotses, 1983; Kotses et al.,
1991) hypothesized that changes in facial muscle tension di-
rectly produce respiratory impedance through a trigeminal-
vagal re”ex pathway (such that tensing these muscles produces
bronchoconstriction, while relaxing them produces bronchodi-
lation). They tested the model using frontal EMG biofeedback
to increase and decrease tension in the facial muscles. Frontal
EMG relaxation training was found to decrease facial muscle
tension and to produce improvements in pulmonary function,
while training to increase tension in this area had the opposite
effect. EMG biofeedback training to the forearm muscles had
no effects. Several studies from other laboratories have failed
to replicate these “ndings, however (Lehrer et al., 1994, 1996;
Lehrer, Generelli, & Hochron, 1997; Mass, Wais, Ramm, &
Richter, 1992; Ritz, Dahme, & Wagner, 1998).

Another biofeedback strategy, suggested by Peper and his
colleagues, linked pulmonary function with tension in the
skeletal muscles of the neck and thorax (Peper & Tibbetts,
1992). (Tension in this area often is produced by a pattern of
thoracic breathing.) They used EMG biofeedback training to
teach participants to relax these muscles, while simultane-
ously increasing volume and smoothness of breathing. This
training was done in the context of a multi-component treat-
ment that included desensitization to asthma sensations and
training in slow diaphragmatic breathing. The latter training
was carried out by a biofeedback procedure using an incen-
tive inspirometer. At the follow-up, all subjects signi“cantly
reduced their EMG tension levels while simultaneously
increasing their inhalation volumes. Subjects reported reduc-
tions in their asthma symptoms, medication use, emergency
room visits, and breathless episodes. A small study from our
laboratory did not show signi“cant effects for this method

(Lehrer, Carr, et al., 1997), but this study lacked power to
determine whether some trends in the data were signi“cant.
More research on this method is warranted.

Respiratory Resistance Biofeedback

Mass and his colleagues (1991) attempted to train subjects to
decrease respiratory resistance by providing continuous
biofeedback of this measure, using the forced oscillation
method. In an uncontrolled trial, this feedback technique
decreased average respiratory resistance within sessions but
not between sessions (Mass, Dahme, & Richter, 1993). It did
not increase FEV1 (Mass, Richter, & Dahme, 1996). They
concluded that this type of biofeedback is not an effective
technique for the treatment of bronchial asthma in adults.

Respiratory Sinus Arrhythmia (RSA) Biofeedback

More recently, a novel biofeedback approach that utilizes the
phenomenon of respiratory sinus arrhythmia (RSA) has been
used to improve pulmonary function in asthma patients
(Lehrer, Carr, et al., 1997; Lehrer, Smetankin, & Potapova,
2000). In RSA, the increase and decrease in heart rate with in-
spiration and expiration, is mediated by vagal out”ow at the
sino-atrial node. Normally, the magnitude of heart rate vari-
ability at respiratory frequency is directly associated with
efferent vagal activity and may also be related to autonomic
regulatory control. A detailed manual for conducting this
procedure has been published (Lehrer, Vaschillo, & Vaschillo,
2000). In brief, patients utilize slow (approximately six
breaths per minute), abdominal, pursed-lips breathing to in-
crease the magnitude of RSA at their own particular optimal
respiratory frequency. Multiple case studies from clinics in
Russia support the hypothesis that RSA biofeedback training
is an effective treatment for various neurotic and stress-related
physical disorders (Chernigovskaya, Vaschillo, Petrash, &
Rusanovskii, 1990; Chernigovskaya, Vaschillo, Rusanov-
skii, & Kashkarova, 1990; Pichugin, Strelakov, & Zakhare-
vich, 1993; Vaschillo, Zingerman, Konstantinov, & Menitsky,
1983), and asthma (Lehrer, Smetankin, et al., 2000). Larger
scale, controlled clinical trials are currently underway to fur-
ther assess the effectiveness and therapeutic mechanisms of
this intervention.

Other Self-Regulation Methods

Yoga

Two studies of yoga among asthmatics found improvement
in asthma symptoms, as well as a more positive attitude,
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feelings of well-being, and fewer symptoms of panic. One
was an uncontrolled trial (Jain et al., 1991), while the other
had a no-treatment control condition (Vedanthan et al., 1998).
These studies suggested that yoga may have greater effects
on the subjective symptoms of asthma than on physiological
function. However, these conclusions remain tentative be-
cause of the small amount of research on this topic, and the
wide variety of yoga methods used throughout the world.

Hypnosis

In a controlled study of hypnosis as a treatment of asthma
among children, Kohen (1995) noted improvement in asthma
symptoms, but not in pulmonary function, compared with no
treatment and waking suggestion groups. A greater decrease
in emergency room visits and missed days in school also
were found in the hypnosis group. These data suggest that
hypnotic interventions may improve asthma quality of life,
but not pulmonary function. Further evaluation of these ef-
fects is warranted. Similar “ndings were obtained in a later
uncontrolled study among preschool children (Kohen &
Wynne, 1997) for parental reports of asthma symptoms, but
not pulmonary function.

Discussion

Asthma education programs that emphasize asthma self-care
have become standard components in the accepted protocol
for treating asthma and are of proven effectiveness in reduc-
ing general asthma morbidity. However, these interventions
are complex, and the task of component analysis has just
begun to determine which aspects of these programs are most
effective, and the particular population to whom each should
be directed. Also, the possibly independent effects of these
interventions on pulmonary function and asthma quality of
life deserve further evaluation.

In addition, future research may identify more exactly the
individuals for whom stress-management interventions (such
as relaxation therapies) should be targeted (e.g., people who
frequently experience stress-induced asthma exacerbations),
and the magnitude of this effect. The overall effects of these
methods appear to be small, but studies of more “nely
targeted populations may show greater results. Finally, the
effects of these interventions on mediating immune and in-
”ammatory processes have not yet been investigated, so the
pathway of their effects has not yet been established.

Other promising new interventions for asthma include
biofeedback training to increase the amplitude of respiratory
sinus arrhythmia, practice in slow breathing, and training to
improve accuracy of perceiving airway obstruction (Harver,
1994; Stout, Kotses, & Creer, 1997) to increase patients•

abilities to respond appropriately and in a timely fashion to
asthma symptoms.

CONCLUSIONS, UNANSWERED QUESTIONS, AND
FUTURE DIRECTIONS

Asthma is a common and costly chronic illness associated
with signi“cant morbidity and mortality, which have in-
creased in recent years despite advances in knowledge about
asthma and its treatment.

Areview of the application of major psychological theories
to asthma research revealed that there is some support for the
roles of classical conditioning of respiratory resistance and
asthma symptoms (e.g., cough), and cognitive processes in-
cluding suggestion and other perceptual processes in asthma.
By contrast, research informed by other theories is appealing
but relatively unexplored. Future research could examine
the contributions of operant conditioning (e.g., to what extent
is self-management behavior shaped by consequences in
patients• environments?), questionnaire or observational re-
search of key constructs from family systems theories, and
covariates of repressive-defensive coping among adults with
asthma.

Our review of the associations of asthma with stress or
emotions suggested that few general statements can be made
across persons: Stress or emotions are associated with pul-
monary function among some but not all persons with
asthma, and furthermore, emotions associated with asthma
may vary from person to person. Despite the methodological
challenges inherent in this area of research, an appropriate
conclusion appears to be that stress or certain emotions are
salient covariates of pulmonary function for some persons
and that this association should be determined on a personal,
or idiographic, basis.

Behavioral scientists interested in asthma will “nd many
other fertile areas for research and treatment development,
including psychosocial variables affecting adherence with
treatment recommendations and self-management practices,
new behavioral interventions for asthma, and identifying the
characteristics of persons who would most bene“t from these
interventions. A focus on behavior, to characterize pathologi-
cal processes and develop relevant behavioral interventions,
is crucial to reverse the disturbing trend of increasing mor-
bidity and mortality among persons with asthma.
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Over the past two decades, the prevalence of overweight and
obesity in the United States has increased dramatically
(Flegal, Carroll, Kuczmarski, & Johnson, 1998). More than
half of all Americans are now overweight or obese (Mokdad
et al., 1999), and the trend toward increasing prevalence
has not abated (Mokdad et al., 2000). Concern about this
epidemiclike trend stems from an overwhelming body of
evidence demonstrating the negative health consequences
associated with increased body weight. Being overweight or
obese substantially raises the risk for a variety of illnesses,
and excess weight is associated with increased all-cause
mortality (Pi-Sunyer, 1999). Consequently, millions of
Americans stand poised to develop weight-related illnesses
such as cardiovascular disease, hypertension, diabetes melli-
tus, and osteoarthritis. As the second leading contributor to
preventable death in the United States (McGinnis & Foege,
1993), obesity constitutes a major threat to public health and
a signi“cant challenge to health care professionals.

In this chapter, we provide a review of research related to
understanding and managing obesity. We begin with the as-
sessment and classi“cation of obesity, and we describe the epi-
demiology of body weight in the United States. We summarize
the physical, psychosocial, and economic consequences asso-
ciated with excess body weight, and we examine prominent
biological and environmental contributors to obesity. Next
we describe current treatments of obesity, including behav-
ioral (lifestyle) interventions, pharmacotherapy, and bariatric
surgery; we give special attention to what may be the most
problematic aspect of obesity treatment, the maintenance of
lost weight. We conclude our review by discussing recom-
mendations for the management and prevention of obesity.

CLASSIFICATION OF OBESITY

Obesity is de“ned as an excessive accumulation of body
fat„excessive to the extent that it is associated with negative
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health consequences. An individual is considered obese when
body fat content equals or exceeds 30% to 35% in women or
20% to 25% in men (Lohman, 2002). However, this decep-
tively simple de“nition obscures the complexities involved
in the measurement and classi“cation of body composition.
Direct measurement of body fat can be accomplished through
a variety of methods, including hydrostatic (underwater)
weighing, skinfold measurement, bioelectrical impedance,
dual energy x-ray absorptiometry (DEXA), and computer-
ized tomography (CT). Direct measurement is typically
either expensive (as is the case with DEXA and CT) or
inconvenient (as is the case with hydrostatic weighing and
skinfold measures). Consequently, for practical purposes,
overweight and obesity often have been de“ned in terms of
the relation of body weight to height.

“Ideal” Weight

Actuarial data from insurance companies have provided
tables of •idealŽ weights for mortality rates (Metropolitan
Life Insurance Company, 1983). For many years, 20% or
more over ideal weight for height was commonly used as the
de“nition of obesity (National Institutes of Health [NIH]
Consensus Development Panel on the Health Implications of
Obesity, 1985). In recent years, however, the limitations of
this approach have become increasingly apparent. For exam-
ple, insurance company data are not representative of the
U.S. population, particularly for women and minorities
(Foreyt, 1987). In addition, alternative weight-to-height
indices have shown greater correspondence to direct mea-
sures of body fat and to the negative health consequences of
obesity (L. Sjöstrom, Narbro, & Sjöstrom, 1995).

Body Mass Index

Body Mass Index (BMI), also known as Quetelet•s Index, is
an alternative weight-to-height ratio that has gained general
acceptance as the preferred method for gauging overweight.
BMI is calculated by dividing weight in kilograms by the
square of height in meters (kg/m2). BMI can also be calcu-
lated without metric conversions by use of the following
formula: pounds/inches2 	 704.5. BMI is not encumbered by
the problems inherent in de“ning •ideal weight,Žand it corre-
sponds more closely to direct measures of body fat than
alternative weight-to-height ratios (Keys, Fidanza, Karvonen,
Kimura, & Taylor, 1972; L. Sjöstrom et al., 1995).

While BMI provides an •acceptable approximation of
total body fat for the majority of patientsŽ (National Heart,
Lung, and Blood Institute [NHLBI], 1998 p. xix), it does not
discriminate between weight associated with fat versus

weight associated with muscle. For example, an athlete may
have a high BMI as a result of the higher body weight associ-
ated with greater levels of muscle mass rather than excess fat.
In addition, because one can be overfat, even in the context of
a healthy BMI, other measures such as waist measurement
should be used concurrently for a comprehensive assessment
of a person•s •risk due to weightŽ status.

Table 6.1 presents body weights (in pounds) by height (in
inches) that correspond to BMI values of 18.5, 25, 30, 35, and
40. These selected values correspond to the various cut points
used by the World Health Organization (WHO) system to cat-
egorize overweight and obesity.

The WHO Classification System

The WHO (1998) has developed a graded classi“cation sys-
tem for categorizing overweight and obesity in adults accord-
ing to BMI. In the WHO system, overweight is de“ned as a
BMI � 25, and obesity is de“ned as a BMI � 30. The WHO
system, which has also been accepted by NIH (NHLBI,
1998), employs six categories based on the known risk of co-
morbid conditions associated with different BMI levels (see
Table 6.2). For example, the risk of comorbid conditions is
considered •averageŽ in the normal weight category and
•very severeŽ in the obese class III category. Thus, the WHO
classi“cation system facilitates the identi“cation of individu-
als and groups at increased risk of morbidity and mortality,
and it allows for meaningful comparisons of weight status
within and between populations.

TABLE 6.1 Body Mass Index 

Body Mass Index

18.5 25 30 35 40

Height Body Weight

58 89 119 143 167 191
59 92 124 149 174 198
60 95 128 153 179 204
61 99 132 158 185 211
62 100 136 164 191 218
63 104 141 169 197 225
64 108 145 174 204 232
65 111 150 180 210 240
66 115 155 186 216 247
67 118 159 191 223 255
68 122 164 197 230 262
69 125 169 203 236 270
70 130 174 207 243 278
71 133 179 215 250 286
72 136 184 221 258 294
73 139 189 227 265 302
74 144 195 234 273 312
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TABLE 6.2 World Health Organization Classification of Overweight
According to BMI and Risk of Comorbidities

Category BMI (kg/m2) Disease Risk

Underweight 
18.5 Low*
Normal weight 18.5…24.9 Average
Overweight �25.0

Pre-obese 25.0…29.9 Increased
Obese Class I 30.0…34.9 Moderate
Obese Class II 35.0…39.9 Severe
Obesity Class III �40.0 Very severe

*There is an increased risk of other clinical problems (e.g., anorexia
nervosa).

Measurement of Abdominal Fat

The health risks associated with obesity vary signi“cantly ac-
cording to the distribution of body fat (WHO, 1998). Upper
body (abdominal) fatness is more closely associated with ab-
normalities of blood pressure, glucose tolerance, and serum
cholesterol levels than is lower body obesity (Pouliot et al.,
1994). Consequently, individuals with abdominal obesity
incur increased risk for heart disease and for type 2 diabetes
mellitus. Because abdominal fatness can vary substantially
within a narrow range of BMI, it is important in clinical set-
tings to include a measure of abdominal obesity (James,
1996). For example, the waist-hip ratio (WHR) represents
one method of identifying individuals with potentially
health-compromising abdominal fat accumulation. A high
WHR (de“ned as �1.0 in men and �.85 in women) re”ects
increased risk for obesity-related diseases (James, 1996).
Evidence, however, suggests that a simple measure of waist
circumference may provide a better indicator of abdominal
adiposity and the likelihood of detrimental health conse-
quences than does the WHR (James, 1996; Thomas, 1995). A
waist circumference measurement greater than 40 inches in
men and greater than 35 inches in women confers increased
risk for morbidity and mortality (James, 1996; NHLBI, 1998;
Pouliot et al., 1994).

EPIDEMIOLOGY OF OBESITY

Data from recent population surveys (Flegal et al., 1998;
Kuczmarski, Carrol, Flegal, & Troiano, 1997) indicate that
19.9% of the men and 24.9% of the women in the United
States are obese (i.e., BMI � 30). An additional 39.4% of
men and 24.7% of women are overweight (i.e., BMI of 25.0
to 29.9). Collectively, the data show that the majority (54.9%)
of adults in the United States, approximately 97 million peo-
ple between the ages of 20 to 74, are overweight or obese.
The rates of obesity are highest among African American

women (37.4%) and Mexican American women (34.2%), and
additional percentages of each of these groups (29.1% and
33.4%, respectively) are overweight (Flegal et al., 1998).
Table 6.3 presents the current prevalence rates of overweight
and obesity by gender and by race/ethnicity.

Socioeconomic and age-related differences in obesity
rates are also evident in the population surveys. Women with
lower income or lower levels of education are more likely to
be obese than those of higher socioeconomic status, and obe-
sity rates generally increase with age across all groups. Cur-
rent rates of obesity by age group for men and women are
shown in Figure 6.1. Note that the obesity prevalence peaks
at ages 50 to 59 for both men and women.

Dating back to 1960, national surveys have assessed
height and weight in large representative samples of the
U.S. population. These data, from the National Health
Examination Survey (NHES; Kuczmarski, Flegal, Camp-
bell, & Johnson, 1994) and the National Health and

TABLE 6.3 Prevalence of Overweight and Obesity by Gender and
Race/Ethnicity

BMI (Weight Category)

�25.0
25.0…29.9 �30.0 (Overweight or

(Overweight) (Obese) Obese)
Gender, Race/Ethnicity % % %

Women
White 23.1 22.4 45.5
African American 29.1 37.4 66.5
Mexican American 33.4 34.2 67.6
All 24.7 24.9 49.6

Men
White 39.6 20.0 59.6
African American 36.2 21.3 57.5
Mexican American 44.0 23.1 67.1
All 39.4 19.9 59.3

Source: Data from NHANES III (Flegal et al., 1998).

20–29 30–39 40–49 50–59 60–69

Figure 6.1 Current prevalence of obesity (BMI � 30) in United States.
Source: Data from NHANES III; Flegal et al., 1998.
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Nutrition Examination Surveys I, II, III (NHANES I-III;
Flegal et al., 1998; Kuczmarski et al., 1994) allow a com-
prehensive examination of the changing rates of overweight
and obesity over the past four decades. NHES evaluated
data collected from 1960 to 1962 and reported an over-
weight prevalence of 43.3% in adults. Nearly a decade later,
the data from NHANES I, conducted in 1971 to 1974,
indicated an overall prevalence of 46.1%, a level which re-
mained relatively constant during the next decade, as re-
”ected in the 46.0% prevalence observed in NHANES II,
conducted in 1976 to 1980. However, the results of
NHANES III, conducted in 1988 to 1994, revealed an
alarming increase in the prevalence of overweight individu-
als to 54.9%. Particularly disturbing were the rates of obe-
sity (BMI � 30), which increased 10% among women and
8% among men during the 14 years between NHANES II-
III (Leigh, Fries, & Hubert, 1992). Figure 6.2 presents the
prevalence rates of obesity from the four population surveys
conducted between 1960 and 1994.

CONSEQUENCES OF OBESITY

Impact on Morbidity

Obesity has a substantial adverse impact on health via its as-
sociation with a number of serious illnesses and risk factors
for disease. Obesity-related conditions include hypertension,
dyslipidemia, type 2 diabetes mellitus, coronary heart disease
(CHD), stroke, gallbladder disease, osteoarthritis, sleep
apnea, respiratory problems, and cancers of the endometrium,
breast, prostate and colon.

Some of the more prominent comorbidities of obesity are
described next.

Hypertension. The prevalence of high blood pressure
in adults is twice as high for individuals with BMI � 30
than for those with normal weight (Dyer & Elliott, 1989;
Pi-Sunyer, 1999). Mechanisms for increased blood pres-
sure appear to be related to increases in blood volume,
vascular resistance, and cardiac output. Hypertension is
a risk factor for both CHD and stroke (Havlik, Hubert,
Fabsitz, & Feinleib, 1983).

Dyslipidemia. Obesity is associated with lipid pro-
“les that increase risk for CHD, including elevated levels
of total cholesterol, triglycerides, and low-density lipopro-
tein (•badŽ) cholesterol, as well as low levels of high-
density lipoprotein (•goodŽ) cholesterol (Allison &
Saunders, 2000).

Type 2 Diabetes Mellitus. Data from international studies
consistently show that obesity is a robust predictor of the
development of diabetes (Folsom et al., 2000; Hodge,
Dowse, Zimmet, & Collins, 1995; NHLBI, 1998). A 14-
year prospective study concluded that obese women were at
40 times greater risk for developing diabetes than normal-
weight, age-matched counterparts (Colditz et al., 1990).
Current estimates suggest that 27% of new cases of type 2
diabetes are attributable to weight gain of 5 kg or more in
adulthood (Ford, Williamson, & Liu, 1997). Moreover, ab-
dominal obesity is a speci“c major risk factor for type 2 dia-
betes (Chan, Rimm, Colditz, Stampfer, & Willett, 1994).

Coronary Heart Disease. Overweight, obesity, and ab-
dominal adiposity are associated with increased morbidity
and mortality due to CHD. These conditions are directly
related to elevated levels of cholesterol, blood pressure,
and insulin, all of which are speci“c risk factors for car-
diovascular disease. Recent studies suggest that, com-
pared to a BMI in the normal range, the relative risk for
CHD is twice as high at a BMI of 25 to 29, and three times
as high for BMI � 29 (Willett et al., 1995). Moreover, a
weight gain of 5 to 8 kg increases CHD risk by 25%
(NHLBI, 1998; Willett et al., 1995).

Stroke. The Framingham Heart Study (Hubert, Feinleib,
McNamara, & Castelli, 1983) suggested that overweight
may contribute to stroke risk, independent of hypertension
and diabetes. Later research established that the relation-
ship between obesity and stroke is clearer for ischemic
stroke versus hemorrhagic stroke (Rexrode et al., 1997).
Recent prospective studies show a graduated increase in
risk for ischemic stroke with increasing BMI (i.e., risk is

Figure 6.2 Prevalence of obesity (BMI � 30) in United States. Source:
Data from NHANES I, II, and III; Flegal et al., 1998.
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75% higher with BMIs � 27; 137% higher with BMIs �
32) (Rexrode et al., 1997).

Gallstones. Obesity is a risk factor across both age and
ethnicity for gallbladder disease. The risk of gallstones is
4 to 6 times higher for women with BMIs � 40 compared
to women with BMIs 
 24 (Stampfer, Maclure, Colditz,
Manson, & Willett, 1992).

Sleep Apnea. Sleep apnea is a serious and potentially life-
threatening breathing disorder, characterized by repeated
arousal from sleep due to temporary cessation of breath-
ing. Both the presence and severity of sleep apnea, is
associated with obesity, and sleep apnea occurs dispropor-
tionately in people with BMIs � 30 (Loube, Loube, &
Miller, 1994). Large neck circumference (� 17 inches in
men and � 16 inches in women) is highly predictive of
sleep apnea (Davies & Stradling, 1990).

Women’s Reproductive Health. Menstrual irregularity and
amenorrhea are observed with greater frequency in over-
weight and obese women (Hartz, Barboriak, Wong, Kata-
yama, & Rimm, 1979). Polycystic ovary syndrome, which
often includes infertility, menstrual disturbances, hir-
sutism, and anovulation, is associated with abdominal
obesity, hyperinsulinemia, and insulin resistance (Dunaif,
1992; Goudas & Dumesic, 1997).

Impact on Mortality

Not only does obesity aggravate the onset and progression
of some illnesses, it also shortens life (Allison, Fontaine, Man-
son, Stevens, & Van Itallie, 1999). Studies show that all-cause
mortality rates increase by 50% to 100% when BMI is equal to
or greater than 30 as compared with BMIs in the normal range
(Troiano, Frongillo, Sobal, & Levitsky, 1996). Indeed, more
than 300,000 deaths per year in the United States are attribut-
able to obesity-related causes (Allison et al., 1999).

Psychosocial Consequences

Many obese people experience social discrimination and
psychological distress as a consequence of their weight. The
social consequences associated with obesity include bias,
stigmatization, and discrimination„consequences that can
be highly detrimental to psychological well-being (Stunkard
& Sobal, 1995). Social bias results from the widespread, but
mistaken, belief that overweight people lack self-control.
Negative attitudes toward obese people, which are pervasive
in our society, have been reported in children as well as
adults, in health care professionals as well as the general pub-
lic, and in overweight individuals themselves (Crandall &

Biernat, 1990; Rand & Macgregor, 1990). An obese person is
less likely to get into a prestigious college, to get a job, to
marry, and to be treated respectfully by a physician than is his
or her nonobese counterpart (Gortmaker, Must, Perrin, Sobol,
& Dietz, 1993; Pingitore, Dugoni, Tindale, & Spring, 1994).
Indeed, obesity may well be the last socially acceptable object
of prejudice and discrimination in our country.

Despite the negative social consequences of overweight,
most early studies have reported similar rates of psy-
chopathology in obese and nonobese individuals. However,
these studies suffered from a number of limitations, for exam-
ple, failing to account for gender effects (Wadden, Womble,
Stunkard, & Anderson, 2002). More recent studies have at-
tempted to rectify this.A large-scale, general population study
(Carpenter, Hasin, Allison, & Faith, 2000) recently showed
that obesity was associated with a 37% greater risk of major
depressive disorder, as well as increased suicidal ideation and
suicide attempts among women but interestingly, not among
men, for whom obesity was associated with a reduced risk of
major depression. A consistent “nding is the higher levels of
body image dissatisfaction that are widely reported by obese
individuals. Body image dissatisfaction is particularly ele-
vated in women with higher socioeconomic status, those who
were overweight as children, and binge eaters (French, Jeffery,
Sherwood, & Neumark-Sztainer, 1999; Grilo, Wil”ey,
Brownell, & Rodin, 1994). In contrast, members of certain mi-
nority groups, particularly, Hispanic and African Americans,
are less likely to display disparaging attitudes toward obesity
in either themselves or others (Crandall & Martinez, 1996;
Kumanyika, 1987; Rucker & Cash, 1992). In fact, Black
women often ascribe positive attributes such as stamina and
authority to being large (Rosen & Gross, 1987).

In contrast to studies of obese persons in the general pop-
ulation, research on psychological disturbance in people pre-
senting for treatment at obesity clinics shows a clear pattern
of results. Obese help-seekers display higher rates of psycho-
logical distress and binge eating when compared to normal-
weight individuals and to obese persons who are not seeking
help (Fitzgibbon, Stolley, & Kirschenbaum, 1993; Spitzer
et al., 1993).

Economic Costs of Obesity

The economic impact of obesity is enormous. In 1995, the
total costs attributable to obesity amounted to $99.2 billion
(Wolf & Colditz, 1998). This total can be further viewed in
terms of direct and indirect costs. Direct costs (i.e., dollars
expended in medical care due to obesity) amount to approxi-
mately $51.6 billion and represent 5.7% of national health
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expenditures in the United States. The indirect costs (i.e., lost
productivity due to morbidity and mortality from diseases as-
sociated with obesity) amount to an additional $47.6 billion.
In addition, consumers spend in excess of $33 billion annu-
ally for weight-loss interventions, exercise programs, weight-
control books, and diet foods and beverages (Thomas, 1995).
Researchers estimate that the overall economic impact of
obesity is similar to that of cigarette smoking (NHLBI, 1998;
Wolf & Colditz, 1998).

CONTRIBUTORS TO OBESITY

Given the prevalence and seriousness of obesity, it is essen-
tial that we understand its etiology. Understanding the factors
that contribute to the development of obesity may lead to ef-
fective interventions for its control and prevention. In this
section, we address genetic and environmental contributors
to overweight and obesity.

Genetic Contributors

In the past decade, there has been great enthusiasm about the
prospects of identifying the biological causes of obesity. A
body of research showing that obesity tends to run in families
spurred the search for the genetic basis of obesity. For exam-
ple, familial studies consistently have shown that BMI is
highly correlated among “rst-degree relatives (Bouchard,
Perusse, Leblanc, Tremblay, & Theriault, 1988), and investi-
gations of identical twins reared apart have suggested that
the genetic contribution to BMI may be as high as 70%
(Stunkard, Harris, Pedersen, & McClearn, 1990). Such “nd-
ings have led researchers to suspect that a single major, but as
yet unidenti“ed, recessive gene accounts for a signi“cant
proportion of the variance in body mass (Bouchard, Perusse,
Rice, & Rao, 1998). In addition, researchers also believe that
body-fat distribution, resting metabolic rate, and weight gain
in response to overconsumption are each controlled by ge-
netic factors that may interact to predispose certain individu-
als to obesity (Chagnon et al., 2000; Feitosa et al., 2000;
Levin, 2000).

Among the “rst genetic defects linked to obesity was the
discovery of the ob gene and its protein product leptin (Zhang
et al., 1994). Leptin, a hormone produced by fat cells, in”u-
ences hypothalamic regulation of energy intake and expendi-
ture. Laboratory mice that fail to produce leptin due to a
genetic defect become obese as the result of excess energy in-
take and physical inactivity (Zhang et al., 1994). Moreover,
the administration of recombinant leptin in such animals de-
creases food intake, increases physical activity, and reduces

body weight (Camp“eld, Smith, Guisez, Devos, & Burn,
1995). In humans, however, only a very small percentage of
obese individuals have leptin de“ciencies (Montague et al.,
1997). Most obese individuals actually have higher rather
than lower levels of leptin due to their higher levels of adi-
pose tissue (Considine et al., 1996). Thus, some researchers
(Ahima & Flier, 2000) have suggested that obese persons
may become leptin •resistantŽ similar to the way obese per-
sons with type 2 diabetes become insulin resistant. Trials of
recombinant leptin as treatment for obesity have yielded
modest results. High doses of leptin (administered via daily
subcutaneous injections) have produced reductions in body
weight of about 8%„a decrease equivalent to what is typi-
cally accomplished in lifestyle interventions (Heyms“eld
et al., 1999).

Several other single-gene defects have been discovered
that contribute to obesity in animals (Collier et al., 2000;
Levin, 2000). However, only one of these mutations appears
to be a frequent contributor to human obesity. Investigators
(Farooqi et al., 2000; Vaisse et al., 2000) have found that 4%
of morbidly obese individuals display a genetic mutation in
the melanocortin-4 receptor (MC4), which plays a key role
in the hypothalamic control of food intake. Thus, research
into the MC4 receptor and other potential genetic causes of
obesity continues at a rapid pace (Comuzzie & Allison, 1998).

Environmental Contributors

Poston and Foreyt (1999) have recently argued that •genes
are not the answerŽ to understanding the development of obe-
sity (p. 201). They maintain that animal models of obesity are
severely limited in their generalizability to humans. More-
over, they contend that several sources of information indi-
cate that environmental factors are the primary determinants
of human obesity.

For example, the in”uence of sociocultural factors on the
development of obesity can be seen in preindustrialized soci-
eties that undergo a transition to modernization (i.e., West-
ernization). In a classic study of the association between
obesity and modernization in Polynesia, Prior (1971) found
that the prevalence of obesity in the highly Westernized re-
gion of Maori was more than double the rate of obesity on the
more traditional island of Pakupaku (i.e., 35% versus 15%,
respectively). Similarly, the in”uence of environmental fac-
tors can be seen in a comparison of groups that share the
same genetic heritage but live in environments that support
very different lifestyles. For example, the Pima Indians of
Arizona, who live in a •modernŽ environment, have the high-
est prevalence of obesity of any ethnic/racial group in the
United States (Krosnick, 2000). However, the prevalence of
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obesity in the Pima Indians of rural Mexico is less than half
that of their Arizona counterparts. Although the two groups
share the same genetic makeup, they differ dramatically in
their lifestyles. The Pimas in rural Mexico consume a diet
with less animal fat and more complex carbohydrates, and
they expend a greater amount of energy in physical labor than
do their cousins in Arizona (Ravussin, Valencia, Esparza,
Bennett, & Schultz, 1994). Thus, environments that foster
appropriate food consumption and energy expenditure can
limit the development of obesity even in the presence of a
strong genetic predisposition.

Alternatively, environments that offer unlimited access to
high-calorie foods and simultaneously support low levels of
physical activity can promote obesity even in the absence of
a speci“c genetic predisposition. As several authors (Hill &
Peters, 1998; Poston & Foreyt, 1999) have noted, the human
gene pool has not changed in the past quarter century. Conse-
quently, the increased prevalence of obesity in the United
States and other Western countries must be due to the in”u-
ence of environmental factors on energy consumption and/or
energy expenditure.

Are Americans eating more food and taking in more calo-
ries? Research on the trends in energy intake has been incon-
clusive (Ernst, Sempos, Briefel, & Clark, 1997; Nestle &
Woteki, 1999). Some surveys (e.g., Norris et al., 1997) show
that energy intake has been declining, whereas others (e.g.,
Centers for Disease Control and Prevention, 1994) suggest
that energy intake has been rising. Because surveys of self-
reported food consumption are susceptible to response bi-
ases, alternative methods of gauging population trend in
energy intake are worth examining. The data from food sup-
ply and disappearance studies show a consistent pattern.
Between 1970 and 1994, per capita energy availability in-
creased by 15% (Harnack, Jeffery, & Boutelle, 2000), an
amount suf“cient to help explain the increased prevalence of
overweight in the United States.

Americans are surrounded by a •toxicŽ environment
that promotes the overconsumption of energy-dense,
nutrient-poor food (Battle & Brownell, 1996; Kant, 2000).
The temptation to eat is virtually everywhere. Tasty, low-
cost, high-calorie items are readily available not only at
fast-food restaurants, but also in supermarkets, food courts,
vending machines, and even 24-hour service stations. In ad-
dition, larger portion sizes, •supersizing,Ž •value meals,Ž
and •2-for-1Ž deals, all provide increased opportunities for
excess consumption. Americans are eating more meals out-
side the home and in doing so they are consuming larger
portions of food. In the early 1970s, about 20% of the
household food dollar was spent on food outside the home
but by 1995 that amount had doubled to 40% (Putnam &

Allshouse, 1996). Importantly, eating away from home, par-
ticularly at fast-food restaurants, is associated with higher
energy intake and with higher fat intake (French, Harnack,
& Jeffery, 2000). Thus, it is not surprising that studies have
shown •eating outŽ to be a signi“cant contributor to weight
gain and the increasing prevalence of overweight (Binkley,
Eales, & Jekanowski, 2000; McCrory et al., 1999).

Physical inactivity also appears to be a signi“cant contrib-
utor to overweight and obesity. Few occupations now require
vigorous levels of physical activity. Moreover, labor-saving
devices such as cars, elevators, escalators, motorized walk-
ways, and remote controls, have had a signi“cant cumulative
impact in decreasing daily energy expenditure (Hill, Wyatt, &
Melanson, 2000; James, 1995). In addition, energy expended
in leisure-time activities has decreased as people spend more
time sitting passively in front of televisions, VCRs/DVD
players, and computers rather than participating in physical
activities that require movement and greater amounts of en-
ergy expenditure. According the Surgeon General (U.S.
Department of Health and Human Services, 1996), 54% of
the U.S. population engages in little or no leisure-time physi-
cal activities and fewer than 10% of Americans regularly par-
ticipate in vigorous physical activity.

Cross-sectional population studies typically show an in-
verse relationship between physical activity and body weight
(DiPietro, 1995). Lower body weights and lower BMIs are as-
sociated with higher levels of self-reported physical activity.
The “ndings appear strongest for high-intensity physical ac-
tivities (presumably due to more accurate reporting of vigor-
ous activities such as jogging). However, in cross-sectional
studies, it is sometimes dif“cult to determine the direction of
cause-and-effect relationships. While physical activity may
affect body weight, it is also likely that body weight impacts
physical activity via increased discomfort associated with
higher body weight, including higher levels of breathlessness
and sweating, and general dif“culty in negotiating body move-
ment. Many obese individuals also report embarrassment at
being seen exercising (Ball, Crawford, & Owen, 2000).

Longitudinal cohort studies may provide a better perspec-
tive on the cause-and-effect relationship between physical
activity and body weight. For example, in the Male Health
Professionals Study, Coakley et al. (1998) examined the im-
pact of changes in activity on body weight in a prospective
cohort study of 19,478 men. The researchers found that over
the course of a four-year period, vigorous activity was asso-
ciated with weight reduction, whereas sedentary behavior
(TV/VCR viewing) and eating between meals were associ-
ated with weight gain. Men who increased their exercise,
decreased TV viewing, and stopped eating between meals,
lost an average weight of 1.4 kg compared to a weight gain of
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1.4 kg among the overall population. Furthermore, the preva-
lence of obesity was lowest among men who maintained a
relatively high level of vigorous physical activity, compared
to those who were relatively sedentary. These data show that
increased physical activity may prevent weight gain.

By fostering decreased energy expenditure and increased
energy consumption, modern environments have promoted
increases in body weights and in the prevalence of obesity.
Eaton and Konner (1985) have noted that there is a signi“-
cant mismatch between modern lifestyle and the lifestyles for
which humans (and our genes) evolved over tens of thou-
sands of years. This discordance has produced •diseases of
civilizationŽ as typi“ed by the current epidemic of obesity.
Prior to the past century, periodic shortages of food plagued
most societies, and obesity was rarely a problem. From an
evolutionary perspective, the scarcity of food acted as an
agent of natural selection. Because body fat serves primarily
as a reserve source of energy, genetic traits that contribute to
the accumulation of fat stores served an adaptive role by en-
hancing the chances of survival in times of scarcity. In mod-
ern societies, there are no intervals of scarcity to periodically
reduce the buildup of body fat. As a result, the constant and
abundant supply of food, coupled with lower levels of physi-
cal activity and energy expenditure, has led to dramatic in-
creases in the prevalence of overweight and obesity.

TREATMENT OF OBESITY

National surveys indicate that substantial numbers of
Americans are trying to lose weight. Recent data show that
about 44% of women and 29% of men report that they are
currently dieting to lose weight (Serdula et al., 1999). Most
people try to lose weight on their own (Jeffery, Adlis, &
Forster, 1991). Those who seek professional treatment exhibit
higher levels of distress and are more likely to be binge eaters
than obese persons in the general population (Fitzgibbon
et al., 1993). The options commonly available for profes-
sional treatment of obesity include lifestyle interventions
(typically a combination of behavior therapy, low-calorie
diet, and exercise) and more aggressive interventions includ-
ing pharmacotherapy and surgery.

Lifestyle Interventions

Behavior modi“cation procedures have become the founda-
tion of lifestyle interventions for weight loss (Wadden &
Foster, 1992). Participants in behavioral treatment are taught
to modify their eating and exercise habits so as to produce
weight loss through a negative energy balance. The key

components typically used in behavioral interventions in-
clude: (a) goal setting and daily self-monitoring of eating and
physical activity; (b) nutritional training aimed at the con-
sumption of a balanced low-calorie diet suf“cient to produce
a weight loss of 0.5 kg per week; (c) increased physical
activity through the development of a walking program
and/or increased lifestyle activities; (d) arrangement of envi-
ronmental cues and behavioral reinforcers to support changes
in eating and exercise behaviors; (e) cognitive restructuring
techniques to identify and change negative thoughts and feel-
ings that interfere with weight-loss progress; and (f) training
in problem solving or relapse prevention procedures to en-
hance coping with setbacks and obstacles to progress.

More than 150 studies have examined the effects of be-
havioral treatment of obesity. Reviews of randomized trials
conducted since 1985 (Jeffery et al., 2000; NHLBI, 1998;
Perri & Fuller, 1995; Wadden, Sarwer, & Berkowitz, 1999)
show consistent “ndings. Behavioral treatments (typically
delivered in 15 to 26 weekly group sessions) produce mean
weight losses of approximately 8.5 kg and 9% reductions in
body weight. Attrition rates are relatively low, averaging
about 20% over six months. Negative side effects are uncom-
mon, and participants typically report decreases in depressive
symptoms. In addition, bene“cial changes in blood pressure,
glucose tolerance, and lipid pro“les typically accompany
weight reductions of the magnitude produced by behavioral
treatment (NHLBI, 1998; Pi-Sunyer, 1999). Thus, lifestyle
interventions are recommended as the “rst-line of profes-
sional intervention in a stepped-care approach to the manage-
ment of overweight and obesity (NHLBI, 1998).

The long-term effectiveness of lifestyle interventions has
remained an area of considerable concern. During the year
following behavioral treatment, participants typically regain
30% to 40% of their lost weight (Jeffery et al., 2000; Wadden
& Foster, 2000). Perri and Corsica (2002) summarized the re-
sults of behavioral treatment studies with follow-ups of two
or more years and found a reliable pattern of gradual weight
regain during the years following behavioral treatment.
Nonetheless, the data show a mean weight loss of 1.8 kg from
baseline to follow-ups conducted on average 4.3 years after
treatment.

Several considerations must be taken into account in eval-
uating the long-term results of weight-loss interventions.
Findings of small net losses or a return to baseline weights at
long-term follow-up need to be viewed in the context of what
might have happened had the obese individual never entered
treatment. Secular trends clearly show that the natural course
of obesity in untreated adults entails steady weight gain
(Shah, Hannan, & Jeffery, 1991). Hence, long-term “ndings
that show the maintenance of small amounts of weight loss
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may represent relatively favorable outcomes. In addition,
mean weight changes provide only a partial view of long-
term outcome. A fuller perspective may be gleaned from an
examination of categories of partial success. For example,
Kramer, Jeffery, Forster, and Snell (1989) reported an overall
mean weight loss of 2.7 kg at 4.5-year follow-up. However,
an analysis by categories of relative success revealed that ap-
proximately 20% of the subjects maintained losses of 5 kg or
more, suggesting a notable degree of success for a signi“cant
number of individuals.

Pharmacotherapy

Four types of medications have been used to treat obesity.
These include (a) noradrenergic agents, (b) serotoninergic
agents, (c) combined noradrenergic and serotoninergic agents,
and (d) lipase inhibitors. Recent years have witnessed major
changes in the medications available for weight loss. The
serotoninergic drugs, fen”uramine (Pondimin) and dexfen”u-
ramine (Redux), were withdrawn in 1997 due to their associa-
tion with occurrence of heart valve disease (Connolly et al.,
1997), and in 2000, the over-the-counter weight-loss products,
Accutrim and Dexatrim, which contain the noradrenergic
ingredient phenylpropanolamine, were withdrawn due to con-
cerns about increased risk of stroke (FDA, Nov. 6, 2000).
Since 1997, the Food and Drug Administration has approved
two new anti-obesity agents, sibutramine (Meridia; Knoll
Pharmaceutical Company) and orlistat (Xenical; Roche Phar-
maceutical Company). Table 6.4 summarizes the current sta-

tus of drugs used to treat obesity. In the following section, we
describe sibutramine and orlistat, the two newest ant-obesity
agents.

Sibutramine is a combined serotonin and noradrenaline
reuptake inhibitor. Rather than decreasing appetite, sibu-
tramine works by increasing satiety after the onset of eating.
Sibutramine may also produce a small increase in basal meta-
bolic rate (Hansen, Toubro, Stock, Macdonald, & Astrup,
1998). In controlled trials lasting 6 to 12 months, sibutramine
(15 mg per day) produced mean body weight reductions of
6% to 7%, compared to 1% to 2% for placebo (Bray et al.,
1999; Jones, Smith, Kelly, & Gray, 1995). Weight loss occurs
in the “rst six months of use and tends to plateau thereafter.

Sibutramine may also enhance the effects of intensive di-
eting. For example, Apfelbaum et al. (1999) showed that sub-
jects who initially lost 6 or more kg through four weeks of
very low calorie dieting increased their weight losses by an
additional 5.2 kg through the use of sibutramine, whereas
subjects on placebo gained 0.5 kg.

The major drawback of sibutramine lies in its effect on
blood pressure. Sibutramine produces a modest mean
increase in blood pressure (about 2-mm Hg systolic and dias-
tolic at the 15-mg dose). However, some people (approxi-
mately 17%) who take sibutramine experience an increase of
10-mm Hg or more in diastolic systolic blood pressure (com-
pared to 7% of subjects taking placebo). A 2-mm rise in
diastolic blood pressure increases the risk of coronary heart
disease by 6% and increases the risk of stroke by 15% (Cook,
Cohen, Hebert, Taylor, & Hennekens, 1995). Therefore, pa-
tients with a history of heart disease, stroke, hypertension, or
other risk factors for heart disease should not take sibu-
tramine, and those on sibutramine must have their blood
pressure monitored frequently (Hensrud, 2000; Knoll Phar-
maceutical Co., 2000). Other less serious side effects of sibu-
tramine include headache, dry mouth, anorexia, constipation,
and insomnia.

Orlistat is a gastric and pancreatic lipase inhibitor (Roche
Laboratories, 2000). Rather than suppressing appetite or in-
creasing satiety, orlistat works by preventing the digestion
and absorption of up to 30% of fat intake. In a large-scale,
randomized controlled trial (Davidson et al., 1999), treatment
with diet plus orlistat (120 mg, 3 times a day) for two years
produced a 7.6% weight loss while treatment with diet
plus placebo resulted in a 4.2% reduction. Maximum weight
loss with orlistat typically occurs after 8 to 12 months of
treatment, and 25% to 30% of the weight lost during the “rst
year is regained during the following year, despite continued
treatment (Davidson et al., 1999; L. Sjöstrom et al., 1998).
Nonetheless, weight loss after two years of treatment with
diet plus orlistat remains signi“cantly greater than treatment

TABLE 6.4 Current Status of Drugs Used to Treat Obesity

Type of Agent Generic Name Trade Name Current Status

Noradrenergic Benzphetamine Didrex Available
Diethylproprion Tenuate, Available

Tepanil
Mazindol Mazanor, Available

Sanorex
Phendimetrazine Anorex, Available

Obalan,
Wehless

Phentermine Adipex-P, Available
Fastin,
Ionamin

Phenylpropanolamine Accutrim, Withdrawn
Dexatrim

Serotoninergic Dexfen”uramine Redux Withdrawn
Fen”uramine Pondimin Withdrawn
Fluoxetine Prozac, Not approved

Lovan
Combined Sibutramine Meridia Available
noradrenergic �
serotoninergic

Lipase inhibitor Orlistat Xenical Available
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with diet plus placebo (Davidson et al., 1999). When used
following a period of low-calorie dieting, orlistat reduces the
regaining of weight lost (Hill et al., 1999).

The major side effects of orlistat include oily spotting, ab-
dominal pain, ”atus with discharge, fecal urgency, oily
stools, increased defecation, and fecal incontinence. Side ef-
fects are reported by 20% to 50% of users (Roche Laborato-
ries, 2000). The consumption of excessive quantities of fat
increases the risk of side effects. Thus, in addition to inhibit-
ing fat absorption, the aversive consequences of consuming
fats while taking orlistat may condition patients to limit their
intakes of dietary fats.

The rates of attrition in drug treatment studies have often
been quite high. For example, in the clinical trial of orlistat
by Davidson et al. (1999), more than half the patients in both
the drug (54%) and placebo (57%) conditions dropped out
prior to the “nal evaluation. Moreover, adverse side effects
led to a signi“cantly higher drop out rate among subjects on
orlistat (9%) than on placebo (4%), whereas a lack of treat-
ment effectiveness produced greater attrition among subjects
on placebo (5%) than on orlistat (1%). The combination of a
high attrition rate and differential reasons for subjects drop-
ping out are often not taken into account in analyzing the re-
sults in drug studies. As a consequence, the bene“ts of drug
treatment may be overstated (Williamson, 1999).

An additional concern centers about the use of drugs to
treat obesity independent of signi“cant lifestyle changes.
Many patients, and some practitioners, may rely on medica-
tion as the •magic bulletŽ or sole element of obesity manage-
ment (Kushner, 1997). Such an approach is likely to result in
a disappointing outcome. The bene“ts of weight-loss med-
ications can be enhanced when drug treatment serves as one
component in a comprehensive treatment regimen that in-
cludes lifestyle modi“cation (Wadden, Berkowitz, Sarwer,
Prus-Wisniewski, & Steinberg, 2001).

Bariatric Surgery

Class III or morbid obesity (BMI � 40) confers an extremely
high risk for morbidity and decreased longevity. With a
prevalence of 3.9% among women and 1.8% among men,
morbid obesity affects approximately 12 million Americans
(Flegal et al., 1998). Because lifestyle and pharmacological
interventions produce very limited bene“ts for morbidly
obese patients, bariatric surgery represents the treatment of
choice for such individuals (Albrecht & Pories, 1999).

Gastroplasty and gastric bypass are the two major types
of bariatric surgery currently available for morbidly obese
individuals and for persons with BMIs � 35 who have

obesity-related comorbid conditions. In vertical banded gas-
troplasty, the stomach is stapled so as create a small vertical
pouch. This gastric pouch limits the amount of food that can be
ingested in a single eating period to about 15 ml. A ring with a
diameter of 9 to 10 mm is placed at the outlet of the pouch to
slow the rate at which food passes through the remainder of the
stomach and into the duodenum and jejunum (small intestine).
Gastroplasty exerts a regulatory effect on eating behavior
through aversive conditioning. Eating more than the small
amount of solid food that the stomach pouch can accommodate
typically results in regurgitation. Fear of vomiting provides a
disincentive for overeating, and the perception of fullness as-
sociated with the distention of the stomach pouch serves as a
cue to stop eating. Unfortunately, gastroplasty does not limit
the consumption of high-calorie liquids or soft foods. As a re-
sult, poor outcome attributable to •soft calorie syndromeŽmay
be as high as 30% (Kral, 1989). An additional problem with
gastroplasty is that over time the size of the pouch may expand,
thereby limiting its long-term effectiveness.

In gastric bypass procedures, such as the Roux-en-Y, a
small gastric pouch is created via stapling, and a limb of the
jejunum is attached directly to the pouch. Ingested food
bypasses 90% of the stomach, the duodenum, and a small
portion of the proximal jejunum (Kral, 1995). The surgery
facilitates weight loss in three ways. First, the pouch can only
hold a small amount of food (15 ml), and over-“lling the
pouch results in regurgitation. Second, the emptying of par-
tially digested food from the pouch into the small intestine re-
sults in malabsorption, such that a portion of nutrients (and
calories) consumed are not absorbed. Third, the consumption
of sweets and foods containing re“ned sugar produces aver-
sive consequences (i.e., the •dumping syndrome) including
nausea, light-headedness, sweating, palpitations, and gas-
trointestinal distress.

Because it produces superior weight-loss outcome, gastric
bypass has replaced gastroplasty as the preferred type of
bariatric surgery (Balsiger, Murr, Poggio, & Sarr, 2000). For
example, Glenny and colleagues (Glenny, O•Meara,
Melville, Sheldon, & Wilson, 1997) reviewed seven studies
that compared gastric bypass with gastroplasty. Six of the
seven showed signi“cantly greater weight losses favoring the
gastric bypass procedure. Typical weight losses one year
after gastric bypass ranged from 45 to 65 kg compared to
30 to 35 kg after gastroplasty. Similar “ndings have been
obtained a large-scale trial of bariatric surgery in Sweden
(C. Sjöstrom, Lissner, Wedel, & Sjöstrom, 1999). Patients
who received gastric bypass had a 33% reduction in body
weight at two years compared to 23% for patients with gas-
troplasty. Long-term studies show some regaining of weight
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(e.g., 5 to 7 kg over “ve years) but gastric bypass patients
commonly maintain 80% to 90% of their initial (i.e., “rst
year) weight losses (Balsiger et al., 2000).

Bariatric surgery entails both greater risks and greater
bene“ts than alternative treatments of obesity. The risks asso-
ciated with surgery can include postoperative complications,
micronutrient de“ciencies, and late postoperative depression
(National Institutes of Health, 1992). Among surgeons and
centers experienced in these surgical procedures, mortality
associated with bariatric surgery is approximately 0.5%
(L. Sjöstrom et al., 1995). These risks should be considered
in light of the documented bene“ts of bariatric surgery.

Gastric bypass reduces or eliminates the major comorbid
conditions experienced by severely obese patients. Signi“-
cant improvements in hypertension, diabetes, dyslipidemia,
asthma, and sleep apnea are seen in the majority of patients
affected by these conditions (Kral, 1995; Long et al., 1994;
NIH, 1992). Moreover, a nonrandomized study showed a
signi“cantly lower mortality rate among morbidly obese dia-
betic patients who underwent gastric bypass surgery com-
pared to a matched group who did not (MacDonald et al.,
1997). Bariatric surgery also appears to prevent the develop-
ment of serious diseases that commonly occur in morbidly
obese patients. L. Sjöstrom et al. (1995) documented a three
to fourfold reduction in risk for hypertension and a 14-fold
reduction in the risk for diabetes. Finally, it should be noted
that signi“cant improvements in quality of life routinely ac-
company the large weight losses achieved by bariatric
surgery patients (NIH, 1992).

STRATEGIES TO IMPROVE
LONG-TERM OUTCOME

With the exception of surgery, virtually all treatments for
obesity show limited long-term effectiveness. Indeed, after
reviewing the outcome of all nonsurgical treatments of obe-
sity, the Institute of Medicine (Thomas, 1995) concluded
that •. . . those who complete weight-loss programs lose
approximately 10% of their body weight, only to regain two
thirds of it back within one year and almost all of it back
within 5 yearsŽ (p. 1).

What accounts for such disappointing outcomes? Poor
maintenance of weight loss seems to stem from a complex in-
teraction of physiological, environmental, and psychological
factors. Physiological factors, such as reduced metabolic rate
(Dulloo & Jacquet, 1998; Ravussin & Swinburn, 1993),
adaptive thermogenesis (Leibel, Rosenbaum, & Hirsch,
1995; Stock, 1999), and increased adipose tissue lipoprotein
lipase activity (Kern, 1997; Kern, Ong, Saffari, & Carty,

1990), prime the dieter to regain lost weight. Continuous
exposure to an environment rich in tasty high-fat, high-
calorie foods (Hill & Peters, 1998), combined with a dieting-
induced heightened sensitivity to palatable foods (Rodin,
Schank, & Striegel-Moore, 1989), further predisposes the
individual to setbacks in dietary control.

This challenging combination of physiological and envi-
ronmental barriers makes long-term success a very dif“cult
proposition. Thus, it is not surprising that most overweight
individuals experience dif“culties after the completion of
weight-loss treatment. In addition, from the patient•s view-
point, the most satisfying aspect of treatment, weight loss,
usually ends with the termination of intervention. As a re-
sult, many perceive a high behavioral •costŽ associated with
continued efforts at weight control precisely at the same
time they are experiencing diminished •bene“tsŽ in terms of
little or no additional weight loss. A regaining of weight
often leads to attributions of personal ineffectiveness that
can trigger negative emotions, a sense of hopelessness, and
an abandonment of the weight-control effort (Goodrick,
Raynaud, Pace, & Foreyt, 1992; Jeffery, French, & Schmid,
1990).

Over the past 15 years, researchers have examined a wide
array of strategies with the goal of improving long-term out-
come in obesity treatment. These include very low-calorie
diets, extended treatment, skills training, monetary incen-
tives, food provision, peer support, exercise/physical activity,
and multicomponent posttreatment programs (see Table 6.5).
In the following sections, we review the effectiveness of
these approaches to improving long-term outcome.

Very Low-Calorie Diets

If obese patients lose larger amounts of weight during initial
treatment, will they keep off more weight in the long run?
Investigations of very low-calorie-diets (VLCDs) provide a
partial answer to this question. VLCDs are portion-controlled,
very low energy (
800 kcal/day), high protein diets, often de-
livered in liquid form. Losses of 20 to 25 kg (approximately
20% of initial body weight) are usually incurred following use
of VLCD. A review of seven studies comparing VLCDs with
lifestyle interventions (using 1200 to 1500 kcal/day diets)
showed that participants treated with a VLCD initially lost
nearly twice as much weight as those in lifestyle interventions
(Wadden & Foster, 2000). However, at the conclusion of
VLCD treatment, a rapid regaining of weight usually occurs
such that the long-term weight losses produced by VLCDs are
no greater than those obtained by lifestyle interventions (e.g.,
Wadden, Foster, & Letizia, 1994).
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TABLE 6.5 Effects of Strategies Designed to Improve Long-Term Outcome

Bene“cial Effect Observed

Bene“cial Effect Bene“cial Effect

6 to 12 Months after 13 or More Months after 
Strategy Initial Treatment Initial Treatment

Very-low calorie diets Yes No
Continued therapy

Extended therapy (continued weekly or
biweekly group sessions up to one year) Yes Yes

Therapist contact by mail � phone Yes Unknown
Telephone prompts by nontherapists No Unknown

Skills training
Relapse prevention training during

initial treatment No Unlikely
Relapse prevention training combined

with posttreatment therapist contacts Yes Unknown
Portion-controlled meals

Provision of portion-controlled meals Yes No
Optional purchase of portion-controlled meals No Unlikely

Financial incentives
Financial incentives for weight loss No No
Financial incentives for exercise No No

Physical activity
Supervised exercise No No
Use of personal trainers No No
Home-based exercise Yes Unknown
Short-bout exercise � home exercise equipment Yes Unknown

Social support training
Peer support training No Unlikely
Social support training for clients recruited

with friends or relatives Yes Unknown
Multicomponent programs

Therapist contact � increased exercise Yes Yes
Therapist contact � social support Yes Yes
Therapist contact � increased exercise � social support Yes Yes

Source: Data from Perri (2002).

Extended Treatment

Improving the long-term effects of treatment involves “nding
ways to assist clients in sustaining key changes in the behav-
iors that regulate energy balance and weight loss. Extending
the length of treatment may offer the opportunity for contin-
ued reinforcement of adherence to the behaviors needed for
negative energy balance. Perri, Nezu, Patti, and McCann
(1989) tested whether extending treatment would improve
adherence and weight loss by comparing a standard 20-week
program with an extended 40-week program. The results
showed that the extended program signi“cantly improved
outcome compared to the standard treatment. During the pe-
riod from Week 20 to Week 40, participants in extended treat-
ment increased their weight losses by 35% while those in the
standard length treatment gained a small amount of weight.
Moreover, both weight loss and adherence data supported the

hypothesis that the longer patients are in treatment the longer
they adhere to the behaviors necessary for weight loss.

Perri and Corsica (2002) reviewed the results of 13 stud-
ies in which behavioral treatment was extended beyond six
months through the use of weekly or biweekly treatment
sessions. On average, treatment in the extended-intervention
groups in these 13 studies included 41 sessions over the
course of 54 weeks. One year after the initiation of treat-
ment, those groups that received behavior therapy with
extended contact succeeded in maintaining 96.3% of their
initial losses. The inclusion of a control group (i.e., behav-
ioral treatment without extended contact) in three of the
studies permits a rough comparison of the groups with and
without extended treatment (see Figure 6.2). The groups
without extended contact maintained about two-thirds
(66.5%) of their initial weight reductions. Judging the ef-
fects of the extended-treatments by comparison with the
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Figure 6.3 Long-term weight losses in behavioral treatments and with
extended therapist contacts. Source: Data from Perri and Corsica, 2002.

standard-length groups suggests a bene“cial impact for ex-
tended contact (i.e., 96.3% versus 66.5% of initial loss
maintained). Furthermore, the results of additional follow-
up visits conducted on average of 22 months after the initi-
ation of treatment showed that the extended treatment
groups maintained 65.8% of their initial reductions. In con-
trast, the three groups without extended contact maintained
only 38.3% of their initial reductions. Collectively, the data
in Figure 6.3 suggest that extended treatment improves
long-term outcome.

Relapse Prevention Training

Relapse prevention training (RPT) involves teaching par-
ticipants how to avoid or cope with slips and relapses
(Marlatt & Gordon, 1985). Studies of the effectiveness of
RPT on long-term weight management have revealed mixed
results. Perri, Shapiro, Ludwig, Twentyman, and McAdoo
(1984) found that the inclusion of RPT during initial treat-
ment was not effective, but combining RPT with a posttreat-
ment program of client-therapist contacts by mail and
telephone signi“cantly improved the maintenance of weight
loss. Similarly, Baum, Clark, and Sandler (1991) showed
that participants who received RPT combined with post-
treatment therapist contacts maintained their end of treat-
ment losses better than did participants in a minimal contact
condition. Recently, however, Perri and colleagues (Perri,
Nezu, et al., 2001) compared RPT and problem-solving
therapy (PST) as year-long extended treatments for weight
loss. PST showed better long-term outcome than the control
group, but RPT did not. RPT in this study was administered
as a standardized didactic program; it may be more effective
when applied as an individualized therapy (Marlatt &
George, 1998).

Telephone Prompts

Providing patients with additional face-to-face treatment ses-
sions entails considerable time and effort. Therefore, it is rea-
sonable to consider whether telephone contact might be used
as a more ef“cient means of long-term care. Wing, Jeffery,
Hellerstedt, and Burton (1996) examined the impact of weekly
posttreatment calls designed to prompt self-monitoring of
body weight and food intake. The interviewers, who were not
the participants•therapists, offered no counseling or guidance.
Participation in the telephone contacts was associated with
better long-term outcome, but it did not enhance maintenance
of weight loss compared to a no-contact control condition. In
contrast, Perri, McAdoo, Spevak, and Newlin (1984) found
that client-therapist contacts by telephone and mail signi“-
cantly improved the maintenance of lost weight. In this study,
the participants• therapists actually made the phone call and
provided counseling, whereas in the Wing study, the contacts
were made by callers who were unknown to the clients and
who did not offer advice.

Food Provision/Monetary Incentives

Can manipulation of the antecedents and consequences of
key behaviors improve long-term weight-loss outcome?
Jeffery and his colleagues (1993) addressed this question in
a study of the effects of food provision and monetary incen-
tives on weight loss. During initial treatment and the year
following initial treatment, participants were provided with
prepackaged, portion-controlled meals (10 per week at no
cost) or with monetary incentives for weight loss or with
both. The monetary incentives did not in”uence progress, but
the portion-controlled meals resulted in signi“cantly greater
weight losses, compared to standard behavioral treatment.
The “ndings of an additional 12-month follow-up showed a
signi“cant regaining of weight in all conditions (Jeffery &
Wing, 1995). A subsequent study (Wing et al., 1996) indi-
cated that providing participants with the •opportunityŽ to
purchase and use portion-controlled meals as a maintenance
strategy was ineffective, largely because participants did not
purchase the prepackaged meals.

Peer Support

Can social support be utilized to improve long-term out-
come? The bene“ts of a peer support maintenance program
were investigated by Perri et al. (1987). After completing
standard behavioral treatment, participants were taught how
to run their own peer group support meetings. A meeting
place equipped with a scale was provided to the group, and
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biweekly meetings were scheduled over a seven-month pe-
riod. Although attendance at the peer group meetings was
high (67%), no advantage was observed in terms of adher-
ence or weight change during the maintenance period com-
pared to a control condition. The results of a long-term
follow-up showed a trend toward better maintenance of
weight lost in the peer support group compared to the control
condition. Wing and Jeffery (1999) recently tested the effects
of recruiting participants alone or with three friends or family
members. The researchers used a partially randomized study
in assigning subjects (recruited alone versus with friends) to
receive either standard behavior therapy or behavior therapy
with social support training. The results of a six-month
follow-up showed that participants who were recruited with
friends and were provided social support training maintained
66% of their initial weight losses. In contrast, the individuals
who entered the study alone and received standard treatment
maintained only 24% of their initial losses.

Exercise/Physical Activity

The association between long-term weight loss and increased
physical activity is a common “nding in correlational studies
(e.g., Harris, French, Jeffery, McGovern, & Wing, 1994;
McGuire, Wing, Klem, Lang, & Hill, 1999; Sherwood,
Jeffery, & Wing, 1999). Nonetheless, an important question
remains as to whether the addition of exercise or physical
activity can improve long-term outcome in the treatment of
obesity (Garrow, 1995). Wing (1999) recently reviewed the
results of randomized controlled trials of exercise in the treat-
ment of obesity. Wing found that only 2 of 13 studies showed
signi“cantly greater initial weight losses for the combination
of diet plus exercise versus diet alone, and only 2 of 6 studies
with follow-ups of one or more years showed signi“cantly
better maintenance of lost weight for diet plus exercise versus
diet alone. However, in all the studies reviewed, the direction
of the “ndings favored treatment that included exercise.
Wing noted that the short duration of treatments and the rela-
tively low levels of exercise prescribed in many of the stud-
ies may have accounted for the modest effects of exercise on
weight loss.

In addition, treatment integrity represents an important
problem in controlled trials of exercise. Participants assigned
to exercise conditions often vary greatly in their adherence to
their exercise prescriptions, and subjects assigned to •diet
onlyŽ conditions sometimes initiate exercise on their own.
Compromises in treatment integrity can obscure the effects of
exercise interventions. For example, Wadden and his col-
leagues (1997) investigated the impact of adding aerobic ex-
ercise, strength training, and their combination, to a 48-week

behavioral treatment program. None of the exercise additions
improved weight loss or weight-loss maintenance, compared
to behavior therapy with diet only. Across all conditions, ad-
herence to exercise assignments was highly variable, espe-
cially during follow-up. Nonetheless, the researchers found a
signi“cant positive association between exercise and long-
term weight loss. Participants who indicated that they •exer-
cised regularlyŽ had long-term weight losses (12.1 kg) nearly
twice as large as those who described themselves as •non-
exercisersŽ (6.1 kg).

Given the potential bene“ts of exercise for long-term
management of weight, how can adherence to physical activ-
ity regimens be improved? The various strategies that have
been examined include: home-based exercise, the use of
short bouts of exercise, the provision of home exercise equip-
ment, monetary incentives for exercise, and posttreatment
programs focused exclusively on exercise.

Home-Based Exercise

Although group-based exercise programs offer the opportu-
nity for enhanced social support, over the long run such
bene“ts may be limited by potential barriers that one must
overcome in meeting with others to exercise at a designated
time and location. In contrast, home-based exercise offers a
greater degree of ”exibility and fewer obstacles. Perri, Martin,
Leermakers, Sears, and Notelovitz (1997) investigated the use
of home-based versus supervised group-based exercise pro-
grams in the treatment of obesity. After six months, both
approaches resulted in signi“cant improvements in exercise
participation, cardiorespiratory “tness, eating patterns, and
weight loss. However, over the next six months, participants
in the home-based condition completed a signi“cantly higher
percentage of prescribed exercise sessions than subjects in the
group program (83.3% versus 62.1%, respectively). More-
over, at long-term follow-up, the participants in the home-
based program displayed signi“cantly better maintenance of
lost weight, compared to subjects in the group-based program.

Personal Trainers/Financial Incentives

The use of personal trainers and “nancial incentives have
been tested as strategies to improve exercise adherence and
long-term weight loss (Jeffery, Wing, Thorson, & Burton,
1998). Personal trainers exercised with participants and
made phone calls reminding them to exercise. In addition,
participants could earn $1 to $3 per bout of walking. The use
of personal trainers and “nancial incentives both increased
attendance at supervised exercise sessions, but neither
improved weight loss. In fact, participants in the control
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condition, which received a home-based exercise regimen,
showed superior maintenance of weight loss at follow-up
compared to all other conditions. These results corroborate
the “ndings of Perri et al. (1997) regarding the bene“ts of
home-based exercise in the management of obesity.

Short Bouts and Home Exercise Equipment

Jakicic, Winters, Lang, and Wing (1999) showed that the
bene“ts of home exercise may be enhanced by providing
participants with exercise equipment and by allowing them
to exercise in brief bouts. Jakicic et al. tested the effects of
intermittent exercise (i.e., four 10-min bouts per day versus
one 40-min bout per day) and the use of home exercise
equipment on adherence and weight loss, and “tness. The
researchers provided half of the subjects in the short-bout
condition with motorized treadmills for home use. The ben-
e“ts from exercise in short or long bouts were equivalent.
However, participants with the home exercise equipment
maintained signi“cantly higher levels of long-term exercise
adherence and weight loss compared to subjects without
exercise equipment.

Exercise-Focused Maintenance Program

Finally, Leermakers, Perri, Shigaki, and Fuller (1999) exam-
ined whether a posttreatment program focused exclusively
on exercise might improve long-term outcome in obesity
treatment. These researcher compared the effects of exercise-
focused and weight-focused posttreatment programs. The
components of exercise-focused program included supervised
exercise, incentives for exercise completion, and relapse pre-
vention training aimed at the maintenance of exercise. The
weight-focused maintenance program included problem solv-
ing of barriers to weight-loss progress. The results of a long-
term follow-up showed that participants in the weight-focused
program had signi“cantly greater decreases in fat intake and
signi“cantly better maintenance of lost weight, compared to
subjects in the exercise-focused condition. These results high-
light the necessity of focusing on dietary intake as well exer-
cise in the long-term management of obesity.

Multicomponent Posttreatment Programs

A number of investigations have studied the impact of
posttreatment programs with multiple components. Perri,
McAdoo, et al. (1984) tested the effects of a multicomponent
program that included peer group meetings combined
with ongoing client-therapist contacts by mail and telephone.
The multicomponent program produced signi“cantly better

maintenance of weight loss, compared to a control group.
These “ndings were replicated in a later study (Perri,
McAdoo, McAllister, Lauer, & Yancey, 1986) that employed
a longer initial treatment (20 rather than 14 weeks), included
aerobic exercise, and achieved larger weight losses at post-
treatment and at follow-ups.

Finally, Perri and colleagues (1988) examined the effects
of adding increased exercise and a social in”uence program
(or both) to a posttreatment therapist contact program con-
sisting of 26 biweekly group sessions. Compared to a control
condition that received behavioral therapy without posttreat-
ment contact, all four posttreatment programs produced sig-
ni“cantly greater weight losses at an 18-month follow-up
evaluation. The four maintenance groups succeeded in sus-
taining on average 83% of their initial weight losses, com-
pared to 33% for the group without a posttreatment program.

Summary

A review of strategies designed to improve long-term out-
come in obesity treatment reveals an interesting pattern of
“ndings. The use of VLCDs, relapse prevention training, peer
group meetings, telephone prompts by nontherapists, mone-
tary incentives for weight loss, supervised group exercise, the
assistance of personal trainers, and the availability of portion-
controlled meals do not appear effective in improving long-
term outcome. On the other hand, there is evidence suggesting
that extending treatment beyond six months through the use of
weekly or biweekly sessions and providing multicomponent
programs with ongoing patient-therapist contact improves the
maintenance of lost weight. In addition, home-based exercise
programs and the use of home exercise equipment may en-
hance adherence and may contribute to improved long-term
outcome.

FUTURE RESEARCH DIRECTIONS

Several areas for clinical research appear promising. Some of
these are discussed next.

Address Unrealistic Weight-Loss Expectations

Most obese clients enter weight-loss treatment with unre-
alistically high expectations about the amount of weight
loss they can reasonably achieve (Foster, Wadden, Vogt, &
Brewer, 1997). The discrepancy between clients• expecta-
tions and actual outcome may cause them to discount the
bene“cial impact of modest weight losses and lead ultimately
to demoralization and dif“culty maintaining the behavior
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changes needed to sustain weight loss (Foster et al., 1997).
Addressing unrealistic weight-loss expectations at treatment
outset may improve clients• satisfaction with the outcome of
weight-loss therapy and thereby increase the likelihood
of maintenance of weight lost.

Match Treatments to Clients

Matching long-term care to the speci“c needs of particular
subgroups of obese persons may be fostered by the develop-
ment of an empirical database (Brownell & Wadden, 1991).
Such a database might include the clinical markers known to
be associated with poor response to treatment (e.g. binge eat-
ing, depression, signi“cant life stress, and minimal weight
loss in the “rst month of treatment; Wadden & Letizia, 1992).
This database might also help to identify persons for whom
successful maintenance of weight lost might require com-
bined behavioral plus pharmacological treatment versus those
for whom behavioral management alone provides a satisfac-
tory outcome. In addition, the interaction of genetic and envi-
ronmental contributors to success and failure in the long-term
management of obesity requires investigation (Camp“eld,
Smith, Guisez, Devos, & Burn, 1995). For example, leptin as
an obesity treatment appears promising, and clinical trials
have yielded a positive dose-response effect on weight loss in
both obese and normal weight subjects (Heyms“eld et al.,
1999). Findings such as these may contribute signi“cantly to
treatment matching in patients with a potential biological dis-
position for obesity.

Test Innovative Models

Cooper and Fairburn (2001) have suggested that innovative
cognitive-behavioral interventions based on a newer concep-
tualization of the •maintenance problemŽ may improve long-
term results. These authors argue that the absence of training
in weight stabilization may hinder long-term success. They
recommend that after an active period of weight loss, it is es-
sential to provide patients with training in the maintenance of
a stable body weight. These authors are currently conducting
a randomized clinical trial to test the effects of this promising
cognitive-behavioral model.

Examine Schedules of Follow-Up Care

Research has shown that greater frequency of follow-up con-
tacts improves the success of weight loss treatment. What is
unknown is the speci“c frequency and timing of professional
contacts that are needed to sustain progress during follow-up
care. It will be important to determine the minimal and
optimal frequency of contacts needed for maintenance of

treatment effects. Importantly, the schedule in which follow-
up is generally conducted (intervals determined in advance
by the experimenters) may not provide patients with assis-
tance at critical junctures (e.g., when facing a signi“cant
stressor or after experiencing a weight gain). Whether
follow-up care should be tailored to each patient•s progress
rather than a “xed interval schedule, and whether a more
open format or drop-in approach may prove more useful for
clients should be investigated. Finally, the decline in atten-
dance at long-term follow-up sessions has proven a formida-
ble obstacle to successful maintenance treatment. Thus, we
need to develop ways to keep patients actively involved in
the long-term management of their obesity.

IMPROVING THE MANAGEMENT AND
PREVENTION OF OBESITY

In this section, we offer two sets of recommendations. The
“rst set entails suggestions to health professionals about
ways to improve the care of the obese patient. The second set
includes suggestions for the prevention of obesity.

Managing Obesity

Guidelines for a stepped-care approach for matching treat-
ments to patients based on the severity of obesity and previ-
ous response to weight-loss treatment have been described in
the recent report of the NIH (NHLBI, 1998). We offer several
additional recommendations to health care professionals who
treat obese patients.

1. Begin with a comprehensive assessment.An effective treat-
ment plan should begin with a comprehensive assessment
of the effects of obesity on the individual•s health and emo-
tional well-being (Beliard, Kirschenbaum, & Fitzgibbon,
1992). In addition to determining BMI and waist circum-
ference, the evaluation should include an assessment of the
impact of body weight on the obese person•s current health
and risk for future disease. The presence of signi“cant co-
morbidities may justify consideration of pharmacotherapy
in patients with BMIs as low as 27 and bariatric surgery
in patients with BMIs as low as 35. The obese person
should receive a thorough physical examination that
speci“cally assesses risk for diabetes, dyslipidemia, and
hypertension„conditions that are very common yet often
go undetected among obese individuals. The initial assess-
ment should also include an assessment of •behavioralŽ
risk factors, including sedentary lifestyle, consumption of
a high-fat diet, and binge eating. Quality of life indicators
including social adjustment, body image satisfaction, and
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emotional status (i.e., the presence of anxiety and depres-
sive symptomatology) ought to be included as well.Acare-
ful individualized assessment will often reveal important
behavioral and psychological targets for intervention such
as binge eating, body image disparagement, anxiety, de-
pression, or poor social adjustment„problems that need to
be addressed regardless of whether weight loss itself be-
comes an objective of treatment (Perri, Nezu, & Viegener,
1992; Wadden & Foster, 1992).

2. Discuss treatment expectations. Virtually all obese clients
begin weight-loss therapy with unrealistically high expec-
tations about the amount of weight loss they can achieve
(Foster et al., 1997). These faulty expectations may lead
patients to discount the bene“cial impact of modest
weight losses. Treatment of faulty weight-loss expecta-
tions may improve the patient•s satisfaction with the out-
come of weight-loss therapy and thereby foster better
maintenance of weight loss. In some situations, it may be
particularly important to address the internalized aesthetic
standards that produce faulty weight-loss expectations.
Teaching patients to resist the social pressure to achieve
an •idealŽ body, to adopt nonderogatory self-statements
about large body size, and to uncouple the association be-
tween body weight and self-esteem should represent sig-
ni“cant objectives for therapy (Foster & Kendall, 1994).

3. Focus on behavior change. Obese persons do not have di-
rect control over how much weight they lose. Therefore,
treatment goals should be framed in terms of behaviors
that they can control, such as the quantity and quality of
food they consume and the amounts and types of physical
activity they perform. Moreover, obese persons should be
informed that signi“cant health bene“ts can be derived
from even modest weight losses of 5% to 10%. The main-
tenance of stable weight and the prevention of weight gain
should be recognized as a legitimate treatment option for
some obese persons, particularly since the natural course
of obesity entails weight gain.

4. Include multiple indicators of “success.” Successful out-
come in the care of the obese person should not be viewed
solely in terms of weight change. Bene“cial changes in risk
factors for disease and improvements in quality of life
(Atkinson, 1993) represent important indicators of success.
Improvements in the quality of diet should be a component
of care independent of whether weight reduction is an iden-
ti“ed objective of care (Hill, Drougas, & Peters, 1993). Re-
ductions in amounts of dietary fats, particularly saturated
fats, can improve health as well as assist in weight loss
(Insull et al., 1990). Similarly, increased physical activity
and a decrease in sedentary lifestyle can represent bene“-
cial components of long-term care irrespective of the

impact of exercise on weight loss (Lee, Blair, & Jackson,
1999; Leermakers, Dunn, & Blair, 2000; Paffenbarger &
Lee, 1996). Finally, self-acceptance, independent of
weight body, may also be a signi“cant indicator of success
(Wilson, 1996).

5. Adopt a lifelong perspective. We believe that obesity
should be viewed as a chronic condition requiring long-
term, if not lifelong, care. The clinical challenge is not to
convince the obese person that they need to be in treat-
ment forever. Rather the challenge is to convince the over-
weight person that successful management of weight
will require constant vigilance and ongoing efforts at self-
management of eating and exercise behaviors. Although
weight management may become somewhat easier over
time, it is always likely to entail conscious efforts to main-
tain behavioral control of one•s energy balance. In a com-
passionate manner, health providers must communicate
to their obese patients not merely a recognition of the
chronicity of problem, but also an empathic understanding
of the emotional aspects of what it means to be obese in a
culture that values thinness. Finally, clinicians need to as-
sure obese patients of their ready availability to assist in
the long-term management of weight and related issues.

Prevention of Obesity

Clinical treatment of obesity will not resolve the current epi-
demic of overweight in the United States. Serious public
health efforts are needed to counter the ominous trend of in-
creasing body weights in our country. Accordingly, a number
of far-reaching initiatives are warranted. We describe four
sets of recommendations:

1. Develop a national plan to prevent and treat obesity. The
increasing prevalence of obesity and obesity-related disor-
ders demands serious attention from policymakers as well
as the general public. As Mokdad and colleagues (2000)
have noted, •The time has come to develop a national,
comprehensive plan to prevent and treat the obesity epi-
demicŽ(p. 1650). The overarching objective of such a plan
would be to identify and implement effective educational,
behavioral, and environmental approaches to control and
prevent obesity. The development of a national plan would
require the collaborative efforts of both the public and the
private sectors including scientists, physicians, public
health of“cials, educators, and leaders from the agricul-
tural and food industries (Nestle & Jacobson, 2000).

2. Intervene in the schools. Schools are in a unique position
to support the promotion of healthy lifestyles. Interven-
tions in the school environment can result in bene“cial
changes in both diet and physical activity (Sallis et al.,
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1997). School-based physical activity programs that pro-
vide for enjoyable and regular exercise participation for all
students are a must. In addition, schools should promote
healthy eating patterns by ensuring that cafeterias and
vending machines offer a variety of low-cost, nutritious
foods and snacks. Alternatively, it is not too soon to begin
a prohibition against two disturbing trends, speci“cally,
the establishment of fast-food operations on school
premises, and contracts with soft-drink companies that
provide “nancial incentives based on student consumption
of products with •empty calories.Ž We need to decrease
access to high-calorie, nutritionally poor foods and pro-
vide greater opportunities for students to select healthy
foods. An effective school-based intervention may require
multiple components including a behavioral curriculum,
parental involvement, changes in the school food program,
and support from the food industry (Story et al., 2000).

3. Regulate advertising of junk foods. In the course of a
typical year, the average child sees more than 9,500 TV
commercials advertising fast food, soft drinks, candy, and
sugared cereals. Moreover, restaurant, soft drink, and
candy companies spend more than $400 billion per year to
advertise their products, often targeting their messages
to young people. In contrast, very little is spent on adver-
tising to promote healthy dietary practices. For example,
the National Cancer Institute•s entire annual budget for
the •5 a DayŽ campaign to increase fruit and vegetable
consumption is a relatively paltry $1 million (Battle &
Brownell, 1996). This dramatic inequity requires atten-
tion, and more stringent regulation is needed to decrease
the advertising of unhealthy foods, particularly during
children•s shows. Moreover, it may be helpful to require
TV commercials to disclose prominently the nutrient val-
ues (e.g., calories, calories from fats, per serving) of ad-
vertised products, particularly snack foods.

4. Impose a “fat tax.” Brownell and his colleagues
(Brownell, 1994; Jacobson & Brownell, 2000) have sug-
gested a controversial approach toward modifying the
environmental factors that promote weight gain. They rec-
ommend adoption of a tax on unhealthy foods with the
revenues from such a tax used to fund public health initia-
tives to promote healthy eating and exercise habits.
Brownell (1994) originally advocated a steep tax to serve
as a deterrent to unhealthy food purchases. Such an ap-
proach is unlikely to gain general acceptance. A more
modest tax such as one penny per 12-oz soft drink or per
pound of snack foods could go toward subsidizing health-
ier food choices, such as fruits and vegetables (or under-
writing the cost of a national campaign to improve the
nation•s eating habits). Small-scale studies have shown

that the consumption of healthy foods can be increased by
lowering their costs (e.g., French, Jeffery, Story, Hanna, &
Snyder, 1997). In addition, a recent national survey
showed that 45% of adults would support a penny tax if
the revenues were used to fund health education programs
(Center for Science in the Public Interest, 1999).

CONCLUSION

Over the past two decades, the rates of overweight and obe-
sity in the United States have increased at an alarming pace.
Obesity constitutes a major public health problem because it
confers increased risk for morbidity and mortality on the ma-
jority of the adult population. Understanding the factors that
contribute to obesity may help in its control. Although genet-
ics predispose some individuals to obesity, environmental
factors are the major contributors to the current epidemic of
overweight. Continuous exposure to an overabundance of
high-calorie and high-fat foods, coupled with decreased oc-
cupational and leisure-time physical activity, has produced
the signi“cant increases in body weights observed over the
past two decades. Weight loss can reverse many of the disad-
vantages associated with obesity, and progress has been made
in the development of weight-loss treatments. Behavioral
(lifestyle) interventions can produce weight reductions of
suf“cient magnitude to decrease the risk for many diseases,
and new drug treatments can enhance the effectiveness of
lifestyle interventions. Furthermore, gastric bypass surgery
now provides a viable treatment option for the very severely
obese. Nonetheless, with the exception of surgery, all weight-
loss interventions suffer from the problem of poor long-term
maintenance. Providing obese patients with extended treat-
ment and long-term care has shown some bene“ts in this re-
gard, but more research on the long-term management of
obesity is clearly needed. Moreover, reversing the epidemic
of obesity will require a major public health initiative aimed
at identifying and implementing effective behavioral, educa-
tional, and environmental strategies for the prevention and
control of obesity.
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Tobacco dependence is determined by psychosocial, envi-
ronmental, and biological factors. Individual differences in
exposure to various environmental risk factors in”uence sus-
ceptibility to become addicted to nicotine initially just as do
differences in a multitude of biological and physiological
characteristics. Moreover, the extent to which the various risk
factors interact with each other within and across these broad
sources of individual variation provide additional sources of
in”uence that can determine an individual•s likelihood of
becoming addicted to nicotine once exposed. Smoking be-
havior can be viewed as a sequence of speci“c components
that vary across the life-cycle. Thus, just as biological and en-
vironmental factors can exert main and interactive effects to
determine susceptibility, so too can they in”uence the likeli-

hood of maintaining tobacco dependence once it is estab-
lished, response to treatment for tobacco dependence, and
the likelihood of relapse following treatment. This chapter re-
views state-of-the-art “ndings and poses questions in need of
further investigation.

Tobacco smoke, inhaled either directly or as second-hand
smoke, contains more than 4,000 different compounds,
many of which are proven carcinogens (Roberts, 1988).
There is substantial evidence suggesting that nicotine plays a
pivotal role in mediating the addictive nature of tobacco in
humans U.S. Department of Health and Human Services
([USDHHS], 1988). Nicotine is readily absorbed across the
respiratory tract epithelium, buccal mucosa (cheek), and
skin. Systemic bioavailability through the gastrointestinal
tract is limited because of “rst-pass liver metabolism. After
inhalation, nicotine reaches the brain in approximately 10 to
19 seconds (Benowitz, Porchet, Sheiner, & Jacob, 1988), re-
sulting in rapid onset of behaviorally reinforcing effects on
the nervous system, including pleasure, relief of anxiety, im-
proved task performance, improved memory, mood modula-
tion, and skeletal muscle relaxation (Benowitz, 1999). These
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the Tobacco-Related Disease Research Program, University of
California (7PT2000), the National Cancer Institute (CA71358),
and the National Institute on Drug Abuse (DA11170). The authors
wish to thank Ms. Kymberli Hemberger for her assistance with the
preparation of this manuscript.
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positive effects, mediated by alterations in neurotrans-
mitter levels, give way to negative, withdrawal effects in the
absence of nicotine among dependent tobacco users.
Withdrawal symptoms include anger/irritability, anxiety,
dif“culty concentrating, drowsiness, fatigue, hunger/weight
gain, impatience, and restlessness (Hughes, Gust, Skoog,
Keenan, & Fenwick, 1991). These symptoms tend to manifest
in the “rst 24 hours, peak in the “rst 1 to 2 weeks, and gener-
ally resolve within 30 days after quitting. Although many pa-
tients report cravings for cigarettes many months or years after
quitting.

An estimated 47.2 million Americans smoke (Centers for
Disease Control and Prevention, 2000); 70% want to quit
completely (Centers for Disease Control and Prevention,
1994); and each year, approximately 17 million adult smok-
ers in the United States make a serious attempt to quit.
Despite decades of research into improving methods for at-
taining cessation, smoking quit rates remain low„annually ,
only an estimated 2.5% are able to quit permanently (Centers
for Disease Control and Prevention, 1993). Economically, the
burden of smoking is enormous, costing the United States an
estimated $72 billion annually in lost productivity and med-
ical care (Horgan, Marsden, & Larson, 1993).

Figure 7.1, a summary of numerous studies (Chassin,
Presson, Sherman, & Edwards, 1990; Choi, Pierce, Gilpin,
Farkas, & Berry, 1997; Flay, 1999; Gilpin, Lee, Evans, &
Pierce, 1994; Gritz et al., 1998; Jessor & Jessor, 1977;
Johnston, O•Malley, & Bachman, 1991, 1995; Kendler,
1999), illustrates the development of tobacco dependence.
Tobacco dependence consists of several identi“able phases
when viewed from a developmental perspective.

Following initial exposure to tobacco, an individual will
experiment with it and, assuming that the consequences of ex-
perimentation have provided more positive than negative con-
sequences, that individual will acquire regular tobacco use as
a feature of his or her behavioral repertoire. To the extent that
tobacco use itself acquires an instrumental component (e.g.,
helping the individual to cope with stress, manage weight, reg-
ulate affect), it will be maintained and, depending on the per-
son and environmental conditions, perhaps even strengthen
over time (increase in cigarettes smoked per day, for exam-
ple). There is the possibility that tobacco use will lessen
(smoking fewer cigarettes or •lighterŽcigarettes) and perhaps
extinguish altogether. For many people desiring to quit, how-
ever, there begins a process of cessation-reacquisition-relapse
that commonly is repeated many times.

BASIC MECHANISMS OF NICOTINE ADDICTION

The diverse effects of nicotine on brain function are mediated
by activating nicotinic acetylcholine receptors (nACHRs).
The nACHRs are formed by the combination of “ve � and/or
� subunits. Thus far, 11 subunits have been identi“ed in dif-
ferent neuronal populations, those being �2 to �9 and �2 to
�4. In the brain, nACHRs can be divided into two subfami-
lies: homoligomeric receptors that are composed of identical
subunits (�7, �8, or �9 subunits); and heteromeric receptors
that are composed of varying combinations of �2, �3, �4,
and �6 with either �2 or �4 and in some cases also with �5 or
�3 subunits (Clementi, Fornasari, & Gotti, 2000; Paterson &
Nordberg, 2000). The nACHRs are found on the cell body
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region and axons of many important neurotransmitter
systems; stimulation of these receptors can in”uence the re-
lease of other neurotransmitters such as dopamine, norepi-
nephrine, acetylcholine, GABA, and glutamate, leading to
behavioral changes associated with arousal, mood, and
cognition function (for review, see Clementi et al., 2000;
Paterson & Nordberg, 2000).

Similar to other drugs of abuse, nicotine is hypothesized to
produce its reinforcing effects by activating the mesocorticol-
imbic dopamine system (for reviews, see Di Chiara, 2000;
Stolerman & Shoaib, 1991; Watkins, Koob, & Markou, 2000).
This pathway originates in the ventral tegmental area (VTA)
and projects to the nucleus accumbens (NAc) and other corti-
cal target areas. Nicotine depolarizes dopaminergic neurons
in the VTA in vitro, and stimulates the release of dopamine in
the NAc in vivo (Calabresi, Lacey, & North, 1989; Imperato,
Mulas, & Di Chiara, 1986). In humans, functional magnetic
resonance imaging reveals that an acute nicotine injection re-
sults in an increase in neuronal activity in limbic and cortical
brain regions such as the amygdala, NAc, cingulate, and
frontal cortical lobes (Stein et al., 1998). This increase is ac-
companied by increases in behavioral measures of feelings
such as •rush,Ž •high,Žand drug liking (Stein et al., 1998). In
animals, intravenous (i.v.) nicotine self-administration in
the rat produces regional brain activation in the NAc, medial
prefrontal cortex, and medial caudate area, as assessed by
c-Fos and Fos-related protein expression (Pagliusi, Tessari,
DeVevey, Chiamulera, & Pich, 1996; Pich et al., 1997).

Variability in the metabolism of nicotine across indi-
viduals might contribute to nicotine•s addictive potential. For
example, •slowŽ metabolizers of nicotine may be more sub-
ject to the aversive properties of nicotine because of the
higher levels of untransformed nicotine per unit time and,
consequently, may use less tobacco. Conversely, •fastŽ me-
tabolizers of nicotine may be less subject to nicotine toxicity
because of lower levels of nicotine and, consequently, need to
use more tobacco per unit time to maintain suf“cient levels of
nicotine. It has been suggested that the nicotine metabolism
pathway may be altered via genetic polymorphisms (Idle,
1990). Studies have examined genetic variation of enzymes
involved in the metabolism of nicotine, however, the out-
comes are not conclusive and warrant further investigation.
Understanding of individual differences in nicotine metabo-
lism and their relationship to susceptibility for becoming
and/or remaining a regular tobacco user is in the early stages.
Increased information is needed on the full array of genes in-
volved in the various metabolic processes, the extent of indi-
vidual variation in the genetic substrate, along with a better
appreciation of how these differences in”uence susceptibility
to become addicted to nicotine.

ANIMAL MODELS OF NICOTINE ADDICTION

Animal models examining the reinforcing effects of nicotine
have been used to assess the various contributing factors of
tobacco dependence as observed in the human population.
The extent to which animal models can be used to interpret
the underlying nature of dependence in humans depends
mainly on the validity of the model. Animal models have
been evaluated based on predictive, face, and construct valid-
ity (Willner, 1991). Predictive validity of an animal model is
de“ned as •performance in the test predicts performance in
the condition being modeled.Ž For example, valid animal
models of drug reward can differentiate between drugs that
are abused by humans and those that are not and can therefore
be used to evaluate whether a novel drug possesses abuse li-
ability as well as to detect potential candidate medications for
prevention of drug addiction. Face validity is an indication of
whether the •behavioral and pharmacological qualitiesŽ of an
animal model are similar in nature to those seen in the human
condition. Construct validity is assessed by determining
whether there is a •sound theoretical rationaleŽ between
the animal model and the human condition being modeled
(Willner, 1991). Table 7.1 addresses the questions that assess
the validity of each animal model discussed next as related to
nicotine addiction.

Several animal models have been used to examine the
reinforcing effects of nicotine. In the following paragraphs,
we discuss methodology, “ndings directly related to nico-
tine addiction, and validity (see Table 7.1) of two frequently
used animal models, the self-administration and the place-
conditioning paradigms.

Self-Administration

The self-administration (SA) paradigm provides a measure
of the reinforcing effects of drugs. The animal learns the re-
lationship of its behavior such as pressing a lever or a nose-
poke and a reinforcer such as an i.v. injection of a drug. If
the relationship between the animal•s behavior and the re-
sponse is reinforcing, the probability of the animal continu-
ing the behavior is increased. It has taken 10 to 15 years of
research with animals to map out the conditions that will
support reliable SA of nicotine. Nicotine SA has been demon-
strated in nonhuman primates (Goldberg, Spealman, & Gold-
berg, 1981), rats (Corrigall & Coen, 1989; Donny, Caggiula,
Knopf, & Brown, 1995), and mice (Picciotto et al., 1998;
Stolerman, Naylor, Elmer, & Goldberg, 1999). The role of
the mesocorticolimbic dopamine system in mediating nico-
tine SA has also been examined. For example, lesions
of dopaminergic neurons in the NAc, and administration of
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antagonists systemically and directly into the VTA produces
dose-related decreases in nicotine SA (Corrigall & Coen,
1991; Corrigall, Coen, & Adamson, 1994; Corrigall,
Franklin, Coen, & Clarke, 1992). Further evidence for pos-
sible long-term adaptations in the mesocorticolimbic system
stems from research examining activation of immediate early
genes such as the transcription factor c-Fos induced in neu-
rons following various environmental and pharmacological
manipulations. Nicotine SA increases c-Fos-related antigens
expressed in the NAc as well as other regions similar to that
seen with cocaine SA (Pagliusi et al., 1996; Pich et al., 1997).
Thus, nicotine self-administration can result from an action
of nicotine on nACHRs that activate the mesocorticolimbic
dopamine system.

The SA paradigm has high predictive validity since com-
pounds that are deemed addictive in humans will also support
SA. For example, similar to other drugs of abuse such as
cocaine and morphine, animals will self-administer nicotine
(see above). The SA paradigm also possesses a high degree of
face validity. First, similar to human drug intake, animals are
given control over the drug administration and they perform
a required schedule of responses to obtain the drug. Second,
because the current smoking epidemic involves routes of ad-
ministration that allow rapid distribution to brain tissue, the
i.v. route often used in animal SA studies is a route that
closely mimics human drug intake. The degree of construct
validity associated with the SA paradigm is high. In humans,
nicotine becomes addictive in nature partially because it pro-
duces reinforcing interoceptive stimuli or positive subjective
effects. Similarly, a drug is said to maintain SA behavior in
animals because it acts as a positive reinforcer. Thus, the
addictive nature of smoking in humans is assumed to be the
same as that measured by the SA paradigm. With regard to
construct validity, the SA paradigm also provides evidence
for the role of dopamine in mediating the reinforcing effects
of nicotine. The various aspects of validity of the SA model
as a measure for nicotine addiction are summarized in
Table 7.1.

The Place-Conditioning Paradigm

The place-conditioning (PC) paradigm has also been used to
measure the rewarding as well as the aversive properties of
drugs of abuse. The PC paradigm measures the incentive
motivational properties of stimuli that become associated
with drug effects through classical conditioning. The drug is
administered in a distinct environment. After several pair-
ings, the environment becomes associated with the effects of
the drug, thereby acquiring incentive-motivational proper-
ties. Thus, the environment provides cues eliciting either

approach (i.e., conditioned place preference, CPP) or avoid-
ance (i.e., conditioned place aversion, CPA) behaviors de-
pending on whether rewarding or aversive properties of the
drug have been conditioned, respectively.

Nicotine-induced PC has been examined in rodents; how-
ever, similar to nicotine SA, nicotine-induced PC has been
dif“cult to establish (Clarke & Fibiger, 1987). Nicotine-
induced CPP and CPA have been shown in a variety of strains
of rats and mice (Acquas, Carboni, Leone, & Di Chiara, 1989;
Calcagnetti & Schechter, 1994; Fudala, Teoh, & Iwamoto,
1985; Martin & Itzhak, 2000; Schechter, Meehan, &
Schechter, 1995). The role of dopamine in mediating nicotine-
induced CPP has not been extensively studied. In one pub-
lished study, a dopamine receptor antagonist, SCH23390,
prevents acquisition of nicotine-induced CPP (Acquas et al.,
1989). Further studies are needed to clarify the role of
dopamine in mediating the rewarding/aversive effects of
nicotine as measured by the PC paradigm.

The PC paradigm is considered to have a high degree of
predictive validity since drugs that are addictive in humans
also produce CPP in animals. On the other hand, the PC par-
adigm is thought to possess a low degree of face validity
relative to the SA paradigm in regard to the method of drug
delivery. In the PC paradigm, nicotine delivery is passive and
does not depend on the animal•s behavior, whereas with the
SA paradigm the animal actively self-administers nicotine.
However, the PC paradigm possesses a certain level of face
validity since the environment that is paired with effects of
nicotine acquires the status of a conditioned stimulus. Thus,
when the animal is given access to both compartments, and
the resulting effect is a CPP, the environment is said to have
elicited a conditioned response. Conditioned responses also
play an important role in human smoking behavior. Previous
research has shown that drug-associated environments as
well as paraphernalia associated with drug taking (the condi-
tioned stimuli) can evoke both physiological and psycholog-
ical drug-related responses (Ehrman, Robbins, Childress, &
O•Brien, 1992). This parallel seen with human smoking
behavior and the PC paradigm provides evidence for some
degree of face validity with this animal model. The PC para-
digm possesses a high degree of construct validity since it
measures drug-induced reinforcement or incentive motiva-
tion. These theoretical constructs play a fundamental role in
addiction theory (T. Robinson & Berridge, 1993). Similar to
the SA paradigm, “ndings using the PC paradigm also
support the dopamine hypothesis of addiction. Evidence sup-
porting the latter is sparse in regard to nicotine-induced PC
since only one published experiment has examined the ef-
fects of a dopamine antagonist (see Acquas et al., 1989).
However, previous research has thoroughly examined the
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effects of dopamine in mediating CPP induced by other
drugs of abuse such as cocaine, amphetamine, and morphine
(Hoffman, 1989; Schechter & Calcagnetti, 1993). Various
aspects of validity as related to the PC paradigm are sum-
marized in Table 7.1.

Preclinical Genetic Models: Insights into
Individual Differences in Nicotine-Induced Behavior

Animal studies using inbred strains have indicated that there
are potential strain differences providing some insight as to
why there are individual differences in the development of
nicotine addiction in humans. Indeed, when inbred strains of
mice are provided with a choice of nicotine or vehicle solu-
tions, the strains differ dramatically in their self-selection of
nicotine (Crawley et al., 1997; Meliska, Bartke, McGlacken,
& Jensen, 1995; S. Robinson, Marks, & Collins, 1996).
Across the different strains, the higher the preference for the
nicotine solution, the lower the sensitivity to nicotine-induced
seizures (S. Robinson et al., 1996). Thus, the negative toxic
actions of nicotine limit nicotine consumption in mice. There
are also differences in SAof nicotine by inbred strains of mice,
where nicotine can serve as a positive reinforcer in c75BL/6
mice but not in DBA/2 mice (Stolerman et al., 1999).

Genetically altered mice with certain targeted gene muta-
tions are also becoming important tools in studying the
molecular nature of nicotine addiction (Mohammed, 2000;
Picciotto et al., 1998). These •knock outŽ mice are mutant
mice lacking genetic information encoding speci“c nACHR
subunits. Because the �2 subunit is widely expressed in the
central nervous system and is found in the mesocorticolimbic
dopamine system, the reinforcing effects of nicotine have
been examined in �2-knockout mice (Picciotto et al., 1998).
Picciotto et al. (1998) report that nicotine-induced dopamine
release in the ventral striatum is only observed in wild-type
mice and not in �2-knockout mice. Furthermore, mesen-
cephalic dopamine neurons are no longer responsive in
�2-knockout mice. Similar to their wild-type counterparts,
�2-knockout mice learned to self-administer cocaine. How-
ever, when nicotine was substituted for cocaine, nicotine SA
was attenuated in the �2-knockout mice relative to wild-
types. These “ndings suggest that the �2 receptor subtype
plays a crucial role in the reinforcing effects of nicotine.
Studies using mutant mice provide some insight as to indi-
vidual differences in tobacco smoking. For example, differ-
ent expression of nACHR subtypes (i.e., by knocking out
various nACHR subunits in animals) can partially account
for differences in nicotine effects. Although genetic knockout
mice are a powerful tool, research using this technique
has not yet reached its full potential. Thus far, the gene of

interest is knocked out prior to birth, possibly resulting in
compensatory changes in the developing central nervous
system of the animal. For a “ner assessment of the role of
various nACHR subtypes, mutant mice that undergo gene-
speci“c mutations in certain brain regions at a precise time in
their adult life are needed. Eventually, this line of research
will provide identi“cation of molecular sites that modulate
nicotine addiction facilitating medication development for
the treatment of tobacco dependence in human smokers.

Relevance of Preclinical Studies to Understanding
Tobacco Dependence

Animal models, such as the SA and PC paradigms (discussed
previously), provide a unique contribution toward our under-
standing of tobacco dependence in humans. These models
allow the examination of the reinforcing effects of nicotine
that are highly relevant to tobacco dependence in humans,
and that cannot be easily studied in human subjects mainly
for ethical reasons. In animals, potential behavioral effects
of pharmacological agents can be more fully characterized.
Furthermore, these animal models allow the investigation of
the basic underlying neurochemical mechanisms that are rel-
evant to nicotine addiction.

Animal models also can be used to study environmental
factors in initiation and maintenance of nicotine addiction.
Smokers report that environmental factors such as stress in-
duce smoking behavior and that smoking helps to alleviate
stress (McKennell, 1970; USDHHS, 1988). Preclinical stud-
ies have shown that environmental stressors can increase cor-
ticosterone levels and in turn can alter behavioral responses to
administration of drugs of abuse. For example, prenatal stress
(Deminiere et al., 1992), isolation (Alexander, Coambs, &
Hadaway, 1978; Schenk, Lacelle, Gorman, & Amit, 1987),
foot-shocks (Goeders & Guerin, 1994), and exposure to social
defeat stress (Miczek & Mutschler, 1996) can activate as well
as facilitate SA of psychomotor stimulants and opioids. In
addition, exposure to intermittent foot-shock can reinstate
heroin (Shaham & Stewart, 1995), cocaine (Ahmed & Koob,
1997; Erb, Shaham, & Stewart, 1996), alcohol (Lê et al.,
1998), and nicotine (Buczek, Lê, Stewart, & Shaham, 1999)
drug-seeking behavior following extinction and an extended
period of abstinence. However, the role of environmental
stressors in eliciting nicotine reinforcement using animal
models has not been characterized thoroughly. These ex-
periments will lead to the development of animal models of
gene-environment interactions in nicotine addiction. Future
experiments will provide us with clues as to whether the inter-
actions can be demonstrated, the magnitude of their effect, and
the conditions under which the interactions vary in strength.
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Next, we present an overview of several of the psycholog-
ical and social and environmental factors known or suspected
to enhance the likelihood of initiation and/or maintenance of
regular tobacco use in humans.

SOCIAL AND PSYCHOLOGICAL RISK FACTORS
FOR INITIATION AND MAINTENANCE
OF TOBACCO USE

Gender and Ethnic Differences

It has been estimated that every day approximately 5,500
youth experiment with cigarettes for the “rst time and nearly
3,000 young people transition to daily smoking (Gilpin,
Choi, Berry, & Pierce, 1999). The factors involved in the
initiation of smoking are numerous, and indeed, there are
several important studies involving careful longitudinal as-
sessment of environmental, social, and contextual smoking
initiation among adolescents (Chassin, Presson, Pitts, &
Sherman, 2000; Colder et al., 2001; Duncan, Tildesley, Duncan,
& Hops, 1995). Giovino (1999) provides a thorough review of
the current state of knowledge of the epidemiology of tobacco
use and concludes that male and female adolescents are equally
as likely to smoke cigarettes with approximately 20% of per-
sons aged 12 to 17 years in the United States having smoked
within the past 30 days. The prevalence of smoking varies as a
function of ethnicity. Among male high school seniors, 41% of
American Indian/Alaska Natives, 33% of Whites, 29% of
Hispanics, 21% for Asian Americans/Paci“c Islanders, and
12% of African Americans are current smokers. Among female
high school seniors, corresponding prevalence estimates of cur-
rent smoking for each of the ethnic groups mentioned earlier are
39%, 33%, 19%, 14%, and 9%, respectively. The ethnic differ-
ences that exist in smoking prevalence have attracted recent at-
tention. Great interest exists, for example, in understanding the
apparent susceptibility among White adolescents to social in-
”uences to smoke, while African American youth appear to be
comparatively resistant to these in”uences to smoke. Mermel-
stein (1999), in a review of the literature, concludes that the
source of these ethnic differences in smoking may generate
from the differential role that parental and family factors or
youth ability to cope with negative affect play across the vari-
ous ethnicities.

Cognitive Effects of Smoking

Individual differences in cognitive assets and liabilities may
also play a role in susceptibility to tobacco dependence.
There is substantial evidence to suggest that nicotine plays

a role in attention, learning, and memory. In humans, a
wide variety of studies have reported the positive effects of
nicotine on cognitive function (Heishman, 1999; Levin &
Rezvani, 2000). However, in most of these studies, certain
methodological issues cloud the conclusions that can be
drawn. For example, the majority of the earlier studies ex-
amined cognitive effects in cigarette smokers. Nicotine
administration can produce a marked improvement in vigi-
lance, rapid information processing, and short-term verbal
recall and reduces time to name a color on the Stroop test
(Hatsukami, Fletcher, Morgan, Keenan, & Amble, 1989;
Warburton, 1992; Warburton & Wesnes, 1984). Some stud-
ies have not found this positive effect on memory. In a
nicotine-dependent population, it is dif“cult to determine
whether enhancement in cognitive function is due to relief
of attentional de“cits mediated by nicotine withdrawal. If
smokers are deprived of nicotine, cognition is impaired and
these de“cits can be reversed once the individual is re-
exposed to nicotine (Hatsukami et al., 1989; Parrott &
Roberts, 1991; Snyder & Henning“eld, 1989). To try to rule
out the effects of nicotine on withdrawal versus cognitive
performance, experiments have examined the effects of
nicotine on attention in normal nonsmoking adults. For ex-
ample, in a computerized test of attention, nicotine can sig-
ni“cantly reduce errors in normal nonsmoking adults (Levin
et al., 1998). However, even though examination of the ef-
fects of nicotine in nonsmoking adults provides a reasonable
baseline, it is still dif“cult to compare these “ndings directly
to those seen in smokers since smokers may differ from
nonsmokers on a variety of different factors including ge-
netic, environmental, and psychological factors (Gilbert,
1995).

Psychiatric Comorbidity and Tobacco Dependence

Attention-de“cit hyperactivity disorder (ADHD) is charac-
terized by an increase in inactivity, an inability to retain
attention for any length in time, and increased impulsivity.
Previous research has indicated that a possible cause could be
due to impairment in the functioning of the dopamine system
(Barkley, 1990). In children, the prevalence of ADHD ranges
from 2% to 8% and is seen more frequently in boys relative
to girls (Barkley, 1990). In the adult population with ADHD,
40% are smokers compared to 26% in the general population
(Pomerleau, Downey, Stelson, & Pomerleau, 1995). Since
smoking and nicotine administration has been shown to
increase attention (see earlier discussion), it is possible
that adults with ADHD are nicotine users because it helps
alleviate some of the symptoms associated with their psychi-
atric condition. In fact, Levin et al. (1996) have shown that
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nicotine transdermal patches ameliorate inattention. This ef-
fect also was observed in nonsmoking adults without ADHD
(Levin et al., 1998). The positive effects of nicotine on the
symptoms of ADHD could be due to the modulatory role of
the nACHR system on dopaminergic neurons (Wonnacott,
Irons, Rapier, Thorne, & Lunt, 1989).

As with ADHD patients, the incidence of smoking in
patients with schizophrenia is 40% to 100% higher than in
patients with other psychiatric disorders and about three times
more prevalent than levels seen in the general population (Goff,
Henderson, & Amico, 1992; Hughes, Hatsukami, Mitchell, &
Dahlgren, 1986). Some authors have suggested that patients
with schizophrenia smoke to alleviate possible medication-
induced side effects (Goff et al., 1992; Jarvik, 1991; O•Farrell,
Connors, & Upper, 1983). However, it also is possible that
these patients use nicotine as a form of self-medication and
to ameliorate certain symptoms associated with the disease
(Goff et al., 1992; Mihailescu & Drucker-Colín, 2000). For
example, patients with schizophrenia have abnormalities in
sensory-gating, which can be improved following nicotine ad-
ministration (Adler, Hoffer, Wiser, & Freedman, 1993). It has
been hypothesized that nicotine can improve some of the nega-
tive symptoms of schizophrenia by increasing dopaminergic
activity in the mesocorticolimbic pathway (Glassman, 1993).
Thus, the ability of nicotine to enhance dopamine release could
provide a possible explanation for the high frequency of smok-
ing seen in patients with schizophrenia.

In a similar vein, there is a higher incidence of smoking in
people who suffer from depression (Balfour & Ridley, 2000;
Breslau, Kilbey, & Andreski, 1993; Choi et al., 1997; Covey,
Glassman, & Stetner, 1998; Kelder et al., 2001). High levels
of depression are associated with higher dependency on
smoking (Breslau et al., 1993). Similar to ADHD and schizo-
phrenia, it is possible that depressed individuals are self-
medicating to alleviate the symptoms of depression and this
behavior could be an important factor for tobacco depen-
dence. However, another explanation could be that there
might be a common genetic basis for the association of the
two disease states (Breslau et al., 1993; Kendler et al., 1993).

ENVIRONMENTAL RISK FACTORS
FOR INITIATION

Tobacco Advertising and Promotions

A signi“cant amount of research over the past few decades
has been devoted to examining the relationship between
mass media advertising and tobacco sales. Tobacco companies

spend nearly half of their marketing dollars on point-of-
purchase promotions in retail stores; this proportion has in-
creased substantially over the past 15 years (Federal Trade
Commission, 2001). In a study based in California, retail out-
lets display an average of 17 tobacco advertising materials,
and 94% of retail outlets display at least some advertising
(Feighery, Ribisl, Schleicher, Lee, & Halvorson, 2001). In ad-
dition, tobacco is marketed through other venues such as mag-
azines, newspapers, clothing and gear, and outdoor advertising
(e.g., billboards).

Despite signi“cant public and scienti“c concern over
whether tobacco advertising promotes youth smoking, the
available evidence was deemed inconclusive in a recent re-
view article on the topic (Lantz et al., 2000). Furthermore, the
extent to which tobacco advertising bans impact youth smok-
ing is not clear (Lantz et al., 2000). Saffer and Chaloupka
(2000), in an analysis of the effects of tobacco advertising in
22 countries across the time period 1970 to 1992, concluded
that tobacco advertising increased tobacco consumption, and
a comprehensive set of advertising bans, in fact, reduced to-
bacco consumption. It is projected that the 1999 ban on
outdoor advertising, as part of the U.S. tobacco industry
settlement, will have little effect on tobacco consumption be-
cause other forms of advertising (print, point-of-purchase,
and sponsorship) have not been banned; thus, these forms
will be the focus of heightened tobacco promotion (Saffer &
Chaloupka, 2000).

Effects of Pricing and Tobacco Control Policies

Although cigarettes have been subjected to federal taxes since
the Civil War and state taxes since the 1920s, it wasn•t until
1964 when the Surgeon General•s report was released that
states began to increase taxes to deter smoking (Warner, 1981).
In four states (California, Massachusetts, Michigan, and Ari-
zona), voters have approved tobacco tax increases, with por-
tions of the revenues being earmarked for tobacco control
activities. Based on econometric studies, researchers cite evi-
dence suggesting that higher cigarette prices are associated
with reductions in cigarette smoking in general (National
Cancer Institute, 1993) and in youths, in particular, who may
be especially sensitive to tobacco pricing (Chaloupka &
Wechsler, 1997; Lewit, Coate, & Grossman, 1981; National
Cancer Institute, 1993). However, the fact that several studies
have failed to identify an association between cigarette
prices and smoking among adolescents (Chaloupka, 1991;
Wasserman, Manning, Newhouse, & Winkler, 1991) has led
some investigators to examine whether the price-versus-
consumption relationship differs as a function of key factors
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such as age (Chaloupka & Pacula, 1999; Gruber & Zinman,
2000), ethnicity (Chaloupka & Pacula, 1999), and stage of
adoption of tobacco use (Emery, White, & Pierce, 2001). It
was determined in these studies that higher cigarette prices
differentially affect older adolescents (Gruber & Zinman,
2000), young males (as opposed to young women; Chaloupka
& Pacula, 1999) and young Black men (compared to young
White men; Chaloupka & Pacula, 1999). In addition, in-
creased prices may deter rate of adoption of regular smoking
among current smokers (Emery et al., 2001). Conversely, cig-
arette pricing is unrelated to experimentation for adolescents
of all ages, probably because this stage is characterized by
very low consumption, and cigarettes often are obtained from
friends (Emery et al., 2001). Thus, it appears as though •ciga-
rette prices are a critically important policy tool in reducing
adolescent smoking beyond experimentationŽ (Emery et al.,
2001, p. 269).

Youth Access to Tobacco

It has been estimated that more than 947 million packages
of cigarettes and 26 million cans of chewing tobacco are
purchased each year by American youth (USDHHS, 1994).
Although laws exist to limit youth access to tobacco, research
has shown that the laws are not heavily enforced (DiFranza,
Norwood, Garner, & Tye, 1987; Forster & Wolfson, 1998;
Jacobson, Wasserman, & Anderson, 1997). Johnston et al.
(1999) reported that in a survey conducted in 1998, approxi-
mately 90% of adolescents aged 15 to 16 described obtaining
cigarettes as •fairly easyŽ or •very easy.Ž In a survey con-
ducted in 1997 (Centers for Disease Control and Prevention,
1998), 30% of high school smokers reported having pur-
chased cigarettes in the previous month; of these, fewer than
one-third were asked to provide proof of age.

In a comprehensive review of the literature, Stead and
Lancaster (2000) summarized the effects of interventions for
preventing tobacco sales to minors. Minimal interventions
such as providing retailers with information about the law
have been shown to be largely ineffective. Retailer participa-
tion in voluntary compliance programs, in general, is low
(DiFranza & Brown, 1992; DiFranza, Savageau, & Aisquith,
1996), and while there is evidence that interventions to
educate retailers can improve compliance, more effective
interventions require application of multiple strategies simul-
taneously, such as personal visits to retailers and education
of the community (Altman, Wheelis, McFarlane, Lee, &
Fortmann, 1999). High levels of commercial retailer compli-
ance, combined with community participation, may be neces-
sary if adolescent smoking is to be reduced.

PREVENTION AND TREATMENT
OF TOBACCO DEPENDENCE

Although smoking rates among adolescents rose during most
of the 1990s (Johnston, O•Malley, & Bachman, 1999), results
of the 2000 Monitoring the Future Study suggest that there
has been a modest decline, particularly among twelfth
graders, who evidenced a 3.2 percentage-point drop in 2000
(Lantz et al., 2000). Despite this decline, smoking persists as
a signi“cant public health problem, particularly among
school absentees, dropouts, and other high-risk youth for
whom smoking rates are appreciably higher (de Moor et al.,
1994; Glynn, Anderson, & Schwarz, 1991; Grunbaum &
Basen-Engquist, 1993; Karle et al., 1994).

Because 89% of adult current smokers began smoking
before their nineteenth birthday, and a substantial proportion
of adolescents experiment with smoking before entering
high school (USDHHS, 1994), tobacco prevention efforts
generally have been concentrated on elementary and middle
school years. However, if early smoking prevention lessons
are not reinforced and repeated in high school, smoking
rates return to levels comparable to those seen in the general
high school population (Bell, Ellickson, & Harrison, 1993;
Ellickson, Bell, & McGuigan, 1993; Flay, 1985). The
United States has evidenced an alarming rise in smoking
prevalence among college students. Although this trend is
thought to re”ect the increase in smoking initiation from
the early 1990s (Wechsler, Rigotti, Gledhill-Hoyt, & Lee,
1998), initiation among young adults may be playing a role
(Lantz et al., 2000). As smoking in younger cohorts (youth,
young adults) continues to rise, heightened prevention ef-
forts are needed. Promising prevention strategies include
aggressive antitobacco media campaigns, increased cigarette
prices, school and community interventions, and environ-
mental changes, such as increased emphasis on reducing
adult smoking (thereby reducing the number of smoking
adult role models), expanded clean indoor air laws, and en-
forcement of laws against sales of tobacco to minors (Lantz
et al., 2000).

Cessation Methods

Pharmaceutical Aids for Cessation

Since 1984, “ve pharmaceutical products (nicotine gum,
patch, spray, inhaler, and sustained release [SR] bupropion)
have been approved by the U.S. Food and Drug
Administration (FDA) as aids for smoking cessation, and re-
search has demonstrated that use of these agents signi“cantly
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increases the likelihood of successful quitting. In addition,
the effects of pharmaceutical agents are substantially in-
creased when coupled with behavioral interventions. When
feasible and not medically contraindicated, it is recom-
mended that tobacco cessation interventions include at least
one FDA-approved pharmaceutical aid for cessation in paral-
lel with tobacco dependence counseling (Fiore et al., 2000). 

In a systematic review of relevant studies (Silagy, Mant,
Fowler, & Lancaster, 2000), meta-analyzes of outcomes re-
lated to nicotine replacement therapies (all dosage forms com-
bined) revealed an odds ratio for abstinence of 1.7, compared
with control. The odds of abstinence for the four different
forms of nicotine replacement therapy that currently are avail-
able in the United States were 1.6, 1.8, 2.3, and 2.1 for the gum,
transdermal patch, nasal spray, and inhaler, respectively.
The nicotine sublingual tablet also has been investigated
(Molander, Lunell, & Fagerström, 2000; Wallstrom, Nilsson,
& Hirsch, 2000); this has been approved for use in Europe but
not in the United States (odds ratio for quitting, 1.7).

Bupropion SR was the “rst nonnicotine pharmaceutical
product approved for smoking cessation. The mechanism of
action of this medication, originally marketed as an antide-
pressant, is not fully understood although it is hypothesized
to promote smoking cessation through its capacity to block
neural re-uptake of the neurotransmitters dopamine and
norepinephrine, reducing cravings for nicotine and symp-
toms of withdrawal (Fiore et al., 2000). The “rst four pub-
lished placebo-controlled trials of bupropion for smoking
cessation demonstrated increased odds of quitting, compared
to placebo (Ferry & Burchette, 1994; Ferry, Robbins, &
Scariati, 1992; Hurt et al., 1997; Jorenby et al., 1999). Pool-
ing the 12-month continuous abstinence rates for the four tri-
als provides an odds ratio estimate of 2.7 (Hughes, Stead, &
Lancaster, 2001).

Currently, insuf“cient data are available to rank-order the
effectiveness of the different cessation agents (Fiore et al.,
2000). Most clinical trials have examined the use of a single
agent. More recently, however, investigators have reported
enhancements in cessation rates when agents are used in
combination. For example, there is evidence that concurrent
use of two forms of nicotine replacement therapy, whereby
one form provides steady levels of nicotine in the body and
the second form is used as needed to control cravings, sup-
press nicotine withdrawal symptoms (Fagerström, 1994;
Fagerström, Schneider, & Lunell, 1993) and increase ability
to quit compared to monotherapy (Blondal, Gudmundsson,
Olafsdottir, Gustavsson, & Westin, 1999; Kornitzer, Bousten,
Dramaix, Thijs, & Gustavsson, 1995; Puska et al., 1995).
Dual nicotine replacement therapy, however, is recom-
mended only for use with patients who are unable to quit

using monotherapy, because of the inherent increased risk of
nicotine overdose (Fiore et al., 2000). Use of bupropion SR in
combination with the nicotine patch has been shown to in-
crease cessation rates 5.2 percentage points over bupropion
SR alone, from 30.3% to 35.5%, although this increase was
not statistically signi“cant (Jorenby et al., 1999). Thus,
despite the small number of trials that have examined combi-
nation therapy versus monotherapy, the results appear
promising and may be particularly applicable to refractory
patients who have been unable to quit using single agents.
Additional research is needed to delineate more clearly the
value-added effects of combination therapy, to compare the
relative effects of the different constellations of agents, and to
examine the comparative side effect pro“les and toxicities as-
sociated with combination therapy.

Despite the fact that several different classes of drugs have
been examined in recent years for their effectiveness in pro-
moting smoking cessation, quit rates remain low, with fewer
than one third of patients being abstinent at “ve or more
months posttreatment. Furthermore, because few studies ex-
tend beyond one year, it is not known whether cessation is
maintained long term. Although the nicotine transdermal
patch and nicotine gum now are available without a prescrip-
tion, it is not clear whether this increased access compro-
mises ef“cacy because patients can now self-prescribe and
self-treat their tobacco dependence without the proven posi-
tive effects of intervention from a health professional.

Nonpharmaceutical Methods for Cessation

Of smokers attempting to quit, many give up smoking on their
own, without assistance of any kind.Avariety of self-help ma-
terials are available; in general, these materials are just mar-
ginally more effective than no intervention, although tailored
materials tend to have a greater impact than do nontailored
materials (Lancaster & Stead, 2000). Social support, other
than that provided by cessation counselors, has been shown to
increase the likelihood of quitting by approximately 50%
(Fiore et al., 2000). When feasible, smoking cessation
treatment should involve some form of tobacco dependence
counseling. In a meta-analysis of trials assessing the effects of
cessation advice from medical practitioners (Silagy & Stead,
2001), it was determined that brief advice is associated with
an increased likelihood of quitting versus no advice (odds
ratio, 1.7); in addition, more intensive advice leads to a higher
likelihood of quitting when compared to more minimal advice
(odds ratio, 1.4). Although tobacco is the leading cause of
morbidity and premature mortality in the United States, al-
lied health professionals generally do not receive adequate
tobacco cessation training. The vast majority of medical
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schools, for example, do not provide comprehensive tobacco
cessation training to medical students (Ferry, Grissino, &
Runfola, 1999). Receiving specialized training, however,
has been shown to lead to increased delivery of smoking ces-
sation counseling among health care professionals (Lancaster,
Silagy, & Fowler, 2000; Sinclair et al., 1998). According to
the •Clinical Practice Guideline for Treating Tobacco Use and
Dependence,Ž which summarizes the results of more
than 6,000 published articles, “ve key components of tobacco
cessation counseling are: (a) ask patients whether they use
tobacco, (b) advise tobacco users to quit, (c) assess patients•
interest in quitting, (d) assist patients with quitting, and
(e) arrange follow-up care (Fiore et al., 2000).

Although physicians are aware of the health conse-
quences of using tobacco (Wechsler, Levine, Idelson, Schor,
& Coakley, 1996), smoking status is assessed in only about
one-half to two-thirds of patient clinic visits, and cessation
assistance is provided in only about one-“fth of smokers•
visits (Goldstein et al., 1997; Thorndike, Rigotti, Stafford, &
Singer, 1998).

Group cessation programs offer an alternative to individ-
ual counseling. In a meta-analysis of 13 studies comparing
group programs to self-help programs (Stead & Lancaster,
2000), group program participants were signi“cantly more
likely to have quit for six or more months (odds ratio 2.1).
Group therapy exhibited similar ef“cacy as similar-intensity
individual counseling. A principal drawback of group pro-
grams is their limited reach, because participation rates tend
to be low (Stead & Lancaster, 2000). Smokers must be moti-
vated not only to attempt to stop, but also to commit the time
and effort required to attend group meetings.

Although data indicate that quit rates are enhanced with
more intensive group programs or counseling, smokers tend
to prefer less intense, briefer forms of self-help counseling
(Fiore, Smith, Jorenby, & Baker, 1994; Hughes, 1993).
Mandatory counseling, such as that required by many health
insurers if a patient is to receive cessation medications at no
cost or at a reduced price (co-pay), may act as a barrier to pa-
tients• quitting (Fiore et al., 1994). Thus, from a health policy
standpoint, it will be important to weigh the costs/bene“ts
of offering a brief, less intense, and less effective treatment
to more potential quitters versus the costs/bene“ts of offering
a more intense, more effective treatment to fewer potential
quitters.

Future Directions

The market for smoking cessation aids is relatively small
but growing. Based on available sales data from drug manu-
facturers, the current worldwide market for pharmaceutical

aids for cessation is estimated to be $670 million ($505 million
nonprescription products + $165 million, bupropion SR).
Sales of nonprescription NRT products appear to be enjoy-
ing continued growth while that of bupropion SR appears to
be leveling off or even declining in some market segments
(Through the Loop Consulting. Corporate Focus: Health care,
January, 2000 see http://www.throughtheloop.com/focus; also
GlaxoSmithKline Financial Report, 2000; GlaxoSmithKline
Annual Report, 2000 see http://corp.gsk.com/“nancial/
reports/ar/report/op_“nrev_prosp/op_“nrev_prosp.html). It is
clear that improved methods of promoting cessation are
needed; this might include new medications (Centers for Dis-
ease Control and Prevention, 2000), new indications for ex-
isting medications, combination therapy, new or improved
behavioral approaches, and/or increased knowledge for effec-
tive methods of matching medications and behavioral ap-
proaches to individual patients. In addition, research is
needed to examine the safety and ef“cacy of different med-
ications for use in special populations, such as adolescents,
pregnant women, patients with depression, and smokeless to-
bacco users (Fiore et al., 2000).

While risk factors for relapse following treatment with
pharmacological and nonpharmacological cessation ap-
proaches have been identi“ed, relatively little work has been
done to identify which smokers should receive which treat-
ments. One reason for this is that the typical analytic ap-
proach used to identify risk factors (e.g., multiple, logistic, or
Cox regression) lends itself to identi“cation of risk factors
and not necessarily the nature of smokers most or least at
risk. For example, it is incorrect to assume that because all
women, who have been shown to be at higher risk for relapse
than men by conventional statistical methods, require the
same treatment approach. In fact, it can be shown with
appropriate analytic tools, that some women do very well in
response to treatment. Previous research has identi“ed sub-
groups of smokers with wide variation in responsiveness to
both pharmacological (Swan, Jack, Niaura, Borrelli, &
Spring, 1999; Swan, Jack, & Ward, 1997) and nonpharmaco-
logical (Swan, Ward, Carmelli, & Jack, 1993) treatments.
One of the keys to the future of matching treatments to indi-
vidual smokers will be consistent attention to and analysis of
individual differences in treatment responsiveness.

EVIDENCE FOR GENETIC INFLUENCE
ON TOBACCO USE IN HUMANS

In humans, as more is learned about the genetic basis of to-
bacco dependence, the chronic use of tobacco is increasingly
appreciated as a complex genetic trait and is likely in”uenced
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by gene-environment interactions (Khoury, Beaty, & Cohen,
1993). While no one has yet demonstrated the presence of
speci“c gene-environment interactions on tobacco use in hu-
mans, because of insuf“cient study sample sizes, interactions
have been demonstrated in biometric models of twin similar-
ity for alcohol use (Koopmans, Heath, Neale, & Boomsma,
1997). It has been speculated that if such interactions exist,
they could emerge as potentially powerful determinants of
susceptibility and maintenance of tobacco dependence
(Kendler, 1999; Swan, 1999).

Definition of Phenotypes

In most behavior genetic and genetic epidemiologic studies,
•smokingŽ has been assessed as a static phenotype (i.e., as
if the behavior is a trait that remains constant over time).
(See next section for a review of these studies.) However, a
variety of studies from the developmental, epidemiologic,
psychiatric, and smoking literature suggest that smoking
in general, and the consumption of nicotine on a regular
basis speci“cally, is tremendously more complex than a
simple trait perspective (Swan, 1999b). Not only do reasons
and motivations for smoking vary across individuals, it is
likely that motivations (biological, social, and psychologi-
cal individually and in combination with each other) vary
within an individual across time and situations (Hiatt &
Rimer, 1999; Petraitis, Flay, & Miller, 1995; USDHHS,
1994).

In the “eld of psychiatric genetics, an area fraught with
numerous examples of nonreplication (Kendler, 1999), some
investigators believe that more detailed measures of pheno-
types, relying on actual measurements of behavior, physio-
logical responses, or biological characteristics such as brain
structure from imaging studies, will provide more replicable
associations with genetic markers than have more general
summary measures (Gelernter, 1997; Kendler, 1999). In the
“eld of tobacco use, numerous possibilities exist in which the
relationships of phenotypes to genetic factors may actually
be larger should the full range of phenotypes be explored.

We have developed a classi“cation of possible phenotypes
(referred to as endophenotypes by Kendler, 1999) to organize
phenotype selection for genetic investigations of tobacco use
(see Table 7.2); we make use of this classi“cation in our re-
view of existing genetic studies that follows.

Evidence for a Genetic Basis to a Variety of
Smoking-Related Phenotypes

Extensive literature studying twins reared together and apart
supports the conclusion that genetic in”uences underlie the

initiation and lifetime use of tobacco as well as several indi-
rect measures of tobacco dependence (including amount
smoked and persistence; for reviews, see Heath & Madden,
1995; Sullivan & Kendler, 1999; Swan, 1999a; Swan &
Carmelli, 1997). Pooled analyzes of the results from these
studies lead to the conclusion that 56% of smoking initiation
is attributable to genetic factors (44% to environmental
sources), while 67% of variance in indirect measures of
tobacco dependence can be attributed to genetic factors (33%
to environmental sources; Sullivan & Kendler, 1999). The
vast majority of the studies conducted thus far have examined
genetic in”uences on class I phenotypes.

Several studies have discovered that different genetic and
environmental in”uences play a role at different stages in the
development of smoking. Heath and Martin (1993) found
that the best-“tting genetic model was one that incorporated
separate but correlated genetic sources of variation for each
phase of the natural history of smoking. At least three

TABLE 7.2 Proposed Tobacco and Nicotine Phenotype
Classification System

Phenotype Characteristics

Class I Relatively crude, broad summary or cross-sectional
measures of smoking behavior, such as ever/never-smoker,
current/former/never-smoker, age at smoking initiation, and
average number of cigarettes smoked per day. The majority
of genetic studies, to date, have involved only this level of
phenotypic description.

Class II Measures or indicators of tobacco dependence, such as the
Fagerström Tolerance Questionnaire and its more recent
variant, the Fagerström Test for Nicotine Dependence,
time to “rst cigarette in the morning, and number of quit
attempts, or psychiatric-type classi“cations based on the
DSM IV system.

Class III Longitudinal assessments that emphasize the process of, or
progression toward the development of regular smoking or
tobacco dependence. Although class III phenotypes can
be •summarizedŽ to create a class I or II phenotype, class III
is differentiated by the nature of the data, whereby class III
retains its longitudinal properties and is presented as a
trajectory. As an illustration, two individuals both might be
classi“ed as ever-smokers, having smoked 100 or more
cigarettes in their life, yet their smoking topography may
differ dramatically„for example, one person might have
taken years to develop into a daily smoker, whereas the
other might have converged rapidly on daily smoking (and
thus have a much steeper •slopeŽ or •trajectoryŽ for the
development of daily smoking).

Class IV Nicotine pharmacokinetic parameters (the effects of the
body on the drug, i.e., nicotine absorption, distribution,
metabolism, and excretion rates; and pharmaco-dynamic
effects (the effects of the drug on the body, including
physiologic responses such as mood alteration, heightened
concentration, and changes in receptor function and
density).
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subsequent twin studies have supported the presence of sepa-
rate but correlated sources of genetic and environmental
sources of variation in smoking initiation and persistence
and/or dependence (Koopmans et al., 1997; True et al.,
1997). Of these papers, only Kendler et al. (1999) utilized a
direct measure of dependence, a factor derived from the FTQ,
a class II phenotype according to our classi“cation scheme.
(See following discussion of the genetics of dependence.)

The appreciation of smoking behavior as multidimen-
sional in behavior genetic studies is relatively recent and
parallels similar work being conducted in the areas of alcohol
and substance use. Along with the genetic models applied by
Heath and Martin (1993) to smoking initiation and persis-
tence, Koopmans et al. (1997) also examined the goodness-
of-“t of a combined liability model “rst developed by Heath,
Meyer, Jardine, and Martin (1991) and found it to provide the
best “t to adolescent twin covariance for smoking initiation
and amount smoked. Their analysis provided results similar
to that found by Kendler et al. (1999): separate genetic liabil-
ities for initiation and quantity were present, accounting for
39% of initiation and 86% in amount smoked. Heath, Kirk,
Meyer, and Martin (1999) also provide evidence that dif-
ferent genetic and environmental factors are present for risk
of initiation (11%…74% genetic) and for the age at onset
(50%…60% genetic) of smoking, with shared environmental
effects playing a larger role in initiation than in the age at
onset of smoking. Madden et al. (1999) provide further evi-
dence of the dimensionality of smoking behavior by using a
correlated liability dimensions model to determine that less
than 40% of the total genetic variance in smoking persistence
was accounted for by the same genetic factors that increased
risk of smoking initiation, a percentage that decreased with
the age of the twins under study. It is important to remember
that these investigations based their “ndings on differing
combinations of class I phenotypes determined from survey-
type questionnaires.

In a study of direct relevance to the present chapter,
Stallings, Hewitt, Beresford, Heath, and Eaves (1999) exam-
ined the contribution of genetic and environmental in”uences
to age at onset and, for the “rst time of which we are aware,
the time in years between “rst use and regular use of tobacco
and alcohol. The latency in progression to regular use quali-
“es as a class III phenotype according to our system, and
represents an advance in the use of more descriptive tobacco-
related phenotypes. These investigators found little evidence
for genetic involvement in several milestones (age at “rst
use, age at daily use of at least one cigarette per day, age at
daily use of at least 10 cigarettes per day, all class I pheno-
types). In contrast, 37% of the variation in the speed with
which twins progressed from “rst use to regular smoking of

at least 10 cigarettes per day could be attributed to genetic
factors.

With regard to existing molecular genetic literature involv-
ing smoking-related phenotypes, most reported studies exam-
ined class I, and occasionally class II, phenotypes measured
retrospectively (Bierut et al., 2000; Boustead, Taber, Idle, &
Cholerton, 1997; Cholerton, Boustead, Taber, Arpanahi, &
Idle, 1996; Comings et al., 1996; Lerman et al., 1998, 1999;
Noble et al., 1994; Pianezza, Sellers, & Tyndale, 1998; Sabol
et al., 1999; Shields et al., 1998). For example, Spitz et al.
(1998) report an association between the dopamine d2 recep-
tor, DRD2, alleles and likelihood of being a smoker based on
assessments of self-reported smoking behavior that was as-
sessed years, or even decades, after the onset of smoking.
Nicotine dependence also was assessed retrospectively;
as such, subjects (former smokers) were asked to recall
speci“cs about their smoking behavior, in an attempt to an-
swer items from the FTQ. Retrospective case-control designs
are subject to limitations of recall bias. Many of these studies
have not yet received independent con“rmation.

While the existing behavioral genetic and genetic epi-
demiologic literature has just begun to scratch the surface
of the developmental aspect of smoking behavior by using
class III phenotypes (Stallings et al., 1999), the few studies
that have been reported suggest that not only do different de-
velopmental phases of smoking have identi“able genetic
sources of variance (Carmelli, Swan, Robinette, & Fabsitz,
1992; Heath & Martin, 1993; Swan, Reed, & Carmelli, 2000)
but that the underlying genetic factors involved in each may
be different (Heath & Martin, 1993; Kendler et al., 1999;
Koopmans et al., 1997; Madden et al., 1999; Swan et al.,
2000; True et al., 1997). Therefore, it is within the realm of
possibility that molecular genetic investigations of adult
smokers that identify associations between the likelihood of
being a smoker (as assessed by single-point measures) while
perhaps being of relevance to understanding factors involved
in the maintenance of smoking, are less relevant to the un-
derstanding of genetic factors in the acquisition, cessation,
and relapse phases of smoking.

Tobacco Dependence: A Construct in Need
of Refinement

The de“nition and measurement of tobacco dependence
continues to represent a challenge to the “eld. While it
was pointed out early (Hughes, 1985; also Lombardo,
Hughes, & Fross, 1988) that dependence has several dimen-
sions including physical, behavioral, and psychological
components, the assessment of tobacco dependence has
relied largely on the Fagerström Tolerance Questionnaire
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(FTQ; Fagerström, 1978) and its more recent variant,
the Fagerström Test for Nicotine Dependence (FTND;
Heatherton, Kozlowski, Frecker, & Fagerström, 1991), or the
DSM criteria, an approach deriving from the need to include
tobacco dependence in psychiatric nomenclature and classi“-
cation and which attempts to adhere to classic de“nitions of
drug dependence (American Psychiatric Association, 1994;
Robins, Helzer, Cottler, & Goldring, 1988). Although both
paper-and-pencil and psychiatric diagnostic approaches have
provided reliable de“nitions for use in many different types
of studies, neither of the current existing approaches relied on
test development approaches well grounded in psychometric
theory. Moreover, even though dependence may consist of
several components (Lombardo et al., 1988), factor analyses
of the FTQ consistently result in one large factor marked pri-
marily by the number of cigarettes smoked per day (Kendler
et al., 1999; Lichtenstein & Mermelstein, 1986). More re-
cently, we (Hudmon, Marks, Pomerleau, Brigham, & Swan
2000; Shiffman, Hickcoz, Gnys, Paty, & Kassel, 1995) pre-
sented multidimensional scales for assessing tobacco depen-
dence; however, these measures have not yet been published.
While several twin studies claim to have identi“ed a heritable
component to dependence, they have relied on indirect mea-
sures such as continued smoking after becoming a regular
smoker (Heath & Martin, 1993; Madden et al., 1999; True
et al., 1997) or amount smoked (Koopmans et al., 1997;
Swan, Carmelli, & Cardon, 1996, 1997). The few genetic
analyzes involving the FTQ (Kendler et al., 1999; Straub
et al., 1999) of which we are aware have identi“ed a heritable
component for •dependenceŽ (Kendler et al., 1999) as well as
tentative linkage with regions on six different chromosomes
(Straub et al., 1999), while leaving the question of which
components of tobacco dependence have the most or least
genetic in”uence unresolved.

The Potential Importance of
Gene-Behavior-Environment
Interactions in Tobacco Dependence

A second feature of Figure 7.1 presented at the beginning of
this chapter that needs further investigation concerns the
plethora of environmental conditions that are recognized to
play a role in the acquisition, maintenance, cessation, and
relapse of smoking (USDHHS, 1994). Simply put, previous
genetic investigations of smoking have not adequately incor-
porated environmental measures into their study designs.
Often overlooked is the fact that behavior genetic studies,
while consistently “nding that about 60% of variation in
smoking is attributable to genetic sources, have also found
that the remaining 40% is due to environmental influences

(Sullivan & Kendler, 1999). Despite the importance of envi-
ronmental in”uences in explaining variation in smoking, in-
variably, genetic investigations can only speculate as to the
speci“c environmental sources of variation because they
were not assessed. Evidence has been obtained for a role for
gene-environment interactions in alcoholism and conduct
disorder, supporting the notion that the coupling of a genetic
susceptibility with a high-risk environment increases risk for
pathology to a greater extent than would be expected in the
presence of either factor alone or in additive combination
(Legrand, McGue, & Iacono, 1999). Religious upbringing,
for example, was recently identi“ed as a signi“cant mediat-
ing factor reducing the risk for initiation of alcohol use
(Koopmans et al., 1997).

A “nal feature of Figure 7.1 concerns preexisting condi-
tions or comorbidities. As described earlier, it is known that
certain individual characteristics increase the likelihood of
becoming, remaining, or becoming again a smoker. Factors
such as depression, attention de“cit disorder, and schizo-
phrenia may well map into and contribute to a number of life-
time tobacco use milestones, trajectories, and/or dimensions
of tobacco dependence (Hughes, 1999). While each of these
comorbidities may have heritable components (Heath &
Madden, 1995), we are only at the beginning of our under-
standing of the extent to which they share a genetic correla-
tion with tobacco dependence phenotypes. Although Kendler
and colleagues (1993) identi“ed a common genetic substrate
to depression and smoking in female twins, we need to know
more about the speci“cs of this relationship before this in-
formation can inform prevention and treatment efforts. For
example, of the possible tobacco dependence dimensions,
which ones are most strongly associated with depression?
What are the genetic correlations between depression and
speci“c dimensions of dependence?

PUBLIC HEALTH IMPERATIVE FOR
COLLABORATIVE, TRANSDISCIPLINARY
RESEARCH

More integration of the psychosocial and biogenetic lines of
research is needed because tobacco dependence is a complex
genetic trait. In this context, we use the term complexity as
de“ned by the “eld of genetic epidemiology (Lander &
Schork, 1994; Ottman, 1990, 1995, 1996). A complex trait
has the following features: (a) it has reduced penetrance (i.e.,
not everyone with a susceptibility gene(s) will become
dependent on tobacco); (b) genetic heterogeneity is involved
(i.e., a different set of susceptibility genes may contribute
to the likelihood of becoming a smoker in different people);
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(c) pleitropy is involved (i.e., the same genetic risk factors
may lead to different addictions such as alcoholism in addi-
tion to tobacco dependence in different people); (d) epistasis
refers to the situation in which a genetic risk factor modi“es
the expression of another genetic risk factor to produce to-
bacco dependence; and, (e) the interaction of the environ-
ment with a gene can produce an increased likelihood of
becoming dependent on tobacco.

It is important to use lessons from other areas of biomed-
ical research on complex genetic traits to inform the tobacco
dependence community about problems and pitfalls that
should be avoided over the next decade of research. Initially,
obesity was thought to be a simple characteristic to measure,
but now it is known to be quite complex with many differ-
ent endophenotypes. At least four genetic linkage or associa-
tion designs have been used in obesity research over the past
decade resulting in the identi“cation of more than 17 candi-
date markers. Linkage has been reported for more than
20 genes or markers. Currently there are at least six indepen-
dent genome scanning efforts being conducted around the
world. Unfortunately, there has been no overall coordination
of these efforts. Because obesity has been linked to many
markers with small effect sizes (a plausible situation for
tobacco dependence), researchers have recently recognized
the need to pool their data across studies to have suf“ciently
powerful tests. However, because barriers to collaboration
exist (e.g., dissimilar measures) and the research environ-
ment is highly competitive, the pooling of the data may take
longer than it should. Meanwhile, in spite of the progress on
the genetic front, the obesity rates in the U.S. population
continue to rise (Comuzzie & Allison, 1998). Similarly, the
tobacco-related death toll continues to rise.

The public health challenge of tobacco dependence makes
it fundamentally different from obesity. Three thousand new
smokers per day and over 430,000 premature deaths annually
provide an urgency to conduct a coordinated, large multidis-
ciplinary effort to identify both main and interactive effects
for genetic and environmental risk factors as quickly as pos-
sible so that effective and more powerful preventive efforts
can begin to offset the highly addictive nature of nicotine.

Ethical Considerations

As described previously, genetic in”uences consistently
account, at least partially, for twin and family similarity in
smoking. Recent “ndings point to speci“c molecular genetic
markers that suggest increased susceptibility for smoking.
The implications of such research and its use in clinical prac-
tice, in health promotion and disease prevention, and for
health policy decision making are highly signi“cant and

very broad (Parker, 1995; Plomin & Rutter, 1998; Quaid,
Dinwiddie, Conneally, & Nurnberger, 1996).

Currently, although genetic markers for tobacco use have
been identi“ed, there is no clear scienti“c understanding of
how these markers in”uence smoking initiation and tobacco
dependence nor is there any understanding of the degree to
which they in”uence smoking behavior. Although research
into the genetic bases for behavior could yield enormous
bene“t for those suffering from addictions, such research also
creates a danger of reduction, that is, that complex multifac-
torial behavior could be perceived to be genetic or biological
alone (Annas, 1998; Philpott, 1996). At the same time,
concerted efforts at tobacco control have arrived at a multi-
pronged approach that includes •denormalizationŽ of smok-
ing by changing social norms and tolerance for smoking by
nonsmokers.

Research efforts on both of these fronts are making
progress toward a comprehensive and integrative understand-
ing of tobacco dependence, in terms of biological and social
factors. However, it is entirely possible that advances in
both arenas may converge to have undesirable or unintended
effects on the individuals with tobacco dependence, their
families, their employment, and their access to health care
and insurance (American Society of Human Genetics and
the American College of Medical Genetics, 1995; Annas,
Glantz, & Roche, 1995).

SUMMARY

This chapter emphasizes the importance of a multidiscipli-
nary approach to understanding the problem of tobacco
dependence. Findings from preclinical animal studies exam-
ining the neurobiology of nicotine and the reinforcing effects
of nicotine have been integrated with human clinical and pop-
ulation studies examining sex and ethnic differences, cogni-
tive effects, various environmental risk factors, complex
genetic traits, and prevention and cessation methods for
tobacco dependence. In many respects, examination of social,
behavioral, and genetic risk factors in humans has developed
independently from basic animal research. Fortunately, there
has been a greater collaboration and exchange of “ndings
between the human and animal “elds of research, prompted
mainly by signi“cant progress at the molecular genetic level.
For example, present and future research is addressing the
following important issues: the study of nicotine pharmaco-
kinetics and gene-environment interactions in families as
they relate to tobacco dependence; the examination of gene-
environment interactions in the development and mainte-
nance of nicotine addiction in well-controlled conditions
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using animal models; and the extent to which genetic varia-
tion in”uences response to treatment for tobacco dependence.
These previously disparate lines of research, which are begin-
ning to converge through multidisciplinary, collaborative
research efforts, will lead to an improved understanding of the
complexities of tobacco dependence and will provide key in-
formation to the development of medications and behavioral
treatments for curtailing tobacco dependence worldwide.
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While the diseases discussed in other chapters of this volume
are most striking in their threats to survival, arthritis and
musculoskeletal conditions are notable due to the profound
disability they create. Arthritis and other musculoskeletal
conditions collectively represent the most common cause of
disability in the United States. Currently, more than 40 mil-
lion Americans suffer from some form of arthritis (Lawrence
et al., 1998). The widespread prevalence and disability asso-
ciated with these conditions emphasize the importance of
identifying mechanisms that affect arthritis onset, course, and
outcome. Traditionally, researchers attempting to understand
these chronic diseases have focused on indices of disease ac-
tivity to evaluate the effectiveness of treatment. However, the
lack of a one-to-one correspondence between objective dis-
ease activity and subjective suffering underscores the futility
of applying a strict biomedical model to these conditions.
Instead, consideration of psychosocial in addition to tradi-
tional biomedical factors may yield more accurate predic-
tions of treatment outcomes. Engel•s (1977) biopsychosocial
model offers a broader view in urging simultaneous consider-
ation of the role of biological, psychological, and social fac-
tors in the health and well-being of individuals.

One extension of the biopsychosocial model is its distinc-
tion between illness and health. According to the traditional
medical model, •healthŽ refers to the absence of disease.

However, according to the biopsychosocial model, •healthŽ
refers to overall biological, psychological, and social well-
being. This feature of the biopsychosocial model may be es-
pecially salient to musculoskeletal conditions, since these are
diseases that are currently not medically curable. Thus, ap-
proaches to treatment that focus on strictly medical out-
comes, such as objective disease activity, yet overlook the
well-being and psychosocial adaptation of an individual are
shortsighted. In this chapter, we present evidence that a diag-
nosis of a musculoskeletal condition does not necessarily
translate into a lifetime of disability and despair. Instead,
there are psychological and social factors that in”uence the
course and prognosis of these challenging conditions.

Just how do biopsychosocial factors in”uence disease
onset, course, and outcome in musculoskeletal conditions? The
stress-diathesis approach, although initially developed in
studies of schizophrenia, has recently been applied to better
understand the complex mechanisms underlying other disor-
ders such as depression and chronic pain (Banks & Kerns,
1996; Monroe & Simons, 1991). According to this approach,
a predisposing vulnerability (e.g., diathesis) and a precipitat-
ing environmental agent (e.g., stress) interact to produce dis-
ease. Traditionally, diathesis factors have been considered to
be sources of vulnerability that interact with stress to produce
negative outcomes. However, just as there exist predisposing
sources of vulnerability, there may exist predisposing sources
of resilience to stress. These resilience factors may either
serve to buffer, or protect against, the negative effects of stress,
or to interact with stress to produce positive outcomes. We
propose that health psychology researchers and practitioners
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should devote balanced attention to these dual in”uences.
Thus, in this chapter, we review the biological, psychological,
and social sources of vulnerability and resilience in the most
common forms of arthritis in the United States: rheumatoid
arthritis (RA), osteoarthritis (OA), and “bromyalgia (FM).

DIATHESIS

According to the diathesis-stress model, the process of adap-
tation and its health consequences are dependent on an
individual•s vulnerability and resistance to the threats to psy-
chological and physical well-being posed by stressful cir-
cumstances. There exist individual differences in biological,
psychological, and social sources of vulnerability and re-
silience, which ultimately interact with stress factors to pro-
duce outcomes. Individuals with musculoskeletal conditions
confronted with the stress of chronic pain react differently
according to their relative balance of vulnerability and re-
silience, so that identical stressors do not produce identical
outcomes across individuals. Furthermore, despite the fact
that RA, OA, and FM have many symptoms in common and
are often treated within the same medical specialty, each dis-
order varies in composition of biological, psychological, and
social factors. Thus, there are individual and disease-speci“c
sources of variability in biopsychosocial diathesis factors. In
this section, we describe the biological and epidemiological
features of each disorder and identify psychological and so-
cial sources of vulnerability and resilience to stress.

Biological Diathesis Factors

Rheumatoid Arthritis

Currently, more than two million Americans suffer from
either juvenile or adult RA (Lawrence et al., 1998). RA
differs from OA and FM in several important ways (see
Table 8.1). First, RA is an autoimmune disease characterized
by systemic attacks by immune cells on the synovial tissue
lining the joints of the body. As a result of chronic in”amma-
tion, the synovial lining of affected joints becomes saturated
with lymphocytes, cytokines, and other pro-in”ammatory
cells. These cells in turn release substances that sustain the
in”ammatory responses. The in”ammation at affected joints
typically causes swelling and tenderness. Over time, the
chronic in”ammation eventually erodes the surrounding car-
tilage, bone, and ligaments, resulting in loss of function in the
affected joint (Harris, 1993).

In RA, disease sequelae often directly produce the most
common symptoms. Aside from the joint swelling and tender-
ness characteristic of in”ammation, other common symptoms
of RA include pain, morning stiffness, and fatigue (Harris,
1993). Joints most commonly affected in RA are the proxi-
mal interphalangeal (PIP), metacarpophalangeal (MCP), and
wrist joints. As the disease progresses, larger joints become
more symptomatic. Another de“ning feature of RA is the
widespread, symmetric involvement of joint in”ammation.
Although joint tenderness and swelling may initially appear
asymmetric, more symmetric involvement occurs as the dis-
ease progresses (Harris, 1993).

TABLE 8.1 Characteristics of RA, OA, and FM

RA OA FM

Pathology Autoimmune disease: In”ammation Imbalance of cartilage destruction Unknown: Possible CNS dysregulation
of synovial lining of joints and repair. of neurohormonal or 
leads to destruction of joint. pain-transmitting substances.

In”ammation Systemic. Local. Not present.

Distribution Widespread and usually symmetric. Localized, usually weight-bearing joints Widespread and symmetric.
affected “rst.

Areas commonly Proximal interphalangeal (PIP), Hips, knees, spine, hands, and feet. Tender points.
affected metacarpophalangeal (MCP),

and wrist joints.

Genetic component Present. Present. Present.

Lab measures Radiographic and immune markers Radiographic. Tender point exam.
of in”ammation.

Epidemiology More prevalent in women; Hand, knee, and generalized OA more More prevalent in women; increases
increases with age. common in women; hip OA more with age.

common in men; increases with age.
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Several forms of onset have been described for RA. Most
commonly, symptoms develop insidiously over weeks or
months, although a small percentage of patients may experi-
ence an acute onset of symptoms (Harris, 1993). As many as
56% of RA patients may experience a course with partial re-
missions, but many (44%) experience a progressive decline
(Eberhardt & Fex, 1998). Due to improvements in pharma-
ceutical technology, the prognosis for RA is considerably
more favorable today than in the past. However, despite
these medical advances, RA remains a progressive disease
resulting in functional decline and a shortened lifespan
(Harris, 1993).

Several demographic and clinical variables have been
associated with poor prognosis in RA. Women appear to be at
particular risk, as RA affects women 2 to 3 times more than
men (Lawrence et al., 1998). Age is also a source of vulnera-
bility. Although incidence of RA increases with age, there
is evidence that an early onset, particularly before age 60, is
associated with more aggressive disease (Harris, 1993).
Furthermore, younger patients with RA are more vulnerable
to developing depression, which itself is a disabling condi-
tion (Wright et al., 1998). Duration of disease is another risk
factor for poor prognosis, as the “rst two years of disease ac-
tivity appear to be the most amenable to treatment effects
(J. Anderson, Wells, Verhoeven, & Felson, 2000). Thus, fe-
male gender, younger age at onset, and longer duration of dis-
ease activity serve as epidemiological and clinical diathesis
factors contributing to course and prognosis in individuals
with RA. Conversely, male gender, older age at onset, and re-
cent diagnosis serve to bene“t RA progression and outcome.

Besides epidemiological and clinical sources of vulnera-
bility, there exist genetic predispositions to developing RA.
For instance, some studies have demonstrated a fourfold in-
crease in risk for developing severe RA in “rst-degree rela-
tives of individuals with RA (Aho, Koskenvuo, Tuominen, &
Kaprio, 1986). Other genetic studies have found heritability
of RA as high as 65% (MacGregor et al., 2000). Genetics have
been hypothesized to in”uence RA disease initiation and pro-
gression via immunological and hormonal processes. First,
due to the autoimmune nature of RA, much genetic research
has focused on the speci“c structure of immune cells in RA
patients. One model is that RA patients inherit genes that pro-
duce immune cells that have a structure very similar to that of
infectious agents such as viruses or bacteria (for review, see
Harris, 1993). As long as the individual is not exposed to the
infectious agent, the autoimmune response is not generated.
However, once an infection occurs, the individual•s immune
system mounts an attack against the infectious agent but
also mistakenly attacks its own immune cells, particularly the
ones that line the synovial joints. The result is full-blown

RA. Another genetic model of RA development suggests that
individuals with RA inherit genes that produce abnormal
hypothalamic-pituitary-adrenal axis (HPA) responses to
stress and in”ammation (Sternberg et al., 1989). As HPA re-
sponses typically inhibit in”ammation, hypoactivity of the
HPA axis may fail to control in”ammation. Thus, when an
individual with this genetic HPA vulnerability experiences in-
”ammation in the initial stages of RA, his or her HPA re-
sponses are insuf“cient to suppress the RA disease process. It
should be clear from both of these models that, although ge-
netics play a role in establishing vulnerability to developing
RA, genetic in”uences alone are insuf“cient to produce RA.
Instead, these genetic models illustrate the utility of applying
a diathesis-stress approach to understanding RA.

Osteoarthritis

OA is the most prevalent form of arthritis in the United
States, affecting approximately 20.7 million Americans
(Lawrence et al., 1998). Because the prevalence of this con-
dition increases linearly with age, the number of OA cases is
expected to rise considerably as the American population
matures (Mankin, 1993). Although the precise etiology of
OA is currently unknown, the pathogenesis is primarily char-
acterized by cartilage destruction and bone erosions (Kraus,
1997). In individuals without arthritis, the processes of carti-
lage and bone synthesis and destruction operate in concert.
In contrast, in individuals with OA, cartilage repair does not
keep pace with cartilage destruction and bone synthesis. The
levels of enzymes that promote cartilage destruction are
elevated relative to those that promote cartilage synthesis in
individuals with OA. The net result of the imbalance of carti-
lage destruction and synthesis is a reduction in overall carti-
lage in affected joints. Further complicating the process, bone
synthesis continues and eventually encroaches into the joint
space once occupied by cartilage (Kraus, 1997). Eventually,
due to the contact of bone on bone, movement becomes lim-
ited and pain ensues in affected joints.

As in RA, common symptoms of OA are pain and in”am-
mation, limited range of motion, and morning stiffness
(Kraus, 1997). Furthermore, as disease activity progresses,
joint deformity may develop (Mankin, 1993). However, in
contrast to the widespread, symmetrical joint involvement
characteristic of RA, joint swelling and tenderness in OA are
localized to speci“c joints. The weight-bearing joints of the
body, such as hip, knee, and spinal column joints, are those at
most risk of developing OA. In addition, the hand joints are
also affected in OA, particularly in women (Kraus, 1997).

Onset of OA is usually insidious, with disease slowly pro-
gressing over a period of years. However, although OA is a
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progressive condition, there remains great variability in the
subjective experience of the disease. Some patients with radi-
ographically con“rmed advanced disease report few symp-
toms, whereas some patients with mild but detectable disease
activity report a great deal of pain and activity limitation
(Pincus et al., 1984). Thus, the biopsychosocial diathesis fac-
tors discussed in this chapter may serve as moderators of the
relationship between radiographic evidence of joint damage
and the person•s experience.

As in RA, there exist many epidemiological and clinical
risk factors for the development and prognosis of OA. First,
the prevalence of OA increases dramatically with age
(Lawrence et al., 1998). However, there is evidence that
younger individuals with OA suffer from more psychological
disability and pain, whereas older individuals experience
more physical disability (Weinberger, Tierney, Booher, &
Hiner, 1990). This “nding underscores the importance of
considering psychosocial in addition to biological factors
when evaluating OA prognosis. Second, although women are
at greater overall risk, men and women are vulnerable to dif-
ferent forms of OA. For instance, women tend to develop
knee and hand OA whereas men are more likely to develop
hip OA (Lawrence et al., 1998; Mankin, 1993). Furthermore,
women are more likely than men to develop generalized OA,
which is a more widespread form of OA. Thus, gender ap-
pears to affect the clinical presentation of OA.

In addition to epidemiological risk factors, there also exist
clinical risk factors for OA. Among these are skeletal struc-
ture abnormalities and obesity (Kraus, 1997). The role of
these risk factors for development of OA is best understood
with a diathesis-stress approach. For instance, neither skele-
tal structure abnormalities nor obesity alone is suf“cient for
development of OA. Instead, these clinical risk factors may
interact with one another to produce OA. For example, an in-
dividual with a congenital skeletal structural abnormality
may not develop OA unless he or she experiences an injury
or stresses a structurally vulnerable joint with a lifetime of
excess weight.

Genetic in”uences are not limited to RA. In OA, genetics
have been hypothesized to in”uence different aspects of
the disease process. For instance, results of some studies in-
dicate that individuals with OA inherit genes that either
change the consistency of the cartilage (thus making it
more vulnerable to destruction) or produce greater levels of
cartilage-destroying enzymes (for review, see Kraus, 1997).
Additionally, there appear to be genetic in”uences on the
type of OA that individuals develop. There is strong evidence
for a genetic in”uence on development of hand, spine, and
generalized OA (Bijkerk et al., 1999; Felson et al., 1998).
However, while genetics may increase the risk of developing

OA, these genetic risk factors alone are not suf“cient to
produce OA.

Fibromyalgia

FM is a chronic pain syndrome of unknown origin that cur-
rently affects an estimated 3.7 million Americans. In contrast
to the physical evidence of disease processes in RA and OA,
individuals with FM experience chronic musculoskeletal
pain with no identi“able site of pathology. Despite the lack of
identi“able pathology, numerous researchers have attempted
to understand the biological processes in FM. One of the
most viable models for FM is a dysregulation of neuro-
hormonal and pain-transmitting substances in the central
nervous system (CNS) (for a review, see Bennett, 1999). An
imbalance of crucial pain-transmitting chemicals such as
substance P (Russell et al., 1994) and dysregulation of HPA
axis activity have been documented in patients with FM
(Adler, Kinsley, Hurwitz, Mossey, & Goldenberg, 1999;
Bennett, 1999; Catley, Kaell, Kirschbaum, & Stone, 2000;
Clauw & Chrousos, 1997). The “nding that the majority of
individuals with FM report nonrefreshing sleep provides fur-
ther evidence for CNS dysregulation in FM (Bennett, 1993).
In healthy individuals, stage 3 and 4 sleep is characterized
by delta-wave activity. However, results of early studies on
sleep patterns in FM patients revealed that the delta-wave
activity of stages 3 and 4 sleep were consistently interrupted
by the alpha waves normally found in stage 1 and stage
2 (Moldofsky, Scarisbrick, England, & Smythe, 1975).
Furthermore, when healthy individuals were selectively de-
prived of stage 4 sleep for several days, they began to com-
plain of musculoskeletal pain and fatigue (Moldofsky &
Scarisbrick, 1976). Although the alpha-delta sleep abnormal-
ity is not speci“c to FM, as it has been observed in individu-
als without FM, it may represent a source of vulnerability to
development of FM under favorable circumstances, espe-
cially considering that stage 4 sleep is a time of neurohor-
monal and neurotransmitter restoration (Bennett, 1993).

Unlike OA and RA, which are diseases that affect the
joints, FM is characterized by widespread pain in soft tissue.
Pain appears to be particularly noxious at speci“c •tender
pointsŽ distributed throughout the body. To receive a diagno-
sis of FM, an individual must experience widespread pain in
all four quadrants of the body and especially pronounced pain
in at least 11 of 18 •tender pointŽ spots (Wolfe et al., 1990).
Other common symptoms of FM include fatigue, stiffness,
and depression (Bennett, 1993; Wolfe et al., 1990).

There remains considerable controversy surrounding the
course and prognosis for this condition. Although FM symp-
toms tend to be chronic, there is substantial individual
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variability in the course of the illness. Studies of clinic sam-
ples of individuals with FM have demonstrated continued
presence of symptoms for most patients 10 years after
symptom onset (Kennedy & Felson, 1996; Wigers, 1996).
However, other investigators using community samples
have uncovered better recovery rates. For example, in a
community-based, longitudinal study of individuals with
chronic widespread pain, 35% still had widespread pain, 50%
had regional pain, and 15% had no pain at a two-year follow-
up, suggesting improvement in 65% of the sample (MacFar-
lane et al., 1996). Those with FM who do not recover tend to
be older, have less education, and have more symptoms for a
longer period of time.

As in RA and OA, women are at particular risk for devel-
oping FM. Approximately 85% of FM patients are women
(Lawrence et al., 1998). Furthermore, the prevalence of FM
increases with age, and in many cases is secondary to other
chronic pain conditions, such as OA, which occur most fre-
quently among older adults (Lawrence et al., 1998).

Despite the lack of de“nitive pathology in FM, investiga-
tors have attempted to identify the role of genetic in”uences
in FM. Speci“cally, researchers have hypothesized that if FM
is indeed a disorder of neurohormone or pain-transmission
dysregulation, there may exist a genetic vulnerability for this
dysregulation (Clauw & Chrousos, 1997). Consistent with
this hypothesis, there is evidence of familial predisposition
to FM (Pellegrino, Waylonis, & Sommer, 1989; Stormorken
& Brosstad, 1992). Furthermore, results of a recent study
demonstrated that individuals with FM were more likely to
have a speci“c genotype of the serotonin-transporter gene
than healthy individuals (Offenbacher et al., 1999). In
addition, among individuals with FM, those who had this
genotype displayed greater amounts psychological distress
than those without this genotype (Offenbacher et al., 1999).
These results are underscored by the fact that serotonin regu-
lates mood, sleep, and pain, which are disturbed in FM
(Schwarz et al., 1999). Although preliminary, collectively
these results suggest that genetics may play a role in the de-
velopment of FM.

Psychological Diathesis Factors

Biological factors play a prominent role as diatheses for pain
and disability in musculoskeletal conditions. We next turn
our attention to the psychological sources of vulnerability
and resilience that may affect adjustment to these conditions.
Among the psychological features that have been the focus of
empirical research are factors such as neuroticism, low self-
ef“cacy, locus of control, depression, somatization, and low
levels of positive affect.

Neuroticism

Personality has long been thought to play a role in the
development of and adaptation to a host of chronic illnesses,
including arthritis-related conditions (Af”eck, Tennen, Ur-
rows, & Higgins, 1992). Early empirical work aimed at de-
termining whether certain personality attributes were more
prevalent among individuals with particular medical disor-
ders relative to other groups. In contrast, more recent re-
search has focused on identifying individual differences in
personality within diagnostic groups that contribute to dis-
ease course. One personality characteristic that has particular
relevance for a biopsychosocial understanding of adaptation
among those with chronic pain is neuroticism, or the disposi-
tional tendency to experience negative emotions. Because in-
dividuals high in neuroticism report an increased frequency
of stressful experiences (Bolger & Schilling, 1991), and be-
cause the experience of stress may enhance disease activity
and symptoms of chronic pain (Zautra, Burleson, Matt, Roth,
& Borrows, 1994), neuroticism may be especially problem-
atic for those with a musculoskeletal condition. In fact,
among individuals with RA, neuroticism has been associated
with poor self-rated functional status (Radanov, Schwarz, &
Frost, 1997), more intense pain (Af”eck et al., 1992), and
mental health problems (Fyrand, Wichstrom, Moum, Glen-
nas, & Kvien, 1997). A neurotic disposition is also likely to
play a role in adaptation to OA and FM, and although few
studies have investigated it, the available data do point to this
possibility. For instance, patients with FM who score high in
neuroticism are more frustrated with their physicians than
those low in neuroticism (Walker et al., 1997). Moreover, in
one of the few studies investigating the role of neuroticism
in adaptation to OA, neuroticism at baseline predicted pain
up to 20 years later (Turk-Charles, Gatz, Pedersen, &
Dahlberg, 1999). The existing data suggest that identifying
subsets of pain patients with certain personality attributes,
particularly neuroticism, may enhance our accuracy in the
prediction of clinical outcomes in chronic pain.

Self-Efficacy and Control

One of the most well-researched individual difference vari-
ables in health psychology is that of self-ef“cacy or, a related
concept, locus of control. Both concepts refer to an individ-
ual•s belief in being capable of achieving desired goals.
Research over many years has shown that having such a be-
lief system is strongly related to health maintenance and re-
covery from health stressors. Certainly, chronic illnesses such
as arthritis and FM are major challenges to freedom of action
and general well-being. Thus, developing and enhancing a
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person•s beliefs in self-ef“cacy and control are major goals
in the treatment of an individual with a musculoskeletal
condition.

The bulk of the extant research literature on these vari-
ables is both consistent with and encouraging of future devel-
opments. Patients with higher self-ef“cacy beliefs report
less arthritis pain (Buckelew, Murray, Hewett, Johnson, &
Huyser, 1995; Keefe, Lefebvre, Maixner, Salley, & Caldwell,
1997) and show greater ”exibility and movement capacity
(Rejeski, Craven, Ettinger, McFarlane, & Shumaker, 1996).
While these results come from cross-sectional studies, simi-
lar results have been found in longitudinal studies. For in-
stance, Lefebvre et al. (1999) have shown that self-ef“cacy
beliefs predict outcome even after controlling for medical
status variables.

In spite of the consistency and reliability of results such
as these, questions remain. For instance, the mechanisms
whereby these effects hold true need further investigation.
Self-ef“cacy may in”uence an individual• s stress response
because feeling con“dent in his or her abilities to cope may
lead an individual to be less likely to appraise situations as
stressful than an individual who does not have beliefs in self-
competence. This would suggest an underlying cognitive
mechanism behind ef“cacy/control beliefs (Lazarus &
Folkman, 1984). In that sense, self-ef“cacy beliefs may not
only affect stress responses, but may also affect coping
responses themselves. More indirectly, low beliefs in self-
ef“cacy and control may be indicants of depression and help-
lessness, which themselves predict poorer health.

Like self-ef“cacy, locus of control has also been associ-
ated with health outcomes in individuals with arthritis-related
conditions. Whereas self-ef“cacy refers to an individual dif-
ference variable related to the achievement of speci“c goals,
the locus of control construct is thought of as a stable person-
ality disposition. Despite this difference, it is noteworthy that
the locus of control and health literature is nevertheless
relatively consistent with the self-ef“cacy literature. Greater
sense of control is associated with higher levels of health,
health behaviors, and health beliefs (Thompson & Spacapan,
1991). Although there are some differences between OA,
RA, and FM samples, there has been a relative lack of re-
search cross-comparing those illnesses on locus of control
scales. As might be expected, attributing causes of ill health
to external forces such as chance is associated with poorer
coping strategies, higher depression, and higher anxiety in
chronic pain patients (Crisson & Keefe, 1988). Similarly,
low internal control is correlated with high impairment in
performing activities of daily living (Nicassio, Wallston,
Callahan, Herbert, & Pincus, 1985). Some data indicate that
FM patients report more intense pain and are more external in

their sense of control than RA patients (Pastor et al., 1993);
however, Nicassio, Schuman, Radojevic, and Weisman
(1999) were not able to detect the same pattern in their sam-
ple of FM patients. Overall, these results suggest that those
patients who perceive themselves as having higher levels of
dispositional control report less pain and better adjustment to
their illness. Thus, having a high locus of control may serve
as a source of resilience to the effects of stress.

Depression

Any discussion of chronic pain must necessarily include
elaboration of the role of depression. In fact, the clear and
consistent relationship between chronic pain and depression
serves to convincingly illustrate how pain consists not only
of biological, but also psychological and social factors (for
reviews, see Banks & Kerns, 1996; Romano & Turner, 1985).
There is a high prevalence of clinical depression in both
RA (Creed, Murphy, & Jayson, 1990) and FM patient popu-
lations (Aaron et al., 1996; Hudson, Hudson, Pliner, &
Goldenberg, 1985). Cross-sectional data gleaned from RA
patients show a signi“cant positive relationship between
clinical depression and pain (Parker & Wright, 1995), as
well as an association between depressive symptoms and
pain (Af”eck, Tennen, Urrows, & Higgins, 1991; Ferguson &
Cotton, 1996). A key question remains unanswered, how-
ever: Does the experience of chronic pain precede or follow
the development of depression? While not de“nitive, some
longitudinal data provide evidence that pain precedes clinical
depression (Morrow, Parker, & Russell, 1994) and depressive
symptoms (Brown, 1990) in individuals with RA.

Because chronic pain and depression are so strongly re-
lated, and because FM lacks any clear etiology or identi“able
biological markers, some investigators have proposed that
FM be considered an •affective spectrum disorderŽ (Hudson
& Pope, 1989). Support for this hypothesis would include
demonstration of a higher prevalence of affective disorders
among FM patients and their relatives, compared with other
chronic pain patients. Some studies have demonstrated that
FM patients, in fact, do score higher on measures of psycho-
logical distress (Uveges et al., 1990) and depressive symp-
toms (Al“ci, Sigal, & Landau, 1989), report higher lifetime
prevalence of affective disorder (Walker et al., 1997), and
have a higher familial prevalence of major affective disorder
(Hudson et al., 1985) than their RA counterparts. FM patients
also experience signi“cantly more depressive symptoms than
patients with other forms of musculoskeletal pain, including
low back pain and lumbar herniation (Krag, Norregaard,
Larsen, & Danneskiold-Samsoe, 1994). In contrast, some
“ndings have indicated that there is no difference in current
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or lifetime history of major depressive disorder between pa-
tient populations with FM and those with RA (Ahles, Khan,
Yunus, Spiegel, & Masi, 1991). Thus, there is accumulating
evidence that depression may be an inherent part of FM and
other pain disorders of unknown origin.

Positive Affect

It is important to keep in mind that depression is a term that
stands for a heterogeneous set of disturbances of affect and
cognition. Under its umbrella may be found the workings of
two major affect systems: a positive one, characterized by
active, approach behaviors, optimistic expectancies, and
positive emotions, and a negative one, characterized by high
levels of avoidance and retreat behaviors, highly pessimistic
expectancies, and considerable negative emotion. Although
these systems typically operate independently of one another,
they both contribute to our understanding of depression. Both
loss of the capacity for pleasure and sustained elevations in
feeling downhearted and •blueŽ de“ne depressive disorders.
Both of these affect systems may in”uence and are in”uenced
by the chronic pain and disability of musculoskeletal condi-
tions in distinct ways. In an examination of data from three
large community studies of RA patients, Zautra, Burleson,
Smith, et al. (1995) found that these two affect systems were
differentially associated with RA symptoms. RA pain was
strongly associated with higher levels of negative affect, but
was not associated with less positive affect. Disability, how-
ever, was most strongly associated with low levels of positive
affect, and not high levels of negative affect. These two
affects also appeared to be linked with different forms of
coping. Those RA patients who coped actively with the chal-
lenges of their illness were more likely to show high levels of
positive affect. Those who used avoidant and other more pas-
sive strategies tended to experience more negative affect.
How depression plays a role in RA then is best understood by
asking two questions: Does the person experience a relative
de“cit in the positive affective system and/or an abnormally
high level of negative affectivity?

These distinctions may also be useful in specifying the af-
fective conditions underlying the different forms of chronic
pain. Zautra, Hamilton, and Burke (1999) have provided evi-
dence to suggest that when pain levels are controlled, FM
patients do not differ in level of negative affective responses
from RA and OA patient groups. However, they do appear to
evidence greater de“cits in positive affects than either RA or
OA groups. During stressful times, these affective conditions
may be particularly important. Zautra, Hamilton, and Yocum
(2000) provide evidence that improvement in positive affect
can reduce disease activity among patients with RA, and

Zautra and Smith (2001) provide further evidence that posi-
tive events may diminish stress-reactive disease processes for
RA patients. Further, Davis, Zautra, and Reich (2001) have
shown that the absence of positive affect is associated with
greater increases in FM pain following the administration of
a laboratory stressor. OA patients did not show the same pat-
terns as the FM subjects, suggesting that affective conditions
are associated with illness symptoms in different ways for
OA and FM patients. Thus, positive affect may serve as a
source of resilience to the effects of stress.

Somatization

Besides depression, chronic pain patients have also been doc-
umented to experience many symptoms of somatization
(Bacon et al., 1994). Somatization is characterized by exces-
sive preoccupation with somatic symptoms and health care
seeking for symptoms with no known cause (American Psy-
chiatric Association, 1994). Somatization disorder has been
associated with chronic pain in general (Wilson, Dworkin,
Whitney, & LeResche, 1994). For instance, somatization be-
havior has been demonstrated in diverse chronic pain condi-
tions such as low back pain (Bacon et al., 1994) and irritable
bowel syndrome (Chang, Mayer, Johnson, Fitzgerald, &
Naliboff, 2000). Thus, it appears that there is only weak evi-
dence of comorbid somatization disorder in musculoskeletal
conditions, and only in FM patients (Kirmayer, Robbins, &
Kapusta, 1988; Wolfe & Hawley, 1999). However, one major
limitation to distinguishing FM symptoms from somatization
behavior is that they share one de“ning feature: widespread
bodily symptoms with no clear physical evidence of a patho-
logical problem.

Social Diathesis Factors

Our discussion to this point has highlighted the biological
and psychological sources of vulnerability and resilience in
adaptation to musculoskeletal conditions. But life experi-
ences, including pain and other symptoms, occur in a social
context. This has profound implications for adaptation and
quality of life. Two important social factors that in”uence the
functioning of individuals with chronic pain include social
support, a source of resilience, and stigmatization, a source of
vulnerability.

Social Support

Supportive social relationships represent one of the most in-
”uential social factors that sustain physical health (Sarason,
Sarason, & Gurung, 1997). Supportive social relationships
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are related to positive health outcomes via at least two possi-
ble paths. One path involves a direct link between support
and positive health outcomes, such that the bene“ts of sup-
port are experienced under all circumstances. The second
path is a moderated one, such that the bene“ts of support are
experienced only during times of high stress. The second
path may be particularly important for individuals with
musculoskeletal conditions, because individuals with chronic
pain and disability may be especially vulnerable to the effects
of stress. Thus, social support may be a key factor in”uencing
adaptation to chronic pain. In fact, there is evidence to sug-
gest that social support exerts a stress-buffering effect in
individuals with arthritis and musculoskeletal conditions
(Af”eck, Pfeiffer, Tennen, & Fi“eld, 1988; for review, see
Manne & Zautra, 1992). Moreover, the quality of close rela-
tionships has also been associated with greater pain medica-
tion effectiveness (Radanov, Frost, Schwarz, & Augustiny,
1996), less disability (Weinberger et al., 1990), and lower
levels of depression (Nicassio, Radojevic, Schoenfeld-Smith,
& Dwyer, 1995) among arthritis pain patients.

The detrimental health effects of a lack of supportive
social ties during stress in individuals with chronic illness is
also apparent and may be compounded by depression, poor
coping responses, and other psychological factors. For in-
stance, the tendency of individuals with FM to cope with
pain by withdrawing from personal relationships may make
them more vulnerable to the negative effects of stress (Zautra
et al., 1999).

Stigma

Along with the bene“ts of social relationships, some individ-
uals with chronic pain may also experience stresses and
strains from their social ties through stigmatization. Individ-
uals with chronic pain of unknown etiology are particularly
likely to feel stigmatized and think that others are attribut-
ing their symptoms to personality problems, compared to
people with pain from an identi“able cause (Lennon, Link,
Marback, & Dohrenwend, 1989). Moreover, a brief perusal
of recent research suggests that the perception of pain pa-
tients that they are stigmatized is warranted. For example,
both the early investigations of RA and more recent studies of
FM have focused on identifying personality attributes that
distinguish pain patients from healthy individuals, in part to
identify a psychological explanation for the experience of
these pain conditions. Although it may be an accurate per-
ception, perceived stigmatization is problematic because it
appears to promote use of maladaptive coping strategies.
For instance, common responses to perceived stigma among
those with chronic pain include withdrawal from personal

relationships (Osborn & Smith, 1998) and increasing fre-
quency of medical consultations (Lennon et al., 1989).
Although no data are yet available for FM, some evidence
suggests that stigma may be a common source of social stress
in FM patients: They have a condition of unknown etiology,
tend to withdraw from social relationships (Zautra et al.,
1999), and have high medical utilization rates (Kirmayer
et al., 1988). Furthermore, the perception of being stigmatized
is quite likely to extend beyond those with FM. As one exam-
ple, RA patients may feel stigmatized by the physical dis“g-
urement that typically marks the later stages of RA. Given the
pronounced effect of the experience of stigmatization on
adaptation, greater attention to vulnerability to stigmatization
in arthritis and musculoskeletal conditions is warranted.

STRESS

According to the diathesis-stress model, stressors in life are
seen as provoking agents that challenge adaptation for all, but
only harm those who are vulnerable (Banks & Kerns, 1996;
Monroe & Simons, 1991). Before discussing the biopsy-
chosocial aspects of stress in RA, OA, and FM, it is important
to “rst describe how stress is de“ned in this chapter . Stress
may be de“ned as a physiological, emotional, or behavioral
response to an event, or stressor, that is perceived as threat-
ening or beyond one•s ability to cope (Lazarus & Folkman,
1984). Individual differences in appraisal of a stressor may
determine the degree of perceived stress experienced and
how an individual copes with this perceived stress. Thus,
biopsychosocial in”uences may affect exposure to, appraisal
of, and reaction to stressful events. In this section, we discuss
the biological, psychological, and social contributions to
stress in RA, OA, and FM.

Biological Stress Systems

Since the pioneering work of Cannon (1932) and Seyle
(1956), the most extensively studied physiological stress
systems have been the hypothalamic-pituitary-adrenal axis
(HPA) and the sympathetic-adrenal-medullary axis (SAM).
In addition, other aspects of the CNS, hypothalamic-
pituitary-gonadal axis (HPG; i.e., reproductive system), and
immune systems appear to be activated under stressful condi-
tions. We brie”y describe each of these stress systems, and
then present evidence for the intrinsic involvement of these
systems in musculoskeletal conditions.

The interrelationships between the endocrine and nervous
systems have evolved to maintain biological equilibrium, or
homeostasis, in the face of an ever-changing environment.
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Through positive and negative feedback of hormone levels,
up- and down-regulation of postsynaptic receptors, and
activation and inhibition of the immune system, the body is
able to recover homeostasis during and after stressful per-
turbations. However, when dysregulation of any of these
mechanisms occurs, homeostasis is more dif“cult to sustain,
recovery of the balance of physiological processes takes
longer, and disease may result. Thus, biological stress sys-
tems are crucial components of the diathesis-stress model;
individuals with a preexisting weakness at any point in the
stress system may experience inadequate or interminable re-
sponses to stress. Moreover, stress response dysregulation
appears to be a shared feature of many chronic illnesses.

HPA Axis

A signi“cant body of research on the biological aspects of
stress has focused on the HPA axis and its role in suppression
of immune function. Stress activates the CNS, causing the
release of corticotropin-releasing hormone (CRH) from the
hypothalamus. CRH then stimulates the release of adrenal
corticotrophic hormone (ACTH) from the anterior pituitary,
which in turn triggers release of cortisol from the adrenal cor-
tex (Figure 8.1). In the healthy individual, cortisol is believed

to reduce in”ammation by suppressing cellular immune
function. Thus, via cortisol secretion, stress serves an anti-
in”ammatory purpose.

The anti-in”ammatory effects of cortisol have led investi-
gators to believe that HPA axis dysregulation could be a
source of the in”ammation observed in RA. There is a grow-
ing body of evidence to suggest that RA is the endpoint of a
continuum of psychological, endocrine, and immune dysreg-
ulation (Chrousos & Gold, 1992). The hormonal responses
intrinsic to psychological stress are thought to trigger a
cascade of dysregulated endocrine and immune activity that
ultimately results in the in”ammation seen in RA.

Given the extreme in”ammation seen in RA, we would
expect that either the in”ammation in RA is a result of low
cortisol levels or, alternatively, that cortisol levels are inef-
fectively compensating for the degree of in”ammation.
Consistent with these expectations, some studies have re-
vealed blunted cortisol responses to stimulation and de-
creased cortisol secretion associated with a disease ”are (van
den Brink, Blankenstein, Koppeschaar, & Bijlsma, 1993).
Yet, while some studies have found blunted cortisol re-
sponses, others have demonstrated relatively normal cortisol
levels in response to stress in RA patients (Huyser & Parker,
1998; Neeck, Federlin, Graef, Rusch, & Schmidt, 1990).
However, as cortisol serves an anti-in”ammatory purpose,
normal cortisol levels in an in”ammatory disease such as RA
may not be adaptive. These “ndings have led investigators to
hypothesize that the magnitude of cortisol responses may not
be proportional to the stimulation of in”ammatory processes
in RA patients. The lack of a dose-dependent cortisol re-
sponse to in”ammation may be due to feedback failure at
several levels (Templ et al., 1996). In other words, after
chronically elevated circulating levels of cortisol are stimu-
lated by the in”ammatory process, target organs may down-
regulate cortisol receptor density to compensate. As a result,
the same level of cortisol may not be as effective as it once
was. This is analogous to insulin-resistant diabetes, in which
chronically elevated insulin levels cause down-regulation of
insulin receptors. There is evidence to support this decreased
cortisol sensitivity hypothesis in RA. For instance, re-
searchers have documented decreased cortisol receptor den-
sities on peripheral blood mononuclear cells in patients with
RA (Morand, Jefferiss, Dixey, Mitra, & Goulding, 1994).

HPA dysregulation has also been hypothesized to be asso-
ciated with FM symptoms. Some investigators have found ev-
idence for HPA hyperactivity in FM patients. For instance,
one study found a trend toward increased cortisol in FM pa-
tients compared to RA and low back pain patients in response
to dexamethasone administration (Ferraccioli et al., 1990).
However, in another study, although both FM and RA patients

Figure 8.1 Hypothalamic-Pituitary-Adrenal (HPA) Axis: Stress activates
the CNS, causing the release of corticotropin-releasing hormone (CRH)
from the hypothalamus. CRH then stimulates the release of adrenal corti-
cotrophic hormone (ACTH) from the anterior pituitary, which in turn trig-
gers release of cortisol from the adrenal cortex. Cortisol then suppresses
lymphocyte production. Cortisol also feeds back to the anterior pituitary,
suppressing the release of more ACTH.

Sympathetic-Adrenal-Medullary (SAM) Axis: In the SAM axis, stress
stimulates nerves that directly innervate the adrenal medulla, which in turn
releases norepinephrine (NE) and epinephrine (EPI) into the bloodstream.
The SAM axis promotes lymphocyte proliferation.

Immune Feedback: The immune system also feeds back onto the HPA
axis. Cytokines stimulate the HPA axis.
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had higher cortisol levels than a healthy control group, there
were no differences in cortisol reactivity to acute stressors be-
tween the FM and RA groups (Catley et al., 2000).

While some studies have found trends toward cortisol
hypersecretion in FM patients, others have instead found hy-
persecretion of ACTH, with no dose-dependent increase in
cortisol (Crofford et al., 1994; Griep, Boersma, & deKloet,
1993). These results suggest a decreased responsiveness of
the adrenal cortex to ACTH, possibly as a result of down-
regulation of ACTH receptors. Furthermore, there is evi-
dence of a ”attened diurnal pattern of cortisol secretion in
FM patients compared to RA patients (Crofford et al., 1994).
Another recent study found reduced ACTH responses to
hypoglycemic stress in FM patients, suggesting hypoactivity
of the HPA axis (Adler et al., 1999). Thus, as in RA, there is
con”icting evidence for HPA dysregulation in RA and FM
patients.

In RA and FM, different neuroendocrine processes may
produce the cortisol hyposecretion common to both dis-
orders. For instance, in RA patients, cortisol may have been
chronically secreted due to the chronic in”ammatory process
of RA. To compensate for these chronically elevated cortisol
levels, other systems, including those that regulate the im-
mune system, may become increasingly less sensitive to cor-
tisol through down-regulation of cortisol receptors. The net
result would be normal or relatively low cortisol levels for a
given level of in”ammation. In contrast, depression is not
only associated with elevated cortisol levels (Deuschle,
Weber, Colla, Depner, & Heuser, 1998), but is often comor-
bid with FM. As a result, of the chronically elevated levels of
cortisol associated with depression in FM, glucocorticoid
receptors may have down-regulated. Thus, patients with RA
and FM may both have cortisol hyposecretion, but from dif-
ferent causes.

SAM Axis

Stress can affect health via pathways other than the HPA axis.
The SAM axis is part of the sympathetic nervous system and
is responsible for initiating the •“ght-or -”ightŽ response
(Cannon, 1932). Whereas the HPA axis is primarily an en-
docrine system (i.e., hormones travel through the blood-
stream), the SAM axis is neuroendocrine, consisting of both
neural and endocrine tissues. In the SAM axis, stress stimu-
lates nerves that directly innervate the adrenal medulla,
which in turn releases norepinephrine (NE) and epinephrine
(EPI) into the bloodstream (Figure 8.1). Like the HPA axis,
the SAM axis has immunomodulating effects. Whereas the
HPA axis inhibits the in”ammatory response, the SAM axis
activates it (Madden & Livnat, 1991). As nervous impulses

directly stimulate the adrenal medulla, the SAM axis has
much faster and more immediate effects than the slower act-
ing HPA axis.

There is some evidence for SAM dysregulation in RA.
Some investigators believe that the cycle of in”ammation in
RA re”ects hypersecretion of pro-in”ammatory hormones
with the SAM axis serving an immunostimulating function
(Madden & Livnat, 1991). Indeed, results of some studies
suggest SAM hyperactivity in RA. For instance, one study
found that RA patients had higher plasma NE and EPI levels
than healthy controls (Lechin et al., 1994). Another study
found down-regulation of beta-2 receptor density on periph-
eral blood mononuclear cells in RA, which may be a result of
chronically elevated sympathetic activity (Baerwald, Graefe,
Muhl, von Wichert, & Krause, 1992).

As with HPA axis dysregulation, evidence of SAM
dysregulation in RA is far from conclusive. Just as results of
several studies have suggested SAM hyperactivity, still
others have presented evidence for SAM hypoactivity in RA.
Although not exclusively due to SAM activity, blood pres-
sure and heart rate are often used as indices of SAM activity.
For instance, in a study of recently diagnosed RA patients,
Geenan, Godaert, Jacobs, Peters, and Bijlsma (1996) found
that blood pressure was negatively related to pain severity. In
another study, compared to healthy controls, RA patients had
lower heart rate and blood pressure responses to a cognitive
stress test, although levels still fell within normal limits
(Geenan et al., 1998). The authors of those studies suggest
that, since the SAM axis stimulates the immune system,
SAM hypoactivity may have developed over time as a means
to minimize the in”ammation present in RA.

Investigators have also begun to examine the role of SAM
activity in FM (Mengshoel, Saugen, Forre, & Vollestad,
1995; van Denderen, Boersma, Zeinstra, Hollander, & van
Neerbos, 1992). The few preliminary investigations of cross-
sectional differences between urinary catecholamine secre-
tion in FM and healthy controls (with no stress conditions)
have suggested a trend toward increased NE in FM patients
(Yunus, Dailey, Aldag, Masi, & Jobe, 1992).

Reproductive System

The greater prevalence of arthritis and other musculoskeletal
conditions in women than men has led investigators to hy-
pothesize a role of reproductive hormones in these disorders.
Although men also experience hormonal changes with aging,
women endure a dramatic decrease in reproductive hormones
such as estrogen, progesterone, and gonadotropins such
as follicle-stimulating hormone and luteinizing hormone.
This decline in reproductive hormone levels coincides with



Stress 179

an increased risk of developing arthritis and musculoskeletal
conditions.

Besides the epidemiological data, there is considerable
evidence to support a role of reproductive hormones in the
development of RA (for review, see Grossman, Roselle, &
Mendenhall, 1991). Early observations of pregnant women
with RA revealed that the women typically developed remis-
sion of RA activity during the third trimester, only to experi-
ence relapses postpartum (Hazes, 1991; Persellin, 1977).
Other research has demonstrated that nulliparious women are
at greater risk for developing RA (Hazes, 1991). Finally,
reproductive hormones have been found to have immune
stimulating and suppressing effects. For instance, the repro-
ductive hormones prolactin and estrogen are presumed
to have immunoenhancing effects (Jorgensen & Sany,
1994). Furthermore, prolactin suppresses cortisol secretion
(Jorgensen & Sany, 1994). The immunostimulatory effects of
prolactin coupled with suppressed cortisol may partially ex-
plain the relapse of RA postpartum, when prolactin levels are
elevated. Thus, there may exist an association between repro-
ductive hormones and arthritis activity via the effects on
the immune system. Despite the promise of this hypothesis,
few studies have investigated the relationship. However, one
study found that, when confronted with interpersonal stres-
sors, women with RA displayed greater increases in im-
munostimulatory hormones such as prolactin and estrogen
than women with OA (Zautra et al., 1994). Furthermore,
these increases in prolactin and estrogen were associated
with clinicians• ratings of arthritis disease activity. Overall,
these results support a central role of reproductive hormones
in the RA disease activity.

Fewer studies have investigated the role of reproductive
hormones in OA. However, the established protective effect
of osteoporosis (which is associated with low estrogen lev-
els) on development of OA suggests that there may exist a
link between reproductive hormones and OA (for review,
see Sambrook & Naganathan, 1997). However, it is also fea-
sible the negative association between osteoporosis and OA
is due to a spurious variable such as body mass; women with
osteoporosis tend to weigh less, whereas OA is associated
with obesity.

As in RAand OA, there is also preliminary evidence to sug-
gest a relationship between FM and reproductive hormones.
The greater prevalence of FM in women than men supports a
role of female reproductive hormones in the development of
FM (Lawrence et al., 1998). In addition, like RA, there is evi-
dence that FM symptoms worsen during the third trimester of
pregnancy and the postpartum period (Ostensen, Rugelsjoen,
& Wigers, 1997). Furthermore, in one study, investigators
compared the prevalence of FM in women with clinically high

levels of prolactin to women with normal levels of prolactin
(Buskila et al., 1993). Results revealed that 71% of the women
with elevated prolactin levels met diagnostic criteria for FM,
whereas less than 5% of the women with normal prolactin lev-
els met this criteria. Finally, results of some studies revealed
elevated basal prolactin levels (Griep et al., 1994) and exag-
gerated prolactin responses to hormonal challenges in women
with FM compared to healthy women, although not all studies
demonstrated these differences (Korszun et al., 2000). Over-
all, these results suggest that, as in individuals with RA, in-
dividuals with FM may have elevated levels of prolactin. As
prolactin promotes in”ammatory processes, these results
imply an in”ammatory process in FM. However, since there is
currently no direct evidence of in”ammation in FM, this con-
clusion is putative.

The Immune System

Although we have discussed the indirect effects of stress
on immunity via the endocrine and nervous systems, the
immune system reciprocally affects the endocrine and ner-
vous systems. When the immune system is activated, a cell-
mediated immune response ensues to activate T cells that
attack •foreignŽ cells. Activated T cells also release a series
of chemical mediators to stimulate more T cell, B cell, and
macrophage activity. Activated macrophages then release a
series of chemicals called interleukins, which are also called
cytokines. Although there are many interleukins, for the
purposes of this chapter we primarily focus on interleukin-1
(Il-1), interleukin-2 (Il-2), and interleukin-6 (Il-6). These
cytokines in turn stimulate further in”ammatory processes.

Autoimmunity occurs when the body•s immune system
mistakes its own tissue as foreign (i.e., an antigen) and initi-
ates an immune response to destroy it. In the case of RA, the
immune system attacks the synovial lining of the joints.
Investigators have identi“ed at least one mechanism by
which this process occurs. In some RA patients, an acute in-
fection causes the immunoglobulin-G (IgG) antibody to mu-
tate. The immune system then mistakes this mutated antibody
for an antigen and mounts an attack against it (for review, see
Mageed, Borretzen, Moyes, Thompson, & Natvig, 1997).
During this attack, immunoglobulin-M (IgM) antibody binds
to the mutated IgG antibody, creating a bound complex com-
monly referred to as rheumatoid factor (RF; Mageed et al.,
1997). Although RF is not found in all RA patients, there is
some evidence that RF-positive and RF-negative RA patients
may differ in degree of life stress. For instance, Stewart,
Knight, Pakmer, and Highton (1994) found that RF-negative
RA patients experienced more life stress prior to onset of RA
symptoms than their RF-positive counterparts.
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There is evidence that in RA, both the T cells and cyto-
kines are integrally involved in disease activity (for review,
Smolen et al., 1996). Compared to healthy controls, RA pa-
tients have increased Il-1 levels in sera (Symons, Wood,
DiGiovine, & Duff, 1988) and increased levels of soluble
Il-2 receptors (sIL-2R) in sera and synovial ”uid (Keystone
et al., 1988). In addition, compared to OA patients, RA
patients have higher sera and synovial levels of Il-6
(Okamoto et al., 1997). Besides evidence for elevated cy-
tokine levels in RA patients, some researchers have found a
positive relationship between sIL-2R levels and disease ac-
tivity (Harrington et al., 1993; Wood, Symons, & Duff,
1988). Furthermore, although few studies have investigated
the role of cytokine activity in FM, there is preliminary evi-
dence suggesting elevated soluble IL-6 receptor (sIL-6R) and
soluble IL-1 receptor (sIL-1R) levels in FM patients, and in
depressed patients (Maes et al., 1999).

As mentioned previously, cytokines play a feedback role
on the stress systems of the body. For example, in samples of
RA patients, there is evidence that cytokines activate the HPA
axis, stimulating release of cortisol, perhaps in an effort to
suppress in”ammation (Geenan et al., 1998; Neeck et al.,
1990). Furthermore, in a sample of FM patients, cytokine in-
fusion led to exaggerated SAM responses, which stimulate
the immune system (Torpy et al., 2000). These results suggest
that understanding the immune-endocrine relationship may
be key to understanding the physiological mechanisms that
underlie stress-related illness activity in RA and possibly FM.

The Pain System

From the previous discussion, it should be clear that although
RA, OA, and FM differ from one another they also have
many things in common. Not only are they often treated
within the same medical specialty, but they also share com-
mon symptoms. These disorders are inherently associated
with chronic pain, chronic pain, which may serve as the com-
mon denominator for each of these conditions. De“ned by
the International Association of the Study of Pain as •an un-
pleasant sensory and emotional experience associated with
actual or potential tissue damageŽ (Merskey & Bogduk,
1994), pain is best understood by considering biopsycho-
social factors within a diathesis-stress model. In this section,
we describe the gate control theory of pain, and its relevance
to RA, OA, and FM.

Although both the HPA and SAM originate in the CNS,
their target organs lie outside the CNS. However, there is
also evidence of stress-related changes within the CNS that
directly affect pain perception, or nociception, a common
symptom to all arthritis-related conditions. One model that

describes the role of the CNS in nociception is the gate con-
trol theory of pain. Developed by Melzack and Wall (1965),
the gate control theory of pain represents an attempt to con-
sider the sensory, affective, and evaluative components of
pain within an integrated neurophysiological framework. The
crux of the gate control theory of pain is that both ascending
(i.e., input to brain) and descending (i.e. output from brain)
factors affect the •openingŽ and •closingŽ of a pain gate
located in the dorsal horn of the spinal cord (Figure 8.2).
Pain promoting, or nocioceptive, signals open the gate to pain
perception at the brain level, whereas antinociceptive, or
pain inhibiting, signals close the gate to pain perception. No-
ciceptive and antinociceptive signals may originate either at
the brain or spinal cord level. Therefore, both the brain and
spinal cord act in concert to either open or close the gate.
Thus, due to its emphasis on the important roles of biological,
psychological, and social factors, the gate control theory of
pain is a biopsychosocial formulation of pain systems.

Pain signals are usually transmitted from the site of injury
to the spinal cord via A-delta and C-“bers (Melzack & Wall,
1965). A-delta “bers are characteristically small and have
myelinated axons, a feature that accelerates the rate of trans-
mission to the spinal cord. As a result, A-delta “bers tend to

Figure 8.2 Pain elicits a signal in a pain receptor, which transmits the signal
to the dorsal horn of the spinal cord. The pre-synaptic neuron releases sub-
stance P into the synpase, which excites the post-synaptic neuron. The post-
synaptic neuron then sends the painful signal to the somatosensory cortex
via two different pathways: (1) directly through the thalamus, or (2) through
the thalamus after processing by the limbic structures. In the somatosensory
cortex, the pain sensation is consciously experienced.
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quickly transmit sharp pain signals. In contrast, C-“bers are
not myelinated. Thus, their signals are sent more slowly than
the A-delta “bers, and transmit dull and aching pain signals.
When either the A-delta or C-“bers are activated and synapse
at the spinal cord, substance P is released, which in turn stim-
ulates the ascending nerve to send the pain signal to the brain
(Figure 8.2). Thus, substance P appears to be crucial to the
transmission of pain signals from the peripheral nervous
system to the CNS.After the signal ascends, it may take at least
two different pathways. The acute pain pathway synapses in
the somatosensory cortex directly via the thalamus. Another,
less direct pathway is to “rst pass through synaptic connec-
tions in the brain stem, thalamus, hypothalamus, and other
limbic structures before synapsing at the thalamus. The latter
pathway, which is associated with more chronic forms of
pain, is noteworthy because it travels through the so-called
emotion-centered (limbic) parts of the brain. Thus, indirect
processing via the limbic structures provides a physiological
substrate to the affective components of pain.

Pain signals are also regulated by descending pathways.
The brain has evolved to release several neurotransmitters to
inhibit pain perception. Among these transmitters are en-
dogenous opioids and serotonin. Endogenous opioids such as
beta-endorphins are characterized by pain-relieving proper-
ties. Endogenous opioids are also intrinsically related to the
HPA axis, as CRH stimulates their release. Like endogenous
opioids, serotonin, a neurotransmitter also involved in
mood regulation, serves to close the pain gate (Basbaum &
Fields, 1984).

The example just described illustrates how tissue injury
such as in RA and OA causes pain perception. However, what
about conditions like FM in which there is no discernable tis-
sue damage yet considerable perceived pain? Melzack and
Wall (1965) proposed an explanation for that scenario as
well. They observed the •wind-upŽ phenomenon in which
repetitive stimulation of nociceptive “bers resulted in greater
stimulation of the dorsal horn neurons (Melzack & Wall,
1965; cited in Bennett, 1999). Over time, these dorsal horn
neurons require less and less actual stimulation to become ac-
tivated. Eventually, nonnociceptive sensory stimuli can acti-
vate the nociceptive neurons of the dorsal horn, creating pain
impulses (Kramis, Roberts, & Gillette, 1996). One of the
neuropeptides that mediates this process is substance P
(Clauw & Chrousos, 1997). The production of pain sensation
from nonnociceptive stimuli is referred to as allodynia, and
the process that produces allodynia is called central sensiti-
zation (Bennett, 1999). Bennett refers to central sensitiza-
tion process as •an increased excitability of spinal and
supraspinal neural circuits.Ž Thus, with the central sensitiza-
tion process, not only does nonnociceptive stimuli produce

pain sensations, but the total area of the body initially con-
sidered painful widens. Central sensitization may explain
why regional pain syndromes often become widespread. An-
other quality of central sensitization relevant to arthritis and
musculoskeletal conditions is that central sensitization is
more likely to occur in muscle “bers than in skin “bers
(Wall & Woolf, 1984). Thus, individuals with musculoskele-
tal pain are at an increased risk for the sequelae of central
sensitization.

The stress response is intrinsically linked to nociception.
What is particularly noteworthy about the descending path-
way in the context of this chapter is that the transmitters
involved are stimulated by acute stress. Stress-induced anal-
gesia occurs when the release of these transmitters, particu-
larly the endogenous opioids, inhibits pain perception (Fields
& Basbaum, 1994; Lewis, Terman, Sharit, Nelson, &
Liebeskind, 1984). Acute stress also stimulates the release of
other substances, such as serotonin, NE, and CRH (Clauw &
Chrousos, 1997). Likewise, release of beta endorphin during
acute stress may suppress immune responses and therefore
pain (Akil et al., 1984). Under acutely stressful experiences,
these substances serve to close the pain gate.

Other nociceptive substances besides substance P can
serve to open the pain gate. For instance, bradykinin is a sub-
stance that produces pain by stimulating production of hista-
mine and prostaglandins and exciting nociceptive neurons
(Marieb, 1993). Furthermore, disease processes associated
with in”ammation can open the pain gate. For instance, Il-6,
which is released during in”ammation, is also intrinsically
involved in nocioception (Arruda, Colburn, Rickman,
Rutkowski, & DeLeo, 1998).

There are several reasons why the CNS has been hypothe-
sized to play a role in RA disease activity. First, the wide-
spread symmetric pattern of joint in”ammation and the
proximal joint involvement suggests that a CNS abnormality
may underlie RA disease activity. There is evidence to sup-
port this observation. First, patients with RA who have suf-
fered paralysis no longer experience RA disease activity on
the paralyzed side (Glick, 1967). There is also evidence that
substance P may play a role in RA disease activity. For in-
stance, substance P stimulates lymphocyte proliferation and
other in”ammatory responses (Felten, Felten, Bellinger, &
Lorton, 1992). Also, results of one study suggest a positive
correlation between substance P “ber innervation and arthri-
tis in”ammation (Levine, Coberre, Helms, & Basbaum,
1988). These observations indicate that the CNS is involved
in RA ”are-ups.

CNS involvement may also in”uence OA. For instance,
the common transition from localized to the widespread pain
that occurs in many individuals with OA may re”ect a central
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sensitization process. Furthermore, as the OA disease process
progresses, in”ammation of the affected joints may trigger
substance P secretion, which in turn should produce more
pain. Thus, although few studies have investigated the role of
the CNS in OA, its role is plausible.

Although an etiological mechanism for the pain of FM is
unknown, CNS involvement is likely. Substance P has also
been suggested to play a role in FM. There is preliminary
evidence for elevated levels of substance P and substance
P agonists in FM patients (Giovengo, Russell, & Larson,
1999; Russell et al., 1994), although not every study found
such effects (Reynolds, Chiu, & Inman, 1988).

Due to the high prevalence of mood disorders and severity
of pain in individuals with FM, some investigators have hy-
pothesized that there may be low levels of serotonin in FM.
Although some researchers have demonstrated an inverse re-
lationship between serotonin levels and pain in individuals
with FM (Russell et al., 1992), others have found no group
differences in platelet serotonin levels between FM, RA, and
low back pain patients (Krag et al., 1995). However, results
of some studies have revealed high levels of antibodies to
serotonin in individuals with FM and depression, suggesting
a possible autoimmune basis for these disorders (Klein &
Berg, 1995; Samborski et al., 1998). Results of these studies
illustrate the need for further research in this area.

Psychological Stress Factors

From the previous discussion it should be clear that the
biological aspects of the stress response are intrinsically
involved in musculoskeletal disease processes. However,
there also exist psychological factors that moderate the
amount of perceived stress experienced. Among these psy-
chological factors are those that affect the appraisal of the
stressor and those that in”uence coping responses.

Appraisal

There are several psychological qualities of stressful
situations that in”uence the degree of perceived stress expe-
rienced. For instance, situations that are perceived as uncon-
trollable, unpredictable, or ambiguous are perceived as more
stressful than situations that are perceived as controllable,
predictable, or unambiguous (Glass & Singer, 1972). These
in”uences on perceived stress have implications for RA, OA,
and FM. First, the chronic pain associated with each of these
conditions coupled with the lack of complete symptom relief
from traditional pharmacological treatment may classify
chronic pain as an uncontrollable stressor. However, while
uncontrollable chronic pain may be common to RA, OA, and

FM, its predictability may vary across disorders. Whereas the
pain of OA is usually exacerbated by activity, the pain of RA
and FM does not necessarily follow a predictable pattern.
This increase in pain unpredictability may affect the degree
of perceived stress experienced by individuals with RA and
FM. Furthermore, the pain of RA, OA, and FM may differ in
terms of ambiguity. For instance, while the pain of RA and
OA stem from identi“able disease processes, the pain of FM
has no known cause. This ambiguity may be a source of in-
creased perceived stress in individuals with FM. Thus, not
only do individuals differ in their appraisal of stressful
events, there may be disease-speci“c effects on appraisal as
well. Pain sensations have evolved to allow individuals to
take notice of harm and reduce activity in order to heal. In the
context of RA and OA, which involve identi“able disease
processes, this is an adaptive response. However, in FM,
there is a paradox; pain messages signal that something is
wrong and that the individual should reduce activity, yet the
pain is of benign origin. As a result, individuals with FM
experience a discrepancy between an experience of chronic
pain and the fact that the pain symptoms do not represent an
underlying tissue pathology. This discrepancy may be par-
tially responsible for the •doctor shoppingŽ commonly ex-
hibited in this group, as individuals with FM attempt to “nd a
physician who will acknowledge their experience of pain. It
is also possible that individuals differ in their appraisal of the
discrepancy. Whereas some individuals may experience reas-
surance when told that their pain is of benign origin, others
may interpret this message as either a dismissal of their sub-
jective experience or an oversight of some underlying disease
process. Thus, appraisal factors may interact with pain symp-
toms to produce several of the behaviors observed in individ-
uals with FM.

Coping

The adaptiveness of speci“c coping strategies may also be
context- and disease-speci“c (for review, see Manne &
Zautra, 1992). There is evidence that those with RA and OA
who use active coping strategies have more favorable out-
comes than those who use passive coping strategies, which
involve retreat in the face of a stressor. In individuals with
RA and OA, passive coping, but not active coping, is related
to reduced functional status (Af”eck et al., 1992; Zautra
et al., 1995). In addition, coping strategies such as wishful
thinking and catastrophizing account for a signi“cant amount
of variability in physical disability, pain, and depression in
individuals with RA and OA (Beckham, Keefe, Caldwell, &
Roodman, 1991). There is some evidence that individuals
with FM cope differently than those with OA or RA. For
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example, Zautra et al. (1999) found that FM patients used
more avoidant strategies than their OA counterparts. Despite
the evidence for an association between active coping and
favorable outcomes in individuals with RA and OA, studies
focusing on individuals with FM have yielded con”icting
results. In individuals with FM, increases in both passive
and active coping have been associated with depression
(Nicassio, Schoenfeld-Smith, Radojevic, & Schuman, 1995),
and more coping effort was associated with increased physi-
cal disability, although less psychological disability (Martin
et al., 1996). These results suggest that coping responses
which may be adaptive in some conditions (RA and OA) may
actually be maladaptive in another (FM). For instance, in
conditions such as OA, where pain is somewhat predictable
and controllable, active coping processes may reduce pain
symptoms. As a result, an individual may experience in-
creased feelings of self-esteem and self-ef“cacy, and subse-
quently less depression. In contrast, when pain is experienced
in spite of active coping responses, as in FM, these coping re-
sponses may be interpreted as failures to affect pain, resulting
in decreased self-ef“cacy and increased feelings of helpless-
ness and depression. Thus, the adaptiveness of speci“c cop-
ing responses may be in”uenced by symptom characteristics
unique to each disorder.

Social Stress Factors

In addition to the data highlighting the psychological aspects
of stress, there is mounting evidence that social stressors
are particularly stressful for patients coping with chronic ill-
nesses. Family con”ict has been associated with poor
psychological adjustment to RA (Manne & Zautra, 1989).
Indeed, patients with chronic illness may be more sensitive
than their healthy counterparts to interpersonal con”ict with
individuals who are major sources of support, such as family
and close friends (Revenson, Schiaf“no, Majerovitz, &
Gibofsky, 1991). Since chronic illness often leads to severe
limitation in the capacity to function independently, a distur-
bance in supportive relationships threatens to further isolate
the patients and thus may increase anxiety and depression.

IMPLICATIONS FOR TREATMENT

The goals of controlling disease activity and reducing disease
symptoms have been the typical targets for conventional
biomedical treatment of arthritis and musculoskeletal
conditions. Within pharmacological interventions, a disease-
speci“c methodology has prevailed, so that drugs used to
treat RA, OA, or FM disease activity are not always identical.

In contrast to the speci“c nature of conventional biomedical
treatment, psychosocial interventions have typically been
based on the idea that one general strategy is adequate to treat
all of the diseases, thus ignoring speci“c needs or issues
unique to each disease. Although some interventions have
included a more holistic combination of biological and psy-
chological factors, the two components have not always been
utilized in a coordinated fashion.

Biological Treatment

Traditional pharamacological approaches to treating RA have
followed a •pyramidal strategyŽ of aiming to minimize harm
by prescribing steroid and nonsteroidal anti-in”ammatory
drugs (NSAIDS) in attempts to control in”ammation and
other disease symptoms (McCracken, 1991). Unfortunately,
the progressive nature of RA, left unchecked, often causes
signi“cant disability and mortality (Harris, 1993). As a result,
physicians changed their strategy, attempting to •turn the
pyramid upside downŽ by prescribing an aggressive arsenal
of pharmaceutical treatments in the earlier stages of the
disease (Fries, 1990; Harris, 1993). This included disease-
modifying drugs and biologic response modi“ers, as well as
the more traditional medications that reduce symptom and
physical impairment, such as NSAIDS, salicylates, and pred-
nisone (Harris, 1993).

Given that OA has no known cure, symptom relief is tar-
geted as the primary goal of treatment. Such treatment in-
cludes pharmacological agents such as NSAIDS, analgesics,
and topical ointments (Brandt, 1993). Surgical replacement
of joints, although usually viewed as a last-resort option, is
often utilized for severe OA and RA (Brandt, 1993).

As in OA, treatment for FM focuses on symptom manage-
ment. Thus, far, optimal treatment strategies are far from clear,
as both pharmacological and psychological interventions
have yielded con”icting results. In contrast to RAand OA, FM
does not involve an in”ammatory process, so treatment with
NSAIDs and corticosteroids is usually ineffective (Bennett,
1993). Tricyclic antidepressants, taken at lower doses than re-
quired for the treatment of depression, are one common form
of pharmacological treatment. In addition, the newer class of
selective serotonin-reuptake inhibitors (SSRIs) is used widely
in the treatment of FM pain. In addition to pain relief, these
substances also promote slow-wave sleep, something that has
often been demonstrated to be de“cient in patients with FM
(Moldofsky et al., 1975). Unfortunately, because of the fear of
dependence and addiction, medications such as narcotic anal-
gesics have been avoided, even when their use may have been
greatly bene“cial. While effective pharmacological treatment
of the pain associated with FM remains elusive, a recent



184 Arthritis and Musculoskeletal Conditions

metaanalysis of common treatments for FM demonstrated that
nonpharmacological interventions are often more ef“cacious
than pharmacological treatments at treating the pain of FM
(Rossy et al., 1999).

Psychosocial Treatment

Given that biological, psychological, and social factors all
contribute to the experience of RA, OA, and FM, numerous
psychosocial interventions have been developed. Cognitive-
behavioral therapy (CBT) has emerged as one of the most
common forms of psychosocial treatment. Common ele-
ments of CBT include biofeedback, relaxation exercises,
education, mastery, modeling, and cognitive appraisal (for re-
views, see K. Anderson, Bradley, Young, McDaniel, & Wise,
1988; Nicassio & Greenberg, 2001). CBT is directed toward
the goal of improving targeted aspects of health status such as
pain tolerance, mobility, self-management, and self-ef“cacy.
In the treatment of RA, CBT has been found to decrease pain,
lower disease activity, decrease depression, and reduce health
care utilization (K. Anderson et al., 1988; McCracken, 1991;
Nicassio & Greenberg, 2001). Other common components
of CBT therapy, recently researched in OA patients, include
exercise treatments (Rejeski, Ettinger, Martin, & Morgan,
1998) and enhancing coping skills and spousal support
(Keefe et al., 1987). These studies found signi“cant improve-
ments in health status and enhancement of self-ef“cacy.
Interventions that succeeded in increasing self-ef“cacy and
the health of individuals with RA and OA have also been
studied in samples of FM patients (Burckhardt & Bjelle,
1994). These interventions utilized elements such as graded
exercise programs and cognitive-based psychoeducation.
Furthermore, these techniques have been shown to increase
self-esteem and various aspects of health in individuals with
FM (Gowans, deHueck, Voss, & Richardson, 1999).

Self-help groups have also been shown to effectively
increase arthritis knowledge, improve compliance with
health behaviors, increase self-ef“cacy, and reduce pain and
health care utilization in individuals with RA and OA
(Nicassio & Greenberg, 2001). For example, the Arthritis
Self-Management Program has traditionally focused on im-
proving knowledge and increasing health behaviors in indi-
viduals with arthritis and musculoskeletal conditions (Lorig,
Gonzalez, Laurent, Morgan, & Laris, 1998). In addition,
these programs increase self-ef“cacy by including experi-
ences of mastery (successfully controlling psychological or
physiological responses), modeling (observing others suc-
ceed), and cognitive appraisal (reducing negative thoughts)
(for review, see Nicassio & Greenberg, 2001). While self-
help management programs have recently been applied to

FM patients, further research is needed to demonstrate the
effectiveness of these programs in FM.

FUTURE DIRECTIONS

The unique contributions from biological, psychological, and
social factors have been illustrated separately for RA, OA,
and FM. However, despite the unique experience of these
factors in each disorder, psychosocial treatment has yet to be
individualized to address the different needs of people with
various forms of chronic pain. Future treatments of these
conditions must consider the speci“c biopsychosocial quali-
ties unique to each condition. For example, RA is a condition
with many known pathophysiological features and some ef-
fective pharmacological treatments. As a result, psychosocial
interventions that in”uence biological processes that underlie
RA may be especially effective. It may also be helpful to
research the psychosocial factors that in”uence compliance
with pharmacological treatment. Furthermore, interventions
that utilize existing social systems (i.e., family, peers, and
health care providers) to address barriers to compliance may
be especially bene“cial.

Although new pharmacological treatments of OA (e.g.,
Celebrex, Vioxx) have been developed, many treatments of
OA are not pharmacological. Furthermore, the fact that many
treatments of FM do not involve medications underscores the
importance of compliance with nonpharmacological treat-
ment recommendations. For example, the development of
OA is often dependent on preventable factors such as exer-
cise and obesity. Therefore, treatments addressing compli-
ance with exercise regimens would be especially useful in
this population. Similarly, compliance with lifestyle changes
would also be a useful target for FM interventions. Interven-
tions promoting exercise initiation in individuals with FM
must recognize the speci“c need for close supervision by
trained health care professionals with this population.

Future treatments should also consider how each condi-
tion may engender unique sources of stress. For instance, we
have reviewed how unpredictable and uncontrollable events
are perceived as the most stressful. OA, characterized by rel-
atively predictable symptom exacerbation from variables
such as overexertion and climate changes, may be less stress-
ful than FM and RA, which are known for unpredictable
exacerbations. Similarly, FM•s relative lack of symptom re-
lief may be an additional source of stress that might not be as
pronounced as in OA, where pharmacological agents provide
some relief. Thus, treatments may maximize their effective-
ness by considering the controllability and predictability of
stressors and devising ways to affect these qualities.
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Another promising treatment, mindfulness meditation, trains
attention deployment and promotes nonjudgmental acceptance
of all life conditions, whether positive or negative (Kabat-Zinn,
1990). Preliminary studies on the effects of mindfulness
meditation in FM populations (Kaplan, Goldenberg, & Galvin-
Nadeau, 1993; Singh, Berman, Hadhazy, & Creamer, 1998)
have shown it to be effective in decreasing pain and fatigue as
well as improving quality of sleep. The use of mindfulness
meditation with people suffering from arthritis and musculo-
skeletal conditions is likely to increase as more professionals
become aware of its ef“cacy in enhancing holistic well-being.

Due to the fact that the effects of arthritis and musculo-
skeletal conditions are not limited to the individual af”icted
with the disease, the social aspect of each condition may be a
particularly important component to target, with signi“cant
implications for quality of life. We have reviewed evidence
that interpersonal stress is particularly damaging to the health
of individuals with RA. Therefore, interventions that seek to
improve the quality of relationships between people with RA
and their family members and/or spouses by eliciting family
participation may yield more powerful effects. Relatedly, tar-
geting improvements in the social environment of individuals
with OA may assist individuals in adopting lifestyle changes
(e.g., exercise, weight management) important in the preven-
tion and treatment of OA. In addition, we have illustrated
how individuals with FM often feel misunderstood by their
health care providers and react to stress by withdrawing from
social relationships. Thus, interventions that encourage
spouses and family members of individuals with FM to con-
tinue to engage them in their social activities may improve
the outcome of these patients. Furthermore, •doctor-
shoppingŽ among patients with FM may be reduced by teach-
ing health care professionals to be aware of stigmatization
factors and highlighting the importance of effective commu-
nication with their patients.

This discussion emphasized that RA, OA, and FM are dis-
tinct conditions, despite the fact that they share many com-
mon symptoms and forms of treatment. More comprehensive
models and ef“cacious treatments for these chronic condi-
tions will result from careful consideration of their unique
biological, psychological, and social factors.
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diabetes should be seen as a prominent public health problem
(Glasgow, Wagner, et al., 1999).

The Expert Committee on the Diagnosis and Classi“cation
of Diabetes Mellitus (2000) presented a revised diabetes clas-
si“cation system that differentiates four types of diabetes on
the basis of etiology and pathogenesis: type 1, type 2, gesta-
tional diabetes, and other speci“c types. Most patients have
either type 1 diabetes (historically referred to as insulin-
dependent diabetes mellitus or juvenile onset diabetes) or type
2 diabetes (historically referred to as noninsulin-dependent
diabetes mellitus or adult onset diabetes). Thus, the material
in this chapter focuses on adults with type 1 or type 2 diabetes.

The Expert Committee on the Diagnosis and Classi-
“cation of Diabetes Mellitus (2000) provides a thorough
discussion of the types of diabetes, their etiologies, and
pathogenesis. A brief review of this information is provided
here for type 1 and type 2 diabetes. Type 1 diabetes, which
accounts for approximately 5% to 10% of cases of diabetes,
occurs as a result of the gradual destruction of the insulin-
producing beta cells in the pancreas. In most patients, this
destruction is caused by an identi“able autoimmune process,
which leads to an absolute de“ciency of endogenous insulin.
Thus, use of exogenous insulin is required for survival to
prevent the development of diabetic ketoacidosis (a life-
threatening metabolic imbalance), coma, and death. It ap-
pears that genetic in”uences, as well as environmental
factors, may play a role in the pathogenesis of type 1 diabetes.
Although the majority of patients with type 1 diabetes are

Diabetes mellitus represents a group of metabolic disorders
of varying etiologies that are all characterized by hyper-
glycemia (i.e., high blood sugar levels). Across all subtypes
of diabetes, this chronic hyperglycemia is associated with
acute symptoms as well as a variety of serious long-term
medical complications, including retinopathy, peripheral and
autonomic neuropathies, nephropathy, and cardiovascular
disease. Diabetes is the leading cause of blindness, amputa-
tions, and kidney transplants.

Diabetes occurs in approximately 15.7 million people in
the United States, with 5.4 million of these persons undiag-
nosed and approximately 800,000 additional new cases diag-
nosed per year (Centers for Disease Control and Prevention
[CDC], 1998). Importantly, recent research indicates that
the prevalence of diabetes continues to increase rapidly in the
United States, rising by 33% between 1990 and 1998
(Mokdad et al., 2000). These authors suggest that diabetes
will become even more common in subsequent years because
of the increasing prevalence of obesity. Diabetes is more fre-
quent in the elderly and certain racial and ethnic groups (e.g.,
African Americans, Hispanic/Latino Americans, American
Indians) and is the seventh leading cause of death in the
United States (CDC, 1998). The annual costs of diabetes, in-
cluding both direct medical costs and indirect costs due to
disability, work loss, and premature mortality, were estimated
to be $98 billion in 1997 (American Diabetes Association
[ADA], 1998). Because of its increasing prevalence, disease
burden on the individual, and economic costs to the nation,
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diagnosed in childhood or adolescence, type 1 diabetes may
develop and be diagnosed at any age. Because markers of the
autoimmune destruction of the pancreatic beta cells are now
understood, major clinical trials are underway to intervene
with patients at risk for developing type 1 diabetes. A variety
of treatments are being used in an attempt to delay or prevent
the development of overt type 1 diabetes.

Type 2 diabetes is the most prevalent form of diabetes, en-
compassing approximately 90% of cases. Type 2 diabetes re-
sults from insulin resistance (i.e., low cellular sensitivity to
insulin) and/or a defect in insulin secretion that results in rel-
ative (as opposed to absolute) insulin de“ciency. Most, but
not all, patients with type 2 diabetes are obese, which tends
to increase insulin resistance. Because the level of hyper-
glycemia develops gradually and may be less severe, up to
50% of type 2 patients are undiagnosed (Expert Committee
on the Diagnosis and Classi“cation of Diabetes Mellitus,
2000). Thus, the hyperglycemia may be •silentlyŽ causing
end organ complications. Risk factors for type 2 diabetes
include older age, obesity, lack of physical activity, family
history of diabetes, prior history of gestational diabetes, im-
paired glucose tolerance, and race/ethnicity (CDC, 1998).
There is also a strong, but poorly understood, genetic compo-
nent to type 2 diabetes.

From a physiological perspective, the successful manage-
ment of diabetes is operationally de“ned as the patient•s level
of glycemic (i.e., blood glucose) control. This is most com-
monly measured using glycosylated hemoglobin (GHb)
assays (also referred to as glycohemoglobin, glycated hemo-
globin, HBA1c, or HbA1). GHb levels yield an estimate of
average blood glucose (BG) levels over the previous two to
three months (ADA, 2000b). GHb assays are routinely
performed as part of standard diabetes care and are com-
monly used as outcome measures in research. In addition, the
data provided by patients• records of their self-monitored BG
levels are important indicators of daily BG levels and
variability.

The goal of treatment for all diabetes patients is to achieve
normal or as near normal as possible BG levels. The impor-
tance of this goal has been “rmly established for type 1 pa-
tients by the Diabetes Control and Complications Trial
Research Group (DCCT, 1993) and for type 2 patients by
the United Kingdom Prospective Diabetes Study Group
(UKPDS, 1998). Both of these randomized clinical trials de-
termined that patients on intensive treatment regimens were
able to achieve better glycemic control and signi“cantly re-
duce their risk for diabetes complications. For example, the
DCCT found a 50% to 75% risk reduction for the develop-
ment or progression of retinopathy, nephropathy, and neuro-
pathy in the intensive treatment group.

To achieve these important risk reductions in diabetes
complications, there has been renewed clinical effort to work
effectively with patients to achieve the tightest glycemic
control feasible for a given patient•s circumstances. For most
patients, these goals can be achieved only through an in-
tensive treatment regimen that places a strong emphasis on
self-management. As reviewed by the ADA (2000a), the
treatment components for type 1 and type 2 patients include
medical nutrition therapy; self-monitoring of BG (SMBG);
regular physical activity; physiologically based insulin
regimens when needed; oral glucose-lowering agents when
needed; and regular medical care to modify treatment, screen
for complications, and provide education and support. The
selection of regimen components and their intensity are
individualized for each patient•s particular needs, resulting in
great variability in treatment both between patients and
within a patient over time. For example, patients may be
either prescribed insulin or not, and those on insulin may per-
form between one and four injections per day or use a contin-
uous infusion insulin pump. The treatment of diabetes is not
static: The patient is required to balance these multiple treat-
ment components in everyday life, adjusting for a myriad of
factors that affect BG throughout the day. Thus, diabetes is
truly a chronic disease that can be effectively treated only
through a combination of skilled medical care and optimal
self-management.

ADHERENCE IN DIABETES

The daily treatment regimen for diabetes is complex, de-
manding, and necessitates not only knowledge and technical
skills, but also the ability to modify the treatment compo-
nents as needed to achieve optimal glycemic control. Given
the complexity of this regimen and the fact that it is required
on a daily basis for the rest of the patient•s life, it is not sur-
prising that many type 1 and type 2 diabetes patients (40% to
90%) have dif“culty following treatment recommendations
(McNabb, 1997).

Adherence is commonly referred to as the extent to which
a person•s behavior (in terms of taking medications, follow-
ing diets, or executing lifestyle changes) coincides with med-
ical advice (Haynes, 1979). As McNabb (1997) pointed out,
the de“nition of adherence can be expanded to include
important patient-centered notions„the degree to which a
patient follows a predetermined set of behaviors or actions
(established cooperatively by the patient and provider) to
care for diabetes on a daily basis. It is in this spirit that the
term adherence is used throughout the remainder of this
chapter.
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Several measurement considerations limit the study of
adherence and its relationship to health outcomes. McNabb
(1997) and Johnson (1992) provide excellent reviews of
these methodological dif“culties in adherence research. The
“rst dif“culty is in de“ning the set of behaviors involved in
the treatment regimen because of the wide variability in types
and intensities of treatment regimens, the lack of explicit
recommendations in medical charts, and/or the inability of
patients to recall recommendations. In addition, adherence to
one aspect of the regimen is relatively independent of adher-
ence to other aspects of the regimen (Glasgow, McCaul, &
Schafer, 1987), with adherence to medications the highest
while adherence to behaviors necessitating greater lifestyle
change (e.g., diet, exercise) is lower (Johnson, 1992). Thus,
global rating systems and judgments of patients as adherent
versus nonadherent are inappropriate.

As reviewed by Johnson (1992), methods used to evaluate
diabetes patients• adherence levels include physiological
outcomes (e.g., GHb), physician ratings, collateral reports,
measurement of permanent products (e.g., number of pills
consumed, data stored in memory BG meters), and patient
self-reports. There is no widely accepted, reliable measure of
adherence or approach to quantifying the level of adherence
at present (McNabb, 1997). Each method of assessment has
its advantages as well as its limitations. Despite reliability
and validity concerns, self-report measures are the most com-
monly used measures of adherence. A variety of psychomet-
rically sound questionnaires (e.g., the Summary of Diabetes
Self-Care Activities; Toobert, Hampson, & Glasgow, 2000);
self-monitoring diaries (e.g., Glasgow et al., 1987); and inter-
views (e.g., 24 Hour Recall Interview; Johnson, Silverstein,
Rosenbloom, Carter, & Cunningham, 1986) have been devel-
oped. Given the dif“culties in each of the measurement meth-
ods, Johnson and McNabb recommend selecting instruments
carefully, using a multicomponent measurement strategy,
and measuring adherence across time and within a time pe-
riod consistent with other measures of constructs to which the
researcher is seeking to relate adherence. Once measured,
however, decisions about how to evaluate the obtained ad-
herence levels must be made. Without a known standard of
adherence, researchers and practitioners are left without clear
guidelines for qualifying levels of behavior that fall below
this elusive standard (McNabb, 1997).

Adherence as a construct is important because of its pre-
sumed link with glycemic control and thus indirectly its link
to diabetes complications. Despite the clear logic of this rela-
tionship, research has been inconsistent in its ability to “nd a
direct link between patient adherence and metabolic control
in diabetes. This may be because of the multidetermined na-
ture of glycemic control, the limitations of GHb as a measure

of glycemia, methodological problems in adherence mea-
surement and analysis, and the potential for an idiosyncratic
effect of adherence on glycemic control between individuals
(Johnson, 1992; McNabb, 1997).

PSYCHOSOCIAL FACTORS
IN DIABETES MANAGEMENT

Despite the dif“culties in its conceptualization, accurate mea-
surement, interpretation, and relationship to glycemic con-
trol, adherence continues to be the focus of research efforts
and clinical interventions. Research, reviewed next, has
sought to (a) identify the factors associated with either the
promotion or suppression of adherence levels and (b) de-
velop effective interventions to enhance adherence levels and
subsequent health outcomes. This chapter focuses on six such
variables: patient knowledge, stress, depression, social sup-
port, patient practitioner relationships, and perceived barriers
and coping styles. The selection of these six factors was
based on the amount of research conducted with the variable
as the focus, the availability of empirically tested interven-
tions focusing on the factor, and clinical relevancy.

Knowledge

The increasing complexity of the diabetes regimen and
emphasis on self-management (M. Williams, Baker, Parker,
& Nurss, 1998) has placed higher educational demands on
patients (ADA, 1996). Education may facilitate patients• ac-
ceptance of their diagnosis, engagement in the behavioral
changes necessary for their active participation (M. Williams
et al., 1998), and ability to lead normal, productive lives
(Garrard et al., 1987).

Diabetes Education Programs

In the late 1970s, diabetes education programs were initiated
to ensure that patients had suf“cient knowledge and under-
standing of their disease (Beeney, Dunn, & Welch, 1994).
The need to evaluate these programs led to the development
of tests of diabetes knowledge (e.g., Garrard et al., 1987;
Hess & Davis, 1983; Miller, Goldstein, & Nicolaisen, 1978).
Diabetes education has historically had as its objective the
didactic transmission of facts about diabetes, based on the as-
sumption that increasing knowledge of the •factsŽ of diabetes
would improve BG control and, ultimately, reduce the inci-
dence and severity of complications (Beeney et al., 1994).
The traditional patient education has relied primarily on writ-
ten material about the disease process, medical management,



194 Diabetes Mellitus

and self-care instructions. Despite decades of effort, gaps
remain in the number of diabetes patients who have access
to or take advantage of education (Coonrod, Betschart, &
Harris, 1994), the amount of knowledge achieved (McCaul,
Glasgow, & Schafer, 1987), and the diabetes-related informa-
tion disseminated or acquired by patients (Dunn, Beeney,
Hoskins, & Turtle, 1990). Early diabetes education pro-
grams demonstrated increases in knowledge that did not
translate into improvements in glycemic control or other
health outcomes (Watts, 1980), although good measures of
glycemic control, for example GHb, were not available then.
More recent studies have also failed to “nd a link between
knowledge and glycemic control (Peyrot & Rubin, 1994), but
some have found improvements that were maintained up to
12 months (Rubin, Peyrot, & Saudek, 1991).

A number of researchers have recognized that education
through information transfer alone, without attention to other
aspects of diabetes care, has limited impact on BG control
(Dunn et al., 1990; Rubin, Peyrot, & Saudek, 1989). Patient
education has been in”uenced by the growing awareness that
psychosocial factors such as motivation, health beliefs, cop-
ing strategies, and self-ef“cacy contribute signi“cantly to be-
havior and health outcomes and are amenable to change
(Beeney et al., 1994). Thus, more recent educational efforts
have gone beyond didactic presentation of facts and have
adopted a more pragmatic approach by teaching self-care
skills and strategies to facilitate lifestyle change, with posi-
tive (Clement, 1995), and sometimes long-term, (Rubin et al.,
1991) results.

Other studies have sought to disaggregate the components
of diabetes education in an attempt to understand the mecha-
nisms by which the programs achieve their outcomes. Some
have proposed that it may be important to distinguish between
self-regulation behaviors (e.g., SMBG, insulin adjustments)
and self-care activities (e.g., diet, exercise). Self-care activi-
ties have been shown to be more resistant to improvement
(Rubin et al., 1991), possibly because they are more rooted in
a person•s lifestyle and take more time to accomplish.Another
study demonstrated the additive effect of three aspects of dia-
betes behaviors: insulin administration, self-monitoring, and
exercise (Peyrot & Rubin, 1994). Additionally, physician fac-
tors have been shown to play a role in the success of diabetes
patient education. A study that incorporated education and
training for both the patient (e.g., target behaviors) and resi-
dent physician (e.g., attitudes, beliefs) accomplished greater
improvements in health outcomes than the education of either
participant alone (Vinicor et al., 1987). Finally, because of
the demands of the regimen for newly diagnosed insulin-
requiring diabetes patients, Jacobson (1996) suggested that an

incremental approach to education be undertaken, starting
with information and skill building, with the immediate goal
of stabilizing metabolism, followed by more in-depth educa-
tion once the patient and family have made an •emotional
adjustmentŽto the disease. Other recommendations for com-
ponents of a diabetes education program include use of the
patient•s primary language (Martinez, 1993); accommodation
of the patient•s literacy level, a model that involves two-way
communication between patient and provider (Glasgow,
Fisher, et al., 1999); and recognition of the dynamic nature of
the diabetic regimen (Glasgow & Anderson, 1999).

A goal of Healthy People 2000 (U.S. Department of
Health and Human Services, 1991) is to have 75% of people
with diabetes receive education. Toward that end and toward
the goal of continuing to improve the effectiveness of dia-
betes education, a number of recent models for diabetes pa-
tient education have been proposed (e.g., Glasgow, 1995) and
guidelines established (Funnell & Haas, 1995). Common
themes include the consideration of individual patient char-
acteristics (e.g., attitudes & beliefs, cultural in”uences, psy-
chological status, literacy, age), process skills (e.g., coping,
self-ef“cacy, problem solving), attitudes and beliefs, patient-
provider outcomes, behavioral orientation, ongoing support
and evaluation, improved access, and examination of cost
effectiveness.

Summary

Diabetes education has had positive effects on a number of
aspects of diabetes management. Despite attempts to broaden
the access and scope of diabetes education, many diabetic
individuals have never had the opportunity to participate in
and bene“t from diabetes education. This remains especially
problematic for subgroups of diabetic patients, such as those
of lower socioeconomic status, those who do not speak
English, those who do not require insulin, and/or those with a
high prevalence of the disease. Diabetes management is com-
plex and involves multiple behaviors and components, and
effective diabetes education is likely to be similarly complex
and multifactorial. We already know that optimal programs
will include multiple options to accommodate individualized
modes of learning, knowledgeable and trained instructors,
integration with clinical services, a behavioral/interactive
approach, culturally relevant and linguistically appropriate
content and process, ongoing support, and program evalua-
tion. Future studies will further enhance our understanding of
the process by continuing to test models for diabetes educa-
tion and examining what components of a program are re-
sponsible for the positive effects.
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Stress

Since the seventeenth century, psychological stress has been
suspected to be a psychosomatic factor involved in diabetes.
In the twentieth century, clinical observation and anecdotal
evidence gave way as Walter Cannon (1941) introduced the
experimental study of the effects of stress on diabetes with
his research on stress-induced hyperglycemia in normal cats.
A detailed review of the literature on stress and diabetes is
beyond the scope of this chapter (see Evans, 1985; Surwit &
Williams, 1996); however, we include a brief review of the
research linking stress and the development and management
of type 1 and type 2 diabetes.

Stress in the Etiology of Diabetes

The underlying assumption in type 1 diabetes is that the
stress response in some way disrupts the immune system of
genetically susceptible individuals, making pancreatic beta
cells more vulnerable to autoimmune destruction (Cox &
Gonder-Frederick, 1991). Only 50% of identical twins are
concordant for type 1 diabetes, suggesting that an environ-
mental stimulus may be required for expression of the
disease, although evidence for this mechanism is lacking
(Surwit & Schneider, 1993). There are numerous reports of
the development of type 1 diabetes following major stressful
life events, particularly losses (Robinson & Fuller, 1985).
However, studies of life events have been criticized method-
ologically for lack of controls, small sample sizes, and retro-
spective recall of events (Surwit, Schneider, & Feinglos,
1992). Animal research has provided limited and mixed evi-
dence of an effect for stress in the onset of type 1 diabetes
(Surwit & Schneider, 1993). Surgically pancreatized animals
have been shown to develop either transient or permanent
diabetes after restraint stress (Capponi, Kawada, Varela, &
Vargas, 1980). Studies using another animal model of type 1
diabetes, the diabetes-prone BB Wistar rat, have shown that
the combined effects of behavioral stressors, such as restraint
and crowding, lower the age of diabetes onset (Carter,
Herman, Stokes, & Cox, 1987) and increase the percentage
of animals that became diabetic compared to nonstressed
controls (Lehman, Rodin, McEwen, & Brunton, 1991). How-
ever, because of other endocrine abnormalities in these ani-
mals, generalizability of these “ndings to humans is limited
(Surwit & Schneider, 1993).

Because type 2 diabetes has a concordance rate of almost
100% among identical twins (Sperling, 1988), there is theo-
retically less of an opportunity for stress to play an etiological
role in the incidence of this diabetes type. Retrospective case

studies suggest that stress acts as a triggering factor in the de-
velopment of type 2 diabetes (Cox & Gonder-Frederick,
1991). However, there are no controlled studies of the possi-
ble role of stress in the onset of type 2 diabetes in humans. In
the past 20 years, increasing evidence suggests that the auto-
nomic nervous system is involved in the pathophysiology
of type 2 diabetes (Surwit & Feinglos, 1988). Exaggerated
glycemic reactivity to stress appears to be characteristic of
some humans who are predisposed to developing type 2 dia-
betes, such as the Pima Indians (Spraul & Anderson, 1992;
Surwit, McCubbin, Feinglos, Esposito-Del Puente, & Lillioja,
1990), as well as some animal models of type 2 diabetes
(Mikat, Hackel, Cruz, & Lebovitz, 1972; Surwit, Feinglos,
Livingston, Kuhn, & McCubbin, 1984). The data argue that
expression of hyperglycemia in these genetic animal models
is dependent on exposure to stressful stimuli. However, there
is little evidence to suggest that stress is associated with the
onset of type 2 diabetes de novo (Wales, 1995).

Stress and Glycemic Control

It has been hypothesized that stress has both direct and
indirect effects on BG control in type 1 diabetes. A direct in-
”uence implies that the stress response results in direct
hormonal/neurological effects that can, in turn, affect BG
level. The stress hormones epinephrine, cortisol, and growth
hormones are all believed to raise BG levels (Cox & Gonder-
Frederick, 1991), and it is widely reported that patients with
type 1 diabetes believe that stress affects BG (Cox et al.,
1984). Some human studies have attempted to model the ef-
fects of stress by infusing stress hormones and measuring
glucose metabolism. The data from these studies are fairly
consistent in supporting the notion of a direct and acute con-
nection between stress and BG (Kramer, Ledolter, Manos, &
Bayless, 2000; Sherwin, Shamoon, Jacob, & Sacca, 1984).
However, the infusion paradigm only partially mimics the
complexity of bodily reactions.

Studies involving laboratory stressors with type 1 diabetes
have been less consistent in demonstrating a stress-glycemic
control relationship (e.g., Gonder-Frederick, Carter, Cox, &
Clarke, 1990; Kemmer et al., 1986). Methodological factors
may partially explain the contradictory data, including lack
of control for the prestress metabolic status of the individual
(Cox, Gonder-Frederick, Clarke, & Carter, 1988). Caution
is also warranted in the potential lack of generalizability
between relatively short-lived laboratory stressors that, in
general, induce only modest physiological changes, and
real-world stressors that may be profoundly different in terms
of magnitude, duration, and spectrum (Kemmer et al., 1986).
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Both human (Gonder-Frederick et al., 1990) and animal
(Lee, Konarska, & McCarty, 1989) studies have demonstrated
that stress has idiosyncratic effects on BG, which are manifest
in two ways: Different stressors may have different effects on
BG, and different individuals may respond to the same stres-
sor in different ways. Further, these individual response dif-
ferences appear to be stable over time (Gonder-Frederick
et al., 1990). This line of research has prompted an explo-
ration into the role of individual differences. Stabler et al.
(1987) found that the glucose response to experimental stress
was related to a Type A behavior pattern, but this “nding has
not been replicated in other studies (Aikens, Wallander, Bell,
& McNorton, 1994).

Life events have also been implicated in glycemic control
and symptomatology (Lloyd et al., 1999), although the associ-
ation tends to be weak (Cox et al., 1984). In contrast with major
life events, the role of daily stress variability has been shown
to provide more convincing data on a link between stress and
somatic health (Aikens, Wallander, Bell, & Cole, 1992).

Because relaxation techniques have been shown to de-
crease adrenocortical activity (DeGood & Redgate, 1982)
and circulating levels of catecholamines (Mathew, Ho,
Kralik, Taylor, & Claghorn, 1980), this intervention has been
proposed as a means of moderating the negative effects of the
stress response on glycemic control in diabetes. Relaxation
interventions with type 1 patients have produced mixed re-
sults (e.g., Feinglos, Hastedt, & Surwit, 1987; McGrady,
Bailey, & Good, 1991). This may be caused by heteroge-
neous glucose responses to stress in type 1 diabetes and/or
more labile glycemic control resulting from diet, insulin,
exercise, and illness (Feinglos et al., 1987).

Alternatively or concurrently, stress may also relate to di-
abetes management through the indirect effects on treatment
adherence (Peyrot & McMurray, 1985). This is particularly
relevant to individuals with type 1 diabetes or those requiring
insulin, since self-management in these patients is more com-
plex. Stress can disrupt self-care by promoting inappropriate
behaviors (e.g., drinking alcohol, binge eating) or by upset-
ting normal routine behaviors (Cox & Gonder-Frederick,
1991).

Finally, BG ”uctuations can indirectly affect stress levels
through neuroendocrine changes that are subjectively per-
ceived as stress or mood states (Grandinetti, Kaholokula, &
Chang, 2000). At extreme BG levels, mental confusion,
disorientation, and coma can result. Diabetes is the leading
cause of adult blindness, lower extremity amputations, kid-
ney disease, and impotence (Glasgow, Fisher, et al., 1999).
Thus, glucose may also be responsible for indirectly inducing
stress secondary to the requirement for aversive therapeutic
interventions (Bernbaum, Albert, & Duckro, 1988).

A modest literature has developed over the past 20 years
on the effects of stress on control of type 2 diabetes. Studies
have demonstrated a relationship between life events and
diabetic symptomatology, although the association is some-
times weak (Grant, Kyle, Teichman, & Mendels, 1974) or ab-
sent (Inui et al., 1998). To explain the con”icting results,
Bradley (1979) suggested that type 2 patients may have some
degree of endogenous homeostatic control of their glucose
levels, making them less likely to experience disruption in re-
sponse to stress.

Physical stressors, such as elective surgery and anesthesia
(McClesky, Lewis, & Woodruff, 1978), as well as laboratory
stressors (Goetsch, Wiebe, Veltum, & Van Dorsten, 1990), af-
fect BG. Although the mechanisms for the metabolic re-
sponse to stress in type 2 diabetes are unknown, there is some
evidence for an altered adrenergic sensitivity and responsiv-
ity in type 2 diabetic humans and animal models, as sup-
ported by studies examining the role of alpha-adrenergic
blockades in altering glucose-stimulated insulin secretion
(e.g., Kashiwagi et al., 1986).

Some researchers propose that environmental stress,
which activates the sympathetic nervous system, may be
particularly deleterious to patients with type 2; therefore,
methods to reduce the effects of stress are believed to have
some clinical utility in this disease (Surwit et al., 1992).
With some exceptions (Lane, McCaskill, Ross, Feinglos, &
Surwit, 1993), well-controlled group studies have demon-
strated that relaxation training can have a signi“cant positive
impact on BG level or range with type 2 patients (Lammers,
Naliboff, & Straatmeyer, 1984; Surwit & Feinglos, 1983).
There is also evidence that anxiolytic pharmacotherapy ef-
fectively attenuates the effects of stress on hyperglycemia
in animals (Surwit & Williams, 1996) and humans (Surwit,
McCasKill, Ross, & Feinglos, 1991).

Summary

Speculation regarding the role of stress in the development
and course of diabetes has continued for more than 300 years.
Only limited evidence supports the notion that stress is in-
volved in the onset of type 1 diabetes. The literature on the
effects of stress on the course of type 1 diabetes in experimen-
tal and clinical settings is complicated by a variety of method-
ological limitations and issues. Importantly, less than half of
individuals with type 1 diabetes may manifest a relationship
between stress and BG control (Kramer et al., 2000), and in-
dividuals who are •stress reactorsŽmay respond idiosyncrati-
cally (Goetsch et al., 1990; Riazi, Pickup, & Bradley, 1996).
Evidence that stress reduction strategies are effective in type 1
diabetes is limited and inconclusive. The literature on the



Psychosocial Factors in Diabetes Management 197

effects of stress on type 2 diabetes is somewhat more consis-
tent in both animal and human studies. Stress and stress
hormones have been more consistently shown to produce hy-
perglycemic effects in type 2 diabetes. Animal and human
studies provide evidence of autonomic nervous system abnor-
malities in the etiology of type 2 diabetes, with exaggerated
sympathetic nervous system activity affecting glucose metab-
olism. Although additional evidence is needed, the effects of
stress management techniques appear to have more bene“cial
effects in type 2 diabetes.

Depression in Diabetes

Substantial research indicates that depression is three to four
times more prevalent among adults with diabetes than among
the general population, affecting one in every “ve patients
(Lustman, Grif“th, & Clouse, 1988). In addition, evidence
suggests that in both types of diabetes depressive episodes
tend to last longer in comparison to individuals without dia-
betes (Talbot & Nouwen, 2000). The effects of depression on
diabetes management, its etiology, assessment, and treatment
are reviewed in the next section.

Etiology

The etiology of depression in diabetes is not yet fully under-
stood. However, an increasing number of studies have in-
vestigated potential causal mechanisms underlying these
coexisting conditions. A thorough review (Talbot & Nouwen,
2000) attempted to identify support for two dominant
hypotheses linking depression and diabetes: (a) depression
results from biochemical changes directly due to the illness
or its treatment, and (b) depression results from the psy-
chosocial burden of having a chronic medical condition, not
from the disease itself. Instead of evidence in support of
these hypotheses, the “ndings support a relationship between
the presence of major depressive disorder (MDD) or depres-
sive symptomatology and increased risk of developing type
2 diabetes and diabetes-related complications. Thus, in ac-
cordance with a diathesis-stress framework, metabolic
changes (e.g., insulin resistance) resulting from MDD may
trigger an individual•s biological vulnerability to developing
type 2 diabetes (e.g., Winokur, Maislin, Phillips, & Amster-
dam, 1988). Patterns regarding causality of MDD are less
clear for type 1 diabetes (Talbot & Nouwen, 2000). There is
speculation that MDD is a consequence of having type 1 dia-
betes, since the “rst episode of MDD generally follows the
diagnosis of diabetes. Future prospective studies with type 1
diabetes patients, their self-care regimen, and adherence level
should help clarify this issue.

Impact of Depression in Diabetes

The comorbidity of depression and diabetes can have sub-
stantial and debilitating effects on patients• health. This
may occur either directly via physiological routes or indi-
rectly through alterations in self-care. Lustman, Grif“th, and
Clouse (1997) developed an empirically based model in
which depression has direct and indirect links to glucose dys-
regulation and risk of diabetes complications. In this model,
depression is directly associated with obesity, physical inac-
tivity, and treatment noncompliance. These factors lead to the
risk of diabetes complications. Depression is also directly re-
lated to diabetes complications as well as to speci“c behav-
ioral factors, such as smoking and substance abuse, that have
been found to increase the risk of disease complications.
According to this model, smoking cessation treatment and
weight loss programs would aid in the reduction of diabetes
complications. Unfortunately, however, depressed patients
are generally more resistant to such treatment approaches and
thus continue to compromise their diabetes management. In
further support of the mechanisms inherent in this model, the
presence of concomitant depressive symptoms among older
diabetic Mexican Americans was found to be associated with
signi“cantly increased health burden (e.g., myocardial in-
farction, increased health service use; Black, 1999). Thus,
treating depression in patients with diabetes is particularly
important in preventing or delaying diabetes complications,
stabilizing metabolic control, and decreasing health service
utilization.

Other studies have focused on the relationship between
depressive symptoms and medical outcomes. Results of a
meta-analysis including 24 studies in which research par-
ticipants had either type 1 or type 2 diabetes indicate that
depression is signi“cantly associated with hyperglycemia
(Lustman, Anderson, et al., 2000). Similar effect sizes were
found in studies of patients with both types of diabetes.
However, results differed depending on the assessment me-
thods utilized. To elucidate, larger effect sizes were found
when standardized interviews and diagnostic criteria were
employed to assess depression in comparison to self-report
questionnaires (e.g., BDI; Beck, Ward, & Mendelson, 1961).
According to the authors, it is possible that one of the rea-
sons for these results is the decreased speci“city of self-
report measures that capture not only depression but also
anxiety, general emotional distress, or medical illness.
Nonetheless, the authors assert that future research is needed
to determine the cause and effect relationship between de-
pression and hyperglycemia as well as the effect of depres-
sion treatment on glycemic control and the continuous
course of diabetes. In addition, Gary, Crum, Cooper-Patrick,
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Ford, & Brancati (2000) reported a signi“cant graded rela-
tionship between greater depressive symptoms and higher
serum levels of cholesterol and triglycerides in African
American patients with diabetes. Similar to the aforemen-
tioned study, the temporal relationship between depression
and metabolic control is unknown. Despite this limitation,
such an association emphasizes the importance and bene“t
of providing depression treatment for individuals with dia-
betes to improve health outcomes.

Assessment

Identifying depression in diabetes can be problematic since
somatic symptoms of depression usually included in assess-
ment scales are often similar to the somatic symptoms of di-
abetes (Bradley, 2000). Thus, this commonality of symptoms
could potentially compromise the sensitivity and speci“city
of psychiatric diagnosis, leading to overdiagnosis of depres-
sion (Lustman, Clouse, Grif“th, Carney, & Freedland, 1997).
Current psychodiagnostic procedures, as speci“ed in the
Diagnostic and Statistical Manual of Mental Disorders,
Fourth Edition (DSM-IV; American Psychiatric Association
[APA], 1994), account for this symptom overlap when deter-
mining the diagnosis of depression by excluding depression
symptoms resulting from a medical condition. Self-report
measures have also successfully identi“ed depression in
diabetes patients. For example, the Beck Depression Inven-
tory (Beck et al., 1961; Lustman, Clouse, et al., 1997) was
found to effectively differentiate depressed diabetes patients
from nondepressed patients by using the 21-item BDI as well
as the cognitive and somatic items alone.

Treatment

Similar to the general population, the most common treat-
ments for depression in diabetic patients involve psycho-
therapy and medication. Lustman, Freedland, Grif“th, and
Clouse (1998) conducted the “rst randomized, controlled
trial of the ef“cacy of cognitive-behavioral therapy (CBT) for
major depression in diabetes. The cognitive-behavioral
strategies included encouraging patients to reengage in
enjoyable social and physical activities, employing problem-
solving skills to cope with environmental stressors, and re-
structuring cognitive distortions by replacing them with more
rational and functional thought processes. The outcome of
their 10-week study suggests that CBT in combination with a
diabetes education program is more effective in treating
depression than diabetes education alone in the short and
long term. Moreover, although there were no differences be-
tween groups immediately after treatment, HbA1c levels at

the six-month follow-up were signi“cantly better in the CBT
group as compared to the control group. Higher HbA1c, lower
SMBG compliance, and higher weight were related to failure
to achieve full remission of depression in the overall sample
(Lustman et al., 1998). Thus, the authors propose that pa-
tients who exhibit poor compliance with SMBG may be less
likely to bene“t from CBT, a type of therapy that involves the
use of self-management skills.

Studies investigating the ef“cacy of pharmacological treat-
ment for diabetes patients suffering from depression are
scarce. Lustman, Freedland, Grif“th, and Clouse (2000) con-
ducted a randomized placebo-controlled double-blind trial
employing ”uoxetine with 60 type 1 and type 2 diabetes pa-
tients. Results pointed toward the effectiveness of reducing de-
pression with patients treated with ”uoxetine as compared to
placebo. Moreover, although not statistically signi“cant, pa-
tients in the experimental group showed greater improvements
in mean HbA1c levels after eight weeks of treatment.

These more recent studies suggest the burgeoning of treat-
ments that aid diabetes patients in managing their depression.
Thus, it is incumbent upon health practitioners to select inter-
ventions that speci“cally match patients• needs (Lustman,
Grif“th, Clouse, Freedland, et al., 1997). To further clarify,
pharmacological treatment may be most effective for patients
lacking self-management skills or for those who exhibit so-
matic complaints, whereas psychotherapy may be most con-
ducive for patients experiencing interpersonal dif“culties or
cognitive distortions. Nonetheless, empirical support for de-
pression management in diabetes is clearly lacking, and con-
trolled studies are needed to elucidate the most effective
strategies to reduce depression and improve BG control in di-
abetes patients.

Summary

It is well-known that depression is highly prevalent in the
diabetes population. However, the etiology of depression in
diabetes remains speculative, with a less clear understanding
of the patterns of causality for type 1 diabetes. Such uncer-
tainty highlights the need for future empirical studies to
examine the causal relationship between depression and
diabetes. Other primary areas of empirical investigations
have included uncovering factors that prevent diabetes com-
plications or affect health behaviors and outcomes within a
depressed diabetes population. Positive outcomes of pre-
liminary treatment studies involving cognitive-behavioral
strategies and pharmacological management are providing
practitioners with more effective intervention strategies to
lower depressive symptomatology as well as to enhance
metabolic control in depressed patients with diabetes.
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Social Support

There is a general consensus that social support mediates
health-related behaviors and outcomes. Two widely accepted
models by which social support may in”uence health out-
comes have been proposed: a main effect model and a buffer-
ing model (see Cohen & Wills, 1985). The main effect model
postulates that social support has a bene“cial effect on health
or well-being regardless of whether individuals are under
stress. The buffering model proposes that social support
lessens the impact of stress on well-being when high levels of
stress are experienced but does not affect health/well-being in
the absence of stress. Social support may insulate patients
from adverse physiologic and behavioral consequences of
stress by modifying their perception of a stressor, thereby
providing them with additional coping resources, or by
modifying the physiological reaction to the stressor, thereby
diminishing the pathological outcome of the stressor.

Social support may play a particularly in”uential role in a
chronic, demanding disease such as diabetes. Because of the
many self-care behaviors involved in diabetes management,
patients with diabetes may be in special need of both instru-
mental and emotional support to allow them to maintain ap-
propriate levels of adherence and psychological adjustment.
The family environment may be especially important in this
patient population. In fact, the family unit has been described
as •the environment in which diabetes management and cop-
ing occurŽ (Newbrough, Simpkins, & Maurer, 1985). A rela-
tionship between family support, regimen adherence, and
metabolic control seems intuitive for two reasons: (a) family
members are often asked to share in the responsibility for
implementation of the diabetic regimen, and (b) family
routines can be disrupted by the diabetes self-care regimen
(B. Anderson & Auslander, 1980; Wishner & O•Brien, 1978).

Impact on Adherence

Research has focused on the role of social support as a deter-
minant of self-care behaviors and/or metabolic control. Links
between social support and regimen adherence have been
documented in adults with diabetes, and some studies have
defended social support•s role in buffering the negative ef-
fects of stress (Glasgow & Toobert, 1988; Schafer, McCaul, &
Glasgow, 1986). Studies have also suggested that diabetes
regimen-speci“c measures of family support may be more
ef“cacious in predicting adherence than general support mea-
sures (Glasgow & Toobert, 1988; W. Wilson et al., 1986).
Research has also focused on speci“c aspects of the social and
family environment that are related to regimen adherence, in-
cluding support ratio (ratio of received to desired amount of

support; Boehm, Schlenk, Funnell, Powers, & Ronis, 1997),
the in”uence of negative versus positive family interactions
(Schafer et al., 1986), aspects of the regimen that are bene“ted
(e.g., diet, medication, exercise; W. Wilson et al., 1986), and
gender differences in the effects of support on adherence
(Goodall & Halford, 1991).

Impact on Metabolic Control

The impact of social support on metabolic control has also
been investigated, with mixed results. Direct, main effects of
support on glycemic control have infrequently been studied
(Klemp & LaGreca, 1987). Of those studies that have
examined the relationship between social support and both
adherence and glycemic control, “ndings have been both
positive (Hanson, Schinkel, DeGuire, & Kolterman, 1995;
Schwartz, Russell, Toovy, Lyons, & Flaherty, 1991) and neg-
ative (Grif“th, Field, & Lustman, 1990; Trief, Grant, Elbert,
& Weinstock, 1998). Again, some “ndings support a stress-
buffering role for social support (Grif“th et al., 1990). It has
been suggested that negative “ndings of a relationship be-
tween social support and glycemic control should not be sur-
prising, given that psychosocial and behavioral variables are
more strongly related to behavioral variables, such as self-
care, than multidetermined physiologic variables, such as
glycemic control (Wilson et al., 1986).

Social Support Interventions

Recent studies have explored the potential role for technology-
based interventions in helping to educate and provide support
to individuals with diabetes. Interventions such as computer/
Internet support groups have reportedly been well received,
actively used, and associated with positive effects. One pro-
fessionally moderated Internet support group for diabetes pa-
tients and their families provided educational and emotional
support to more than 47,000 users over a 21-month period,
with 79% of respondents rating their participation as having a
positive effect on coping with diabetes (Zrebiec & Jacobson,
2001). Other studies using the Internet have focused on both
broad populations of patients with diabetes (McKay, Feil,
Glasgow, & Brown, 1998) and speci“c diabetic populations,
such as rural women (Smith & Weinert, 2000) in providing
education, social support, and other types of information, with
similarly high rates of satisfaction and utilization.

Summary

Although the mixed research “ndings to date suggest that the
in”uence of family and social environment on behaviors of



200 Diabetes Mellitus

adults with diabetes warrants further investigation, the exist-
ing literature has provided a basis for Anderson (1996) and
others to offer preliminary guidelines for clinical interactions
with patients and their support systems: (a) Social support
should be individually de“ned for each patient within each
family system; (b) support is dynamic and changes over time
as the patient and family grow and change; (c) at times, it
must be recognized that in families with dysfunctional inter-
action patterns, successful family involvement may not be
feasible; and (d) assistance should be provided to patients in
determining the amount and types of social support that
would be bene“cial to them (Boehm et al., 1997). Systematic
empirical treatment ef“cacy studies focusing on social sup-
port in adults are needed.

Research has highlighted the importance of social„and
especially family„support in the management of diabetes.
Also apparent are the complexities involved in the relation-
ship between social support and a person•s ability to adjust to
and live with this disease, including the impact of age, gen-
der, race, family developmental stage, and type of diabetes
regimen (e.g., insulin- vs. noninsulin-requiring). More tradi-
tional interventions, such as individual, couples, and family
therapy, have proven to be bene“cial in assisting individuals
with communication, assertiveness, and problem-solving
skills. The potential role of multidisciplinary health care in-
terventions with both individuals and families and the use of
technology-based interventions remain to be more fully and
rigorously explored in future studies.

Patient-Practitioner Interactions

The traditional biomedical model of care, in which the prac-
titioner is seen as the expert who sets treatment goals and
standards, is inappropriate for the demands of daily diabetes
care (R. Anderson, 1995). Optimal disease management can
be achieved only through the partnership and active partici-
pation of a knowledgeable, motivated patient and staff.
Research regarding several aspects of the patient practitioner
relationship and their relationships to adherence and health
outcomes are reviewed in the following section.

Patient Participation

In accordance with “ndings in other chronic illness popula-
tions (Garrity, 1981), it has been suggested that by increasing
patients•participation and responsibility in their care, motiva-
tion for adherence and disease management may be enhanced
(Green“eld, Kaplan, Ware, Yano, & Frank, 1988). Several
studies have sought to empirically examine the effects of the
patients• level of involvement in the patient-practitioner

relationship on diabetes outcomes such as adherence and
metabolic control. It should be noted, however, that playing
an active role in medical encounters and decision making
may not be easily achieved for all patients (e.g., Green“eld
et al., 1988).

Poorer metabolic control has been associated with less
patient involvement, less effective information-seeking be-
havior, and less exchange of opinions during of“ce visits
(Kaplan, Green“eld, & Ware, 1989). Physicians• provision of
autonomy support (i.e., providing choice to the patients,
giving information, acknowledging emotions, and providing
minimal pressure for patients to behave a certain way)
has been related to better glycemic control, perceived com-
petence, and autonomous motivation for adherence
(G. Williams, Freedman, & Deci, 1988). Randomized studies
have found that interventions designed to increase patient
participation in medical encounters lead to behavioral
changes in the interactions with practitioners, fewer physical
limitations, and improved glycemic control (Green“eld et al.,
1988; Rost, Flavin, Cole, & McGill, 1991). Green“eld and
colleagues (1988) developed an intervention consisting of
two brief sessions in which patients were taught communica-
tion skills pertaining to information seeking, negotiation,
focused question asking, and asserting control. Patients•
medical charts were reviewed with them, and any perceived
barriers to active participation were discussed and coping
strategies suggested. The patients who were randomized to
the intervention group were twice as effective at eliciting
information from the physician and were more active in the
patient practitioner interaction. Importantly, these patients re-
ported fewer functional limitations and better glycemic con-
trol at follow-up. The authors state that further research is
needed to determine whether the noted improvements are re-
lated to increased information that patients obtained in the
visit or to the increased involvement. Rost et al. (1991) in-
vestigated whether similar improvements could be achieved
by adding a patient activation component to an inpatient dia-
betes education program. Patient activation training involved
reviewing their medical charts and obstacles to active in-
volvement, writing down questions for practitioners, and im-
proving communication. Patients who were randomized to
the activation condition were more active in their discharge
visit and showed a trend for increased decision-making
behaviors. This group reported fewer physical limitations in
activities of daily living four months later and some improve-
ments in metabolic control. Importantly, the physicians• sat-
isfaction was not negatively affected by the interaction. The
active role and personal responsibility of patients are major
tenets of patient empowerment programs (R. Anderson et al.,
1995). R. Anderson and colleagues found that patients in
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an empowerment program had improved self-ef“cacy,
diabetes attitudes, and glycemic control at the six-week
follow-up.

Many of the studies reviewed have not evaluated the me-
diating role that adherence may play in the demonstrated out-
come improvements (R. Anderson et al., 1995; Green“eld
et al., 1988; Kaplan et al., 1989; Rost et al., 1991). The effects
of patient participation on adherence may be seen through
several routes: a direct effect on adherence, an indirect effect
on adherence by increasing the understanding of the regimen
and the appropriateness of the regimen, and/or an indirect
negative effect on adherence by decreasing satisfaction with
the relationship when there is a discrepancy between a pa-
tient•s desired role and what is possible (Golin, DiMatteo, &
Gelberg, 1996). Future empirical research in this area needs
to incorporate measures of adherence to fully evaluate and
understand the effects of patient activation interventions on
outcomes.

Patient Satisfaction

Satisfaction with care appears to be more heavily in”uenced
by such factors as information giving, the meeting of patient
expectations, and expressions of empathy than by variables
related to the technical competence of the physician or cost of
care (Golin et al., 1996). Patient satisfaction has been linked
to higher adherence rates in various chronic illness popula-
tions (Sherbourne, Hays, Ordway, DiMatteo, & Kravitz,
1992) and to better adherence (Landel, Delamater, Barza,
Schneiderman, & Skyler, 1995) and health outcomes (Landel
et al., 1995; Viinamaki, Niskanen, Korhonen, & Tahka, 1993)
in diabetes populations speci“cally.

Psychometrically sound measures of patient satisfaction
are available for the general population (e.g., Marshall, Hays,
Sherbourne, & Wells, 1993), as well as for diabetes treat-
ment, including the Diabetes Clinic Satisfaction Question-
naire (A. Wilson & Home, 1993) and the Patient Practitioner
Relationship Questionnaire (Landel, 1995). Other diabetes
satisfaction scales examine speci“c types of satisfaction, for
example, satisfaction with diabetes management programs
(Paddock, Veloski, Chatterton, Gevirtz, & Nash, 2000).

Clinical Suggestions for Enhancing the Relationship

Based on the research “ndings described and on clinical
experiences, a number of suggestions for enhancing the qual-
ity of the patient-practitioner relationship are relevant for a
variety of practitioners working with diabetes patients. The
establishment of a caring, empathetic, and nonjudgmental
partnership between practitioner and patient is seen as integral

(Glasgow, 1995). Through collaborative goal setting and con-
tracting, expectations on each party•s part may be made ex-
plicit. In addition, such interactions allow the patient to voice
concerns, other competing demands, desires for involvement
in diabetes care, and lifestyle factors that may in”uence the “t
of the proposed regimen to the person•s lifestyle at that time.
Glasgow provides pointers for low-cost systemwide interven-
tions to promote better diabetes management, such as paying
attention to the patient•s past medical care experiences, reduc-
ing the number of treatment goals per visit (focusing on one or
two key behaviors), providing adherence prompts to patients,
and distributing appropriate written materials. For patients in
need of further intervention, Glasgow (1995) suggests prepar-
ing patients before medical appointments by reviewing their
medical charts with them, doing relapse-prevention training,
having more frequent follow-up appointments scheduled,
providing further education as needed, and using visual dis-
plays and analyses of their SMBG data.

Clinical recommendations for achieving long-term behav-
ioral change and health bene“ts in patients with diabetes may
also be garnered from the experiences of the DCCT (Lorenz
et al., 1996). The particular behavioral strategies used by the
practitioners and patients involved in the DCCT were not
standardized or speci“cally measured; rather, behavioral
strategies were individualized according to the needs of par-
ticular centers and patients. Lorenz and colleagues (1996)
summarized the types of strategies commonly used and em-
phasized the importance of a collaborative style of interac-
tion and the support provided for the patients involved in the
intensive treatment. Further research is needed to systemati-
cally evaluate these strategies for enhancing patient adher-
ence and outcomes in heterogeneous samples of diabetes
patients.

Summary

As medicine becomes more patient-centered, it is increas-
ingly recognized that successful management of diabetes is
predicated upon a partnership between the person with dia-
betes and his or her medical team. Through such a part-
nership, the individual may establish self-care behaviors that
optimize metabolic control. However, the quality and charac-
teristics of such relationships vary widely, both between and
within individuals. Research indicates that several character-
istics of the patient-practitioner relationship are related to
health outcomes. Persons who take an active role in their
care, assuming appropriate levels of personal responsibility,
are able to achieve better metabolic control. In addition, indi-
viduals achieve better outcomes when their physicians have
congruent diabetes beliefs and speci“c interests in diabetes,
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and when they are more generally satis“ed with their care.
Suggestions on how to establish a collaborative, supportive
relationship have been developed. In addition, some inter-
ventions have begun to be evaluated for their effects on ad-
herence and health outcomes. As this important moderator of
outcomes receives more attention, additional research should
seek to develop and empirically evaluate interventions to
promote effective patient-physician partnerships. The effect
of such interventions on levels of self-care, psychosocial fac-
tors (e.g., adaptive coping, perceptions of social support), and
health outcomes needs to be examined. Individual differ-
ences in factors such as desire for an active role in care and
communication style should also be studied for their effects
on such interventions.

Barriers to Adherence, Coping, and Problem Solving

Barriers to Adherence

Glasgow, Hampson, Strycker, and Ruggiero (1997) have
proposed two speci“c categories of barriers that impede daily
diabetes self-care: personal and social-environmental. The
personal model includes patients• cognitions about the dis-
ease including health beliefs (e.g., vulnerability to negative
outcomes), emotions, knowledge, and experiences. Such per-
ceptions affect the implementation of speci“c health behav-
iors including disease management and patient-practitioner
interactions. Social-environmental factors include barriers to
self-care (e.g., weather), social support from family or peers,
interactions with health care providers, and community re-
sources and services (Glasgow, 1994). Gaining awareness of
patients• social contexts provides clinically relevant informa-
tion on how patients live and cope with their diabetes on a
daily basis.

Research indicates that diabetes patients experience the
greatest number of barriers to diet and exercise, a moderate
amount of barriers to glucose testing, and the fewest bar-
riers to insulin injections and medication-taking (Glasgow,
Hampson, et al., 1997; Glasgow, McCaul, & Schafer, 1986).
Each of the several components of the diabetes regimen
can have its own set of personal and social-environmental
barriers (Glasgow, 1994). For example, dietary planning has
been shown to be in”uenced by personal factors (e.g., moti-
vation, emotions, food selection knowledge, understanding
of meal plans; El-Kebbi et al., 1996; Travis, 1997), social-
environmental factors (e.g., holidays; Travis, 1997), and lack
of family support (e.g., pressure to deviate from dietary
guidelines; El-Kebbi et al., 1996).

To quantify particular barriers to diabetes self-care, re-
searchers have developed psychometrically sound self-report

scales that encompass multiple components of diabetes
self-care such as the Barriers to Adherence Questionnaire
(Glasgow et al., 1986). Other barriers scales have focused
speci“cally on one aspect of diabetes management. For exam-
ple, the Hypoglycemic Fear Survey (Cox, Irvine, Gonder-
Frederick, Nowacek, & Butter“eld, 1987) was designed to
evaluate four aspects of fear related to hypoglycemia, includ-
ing events precipitating fear, the phenomenological experi-
ence of the fear response, adaptive and maladaptive reactions
to hypoglycemia, and physiological outcomes. In addition to
empirical utility, both of these scales have been shown to be
clinically useful tools for the purpose of assessing and facili-
tating treatment adherence and glycemic control, respectively.

Coping and Problem Solving

Knowing the barriers that diabetes patients encounter is par-
ticularly important since their ability to cope with such barri-
ers will impact regimen adherence (Glasgow, Hampson,
et al., 1997) and possibly metabolic control (Spiess et al.,
1994). A dearth of research, however, examines the coping
abilities of adult diabetes patients. The limited research indi-
cates that active or problem-solving coping is related to
positive disease-related outcome and well-being, whereas
avoidant, passive, or emotion-focused coping is associated
with less favorable psychological and health outcomes (e.g.,
Smári & Valtysdóttir, 1997). Thus, problem-solving skills
seem particularly relevant to diabetes self-care, enabling
patients to be more effective and ”exible in coping with the
variety of barriers they encounter in treatment (Glasgow,
Toobert, Hampson, & Wilson, 1995). To date, the Diabetes
Problem-Solving Interview (Toobert & Glasgow, 1991) is
the only diabetes-speci“c problem-solving measure. The
interview presents a variety of situations to elicit speci“c
problem-solving strategies that patients would employ in at-
tempts to adhere to their treatment regimen. Preliminary re-
sults indicate that this measure signi“cantly and uniquely
predicts levels of dietary and exercise self-care behaviors in
the long term.

Interventions to Cope with Barriers to Care

Behavioral intervention research on diabetes self-care man-
agement with adults has focused primarily on problem-
solving interventions (Glasgow et al., 1995). For example,
training in problem-solving skills has produced favorable
behavioral and metabolic outcomes in studies of older adults
with 102 type 2 diabetes (Glasgow et al., 1992). The inter-
vention, entitled the •Sixty Something . . .Ž program, in-
cluded the following treatment components: (a) modifying
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dietary behaviors to decrease caloric intake and consumption
of fats, and to increase intake of dietary “ber, (b) engaging in
low-impact exercise such as walking, (c) using problem-
solving skills to overcome barriers to adherence and
consequently developing adaptive coping strategies, (d) es-
tablishing weekly personal goals, (e) increasing enjoyable
social interaction, and (f) discussing strategies to prevent re-
lapse. Participants who received the immediate intervention
condition showed signi“cantly greater reductions in caloric
and fat intake and weight as well as increases in the fre-
quency of blood glucose monitoring as compared to the con-
trol group. These results were maintained at the six-month
follow-up and were quite similar to the delayed intervention
group.

Glasgow, Toobert, and Hampson (1996) also conducted a
cost-effective medical of“ce-based intervention versus
standard care, which included computer assessments to pro-
vide immediate feedback on key barriers to dietary self-
management, goal-setting, and problem-solving assistance
and follow-up contact to review progress and facilitate prob-
lem solving to barriers. At the three-month follow-up, par-
ticipants experienced greater improvements in percent of
calories from fat, kilocalories consumed per day, overall eat-
ing habits and behaviors, serum cholesterol levels, and pa-
tient satisfaction (Glasgow et al., 1996). Improvements in
percent of calories from fat, serum cholesterol levels, and pa-
tient satisfaction were maintained at the 12-month follow-up
(Glasgow, La Chance, et al., 1997). Patient empowerment
programs seek to aid patients with goal setting, problem solv-
ing, stress management, self-awareness, effective coping
strategies, and motivation (R. Anderson et al., 1995). Find-
ings from the study conducted by R. Anderson and col-
leagues suggest that patients who received the intervention
were more self-ef“cacious and had a more positive attitude
toward their quality of life with diabetes. In addition, HbA1c

levels were lower in the intervention group as compared to
the control group.

Summary

Although it appears that the research on barriers to care, cop-
ing, and problem solving continues to be scarce, preliminary
evidence points toward the importance of assessing and
identifying personal and social-environmental barriers to di-
abetes self-care. The continued use of available assessment
tools that incorporate multiple or speci“c components of dia-
betes care, as well as the proliferation of other scales, will
greatly improve the current level of understanding barriers to
care and its impact on diabetes self-management. The inter-
vention studies reviewed demonstrate the importance of

including problem-solving skills to produce favorable psy-
chosocial and physiological outcomes. Therefore, future
research should include the continuous development of
interventions that incorporate active patient participation
programs in efforts to empower patients, optimize diabetes
self-care, and facilitate mental and physical health.

SPECIAL ISSUES IN DIABETES

Sexual Dysfunction

Sexual dysfunctions in men and women are characterized by
disturbances in sexual desire and in the psychophysiological
components of the sexual response cycle (e.g., desire, arousal,
orgasm, resolution; Fugl-Meyer, Lodnert, Branholm, & Fugl-
Meyer, 1997). Sexual functioning is a complex phenomenon
that is best viewed from a biopsychosocial perspective
(Enzlin, Mathieu, Vanderschueren, & Demyttenaere, 1998;
Spector, Leiblum, Carey, & Rosen, 1993). Sexual dysfunc-
tions are widely believed to be multicausal and multidimen-
sional. It is dif“cult to identify cases with a purely organic or
purely psychogenic etiology, in part, because sexual dysfunc-
tion is often developed and maintained by a reciprocal
process in which organic factors (e.g., diabetes) lead to psy-
chological distress, which in turn exacerbates the organic
problems (Schiavi & Hogan, 1979).

Sexual Dysfunction in Men with Diabetes

The consequences of diabetes on sexual functioning in men
are well documented. Although disorders of all phases of the
sexual cycle have been reported in diabetic men (Jensen,
1981), erectile dysfunction (ED) has received the most atten-
tion. An estimated 35% to 70% of men will experience ED at
some time during the course of diabetes, either intermittently
or persistently (Spector et al., 1993), and the prevalence may
be three times that found in the general population (Feldman,
Goldstein, Hatzichristou, Krane, & McKinlay, 1994). Possi-
ble etiologic factors include peripheral neuropathy, peripheral
vascular disease, and psychological factors (Rendell, Rajfer,
Wicker, & Smith, 1999). The severity of ED may also be re-
lated to both severity (Metro & Broderick, 1998) and duration
(McCulloch, Campbell, Wu, Prescott, & Clarke, 1980) of
diabetes. Although psychogenic factors, such as performance
anxiety, can contribute to the etiology of ED (Whitehead,
1987), organic factors are believed to be the predominant eti-
ology in diabetic men (Saenz de Tejada & Goldstein, 1988).

Autonomic neuropathy is considered to be the main etio-
logical factor in diabetic impotence due to damage both to
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parasympathetic and sympathetic innervation of the corpora
cavernosa (Watkins & Thomas, 1998). Penile erection, a vas-
cular event under neurogenic control, is dependent on relax-
ation of the smooth muscle cells and arteries of the corpus
cavernosum (Bloomgarden, 1998). Animal research with
male Wistar rats has demonstrated that GHb impairs corpora
cavernosal smooth muscle relaxation, and this effect is dose
dependent (Cartledge, Eardley, & Morrison, 2000), suggest-
ing a role for hyperglycemia in ED. Sexually dysfunctional
diabetic men may also experience reduced tactile sensitivity
and altered perception of stimulation (Morrissette, Goldstein,
Raskin, & Rowland, 1999).

No studies have focused exclusively on the role of
glycemic control in the risk of developing sexual complica-
tions in diabetes (Herter, 1998). However, the relationship
between glycemic control and risk of neuropathy is clearly
established for type 1 diabetes (DCCT, 1993) and has been
suggested in type 2 diabetes as well (Toyry, Niskanen, Man-
tysaari, Lansimies, & Uusitupa, 1996). Thus, if neuropathy
can be prevented by glycemic control, sexual dysfunction,
mediated by hyperglycemia in diabetes mellitus, may also be
prevented (Herter, 1998).

Treatment options include both invasive (e.g., penile pros-
thesis implants, intracavernous injection therapy) and non-
invasive (e.g., vacuum device) medical and psychosocial
interventions (e.g., sex therapy; Watkins & Thomas, 1998).
More recently, oral agents such as sildena“l citrate have been
introduced with success in men with types 1 and 2 diabetes,
regardless of age, duration of ED, and duration of diabetes
(Rendell et al., 1999).

Sexual Dysfunction in Women with Diabetes

The research on sexual dysfunction in women with diabetes
is limited and lags behind that of male sexuality. The existing
research is characterized by methodological limitations and
variations and contradictory results, which makes it dif“cult
to interpret the “ndings.

Findings on the prevalence and correlates of sexual desire
in these women range from no difference in the number of
complaints between diabetes patients and healthy controls
(Kolodny, 1971) to signi“cantly decreased desire (Schreiner-
Engel, Schiavi, Vietorisz, Eichel, & Smith, 1985). Some have
found sexual desire de“cits limited to women with neuro-
pathy (Leedom, Feldman, Procci, & Zeidler, 1991) or type 2
diabetes (Schreiner-Engel, Schiavi, Vietorisz, & Smith,
1987). Thus, it is not clear that women with diabetes experi-
ence dif“culties with sexual desire at rates dissimilar from
the general population. The objective assessment of arousal
is more dif“cult in women (Enzlin et al., 1998); therefore,

studies have used questionnaires or self-reported subjective
arousal, and these “ndings suggest that arousal may be a con-
cern for women with diabetes (Schreiner-Engel et al., 1985).
Because of a weak correlation between genital and subjective
arousal, recent studies have included objective assessments
of arousal such as labiothermometry or vaginal plethysmog-
raphy (Enzlin et al., 1998; Spector et al., 1993), but these
“ndings are also equivocal (Wincze, Albert, & Bansal, 1993).
With respect to the orgasm phase, research “ndings are again
contradictory and range from signi“cantly reduced orgasmic
responses in women with diabetes compared to controls
(Schreiner-Engel et al., 1987), no decrease (Montenero,
Donatoni, & Magi, 1973), or failure to specify orgasmic dif-
“culties as a concern (Jensen, 1981). Rates of dyspareunia, a
recurrent or persistent genital pain with sexual intercourse,
appear similar to those found in the general population
(Spector et al., 1993). However, Schreiner-Engel et al. (1985)
found higher rates in women with type 2 diabetes than in
controls.

In women, the role of organic etiologic factors is not as
clear or well understood as in men (Cox, Gonder-Frederick, &
Saunders, 1991). Although diabetic autonomic neuropathy is
believed to be a major cause of organic impotence in men,
evidence for a relationship between neuropathy and sexual
dysfunction in women is unclear (Spector et al., 1993). Based
on the limited research to date, microvascular disease,
nephropathy, retinopathy, macrovascular disease, age of
onset, duration, and glycemic control tend not to be associ-
ated with sexual dysfunction in female diabetes patients
(Campbell, Redelman, Borkman, McLay, & Chisholm, 1989;
Jensen, 1986). The few studies that included psychosocial
factors, such as marital satisfaction (Schreiner-Engel et al.,
1985), disease acceptance (Jensen, 1986), and depression
(Leedom et al., 1991), have found relationships between
poorer psychosocial adjustment and sexual functioning
in these women. In one of the few studies comparing types of
diabetes, type 2 diabetes was predictive of sexual dysfunction
(Schreiner-Engel et al., 1987), which the authors attribute
to the later age of onset of this type of diabetes. Treatment
of sexual dysfunction in women has also received little recog-
nition in the literature. Interventions typically focus on
dif“culties with arousal and lubrication, with recommenda-
tions of diversi“cation of sexual behaviors/positions and
use of lubricating products.

Summary

The research on sexual dysfunction in diabetes has focused
predominantly on men and has supported an organic etiology
(autonomic neuropathy) for the primary form of dysfunction,
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ED. In women, the incidence, prevalence, etiology, and treat-
ment options are much less clear. Studies of sexual dysfunc-
tion in diabetic women, although still lagging behind studies
in men, have improved methodologically over the past
20 years and have provided strong evidence for the presence
of sexual problems in women. Psychosocial factors may be
more strongly related to sexual dysfunction in women than in
men, but this conclusion remains tentative and may be,
in part, linked to the lack of a consistent etiologic factor in
women. Future studies should include longitudinal designs,
larger sample sizes, and control groups; studies in women
should incorporate factors such as diabetes type, menopausal
status, and obesity/body image concerns. Given that sexual
functioning is an important part of life, sexual dysfunction is
integral to the challenge of improving quality of life in indi-
viduals with diabetes.

Hypoglycemia

With the recognition that tight glycemic control can reduce
the risk of complications associated with diabetes (DCCT,
1993; UKPDS, 1998), intensi“ed treatment regimens (e.g.,
multiple daily insulin injections, subcutaneous insulin pumps)
have been increasingly important in diabetes management.
One well-documented side effect of such tight glycemic con-
trol is hypoglycemia (Cryer, 1994). Hypoglycemia (BG levels

70 mg/dl) has been estimated to occur three times more
often in patients on intensive insulin regimens (DCCT, 1993)
and is more common in patients with a history of hypo-
glycemia and lower BG levels (Gonder-Frederick, Clarke, &
Cox, 1997). Hypoglycemia is designated as either mild or
severe depending on whether the person is able to treat his or
her BG, loses consciousness, and/or experiences seizures.
However, mild hypoglycemia is associated with serious phys-
ical, emotional, and social consequences (Gonder-Frederick,
Clarke, et al., 1997).

Consequences of Hypoglycemia

Hypoglycemia, if undetected and thus untreated, can pro-
gress to loss of consciousness, coma, and death. Severe hy-
poglycemia is the fourth leading cause of mortality in type 1
diabetes (Gonder-Frederick, Cox, & Clarke, 1996). Hypo-
glycemia is also associated with a variety of physical
symptoms as well as behavioral, emotional, and social conse-
quences that may affect patients• quality of life. The symp-
toms of hypoglycemia stem from the autonomic nervous
system•s release of counter-regulatory hormones (such as
epinephrine) to raise BG levels and from neuroglycopenia
(when the brain is not receiving suf“cient glucose for normal

functioning). As reviewed by Gonder-Frederick et al. (1996),
there are many autonomic (e.g., tachycardia, sweating, shak-
ing) and neuroglycopenic (e.g., dif“culty concentrating,
lightheadedness, lack of coordination) symptoms stem-
ming from these physiological changes. Task performance
may therefore decline with hypoglycemia, with obvious im-
plications for occupational and educational functioning (Cox,
Gonder-Frederick, & Clarke, 1996). The emotional sequelae
of hypoglycemia may include transient mood changes (e.g.,
irritability, tension) due to neuroglycopenia (Gonder-
Frederick, Clarke, et al., 1997), as well as speci“c anxiety sur-
rounding the occurrence of hypoglycemia (Cox et al., 1987).
The Hypoglycemia Fear Survey (Cox et al., 1987) can be
effectively used with patients or family members to ascer-
tain the degree of worry regarding hypoglycemia and the
behavioral consequences of their fear. In addition, Gonder-
Frederick et al. (1996) have provided useful clinical
guidelines regarding such assessment. The social conse-
quences of hypoglycemia may include embarrassment when
hypoglycemia occurs in public, work-related problems, and
interpersonal problems (e.g., con”ict both during hypo-
glycemia and afterwards; Gonder-Frederick, Clarke, et al.,
1997). The long-term effects of repeated hypoglycemia on re-
lationship dynamics and satisfaction is a fruitful area for
future research.

Detection of Hypoglycemia

Importantly, the symptoms of hypoglycemia and the thresh-
old for their occurrence differ both between persons and
within individuals over time and situations. In fact, patients
may fail to detect hypoglycemia half of the time that it occurs
(Clarke et al., 1995), possibly due to inattentiveness (e.g.,
being distracted by competing demands); inaccurate symp-
tom beliefs (e.g., using unreliable or inaccurate symptoms to
detect hypoglycemia); and/or misattribution of symptoms
(e.g., misattributing symptoms of actual hypoglycemia to an-
other cause). All of these factors may be readily assessed and
used as a focus of treatment in diabetes patients.

To enhance patients• awareness and use of appropriate
corrective actions to treat the hypoglycemia, Cox and col-
leagues have developed a manualized behavioral group
treatment program, Blood Glucose Awareness Training
(BGAT; Cox, Carter, Gonder-Frederick, Clarke, & Pohl,
1988). The intervention program is designed to teach persons
with diabetes to anticipate when hypoglycemia may occur,
to prevent its occurrence when possible, to be aware of their
symptoms of hypoglycemia, and to engage in appropriate
corrective actions to treat hypoglycemia when it occurs. To
do this, the program involves an individualized educational



206 Diabetes Mellitus

component on peaks in insulin action, carbohydrate metabo-
lism, and the impact of changes in physical activity and other
aspects of self-care on BG levels. Through educational mate-
rials and homework exercises, people are taught to identify
their unique sensitive and speci“c cues for hypoglycemia
using a BG diary in which they record symptoms, estimate
their BG level, then actually perform SMBG and record their
BG. Errors in estimation and unrecognized hypoglycemia are
identi“ed and discussed. Appropriate corrective actions for
treating hypoglycemia are also introduced. Cox and col-
leagues have recently revised their program (BGAT II) to
include updated information and more attention to external
cues for hypoglycemia (e.g., changes in self-care behaviors
that in”uence BG levels). BGAT and BGAT II have been
shown to increase BG estimation accuracy and decrease
episodes of hypoglycemia (e.g., Cox et al., 1995; ter Braak
et al., 2000) in persons with type 1 diabetes. Long-term
follow-up of patients who underwent BGAT training indi-
cated fewer automobile crashes and continued improvements
in glycemic control (Cox, Gonder-Frederick, Julian, &
Clarke, 1994). Booster sessions administered to persons who
previously underwent BGAT seem to improve detection of
low BG events (Cox et al., 1994). Importantly, these im-
provements occurred without decrements in metabolic con-
trol. For clinicians working with an individual patient with
repeated hypoglycemia or reduced awareness of hypo-
glycemia, Cox and colleagues (1996) have published very
useful and speci“c clinical recommendations for the preven-
tion of hypoglycemia, the recognition of low BG, and treat-
ing low BG. This chapter also provides a copy of the BG
diary, described previously, that the authors developed for the
BGAT program.

Severe Hypoglycemia

Given the dangers associated with severe hypoglycemia,
patients with such a history have been the focus of research
to identify the correlates of risk for severe hypoglycemic
episodes. Cox and colleagues have developed a biopsychobe-
havioral model of severe hypoglycemia (Cox et al., 1999;
Gonder-Frederick, Cox, Kovatchev, Schlundt, & Clarke,
1997) in which physiological, psychological, and behavioral
factors are taken into account. Cox et al. (1999), using this
model, identi“ed several differences between those with and
without a history of severe hypoglycemia. Speci“cally, pa-
tients with a history of severe hypoglycemia engaged in more
risky and fewer preventative behaviors. They were less likely
to recognize neuroglycopenic symptoms as indicative of
hypoglycemia and engage in appropriate treatment of low
BG, even when aware of their BG level. Thus, interventions

that have a strong focus on such neuroglycopenic symptom
detection and appropriate behavioral responses to low BG
may be especially fruitful for reducing repeated severe hypo-
glycemic episodes in these patients.

Summary

Hypoglycemia is a common side effect of intensive diabetes
management. Importantly, it is associated with serious phys-
ical, behavioral, emotional, and social consequences. Thus,
persons must be able to prevent, detect, and effectively treat
hypoglycemic episodes. Randomized clinical investigations
of a systemic intervention with these targets developed by
Cox and colleagues at the University of Virginia (BGAT and
BGAT II) indicate that persons who participate in the inter-
vention program show improvements in various areas related
to hypoglycemia (e.g., decrease in episodes of hypoglycemia,
improvement in detection of low BG) without decrements in
metabolic control. Persons with severe hypoglycemia may
particularly bene“t from such treatment. Future research is
needed to expand such treatment to more heterogeneous
patient groups, identify which components of this package
intervention are the most effective in leading to the noted
improvements, and determine characteristics of individuals
that predict successful outcomes following such an interven-
tion program.

Weight Management

Obesity is strongly related to type 2 diabetes, with as many
as 90% of those who develop type 2 diabetes being obese
(Wing, Marcus, Epstein, & Jawad, 1991). Independently,
obesity can lead to cardiovascular disease, hypertension,
hyperglycemia, hyperinsulinemia, dyslipidemia, and hyper-
triglyceridemia (Albu, Konnarides, & Pi-Sunyer, 1995). The
coexistence of obesity and diabetes heightens the risk for de-
veloping these associated medical conditions, hence increas-
ing morbidity and mortality (Wing, 1991).

Benefits of Weight Loss

Weight loss continues to be the cornerstone of treatment for
obese individuals with type 2 diabetes (Wing, 1991). Because
type 2 diabetes accounts for the largest proportion of individ-
uals with diabetes, weight loss interventions continue to re-
ceive signi“cant empirical attention. Weight loss is associated
with multiple health bene“ts, including improved glycemic
control, increased insulin sensitivity, decreased risk of coro-
nary heart disease, reduction in medication utilization and
cost, and enhanced mood (Butler & Wing, 1995; Maggio &
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Pi-Sunyer, 1997). Even mild to modest weight losses (5 to
10 kg/10 to 20 pounds) greatly enhances physical status and
improves metabolic control (ADA, 1997b). Thus, obese indi-
viduals with type 2 diabetes do not need to reach ideal weight
to experience the bene“ts from weight loss (Redmon et al.,
1999). Weight loss treatment also helps in the prevention of
diabetes in those with impaired glucose tolerance, as well as
in the treatment of weight gain in patients with type 1 diabetes
who are using intensive insulin therapy (Wing, 1996).

Weight Loss Interventions

The research on weight loss in diabetes re”ects patterns of
“ndings in the general population, namely, that behavioral
weight management programs lead to modest weight losses,
and interventions should be tailored to the speci“c needs of
the individual (Ruggiero, 1998). Findings of a recent study
employing obese women with type 2 diabetes indicate that
combining a 16-week standard behavioral treatment program
with a motivational interviewing component (e.g., personal-
izing goals) enhances adherence to program recommenda-
tions and glycemic control (D. Smith, Heckemeyer, Kratt, &
Mason, 1997). Overall, the results of behavioral research
with obese individuals with type 2 diabetes emphasize di-
etary and exercise behaviors as important factors in improved
weight loss (Wing, 1993). Traditionally, diets have been iden-
ti“ed as the treatment of choice in obese patients with type 2
diabetes (Maggio & Pi-Sunyer, 1997), but several studies
have found little or no bene“t to dieting (e.g., Milne, Mann,
Chisolm, & Williams, 1994), perhaps because of failure to
adhere to dietary recommendations. Additionally, physiolog-
ical changes occur with dieting (e.g., increased activity of the
fat storage enzyme lipoprotein lipase; Eckel & Yost, 1987),
which may impede weight loss.

Very low calorie diets (VLCD) have been found to be a
safe method of attaining greater and more rapid weight losses
than traditional standard low calorie diets (e.g., Maggio &
Pi-Sunyer, 1997). In obese patients with type 2 diabetes,
VLCD treatments have been generally associated with large
improvements in major metabolic control variables (e.g.,
Brown, Upchurch, Anding, Winter, & Ramirez, 1996; Wing,
Marcus, Salata, et al., 1991). Findings from another study that
randomized 93 obese type 2 diabetes patients to different
levels of caloric restriction (400 versus 1,000 kcal/day) sug-
gest that caloric restriction rather than actual weight loss con-
tributes to the initial, rapid change in metabolic control (Wing
et al., 1994). Furthermore, the group that initiated the treat-
ment program with 1,000 kcal/day and maintained this
caloric intake for 15 weeks experienced further improve-
ments in blood glucose and insulin sensitivity. In contrast, the

group that increased caloric intake from 400 to 1,000 kcal/day
throughout the study had worse fasting glycemic control de-
spite their continued weight loss. These “ndings suggest that
the amount of calorie restriction and weight loss have differ-
ential effects on improvements in metabolic control and in-
sulin sensitivity.

Dietary interventions have not been effective in achieving
long-term weight loss to date. The ADA (1997b) proposes
that emphasis be placed instead on glucose and lipid goals as
opposed to traditional weight loss goals. Individuals with
type 2 diabetes who follow the ADA dietary guidelines expe-
rience signi“cant improvements in glycemic control and car-
diovascular risk factors (Pi-Sunyer et al., 1999). In addition
to a nutritionally adequate diet, ideal metabolic goals can also
be achieved by exercise and/or using medication (ADA,
1997a).

Exercise is also a key ingredient in the management of dia-
betes and should be used as an adjunct to nutrition and/or drug
therapy (ADA, 1997a). The bene“ts of exercise in type 2 dia-
betes patients are extensive and include improved insulin
sensitivity and action (Wing, 1991), glycemic control (Blake,
1992), cardiovascular bene“ts (Schneider, Khachadurian,
Amorosa, Clemow, & Ruderman, 1992), short- and long-term
weight loss (Wing, 1993), reduced need for insulin and/or
hypoglycemic agents (Marrero & Sizemore, 1996), and psy-
chological bene“ts including improvements in mood, self-
esteem, well-being, and quality of life (Rodin & Plante, 1989).
In addition, exercise has been found to increase muscle mass,
leading to improvements in insulin and glucose levels
(Schneider et al., 1992). Outcomes of studies have also re-
vealed the protective bene“t of exercise against developing
type 2 diabetes (Pan et al., 1997). Unfortunately, nonadher-
ence is common and naturally limits the degree to which indi-
viduals may bene“t from exercise (Marcus et al., 2000). Thus,
a prominent role for the health care team is to motivate pa-
tients and personalize goals that incorporate patients• speci“c
physical activity needs while accounting for their tolerable
level of strength and aerobic capacity.

The use of medication is considered an adjunct to diet and
exercise treatment approaches particularly for obese individu-
als with type 2 diabetes who have been unable to achieve and
maintain weight loss (North American Association for the
Study of Obesity, 1995). Similar to other weight loss ap-
proaches, individuals tend to gain weight once the medication
is discontinued (National Task Force on the Prevention
and Treatment of Obesity, 1996), thus, negatively affect-
ing glycemic control (Wing, 1995). Catecholaminergic
agents (e.g., phentermine) have been shown to effect greater
weight losses than placebo groups but with no improvement
in glycemic control (e.g., Crommelin, 1974). Results of
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double-blind trials with serotoninergic agents (fen”uramine,
dexfen”uramine) in patients with type 2 diabetes have sug-
gested that these agents directly improve glycemic control,
irrespective of effects of food intake and body weight (e.g.,
Willey, Molyneaux, & Yue, 1994). The effects of fen”u-
ramine and phentermine, in combination with 12 months of
intensive nutrition counseling, an exercise prescription, and
instruction in behavior modi“cation, resulted in signi“cant
reductions in body weight, BMI, and HbA1c throughout
the six months of treatment in addition to decreases in dia-
betes medications, fasting plasma glucose, and triglycerides
(Redmon et al., 1999). Although fen”uramine was with-
drawn from the market in 1997 (mid-study), it is promising to
note that other drug therapies such as sibutramine, a sero-
tonin reuptake inhibitor (Meridia; Bray et al., 1996), have
been recently FDA approved and continue to be evaluated
(Jeffrey et al., 2000).

Several studies have evaluated the effects of social sup-
port, typically from spouses or signi“cant others, as a method
for enhancing motivation for weight loss (Jeffrey et al.,
2000). Wing, Marcus, Epstein, et al. (1991) did not “nd any
weight loss differences between patients treated alone and
together at posttreatment or at one-year follow-up. However,
gender differences emerged with respect to the effects of sup-
port on weight loss such that women lost more weight when
treated with their spouses and men lost more weight when
treated alone. The authors proposed that involving husbands
in a weight loss program allows women to be more conscien-
tious of food preparation and purchase for both herself and
her husband, whereas men tend to allow their wives to estab-
lish their eating patterns and are less involved in the weight
monitoring process. Gender differences have also been found
with respect to the effects of support on glycemic control,
with women achieving better control and men achieving
poorer control (Heitzman & Kaplan, 1984). Other weight
loss studies have indicated the positive effects of group
support strategies (e.g., Wing & Jeffrey, 1999) as well as
maintenance support contact (Perri et al., 1988) on weight
loss. Speci“c contributions of group or individual support
(e.g., enhanced motivation) appear to be valuable factors in
weight loss treatment. However, maintenance of behavioral
changes that produce positive results for patients again be-
come problematic following treatment.

Maintenance of Weight Loss

As reviewed previously, sustained weight loss on a long-term
basis is one of the greatest challenges for obese individuals
with diabetes, as with obese patients in general (Jeffrey et al.,
2000). One reason for this struggle is that there may be

different behavioral, cognitive, and psychological mecha-
nisms inherent in weight loss maintenance in contrast to
initial weight loss. Continued research efforts that focus on
intensifying and lengthening treatment may help to delineate
factors responsible for success in weight loss maintenance
and improved health outcomes for obese individuals (Jeffrey
et al., 2000). Researchers continue to propose lifestyle modi-
“cation strategies that seem to effectuate weight loss mainte-
nance and improve health status. Speci“c strategies include
implementing dietary practices, professional contact, behav-
ior modi“cation, social support strategies, and exercise on
an ongoing basis (Perri, Sears, & Clark, 1993). Thus, educat-
ing obese individuals with diabetes on how to incorporate
various long-term treatment components into their daily lives
may aid them in the dif“cult task of maintaining treatment
gains.

Summary

Because of the increased risk of medical problems associated
with the coexistence of obesity and type 2 diabetes, weight
loss continues to be the golden standard of treatment for
obese individuals with type 2 diabetes. A wealth of empirical
research has delineated speci“c behavioral strategies (e.g.,
exercise, diet), adjunctive pharmacological agents, and social
support and contingency maintenance programs that facili-
tate short-term weight loss. Similar to diabetes, obesity is a
chronic medical condition that warrants continuous health
care and lifestyle changes to maintain treatment gains and
positive behavioral patterns. As such, the challenge for re-
searchers and clinicians is to continue developing differential
intervention strategies that meet patients• complex biopsy-
chosocial needs and will contribute to long-term modi“ca-
tions of health behaviors and weight loss maintenance in type
2 diabetes patients.

ROLE OF HEALTH PSYCHOLOGY
IN DIABETES MELLITUS

As illustrated in the preceding literature review, health
psychologists can play an invaluable role in enhancing the
emotional and physical well-being of persons with diabetes.
Ideally, health psychologists function as part of the treatment
team, helping to provide comprehensive diabetes care to all
patients, not solely to those already distressed. As a member
of the treatment team, the psychologist is able to provide both
preventative services as well as problem-focused interven-
tions when needed. In addition, membership on the team fa-
cilitates the ongoing exchange of mutual feedback between
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the psychologist and others on the medical team. When such
an arrangement is not possible, consultation and referral to
outside health psychologists is another option.

A role for health psychology is clearly justi“ed by several
factors. First, the prevalence of psychological problems (e.g.,
major depression) in patients with diabetes suggests that
health psychology could have a prominent role with these
patients. The experience of multiple losses may be character-
istic of a chronic illness such as diabetes. Patients face not
only the loss of their previously healthy body, but also poten-
tial losses of function, self-esteem, and freedom as diabetic
complications develop. Second, the literature has demon-
strated that the majority of patients “nd it dif“cult to follow
the recommendations for self-care. The diabetes treatment
regimen clearly presents multiple, ongoing challenges and
demands. Adherence problems appear to be most dif“cult
for those components of the diabetes regimen that require
lifestyle changes (e.g., diet, exercise), which all patients with
diabetes are prescribed. Health psychologists are well-suited
to assess and treat these dif“culties and to facilitate the be-
havioral changes needed for optimal outcomes. In addition,
health psychologists as researchers have a role in advancing
our understanding of psychosocial factors associated with
adjustment to, and coping with, diabetes, the link between
physiological and psychosocial factors in diabetes, and inter-
ventions to address the psychosocial challenges inherent in a
chronic disease such as diabetes.

Assessment of diabetes patients should occur on an ongo-
ing basis, starting at the time of diagnosis. Throughout the
natural history of diabetes, there will be times that present
challenges to both emotional and physical well-being. For
example, at diagnosis, patients are faced with issues of loss
while attempting to assimilate a large amount of novel infor-
mation and new skills for disease management. However,
the need for health psychologists is not limited to this early
contact. Other times of need may be when complications de-
velop, physical status worsens, or the treatment regimen
changes. By having the psychologist readily available and
familiar, patients may be more apt to avail themselves of
needed psychological services. In the clinical setting, health
psychologists are likely to use a combination of clinical in-
terviewing, along with self-report questionnaires, in a com-
prehensive assessment. Varieties of diabetes-speci“c, as well
as general assessment, instruments have been reviewed
brie”y. Assessment of diabetes patients should be dictated by
the referral question or presenting problem. However, com-
mon targets of assessment include affect (e.g., depression,
anxiety), current and past stressors, coping styles, resources
available to the person (e.g., social support from natural sup-
port network as well as medical team), and levels of self-care.

By adopting an empathetic, nonjudgmental stance, health
psychologists may build rapport with patients, delineate the
nature of the presenting problem, and jointly determine treat-
ment goals with the patients.

The goal of psychological treatment with diabetes patients
is to maximize psychological well-being as well as glycemic
control. The provision of psychological services can also
positively affect the use of medical services (e.g., distressed
patients will use more medical services; psychological inter-
ventions can reduce medical utilization). Treatment may
occur in a variety of modalities (e.g., group, individual,
marital, and family therapy) according to the needs and de-
sires of the patient. As part of a multidisciplinary treatment
team, the health psychologist can work together with other
professionals (e.g., diabetes educators, nutritionists) to
achieve treatment goals with patients and their families.
Clinician researchers have begun to establish an empirical
foundation for particular interventions with diabetes patients.
Behavioral treatment appears to be particularly well-suited
for many of the presenting problems (e.g., adherence, stress
management). As described next, research is needed to fur-
ther delineate effective treatments that can be individualized
for particular patients• needs.

CONCLUSIONS AND FUTURE DIRECTIONS

Given the recent landmark “ndings of the DCCT (1993) and
UKDPS (1998), there has been increased emphasis on
achieving optimal management of diabetes mellitus. Persons
with diabetes are faced with a rigorous treatment regimen,
which relies heavily on self-management to attain the tight
glycemic control that was fundamental to the decreases in
complications found in these clinical trials. Thus, research
into factors that either facilitate or suppress optimal disease
management is even more crucial at this time. Studies have
indicated the dif“culties that diabetes patients have in
following treatment recommendations, even when these rec-
ommendations are not as complex or demanding as the man-
agement strategies that are typically recommended today.
The preceding review has highlighted empirical “ndings on
the relationship between several psychosocial factors and
both adherence levels and physiological outcomes. Impor-
tantly, behavioral researchers have begun to develop and
evaluate the ef“cacy of various treatment programs designed
to modify these psychosocial variables and thereby enhance
patients• psychosocial and physical outcomes.

Rubin and Peyrot (1992) have reviewed the need for im-
provements in the intervention work being conducted. These
authors note that, historically, intervention studies have used
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small sample sizes, which were either not representative of
the larger diabetes population or were inappropriate in the
sense that the participants reported low levels of concern with
the factor on which the treatment was focused. In addition,
Rubin and Peyrot (1992) raise other methodological limita-
tions of previous research, such as the use of poor quality out-
comes measures; ”awed designs (e.g., no control groups
used, no follow-up period); and comprehensive •shotgunŽ
interventions that included a variety of medical and psy-
chosocial components, which precluded the identi“cation of
the effective treatment components. Future treatment out-
come studies may bene“t from increased attention to these
points as well as to long-term follow-up of patients, the clin-
ical signi“cance of obtained changes (Goodall & Halford,
1991), issues of cost containment and cost effectiveness
(Glasgow, Fisher, et al., 1999), and the maintenance of be-
havior change as a separate construct from initial behavior
change (Wing, 2000).

In addition to these improvements in intervention method-
ology, future research should also address more thoroughly
individual differences in psychosocial factors and their
modi“cation. Little research exists on the speci“c needs of
racial and cultural minorities with diabetes. This is especially
noteworthy given the facts that in racial/ethnic minorities
(a) diabetes is more common (CDC, 1998) and (b) metabolic
control and complications are worse (see review by Weller
et al., 1999). Similarly, the unique management issues rele-
vant to women with diabetes also deserve increased attention.
Although there has been some research in areas of women•s
health such as diabetes in pregnancy and weight manage-
ment, there is a dearth of studies on the effects of diabetes on
other aspects of women•s reproductive health (e.g., fertility,
contraception choices), the in”uence of hormonal changes
(e.g., menopause) on diabetes management, eating disorders,
female sexual dysfunction, and the course and management
of depression in women with diabetes (Butler & Wing, 1995;
Ruggiero, 1998). Research into such dimensions of individ-
ual differences will ultimately facilitate the identi“cation of
patients to be targeted for intervention by health psycholo-
gists and what intervention techniques may be most helpful
for certain patients.

Diabetes research also needs to be increasingly directed
by comprehensive theoretical models of patient outcomes.
Such models would specify the interrelationships among psy-
chosocial factors and adherence and would detail how such
factors both in”uence (and are in”uenced by) physiological
outcomes. For example, models would capture the dynamic
and complex relationship between such factors as stress and
outcomes by specifying how stress may affect BG directly
through physiological mechanisms; how stress may affect

BG indirectly through disruptions in self-care; and how
physiological status (e.g., level of BG control, development
of complications) may affect an individual•s stress levels.
Obviously, evaluating such comprehensive models would re-
quire large sample sizes of diverse patients and sophisticated
statistical methodologies. Health psychologists, with their
expertise in theory-based behavior change strategies and
treatment ef“cacy research, are well-positioned to advance
the “eld in this next era of diabetes management.
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In the 1970s and early 1980s, health psychologists suggested
that we could turn our full attention to the chronic illnesses
because the infectious diseases that had plagued human exis-
tence for millennia had been conquered. Within a few short
years of such optimistic (and perhaps somewhat naïve) state-
ments, however, the human immunode“ciency virus (HIV)
and the resulting acquired immunode“ciency syndrome
(AIDS) was identi“ed and a pandemic of historic proportions
began to unfold. Indeed, in some African countries, life ex-
pectancy has dropped to levels not seen since the Middle
Ages; for example, in Botswana, life expectancy is expected
to drop from 66 to 33 years (Brown, 2000). Today, HIV/
AIDS is recognized as one of the most important health
threats we face.

Health psychologists have and will continue to play many
important roles in efforts to prevent HIV infection, facilitate
adjustment to HIV disease, and treat AIDS. Therefore, in this
chapter, we review basic information about HIV disease
including its epidemiology, transmission, natural course,
treatment, and psychosocial and economic effects. Although
health psychologists have conducted extensive basic re-
search regarding psychosocial aspects of HIV/AIDS (e.g.,
the effects of stigmatization and prejudice; Herek, 1999), we
devote our chapter to reviewing applied research. First, we
review primary prevention interventions that have been im-
plemented to reduce transmission of HIV. Our review focuses
on research conducted in the United States, but includes “nd-
ings from international trials where available. Second, we

review secondary prevention approaches designed to help al-
ready infected persons cope with the psychosocial challenges
that HIV disease brings, adhere to treatment regimens, and
avoid reinfection with HIV. Finally, we conclude the chapter
by identifying important research needs and outline our ex-
pectations regarding future developments. We hope that this
information helps health psychologists continue to make im-
portant contributions to the prevention and treatment of HIV.

BASIC INFORMATION ABOUT HIV DISEASE

In this section, we provide basic information about the epi-
demiology, transmission, natural course, treatment, and psy-
chosocial and economic effects of HIV disease.

Epidemiology

HIV/AIDS no longer occupies the public consciousness in the
United States the way it did in the mid-1980s, but it continues
to threaten public health in historical proportion. In the United
States, 733,374 cases of AIDS have been reported to the Cen-
ters for Disease Control and Prevention (CDC) by the end of
1999. The majority (82%) of the cases have been among men.
Nearly one-half (47%) of AIDS cases have been among
men who have sex with men (MSM), 25% in injection drug
users, 10% in persons infected heterosexually, and 2% in per-
sons infected through blood or blood products. Although the
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epidemic began among MSM, it has spread to men and
women regardless of sexual orientation. AIDS cases are dis-
proportionately seen among economically disadvantaged
persons in urban settings, especially among ethnic and racial
minorities. African Americans have been particularly vulner-
able to HIV; during 1998, they represented 48% of all re-
ported AIDS cases even though they constitute only 13% of
the general population.

In the United States, AIDS has been identi“ed as a lead-
ing cause of death among young adults (men and women
aged 25 to 44 years). This age group accounts for about 70%
of all deaths from HIV infection. During 1994 and 1995,
HIV was the leading cause of death among persons 25 to 44
years old; during 1995, HIV caused almost 31,000 deaths„
19% of the total in this age group. Subsequent improve-
ments in the treatment of AIDS have extended life such that,
by 1998, AIDS has become the “fth leading cause of death
among young adults, causing about 8,500 deaths, or 7% of
the total.

Globally, the Joint United Nations Program on HIV/AIDS
(2000) estimates that 34.3 million people are now living with
HIV/AIDS (http://www.unaids.org). The total number of
deaths since the beginning of the epidemic is estimated at
nearly 19 million with 2.8 million people having died from
AIDS during 1999. The epidemic does not appear to have
slowed: It is estimated that 5.4 million people acquired HIV in
1999. The primary mode of transmission is believed to be
heterosexual intercourse. Consistent with this hypothesis,
women account for 46% of AIDS cases worldwide. The
overwhelming majority of people with HIV live in the devel-
oping world, with nearly 24.5 million cases on the continent of
Africa, 5.6 million cases in south and southeast Asia, and
1.3 million cases in Latin America.

Transmission and Natural Course

HIV is a ”uid-borne agent. For HIV transmission to occur, an
infected person•s blood, semen, vaginal secretions, or breast
milk must enter the blood stream of another person. In the in-
dustrialized world, the most common routes of transmission
are: (a) unprotected sexual intercourse (anal, vaginal, or oral)
with an infected partner; and (b) sharing unsterilized needles
(most commonly in the context of recreational drugs) with an
infected person. Maternal-child transmission (e.g., infection
from an infected mother through the placenta before birth or
through breast-feeding after birth) remains a problem in the
developing world (due to poverty, lack of clean water, inade-
quate food supplies, and limited access to AZT and other
medications), but has become less of a problem in developed

nations. Similarly, transmission through blood transfusions
(when receiving but not when giving blood) and through a
variety of accidental exposures (e.g., occupational needle-
sticks) are relatively rare in the developed world but continue
to be a problem in countries in the developing world.

Once a person is infected with HIV, the course of the dis-
ease is well known. Following initial infection, there is a
window period ranging from three to four weeks to as long
as several months in which a person is infectious to others
but has yet to develop HIV antibodies. It is during this win-
dow period that many individuals react with symptoms of
acute primary infection. Symptoms of primary infection
often include fever, rash, lethargy, headache, and sore
throat. Once the symptoms of primary infection subside and
HIV antibodies are produced, individuals usually enter an
asymptomatic period in which they look and feel healthy
despite the fact that continuous viral replication is occur-
ring. The time between HIV infection and progression to
AIDS varies as a function of treatment availability and
response. Without treatment, most patients experience a
progression from HIV to AIDS within 7 to 10 years of ini-
tial infection (Lui, Darrow, & Rutherford, 1988; Moss &
Bacchetti, 1989). Left untreated, most people with AIDS die
within a year of diagnosis.

Psychosocial and Economic Impact

There is no doubt that HIV disease continues to be a devas-
tating illness. Infection with HIV continues to be most com-
mon among adolescents and young adults. These persons
would be expected to live for 40 to 50 more years if not for
HIV; once infected with HIV, young people face a much fore-
shortened and, typically, lowered quality of life. They will
need to receive burdensome treatments that are inconvenient
and accompanied by side effects that hamper quality of life.
Besides the direct effects of HIV on those who are infected,
indirect effects extend to friends and family members, espe-
cially young children, who must cope with the premature loss
of their parents. It is dif“cult to truly appreciate the magni-
tude of human suffering that results from a disease such
as HIV.

The economic costs associated with HIV are also extra-
ordinary. The cost of medical treatments are prohibitive, and
out of reach for all but the best insured or most af”uent. The
estimated lifetime cost of medical care from the time of in-
fection until death is $214,707 in discounted 1997 dollars
(Holtgrave & Pinkerton, 1997). In the United States, where
40,000 people are infected annually, we face an annualized
cost of more than $6 billion each year (CDC, 2000). To arrive
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at a total cost, it would also be necessary to add in the lost
economic opportunities associated with young workers.

Summary

HIV disease is now considered a worldwide pandemic. Trans-
mission of HIV through transfer of infected blood, semen,
vaginal secretions, and breast milk is well-understood, and
the path from infection with HIV to diagnosis with AIDS fol-
lows a known pathophysiological course. The psychosocial
impact of HIV/AIDS is dif“cult to overstate, with dramatic
implications for the infected person and her or his loved ones.
Because HIV is disproportionately a disease of young adults,
its economic impact includes lessened productivity and in-
creased child care costs as well as costs associated with med-
ical care.

PRIMARY PREVENTION

Primary prevention refers to the protection of health by per-
sonal as well as community-wide efforts (Last, 1995). A com-
prehensive approach to the primary prevention of HIV disease
requires biological, psychological, and social interventions.
As depicted in Figure 10.1, complementary interventions
would direct disease prevention efforts toward different tar-
gets, such as the cell or other biological systems, the individ-
ual or couple, or communities or larger social structures that

in”uence the likelihood of disease transmission. Psycholo-
gists will remain active in most of these levels of prevention.
For example, when a vaccine is developed, psychologists will
play an important role in developing delivery and adherence
strategies to facilitate the vaccine•s rapid, safe, and effective
deployment (Hays & Kegeles, 1999; Koblin et al., 1998).
However, because a vaccine is not yet available„and one may
not be ready for many years„prevention of new infections
through behavior change provides the most prudent, practical,
and affordable public health strategy. Therefore, in this sec-
tion, we review interventions that have been implemented to
reduce the risk of HIV transmission through changes in sexual
behavior or drug use. We focus on important early studies, and
recent studies that illustrate promising developments.

The literature on primary prevention interventions can be
organized in several ways. First, we might organize it based on
whether the intervention is designed to reduce HIV transmis-
sion through sexual behavior change or through reduction of
needle sharing. Sometimes, however, these two intervention
targets overlap, as with risk reduction efforts among sexually
active, injection drug users. Second, prevention interventions
might be distinguished by demographic, developmental, or
behavioral characteristics of the population being served (e.g.,
men or women, adolescents or adults, gay or straight).

A third way to distinguish prevention interventions is with
respect to the setting in which they occur. In this chapter,
we use McKinlay•s (1995) conceptual framework, which
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Figure 10.1 Complementary foci for HIV prevention.
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identi“es •downstream,Ž •midstream,Ž and •upstreamŽ be-
havioral approaches to prevention. Downstream approaches
are those interventions that are targeted toward persons who
already exhibit high-risk behavior or who have already
contracted HIV or another sexually transmitted disease. Mid-
stream approaches refer to interventions targeted toward
de“ned populations for the purpose of changing and/or
preventing risk-behavior; midstream interventions tend to
involve structured organizations (e.g., school, community-
based organizations) as well as entire communities. Up-
stream approaches are larger, macrolevel public policy
interventions designed to in”uence social norms and support
health promoting behaviors. They tend to be more •univer-
sal,Ž targeting entire populations rather than just groups
engaged in high-risk activities. Most downstream and mid-
stream approaches have been face-to-face interventions.
Some midstream and most upstream interventions target
communities or larger social units.

Downstream Approaches

Downstream interventions target populations engaging in
•high riskŽ behavior. Thus, prevention programs delivered in
settings that provide sexual health or drug abuse services
provide interventionists with access to individuals who are
likely to be at the highest risk for acquiring HIV. Such sites
afford •teaching momentsŽ for individuals who could bene“t
greatly from HIV risk reduction programs.

Sexual Health Settings

Settings that provide HIV counseling and testing (C&T),
family planning, or sexually transmitted disease (STD) treat-
ment all serve clients who are likely to have engaged in
behaviors that confer high risk for HIV infection. Such sex-
ual health settings, where it is normative to discuss sexual
behavior and encourage risk reduction, is an ideal place for
sexual behavior change interventions.

HIV C&T is the most heavily funded prevention activity in
the United States, and research to determine whether it reduces
risky sexual behavior has been abundant. Our group com-
pleted a meta-analysis of the studies completed through 1997
(Weinhardt, Carey, Johnson, & Bickham, 1999), and learned
that C&T did not alter risky sexual behavior among those par-
ticipants who tested negative; however, C&T was associated
with risk reduction among those who tested positive and with
sero-discordant couples (i.e., couples in which one partner is
infected but the other partner is not). Thus, HIV C&T provides
an effective behavior change strategy for HIV-positive indi-
viduals and sero-discordant couples. A criticism of many of

the early HIV C&T studies is the C&T was not guided by a
sophisticated model of behavior change. The implicit model
seemed to be based on the notion that knowing more about
HIV would lead to behavior change, a purely educational
approach. Since the completion of our meta-analysis, how-
ever, HIV C&T has been in”uenced more by psychological
theory. In addition, recent interventions have recognized that
a single counseling session may not be suf“cient to prompt
behavior change among individuals who test negative.

The •Voluntary HIV-1 Counseling and Testing Ef“cacy
StudyŽ (2000) was conducted in Kenya, Tanzania, and
Trinidad. This randomized controlled trial (RCT) enrolled
3,120 individuals and 586 couples and assigned these partici-
pants to either a counseling group or to a health information
(control) group. In contrast to earlier approaches that relied on
education and persuasive presentations, the intervention used
a client-centered approach, including a personalized risk as-
sessment and the development of a personal risk reduction
plan. This approach was designed to be sensitive to each
client•s emotional reactions, interpersonal situation, social
and cultural context, speci“c risk behavior, and readiness-
to-change risk behavior, consistent with a more psychological
(rather than purely educational) approach. Evaluations
occurred 7 and 14 months after the counseling. At the initial
(7-month) follow-up, STDs were diagnosed and treated, and
participants in both groups were retested for HIV and received
the client-centered counseling. At the second (14-month)
follow-up, risk behavior was assessed and additional client-
centered counseling and testing were provided. The results
indicated that the proportion of individuals reporting unpro-
tected intercourse with nonprimary partners declined more
for those receiving C&T than for controls. These results
were maintained at the second follow-up. Consistent with
Weinhardt et al.•s meta-analysis, HIV-positive men were
more likely than HIV-negative men to reduce unprotected in-
tercourse with primary and nonprimary partners, whereas
infected women were more likely than uninfected women to
reduce unprotected intercourse but only with primary part-
ners. These results among HIV-positive patients were repli-
cated among those who tested positive at the “rst follow-up
session. Couples assigned C&T reduced unprotected inter-
course with their primary partners more than control couples,
but no differences were found in unprotected intercourse with
other partners. For those who are interested in using the inter-
vention manual or assessment measures from this study, these
materials are available to download from http://www.caps
.ucsf.edu/capsweb/projects/c&tindex.html.

In the United States, Project Respect compared the
ef“cacy of two C&T interventions guided more explicitly
by social-cognitive theory, and using the CDC•s revised
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counseling recommendations (Kamb et al., 1998). Both inter-
ventions were implemented with adults during interactive,
one-on-one sessions at “ve public STD clinics; the enhanced
intervention involved four sessions whereas the brief inter-
vention involved only two. Both interventions were compared
to a standard care (didactic messages only) control group. The
sample consisted of 5,758 heterosexual, HIV-negative pa-
tients. Evaluations at 3, 6, 9, and 12 months assessed self-
reported condom use; the evaluations at 6 and 12 months also
assessed new diagnoses of STDs with laboratory tests. The
“ndings revealed that, at the 3- and 6-month follow-ups, con-
dom use was higher in both the enhanced and brief counseling
groups compared with participants in the control group.At the
6-month interval, new STDs were less common in both the en-
hanced (7%) and brief counseling (7%) arms compared with
those in the control group (10%). This “nding was replicated
at the 12-month assessment. This study lends support to the
notion that brief, theoretically based counseling that uses per-
sonalized action plans can increase condom use and prevent
new STDs even in busy public STD clinics. Because there was
not a pattern favoring the enhanced intervention, these results
suggest that even a two-session counseling intervention could
lead to risk reduction in downstream settings. Materials
from this study are also available at http://www.cdc.gov/hiv
/projects/respect/.

Downstream interventions in STD clinics have also been
evaluated with adolescents. Metzler, Biglan, Noell, Ary, and
Ochs (2000) recruited 339 adolescents, aged 15 to 19 years,
from public STD clinics. They implemented and evaluated a
“ve-session intervention to reduce sexual risk behavior using
a RCT. Their intervention, which was in”uenced by social
cognitive theory (Bandura, 1986) and the Information-
Motivation-Behavioral Skills model (Fisher & Fisher, 1992),
targeted (a) decision making about safer sex goals, (b) social
skills for achieving safer sex, and (c) acceptance of negative
thoughts and feelings, and was compared to a standard care
control condition. Results at the 6-month follow-up indicated
that adolescents who received the behavioral intervention
reported fewer sexual partners, fewer nonmonogamous part-
ners, and fewer sexual contacts with new or anonymous
partners in the past 3 months, and less use of marijuana be-
fore or during sex. Treated adolescents also performed better
on a role-play assessment of skill in handling dif“cult sexual
situations.

Overall, the results from downstream settings suggests
that interventions guided by theory reduce risk behavior and
incident STDs, especially among patients who test positive
for HIV. Encouraging “ndings have been obtained in one or
two sessions with adults, and with longer interventions with
adolescents. Continued development of such interventions

to enhance the magnitude of the behavior change, and to
facilitate their incorporation into busy settings will be needed.
Also needed is work demonstrating the effectiveness of such
programs in family planning/pregnancy prevention programs.

Drug Abuse Treatment Settings

Because HIV is often transmitted through sharing of injection
equipment, sites that provide treatment for injection drug
users (IDUs) provide another excellent opportunity to pre-
vent HIV transmission. (Later in this chapter, we discuss
other approaches to HIV risk-reduction strategies for drug-
using populations including community-based outreach and
network approaches, as well as needle exchange programs
(Needle, Coyle, Normand, Lambert, & Cesari, 1998).

Drug abuse treatment can reduce HIV risk behavior both
directly and indirectly. Direct effects can result from treat-
ment components that target HIV risk behavior, including
both risky sex and IDU. Indirect bene“ts might result from re-
ducing drug use, which leads to a reduction in sexual risk be-
havior. A recent review examined the associations among
treatment participation, HIV risk reduction, and HIV infection
and concluded that IDUs who are in treatment demonstrate
lower rates of drug use and related risk behaviors (Metzger,
Navaline, & Woody, 1998). An illustrative study was reported
by Avins et al. (1997). They conducted a prospective cohort
study of 700 alcoholics recruited from “ve public alcohol
treatment centers, all of which included HIV risk-reduction
counseling. At the time of entry to alcohol treatment program
and again about one year later, the patients received an HIV
antibody test and took part in an interviewer-administered
questionnaire. Compared to baseline, at follow-up there was a
26% reduction in having sex with an IDU partner and a 58%
reduction in the use of injection drugs. Respondents also
showed a 77% improvement in consistent condom use with
multiple sexual partners and a 23% improvement in •partner
screening.ŽNot surprisingly, patients who remained abstinent
showed greater improvement than those who continued to
drink. Other studies conducted in drug abuse treatment set-
tings con“rm that needle use risk behaviors tend to decrease
following treatment; however, changes in sexual risk behavior
are less consistently observed (Metzger et al., 1998).

The overall effect of various downstream preventive inter-
ventions targeting IDUs on HIV prevalence was the focus of
a study reported by Des Jarlais et al. (2000). They accumu-
lated a sample of more than 5,000 IDUs from two locations
in New York City, a drug detoxi“cation program or a store-
front in a high drug-use area; and analyzed trends in HIV
risk behaviors over the period 1990 to 1997. Their results
indicated that injection and sexual risk behaviors declined
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signi“cantly over time, and argued that these results mark a
•declining phaseŽ in the HIV epidemic among IDUs, at least
in New York. Replication of these “ndings in other major
urban settings is needed; nevertheless, the “ndings are quite
encouraging regarding the modi“cation of risk behavior
among what many people would assume is the most dif“cult
and hard-to-reach population of IDUs.

Midstream Approaches

Interventions targeted toward de“ned populations for the pur-
pose of reducing risk behavior, typically in natural environ-
ments or preexisting organizations, constitute midstream
approaches. Midstream approaches target people who may be
engaging in the risk behavior as well as people who have not
yet begun the risk behavior in an effort to prevent the behavior.
Midstream approaches are often implemented in schools, pri-
mary care health clinics, and community-based settings.

School-Based Programs

Reviews of the school-based education programs indicate
that one-half of these programs effectively reduce unpro-
tected intercourse (Kirby & DiClemente, 1994). Effective
programs tend to be guided by social learning theories, focus
on speci“c strategies to reduce risk behavior, use active
learning methods of instruction, address social and media in-
”uences and pressures to have sex, reinforce values against
unprotected sex, and provide modeling and practice of com-
munication or negotiation skills.

Before the AIDS pandemic, preventionists often found it
challenging to secure the support of parent organizations and
school boards for programs involving discussion of sexual or
drug use behavior. Recently, however, a number of school
districts have approved HIV prevention programs, especially
in urban settings where HIV is more widely seen as a health
threat. For example, in an inner-city school system in New
York City, Walter and Vaughan (1993) evaluated a teacher-
delivered curriculum with high school students. Their pro-
gram, based on social cognitive theory, resulted in modest
improvements in HIV-related knowledge and self-ef“cacy,
and reduced sexual risk behavior. The effectiveness of this
curriculum, which was accepted following meetings with all
key constituent groups, demonstrates the feasibility of such
an approach in school-based settings.

Increasingly, acceptance of school-based programs is oc-
curring in nonepicenters as well. For example, in California
and Texas, K. Coyle et al. (1999) are currently evaluating the
effectiveness of •Safer Choices,Ž a multicomponent HIV,

STD, and pregnancy prevention program for 9th and 10th
grade students. The intervention draws upon social-cognitive
theory (Bandura, 1986), social in”uence theory (Fisher,
1988), and models of school change, and includes a skills-
based classroom curriculum for students, formation of a team
of peer educators to conduct out-of-classroom activities,
parent education activities and newsletters, and improvement
of the schools• linkages with community resources. This
innovative study is a RCT involving 3,869 students from
20 schools. In an initial report, using data from students
who completed both the baseline and the initial follow-up (at
7 months), the results have been promising: The intervention
enhanced 9 of 13 psychosocial variables including knowl-
edge, self-ef“cacy for condom use, normative beliefs and
attitudes regarding condom use, perceived barriers to con-
dom use, risk perceptions, and parent-child communication.
The program also reduced the frequency of intercourse with-
out a condom in the three months prior to the survey and
increased use of condoms at last intercourse and the use of
contraceptives at last intercourse. (The latter outcome has
less value for HIV prevention but does help to reduce unin-
tended pregnancies.)

Although increased acceptance of sexual health programs
in U.S. schools promises to reduce HIV transmission domes-
tically, it can be argued that the greatest need for education
and risk reduction programs is in countries where HIV and
AIDS are most prevalent. Klepp, Ndeki, Leshabari, Hannan,
and Lyimo (1997) described a study that tested the effects
of the •NgaoŽ (Swahili for •shieldŽ) education program in
Tanzania. The program, in”uenced by the theory of reasoned
action (Fishbein & Middlestadt, 1989) and social learning
theory (Bandura, 1986), was designed to reduce children•s
risk of infection and to improve their tolerance of and care
for people with AIDS. This RCT (baseline, intervention,
12-month follow-up) was conducted through public primary
schools in two regions of Tanzania. The schools were strati-
“ed according to location and randomly assigned to interven-
tion or comparison conditions. The results revealed that the
intervention group exhibited improved knowledge and more
tolerant attitudes toward people with AIDS. Fewer students
from the intervention schools (7%) than from the comparison
schools (17%) had had their sexual debut during the follow-
up interval.

Schools provide an ideal venue for the promotion of
healthy behavior because they allow access to young people
before they establish risky habits. Moreover, in countries
where education is mandatory, schools can reach the vast
majority of older children and adolescents without additional
outreach expense. Continuing controversy exists regarding
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whether sex education should occur in the school or in
the home, and whether abstinence is the only appropriate
outcome, continues to challenge the routine integration of
effective sex education and HIV risk reduction programs in
many schools.

Clinic-Based Programs

Primary care settings afford a unique opportunity to reach
the general population with HIV-risk reduction programs.
Gerbert, Bronstone, McPhee, Pantilat, and Allerton (1998)
developed a brief screening instrument for use in primary
medical care settings. Their measure (the HIV-Risk Screen-
ing Instrument, or HSI), contains 10 items (e.g., number of
sexual partners, condom use, STD history); the HSI is reli-
able, valid, and can be administered quickly, even by busy
physicians. Patients who participated in their studies report
that they felt it was important that their physician know this
information about them, and that they wished to discuss their
answers with their physician. This screen can serve to •break
the iceŽ for health care providers who might otherwise “nd
it dif“cult to inquire about socially sensitive behaviors. We
have also found that screening can be achieved easily in
mental health settings (Carey et al., 1999, 2001). Given that
screening instruments can be used during the routine intake
assessments, it is feasible to identify risk behavior in practice
and to implement targeted interventions for patients identi-
“ed as being at elevated risk for HIV.

Primary (Medical) Care Setting. Several interventions
have been tested in primary care settings. For example, Kelly
et al. (1994) evaluated the effectiveness of an HIV interven-
tion group for women in urban clinics. Women who engaged
in high risk behavior (N � 197) were recruited and assigned
to either an HIV-risk reduction group or a health promotion
comparison group. The HIV-risk reduction intervention was
modeled after Kelly•s (1995) successful group-based pro-
gram, initially developed in community samples of gay men
(described later in the chapter), and was implemented in “ve
small-group sessions. Key intervention components involved
HIV education; training in condom use, sexual assertiveness,
problem-solving, and self-management skills; and peer
support. At a 3-month follow-up, HIV group participants in-
creased their sexual communication and negotiation skills as
well as their condom use (from 26% to 56%) while reducing
occasions of unprotected sexual intercourse.

The value of Kelly•s (1995) model has also been demon-
strated with men in primary care settings. The NIMH Multi-
site HIV Prevention Trial (1998) targeted 3,706 high-risk

men and women at 37 clinics (mostly primary care but also
some STD clinics) across the United States. This ambitious
study evaluated the ef“cacy of an intervention based on Kelly
et al.•s approach when administered to small groups during
seven sessions. Participants who received the intervention re-
ported fewer unprotected sexual acts, had higher levels of
condom use, and were more likely to use condoms consis-
tently over a 12-month follow-up period. Although clinic
records revealed no difference in overall STD reinfection rate
between participants in the intervention and control condi-
tions, men recruited from STD clinics who received the
intervention had a gonorrhea incidence rate that was one-half
that of the control group. Participants who received the
intervention also reported fewer STD symptoms over the
12-month follow-up period.

Boekeloo et al. (1999) drew on social-cognitive theory
and the theory of reasoned action to develop an of“ce-based
intervention for adolescents seen in primary care settings.
They evaluated the intervention with 12- to 15-year-old pa-
tients (N � 215; 81% ethnic minorities) who were receiving
a general health examination in a managed care setting.
Both the risk behavior and the educational intervention were
administered with a private audiotape. This intervention
occurred during the course of a normal of“ce visit. One
promising “nding was that sexually active adolescents in the
intervention group were more likely to report condom use at
3 months compared to control participants. Also, at the
9-month follow-up, there were more signs of STD reported
by the controls (7/103) than the intervention group (0/94).
This clever intervention approach affords an attractive and
private option, especially for teens. It may also facilitate
discussion of sexual health issues between teens and their
health care providers.

Mental Health Care Clinics. Evidence indicating that
men and women who are receiving treatment for a severe
mental illness (SMI) are at elevated risk for infection with
HIV (Carey, Weinhardt, & Carey, 1995; Carey, Carey, &
Kalichman, 1997) has lead to the development of risk reduc-
tion programs that are tailored for this population. One of our
studies examined whether training women with a SMI to be
assertive in sexual situations would decrease their risk for
HIV infection (Weinhardt, Carey, Carey, & Verdecias, 1998).
Twenty female outpatients received either a 10-session as-
sertiveness intervention or a control condition. All women
completed measures of HIV-related information, motivation,
skills, and sexual risk behavior pre- and postintervention and
at two follow-ups. Compared with controls, women in the
intervention group increased their assertiveness skill, HIV
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knowledge, and frequency of protected intercourse. Other
studies have also provided evidence that cognitive-behavioral
interventions facilitate risk reduction in this population
(e.g., Kalichman, Sikkema, Kelly, & Bulto, 1995; Kelly,
McAuliffe, et al., 1997).

Community-Based Programs

Community-based interventions have attempted to reduce
risky behavior in a variety of populations, including adoles-
cents, men who have sex with men (MSM), and urban
women. Participants are typically recruited through impres-
sive outreach efforts to social service, recreational, and busi-
ness settings. The interventions may be organized into small
group approaches, community-wide interventions, or media
approaches.

Small Group Approaches. Perhaps the most in”uential
approach to HIV prevention is the behavioral skills approach,
initially developed by Kelly and his colleagues. After several
successful evaluations of his approach, Kelly (1995) subse-
quently published a detailed manual that describes how to
implement his approach. The key components of the inter-
vention are: risk education and sensitization (e.g., improving
recognition of their vulnerability to HIV), self-management
training (e.g., having condoms available, reducing alcohol
and drug use before sexual behavior, enhancing awareness of
mood states that might lead to risky behavior), sexual asser-
tion training (e.g., how to negotiate with partners for safer
sex, how to refuse unsafe sex), and developing social support
networks. Kelly•s intervention also identi“es when safer sex
is not necessary, and seeks to promote pride, self-esteem, and
empowerment, especially among traditionally disenfran-
chised groups such as gay men and ethnic minorities.

In an initial evaluation of the effectiveness of this
approach, Kelly, St. Lawrence, Hood, and Bras“eld (1989)
recruited 104 gay men with a history of frequent HIV-risk
behavior and then randomly assigned them to the skill-based
behavioral intervention or to a control group. All participants
completed self-report, self-monitoring, and behavioral
measures related to HIV-risk at several assessment occasions
pre- and postintervention. The results demonstrated that
participants who received the skills intervention increased
their knowledge and behavioral skills for refusing sexual
coercion; they also reduced the frequency of high-risk sexual
practices. These changes were maintained at the 8-month
follow-up.

The small group approach developed by Kelly has been
replicated with other populations in a variety of settings (e.g.,
Kelly et al., 1994; St. Lawrence et al., 1995), and has been the
object of extensive research. For example, Kalichman,

Rompa, and Coley (1996) conducted an experimental com-
ponent analysis to examine the separate and combined effects
of sexual communication and self-management skills train-
ing. Low-income women were randomly assigned to one
of four small-group interventions: (a) sexual communication
skills training, (b) self-management skills training, (c) both
sexual communication and self-management skills, or
(d) HIV education and risk sensitization. Women in all four
intervention conditions increased their knowledge and inten-
tions to reduce risk behaviors, but only those in the commu-
nication skills training reported higher rates of risk reduction
conversations and risk refusals. Perhaps most important,
those in the combined skills training condition showed the
lowest rates of unprotected sexual intercourse at the 3-month
follow-up.

Based on theoretical developments in health psychology,
which recognized that individuals differ in their •readiness-
to-change,Ž and that action-oriented skills programs may not
be optimal for precontemplators (Prochaska, DiClemente, &
Norcross, 1992), we sought to strengthen the motivational
component of existing skills-based approaches to HIV risk
reduction. We reasoned that a motivationally enriched inter-
vention would be more attractive to individuals with lower
initial interest due to competing life concerns, and that a mo-
tivational component may help such persons to understand
the implications of HIV for other life goals and allow them to
bene“t from skills-oriented components. This approach was
also consistent with the information-motivation-behavioral
skills model of HIV risk reduction (Fisher & Fisher, 1992).

Our initial project evaluated the motivational intervention
with 102 low-income women in a RCT (Carey, Maisto, et al.,
1997). Women were recruited using street outreach, and in-
vited to attend four, 90-minute group sessions. During the
“rst two sessions, they received personalized feedback re-
garding their HIV-related knowledge, risk perceptions, and
sexual behavior; viewed a motivational videotape of an HIV-
infected woman from the community; participated in exer-
cises to clarify the pros and cons of risky sex; and discussed
HIV relative to other concerns. The “nal two sessions were
devoted to the development of personalized action plans, ed-
ucation, and skills training. Results indicated that treated
women increased their knowledge and risk awareness,
strengthened their intentions to practice safer sex, communi-
cated their intentions to partners, reduced substance use
proximal to sexual activities, and engaged in fewer acts of
unprotected vaginal intercourse. These effects were observed
immediately and most were maintained at the follow-up.
Comparison of these results with those obtained in similar tri-
als suggested that the motivational approach yielded a larger
effect size relative to skills-based approaches. In a second
RCT (Carey et al., 2000), we strengthened our earlier design
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by including a health-promotion control group, and partially
replicated the results. Taken together, “ndings from these
studies demonstrate the effectiveness of an intervention that
targets HIV-related motivation as well as behavioral skills.
Subsequently, Belcher et al. (1998) have demonstrated the ef-
fectiveness of a single-session, motivational and skills-based
intervention for 68 women in a community setting.

Jemmott and colleagues (Jemmott, Jemmott, & Fong,
1992, 1998) have developed risk reduction programs speci“-
cally for inner-city minority youth. In an important early study,
Jemmott et al. (1992) assigned 157 African American male
adolescents to receive an intervention, based on the theory of
reasoned action, and aimed at increasingAIDS-related knowl-
edge and weakening problematic attitudes toward risky sexual
behavior, or to receive a control intervention on career oppor-
tunities. They found that the adolescents who received the
AIDS intervention increased their knowledge, reported less
favorable attitudes toward risky sexual behavior and lower in-
tentions to engage in risky behavior, compared to control
participants. Follow-up data collected three months later re-
vealed that the adolescents who had received the AIDS inter-
vention reported fewer occasions of vaginal intercourse, fewer
partners, greater use of condoms, and a lower incidence of het-
erosexual anal intercourse than did the other adolescents.

In a second study, Jemmott et al. (1998) evaluated the ef-
fects of two community-based HIV prevention programs. One
program was abstinence-oriented whereas the second was a
safer-sex program; both were compared to a health promotion
control group using a RCT with 3-, 6-, and 12-month follow-
ups. The interventions took place during eight, one-hour
meetings that were facilitated by adults or peer cofacilitators.
The abstinence intervention stressed delaying intercourse
whereas the safer-sex intervention stressed condom use. The
sample, 659 inner-city African American adolescents, was re-
cruited from three middle schools serving low-income com-
munities in Philadelphia. The results were quite interesting.At
the 3-month follow-up, abstinence intervention participants
were less likely to report having sexual intercourse than were
control group participants, but this effect weakened at the
follow-ups. Participants in the safer-sex intervention reported
more consistent condom use than did control group partici-
pants at 3 months and higher frequency of condom use at all
follow-ups. Among adolescents who reported sexual experi-
ence at baseline, the safer-sex intervention group reported less
sexual intercourse at 6- and 12-month follow-ups than did the
control and abstinence intervention and less unprotected
intercourse at all follow-ups than did control group. The re-
sults indicate that both abstinence and safer-sex interventions
reduced HIV sexual risk behaviors, but that safer-sex inter-
ventions may be more effective with sexually experienced
adolescents, and that they may have longer-lasting effects.

Stanton et al. (1996) focused their efforts on naturally
formed peer groups. In a RCT, they studied 76 groups con-
sisting of 383 (206 intervention and 177 control) African
American youths aged 9 to 15. The intervention was based on
protection motivation theory (R. W. Rogers, 1983). The
assessment focused on perceptions, intentions, and sexual be-
havior; it was administered to all adolescents at preinterven-
tion, and at 6- and 12-month follow-ups. The results indicated
that condom use was higher among intervention than control
youths (85% vs. 61%) at the 6-month follow-up. The inter-
vention impact at 6 months was strongest among boys
and early teens. However, by 12 months, condom use was
no longer higher among intervention youths. Intentions to
use condoms also increased among intervention youths at
6 months but not at 12 months. Some perceptions were posi-
tively affected at 6 months, but the change did not persist at
12 months. The attenuated effects seen at the follow-up are
consistent with results from other studies.

Community-Wide Approaches. Kelly is also responsi-
ble for a second in”uential approach to HIV risk reduction,
namely the popular opinion leader (POL) or social diffusion
model. This approach draws on the diffusion of innovation/
social in”uence principles (E. M. Rogers, 1983), and posits
that innovations often result from the efforts of a relatively
small segment of •opinion leadersŽwho initially adopt a new
practice and subsequently encourage its adoption by others.
Gradually, the initial adoption, modeling, and encouragement
by POLs results in the diffusion of innovations throughout a
population.

Kelly et al.•s initial study (1991) took place in three small
cities in the southern United States. Two cities served as con-
trols and one city served as the intervention city. Across the
three cities, a total of 659 gay men completed surveys at two
baseline periods. The intervention involved identifying 43
popular opinion leaders in gay bars, training these men in
HIV risk education and skills training, and contracting with
them to endorse behavior change to their peers while in the
bar settings. At the postintervention assessment, 608 men
completed surveys. In the intervention city, the proportion
of men who engaged in unprotected anal intercourse over a
2-month period decreased from 37% to 27%. Relative to
baseline levels, there was a 16% increase in condom use dur-
ing anal intercourse and an 18% decrease in the proportion of
men with more than one sexual partner. In contrast, there was
little change in risk behavior among men in the comparison
cities. A second study replicated the effectiveness of the POL
model in three cities (Kelly et al., 1992), and a third project
has extended the initial “ndings to four more cities (Kelly,
Murphy, Sikkema, et al., 1997). Subsequent extensions of the
POL model to younger gay men (Kegeles, Hays, & Coates,
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1996) and to women living in 18 low-income housing devel-
opments (Sikkema et al., 2000) have been reported. This
model has proven to be so successful that it serves as the
conceptual basis for an ongoing, NIMH-sponsored multisite
international study.

Two approaches to HIV risk-reduction strategies for
drug-using populations can be considered midstream ap-
proaches: community-based outreach and network approaches.
Community-based outreach typically targets out-of-
treatment injection drug users (IDUs), and provides risk re-
duction messages, condoms, bleach and needle disinfecting
supplies, encouragement to seek HIV C&T, and referrals to
drug abuse treatment. A recent review of 36 single group and
quasi-experimental studies indicated that two-thirds of the
outreach efforts resulted in subsequent HIV C&T and IDUs
reduced baseline levels of drug-related and sex-related risk
behaviors following their participation in a outreach inter-
vention (S. Coyle, Needle, & Normand, 1998). This review
also concluded that, following involvement in outreach pro-
grams, IDUs reduce drug injection behavior and are less
likely to reuse syringes, needles, and other injection equip-
ment (e.g., cookers, cotton). Outreach interventions have re-
sulted in greater use of needle disinfection and an increased
likelihood of entry into drug treatment (S. Coyle et al., 1998).
One quasi-experimental study found reduced HIV seroinci-
dence among outreach participants (Wiebel et al., 1996). The
effects of outreach efforts on sex-related risks are less im-
pressive; there has been increased condom use but the major-
ity still practice unsafe sex.

Network approaches targeted toward drug users seek to
change community based norms and patterns of risk among
network members and to enhance readiness to enter drug abuse
treatment. These approaches represent a shift in focus from the
individual to transactions among individuals and to the context
in which drugs are procured and used (Needle et al., 1998).
Latkin (1998) compared a network with a standard interven-
tion; the network approach was similar to the POL imple-
mented in Kelly et al. (1992) in that peer leaders were identi“ed
and they participated in a 10-session training program. They
were then encouraged to contact their drug using peers and pro-
vide outreach. Pretest and posttest surveys found that IDU
opinion leaders were able to reach 78% of their peers. Contact
with opinion leaders was associated with increased condom
use, and increased use of bleach to clean needles; peers in the
network were less likely to use unbleached needles.

Media Approaches. Many preventionists recognize that
intensive, individual and small group approaches work well,
but they reach a relatively small segment of the community.
Mass media, such as television, radio, and print publications,

afford the potential for greater •reach.Ž Use of the media as a
primary prevention strategy in the United States has not been
widely implemented. One notable exception is the •Condom
Campaign,Žwhich occurred in three urban Washington com-
munities (Alstead et al., 1999). This quasi-experimental pro-
gram targeted urban adolescents in areas known for high rates
of adolescent STDs, and sought to overcome two widely cited
obstacles to condom use among adolescents: negative attitudes
and dif“cult access. Campaign leaders “rst formed an advisory
board; next, they secured pro bono services from a local adver-
tising agency to donate advertising expertise. Then, working
with the advisory board and ad agency, they developed a three-
pronged approach to improve condom attitudes and use: (a) se-
cure support through outreach efforts to community-based
leaders and organizations, (b) develop and distribute procon-
dom messages through the media (e.g., radio, billboards, bus
signs, and brochures); and (c) make condoms available
through free or low-cost distribution in easily accessed public
settings (e.g., condom bins and vending machines in dressing
rooms, restrooms and other private settings accessible to
teens). Pilot evaluation indicated that 73% of the target youth
reported exposure to the campaign and radio in”uenced the
largest number of adolescents. Unfortunately, evaluation of
the risk reduction effects of the campaign was meager, and did
not reveal risk reduction over the study interval.

Although media programs have a larger reach, we would
expect individual and small group approaches to result in
larger effects. As suggested earlier in this chapter (Fig-
ure 10.1), complementary prevention initiatives across multi-
ple target points are needed over a sustained period of time.
Such approaches require a large commitment of resources to
implement, and would be very challenging to evaluate. From
a theoretical perspective, however, such an approach would
appear to be the most effective. A recent study illustrates how
we might begin such a challenging task.

Celentano et al. (2000) report the results of a study that
sought to evaluate the effectiveness of both a small group and
social diffusion intervention. Their small group intervention
was designed to encourage condom use, reduce alcohol con-
sumption and brothel use, and enhance sexual negotiation
and condom skills. Three group were formed for the study.
Group 1 (n � 450) received the small group intervention.
Group 2 (n � 681) lived in near-by barracks at the same mil-
itary base but did not receive the intervention; this was the
diffusion group. Group 3 (n � 414) were in distant camps
(controls). Outcome measures included testing for HIV in-
fection as well as behavioral measures. The intervention was
applied for 15 months, and men were followed up at 6-month
intervals (with repeated HIV and STD testing). The results
were rather stunning. The intervention decreased incident
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HIV infections by 50% in the intervention group. Moreover,
after adjusting for baseline risk factors, incident STDs were
seven times less frequent among men assigned to the inter-
vention than the combined controls; however, contrary to ear-
lier “ndings (e.g., Kelly, Murphy, Sikkema, et al., 1997), there
was no diffusion of the intervention to adjacent barracks.

Summary

Three midstream approaches have been evaluated to date: in-
dividual and small group approaches, communitywide ap-
proaches, and media campaigns. Individual and small group
approaches are often guided by social-cognitive theoretical
frameworks and emphasize education; skills training (e.g.,
observation, modeling, rehearsal, feedback, reinforcement);
cognitive modi“cation (e.g., outcome expectancies, self-
ef“cacy beliefs); and social reinforcement for instituting
behavior changes. Consistent with a meta-analytic integra-
tion of this literature (Kalichman, Carey, & Johnson, 1996),
our observation is that such interventions consistently reduce
short-term risk behavior and, in a few studies, are also asso-
ciated with a lowered incidence of new STDs. Evidence of
the long-term effectiveness of these interventions is needed,
and the potential reach of such programs is limited due to
their cost.

A second midstream approach involves community-based
interventions, often in”uenced by social diffusion theory.
Fewer studies of this approach have been completed, but
these also provide evidence of reductions in risk behavior at
the community level. As with small group approaches, the ef-
fect sizes from these studies tend to be modest. Finally, media
approaches have the widest reach but might be expected to
have the least short-term impact. However, media approaches
promise to prime communities and individuals for more in-
tensive risk-reduction efforts, can create social norms that
are supportive of risk reduction, and might serve as back-
ground •boostersŽ of more intensive risk-reduction strate-
gies. Indeed, several upstream approaches completed in
smaller countries demonstrate the value of combining face-
to-face interventions, with media and policy changes.

Upstream Approaches

Public policy interventions including governmental, institu-
tional, and organizational actions directed at entire popula-
tions rarely have been implemented in the United States.
One upstream approach that has been evaluated is needle
exchange programs, which is regarded as a •population-
levelŽ approach (Des Jarlais, 2000). The results from needle
exchange programs has been mixed. Three studies conducted

in Canada and the Netherlands have reported that needle ex-
change has no effect on HIV incidence (Bruneau et al., 1997;
Strathdee et al., 1997; van Ameijden, van den Hoek, van
Haastrecht, & Coutinho, 1992) but two U.S. studies have
found that HIV incidence is reduced by needle exchange pro-
grams (Des Jarlais et al., 1996; Heimer, Kaplan, Khoshnood,
Jariwala, & Cadman, 1993). Interpreting these mixed “nd-
ings is challenging, but most experts agree that (a) measuring
the effects of needle exchange on HIV incidence is compli-
cated, (b) needle exchange programs do serve as a link to
drug treatment and as platforms for the delivery of other
needed clinical services, and (c) needle exchange programs
are not enough but can serve as one part of a useful compre-
hensive approach to risk reduction for IDUs (Des Jarlais,
2000; Vlahov, 2000). There is no evidence that needle ex-
change programs lead to increased drug use, a concern that
has been expressed.

Other countries have implemented and evaluated large
national HIV prevention programs. For example, Nelson
et al. (1996) evaluated Thailand•s •100% Condom Pro-
gram,Ž a policy started in response to the high seropreva-
lence of HIV among sex workers. This program began in
1990 and mandated condom use during commercial sex.
Nelson et al. followed cohorts of young men who were con-
scripted into the army in 1991, 1993, and 1995. In the 1991
and 1993 cohorts, the prevalence of HIV infection was 10%
to 12% but by 1995, it had decreased to 7%. Over the study
period, the proportion of men who reported having sexual
relations with a sex worker also declined from 82% to 64%.
From 1991 to 1995, condom use during the most recent
sexual contacts with sex workers increased from 61% to
92%; and in 1995, 15% percent of men had a history of a
STD, as compared with 42% in 1991. Subsequent reports
from this research group have documented the dramatic
decrease in the incidence rates of STDs, including HIV in-
fection, among young men in military service in Thailand
(Celentano et al., 1998). Such programs could be imple-
mented by other countries experiencing epidemics of hetero-
sexually transmitted HIV and are likely to decrease the
spread of the epidemic.

Switzerland provides an example of a national AIDS
prevention strategy in the developed world (Dubois-Arber,
Jeannin, Konings, & Paccaud, 1997; Dubois-Arber, Jeannin,
& Spencer, 1999). The intervention strategy involved three
components: (a) a general publication education campaign
that used the national media (print, TV, radio, posters) and
public relations events to provide accurate information, to
promote condom use outside of stable monogamous rela-
tionships, to encourage monogamy, and to promote toler-
ance regarding infected persons; and (b) risk reduction
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programs targeted toward suspected high risk •groupsŽ of
IDUs, adolescents, and gay men; and (c) intensive risk re-
duction counseling through traditional clinical and educa-
tional channels. Beginning in 1987, this strategy has been
subject to a continuous process of both qualitative and quan-
titative evaluation (Dubois-Arber et al., 1999). For example,
Dubois-Arber et al. (1997) reported that, although there had
been no changes in level of sexual activity, condom use with
a new steady partner increased between 1988 and 1994 from
40% to 64% among 17- to 30-year-olds, and from 57% to
72% among those aged 31 to 45. Systematic condom use
with casual partners increased from 8% to 56% between
1987 and 1994 among 17- to 30-year-olds, and from 22% to
42% between 1989 and 1994 among those aged 31 to 45. As
one would hope, condom use was higher among those with
multiple partners. Based on these ongoing evaluations, rec-
ommendations have been formulated by investigators, and
used by policymakers. Dubois-Arber et al. (1999) note that
the cost of such evaluation is low relative to the amount of
information provided, and that this project has also con-
tributed to the development of a culture of evaluation in
Switzerland.

Upstream approaches have much to recommend them, and
often involve integration of downstream and midstream ap-
proaches. Thus, far, they have been most successful in
smaller countries.

SECONDARY PREVENTION

Thus far, we have considered the progress that has been made
in the development of primary prevention interventions to
reduce the transmission of new HIV infections. We now
consider the contributions of health psychology research in
the area of HIV secondary prevention. In the present context,
secondary prevention refers broadly to interventions de-
signed to reduce adverse health, behavioral, and psychologi-
cal outcomes among men and women living with HIV
disease. Treatment gains brought about by the availability of
highly-active antiretroviral therapies (HAART) have
renewed hope for many persons living with HIV/AIDS.
However, many do not experience lasting bene“ts from
HAART, and those who do respond face many long-term
stressors and behavioral demands. The availability of
improved treatments raises a number of new priorities for
health psychologists in their work with persons living with
HIV. After providing an overview of recent advances in HIV
medical care, we focus on three critical issues in secondary
prevention: (a) coping and psychological intervention needs
among people living with HIV, (b) adherence to complex

drug regimens, and (c) sexual and drug use risk-reduction
needs among persons living with HIV.

Historical and Psychosocial Context of HIV
Medical Care

Nearly 20 years have passed since the “rst cases of AIDS
were described in the scienti“c literature and HIV was found
to be the causal agent in AIDS (Barre-Sinoussi et al., 1983;
Gallo et al., 1984). Early in the epidemic, the only treatments
that were available were palliative efforts to forestall AIDS-
related opportunistic infections. Indeed, thousands of people
lost their lives well before a diagnostic test was available to
identify HIV infection. The early years of the epidemic were
characterized by an atmosphere of alarm, fear, and mistrust,
as many people sought to distance themselves from (and
often sought to blame) stigmatized groups of gay men,
Haitians, injection drug users, and hemophiliacs who were
identi“ed initially as carriers of a new and mysterious infec-
tious disease (Kobayashi, 1997). Those who developed AIDS
often died quickly and in isolation, leaving loved ones in a
state of fear and disbelief, mourning a sudden loss while wor-
rying that contact with the infected person may have infected
others with the disease. Meanwhile, with no understanding of
disease pathogenesis or transmission routes, the number of
new cases of HIV rose steadily.

In 1985, the ability to detect HIV antibodies represented a
crucial “rst step for the initiation of drug trials, and was of
obvious importance for prevention efforts. By con“rming
that many who were infected with HIV looked and felt •per-
fectly healthy,Ž HIV testing provided the early framework
for prevention work emphasizing the need for safer sex with
all partners of unknown serostatus. Further, HIV testing dis-
pelled the myth that HIV could be transmitted through casual
contact, allowing people to feel more comfortable interact-
ing, supporting, and providing treatment for those who were
infected. For many, however, the availability of HIV testing
raised more concerns and questions than it answered
(Kobayashi, 1997). The lack of treatment options, high levels
of stigma and discrimination associated with HIV, and
heightened anxiety associated with what was correctly per-
ceived as a virtual •death sentence,Ž led many at-risk men
and women to question the utility of HIV testing.

The “rst major treatment milestone came in 1987 when
the antiretroviral therapy zidovudine (AZT) became widely
available to persons living with HIV. Clinical trials demon-
strating that AZT treatment led to increased T-helper lym-
phocytes, reduced frequency of opportunistic infections, and
prolonged survival time (Fischl et al., 1987) provided some
cause for optimism. However, for most patients, long-term
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bene“ts from AZT proved to be elusive, in part because of the
ability of HIV to develop resistance to individual antiretrovi-
ral agents (Larder & Kemp, 1989). Further, the use of AZT
was frequently associated with dose-limiting side effects
such as anemia (Richman et al., 1987), and in many patients
its prolonged use was not well-tolerated. In subsequent years,
the ef“cacy of sequencing AZT monotherapy with additional
drug agents was explored. With aggressive early HIV man-
agement, patients who had already received AZT and were
later switched to other antiretrovirals were shown to experi-
ence better clinical outcomes (Hammer et al., 1997). This
monotherapy approach to treatment remained the standard of
care up until the mid-1990s, but typically provided only tran-
sient bene“ts, along with a host of toxic side effects.

It was within the context of limited treatment options and
bleak health prospects that two nearly simultaneous medical
breakthroughs occurred. The “rst was the development of a
diagnostic test to quantify levels of HIV RNA or •viral loadŽ
in the blood plasma of infected individuals. Although CD4
counts provided useful information about the impact of HIV
on immune functioning, the ability to measure viral load pro-
vided a more precise tool for tracking progression of viral
replication and assessing the impact of therapeutic medica-
tions, and led to a greater appreciation of the high HIV bur-
den in infected persons from the onset of the illness (Ho et al.,
1995). The second major breakthrough was the discovery of
protease inhibitors, a new class of drugs that, when used in
combination with two or more new or existing antiretrovirals,
could target HIV at multiple points in the replication cycle.
Initial clinical trials showed that many patients treated with
combinations of HAART experienced reduced viral load to
undetectable levels, fewer opportunistic infections, and in-
creased life expectancies (Collier et al., 1996; Gulick et al.,
1997). As a result, HIV combination therapies became the
standard of care.

The availability of HIV treatments affected disease course
where new treatments were available. Data from the United
States indicated a 44% drop in AIDS-related deaths between
1996 and 1997 (CDC, 1997), a decline attributable to the use
of combination HIV therapies (Palella et al., 1998). Many
people have experienced miraculous turnarounds and sus-
tained HIV viral suppression as a result of the newer thera-
pies; unfortunately, however, treatment bene“ts are not
shared equally by all persons living with HIV disease. A sub-
stantial minority of patients treated with combination thera-
pies do not achieve or sustain lasting bene“ts from the newer
HIV therapies. Estimates of treatment failures„stemming
from drug discontinuation due to intolerable side effects,
poor medication adherence, or multidrug resistant strains of
HIV (Hecht et al., 1998)„range from 15% to 25% in RCT s

(Gulick et al., 1997) and are as high as 60% in uncontrolled
community-based samples (Fatkenheuer et al., 1997).

In addition, access to treatment is limited to only the wealth-
iest of nations. It has been estimated that as few as 10% of pa-
tientsworldwidehaveaccess to therapy.Evenwithin theUnited
States, there are disparities in treatment access (Shapiro et al.,
1999). Mirroring overall seroprevalence patterns, the urban
poor, ethnic minorities, women, and other the disenfranchised
groups have reduced access to the new treatments (Andersen
et al., 2000). Indeed, there is increasing fear that disparities in
treatment access and variable treatment response may lead to
two classes of persons living with HIV disease, with more
favorable outcomes occurring among those with higher socioe-
conomic status (Rapiti, Porta, Forastiere, Fusco, & Perucci,
2000).Thus, although it was hoped that HIVmight soon resem-
ble a serious but chronic health condition, disparities in treat-
ment access and wide variability in treatment response suggest
that it is too premature to describe HIVas a manageable disease.
Talk of a •cureŽ has therefore been replaced by a mood of
guarded optimism within the HIV care community.

Critical Issues in Secondary Prevention

With this background, we now consider the important role of
health psychology research and practice in improving med-
ical outcomes and quality of life among persons living with
HIV. Interventions to improve quality of life and medical
management of HIV disease often must include psychosocial
support and treatment to addresses the long-term adjustment
and coping challenges that confront patients living with HIV.
In addition, favorable treatment outcomes depend not just on
access to new medications, but on patients• ability to consis-
tently adhere to complex medication regimens. Finally,
longer term treatment success also may hinge on the ability
of patients• to maintain protective health behaviors to avoid
re-infection with a drug resistant HIV strain.

Psychological Intervention Needs among People
Living with HIV

For much of the history of the epidemic, mental health re-
search involving HIV-positive men and women focused on
the psychosocial impact of an incurable, progressively wors-
ening health condition. Not surprisingly, studies conducted
prior to the advent of HAART suggest that HIV-positive men
and women were at considerable risk for Axis I mood and
adjustment disorders (Rabkin, Wagener, & Rabkin, 1996).
Although there is some evidence pointing to a recent de-
cline in the prevalence of depressive disorders among some
populations of HIV-positive persons because of improved
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treatment options (Low-Beer et al., 2000; Rabkin, Ferrando,
Lin, Sewell, & McElhiney, 2000), HIV disease triggers a host
of powerful stressors. Treatment and support for individuals
experiencing adjustment dif“culties not only can improve
mental health functioning and quality of life, but also may
have direct effects on disease progression. In this section, we
brie”y consider the range of stressors that confront persons
living with HIV disease, the impact these stressors have on
disease progression, and several exemplar studies suggesting
promising intervention approaches to improve coping and
psychological adaptation among persons living with HIV.

HIV-Related Stressors. Persons living with HIVexperi-
ence a wide range of stressors throughout the course of their
illness. Although the nature and severity of psychological dis-
tress and coping dif“culties vary from person to person, several
distinct phases of the illness are commonly associated with in-
creased anxiety and depressive symptoms (Kalichman, 1998).
Receipt of a positive test result, even if it was expected, is de-
scribed by many as being among the most challenging and
stressfulperiodsofadaptation facedduring thecourseof the ill-
ness. Individuals often experience a mixture of shock, denial,
guilt and fear, as well as concerns about whether to disclose the
illness to others (Ostrow et al., 1989). During this initial phase,
patients must also consider a bewildering array of options with
regard to the initiation of treatment, including the dif“cult issue
of when to start HAART. Emotional distress is often most in-
tense during the “rst months of HIV infection, but prospective
studies indicate that symptoms of depression and anxiety often
decline in the months following HIV test noti“cation (Rabkin
et al., 1991). Distress during the asymptomatic phase of HIV
disease often results from the multiple uncertainties of future
health decline, impaired occupational functioning, high costs
of medical care, and declining social supports.

The “rst signs and symptoms of HIV disease progression
often lead to a resurgence of more extreme anxiety and de-
pressive symptoms that can often persist inde“nitely as pa-
tients cope with the uncertainties associated with potential
progression to AIDS. Finally, the actual diagnosis of AIDS is
often experienced as being very traumatic, because it can sig-
nify the •beginning of the endŽ for patients facing likely
death. Severe distress associated with an AIDS diagnoses is
often short-lived (Rabkin et al., 1997), suggesting that many
people with AIDS show an extraordinary capacity to adapt to
advancing disease. Regardless of disease stage, other stres-
sors commonly experienced by persons living with HIV in-
clude the challenge of accessing and paying for medical care,
experiences of stigmatization, and bereavement associated
with the loss of other loved ones to AIDS (for a review, see
Kalichman & Catz, 2000).

Although many of the coping challenges experienced by
patients today are similar to those experienced prior to the
advent of combination therapies, a number of new chal-
lenges have emerged following the advent of HAART
(Kelly, Otto-Salaj, Sikkema, Pinkerton, & Bloom, 1998;
Catz & Kelly, 2001). On an individual level, many patients
have experienced a rapid turn-around in health status as a
result of combination therapies. Improvements in health
outlook, described by some as a •second lifeŽ (Rabkin &
Ferrando, 1997), have led to considerable relief for those
experiencing the bene“ts; however, this second life also
gives birth to new stressors. Many who had previously an-
ticipated the prospect of debilitating illness and early death
now must adapt to the uncertain possibility of remaining in
good health for many years to come. Although clearly good
news, anticipation of prolonged periods of good health
forces individuals to confront dif“cult choices concerning
matters such as whether to give up disability bene“ts and re-
turn to work, and the initiation of new relationships. Patients
who succeed with combination therapies must also cope
with the lifelong need to adhere to exceedingly complex
HAART regimens. In stark contrast to individuals who re-
spond well to HAART, those who have not responded well
frequently experience a profound sense of disappointment,
often blaming themselves for •treatment failureŽ (Bogart
et al., 2000). Failure to respond to combination therapies
may result in a sense of injustice that the best available
treatment are not personally effective, as well as fatalism
about the future (Rabkin & Ferrando, 1997). Repeated treat-
ment failure may ultimately precipitate the onset of more
serious major mood disorders requiring psychological or
pharmacological treatment.

Coping Interventions and Health. There has been con-
siderable interest in understanding whether psychosocial fac-
tors such as depression, anxiety, and coping style in”uence
HIV disease progression. Studies linking psychosocial vari-
ables longitudinally with disease progression in HIV have
yielded somewhat contradictory results, but nonetheless pro-
vide some evidence to suggest that positive psychological ad-
justment can be associated with improved clinical outcomes.
For example, several studies report a positive association be-
tween HIV disease progression and depressive symptoms
(Burack et al., 1993; Leserman et al., 1999), measures of inter-
personal sensitivity (Cole, Kemeny, & Taylor, 1997), AIDS-
related bereavement (Kemeny et al., 1995), and negative
HIV-speci“c expectancies (Reed, Kemeny, Taylor, &
Visscher, 1999). However, other studies have failed to “nd an
association between stress and HIV disease progression
(Coates, McKusick, Kuno, & Stites, 1989; Rabkin et al., 1991).
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Drawing on research suggesting the bene“ts of positive
psychological adjustment to HIV disease, a number of inves-
tigators have sought to evaluate the impact of stress-reduction
interventions on mental health functioning and, in some in-
stances, HIV disease course. For example, Folkman and
Chesney (1991) developed an intensive coping intervention
for HIV-positive individuals called Coping Effectiveness
Training (CET). The CET intervention consists of 10 group-
based training sessions designed to improve coping skills
through the use of cognitive behavioral strategies and en-
hancement of social support. An RCT involving 128 HIV-
positive gay men with some depressive symptoms (Chesney,
Folkman, & Chambers, 1996) showed promising results for
CET. Subjects were assigned to either CET or to an HIV
education support group. Those receiving the CET interven-
tion showed a signi“cant increase in self-ef“cacy, and
decreased distress compared to participants in the informa-
tion only group. However, no differences were found
between the CET and control group on CD4 cell counts or
HIV-related symptoms.

A multifaceted cognitive behavioral stress management
program (CBSM) developed by Antoni et al. (1991) has
shown even greater promise as an approach to reducing psy-
chological distress and improved health-related outcomes
among persons living with HIV. The CBSM is a 10-week
group-based intervention that includes techniques for build-
ing awareness of stress and negative thoughts, cognitive re-
structuring techniques, relaxation and imagery techniques,
coping skills training, interpersonal skills training, and meth-
ods for enhancing social support. In one of the earliest stud-
ies involving CBSM, asymptomatic gay and bisexual men
newly diagnosed with HIV and who received the CBSM ex-
perienced improvement in immune functioning in the form of
increased CD4 counts relative to participants assigned to a
control condition. Somewhat surprisingly, however, partici-
pants in the CBSM group showed no improvements in mood-
related symptoms (Antoni et al., 1991).

Other studies provide more direct evidence of the potential
utility of cognitive behavior interventions to ameliorate psy-
chological distress and improve health outcomes. Antoni
et al. (2000) tested the effects of CBSM among symptomatic
HIV-positive gay men. Seventy-three men were randomized
to the intervention or a wait-list control (WLC) condition.
Men assigned to CBSM showed lower posttreatment levels of
self-reported anxiety, anger, total mood disturbance, and per-
ceived stress. In addition, men receiving the CBSM demon-
strated less norepinephrine output as compared with men in
the WLC group. Even more noteworthy were “ndings con-
cerning long-term immune functioning. Signi“cantly greater
numbers of T-cell lymphocytes were found 6 to 12 months

later in those assigned to CBSM relative to those in the con-
trol group, suggesting that the intervention resulted in lasting
improvement in immune functioning.

Research is needed to clarify whether psychological inter-
ventions improve health outcomes among diverse popula-
tions of HIV-positive men and women. These studies, along
with “ndings from studies involving the use of support
groups (Kelly et al., 1993), nonetheless provide evidence that
group-based stress management and supportive interventions
can reduce distress and contribute to improved quality of life
for people living with HIV. As the number of people living
with HIV disease continues to rise, it will become increas-
ingly important to incorporate promising research-based cop-
ing interventions into standard care.

Medication Adherence

Successful treatment with combination therapy results in al-
most total suppression of HIV viral load. Failure to achieve
sustained suppression of HIV viral load can lead to the devel-
opment of multidrug resistant strains of the virus and,
ultimately, poor clinical outcomes (Mayer, 1999). Several bio-
medical factors, including prior experience with antiretroviral
medications, disease stage, and the timing of the initiation of
combination therapies can contribute to poor treatment
response (Fatkenheuer et al., 1997). Also important to the
sustained success of HIV combination therapies is patient ad-
herence. Indeed, the critical importance of adherence has
led to calls for behavioral research on the dynamics of medica-
tion adherence as a means of improving HIV medical care
(Chesney, Ickovics, Hecht, Sikipa, & Rabkin, 1999; Kelly,
Otto-Salaj, et al., 1998; Rabkin & Ferrando, 1997). Because re-
search on adherence to HIV medications is just beginning to ap-
pear in the scienti“c literature, our focus here is to describe the
nature and scope of the adherence challenge, and to identify
promising directions for interventions to improve adherence.

Nature and Scope of the Problem. Combination ther-
apy regimens have been described as being perhaps the most
rigorous, demanding, and unforgiving of any outpatient oral
treatments ever introduced (Rabkin & Chesney, 1999). Com-
bination therapy regimens typically require patients to take a
protease inhibitor and two or more antiretroviral therapies
throughout the day and night, often at varying time intervals.
Some treatments must be taken on an empty stomach,
whereas others are to be taken with food. To complicate mat-
ters further, some medications must be kept in refrigeration
whereas others do not. Together with other medications pre-
scribed as a prophylactic (i.e., to prevent opportunistic infec-
tions or illnesses) or for symptomatic illnesses, patients are
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sometimes required to take as many as 20 pills per day. Al-
though efforts are underway to develop simpli“ed treatment
regimens (Cohen, Hellinger, & Norris, 2000), treatments will
continue to be complex, requiring considerable patient effort
and tracking.

Treatment adherence is a common concern for all areas of
medicine, but it takes on increasing importance in the area of
HIV care because of the severe consequences associated with
even modest deviations from prescribed regimens. Several
studies document a strong association between poor adher-
ence and failure to suppress viral load (Montaner et al., 1998;
Paterson et al., 2000). For example, Paterson et al. (2000) re-
port that failure to maintain viral suppression to undetectable
levels was documented in 22% of patients with adherence of
95% or greater, whereas nearly two-thirds of patients with ad-
herence rates ranging from 80% to 94% experienced virologic
failure. Patients with less than 80% adherence faired even
worse, with only 20% of those patients avoiding drug failure.
Moreover, patients with adherence of 95% or greater had
fewer days in the hospital than those with less than 95% adher-
ence, and experienced no opportunistic infections or deaths.
These dramatic “ndings are particularly noteworthy given that
in other areas of medicine, acceptable adherence levels are
often considered to be in the 80% to 90% range (Haynes,
McKibbon, & Kanani, 1996), and underscore the long-term
self-management challenges faced by HIV-positive patients.

The unforgiving nature of combination therapy treat-
ments suggests that many patients who initiate combi-
nation therapieshave a time-limitedopportunity to succeedwith
treatment. Even brief drug holidays can lead to rapid viral repli-
cation, drug resistance, and (ultimately) failure to respond to
other combination therapies. Further, patients initiating combi-
nation therapy treatments face what may well be a lifetime of
intensive pill taking, given the inevitability of rapid viral •re-
boundŽ among patients who discontinue therapy (Dornadula
et al., 1999). The complexity of the drug regimen is not the only
factor rendering treatment adherence a challenge. Under even
the best of circumstances, combination therapy can cause a host
of unpleasant and sometimes severe side effects including fa-
tigue, nausea, vomiting, and diarrhea, as well as longer term side
effects (i.e., oral numbness, metallic taste, lipodystrophy, and
peripheral neuropathy; Rabkin & Chesney, 1999).

Several studies provide estimates of the prevalence of
therapy adherence problems involving HIV-positive persons.
Among patients recruited from an infectious disease clinic,
17% reported missing one or more doses in the last two days,
and 31% of respondents reported missing one or more doses
of combination therapy in the last “ve days (Catz, Kelly,
Bogart, Benotsch, & McAuliffe, 2000). Similar estimates of
poor adherence were reported in a study involving partici-

pants in a multisite HIV treatment trial (Chesney et al., 2000),
and in a community sample of predominately African
American men and women (Kalichman, Ramachandran, &
Catz, 1999). Adherence based on self-report may underesti-
mate the frequency of missed dosages. A study comparing the
use of self-report, unannounced pill counts, and electronic
pill cap monitoring found that median adherence was 89%,
73%, and 67% by self-report, pill count, and electronic med-
ication monitor, respectively (Bangsberg et al., 2000).

Interventions to Promote Adherence. Research inves-
tigating correlates and barriers to HIV treatment adherence
point to the challenges that lie ahead in designing effective
behavioral interventions to improve adherence. Risk factors
that characterize individuals who are at elevated risk for con-
tracting HIV, including poverty, social marginilization, sub-
stance abuse, and mental illness, are also likely to serve as
barriers to HIV treatment adherence. Qualitative research
summarized by Rabkin and Chesney (1999) identi“ed sev-
eral obstacles faced by individuals who lack adequate
economic resources when they try to adhere to their HIV
medications. Patients who are at elevated risk for substance
use disorders (e.g., Malow et al., 1998) and psychiatric ill-
ness (e.g., Stein et al., 2000) are also less likely to adhere to
their medication regimen. These “ndings highlight the
dilemma faced by many physicians when working with indi-
viduals whose life circumstances make adequate treatment
adherence unlikely. Indeed, some physicians argue that be-
cause of the risks of developing multidrug resistance from
poor adherence, some newly diagnosed patients may be
served best by delaying initiation of combination therapies in
favor of “rst treating acute illnesses and resolving other basic
psychosocial issues such as substance abuse, housing, and
health insurance (Bangsberg, Tulsky, Hecht, & Moss, 1997).

Psychosocial factors, including social support, psychol-
ogical distress, and self-ef“cacy beliefs also appear to be
important factors contributing to combination therapy adher-
ence (Catz, et al., 2000; Mostashari, Riley, Selwyn, & Altice,
1998). In an effort to identify other patient factors that could
help to account for missed dosages, several recent studies
also report on open-ended responses provided by patients
concerning reasons for missed dosages (see Catz et al., 2000;
Chesney et al., 2000; Weidle et al., 1999). •Simply forget-
tingŽ and confusion about the treatment regimen are cited
commonly as reasons for missed dosages, as are concerns
over side effects, and dif“culties in “tting complicated pill-
taking regimens into a daily routine. Many patients also raise
concerns about the psychological impact of being reminded
frequently of one•s disease, and fear that others will “nd out
that they are HIV-positive.
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Finally, aspects of the treatment itself, including patients•
knowledge about treatments and their experience with med-
ications in”uence adherence. Chesney et al. (2000) found
that patients who did not understand the relationship between
missed doses and the development of drug resistance were
more likely to report poor adherence. Confusion regarding
treatment doses may be particularly common among patients
with limited education and low rates of health literacy. For
example, “ndings from a community sample of persons liv-
ing with HIV revealed that low health literacy was a stronger
predictor of poor adherence than was substance use, depres-
sion, and attitudes toward health care providers (Kalichman
et al., 1999). Consistent with earlier studies of adherence
prior to the advent of protease inhibitors, multiple side effects
also play an important role in missed dosages or drug discon-
tinuation (Catz et al., 2000), as do patient beliefs regarding
perceived ef“cacy of treatments (e.g., Aversa & Kimberlin,
1996).

Clearly, there is still much to learn about the dynamics of
treatment adherence. Nonetheless, it is crucial that health be-
havior researchers and medical treatment teams proceed with
innovative approaches to improving HIV treatment adher-
ence. Although there are no published “ndings concerning
the comparative effectiveness of different approaches to im-
proving treatment adherence in HIV disease, approaches to
HIV treatment adherence can be informed by previous re-
search in other areas of behavioral medicine (Sikkema &
Kelly, 1996). These include intervention directed both to-
ward individual patients, as well as interventions directed
toward health care providers. Although adherence interven-
tions might occur within a variety of settings, the integration
of adherence interventions within health care and social
service settings already serving people with HIV is likely to
have the broadest patient impact (Kelly, Otto-Salaj, et al.,
1998).

In other areas of medicine, a common approach to improv-
ing patient adherence is to provide targeted interventions to
patients who are at greatest risk for adherence problems. In
HIV care settings, it may be most prudent to assume that all
patients are vulnerable to adherence problems. Because of the
complexities of combination therapy regimens and because
many patients come from disadvantaged educational back-
grounds, health education strategies should start at the onset of
treatment (Wainberg & Cournos, 2000). Health care providers
need to supply information about the nature of HIV treatment
and its side effects, as well as both oral and written directions
concerning daily pill taking schedules. In addition, providers
should provide information about treatment ef“cacy, and a
clear description of the potentially dire consequences of poor
adherence (Laws, Wilson, Bowser, & Kerr, 2000).

Educational strategies alone are unlikely to be suf“cient
for most patients. Many HIV-infected individuals live in
chaotic environments involving multiple stressors, including
substance abuse, mental illness, or poverty. These multiple
stressors, taken together with the demanding nature of HIV
treatment regimens, suggest that a multimodal approach to
adherence may be most appropriate. Behavioral strategies,
including multiple reminders (e.g., daily pill boxes, daily
checklists, watch alarms), self-management skills training,
identi“cation of common relapse triggers, and problem solv-
ing to facilitate integration of medication regimens into daily
activities, are components that are likely to be useful when
developing individually tailored adherence interventions
(Rabkin & Chesney, 1999). Interventions should also help
patients to use social support networks and to strengthen self-
ef“cacy for following treatment plans because these factors
have been identi“ed as correlates of improved adherence
(e.g., Catz et al., 2000).

Treatment adherence may be improved by training
providers in effective communication skills to improve
adherence; developing integrative teams of care providers that
are accessible to patients; and encouraging providers (e.g.,
physicians, pharmacists) to provide ”exible patient schedul-
ing and easier access to prescriptions (see Kelly, Otto-Salaj,
et al., 1998). Many persons living with HIV require care for
other life circumstances. Providers must be trained to recog-
nize and address life-circumstances that can interfere with ad-
herence. Providing support and appropriate referral services
for patients struggling with problems such as substance abuse
or recurring psychiatric illness, as well as more basic needs
concerning housing, child care, or “nancial problems, can
reduce barriers to good treatment adherence and serve to
strengthen patient provider relationships. Unfortunately, the
provision of multidisciplinary care services to promote
adherence may only be feasible in large, well-funded HIV
care centers.

Risk-Reduction among Persons Living with HIV

Improvements in HIV care have led to a decline in AIDS-
related deaths, but rates of new infections have remained sta-
ble in recent years. As the population of HIV-positive men
and women grows, and as some with HIV disease continue to
experience improvements in health, attention must increas-
ingly be directed toward the sexual behavior and drug use
practices among infected persons. Although many persons
living with HIV do practice safer sex and refrain from risky
sexual behaviors, studies of gay men (Kalichman, Kelly, &
Rompa, 1997; Vanable, Ostrow, McKirnan, Taywaditep, &
Hope, 2000), injection drug users (Bluthenthal, Kral, Gee,
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Erringer, & Edlin, 2000), and patients recruited through HIV
clinics (De Rosa & Marks, 1998) indicate that at least 30% of
persons living with HIV engage in risky behaviors.

Sexual risk behavior among persons living with HIV are
of obvious public health concern in terms of the risks such
behavior poses to people who are not yet infected. An in-
creasing concern, however, is that HIV-infected patients, es-
pecially those who develop multiple drug resistances to HIV
combination therapies, may then transmit drug-resistant HIV
strains to others through unprotected sex or needle sharing.
Transmission of treatment resistant strains of HIV through
sexual or drug use behaviors is still the subject of ongoing
study, but initial reports suggests such transmission is possi-
ble (Hecht, 1998). Besides posing an alarming risk to unin-
fected partners, the possibility of drug resistant strains of
HIV being transmitted through sexual or drug use practices is
also of concern for HIV-positive individuals, in that HIV •re-
infectionŽ with a treatment resistant strain of HIV would
likely contribute to poor treatment outcomes.

Paradoxically, the availability of improved HIV treat-
ments may actually be eroding commitment to safer sex due
to the belief that AIDS is no longer the dire health threat it
had been (Kelly, Hoffmann, Rompa, & Gray, 1998). Such
concerns may be particularly relevant to persons living with
HIV because they have had more direct experience with the
newer therapies. In a study involving HIV-positive and HIV-
negative gay men in Chicago (Vanable et al., 2000), a full
27% of respondents endorsed agreement with one or more
items re”ecting reduced concern about HIV due to new treat-
ments. In addition, respondents perceived the risk of HIV
transmission as lower in hypothetical scenarios describing
unprotected sex with an HIV-positive partner with unde-
tectable viral loads, relative to scenarios in which a seroposi-
tive partner had not been taking combination treatments.
More important in terms of prevention implications, reduced
HIV concern was associated most strongly with sexual risk
taking (unprotected anal sex) among HIV-positive partici-
pants, suggesting that the availability of combination treat-
ments has had a greater impact on the sexual behavior of men
living with HIV.

Such overly optimistic beliefs regarding the effectiveness
of new treatments, coupled with the prospect of behaviorally
transmitted drug-resistant strains of HIV and more general
concern for reducing HIV transmission behaviors to unin-
fected men and women, point to the urgent need for HIV risk
reduction interventions for persons living with HIV. To date,
however, HIV risk-reduction interventions involving persons
living with HIV have been quite limited. Research on HIV
counseling and testing suggests that posttest counseling
promotes short-term reductions in HIV risk behavior among

newly infected men and women (Weinhardt et al., 1999), but
other research reveals continued high risk behavior among
persons with HIV (Kalichman, 2000). Taken together, these
“ndings suggest that posttest counseling is not enough.

Given the importance of sexual and drug use practices
among HIV-positive persons, it is surprising to note the rela-
tive paucity of intervention research involving persons living
with HIV. Our review of the literature identi“ed only one RCT
designed to test speci“cally the effectiveness of a risk reduc-
tion intervention for HIV-positive men and women. This RCT
involved 271 HIV-positive blood donors from New York City
and tested the effectiveness of providing risk reduction infor-
mation and emotional support (Cleary et al., 1995). Results in-
dicated a general decline in sexual risk taking among all par-
ticipants, but no clear advantage of the risk reduction
intervention over the gains observed among control patients
who were randomized to a community referral source.

Perhaps the most informative research on approaches to in-
terventions for persons living with HIV comes from work
originally developed to assist people with emotional adjust-
ment and coping with HIV infection. For example, researchers
in San Francisco conducted a stress management program for
HIV-positive men in San Francisco that included relaxation
training, systematic desensitization, physical exercise, and
self-management training (Coates et al., 1989). Although risk
reduction was not a primary goal of the intervention, partici-
pation in the program was associated with a reduction in par-
ticipants•number of partners. Kelly et al. (1993) found similar
effects in a support group study of depressed HIV-positive
men. Participants were randomized to either an eight-session
support group, an eight-session cognitive-behavioral inter-
vention group, or a wait-list control group. The results
indicated that participants who received the social support
intervention reduced their frequency of unprotected receptive
anal intercourse, relative to the other two groups. Taken to-
gether, these “ndings raise the possibility that HIV risk reduc-
tion counseling might be most bene“cial if it is included
within a broader array of mental health and psychosocial ser-
vices for persons living with HIV.

In summary, continued high-risk sexual and drug use be-
havior among HIV-positive persons poses enormous health
risks for uninfected men and women, as well as for those al-
ready infected with HIV. Because all new HIV infections
originate with a person who is HIV-positive, the development
of effective risk-reduction interventions for HIV-positive per-
sons is arguably an extremely ef“cient means of reducing the
occurrence of new infections. Risk-reduction interventions
would also provide considerable bene“ts to those living with
HIV by reducing the likelihood of contracting drug-resistant
strains of HIV (as well as reducing the likelihood of coinfec-
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tion with other STDs). Although physicians are likely to
spend considerable time discussing the importance of consis-
tent medication adherence, care providers should arguably
direct equal attention to encouraging patients to avoid high-
risk sexual and drug use practices. Likewise, behavioral sci-
entists must devote increasing attention to the development
and dissemination of empirically validated risk reduction
interventions for HIV-infected persons. Multicomponent
interventions that meld psychosocial support, adherence, and
sexual risk reduction within HIV care settings may be a
particularly promising direction for future research.

FUTURE DIRECTIONS

The past decade has seen tremendous activity for health psy-
chologists who have conducted basic qualitative and correla-
tional research; developed and re“ned theoretical models of
risk behavior; and implemented and evaluated individual,
small group, and community-level interventions. In this
chapter, we focused our attention on applied research, specif-
ically on research evaluating behavioral interventions for the
primary and secondary prevention of HIV disease.

The intervention research has evaluated the effectiveness
of a variety of theory-based interventions with a wide range
of populations, including hard-to-access groups such as
homeless adults, runaway youth, IDUs, and the severely men-
tally ill. Many large RCTs have been completed, and allow
for strong inferences as they control for many threats to the
internal validity of intervention studies. These RCTs have in-
cluded multisite and international projects, which enhance the
external validity of the “ndings. Methodologically, the “eld of
psychosocial HIV/AIDS has advanced very quickly. More-
over, the research that has been completed has included un-
precedented collaboration among patients, community-based
advocates, and biomedical and social scientists.

Continuing Challenges and Future Directions

We expect that the impressive behavioral science commit-
ment to HIV/AIDS that we have witnessed in the past decade
will continue as health psychologists address a series of con-
tinuing challenges in research and practice. In this conclud-
ing section, we identify and discuss brie”y the continuing
challenges and future directions for research and practice re-
lated to HIV disease.

Integration of Biopsychosocial Approaches

We expect continued research to develop safe and effective
vaccines and microbicides to prevent infection. This research

and the deployment of such biological prevention strategies
will bene“t from involvement of health psychologists to de-
velop acceptable distribution and adherence strategies, and
address beliefs and fears regarding the common perception
that governments and scientists cannot be trusted. We also
expect continued collaboration among biomedical and be-
havioral scientists and practitioners in the prevention and
treatment of HIV disease.

We expect that greater use will be made of the teachable
moments that occur in HIV C&T, STD, and primary care set-
tings. In such settings, we expect increased use of brief
screening measures (e.g., Gerbert et al., 1998) and time-
limited interventions (Boekeloo et al., 1999; Kalichman,
1996). Advances in computer technology will make it easier
for practitioners to offer such screening, and to make avail-
able brief, of“ce-based interventions that require little pro-
fessional time (through videotape, CD-ROM, DVD, and
emerging technologies). Screening will also identify persons
at high risk who are most likely to bene“t from more inten-
sive, face-to-face interventions that can be delivered by peer
educators and health care providers. Such a system will be
more accessible, affordable, and con“dential, and increase
the reach of such down- and midstream approaches.

Continued Collaboration with Community Leaders

The involvement of community leaders has been essential to
the development and implementation of HIV interventions.
Collaboration among community groups, practitioners, and
scientists will continue. Community-based and other •grass
rootsŽ groups will increasingly demand a more powerful
voice in planning and decision making regarding prevention
and treatment trials. Community-based groups and health
professionals need to continue what has been a productive
and mutually rewarding relationship to disseminate effective
interventions to community-based organizations (i.e., •tech-
nology transferŽ). Health psychologists will seek to develop
more effective and ef“cient methods of technology transfer
(Kelly, Sogolow, & Neumann, 2000). There will be increased
study of the problem of retaining participants in interventions
without the use of incentives.

Development of New Intervention Models

We expect to see continued development of new intervention
models, including brief interventions that target the theorized
determinants of risk behavior change in the most direct and ef-
“cient manner. We also anticipate the development and re“ne-
ment of theoretical models of HIV-related risk behaviors that
attend more to interpersonal relationships, human sexuality,
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and intimacy. Such models will also re”ect greater sensitivity
to developmental, gender, and cultural considerations, and
will guide the development of new intervention approaches.

Refined Assessment and Data Analysis

A continuing challenge will be how to measure risk behav-
ior because self-report can be compromised by memory
problems and demand characteristics. Investigators will
need to re“ne existing measures, and identify a •gold stan-
dardŽ to establish the accuracy of self-report measures. For
example, future efforts will likely try to demonstrate an em-
pirical link between self-reported behavior change and ap-
propriate biological markers (e.g., incident STDs). We also
expect greater use of biological markers to determine the ef-
fectiveness of prevention programs. Also, because sexual
and drug use behavior are notoriously dif“cult to analyze,
health psychologists, working with behavioral- and biosta-
tisticians, will develop and use data analytic approaches
that are more appropriate to highly skewed count data that
are common in risk behavior research (Schroder, Carey, &
Vanable, in press).

Increased Use of Technology

Prevention programs will bene“t from technological ad-
vances. As mentioned earlier, technology will be used to en-
hance ef“ciencies in traditional health care settings through
computer-assisted screening, assessment, and patient educa-
tion. The internet will be used to enhance access to HIV-
related educational materials, social support, and medical
care, especially to persons who have traditionally been iso-
lated from such resources. We expect this to occur among
geographically isolated persons but we also hope that this
extends to the urban poor and to persons living in the devel-
oping world.

Sophisticated School-Based Programs

Given the rising salience of sexuality in all media (e.g., music
television, motion pictures) and increasing reliance on sci-
ence to guide policy making, we anticipate greater accep-
tance of science-based, sexual health curricula in public
schools. We expect that this development will reduce the in-
cidence of unintended pregnancies, HIV, and other STDs
among adolescents and young adults.

Evaluation Will Improve

Although most published studies of prevention trials in top-
tier journals have used control groups, often these have been

•no-treatmentŽ or •standard careŽ controls. We anticipate the
use of stronger control groups (e.g., alternative HIV preven-
tion programs), and greater use of components-analyzes and
other “ne-grained approaches to identify the most important
components of effective interventions. Intervention research
is also likely to employ longer follow-up evaluations, and to
develop strategies that facilitate the long-term maintenance
of the gains resulting from intensive risk reduction programs.
The value of booster sessions, supplemental interventions,
and media campaigns to establish norms supportive of be-
havior change will be studied further.

We expect that the reporting of intervention trials will con-
tinue to improve. For example, investigators will be required to
report effect sizes as well as inferential statistics to gauge the
magnitude of change and to re”ect •clinicalŽ as well as statis-
tical signi“cance. There will be increasing attention paid to the
cost-effectiveness of interventions (e.g., Holtgrave, 1998).

HIV-Positive Persons Will Receive Greater Attention

There will be efforts to develop more effective secondary pre-
vention programs for HIV-positive persons. As the number of
persons living with HIV continues to grow, there will be
tremendous opportunities for health psychologists to play an
important role in improving the lives of persons living with
HIV. Within HIV care settings, health psychologists will
increasingly be called upon to provide direct services and
consultation directed toward improving patient adherence to
complex treatment regimens and helping patients to adapt to the
many stressors associated with HIV disease. Behavioral scien-
tists will also increasingly be called upon to provide effective
interventions to reduce high-risk sexual and drug use practices
among HIV-infected men and women. Secondary prevention
research has been slow to develop relative to the advances seen
in the area of HIV primary prevention. Nonetheless, the need
for empirically validated intervention approaches for HIV-pos-
itive individuals must be balanced with the immediate urgency
of implementing clinic-based interventions with HIV-positive
individuals already in treatment and known to be struggling
with behavioral issues such as adherence or sexual risk.With in-
creasing research funding now being directed toward the devel-
opment of innovative behavioral intervention approaches for
HIV-positive men and women, we are optimistic that many in-
novations in secondary prevention will be reported and dissem-
inated in the very near future.

Upstream Interventions Will Become More Common

An important challenge, especially for primary prevention,
is the need to develop, implement, and evaluate upstream
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interventions. We expect to see more research on interven-
tions that have a wider reach (e.g., media, internet) and,
proportionately, less research on face-to-face interventions
delivered to individuals or small groups. Because HIV dis-
ease occurs disproportionately among the economically
disadvantaged, including racial and ethnic minorities, we
expect that media efforts will be implemented widely in low-
income communities.

Greater International Involvement

Health psychologists will continue their involvement in re-
search and practice in the developing world (e.g., Gibney,
DiClemente, & Vermund, 1999; Hearst, Mandel, & Coates,
1995; Kalichman, Kelly, et al., 2000). Increasingly, health psy-
chologists and other behavioral scientists will serve as consul-
tants and collaborators to national and international health
agencies, nongovernmental organizations, foreign govern-
ments, or other organizations that work to reduce the risk of
HIV infection, or improve the lives of HIV-infected persons
outside of the United States, western Europe, and Australia.

CLOSING COMMENTS

Few among us could have imagined the devastation that HIV
has caused in the years between 1981 and 2000. That nearly
500,000 Americans and 19 million people worldwide would
die, and 11 million children would become orphans because of
AIDS„a disease that was not even recognized in 1980„
would be unthinkable, except that these events have occurred.

From this sobering look at recent history, however, we look
ahead with cautious optimism. This optimism is based on the
unrelenting advocacy of concerned persons; the scienti“c
community•s commitment and creativity; and the unprece-
dented cooperation among patients, advocates, practitioners,
and scientists„within and across national boundaries. Due to
these contributions, we have witnessed remarkable advances
in the primary and secondary prevention of HIV and AIDS
during the past decade. Health psychologists have contributed
generously to these advances, and we believe that they will
continue to contribute in the future. Much work remains to be
done, and much remains at stake.
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Headache is a clinical syndrome affecting over 90% of the
population at some time during their life, resulting in it being
considered a major public health issue (Mannix, 2001). It is
the seventh leading presenting complaint in ambulatory care
in the United States, accounting for about 18 million of“ce
visits a year (Barrett, 1996). The impact of headache is
considerable. For example, it accounts for over 100 million
bedridden days per year, costs U.S. employers over $13 bil-
lion per year, and signi“cantly decreases quality of life, much
more so than many other chronic illnesses (Mannix, 2001).
Although most headaches are relatively benign, for 1% to 3%
of patients the etiology can be life-threatening (Evans, 2001).
Consequently, nonphysician practitioners are urged to refer
all headache patients to a physician who is experienced with
evaluating headache and then to maintain a close collabora-
tion during treatment as necessary. Even after arranging a
medical evaluation, the nonphysician therapist must be con-
tinually alert for evidence of a developing underlying physi-
cal problem. Table 11.1 lists some •danger signsŽ that may
suggest a need for immediate referral to a physician.

This chapter focuses chie”y on the two headache types
most likely to be seen by nonmedical practitioners„
migraine, experienced by about 18% of females and 7%
of males, and tension-type headache, experienced by about
40% of the population (Mannix, 2001), but provides brief
attention to other forms of headache likely to be encountered

in practice. We “rst address classi“cation and diagnosis, as
well as pertinent measurement issues. The remainder of the
chapter is devoted to treatment, both pharmacological and
behavioral. Behavioral treatment begins with a brief
overview of the biobehavioral model of headache. It then
focuses on the most common approaches (relaxation,
biofeedback, and cognitive behavioral therapy) and factors to
consider when planning and administering treatment. The
chapter closes with a brief summary and identi“cation of di-
rections for further study.

HEADACHE CLASSIFICATION AND DIAGNOSIS

Classi“cation and diagnosis are important for guiding treat-
ment (particularly medical), identifying subtypes that present
special challenges or that should be referred for care else-
where, and characterizing client samples clearly for research
investigations (one of the ef“cacy criteria established by the
initial task force on empirically validated/supported treat-
ments) (Task Force on Promotion and Dissemination of Psy-
chological Procedures, 1995).

In 1985, the International Headache Society (IHS) assem-
bled headache experts from around the world to enumerate
the various types and subtypes of headache and to develop
explicit inclusion and exclusion diagnostic criteria (as the
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TABLE 11.2 Classification of Headache

1. Migraine.
1.1 Migraine without aura.
1.2 Migraine with aura.
1.3 Childhood periodic syndromes that may be precursors to or

associated with migraine.
2. Tension-type headache.

2.1 Episodic tension-type headache.
2.1.1 Episodic tension-type headache associated with disorder of

pericranial muscles.
2.1.2 Episodic tension-type-headache unassociated with disorder

of pericranial muscles.
2.2 Chronic tension-type headache.

2.2.1 Chronic tension-type headache associated with disorder of
pericranial muscles.

2.2.2 Chronic tension-type headache unassociated with disorder of
pericranial muscles.

3. Cluster headache and chronic paroxysmal hemicrania.
3.1 Cluster headache.

3.1.1 Cluster headache periodicity undetermined.
3.1.2 Episodic cluster headache.
3.1.3 Chronic cluster headache.

4. Miscellaneous headaches unassociated with structural lesion.
5. Headache associated with head trauma.

5.1 Acute posttraumatic headache.
5.1.1 with signi“cant head trauma and /or con“rmatory signs.
5.1.2 with minor head trauma and no con“rmatory signs.

5.2 Chronic posttraumatic headache.
5.2.1 with signi“cant head trauma and /or con“rmatory signs.
5.2.2 with minor head trauma and/or con“rmatory signs.

6. Headache associated with vascular disorders.
7. Headache associated with nonvascular intracranial disorder.
8. Headache associated with substances or their withdrawal.

8.1 Headache induced by acute substance use or exposure.
8.1.1 Nitrate/nitrite-induced headache.
8.1.2 Monosodium glutamate-induced headache.
8.1.3 Carbon monoxide-induced headache.
8.1.4 Alcohol-induced headache.
8.1.5 Other substances.

8.2 Headache induced by chronic substance use or exposure.
8.2.1 Ergotamine induced headache.
8.2.2 Analgesics abuse headache.
8.2.3 Other substances.

8.3 Headache from substance withdrawal (acute use).
8.3.1 Alcohol withdrawal headache (hangover).
8.3.2 Other substances.

8.4 Headache from substance withdrawal (chronic use).
8.4.1 Ergotamine withdrawal headache.
8.4.2 Caffeine withdrawal headache.
8.4.3 Narcotics abstinence headache.
8.4.4 Other substances.

8.5 Headache associated with substances but with uncertain
mechanism.
8.5.1 Birth control pills or estrogens.
8.5.2 Other substances.

9. Headache associated with noncephalic infection.
10. Headache associated with metabolic disorder.
11. Headache or facial pain associated with disorder of cranium, neck,

eyes, ears, nose, sinuses, teeth, mouth, or other facial or cranial
structures.

12. Cranial neuralgias, nerve trunk pain, and deafferentation pain.
13. Headache nonclassi“able.

Source: From the International Headache Society (IHS) Headache Classi“-
cation Committee (1988), pp. 13…17.The Norwegian University Press.

prior system was inexplicit and outdated). Their recommen-
dations were published in 1988 (International Headache
Society Headache Classi“cation Committee), and have since
been endorsed by all national headache societies within
IHS, the World Federation of Neurology, and the World
Health Organization for inclusion in ICD-10 (see Olesen,
2000, for further discussion). Thirteen different categories re-
sulted (see Table 11.2), with categories 1, 2, 3 (termed pri-
mary headache disorders), 5 and 8 (termed secondary
headaches) being the most likely to present for treatment to
behaviorally oriented pain specialists. Diagnostic criteria for
these “ve categories are listed in Table 11.3 (International
Headache Society Headache Classi“cation Committee,
1988). It is not uncommon for migraine and tension-type
headache to coexist within the same individual and to warrant
separate diagnoses (which in the past had been termed vari-
ously mixed headache, tension-vascular headache, or combi-
nation headache).

Migraine has been found to be much more complex and
multidetermined than previously thought. In addition to the

TABLE 11.1 “Danger Signs” in Headache Pain Patients That May
Suggest the Need for Immediate Referral to a Physician

1. Headache is a new symptom for the individual in the past three
months, or the nature of the headache has changed markedly in the past
three months.

2. Presence of any sensory or motor de“cits preceding or accompanying
headache other than the typical visual prodromata of migraine with
aura. Examples include weakness or numbness in an extremity,
twitching of the hands or feet, aphasia, or slurred speech.

3. Headache is one sided and has always been on the same side of the
head.

4. Headache is due to trauma, especially if it follows a period of
unconsciousness (even if only momentary).

5. Headache is constant and unremitting.
6. For a patient reporting tension-type headache-like symptoms:

a. Pain intensity has been steadily increasing over a period of weeks to
months with little or no relief.

b. Headache is worse in the morning and becomes less severe during
the day.

c. Headache is accompanied by vomiting.
7. Patient has been treated for any kind of cancer and now has a

complaint of headache.
8. Patient or signi“cant other reports a noticeable change in personality or

behavior or a notable decrease in memory or other intellectual
functioning.

9. The patient is over 60 years of age, and the headache is a relatively
new complaint.

10. Pain onset is sudden and occurs during conditions of exertion (such as
lifting heavy objects), sexual intercourse, or •heatedŽ interpersonal
situation.

11. Patient•s family has a history of cerebral aneurysm, other vascular
anomalies, or polycystic kidneys.

Source: From Andrasik and Baskin (1987), page 327. Copyright 1987
Plenum Press. Reprinted by permission. List developed in consultation with
Lawrence D. Rodichok, M.D. Diagnoses have been modi“ed to be compati-
ble with the classi“cation system developed by the International Headache
Society (IHS) Headache Classi“cation Committee (1988).



1.0 Migraine.

1.1 Migraine without aura.
A. At least 5 attacks ful“lling B…D.
B. Headache attacks lasting 4…72 hours (2…48 hours for children below

age 15), untreated or unsuccessfully treated.
C. Headache has at least two of the following characteristics:

1. Unilateral location.
2. Pulsating quality.
3. Moderate or severe intensity (inhibits or prohibits daily activities).
4. Aggravation by walking stairs or similar routine physical activity.

D. During headache at least one of the following:
1. Nausea and/or vomiting.
2. Photophobia and phonophobia.

E. At least one of the following:
1. History, physical, and neurological examinations do not suggest

one of the disorders listed in groups 5…11 (see Table 11.2).
2. History and/or physical, and/or neurological examinations do

suggest such disorder, but is ruled out by appropriate
investigations.

3. Such disorder is present, but migraine attacks do not occur for the
“rst time in close temporal relation to the disorder.

1.2 Migraine with aura.
A. At least two attacks ful“lling B.
B. At least three of the following four characteristics:

1. One or more fully reversible aura symptoms indicating focal
cerebral cortical and/or brain stem dysfunction.

2. At least one aura symptom develops gradually over more than
4 minutes or two or more symptoms occur in succession.

3. No aura symptom lasts more than 60 minutes. If more than one
aura symptom is present, accepted duration is proportionally
increased.

4. Headache follows with a free interval of less than 60 minutes. It
may also begin before or simultaneously with the aura.

C. Same as Migraine without aura, criteria E.

2.0 Tension-Type.

2.1 Episodic tension-type headache.
A. At least 10 previous headache episodes ful“lling criteria B…D.

Number of days with such headache 
 180/year (
 15/month).
B. Headache lasting from 30 minutes to 7 days.
C. At least two of the following pain characteristics:

1. Pressing/tightening (nonpulsating) quality.
2. Mild or moderate intensity (may inhibit, but does not prohibit

activities).
3. Bilateral location.
4. No aggravation by walking stairs or similar routine physical

activity.
D. Both of the following:

1. No nausea or vomiting (anorexia may occur).
2. Photophobia and phonophobia are absent, or one but not the other

is present.
E. Same as Migraine without aura, criteria E.
2.1.1 Episodic tension-type headache associated with disorder of

pericranial muscles.
A. Ful“lls criteria for 2.1.
B. At least one of the following:

1. Increased tenderness of pericranial muscles demonstrated by
manual palpation or pressure algometer.

2. Increased EMG level of pericranial muscles at rest or during
physiological tests.

2.1.2 Episodic tension-type headache unassociated with disorder of
pericranial muscles.
A. Ful“lls criteria for 2.1.
B. No increased tenderness of pericranial muscles. If studied,

EMG of pericranial muscles shows normal levels of activity.

2.2 Chronic tension-type headache.
A. Average headache frequency �15 days/month (180 days/year) for

�6 months ful“lling criteria B…D listed below.

B. Same as criteria B, episodic tension-type headache.
C. Both of the following:

1. No vomiting.
2. No more than one of the following: nausea, photophobia, or

phonophobia.
D. Same as Migraine without aura, criteria E.
2.2.1 Chronic tension-type headache associated with disorder of

pericranial muscles.
A. Ful“lls criteria for 2.2.
B. Same as criteria B for 2.1.1.

2.2.2 Chronic tension-type headache unassociated with disorder of
pericranial muscles.
A. Ful“lls criteria for 2.2.
B. Same as criteria B for 2.1.2.

3.1 Cluster headache.
A. At least “ve attacks ful“lling B…D.
B. Severe unilateral orbital, supraorbital, and/or temporal pain lasting

15…180 minutes untreated.
C. Headache is associated with at least one of the following signs which

have to be present on the pain-side:
1. Conjunctival injection.
2. Lacrimation.
3. Nasal congestion.
4. Rhinorrhea.
5. Forehead and facial sweating.
6. Miosis.
7. Ptosis.
8. Eyelid edema.

D. Frequency of attacks from one every other day to eight per day.
E. Same as criteria E for 1.1.

5.2 Chronic posttraumatic headache
5.2.1 With signi“cant head trauma and/or con“rmatory signs.

A. Signi“cance of head trauma documented by at least one of the
following:
1. Loss of consciousness.
2. Posttraumatic amnesia lasting more than 10 minutes.
3. At least two of the following exhibit relevant abnormality:

clinical neurological examination, x-ray of skull,
neuroimaging, evoked potentials, spinal ”uid examination,
vestibular function test, neuropsychological testing.

B. Headache occurs less than 14 days after regaining conscious-
ness (or after trauma, if there has been no loss of conscious-
ness). Headache continues more than 8 weeks after regaining
consciousness (or after trauma, if there has been no loss of
consciousness).

5.2.2 With minor head trauma and no con“rmatory signs.
A. Head trauma that does not satisfy 5.2.1.A.
B. Headache occurs less than 14 days after injury.
C. Headache continues more than 8 weeks after injury.

8.2 Headache induced by chronic substance use or exposure.
A. Occurs after daily doses of a substance for ≥ 3 months.
B. A certain required minimum dose should be indicated.
C. Headache is chronic (15 days or more a month).
D. Headache disappears within 1 month after withdrawal of the

substance.
8.2.1 Ergotamine-induced headache.

A. Is preceded by daily ergotamine intake (oral ≥ 2 mg, rectal
≥ 1 mg).

B. Is diffuse, pulsating, or distinguished from migraine by absent
attack patterns and/or absent associated symptoms.

8.2.2 Analgesics abuse headache.
A. One or more of the following:

1. �50 g aspirin a month or equivalent of other mild
analgesics.

2. �100 tablets a month of analgesics combined with
barbiturates or other nonnarcotic compounds.

3. One or more narcotic analgesics.

TABLE 11.3 Headache Diagnostic Criteria

Source: From the International Headache Society (IHS) Headache Classi“cation Committee (1988). The Norwegian University Press.
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peripheral vascular abnormalities once thought to be the key
causal factor, research has shown that biochemical imbal-
ances, neurotransmitter/receptor dysfunction, and neuronal
suppression play pivotal roles as well (Olesen & Goadsby,
2000).

Tension-type headache has received a number of labels
over the years (muscle contraction headache, psychogenic
headache, depression headache, stress headache, conversion
headache, psychomyogenic headache, and the like), which
re”ect the varied views and confusion about its etiology. The
IHS classi“cation committee proposed a four-group scheme
to help investigators and clinicians sort out the role of various
causative factors. Tension-type sufferers are now grouped
on the basis of chronicity (episodic versus chronic), as this
has been found to have a direct bearing on outcome, and the
presence of identi“able muscle involvement (evidence of
pericranial muscle tenderness upon palpation or elevated
electromyographic readings versus the absence of this
evidence), as the role of muscle contraction in this headache
type has been questioned, resulting in a 2 	 2 classi“cation
table. This more expanded coding format asks diagnosticians
to identify the most likely causative factors by specifying
whether one or more of the following factors are present:
oromandibular dysfunction, psychosocial stress, anxiety,
depression, delusion, muscular stress, drug overuse, or other
headache condition. Unfortunately, researchers have rarely
used this level of precision when investigating pathophysiol-
ogy of tension-type headache so progress has been slow at
partialing out the role of the numerous suspected causes.

A new diagnostic entity that had not been formally recog-
nized previously concerns •headaches associated with sub-
stances or their withdrawal.Ž Although it had long been
suspected that two types of medication commonly prescribed
for headache patients, namely analgesics and ergotamine
preparations, could lead to •reboundŽ headaches if overused
(Horton & Macy, 1946), it was not until the 1980s that
researchers began to take serious note of this fact (Kudrow,
1982; Saper, 1987). The term rebound refers both to the
gradual worsening of the headache as the medication wears
off and the extreme exacerbation that often accompanies
abrupt discontinuation of the medication (withdrawal-like
phenomenon). This sequence •seducesŽ patients into taking
ever-increasing amounts of medication, establishing a
vicious cycle (Saper, 1987).

Kudrow (1982) “rst described this condition for tension-
type headache patients. He noted that such patients gradually
take increasing amounts of analgesics, which subsequently
increase pain symptomatology and then renders the headache
refractory to treatments that formerly would have been of
bene“t. Kudrow conducted one of the few empirical tests of

this concept by assigning analgesic abusers to one of four
conditions. Patients were either withdrawn from or allowed
to continue analgesics and simultaneously were assigned
either to placebo or amitriptyline (the most commonly pre-
scribed prophylactic drug for this form of headache at that
time). He found that mere withdrawal from analgesics led to
measurable improvement (approximately 40%), withdrawal
combined with a proven medication led to the greatest
improvement (nearly 75%), and, perhaps most importantly,
that allowing patients to continue analgesics at an abusively
high level markedly interfered with the effectiveness of the
medication (effectiveness was reduced by approximately
two-thirds, or from 72% to 30%). More recent research has
con“rmed these “ndings regarding medication overuse and
its interference potential (Blanchard, Taylor, & Dentinger,
1992; Mathew, Kurman, & Perez, 1990; Michultka,
Blanchard, Appelbaum, Jaccard, & Dentinger, 1989).

Clinicians working with headache patients need to be fa-
miliar with criteria for medication abuse, to inquire carefully
about current and past medication consumption, and to
arrange, in close collaboration with a physician, a medica-
tion reduction/detoxi“cation plan for patients suspected of
experiencing medication rebound headache. Ergotamine
withdrawal can be especially dif“cult to accomplish on an
outpatient basis and may require a brief hospital stay. Saper
(1987) reports that within 72 hours of ergotamine withdrawal
patients may experience their most intense headache, which
may last up to 72 hours (often necessitating a 6 to 7 day hos-
pital stay). Saper believes that dosage days per week are the
more critical variable in determining if ergotamine is being
abused. He suggests that any patient consuming ergotamine
on more than two days per week should be considered as a
candidate for medication withdrawal (when taking ergota-
mine three or more days per week, signi“cant enough
amounts remain in the body to perpetuate the problem). More
recent criteria for diagnosing drug-induced headache give
primary emphasis to days of consumption, rather than quan-
tity of consumption (Diener & Wilkinson, 1988). Lake
(2001) identi“es a number of behavioral patterns to look for
that are suggestive of drug misuse and abuse.

Patients often “nd it dif“cult to discontinue the offending
medications. Kudrow (1982) required his patients to with-
draw abruptly on their own and encountered high rates of
dropout in the process. Regular therapist contact and support,
concurrent provision of appropriate prophylactic medication
as necessary, and beginning instruction in behavioral coping
skills may help patients to be more successful in completing
a needed medication washout period (Worz, 1983). Grazzi
et al. (2001) found it necessary to hospitalize a group of re-
fractory drug-induced headache patients in order to withdraw
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them from their offending medications and to start them on
an appropriate prophylactic course. Some of the patients
received behavioral treatment in addition to detoxi“cation.
At the “rst planned follow-up, both groups revealed similar
levels of improvement. However, at the three-year follow-up,
patients receiving the combined treatment showed greater
improvement on two of three measures collected prospec-
tively and lower rates of relapse. Additional discussion of
abuse and abuse-proneness may be found in Saper and
Sheftell (2000).

Treating patients who have cluster headache chie”y by
nonpharmacological treatments has met with limited success
(Blanchard, Andrasik, Jurish, & Teders, 1982). Nonpharma-
cological approaches may still be of value to some cluster
sufferers, however, in helping them cope more effectively
with the at times overwhelming distress that may result from
having to endure repeated, intense attacks of these types of
headache. Similarly, patients whose headaches occur follow-
ing trauma typically experience a multitude of problems that
make treatment particularly dif“cult (Andrasik & Wincze,
1994; Ramadan & Keidel, 2000). A coordinated, interdisci-
plinary approach, similar to that found in place at most com-
prehensive pain centers, is typically required (Duckro, Tait,
Margolis, & Silvermintz, 1985; Medina, 1992). Inpatient
headache specialty units have sprouted across the country to
handle complicated cases; headaches that are prolonged, un-
relenting, and intractable; are caused or exacerbated by sub-
stances; are accompanied by signi“cant medical disease; or
require complicated copharmacy (Freitag, 1992). Intensive
multidisciplinary headache treatment programs (day and
inpatient), modeled after those in place at chronic pain cen-
ters, have shown great value with patients who are particu-
larly dif“cult to treat (e.g., Saper, Lake, Madden, & Kreeger,
1999).

Despite their best efforts to identify, characterize, and de-
“ne all forms of headache, some headache types have not
been addressed adequately by the IHS. The “rst of these is
daily or near daily headache, which is widespread, particu-
larly in pain specialty clinics. Studies have shown that a size-
able number of people presenting with chronic daily headache
cannot be classi“ed according to the IHS criteria (Silberstein,
Lipton, Solomon, & Mathew, 1994). The diagnostic chal-
lenge is distinguishing between a migraineous headache that
has been •transformedŽto a continuous presentation (“rst dis-
cussed by Mathew, Reuveni, & Perez, 1987), from a chronic
form of tension-type headache, that is due in part to medica-
tion rebound, and other rare forms of short-duration daily pain
(Guitera, Muñoz, Castillo, & Pascual, 1999). This distinction
(migraine versus other) is especially important when pursuing
pharmacological treatment.

Although a sizeable number of females experience all or a
portion of their migraine symptoms during a menstrual cycle,
little attention has been given to the study of such headaches
(MacGregor, 1997; Massiou & Bousser, 2000). Indeed, the
IHS did not list menstrual migraine as a diagnostic entity,
leaving those who have investigated this topic to develop
their own criteria. Early investigations suggested that head-
aches linked to the menstrual cycle were not as responsive to
behavioral treatment as were those migraines that occurred at
other times. More recent research has begun to question this
notion (Holroyd & Lipchik, 1997). Clearly, further study of
this headache type is warranted.

MEASUREMENT OF HEADACHE PAIN

Headache Diary

Pain is a private event and no method yet exists that can reli-
ably objectify any headache parameters. By default, subjec-
tive diary-based ratings have come to be regarded as the
•gold standard.Ž In early research on headache (Budzynski,
Stoyva, Adler, & Mullaney, 1973), patients were asked to rate
pain intensity on an hour-by-hour, day-by-day basis on
recording grids reproduced on pocket-sized cards. Medica-
tion consumption was monitored as well. Because change in
headache could occur along varied dimensions, several dif-
ferent indices were examined: frequency, duration, severity
(peak or mean level), and Headache Index/Activity, a com-
posite or derived measure that incorporated all dimensions
(calculated by summing all intensity values during which a
headache was present). This latter measure was believed to
re”ect the total burden or suffering of patients.

In behavioral treatment studies, the composite diary mea-
sure has been utilized most consistently. However, commit-
tees recently charged by the IHS to develop guidelines for
conducting and evaluating pharmacological agents have
recommended that composite measures no longer be used
(International Headache Society, 1999a, 1999b). This index
is seen as weighting severity and duration in an arbitrary
manner, which renders it of little value when conducting
comparisons across subjects. Further, the clinical meaning of
changes is noted to be unclear. Rather, these committees rec-
ommend that the following serve as the primary diary-based
measures of headache pain:

1. Number of days with headache in a four-week period (see
Blanchard, Hillhouse, Appelbaum, & Jaccard, 1987, for a
contrasting opinion about the desired length of the mea-
surement interval).
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2. Severity of attacks, rated on either (a) a 4-point scale,
where 0 � no headache, 1 � mild headache (allowing
normal activity), 2 � moderate headache (disturbing but
not prohibiting normal activity, bed rest is not necessary),
and 3 � severe headache (normal activity has to be dis-
continued, bed rest may be necessary) or (b) a visual ana-
logue scale, wherein one end is anchored as •noneŽ and
the other as •very severe.Ž

3. Headache duration in hours.

4. Responder rate„the number or percentage of patients
achieving a reduction in headache days or headache dura-
tion per day that is equal to or greater than 50%. (This is
in accord with the recommendations of Blanchard &
Schwarz, 1988.)

Several modi“cations to the intensive, hourly recording
format have been proposed in order to improve adherence
and accuracy. Epstein and Abel (1977) directly observed in-
patients and noticed that most did not record continuously;
rather, they periodically omitted recordings and completed
them later by recall. Their modi“ed procedure asked patients
to make ratings only four times per day: wakeup/breakfast,
lunch, evening meal, and bedtime. These events tend to occur
at fairly regular times that are easily discriminated.

Although a time-sampling format (such as four times per
day) is less demanding for patients and is likely to yield more
reliable and valid data, it has certain shortcomings. In this ap-
proach, it is not possible to obtain true measures for headache
frequency and duration. Chronic or unwavering pain lends
itself quite nicely to either format, but the clinician might want
to make alterations for people with infrequent, but discrete,
prolonged migraine attacks. In the latter case, the patient
could make ratings repeatedly throughout an attack or, alter-
natively, could note the time of onset and offset and then per-
form a single rating of peak headache intensity. This would
allow the therapist to keep track of all key parameters. We
have used this procedure successfully with pediatric mi-
graineurs (Andrasik, Burke, Attanasio, & Rosenblum, 1985).
If patients resist recording on multiple occasions throughout
the day, then a single recording at the end of the day is most ad-
visable. Occasionally a patient•s symptoms will display •reac-
tivityŽ when being recorded systematically and worsen be-
cause of this increased symptom focus. These reactions are
typically shortlived.

A critical concern with any type of daily monitoring record
is the level of patient adherence. In an analog sample of col-
lege students, approximately 40% of subjects evidenced
some degree of nonadherence. The most common form of
noncompliance involved subjects recalling and completing
ratings at a later time (Collins & Thompson, 1979). Review-

ing pain records regularly, socially praising efforts to comply
(yet refraining from punishing noncompliance), anticipating
problem areas, and having the patient mail records to the
of“ce when gaps between appointments are large may help
emphasize the importance of and facilitate accurate record
keeping (Lake, 2001).

It is common for clinicians to have their patients monitor
headaches on a systematic basis during treatment but to con-
duct follow-up evaluations by interview or questionnaire
completion. Several studies have examined correspondence
between these two approaches: prospective, daily monitoring
versus retrospective, global determinations (Andrasik &
Holroyd, 1980a; Andrasik et al., 1985; Cahn & Cram, 1980).
Very different results emerge, with the latter believed to yield
biased overestimates of improvement. Clinicians and re-
searchers alike need to be aware of the potential for bias
when it is necessary to alter measures midstream and not be
lulled into uncritical acceptance of global reports of bene“t
that might be in”ated.

Supplementary Approaches

A number of supplementary and alternative approaches have
been developed to assess headaches, and these are reviewed
in greater depth in Andrasik (2001a). Four approaches may
be easily adopted by practitioners and researchers: 

1. Measurement of multiple aspects of pain, speci“cally
affective/reactive as well as sensory/intensity.

2. Social validation of patient improvement.

3. Measurement of pain behavior or behavior motivated by
pain, including medication consumption.

4. Impact on other aspects of functioning, such as general
health or overall quality of life, physical functioning, emo-
tional functioning, cognitive functioning, role function-
ing, and social well-being (see Andrasik, 2001a, 2001b;
Holroyd, in press).

HEADACHE TREATMENT

Pharmacological Treatment

Most individuals will experience a headache from time to
time, yet few of these individuals seek regular treatment from
a health care provider, even when headaches are severe and
disabling (Mannix, 2001; Michel, 2000). More typically,
headaches are tolerated, treated symptomatically with over-
the-counter analgesics, or managed by •borrowingŽ pre-
scribed medications from friends and family members. When
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recurrent headache sufferers do present to a health care prac-
titioner, their headaches are most commonly managed with
a combination of medication and advice from the treating
clinician. In fact, among primary care headache patients,
over 80% reported the use of over-the-counter medications
and over 75% reported the use of some form of prescription-
only medications for the management of their headaches
(Von Korff, Galer, & Stang, 1995). A number of effective
pharmacologic options are available to treat headaches and
these may be categorized into three broad classes: sympto-
matic, abortive, and prophylactic medications.

Symptomatic Medications

Symptomatic medications are pharmacologic agents with
analgesic or pain relieving effects. These include over-the-
counter analgesics (i.e., aspirin, acetaminophen), nonsteroidal
anti-in”ammatory agents (i.e., ibuprofen), opioid analgesics,
muscle relaxants, and sedative/hypnotic agents, which are con-
sumed during the occurrence of headache to provide relief
from pain. Von Korff et al. (1995) found that ibuprofen
accounted for 84% of all use of nonsteroidal anti-in”ammatory
consumption in a sample of over 600 primary care headache
patients. The most commonly consumed opioid analgesics
were acetaminophen with codeine (33%), meperdine (also
known as Demerol; 21%), and percocet (15%). Midrin (33%),
cyclobenzaprine (28%), and methocarbonal (10%) were the
most commonly consumed sedative/hypnotic medications.

Abortive Medications

Abortive medications are pharmacologic agents that are con-
sumed at the onset of a migraine headache, in an effort to ter-
minate or markedly lessen an attack. Ergotamine tartrate
preparations were the mainstays of abortive care until the
early 1990s when triptans, designed to act on speci“c sero-
tonin receptor subtypes, were introduced. Multiple triptan
formulations are now available, differing with respect to
potency, delivery mode (oral vs. other, for patients likely
to vomit during attacks), time of peak onset, duration of
sustained headache relief, rate of headache recurrence, im-
provement in associated symptoms, safety, and tolerability
(Rapoport & Tepper, 2001; Tepper, 2001). Evidence support-
ing ef“cacy is mounting but, as pointed out by Rapoport and
Tepper, nonindustry sponsored research is lacking. We are
unaware of research comparing triptans to behavioral ap-
proaches. Comparison of a combined behavioral treatment
(relaxation + thermal biofeedback) to ergotamine tartrate for
migraine and migraine combined with tension-type headache
revealed similar levels of treatment response. Improvements

for the medication group were evident quicker (within the
“rst month), whereas improvements for the behavioral group
did not occur until the second month of treatment. Only the
behavioral group showed reductions in analgesic usage, how-
ever (Holroyd et al., 1988).

Prophylactic Medications

Prophylactic medications are consumed daily in an effort to
prevent headaches or reduce the occurrence of attacks in the
chronic sufferer. Beta blockers, calcium channel blockers,
and antidepressants (e.g., tricyclics, serotonin-speci“c reup-
take inhibitors) are used most frequently as prophylactic
medications for migraine headache (Tfelt-Hansen & Welch,
2000a, 2000b). Recent metaanalyzes comparing various pro-
phylactic agents, conducted with child as well as adult
patients, have shown them to be superior to varied control
conditions (waiting list, medication placebo, etc.) (Hermann,
Kim, & Blanchard, 1995; Holroyd, Penzien, & Cordingley,
1991). One of these analyzes (Hermann et al., 1995), along
with an additional metaanalysis (Holroyd & Penzien, 1990),
found various behavioral treatments achieved outcomes sim-
ilar to those for varied prophylactic medications.

For tension-type headache, the most commonly adminis-
tered medications include tricyclic and other antidepressants,
muscle relaxants, nonsteroidal anti-in”ammatory agents, and
miscellaneous drugs (Mathew & Bendtsen, 2000). A recent,
large-scale randomized controlled trial found stress manage-
ment and drug prophylaxis to be equivalent in effectiveness
(although time of response was quicker for medication). The
combination of the two treatments was more effective than
either treatment by itself (Holroyd et al., 2001). Combined
care is probably the most common treatment in clinical
practice.

While a number of medications are effective in the treat-
ment of recurring headache, concern exists regarding the risks
of frequent, long-term use of certain medications. Major risks
associated with pharmacological management of recurrent
headache disorders include the potential for misuse and de-
pendency (Mathew, 1987), as discussed previously. Several
other risks may be associated with chronic/frequent use of
headache medications, including the potential for rebound
headache, the possibility of drug-induced chronic headache,
reduced ef“cacy of prophylactic headache medications,
potential side effects, and acute symptoms associated with
the cessation of headache medication (such as increased
headache, nausea, cramping, gastrointestinal distress, sleep
disturbance, and emotional distress).

Unfortunately, chronic/frequent use of prescription-only
medication has been reported by 10% of primary care
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headache patients and chronic/frequent use of over-the-
counter medications has been reported by almost 20% of
primary care headache patients (Von Korff et al., 1995).
These potential risks, combined with the growing interest in
self management and alternative approaches, warrant the
consideration of nonpharmacological treatments. Fortu-
nately, a number of such treatments have been systematically
evaluated and have been found to demonstrate therapeutic
ef“cacy.

Nonpharmacological Treatments for Headache

There are three basic approaches to nonpharmacological
treatments for recurrent headache disorders. These ap-
proaches are designed (a) to promote general overall relax-
ation either by therapist instruction alone (e.g., progressive
muscle relaxation, autogenic training, meditation) or thera-
pist instruction augmented by feedback of various physiolog-
ical parameters indicative of autonomic arousal or muscle
tension to help “ne tune relaxation (e.g., temperature, elec-
tromyographic, or electrodermal biofeedback); (b) to control,
in more direct fashion, those physiological parameters

assumed to underlie headache (e.g., blood ”ow and
electroencephalographic biofeedback); and (c) to enhance
abilities to manage stressors and stress reactions to headache
(e.g., cognitive and cognitive behavior therapy).

Investigations of these treatments are extensive and too
numerous to review study by study. This has led recent re-
viewers to examine ef“cacy by the quantitative procedure of
metaanalyzes. The metaanalyzes conducted to date are sum-
marized in Table 11.4. Early metaanalyzes excluded very few
of the available studies, including poorly designed studies
along with expertly designed studies (the main entrance cri-
terion was a minimal sample size). More recent analyzes
have been much more selective about the studies permitted
to enter analysis. For example, the AHCPR metaanalysis
(Goslin et al., 1999) located 355 behavioral and physical
treatment (acupuncture, TENS, occlusal adjustment, cervical
manipulation, and hyperbaric oxygen) articles, 70 of which
consisted of controlled trials of behavioral treatments for
migraine. Only 39 of these trials met criteria for inclusion in
the analysis. Findings from the most recent metaanalyzes
should be considered as providing lower bound estimates of
effectiveness, under very tightly controlled conditions.

TABLE 11.4 Average Improvement Rates from Separate Metaanalyzes

A. Tension-Type Headache

EMG REL EMG � REL BFCT COG PHARM OTHER PTCT MDCT WTLT

Blanchard, Andrasik, Ahles, 61 59 59 35 35 �5
Teders, and O•Keefe (1980)

Holroyd and Penzien (1986) 46 45 57 15 �4
Bogaards and ter Kuile (1994) 47 36 56 53 39* 38 20 �5
McCrory, Penzien, Hasselblad, 48 38 51 40 35* 17 3

and Gray (2001)

B. Migraine Headache

ATFB THBF REL VMBF THBF � REL EMG COG COG � BF PTCT MDCT WTLT

Blanchard et al. (1980) 65 52 53 17
Holroyd, Penzien, Holm, 28 44 31 57 11

and Hursey (1984)
Blanchard and Andrasik (1987) 49 27 48 43 29 26 13
Goslin et al. (1999) 37 32 33 40 49 35 9 5

EMG � Electromyographic biofeedback, generally provided from the frontal/forehead muscles.
REL � Relaxation therapy, generally of the muscle tensing and relaxing variety.
BFCT � Biofeedback control procedure, generally false or noncontingent biofeedback.
COG � Cognitive therapy, stress coping training, or problem-solving therapy.
BF � EMG or thermal biofeedback.
PHARM � Various medications, ranging from aspirin and nonsteroidal in”ammatories to prophylactics to narcotics.
OTHER � Various approaches, other than BF, REL, or COG.
PTCT � Psychological or pseudotherapy control procedure.
MDCT � Medication control procedure; results taken from double blind placebo controlled medication trials.
WTLT � Waiting list control procedure; no treatment.
ATFB � Thermal biofeedback augmented by components of autogenic training, as developed at the Menninger Clinic.
THBF � Thermal biofeedback by itself.
VMBF � Vasomotor biofeedback provided from the temporal artery.
*Amitriptyline alone.
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In addition to meta-analytic approaches, various groups
have assembled panels to conduct evidence-based reviews,
wherein rigorous methodological criteria are used to evaluate
every study under consideration. Evidence-based analyzes
have been performed by the Division 12 Task Force, the U.S.
Headache Consortium (composed of the American Academy
of Family Physicians, American Academy of Neurology,
American Headache Society, American College of Emer-
gency Physicians, American College of Physicians-American
Society of Internal Medicine, American Osteopathic Associ-
ation, and National Headache Foundation) (Campbell,
Penzien, & Wall, 2000), and the Task Force of the Society of
Pediatric Psychology (Holden, Deichmann, & Levy, 1999).

Consideration of the “ndings from these studies leads to
the following conclusions. First, relaxation, biofeedback, and
cognitive therapy lead to signi“cant reductions in headache
activity, ranging from 30% to 60%. Second, conversely, there
are a fair number of patients who are nonresponders or partial
responders (approximately 40% to 70%). Prediction of
treatment response and careful treatment planning become
particularly important when attempting to improve on this
outcome. Upon their extensive review, the U.S. Headache
Consortium concluded that behavioral treatments may be
particularly well suited for patients having one or more of
the following characteristics: The patient prefers such an ap-
proach; Pharmacological treatment cannot be tolerated or is
medically contraindicated; The response to pharmacological
treatment is absent or minimal; The patient is pregnant, has
plans to become pregnant, or is nursing; The patient has a
long-standing history of frequent or excessive use of anal-
gesic or acute medications that can aggravate headache; or
The patient is faced with signi“cant stressors or has de“cient
stress-coping skills. More is said about treatment prediction
later. Third, improvements exceed those obtained for various
control conditions. Fourth, nonpharmacological treatments
produce bene“ts similar to those obtained for pharmacologi-
cal treatments. Fifth, combining treatments often increments
effectiveness, especially so for nonpharmacological and
pharmacological. However, the net gain of adding a second
treatment modality beyond a single treatment sometimes is
relatively small. This again stresses the importance of “nding
the •rightŽ therapy or combination of therapies for an indi-
vidual patient. Research into the prediction of treatment re-
sponse may elucidate some of this and allow clinicians to
maximize therapeutic gains. Sixth, most studies of nonphar-
macological interventions have included subjects that contin-
ued their consumption of any number of pharmacological
agents while undergoing nonpharmacological interventions.
Only a very few studies have systematically isolated pure

treatments (e.g., Holroyd et al., 1988, 1995, 2001; Mathew,
1981; Reich, 1989).

There is also a fair amount of evidence to suggest that the
effects of these types of therapies are durable. A number of
studies have found substantial maintenance of treatment
gains, at least among those who respond initially, for periods
of up to seven years posttreatment (see Blanchard, 1992), and
that these effects maintain whether further contact is pro-
vided (booster sessions) or not (Andrasik, Blanchard, Neff, &
Rodichok, 1984). For example, in a prospective follow-up,
Blanchard, Appelbaum, Guarnieri, Morrill, and Dentinger
(1987) found that 78% of tension headache sufferers and
91% of migraine headache sufferers remained signi“cantly
improved (as assessed by headache diary) “ve years follow-
ing completion of relaxation training and/or biofeedback
training. In a retrospective four-year follow-up study of
almost 400 headache patients who had completed a compre-
hensive clinical program including several types of biofeed-
back and relaxation training, Diamond and Montrose (1984)
found that 65% reported maintenance of treatment gains.
While this latter study is retrospective, the results are encour-
aging because of the very large sample size and the fact that
the data were collected from patients enrolled in a clinical
program (as opposed to a research program). As such, these
data may provide information about follow-up with •natural-
isticŽ or •real lifeŽ clinical programs.

BEHAVIORAL TREATMENT

A Biobehavioral Model of Headache

The biobehavioral model, which guides treatment of head-
ache, states that the likelihood of any individual experiencing
headache depends on the speci“c pathophysiological mecha-
nisms that are •triggeredŽ by the interplay of the individual•s
physiological status (e.g., level of autonomic arousal), envi-
ronmental factors (e.g., stressful circumstances, certain
foods, alcohol, toxins, hormonal ”uctuations), the individ-
ual•s ability to cope with these factors (both cognitively and
behaviorally), and consequential factors that may serve to
reinforce, and thus increase, the person•s chances of report-
ing head pain (Martin, 1993; Waggoner & Andrasik, 1990).
The main determinant for the resulting headache is the patho-
physiological biological response system that is activated.
Psychological and behavioral factors do not play a causal role
per se. Rather, they contribute to headache as factors that
(a) trigger, (b) maintain, or (c) exacerbate headache, or (d) as
sequelae to continued head pain that subsequently disrupt
overall functioning.
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The prolonged presence of headache begins to exert a psy-
chological toll on the patient over time, such that the patient be-
comes •sick and tired of feeling sick and tired.ŽThe negative
thoughts and emotions arising from the repeated experience of
headache thus can become further stressors or trigger factors in
and of themselves (referred to as •headache-related distressŽ),
serving at that point both to help maintain the disorder and to
increase the severity and likelihood of future attacks. Pointing
out the direct and indirect psychological in”uences on
headache may make it easier for the patient to understand and
accept the role of psychological factors and can often facilitate
referral for adjunctive psychological/psychiatric care when
needed (to illustrate, ask the patient which is worse, onset of a
headache when the patient is refreshed and rested or when
work and family frustrations are at a peak). This model points
out the various areas to address when interviewing headache
patients.

Implementation

Appropriate treatment implementation assumes adequate ex-
pertise in the application of the interventions selected. Be-
cause this chapter is intended for nonmedical practitioners,
the following sections will address the application and imple-
mentation of nonpharmacological, behavioral and cognitive
behavioral, interventions that have garnered empirical sup-
port to date. As previous sections have indicated, appropriate
medical evaluation cannot be overlooked and pharmacologi-
cal therapy may be the treatment of choice or a necessary
component. When pharmacotherapy is used, ongoing med-
ical assessment and collaboration with a quali“ed medical
provider is critical (Blanchard & Diamond, 1996).

A common element among all therapies is patient educa-
tion, which begins at the onset and continues throughout treat-
ment. Research by Packard (1987) reveals that information
about headache is one of the top needs of patients when
they come for treatment. Each of the following treatments
begins with an educational component that typically in-
cludes information on the etiology of headache, the rationale
for treatment, and an explanation of what is involved with
the particular treatment, as well as encouragement of active
participation on the part of the patient (Andrasik, 1986,
1990; Holroyd & Andrasik, 1982). Therapists are encour-
aged to discuss the aforementioned biobehavioral model of
headache in clear, nontechnical terms.

In the initial session emphasis is placed on the importance
of collaboration between the therapist and patient and of reg-
ular home practice to facilitate skill acquisition (Holroyd &
Andrasik, 1982; Martin, 1993). Although strongly encour-
aged, the role of home practice has received inconsistent

support in the research literature. In clinical practice, the
importance of home practice is emphasized, even though
this may often be an unexamined assumption (Blanchard,
Nicholson, Radnitz, et al., 1991; Blanchard, Nicholson,
Taylor, et al., 1991).

Relaxation Training

Relaxation training for recurrent headache disorders may take
a variety of forms. Two forms in particular have been widely
applied in the treatment of recurrent headache disorders: pro-
gressive muscle relaxation (e.g., Cox, Freundlich, & Meyer,
1975) and autogenic training (e.g., Sargent, Green, & Walters,
1973). Transcendental Meditation (Benson, Klemchuk, &
Graham, 1974) and self-hypnosis (ter Kuile, Spinhoven,
Linssen, & van Houwelingen, 1995) have also been applied,
but not extensively.

Progressive muscle relaxation training as applied to recur-
rent headache disorders is most often based upon the work of
Jacobson (1938) or Bernstein and Borkovec•s (1973) abbre-
viated adaptation of Jacobson•s procedures. Progressive mus-
cle relaxation may be used alone or in conjunction with
biofeedback. Typically applied during 10 sessions over the
course of eight weeks, the procedure involves therapist-
guided training of patients to alternately tense and relax tar-
get muscle groups. Patients are instructed to tense the target
muscle group for “ve to ten seconds, focusing on the sensa-
tions that result from the tension. Following the tension
phase, patients are instructed to release the tension and relax
the muscle for 20 to 30 seconds, again focusing on the sensa-
tions associated with the release of tension. The tense/relax
cycle instructions are repeated two to three times for each
muscle group. As the patient becomes pro“cient at tensing
and relaxing muscle groups, training proceeds to consolidate
muscle groups, facilitate the deepening of relaxation,
enhance abilities to discriminate among various levels of re-
laxation, and induce relaxation by recall. Patients are typi-
cally instructed to practice their relaxation exercises once or
twice daily for 20 minutes. Table 11.5 from Andrasik (1986)
and Tables 11.6 and 11.7 contain a summary of a typical
protocol.

Autogenic training was “rst applied to headache disorders
(typically migraine) by Sargent et al. (1973). Autogenic train-
ing (Schultz & Luthe, 1969) involves focusing on a set of
phrases speci“cally designed to promote a desired physiologic
state. Autogenic training for headache treatment utilizes
phrases intended to elicit sensations of relaxation, heaviness,
and warmth in the entire body (face/head, trunk, and extremi-
ties) with a particular emphasis placed on warming of the
hands. Autogenic training is often employed in conjunction
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TABLE 11.5 Outline of Progressive Muscle Relaxation Training Program 

Introduction Number of Muscle
and Treatment Muscle Deepening Breathing Relaxing Discrimination Relaxation Cue-Controlled

Week Session Rationale Groups Exercises Exercises Imagery Training by Recall Relaxation

1 1 X 14 X X
2 14 X X X

2 3 14 X X X X
4 14 X X X X

3 5 8 X X X X
6 8 X X X X X

4 7 4 X X X X X
5 8 4 X X X X X X
6 9 4 X X X X X X
7 none
8 10 4 X X X X X X

Source: Andrasik (1986).

TABLE 11.6 Fourteen Initial Muscle Groups and Procedures for
Tensing in 18 Steps

1. Right hand and lower arm (have client make “st, simultaneously tense
lower arm).

2. Left hand and lower arm.
3. Both hands and lower arms.
4. Right upper arm (have client bring his or her hand to the shoulder and

tense biceps).
5. Left upper arm.
6. Both upper arms.
7. Right lower leg and foot (have client point his or her toe while tensing

the calf muscles).
8. Left lower leg and foot.
9. Both lower legs and feet.

10. Both thighs (have client press his or her knees and thighs tightly 
together).

11. Abdomen (have client draw abdominal muscles in tightly, as if bracing
to receive a punch).

12. Chest (have client take a deep breath and hold it).
13. Shoulders and lower neck (have client •hunchŽ his or her shoulders or

draw his or her shoulders up toward the ears).
14. Back of the neck (have the client press head backward against headrest

or chair).
15. Lips/mouth (have client press lips together tightly, but not so tight as to

clench teeth; or have client place the tip of the tongue on the roof of the
mouth behind upper front teeth).

16. Eyes (have client close the eyes tightly).
17. Lower forehead (have client frown and draw the eyebrows together).
18. Upper forehead (have client wrinkle the forehead area or raise the

eyebrows).

TABLE 11.7 Abbreviated Muscle Groups

Eight Muscle Groups
1. Both hands and lower arms.
2. Both legs and thighs.
3. Abdomen.
4. Chest.
5. Shoulders.
6. Back of neck.
7. Eyes.
8. Forehead.

Four Muscle Groups
1. Arms.
2. Chest.
3. Neck.
4. Face (with a particular focus on the eyes and forehead).

with thermal biofeedback, which also places an emphasis on
warming of the hands, leading to a treatment termed •auto-
genic feedbackŽby Sargent et al. (1973). Autogenic training
involves the verbatim repetition of the selected phrases, “rst
demonstrated by the therapist. Tape recordings of sessions or
printed copies of verbatim scripts may be helpful until patients
learn the phrases and their sequence as well as the ability to
elicit the desired sensations.

Biofeedback

A number of biofeedback interventions have been applied to
recurrent headache disorders, including: EMG, thermal,
electrodermal, cephalic vasomotor, transcranial doppler, and
EEG biofeedback (see Andrasik, 2000). EMG biofeedback
and thermal biofeedback are described here, as these have
the most empirical support and they are the biofeedback
approaches most widely used in clinical practice (they are
the •workhorsesŽ of the biofeedback •general practitionerŽ).
The other approaches require more specialized training and
equipment.

EMG and thermal biofeedback interventions are com-
monly employed in conjunction with relaxation training
and/or autogenic training. As with relaxation training and au-
togenic training, a rationale for ef“cacy is provided to the pa-
tient at the start of biofeedback treatment (see Andrasik, 1986,
and Blanchard & Andrasik, 1985, for verbatim explanations).
The therapist will often be present and active in •coachingŽ
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the patient in early sessions of biofeedback but it has been
suggested that the therapist•s presence, particularly if overly
active or intrusive, can become a distraction and interfere with
the training (Borgeat, Hade, Larouche, & Bedwani, 1980).
Hence, biofeedback training is designed to be therapist-
guided in the initial phases, with an effort to move in the
direction of increased self-regulation on the part of the patient
as training proceeds.

For both types of biofeedback training described next, 8 to
16 sessions of training are usually provided, typically between
20 and 40 minutes in duration (or long enough for training
to be effective but brief enough to minimize the likelihood of
fatigue). Instead of a universal prescriptive for the length of
treatment, the number of sessions is more usefully determined
by the individual patient•s response to treatment. Training
may be discontinued when maximum bene“t has been
achieved, as in a signi“cant reduction in headache activity or
when the reduction in headache activity plateaus or stabilizes.
In some cases, a reduction of headache activity may not have
occurred. In these cases, it may be useful to determine whether
the patient has achieved suf“cient skill at physiological self-
regulation of the target response. If the patient has achieved
suf“cient skill and is able to apply these skills in real-life
settings but has not experienced a reduction in headache
activity, other treatment options may be indicated.

EMG biofeedback is relatively straightforward and can be
performed both in the clinic and at home with portable de-
vices. The aim of EMG biofeedback training is to decrease
muscle tension (as evidenced by electrical activity) of the
frontal muscles of the forehead (e.g., Budzynski et al., 1973),
although other muscles may be targeted in a similar fashion if
these muscles appear to play an important role in the individ-
ual•s headache activity. To achieve these aims, patients are
encouraged to experiment with a variety of methods of phys-
iological self-control (such as relaxation exercises, imagery
exercises, or breathing exercises) while receiving feedback
about their performance via an EMG device. Often, the train-
ing portions of the biofeedback sessions proceed in brief in-
tervals of 1 to 5 minutes in length, interspersed with brief
pauses that provide an opportunity for rest periods and dis-
cussion with the therapist. Across sessions, patients are
encouraged to further increase and re“ne their self-regulatory
skills in this manner.

Thermal biofeedback also generally aims to increase phys-
iological self-regulation. Speci“cally, the aim is to increase
peripheral body temperature or a hand-warming response. To
achieve these aims, patients are encouraged to experiment
with a variety of methods of physiological self-control (such
as relaxation exercises, imagery exercises, or breathing exer-
cises) while receiving feedback about their “nger tempera-

ture. Relaxation may be induced by recall prior to start of
biofeedback session. Often, autogenic phrases or imagery are
used during thermal biofeedback training sessions as a means
of raising peripheral body temperature. An adaptation phase
and baseline period are often used to note baseline tempera-
ture, followed by training phases that proceed in short inter-
vals characterized by voluntary efforts to warm the hands.
Some have suggested that it may be bene“cial for patients to
achieve a certain criterion level during training (e.g., be able
to increase “nger temperature to a certain temperature value
within a speci“ed period or for a speci“ed length; Fahrion,
Norris, Green, Green, & Snarr, 1986). Although this makes
sense from a clinical perspective, there is minimal data to
support this notion.

The mechanisms of action for these therapies are not fully
clear, as the data suggest that the direction of change in EMG
level and “nger temperature and extent of physiological
control achieved are not predictive of outcome. Similarly,
comparisons of relaxation therapies and biofeedback inter-
ventions often “nd equivalence, suggesting that the effects
are not speci“c to the type of therapy employed but rather
due to nonspeci“c effects that may have an underlying
relaxation mechanism (Cohen, McArthur, & Rickles, 1980;
Primavera & Kaiser, 1992). It is possible that a generalized
relaxation response or physiological self-control is the com-
mon denominator and active ingredient in these therapies,
rather than the directional change in a speci“c physiological
process. Alternative explanations of the mechanism of action
of these therapies have included alteration of cognitive
and behavioral responses to stress and improved coping
(Andrasik & Holroyd, 1980b) and cognitive changes such as
an increased sense of perceived control and mastery (Cohen
et al., 1980). Cognitive changes that may underlie the effec-
tiveness of biofeedback may be mediated by performance
feedback that suggests •successŽ (Holroyd, Penzien, Hursey,
et al., 1984), allowing for increased perceptions of control
and mastery. In short, research into the psychophysiological
mechanisms of biofeedback has led to the suggestion that
cognitive factors may play an important role in the ef“cacy of
behavioral and physiological self-regulation interventions;
however, our understanding of these mechanisms remains
•rudimentaryŽ (Gauthier, Ivers, & Carrier, 1996).

Cognitive Behavioral Interventions

This type of therapy has been labeled variously as cognitive
behavior therapy, cognitive stress coping therapy, cognitive
therapy, stress management, or other terms. In addition
to the evidence from biofeedback studies that suggests that
cognitive factors play a role in the treatment of recurrent
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headache disorders, there is also evidence to suggest that
stress, appraisal of stress, and coping play a signi“cant role
in recurrent headache disorders (Holm, Holroyd, Hursey, &
Penzien, 1986; Lake, 2001). Theoretically, cognitive behav-
ioral therapies may work by altering cognitive appraisals/
expectancies, stress responses, or cognitive/behavioral cop-
ing responses, although the speci“c causal relationships
between stress and headaches and cognitive therapies and
headaches remain unclear (Morley, 1986).

Much of the empirical study of cognitive behavioral
interventions for recurrent headache disorders have
adapted the traditional cognitive behavioral framework of
Meichenbaum•s stress inoculation training as applied to pain
(Meichenbaum, 1977; Turk, Meichenbaum, & Genest, 1983)
or Beck•s cognitive therapy (Beck, Emery, & Greenberg,
1985; Beck, Rush, Shaw, & Emery, 1979). These traditional
cognitive-behavioral therapies have been adapted speci“-
cally for the treatment of recurrent headache disorders by
Holroyd and Andrasik (1982) and Holroyd, Andrasik, and
Westbrook (1977). It should be kept in mind that cognitive
behavioral therapies for headache are most often applied in
the form of a •treatment packageŽ that may include a number
of the other approaches discussed previously.

In CBT patients are taught a rationale that suggests that
learning to identify and modify cognitions will mediate the
stress-headache relationship. Unfortunately, empirical inves-
tigation of these assumptions is very limited, as are data to
support the validity of these assumptions. This led Morley
(1986) to conclude that •this approach to treatment is open to
the criticism that the therapy works because of a convincing
rationale and not because the rationale is essentially correctŽ
(p. 317). This conclusion still applies. Although CBT has
been shown to be superior to no treatment and to be as good
as (if not superior to) other effective treatments for headache,
it is also unclear whether CBT is superior to a credible atten-
tion placebo (Blanchard, 1992). While it is clear that much
more investigation is required before this rationale can be
claimed as validated, the data are also clear that cognitive be-
havioral therapies possess ef“cacy in the treatment of recur-
rent headache disorders, even if the mechanisms of action are
poorly understood.

Holroyd and Andrasik (1982) identify three general phases
of CBT for headache disorders, including: education, self-
monitoring, and problem-solving or coping skills training.
For the most part, cognitive behavioral approaches to
headache disorders are fairly consistent in their emphasis on
education and self-monitoring. It is within the last phase that
much of the variability exists.

Once the rationale has been explained in suf“cient detail,
CBT for headache disorders moves quickly into a very

detailed form of self-monitoring. Patients are taught to
monitor and record the factors that precede, accompany, and
follow stressful situations and headaches. Patients are taught
to monitor their thoughts (cognitions), feelings (emotions),
behaviors, and sensations. This functional analysis of an-
tecedents, concomitants, and consequences is intended as a
means of identifying modi“able aspects of headache and
stress. Emphasis is often placed on the antecedents and con-
comitants of headache and stress, particularly cognitive and
behavioral antecedents and concomitants because of the as-
sumption that these may be amenable to modi“cation.

The remainder of cognitive behavioral therapy focuses on
modifying those factors that appear to be related to headache
activity and stress. This phase of the therapy may vary
substantially. A number of strategies and techniques may be
used to modify the factors that were identi“ed through self-
monitoring. Some of the most common cognitive strategies
applied include cognitive restructuring and reappraisal (in
the tradition of the Cognitive Therapy of Beck or Rational
Emotive Therapy of Ellis) and the use of coping self-
statements (in the tradition of Meichenbaum•s Stress Inocula-
tion Training). Common to each of these approaches is the
identi“cation and revision of maladaptive cognitions. Using
any of these approaches, the therapist assists the patient in the
review of self-monitoring data by helping the client identify
maladaptive cognitions and challenge them effectively.
Therapists may also assist in the identi“cation of maladaptive
behavioral responses to stress and provide training and sup-
port in the use of problem solving strategies to identify more
adaptive behavioral responses to stress and headache.

BEHAVIORAL TREATMENT PLANNING

The empirical treatment outcome literature, pharmacological
and nonpharmacological, provides a useful starting point for
treatment planning with an individual patient. In addition to
reporting on the overall ef“cacy of various treatments, this
literature also offers some insights into individual factors
that increase or decrease the likelihood of a clinically signi“-
cant treatment response. Unlike treatment outcome studies
that are con“ned by the restraints of empirical rigor for the
purpose of hypothesis testing and maintenance of internal
validity, clinical treatment of patients presenting with recur-
rent headache disorders must rely on sound clinical judgment
and careful selection of interventions that are most likely to
provide the best treatment outcome for the individual.
Whereas treatment outcome studies utilize a somewhat stan-
dardized approach, optimal clinical treatment is not always
suited by a •one-size-“ts-allŽ stance. The following sections
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describe some of the individual factors that have been found
to be related to treatment outcome and that can be useful in
determining which of the numerous options for treatment
might be particularly useful for an individual patient. These
factors include: headache type, frequency, and chronicity;
age and gender; comorbid psychological disorder or distress;
environmental factors; and treatment history. Other factors,
such as patient preference and cost effectiveness, have not
received as much empirical attention, but these are nonethe-
less important when considering treatment options. While
much of the empirical literature has examined •intensiveŽ in-
dividual therapy formats (typically 8 to 12 sessions), other
methods of treatment delivery merit consideration, including
reduced therapist contact and group treatments.

Headache Type, Frequency, and Chronicity

Both tension-type and migraine headache respond well to
pharmacological and nonpharmacological treatments. With
regard to nonpharmacological interventions, both headache
types bene“t from relaxation training and cognitive behav-
ioral interventions. Although thermal biofeedback is more
widely applied to migraine headache and EMG biofeedback
is more widely applied to tension-type headache, there is
evidence to suggest that EMG biofeedback is also useful for
migraine headache. Patients with mixed migraine and tension-
type headaches also respond to the treatments discussed
above, although typically not as well as those with •pureŽ
migraine or tension-type headaches. Cluster headache does
not appear to respond as well to behavioral treatments. Data
are less clear for headaches that are associated with menses.
Headaches resulting from trauma require intensive, multi-
component treatment.

Patients with chronic daily or near daily, high intensity
headache do not respond well to behavioral interven-
tions alone (Blanchard, Appelbaum, Radnitz, Jaccard, &
Dentinger, 1989). However, chronic daily headache has been
found to be unrelated or positively related to the use of
abortive and prophylactic medications (Holroyd et al., 1988).
These data suggest that medications may be the “rst-line
treatment for patients with chronic/daily or almost continu-
ous headache.

Age and Gender

Young adults generally respond better to nonpharmaco-
logical interventions than older adults and women generally
respond better than men (Diamond, Medina, Diamond-Falk,
& DeVeno, 1979; Diamond & Montrose, 1984). Geriatric
headache patients have been found to be less responsive to

standard behavioral treatment protocols (Holroyd & Penzien,
1986). When protocols are adjusted to compensate for any
age-related declines in information processing capabilities,
however, outcomes become much more favorable (e.g.,
Arena, Hannah, Bruno, & Meador, 1991;Arena, Hightower, &
Chong, 1988; Nicholson & Blanchard, 1993).

Behavioral treatments have been found to be especially
effective for pediatric headache sufferers (Attanasio,
Andrasik, Burke, Blake, Kabela, & McCarran, 1985;
Hermann, Blanchard, & Flor, 1997; Hermann et al., 1995;
Holden et al., 1999). Although no direct comparisons of child
and adult headache patients have been conducted within a
single study, a recent metaanalyzes, drawing on nearly 60
existing separate child and adult studies, revealed that
children improved at a much greater level when treated in a
similar fashion with either temperature or EMG biofeedback
(Sara“no & Goehring, 2000).

Treatment History

Patients who have a history of habituation to medication,
consume large amounts of medication, are suffering from
drug-induced headaches, or are particularly refractory tend to
respond less well to behavioral interventions (see earlier sec-
tions). In these situations, detoxi“cation may need to be ac-
complished before nonpharmacological intervention; some
have suggested that nonpharmacological interventions be im-
plemented during a gradual reduction and discontinuation of
the offending medication in an effort to reduce the high
dropout rates associated with drug withdrawal procedures
(Gauthier et al., 1996; Grazzi et al., 2001). In these cases, pre-
vious treatment provides clear contraindications for speci“c
pharmacological interventions and begins to suggest alter-
nate strategies that may be helpful to refractory patients.

Blanchard, Andrasik, Neff, et al. (1982) examined a
stepped-approach to treating diverse headache patients.
Initially, all subjects (tension-type, migraine, or both com-
bined) were treated with relaxation training, resulting in a
substantial reduction in headache for all three headache types
but particularly for tension-type headache sufferers. Those
subjects who did not respond well to relaxation training were
subsequently treated with biofeedback (thermal for pure mi-
graine or combined headache; EMG for tension-type). The
subsequent biofeedback treatment resulted in further signi“-
cant reductions, particularly for combined headache patients.
These “ndings suggest that relaxation training is useful for all
three types of headaches but also emphasize the value of
biofeedback for those who do not respond initially to relax-
ation training (especially those with migraine or mixed
headaches). These results further suggest that relaxation and
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biofeedback may not work through a common mechanism, at
least for a subset of patients.

Comorbid Psychological Distress or Disorder

The psychological status of the patient deserves special
attention in order to identify conditions (mood and anxiety
disorders, formal thought disorder, certain personality disor-
ders) that might interfere with treatment and that need to be
handled prior to or concurrent with treatment of the headache
(see Holroyd, Lipchik, & Penzien, 1998; Lake, 2001;
Merikangas & Stevens, 1997; Radat et al., 1999; see also the
chapter by O•Callahan, Andrews, & Krantz in this volume;
and the chapter by Jason & Taylor in this volume). These
authors speculate that attention to comorbid conditions may
be crucial to the success of both pharmacologic and nonphar-
macologic therapies for certain patients. This conclusion is
based on studies revealing the following: 

1. The risk for major depression and anxiety disorders is
higher for migraineurs than for nonmigraineous controls. 

2. This in”uence is bi-directional. Migraine increases the risk
of a subsequent episode of major depression (adjusted rel-
ative risk � 4.8), and major depression increases the risk
of subsequent migraine (adjusted relative risk � 3.3).

3. Comorbid anxiety and depression lead to increases in dis-
ability and contribute to headaches becoming intractable. 

4. Psychological distress is greater in headaches that are
more frequent and chronic.

5. Depression is implicated in the transformation of episodic
to chronic tension-type headache.

6. Certain personality disorders reveal a higher incidence of
headache than otherwise would be expected.

Further evidence for the importance of considering psy-
chological factors is obtained from research that has
attempted to identify variables associated with outcome. For
example, studies have consistently shown that patients dis-
playing only minor elevations on a scale commonly used to
assess depression (Beck Depression Inventory) have a dimin-
ished response to self-regulatory treatments (Blanchard et al.,
1985; Jacob, Turner, Szekely, & Eidelman, 1983) and even
abortive medication (Holroyd et al., 1988). Other variables
(anxiety, scales 1, 2, and 3 of the MMPI) have been suggested
as predictive of response to behavioral treatments as well
(Blanchard et al., 1985; Werder, Sargent, & Coyne, 1981).

Holroyd et al. (1988) found that patients who were high in
trait anger, and to a lesser extent, depressive symptoms, were
less likely to respond to abortive pharmacological agents for
migraine headache but these variables were uncorrelated

with response to a combination of relaxation training and
thermal biofeedback, suggesting that the presence of the trait
anger or depression could indicate nonpharmacological inter-
ventions as a “rst line treatment. Jacob et al. (1983) found
that headache patients without signi“cant depressive sypto-
matology responded better to relaxation training than those
with depressive symptomatology. These data suggest that a
combination of pharmacological and nonpharmacological in-
terventions may be useful, such as nonpharmacological man-
agement of headache combined with pharmacological
management of depression. CBT, which has received exten-
sive support for treating anxiety and depression, may be more
useful when comorbid conditions are present. Finally, signif-
icant reductions in anxiety and depression typically occur
following behavioral treatment, regardless of the headache
type or the extent of headache relief (Blanchard et al., 1986;
Blanchard, Steffek, Jaccard, & Nicholson, 1991).

Environmental Factors

It is also important to be mindful of environmental factors/
consequences that may be serving to maintain pain, as pointed
out long ago by Fordyce (1976). Fowler (1975) has applied
this perspective to headache patients. A patient is most likely
to •learnŽ pain behavior when (a) pain behavior is posi-
tively reinforced or rewarded, or (b) •wellŽ behavior is insuf-
“ciently reinforced, punished, or aversive. Therapists can
unwittingly become a part of the learned pain behavior process
in several different ways. Attention from others is a near
universal reinforcer; the sympathetic ear of a therapist can be
especially powerful. Medication prescribing practices can fos-
ter untoward learning effects as well. Palliative medications
are often prescribed on an •as-neededŽbasis, accompanied by
the caution, •Take this only when you really need it; it is pow-
erful and may be addicting.ŽWhen instructed in this manner,
many patients will delay taking the medication until their pain
becomes barely tolerable or near maximum level. If the med-
ication effectively relieves the headache, medication-taking
behavior has become strongly reinforced and is likely to
become more frequent in the future (based on principles of
learning theory). Similar factors come into play when treating
patients whose headache severity has markedly compromised
their day-to-day functioning (a common occurrence with post-
traumatic headache). Such patients are typically instructed,
•Do only what you canŽor continue activities •until the pain
becomes unbearable.ŽThe patient begins an activity, experi-
ences increased pain, and then stops. Stopping the activity
reduces discomfort and makes the patient less likely to engage
in activity in the future. Consequently, therapists need
to probe for environmental conditions, including familial
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factors, which might be serving to maintain headache pain
behavior and to be aware of how he or she may subtly begin to
contribute to the headache problem itself.

When such environmental factors are in evidence, thera-
pists are urged to lessen (gradually) attention given to pain
symptoms, encourage and reinforce efforts to cope with
head pain (ask, •How are you trying to manage your
headaches?Ž rather than, •How is your headache today?Ž),
encourage the inactive patient to set daily goals and stick to
them despite the pain level, and arrange for needed anal-
gesic medications to be taken on a time-contingent, as
opposed to a pain-contingent, basis. Fordyce (1976) presents
a detailed format for questions to ask of patients and family
members being treated for chronic pain, which are also
appropriate to consider when evaluating headache patients.
In the only examination of its type, Allen and Shriver
(1998) found that adding parent training in pain behavior
management to standard biofeedback treatment signi“cantly
incremented effectiveness over biofeedback alone for ado-
lescent migraineurs.

Patient Preference and Cost Effectiveness

To date, there are no clear empirical data to suggest whether
patient preference is predictive of treatment outcome.
Nonetheless, this factor should always be considered when
providing clinical treatments or interventions to individual
patients. As a matter of course, compliance and cooperation
are likely to be in”uenced by patient preference for treatment
type; to ignore this would be a serious error.

Treatment Algorithms

Holroyd et al. (1998) provide treatment algorithms for the
integration of behavioral and pharmacological therapies for
recurrent migraine and tension-type headache that clinicians
and researchers may “nd useful. While these algorithms have
not been empirically tested, they are based on the extensive
empirical literature previously described and represent a set
of empirically supported decision-making guidelines.

These authors suggest the use of both pharmacological
and nonpharmacological treatments for migraines that are
frequent and/or severe. For migraine headaches that are
less frequent and unaccompanied by psychological prob-
lems, factors such as patient preference, previous treatment
experience/outcome, and cost may be used to select either
pharmacological or nonpharmacological methods of treat-
ment as a “rst line treatment. Should the initial choice fail to
result in a satisfactory outcome, the alternate strategies may
then be used as a supplement or second-line treatment.

For tension-type headaches, Holroyd et al. (1998) con-
sider behavioral interventions to be the treatment of choice.
However, if the headaches are unremitting or complicated by
signi“cant psychological disturbance, the use of antidepres-
sant medication should be considered early. Minimal thera-
pist contact interventions (see next) may be tried initially,
with more intensive treatments applied if initial efforts
are unsuccessful. If the addition of other behavioral and
cognitive behavioral interventions fails to result in a satis-
factory outcome, then prophylactic medications should be
considered.

Treatment Format and Delivery

In addition to individual characteristics of patients that may
predict response to treatment and aid in the selection of ap-
propriate intervention(s), treatment planning also involves de-
cisions about treatment format and delivery. Practical factors,
such as limited patient and/or therapist time, cost prohibitions,
and limited geographical access, may preclude intensive indi-
vidual therapies (Rowan & Andrasik, 1996). This has led
researchers to explore more economical alternatives.

Minimal Therapist Contact Interventions

The main alternate delivery approach investigated to date re-
tains a 1:1 focus, but markedly reduces clinician contact by
supplementing treatment with instructional manuals and cas-
settes that subjects utilize on their own at home or at work.
The •prototypicalŽ minimal therapist contact intervention in-
cludes an initial in-of“ce session, a mid-treatment of“ce ses-
sion, and a “nal session with the therapist over the course of
eight weeks or so, plus the use of two to three telephone con-
tacts in between. These intermittent visits and calls are de-
signed to keep patients engaged in treatment and to offset the
high dropout rates that have occurred with entirely self-help
approaches (Rowan & Andrasik, 1996). Thus, while time
spent at the of“ce and with the therapist is signi“cantly re-
duced (as are costs), time investments by the patient are still
extensive.

There is a substantial body of literature to suggest that non-
pharmacological interventions may be effectively applied in
cost-effective, minimal therapist contact formats and that
these formats rival more •intensiveŽ interventions, with both
adults and children (Haddock et al., 1997; Rowan &Andrasik,
1996). Furthermore, the bene“ts appear to be well maintained
over time (Blanchard et al., 1988). Minimal therapist contact
interventions have been found to have attrition rates similar to
more intensive therapies and to produce two to six times more
headache reduction per therapist hour than more intensive
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therapies (thus af“rming their cost-effectiveness). Factors
that predict response to such minimal contact interventions
are less clear than those that have been previously discussed
for more •intensiveŽ treatments.

Minimal therapist contact interventions have both advan-
tages and disadvantages. Some of the advantages include
reduced therapist time and costs to the patient, expanded
accessibility of treatment, reduced scheduling demand, and
reduced patient apprehension. Disadvantages include an in-
crease in the time commitment and possibly a need for greater
motivation on the part of the patient (Andrasik, 1996).

Researchers have begun to explore the feasibility of admin-
istering behavioral treatments to large numbers of patients, via
mass media and the Internet. Researchers in the Netherlands
(de Bruin-Kofman, van de Wiel, Groenman, Sorbi, & Klip,
1997) used television and radio instruction to supplement
home-study material on headache management. Favorable re-
sults were obtained for the small sample (n � 271) that was
available to participate in the outcome analysis, however this
was just a fraction of the people who purchased the self-help
program (approximately 15,000). The “rst Internet-based
study was centered at the worksite and was implemented via
computer kiosks (Schneider, Furth, Blalock, & Sherrill,
1999). In the second study, patients accessed the Web from
terminals at home (Ström, Pettersson, & Andersson, 2000).
Modest improvements occurred, but attrition was consider-
able (greater than 50%) in both investigations.

Group Treatment

Napier, Miller, and Andrasik (1997…1998),upon examining
the limited investigations of behavioral and cognitive behav-
ioral group interventions for recurrent headache, offered the
following conclusions.Although only one study directly com-
pared individual versus group delivery (Johnson & Thorn,
1989), the clinical outcomes for group treatment appeared to
rival those reported for individually administered treatments.
Subject retention rates were similar as well. Time devoted to
group treatment varied considerably, ranging from a low of
270 minutes (or 4.5 hours) for a minimal contact approach to
900 minutes (or 15 hours) for an intensive, interdisciplinary
approach. Group sizes ranged from 2 to 15 participants and
utilized 1 to 2 therapists. The only study that directly investi-
gated the role of therapist experience found it was signi“-
cantly related to clinical outcome (Holroyd & Andrasik,
1978). These limited data suggest that group treatment is as
effective as individual treatment for recurrent headache disor-
ders. Once again, group treatment may be less expensive than
individual therapy. However, group treatment also requires
greater scheduling demands and may pose some of the same

disadvantages as individual treatment, such as demands on
patient and/or therapist time, cost prohibitions, and limited
geographical access.

SUMMARY AND FUTURE DIRECTIONS

Individual studies, metaanalytic analyzes, and task force
reviews have shown that a number of behavioral treatments
(relaxation, biofeedback, and CBT) are ef“cacious for
uncomplicated forms of migraine and tension-type headache,
that improvement rates appear to rival those for pharmaco-
logical treatments, and that certain treatment combinations
can be more ef“cacious than single modality approaches.
Researchers continue to explore the boundary dimensions for
who is and who is not an ideal candidate for behavioral treat-
ment. People experiencing cluster, menstrual, posttraumatic,
drug-induced, or daily, unremitting headaches or certain
comorbid conditions present special challenges that can
require integrative, multidisciplinary, and intensive treatment
approaches. Although much has been accomplished since
behavioral researchers entered the headache arena approxi-
mately 30 years ago, the battle has only begun. Much addi-
tional research is needed, and we conclude the chapter with
brief mention of likely directions this research will take.

Researchers have just begun to realize the advantages of
computers and the Web for facilitating both assessment and
treatment. Pocket computers make it possible to monitor when
ratings are actually made, administer prompts when data are
incomplete, collect volumes of data in a relatively easy and ef-
“cient manner, transmit data directly to the research/clinic site,
and communicate interactively with the therapist or researcher
(Holroyd, in press). Web- and CD-Rom-administered treat-
ments have the potential to reach patients that heretofore could
not or would not seek treatment. Folen, James, Earles, and
Andrasik (2001) have shown that it is possible to use the Inter-
net to transport biofeedback treatment to remote sites that lack
the needed expertise. Particular challenges in these approaches
will be ensuring adequate medical evaluation and follow-up,
dealing with emergencies and crises, and resolving issues
related to practicing across state-licensing boundaries.

Although it is clear that certain behavioral treatments are
ef“cacious, the mechanisms by which they operate are not
well understood. This is not so surprising, considering that
the etiologies of headache were not all that clear until re-
cently. Accounts of pathophysiology for both of the major
forms of headache have shifted from peripheral and vascular
models to models that focus on central nervous system dys-
function (central sensitization for tension-type headache and
central excitability for migraine). Recognition of this will
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certainly lead to development of new psychophysiological
assessment approaches, investigation of biochemical changes
that result from treatment (e.g., Olness, Hall, Rozneicki,
Schmidt, & Theoharidies, 1999), and further development of
treatments that are more directly tied to the underlying etiol-
ogy (such as EEG biofeedback).

Researchers are only beginning to address the all-
important issues of treatment selection, treatment sequenc-
ing, and patient selection. This is a daunting task that will
require large samples and much effort. Most of the research
to date has been conducted in specialized research or treat-
ment centers, with patients who have been highly selected.
The majority of patients who seek treatment are not seen in
these settings. Importing treatments to the settings where
they are most needed (primary care) and investigating para-
meters for optimizing success will occupy much research
time in the near term. Finally, it is expected that future re-
search may identify certain headache types or situations that
are uniquely suited for behavioral interventions, such as dur-
ing pregnancy when women are advised to be very cautious
about use of certain medications (e.g., Marcus, Scharff, &
Turk, 1995).
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Like most wars, the •war on cancerŽ leaves casualties, scars,
and lives in need of healing in its wake. It has only been re-
cently that the community of health and mental health pro-
fessionals has focused on the psychosocial needs of cancer
patients and their families. An increasing awareness of the
signi“cant emotional, interpersonal, family, vocational, and
functional problems experienced by such individuals, and
how these problems potentially impact on their overall health
quality of life and even health outcome, has led to the
creation of the “eld of psychosocial oncology or psycho-
oncology. According to Holland (1990), the two major areas
of interest characterizing this cancer subspecialty involve:
•(a) the impact of cancer on the psychological function of the
patient, the patient•s family, and staff; and (b) the role that
psychological and behavioral variables may have in cancer

risk and survivalŽ (p. 11). In addition, an important out-
growth of these areas of scienti“c inquiry involves develop-
ing and evaluating the ef“cacy of psychosocial interventions
geared to improve a cancer patient•s quality of life (Baum &
Andersen, 2001; A. Nezu, Nezu, Freidman, Faddis, & Houts,
1998). This chapter provides an overview of this “eld, begin-
ning with a brief description of cancer itself.

CANCER: A BASIC PRIMER

The word cancer was “rst used to describe various types
of tumors by the Greek physician, Hippocrates. In Greek,
words such as carcinos and carcinoma refer to a crab and
initially described tumors that were probably due to the
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“nger-like projections from a cancer that is reminiscent of
a crab.

Although cancer is often thought of as being a single dis-
ease, it is actually a term used to describe in excess of 200
different diseases. The differing types of cancers can be clas-
si“ed into “ve major groups: carcinoma (a cancerous tumor,
or malignant neoplasm, that originates in the surface tissue of
body organs), sarcoma (a cancerous tumor originating in the
bone, cartilage, muscle, “brous connective tissue, or fatty
tissue); myeloma (a malignant neoplasm originating in the
plasma cells of the bone marrow), lymphoma (a cancerous
tumor originating in the lymph system), and leukemia (cancer
originating in the blood-forming tissue).

All types of cancer have one characteristic in common„
the uncontrollable growth and accumulation of abnormal
cells. Normal cells behave according to preprogrammed
genetic rules unique to a particular cell type (e.g., skin,
blood, brain). They divide, mature, die, and are replaced ac-
cording to this systematic plan. Cancer cells, on the other
hand, do not follow biological rules„they divide more
rapidly than usual, grow in a disorderly fashion, and do not
properly mature.

Immortal cells are those cancer cells that are not
•programmedŽ to know when to stop dividing or die. They
can destroy normal surrounding tissue and have a propensity
to spread throughout the body. This abnormal process of
malignancy leads to the accumulation of cancer cells that
eventually form a mass or tumor. If the proliferation of this
cancerous growth is not halted, the abnormal cells can extend
to surrounding areas and metastasize or spread to form tu-
mors in other parts of the body. Eventually, the organs and
body systems that are affected cannot perform their proper
functions which can lead to death. 

Cancer Statistics

All of the statistics provided in this section were obtained
from the American Cancer Society (2000) and Greenlee,
Murray, Bolden, and Wingo (2000). During the year 2000,
over 1.2 million new cases of invasive cancer are expected to
have been diagnosed in the United States. This estimate does
not include noninvasive cancers such as basal and squamous
cell skin cancers, of which 1.3 million new cases will be di-
agnosed during this year. Since 1990, approximately 13 mil-
lion new cancer cases have been diagnosed. More than 1,500
people are expected to die each day from cancer this year. It
is the second leading cause of death in the United States, sur-
passed only by heart disease„1 of every 4 deaths in the
United States is cancer-related.

Gender

Rates for the year 2000 indicate similar levels of incidence for
men and women across all cancer types, the major difference
being the incidence of breast cancer. For men, the most com-
mon cancers are expected to be cancers of the prostate, lung
and bronchus, and colon and rectum. Accounting for 29% of
the new cancer cases (i.e., 180,400 new cases), prostate can-
cer is the leading site for cancer incidence among men.

Among women, the three most commonly diagnosed
cancers are breast, lung and bronchus, and colon and rectum.
Collectively, these three sites will account for over 50% of all
new cases of cancer in women. However, by itself, breast
cancer is expected to account for over 180,000 new cancer
cases (30%) in the year 2000.

Race

The incidence of cancer varies widely among differing racial
and ethnic groups in the United States. In general, cancer
incidence rates are highest among African Americans. For ex-
ample, they are approximately 60% more likely to develop
cancer as compared to Hispanics andAsianAmericans/Paci“c
Islanders and twice as likely to develop cancer than among
American Indians. African American men are also about 33%
more likely to die from cancer than are Whites and twice as
likely to die of cancer as compared toAsianAmericans/Paci“c
Islanders, Hispanics, and American Indians.

The incidence of female breast cancer is highest among
White women and lowest among American Indian women.
However, African American women are more likely to die of
breast cancer (as well as colon and rectum cancer) than are
women of any other racial and ethnic group.

Improvement in Survival Rates

Approximately 8.4 million Americans who have a history of
cancer are alive today. Some of these individuals are consid-
ered to be •cured,Ž whereas the others continue to show evi-
dence of cancer. Although there has been an increase in the
mortality rates in the United States during the second half of
the twentieth century, this is largely due to the increase in
lung cancer. When deaths attributed to this cancer type are
excluded, cancer mortality actually shows a decrease of ap-
proximately 16% since 1950.

More important as an indicator that there is signi“cant
progress in the •war on cancerŽ is the improvement in sur-
vival rates. Early in the twentieth century, few patients diag-
nosed with cancer were expected to live. In the 1930s, the
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survival rate was about 1 in 4. The “ve-year survival rate has
improved during the past 60� years„approximately 4 in 10
cancer patients are expected to be alive “ve years after they
are diagnosed. The “ve-year relative survival rate for all can-
cers combined is approximately 59%.

Staging Cancer

Staging is the process of de“ning the extent or seriousness of
a given cancer type, as well as a means to denote the degree
of spread of the cancer cells from the origin of site to other
parts of the body. The American Joint Commission on Cancer
developed a classi“cation system that incorporates three
related variables: T (tumor); N (nodes); and M (metastasis).
The T relates to the size of the primary tumor and whether it
has invaded nearby tissues and structures. The N involves
the degree to which lymph nodes have been affected by the
primary tumor. When there is lymph node involvement, this
means that the cancer has likely spread from the primary site
and is more likely to spread to other sites. Last, M refers to
whether the cancer has actually spread to other organs and
the degree to which it has metastasized.

Cancers are then classi“ed according to stages as a means
of determining how far a cancer has progressed and whether
and where it has spread. Labeled 0 to IV, there are “ve can-
cer stages. In addition, depending on the type of cancer,
stages are sometimes subdivided (e.g., IIA, IIB). The higher
the stage, the more advanced the cancer. Practically, a cancer
in the early stage will likely be small and con“ned to a pri-
mary site. Advanced-stage cancers will likely be large and
have spread to lymph nodes or other structures.

Cancer Treatment

Cancer treatment varies and includes surgery, radiation,
chemotherapy, immunotherapy, and bone marrow transplan-
tation. Any of these can be used as a primary treatment,
which is the major intervention for a particular cancer type.
Adjuvant therapy is given after the primary treatment has
been implemented as part of a comprehensive treatment pro-
tocol. For example, a woman may have surgery to remove a
breast tumor (primary treatment), followed by chemotherapy
(adjuvant therapy). Adjuvant therapy eliminates those cancer
cells not possible to remove during surgery. Neo-adjuvant
therapy occurs prior to the primary treatment in order to
control known or potential sites of metastasis. Prophylactic
treatment is targeted to a site where a high risk for cancer
development exists. For example, because small cell carci-
noma of the lung has a high propensity for metastasis to the

brain, prophylactic radiotherapy can be used to prevent such
metastasis.

Surgery

Surgery is the oldest and most common form of cancer treat-
ment, resulting in the removal of a primary tumor, the sur-
rounding tissue, and affected lymph nodes. Surgery is also
performed to remove tumors that are metastatic, recurrent,
or residual. Surgery can also be prophylactic, for example, a
woman who has had breast cancer may have her second
breast removed to reduce the risk of cancer recurrence.

Chemotherapy

This approach is used for the treatment of hematological
tumors and for solid tumors that have metastasized to other
areas. Chemotherapy is a systemic intervention that alters the
cancer cell life processes. The drug, or antineoplastic agent,
does not have the ability to select only the malignant cells,
however, so both normal and malignant cells are damaged.
Side effects occur from the damage to rapidly dividing cells.
Some agents damage other cells, such as renal cells, because
of the agents• biochemical effects.

Radiation

High-energy waves or particles during radiation damage the
DNA molecules in cancer cells, resulting in their eventual
death. Normal cells within the “eld of treatment are also
killed by radiation therapy which can lead to side effects.
However, normal cells have the capacity to repair themselves,
while the cancer cells do not. Side effects of radiation, unlike
chemotherapy, are accumulative. Acute effects occur within
the “rst six months of treatment. Chronic effects occur after
the “rst six months. Nausea, vomiting, diarrhea, hair loss, and
anemia can result from radiation therapy depending on the
site of the treatment. These side effects generally resolve after
the cells have had time to repair and resume normal function.
The most common side effect of radiation therapy is fatigue.
Long-term effects of radiation therapy are usually the result
of permanent cell damage in the area receiving the therapy.
Examples of chronic side effects are pulmonary pneumonitis,
“brosis (pulmonary and bladder), and sterility.

Immunotherapy

The use of biological response modi“ers (BRMs) to treat
cancer is a newer treatment that uses the individual•s own
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immune system to “ght the tumor cells in order to engender a
therapeutic response. It is used for particular tumors such as
hairy cell leukemia, melanoma, and renal cell carcinoma. The
use of this treatment is somewhat problematic in that the
immune system does not always treat cancer cells as foreign.
Cancer cells have the ability to alter the cell membrane such
that the immune system does not •readŽ it as abnormal. The
three most commonly known BRMs are interferon (INF),
interleukin-2 (IL-2), and colony stimulating factors (CSF).
These are highly puri“ed proteins that are administered to
activate, modify, enhance, or restore the immune system. The
CSFs are used to treat the reduced white cell count associated
with chemotherapy. The most common side effect of this
treatment is a ”u-like syndrome consisting of headaches,
fever, chills, and muscle and joint aches and pains.

Bone Marrow Transplantation

Advances in laboratory techniques have made bone marrow
transplantation (BMT) a viable treatment option for a select
group of patients. For some disease entities, a BMT can
extend life or even cure a hematologic malignancy. How-
ever, for many solid tumors, BMT remains experimental.
Diagnoses for which BMT may be a treatment option include
aplastic anemia, leukemias, lymphomas, Hodgkin•s disease,
breast cancer, and multiple myeloma. Bone marrow is located
in the iliac crest, sternum, long bones, and ribs. The marrow
contains the blood-forming components that manufacture red
cells, white cells, and platelets. In the marrow and circulating
blood (peripheral), an immature cell, called a stem cell, exists
that is the •parentŽcell for the development of red cells, white
cells, and platelets. If the marrow becomes malignant (i.e.,
leukemia), the blood-forming process is altered and results in
a life-threatening situation. The individual then becomes at
risk for lethal infections or hemorrhage. If the marrow can be
destroyed and replaced with normal marrow free from the
malignant cells, the malignancy can be potentially cured.

BEHAVIORAL RISK FACTORS

Only about 5% to 10% of all cancers are clearly hereditary.
The remaining cancers are caused by mutations resulting
from various internal (e.g., hormones) or external factors
(e.g., sunlight). Behavioral risk factors refer to those lifestyle
activities that increase the likelihood that a person will de-
velop cancer. Such factors include tobacco, alcohol, diet, and
exposure to sun. Additional psychosocial variables that have
been investigated regarding their causal link to cancer in-
clude socioeconomic status and personality.

Smoking

According to the American Cancer Society (2000), smokers
have a 10-fold relative risk of developing lung cancer
compared with nonsmokers. With regard to mortality
rates, cigarette smoking accounts for approximately 30%
of total cancer deaths and 87% of all lung cancer deaths
(Cinciripini, Gritz, Tsoh, & Skaar, 1998). Overall, smokers
have an increased risk for developing a wide range of can-
cers, including lung, oral cavity, pharynx, larynx, esophageal,
pancreatic, head and neck, and renal cancer. Ceasing tobacco
use has been found to be bene“cial with regard to cancer risk.
For example, after 10 years of nonsmoking, the risk for lung
cancer mortality decreases between 30% to 50%. Moreover,
a 50% reduction in cancer risk of the esophagus and oral cav-
ity has been found after only “ve years of smoking cessation
(U.S. Department of Health and Human Services, 1990).

Alcohol

Although the speci“c biological underpinnings linking alco-
hol and increased risk for cancer are unclear at present, stud-
ies have clearly shown a de“nite association. For example,
the American Cancer Society (2000) recommends that de-
creased alcohol consumption can decrease a person•s risk for
head, neck, and liver cancer. Recently, a study in Canada
(Rohan, Jain, Howe, & Miller, 2000) found that women who
drank more than 50 grams per day of alcohol (the equivalent
of about 4 to 5 beers) were almost twice more likely to de-
velop breast cancer than those who did not use alcohol.

Diet

A link between diet and cancer has been demonstrated in a
wide variety of investigations. For example, population
studies have shown that excessive fat intake (i.e., greater than
20% of total calories) is strongly associated with an increased
incidence of colon, breast, prostate, and possibly pancreatic
cancer (Winters, 1998). Increased cancer risk has also been
found to be linked to various dietary de“ciencies, such as low
intake of fruits and vegetables, “ber, and micronutrients (e.g.,
ribo”avin, iron). In addition, excessive pickling, smoking,
and salting of foods has been found to be associated with in-
creased cancer risk. Modi“cation of diets has also been found
to have a profound effect on cancer incidence (see chapter on
obesity this volume).

Sun Exposure

Ultraviolet radiation from the sun, in particular UVB (radia-
tion lying between 280 and 320 nanometers of the solar
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spectrum), has been linked to increased risk for skin cancer
(melanomas and nonmelanomas). In addition to being car-
cinogenic, UVB is an immunosuppressor, potentially leading
to DNA damage. UVA radiation, which is between 320 and
400 nanometers of the solar spectrum, because it was thought
to be noncarcinogenic, is the basis for commercial tanning
salon sun lamps. Recent studies, however, demonstrate that
individuals who use suntanning beds had a 39% higher risk
of melanoma (Westerdahl, Olsson, & Ingvar, 1994). In addi-
tion, sunscreen lotions that block UVB, but not UVA, may
also be linked to increased melanoma rates.

Socioeconomic Status

Research that cuts across many varying populations around
the world provides the following conclusions: (a) depending
on the speci“c cancer site, in general, a direct and inverse
relationship exists between socioeconomic status (SES) and
cancer incidence; and (b) across cancer sites, the relationship
between SES and cancer survival is positive, that is, as SES
decreases, so does the rate of cancer survival (Balfour &
Kaplan, 1998). It is likely that SES impacts on cancer inci-
dence and survival rates by in”uencing various lifestyle
activities, health behaviors, and access to health care, rather
than on any endogenous pathways (e.g., immune system)
themselves.

Personality

A cancer-prone personality, Type C, has been described by
Morris and Greer (1980) as being characterized by behavior
that is appeasing, unassertive, unexpressive of negative emo-
tions (particularly anger), and socially compliant. Although
some research suggests that such a set of personality charac-
teristics is frequently observed among cancer patients, there
is no clear evidence that this, or any other, personality type
has a causal role in cancer (Watson & Greer, 1998).

Summary

Only a small percentage of cancers are known to have a ge-
netic etiology. Certain lifestyle activities, such as smoking,
drinking alcohol, diet, and exposure to the sun, places an
individual at substantial risk for developing cancer and thus
underscores the major role that psychosocial and behavioral
factors serve in the etiopathogenesis of cancer. More impor-
tantly, the causal role that such behaviors play suggests many
cancers might be preventable.

Research that has focused on a causal link between a par-
ticular personality type and cancer, similar to the association

identi“ed between Type A personality characteristics and
heart disease (see chapter by O•Callahan, Andrews, and
Krantz in this volume), has not been fruitful. Speci“cally, a
Type C personality has not been proven to be premorbidly
predictive of cancer incidence.

PSYCHOSOCIAL EFFECTS OF CANCER

Considerable medical progress has been made in treating this
set of diseases. Many forms are curable and there is a sus-
tained decline in the overall death rate from cancer when you
focus on the impact on the total population (Murphy, Morris,
& Lange, 1997). Because of improvements in medical sci-
ence, more people are living with cancer than ever before.
Although the extensive medical needs of such patients may
be well attended to, psychosocial and emotional needs are
often overlooked (Houts, Yasko, Kahn, Schelzel, & Marconi,
1986). Almost every aspect of a person•s life can be affected,
as cancer engenders many stressors and can lead to a signi“-
cantly compromised quality of life. Even for people who
historically have coped well with major negative life
events, cancer and its treatment greatly increases the stressful
nature of even routine daily tasks. Weisman and Worden
(1976…1977) refer to this situation for cancer patients as an
•existential plight,Ž where a person•s very existence may be
endangered. Recognizably, not every individual diagnosed
with cancer will experience a plethora of problems, but most
patients do report signi“cant dif“culties.

Prevalence of Psychiatric Disorders

Estimates of the prevalence of psychological dif“culties
range between 23% and 66% across cancer populations
(Telch & Telch, 1985). In a study of 215 cancer patients with
mixed diagnoses (Massie & Holland, 1987), 53% of the can-
cer patients evaluated were found to be adjusting normally
to stress; however, nearly half (47%) had clinically apparent
psychiatric disorders. Over two thirds (68%) had reactive
anxiety and depression (adjustment disorders with depressed
or anxious mood), 13% had major depression, 8% had an or-
ganic mental disorder, 7% had personality disorders, and 4%
had anxiety disorders. In addition, of the psychiatric disor-
ders observed in this population, 90% were reactions to or
manifestations of the disease or treatment itself.

The prevalence of psychiatric disorders is especially high
in patients experiencing pain as a result of cancer and its treat-
ment. In the Psychosocial Collaborative Oncology Group
study (Derogatis, Morrow, & Fetting, 1983), 39% of those
who received a diagnosis of a psychiatric disorder were
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experiencing signi“cant pain. The psychiatric diagnosis of
such patients was predominantly adjustment disorder with
depressed mood (69%), and 15% of the patients with signi“-
cant pain had symptoms of major depression (Derogatis et al.,
1983; Massie & Popkin, 1998).

Depression

Depression is a common experience among cancer patients.
Studies utilizing both self-report and clinical observations
suggest that major depression affects approximately 25%
of cancer patients (Bukberg, Penman, & Holland, 1984;
Massie & Holland, 1987). However, the variability in the
incidence of depression among cancer patient samples has
been found to vary from 1% to 53% (DeFlorio & Massie,
1995). It is likely that this large variability is a function of
the lack of standardization in measurement and diagnostic
criteria, suggesting the need for improvement in method-
ological rigor to more accurately determine depression
prevalence rates.

Depression is also responsible for the largest percentage
of psychiatric consultations for cancer patients. For example,
Massie and Holland (1987) found that among 546 patients
referred for consultation due to emotional distress, 54% had
diagnoses of adjustment disorder with depressed mood and
another 9% had diagnoses of major depressive disorder. In
another study by Breitbart (1987) of a sample of cancer
patients referred for suicide risk evaluation, one-third of the
suicidal patients had major depression, with over half having
an adjustment disorder. In addition, Mermelstein and Lesko
(1992) found a fourfold increase in the rate of depression
among oncology patients as compared to the general popula-
tion, underscoring the seriousness of the problem.

Factors associated with greater prevalence of depression
are a higher level of physical disability, advanced disease
stage, and the presence of pain (Williamson & Schulz, 1995).
Also, higher rates of depression have been associated with
the side effects of medications and treatment for cancer.
Chemotherapy and oncological surgical procedures are a
source of possible iatrogenically-induced depression in can-
cer patients because of the negative side effects that may
include body image disturbances and physical symptoms
(Newport & Nemeroff, 1998). For example, McCabe (1991)
estimates that 40% to 60% of patients• emotional distress is
directly attributable to the cancer treatment itself.

Numerous studies have also investigated various psycho-
social risk factors for developing depression among cancer
patients. Some of the risks identi“ed are premorbid coping
skills, social isolation, “rst-degree relatives with a history of
cancer and depression, a personal history of depression, a

personal history of alcohol or other substance abuse, and
socioeconomic pressures (Newport & Nemeroff, 1998;
Weissman & Worden, 1976…1977).

Anxiety

Oncology patients often experience anxiety, for example,
while waiting to hear their diagnosis, before procedures,
treatment and diagnostic tests, and while waiting for test
results (Jenkins, May, & Hughes, 1991). In addition, cancer
treatments themselves can be anxiety provoking and may
contribute to the actual psychological morbidity of patients
with cancer (Carey & Burish, 1988). Studies indicate that
anxiety increases during certain periods of the disease, such
as the discovery of the tumor, then peaks during surgery and
remains high until a year subsequent when it begins to de-
cline (Jenkins et al., 1991). For some patients, anxiety can be-
come so severe that they may be unable to adhere adequately
to their medical treatment and seek to avoid fear-provoking
procedures (Patenaude, 1990).

Anxiety disorders appear to be more common in persons
with cancer than controls or other chronic illnesses in the
general population. Maguire, Lee, and Bevington (1978), for
example, found moderate to severe anxiety in 27% of a sam-
ple of breast cancer patients as compared to 14% in a control
sample. In addition, Brandenberg, Bolund, and Sigurdardottir
(1992) identi“ed 28% of advanced melanoma patients as
having anxiety compared to 15% of familial melanoma pa-
tients with no diseases. Massie and Holland (1987) reported
that anxiety accounted for 16% of requests for psychiatric
consultations among inpatients (after depression and organic
mental disorder).

Some researchers have suggested that cancer survivors
may respond to the psychological distress and uncertainty
about the future by displaying posttraumatic stress disorder
(PTSD) with symptoms similar to those experienced by
victims of war or environmental disasters (Dow, 1991;
Henderson, 1997). Some of these symptoms have been re-
ported as somatic vigilance and recurrent recollection of
illness-related events, as well as symptomatology around
anniversary dates. However, these symptoms appear to dissi-
pate over time as the fear of recurrence lessens (Henderson,
1997). Other studies have reported symptoms characteristic
of stress or trauma symptoms in survivors of cancer, such
as avoidant behaviors, intrusive thoughts, and heightened
arousability (Alter, Pelcovitz, & Axelrod, 1996). A small
number of studies have found that compared to controls or
community samples, cancer patients have experienced in-
creased PTSD (Cella, 1987; Cella & Tross, 1986). However,
much of the research has focused more on the symptoms of
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PTSD (i.e., avoidant symptoms, intrusive symptoms), rather
than on the diagnosis of PTSD per se.

Suicide

Reports of suicide in cancer patients vary widely (Breitbart
& Krivo, 1998), ranging from estimates suggesting that it
is similar to the general population (Fox, Stanek, Boyd, &
Flannery, 1982) to estimates indicating that it is 2 to 10 times
greater (e.g., Whitlock, 1978). Holland (1982) suggests that
reports of suicide in cancer patients are probably greatly un-
derestimated because of the family•s reluctance to report
death by suicide.

The risk for suicide may be greater in the advanced stages
of the illness (Chochinov, Wilson, Enns, & Lander, 1998) and
with patients experiencing signi“cant fatigue (Breitbart,
1987). Some evidence indicates that suicide is also more
prevalent among patients with oral, pharyngeal, and lung can-
cers (e.g., Valente, Saunders, & Cohen, 1994). There are also
periods during the course of the disease when patients may
be at an increased risk for suicide. These include periods of
hospitalization, immediately after discharge, and at the time
of recurrence and/or treatment failure (Passik & Breitbart,
1996). However, it is important to recognize that suicide risk
in patients with cancer may be at its highest after successful
treatment or as a person•s depression lifts. As depression and
hopelessness have been found to be causally linked to suicide
(Beck, Kovacs, & Weissman, 1975), the degree to which
cancer patients experience such feelings may increase their
vulnerability to suicide. In fact, hopelessness has been found
to be a better predictor of completed suicide than depression
alone (Beck et al., 1975). In addition, the fear of death or of
recurrence of cancer may develop into suicidal ideation
(Valente et al., 1994).

Delirium

Delirium is a common psychiatric problem among cancer
patients because of the direct effects of cancer on the central
nervous system (CNS) and the indirect CNS complications of
the disease and medical treatment. Delirium can often go
unrecognized because it mimics depression (Massie &
Holland, 1987). Symptoms consist of agitation, impaired
cognitive function, altered attention span, and a ”uctuating
level of consciousness. Delirium can be attributed to medica-
tions, electrolyte imbalance, failure of a vital organ or system,
nutritional state, infections, vascular complications, or hor-
mone-producing tumors (Breitbart & Cohen, 1998). Esti-
mates of the prevalence of delirium in cancer patients range
from 8% to 40% (Derogatis et al., 1983). Those at an increased

risk for delirium are in-patients, elderly patients, and those
with an advanced or terminal disease (Massie, Holland, &
Glass, 1983).

Body Image Problems

Body image is one of the most profound psychological con-
sequences from cancer treatments affecting patients with a
variety of disease sites. The scars and physical dis“gurement
serve as reminders of the painful experience of cancer and its
treatment. The stress and depression that may be a result of
body image concerns can further impact other areas of the
patient•s and family•s life, such as sexual intimacy, psycho-
logical disorders, and self-esteem.

In women who have had breast surgery, concerns range
from distress over scars to feelings of decreased sexual
attractiveness and restrictions of use of certain items of cloth-
ing. In a study with women who had breast-conserving
surgery, 25% had serious body image problems (Sneeuw
et al., 1992). Even patients with cancer who have no outward
changes in appearance can experience dif“culty with body
image. For example, among a sample of Hodgkin•s survivors,
26% felt their physical attractiveness had decreased as a con-
sequence of cancer (Fobair et al., 1986). Moreover, these
perceived changes attenuated their level of energy and fre-
quency of sexual activities, and increased feelings of depres-
sion. A sample of leukemia patients was also found to have
poorer body image than those of a healthy control group
(Mumma, Mashberg, & Lesko, 1992).

Sexual Functioning Difficulties

Estimates of sexual functioning problems vary depending on
the type of cancer, but appear to be common across cancer
sites. For example, approximately 18% to 25% of Hodgkin•s
disease patients experienced decreased sexual interest and
activity or poorer sexual functioning as a result of having
been treated for cancer (Fobair et al., 1986). In a study of can-
cer patients undergoing a BMT, 47% were found to have a
global sexual dysfunction and 60% had abnormalities of at
least one parameter of sexual dysfunction (Marks, Crilley,
Nezu, & Nezu, 1996). Common sexual functioning problems
among cancer patients include loss of sexual desire in both
men and women, erectile dysfunction in men, and dys-
pareunia (painful intercourse) in women. Studies suggest that
sexual dysfunctions continue 1 to 2 years posttreatment, indi-
cating a large impact on a patient•s quality of life (Ganz,
Rowland, Desmond, Meyerowitz, & Wyatt, 1998; Marks,
Friedman, DelliCarpini, Nezu, & Nezu, 1997). In addition,
research has shown that a positive self-schema among
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women (i.e., whether they regard their sexuality in a positive
light) is a signi“cant predictor of sexual adjustment after
cancer, whereas women with a negative self-schema were
less likely to resume sex or have good sexual functioning
after treatment for gynecologic cancer (Anderson, Woods, &
Copeland, 1997).

Physical factors from the cancer treatment itself can
contribute greatly to the patient•s sexual dysfunctions.
Chemotherapy, radiation, surgery, opiate and pain medica-
tions, antidepressant or antipsychotic medications can cause
sexual dysfunctions, as well as infertility, in patients. For ex-
ample, in men receiving prostatectomies, 85% to 90% expe-
rience erectile impotence (von Eschenbach, 1986). Loss of
sexual desire may be a result of fatigue, pain, or weakness
secondary to the cancer treatment, depression, body image
concerns, and feelings of guilt or misbeliefs about the devel-
opment and spread of cancer (Schover, 1997).

Psychological Issues among Terminal Patients

Cancer patients in the terminal phases of illness are especially
vulnerable to both psychiatric and physical complications.
Suicide is also more prevalent during such advanced stages.
For example, Farberow, Schneidman, and Leonard (1963)
found that out of several hundred suicides studied, 86% oc-
curred in the preterminal or terminal stages of illness. Persis-
tent pain and terminal illness were also the most requested
reasons for wanting physician-assisted euthanasia (Helig,
1988).

Patients may go through a grieving process as they face
their own mortality and the impact of their death on family
and friends. Some patients may experience emotional dis-
tress including symptoms of guilt, anger, depression, and
anxiety. It appears to be the process of dying, more than death
itself, that is feared most by the cancer patient (Cramond,
1970). Fear may prevent patients from discussing these con-
cerns with their physicians or others. Weisman and Worden
(1976…1977) have found that terminal patients with cancer
who survived longer are those who believed that death was
not inevitable and refused to •let others pull away from
them.Ž Those with shorter survival, on the other hand, ex-
pressed suicidal ideation and often wanted to die.

Psychological Responses to Specific Cancer Treatments

Although the medical recovery from cancer during the past
several decades has improved, treatments for cancer still en-
gender a signi“cant amount of psychological distress. In fact,
oncology patients often describe medical treatment for can-
cer (i.e., surgery, BMT, radiation, chemotherapy) as •worse

than the disease itself.Ž In addition to the physical side effects
speci“c to the treatments, the psychological consequences
are taxing. The uncertainty after diagnosis and before treat-
ment is stressful, as well as the fact that treatments are costly,
time-consuming, and impact negatively on the patient and his
or her family•s quality of life. For example, cancer treatments
may dictate when patients have to be admitted to the hospital
or they may require frequent outpatient visits. While in the
hospital, patients have schedules dictating when they can eat,
shower, take medications, or have visitors. Thus, it is not
uncommon for patients with cancer to experience a loss of
personal control.

The impact of cancer treatments has long-term conse-
quences as well. Individuals may experience adverse side
effects many years after the treatment. These include organ
dysfunction or failure, infection, bone deterioration,
cataracts, or even a secondary diagnosis of cancer (Knobf,
Pasacreta, Valentine, & McCorkle, 1998). For example, Byrd
(1983) found that as a result of certain treatments being car-
cinogenic, the incidence of developing a second malignancy
20 years after treatment is approximately 17%, about 20
times that of the general population. Common psychosocial
consequences related to various cancer treatments are dis-
cussed next.

Surgery

Surgery can be very stressful for the patient and family be-
cause of the diagnostic and prognostic information that fol-
lows most procedures. Also, surgery can result in scarring or
tenderness in the site of operation, impeding functioning as
well as patients• appraisal of their attractiveness (Jacobsen,
Roth, & Holland, 1998). Strain and Grossman (1975) identi-
“ed several patient concerns that can be elicited before
surgery„threats to your sense of personal invulnerability ,
concerns about entrusting your life to strangers, fears about
separating from home and family members, fears of loss of
control or death while under anesthesia, fears of being par-
tially awake during surgery, and fears of damage to body
parts.

There are often psychological reactions related to the site
of surgery or to the loss of a particular function, such as bowel
function as a result of a colostomy. Often these negative emo-
tional reactions arise from the signi“cance of the loss, espe-
cially when involving the face, genitals, breast, or colon. For
example, research suggests that women receiving a mastec-
tomy are likely to suffer from body image disturbance and
sexual and marital disruptions (Mock, 1993). In addition,
patients undergoing head and neck surgery must cope with
subsequent speech, taste, sight, and smell impairments. The
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more severe the structural and functional loss, the slower the
recovery, the more prolonged the isolation, the lower the self-
esteem, and the more pronounced the postoperative depres-
sion (Krouse, Krouse, & Fabian, 1989).

Chemotherapy

Along with physical side effects, such as nausea, diarrhea,
fatigue, cognitive changes or anorexia, chemotherapy treat-
ments can result in time lost from work, family disruption,
and depressed mood. The end of treatment also signi“es a
loss for the patient because of the decreased medical surveil-
lance and the loss of support and communication with the
medical personnel (Hart, McQuellon, & Barrett, 1994).
Approximately 45% of adult cancer patients experience nau-
sea, vomiting, or both in the 24 hours preceding their
chemotherapy (Burish & Carey, 1986). Anticipatory nausea
and vomiting is a psychological consequence resulting from
an associative learning process (i.e., classical conditioning)
within the context of the chemotherapy treatment. These
symptoms are often embarrassing for patients and can lead to
discontinuation of treatment, resulting in more detrimental
conditions (Carey & Burish, 1988). After treatment, these
symptoms can persist and may actually generalize to other
situations (Andrykowski, Redd, & Hat“eld, 1985).

Radiation Therapy

Similar to patients experiencing chemotherapy, patients• re-
ceiving radiotherapy may become anxious. Some reports in-
dicate that the waiting room experience triggers anticipatory
anxiety. Women also fear recurrence after treatment because
of the decreased medical attention from the radiotherapy
staff (Greenberg, 1998). Radiation often arouses associa-
tions in individuals with an atomic bomb, nuclear accidents,
radiation sickness, and ionizing radiation in the atmosphere.
Patients can also experience claustrophobia, fear that the
machine will not release the appropriate amount of radia-
tion, and fear of burns to the skin. Greenberg (1998) found
that 26% of a sample of oncology patients undergoing radi-
ation treatment experienced signi“cant apprehension and
anticipation due to the fear that radiation may damage their
bodies. The acute physical side effects of radiotherapy de-
pend on the site, dose, and volume of treatment. However,
anticipatory or conditioned nausea is prevalent in 60% of
cases (Greenberg, 1998). Dry skin, desquamation, and dark-
ening as a result of the treatment, may cause body image
concerns in patients. Other side effects impacting the
patients• quality of life include fatigue, sore throat, anorexia,
and diarrhea.

Bone Marrow Transplantation

Bone marrow transplantation (BMT) is a physically and
emotionally taxing procedure for both the patient and family.
Patients undergoing a BMT are often treated for an extended
time at a major medical center, which for many, may be a dis-
tance from home. This often creates monetary and trans-
portation problems. Waiting for a donor, fearing relapse, the
threat of infection in the isolated rooms, as well as the threat
of death can also produce anxiety (Wochna, 1997). Neu-
rocognitive symptoms are likely to appear during hospitaliza-
tion, resulting in hallucinations or delirium. Even after
discharge, the uncertainty of recurrence, the absence of med-
ical care, and the pressure to engage in self-care behaviors to
protect against infections can be distressing. Patients may
be physically compromised by fatigue and weakness that
may persist for 6 to 12 months post-BMT (Patenaude, 1990).
This results in functional limitations impeding the patient•s
quality of life.

Summary

The psychosocial sequella of cancer can be devastating.
Whereas not all oncology patients go on to experience clini-
cally signi“cant levels of psychopathology, estimates of gen-
eral prevalence suggest that individuals with cancer are likely
to undergo higher rates of psychological distress than the
general population. Such psychological reactions include
depression, anxiety, suicide, delirium, body image problems,
and sexual dysfunctions.

Although the research generally documents an increased
cancer-related risk for psychological distress, estimates of
incidence and prevalence often vary signi“cantly from study
to study. In large part this variability is due to the method-
ological variations characteristic of these investigations.
More speci“cally, these studies use different measures of dis-
tress, vary in their sample selection process, and employ
varying diagnostic criteria. Future research should attempt to
develop consensual methodologies to better estimate preva-
lence rates of emotional distress and psychopathology among
oncology populations.

In addition to the general emotional distress that oncology
patients may experience, cancer treatment itself can engender
additional problems. Cancer patients often describe the
treatment as worse than the disease. For example, a com-
mon problem experienced by cancer patients undergoing
chemotherapy is anticipatory nausea and vomiting, whereby
the nausea is classically conditioned to the antineoplastic
protocol, leading to patients experiencing such problems
prior to the next chemotherapy appointment.
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Collectively, research has underscored the signi“cant
negative impact of having cancer and being treated for it.
However, not all oncology patients experience severe and
long-lasting psychological dif“culties. Similar to other major
stressful events, the negative effects of cancer can be attenu-
ated as a function of various psychosocial factors. In the
next section, the stress-buffering roles of coping and social
support regarding cancer are reviewed.

PSYCHOSOCIAL FACTORS INFLUENCING
THE IMPACT OF CANCER

Coping

Although the type of tumor, treatment, diagnosis, and prior
quality of life greatly determine the course of the disease,
there are certain coping responses that signi“cantly in”uence
the adaptation process (Burgess, Morris, & Pettingale, 1988;
A. Nezu, Nezu, Houts, Friedman, & Faddis, 1999). When
facing a stressful life event, such as cancer, various coping
skills and styles are valuable in maintaining adequate func-
tioning and can actually moderate the negative impact of
such traumatic events on physical, social, and emotional
functioning (Billings & Moos, 1981; Moyer & Salovey,
1996).

According to Lazarus and Folkman (1984), the term coping
refers to the cognitive and behavioral activities by which a
person attempts to manage a potentially stressful situation (see
also chapter by Manne in this volume). Researchers have in-
vestigated the association between various coping styles and
psychological adaptation and health outcome among oncology
patients. Such variables include avoidance/denial, “ghting
spirit/optimism, problem solving, and health information.

Avoidance/Denial

In the psychosocial oncology literature, denial generally is
de“ned by constructs such as avoidance, distancing, and
emotional suppression (Moyer & Levine, 1998). In general,
research has yielded con”icting results regarding the impact
of denial on adjustment. For example, Watson, Greer, Blake,
and Shrapnell (1984) interviewed cancer patients after sur-
gery and found that those who initially denied the seriousness
of the illness reported less mood disturbance as compared to
those patients who initially accepted the implications of the
disease and admitted fears of death. Other studies further
suggest that avoidance acts as an escape from the stressful
situation or as a positive short-term coping mechanism for
avoiding the overwhelming problems associated with the

diagnosis of cancer (Barraclough, 1994; Moyer & Levine,
1998). However, Carver et al. (1993) found avoidance coping
to be positively correlated with emotional distress. In addi-
tion, Penman (1982) found that oncology patients who
reported using avoidance coping also reported poorer adapta-
tion to the cancer experience. More recently, C. M. Nezu
et al. (1999) found that avoidance coping was strongly corre-
lated with increased levels of anxiety, depression, and more
frequent cancer-related problems.

Fighting Spirit/Optimism

Individuals with cancer who demonstrate more of a con-
frontational coping style, optimism, and a •“ghting spiritŽ
have been found to have a more positive psychological ad-
justment compared to those with passive acceptance, help-
lessness, anxious preoccupation, avoidance, and denial
(Greer, Morris, & Pettingale; 1979; van•t Spijker, Trijsburg,
& Duivenvoorden, 1997). In general, the construct of opti-
mism has been associated with less distress in individuals
facing a diagnosis of cancer. For example, Carver et al.
(1993) studied optimism in breast cancer patients for a year
postsurgery and found this construct to be positively associ-
ated with higher levels of acceptance, use of humor as a
coping tactic, and positive reframing of the experience, par-
ticularly in the early stages following surgery. Furthermore,
Weisman and Worden (1976…1977) found that persons with
cancer who experienced high levels of emotional distress
were found to be pessimistic, tending to give up easily and to
expect little support. Such individuals were found to have
more interpersonal and intrapersonal dif“culties prior to the
diagnosis of cancer, and, during the course of treatment, per-
ceived more health concerns, doubts, and a worse prognosis.
Further, C. M. Nezu et al. (1999) found a positive orientation
toward coping with stress to be negatively correlated with
emotional distress among adult cancer patients.

Problem Solving

Problem solving in real-life situations (referred to as •social
problem solvingŽ see A. Nezu et al., 1998) is de“ned as
•a general coping approach that can help people manage
or adapt to any stressful situation, thereby enhancing their
”exibility and perceived control and minimizing their emo-
tional distress even in situations that cannot be changed for
the betterŽ (p. 10, A. Nezu et al., 1999). De“cits in problem-
solving ability have also been found to be associated with
psychological distress in patients with cancer. For example,
C. M. Nezu et al. (1999) reported that a sample of adult
cancer patients who were characterized by less effective
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problem-solving ability were also found to report higher lev-
els of depressive and anxiety symptomatology, as well as
more frequent cancer-related problems. Furthermore, poorer
problem-solving ability was also found to predict emotional
distress among a sample of breast cancer survivors who had
undergone surgery between 1 and 13.3 years previously. In
addition, the quality and effectiveness of a person•s problem-
solving skills appear to be important in determining adjust-
ment to a sexual relationship, such as sexual satisfaction or
dysfunction after a BMT. More speci“cally, A. Nezu and
Nezu (1998) conducted a study with 30 participants who un-
derwent a BMT and found that problem solving signi“cantly
predicted post-BMT sexual dysfunction.

A. Nezu, Nezu, Faddis, DelliCarpini, and Houts (1995) re-
ported a study that included 134 adult cancer patients whereby
problem-solving ability was found to moderate the effects of
cancer-related stress. Speci“cally, under similar levels of high
cancer-related stress, persons with cancer characterized by
poor problem-solving ability reported signi“cantly higher
levels of depressive and anxiety symptomatology than oncol-
ogy patients characterized by more effective problem solving.

Monitoring and Blunting

Miller and her colleagues (e.g., Miller, Fang, Diefenbach, &
Bales, 2001) have developed a cognitive-social health infor-
mation processing model that outlines how two types of
coping styles„monitoring and blunting„predict reactions
to a cancer diagnosis. Individuals who dispositionally
scan for threatening cancer cues or information are consid-
ered •monitors,Ž whereas •bluntersŽ are individuals who
dispositionally attempt to distract themselves from and mini-
mize threatening cancer-related information. Monitors are
characterized by greater perceptions of threat, lower self-
ef“cacy expectations, and greater cancer-related distress. The
importance of attempting to identify such coping styles lies in
the manner in which information should be provided to the
differing •typesŽ of patients. For example, framing cancer-
related information in a less negative, nonthreatening manner
can lead to reduced distress among monitors.

Coping and Improved Survival Rates

Psychosocial functioning and coping have also been found to
be related to length of survival and decreased mortality rates.
Early research in the 1950s “rst suggested that cancer patients•
psychological characteristics were systematically related to
length of survival. For example, individuals whose disease
had progressed for the worse were described as polite, cooper-
ative, and unable to express negative affects, particularly

hostility, whereas longer survivors were described as emotion-
ally expressive (Royak-Schaler, 1991). Studies conducted at
the Faith Courtauld Research Unit of King•s College in
London with 160 women with breast cancer found that sup-
pression of anger and passive, stoic response styles were asso-
ciated with poorer disease outcomes, especially in women
under the age of 50 (Royak-Schaler, 1991). Furthermore, a
10-year prospective study continued to show higher survival
rates (55%) for women with a “ghting spirit versus 22% sur-
vival among women who responded with stoic acceptance or
helplessness/hopelessness (Greer et al., 1979). A similar posi-
tive association has been found between “ghting spirit and
good health outcome by Fawzy et al. (1993), whereas anxious
preoccupation (Greer, Morris, Pettingale, & Haybittle, 1990),
hopelessness (Morris, Pettingale, & Haybittle, 1992), and a
stoic acceptance style (Weissman & Worden 1976…1977)have
all been found to be strongly associated with poor health and
disease outcome.

Pessimism has also been found to be linked to cancer sur-
vival. For example, Schulz, Bookwala, Knapp, Scheier, &
Williamson (1996) followed a group of cancer patients for a
period of eight months, at the end of which one-third had
died. Beyond site of cancer and levels of symptoms at base-
line, a measure of pessimism obtained earlier signi“cantly
predicted mortality rates, that is, people with a pessimistic
orientation were less likely to be alive at the eight-month
follow-up.

Social Support

The difference in the level of social support or the perception
of support can have an important impact on patients• sense of
well-being when confronting the stress of cancer and its treat-
ments. Social supports are the resources provided by those
people in an individual•s social network, such as spouses,
family members, friends, coworkers, fellow patients, or
professionals. These resources are helpful in times of stress
(e.g., dealing with an illness) and may consist of instrumental
aid, expressive or emotional aid, and informational aid. The
bene“cial effects of social support can be both direct (i.e.,
positive social interactions can directly increase positive cog-
nitions, emotions, and behaviors), and indirect (i.e., as a
stress buffer through the provision of various coping re-
sources, such as emotional or practical support) (Helgelson,
Cohen, & Fritz, 1998).

According to Bloom (1982), it is the perception of social
support, measured by family cohesiveness and the frequency
of social contact, that is the strongest predictor of healthy
coping responses. However, some research suggests that this
relationship appears to be stronger for patients with a good
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cancer prognosis as opposed to a poor prognosis (Dunkel-
Schetter, 1984). Despite the strong importance of social sup-
port in the lives of breast cancer patients, approximately 33%
of them do not feel they have adequate social support (Peters-
Golden, 1982). In studies with breast cancer patients, social
support has been found to be related to psychological, social,
and physical bene“ts (Moyer & Salovey, 1996; Royak-
Schaler, 1991; Stanton & Snider, 1993). Speci“cally, com-
munication and shared decision making with the person•s
spouse enhance adjustment to mastectomy, including the sex-
ual relationship (Royak-Schaler, 1991; Wortman & Dunkel-
Schetter, 1979).

The physical bene“ts of social support have been noted in
the research literature as well. These bene“ts have even been
identi“ed at the cellular level in a sample of breast cancer
patients. For example, patients• perceptions of the quality of
emotional support provided by signi“cant others were the
most important predictors of natural killer cell activity, an
immunological defense against neoplastic cells (Moyer &
Salovey, 1996). Studies with adult cancer patients suggest
that those who are unmarried have a decreased overall sur-
vival because they seek help later and at a more advanced dis-
ease stage. In addition, they have a higher likelihood of being
untreated for cancer. After adjustment for both factors, there
remains a poorer treatment response by unmarried individu-
als (Anderson, 1994). Therefore, it appears that social support
can act as a moderator in the relationship between stress and
health outcomes in cancer patients (Helgelson et al., 1998).

Summary

Although cancer can be a potentially devastating experience,
research has identi“ed various coping variables to be signi-
“cantly associated with positive psychological adaptation.
Such factors include a “ghting spirit or optimism and effec-
tive problem-solving ability. Conversely, avoidance and
denial have been found to be correlated with poor psycho-
logical outcome, although the “ndings regarding denial are
somewhat equivocal. In addition, research has focused on the
manner in which a person seeks cancer-related information
and its relationship to distress. Of great signi“cance are the
“ndings that link various coping reactions to improved health
and disease outcome.

Social support has also been a major focus of research
with speci“c regard to its role as a buffer of the negative ef-
fects of the cancer experience, both in terms of psychologi-
cal adaptation, as well as actual health outcome. The latter
has included studies focusing on overall treatment response,
as well as on the cellular level regarding immunological
variables.

Thus far, this overview of the “eld of psychosocial oncol-
ogy has focused on the etiological role that various lifestyle
activities play regarding cancer development, as well as the
psychosocial impact of cancer and its treatment. The follow-
ing section focuses on the next logical step: psychosocial
interventions that address this negative impact.

PSYCHOSOCIAL INTERVENTIONS
FOR CANCER PATIENTS

Given the previous description of the literature documenting
the negative psychosocial consequences of cancer, the impor-
tance of developing effective interventions to improve the
quality of life of cancer patients appears obvious. In fact,
Redd (1995) suggests that an important factor responsible in
part for the birth of psychosocial oncology as a “eld was the
publishing of certain studies that underscored the successful
use of behavioral procedures to control the anticipatory side
effects of cancer chemotherapy, such as nausea and vomiting
(e.g., Morrow & Morrell, 1982). Moreover, during the past
two decades, a suf“ciently large number of intervention stud-
ies have been conducted engendering a number of qualitative
and quantitative review articles (e.g.,Andersen, 1992; Dreher,
1997; Fawzy, Fawzy, Arndt, & Pasnau, 1995; Meyer & Mark,
1995; Trijsburg, van Knippenberg, & Rijpma, 1992). The
general conclusion that the majority of these reviews reached
underscores the ef“cacy of a wide variety of psychosocial in-
terventions geared to improve the quality of life of adult can-
cer patients. For example, Meyer and Mark (1995) conducted
a meta-analysis of 62 treatment-control comparisons and
found the bene“cial and signi“cant effect size ds were .24 for
emotional adjustment measures, .19 for functional adjustment
measures, .26 for measures of treatment- and disease-related
symptoms, and .28 for compound and global measures.
However, similar to a qualitative literature review regarding
earlier published studies (Watson, 1983), signi“cant differ-
ences among varying types of treatment approaches (e.g.,
behavioral versus supportive group therapy) were not found.

Because a comprehensive review of the treatment out-
come literature for cancer patients is beyond the scope of this
chapter, the reader is directed to the listed review articles.
However, in this section, we present a brief overview of this
literature to illustrate the type and variety of interventions
investigated.

Educational Interventions

The goal of educational interventions is to reduce cancer
patients• distress and improve their sense of control that may
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be undermined by lack of knowledge and feelings of un-
certainty. For example, Messerli, Garamendi, and Romano
(1980) argued that a patient•s fear, anxiety, and distress
would decrease as a function of increased medical knowl-
edge and information accessibility. With these types of inter-
ventions, patient education has involved a variety of venues,
including written materials, “lms, audiotapes, videotapes,
and lectures. The protocols studied included topics cover-
ing technical aspects of the disease and its treatment, poten-
tial side effects, navigating the medical system, and the
physician-patient relationship.

An early study investigating the bene“ts of an educational
approach was conducted by Jacobs, Ross, Walker, and
Stockdale (1983). Patients with Hodgkin•s disease participat-
ing in the education sample were mailed a 27-page booklet
that included disease-related information. Three months
later, compared to a no-education control, these individuals
were found to show a decrease in depressive and anxiety
symptoms, as well as an increase in their knowledge about
Hodgkin•s disease.

Focusing on a population of Egyptian patients diagnosed
with bladder cancer, Ali and Khalil (1989) also found a re-
duction in anxiety symptoms as a function of a psychoeduca-
tional intervention. More speci“cally, compared to a control
group, patients receiving the education protocol were found
to be signi“cantly less anxious three days after surgery and
prior to discharge.

Pruitt et al. (1992) focused on a group of newly diag-
nosed cancer patients undergoing radiation treatment in
order to assess the effects of a three-session (1 hour each)
education intervention. Their protocol involved information
about radiation therapy and cancer, coping strategies, and
communication skills. Patients receiving this intervention, as
compared to a control condition, were found three months
subsequent to show lower levels of depression, although no
differences between groups were found regarding level of
knowledge.

More recently, Hack et al. (1999) conducted a multicenter
study whereby patients were provided the choice to receive
an audiotape of the initial consultation session with their
oncologist. Such an approach was hypothesized to impact
positively on the physician-patient relationship, as well as to
provide the cancer patient with the opportunity to review the
information discussed during the consultation. Although a
trend was observed regarding a decrease in anxiety for pa-
tients who chose to receive the audiotape, this change was not
statistically signi“cant. However, at a six-week follow-up as-
sessment, patients receiving the tape recalled signi“cantly
more information and were found to report a higher degree of
satisfaction with the physician-patient relationship.

Cognitive-Behavioral Interventions

A. Nezu, Nezu, Friedman, and Haynes (1997) de“ned
cognitive-behavior therapy (CBT) as an empirical approach
to clinical case formulation, intervention, and evaluation
that focuses on the manner in which behavior, thoughts,
emotions, and biological events interact with each other
regarding the process of symptom, disorder, and disease de-
velopment and maintenance. As such, CBT, as applied to
psychosocial oncology, incorporates a wide array of inter-
vention strategies that focus on identifying and changing
those behavioral, cognitive, and affective variables that me-
diate the negative effects of cancer and its treatment. Many
strategies under the CBT rubric are theoretically based on
principles of respondent and operant conditioning, such as
contingency management, biofeedback, relaxation training,
and systematic desensitization, whereas other strategies are
more cognitive in nature, based on information-processing
models, and include techniques such as cognitive distraction,
cognitive restructuring, guided imagery, and problem-
solving therapy. Applications of CBT for cancer patients
have addressed both speci“c negative symptoms (e.g., antic-
ipatory nausea, pain), as well as overall distress and quality
of life.

CBT for Anticipatory Nausea

Clinically, a negative side effect of emetogenic chemother-
apy is anticipatory nausea and vomiting. From a respondent
conditioning conceptualization, this occurs when previously
neutral stimuli (e.g., colors and sounds associated with
the treatment room) acquire nausea-eliciting properties due
to repeated association with chemotherapy treatments and its
negative aftereffects. Investigations conducted in the early
1980s by Burish and Lyles (1981; Lyles, Burish, Krozely, &
Oldham, 1982) found progressive muscle relaxation com-
bined with guided imagery to be effective in reducing antici-
patory nausea and vomiting among samples of patients
already experiencing such symptoms. Morrow and Morrell
(1982) further found systematic desensitization to be another
effective CBT approach for these symptoms. Further, in a
subsequent study, Morrow and Morrell (1982) replicated
their earlier “ndings and also observed no differences in the
magnitude of the effects of systematic desensitization as a
function of what type of professional delivered the interven-
tion (i.e., psychologist, nurse, or physician). Research also
has indicated that conducting CBT prior to receiving
chemotherapy may prevent anticipatory nausea and vomit-
ing, as well as fostering improved posttreatment emotional
well-being (Burish, Carey, Krozely, & Greco, 1987).
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CBT for Pain

CBT strategies that have been suggested as being potentially
effective clinically for the reduction of cancer-related pain in-
clude relaxation, guided imagery and distraction, and cogni-
tive coping and restructuring (Breitbart & Payne, 1998).
However, actual investigations assessing their ef“cacy have
been few and provide somewhat con”icting results. The “rst
study to empirically evaluate CBT for cancer-related pain fo-
cused on oral mucositis pain related to the chemotherapy
treatment a group of patients received prior to a bone marrow
transplantation (Syrjala, Cummings, & Donaldson, 1992).
CBT (which in this study included relaxation training, cogni-
tive restructuring, and cognitive coping training) was not ef-
fective in reducing pain as compared to control participants,
whereas patients receiving hypnosis did report signi“cantly
less pain. However, in a subsequent study conducted by this
same group of investigators, CBT was found to be effective
in reducing cancer-related pain (Syrjala, Donaldson, Davis,
Kippes, & Carr, 1995). More recently, Liossi and Hatira
(1999) compared the effects of hypnosis and CBT as pain
management interventions for pediatric cancer patients un-
dergoing bone marrow aspirations. Their results indicated
that both treatment conditions, as compared to a no-treatment
control condition, were effective in reducing pain and pain-
related anxiety.

CBT for Emotional Distress

CBT protocols have also been increasingly implemented as
a means to decrease cancer patients• psychological distress
(e.g., depression, anxiety) and to improve their overall emo-
tional well-being and quality of life. This trend began with a
landmark study conducted by Worden and Weisman (1984).
Two interventions were evaluated, both focused on the devel-
opment of problem-solving skills as a means to promote ef-
fective coping and adaptation among newly diagnosed cancer
patients. One condition involved discussing the problems a
speci“c cancer patient was experiencing without teaching
speci“c skills, whereas the second focused on fostering
general problem-solving skills and also included relaxation
training. Both conditions were found to engender decreases
in psychological distress as compared to a nonrandomized
control condition. Despite this methodological limitation,
their study did have a major impact on the “eld of psychoso-
cial oncology (Jacobsen & Hann, 1998).

Behavioral stress management strategies (e.g., relaxation,
guided imagery) have been found to be especially effective in
reducing emotional distress and improving cancer patients•
quality of life (e.g., Baider, Uziely, & De-Nour, 1994; Bridge,

Benson, Pietroni, & Priest, 1988; Decker, Cline-Elsen, &
Gallagher, 1992; Gruber et al., 1993). Multicomponent CBT
protocols have also been found to be effective. For example,
Telch and Telch (1986) evaluated the differential effects of
a group-administered, multicomponent CBT coping skills
training protocol, as compared to a supportive group therapy
condition, and a no-treatment control. Their coping skills
training included instruction in (a) relaxation and stress man-
agement, (b) assertive communication, (c) cognitive restruc-
turing and problem solving, (d) management of emotions,
and (e) planning pleasant activities. Results indicated that
patients receiving the CBT protocol consistently fared sig-
ni“cantly better than participants in the other two conditions.
In fact, patients in the supportive group therapy condition
evidenced little improvement, whereas untreated patients
demonstrated signi“cant deterioration in their overall psy-
chological adjustment.

Another multicomponent CBT-based investigation in-
cluded patients who were newly diagnosed with malignant
melanoma (Fawzy, Cousins, et al., 1990; Fawzy, Kemeny,
et al., 1990). The cancer patients were assigned to one of
two conditions: a structured group intervention and a no-
treatment control. The six-week CBT-oriented intervention
was comprised of four components: health education, stress
management, problem-solving training, and group support.
At the end of the six weeks, patients receiving the structured
intervention began showing reductions in psychological
distress as compared to the control patients. However, six
months posttreatment, such group differences were very
pronounced. More impressively, “ve years following the in-
tervention, treated patients continued to show signi“cantly
lower levels of anxiety, depression, and total mood distur-
bance (Fawzy, Fawzy, & Canada, 2001). Their intervention
was later adapted to be applied to a Japanese population and
found to be effective for Japanese women with breast cancer
(Hosaka, 1996).

Greer et al. (1992) evaluated the effectiveness of an indi-
vidually administered CBT intervention geared to improve
emotional well-being. Their protocol included coping skills
training, cognitive restructuring, and relaxation training. At
a four-month follow-up assessment point, CBT participants
were found to be experiencing less emotional distress than
patients in the no-treatment control condition. Such bene“-
cial treatment effects were further found to be evident at a
one-year follow-up point (Moorey et al., 1994).

Problem-Solving Therapy (PST) for Cancer Patients

Although training individuals to be more effective problem
solvers to improve their ability to cope with stressful life



Psychosocial Interventions for Cancer Patients 281

events and dif“cult problems, such as cancer, has been in-
cluded as part of various multicomponent CBT treatment
packages (e.g., Fawzy, Cousins, et al., 1990; Telch & Telch,
1986), it has never been empirically evaluated as a sole inter-
vention. As such, A. Nezu, Nezu, Felgoise, et al. (2001; see
also A. Nezu et al., 1998), based on previous research that
highlighted the ef“cacy of PST for major depression (e.g.,
A. Nezu, 1986; A. Nezu & Perri, 1989) conducted a study
whereby adult cancer patients who were experiencing signif-
icant distress (e.g., depression) were randomly assigned to
one of three conditions: (a) ten 1.5 hr sessions of individual
PST; (b) ten 1.5 hr sessions of PST provided simultaneously
to both the patient and his or her designated signi“cant other
(e.g., spouse, family member); and (c) waiting-list control.
The condition that involved a signi“cant other was included
to assess the enhanced effects of •formalizingŽ a social
support system where the role of the signi“cant other was
conceptualized as a •problem-solving coach.Ž Results at
posttreatment across self-report, clinician-ratings, and ratings
by the signi“cant other provided evidence in support of the
ef“cacy of PST for decreasing emotional distress and im-
proving the overall quality of life of patients with cancer.
Speci“cally, patients in both treatment conditions were found
to evidence signi“cant improvement as compared to indi-
viduals in the wait-list control„no dif ferences were found
between these two conditions. However, at a six-month
follow-up assessment, on approximately half of the measures
assessed, patients who received PST along with a signi“cant
other continued to improve signi“cantly beyond those indi-
viduals receiving PST by themselves.

Group Therapy Approaches

The potential strengths of group psychotherapy for cancer
patients are threefold: (a) it can provide for a milieu in which
people with similar experiences can provide emotional sup-
port to each other, (b) it is cost-effective for the patient, and
(c) it is time-ef“cient for the mental health professional
(Spira, 1998). However, research evaluating these approaches
provides limited evidence for their ef“cacy to reduce distress
and improve psychological adjustment (Helgelson & Cohen,
1996). Further, the empirical literature suggests that group
therapy protocols that focus primarily on providing peer sup-
port and emphasize the shared expression of emotions are less
effective than either educational protocols (e.g., Helgelson,
Cohen, Schulz, & Yasko, 1999) or programs teaching coping
skills (Edelman, Craig, & Kidman, 2000).

One study that is often cited as underscoring the ef“cacy
of a •supportive-expressiveŽ group therapy protocol was
conducted by Spiegel, Bloom, and Yalom (1981). Their

investigation included 86 women with metastatic breast
cancer who were randomly assigned to one of two condi-
tions: a weekly group therapy program or a no-treatment
control. The group therapy program included supportive in-
teraction among the participants, encouragement to express
one•s emotions, and discussion of cancer-related problems.
At 100 and 200 days after entry into the protocol, trends were
observed regarding improvements in mood only for the
treated patients. However, at a 300-day evaluation, treated
patients reported signi“cantly less anxiety, depression, con-
fusion, and fatigue, as well as fewer phobias and less mal-
adaptive coping responses as compared to the control group.
Despite these positive results, concerns about a high drop-out
rate (i.e., at 300 days, only 16 women remained in the therapy
condition and 14 women remained in the control condition)
point to the tentative nature of these “ndings (e.g., Edelman
et al., 2000; Fox, 1998). On the other hand, Spiegel et al.
(1999) published another study that does supports the ef“-
cacy of this approach, as well as highlighting the feasibility
of implementing such a protocol in community settings
across the United States.

Telephone Counseling

Despite the literature documenting the ef“cacy of psychoso-
cial interventions for cancer patients, a major obstacle to the
potential utilization of such protocols is accessibility. In re-
sponse to such barriers, various programs using the telephone
as a communication tool have been developed to provide
health education, referral information, counseling, and group
support (Bucher, Houts, Glajchen, & Blum, 1998). Few stud-
ies, however, have been reported in the literature that have
empirically evaluated the ef“cacy of such approaches, al-
though at present, two different studies are underway, one
assessing the effects of a multicomponent CBT intervention
(Marcus et al., 1998), and the second evaluating interpersonal
psychotherapy (which focuses on role transitions, interper-
sonal con”icts, and grief precipitated by cancer) for breast
cancer patients (Donnelly et al., 2000). In addition, a recently
completed investigation evaluating the effects of a combined
face-to-face (two sessions) and telephone (four sessions)
problem-solving-based intervention provides support for its
ef“cacy in reducing cancer-related dif“culties for young
breast cancer patients (Allen et al., 2001).

Effects of Psychosocial Interventions
on Health Outcome

This review strongly underscores the ef“cacy of a variety of
psychosocial interventions for cancer patients with speci“c
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regard to reducing speci“c psychological (e.g., depression,
anxiety) and physical (e.g., anticipatory nausea and vomiting;
pain) cancer-related symptoms, as well as improving their
overall adjustment and emotional well-being. A logical next
question is: Do psychosocial interventions have any impact
on health outcome? For example, do they actually affect the
course or prognosis of the disease? As noted earlier, various
psychosocial variables have been found to be associated with
survival, such as coping and social support. Moreover, as
more research highlights the interplay between psychological
and medical symptoms (e.g., A. Nezu, Nezu, & Lombardo,
2001), such a question appears both legitimate and impera-
tive. For example, psychosocial treatments may affect the
course of cancer by (a) improving patient self-care (e.g.,
reduce behavioral risk factors), (b) increasing patients• com-
pliance with medical treatment, or (c) in”uencing disease re-
sistance regarding certain biological pathways, such as the
immune system (Classen, Sephton, Diamond, & Spiegel,
1998).

To date, the literature providing answers to this question
remains equivocal, that is, three studies provide data support-
ing the notion that psychosocial interventions extend the life
of cancer patients, whereas three investigations lacked an ef-
fect on survival. With regard to the “rst group of studies, the
investigation described by Spiegel et al. (1981) evaluating
the effects of supportive-expressive group therapy was not
originally designed to evaluate survival effects. However,
10 years after their study was completed, these authors col-
lected survival data for all participants (Spiegel, Bloom,
Kraemer, & Gottheil, 1989). To their admitted surprise,
women receiving the group therapy program lived an aver-
age of 36.6 months from time of initial randomization as
compared to the control patients who lived an average of
18.9 months. This difference was found to be both statisti-
cally and clinically signi“cant.

Similar to the Spiegel et al. (1981) study, the investigation
also previously described (Fawzy et al., 1993) with malig-
nant melanoma patients, was also not originally designed to
speci“cally assess differences in survival rates as a function
of the differing experimental conditions. However, they did
“nd six years later that the treatment group experienced
longer survival as compared to control participants, as well as
a trend for a longer period to recurrence for the treated
patients (Fawzy et al., 1993).

Richardson, Shelton, Krailo, and Levine (1990) reported
on the effects of three treatment approaches geared to im-
prove treatment compliance for patients newly diagnosed
with hematologic malignancies: (a) education and a home
visit by a nurse; (b) education and a shaping program

designed to foster better adherence in taking medication;
and (c) education, shaping, and a home visit. With regard to
survival rates, these researchers found that assignment to any
of these treatment conditions, as compared to a control group,
signi“cantly predicted survival.

The three studies that found no difference on survival as a
function of participating in a psychosocial intervention in-
clude (a) a study that provided intensive individual supportive
counseling to men in a Veterans Administration hospital with
tumors across several sites (Linn, Lin, & Harris, 1982); (b) an
investigation that included 34 women with breast cancer who
participated in a program that provided individual counseling,
peer support, family therapy, and stress management training
(Gellert, Maxwell, & Siegel, 1993); and (c) a study that fo-
cused on the effects of three different supportive group therapy
conditions (Ilnyckyj, Farber, Cheang, & Weinerman, 1994).

In summary, whereas three studies provide no evidence to
support the enhanced survival rates for cancer patients re-
ceiving psychosocial treatment, three studies, in fact, do offer
such data. However, methodological issues across all these
investigations further add to the tentativeness of any “rm
conclusions (Classen et al., 1998).

Effects of Psychosocial Interventions
on Immune Functioning

One possible mediator of the positive effects of psychosocial
interventions on improved health, as well as emotional well-
being, is the immune system. In part, support for this hypoth-
esis emanates from research indicating alterations regarding
certain measures of immune functioning in humans experi-
encing stressful events (Herbert & Cohen, 1993), as well as
studies demonstrating changes in immune functioning as a
result of receiving psychosocial treatment. For example, the
study described earlier by Fawzy, Kemeny and colleagues
(1990) indicated that at the end of the six-week intervention,
patients receiving the treatment evidenced signi“cant in-
creases in the percentage of large granular lymphocytes. Six
months posttreatment, this increase in granular lymphocytes
continued and increases in natural killer cells were also evi-
dent. Relaxation training has also been found to lead to
higher lymphocyte counts and higher white blood cell
numbers even in cancer patients receiving myelosuppressive
therapy (Lekander, Furst, Rotstein, Hursti, & Fredrikson,
1997). Although research investigating the link between
immunologic parameters and psychosocial variables in
cancer patients is in its nascent stage and, therefore, can only
be viewed as suggestive at this time (see Bovbjerg &
Valdimarsdottir, 1998), such a framework provides an
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exciting area for future research and a possible means of ex-
plaining one pathway between behavioral factors and cancer-
related health outcome.

Prevention Issues

All of the interventions discussed so far are geared to impact
on health and mental health parameters after a person is di-
agnosed with cancer. However, treatment strategies can also
affect behavioral risk factors, thus attempting to prevent
cancer to some extent. Some of the behavioral risk factors
mentioned earlier include smoking, alcohol, diet, and sun
exposure. Reviews of the relevant treatment literature bases
concerning some of these behaviors is contained in other
chapters of this volume, and therefore will not be repeated
here. With regard to sun exposure, some interventions have
led to increased knowledge of skin cancer and awareness of
protective measures; however, programs have had only lim-
ited success with increasing preventive behaviors in at-risk
groups (Cohen & Baum, 2001).

Prevention strategies are also important for individuals
considered at high risk due to genetic and familial factors.
For example, a positive family history of breast cancer is an
important risk factor for breast cancer in women (Slattery &
Kerber, 1993). As such, “rst-degree relatives of women with
breast cancer may also be at risk for psychological distress.
With this in mind, Kash, Holland, Osborne, and Miller
(1995) evaluated the ef“cacy of a group psychoeducational
intervention for women at high risk for breast cancer. Their
protocol included breast cancer education and risk communi-
cation, coping skills training, and group social support. As
compared to no-treatment control participants, patients
undergoing the group therapy program exhibited signi“cant
improvements in knowledge and risk comprehension and a
signi“cant decrease in perceived barriers to mammography.
More importantly, group therapy participants increased hav-
ing mammograms, clinical breast examinations, and breast
self-examinations during the year following treatment as
compared to the control subjects.

Schwartz et al. (1998) evaluated a brief PST intervention
as a means to reduce distress among women with a “rst-
degree relative recently diagnosed with breast cancer. Results
indicated that whereas patients in both the PST and an educa-
tional control group exhibited signi“cant decreases in
psychological distress, such differences did not differ as a
function of treatment condition. However, for participants in
the PST condition who were found to regularly practice the
PST techniques, differences in decreased cancer-speci“c
distress were signi“cantly greater as compared to control

participants and those PST subjects only infrequently using
the problem-solving skills.

Summary

Overall, research has amply demonstrated that a variety of
psychosocial interventions are effective in reducing speci“c
cancer-related physical (e.g., pain, nausea, and vomiting) and
emotional (e.g., depression, anxiety) symptoms, as well as
enhancing the overall quality of life of cancer patients. Such
treatment programs include educational interventions, a wide
array of cognitive-behavioral interventions, and group psy-
chotherapy protocols. Using the telephone to increase acces-
sibility to such programs has also begun to show promise.
Among these various approaches, CBT interventions have
been more often the focus of empirical investigations, and
thus, have tended to emerge as the more effective and versa-
tile overall therapeutic model.

In addition to improving cancer patients• emotional well-
being, data suggests that psychosocial interventions can also
lead to improved survival by affecting the course of the can-
cer itself. One biological pathway that has been identi“ed as
a potential mechanism by which this can occur is the immune
system. However, additional studies have noted a lack of an
affect on survival rates as a function of participating in psy-
chosocial treatment. Moreover, the literature providing evi-
dence to support a link between behavioral variables and
health outcome as mediated by the immune system is only in
its infancy with regard to cancer. Therefore, substantial addi-
tional research is necessary before the nature of these rela-
tionships can be clearly elucidated.

Psychosocial interventions have also been developed
for at-risk groups (e.g., “rst-degree relative of women
with breast cancer) or people engaging in risky cancer-
engendering behaviors (e.g., excessive sun exposure) as a
means of reducing risk and preventing cancer.

FAMILY AND CAREGIVER ISSUES

In addition to the effects on patients themselves, the experi-
ence of cancer and its treatment can change the lives of
family members, and in particular, the primary caregiver
(e.g., spouse). With shifts in health care economics, espe-
cially during the end of the twentieth century, more care and
recovery of cancer patients takes place at home, therefore,
having a potentially greater impact on the roles and responsi-
bilities of family members (Houts, Nezu, Nezu, & Bucher,
1996; Laizner, Yost, Barg, & McCorkle, 1993). This shift in
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caretaking has also increased professionals• attention to the
vital roles, participation, and impact the experience of cancer
has on families and caregivers as they become the extension
of the health care team (Friedman, 1999).

Impact of Cancer on Caregivers

The potential demands and subsequent burden on caregivers
is signi“cant. For example, in a study by Barg et al. (1998),
61% of a sample of 750 caregivers reported that caregiving
was the center of their activities. In addition, 58% of this
sample indicated that to provide care, caregivers were re-
quired to give up many other activities. For the majority of
caregivers (62%), their responsibilities to the patient
warranted 24-hour-per-day availability, whereas 42% of the
sample provided 6 to 40 hours of care per week.

Because caregivers are laypersons who usually have not
had professional training in preparation for caring for an in-
dividual with cancer, such demands and responsibilities can
lead to signi“cant distress. For example, in the Barg et al.
(1998) sample, 89% of the caregivers reported feeling
•stressedŽ by their responsibilities. In addition, the caregivers
who experienced more stress also reported signi“cantly low-
ered self-esteem, less family support, more negative impact
on their schedules, more negative impact on their physical
health, and more caregiving demands than nonstressed
caregivers.

Psychological Distress

In a study conducted by Kelly et al. (1999), 67% percent of a
sample of caregivers of spouses with various cancer diag-
noses reported •high to very highŽ illness-related distress
levels. In general, studies of spouses of cancer patients, many
in the terminal stage of care, have reported eating disorders,
sleep disturbances, anxiety, and depression due to the stresses
of caregiving (Kristjanson & Aschercraft, 1994).

Impact on Health

The stress of caregiving has also been shown to have negative
biological (immunologic, cardiovascular, metabolic) conse-
quences for family caregivers (Vitaliano, 1997). For example,
62% of a sample of 465 caregivers reported declines in health
resulting from their caregiving experiences (Barg et al.,
1998). Whereas some research (e.g., Hinds, 1985; Oberst,
Thomas, Gass, & Ward, 1989) has identi“ed signi“cant rela-
tionships between patients• and caregivers• physical health,
as well as patients• physical health and caregivers• emotional
reactions, other studies have found that the physical health of

the cancer patients across varying cancer diagnoses and
stages did not directly impact the health of the caregiver. In
fact, the patients•emotional well-being has been found to be a
better predictor of caregiver distress. For example, in a study
of 196 patient-caregiver dyads, patient depression, and not the
patient•s medical status, mediated the relationship between
patient dependencies, symptom distress, and patient immobil-
ity on caregivers• physical health (Given et al., 1993).

Unmet Caregivers’ Needs

In addition to the impact on their psychological and physical
health, caregivers have also reported that many of their needs
as caregivers continue to go unmet (Houts et al., 1986). For
example, Hinds (1985) interviewed 83 family caregivers and
found that 53% of this sample identi“ed several areas of un-
resolved psychosocial needs. In a different sample, 16% of
45 caregivers reported serious unmet needs, where 49% con-
sidered unmet informational needs to be a signi“cant prob-
lem (Wright & Dyck, 1984). Interestingly, Sales, Schulz, and
Biegel (1992) found that younger caregivers reported more
psychological and personal needs than older caregivers.

Psychosocial Interventions for Caregivers

As a function of the increased vulnerability to negative psy-
chological and physical effects of the cancer-related caregiv-
ing role, various intervention strategies have been developed
to help these individuals. Such strategies include both psy-
choeducational and problem-solving approaches.

Psychoeducational Interventions

Derdiarian (1989) evaluated a psychoeducational interven-
tion that provided medical, counseling, and referral infor-
mation to caregivers. This was followed by two telephone
calls to check the adequacy of the information. This protocol
was compared to •standard care.Ž The aim was to measure
the caregivers• satisfaction with the information received and
their perceived coping with the consequences of the diagno-
sis (i.e., behaviors indicating problem solving and emotional
regulation). The results of this investigation showed sig-
ni“cant decreases in perceived need for information and
increases in satisfaction and coping as a function of partici-
pating in the experimental intervention.

Problem-Solving Approaches

Several problem-solving interventions have been developed
for caregivers of persons with cancer. For example, using a



Summary and Future Directions 285

randomized design, Toseland, Blanchard, and McCallion
(1995) evaluated a protocol including six individual counsel-
ing sessions that included both support and training in
problem-solving and coping skills. Caregivers in a control
group received standard medical care. Initial overall results
comparing the intervention to usual treatment showed no dif-
ference on a wide range of measures. However, posthoc
analyses evaluating the interaction of distressed and moder-
ately burdened caregivers by condition showed favorable
outcomes for patients in the treatment condition. Speci“cally,
distressed caregivers who participated in the intervention
reported signi“cant improvement in their physical role and
social functioning. In addition, burdened caregivers signi“-
cantly improved their ability to cope with pressing problems.

Houts et al. (1996) and Bucher, Houts, Nezu, and Nezu
(1999) described a problem-solving approach to family care-
giver education entitled the Prepared Family Caregiver
Course that was adapted from the D•Zurilla and Nezu (1999;
A. Nezu et al., 1998) problem-solving therapy model. The
course was taught over three two-hour group sessions and in-
cluded prepared instructional videotapes to guide interactive
practice exercises along with an instructor•s manual (Bucher
et al., 1999). The Home Care Guide for Cancer (Houts, Nezu,
Nezu, Bucher, & Lipton, 1994), an informational resource
consistent with this model, was also a key element to this
training.

The premise for the problem-solving approach was based
on the idea that successfully solving problems increases a
person•s sense of mastery or control, which, in turn, con-
tributes to positive mental health. Further, information, and a
framework in which to gather additional information and
solve problems, can allay the uncertainty caregivers often
feel (i.e., Have I done everything that I can do?) (Houts et al.,
1996). Caregivers are provided with information about a se-
ries of medical (e.g., fatigue, hair loss) and psychosocial
(e.g., depression, loneliness) problems, and are trained to
(a) better de“ne the problem; (b) know when to obtain pro-
fessional help; (c) learn to deal with, as well as prevent, a
problem; (d) identify obstacles when they arise and plan to
overcome them; and (e) effectively implement a problem-
solving plan and adjust it if the initial attempts are not suc-
cessful. Results from a program evaluation study including a
sample of 41 caregivers indicated that 78% of these partici-
pants reported an improvement in their feelings of burden
and stress (Houts et al., 1996). In addition, 48% and 58%,
respectively, reported using their plans for tiredness and de-
pression in their caregiving. Further program evaluation in-
vestigations of the Prepared Family Caregiver Course reveal
a generally high level of satisfaction with and interest in
using the information and problem-solving skills taught to

family caregivers, hospice volunteers, home health aides,
nurses, and people with cancer (Bucher et al., 1999). Well-
controlled studies are necessary prior to making de“nitive
conclusions about the potential ef“cacy of such an approach.
However, preliminary results provide promising support.

Summary

Cancer and its treatment can have a profound impact on fam-
ily members. Due to recent changes in health care delivery
and economics, there has been a signi“cant shift in caregiving
responsibility from the professional health care team to family
caregivers, such as the patient•s spouse. This shift increases
the potential demands and responsibilities for such individu-
als. As such, caregivers experience an increased vulnerability
to both psychological and medical dif“culties. In response to
these problems, researchers have begun to develop and evalu-
ate psychosocial interventions geared to improve the caregiv-
ing skills of such individuals, as well as decrease their burden
and improve their quality of life. Because such research is in
its nascent stage, increased attempts to develop ef“cacious
programs are particularly needed.

SUMMARY AND FUTURE DIRECTIONS

Cancer is the second leading cause of death in the United
States, surpassed only by heart disease. Despite its preva-
lence as a medical disease, only about 5% to 10% of all can-
cers are clearly hereditary. A variety of lifestyle activities
have been identi“ed as potential risks for cancer, such as
smoking, alcohol abuse, diet, and excessive exposure to the
sun. Because such factors are behavioral in nature, the rele-
vance of psychology for the “eld of psychosocial oncology is
clear. Not only is this emerging sub“eld of oncology con-
cerned with the role of cancer-related behavioral risk factors,
but also the identi“cation of ef“cacious means to reduce such
risk factors, as well as to better understand and impact posi-
tively on the negative psychosocial consequences of cancer,
such as emotional distress and decreased quality of life. The
past few decades have seen an increase in interest by psy-
chologists in this “eld and the development of effective
strategies of meeting these goals.

Based on our review of the literature, we offer several rec-
ommendations for future research that are focused mainly on
intervention studies:

1. More research should be conducted regarding efficacious
interventions to improve the quality of life of cancer pa-
tients and their families. Although a substantial body of
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research already exists, we need to know more about what
types of treatment approaches are effective for what types
of patients as a function of type of cancer, stage of cancer,
SES, ethnic background, level of stress experienced, and
other important patient-relevant psychosocial variables.
Because of the signi“cant personal, medical, and eco-
nomic impact cancer and its treatment represents, more
research evaluating the ef“cacy of a wide range of psy-
chosocial strategies should be conducted in the future.

2. More research should be conducted regarding the effects
of psychosocial interventions on health outcome (i.e., pro-
longed survival). Currently, the literature is equivocal in
its ability to indicate whether psychosocial treatments can
have an impact on health outcome, particularly with
regard to prolonging the life of a cancer patient. As men-
tioned earlier, many of the studies that either provide sup-
port for or against such a hypothesis were not designed to
speci“cally address this question. Well-controlled investi-
gations capable of addressing such a question requires
extensive resources. However, preliminary results suggest
that such efforts may be worthwhile.

3. Improve the methodological rigor of the research.
Because a thorough critical analysis of the reviewed liter-
ature was beyond the scope of this chapter, we did not
document the many methodological limitations identi“ed
across the studies. We will not belabor the point, except
to list speci“c recommendations: (a) include adequate
control groups; (b) use manualized protocols; (c) include
treatment integrity (i.e., therapist adherence and compe-
tence) measures; and (d) use more multimodal assessment
procedures (e.g., multitrait, multimethod approaches) for
outcome measurement. In addition, special care needs to
be taken in describing each population under study in
detail to better allow for meaningful comparisons across
studies.

4. Conduct component analyzes of the intervention studies.
The majority of the randomized outcome studies reviewed
simply compared an intervention to either an alternative
treatment approach (e.g., education) or a control condition
(e.g., waiting-list). Additional research strategies should
be implemented to help answer the question: •Which
treatment components are responsible for the actual im-
provement in symptoms?Ž Future research needs to be
more explicit in delineating speci“c treatment strategies
and provide for an assessment of the speci“c impact of a
particular intervention on a given hypothesized mecha-
nism of action and its resulting impact on changes of
interest. In that manner, a more comprehensive and micro-
analytic understanding of cause-effect relationships can

be obtained. Such research strategies include dismantling,
constructive, and parametric approaches. In addition,
matching studies (i.e., matching treatment strategies with
identi“ed patient vulnerabilities, for example, problem-
solving therapy for the depressed cancer patient with iden-
ti“ed problem-solving de“cits) also fall in this category .

5. Identify important moderators of treatment efficacy.
Identi“cation of important moderator variables (e.g., race,
age, gender, cultural background, severity of symptoms,
number of symptoms) can potentially lead to better match-
ing of a given treatment for a particular patient, as well as
the development of more effective interventions per se.

6. Identify important mechanisms of action. Future research
should also address the relationship between outcome (e.g.,
psychological well-being, improved health) and a variety
of variables (e.g., cognitive, emotional, behavioral, im-
mune system) hypothesized to contribute to the etiopatho-
genesis and course of that outcome. In this manner, salient
treatment targets can be identi“ed and more empirically-
based decisions about treatment design can be made.

7. Improve treatment implementation and access. Related to
the issue of health economics, future research should also
attempt to save costs directly related to implementing psy-
chosocial interventions. Having a doctoral-level psychol-
ogist, for example, providing individual or group therapy
to cancer patients and their families is likely to be viewed
as having too high a price to the health care delivery sys-
tem. As such, studies geared to assess alternative means
of conducting psychosocial interventions should be con-
ducted in the future. For example, additional methods
exist to conduct such treatment approaches besides the tra-
ditional use of a single therapist in face-to-face situations.
Use of videos, computers, the Internet, or telemedicine
support systems represent further possibilities regarding
ways to cut costs, as well as to increase accessibility to
patients not living close to a major medical center.
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People are capable of perceiving pain at least from the time of
birth. From our earliest experiences, we all become familiar
with the pain of a cut, sunburn, or a bruised knee. In these in-
stances, the pain is acute. That is, it is self-limiting and will
remit on its own or with use of over-the-counter analgesic
medication in a reasonably short period of time (usually
hours, days, or a few weeks). Rarely are there any long-term
consequences following acute pain episodes.

In acute pain, nociception (activation of sensory conduc-
tion in nerve “bers that transmit information about tissue
damage from the affected peripheral area to brain via the
spinal cord) has a de“nite purpose. It acts as a warning signal
directing concentration and demanding immediate attention
to prevent further damage and to expedite the healing
process. For example, when we place a hand on a hot stove,
we quickly remove it to avoid being burned. Pain also signals
that an injury or disease state is present as in the case of a

broken leg or in”amed appendix. In these instances, pain
serves an important, protective function informing us that we
should take steps to prevent additional problems and, if nec-
essary, seek medical attention.

There is another type of pain problem that does not “t
nicely or adhere to the characteristics of acute pain. There are
a number of pain diagnoses and syndromes (e.g., migraine,
rheumatoid arthritis, tic doloureux) in which intense pain
episodes recur over time, often in an unpredictable fashion.
Although each episode tends to last for a relatively brief
duration, pain may start any time often without an identi“able
provocation. For example, a migraine is a particularly severe
form of headache that may last for several hours and then
remit without any treatment. The migraine sufferer may be
headache-free for days or weeks and then have another
migraine episode. After the headache has run its course, the
person is headache free until stricken by yet another episode.
Thus, the person with migraines has repeated bouts of acute
pain. Migraine and conditions with similar episodic character-
istics may be viewed as recurrent acute pain characterized by
pain-free periods punctuated by pain episodes. In the case of
recurrent acute pain, the role of pain is unclear because there
is no protective action that can be taken, nor is there neces-
sarily any identi“able tissue damage that might cause the
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Director•s Award (R55 AR44230) awarded to the second author.
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episode. Thus, in both recurrent acute pain and chronic pain
the symptom may appear to serve no useful purpose.

Chronic pain persists and can last for months, years, and
even decades beyond any period for which healing of the initial
injury is expected. There have been some suggestions
regarding plasticity within the nervous system where pro-
longed pain leads to neurophysiological changes and increased
sensitization within the central nervous system (CNS) that per-
petuate the experience of pain even when the initial cause has
resolved (Coderre, Katz, Vaccarino, & Melzack 1993). The av-
erage duration of pain noted for patients treated at specialized
clinics typically exceeds seven years (Flor, Fydrich, & Turk,
1992).

As is the case in recurrent acute pain, in chronic pain
syndromes (e.g., spinal stenosis, osteoarthritis), the pain does
not appear to have any obvious useful function. Pain that is
chronic or recurrent can signi“cantly compromise quality of
life and, if unremitting, may actually produce physical harm
by suppressing the body•s immune system. Because of sig-
ni“cant psychological contributions, we focus on chronic
pain in this chapter.

UNIDIMENSIONAL CONCEPTUALIZATIONS
OF CHRONIC PAIN

We contrast two types of models or conceptualizations of
pain: unidimensional ones that focus on single causes of the
symptoms reported and multidimensional ones that empha-
size the contributions of a range of factors that in”uence
patients• experiences and reports of pain.

Biomedical Model of Chronic Pain

The traditional biomedical view of pain is reductionistic. It as-
sumes that reports of pain must be associated, in a proportion-
ate manner, with a speci“c physical cause. As a consequence,
the extent of pain should be directly related to the amount of
detectable neurophysiological perturbations. Health care
providers often undertake Herculean efforts (at great expense)
attempting to establish the speci“c link between tissue dam-
age and the severity of pain. The expectation is that once the
physical cause has been identi“ed, appropriate treatment will
follow. Treatment will then focus on eliminating the putative
cause(s) of the pain or chemically (e.g., oral medication, re-
gional anesthesia, implantable drug delivery systems), surgi-
cally (e.g., laminectomy), or electrically (e.g., spinal cord
stimulation) blocking the pain pathways.

There are several perplexing features of chronic pain that
do not “t neatly within the traditional biomedical model, with

its suggestion of an isomorphic relationship between pathol-
ogy and symptoms. For example, pain may be reported even
in the absence of an identi“ed pathological process. It is esti-
mated that one-third to one-half of all visits to primary care
physicians are prompted by symptoms for which no biomed-
ical causes can be detected (Kroenke & Mangelsdorff, 1989).
In 80% to 85% of the cases, the cause of back pain is un-
known (Deyo, 1986). The postulated neural plasticity„
central sensitization explanation for these “ndings„has only
been support in acute, animal pain models and has yet to be
con“rmed for chronic pain.

Conversely, imaging studies using computed tomography
(CT) scans and magnetic resonance imaging (MRIs) have
noted the presence of signi“cant pathology in up to 35% of
asymptomatic people (e.g., M. Jensen, Brant-Zawadzki,
Obuchowski, Modic, & Malkasian Ross, 1994; Wiesel,
Tsourmas, Feffer, Citrin, & Patronas, 1984). Similarly,
asymptomatic individuals may have signi“cant degrees of
degeneration, and more importantly, a similar prevalence
of disk herniation that is comparable to symptomatic people
with back pain (Boos et al., 1995). Yet, they do not appear to
experience any pain. Thus, those who report severe pain with
no identi“able pathology, and those with demonstrable pa-
thology may not report pain.

Not all people experiencing pain seek medical care. There
are large numbers of people with recurrent and chronic pain
problems who do not seek medical attention. For example,
Brattberg, Thorslund, and Wikman (1989) observed that
up to 40% of the adult population sampled reported consid-
erable pain lasting longer than six months, yet the majority
did not seek any medical care. Similarly, in a survey of
nurses, Linton and Buer (1995) found that the majority re-
ported moderate to severe pain often or always but they indi-
cated that they had not missed a single day of work due to
pain.

Psychogenic Model of Chronic Pain

As is frequently the case in medicine, when physical expla-
nations seem inadequate or when the results of treatment are
inconsistent, psychological alternatives are proposed as
causal explanations. Moreover, if the report of pain is recal-
citrant to appropriate treatment that should eliminate or alle-
viate the pain, it is assumed that psychological processes are
involved. The Psychogenic view is the opposite side of the
coin of the biomedical model. If the pain reported is deemed
to be disproportionate„based on the subjective opinion of
the health care provider„to any objectively determined
pathological process, it may be attributed to psychological
causes and thus are psychogenic.
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Assessment based on the psychogenic perspective is di-
rected toward identifying the personality factors or psy-
chopathological tendencies that instigate and maintain the
reported pain. Traditional psychological measures such as the
Minnesota Multiphasic Personality Inventory (MMPI) and
the Symptom Checklist-90 (SCL90) are commonly used to
evaluate chronic pain patients (Piotrowski, 1997). High
scores in these instruments are considered to support the no-
tion of psychogenic pain. It is assumed that reports of pain
will cease once the psychological problems are managed.
Treatment is geared toward helping the patient gain insight
into the underlying maladaptive, predisposing psychological
factors (e.g., Beutler, Engle, Oro•-Beutler, Daldrup, &
Meredith 1986; Grzesiak, Ury, & Dworkin, 1996).

Although the psychogenic pain notion is ubiquitous, em-
pirical evidence supporting it is scarce. A substantial number
of chronic pain patients do not exhibit signi“cant psy-
chopathology. Moreover, studies suggest that in the majority
of cases the emotional distress observed in these patients
occurs in response to persistence of pain and not as a causal
agent (e.g., Okifuji, Turk, & Sherman, 2000; Rudy, Kerns, &
Turk, 1988) and may resolve once pain is adequately treated
(Wallis, Lord, & Bogduk, 1997). Not surprisingly, insight-
oriented therapy has not been shown to be effective in reduc-
ing symptoms for the majority of patients with chronic pain.
There are, however, some patients for whom such insight is
essential before they are able to engage successfully in reha-
bilitation (Grzesiak et al., 1996).

Secondary-Gain Model of Chronic Pain

The secondary-gain model is an alternative to the psy-
chogenic model. From this perspective, reports of pain in the
absence of or in excess of physical pathology are attributed
to the desire of the patient to obtain some bene“t such as
attention, time off from undesirable activities, or “nancial
compensation„ secondary gains. In contrast to the psy-
chogenic model, in the secondary-gain view, the assumption
is that the patient is consciously attempting to acquire a de-
sirable outcome. Simply put, the report of pain in the absence
of a pathological process is regarded as fraudulent (Bayer,
1984).

Assessment of patients from the secondary-gain model fo-
cuses on identifying discrepancies between what patients say
they are capable of doing and what they actually can do or
from facial expressions that deviate from norm-based expec-
tations (Craig, Hyde, & Patrick, 1991). A high degree of dis-
crepancy between what patients say about their pain and
physical capacity and performance on more objective assess-
ment of physical functioning and facial expressions are

believed to be evidence that patients are exaggerating or fab-
ricating their symptoms to obtain a desired outcome. Thus,
repeated performance of functional capacity testing that iden-
ti“es discrepancies (sometimes referred to as the index of
congruence) in performance has been used to label patients
as symptom magni“ers at best or malingerers at worst. Sur-
veillance is also used, again seeking discrepancies between
the patient•s reports of activity and objective performance.
Thus, a patient who states that he cannot lift weights over
10 pounds might and who refuses to attempt to lift during a
functional capacity evaluation might be observed or even
videotaped lifting groceries out of his car. The ability to lift
the bags of groceries is taken as evidence that the patient is
capable of lifting. Thus, the report of the inability to lift, in
light of the lifting of groceries, is viewed as proof of dissim-
ulation. Inconsistency in reported ability and actual perfor-
mance fails to consider the limited ability of people to
accurately estimate the capacity and the refusal to perform
associated with fear of injury, reinjury, or exacerbation of
pain (e.g., Lenthem, Slade, Troup, & Bentley, 1983; Vlaeyen,
Kole-Snijders, Boeren, & van Eek, 1995).

The treatment of pain from the secondary-gain perspec-
tive is simple, denial of disability payments. The assumption
being that denial of disability will lead inevitably to prompt
resolution of the reported symptoms. Although this view is
prevalent, especially among third-party payers, there is little
evidence of dramatic cure of pain following denial of
disability.

Behavioral Conceptualizations

Pain is an unavoidable part of human life. No learning is re-
quired to activate nociceptive receptors. However, pain is a
potent and salient experience for all sentient organisms (ani-
mals including humans). Beyond mere re”exive actions, all
must learn to avoid, modify, or cope with noxious stimula-
tion. There are three major principles of behavioral learning
that help us understand acquisition of adaptive as well as dys-
functional behaviors associated with pain.

Classical (Respondent) Conditioning

In his classic experiment, Pavlov found that a dog could be
taught, or conditioned, to salivate at the sound of a bell by
pairing the sound with food presented to a hungry dog. Sali-
vation of dogs in response to food is natural; however, by pre-
ceding the feeding with the sound of a bell, Pavlov•s dogs
learned to associate the sound of the bell with an imminent
feeding. Once this association was learned, or conditioned,
the dogs were found to salivate at the mere sound of a bell
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even in the absence of the food. That is, the dogs were condi-
tioned to anticipate food at the sound of a bell.

The in”uence of classical conditioning can be observed in
pain patients as well. Consider physical therapy, a mainstay
of treatments for chronic pain patients, where treatment may
evoke a conditioned fear response in patients. A patient, for
example, who experienced increased pain following physical
therapy may become conditioned and experience a negative
emotional response to the presence of the physical therapist,
to the treatment room, and to any contextual cues associated
with the nociceptive stimulus. The negative emotional reac-
tion may lead to tensing of muscles and this in turn may
exacerbate pain and, thereby, strengthen the association be-
tween the presence of the physical therapist and pain.

Once a pain problem persists, fear of motor activities
may become increasingly conditioned, resulting in avoid-
ance of activity. Avoidance of pain is a powerful rationale
for reduction of activity, where muscle soreness associated
with exercise functions as a justi“cation for further avoid-
ance. Thus, although it may be useful to reduce movement
in the acute pain stage, limitation of activities can be chron-
ically maintained not only by pain but also by anticipatory
fear that has been acquired through the mechanism of classi-
cal conditioning. Here we can note how cognitive processes
may interact with pure conditioning. It is the anticipation
that motivates a conscious decision to avoid speci“c behav-
iors or stimuli.

In chronic pain, many activities that are neutral or even
pleasurable may come to elicit or exacerbate pain. As a con-
sequence, they are experienced as aversive and actively
avoided. Over time, more and more stimuli (e.g., activities
and exercises) may be expected to elicit or exacerbate pain
and will be avoided. This process is referred to as stimulus
generalization. Thus, the anticipatory fear of pain and re-
striction of activity, and not just the actual nociception, may
contribute to disability. Anticipatory fear also can elicit
physiological reactivity that may aggravate pain. In this
way, conditioning may directly increase nociceptive stimu-
lation and pain.

The conviction that patients hold that they must remain
inactive is dif“cult to modify, as long as activity-avoidance
succeeds in preventing aggravation of pain. By contrast, re-
peatedly engaging in behavior„ exposure„that produces
progressively less pain than was predicted (corrective feed-
back) will be followed by reductions in anticipatory fear and
anxiety associated with the activity (Fordyce, Shelton, &
Dundore, 1982; Vlaeyen et al., 1995). Such transformations
add support to the importance of a quota-based physical
exercise programs, with patients progressively increasing

their activity levels despite fear of injury and discomfort
associated with the use of deconditioned muscles (Dolce,
Crocker, Moletteire, & Doleys, 1986).

Operant Conditioning—Contingencies of Reinforcement

The effects of environmental factors in shaping the experi-
ence of people suffering with pain was acknowledged
long ago (Collie, 1913). A new era in thinking about pain
began with Fordyce•s (1976) extension of operant condi-
tioning to chronic pain. The main focus of operant learning
is modi“cation in frequency of a given behavior. The funda-
mental principle is that if the consequence of a given behav-
ior is rewarding, its occurrence increases; whereas if the
consequence is aversive, the likelihood of its occurrence
decreases.

When a person is exposed to a stimulus that causes tissue
damage, the immediate behavioral response is withdrawal
in an attempt to escape from noxious sensations. Such re-
”exive behaviors are adaptive and appropriate. Behaviors
associated with pain, such as limping and moaning, are
called pain behaviors. Pain behaviors include overt expres-
sions of pain, distress, and suffering. According to Fordyce
(1976), these behaviors can become subjected to the princi-
ples of operant conditioning. These behaviors may be posi-
tively reinforced directly, for example, by attention from a
family member, acquaintance, or health care provider. The
principles of operant learning suggest that behaviors that are
positively reinforced will be reported more frequently. Pain
behaviors may also be maintained by the escape from nox-
ious stimulation by the use of drugs or rest, or the avoid-
ance of undesirable activities. In addition well behaviors
(e.g., activity, working) may not be positively reinforced,
and the more rewarded pain behaviors may therefore be
maintained.

The following example illustrates the role of operant con-
ditioning: When back pain ”ares up, the sufferer may lie
down and hold her back. Her husband may observe her be-
havior and infer that she is experiencing pain. He may
respond by offering to rub her back. This response may posi-
tively reward the woman and her pain behaviors (i.e., lying
down) may be repeated even in the absence of pain. In other
words, her pain behaviors are being maintained by the
learned consequences.

The woman•s pain behaviors are reinforced by allowing
the person to avoid undesirable activities. When observing
his wife lying on the ”oor, her husband may suggest that they
cancel the evening plans with his brother, an activity that she
may have preferred to avoid anyway. In this situation, her
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husband provided extra attention, comfort, and the opportu-
nity to avoid an undesirable social obligation. Therefore, her
pain behaviors were rewarded.

Figure 13.1 describes examples of basic operant principles
in chronic pain. The operant learning paradigm does not un-
cover the etiology of pain but focuses primarily on the main-
tenance of pain behaviors and de“ciency in well behaviors.
Adjustment of reinforcement schedules will likely modify
the probability of recurrence of pain behaviors and well
behaviors.

Pain sufferers do not intentionally communicate pain to
obtain attention or avoid undesirable activities. It is more
likely to be the result of a gradual process of the shaping of
behavior that neither the sufferer nor her comforter (i.e., hus-
band) recognizes. Thus, a person•s response to life stressors
as well as how others respond can in”uence the experience
of pain in many ways, but are not the cause of the pain
condition.

It is important not to make the mistake of viewing pain
behaviors as being synonymous with malingering. Malinger-
ing involves the patient consciously and purposely faking a
symptom such as pain for some gain, usually “nancial. As
we noted earlier, in the case of pain behaviors, there is no
suggestion of conscious deception but rather the unintended
performance of pain behaviors resulting from environmental
reinforcement contingencies. The patient is typically not
aware that these behaviors are being displayed, nor is he or
she consciously intending to obtain a positive reinforcement
from the behaviors. Contrary to the beliefs of many third-
party payers, there is little support for the contention that out-
right faking of pain for “nancial gain is prevalent (e.g., Craig,
Hill, & McMurtry, 1999).

Social Learning Processes

Social learning has received some attention in acute pain and
in the development and maintenance of chronic pain states.
From this perspective, the acquisition of pain behaviors may
occur by means of observational learning and modeling
processes. That is, people can acquire behavioral responses

that were not previously in their repertoire by the observation
of others.

Children develop attitudes about health and health care,
and the perception and interpretation of symptoms and phys-
iological processes from their parents and social environ-
ment. They learn appropriate and inappropriate responses to
injury and disease and thus may be more or less likely to
ignore or overrespond to symptoms they experience based on
behaviors modeled in childhood. The culturally acquired per-
ception and interpretation of symptoms determines how peo-
ple deal with disease states. The observation of others in pain
is an event that captivates attention. This attention may have
survival value, may help to avoid experiencing more pain,
and may help us to learn what to do about acute pain.

There is ample evidence of the role of social learning from
controlled laboratory pain studies and from some evidence
based on observations of people•s behaviors in naturalistic
and clinical settings. For example, children of chronic pain
patients may make more pain-related responses during stress-
ful times than would children with healthy parents. These
children tend to exhibit greater illness behaviors (e.g., com-
plaining, days absent, visit to school nurse) than children of
healthy parents (Richard, 1988). Models can in”uence the
expression, localization, and methods of coping with pain
(Craig, 1986). Physiological responses may be conditioned
during observation of others in pain (Vaughan & Lanzetta,
1980). Expectancies and actual behavioral responses to noci-
ceptive stimulation are based, at least partially, on prior social
learning history. This may, along with classical conditioning
and operant learning history, contribute to the marked vari-
ability in response to objectively similar degrees of physical
pathology noted by health care providers.

The biomedical, psychogenic, secondary-gain, and behav-
ioral views are unidimensional. Reports of pain are ascribed
to either physical or psychological factors. Rather than being
categorical, either somatogenic or psychogenic, both physi-
cal and psychological components may interact to create and
in”uence the experience of pain. Several efforts have been
made to integrate physical, psychosocial, and behavioral fac-
tors within multidimensional models.

Figure 13.1 Operant conditioning in chronic pain.

Operant Maintenance of Pain Behavior in Chronic Pain: Example
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Operant Conditioning Stage Chronic Stage: Even without Pain
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INTEGRATIVE, MULTIDIMENSIONAL MODEL—
GATE CONTROL THEORY

The “rst attempt to develop an integrative model designed to
address the problems created by unidimensional models and
to integrate physiological and psychological factors was the
gate control theory (GCT) proposed by Melzack and Wall
(1965). Perhaps the most important contribution of the GCT
is the way it changed thinking about pain perception. In this
model, three systems are postulated to be related to the pro-
cessing of nociceptive stimulation„sensory-discriminative,
motivational-affective, and cognitive-evaluative„all of
which contribute to the subjective experience of pain.
Melzack and Wall emphasized the central nervous system
mechanisms and provided a physiological basis for the role of
psychological factors in chronic pain.

The GCT proposes that a process in the dorsal horn
substantia gelatinosa of the spinal cord acts as a gating mech-
anism that inhibits or facilitates transmission of nerve
impulses on the basis of the diameters of the active peripheral
“bers as well as the dynamic action of brain processes.
Melzack and Wall (1965) postulated that the spinal gating
mechanism was in”uenced by the relative amount of excita-
tory activity in afferent, large-diameter (myelinated) and
small-diameter (unmyelinated nociceptors) “bers converging
in the dorsal horns. They also proposed that activity in A-beta
(large-diameter) “bers tends to inhibit transmission of noci-
ceptive signals (•closes the gateŽ) while activity in A-delta
and c (small-diameter) “bers tends to facilitate transmission
(•open the gateŽ). The hypothetical gate in the dorsal horn
modulates the sensory input by the balance of activity of
small diameter (A-delta and c) and large-diameter (A-beta)
“bers (see Figure 13.2).

As an important innovation, Melzack and Wall (1965)
postulated further that the spinal gating mechanism is in”u-
enced not only by peripheral afferent activity but also by

efferent neural impulses that descend from the brain. They
suggested that a specialized system of large-diameter, rapidly
conducting “bers (the central control trigger) activate selec-
tive cognitive processes that then in”uence, by way of de-
scending “bers, the modulating properties of the spinal
gating mechanism. Melzack and Wall speculated that the
brain stem reticular formation functions as a central biasing
mechanism, inhibiting the transmission of pain signals at
multiple synaptic levels of the somatosensory system.

The GCT maintains that loss of sensory input to this com-
plex neural system, such as occurs in neuropathies, causalgia,
and phantom limb pain, tends to weaken inhibition and lead
to persistent pain. Herniated disc material, tumors, and other
factors that exert pressure on these neural structures may op-
erate through such losses of sensory input. Emotional stress
and medication may also alter the biasing mechanisms and
thus intensity of pain.

From the GCT perspective, the experience of pain is an
ongoing sequence of activities, largely re”exive in nature at
the outset, but modi“able even in the earliest stages by a va-
riety of excitatory and inhibitory in”uences, and by the inte-
gration of ascending and descending nervous system activity.
The process results in overt expressions communicating pain
and strategies to terminate the pain. In addition, considerable
potential for shaping of the pain experience is implied be-
cause the GCT invokes continuous interaction of multiple
systems (sensory-physiological, affect, cognition, and, ulti-
mately, behavior).

The GCT describes the integration of peripheral stimuli
with cortical states, such as anxiety, in the perception of pain.
This model contradicts the notion that pain is either somatic
or psychogenic and instead postulates that both factors have
either potentiating or moderating effects on pain perception.
In this model, for example, pain is not understood to be the
result of depression or vice versa, but rather the two are seen
as evolving simultaneously. Any signi“cant change in mood
or pain will necessarily alter the others.

The GCT•s emphasis on the modulation of inputs in the
dorsal horns and the dynamic role of the brain in pain
processes resulted in the integration of psychological vari-
ables such as past experience, attention, and other cognitive
activities into research and therapy on pain. Prior to this for-
mulation, psychological processes were largely dismissed as
reactions to pain. This new model suggested that cutting
nerves and pathways was inadequate because a host of other
factors modulated the input. Perhaps the major contribution
of the GCT was that it highlighted the central nervous system
as an essential component in pain processes and perception.

The physiological details of the GCT have been challenged,
and it has been suggested that the model is incomplete. AsFigure 13.2 Gate control model of pain.
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additional knowledge has been gathered since the original for-
mulation, speci“c points of posited mechanisms have been
disputed and have required revision and reformulation. Over-
all, however, the GCT has proved remarkably resilient and
”exible in the face of accumulating scienti“c data and chal-
lenges. It still provides a powerful summary of the phenomena
observed in the spinal cord and brain, and this model has the
capacity to explain many of the most mysterious and puzzling
problems encountered in the clinic. The GCT has had enor-
mous heuristic value in stimulating further research in the
basic science of pain mechanisms. The GCT can also be cred-
ited as a source of inspiration for diverse clinical applications
to control or manage pain, including neurophysiologically
based procedures (for example, neural stimulation techniques,
from peripheral nerves and collateral processes in the dorsal
columns of the spinal cord), pharmacological advances, be-
havioral treatments, and those interventions targeting modi“-
cation of attentional and perceptual processes involved in the
pain experience.After the GCT was “rst described in 1965, no
one could try to explain pain exclusively in terms of peripheral
factors.

A number of authors have extended the GCT to integrate
more detailed psychological contributions has lead to the pre-
sentation of biopsychosocial or biobehavioral models of pain
(e.g., Turk 1996; Turk & Flor, 1999). These conceptual mod-
els emphasize the important contributions, mediating, and
modulation role of a range of cognitive, affective, and behav-
ioral variables. Before describing these models, it is impor-
tant to focus on the psychology of pain.

PSYCHOLOGY OF PAIN

For the person experiencing pain, particularly chronic pain,
there is a continuing quest for relief that remains elusive and
leads to feelings of frustration, anxiety, demoralization, and
depression, compromising the quality of all aspects of their
lives. People with chronic pain confront not only the stress of
pain but also a cascade of ongoing problems (e.g., “nancial,
familial). Moreover, the experience of •medical limboŽ (i.e.,
the presence of a painful condition that eludes diagnosis and
that carries the implication of either psychiatric causation or
malingering on the one hand, or an undiagnosed potentially
disabling condition on the other) is itself the source of signif-
icant stress and can initiate psychological distress.

Biomedical factors, in the majority of cases, appear to
instigate the initial report of pain. Over time, however, psy-
chosocial and behavioral factors may serve to maintain and
exacerbate the level of pain, in”uence adjustment, and con-
tribute to excessive disability. Following from this view, pain

that persists over time should not be viewed as solely physi-
cal or solely psychological; the experience of pain is main-
tained by an interdependent set of biomedical, psychosocial,
and behavioral factors.

Consider the following scenario: A person with chronic
pain becomes inactive, leading to preoccupation with his or
her body and pain, and these cognitive-attentional changes
increase the likelihood of amplifying and distorting pain
symptoms. This person may then perceive himself or herself
as disabled. At the same time, due to fear, the pain sufferer
limits his or her opportunities to build ”exibility, endurance,
and strength without the risk of pain or injury. To the pain
sufferer, hurt is viewed as synonymous with harm. Thus, if an
activity produces an increase in pain, the sufferer terminates
the activity and avoids similar activities in the future.
Chronic pain sufferers often develop negative expectations
about their own ability to exert any control over their pain.
The negative expectations lead to feelings of frustration and
demoralization when uncontrollable pain interferes with par-
ticipation in physical and social activities.

Pain sufferers frequently terminate active efforts to man-
age pain and, instead, turn to passive coping strategies such
as inactivity, medication, or alcohol to reduce emotional
distress and pain. They also absolve themselves of personal
responsibility for managing their pain and, instead, rely on
family and health care providers. The thinking of chronic
pain patients has been shown to contribute to the exacerba-
tion, attenuation, and maintenance of pain, pain behaviors,
affective distress, adjustment to chronic pain, health care
seeking, and response to treatment (e.g., Council, Ahern,
Follick, & Cline, 1988; Flor & Turk, 1988).

In the case of chronic pain, health care providers need to
consider not only the physical basis of pain but also patients•
moods, fears, expectancies, coping resources, coping efforts,
and response of signi“cant others, including themselves.
Regardless of whether there is an identi“able physical basis
for the reported pain, psychosocial and behavioral factors in-
teract to in”uence the nature, severity, and persistence of pain
and disability. In particular, behavioral, emotional, and cog-
nitive variables should be addressed. We have already de-
scribed the important role of environmental contingencies of
reinforcement in chronic pain (e.g., Fordyce, 1976). We now
turn to the range of affective and cognitive factors that play
an equally important role.

Affective Factors

Pain is ultimately a subjective, private experience, but it is in-
variably described in terms of sensory and affective proper-
ties. As de“ned by the International Association for the Study
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of Pain: •[Pain] is unquestionably a sensation in a part or
parts of the body but it is also always unpleasant and there-
fore also an emotional experienceŽ (Merskey, 1986). The
central and interactive roles of sensory information and af-
fective state are supported by an overwhelming amount of
evidence (Fernandez & Turk, 1992). The affective compo-
nents of pain include many different emotions, but they are
primarily negative emotions. Depression and anxiety have
received the greatest amount of attention in chronic pain
patients; however, anger has recently received considerable
interest as an important emotion in chronic pain patients.

Depression

Clinical data suggest that from 40% to 50% of chronic pain
patients suffer from signi“cant depression (Banks & Kerns,
1996). In the majority of cases, depression appears to be re-
actions, although some have suggested that chronic pain is a
form of •masked depression,Ž whereby patients use pain to
express their depressed mood because they feel it is more ac-
ceptable to report pain than to acknowledge depression.
Although this may be true in a small number of cases, the re-
search on this topic does not suggest that depression precedes
the development of chronic pain (Turk & Salovey, 1984).

It is not surprising that a large number of chronic pain
patients are depressed. It is interesting to ponder the other
side of the coin. Given the nature of the symptom and the
problems created by chronic pain, why is it that all such pa-
tients are not depressed? We (Okifuji et al., 2000; Turk,
Okifuji, & Scharff, 1995) examined this question and deter-
mined that patients• appraisals of the effects of the pain on
their lives and of their ability to exert any control over the
pain and their lives mediated the pain-depression link. That
is, those patients who believed that they could continue
to function despite their pain, and who believed that they
could maintain control despite their pain, did not become
depressed.

Anger

Anger has been widely observed in people with chronic pain
(Schwartz, Slater, Birchler, & Atkinson, 1991). Pilowsky and
Spence (1976) reported •bottled-up angerŽ in 53% of chronic
pain patients. Kerns, Rosenberg, and Jacob (1994) noted that
the internalization of angry feelings was strongly related to
measures of pain intensity, perceived interference, and re-
ported frequency of pain behaviors. Summers and colleagues
(Summers, Rapoff, Varghess, Porter, & Palmer, 1991) exam-
ined patients with spinal cord injuries and found that anger
and hostility were powerful predictors of pain severity.

Moreover, even though chronic pain patients in psychother-
apy might present an image of themselves as even-tempered,
88% of the patients treated acknowledged their feelings
of anger when these were explicitly sought (Corbishley,
Hendrickson, Beutler, & Engle, 1990).

Frustrations related to persistence of symptoms, limited
information on etiology, and repeated treatment failures
along with anger toward employers, the insurance, the health
care system, family members, and themselves, all contribute
to the general dysphoric mood of these patients. The effects
of anger and frustration on exacerbation of pain and treat-
ment acceptance has not received much attention, but it
would be reasonable to expect that the presence of anger may
serve as a complicating factor, increasing autonomic arousal
and blocking motivation and acceptance of treatments ori-
ented toward rehabilitation and disability management rather
than cure, which are often the only treatments available for
chronic pain (Fernandez & Turk, 1995).

It is important to be aware of the central role of negative
mood in chronic pain patients because it is likely to affect
treatment motivation and compliance with treatment recom-
mendations. For example, patients who are anxious may fear
engaging in what they perceive as demanding activities;
patients who are depressed and who feel helpless may have
little initiative to comply; and patients who are angry with
the health care system are not likely to be motivated to re-
spond to recommendations from yet another health care
professional.

Cognitive Factors

A great deal of research has been directed toward identifying
cognitive factors that contribute to pain and disability. These
studies have consistently demonstrated that patients attitudes,
beliefs, and expectancies about their plight, themselves, their
coping resources, and the health care system affect reports of
pain, activity, disability, and response to treatment.

Beliefs about Pain

People respond to medical conditions in part based on their
subjective ideas about illness and their symptoms. Health
care providers working with chronic pain patients are aware
that patients having similar pain histories and reports of pain
may differ greatly in their beliefs about their pain. Behavior
and emotions are in”uenced by interpretations of events and
expectations, rather than solely by objective characteristics
of the event itself. Thus, pain, when interpreted as signifying
ongoing tissue damage or a progressive disease, is likely to
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produce considerably more suffering and behavioral dys-
function than if it is viewed as being the result of a stable
problem that is expected to improve.

People build fairly elaborate views of their physical states
and these views or representations provide the basis for action
plans and coping. Beliefs about the meaning of pain and their
ability to function despite discomfort are important aspects of
expectations about pain. For example, a cognitive representa-
tion that you have a very serious, debilitating condition, that
disability is a necessary aspect of pain, that activity is danger-
ous, and that pain is an acceptable excuse for neglecting re-
sponsibilities will likely result in maladaptive responses.

Chronic pain patients often demonstrate poor behavioral
persistence in exercise tasks. Their performance on these
tasks may not be independent of physical exertion or actual
self-reports of pain, but rather be related to previous pain re-
ports or fear of injury, reinjury, or exacerbation of their pain
(Vlaeyen et al., 1995). These people appear to have a nega-
tive view of their abilities and expect increased pain if they
performed physical exercises. The rationale for their avoid-
ance of exercise was not the presence of pain but their
learned expectation of heightened pain and accompanying
physical arousal that might exacerbate pain and reinforce pa-
tients• beliefs regarding the pervasiveness of their disability.
If people view disability as a necessary reaction to their pain,
that activity is dangerous, and that pain is an acceptable
excuse for neglecting their responsibilities, they are likely to
experience greater disability. Pain sufferers• negative percep-
tions of their capabilities for physical performance form a vi-
cious circle, with the failure to perform activities reinforcing
the perception of helplessness and incapacity. Once again we
can see how behavioral (conditioning) factors interact with
cognitive processes.

To illustrate the important role of cognitive processes in
affective and behavior related to noxious sensations, consider
the case of a person who wakes up one morning with a
headache. Very different responses would be expected de-
pending on whether he attributed the headache to excessive
alcohol intake or a brain tumor. Thus, although the amount of
nociceptive input in the two cases may be equivalent, the
emotional and behavioral responses would vary in nature and
intensity. If the interpretation is that the headache is related to
excessive alcohol, there might be little emotional arousal. He
might take some over-the-counter analgesics, a hot shower,
and take it easy for a few hours. On the other hand, inter-
pretation of the headache as indicating a brain tumor is likely
to create signi“cant worry and might result in a call to a
neurologist.

Certain beliefs may lead to maladaptive coping, increased
suffering, and greater disability. People who believe their

pain will persist may be passive in their coping and fail to
make use of strategies to deal with pain. People who consider
their pain to be an unexplainable mystery may negatively
evaluate their own abilities to control or decrease pain, and
are less likely to rate their coping strategies as effective in
controlling and decreasing pain (Williams & Thorn, 1989).
People•s beliefs, appraisals, and expectancies regarding the
consequences of an event and their ability to cope with it are
hypothesized to effect functioning in two ways. They may
have a direct in”uence on physiological arousal and mood
and an indirect one through their effects on coping efforts
(Flor & Turk, 1988; 1989).

Once beliefs and expectancies are formed, they become
stable and are very dif“cult to modify. As we noted, pain suf-
ferers tend to avoid experiences that could invalidate their
beliefs and guide their behavior in accordance with these be-
liefs, even in situations where these beliefs are no longer
valid. Consequently, they do not obtain corrective feedback.

It is essential for people with chronic pain to develop
adaptive beliefs about the relation among impairment, pain,
suffering, and disability, and to de-emphasize the role of ex-
perienced pain in their regulation of functioning. In fact, re-
sults from numerous treatment outcome studies have shown
that changes in pain level do not parallel changes in activity
level, medication use, return to work, rated ability to cope
with pain, and pursuit of further treatment. If health care
providers hope to achieve better outcomes and to reduce their
frustration from patients• lack of adherence to their advice,
they need to learn about and to address patients• concerns
within this therapeutic context.

Self-Efficacy

Self-ef“cacy is a personal expectation that is particularly
important in patients with chronic pain. A self-ef“cacy ex-
pectation is de“ned as a personal conviction that you can
successfully execute a course of action (perform required
behaviors) to produce a desired outcome in a given situation.
Self-ef“cacy is a major mediator of therapeutic change.
Given suf“cient motivation to engage in a behavior, it is a
person•s self-ef“cacy beliefs that determine the choice of ac-
tivities that the he or she will initiate, the amount of effort that
will be expended, and how long the individual will persist in
the face of obstacles and aversive experiences. Ef“cacy judg-
ments are based on four sources of information regarding
capabilities, listed in descending order of effects:

1. Past performance at the task or similar tasks.

2. The performance accomplishments of others who are per-
ceived to be similar.
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3. Verbal persuasion by others.

4. Perception of a state of physiological arousal, which is in
turn partly determined by prior ef“cacy estimation.

Performance mastery experience can be created by en-
couraging patients to undertake subtasks that are initially at-
tainable but become increasingly dif“cult, and subsequently
approaching the desired level of performance (Dolce et al.,
1986). In a quota-based physical therapy system, the initial
goal is set below initial performance to increase performance
mastery. It is important to remember that coping behaviors
are in”uenced by the person•s beliefs that the demands of a
situation do not exceed their resources. For example, Council
et al. (1988) asked patients to rate their self-ef“cacy as well
as expectancy of pain related to performance during move-
ment tasks. Patients• performance levels were highly related
to their self-ef“cacy expectations, which in turn appeared to
be determined by their expectancies regarding levels of pain
that would be experienced.

Catastrophic Thinking

Catastrophizing„experiencing extremely negative thoughts
about your plight and interpreting even minor problems as
major catastrophes„appears to be a particularly potent way
of thinking that greatly in”uences pain and disability. Several
lines of research have indicated that catastrophizing and
adaptive coping strategies are important in determining a per-
son•s reaction to pain (Sullivan et al., 2001). People who
spontaneously used more catastrophizing thoughts reported
more pain than those who did not catastrophize in several
acute and chronic pain studies.

Coping

Self-regulation of pain and its effects depends on the individ-
ual•s speci“c ways of dealing with pain, adjusting to pain,
and reducing or minimizing pain and distress caused by pain;
in other words, their coping strategies (DeGood & Tait,
2001). Coping is assumed to be implemented by sponta-
neously employed purposeful and intentional acts, and it can
be assessed in terms of overt and covert behaviors. Overt, be-
havioral coping strategies include rest, medication, and use
of relaxation. Covert coping strategies include various means
of distracting yourself from pain, reassuring yourself that the
pain will diminish, seeking information, and problem solv-
ing. Coping strategies act to alter both the perception of in-
tensity of pain and your ability to manage or tolerate pain and
to continue everyday activities.

Studies have found active coping strategies (efforts to
function in spite of pain or to distract oneself from pain, such

as activity, or ignoring pain) to be associated with adaptive
functioning, and passive coping strategies (depending on oth-
ers for help in pain control and restricted activities) to be re-
lated to greater pain and depression (Boothby, Thorn, Stroud,
& Jensen, 1999). However, beyond this, there is no evidence
supporting the greater effectiveness of any one active coping
strategy compared to any other (Turk, Meichenbaum, & Gen-
est, 1983). It seems more likely that different strategies will
be more effective than others for some people at some times
but not necessarily for all people all of the time.

A number of studies have been demonstrated that if pa-
tients are instructed in the use of adaptive coping strategies,
their rating of intensity of pain decreases and tolerance of
pain increases (Boothby et al., 1999). The most important
factor in poor coping appears to be the presence of cata-
strophic thinking, not the nature of speci“c adaptive coping
strategies (Sullivan et al., 2001).

Given our discussion of the psychological factors that play
a role in pain, we can now consider how these factors can be
integrated within a multidimensional model of pain. Pain is a
complex subjective phenomenon comprising a range of fac-
tors, each of which contributes to the interpretation of noci-
ception as pain. Thus, each person uniquely experiences pain.
A signi“cant factor contributing to the current situation re-
lates to diagnostic uncertainty. The diagnosis of pain is not an
exact science. A major problem in understanding pain is that
it is a subjective (internal) state. There is no pain thermometer
that can accurately measure the amount of pain a person feels
or should be experiencing.

An integrative model of chronic pain and acute recurrent
pain needs to incorporate the mutual interrelationships
among physical, psychosocial, and behavioral factors and the
changes that occur among these relationships over time. A
model that focuses on only one of these sets of factors will
inevitably be incomplete. The physiological model proposed
by Melzack and Wall (1965) can be contrasted with the more
psychological, cognitive-behavioral (biobehavioral) model
that Turk and colleagues (Turk, 1996; Turk & Flor, 1999)
have proposed. Melzack and Wall focus primarily on the
basic anatomy and physiology of pain; whereas, Turk and
colleagues have emphasized the in”uence of psychological
processes on physical factors underlying the experience of
pain. Yet both incorporate physical and psychological factors
to account for the experience of pain.

The biopsychosocial model presumes some form of phys-
ical pathology or at least physical changes in the muscles,
joints, or nerves that generate nociceptive input to the brain.
At the periphery, nociceptive “bers transmit sensations that
may or may not be interpreted as pain. Such sensation is
not yet considered pain until subjected to higher order psy-
chological and mental processing that involve perception,
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appraisal, and behavior. Perception involve the interpretation
of nociceptive input and identi“es the type of pain (i.e., sharp,
burning, and punishing). Appraisal involves the meaning that
is attributed to the pain and in”uences subsequent behaviors.
A person may choose to ignore the pain and continue work-
ing, walking, socializing, and engaging in previous levels of
activity or may choose to leave work, refrain from all activity,
and assume the sick role (Linton & Buer, 1995). In turn, this
interpersonal role is shaped by responses from signi“cant
others that may promote either the healthy response or the
sick role.

AN INTEGRATED, MULTIDIMENSIONAL MODEL

Based on what we have just described, we suggest an inte-
grative, multidimensional model of pain. Between the stimu-
lus of tissue injury and the subjective experience of pain is a
series of complex electrical and chemical events. Four dis-
tinct physiological processes have been identi“ed in pain:
transduction, transmission, modulation, and perception.

Transduction, or receptor, activation is the process where
one form of energy (chemical, mechanical, or thermal) is
converted into another, in this case, the electrochemical nerve
impulse in the primary afferents. Noxious stimuli lead to
electrical activity in the appropriate sensory nerve endings.

Transmission refers to the process by which coded
information is relayed to those structures of the CNS whose
activity produces the sensation of pain. The “rst stage of
transmission is the conduction of impulses in primary affer-
ents to the spinal cord. At the spinal cord, activity in the
primary afferents activates spinal neurons that relay the noci-
ceptive message to the brain. This message elicits a variety of
responses ranging from withdrawal re”exes to the subjective
perceptual events. In addition, the responses of CNS neurons
to noxious stimuli are variable because they are subject to in-
hibitory in”uences elicited by peripheral stimulation or orig-
inating within the brain itself.

Modulation refers to the neural activity leading to control
of the nociceptive transmission pathway. The activity of this
modulatory system is one reason why people with apparently
severe injuries may deny signi“cant levels of pain.

Although we are far from understanding all the complexi-
ties of the human brain, we know that there are speci“c path-
ways in the CNS that control pain transmission, and there is
evidence that these pathways can be activated by the psycho-
logical factors described earlier.

The “nal process involved with pain is perception. Some-
how, the neural activity of the nociceptive transmission neu-
rons induces a subjective experience. How this comes about
is obscure, and it is not even clear in which brain structures

the activity occurs that produces the perceptual event. The
question remains, •How do objectively observable neural
events produce subjective experience?Ž Since pain is funda-
mentally a subjective experience, there are inherent limita-
tions to understanding it.

There are several reasons for the variability in people•s re-
sponses to nociceptive stimuli. There may be an injury to the
nociceptive transmission system or to the activity of the mod-
ulatory system that lower pain intensity. There may be abnor-
mal neural activity that may produce hypersensitivity that
can result from self-sustaining processes set in motion by an
injury but that may persist beyond the time it takes for the
original injury to heal. This self-sustaining process may even
create a situation where pain is experienced without the nox-
ious stimulus produced by an active tissue damaging process
(e.g., neuropathic pain). Finally, the psychological processes
and factors described above may affect normal pain intensity
creating unpredictable responses.

From an integrative biopsychosocial perspective, pain is
viewed as a subjective perception that results from the trans-
duction, transmission, and modulation of sensory input
“ltered through a person•s genetic composition, and prior
learning history, and modulated further by their current phys-
iological state, idiosyncratic appraisals, expectations, present
mood state, and sociocultural environment.

ASSESSMENT

To understand and appropriately treat a patient whose
primary symptom is pain begins with a comprehensive his-
tory and physical examination. Patients are usually asked to
describe the characteristics (e.g., stabbing, burning), loca-
tion, and severity of their pain. Physical examination proce-
dures and sophisticated laboratory and imaging techniques
are readily available for use in detecting organic pathology.
Although the assessment of pain may at “rst seem to be quite
an easy task, this assessment is complicated by the unique
psychological, social, and behavioral characteristics of
the person. Thus, in addition to this standard medical ap-
proach, an adequate pain assessment also requires evaluation
of the myriad psychosocial and behavioral factors that in”u-
ence the subjective report.

Quantifying the Pain Severity

The response to the apparently simple question of •How
much does it hurt?Ž is more complex than it may at “rst ap-
pear. Pain resides within an individual and there is currently
no pain thermometer that provides an objective quanti“cation
of the amount or severity of pain experienced by a person.
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Thus, it can only be assessed indirectly based on a patient•s
overt communication, both verbal and behavioral.

Pain is a complex, subjective phenomenon comprised of a
range of factors and is uniquely experienced by each person.
Wide variability in pain severity, quality, and impact may be
noted in reports of patients attempting to describe what
appear to be objectively identical phenomena. In addition,
patients have a different frame of reference from that of the
caregiver. These unique views may complicate communica-
tion between patient and caregiver and prevent direct com-
parisons among patients from different backgrounds and with
different experiences. Patient•s descriptions of pain are also
colored by cultural and sociological in”uences. It is the
unique experiences of each patient that make assessment of
pain so dif“cult.

Physical and Laboratory Factors

Dif“culties in assessing the physical contributions to chronic
pain are well recognized. There are no universal criteria for
scoring the presence or importance of a particular sign (e.g.,
positive radiographs, limitation of spinal mobility), quanti-
fying the degree of disability, or establishing the association
of these “ndings with treatment outcome. Interpretation of
biomedical “ndings relies on clinical judgments and medical
consensus based on a physician•s experience and in some
instances quasi-standardized criteria. There remains a good
deal of subjectivity both in the manner in which physical
examinations are performed and diagnostic “ndings are
interpreted.

The inherent subjectivity of physical examination is most
evident when it is noted that agreement between physicians is
better for items of patient history than for some items of the
physical examination. The reproducibility of physical evalu-
ation “ndings, even among experienced physicians, is low.
For example, multiple observer agreement in physical exam-
ination of spinal motion and muscle strength, even when
using standard mechanical assessment devices such as dy-
namometers, can be surprisingly poor (Hunt et al., in press).

The discriminative power of common objective signs of
pathology determined during physical examination has also
been questioned. Physical and laboratory abnormalities cor-
relate poorly with reports of pain severity. There is no direct
linear relationship between the amount of detectable physical
pathology and the intensity of the pain reported.

Some of the variability in results may be associated with
the patient•s behavior during the examination. Measures
of ”exibility or strength often re”ect nonphysical subjec-
tive state as much as actual physical capabilities. Thus, al-
though physical examination is more objective that patient

reports, patient motivation, efforts, and psychological state
in”uence it.

For signi“cant numbers of patients, no physical pathology
can be identi“ed using plain radiographs, CAT (Computed
Axial Tomography) scans, or electromyography to validate the
report of pain severity. Even with sophisticated advances in
imaging technology, there continues to be a less-than-perfect
correlation between identi“able pathology and reported pain
as we noted earlier. In sum, routine clinical assessment of
chronic pain patients is frequently subjective and often unre-
liable. It is often not possible to make any precise pathological
diagnosis or even to identify an adequate anatomical origin
for the pain. Despite these limitations, the patient•s history
and physical examination remain the basis of medical diagno-
sis and may be the best defense against over-interpreting re-
sults from sophisticated imaging procedures.

Physicians must be cautious not to over-interpret either
the presence or absence of objective “ndings. An extensive
literature is available focusing on physical assessment, radi-
ographic, and laboratory assessment procedures to determine
the physical basis of pain and the extent of impairments in
adults. For a recent discussion of some of the complexities
involved see Turk and Melzack (1992, 2001).

Psychosocial Contributions

Any physical abnormalities that are identi“ed may be modi-
“ed by coexisting psychosocial in”uences. The complexity
of pain is especially evident when it persists over time as a
range of psychological, social, and economic factors interact
with physical pathology to modulate patients• reports of pain
and the impact of pain on their lives. In the case of chronic
pain, health care providers need to search not only for the
physical source of the pain through examination and diag-
nostic tests but also the patient•s mood, fears, expectancies,
coping efforts, resources, responses of signi“cant others, and
the impact of pain on the patients• lives. In short, the health
care provider must evaluate the whole patient not just the
cause of the pain. Regardless of whether an organic basis for
the pain can be documented or whether psychosocial prob-
lems preceded or resulted from the pain, the evaluation
process can be helpful in identifying how biomedical, psy-
chosocial, and behavioral factors interact to in”uence the
nature, severity, and persistence of pain and disability.

We (Turk & Okifuji, 1999) have suggested that three cen-
tral questions should guide assessment of people who report
pain:

1. What is the extent of the patient•s disease or injury (phys-
ical impairment)?
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TABLE 13.1 Screening Questions

Clinical Issues

Has the pain persisted for three months or longer despite appropriate
interventions and in the absence of progressive disease?
Does the patient report nonanatomical changes in sensation (e.g., glove

anesthesia)?
Does the patient seem to have unrealistic expectations of the health care

provider or treatment offered?
Does the patient complain vociferously about treatments received from

previous health care providers?
Does the patient have a history of previous painful or disabling medical

problems?
Does the patient have a history of substance abuse?
Does the patient display many pain behaviors (e.g., grimacing, moving

in a rigid and guarded fashion)?

Legal and Occupational Issues

Is litigation pending?
Is the patient receiving disability compensation?
Was the patient employed prior to pain onset?
Was the patient injured on the job?
Does the patient have a job to which he or she can return?
Does the patient have a history of frequent changing of jobs?

Psychological Issues

Does the patient report any major stressful life events just prior to the
onset or exacerbation of pain?
Does the patient demonstrate inappropriate or excessive depressed or

elevated mood?
Has the patient given up many activities (social, recreational, sexual,

occupational, physical) because of pain?
Is there a high level of marital or family con”ict?
Do the patient•s signi“cant others provide positive attention to pain

behaviors (e.g., take over their chores, rub their back)?
Is there anyone in the patient•s family who has chronic pain?
Does the patient have plans for increased or renewed activities if

their pain is reduced?

2. What is the magnitude of the illness? That is, to what ex-
tent is the patient suffering, disabled, and unable to enjoy
usual activities?

3. Does the individual•s behavior seem appropriate to the
disease or injury or is there any evidence of ampli“cation
of symptoms for any of a variety of psychological or so-
cial reasons or purposes? 

We will focus on the next two questions, speci“cally, the ex-
tent of the patient•s disability and behavioral in”uences on
the patient pain, distress, and suffering.

Interview

When conducting an interview with chronic pain patients, the
health care professional should focus not simply on factual
information but on patients• and signi“cant others• speci“c
thoughts and feelings and they should observe speci“c be-
haviors. During an interview, it is important to adopt the pa-
tient•s perspective. Pain sufferers• beliefs about the cause of
symptoms, their trajectory, and bene“cial treatments will
have important in”uences on emotional adjustment and ad-
herence to therapeutic interventions. A habitual pattern of
maladaptive thoughts may contribute to a sense of hopeless-
ness, dysphoria, and unwillingness to engage in activity. The
interviewer should determine both the patient•s and the
spouse•s expectancies and goals for treatment.

Attention should focus on the patient•s reports of speci“c
thoughts, behaviors, emotions, and physiological responses
that precede, accompany, and follow pain episodes or exacer-
bation, as well as the environmental conditions and conse-
quences associated with cognitive, emotional, and behavioral
responses in these situations. During the interview, the
clinician should attend to the temporal association of these
cognitive, affective, and behavioral events; their speci“city
versus generality across situations; and the frequency of their
occurrence, to establish salient features of the target situa-
tions, including the controlling variables. The interviewer
seeks information that will assist in the development of po-
tential alternate responses, appropriate goals for the patient,
and possible reinforcers for these alternatives.

The health care provider should be alert for red flags that
may serve as an impetus for more through evaluation by pain
specialists. Table 13.1 contains a list of 20 issues that can be
stated as questions worthy of considering with patients who
report persistent or recurring pain. The positive responses to
any one or a small number of these questions should not
be viewed as suf“cient to make a referral for more extensive
evaluation, but when a preponderance of them are, referral
should be considered. Generally, a referral for evaluation

may be indicated where disability greatly exceeds what
would be expected based on physical “ndings alone, when
patients make excessive demands on the health care system,
when the patient persists in seeking medical tests and treat-
ments when these are not indicated, when patients display
signi“cant psychological distress (e.g., depression or anxi-
ety), or when the patient displays evidence of addictive be-
haviors such as continual nonadherence to the prescribed
regimen.

In addition to interviews, a number of assessment instru-
ments designed to evaluate patients•attitudes, beliefs, and ex-
pectancies about themselves, their symptoms, and the health
care system have been developed. Standardized assessment
instruments have advantages over semistructured and un-
structured interviews. They are easy to administer, require
less time, and most importantly, they can be submitted to
analyzes that permit determination of their reliability and va-
lidity. These standardized instruments should not be viewed
as alternatives to interviews but rather that they may suggest
issues to be addressed in more depth during an interview.
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Several assessment instruments are described below (for
comprehensive reviews see Turk and Melzack, 1992, 2001).

Self-Report Measurement of Pain

Often patients are asked to quantify their pain by providing a
single, general rating of pain: •Is your usual level of pain
•mild,• •moderate,• or •severe?•Ž or •Rate your typical pain
on a scale from 0 to 10 where 0 equals no pain and 10 is the
worst pain you can imagine.Ž More valid information may be
obtained by asking about current level of pain or pain over
the past week and by having patients maintain regular diaries
of pain intensity with ratings recorded several times each day
(for example, at meals and bedtime) for several days or
weeks. There are a number of simple methods that can be
used to evaluate current pain intensity„numerical scale, de-
scriptive ratings scales, visual analog scales, and box scales.

One of the most frequently used pain assessment instru-
ments is the McGill Pain Questionnaire (MPQ) (Melzack,
1975). This instrument consists of several parts including a
descriptive scale (Present Pain Intensity) with numbers
assigned to each of “ve adjectives (namely, 1 � mild, 2 �
discomforting, 3 � distressing, 4 � horrible, and 5 �

excruciating). A second part includes the front and back of a
drawing of a human “gure on which patients indicate the
location of their pain. Finally, a pain-rating index is derived
based on patients• selection of adjectives listed in 20 separate
categories re”ecting sensory, affective, and cognitive compo-
nents of pain. The MPQ provides a great deal of information;
however, it takes much longer to complete than simple rat-
ings of pain severity. The MPQ may be inappropriate for use
when frequent ratings of pain are required, for example,
hourly following surgery. A short form of the MPQ scale con-
sisting of 15 adjectival descriptors representing the sensory
and affective dimensions of the pain experience each of which
is rated on a 4-point scale (0 � none, 1 � mild, 2 � moderate,
and 3 � severe) may be more ef“cient (Melzack, 1987). 

Assessment of Functional Activities

Physical and laboratory diagnostic measures are useful pri-
marily to the degree that they correlated with symptoms and
functional ability. However, the traditional measures of func-
tion performed as part of the physical examination are not
direct measures of symptoms or function, but are only ap-
proximations that may be in”uenced by patient motivation
and desire to convey the extend of their pain, distress, and
suffering to the physician. Commonly used physical exami-
nation maneuvers such as muscular strength and ranges of
motion are only weakly correlated with actual functional

activities. Similarly, radiographic indicators have been
shown to have little predictive value for the long-term func-
tional capacity of a patient.

Poor reliability and questionable validity of physical
examination measures has led to the development of self-
report functional status measures that seek to quantify symp-
toms, function, and behavior directly, rather than inferring
them. Self-report measures have been developed to assess
peoples• reports of their abilities to engage in a range of func-
tional activities such as the ability to walk up stairs, to sit for
speci“c periods of time, the ability to lift speci“c weights,
performance of activities of daily living, as well as the sever-
ity of the pain experienced during the performance of these
activities have been developed.

Some of the commonly used functional assessment scales
include the Roland-Morris Disability Scale (1983), the Sick-
ness Impact Pro“le (Bergner, Bobbitt, Carter, & Gilson,
1981) and the Oswestry Disability Scale (Fairbank, Couper,
Davies, & O•Brien, 1980). These scales ask patients to report
on their ability to engage in speci“c activities such as sitting,
standing, and walking. The items tend to be quite speci“c.
For example, one item from the Oswestry Disability Scale
asks patients to indicate whether their pain prevents them
from •sitting at all, from sitting more than 10 minutes, sitting
more than �

1
2

� hour, or sitting more than hour, or whether they
are able to sit for as long as they like.Ž

Despite the obvious limitations of self-report instruments,
they have several advantages. They are economical, ef“cient,
enable the assessment of a wide range of behaviors that are
relevant to the patient, some of which may be private (sexual
relations) or unobservable (thoughts, emotional arousal).
Although the validity of such self-reports of the ability to per-
form functional activities is often questioned, studies have
revealed fairly high correspondence among self-reports, dis-
ease characteristics, physicians•or physical therapists• ratings
of functional abilities, and objective functional performance.

A more extensive instrument, the Sickness Impact Pro“le
(SIP; Bergner et al., 1981) examines a range of physical
activities and psychological features. The SIP covers the
areas of ambulation, mobility, body care, social interaction,
communication, alertness, sleep and rest, eating, work, home
management, recreation and pastime activities, and emo-
tional behavior. In addition to a total score, the SIP provides
subscores on the impact on physical activities and the psy-
chological impact. There are several limitations to the SIP. It
is lengthy, including over 150 questions, and it is designed
to be administered in an interview format. This can be con-
trasted with measures such as the Oswestry Disability
Questionnaire (Fairbank et al., 1980) that only includes
10 questions and the Roland-Morris Scale (1983) that
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includes 20 questions. As a preliminary screening, the briefer
measures may provide a reasonable and adequate overview
of functional limitations.

Assessment of Coping and Psychosocial
Adaptation to Pain

Historically, traditional psychological measures that are de-
signed to evaluate psychopathological tendencies have been
used to identify speci“c individual differences associated
with reports of pain, even though these measures were usu-
ally not developed for, or standardized on, samples of med-
ical patients. Thus, it is possible that responses by medical
patients may be distorted as a function of the disease or the
medications that they take. For example, common measures
of depression ask patients about their appetites, sleep pat-
terns, and fatigue. Similarly, the commonly used MMPI
includes items related to physical symptoms such as the
presence of pain in the back of the neck, the ability to work,
feelings of weakness, beliefs regarding health status in com-
parison with friends. Since disease status and medication can
affect responses to such items, patients• scores may be ele-
vated distorting the meaning of the responses.

More recently, a number of assessment instruments have
been developed for use speci“cally with pain patients. Instru-
ments have been developed to assess psychological distress;
the impact of pain on patients• lives; feeling of control; cop-
ing behaviors; and attitudes about disease, pain, and health
care providers and the patient•s plight (Turk & Melzack,
1992, 2001).

A sample of an instrument developed to assess both psy-
chosocial and behavioral factors associated with chronic pain
is the West Haven-Yale Multidimensional Pain Inventory
(MPI) (Kerns, Turk, & Rudy, 1985). This 60-item question-
naire is divided into three sections with the “rst assessing the
patients• perception of pain severity, the impact of pain on
their life, affective distress, feelings of control, and support
from signi“cant people in their lives. The second section as-
sesses the patients•perceptions of the responses of signi“cant
people to their complaints of pain. The third section exam-
ines the change in patients• performance of common activi-
ties such as household chores and socializing. The MPI and
many other assessment measures are reviewed and critiqued
in Turk and Melzack (1992, 2001).

For many patients, there are no objective physical “ndings
to support the complaints of pain. In other instances, the
reports of pain severity seem excessive in light of physical
“ndings. The dif“cult task is to know how to evaluate these
patients in a comprehensive fashion. In instances where pain
persists beyond the expected period of healing of an injury or

where pain is associated with a progressive disease, it may be
appropriate to refer patients for assessment to psychologists
or psychiatrists who specialize in the evaluation of chronic
pain patients.

Because of the subjectivity inherent in pain, suffering and
disability are dif“cult to prove, disprove, or quantify in a
completely satisfactory fashion. As discussed, response to the
question, •How much does it hurt?Ž is far from simple. The
experience and report of pain are in”uenced by multiple fac-
tors such as cultural conditioning, expectancies, current so-
cial contingencies, mood state, and perceptions of control.
Physical pathology and the resulting nociception are impor-
tant, albeit, not the sole contributors to the experience of pain.
It is important to acknowledge the central importance of
patients• self-reports along with their behavior in pain assess-
ment. It is highly unlikely that we will ever be able to evalu-
ate pain without reliance on the person•s perceptions. The
central point to keep in mind is that it is the patient who
reports pain and not the pain itself that is being evaluated.

Assessment of Overt Expressions of Pain

Patients display a broad range of responses that communicate
to others that they are experiencing pain, distress, and suffer-
ing„pain behaviors. Some of these may be controllable by
the person whereas others are not. For example, in the acute
pain state autonomic activity such as perspiring may indicate
the presence of pain. Over time, however, these physiological
signs habituate and their absence cannot be taken as an indica-
tion of the nonexistence of pain or signi“cant pain reduction.

Pain behaviors include verbal reports, paralinguistic vo-
calizations (for example, sighs, moans), motor activity, facial
expressions, body postures and gesturing (for example, limp-
ing, rubbing a painful body part, grimacing), functional
limitations (reclining for extensive periods of time), and
behaviors designed to reduce pain (for example, taking med-
ication, use of the health care system). Although there is no
one-to-one relationship between these pain behaviors and
self-report of pain, they are at least modestly correlated.

A number of different observational procedures have been
developed to quantify pain behaviors. Several investigators
using the Pain Behavior Checklist (Turk, Wack, & Kerns,
1985) have found a signi“cant association between these
self-reports and behavioral observations. Behavioral obser-
vations scales can be used by patients• signi“cant others as
well. Health care providers can use observational methods to
systematically quantify various pain behaviors and note the
factors that increase or decrease them. For example, observ-
ing the patient in the waiting room, while being interviewed,
or during a structured series of physical tasks.
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Use of the health care system and analgesic medication are
other ways to assess pain behaviors. Patients can record the
times when they take medication over a speci“ed interval
such as a week. Diaries not only provide information about
the frequency and quantity of medication but may also permit
identi“cation of the antecedent and consequent events of
medication use. For example, a patient might note that he took
medication after an argument with his wife and that when she
saw him taking the medication she expressed sympathy.
Antecedent events might include stress, boredom, or activity.
Examination of antecedent is useful in identifying patterns of
medication use that may be associated with factors other than
pain per se. Similarly, patterns of response to the use of anal-
gesics may be identi“ed. Does the patient receive attention
and sympathy whenever he or she is observed by signi“cant
others taking medication? That is, do signi“cant others pro-
vide positive reinforcement for the taking of analgesic med-
ication and thereby unwittingly increase medication use?

COGNITIVE-BEHAVIORAL MODEL FOR
THE TREATMENT OF CHRONIC PAIN

The cognitive-behavioral model (CBM) has become the most
commonly accepted psychological treatment choice of
chronic pain patients (Morley, Eccleston, & Williams, 1999).
The CBM perspective suggests that behaviors and emotions
are in”uenced by interpretations of events, rather than solely
by the objective characteristics of an event itself. Rather than
focusing on the contribution of cognitive and emotional fac-
tors to the perception of a set of symptoms in a static fashion,
emphasis is placed on the reciprocal relationships among
physical, cognitive, affective, and behavioral factors.

CBM incorporates many of the psychological variables
described, namely, anticipation, avoidance, and contingen-
cies of reinforcement, but suggests that cognitive factors, in
particular, expectations rather than conditioning factors are
central. The CBM approach suggests that conditioned re-
actions are largely self-activated on the basis of learned
expectations rather than automatically evoked. The critical
factor for CBM, therefore, is not that events occur together in
time but that people learn to predict them and to summon
appropriate reactions. It is the person•s processing of infor-
mation that results in anticipatory anxiety and avoidance.

According to the CBM approach, it is peoples• idiosyn-
cratic attitudes, beliefs, and unique representations that “lter
and interact reciprocally with emotional factors, social in”u-
ences, behavioral responses, and sensory phenomena. More-
over, peoples• behaviors elicit responses from signi“cant
others that can reinforce both adaptive and maladaptive

modes of thinking, feeling, and behaving. Thus, a reciprocal
and synergistic model is proposed. One effective CB inter-
viewing and intervention technique is the introduction of
self-monitoring records of symptoms, feelings, thoughts, and
actions. Such daily diaries are useful diagnostically and clin-
ically. They have the potential of demonstrating to the clini-
cian and the patients the patterns of maladaptive thinking and
pain behaviors that may be contributing to their pain experi-
ence. Self-monitoring records can be used for many pur-
poses, such as allowing the therapist to know when ”are-ups
occur; identifying the precedents and antecedents of painful
episodes; and determining target behaviors, thoughts, and
feelings that should be addressed during therapy sessions.

There are “ve central assumptions that characterize the
CB approach (summarized in Table 13.2). The “rst assump-
tion is that all people are active processors of information
rather than passive reactors to environmental contingencies.
People attempt to make sense of the stimuli from the external
environment by “ltering information through organizing at-
titudes derived from their prior learning histories and by
general strategies that guide the processing of information.
People•s responses (overt as well as covert) are based on
these appraisals and subsequent expectations and are not to-
tally dependent on the actual consequences of their behaviors
(i.e., positive and negative reinforcements and punishments).
From this perspective, anticipated consequences are as im-
portant in guiding behavior as are the actual consequences.

A second assumption of the CB approach is that one•s
thoughts (e.g., appraisals, attributions, and expectations) can
elicit or modulate affect and physiological arousal, both of
which may serve as impetuses for behavior. Conversely, af-
fect, physiology, and behavior can instigate or in”uence think-
ing processes. Thus, the causal priority depends on where in
the cycle the person chooses to begin. Causal priority may be

TABLE 13.2 Assumptions of Cognitive-Behavioral Perspective

1. People are active processors of information rather than passive reactors
to environmental contingencies.

2. Thoughts (for example, appraisals, attributions, expectancies) can elicit
or modulate affect and physiological arousal, both of which may serve
as impetuses for behavior. Conversely, affect, physiology, and behavior
can instigate or in”uence a person•s thinking processes.

3. Behavior is reciprocally determined by both the environment and the
individual.

4. If people have learned maladaptive ways of thinking, feeling, and
responding, then successful interventions designed to alter behavior
should focus on each of these maladaptive thoughts, feelings,
physiology, as well as behaviors and not one to the exclusion of the
others.

5. In the same way as people are instrumental in the development and
maintenance of maladaptive thoughts, feelings, and behaviors, they
can, are, and should be considered active agents of change of their
maladaptive modes of responding.
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less of a concern than the view of an interactive process that
extends over time with the interaction of thoughts, feelings,
physiological activity, and behavior.

The CB perspectives is unique in that it emphasizes the
reciprocal effects of the person on the environment and the
in”uence of environment on the person and his or her behav-
ior. The third assumption of the CB perspective, therefore,
is that behavior is reciprocally determined by both the envi-
ronment and the person. People not only passively respond to
their environment but also elicit environmental responses by
their behavior. In a very real sense, people create their envi-
ronments. The person who becomes aware of a physical
event (symptoms) and decides the symptom requires atten-
tion from a health care provider initiates a differing set of
circumstances than a person with the same symptom who
chooses to self-medicate or to ignore the symptoms.

A fourth assumption is that if people have learned mal-
adaptive ways of thinking, feeling, and responding, then suc-
cessful interventions designed to alter behavior should focus
on these maladaptive thoughts, feelings, physiology, as well
as behaviors and not on one to the exclusion of the others.
There is no expectancy that changing only thoughts, or feel-
ings, or behaviors will necessarily result in changes in the
other two areas.

The “nal assumption is that in the same way as people are
instrumental in the development and maintenance of mal-
adaptive thoughts, feelings, and behaviors; they can, are, and
should be considered active agents of change of their mal-
adaptive modes of responding. Chronic pain sufferers, no
matter how severe, despite common beliefs to the contrary,
are not helpless pawns of fate. They can and should become
instrumental in learning and carrying out more effective
modes of responding to their environment and their plight.

From the CB perspective, people with pain are viewed as
having negative expectations about their own ability to
control certain motor skills without pain. Moreover, pain
patients tend to believe they have limited ability to exert any
control over their pain. Such negative, maladaptive appraisals
about the situation and personal ef“cacy may reinforce the
experience of demoralization, inactivity, and overreaction to
nociceptive stimulation. These cognitive appraisals and ex-
pectations are postulated as having an effect on behavior
leading to reduced efforts and activity, which may contribute
to increased psychological distress (helplessness) and subse-
quent physical limitations. If we accept that pain is a com-
plex, subjective phenomenon that is uniquely experienced by
each person, then knowledge about idiosyncratic beliefs, ap-
praisals, and coping repertoires becomes critical for optimal
treatment planning and for accurately evaluating treatment
outcome.

Pain sufferers• beliefs, appraisals, and expectations about
pain, their ability to cope, social supports, their disorder, the
medicolegal system, the health care system, and their em-
ployers are all important because they may facilitate or disrupt
the sufferer•s sense of control. These factors also in”uence pa-
tients• investment in treatment, acceptance of responsibility,
perceptions of disability, adherence to treatment recommen-
dations, support they seek from signi“cant others, expectan-
cies for treatment, and acceptance of treatment rationale.

Cognitive interpretations also affect how patients present
symptoms to others, including health care providers. Overt
communication of pain, suffering, and distress will enlist re-
sponses that may reinforce pain behaviors and impressions
about the seriousness, severity, and uncontrollability of pain.
That is, complaints of pain may induce physicians to pre-
scribe more potent medications, order additional diagnostic
tests, and, in some cases perform invasive procedures
(Turk & Okifuji, 1997). Signi“cant others may express sym-
pathy, excuse the patient from responsibilities, and encourage
passivity, thereby fostering further physical deconditioning.
The CB perspective integrates the operant conditioning em-
phasis on external reinforcement and respondent view of
conditioned avoidance within the framework of information
processing.

People with persistent pain often have negative expecta-
tions about their own ability and responsibility to exert any
control over their pain. Moreover, they often view themselves
as helpless. Such negative, maladaptive appraisals about their
condition, situation, and their personal ef“cacy in controlling
their pain and problems associated with pain reinforce their
experience of demoralization, inactivity, and overreaction
to nociceptive stimulation. These cognitive appraisals are
posited as having an effect on behavior, leading to reduced ef-
fort, reduce perseverance in the face of dif“culty, and reduced
activity and increased psychological distress.

The CB perspective on pain management focuses on pro-
viding the patients with techniques to help them gain a sense
of control over the effects of pain on their life as well as ac-
tually modifying the affective, behavioral, cognitive, and
sensory facets of the experience. Behavioral experiences help
to show pain sufferers• that they are capable of more than
they assumed, increasing their sense of personal competence.
Cognitive techniques (for example, self-monitoring to iden-
tify relationship among thoughts, mood, and behavior,
distraction using imagery, and problem solving) help to place
affective, behavioral, cognitive, and sensory responses under
the person•s control.

The assumption is that long-term maintenance of be-
havioral changes will occur only if the pain sufferer has
learned to attribute success to his or her own efforts. There are
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suggestions that these treatments can result in changes of be-
liefs about pain, coping style, and reported pain severity, as
well as direct behavior changes. Further, treatment that re-
sults in increases in perceived control over pain and de-
creased catastrophizing also results in decreases in pain
severity and functional disability. When successful rehabilita-
tion occurs, there is a major cognitive shift from beliefs about
helplessness and passivity to resourcefulness and ability to
function regardless of pain, and from an illness conviction to
a rehabilitation conviction (M. P. Jensen, Turner, & Romano,
1994; Tota-Faucette, Gil, Williams, Keefe, & Goli, 1993).

The complexity of chronic pain that we have described
suggests that no single health care professional or discipline
is likely to prove effective for a large number of patients by
itself. Over the past 30 years, this observation has resulted in
the development of multidisciplinary pain rehabilitation pro-
grams (MPRP) designed to deal with the complexities.

PATIENT-UNIFORMITY MYTH

There are a number of chronic pain syndromes (e.g., low back
pain, “bromyalgia syndrome, temporomandibular disorders,
migraine, pelvic pain). These disorders do not have known
pathology and commonly they are de“ned by vague and often
exclusionary criteria. Despite unknown pathology, these pain
syndromes create a great deal of suffering and disability. The
lack of understanding of the underlying mechanisms of the
chronic pain syndromes has not inhibited attempts to treat pa-
tients with quite diverse modalities. Yet, to date, these syn-
dromes remain largely recalcitrant to all treatments.

What is quite evident is the fact that the treatment of many
chronic pain syndromes has been based on the traditional
model where the intervention is matched to symptoms and
medical diagnoses even when crudely de“ned. Prescribing
treatment based on medical diagnoses is logical when there is
a known etiology, but this approach has no basis when the
causes are unknown. When there is no consensus regarding
what treatment should be prescribed, the choice becomes
empirical, delivered on a trial-and-error basis and at times
motivated by pecuniary interests. This may explain why so
many treatments have been applied to patients with identical
diagnoses. Chronic pain patients have tended to be treated as
a homogeneous group for whom a common treatment is
deemed appropriate.

Few attempts have been made to individualize treatments
matched to unique patient characteristics. It is common to
see patients with a wide range of diagnoses and locations
of pain, not to mention demographics, and psychosocial
differences treated with the identical treatments (e.g., pain

rehabilitation). In short, we have adopted the patient unifor-
mity myth where all patients with the same diagnosis, no
matter how vague, are treated in a similar fashion.

We need to develop a broader conceptualization of
chronic pain patients in order to develop a more effective
approach to treating them. It has become apparent that simply
identifying physical factors and arriving at a diagnosis, and
subsequently prescribing somatic treatments, will not ame-
liorate symptoms for a signi“cant number of patients with
prevalent pain syndromes. Variability in treatment outcome is
understandable when we consider that pain is a personal
experience in”uenced by attention, anxiety, prior learning
history, meaning of the situation, reinforcement contingen-
cies, and other psychosocial variables. The wisdom of treat-
ing the person with the symptom or disease and not just the
symptom or disease seems particularly apt.

There is a great deal of published data suggesting that at-
tention needs to be given to identifying the characteristics of
patients who improve and those who fail to improve (Turk,
1990). Treatment should be prescribed only for those patients
who are likely to derive signi“cant bene“t. The ability to
identify characteristics of patients who do not bene“t from a
speci“c treatment should facilitate the development of inno-
vative treatment approaches tailored to the needs of those
patients.

Identifying responses to treatment by groups of patients
with different characteristics (e.g., demographics and per-
sonality) has a long tradition in pain treatment outcome
research. Many individual difference and demographic vari-
ables have been examined to determine who bene“ts from
treatment. The results have not consistently identi“ed spe-
ci“c demographic, disease status, pain history, prior treat-
ments, litigation/compensation, or psychological features
that consistently predict successful treatment outcome.

Attempts to identify subgroups of chronic pain patients
have tended to focus on single factors such as signs and
symptoms, demographics, psychopathology, idiosyncratic
thinking patterns, and behavioral expression. Rehabilitative
outcomes, however, are likely to be determined by the inter-
active effects of multiple factors; single factors may not be
adequate to account for a statistically signi“cant or clinically
meaningful proportion of the variance in outcome. The delin-
eation of homogeneous subgroups among pain patients
would provide a framework for the development of speci“c,
optimal treatment regimens for speci“c pain-patient sub-
groups when treatment can be matched to assessment or rele-
vant variables areas: (a) that are reasonably distinct and not
highly correlated, (b) when valid measures of these response
classes are available, and (c) when treatments that affect
these response classes are available. Although patient
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subgroups have been identi“ed, few attempts have been
made to evaluate the differential ef“cacy of treatments cus-
tomized to patient subgroup characteristics.

As chronic pain involves both physical and psychosocial-
behavioral factors, we have argued that it might be most
appropriate to consider a dual-diagnosis for chronic pain pa-
tients„one based on physical mechanisms and a second on
patients• unique set of psychological and behavioral features
(Turk, 1990). The results of several studies conducted by
Turk and Rudy (1988, 1990) and con“rmed by other investi-
gators in different countries demonstrate that psychological
assessment data that incorporate cognitive, affective, and be-
havioral information can be integrated using empirical taxo-
metric methods. These data and methods can serve as the
basis for a classi“cation system of chronic pain patients along
relevant dimensions or axes„physical-symptomatic and
psychosocial-behavioral.

Using empirical methods, Turk and Rudy (1988, 1990)
have been able to identify group patients based on their: 

1. Reports of pain severity and suffering.

2. Perceptions of how pain interferes with their lives, includ-
ing interference with family and marital functioning,
work, and social and recreational activities.

3. Dissatisfaction with present levels of functioning in fam-
ily, marriage, work, and social life.

4. Appraisals of support received from signi“cant others.

5. Life control incorporating perceived ability to solve prob-
lems and feelings of personal mastery and competence.

6. Affective distress including depressed mood, irritability,
and tension.

7. Activity levels.

They identi“ed three distinct patient pro“les:

1. Dysfunctional (DYS) patients, who perceived the severity
of their pain to be high, reported that pain interfered with
much of their lives, reported a higher degree of psycho-
logical distress due to pain, and reported low levels of
activity.

2. Interpersonally Distressed (ID) patients, with a common
perception that signi“cant others were not very supportive
of their plight.

3. Adaptive Copers (AC) patients, who reported high levels
of social support, relatively low levels of pain and per-
ceived interference, and relatively high levels of activity
(Turk & Rudy, 1988).

The classi“cation system has been replicated in several
studies, with different pain syndromes (Turk, Okifuji, Sinclair,

& Starz, 1998; Turk & Rudy, 1990), and in different coun-
tries. Turk and colleagues (1990; Turk et al., 1998) found that
the psychosocial-behavioral subgroups are independent on
demographic, disease status, and physical pathology.

The results alluded to above support the recommendation
for a dual-diagnostic approach. Further the data suggest that,
although different physical diagnostic groups may require
common biomedical treatments, targeting the pathophysio-
logical mechanisms underlying each disorder; they may also
bene“t from speci“c psychosocial interventions tailored to
their psychosocial-behavioral characteristics.

As a preliminary step to evaluate the differential treatment
response by patient subgroups, Turk and colleagues (Turk,
Rudy, Kubinski, Zaki, & Greco, 1996; Turk et al., 1998)
examined the outcomes of “bromyalgia syndrome and tem-
poromandibular pain dysfunction syndrome patients to com-
mon treatments. Although as a group, both diagnostic sets of
patients responded to common treatments, examination of
the treatment outcomes by the psychosocial-behavioral sub-
groups revealed that these subgroups did not each have the
same response. The results of these studies provide data sup-
porting the existence of different psychosocial-behavioral
subgroups of pain patients and the potential for treatment
matching. Moreover, the outcomes suggest that treating all
patients the same may dilute the ef“cacy of various treat-
ments. The same logic and methodology that we have used to
identify psychological subgroups can be adopted to identify
physical-symptom-based subgroups. Speci“c interventions
may have their greatest utility when matched to both dimen-
sions„physical and psychological with particular subgroups
of patients.

To date, there have been few attempts to customize treat-
ment so as to match them to patient characteristics. Clinical
investigations should, therefore, be conducted to determine
the relative utility of different treatment modalities based on
the match of treatment to patient characteristics, and to pre-
dict which patients are most likely to bene“t from what com-
bination of therapeutic modalities. Rather than accepting the
pain-patient homogeneity myth, the “eld might be advanced
by asking: •What treatment, provided by whom, in what way,
is most effective for which patients, with what speci“c prob-
lem, and under which set of circumstances?Ž

The identi“cation of subgroups, regardless of the methods
used, does not mean that the resulting classi“cation will in-
corporate all important features of the patients. Subgroups
should be viewed as prototypes, with signi“cant room for in-
dividual variability with a subgroup. Thus, matching treat-
ment to subgroup characteristics will also need to consider
and address unique characteristics of the individual patient.
The subgroup customization should “t somewhere between
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the idiographic approach and the generic nomothetic ap-
proach that has characterized much of the pain treatment out-
come studies. At this point, whether treatment tailoring will
produce greater therapeutic effects than providing com-
pletely idiographic or generic treatments can only be viewed
as a reasonable hypothesis. The fact that signi“cant propor-
tions of chronic pain patients are not successfully treated by
generic approaches makes investigation of treatment match-
ing of particular relevance.

MULTIDISCIPLINARY PAIN REHABILITATION
PROGRAMS (MPRP)

In MPRPs, patients are usually treated in groups. Patients
work on at least four generic issues simultaneously: physical,
pharmacological, psychological, and vocational. Programs
usually emphasize gaining knowledge about pain and how the
body functions, physical conditioning, medication manage-
ment, and acquisition of coping and vocational skills. Indi-
vidual and group counseling address patient needs. The
emphasis is on what the patient accomplishes, not on what the
provider accomplishes. The providers envision themselves as
teachers, coaches, and sources of information and support.

MPR requires the collaborative efforts of many health
care providers, including, but not limited to, physicians,
nurses, psychologists, physical therapists, occupational ther-
apists, vocational counselors, and social workers. The health
care providers must act as a team, with extensive interactions
among the team members.

For many chronic pain patients, the factors that lead pa-
tients to report persistent pain remain obscure. Traditional di-
agnostic processes have failed to identify a remediable cause
of pain. These patients require treatment because of the dis-
ruption of their life that they ascribe to pain. Indeed, their
health care providers must feel comfortable abandoning the
search for a cure and, instead, accept palliation and rehabilita-
tion as a viable outcomes. The goal is to improve the patient•s
ability to function, not to cure the disease that has led to pain.
Hence, the diagnostic process must identify the areas of func-
tional impairment and disability, and treatment must address
all of the factors that contribute to disability. In contrast to tra-
ditional medical therapy, patients cannot be passive recipients
of the ministrations of providers. Patients must accept respon-
sibility and work to achieve the bene“ts of treatment.

The effects of an MPRP are greater than the sum of its
parts. Common features of all programs include physical
therapy, medication management, education about how the
body functions, psychological treatments (e.g., coping skills
learning, problem solving, communication skills training),

vocational assessment, and therapies aimed at improving
function and the likelihood of return to work. MPRPs usually
have a standard daily and weekly format that providers can
tailor to individual patient needs. The overall length of a pro-
gram depends in part on unique patient requirements. The
goals of MPRPs should be speci“c, de“nable, operationaliz-
able, and realistic in nature.

As they have evolved, MPRP have become performance
based, goal-directed, and outcome driven. Integration of out-
comes related to patients• pain and functional limitation due to
pain; how these behaviors in”uence patients• physical capac-
ity; how others respond to the patient; the in”uence of psy-
chosocial factors that contribute directly and indirectly to
patients•physical and emotional status, and the potential for re-
habilitation are essential. The treatment team must build an al-
liance with patients to instill acceptance of self-management.

Psychological strategies generally target alteration of
behavior rather than the patient•s personality (Turk, 1997).
Patients learn coping skills because this is frequently a de“-
ciency in either knowledge or implementation that has led to
the patients• many dif“culties. Issues that patients raise re-
ceive attention in either the group format or in individual
therapy, as needed. As depression is so often a component of
the chronic pain problem, it may warrant both psychological
as well as pharmacological interventions. Psychologists pro-
vide relaxation and consolidation sessions that allow the
patients to work on newly acquired skills and explore educa-
tional topics and new psychological skills.

Given constraints on health care resources, there is a
growing interest in accountability and evidence-based treat-
ment outcome data. All components of health care delivery
are under scrutiny to determine whether they are not only
clinically effective but also cost effective. The effectiveness
of pain treatment facilities and, in particular, multidiscipli-
nary pain rehabilitation treatment have been debated and sin-
gled out by some third-party payers for special criticism
(Federico, 1996). Often the debates have been acrimonious,
centering on anecdotal information and hearsay. Surprisingly,
the dialog largely ignores the growing body of outcomes
research published over the past quarter century. Referring
physicians and third-party payers tend to rely on salient
cases, usually failures, treating them as representative and
relying upon them as the basis for criticizing MPRPs. Con-
versely, MPRPs often respond based on their clinical experi-
ence and the recall of particular successes that are viewed as
representative of the outcomes from their facility, rather than
systematically collected empirical data. There are, however,
a growing number of studies, reviews, and meta-analyzes
that support the clinical success of MPRPs (Cutler et al.,
1994; Flor et al., 1992; Morley et al., 1999).
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Despite the recalcitrance of the pain problems of the pa-
tients treated, they generally support the ef“cacy of MPRPs
on multiple outcome criteria including reductions in pain re-
duction, medication consumption, health care utilization, and
emotional distress, increases in activity and return to work,
and closure of disability claims (e.g., Turk & Okifuji, 1998a,
1998b). Moreover, examining the available outcome data, we
(Turk & Okifuji, 1998a, 1998b) concluded that the outcomes
for MRPs are more clinically effective, more cost effective,
and with fewer iatrogenic complications than alternatives
such as surgery, spinal cord stimulation, and conventional
medical care.

CONCLUDING COMMENTS

Pain is not a monolithic entity. Pain is, rather, a concept used
to focus and label a group of behaviors, thoughts, and emo-
tions. Pain has many dimensions, including sensory and af-
fective components, location, intensity, time course and the
memories, meaning, and anticipated consequences that it
elicits. It has become abundantly clear that no isomorphic
relationships exist among tissue damage, nociception, and
pain report. The more recent conceptualizations discussed
view pain as a perceptual process resulting from the nocicep-
tive input, which is modulated on a number of different levels
in the CNS. In this chapter, we presented conceptual models
to explain the subjective experience of pain.

As was noted, the current state of knowledge suggests that
pain must be viewed as a complex phenomenon that incorpo-
rates physical, psychosocial, and behavioral factors. Failure
to incorporate each of these factors will lead to an incomplete
understanding. It is wise to recall John Bonica•s comment in
the preface to the “rst edition (1953, 1990) of his volume,
The Management of Pain, and repeated in the second edition
some 36 years later:

The crucial role of psychological and environmental factors in
causing pain in a signi“cant number of patients only recently re-
ceived attention. As a consequence, there has emerged a sketch
plan of pain apparatus with its receptors, conducting “bers, and
its standard function that is to be applicable to all circumstances.
But . . . in so doing, medicine has overlooked the fact that the ac-
tivity of this apparatus is subject to a constantly changing in”u-
ence of the mind. (p. 12) 
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Getting a good night•s sleep is very much dependent on good
psychological and physical health. Stress, anxiety, and de-
pression almost inevitably interfere with sleep, as do pain and
other medical problems. Chronic sleep disturbances can also
increase the risk for major depression and can lower immune
function. Conversely, sleep may play a protective role against
infectious diseases and may even speed up recovery from
some illnesses. These observations highlight the multiple
links between sleep and health and illustrate why sleep has
become a subject of great interest to both scientists and the
lay public. Sleep clinics are now present in most major med-
ical centers and there is a new behavioral sleep medicine
specialty currently emerging. This chapter is about sleep, and
more speci“cally about insomnia, which is the most preva-
lent of all sleep disorders and one of the most frequent health
complaints brought to the attention of health care practition-
ers. After presenting an overview of some basic facts about
sleep, the epidemiology of insomnia is summarized, includ-
ing its main correlates and risk factors, followed by a

description of validated assessment and treatment methods
for the clinical management of insomnia.

THE BASICS OF SLEEP

There are two types of sleep: nonrapid-eye-movement
(NREM) and rapid-eye-movement (REM). Brain activity in
NREM sleep, as measured by an electroencephalogram
(EEG), is subdivided into four distinct stages, simply labeled
stages 1, 2, 3, and 4. From a state of drowsiness, the individ-
ual slips into stage 1, then progresses sequentially through
the other stages of NREM sleep. Of short duration (about 5
minutes), stage 1 is a transitional phase between wakefulness
and more de“nite sleep. During this light sleep, the arousal
threshold is low, and the brain wave signal is characterized by
low-amplitude and high frequency waves. Progressively, the
amplitude of the signal increases and its frequency decreases
as the individual enters subsequent NREM stages. Stage 2
generally lasts 10 to 15 minutes and, for most people, corre-
sponds to the phenomenological experience of falling asleep
(Hauri & Olmstead, 1983). Stages 3 and 4 are considered the
deepest stages of sleep and together last between 20 to 40
minutes in the “rst sleep cycle. They are often referred to as
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Figure 14.1 A sleep histogram illustrating the sequence of sleep stages for
a good nights• sleep in a young adult. Source: C. Morin (1993). Copyright
1993 by Guilford Press. Reprinted by permission of the publisher and author.
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•delta,Ž or •slow-wave sleepŽ because of the presence of
slow EEG waves of high amplitude called delta waves. After
reaching stage 4, the EEG pattern reverses through stage 3,
stage 2, and “nally gives place to the “rst REM sleep
episode.

In REM sleep, the EEG pattern is very similar to that ob-
served in stage 1. Brain waves of low-amplitude and high fre-
quency are, however, accompanied by rapid movements of
the eyes under the lids. The REM stage is often referred to as
•paradoxical sleepŽ because it is characterized by a loss of
core muscle tone while the activity in the brain and in the
autonomic system are at a level similar to that seen in wake-
fulness. Apart from occasional muscle twitches, the body is
essentially paralyzed during this stage. The most vivid
dreams occur during REM sleep, even though dreamlike ac-
tivity may also be recalled when subjects are woken from the
NREM stages.

In healthy adults with a regular sleep schedule, the pro-
portion of time spent in REM sleep is about 25% and in
NREM sleep 75%. NREM Stage 1 represents about 5%,
Stage 2 another 50%, and Stages 3 to 4 about 20%. The dis-
tribution of these stages follows a very organized sequence
(see Figure 14.1), with slow-wave sleep occurring mainly in
the “rst third of the night and REM sleep becoming more
prominent and more intense in the latter part of the night or
early morning hours.

Biopsychosocial Determinants of Sleep

Circadian and Homeostatic Factors

The propensity to sleep and the type of sleep experienced are
very dependent on circadian factors. Sleep is just one of
many biological (e.g., body temperature, growth hormone
secretion) and behavioral functions (e.g., meal schedules, so-
cial interactions) that are regulated by circadian rhythms.
Internal brain-based mechanisms (located in the hypothala-

mus), or biological clocks, regulate this alternation between
different states while interacting closely with time cues pro-
vided by the environment. The light-dark cycle is the most
important of these cues (Parkes, 1985). Social interactions,
work schedules, and meal times are other extrinsic time cues
that also contribute to regulating our sleep-wake cycles.
Homeostatic factors can also impact signi“cantly on sleep.
For instance, the time to fall asleep is inversely related to the
duration of the previous period of wakefulness. With pro-
longed sleep deprivation, there is an increasing drive to sleep.
Upon recovery, there is a rebound effect producing a shorter
sleep latency, increased total sleep time, and a larger propor-
tion of deep sleep (Webb & Agnew, 1974).

Daily variations in core body temperature, which are also
controlled by circadian factors, are closely tied to sleep-wake
patterns. At its lowest point in the early hours of the day (e.g.,
3:00 to 5:00 A.M.), body temperature starts to increase near the
time of awakening and peaks in the evening. Alertness is at its
maximum during the ascending slope of the body temperature
curve. In contrast, sleepiness and sleep itself occur as temper-
ature decreases. In the absence of time cues or any constraint,
individuals tend to choose a bedtime that is closely linked to a
decrease in body temperature, while awakening occurs
shortly after it begins to rise again (Monk & Moline, 1989).

These basic facts about homeostatic and circadian princi-
ples have important implications for understanding problems
sleeping as well as problems staying awake. For night-shift
workers, even those who sleep well during the day, it is often
very dif“cult to stay alert around 3:00 or 4:00 A.M. because of
decreased body temperature at that time. For the same reason,
truck accidents on the road are proportionally more frequent
during early morning hours, despite less dense traf“c during
these hours. Conversely, for insomniacs, their body tempera-
ture tends to remain elevated throughout the night, explaining
partly why they have dif“culties sleeping.

Age and Maturation

Important changes in the pattern of sleep accompany the nat-
ural maturation process that occurs throughout the life span.
Newborns sleep about 16 to 18 hours in short episodes dis-
tributed throughout the day and the night, with REM sleep
occupying more than 50% of total sleep time. From early
childhood to late adolescence, the sleep architecture becomes
progressively more organized into a single nocturnal phase.
Total sleep time decreases gradually to level off in early
adulthood at an average of 7 to 9 hours per night. There are
individual differences in sleep needs, probably determined
genetically, with the average being around 8 hours. Sleep
changes occur very gradually during adulthood, with a
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decrease in the amount of stages 3 and 4 sleep and an increase
in the number of awakenings. These changes become more
noticeable when individuals reach their forties. In late life,
nocturnal sleep is diminished, but daytime naps often main-
tain the total sleep time at about 7 hours. Nonetheless, sleep
quality is diminished with aging, as there is a marked reduc-
tion of deep sleep and an increase of time spent in stage 1.
Older adults experience more frequent and prolonged awak-
enings, which may explain the increased incidence of sleep
complaints in this population (Webb & Campbell, 1980).

Medical Conditions and Drugs

Sleep is vulnerable to medical illnesses. A variety of en-
docrine, cardiovascular, and pulmonary diseases can disrupt
sleep-wake functions. Neurological disorders such as
epilepsy, dementias, or brain injury may also induce signi“-
cant changes in sleep patterns. Sleep disturbances very fre-
quently accompany any type of medical condition producing
pain (i.e., arthritis, cancer, and chronic pain syndrome).
Indeed, pain conditions have been associated with frequent
intrusions of wakefulness into NREM sleep, a condition
called alpha-delta sleep (Moldofsky, 1989).

Numerous prescribed and over-the-counter drugs can alter
sleep patterns. Some medications prescribed for medical con-
ditions may cause insomnia (bronchodilators, steroids) and
others may produce sleepiness (antihistamines). Most psy-
chotropic medications have a marked impact on sleep.
Sedative-hypnotics induce sleep, but they also alter the un-
derlying sleep stages. Benzodiazepines increase time in
stages 1 and 2 and decrease time in stages 3 and 4 sleep.
Some antidepressant medications (e.g., amitryptiline) have
sedating properties, while others (e.g., ”uoxetine) have a
more energizing effect and produce insomnia, and still others
(e.g., tricyclics) selectively suppress REM sleep. The time of
administration of these pharmacological agents is often criti-
cal in determining how they will affect sleep.

Psychosocial Stressors

Sleep is very sensitive to stress and emotional distress. Major
life events (e.g., divorce, death of a loved one) and more
minor but daily stressors (e.g., interpersonal dif“culties, pres-
sure at work) can affect sleep patterns by heightening arousal
before falling asleep and during nocturnal awakenings. Al-
though sleep usually returns to normal once the acute stress-
ful situation has resolved, sleep disturbances may become
chronic due to a variety of perpetuating factors (Morin,
1993). There is also a clear association between sleep distur-
bances and psychopathology (discussed later).

Lifestyle and Environmental Factors

Many lifestyle factors have noticeable repercussions on sleep
patterns including diet, exercise, sleep schedules, and envi-
ronmental conditions. For example, the ingestion of heavy
meals late in the evening can disrupt sleep. Social drugs such
as caffeine, nicotine, and alcohol can alter sleep when in-
gested too close to bedtime. Physical exercise can either
promote or interfere with sleep, depending on its timing, in-
tensity, and regularity, as well as on the physical “tness of an
individual. Daytime naps, particularly late in the day, will
delay sleep onset the following night. Long naps may pro-
duce deep sleep, which will be proportionally reduced during
the next sleep episode. Environmental factors such as noise,
temperature, light, and sleeping conditions (e.g., mattress
quality) can also impact on sleep. Noise from traf“c or from
a snoring bed partner can lead to more disrupted sleep.

The Role of Sleep and the Consequences of
Sleep Deprivation

Animals totally deprived of sleep during a prolonged period
eventually die, suggesting that sleep serves a critical function
in humans and animals (Rechtschaffen, Gilliland, Bergmann,
& Winter, 1983). However, research has not yet provided a
satisfying answer to the question: Why do we sleep? Several
hypotheses have been put forward. Adaptive theories suggest
that sleep has evolved as a protective mechanism to keep the
organism out of danger during periods of inactivity. Propo-
nents of a recuperative theory postulate that sleep serves a
•maintenanceŽ role through which the integrity of organic
tissues and of psychic functions is restored. Still, other theo-
ries have suggested a role of sleep in processes such as en-
ergy conservation, the regulation of body temperature, and of
immune functions. No single theory can account for the di-
versity and complexity of the processes that occur during
sleep (Horne, 1988). Evidence from sleep deprivation studies
suggests that NREM sleep, particularly Stages 3 and 4 sleep,
is involved in restoration of physical energy, while REM
sleep, aside from its presumed role in the resolution of emo-
tional con”icts, has an important function in the consolida-
tion of newly acquired memories.

Several studies have examined the effects of total or par-
tial sleep deprivation on physiological (e.g., sleepiness),
psychological (e.g., mood, personality), and cognitive func-
tioning (e.g., memory, reaction time, vigilance). While stud-
ies performed on rodents have shown that death occurs within
three weeks of total sleep deprivation, if the animals are •res-
cued in extremis,Žmany recover and appear normal, suggest-
ing that no permanent damage is induced by prolonged sleep
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deprivation (Rechtschaffen et al., 1983). In humans, there is
little evidence that total sleep loss, even for several days, pro-
duces any permanent or severe physical or psychological dys-
function (Horne, 1986). The most prominent effect of sleep
deprivation is an increased feeling of sleepiness and desire
for sleep. After one or two nights without sleep, most individ-
uals will show microsleep episodes intruding into wakeful-
ness, which will produce lapses of attention. These cognitive
impairments are found mainly on tasks requiring sustained at-
tention and rapid reaction time. Processes involved in safe
and vigilant driving are particularly sensitive to sleep depri-
vation. Executive functions such as judgment, creativity, and
mental ”exibility are also altered after prolonged sleep loss
(Horne, 1988; Johnson, 1982; Parkes, 1985). Changes in
mood have been noted after as little as one night of total sleep
deprivation. Individuals tend to be more irritable, and show
less motivation, interest, and initiative. Conversely, acute
sleep deprivation may have a transient antidepressant effect
in persons with major depression (Gillin, 1983); this effect is
very short-lived as mood returns to baseline after the “rst
sleep episode. The few reports of personality changes or
psychotic-like behaviors after prolonged sleep loss have been
related to special contexts such as in combat situations
(Horne, 1988; Parkes, 1985).

Although total sleep deprivation for more than one night is
relatively rare, partial sleep loss is far more common. Indi-
viduals with sleep disorders usually experience partial sleep
deprivation. For example, insomnia sufferers can experience
partial sleep loss for years before consulting a professional.
Patients with sleep apnea (a sleep-related breathing disorder)
or with medical conditions producing chronic pain often
show sleep fragmentation and frequent awakenings, which
are followed by severe daytime sleepiness. The consequences
of prolonged sleep deprivation, even partial, can be very seri-
ous with regard to performance, quality of life, and public
health safety. For example, in situations where sustained
attention is needed, while driving or while operating heavy
industrial machinery, sleep-deprived individuals may put
themselves and others at great risk. Several major accidents
have been linked to fatigue and sleep deprivation (Mitler
et al., 1988).

INSOMNIA: SCOPE OF THE PROBLEM

Insomnia entails a spectrum of complaints which re”ect dis-
satisfaction with the quality, duration, or ef“ciency of sleep.
These complaints can involve problems falling asleep, main-
taining sleep throughout the night, or early morning waken-
ing, either alone, or in combination. Individuals complaining

of insomnia may also describe their sleep as light and non-
restorative. Insomnia is almost always accompanied by re-
ports of daytime fatigue, mood disturbances (e.g., irritability,
dysphoria), and impairments in social and occupational func-
tioning. Other prominent clinical features are the extensive
night-to-night variability in sleep patterns and the discrep-
ancy that is often present between the subjective complaint of
insomnia and objective measures of sleep (Morin, 1993).

As virtually everyone experiences an occasional poor
night•s sleep at one time or another, it is important to consider
the frequency, intensity, and duration of sleep dif“culties to
determine their clinical signi“cance. Several criteria are used
to operationalize insomnia complaints in outcome research.
These include a sleep-onset latency and/or wake-after-sleep
onset greater than 30 minutes, a sleep ef“ciency (ratio of total
sleep time to time spent in bed) lower than 85%; and sleep
dif“culties that are present three or more nights per week
(Morin, 1993). Insomnia is situational if it lasts less than one
month, subacute if it lasts between one and six months, and
chronic when it persists for more than six months. Because of
individual differences in sleep needs, total sleep time is not a
good marker of insomnia when considered alone.

According to the International Classification of Sleep
Disorders (ICSD; American Sleep Disorders Association
[ASDA], 1997), there are several broad classes of sleep-wake
disorders including the insomnias, hypersomnias, parasom-
nias, and sleep-wake schedule disorders. Within the insomnia
category, an essential distinction is made in both the Diag-
nostic and Statistical Manual of Mental Disorders (4th ed.,
DSM-IV; American Psychiatric Association [APA], 1994)
and the ICSD between primary and secondary insomnias: the
former represents an independent disorder unrelated to any
other co-existing condition, while the latter encompasses
sleep disturbances etiologically linked to another mental or
physical problem. Table 14.1 depicts a modi“ed and updated

TABLE 14.1 Primary and Secondary Insomnia Subtypes according
to the ICSD

Primary insomnias.
Psychophysiological insomnia.
Subjective insomnia (sleep state misperception).
Idiopathic insomnia (childhood onset).

Secondary insomnias.
Insomnia associated with psychiatric disorders.
Insomnia associated with medical or central nervous system disorders.
Insomnia associated with alcohol or drug dependency.
Insomnia associated with environmental factors.
Insomnia associated with sleep-induced respiratory impairment.
Insomnia associated with movement disorders.
Insomnia associated with sleep-wake schedule disorders.
Insomnia associated with parasomnias.
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version of the insomnia subtypes as outlined in the ICSD
(ASDA, 1997).

The diagnosis of primary insomnia is often made by ex-
clusion (i.e., after ruling out several other conditions); in
addition, it is often based exclusively on the subjective
complaint of an individual, which can be problematic be-
cause there may be signi“cant discrepancies between subjec-
tive reports and objective recordings of sleep. According to
the ICSD, there are three subtypes of primary insomnia,
including psychophysiological insomnia, sleep state misper-
ception, and idiopathic insomnia. Psychophysiological in-
somnia is the most classic form of insomnia. It is a type of
conditioned or learned insomnia that is derived from two
sources and whose symptoms can be measured objectively
using polysomnography. The “rst involves the conditioning
of sleep-preventing habits in which repeated pairing of sleep-
lessness and situational (bed/bedroom), temporal (bedtime),
or behavioral (bedtime ritual) stimuli normally associated
with sleep leads to conditioned arousal that impairs sleep.
The second involves somatized tension believed to result
from the internalization of psychological con”icts, dysfunc-
tional beliefs and attitudes about sleep, and performance
anxiety, all of which are incompatible with sleep (Kales &
Kales, 1984; Morin, 1993).

In sleep state misperception, also referred to as subjective
insomnia, the subjective complaint of sleep disturbance is not
corroborated by polysomnographic recording. Although pure
forms of sleep state misperception are rare, most insomniacs
tend to overestimate the time it takes them to fall asleep and
to underestimate their total sleep time. This condition is
present in the absence of malingering or any other psychiatric
disorder. It is unclear whether this phenomenon is due to a
lack of sensitivity of EEG measures, the in”uence of infor-
mation processing variables during the early stages of sleep
(Borkovec, Lane, & Van Oot, 1981; Coates et al., 1983), or
that it simply represents the far end of a continuum of indi-
vidual differences in sleep perception. Interestingly, individ-
uals with subjective insomnia report greater disruption of
daily functioning than those with psychophysiological in-
somnia (Sugarman, Stern, & Walsh, 1985).

Idiopathic insomnia is a condition with an insidious child-
hood onset that develops in the absence of medical or psy-
chological trauma. It is a persistent, lifelong, disturbance
of sleep which can be objectively corroborated with
polysomnography (Hauri & Olmstead, 1980). The underly-
ing cause is suspected to be of a neurological nature as it
often presents in conjunction with other neurologically based
disorders such as attention de“cit hyperactivity disorder.
Despite the presence of daytime sequelae (e.g., memory, con-
centration, and motivational dif“culties), and a more marked

sleep disturbance than that observed in psychophysiological
insomnia, individuals with idiopathic insomnia often experi-
ence less emotional distress than those with the psychophys-
iological subtype, perhaps due to coping mechanisms they
have developed over their lifetime.

The secondary insomnias are considered to be a conse-
quence of or concurrent with another problem. As discussed
in detail later, sleep dif“culties are frequently seen in individ-
uals diagnosed with psychiatric disorders or health problems.
In addition, some individuals experience sleep impairment as
a result of tolerance to or sudden withdrawal from hypnotics.
Either of these situations may lead to a return to or an in-
crease in medication intake and the perpetuation of a vicious
cycle. Environmental factors can also lead to insomnia. Ex-
amples of disruptive environmental sources are light, noise,
temperature, uncomfortable sleeping quarters, disruptive
movements of a bed partner, or the need to remain alert to
danger or the needs of a dependent other (e.g., baby, elderly
parent). In these cases, the cause is considered to be predom-
inantly environmental, although psychological repercussions
are no doubt also present.

Several additional sleep disorders can lead to a subjective
complaint of insomnia (see Table 14.1). Polysomnographic
recordings are usually required to corroborate their presence.
These include sleep apnea, a breathing disorder in which
breathing is impaired during sleep, but remains normal
during wakefulness; restless legs syndrome, a disorder char-
acterized by discomfort and aching in the calves, and the ir-
resistible urge to move the legs; periodic limb movements,
characterized by brief, repetitive, and stereotyped limb
movement during sleep; circadian rhythm disorders, often as-
sociated with jet lag, shift work, and phase-delay and phase-
advance syndromes; and parasomnias, or disorders of arousal
involving an excessively active central nervous system and
provoking episodes of somnambulism and night terrors. The
diverse nature of sleep disturbances makes careful diagnosis
essential, as treatment varies considerably depending on the
characteristics of the disorder.

Prevalence

Insomnia is the most common of all sleep disorders. Preva-
lence rates vary considerably across surveys due to differ-
ences in methodology and de“nitions of insomnia. The best
estimates available indicate that about one-third of the adult
population report some problems falling or staying asleep or
are dissatis“ed with their sleep during the course of a year;
about one-third of those, or approximately 10% of the adult
population, complain of persistent and severe insomnia
(Ford & Kamerow, 1989; Mellinger, Balter, & Uhlenhuth,
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1985; Ohayon & Caulet, 1996). Epidemiological data indi-
cate that between 7% (Mellinger et al., 1985) and 10%
(Ohayon & Caulet, 1996) of the population use a sleep-
promoting drug. Other estimates indicate that 20% of indi-
viduals with insomnia have used a sleep medication in the
past and that 40% have used alcohol as a sleep aid (Gallup,
1991). Studies of insomnia complaints in general medical
practice reveal even higher prevalence rates. For example,
one survey found that more than 30% of medical patients had
either moderate or severe insomnia, and that almost one quar-
ter of those regularly used prescribed hypnotics (Hohagen
et al., 1993). The prevalence of hypnotic use is systematically
higher among older adults, women, and individuals with
chronic health problems (Ohayon & Caulet, 1996). More
than 40% of hypnotic drugs are prescribed for older adults,
although this segment of the population represents only about
13% of the population.

Correlates and Risk Factors

Several demographic, psychosocial, and health variables have
been associated with insomnia complaints. Surveys have con-
sistently found higher rates of insomnia complaints among
women, older adults, and individuals who are unemployed,
separated or widowed, living alone and/or homemakers
(Ford & Kamerow, 1989; Mellinger et al., 1985). Women are
twice as likely as men to report insomnia; however, it is un-
clear whether this higher rate is accurate or re”ects gender dif-
ferences in reporting or sleep perception. In addition, between
25% and 40% of individuals over the age of 60 complain of
sleep dif“culties, with about half of these individuals report-
ing serious insomnia (Foley, Monjan, Izmirlian, Hays, &
Blazer, 1999; Mellinger et al., 1985; National Institutes of
Health, 1994). These “gures remain fairly stable even after
controlling for the presence of comorbid medical problems
(Bliwise, King, Harris, & Haskell, 1992). Some evidence also
indicates that insomnia episodes are predictive of future in-
somnia episodes (Breslau, Roth, Rosenthal, & Andreski,
1996; Klink, Quan, Kaltenborn, & Lebowitz, 1992) and that a
positive family history of insomnia may also increase the risk
for future insomnia (Bastien & Morin, 2000).

There has been no longitudinal study of psychosocial risk
factors for insomnia. However, several studies have provided
indirect evidence that stress may increase the vulnerability to
develop insomnia. In a retrospective study, 74% of poor
sleepers recalled speci“c stressful life events associated with
the onset of their insomnia, and the frequency of such events
was greater during the year the sleep problem began than in
either the previous or subsequent years (Healy et al., 1981).
Signi“cant losses through separation, divorce, or the death of
a loved one were the most common precipitants. In another

study, individuals with insomnia reported a greater frequency
of negative life events (mostly related to interpersonal rela-
tionships) and diminished coping skills relative to normal
controls during the year preceding the onset of their insomnia
(Vollrath, Wicki, & Angst, 1989). The rate of reported sleep
disturbances among residents of Israel was also higher during
rather than before or after the Gulf War (Askenasy & Lewin,
1996). Another study (Morin, Rodrigue, & Ivers, under re-
view) found that it was the daily hassles, rather than major
live events, that placed individuals at greater risk for
sleep disturbances. Research about personality factors and
cognitive styles has repeatedly found that individuals with in-
somnia are more likely, relative to good sleepers, to display
anxious pro“les and engage in excessive worrying, obsessive
ruminations, and internalization of psychological con”icts
(Edinger, Stout, & Hoelscher, 1988; A. Kales, Caldwell,
Soldatos, Bixler, & Kales, 1983).

Sleep and Psychopathology

Epidemiological, cross-sectional, and longitudinal data indi-
cate a high rate of comorbidity between sleep disturbances
and psychopathology (for a review, see Morin & Ware,
1996). This is no surprise given that sleep disturbance is a
diagnostic criterion or a clinical feature in several psychiatric
disorders, particularly anxiety (e.g., generalized anxiety dis-
order) and affective disorders (e.g., major depression). The
“rst line of evidence supporting a link between insomnia and
psychopathology comes from epidemiological surveys.
About 40% of randomly selected community residents with
insomnia complaints also experience signi“cant psychologi-
cal symptoms, relative to base rates of about 15% among
respondents without sleep complaints (Ford & Kamerow,
1989; Mellinger et al., 1985). Surveys of psychiatric outpa-
tients indicate that 50% to 80% have sleep complaints and
over 75% present signi“cant sleep disturbances during the
acute phase of their illness (Sweetwood, Grant, Kripke,
Gerst, & Yager, 1980).

Several cross-sectional studies have found a higher preva-
lence of psychiatric disorders among poor sleepers than
among good sleepers. Although speci“c estimates vary
greatly depending on the criteria and the samples selected,
estimates from clinical case series of patients consulting for
insomnia at sleep disorder clinics indicate that about 35% to
40% of those patients have at least one comorbid psychiatric
disorder (Buysse et al., 1994; Morin, Stone, McDonald, &
Jones, 1994). The most prevalent Axis I conditions in-
clude depression (major depression and dysthymia), anxiety
(e.g., generalized anxiety disorder), and substance abuse dis-
orders. In major depression, sleep disturbances often persist
even after the depression has lifted, while in older adults,



Insomnia: Scope of the Problem 323

persistence of sleep disturbances may prevent or delay recov-
ery from depression (Kennedy, Kelman, & Thomas, 1991).

Finally, there is evidence that depression can be both a risk
factor for insomnia and a potential consequence of chronic
insomnia. Vollrath et al. (1989) found that 46% of subjects
suffering from periodic or chronic insomnia reported experi-
encing depression and anxiety in the year prior to interview.
Conversely, two other studies have shown that chronic in-
somnia increases the risk of developing major depression
(Breslau et al., 1996; Ford & Kamerow, 1989).

Sleep and Health

There is extensive evidence showing that sleep and health are
related. On the one hand, health problems can be a risk factor
for insomnia; while on the other hand, poor sleep may have a
negative impact on immune function and on recovery from
physical illness. Individuals with insomnia report a higher
frequency of health problems, medical consultations, and
hospitalizations relative to good sleepers (Gislason &
Almqvist, 1987; Kales et al., 1984; Mellinger et al., 1985;
Simon & VonKorff, 1997). Physical complaints most fre-
quently reported by individuals with insomnia include gas-
trointestinal problems, respiratory problems, as well as
headaches and nonspeci“c aches and pain (Kales et al., 1984;
Vollrath et al., 1989). Chronic conditions such as cardiopul-
monary disease, painful musculoskeletal diseases, and back
problems have also been observed more frequently in pa-
tients with insomnia than in good sleepers (Gislason &
Almqvist, 1987; Katz & McHorney, 1998). Surveys of pa-
tients with various medical conditions have also yielded very
high rates of insomnia complaints. For example, patients
with neurological (e.g., Parkinson•s disease, multiple sclero-
sis, Alzheimer•s disease), gastrointestinal, renal, and car-
diopulmonary diseases (e.g., asthma) all seem at higher risk
for secondary sleep disorders, including insomnia (Pressman,
Gollomp, Benz, & Peterson, 1997; Walsleben, 1997). Re-
search conducted with an elderly sample has shown that poor
physical health was the strongest risk factor for insomnia,
even though mental health factors were also related to poor
sleep (Morgan & Clarke, 1997).

In a recent study conducted by our team, 51% of women
who had been treated for nonmetastatic breast cancer re-
ported insomnia symptoms (Savard, Simard, Blanchet, Ivers,
& Morin, 2001). This “nding was consistent with results ob-
tained in patients with other types of cancer, in which preva-
lence rates of insomnia symptoms ranged from 30% to 50%
(Savard & Morin, 2001). In a comparative study, 40% of can-
cer patients (mixed diagnoses) reported sleep dif“culties
compared to only 15% of control participants with no severe
illness (Malone, Harris, & Luscombe, 1994), suggesting that

insomnia is much more prevalent in cancer patients than in
the general population. As in other medical conditions, fac-
tors that may produce sleep disturbances include the direct
physiological effects of the illness, the side effects of cancer
treatment (e.g., hot ”ashes associated with chemotherapy and
hormone therapy), pain, and the psychological reaction to the
cancer diagnosis and treatment. Although the cross-sectional
nature of these data precludes any conclusion about causality,
these “ndings still suggest a very high rate of comorbidity
between sleep and health problems.

Insomnia and Longevity

Further evidence for a link between insomnia and health is
provided by data from prospective epidemiological surveys
indicating that sleep disturbance is associated with increased
mortality. Individuals who reported sleeping less than 4
(Kripke, Simons, Gar“nkel, & Hammond, 1979) or 6
(Wingard & Berkman, 1983) hours per night had a mortality
rate (all causes combined) 1.5 to 2.8 times higher six and nine
years later compared to individuals sleeping between 7 to 8
hours each night. Longer sleep durations (i.e., more than 9 or
10 hours of sleep per night), as well as the long-term use of
sleep medications, were also associated with higher mortality
rates (Kripke et al., 1979; Wingard & Berkman, 1983). In an-
other study, Enstrom (1989) observed a very low risk of mor-
tality (including mortality due to cancer) in Mormon high
priests, a church promoting good health practices. This effect
was most evident in those who exercised regularly, obtained
proper sleep (generally 7 to 8 hours each night), and who had
never smoked cigarettes, as assessed eight years earlier.

Although sleep duration seems to be related to longevity,
insomnia per se is a condition characterized by several symp-
toms other than a shorter sleep duration (e.g., emotional
distress). As such, these “ndings may not generalize to in-
somnia. Such a cautious interpretation is warranted since
subjective sleep dif“culties have not been found to be as
strong a predictor of mortality as total sleep time (Kripke
et al., 1979; Wingard & Berkman, 1983). More importantly,
these studies did not control for potential confounding vari-
ables such as the presence of preexisting medical conditions.
For example, it is likely that individuals who sleep for a
longer period of time do so because they already have a major
medical illness.

Insomnia and Immunity

Another potential effect of insomnia on health is immune
down-regulation. Although some studies have shown a
deleterious effect of experimental sleep deprivation on im-
mune functioning (Dinges, Douglas, Hamarman, Zaugg, &
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Kapoor, 1995; Everson, 1997), evidence for a relationship be-
tween naturalistic sleep loss (i.e., clinical insomnia) on immu-
nity are much more sparse. One sleep laboratory experiment
(Irwin, Smith, & Gillin, 1992) has shown that total duration of
sleep, sleep ef“ciency, and duration of NREM sleep were pos-
itively correlated with natural killer (NK) cell activity, both in
depressed and nondepressed individuals. NK cells are be-
lieved to provide defense against cancer and virus-infected
cells. Cover and Irwin (1994) found that initial insomnia was
one of only two symptoms measured by the Hamilton De-
pression Rating Scale that were signi“cantly associated with
NK cell activity. Similar results were obtained in a sample of
women at risk for cervical cancer (Savard et al., 1999). Higher
sleep satisfaction was associated with a higher concentration
of helper T cells in circulating blood, a T-lymphocyte subset
that carries the CD4 marker; these cells have several functions
(e.g., activate B cells to generate antibodies, activate cytotoxic
T cells) and would be especially relevant for the progression
of cervical cancer. This effect was still present, even after con-
trolling for the variance explained by depression. Collectively,
these studies suggest that insomnia may have an immunosup-
pressive effect. However, the cross-sectional nature of these
data precludes any conclusion about a causal relationship. Ad-
ditional experimental studies are needed to examine more rig-
orously the effect of insomnia on immunity, and the extent to
which immune alterations are clinically signi“cant in terms of
their in”uence on health status.

Overall, given the reciprocal relationship between stress,
somatic/health factors and sleep, as well as the cross-
sectional nature of much of insomnia research, additional
longitudinal investigations are necessary to better understand
the clinical correlates and risk factors of insomnia.

The Impact of Insomnia

Insomnia is associated with signi“cant consequences in one
or more of the following areas: health, quality of life, social
and occupational functioning, economics, and public safety.
The most immediate and direct consequences of insomnia in-
volve daytime fatigue, attention and concentration problems,
reduced motivation, and mood disturbances (irritability, dys-
phoria) (Zammit, Weiner, Damato, Sillup, & McMillan,
1999). While these effects are fairly self-limited when sleep
dif“culties are situational, persistent insomnia can reduce
quality of life, cause emotional distress, and even increase the
risk of major depression (Breslau et al., 1996; Ford &
Kamerow, 1989). There are also signi“cant functional im-
pairments (e.g., work absenteeism and diminished productiv-
ity) that have been linked to insomnia (Simon & VonKorff,
1997). Attention problems and reduced vigilance also can

contribute to accidents on the road or at work. Individuals
with insomnia are more than twice as likely as good sleepers
to report fatigue as having been a factor in their motor vehi-
cle accident (5% versus 2%; Gallup, 1991). More than 50%
of night workers acknowledged having fallen asleep on the
job at least once. Sleepiness has also been implicated in sev-
eral major industrial accidents (e.g., Chernobyl nuclear acci-
dent), all occurring in the middle of the night. Although these
accidents are probably related more to sleep deprivation than
insomnia per se, it does highlight the potential impact of lack
of sleep on public health safety.

The prevalence of insomnia and the apparent chronicity
and morbidity of this condition lead to the important ques-
tion: What are the costs associated with this condition? Direct
costs include the cost of all products used (prescription, over-
the-counter, natural, etc.) and consultations for insomnia
symptoms. Indirect costs of insomnia include those related to
work absenteeism, low productivity, poor job performance,
and accidents. Individuals with insomnia complaints report
greater functional impairments, take more frequent sick
leaves, and utilize health services more frequently (Leigh,
1991; Mellinger et al., 1985; Simon & VonKorff, 1997) than
those without sleep complaints. The total cost for substances
used in the United States in 1995 to treat insomnia was esti-
mated at $1.97 billion (less than half of this was for prescrip-
tion medication), the total of all direct costs being estimated
at $13.9 billion. If indirect and associated (e.g. accidents)
expenses are included, the total cost of insomnia in the
United States is estimated as between $30 and $35 billion
(Walsh & Engelhard, 1999). These “gures are very approxi-
mate because they are usually based on retrospective esti-
mates or on available databases (see Chilcott & Shapiro,
1996; Leger, Levey, & Paillard, 1999). Prospective and lon-
gitudinal studies are needed to measure more accurately the
costs of insomnia.

EVALUATION OF SLEEP
COMPLAINTS/DISORDERS

It is a common mistake to view insomnia as a simple sympto-
matic problem for which a simple diagnostic procedure can be
used and an all-purpose intervention applied. Because of the
heterogeneous nature of insomnia, a thorough evaluation of
medical, psychological, pharmacological, and environmental
factors is essential to make an accurate diagnosis and design
an appropriate treatment. Ideally, the evaluation should be
multifocused and include complementary assessment meth-
ods such as a clinical interview, daily self-monitoring of sleep
habits, and self-report measures. A sleep laboratory evalua-



TABLE 14.2 Summary of Advantages and Limitations of Different Sleep Assessment Modalities

Assessment Modality Instruments Advantages Limitations

Semistructured Interviews 

Sleep Diary

Self-Report Measures

Mechanical Devices

Laboratory
polysomnography

Portable polysomnography

Insomnia Interview Schedule
(Morin, 1993).
Structured Interview for Sleep

Disorders (Schramm et al.,
1993).

Sleep Impairment Index
(Morin, 1993).
Pittsburgh Sleep Quality Index

(Buysse et al., 1989).
Dysfunctional Beliefs and Atti-

tudes about Sleep Scale
(Morin, 1994).

Wrist actigraphy.
Sleep assessment device.
Switch-activated clock.

Provides detailed information about the na-
ture, course, and severity of the sleep
disturbance and associated aspects. Allows a
functional analysis and differential diagnosis.

Assesses nightly variations in the nature, fre-
quency, and severity of sleep dif“culties, and
some maladaptive behaviors. Flexible. Good
ecological validity. Allows prospective evalua-
tion over extensive periods of time. Excellent
outcome measure. Economical.

Practical and economical. No need for trained
staff. Can be administered repeatedly and used
as an outcome measure.

Self-administered. No need for a trained
technician. Economical. Unobtrusive.
Ecological validity.

The •gold standardŽ for the evaluation and
diagnosis of all sleep disorders. Provides
objective measures for the entire range of 
sleep parameters, including sleep stages.

Same advantages as laboratory polysomnog-
raphy. Ecological validity. Reduction of the
•“rst-night ef fect.Ž

Requires substantial knowledge of the
sleep disorders spectrum and inter-
viewer training. Time consuming.

Signi“cant discrepancies with
polysomnography. Reactivity and
noncompliance in some individuals.

Retrospective and global assessment.
Risk of overestimation of sleep 
dif“culties. Most instruments not fully
validated.

Does not measure sleep stages.
Convergent validity with polysom-
nography needs to be studied further.

Expensive. Trained technician needed
throughout the night and to score data.
Relatively invasive. Low ecological
validity. Need for repeated measures to
reliability assess insomnia. •First-night
effect.Ž

Higher risk of artifacts and invalida-
tion. Lack of behavioral observations.
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tion can also be useful to corroborate the subjective com-
plaints and to rule out the presence of other sleep disorders.
Table 14.2 presents a list of insomnia measures with their re-
spective advantages and limitations.

Clinical Interview

The clinical interview is the most important component of in-
somnia assessment. It elicits detailed information about the
nature of the complaint, its severity, course, potential causes,
and symptoms, as well as evidence of other sleep disorders,
exacerbating and alleviating factors, and previous treatments
including medication (Morin & Edinger, 1997; Spielman &
Glovinsky, 1997). A functional analysis aims to identify pre-
disposing, precipitating, and perpetuating factors of insom-
nia. It is important to inquire about life events, psychological
disorders, substance use, and medical illnesses at the time of
onset of the sleep problem to help establish etiology. Of par-
ticular importance for treatment planning is the identi“cation
of factors that contribute to perpetuating sleep dif“culties,
such as maladaptive sleep habits (e.g., spending too much

time in bed) and dysfunctional cognitions (e.g., worrying
excessively about the consequences of insomnia).

Two interviews available to gather this type of informa-
tion in a structured format are the Structured Interview for
Sleep Disorders (Schramm et al., 1993), which is helpful in
establishing a preliminary differential diagnosis among the
different sleep disorders, and the Insomnia Interview Sched-
ule (IIS; Morin, 1993), which is more speci“cally designed
for patients with a suspected diagnosis of primary or sec-
ondary insomnia. The IIS gathers a wide range of information
about the nature and severity of the sleep problem, and the
current sleep/wake schedule, which includes information
such as typical bedtime and arising times, time of the last
awakening in the morning, frequency and duration of day-
time naps, frequency of dif“culties sleeping, time taken to
fall asleep, number and duration of awakenings per night, and
total duration of sleep. The IIS also assesses the onset (e.g.,
gradual or sudden, precipitating events), course (e.g., persis-
tent, episodic, seasonal), and duration of insomnia, past and
current use of sleeping aids (i.e., prescribed and over-the-
counter medications, alcohol), as well as health habits
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that might in”uence sleep (i.e., exercise, caffeine intake,
smoking, alcohol use). Information is also gathered about en-
vironmental factors (e.g., bed partner, mattress, noise level,
temperature), sleep habits (e.g., watching TV in the bedroom,
staying in bed when awake) and other factors (e.g., stress, va-
cation) that impair/facilitate sleep. In addition, the IIS as-
sesses the impact of insomnia on daytime functioning and
quality of life. Finally, symptoms of other sleep disorders and
psychiatric disorders are evaluated for differential diagnosis.

A detailed clinical interview is important for differential di-
agnosis between insomnia and other sleep pathologies. Several
of these disorders can produce a subjective complaint of in-
somnia, including sleep apnea, periodic limb movements, rest-
less legs syndrome, circadian rhythm disorders, and parasom-
nias. Although a thorough clinical interview can help the
clinician to detect the presence of such disorders, polysomnog-
raphy is almost always necessary to con“rm the diagnosis.

Sleep Diary Monitoring

Self-monitoring of sleep-related variables in a daily diary is
the most widely used method for assessing insomnia. A typ-
ical sleep diary has entries for bedtime, arising time, naps,
medication intake, and for estimates of several sleep para-
meters (time to fall asleep, number and duration of awaken-
ings) and indices of sleep quality and daytime functioning.
The diary can be simpli“ed or adapted to an individual•s spe-
ci“c needs. It is important to review the sleep diary with the
patient and provide corrective feedback, particularly during
the “rst few days of recording. Because of inevitable dis-
crepancies between subjective estimates of sleep parameters
and objective EEG recording, it is important to point out that
only estimates of sleep parameters are expected.

The use of a daily sleep diary has also become a standard
assessment measure in insomnia outcome research. Although
it is subject to some reactivity in the initial phase of use, sleep
diary monitoring has the advantage of providing a prospec-
tive evaluation of an individual•s sleep pattern over an
extended period of time in the home environment. As such, it
may yield a more representative sample of that person•s sleep
than a single night of sleep laboratory assessment. While they
do not re”ect absolute values obtained from polysomno-
graphy, daily estimates of speci“c sleep parameters yield a
reliable and valid relative index of insomnia (Coates et al.,
1982). Speci“cally, sleep diary data provide very useful in-
formation on the nature, frequency, and intensity of insom-
nia, as well as nightly variations of sleep dif“culties, and the
presence of certain perpetuating factors (e.g., naps, spending
too much time in bed). This practical and economical method
is extremely helpful both for initial assessment and for mon-
itoring treatment progress.

Polysomnography

A polysomnographic evaluation involves all-night sleep
monitoring as measured by electroencephalography (EEG),
electrooculography (EOG), and electromyography (EMG).
These three parameters provide the necessary information to
distinguish sleep from wake and to determine the speci“c
sleep stages. Although these three types of recording are gen-
erally suf“cient for monitoring and scoring sleep patterns,
additional parameters (e.g., respiration, electrocardiogram,
oxygen saturation, leg movements) are often assessed, at
least during the “rst night, to detect the presence and severity
of sleep pathologies other than insomnia such as sleep apnea
or periodic limb movement.

Polysomnography provides the most comprehensive
assessment of sleep. It is the only method that allows quan-
ti“cation of sleep stages and that can con“rm or rule out the
presence of another sleep pathology. For insomnia sufferers,
a laboratory evaluation may be helpful for assessing the na-
ture and severity of the sleep problem and to provide data on
the full range of sleep variables from sleep-onset latency to
proportion of time spent in various sleep stages. It is also
useful for determining the level of discrepancy between the
subjective complaints and actual sleep disturbances. Poly-
somnography may also play a therapeutic role in some cases
by showing a patient that he or she is getting more sleep than
actually perceived. Although laboratory polysomnography
is recognized as the •gold standard,Ž it is not without limita-
tions. Because it requires sophisticated equipment and the
presence of a trained technician throughout the night, noc-
turnal polysomnography is expensive, precluding its routine
use. In addition, laboratory polysomnography is a fairly in-
vasive assessment method that may disrupt sleep. Because
individuals are not in their natural environment, they may
sleep differently in the laboratory, especially the “rst night
(the •“rst-night ef fectŽ). In insomnia outcome research, it is
a standard practice to conduct recordings for two or three
consecutive nights and to discard data from the “rst night be-
cause of this reactivity effect. The use of polysomnography
in the assessment of insomnia is still controversial (Edinger
et al., 1989; Jacobs, Reynolds, Kupfer, Lovin, & Ehrenpreis,
1988). A recent practice parameter paper concluded that it
was generally not indicated for the routine evaluation of in-
somnia and that it should be limited to patients for whom the
presence of another sleep disorder is suspected (Sateia,
Doghramji, Hauri, & Morin, 2000).

Several ambulatory monitoring devices have been com-
mercialized for conducting polysomnographic evaluations
in the patient•s home, thereby increasing ecological validity
and reducing the •“rst-night ef fect.Ž The typical portable
recorder is self-contained and allows data storage through-
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out the night. Data are then transferred to a computer for
scoring and analysis. Although a high concordance has been
found between laboratory and home-based polysomno-
graphic data (Ancoli-Israel, 1997; Edinger et al., 1989),
most validation studies have focused on the diagnosis of
sleep-related respiratory disorders. Hence, the validity of
home-based polysomnography in the assessment of insom-
nia has yet to be demonstrated. Despite certain advantages
with home-based polysomnography, there are other disad-
vantages such as the risk of artifacts and the invalidation
of records (there is no technician to correct problems that
may arise during the night) and the lack of behavioral
observations from technicians (making interpretation more
dif“cult in some cases). 

Self-Report Measures

There is a wide variety of self-report questionnaires that
are available to assess insomnia. Some of these instruments
are designed as general screening measures of sleep quality or
sleep satisfaction, others are intended to evaluate the sever-
ity/impact of insomnia, and still others focus on presumed me-
diating factors of insomnia. Because of the large number of
such measures, only a sample of those most widely used in re-
search and clinical practice is described here.

The Pittsburgh Sleep Quality Index (PSQI)

The PSQI (Buysse, Reynolds, Monk, Berman, & Kupfer,
1989) is a self-rating scale frequently used to assess general
sleep disturbances. The PSQI is composed of 19 self-rated
items assessing sleep quality and disturbances over a one-
month interval. It covers subjective sleep quality, sleep la-
tency, sleep duration, sleep ef“ciency, sleep disturbances, use
of sleeping medication, and daytime dysfunction. A summa-
tion of these seven component scores yields a global score of
sleep quality ranging from 0 to 21. The “rst four items are
open-ended questions, while the remaining items are rated on
a Likert scale ranging from 0 to 3.

The Sleep Impairment Index (SII)

The SII (Morin, 1993) yields a quantitative index of insom-
nia severity. The SII is composed of seven items assessing,
on a “ve-point scale, the perceived severity of problems
with sleep onset, sleep maintenance, and early morning
awakenings, the satisfaction with the current sleep pattern,
the degree of interference with daily functioning, the no-
ticeability of impairment due to the sleep disturbance,
and the degree of worry or concern caused by the sleep

problem. The total SII score, obtained by summing the
seven ratings, ranges from 0 to 28. A higher score indicates
more severe insomnia. The SII takes less than “ve minutes
to complete and score. Two parallel versions, provided by a
clinician and a signi“cant other (e.g., spouse, roommate),
are available to provide collateral validation of patients•
perceptions of their sleep dif“culties (Bastien, Vallières,
Morin, 2001).

The Dysfunctional Beliefs and Attitudes about
Sleep Scale (DBAS)

The DBAS (Morin, 1994) is a 30-item self-report scale de-
signed to assess sleep-related beliefs and attitudes that are be-
lieved to be instrumental in maintaining sleep dif“culties
(Morin, 1993). The patient indicates the extent of agreement
or disagreement with each statement on a visual analogue
scale ranging from 0 (strongly disagree) to 100 (strongly
agree). Ratings are summed to yield a total score; a higher
score suggests more dysfunctional beliefs and attitudes about
sleep. The content of the items re”ects several themes such as
faulty causal attributions (e.g., •I feel that insomnia is basi-
cally the result of agingŽ), ampli“cation of the perceived
consequences of insomnia (e.g., •I am concerned that chronic
insomnia may have serious consequences for my physical
healthŽ), unrealistic sleep expectations (e.g., •I need eight
hours of sleep to feel refreshed and function well during the
dayŽ), diminished perception of control and predictability of
sleep (e.g., •I am worried that I may lose control over my
abilities to sleepŽ), and faulty beliefs about sleep-promoting
practices (e.g., •When I have trouble getting to sleep, I
should stay in bed and try harderŽ). The DBAS is particularly
useful for clinicians in identifying relevant targets for cogni-
tive therapy.

Self-report measures offer several practical and economi-
cal advantages. They can easily be used in a variety of con-
texts to provide a global assessment of sleep dif“culties, and
they can be administered repeatedly to measure therapeutic
changes. The main limitation is their retrospective nature and
the associated risk of recall biases. Typically, insomnia is pre-
sent only some nights in a given week, even in individuals
with chronic insomnia. Also, the severity of sleep dif“culties
can vary considerably from night to night, which makes it
dif“cult for the individual to retrospectively give precise
information on these variables. Because individuals with in-
somnia are often distressed by their sleep dif“culties, they
tend to recall and generalize from those nights that were
most disturbed, resulting in an overestimation of insomnia.
Despite these limitations, self-report scales remain very cost-
effective methods for initial assessment and treatment
outcome evaluation.
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Behavioral Assessment Devices

Several behavioral assessment devices are increasingly used
to monitor sleep-wake patterns. These devices include a
switch-activated clock, a voice-activated recording system,
and wrist actigraphy. The “rst two devices use a timer
(activated by a handheld switch or by a vocal response to a pe-
riodic tone) to measure the time required to fall asleep. Wrist
actigraphy is currently the most widely used device for ambu-
latory data collection. This activity-based monitoring system
uses a microprocessor to record and store wrist activity along
with the actual clock time. Data are processed through micro-
computer software, and an algorithm is used to estimate sleep
and wake based on wrist activity. The presence of motor ac-
tivity is interpreted as wakefulness and the absence of activity
is interpreted as sleep. This device, as well as other behavioral
assessment devices, does not measure sleep stages. Despite
these limitations, wrist actigraphy is a useful complementary
method for assessing insomnia and certain circadian rhythm
sleep disorders (Sadeh, Hauri, Kripke, & Lavie, 1995).

The Role of Psychological Evaluation

Because sleep disturbances often co-exist with psychopathol-
ogy, a psychological evaluation should be an integral compo-
nent of insomnia assessment. This assessment is necessary to
determine whether insomnia represents a primary disorder or
a disorder secondary to psychological disturbances. In the
latter case, treatment should initially target the underlying
psychological condition rather than the sleep problem. Also,
although most patients with insomnia do not meet diagnostic
criteria for serious psychiatric disorders (e.g., major depres-
sion, generalized anxiety disorder), almost all of them dis-
play some psychological distress (i.e., depressed and anxious
mood) concurrent to their sleep dif“culties. It is important to
quantify and monitor exacerbation or improvement of this
symptomatology during the course of treatment.

The most reliable strategy to determine the presence of
psychopathology is to incorporate into the clinical interview
key questions from the Structured Clinical Interview for
DSM (Spitzer, Williams, Gibbon, & First, 1990), along with
questions about past psychiatric history and treatment. This is
the most appropriate assessment modality when major psy-
chopathology is suspected. However, a more cost-effective
approach is to use brief screening instruments that target spe-
ci“c psychological features (e.g., emotional distress, anxiety,
depression) most commonly associated with insomnia com-
plaints. Instruments such as the Brief Symptom Inventory
(Derogatis & Melisaratos, 1983), the Beck Depression Inven-
tory (Beck, Ward, Mendelson, Mock, & Erbaugh, 1961), and

the State-Trait Anxiety Inventory (Spielberger, 1983) can
yield valuable screening data about psychological symptoms,
although none of these self-report measures should be used
alone to make a diagnosis. Psychometric screening should al-
ways be complemented by a clinical interview.

Evaluation of Daytime Sleepiness

Assessment of daytime sleepiness is essential when daytime
vigilance is compromised by a sleep disorder. The •gold stan-
dardŽ for this evaluation is the Multiple Sleep Latency Test
(MSLT), a laboratory-based procedure conducted during day-
time. It involves measuring the latency to sleep onset at “ve
20-minute nap opportunities occurring at two-hour intervals
throughout the day. Latency to sleep onset provides an objec-
tive measure of sleepiness. A mean sleep latency of less than
5 minutes is considered pathological. In comparison, (well
rested) individuals without sleep disorders usually take
10 minutes or more to fall asleep or do not fall asleep at all. Al-
though individuals with insomnia often complain about fa-
tigue, they do not show signi“cant sleepiness on the MSLT,
most likely because of their underlying hyperarousal state both
at night and during the day. The MSLT is used mostly with pa-
tients who suffer from other sleep disorders such as narcolepsy
and sleep apnea. It is an excellent measure to determine func-
tional impairments due to excessive daytime sleepiness.

Self-report questionnaires are also used to obtain subjec-
tive measures of daytime sleepiness. The Epworth Sleepiness
Scale (Johns, 1991) is an eight-item global and retrospective
measure assessing the likelihood of falling asleep in several
situations (e.g., watching TV, driving). It is also possible to as-
sess subjective sleepiness at a speci“c moment in time using
the Stanford Sleepiness Scale, a 7-point Likert scale (1 �

•feeling alert; wide awakeŽ 7 � •sleep onset soon; lost strug-
gle to remain awakeŽ) re”ecting increasing levels of sleepi-
ness (Hoddes, Zarcone Smythe, Phillips, & Dement, 1973).

In this section, several methods of sleep assessment
were described with their relative strengths and weaknesses.
The choice of assessment strategies depends on the goal of the
evaluation. A multifaceted assessment combining a clinical
interview with the use of objective (e.g., polysomnography)
and subjective (e.g., sleep diary, self-report scales) measures
is ideal. However, polysomnography is not always necessary,
especially when the clinician has no suspicion about the pres-
ence of an underlying sleep disorder such as sleep apnea.

TREATMENTS

Despite its high prevalence and negative impact, insomnia re-
mains for the most part untreated. Estimates from the
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National Institute of Mental Health survey of psychothera-
peutic drug use indicate that only 15% of those reporting
serious insomnia had used either a prescribed or over-the-
counter sleep aid within the previous year (Mellinger et al.,
1985). The average insomnia duration before seeking profes-
sional treatment often exceeds 10 years. When individuals
with persistent insomnia are asked about the types of meth-
ods they have used to cope with insomnia, the majority report
passive strategies such as reading, listening to the radio or
watching TV, trying to relax or, simply doing nothing.

The “rst line of active treatment usually involves self-
help remedies such as alcohol, over-the-counter products
(Sominex, Unisom, Nytol), or herbal/dietary supplements
such as melatonin or valerian. When all of these strate-
gies have failed, some individuals may seek professional
help. As for other health conditions (e.g., pain), most individ-
uals with insomnia typically seek treatment, not from a psy-
chologist, but from a primary care physician, and treatment
usually involves drug therapy. Nearly 50% of patients con-
sulting for insomnia in medical practice are prescribed a
hypnotic medication and the majority of those continue
using their medications almost daily for more than one year
(Hohagen et al., 1993; Ohayon & Caulet, 1996).

Help-Seeking Determinants

There is little information about the natural history of insom-
nia and related help-seeking determinants. Nonetheless, sev-
eral factors, other than socioeconomic ones, may regulate
health-seeking behaviors in the context of insomnia. Patients
seeking treatment for insomnia in primary care medicine
often present more co-existing medical and psychological
problems than untreated individuals or those attempting to
treat their sleep dif“culties on their own. Likewise, those who
seek treatment in sleep disorder clinics display more emo-
tional distress than those who do not seek treatment, although
the severity of sleep disturbances is comparable for these two
groups (Stepanski et al., 1989). The speed of onset of insom-
nia may also in”uence help-seeking behaviors. Acute insom-
nia is often associated with a major stressful life event (e.g.,
death of a loved one, medical illness, separation) and is more
likely to be brought to the attention of a physician and to re-
ceive clinical attention. Conversely, when insomnia evolves
gradually and is tolerated for prolonged periods of time, it is
less likely to be brought to clinical attention and, perhaps,
less likely to be taken seriously. Another important determi-
nant is the degree of acceptability of sleep medications.
Many insomniacs may not consult their physicians for sleep
because they are concerned that they may not be taken seri-
ously or that a sleeping pill prescription will be the only

recommended treatment. Survey data show that very few
individuals with chronic insomnia (
10%) seek treatment
speci“cally for this condition (Mellinger et al., 1985);
however, many more mention it in the context of a visit for
another medical condition, and even more report sleep prob-
lems when speci“cally asked about their sleep patterns.

Barriers to Treatment

There are several barriers to insomnia treatment, partic-
ularly to psychological therapies. Among these are the lack
of recognition of insomnia by health care practitioners,
inadequate dissemination of knowledge about validated in-
terventions, and the costs and limited availability of these
treatments (National Institutes of Health, 1996). Although
nondrug interventions for insomnia are generally well ac-
cepted by patients (Morin, Gaulier, Barry, & Kowatch, 1992)
and physicians, speci“c behavioral interventions, other than
general sleep hygiene recommendations (e.g., reduce caf-
feine, increased exercise) are not well known and are infre-
quently used in clinical practice (Rothenberg, 1992). For
these reasons, drug therapy remains the mainstream of in-
somnia treatments.

Benefits and Limitations of Sleep Medications

Several classes of medications are used for treating insomnia,
including benzodiazepines, nonbenzodiazepine hypnotics, an-
tidepressants, and antihistamines. The most frequently pre-
scribed hypnotics include benzodiazepines (e.g., ”urazepam,
temazepam, lorazepam, triazolam, nitrazepam) and newer
agents (e.g., zolpidem, zopiclone, zelaplon) with more selec-
tive/speci“c hypnotic actions. Some antidepressants (e.g., tra-
zodone, amitriptyline, doxepin) are also prescribed for sleep
problems because of their sedative properties, but this practice
is controversial and not supported by empirical evidence.

Most over-the-counter medicines advertised as sleep aids
(e.g., Sominex, Nytol, Sleep-Eze, Unisom) contain a sedative
antihistamine such as diphenhydramine. Although these
agents produce drowsiness, there is limited evidence that
they are ef“cacious in the treatment of insomnia (Monti &
Monti, 2000). Melatonin, a naturally occurring hormone pro-
duced by the pineal gland at night, is increasingly used as a
sleep aid. Although it may be useful for some forms of circa-
dian sleep disturbances associated with shift-work and jet-
lag, the bene“ts of melatonin for insomnia are equivocal and
the adverse effects associated with long-term usage are un-
known (Mendelson, 1997). Valerian, which is extracted from
a plant of the same name, produces a mild hypnotic effect but
additional studies are needed to evaluate its therapeutic
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bene“ts for clinical insomnia. Because melatonin and valer-
ian are not regulated by the Food and Drug Administration,
an important concern surrounds the lack of information avail-
able to the consumer about the substances used to in their
preparation. The remainder of this section focuses on benzo-
diazepines and newer hypnotic drugs.

Evidence for Efficacy

Placebo-controlled clinical studies have documented the
acute effects of benzodiazepine-receptor agents on sleep
(Holbrook, Crowther, Lotter, Cheng, & King, 2000; Nowell
et al., 1997). Hypnotic medications improve sleep continuity
and ef“ciency through a reduction of sleep onset latency
and time awake after sleep onset. They also increase total
sleep time and reduce the number of awakenings and stage
shifts through the night. Their effects on sleep stages vary
with the speci“c class of medications. All benzodiazepine-
receptor agents increase stage 1 and stage 2 sleep and reduce
REM and slow-wave (stages 3 and 4) sleep. These latter
changes are less pronounced with the newer hypnotics
(e.g., zolpidem, zopiclone). In a recent meta-analysis of
22 placebo-controlled trials (n � 1894), benzodiazepines and
zolpidem were found to produce reliable improvements of
sleep-onset latency (mean effect size of 0.56), number of
awakenings (0.65), total sleep time (0.71), and sleep quality
(0.62) (Nowell et al., 1997). Thus, hypnotic medications are
ef“cacious for the acute and short-term management of in-
somnia. However, because the median treatment duration in
controlled studies is only one week (range of 4 to 35 days),
and follow-ups are virtually absent, the long-term ef“cacy of
hypnotic medications remains unknown.

Risks and Limitations

The main limitations of hypnotic medications are their
residual effects (e.g., daytime sedation, cognitive and psy-
chomotor impairments, anterograde amnesia), which are more
pronounced with long-acting agents (e.g., ”urazepam,
quazepam) and in older adults (Monti & Monti, 1995). The
use of long-acting benzodiazepines is associated with an in-
creased rate of falls and hip fractures (Ray, 1992) and motor
vehicle accidents in the elderly (Hemmelgarn, Suissa, Huang,
Boivin, & Pinard, 1997). When used on a prolonged basis,
hypnotics may lead to tolerance and it may be necessary to in-
crease the dosage to maintain therapeutic effects. This toler-
ance effect, however, varies across agents and individuals and
some people may remain on the same dosage for prolonged
periods of time. Whether this prolonged usage is a sign of con-
tinued effectiveness or of fear of discontinuing the medication

is unclear. Rebound insomnia is a common problem associ-
ated with discontinuation of benzodiazepine-hypnotics; it is
more pronounced with short-acting drugs and can be attenu-
ated with a gradual tapering regimen. Zolpidem and zopiclone
may produce less rebound insomnia upon discontinuation
(Monti & Monti, 1995; Wadworth & McTavish, 1993). Fi-
nally, prolonged usage of sleep-promoting medications, pre-
scribed or over-the-counter, carry some risk of dependence
(APA, 1990); this dependency is often more psychological
than physical (Morin, 1993). Psychological interventions
have been found effective in assisting prolonged users of ben-
zodiazepines to discontinue their drugs (Morin et al., 1998).

In summary, hypnotic medications are effective for the
short-term treatment of insomnia; they produce rapid bene“ts
which last several nights and, in some cases, up to a few
weeks. There is, however, little evidence of sustained bene“ts
upon drug discontinuation or of continued ef“cacy with
prolonged usage. In addition, all hypnotics carry some risk of
dependence, particularly with prolonged usage. The primary
indication for hypnotic medications is for situational sleep
dif“culties; their role in the clinical management of recurrent
or chronic insomnia is still controversial.

Psychological Therapies

More than a dozen psychological interventions (mostly
cognitive-behavioral in content) have been used for treating
insomnia. Treatment modalities that have been adequately
evaluated in controlled clinical trials include stimulus control
therapy, sleep restriction, relaxation-based interventions,
cognitive therapy, and sleep hygiene education. The main
focus of these treatments is to alter the presumed perpetuat-
ing factors of chronic insomnia. As such, they seek to modify
maladaptive sleep habits, reduce autonomic and cognitive
arousal, alter dysfunctional beliefs and attitudes about sleep,
and educate patients about healthier sleep practices (see
Table 14.3). As for most cognitive-behavioral interventions,
the format of insomnia treatment is structured, short-term,
and sleep-focused. Treatment duration typically lasts 4 to 6
hours and is implemented over a period of 4 to 8 weeks. A
summary of these treatments is provided below; more exten-
sive descriptions are available in other sources (Espie, 1991;
Hauri, 1991; Lichstein & Morin, 2000; Morin, 1993).

Relaxation-Based Interventions

Relaxation is the most commonly used nondrug therapy for in-
somnia. Among the available relaxation-based interventions,
some methods (e.g., progressive-muscle relaxation, autogenic
training, biofeedback) focus primarily on reducing somatic
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TABLE 14.3 Cognitive-Behavioral Treatments for Insomnia

Therapy Description

Stimulus control therapy Go to bed only when sleepy; get out of bed 
when unable to sleep; use the bed/bedroom for
sleep only (no reading, watching TV, etc.); arise
at the same time every morning; no napping.

Sleep restriction Curtail time in bed to the actual sleep time,
thereby creating mild sleep deprivation, 
which results in more consolidated and more
ef“cient sleep.

Relaxation training Methods aimed at reducing somatic tension
(e.g., progressive muscle relaxation, auto-
genic training, biofeedback) or intrusive
thoughts (e.g., imagery training, hypnosis,
thought stopping) interfering with sleep.

Cognitive therapy Psychotherapeutic method aimed at changing
dysfunctional beliefs and attitudes about sleep
and insomnia (e.g., unrealistic sleep expecta-
tions; fear of the consequences of insomnia).

Sleep hygiene Avoid stimulants (e.g., caffeine and nicotine)
and alcohol around bedtime; do not eat heavy
or spicy meals too close to bedtime; exercise
regularly but not too late in the evening; 
maintain a dark, quiet, and comfortable sleep
environment.

arousal (e.g., muscle tension), whereas attention-focusing
procedures (e.g., imagery training, meditation, thought stop-
ping) target mental arousal in the form of worries, intrusive
thoughts, or a racing mind. Biofeedback is designed to train a
patient to control some physiological parameters (e.g.,
frontalis EMG tension) through visual or auditory feedback.

Stimulus Control Therapy

Chronic insomniacs often become apprehensive around bed-
time and associate the bed/bedroom with frustration and
arousal. This conditioning process may take place over sev-
eral weeks or even months, without the patient•s awareness.
Stimulus control therapy consists of a set of instructions de-
signed to reassociate temporal (bedtime) and environmental
(bed and bedroom) stimuli with rapid sleep onset. This is ac-
complished by postponing bedtime until sleep is imminent,
getting out of bed when unable to sleep, and curtailing sleep-
incompatible activities (overt and covert). The second objec-
tive of stimulus control is to establish a regular circadian
sleep-wake rhythm by enforcing a strict adherence to a regu-
lar arising time and by avoidance of daytime naps (Bootzin,
Epstein, & Wood, 1991).

Sleep Restriction

Poor sleepers often increase their time in bed in a misguided
effort to provide more opportunity for sleep, a strategy that is

more likely to result in fragmented and poor quality of sleep.
Sleep restriction therapy consists of curtailing the amount of
time spent in bed to the actual amount of time asleep
(Spielman, Saskin, & Thorpy, 1987). Time in bed is subse-
quently adjusted based on sleep ef“ciency (SE; ratio of total
sleep/time in bed X 100%) for a given period of time (usually
a week). For example, if a person reports sleeping an average
of 6 hours per night out of 8 hours spent in bed, the initial
prescribed sleep window (i.e., from initial bedtime to “nal
arising time) would be 6 hours. The subsequent allowable
time in bed is increased by about 20 minutes for a given week
when SE exceeds 85%, decreased by the same amount of
time when SE is lower than 80%, and kept stable when SE
falls between 80% and 85%. Adjustments are made weekly
until an optimal sleep duration is achieved. Sleep restriction
produces a mild state of sleep deprivation and may also alle-
viate sleep anticipatory anxiety. To prevent excessive day-
time sleepiness, time in bed should not be restricted to less
than 5 hours per night.

Cognitive Therapy

Cognitive therapy seeks to alter dysfunctional sleep cogni-
tions (e.g., beliefs, attitudes, expectations, attributions). The
basic premise of this approach is that appraisal of a given sit-
uation (sleeplessness) can trigger negative emotions (fear,
anxiety) that are incompatible with sleep. For example, when
a person is unable to sleep at night and begins thinking about
the possible consequences of sleep loss on the next day•s per-
formance, this can set off a spiral reaction and feed into the
vicious cycle of insomnia, emotional distress, and more sleep
disturbances. Cognitive therapy is designed to identify dys-
functional cognitions and reframe them into more adaptive
substitutes in order to short-circuit the self-ful“lling nature of
this vicious cycle. Speci“c treatment targets include unrealis-
tic expectations (•I must get my 8 hours of sleep every
nightŽ), faulty causal attributions (•My insomnia is entirely
due to a biochemical imbalanceŽ), ampli“cation of the conse-
quences of insomnia (•Insomnia may have serious conse-
quences on my healthŽ), and misconceptions about healthy
sleep practices (Morin, 1993; Morin, Savard, & Blais, 2000).
These factors play an important mediating role in insomnia,
particularly in exacerbating emotional arousal, anxiety, and
learned helplessness as related to sleeplessness.

Sleep Hygiene Education

Sleep hygiene education is concerned with health practices
(e.g., diet, exercise, caffeine use) and environmental factors
(e.g., light, noise, temperature) that may interfere with sleep
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(Hauri, 1991). Although these factors are rarely of suf“cient
severity to be the primary cause of insomnia, they may
potentiate sleep dif“culties caused by other factors. Sleep hy-
giene is typically incorporated with other interventions to
minimize interference from poor sleep hygiene practices.
Basic recommendations involve avoidance of stimulants
(e.g., caffeine, nicotine) and alcohol, exercising regularly,
and minimizing noise, light, and excessive temperature. It
may also include advice about maintaining a regular sleep
schedule and avoiding napping, although these instructions
are part of the standard stimulus control therapy.

Additional nondrug interventions are available for treat-
ing insomnia including paradoxical intention, hypnosis,
acupuncture, ocular relaxation, and electro-sleep therapy.
Those methods have not yet received adequate empirical val-
idation in controlled studies. Psychotherapy may also be use-
ful to address predisposing factors to insomnia, but there has
been no controlled evaluation of its ef“cacy.

Summary of Outcome Evidence

Evidence for Efficacy

Two meta-analyses recently summarized the “ndings of more
than 50 clinical studies (involving over 2,000 patients) of non-
pharmacological interventions for insomnia (Morin, Culbert,
& Schwartz, 1994; Murtagh & Greenwood, 1995). The data
indicate that behavioral treatment (lasting an average of 4 to
6 weeks) produces reliable changes in several sleep parame-
ters of individuals with primary insomnia. Almost identical
effect sizes, 0.87 and 0.88, have been reported in both meta-
analyses for sleep-onset latency, the main target symptom in
studies of sleep-onset insomnia. An effect size of this magni-
tude indicates that, on average, insomnia patients are better off
(fall asleep faster) after treatment than about 80% of untreated
control subjects. Reliable effect sizes, falling in what is con-
ventionally de“ned as moderate to large, have also been re-
ported for other sleep parameters, including total sleep time
(0.42…0.49), number of awakenings (0.53…0.63), duration of
awakenings (0.65), and sleep quality ratings (0.94). These
effect sizes are comparable to those reported with benzodi-
azepines and zolpidem (Nowell et al., 1997). In terms of
absolute changes, sleep-onset latency is reduced from an av-
erage of 60 to 65 minutes at baseline to about 35 minutes at
posttreatment. The duration of awakenings is similarly de-
creased from an average of 70 minutes at baseline to about
38 minutes following treatment. Total sleep time is increased
by a modest 30 minutes, from 6 hours to 6.5 hours after treat-
ment, but perceived sleep quality is signi“cantly enhanced
with treatment. Overall, the magnitude of these changes indi-

cate that between 70% to 80% of treated patients bene“t from
treatment. These results represent conservative estimates of
ef“cacy because they are based on average effect sizes com-
puted across all treatment modalities.

Comparative studies of different psychological treatments
have generally, but not always, shown stimulus control
therapy and sleep restriction to be the most effective single
treatment modalities. As psychological interventions are not
incompatible with each other, they can be effectively com-
bined. Multifaceted interventions that incorporate behav-
ioral, educational, and cognitive components often produce
the best outcome.

Durability and Generalizability of Changes

Cognitive-behavior therapy for insomnia produces stable
changes over time. Improvements of sleep parameters and
satisfaction with those changes are well maintained up to
24 months after treatment. While increases in total sleep time
are fairly modest during the initial treatment period, these
gains are typically enhanced at follow-up, with total sleep
time often exceeding 6.5 hours. Although promising, these
data must be interpreted cautiously because less than 50% of
studies report long-term follow-up and, among those that do,
attrition rates increase substantially over time.

The large majority of behavioral and pharmacological
treatment studies have focused on primary insomnia in other-
wise healthy and medication-free patients. Thus, an impor-
tant question is whether the “ndings obtained in these
research studies generalize to patients typically seen in clini-
cal practice, patients who often present with comorbid
medical and psychiatric disorders. Preliminary “ndings from
uncontrolled clinical case series (Chambers & Alexander,
1992; Dashevsky & Kramer, 1998; Jacobs, Benson, &
Friedman, 1996; Morin, Stone et al., 1994) have yielded
promising results suggesting that patients with medical and
psychiatric conditions, or even those using hypnotic medica-
tions can bene“t from behavioral treatment for sleep distur-
bances. Because these studies have a more naturalistic
focus and are not as rigorously controlled as randomized con-
trolled trials, these conclusions are only tentative at this time
(Currie, Wilson, & Pontefract, 2000).

In summary, behavioral treatment produces reliable and
durable sleep improvements in primary insomnia. The major-
ity (70% to 80%) of treated patients bene“t from treatment,
but only a minority become good sleepers and a small pro-
portion of patients do not respond at all to treatment. Behav-
ioral treatment often leads to a greater sense of personal
control over sleep and reduces the need for hypnotic medica-
tions. Behavioral interventions require more time to improve
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sleep patterns relative to drug therapy, but these changes are
fairly durable over time.

Combined Psychological and 
Pharmacological Treatments

Only “ve studies have directly evaluated the combined or
differential effects of behavioral and drug treatment modal-
ities. Three of those studies compared triazolam to relaxation
(McClusky, Milby, Switzer, Williams, & Wooten, 1991;
Milby et al., 1993) or sleep hygiene (Hauri, 1997), one com-
pared estazolam with and without relaxation (Rosen, Lewin,
Goldberg, & Woolfolk, 2000), and the other one (Morin,
Colecchi, Stone, Sood, & Brink, 1999) compared cognitive-
behavior therapy to temazepam. Collectively, these studies in-
dicate that both treatment modalities are effective in the short
term. Drug therapy produces quicker and slightly better
results in the acute phase (“rst week) of treatment, whereas
behavioral and drug therapies are equally effective in the
short-term interval (4 to 8 weeks). Combined interventions
appear to have a slight advantage over a single treatment
modality during the initial course of treatment. Furthermore,
long-term effects have been fairly consistent for the single
treatment modalities but more equivocal for the combined ap-
proach. For instance, sleep improvements are well sustained
after behavioral treatment while those obtained with hypnotic
drugs are quickly lost after discontinuation of the medication.
Combined biobehavioral interventions may yield a slightly
better outcome during initial treatment, but long-term effects
are more equivocal. Studies with short-term follow-ups (
1
month) indicate that a combined intervention (i.e., triazolam
plus relaxation) produces more sustained bene“ts than drug
therapy alone (McClusky et al., 1991; Milby et al., 1993). The
only two investigations with follow-ups exceeding six months
in duration report more variable long-term outcomes among
patients receiving a combined intervention relative to those
treated with behavioral treatment alone (Hauri, 1997; Morin
et al., 1999). Some of these patients retained their initial im-
provements whereas others returned to their baseline values.

Combined biobehavioral treatments should theoretically
optimize outcome by capitalizing on the more immediate and
potent effects of drug therapy and the more sustained effects
of psychological interventions. In practice, however, the
limited evidence is not clear as to whether a combined inter-
vention has an additive or subtractive effect on long-term
outcome (Kendall & Lipman, 1991; Morin, 1996). In light of
the mediating role of psychological factors in chronic insom-
nia, behavioral and attitudinal changes may be essential to
sustain improvements in sleep patterns. When combining
behavioral and drug therapies, patients• attributions of the

initial bene“ts may be critical in determining long-term out-
comes. Attribution of therapeutic bene“ts to the drug alone,
without integration of self-management skills, may place a
person at greater risk for relapse once the drug is discontin-
ued. Also, the literature on state-dependent learning suggests
that self-management skills learned while taking hypnotics
may not generalize after drug discontinuation. Thus, it is not
entirely clear when, how, and for whom it is indicated to
combine behavioral and drug treatments for insomnia.

CONCLUSIONS AND DIRECTIONS FOR
FUTURE RESEARCH

Sleep is a critical component of health and, as such, insomnia
can either be a cause or a consequence of health problems.
Signi“cant advances have been made in the past two decades
in the treatment of insomnia and in our understanding of the
relationships between sleep and psychological and physical
health. Despite these advances, a great deal more research is
still needed to address critical issues regarding the nature,
epidemiology, and treatment of insomnia.

There is a need for more basic studies of psychological
and biological factors that are presumed to contribute to the
etiology of insomnia. For example, the role of cognitive fac-
tors (e.g., intrusive thoughts, faulty beliefs), attention, and in-
formation processing variables needs further investigation to
re“ne and validate our current conceptual model of insomnia.
New assessment technologies (e.g., spectral analysis) should
also be used to gain a better understanding of the etiological
mechanisms and phenomenological experience underlying
insomnia complaints.

Because we know very little about the natural history of
insomnia, longitudinal studies are needed to document the
course, evolution, early precursors, and risk factors of the
disorder. Likewise, since only a small proportion of individu-
als with insomnia actually seek treatment, it is important to
examine help-seeking determinants among this population.
This longitudinal line of research should also evaluate the
long-term consequences of insomnia on psychological (e.g.,
depression) and physical health (e.g., immune function). The
direct and indirect costs associated with insomnia should also
be more fully documented.

Although signi“cant progress has been made in the man-
agement of insomnia, only a small proportion of treated indi-
viduals achieve complete remission. Additional clinical trials
are warranted to examine what parameters could optimize the
outcome of psychological therapies. Research is also needed
to evaluate the effects of single and combined behavioral and
pharmacological treatments for insomnia and to examine
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potential mechanisms of changes mediating short- and long-
term outcomes. Several studies are currently in progress to
evaluate such issues as whether it is preferable to implement
behavioral and pharmacological treatments concurrently or
sequentially, what the optimal treatment dosage is in terms of
frequency, timing, and duration of consultation sessions, and
whether the addition of maintenance therapies enhances
long-term outcome. The ef“cacy of behavioral interventions
in facilitating benzodiazepine discontinuation among long-
term users is also being examined, as is the relative cost-
effectiveness of different methods for treatment delivery
(e.g., brief consultation, group therapy, self-help treatment).

Finally, clinical studies are needed to further validate cur-
rent treatment models for implementation in primary care
medicine. This type of research is essential because the large
majority of individuals with insomnia who seek treatment
do so from their primary care physicians, not from psy-
chologists. The design and dissemination of large-scale
community-based sleep education/prevention programs is
also needed in order to reach a larger number of individuals
with insomnia complaints and, ideally, to prevent the devel-
opment of more severe and persistent forms of insomnia.
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Chronic diseases of the cardiovascular system, which in-
clude coronary heart disease (CHD), high blood pressure,
and stroke, constitute a major public health problem and the
leading cause of death in Western countries (American
Heart Association, 1999). Many physiological, environmen-
tal, and behavioral variables interact in the development of
these disorders. For example, many of the causal agents for
CHD can be modi“ed, relate to habits of living, and are
under the control of the individual. Therefore, coronary
heart disease can be thought of as a disorder that is a result
of the individual•s lifestyle, and it is not surprising that
cardiovascular diseases have been among the most widely
studied topics in health psychology (see for example,
Baum, Gatchel, & Krantz, 1997; Krantz, Grunberg, &
Baum, 1985).

In the United States, CHD continues to be a leading cause
of morbidity and mortality. The Center for Disease Control
(1996) reports one in “ve deaths are attributed to this disease
process with more men than women and more African

Americans than any other group dying from CHD. It is the
leading cause of death for men by the age of 45 and for
women by the age of 65. The speci“cs of the relationship be-
tween gender, race, and CHD will be discussed in greater de-
tail later in the chapter.

A dramatic decline in mortality from CHD has been seen
in the last 40 years. Since 1960, CHD mortality has declined
2% a year in this country. Both lifestyle changes, including
diet and exercise, and improvements in the management of
the disease medically, such as drug treatment and technology,
are responsible for this decline. The epidemiologic literature
estimates that greater than half (54%) of the decline between
1960 and 1985 is attributed to lifestyle changes, speci“cally
reductions in cholesterol intake and levels (30%) and cessa-
tion of cigarette smoking (24%) (Goldman & Cook, 1984,
1988). The WHO-Monica study (Tunstall-Pedoe, 2000) ex-
amined mortality from CHD in diverse populations and
found declines attributed both to secondary prevention and
advances in treatment, supporting the important link between
lifestyle and risk of developing CHD.

This chapter provides a selective overview of behavioral
science contributions to understanding the etiology and treat-
ment of two of the major cardiovascular disorders, coronary
heart disease and essential hypertension. For comprehensive
reviews of various aspects of this vast literature, see Allan
and Scheidt (1996), Ockene and Ockene (1992), Rozanski,
Blumenthal, and Kaplan (1999), Shumaker and Czajkowski
(1994), Dubbert (1995), and Julius and Bassett (1987).

The opinions and the assertions contained herein are those of the
authors and are not to be construed as those of USUHS, the U.S.
Department of Defense, or the NIH. Preparation of this chapter was
supported by grants from the NIH (HL47337) and USUHS
(G172CK). Portions of this chapters were adapted from •Cardiovas-
cular DisordersŽ in D. S. Krantz and N. R. Lundgren, Comprehen-
sive Clinical Psychology. Alan S. Bellack and Michel Hersen, eds.
New York: Pergamon, 1998.
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CORONARY HEART DISEASE

Coronary heart disease, also called coronary artery or is-
chemic heart disease, is a condition that develops when the
coronary arteries supplying blood to the cardiac, or myocar-
dial, tissue become narrowed with fatty plaque deposits, a
process called atherosclerosis. Myocardial ischemia, an inad-
equate supply of blood to the cardiac tissue, results from this
coronary artery narrowing and many times is accompanied
by chest pain called angina pectoris. Myocardial infarction
(death of cardiac tissue), commonly called a heart attack, oc-
curs when the supply of blood ”ow is stopped due to a com-
plete blockage of the artery from unstable plaque or ischemia
that is severe or prolonged. With ischemia and/or infarction,
the electrical system of the heart is predisposed to distur-
bances that can develop into irregular cardiac rhythms, called
arrhythmias. Many of these arrhythmias are life-threatening
and can cause sudden cardiac death.

Risk Factors for CHD

Coronary heart disease results from many interacting causal
factors. Studies, like the Framingham Heart Study (Wilson
et al., 1998) show the major risk factors for CHD are additive
in predictive power. The risk of an individual can be deter-
mined by totaling the risk imparted by each of the major risk
factors. Many of these risk factors overlap making CHD a
multifactorial disease. The most widely accepted risk factors
include high blood pressure, cigarette smoking, increasing
age, gender issues, family history, diabetes mellitus, seden-
tary lifestyle, obesity, stress, personality, and abnormal cho-
lesterol levels.

Certain risk factors are nonmodi“able. These include age,
gender, and family history. With aging, risk of developing
CHD increases. Nearly half of all coronary victims are over
the age of 65. Women develop heart disease at a later age,
generally 10 years after men. This is thought to be due to
the cardioprotective nature of estrogen before menopause
(Saliba, 2000). A positive family history of CHD poses a
signi“cant risk factor for the development of heart disease in-
dependent of other risk factors. Studies have shown that a
family history of CHD particularly creates risk for females
and for early onset heart disease (Dzau, 1994; Pohjola-
Sintonen, Rissaness, Liskola, & Luomanmaki, 1998). Indi-
viduals with various nonmodi“able risk factors such as
family history can still decrease their risk by altering other
risk factors that are modi“able.

Cigarette smoking, obesity, sedentary lifestyle, high blood
pressure, diabetes, and elevated cholesterol levels can be

modi“ed„or at least controlled„through medication or be-
havioral changes, thereby decreasing CHD risk. For exam-
ple, the Nurse•s Health Study (Stampfer, Hu, Manson, Rimm,
& Willett, 2000) showed that those individuals who smoked
greater than 15 cigarettes a day were at the greatest risk for
the development of CHD but, even those who smoked 1 to 14
cigarettes a day tripled their risk over those who did not
smoke. There is a direct dose-response relationship of CHD
and smoking and a large number of case-controlled and ob-
servational studies demonstrate that cigarette smoking dou-
bles the incidence of CHD and increases mortality by 70%
(Hennekens, 1998). Although high cholesterol level can be
inherited, it is also to some extent related to diet and can be
modi“ed. There are several components to blood cholesterol
that can be measured including  elevated total cholesterol
level, elevated low-density lipoprotein cholesterol (LDL),
and low high-density lipoprotein (HDL) (Grundy, Pasternak,
Greenland, Smith, & Fuster, 1999). Evidence suggests that
the ratio of total cholesterol to HDL cholesterol provides the
best measure of CHD risk (NCEP, 1993), and a 1% decrease
in total cholesterol level is shown to produce a 2% to 3% de-
creased risk of CHD (La Rosa et al., 1990). Hypertension,
diabetes mellitus, and obesity are also often genetically in”u-
enced but, like cholesterol levels, can be controlled with
lifestyle changes and/or medication. Studies including the
Nurse•s Health Study (Hu et al., 1997) and the Framingham
Heart Study (Wilson, 1994) show a two to threefold risk of
CHD in the obese over a healthy weight population. Obesity
and lack of physical activity worsen other factors including
hypertension, high cholesterol, and diabetes (Hennekens,
1998).

Despite the aforementioned evidence, controversy re-
mains regarding the importance of some of the standard risk
factors and the role diet and exercise play in the development
of coronary disease. Additionally, there are new “ndings
suggesting that additional risk factors may be important. For
example, an increased risk of CHD has been associated with
elevated plasma homocysteine levels (Malinow, Bostrum, &
Krauss, 1999). The most widely accepted CHD risk factors
continue to be smoking, cholesterol levels, and high blood
pressure.

Psychosocial Risk Factors

There is increasing recognition that, in addition to so-called
standard CHD risk factors, additional variables in the behav-
ioral and psychosocial domain may also contribute to the de-
velopment and progression of coronary heart disease and are
important to consider in efforts at treatment. These variables
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Figure 15.1 Episodes of anger and the relative risk of MI. Reprinted with
permission from Mittleman et al. (1995). Circulation, 92, 1720…1725.

include aspects of personality, acute and chronic stress, and
aspects of the social environment.

Acute Stress and Anger

Research has begun to focus on the role that acute stress and
anger may play as triggers for the development of coronary
artery disease (CAD; see Krantz, Kop, Santiago, et al., 1996).
Previous studies have observed that stressful life events, such
as the death of a spouse, often occurred within the 24 hours
preceding death among patients who died suddenly from
coronary disease (e.g., Cottington, Matthews, Talbott, & Kul-
ler, 1980; Myers & Dewar, 1975). Another study of 95,647
individuals followed up for 4 to 5 years showed the highest
relative mortality occurred immediately after bereavement,
with a twofold increase in risk for men and a threefold in-
crease in risk for women (Kaprio, Koskenvuo, & Rita, 1987).

The occurrence of natural disasters and personal traumas
has also been correlated with an increase in cardiac events.
During the Gulf War in 1991, there was a signi“cant increase
in fatal and nonfatal cardiac events among populations living
close to Tel Aviv, where missile attacks were heaviest (Meisel
et al., 1991). During a one-week period following intense
missile attacks (January 17…25, 1991), the number of cases of
acute MI treated in the intensive care unit of a Tel Aviv hos-
pital was signi“cantly greater than those treated the week
prior to the attack and to an index period corresponding to the
same week a year earlier. There was also an increase in
the sudden death rate during January 1991 as compared to the
same period one year earlier. Similarly, the number of sudden
cardiac deaths rose sharply, from a daily average of 4.6 in the
preceding week to 24 on the day a massive earthquake rocked
Los Angeles in 1994 (Leor, Poole, & Kloner, 1996).

Mittleman et al. (1995) compared patients• activities im-
mediately before the occurrence of an MI with their usual
levels of activity to assess the immediate physical and mental
triggers of onset of MI. In the study, patients were inter-
viewed a median of four days post-MI and 2.4% reported an
episode of anger prior to onset of MI. Following these anger
episodes, the risk of MI following further episodes of anger
was more than twice as high (Figure 15.1).

Researchers have studied the effects of acute stressors on
cardiac events in a laboratory setting. Using modeled forms
of stress (e.g., mental arithmetic and speaking tasks) and sen-
sitive imaging techniques, researchers were able to induce
myocardial ischemia in 30% to 60% of patients with CAD
(Krantz, Kop, Santiago, et al., 1996). This mental-stress in-
duced ischemia was observed reliably and frequently in the
laboratory in patients with CAD (e.g., Rozanski et al., 1988),

and was also studied during daily life activities (e.g., Gabbay
et al., 1996; Gullette et al., 1997), using ambulatory monitor-
ing devices in conjunction with structured diaries. Re-
searchers have observed behaviors and/or acute stressors that
trigger these ischemic episodes or other cardiac events (Kop,
1999). For example, Gabbay et al. (1996) studied 63 CAD
patients with evidence of out-of-hospital ischemia by using a
structured diary to assess physical and mental activities and
psychological states while they underwent ambulatory elec-
trocardiographic monitoring for 24 to 48 hours. Ischemia
occurred most often during times of moderately intense phys-
ical and mental activities. The emotional state of anger was
found to be an especially potent ischemic trigger, and heart
rates at onset of ischemia increased with the intensity of
anger experienced.

Several research teams studied the possible physiological
mechanisms by which acute stress may trigger coronary
events. It was found that acute psychological risk factors
may result in impaired dilation of the coronary vessels in coro-
nary patients (Howell et al., 1997), decreases in plasma vol-
ume (Patterson, Gottdiener, Hecht, Vargot, & Krantz, 1993),
and increased platelet activity and blood clotting tendency
(Patterson et al., 1995). These responses may result in an im-
balance between cardiac demand and decreased coronary
blood supply and may lead to cardiac ischemia (Kop, 1999).

Finally, acute psychological factors may also elicit electri-
cal instability of the myocardium and cause life-threatening
arrhythmias (Verrier & Mittleman, 1996). Lown (1987)
proposed that ventricular arrhythmias occur in presence of
three factors: myocardial electrical instability, an acute
triggering event (frequently related to mental stress), and a
chronic and intense psychological state. Although there is ac-
cumulating evidence that psychological factors can trigger
malignant arrhythmias (Lampert, Jain, Burg, Batsford, &

[Image not available in this electronic edition.]



342 Coronary Heart Disease and Hypertension

McPherson, 2000), some studies have shown no evidence
linking occurrence of arrhythmias with psychological factors.
For example, the Cardiac Arrhythmia Pilot Study assessed
various questionnaire-assessed psychological variables for
353 patients over a year and found no relationship to rates of
increased ventricular premature contractions (Follick et al.,
1990).

Chronic Stress

In addition to the effects of acute or short-term stressors,
the possible pathophysiologic effects of chronic stressors
were studied in conjunction with CHD risk. Among the more
widely studied variables are occupational stress, low social
support, and low SES.

Occupational Stress. Work-related stress is the most
widely studied form of chronic stress. Research has sought
to elicit which occupations are most stressful and which char-
acteristics of particular occupations lead to an increased
likelihood of developing CAD (Karasek & Theorell, 1990).
Several factors were determined to contribute to the amount
of stress one experiences on the job. The psychological de-
mands of the job refer to stresses that interfere or tax a worker
and make him or her unable to perform at optimal levels.
Level of job autonomy or control refers to the ability of the
person to in”uence his or her working conditions, including
the nature, speed, and conditions of the work. Job satisfaction
includes how many of the worker•s needs are met and the
level of grati“cation attained from the overall work experi-
ence (Wells, 1985).

Karasek and colleagues (e.g., Karasek & Theorell, 1990)
proposed a job demand/control hypothesis in which occupa-
tions with high work demands combined with few opportuni-
ties to control the work or make decisions (low decision
latitudes) are associated with increased coronary disease risk.
One prospective study of 1,928 male workers followed for
6 years showed a fourfold increase in risk of cardiovascular
system-related death associated with job strain (Karasek,
Baker, Marxer, Ahlbom, & Theorell, 1981). Subsequent stud-
ies replicated these “ndings supporting a link between job
strain and CAD risk (Theorell et al., 1998) while others found
negative relationships between measured job strain and out-
comes in cardiac patients (Hlatky et al., 1995). These nega-
tive “ndings may be in part due to the population tested,
most of whom (including the controls) were symptomatic, so
job strain may have been obscured in such a population
(Pickering, 1996).

Other models linking occupational stress to CAD devel-
opment have been formulated. One such model proposes that

work stress is the result of an imbalance between high work
demand and low reward (Siegrist, Peter, Junge, Cremer, &
Seidel, 1990). This demand-reward imbalance was associ-
ated with a 2.15-fold increase in risk for the development of
new CAD. This same study, which included 6,895 working
men and 3,413 working women aged 35 to 55 years, showed
a nearly twofold increase in new CAD cases as a result of low
job control (Bosma, Peter, Siegrist, & Marmot, 1998). Peter
and Siegrist (2000) found odds-ratios ranging from 1.2 to 5.0
with respect to job strain and CAD, and odds-ratios from 1.5
to 6.1 with respect to effort-reward imbalance. These associ-
ations cannot be explained by behavioral or biomedical risk
factors, nor by physical and chemical work hazards. Rather
they de“ne new, independent occupational risk conditions.
This and other new models comparing work stress and subse-
quent CAD development have been largely positive, suggest-
ing a strong causal relationship between occupational stress
and the development of CAD.

Low Levels of Social Support/Isolation/Low SES.
Certain chronic aspects of the social environment, including
isolation, low social support, and lack of economic and social
resources, can increase an individual•s risk of developing
CAD (Shumaker et al., 1994). Social support refers to the in-
strumental (i.e., tangible), informational, and emotional sup-
port obtained from a person•s social ties and community
(Cohen & Wills, 1985). In early studies, so-called •social net-
worksŽ were measured quantitatively by assessing factors
such as the extent of one•s participation in group and organi-
zational activities or the number of family members or
friends present (Rozanski et al., 1999). Some researchers
evaluated the role of living arrangements (alone, married,
marital disruption), while others focused on instrumental
support such as access to community services and activities.
It was shown that a small social network confers a two- to
threefold increase in the likelihood of developing CAD over
time. It is also imperative to look at the qualitative nature of
social support (i.e., amount of perceived emotional support).
Low levels of perceived emotional support were shown to
confer greater than a threefold increase in the risk of
future cardiac events (Blazer, 1982). Furthermore, Berkman,
Leo-Summers, and Horwitz (1992) showed a threefold in-
crease in future cardiac events in post-MI patients who re-
ported low levels of emotional support, while R. Williams et
al. (1992) observed a threefold increase in mortality over a
“ve-year period among CAD patients who were unmarried or
had no major con“dant in their life.

Other evidence also supports the positive association be-
tween social factors and the development of CAD. Cultural
and familial support are critical aspects on one•s overall
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social support. One study of 3,809 Japanese Americans living
in California classi“ed subjects according to the degree to
which they retained their traditional Japanese values and cul-
ture (Marmot & Syme, 1976). The group with the highest
level of cultural retention were found to develop the same
amount of CAD as observed in Japan, while the most accul-
turated group had a three- to “vefold increase in CAD preva-
lence. Major CAD risk factors were not able to account for
these differences. In 1992, Egolf, Lasker, Wolf, and Potvin
published their “ndings of a 50-year comparison of CAD
mortality rates in Roseto, Pennsylvania, and a neighboring
town. Initially Roseto was a homogeneous community of
three-generation households with lower incidence levels of
CAD than the neighboring town despite shared medical re-
sources. Over time, Roseto•s homogeneous social structure
disappeared while its incidence of CAD increased.

Within industrialized societies, cardiac morbidity and
mortality are inversely related to socioeconomic status (SES)
with disease rates highest among the poorest individuals.
Initially, it was assumed that this disparity was due to differ-
ences in medical care and standard risk factors such as smok-
ing and high blood pressure, but evidence shows these
are only partly to blame (Luepker et al., 1993). This relation-
ship between cardiac outcome and socioeconomic status is
observable whether measured by education, income, or
occupation. One study (Ruberman, Weinblatt, Goldberg, &
Chaudhary, 1984) found that low-SES men were more likely
to experience isolation and life stress. These men were also
found to have a mortality rate twice as high as their more ed-
ucated counterparts. It was also found that low SES is associ-
ated with increased levels of high-risk behaviors (Winkleby,
Fortmann, & Barrett, 1990) and psychosocial risk factors
(Barefoot et al., 1991).

The reasons for the differences between SES groups in
CAD development are complex and need to be studied
more extensively. Some studies have suggested that there
may be a fetal origin to the development of CAD. These
studies have hypothesized that individuals with a low birth
weight have a tendency later in life to respond adversely to
CAD risk factors, thus putting them at higher risk for de-
veloping the disease. Since babies born into low SES fami-
lies are more prone to lower birth weights relative to their
higher SES peers, it is possible that the adverse effects of
low SES on the development of CAD begin at a very early
age and are cumulative throughout life (Eriksson et al.,
1999). Since the disparity between different SES groups is
high with regard to risk of CAD development, it remains a
major public health challenge to bring mortality rates of
lower SES groups down to the level of their higher SES
peers.

Gender and Race

Coronary artery disease remains the leading cause of death in
the United States. This relationship remains among men and
women and among both Caucasians and African Americans.
Moreover, African Americans are at an increased risk of de-
veloping premature CAD, and the proportion of African
Americans that die from CAD is at least as large as their Cau-
casian counterparts (American Heart Association, 1997).
Among women, the onset of disease is usually later (post-
menopause), but once CAD develops the case-fatality rate is
higher than for men (Douglas, 1997). While both of these
groups make up a large portion of the population suffering
from cardiovascular disease, research and treatment has
historically catered to the needs of Caucasian males. The psy-
chosocial risk factors that affect minorities and women is dis-
cussed in this section.

It was once thought that women were spared from devel-
oping CAD, atherosclerosis, and other cardiovascular disor-
ders relative to their male counterparts. Although studies have
shown that while most premenopausal women are somewhat
protected from developing CAD, postmenopausal women de-
velop the disease at a much faster rate, with the overall
incidence curve for women lagging about 10 years behind that
for males (Higgins & Thom, 1993). The majority of this pro-
tective effect has been attributed to estrogen. In fact, the
provision of estrogen replacement to initially healthy post-
menopausal women has been associated with a signi“cant
reduction in the risk of CAD development (Manson, 1994).
However, since CAD and atherosclerosis develop over
decades, it is likely that clinical events occurring in post-
menopausal women have their origins in the premenopausal
years. This hypothesis is supported by a study that found
extensive atherosclerosis in many premenopausal women
(Sutton-Tyrrell et al., 1998).Another possibility is that women
with ovarian abnormalities or failure have reduced amounts of
endogenous estrogen, leaving them more susceptible to CAD
development in later years (Rozanski et al., 1999).

In addition to possible gender differences in CAD
pathophysiology, women also are less likely to get revascu-
larization procedures and cardiac catheterizations while hos-
pitalized, and also are prescribed fewer standard cardiac
medications such as beta-blockers and nitroglycerin (Stone
et al., 1996). Historically, CAD has been less studied in
women, leaving physicians with fewer diagnostic strategies
and treatment criteria for properly treating women. Another
possibility is that there are either subtle or overt gender biases
that drive the differences in care between men and women.
For example, physicians may be in”uenced by stereotypes
of gender behavior, which could have a profound effect on
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their decision making, diagnosis, and treatment of CAD
(American Medical Association, 1991).

In addition to standard risk factors, psychosocial factors
also contribute extensively to a woman•s risk of developing
CAD. The Framingham Heart Study longitudinally followed
participants for 20 years and assessed CAD risk factors spe-
ci“c to women. After controlling for standard biological risk
factors, the researchers found that among all women tension
and infrequent vacations (once every six years or less) were
independent predictors of coronary death. Among homemak-
ers (the group most likely to be effected by psychosocial risk
factors), loneliness, infrequent vacations, and the belief that
one is more prone to heart disease were all predictors of the
development of heart disease. The researchers argue that
these “ndings re”ect a coronary-prone situation in which
women may feel isolated and lacking control, rather than
a coronary-prone personality as is often believed (Eaker,
Pinsky, & Castelli, 1992).

Similarly, there are also disparities in the treatment and
care of African American cardiac patients in comparison to
their Caucasian counterparts. Oberman and Cutter (1984)
found that African American patients were less likely to un-
dergo cardiac catheterization or bypass surgery than Cau-
casian patients, while Haywood (1984) found that African
Americans enrolled in a beta-blocker trial had higher long-
term mortality rates than Caucasians. These studies were
notable because the investigators were able to control for dis-
ease burden in their analyses, thus refuting the idea that racial
cardiac care differences could be largely attributed to differ-
ences in disease severity. However, a more recent study
found that the lower number of cardiac catheterizations
among African Americans was a re”ection of overuse in the
Caucasian population (Ferguson, Adams, & Weinberger,
1998). Another study, which controlled for the •appropriate-
nessŽ of surgery, demonstrated that racial disparities in
CABG rates are independent of available clinical factors
(Laouri et al., 1997). One possible reason for these disparities
may be the difference in anatomic manifestations of coronary
disease between African Americans and Caucasians. It is
known that the prevalence of cardiac risk factors (diabetes,
hypertension, etc.) and the clustering of several risk factors
for a single patient are higher in African American patients,
yet despite this higher risk pro“le, they are diagnosed with
less extensive diseases at time of catheterization (Peniston,
Lu, Papademetriou, & Fletcher, 2000). Furthermore, these re-
searchers also found that African Americans were less likely
to be treated with beta-blockers at the time of catheterization.
If this trend were to persist on a long-term basis, African
Americans would be more likely to have negative prognoses
in the future.

Socioeconomic status may also contribute to cardiac treat-
ment and outcome. An important study by Wenneker and
Epstein (1989) used zip codes to provide an estimate of indi-
vidual income. After controlling for income in this way and
for other clinical and demographic variables, they found that
African Americans still received signi“cantly fewer cardiac
catheterizations and CABG surgeries. Another study in New
York state that also used zip code-based income estimates
found race to independently predict use of catheterization
and CABG (Hannan, Kilburn, O•Donnell, Lukacik, &
Shields, 1991). Geography and/or distance from the hospital
may also play a role in coronary care disparity among African
Americans and Caucasians. While Taylor, Meyers, Morse,
and Pearson (1997) found that controlling for distance to the
hospital did little to negate racial differences in procedure
rates, others studies showed opposing results (Blustein &
Weitzman, 1995; Goldberg, Hartz, Jacobsen, Krakauer, &
Rimm, 1992). Goldberg et al. also found that extent of
disparity in CABG use among different races varied geo-
graphically, with the greatest disparity in the rural southeast.
Differences in health insurance status may also contribute to
African American/Caucasian differences in cardiac care.
Studies in Massachusetts, New York state, and Los Angeles
County all controlled for insurance status still found race dif-
ferences in cardiac procedures to persist (Carlisle, Leake, &
Shapiro, 1997; Hannan et al., 1991; Wenneker et al., 1989).
Two large studies of the Veterans Administration hospital
system, which provides nearly identical coverage to all eligible
veterans, found that racial differences still existed (Peterson,
Wright, Daley, & Thibault, 1994; Whittle, Conigliaro, Good, &
Lofgren, 1993). It should be noted that other studies have
found little evidence of race differences based on health insur-
ance status (Daumit, Hermann, Coresh, & Powe, 1999; Taylor
et al., 1997).

Also among the psychological variables currently being
studied is the in”uence of patient preferences and physician
decision making. One study found a strong trend toward an
independent association between race and likelihood of un-
dergoing cardiac catheterization (Schecter et al., 1996).
Whittle, Conigliaro, Good, and Joswiak (1997) found that
52% of African Americans would accept their physician•s
recommendation for PTCA (percutaneous transluminal coro-
nary angiography) while 70% of Caucasians would accept
the decision. The reasons behind these disparities are surely
multifaceted and may include trust in the medical system and
cultural/religious beliefs (Sheifer, Escarce, & Schulman,
2000). Physician decision making also appears to play a role
in race differences in cardiac care, with conscious or subcon-
scious racial biases possibly in”uencing the decision-making
process (Thomson, 1997). Schulman et al. (1999) assessed
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physician management of hypothetical patients with chest
pain. Physicians were given six experimental factors
(race, gender, age, type of chest pain, coronary risk factors,
and thallium stress test results) and asked whether they rec-
ommend a cardiac catheterization for each patient. The in-
vestigators found race was an independent predictor of
catheterization referral. A physician•s subconscious bias may
cause this disparity, thus it is important to train physicians on
issues such as racial stereotypes and how they effect diag-
noses and referrals.

Summary

There is evidence that both acute and chronic stress may ei-
ther promote the development of or trigger CHD events. Key
chronic risk factors include job strain, low social support, and
lack of economic resources (i.e., low socioeconomic status).
Recent evidence also suggests that anger is an emotion that
may potentially trigger cardiac events such as myocardial in-
farction and ischemia. Two other very important variables,
race and gender, have gained much attention as data mounts
that both may play complex roles in the development of car-
diac disease.

Individual Characteristics as CAD Risk Factors

In addition to environmental and social variables, several
speci“c individual behavioral traits have been studied as pos-
sible CHD risk factors. These include hostility and Type A
behavior, and depression and related traits.

Type A Behavior: Current Status

In 1959, cardiologists Friedman and Rosenman identi“ed a
•coronary-proneŽ personality type characterized by hostility,
an overly competitive drive, impatience, and vigorous speech
characteristics. They termed this Type A behavior pattern (as
opposed to Type B, a behavior pattern with a relatively easy-
going style of coping). Friedman and Rosenman (1974) de-
veloped a structured interview to measure Type A behavior
based on observable behaviors and the manner in which
subjects responded to questions. This objective interview
showed a stronger relationship to risk of developing coronary
disease as opposed to previously used scales which relied
heavily on a subjects• self-report of their own behavior
(Matthews & Haynes, 1986).

Interest in Type A behavior accelerated after the Western
Collaborative Group Study (WCGS), which tracked over
3,000 men for 8.5 years (Rosenman et al., 1975). The re-
searchers found that Type A behavior was associated with a

twofold increased risk of developing CAD and a “vefold in-
creased risk of recurrent MI. In the 1980 Framingham Heart
Study, Haynes, Feinleib, and Kannel (1980) found Type A be-
havior to be a predictor of coronary disease among men in
white collar occupations and in women working outside of
the home.

Since the 1980s, however, most studies have not been able
to verify a relationship between Type A behavior and CAD
risk. The Multiple Risk Factor Intervention Trial (MRFIT)
was primarily designed to assess whether interventions to
modify coronary risk factors such as high cholesterol levels,
smoking, and high blood pressure in high-risk men would
reduce the likelihood of coronary disease in these individu-
als. Type A behavior was measured in over 3,000 of the
participants who were then followed for seven years. The re-
searchers found no relationships between the behavior pat-
tern and incidence of a “rst heart attack (Shekelle, Hulley, &
Neaton, 1985), which has clearly cast doubt on the validity of
initial studies that found positive relationship between Type
A behavior and coronary disease. Many researchers now be-
lieve that not all components of Type A behavior are patho-
genic, but rather speci“c personality traits such as hostility
and anger may be associated with coronary disease.

Anger and Hostility

Research suggests that hostility and anger, which are both
major components of Type A behavior that have been fre-
quently correlated with coronary disease risk. A reanalysis of
data from the WCGS described earlier showed that •potential
for hostility,Ž vigorous speech, and reports of frequent
anger and irritation were the strongest predictors of coronary
disease (Matthews, Glass, Rosenman, & Bortner, 1977).
Likewise, the MRFIT study, which did not “nd that Type A
behavior was predictive of coronary disease, found an associ-
ation of hostility with coronary disease risk (Dembroski,
MacDougall, Costa, & Grandits, 1989).

Hostility is a broad concept that encompasses traits such as
anger (an emotion), and cynicism and mistrust (attitudes). It is
also important to note the difference between the experience
of hostility, a subjective process including angry feelings or
cynical thoughts, and the expression of hostility, a more ob-
servable component which includes acts of verbal or physical
aggression (Siegman, 1994). These overt, expressive aspects
of hostility have generally been found to have a greater corre-
lation with coronary heart disease, including con“rmed my-
ocardial infarction (Miller, Smith, Turner, Guijarro, & Hallet,
1996) even after controlling for other risk factors.

The Cook and Medley Hostility Inventory (Cook &
Medley, 1954), which measures hostile attitudes such as
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cynicism and mistrust of others, was shown to be related to
occurrence of coronary disease (Barefoot & Lipkus, 1994).
One study involved a 25-year follow-up of physicians who
completed the Minnesota Multiphasic Personality Inventory
(MMPI; a precursor to the Cook-Medley scale) while in med-
ical school. High scores on the MMPI predicted incidence of
coronary disease and mortality from all causes, independent
of smoking, age, high blood pressure, and other risk factors
(Barefoot, Dahlstrom, & Williams, 1983). Another study has
shown evidence that low hostility scores are associated with
decreased death rates during a 20-year follow-up of nearly
1,900 subjects in the Western Electric Study (Shekelle, Gale,
Ostfeld, & Paul, 1983). Later research indicated that hostility
scores on the Cook-Medley are higher among certain groups,
particularly men and non-Caucasians in the United States, and
are positively correlated to smoking prevalence (Siegler,
1994). These “ndings make it possible to hypothesize that
hostility may account for some of the gender and socioeco-
nomic differences in mortality rates from cardiovascular dis-
eases (Stoney & Engebretson, 1994).

Presence of the emotional trait of anger has also been stud-
ied as a possible risk factor for coronary disease. One study used
various scales tailored speci“cally to anger traits and found
a signi“cant gradient between anger levels and the frequency
of subsequent cardiac events (Kawachi, Sparrow, Spiro,
Vokonas, & Weiss, 1996). More recently, researchers studied
nearly 13,000 individuals (including African American and
Caucasian individuals of either gender) and measured anger
using the Speilberger Trait Anger Scale. Each individual was
classi“ed as either having high, middle, or low anger traits,
with high scorers tending to be slightly younger males. Indi-
viduals who were the most anger-prone were 2.7 times more
likely to have MI than those with the lowest anger ratings
(J. Williams et al., 2000).

Clinical and Subclinical Depression

Approximately one in “ve cardiac patients can be diagnosed
with the signs and symptoms of clinical depression. Depres-
sive symptoms (not limited to major depression) following
MI has been associated with a three- to fourfold increase
in risk of cardiac mortality (Frasure-Smith, Lesperance, &
Talajic, 1993). These and other “ndings have enabled the
medical community to label depression as the most prevalent
and epidemiologically relevant psychosocial risk factor for
cardiovascular disease (Wulsin, Vaillant, & Wells, 1999).

Clinical depression can be diagnosed if a patient experiences
sadness or loss of interest or pleasure in most usual activities
that often interferes with his or her personal, occupational, or
social activities. Other symptoms such as sleep dif“culties, loss
of appetite or weight, fatigue, and thoughts of suicide or death

are often present as well (APA, 1994). Depression that coexists
with cardiac disease is often hard to diagnose, for patients often
attribute their symptoms, such as fatigue and other unexplained
somatic symptoms, to their heart disease. Also, cardiac patients
often replace typical symptoms such as sadness and guilt with
less typical symptoms such as irritability and anxiety (Fava,
Abraham, Pava, Shuster, & Rosenbaum, 1996). In addition,
studies suggest that symptoms that fall short of frank clinical
depression may also confer increased risk of poor outcomes in
CAD patients (Anda et al., 1993; Hans, Carney, Freedland, &
Skala, 1996; Schliefer, Macari-Hinson, & Coyle, 1989).

The presence of a major depressive episode in coronary
patients is associated with poor psychosocial rehabilitation
and increased medical morbidity (Carney, Freedland, Rich, &
Jaffe, 1995). Several studies have followed the clinical course
of depressed versus nondepressed cardiac patients and
have found an increase in events and lower mortality rates
associated with depression. Frasure-Smith et al. (1993)
prospectively followed 222 post-MI patients and found that a
diagnosis of major depression has a strong association with
mortality in the six months following hospital discharge. An-
other study followed patients for one year and found diagno-
sis of major depressive disorder at the time of angiography to
be the best predictor of a signi“cant cardiac event, including
such things as death, reinfarction, and bypass (Carney et al.,
1987). Schleifer, Keller, Bond, Cohen, and Stein (1989) found
that depressed patients had higher rates of rehospitalization
and reinfarction than their nondepressed peers. More recently,
two studies reported that initially healthy populations who
begin to experience a major depressive episode (Pratt et al.,
1996) or worsening of depressive symptoms (Wassertheil-
Smoller et al., 1996) are more likely to develop cardiac events
in the future. A similar set of studies (e.g., Appels, 1990; Kop,
Appels, Mendes de Leon, de Swart, & Bar, 1994) suggested
that symptoms of exhaustion or fatigue, even in the absence of
other clinical symptoms or depressive affect, are predictive of
subsequent development or worsening of cardiovascular
events or symptoms. This concept of a fatigue syndrome has
been termed •vital exhaustionŽ(Appels, 1990) and its predic-
tive value cannot be explained by the effects of illness on
mood or energy level (Kop et al., 1994).

There are several mechanisms that may explain the
link between depression and mortality in coronary patients.
Carney, Freedland, et al. (1995) suggest that depressed car-
diac patients are less likely to comply with medical therapeu-
tic and exercise regimens. Amick and Ockene (1994) believe
that a lack of compliance can often be attributed to an
unsupportive social network. Others attributed depression in
cardiac patients to the use of beta-blockers. However, over
the “rst 30 months of the Beta-Blocker Heart Attack Trial, no
difference was found between placebo and treatment groups
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in the percentage of patients who reported depressive
episodes (Davis, Furberg, & Williams, 1987). Perhaps the
most promising avenue of research has linked depression to
reduced heart rate variability (a measure of cardiac auto-
nomic function, speci“cally vagal tone in this instance)
which is known to be a risk factor for sudden cardiac death

(Carney, Saunders, et al., 1995). Research on mechanisms
linking clinical depression to increased cardiac morbidity and
mortality is ongoing and promises to be a fruitful area for fur-
ther exploration. Rozanski et al. (1999) summarized many of
the most important studies linking coronary artery disease
and depression (see Table 15.1).

TABLE 15.1 Studies of Depression and Coronary Artery Disease

Study No. of Subjects F/U, y Scales End Points Statistical Results

Healthy subjects
Anda et al., 1993 2832 12.4 SS of generalized CD, non-fatal IHD RR for depressive sx � 1.5

well-being (1.0…2.3)
schedule

RR for severe
hopelessness � 2.1
(1.1…3.9)

Arooma et al., 1994 5355 6.6 SS of GHQ MI RR for depressive sx � 3.5
(1.8…6.8)

SS of PSE MI, CHF, CVA,

Vogt et al., 1994 2573 15 Investigator-tailored ACM P � NS for depressive sx
scale

Everson et al., 1996 2428 6 SS of MMPI CD; ACM RR for severe
hopelessness � 2.3
(1.1…3.9)

Hopelessness scale RR for moderate
hopelessness � 1.6
(1.0…2.5)

Wassertheil-Smoller et al., 1996 4736 4.5 CES-D scale ACM, CD, MI; CVA P � NS for baseline
depressive sx

RR for increasing depressive
sx � 1.3 (1.2…1.4)

Pratt et al., 1996 1551 13 DIS MI RR for MDE � 4.5 (1.7…12.4)
RR for dysphoria � 2.1

(1.2…3.7)

Barefoot et al., 1996 730 OBD SS of MMPI CD; MI RR for depressive sx � 1.7
(1.2…2.3) (for MI)*

Ford et al., 1998 1190 37 Tailored scale MI RR for depressive sx � 2.1
(1.2…4.1)

Known disease
Kennedy et al., 1987 88 pts; syncope or arrhythmia 1.5 Tailored scale CD P � 0.01 for depressive sx
Carney et al., 1988 52; CAD on cath 1.0 DIS CD, MI, PTCA; CABG RR for MDE � 2.5, P < 0.02•

Ahern et al., 1990 502, s/p MI and arrhythmia 1.0 BDI ACM; CD P < 0.05 for depressive sx
Frasure-Smith et al., 1995 222, s/p MI 1.5 DIS; BDI CD RR for MDE � 3.6 (1.3…10.1)

RR for depressive sx � 7.8
(2.4…25.3)

Barefoot et al., 1996 1250; s/p MI 15.2 Zung Self-Rating CD P � 0.002 for depressive sx
Depression scale

Denoillet et al., 1998 87; s/p MI & EF 
 50% 7.9 Million Behavioral CD; MI RR for depressive sx � 4.3
Health Inventory (1.4…13.3)
and BDI

Hermann et al., 1998 273, cardiopulmonary 1.9 HADS ACM RR for depressive sx � 2.6
(1.1…6.3)

Frasure-Smith et al., 1999 896, s/p MI 1.0 BDI CD RR for depressive sx � 3.2
(1.7…6.3)

F/U indicates follow-up; RR, risk ratio; pts, patients; cath, catheterization; s/p, status post; MI, myocardial infarction; EF, ejection fraction; SS, subscale; GHQ,
General Health Questionnaire; PSE, Present State Examination; MMPI � Minnesota Multiphasic Personality Inventory; CES-D, Center for Epidemiological
Studies…Depression; DIS, Mental Health Diagnostic Interview Schedule (DSM-III diagnosis of depression); OBD, obvious depression; BDI, Beck Diagnostic In-
terview (measures depressive symptoms); HADS, Hospital Anxiety and Depression Scale; CD, cardiac death; IHD, ischemic heart disease; CHF, congestive
heart failure; CVA, cerebrovascular accident; ACM, all-cause mortality; Sx, symptom; and MDE, major depression episode.
*RR for cardiac death � 1.62, P < 0.03; •no CI reported.
Source: Reprinted with permission from Rozanski et al. (1999). Circulation, 99, 2192…2217.
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Stress Reactivity

It was proposed that acute and chronic stress may lead to car-
diac pathology via neural, endocrine, and cardiovascular path-
ways (Krantz, Kop, Gabbay, et al., 1996). Research has long
shown that individuals physiologically respond differently to
stress and that these responses (termed reactivity) to emotional
stress may play a role in the development of cardiovascular dis-
eases and/or high blood pressure (see Krantz & Manuck, 1984;
Manuck, 1994). Reactivity is measured by assessing the car-
diovascular and/or hormonal changes in response to stress as
compared to resting levels of physiological variables. Individ-
uals vary greatly in the magnitude of physiological responses
to stress, with some people (•hot reactorsŽ)demonstrating siz-
able increases in response to challenging tasks, while others
show little or no changes from resting levels. For example,
some evidence indicates that behaviors associated with hostile
Type A individuals are accompanied by similar kinds of car-
diovascular and neuroendocrine responses thought to link psy-
chosocial stress to cardiovascular disease (Contrada & Krantz,
1988; Krantz & Durel, 1983; Matthews, 1982). Researchers
have explored the possibility that excessive reactivity to stress
may itself be a risk factor or marker of risk for coronary dis-
ease. One study followed initially healthy men for 23 years and
found the magnitude of their diastolic blood pressure reactions
to a cold pressor test (immersing the hand in cold water) pre-
dicted later heart disease to a greater degree than standard risk
factors assessed in the study (Keys et al., 1971). However, a
later study (Coresh, Klag, Mead, Liang, & Whelton, 1992)
failed to replicate these results. More recently, we observed
that, among cardiac patients, high diastolic blood responders to
stress were more likely to suffer cardiac events over a 3.5 year
follow-up period (Krantz et al., 1999).

Treatment of Coronary Heart Disease

Medical and surgical treatment for coronary heart disease has
made great strides in the past 30 years. Among the major de-
velopments include a variety of effective cardiac medications
and procedures (e.g., coronary angioplasty). Nevertheless,
evidence suggests that behavioral interventions can further
improve medical and psychological outcomes in CAD. In
this section, we review medical and surgical management ap-
proaches, followed by a discussion of behavioral and lifestyle
treatments.

Medical and Surgical Treatment

Current guidelines for medical treatment of CHD include
aspirin, which reduces clotting of platelets in the arteries,

beta-blockers and calcium channel blockers, which act to re-
duce ischemia and may help to prevent myocardial infarction
and sudden death, long acting nitrates, to dilate arteries in
order to reduce angina, and lipid lowering drugs, which lower
dangerous cholesterol levels. A now common medical proce-
dure aimed to open up blocked coronary arteries, percuta-
neous transluminal coronary angiography (PTCA), involves
threading a catheter-borne balloon up to the heart via the
groin. The balloon is in”ated at the site of blockage. By the
same method, stents (coiled wires that provide structural sup-
port to an artery) are placed at the blockages or rotating
blades break up plaque. The surgical treatment for CHD is
coronary artery bypass graphing (CABG), during which the
heart is revascularized by bypassing diseased arteries with
veins from the leg or with an artery from the chest. Studies
like the Veteran•s Administration Cooperative Study (VA
Study), the Coronary Artery Surgery Study (CASS), and the
European Coronary Surgery Study (ECSS) compared the ef-
“cacy of these treatments and found that for patients that
have three or more vessels or the important left main vessel
diseased have a greater 10-year survival if surgically treated
with CABG. Those patients without left main coronary in-
volvement and less than three vessels diseased show no dif-
ference in prognosis between medical and surgical therapy,
although surgery provides more symptom relief and better
quality of life (Gibbons et al., 1999).

Exercise and Behavioral Components of
Cardiac Rehabilitation

Cardiac rehabilitation, or risk factor intervention, aims to ex-
tend survival, improve quality of life, decrease the need for
interventional procedures, and reduce incidence of myocar-
dial infarction. Combined with medical and surgical treat-
ment, comprehensive cardiac rehabilitation is shown to
improve outcomes for coronary heart disease patients includ-
ing the elderly and women (Eagle et al., 1999). The American
Heart Association•s recommendations for comprehensive
risk reduction involve complete cessation of smoking, lipid
management through drug treatment, and a diet low in satu-
rated fats, physical activity a minimum of 30 minutes three
times a week, weight management, blood pressure control
through diet, reduced alcohol intake, sodium restriction, and
estrogen replacement therapy for postmenopausal women
(Smith et al., 1995). Evidence supports that these more mod-
erate lifestyle changes correlate with less disease progression
(Gibbons et al., 1999).

Exercise training is often the core of a cardiac rehabilita-
tion program, since physical inactivity is an independent
risk factor for CHD. Aerobic exercise increases exercise
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tolerance, helps in weight loss, lowers blood pressure, con-
trols glucose levels in diabetics, raises HDL cholesterol, and
lowers LDL cholesterol and triglycerides. Additionally, psy-
chological factors including anxiety and depression improve
for cardiac patients who undergo rehabilitation and physically
“t individuals also have attenuated hemodynamic and neu-
roendocrine responses to behavioral stressors (Blumenthal &
Wei, 1993; Lavie & Milani, 1997). Because recent evidence
suggests that stress management and pyschosocial treatments
have bene“cial effects on morbidity and quality of life, these
interventions are reviewed in detail in the following section.

Psychosocial Treatment Approaches/Implementation of
Lifestyle Changes

Modifying Hostility and Type A Behavior

A number of intervention studies have attempted to modify
Type A behavior in an attempt to reduce cardiovascular dis-
ease risk. Most early studies reported that elements of Type A
behavior can be decreased in subjects who are motivated to
change (Allan & Scheidt, 1996; Suinn, 1982). Nunes, Frank,
and Kornfeld (1987) performed a meta-analysis of relevant
literature and found that treatment of the Type A behavior
pattern using a combination of treatment techniques reduced
coronary events by about 50%. This “nding should be taken
cautiously, however, for it was based on a limited number of
studies conducted prior to 1987.

The Recurrent Coronary Prevention Project (RCPP)
(Friedman et al., 1986) was the “rst and most ambitious in-
tervention trial to solely study whether Type A behavior
could be modi“ed, and how this modi“cation might impact
one•s risk of cardiovascular morbidity and mortality. The
study looked at a variety of Type A behaviors, including
anger, impatience, aggressiveness, and irritability. Over
1,000 patients were assigned to one of three groups: a cardi-
ology counseling treatment group, a combined cardiology
counseling and Type A behavior modi“cation group, or a
nontreatment control group. The cardiology counseling in-
cluded training on how to comply with drug, dietary, and ex-
ercise regimens as dictated by the participant•s physician,
counseling on non-Type A psychological problems resulting
from the coronary experience, and education about all as-
pects of cardiovascular disease. Type A counseling included
drills to modify various Type A behaviors, discussions on val-
ues and beliefs that may cause the behavior pattern, relax-
ation and stress reduction training to decrease physiological
arousal, and changes in work and home demands.

After 4.5 years, the “nal results showed a larger decrease
in global Type A behaviors as well as in its components in the

Type-A counseling group. Also, rate of recurrent MI was sig-
ni“cantly lower in the Type-A counseling group than in either
the cardiology counseling or control groups (Friedman et al.,
1986). However, recent evidence points to the fact that much
of the reduced cardiac recurrences in the Type A counseling
group may be attributed to multiple causes, including in-
creased number of treatment contacts and increased social
support (Mendes de Leon, Powell, & Kaplan, 1991).

Hostility is a speci“c component of Type A behavior that
is a signi“cant psychosocial risk factor for cardiovascular
disease development. Girdon, Davidson, and Bata (1999)
studied the effects of a hostility-reduction intervention on pa-
tients with coronary heart disease. Twenty-two highly hostile
male coronary patients were randomly assigned to either a
hostility intervention group or an information-control group.
Those in the intervention group were observed at immediate
and two-month follow-ups to be less hostile than controls, as
assessed using self-report and structured interviews, and to
have signi“cantly lower diastolic blood pressures. Further in-
vestigations promise to provide insight into the role of hostil-
ity reduction in relation to cardiovascular disease.

Interventions to Increase Social Support and
Reduce Life Stress

The Ischemic Heart Disease Life Stress Monitoring Program
(Frasure-Smith & Prince, 1987, 1989) was based on prior
studies that indicated that periods of increased life stress may
precede recurrences of MI (e.g., Rahe & Lind, 1971; Wolff,
1952). Post-MI patients were either assigned to a treatment
group (n = 229), which included life stress monitoring and in-
tervention, or a control group (n = 224), which received only
routine medical follow-up care. Patients in the treatment
group were contacted by phone on a monthly basis and asked
to rate 20 symptoms of distress, including insomnia and feel-
ings of depression. If stress levels surpassed a critical level
(more than 4 of the 20 symptoms), a project nurse made a
home visit to attempt to help the patient assess the cause of
the distress and to help the patient cope with the stressors.
Over a one-year period, nearly half of the treatment group
needed an intervention and received on average “ve to six
hours of counseling, education on heart disease, and emo-
tional and social support. Results showed that during the year
of the project there was a 50% reduction in cardiac deaths, a
reduction that continued for six months beyond the project•s
completion. Over seven years following the study, there were
fewer MI recurrences among patients in the treatment group
(Frasure-Smith & Prince, 1989).

The success of the Ischemic Heart Disease Life Stress
Monitoring Program could at least partly be attributed to the
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social and emotional support given to the patients that
helped ameliorate depression and feelings of distress, thereby
reducing physiological arousal and its negative effects on the
cardiovascular system. Speci“c aspects of the treatment pro-
gram, including its individualized interventions and treat-
ment based on an individual•s stress score, may have also
contributed to the programs success. However, these promis-
ing “ndings unfortunately do not hold up after additional
study. Frasure-Smith et al. (1997) conducted the Montreal
Heart Attack Readjustment Trial (M-HART), a randomized,
controlled study of 1,376 post-MI patients assigned to either
an intervention group, which received home-nursing visits
and monthly telephone monitoring to help deal with stress, or
a control group which received usual care. After one year, the
program was found to have no overall survival impact. In
fact, women in the intervention group had a higher cardiac
and all-cause mortality rate than women in the control group
(Figure 15.2). There was no evidence of either harm or bene-
“t for men and overall the programs impact on depression
and anxiety among survivors was small.

Despite the contradictory “ndings of these two studies, rel-
atively few clinical studies have been designed speci“cally to
reduce depressive symptoms or increase social support in pa-
tients with coronary disease. Based on strong epidemiological
evidence that depression and social support are linked to coro-
nary patients, the National Heart, Lung, and Blood Institute
(NHLBI) has recently launched the Enhancing Recovery in
CHD Patients (ENRICHD) study. The trial is studying 3,000
acute MI patients with depression or perceived low social
support at eight different sites over the sampling for women
and minorities. Patients were randomly assigned to a psy-
chosocial intervention group, with individual and group ther-
apy tailored to each patient•s needs, or a control group that

received only usual care. This is the “rst large, multicenter
clinical trial to study the effects of psychosocial interventions
on reinfarction and death in acute MI patients who are de-
pressed or have low social support. These “ndings could
pave the way for greater clinical acceptance of psychosocial
factors in the treatment and rehabilitation of cardiac patients
(The ENRICHD Investigators, 2000).

Long-Term Lifestyle Changes

The Lifestyle Heart Trial, which assessed whether coronary
patients could be motivated to and bene“t from making and
sustaining comprehensive lifestyle changes, is one of the
most important intervention studies conducted to date. Ornish
and colleagues (1990) randomized 48 patients with moderate
to severe coronary heart disease into two groups: an intensive
lifestyle change group (n � 28) and a control group (n � 20).
The intensive lifestyle change patients were given a lifestyle-
modi“cation program consisting of several components:

1. A 10%-fat vegetarian diet. 

2. Stress management training and group support including
yoga and mediation in group settings twice a week and in-
dividual practice for an hour each day.

3. Smoking cessation.

4. A program to moderate levels of aerobic exercise.

Control group patients were not asked to make lifestyle
changes other than those recommended by their cardiolo-
gists. The intervention lasted one year and the extent of pro-
gression of coronary disease was assessed by comparing
coronary angiograms obtained at study onset and at one year.

Study results (Ornish et al., 1990) showed that after one
year, experimental group participants were able to make and
maintain lifestyle changes with bene“cial results, including a
37% reduction in low-density lipoprotein (LDL) cholesterol
levels, a 91% reduction in anginal episodes, and a slight re-
duction in the extent of stenosis (or blockage) in coronary ar-
teries. Controls had very different results, showing only a 6%
decrease in LDL cholesterol levels, a 165% increase in re-
ported anginal episodes, and a less signi“cant reduction in
the extent of stenosis in coronary arteries. Overall, 82% of
participants in the lifestyle intervention group had an average
change toward regression of disease. Interestingly, there was
a relationship between the extent of adherence to the lifestyle
change program and the measured degree of regression of
disease, with the most compliant study subjects showing the
most improvement in disease status (Figure 15.3).
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Figure 15.3 Disease regression measured in the (a) experimental study
group and (b) whole study group by Ornish et al. Reprinted with permission
from Ornish et al. (1990). Lancet, 336, 129…133.

After such encouraging “ndings, Ornish and colleagues
extended the study follow-up for four additional years to
determine whether participants could adhere to the inten-
sive lifestyle changes and to assess what impact this adher-
ence might have on their disease status (Ornish et al., 1998).
The researchers found that on average there was more reduc-
tion and continued improvement after “ve years than after
just one year in the intervention patients. However, control
group patients showed a continued progression in average
percent diameter stenosis over the “ve years despite the fact
that over half of them were prescribed lipid-lowering medica-
tions throughout that period. None of the lifestyle change
group was prescribed lipid-lowering medications, yet on av-
erage, they showed better results than even those in the con-
trol group who were taking the medications. The possible

additional bene“ts these medications might have conferred
on the experimental group had they been taken are unknown.
The control group experienced twice as many cardiac events
per patient as the intervention group did. In addition, the
researchers again found that there was a dose-response
relationship between adherence to the lifestyle change pro-
gram and reduction in percent diameter stenosis in coronary
arteries.

Another important long-term lifestyle study is the Nurses•
Health Study, which followed 85,941 healthy women (no
cardiovascular disease or cancer) from 1980 through 1994,
monitoring their medical history, lifestyle variables including
smoking and diet, and disease development of any kind (Hu,
Stampfer, Manson, et al., 2000). These observations were
then used to determine what effect lifestyle and other risk
factors had on the incidence of CHD. The study found that
coronary disease declined by 31% from the two-year period
1980 to 1982 to the two-year period 1992 to 1994. Smoking
also declined by 41% from 1980 to 1992, and there was a
175% increase in the use of hormone therapy for post-
menopausal women. These variables combined to explain a
21% decline in the incidence of coronary disease over the du-
ration of the study. It was also found that 3% of the study
population who had none of the biggest risk factors (smok-
ing, overweight, lack of exercise, and poor diet) had an 83%
lower risk of coronary events than the rest of the women
(Stampfer et al., 2000). Overall, 82% of coronary events in
the study could be attributed to lack of adherence to a low-
risk lifestyle as de“ned in the study.

Blumenthal and colleagues examined the extent to which
mental-stress induced ischemia could be modi“ed by exer-
cise stress management and evaluated the impact of these in-
terventions on clinical outcomes. A group of 107 patients
with CAD and documented ischemia during either mental
stress or ambulatory electrocardiographic monitoring were
randomly assigned to a stress management group, an exercise
training group, or a normal care control group and titrated
from anti-ischemic medications. Myocardial ischemia was
reassessed following four months of participation and pa-
tients were contacted for up to “ve years to document subse-
quent cardiac events. It was found that the stress management
group had the lowest risk of experiencing a cardiac event dur-
ing follow-up, followed by the exercise group, and then the
control group. In addition, stress management was also asso-
ciated with reduced ischemia induced by laboratory mental
stress. These data reinforce the notion that behavioral inter-
ventions offer additional bene“t above and beyond usual car-
diac care in patients with documented myocardial ischemia
(Figure 15.4) (Blumenthal et al., 1997).
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Figure 15.4 Cumulative time-to-event curves for exercise, stress manage-
ment, and usual care groups. After adjusting for age, baseline left ventricular
ejection fraction, and history of myocardial infarction, stress management
was associated with a signi“cantly lower risk of an adverse cardiac event
compared with usual care. Exercise was also associated with a lower relative
risk compared with usual care, but this difference was not statistically
signi“cant. The asterisk indicates signi“cantly different from usual care at
P < .05. Source: Reprinted with permission from Blumenthal et al. (1997).
Archives of Internal Medicine, 157, 2213…2223.

Summary

Evidence has shown that there are several promising behav-
ioral and psychosocial interventions to aid in the treatment
and prevention of coronary disease in high-risk individuals.
Those described included: cognitive-behavioral interventions
directed at lessening and hostility and Type A behavior
(RCPP); a tailored program (Ischemic Heart Disease Life
Stress Monitoring Program), which provided social support
and counseling aimed at reducing life stress; a lifestyle-
modi“cation program consisting of a low-fat vegetarian diet,
group and individual stress management training, smoking
cessation, and moderate levels of aerobic exercise (Lifestyle
Heart Trial); and a long-term follow-up study of over 85,000
women which con“rmed beliefs that lifestyle choices in”u-
ence cardiac health. Meta-analyzes of 2,024 patients who re-
ceived psychosocial treatment and 1,156 control subjects
demonstrated that treatment group showed greater reductions
in psychological distress, systolic blood pressure, heart rate,
and cholesterol levels, while the control subjects showed
greater mortality and cardiac recurrences during a two-year
follow-up (Linden, Stossel, & Maurice, 1996). The data
in this area suggest that it is vital to include psychosocial
treatment components in cardiac rehabilitation, and that it is
essential to identify the most effective and speci“c type of
psychosocial treatment for each individual. Rozanski et al.

(1999) have summarized the impact of various psychosocial
intervention trials on cardiac events (Table 15.2).

HYPERTENSION

Essential hypertension, also called primary or idiopathic hy-
pertension, is de“ned as persistent elevated blood pressure,
systolic pressure greater that 140 mm Hg and diastolic
greater than 90 mm Hg, in which there is no single identi“-
able cause. It is a serious condition because of the burden it
places on the body•s organs and vascular system. There is a
strong positive correlation between elevated blood pressure
and stroke, renal failure, and heart failure. Additionally, it is
the single most important risk factor for CHD (Cutler, 1996).
Essential hypertension accounts for 95% of all hypertension
cases. It is estimated that 24% of the adult population in
the United States is hypertensive or is taking hypertensive
medications (Carretero & Oparil, 2000a). This proportion
changes with ethnicity, gender, age, and socioeconomic sta-
tus. The percentage of African Americans with hypertension
is the highest in the world. Additionally, they develop hyper-
tension at an earlier age creating greater complications
from the disease (Klag et al., 1997). American Indians and
Hispanics have the same or lower rates than non-Hispanic
Whites (Hall et al., 1997). More men than women have
hypertension until menopause, when the numbers become
equal and blood pressure rises with age, creating a greater
prevalence in the elderly. Socioeconomic status, frequently
an indicator of lifestyle attributes, is inversely related to the
prevalence of hypertension (Carretero & Oparil, 2000a). The
National Health and Nutrition Examination Survey
(NHANES III) found that despite an increase in awareness
from 51% in the 1970s to 73% in the 1990s and an increase
in the number of people being treated for hypertension, the
rate of those with controlled hypertension has not improved.
Furthermore, the rates of complications from hypertension
have risen (Burt et al., 1995).

Genetic and Environmental Interactions

Among the known factors that increase blood pressure are
genetics, obesity, high alcohol intake, aging, sedentary
lifestyle, stress, high sodium intake, and low intake of cal-
cium and potassium (INTERSALT CO-operative Research
Group, 1988; Severs & Poutler, 1989). Thus, essential hyper-
tension appears to be caused by an interaction between genes
and an environment that includes one or more or these risk
factors. Research involving animal subjects and human twin
subjects has shown a genetic link. It has proven that blood

[Image not available in this electronic edition.]
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TABLE 15.2 Studies of the Impact of Psychosocial Trials on Cardiac Events

Number of Patients Reduction in
Type of Control Intervention Psychosocial Cardiac End Reduction in

Study Patients Group Group F/U, y Type of Intervention Factors? Points Events?

Rahe et al., 1979 s/p MI 22 39 3 Group education and support Yes (for overwork; CD/MI Yes (P < 0.05)
time urgency)

Stern et al., 1983 s/p MI 20 35 1 Group counseling Yes (for depression) ACM; MI No
Friedman et al., s/p MI 270 592 4.5 TABP modi“cation and Yes (for TABP) CD/MI Yes (P < 0.005)

1984 group counseling
Horlick et al., s/p MI 33 83 0.5 Hospital-based education No (for anxiety; CD No

1984 program (6 wk) depression)
Patel et al., 1985 ≥ 2 RF 93 99 4 Breathing, muscle relaxation, Not assessed Angina; Small sample

meditation MI-1; CD
Maeland et al., s/p MI 1115 137 3.3 Educational program No (for anxiety; ACM No*

1987 depression)
Dixhoorn et al., s/p MI 46 42 2.5 Physiological relaxation Not assessed CD; MI; UAP; Yes (P � 0.05)

1987 (e.g., breathing, exercise) CABG
Frasure-Smith s/p MI 229 232 5 Home-based nursing Yes (for GHQ) MI; CD Yes (P � 0.04

et al., 1989 intervention for MI•)
Thompson et al., 60 s/p MI 30 30 0.5 Group counseling Yes (for anxiety and ACM Small sample

1990 depression)
Nelson et al., 1994 s/p MI 20 20 0.5 Physiologic stress Manage- Yes (for ability to MI; ACM Small sample

ment (e.g., breathing) handle •stressŽ)
Burell et al., 1994 s/p MI 24 23 2 TABP modi“cation Yes (for TABP) CD/MI Small sample
Jones et al., 1996 s/p MI 1155 1159 1 Group sessions 	 7 wks for No (for anxiety; ACM; CD No

stress management and depression)
counseling

Blumenthal et al., CAD with 40 33 5 Structured group instruction Yes (for GHQ scores CD, MI, PTCA, Yes RR � 0.26
1997 EII with multiple stress and hostility) CABG (0.07…0.90)

reduction components
Frasure-Smith et al., s/p MI 684 692 1 Home-based nursing No (for anxiety; CD No

1997 intervention, to decrease depression)
transient increase in distress

RF indicates risk factors; EII, exercise-induced ischemia; TABP, Type A behavior pattern; MI-1, undocumented myocardial infarction; and UAP, unstable angina
pectoris.
*At 6 months of follow-up, short-term lower anxiety and death rate (P 
 0.05) in intervention group.
•At 1 year (length of intervention), P � 0.07 for CD reduction in intervention group.
Source: Reprinted with permission from Rozanski et al. (1999). Circulation, 99, 2192…2217.

pressure levels are correlated among family members and
more importantly they are correlated higher in blood related
relatives versus adopted family members (Ward, 1990). Al-
though research shows us the importance of genetics, the
proportion of high blood pressure caused by genetics alone is
dif“cult to determine because some risk factors, for example,
obesity and alcohol, are both environmentally and geneti-
cally in”uenced.

Population studies also reveal a higher incidence in
various cultures and socioeconomic groups that cannot be
explained by genetics alone (Henry & Cassel, 1969). For ex-
ample, African Americans have the highest proportion of
hypertension than any other group in the United States, but
hypertension prevalence among poor African Americans
is higher than among those in the middle class (Harburg et al.,
1973).

Role of Stress and Behavior

Many psychological and sociocultural studies have identi“ed
potential risk factors related to behavior that might play a role
in the development of hypertension. The increased risk of hy-
pertension for African Americans in the United States and
among persons of lower socioeconomic status has been at-
tributed to several factors, including dietary differences, ex-
ercise habits, and the social and physical characteristics of
the environment (Kreiger & Sidney, 1996). Some studies
have hypothesized that recurrent exposure to highly stressful
environments (e.g., urban high-crime settings) that require
constant vigilance and mobilization of coping resources may
raise blood pressure (Gutmann & Benson, 1971; Henry &
Cassel, 1969). One study of Detroit residents has explored
the role stress plays in hypertension (Harburg et al., 1973).
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Four areas of Detroit were categorized as •high stressŽ or
•low stressŽ based on socioeconomic status, crime rates, pop-
ulation density, residential mobility, and marital breakup
rates. Researchers found that blood pressure levels were
highest among African American high-stress males, while
Caucasian areas and African American low-stress areas had
comparable blood pressure levels. Krieger and Sidney•s
(1996) data support this “nding and suggest that racism may
be linked to higher blood pressure in African Americans.
However, the simple notion that social stress and cultural
change are causally linked to hypertension has also been
criticized as being inconsistent with other data available
(Syme & Torfs, 1978).

Other research has shown that individuals in highly stress-
ful occupations, such as air traf“c controllers, have over four
times the prevalence of hypertension than age-matched peers
in other less stressful occupations (Cobb & Rose, 1973).
Pickering et al. (1996) found an association between high job
strain (using Karasek•s previously described de“nition) and
ambulatory blood pressure in blue-collar workers. This study
was limited however to males who consumed alcohol. As
with other cardiovascular disorders, hypertension may occur
more frequently in occupations that are demanding yet offer
little opportunity or ”exibility to deal with those stressful de-
mands (Karasek, Russel, & Theorell, 1982).

Personality and Essential Hypertension

Early clinical studies observed that many patients with
chronic hypertension exhibited certain personality traits (e.g.,
Aymann, 1933). Over the years, interest has risen in “nding
which personality traits may play a role in the development
of hypertension. Many traits have been associated with
and/or prospectively predictive of hypertension, including
suppressed anger and hostility (Dunbar, 1943; Johnson,
Gentry, & Julius, 1992), neuroticism and anxiety (Markovitz,
Matthews, Kannel, Cobb, & D•Agostino, 1993), and submis-
siveness (Esler et al., 1977). There has been speculation,
however, over the validity of many of these early “ndings, for
many of the studies used selected or convenience samples
and had other methodological ”aws. In addition, hyperten-
sion may not be a heterogeneous disease, but a number of dis-
orders with differing pathophysiology that progress over
years (Weiner & Sapira, 1987).

Recently, there has been growing research into the role
that the psychological trait of defensiveness might play in hy-
pertension development. Rutledge and Linden (2000) studied
127 initially normotensive male and female adults and
looked for a variety of hypertension risk factors. Three
years later, participants were measured for hypertension and

defensiveness. Twenty percent of patients who were initially
found to be highly defensive had developed hypertension,
while only 4.5% of those with low defensiveness developed
the condition. Statistical adjustment for many general risk
factors (including smoking, exercise levels, alcohol con-
sumption, and body fat) revealed that membership in the
highly defensive group was associated with more than a
sevenfold risk of developing hypertension over the three-
year period.

Various researchers differ in their views of the association
between personality trait differences/emotions and hyperten-
sion. Early investigators (Alexander, 1939; Dunbar, 1943)
and some more recent researchers (Jern, 1987) have hypoth-
esized a causal role for personality traits in the development
of hypertension. Some researchers (Esler et al., 1977; Weder
& Julius, 1987) have postulated mechanisms by which cer-
tain personality traits elicit excessive central and sympathetic
nervous system arousal, predisposing one to hypertension.
Another possibility is that the differences reported on psy-
chological tests between hypertensives and normotensives
are the result of the label and medical attention accompanied
by the diagnosis of hypertension. In support of this latter no-
tion, Irvine, Garner, Olmsted, and Logan (1989) found that
hypertensives who were aware of their condition scored sig-
ni“cantly higher than normotensives and even hypertensives
who were not aware of their condition on measures of
state and trait anxiety, neuroticism, and self-reported Type-A
behavior. However, Markovitz et al. (1993) reported a
prospective relationship between anxiety in apparently
normal individuals and the subsequent development of
hypertension„an association that labeling could not create.

Treatment of Essential Hypertension

The goal in treating hypertension, according to guidelines set
forth by consensus committees including the Joint National
Committee on Prevention, Detection, Evaluation, and Treat-
ment of High Blood Pressure (JNC, 1997) and the World
Health Organization-International Society of Hypertension
(WHO-ISH, 1999) is to reduce the risk for cardiovascular dis-
eases and therefore reduce morbidity and mortality. JNC IV
treatment guidelines begin with vigorous lifestyle changes for
those individuals who present with moderate hypertension but
no CVD risk and no organ damage (i.e., renal failure) as a
result of hypertension. Lifestyle changes include weight loss,
increased physical activity, moderation of alcohol consump-
tion, dietary modi“cations, cessation of smoking, and stress
reduction (Carretero & Oparil, 2000b). These lifestyle
changes will be discussed in further detail. If blood pressure
control is not achieved in this population or in those with
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severe hypertension and those with cardiovascular disease,
CVD risk factors, and/or organ damage, pharmacological ther-
apy should be initiated in conjunction with lifestyle changes.
The JNC IV (1997) recommends that pharmacological therapy
include diuretics and/or beta-blockers. Other drugs are contro-
versially used, including ACE inhibitors and calcium channel
blockers. Pharmaceutical treatments of hypertension continues
to be an active area of research and more clinical trials are
needed to prove these drugs ability to decrease CVD morbidity
and mortality (Carretero & Oparil, 2000b).

Weight Loss and Dietary Changes

The reduction of weight, as little as 10 pounds, lowers blood
pressure in the majority of overweight hypertensive patients
(Trials of Hypertension Prevention Collaborative Research
Group, 1997; Whelton, Applegate, & Ettinger, 1996). Addi-
tionally, this weight reduction enhances the ef“cacy of hy-
pertension medications (Neaton et al., 1993). In addition, the
direct effects on blood pressure weight loss has a bene“cial
effect on risk factors for other cardiovascular diseases and
may enhance patients overall sense of well-being. The ability
of weight loss to decrease comorbidities as well as lower
blood pressure makes it the most effective nonpharmacolog-
ical treatment for hypertension. Appetite suppressant drugs
are contradicted in this population because of the cardiotoxi-
city associated with their use. Weight loss should be achieved
with moderate calorie restriction and increased physical ac-
tivity (Carretero & Oparil, 2000b).

High sodium intake has traditionally been associated with
high blood pressure. While this hypothesis is supported by
clinical trials, individual response to sodium varies. Re-
stricted sodium diets are more effective at lowering blood
pressure in certain individuals and speci“c populations, in-
cluding African American and older patients (Weinberger,
1996). High potassium levels and high calcium levels, prefer-
ably from food sources, are recommended to help control
blood pressure (Allender et al., 1996). Recently, the effects of
the overall diet of an individual are being appreciated. The
Dietary Approaches to Stop Hypertension Study (DASH)
demonstrated signi“cant reductions in blood pressure in
moderately hypertensive subjects, regardless of age, gender,
race, weight, family history, physical activity level, or so-
cioeconomic status, when placed on a diet rich in fruits, veg-
etables, and low-fat dairy products compared to those control
subjects maintained on a •usual American dietŽ (Colin et al.,
2000). The food in the DASH trial contained a variety of
combinations of vitamins, minerals, “ber, and other nutrients
that could have alone or in combination created the dramatic
results in the study.

Exercise Training

Thirty minutes of moderately intense aerobic physical activ-
ity at least three times per week has been shown to lower
blood pressure in hypertensive and normotensive individuals
and is advised by the National Institute of Health (1996) and
the Centers for Disease Control (Pate et al., 1995). The
additional bene“ts of physical activity include weight loss,
improved sense of well-being, and reduced risk of cardiovas-
cular disease. The Nurse•s Health Study saw substantial re-
duction in stroke, caused by high blood pressure, associated
with regularly performed moderately intense aerobic activity
(Hu, Stampfer, Colditz, et al., 2000). Isometric exercise, such
as lifting weight is not advised because it may increase blood
pressure. The effect of exercise independent of weight loss is
not determined and remains an active area of research.

Stress Management, Biofeedback,
and Cognitive Interventions

Early studies suggested that techniques such as biofeedback
and stress management could be used to alleviate the stress-
induced components of high blood pressure, thereby reduc-
ing blood pressure in hypertensive patients. Several studies
have reported that small but signi“cant decreases in blood
pressure can be achieved in hypertensives after a series of
biofeedback or relaxation training sessions (including yoga
and meditation) (see Dubbert, 1995; Eisenberg et al., 1993;
Johnston et al., 1993). Patel and colleagues (Patel, Marmot,
& Terry, 1981; Patel et al., 1985) found a positive effect by
assessing the effect of eight weekly group sessions of training
in breathing techniques, deep muscle relaxation, mediation,
and stress management. Subjects were also told to partake in
relaxation, and mediation for 15 to 20 minutes daily, and also
to relax during daily stressful events. Subjects who received
this relaxation training showed decreases in both systolic and
diastolic blood pressure (approximately 7mgHg for both)
over a four-year follow-up period, as compared with a control
group who did not receive the training. A comparative study
of the various behavioral techniques showed none superior to
the others, with each independently producing modest de-
clines in blood pressure (Shapiro, Schwartz, Ferguson,
Redmond, & Weiss, 1977). Some studies have shown bene-
“ts from meditation and stress management in relation to hy-
pertension. Nakao et al. (1997) assigned patients to either a
biofeedback group or a control group that would later un-
dergo the biofeedback treatment. The researchers found that
those who had the four sessions of biofeedback had less of
a response to mental stressors and had generally lower
pressures at rest than those in the control group whose blood
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pressures remained unchanged from pretrial. Also, those in
the control group who later underwent the biofeedback bene-
“tted from the treatment, with decreases in overall blood
pressure reading during rest and smaller responses to mental
stressors. The researchers propose that biofeedback may be
especially bene“cial to those who have marked increases in
blood pressure to stress. These techniques are appealing be-
cause they seem to have produced reductions in blood pres-
sure without the use of medications and without any known
side effects.

However, despite some promising “ndings, the results of
other studies and meta-analyzes of an extensive body of re-
search have revealed that the effects of stress management on
hypertension appear to be minimal, and may be attributable
to nonspeci“c effects or habituation to repeated blood pres-
sure measurements over the course of the trials (Dubbert,
1995; Eisenberg et al., 1993; Jacob, Chesney, Williams, &
Ding, 1991). In a very tightly controlled study, Johnston et al.
(1993) studied the effects of stress management on resting
and ambulatory blood pressure and on left ventricular mass
(a clinically signi“cant consequence of hypertension).
Ninety-six individuals with mild hypertension underwent an
extensive baseline evaluation to habituate them to blood pres-
sure measurement. Each was then assigned to either 10 weeks
of stress management and relaxation training or to 10 weeks
of a nonaerobic stretching condition control. The study indi-
cates that blood pressures fell during the habituation period,
but blood pressures remained unchanged during the ambula-
tory and resting phases of treatment. However, patients had
smaller blood pressure increases during a stressful interview
if they had received the stress management training. Thus, the
balance of research indicates that stress management appears
not to be effective in lowering resting blood pressure
(Dubbert, 1995; Eisenberg et al., 1993; Johnston et al., 1993).

Adherence to Treatment

As hypertension is frequently an asymptomatic condition that
requires treatment including modi“cation in lifestyle and/or
expensive medications with side effects (e.g., fatigue, impo-
tence, frequent urination), nonadherence to treatment is a
common problem. Dunbar-Jacob, Wyer, and Dunning (1991)
found fewer than 33% to 66% of patients were complying
with their treatment plans. To improve medication adherence,
the JNC VI recommends health care providers consider the
cost of the medications. Newer drugs are usually more ex-
pensive than the older and more reliable diuretics and beta-
blockers. Also, adherence is improved with once-a-day
drugs. Making and maintaining lifestyle changes is often
dif“cult because long-time habits need to be changed. The

utilization of a team health care approach, community re-
sources (doctors, nurses, nutritionist, physical therapists),
and family to provide long-term assistance in education and
support is bene“cial (JNC VI, 1997).

Summary

Behavioral factors that are important in the development of
essential hypertension include obesity, lack of physical exer-
cise, stress, and personality traits such as anger and anxiety.
However, the effectiveness of so-called •cognitiveŽ behav-
ioral intervention techniques, such as stress management and
biofeedback, in lowering blood pressure have been rather
minimal, and many believe, clinically insigni“cant. Behav-
ioral interventions such as weight loss and dietary changes,
which confer direct physiological changes, have proven to
be effective adjuncts to pharmacological interventions for
treating hypertension. Finally, patient nonadherence to anti-
hypertensive medication regimens is a prevalent and very
signi“cant problem that warrants further investigation.

CONCLUSION

There are many environmental, behavioral, and physiological
variables that interact in the development of cardiovascular
disorders. Many of the standard CHD risk factors have im-
portant behavioral components, and increasing evidence sug-
gests important psychosocial risk factors for CHD, including
occupational stress, hostility, and physiologic reactivity to
stress. In cardiac patients, the presence of acute stress, low
social support, lack of economic resources, and psychologi-
cal depression also appear to be important psychosocial risk
factors. The identi“cation of psychosocial risk factors for
coronary disease have led to several promising behavioral
and psychosocial interventions to aid in the treatment and
prevention of coronary disease in high risk individuals.

There also appear to be important biobehavioral in”u-
ences in the development and treatment of essential hyper-
tension. These include obesity, dietary salt intake, and stress.
Evidence also indicates that genetic and environmental fac-
tors interact in the development of hypertension. However,
the modest effects of cognitive stress-reducing techniques
such as relaxation training, biofeedback, and meditation in
lowering blood pressure have proven disappointing. Never-
theless, the important necessity for the involvement of health
psychologists in the treatment of essential hypertension is un-
derscored by the potential ef“cacy of weight loss, dietary
modi“cation, and exercise conditioning, as well as the need
to ensure that patients adhere to medication regimens in order
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for pharmacologic interventions that have been shown to
reduce subsequent morbidity to be effective (Krantz &
Lundgren, 1998, p. 211).

It is imperative that future research in the “elds of coro-
nary heart disease and hypertension continues to focus on the
roles of stress and psychosocial parameters as risk factors for
these diseases. In addition, future research studies must
advance our understanding of the mechanisms by which
biobehavioral factors impact CHD and hypertension. A
greater understanding of these physiological and behavioral
mechanisms will enable health care professionals to better
prevent and manage cardiac disorders, improving the quality
of life for millions of people worldwide.
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This chapter explores chronic fatigue syndrome (CFS), an
illness that is not easily explained, and the societal re-
sponse to it. In addition, it offers research strategies to
address stigmatization caused by biases and unexamined
assumptions. In the area of CFS, key decisions regarding
the name, case definition, epidemiology, and treatment
were made many years ago within a sociopolitical context
in which CFS was assumed to be a psychologically based
problem (Friedberg & Jason, 1998). In part, some of the
decisions may have been due to the predominance of fe-
male patients with this illness, whose medical complaints
have historically been discredited by the predominantly
male establishment (Richman & Jason, 2001; Richman,
Jason, Taylor, & Jahn, 2000). Many physicians and
other professionals have continued to believe that most in-
dividuals with this syndrome have a psychiatric illness.
Many CFS activists have argued that the current diagnostic
label contributes to the invalidation and stigmatization
process. Due to the controversy surrounding the diagnos-
tic label, etiology, and diagnostic criteria of CFS, people
with the illness frequently face disbelieving attitudes from
their doctors, family, and/or friends; and many experience
profound losses in their support systems (Jason et al.,
1997).

CASE DEFINITION

The original case de“nition of CFS (Holmes et al., 1988)
de“ned CFS as a new onset of persistent or relapsing, debili-
tating fatigue •severe enough to reduce or impair average
daily activity below 50% of the patient•s premorbid activity
level for a period of at least six months.ŽIn addition, a patient
must meet one of the following minor criteria requirements:
(a) 8 or more of 11 minor symptoms (e.g., sore throat, painful
lymph nodes, unexplained generalized muscle weakness)
must be reported; or (b) at least 6 of the 11 minor symptom
criteria must be reported and at least 2 of 3 physical signs
must be documented by a physician on two occasions. How-
ever, the requirement for a high number of nonspeci“c symp-
toms in the original case de“nition of CFS, in conjunction
with misuse and biased scoring of certain types of psychiatric
measures, has been associated with erroneous estimates of the
extent of comorbidity between CFS and psychiatric disorders.

The syndrome called CFS did not emerge spontaneously
in the mid-1980s. Chronic fatigue has been described clini-
cally for more than 150 years, and the term neurasthenia
(fatigue as an illness in the absence of disease), which was
coined in 1869 by George Beard, was one of the most preva-
lent diagnoses in the late 1800s (Wessely, Hotopf, & Sharpe,
1998). However, by the early part of the twentieth century,
the diagnosis neurasthenia was used infrequently, and those
with a diagnosis of severe fatigue were often considered by
medical personnel to have either a depressive illness or
another psychiatric condition.

Financial support for this study was provided by NIAID grant
number AI36295.
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In an in”uential review article, David, Wessely, and Pelosi
(1991) concluded that depression occurs in about 50% of
CFS cases; and anxiety and other disorders (i.e., somatiza-
tion, minor depression, phobia, anxiety disorders) occur in
about 25% of cases. These “ndings have led some to con-
clude that CFS is solely a psychiatric disorder. A key problem
with the original CFS criteria was that it required eight or
more minor symptoms, which involve many unexplained
somatic complaints. However, the requirement of a high
number of unexplained somatic complaints can inadvertently
select individuals with psychiatric problems (Straus, 1992).
Katon and Russo (1992) classi“ed 285 chronic fatigue pa-
tients into four groups, with each group having a higher num-
ber of unexplained somatic symptoms. Patients with the
highest numbers of unexplained physical symptoms had very
high rates of psychiatric disorders. Patients in the group with
the lowest number of unexplained symptoms displayed a
prevalence of psychiatric symptoms similar to that reported
for other clinic populations with chronic medical illnesses.
The diagnostic criteria for CFS inadvertently selected sub-
groups of patients with high levels of psychiatric diagnoses.

The Diagnostic Interview Schedule (DIS; Robins, Helzer,
Cottler, & Goldring, 1989), a structured psychiatric instru-
ment designed for use in community surveys (Robins &
Regier, 1991), has frequently been used to assess psychiatric
comorbidity in CFS samples. However, this instrument was
not designed for use with medically ill populations. If a
respondent mentions that a symptom on the DIS (e.g., pains
in arms or legs) is due to a medical problem that was diag-
nosed by a physician, DIS scoring rules indicate this symp-
tom should not be counted as a psychiatric problem. If the
physician attributed the patient•s symptoms to nerves, un-
known factors, or a psychiatric disorder, the patient would
automatically receive a score counting toward a psychiatric
diagnosis, regardless of whether the patient agreed with the
physician. Also, if several physicians diagnosed a patient as
having a medical disorder, but only one attributed the symp-
tom to a psychiatric disorder, the item would be scored to
count toward a psychiatric diagnosis. Many physicians still
do not accept CFS as a legitimate medical disorder, so it is
possible that many patients would have had at least one
physician who diagnosed their medical complaints as being
a psychiatric disorder, thus increasing the likelihood that peo-
ple with CFS would receive a psychiatric disorder diagnosis
when assessed with this instrument.

By contrast, the Structured Clinical Interview for the
DSM-IV (SCID; Spitzer, Williams, Gibbons, & First, 1995)
uses open-ended questions and all potential sources of
information to encourage a thorough description of the
problems by the interviewee. Use of the SCID is also limited

to highly trained clinicians more able to recognize the subtle
distinctions between CFS and psychiatric disorders. A study
by Taylor and Jason (1998) involved the administration of
both the DIS and the SCID to a sample of patients with CFS.
Of individuals diagnosed with CFS, 50% received a current
Axis I psychiatric diagnosis when using the DIS, but only
22% received a current diagnosis when using the SCID.
These “ndings suggest that high or low psychiatric rates in
CFS samples may be a function of whether symptoms are
attributed to psychiatric or nonpsychiatric causation.

In 1994, a new CFS de“nition was published (Fukuda
et al., 1994). This new case de“nition requires a person to ex-
perience chronic fatigue of new or de“nite onset that is not
substantially alleviated by rest; that is not the result of ongo-
ing exertion; and that results in substantial reductions in oc-
cupational, social, and personal activities. Unlike the Holmes
et al. (1988) criteria (as speci“ed by the Schluederberg et al.,
1992 revision), anxiety disorders, somatoform disorders, and
nonpsychotic or nonmelancholic depression existing prior to
CFS onset do not constitute exclusionary conditions under
the Fukuda et al. (1994) de“nition. In addition, the criteria re-
quire the concurrent occurrence of at least four of eight minor
symptoms (sore throat, muscle pain, etc.), as compared with
eight or more required by the Holmes et al. (1988) criteria.
Jason, Torres-Harding, Taylor, and Carrico (2001) compared
the Fukuda and Holmes criteria and found that the Holmes
criteria did select a group of patients with higher symptoma-
tology and functional impairment.

The Fukuda et al. (1994) criteria do not explicitly exclude
people who have purely psychosocial stress or many psychi-
atric reasons for their fatigue. However, this broadening of
the CFS de“nition raises questions regarding the extent to
which patients with purely psychiatric explanations are erro-
neously included within the CFS rubric. Some individuals
with CFS might have had psychiatric problems before and/or
after CFS onset, and yet other individuals may have only
primary psychiatric disorders with prominent somatic fea-
tures. Including the latter type of patients in the current CFS
case de“nition could seriously complicate the interpretation
of epidemiologic and treatment studies. Major depressive
disorder is an example of a primary psychiatric disorder that
has some overlapping symptoms with CFS.

Fatigue, sleep disturbances, and poor concentration occur
in both depression and CFS. It is important to differentiate
those with a principal diagnosis of major depressive disorder
from those with CFS only. This is particularly important be-
cause it is possible that some patients with major depressive
disorder also have chronic fatigue and four minor symptoms
that can occur with depression (i.e., unrefreshing sleep, joint
pain, muscle pain, impairment in concentration). Fatigue and
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these four minor symptoms also are de“ning criteria for
CFS. Is it possible that some patients with a primary affective
disorder could be misdiagnosed as having CFS? Some CFS
investigators would not see this as a problem because they
believe that high rates of psychiatric comorbidity indicate
that CFS is mainly a psychiatric disorder and that distinctions
between the two phenomena are super“cial and merely a
matter of nomenclature.

However, several CFS symptoms, including prolonged
fatigue after physical exertion, night sweats, sore throats, and
swollen lymph nodes are not commonly found in depression.
In addition, while fatigue is the principal feature of CFS, fa-
tigue does not assume equal prominence in depression
(Friedberg & Jason, 1998; Komaroff et al., 1996). Also,
illness onset with CFS is often sudden, occurring over a few
hours or days, whereas primary depression generally shows a
more gradual onset. In summary, CFS and depression are two
distinct disorders, although they share a number of common
symptoms. Most importantly, the erroneous inclusion of peo-
ple with primary psychiatric conditions in CFS samples will
have detrimental consequences for the interpretation of both
epidemiologic and treatment ef“cacy “ndings.

The reliability of current CFS criteria (Fukuda et al.,
1994) needs to be improved. To accomplish this important
task, it is relevant to examine the signi“cant improvements
made in the reliability of clinical diagnoses in the “elds of
psychology and psychiatry over the past 50 years. In the
1950s, researchers in the “eld of diagnostic reliability recog-
nized that one of the key factors contributing to the problem
of low interrater reliability in psychiatric diagnosis was the
inability of two or more examiners to achieve a consensus on
the symptoms or behaviors that characterized a speci“c diag-
nosis (Matarazzo, 1983). This is not unlike the current state
of affairs regarding diagnostic criteria for CFS. Because a
diagnosis or classi“cation can be no more accurate than the
classi“er •s knowledge and understanding of what he or she is
classifying, it was determined that the “rst step to improving
diagnostic reliability was the development of operationally
explicit and objectively denotable criteria (Feighner et al.,
1972).

By the 1970s, researchers in the “eld of diagnostics also
recognized that the provision of operationally explicit, objec-
tively denotable criteria was not enough to ensure that clini-
cians would know how to elicit the necessary information
from a clinical interview to permit them to apply it to the re-
liable criteria (J. Endicott & Spitzer, 1977). These concerns
led to the development of a series of structured interview
schedules. Structured interview schedules ensure that clini-
cians in the same or in different settings conduct clinical
interviews using standardized questions that maximize the

accuracy of clinical diagnosis (J. Endicott & Spitzer, 1977).
Thus, structured interview schedules serve to remove unreli-
ability introduced by differences in the way clinicians elicit
clinical information. Together, the provision of operationally
explicit, objectively denotable criteria and standardized inter-
views were found to signi“cantly improve the reliability of
clinical diagnosis for a number of psychological and psychi-
atric conditions (Leckliter & Matarazzo, 1994). It is possible
that similar strategies might be used to enhance the reliability
of CFS criteria.

Diagnostic and epidemiological research requires diag-
nostic categories that are both reliable and valid (Cantwell,
1996). The criteria used in different case de“nitions must be
clearly operationalized. Field tests must be conducted to
determine the reliability and validity of these nosologies. In
the determination of psychiatric diagnosis, considerable im-
provements were made to the DSM-IV (American Psychiatric
Association [APA], 1994) when committees were appointed
to make recommendations concerning different features
of the overall diagnostic system (Leckliter & Matarazzo,
1994). These recommendations were implemented in nation-
wide “eld trials to establish diagnostic reliability. This ap-
proach might be used to bring greater precision to the case
de“nition of CFS.

Several investigators have tried to validate or con“rm ap-
proaches for the classi“cation of fatigue using statistical
methods (Haley, Kurt, & Hom, 1997; Hall, Sanders, &
Repologle, 1994), or by attempting to distinguish psycholog-
ical from physical fatigue (Katerndahl, 1993). Others have
tried to clinically con“rm the CFS criteria established by the
Centers for Disease Control (CDC; Komaroff et al., 1996).
Nisenbaum, Reyes, Mawle, and Reeves (1998) found that
three correlated factors (fatigue-mood-cognition symptoms,
”u-type symptoms, and visual impairment symptoms) ex-
plained a set of additional correlations between fatigue last-
ing for six or more months and 14 interrelated symptoms. No
factor explained observed correlations among fatigue lasting
for one to “ve months and other symptoms. Findings like
these are of great interest because they indicate that only fa-
tigue lasting six or more months (with selected symptoms)
overlaps with published criteria to de“ne CFS.

In another study, Friedberg, Dechene, McKenzie, and
Fontanetta (2000) found three factors (cognitive problems,
”u-like symptoms, and neurologic symptoms) in a sample of
patients with CFS, and those with longer duration had a
larger number of cognitive dif“culties. Hadzi-Pavlovic et al.
(2000) used latent class analysis to classify patients with CFS
into three classes: those with multiple severe symptoms,
those with lower rates of cognitive symptoms and higher
rates of pain, and those with a less severe form of multiple
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symptoms (those in the last category were younger and had a
shorter duration of the illness).

Disagreement continues about which symptoms should be
included in the CFS case de“nition. For example, Komaroff
and associates (1996) compared patients meeting the major
criteria of the original U.S. CFS case de“nition (Holmes et al.,
1988) with healthy controls and groups with multiple sclero-
sis and depression. They concluded that eliminating muscle
weakness, arthralgias, and sleep disturbance, and adding
anorexia and nausea would strengthen the case de“nition.
Jason, Torres-Harding, Carrico, et al. (2002) compared indi-
viduals with CFS, melancholic depression, and controls, and
in contrast to the Komaroff study, muscle weakness and
arthralgias were reported in over half of participants with CFS
and uniquely differentiated this group from controls. Jason,
Torres-Harding, Carrico, et al. (2002) also found that anorexia
and nausea occurred with relatively low frequency, and nei-
ther uniquely differentiated those with CFS from controls.

Others have provided experimental evidence for the
importance of the CFS criteria (Hartz, Kuhn, Levine, &
London, 1998). These authors (1998) examined persons
with CFS and compared them to those with other fatigue-
related conditions and those with no symptoms of fatigue.
They concluded that persons with fatigue could be classi“ed
by the degree to which they matched the case de“nition of
CFS (Fukuda et al., 1994). They also suggested including cri-
teria such as frequent fever and chills, muscle weakness, and
sensitivity to alcohol. Jason, Torres-Harding, Carrico, et al.
(2002) found that muscle weakness and sensitivity to alcohol
uniquely differentiated the CFS group from controls. They
also found a symptom currently not part of the Fukuda
criteria„shortness of breath. It did dif ferentiate the groups
and might play a role in neurally mediated hypotension,
which has been connected to CFS (Poole, Herrell, Ashton,
Goldberg, & Buchwald, 2000).

A study by Jason, Taylor, Kennedy, Jordan, Huang, et al.
(2001) evaluated dimensions of chronic fatigue in a strati“ed
random community-based sample of households within
ethnically diverse neighborhoods. Factor analysis of items
contained in a CFS Screening Questionnaire provided support
for the existence of four distinct components of chronic fa-
tigue. These were lack of energy (fatigue intensity), physical
exertion (fatigue exacerbated by physical exertion), cognitive
problems (dif“culties with short-term memory, concentration,
and information processing), and fatigue and rest (rest or sleep
is not restorative). Results of these analyses were of theoreti-
cal importance because two of the primary dimensions of fa-
tigue that emerged within the CFS-like group, postexertional
fatigue and cognitive problems, corresponded closely with

major de“nitional criteria for CFS (Dowsett, Goudsmit, Mac-
intyre, & Shepherd, 1994; Lloyd, Hickie, Boughton, Spencer,
& Wake“eld, 1990). Postexertional fatigue is part of the major
criteria for Myalgic Encephalomyelitis (ME; the British term
for CFS) in Great Britain (Dowsett et al., 1994), and cognitive
problems are part of the major criteria for the Australian de“-
nition of CFS (Lloyd et al., 1990). Postexertional fatigue and
cognitive problems appear to represent primary dimensions
of CFS.

A cluster analysis of the data just mentioned was per-
formed to de“ne a typology of chronic fatigue symptomatol-
ogy (Jason & Taylor, in press). With respect to CFS, “ndings
suggest that a majority of individuals with moderate to severe
symptoms can be accurately classi“ed into two impor-
tant subgroups: one distinguished by severe postexertional
fatigue and fatigue that is alleviated by rest; and one distin-
guished by severe overall symptomatology, severe postex-
ertional fatigue, and fatigue that is not alleviated by rest. One
key characteristic distinguishing the two clusters that con-
tained almost all participants with CFS from the cluster
containing only one CFS participant was markedly high
severity of postexertional fatigue. This symptom has been
designated as a major criteria for the London de“nition of
Myalgic Encephalomyelitis (Dowsett et al., 1994), but as
one of the minor criteria for the U.S. de“nition of CFS
(Fukuda et al., 1994).

Results from this investigation highlight the relative im-
portance of this symptom as a diagnostic marker for CFS and
point to the potential utility in designating postexertional
fatigue as a major criteria for CFS in future attempts to
de“ne this syndrome. A second key characteristic, fatigue in
relation to rest, distinguished individuals in two clusters that
contained individuals with CFS, but those in one cluster dif-
fered most signi“cantly from those in the second cluster with
respect to whether their fatigue was alleviated by rest. One of
the major criteria for the current U.S. de“nition of CFS
(Fukuda et al., 1994) is that fatigue is not substantially allevi-
ated by rest. Findings from this investigation suggest that this
criteria may be more accurately designated as one of the
minor criteria for CFS so that it does not arti“cially exclude
those with CFS who may experience some symptom relief
with rest. A third result deserving attention involves the “nd-
ing for more severe cognitive problems in the clusters with
patients with CFS versus the cluster with only one patient
with CFS. This “nding highlights the importance of cognitive
problems to the experience of CFS and supports the designa-
tion of cognitive problems as a major criteria for CFS in the
London (Dowsett et al., 1994) and Australian (Lloyd et al.,
1990) criteria.
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SOCIODEMOGRAPHICS

Several studies have highlighted commonalities among indi-
viduals with CFS, including greater likelihood of being
female, Caucasian, and of higher socioeconomic status
(Reyes et al., 1997; Gunn, Connell, & Randall, 1993). How-
ever, community-based studies involving representative sam-
ples of ethnically and socioeconomically diverse populations
indicate that the prevalence of CFS is actually higher for
Latinos and African Americans than for Caucasians (Jason,
Richman, Rademaker, et al., 1999), and higher for individu-
als of lower socioeconomic status than for those of higher
socioeconomic status (Wessely, Chalder, Hirsch, Wallace, &
Wright, 1997). Ethnic group differences found in a commu-
nity sample of patients with CFS indicate that individuals
classi“ed as minorities experience signi“cantly more severe
symptomatology including sore throats, postexertional
malaise, headaches, and unrefreshing sleep than Caucasians,
and they additionally report poorer general health status
(Jason, Taylor, Kennedy, Jordan, et al., 2000). In addition,
Latinos who are female, older, and of higher SES report the
highest relative severity of fatigue (Song, Jason, & Taylor,
1999). Higher rates of CFS among low-income groups and
ethnic minorities may be attributed to psychosocial stress, be-
havioral risk factors, poor nutrition, inadequate health care,
more hazardous occupations, or environmental exposures
(Jason, Richman, et al., 1999).

CFS continues to be found to be more prevalent among
women than men (Jason, Richman, et al., 1999), and there is
some evidence of gender-related differences in the impact of
CFS as well as in its prevalence. Among a sample of individ-
uals with CFS, women were found to have a higher frequency
of “bromyalgia, tender/enlarged lymph nodes, and lower
scores on physical functioning. Men had higher frequency of
pharyngeal in”ammation and a higher lifetime prevalence of
alcoholism (Buchwald, Pearlman, Kith, & Schmaling, 1994).
Jason, Taylor, Kennedy, Jordan, and associates (2000) found
that women with CFS had signi“cantly poorer physical func-
tioning, more bodily pain, poorer emotional role functioning,
signi“cantly more severe muscle pain, and signi“cantly more
impairment of work activities than men with CFS in a
community-based sample. Findings for increased symptom
severity and poorer functional outcomes among women may
involve certain predisposing vulnerabilities that may be more
likely to occur in women than in men. These could include
biological factors such as reproductive correlates (Harlow,
Signorello, Hall, Dailey, & Komaroff, 1998) and biopsy-
chosocial factors such as stress-associated immune modula-
tion (Glaser & Kiecolt-Glaser, 1998).

Some research has suggested that occupational circum-
stances may play a role in CFS. In particular, Jason and
associates (1998) have found estimates of prevalence of CFS
to be higher among a sample of nurses than in the general
population, indicating that nurses may be a high-risk group
for this illness. If CFS affects members of various profes-
sions at different rates or in different ways, this may reveal
new information regarding the etiology and characteristics of
the illness. In a recent epidemiologic study of CFS in a com-
munity sample (Jason, Taylor, Kennedy, Song, et al., 2000),
health care workers comprised over 15% of the group of
individuals with CFS, which is signi“cantly higher than the
composition of health care workers in the general U.S. popu-
lation. Similarly, Coulter (1988) found that 40% of the mem-
bers of a large U.S. patients•organization for individuals with
CFS were associated with the health care professions, and
Ramsay (1986) identi“ed an overrepresentation of doctors
among individuals with CFS.

Findings such as these suggest that certain occupational
stressors, such as exposure to viruses, stressful shift work that
is disruptive to circadian rhythms, and excessive work load
may compromise the immune system and put health care
workers at greater risk of infection or illness (Akerstedt,
Torsvall, & Gillberg, 1985; Jason & Wagner, 1998; Leese
et al., 1996). Hypothetical explanations highlighting the role
of disrupted circadian rhythms are, in part, supported by
biological “ndings among a sample of nurses working “ve
consecutive night shifts (Leese et al., 1996). Disruptions in
pituitary-adrenal responses to CRH found in that sample
were highly consistent with the neuroendocrine abnormali-
ties typically found in individuals with CFS (Leese et al.,
1996). However, these “ndings must be interpreted in light of
other studies that have not found an overrepresentation of
professionals among individuals with CFS (Euba, Chalder,
Deale, & Wessely, 1996).

EPIDEMIOLOGY

The “rst widely publicized study of CFS epidemiology was
initiated by the CDC in the late 1980s (Gunn et al., 1993).
Investigators requested physicians in four cities to identify
patients with a speci“ed set of fatigue-related symptoms.
Prevalence rates of CFS were found to range from 4.0 to 8.7
individuals per 100,000 cases (Reyes et al., 1997). The major-
ity of CFS cases were White upper-middle-class women. This
epidemiological study conducted by the CDC, as well as others
(Lloyd et al., 1990), derived its sample from physician referrals
in hospital and community-based clinics. These studies, and
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others like them, underrepresented low-income and under-
served minorities shown to manifest higher levels of chronic
illness while also being less likely to have access to the health
care system, and thus less likely to be counted in prevalence
rates derived from treatment sources. These studies also un-
derestimated the prevalence of CFS in the general population
because they depended on diagnoses by health care providers
who discounted the existence of the illness and would thus fail
to diagnose it (Richman, Flaherty, & Rospenda, 1994).

In 1991, Jason and Wagner (1998) directly surveyed
nurses, and 202 nurses (6%) out of a sample of 3,400 indi-
cated that they had experienced debilitating fatigue for six
months or longer. In 1992, these nurses were recontacted and
interviewed by phone. Based on those interviews, a high-risk
group of 82 who either reported having CFS or had most of
the symptoms of CFS was selected. These nurses were
interviewed using a structured psychiatric test, and their med-
ical records and other collected information were evaluated
by a Physician Review Team. Thirty-seven nurses met case
criteria for current CFS, yielding a prevalence rate of 1.088%
(1,088 per 100,000; Jason & Wagner, 1998). Because nurses
are a high-risk population for CFS (e.g., nurses• work
is stressful and schedules often disrupt circadian rhythms),
it may not be possible to generalize these data to the entire
population.

In 1993, Jason and colleagues (1995) screened a random
community sample (n � 1,031) for the presence of CFS.
Sixty-four percent of the fatigued group indicated that they
had no current medical doctor overseeing their illness. The
individuals who reported having CFS or who had many of the
symptoms of CFS were examined by a physician and inter-
viewed by a psychiatrist to determine whether they could be
diagnosed with CFS. The DePaul University research team
diagnosed two patients with current CFS (0.2% of the sam-
ple, or a CFS prevalence rate of 200 per 100,000), a number
higher than we would have expected, given rates from past
epidemiological studies.

The CDC conducted a community-based survey in San
Francisco (Steele et al., 1998). Using telephone interviewing
between June 1 and December 1, 1994, these investigators
surveyed 8,004 (87%) of 9,155 households, providing data
on 16,970 adult and minor residents. Based on this popula-
tion-based telephone survey, the authors estimated the preva-
lence of CFS-like illness to be between .076 and .233% (76
and 233 per 100,000). Unfortunately, this study involved
only self-reported data. In the absence of medical and psy-
chiatric examinations, it was not possible to estimate the
prevalence of actual CFS cases from this study.

Another prevalence study involved a random sample of
4,000 individuals in a health maintenance organization roster

in the Seattle area (Buchwald et al., 1995). Seventy-seven
percent (n � 3,066) of the individuals surveyed responded.
Three individuals were determined to have CFS, for a preva-
lence rate of .075% (75 per 100,000). If the rates among non-
respondents and nonparticipants were similar to the rates
among study participants, the prevalence rate would rise to
.267% (267 cases per 100,000). A limitation in this study
is that only individuals with access to health care were
represented.

In Great Britain, Pawlikowska et al. (1994) sought re-
sponses from 15,283 people recorded in the general practice
register as having mild fatigue. Based on this sample,
Wessely et al. (1995) later ascertained the presence of CFS
in 1,199 people who presented to the physician with symp-
toms of infections and 1,167 for other reasons. Using health
and fatigue questionnaires (Wessely et al., 1997), it was de-
termined that 2.6% of the sample had CFS according to the
Fukuda et al. (1994) criteria. These rates are within the
range of prevalence of several mood disorders. (Mood disor-
ders are the most prevalent psychiatric illness after anxiety
disorders: For major depressive episode, the one-month
prevalence is 2.2% and lifetime prevalence is 5.8%; Regier
et al., 1988.) These CFS prevalence rates are considerably
higher than those reported in other recent epidemiological
studies.

In a subsequent study by Euba et al. (1996), those indi-
viduals with a CFS diagnosis in the community sample de-
scribed previously were compared with people diagnosed in
a hospital unit specializing in CFS. Whereas 74% of the
community sample had a psychiatric diagnosis before the
onset of their fatigue, only 21% of the hospital sample had
a previous diagnosis. The community sample had signi“-
cantly worse mental health scores and were more likely to
be impaired in their work. Fifty-nine percent believed that
their illness might be due to psychological or psychosocial
causes (compared with 7% for the hospital sample). Wes-
sely et al. (1997) did indicate that, of the 2.6% with CFS in
the community sample, only 0.5% had no psychological
disorder. In another study of CFS and psychiatric symptoms
(Wessely, Chalder, Hirsch, Wallace, & Wright, 1996), 36 in-
dividuals were diagnosed as having CFS from a cohort of
1,985 primary care patients. Among the CFS subgroup, only
64% had sleep disturbances and 63% had postexertional
malaise. These percentages are rather low, given that both
symptoms are critical features of CFS. Wessely and col-
leagues• “nding of an increased prevalence of CFS re”ects
the use of the new Fukuda et al. (1994) case de“nition and
possibly indicates the inclusion of pure psychiatric cases in
the category of CFS disorders. Thus, using a broad or nar-
row de“nition of CFS has an important in”uence on CFS
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prevalence estimates and the related issue of psychiatric co-
morbidity.

Lawrie and Pelosi (1995) found a prevalence rate of 560
per 100,000 among a sample of 1,000 patients. The respon-
dents were resurveyed one year later, and a random sample
were interviewed again 18 to 22 months later (Lawrie,
Manders, Geddes, & Pelosi, 1997). After controlling for con-
founding variables, only premorbid fatigue score was a sig-
ni“cant predictor for developing chronic fatigue. (Emotional
morbidity and physical attribution for fatigue were not risk
factors.) Of the new chronic fatigue cases, 75% of those who
had consulted a general practitioner for fatigue were proba-
ble psychiatric cases, whereas only 17% of those who had
not consulted a general practitioner were psychiatric cases.
Two cases of CFS were identi“ed among the new chronic
fatigue cases, and two cases of patients who had been ill at
the time of the “rst prevalence study were found. (The cases
were equally divided between the sexes.) The two incident
cases described having recovered within a year (only one
had a psychiatric diagnosis), whereas the two more long-
standing prevalent cases had psychiatric diagnoses and nei-
ther had recovered 18 months later. At that follow-up,
Lawrie et al. (1997) estimated the annual incidence of CFS
to be 370 per 100,000 and the prevalence to be 740 per
100,000.

From 1995 until 1998, Jason, Richman, and colleagues
(1999) attempted to contact a strati“ed sample of 28,673
households in Chicago by telephone. Of that sample, 18,675
individuals were screened for CFS symptomatology. The
sample was strati“ed to ensure a representative sample of
the diverse ethnic and socioeconomic groups comprising the
Chicago general population. Based on the initial screening,
participants with signi“cant fatigue and CFS symptoms were
selected to receive a psychological evaluation and medical
examination. Approximately .4% of the sample was deter-
mined to have CFS, and rates of CFS were higher among
Latino and African American respondents when compared to
White respondents (Jason, Richman, et al., 1999). These data
suggested that there might be as many as 800,000 adults in
the United States with this syndrome, suggesting that it is
one of the more common chronic health conditions. Data
were also collected for youth, and the “ndings indicated a
CFS prevalence of .06%, or 60 cases per 100,000 (Jordan
et al., 2001).

Finally, Reyes, Nisenbaum, Stewart, and Reeves (1998)
reported on the “rst phase of a CDC population-based preva-
lence study of fatigue-related disorders. The CDC used tele-
phone calls to contact their sample of 34,018 households in
Sedgewick County (Wichita), Kansas (87.8% of their sample
was White). The rate of CFS was estimated at about 240 per

100,000. The CDC has now recommended that all future epi-
demiologic research involve randomly selected, community-
based samples.

ETIOLOGY

People with CFS appear to have two basic problems with
immune function: immune activitation as demonstrated by
elevations of activated T lymphocytes, including cytotoxic
T cells and elevations of circulating cytokines; and poor
cellular function, with low natural killer cell cytotoxicity
and frequent immunoglobulin de“ciencies (most often
IgG1 and IgG3) (Evengard, Schacterle, & Komaroff, 1999;
Patarca, Fletcher, & Klimas, 1993; Patarca-Montero, Mark,
Fletcher, & Klimas, 2000). Landay, Jessop, Lennette, and
Levy (1991) were the “rst group of researchers to “nd that
the CD8 CD11b suppressor cell population was reduced in
patients with CFS, while the activation markers (CD38 and
HLA-DR) had increased. This suggests that decreased sup-
pressor cells lead to a hyperimmune response.

A variety of physical and psychological stressors can
cause corticotropin-releasing hormone (CRH) to be released
from the paraventricular nucleus of the hypothalamus. CRH
causes adrenocorticotropin (ACTH) to be released from the
anterior pituitary, and ACTH in turn stimulates cortisol re-
lease from the adrenal cortex. A frequently cited biological
study by Demitrack et al. (1993) found low levels of cortisol
in CFS patients, which might be due to a de“cit in CRH.
De“cits in cortisol have been linked to lethargy and fatigue,
and this de“cit might be contributing to the overactive im-
mune system. In a summary of the literature, Scott and Dinan
(1999) mentioned that patients with CFS have a reduced
adrenal secretory reserve and their adrenal gland size is
smaller compared to healthy subjects, whereas in major
depression, enlarged adrenal glands are found. Neurotrans-
mitters, including serotonin (5HT), are also involved in the
release of CRH. Serotonin, according to Scott and Dinan,
might play a role in the genesis of CFS, as altered 5HT neu-
rotransmission seen in patients with CFS may account for
disturbed sleep, muscle pain, gastrointestinal problems, and
mood alterations. Scott and Dinan mention that vasopressin
(VP) also acts in a synergistic fashion with CRH in stimulat-
ing ACTH release, and low VP levels have been found in
subjects with postviral fatigue syndrome. Wessely (1993),
however, states that it is simplistic to view CFS as a de“-
ciency in CRH, but some abnormality in CRH metabolism
possibly underlies both depression and CFS.

Another important biologically based explanation involves
the 2-5A antiviral pathway, which causes the production of
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RNase-L. Viral infections and interferon that is induced by
viral infections increase levels of RNase-L, and this RNase-L
selectively degrades viral RNA. Patients with CFS have
higher levels of RNase-L (an 80 kDa polypeptide) than pa-
tients with any other disease, according to Suhadolnik et al.
(1997), who has also found a novel low-molecular-weight
(37 kDa) binding protein in a subset of individuals with CFS
who are severely disabled by their disease. A European team
(De Meirleir et al., 2000) has also found increased levels of
80 kDa and 37 kDa RNase-L in patients with CFS. The ratio
of 37 kDa protein to the normal 80 kDa protein was high in
72% of patients with CFS and only 1% in healthy controls and
none in depression and “bromyalgia control patients. Herst
et al. (2001) treated two patients with CFS who were HHV-6
positive and had a high ratio of 37/80 kDa activity. Three to
four months after Ampligen treatment, their RNase-L cell low
molecular weight protein dropped and no HHV-6 infection
was detectable, suggesting that these two biomarkers might be
used in monitoring patients• response to treatment. Gow et al.
(2001), however, did not “nd any evidence of upregulation of
the antiviral pathway in a group with CFS and healthy con-
trols, but a group with a group of patients with infections evi-
denced upregulation.

Another group of researchers (Bou-Holaigah, Rowe,
Kan, & Calkins, 1995) found that 22 of 23 patients with CFS
had an abnormal response consistent with neurally mediated
hypotension. This condition occurs when the central nervous
system misinterprets the body•s needs when it is in an upright
position. Then it sends a message to the heart to slow down
and lower the blood pressure, responses that are directly op-
posite the responses the body needs. Other investigators,
however, have not found neurally mediated hypotension to
play a major role in CFS (Poole et al., 2000). In another study
(Streeten & Bell, 2000), the majority of patients had striking
decreases in circulating blood volume. It appears that the
blood vessels in patients with CFS are constricted dramati-
cally, and efforts to restore normal volume have met with
limited success.

Other investigators have noted cardiac dysfunction
(Lerner, Lawrie, & Dworkin, 1993), EEG abnormalities
(Donati, Fagioli, Komaroff, & Duffy, 1994), abnormalities in
cerebral white matter (Natelson, Cohen, Brassloff, & Lee,
1993), decreases in blood ”ow in certain areas of the brain
(Schwartz et al., 1994), autonomic nervous system dysfunc-
tion (Freeman & Komaroff, 1997), frequent HHV-6 reactiva-
tion (Ablashi et al., 2000), and multiple mycoplasmal
infections (Nicolson et al., 1999). However, such laboratory
“ndings are inconsistent, which may be a function of com-
bining distinctive groups of patients into a large heteroge-
neous group rather than analyzing them within subtypes. One

reason for medical skepticism concerning CFS is that many
studies examining cellular immune response abnormalities in
people with CFS have not been consistently reproduced
(Krupp, Mendelson, & Friedman, 1991).

In reality, rarely is there a perfect biological test for an ill-
ness. With CFS, there does appear to be mounting evidence of
brain and immune system abnormalities (Komaroff, 2000a).
It is possible that low levels of circulating cortisol suggest a
condition of mild adrenal insuf“ciency. In individuals with
CFS, this condition could stimulate immune activation,
which could contribute to brain dysfunction (Komaroff,
2000b). Although no virus has been identi“ed as the cause of
CFS, the immune pattern seems to be “ghting a virus, as
evidenced by the RNase-L pathway. Increasing evidence also
points to neurological “ndings including hyperintense signals
on MRI scans, reductions in cerebral blood ”ow on SPECT
scans (Lange, Wang, DeLuca, & Natelson, 1998), and auto-
nomic dysfunction (primarily orthostatic intolerance and neu-
rally mediated hypotension; Schondorf & Freeman, 1999).

The onset of CFS is often linked with the recent presence
of an infection. CFS has been reported following acute
mononucleosis (a viral infection), Lyme disease (a bacterial
infection), and Q fever (an infection with a different type
of infectious agent; Komaroff, 2000b). Activation by macro-
phages due to a virus or bacteria produces a release of inter-
leukin 1, which causes an alteration in the electrical activity
of the brain; it also causes a number of behavioral changes
(e.g., decreases in activity and social interaction, somno-
lence) designed to reduce unnecessary energy expenditure, so
that available energy stores can be used to “ght the infection
(Maier, Watkins, & Fleshner, 1994). These cytokines might
induce a state of chronic activation, which leads to a deple-
tion of the stress hormone axis, and to other neuropsychiatric
and neuroendocrine features associated with CFS (Saphier,
1994).

Some individuals might be at higher risk of developing
this chronic activation due to genetic vulnerabilities, or to
constitutional or psychological factors. Individuals with CFS
might have hyperactive premorbid lifestyles, and this high
•action-pronenessŽ might be a predisposing factor for devel-
oping CFS (Van Houdenhove, Onghena, Neerinckx, &
Hellin, 1995). Individuals who are chronically stressed have
a persistent lack of cortisol, and this might also contribute to
CFS (Heim, Ehlert, & Hellhammer, 2000). In addition, stress
might be a conditioned stimulus that leads to an impaired im-
mune response (Cohen, Moynihan, & Ader, 1994). In addi-
tion, environmental factors might play a role in the etiology
of CFS: People with CFS have signi“cantly higher levels of
chlorinated hydrocarbons than do control subjects (Dunstan
et al., 1995).
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Zalcman, Savina, and Wise (1999) have found that im-
munogenic stimuli can alter brain circuitry, changing the
brain•s sensitivity to seemingly unrelated subsequent stimuli.
Elenkov, Wilder, Chrousos, and Vizi (2000) review evidence
that norepinephrine and epinephrine inhibit the production of
type 1/proin”ammatory cytokines whereas they stimulate the
production of type 2/anti-in”ammatory cytokines thereby
causing a selective suppression of Th1 responses and cellular
immunity and a Th2 shift toward dominance of humoral im-
munity. Gellhorn (1970) has further postulated that, under
prolonged stimulation of the limbic-hypothalamic-pituitary
axis, a lowered threshold for activation can occur. Once this
system is charged, either by high-intensity stimulation or by
chronically repeated low-intensity stimulation, it can sustain
a high level of arousal (Gellhorn, 1968). Girdano, Everly, and
Dusek (1990) suggest that the excessive arousal can lead to
an increase in the dendrites of the limbic system, which can
further increase limbic stimulation. The limbic system is
growing more excitatory postsynaptic receptors, and its in-
hibitory presynaptic receptors are decreasing. People with
CFS might be experiencing excitatory neurotoxicity. Two re-
ceptors residing on the cell surface membranes of neurons are
the GABA, which inhibit neuronal “ring; and the NMDA,
which excite neuronal “ring. The GABA and NMDA recep-
tors should be balanced, but after an injury, NMDA “res
more than GABA.

Almost every drug that down-regulates NMDA receptor
“ring (benzodiazipine therapy, magnesium, Nimotop, mela-
tonin, calcium channel blockers) has been helpful for people
with CFS (Goldstein, 1990). Brouwer and Packer (1994)
have conducted research indicating that people with CFS
might have •unstable cortical excitability associated with
sustained muscle activity resulting in varied magnitudes of
descending volleysŽ (p. 1212). Natelson et al. (1996) found
that low-dose treatment with a monamine oxidase inhibitor
produced a signi“cant pattern of improvement in CFS pa-
tients, thus providing additional support for the hypothesis
that CFS might involve a state of reduced central sympathetic
drive via increased “ring of the locus coeruleus. Snorrason,
Geirsson, and Stefansson (1996) found that 70% of CFS pa-
tients reported at least a 30% improvement when treated with
galanthamine hydrobromide, a selective inhibitor of acety-
cholinesterase; galanthamine increases plasma levels of
cortisol.

Acetylcholine is a primary neurotransmitter of the
parasympathetic nervous system, and it is widely distributed
throughout the brain and spinal cord. Chaudhuri, Majeed,
Dinan, and Behan (1997) believe that CFS entails a depletion
of this acetylcholine and increased sensitivity of the postsy-
naptic acetylcholine receptors. Chaudhuri et al. studied

growth hormone levels in patients with CFS, healthy con-
trols, and those with chronic exposure to organophosphate.
(Workers who are chronically exposed to organophosphates
show neurobehavioral symptoms similar to those of people
with CFS.) One hour after these participants were given pyri-
dostigmine, a substance that increases the amount of acetyl-
choline (which functions to increase the amount of growth
hormone), both patient groups had a larger amount of growth
factor released in comparison to healthy controls, suggesting
that a similar mechanism might be at work in patients with
CFS and in those with chronic organophosphate exposure.
Acetylcholine hypersensitivity at the hypothalamic level is
the most likely explanation of these “ndings.

There might be various pathways into such disregulation,
with a viral infection representing just one possible route.
This might be the reason that Wessely et al. (1995) found that
some people with CFS had viral infections and some had
other medical illnesses before they developed CFS. Jason,
Taylor, and Carrico (2001) did “nd more patients reported an
onset of CFS during January, a time when viral infections
occur with the greatest frequency. In addition, it is possible
that viral infection can occur in the absence of in”ammation;
in these cases, the virus evades the host immune system and
allows the functions of the cell to continue (e.g., there is evi-
dence of persistent cytomegalovirus infection in the pancre-
atic cells of people with diabetes; Wessely, 1993).

Exacerbation of symptoms might trigger maladaptive
appraisals and coping strategies, which may perpetuate
symptomatic episodes via affective, neuroendocrine, and im-
munologic pathways (Antoni et al., 1994). In addition, both
high experienced overload and low attractiveness of external
stimulation is related to fatigue (Rijk, Schreurs, & Bensing,
1999). Some medical illnesses (e.g., multiple sclerosis,
hyperthyroidism) have been shown to elicit psychological
disorders; and changes in mood, fatigue, and malaise are
commonly associated with infection (Ray, 1991). In addition,
depression can be a reaction to physical illness; for example,
depression and anxiety are common in patients with cancer
and heart disease. Ray believes that depression that accompa-
nies a prolonged illness may be better conceptualized as de-
moralization rather than as psychiatric illness, particularly in
ambiguous illnesses in which patients have dif“culty gaining
recognition of the legitimacy of their illness.

Many investigators have emphasized cognitive and behav-
ioral factors in the etiology and maintenance of CFS
(Vercoulen et al., 1998). However, the stereotype that patients
with CFS are perfectionistic and have negative attitudes to-
ward psychiatry has not been supported (Wood & Wessely,
1999). Functional somatic syndromes are characterized
by diffuse, poorly de“ned symptoms that cause signi“cant
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subjective distress and disability, cannot be corroborated
by consistent documentation of organic pathology, and
are highly prevalent even in healthy, nonpatient groups. Some
argue that syndromes such as CFS, “bromyalgia, and irritable
bowel syndrome may be better understood in terms of a uni-
tary model of functional somatic distress, rather than as sepa-
rate diagnostic entities (Barsky & Borus, 1999).

A recent study by Taylor, Jason, and Schoeny (2001) eval-
uated the diagnostic validity of conditions that have been
labeled as functional somatic syndromes. Latent variable
models of functional somatic distress were estimated from
the responses of 213 community members to a medical ques-
tionnaire. Medical questionnaire items that closely con-
formed to formal diagnostic criteria for the conditions were
used in model estimation. Results of con“rmatory factor
analysis supported diagnostic distinctions between “ve
syndromes (“bromyalgia [FMS], CFS, somatic depression,
somatic anxiety, and irritable bowel syndrome). Discrete
diagnostic categories of “bromyalgia and CFS were then
tested using logistic regression analysis, in which the out-
come involved independent diagnosis of these conditions
based on physician evaluation. The diagnostic validity of the
latent constructs of FMS and CFS emerging from this “ve-
factor model were cross-validated using “ndings from an in-
dependent physician evaluation.

In support of “ndings for distinctions among these
syndrome constructs, Hickie, Koschera, Hadzi-Pavlovic,
Bennett, and Lloyd (1999) found that chronic fatigue is a per-
sistent diagnosis over time, and that longitudinal patterns of
comorbidity of fatigue with psychological distress did not
suggest a causal relationship or common vulnerability factor.
Similar “ndings of a study by Van Der Linden and associates
(1999) supported the existence of a pure, independent fatigue
state over time, and this pure fatigue state did not predict sub-
sequent psychiatric disorder. Morriss and associates (1999)
also found that depression was not associated with the report-
ing of pain, FMS and IBS, and medically unexplained symp-
toms in individuals with CFS.

Rather than conceptualizing CFS solely as a disease of the
body or the mind, a biopsychosocial perspective provides
a transactional model, one that suggests that complex interac-
tions between multiple biological and psychological factors
in”uence the onset of CFS and pathways to further illness or
recovery. The biopsychosocial model (Friedberg & Jason,
1998) contends that there might be multiple pathways lead-
ing to the cause and maintenance of the neurobiologic dis-
regulations and other symptoms experienced by individuals
with CFS. Depending on the individual, these pathways may in-
clude unique biological, genetic, neurological, psychological,
and socioenvironmental contributions. N. Endicott (1999), for

example, has found that patients with CFS have parents with in-
creased prevalence of cancer and autoimmune disorders when
compared to control patients• families. Recent twin studies
of complex genetic and environmental relationships between
psychological distress, fatigue, and immune system functioning
suggest that these models need to acknowledge the increasing
importance of the individual•s genotype (Hickie, Bennett,
Lloyd, Heath, & Martin, 1999). One strength of a biopsychoso-
cial understanding of CFS is that it may serve as a means of
bridging the theoretical gap between mind versus body expla-
nations of these illnesses.

Similarly, a psychoneuroimmunological model (Jason
et al., 1995) can provide another comprehensive heuristic
framework for understanding this complex illness. Psy-
choneuroimmunology presents an alternative to current
research-induced dichotomous conceptualizations as solely
diseases of the body or the mind. A psychoneuroimmunolog-
ical model suggests that an ongoing connection exists be-
tween nervous, endocrine, and immune systems within the
body. Consequently, conditions of stress, depression, anxiety,
loss of control, learned helplessness, loneliness, bereave-
ment, or highly inhibited power motivation may interfere
with adequate immune functioning. Psychological and envi-
ronmental factors may serve to in”uence immunosuppres-
sion, including dysphoric responses (e.g., depressive affect,
unhappiness, anxiety), immunosuppressive behaviors (e.g.,
dietary patterns, sleep habits, licit and illicit drug use), ad-
verse life experiences (e.g., ongoing strains in interpersonal
relationships), and preexisting vulnerabilities (e.g., the ab-
sence of interpersonal resources and coping patterns to fore-
stall the impact of negative life experiences). In summary,
psychoneuroimmunology provides a transactional model,
which accounts for complex interactions between multiple
biological and psychological factors that in”uence both the
onset of these syndromes and pathways to further illness or
recovery.

SUBTYPES

Individuals with CFS have been found to differ with respect
to characteristics such as gender, ethnicity, and socioeco-
nomic status, symptom severity, functional disability, psychi-
atric comorbidity, and coping styles (Friedberg & Jason,
1998). As a result of this heterogeneity, “ndings emerging
from studies in a number of areas are, at best, discrepant, and
at worst, contradictory. Heterogeneity among participant
groups can also contribute to a lack of observable abnormal-
ities in some laboratory studies. One central, methodological
explanation for observations of discrepant “ndings across
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studies involves issues related to sampling and participant se-
lection. A majority of investigations have employed nonran-
dom, medically referred samples. Different types of illnesses
are probably now contained within the CFS construct, which
makes it even more dif“cult to identify commonalities in all
people with this diagnosis. As an example, See and Tilles
(1996) found that, with alpha interferon treatment, quality-
of-life scores improved signi“cantly only for those with
NK cell dysfunction, suggesting that this subgroup of CFS
patients might have bene“ted from the enhancement of
cytokine production that was produced by the interferon-
stimulated NK cells and that this might have led to restora-
tion of normal immune function.

Findings from many empirical investigations of CFS sug-
gest that subtypes of patients can be distinguished with re-
spect to the mode of illness onset (whether gradual or sudden;
DeLuca, Johnson, Ellis, & Natelson, 1997; Komaroff, 1988,
1994; Levine, 1997; Reyes et al., 1999). However, contro-
versy exists as to whether prognosis of individuals with CFS
is affected by the experience of sudden versus gradual onset.
Reyes and associates (1999) examined symptoms experi-
enced at illness onset for individuals with either sudden or
gradual onset of CFS and found that those with sudden onset
reported signi“cantly more symptoms at onset than those
with gradual onset, and symptoms were more likely to be of
infectious nature, including fever, sore throat, chills, and ten-
der lymph nodes. This is consistent with other research
(Komaroff, 1988, 1994), which has suggested that sudden
onset of CFS may be indicative of viral/infectious illness.
Over time, however, symptom patterns among individuals in
the Reyes et al. (1999) sample became more similar for those
with sudden and gradual onset, and probability of recovery
was not affected by mode of onset. In support of this “nding,
an examination of the ”uctuation of symptoms and outcome
of CFS over time (Hill, Tiersky, Scavalla, & Natelson, 1999)
found that mode of illness onset was not predictive of positive
or negative illness outcomes. Contrary to these “ndings, how-
ever, Levine (1997) has found that individuals with sudden
onset have a better prognosis than those with gradual onset.

In a random community sample, Jason, Taylor, Kennedy,
Song, et al. (2000) found that individuals with sudden CFS
onset were signi“cantly more likely to experience more se-
vere sore throat pain and more severe fatigue following exer-
cise. One possible explanation for increased severity of these
two symptoms in the sudden onset group may involve an in-
creased likelihood of viral etiology in this subgroup of partic-
ipants. Individuals with sudden onset were also more likely
to experience lifetime psychiatric diagnosis.

The presence of a stressful life event preceding or
precipitating onset of CFS is another factor that has been

investigated and may differentiate subgroups of patients with
CFS (Ray, Jeffries, & Weir, 1995; Salit, 1997; Theorell,
Blomkvist, Lindh, & Evangard, 1999). Some evidence indi-
cates that individuals with CFS have experienced a higher
frequency of negative life events in the time directly preced-
ing the onset than matched controls (Salit, 1997; Theorell
et al., 1999). In a community-based sample, Jason, Taylor,
Kennedy, Song, and associates (2000) found that individuals
who were experiencing unusually severe stress at the time
of CFS onset reported lower levels of vitality and lower
emotional role functioning. Taylor and Jason (2001) found
prevalence rates of sexual and physical abuse history among
individuals with CFS were comparable to those found in indi-
viduals with other conditions involving chronic fatigue, in-
cluding medically based conditions. In addition, relative to
those with CFS who report such history, most individuals
with CFS did not report histories of interpersonal abuse.
Other researchers (Ray et al., 1995) have found that the pres-
ence of positive life events causing moderate or major life
change are associated with lower fatigue and impairment
scores in individuals with CFS, while negative life events do
not impact these outcomes.

Findings from a number of empirical investigations of
CFS conducted in England, the United States, and Australia
suggest that two subtypes of patients can be distinguished in
terms of symptom severity, functional level, and psychiatric
status (Friedberg & Jason, 1998; Hickie et al., 1995; Manu,
Lane, & Matthews, 1988). In a sample of patients with CFS
analyzed by Hickie and associates (1995), distinctive sub-
types emerged: (a) a •somatization-likeŽ group, including
those who have a higher prevalence of CFS symptoms
and atypical symptoms, greater disability attributed to CFS
and psychiatric symptoms, and a greater percentage unem-
ployed and; (b) a •CFSŽ group, including those individuals
with lower prevalence of CFS and atypical symptoms, less
disability attributed to CFS and psychiatric symptoms, and a
greater percentage employed.

In a U.S. sample, Manu and associates (1988) found a bi-
modal distribution of symptoms among 100 chronic fatigue
patients, including 21 patients with 10 to 15 symptoms and
79 patients with 0 to 9 symptoms. In two follow-up studies of
patients with CFS, persistent symptoms and disability at the
follow-up were associated with eight or more medically
unexplained symptoms at time one (Bombardier & Buch-
wald, 1995; Clark et al., 1995). A comparison group of non-
CFS chronic fatigue patients exhibited fewer symptoms and
higher functioning (Bombardier & Buchwald, 1995).

Lange et al. (1999) found no MRI differences between
those with CFS and healthy controls; however, when the CFS
group was divided into those with and without a psychiatric
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disorder occurring since their CFS diagnosis, 66.7% of those
without psychiatric comorbidity had MRI abnormalities ver-
sus only 22.2% with psychiatric comorbidity. The CFS with-
out psychiatric diagnosis group had the highest frequency of
lesions, and these lesions were most often found in the frontal
lobes.

Several investigators have also argued for the presence of
important subgroups of patients including the presence ver-
sus absence of a premorbid psychiatric condition and gradual
versus sudden onset of the illness (DeLuca et al., 1997).
Johnson, DeLuca, and Natelson (1999) also suggest that there
might be two groups of CFS patients, one with sudden onset,
nonpsychiatric, and serious cognitive impairments, and the
other with slow onset, psychiatric comorbidity, and mild cog-
nitive impairment. However, in a community-based sample,
higher frequency of symptoms was not associated with a
greater number of psychiatric diagnoses (Jason, Taylor,
Kennedy, Jordan, et al., 2001), but sudden onset of illness
was associated with psychiatric comorbidity (Jason, Taylor,
Kennedy, Song, et al., 2000). In addition, when patients with
and without a premorbid psychiatric diagnosis were com-
pared, there were no signi“cant differences on sociodemo-
graphic variables, measures of fatigue and symptom severity,
disability, stress, and coping (Jason, Taylor, Kennedy, Song,
et al., 2001). Possible differences between these “ndings and
those of DeLuca and associates (1997) may be attributed to
different ways in which the participants were recruited. In the
Jason, Taylor, Kennedy, Jordan, et al. (2001); Jason, Taylor,
Kennedy, Song, et al. (2000); and Jason, Taylor, Kennedy,
Song, et al. (2001) studies, participants with CFS were re-
cruited using randomized, community-based telephone sam-
pling. In the DeLuca et al. (1997) study, participants with
CFS were self-referred based on media reports about a CFS
treatment center and also recruited by physician referral.

Patients diagnosed with CFS and “bromyalgia have been
found to be substantially more disabled than patients with ei-
ther condition alone (Bombardier & Buchwald, 1996). Jason,
Taylor, Kennedy, Song, et al. (2001) also found that those
with CFS and comorbid FM compared to those with only
CFS had increased symptoms and functional impairment.
Jason, Taylor, and Kennedy (2000) found in a community
sample of individuals with CFS that 15.6% also had FM,
40.6% had multiple chemical sensitivities (MCS), and 3.15%
had FM and MCS, whereas only 40.6% had pure CFS. Future
studies should subclassify patients according to whether they
are pure types or have FM and or MCS.

It is possible that CFS is experienced differently by indi-
viduals depending on the particular illness phase. Fennell
(1995) has proposed a four-phase model for understanding

the phases individuals undergo when coping with CFS: In
Phase 1 of the CFS illness, the individual moves into a crisis
mode after illness onset, wherein he or she experiences the
traumatic aspects of a new illness. In Phase 2, the person
with CFS continues to experience chaos and dissembling,
followed by the eventual stabilization of the individual•s
symptoms. In Phase 3, the person with CFS moves into the
resolution mode, as he or she works to accept the chronicity
and ambiguity of this chronic illness and create meaning out
of the illness experience. Finally, in Phase 4, the person with
CFS achieves integration, wherein he or she is able to inte-
grate the pre- and post-illness self-concepts.

Jason, Fennell, and associates (1999) examined the factor
structure of the Fennell Phase Inventory using a sample of 400
participants, who self-reported that a physician diagnosed
them with CFS on a mail-in questionnaire. A three-factor
solution emerged, yielding a crisis score, a stabilization score,
and an integration score for each individual. A cluster analysis
was then conducted using the three mean factor scores for
each individual, and four clusters emerged. These clusters
matched the four phases predicted by Fennell (Jason,
Fennell, Taylor, Fricano, & Halpert, 2000).

In another study (Jason, Fricano, et al., 2000), 65 patients
diagnosed with CFS by a physician were recruited and ad-
ministered the Fennell Phase Inventory and other measures
assessing CFS-related symptoms, disability, and coping.
Each of the 65 patients was classi“ed as one of four prede-
“ned clusters measuring a crisis phase, a stabilization phase,
a resolution phase, and an integration phase. Results con-
“rmed Fennell•s model, revealing signi“cant differences be-
tween the clusters in terms of levels of disability and modes
of coping. Results suggest that the Fennell Phase Inventory
accurately differentiates phases of adaptation to illness expe-
rienced by individuals with CFS. Phase models might help
researchers better deal with the mass of con”icting re-
search studies in the “eld of CFS. If patients experience these
phases in qualitatively different ways, their responses on
standardized questionnaires could be dramatically different,
depending on the phase of their illness. If a researcher col-
lapses the responses of patients in different phases, the “nd-
ings might be obscured because the patients are experiencing
fundamentally different processes.

Even the construct of fatigue must be better differenti-
ated into various dimensions (e.g., postexercise symptoms,
”are-up symptoms, remission symptoms, allergy fatigue;
Dechene, Friedberg, MacKenzie, & Fontanetta, 1994). Until
better-differentiated subgroups are developed, it will be ex-
ceedingly dif“cult to identify characteristics common to all
people with the diagnosis of CFS (Friedberg & Jason, 1998).
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PROGNOSIS

Knowledge about the course and long-term prognosis of CFS
has been increasing. Duration of illness has been mentioned
as a possible predictor of recovery by several investigators.
Recovery rates for individuals in the Reyes et al. (1999) sam-
ple were impacted by duration of illness at time of enrollment
in the study, with individuals with shorter duration of illness
at time of enrollment being more likely to report recovery.
Consistent with the “ndings of Reyes et al. (1999), other
researchers (Clark et al., 1995; Ray, Jeffries, & Weir, 1997)
determined that persistent illness and poorer outcomes could
be predicted by longer duration of CFS symptoms. Wilson
and associates (1994), however, did not “nd duration of ill-
ness to be a predictor of outcome, and Hill and associates
(1999) found that neither duration of illness nor mode of
onset predicted illness outcome.

In a community sample, Jason, Taylor, Kennedy, Song,
et al. (2000) found that individuals with a shorter duration of
illness perceived their health as better and had a more opti-
mistic outlook regarding recovery than those with longer
illness duration. In contrast to these differences in overall
perceptions of health, however, analyses of outcome mea-
sures revealed that the severity of most CFS symptoms re-
mained stable throughout the course of the illness, regardless
of duration. Taken together, these two “ndings may indicate
that individuals with shorter illness duration, though just as
ill as those with longer duration, are more likely to be opti-
mistic about overall self-perceived health and prognosis.

Follow-up studies generally suggest that illness attribution
and coping styles are important predictors of long-term out-
come in CFS. Wilson and associates (1994) conducted a
three-year follow-up study of patients previously enrolled in
a placebo-controlled treatment study. These researchers
found that many remain functionally impaired over time.
Psychological factors were found to be important determi-
nants of outcome such that participants who cope with
distress by somatization (presenting physical rather than psy-
chological symptoms) and discount the possible modulating
role of psychosocial factors are more likely to have an unfa-
vorable outcome. Russo and colleagues (1998) followed ter-
tiary care clinic patients with chronic fatigue for two and a
half years and found that patients whose psychiatric disorders
and physical examination signs were still present at follow-
up were more likely to have persistent fatigue and work
disability. Clark and associates (1995) also followed tertiary
care clinic patients and found that the factors that predicted
persistent illness in chronic fatigue patients included having
more than eight medically unexplained physical symptoms, a

lifetime history of dysthymia, a duration of chronic fatigue
that was more than one and a half years, less than 16 years of
formal education, and age over 38 years. Sharpe, Hawton,
Seagroatt, and Pasvol (1992) conducted a follow-up of ter-
tiary care patients six weeks to four years after initial clinic
visit and similarly found that longer illness duration, belief in
a viral cause of the illness, limiting exercise, changing or
leaving employment, belonging to a self-help organization,
and current emotional disorder predicted greater functional
impairment.

Bombardier and Buchwald (1995) compared functional
outcomes in patients with chronic fatigue and CFS and found
that individuals who met the Holmes et al. (1988) de“nition
of CFS had poorer prognosis than individuals who did not
meet CFS criteria. Similar to the Clark et al. (1995) study, the
coexistence of dysthymia predicted poorer outcome across
groups. Kroenke, Wood, Mangelsdorff, Meier, and Powell
(1988) conducted a one-year follow-up and found that a mi-
nority (28%) of CFS patients improved. Consistent with “nd-
ings of other studies, older patients and individuals with
higher scores on a measure of functional impairment had a
poorer prognosis at follow-up. Vercoulen and associates
(1996) found that improvement in CFS was related to a sense
of control over symptoms and to not attributing the illness to
physical causes.

Reyes et al. (1999) found that those who recovered from
CFS were similar demographically to those who remained ill.
Taylor, Jason, and Curie (2001) examined predictors of in-
creased fatigue severity and predictors of continued chronic
fatigue status at a follow-up within a random community-
based sample of individuals previously evaluated in a preva-
lence study of chronic fatigue and CFS. Findings revealed
that baseline fatigue severity was the only variable that pre-
dicted increased fatigue severity at the follow-up in the over-
all sample of individuals with and without chronic fatigue. In
the smaller sample of individuals with chronic fatigue, base-
line fatigue severity, worsening of fatigue with physical exer-
tion, and feeling worse for 24 hours or more after exercise
signi“cantly predicted continued chronic fatigue status (ver-
sus improvement) at follow-up. Camacho and Jason (1998)
compared individuals who had recovered from CFS versus
those that had not. Analyses show no signi“cant differences
between groups on measures of optimism, stress, and social
support, although a few signi“cant differences were noted
on measures of fatigue and coping. Not surprisingly, those
who had recovered from CFS had less fatigue and spent less
time focusing on symptoms than those who had not recov-
ered. Those who had recovered in comparison to healthy con-
trols more often used positive reinterpretation and growth
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strategies and thus may have, in some ways, bene“ted from
the experience of being ill. The “ndings are consistent with
what would be expected for persons dealing with a chronic
illness.

Despite growing knowledge about long-term predictors of
CFS outcome, uncertainty remains regarding the course of
CFS and how the syndrome impacts quality of life over time.
A review of prospective outcome studies in CFS patients
(Joyce, Hotopf, & Wessely, 1997) reveals that a majority of
patients report some improvement one and a half years to four
years after initial medical evaluation, although substantial re-
covery occurs in less than 10% of cases. Also, one-fourth to
one-third of CFS patients report worsening illness over time.
The summary article by Joyce et al. (1997) concluded that
psychiatric disorder and patient belief in a physical cause for
their symptoms were predictors of poor outcome in every
study. However, as Hedrick (1997) noted, •Some studies
found no prospective relationships; others found relation-
ships on only one or a few of numerous factors; and different
factors were found to be signi“cant in different studies. More
importantly, the strength of such relationships is often so low
to be of little signi“cance in either understanding the etiology
of CFS or guiding its treatmentŽ(p. 724).

TREATMENT

Pharmacological and Alternative Treatments

Pharmacological (e.g., Prozac, Serzone, Klonopin, Ampli-
gen) and alternative treatments (SAM-e, NADH, massage,
acupuncture, malic acid, and magnesium) represent two
avenues that may lead to alleviation of the severity of some,
but not all, of the symptoms of CFS (Taylor, Friedberg, &
Jason, 2001).

The most well-known treatment involves Ampligen, an
immune system modulator. Ampligen signi“cantly improved
functional status and reduced symptoms in severely disabled
CFS patients in a double blind placebo controlled study
(Strayer et al., 1994). A subsequent clinical study of Ampli-
gen (Strayer, Carter, Strauss, Brodsky, & Suhadolnik, 1995)
in 15 severely disabled CFS patients found sustained
improvements over a 48-week period in functional status,
cognitive function, and exercise tolerance. Also, reductions
were found in human herpesvirus-6, a herpesvirus that may
play a role in CFS pathogenesis (Strayer et al., 1995). The
treatment is recommended for those patients with sudden
onset of symptoms who have cognitive de“cits. However, it
is a highly controversial drug that has also been anecdotally
reported to be associated with highly negative long-term

physical health consequences (Kansky, 2000). Potential ben-
e“ts reported by patients with sudden illness onset, signi“-
cant limitations in performing activities of daily living, and
cognitive impairment include signi“cant increases in energy
and the ability to perform activities of daily living, reduction
in pain, return of immune system functioning to normal
range, and signi“cant improvement in cognitive functioning.
It is important to note that this drug is still in an experimental
phase, and the exact percentage of patients who will bene“t
substantially, if at all in the long term, is yet to be determined.
In short-term studies, use of Ampligen has been found to pro-
duce the following side effects, which tend to occur during
the “rst three months of treatment: initial worsening of nau-
sea, dizziness, headaches, and pain. Ampligen is available in
the United States and Brussels on an experimental basis only
and is extremely expensive. One year of treatment currently
costs over $14,500. Thus, not all individuals with CFS will
have access to this medication (Taylor, Friedberg, & Jason,
2001).

There have also been several rather controversial trials of
providing hydrocortisone, based on the hypothesis that hy-
percortisolism is a contributing factor to CFS. A study by
McKenzie et al. (1998) found that a dosage of 25 to 35 mg re-
sulted in only minimal therapeutic improvements while caus-
ing substantial adrenal suppression. In contrast, a study by
Cleare et al. (1999), which used a lower dose (5 mg or 10 mg
daily of hydrocortisone) led to signi“cant reductions in self-
rated fatigue and disability in patients with CFS, and there
was no compensatory suppression of endogenous cortisol
production. More research needs to be conducted in this area.

Use of most pharmacological and alternative treatments
with individuals with CFS has not yet been adequately and
systematically studied (Reid, Chalder, Cleare, Hotopf, &
Wessely, 2000), and preliminary studies have demonstrated
varying degrees of ef“cacy depending on the speci“c symp-
tom of the condition being treated. It should be cautioned that
pharmocological and alternative treatments were not de-
signed speci“cally to treat CFS and should be best considered
as palliative in treating isolated symptoms only (e.g., pain,
sleep, headache, and possibly fatigue and cognitive problems
in some circumstances). Ongoing consultation with and care-
ful monitoring by a physician or alternative medicine spe-
cialist highly experienced in the treatment of these conditions
are strongly recommended before beginning therapy with
any of these agents.

Regardless of the medication described, very few pharmo-
cological agents have been well-established as effective
(Reid et al., 2000), and what works well for one person may
not be tolerated by, or may be ineffective for, another person.
Reports by patients of hypersensitivity or negative reactions
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to even small doses of the medications described herein (par-
ticularly antidepressants) are not unusual among individuals
with these conditions (Friedberg, 1996; Verrillo & Gellman,
1997). Some suggest that physicians who prescribe medica-
tions for patients with CFS should start at lower than normal
dosages and increase slowly only if the drug is well tolerated
(Taylor, Friedberg, & Jason, 2001).

Nonpharmacological Interventions

Cognitive behavior therapy (CBT) with graded exercise con-
stitutes a popular form of treatment for CFS. This approach to
psychotherapy challenges patients•attributions of CFS symp-
toms as resulting from physical disease, such as viral or
immunological problems (Sharpe et al., 1996). Rather, it en-
courages patients to attribute their symptoms to social and
psychological factors. According to this approach, individu-
als with CFS are encouraged to engage in gradual and con-
sistent increases in activity and to try strategies other than
activity avoidance as modes for managing their symptoms.
Other components of this treatment include modifying exces-
sive perfectionism and self-criticism and maintaining an ac-
tive problem-solving approach in coping with interpersonal
and occupational dif“culties. Results of short-term studies
that have employed cognitive behavior therapy with graded
exercise suggest that this form of treatment is more effective
in improving physical functioning than relaxation training
(Deale, Chalder, Marks, & Wessely, 1997). Another study
also using this form of cognitive behavior therapy (Sharpe
et al., 1996) also reported signi“cant effects. However, in a
four-year follow-up differences decreased between the
cognitive-behavior therapy and a control group (Sharpe,
1998).

In an effort to generalize these “ndings to less specialized
settings using newly trained therapists, Prins et al. (2001)
found that CBT was more effective than guided support
groups, but there was a lower percentage of improved pa-
tients than the other CBT trials that had used highly skilled
therapists. Powell, Bentall, Nye, and Edwards (2001) com-
pared four conditions: two CBT treatment sessions plus two
telephone follow-up calls, a similar intervention plus an addi-
tional seven follow-up calls, and a third intervention that
included the prior interventions plus an additional seven
face-to-face sessions. No signi“cant differences were found
between the three treatment conditions (69% achieved a
satisfactory outcome in physical functioning), but patients
receiving any of the treatments did signi“cantly better than a
control group receiving standardized medical care. (Among
controls, only 6% achieved a satisfactory outcome.) Fulcher
and White (1997) compared graded aerobic exercise to

”exibility/relaxation training, and those in the exercise group
were more likely to rate themselves improved than those in
the ”exibility/relaxation group (52% versus 27%), but there
was a high drop-out rate (29%). In addition, in a recent trial
comparing CBT to counseling, the CBT group did not im-
prove compared to CFS patients in the counseling group with
respect to fatigue and social functioning (Ridsdale et al.,
2001).

Other approaches to psychotherapy, including cognitive
coping skills therapy (Friedberg & Krupp, 1994) and enve-
lope theory (Jason, Melrose, et al., 1999), offer alternative
ways of treating CFS patients. Cognitive coping skills ther-
apy, for example, focuses on the identi“cation of symptom
relapse triggers and encourages activity moderation to
minimize setbacks. This therapy also emphasizes cognitive
and behavioral coping skills, stress reduction techniques, and
social support in an attempt to promote self-regulation
and management of CFS symptoms. Unlike some forms of
cognitive behavioral therapy (Sharpe et al., 1996), cognitive
coping skills therapy does not challenge or question patients•
beliefs in a medical cause for CFS. Instead, practitioners
using this approach are encouraged to respond to patients•
symptom accounts with complete empathy and validation for
the illness.

Envelope theory (Jason, Melrose, et al., 1999) assumes a
similar perspective and does not challenge patients• beliefs in
a medical cause for CFS. Instead, envelope theory recom-
mends that patients with CFS pace their activity according to
their available energy resources. In this approach, the phrase,
•staying within the envelope,Ž is used to designate a com-
fortable range of energy expenditure in which an individual
avoids both overexertion and underexertion, maintaining an
optimal level of activity over time. If a comfortable level of
activity is maintained over time, the functional and health
status of individuals with CFS will slowly improve, and indi-
viduals with CFS will “nd themselves able to engage in in-
creasing levels of activity. Jason, Melrose, and associates
(1999), King, Jason, Frankenberry, and Jordan (1997), and
Pesek, Jason, and Taylor (2000) presented data on the use
of this theory during interventions involving repeated self-
ratings of perceived and expended energy over time.
Findings indicated that when the participants• perceived and
expended energy levels were maintained within proximity
(within the envelope), the participants experienced decreases
in fatigue over time. Advocates of this approach do not chal-
lenge a patient•s belief in the medical cause of CFS, but
rather point to positive medical bene“ts of exercise. If the
HPA axis is implicated in the etiology of CFS, exercise is one
of the more potent activators of the HPA, and employment of
gradual increases in activity might activate the HPA, thereby
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increasing cortisol and alleviating symptoms (Scott & Dinan,
1999). In addition, a negative relationship between “tness
and impairment appears to exist (Bazelmans, Bleijenberg,
van der Meer, & Folgering, 2001).

Cognitive behavioral interventions have many features
similar to stress-management trials, and both types of inter-
ventions deal with cognitive restructuring, coping skills, pro-
vision of psychological support, and illness education. It is
still unclear whether these types of interventions in”uence
the immune system (see a recent meta-analysis by Miller &
Cohen, 2001). Miller and Cohen have proposed that patients
evaluate stressful experiences as signi“cant threats and ex-
ceeding coping resources, and this might elicit negative
emotional responses. They also cited studies suggesting that
these negative emotional responses cause distressed patients
to engage in behaviors (e.g., tobacco use, decreasing physical
activity, altering sleep patterns) that conceivably modify im-
mune responses. In addition, negative emotional states might
also activate the sympathetic division, whose “bers descend
from the brain to lymphoid tissues (bone marrow, thymus,
spleen, etc.), and these “bers could release substances that in-
”uence immune responses. Distress also can activate the
HPA axis, and hormonal products from these systems
can dysregulate the immune system. Psychological interven-
tions might modify the way stressful circumstances are ap-
praised and diminish the way negative emotional responses
in”uence immune dysregulation. Relaxation, emotional-
regulation training, and learning more adaptive coping re-
sponses might also decrease negative emotions.

As mentioned previously, over the past few years, re-
search conducted in Europe by three independent groups has
suggested that cognitive behavior therapy is an effective
treatment approach for those with CFS. While cognitive be-
havior therapy has been applied to several medical problems
from pain to “bromyalgia, its application to CFS has been
more controversial. This is due in part to several of the com-
ponents of cognitive behavior therapy, as practiced by the
British investigators, that involve the following notions:
Resting is not helpful, increasing levels of exercising is criti-
cal, and patients need to be convinced that the disorder does
not have a viral or medical etiology. Because the “ndings of
the British studies have been disseminated widely, it is not
uncommon for medical practitioners today to encourage pa-
tients with CFS to begin an exercise program and for patients
to be challenged about their beliefs about the medical etiol-
ogy of their disorder. Many patient groups have been critical
of these cognitive behavioral studies because they have been
used to dispute either the severity or biological nature of their
illness. The studies conducted to date on this topic have had
serious methodological problems including, for example,

heterogeneous patient groups that may have encompassed
subjects manifesting purely psychiatric disorders. Consider-
able data indicates that cognitive behavioral interventions are
very effective for individuals with depression; therefore, it
remains unclear as to which population or subgroups of
patients actually bene“t from this type of treatment.

Medical Utilization

Because most prior research has consisted of medically re-
ferred samples, it has been unclear what medical services
have been used by the population of individuals with CFS
and what proportion of individuals suffering from CFS have
gone untreated or have been treated for other illnesses. In
a study of individuals with chronic fatigue, CFS, and “-
bromyalgia from a university-based chronic fatigue clinic
(Bombardier & Buchwald, 1996), individuals were found to
access health care services, both allopathic and alternative, at
a rate higher than the average, possibly indicating simultane-
ous and uncoordinated use of services. This may be indica-
tive of the lack of diagnostic or treatment satisfaction among
individuals seeking care for fatiguing illnesses such as CFS.
Related to this “nding, Lane, Matthews, and Manu (1990)
found that in individuals accessing physical examinations
and laboratory investigations for a chief complaint of fatigue,
diagnostic information was produced in only 2% of physical
examinations and 5% of laboratory investigations. These
investigations indicate that perhaps due to the nature of
fatigue-related physical complaints, individuals with fatigue
in general and CFS in particular are subject to inaccurate di-
agnoses and dissatisfaction with health care practitioners.

In a recent community-based study of CFS, Jason, Taylor,
Kennedy, Song, et al. (2000) found that the majority of indi-
viduals diagnosed with CFS had consulted a physician re-
garding their fatigue (65.6%), but only 10% to 15% of them
had been previously diagnosed with CFS. This is important
for two reasons. First, over one-third of people with CFS
have never been seen by a physician for their fatigue. This
“nding may be attributable, in part, to limited social and eco-
nomic resources among many of the individuals with CFS in
our sample (Jason, Richman, et al., 1999) and a resulting de-
creased tendency for those individuals to seek appropriate
medical care. Second, of those who had been seen by a physi-
cian, very few had been appropriately diagnosed with CFS.
This suggests that there may be inadequacies in medical
awareness of diagnostic criteria and/or biases in medical
perceptions of fatigue-related illness that prevent individuals
from receiving appropriate diagnosis and treatment.

Findings for high levels of dissatisfaction with traditional
medical care among individuals with CFS (Anderson &
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Ferrans, 1997; David et al., 1991; Friedberg & Jason, 1998;
Twemlow, Bradshaw, Coyne, & Lerma, 1997) may, in large
part, be explained by this observed tendency among medical
professionals to not recognize and to underdiagnose CFS. For
example, a study by Anderson and Ferrans (1997) found that
77% of individuals with CFS reported past negative experi-
ences with health care providers, and 35% indicated that they
no longer sought treatment because of minimal bene“ts. In
addition to these issues, the contrasting “ndings for a low fre-
quency of CFS diagnoses despite a relatively high rate of
consultation for fatigue-related problems (65.6%) may ex-
plain some of the previous “ndings of clinic-based studies
(Bombardier & Buchwald, 1996; Twemlow et al., 1997) for
higher rates of medical utilization among individuals with
CFS. Individuals possessing social and economic resources
often have to be persistent to obtain appropriate diagnoses
and treatment. This persistence may manifest in high rates of
medical utilization because these individuals know that they
need medical care, but medical professionals are unable to
provide an appropriate diagnosis or treatment.

Treatment Attributions

Taylor, Jason, Kennedy, and Friedberg (2001) evaluated
whether differing orientations toward treating CFS in”uence
attributions about the illness. A group of mental health pro-
fessionals was randomly assigned to one of three conditions.
All groups read the same case study of a person diagnosed
with CFS, with the only difference between groups being in
the type of treatment described. The three treatment condi-
tions were cognitive-behavior therapy with graded activity,
cognitive coping skills therapy, and intravenous ampligen in-
fusion. Participants then answered a questionnaire assessing
their attributions about certain aspects of the illness, includ-
ing its cause, severity, prognosis, and the effectiveness of the
proposed treatment. Findings indicated that participants who
read the case study proposing treatment with Ampligen were
more likely to report that the patient was correctly diagnosed
with CFS and to perceive the patient as more disabled than
those whose case study described cognitive-behavioral ther-
apy with graded activity as the treatment.

Describing the use of Ampligen as a treatment for CFS
seems to have in”uenced people to perceive the patient as
more disabled than if another type of treatment was used.
This supports the hypothesis that the use of a more medical-
sounding treatment in”uences perceptions that the illness
may be more medically legitimate and disabling. The “nding
that individuals in this condition also believed the patient
was more likely to have been correctly diagnosed may indi-
cate that accurate perceptions of CFS are more likely to be

generated when a more medical-sounding treatment is pro-
posed. Results and conclusions of this study do not imply that
physicians should not recommend cognitive-behavior ther-
apy interventions in treating individuals with CFS. However,
they do highlight the salience of physician opinion and orien-
tation toward CFS in in”uencing the attributions of other
health care providers, such as mental health practitioners.

Results point to the potentially negative impact of psycho-
logically based recommendations upon the attitudes and attri-
butions about CFS of associated mental health practitioners,
particularly in the absence of recommendations for medical
forms of intervention. It is possible that such attributions can
in”uence the level of empathy and validation for CFS symp-
toms among mental health practitioners, two components of
psychotherapy that are highly important to treatment ef“cacy
(Friedberg & Jason, 1998). Future research is necessary to
demonstrate the role of attributions about CFS in in”uencing
the strength of the therapeutic relationship and the overall
effectiveness of psychotherapy with this illness population.

STIGMA

CFS is a serious and complex illness that affects many differ-
ent body systems, and it is characterized by incapacitating fa-
tigue (experienced as profound exhaustion and extremely
poor stamina), neurocognitive problems, and other somatic
symptoms (Jason et al., 1997). The actual term CFS was
adopted in 1988 in the original case de“nition published in
the Annals of Internal Medicine (Holmes et al., 1988). The
authors, many of whom were connected with the CDC, se-
lected this diagnostic label based on the limited knowledge
about the illness and the fact that the most common symp-
tom among patients was debilitating, prolonged fatigue.
Unfortunately, the patient community has felt that this label
trivializes the seriousness of this illness because fatigue is
commonly experienced by many people in our society. In
addition, CFS is frequently confused as solely chronic fa-
tigue, a symptom of many illnesses. Thus, the name places
too great an emphasis on the single symptom of fatigue
(Hoh, 1997).

Although it was expected that the name CFS would even-
tually be replaced, this term became the most commonly used
label and has remained for several years. Another label,
Myalgic Encephalomyelitis, is a medically based term used to
characterize CFS in the United Kingdom and proposed for
use in the United States by various patient groups. Some pa-
tients have suggested changing the label to an eponym, a
name given to characterize an illness by associating it with a
well-known person who either had the illness or discovered it.
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Florence Nightingale Disease has been suggested as a possi-
ble eponym for CFS, since Florence Nightingale, a nurse well
known for improving public health during the Crimean War,
became very ill following the war and spent the remainder of
her life con“ned to bed and sofa due to chronic fatigue. It is
possible that people with CFS would be taken more seriously
if labeled with a medical diagnosis like Myalgic En-
cephalomyelitis or by an eponym.

Social stigma as de“ned by Gilbert, Fiske, and Lindzey
(1998) involves having an attribute that conveys a devalued
social identity in a particular context. More speci“cally, the
problem of stigma does not reside in the stigmatized attribute,
or in the person who possesses the attribute, but in the unfor-
tunate circumstance of possessing an attribute that, in a given
social context, leads to devaluation. For persons with CFS,
the effects of stigmatization can be palpable. A source of this
stigma arises from the fact that many people with this syn-
drome have symptoms that vary from person to person and
”uctuate in severity. Thus, speci“c symptoms may come and
go, complicating treatment and the person•s ability to cope
with the illness. In addition, most symptoms are not visibly
apparent, which makes it dif“cult for others to understand the
vast array of debilitating symptoms that patients have.

Shlaes, Jason, and Ferrari (1999) developed the CFS Atti-
tude Test (CAT), as one way of assessing stigma, discrimina-
tion, and attitudes toward individuals with CFS. Using this
newly developed scale, they found a relationship between be-
liefs about the degree to which people with CFS are respon-
sible for their illness, beliefs about the relevance of CFS as a
valid illness, and beliefs about the personality traits of people
with CFS. If someone believes that people with CFS are
responsible for their illness, it is likely that they will also
believe that people with CFS have negative personality char-
acteristics, such as being compulsive or overly driven.

Name changes that have been made for other illnesses
have reduced stigma. For example, gay related infectious dis-
ease had less scienti“c information available when the name
was changed to AIDS than is available for CFS. Multiple
Sclerosis (MS) is a neurological disease with many symp-
toms similar to CFS (Richman et al., 2000). MS was previ-
ously believed to be caused by stress linked with oedipal
“xations. When the name of the disorder changed from
hysterical paralysis (a name functioning to discredit the legit-
imate medical complaints of predominantly female patients;
see Richman & Jason, 2001), to MS, when no more scienti“c
information was available than we currently have for CFS,
less stigma was associated with this illness. Psychiatric as-
sumptions, however, were not put to rest until after empirical
research failed to show any consistent personality patterns in
MS (Murray, 1995).

There has been considerable controversy over the term
CFS during the past decade. In general, patients feel that this
label tends to minimize the seriousness of the illness. During
the summer of 1997, the chronic fatigue and immune dys-
function syndrome (CFIDS) Association of America con-
ducted a survey of its members to determine their opinion
about changing the diagnostic label. Eighty-“ve percent of
respondents indicated they wanted the name changed (Name-
Change Survey Results, 1997). Another survey of 182 re-
spondents by the editor of a newsletter indicated that 92%
wanted the CFS name changed (Burns, 1998). Many medical
personnel and research scientists feel that if the name were
changed, it would be best to have a scienti“c basis for the
change. Unfortunately, few data have been collected to help
guide the process of revising the name.

In a study by the research team headed by the “rst author
(Jason, Taylor, Plioplys, Stepanek, & Shlaes, in press), 105
medical trainees were randomly assigned to one of three con-
ditions, each featuring one of three different types of diag-
nostic labels for CFS. The same case study of a patient with
classic symptoms of CFS was described across conditions.
The only difference between the three conditions involved
the name given for the illness that was described in the case
study. For one-third of the trainees, the patient was described
as having CFS. For another third of the trainees, the patient
was described as having an illness known as Florence
Nightingale Disease (FN), and for the “nal third of the
trainees, the patient was described as having Myalgic En-
cephalopathy (ME). Findings indicated that those with a di-
agnosis of Myalgic Encephalopathy were considered less
likely to improve over time, and less likely to qualify as can-
didates for organ donation. These attributions may, in part, be
due to the medical terminology contained in the Myalgic
Encephalopathy label, which may lead individuals to think
that the illness is more severe and as more likely to have bio-
logical underpinnings.

This study also found that some medical trainees continue
to attribute CFS to nonorganic factors and may not recognize
the signi“cance of associated physical symptoms. For exam-
ple, almost half of the entire sample of trainees indicated that
it was likely or very likely that CFS is stress-related, and 37%
felt that the patient was suffering primarily from depression.
In addition, symptoms of cognitive impairment and pain
were not considered to be severe by 90% of respondents.
Thus, although both stress and depression can play a role in
exacerbating the course of many illnesses, including CFS, the
medical trainees• tendency to attribute the illness solely to
these factors and to grant little recognition to the severity of
the patient•s cognitive problems and pain suggests that many
medical trainees may continue to hold stigmatizing beliefs



Future Directions 383

about the cause and nature of CFS that correspond with the
current cultural predisposition toward holding people more
directly responsible for their own health. A second explana-
tion for these “ndings may involve a general lack of educa-
tion about CFS among medical trainees (13% of advanced
medical students indicated that they had never heard of CFS,
only 21% of them had ever read an article about CFS, and
only 15% had ever known someone diagnosed with CFS).

There is a clear need for a better understanding of how
we might conceptualize the bene“ts and limitations of possi-
ble names for this syndrome. As the process of changing the
name of the illness begins, an advisory committee to study
the renaming of CFS has been organized, called the Name
Change Working Group of the U.S. Department of Health
and Human Services. Continued data-based investigations,
such as the study described, are needed to ensure that any
new recommendation for naming this illness appropriately
conveys its severity and does not continue to stigmatize
patients.

FUTURE DIRECTIONS

When a new disease syndrome emerges, such as CFS, studies
on attributions, diagnostic criteria, epidemiology, subtyping,
and treatment approaches can help shape public policy deci-
sions (Jason, Taylor, Plioplys, et al., in press). Beliefs about
the medical legitimacy of the illness may in”uence federal
and state resources allocated for research, prevention, and in-
tervention (Friedberg & Jason, 1998). Scientists have key
roles to play in investigating issues of attribution as they re-
late to new disease syndromes such as CFS. For example, the
diagnostic label given to this illness, CFS, has been per-
ceived, particularly by patient groups, as functioning to min-
imize its severity and the devastating consequences of CFS.
It is unfortunate that many medical personnel continue to be-
lieve that CFS is a psychiatric disorder. To promote positive
change, scientists should participate in conducting more rig-
orously designed research leading to more accurate diagno-
sis, characterization, and treatment of this disorder.

Throughout this chapter, the threats to reliability and va-
lidity of research resulting from the use of alternative criteria
for diagnosing CFS cases have been emphasized. If inappro-
priate use of the case de“nition leads to the inclusion of
individuals who have a purely psychiatric condition, this het-
erogeneity of patients with CFS and psychiatric conditions
will present dif“culties in interpreting the results of epidemi-
ologic and treatment studies. Inevitably, there is some risk
that samples of individuals with chronic fatigue and some
somatic symptoms include those with solely psychiatric

diagnoses, those with solely CFS diagnoses, and some with
CFS and psychiatric comorbidity. Therefore, these three
groups need to be differentiated and analyzed separately as
opposed to being collapsed into one category.

In addition, diagnostic criteria should be empirically
derived and specify which diagnostic instruments are appro-
priate to use, what informants to use, and how to rate for pres-
ence and severity of the criteria. Future de“nitions of CFS
should include speci“c guidelines pertaining to the impor-
tance of symptom severity in the diagnostic procedure. Given
the high variability in symptom severity among persons with
CFS, a standardized procedure for determining whether a
particular symptom is severe enough to qualify as one of the
four minor CFS symptoms should be employed. Presently,
there are no guidelines for physicians to follow when deter-
mining whether a symptom is severe enough to qualify as
meeting the diagnostic criteria. If CFS is to be diagnosed
reliably across health care professionals, we recommend the
establishment of discrete cutoff points. Without such stan-
dardization, symptom variability will remain a function of
the assessment procedure and etiological factors. If health
care professionals are to improve their understanding of the
complexities of this disease and their ability to identify
distinct subtypes of CFS patients, the current U.S. case de“n-
ition (Fukuda et al., 1994) may need to be revised to clarify
the signi“cance of symptom severity in diagnostic and as-
sessment procedures (Jason, King, et al., 1999).

Fatigue, arbitrarily de“ned as more than one month in du-
ration, is common in the general population, occurring in be-
tween 19% and 28% of the population (Kroenke et al., 1988).
However, severe fatigue is less common, with several studies
suggesting that about 5% of a community sample would have
signi“cant fatigue for six months or more (Jason et al., 1995).
Among this 5% with chronic fatigue, a key question involves
the percentage likely to be diagnosed with CFS, and rates
range from 2.6% to less than .1% (Friedberg & Jason, 1998).
A broad or narrow de“nition will have important in”uences
on both CFS epidemiologic and treatment studies (Jason
et al., 1997). Different CFS criteria clearly account for some
of this variability. In addition, some investigators believe that
while CFS is probably a heterogeneous disorder, it is still
possible to differentiate those having this discrete disorder
from other psychiatric conditions that also encompass fatigue
(Friedberg & Jason, 1998).

Over the past 10 years, a series of key decisions were
made concerning the criteria for diagnosing CFS and the se-
lection of psychiatric instruments, which could alternatively
score CFS symptoms as re”ective of medical or psychiatric
problems. Many of these decisions were formulated within a
societal and political context in which CFS was assumed to
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be a psychological problem. Many physicians and re-
searchers believed that CFS was similar to neurasthenia, and
that CFS would eventually have a similar fate once people
recognized that most patients with this disease were really
suffering from a psychiatric illness. Psychiatrists and physi-
cians have also regarded fatigue as one of the least important
presenting symptoms. These biases have been “ltered to the
media, which has portrayed CFS in simplistic and stereotypic
ways.

Some progress has occurred with regard to the improved
reliability and validity of results emerging from CFS re-
search. At the same time, problems remain, which constitute
important challenges for social science researchers. In the
area of CFS epidemiology, critiques of sample selection bi-
ases in earlier studies (Richman et al., 1994) have lead to
more recent research addressing the true prevalence of CFS
in community samples, which is not biased by help-seeking
behaviors or by access to the health care system (Jason et al.
1995; Jason, Richman, et al., 1999). However, a broadened
interpretation of CFS appears to have complicated estimates
of CFS prevalence by confounding the diagnosis of CFS with
diagnoses of other illnesses, which have overlapping symp-
toms but which may not constitute CFS at all, or with con-
ditions that are often comorbid with CFS. Moreover, beyond
the need to obtain accurate epidemiologic estimates of CFS
prevalence for public health policy formulation, reliable and
valid diagnoses are crucial for determinations of CFS treat-
ment ef“cacy. We believe that it is crucial for CFS research to
move beyond fuzzy recapitulations of the neurasthenia con-
cept and clearly delineate precise criteria for diagnosing pure
CFS versus CFS that is comorbid with psychiatric disorders.
It is also necessary to better differentiate CFS from other dis-
orders that share some CFS symptoms but are not true CFS
cases.

Approaches to treatment must be comprehensive, address-
ing a variety of care needs. Much attention of researchers has
focused on the potential bene“ts of cognitive behavioral in-
terventions. As mentioned, the long-term outcomes of this
type of intervention are still unclear, but interventions that
challenge basic patient illness beliefs might solidify already-
negative attitudes of medical personnel toward people with
this syndrome. Moreover, future research “ndings may legit-
imate patient beliefs regarding the organic nature of their
illness, similar to the historical evolution of the social
construction of multiple sclerosis from a psychological to an
organically based illness (Richman & Jason, 2001). In addi-
tion to more psychologically based interventions, there is a
clear need for advocacy, in which the general public and the
medical community become better educated about the prob-
lems and dif“culties associated with CFS. Some patients with

CFS may need assistance from others to complete daily
living tasks. Living arrangements that include •healthyŽ indi-
viduals or housing may be needed by people with CFS,
because weakness from this illness might prevent them from
accomplishing necessary chores. Interventions are needed
that focus on enriching the sense of community, and such in-
terventions may prevent isolation, depression, and preoccu-
pation with the illness among patients with CFS (Jason,
Kolak, et al., 2001). Unfortunately, there are few funding
opportunities for these more innovative types of social
and community interventions. Given that this syndrome is
one of the more common chronic health conditions (Jason,
Richman, et al., 1999) and the documented personal and
familial costs associated with this condition (Friedberg &
Jason, 1998), there is a clear need for public policy of“cials
to devote more resources to developing a better infrastructure
of support for individuals with CFS (Taylor, Friedberg, &
Jason, 2001).
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In this chapter, we discuss de“nitional and epidemiological is-
sues and summarize information on various psychosocial is-
sues in IBS, describe and discuss recurrent abdominal pain
(RAP), a possible developmental precursor of IBS; and review
the literature on psychological treatments of IBS, focusing pri-
marily on what is known from randomized, controlled trials.

DEFINITIONAL, EPIDEMIOLOGICAL,
AND ASSESSMENT ISSUES

Irritable bowel syndrome (IBS), previously known as •spas-
tic colon,Ž is one of several functional disorders diagnosed by
gastroenterologists (GI). Functional gastrointestinal (GI) dis-
orders, in general, are •persistent clusters of GI symptoms
which do not have their basis in identi“ed structural or bio-
chemical abnormalitiesŽ (Maunder, 1998). IBS falls into the
subset of a functional bowel disorder, which also includes
functional diarrhea, functional constipation, functional bloat-
ing, and unspeci“ed functional bowel disorder (Drossman,
Corrazziari, Talley, Thompson, & Whitehead, 2000).

Irritable bowel syndrome has been de“ned and rede“ned by
the GI community over the years; however, two diagnostic fea-
tures have remained constant. First, IBS has always been a diag-
nosis of exclusion, that is, the diagnosis is only warranted after
all other gastrointestinal diseases have been ruled out. Second,
none of the de“nitions of IBS have relied on a de“nitive test,
partly because the symptoms are both chronic and intermittent.
Thus, diagnostic criteria have been based on self-report of
symptoms and established patient symptom pro“les (Goldberg
& Davidson, 1997). As you will soon see, the de“nition of IBS
has been “nely tuned to better identify the IBS patient„yet, it is
still highly recommended that a physical examination, sig-
moidoscopy, and blood assays for complete blood count and
erythrocyte sedimentation rate be conducted, as well as an ex-
amination of a stool sample for parasites and occult blood
(Manning, Thompson, Heaton, & Morris, 1978; Talley et al.,
1986) to rule out other disorders prior to making a diagnosis of
IBS. We next trace the progression of the de“nitions of IBS, dis-
cuss the landmark studies supporting the de“nitions to date, and
end with a description of the most recent Rome II criteria.

Clinical Criteria

Originally, IBS was diagnosed according to •Clinical
CriteriaŽ that included recurrent abdominal pain or extreme
abdominal tenderness accompanied by disordered bowel

Preparation of this manuscript was supported in part by a grant from
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addressed to either author at: Center for Stress and Anxiety Disor-
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habit (Latimer, 1983). These two symptoms needed to be
present much of the time for at least three months in order to
ful“ll the criteria, and a series of medical tests were necessary
to rule out in”ammatory bowel disease (IBD), lactose
intolerance/malabsorption, intestinal parasites, and other GI
diseases (Latimer, 1983). There were two main problems
with this criterion. First, the de“nition of IBS was residual,
and, second, as we began to better understand the IBS patient
and her symptoms, we realized that, in addition to abdominal
pain and altered bowel habits, IBS patients often experience
other problematic symptoms that were not considered in the
•Clinical Criteria.Ž These included bloating, ”atulence,
belching, and borborygmi (noticeable bowel sounds).

Manning Criteria

Later, as the GI community became more aware of the prob-
lems associated with a diagnosis by exclusion, Manning
et al. (1978) attempted to re“ne the Clinical Criteria by ad-
ministering a questionnaire to 109 patients complaining of
abdominal pain, constipation, or diarrhea. The questionnaire
addressed the frequency of 15 GI symptoms during the past
year. About two years later, chart notes were reviewed to ar-
rive at a de“nitive diagnosis for each of the patients. Seventy-
nine cases were analyzed (32 patients with IBS, 33 patients
with organic disease, and 14 patients with diverticular dis-
ease who were excluded). Manning and colleagues (1978)
found that the four symptoms that best discriminated
(p 
 .01 or better) between IBS and organic disease were:
(a) looser stools at onset of pain; (b) more frequent bowel
movements at onset of pain; (c) pain that eased after a bowel
movement; and (d) visible distention (bloating). In addition,
trends were observed for feelings of distention, mucus per
rectum, and the feeling (often) of incomplete emptying.
However, because there are no pathognomonic symptoms of
IBS (symptoms which occur only in IBS and no other disor-
der), and there were many false positives (8/30; 26.7%) and
false negatives (6/31; 19.4%), these discriminators could not
be considered completely reliable for the diagnosis of IBS.

Next, Manning and colleagues (1978) attempted to deter-
mine whether the presence of two or more of the aforemen-
tioned symptoms improved the ability to discriminate
between IBS and organic GI disease, “nding that when one
endorsed three or more symptoms, 27 of 32 (84%) IBS
patients were correctly identi“ed, and 25 of 33 (76%) with
organic disease were correctly identi“ed. However, this still
leaves a false positive rate of 24% (those with organic disease
being diagnosed with IBS), which is an uncomfortable mar-
gin of error. A larger study evaluating the Manning criteria re-
ported similar results (Talley et al., 1986).

Rome Criteria

In the late 1980s, the international gastroenterology commu-
nity again attempted to rede“ne the criteria for IBS. After the
Thirteenth International Congress of Gastroenterology (held
in Rome, Italy, in 1988), Drossman, Thompson, et al. (1990)
produced the “rst published report that proposed what is
known as the Rome Criteria. Later, Thompson, Creed,
Drossman, Heaton, and Mazzacca (1992) further de“ned all
functional bowel disorders, and included IBS as their most
prominent example.

The Rome Criteria were developed using a factor analysis
of 23 symptoms that included the former Manning and Clin-
ical criteria. The “rst sample were 351 women visiting
Planned Parenthood clinics and 149 women recruited from
church women•s societies (Whitehead, Crowell, Bosmajian,
et al., 1990). A second sample consisted of university psy-
chology students. Analysis of these two samples revealed that
in females, (Whites and African Americans), clustering of the
three primary symptoms (excluding bloating) occurred. Sim-
ilarly, in males, clustering of all four symptoms occurred,
with bloating loading least strongly (Taub, Cuevas, Cook,
Crowell, & Whitehead, 1995). Thus, three symptoms were
chosen to make up the “rst part of the Rome I criteria. These
include at least three months of continuous or recurrent
symptoms of:

1. Abdominal pain or discomfort which is:

(a) Relieved with defecation,

(b) Associated with a change in stool frequency, and/or

(c) Associated with a change in consistency of stool.

2. Two or more of the following, at least a quarter of occa-
sions or days:

(a) Altered stool frequency (more than three bowel move-
ments a day or fewer than three bowel movements a
week),

(b) Altered stool form (lumpy/hard or loose/watery),

(c) Altered stool passage (straining, urgency, or feeling of
incomplete evacuation),

(d) Passage of mucous, and/or

(e) Bloating or feeling of abdominal distention.

3. Absence of historical, physical, and medical “ndings of
organic disease or pathology.

One of the criticisms of the Rome Criteria has been that
the de“nition lacks symptoms such as urgency, abdominal
pain, or diarrhea in the postprandial period (Camilleri &
Choi, 1997). Another common concern is whether the crite-
ria•s requirement of both abdominal pain and chronic
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alteration of bowel habit is too strict for the diagnosis„some
surveys have suggested that most investigators use a combi-
nation of abdominal pain and two or more of the Manning
Criteria to diagnose IBS (Camilleri & Choi, 1997).

A revised version of the Rome Criteria, known as Rome II,
has been published (Thompson et al., 1999), making the
criteria less restrictive, and addressing some of the other con-
cerns. No changes in the original pain symptoms were made,
since factor analyses of nonpatients (Taub et al., 1995;
Whitehead et al., 1990) continued to support its inclusion.
However, the second part of the Rome I Criteria was elimi-
nated from the de“nition, and is now considered part of the
nonessential symptoms to be used when attempting to de“ne
subgroups and/or improve diagnostic accuracy (Drossman
et al., 2000). In addition, the requirement of two out of three
pain-related symptoms ensures that altered bowel habit is al-
ways present. The Rome II Criteria, as described in
Drossman et al. (2000) are:

At least 12 weeks or more, which need not be consecutive,
in the preceding 12 months of abdominal discomfort or pain
that has two out of three features:

1. Relieved with defecation,

2. Onset associated with a change in frequency of stool,
and/or

3. Onset associated with a change in form (appearance) of
stool.

Symptoms that cumulatively support the diagnosis of
Irritable Bowel Syndrome include:

Abnormal stool frequency,

Abnormal stool form (lumpy/hard or loose/watery stool),

Abnormal stool passage (straining, urgency, or feeling of
incomplete evacuation),

Passage of mucous, and/or

Bloating or feeling of abdominal distention.

As we can see, the term abdominal discomfort was added
broadening the symptom description. Abdominal distention
was eliminated from the necessary criteria, and stool consis-
tency was replaced by •formŽ to conform with the Bristol
Stool Scale (O•Donnell, Virjee, & Heaton, 1990).

Epidemiology

The dif“culty in de“ning IBS limits our ability to accurately
determine its prevalence. Currently, however, it is estimated

that its prevalence falls somewhere between 11% and 22%
among American adults (Dancey, Taghavi, & Fox, 1998;
Drossman, Sandler, McKee, & Lovitz, 1982; Talley,
Zinsmeister, VanDyke, & Melton, 1991), depending on
which de“nition is used. These prevalence rates tend to be
fairly consistent around the world (Thompson, 1994), al-
though some surveys suggest that the prevalence of IBS is
lower among Hispanics in Texas (Talley, Zinsmeister, &
Melton, 1995) and Asians in California (Longstreth &
Wolde-Tasadik 1993). The occurrence of IBS in the general
population is substantial, especially if we compares it to the
prevalence rates for other common diseases, such as asthma
(5%), diabetes (3%), heart disease (9%), and hypertension
(11%) in the United States (Wells, Hahn, & Whorwell, 1997).

IBS is the seventh most commonly diagnosed digestive
disease in the United States (Wells et al., 1997), has been
known to account for up to 50% of referrals to gastrointesti-
nal specialists (Sandler, 1990; Wells et al., 1997), and is the
most common diagnosis given by gastroenterologists (Wells
et al., 1997). Women appear to be the most commonly
af”icted„with gender ratios ranging from . . . , females to
males (1.4 to 2.6:1) (Drossman et al., 1993; Talley et al.,
1995) although, as Sandler points out in his epidemiological
study, such a “nding may be biased toward gender differ-
ences in health care utilization. For example, while female
patients seeking help for IBS are overrepresented in Western
countries, they represent only 20% to 30% of the IBS patients
in India and Sri Lanka (Bordie, 1972; Kapoor, Nigam, Ras-
togi, Kumar, & Gupta, 1985).

It is estimated that, in the United States, IBS accounts for
nearly $8 billion a year in medical costs (Talley et al., 1995),
and that people with IBS are more likely to seek medical
attention for nongastrointestinal complaints, and undergo
surgical procedures (Longstreth & Wolde-Tasadik, 1993).
People with IBS have also been shown to miss up to three
times as many days of work as those without IBS (Drossman
et al. 1993).

Empirical Evidence

There are two important epidemiological studies that best
convey the magnitude of the problem. In 1995, Talley and
colleagues surveyed 4,108 residents of Olmstead County,
Minnesota, between the ages of 20 and 95. They used a pre-
viously validated self-report postal questionnaire (Talley,
Phillips, Melton, Wiltgen, & Zinsmeister, 1989) that identi-
“ed GI symptoms experienced over the past year and deter-
mined the presence of functional GI disorders. Follow-up
reminders were sent at two, four, and seven weeks and a tele-
phone call was made at 10 weeks, which yielded a response
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rate of 74%. Of the sample, 195 were excluded because of a
history of psychosis or dementia, 252 were excluded because
they lived in a nursing home, 236 were excluded because
they had an organic medical disease or had undergone major
abdominal surgery. Using the Manning criteria, the authors
found that 17.7% of their sample had IBS, while another
56.6% experienced some GI symptoms. The sample was
41% male (1.44 to 1 ratio), with an average age of 53.

In another landmark study of functional GI disorders,
Drossman and colleagues (1993) used the U.S. Householder
Survey of Functional GI Disorders to ascertain the presence
of one or more functional GI disorders in a strati“ed random
sample of 8,250 U.S. householders. Return rate was 65.8%
(51% female, 96% White). Overall, 69.3% (3,761) respon-
dents reported one or more functional GI disorders, with IBS
being diagnosed (Rome Criteria) in 11.2% (606) of individu-
als. Females outnumbered males again, 1.88 to 1. The survey
further suggested that patients with IBS missed an average of
13.4 days of work or school in the past year because of their
symptoms.

Clearly, IBS is a widespread problem that affects between
19 and 34 million Americans, costs almost $8 billion annu-
ally in medical care, and leads to more than 250 million lost
work days each year. Thus, it continues to be important to re-
search this population to gain a better understanding of the
IBS patient.

Psychological Distress

While the etiology of IBS is not well understood, IBS has
typically been portrayed as a psychosomatic disorder with
some researchers implying that IBS patients are merely •neu-
roticsŽ who focus on their GI symptoms (Latimer, 1983). It
has been fairly well established in the IBS literature that the
individuals who seek treatment for their IBS symptoms tend
to be more psychologically distressed than the general popu-
lation. Folks and Kinney (1992) suggest that up to 60% of a
gastroenterologist•s patients have psychological complaints.
However, literature in this area is mixed. It has not always
been the case that IBS patients appear more psychologically
distressed than other patients with chronic illness. To better
understand this issue, we must look at the psychological dis-
tress in IBS sufferers both dimensionally and categorically.

Dimensional Measures of Distress

Several studies report that IBS patients show more distress
across a variety of psychological measures when they are
compared to groups with organic GI disease (Schwarz et al.,
1993; Talley et al., 1990, 1991; E. A. Walker, Roy-Byrne, &

Katon, 1990), and to healthy controls (Gomborone, Dews-
nap, Libby, & Farthing, 1995; Latimer et al., 1981; Talley
et al., 1990; Toner et al., 1998). However, this is not always
the case.

In 1981, Latimer and colleagues compared IBS patients to
patients with anxiety and mood disorders and found that there
were no signi“cant differences on the Eysenck Personality
Inventory (EPI; Eysenck & Eysenck, 1968) dimensions of
neuroticism or extraversion. In 1995, Gomborone et al. com-
pared IBS patients to (a) patients with in”ammatory bowel
disease (IBD); (b) outpatients with major depression; and
(c) healthy controls. The psychiatric outpatients showed sig-
ni“cantly higher Beck Depression Inventory (BDI; Beck,
Ward, Mendelson, Mock, & Erbaugh, 1961) scores than the
IBS patients, who were signi“cantly higher than either
the IBD patients or healthy controls. Using Kellner•s (1981)
Illness Attitude Scale, both the IBS group and the depressed
outpatients showed more worry about illness, death phobia,
and greater effects of these symptoms than the other two
groups, with the IBS patients exhibiting the highest levels of
hypochondriacal beliefs and disease phobia.

In 1987, Blanchard and colleagues found that treatment-
seeking IBS patients were signi“cantly more depressed and
anxious, as measured by the Hamilton Scales (Hamilton,
1959, 1960), than either IBD patients or healthy controls
who did not differ. In 1990, Toner et al. found no differences
in BDI scores between depressed outpatients and IBS
patients. In another study, IBS patients were compared with
tension and migraine headache sufferers (a group also pur-
ported to have elevated psychological distress) on measures
of depression and anxiety (Blanchard et al., 1986). On the
BDI, both tension and migraine sufferers scored higher than
normal controls, while the IBS patients scored higher than all
three groups. On the State-Trait Anxiety Inventory (STAI;
Speilberger, 1983), similar “ndings emerged, except that no
signi“cant differences were revealed among the IBS and
tension headache groups. IBS sufferers also scored higher
than all three groups on the F scale of the Minnesota
Multiphasic Personality Inventory (MMPI; Hathaway &
McKinley, 1951). Only the IBS and migraine group differed
on the Life Events Survey (LES; Sarason, Johnson, & Siegel,
1978). This comparison of IBS patients to chronic headache
sufferers is extremely important because it suggests that a
pattern exists between •neuroticismŽ and psychosomatic dis-
orders, in general, rather than being speci“c to IBS.

Latimer et al. (1981) found that IBS patients scored sig-
ni“cantly higher on the STAI-Trait and BDI when compared
to normal controls. When we consider the Albany studies,
conducted over the past 15 years at our Center, BDI mean
scores are consistent with those of patients who are mildly
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depressed, ranging between 10.9 and 13.7, although there are
certainly subgroups (about 25% of females and 30% of
males) of patients falling in the normal range. Similarly,
scores on the STAI-state (current anxiety) range between
40.1 and 55.7, and scores on the STAI-trait (general anxiety)
range from 46.9 to 57.6, indicating mild to moderate anxiety.

Categorical Measures of Psychopathology

When we look at psychological distress categorically, IBS
patients also tend to show increased levels of disturbance.
Talley et al. (1992) reported that the majority of gastroen-
terology patients with IBS could receive at least one DSM-
III-R diagnosis. In addition, when compared with other GI
patients, non-GI patients, and healthy controls, more patients
with IBS reported current Axis I psychopathology (Talley
et al., 1993; Toner et al., 1990; Walker et al., 1990). Several
independent researchers have estimated that between 50%
and 100% of patients with IBS have diagnosable mental dis-
orders (Folks & Kinney, 1992).

Most often, psychiatric disturbances fall within the mood
disorder (prevalence of depression is estimated to be between
8% and 61%) and anxiety disorder spectrums (Lydiard,
Fosset, Marsh, & Ballenger, 1993; prevalence between 4%
and 60%). In one study of treatment-seeking IBS sufferers,
94% of the sample met lifetime criteria for one or more DSM-
III-R Axis I disorder, and 26% met the criteria currently
(Lydiard et al., 1993). However, the proportion of IBS sam-
ples with no Axis I diagnosis is variable, ranging from only
6% (Lydiard, 1992; E. A. Walker et al., 1990) to 66%
(Blewett et al., 1996; Walker et al., 1990). We have noted in
our own research that about 44% of our samples have been
free of Axis I psychopathology (Blanchard, Scharff, Schwarz,
Suls, & Barlow, 1990). However, when we look at patients
with nonfunctional bowel problems, such as in”ammatory
bowel disease (a good comparison sample as it has similar
symptoms and ”are-ups), up to 87% of patients are free of
Axis I psychopathology (Blanchard et al., 1990; Ford, Miller,
Eastwood, & Eastwood, 1987). Individuals with psychiatric
disorders often report more gastrointestinal distress than their
nonpsychiatric counterparts (Lydiard et al., 1994; Tollefson,
Luxenberg, Valentine, Dunsmore, & Tollefson, 1991).

Gender Differences in Psychological Distress

Recent research at our center (Blanchard, Keefer, Galovski,
Taylor, & Turner, 2001) identi“ed gender differences in lev-
els of psychological distress among IBS treatment seekers,
although “ndings were far from conclusive. We examined
possible gender differences in psychological distress in a

sample of 341 treatment-seeking IBS patients (238 females,
83 males). Structured psychiatric interviews were available
on 250 participants. We found signi“cantly higher scores for
females than males on the BDI, STAI-Trait, and Scales 2 (de-
pression) and 3 (hysteria) of the MMPI. However, there were
no differences in percentage of the two samples meeting cri-
teria for one or more Axis I psychiatric disorders, with 65.6%
of the total sample meeting these criteria. Thus, we could
conclude from this study that gender differences in psycho-
logical distress appear to be a function of whether we use
dimensional or categorical measurement of psychological
distress. This issue clearly needs to be addressed in future re-
search, especially since many studies have used exclusively
female populations in both assessment (e.g., Whitehead,
Bosmajian, Zonderman, Costa, & Schuster, 1988) and treat-
ment (e.g., Toner et al., 1998) studies.

Another question that has not been adequately addressed
with respect to psychological distress in IBS populations
is that of whether IBS is a psychosomatic disorder or a
somatopsychic disorder. In other words, does psychiatric dis-
tress precede the diagnosis of IBS, or does IBS lead to psy-
chiatric distress? Blanchard et al. (1986) found reductions in
depression and anxiety among IBS patients whose GI symp-
toms were reduced as a result of treatment, whereas there
were no such reductions when GI symptoms were not im-
proved. Lydiard et al. (1993) attempted to answer this ques-
tion using a sample of 35 patients with moderate to severe
IBS. Approximately 40% of patients had a psychiatric disor-
der prior to the onset of IBS, and an additional 30% devel-
oped IBS and an Axis I disorder simultaneously (within the
same year). Walker and colleagues (E. A. Walker, Gelfand,
Gelfand, & Katon, 1996) also noted that 82% of their sample
experienced psychiatric symptoms prior to the diagnosis of
IBS. An answer to this question would provide useful insight
into the experience and treatment of the IBS patient.

IBS Patient versus IBS Nonpatient

It has been suggested that, at most, only 40% of those people
with IBS have seen a physician for their GI problems
(Drossman et al., 1993). What differentiates those who
seek treatment from those who do not? We have seen previ-
ously that IBS patients, people who seek help for their GI
symptoms, tend to be more psychologically distressed than
controls. However, there is some speculation that the same
does not hold true for IBS nonpatients, or people with IBS
who do not seek help for their symptoms. However, research
in this area is mixed.

Drossman and colleagues (1988) compared 72 IBS pa-
tients with 82 IBS nonpatients and 84 normal controls (no GI



398 Irritable Bowel Syndrome

complaints) using the MMPI and the McGill Pain Question-
naire (MPQ; Melzack, 1975). The IBS patients were
signi“cantly more distressed on measures of depression,
somatization, and anxiety than their nonpatient counterparts.
In addition, IBS patients complained of more severe and fre-
quent pain. However, Drossman and colleagues (1988) re-
sults have not been replicated in later studies.

There is evidence that the two groups, in general, do not
differ on measures of psychological distress. For example,
one study (Whitehead, Burnett, Cook, & Taub, 1996) divided
a large group of college undergraduates into (a) students who
met Manning Criteria for IBS and had seen a physician for
their symptoms in the past year (n � 84); (b) students
who met Manning Criteria for IBS but did not see a physician
in the past year (n � 165); and (c) Nonsymptomatic controls
(n � 122). All groups completed the NEO Personality
Inventory (Costa & McCrae, 1985) as a measure of neuroti-
cism, the Global Symptom Index (GSI) from the SCL-90
(Derogatis, Lipman, & Covi, 1973) as a measure of overall
psychological distress, and the Short Form-36 (Ware, 1993),
a measure of quality of life.

First, the IBS patients and nonpatients did not differ from
one another on measures of neuroticism, overall psychologi-
cal distress, or on the mental health subscale of the SF-36.
However, both groups yielded scores signi“cantly higher
than the normal controls. However, the IBS patients appeared
to be more poorly functioning than the IBS nonpatients,
when subscales of the SF-36 were examined.

Another study used Rome Criteria to identify IBS patients
and IBS nonpatients in a sample of 905 college students
(Gick & Thompson, 1997). The STAI (Speilberger, 1983)
was administered to a portion of these participants, who were
matched on gender, and a group of non-GI disordered con-
trols. The two IBS groups were more trait anxious than the
controls, but did not differ from one another.

It is hard to draw “rm conclusions from these various
studies because the measures and samples used are not
the same across studies. Many IBS patients do tend to present
with some sort of psychological distress, and for that reason,
psychological treatment may be bene“cial. However, there is
some speculation that the severity of symptoms may be
the underlying factor among differences between patients and
nonpatients. This remains an important research question.

The Role of Life Stress

For many people, gastrointestinal symptoms develop during
moments of stress and anxiety (Maunder, 1998). While the
etiology of IBS remains unknown and understudied, psy-
chosocial stress is thought to play a key role in the onset,

maintenance, and severity of GI symptoms. Many health care
clinicians and IBS patients believe that stress exacerbates
their symptoms (Dancey & Backhouse, 1993; Dancey,
Whitehouse, Painter, & Backhouse, 1995), and many even
report that stress causes their symptoms (Drossman et al.,
1982). IBS has conventionally been considered a good exam-
ple of a psychosomatic disorder, in which stress leads to so-
matic complaints (Whitehead, 1994). In a study comparing
IBS sufferers with continuous symptoms to IBS sufferers
who have symptom-free periods, Corney and Stanton (1990)
found that over half in the latter group attributed the recur-
rence of symptoms to stressful experiences. More than half of
the patients in both groups linked the initial onset of GI
symptoms to a speci“c stressful situation. Unfortunately,
these studies relied on retrospective data.

Historically, researchers have struggled with the particular
question of whether (a) stress leads to the symptoms (psy-
chosomatic hypothesis) or (b) the presence of GI symptoms
creates stress for the IBS patient (somatopsychic hypothesis).
There are two main ways to look at the role of stress in the
IBS patient•s life. First, we can examine the presence of
major life events as they relate to symptoms using: 

1. The Social Readjustment Rating Scale (SRRS; Holmes &
Rahe, 1967), in which major life events in the preceding
year are weighted relative to their stressfulness, and

2. The Life Experiences Survey (LES; Sarason et al., 1978),
in which the individual•s appraisal of the stressful situa-
tion is taken into account.

Another way of examining the role of stress in the onset
and maintenance of IBS is to look at the build-up of smaller,
everyday stressful events. In this case, the Daily Hassles and
Uplifts Scale (Kanner, Coyne, Schaefer, & Lazarus, 1981),
which acknowledges the stressfulness of minor annoyances
in everyday life, and the Daily Stress Inventory (Brantley &
Jones, 1989), a weekly form that patients rate the occurrence
and impact of 57 stressful events on a daily basis, are useful.

Major Life Events and GI Distress

With respect to research on the occurrence of major life
events, there are few consistent results. When IBS patients
were compared to healthy controls, four studies found a
greater number of stressful life events in the IBS sample
(Blanchard et al., 1986; Drossman et al., 1988; Mendeloff,
Monk, Siegel, & Lillienfeld, 1970; Whitehead, Crowell,
Robinson, Heller, & Schuster, 1992). On the contrary, two
studies (Levy, Cain, Jarrett, & Heitkemper, 1997; Schwarz
et al., 1993) did not “nd these same differences.
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If we compare IBS patients to IBS nonpatients (those
with symptoms who do not seek treatment), Drossman and col-
leagues (1988) found more negative life events and greater
weighted scores for the IBS nonpatients. Levy and colleagues
(1997) found no such differences. E. J. Bennett and col-
leagues (1998) found a signi“cant relation between the num-
ber of functional GI symptoms (IBS, functional dyspepsia,
etc.) and the number of endured chronic life stressors.

Finally, in 1986, we found higher scores on the Holmes
and Rahe (1967) Social Readjustment Rating Scale (SRRS)
for IBS patients than healthy controls (see Blanchard et al.,
1986), but in 1993, we found no differences on the same scale
when IBS patients were compared to healthy controls
(Schwarz et al., 1993).

Minor Life Stressors and GI Distress

We have begun to look at the role that everyday annoyances
play in the lives of IBS patients. Unfortunately, the literature
in this area is even less complete. IBS patients have not been
compared to other groups in any of the following studies.

In an effort to track symptoms and stress levels, Suls,
Wan, and Blanchard (1994) used a prospective daily diary
and performed an elegant analysis that controlled for prior
symptom levels. They ultimately concluded that daily stress
levels did not increase IBS symptoms. Dancey and col-
leagues (1995) found similar results, such that an increase in
severity of stress did not occur prior to an increase in IBS
symptom severity. However, they did “nd that an increase in
IBS symptom severity was likely to precede an increase in
patient report of common hassles. Note that neither of these
studies supports the notion that stress causes GI distress;
rather, most of the evidence thus far is consistent with a con-
current relation between stress and GI distress. In addition, to
our knowledge, no study has included GI ”are-ups as a life
stressor, limiting our understanding of what may be evidence
supporting the somatopsychic hypothesis mentioned earlier.

While stress is likely to play some role in the experience
of GI symptoms, it is unlikely to be the only etiological
explanation of IBS.

Role of Sexual and Physical Abuse in IBS

There is an abundance of literature examining the psycho-
logical (Beitchman, Zucker, Hood, 1992; Greenwald,
Leitenberg, Cado, 1990) and somatic (Lechner, Vogel, Garcia-
Shelton, Leichter, & Steibel, 1993; Leserman, Toomey, &
Drossman, 1995) correlates of past abuse in a variety of pain
and other chronic disorders. Studies have demonstrated that
somatization, dissociation, and ampli“cation of symptoms are

common coping methods seen in women who have experi-
enced childhood abuse (Wyllie & Kay, 1993). Leserman and
colleagues (1996) reported that, in general, women with a sex-
ual abuse history reported more pain, more somatic symptoms,
more disability days, more lifetime surgeries, more psycholog-
ical distress, and worse functional disability than healthy con-
trols. Similarly, women with penetration experiences (actual or
attempted intercourse or objects in the vagina) had more med-
ical symptoms and higher somatization scores than less se-
verely abused counterparts (Springs & Friedrich, 1992). Some
investigators have interpreted such “ndings to mean that child-
hood abuse may lead to de“cits in help-seeking, and a ten-
dency to gain attention through the •safe domainŽ of physical
symptoms (Wilkie & Schmidt, 1998). From a physiologic
standpoint, trauma to the genital region may •downregulateŽ
the sensation of visceral nociceptors, increasing sensitivity to
both abdominal and pelvic pain (Mayer & Gebhart, 1994).

Drossman and colleagues (Drossman, Leserman, et al.,
1990) have researched the occurrence of early abuse in the
IBS population and have suggested that female patients with
functional GI disorders report higher levels of early sexual
and physical abuse than comparable female patients with a
variety of organic GI disorders. In this study, 31% of 206 fe-
male GI clinic attendees diagnosed with functional GI disor-
ders reported rape or incest as compared to 18% of those with
organic diagnoses. In both Europe and the United States,
other studies found similar results, with frequencies between
30% and 56% (Delvaux, Denis, Allemand, & French Club of
Digestive Motility, 1997; Scarinci, McDonald-Haile, Brad-
ley, & Richter, 1994; Talley et al., 1995; E. A. Walker, Katon,
Roy-Byrne, Jemelka, & Russo, 1993). Rape (penetration),
multiple abuse experiences, and perceived life-threatening
abuse were associated with the poorest health status
(Leserman et al., 1996). Walker et al. found a greater fre-
quency of history of sexual abuse among IBS patients (54%)
than patients with IBD (5%). In the previously described
Olmstead County Survey study, Talley and colleagues (1994)
also found a signi“cantly greater sexual abuse history among
patients with IBS (43.1%) than in the other groups (19.4%),
and a higher incidence of any abuse (sexual or physical)
among IBS patients (50%) when compared to non-IBS indi-
viduals (23.3%).

Drossman, Talley, Olden, and Barreiro (1995) have sug-
gested that there is a pathway linking childhood abuse and
adult functional GI disorders. Basically, they propose that IBS
patients are physiologically predisposed to manifest GI symp-
toms, especially if they are psychologically distressed. When
the trauma experienced during childhood abuse is added to the
picture, the beginnings of GI symptoms emerge (more specif-
ically, complaints of abdominal pain). When these somatic
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symptoms are reinforced via attention and nurturance, a
process of symptom ampli“cation and illness behavior lead to
the development of an IBS patient. It is unlikely that early
abuse forms a direct pathway to IBS„given that not all peo-
ple who are abused develop IBS, and not all IBS patients have
been abused. However, abuse may be associated with the
communication of psychological distress through somatic
symptoms (Drossman et al., 1995; Drossman, 1997).

As with almost all other research with IBS, the results are
not always consistent when it comes to abuse. Talley, Fett,
and Zinsmeister (1995) found no signi“cant differences on
total physical and sexual abuse among those with functional
GI disorders and those with organic GI disorders. Drossman
and colleagues (1997) also failed to “nd signi“cant dif fer-
ences between functional and organic GI patients on presence
of sexual or physical abuse.

However, we must keep in mind that high frequencies of
sexual and physical abuse may not be unique to the irritable
bowel syndrome. Rather, abuse rates approaching 50% have
been reported by patients with other types of chronic or re-
current pain disorders, including headaches, “bromyalgia,
and chronic pelvic pain (Laws, 1993; Leserman et al., 1995).
For now, members of the GI community accept that there is a
high incidence of early abuse in the histories of GI patients,
both those with functional and organic disease.

Without a doubt, the presence of abuse and IBS make the
symptoms more refractory to treatment than usual, and may
also increase the likelihood of psychological disturbance
(Drossman et al., 2000). Further, Drossman et al. (2000)
states that

Abuse or associated dif“culties may: 1) lower the threshold of
gastrointestinal symptom experience or increase intestinal motil-
ity; 2) modify the person•s appraisal of bodily symptoms (i.e., in-
crease medical help seeking) through inability to control the
symptoms; and 3) lead to unwarranted feelings of guilt and re-
sponsibility, making spontaneous disclosure unlikely (p. 178).

It is also important to clarify the role that abuse plays in the
experience of GI distress especially when one is considering
the psychopathology often seen in treatment-seeking IBS pa-
tients. In an attempt to discern whether IBS patients who have
been abused are the same group of IBS patients with diagnos-
able psychopathology, we examined a population of 71 (57
female, 14 male) IBS patients seeking psychological treat-
ment at our center (Blanchard, Keefer, Payne, Turner, &
Galovski, 2002). While we found expected levels of child-
hood sexual and physical abuse (57.7%) and expected levels
of current Axis I psychiatric disorders (54.9%) in the sample,
contrary to our expectations, there were no signi“cant associ-
ations between early abuse and current psychiatric disorder in

this population (Blanchard et al., 2002). These “ndings sug-
gest that those individuals with psychological distress are not
exactly the same group with a history of abuse. These “ndings
have important implications with respect to treatment.

General Comments

We have summarized the literature to date on IBS, with a
speci“c focus on psychosocial factors of assessment. When
diagnosing and assessing IBS, it is important to consider, in
addition to de“nitional and epidemiological issues, the possi-
ble role of psychological distress, treatment-seeking factors,
and the role of stress and early abuse in the manifestation of
IBS symptoms. Such factors may be important to address in
treatment, which we will discuss later in this chapter. Now,
we turn to a possible developmental precursor to IBS„
recurrent abdominal pain.

RECURRENT ABDOMINAL PAIN IN CHILDREN

While many patients describe GI distress dating back to their
childhood, IBS is not usually a diagnosis associated with
children and younger adolescents. There is, however, a func-
tional GI disorder that does occur in childhood that may have
some bearing on a future diagnosis of IBS„recurrent ab-
dominal pain (RAP). Apley and Naish (1958) proposed the
most commonly used de“nition of RAP: three episodes of
pain occurring within three months that are severe enough to
affect a child•s activities and for which an organic explana-
tion cannot be found.

Prevalence

RAP may be the most common recurrent pain problem of
childhood. It is usually recognized in children older than 6
years (Wyllie & Kay, 1993). Faull and Nicol (1986) found a
prevalence of almost 25% in an epidemiological study of 439
5- and 6-year-olds in northern England. A much earlier study
(Apley & Naish, 1958) reported a prevalence rate of 11%
among 1,000 children from primary and secondary schools.
Typically, the peak age for RAP is between 11 and 12 years
of age (Stickler & Murphy, 1979). With respect to gender, re-
sults are mixed. Faull and Nicol (1986) found equivalent
prevalence among 5- and 6-year-olds, but Apley and Naish
(1958) and Stickler and Murphy (1979) reported a higher in-
cidence among girls, much like that of adulthood IBS.

RAP sufferers miss several school days per year (Bury,
1987; Robinson, Alverez, & Dodge, 1990) and make frequent
visits to the pediatrician. P. A. McGrath (1990) estimates that
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at least 25% of pediatric emergency room visits for abdomi-
nal pain are due to RAP.

One particularly interesting question associated with RAP
is that of its relationship with adulthood IBS. Do children
with RAP go on to develop IBS as an adult? Christensen and
Mortensen (1975) report that 47% of patients at follow-up
warranted a diagnosis of what was then called •irritable
colon.Ž L. S. Walker, Guite, Duke, Barnard, and Greene
(1998) used Manning Criteria to diagnose IBS in a “ve-year
follow-up of RAP patients, and found that 35% of females
and 32% of males met such criteria. We can cautiously con-
clude, then, that while RAP tends to remit in childhood in
most cases, about one-third of children with RAP will go on
to meet criteria for IBS as adults.

Etiology

Like irritable bowel syndrome, RAP is considered a disorder
of gastrointestinal motility.Also, like IBS, a de“nitive •causeŽ
has not been determined. However, some theories have been
proposed. First, there is the model of dysfunctional GI motil-
ity. In this model, pain can be caused by distention and spasm
of the distal colon, with bombardment of stimuli leading to the
perception of pain (Davidson, 1986). This model also ac-
counts for a familial tendency to a hypersensitive gut that may
be exacerbated by stress and food (Davidson, 1986).

Another model proposes that RAP is a disorder of the au-
tonomic nervous system (ANS). This model implies that there
is a de“cit in the child•s ANS that makes it dif“cult for him to
recover from stress (Page-Goertz, 1988). Unfortunately, there
have been no studies to con“rm this theory (see Barr, 1983;
Fueuerstein, Barr, Francoeur, Hade, & Rafman, 1982).

The “nal model proposes a psychogenic cause for recur-
rent abdominal pain. A study by Robinson and colleagues
(1990) used the Children•s Life Events Inventory (Monaghan,
Robinson, & Dodge, 1979) to show that children with RAP
did not differ from controls in the total life events scores two
years prior to the pain, but that in the 12 months directly pre-
ceding pain onset, RAP children scored markedly higher.
These “ndings suggest that such events (including parental
divorce and separation) may be important triggers in predis-
posed children (Robinson et al., 1990). A discussion of psy-
chological distress and RAP follows in the next section.

Finally, Levine and Rappaport (1984) suggest that a mul-
titude of factors •causeŽ abdominal pain, including lifestyle
and habit (i.e., daily routines, diet, elimination patterns, school/
family routine), temperament/learned responses (i.e., be-
havioral style, personality, affect, learned coping skills),
milieu/critical events (i.e., characteristics of the child•s
surroundings, positive or negative stressful events), and a

somatic predisposition to pain localized in the abdomen (i.e.,
dietary intolerance, constipation, underlying dysfunction/
disorder). Similarly, Compas and Thomsen (1999) conceptu-
alize RAP as a problem of psychological stress, individual
differences in reaction to stress, and maladaptive coping.
They maintain that the way children cope with such stress
greatly in”uences the severity, frequency, and duration of
RAP episodes; a disruption in the process of self-regulation
and stress reactivity may precipitate abdominal pain.

Psychosocial Factors and RAP

As is the case in the IBS literature, RAP researchers have
failed to agree regarding the possibility of there being differ-
ences between organic and nonorganic pediatric GI patients
on a variety of psychosocial measures. Children with RAP
have often been described as anxious and perfectionistic
(Liebman, 1978). Typically, studies have compared children
with functional GI disorders to children with organic GI dis-
eases on the occurrence of stressful life events, anxiety, de-
pression, behavior problems, and general family functioning.
Walker, Garber, and Greene (1993) report that RAP patients
had higher levels of emotional and somatic symptoms and
came from families with a higher incidence of illness and en-
couragement of illness behavior than well children, but did
not differ with respect to negative life events, competence
levels, or family functioning. When compared to child psy-
chiatric patients, RAP patients exhibited fewer emotional and
behavioral problems, and tended to have better family func-
tioning and higher levels of social competence, despite hav-
ing more somatic complaints. Finally, RAP patients did not
differ from organic abdominal pain patients on either emo-
tional or organic symptoms; as discussed previously, similar
“ndings have been described in the adult literature.

Some studies have found that RAP patients experienced
signi“cantly more negative life events than well controls and
general medical patients (J. Greene, Walker, Hickson, &
Thompson, 1985; Hodges, Kline, Barbero, & Flanery, 1984;
Robinson et al., 1990), while others claim that there are
no such differences (Hodges et al., 1984; Risser, Mullins,
Butler, & West, 1987; L. S. Walker et al., 1993; Wasserman,
Whitington, & Rivara, 1988). Further, some studies have
shown that RAP patients actually experience fewer negative
life events than other behaviorally disordered groups
(J. Greene et al., 1985; L. S. Walker et al., 1993).

Depression

Typically, differences in depression levels appear only when
comparing RAP children to well samples (Hodges, Kline,
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Barbero, & Flanery, 1985; Walker & Greene, 1989; L. S.
Walker et al., 1993). In a particularly thorough study of RAP
patients, patients with organic peptic disease and well chil-
dren, RAP children and the organic group scored signi“cantly
higher than well children on the Child Depression Inventory
(CDI; Kovacs, 1980/1981) but the RAP and organic groups
did not differ from each other (Walker et al., 1993). When
RAP children are compared to children with organic abdomi-
nal pain, there are usually no differences between groups on
levels of depression, as measured by the CDI (Garber, Zeman,
& Walker, 1990; Hodges, Kline, Barbero, & Flanery, 1985;
L. S. Walker & Greene, 1989). The exception to this “nding is
a study done by Gold, Issenman, Roberts, and Watt (2000),
who found signi“cant differences in CDI scores between chil-
dren with a functional GI disorder and children with IBD.
However, neither group scored in the clinically signi“cant
range on the CDI so it is dif“cult to conclude that depression
is an underlying factor in the development of RAP.

Anxiety

Studies have consistently found that, when compared to con-
trol children, children with RAP do tend to report more anxi-
ety on measures such as the Child Behavior Checklist
(CBCL; Achenbach & Edelbrock, 1983) and Child Assess-
ment Schedule [CAS: Hodges, Kline, & Fitch, 1981, 1990;
(Garber et al., 1990; Hodges, Kline, Barbero, & Woodruff,
1985; Hodges, Kline, Barbero, & Flanery, 1985; Robinson
et al., 1990)]. Again, however, it appears that they do not dif-
fer from children with organic explanations for their symp-
toms (Garber et al., 1990; L. S. Walker & Greene, 1989), at
least to a clinically signi“cant degree (L. S. Walker et al.,
1993). This may suggest that anxiety may be speci“cally as-
sociated with having abdominal pain.

Somatization

When compared to their organic GI counterparts, children
with functional RAP had signi“cantly higher scores on the
somatic complaints scale of the CBCL, and were more likely
to have relatives with Somatization Disorder (Routh & Ernst,
1984). Results in a study done by E. A. Walker and col-
leagues (Walker, Gelfand, Gelfand, & Katon, 1996) were
similar, with RAP children reporting higher levels of somati-
zation symptoms than children with organically based pain
and well controls at both initial assessment and three month
follow-up.

We should keep in mind, however, that anxiety, depres-
sion, and somatization symptoms tend to be higher in patients
with organic diseases in general (P. J. McGrath, Goodman,

Firestone, Shipman, & Peters, 1983; Raymer, Weininger, &
Hamilton, 1984; Routh & Ernst, 1984; L. S. Walker &
Greene, 1989). We are therefore unable to determine the role
that recurrent abdominal pain itself may play in such psycho-
logical symptoms. However, psychological interventions, as
in IBS, seem to be moderately effective.

Treatment of RAP

Apley and Naish (1958) recommend that children presenting
with abdominal pain receive: (a) a careful and thorough med-
ical work-up to rule out organic causes of pain, (b) reassur-
ance that there is no organic or structural reason for the pain,
and (c) support for both parent and child as they deal with the
functional problem. This approach is fairly effective about
half of the time (Apley & Hale, 1973; Stickler & Murphy,
1979). In the rest of the cases, however, it is important to ex-
amine other treatment options. Early interventions included
operant approaches (see Miller & Kratochwill 1979; Sank &
Biglan, 1974) and “ber treatments (see Christensen, 1986;
Feldman, McGrath, Hodgson, Ritter, & Shipman, 1985).
However, results in these areas were mixed. The majority of
research into treatments for RAP has involved cognitive-
behavioral approaches.

On the “rst line of defense, brief targeted therapy deliv-
ered in primary health care settings has had some effect on a
range of problems associated with RAP. In one study, brief
targeted therapy consisted of individualized interventions
based on behavioral concerns and symptoms de“ned during
the assessment process, and included techniques such as self-
monitoring, relaxation training, limited reinforcement of
illness behavior, dietary “ber supplementation, and participa-
tion in routine activities. In this study, 16 children with RAP
underwent the brief targeted therapy and were evaluated on a
variety of outcome measures, including medical care utiliza-
tion, school records (absences and nurses visits), and symp-
tom ratings. Treated children were compared to 16 untreated
children. After treatment, most parents rated their children•s
pain symptoms as improved. Children undergoing treatment
also missed signi“cantly fewer days of school (Finney,
Lemanek, Cataldo, Katz, & Fuqua, 1989).

Sanders et al. (1989) found that an eight-session CBT pro-
gram that included self-monitoring of pain, operant behav-
ioral training for parents distraction techniques, relaxation
training, imagery for pain control, and self-control techniques
such as self-instruction in coping statements was superior to
a symptom-monitoring control condition. At posttreatment,
six of eight (75%) treated children were pain free, and by
three-month follow-up, seven of eight (87.5%) were pain
free, as opposed to 37.5% of the controls. In a replication of
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this study, Sanders, Shepherd, Cleghorn, and Woolford
(1994) compared the same CBT program to standard pedi-
atric care with a sample of 44 children with RAP. The latter
treatment included reassurance that the child•s pain was real
but that no organic disease was present. Results continued to
show a signi“cant advantage for the CBT (80% symptom re-
duction vs. 40% symptom reduction) over the reassurance
condition over time„at six months, two-thirds of the CBT
group were pain free, as opposed to less than one-third in the
standard care condition.

To look at the individual components of CBT, we (Scharff,
1995) conducted a study that compared a parent-training ap-
proach with a stress management approach. In the parent-
training condition, parents received education about RAP and
psychosomatic symptoms, and learned behavior modi“cation
techniques described in Living with Children (Patterson,
1976). The treatment focused speci“cally on parents• ignor-
ing mild pain behaviors and encouraging active behaviors in
their child; the program was modi“ed to meet individual
needs. Essentially, parents were instructed to have their child
lie down in a quiet, dark room with no distractions whenever
they complained of pain. School attendance was required
unless the child was vomiting or developed a fever.

In the stress-management condition, children were taught
progressive relaxation and deep breathing exercises, and also
learned cognitive distraction techniques for acute pain.
Positive imagery and positive coping self-statements
(Michenbaum, 1977) were also used. After treatment, pa-
tients monitored their symptoms for two weeks, and if there
was no full remittance, they were crossed over to the other
condition.

Outcome was determined by pain ratings kept by the
child; ratings were made daily using a 0 to 4 scale (•no painŽ
to •very bad painŽ). Parents also rated twice a day the fre-
quency of pain behaviors. Both children and parents kept
pain records for six weeks prior to treatment, throughout
treatment, and for two weeks at posttreatment and three-
month follow-up. Signi“cant reductions were observed in
both child pain ratings (from 1.2 to 0.2, p 
 .001) and parent
ratings of frequency of pain behavior intervals (from 40% to
8%, p 
 .001) from the second baseline to the end of the sec-
ond treatment. Results were maintained at follow-up. There
was a trend for child pain ratings to decrease more when
stress management was the “rst treatment received. The av-
erage degree of improvement for the child ratings was 86%
and 82% for the parent ratings of pain behaviors. Overall, all
10 children were 62% improved or greater with 9 or 10 show-
ing 75% reduction in their child pain diary ratings. With
respect to parent ratings, all children were 61% improved or
greater with 6 of 10 showing reductions of 75% or greater.

Thus, there appears to be a slight advantage to the stress
management training.

What is it about RAP that predisposes a child to de-
velop IBS as an adult? Some possible explanations include:
(a) hypersensitivity to abdominal pain as a child continues
into generalized GI tract sensitivity as an adult; (b) an anx-
ious child grows up to be an anxious adult who is more likely
to develop IBS; or (c) early learning about GI symptoms, the
sick role and health care seeking predisposes him or her to be
sensitive to GI symptoms and seek health care as an adult.

General Comments

We have addressed RAP as a possible developmental precur-
sor to IBS, which has been understudied. Research in this
area has begun to address questions similar to that in the IBS
literature, including the role of stressful events and psycho-
logical distress in the onset and maintenance of symptoms.
Treatment of RAP has been limited to a few behavioral inter-
ventions, but seems to show much promise. It is possible, that
as we develop a more complete understanding of the psy-
chosocial factors in”uencing the experience of RAP, we will
be able to offer more speci“c interventions. Next, we look at
psychological interventions as they apply to IBS.

PSYCHOLOGICAL TREATMENT OF IBS

Since 1983, three broad approaches to psychological treat-
ment of IBS have been evaluated in randomized, controlled
trials (RCTs): brief psychodynamic psychotherapy, hyp-
notherapy, and various combinations of cognitive and behav-
ioral therapies. We describe each treatment approach brie”y
and summarize the outcome and follow-up results.

Brief Psychodynamic Psychotherapy

While the descriptive term, •brief psychodynamic . . . ,Ž may
seem a bit of a contradiction, it is accurate. The treatments
were delivered over a three-month span and consisted of
10 sessions in one instance and only 7 in the other. Thus, the
time span and number of sessions are not what we normally
associate with psychodynamic psychotherapy. The therapy is
psychodynamic to the extent that it seeks •insightŽ
(Svedlund, Sjodin, Ottosson, & Dotevall, 1983) and •explo-
ration of patients• feelings about their illnessŽ (Guthrie,
Creed, Dawson, & Tomenson, 1991).

In the “rst study (which we believe is the “rst RCT of
psychological treatment for IBS), Svedlund et al. (1983) ran-
domly assigned 101 IBS patients, all of whom were receiving
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conventional medical care, to either individual psychotherapy
(n � 50) or the control condition (n � 51). Patients were as-
sessed by blinded assessors at pretreatment, three months after
treatment began (posttreatment), and at a 12-month follow-up.

The assessor ratings showed signi“cantly greater im-
provement for the treated patients than the controls in re-
duction of abdominal pain and reduction of other somatic
symptoms at the end of treatment. At the one-year follow-up,
the assessor ratings showed treatment was superior to the
control condition on reduction of abdominal pain and so-
matic symptoms, and on improvement in bowel dysfunction.
Both groups were rated signi“cantly less anxious and
depressed at end of treatment and at follow-up.

In the second RCT of psychodynamic psychotherapy
(Guthrie et al., 1991), IBS patients who failed to respond to
routine medical care were randomly assigned to individual
psychodynamic psychotherapy plus home practice of relax-
ation (n � 53) or a wait list condition (n � 49). Evaluation
was by means of blinded assessor ratings and patient symp-
tom diaries. After the posttreatment evaluation, 33 of the
controls were crossed over to treatment while 10 who had
improved were merely followed.

The assessor ratings showed greater improvement at end
of treatment for the psychotherapy group versus the symptom
monitoring controls on abdominal pain and diarrhea as well
as on reductions in anxiety and depression; the patients rat-
ings showed the same GI symptom results plus greater in
bloating. The one-year follow-up data were based solely on
patient global ratings. They showed that, of patients treated
initially, 68% rated themselves as •betterŽ or •much better.Ž
Among the treated controls, 64% gave similar ratings.

Although we cannot directly compare the content of the
treatments, it seems clear that they are similar and have led to
signi“cantly greater improvement than controls on abdomi-
nal pain and bowel functioning. They thus yield comparable
positive results which appear to hold up well over a one-year
follow-up.

Hypnotherapy

The “rst RCT of hypnotherapy for IBS (Whorwell, Prior, &
Faragher, 1984) appeared shortly after the Svedlund et al.
(1983) trial described earlier. The hypnotherapy treatment
was aimed at general relaxation and gaining control of
intestinal motility along with some attention to ego strength-
ening. Patients also received an audiotape for daily home
practice of autohypnosis. In the “rst study, 30 IBS patients
who had been refractory to standard medical care were ran-
domized to seven hypnotherapy sessions over three months
(n � 15) or to supportive psychotherapy (seven sessions by
the same therapist) and continued medical care (n � 15).

Evaluation was by means of patient symptom diary and
blinded assessor ratings.

Results showed dramatic improvement in abdominal pain,
bloating, dysfunctional bowel habit, and general well-being for
the hypnotherapy condition; all patients were clinically im-
proved.Active treatment was superior to the control on all mea-
sures. An 18-month follow-up (Whorwell, Prior, & Colgan,
1987) of the treated sample revealed very good maintenance of
improvement. Two patients had minor relapses at about one
year and responded to a single session of hypnotherapy.

The results were essentially replicated (Houghton,
Heyman, & Whorwell, 1996) in a comparison of 25 cases
treated with hypnotherapy to 25 other cases awaiting
treatment. The protocol was now described as 12 sessions.
Treated patients improved more than controls on abdomi-
nal pain, bowel dysfunction, bloating, and general sense of
well-being. Importantly, those patients treated with hyp-
notherapy missed fewer work days (X � 2) than the controls
(X � 17).

An independent replication of these results was reported
by Harvey, Hinton, Gunary, and Barry (1989) who compared
individually administered hypnotherapy to group hypnother-
apy. There were equivalent signi“cant improvements in both
conditions with 61% of participants improved or symptom
free at three months posttreatment.

In our center, Galovski and Blanchard (1998) also repli-
cated Whorwell•s results (using his hypnotherapy protocol)
in a comparison of immediate treatment to symptom
monitoring and delayed treatment. A composite symptom
reduction score, based on patient GI symptom diaries, was
signi“cantly greater (52%) for treated patients versus con-
trols (�32% [symptom worsening]). For the whole treated
sample, there were signi“cant reductions in abdominal pain,
constipation, and trait anxiety.

With the continued positive results from Whorwell•s
clinic plus two independent replications, including one in the
United States, it seems clear that hypnotherapy is a highly
viable treatment for IBS.

Cognitive and Behavioral Treatments

The most active research approach to the psychological treat-
ment of IBS by far has been the evaluation of various
cognitive and behavioral treatments. Most studies have used
a combination of treatment procedures in multicomponent
treatment packages; however, a few have used only a single
component such as relaxation training. Our own work,
with the exception of the hypnotherapy study of Galovski and
Blanchard (1998) described earlier, can be subsumed under
this approach. This research, including our studies from
Albany, is summarized chronologically in Table 17.1.
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TABLE 17.1 Controlled Trials of Cognitive and Behavioral Treatments for IBS

Sample
Authors Conditions Size Differential Results

Bennett and Wilkinson, 1985 Education, PMR, change self-talk. 12 CBT reduction on trait
Medical Care (3 drugs). 12 anxiety; both groups reduced

pain, bloating, diarrhea.

Neff and Blanchard, 1987 Education, PMR, biofeedback, 10 CBT improved more on
change self-talk, and coping. symptom composite

Symptom monitoring. 9 than SM.

Lynch and Zamble, 1989 PMR, Cognitive Therapy, 11 CBT improved more than
assertiveness training. SM on pain, constipation,

Symptom monitoring. 10 trait anxiety.

Corney et al., 1991 Education, Cognitive Therapy, 22 CBT had less avoidance of
operant procedures. food and tasks than regular

Regular medical care. 20 medical care.

Shaw et al., 1991 Education, relaxation, and 18 CBT showed greater
application. improvement on patient

Drug-Colpermin. 17 global ratings.

Blanchard et al., 1992
Study 1 Education, PMR, biofeedback, 10 Both treated groups

change in self-talk and coping. improved more on symptom
Psuedo-meditation and EEG alpha 10 composite than SM; No
suppression biofeedback. difference between CBT and

Symptom monitoring. 10 attention placebo.

Study 2 CBT. 31 Both treated groups
Placebo. 30 improved more on
Symptom monitoring. 31 symptom composite than

SM; No difference between
CBT and placebo.

van Dulmen et al., 1996 Group: Education, PMR, change in 27 CBT improved more than
coping and cognitions. wait-list on pain.

Wait-list. 20

Toner et al., 1998 Group: Education, pain 101 CBT showed more reduction
management, assertiveness training, Total on BDI and on bloating than
cognitive therapy. regular medical care.

Group: Psycho-education. No difference between two
group treatments.

Heymann-Monnikes et al., 2000 CBT � Standard Medical Care 12 CBT � SMC showed greater
(Education, PMR, Cognitive Therapy reduction in IBS symptoms,
and Coping, Assertiveness Training). other GI symptoms, and

Standard medical care. 12 psychological symptoms,
than SMC alone.

Relaxation Alone

Blanchard et al., 1993 PMR and application. 8 Relaxation improved more on
Symptom monitoring. 8 symptom composite than

SM.

Keefer and Blanchard, 2001 Meditative relaxation. 6 Relaxation improved more
Symptom monitoring. 7 on symptom composite than

SM.

(continued)
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Included are synoptic descriptions of treatment conditions,
sample sizes, and a summary of signi“cant between group ef-
fects at the end of treatment and at follow-up.

There are a total of 15 RCTs involving cognitive and be-
havioral treatments presented in Table 17.1. Most are small
trials, involving 12 or fewer patients per condition. Only two
trials had 30 patients per condition (Blanchard et al., 1992,
Study 2; Toner et al., 1998) while two others had between 20
and 30 per condition. The two larger trials found some ad-
vantage for CBT combinations over symptom monitoring
controls but neither found the CBT combination superior to a
psychological treatment control.

Of the 10 trials with combinations of cognitive and behav-
ioral treatments, most include an education component (9
of 10) and a relaxation training (8 of 10) component (usually
in the form of progressive muscle relaxation, PMR). Almost
all included some attempt at directly modifying cognitive as-
pects of functioning, such as self-talk, cognitions, and
schemas, or coping strategies.

Work from our center has begun the task of dismantling
these CBT combinations. We have described two small trials
comparing a pure relaxation condition (PMR in Blanchard  &
Andrasik, 1985; use of Benson•s ([1975] relaxation response
meditation in Keefer & Blanchard, 2001); both found relax-
ation superior to symptom monitoring.

We also summarize in Table 17.1, three small RCTs eval-
uating purely cognitive therapy alone. In all three, cognitive
therapy was superior to symptom monitoring. More impor-
tantly, in the only RCT to show an advantage for cognitive or
behavioral treatment in comparison to a credible placebo,

Payne and Blanchard (1995) showed that cognitive therapy
was superior to psychoeducational support groups.

Our center has reported on one-, two-, and four-year
follow-ups of IBS patients treated with CBT. In the longest
follow-up (Schwarz, Taylor, Scharff, & Blanchard, 1990),
we found 50% of treated patients still much improved (as
veri“ed by daily GI symptom diary). Other long-term follow-
ups such as van Dulmen et al. (1996) and Shaw et al. (1991)
have likewise reported good maintenance of GI symptom
reduction.

It is clear that combinations of cognitive and behavioral
treatment techniques, adapted to an IBS population, are supe-
rior to symptom monitoring and to some extent routine med-
ical care. Moreover, the improvements have been shown to
endure over follow-ups ranging from one to four years
(Blanchard, Schwarz, & Neff, 1988).

Three studies from Albany, all using the same cognitive
therapy protocol (B. Greene & Blanchard, 1994) have
yielded consistently strong results across three different
therapists and with three separate cohorts of IBS sufferers.
Payne and Blanchard (1995) have shown the cognitive
therapy superior to a highly credible psychological control
condition. We recommend this approach at present.

General Comments

We have addressed the current psychological treatment
literature as it applies to IBS. Many different forms of
psychological treatment, including brief psychodynamic psy-
chotherapy, hypnotherapy, and cognitive and behavioral

TABLE 17.1 (Continued)

Sample
Authors Conditions Size Differential Results

Cognitive Therapy Alone

Greene and Blanchard, 1994 Cognitive Therapy. 10 Cognitive Therapy improved
Symptom monitoring. 10 more on symptom

composite than SM, also on
BDI and Trait anxiety.

Payne and Blanchard, 1995 Cognitive Therapy. 12 Cognitive Therapy improved
Group: Psycho-education support. 12 more on symptom
Symptom monitoring. 10 composite than psycho-

education and SM, also on
BDI and Trait anxiety.

Vollmer and Blanchard, 1998 Group Cognitive Therapy. 11 Both cognitive therapy
Individual Cognitive Therapy. 11 improved more than SM on
Symptom monitoring. 10 symptom composite; no

difference between
cognitive therapy conditions.

Note: PMR = Progressive Muscle Relaxation; SM � Symptom Monitoring.
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treatments, alone and combined, seem to be moderately
effective in treating IBS symptoms and superior to symptom
monitoring alone. Currently, cognitive therapy appears to be
the most highly recommended approach, as it has been tested
against a credible placebo condition, in addition to symptom
monitoring (Payne & Blanchard, 1995). Clearly, more ran-
domized, controlled treatment studies that compare multiple
treatments for IBS are needed.

CONCLUSIONS AND FUTURE DIRECTIONS

IBS is a complex health problem that needs to be understood
within a biopsychosocial paradigm. This chapter offers sev-
eral interesting insights into the diagnosis, classi“cation, and
treatment of IBS. First we addressed de“nitional and epi-
demiological aspects of IBS and introduced general psy-
chosocial issues related to IBS. We then summarized the
somewhat limited research on recurrent abdominal pain, a
childhood functional GI problem that may be a developmen-
tal precursor to IBS. Finally, we reviewed the literature on
psychosocial treatments of IBS, with a special emphasis on
information gained from randomized, controlled treatment
trials. While the psychosocial literature on IBS may have
greatly bene“ted those with IBS and those who care for them,
much more research needs to be done. 

Diagnosing IBS has long been problematic for gastroen-
terologists and primary care physicians alike. Currently, IBS
is diagnosed clinically when other potential causes have been
ruled out. However, recent changes in criteria, including the
Rome I and Rome II Criteria, have begun to address symp-
toms unique to IBS patients that may aid in a diagnosis with-
out unnecessary and invasive tests. Unfortunately, diagnostic
accuracy is far from perfect, and many gastroenterologists
continue to rely on invasive procedures to rule out more life-
threatening problems such as cancers and in”ammatory
bowel disease. Further research into identifying inclusive cri-
teria for IBS is crucial for the effective assessment and man-
agement of these patients. Similarly, a better understanding
of differences among IBS subtypes (diarrhea predominant,
constipation predominant, mixed type) may also be
bene“cial.

While IBS prevalence rates seem to be fairly consistent
around the world (Thompson, 1994), there do seem to be
some cultural differences in both symptom reporting and
treatment seeking. A better understanding of these differ-
ences may lead to a more contextual understanding of the
development and maintenance of IBS symptoms. It is unclear
as to why women seem to outnumber men in IBS treatment
seeking in Western countries. Research as to whether these

differences are related to variations in health care utilization,
gender differences in the experience of pain and other GI
symptoms, or other social/developmental factors would be
valuable.

Another direction for future research involves a better un-
derstanding of differences between those who seek treatment
for their symptoms (patients) and those who do not (nonpa-
tients). Literature thus far has been mixed, with some studies
suggesting that there are differences between groups on vari-
ous measures of psychological distress (Drossman et al.,
1993), and others suggesting that there are no such differ-
ences (Gick & Thompson, 1997; Whitehead et al., 1996). It is
possible that differences among groups are a result of differ-
ences in symptom severity and/or role impairment associated
with the recurrence of symptoms. This possibility has yet to
be investigated.

As discussed numerous times in this chapter, it is impor-
tant to address the somatopsychic hypothesis of IBS. In other
words, which came “rst, the IBS or the psychopathology?
Careful temporal tracking of psychological symptoms is im-
portant at this level. It may be that IBS is a causal factor in the
development of anxiety and depression„certainly , GI symp-
toms have been known to keep people housebound. On the
other hand, IBS symptoms may be an additional manifesta-
tion of psychopathological conditions. Understanding the
potential causal relation between GI symptoms and psy-
chopathology has important implications for the effective
management of IBS patients.

Another important issue that has been somewhat ne-
glected in the IBS literature is that of the role of stress in GI
symptoms. While the majority of patients will link the onset
and maintenance of their symptoms to stressful events, previ-
ous research has been unable to determine the exact relation-
ship between either major life events or daily life hassles and
GI symptoms. While some research has linked same-day
hassles with same-day GI symptoms, there is currently little
support for the notion that stressful events today lead to in-
creased IBS symptoms tomorrow. It is possible that newer
statistical methods may help us answer these questions more
directly. Further, it is important to explore the role that GI
symptoms, and even more speci“cally, GI ”are-ups, play in
the total experience of stress and the cycle of symptoms.

In addition, little is known about the role Axis II personal-
ity disorders may play in the onset and maintenance of GI
symptoms. There are very few data that estimate the preva-
lence of such personality disorders in IBS treatment-seeking
population. However, given the high rate of sexual and phys-
ical abuse, it is possible that a high level of such disorders
exist. Assessing for personality disorders may have important
treatment implications as well. For example, is treatment less
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effective when chronic and persistent psychopathology af-
fects an individual•s general role functioning?

While it has been fairly well established that there are high
rates of prior abuse in the IBS population, it is unclear as to
how such abuse relates to the experience of symptoms and
distress levels seen in IBS populations. For example, does the
abuse form a direct pathway to the onset and maintenance of
GI symptoms? Or does abuse lead to psychopathology, which
in turn leads to IBS? This is an important differentiation to
make, as it is likely to in”uence the direction of psychosocial
treatments for IBS.

While the IBS literature has many gaps and limitations,
the literature on recurrent abdominal pain in children is even
more scarce. Clearly, continued research on the appropriate
diagnosis, prevalence, and relationship to IBS is necessary to
effectively treat, and perhaps prevent problems in adulthood.
Further, better differentiation between children with RAP and
children with other GI symptom complaints is necessary for
accurate assessment and treatment of such children. Finally,
an understanding of possible maintaining factors in child-
hood may provide a more comprehensive model of func-
tional GI problems in both childhood and later in life.

In addition to gaps in our understanding of IBS patients, it
is important to address limitations of the treatment literature.
Essentially, there are three (or probably four) psychological
approaches to the treatment of IBS that have demonstrated
ef“cacy in RCTs and for which follow-ups of at least a
year demonstrate durability of improvement: brief psychody-
namic psychotherapy, hypnotherapy, and cognitive behav-
ioral therapy combinations. Purely cognitive therapy should
also be on this list. Despite the variety of psychosocial treat-
ments that have been shown to be effective in the treatment of
IBS patients, very little is known about why such treatments
work. One hypothesis is that a reduction in psychological dis-
tress can in”uence the manifestation of such symptoms. On
the contrary, however, it is possible that a reduction in symp-
toms leads to reductions in psychological distress. This could
be addressed within the drug treatment literature as well„
what happens to Axis I disorders when drug (or psychologi-
cal) treatment is effective in reducing GI symptoms?

Another limitation of the current psychosocial treatment
literature is the lack of large, randomized treatment trials that
compare two or more of the effective treatments for IBS, both
with respect to effective drug treatments and established psy-
chosocial treatments. It is possible that all of the established
treatments for IBS are comparable to each other, and that our
focus should turn to appropriate ways to match patients to ap-
propriate treatments, or to determine the necessary combina-
tion of treatments to best manage GI symptoms. Research of
two kinds could address these limitations: (a) controlled

comparisons of the ef“cacious treatments. (The latter will
need to be a very large, multi|minus|center trial; even then, it
may be dif“cult to “nd a •winnerŽ since all approaches yield
very good outcome); and (b) research that attempts to match
IBS patient characteristics to treatment. Finally, efforts to
expand the work of Heymann-Monnikes et al. (2000), who is
seeking to “nd the optimal blend of psychological treatment
and drug treatment would be much appreciated.
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Few injuries have as profound and long-lasting consequences
as spinal cord injury (SCI). Loss of sensation, impaired mo-
bility, and bladder, bowel, and sexual function are the pri-
mary areas of functioning affected by the occurrence of an
SCI, but the economic, social, and psychological rami“ca-
tions must also be considered. With advancements in medical
treatments, an increasing availability of assistive technolo-
gies, and removal of societal and environmental barriers,
many persons with SCI are healthy individuals who can par-
ticipate actively and productively in society.

In this chapter, we review the major aspects of spinal cord
injury and current information about the condition and its
concomitants. We then provide a model of adjustment

and present evidence concerning the major components of
the model. We conclude with an overview of intervention
strategies and issues in health and public policy that affect
persons with SCI.

NEUROLOGICAL CATEGORIES AND
CLASSIFICATION OF SPINAL CORD INJURY

The spine is made up of 33 vertebrae, or bones that are con-
nected by ligaments and separated by disk-shaped cartilage.
There are 7 cervical, 12 thoracic, 5 lumbar vertebra, and the
sacrum (or tail bone). The spinal cord runs through the hol-
low center of each vertebra, from the base of the brain to the
second lumbar vertebra and is the communication relay from
the brain to the peripheral nervous system. The nerves within
the spinal cord are known as upper motor neurons (UMN)
while the nerves that branch out of the spinal cord are known
as lower motor neurons (LMN). Lower motor neurons carry
information related to movement from the spinal cord to
the muscles and relay sensory information such as pressure
and temperature back to the brain via the spinal cord. As

This chapter was supported in part by the National Institute on Dis-
ability and Rehabilitation Research Grant #H133B980016A, and
the National Center for Medical Rehabilitation Research, National
Institute of Child Health and Human Development, National Insti-
tutes of Health, Grant #T32 HD07420. The contents of this article
are solely the authors• responsibility and do not necessarily repre-
sent the of“cial views of the funding agencies.
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Figure 18.1 Levels of injury and corresponding motor and sensory impair-
ments in the body.

displayed in Figure 18.1, the sensation provided by the
LMNs corresponds directly to the level at the spinal cord and
speci“c areas of the body known as dermatomes (Hammond,
Umlauf, Matteson, & Perduta-Fujiniti, 1992).

Following SCI, paralysis ensues and is described as either
paraplegia or tetraplegia. Paraplegia refers to paralysis af-
fecting the lower part of the trunk and legs. Tetraplegia in-
volves the lower and upper parts of the body including the
arms and hands. The degree of neurological impairment ex-
perienced is described as either complete or incomplete
depending on the degree of loss of motor and/or sensory

function. A complete injury results in the total absence of
all-voluntary movement or sensation below the level of in-
jury. An incomplete injury allows for the retention of some
sensation or movement below the level of injury. Thus, diag-
nosis describes the level of the vertebral fracture as well
as the extent of the neurological de“cit (e.g., a complete
lesion at the “fth cervical vertebrae will be described as
•C5, completeŽ).

Levels of Injury and Functional Goals

The levels of injury to the spinal cord have been divided into
ten general regions in which functional abilities cluster in
persons with complete lesions. Damage to the spinal cord in
the cervical region results in the greatest functional variabil-
ity. Individuals with injuries to the cervical, or C region of the
spinal cord between levels C1 and C3, are most likely to de-
pend on ventilator assistance for breathing (see Figure 18.2).
Implantation of a phrenic nerve pacemaker may be an option
for mechanical assistance in breathing. For individuals with
C1 to C3 SCIs, talking may be dif“cult, very limited, or im-
possible. Movement of the head and neck is limited, and
functional goals for these individuals focus on communica-
tion and wheelchair mobility. Assistive technologies, such as
a computer for speech or typing, and sip-and-puff chairs and
switches, increase function and independence.

Head and neck control increases somewhat for individuals
with a C3 or C4 SCI. Ventilator assistance is usually required
at the initial stages of rehabilitation but prolonged use is not
likely. With the relative increase in motor movement and the
use of adaptive equipment at this level of injury, some indi-
viduals may have limited independence in feeding and con-
trol over environmental variables such as adjustable beds and
wheelchair tilting to assist in pressure relief.

Individuals with a C5 level of injury typically have head,
neck, and shoulder control. These persons can bend their el-
bows and turn their palms up (see Figure 18.1). Functional
goals include independence with eating, drinking, face wash-
ing, toothbrushing, face shaving, and hair care, when set up
with specialized equipment. Although many persons with C5
SCI may have the strength to push a manual wheelchair, a
power wheelchair with hand controls is typically used for
daily activities to prevent fatigue and secondary injuries such
as strained muscles or stress fractures. Individuals can also
manage their own health care by doing self-assist coughs and
pressure reliefs by leaning forward or side-to-side. Driving
may be possible with adaptive equipment.

An individual with C6 level of injury can often attain
complete independence. This level of injury permits shoulder
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Figure 18.2 Levels of injury and corresponding motor and sensory impair-
ments in the neck and legs.
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shrug, elbow bends, palm turns, and extension of wrists
(see Figure 18.1). Adaptive equipment allows for greater ease
and independence in feeding, bathing, grooming, personal
hygiene, and dressing. Some individuals may independently
perform bladder and bowel care. While the use of a manual
wheelchair is typical for daily activities, some use power
wheelchairs for greater ease of independence. Additionally,
individuals with this level of injury can independently per-
form light housekeeping duties, transfer, do pressure reliefs,
turn in bed, and drive using adaptive equipment.

At a C7 level of injury, an individual may have similar
movement as a person with C6 injury, along with the ability
to straighten the elbows. Functional goals for an individual
with C7 level include use of a manual wheelchair as a
primary means of mobility, greater ease in performing house-
hold work and transferring, ability to do wheelchair pushups
for pressure reliefs, and the need for fewer adaptive aids in
independent daily living. Injuries at the C8 and the “rst tho-
racic, or T1, levels are similar (see Figure 18.1). The added
movements at these levels of injury include development of
strength and precision of “ngers that result in a more natural
hand function. Functional goals include independent living
without the use of assistive devices.

At level T2 and below, an individual has normal motor
function in the head, neck, shoulders, arms, hands, and “n-
gers. Depending on the exact level, functional goals for in-
juries between T2 and T6 include increasing the use of ribs
and chest muscles, or trunk control. For injuries at the levels
between T7 and T12, there is additional abdominal control.
Functional goals for individuals within these six levels of
injury may include improving cough effectiveness and in-
creasing ability to perform unsupported seated activities.
Individuals with injuries between levels T2 and T12 are often
capable of very limited walking. However, there is a high
level of energy expenditure associated with this activity and
the stress placed on the upper body results in no functional
advantage, resulting in high reliance on a wheelchair for
mobility.

With the help of specialized leg and ankle braces, walking
may be a realistic goal for people with injuries at the level of
L1-L5 (see Figure 18.1). Individuals with lower levels of in-
jury will walk with greater ease than those persons with
higher lumbar injuries. The functional goals of individuals
with injuries from S1 through S5 include the ability to walk
with fewer or no supportive devices. Depending on the level
of injury, there are also various degrees of return of voluntary
bladder, bowel, and sexual functions.

EPIDEMIOLOGY OF SPINAL CORD INJURY

In 1968, professionals and consumers testi“ed before the
U.S. Congress about the lack of informed and coordinated
medical and psychosocial services available to persons with
spinal cord injury. This situation existed, in part, because SCI
is a relatively low-incidence but costly and high-impact dis-
ability that had been dif“cult to study in a programmatic
fashion. Federal funds were eventually granted in 1970 to
Good Samaritan Hospital in Phoenix, Arizona, to establish
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the “rst national model system of care to persons with SCI.
To foster systematic research that could inform clinical care,
a coordinated collaborative database (the National Spinal
Cord Injury Data Research Center, NSCIDRC) was estab-
lished in 1975 at the Arizona site to gather and archive
demographic and medical information from the SCI Model
Systems. Transferred in 1983 to the University of Alabama
at Birmingham, the NSCIDRC has yielded more than
1,000 published research reports (Stover, Hall, DeLisa, &
Donovan, 1995). Initially, the SCI model systems project em-
phasized collection of demographic and medical information
pertinent to the clinical management of SCI and associated
complications. Much of the literature concerning SCI has
emanated from this database or from centers that have partic-
ipated in the model systems project.

According to the National Spinal Cord Injury Statistical
Center, there are approximately 10,000 new SCIs per year,
and it is estimated that between 183,000 and 230,000 persons
live with SCI in the United States (Stover, Whiteneck, &
DeLisa, 1995). Over the years, studies from the archived
database have revealed a reduction in the incidence of com-
plete cord lesions (which are associated with more neurolog-
ical impairment) among persons admitted for care, and an
increase in the number of persons with incomplete lesions
(indicating some sparing of neurological function below the
lesion site). This trend is attributed, in part, to improved
emergency service techniques at these sites that minimize
further damage to the cord (Stover, Hall, et al., 1995).

Secondary complications (particularly the development of
pressure-related skin sores) compromise personal health and
quality of life, and are associated with increased costs to the
person, the health care delivery system, and society. Treat-
ment at a model system center has been associated with a de-
creased likelihood of a severe pressure ulcer during acute
care and at long-term follow-up (Stover, Whiteneck, et al.,
1995). This trend may be due to improved assessment, inter-
vention, education, and health promotion methods. De-
creased rehospitalizations and improved survival rates have
been observed among persons with SCI who were treated in
these centers (Stover, Hall, et al., 1995).

Age

SCI occurs mainly in persons between the ages of 16 and 30
years. Almost 80% of all SCIs documented by the NSCIDRC
were among individuals 16 to 45 years of age, with an aver-
age age of 30.7 years. Women tend to be somewhat older at
the time of injury, with a mean age of 32.2 years compared to
men whose average age is 30.3 years. A trend identi“ed by
the NSCIDRC is the increase in individuals over the age of

61 years at the time of injury. This “nding likely re”ects the
increase in the median age of the national population.

Gender

Men have a higher observed incidence of SCI in the
NSCIDRC data set (82.2%). General population-based sam-
ples re”ect a range of 69% to 81% of SCI•s occurring in
males vs. females. However, while this disproportionate rep-
resentation of men may re”ect the greater likelihood of high-
risk activities among men in general, it is comparable to those
“gures re”ecting unintentional mortality rates in the popula-
tion at large (Go, DeVivo, & Richards, 1995).

Ethnicity

The NSCIDRC reports a change in the ethnic distribution of
persons with SCI since 1990. During this period, the percent-
age of Caucasians with SCI in the model systems database
dropped to 58.1% from 77.5% observed between 1973 and
1978. Similarly, a 1.6% decrease in SCI among American
Indians was observed. A more disturbing trend is seen during
the same time period, with spinal cord injuries to African
Americans, Hispanics, and Asians increasing from 13.5% to
28%, 5.7% to 8.4%, and .8% to 2.1%, respectively. It is pos-
sible that the geographic locations of the model systems may
contribute to an overrepresentation of the ethnic minorities
with SCIs compared to the general population. Differences
in ethnic distribution of persons with SCI and the population
at large may also be explained by the proportionate decrease
in the Caucasian population along with the concomitant in-
crease in African American, Asian, and Hispanic populations.
Finally, referral patterns to the model systems centers may
also account for some of the observed variations.

Educational and Occupational Status

Because the median age of the SCI population is 26 years, it
is encouraging to see that approximately 59% of these indi-
viduals have received a high school education. The observed
tendency toward increased age at time of injury increases the
likelihood of possession of a high school diploma or its
equivalent, which can affect postinjury employment. Almost
80% of persons with SCI are employed at the time of their in-
jury. Unfortunately, 14.3% are unemployed and are likely to
remain that way despite a much lower national unemploy-
ment average. Interestingly, but perhaps not surprisingly,
level of education is inversely related to likelihood of injury
due to violence.
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Marital Status

Given the relatively young age at which most individuals
incur an SCI, most (53.5%) have never married at the time of
their injury. There is an increased rate of divorce among per-
sons with SCI in comparison with the general population
(DeVivo & Fine, 1985; DeVivo, Hawkins, Richards, & Go,
1995), and the dissolution of the marriage tends to occur
within a year following injury onset.

Etiology of Injury

Motor vehicle accidents, falls, and gunshot wounds are the
three leading causes of SCI in the United States (Nobunaga,
Go, & Karunas, 1999). Gender differentiates the next two
causes, with diving and motorcycle accidents rounding out
the top “ve causes in men, while medical procedures and div-
ing accidents are the next leading causes of SCI in women.
While increased age reduces the chance of SCI due to sport-
ing accidents or violent acts, it is a large contributor to spinal
cord injuries resulting from falls.

While motor vehicle accidents continue to be the primary
cause of SCI in individuals up to age 45 years, injuries re-
sulting from violence, primarily in the form of gunshot
wounds, showed a startling increase of 64% in the 25-year
period from 1973 to 1998. A slight decrease in violence-
related SCI has been noted for the period from 1989 to 1998.
Ethnicity-related differences in SCI etiology exist. Violence
accounts for 7% to 8% of SCIs in Caucasians and Native
Americans, 46% in African Americans, 43.8% in Hispanics,
and 22% in Asians. Research is needed to determine whether
ethnic classi“cation functions as a proxy for other variables
that may be involved.

Sexuality and Reproductive Health

Based on the type of injury incurred, sexual response„like
sensation, movement, and other body functions„will be af-
fected in a predictable manner (see Figure 18.1). Thus, it is
important to determine the level, degree of injury, and
whether the injury affected the upper or lower motor neuron
system. When addressing issues of sexual function, it is
important to identify the aspect of the sexual response on
which to focus: erectile dysfunction, ejaculation, lubrication,
or orgasm.

When diagnosing erectile dysfunction, it is important to
determine whether re”exogenic or psychogenic erections are
attainable. Re”exogenic erections occur as a result of stimu-
lation in the genital area. Psychogenic erections result from
cognitive stimulation. Men with complete UMN injuries

typically retain the ability to achieve re”exogenic erections
while those with incomplete UMN injuries retain abilities
for both re”exogenic and psychogenic erections. Men with
incomplete LMN injuries often have the ability to achieve
psychogenic erections with a partially preserved ability for
re”exogenic erections.

Ejaculation is a complex process that involves coor-
dination of the sympathetic, parasympathetic, and somatic
nervous systems affected by SCI. Retrograde ejaculation, a
common consequence of SCI, occurs when semen is directed
into the bladder as a result of lack of closure at the neck of the
bladder. Use of pharmacological agents, vibratory stimula-
tion, electroejaculation, and direct aspiration of seminal ”uid
are techniques employed to obtain sperm from men with SCI
who would like to father children. Men report experiencing
orgasm as similar, weaker, or different, and 38% of men
with complete SCI report the ability to achieve orgasms
(Alexander, Sipski, & Findley, 1993).

Although sexual desire decreases after SCI, most men
continue to express interest in sexual activity. It is important
to recognize that preservation of sensation is not necessary
for sexual excitement and that stimulation above the level of
injury tends to become hypersensitive and erogenous, con-
tributing to the experience. Although most individuals with
SCI resume sexual activity within a year of injury, there is a
concomitant decrease in frequency of events, as well as a de-
creased sense of satisfaction, which (Berkman, Weissman, &
Frielich, 1978) may be a result of decreased availability of
partners. While 99% of men identify penile-vaginal inter-
course as their favorite preinjury sexual activity, this “gure
drops to 16% postinjury. Oral sex, kissing, and hugging
become preferred activities following SCI.

Information regarding female sexual response has been
based largely on self-report. Vaginal lubrication is compara-
ble to male erection and complete UMN injuries retain the
ability for re”exogenic but not psychogenic lubrication
(Sipski, Alexander, & Rosen, 1995). Women with incomplete
UMN SCIs maintain the capacity to achieve re”exogenic and
possibly psychogenic lubrication. About 25% of women with
complete LMN SCIs experience psychogenic lubrication,
and about 95% of women with incomplete LMN SCIs can
continue experiencing both forms of lubrication. Sipski et al.
(1995) support the belief that women with incomplete UMN
SCIs can achieve psychogenic lubrication based on pinprick
sensation at T11…12 dermatomes (see Figure 18.1), and
women with incomplete UMN SCIs affecting sacral seg-
ments can retain re”exogenic lubrication.

About half of all women with SCI report the ability to
achieve orgasm (Charlifue, Gerhart, Menter, Whiteneck, &
Manley, 1992). Whipple, Gerdes, and Komisaruk (1996)
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report that women with complete SCI experience orgasm in
response to genital and nongenital stimulation. Changes in
heart rate, blood pressure, and arousal were monitored in 16
women with complete SCI and 5 able-bodied women. De-
spite having complete SCIs, the women retained the ability to
achieve orgasm and registered physiologic and subjective
changes similar to those of the able-bodied women.

Post-SCI amenorrhea is a common occurrence (Charlifue
et al., 1992, Comarr, 1966) and can last an average of “ve
months. With the resumption of the ovulatory menstrual
cycle, a woman•s ability to conceive also returns. However,
Charlifue et al. found that the greater the level of impairment,
the likelihood of having children decreased. This “nding may
possibly be due to women•s recognition of the dif“culty as-
sociated with caring for a child.

Medical problems associated with pregnancy in women
with SCI include urinary tract infection (UTI) secondary to
incomplete emptying of the bladder, spasticity, decubiti,
increased risk of respiratory distress, and autonomic dysre-
”exia, which is the most life-threatening complication. Auto-
nomic dysre”exia and preeclampsia must be distinguished to
provide appropriate treatment. Complications associated
with the loss of sensation include an absence of awareness of
labor. However, women with SCI can be taught to recognize
sympathetic nervous system symptoms as indicators of labor.
There do not appear to be increased risks of preterm or rapid
labor, nor of mode of delivery in this population (Baker &
Cardenas, 1996).

Aging and Physiologic Changes

The history of spinal cord injury survival in this country pro-
vides a good illustration of the process of aging with SCI. In
the 1940s, the only survivors of spinal cord trauma were in-
dividuals with low- to mid-level paraplegia. Survival was the
primary medical goal, and subsequent lifetime institutional-
ization was the norm. The discovery and widespread use of
antibiotic agents such as streptomycin and tetracycline to
augment the ef“cacy of penicillin increased the survival rate
of individuals with high-level paraplegia in the 1950s. At this
time, rehabilitation goals for these persons were modi“ed to
include deinstitutionalization and return home with supervi-
sion. In the 1960s, the odds of survival increased for individ-
uals who incurred low-level tetraplegia. The active social
movement of the time sought rehabilitation goals of commu-
nity reintegration and increased independence. In the 1970s,
standards of care for emergency medical services were estab-
lished. Regulation respiratory procedures greatly increased
survival for individuals with mid- and high-level tetraplegia.
In addition to the improved technology, activism and the cre-
ation of independent living centers with home-based support

services resulted in the creation of •super paras,Ž who man-
aged to supercede functional goals and expectations. High-
energy expenditure, increased risk of injury, and mechanical
overuse were some of the long-term consequences of this
overachieving lifestyle. The past two decades have seen an
increase in incomplete SCIs along with the recognition of
aging-related issues. As survivors approach 40 years post-
SCI, age-related complications such as orthopedic problems,
neurologic complications, infections, obesity, and psychoso-
cial dif“culties are being recognized and addressed
(Hohmann, 1982; Trieschmann, 1987).

Adisturbing trend reported by the NSCIDRC is an increase
in persons 61 years of age and older who are incurring SCIs.
Many of these individuals have preexisting medical condi-
tions that place them at higher risk for falls. Early data from
this population reveal that these individuals are more likely to
suffer cervical injuries that result in tetraplegia, have a greater
likelihood of experiencing secondary complications during
their acute and rehabilitation hospitalizations, and have an in-
creased probability of requiring skilled nursing home place-
ment following rehabilitation. Finally, this older cohort of
persons with SCI is evidencing a greater number of rehospi-
talizations post-SCI compared to younger persons with SCI.

The process of aging affects the body systems of a person
with SCI in much the same way as it will someone without an
SCI. However, the difference lies in the way the aging-related
physiologic changes affect functional ability for a person with
SCI. For example, with time, the skin and subcutaneous tissue
becomes thinner and less elastic. For individuals with SCI,
this change increases susceptibility to tearing and/or bruising
during transfers. The slowed healing process associated with
aging-related immune functioning increases the likelihood of
opportunistic infections and the potential development of de-
cubitus ulcers (i.e., pressure sores). Endocrinological adjust-
ments may lead to an increase in serum cholesterol levels and
decreased glucose tolerance. Endocrine-associated complica-
tions include coronary artery disease, poor circulation, slow
healing wounds, amputation, and blindness. Decreased range
of motion and ”exibility and increased incidence of contrac-
tures differentially affect the musculoskeletal system and,
thus, the mobility of the individual with SCI. Osteoporosis,
osteoarthritis, and the concomitant stiffening of joint and con-
nective tissues increase risk of injury from mechanical stress.
Fractures from spasticity and falls also increase with age.

Mortality

Current data indicate that 26% of all SCI deaths are attribut-
able to heart disease and pulmonary emboli. Lifestyle factors
including lack of aerobic exercise, smoking, diet high in sat-
urated fats, high blood pressure, obesity, and stress are all
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known contributors to heart disease. Additionally, though not
yet proven, it is believed that moderate exercise in persons
with SCI may yield positive cardiovascular bene“ts that may
ameliorate cardiovascular disease associated with aging.

Following SCI, muscle “bers change from slow aerobic to
fast anaerobic. This change affects contraction and relaxation
speed. Concomitantly, there is a reduction in endurance and
an increase in fatigue that may, in turn, contribute to seden-
tariness. It is believed that ischemic heart disease will con-
tribute to morbidity/mortality with increasing age of persons
with SCI. Although electrocardiogram tests are not currently
a routine part of physical exams for individuals with SCI, it is
suggested that education and training regarding known risk
factors and preventive measures be provided to reduce car-
diovascular disease in this population.

SECONDARY COMPLICATIONS FOLLOWING
SPINAL CORD INJURY

Other conditions that occur among persons who have SCI can
stem from the physical and neurological impairments sec-
ondary to the cord injury, but may also be mediated by be-
havioral and social pathways. Among these complications
are pain, pressure sores, contractures and spasticity, urinary
tract infections, and psychological disorders of depression
and anxiety. Other complications that merit attention but
require more medical interventions can be reviewed else-
where (e.g., deep vein thrombosis, heterotropic ossi“cation;
Cardenas, Burns, & Chan, 2000).

Pain

The incidence and prevalence estimates of pain following
SCI vary considerably for several reasons including (a) the
use of different measures of pain with samples from
acute and community settings, and (b) the absence of opera-
tional de“nitions of pain following SCI. As a result,
prevalence estimates of pain range from 18% to 91%
(Anson & Shepard, 1996; Johnson, Gerhart, McCray,
Menconi, & Whiteneck, 1998; Siddall, Taylor, McClelland,
Rutklowki, & Cousins, 1999). Pain after SCI has been con-
ceptualized into four different categories: musculoskeletal,
visceral, neuropathic, and other (Siddall, Taylor, & Cousins,
1997). Research indicates that neuropathic pain is probably
the most frequently reported pain condition and is more
likely to be severe and resistant to treatment (Levi, Hultling,
& Seiger, 1995; Siddall et al., 1999; Yezierski, 1996). Neuro-
pathic pain is often described as •burning, stabbing, shooting,
or electrical,Ž and it may occur at the level of lesion or below

(Siddall et al., 1997). The mechanisms of pain below the site
of lesion are not well understood, but research suggests
that there are psychophysiological indicators of such pain.
Research using single photon emission computed tomogra-
phy (Ness et al., 1998) has recorded observed changes in
cerebral ”ow, and these changes corresponded with the indi-
vidual•s pain reports.

Pressure Sores

Pressure sores result from restriction of blood ”ow to the
skin, depletion of oxygen, and gradual erosion of tissue. Im-
mobilization, paralysis, and loss of neuronal innervation and
sensory input following SCI interact to set the stage for this
sequence of events to which persons are at risk for the re-
mainder of their lives. Skin is susceptible to persistent appli-
cations of even moderate pressure with a direct relationship
between tissue damage, intensity, and duration of pressure
(Yarkony, 1994). Atrophy, repeated trauma, scarring and/or
secondary bacterial infection, shearing force, reduced tran-
scutaneous oxygen tension, and friction are also major
etiologic factors (Mawson et al., 1993; Yarkony, 1994).
Metabolic and local factors thought to contribute to pressure
ulcers include increased moisture, hypoalbuminemia, vita-
min C de“ciency, anemia, lean body build, muscle atrophy,
older age, fever, and poor personal hygiene (Mawson et al.,
1993; Yarkony, 1994). Sites most prone to development of
pressure ulcers are bony prominences such as sacrum, is-
chium, heels, ankles, and trochanter. Untreated or improperly
treated pressure ulcers that do not heal place persons at risk
for potentially life-threatening complications.

Pressure ulcers are one of the most common, costly, and
debilitating secondary complications in persons with SCI.
Persons who develop severe pressure sores often require ex-
pensive and intensive medical intervention for repair, reha-
bilitation, and management of the skin ulcer (over $17,000
per person, excluding physician fees; Johnson, Brooks, &
Whiteneck, 1996). Unquanti“ed indirect costs include frus-
tration; inconvenience; interference with rehabilitation, edu-
cation, and vocational activities; and separation from the
family unit with its impact on psychological and social de-
velopment and successful reintegration into the community
(Yarkony, 1994).

About 50% to 80% of persons with SCI will develop a
pressure ulcer at some time in their lives (Mawson et al.,
1993; Yarkony, 1994). Incidence ranges from 22% to 59%
during acute care/rehabilitation and from 20% to 30% during
one to “ve years postinjury (Stover, Whiteneck, et al., 1995;
Yarkony, 1994). Pressure sores are considered preventable
complications, as individuals who develop these sores are
often noncompliant with recommended self-care regimens,
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engage in a variety of health compromising behaviors,
and lack active coping skills (Yarkony, 1994). Yarkony
stressed the importance of considering the multifactorial eti-
ology and a person•s general medical condition, nutrition,
and social situation to achieve successful healing and prevent
recurrence. The emphasis of most studies has been on pre-
vention, stressing frequent repositioning, use of special beds,
mattresses, and wheelchair cushions. The need for surgical
closure tends to increase with the chronicity of the sore.

Spasticity and Contractures

Spasticity is a UMN disorder that refers to spasms, deep ten-
don re”exes, and clonus that occurs among persons with SCI
(Cardenas et al., 2000). When untreated and recurring, the
individual may experience weakness, fatigue, and loss of
dexterity over time. Urinary tract infections and pressure
sores can increase spasticity. Often spasticity is treated with
pharmacological agents such as baclofen or diazepam if
the spasms interfere with sleep, positioning, balance, skin
integrity, or if the spasms are painful.

Contractures may occur when patients and/or caregivers
do not provide adequate and continuous range of motion ex-
ercises. In their severe form, contractures cause permanent
limitation to joint movement and may require surgical inter-
vention. They can compromise sitting position and lead to
additional complications such as pressure sores and compro-
mised general quality of life because mobility, transfers,
bowel and bladder care, and so on, are adversely affected.

Urinary Tract Infections

Even though the incidence of renal failure, secondary to
chronic or recurrent UTI, in persons with SCI has decreased
markedly due to advances in diagnostic, preventive, and ther-
apeutic measures, UTI and its sequelae continue to be a major
problem regardless of bladder-emptying method. Bladder
management goals after SCI are to establish and maintain un-
restricted urine ”ow from the kidneys and maintain urine
sterility and bladder continence, thereby preserving renal
function. Neurologic damage that affects control of bladder
function, coupled with the need for catheters to facilitate
emptying, results in impairment of normal anatomic and
physiologic defense mechanisms responsible for eliminating
bacteria and maintaining urinary tract sterility. Normally, the
physical barrier of the urethra, urine ”ow, and toxic or anti-
adherence effects mediated by the bladder mucosa limit
spread and multiplication of bacteria in the urinary tract
(Stover, Lloyd, Waites, & Jackson, 1991). However, in the
neurogenic bladder, stagnant residual urine allows bacteria to

accumulate. Mucosal ischemia associated with obstructed
high-pressure voiding and poor bladder wall compliance
may also facilitate tissue invasion. Vesicoureteral re”ux
caused by elevated bladder pressures facilitates access of uri-
nary pathogens to the kidneys, leading to serious complica-
tions such as pyelonephritis, septicemia, and renal failure
(Stover et al., 1991).

Other UTI risk factors include structural abnormalities,
”uid intake, neurologic level, prior colonization of genital
skin by pathogenic bacteria, age, limited access to health care
providers, insurance coverage, social support systems, and
being female (National Institute on Disability and Rehabilita-
tion Research Consensus Statement, 1992; Stover et al.,
1991). Psychological variables, personal hygiene, care of uri-
nary drainage appliances, and drug abuse are the focus of in-
vestigation as they relate to development of UTI and pressure
ulcers following severe physical disability stemming from
the probability that inattention to self-care is one logical rea-
son these complications occur.

Depression

Depression has received more attention from clinicians and
researchers than any other psychological issue among per-
sons with SCI (Elliott & Frank, 1996). For many years, clin-
ical lore maintained that depression was to be expected soon
after the onset of injury, and it was construed as a critical el-
ement in most stage models of adjustment, typically signal-
ing rational acceptance of the permanence of the injury. (For
a critique of these models, see Frank, Elliott, Corcoran, &
Wonderlich, 1987.) Empirical study has broadened our un-
derstanding of depression considerably. Studies relying on
DSM-III (American Psychiatric Association [APA], 1980)
criteria using small samples of recently injured persons and
conservative diagnostic interview techniques have found the
rate of major depressive episodes to range from 22.7% to
over 30% (Frank, Kashani, Wonderlich, Lising, & Visot,
1985; Fullerton, Harvey, Klein, & Howell, 1981). Lower
rates have been observed in studies using less stringent inter-
view methods (13.7%; Judd & Brown, 1992), and with self-
report measures based on DSM-III-R (APA, 1987) criteria
with a sample varying in time since the onset of injury (11%;
Frank et al., 1992). Other data indicate that among newly
injured persons who met criteria for major and minor depres-
sive disorders, many may remit within three months of in-
jury onset (Kishi, Robinson, & Forrester, 1994). Generally,
many report decreasing problems with depressive sympto-
mology over the “rst year of SCI (Richards, 1986).

The bulk of this research has relied on self-report
measures of depressive behavior that do not assess unique
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symptoms of diagnosable depressive syndromes. These in-
struments yield useful information, but care should be taken
in extrapolating from this work. It is probable that these
instruments assess an underlying distress that may not distin-
guish depressive behavior from related problems with
anxiety. Studies using these instruments have shown that de-
pressive behavior is associated with increased expenditures,
longer rehabilitation stays, and decreased self-reported qual-
ity of life (Elliott & Frank, 1996).

Depression is often associated with suicidal ideation,
impaired quality of life, and requests for terminating life.
Research has shown that persons with severe SCIs„
ventilator- and nonventilator-dependent individuals with
tetraplegia„report a high self-esteem and quality of life that
extends up to decades postinjury (Crewe & Krause, 1990;
Hall et al., 1999). An individual•s request for termination of
life support often occurs in a medical setting and tends to be
met with paternalistic assumptions that health care profes-
sionals are best prepared to determine the patient•s well-
being. This concept is in opposition to the principle of auton-
omy that endorses informed consent and self-governance and
is guaranteed by the Bill of Rights. However, competency
must be established to exercise informed consent. Psychol-
ogists are often called on to evaluate a person•s ability to
(a) understand relevant information, (b) communicate avail-
able choices, (c) understand the implications of such choices,
and (d) demonstrate logical decision-making processes.

Persons with high-level tetraplegia, who are ventilator-
dependent, are more likely to request termination of life sup-
port than any other level of SCI. Individuals with high-level
tetraplegia are at risk of cognitive de“cits due to anoxia
and may require neuropsychological testing to determine
whether the impairment signi“cantly affects their level of
competency.

Anxiety

Problems with anxiety and related disorders have been ob-
served among persons with SCI. In some situations, individu-
als will develop speci“c anxieties about social and personal
problems that might cause considerable discomfort or embar-
rassment (e.g., bowel accidents in public places or during
moments of intimacy; Dunn, 1977). In extreme cases, these
anxieties may exacerbate and result in social isolation or spe-
ci“c phobias. In other cases, anxiety about general appearance
and acceptance can compromise social interactions. Persons
with recent-onset SCI may have signi“cantly higher levels of
anxiety than comparison groups, and these differences may be
evident two years later (Craig, Hancock, & Dickson, 1994;
Hancock, Craig, Dickson, Chang, & Martin, 1993).

When people incur SCI in acts of violence or in accidents
that have traumatizing qualities, posttraumatic stress disorder
(PTSD) may be observed. Radnitz and colleagues have
shown that a signi“cant minority of military service veterans
with SCI met criteria for current PTSD (11% to 15%); 28% to
34% met criteria for lifetime incidence. In their research,
3.2% met criteria for a general anxiety disorder (Radnitz
et al., 1995, 1996). Subsequent research suggests that persons
with high-level tetraplegia report less intense PTSD symp-
toms than persons with paraplegia (Radnitz et al., 1998).

ADJUSTMENT FOLLOWING SPINAL
CORD INJURY

Adjustment following SCI is a dynamic and ”uid process in
which characteristics of the person and the injury, their social
and interpersonal world, the environment in general, and the
historical and temporal context interact to in”uence physical
and psychological health (see Figure 18.3). Rehabilitation
psychology has long embraced the Lewinian “eld-theory per-
spective to understand behavior within the B � f (P, E) equa-
tion (D. Dunn, 2000). However, aspects of this equation may
receive different emphasis from individuals, depending on
their perspective. Many physicians place greater emphasis on
the nature and concomitants of the SCI, as is evident in the
extant literature. Psychologists and other rehabilitation pro-
fessionals tend to place greater weight on the person (Wright
& Fletcher, 1982). Consumers and their advocates are much
more sensitive to the demands and issues centered in the en-
vironment in which any behavior is framed (Olkin, 1999).

Figure 18.3 Model for understanding adjustment following spinal cord
injury.
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These groups represent essential stakeholders in any program
of care and service, and the critical distinctions between these
areas of emphasis ultimately re”ect their opinions regarding
future service and intervention. Thus, medical professionals
are concerned about continued support for medical advance-
ments, treatments, and management of SCI; consumers and
advocates are invested in rectifying social barriers that im-
pede full access and integration, and support the availability
and provision of assistive technologies to enhance indepen-
dence and quality of life.

In our model, we recognize that different elements
in”uence adjustment at any time, and we argue that these
characteristics depend to a great extent on the unique, phe-
nomenological appraisals of the individual living with SCI.
As depicted in Figure 18.3, adjustment is conceptualized into
several broad-based domains, each of which has considerable
in”uence on two areas of adjustment. The primary compo-
nents involve individual characteristics and the immediate
social and interpersonal environment (see left side of Figure
18.3). These in”uence the phenomenological and appraisal
processes that constitute elements of positive growth and, in
turn, predict psychological and physical health outcomes (see
far right side of Figure 18.3). These components are framed
within the developmental continuum that ”ow left to right,
and is shown at the bottom of the “gure. The dynamic con-
tinuum encompasses changes in any of the aforementioned
“ve areas as people age, as technologies advance, as relation-
ships shift, and as health and public policies evolve. This
continuum re”ects the ongoing process of growth, adapta-
tion, and development in the person and the environment, and
in corresponding alterations in interactions between these en-
tities. Thus, in our model, we adopt a collectivistic approach
in which behavior results from the combined interactions of
individual, situational, and environmental factors that func-
tion in an integrated and ”uid manner.

Enduring Characteristics and Individual Differences

Enduring characteristics are de“ned as demographic charac-
teristics, disability-related characteristics (e.g., level of injury
and pain), predisability behavioral patterns, and personality
characteristics.

Demographic Characteristics

Few researchers have taken a priori theoretical perspectives
in examining ethnic, gender, age, or socioeconomic status
(SES) differences as they relate to adjustment following dis-
ability (Elliott & Uswatte, 2000; Fine & Asch, 1988). Most
demographic characteristics are included in clinical studies

for descriptive purposes only, and their relation is usually
examined within the context of maladjustment. Demographic
variables have been inconsistently related to outcome vari-
ables, although more sophisticated statistical models have
provided more useful information in more recent years. In
particular, study of intraindividual changes using growth
curve analyses reveals intriguing differences in terms of gen-
der, age, and education among persons in initial inpatient SCI
rehabilitation that warrant further scrutiny (Warschausky,
Kay, & Kewman, 2001). It should be noted that the socially
de“ned constructs of ethnicity, gender, SES, and age share
considerable overlap with the social/environment component
of our model.

Older individuals who incur SCI may have a more dif“-
cult time adjusting in the “rst year of SCI and may engage in
fewer activities than younger persons (Elliott & Richards,
1999). Life satisfaction seems to have a curvilinear relation-
ship with age among young adults: Those in late adolescence
and in their late twenties seem to have lower life satisfaction,
particularly if they are not working (Putzke, Richards, &
Dowler, 2000a). Stressful life events may have different
effects on persons with SCI as a function of their age, which
in turn may re”ect different developmental tasks across the
lifespan (Frank, Elliott, Buckelew, & Haut, 1988). Surveys
indicate that younger persons with SCI are more interested in
topics that concern sexuality, fertility, family planning, mus-
cle function test, and nerve conductance, and are less inter-
ested in information concerning pain, bowel and bladder
management, and pressure sore prevention than older per-
sons with SCI (Hart, Rintala, & Fuhrer, 1996).

Several trends have been observed in regard to gender dif-
ferences. Women report an overall higher life satisfaction
than men (Dijkers, 1999). Men evidence more problems with
pneumonia and other pulmonary/respiratory complications
than women (Burns, Putzke, Richards, & Jackson, 2000).
Postmenapausal women may experience signi“cant deterio-
ration in bone mineral density, contributing to problems with
osteoporosis (Weeks, 2001).

Descriptive studies imply that persons from ethnic minor-
ity groups may face more dif“culties in their adjustment.
Some studies indicate that these persons may have higher
levels of distress and lower life satisfaction than Caucasians,
and certain secondary complications may be more frequent as
well (Elliott & Uswatte, 2000). However, these data are tenu-
ous for several reasons. The relations between ethnicity and
any outcome variable may be mediated in part by a host of
variables including education, access to health care, socio-
economic status, sponsorship, transportation, living arrange-
ments, and trust between consumer and health care provider.
Without appreciating the sociocultural and community
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context of ethnicity, simple associations between ethnicity
and outcome are open to misinterpretation and speculation.

Disability-Related Characteristics

Level and completeness of the SCI do not reliably predict
subsequent adjustment, although some occasional differ-
ences may be observed. SCI alone does not adversely affect
emotional experiences, for example. People with SCI report
many intense emotional experiences regardless of the level of
autonomic feedback, and their ratings of positive and nega-
tive emotions are unequivocal to those provided by compari-
son groups (Chwalisz, Diener, & Gallagher, 1988). Changes
in the physical condition itself, however, can in”uence rou-
tine activities, available resources, and ongoing behavioral
patterns, thereby affecting adjustment.

For many years, clinical lore maintained that the passage
of time was associated with eventual acceptance of the injury
and lowered distress (see Frank, Elliott, Corcoran, &
Wonderlich, 1987). Such notions were typically used to de-
scribe initial reactions to the injury, but empirical scrutiny
has revealed inconsistent and uninformative relationships be-
tween indicators of time passage and adjustment. However,
more recent research suggests that persons who have lived
longer with SCI may have higher life satisfaction than those
who have been injured for shorter periods of time, once other
important variables such as education and employment are
taken into account (Dijkers, 1999). Qualitative research indi-
cates that regaining the ability to walk and having a focused
interest in cure research are particular concerns for persons in
the “rst year of injury that are not shared by persons who
have been injured for several years (Elliott & Shewchuk, in
press). Generally, individuals who have lived with SCI for
longer periods of time seem to be more interested in commu-
nity and health issues. Problems with bowel and bladder
management are shared by persons with both recent and
long-term SCI (Elliott & Shewchuk, in press; Rogers &
Kennedy, 2000). These differences may re”ect adaptation
that occurs as a person lives with SCI and resumes interest in
personal, social, and vocational roles and activities.

For years, people with SCI have reported that chronic, un-
resolved pain is especially distressing to them. Indeed, pain
may constitute one of the most dif“cult obstacles faced by
persons with SCI (Paralyzed Veterans of America, 1988).
Pain can often be observed soon after injury onset, and
reports of pain in the rehabilitation setting can be signi“-
cantly predictive of distress two years later (Craig et al.,
1994). Over time, pain is predictive of increases in depressive
behavior, indicating a causal relationship (Cairns, Adkins, &
Scott, 1996). Extreme pain is associated with increased rates

of rehospitalization, lower life satisfaction, poor physical and
mental health, and more problems with mobility and social
integration (Putzke, Richards, & Dowler, 2000b). It is under-
standable, then, that chronic, persistent pain can compromise
acceptance and adjustment (Summers, Rapoff, Varghese,
Porter, & Palmer, 1991).

Predisability Behavioral Patterns

People who engaged in health-compromising behaviors and
had problems in interpersonal adjustment prior to SCI often
have dif“culty coming to terms with disability. These factors
are often suspected variables in those who sustain SCI
through acts of violence. Although many of these persons are
victimized by acts of crime, others have been willing partici-
pants in a lifestyle characterized by violence or they have
lived in areas where violence was a commonplace event. Vi-
olent onset of SCI has been associated with a higher rate of
pressure sore occurrence in some studies (Waters & Adkins,
1997; Zafonte & Dijkers, 1999) but not in others (Putzke,
Richards, & DeVivo, 2001); persons who are injured by gun-
shot may be likely to develop chronic pain (Richards, Stover,
& Jaworski, 1990). These issues may stem from a con”uence
of societal and economic variables and may not be easily
attributed to any single speci“c demographic or disability-
related characteristic.

There is also some concern that people who incur SCI in
high-impact incidents occasionally sustain brain injuries (BI)
with subsequent neuropsychological consequences. In fact,
almost half of those who acquire SCI in this fashion may
experience loss of consciousness or posttraumatic amne-
sia (Dowler et al., 1997). Others may experience anoxia dur-
ing surgical procedures or during cardiopulmonary arrest
(Davidoff, Roth, & Richards, 1992). At times, a brain injury
will be obvious, either due to the nature of the wound, or as
evidenced by the immediate and pronounced sequelae (e.g.,
prolonged loss of consciousness, coma). However, in situa-
tions in which mild or moderate BI is suspected, diagnosis is
more dif“cult and research has not consistently demonstrated
how BI adversely affects adjustment, although there is some
evidence that some persons with BI do experience adjust-
ment dif“culties over time (Davidoff et al., 1992).

This literature has been plagued by inconsistent means of
diagnosing mild and moderate BI and the failure to account
for possible pre-SCI brain injuries that may have occurred.
Behaviors attributed to suspected mild BI may be related to
other long-standing behavioral patterns that predate the SCI.
Longitudinal research has not found meaningful differences
over time between persons with and without loss of con-
sciousness at injury onset, nor were differences found by
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level of injury or completeness of lesion (Richards, Brown,
Hagglund, Bua, & Reeder, 1988).

Some persons have complicated histories of alcohol and
substance abuse that may likely have contributed to the SCI
and in”uence their later adjustment. These persons are at risk
for developing secondary complications (e.g., urinary tract
infections, pressure sores) that might be prevented in part
by behavioral self-care regimens (Elliott, Kurylo, Chen, &
Hicken, in press; Hawkins & Heinemann, 1998). Alcohol
abuse has also been associated with higher levels of depres-
sion and life stress, and ratings of poor health among persons
with SCI (Tate, 1993; Young, Rintala, Rossi, Hart, & Fuhrer,
1995). Persons who have previous histories of abusive alco-
hol ingestion often revert to their preinjury levels of intake
soon after their return to the community (Heinemann, Keen,
Donohue, & Schnoll, 1988); others may be susceptible to
pressure sore development even if they abstain from alcohol
(Heinemann & Hawkins, 1995). Individuals who consider
alcohol and other substances as a means for coping with prob-
lems tend to report more problems with depression and anxi-
ety a year following SCI than persons who do not report such
ideation (Kennedy et al., 2000). Individuals with signi“cant
alcohol histories also appear to be at a higher rate for suicide
among persons with SCI (Charlifue & Gerhart, 1991).

Persons with substance abuse histories prior to SCI may
have a decreased investment in their health or a preoccupa-
tion with activities that might compromise their personal
health. Persons with signi“cant alcohol histories have been
found to spend less time in rehabilitation therapies (Heine-
mann, Goranson, Ginsberg, & Schnoll, 1989), and they
evidence impaired self-care behaviors up to 18 months fol-
lowing SCI onset (Bombardier & Rimmel, 1998). Evidence
of inadequate coping in the Kennedy et al. study (2000) may
indicate de“cits in effective coping resources requisite for
successful adjustment following SCI.

Preinjury Psychopathology

Early research using clinical personality measures found that
persons with SCI report more impulsive characteristics than
those with other chronic health conditions (Bourestrom &
Howard, 1965); similar differences were found between per-
sons incurring SCI in high-impact incidents and those who
incurred SCI via other means (Fordyce, 1964). For many
years, there has been some concern that persons who adven-
titiously acquire SCI may have more sensation-seeking
tendencies than people in general (Kunce & Worley, 1966;
Rohe & Krause, 1999), and these behaviors may be related to
pressure sore development (Richards, 1981). Although eleva-
tions in excitement-seeking and impulsivity may re”ect

characteristics of young men generally (who traditionally are
at greatest risk for SCI; Trieschmann, 1980), research using a
matched control design has found a greater degree of sensa-
tion seeking and criminality among persons with SCI than
among others with similar demographics and from the same
locale (Mawson et al., 1996).

Other work has examined the rate of individuals who meet
operational criteria for personality disorder characteristics
(Temple & Elliott, 2000). Although a high rate was found
among persons with recent-onset SCI and among those re-
ceiving surgical repair for severe pressure sores, the instru-
ment used was known to be reactive to existing mood states.
Higher elevations on summary scales were predictive of
lower acceptance of disability after controlling for depressive
behavior reported at admission.

Personality Characteristics

Many psychological constructs have been related to adjust-
ment following disability. For example, persons who have an
internal locus of control often report less distress than those
with more external expectancies (Frank, Umlauf, et al.,
1987). Persons with a disability who have effective social
problem-solving skills and who have positive orientations to-
ward solving problems, as compared with their counterparts
who lack these skills, are more assertive, psychosocially mo-
bile, accepting of their disability, and less depressed (Elliott,
1999; Elliott, Godshall, Herrick, Witty, & Spruell, 1991).
There is also evidence that people with SCI who develop
pressure sores may lack effective problem-solving skills
(Herrick, Elliott, & Crow, 1994).

Persons who are hopeful and optimistic may selectively
attend to certain aspects of their situation following the onset
of SCI (Elliott, Witty, Herrick, & Hoffman, 1991). Higher
levels of hope and goal-directed energy are associated with
less distress, greater use of more con“dent and sociable cop-
ing styles, and higher self-reported functional abilities
(Elliott, Witty, et al., 1991). People who have greater tenden-
cies to use denial and who have greater psychological
defensiveness are less distressed, less angry, and have fewer
handicaps throughout the “rst year of acquired disability
(Elliott & Richards, 1999). These differences are also ob-
served among those who have been injured for longer periods
of time (Rosenbaum & Raz, 1977).

Early anecdotal models of adjustment following SCI
borrowed liberally from Freudian notions of acceptance and
loss (Grzesiak & Hicock, 1994). Empirical research has
not been kind to the basic tenets of these models, due in
part to the poor operationalization and ambiguous de“nitions
of key constructs. Current research suggests that Kohutian
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conceptualizations of the self„expressed as goal instability
and measured with a psychometrically sound instrument„
may offer some explanations about adjustment following
SCI. In a series of studies, a greater goal orientation was
associated with less depression, greater acceptance of dis-
ability, and increased life satisfaction one year later among
persons with recent-onset physical disability. Goal orienta-
tion was also associated with less perceived social stigma
and increased mobility among community-residing persons
(Elliott, Uswatte, Lewis, & Palmatier, 2000). We have known
for years that persons who have many as compared to few
goals evidence more optimal adjustment (Kemp & Vash,
1971). Goal-directed behavior may be indicative of a greater
proclivity for optimal adjustment.

Other personality traits are predictive of adjustment
as well. Krause and Rohe (1998) found that elements of
neuroticism and extraversion were associated with life satis-
faction among community-residing persons with spinal cord
injuries. Speci“cally, a greater proclivity for depression
was predictive of less life satisfaction. Similarly, Rivera and
Elliott (2000) found that lower neuroticism and higher agree-
ableness were predictive of greater acceptance of disability
among persons with a spinal cord injury after controlling for
level of injury, completeness of injury, depression, and de-
mographic variables. Men with SCI have signi“cantly higher
excitement-seeking facet scores, lower conscientiousness
factor, and lower assertiveness and activity facet scores than
normative samples on a measure of the “ve factor model
of personality (Rohe & Krause, 1999). Because this sample
(n � 105) averaged 17.9 years postinjury, it seems that
excitement-seeking tendencies may not necessarily be a func-
tion of younger age among persons with recent onset SCI.
Stable personality traits appear to be signi“cant correlates of
depression and acceptance of disability in persons with ac-
quired SCI. Evidence indicates that nonpathological person-
ality traits are not adversely affected by long-term SCI
(Hollick et al., 2001).

Social and Interpersonal Environment

Following SCI, people face a complicated social and inter-
personal landscape that can have direct effects on their health
and adjustment. Married persons are often more involved
in productive activity outside the home (Krause, 1990) and
report greater life satisfaction than single persons with SCI
(Putzke, Elliott, & Richards, 2001). However, persons in dis-
tressed marriages report fewer activities alone and with their
spouse, and report greater dissatisfaction and more negative
communications (Urey & Henggeler, 1987). The onset of
SCI compels family members to directly confront issues of

trust, mortality, and values, and those who adapt often forge
deeper commitments and restructure the meaning of marriage
or kinship (Olkin, 1999). Some family members report a
greater sense of closeness after SCI, with a greater em-
phasis on shared family values and personal relationships
(Crewe, 1993).

Social support has been associated with well-being among
persons with SCI (Rintala, Young, Hart, Clearman, & Fuhrer,
1992). The ”uid nature of social support may re”ect the var-
ious types of assistance (e.g., informational, emotional) re-
quired to complement speci“c coping efforts (McColl, Lei, &
Skinner, 1995). Elements of social support can have positive
and negative effects on other aspects of adjustment. For ex-
ample, assertive persons may be able to marshal available so-
cial support in certain situations; however, this direct style
also may alienate others in the social support system (Elliott,
Herrick, et al., 1991). Others who have more proactive
problem-solving styles may bene“t from other types of sup-
port such as formal service provision (Elliott, Herrick, &
Witty, 1992). Social support that provides a sense of intimacy
and attachment is associated with more satisfactory leisure
activities (Elliott & Shewchuk, 1995), and satisfaction with
recreational activities is a major component of overall life
satisfaction following SCI (Kinney & Coyle, 1992).

Family members who are forced to assume caregiving
roles have an impact on the psychological and physical ad-
justments of persons with disabilities. Caregiver tendencies
to solve problems carelessly and impulsively were signi“-
cantly predictive of lower acceptance of disability among
patients who were leaving a rehabilitation hospital (Elliott,
Shewchuk, & Richards, 1999). A year following discharge,
caregiver impulsivity carelessness toward solving problems
measured during initial rehabilitation correctly classi“ed
87.88% of those persons with and without a sore. It is con-
ceivable that the persons with SCI were aware of their care-
givers• problem-solving styles and these issues complicated
their ability to adjust optimally. A signi“cant percentage of
family members meet clinical criteria for a depressive
episode when they assume caregiving duties for a person who
has incurred a SCI (Elliott & Shewchuk, in press). Family
caregivers may face increasing problems with their physical
health and well-being in the initial year of caregiving, partic-
ularly if they have a negative orientation toward solving
problems (Elliott, Shewchuk, & Richards, 2001) and as their
sources of emotional support dwindle throughout the year
(Shewchuk, Richards, & Elliott, 1998).

The social environment can yield considerable stress
because persons with disabilities are impeded from being in-
tegrated, and mobility is limited in society at large. Factors
ranging from architectural barriers, transportation dif“culties,
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and negative social stereotypes restrict mobility, hinder social
integration, and impair independence (Targett, Wilson,
Wehman, & McKinley, 1998). Perceived independence, per-
sonal transportation, and individual living arrangements are
strong predictors of good self-concepts among community-
residing persons with SCI (Green, Pratt, & Grigsby, 1984).
Independent living and community residence has pronounced
bene“ts. After matching study participants on major demo-
graphic characteristics, Putzke and Richards (2001) found
that persons living in nursing homes reported lower life satis-
faction and greater handicap in terms of decreased mobility,
physical independence, and economic self-suf“ciency than
community-residing peers. Not surprisingly, greater social in-
tegration, employment, and increased mobility are associated
with greater life satisfaction (Crisp, 1992; Dijkers, 1999;
Richards et al., 1999).

Despite the obvious bene“ts, some persons with SCI may
become very uncomfortable in anticipation of increased
interactions with able-bodied persons and the resumption of
social roles (M. Dunn, 1977). And while contact with others
can augment coping in the “rst year of injury (Rogers &
Kennedy, 2000), professionals, peers, and individuals in gen-
eral may have negative reactions and make derogatory as-
sumptions about persons with SCI if they express pessimism
and distressed mood in social interactions (Elliott & Frank,
1990; Elliott, Yoder, & Umlauf, 1990).

Phenomenological and Appraisal Processes

In contemporary views of adjustment, an emphasis is placed
on the importance of appraisals in understanding individual
experiences. The appraisal component is the centerpiece of
our model because its processes have considerable in”uence
on subsequent adjustment. We believe that elements of posi-
tive growth are “rst evident in how people evaluate and in-
terpret their situation and circumstances. Following SCI,
people vary in their perception of life events and the degree
to which these events are stressful, and these perceptions are
directly associated with subsequent distress (Crisp, 1992;
Frank & Elliott, 1987). Individuals actively process aspects
of their situations to “nd positive meanings and side bene“ts
(D. Dunn, 2000). Many people try to accept, positively rein-
terpret, and seek personal growth soon after the onset of SCI
(Kennedy et al., 2000). Appraisal processes also may help to
explain why persons with SCI who are distressed exhibit
many different coping behaviors, whereas those who are less
distressed reported fewer coping efforts and a greater sense
of internal locus of control (Frank, Umlauf, et al., 1987). This
may also account for the bene“cial sequelae of acceptance
coping and cognitive restructuring on the adjustments of per-

sons with spinal cord injuries who return to their communi-
ties (Hanson, Buckelew, Hewett, & O•Neal, 1993; Kennedy,
Lowe, Grey, & Short, 1995).

Speci“c beliefs about the disability (e.g., •I will walk
againŽ) and attributions of responsibility and blame are un-
stable over time and are not consistently related to objective
and subjective indices of adjustment (Elliott & Richards,
1999; Hanson et al., 1993; Reidy & Caplan, 1994; Richards,
Elliott, Shewchuk, & Fine, 1997; Schulz & Decker, 1985).
People who ruminate about their perceived victimization,
however, may do so at the expense of “nding meaning and
direction in their circumstances (Davis, Lehman, Wortman,
Silver, & Thompson, 1995), and at the expense of thera-
peutic activities bene“cial to their adjustment (A. Moore,
Bombardier, Brown, & Patterson, 1994). Adaptive personal-
ity and interpersonal characteristics predispose some individ-
uals toward more functional cognitive appraisals, and people
lacking in these personal and social resources will be more
likely to exhibit dif“culties in accepting their condition and
their circumstances.

Thus, it is probable that individuals who are more goal
oriented, hopeful, effective in solving problems, and in sup-
portive relationships will focus on positive aspects of their
situation, report fewer problems with their environment,
come to terms with their condition, and evidence less distress
over time (Elliott, 1999; Elliott et al., 2000; Elliott, Godshall,
et al., 1991; Elliott, Witty, et al., 1991). Individuals with these
personal and social characteristics will be more likely to rec-
ognize, marshal, and use resources and support in their social
environment to maximize their adjustment.

Dynamic and Developmental Processes

Changes in a person•s belief system, interpersonal environ-
ment, and physical health may occur over time. Advances in
medical therapies, assistive technologies, and public and
health policy can facilitate adjustment. Social advocacy led
to the passage of the Rehabilitation Act of 1973 and the
Americans with Disabilities Act of 1990. More recently,
actor Christopher Reeve has advocated successfully for in-
creased public awareness about, and federal and private
funding for, curative and quality-of-life research. Today•s
advocacy movement demands consideration for the relation-
ship between individuals and their physical, social, and cul-
tural environments.

Physical disability does not occur or exist in a vacuum.
Changes in the interpersonal environment or in public and
health policy can have dramatic effects on quality of life fol-
lowing SCI. Many of these changes are essentially outside
the realm of personal volition, and opportunities may not be
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available to some individuals because of restricted access,
lower socioeconomic status, or disabling aspects of the envi-
ronment (e.g., lack of public transportation, limited funds in
state Medicaid, vocational rehabilitation, or independent liv-
ing programs). Health care providers and insurance payors
vary considerably in their sensitivity to, and provision for,
assistive devices that enhance quality of life and facilitate so-
cial integration.

Similarly, people with SCI face issues that emerge as they
age. Children who incur SCI encounter many developmental
challenges that must be navigated with ample support from
family members, educational institutions, and service
providers (Apple, 2000). These issues are readily apparent in
the different interests observed between younger adults with
SCI and others older who have lived with SCI for some time
(Hart et al., 1996), and in the different stressors reported by
older and younger adults who sustain SCI (Frank et al.,
1988). The concerns and problems experienced by persons
soon after injury are notably different from those who have
lived with SCI for some time. Soon after injury, individuals
may be more concerned with restorative therapies and possi-
ble curative approaches, but those living with SCI for years
may be more interested in remedying social and interpersonal
barriers and in addressing health problems associated with
aging (Elliott & Shewchuk, 2000).

All of these changes represent developmental processes
that can be understood within the context of our model. It is
critical that we recognize the dynamic interplay between
these evolving processes over time so that we can best under-
stand adjustment following SCI. Therefore, studies of adjust-
ment should be conducted with tools that are sensitive to the
phenomenological experiences and to differences in individ-
ual trajectories of adaptation over time.

PSYCHOLOGICAL INTERVENTIONS

Decreasing “nancial support for psychosocial programs
directed at persons with disabilities in the last decade has
necessitated a shift in intervention policies from meeting
institutional goals to focusing on the opinions, goals, and as-
pirations of the person with SCI (Frank, 1997). When these
personal goals and aims are addressed, interventions are more
likely to be effective (Glueckauf & Quittner, 1992). Wright
(1983) recommended that services to people with disabilities
be designed to eliminate societal barriers, increase accommo-
dations, improve medical and psychosocial services where
indicated, develop and provide assistive devices and tech-
nologies, and aid in the learning of new skills. Community-
based services should (a) have a consumer-driven focus,

(b) be broad in income eligibility, (c) offer ”exible service
options including respite for caregivers, and (d) follow a fam-
ily systems model. For example, programs such as interper-
sonal and social skills training, and innovative interventions
such as aerobic exercise training, have been associated with
increased abilities, a sense of well-being, and acceptance of
disability among persons with SCI (Coyle & Santiago, 1995;
M. Dunn, Van Horn, & Herman, 1981; Glueckauf & Quittner,
1992; Morgan & Leung, 1980). Cognitive-behavioral inter-
ventions designed to enhance coping effectiveness may have
bene“cial effects on people•s ability to positively reappraise
their situations and to increase their sense of hope, with
corresponding improvements in psychological adjustment
(King & Kennedy, 1999).

Strategies that include family members as an integral part of
the rehabilitation process may be particularly effective (L.
Moore, 1989); moreover, these approaches may be couched
within cognitive-behavioral frameworks and delivered in inno-
vative, home-based programs (Kurylo, Elliott, & Shewchuk,
2001). Assistive devices designed for improving sexual rela-
tions among couples„including vacuum devices, injections,
and medications such as Viagra„have been found to increase
sexual activity and improve satisfaction with sexual relation-
ships among men with SCI (Richards, Lloyd, James, & Brown,
1992). Biofeedback„once considered a promising interven-
tion for regulating certain physiological functions after SCI,
particularly in applications with persons who have higher cord
lesions„deserves greater empirical scrutiny and methodolog-
ical rigor (Brucker & Bulaeva, 1996). There is also some
indication that neuropathic pain may be responsive to pharma-
cological treatment (e.g., gabapentin; Ness et al., 1998).

Formal vocational rehabilitation intervention programs
that support a return to career-related activities„broadly
de“ned to include support for independent living, assis-
tive devices, and meaningful social activities„remain im-
portant despite the constant threat of decreasing federal and
state funding. Being employed is associated with a higher
quality of life after SCI (Dowler, Richards, Putzke, Gordon,
& Tate, 2001), and there are several factors that are related to
employability following SCI (Krause et al., 1999). Behav-
ioral expertise can be vital in making reasonable and logical
allocations for these services and programs, but behavioral
and social scientists have often overlooked the direct impact
of public and health policy on the well-being of persons with
physical disability (Elliott & Frank, 2000). Psychological and
behavioral expertise is needed to inform policymakers about
the unique needs of persons with SCI; however, this will re-
quire greater collaboration and partnership with consumer
and advocacy groups and a subsequent appreciation for their
views and opinions (Olkin, 1999).
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Determining and appreciating these needs can be a tricky
enterprise, particularly when working with other colleagues
in multidisciplinary endeavors. In one example, a multidisci-
plinary panel working with a consumer group published clin-
ical guidelines for assessing and treating depression among
persons with SCI. This panel evaluated the scienti“c evi-
dence and rated antidepressant therapy more favorably (and
devoted more page space to these treatments) than behavioral
approaches, despite the absence of any clinical trial of anti-
depressant therapy among persons with SCI (Consortium for
Spinal Cord Medicine, 1998). Although other guidelines
have been more favorable to behavioral issues and ap-
proaches among persons with SCI (e.g., the pressure sore
guidelines, Consortium for Spinal Cord Medicine, 2000), this
situation illustrates the need for the judicious representation
of behavioral expertise in a sensitive, yet informed, manner at
the different levels of policy formation.

ADVANCEMENTS AND FUTURE DIRECTIONS

Increased federal and private funding for curative and cor-
rective research in SCI has resulted in several productive
research programs. Advancements in these areas may soon
have a substantial impact on persons living with SCI. Trans-
plant research examining the use of stem and glial cells has
demonstrated that nerve conduction and regeneration can
occur in animal models (Imaizumi, Lankford, & Kocsis,
2000; Kocsis, 1999). Other projects have demonstrated that
spinal nerve “ber regeneration may be facilitated with the im-
plantation of electronic circuits (Borgens et al., 1999). Stud-
ies of electronic circuit implants will soon be conducted on
individuals volunteering for clinical trials.

Similarly, there are considerable advancements in our
understanding of chronic pain following SCI. Most clinical
models of pain in this area have adopted an operant behav-
ioral perspective (e.g., Umlauf, 1992). Research relying on
animal models of pain following SCI has indicated that exi-
totoxic and ischemic damage to spinal gray and white matter
are implicated in the development of persistent pain, and
pharmacological approaches may be the best therapeutic
strategies for preventing and alleviating pain sensations
following SCI (Yezierski, 1996).

It is instructive to note that persons living with SCI have long
expressed a desire for curative research and for assistance in al-
leviating persistent pain. These concerns were not necessarily
ignored over the years, but many researchers and clinicians
have attended to other problems that were deemed mutually im-
portant by policymakers, professionals, and consumer groups.
A health care agenda that incorporates a greater consumer per-
spective, however, may ultimately be more cost-effective and

satisfying to all stakeholders. Persons with SCI and their family
members are interested in receiving continued rehabilitation
therapies in the home (Elliott & Shewchuk, 2000). Travel to
outpatient clinics may be dif“cult for some individuals, and re-
search has found that distance to the clinic and transportation
problems impede attendance in outpatient therapies (Canupp,
Waites, DeVivo, & Richards, 1997). Professionals can work to-
gether to develop neighborhood centers in rural, underserved
areas or use technology such as telecommunication devices to
deliver a variety of cost-effective services and therapies to par-
ticipants at home (Temkin & Jones, 1999).

Other technologies and assistive devices can have im-
mense effects on positive growth (Scherer, 2000). Virtual real-
ity technologies can be used to help individuals learn speci“c
coping skills (e.g., coping with persistent pain; Hoffman, Doc-
tor, Patterson, Carrougher, & Furness, 2000) and attain greater
mobility and independence (e.g., learning driving skills;
Schultheis & Rizzo, 2001). These technologies will eventu-
ally prove to be ef“cacious and, accordingly, should be subsi-
dized by health care programs.

Behavioral researchers are urged to use measures and
analyses that are less pathological in intent and more respect-
ful and sensitive to the unique phenomenological experi-
ences, interpretations, and concerns of people living with
SCI. Consumer advocates have long criticized the biased ap-
proaches many behavioral researchers have toward persons
with physical disabilities (Olkin, 1999). Many consumers
view behavioral research with skepticism. It is imperative
that tools are used that are at once reliable, valid, and theoret-
ically relevant, and yet are sensitive and respectful to persons
with SCI. Moreover, to achieve a truly consumer-driven ser-
vice delivery, behavioral scientists will need to use qualita-
tive measurement and research devices with greater precision
and sophistication. This will ensure a more accurate repre-
sentation of these individuals and their experience into re-
search projects and in program development, which will in
turn facilitate a greater partnership between these consumers
and psychologists who wish to serve them.
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The “eld of child health psychology is broad, multifaceted,
and multidisciplinary in nature. Encompassing the well-
being of infants, children, adolescents, and young adults, it
includes an emphasis on health (e.g., absence of disease, pre-
vention) as well as illnesses and injuries (major and minor,
acute and chronic). Child health psychologists collaborate
with pediatricians, nurses, social workers, psychiatrists, and
other health care providers to design and implement in-
terventions aimed at reducing distress, promoting adjust-
ment, and maintaining health. Child health psychologists
may also be involved in public policy initiatives to promote
health. The “eld of child health psychology draws from other
specialized areas of psychology, including developmen-
tal, clinical, clinical-child, health, social, and family psy-
chology. Comprehensive integration across these multiple
disciplines and emphases is beyond the scope of any one
chapter. In this summary of child health psychology, we inte-
grate the diverse child health psychology intervention litera-
ture within the parameters of four focused assumptions and
three levels of intervention that we believe are crucial to ad-
vancing the health and well-being of children and their fami-
lies now and in the future.

BASIC ASSUMPTIONS

Assumption 1

Children’s health and illness must be viewed contextually;
the family is a central organizing framework for understand-
ing child health. All aspects of child health psychology rest
on the assumption that children live within a social context in
which care will be provided and that children•s growth and
development within this context are paramount considera-
tions. Social ecology (Bronfenbrenner, 1979) provides a
helpful framework for understanding the context of child de-
velopment; as applied in pediatric psychology by our group,
it guides understanding of the interactions among childhood
illness, the individual child, and systems internal (parent, sib-
lings, extended family) and external (school, neighborhood,
parent workplace, health care setting) to the family.

In social ecology, the ill child is at the center of a series of
concentric circles (Figure 19.1). The child•s circle is nested
within a larger circle that includes members of the family
system (mothers, fathers, siblings, extended family) and the
illness (type, course, prognosis, chronicity, etc.). The family
is central to the social context of the child for many reasons,
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including the fact that most children cannot consent for med-
ical care independently. The theory highlights reciprocity and
change in the course of development and rests on relation-
ships and opportunities that unfold in the interactions of the
child and his or her social ecology. Development also implies
change over time and reinforces the importance of viewing
the experience of children and families as ”uid, undergoing
many transitions over time.

At the time of a child•s health crisis, other circles and sys-
tems within the social ecology are added, activated, or
changed. The family remains the primary system, but school,
peer groups, neighbors, and work systems are critically im-
portant and impacted. Additionally, families must make ini-
tial, essential treatment decisions while under stress and in
the midst of forming new partnerships with health care
providers. Health care systems may have been relatively in-
signi“cant in the life of some families prior to the onset of an
illness (e.g., a three-year-old with leukemia who had primar-
ily well child care previously). Other families may have in-
volved histories with health care (e.g., another ill child or
other family member/s with chronic illness) and now forge
new relationships with memories of prior experiences color-
ing these collaborations.

Not only are relationships embedded in the social ecology,
but beliefs of the child, family, and health care providers are
as well. These beliefs are in”uenced tremendously by cul-
tures• and subcultures• views on illness and pain. At diagno-
sis, children have beliefs about going to the hospital (•The
needle is going to hurt,Ž •I don•t want my parents to leave
me.Ž) as do their parents (•Who can I trust?Ž •We will get all

the answers from the doctors.Ž) Children and families have
beliefs about childhood illnesses (•This cannot really be
diabetes. I feel “ne,Ž •Cancer is a death sentence,Ž •Cancer
can be cured,Ž •We are being punished,Ž •Pain is not a big
problem,Ž •Be strong. Don•t ask for help,Ž •Pray.Ž) Health
care providers have beliefs about patients, families, illnesses,
treatments, and outcomes (•This is a •good• family,Ž •These
people are crazy,Ž •This treatment will work. If it doesn•t, we
have another. And another.Ž)

Thus, social ecology theory provides a useful framework
not only for understanding illness but also for guiding inter-
ventions that promote competence and positive developmen-
tal outcomes. Although the importance of viewing the child
within the context of the family is widely accepted, many in-
terventions do not systematically include families. The ma-
jority of interventions (and prevention efforts) have focused
on the child in isolation. Moreover, few interventions for
children with chronic illness have targeted the outer circles,
beyond but in interaction with the child and family.

Assumption 2

Pediatric psychology provides an umbrella under which
child health can be summarized and integrated. While not
the only professional framework to inform the “eld of child
health, pediatric psychology offers a perspective consistent
with the themes of this chapter. From the masthead of the
Journal of Pediatric Psychology (JPP), pediatric psychology
is de“ned as follows:

Pediatric psychology is an interdisciplinary “eld addressing
physical, cognitive, social and emotional functioning and devel-
opment as they relate to health and illness issues in children, ado-
lescents, and families . . . exploring the interrelationship between
psychological and physical well-being of children, adolescents
and families, including: psychosocial and developmental factors
contributing to the etiology, course, treatment and outcome of
pediatric conditions; assessment and treatment of behavioral and
emotional concomitants of disease, illness, and developmental
disorder; the role of psychology in health care settings; behav-
ioral aspects of pediatric medicine; the promotions of health and
health-related behaviors; the prevention of illness and injury
among children and youth; and issues related to the training of
pediatric psychologists.

Building on the theme of a marriage between pediatrics
and psychology (Kagan, 1965), Wright (1967) wrote that the
offspring of such a marriage would be the psychological pe-
diatrician and the pediatric psychologist. Although clinical
psychologists had been working with pediatricians for some
time, these visionary writings set the stage for the birth of a
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specialty of pediatric psychology (Routh, 1975). Through
efforts of psychologists who identi“ed themselves as inter-
ested in pediatric psychology, the Society of Pediatric Psy-
chology was founded in 1969. The Society achieved division
status (54) within the American Psychological Association in
2000. Wright propounded that the success of the “eld would
rest, in part, on the construction of a new body of knowledge
in pediatric psychology. In this chapter, we present examples
of how an impressive body of knowledge in child health has
been amassed and increasingly used in practice.

Assumption 3

Competence and stress-and-coping paradigms, rather than
deficits and psychopathology, define our understanding of
child health psychology. The commonalities in orientations
and approaches between child health psychologists and pedi-
atricians include a solid developmental orientation and em-
phasis on normal child development, interests in treating and
advocating for improvements in the health care available to
children and families, and prevention. These aims are con-
gruent with stress-and-coping models that are prominent in
child health psychology and re”ect the drive to understand
competence (resilience) in concert with risks associated with
childhood illness.

Childhood illness is often conceptualized as a stressor or
trauma with the potential to impact children•s short- and long-
term functioning. The stressor may be associated with the ill-
ness itself (e.g., pain in sickle cell disease [SCD] and recurrent
headache) or with the required treatment (e.g., bone marrow
aspirations in childhood cancer, blood glucose testing, insulin
injections, and dietary restrictions in insulin-dependent
diabetes mellitus [IDDM], or surgery in solid organ transplan-
tation). In addition, some childhood illnesses and their treat-
ments lead to long-term medical problems after the children
are considered •cured,Ž including late effects of cancer treat-
ment, cognitive de“cits associated with brain tumors, and
rejection in solid organ and bone marrow transplantation.

Early research in child health psychology (pre-1980)
approached children with illness (generally mental retarda-
tion or chronic physical handicaps) by asking the question,
•How do these families differ from •normal• families?Ž The
answer expected was that children with illness and their fam-
ilies would show increased evidence of distress, including
psychopathology (e.g., depression, adjustment dif“culties,
marital discord and divorce). Some of the early literature sup-
ported this view, although closer examination of the research
methodologies indicated that many samples were not repre-
sentative and were based on families referred for psycholog-
ical consultation and/or treatment.

Asking the same general question but with samples care-
fully recruited to re”ect the complete spectrum of child and
family functioning, a different picture began to emerge in the
mid- to-late 1980s. Along with groups from other laborato-
ries, our earlier teams found relatively few consistent differ-
ences between families with and without children with
myelomeningocele, phenylketonuria, and mental retardation
(Barakat & Linney, 1992; Kazak, 1988; Kazak & Marvin,
1984; Kazak, Reber, & Carter, 1988; Kazak, Reber, &
Snitzer, 1988; Kazak & Wilcox, 1984).

Based on our work and that of others, some key “ndings
when comparing families with and without children with a
chronic pediatric illness are: 

1. As a group, mothers of children with chronic illness show
evidence of increased distress but not psychopathology.

2. Fathers, who continue to be neglected in research
(Seagull, 2000), experience less distress than mothers, but
show ongoing psychological reactions to their child•s ill-
ness and its impact on the family.

3. In nonclinical representative samples, it is a myth that
marriages necessarily falter and dissolve in the course of
childhood illness. Some marriages improve. 

4. Children with an illness and their siblings evidence the
complete range of emotional, social, and behavioral con-
cerns as other children, although children whose illness
and/or treatment are linked to central nervous system
damage have more dif“culty adjusting over time.

5. There are differences in parents• social networks in fami-
lies with and without ill children that suggest heightened
social isolation and its associated physical and mental
health implications.

Recognizing these vulnerabilities while focusing on com-
petence has been a helpful pathway in guiding child health
psychology through the 1990s and into the 2000s. Child
health psychologists have turned to describing and testing
stress-and-coping models for understanding what leads to
successful adaptation in childhood chronic illness and what
interferes with or impedes such adaptation. Through these
models, demographic (child age and gender), disease/
functionality (severity, course, brain involvement), intraper-
sonal (temperament, coping strategies, health beliefs), and
interpersonal variables (family functioning, social support)
have been proposed to impact child functioning (Rolland,
1990; see Wallander & Thompson, 1995, for a summary). A
survey of “ndings provides support for the basic assumption
that illness, child, and family factors impact the psychosocial
functioning of children with chronic illness and their families.
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The work of Bleil, Ramesh, Miller, and Wood (2000) re-
”ects research in pediatric psychology that builds on these in-
terrelationships. They reported on a cross-sectional study of
children with asthma in which two competing hypotheses
were tested; one hypothesis asserted that quality of the parent-
child relationship would moderate the association of illness-
related functional status with child depression, and the other
hypothesis stated that parent-child relatedness would mediate
the functional status and depression association. Using ques-
tionnaire data from 55 children and their caregivers, Bleil
et al. found support for the mediator model with mothers sug-
gesting that functional status does not directly in”uence
depression in children with asthma nor does the mother-child
relationship buffer or exacerbate the in”uence of functional
status. Instead, it seems that functional status impacts the
mother-child relationship in ways that in”uence the develop-
ment of depressive symptoms. There were no signi“cant
results involving the father-child relationship. These data are
of substantive value because they suggest speci“c targets for
intervention (parent-child relationships) when working to
improve children•s well-being.

The importance of examining adaptation through prospec-
tive studies has been recognized. Kupst and colleagues•
(1995) examination of the adaptation of children diagnosed
with cancer and their families stands out as one of the “rst and
longest prospective studies following families up to 10 years
postdiagnosis. Their work showed the importance of parental
coping in adaptation. Our own work with childhood cancer
(Kazak & Barakat, 1997) supports the association of parent-
ing stress and children•s quality of life during treatment with
well-being of children and their parents posttreatment. Clay
and associates used growth modeling statistical procedures to
examine data from a prospective study of adaptation in 16
children with juvenile rheumatoid arthritis (JRA), 40 children
with IDDM, and 56 healthy children (Clay, Wood, Frank,
Hagglund, & Johnson, 1995). These statistical procedures al-
lowed for analysis of adaptation from a developmental per-
spective and for comparison of three models of adjustment.
They found substantial individual variation in adaptation over
time with parental adjustment and family functioning linked
to changes in adaptation. Findings from these studies point to
the importance of interventions aimed at parent-child related-
ness in addressing psychological functioning. They also
demonstrate the rationale for the increased focus in pediatric
psychology research on testing interventions based on this
broad and solid foundation of descriptive research.

Assumption 4

Outcome studies are important in establishing psychological
interventions within child health. A large body of descriptive

and explicative research has illustrated an increased risk of
child and family adjustment dif“culties in childhood chronic
illnesses. These studies also describe the inherent compe-
tence of children and families and further suggest that inter-
vention is likely to be helpful in mitigating distress and
promoting adjustment. Pediatric psychologists are eager to
apply interventions with established effectiveness to prob-
lems that children and families face around health and
illness-related issues. Changes in health care and increased
demands for showing the effectiveness of treatments have ac-
celerated efforts to communicate more widely about effective
treatments. Surprisingly few treatments have been investi-
gated in a scienti“cally rigorous manner. However, many
child health interventions help children and families. Similar
to debates within clinical psychology, more broadly, the ways
in which treatments are evaluated, promoted, and potentially
translated into practice guidelines are viewed with a mixture
of welcome and caution. As a “rst step in evaluating these
interventions, the criteria for •empirically supported treat-
mentsŽ in psychology have been applied to pediatric psy-
chology through a series of review papers in the Journal of
Pediatric Psychology (1999, 2000, 2001).

The basic standards used to establish empirically sup-
ported treatments in clinical psychology, developed by a
taskforce within Division 12 (Clinical Psychology) of the
American Psychological Association, guided the identi“ca-
tion of effective treatments in pediatric psychology (see
Chambless & Hollon, 1998). Following the Division 12
guidelines, a well-established treatment must have been eval-
uated in •at least two good between group design experi-
mentsŽ that showed that the treatment was superior to a
placebo or alternate treatment or equivalent to an already es-
tablished treatment in studies with adequate statistical power
(sample size of 30 per group). A series of nine or more well-
designed case studies, in which the treatment is contrasted
with another treatment, is also acceptable. Treatment manu-
als and a complete description of the sample were also re-
quired. Finally, to be deemed well-established, the “ndings
must have been reported by two different laboratories. A
probably efficacious treatment requires two experiments that
show that the treatment was more effective than a waitlist
control group or one or more experiments meeting the well-
established criteria, but without replication by independent
research teams.

The movement to establish criteria for effective treatments
is critical to demonstrate that psychological interventions are
powerful and meet relatively rigorous scienti“c scrutiny of
their merit. Nonetheless, setting standards for effective treat-
ments has generated discussion of the short- and long-term
implications of categorizing treatment approaches by effec-
tiveness, particularly in areas in which intervention research
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TABLE 19.1 Summary of Special Series on Empirically Supported Treatments in the Journal of Pediatric Psychology

Well-Established Probably Ef“cacious
Pediatric Health Condition Treatments Treatments Promising Interventions Citation and Notes

Headache Relaxation. Thermal biofeedback. Relaxation� Biofeedback. Holden, Delchmann, and Levy, 1999
Self-hypnosis. Integration of CBT. N � 13 studies

Recurrent abdominal pain CBT. Fiber (constipation Janicke and Finney, 1999
present). N � 9 studies

Operant procedures did not
meet minimal EST criteria.

Procedural pain Cognitive-behavioral Powers, 1999
therapy, encompassing N � 13 studies
different speci“c
techniques.

Disease-related pain Cognitive-behavioral Walco, Sterling, Conte, and
therapy. Engel, 1999

Reviewed pediatric chronic illness
literature.

Nocturnal enuresis Urine alarm. Hypnosis. Mellon and M. McGrath, 2000
•Dry-Bed Training.Ž Cognitive-behavioral N � 39 studies

therapy, contingency
management.

Constipation and encopresis Medical intervention Medical intervention plus M. McGrath, Mellon, and Murphy,
(with and without “ber) positive reinforcement in 2000
� positive reinforcement. small group format. N � 20 studies
Biofeedback� medical
intervention.
Relaxation� reinforcers.

Severe feeding problems Contingency Extinction. Kerwin, 1999
management (positive Swallow induction. N � 32 studies
reinforcement, ignoring).

Obesity Multicomponent For adolescents, Jelalian and Saelens, 1999
behavioral intervention behavioral diet regulation. N � 42 studies
(for 8…12 year olds).

Disease-related symptoms EMG biofeedback for Relaxation for asthma. McQuaid and Nassau, 1999
in asthma, cancer, diabetes emotionally triggered Distraction with

asthma. relaxation for
Imagery for children chemotherapy.
receiving chemotherapy.

Bedtime refusals Extinction. Graduated extinction. Positive routines. Mindell, 1999
Night wakings Parent education. Scheduled awakenings. N � 41 studies

Source: Journal of Pediatric Psychology: Special Series on Empirically Supported Treatments in Pediatric Psychology, 24(2, 3, 4, 6), 25(4), 26(5).

is expanding. In pediatric psychology, interventions typically
target small samples with low base-rate occurrences of spe-
ci“c health conditions. In addition, pediatric intervention re-
search is often conducted in health care settings as a primary
site. That is, rather than move intervention studies from
effectiveness trials (in the laboratory) to ef“cacy studies (in
actual clinical settings), as in psychotherapy outcome re-
search, pediatric psychologists are conducting all phases of
intervention research in the •real worldŽ of the pediatric in-
patient or outpatient setting. This is inevitable and consistent
with other medical/pediatric clinical trials, albeit different
from psychotherapy outcome trials that formed the basis of
the Division 12 guidelines. In an effort to acknowledge these
differences, the criteria for effective treatments in pediatric
psychology were modi“ed (Spirito, 1999). Rather than a

treatment manual, treatments may rely on a speci“c protocol.
In cases of relatively rare chronic illnesses, the sample size
criteria were relaxed. Finally, a category called promising
interventions was established, requiring at least one well-
controlled group design and an additional less rigorous study
with positive “ndings.

The “ndings extracted from the review papers published
in the Journal of Pediatric Psychology are presented in
Table 19.1. These papers address the following diseases
and conditions: procedure-related pain; disease-related pain;
recurrent headache; recurrent abdominal pain (RAP); dis-
ease-related symptoms in asthma, diabetes, and cancer; feed-
ing problems; obesity; nighttime enuresis; encopresis and
constipation; and sleep dif“culties. A general conclusion is
that many scienti“cally supported treatment approaches are
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offered by pediatric psychologists across a broad array of ill-
nesses and symptoms. Well-established treatments are re-
ported for headaches, procedural pain, enuresis, feeding
problems, obesity, asthma, chemotherapy-related distress,
and pediatric sleep problems. These interventions focus
heavily on behavioral approaches. For example, one of the
most highly established areas of intervention is procedural
pain where combinations of cognitive-behavioral therapies
(CBT; e.g., relaxation, imagery, distraction, self hypnosis)
are well-established. Targets of CBT also lend themselves to
measurement (e.g., observations of child behavior before,
during, and after an intervention), which has helped establish
their effectiveness and assured them a prominent place
among the variety of approaches a psychologist may use in
treating children and their families.

Even with well-established treatments, however, there is a
need to continue to pursue research regarding other
potentially effective treatments. Division 12 guidelines for
empirically supported treatments should not be taken as
blanket endorsement of an approach as necessarily better (or
preferred) over other approaches. As shown in Table 19.1, a
variety of treatments, largely similar to the well-established
treatments, meet criteria for probably efficacious or promis-
ing. Most of the reviews in the Journal of Pediatric
Psychology series include a relatively small number of pub-
lished reports. The studies often rely on maternal reports for
treatment outcomes. We are early in the process of testing
child health psychology interventions. Given the wide range
of child health concerns (and advances in medical and asso-
ciated technology) that impact diverse populations with
complex family contexts, it is essential that intervention
outcome research continue, exploring the ef“cacy and effec-
tiveness of other treatment modalities and new creative
intervention partnerships.

LEVELS OF RISK AND RELATED
PSYCHOLOGICAL INTERVENTIONS

The application of psychological practice across a wide range
of child health domains suggests the need for a broad
framework for understanding psychological child health in-
terventions. Often, psychological practice in child health is
associated with more severe and/or longstanding adjustment
problems. That is, a threshold exists for when a child with
diabetes, recurrent headache, or cancer is referred to a psy-
chologist (either internal or external to the health care setting)
for treatment of a disease or treatment-related concern. Other
approaches (e.g., behavioral and cognitive-behavioral inter-
ventions) have application when treatment is clinically
indicated but are also helpful in reducing the likelihood of

ongoing psychological distress under conditions of estab-
lished duress (e.g., medical procedures). Alternatively, in the
realm of primary prevention, for example, psychologists
have contributed to the literature on injury prevention (e.g.,
seat belts and bicycle helmets). The existing literature (or
descriptions of practice) is largely devoid of frameworks
(rather than speci“c theoretical approaches) that might
guide the systematic provision of effective intervention to
children and families. Intermediary frameworks are needed
to apply well-established and promising treatments, based
on cognitive-behavioral, family systems, or other theories, in
a clinically relevant manner. If psychological practice is to
continue to be increasingly integrated into child health care,
such •blueprintsŽ for the provision of effective and cost-
ef“cient psychological interventions to pediatric populations
will be critical.

The model that we present provides an organization for il-
lustrating examples of child health psychology research and
practice. Based on prevention guidelines from the National
Institute of Mental Health (NIMH), it has been applied to pe-
diatric psychology practice at The Children•s Hospital of
Philadelphia (CHOP). The model evolved at CHOP in the
mid- to late 1990s from a series of conversations among
physicians, psychologists, and hospital administrators about
models for providing psychological services at an academic
pediatric health care hospital and system. It is a competence-
based framework, which allows for the integration of re-
search and clinical practice in child health psychology.

Existing models of psychological services in child health
were threatened nationally during the 1990s when managed
care shifted the focus of psychological care and created
threats to the sustenance of mental health care generally. Psy-
chological interventions in child health psychology that were
based on fee-for-service payment or on contracts with public
and private health insurance companies (and Health Mainte-
nance Organizations [HMOs]) were threatened. At the same
time, funding from the National Institutes of Health was
limited.

These constraining forces were counterbalanced by the as-
tuteness of the prediction of a •new morbidityŽ in pediatrics
(Haggerty, Roghmann, & Pless, 1975). More children with
diseases that were often fatal (e.g., cancer, cardiac disease,
low birth weight infants) were surviving longer, but with
attendant serious and/or chronic health problems. The psy-
chological implications of intensive long-term care of an ill
infant, child, or adolescent for families were becoming more
evident. At the same time, the associations between behavior
and health outcomes were more apparent. Finally, in the
health care setting, the provision of increasingly highly
technological care within shorter hospital stays highlighted
the challenges and complexity of providing care in the face of
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psychological distress and dysfunction in the child patient
and/or the family. The child health psychology literature has
contributed directly to all of these concerns. What appeared
to be missing were models for explaining how research and
clinical care could be linked in a comprehensive, effective,
yet cost-effective, approach.

Any target patient group, whether broad (e.g., all patients
at a children•s hospital, all patients followed in an outpa-
tient pediatric practice) or narrow (e.g., patients seen by a
subspecialty clinic such as oncology, cardiology, adolescent
medicine) includes individuals representing a range of psy-
chological functioning. We have conceptualized three gen-
eral categories to describe children•s and families• responses
to child health crises. We further link these categories to pro-
posed levels of psychological care. These correspond to
NIMH prevention categories of universal, selective, and in-
dicated care, which is illustrated under each description and
graphically shown in Figure 19.2.

Universal Interventions

Most families maintain well-being by coping adaptively with
the disruption and distress associated with childhood chronic
illnesses. For example, in childhood cancer, psychological
adjustment improves over the “rst 12 to 18 months after di-
agnosis, irrespective of whether an intervention is provided
(Kazak, Penati, Brophy, & Himelstein, 1998), and psycho-
logical adjustment of children treated with heart transplanta-
tion improves after the “rst year posttransplant (Todaro,
Fennell, Sears, Rodrigue, & Roche, 2000). These children
and families were most likely functioning within normal

limits prior to the health crisis, and their underlying psycho-
logical resilience help to assure recovery from the stressors
associated with childhood illness and treatment. To draw a
parallel with the preventive, public health model, like having
”uoride in drinking water, these families receive the most
general types of psychosocial support available in the hospi-
tal, clinic, and community setting and function well with that
level of intervention. This group represents the largest of the
three proposed groups affected by pediatric health problems.

In this chapter, the interventions we discuss under univer-
sal interventions may also be described as preventive efforts
targeting a population of children who are not necessarily at
high risk for illness or psychological problems. Although all
interventions in child health require the collaboration of psy-
chologists with families, pediatricians, teachers, and others,
universal interventions are de“ned by interdisciplinary col-
laborations and are most successful when implemented on
multiple levels from the individual and family to the commu-
nity and to policy initiatives.

Selective Interventions

Selective interventions target children at moderate risk for
psychological dif“culties. These children may be at risk due
to stressful aspects of the treatment regimens required for
their illnesses or because of intense, recurring pain associated
with their illnesses. Children with cancer, for example, expe-
rience repeated painful procedures in their treatment regi-
mens. Children with SCD and children with recurrent
headache experience pain as part of the illness process.
Adherence is of concern for all children requiring medical

UNIVERSAL

Generally well-functioning children and families.
Coping with stressors associated with pediatric illness.

General psychosocial assessment and support.
Help families anticipate/prevent further difficulties related to adherence.

Expect course of recovery, coping competently, and improvement in functioning.

SELECTIVE

Some indication of factors that predispose family to risk.

More intensive psychosocial support.

INDICATED

Several high-risk indicators present.

Consultation suggested.

Figure 19.2 Levels of risk and implications for intervention approaches. Source: Adapted
from: Priorities for Prevention Research at NIMH: A National Advisory Mental Health
Council Workgroup on Mental Disorders Prevention Research, 1998.
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treatment but particularly for children with intensive regi-
mens such as children with IDDM and children with asthma.
Family factors may also place some families at risk for sus-
tained distress. For example, child behavior problems, marital
strain, or “nancial considerations that predate a child•s health
concern may result in parental expression of intense and sus-
tained levels of anxiety, exceeding that usually seen in parents
of patients. These families may also be at risk for problems
with adherence (e.g., assuring that a child with behavior prob-
lems takes medication regularly, transportation dif“culties
that result in irregular attendance at outpatient visits) and are
likely to bene“t from more intensive interventions.

Indicated Interventions

Some children and families show more obvious psychologi-
cal dif“culties and are at high risk because of the illness itself
or the presence of stress, intrapersonal, and social risk fac-
tors. These families may have preexisting psychological dif-
“culties (or psychopathology), be in the midst of divorce,
have recent life changes that tax their coping abilities, and so
on. They may also have a long-term history of dif“culty man-
aging a pediatric illness (e.g., maintaining desirable blood
glucose erratically in a child with diabetes, repeated hospital-
izations for pain in a child with sickle cell disease). In this
chapter, we focus our discussion around life-threatening ill-
nesses with treatments and long-term effects of suf“cient
severity that intervention is indicated in most cases. These ill-
nesses involve cognitive functioning, traumatic brain injury
and brain tumors speci“cally, and illnesses leading to solid
organ or bone marrow transplantation. While smallest in
number, these families tend to use a high level of hospital re-
sources and necessitate intensive and sustained intervention,
often from multiple members of the health care team.

UNIVERSAL INTERVENTIONS

Interventions in Primary Care Settings

Pediatricians in primary care settings routinely address care-
givers• questions and concerns regarding their children•s de-
velopment and behavior. Pediatricians are also charged with
the dual tasks of caring for ill children and promoting chil-
dren•s health. Because of their expertise, child health psy-
chologists are uniquely positioned to shed light on these
pediatric primary care issues. Collaborations among psychol-
ogists and pediatricians in primary care settings have a long
history, but few reports of the integration of psychologists in
the primary care setting are found in the literature. A notable

exception is Schroeder (1999), who outlined a long-standing
collaboration between pediatric psychologists and pediatri-
cians focused on assessment and intervention with a host of
issues from developmental concerns to pathological condi-
tions, from adherence to prevention. This model of collabo-
ration incorporated early intervention through telephone
consultation and recommendations. These collaborations, al-
though not without their dif“culties and pitfalls, may have
satisfactory outcomes from pediatrician, psychologist, and
family perspectives.

Kanoy and Schroeder (1985), in a prospective study, re-
ported on the effectiveness of brief interventions with parents,
provided by telephone or in person through a primary care
practice. They found that parental education regarding appro-
priate expectations for developmental concerns and sugges-
tions of speci“c behavioral interventions to address negative
behaviors and socialization problems were viewed as most
effective by parents. However, concerns of parents lingered
over the one-year follow-up, particularly in the area of sibling
and peer problems, suggesting that ongoing interaction with
families was needed for maintenance of improvements. We
focus the rest of our discussion of primary care settings on
prevention efforts in primary care through immunizations.

Immunizations

Efforts in the past 15 years to immunize children have led to
a dramatic reduction in previously common and serious in-
fectious childhood illnesses such as polio, tetanus, and diph-
theria. However, the number of immunizations developed,
along with the repeated administration required, place “nan-
cial, logistical, and emotional burdens on families and on the
health care system. It is recommended that, by age 2, children
receive four doses of diphtheria and tetanus toxoids and per-
tussis (DTP), three doses of Haemophilus in”uenzae type b
(Hib) vaccine, three doses of poliovirus vaccine, three doses
of hepatitis B vaccine, one dose of vaccine for measles,
mumps, and rubella (MMR), and the more recently added
doses of vaccine for pneumococcal meningitis and for vari-
cella (chicken pox; National Vaccine Advisory Committee,
1999). Infants may require up to four immunization injec-
tions at one appointment. Only about 60% of children receive
all the immunizations recommended by age 2; almost 1 mil-
lion children need one more dose of vaccine by age 2 to reach
full immunization (National Vaccine Advisory Committee).
Following a measles outbreak in the early 1990s, there was
renewed effort to address gaps in the systems that support im-
munization of young children (Freed, Bordley, & Defriese,
1993). Although a comprehensive and ef“cient immunization
delivery system has not yet been developed, immunization
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rates for young children have increased, and most children
are immunized by the time they enter school.

Parental attitudes are not a barrier to immunization.
Rather, the primary barrier to immunization is poverty and
factors associated with poverty (National Vaccine Advisory
Committee). Studies have shown that families adhere to im-
munization recommendations when barriers are reduced
(Melman, Nguyen, Ehrlich, Schorr, & Anbar, 1999; The
National Vaccine Advisory Committee, 1999). For example,
state implemented, federal entitlement programs and state
legislation mandating coverage of immunizations by insur-
ance companies have improved the availability of vaccine
while standards for immunization practice has facilitated de-
livery of immunization (Freed et al., 1993; National Vaccine
Advisory Committee).

A subcommittee on immunization coverage of the Na-
tional Vaccine Advisory Committee summarized the litera-
ture on immunization efforts and made recommendations
for further improving immunization rates (National Vac-
cine Advisory Committee). The task force found that at-
tempting to immunize in emergency rooms and relying on
educating parents were not suf“cient interventions to in-
crease immunization rates. Instead, improvement requires
addressing barriers on these multiple systems levels. As an
example of research into the effectiveness of interventions
to increase immunization rates, Sinn, Morrow, and Finch
(1999) reported on the development of an immunization task
force committee as a quality improvement initiative. They
reviewed immunization rates and practices after three assess-
ments and suggested innovations designed to improve immu-
nization rates. Over a two-year period, mean practice
immunization rates improved signi“cantly to 69.7% from
50.9% at baseline, and age at immunization decreased.
The increased rates were attributed to improved record keep-
ing and tracking and screening for immunization at every
of“ce visit. In another intervention, Goldstein, Lauderdale,
Glushak, Walter, and Daum (1999) reported on the effective-
ness of a community-based outreach program in a Chicago
public housing development. In this three-year intervention,
they found that door-to-door canvassing by trained emer-
gency technicians was effective in ascertaining immunization
status of children, enrolling them in an immunization pro-
gram, improving rates of immunization, and increasing the
percentage of children with up-to-date immunization cover-
age (from 37% to 50%). Support for tracking and outreach as
effective and cost-ef“cient procedures for improving immu-
nization was found in a randomized, controlled study con-
ducted in nine primary care sites (Rodewald et al., 1999).

Efforts to improve childhood immunization are most ef-
fective on a systems level, impacting health care delivery and

public policy. Child health psychologists have an important
role to play in guiding the development of interventions such
as these, particularly concerning suggestions for overcoming
barriers, improving communication between primary care
provider and parents, and developing user-friendly reminder
systems. The emerging area of immunization for sexually
transmitted diseases will require child health psychologists to
consider individually focused interventions due to the inter-
action of adolescent developmental considerations with fam-
ily and health care priorities (see Fortenberry & Zimet, 1999;
Webb, Zimet, Mays, & Fortenberry, 1999; Zimet, Mays, &
Fortenberry, 2000).

Prevention of Unintentional Injuries

Injuries are the major causes of death and disability for chil-
dren. As a result of injuries, approximately 22,000 children
and adolescents die each year; seven to eight times more are
permanently disabled and require continued care. Injuries
account for 15% of medical spending in pediatrics (Miller,
Romano, & Spicer, 2000). The most common and costly
causes of unintentional injuries are falls, motor vehicle acci-
dents (pedestrian, bicyclist, or occupant), poisonings, “re,
and burns (Kronenfeld & Glik, 1995; Miller et al., 2000).
Factors that place children at risk for unintentional injuries
are best characterized as related to one•s behavior (e.g., age,
gender, temperament, estimation of physical ability) or to
one•s environment (e.g., low socioeconomic status and un-
safe physical environment; Finney et al., 1993; Miller et al.,
2000). The term accident implies fate, luck, or uncontrollable
forces; therefore, the term injury, which allows for empirical
consideration of contributing factors and preventive inter-
ventions, is preferred. The focus of this section is on uninten-
tional injuries, in contrast to intentional injuries or those that
result from physical abuse, neglect, and sexual abuse. Child
health psychologists are called on to rule out, assess, and ad-
dress child maltreatment, which affects an estimated 437,500
children per year in the United States (Knutson & DeVet,
1995). However, the scope of this literature is too broad
to adequately review in this chapter (see Belsky, 1993;
Edgeworth & Carr, 2000; Reece, 2000; Wolfe, 1991, for
information).

Prevention efforts, targeting increased safe behaviors, de-
creased risky behaviors, and increased safety of the environ-
ment have generally been shown to be cost effective (Miller
et al., 2000). Education of the parent and having the parent
make rules will not be enough to reduce the risk of injury for
children in part because having information does not neces-
sarily lead to changes in injury-related behaviors (Finney
et al., 1993). Even if behaviors are modi“ed and attempts to
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apply rules are made, rules cannot be generated for all of the
unusual and unexpected accidents that lead to injury in chil-
dren (Hillier & Morrongiello, 1998; Peterson & Saldana,
1996). Therefore, successful prevention efforts are aimed at
both active behavior change and environmental change
(Finney et al., 1993) and are implemented on multiple levels:
individual/family, community, and population/policy.

Although the concept of the •accident-proneŽ child has
been retired due to a lack of empirical support (Rivara &
Mueller, 1987), studies suggest that some child characteris-
tics are associated with increased risk for injury. First, the
types of accidents and injuries that occur depend on child age
due to development of motor skills and cognitive abilities.
Infants are more likely to die of asphyxiation; preschool-age
children, from falls; school-age children, from pedestrian
accidents, drowning, or “re; and adolescents, from motor ve-
hicle accidents (Rivara & Mueller, 1987). Second, statistics
show that males are more likely to be involved in accidents
and experience injuries than females, speci“cally injuries in-
volving gross motor skills and a mechanical transfer of en-
ergy (fractures for males versus poisonings equally for males
and females; Rivara & Mueller, 1987). In terms of psycho-
logical characteristics, Schwebel and Plumert (1999) showed
prospectively that children who are high on extroversion and
low on inhibitory control when they are preschoolers tend to
overestimate their physical abilities and to experience more
injuries as they grow older (school age). Children low on
extroversion and high on inhibitory control underestimated
their abilities and had fewer injuries. Finally, factors that
reduce families• abilities to supervise children, including
stressful life events and poverty, increase the likelihood of
injury (Kronenfeld & Glik, 1995).

Prevention aimed at environmental change has impacted
signi“cantly the health and safety of children. Helping fami-
lies make home environments more secure for their children
by using education, modeling, and feedback has shown
measured success (see Roberts, Fanurik, & Lay“eld, 1987).
Additionally, community standards for safe surface areas in
playgrounds, policies regarding toy safety, and the use of
childproof caps on medications illustrate environmental
changes that have reduced accidents and injuries among chil-
dren (Finney et al., 1993).

A notable example of moderate success in prevention ef-
forts aimed at behavior change is the use of child restraints to
reduce morbidity and mortality associated with motor vehicle
accidents (Klassen, MacKay, Moher, Walker, & Jones, 2000).
On a policy level, by 1985 all U.S. states had passed laws
mandating child restraint use, and there is evidence that in-
fant and child seatbelt laws have signi“cantly reduced mor-
bidity and mortality associated with automobile accidents

(Rock, 1996). On the community level, prevention has tar-
geted primarily the child under the assumption that the child
will monitor restraint use in the family and that families are
more likely to use seatbelts if their children do not resist
(Klassen et al., 2000). In one program, a school-based educa-
tional program (kindergarten through second grade) was
linked with public education on television, in radio, and in
newspapers (Hazinski, Eddy, & Morris, 1995). The study•s
authors reported that motor vehicle restraint use improved
signi“cantly only in low-income schools with high adherence
to the program. There was less impact in high-income
schools where use of restraints was higher at baseline. In an-
other study, preschool-age children who received stickers if
they arrived at daycare in a restraint showed signi“cantly
higher motor vehicle restraint use (Roberts & Lay“eld,
1987). However, there remains room for improvement as
child restraints are often used incorrectly, rates of restraint
use are reduced over time without continual reinforcement
(Roberts & Lay“eld, 1987), and nearly 15% of infants and
40% of toddlers are still not regularly restrained (Klassen
et al., 2000). Psychologists are challenged to develop pro-
grams that will impact larger portions of the population by
better understanding the factors that lead to behavior change
and the mechanisms in action between risk factors and in-
juries (Finney et al., 1993).

SELECTIVE INTERVENTIONS

Management of Pain and Distress

The biobehavioral model of pediatric pain (Varni, Blount,
Waldron, & Smith, 1995) serves as a useful framework for
guiding the development of interventions for procedure-
related and disease-related pain and for understanding the
targets of the intervention studies reviewed next. The core of
this model places pain (perception and behaviors) in the con-
text of precipitants and intervening variables on the one hand
and functional status outcomes on the other. The precipitant
may be unpredictable disease-related pain, as in vaso-
occlusive crises in SCD or headache pain, or predictable pain
from procedures such as bone marrow aspirations in child-
hood cancer and needle sticks for blood tests, insertion of IV
for provision of ”uids, antibiotic, or blood transfusion in
SCD. The intervening variables are cognitive appraisal of
pain and of one•s ability to impact pain, coping strategies for
handling pain and painful procedures, and perceived social
support. Finally, pain perception and pain behaviors impact
and are impacted by functional status outcomes including
school attendance, depression and anxiety symptoms, behav-
ior problems, and interpersonal relations.
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Flowing from the biobehavioral model, Varni and his col-
leagues (1995) recommend that interventions move beyond
narrowly focused strategies aimed at decreasing reports of
pain. To enhance effectiveness, interventions must target pain
perception, pain behaviors, and the intervening variables
(Varni, 1999; Varni et al., 1995). Modifying pain perception
involves self-regulatory mechanisms such as self-hypnosis,
meditative breathing, progressive muscle relaxation, and
guided imagery. Manne (1999) emphasizes the need to ad-
dress cognitive appraisal of painful procedures as part of in-
terventions for procedure-related pain by helping children
and their parents to perceive the procedure as less threaten-
ing. Furthermore, by targeting intervening variables such as
coping strategies, children and their parents may be sup-
ported in managing adaptively aspects of treatment or of the
illness, thereby improving functional status outcomes as well
as reducing pain perception. Coping strategies such as seek-
ing social support, active behavioral distraction, problem
solving, and self-instruction or self-talk may be most adap-
tive for children with chronic medical conditions.

To this point, the role of the family in pain perception and
behaviors and in functional status outcomes has not been
clearly delineated. While many disease-related pain interven-
tions invite family participation (e.g., Dinges et al., 1997), the
family•s role is not addressed directly. Models for intervening
in procedure-related pain are useful because they integrate
family. Varni et al. (1995) summarize this literature by noting
that parent appraisals of the illness and of pain, parent cop-
ing, and family functioning will in”uence parent interactions
with their children during painful procedures (and painful
crises) as expressed through parent distress and anxiety-
promoting behaviors. These parent behaviors will, in turn,
impact children•s coping and children•s pain perception and
behaviors. As such, parent or family factors must be ad-
dressed as an integral element of effective interventions.

Interventions for Procedure-Related Pain

Childhood cancer is life threatening and experienced by chil-
dren and their parents with fear, horror, and helplessness
(Kazak, Stuber, Barakat, & Meeske, 1996; Smith, Redd,
Peyser, & Vogl, 1999). It is not a discrete trauma but is repet-
itive (diagnosis and treatments) and chronic (in the form of
follow-up visits, medical late effects, and the risk of recur-
rence or second cancers; Nir, 1985; Smith et al., 1999;
Stuber, Kazak, Meeske, & Barakat, 1998). Given this trau-
matic experience, short- and long-term responses to child-
hood cancer can be understood as trauma responses. Studies
have found that mothers and fathers of survivors of childhood
cancer report signi“cantly more symptoms of posttraumatic

stress than parents of healthy children dealing with moder-
ately severe stressors (Barakat et al., 1997; Kazak et al.,
1997). Young adult survivors, but not child or adolescent sur-
vivors, report signi“cant symptoms of posttraumatic stress
(Barakat et al., 1997; Rourke, Stuber, Hobbie, & Kazak,
1999; see Butler, Rizzi, & Handwerger, 1996, for an excep-
tion). Currently, interventions focus on reducing the traumatic
nature of cancer and its treatment during the treatment phase
in addition to providing support as families move off treat-
ment and into the survivor phase (Kazak et al., 1999).

Children with cancer must endure repeated invasive and
painful medical procedures such as bone marrow aspirates,
biopsies, and lumbar punctures, as these are integral compo-
nents of cancer diagnosis and treatment. Studies have shown
that children with cancer consider painful procedures as the
most unpleasant and feared aspect of cancer treatment
(Fowler-Kerry, 1990). The associated pain and distress does
not appear to decrease with repeated procedures and may
worsen if pain is not adequately managed. For example, a
child who has been sensitized by a previous painful procedure
that was not successfully managed may have anticipatory anx-
iety to the point of noncompliance or refusal to cooperate with
future procedures (Miser, 1993). Our research has shown that
child survivors of cancer report that getting shots and needles
are among the most recalled and upsetting aspects of cancer
(Kazak et al., 1996). Parents, too, report that seeing their child
in pain results in fear, horror, and helplessness (Kazak et al.,
1996). Thus, the optimal approach to procedure-related pain
in children with cancer is critical for the well-being of the
child and family and may have long-term implications for ad-
justment. This presents a compelling clinical and research
goal that requires interdisciplinary collaboration.

In clinical practice, a number of different psychological
treatments are used for children undergoing painful medical
procedures (e.g., hypnosis, biofeedback), but the constellation
of treatments commonly referred to as cognitive-behavioral
therapy has been the most widely studied (e.g., Chen, Joseph,
& Zeltzer, 2000; Powers, 1999). In his review of literature,
Powers (1999) illustrated that cognitive-behavioral interven-
tions are a well-established treatment for reducing behavioral
distress and anxiety in children undergoing painful medical
procedures. Typical components of a cognitive-behavioral
treatment package often include breathing exercises, distrac-
tion, imagery, positive self-statements, modeling, behavioral
rehearsal/role play, and positive reinforcement for using cop-
ing skills or lying still. Active direction from a •coachŽ(e.g.,
psychologist, medical staff, nurse, or parent) is another com-
mon component of CBT. As these approaches are well-known
and described in detail elsewhere, we have provided brief de-
scriptions of these techniques in Table 19.2.
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TABLE 19.2 Cognitive and Behavioral Interventions for
Procedural Pain

Technique Description

Preparation Providing step-by-step procedural information
(what will be done) and sensory information
(what it may feel like) to help the child develop
realistic expectations for the procedure.

Desensitization Gradually exposing the child, in hierarchical
fashion, to stimuli associated with the proce-
dure (through imagery or in vivo exposure).

Positive self-statements Coaching children to use simple statements
(which focus on self-ef“cacy and realistic
appraisal of the situation) that they can repeat
to themselves just before or during the
procedure.

Reframing beliefs Helping the child to realistically appraise 
Changing memories the situation and his/her own ability to cope

with it to increase self-ef“cacy
and reduce anticipatory anxiety. 

Imagery Child focuses intensely on a vivid pleasant
mental image (with auditory, visual, and
kinesthetic components), which is guided by
the therapist. Like distraction, it takes the
child•s focus away from the procedure.

Relaxation A combination of progressive muscle
relaxation and deep, controlled breathing is
often used to reduce physiological arousal and
anxiety before and during procedures.

Modeling/ Observation of another child or an adult
Behavioral rehearsal undergoing a mock procedure while

demonstrating positive coping behaviors
(e.g., a video). The child can then practice
these strategies by rehearsing with the
therapist, staff, or parent.

Distraction Engaging the child in cognitive activities or
behaviors that divert attention from the painful
procedure. Blowing bubbles, watching a video,
listening to a story, or counting may be
appropriate depending on the developmental
level of the child.

Positive reinforcement Speci“c labeled praise (•I like how well you
stayed stillŽ) and tangible rewards (e.g.,
stickers) after completing a painful procedure. 

Successful interventions for procedure-related pain and
anxiety must be individualized to the child•s developmental
level, the invasiveness and duration of the procedure, the
child•s medical status, and the context in which the procedure
occurs (Anderson, Zeltzer, & Fanurik, 1993). The develop-
mental level of the child is important in determining under-
standing of the pain experience and response to speci“c
intervention techniques. Many of the cognitive and behav-
ioral techniques described earlier are useful for children from
preschool through adolescence, but must be tailored to the in-
terests and abilities of the individual child. For 2- to 3-year-
old children, pop-up books or simple electronic toys that

make animal noises, say a sentence, or play a tune when the
child touches the picture may be effective distractions
(Dahlquist, 1999). A 9-year-old may “nd a computer game or
video distracting from a painful procedure, whereas an older
adolescent may be able to use cognitive distractors (e.g., im-
agery, counting ceiling tiles, or focusing on a particular ob-
ject in the room). Relaxation techniques can also be tailored
to the child•s level of development. Young children can be
taught to take deep breaths during a procedure and to focus
on inhaling and exhaling each breath slowly using bubble
blowers or noise makers. Older children and adolescents may
bene“t from techniques such as progressive muscle relax-
ation (Anderson et al., 1993).

Children do not use distraction and other pain manage-
ment techniques without guidance and prompting by adults
(Dahlquist et al., 1986). Parents, however, are often anxious
not only about their child•s distress, but also about their own
ability to comfort their child through the medical procedure.
Parents, as well as health care providers, may also be un-
aware of how they are responding when the child is dis-
tressed and of the impact their reactions have on the child.
During painful medical procedures, anxious and distressed
parents can appear angry at their child for crying, scolding
the child or threatening punishment if he or she does not
cooperate (Anderson et al., 1993; Dahlquist, 1999). Others
plead with their child, repeating the same vague commands
over and over in a misguided attempt to soothe their child
(e.g., •Please relaxŽ). Several studies have shown that adult
criticism, vague commands, apology, agitation, and reassur-
ing statements do not appear to be helpful for children
undergoing painful medical procedures and may actually
contribute to increased distress (Dahlquist, Power, &
Carlson, 1995; Dahlquist, Power, Cox, & Fernbach, 1994).
Thus, an important target for interventions is to decrease the
amount of anxiety and distress experienced by parents and
communicated to the child.

In the past decade, researchers have begun to recognize
the in”uence of parents• behaviors and beliefs on child dis-
tress and anxiety and have attempted to measure these di-
rectly. Successful interventions that rely on relationships
among the child, family, and staff have been developed. Parent
and staff report of child behavioral distress/cooperation
have been used as measures of treatment outcome (e.g.,
Manne et al., 1990; Powers, Blount, Bachanas, Cotter, &
Swan, 1993). These studies include observations of child
coping behaviors (e.g., breathing, imagery) and parent/
staff coping-promoting behaviors (e.g., prompting the child
to use certain coping strategies, distracting the child with talk/
activities), which generally have been found to improve with
the use of cognitive-behavioral interventions.
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Researchers have also begun to investigate the impact of
children•s prior experiences and temperament on treatment
ef“cacy. Chen, Craske, Katz, Schwartz, and Zeltzer (2000)
evaluated the relationship between pain sensitivity and chil-
dren•s distress during lumbar punctures to determine whether
pain sensitivity moderates children•s responses to a brief
cognitive-behavioral intervention. This study is unique and
important because it examined temperament as a predictor of
children•s response to an intervention for acute procedural
distress. Among children who received no intervention, those
with high pain sensitivity showed greater increases in staff-
rated distress, systolic blood pressure, and parent anxiety
over time. Children with higher pain sensitivity who received
intervention showed greater decreases in these variables than
children with lower pain sensitivity. That is, intervention was
most ef“cacious for those who were most pain-sensitive.
Their results also suggest that providing pain-vulnerable chil-
dren with intervention helps reduce parent anxiety.

For psychological interventions for procedural pain to be
effectively implemented, the broader context of the attitudes
and roles of the multidisciplinary treatment team must be
considered. Effective interventions require the active engage-
ment of a triad, composed of the patient, parents/family, and
medical staff. Like parents, staff may also experience anxiety
and self-doubt when they are unable to successfully manage
a child•s pain during a procedure (Dahlquist, 1999). Their
anxiety may interfere with their ability to execute a delicate
procedure and contribute to the child•s and parents• emo-
tional distress. Thus, helping staff members manage their
own anxiety is also critical.

Many variables impact the extent to which psychological
interventions for procedure-related pain are integrated into
standard medical care. At the most basic level, the medical
team must have a clear understanding of psychological inter-
ventions and how they work to make the environment con-
ducive to using the intervention (Dahlquist, 1999). This may
entail appreciating how the relationships between the inter-
ventionist, patient, and family must be structured and main-
tained for a successful outcome (e.g., rapport building and
review of prior procedures may take some time at the outset
of the procedure). Fanurik, Koh, Schmidtz, and Brown
(1997) have suggested that the integration of pharmacologi-
cal and psychological techniques can maximize the advan-
tages of both approaches and minimize the disadvantage of
either approach used alone. They argue that when psycholog-
ical methods are introduced early in anticipation of a child•s
distress, pharmacologic intervention can sometimes be de-
layed or even avoided. Similarly, psychological interventions
may reduce short- and long-term fear responses and teach
children and families generalizable coping techniques. In

contrast, most pharmacologic approaches target primarily
pain reduction. The few studies that have examined the ef“-
cacy of combined interventions have found them to have ad-
vantages over pharmacotherapy (Kazak et al., 1996; Kazak
et al., 1998) or CBT alone (Jay, Elliott, Woody, & Siegel,
1991). Despite the established ef“cacy of both psychological
and pharmacologic treatment approaches, there remains a
puzzling lack of integration and application of these treat-
ments in practice (Zeltzer et al., 1990), and little discussion in
the pediatric literature as to how to design and implement in-
tegrated approaches. 

Interventions for Disease-Related Pain

Sickle Cell Disease. The incidence of SCD in the United
States is 1 in every 400 to 500 live births for the African
American population for which sickle cell disease is most
prevalent (Hurtig, Koepke, & Park, 1989; Morgan & Jackson,
1986). SCD is a group of hematological disorders that are in-
herited, chronic, and interfere with hemoglobin production.
Complications of SCD include recurrent episodes of severe
pain in the lower extremities, back, abdomen, and chest re-
ferred to as vaso-occlusive crises, pneumococcal infections,
anemic episodes, retarded growth, splenic changes, and
strokes (Hurtig et al., 1989). Treatment may involve adminis-
tration of analgesic medication on an inpatient or outpatient
basis to control pain, prophylactic antibiotics to reduce sus-
ceptibility to infections, folic acid supplementation to help
red cell production, regular follow-up and early identi“cation
and treatment of symptoms, and blood transfusion. On aver-
age, school-age children with SCD experience at least one to
two pain episodes a month and one to two hospital admissions
and/or one emergency department visits a year (Hurtig &
White, 1986).

The unpredictable nature of SCD and its treatment, in-
cluding frequent hospitalizations and school absenteeism,
potentially threaten quality of life and disrupt psychosocial
development (Lemanek, Buckloh, Woods, & Butler, 1995).
Additionally, peer relationships may be affected by changes
in physical appearance of children with SCD, who are usu-
ally smaller in size, or by their inability to engage in normal
physical activities because of fatigue (Morgan & Jackson,
1986). Research on the adjustment of children with SCD
shows con”icting results (e.g., Brown, Kaslow, et al., 1993;
Lemanek, Horwitz, & Ohene-Frempong, 1994), but gener-
ally suggests that these children may be at risk for problems
in psychosocial functioning. Children with SCD have dis-
played less body satisfaction (Morgan & Jackson, 1986), less
interaction with peers (Kumar, Powars, Allen, & Haywood,
1976), doubts about their ability to become independent
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(Hurtig & Viera, 1986), and depression related to a perceived
loss of control (Brown, Armstrong, & Eckman, 1993). Ado-
lescents with SCD seem to be especially vulnerable to distur-
bances in behavior, social adjustment, and dissatisfaction
with body image (Brown, Kaslow, et al., 1993; Gil, Williams,
Thompson, & Kinney, 1991; Lemanek et al., 1995).

Intermittent, unpredictable, and, at times, extreme pain re-
lated to vaso-occlusive crises and impacting quality of life is
the most common symptom of SCD. As a result, pain man-
agement, both in the hospital and at home, is a focal issue for
children with SCD, their families, and their health care
providers. There is a solid medical literature to guide phar-
macological approaches to pain management in children with
SCD (see Embury, Hebbel, Mohandas, & Steinberg, 1994).
However, there are few well-controlled studies examining
nonpharmacological approaches to pain management, partic-
ularly for children with SCD. Similar to the literature on pro-
cedure-related pain, CBT has the most empirical support in
the management of disease-related pain but the literature on
disease-related pain is less developed than that concerning
procedure-related pain.

Gil and her colleagues (2001) compared the ef“cacy of a
coping skills intervention with standard care to address
painful episodes in children with SCD (n � 46). The inter-
vention comprised one session of face-to-face instruction in
relaxation, imagery, and self-talk followed by daily practice
supported by an audiotape. Results at the end of the interven-
tion supported the coping skills training in terms of reducing
pain sensitivity and negative thinking. However, at one-
month follow-up, only effects for increased coping attempts
remained, and there were no between-group differences on
measures of pain and health care contact. Other studies have
shown an impact of cognitive-behavioral interventions on
pain in SCD. In a study conducted by Dinges et al. (1997),
standard treatment for SCD-related pain was compared with
standard treatment plus self-hypnosis training. Thirty-seven
children, adolescents, and adults with SCD participated in a
group-based training in self-hypnosis over an 18-month pe-
riod. Family members were invited to participate in the
groups. From results based primarily on daily pain diaries
completed by the participants, the frequency of pain episodes
was reduced and the number of pain-free days was increased.
Medication use decreased for those who had more days free of
pain as a result of the intervention. The intervention seemed
most effective for milder pain episodes. There was no effect
on absenteeism from work or school. In an earlier study,
Cozzi, Tryon, and Sedlacek (1987) reported on the effective-
ness of relaxation training, assisted by biofeedback and ad-
ministered by audiotape. Results with a small sample of eight
children and adolescents with SCD found improvement in

only self-reports of pain-related symptoms but not in more
objective measures of pain such as emergency department
visits or hospitalizations. No follow-up data were collected.

The studies reviewed here, and those using samples of
adults with SCD (e.g., Zeltzer, Dash, & Holland, 1979), pro-
vide quali“ed support for the effectiveness of cognitive-
behavioral approaches in reducing SCD-related pain and
improving quality of life, as is the case for such interventions
in other pediatric groups (Walco, Sterling, Conte, & Engel,
1999). Replication of these “ndings with pediatric samples
using standardized interventions and control groups is neces-
sary (Walco et al., 1999). Furthermore, issues speci“c to
SCD, such as cognitive functioning and anxiety and depres-
sion, must be considered to assess utility for painful episodes
(Gil et al., 2001). In summary, •evidence for the generaliza-
tion, maintenance, practicality, and cost-effectiveness of
these interventions will be an important future goalŽ (Manne,
1999, p. 148).

Recurrent Headache. Recurrent headache in children
involves discrete and unpredictable pain episodes that may sig-
ni“cantly impact psychosocial functioning. About 25 of every
1,000 school-age children experience recurrent headache;
more than 1 million children experience migraine speci“cally
(Holden, Rawlins, & Gladstein, 1998). Diagnosis of headache,
which has typically been made as migraine (autonomic ner-
vous system symptoms) or tension headaches (muscular ten-
sion), may also be conceptualized on a continuum as children
and adolescents often experience more than one type of
headache (Holden, Deichmann, & Levy, 1999). Assessment
and diagnosis of recurrent headache is made through history-
taking and carefully selected laboratory tests. As in the case of
pediatric pain more generally, a pain diary can be a useful tool
in the assessment of headache (McGrath & Larsson, 1997).
Precise diagnosis is hampered by a lack of clear underlying
physiology and the lack of reliability of children•s reports.

Individual and family factors must be considered in de-
signing interventions for children with recurrent headache
given evidence that psychosocial factors play a role in their
onset, maintenance, and exacerbation. Holden et al. (1998)
reported that gender and perceived control in”uence how
adolescents cope with recurrent headache. Active coping was
used by males who perceived control over their headaches
and by females who did not perceive control. Problem solv-
ing, seeking medical help, using social support, cognitive re-
structuring, and relaxation were viewed as most helpful.
Labbe (1999) pointed to research showing the impact of fam-
ily context; parental modeling of coping with headache is an
important issue as may be positive reinforcement children re-
ceive for reports of headache pain.
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There is compelling evidence to support CBT, targeting the
antecedents and consequences of recurrent headache, as ef-
fective. Speci“cally, Holden et al. (1999) concluded that the
use of relaxation/self-hypnosis is a well-established and ef“-
cacious treatment (see Tables 19.1 and 19.2). Studies typically
use imagery-based or progressive muscle relaxation and en-
courage children and adolescents to engage in relaxation at
the onset of headache symptoms. The focus of this research
has been on promoting the use of the intervention, through
practice at home, without the aid of a psychologist/coach.
Furthermore, implementation of treatment in nonclinic-based
sites (in schools) and in self-administered formats has been
successful. For instance, McGrath et al. (1992) developed an
intervention in which children and adolescents with migraine
headaches were trained in coping and in relaxation tech-
niques; one group self-administered the intervention and one
group received the training with an interventionist. Compared
to an education-only control group, both intervention groups
show improvement in headache pain.

In the case of recurrent headache, the literature suggests
that cognitive-behavioral interventions are more effective
than pharmacological interventions (Hermann, Kim, &
Blanchard, 1995). However, the combined effects of CBT
with pharmacotherapy have not been well studied (Holden,
Deichmann, & Levy, 1999). In practice, cognitive-behavioral
interventions are employed with children with recurrent
headache less often than they merit. It has been recommended
that the research reviewed here be disseminated widely;
physicians and parents need to be informed of the effective-
ness shown for CBT for pediatric pain (McGrath, 1999).

Treatment Adherence

Nonadherence to prescribed treatment for acute and chronic
conditions is estimated to be about 50% in pediatric popula-
tions (La Greca & Schuman, 1995). Nonadherence also oc-
curs in the context of life-threatening conditions and in spite
of potentially serious short- and long-term consequences in
terms of development of illness symptoms, hospitalizations
and missed school days, and permanent disability. The fac-
tors associated with treatment adherence are complex and
various but key individual, family, and contextual factors
that promote adherence are being elucidated. Christiaanse,
Lavigne, and Lerner (1989) contend that treatment adherence
may be viewed as one aspect of adjustment to chronic illness.
The association between factors related to adjustment and
those related to adherence (Christiaanse et al., 1989) has been
supported in the general pediatric literature. Child factors of
younger age (Korsch, Fine, & Negrete, 1978; La Greca,
1990), use of adaptive coping strategies (Jacobson et al.,

1990), and adequate adjustment (Christiaanse et al., 1989;
Korsch et al., 1978) have been related to greater treatment ad-
herence in various pediatric samples. Parent problem-solving
skills (Fehrenbach & Peterson, 1989) and family functioning
(Christiaanse et al., 1989) have also been positively related to
treatment adherence.

Illness severity has not been reported as a predictor of ad-
herence while disease chronicity and treatment complexity
have (La Greca & Schuman, 1995). IDDM requires a com-
plex and intensive treatment regimen (Johnson, 1998); there-
fore, it has drawn the attention of child health psychologists.
The goal of treatment for IDDM is to give insulin in a man-
ner that approaches normal pancreatic function (Johnson,
1998). This goal is accomplished through blood glucose
monitoring and insulin provision over the course of the day.
Dietary restrictions and exercise are used to stabilize blood
glucose levels. This regimen requires knowledge, the ability
to make judgments regarding insulin requirements, technical
skill in terms of injections, and commitment. Hypoglycemia
and hyperglycemia are possible short-term complications.
Long-term complications of IDDM, particularly if poorly
controlled, include blindness, heart disease, renal disease,
and amputations.

Building an alliance among patient, parents, and health
care providers plays a role in improving adherence behaviors
(Gavin, Wamboldt, Sorokin, Levy, & Wamboldt, 1999). The
term treatment adherence has replaced the older term, com-
pliance, because adherence connotes the active and willful
role of the patient and family in administering treatment and
making decisions regarding illness management„it pre-
sumes the need for a partnership. Gavin et al. (1999) exam-
ined the association of treatment alliance with adherence
ratings and asthma outcome measured one year after initial
assessment in a study of 30 adolescents with asthma and their
families. Childhood asthma is a major cause of school absen-
teeism and hospitalization. The treatment regimen for asthma
is composed of medication management and prevention
through manipulation of environmental triggers. Poverty and
barriers to health care complicate treatment adherence (Creer,
1998). In the Gavin et al. (1999) study, physician report
of treatment alliance was associated with measures of treat-
ment adherence and asthma outcome for these adolescents.
Treatment alliance was not associated with demographic
characteristics of the sample or adolescent psychological
functioning but was associated with parent self-esteem and
family functioning.

A number of models have been presented to explain non-
adherence and identify targets for intervention. The health
belief model has received attention in the literature with
mixed results. In this model, perceived susceptibility to
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illness or illness symptoms, perceived severity of symptoms,
and costs (perceived barriers) versus bene“ts of engaging in
treatment interact to predict adherence (Janz & Becker,
1984). Bond, Aiken, and Somerville (1992) illustrate the
complexity and inconsistency of “ndings regarding the
health belief model. They applied the model to adolescents
with IDDM, adding perceived cues (onset or change in ill-
ness symptoms) to engage in adherence behaviors. They
reported that perceived cues were most associated with ad-
herence such that when symptoms were experienced, adoles-
cents with IDDM were more likely to seek medical help.
Bene“ts-costs were also associated with adherence. For
threat (perceived susceptibility and severity), adherence was
highest in the case of low threat and high bene“ts-costs but
metabolic control was highest in the case of high threat and
high cues.

Research examining the effectiveness of interventions to
improve treatment adherence is complicated by a prolifera-
tion of indirect and direct approaches to measuring adherence
and related questions regarding the reliability and validity of
the measures used (La Greca & Schuman, 1995). Indirect
measures are patient and parent reports of adherence behav-
iors or patient, parent, and physician ratings of adherence.
These measures tend to overestimate adherence. Direct or ob-
jective measures of adherence such as observation of patient
engagement in procedures, drug assays, and pill counts have
been subjected to criticism due to observer bias and individ-
ual differences in metabolism. An additional complication is
the lack of one-to-one correspondence between following
prescribed treatment and positive medical outcome; that is, as
the health beliefs model suggests, why engage in compli-
cated, time-consuming, and sometimes painful treatments
when the payoff in terms of illness symptoms is unclear?
This not only contributes to a lack of adherence but also
makes physical health an unreliable outcome measure for in-
terventions targeting adherence. It has been suggested that
multiple measures of adherence, direct and indirect, be em-
ployed and that patients• speci“c adherence behaviors be
compared to treatment prescribed speci“cally to them (not a
general treatment regimen for the condition under study; La
Greca & Schuman, 1995).

Research with pediatric samples supports the effective-
ness of education for parents and children, that is, improving
knowledge and skills in carrying out treatment for chronic
pediatric illnesses (Delamater et al., 1990). Coping skills
training or training in approaches to problem solving has also
been effective in work with children with chronic illness be-
cause it allows the patient to address his or her unique barri-
ers to adherence (Delamater et al., 1990; Satin, La Greca,
Zigo, & Skyler, 1989). Satin et al. (1989) studied adolescents

with IDDM who participated in multiple family groups only
or multiple family groups and simulation of treatment re-
quirements by parents. Multiple family groups concentrated
on problem-solving barriers to adherence. A control group
received no intervention. Findings showed that compared to
the control group, both treatment groups had better metabolic
control and maternal reports of adherence for up to six
months.

Concrete measures, such as increased medical supervi-
sion, token reinforcement, and parental praise for keeping
appointments (Finney, Lemanek, Brophy, & Cataldo, 1990;
Greenan-Fowler, Powell, & Varni, 1987), are effective in
improving adherence. Da Costa, Rapoff, Lemanek, and
Goldstein (1997) reported the outcome of an intervention
program involving parent and child education and token re-
inforcement for taking medication using a case study, a
withdrawal design with two children with moderate to
severe asthma. Results indicated that use of token reinforce-
ment was helpful in improving medication adherence; how-
ever, maintenance was problematic once the reinforcement
was withdrawn, and the impact on pulmonary function was
not clear.

To summarize, multicomponent intervention programs
appear to be most effective in improving adherence to pre-
scribed treatments because they can target each family•s bar-
riers to adherence (La Greca & Schuman, 1995). However, it
is dif“cult to determine which components of these programs
lead to their effectiveness. It is recommended that the effec-
tiveness of interventions with particular patients and their
families be assessed in prospective studies that employ pri-
marily objective measures of adherence.

INDICATED INTERVENTIONS

Traumatic Brain Injury in Children

Traumatic brain injury (TBI) is the leading cause of death and
permanent disability in children and adolescents (Guyer &
Ellers, 1990), affecting between 185 and 230 per 100,000
children under 15 years of age (Kraus, 1995). TBI is not
evenly distributed in the population. That is, some children
and adolescents appear to be at increased risk for injury, in-
cluding those with behavior and/or learning problems, high
risk taking, or disadvantaged families who monitored their
behavior less prior to injury (Kraus, Rock, & Hamyari, 1990;
Ylvisaker, 1998). In turn, these risk factors impact the avail-
ability of supports necessary after the injury.

The impact of TBI on society is profound in terms of
“nancial cost, family stress, disruption in school, and the
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potential it presents for long-term dif“culties into adulthood.
As with other injuries and illnesses that occur in childhood,
TBI disrupts the normal course of development. Tasks previ-
ously mastered must be relearned before the child can move
forward (Sherwin & O•Shanick, 1998). The manner in which
this disruption occurs varies as a function of pre- and postin-
jury factors, including the child•s age, premorbid ability,
achievement and personality, the nature and severity of the
injury, and the quality of early medical intervention, ongoing
rehabilitation and educational services, and family, friends,
and community resources (Ylvisaker, 1998). These factors
combine in many different ways, resulting in a broad range of
clinical presentations.

Despite the varying clinical pictures of children with TBI,
researchers have attempted to identify common neurocogni-
tive characteristics among these children. Visuomotor and vi-
suospatial functions have been consistently described as
areas of weakness (e.g., Chadwick, Rutter, Shaffer, & Shrout,
1981; Winogron, Knights, & Bawden, 1984). Decreased
arousal and alertness are common in the early phase of recov-
ery, and dif“culties with attention (e.g., distractibility, poor
attentional control, dif“culty shifting attention) may persist
(Dennis, Wilkinson, Koski, & Humphreys, 1995). Problems
with encoding and retrieving new information are also com-
monly observed (Levin, Ewing-Cobbs, & Eisenberg, 1995).
Executive functions (i.e., organizing, self-monitoring, rea-
soning, and judgment) are often signi“cantly impaired, re-
sulting in social, behavioral, and affect-regulation dif“culties
as well as academic struggles. Children with TBI often expe-
rience dif“culties in everyday activities that require them to
apply and/or generalize previously learned information in a
new way, retain information over time, and focus or monitor
attentional effort over time (Ewing-Cobbs, Levin, & Fletcher,
1998). These weaknesses may not readily be apparent with-
out observation of behaviors and cognitive functioning
within the naturalistic context of the child•s classroom. This
type of collaborative, multidisciplinary assessment is essen-
tial to highlight the impact of the child•s injury on daily func-
tioning and plan for an effective rehabilitation program
(Ylvisaker, 1998).

In most clinical settings, rehabilitation programs for severe
TBI in children involve a multidisciplinary team of profes-
sionals (physicians, nurses, occupational therapists, psycholo-
gists, speech and language psychologists, social workers, and
teachers), each working to enhance functioning. Empirical
studies examining the effectiveness of rehabilitation with this
population are sparse. In general, the literature consists mostly
of descriptive case studies that are not designed to evaluate
ef“cacy. Published studies lack control groups of children
matched on injury variables and preinjury demographic

variables, and children have not been randomized to receive
the intervention (Michaud, 1995).Additionally, many rehabil-
itative approaches are borrowed from adult models and
applied to children, with little attention to the vast differences
between children and adults in brain development, cognitive
processes, and the role of the family in recovery (Ylvisaker &
Szekeres, 1998). Early rehabilitation programs focused on im-
proving discrete cognitive processes via hierarchically graded
retraining exercises or by promoting compensation for spe-
ci“c cognitive weaknesses by teaching speci“c strategies in an
of“ce-bound setting. While techniques such as these often re-
sult in performance gains on rehabilitation-speci“c tasks, they
seldom transfer to functional activities in the child•s life (e.g.,
Frazen, Roberts, Schmits, Verduyn, & Manshdi, 1996), and
the extent to which these gains are maintained over time is un-
clear. This has led to a call for greater inclusion of functional
tasks into rehabilitation programs to bridge the gap between
skills being taught and •real-life functioningŽ (Gordon &
Hibbard, 1992, p. 364).

More recently, Ylvisaker (1998) proposed a framework
for cognitive rehabilitation, which emphasizes an integrated,
nonhierarchical, contextual approach that promotes enhanced
cognition as well as improved performance of functional ac-
tivities. Unlike traditional adult models, this framework
stresses the importance of collaboration with •everyday peo-
pleŽ (e.g., teachers, family members) as key members of the
child•s rehabilitation team (Ylvisaker & Feeney, 1998, p. 9).
This model acknowledges the competence of family mem-
bers, teachers, and others who have contact with the child
daily, and looks to them to provide valuable insights into the
child•s strengths, weaknesses, and motivation. Rehabilitation
efforts are focused toward meaningful, pragmatic aspects of
the child•s functioning such as enhancing school perfor-
mance (by improving planning, organization, and memory
functioning), prevention behavior problems (via contingency
management), and decreasing social isolation (by increasing
social contacts and improving social relations). Ylvisaker
argues that provision of rehabilitation services in multiple
settings encourages generalization and promotes mainte-
nance of gains. Embedding training in functional tasks from
the outset, rather than beginning with retraining exercises
that have less application to real-world settings, is also pre-
sumed to facilitate generalization. Involving and training
nonprofessionals in the rehabilitation program is particularly
important with managed care health insurance, which has
often reduced the intensity and duration of services provided.

Finally, in planning a comprehensive intervention pro-
gram for children with TBI, it is important to remember that
the child•s social ecology is impacted (Waaland, 1998). Chil-
dren may be painfully aware that school and learning are now
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much more dif“cult than prior to their injury. They may feel
abandoned by friends and unable to be involved in activities
they enjoyed previously because of physical or cognitive lim-
itations. Parents are confronted with how to manage the mul-
tiple needs of their previously healthy child. Family members
may each have very different beliefs about the child•s current
behaviors/abilities and potential for recovery. Siblings too
may feel confused, neglected, and may blame themselves for
their sibling•s injury. It is particularly important to be aware
of family beliefs and reactions to the child•s injury, as family
environment (e.g., family stress, burden) has been shown to
have an impact on psychosocial and behavioral outcomes
(Taylor et al., 1995). This underscores the importance of
involving and supporting whole families throughout the reha-
bilitation process.

Pediatric Brain Tumors

With increasing numbers of survivors of pediatric brain tu-
mors, attention has turned to the impact of these diseases and
treatments on quality of life. Increased survival has been
linked to medical, cognitive, and psychological sequelae;
children who survive pediatric brain tumors are more fre-
quently at risk for signi“cant late effects from the tumor and
the treatment than other childhood cancer survivors (Ris &
Noll, 1994).

Children with brain tumors are at risk for cognitive im-
pairment due to the nature and location of the disease process
and of frequently used irradiation treatment. Ris and Noll
(1994) noted that most studies of neuropsychological func-
tioning after brain tumor diagnosis and treatment contain
samples that include various tumor types located in different
brain areas, making generalizations regarding cognitive
de“cits dif“cult. Nevertheless, there are some consistencies;
research suggests that children with supratentorial tumors are
at greater risk for intellectual impairment than infratentorial
tumors (Mulhern, Crisco, & Kun, 1983; Mulhern & Kun,
1985), and that the pattern of de“cits for children with brain
tumors resembles the pattern found in children with nonver-
bal learning disabilities (Buono et al., 1998).

Children who are treated for brain tumors exhibit lower
social competence, fewer and more negative peer relation-
ships, and more problematic social adjustment than healthy
children (Foley, Barakat, Herman-Liu, Radcliffe, & Molloy,
2000; Mulhern, Hancock, Fairclough, & Kun, 1992; Vannatta,
Garstein, Short, & Noll, 1998). Furthermore, studies have
shown an association between special education place-
ment and poor social adjustment in childhood cancer sur-
vivors (Deasy-Spinetta, Spinetta, & Oxman, 1989; Kazak &
Meadows, 1989).

Research on interventions to address the apparent social
skills de“cits that underlie problems in social adaptation of
children with brain tumors is limited. The limited data on
brain tumor survivors suggests that social skills training may
be helpful for some survivors (Die-Trill et al., 1996). In addi-
tion, there is a published report of the successful use of social
skills training with survivors of childhood cancer (Varni,
Katz, Colegrove, & Dolgin, 1993), but children with brain
tumors were not included in the sample. The authors evalu-
ated individual social skills training as a supplement to a
standard school reintegration program for children with can-
cer. Using a random sample of 64 children between the ages
of 5 and 13 years old, they found that those children who re-
ceived the social skills training reported higher perceived
peer and teacher social support at a nine-month follow-up
compared to baseline levels. Furthermore, parents of these
children reported decreased internalizing and externalizing
behavior problems and an increase in social competence. By
contrast, the standard treatment group did not report any
signi“cant change in social or behavioral functioning. The
literature on the effectiveness of social skills training with
samples similar to children with brain tumor, such as children
with learning disabilities, is promising (Schneider, 1992); so-
cial skills training programs have been widely used with this
population for more than 20 years (Kavale & Forness, 1996).
Schneider (1992) reported that social skills programs were
more successful when used with socially withdrawn children
who are much like brain tumor survivors.

One of the authors (LPB) is involved in a pilot study
testing a manual-based, social skills training intervention for
8- to 13-year-old children treated for brain tumors and as-
sessing the association of neuropsychological functioning
with social skills and with children•s ability to bene“t from
the intervention. The training took place in six weekly groups
of “ve to eight children and had a closely linked parent com-
ponent. Targeted social skills were nonverbal social skills,
starting, maintaining, and “nishing conversations, giving
compliments, empathy and con”ict resolution, and coopera-
tion. In each session, homework was reviewed “rst while
parents were present, then speci“c skills were presented,
examples demonstrated, and role-plays undertaken. Children
were given weekly homework assignments. The parent com-
ponent involved education and information regarding the
targeted social skills, problem-solving barriers to practicing
social skills, and discussions of the impact of the brain tumor
on the child and on the family. Initial feedback from families
was positive, and attendance was consistent. Preliminary
“ndings support an association of neuropsychological func-
tioning with social skills (Carey, 2000) and improved social
skills and social functioning from baseline to a nine-month
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follow-up assessment. The “ndings suggest that further re-
search to test social skills training in an empirically rigorous
manner is required.

Transplantation

In the past 15 years, transplantation has become the treatment
of choice for children with end stage disease due largely to
the availability of effective immunosuppressive agents. Solid
organ transplants (such as kidney, cardiovascular, and liver)
and stem cell transplants are the most common pediatric
transplants in children and adolescents. Multiple organ trans-
plants remain experimental in children and adolescents.
Three-year survival rates vary by type of transplant and age
of the child (younger children have poorer survival rates), but
the rates vary between 70% and 90% (Stuber & Canning,
1998).

Children treated with transplantation show psychological
dif“culties similar to those reported for other children with
chronic illnesses. For instance, DeBolt, Stewart, Kennard,
Petrik, and Andrews (1995) used standardized measures of
child and family functioning to compare 41 children and ado-
lescents at least four years post-liver transplant with pub-
lished norms for chronically ill and medically well children.
Although the functioning of the transplant patients was simi-
lar to that of children with chronic illness, children with trans-
plants showed lower social competence and more functional
dif“culties than the medically well children. The impact of
the transplant on family functioning was less signi“cant than
with other children with chronic illness. Age at hospitaliza-
tion, years posttransplant, and other demographic factors
were not associated with child and family functioning. Simi-
lar “ndings were reported in a study of children and their
families awaiting heart or heart-lung transplantation at two
points six months apart, with the exception that family and
marital stress were signi“cant (Serrano-Ikkos, Lask, &
Whitehead, 1997). In a review of the literature on cognitive
and psychological functioning of children who have under-
gone heart transplant, Todaro and colleagues (2000) found
that children with complicated transplants (such as those who
experience infection or rejection) are at risk for problematic
cognitive functioning, and children in the “rst year posttrans-
plant may be at risk for psychological dif“culties. However,
children•s distress reduces over time and children without
complications do not show problematic cognitive outcomes.
Subclinical levels of distress have been reported for parents
of children undergoing transplantation especially prior to ad-
mission, compared to during and after the transplant (Heiney,
Neuberg, Myers, & Bergman, 1994; Streisand, Rodrique,
Houck, Graham-Pole, & Berlant, 2000).

The psychological transplantation literature is sparse, re-
”ecting insuf“cient standardization of assessment strategies
and few empirical studies of interventions. From the extant
literature, assessment and intervention in organ and bone mar-
row transplants are approached on multiple levels (patient,
family, and health care context) and over three phases of
transplant: pretransplant, during the transplant, and posttrans-
plant (Stuber & Canning, 1998). Unlike adult transplant, as-
sessment pretransplant usually does not serve as a gatekeeper
to transplant in pediatrics but as a method for anticipating
problems with adjustment to the transplant and adherence
with burdensome hospitalization and medical interven-
tions during and after. Speci“cally, pretransplant assessment
focuses on child and parent psychological adjustment, the
child•s cognitive functioning as it impacts ability to under-
stand and to adhere to treatment, the availability of social
support during the hospitalization, understanding of the trans-
plant and commitment to the procedure by both the child and
at least one parent, and current and past treatment adherence
issues (Shaw & Taussig, 1999).

Interventions pretransplant are aimed at preparing the
child and family for the stress of transplant hospitalization by
addressing misunderstandings about the procedure, by treat-
ing problems in adjustment, and by teaching the child and the
family adaptive coping strategies and cognitive-behavioral
approaches to pain management. In addition, pretransplant
interventions aim to improve outcome by building strong al-
liances between families and the medical team and bolstering
family and community supports. Streisand et al. (2000)
reported a pilot intervention aimed at improving the coping
responses of parents of children undergoing bone marrow
transplantation. A stress-inoculation approach, with cognitive
and behavioral components, was implemented in a random-
ized, controlled, one-session design. The authors reported
that parents who participated in the intervention showed
more adaptive coping efforts, suggesting that the intervention
was successful in teaching parents stress-reduction tech-
niques. However, the change in coping did not result in less
distress for intervention parents when compared to parents
receiving standard transplant care.

During the transplant, which involves an extensive period
of hospitalization, psychological and physical aspects of the
transplant are the foci of assessment and intervention. Most
commonly, pain management, reduction of the fear, anger,
and anxiety associated with pain and prolonged hospitaliza-
tion, addressing withdrawal often exhibited by children, and
addressing strains in the relationship of staff to families are
helpful in this phase (Slater, 1994; Stuber & Canning, 1998).

Transplantation is associated with long-term medical com-
plications including rejection of the organ or bone marrow,
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secondary infection, and effects of long-term use of immuno-
suppressive agents (Sormanti, Dungan, & Rieker, 1994).
Moreover, limitations on quality of life remain due to contin-
ued medical complications (Zamberlan, 1992), and concerns
about prognosis, parental adjustment, and “nances continue
(Sormanti et al., 1994). Future directions for research in
transplantation include the prospective assessment of stress
and adjustment in children and their parents. This information
may be used in the development and systematic evaluation of
interventions particularly focused on implementation early in
the transplant process (Streisand et al., 2000).

CONCLUSIONS

We have integrated the literature on interventions in child
health psychology developing four assumptions and within
the framework of levels of intervention, universal, selective,
and indicated. Although a number of well-established inter-
ventions have been identi“ed, systematic intervention re-
search to establish the effectiveness of interventions for the
broad range of child health issues is in its beginning stages.
Re”ecting on the surprising lack of published intervention
studies in pediatric psychology, Drotar (1997) discusses sev-
eral barriers that have limited this literature. The inherent
dif“culties in conducting intervention trials, combined with
increasing pressures for pediatric psychologists to focus on
provision of direct services to patients and families, can be
signi“cant impediments. At the same time, as Drotar notes,
there are several avenues by which research on child health
interventions can partner with, and enhance, the overall qual-
ity of care provided to children and families. For example,
there is increased acknowledgment of the importance of psy-
chosocial well-being and function as an outcome of pediatric
treatments. While research and clinical practice have often
been viewed as separate activities by child health psycholo-
gists, more attention to the acceptability (social validity) of
psychological interventions, to patients, families, and staff,
may lead to increased interest and support for our efforts to
provide treatments with empirically supported outcomes.

Future directions for intervention research in child health
psychology have been delineated throughout this chapter.
We focus on three goals here. First is the integration of psy-
chological and pediatric interventions and outcomes. In
procedural pain, for example, evaluation of approaches com-
bining pharmacological and psychological interventions
(e.g., sedative, anxiolytic, or pain medication plus CBT) has
proven helpful. Work related to treatment adherence must
consider medical variables to maximize resolution of these
problems.

Second, some of the most effective treatments in
Table 19.1 rely on combined approaches; therefore, it will be
important to understand what elements of the intervention are
contributing to its effectiveness. This may allow for greater
precision in the development of interventions and for re“ne-
ment of interventions that may facilitate their acceptability to
patients, families, and health care providers. Alternatively,
it allows us to step back and view the “eld of child health
intervention more broadly. For example, what general charac-
teristics of interventions are important and how can we maxi-
mize these more generic contributors? It is critical that we be
able to say that an intervention was delivered in the manner
that it was intended, or that the interventionist was adherent to
the treatment manual or protocol and competent in the imple-
mentation. Establishing this type of validation for the deliv-
ery of interventions is crucial (Moncher & Prinz, 1991).

Finally, research on issues that cut across disease groups
may be facilitated using family systems theory and interven-
tion. The child health psychology literature is generally orga-
nized by medical disease groups, attendant to the National
Institutes of Health•s organization by disease-de“ned Insti-
tutes. Yet, as Table 19.1 indicates, the generally effective
methods are highly consistent across diseases. It appears that
there are commonalities to the types of experiences that chil-
dren with various chronic illnesses and their families have
(e.g., disruption, fear, ongoing needs for care, worries about
other children) although there are speci“c aspects of particu-
lar diseases and treatments that may be common to some but
not all illnesses (e.g., dietary requirements, cognitive impair-
ments, restrictions in mobility).

In conclusion, child health psychology is a growing “eld
in which psychological knowledge is applied to address the
concerns of pediatric health and illness. A broad, contextual
orientation provides a framework for integrating research and
clinical practice to support children, families, and health care
providers as they confront challenges related to children•s
well-being. The “eld is diverse; the current primary chal-
lenge of child health psychology is the development and
evaluation of effective interventions with suf“cient ”exibility
to address the entire range of diseases, treatments, and related
child and family adjustment.
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Adolescent health is a broad, multidisciplinary “eld encom-
passing, at a minimum, clinical and developmental psychol-
ogy, education, environmental design, law, nursing, nutrition,
pediatrics, psychiatry, and social work. The sheer amount of
information relevant to promoting adolescent health poses
various challenges. Clinically, good patient care requires
collaborative efforts among different disciplines, with an
overlap of core knowledge that is shared, as well as appreci-
ation for the specialized expertise of each professional.
Similarly, designing training programs necessitates setting
priorities for knowledge and skills for one discipline while
drawing from others as well. Advancing our knowledge of
adolescent development and care, and disseminating such
information, ideally involves familiarity with “ndings and
journals in many “elds.

One chapter cannot do justice to this broad array of areas.
We focus on those unique aspects of adolescence that
have particular salience for teenagers• health and health care.
Many aspects of health are therefore omitted. For example,
while the treatment of psychiatric disorders is clearly impor-
tant in adolescence, these mental health needs are not unique
to this developmental stage. Similarly, some adolescents re-
quire treatment for cancer, heart disease, and a variety of
other physical disorders, but such problems are more preva-
lent at other ages. This chapter reviews aspects of physical
and psychosocial development speci“c to adolescence and
their interaction with health care, including major sources of
morbidity and mortality, salient areas of health care, and spe-
cial services for adolescents.

ADOLESCENT DEVELOPMENT AND HEALTH

Physical Development

The onset of puberty in males is typically signaled by subtle
testicular changes at about 11.5 years of age, concomitant
with the start of their growth spurt. The average duration of
puberty is three years, but it can range from two to “ve years.
The growth spurt peaks relatively late at about 14 years,
when changes in the genitals and pubic hair are very evident.
(For further information regarding physical development,
see McAnarney, Kreipe, Orr, & Comerci, 1992; Neinstein,
1996a.)

Pubertal development begins earlier in females, with the
start of their growth spurt at about 8.7 years, followed by the
“rst sign of breast development (breast budding) one year
later. Their growth spurt peaks at 11.6 years, well before sig-
ni“cant changes in breast and pubic hair and before menarche
at about 12.3 years. Major changes in body size and compo-
sition therefore occur much earlier in girls than boys, with
girls reaching their growth peak at about the same chronolog-
ical age as boys begin their adolescent growth spurt.

Even among normal adolescents, the timing and duration
of puberty vary tremendously and are thus poorly correlated
with chronological age. This prompted the development of
a rating scale for sexual maturity (Tanner, 1962), based on
pubic hair and breasts for females and pubic hair and genitalia
in males. For both sexes, the scale ranges from Stage 1
(completely prepubertal) to Stage 5 (adult secondary sexual
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characteristics). Adolescent medicine specialists have pro-
moted the routine use of Tanner staging. Clinically, a 12-year-
old girl at Stage 1 will have very different concerns and health
risks than 12-year-old girls at Stage 4 or 5.

Tanner staging is also valuable for research purposes. For
example, a study of panic attacks among sixth- and seventh-
grade girls reported striking differences in the incidence
of panic attacks as a function of sexual maturity, but no
differences due to chronological age (Hayward, Killen, &
Hammer, 1992). Traditionally, Tanner stage is rated by physi-
cians and based on physical examination. Fortunately, Litt
and her colleagues (Duke, Litt, & Gross, 1980) found that
teenagers can rate themselves with considerable accuracy,
and this method has been employed in more recent research.
While accuracy appears to be more problematic with abnor-
mal samples (e.g., adolescents with growth retardation), self-
ratings seem to be acceptably reliable and valid with normal
populations (see Finkelstein et al., 1999).

It is impossible to overemphasize the extent of physical
change that occurs during the relatively brief period of pu-
berty. Major endocrine changes are associated with the onset
of puberty, with three distinct changes in the hypothalamic-
pituitary unit and (typically) increased secretion of sex
hormones from the adrenal gland. Other changes occur in
insulin secretion, growth hormone, and somatomedins. While
it seems evident that substantial increases in hormonal levels
(especially testosterone) would be related to increased sexual
urges and to aggression, the effects on behavior are not yet
well understood. What is clear is that teenagers experience
major biochemical and skeletal changes during puberty.

During childhood (age 5 to 10 years), the average child
grows 5 cm to 6 cm per year. In contrast, during the average
adolescent growth spurt (24 to 36 months), girls grow 23 cm
to 28 cm, and boys grow 26 cm to 28 cm taller„a growth rate
of 10 cm to 11 cm per year, twice that of childhood. For both
genders, pubertal growth accounts for 20% to 25% of “nal
adult height. Weight growth is even more dramatic, account-
ing for about 50% of ideal adult body weight.

Other physical changes accompany rapid increase in
height and weight. Adolescents grow in a concentric fashion,
with their extremities (heads, hands, and feet) reaching adult
size “rst, followed by their limbs and “nally their torsos. This
accounts for the •ganglyŽ appearance of many teenagers,
who seem to be •all arms and legs.Ž Teenagers also experi-
ence signi“cant changes in body composition. Percentage
of body fat changes from about 15% in prepubertal girls
(comparable to that of prepubertal boys) to 27% by Tanner
Stage 4, along with pelvic remodeling and the emergence of
breasts and hips. In contrast, lean body mass increases in
boys to about 90% at maturity, largely re”ecting in-
creased muscle mass. During puberty, boys also experience a

sevenfold increase in the size of the testes, epididymis, and
prostate, while the phallus usually doubles in size. Given
these signi“cant changes in body size and shape, adolescent
medicine clinicians joke that young teenagers are obsessed
with their hair because it is the only part of their bodies that
they recognize from one month to the next. Indeed, it is re-
markable that adolescents are able to remain suf“ciently
coordinated to be able to play a variety of sports.

Spermarche, the onset of seminal emission, appears to be
an early pubertal event for boys (median age 13.4 years) al-
though there is considerable variation (range 11.7 to 15.3). It
precedes peak height velocity in most boys and may occur
with no evidence of pubic hair development. Some sperm are
usually present in the ejaculate by Tanner Stage 3 but fertility
is generally not reliable until Tanner Stage 4.

Menarche, the onset of a girl•s monthly period, has been
studied much more extensively than spermarche, presumably
because it is a discrete and salient event unlike the more
subtle sexual development of boys. American girls experi-
ence menarche at about 12.3 years (with normal variation
from 9 to 17 years). A secular trend has been observed over
the last century, with a gradual decrease in the age of menar-
che both in the United States and in European countries. This
decrease is hypothesized to re”ect improved nutrition and
appears to have leveled out with little decrease from 1960 to
the present.

For individual girls, the age of menarche is a function of
factors such as race, socioeconomic status, heredity, nutrition,
culture, and body composition. For example, menarche tends
to occur at a later age in rural families, in larger families, and
at higher altitudes. Also, amenorrhea (the absence or cessa-
tion of periods) is commonly found among girls who are un-
derweight and/or have an unusually low percentage of body
fat, such as athletes or ballerinas who train intensively.

Despite the apparent stability of the age of menarche,
however, there have been reports that the onset of secondary
sexual characteristics is occurring at an earlier age for many
American girls. After observing breast development in a
number of young female patients (age 7 to 9 years), a pedia-
trician launched a large study of 17,000 girls. This investiga-
tion con“rmed the clinical observation, and it does appear
probable that American girls are developing secondary sex-
ual characteristics at an earlier age than they did in the 1960s,
even through the age of menarche remains unchanged
(Herman-Giddens et al., 1997). This “nding has prompted in-
tense speculation regarding the reason for the change, with
the most popular culprit hypothesized to be the increased fat
in the American diet: It may be that even mild obesity is pro-
viding the trigger for very early sexual development. Alterna-
tive hypotheses focus on environmental changes, including
increased hormones in milk and other animal products
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TABLE 20.1 Developmental Tasks of Adolescence

Gain independence from family.
Expand relationships outside home:

Other adults.
Same-sex peers.
Opposite-sex peers.

Have realistic self-image.
Handle sexual drives.
Concrete to abstract thought.
Develop value system.
Make realistic plan for social and economic stability.

(see Lemonick, 2000). Whatever its origin, this physical
trend prompts concern among both parents and health profes-
sionals regarding the potential impact on girls• psychosocial
development.

Psychosocial Development

The developmental period of life that we term adolescence is
somewhat elastic in its boundaries, but generally includes
children from 12 to 20 years of age. It is bounded by biology
at one end (the onset of puberty) and by social and legal con-
ventions at the other end (the age when one is considered an
adult). For individual children, the perception that they have
entered adolescence may be triggered by their own pubertal
changes or by changes evident in their peers, hence the lack
of a clear-cut boundary. The end point is also unclear, with
American children being considered suf“ciently adult to
drive at age 16, vote at age 18, and drink only at age 21 (de-
pending on the state where they live). Transition times also
vary in health care settings, with pediatric services typically
including age 12 to 20 (except for college health) while psy-
chiatric services designed for adolescents are generally
unavailable after their eighteenth birthday.

Adolescents have a number of developmental tasks to
accomplish during this relatively brief period of life (see
Table 20.1). They must learn to function as independent
adults, separate from their families, while not severing ties
to the family. They also become increasingly oriented to oth-
ers outside the family as they develop signi“cant relation-
ships with other adults (e.g., teachers, coaches) and with peers
of both sexes. Their self-image is consolidated and incorpo-
rates their sexual identity (e.g., What does it mean to be a
woman? How am I the same as, and different from, a man?).
Self-image includes body image, which many believe is
crystallized during adolescence. A host of new sensations and
feelings emerge, and adolescents must come to terms with
their sex drives and determine how to manage them. The
transition from concrete operations to formal operations not
only paves the way for learning higher order mathematics
and other abstract concepts, but also provides adolescents with

new tools and interests as they increasingly contemplate their
own lives and the human condition. Finally, adolescents need
to develop a plan for their future, establishing a direction,
goals, and appropriate training for a career.

This is a daunting list of tasks to accomplish in eight
years, reinforcing the traditional, psychoanalytic view of
adolescence as a tumultuous, troubled time of life. Yet, a con-
siderable amount of more recent data (Offer, Ostrov, &
Howard, 1981) reports that about 75% to 80% of teenagers
experience adolescence as a positive and pleasant period of
life. How do adolescents manage this, with so many develop-
mental tasks to accomplish?

One reason is that many of these tasks are not begun de
novo in adolescence. For example, children have been gain-
ing increased independence throughout childhood as they
learn to feed and dress themselves, choose preferred activi-
ties, stay overnight at a friend•s house, and go away to camp.
In a study of 483 children and adolescents, Larson and
Richards (1991) reported that the amount of time children
spend with their families decreases from about 50% at Grade
5 to about 25% at Grade 9. While this is a considerable
decrease, it is not an all-to-none change. Similarly, many
aspects of self-image have been developed by the end of
childhood, and preadolescents can identify their assets and
weaknesses. The task in adolescence is to re“ne this self-
image and to incorporate sexual identity. Finally, develop-
ment continues past the age of 20 as the completion of
adolescent tasks continues in young adulthood.

Another reason adolescents manage their developmental
tasks with relative ease is that they focus on different issues at
different times, reducing the number that they must address
simultaneously.As Table 20.2 shows, developmental theorists
divide adolescence into different periods: preadolescence and
early, middle, and late adolescence. Note that boys• progress

TABLE 20.2 Focus of Development at Different Stages
of Adolescence

Age Grade Developmental Focus

Preadolescence:
Females: 9…11 years 5…7 Same-sex peers
Males: 10…12 years

Early adolescence:
Females: 11…13 years 6…8 Independence
Males: 12…14 years Same-sex peers

Body image
Abstract thought

Middle adolescence:
Females: 13…16 years 7…10 Opposite-sex peers
Males: 14…17 years Sexual drives

Sexual identity
Morality

Late adolescence:
Females: 16…20 years 11… Vocational plans
Males: 17…20 years College Intimacy
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through these phases lags behind that of girls, just as with
physical development.

One major focus during early adolescence is the desire for
increased independence from family, combined with a rapid
rise in the importance of peers. Need for conformity with
peers peaks in preadolescence and early adolescence, fol-
lowed by a gradual decline through late adolescence. Such
conformity includes dress, hairstyle, music, and language.
Abrupt changes in these areas can startle parents as they see
their child turn into someone they barely recognize. Yet this
new orientation toward peers (versus family) does not repre-
sent a total transformation. Young teenagers certainly re-
spond to peer in”uence, especially that of same-sex peers, in
areas where they (probably correctly) perceive that their par-
ents will not be knowledgeable about what constitutes •coolŽ
clothing, •inŽ music, and appropriate patterns of interaction
with same- and opposite-sex peers. However, they typically
respond to parental in”uence regarding educational plans and
aspirations, moral and social values, and understanding the
adult world. For example, one large-scale study of two
groups of boys (blue-collar versus upper middle class) in
Chicago revealed that each group•s values and expectations
were more similar to those of their parents than they were to
their peers in the other socioeconomic group (Youniss &
Smollar, 1989).

Another major focus during early adolescence is body
image, hardly surprising given the massive physical changes
that occur during this time. Young teenagers evidence intense
interest in and often dissatisfaction with speci“c parts of their
bodies. A classic study (Douvan & Adelson, 1966) asked sev-
enth graders what one aspect of themselves or their lives they
would change if they could, and 59% selected a speci“c body
part. This suggests that disease, illness, trauma, or even devi-
ations in normal development, which have obvious physical
consequences, will pose even more psychological challenges
for young adolescents than for older teenagers. Another
implication is that it is particularly important for young
adolescents to receive detailed feedback during routine phys-
ical examinations, reassuring them that their physical devel-
opment is proceeding normally and encouraging them to
express concerns and questions that almost certainly are
present but which they often are too embarrassed to raise
spontaneously.

The developmental focus shifts in mid-adolescence be-
cause most teenagers begin to date between the ages of 13 to
15, with the onset of dating being in”uenced by gender and
social status. With increasing interaction with the opposite
sex, teenagers concentrate on sexual identity, dating behav-
ior, communication skills, and rules for interaction with peers
of both sexes. These early relationships are often brief and

shallow, with physical appearance and skills playing a major
role in choice of partner.

The transition to abstract thought, which has typically
occurred during early adolescence, paves the way for new
cognitive activity in mid-adolescence. It is generally during
this time that adolescents display increased interest in ab-
stract concepts and even thinking per se; one teenager in-
formed the author that •I•m thinking about the fact that I•m
thinking about the fact that I•m thinking.Ž Morality, justice,
and fairness become a focus, both regarding teenagers them-
selves (and those who inhabit their world) and society in gen-
eral. Teenagers in mid-adolescence thus often devote time
and thought to rules and laws (school and national), social
structure, and systems of government.

To address the “rst major task of late adolescence,
teenagers begin to focus seriously on career plans, which
often are unstable until the age of 16. By 17, most adoles-
cents have at least established an initial direction for their
future career and made plans to implement appropriate edu-
cation and training to achieve these goals. However, com-
pleting such training and alteration in career goals often
continues throughout young adulthood.

The second major task of late adolescence is development
of intimacy in personal relationships, especially with an
opposite-sex partner. Older teenagers focus on different as-
pects of dating, moving beyond external appearance, as they
develop true sharing and caring. Establishing a personal sup-
port system of friends, partner, and meaningful adults (e.g.,
teacher or boss) is as important as economics in allowing
teenagers to function separately from their families. The
developmental task of independence from family is thus
frequently not fully completed until well after adolescence.

Interaction of Physical and Psychosocial Development

Timing of Puberty

The onset of puberty occurs at a mean age of 11.2 years for
girls and 11.6 years for boys with evident physical changes at
mean ages of 12.2 years and 12.9 years. Because of the
tremendous variability present among normally developing
adolescents, however, visual evidence of puberty (Tanner
Stage 3) can range from age 10.1 to 14.3 (girls) and 10.8 to 15
(boys). These age ranges are within two standard deviations
from the mean and considered medically normal. Extreme
delay or precocity (2 standard deviations above or below the
mean) requires medical evaluation to determine potential hy-
pothalamic, pituitary, or gonadal dysfunction; undiagnosed
chronic illness; or chromosomal abnormality (see •Special
ConditionsŽ in a following section). However, even teenagers
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who do not meet medical criteria for abnormality may appear
very different from the majority of their peers: girls who still
have completely prepubertal bodies at the age of 13 or who
are fully developed before the age of 12, and boys who are
still prepubertal at 15 or appear fully adult by the age of 12.5
(references are to Tanner Stage 1 versus Tanner Stage 5; see
•Physical DevelopmentŽ).

Adolescents who are in the lowest 10% to 15% and the
highest 10% to 15% of this distribution are considered to be
early versus late maturers, normal variations of development
that most likely re”ect their genetic inheritance. A series
of classic studies beginning in the 1950s (see Conger &
Galambos, 1997) found that early maturation provided a psy-
chosocial advantage for boys, who more often took leadership
roles and were perceived by teachers and peers as more mature
and responsible than boys maturing •on time.ŽIn contrast, late
maturing boys were more likely to act •the class clown,Žwere
perceived as being more immature and self-conscious by
teachers and peers, and were less likely to be popular or to be
leaders. Nottelmann et al. (1987) con“rmed that adolescent
adjustment problems were more common for late-maturing
boys, and Crockett and Petersen (1987) report a linear rela-
tionship between timing of puberty and self-esteem.

These differences are hypothesized to re”ect the fact that
early maturing boys are taller, heavier, and more muscular,
all of which are advantageous for sports (an asset highly
prized by peers at this age) and makes them closer in size to
girls of the same age. Also, their more adult appearance pre-
sumably encourages adults and peers to treat them differ-
ently, giving them more responsibility and turning more to
them for assistance. Analogously, late-maturing boys cannot
•throw their weight around,Ž both literally and “guratively,
to the same extent.

In a longitudinal follow-up, which continued through
age 38, men who had matured early retained their psychosocial
advantage (Livson & Peskin, 1980). As adults, early maturing
males were found to be more responsible, cooperative, socia-
ble, and self-contained (although late maturers were not totally
without assets, being more insightful and creatively playful). It
is important to note that this advantageous effect was main-
tained despite the fact that, on the average, late-maturing boys
eventually attain greater adult height than early maturing boys
because they continue to grow at a childhood rate before be-
ginning their growth spurt; little additional growth occurs after
the conclusion of the growth spurt. Greater height clearly pro-
vides a psychosocial advantage for American males and yet
the advantage of early maturation appears to outweigh the ad-
vantage of greater height in adulthood for late maturers.

The evidence regarding female development is mixed,
with some reports that both extremes are disadvantageous,

especially for early maturing girls (Susman et al., 1985),
while other studies report no substantial effects for girls
(Nottelmann et al., 1987). Simmons, Blyth, and McKinney
(1983) report that pubertal status appears problematic when
it places a girl in a different or deviant position from her
peers. The impact of early or late puberty may well vary as a
function of a girl•s socioeconomic status and the degree of
tolerance and acceptance of her appearance within her social
environment.

From a psychosocial standpoint, early physical matura-
tion is advantageous for American boys whereas the ideal for
girls is to mature exactly at the average time and rate. How-
ever, adolescents cannot design the nature of their pubertal
development, leaving late-maturing boys (especially) and
early maturing girls at potential risk for adjustment problems
and dif“culties with peer status and body image. In addition
to appearing unusually immature, late-maturing boys have a
disadvantage in addressing their developmental tasks: It is
dif“cult to incorporate one•s new sexuality in self-image or
body image until one has developed some degree of sexual
maturity, or learn to handle sexual drives before they are ex-
perienced. These developmental issues are delayed and thus
add to the number of tasks that must be addressed simultane-
ously at a later chronological age. Late maturers do not have
the same option as other teenagers to focus sequentially on
different developmental tasks and thus face an additional
challenge.

In the absence of data to guide intervention, clinical
experience suggests that even brief therapy can be helpful
for late-maturing boys. Goals for treatment include (a) de-
veloping skills that are valued by peers (e.g., sports that are
less dependent on size, computer skills, and video games),
(b) participating in organized activities (e.g., Scouts) where
leadership responsibilities (based on abilities rather than
appearance) are conferred by adults, and (c) enhancing so-
cial skills, especially with peers. With early-maturing girls,
publicity regarding the increasing incidence of early devel-
opment (Lemonick, 2000) has prompted increased attention
to the plight of girls with clear outward evidence of sexual
maturity at ages 6, 7, and 8. Endocrinologists are increas-
ingly more reluctant to slow development with hormone
therapy, as they did previously with girls under 8, leaving
young girls with bodies that are considered normal med-
ically but which are obviously very different from their
peers. In this case, goals for therapy include (a) parents
remaining alert to potential sexual harassment and abuse,
(b) promoting the choice of clothing, books, music, and
activities that are appropriate for a girl•s chronological age,
(c) developing skills and talents that are unrelated to physi-
cal appearance, (d) enhancing social skills with female
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peers, and (e) strengthening relationships with family and
female friends.

Body Image

Considerable evidence indicates that American girls in gen-
eral are less satis“ed with their bodies than are boys (with
weight satisfaction being the largest gap) and that boys• satis-
faction increases with age while girls• does not. In fact,
gender differences in depression were virtually eliminated
by controlling for negative body image and low self-esteem
in a study of White high school students (Allgood-Merten,
Lewinsohn, & Hops, 1990). In general, body image affects
overall self-image and self-esteem, especially for girls. A
report by the American Association of University Women
(AAUW, 1992) found that con“dence in •the way I lookŽ
was the most important contributor to self-worth among
White schoolgirls whereas boys more often based self-worth
on their abilities.

Results of a multiethnic study of 877 adolescents in Los
Angeles (Siegel, Yancey, Aneshengel, & Schuler, 1999) sug-
gest that body image and even the impact of pubertal timing
vary considerably as a function of both gender and ethnicity.
Asian American boys and girls reported similar levels of
body satisfaction whereas boys were more satis“ed than girls
for all other ethnic groups of teenagers. Overall, African
American girls had the most positive body image and, in
sharp contrast to the other ethnic groups, were not dissatis“ed
with their bodies if they perceived themselves as being early
maturers. As with African American boys, African American
girls were least satis“ed with their bodies if they perceived
themselves as late developers. Given that boys• body image
improves with age, that Asian American girls appear less
concerned about physical appearance than girls in other eth-
nic groups, and that African American girls have a relatively
positive body image, the authors conclude that the most
problematic teenagers are White and Hispanic girls, both of
whom evidence dissatisfaction with their body image, which
becomes increasingly negative with age.

Special Conditions 

Gynecomastia is a benign increase in male breast tissue asso-
ciated with puberty, not the fatty tissue often seen with obese
patients. It is found in about 20% of 10.5-year old boys, with
a peak prevalence of 65% at age 14 (mean age of onset is
13.2). About 4% of boys will have severe gynecomastia, with
very evident, protruding breasts, that persists into adulthood.
Gynecomastia is thought to result from an imbalance between
circulating estrogens and androgens, thus representing a

normal concomitant of hormonal change during puberty. The
condition usually resolves in 12 to 18 months but can last for
more than two years.

Given that more than half of adolescent boys experience
this condition, and at a developmental stage when concerns
about their bodies and relationships with their peers are at a
lifetime peak, it is remarkable that so little data are available
regarding psychological impact and treatment. Clinical
experience indicates that many young adolescent boys are
seriously concerned about their breast development and its
implications for their sexual development and identity, often
prompting them to avoid sports or other activities that require
them to remove their shirts. At a minimum, explanation and
reassurance is required. Medical intervention is limited,
largely due to concern about side effects, but Tamoxifen (es-
pecially) and Testolactone may provide relief for adolescents
with signi“cant psychological sequelae. Surgery is another
useful option for boys with moderate to severe gynecomastia
or in cases where the condition has not resolved after an
extended period of time. Surgery may not be an option, how-
ever, for many boys because it is considered to be cosmetic
surgery and not generally covered by health insurance.

Abnormal maturational delay is de“ned statistically as
those 5% of teenagers who fall at least two standard devia-
tions above the mean onset of puberty. Physical examination
and laboratory tests are employed to screen for a variety of
disorders that may cause delay: hormonal de“ciencies (in-
cluding growth hormone), chromosomal abnormalities, and
chronic illness (e.g., cystic “brosis, sickle cell anemia, heart
disease, or in”ammatory bowel disease), which may be undi-
agnosed. In some cases, medical intervention can promote
catch-up growth and sexual development but the effects are
irreversible in most cases. However, 90% to 95% of delayed
puberty represents constitutional delay rather than an under-
lying disease or abnormality.

Neinstein and Kaufman (1996) report (anecdotally) that it
is, not surprisingly, most often male adolescents who com-
plain about delayed puberty. Treatment with hormones often
can increase growth velocity without excessive bone age ad-
vancement, but potential side effects, such as the possible
attenuation of mature height, must be considered. It is not
only psychological sequelae that are of concern. Adult men
with a history of constitutionally delayed puberty have de-
creased radial and spinal bone mineral density, suggesting
that the timing of sexual maturation may determine peak
bone mineral density (Finkelstein, Neer, & Biller, 1992).

Delayed menstruation (primary amenorrhea) is de“ned as
the absence of spontaneous uterine bleeding and secondary
sex characteristics by age 14 to 15, or by 16 to 16.5 regardless
of the presence of secondary sex characteristics. Such delay
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can represent underlying disease or abnormalities, or consti-
tutional delay, but it can also result from drug use (e.g.,
heroin), stress, weight loss (e.g., with anorexia), or intense
exercise. Serious female athletes have substantially higher
rates of amenorrhea„up to 18% of recreational runners, 50%
of competitive runners, and 79% of ballet dancers (note that
dancers both diet and exercise strenuously). Among predis-
posing factors are training intensity, weight loss, changes in
percentage of body fat, and younger age of onset of intense
training (Neinstein, 1996b).

Amenorrhea is of concern primarily because loss in bone
mineral density (BMD) can begin soon after amenorrhea de-
velops. For example, female athletes have low levels of es-
trogen and thus are at higher risk for osteoporosis and stress
fractures (Neinstein, 1996b). The vast majority of bone min-
eralization in adolescent girls is completed by age 15 to 16,
and loss of bone density can have signi“cant long-term con-
sequences. For example, most adolescents who recover from
anorexia nervosa before age 15 can have normal total body
BMD, but regional BMD (lumbar spine and femoral neck)
may remain low; the longer the weight loss persists, the less
likely it is that BMD will return to normal (Hergenroeder,
1995).

Amenorrhea is usually reversible with weight gain or, for
athletes, lessening the intensity of exercise. At a minimum,
amenorrheic girls should be treated with increased calcium
intake and lifestyle intervention. There is substantial contro-
versy regarding the use of hormone-replacement therapy,
which is generally considered for girls who do not gain
weight or reduce activity after six months. Who should be
treated and the extent of bene“t for BMD are questions that
remain unresolved (Neinstein, 1996b). The optimal interven-
tion would be behavioral rather than medical. This physical
disorder is both prompted by attitudes and behavior, and
treatable by changes in attitudes and behavior. However,
while intervention with eating disorders has been studied ex-
tensively, there has been no systematic study of intervention
with athletes, despite awareness that athletes are more likely
to engage in various health risk behaviors than are non-
athletes (Patel & Luckshead, 2000) and that competitive
female athletes are at particular risk for loss of bone density.

Short stature is considered present when a child falls
below the third percentile (Neinstein & Kaufman, 1996) or
the “fth percentile (Delamater & Eidson, 1998) on the nor-
mal growth chart. Most instances represent normal variants,
re”ecting familial short stature and/or constitutional growth
delay, while some cases are due to underlying pathology. A
variety of behavioral and psychological problems has been
reported for children and adolescents with short stature
(Delamater & Eidson, 1998); not surprisingly, the effects of

stature are more evident in adolescence than in childhood.
For example, a longitudinal study of 47 children with short
stature (Holmes, Karlsson, & Thompson, 1985) reported
an age-related decline in social competence that began in
early adolescence; this appeared to be related to fewer friend-
ships and social contacts. Allen, Warzak, Greger, Bernotas,
and Huseman (1993) found increased behavior problems and
decreased competence, compared with nonclinical norms,
only for older children (age 12 and above); measures of per-
sonality, self-concept, anxiety, and social competence corre-
lated signi“cantly with the magnitude of the discrepancy in
height, compared with normal peers. Sandberg, Brook, and
Campos (1994) reported parent ratings of social competence
and behavioral and emotional problems: Compared with both
nonclinical norms and with girls of short stature, boys were
less socially competent and evidenced more behavioral and
emotional problems (particularly with regard to internalizing
disorders). In the same study, boys• self-report indicated
lower social competence and decreased self-concept in ath-
letic and job competence; this was particularly evident for
older boys. A study of 311 children and adolescents with
short stature resulting from four different disorders and a “fth
group representing normal variation (Steinhausen, Dorr,
Kannenberg, & Malin, 2000) reported that behavioral prob-
lems were a function of short stature per se, with no signi“-
cant differences found for diagnostic category.

Just as short stature is particularly problematic for boys,
concern about excessive growth or tall stature appears to be
most evident for girls. The differential diagnosis includes
familial tall stature, excess growth hormone, anabolic steroid
excess, hyperthyroidism, and various pathological syn-
dromes. When there are no abnormal causes for tall stature, the
decision regarding medical treatment is dependent on the pa-
tient•s (and family•s) perception of what height is •excessive.Ž
Treatment with estrogen will slow the rate of growth until
skeletal growth (epiphyseal fusion) is completed and hormone
supplements can be discontinued. Treatment is currently
begun later than was previously recommended (Neinstein &
Kaufman, 1996); intervention is delayed until a girl is at least
age 9 or 10, puberty has begun, and she is at 5.5 feet tall.

Side effects of hormonal treatment of girls appear to be
mild and no adverse long-term consequences have been re-
ported. Because boys are rarely treated for tall stature, only
one study (Zachman, Ferrandez, & Muurse, 1976) has re-
ported the effects of treatment with testosterone. Side effects
appeared more signi“cant than those for girls, including
weight gain, acne, edema, and decreased testicular volume; all
appeared to resolve after therapy ended. There are no reports
of psychosocial effects of excessive stature either for male or
female adolescents.
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Interaction between Developmental Issues and
Health Care

Rising Importance of Peers and Increased Risk Taking

As children enter the developmental stage of adolescence,
they become more responsive to peer attitudes and norms and
also become increasingly independent, spending more time
in circumstances without close parental supervision (some-
times without any adult supervision) and acquiring increased
personal mobility. They also become larger and more power-
ful physically, more cognitively sophisticated, and often have
more discretionary income. These factors, combined with
biological changes, provide teenagers with increased motiva-
tion and ability to engage in behaviors that may have adverse
consequences for their health.

A relatively small subset of adolescents are at very high
risk for signi“cant problems. For example, some psychiatric
problems meet diagnostic criteria for the “rst time during
adolescence; dif“culties in childhood may be exacerbated by
puberty and/or increasing age and social demands. This prob-
lematic subgroup consists of teenagers who constitute a sig-
ni“cant danger to themselves (e.g., long-term street youth) or
others (e.g., those arrested for major crimes before the age of
15). Most teenagers, however, are distributed along a contin-
uum of risk that ranges from higher to lower; it would be dif-
“cult to “nd adolescents who have not engaged in any risky
behavior throughout adolescence.

Some risks are so common that they virtually de“ne ado-
lescence. For example, it is expected that all teenagers will
begin to drive, typically doing so independently by the age of
16. Yet motor vehicle deaths are the leading cause of death
among adolescents, and both deaths and crashes are four
times more likely to occur with drivers between 16 and
19 years of age, compared with drivers 25 to 69 years old
(Patel, Greydanus, & Rowlett, 2000). Similarly, sexual activ-
ity is the norm, with at least 50% of 15-year-olds having
begun sexual activity (R. Brown, 2000) and about 82% of
18- to 20-year-olds having had sexual intercourse (Neinstein
& MacKenzie, 1996). Substance use is also very prevalent,
with 26% of high school seniors reporting current use of ille-
gal drugs (excluding alcohol and tobacco) and 48% reporting
previous or current use, 25% reporting daily cigarette
smoking, and 32% reporting problem drinking (consuming
“ve or more drinks in a row at least once in the past two
weeks). Note that these statistics do not include teenagers
who have dropped out of school (Comerci & Schwebel,
2000). The drop-out rate is about 25% nationally but 50% to
80% in some inner cities (Scales, 1988). Finally, 49% of ado-
lescent boys and 28% of adolescent girls reported having
been in at least one physical “ght in the past year (Neinstein

& Mackenzie, 1996). In summary, from a normative perspec-
tive, adolescence per se is a risky business.

Increasing evidence suggests that multiple types of risk-
taking behavior are associated (Irwin, 1990). Alcohol and
other substance use is a factor in violence, motor vehicle
accidents, and risky sex. Some behaviors appear to occur in
clusters, such as sensation seeking in sports and self-reported
criminality (Patel & Luckstead, 2000). Most teenagers age
12 to 17 do not engage in multiple forms of risk taking, but
there is a dramatic increase with age. Approximately one-
third of 14- to 17-year-olds does so versus one-half of 18- to
20-year-olds, with males and out-of-school teens being sub-
stantially more likely to display multiple high-risk behaviors
(Brener & Collins, 1998). The line of demarcation is not
always clear, with a continuum of risk often existing even for
the same behavior. For example, some high school students
(23% of males and 15% of females) and college students
(12% of males and 7% of females) report rarely or never
using seat belts (see Patel et al., 2000), but only 34% of
teenagers report consistent use of seat belts (see Neinstein,
1996c).

Morbidity and Mortality

Of the 10 leading causes of death among American adoles-
cents and youth (age 12 to 24), four are behavioral in origin:
unintentional injury/accidents, homicide, HIV, and suicide.
The leading cause of death in this age group is unintentional
injury, primarily from motor vehicle crashes. Accidents, sui-
cide, and homicide cause more than 80% of deaths of 15- to
24-year olds. Death rates and causes vary as a function of
gender and race. Overall, adolescent males have twice the
death rate of adolescent females. African American youth
(age 15 to 24) are twice as likely to die as White youth and
are more than three times more likely to die than Asian Amer-
ican youth. Further, African American youth are most likely
to die as a result of homicide and legal intervention, whereas
accidents are the primary cause of death for all other major
racial groups. The homicide rate for African American males
(15 to 24) is nine times that for White males, and the Hispanic
rate is 3.5 times that for White males (for all statistics, see
Neinstein 1996c).

Even if unintentional injury does not result in death, it is a
major source of morbidity (e.g., injury is the leading cause
of loss of productive years of life). Adolescents have the high-
est injury rate of all age groups, with the highest rates for older
adolescents, males, Whites, and Midwestern residents (Fraser,
1995). Automobile crashes are the leading cause of both
fatal and nonfatal unintentional injuries, but signi“cant mor-
tality and morbidity also result from motorcycles, bicycles,
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skateboards, and all-terrain vehicles, as well as “rearms,
drowning, poisoning, sports, and home “res. The fre-
quency and extent of accidental injury is exacerbated by alco-
hol and other substance use and failure to use seat belts or
helmets, and ameliorated by nighttime curfews and manda-
tory seatbelt laws (see Neinstein, 1996c; Patel et al., 2000).

The New Morbidity

The physical results of injury-risking behavior, illegal sub-
stance use, unprotected sex, “ghting, homicide, and suicide
have been termed •the new morbidityŽ (Haggerty, 1986).
In the second half of the twentieth century, these behav-
iorally based threats to health eclipsed the previous causes
of pediatric mortality and morbidity as medical advances
eradicated many childhood diseases. Unfortunately, im-
provements in health care have not led to better health status
among American teenagers; adolescents are the only age
group in the United States whose mortality rate has actually
increased over the past 30 years (Gans, 1990). Increased
recognition of the new morbidity prompted major changes in
pediatrics.

A national survey of pediatricians conducted by the
American Academy of Pediatrics clearly indicated that they
felt inadequately trained to assess and address behavioral is-
sues. The report of this Task Force in 1978 spurred signi“cant
changes in pediatric education and the development of a new
specialty, behavioral pediatrics (American Academy of Pedi-
atrics, 1978). As part of this same national change, adolescent
medicine began a transformation from a traditional, biologi-
cally focused practice of medical care for adolescents to a
multidisciplinary approach to promoting adolescent health
(Phillips, Moscicki, Kaufman, & Moore, 1998). Funding
from private foundations and the Department of Health, Edu-
cation, and Welfare provided the “nancial support to recruit
additional pediatric faculty members from the “eld of psy-
chology, as well as to provide faculty positions for nurses,
nutritionists, and social workers. The in”ux of these profes-
sionals, while not an enormous number, signi“cantly
changed training in adolescent medicine and, especially, con-
tributed disproportionately to knowledge and dissemination
of information about adolescent health (Cromer & Stager,
2000; Phillips et al., 1998).

The Adolescent as a Patient

The adolescent is in transition, having left the world of child-
hood but not yet having achieved adult status, either develop-
mentally or legally. This fact has numerous implications for
the structure of health care for teenagers. One of the earliest

issues addressed by adolescent medicine practitioners was
the advisability of establishing an inpatient ward speci“cally
designed for teenagers rather than housing adolescents on
children•s or adult wards (McAnarney, 1992). Similarly, pri-
mary care practitioners were advised to avoid decorating
their waiting rooms and of“ces with bunny pictures and to in-
clude reading material appropriate for teenagers, possibly
also setting different times for of“ce visits by children versus
adolescents. More thorny practice issues include how and
when to see the teenager alone and with his parent(s), con“-
dentiality and its limitations, and fees.

The issue of billing illustrates problems engendered by
the adolescent•s •in-betweenŽ status. If parents are paying the
bills, to what extent is it possible to maintain con“dentiality
regarding diagnosis or the content and purpose of care? Is the
provider•s primary responsibility to the teenager or to his par-
ents? For what conditions is the teenager considered to be an
emancipated minor, legally entitling him or her to seek care
without parental knowledge or consent? If the family is not
involved, how can the adolescent pay for professional fees
and medication? The issue of payment is particularly prob-
lematic for teenagers because they almost always require
more professional time than children, whose parents typi-
cally assume responsibility for reporting symptoms, under-
standing treatment recommendations, and managing care, or
adults, who have generally learned how to be patients. For
example, consider the “nancial implications of the average
Medicaid reimbursement rate for the following services: $37
for a 30-minute counseling visit, $47 for a preventive visit,
and $18 for a hepatitis B immunization (English, Kaplan, &
Morreale, 2000). Given these dif“culties, it is hardly surpris-
ing that adolescent services often struggle “nancially and that
funding is a signi“cant barrier to good adolescent health care
(Hein, 1993).

The Health Care Provider

The onset of adolescence signals the beginning of a new rela-
tionship between the patient and health care provider, with a
host of new issues that ideally should be assessed and ad-
dressed. TheAmerican MedicalAssociation (AMA) published
guidelines in 1994 for health screening in adolescence (Guide-
lines for Adolescent Preventive Services, or GAPS). The
GAPS recommendations suggest annual preventive visits with
additional counseling for parents twice during adolescence
and comprehensive physical examinations at least three times
between the ages of 11 and 21. For the general population,
screening is recommended to include height, weight, blood
pressure, and problem drinking and, for females, a Pap test,
chlamydia screen, and Rubella serology. Routine intervention
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includes immunizations, chemoprophylaxis (multivitamin
with folic acid for females), and counseling regarding injury
prevention, substance use, sexual behavior, diet and exercise,
and dental health. Additional interventions are suggested for a
variety of high-risk populations.

Given the content of much of the GAPS, it is obvious
that the care provider must be able to establish a trusting
and credible relationship with the teenager if assessment and
counseling are to be at all effective. Adolescent providers
thus have to not only learn the nature of health risks and
potential risk-reduction strategies, but also acquire skills in
interviewing, establishing rapport, and recommending be-
havioral changes. Textbooks in adolescent medicine, there-
fore, include a long list of tips for interacting with teenagers
and speci“c techniques to enhance the accuracy of informa-
tion they receive about illicit or illegal behavior (for example,
see Neinstein, 1996a).

Physicians do have some inherent advantages in this
process. They have literally seen the teenager naked and can
begin to establish their credibility and usefulness by reassur-
ing teenagers that their physical development is progressing
normally (or explain normal variations) and probe for com-
mon concerns in this area. Skilled physicians can build on the
unique nature of their relationship with a teenager in a way
that most mental health providers cannot.

It is especially important that all clinicians who treat ado-
lescents develop knowledge and skills regarding behavior
and development because the majority of American teenagers
will receive only screening and counseling, if at all, from a
primary care provider rather than from a mental health pro-
fessional or an adolescent medicine specialist (Silber, 1983).
The ability to detect, address, and potentially refer behavioral
problems is thus a key component of primary care. Yet, there
are consistent reports that pediatricians fail to detect psy-
chopathology, identifying, at most half of their patients with
mental health needs (e.g., Costello et al., 1988). Unfortu-
nately, current training for primary care providers falls short
in adolescent health care and may fare even worse in the
future as managed care weakens the “nancial stability of ado-
lescent divisions in teaching hospitals.

Compliance with Medical Regimens

Adolescence can signal a new era of noncompliance, even
with health routines that have been well-established in child-
hood. While noncompliance is certainly a problem for all age
groups and for a variety of acute and chronic conditions, it
has been of particular concern in chronic diseases such as di-
abetes, asthma, and juvenile rheumatoid arthritis because of
the potential for signi“cant and irreversible consequences. As

a corollary, evidence regarding diabetes suggests that inten-
sive management yields even better short-term effects and re-
duces long-term complications beyond those considered to
be the norm with conventional diabetes management (see
Ruggiero & Javorsky, 1999).

Considerable evidence suggests that adolescence is asso-
ciated with poorer compliance than childhood (Manne,
1998). For example, compared with children, diabetics ages
16 to 19 years administer their injections less regularly, exer-
cise less frequently, eat too few carbohydrates and too many
fats, eat less frequently, and test their glucose levels less
often (Delameter et al., 1989; Johnson, Freund, Silverstein,
Hansen, & Malone, 1990). The average age when children
“rst show a pattern of serious and persistent noncompliance
with diabetes management is 14.8 years (Kovacs, Goldston,
Obrosky, & Iyengar, 1992). Noncompliance is such a com-
mon problem with adolescents that it has been suggested
that adolescence per se is a contraindication for receipt of
organ transplantation (see discussion in Stuber & Canning,
1998).

Age differences in compliance vary as a function of the
treatment regimen under study (e.g., very young children
experience more problems with oral medications; Phipps &
DeCuir-Whalley, 1990). Adolescent noncompliance appears
most likely when the regimen is related to independence (ei-
ther rebelling against parental nagging or re”ecting reduced
parental supervision), undesirable side effects (e.g., cosmetic
side effects of steroids), or the need for peer conformity.
Some of these challenges are most evident with diabetes be-
cause adherence requires eating foods different from what
their peers eat and at different times from their peers, refrain-
ing from drinking alcohol, and giving oneself injections
(which can be readily misinterpreted by both peers and adults
as signi“cant drug abuse). It is no wonder, then, that
some teenagers try to hide their disease status (Johnson,
Silverstein, Rosenbloom, Carter, & Cunningham, 1986).
Finally, pubertal changes per se may exacerbate problems
with metabolic control during adolescence (see Ruggiero &
Javorsky, 1999), further complicating good management.

Relatively little systematic intervention has speci“cally
targeted adolescent noncompliance with disease manage-
ment. Three studies of social skill training (with peers and/or
parents) reported mixed, albeit promising, results with dia-
betic adolescents, as did one study of family interventions, a
study of anxiety management training, and a single-case
study of biofeedback training (see Manne, 1998). Most other
chronic-disease interventions have focused on children or a
mixed group of adolescents and children. There have also
been many and varied interventions with adolescents that
have targeted noncompliance with regimens such as dental
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care and treatment of addictions and eating disorders, with
appointment-keeping, and with prevention efforts focused
on smoking, drug and alcohol use, exercise, nutrition, and
sexually transmitted disease. A comprehensive review of
noncompliance and adherence is beyond the scope of this
chapter.

Much of the research on noncompliance has focused on
patient characteristics such as gender, age, socioeconomic
status, family characteristics, knowledge, skills, attitudes,
health beliefs, and health status. However, the demands of the
treatment regimen, the structure of health care, and the nature
of the patient-provider relationship are also key factors in
promoting compliance (see Manne, 1998; Phillips, 1997b;
Ruggiero & Javorsky, 1999). While not yet demonstrated em-
pirically, it would be reasonable to expect interaction effects
among these variables, with speci“c aspects of the regimen,
delivery system, and patient-provider relationship exerting
greater in”uence on compliance among teenagers than for
patients in other age groups.

Vulnerability to Abuse

Maltreatment of children and adolescents includes physical,
emotional, and sexual abuse and neglect. Overall rates of
maltreatment are lower in adolescence than in childhood;
Burgdoff (1980) reports estimates that adolescents represent
23% to 47% of all reported cases. However, differences be-
tween age groups vary as a function of the type of abuse and
appear related to adolescents• increasing independence
and physical power, increasing contact with persons beyond
their immediate families, and sexual development. Com-
pared with children, adolescents are less likely to experience
physical abuse and more likely to experience emotional
abuse (Burgdoff, 1980), although the picture is complicated
by the unreliability of estimates regarding how much abuse
has been ongoing versus that with onset in adolescence. In
general, adolescents are more likely than children to be
abused by acquaintances and strangers rather than by family
members (Christoffel, 1990; Crittenden & Craig, 1990).
Gender differences are dif“cult to summarize because overall
maltreatment rates for females increase in adolescence, with
twice as many females maltreated than males, while male
teenagers are more likely than female teenagers to be the
victims of physical abuse and homicide.

For those adolescents who are maltreated by their fami-
lies, family risk factors appear to be different from those seen
for maltreated children. While socioeconomic status is nega-
tively correlated with maltreatment risk during childhood,
there is little relationship in adolescence: The families of
adolescents have higher incomes and parents have more

education, compared with maltreated children (National
Center of Child Abuse and Neglect, 1988). However, families
of maltreated adolescents are more likely to include steppar-
ents, even after controlling for the effect of older families,
and it has been noted that stepparent-adolescent interaction is
especially problematic when the adolescent demonstrates any
developmental pathology (Burgess & Garbarino, 1983).

The psychosocial sequelae of maltreatment in adolescence
are similar to those of childhood maltreatment, although it
has been suggested that the processes involved may be dif-
ferent (Garbarino, Schellenbach, & Sebes, 1986). Compared
with community controls, abused teenagers displayed signif-
icantly higher rates of diagnosed psychopathology even after
controlling for parental psychopathology, family structure,
and gender; this included major depression, dysthymia, con-
duct disorder, drug use and abuse, and cigarette use (Kaplan,
1994). A separate study using the Child Behavior Checklist
and Youth Self-Report Form reported signi“cantly more
behavior problems (especially externalizing problems)
among maltreated teenagers than among teenagers who were
not maltreated (Garbarino et al., 1986).

The clearest instance of increased vulnerability for adoles-
cents is seen with sexual abuse, particularly rape (the follow-
ing discussion refers to forcible rape without consent, not
statutory rape). Adolescents are twice as likely as adults to be
victims of rape (Finkelhor & Dziuba-Leatherman, 1994),
with half of all rape victims in the United States being under
the age of 18; the peak age for victimization is 16 to 19
(Neinstein, Juliani, Shapiro, & Warf, 1996). These statistics
presumably re”ect the fact that teenagers are both physically
attractive and more vulnerable to deception and coercion
than adults. Compared with rape victims over the age of 20,
adolescent victims have been assaulted more often by an ac-
quaintance or relative (77% versus 56%) and have delayed
medical evaluation (Peipert & Domalgalski, 1994). While
96% of victims of reported rapes are female, it is important to
note that male teenagers also are victims of rape and that
male rape may be even more underreported than female rape
(Finkelhor & Dziuba-Leatherman, 1994). The rapist also
tends to be young, with the peak age being 16 to 20 and 66%
of all rapists being between the ages of 16 and 24 (Neinstein,
Juliani, et al., 1996).

A rare study of 122 adolescent rape victims (Mann, 1981)
judged the impact of the rape to be severe more often for par-
ents (80%) than for the teenagers themselves (37%). Rather
disturbingly, 80% of the teenagers reported having problems
with their parents after the rape, and only 20% described their
parents as supportive and understanding. More parents (67%)
expressed anger at the assailant than did the teenagers (45%),
and 41% of parents expressed anger at the victim. While
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teenagers were most often concerned about their safety and
feelings of guilt and shame, parents were most often con-
cerned about retaliation and especially the sexual sequelae;
parental concern included immediate effects such as fear of
pregnancy (79%), physical damage such as infertility (67%),
and fear of sexually transmitted disease (52%), and long-term
effects such as increased risk of future sexual activity (66%).
This latter fear is not unfounded because there is a de“nite re-
lationship between the onset of sexual activity at a younger
age and a history of rape as the “rst sexual act; girls who
begin their sexual careers at ages 13 and 14 are four to “ve
times more likely to have had sex forced on them initially
than are girls whose sexual activity began at age 16 or 17
(Harlap et al., 1991).

Health Care and Physical Appearance

Given the preoccupation with physical appearance and in-
creased orientation to peers that emerge during adolescence,
it would be logical to expect that any aspect of health care
that relates to physical appearance would have even greater
salience for teenagers than for children or adults. For exam-
ple, it is no surprise that anorexia and bulimia almost always
have their onset during adolescence. Yet, remarkably little re-
search has focused on this aspect of health care.

Childhood obesity has psychosocial consequences„
rejection by peers, psychological distress, dissatisfaction
with one•s body, and low self-esteem (Wadden & Stunkard,
1985). Because the incidence of obesity increases during
adolescence, the psychosocial effects will affect more
teenagers numerically and may even have more pronounced
psychological impact. Measures of chronic stress, based on
adolescents• reports of daily hassles, include items on skin
problems and being overweight (see Repetti, McGrath, &
Ishikawa, 1999). A study of burn victims reported that prob-
lems with peer relationships intensi“ed during adolescence
(Sawyer, Minde, & Zuker, 1982). The dis“guring aspects of
burns suggest that this would be a particularly important area
of research, yet a review by Tarnowski and Brown (1999)
states, •To a large extent, the psychological aspects of pedi-
atric burns has been a neglected topic.Ž

A less serious, yet more common, example is acne. Acne is
the most common skin disease, and possibly the most common
health concern, experienced by teenagers; 85% of adolescents
have some degree of acne. Prevalence and severity increases
with pubertal development and peaks between ages 14 to 17
years in girls and 16 to 19 years in boys; acne varies from a
short, mild course to a severe disease lasting 10 to 15 years
(Pakula & Neinstein, 1996). Virtually all acne is treatable,

albeit not eradicable, given the advent of new medications such
as Accutane and surgical options (see Pakula & Neinstein,
1996). Clinical experience indicates that acne is of some con-
cern to most teenagers and a signi“cant obstacle to peer inter-
action (especially with opposite-sex peers) for some, yet little
information is available regarding its psychosocial impact.

The psychological impact of physical conditions would
appear to be most relevant when such information might
guide decisions about treatment and insurance coverage. For
example, when does acne cease being just a common hassle
and become a signi“cant obstacle to social development?
Similarly, under what circumstances is plastic surgery indi-
cated, and when should families with limited “nancial
resources receive assistance in obtaining surgery, which is
typically considered purely cosmetic? Currently, such deci-
sions represent a judgment call by clinicians and especially
by families. Cost may be a signi“cant deterrent because
health insurance rarely covers cosmetic procedures. Data
regarding the social and psychological bene“ts of cosmetic
treatment would be very useful in making decisions about
adolescents•health care. Even if costly treatment was not fea-
sible, research could suggest strategies to assist teenagers in
overcoming the social effects of acne or other conditions re-
lated to physical appearance.

Effects of Illness on Development

Large-scale studies of children with chronic illness and phys-
ical handicaps indicate that they are twice as likely to evidence
behavioral and emotional disorders as their nondisabled
peers, with internalizing disorders being more prevalent than
externalizing disorders; sensory conditions (e.g., deafness)
and neurological conditions (e.g., seizure disorders) increase
risk more than other chronic illnesses (e.g., cancer or cystic “-
brosis; see Quittner & DiGirolamo, 1998). Some dif“culties
are the direct result of the disabling condition, such as associ-
ated neurological problems and hyposexuality in epilepsy.
Most problems, however, represent the indirect effect of dis-
ease on development because of its impact on parental and
peer attitudes. Parental worry can lead to altered expectations
and excessive restrictions on the child•s activities and
lifestyle, with family reactions ranging from overprotection
to rejection, resulting in a variety of developmental problems
such as low self-esteem, lack of social skills, guilt, or adopting
a sick role (see Aldenkamp & Mulder, 1999).

Such effects are also found with adolescents, whose func-
tioning is impacted negatively by having a disability, al-
though family connectedness has been identi“ed as having
an even greater effect on emotional well-being (Wolman,
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Resnick, & Harris, 1994). Speci“c effects on development
also re”ect the type of disorder, including chronicity, course,
visibility, side effects of medication, amount of disruption of
control, and prognosis. A highly visible disease with signi“-
cant cosmetic effects, such as psoriasis, may cause more
emotional distress and peer rejection than an illness such as
Hodgkin•s disease. Disorders or trauma that affect mobility
and independence (e.g., amputation or seizure disorders) can
have particular impact on adolescents• need for self-mastery,
with resulting risks for psychological and social development
(Neinstein & Zeltzer, 1996). Teenagers with chronic condi-
tions often experience repeated and extended hospital stays,
and various strategies have been suggested to structure
the adolescent ward and its management to be appropriate
for adolescents• stage of development and their concerns
(Neinstein & Zeltzer, 1996).

Health Promotion

Because so much of morbidity and mortality in adolescence
is preventable, promoting health via prevention has become
an increasingly important focus, especially in the past
decade. Anticipatory guidance for teenagers and parents is a
prominent component of the AMA•s GAPS recommenda-
tions for primary care. Speci“c interventions have included
public service spots on television, largely addressing sub-
stance use and staying in school, and a host of special school
and/or community programs designed to reduce the risk of
pregnancy, violence, and substance abuse.

Current prevention efforts employ a dual strategy, attempt-
ing to reduce risk factors and also enhance protective factors.
The concept of resilience has provided a framework for under-
standing how children can thrive even in adverse circum-
stances. Considerable evidence has identi“ed consistent
protective factors that cut across racial, gender, and economic
groups. One key characteristic of resilient young people is
having a close relationship with at least one caring, competent,
reliable adult who promotes prosocial behavior; optimally,
this sense of connectedness to adults is enhanced by opportu-
nities to develop social skills and other skills, which engender
self-con“dence and self-esteem (see Resnick, 2000).Attempts
to promote such adult relationships have focused on strength-
ening family functioning and communication as well as on the
development of extrafamilial relationships through adult men-
toring programs and community service.

Another important aspect of health promotion is advo-
cacy, both for individuals and at the state/national level.
Advocacy efforts range from increased funding for health
care (English et al., 2000) to legal intervention. Advocacy for

laws requiring infant car seats and bicycle helmets have re-
duced childhood injuries. Analogously, efforts to reduce the
toll of automobile accidents on adolescents have assessed
the effectiveness of current strategies and explored promising
new ones. Research indicates that traditional driver education
has not been effective whereas a graduated driver licensing
system and nighttime curfews have decreased accidents, in-
juries, and fatalities for teenage drivers. The most successful
measures to date have been mandatory seatbelt use, mini-
mum drinking age laws, and drunk driving laws, while other
promising interventions„ignition interlock devices, admin-
istrative alcohol laws, random screening programs, and edu-
cation regarding vehicle crash-worthiness„are under study
(see Patel et al., 2000).

SALIENT AREAS OF ADOLESCENT HEALTH

Health care for teenagers and prevention efforts have focused
on the major contributors to morbidity and mortality (trauma,
substance misuse, and risky sex) as well as on problems that
typically emerge during adolescence (anorexia and bulimia).
Such efforts have resulted in more widespread development of
shock trauma centers to reduce the impact of severe trauma
and the burgeoning “eld of sports medicine. For example,
there is now considerable evidence that athletes engage in
more health-risk behaviors than nonathletes (e.g., less seat belt
and helmet use, more alcohol and physical “ghts) and a subset
of thrill-seekers are at very high risk for trauma. More re-
cently, there has been increased attention to the other major
contributor to trauma„violence (see Pratt & Greydanus,
2000). Finally, substance use and misuse is of concern per se
but also as a contributor to other risky behaviors.

Many threats to adolescent health are thus interrelated,
and increasing evidence suggests that multiple types of risk-
taking behaviors co-occur in clusters (Irwin, 1990). A com-
prehensive review of these salient areas of adolescent health
is beyond the scope of this chapter (see DiClemente, Hanson,
& Ponton, 1996). However, a brief review of risky sexual be-
havior is presented in the following section.

Sexual Activity and Health Consequences

Sexual activity among American teenagers has increased dra-
matically over the past 40 years, largely because sexual inter-
course is now initiated at a younger age (see Phillips, 1997a).
Among young people ages 18 to 21, 82% reported having had
sexual intercourse in a 1991 survey (see Neinstein, 1996c).
Precise prevalences of sexual activity among younger
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teenagers are dif“cult to obtain because much of the available
national data is obtained from high school students and thus
does not include young adolescents or teenagers who are not
in school. There is evidence that out-of-school teenagers are
considerably more likely to have had intercourse than those
still in school (70% versus 45%) as well as engage in other
risky behaviors (see Neinstein, 1996c). As a rough estimate,
half of girls and almost two-thirds of boys will have had sex-
ual intercourse by the age of 15 (see R. Brown, 2000). Urban
rates tend to be higher, with as many as 24% of teenagers
ages 12 to 13 having had sexual intercourse (see R. Brown,
2000).

This change in sexual activity is clearly a national phe-
nomenon, with a downward shift in age evident across all
subgroups of the adolescent population. Nevertheless, there
are variations among individuals and subgroups of teenagers,
re”ecting such factors as maternal educational level, age of
menarche, intelligence, attitudes toward achievement and
religion, extent of peer in”uence, and parenting style. In gen-
eral, earlier sexual activity is correlated with other risk
behaviors although less so for African American adolescents
(see R. Brown, 2000).

The earlier onset of sexual intercourse has resulted in a
very large number of teenagers who are sexually active and
thus vulnerable to adverse health effects from sexually trans-
mitted disease and unintended pregnancy. In addition to in-
tercourse, the downward shift in age includes many sexual
activities that are traditionally precursors to intercourse
(e.g., heavy petting) or substitutes for intercourse (see
Phillips, 1997a). Reported sexual practices of virginal high
schoolers, males and females, included fellatio with ejacula-
tion (11% and 8%), cunnilingus (9% and 12%), and anal
intercourse (1% and .4%; see R. Brown, 2000). While avoid-
ing the risk of pregnancy, such extra-intercourse sexual ac-
tivity still presents the risk of sexually transmitted disease.

Sexually Transmitted Disease

The increased number of teenagers becoming sexually active
at younger ages prompts concern regarding sexually transmit-
ted disease (STD) not only because there is a longer time for
potential exposure but also because of the cumulative effect on
number of sexual partners. For example, of women who were
sexually active by age 15, 25% reported 10 or more lifetime
sexual partners, in contrast to 6% of those who delayed sex-
ual activity until age 20 (see Cates & Berman, 1999). Also,
teenagers may be more vulnerable to infection if they are ex-
posed, both because they are less likely to use protection con-
sistently and because their immune and reproductive systems
are less well-developed than those of adults (e.g., cervical

ectopy in adolescents leaves more vulnerable tissue exposed;
R. Brown, 2000). Signi“cant sequelae of STDs include pelvic
in”ammatory disease, lowered fertility, sterility, congenital
syphilis, and life-threatening disorders such as ectopic
pregnancy, pelvic abscesses, cancer, and death from AIDS
(R. Brown, 2000; Cates & Berman, 1999; Glazer, Goldfarb, &
James, 1998).

STDs are dif“cult to control because of their exponential
spread and because those who are infected (especially
women) are often asymptomatic and hence can unwittingly
transmit the infection. This results in prevalence rates among
young people that are considered to be of epidemic propor-
tions. Rough estimates indicate that three million adolescents
(1 in 4 sexually active teenagers) acquire an STD every year
(R. Brown, 2000). Accurate prevalence rates are dif“cult to
obtain because only gonorrhea, syphilis, and AIDS are re-
quired to be reported to the Centers for Disease Control, and
many cases are not reported despite the requirement. Because
of its prevalence and the reporting requirement, gonorrhea
is often used as a marker of STD patterns in general, although
other STDs are more common (e.g., chlamydia is four times
as prevalent) and include currently incurable diseases such as
genital herpes and genital warts.

Overall, the incidence of gonorrhea decreased in the
United States from 1975 through 1996, with a more recent in-
crease of 9% from 1997 to 1999 (D. Brown, 2000). The de-
crease was slower for adolescents than for older age groups,
resulting in the second-highest rates of gonorrhea occurring
in the 15- to 19-year age group (20 to 24 being the highest;
see Cates & Berman, 1999). In 1999, the highest rate of
gonorrhea of all ages and racial groups was that of African
American teenagers, with rates being particularly high in
mid-Atlantic and southern cities (D. Brown, 2000). Further,
rates have remained stable or increased for African American
teenagers, in contrast to the general decline seen for White
and Hispanic teenagers and for older African Americans. The
effect of these trends has been to widen the racial gap
for teenagers with regard to gonorrhea (and presumably
most other STDs). Rates among African American teenagers
(male and female) were 12 times and 9 times as high as those
among White teenagers in 1981; by 1991, the rates were
44 times and 15 times as high (see Cates & Berman, 1999).
In 1999, the highest rate of gonorrhea of all ages and racial
groups was that of African American teenagers, with rates
being particularly high in mid-Atlantic and southern cities
(D. Brown, 2000).

The racial difference among teenagers probably re”ects
various factors, including (a) greater success with preven-
tion messages in White communities, (b) public STD clinics
being overwhelmed and underfunded, (c) publicly funded
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control efforts shifting from gonorrhea to chlamydia and
syphilis, and (d) STD risk behaviors being fueled by illicit
drugs (see Cates & Berman, 1999). These factors probably
also affect patterns of HIV transmission in the United
States, where it is rapidly becoming a disease of the young
and the non-White population. While only 1% of all re-
ported AIDS cases represent teenagers (ages 13 to 19), 20%
of cases represent young adults (ages 20 to 29). With a
mean incubation period of seven to ten years from HIV in-
fection to AIDS, it is obvious that most of the young
adults with AIDS acquired the disease as teenagers (Belzer
& Neinstein, 1996). Persons of color are markedly overrep-
resented, comprising 55% of all cases among young people
ages 13 to 24 (see Belzer & Neinstein, 1996). Finally, most
AIDS cases are still occurring in the male population, but
women, adolescents, and children are now the groups with
the fastest growth of new infections in the United States. As
heterosexual transmission increasingly becomes the major
form of transmission (as it is in most of the world), adoles-
cents will become increasingly affected (see Glazer et al.,
1998).

STD prevention efforts that have emphasized abstinence
and/or delaying the start of sexual activity have met with
extremely limited success (see R. Brown, 2000; Cates &
Berman, 1999). A general increase in public awareness
seems to have had some effect on condom use, with use at
last intercourse reported to range from 27% to 66% in stud-
ies of adolescents, rates that are at least twice as high as those
in the 1970s, although less than half the teenagers who used
condoms reported doing so all the time (see Cates & Berman,
1999). Speci“c interventions tailored to promote safe sexual
practices suggest that it may be easier to reduce some risky
behaviors than others. A group of adolescents hospitalized
for psychiatric problems responded to an intensive AIDS ed-
ucation program by reporting that they were more likely to
discontinue unprotected sex and sex with homosexual men
than they were to discontinue injecting drugs or sharing nee-
dles (Ponton, DiClemente, & McKenna, 1991). Metzler,
Biglan, Noell, Ary, and Ochs (2000) provided behavioral in-
tervention to adolescents recruited in public STD clinics,
who (at 6-month follow-up) reported no increase in condom
use but some reduction (particularly for nonminority males)
in other risk behaviors: number of sexual partners, non-
monogamous partners, sex with strangers, and use of mari-
juana before or during sex. They note that the relatively
few interventions with some success addressed attitudes,
decision making, risk recognition, and coping skills in addi-
tion to education. An entirely different strategy is prevention
via vaccination, currently being employed for hepatitis B.
Unfortunately, the highest risk populations of teenagers have

been those least likely to have received vaccination (Cates &
Berman, 1999).

Pregnancy

In the past 20 years, there has been an increase in contracep-
tion use at “rst intercourse, from 48% in 1982, to 65% in
1988, to 78% in 1995, largely the result of increased condom
use, especially by non-Hispanic White teenagers (see R.
Brown, 2000; Phillips, 1997a). However, almost one-quarter
of young women remain unprotected at “rst intercourse. A
larger number are unprotected subsequently because most
young women (60%) delay seeking medical contraceptive
services for at least a year after beginning sexual activity, and
even those who do use contraception do not all do so consis-
tently or correctly (see Neinstein, Rabinovitz, et al., 1996;
Phillips, 1997a).

Effective contraception requires acceptance of one•s sexu-
ality; acknowledgment of risk; access to contraceptives;
planning ahead; ability to communicate with one•s partner;
taking active measures on each occasion to prevent only pos-
sible future consequences; acceptance of side effects; coping
with attitudes of peers, partners, family, and the larger com-
munity; and the perception of a positive future that will be
threatened by pregnancy (see Phillips, 1997a). Even adults
have dif“culties in many of these areas and, given their
developmental stage, consistent contraception poses particu-
lar challenges for adolescents. These obstacles to contracep-
tion result in more than one million pregnancies annually
among teenage girls, the overwhelming majority being
unintentional; approximately half of teenage pregnancies
end in abortion and about half in live births (see Neinstein,
Rabinovitz, et al., 1996).

Abortion is almost always considered to be a negative
event, although remarkably little is known about the
decision-making process. The early literature on psychologi-
cal sequelae of abortion focused on psychopathological
responses, largely based on case studies or “ndings from self-
selected groups. More recent empirical studies of American
women undergoing legal abortions suggest that the experi-
ence does not pose major psychological hazards for most
women (see Adler et al., 1992), with feelings of relief and
happiness being reported more frequently and with more in-
tensity than feelings of guilt and sadness. While most women
appear to cope well after an abortion, some do experience
signi“cant distress and other negative outcomes. This
appears more likely for women who are younger, nulli-
parous, unmarried, and whose culture or religion prohibits
abortion; other factors include delaying abortion until the
second trimester, viewing pregnancy as highly meaningful,
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perceived social support by parents and partner, and expecta-
tions regarding coping well with abortion (see Phillips,
1997a). These data suggest that abortion may be an even
more signi“cant event for teenagers than for older women.
The advent of RU-486, approved by the Food and Drug Ad-
ministration, could reduce the dif“culty and negative impact
of abortion (see Phillips, 1997a).

Live births are of concern due to a variety of physical and
psychosocial risks for the infant and mother (Neinstein,
Rabinovitz, et al., 1996; Phillips, 1997a). One of these is the
risk of teenage parenthood, which is highly likely given that
adoption has become an unpopular choice for White
teenagers (3% elect adoption) and has historically been un-
common among African American teenagers (less than 1%
elect adoption); teenage parents (especially mothers) are
likely to complete less education, be socioeconomically
disadvantaged, be unmarried in adulthood, and have more
children (see Neinstein, Rabinovitz, et al., 1996).

As with STD prevention, pregnancy prevention efforts
that have emphasized abstinence or brief education have
generally had limited success (R. Brown, 2000; Harlap,
Kost, & Forest, 1991; Metzler et al., 2000). Some programs
have had some success in postponing sexual activity among
young teenagers. For example, the Postponing Sexual In-
volvement (PSI) program was developed for eighth graders
in 16 middle schools in Atlanta and reported some effect on
delaying sexual activity past the eighth grade, although not
changing the behavior of girls who were already sexually
active (Friedman, 1998). A randomized-control evaluation
of a program for seventh and eighth graders in Washington,
D.C. used elements of the PSI intervention and found no
change in attitude toward abstinence and no effects for
males except greater knowledge of birth control method ef-
“cacy, compared with a control group; girls did more often
report virginity and birth-control use at last intercourse
(for nonvirgins; Aarons et al., 2000). In general, however,
abstinence-focused and brief educational programs have had
little impact on reducing pregnancy rates (U.S. Congress,
OTA, 1991).

Because STDs and pregnancy are the result of similar
risky behaviors, formal interventions that have had some
success and recommendations for clinical intervention with
individuals share many of the same features: targeting spe-
ci“c behaviors, skills training, attitude change, and tailoring
intervention to the individual teenager•s future goals (R.
Brown, 2000; Cates & Berman, 1999; Metzler et al., 2000;
Phillips, 1997a). Effective and consistent use of protection
may be at least as much a function of access to methods and
a sympathetic staff as it is due to gains in knowledge
(Zabin, Hirsch, & Smith, 1986). The good news is that the

adolescent birth rate has declined, with a 12% drop from
1991 to 1996; this was especially pronounced for African
American teenagers (a 21% decrease) while Hispanic
teenagers• rates have not decreased and their birth rate is
now the highest of any ethnic group in the United States
(R. Brown, 2000).

SPECIAL SERVICES FOR ADOLESCENTS

Legal Consultation

While the legal aspects of health care are relevant for all
age groups, they are particularly important for adolescents,
given their unique •in-betweenŽ status. Care providers must
become familiar with general constitutional principles,
federal statutes, and the statutes of their own states. The
most relevant issues relate to consent, con“dentiality, and
payment.

Adolescent providers confront a host of dif“cult circum-
stances in which these issues are commingled. For example,
it is common for parents to request a drug screen for their
teenager without his or her knowledge, and the parents are
paying the bill. Who controls the medical record varies from
state to state, with some denying disclosure to parents if the
minor objects and some permitting noncontingent access by
the parents. Patient-physician privilege can prevent physi-
cian disclosure in court in most but not all states (and may
not extend to nonphysicians), but medical records can be
subpoenaed. Most states permit minors to consent to treat-
ment for contraception and pregnancy, communicable dis-
eases, substance abuse, and emotional problems without
parental noti“cation, but provisions for abortion are highly
variable and controversial; in some cases, the teenager
may request a •judicial bypassŽby the court to avoid parental
noti“cation.

Successfully navigating the challenges posed by most
teenagers• legal status requires, at a minimum, that education
of adolescent health providers include the legal requirements
and guidelines that apply to diagnosis, treatment, counseling,
record keeping, and court testimony. The availability of good
legal counsel for providers is also a necessity. Finally, many
providers “nd that patient advocacy is facilitated by learning
about inexpensive legal resources that can be accessed by
their adolescent patients.

School-Based Health Services

One obstacle to good adolescent health care is the need to learn
about and access services in hospitals and clinics, with atten-
dant problems with transportation, payment, and potential
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parental knowledge. Efforts to facilitate care prompted a
movement to expand health services available in schools.
Prior to 1980, school health typically consisted of, at best, a
nurse in a •health roomŽ and a school psychologist who
provided psychoeducational assessment in multiple schools,
with an extremely limited role for each professional; more ex-
tensive services were generally provided only for special edu-
cation services (see Weist, 1997). Given increased recognition
of the •new morbidityŽand the need for preventive services
and intervention, the obvious advantages of providing ser-
vices in the school fueled an expansion of school-based pro-
grams in the 1980s and 1990s.

In addition to geographic ease of access, school-based ser-
vices offer many advantages both to the individual patient
and the student population in general. For example, a
teenager can discreetly request treatment for a cold, feared
pregnancy, or suicidal thoughts in the same general setting.
Also, the overall school environment can be improved
through special prevention programs and other collaborative
efforts between health and educational staff. The obvious ad-
vantages of this approach led to amazing growth, with 607
school-based health centers being established by 1994; these
are located in 41 states and the District of Columbia, with the
majority located in high schools (46%) or middle schools
(16%) (see Weist, 1997).

Mental health services have been increasingly incorpo-
rated as a needed component of comprehensive care. For ex-
ample, there were mental health programs in three Baltimore
schools in 1987 and in 60 schools by 1995; 80% of the
Baltimore students referred for services had had no prior
mental health services despite signi“cant presenting prob-
lems (see Weist, 1997). School-based health programs are
thus a very important aspect of national efforts to improve
teenagers•health, although they confront a variety of ongoing
challenges ranging from funding problems to integration
with community services and are still very far from being
able to meet the national need (Weist, 1997).

School-based health has come to refer to health services
placed in elementary, middle, and high schools. Another
component of school-based health, however, has been in ex-
istence for 50 years or more: college health services. Virtu-
ally every college and university in the United States provide
health services on campus for their students, and these
services frequently include mental health. College health
providers are also adolescent health providers and are well-
represented among the membership of the Society for Ado-
lescent Medicine (SAM). The line of demarcation between
adolescents and young adults is so unclear that SAM has
adopted the formal position that •adolescent medicineŽ cov-
ers the ages of 10 to 25 (SAM, 1995).

FUTURE DIRECTIONS

Empirical investigation of adolescent health has expanded
and changed considerably over the past two decades. For ex-
ample, Cromer and Stager (2000) analyzed articles published
in the Journal of Adolescent Health Care 1980 to 1998,
reporting an increase in annual numbers of articles (69 to
169), decreased proportion of medical topics (61% to 38%),
and increased proportion of psychosocial issues (23% to
50%). This change re”ects increased awareness of •the new
morbidityŽ and recognition of the relevance of psychosocial
considerations to health risks, health promotion, and inter-
vention. Also evident was the increasing participation of
nonphysicians from nonpediatric disciplines such as psychol-
ogy, public health, and nutrition. These changes were accom-
panied by a shift in research design from retrospective
reviews to cross-sectional and longitudinal studies, although
the percentage of experimental designs has remained low
(never more than 5%).

This increased scholarly activity has prompted numerous
national reports summarizing current knowledge and identi-
fying future directions for research. Members of the
National Adolescent Health Information Center (Millstein
et al., 2000) have summarized recommendations from 53
national documents published between 1986 and 1997. They
identi“ed four major content areas as targets for future
research: adolescent development, social and environmental
contexts, health-related behaviors, and physical and mental
disorders. In each area, priorities focused on speci“c appli-
cations to health. For example, additional research on
adolescent cognition is needed to address teenagers• health
beliefs and attitudes and decision making regarding health
behaviors.

In addition to content areas, Millstein et al. (2000) identi“ed
four cross-cutting themes that should be prioritized in future
research: applying a developmental perspective to investiga-
tion of adolescent health, focusing on health rather than treat-
ment of illness, recognizing the diversity of the adolescent
population, and investigating multiple models of in”uence.
For example, studies of causal in”uences should consider the
interrelationships among biological, psychological, and social
aspects of development; their effects on behavior and health;
and the multiple sources of social and environmental in”u-
ences on adolescent development and health.

Millstein et al. (2000) note that implementing these re-
search priorities will necessitate the requisite human resources
and adequate funding. They recommend establishing a task
force on training needs to identify gaps in training and propose
training initiatives. Since children and adolescents currently
receive less than 3% of national research funds, Millstein et al.
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(2000) also recommend establishing a task force on funding
to increase available funds and identify those areas of high
priority that are now most underfunded. As with other areas
of research, implementing this research agenda will require
strengthening the links between research and practice. Making
the results truly useful will necessitate closer and stronger
integration of research and policy.

SUMMARY

Social changes in the past half century have both expanded
the concept of adolescence and markedly altered the threats
to adolescent health. Biological changes in pubertal matu-
ration have lowered the age at which adolescence begins,
and economic and educational demands have expanded the
upper limits of adolescence. Increased access to weapons,
contraception, illegal substances, and motor vehicles,
combined with changing social attitudes and reduced adult
supervision (due to divorce and the increased proportion
of working parents) have worsened the overall health status
of contemporary American teenagers, compared with
those in the 1950s and with Americans in all other age
groups.

At least 80% of morbidity and mortality in adolescence is
behaviorally based and thus preventable or at least reducible.
Improving adolescent health will require increased knowl-
edge of effective prevention and treatment strategies, better
dissemination of such information, and the willingness to
make legislative and funding changes to enhance protective
factors and reduce injury or risks. Health is more than the ab-
sence of disease; it includes the enjoyment of oneself and of
life, together with the ready acceptance of personal and social
responsibilities. Raising healthy adolescents will ultimately
yield healthier and better adjusted adults.
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Aging and age have always been constructs that play central
roles in health psychology. Health psychologists study indi-
viduals with speci“c physical illnesses and seek to under-
stand how the aging process might modify the impact of
these diseases on behavior. Age has potential interactions
with all of the important causal and mediating variables in

health psychology and is a major risk factor for most chronic
diseases.

There is a long history of concern with health in the psy-
chology of adult development and aging. In each of the Hand-
books of Aging, there has been a •health psychologyŽchapter
(Deeg, Kardaun, & Fozard, 1996; Eisdorfer & Wilkie, 1977;
M. Elias, Elias, & Elias, 1990; Siegler & Costa, 1985). Collec-
tively, these Handbooks provide excellent reviews of the rele-
vant literature that need not be repeated here. In this chapter,
we deal with psychological studies of adults that evaluate the
impact of aging on cardiovascular disease and cancer with at-
tention to the role of cognition, personality, and social func-
tioning„that is, the health psychology of aging in the context
of known diseases. We start with an overview of important
aging concepts and issues. We then turn to the study of hyper-
tension because it is especially useful in illustrating the issues
that separate the effects of aging from the effects of disease
on associated cognitive factors. We then turn to a review
of methodological issues in the “eld, summarize work in per-
sonality and social factors on disease, and point out some
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emerging areas in developmental health psychology with par-
ticular attention to problems associated with cancers.

WHAT HEALTH PSYCHOLOGISTS NEED
TO KNOW ABOUT AGING

When we consider the age group 65 to 69, 83% have no dis-
ability and only 3% are in nursing homes; at ages 85 to 89,
45% have no disability and 15% are in nursing homes; by age
100, 18% have no disability and 48% are in nursing homes
(Siegler, Bosworth, & Poon, in press). Thus, the age of the
study sample has consequences for both research design and
the conclusions that can be drawn.

What Do We Know from a Person’s Age?

All we know for sure from a person•s age is the year of birth
(birth cohort) and the historical time period of the person•s
development. This information has implications for the
intersection of lifecycle with sociohistorical events and
varies with gender, race, social class, and physical location.
Studies have often focused on cohort and aging effects, but
there has been a lack of focus on period effects that may ex-
plain observed age differences when examining the relation-
ship between health, behavior, and aging. A period effect or is
a societal or cultural change that may occur between two
measurements that present plausible alternative explanations
for the outcome of a study (Baltes, Reese, & Nesselroade,
1988). This is particularly true for medical advances and
changes in treatments. For example, in the “eld of cardiol-
ogy, advances with surgery (i.e., stents) and new medications
have increased survival following a myocardial infarction,
but the increased number of persons surviving has resulted in
increased numbers of people with congestive heart failure.
The introduction of the prostate-speci“c antigen (PSA) test in
1987 accounts for age-related changes in the detection of
prostate cancer. At older ages, age does not provide the de-
velopmental benchmark that it does early in the lifecycle.
With increased age, there is also increased interindividual
differences such that the difference between two 10-year-olds
will be signi“cantly less than the difference between two
80-year-olds. Increased environmental exposure can in”u-
ence development in later life as can be seen when looking at
studies involving older twins (see McClearn & Heller, 2000).

Disease Prevalence in Aging

Disease prevalence has generally risen in the older noninsti-
tutionalized population (Crimmins & Saito, 2000). The
largest increases have been in heart disease and cancer, two

major causes of old-age mortality. Although prevalence has
increased, there has been a decline in mortality from heart
disease from the late 1960s through the present. Recently,
cancer mortality has also declined. The increased prevalence
of heart disease and cancer most likely results from mortality
declines and longer survival for people with these diseases
(Crimmins & Saito, 2000).

Older persons are more likely to have multiple disorders.
In 1987, 90 million Americans were living with chronic
conditions; 39 million of these were living with more than
one chronic condition. More than 45% of noninstitutional-
ized Americans have one or more chronic conditions
(Hoffman, Rice, & Sung, 1996). Among adults age 65 years
and older, the “ve most prevalent physician-diagnosed dis-
eases were hypertension (57%), diabetes (20%), coronary
artery disease (15%), cancer (9%), and cardiovascular dis-
ease (9%; Fillenbaum, Pieper, Cohen, Cornoni-Huntley, &
Guralnik, 2000). While the prevalence of diseases is increas-
ing, the rates of disability are declining (Manton & Gu,
2001)„these declines may be due to a better risk pro“le ear-
lier in the lifecycle. Future projections (Singer & Manton,
1998) suggest that this decline will continue.

Age-Related Changes in Functioning

Older persons are likely to have more sensory de“cits. Hear-
ing impairment is the third most common chronic condition
of older people, second only to arthritis and hypertension
(Fowles, 1994). More than 30% of noninstitutionalized indi-
viduals age 65 and older report problems with hearing, and
10% report problems with vision (USDHHS, 1994). Other
studies have found visual loss present in 13% of those
65 years and older and in 27% of those more than 85 years of
age (Havlik, 1986).

Not all physiological functions decline with age and not all
decline at the same rate.Age-related changes occur commonly
in pulse pressure, creatinine clearance, glucose tolerance,
body fat composition, and pulmonary vital capacity. All of
these may alter the effect of particular risk factors on cardio-
vascular outcomes as well as survivorship after disease onset,
and they may not all be accounted for in various population
studies (Kaplan, Haan, & Wallace, 1999). Overall, indepen-
dent of disease status, the older the organism, the longer it will
take to recover from a measured stress (Siegler, 1989).

Defining Normal Aging

How do we differentiate aging and disease? This is one of the
most conceptually important questions in health psychology.
The de“nition is made dif“cult by the increasingly close
interrelationship between disease and aging. With advancing
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age, there is an increasing recognition of new diseases,
and discovery of treatments and cures for old diseases. The
de“nition is fundamental to the study of interactions between
aging and disease.

Despite the attention this issue has received, there is still no
de“nitive answer to what is disease, what is primary aging,
and which, if any, diseases are irreversible. The fact that the
diseases, once thought to be intrinsic to the aging processes,
are being identi“ed every day serves to place us on shifting
sand. Today•s primary aging variable is tomorrow•s secondary
aging variable. J. G. Evans of Oxford University states this
most eloquently: •In fact to draw a distinction between disease
and normal aging is to attempt to separate the unde“ned from
the inde“nableŽ (Evans, 1988, p. 40). Despite the dif“culty in
making distinctions between primary and secondary aging
caused by progress in diagnostics and treatment, it is neces-
sary to make this distinction for each patient and to do so ex-
plicitly. The •age variableŽin any experiment or analysis is an
empty variable unless operationally de“ned or indexed.

Not only are there research implications with respect to our
conceptions of primary and secondary aging, but there are also
signi“cant implications for treatment. Evans (1988) summa-
rizes these issues and argues that the distinction between
normal aging and disease has arisen from clinical medicine be-
cause of its tradition of thinking dichotomously, that is, if one
must treat or not treat, it then becomes important to think in
termsofdiseaseornondisease.Most importantly,hearguesthat
the disease and nondisease model is inappropriate for clinical
practice with the elderly because it precludes nontraditional in-
terventions and allows physicians to dismiss potential medical
problems as the natural consequence of aging. Siegler and
Costa (1985) point out that patients may seek treatment if they
do not dismiss changes in health and behavior as an inevitable
consequence of aging. In a classic study, Dye and Sassenrath
(1979) reported that health care professionals classi“ed as
•normal agingŽany condition associated with the onset of old
age, even though that condition could be treated or reversed.

INTERACTIONS WITH OTHER DISCIPLINES

Both aging and disease are dynamic processes, and the study
of these processes is inherently multidisciplinary involving
particularly geriatric medicine and epidemiology.

Geriatric Medicine

It is important to review the literature of geriatric medicine.
Very good summaries on the impact of age on basic
mechanisms of the immune system (Murasko & Bernstein,
1999; Roth & Yen, 1999), cardiovascular system (Lakatta,
1999), and endocrine system (Gruenwald & Matsumoto, 1999;

Matthews & Cauley, 1999; Tenover, 1999), as well as major
diseases of aging that are studied in health psychology„
especially coronary heart disease (Wei, 1999), hypertension
(Applegate, 1999), diabetes (Halter, 1999), and Alzheimer•s
disease (AD; Kawas, 1999), can be found in Hazzard et al.•s
text (1999) on geriatric medicine. The 126 chapters of
this compendium provide an excellent source for the clinical
care of the aged and should be extremely useful for health psy-
chologists when working in an area with older persons as re-
search subjects or patients.

Geriatric medicine includes the full range of variation
seen at the end of the lifecycle. For some, life span continua-
tion is the norm, and the typical health psychology orienta-
tion by disease makes sense. For others, homeostasis has
broken down (see Siegler, 1989), and death appears to result
from nonspeci“c mechanisms (see Nuland, 1995), making
the search for behavioral correlates dif“cult.

Epidemiology and Preventive Medicine

Familiarity with the epidemiological literature and training in
epidemiology, at some level, is very important for behavioral
scientists who work in aging and healthy psychology. You
need not be an epidemiologist to be suf“ciently well-versed in
epidemiological methods to bring these tools into your prac-
tice. Basic familiarity with epidemiological designs, method-
ological issues, and de“nitions provides useful tools for
research to health and psychologists and facilitates cross-
disciplinary communication. Epidemiological terms, also
sometimes used widely in medical research, are used incor-
rectly by psychologists. The term incidence (new cases over
some period of time) is often confused with prevalence
(number of cases at a designated time). Descriptions of designs
(e.g., case study, prospective cohort, retrospective cohort) are
often used incorrectly in the psychological literature. Psychol-
ogists should become familiar with these terms. A number of
texts offer this background (Fletcher, Fletcher, & Wagner,
1988; Hennekens, Buring, & Mayerent, 1987; Sackett, Haynes,
Guyatt, & Tugwell, 1991). Rothman•s work (1986, 1988) of-
fers an advanced exposure to methodological issues such as
subject selection, power calculation, and logistic regression
analysis (Hosmer & Lemeshow, 1998), while Larsen and
Shadlen (1999) provide an excellent chapter on who should in-
terpret screening diagnostics tests in individual cases.

COGNITION AND NEUROPSYCHOLOGY

Research on cardiovascular disease and aging represents a
well-studied topic in health-aging research and serves as
a model for conceptual and methodological problems
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associated with the broader literature on disease, aging, and
cognition.

Cardiovascular Disease, Aging, and
Cognitive Functioning

Familiarity with the literature on cardiovascular disease
or with risk factors for cardiovascular disease such as hyper-
tension, obesity, diabetes, cigarette smoking, and high
cholesterol and cognitive function is a prerequisite for under-
standing research in the area of cardiovascular disease and
behavior. (See the review by Waldstein & Elias, 2001.)
Hypertension, diabetes, smoking, and obesity have been as-
sociated with poorer cognitive functioning, although total
cholesterol and alcohol consumption have been associated
both with better and poorer cognition depending on •dose re-
lationshipsŽ and the speci“c cognitive measures employed
(see P. Elias, Elias, D•Agostino, Silbershatz, & Wolf, 1999;
Muldoon, Flory, & Ryan, 2001).

Because of the signi“cant volume of research on cardio-
vascular disease variables, we focus on studies of older
populations and of interactions of disease factors with age
(cross-sectional) or aging (longitudinal). We restrict our re-
view to hypertension because it has received the greatest
amount of attention and because it serves as a model, or gen-
eral paradigm, for studies of the cumulative impact of aging
and disease, or risk for disease, on cognitive functioning.

Hypertension and Age: Main Effects

It is well-known that age and aging are associated with de-
clines in cognitive functioning. It is also clear that hyperten-
sion and increments in systolic and diastolic blood pressure
(DBP) are associated with lower levels of cognitive function-
ing across all ages. Hypertension affects almost all areas of
the cerebral vasculature. A wide range of abilities are ad-
versely affected, including psychomotor speed, visual con-
structive ability, learning memory, selective attention, ”uid
ability, and executive function (M. Elias & Robbins, 1991a;
Waldstein, 1995; Waldstein & Katzel, 2001). The most recent
summaries of hypothetical variables relating high blood pres-
sure and cognitive performance in explanatory models have
been provided in papers by Waldstein (1995) and Waldstein
and Katzel (2001). These mechanisms include genetic and
environmental factors, psychosocial variables, mood states
and traits, and a long list of biological factors including cere-
bral metabolism, blood ”ow, changes in endothelial dysfunc-
tion, cellular dysfunction, neurochemical dysfunction, white
matter disease, silent infarction, brain atrophy, and athero-
sclerosis. An important aspect of these models is that they

posit different mechanisms that cause blood pressure to im-
pact cognitive function. Although much of the evidence for
the validity of these models is indirect, they are consistent
with what is known about the physiological and structural
consequence of sustained hypertension and hypertension in
youth. Less comprehensive, but nevertheless important,
models for explaining why other cardiovascular risk fac-
tors and disease affect cognitive functioning may be seen
in the various chapters of the Waldstein and Elias (2001) text.
In the following section, we focus on the literature on
hypertension.

Hypertension in Old Age

Comprehensive reviews of the aging-hypertension literature
are available (M. Elias, Elias, D•Agostino, & Wolf, 2000;
Waldstein, 2000). Studies with very large prospective com-
munity samples show that blood pressure level in middle
age predicts cognitive functioning in old age (M. Elias,
Wolf, D•Agostino, Cobb, & White, 1993; Launer, Masaki,
Petrovitch, Foley, & Havlik, 1995). These reviews summa-
rize the many studies indicating that the cognitive function-
ing of older and very old persons is affected by hypertension
and the mounting evidence that high blood pressure in middle
age (M. Elias et al., 1993; Launer et al., 1995; Swan,
Carmelli, & LaRue, 1995) is a predictor of lowered levels of
cognitive functioning in old age, and that this is true even
when subjects are being treated with antihypertensive drugs
(M. Elias et al., 1993). Hypertension and blood pressure, as
well as diabetes mellitus and other risk factors, are also pre-
dictors of Alzheimer•s disease (Guo, Viitanen, Fratiglioni, &
Winblad, 1996), although it is not yet clear if high blood
pressure is a cause or consequence of Alzheimer•s disease.
Additional studies with controls for blood pressure-related
comorbidities are needed. It also appears that a drop in blood
pressure from middle- to old age may be a predictor of lower
levels of performance in old age (Swan, Carmelli, & LaRue,
1998), but this work needs to be replicated in studies that
employ multiple waves of longitudinal testing.

Early Longitudinal Data

The emphasis on hypertension by aging interactions appears
to have been in”uenced by Busse•s (1969) de“nition of
primary aging as changes inherent to the aging process that
are irreversible and secondary aging as caused by disease
that are positively correlated with age but usually reversible
(M. Elias et al., 1990). The narrower translation of this
model, such that it speaks to hypertension and primary aging,
has been de“ned as the •classic age by hypertension modelŽ
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(P. Elias, D•Agostino, Elias, & Wolf, 1995). The classic age
by hypertension model predicts that the combination of
age and hypertension will produced accelerated decline in
cognitive function over time relative to the decline observed
in the absence of hypertension.

A study comparing 10-year change in cognitive function-
ing on the Wechsler Adult Intelligence Scale (WAIS) for
60- to 79-year-old Duke Longitudinal Study (DLS) partici-
pants produced the “rst data consistent with the classic aging
by hypertension model. The DLS started in 1955 with re-
spondents ages 60 to 103 and followed them for 11 repeated
measures until 1976 (see Busse et al., 1985; Siegler, 1983).
Wilkie and Eisdorfer (1971) reported that study participants,
de“ned as clearly hypertensive (diastolic BP � 106 mmHg)
and 60 to 79 years of age at entry into the study, exhibited
over a decade signi“cant decline in cognitive functioning
relative to a normotensive cohort (diastolic BP range � 65
to 95 mmHg) and a borderline hypertensive cohort (96 to
105 mmHg) of comparable age.

It is sobering to note that no severely hypertensive indi-
viduals survived long enough to participate in the same study
between 70 and 79 years of age. However, both the nor-
motensive and borderline hypertensive individuals exhibited
statistically signi“cant decline in WAIS performance scores
over a 10-year period while the •moderately hypertensiveŽ
participants exhibited signi“cantly more decline over 10
years than the normotensive participants.

This “nding was consistent with the classic aging times
disease interaction model and served as a major stimulus to
other studies, although it involved a very small sample of
subjects and did not involve controls for antihypertension
drugs and hypertension-related disease, which could have ac-
counted for the higher rate of cognitive decline for the hyper-
tensive subjects.

Cross-Sectional Data

There have been several reports of interactions of age and
hypertension for samples of adults less than 40 to 50 years
of age, but “ndings were opposite those predicted by the clas-
sic age by hypertension model. In two studies, differences in
test performance between middle-aged hypertensive and nor-
motensive individuals have been smaller than the differences
between young adult hypertensive and normotensive individ-
uals. This was true for a wide range of measures of attention,
memory, executive functions, and psychomotor abilities
(Waldstein, 1995). However, the range of ages employed in
these studies makes a difference with respect to interactions.
Wilkie and Eisdorfer (1971) found signi“cant negative corre-
lations between diastolic blood pressure and every subtest in

the Wechsler Adult Intelligence test in a 70- to 79-year-old
cohort, but no signi“cant correlations for 60- to 79-year-old
cohort. However, no evidence of age times blood pressure
interactions was obtained in a large-sample cross-sectional
study involving three age cohorts of 1,695 men and women
(55 to 64, 65 to 74, and 75 to 88 years) participating in the
Framingham Heart Study (P. Elias et al., 1995).

Models advanced by Waldstein (1995) and Waldstein and
Katzel (2001) show that there are a number of physiological
and morphological changes in the brain in the presence of
young adult hypertension that could explain lowered cogni-
tive functioning. However, in terms of the cumulative effects
of blood pressure on the brain, it is dif“cult to explain
why hypertension in old age should not be associated with
disproportionately accelerated change in cognitive function.
Structural and functional changes in the brain seen with hy-
pertension are progressive and cumulative and generally irre-
versible once they occur.

Waldstein (1995) advanced a U-shaped age by hyperten-
sion interaction model to explain the observation, based on
aggregating data from all cross-sectional studies, that young
and elder individuals are more adversely affected by hyper-
tension than middle-aged subjects. This model “ts the cross-
sectional data in a general way, but the data are inconsistent
with contemporary longitudinal studies.

M. Elias et al. (1990) have provided a •signal-to-noise-
ratio explanationŽ of poorer test performance in association
with youth and old age. The argument is that apparently dis-
proportionate effects of hypertension on cognitive test per-
formance in youth affects the cohort against which they are
compared. In youth, hypertension occurs more against a
background of relatively good health than it does in middle or
advanced age. The prevalence hypertension-related patho-
physiology and comorbidity increase with age. Thus, as an
individual ages, hypertension becomes a risk factor seen
against a background of multiple disease and other risk fac-
tors (e.g., diabetes, high cholesterol, high homocysteine
levels, B12 de“ciency; M. Elias, Elias, Robbins, Wolf, &
D•Agostino, 2001). While these confounds can be adjusted
out statistically, this can be the case only if subclinical dis-
eases could be recognized and diagnosed. This objective is
impossible to reach without great cost. One possibility may
be to follow the same individuals over time.

In fact, dif“culties in explaining cross-sectional results
may be due to methodological rather than conceptual (model
building) de“ciencies. Cross-sectional studies are associated
with a number of methodological challenges relating to the
fact that the same individuals are not followed over time.
This problem is particularly acute in case control studies.
Sample bias due to self-selection for studies (M. Elias,
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Robbins, & Schultz, 1987) and survival effects represent
two major problems encountered in cross-sectional studies
(M. Elias et al., 1990; Waldstein 1995, 2001). Consequently,
there is general agreement that longitudinal studies provide
the best paradigm for examining relations between hyperten-
sion, or any other cardiovascular disease risk factor, and cog-
nitive functioning.

Contemporary Longitudinal Studies

Findings of greater cognitive decline over a four-year
test/retest period (Tzourio, Dufouil, Ducimetière, &
Alpérovitch, 1999) and a six-year longitudinal period (Knop-
man et al., 2001) for middle-aged and elderly subjects are
consistent with the earlier “ndings (Wilkie & Eisdorfer,
1971), although both studies involved only two measure-
ments„baseline and follow-up. The study by Knopman et al.
(2001) involved an impressively large sample of subjects
(n � 10,963) and risk factors other than hypertension.
Diabetes and incident stroke, as well as hypertension,
were related to greater decline over the six-year study pe-
riod. However, neither of these studies followed subjects
over a signi“cant period of time, and neither involved a
cognitive test battery or a measure of general intellectual
functioning.

To meet these criteria, we need to turn to data published
from the Maine-Syracuse Longitudinal Study of Hyperten-
sion and Cognitive Functioning, which has followed subjects
over a 25-year period (1975 to 2001). This study involved an
extremely comprehensive battery of tests, including the orig-
inal version of the WAIS, as well as signi“cant numbers of
tests from the Halstead-Reitan Battery and the Wechsler
Memory Scale. The mean length of time between waves is
“ve years. The “rst wave of longitudinal data collection with
the “rst cohort took place in Syracuse, New York, in 1981
and 1982. Since then, four additional longitudinal-study
cohorts have entered the study. This is essentially a time-
lagged, cross-sectional, and prospective longitudinal design
(Dwyer & Feinleib, 1992). Longitudinal analyses make use
of the data from serial examinations. Cross-sectional analy-
ses are made possible by pooling data for an examination
across cohorts. Secular trends may be examined by compar-
ing subjects who entered the study at different times.

Multiple studies have evolved from this 25-year project.
Several studies illustrate the use of contemporary longitudi-
nal data analysis methods designed to deal with the prob-
lem of selective attrition, to control for potential confounds
related to comorbidity and hypertension-related diseases,
and to use all available data even though not every subject in

the study has completed the same number of longitudinal
examinations.

M. Elias, Robbins, Elias, and Streeten (1998b) employed
140 relatively healthy men and women taken from a
larger sample of individuals who had completed the WAIS.
Sample size was signi“cantly reduced because they restricted
the sample to persons who (a) completed the WAIS; (b) were
between 40 and 70 years of age at baseline; (c) free from
stroke, dementia, secondary forms of hypertension, and co-
existing diseases; and (d) free from treatment with antihyper-
tensive medications at baseline (M. Elias, Robbins, Elias, &
Streeten, 1998a), using a method of analysis that both ac-
counts for attrition and allows estimation of missing longitu-
dinal data (Willett, 1988).

An important feature of this longitudinal analysis is that it
allows estimates of decline in performance for a given num-
ber of years (e.g., 10 or 20). It does not require that all sub-
jects complete every longitudinal examination as long as at
least two examinations are completed at some point in the
longitudinal study. One signi“cant bene“t of this analysis is
that it adjusts for longitudinal attrition because data for
dropouts are not discarded from the analysis. This data has
been collected for persons who were enrolled in the study
from periods ranging from 5 to 20 years. In this study, the
predictors of decline on the WAIS were (a) ever-never hyper-
tensive status; (b) blood pressure over all examinations (dias-
tolic or systolic); and (c) most importantly, blood pressure at
baseline (examination). Crystallized ability (verbal abilities)
was unrelated to the blood pressure predictor measures, but a
measure of speed (digit symbol substitution) and a composite
measure of ”uid ability (visualisation-performance) were.

Figure 21.1 shows the estimated decline in a ”uid ability
composite score (picture arrangement � object assembly �

picture completion � block design) per 20 years of longi-
tudinal study participation for persons de“ned as always-
normotensive or ever-hypertensive. Expressed in percent of
correct scores and adjusted for covariates (age, education,
occupation, anxiety, depression, cigarette smoking, alcohol
consumption), the estimated decline over 20 years was
12.1% greater for persons who were hypertensive at any ex-
amination versus those who were never hypertensive. For
both the ”uid V-P composite (shown in Figure 21.1) and
speed (digit symbol substitution scores), persons who were
hypertensive at baseline exhibited greater longitudinal de-
cline. This “nding with ”uid V-O was observed for each of
the BP predictor variables including untreated diastolic
and systolic blood pressure values at baseline. The higher
the BP, the greater the longitudinal decline in cognitive
functioning. All-exam (averaged) DBP was also associated
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Figure 21.1 Change in estimated mean Adjusted Fluid V-P (Visualization-
Performance) scores over twenty years for Hypertensive (H) and Normoten-
sive (N) cohorts participating in the Maine-Syracuse Longitudinal Study of
Cognitive Function. Change scores are adjusted for age, education, occupa-
tion, gender, and treatment with antihypertensive medication. Adapted for
this chapter from tabled data presented in Elias, M. F., Robbins, M. A., Elias,
P. K., and Streeten, D. H. P. (1998). A longitudinal study of blood pressure in
relation to performance on the Wechsler Adult Intelligence Scale. Health
Psychology, 17, 486…493, with permission of the authors.
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with decline in psychomotor speed (Digit Symbol Substitu-
tion). None of the BP predictors were signi“cantly related to
the crystallized-verbal composite score. Age at entry into
the study (at baseline) was signi“cantly associated with lon-
gitudinal decline and was positively correlated with blood
pressure. However, all signi“cant associations between
blood pressure predictors and cognitive performance scores
remained statistically signi“cant when adjusted for the age
at entry into the study (baseline). Most importantly, there
were consistent reductions in the strength and magnitude of
associations between age and cognitive functioning when
the various measures of blood pressure were introduced into
the model following age and the other covariates. For ex-
ample, introducing the control for systolic blood pressure
averaged over all examinations reduced associations be-
tween age and the ”uid ability composite measure by 50%.
This “nding is consistent with a cross-sectional report by
Madden and Blumenthal (1998) that age-related variance in
a measure of selective attention was reduced by approxi-
mately 58% when systolic and diastolic blood pressure were
controlled.

These “ndings have been replicated more recently with a
larger sample of men and women and are consistent with the
results of a 15-year study of neuropsychological test perfor-
mance (M. Elias et al., 1998b). The higher the blood pressure,
the greater was the rate of decline per year of longitudinal

study participation. From this work, we conclude that hyper-
tension and increments in systolic or diastolic blood pressure
are related to more accelerated rates of decline in cognitive
functioning.

Future Research

While interactions of age and hypertension, and to a lesser
extent, diabetes, insulin resistance, stroke, and coronary
bypass surgery (Newman, Stygall, & Kong, 2001; C. Ryan,
2001) have received major attention in the cognitive function
literature, there are many cardiovascular disease (CVD)
risk factors (with positive or negative effects on cognitive
function) that have not been studied suf“ciently with regard
to age. These include cigarette smoking, cholesterol, obesity,
left ventricular hypertrophy, family history of premature
coronary heart disease (CHD), low blood levels of folate and
vitamin B12, and elevated homocysteine levels. These areas
also offer excellent research opportunities: low blood pres-
sure, menopause, estrogen, estrogen replacement, and oral
contraceptive devices. A review of this literature (M. Elias
et al., 2001) indicates that each of these risk factors has been
related to lowered cognitive functioning in geriatric popula-
tions and many with AD and brain morphology, but also
with lowered cognitive performance in elderly individuals.
M. Elias et al. (2001) point out that particularly promising re-
search opportunities exist with respect to Apolipoprotein e4.
Apolipoprotein e4 (APOE-4) allele is not only a risk factor
for AD but also for cognitive decline within generally normal
limits (Riley et al., 2000) and in the absence of dementia
(Small, Basun, & Bachman, 1998). It is particularly impor-
tant to have studies that examine the impact of cardiovascu-
lar risk factors on cognitive functioning in the presence of the
APOE-4 allele and that they do so in the context of designs
that consider aging (longitudinal change in cognitive func-
tioning) or age cohort differences. Many studies have had the
opportunity to do this via a large sample of men and women
varying widely in age but have neglected to do so. It is
particularly important to undertake these studies as well as
give more attention to women•s health issues. For example,
Rosenberg et al. (1985) reported that female smokers who
use oral contraceptives are at 20 times the risk of coronary
heart disease than female nonsmokers who do not use oral
contraceptives. We are unaware of any studies relating the
cumulative risk of smoking and oral contraception to cogni-
tive functioning in the context of aging research.

It is now well-known that hard-driving aggressiveness,
hostility, depression, anxiety, anger, social isolation, low
social support, low socioeconomic status, marital stress, and
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job stress (Muir, 1998; Williams et al., 1997) represent social
psychological risk factors for cardiovascular disease, and
that the lethal mechanisms include increases in BP, blood
cholesterol (Muir, 1998), and sympathetic and cardiovascular
responses (Williams, 1994). We need a systematic series
of studies that examine the cumulative impact of both
biological-cardiovascular and psychosocial-cardiovascular
risk factors on cognitive performance, and the impact of
aging on cognitive functioning.

METHODOLOGICAL CONSIDERATIONS
WHEN STUDYING AGING

The distinction between a risk factor for cardiovascular
disease and disease itself is dif“cult and often academic
(M. Elias et al., 2001). Cardiovascular diseases are risk fac-
tors for other diseases. Clinically de“ned hypertension is a
good example. Several overlapping de“nitions of the term
risk factor emerged early in the course of the Framingham
Heart Study (Kannel, Dawber, Kagan, Revortskie, & Stokes,
1961; Kannel & Sytkowski, 1987): (a) a correlate of cardio-
vascular disease, (b) a characteristic of an individual that pre-
disposes that individual to cardiovascular disease; and (c) a
factor that emerges as a cause of a cardiovascular disease.
Because associations between risk and cardiovascular dis-
ease are more easily demonstrated than causal relationships,
the “rst and second de“nitions have been employed more fre-
quently in the literature dealing with vascular risk factors for
cognitive decline. There is general agreement that variables
such as blood pressure, hypertension, diabetes, obesity, ciga-
rette smoking, and total cholesterol, among others, are risk
factors for disease.

However, a major conceptual problem is created because
age is itself a risk factor for cardiovascular disease. This has
implications for three of the most frequently employed analy-
ses in the health psychology of aging: (a) examine interac-
tions of age cohort status (or change over time, aging), and a
cardiovascular risk factor; (b) via regression or covariance

analyses, subtract the effects of aging on cognitive function-
ing from effects of CVD risk or disease; (c) subtract the
effects of CVD risk or disease from the effects of aging.
M. Elias et al. (1990) note that failure to render age a non-
signi“cant predictor of cognitive functioning by adjusting out
the in”uence of one or several risk factors is frequently cited
as evidence that risk for disease is unimportant with respect
to relations between aging and cognitive functioning. Such
conclusions re”ect a naive assumption that age or aging vari-
ables re”ect little more than primary aging (nondisease)
processes. The variable age in any study re”ects both primary
aging processes and all diseases and risk factors that are cor-
related with age.

The relative importance of age, versus Type II diabetes,
diastolic BP, and cigarette smoking as risk factors for poor
cognitive functioning is illustrated by data from the Framing-
ham Heart Study (M. Elias et al., 1998b, 2001). Beginning in
1950, all participants were screened for cardiovascular risk
factors and events every two years. All subjects were free of
history of de“nite completed stroke and Type I diabetes. All
were ages 55 to 85 at the time of neuropsychological testing.
A summary of the level of independent risk of lowered cog-
nitive functioning is shown in Table 21.1.

Thus, every “ve years of age produces an increased risk of
67% of declines in learning and memory, 61% in the com-
posite score, 44% on similarities, and 19% on attention/
concentration. This age risk, controlling for the very well-
measured disease and risk information, is the largest factor.
Whether one considers diabetes and hypertension as risk fac-
tors or comorbid conditions, they do have increasing effects
on cognitive decline.

In another set of analyses based on this same archival data
set, M. Elias et al. (2001) employed a risk factor scale that re-
”ected the cumulative impact of multiple risk factors on cog-
nitive functioning. These investigators designed a simple risk
factor scale that was used to determine the combined impact of
multiple cardiovascular risk factors, excluding aging. Subjects
were given a score (e.g., 0, 1, 2), depending on the number of

TABLE 21.1 Adjusted Odds Ratios of Performing At or Below the 25th Percentile on the Framingham Neu-
ropsychological Test Measurements (covariates included education, occupation, gender, alcohol consumption,
previous history of cardiovascular disease, and antihypertensive treatment)

Neuropsychological Type II Diabetes Diastolic BP Cigarettes/day Age in Years
Test (per 5 years) (per 10 mm HG) (per 5 cigs.) (per 5 years)

Composite score 1.21 1.30 1.04 1.61
Learning and memory 1.22 1.25 1.03 1.67
Similarities 1.19 1.01 1.09 1.44
Attention/concentration 1.00 1.15 0.98 1.19

BP exams 4…15; Diabetes exams 1…15; cigarettes/day at time of neuropsychological assessment; age ranged from 55 to 88
at time of neuropsychological testing.
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cardiovascular risk factors present during neuropsychological
testing. For an overall composite score involving all of the
neuropsychological tests, there was a 23% (odds ratio � 1.23)
increase in risk for poor cognitive functioning (performance at
or below the 25 percentile) per risk factor beyond zero risk
factors. In a secondary analysis, a long-term risk factor scale
was derived from cardiovascular risk data collected over 18 to
20 years. For this scale, there was an estimated 31% increase
(odds ratio � 1.31) in risk for poor cognitive functioning per
risk factor. The largest increase in risk (39%) was associated
with learning and immediate memory.

Unfortunately, no studies have asked the question as to
whether cumulative risk, as determined by multiple risk factor
scale, is exacerbated or diminished with increasing age. More-
over, studies adjusting the impact of age on cognitive func-
tioning for risk factors have not used a multiple risk factor
scale re”ecting the long-term and cumulative impact of risk.
Such studies are needed. While the examples have been given
with data from cardiovascular disease and cognition, the
principles apply generally in aging and health psychology.

Epidemiologic Concerns

The need for more sophisticated models that take into ac-
count relations between risk factors, aging, and disease is
apparent. But testing these models constitutes a major chal-
lenge. Design problems created by the dynamic character of
both disease and aging are evident. An excellent and well-
written summary of these designs and issues may be found in
Hennekens et al. (1987) and Collins and Horn (1991).

Understanding these issues is particularly important to
two critical decisions in the design of health-aging studies:
(a) selection of exclusionary variables; and (b) identi“cation
of confounders, necessary to model speci“cation. These
problems are common to all research areas but acutely
important in health-aging research for two reasons: (a) the
coexistence of chronic diseases increases with advancing age
and diseases interact in complex ways, and (b) the duration
of exposure to risk factor and disease is correlated with age
(Kaplan et al., 1999). These correlations are particularly
problematic in covariance analyses involving the adjustment
of risk factors for the impact of comorbidities and in designs
in which disease effects are adjusted for age, or vice versa.
Covariance assumptions are often not met in circumstances
in which they are most needed. Pedhauser and Schmelkin•s
(1991) discussion of covariance issues and solutions is most
valuable. Hennekens et al.•s (1987) chapter on confounding
and bias in public health research is very useful. Sackett et al.
(1991) offers an excellent discussion of issues surrounding
subject selection.

Kaplan et al. (1999) provide a good review of the particu-
lar odd things about aging when considering epidemiologic
research. The review is very valuable with respect to design
decisions such as whom to exclude, what confounders are
important conceptually, how to handle comorbidity (by
exclusion or by statistical adjustment), and issues of subject
selection, sample bias, and survival. This discussion begins
with complex and mixed “ndings in studies where cardiovas-
cular disease risk factors are related to cardiovascular disease
outcomes. It is widely assumed that the association between
CVD risk factors and CVD events and outcomes grows
weaker with advancing age, but the literature does not support
this conclusion (Kaplan et al., 1999). A pattern of declining
associations between CVD risk factors and cardiovascular
disease has been reported in some large population studies
(Psaty et al., 1990; Whisnant, Wiebers, O•Fallon, Sicks, &
Frye, 1996). Increasing strength of associations (Benefante,
Reed, & Frank, 1992; Keil, Sutherland, Knapp, & Gazes,
1992) and mixed results have been observed in others.

Kaplan et al. (1999) point out very complex and dynamic
associations among the following variables: (a) CVD risk
factors, (b) comorbid conditions, (c) subject selection and
attrition, (d) mortality, (e) subclinical disease, (f) clinical dis-
ease detection, (g) treatment, (h) clinical events, (i) metabolic
and physiologic changes, and (j) •aging senescence.ŽThese 10
variables provide a practical checklist for data design and
analysis. They all change with age and interact with each other.
Each of these changes (or modi“cations) correlate with age,
aging, and the passage of time. They affect, and are affected by,
manifestation of diseases, accuracy of self-report and recall of
exposures to risk, selection bias, accuracy of measurement,
changing diagnostic and assay methods, attrition and differen-
tial rates of attrition from longitudinal studies, selective sur-
vival, and the validity of covariance analyses.

A particular problem is the need to use proxy variables
and data from informants other than the study participant.
Efforts to avoid this problem often lead to exclusion of some
subject populations (e.g., institutionalized individuals) and
result in their underrepresentation in study samples.

The problem of dropout in longitudinal designs has been
discussed in our review of the hypertension-cognitive func-
tioning literature. Especially problematic for longitudinal
studies of cognitive functioning is that persons who perform
more poorly at one time are less likely to return for repeat test-
ing than those who perform well (M. Elias & Robbins, 1991b).

Longitudinal Analysis Methods

The recognition of problems, such as selective attrition and
the need to estimate missing data, has moved sophisticated
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investigators beyond the use of repeated measurements
analysis of variance as a method of analyzing cross-sectional
and longitudinal data. The importance of designs with both
components is emphasized in the contemporary literature.
Health psychologists who wish to study aging should con-
sider this important contemporary approach to analysis of
longitudinal and cross-sectional data. Repeated measurement
analyses of variance results are still popular, although it pro-
vides no built-in method for correcting for attrition. It is com-
mon to “nd plots of changes in means over time. Such plots
obscure intra-individual differences, and often no single sub-
ject in the study shows a trend similar to the trend in means
over time. Reporting of changes in means over time obscures
inter-individual differences in rate of change and often pre-
sents an inaccurate picture of change over time. It is possible
to “nd that not a single subject in the study exhibits a trend
similar to the mean change over time. For an excellent
example of how longitudinal data should be presented, see
McArdle and Hamagami (1991). A simple but useful method
for adjusting for attrition is seen in the work of M. Elias et al.
(1998a) on blood pressure.

There are methods of combined cross-sectional and longi-
tudinal data analysis that allow statistical adjustment for
attrition, missing data, and data imputation. All investigators
using longitudinal designs (i.e., studies with multiple wave of
longitudinal data not simply time 1 versus time 2 difference
scores) should take full advantage of these methods. Many
contemporary methods for longitudinal analyses are re-
viewed in Collins and Horn (1991). Illustrations of problems
of attrition in studies of disease are provided in M. Elias &
Robbins•s text (1991b), as well as topics of great importance,
such as missing data, ordinal methods of assessing change,
time series applications, intra-individual differences in intra-
individual change, latent growth curve modeling, and model-
ing incomplete cross-sectional and longitudinal data using
dynamic structural equation modeling. A very creative appli-
cation of survival analysis to longitudinal studies of behavior
is found in Willett & Singer•s work (1991). Solutions to attri-
tion and missing data, as well as the pitfalls of analysis of
variance approaches to change over time and the descriptive
data that accompany these methods, are described in these
texts. An excellent example in AD research is the analysis by
Wilson, Gilley, Bennett, Beckett, and Evans (2000), in which
a large community-based population with AD was followed
and changes in cognition documented (see also Siegler,
Bosworth, & Poon, in press). It is becoming increasingly
clear that rates of health change vary dramatically among in-
dividuals; and as new, sophisticated analyses become more
accepted, researchers will be able to document changes
across individuals.

PERSONALITY AND SOCIAL FACTORS 

Personality and social factors are involved in disease etiology,
although there appear to be multiple mechanisms (Contrada
& Guyll, 2001; Contrada, Leventhal, & O•Leary, 1990; Smith
& Gallo, 2001). There is evidence that personality charac-
teristics, such as hostility, operate through risky behaviors
(Scherwitz et al., 1992; Siegler, Peterson, Barefoot, &
Williams, 1992) as well as through reactivity (Williams,
1994), at least in terms of cardiovascular disease (Rozanski,
Blumenthal, & Kaplan, 1999). The evidence is less consistent
for hypertension (B. Jonas, Franks, & Ingram, 1997; S. Jonas
& Lambo, 2000; Levenstein, Kaplan, & Smith, 2000; Spiro,
Aldwin, Ward, & Mroczek, 1995), stroke (Everson, Roberts,
Goldberg, & Kaplan, 1998), diabetes (Niaura et al., 2000), and
cancer (Contrada & Guyll, 2001; Everson et al., 1996;
I. Schapiro et al., 2001). Evidence is accumulating that de-
pression and social support have a signi“cant impact on the
course of coronary heart disease (Barefoot & Schroll, 1996;
Williams & Chesney, 1993) such that a clinical trial called
Enhancing Recovery in Coronary Heart Disease (ENRICHD)
to reduce the impact of depression among myocardial infarc-
tion patients is underway (ENRICHD investigators, 2000).

Most of these studies are conducted on middle-age and
older persons; therefore, there is no doubt that these relation-
ships hold over the adult age span. To date, there has been
little interest in understanding how and why age is such a
powerful risk factor for disease and how it interacts with psy-
chosocial indicators; but this is starting to change.

Williams (2001) has reviewed the literature on these ques-
tions and concludes that after the age of 25, hostility does ap-
pear to be related to CHD incidence. It is also true that the
same characteristic that leads to an increased probability of
disease such as a heart attack, if survived, may also be related
to increased survival after the heart attack. A good example
is the Type A behavior pattern. Williams et al. (1988) showed
that under the age of 55, Type A predicted CHD; but after age
55, it was associated with lower rates of CHD. Kop (1997)
has proposed a theory to explain the stronger impact of psy-
chosocial risk on CHD at younger ages, but there is insuf“-
cient empirical evidence at present to verify his conclusions.
In particular, the National Heart, Lung, and Blood Institute
(NHLBI; 2000) considers age a risk factor for heart disease at
age 45 in men and age 55 in women. This makes the under-
standing of the role of psychosocial factors in CHD before
these ages extremely important.

Research on hostility shows that hostility is operative
across the lifecycle from age 18 to age 100 and that hostility
varies by age, race, gender, and socioeconomic status (see
Siegler, 1994, for review). Barefoot et al. (1987) showed that
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suspiciousness as measured by the Cattell 16-PF also pre-
dicted all cause mortality for older men and women while
P. Martin et al. (1992) reported survival for centenarians was
enhanced for those high on suspiciousness„a measure of
hostility and a reversal similar to the Type A “ndings reported
by Williams et al. (1988) earlier in the lifecycle.

Exciting new “ndings from the Nun Study (Danner,
Snowdon, & Friesen, 2001; Snowdon, 2001) suggest that
positive emotions measured in late adolescence are related to
long-term survival.

Does Disease Cause Personality Change in Adulthood?

It seems a truism to say it depends on the disease, but that
appears to be the case. Siegler (2000) reviewed the evidence
for rated personality change in AD patients. In studies in the
United States and the United Kingdom, AD patients are rated
as more vulnerable (N6) and less conscientious (C) as would
be expected. When the same technique was used to describe
patients with other brain disorders, the pattern of change was
speci“c to diagnosis, thus, it would appear that where behav-
ior change is a symptom of the disorder, it is speci“c to the
disorder.

Siegler and colleagues (1991, 1994) looked at the role of
premorbid personality in the facets of the NEO-PI. It was
clear that rank order stability is maintained on the facets of
personality that are not the hallmark of the disease. The
Spearman correlations are highly signi“cant (r•s range
from �.397, p � .02 to �.776, p � .0001) for all domains
and facets of the NEO-PI except for N6„vulnerability
(r � �.046, p � .80), and C„conscientiousness (r � �.001,
p � .999), which are hallmarks of a dementing disorder.

A study of sources of personality change in the University
of North Carolina (UNC) Alumni Heart Study Cohort found
that divorce versus remarriage and not the development of
a disease during midlife (from ages 42 to 50) was associ-
ated with change in personality (Costa, Herbst, McCrae, &
Siegler, 2000). Thus, disease is not an engine of personality
change unless there are major structural alternations in brain
functioning during midlife. Studies that depend on self-
reports of disease or self-rated health tend to report personal-
ity change, but these “ndings may be related to the appraisal
process.

The overall general stability of personality is also impor-
tant in the study of personality disorders (Costa, McCrae, &
Siegler, 1999). This is an area assumed to have no relevance
to later life, as personality disorders were thought to age out.
Research in this area (Costa & Widiger, 1994) indicates that
this is not true, and indeed, the persistence of disordered per-
sonality patterns can often be mistaken for the disruption of

Alzheimer•s disease (Costa, 2000; Siegler, Bastian, Steffens,
Bosworth, & Costa, in press).

Role of Behavioral Risk Factors

CHD, cancer, disability, and total mortality are all increased
by •bad habitsŽ and hostility is related to these bad habits.
Some data from our ongoing UNC Alumni Heart Study help
tell this story. Siegler et al. (1992) reported on the ability of
hostility to predict risk. This was measured at college enroll-
ment, and the study continued as the subjects aged into their
early forties. Hostility was signi“cantly associated with caf-
feine use, ratio of total/HDL cholesterol, amount of alcohol,
and body mass index in the predicted direction„higher
hostility, higher risk„and to exercise in the opposite
direction„higher hostility , more exercise„controlling for
age and gender. As a follow-up to that paper, Siegler and
colleagues examined the association between the same col-
lege hostility measure and risky behaviors measured during
the following 10 years of data collection from 1989 to 1999.
In this analysis, high-risk behavior is set at a level generally
accepted in the literature. In this college-educated cohort,
high hostility in college still predicts excess risk during
midlife for both men and women if they are current smokers,
have high depressive and alcoholism symptoms, and ap-
praisals of their current life situation are negative. Those not
still predicted by college hostility were all signi“cantly pre-
dicted by hostility when remeasured at age 42 by and change
in hostility from age 19 to age 42 (Siegler et al., 2002).
Furthermore, this paper indicated that college hostility, adult
hostility, raw change in hostility, and residualized change in
hostility were all differentially associated with risk, indicat-
ing the complexity of developmental patterns relating
psychosocial factors to disease risk indicators. This is partic-
ularly important from an aging point of view because these
same risk indicators (smoking, obesity, sedentary behavior)
predict Medicare costs (Daviglus et al., 1989) and disability
(Vita, Terry, Hubert, & Fries, 1998). Early predictors of
these risk indicators can help ensure a healthy life span, and
interventions aimed at hostility modi“cation might have
signi“cant dividends and a role to play in primary preven-
tion of CHD in both men and women earlier in the life
span (Stampfer, Hu, Manson, Rimm, & Willett, 2000).
Understanding the role of genetic polymorphisms related to
neurotransmitter function is another way to understand the
potential associations of personality, risky behavior, and
disease risk (Williams et al., 2001).

There is increasing interest in health promotion and dis-
ease prevention in older persons, and interest in successful
aging shifts the focus to those older persons who are doing
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well as opposed to the usual focus on the •four D•sŽ (disease,
disability, death, and dementia). Many of the factors that
health psychologists study are related to becoming a •suc-
cessful agerŽ and, as we have discussed, modifying risky be-
haviors can contribute to that process.

Social Support

This relationship has been well-documented. Adequate social
support reduces morbidity (Bosworth & Schaie, 1997; Vogt,
Mullooly, Ernst, Pope, & Hollis, 1992), mortality (Berkman
& Syme, 1979; Fratiglioni, Wang, Erickson, Maytan, &
Winblad, 2000; Strawbridge, Cohen, Shema, & Kaplan,
1996; Williams et al., 1992), physical functioning (Kaplan,
Strawbridge, Camacho, & Cohen, 1993), and marital status
(K. Martin et al., 1995; Tucker, Friedman, Wingard, &
Schwartz, 1996), which has differential impact for men than
for women (Tucker, Schwartz, Clark, & Friedman, 1999).
One possible mechanism by which social support may lead
to successful outcomes is friends and relatives encouraging
less risky behaviors and encouraging healthy behaviors
(Umberson, 1987). A second mechanism may consist of the
person•s social network providing necessary information or
encouragement for seeking preventive health care services
such as a prostate cancer screening and treatment (Berkman,
1995). Third, the social network may provide the patient with
information from other people who have direct or indirect
experience with a problem or medical condition.

Self-Rated Health

Self-rated health has been found to be a predictor of mortal-
ity (Bosworth et al., 1999; Idler & Benyamini, 1997) and
morbidity (Bosworth & Schaie, 1997). While self-rated
health captures scores of summary information about health
status, it does not represent the speci“c disease status of an
individual. What is still not understood is the meaning of self-
rated health as a covariate and how it in”uences aging re-
search “ndings (see Siegler, Bosworth, & Poon, in press).

Objective assessment of health (physician examination
combined with objective diagnostic methods) represents the
gold standard. On the other hand, objective data collection is
often either impractical, unethical, or both, given cost-bene“t
considerations and the possibility of risk to the study partici-
pant. Moreover, important data may be lost if we insist on ob-
jective measurement of disease; that is, retrospective data,
archival data, and data collection that achieves large samples
and/or representative samples but does not permit direct sub-
ject contact. Self-report is necessary where self-assessment is
central to the research question; in studies, we are directly
concerned with how subjects rate themselves in relation to

objective measurements. It has been argued that self-report is
a questionable practice when new data collection is possible
and when the objective is to identify and de“ne a few targeted
diseases with high levels of sensitivity and speci“city
(M. Elias et al., 1990), unless of course, subject risk is unac-
ceptably high in relation to bene“ts.

Because self-report may be the focus of health-aging re-
search or a necessary evil, it is important to understand its
limitations. Costa and McCrae (1985) point out that the em-
ployment of self-ratings as •proxy measures of objective
health statusŽ is common and that investigators often justify
this approach based on statistically signi“cant correlations
between physician-rated health and self-ratings, even though
those correlations are modest. A series of classic studies has
shown that self-report of disease and disease itself are not
veridical and can be in”uenced by neuroticism and many
other social-psychological factors, including disease (e.g.,
Costa & McCrae, 1985). We can not ignore information that
can be gained from archival data, retrospective studies, or
large sample mail or phone survey data because objective as-
sessment of disease is not possible. However, the investigator
is charged with the responsibility of establishing the validity
of the self-report measuring techniques used. Where
possible, however, the ascertainment of the reliability of self-
report data via medical case records, follow-up with physi-
cians and other informants, and treatment history is highly
desirable.

NEW DEVELOPMENTS IN GENETICS AND AGING

How and where do aging and health psychology researchers
learn to use the exploding new information, and where do
we have data already applied to aging problems? While
genes are “xed at birth, they can have different effects at dif-
ferent ages and interact with environments differentially at
different ages, and furthermore, behave differentially in dif-
ferent populations. There are age-related changes in heri-
tability, that is, in the amount of variance in a population due
to genetic variance. In addition to age related changes in her-
itability, it is quite possible that different genes or different
combinations of genes are operative at one part of the life-
cycle and inoperative at another.

McClearn and Heller (2000) discuss intersections of
genetics and aging. Psychologists look to genetics for the
sources of individual differences in rates and patterns of
aging. They illustrate their discussion with “ndings from
the Swedish Adoption/Twin Study of Aging that has the ad-
vantage of twins raised apart by unconfounding genetic and
environmental similarity in comparing twins raised together
and raised separately. Greater resemblance in twins raised
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together implicates shared environmental in”uences. The
twins were born between 1886 and 1958. Longitudinal data
were collected by mail and in personal interviews every three
years. McClearn and Heller developed a battery of sophisti-
cated statistical methods for analysis of their data that allows
them to estimate parameters in adjacent age bands of respon-
dents that include estimates of relative genetic, environmen-
tal, and shared variance from the ages of 36 to 76. They
present data on three measures of lipids„serum cholesterol,
HDL cholesterol, and triglycerides„taken at in-person vis-
its. While we may have thought this complex enough„data
show that relative proportions of genetic, shared rearing en-
vironment, and nonshared rearing environment change with
age differentially for the health-related variables studied„
this is particularly striking for the three indicators of choles-
terol measured at in-person testing. The complex patterns
show important age relationships that had not been even
dreamed of before.

Ewbank (2000) reviewed the extraordinary progress in ge-
netics during the past 10 years and puts it in context. While
written for demographers, the data is useful for psychologists
as well. Demographers are more advanced in their thinking
about the role of behavioral and social variables on survival
and the role that age plays in such models. One gene has
“gured prominently in the study of Alzheimer•s disease:
apolipoprotein E. It has three different common polymor-
phisms„e2, e3, and e4„and individuals can have one of six
combinations. The e3/e3 is the most common and is found in
60% to 70% of most populations. The e3/4 and the e4/4 are
associated with increased risk of both AD and CHD, and the
e2/2 and e2/3 are associated with a reduced risk of AD. In
particular, the detailed discussion of the apolipoprotein E
gene, which has implications for both Alzheimer•s disease
and ischemic heart disease, is particularly useful, along with
a paper by Corder et al. (2000) indicating that APOE deter-
mines survival time in those over age 85 due to cardiovascu-
lar disease, not due to dementia. For a complete discussion of
the genetic factors in Alzheimer•s disease, see Roses and
Saunders (2001).

The genetics revolution is also changing what we thought
we knew about cognitive changes in survival, distance from
death, and terminal drop. See Bosworth & Siegler (in press)
for a detailed discussion of these issues.

RESEARCH OPPORTUNITIES IN HEALTH
PSYCHOLOGY AND AGING

Aside from the traditional understanding of the role of aging
on disease and the role of disease on aging, there are some
opportunities for research in health psychology that will

bene“t from a consideration of aging or are better studied
from an aging point of view. These include stress and aging,
decision making, adherence to treatments for chronic disease,
coping with disease, and gender differences in health. Health
psychology also has important contributions to make to stud-
ies of cancer and aging.

Stress and Aging

Psychosocial factors and stress are key health psychology
concerns (see Baum & Posluszny, 1999). An excellent venue
to study the relationship between stress and aging has been
caregiving. Work by Vitaliano et al. (in press) and by
Robinson-Whelen, Kiecolt-Glaser, and Glaser (2000) has
been important in using this approach to study the physiolog-
ical as well as the psychological consequences of caregiving.

Decision Making

Decisions about health may be compromised by cognitive
changes (see Peters, Finucane, MacGregor, & Slovic, 2000),
thus research on decision making that takes these cognitive
changes into consideration is needed. Even without cognitive
changes, older persons may be more dependent on children
and spouses in making decisions about health care screening
and treatment options.

Adherence and Chronic Disease

Health psychology can play an important role among the
elderly in terms of behavioral interventions. It is known that
risk-reduction programs are ef“cacious (see Burke, Dunbar-
Jacobs, & Hill, 1997, for a summary). However, the extent to
which these programs are effective in the individual may
depend on adherence. Nonadherence crosses treatment regi-
mens, age and gender groups, and socioeconomic strata.
Adherence is a signi“cant problem. It is estimated that 50%
of individuals discontinue participation in cardiac rehabilita-
tion programs in the “rst year, 16% to 50% of hypertension
patients discontinue their medication in the “rst year of treat-
ment (Flack, Novikov, & Ferrario, 1996; Jones, Gorkin, Lian,
Staffa, & Fletcher, 1995; Juncos, 1990), and 20% to 80% of
patients who have antidepressant medications prescribed fail
to adhere to the prescription at one month (DiMatteo, Lepper,
& Croghan, 2000). Nonadherence rates for hormonal
replacement medication over one to two years range from
27% to 61% (Brett & Madans, 1997; Chung, Lau, Cheung, &
Haines, 1998; Faulkner, Young, Hutchins, & McCollam,
1998; Hemminki & Topo, 1997; Oddens & Boulet, 1997;
P. Ryan, Harrison, Blake, & Fogelman, 1992). Since the ben-
e“cial effects of risk reduction on many chronic diseases and
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problems are not realized immediately, long-term adherence
is essential for the strategies to be effective (Burke et al.,
1997). Age does not affect adherence directly. However,
changes in cognitive functioning and multiple prescriptions
may make adherence more dif“cult with increasing age.

Aging and Coping with Disease

A growing body of literature indicates that older chronic pa-
tients are likely to cope better with chronic diseases than their
younger counterparts. Younger cancer patients, for example,
are more likely to be distressed than older patients (Van•t
Spijker, Trijsburg, & Duivenvoorden, 1997). Possible expla-
nations are that older adults with diseases are less distressed
than younger adults because they experience less violation of
cognitive schemas, they engage in more positive downward
social comparisons, and they perceive less attendant block-
age to central goals. It is also possible that this age difference
is an epiphenomenon of younger adults• propensity to report
greater distress in general. Finally, Neugarten (1976) points
out that the onset of chronic illness in old age is more usual in
that part of the lifecycle and therefore possibly less disrup-
tive. We found support for this last point in a study of 4,278
cardiac catheterization patients. We observed that physical
function and physical role function were lower with age,
whereas mental health, emotional role function, and vitality
were higher with age (Bosworth et al., 2000).

Geropsychology

In this chapter, we have not reviewed the literature with the
elderly as a clinical treatment population in detail. Geropsy-
chology has been an area of concern for a long time„
excellent review chapters have been collected for the past
20 years (e.g., Gatz, 1989; Nordhus, VandenBos, Berg, &
Fromholt, 1988; Qualls & Abeles, 2000; Storandt, Siegler, &
Elias, 1978). The research base needed to develop appropri-
ate treatments at the intersections of physical disease, and
aging is part of the content of behavioral medicine that health
psychologists need to know (see Siegler, Bastian, et al., in
press). An excellent set of chapters can be found in Smith and
Kendall (in press) in their special issue updating the clinical
aspects of behavioral medicine.

Gender, Health, and Aging

Menopause presents women with choices about hormone
replacement therapy that are determined not only by
menopausal symptoms but also by long-term possible
prevention of CHD, osteoporosis, and Alzheimer•s disease

(Matthews, Wing, Kuller, Meilahn, & Owens, 2000; Siegler
et al., 2002). Conversely, there is not a clear marker of
midlife in men. Like estrogens, androgen levels decrease
with age and have a broad range of effects on sexual organs
and metabolic processes. Androgen de“ciency in men older
than 65 leads to a decrease in muscle mass, osteoporosis, de-
crease in sexual activity, and changes in mood and cognitive
function, leading us to speculate that there may be at least
two phases of chronic diseases related to androgen levels in
men. Whether men over 65 would bene“t from androgen re-
placement therapy is not known (Tenover, 1999). Any poten-
tial bene“ts from this therapy would need to be weighed
against the possible adverse effects on the prostate and car-
diovascular system. Thus, considering men and women sepa-
rately may be useful (Siegler, Bastian, & Bosworth, 2001). In
fact, research on timing of menopause suggests that ovarian
aging may be a marker of an overall biological clock
(Robine, Kirkwood, & Allard, 2001; Snowdon, 2001).

An additional reason to examine the relationship between
health, disease, and aging separately for gender is that, at all
ages, women are more likely than men to have acute and
chronic conditions. The problem is not that they receive less
health care. In fact, women are more likely to be insured and
more likely to go to the doctor. Men have higher rates of cer-
tain diseases, notably heart disease, stroke, lung cancer, and
liver disease, but women have more of nearly all other chronic
conditions, including hypertension, arthritis, osteoporosis, eat-
ing disorders, diabetes, depression, and reproductive diseases
(Merrill & Verbrugge, 1999). Before 70 years of age, women
have a worse prognosis than men following acute myocardial
infarction (AMI; Vaccarino, Krumholz, Yarzebski, Gore, &
Goldberg, 2001). Studies in men suggest that psychosocial
factors are important determinants of cardiovascular health
(Kaplan et al., 1993; Orth-Gomer, Unden, & Edwards, 1988;
Williams & Littman, 1996). In particular, work stress has been
associated with increased coronary heart disease (CHD) inci-
dence and poorer prognosis in men (Schnall & Landsbergis,
1994). Among women in this age group, psychosocial stress
in relation to CHD has been studied rarely (Eaker, 1998).
However, it appears that work stress is not as relevant to
women whereas marital stress has been found to be a signi“-
cant increased risk of recurrent CHD and poorer response in a
middle-age sample of women (Orth-Gomer et al., 2000).

Cancer and Aging

Compared to the work on cardiovascular disease, there has
been less work in cancer. This is a major opportunity for
health psychologists interested in the intersection of aging
and health.
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Cancer Prevention and Aging

In general, there appears to be an increase in cancer screening
with age to around 70 followed by a decline. For example,
data from the 1990 National Cancer Institute (NCI) Mam-
mography Attitudes and Usage Survey indicated that 40% of
women in their forties reported having an annual mammo-
gram, compared to only 18% of women over the age of 70.
Therefore, the situation for older women seems especially
perilous; not only do they have a greater risk of developing
breast cancer, but it seems they have less chance of having
the cancer detected. These patterns are unfortunate given
that the incidence of cancer increases with age.

Cancer Diagnosis and Aging

Researchers have found that psychological impact of cancer
diagnosis is inversely associated with age for at least both
prostate and breast cancer patients (Cordova et al., 1995;
McBride, Clipp, Peterson, Lipkus, & Demark-Wahnefried,
2000). Cancer diagnosis may have less psychological impact
for older patients, because illness may be regarded as a natural
part of aging and, thus, an •on-timeŽevent. Younger age at di-
agnosis may also be indicative of greater family risk of cancer,
which may increase the psychological impact of the diagnosis.

Cancer Progression, Recurrence, and Aging

A wide range of psychosocial factors has been associated with
the course of established cancer, though this literature is re-
plete with inconsistencies (Fox, 1998). Some studies have
suggested, for example, that breast cancer patients• reactions
to the stress of diagnosis characterized by a •“ghting spiritŽ
predicted the course of disease (e.g., Greer, Morris, Pettingale,
& Haybittle, 1990). One study, however, reported that among
578 women with breast cancer, an increased risk of relapse
or death over a “ve-year period was associated with greater
helplessness/hopelessness but was unrelated to stoicism, de-
nial, or “ghting spirit (Watson, Haviland, Greer, Davidson, &
Bliss, 1999). These inconsistencies may be because of the
heterogeneity in the samples of patients studied (e.g., mixed
cancer types and stages), psychosocial variables assessed,
psychosocial interventions tests, and the study designs,
control variables, and analytic procedures used (Garssen &
Goodkin, 1999). Cancer recurrence is devastating, and the
magnitude of distress is even greater than that found with
the initial diagnosis.

Cancer Treatment and Aging

Breast cancer is of particular concern to older women be-
cause age is positively correlated with increased incidence

and mortality. Women ages 65 to 69 have an annual incidence
rate of 350 per 100,000, and for women age 85 years or older,
the incidence climbs to 412 per 100,000. Over half of all
breast cancer deaths occur in women who are over 65 years
old (Morbidity and Mortality Weekly Report, 1996).

Postmenopausal breast cancer patients frequently have
one or more preexisting comorbid conditions at the time of
diagnosis (e.g., heart disease, chronic obstructive pulmonary
disease, hypertension, diabetes, arthritis; Yancik et al., 2001).
Thus, the prediagnostic health status of cancer patients in
middle and later age groups may affect tumor prognosis
and treatment decisions. Studies have shown that age and co-
morbidity strongly in”uence therapeutic decisions and are as-
sociated with less aggressive cancer therapy (Newschaffer,
Penberthy, & Desch, 1996; Silliman, Guadagnoli, Weitberg,
& Mor, 1989; Silliman, Troyan, Guadagnoli, Kaplan, &
Green“eld, 1997). Furthermore, much of the data on cancer
treatment ef“cacy comes from clinical trial investigations
that tend to exclude breast cancer patients age 70 years and
older who are likely to have preexisting diseases and other
health limitations (Hutchins, Unger, Crowley, Coltman, &
Albain, 1999).

Elderly women are offered axillary node dissection,
chemotherapy, and reconstruction signi“cantly less often than
their younger counterparts (Chu et al., 1987; Newschaffer
et al., 1996; Samet, Hunt, Key, Humble, & Goodwin, 1986;
Silliman et al., 1989). The 1990 National Institute of Health
(NIH) Consensus Development Conference on the treatment
of early-stage breast cancer concluded that axillary node dis-
section was preferred treatment for all women with Stage 1
and Stage II disease regardless of age, although few trials
included women over age (NIH Consensus Conference:
Treatment of Early Stage Breast Cancer, 1991). Only 62% of
a large sample of breast cancer survivors age 65 years and
older met guidelines for annual mammography, and women at
greatest risk for disease recurrence (those treated with breast-
conserving surgery) were least likely to receive follow-up
mammography (M. Schapiro, McAuuliffe, & Nattinger,
2000).

Cancer, Aging, and Survivorship

While much research has been conducted examining the rela-
tionship between coronary artery disease and age, much less
has been reported of the interaction between cancer and aging
and subsequent survivorship. The term survivor typically
refers to individuals surviving at least “ve years, as the prob-
ability of late recurrences declines signi“cantly after that
time for most sites. Survival of persons diagnosed with
cancer is improving. Today, almost 60% of adults diagnosed
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with cancer will be alive in “ve years. For those diag-
nosed with early stage or localized prostate, breast, or colon
cancer, “ve-year survival is even higher (92%, 77%, and
65%, respectively). Currently in the United States, more than
10 million persons have survived a diagnosis of cancer, ap-
proximately 8 million of whom have survived “ve or more
years (Hewitt, Breen, & Devesa, 1999). Some of the success
in treating these cancers is attributable to the growing use of
effective screening methods and, hence, diagnosis of earlier,
more treatable forms of the disease. More effective adjuvant
treatments have also contributed to better prognoses.

While more patients are living longer after being treated
for cancer, and with the increased number of older adults, an
area of research that has received limited attention is cancer
survivorship. Concurrent with an increased vulnerability to
cancer, increasing age also confers high risks for a number of
other health problems (Guralnik, 1996; Yancik et al., 2001).
Despite the broad impact of survivorship throughout the lives
of patients and their families and caregivers, relatively little
research has been directed at problems of survivorship be-
yond the immediate posttreatment phase.

Lingering emotional distress from the •traumaŽ of cancer
diagnosis, treatment, and the life threat associated with the
cancer is similar to distress experienced by individuals who
have experienced other traumatic events (e.g., physical
assault, natural disasters; Alter et al., 1996). The residual dis-
tress associated with the diagnosis and treatment of a life-
threatening disease like cancer is now included as one of the
circumstances that may precipitate posttraumatic stress disor-
der (PTSD). Although it is unlikely that a PTSD diagnosis
would be made for the •averageŽ cancer patient, Cordova and
colleagues (1995) documented PTSD rates in a breast cancer
sample ranging from 5% to 10% and suggested that this may
be comparable, if not an underestimate, to other cancer sur-
vivor populations. Van•t Spijker et al. (1997) conducted a
meta-analytic review of 58 studies performed from 1980 to
1994 of psychological sequelae of cancer diagnosis. Focus-
ing on studies that included validated instruments, the
authors found that from 0% to 46% of patients quali“ed for
depressive disorder; and from 0.9% to 49% quali“ed for
anxiety disorder across the various studies. Compared to
published reference norms for the general population, cancer
patients were signi“cantly more depressed. Despite the in-
creased risk of distress, longitudinal data indicate that if the
cancer is controlled, by one-year posttreatment, the severe
distress of diagnosis will have dissipated for most patients
(Andersen, Anderson, & deProsse 1989; Brown, 1987).

One life area that undergoes disruption for cancer sur-
vivors is sexuality. All cancer patients with solid tumors
(approximately 85% of adult patients) and many treated for

hematologic malignancies are vulnerable to sexual dysfunc-
tion. Across sites, estimates range from 10% (e.g., breast can-
cer patients treated with lumpectomy), 70% to 90% (e.g.,
women with vulva cancer treated with modi“ed radical vul-
vectomy) to 100% (e.g., men with prostate cancer treated
with radical prostatectomy), with the distribution skewed to-
ward greater levels of disruption; among the hematologic
malignancies, estimates are in the range of 20% (Andersen &
Lamb, 1995).

Once cancer treatment ends, cancer survivors need to be
carefully followed for potential late effects of disease.
Because of their treatments, many are at increased risk of de-
veloping secondary tumors. For example, within 25 years of
diagnosis of childhood cancer in Britain, about 4% of sur-
vivors develop a secondary primary cancer„about six times
the expected number of cancers (Hawkins, Draper, &
Kingston, 1987). This excess risk among survivors is attribut-
able to the carcinogenic effects of treatments for the original
childhood cancer as well as to genetic predisposition (Harnish
et al., 2001). Treatment is also related to other chronic condi-
tions, such as osteoporosis, diabetes, and cardiovascular dis-
eases. Most cardiovascular disease, for example, is the result
of a direct effect by radiation and chemotherapeutic agents,
but injury to other organs can contribute indirectly.

There is limited information about the health behaviors of
patients beyond the active cancer treatment period. Demark-
Wahnefried, Peterson, McBride, Lipkus, and Clipp (2000)
found that 55% of their sample of 978 survivors ate fewer
than “ve daily servings of fruits and vegetables. Prostate can-
cer survivors ate even fewer servings than breast cancer sur-
vivors. Over 30% indicated they did not adhere to a low-fat
diet, with prostate cancer patients again indicating worse
practice than breast cancer survivors in this area. Also, 42%
of survivors did not engage in routine exercise and 8% were
current smokers. In this study, receptivity of the survivors to
interventions to promote lifestyle changes was stated to be
high.

FUTURE DIRECTIONS

A major contribution of health psychology to the study
of aging is to deal with diseases and how they impact indi-
viduals as they age and to incorporate the best of epidemiol-
ogy into our work. This should lead to the appearance of
more health psychology-aging papers in medical and
epidemiological journals, where they will be read by physi-
cians and persons working in epidemiology and other areas
of public health, and a more informed use of behavioral
outcome measures in medical research.
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Aging is a natural part of the lifecycle and the number
of older persons is growing. In terms of the literature, a very
signi“cant portion of the work in health psychology, except that
limited to conditions in childhood and adolescence, deals with
adult development and aging. In dealing with the multiple med-
ical conditions common in geriatric medicine (Hazzard, Blass,
Ettinger, Halter, & Ouslander, 1999), the issue is health status
and not age, per se. Moreover, there are childhood and adoles-
cence antecedents to adult behaviors shown across many “elds.
Kuh and Ben-Shlomo (1997) provide an excellent set of chap-
ters that speak to true life span theory and data related to physi-
cal health conditions, particularly with the studies such as the
1946 cohort study in Britain, which has related childhood char-
acteristics to adult health status at midlife (Wadsworth, 1991)
with superb data. In sum, with the aging of our population, the
opportunities for health psychologists to make signi“cant con-
tributions to research, clinical care, and the quality of life for
older persons is limitless.
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Women represent approximately 52% of the U.S. population
(U.S. Census Bureau, 1999), yet only in the 1990s did
women•s health begin to gain recognition as an important
area of research. Prior to 1990, limited medical research at-
tended to the many health issues important to women, and
women were consistently underrepresented in clinical trials.
According to the American Medical Association•s Council on
Ethical and Judicial Affairs (1991), research focused on men
because •a woman•s menstrual cycle may often constitute a
separate variable affecting test results,Ž thereby requiring re-
searchers to apportion funds and develop a plan to monitor
women•s hormone levels throughout the experimental
process. Researchers also were hesitant to conduct studies on
women in their childbearing years for fear of affecting fertil-
ity (American Medical Association [AMA], 1991). The re-
search that was completed with women stemmed from a
biomedical perspective and largely focused on diseases that
affect fertility and reproduction. As a result, women tradi-
tionally have received diagnoses and treatment based largely
on research conducted on men, as in the case of coronary
heart disease, which is discussed later in this chapter.

According to Haynes and Hatch (2000), several occur-
rences fueled the emergence of action in women•s health in
the past decade. First, a report from the General Accounting
Of“ce (GAO) highlighted the National Institutes of Health•s
(NIH) failure to include women in research (Nadel, 1990).
Then, in response to the GAO report, the Of“ce of Research
on Women•s Health (ORWH), a national entity, was created.
Pinn (1994) remarked that the ORWH functions for three
major purposes:

(1) to strengthen, develop and increase research into diseases,
(2) to ensure that women are appropriately represented in re-
search studies, and (3) to direct initiatives to increase the number
of women in biomedical careers.

Finally, the NIH Revitalization Act of 1993 was passed,
which mandated that women and minorities be included in
federally funded research, including clinical trials.

Whereas there had been a biomedical focus, research-
ers and clinicians now recognize the importance of address-
ing women•s health issues from a more comprehensive
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perspective that involves biological, psychological, and soci-
ological aspects of women•s lives. Such a biopsychosocial
framework involves the complex interaction of biological,
physiological, economic, political, environmental, psycho-
logical, cultural, and familial components (American Psy-
chological Association, 1996).

This chapter provides a brief but comprehensive introduc-
tion to pertinent issues in women•s health to increase aware-
ness of the needs of women among researchers and health
practitioners and suggests areas in need of further attention.
In general, we suggest that further exploration of gender dif-
ferences in symptom presentation, diagnosis, prognosis, risk
factors, treatment effectiveness, and psychosocial factors for
various disease entities is needed to enhance appropriate
prevention and intervention strategies for women and their
families.

We begin with an overview of the top “ve causes of death
among women (i.e., coronary heart disease, cancer [lung and
breast], stroke, chronic obstructive pulmonary disease,
and HIV/AIDS); the leading cause of injury to women (i.e.,
domestic violence); and chronic diseases common in women
(i.e., arthritis, “bromyalgia, and osteoporosis). We next dis-
cuss certain mental health conditions prevalent among
women (i.e., depressive disorders, anxiety disorders, eating
disorders) and substance use in women. As comprehensive
de“nitions of women•s health recognize the importance of
the association between mental and physical health in
that many physical illnesses can be risk factors for certain
mental illnesses and vice versa, we include information on
this relationship when available. After a brief discussion of
issues relevant to women in mental health treatment, other is-
sues related to health care are discussed (i.e., health insurance
and relationships with health care providers). A section high-
lighting stressful conditions related to pregnancy (i.e., mis-
carriage, infertility, postpartum reactions, and peripartum
cardiomyopathy) is then presented. Later in the chapter, we
discuss social and cultural in”uences on women•s health
focusing on the relationship between socioeconomic status,
multiple roles, sex roles, and socialization as they relate to
the incidence of psychological and physiological illness in
women. We conclude with a discussion of the current status
of women in health care and psychology, and future direc-
tions in the “eld of women•s health.

PHYSICAL HEALTH ISSUES

There are numerous physical health issues women confront
throughout their life span. Mortality statistics indicate that
women live longer than men, while morbidity statistics

suggest women are less healthy. Therefore, although women
are living longer than men, women often experience a dra-
matic decline in health during these additional years. Present-
ing issues related to prevalence, gender and ethnic-racial
group differences, risk factors, and treatment, this section fo-
cuses on the “ve leading causes of death and the leading cause
of injury among women, as well as chronic physical health
conditions that are more prevalent among women. With the
exception of breast cancer research, comprehensive investi-
gation of gender differences in the diagnosis, treatment, and
prevention of the top “ve causes of death among women has
been sparse. Additional research in the area of physical health
that includes gender as a variable is sorely needed.

Coronary Heart Disease

Coronary heart disease (CHD) is the leading cause of death
for both men and women in the United States (Centers for
Disease Control and Prevention [CDC], 1999). CHD is char-
acterized by a narrowing of the coronary arteries usually due
to atherosclerosis (thickening of the arteries), which can pre-
vent oxygen and nutrients from entering the heart. Myocar-
dial infarction (heart attack) occurs when oxygen and/or
blood cannot enter the heart. It has been estimated that in the
United States approximately 7.1 million men and 6.8 million
women have a history of myocardial infarction and/or angina
pectoris (chest pain due to lack of blood and oxygen entering
the heart; Bittner, 2000). Although prevalence rates are
similar for men and women, more women actually die from
CHD each year than men. Study of mortality rates indicates
that 42% of women who have a myocardial infarction die
within one year compared to 24% of men (American Heart
Association [AHA], 1999). Mortality rates among women
with CHD increase as women get older, and CHD is
most common among postmenopausal women over the age
of 60 years (Stoney, 1998). Regardless of age, however,
African American women have a higher risk of developing
CHD than European American women, and those African
American women younger than age 75 are more likely to
die from CHD than their European American counterparts
(see Newton, Lacroix, & Buist, 2000, for a review). Possible
reasons for this health disparity are limited access to medical
resources and a higher prevalence of risk factors among
African American women (Holm & Scherubel, 1997).

CHD risk factors for men and women include cigarette
smoking, family history of CHD, high blood pressure, high
cholesterol, diabetes, physical inactivity, poor diet, and obe-
sity (Bittner, 2000; Newton et al., 2000). These risks factors
often are interrelated. For example, diabetes often is associ-
ated with high blood pressure, high cholesterol, and obesity
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(see Newton et al., 2000). Women tend to develop heart dis-
ease 10 years later in life on average than do men and
are more likely to have chronic, comorbid risk factors (e.g.,
diabetes and hypertension), which can make diagnosis,
detection, and treatment of heart disease extremely dif“cult
(Of“ce on Women•s Health [OWH], 2000). Studies con-
ducted with men have indicated that modi“cation of risk
factors (e.g., lipid levels, blood pressure, smoking) helps
decrease mortality and morbidity (Ness, 2000). Although
alteration of these risk factors in women would yield the
same results, research in this area remains sparse and there-
fore inconclusive.

Heart attack symptoms in women often differ from those
in men, resulting in women not seeking medical attention
promptly or having their symptoms misdiagnosed (Malacrida
et al., 1998). The results of the Worcester Heart Study, a large
population-based investigation, found that women more
commonly experience neck, back, jaw pain, and nausea than
men, whereas chest and arm pain are experienced at similar
rates (Goldberg et al., 1998). Further research is needed to
examine gender differences in symptom presentation to pre-
vent the delay of a CHD diagnosis in women to the later
stages of the disease when prognosis is poor, or from having
the disease go completely undetected.

Research has indicated that sex and ethnic racial status can
determine the course of treatment for patients with CHD. For
example, Schulman et al. (1999) found that the sex and eth-
nic racial status of a patient in”uenced whether a physician
referred patients with chest pain for cardiac catheterization.
In this study, different actors portrayed patients with identical
histories, and researchers controlled for personality charac-
teristics. Regardless of patients• clinical presentation, these
physicians were less likely to recommend cardiac catheteri-
zation for women; this was particularly true for African
American women.

Likewise, Steingart et al. (1991) found that physicians
tend to be less aggressive in their management approach to
CHD in women than in men. Women with CHD were less
likely to undergo cardiac catheterization and coronary bypass
surgery than men. The results could not be accounted for by
coronary risk factors or cardiovascular medications, two
reasons a physician may use a less aggressive approach.
Women reported more cardiac disability than men but were
less likely to undergo aggressive procedures to address their
symptoms or improve functioning. Similarly, women who
are hospitalized for CHD undergo fewer diagnostic and ther-
apeutic procedures than men (Ayanian & Epstein 1991;
D•Hoore, Sicotte, & Tilquin, 1994). Ayanian and Epstein
found that hospitalized men with diagnosed or suspected
CHD were more likely to undergo coronary angiography and

revascularization procedures even when they adjusted for
possible clinical and demographic confounding variables.
However, researchers are careful to note that further research
should be done in this area to explore the reasons for this un-
derutilization because it is possible that certain procedures
may not be appropriate for women.

In summary, women with CHD often display different
symptomatology than men with CHD, which may help ex-
plain why women delay seeking treatment. Subsequently,
prevention efforts should focus on educating women and
health care practitioners about the typical symptoms of CHD
among females to facilitate women in seeking prompt med-
ical attention when CHD symptoms arise. In addition, pre-
vention efforts should focus on publicizing risk factors for
CHD in women and developing strategies to reduce and man-
age risk factors, especially among African American women,
who have the highest risk of developing CHD and the worst
prognosis after myocardial infarction. Furthermore, studies
indicate physicians are less likely to perform aggressive
coronary techniques (e.g., cardiac catheterization and coro-
nary bypass surgery) on women than men, and further re-
search is warranted to assess whether this underutilization is
appropriate. Although CHD mortality rates are higher for
women than men, practically all studies on risk factors, inter-
ventions, and treatments have focused on men. Like other
areas of medical research, women have been excluded or
underrepresented in cardiovascular research •because they
are either of childbearing age or are elderly with coexisting
illnessŽ (Sechzer, Denmark, & Rabinowitz, 1994). Because
women often experience greater disability after myocardial
infarction, it is imperative that future research efforts include
women in suf“cient numbers to examine gender differences
in symptom presentation, risk factors, and treatment options.
These factors can help inform the development of psychoso-
cial interventions. For example, clinical health psychologists
may be consulted to help with patient adherence to diet, exer-
cise regimen, and stress management to help promote healthy
functioning in women with CHD.

Cancer

Lung Cancer

According to the American Cancer Society (ACS; 2000),
cancer is the second leading killer of American women, with
lung cancer being the leading cause of cancer death among
women in the United States. Lung cancer has the third high-
est incidence rate for women (after breast and colon cancers;
Anderson, Golden-Kreutz, & DiLillo, 2001). It is estimated
that 157,400 deaths will occur from lung cancer in 2001
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(90,100 men and 67,300 women) and an estimated 169,500
new cases will occur (90,700 among men and 78,800 among
women). According to B. Miller et al. (1996), incidence
rates for lung cancer are higher for Alaska Native women,
African American women, Non-Hispanic White women,
and Hawaiian women (i.e., 43 to 51 per 100,000); lower for
Vietnamese and Chinese women (i.e., 25 to 31 per 100,000);
and the lowest for Hispanic, Filipinos, Korean, and Japanese
women (i.e., 15 to 20 per 100,000). Risk factors for lung
cancer include age, cigarette smoking, asbestos exposure, oc-
cupational exposure (e.g., due to mining), air pollution, and
genetic predisposition. Because of increased smoking rates
among American women, deaths from lung cancer now sur-
pass those from breast cancer (ACS, 2000).

There is a great need to examine cigarette smoking in
women as a function of coping, stress reduction, and the alle-
viation of depression and anxiety, and as a strategy employed
to suppress appetite. Prevention strategies should continue
to focus educational efforts about the risk of lung cancer as-
sociated with cigarette smoking on women, especially on
younger women where the onset of smoking occurs. More-
over, health psychologists should continue to assist in the
development of smoking cessation programs designed to
address concerns speci“c to women, such as weight gain
associated with smoking cessation.

Breast Cancer

Breast cancer is the second leading cause of cancer death
among American women from all age groups and remains the
leading cause of cancer death among women ages 15 to 54
(ACS, 2000). It is estimated that 192,200 new cases of
breast cancer will occur (1,500 men) and 40,600 individuals
will die from breast cancer in 2001 (40,200 women and
400 men). While European American women have a higher
age-adjusted incidence rate of breast cancer,AfricanAmerican
women are almost 30% more likely to die from breast cancer
than European American women. Positive news is that the
mortality rates for breast cancer declined during 1990 to 1997,
with the largest decreases among younger women.

Risk factors for breast cancer include current age, age at
menarche, age at menopause, age at “rst full-term pregnancy,
family history, obesity, and physical inactivity (ACS, 2000;
Ursin, Spicer, & Bernstein, 2000). Risk for breast cancer
increases with age, with 77% of women being over the age
of 50 at the time of diagnosis (ACS, 2000). Likewise,
women with a “rst-degree relative with breast cancer are
twice as likely to develop breast cancer. Women who start
menstruating before age 12, reach menopause at a late age
(i.e., 55 years or later), experience a “rst pregnancy after the

age of 30, or have no children, have a slightly higher risk of
developing breast cancer (ACS, 2000). Last, obesity and
physical inactivity are associated with greater risk of devel-
oping breast cancer. Studies have indicated that protective
factors against breast cancer include exercise, maintaining
ideal body weight, breastfeeding, reduced alcohol consump-
tion, and avoidance of long-term hormone replacement
therapy (see Kerlikowske, 2000, for a review).

In part because of the efforts of women•s health advocacy
groups, breast cancer research is one of the few areas perti-
nent to women•s health that has received a tremendous
amount of attention. In the past decade, there has been a pro-
liferation of breast cancer studies, with a particular focus on
treatment choices and •psychosocial interventionsŽ and out-
comes (Rowland, 1998). In other words, research has focused
not only on medical treatment options, but also on the
psychological and sociological effects of the disease (e.g.,
coping skills and importance of social support). In addition,
numerous educational programs stress the importance of
routine screening, and attempts have been made to make
mammography accessible to all women. Consequently,
women with breast cancer are being diagnosed in the earlier
stages of the disease when the chance for recovery is 70% or
greater (Rowland, 1998). Health care providers also have in-
creased the use of •breast-sparing approachesŽ and adjunc-
tive treatment such as chemotherapy, radiotherapy, and
hormonal therapy. As a result, women are provided with
treatment choices, and fewer have to undergo the more ag-
gressive treatments that can greatly impact women•s body
perception and self-identity (e.g., mastectomy). In addition to
increasing awareness of breast cancer and treatment options,
health psychologists can help women diagnosed with the dis-
ease and their families adjust to what can be traumatic effects
of surgery, as well as manage side effects associated with
nonsurgical intervention, such as anticipatory nausea, hair
loss, and fatigue.

Stroke

Stroke, the third leading cause of death for American men
and women, occurs as a result of a blocked or ruptured artery.
The brain is then deprived of needed oxygen and brain cells
begin to die. Stroke occurs at a higher rate among African
American and Latina women compared to European
American women (CDC, 1999). Risk factors for men and
women include high blood pressure, cigarette smoking, dia-
betes, and high cholesterol (Wolf, 1990), but biological sex
is a determinant in the prevalence of these risk factors and in
the etiology of stroke. Arboix and colleagues (2001) noted
that limited research is available examining gender-related
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differences in •risk factors, clinical presentation and mortal-
ity ratesŽ of stroke patients. Therefore, they conducted a
study to examine differences in vascular risk factors, clinical
manifestation, and progression of the disease among men and
women. The “ndings demonstrated major gender differences:
Women have different predictive risk factors for stroke than
men, including obesity, congestive heart failure, atrial “bril-
lation, hypertension, limb weakness, and age. The results also
indicate that women suffer more severe strokes resulting in
higher in-hospital mortality, higher neurological de“cits, and
longer hospitalization.

Similar to coronary heart disease, research on gender dif-
ferences in stroke is limited because stroke research either
excludes women or includes them in insuf“cient numbers to
evaluate gender effects (Brey & Kittner, 2000). There is a
need for research to examine gender differences in terms of
risk factors, prevention, intervention, and psychosocial ef-
fects. Last, this is an area in which health psychologists can
help women adjust to the physical and neurocognitive seque-
lae of stroke (e.g., physical limitations, memory loss, speech
de“cits).

Chronic Obstructive Pulmonary Disease

Chronic Obstructive Pulmonary Disease (COPD) includes
chronic bronchitis, emphysema, and asthmatic bronchitis,
which are conditions that obstruct air”ow from the lungs.
COPD is the fourth leading cause of death among women in
the United States (CDC, 1999). Although prevalence rates tra-
ditionally have been higher among men than women, COPD
rates have almost doubled over the past 20 years, with the most
rapid increases occurring in women age 75 and older (OWH,
2000). The rise in COPD rates in women is attributed to in-
creased smoking among women (Wise, 1997).

Researchers are beginning to explore possible gender
differences in the diagnosis and prognosis of the disease.
Silverman and colleagues (2000) reported that women may
have a higher risk of developing severe COPD and that this
“nding may be due to gender differences in genetic predis-
position. Moreover, Chapman, Tashkin, and Pye (2001) re-
ported that COPD is underdiagnosed in women (i.e., doctors
are more likely to diagnosis men with COPD than women),
which may have implications for treatment and prognosis if
the disease is detected at a more advanced stage in women.
Additional research in this area is needed to identify effective
diagnostic testing, examine risk factors, and develop preven-
tion strategies appropriate for both men and women. Again,
as in lung cancer, health psychologists have the ability to
assist with COPD prevention by developing and facilitating
effective smoking cessation programs.

HIV/AIDS

Human immunode“ciency virus (HIV) causes acquired im-
mune de“ciency syndrome (AIDS), which is the “fth leading
cause of death among American women between the ages of
25 and 44 years, and the third leading cause of death among
African American women in this age group (CDC, 1998). There
have been dramatic increases in rates of HIV/AIDS around the
world since the “rst reported occurrence, with rates increasing
more rapidly among women than men (Richardson, 1998).

Women most commonly acquire the HIV infection
through heterosexual contact and intravenous drug use
(Richardson, 1998). Although women who practice intra-
venous drug use have a higher risk of contracting HIV be-
cause they are more likely to share a needle with a partner
(Morokoff, Harlow, & Quina, 1995), a woman changing her
own behaviors to reduce her risk does not always result in a
decrease in mortality or morbidity since women often are
affected by the risk behaviors of their partners. This is partic-
ularly true for women who are in controlling and abusive
relationships (Kamb & Wortley, 2000), which seems espe-
cially relevant given the “ndings that two-thirds of HIV-
positive women (as well as two-thirds of women at risk for
HIV infection) experience domestic violence during their
lifetimes (M. Cohen et al., 2000).

Research on gender differences in risk factors, as well as
research addressing gender differences in treatment, preven-
tion, and psychosocial effects (e.g., caregiving, social sup-
port, stigmatization, depression), is growing. Such research is
helping to inform clinicians and health care providers of the
unique effects of HIV/AIDS on women and the needs of
women living with HIV/AIDS (e.g., family planning), and
could assist in the development of improved prevention
and psychosocial treatment protocols for women and their
families. Prevention intervention efforts should include com-
ponents that educate women about possible risk behaviors of
their partners and their impact on the contraction of HIV and
sexually transmitted diseases (STDs). A recently developed
prevention intervention protocol targeting women with
chronic mental illness aims to increase the use of female-
controlled methods of STD/HIV prevention to give women
more control in limiting their risk of infection through
heterosexual contact (Collins, Geller, Miller, Toro, & Susser,
2001). See the chapter by Carey and Vanable in this volume
for additional information on HIV/AIDS.

Domestic Violence

Domestic violence, or battering, is the number one cause of
injury for women ages 15 to 44 in the United States (Novella,
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Rosenberg, Saltzman, & Shosky, 1992). Attacks by husbands
on wives account for more injuries requiring medical treat-
ment than rapes, muggings, and auto accidents combined
(Alpert, Freund, Park, Patel, & Sovak, 1992; Bachman,
1994). Typically de“ned as a pattern of controlling and vio-
lent behaviors that an individual exhibits toward a present or
former intimate partner (El-Bayoumi, Borum, & Haywood,
1998), domestic violence encompasses physical, psychologi-
cal and sexual abuse, and isolation and economic control.
More reliable tracking systems for monitoring violence
against women need to be instituted, but estimates suggest
that between two million and four million women are abused
each year, with a woman being battered every nine seconds in
the United States. Men and women can be victims of domes-
tic violence; however, 95% of reported victims are hetero-
sexual women (Bachman, 1994). Domestic violence occurs
among all ethnic, racial, and socioeconomic groups.

Victims of domestic violence often present themselves in
a variety of health care settings including emergency depart-
ments, primary care, gynecological services, and dental of-
“ces. Studies have indicated that between 7% and 30% of all
visits by women to an emergency room result from domestic
violence (Plichta, 1992). Women who are victims of violence
seek treatment for injuries sustained as a result of being
physically abused (e.g., bruises, lacerations, fractures, and
dental injuries; M. Dutton, Haywood, & El-Bayoumi, 1997;
Stewart & Robinson, 1995), as well as for many other health
issues, including headaches, gastrointestinal problems, gyne-
cological concerns, and pulmonary problems (El-Bayoumi
et al., 1998). Moreover, victims of domestic violence are
more likely than nonvictims to present with such somatic and
mental health problems as chronic pain syndrome, stomach
ulcers, irritable bowel syndrome, insomnia, depression,
anxiety, posttraumatic stress disorder, dissociative disorders,
eating disorders, and substance abuse (M. Dutton et al., 1997;
El-Bayoumi et al., 1998; Golding, 1999; Stewart & Robin-
son, 1995). Mental health symptoms can persist for years
after the abuse ends and many studies have linked history of
abuse with an elevated risk of suicide (Golding, 1999).

Intervention strategies should continue to focus on the
implementation of domestic violence screening instruments
in various health care settings including emergency rooms,
primary care, and gynecological services (e.g., Alpert et al.,
1992). By increasing awareness and educating staff in these
settings about domestic violence, appropriate referrals can
be made and supportive interventions can be applied. Psy-
chologists and health care providers should be educated
about the high incidence of domestic violence among
women and be trained in appropriate screening and interven-
tion strategies to help protect women and their families, such

as setting up safety plans before the woman leaves the treat-
ment setting.

Chronic Health Conditions

This section presents a brief overview of chronic illnesses
that are more prevalent among women. These diseases are
persistent, debilitating, and frequently related to a myriad of
psychosocial effects (e.g., depression, unemployment, inabil-
ity to care for children). Controversy as to whether these
conditions are medically based or psychological in nature
often interferes with diagnosis and treatment planning.
Although attention is increasing as to importance, further
research is needed to explore etiology, risk factors, treatment
options, and psychosocial effects of these chronic health
conditions.

Arthritis

According to the CDC (1999), arthritis is the most chronic
health condition reported by women. Rheumatoid arthritis is
the most common cause of chronic in”ammatory arthritis,
causing in”ammation in the lining of joints and/or other in-
ternal organs (Arthritis Foundation, 2001). Arthritis affects
approximately 1% to 2% of the population; 75% of those
affected are women (Belilos & Carsons, 1998). Although the
onset of the disease usually occurs in middle age (typically
between 20 and 40 years), its incidence continues to increase
with age (Hochberg, 1990). American women report that
arthritis limits their ability to perform basic daily activities,
with rates of disability higher among certain groups of Native
American women relative to European American women
(Del Puente, Knowler, & Bennett, 1989). The etiology of
rheumatoid arthritis remains unknown, although there may
be a genetic predisposition to develop the disease. Treatment
consists of reducing swelling, relieving pain, and reducing
in”ammation (Arthritis Foundation, 2001; see chapter by
Burke, Zautra, Davis, and Schultz in this volume for addi-
tional information).

The fact that rheumatoid arthritis has its onset in middle
age raises questions as to how the disease affects such things
as pregnancy and breastfeeding. Subsequently, research is
beginning to explore the relationship between rheumatoid
arthritis and fertility (for a review, see Dugowson, 2000).
Further research should explore the etiology and psycho-
social factors of the disease. Finally, there is a need for
health psychologists to facilitate the development of pain
management strategies (e.g., relaxation training, medication
adherence, exercise) and strategies for coping with decreased
physical mobility.
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Fibromyalgia

Fibromyalgia is characterized by a widespread pain syn-
drome and decreased pain threshold. Women represent
80% to 90% of patients with this disease (Belilos & Carsons,
1998), and approximately 2% of American women have the
disease (Hawley & Wolfe, 2000). Symptoms include diffuse
aches and pains, sleep disturbance, fatigue, headaches, irrita-
ble bowel syndrome, and psychological distress. Patients
with this disorder often have dif“culty pinpointing the loca-
tion of their pain. Diagnosis can be dif“cult since no single
test is available to determine the presence of the disease.
Therefore, diagnosis often is made after testing for other dis-
orders reveals negative “ndings, or after patients are mis-
diagnosed because symptoms are similar to another disorder
such as chronic fatigue syndrome. In addition to improving
underlying sleep disorders, the treatment of “bromyalgia
has focused on the use of antidepressants, muscle relaxants,
and exercise programs. Treatment efforts have been largely
unsuccessful because the use of antidepressants, exercise
programs, and cognitive behavioral therapy has shown only
short-term improvement or mild effectiveness (see Hawley &
Wolfe, 2000, for a review).

The diagnosis and treatment of “bromyalgia have been
controversial because some researchers and health care
providers believe the disorder is primarily psychological as
opposed to physical. However, not all patients with “-
bromyalgia have comorbid psychiatric symptomatology or
disorders. Furthermore, because the diagnosis of “bromyal-
gia is based solely on self-reported complaints of pain,
women with this disorder may experience minimization or
trivialization of their symptoms by health care providers. An
interdisciplinary team approach is recommended to address
the multiple problems and offer treatment options. Further re-
search is warranted into ethnic-racial differences, etiology,
diagnosis, and treatment of this disease. Health psychologists
can assist in screening for mental health disorders in this pop-
ulation, as well as in teaching women to recognize the rela-
tionship between physical and psychological symptoms, use
relaxation techniques in response to pain, and manage stres-
sors and psychosocial dif“culties related to their symptoms.

Osteoporosis

Osteoporosis is a debilitating disease characterized by the
loss of bone mass, which often leads to bone fractures.
The most common fractures occur in the hip, spine, or
wrist and can cause severe disability or death. The disease
occurs in older women four times more often than in men of
comparable age (Wisocki, 1998). According to the National

Osteoporosis Foundation (2001), 28 million Americans age
50 and older have osteoporosis or are at risk of developing
the disease, which accounts for more than 1.5 million frac-
tures annually. Additional research is needed to clarify rates
according to ethnic-racial status.

The risk factors for osteoporosis include being female,
having a small frame, older age, and family history. Research
also indicates that caffeine intake, alcohol intake, cigarette
smoking, and lack of exercise can be associated with lower
bone mass resulting in higher risk of fracture (Kaplan-
Machlis & Bors, 2000). Prevention and treatment efforts
often focus on decreasing the risk of fracture, but prevention
efforts educating women about the importance of calcium in-
take in the prevention of osteoporosis may be the most pro-
ductive in decreasing women•s mortality. To be effective,
prevention needs to begin at an early age for girls. Health
psychologists may be able to assist with osteoporosis preven-
tion through the development of effective national awareness
programs for women and children.

MENTAL HEALTH ISSUES

This section presents a brief overview of issues related to
prevalence, gender differences, and risk factors for the cate-
gories of mental disorders most prevalent among women„
depressive disorders, anxiety disorders, and eating disorders.
Given the fact that women with substance use disorders are
more likely to experience severe physical and mental health
effects, we also present relevant data on nicotine and alcohol
use. Further research addressing gender differences, the etiol-
ogy of these disorders, and prevention strategies for these
mental health problems in women is needed.

Depressive Disorders

Depression is a serious health problem for women; in fact,
it has been reported as the leading cause of disability for
women worldwide (C. Murray & Lopez, 1996). Major
epidemiological studies such as the Epidemiological Catch-
ment Area (ECA) Study and the National Comorbidity
Survey (NCS) indicate that women are twice as likely to be
affected by major depressive disorder and dysthymia than
are men (Kessler et al., 1994; Robins, Locke, & Regier,
1991). According to the NCS, lifetime prevalence rates for a
major depressive episode are 21.3% for women and 12.7%
for men. Lifetime prevalence rates for dysthymia are 8.0%
for women and 4.8% for men. Although gender differences
begin to emerge with the onset of puberty, the average age
of onset of major depression is approximately 25 years, with
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the highest prevalence rates for women between 18 and
44 years (Kessler, McGonagle, Swartz, Blazer, & Nelson,
1993). Pregnancy and postpartum are also high-risk times
for depression, with postpartum depression occurring in
about 10% to 16% of women in the “rst six months after
they have given birth (Llewellyn, Stowe, & Nemeroff,
1997). Kathol, Broadhead, and Kroenke (1997) report that
depression is more prevalent among primary care patients
with certain mental disorders (e.g., 30% of patients with an
anxiety disorder, 15% to 25% of patients with substance
abuse disorders, 28% of patients with schizophrenia, 30%
to 40% of patients with dementia and 75% of individuals
with obsessive-compulsive disorder). Likewise, Rouchell,
Pounds, and Tierney (1999), indicate that prevalence rates
for depression are higher for individuals with certain physi-
cal illnesses (e.g., 16% to 19% of individuals with CHD,
20% to 38% of individuals with cancer, 27% of individuals
with stroke, and 30% of individuals with HIV/AIDS). These
statistics highlight the importance of examining the inter-
action between mental and physical health to increase the
quality of women•s lives.

Risk factors for the occurrence of an episode of major de-
pression include family history of psychiatric illness, adverse
childhood experiences, personality characteristics, isolation,
and stressful life events (see Kessler, 2000, for a review). For
women, such stressful life events can be associated with
marital and reproductive status (e.g., divorce, death of a
spouse, birth, and miscarriage). Women who assume a care-
taker role for an ill spouse, parent, or child are also at higher
risk for major depression (Kessler & McLeod, 1984;
McCormick, 1995; Rosenthal, Sulman, & Marshall, 1993).
However, many studies do not control for history of depres-
sion and inappropriately conclude that certain risk factors are
associated with the onset of a depressive episode when, in ac-
tuality, history of depression accounts for the association
(Kessler, 2000). The etiology of depression in women re-
mains a conundrum in the research community. Studies that
have examined gender differences in reporting symptoms
conclude that reporting differences does not account for the
higher rates of depression in women (see Kessler, 2000). As
discussed later in this chapter, many theories (e.g., multiple
roles theory) have been presented to explain why women are
twice as likely as men to suffer from major depression. How-
ever, research is still needed in this area to explore risk fac-
tors for the onset of depression, its chronicity, and relapse to
inform prevention interventions and treatment implementa-
tion. Finally, the prevalence of depression is high among
women with speci“c physical illnesses. This highlights the
importance of health psychologists routinely screening for

depression, particularly among those diagnosed with the top
“ve disease killers of women.

Anxiety Disorders

Anxiety disorders, characterized by panic attacks, worrying,
and fear, are the most common of all mental disorders.
Neugebauer, Dohrenwend, and Dohrenwend (1980) reported
higher rates of anxiety in women than men in the 18 studies
they reviewed, with an average female-to-male ratio of 2.9.
The NCS estimates that the lifetime prevalence rate for all
anxiety disorders is 19.2% for men and 30.5% for women
(Kessler et al., 1994). In examination of speci“c anxiety
disorders, women demonstrated lifetime prevalence rates
of 10.4% for posttraumatic stress disorder as compared to
5.0% for men (Kessler, Sonnega, & Bromet, 1995), and 6.6%
for generalized anxiety disorder (GAD) compared to 3.6%
for men (Kessler et al., 1994). Women are also twice as likely
as men to develop panic disorder and simple phobia (Kessler
et al., 1994; Robins et al., 1984).

Not only are women more prone to experience anxiety
disorders, but also they are more likely to have a comorbid
anxiety condition or other psychiatric disorders. Pigott (1999)
reported that women with panic disorder often have an addi-
tional diagnosis of GAD, simple phobia, or alcohol abuse.
Similarly, anxiety disorders frequently are comorbid with de-
pression (see C. Brown & Schulberg, 1997). Research has
identi“ed physical disorders that often mimic symptoms of
anxiety, including cardiac conditions, pulmonary conditions,
and gastrointestinal conditions (see Henry, 2000); however,
less attention has been given to the actual co-occurrence of
anxiety and various physical illnesses.

As with depression, theories have been postulated as to
why women experience higher rates of anxiety disorders, and
gender-speci“c risk factors have been suggested. However,
research examining gender differences in the etiology of anx-
iety is sparse. Research has not yet offered an explanation as
to why women experience anxiety disorders more often than
men. Further investigation is warranted to create effective
prevention, intervention, and treatment strategies. Health
psychologists also can assist with routine screening for anxi-
ety in medical settings to provide insight into the comorbid-
ity of anxiety with various physical illnesses.

Eating Disorders

This section addresses the three primary eating disorders of
anorexia nervosa (AN), bulimia nervosa (BN), and binge
eating disorder (BED). It has been reported that females
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constitute more than 90% of reported AN and BN cases
(American Psychiatric Association, 1994) with lifetime
prevalence rates estimated to be approximately 0.5% for AN,
1% to 3% for BN, and 0.7% to 4% for BED in community
samples (American Psychiatric Association, 2000).

The impact of eating disorders on women•s health in-
volves both physical and psychological consequences. One
of the most common physical effects on women is primary or
secondary amenorrhea (i.e., absence of menstruation)„a
symptom required to receive a Diagnostic and Statistical
Manual of Mental Disorders, Fourth Edition (DSM-IV;
American Psychiatric Association, 1994), diagnosis of AN.
Although absence of menses is not a core requirement for
BN, about one-third of bulimic women report amenorrhea
(Mitchell, Seim, Colon, & Pomeroy, 1987). This hormone
disturbance reduces, but does not eliminate, the chance for
reproduction; however, there is fetal risk associated with
pregnancy in the presence of AN (Goldbloom & Kennedy,
1995). Later in this chapter, we discuss the psychological
impact of infertility on women; consequently, it is important
to consider that women with eating disorders present twice
as often as women in the general population for treatment at
infertility clinics (Stewart, 1992). Women with eating disor-
ders are at increased risk for osteoporosis (Goldbloom &
Kennedy, 1995) and for developing stress fractures and other
bone-related problems because of low bone-mineral density
associated with amenorrhea (Putukian, 1994). Vomiting or
purging, a frequent symptom of eating disorders, has been as-
sociated with various medical problems, including salivary
gland hypotrophy (Mitchell, 1995) and electrolyte imbalance
with 50% of bulimic women experiencing electrolyte abnor-
mality. Cardiovascular problems such as bradycardia and
hypotension (Stewart, 1992), as well as cardiomyopathy
(Mitchell, 1995), are common in AN and BN. It is equally
important to examine the physical health problems associated
with being obese, a common symptom in women with BED,
as obesity has been associated with type 2 diabetes mellitus
(noninsulin dependent), hypertension, stroke, cardiovascular
disease, gallbladder disease, cancer, and arthritis (Pike &
Striegel-Moore, 1997; Pi-Sunyer, 1995).

Eating disorders also have been linked to increased risk for
comorbid psychological disorders. Pike and Striegel-Moore
(1997) suggest that rates of depression in individuals with eat-
ing disorders (including AN, BN, and BED) are higher than
those in the general population. Approximately 45% of those
with AN have a lifetime history of an affective disorder
(Santonastaso, Pantano, Panarotto, & Silvestri, 1991), as do
43% to 88% of those with BN (Kendler et al., 1991) and 32%
to 50% of those with BED (Yanovski, Nelson, Dubbert, &

Spitzer, 1993). Cooper (1995) reported that approximately half
of those individuals seen in a clinic for an eating disorder also
have a lifetime history of major depressive disorder. Eating dis-
orders have been linked to anxiety disorders, with obsessive-
compulsive disorder disproportionately found among those
with eating disorders (Kaye, Weltzin, & Hsu, 1993). Eating
disorders also have been linked to personality disorders, with
30% to 50% of bulimic individuals having a personality disor-
der„the majority of these in the DSM-IV Cluster B category
(i.e., antisocial, borderline, histrionic, and narcissistic; Sokol
& Gray, 1998). Eating disorders have a strong sociocultural
component as women face unique pressures to be thin,
exacerbating the numerous detrimental effects on women•s
physical and psychological health documented in this section.

Substance Use

Cigarette Smoking

Approximately 22 million women in the United States
(22.6%) smoke cigarettes (Husten & Malarcher, 2000). Ciga-
rette smoking kills approximately 152,000 women each year
because of resulting cardiovascular disease, cancer, and res-
piratory diseases (CDC, 1997). More speci“cally, cigarette
smoking accounts for an estimated 85% of CHD deaths and
79% of COPD deaths among women ages 45 to 49 years
(CDC, 1997; Davis & Novotny, 1989). Cigarette smoking is
also associated with increased risk of stroke, infertility, and
low birth weight infants. Cigarette smoking among women
typically starts in adolescence. Various risk factors have been
linked to the initial smoking behaviors among adolescent
girls such as peer pressure, depression, drug abuse, poor aca-
demic achievement, familial smoking behaviors, and the be-
lief that smoking helps control weight gain (see Husten &
Malarcher, 2000). Because smoking results in a variety
of physical health problems and is the •leading pre-
ventable cause of death among women in the United StatesŽ
(Husten & Malarcher, 2000), prevention efforts should focus
on educating women of all ages about the health conse-
quences of smoking, especially in populations where preva-
lence rates are particularly high (e.g., among women who
live below the poverty level and women who have less than
12 years of education (Adler & Coriell, 1997).

Alcohol

A national study in the United States revealed that approxi-
mately four million women above the age of 18 years could
be considered •alcoholicŽ or •problem drinkersŽ„with 58%
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of these women between the ages of 18 and 29 years
(B. Grant, Hartford, Dawson, Chou, & Pickering, 1994).
Lifetime prevalence rates for DSM-IV alcohol use disorders
(i.e., abuse and/or dependence) are 25.54% for males and
11.36% for females (B. Grant & Harford, 1995). Rates of dis-
orders decrease with age, and African American women have
lower rates across all age groups relative to non-African
American women. Although fewer women than men abuse
alcohol, mortality rates for women who abuse alcohol are
higher than among women in the general population and
higher than those of men who abuse alcohol (Green“eld,
1996). Risk factors for alcohol dependence vary over a
woman•s lifespan and include, but are not limited to, family
history of substance abuse, dysfunctional and unstable family
environment, peer pressure, divorce, and retirement (see
Stoffelmayr, Wadland, & Guthrie, 2000). Alcohol use itself is
a risk factor for a variety of health problems such as alcohol-
related organ damage, adverse birth outcomes, and physical
trauma related to motor vehicle accidents, as well as for so-
cial problems such as unprotected sex resulting in STD/HIV
infection and unplanned pregnancies.

Studies have demonstrated that there are gender differ-
ences in alcohol use responses. For example, alcohol con-
sumption leads to higher blood alcohol levels in women than
in men. Therefore, given the same amount of alcohol, women
become more intoxicated than men (El-Guebaly, 1995).
Also, women tend to abuse alcohol later in life than men, but
women deteriorate more rapidly and develop alcohol-related
symptoms faster than men. This phenomenon, known as •tele-
scoping,Ž is often associated with the development of liver,
cardiovascular, and gastrointestinal diseases (Lex, 1992).
Furthermore, women who are heavy drinkers are more sus-
ceptible to depression (four times more than men who are
heavy drinkers), menstrual problems, infertility, and early
menopause (see Stoffelmayr et al., 2000). Women•s drinking
patterns can be in”uenced by their social relationships. For ex-
ample, married women who abuse substances are more likely
to have a spouse that abuses a substance than are married
men who abuse substances (T. Brown, Kokin, Seraganian, &
Shields, 1995). Research efforts should continue to explore
gender differences in etiology (particularly related to psy-
chosocial factors), risk factors, treatment outcomes, and pre-
vention programs. Speci“c issues to be examined include use
of alcohol as a coping strategy and the role of alcohol in stress
management, depression, and domestic violence, for example.

Issues Relevant to Treatment of Mental Disorders

Although women are more likely to suffer from depressive,
anxiety, and eating disorders, most do not seek treatment.

Women seek treatment for mental disorders more often
than men (Zerbe, 1999), but only one-third to one-fourth of
women with depression actually seek professional help or
treatment (Kessler, 2000). Women are also unlikely to pur-
sue treatment for a substance abuse disorder (Mondanaro,
1989). When women do seek help, it is usually from their pri-
mary care physicians rather than from a mental health spe-
cialist (Glied, 1997; Narrow, Regier, Rae, Manderscheid, &
Locke, 1993). Primary care physicians typically provide phar-
macological treatment for affective disorders (e.g., antidepres-
sants). Therefore, for the interdisciplinary intervention needed
to treat such mental disorders, it is important for clinical health
psychologists to have a presence in primary care settings„
either as a referral source for adjunctive psychotherapy or as
part of a multidisciplinary treatment team in the primary care
setting itself. Treatment outcomes are likely to be enhanced
when the various treatment team members (e.g., physicians,
mental health care providers) communicate and coordinate
their efforts. Moreover, interdisciplinary treatment that incor-
porates a biopsychosocial approach can facilitate adherence to
antidepressant medication protocols, improve satisfaction
with care, and help offset medical costs (Katon, 1995).

Although women commonly receive psychotropic med-
ications, research has not investigated the interaction be-
tween such medications and a woman•s menstrual cycle even
though menstrual cycle, pregnancy, and the postpartum pe-
riod can in”uence the course of mood and anxiety disorders
(Leibenluft, 1999). Moreover, drug and treatment trials were
researched primarily on men. This has left many questions of
how medications interact with female hormones. As a result,
the American Medical Association (1991) notes that research
on the use of antidepressants originally was conducted on
men and cautions that antidepressants may work differently
for women than men, citing the fact that effectiveness of
some antidepressants can vary over the course of a woman•s
menstrual cycle. It has also been noted that women experi-
ence more adverse side effects when taking antidepressants.
Speci“cally, women are less likely to tolerate the side effects
of weight gain or drowsiness and often stop treatment when
these side effects occur (Kessler, 2000). Medical research
should continue to investigate the interaction of psychotropic
medications with the menstrual cycle, pregnancy, and lacta-
tion, as well as identify side effects speci“c to women so that
such treatment barriers can be addressed.

HEALTH CARE

Women are major consumers of the health care industry in a
variety of ways. According to Smith Barney Research (1997),
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•Women make three-fourths of the health care decisions in
American households and spend almost two of every three
health care dollars.ŽIt has also been noted that more than 61%
of visits to physicians are made by women, 59% of prescription
drugs are purchased by women, and 75% of nursing home resi-
dents over the age of 75 are women. These statistics suggest that
women continue to make a large proportion of health care deci-
sions for their family as they have historically, especially re-
garding their children and elderly relatives (Of“ce of Women•s
Health, 2000). Women typically visit their doctors on a regular
basis and use preventive services twice as much as men, but,
unfortunately, women spend more money out-of-pocket for
needed medical care (Commonwealth Fund, 1994).

Health Insurance

Managed care is a signi“cant source of women•s health care.
Women usually have some type of insurance coverage; how-
ever, they are more likely to be covered by public insurance,
speci“cally Medicaid (Clancy, 2000). Furthermore, women
are substantially more likely than men to have minimal or no
coverage because they represent the majority of part-time
and service employees (Commonwealth Fund, 1994).
Women of color and women with low incomes have the
highest risk of being uninsured (OWH, 2000). As expected,
women without health insurance go without needed medical
care, especially vital preventive services including mam-
mograms and Pap smears (Commonwealth Fund, 1994).
Insurance also in”uences use of various health care services
and treatment options. For example, women in HMOs are
more likely to receive medications than psychotherapy com-
pared to women with fee-for-service payment plans (Glied,
1997). The lack of health care coverage also may help ex-
plain why many diseases go undetected in women.

Relationships with Health Care Providers

Women frequently receive services from more than one
physician because reproductive services are traditionally iso-
lated from other health services (Clancy, 2000). As a result,
many women have dif“culty navigating the health care
system to receive appropriate medical care. According to
the OWH, research indicates that women are often unsatis-
“ed with their health care provider or the level of communi-
cation with their provider, and several studies have indicated
that health care providers treat women differently from men.
They also noted that, •Health providers may give women less
thorough evaluations, minimize their symptoms, provide
fewer interventions, and give less explanations in response to
questionsŽ (OWH, 2000).

Studies indicate that the use of preventive care services is
related to the age and sex of the physician, with younger
physicians and female physicians more likely to provide pre-
ventive services (Clancy, 2000). More speci“cally, female
physicians are more likely to provide Pap smears and recom-
mend mammography to their patients than male physicians
(Franks & Clancy, 1993; Lurie et al., 1993). In a study con-
ducted by Lurie, Margolis, McGovern, Mink, and Slater
(1997), physicians and patients were surveyed to see why
higher rates of breast and cervical cancer screening occur
among female physicians. The results indicated that higher
rates of screening occur because women prefer female physi-
cians and that female physicians are more concerned about
prevention issues. Female physicians spent more time
per visit with patients than male physicians and were more
concerned about prevention issues (e.g., smoking, sexual
practices, seatbelt use, and cancer screening). Furthermore,
female physicians reported feeling more comfortable per-
forming breast exams and Pap smears, as well as taking a
sexual history from women.

Studies have also revealed that male and female physi-
cians communicate differently with patients. Roter, Lipkin,
and Korsgaard (1991) analyzed 537 audiotapes of medical
visits to evaluate gender differences in communication be-
tween physicians and patients. Female physicians talked
40% longer than male physicians during the history-taking
segment of the visit. Likewise, patients of female physi-
cians talked 58% more during the history-taking segment of
the visit. Female physicians spent more time with patients,
and patients of female physicians asked more questions and
gave more relevant health-related information. Hall, Irish,
Roter, Ehrlich, and Miller (1994) conducted a similar
study to analyze the relationship between gender and physi-
cian/patient communication in a primary care setting.
Physicians and patients were videotaped during medical
visits. The “ndings revealed that female physicians talked
more and asked more questions than male physicians, and
engaged in more positive, nonverbal behavior (e.g., smiling
and nodding) than male physicians. Patients of female
physicians communicated more and gave more medical
information.

In summary, women are the primary consumers of the
health care industry yet often are underinsured and unsatis-
“ed with their health care relationships. These issues can
affect women•s mortality and morbidity in numerous ways
(e.g., underutilization of preventive and medical services,
inadequate communication with health care providers, and
limited availability of treatment options). As a result, efforts
should be made to ensure that women have adequate access
to quality health care, and health providers should be
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educated about practical communication strategies when in-
teracting with female patients.

STRESSFUL CONDITIONS
RELATED TO PREGNANCY

Our culture typically associates pregnancy and childbirth
with positive emotions and with motherhood; however, this
is not the case for all pregnancies or for all women. This sec-
tion addresses a different aspect of these reproductive events,
speci“cally focusing on stressful conditions related to preg-
nancy. Whereas postpartum depression has received a great
deal of attention in the literature, other postpartum reactions
and issues relating to infertility have received less, and psy-
chosocial factors related to such phenomenon as miscarriage
and peripartum cardiomyopathy have received even less.

Miscarriage

Miscarriage involves the spontaneous termination of an in-
trauterine pregnancy with the conceptus dead on expulsion,
with most studies de“ning miscarriage as the unintended ter-
mination of pregnancy before 27 completed weeks of gesta-
tion (Neugebauer et al., 1992). Miscarriage occurs in 10% to
20% of clinically recognized pregnancies (Kline et al., 1995),
but risk varies substantially by age (e.g., 9% for women aged
20 to 24 years, but 75% for women over age 45 years; Nybo
Andersen, Wohlfahrt, Christens, Olsen, & Melbye, 2000).
Stillbirth, de“ned as late fetal death with a fetus weighing
more than 500 grams, is not uncommon with a risk of 0.4 to
1.2 per 1,000 in singleton pregnancies (Yudkin & Redman,
2000) and with a higher risk in multiple pregnancies. Risk
factors established or suspected in one or more studies can be
broadly classi“ed as environmental (e.g., caffeine, nicotine,
and other drug use; toxins; electromagnetic “elds; stressful
life events), or biological (e.g., genetic, including chromoso-
mal abnormalities; endocrinologic; anatomic; immunologic;
microbiologic; see Klier, Geller, & Ritsher, 2002, for a
review).

For many women, miscarriage constitutes an unantici-
pated, traumatic experience that can be associated with
considerable physical pain and discomfort and may pose a se-
rious threat to the life of the woman (Saraiya et al., 1999).
Physiologically, miscarriage marks the end of a pregnancy,
and psychologically, may produce fears and doubts about
procreative competence. Psychological reactions to repro-
ductive loss vary, but often include sadness, distress, guilt,
and fear (e.g., Borg & Lasker, 1981). In contrast to the large
body of research on risk for reproductive failure, studies

concerning psychological distress in the aftermath of the loss
event are more limited, and investigations employing appro-
priate comparison groups are sparse (Klier et al., 2002).
However, research including such comparison groups has es-
tablished that miscarriage is a risk factor for depressive reac-
tions ranging from depressive symptoms (Janssen, Cuisinier,
Hoogduin, & de Graauw, 1996; Neugebauer et al., 1992;
Thapar & Thapar, 1992) to minor and major depressive dis-
order (Klier, Geller, & Neugebauer, 2000; Neugebauer et al.,
1997). Speci“cally, miscarrying women•s risk for an episode
of minor depression in the six months after loss is 5.2-fold,
and for major depression, 2.5-fold, that of otherwise compa-
rable community women. History of major depression is a
risk factor for a recurrent episode, but length of gestation at
time of loss or attitude toward the pregnancy do not seem
to play a role (Klier et al., 2000; Neugebauer et al., 1997).
Studies that investigated the development of anxiety symp-
toms following loss found mixed results, although those with
comparison groups suggest that anxiety levels may be sub-
stantial after miscarriage (Beutel, Deckardt, Von Rad, &
Weiner, 1995; Lee & Slade, 1996; Thapar & Thapar, 1992).
In a study of anxiety disorders that employed a cohort design,
Geller, Klier, and Neugebauer (2001) reported that miscar-
riage increases risk for a recurrent episode of obsessive com-
pulsive disorder (OCD), but not for panic disorder or speci“c
phobia. Risk for posttraumatic stress disorder (PTSD) may
also be increased following reproductive loss (Engelhard,
van den Hout, & Arntz, 2001).

Clinical attention in the early weeks after miscarriage may
help to offset more serious psychological and psychiatric
consequences of the loss. Psychological symptoms may also
occur in pregnancies subsequent to a miscarriage, and
health care and mental health professionals should attend to
these concerns as well. Not only is it important to attend
to the psychological sequelae of miscarriage in women, but
also to psychosocial factors such as women•s relationships
with their partners and children, as well as attachment to
future children (Hughes, Turton, Hopper, McGauley, &
Fonagy, 2001; Klier et al., 2002). In addition, since miscar-
riage involves a loss that often remains unknown to all but a
woman•s most intimate con“dants and her health care
providers, the grieving process may be compounded by
limited social support and the challenge of managing feelings
associated with the loss of a potential child. After multiple
miscarriages, women may decide to undergo evaluation and
treatment for secondary infertility, which, as discussed next,
may challenge coping resources to an even further degree.
There is a great need for the development and evaluation of
postloss mental health intervention. To develop appropriate
clinical screening methods and treatment protocols for these
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women, further empirical evaluation of the psychosocial and
mental health consequences of miscarriage is necessary using
larger sample sizes, comparison cohorts, and more intensive
monitoring of clinical outcomes.

Infertility

Infertility, de“ned as the inability to conceive a pregnancy
after one year of unprotected coitus or the inability to carry a
pregnancy to a live birth, has been termed a •crisisŽ of our
time (Cooper-Hilbert, 1998). Whether the infertility is pri-
mary (i.e., no pregnancies despite attempts) or secondary
(i.e., at least one past pregnancy, regardless of outcome),
10% to 15% of couples in industrialized nations experience
infertility; approximately half of these couples will eventu-
ally achieve pregnancy (Goldman, Missmer, & Barbier,
2000). Worldwide estimates indicate that approximately 8%
of couples (50 to 80 million people) experienced infertility,
with sub-Saharan countries displaying the highest prevalence
(30% to 50% of women; see review in Goldman et al., 2000).
In the United States, infertility is increasing at a dramatic rate
across all age groups (but particularly among women aged 35
to 44 years), with numbers projected to reach 5.4 to 7.7 mil-
lion by 2025, up from approximately 5 to 6.3 million cur-
rently (Stephen & Chandra, 1997). These increasing rates
have been attributed to a variety of factors, such as delayed
childbearing; undetected pelvic in”ammatory disease due to
increased incidence of sexually transmitted diseases (STDs)
including chlamydia and gonorrhea; use of substances such
as caffeine, nicotine, and alcohol; chronic stress (i.e., neuro-
endocrines such as catecholamines, prolactin, and adrenal
steroids can impact reproduction); and exposure to work and
environmental health hazards (Cooper-Hilbert, 1998; see re-
view in Goldman et al., 2000). Although a single cause of in-
fertility is rarely found, 35% to 40% of infertility cases can be
attributed to male factors (e.g., abnormal sperm count or mo-
bility, adult mumps, hormonal imbalances, injury to repro-
ductive organs, retrograde ejaculation, testicular failure, use
of certain drugs, varicose veins in the scrotum), 35% to 40%
to female factors (e.g., aging or depleted oocyte reserve,
anovulation, body mass index, cervical problems, endocrine
disorders, endometriosis, intrauterine device use, structural
abnormalities of the uterus), and 20% to factors from both
members of the couple (Cooper-Hilbert, 1998; see review in
Goldman et al., 2000).

This •infertility epidemicŽ results in a variety of psy-
chosocial issues relevant to the work of health care and
mental health professionals. When confronted with infertil-
ity, women often experience myriad affective responses,
such as initial shock and denial, disappointment, and anger

(at themselves, their partners, and other women with chil-
dren, for example), helplessness and perceived loss of con-
trol, and guilt or self-blame„particularly those who believe
their infertility problems may be due to past behaviors
such as contraceptive choice, induced abortions, or STDs
(Cooper-Hilbert, 1998; Downey & McKinney, 1992). In a
prospective study, Downey and McKinney found that 11% of
infertile women met criteria for major depression relative to
4% of a fertile population.

There are gender differences associated with reactions
to fertility status (Greil, 1997), with women•s sense of self-
identity more deeply affected than men•s due to socialized
pressures (Whiteford & Gonzalez, 1995). Society places
pressure on women, regardless of socioeconomic status
(SES), ethnic-racial status, and religion, to view motherhood
as her primary adult role. Violating these societal norms and
expectations has both social and personal consequences:
Stigma associated with childlessness that involves social
de“nitions of women as sel“sh, unfeminine, unnatural, and
inadequate„ideas that many women incorporate into their
own self-schema (Lee, 1998; Whiteford & Gonzalez, 1995).
Fertile women who choose motherhood but are in unconven-
tional relationships, such as lesbian women or women with-
out partners, are often subjected to similar social stigma and
may be viewed as deviant (Lee, 1998).

Although visits to all physicians for fertility-related con-
cerns have increased as treatment options become more so-
phisticated and information is more available, the proportion
of couples who seek medical advisement or treatment remain
relatively low (approximately 31% to 48%), with younger
women, European American women, women with higher
SES, and couples with primary infertility more likely to seek
services (see Goldman et al., 2000). Further research ad-
dressing factors associated with access and barriers to treat-
ment is needed.

Infertility intervention options available to women include
hormones, arti“cial insemination, a range of variations on in-
vitro fertilization (IVF), and ovum donation. As both infertil-
ity and its treatments may proceed for an indeterminate
amount of time, impose pressure and stress, and challenge
couple•s coping resources, daily living, interpersonal rela-
tionships, and overall quality of life can be impacted. There
also may be physical pain and other health risks associated
with the often intrusive, reproductive procedures. Each time
a woman does not conceive or cannot carry the fetus to term
following treatment, couples must confront possible distress,
grief, and despair related to multiple losses, and sense of fail-
ure (Greil, 1997). Given the strong stigma associated with
childlessness, many women continue to endure intense treat-
ments despite continued failure to be absolutely certain they
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have done everything they can to con“rm that they are
truly infertile. Women such as these report relief when they
“nally stop treatment (Lee, 1998). Furthermore, couples un-
dergoing infertility treatment can be faced with “nancial
hardship because of the high cost of ongoing treatment.

For many women, treatment subsequent to the infertility
procedures ultimately may involve efforts to promote accep-
tance of their infertility and exploration of alternatives to
childbirth (e.g., surrogate motherhood, adoption, remaining
childless). However, these options bring their own unique set
of challenges, stressors, and stigma. It is vital for health
and mental health providers to recognize and appreciate
the enduring and pervasive consequences of infertility for
those who remain childless by chance as opposed to choice
(Cooper-Hilbert, 1998; Lee, 1998). To understand the nature
of these reactions and psychosocial consequences, there is a
great need for further research„especially research employ-
ing appropriate comparison groups.

Postpartum Reactions

Although the frequency of many psychiatric disorders is
increased in the postpartum period, three puerperal conditions„
postpartum dysphoria, depression, and psychosis„have been
described most commonly, with the increased onset most evi-
dent within 30 days following childbirth (e.g., Llewellyn et al.,
1997; O•Hara & Swain, 1996). Postpartum dysphoria, which
has also been referred to as •baby bluesŽor postpartum blues,
is a mild and transient condition involving tearfulness and de-
pressed mood that peaks at about the “fth day postpartum and, in
large part, has been attributed to normal hormonal ”uctuations
following childbirth (O•Hara, Schlechter, Lewis, & Varner,
1991). Postpartum dysphoria appears to be independent of
speci“c sociocultural or environmental factors and consistent
across cultures (Kumar, 1994). Estimates suggest that 26% to
85% of all mothers experience postpartum blues, the wide range
due to differing assessment techniques across studies (O•Hara
et al., 1991). Postpartum dysphoria, which usually resolves
within ten days without treatment, has yet to be established as an
entity clearly distinct from normal experience.

Postpartum depression is more severe and persistent than
postpartum dysphoria, with symptoms resembling those of
other forms of major depressive disorder. This condition oc-
curs in 10% to 16% of women in the “rst six months after
they have given birth, with onset usually within two weeks of
childbirth (Llewellyn et al., 1997; O•Hara & Swain, 1996).
Community-based surveys„many of which used the
Edinburgh Postnatal Depression Scale„indicate that rates of
postpartum depression seem to be relatively consistent across
countries, although estimates tended to vary when other
assessment tools were employed and depending on how the

time frame of the postpartum period was de“ned (see Lee,
1998). In addition to signi“cant physiological changes fol-
lowing delivery, major adjustment is required because of
changing social and personal circumstances, especially with
the birth of the “rst child. Although psychosocial stressors
and hormonal shifts have been suspected of playing a role in
the development of postpartum depression, prior psychiatric
history is a signi“cant and well-documented risk factor: 20%
to 30% of women with a history of major depression prior
to conception develop postpartum depression, and a prior
episode of postpartum depression or depression during a pre-
vious pregnancy increases a women•s risk following subse-
quent pregnancies (50% to 62%; Llewellyn et al., 1997;
O•Hara & Swain, 1996). During pregnancy, 10% to 16% of
women meet the diagnostic criteria for major depression
(Llewellyn et al., 1997). Psychosocial factors implicated in-
clude life events (e.g., marital discord), limited social support
of an appropriate nature, and personality factors (Kumar,
1994; O•Hara et al., 1991; O•Hara & Swain, 1996). Unrealis-
tic societal stereotypes that bias women to expect that moth-
erhood and maternal-infant bonding come immediately and
easily, and are natural phenomenon that are always positive
and ful“lling, may also have implications for the development
of postpartum depression (Kumar, 1994; Lee, 1998).

The most severe, albeit rare, of the three postpartum con-
ditions is postpartum psychosis, which occurs in one to two of
every 1,000 deliveries and across all societies as far back as
150 years (Kendell, Chalmers, & Platz, 1987; Kumar, 1994).
Symptoms are similar to those of schizophrenia, but the con-
tent of hallucinations and delusions often involves themes as-
sociated with pregnancy, childbirth, or the baby, and suicidal
and infanticidal ideation can be present. Symptoms similar
to an organic brain syndrome (e.g., confusion, attentional
de“cits, clouding of the senses) have also been noted. More
than 50% of women with this disorder also meet criteria for
postpartum depression (Kendell et al., 1987). The primary
risk factors include a family history, but particularly a per-
sonal history, of psychiatric illness (e.g., bipolar disorder),
with women who experience postpartum psychosis at ele-
vated risk for later episodes. It appears that a diathesis
(biological predisposition) stress (childbirth) model may best
explain postpartum psychosis at this point, because research
generally has not con“rmed an association between this dis-
order and purely biological factors or social factors (e.g., prior
life events, social support or marital discord; see Lee, 1998).
Although the onset of postpartum psychosis ordinarily is
rapid, occurring in the “rst 48 to 72 hours to two weeks post-
delivery, risk remains high for several months (Kendell et al.,
1987); therefore, women with a psychiatric history should be
monitored closely. The prognosis for postpartum psychosis is
much more positive than for other psychotic disorders, yet the
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experience, which often involves inpatient psychiatric treat-
ment, can be devastating for women and their families.

For all the postpartum reactions discussed previously,
health psychologists and other care providers can play a vital
role in helping women and their families adjust and focus on
their strengths and resources to facilitate coping at a time
when childbirth results in unanticipated stressors. Additional
work is needed to add to the growing body of literature
reporting increased onset and/or exacerbation of anxiety
disorders, such as panic disorder and obsessive compulsive
disorder, during pregnancy and postpartum (e.g., L. Cohen
et al., 1996; Shear & Mammen, 1995; Williams & Koran,
1997). Postpartum psychiatric disorders and resulting mother-
infant bonding problems in the postpartum period have con-
sequences not only for the woman, but also for the developing
child in terms of cognitive de“cits, and emotional and behav-
ioral disturbances, for example (e.g., Martins & Gaffan, 2000;
L. Murray & Cooper, 1997; Sinclair & Murray, 1998). Re-
search and clinical attention to screen for, and address, these
issues is growing (e.g., Brockington et al., 2001). Prevention
efforts are needed not only to educate those women with a his-
tory of depression and anxiety about postpartum reactions
and possible consequences so that coping strategies can be
enhanced and activated ideally prior to birth, but also to en-
courage women to adopt more realistic expectations about
pregnancy, motherhood, and infant-mother attachment.

Peripartum Cardiomyopathy

Pertipartum cardiomyopathy (PPCM) is a rare, life-threatening
congestive heart failure of unknown cause that occurs most
often in the last trimester of pregnancy or the “rst six months
postpartum. It has been estimated that PPCM occurs in one of
every 3,000 to 4,000 pregnancies with approximately 1,000 to
1,300 women in the United States affected each year (Ventura,
Peters, Martin, & Maurer, 1997). While the criteria for diag-
nosing PPCM varies slightly because of the rarity of the disor-
der, the criteria most commonly referred to was established by
Demakis and Rahimtoola (1971). These criteria require the de-
velopment of cardiac failure during pregnancy or after delivery
as speci“ed previously in the absence of prior demonstrable
heart disease and determinable etiology for the cardiac failure.
In recent years, modern diagnostic echocardiography has pro-
vided evidence of left ventricular systolic dysfunction, which
has helped differentiate PPCM from shared pregnancy-related
symptoms that can mimic heart failure. Some of the common
symptoms shared between PPCM and pregnancy include pedal
edema, dyspnea, fatigue, weight gain, chest and abdominal
discomfort, and cough.

The identi“ed risk factors for PPCM include multiparity,
advanced maternal age, multifetal pregnancy, preeclampsia,

gestational hypertension, andAfricanAmerican race (Pearson
et al., 2000). It is unclear if racial status is an independent
risk factor or a result of an interaction of race and hyperten-
sion. While the etiology of PPCM remains unknown, current
evidence suggests PPCM is a type of myocarditis (in”amma-
tion of the muscular tissue of the heart) with proposed causes
such as abnormal immune responses to pregnancy, maladap-
tive responses to the hemodynamic stresses of pregnancy,
stress-activated cytokines, and prolonged tocolysis (Pearson,
et al., 2000). In some women, PPCM resolves completely
after delivery; however, there is a high mortality rate for
women who do not experience a resolution of symptoms
within six months following delivery (C. Brown & Bertolet,
1998), with mortality rates in the United States ranging from
25% to 50% (Lampert & Lang, 1995). Women with PPCM
appear to be at high risk for pregnancy complications or
mortality should they become pregnant again (C. Brown &
Bertolet, 1998; Lampert & Lang, 1995).

Because of the limited understanding of the medical etiol-
ogy of PPCM, the majority of research has focused on the
medical aspects, failing to address psychosocial factors re-
lated to PPCM and its impact. The sudden and unexpected
nature of PPCM compounds the stress for women and their
families, who are also adjusting to the physical and emotional
demands normally imposed by pregnancy and the birth of a
child. In one of few studies examining psychosocial factors
relating to PPCM, Geller, Striepe, Lewis, and Petrucci (1996)
studied a sample of women with PPCM admitted to a
heart transplant unit for evaluation. Factors such as stressful
life events (e.g., history of abuse or unstable relationships;
history of miscarriage or cesarean section), health-related
behaviors (e.g., substance use; nutritional/dietary concerns),
social support, and coping style were assessed (Geller,
Striepe, & Petrucci, 1994). In addition to the stressors of
pregnancy and the diagnosis of PPCM, these psychosocial
factors could potentially exacerbate the physical symptoms
or contribute to treatment-related issues, such as noncompli-
ance, comorbid psychological or substance abuse disorders,
and adjustment to lifestyle changes imposed by the illness.
Studies employing appropriate comparison cohorts are
needed to further evaluate these psychosocial factors.

SOCIAL AND CULTURAL INFLUENCES
ON WOMEN’S HEALTH

Earlier in this chapter, we discussed the advances and short-
comings in the research and health care of women. It is im-
portant that strides continue to be made to better understand
how women•s expression of disease symptoms, potential
warning signs, and risk factors for both psychological and
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physical disorders may differ from those documented by re-
search conducted on men. However, it is equally important
that researchers and health care professionals understand
and appreciate women•s health on a sociocultural level. Lee
(1998, p. 3) made the point that the study of •women•s
healthŽ has primarily focused on the study of women•s ill-
ness, with little focus on understanding women from a social
standpoint. Lee suggests that women•s health should not be
limited to the prevention and treatment of illness, but it
should encompass the complex social factors that play into
being a woman. The focus of this section is to examine the
in”uence of socioeconomic status, multiple roles, and gender
socialization on the psychological and physical health of
women.

Socioeconomic Status and Women

Socioeconomic status (SES) refers to •a composite measure
that typically incorporates economic status, measured by in-
come; social status, measured by education; and work status,
measured by occupationŽ (D. Dutton & Levine, 1989). The
relationship between SES and health is quite relevant for
women because 35.6% of female-headed households fell
below the federal poverty level, according to the U.S. Bureau
of the Census (1995). Gender differences in SES can be
largely explained from a social standpoint. Comparing me-
dian annual income, women earn 73.8% of what men earn,
with women earning a median salary of $23,710 and men
earning $32,144 (U.S. Department of Labor, 1997a). Such
gender differences may be explained in large part by the fact
that the majority of employed women continue to hold jobs
in traditional female occupations (e.g., 45% of employed fe-
males work in clerical or service occupations, 22% work in
sales, and secretary was the leading occupation for women in
both 1981 and 1996), allowing little opportunity for career
advancement that may lead to comparable salary increases.
Many of these female-dominated occupations also put
women at increased risk for physical injury, speci“cally,
carpal tunnel syndrome, where 71% of those injured or
forced to miss work have been women (U.S. Bureau of Labor
Statistics, 1991; U.S. Department of Labor, 1997a, 1998).

While gender alone places women at increased risk for
poverty and, consequently, poor health, ethnicity also has an
association with SES. Annual salary differences according to
ethnic racial status indicate that European American women
earn $2,687 more than African American women and $5,495
more than Hispanic women (U.S. Department of Labor,
1997a). In the United States, 51% of female-headed house-
holds run by Hispanic women, 44% run by African American
women, and 27% run by European American women, were

below the poverty level (U.S. Bureau of the Census, 1997),
indicating minority women are further at risk for poverty.

Adler, Boyce, Chesney, Folkman, and Syme (1993) found
a linear relationship between SES and health. Speci“cally,
they reported that those in the highest SES bracket had the
lowest morbidity and mortality rates, with these rates steadily
increasing as SES level decreases (Adler & Coriell, 1997).
The following sections examine the association between SES
and both physical and mental health.

Physical Health and SES

Research addressing the association between SES and health
consistently “nd the poor, unemployed, and poorly educated
to have increased mortality and morbidity for the great ma-
jority of diseases and health conditions (Illsley & Baker,
1991). One explanation involves the link between poor health
behaviors that may be risk factors for various physical ill-
nesses and low SES (Adler et al., 1993). For example, in a re-
view of speci“c health risks for women, Rimer, McBride, and
Crump (2001) reported that approximately 25% of women
currently smoke cigarettes, 20% have high cholesterol
(greater than 240 mg/dl), 35% are obese, and 73% do not
exercise regularly.

Women from lower SES backgrounds may face a greater
number of challenges in the pursuit of a healthy lifestyle.
Some of the challenges associated with “nancial adversity
and increased risk for physical health problems include lim-
ited access to or high cost of healthful foods (e.g., fresh fruits
and vegetables) resulting in consumption of less expensive,
high-fat foods that are low in nutritional value (Adler &
Coriell, 1997); lack of, or inadequate, health insurance cover-
age that subsequently results in limited access to health
care services (National Center for Health Statistics, 1996);
and increased likelihood of residing in poorer neighbor-
hoods, resulting in greater exposure to environmental stres-
sors (e.g., violence, crime, pollution; B. Miller & Downs,
2000; Silbergeld, 2000). These challenges have implications
for families because women traditionally are responsible for
grocery shopping and food preparation, as well as for making
health care decisions and taking children to health care
appointments. With respect to the high percentage of impov-
erished households headed by females, it is important to ad-
dress the in”uence of SES on the lifestyle and health of the
entire family.

Low SES has been linked to increased morbidity and mor-
tality rates in the majority of the speci“c physical illnesses
we reviewed earlier in this chapter. For some conditions, this
association has been linked with health risk behaviors. For
example, Winkleby, Fortmann, and Barrett (1990) found that
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those with less education (used as proxy measure of social
class), had more risk factors for CHD (e.g., cigarette
smoking, hypertension, body mass index [BMI], and total
cholesterol level). Lower SES not only serves as a risk factor
for incidence of CHD in women, but also for mortality
(Brezinka & Kittel, 1996). Lung cancer has the highest can-
cer mortality rate in women in the United States and has the
third highest incidence rate for women (after breast and colon
cancers; Anderson et al., 2001). This has been attributed to
cigarette smoking; prevalence of smoking is highest among
those women who are less educated and who live in poverty
(Adler & Coriell, 1997). Environmental hazards such as air
pollution, asbestos, and radon, which are found more in
urban areas and lower status occupations, also are risk factors
for lung cancer (Moy & Christiani, 2000). Although Euro-
pean American women have a higher incidence of breast
cancer than African American women, black women have a
17% lower “ve-year survival rate (National Cancer Institute,
1995). These ethnic-racial differences have been explained in
part by the confound of ethnic-racial status and SES in the
United States, such that women of lower SES have lower
mammography utilization rates (Champion, 1992) and report
less knowledge about breast cancer (A. Miller & Champion,
1997). Gay and Underwood (1991) reported that the women
at highest risk for contracting HIV are those with lower edu-
cation levels, lack of employment opportunities (sometimes
resulting in sex industry work such as prostitution), and dif“-
culty receiving adequate health care services„factors all
associated with poverty.

Mental Health and SES

Lower SES has been linked not only to physical health prob-
lems, but also to increased rates of psychopathology and
mental disorders. In a review of 20 prevalence studies,
Neugebauer et al. (1980) found that 17 of these studies re-
ported higher rates of psychopathology in the lowest socio-
economic class than in the highest class. These “ndings were
supported by multiple studies using data from the ECA study
(Holzer et al., 1986; Regier et al., 1993; Robins et al., 1991).
Regier et al. found individuals from the lowest SES level to
have a 2.6 greater relative risk for overall psychopathology
than those in the highest SES level in terms of one-month
prevalence rates. In comparing rates of speci“c disorders be-
tween the lowest and highest social levels, there is an 8.1
greater risk for schizophrenia, 2.9 for obsessive-compulsive
disorder, and 2.5 for alcoholism in those from lower SES lev-
els, indicating signi“cantly higher rates of overall psy-
chopathology, as well as increased risk for speci“c psycho-
logical disorders in low socioeconomic groups. In support of

these results, Holzer et al. examined six-month prevalence
rates and found similar results, again revealing higher rates of
psychological disorders in low compared to high socioeco-
nomic levels.

In examination of gender differences and psychopathol-
ogy, women from lower socioeconomic backgrounds re-
ported higher levels of depressive symptoms (Hirschfeld &
Cross, 1982), with a review by Neugebauer et al. (1980) re-
porting an average female-to-male depression ratio of 3.0.
This suggests women are at increased risk for depression,
with augmented risk for women from lower socioeconomic
backgrounds. As discussed earlier, women also have in-
creased rates of anxiety disorders relative to men (Kessler
et al., 1994, 1995; Neugebauer et al., 1980). In summary, the
results of these epidemiological studies suggest that women
and individuals from low socioeconomic backgrounds are at
increased risk for major depression, anxiety, and other psy-
chiatric disorders (Kohn, Dohrenwend, & Mirotznik, 1998).

Multiple Roles: Risk or Protective Factor?

Theories regarding women in the workplace began to emerge
in the 1950s with the growing numbers of women entering
the workforce. Since then, there continue to be changes and
developments in the quantity and quality of women•s in-
volvement in the workplace and at home, which makes the
modi“cation of these initial theories necessary although
the underlying issues may be similar (Barnett & Hyde, 2001).
Although women have always been responsible for a variety
of tasks (e.g., managing household chores; providing care
to their children, elderly parents, or relatives), entering the
workforce initiated signi“cant changes in women•s life roles.
Employed women now constitute 48% of the U.S. labor force
(Bond, Galinsky, & Swanberg, 1998), with 54% of women
with children under the age of one year and 70.8% of women
with children under the age of 18 years working outside the
home (U.S. Department of Labor, 1997b). As the number of
working mothers in the work force, and the number of hours
women work outside the home, continue to rise, the num-
ber of women who occupy multiple roles, as well as the
number of roles held by women, will increase.

Society places unique demands on women to “nd a bal-
ance between meeting the role expectations of an employee,
earning an income to support their family, and pursuing a ca-
reer on the one hand, and juggling the social roles of being a
wife, mother, caretaker, and supportive friend, on the other.
The debate as to whether occupying multiple roles serves as
a risk or protective factor in the physical and psychological
health of women continues to be a widely researched and
important issue. The research on multiple roles presents
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contradictory “ndings, likely representing the current clash
between more traditional views that multiple roles have a
negative impact on a woman•s health and relatively recent
“ndings that suggest multiple roles can result in positive
health effects.

The two primary theories that serve as a basis for a great
majority of the research examining multiple roles are the
scarcity hypothesis (Goode, 1960) and the enhancement or
expansion hypothesis (Marks, 1977; Sieber, 1974). Whereas
the scarcity hypothesis suggests that the more roles occupied
by a woman, the more likely she is to deplete her limited
resources, resulting in negative consequences for her health
and well-being (Goode, 1960), the enhancement hypothesis
suggests that multiple roles result in greater access to re-
sources (i.e., social support, “nancial rewards) and increased
likelihood for role balance (Marks, 1977; Sieber, 1974).
These two main theories differ in their perspective on the
relationship between multiple roles and women•s health:
The scarcity hypothesis portends that multiple roles produce
deleterious mental and physical health effects, stress, and
cause con”ict in balancing roles related to work and family,
while the enhancement hypothesis suggests that engaging in
multiple roles is protective and provides positive physical
and psychological health bene“ts for many women. To
illustrate the opposing views offered by these two theories,
we present a summary of empirical research relevant to
women•s roles as employee and caregiver, and the respec-
tive health advantages and disadvantages associated with
each.

The Employment Role

Approximately half of the current U.S. labor force consists of
women, and although not equally represented in top-level
and more traditional male positions, women hold a wide
range of jobs that expose them to stress and health risks
(Bond, Galinsky, & Swanberg, 1998). Burke (1988) identi-
“ed long work hours, stressful job conditions, high work de-
mands, the number and ages of children at home, and lack of
social support as factors that contribute to the strain women
experience with work-family con”icts. Likely the most re-
searched and notable cause of this strain is that women con-
tinue to take on the primary responsibilities for household
chores and childcare, even though the majority also are
employed outside the home (Marshall & Barnett, 1995).
Furthermore, the contributions of men tend to include tasks
such as playing with the children while women tend to as-
sume more time-pressured tasks, such as housecleaning,
preparing meals, and driving children to appointments
(Thompson & Walker, 1989).

Women seem to experience work-family con”ict differ-
ently than men do, not only because of the nature of women•s
roles, but also because of the attitude with which they view
the roles. Gunter and Gunter (1990) examined gender differ-
ences in perceptions of domestic, household chores (i.e.,
cleaning, cooking, taking care of children) and found that
women view these chores as a personal responsibility,
whereas men tend to view such tasks as •helping out.Ž Along
these lines, men and women have different attitudes regard-
ing what is the most important resource to provide to the
family. Men feel that providing “nancially for their family
is the single most important responsibility, while women feel
it is equally important to provide childcare and complete
household-related chores in addition to contributing to family
“nancial resources (Perry-Jenkins, 1993; Perry-Jenkins &
Crouter, 1990). Women, therefore, have added pressure and
time constraints because of a sense of personal responsibility
to complete the bulk of household chores and childcare,
in addition to attending to their role as a caregiver, spouse,
or partner, and meeting the actual and self-imposed demands
of their role as an employee.

Work-related challenges, such as work-family con”ict,
limited coworker support, gender bias, and restricted oppor-
tunity for career advancement, have not only direct “nancial
and occupational consequences for women, but also impact
on women•s stress levels. In a study by Northwestern
National Life (1992), employed women reported nearly
double the levels of stress-related illnesses and job burnout
than employed men. Another study found 60% of female
workers reported job stress as their primary problem
(Reich & Nussbaum, 1994). Although women are gaining
representation in all “elds, the majority of female-dominated
occupations (e.g., those involving customer service and the
provision of care) are associated with such common stressors
as lack of job security, poor relationships with co-workers
and supervisors, and monotonous tasks (Hurrell & Murphy,
1992). Stressors are not limited to women working in less
prestigious, lower paying jobs. Women in professional occu-
pations also combat stress as their competency may pose a
threat to men„both in the professional and personal envi-
ronment. For example, single women may feel that a suc-
cessful career may jeopardize their prospects for marriage
(Post, 1987). Professional women in particular may experi-
ence dif“culty forming interdependent, intimate relationships
because reliance on independence and self-suf“ciency serve
as key components in their achievement of professional suc-
cess (Post, 1982).

Although employment for women has been seen as
imposing demands on personal and social resources con-
tributing to the challenge of balancing work and family life,
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employment has also been found to have positive effects on
both the psychological and physical health of a woman. For
example, Lennon (1998) examined the relationship between
housework and depressive symptoms in employed women
and homemakers. Differences were found in the amount of
time these two groups devoted to housework, with employed
women averaging 25 hours per week and homemakers aver-
aging 38.5 hours. When employment hours outside the home
are added to housework hours, employed women averaged
64.7 hours per week. Without accounting for speci“c work
conditions, hours, and fairness, there were no signi“cant
differences in reports of depressive symptoms between em-
ployed wives and homemakers. However, when hours, work
conditions, and fairness were taken into account, employed
wives averaged signi“cantly fewer depressive symptoms
than homemakers. These results suggest that employment
may balance the negative aspects of housework, resulting in
improved mental health.

To challenge the hypothesis that employment is the cata-
lyst that causes role overload, role con”ict, and distress,
Barnett, Davidson, and Marshall (1991) examined the inter-
play of women•s work and family roles and the effect the em-
ployment role has on the family role. Among employed
women, they found that helping others buffered the negative
effects of concern about role overload resulting in reduced
health problems (e.g., fatigue, headache, stomach, and back
pain), and that salary satisfaction also buffered negative
health effects for employed mothers. The “nding that em-
ployment offering women the chance to help others served as
a buffer against role overload distress and poor physical
health symptoms is especially relevant because a high per-
centage of women•s employment involves service provision
and caregiving. No evidence was found that work overload
caused con”ict in the family role or increased physical health
risks. Furthermore, in a review of positive aspects of multiple
roles, Barnett and Hyde (2001) indicated the work-related
factors of added income, social support, opportunity to expe-
rience success, and increased self-complexity all contribute
to improved mental and physical health. These results sug-
gest that the employment role does not always result in nega-
tive health effects for women.

In addition to the social systems of family, friends, and
community, women also belong to social systems in the
workplace. Given the increased number of women who work
outside the home, workplace stress and support are issues of
increasing importance to women. These issues appear to in-
”uence physical health directly. For example, Hibbard and
Pope (1985) reported that women who felt more supported by
their coworkers and more included in their workplace spent
fewer days in the hospital over the course of one year. Repetti

(1993) concluded that individuals who perceive work rela-
tionships with supervisors and coworkers as nonsupportive
and high in con”ict appear to be at increased risk for minor
illnesses and physical symptoms (e.g., headache, fatigue).
Therefore, the quality and function of work relationships ap-
pear to play a role in women•s health.

Still, gender differences have been reported in the effect of
workplace support on health and well-being. In an investiga-
tion of the amount and effects of social support, job stress,
and tedium experienced by men and women (Geller &
Hobfoll, 1994), women reported greater life tedium than
men, and men reported the receipt of more household assis-
tance than women. Despite the fact that the men and women
in this study reported receiving similar amounts of support
from their coworkers and supervisors, men bene“ted more
from these support sources, particularly coworker support.
The researchers offer the possibility that men bene“t more
from their work relationships because they may interact with
their colleagues on a more informal level, which House
(1981) suggests may be most effective in the prevention of
work stress and its negative consequences. Because individu-
alistic characteristics are so highly valued in the workplace,
and because men are more inclined to engage in this individ-
ualistic orientation, support may be provided more genuinely
among men and may be more effective since it can involve
mutual exchange and spontaneous acts, rather than role-
required behavior (House, 1981). Men, therefore, may
bene“t more than women in terms of workplace health
consequences.

Another potential factor serving as a key obstacle in
women•s obtainment of the necessary social support in the
workplace may be subtle gender bias, which can result in
overt stereotyping and sexual harrassment (Gutek, 2001). If
women want to retain people•s approval, they must demon-
strate qualities of female gender role (i.e., warmth, expres-
siveness), whereas if they want to succeed professionally in a
traditional work setting, they must act according to the male
model of managerial success, by being assertive and compet-
itive (Bhatnagar, 1988; J. Grant, 1987). These con”icting ex-
pectations may contribute to women•s lack of work support,
as behaving aggressively may alienate and anger potential
supporters (Lane & Hobfoll, 1992). Examining existing gen-
der bias in the workplace, Geller and Hobfoll (1993) found
that each gender preferred to mentor and offer support to his
or her own gender, a seeming historical change in women•s
socialization. Because of increased awareness and sensitivity
to problems such as work-family con”ict and the glass ceil-
ing, women may be recognizing a need for increased cama-
raderie, consequently, developing increased understanding
and acceptance of women adopting a more individualistic
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orientation. Such support may offset negative health conse-
quences. However, since males maintain the majority of key
supervisor positions at this time, these “ndings indicate that
women continue to be at a disadvantage in terms of organiza-
tional advancement.

Women’s Role as Spouse and as Caregiver

Although most women ultimately marry, age at “rst marriage
is increasing (Barnett & Hyde, 2001), divorce remains a
stable entity, and many individuals choose to cohabitate with
an intimate partner. As a result, there are a large number of
unmarried, as well as married, individuals in the workforce.
The research literature addressing multiple roles, however,
has tended to focus on women in traditional heterosexual
marriages.

When examining women•s role as support provider to
their husbands, Waldron and Jacobs (1989) found European
American women who were married or employed, or both
married and employed, had favorable health trends, as op-
posed to European American women who were not married
or employed. Interestingly, for European American women,
marriage had bene“cial effects for those who were not work-
ing, while employment had signi“cant health bene“ts for
those who were not married. For African American women,
it was found that employment had positive effects on health,
but only for those with children at home. Furthermore, Afri-
can American women who did not work and stayed home
with their children showed negative health trends.

While research has demonstrated positive health out-
comes related to the marriage (i.e., wife) role, Preston (1995)
studied married and unmarried individuals and found married
women to be in the poorest physical and mental health
and the most vulnerable to stress. A signi“cant main effect of
social support on health also was reported, with a positive
correlation between social support and health for married
men, and a negative correlation for married women. In other
words, married men bene“ted, in terms of health, from social
support while married women who received more social sup-
port indicated poorer health.

Women•s role as caregiver, both lay and professional, has
been a primary focus in the research examining multiple roles
because the caregiving role is held by the great majority of
women. Multiple roles do not merely imply juggling work
and household tasks, because women are also the predomi-
nant caregivers and support providers to elderly parents, in-
laws, husbands, and other family members (Preston, 1995;
Walker, Pratt, & Eddy, 1995). Women with this additional
role constitute the •sandwich generation.Ž Such women are at
increased risk for health problems as they experience the

stress and time constraint of providing care to elderly friends,
parents, or other family members while simultaneously pro-
viding care to their own children, supporting their partners,
and functioning as employees in the workplace.

In comparison with population norms and noncaregiver
controls, caregivers reported higher levels of both depressive
symptoms and clinical depression and anxiety (Schulz,
O•Brien, Bookwala, & Fleissner, 1995; Schulz, Visintainer,
& Williamson, 1990). In a review of the empirical research
on psychiatric morbidity and gender differences in care-
givers, Yee and Schulz (2000) found that female caregivers
tended to report higher rates of depression and anxiety and
lower levels of life satisfaction than male caregivers. The
authors suggest these increased rates of depression are
largely attributable to the caregiver role because the rates
reported by female caregivers were higher than female non-
caregivers in the community. This is supported by results
“nding signi“cant increases in psychological distress as
women adjust to the caregiver role, as well as in women who
are continuing to provide care to a disabled or ill person
(Pavalko & Woodbury, 2000). In addition to psychiatric mor-
bidity, women may also be at increased risk for physical ill-
ness because of caregiving, as women caregivers were less
likely than men to engage in preventative health behaviors,
such as exercise, rest, taking time off when sick, and remem-
bering to take medications (Burton, Newsom, Schulz, Hirsch,
& German, 1997). It may be that having a few roles serves as
a buffer against such mental health outcomes as depression,
but occupying additional roles„particularly in combination
with the caregiver role„counterbalances the positive ef fects
reaped from other roles (e.g., employment), further contribut-
ing to role strain (Cleary & Mechanic, 1983). The effects of
caregiving on women are not limited to lay caregivers; over
90% of paid caregivers are also women (Leutz, Capitman,
MacAdam, & Abrahams, 1992).

Women Occupying Multiple Roles: Who Benefits
and Who Suffers?

Researchers have attempted to investigate different factors
that may increase a woman•s risk for role overload or serve as
a buffer for experiencing distress related to multiple roles. A
major factor that appears to help limit women•s struggles
with “nding a healthy balance between work and home life
and enhance the bene“ts of multiple roles involves social
support from family and friends (Marshall & Barnett, 1991,
1993). For example, women who do not feel they have their
husband•s support or approval concerning their employment
role will experience increased role strain (Elman & Gilbert,
1984). Marks (1977) suggested that role commitment is a
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second factor that may increase women•s distress when deal-
ing with multiple roles because those individuals who are
highly committed to a single role (i.e., job, parenthood)
are more likely to experience role strain than individuals who
are equally committed to multiple roles.

The disparity in research “ndings regarding the health ef-
fects of multiple roles highlights the need for clinicians and
researchers to further investigate the possible negative effects
that can be garnered by women who occupy multiple roles,
speci“cally with regard to physical and psychological health.
More research addressing additional personal and social re-
sources that can offset negative sequelae, as well as other
possible risk and protective factors, is warranted in individu-
als from diverse social groups (e.g., marital status, sexual
preference, SES), occupations, and ethnic-racial back-
grounds. Future research on multiple roles needs to focus not
only on the individual, but also on the effect socially con-
structed gender roles have in shaping society•s perception of
different roles, as well as the degree to which these gender
roles shape the attitudes and behaviors of women.

Sex Roles, Socialization, and Women’s Health

This section examines the ways the female sex role and so-
cialization process may contribute directly or indirectly to
women•s health. The etiology of the disorders and stressors
discussed suggests the role of society largely explains the
higher prevalence of these disorders among women.

Gender is a salient social category that helps individuals and
society understand and perceive the world (Beall, 1993). Unlike
biological sex, gender is in”uenced by the society in which the
individual lives, as different cultures have different gender
stereotypes that in”uence the way men and women are per-
ceived. Gender schema theory (Bem, 1981) proposes that soci-
ety classify the behaviors and attitudes of women and men into
•feminineŽand •masculineŽtraits, and that one•s self-concept is
assimilated tohisorhergender schema. Inmostcultures, thedis-
tinction between male and female is clear, and individuals
are expected to behave in a way that is appropriate to their re-
spective sex role. In Western cultures, the traditional female sex
role has been characterized by traits of warmth and expressive-
ness while the traditional male sex role suggests traits of domi-
nance and instrumentality. The in”uence of this female sex role
has numerous direct and indirect consequences on the psycho-
logical and physical health of women. For example, the female
sex role and socialization process largely impact women•s de-
sire to be thin and may be a contributing factor to high rates of
eating disorders.American society tends to equate thinness with
attractiveness, especially for individuals in higher socioeco-
nomic brackets (Sokol & Gray, 1998). Women are judged by

their physical appearances more often than men (Sobal, 1995),
and it has been suggested that body weight and shape are the
primary factors indeterminingawoman•sattractivenessandde-
sirability (Polivy & McFarlane, 1998). In reality, the average
woman is not able to achieve these standards, which results in
feelings of low self-esteem, body dissatisfaction, and excessive
dieting (Heffernan, 1998). As discussed earlier, the impact of
societal expectations on mental and physical health is also
evident for women experiencing infertility as well as postpar-
tum depression.

Coping and Women’s Expression of Illness

Several suggestions involving socialization have been of-
fered to explain gender discrepancy in morbidity and mortal-
ity. An older idea is that the •sick roleŽ is more in line with
women•s sex role stereotype of being a homemaker than to
men•s role of provider, and that this allows greater accep-
tance and opportunity for women to seek medical attention
for their illnesses (Nathanson, 1975). It also has been sug-
gested that sickness is a socially acceptable way for women
to be relieved of their household, caregiving, and employ-
ment responsibilities (Toner, 1994). An alternative explana-
tion is that women•s higher morbidity rates result from the
stress women experience occupying multiple roles (i.e., wife,
mother, paid employee), which in turn leads to higher rates of
illness (Reifman, Biernat, & Lang, 1991).

Equally important is how women cope with illness. In a
study of couples where one partner had been diagnosed with
cancer, Baider and colleagues (1996) attempted to further un-
derstand gender differences in coping with psychological dis-
tress. Their evaluation of 101 couples revealed that the wives
of male spouses with cancer reported signi“cantly higher
levels of anxiety than did female patients or their sick partners.
Interestingly, the distress experienced by female patients
was accounted for by degree of dif“culty in the domestic envi-
ronment, extended family relations, and their husband•s
psychological distress, with education having a protective ef-
fect. However, distress among male patients primarily was
accounted for by the degree of dif“culty in the domestic
environment. It is noteworthy that the psychological distress
experienced by the male patient contributed to the distress ex-
perienced by the female spouse; however, the psychological
distress of the female patient did not contribute to the male
spouse•s distress. These results suggest that the health behav-
iors and coping styles used by women may be explained by the
female social role that encourages women to focus on emo-
tional support, nurturance, and caring for others, as well as
care for oneself, while the male social role encourages con-
cern with instrumentality and problem solving. Nezu and
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Nezu (1987) found that level of masculinity, not biological
sex, predicted distress levels and effective use of problem-
solving coping skills in undergraduate students and that cop-
ing skills may mediate the relationship between sex roles and
distress. Similarly, Friedman, Nezu, Nezu, Trunzo, & Graf
(1999) found problem-solving skills and masculinity, regard-
less of biological sex, to be signi“cant predictors of psycho-
logical distress in persons with cancer, whereas femininity was
not predictive of these factors. Results such as these suggest
that social roles or sex roles may better explain differences in
coping style, thoughts, and behaviors because studies examin-
ing biological sex differences in coping have been inconclu-
sive (Dunkel-Schetter, Feinstein, Taylor, & Falke, 1992).

These results have implications for women in both re-
search and clinical settings. With respect to social context,
women are stereotypically categorized as being high in femi-
ninity and expected to model the traditional female sex role.
Those in the “eld of medicine and mental health must remain
cautious of classifying patients according to their biological
sex exclusively. By considering the sex role orientation of the
individual (rather than making assumptions based on biolog-
ical sex), researchers and mental health and health care
professionals can reduce clinical biases that can potentially
hamper treatment, among other variables.

CONCLUSIONS AND FUTURE DIRECTIONS
IN WOMEN’S HEALTH

This chapter addresses several of the physical and psycholog-
ical health problems faced by women, as well as social fac-
tors that may contribute to women•s health problems. Despite
advances in the “eld, women•s health remains an area de-
serving increased attention. It is important for clinicians and
researchers who work in the “eld of women•s health to con-
tinue to serve as ambassadors for increased research funding,
health education, and outreach to women from all ethnic-
racial and cultural groups, and for the achievement of equal
status for women in academia. Those working in the “eld of
women•s health must look at past achievements and suc-
cesses as a guide for future goals, opportunities, and contin-
ued progress. This section provides a summary of the current
status of women•s health, as well as some possible challenges
and opportunities we may confront in the future.

Health Care

Historically, health care has been a male-dominated profes-
sion, with men serving as the primary providers and adminis-
trators in the “eld. This has changed signi“cantly as the

13.4% of women graduating from medical school in 1975 in-
creased to 40% in 1997 (Bertakis, 1998). Despite this signif-
icant increase in women•s medical school enrollment, more
women drop out of medical school than men, with attrition
rates for women steadily increasing over time (Fitzpatrick &
Wright, 1995). Future research must examine not only rates
of attrition, but also potential factors contributing to higher
medical school drop-out for women across the nation (e.g.,
“nancial burden, role strain) and possible solutions.

As a result of women entering and graduating from med-
ical school in greater numbers, more women currently serve
as faculty members in academic medicine than ever before.
This is positive in terms of the interaction between female
physicians and female medical students with respect to men-
torship, the availability of female physicians for training both
male and female medical students, and possible augmented
exposure to women•s health issues, as well as greater research
and clinical opportunities available in the area of women•s
health because of increased numbers of women in the “eld.
However, while great strides have been made in the number
of women entering academic medicine, the rate of women
faculty who are awarded tenure and achieve senior ranks
or high administrative ranks has not advanced at the rate
expected given the in”ux of women in academia (Morahan
et al., 2001). In a review of the literature, Carnes et al. (2001)
reported that lack of role models and mentors, feelings of iso-
lation, gender discrimination, and lack of support for family-
related responsibilities that most commonly fall on women
serve as potential reasons women do not achieve academic
leadership positions. Traditionally, such positions are ob-
tained through research and the acquisition of grant funding,
areas in which improvement for women is needed. In the
future, women•s health is an area of research that may allow
female psychologists, physicians, and scientists to advance to
academic positions, at the same time promoting the clinical
and research knowledge of women•s health.

Psychology

The entrance and advancement of women in the “eld of psy-
chology has been dramatic as women earned 66% of the PhD
degrees in psychology awarded in 1999. The rate of women
earning PhD degrees has increased 8% since 1990, at which
time 58% of new PhD degrees were awarded to women.
The majority of these degrees were awarded to European
American women (84%), followed by Hispanic women
(6%), African American women (5%), Asian women (4%),
and women of Native American descent (1%). Over the past
decade, the percentage of PhD degrees awarded to women
of color increased from 12% to 17%, indicating increasing
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diversity among women in the profession of psychology
(Kohout, 2001). The growing number of women entering
psychology overall, in addition to increases in women of
color, no doubt will in”uence research agendas and clinical
attention in the area of women•s health.

The growing number of women earning PhDs in psychol-
ogy has coincided with a 49% increase in the number of
grants submitted by women and a 92% increase in the num-
ber of grants awarded to women in psychology from 1988 to
1997. Since the 1970s, the percentage of articles with female
“rst authors published in psychology journals, including top-
tiered journals, has dramatically increased. In the “eld of
health psychology, for example, 19% of the articles pub-
lished in the Journal of Behavioral Medicine were “rst
authored by women when the journal was “rst published in
1978, compared to 48% in 1990. Women also are becoming
increasingly represented in editorial roles, with a female
currently serving as editor for 32% of the APA•s journals as
compared to 5% in the early 1980s. There is a similar trend
for associate editor positions (currently 37% female) as well
as consulting editor and reviewer positions (currently 34%
female) in APA journals (Kite et al., 2001).

Despite these advances, women in psychology face many
of the same challenges as women employed in health care.
One primary challenge that exists is the obtainment of senior
faculty positions in academia. While women constitute 39%
of the full-time faculty at four-year academic institutions,
30% of women achieve tenure compared to 53% of men
(American Psychological Association, 2000). The reasons for
this discrepancy must be evaluated and remediated.

Mentorship

The increasing number of women in health care and psychol-
ogy has a direct impact on the personal and professional de-
velopment of women pursuing undergraduate and advanced
degrees. While female mentors at senior levels may be dif“-
cult to “nd in academia, those female graduate students who
have the opportunity to work with female mentors bene“t
professionally as well as personally (Schlegel, 2000). As dis-
cussed throughout this chapter, women experience stressors
that are unique to those experienced by men. Having a female
mentor can help the female student navigate these stressors
and “nd an adaptive balance between her role as a profes-
sional and being a woman with many other life roles.

Research

Scant research prior to the 1990s included female samples
exclusively. This approach failed women because it was

assumed that either women•s physiological systems were the
same as males, or female hormones would confound re-
search, resulting in a strictly male sample. Despite the devel-
opment of organizations, such as the Of“ce of Research on
Women•s Health in 1990 and the NIH Revitalization Act of
1993 that required research supported by federal funds to
include women and individuals from diverse ethnic-racial
groups, advancements still are needed in women•s health
research.

Future research must strive to increase the inclusion of
women in clinical research trials and to focus on female sam-
ples when appropriate. Studies designed to further assess risk
factors and disease symptoms that may differ signi“cantly
from those of men, or those factors and symptoms that may
be exclusively found in women, must be conducted. For ex-
ample, as discussed earlier in this chapter, women continue to
be assessed for and diagnosed with heart disease based on
criteria researched on men. This has drawbacks in that symp-
toms considered atypical for men may be what are typical for
women, and without this knowledge, appropriate care for
women may be limited. In addition to further research focus-
ing on gender differences in risk factors, illness presentation
and course, and pharmacology and other treatments, more at-
tention and increased funding must be dedicated to disorders
that occur primarily in women, such as lupus and rheumatoid
arthritis. Furthermore, women cannot be categorized as a
homogenous population. For example, although morbidity
and mortality statistics provide evidence for ethnic-racial
disparity for various health conditions, adequate research
illuminating risk and other relevant factors is lacking. De-
spite statistics that show African American women living in
the United States have the fastest growing rates of HIV in-
fection, as well as poorer cancer-related health outcomes rel-
ative to European American women, research has failed to
reach out to women of color and gain their participation in
clinical trials (Killien et al., 2000). Women•s health research
must include representative samples of all women, including
neglected or hard-to-reach populations, such as women of
color, lesbians, women from lower socioeconomic back-
grounds, and the elderly. Cross-cultural investigations that
include women from various countries also are warranted.

Why Women’s Health? Why Now?

The need for research and clinical attention to women•s
health issues has always been present. However, only in the
past few decades have women•s health care needs, research,
and social and cultural issues been deemed important health
topics in both the clinical and research setting. Because
women are living longer than ever, the need for empirically
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based research “ndings, clinical care, and a more compre-
hensive understanding of women•s health is greater than ever.
In 1940, there were 211,000 women over the age of 85 living
in the United States. Today, in the United States alone, there
are over 2.9 million women over the age of 85„many of
whom have multiple chronic diseases that impact the physi-
cal and psychological health (Guralnik, 2000). Earlier in this
chapter, we discussed the three leading causes of death for
American women: CHD, cancer, and stroke. With respect to
elderly women, nearly 70% of total deaths can be attributed
to these three conditions (Guralnik, 2000). Research focusing
on health behaviors and lifestyle factors relevant to disease
development, course, outcome, and quality of life is neces-
sary to develop and disseminate prevention programs, pro-
mote psychosocial intervention, and facilitate coping efforts.
Attention to such behaviors as cigarette smoking, alcohol
consumption, exercise, diet, and seeking routine Pap smears
and mammograms can in”uence not only illness prevention,
but also outcome.

Prevention and treatment issues are equally important
for psychological health, as well as physical health. Elderly
women commonly experience the death of spouses and
friends, the diagnosis of medical conditions, and the social
stereotypes of growing old in a society that glori“es youth, all
of which contribute to health and well-being. Problems expe-
rienced by the elderly in”uence women of all ages because
72% of care given to the elderly is provided by women, in-
cluding daughters (29%), wives (23%), and other women who
serve as lay or professional caregivers (20%; Siegler, 1998),
placing the female caregiver at risk for both physical and psy-
chological health concerns as reviewed earlier in this chapter.

Because women live longer than men, with a great major-
ity of elderly women living alone, health education must cre-
ate interventions and outreach programs that accommodate
elderly women who serve as their own primary caretakers, as
well as younger caretakers who may have a dif“cult time
leaving the house because of child care or household respon-
sibilities. In addressing this concern, the Centers of Excel-
lence in Women•s Health (CoE) have turned to the World
Wide Web as a way to reach women. The CoE have adopted
online health information sites relevant to women patient
support groups and is developing other plans to expand these
Internet services (Crandall, Zitzelberger, Rosenberg, Winner,
& Holaday, 2001). Because women continue to make the ma-
jority of the family health care decisions, the Internet serves
as a convenient and informative way for women to access
resources and acquire education related to women•s health.
Caution is warranted, of course, as not all Internet sites
relevant to women•s health issues provide comprehensive or
accurate information.

Several U.S.-based programs and organizations are
cornerstones in the “eld of women•s health, including the
American Medical Women•s Association, Division 35 of
the American Psychological Association (i.e., Society for the
Psychology of Women), the Of“ce of Research on Women•s
Health, the Society for Women•s Health Research, and the
Women•s Health Initiative (WHI). In an effort to unite the
multiple aspects and professions included in the “eld of
women•s health, the National Centers of Excellence in
Women•s Health (CoE) were developed in 1996 with the goal
of promoting women•s health by bringing together those
associated with research, clinical care, health education and
outreach, and medical training, and increasing the number of
women in academic medicine (Morahan et al., 2001). There
are currently 15 CoE in academic health centers (Gwinner,
Strauss, Milliken, & Donoghue, 2000), with women serving
as directors for 13 of these centers (Carnes et al., 2001). It is
programs such as these that allow both the physical and psy-
chological care of women to transcend the standards and
practices of the past.

The future of the “eld of women•s health largely depends
on organizations such as these not only to further the ad-
vancement of knowledge in women•s health issues, but also
to offer interdisciplinary support to women across the applied
“elds of medicine, health care, and psychology, and their
corresponding academic departments. The “eld of women•s
health holds many exciting opportunities and potential
advancements for all women.
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The composition of the United States is quickly becoming
more demographically diverse, particularly in the number of
people of color (e.g., Macera, Armstead, & Anderson, 2000).
In addition, employment patterns among women have
changed drastically since the 1950s. For example, the partic-
ipation of U.S. women in the workforce has risen from 34%
in 1950 to 60% in 1997 (Wagener et al., 1997). What impli-
cations does this social and economic diversity have for
research in health psychology? It offers new and unique
opportunities to examine how sociodemographic characteris-
tics, health, and behavior are interconnected and creates new
challenges for the improvement of health. For example, we
might examine how differences in diet related to accultura-
tion impact the incidence of chronic illnesses, such as cardio-
vascular disease (CVD), among Hispanics who migrate to
this country, compared to CVD rates in their country of ori-
gin. In some cases, this means reexamining how well-studied
biobehavioral relationships that contribute to increased inci-
dence of disease may operate differently in certain people
who may be adversely affected or protected due to social or
contextual forces.

The National Institutes of Health (NIH) has responded to
the growing research on sociodemographic factors that in”u-
ence health. In 1990, the Of“ce for Research on Minority
Health was created by the director of the NIH. The mission of

this of“ce is to identify and supporting research opportunities
to close the gap in health status of underserved populations,
promote the inclusion of minorities in clinical trials, enhance
the capacity of the minority community to address health
problems, increase collaborative research and research train-
ing between minority and majority institutions, and improve
the competitiveness and increase the numbers of well-trained
minority scientists applying for NIH funding. Similarly, in
1990, the Of“ce of Research on Women•s Health was estab-
lished in the NIH. Its mandate is to strengthen and enhance
research focused on diseases and conditions that affect
women and to ensure that women are adequately represented
in research studies. In February 1998, President Clinton com-
mitted the United States to the elimination of health dispari-
ties in racial and ethnic minority populations by the year
2010. This •call to armsŽ requires a better understanding of
the current status of health among minorities as well as
identifying how social and economic classi“cations in”uence
the treatment of disease and implementing programs to pro-
mote health behaviors. Responsive to these initiatives, this
chapter provides a selective overview of health psychology
research on sociodemographically diverse populations, with
a focus on ethnicity, gender, and socioeconomic status (see
chapter on aging by Siegler, Bosworth, & Elias in this vol-
ume). Last, we provide suggestions for future directions.
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RACE/ETHNICITY

There are similarities and differences across ethnic groups in
relation to the prevalence of health, disease, and health be-
haviors. To this end, we review reports on mortality and mor-
bidity, major behavioral risk factors, and major biobehavioral
risk factors among African Americans, Asian Americans,
Latinos, and Native Americans separately. We conclude this
section with a brief review of behavioral treatment and
prevention programs.

African Americans

Morbidity and Mortality

One of the most striking demographic characteristics in health
statistics continues to be the difference between African
Americans and Caucasians. The age- and gender-adjusted
death rate from all causes is 60% higher in African Americans
than in Caucasians (U.S. Department of Health and Human
Services [DHHS], 1995a). This difference in death rates for
African Americans persists until age 85 (DHHS, 1995b),
resulting in a life expectancy gap of 8.2 years for men and
5.9 years for women (DHHS, 1995a).

One of the major factors in this life expectancy gap is mor-
tality from circulatory diseases. For example, heart disease
continues to be the leading cause of death in the United States
(Gardner, Rosenberg, & Wilson, 1996; National Heart Lung
and Blood Institute [NHLBI], 1985; Peters, Kochanek,
Murphy, 1998). Trends suggest that while heart disease is de-
creasing among Caucasian men, it may be increasing in
African American men (Hames & Greenlund, 1996). Simi-
larly, African Americans experience higher age-adjusted
morbidity and mortality rates than Caucasians not only for
coronary heart disease but also for stroke (NHLBI, 1985).
For example, the NHLBI examined the 1980 age-adjusted
stroke mortality rates by state and found 11 states with stroke
death rates that were more than 10% higher than the U.S.
average. These states included Alabama, Arkansas, Georgia,
Indiana, Kentucky, Louisiana, Mississippi, North Carolina,
South Carolina, Tennessee, and Virginia. The NHLBI and
others have designated these 11 states as the •Stroke Belt.Ž
These •Stroke BeltŽ states also correspond with some of the
highest populations of older African American adults.

Deaths associated with CVD arise from a myriad of risk
factors including elevated blood pressure, cigarette smoking,
hypercholesterolimia, excess body weight, sedentary life-
style, and diabetes, all of which are in”uenced to varying
degrees by behavioral factors (e.g., Manson et al., 1991;
Powell, Thompson, Caspersen, Kendrick, 1987; Stamler,

Stamler, & Neaton, 1993; Willet et al., 1995; Winkleby,
Kraemer, Ahn, & Varady, 1998). The clustering (comorbidity)
of coronary heart disease risk factors in African Americans
appears to play an important role in excess mortality from
coronary heart disease observed in African Americans (Potts
& Thomas, 1999).

Major Behavioral Risk and Protective Factors

Tobacco Use. In the general population, tobacco con-
sumption slowed down when the deleterious health effects of
cigarette smoking were made public in the 1950s. Cigarette
smoking prevalence reaches a peak between the ages of 20
and 40 years among both men and women and then decreases
in later adulthood; but across all ages, smoking prevalence is
higher among males than among females. Smoking is more
prevalent among African Americans than Caucasians
(Escobedo, & Peddicord, 1996; Gar“nkel, 1997). Even
among minority groups, African Americans experience the
most signi“cant health burden (Mortality and Morbidity
Weekly Report [MMWR], 1998; •Response to Increases,Ž
1998).

Diet. The age-adjusted prevalence of overweight adults
continues to be higher for African American women (53%)
than for Caucasian women (34%; National Center for Health
Statistics [NCHS], 2000). The prevalence of obesity among
African American women has reached epidemic proportions
(Flynn & Fitzgibbon, 1998). A number of studies attribute the
high rate of obesity in women in part to differences in body
images, suggesting that African American women subscribe
to the belief that overweight bodies are more attractive, but
the results are still not completely clear because of divergent
methodologies (see Flynn & Fitzgibbon, 1998). Nutritional
status, which contributes to obesity, among minority popula-
tions may be adversely affected by a number of factors asso-
ciated either directly or indirectly with aging (Buchowski &
Sun, 1996).

Physical Activity. In minority samples, physical activity
has been linked to decreased risk for diabetes (D. Clark, 1997;
Manson, Rimm, and Stamp”er, et al., 1991; Ransdell &
Wells, 1998), CVD (Yanek et al., 1998), and blood pressure
regulation (e.g., Agurs-Collins, Kumanyika, Ten Have, &
Adams-Campbell, 1997). Conversely, there is evidence to
suggest that African Americans do not exercise at the same
rates as Caucasians (Sallis, Zakarian, Hovell, & Hofstetter,
1996; Young, Miller, Wilder, Yanek, Becker, 1998). Women
of color, women over 40, and women without a college edu-
cation have been shown to participate the least in a study of
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leisure time physical activity (Ransdell & Wells, 1998). This
may be due, in part, to differences in body perception and
visual cues suggesting the need to regulate weight. For exam-
ple, in a study by Neff, Sargent, McKeown, Jackson, and
Valois (1997), Caucasian adolescents were more likely to per-
ceive themselves as being overweight as compared to African
American adolescents. This difference in perception could
translate into unhealthy weight management practices during
adulthood that impact long-term consequences for health
(Neff, Sargent, McKeown, Jackson, & Valois, 1997).

Sexual Behavior. Young African Americans are emerg-
ing as a group at signi“cant risk for contracting human im-
munode“ciency virus (HIV; Maxwell, Bastani, & Warda,
1999). Data from the National Health and Social Life Survey
(NHSLS) showed that African Americans were almost “ve
times more likely to be infected by sexually transmitted dis-
eases (STDs) than the other racial/ethnic group (Laumann &
Youm, 1999). In another study, Cummings, Battle, Barker,
and Krasnovsky (1999) found that 64% of African American
women surveyed did not express AIDS-related worry. Their
results indicated that African American women were not pro-
tecting themselves by using condoms or by careful partner
selection.

AlcoholAbuse. Alcohol-related problems are strong pre-
dictors of intimate partner violence among African Americans
(Cunradi, Caetano, Clark, & Schafer, 1999). Using data from
two nationwide probability samples of U.S. households be-
tween 1984 and 1995, Caetano and Clark (1999) found that the
rates of frequent heavy drinking and alcohol-related problems
have remained especially high among African American and
Hispanic men. In a study by Black, Rabins, and McGuire
(1998), African Americans with a current or past alcohol
disorder were 7.5 times more likely than others to die during a
28-month follow-up period.

Social Support. Social factors such as social support
(e.g., Cohen, & Syme, 1985; Dressler, Dos-Santos, Viteri, 1986;
House, Landis, & Umberson, 1988; Strogatz & James, 1986;
Williams, 1992) and religious participation (Livingston, Levine,
& Moore, 1991) have been found to be important predictors of
health outcomes. Health is also adversely in”uenced by psycho-
logical factors such as hostility (Barefoot et al., 1991), anger
(e.g., Kubzansky, Kawachi, & Sparrow, 1999), perceived stress
(Dohrenwend, 1973; McLeod, & Kessler, 1990), and stress
coping styles (S. James, Hartnett, & Kalsbeek, 1983). Some
previous research suggests associations between health and
social support in African Americans (e.g., J. Jackson, 1988;
J. Jackson, Antonucci, & Gibson, 1990; S. James, 1984). From

this research, three conclusions can be drawn: (a) Social disorga-
nization is related to elevated stroke mortality rates, (b) individ-
uals in cohesive families are at reduced risk for elevated
blood pressure, and (c) social ties and support play a positive role
in reducing elevated blood pressure (J. Jackson et al., 1990;
S. James, 1984).

Major Biobehavioral Risk Factors

The most studied biobehavioral risk factor for poor health
among African Americans is cardiovascular reactivity. Re-
search by V. Clark, Moore, and Adams (1998) showed that
both low and high density lipoprotein cholesterol (LDL,
HDL) were signi“cant predictors of blood pressure responses
in a sample of African American college students. They also
found a positive correlation between total serum cholesterol
and LDL, and stroke volume, contractile force, and blood
pressure reactivity. These “ndings suggest that cardiovascu-
lar reactivity to stress may be a new risk factor for heart and
vascular diseases. (V. Clark et al., 1998).

Research suggests that neighborhoods and socioeconomic
status (SES) act as risk factors for stress reactivity for African
Americans. Lower family SES and lower neighborhood SES
have been found to produce greater cardiovascular reactivity to
laboratory stressors in African Americans (Gump, Matthews,
& Raikkonen, 1999; R. Jackson, Treiber, Turner, Davis, &
Strong, 1999).

Asian Americans/Pacific Islanders

Morbidity and Mortality

Heart disease and cancer are leading causes of death forAsians
and Paci“c Islanders (APIs). Hoyert and Kung (1997) found a
great variation in the leading causes of deaths by age among
the API subgroups, which included Samoan, Hawaiian, Asian
Indian, Korean, and Japanese. They also found that age-
adjusted death rates were the greatest and life expectancy was
the lowest for Samoan and Hawaiian populations (Hoyert &
Kung, 1997).

Prevalence of diabetes has been found to be high among
Hawaiians, which suggests that other Asian and Paci“c
Island populations may share similar susceptibility to dia-
betes (Grandinetti et al., 1998).

Major Behavioral Risk and Protective Factors

Tobacco Use. Relatively little is known about Asian
American tobacco and alcohol use patterns. The little that is
known suggests that Chinese use less tobacco than other
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cultures. For example, a study by Thridandam, Fong, Jang,
Louie, and Forst (1998) indicates that the prevalence of both
tobacco and alcohol use is lower for San Francisco•s Chinese
population than for the general population.

Diet. There are complicated scenarios related to diet and
acculturation among Asian Americans. For example, accul-
turation has been found to affect dietary patterns of Korean
Americans. Korean Americans who were more acculturated
ate more •American foodsŽ such as oranges, low-fat milk,
bagels, tomatoes, and bread mostly during breakfast meals
(S. Lee, Sobal, & Frongillo, 1999). In contrast, there may be
lost health bene“ts for Asian Americans who opt to change to
American-style diets rather than more traditional Asian diets.
For example, there is evidence that Japanese diets may re-
duce the prevalence of diabetes (Huang et al., 1996) and that
soy intake among Asians may be related to a reduction in the
risk of breast cancer (Wu, 1998).

Physical Activity. As in other minority groups, there is
evidence that physical activity serves as a protective factor
against chronic illness among Asian Americans. Research on
Japanese American men who participated in the Honolulu
Heart Program study suggests that physical activity is associ-
ated inversely with incident diabetes, coronary heart disease
morbidity, and mortality (Burch“el et al., 1995a, 1995b;
Rodriguez et al., 1994).

Sexual Behavior. Nationally, the incidence of AIDS is
increasing at a higher rate among Asian and Paci“c Islander
American men who have sex with men than among
Caucasians (Choi, Yep, Kumekawa, 1998). It has been re-
ported that the rate of new AIDS cases among API men who
have sex with men increased by 55% from 1989 (4.0%) to
1995 (6.2%; Sy, Chng, Choi, & Wong, 1998). However, most
of the discussions have focused on the relatively low preva-
lence of APIs with AIDS in the United States (Sy et al.,
1998). Underestimating the risk of HIV may increase unsafe
sex practices and subsequently increase AIDS cases in this
population.

Alcohol Abuse. Cheung (1993) suggests that a review of
the literature “nds consistently low levels of alcohol con-
sumption and drinking problems among the Chinese in
America. Previous research has attempted to explain these
low levels using two theories: (a) The physiological explana-
tion attributes the light alcohol use among the Chinese to their
high propensity to ”ush, which protects them from heavy
drinking or; (b) a cultural explanation that suggests Chinese
cultural values emphasize moderation and self-restraint,

which discourages drinking to the point of drunkenness.
Cheung•s (1993) review of the existing research shows that
neither theory seems to provide an adequate explanation of
the current empirical “ndings.

Social Support. The role of social support as a factor in
health among minorities is also evident among Asian
Americans. In an examination of the nature of social support
for Asian American and Caucasian women following breast
cancer treatment, Wellisch et al. (1999) found differences in
the size, mode, and perceived adequacy of social support that
favored Caucasians. This is not to imply social support does
not promote health among Asian Americans but that social
support does not appear to be as prevalent for Asian
Americans as for Caucasians.

Major Biobehavioral Risk Factors

The impact of stress on health is also a biobehavioral risk fac-
tor in American Asians. Research suggests that most newly
arrived Amerasians experience acculturative stress in areas of
spoken English, employment, and limited formal education
(Nwadiora & McAdoo, 1996). The impact of this stress on
biomedical indicators of health has yet to be examined
empirically.

Latino(a) Americans

Morbidity and Mortality

While most of the research on ethnic minorities and CVD
risk factors has focused on African Americans, some stud-
ies suggest that there are also higher prevalence rates of ex-
cess weight, diabetes, untreated hypertension, cigarette
smoking, and low-density lipoprotein cholesterol in Mexican
Americans compared to Caucasians (Kuczmarski, Flegal,
Cambell, & Johnson, 1994; Sundquist & Winkleby, 1999).
Studies have also shown that the incidence and rate of CVD
mortality are higher for Hispanic women compared to
Caucasians (Kautz, Bradshaw, & Fonner, 1981). When age
differences are taken into account, Mexican-American men
and women also have elevated blood pressure rates compared
to Caucasians (NCHS, 2000).

As in other populations, Latinos/Latinas experience higher
age-adjusted stroke rates compared to Caucasians (e.g.,
Karter et al., 1998). Sacco et al. (1998) found that Hispanics
had a twofold increase in stroke incidence compared with
Caucasians. Furthermore, Haan and Weldon (1996) found
that among community-dwelling elderly Hispanics and
Caucasians, Hispanics experienced greater levels of disability
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from stroke, which they attribute to lower socioeconomic sta-
tus, and higher prevalence of other disabling conditions.

Major Behavioral Risk and Protective Factors

Tobacco Use. Research on self-reported nicotine depen-
dence shows that Hispanics were less likely than Caucasians
to smoke on a daily basis, to smoke at least 15 cigarettes a
day, and, among daily smokers, to smoke within 30 minutes
of awakening (Navarro, 1996). Interestingly, acculturation
appears to play an important role in the incidence of smoking
among Hispanics. Navarro (1996) also found that Hispanics
from households in which English was a second language
(less acculturated), were less likely to be daily smokers and to
smoke more than 15 cigarettes a day than those who were
acculturated (those from households in which English was
the primary language).

Diet. In relation to eating habits, Hispanics have been
found to be more likely than Caucasians to report inadequate
intake of vegetables, problems with teeth or dentures that lim-
ited the kinds and amounts of food eaten, dif“culty preparing
meals, and lack of money needed to buy food (Marshall,
1999). Hispanic women also report more nutritional risk fac-
tors than Hispanic men; however, other indicators suggest
that Hispanic men may be at higher risk of nutritional de“-
ciency (Marshall, 1999).

Physical Activity. While research clearly demonstrates
physical activity is inversely related to the development of
chronic illnesses, the data on the level of physical activity
among Hispanics is mixed. Some evidence suggests that
Hispanics are more physically active than other ethnic groups.
For example, in a telephone study of African American,
Hispanic, American Indian/Alaskan Native, and Caucasian
women age 40 and older, Hispanic women were more likely to
have high physical activity scores than the other racial/ ethnic
groups investigated (Eyler et al., 1999). However, the larger
body of evidence suggests that Hispanics do not differ from
the low levels reported in other ethnic groups. For example,
data from National Health and Nutrition Examination Survey
(NHANES) show rates of inactivity are greater for women,
older persons, non-Hispanic blacks, and Mexican Americans
(Crespo, Keteyian, Heath, & Sempos, 1996).

Sexual Behavior. There appear to be increasing trends of
HIV/AIDS among Hispanic populations. The trends seem to
be accounted for by unprotected sex, unprotected sex with in-
jected drug users, reporting heterosexual contact with an HIV-
infected partner whose risk was not speci“ed, and an increase

in the cases among foreign-born Hispanics (e.g., Diaz &
Klevens, 1997; Klevens, Diaz, Fleming, Mays, & Frey, 1999;
Neal, Fleming, Green, & Ward, 1997). Of all modes of expo-
sure to HIV, heterosexual contact has increased the most
rapidly (Neal et al., 1997). African Americans and Hispanics
account for three-fourths of all AIDS cases that could be
attributed to heterosexual contact between 1988 and 1995
(Neal et al., 1997).

Culture and acculturation appear to be important factors in
HIV/AIDS among Hispanics. There appears to be differences
in behavioral risks for HIV/AIDS among Hispanics, depend-
ing on the subgroup and cultural factors of subgroups. For
example, Diaz and Klevens (1997) found in a sample of
Latinos that Puerto Rican men were more likely to have
injected drugs than men from Central America. In contrast,
they also found that male-male sex was the most common
mode of exposure to HIV, except among Puerto Ricans.
Results from research by Hines and Caetano (1998) indicate
that less acculturated Hispanic men and women were more
likely to engage in risky sexual behavior than those who
were more acculturated.

Alcohol Abuse. In general, Hispanics continue to be
more at risk than Caucasians for developing a number of
alcohol-related problems (Caetano, 1997). Prevalence rates of
past heavy drinking among Mexican American and Puerto
Rican males are approximately three times higher than rates
reported for non-Hispanic male populations (D. Lee,
Markides, & Ray, 1997). Research on trends in frequent heavy
drinking and alcohol-related problems in Hispanics shows rel-
atively stable patterns for women but increased rates for men
over the same period (Caetano & Clark, 1998). Research on al-
cohol use among Hispanics indicates that less acculturated
men drank more than those who were more acculturated, but
among women the opposite was true (Hines & Caetano, 1998).

Social Support. Although low levels of social support
have been related to CVD mortality amongAfricanAmericans,
little is known about the role of social support among Mexican
Americans. In the Corpus Christi Heart Project (Farmer et al.,
1996), survival following myocardial infarction was greater
for those with high or medium social support than for those
with low social support. Speci“cally for Mexican Americans,
the relative risk of mortality was 3.38 (95% Con“dence Inter-
vals (CI), 1.73…6.62)for those with low social support (Farmer
et al., 1996). Furthermore, informal social support networks,
such as extended families and civic clubs, were seen as more
helpful forAfricanAmericans and Hispanics as compared with
Caucasians in assisting cancer patients with continuing treat-
ment (Guidry, Aday, Zhang, & Winn, 1997).
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Major Biobehavioral Risk Factors

There is emerging evidence that acculturative stress among
Hispanics may impact health. Ontiveros, Miller, Markides,
and Espino (1999) found that higher levels of education and
language acculturation among Mexican Americans were risk
factors for having a stroke. They interpret their “nding to
suggest that Mexican Americans who are less acculturated
are more healthy and that acculturation may increase stroke
morbidity and mortality. Goslar et al. (1997) found that
among Mexican American women, there was a relationship
between acculturation and higher systolic and diastolic blood
pressure that was independent of diet, body composition, and
physical activity.

Native Americans

Morbidity and Mortality

American Indians (AI)/Alaskan Natives (AN) represent
greater than 1% of the total U.S. population (272 million
persons) and are culturally diverse; 557 of the many tribes are
federally recognized (•HIV/AIDS among American Indians,Ž
1998). Mortality data reveal excess overall mortality among
AI/AN, as well as excesses for speci“c causes of death, in-
cluding accidents, diabetes, liver disease, pneumonia/
in”uenza, suicide, homicide, and tuberculosis (Mahoney &
Michalek, 1998). For example, in an analysis of data from
NHANES II, age-speci“c prevalence of diabetes in Alaskan
Eskimos was similar to that found in U.S. Caucasians but
were the highest reported to date (Ebbesson et al., 1998). In
contrast, there is almost a •de“citŽ of deaths noted for heart
disease, cancer, and HIV infections in this population.

Major Behavioral Risk and Protective Factors

Poor socioeconomic conditions, lack of education, and cul-
tural barriers contribute to the enduring poor health status of
AI/AN. While health care is free to many in this population,
it is limited, inadequately funded, or has a limited focus on
preventative care (Joe, 1996). For example, only 50% of
AIs/ANs have had their cholesterol checked in the past two
years (NCHS, 2000).

Tobacco Use. Unusually high rates of smokeless to-
bacco have been found in some Native American populations
(Spangler et al., 1999). Kimball, Goldberg, and Oberle
(1996) found that cigarette smoking was more prevalent
among American Indian men and women than it was in the
general population in the same geographic area. Of the
American Indians interviewed, 43% of men and 54% of

women reported that they currently smoked (Kimball et al.,
1996). However, on closer examination of their smoking
habits, they tended to smoke much less heavily than smokers
in the general population.

Diet. As in other ethnic groups, diet has been implicated
as a primary risk factor in the development of chronic dis-
eases among American Indian tribes. There is concern that
the dietary transition from traditional foods to more market
(store-bought) foods among indigenous populations will
bring about a rise in diet-related chronic disease (Whiting &
Mackenzie, 1998). Foods like bacon, sausage, and fried
bread and potatoes are high-fat foods frequently consumed
by Native Americans (Ballew et al., 1997; Harnack, Story, &
Rock, 1999). As in many other ethnic groups, research has
found low levels of consumption of fruits and vegetables
(Ballew et al., 1997; Harnack et al., 1999). The lack of fruit
and vegetable consumption is thought to be due to barriers
such as cost, availability, and quality (Harnack et al., 1999).

Physical Activity. As with the other risk factors for
chronic illness among Native Americans, the signi“cant het-
erogeneity and unique aspects of individual tribes produce
variability in the results on physical activity reported in the
current literature. However, most of the previous research
suggests that Native Americans do not participate in physical
activity at levels suf“cient to protect against the development
of cardiovascular disease risk factors, obesity, and noninsulin-
dependent diabetes mellitus (NIDDM; Adler, Boyko,
Schraer, & Murphy, 1996; de Groot & van Staveren, 1995;
Harnack, Story, & Rock, 1999; Yurgalevitch et al.). This lack
of physical activity has been ascribed to a change from tradi-
tional activities and lifestyle that require greater energy
expenditure (Adler et al., 1996; Ravussin, Valencia, Esparza,
Bennett, & Schulz, 1994).

Sexual Behavior. There is relatively little literature on
sexual behavior, sexually transmitted diseases, and HIV/
AIDS among AI/AN populations. Less than 1% of the AIDS
cases reported to the Centers for Disease Control (CDC) from
1981 through December 1997 (1,783 or 0.3%) occurred in
AI/AN populations (•HIV/AIDS among American Indians,Ž
1998). While the number of AIDS cases is low among this
population, there is concern that the future could bring
signi“cant increases in prevalence. The primary sources of
increases in the number of AIDS cases are predicted to occur
from increases in nontraditional lifestyles and sexual
partnerships composed of Native American women and
Caucasian men who are injection drug users (Fenaughty
et al., 1998).



Race/Ethnicity 551

Alcohol Abuse. Contact with European Americans has
caused dramatic increases in the use and changes in the func-
tion of alcoholic beverages among AI/AN societies (Abbott,
1996). Acute heavy drinking has been found to be prevalent
among Native Americans. In a study by Kimball et al. (1996)
of Northwest Indians, 40% of men and 33% of women re-
ported acute heavy drinking for the previous month.
Although much has been made about high rates of alcoholism
among Native Americans, the rate of alcohol metabolism has
been shown to be the same as in Caucasians (Gill, Eagle Elk,
Liu, & Deitrich, 1999). In addition, there is evidence that
older urban American Indians are not different from other
older people with respect to consumption of alcohol
(J. Barker & Kramer, 1996). Why then is there such preva-
lence of alcoholism among Native Americans? Further re-
search is necessary to address the issues of Native Americans
to gather a clearer picture for the creation and implementation
of culturally sensitive and effective prevention programs.

Social Support. Similar to “ndings in other ethnic mi-
norities, available research seems to suggest social support is
related to health among AI/AN populations. A study of
Navajo Indians• family support (family characteristics and
the amount of family support the patient perceived) at the
time of hospitalization showed greater perceived support was
associated with longer length of stay (R. Williams, Boyce, &
Wright, 1993). These results provide support for the notion
that social systems gain importance not from structure but
from their function (R. Williams, Boyce, & Wright, 1993).
The context in which Native Americans live also contributes
to the amount of social support. Frederickes and Kipnis
(1996) found that urban Native Americans reported receiving
less social support than rural Native Americans. Social sup-
port research on Native Americans shows social support is
related to health behaviors. Spangler, Bell, Dignan, and
Michielutte (1997) found that cigarette smoking was related
to separated or divorce status and low church participation. In
contrast, they also found that smokeless tobacco use was
associated with widowed marital status and having a high
number of friends.

Major Biobehavioral Risk Factors

One of the major challenges for Native Americans is to
balance their cultural values with the larger American soci-
etal values. The dif“cult interpersonal struggle to create this
balance causes some to commit suicide. Suicide rates have
been found to positively correlate with acculturation stress
and negatively with traditional integration (e.g., Lester,
1999).

Behavioral Treatment and Prevention Approaches for
Ethnic Minorities

Many protective factors are associated with the reduction of
health problems. There is growing evidence that behavioral
interventions could signi“cantly reduce the mortality and
morbidity burden experienced by minority populations.
Reducing morbidity through health promotion and disease
prevention could both improve the quality of life and lessen
the burden on the health care system. The challenge is to cre-
ate interventions that include information about nutrition and
promote physical activity in culturally appropriate ways (see
Buchowski & Sun, 1996).

In an effort to reduce chronic illness among ethnic minori-
ties, behavioral treatment and prevention programs are being
developed. There are dif“culties common to all interventions:
language, culture, and interactions between ethnicity and
SES. Dif“culties due to language differences include the
translation of materials in another language while maintaining
the meaning and signi“cance of the message being communi-
cated. Differences in culture preclude being able to simply
apply successful treatment and prevention programs across
minority groups. The interaction between ethnicity and SES
has been addressed by attempting to account for acculturation
but may also drive the need for ethnic by SES group-speci“c
programs.

Smoking Interventions

Successful smoking cessation exists but little is known about
the psychosocial factors that in”uence smoking cessation
among ethnic minorities (e.g., Nevid, Javier, & Moulton,
1996). While information alone is not enough to produce a
behavioral change as complex as quitting smoking, many re-
searchers believe that culturally appropriate messages about
the health consequences of smoking is a critical motivating
factor in a smoking cessation program (e.g., Marin et al.,
1990; Vander, Cummings, & Coates, 1990), and these
programs need strategies that re”ect ethnoculturally speci“c
features (Parker et al., 1996).

There are numerous areas of investigation and changes to be
made to create culturally appropriate smoking interventions.
These changes include, but are not limited to: (a) directing
efforts toward promoting cessation through proven behavioral
and pharmacological approaches, (b) making new smoking
prevention and cessation programs tailored for minorities by
focusing on smoking as a family-wide issue, (c) identifying
sources of cultural stress and adding stress-reduction tech-
niques to smoking cessation programs, (d) focusing on group-
speci“c attitudes and expectancies about quitting smoking, and
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(e) addressing the effect of acculturation in shaping attitudes
and expectancies (particularly among Hispanics; Ahluwalia,
Resnicow, & Clark, 1998; DHHS, 1998; Klonoff & Landrine,
1999).

Physical Activity Interventions

A review of the literature suggests that there are relatively few
studies of physical activity interventions for minorities
(Stone, McKenzie, Welk, & Booth, 1998). Of these results,
several document programs that signi“cantly increase the aer-
obic “tness with a moderate exercise training regimen and are
culturally appropriate (for review, see Duey et al., 1998). In
studies of barriers to physical activity among minorities, the
most common environmental barriers included safety, avail-
ability, cost, transportation, child care, lack of time, health
concerns, lack of motivation, and an exercise environment
that includes Blacks (Carter-Nolan, Adams-Campbell, &
Williams, 1996; Eyler et al., 1998; Jones & Nies, 1996). The
social dimension of the planned activity may be as important
as the selection of activities. Research in this area suggests
that community-based exercise programs that are speci“c
to African Americans are needed (Jones & Nies, 1996).
So, the challenge is to create culturally appropriate physical
activity programs (D. Clark, 1997). Data from adolescents
suggest that there is need for speci“city in the selection of
physical activities (Sallis et al., 1996). For example, swim-
ming is not seen as a viable activity among African Americans
because of the effect of water and chlorine on their hair.

A review of the literature on physical activity in African
Americans suggests that greater attention is needed in the
development of culturally appropriate instruments. These in-
struments should include well-de“ned, inoffensive terminol-
ogy, and increase the recall of unstructured and intermittent
physical activities (Tortolero, Masse, Fulton, Torres, & Kohl,
1999).

Dietary Interventions

Given the high rates of obesity among minority populations,
particularly minority women, and the consequences for
chronic illness, dietary interventions are critical to improving
the health of ethnic minorities. A realistic diet plan should be
based on individual needs, economic status, availability of
food, likes and dislikes, lifestyle, and family dynamics (Kaul
& Nidiry, 1999). Two critical components to successful
dietary intervention among minority populations are individ-
ualized diets and sensitivity to food preferences (Kaul &
Nidiry, 1999). In addition to nutrition education, the develop-
ment of exercise and behavior modi“cation related to food
intake must also be taught in dietary interventions.

GENDER

One universal inequity that cuts across both ethnic and socioe-
conomic class lines is the gender gap in life expectancy. On
average, men die seven years earlier than women (National
Vital Statistics Reports, 1999). Almost all of the 10 leading
causes of death for the entire population in 1997 show men to
be at greater risk than women. That is, the male-to-female ra-
tios of age-adjusted death rates exceeded 1.3 for the number
one killer, diseases of the heart (ratio � 1.8), followed by ma-
lignant neoplasms (ratio � 1.4), chronic obstructive pul-
monary diseases and allied conditions (ratio � 1.5), accidents
(ratio � 2.4), pneumonia and in”uenza (ratio � 1.5), suicides
(ratio � 4.2), kidney diseases (ratio � 1.5), and chronic liver
disease and cirrhosis (ratio � 2.3; National Vital Statistics
Reports, 1999). These causes of mortality accounted for
70.7% of deaths among men and women in the United States
in 1997. It should be noted that very large male-to-female ra-
tios were recorded for homicide and HIV infection (3.8 and
3.5, respectively). However, deaths due to these causes ranked
13 and 14 among the leading 15 causes of death for the popu-
lation in 1997, each accounting for only 0.7% of total deaths
(National Vital Statistics Reports, 1999). Several factors
might account for the gender gap in life expectancy. These can
be grouped into four categories: biological, behavioral, psy-
chosocial, and biobehavioral.

Biological Factors

In her now-classic papers dealing with the question, •Why
do women live longer than men?Ž Waldron concludes that
•physiological differences have not been shown to make any
substantial contribution to higher male death ratesŽ (Wal-
dron & Johnston, 1976, p. 23; also see Waldron, 1976). This
conclusion has not changed much over the past decades.
Although men•s greater vulnerability to infectious diseases
(attributed in part to lower levels of serum level of im-
munoglobulin M [IgM]) is a probable contributor to the
greater male mortality in several of the leading causes of
death, gender differences in IgM are present only between
the ages of 5 and 65 (Reddy, Fleming, & Adesso, 1992).
However, males still have higher rates of infectious diseases
than females before and after these age markers (Reddy
et al., 1992). Even the role of estrogens in the protection from
heart disease among women has been questioned (Barrett-
Connor, 1997; Barrett-Connor & Stuenkel, 1999). Further-
more, international data on coronary heart disease (CHD)
mortality from 46 communities in 24 countries show that al-
though CHD mortality rates in women are less than male
rates, male-to-female ratios vary widely, ranging from 10 to
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1 in Iceland to 10 to 6 in Beijing, China (Jackson et al.,
1998). The fact that the differences between countries are
larger than the difference between the sexes suggests that
•male anatomy is not destiny,Ž at least in regard to CHD.
Additionally, the epidemic of cardiovascular disease among
Eastern European men has widened the gender gap in life
expectancy over a very brief time span, suggesting that non-
genetic factors play a role (Weidner, 1998; Weidner &
Mueller, 2000).

Behavioral Factors

Behavioral factors are involved in many of the major causes
of death. Speci“cally, cigarette smoking has been linked to
heart disease, lung cancer (the major form of malignant neo-
plasms), chronic obstructive pulmonary disease, and pneu-
monia. Excessive alcohol consumption increases the risk for
a number of diseases„foremost, heart and liver disease. Al-
cohol, along with lack of seat belt use, also plays a major role
in motor vehicle accidents. Other •accidental deaths,Ž such
as homicide and suicide, often involve “rearms. Overeating,
unhealthy diets, and lack of exercise (resulting in obesity)
contribute to almost all chronic diseases. In regard to obesity,
it appears that adverse health effects are primarily associated
with abdominal fat accumulation (Lapidus et al., 1988; Lars-
son et al., 1988).

Examining gender differences in these behaviors (with the
exception of overeating and exercise) favors women (Reddy
et al., 1992; Waldron, 1995). With regard to overeating
(quantity), the sexes appear to be similar. However, one con-
sequence of overeating, fat distribution, favors women; men
have a tendency to accumulate fat in the abdominal region
(becoming •apple-shapedŽ), whereas most women accumu-
late fat in a •pear-shapedŽ fashion. There seems to be some
evidence that men•s diets have a higher ratio of saturated- to
polyunsaturated fat and men have lower vitamin C intake
than women (Connor et al., in press; Waldron, 1995). This
ratio could contribute to men•s elevated risk for CHD and
cancers. The only gender difference favoring men consis-
tently appears to be exercise. However, this may be due to the
use of questionnaires designed for men, which focus on
sports and neglect physical activities associated with house-
work (Barrett-Connor, 1997).

Furthermore, stress may play a greater role for health-
damaging behaviors among men than among women. For
example, job strain appears to be associated with increases in
health-damaging behaviors (e.g., cigarette smoking, exces-
sive alcohol and coffee consumption, lack of exercise) among
men, but not among women (Weidner, Boughal, Connor,
Pieper, & Mendell, 1997). Thus, considering the major be-

haviors involved in many causes of death, women clearly fare
better than men.

Of the leading causes of death, the most information is
available for heart disease, which still ranks number one as
the cause of death in the United States, accounting for 31.4%
of total deaths in 1997 (National Vital Statistics Reports,
1999). To what extent gender differences in health behaviors
contribute to the observed gender difference in many of
the leading causes of death remains unclear. The study by
Jackson and colleagues (Jackson et al., 1998) sheds some
light on this question, at least in regard to the leading cause of
death, CHD. Based on their analyses of “ve major coronary
risk factors (elevated blood pressure, elevated cholesterol,
low HDL cholesterol, cigarette smoking, and obesity), the
authors conclude that 40% of the variation in the gender
ratios of CHD mortality in 24 countries could be explained
by gender differences in these “ve risk factors. While these
results underscore the importance of these factors for heart
disease and suggest that interventions aimed at reducing
levels of these risk factors in men would narrow the gender
gap in CHD mortality, they also point to other factors that
contribute to the gender gap.

Psychosocial Factors

Although •otherŽ factors have not been investigated as much
as behavioral factors, evidence of adverse health effects is
accumulating for several psychosocial characteristics:
Hostility/anger, depression or vital exhaustion, lack of social
support, and work stress all have prospectively been linked to
premature mortality from all causes, although most studies
focus on heart disease mortality (Barefoot, Larsen, von der
Lieth, & Schroll, 1995; Cohen & Herbert, 1996; Hemingway
& Marmot, 1999; House et al., 1988; Miller, Smith, Turner,
Guijarro, & Haller, 1996; Rozanski, Blumenthal, & Kaplan,
1999; Schnall, Landsbergis, & Baker, 1994; Shumaker &
Czajkowski, 1994; Uchino, Cacioppo, & Kiecolt-Glaser,
1996; Weidner & Mueller, 2000).

Gender-speci“c associations of personality attributes
(Type A behavior, hostility), negative emotions (particularly
depression), and social support to heart disease have been
summarized previously (Orth-Gomer & Chesney, 1997;
Schwarzer & Rieckman, in press; Weidner, 1995; Weidner &
Mueller, 2000). Not only is the relationship of these risk fac-
tors to heart disease stronger in men than in women (e.g.,
Wulsin et al., 1999), but also women appear to be at an ad-
vantage when considering individual risk factor levels: They
score lower on coronary-prone behaviors such as Type A and
hostility than men. Both of these attributes are characteristics
of the male (•machoŽ) gender role, which has been linked to
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behavioral risk factors, such as smoking, excessive alcohol
consumption, and lack of seat belt use (Waldron, 1997), as
well as decreased motivation to learn stress management
skills (Sieverding, in press).

Additionally, women not only report more social support
than men, but also have more sources of social support, thus
decreasing their dependency on a single source. For example,
studies of middle-age people in Massachusetts found that
men were more than twice as likely as women to name their
spouse (or their partner) as their primary provider of social
support (65.5% versus 26.4%). Furthermore, 24.2% of men
(but only 6.1% of women) said this was their only source of
support (New England Research Institutes, 1997). These data
may, in part, explain why men•s health is more seriously
affected by partner loss through separation, divorce, or wid-
owhood (Miller & Wortman, in press).

At “rst glance, gender differences in negative emotions
appear to favor men. In most studies, women report more
negative emotions such as depression than men (although
this is not consistently found in populations where women
and men have similar roles, such as college students; Nolen-
Hoeksema & Girgus, 1994). Although women may report
more depression, they may be coping more effectively than
men. Generally, men are more likely to use avoidant coping
strategies, such as denial and distraction, whereas women
are more likely to employ vigilant coping strategies, paying
attention to the stressor and its psychological and somatic
consequences (Weidner & Collins, 1993). Which style is
more adaptive depends largely on the situation. Most stress-
ful experiences consist of uncontrollable daily hassles,
which are short-lived and typically of no great consequence.
Here avoidant strategies would be more adaptive (•What I
cannot control and what can•t hurt me is best to be ignoredŽ).
Thus, men•s strategies are likely to pay off for these types of
events, contributing to their lesser experience (or report) of
emotional discomfort or distress. But what if disaster hits?
How do people cope with uncontrollable events requiring
long-term adaptation, such as divorce, loss of a loved one,
job loss, sudden “nancial crisis, and economic uncertainty?
Here it may be women•s greater vigilance that is more adap-
tive: preparing for the crisis, seeking help, advice, and so on.
Consistent with this reasoning are data from the Hungarian
population that show that women tend to accept their nega-
tive mood as a disorder to be treated, whereas men are more
likely to engage in self-destructive behavior, such as exces-
sive alcohol consumption (Kopp, Skrabski, & Székely, in
press).

Similarly, research on how people cope with disasters
(e.g., hurricanes and tornadoes) supports the notion of men•s
maladaptive coping: Increases in alcohol consumption and
depression were related to personal disaster exposure among

men, whereas no such direct relationship was evident among
women (Solomon, Smith, Robins, & Fishbach, 1987;
Solomon, in press). Furthermore, socioeconomic deprivation
appears to be more closely related to depression in men than
in women (Kopp et al., 1988). Thus, men•s psychosocial risk
factor pro“le appears to further contribute to their enhanced
health risk.

Biobehavioral Factors

Support for the notions that psychosocial and behavioral fac-
tors affect and are affected by biological processes that di-
rectly in”uence health and illness has been increasing during
the past decade (Baum & Posluszny, 1999). For example, ex-
posure to stress can lead to enhanced cardiovascular arousal
that has been shown to predict cardiovascular disease, at least
in men (for review, see Weidner & Messina, 1998). In labora-
tory studies, men appear to be hyperreactive (e.g., they show
exaggerated cardiovascular reactivity) to a wider range of
environmental stressors than women. On the other hand,
there is some evidence that men bene“t more from social
support (i.e., decreased cortisol response to stress) provided
by their partner than do women (Kirschbaum, Klauer, Filipp,
& Hellhammer, 1995; also see Orth-Gomer & Chesney,
1997). This “nding is consistent with (and may even explain)
the fact that marriage has much greater health bene“ts for
men than for women.

Psychosocial factors, such as stress, affect not only car-
diovascular and endocrine responses, but also reactions of the
immune system. While there is consistent evidence to sug-
gest gender differences in immune function (e.g., women
have higher antibody levels, higher rates of graft rejection,
higher rates of autoimmune diseases, lesser vulnerability to
infectious diseases), few studies have found gender differ-
ences in stress-related immune changes (Glaser & Kiecolt-
Glaser, 1996).

Last, health behaviors such as smoking and alcohol con-
sumption may have different biological consequences for
men than for women. For example, men metabolize nicotine
more rapidly than women and may require higher nicotine in-
take to maintain similar plasma nicotine levels (Waldron,
1997). Similarly, the cardioprotective effects of moderate al-
cohol consumption on high-density lipoprotein cholesterol
levels appear to occur at higher doses of alcohol in men than
in women (Weidner et al., 1991).

Gender, Treatment, and Prevention Approaches

Gender differences in behavioral, psychosocial, and biobe-
havioral risk factors are likely contributors to the gender gap
in several major causes of death. Although our understanding
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of the mechanisms linking these factors to increased health
risk is still incomplete, it should be pointed out that diseases
can be prevented or effectively treated long before causative
mechanisms are understood. For example, the cessation of
tobacco chewing to prevent oral cancer was discovered in
1915. However, it was not until 1974 that NI-nitrosornicotine
was discovered as the causal agent of oral cancer (Wynder,
1998). Thus, it comes as no surprise that, without a complete
understanding of the mechanisms, several behavioral inter-
ventions designed to improve health have been quite success-
ful. Generally, most behavioral interventions are conducted
with male participants, leading several authors to caution
against generalizing results obtained from male samples. The
need for gender-speci“c interventions may be most obvious
for those focusing on social support and work stress. For
example, social support interventions often seek to elicit the
support from a person•s partner. This strategy may be effec-
tive for men, who tend to see their spouses as their primary
source of social support, but not for women, whose primary
source of social support consists of friends and family mem-
bers (New England Research Institutes, 1997). Thus, solicit-
ing social support from one•s partner may not be the best
strategy for women and could even lead to exacerbated stress
responses, as suggested by Kirschbaum et al.•s (1995)
“ndings.

Similarly, interventions designed to reduce work stress
that have been shown to be effective with men may not gen-
eralize to women, because women•s work situations differ
from those of men. Because of the unequal division of labor
at home, married women who are employed full time have a
greater total workload than men. Thus, compared to men in
similar positions, women are more stressed by their greater
unpaid work load (as indicated, for example, by higher nor-
epinephrine levels; Lundberg & Frankenhaeuser, 1999).
Furthermore, there is evidence that the same job positions are
more stressful for women than for men. In a sample of em-
ployed men and women in high-ranking positions, Lundberg
and Frankenhaeuser report the largest gender difference in
response to the question, •Do you have to perform better than
a colleague of the opposite sex to have the same chance of
promotion?Ž Most of the women, but none of the men, agreed
with this statement (Lundberg & Frankenhaeuser, 1999).

With regard to treatment, gender-speci“c approaches also
appear to be indicated. For example, it has been suggested
that female heart disease patients may be able to reverse
coronary atherosclerosis by making fewer lifestyle changes
than male heart disease patients (Ornish et al., 1990). How-
ever, large-scale clinical trials including women and men rep-
resenting more sociodemograpically diverse populations are
needed to evaluate the effectiveness of behavioral treatments.
One promising attempt toward this end is the behavioral

intervention entitled •Enhancing Recovery in Coronary
Heart DiseaseŽ (ENRICHD) Patients Study. This study is a
major multicenter, randomized clinical trial that is currently
testing the effects of a psychosocial intervention, aimed at de-
creasing depression and increasing social support, on rein-
farction and mortality in 3,000 post-Miocardial Infarction
(MI) patients at high psychosocial risk (i.e., depressed and/or
socially isolated patients). The study, in which 50% of the
patients will be women, will be completed in 2001 and will
provide valuable information on the role of emotions in heart
disease among both women and men from more sociodemo-
graphically diverse backgrounds.

In summary, behavioral interventions designed to increase
social support, decrease negative emotions, and improve
lifestyle behaviors and coping skills in both women and men
are clearly indicated. However, given the many situational
differences between men•s and women•s lives, the design of
gender-speci“c interventions may be required to yield effec-
tive outcomes.

SOCIOECONOMIC STATUS

The health of the United States population has improved ap-
preciably during the past two centuries. Concomitant with
these improvements, however, clinically signi“cant differ-
ences in health outcomes by socioeconomic status (SES)
have persisted (Liao, McGee, Kaufman, Cao, & Cooper,
1999; Pappas, Queen, Hadden, & Fisher, 1993). Although the
voluminous research literature examining the relationship
between SES and health outcomes precludes a detailed
analysis of the topic here, a number of reviews have exam-
ined this body of literature and are suggested for further
reading (N. Anderson & Armstead, 1995; Krieger, Rowley,
Herman, Avery, & Phillips, 1993; Krieger, Williams, &
Moss, 1997; Marmot & Feeney, 1997; Marmot, Kogevinas,
& Elston, 1987; West, 1997; D. Williams & Collins, 1995).
This section brie”y (a) reviews how SES has been assessed
and the methodological limitations associated with the as-
sessment of SES; (b) discusses the association between
SES and health status; (c) examines the interactions among
ethnicity, SES, and health; (d) explores the relationships
between SES and biobehavioral/psychosocial risk and pro-
tective factors, as well as SES and behavioral prevention and
treatment approaches; and (e) concludes with suggestions for
future research on mechanism linking SES and health.

Assessment of SES

At least three factors currently retard our understanding of the
relationship between SES and health status. First, opposed to
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research that explicitly focuses on the potential sources of
SES differences, the overwhelming majority of studies
designed to delineate the determinants of health tend to sta-
tistically control for the effects associated with SES. From a
clinical perspective, the observation that SES groups differ
with respect to a number of health indices, although informa-
tive, does not lead logically to the more proximal variables
that are related to biobehavioral processes, which may be
more amenable to prevention and treatment strategies. Sec-
ond, the assessment of SES has historically been rather crude.
The most frequently used proxies for SES include income,
education, and occupation, with income showing the
strongest relationship to health (Stronks, van de Mheen, Van
Den Bos, & Mackenbach, 1997). It is important to note that
within SES groupings (whether assessed by income, educa-
tion, or occupation), the major U.S. ethnic groups are differ-
entially distributed, with African Americans and Hispanics
being disproportionately represented in the lowest SES
groups, and Asian or Paci“c Islanders being disproportion-
ately represented in the highest SES groups (NCHS, 1998;
D. Williams, 1996). Third, in most empirical investigations,
SES is measured cross-sectionally. This methodological
limitation is particularly noteworthy, given that an emerg-
ing body of literature suggests that changes in socioeco-
nomic status (Hart, Smith, & Blane, 1998; Lynch, Kaplan, &
Shema, 1997; McDonough, Duncan, Williams, & House,
1997) and early life experiences (D. Barker, 1995; Peck,
1994; Rahkonen, Lahelma, & Huuhka, 1997) are predictive
of health outcomes.

SES and Health Status

The medical expenditures associated with negative health
outcomes are exceedingly high in the United States. For ex-
ample, the estimated medical costs associated with treating
only three of the major chronic diseases (heart disease, lung
cancer, and diabetes mellitus) were $131 billion in 1995
(NCHS, 1998). Research delineating factors related to nega-
tive health outcomes has the potential of better informing
prevention and intervention efforts, and as a result, reduces
health care costs. Socioeconomic status is one such factor
that has been explored extensively by research scientists.

The observation that individuals with fewer social and
economic resources generally have more negative health out-
comes than their more •resourcefulŽ counterparts is reported
to be at least 2,000 years old (Lloyd, 1983; Sigerist, 1956).
With the exception of some cancers (Gold, 1995; Kelsey &
Bernstein, 1996) and heart disease mortality during the
“rst half of the twentieth century (Marmot, Shipley, &
Rose, 1984), more contemporary studies continue to

document inverse relationships between SES and morbidity
and mortality. This SES-health gradient has been observed
across ethnic, gender, and age groups for all-cause and disease-
speci“c mortality and an array of chronic diseases, communi-
cable diseases, and injuries (Breen & Figueroa, 1996;
Cantwell, McKenna, McCray, & Onorato, 1998; Gissler,
Rahkonen, Jarvelin, & Hemminki, 1998; JNC, 1993; Litonjua,
Carey, Weiss, & Gold, 1999; Liu, Wang, Waterbor, Weiss, &
Soong, 1998; NCHS, 1998; Ogle, Swanson, Woods, &
Azzouz, 2000; Robert & House, 1996). These data indicate
that persons of lower SES are disproportionately burdened by
negative health outcomes.

Interactions of Ethnicity, SES, and Health

Because African Americans and Hispanics have lower me-
dian household incomes, educational attainments, and occu-
pational positions, as well as poorer outcomes for a number
of medical ailments (NCHS, 1998; U.S. Department of
Health and Human Services, 1985), it was once believed that
if SES were controlled (via strati“cation or statistically), the
between-ethnic group health disparities would be eliminated.
That is, if poorer health is secondary to a relative lack of re-
sources for nutritional needs, access to, and use of, quality
health care and adequate housing (controlling for SES)
should •even the playing “eld,Ž thereby eliminating
between-group disparities. Although intuitively appealing, an
emerging body of literature suggests that adjustments for
SES may substantially reduce or eliminate these disparities
for some (Cantwell et al., 1998; Litonjua et al., 1999) but not
all health outcomes (Kington & Smith, 1997; Lillie-Blanton
& Laveist, 1996; NCHS, 1998; Schoenbaum & Waidmann,
1997; Schoendorf, Hogue, Kleinman, & Rowley, 1992;
D. Williams, 1996).

Anumber of hypotheses have been presented to explain the
persistence of these between-group disparities (N. Anderson
& Armstead, 1995; Kington & Nickens, 1999; D. Williams,
1996). For example, R. Clark, Anderson, Clark, and Williams
(1999) proposed two reasons to help explain “ndings that the
prevalence of hypertension and all-cause mortality are higher
for African Americans than European Americans at compara-
ble educational levels (Pappas et al., 1993). First, within-
SES group •protectionŽ may not be comparable across ethnic
groups (N. Anderson & Armstead, 1995; D. Williams &
Collins, 1995). As such, attempts to compare African
Americans and European Americans at any given educational
level, for instance, would not take into account the observa-
tion that African Americans earn signi“cantly less than their
European American counterparts at every level of education
attainment (NCHS, 1998). Second, if African Americans
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disproportionately perceive their environments as threaten-
ing, harmful, or challenging as a result of ethnically speci“c
stimuli (Clark, Tyroler, & Heiss, 2000; S. James, 1993;
Krieger, 1990; Outlaw, 1993; Sears, 1991; Thompson, 1996;
D. Williams, Yu, Jackson, & Anderson, 1997), they may be
required to expend an inordinate amount of •energyŽto cope
with the psychological and physiological stress responses that
follow these perceptions, relative to European Americans.
Over time, the cumulative psychological and physiological
effects associated with these added stressors have the poten-
tial to account for, in part, between- and within-group health
disparities.

SES and Behavioral Risk Factors

The major chronic diseases and disease-speci“c mortality
have common behavioral risk factors that are interrelated in
complex ways. For example, smoking is related to heart
disease and lung cancer; dietary intake (e.g., saturated fat,
cholesterol intake, and sodium intake) and physical inactivity
are related to obesity and hypertension; obesity is related to
hypertension, heart disease, and diabetes; physical inactivity
is related to hypertension; and hypertension is related to heart
disease and cerebrovascular disease (JNC, 1993; NCHS,
1998). Research suggests that smoking, obesity, dietary
intake, and hypertension are inversely related to SES (Harrell
& Gore, 1998; King, Polednak, Bendel et al., 1999; Lowry,
Kann, Collins, & Kolbe, 1996; Luepker et al., 1993;
Winkleby, Robinson, Sundquist, & Kraemer, 1999), and that
statistically adjusting for known behavioral risk factors does
not eliminate the SES-health gradient (Lantz et al., 1998;
Smith, Shipley, & Rose, 1990).

Research has also identi“ed factors that appear to decrease
the probability of disease occurrence. These protective fac-
tors (e.g., physical activity and health knowledge) have been
shown to be positively associated with SES (Jeffrey &
French, 1996; Luepker et al., 1993). Additional research is
needed to delineate why higher disease risk pro“les are over-
represented among persons low in SES (Elman & Myers,
1999; Harrell & Gore, 1998; W. James, Nelson, Ralph, &
Leather, 1997).

SES and Psychosocial Risk Factors

In addition to these more traditional biobehavioral risk and
protective factors, the examination of psychosocial factors
may lead to a more informed understanding of the relation-
ship between SES factors and health outcomes (N. Anderson
& Armstead, 1995; Taylor, Repetti, & Seeman, 1997). That is,
given the plausible mechanistic links between psychosocial

factors and some physical health outcomes and processes (N.
Anderson, McNeilly, & Myers, 1991; Barefoot, Dahlstrom,
& Williams, 1983; Burch“eld, 1985; Cacioppo, 1994; R.
Clark et al., 1999; Everson, Goldberg, Kaplan, Julkunen, &
Solonen, 1998), coupled with the observation that known and
measured risk factors do not account for all of the variability
in SES-health differentials (Lantz et al., 1998; D. Williams,
1996), it is possible that psychosocial factors mitigate the
relationship between SES and health outcomes. These psy-
chosocial factors include anger expression, perceptions of
unfair treatment (e.g., racism and sexism), cynical hostility,
coping styles, and locus of control. For example, S. James,
Strogatz, Wing, and Ramsey (1987) found that the active-
coping style of •John HenryismŽ interacted with SES to in-
crease the risk of hypertension for African American, but not
European American, males. That is, African American males
who were low in active coping and low in SES were nearly
three times more likely to be hypertensive, compared to
African American males who were high in active coping and
high in SES. Subsequent studies have failed to “nd support
for the John Henryism: The ability to assess the degree to
which people feel they can control their environment SES
interaction in females and more af”uent samples (S. James,
Keenan, Strogatz, Browning, & Garrett, 1992; Wiist & Flack,
1992).

SES and Prevention and Intervention Approaches

Persons of low SES, regardless of ethnic group, are more
likely to have no health insurance coverage, no physician
contact, greater unmet needs for health care, and more avoid-
able hospitalizations, compared to persons of medium and
high SES (NCHS, 1998). Because access to health care is
generally needed to take advantage of prevention and inter-
vention services, it is reasonable to postulate that SES will be
inversely related to the availability and use of these services.
Also, to the extent that these services are positively related to
health outcomes (Alexander et al., 1999; Fortmann,
Williams, Hulley, Maccoby, & Farquhar, 1982; JNC, 1993),
persons of low SES would be expected to have the poorest
outcomes.

Relative to persons of higher SES, persons of lower SES
are less likely to report ever receiving or being up-to-date on
prevention services such as cholesterol screening, Pap smear,
stress test, mammography, and breast examination (Davis,
Ahn, Fortmann, & Farquhar, 1998; Haywood et al., 1993;
NCHS, 1998; Solberg, Brekke, & Kottke, 1997), but not
blood pressure screening or •neededŽ services (Solberg et al.,
1997). The positive relationship between the receipt of
services and SES has also been observed for intervention
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services such as hormone therapy (Marks & Shinberg, 1998),
but not informal care (Tennstedt & Chang, 1998). Research
does suggest, however, that the relative lack of services for
some persons of low SES may be in”uenced by the assertive-
ness of the patient (Krupat et al., 1999).

FUTURE RESEARCH DIRECTIONS

With changes in the racial/ethnic composition of the United
States, trends in health technology, and a greater appreciation
for the need to study health in women, ethnic minorities, and
economically underserved populations, there are an endless
number of directions for future research. In summary, emerg-
ing areas of research on the relationship and impact of
race/ethnicity, gender, and SES on health, disease, and health
behaviors require a systems perspective for continued
advancements in the “eld.

Investigations that explore mechanisms linking SES and
health could bene“t from addressing questions such as: What
is the relationship between SES, psychosocial factors, and
health outcomes? Is SES a social hierarchy that will inher-
ently have toxic biopsychosocial effects? How are SES and
allostatic load related? Research is needed to elucidate the
relationship between SES and psychological traits/responses
and coping resources. Laboratory and ambulatory monitoring
studies would be instrumental in identifying the physio-
logical (e.g., cardiovascular, immune, and adrenocortical)
responses associated with perceptions of chronic interper-
sonal and environmental stressors, between and within SES
groups. In addition, cross-cultural studies are needed to
delineate biological, psychological, behavioral, and social
correlates of health among persons in societies with varying
degrees of social and economic orderings. We also suggest
examining the effect health promotion programs have on mit-
igating the relationship between SES and health outcomes
and processes to further our understanding of how to over-
come the impact of economic variability on health.

Considerations in the Study of Ethnicity, SES,
Gender, and Health

Much of the research on ethnicity, SES, gender, and health
involves statistical analyses that compare group means. One
central assumption in these types of analyses is homogeneity
of variance. Meeting this assumption may be very dif“cult in
cross-cultural comparisons of health indices across ethnic
groups. Ethnic minorities possess unique attributes by virtue
of their language, lifestyle, socioeconomic status, and histor-
ical experiences. These attributes create different degrees of

variability within groups that may violate assumptions of
homogeneity of variance.

If assumptions of homogeneity of variance can be met, the
misinterpretation of cross-cultural data on health and health
behaviors is another potential dif“culty and concern for re-
search on ethnicity. Cauce, Coronado, and Watson (1998)
describe three models typically used in conceptualizing
and interpreting results from cross-cultural research, which
exemplify this issue. These models are the (a) Cultural
Deviance Model, (b) Cultural Equivalence Model, and
(c) Cultural Variant Model.

The Cultural Deviant Model characterizes differences or
deviations between groups as deviant and inferior. The Cul-
tural Equivalence Model is an improvement over the
Cultural Deviance Model in that it proposes that superior
socioeconomic status (SES) provides advantages, which
create superior performance. The Cultural Deviance Model
attributes advantages or superior performance to culture.
Putting the onus on culture blames a group for not having
the same ideals, resources, attitudes, and beliefs as the ma-
jority culture. Placing culpability on SES shifts the respon-
sibility to social structures that are inherently unbalanced in
their distribution of resources. The Cultural Variant Model
describes differences as adaptations to external forces,
exemplifying resilience in the face of oppression. Differ-
ences are explained not in relation to a majority/superior
group but as culturally rooted internal explanations. The
third model by de“nition allows an appreciation for
between-group differences, and challenges us to explore
within-group heterogeneity.

Including race as a between-subject variable assesses the
variability due to the categorization of subjects by race. How-
ever, it does not assess the possible dynamic effect of ethnic-
ity on the variables in the model being tested. Race implies
only a biological differentiation while ignoring other possible
sources of variability in cross-cultural comparisons, such as
lifestyle, beliefs about aging, language, and historical experi-
ences. Race then is not an adequate proxy for the synergistic
effects present in studies designed to address ethnic diversity.
To this end, an important point in developing research ques-
tions is that factors that account for between-group variabil-
ity do not necessarily account for within-group variability
(Whit“eld & Baker-Thomas, 1999). One strategy for over-
coming the performance bias in comparisons of different cul-
tural groups is to study each group as its own heterogenous
population first and investigate the appropriateness of the
measure and its items for each population under study. Then
examine the mean and, perhaps more importantly, variances
and error variances between groups. Another approach is to
use an acculturation measure as a covariate in between-group
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analyses. In this way, health behaviors devoid of the impact
of culture can be examined appropriately.

CONCLUSION

Science is currently in the process of understanding the
unique patterns in health that economic status, culture/
ethnicity/race, and gender form. Considerable work needs to
be done to understand the biobehavioral mechanisms that in-
teract in synergistic ways to affect health, particularly in
ethnic minorities. Further research, speci“cally longitudinal
research, is needed to depict the complexities of health
among ethnic minorities.

While the president•s initiative to eliminate health dispar-
ities will be dif“cult to attain, it is a necessary and critical
goal given the unequal burden of disease and access to health
care. The challenges are not only in the reduction of inci-
dence of disease but also in the conceptual, methodological,
and epistemological basis of the study of health and disease.
Researchers with a health psychology perspective are essen-
tial in understanding the complicated, sometimes chaotic
(meant as describing complex systems) ways that health and
disease manifest in minority populations and across gender
and socioeconomic status.

Francis Collins, director of the National Human Genome
Research Institute (NHGRI) of the NIH, announced in June
2000 that they had developed a •working draftŽ of the human
genome. This historic event places science on the doorstep of
limitless possibilities in the struggle to understand diseases
and how to treat them. Knowing the sequence of the genome
is only the beginning. Equally important will be our knowl-
edge of how the environment in”uences health, disease, and
health behaviors. Previous research on the signi“cant impact
that sociodemographic factors play in contributing to disease
processes is perhaps our best indicator that science must
avoid the reductionistic view, which assumes that knowing
and manipulating the genome will cure all our ills. We must
understand how genes and environmental in”uences work in
concert to produce positive and negative health conse-
quences. Much of what produces differences in health and
disease in ethnic minorities are behaviors that are interwoven
in the fabric of being, which we call culture. The challenge is
to ascertain the underlying effect of genes in complex envi-
ronments on health and learn how to create programs and in-
terventions that take account for both. We may also “nd that
polymorphisms that occur in genotypes found to be responsi-
ble for damaging or protective factors related to disease and
health are created, modi“ed, or triggered by cultural and
context factors.

The introduction to the 1991 special issue on •Gender,
Stress, and HealthŽ in Health Psychology (Vol. 10, No. 2,
p. 84) written by Baum and Greenberg concludes: •Research
on health and behavior should consider men and women„
not because it is discriminatory not to do so„but because it
is good science. The study of women and men, of young
and old, of African Americans and Caucasians, Asians,
Hispanics, and Native Americans will all help to reveal psy-
chosocial and biological mechanisms that are critical to un-
derstanding mortality, morbidity, and quality of life.Ž
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Raymond, Wood, and Patrick (1990) used the term occupa-
tional health psychology (OHP) to describe the emerging
interdisciplinary specialty at the crossroads of health psychol-
ogy and public health in the organizational context of work
environments. OHP applies several specialties in psychol-
ogy to organizational settings for the improvement of the
quality of work life, the protection and safety of workers, and
promotion of healthy work environments. Healthy work

environments are ones where people feel good, achieve high
performance, and have high levels of well-being, which is
consistent with the happy/productive worker thesis (Quick &
Tetrick, in press; Staw, 1986; T. Wright & Cropanzano, 1997).

OHP is founded on strong traditions both throughout
Europe and in the United States. In keeping with those
traditions, Murphy and Cooper (2000) present a model along
with international cases of healthy work organizations. The
broad interdisciplinary framework of OHP has arisen in the
United States because of the need for closer integration
between psychology, related behavioral sciences, and occu-
pational medicine to address the growing health and produc-
tivity costs of distress at work (Sauter, Murphy, & Hurrell,
1990). While psychology and the behavioral sciences play
important roles in areas of occupational safety and health,
such as ergonomics, behavioral toxicology, behavioral safety,
and employee assistance, OHP is expanding the boundaries
of established disciplines and integrating related domains of
scienti“c knowledge and professional practice.

The “rst section of the chapter provides a brief historical
overview of OHP. The next section reviews the ecological
dimensions of OHP. The third section presents a framework
for preventive health management, and the fourth section

The authors have drawn on several aspects of their work and previ-
ous publications developed for the American Psychological Associ-
ation and the National Institute for Occupational Safety and Health
in the preparation of this review chapter on occupational health psy-
chology. We thank Robert Brown for editing the •Special Section:
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versity of Texas at Arlington. We thank Donna Ross for preparing
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presents an organizational health center model followed by
an OHP training model. A case of organizational transition is
presented next, followed by a discussion of future directions.

THE HISTORY OF OCCUPATIONAL
HEALTH PSYCHOLOGY

Sauter and Hurrell (1999), Quick (1999a), and Quick,
Camara, et al. (1997) provide brief historical reviews of OHP
from its origins in the early twentieth century through the
close of the century. Many of the foundational concepts in
OHP emerge from research on the stress concept from its
framing by Walter B. Cannon in the early 1900s through
its elaboration in the 1990s. Quick, Quick, Nelson, and
Hurrell (1997) provide a comprehensive and historical view
of this body of knowledge. More recently, Barling and
Grif“ths (in press) provide a detailed discussion of the his-
tory of occupational health psychology. Their discussion of
the historical roots dates to the mid-nineteenth century (circa
1845) and covers the detailed descriptions by Friedrich
Engels of the physical and psychological health problems
suffered by workers from many different trades. At the outset
of the Industrial Revolution in England, Engels believed the
origins of these problems to be in the organization of work
and its associated social and environmental conditions.

In addition to the occupational health and organizational
stress initiatives described in these sources, there were initia-
tives early in the American twentieth century that drew atten-
tion to the importance of broader concerns with psychological
well-being and mental health. Adolf Meyer at Johns Hopkins
and William James at Harvard advanced the cause of mental
health, commonly known as mental hygiene, early in the
1900s throughout America (Winters, 1952). Their attention
initially focused on the burden of suffering associated with
depression and then broadened more generally to psycholog-
ical well-being and mental health. The “rst use of the term
preventive management was in Henry Elkind•s (1931) col-
lected volume on mental hygiene in industry, which applied
psychiatry and the mental hygiene national agenda to work-
place issues of industrial relations, human nature in organiza-
tions, management, and leadership.

Donald Laird (1929), as director of the Colgate Psycho-
logical Laboratory and with support from members of the
Central New York Section of the Taylor Society, developed a
series of essays applying psychological concepts and ideas to
industrial contexts at companies such as Ford Motor Com-
pany and Remington-Rand Company. He advanced the thesis
that every executive could become his or her own psycholo-
gist by enhancing personal development, reducing fatigue,

and improving morale. In addition, Laird founded the Indus-
trial Psychology Monthly. During this time, James brought
Hugo Münsterberg from Europe to head the Harvard Psycho-
logical Laboratory. Münsterberg later became president of
the American Psychological Association and concerned him-
self early in the century with industrial accidents and human
safety (Offermann & Gowing, 1990). A more contemporary
“gure, Richard Lowman (1993), sets forth a clinically useful
taxonomy of psychological work-related dysfunctions as a
guide to disentangle personality disorders, psychopathology,
and dysfunctions with their roots in the workplace.

ECOLOGICAL DIMENSIONS OF OCCUPATIONAL
HEALTH PSYCHOLOGY

With roots in both the profession of psychology and the
public health notions of prevention, OHP has as a central
concern the design, creation, and maintenance of healthy
work environments. As early as 1961, Abraham Maslow
was calling for the de“nition and creation of healthy work
environments. Healthy work environments may be charac-
terized by high productivity, high employee satisfaction,
good safety records, low frequencies of disability claims and
union grievances, low absenteeism, low turnover, and the
absence of violence. Here we suggest that one framework
for OHP uses three key ecological dimensions as the basis
for action: the work environment, the individual, and the
work-family interface. Each ecological dimension includes
several key concepts of concern to OHP. After discussing
each of these dimensions separately, we address the concept
of goodness-of-“t.

The Work Environment

The health of a work environment may be in”uenced by a
broad range of occupational, psychological, organizational,
and work design demands or stressors (Cooper & Marshall,
1976; Hurrell & Murphy, 1992; Murphy & Cooper, 2000).
While not limited to the following elements, these include
(a) factors intrinsic to the job and its context, such as work-
load, pace, control, and the physical environment; (b) factors
related to the individual•s role in the organization, such as role
con”ict, ambiguity, and person-role con”ict; (c) factors con-
cerned with individual career development, such as job secu-
rity and advancement potential; (d) factors associated with
the individual•s relationships at work, such as social support,
participative management, and supervisory support; and (e)
factors related to organizational characteristics (e.g., commu-
nication, culture, and structure).
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Professionals in OHP may develop a speci“c focus in this
broad spectrum. For example, Theorell and Karasek (1996),
Karasek (1979), Gardell (1987), and Sauter, Hurrell, and
Cooper (1989) emphasize the concept of worker control, self-
determination, or job decision latitude as an important work
environment design parameter that impacts employee strain
(distress) and health. Beyond the concept of control, Landy,
Quick, and Kasl (1994) address uncertainty and con”ict as
other key concepts in the design of healthy work environ-
ments. At the organizational systems level, the climate and
the culture of the organization is an important OHP concept
(Rosen, 1986). For example, Chaparral Steel Company and
Southwest Airlines exhibit healthy organizational climates
and work cultures that place people at the center, treating
them as human resource assets rather than labor cost liabili-
ties. In the case of Chaparral Steel, four pieces of evidence
support this conclusion: (a) more than 90% of the workforce•s
participation in corporate sponsored continuing education;
(b) over 65% of the workforce•s stock ownership in the com-
pany; (c) an employee turnover rate of less than 2% per quar-
ter; and (d) an extraordinary labor productivity of 1.38 man
hours per ton or 1,100 tons of steel per man year. While
highly productive, Chaparral Steel cares equally for its people
through a safe, secure working environment. Chaparral Steel
is ranked second in workers• compensation experience rat-
ings (0.36 compared to an industry average of 0.91) by the
United States National Council on Compensation Insurance.
Chaparral•s lost time frequency for the 20-year period of
1975 to 1995 is also signi“cantly better (range � 
1 to 4)
than the steel industry average (range 6 to 15).

Gordon Forward has been an advocate for a new industrial
revolution from manufacturing (made by hand) to mentofac-
turing (made by the mind), based on a paradigm shift to a work
environment that emphasizes learning, human development,
risk-taking, and technology transfer (Forward, Beach, Gray, &
Quick, 1991). The values at the center of Chaparral•s work
culture are (a) trust and responsibility, (b) risk and curiosity,
(c) knowledge and expertise, (d) networking and information
exchange, and (e) humor and humility. These values empha-
size human strength, capability, and competence. Chaparral
Steel managers like to say that they manage by •adulteryŽ be-
cause they treat employees like adults and expect them to act
and behave responsibly. The German industrial engineer
Luczek (1992) has advocated anthropocentric, •good work
design,Žfor well over a decade. Anthropocentric work design
places the individual at the center of the work design process.
In addition to the product sector of the economy, organizations
in the service sector of the economy espouse similar values in
their organizational cultures. Southwest Airlines is an exam-
ple of a service organization with a healthy work culture,

whose core values center around humor, altruism, and people.
In the early 1990s, Southwest•s productivity per employee
was signi“cantly better than the U.S. airline industry average
while its labor-management relations have been better than
many of its sister airlines where con”ict and acrimony have, at
times, resulted in organizational demise (Quick, 1992).

The Individual

A broad range of individual characteristics similarly in”u-
ences the health of a work environment. These characteristics
include career stage, age, coping style, negative affectivity,
self-esteem, health-status, and self-reliance. Beyond design-
ing work environments that are person-oriented and healthy,
OHP is concerned with individuals in their own right. Some of
the speci“c concepts related to individual behavior important
to OHP include emotion, anger, workaholism, and gender dif-
ference predispositions. For example, anger has been found to
have a lethal role in individuals• lives and to exacerbate the
experience of distress and strain (Spielberger, Krasner, &
Solomon, 1988; L. Wright, 1988). Some normative data on
trait anger precipitated by the work environment, apart from
state anger, has found that individuals who score above the
75th percentile are at risk of psychological and interpersonal
problems, while individuals who score above the 90th
percentile run the additional risk of medical problems
(Spielberger, 1991). Played out in the workplace, anger can
have psychologically and physically destructive effects as
well as adverse organizational impacts such as reduced pro-
ductivity and impaired teamwork.

Gender, one important diversity difference in organiza-
tions, is an individual characteristic that has important impli-
cations for OHP. For example, men and women experience
stress and strain differently. Nelson, Quick, and Hitt (1989)
found signi“cant differences in distress between men and
women in the personnel profession while at the same time
“nding only one difference in their experience of work-related
demands. Speci“cally, women reported that they experienced
signi“cantly more stress associated with organizational poli-
tics. Research further suggests social support may be a more
potent buffer for women and white-collar men and percep-
tions of control a more potent buffer for blue-collar men
(Johnson & Hall, 1988).

Von Dusch (1868) was the “rst to call attention to exces-
sive involvement in work; workaholism is the contemporary
label for this individual behavior. It is a third individual fac-
tor that may have destructive organizational impacts and has
been a concern in the domain of work stress for more than a
decade (McLean, 1979). While healthy work behavior results
in a wide range of positive outcomes for individuals and
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organizations, patterns of overcommitment to work (i.e.,
workaholism) may have adverse effects on the individual as
well as on the workplace and the family (Lowman, 1993).
Porter (1996) shows how workaholism is a form of addictive
behavior that distorts interpersonal relationships and inter-
feres with organizational operations. Thus, workaholism,
anger and emotion, and gender are three examples in a broad
spectrum of important individual differences in the domain
of OHP.

The Work-Family Interface

People live in multiple life arenas and work environment
demands are not the only ones that impact their health.
Numerous work-family interface factors such as shift work,
”extime, leave policy, day care, elder care, overtime, and
dual career issues are highly relevant to the occupational
health of people at work. While it may make conceptual
sense to partition these various elements of a person•s life
into different roles, it is dif“cult to avoid spillover effects or
interactions (Lobel, 1991; Whittington, Paulus, & Quick, in
press). An important area in a person•s nonwork life is the
family, and the work-family interface has been found to be
important in understanding a person•s health at work as well
as at home (Piotrkowski, 1979). As workforces become more
diverse and as a greater number of women enter the work-
force, work-family interaction increases. This may be espe-
cially true for two-career family systems. Hence, gender
mixes with the work-family interface and may create con”ict
and adverse health-related outcomes for family members
(Frone, Russell, & Barnes, 1996). While the negative effects
of con”ict are more common, work-family interface can ac-
tually have positive effects as well (Frone, in press).

Goodness-of-Fit

In OHP, healthy work environments must also give consider-
ation to the issue of goodness-of-“t among the three basic de-
sign dimensions of the work environment, the individual, and
the work-family interface. The concept of goodness-of-“t is
an extension of the person-environment “t theory (Edwards,
1996). This approach suggests that badness-of-“t is the prob-
lem, not that there is always an inherent problem in the work
environment, the person, or the family system. Therefore,
dysfunction results from a lack of goodness-of-“t (i.e.,
badness-of-“t), or compatibility, between the various design
elements. While the research may suggest, in general, that
more control at work is healthier, that less anger in an individ-
ual is healthier, and that fewer work-family con”icts are bet-
ter, there is variance along each of these design dimensions.

Thus, there are individuals who prefer more control than
others do and some jobs in which a certain amount of com-
petitive anger may fuel productive outcomes. Hence, the best
of circumstances occurs when the individual “ts well with the
work environment and when there is a “ t between both the in-
dividual and the work environment with the family system.

PREVENTIVE HEALTH MANAGEMENT

The Occupational Safety and Health Act of 1974 established
that employees in the United States should have a safe and
healthy work environment. Similar legislation has been en-
acted in The Netherlands, Sweden, and the European Union
(Kompier, 1996). This legislation resulted from the view that
the work environment presents risk factors to the safety and
health of workers. Certainly the statistics on the number of
individuals who are treated for occupational injuries yearly
or who die from injuries that occurred on the job support this
view (Sauter & Hurrell, 1999). However, it is now recog-
nized that the work environment can also enhance the health
and safety of individuals (Sauter et al., 1990). Since work is a
central aspect of many people•s lives (Cox, 1997), it is not
surprising that the workplace has grown to be viewed as a
focal place for health promotion (Gebhardt & Crump, 1990),
as well as for injury and illness prevention.

OHP emerged as a discipline that viewed the work envi-
ronment not only as a risk factor but also as a health en-
hancer, and it takes a public health perspective (Rosenstock,
1997; Sauter & Hurrell, 1999). OHP•s primary concern is de-
veloping and maintaining the health and well-being of em-
ployees and their families. Thus, the primary focus is on the
prevention of injuries and illnesses and the enhancement of
health, rather than the treatment of injuries and illnesses, by
creating safe and healthy working environments (Quick,
Camara, et al., 1997; Sauter, Hurrell, Fox, Tetrick, & Barling,
1999). These ideas come from concepts in preventive medi-
cine and public health, originally developed and applied to
stem the onset and spread of disease epidemics (Wallace,
Last, & Doebbeling, 1998).

The public health model classi“es interventions into three
categories: primary interventions, secondary interventions,
and tertiary interventions (Schmidt, 1994). Primary interven-
tions follow a population prevention strategy (Rose, 1992)
and are applied to all people, including those who may not be
at risk. They are frequently used in health promotion and
health education campaigns where the message is sent to
everyone despite their current risk status. In the “eld of OHP,
an example of a primary intervention is providing all man-
agers training in improving their relationships with their
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subordinates. Many of those managers may already have
very good relationships with their subordinates; thus, their
subordinates are not at risk of stress-related problems due to
poor supervision. Secondary interventions focus on people
who are believed to be at risk for injury or illness. An exam-
ple of a secondary intervention might be the initiation of fre-
quent breaks for data-entry operators who are known to be at
risk for musculoskeletal distress from prolonged use of key-
boards. Tertiary interventions target people who are experi-
encing symptoms of illness or injury and attempt to restore
them to health. Examples of tertiary interventions might be
individual counseling to reduce anxiety or establishing a
return-to-work plan for an injured worker.

OHP concentrates on primary prevention interventions al-
though it may include secondary interventions in which
known risk factors in the work environment are eliminated.
The previous examples describe interventions conducted at
the individual level. However, it is possible that interventions
can target workgroups, teams, departments, and organiza-
tions. Cooper and Cartwright (1994) have suggested that
healthy organizations will reduce the need for secondary or
tertiary interventions. However, when primary prevention is
not feasible or effective, occupational health psychologists
must be able to recognize situations where individual em-
ployees may need tertiary treatments (Quick, 1999b). Given
the vast array of potential risk factors in the work environ-
ment and the interdependencies among individuals in the
work environment, OHP is truly multidisciplinary in nature
and training models need to re”ect this.

ORGANIZATIONAL HEALTH

This section discusses the evolution of the concept of organi-
zational health; develops the scientist-practitioner model;
reviews the public health functions of assessment, surveil-
lance, and evaluation; and concludes with a case illustration
of the organizational health center concept as a practice
model. OHP seeks to promote the systemic health of organi-
zations. The discipline has evolved in concept and applica-
tion over the last decade of the twentieth century. Whereas
health, well-being, and especially work-related health were
once viewed solely as a personal concern and responsibility
of the individual worker, the focus has shifted to a more eco-
logical or systems view in which organizations and leaders
bear increasing responsibility. This shift has expanded the
worldview of occupational health to include a transactional
relationship between workers and the workplace, with an
equal emphasis on the psychosocial context and the physical
work environment. Individuals function in a mutually inter-
dependent relationship with the work structure and process.

The concept of organizational health has grown from this
perspective: Organizational health is inherently systemic. To
promote organizational health requires the joint achievement
of both individual well-being and organizational effective-
ness. Because organizations are dynamic, multidimensional
systems (Katz & Kahn, 1966), disease, or dysfunction in any
element in the organization disrupts the balance in the system
and negatively impacts other elements. Similarly, intervention
at any one point in the system in”uences all other elements.

Like individual health, organizational health is not a state
of being or a “xed characteristic of the organization; it is a
process that requires continuous management. Organizations
operate in a state of continuous change and ”ux. Only orga-
nizations that are able to ”ex with short-term change and
adapt to long-term cycles of growth and transformation are
able to achieve, maintain, and enhance levels of organiza-
tional health. In keeping with the ”uidity of the process, or-
ganizational health runs along a continuum, from high levels
of effectiveness to organizational disease (Adkins, Quick, &
Moe, 2000). Promoting organizational health involves more
than the reduction of illness and injury of workers or the min-
imization of organization distress. OHP seeks to promote
optimal functioning of the organizational system rather than
focusing only on de“cit-based change.

Optimizing organizational health requires a broad,
problem-solving perspective to assess and intervene in this
multifaceted, ”uid organizational system. OHP moves away
from a narrowly specialized “eld of vision into a more inte-
grative, collaborative model, looking across disciplinary
lines to “nd the most effective methodologies to apply in the
organizational context. No one professional domain can hold
all the knowledge necessary across such a broad landscape.
Thus, occupational health psychologists often “nd them-
selves in the role of integrating agent, bringing together in-
terdisciplinary teams to provide knowledge and insight into
all facets of the system. They also work collaboratively in the
workplace, forming positive relationships with both manage-
ment and labor to build capacity in the social capital of the
organization.

Thus, effective organizational health programs, from
proactive prevention through tertiary intervention, consider
the processes, structure, systems, and culture of the organiza-
tional client as well as individual differences of the workers.
Promoting individual health and well-being in the workplace
is expected to lead to or support organizational effectiveness.
Programs, such as worksite health promotion (Terborg, 1986)
and worksite stress management interventions (Ivancevich,
Matteson, Freedman, & Phillips, 1990), boast the bene“ts to
both the individual and the organization of proactively devel-
oping healthy workers and minimizing the potentially
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negative impact of stressful working conditions. Outcome
and evaluation studies con“rming the value of worksite sup-
port programs have been riddled with methodological ”aws
and theoretical insuf“ciencies (Donaldson, 1995; Elkin &
Rosch, 1990; Murphy, 1988). Yet, results from increasingly
rigorous studies lend evidence to substantiate the positive
bene“t to organizations in such areas as reduced absenteeism
and turnover, increased productivity, reduced health care uti-
lization, and reduced workers• compensation costs (Cooper,
Sloan, & Williams, 1988; Landy et al., 1994; Moran, Wolff, &
Green, 1995; Pellitier, 1991).

Nevertheless, the health of the organization is more than
simply the collective health of the individual workers. Prac-
tices and policies targeted by individually focused worksite
health programs comprise only a part of the matrix of OHP
services. The need to promote organizational health through
intervention in the organizational domain, identifying and
removing psychosocial hazards, and reducing behavioral
risk has been advocated as critical to the advancement of
occupational health and safety goals on a national and orga-
nizational level (Sauter & Hurrell, 1999). In addition, the
organizational system takes on characteristics separate from
individual health, making assessment, intervention, research,
and surveillance at a systems level a valid point of entry into
the occupational health process. The transactional-ecological
perspective of organizational health (Adkins, 1998; Barone,
1995; Lazarus, 1995) as an interdependent system helps to
maintain a dual focus on both the individual and the organi-
zation that is fundamental to OHP.

Scientist-Practitioner Model

As an interdisciplinary “eld, OHP draws on the theory,
principles, and history of component disciplines. It is, by
nature and development, “rmly entrenched in the scientist-
practitioner model„a model that relies on the application of
scienti“c principles and methodology to professional prac-
tice. Practitioners have the potential to in”uence the affec-
tive, cognitive, behavioral, and physical well-being of
clients, whether those clients are individuals, families,
groups, or entire organizations. Because of the potential for
harm to arise from that in”uence, ethical standards require
that practice principles have a reasonable expectation of ef-
“cacy and a low probability of negative effects. Practices
founded in scienti“c theory and solid empirical evidence
provide at least a minimal level of assurance. Scientist-
practitioners rely on available empirical evidence to guide
established practices as well as to develop new practices and
to ensure those actions not only do no harm but also have a
high potential for successful outcomes. Further, they apply

the scienti“c method of problem solving to issues encoun-
tered when standard practices are not clearly available.

The implementation of scienti“cally derived practice stan-
dards is equally as important in working with organizations
as in working with individuals. OHP practitioners are in-
volved with large groups of people who may experience
stress and strain associated with their work. The realities of
organizational turbulence and chaotic change experienced
by organizations worldwide require that stress and its rela-
tionship with the organizational environment be taken into
consideration in both current operations and future planning
(Gowing, Kraft, & Quick, 1998). Large-scale practices and
policy development related to occupational stress prevention
and management magnify the potential for positive impact as
well as harmful effects. The responsibility to ensure that
practices and policies are ef“cacious is ever present and in-
creases with the level and breadth of potential in”uence.
Likewise, practices that are detrimental to the effective func-
tioning of the organization eventually affect individual well-
being (Quick, Murphy, & Hurrell, 1992). Low productivity
and high costs associated with organizational disease create
threats to job security and potential deleterious effects of job
loss (DeFrank & Ivancevich, 1986; Levi et al., 1984). It is
therefore incumbent on practitioners to ensure that their pro-
grams provide value for their cost and ultimately improve the
bottom line of the organization.

Apart from ethical standards, both public and private
organizations are increasingly focused on data-driven, results-
based programs and practices. A competitive, global environ-
ment demands attention to the costs and bene“ts of each
business unit. Private and government agencies are likewise
held to performance standards and cost controls. OHP practi-
tioners have both professional and business stakes in the
outcome of the programs and policies they recommend and
implement. To survive in this context, OHP practitioners and
programs must demonstrate quantitative or qualitative mea-
sures of value to the organization.

Assessment, Surveillance, and Evaluation

Occupational health psychologists engage in a range of roles
and functions encompassing research, teaching, and practice
(Adkins, 1999). Quantitative and qualitative information is the
foundation for policy and practice decisions as well as a means
for marketing principles and programs to organizational
clients. OHP is, in fact, a data-driven discipline. The need for
valid and reliable information on which to make policy and
program decisions cuts across OHP data-based functions, do-
mains of intervention, and factors associated with the organi-
zational health process, as indicated in Figure 24.1.
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Statement of Purpose

To enhance both productivity and well-being.
To focus on prevention and organizational intervention.
To focus on the workplace as the area of intervention.
To provide a total, integrated workforce service.

Founding Goals

To improve working conditions through organizational intervention.
To provide information, education, and technical training.
To enrich health and support services for all workers.
To monitor psychosocial risk factors and disorders in the workplace.
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Organizational Consultation and Development„Or ganizational Assess-
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Development, Executive Coaching.
Information Broker„Communications Clearinghouse.
Specialized Program Management„W orkplace Violence, Suicide
Prevention, Con”ict Resolution.
Worksite Support„Employee Assistance, Workplace Health Promotion,
Peer Counselors, Behavioral Consultation.
Research, Surveillance, and Evaluation„Needs assessment, program
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The Organizational Health Center

Mission Statement

. . . maximizing human potential and productivity through optimal health—physical, behavioral, and organizational.

We believe our most valuable resource is people. Therefore, in partnership with organizational and community agencies, we form an integrated, multi-disciplinary
team, presenting a single face to the human services and behavioral analysis user. We provide innovative and responsive support to the quality of work life process
through measurable, long-range plans that emphasize current and future needs. We provide training and consultation in effective and ef“cient business practices
that empower our people to excel. Through our efforts we strive to magnify productivity, pride, and well being for our people and our organization.

Figure 24.1 Occupational Health Psychology Data-based Dimensions.

The process of risk identi“cation and assessment is fun-
damental to developing countermeasures to mitigate and
manage those risks. Following implementation, methods for
evaluating effectiveness and outcomes of policies and prac-
tices ensure that programs are implemented with “delity,
meet their intended objectives, and ultimately produce their
intended results or impact (Adkins & Weiss, in press). At all
times, continuous monitoring or surveillance of hazards,
risks, and capabilities enables control of and planned inter-
vention into emerging negative processes at work. All three
measurement strategies can be applied across OHP domains
and along the entire continuum of organizational health.

The basis for propelling psychosocial risks and the conse-
quent illnesses and injuries into the mainstream of occupa-
tional health and safety came from the component roots in
public health, epidemiology, and medical surveillance (Quick,
Quick, Nelson, & Hurrell, 1997; Sauter & Hurrell, 1999).

Information collected from large-scale national and interna-
tional surveys, such as the multiyear quality of employment
surveys “rst initiated in 1969 (Quinn & Staines, 1978) and the
1985 National Health Interview Survey (Shilling & Brackbill,
1987), as well as epidemiological studies conducted through
the National Institute for Occupational Safety and Health
(NIOSH; Caplan, Cobb, French, Harrison, & Pinneau, 1975),
prompted the recognition of psychosocial risk factors as
among the leading causes of occupational illness and injury
(Sauter & Hurrell, 1999). Similar lines of research placed psy-
chological disorders among the top ten illnesses associated
with job-related causes, including stress and other psychoso-
cial hazards. (Millar, 1984; Sauter et al., 1990).

The processes associated with, and the importance of,
assessment and evaluation arise from clinical and organiza-
tional psychology and organization development. While epi-
demiological data can be used to estimate problems in the
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workplace, context-unique assessments of occupational envi-
ronments have generally relied on self-report, employee-
opinion questionnaires (Grif“n, Hart, & Wilson-Evered,
2000; Kraut, 1996). Similar but more expansive methods
provide for in-depth organizational assessment procedures,
often identi“ed in the rubric of organizational evaluations, di-
agnosis, or audits (Cartwright, Cooper, & Murphy, 1995;
Levinson, 2002). These methodologies generally add qualita-
tive information obtained from interviews with individuals
and groups, supplemented with behavioral observations and
organizational records to add depth to the more general opin-
ion surveys.

Outcome measures are taken from all OHP component
disciplines and cover a wide array of both individual and
organizational indices. Self-report measures used in outcome
evaluations are often collected in conjunction with opinion
surveys during assessment procedures. Collection of objec-
tive measures of organizational variables, such as productiv-
ity measures, has varied in use and effectiveness. At the
organizational level, measures used to indicate organizational
health or the impact of intervention programs have included
corporate “nancial status (Casio, 1998) and production out-
put, as well as employee-related measures of work with-
drawal and job satisfaction. Experience sampling techniques,
which collect information in real time through the use of
diaries or electronic records taken at random across a period
of time, have been increasingly used to overcome the prob-
lems associated with retrospective self-report measures
(Weiss, 2001). At the individual level, illness and accident
rates, morbidity and mortality rates, unscheduled absences,
and various measures of physical, psychological, or emo-
tional distress have been widely used.

Despite the important role of a data-based foundation in
OHP growth and development, measurement and method-
ological problems have plagued the “eld of OHP as has been
the case generally in occupational stress research (Koop,
1992). Methodologies and instruments used to measure orga-
nizational health and its related processes are generally
inconsistent across studies, with new researchers using their
own favorite techniques or measures or, more likely, develop-
ing a unique measure for each new purpose. A number of stan-
dardized measurement instruments have been designed to
measure job stress, individual and organizational strain or dis-
tress, individual coping (e.g., Cooper et al., 1988; Hurrell &
McLaney, 1988; Moos, 1981; Osipow & Spokane, 1992;
Speilberger, 1994), human factors (Kohler & Kamp, 1992;
Reason, 1997), behavioral risk (Yandrick, 1996), and organi-
zational climate (James & James, 1989). Yet, the inconsistent
use of standardized instruments across studies examining
similar constructs continues to limit the ability of both

researchers and practitioners to make comparisons across oc-
cupations, across industries, across international boundaries,
and across time. In addition, the ability to generalize the
results of intervention strategies that use a wide variety of
constructs and measures is limited. Effective surveillance and
monitoring strategies are needed to determine where the or-
ganization is at any time and to control the process of move-
ment toward positive health states, as well as to evaluate the
effectiveness and outcomes of prevention and intervention
strategies. Theory-linking variables and processes are also in
need of substantive development. Theory-driven evaluation
and practice is increasingly recognized as vital to developing
meaningful explanations for the results of intervention as well
as for bolstering the probability of replication of program
results across occupations, industries, and organizations
(Adkins & Weiss, in press).

Thus, promoting organizational health requires develop-
ing effective organizational health assessment methodolo-
gies. Methods for assessing and monitoring psychosocial risk
factors, as well as for measuring and tracking outcomes from
interventions designed to eliminate the risks or to reduce
or mitigate the impact of those risk factors on individual
well-being and organizational effectiveness, provide metrics
vital to both practitioners and researchers. Assessing psy-
chosocial strengths and weaknesses associated with both
the organizational environment and the individuals in that
environment can target resources at high-risk, high-leverage
variables. By repeating the process following a period of
intervention, managers and change agents can track out-
comes and re“ne intervention targets as changes occur. Basic
and applied research into these processes form a foundation
for the on-going development of OHP practice guidelines.

Organizational Health Centers: A Practice Model

The scientist-practitioner model has provided a solid founda-
tion for the development of organizational health centers
(OHC). It is through practice that organizations and individ-
ual workers “nd bene“t in the developing OHP knowledge
and technology. OHCs represent the practical application of
OHP theory and principles to the workplace.

The American Psychological Association (APA) and
National Institute for Occupational Safety and Health
(NIOSH) proposed a national strategy for the prevention of
work-related psychological disorders (Sauter et al., 1990) and
to address workplace psychosocial risk factors and stress
contributing to occupational illness and injury rates. This
strategy included a blueprint of four objectives: (a) to im-
prove working conditions through organizational modi“ca-
tion to reduce potential psychosocial risks and produce a
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health-engendering work environment, (b) to enhance infor-
mation, education, and training for the workforce at all levels,
(c) to enrich psychological health services for workers, and
(d) to improve surveillance and monitoring of risk factors and
associated psychological disorders.

The strategy set the stage for a new era in occupational
health and safety. However, without application, the strategy
would be of little value (Millar, 1984, 1992). OHCs put these
goals into practice through an integrated, multidisciplinary
service designed to apply behavioral science technology to a
workplace setting in an attempt to enhance both organiza-
tional effectiveness and individual employee well-being.

Practices associated with an OHC can be provided either
internally in a consulting function or from an external con-
sulting position. Regardless of ownership, the positioning of
the OHC function is critical. The operation of an OHC is
most effective when the principal consultant serves in a posi-
tion similar to a chief psychological of“cer (CPO), reporting
directly to the upper management of the organization, gener-
ally the chief executive of“cer (CEO) or chief operating
of“cer (COO), or to the management function of the business
unit being served. It is also important for the practitioner to
be viewed as a neutral party whose interests lie in improving
the overall health of the organization rather than being allied
with either management, labor, or associated with any politi-
cally charged faction in the organization. Therefore, the OHC
is ideally positioned at the executive level but serves an
impartial consulting role.

OHCs are founded not only on the scientist-practitioner
model, but also the practices are rooted in a business culture.
While OHP sits at the crossroads of psychology, public
health, and business, programs and policies take place in an
organizational context. The language and focus must there-
fore take on a business frame of reference. Effective integra-
tion of organizational health processes requires integration of
the goals and objectives of the OHC with the goals and
objectives of the organization it serves. One of the obstacles
to creating lasting change in organizations is building man-
agement support and ownership for the programs and values
underlying them (Beer & Walton, 1990). Meshing the OHC
program goals with the overall corporate goals and strategies
offers a method to maximize corporate ownership and build
processes with lasting impact.

A prototype OHC was founded at the Sacramento Air
Logistics Center at McClellan Air Force Base, California, in
1993 (Adkins, 1999). The OHC function was initiated in
response to concerns about the potential impact of occupa-
tional stress on productivity and workforce health in a large
industrial military installation. The initial program produced
positive outcomes after the “rst year of implementation,

leading to the establishment of additional centers at other de-
fense installations as well as implementation of individual
program components at other levels in the defense organiza-
tion. Similar centers have been established in civilian venues
under various names. Some programs operate as a complete,
multidisciplinary system while others provide customized
programs depending on the needs and con“guration of the
organizational client. Although OHCs operate differently
across venues, we discuss seven critical, common functions: 

1. Data-based programming.

2. Integrating agent.

3. Organizational consulting.

4. Information broker.

5. Targeted training and prevention.

6. Worksite support.

7. Surveillance, monitoring, and evaluation.

Data-Based Programming

Initiation of an OHC begins with a baseline. Resources are
targeted at high-leverage activities and groups based on rec-
ognized and assessed issues. While expected problem occur-
rence rates can be estimated through established general
epidemiological incidence and prevalence studies, a baseline
speci“c to the organization is needed to more accurately
direct action. In the Sacramento OHC, an organizational
health risk appraisal (OHRA) process was designed for over-
all needs assessment and evaluation in the context of an
overall organizational health promotion program. Similar to
an individual health risk appraisal, the OHRA was based on a
self-report questionnaire designed to identify psychosocial
risk factors for the organization taken as an entity. Baseline
data such as these provide a broad understanding of the orga-
nization to allow for targeting and timing of intervention
strategies, as well as a means of monitoring risk factors over
time and across interventions. In addition, at the time of base-
line data collection, decisions are needed regarding the orga-
nizational metrics available and appropriate to use in ongoing
surveillance. These measures should be speci“c, collected re-
liably and continuously, relevant to the organization, and
available over time. The vision of the OHC and its function
often drives the selection of metrics.

Integrating Agent

The work of the OHC requires an interdisciplinary perspec-
tive either through dedicated staff or a matrix team using
available internal talent and external consultants. In addition,
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the OHC serves an integrating function by bringing together
the multiple support services in the organization to form a
multidisciplinary team. Change management or stress man-
agement teams have been shown to be effective tools for
building organizational health (Murphy, 1988). By including
management and labor representatives on the team, decisions
made can be implemented into action more readily.

Organizational Consulting

OHC staff work with individuals, work teams or units, and
the larger organization. The baseline provides overall organi-
zational data for initial planning. However, much of the real
work is conducted at a work unit level. OHC staff consult
with individual work units, conducting evaluations and inter-
ventions into the speci“c dynamics and issues arising in the
work team. Organization development processes, both tech-
nostructural and process consulting (Beer & Walton, 1990;
Schein, 1988), are used in business units experiencing prob-
lems, those at high risk for problems, as well as those desir-
ing to enhance functioning. The Sacramento OHC used an
organizational health assessment (OHA) process to diagnosis
work unit problems and aid management and labor represen-
tatives in developing a plan for intervention. Using that
information, work unit impact teams were convened to im-
plement the change process. Repeat OHAs at the end of six
months and one year provided outcome information on
which to base decisions on change program continuation or
modi“cation. Team development and management-coaching
strategies conducted for all business units complemented the
more intensive organizational intervention strategies.

At a broader, organizational level, the Sacramento OHC
facilitated development of a labor-management partnership
council as a proactive problem-solving body (Schwartz &
Adkins, 1996). A partnership council brought together labor
and management leaders prior to organizational changes
so that consensus could be achieved in advance rather than
con”icts resolved after the fact. The successful functioning of
the council reduced grievances and unfair labor practice
complaints. In many ways, the partnership council also
served as a board of directors for the OHC, further integrat-
ing organizational health programs into the business culture
and providing a powerful champion for OHC-recommended
policies and practices.

Information Broker

Information ”ow in organizations is notoriously inef“cient
and ineffective, but essential for development of a sense of
control for individual workers. OHC staff facilitate the ”ow

of information and “nd ways to ensure that accurate informa-
tion is conveyed and that systems and methods of communi-
cation function effectively.

Targeted Training and Prevention

OHC program development is not intended to overstep the
domains of other human resources and personnel support
services. On the contrary, targeted areas include situations
that fall across disciplinary lines or that may be neglected by
current functions in the organization. Common examples
include suicide prevention, workplace violence prevention,
con”ict mediation, and training of the general workforce, as
well as support personnel in occupational stress, organiza-
tional change, and organizational health.

Worksite Support

Supervisory and social support, both peer and family, have
demonstrated utility in reducing the negative impact of both
occupational and personal stress. The OHC functions to bring
enhanced support services to the workforce, increasing avail-
ability and evaluating the effectiveness of available services
in meeting the needs of a changing workforce. Support is
provided through employee assistance programs, workplace
health promotion, worksite stress management, peer counsel-
ing, and occupational health and safety, including occupa-
tional mental health services.

Surveillance, Monitoring, and Evaluation

OHC programs and policies are extracted from the literature
available and targeted using epidemiological estimates, base-
line information, and organizational assessment data. Process
and outcome measures demonstrate the value of ongoing pro-
grams and advocate an improved work environment. Bring-
ing together metrics from across all levels of assessment,
surveillance, and evaluation and across disciplinary lines in
the organization enables a comprehensive look at organi-
zational health and effective ongoing planning for improved
organizational wellness.

The Sacramento OHC incorporated assessment, forma-
tive, and summative evaluation strategies at the work unit
and overall organizational levels. Needs assessments focused
on organizational risk factors and individual vulnerabilities,
as well as protective factors or capacity at both levels. The
state of strain or signs and symptoms of ill health were also
evaluated and monitored. Outcome measures at a corporate
level included health care utilization rates, workers• compen-
sation costs, and productive years lost to behaviorally related
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illness and injury. The “rst year of operations found positive
trends in all measures. Over the course of that year, the OHC
staff made more than 10,000 individual employee contacts
and conducted over 250 organizational consultations. Cus-
tomer satisfaction in every case was rated as excellent.
Outcome data indicated a 4% reduction in workers• com-
pensation claims following a doubling of claims experience
the previous “ve years and exceeding the organizationally set
goal of a 3% savings, a 58% reduction in behaviorally related
mortality, and a 12% reduction in lost productivity associated
with health care utilization for job-related illness and injuries.

TRAINING IN OCCUPATIONAL
HEALTH PSYCHOLOGY

The National Institute for Occupational Safety and Health
de“nes OHP: •Occupational health psychology concerns the
application of psychology to improving the quality of work-
life and to protecting and promoting the safety, health and
well-being of workersŽ (Sauter et al., 1999). This rather
broad de“nition incorporates a large array of potential risk
factors as well as numerous factors that could enhance safety
and health in the workplace. Programs being developed in the
United States and those that have been founded in The
Netherlands, Sweden, and the United Kingdom have several
common elements. The European programs typically focus
on organizational risk factors for stress, illness, and injury
and work redesign as the primary intervention. U.S. pro-
grams may be more varied at present because of their early
stage of development. In this section, we present a model for
training in OHP that we believe re”ects the de“nition of
OHP, the underlying philosophy of OHP, and incorporates
many of the common elements of U.S. and European
programs.

The de“nition of OHP includes two dimensions: the pro-
tection from harm and the promotion of health. This bifurca-
tion mirrors the de“nition of health as the absence of illness
versus health as something more than simply the absence of
illness (Downie & Macnaughton, 1998; Raphael, 1998). Thus,
it is important that training in OHP recognize the in”uence of
organization of work factors in both the reduction of illness
and injury and the enhancement of health and well-being.

Underlying the philosophy and development of OHP is
the multidisciplinary approach to understanding the work en-
vironment, behavior of individuals in that environment, and
the interaction between the work environment and their be-
havior that results in physical and psychological well-being.
Ilgen (1990) recognized that disciplines and specialties
within disciplines view problems and generate solutions

based on their own perspectives. Understanding a complex
phenomenon such as health in today•s complex work envi-
ronments requires not only knowledge of key content areas in
psychology but also an awareness of other relevant content
areas and disciplines. This awareness, coupled with leader-
ship and communication skills, allows occupational health
psychologists to bring together and lead a team with the nec-
essary skills to address the complexity of the concerns with-
out being blinded by their own disciplines.

In this framework, a training model for OHP that ac-
knowledges content areas to be covered and skills to be de-
veloped can be visualized. The list of content areas is indeed
long. If we consider the risk factors for occupational stress
that have been compiled (e.g., the review by Kahn &
Byosiere, 1992), there are multiple disciplines and specialties
that can contribute to OHP. Industrial and organizational
psychology, clinical psychology, life-span developmental
psychology, and social psychology offer relevant knowledge
as re”ected in Volumes 5, 6, 8, and 12 of this Handbook.
Topics that might be incorporated in a graduate level OHP
seminar would typically include occupational stress and
burnout, job and work design, social support, organizational
health, health psychology, occupational safety and health
hazards, job security, work-nonwork balance, and individual
differences.

In addition, other disciplines can contribute to our under-
standing of organizational risk factors and individual behav-
ior as they relate to health and safety. These include the
biological and health sciences, economics, engineering, in-
dustrial relations, management, and law. Therefore, training
in OHP should cut across academic departments. This may be
accomplished by establishing collaborative arrangements
with other departments or institutions so that students can
take courses in safety engineering, occupational safety and
health law, con”ict resolution, epidemiology, and human re-
sources management and policies.

Because the list of relevant topics is long, it is probably
unrealistic to expect any individual to be an expert in all pos-
sible areas. Rather, individuals need to have suf“cient aware-
ness of other disciplines so that they can recognize the need
to enlist team members with the appropriate knowledge.
They also should develop leadership skills and team-building
skills to manage the occupational safety and health function
in organizations. These skills are probably best developed
through internships and practica.

Formal training in OHP is just getting underway. Some
academic education in stress and occupational health has
been offered at the undergraduate level (e.g., at the United
States Air Force Academy). Courses at the master•s level
have been offered at several schools (e.g., University of
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California…SanFrancisco & Irvine, University of Hawaii,
University of Houston, University of Nottingham, Oklahoma
State University, The University of Texas at Arlington, and
Xavier University). By 2001, universities that have incorpo-
rated courses in OHP and/or minors at the doctoral level
include Bowling Green State University, Kansas State
University, University of Minnesota, University of Houston,
Tulane University, Clemson University, Portland State Uni-
versity, and University of California…LosAngeles. Schneider,
Camara, Tetrick, and Stenberg (1999) discuss the role of
postdoctoral educational, for example, funded for several
years through the APA/NIOSH postdoctoral fellowships and
the U.S. Air Force postdoctoral OHP fellowship at Harvard
Medical School in 1998…1999.In addition, there now exists a
European Academy of Occupational Health Psychology
(www.ea-ohp.org).

A CASE STUDY

The preferred point of intervention from a public health
standpoint is always primary prevention and, as applied in
OHP, this generally translates to organizational intervention.
The use of the term clinical is often associated with treatment
and therapeutic settings, yet it has important applications for
more diagnostic and intervention applications in organiza-
tions (van de Loo, 2000). Thus, this case application of OHP
by a clinical psychologist in an organizational context draws
heavily on the public health notions of surveillance and pre-
vention, exemplifying the inherently interdisciplinary nature
of OHP.

This section reviews the origins and role of an OHP pro-
gram at a major military installation during the downsizing
period preceding base realignment and closure, with the at-
tendant risks and possible negative consequences associated
with major industrial restructuring activities. With closure of
a major facility, a multitude of anticipated coping problems
may result from a signi“cant change in routine and expected
way of living. These problems include the potential for in-
creased substance abuse, increased family and/or interper-
sonal violence, and increased potential for suicide (Adkins,
1998).

History and Role of Organizational Health Psychology
at Kelly Air Force Base

An OHP program for Kelly Air Force Base (AFB) had been
in a conceptual stage since 1994. At that time, the Base
Realignment and Closure (BRAC) committee was evaluating
military facilities for possible elimination as part of an

ongoing military downsizing effort. This process had a nega-
tive in”uence on the overall productivity and morale of
the base. With the July 1995 announcement that the base
would be closed in July 2001, senior leadership on the base
became increasingly concerned about the potential impact of
the stress of transition and closure. By placing a full time,
active duty Air Force psychologist on his executive staff,
the installation commander endorsed a proactive approach.
The psychologist was to oversee relevant aspects and inte-
gration of the necessary services required to manage the
impending downsizing and closure, a major restructuring
event that placed the well-being and mental health of the
work population at risk.

More precisely de“ned, the organizational clinical psy-
chologist directed all phases of an Air Force industrial
operational program, managing the program to increase pro-
ductivity and teamwork and to reduce psychosocial work
hazards. The psychologist also (a) led systems-focused, com-
prehensive intervention programs, (b) coordinated base and
community activities, (c) evaluated the workplace to identify
pertinent negative stressors to be eliminated and positive fac-
tors to be retained or added, and (d) promoted positive orga-
nizational behavior as a key manager on the executive team.

Workforce Composition

The OHP position, initiated in March 1997, was “lled by an
active duty Air Force clinical psychologist. At that time, the
12,000-member San Antonio Air Logistics Center workforce
represented the largest industrial complex in the southwest-
ern United States. This workforce re”ected the overall
Hispanic demographic composition of the city of San
Antonio. More than 60% of the Kelly employees were
Hispanic. The Kelly population represented 48% of the total
Air Force civilian Hispanic workforce and 14% of Depart-
ment of Defense (DOD) Hispanic employees. It was the
single largest group of civilian Hispanic personnel located at
any one DOD facility or installation.

The average Kelly employee was a 47-year-old Hispanic
male blue-collar WG-9 (wage grade) worker with 19 years of
service. He was earning approximately $29,829 per year, plus
additional personnel bene“ts, with generous overtime avail-
able. He was a high school graduate, a Vietnam combat vet-
eran, whose father, and maybe even grandfather, had been a
Kelly career employee. He was married and had a mid-sized
family, which, based on local de“nitions, included four or
“ve children.

The Hispanic culture and heritage is a deeply integrated
aspect of local life and is re”ected in most aspects of what in-
dividuals do and how they react to situations. As determined
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by individual and small group discussions, these cultural as-
pects played a signi“cant role in the existent problems of
transition, downsizing, and closure.

Cultural Issues and Dilemmas

Certain positive facets associated with the Hispanic culture,
including deep family, emotional, and cultural roots, pervade
most aspects of Hispanic life. It is not unusual to see three gen-
erations of a family, as well as their siblings, living in proxim-
ity. Decision making is based on an executive corporate
management style with signi“cant consideration given to
the overall impact on the entire family structure. The close
family cohesiveness provides for a very good support system,
especially during times of turmoil and crisis. Members de-
velop a great emotional dependency on the extended family
network and respectfully take the advice of the family
corporate council.

However, this signi“cantly integrated family system can
place great emotional strains on the individual who may en-
tertain thoughts of change, especially geographic relocation.
There is a tendency toward a generalized rigidity in this so-
cial system resulting from a perceived inability to leave the
family network. These barriers to relocation may affect the
individual, the spouse, or both. Even if the worker was will-
ing to leave the area for continued Civil Service employment
and bene“ts, the spouse would often refuse to accompany
him to avoid breaking overall family and community ties,
leading to increased strain and domestic discord. Therefore,
the worker found himself facing additional dilemmas. He
would have to face added increased conditional stressors,
such as marital and family separation or divorce unless a
compromise could be reached. The degree of compromise
might appear to be rather one-sided. As an example, one per-
ception among groups of workers at Kelly was the idea that a
relocation to Tinker AFB in Oklahoma was better than the
perceived option of relocation to Robins AFB in Georgia.
This was because Tinker was considered to be within week-
end commuting distance even though it was 488 miles away.

Course of Transition

During the transition process, the workforce experienced
several cycles of upheaval and recovery. Initially, a pervasive
sense of overt optimism helped carry many workers over the
low points. This optimism had been reinforced by infrequent,
yet signi“cant, perceptions of potential salvation from job
loss.

The initial downsizing focus was on the 1,400 workers
of the aircraft maintenance branch. During the “rst major

reduction in force (RIF), focus groups and individual con-
tacts indicated a popular and consistent belief that Kelly
would be removed from the base closure list by the executive
branch of the government. This perception was maintained
by the belief that Kelly was currently the oldest functioning
Air Force base, had the largest and most modern structures
for the maintenance of a prevalently used aircraft, and, not in-
cidentally, had the largest Hispanic population in the DOD.
The results did not support these beliefs.

Subsequently, Kelly workers turned their focus to a long-
time Hispanic congressman who had proven his dedica-
tion to the San Antonio community in the past. On his
retirement, the workers• expectations were then focused on
their union representatives, who apparently had their own
shortcomings and agendas. After each setback, Kelly workers
remained steadfast and optimistically convinced that some-
thing good would happen.

The •something goodŽ occurred just prior to the “rst
known RIF. In February 1998, Boeing Corporation an-
nounced a plan to move its aircraft ”eet maintenance and
overhaul work to San Antonio. As part of the privatization
initiative, Boeing representatives signed a 20-year lease for
the aircraft facilities at Kelly. This agreement indicated that
approximately 800 private industry jobs would become avail-
able by the summer of 1999. In small group and individual
discussions, workers verbalized their understanding that the
workforce outnumbered the proposed positions and that
Boeing would be offering transfers to their current employ-
ees. However, in general, the majority of the Kelly workers
individually believed that he or she would obtain one of the
available openings.

As that reinforcing •something goodŽ was happening,
the initial RIF took place in the base•s aircraft maintenance
branch of approximately 1,400 workers. After the departure
of 233 temporary employees, 29 retirees, and the 390 work-
ers who opted for one of the two offered buy-out programs,
only three permanent employees were involuntarily sepa-
rated. This extremely low number did not cause any great
alarm to the Kelly community. The remaining employees
were shifted to other open positions in their occupational cat-
egories based on the employees• seniority. This bump and re-
treat process contributed to the underlying currents of stress
and potential disorganization. As a worker was identi“ed as
having suf“cient seniority to be retained, for the time being,
he or she would retreat to another job location and bump an-
other worker with less seniority. Frequently, the newcomer•s
presence would create signi“cant turmoil. The existing work
unit, which may have been together for some time, was now
altered and one of the original members was dismissed. The
newcomer was seen as the cause of the disorganization. He or
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she slowed production while learning the team•s unique pro-
cedures taught by the group being disrupted and became a
threatening symbol of what could happen to the others.

The propulsion directorate, with approximately 3,500 em-
ployees, was the next group to be scrutinized for reductions.
Faced with a declining number of opportunities and open-
ings, workers still maintained high levels of production. One
stabilizing line of thought had been that the presence of
Boeing would act as a catalyst for drawing a major engine
company to the area. This was subsequently reinforced by
an agreement with Lockheed Propulsion and Tinker AFB.
This agreement kept some of the engine work in San Antonio;
however, once again, the number of employees exceeded the
number of possible jobs.

The results of the RIFs and the various separations ap-
peared to have a rather negligible initial impact. The workers
remained optimistic, and production rates and job perfor-
mance remained high. However, the •whisper network,Ž a
term coined by the base chaplain, was beginning to indicate
an increase in concerns, worries, and strains that resulted
in an exacerbation of potential negative stress reactions. The
existing network of base and community service providers
was organized to address relevant issues and to attempt to
buffer the impact of negative stressors.

Service-Oriented Networks

A number of service-oriented networks focused on the needs
of Kelly personnel and assisted them in meeting their objec-
tives for a successful transition. A nonexclusive number of
key base and community agencies included the Kelly Action
Information Board, the Integrated Delivery System team, the
Chaplain Of“ce, the Civilian Employee Transition Of“ce,
and the Kelly chapter of the United Way.

The Kelly Action Information Board

The Kelly Action Information Board (KAIB) was a cross-
functional structure composed of a variety of necessary base
and community organizations whose main purpose was to
disseminate information and provide guidance to programs
relevant to base closure. It was similar to the change manage-
ment team as outlined by Adkins (1998). The KAIB was
chaired by the installation vice commander, which re”ected
the degree of importance associated with the welfare of the
Kelly community.

The Integrated Delivery System Team

The Integrated Delivery System (IDS) team was the main
working group of the KAIB. Its purpose was to coordinate all

preventive, educational programs aimed at individual and
family well-being and to ensure there were no redundancies
or gaps in available programs and services. The OHP psy-
chologist, as the designated representative of the installation
commander, chaired the IDS. A major goal of the group was
to facilitate the integration and implementation of all neces-
sary services, resources, and support activities to meet the
needs of the Kelly military and civilian population during
the transition of base realignment and closure. It was highly
preferred that IDS interventions be as proactive and preven-
tive as possible. This required a sensor system that would
provide an accurate assessment of workforce needs and per-
ceptions. By assessing these perceptions, workforce concerns
could be addressed at an earlier stage and healthier decision
options could be offered and implemented. A major concern
was in acquiring relevant, usable data from the workforce.
Thus, IDS objectives were to determine the needs of individ-
ual subgroups, increase the awareness of available services,
and de“ne roles and responsibilities for those services.

Chaplains

The role of the chaplain•s of“ce in service delivery was in-
dispensable. The chaplains were viewed by the workforce as
individuals who could maintain con“dence of shared infor-
mation. Talking with a chaplain was viewed as acceptable in
terms of self-disclosure when events become increasingly
dif“cult. A great deal of relevant information was obtained
through the whisper network, by which unof“cial ”oor infor-
mation was conveyed throughout the workforce. This net-
work conveyed valid information as well as rumor. It
revealed the perceptions of the workers and was essential in
lending credibility to organizational offerings.

The Civilian Transition Office

The Civilian Transition Of“ce (CTO), a department of the
Civilian Personnel Of“ce, provided various developmental
workshops and services designed to help employees enhance
their marketability as they transitioned from Kelly to other
employment. The CTO also acted as a networking link to nu-
merous outside sources and systems to provide awareness of
opportunities available to the workforce. The CTO covered
four functional areas: transition assistance program, career
counseling, permanent change of station, and supervisor
feedback surveys.

The Civilian Personnel Of“ce held a view to the future
and deliberately focused on the importance of the overall
base mission. They very quickly obtained training grants,
outlined timetables of events and outcome expectations, and
provided detailed monthly newsletters, which earned them a
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high degree of credibility. The Civilian Personnel Of“ce pro-
vided education and training in many transition areas, includ-
ing opportunities in self-employment. This training was
successful in allowing individuals to begin their own busi-
nesses but was also successful in dissuading those whose
probability of success was low.

The United Way

The United Way representatives for Kelly provided signi“-
cant contributions to the transition process. The referral agent
(RA) system was a vital link between the workers and neces-
sary services they required. They were the eyes and ears of
the base organizations. The objective of the RA system was
to maintain an informal network of employee volunteer lead-
ers to help transitioning coworkers and positively impact
mission accomplishment. The RAs provided limited referral
information with more complicated cases being referred to
appropriate agencies. The RAs were informational points of
contact. These volunteers worked in the very same settings as
their peers and were well-known to their coworkers, enabling
them to carry a considerable degree of credibility, which was
often hard to come by on the working ”oor. They also pro-
vided quantitative data to management on workforce needs
and stress levels. RAs provided assistance with a minimum
disruption to production, conformed to federal and state
con“dentiality policies, and encouraged coworkers to take
advantage of available transition services. They were not
meant to counsel, solve problems, or make decisions. They
did not discuss coworkers• interviews with others, and
they did not intervene in potentially violent situations. Under
the contractual agreement between Kelly and United Way,
three base program managers were provided to oversee and
support the RAs, provide monthly in-service training,
and compile monthly service reports. The 11-person profes-
sional staff at the United Way conducted 20 hours of entry-
level training to each RA, provided information and referral
back-up during regular work hours, and provided a 24-hour
counseling and crisis intervention helpline. United Way
involvement provided a neutral, highly credible third party.
This non-Air Force af“liation enabled them to reach employ-
ees in denial or distrustful of being identi“ed to base services.
This appealed to the employee•s strong need for con“dential-
ity based on unsubstantiated concern that identi“cation might
result in an early lay-off.

Barriers and Goals

Given the nature of the organizational transition, the OHP
program relied on consistently produced, long-term results.
Plans and projects were developed to provide appropriate

services and interventions in a timely manner. However,
timeliness is relative to the perceptions of the community
served. Events were not always predictable, and projects
evolved slowly in this particular environment. The overall
population required increased awareness and encouragement
to become involved in making use of available services.

One signi“cant barrier in achieving program results was
acceptance. As with most organizational entities, Kelly
was composed of a multitude of different subgroups. The
initial objective was to elicit information from work groups.
In general, individuals who were not members of labor were
perceived as management, automatically providing a signi“-
cant barrier to communication. At the very least, a nongroup
member would be seen as an outsider. Super“cial, polite con-
versation might take place, but it took considerable time to
establish meaningful dialogues. This communication barrier
hindered service gap identi“cation, as the OHP was per-
ceived as looking for problems. Persistence and a near-
constant presence on the shop ”oor were means to overcome
this resistance.

A number of the IDS group members were frequently
involved in providing workshops and presentations for all
levels of the Kelly community. These presentations focused
on topics such as violence in the workplace, suicide aware-
ness, and stress management. They were offered both at the
worksite and at other base facilities at a variety of convenient
times. The attendees were assured that these presentations
were informal, and attendance was not of“cially docu-
mented. The informal setting and educational nature of the
sessions encouraged involvement because workers did not
have to acknowledge a problem but could participate just to
obtain information.

Transition Life Advisor Program

One very important achievement of the OHP program was
establishment of a Transition Life Advisor (TLA) Program.
Based on the monthly report of service and information re-
ferrals made by the RAs, a group of signi“cant problem
areas„categorized as work related, mental health, medical,
“nancial, protective services, substance abuse, and legal„
emerged. RAs reported that a relatively constant group of
individuals consistently sought information for the same
problem areas. This appeared to support the idea that ap-
proximately 10% of any workforce needs some assistance at
any given time. Of that group, approximately 25% to 30%
(2.5% to 3% of the total workforce) are dealing with signif-
icant problems and are chronic, heavy users of the service
system.

It became necessary to target service intervention to
provide for the needs of this high-risk group. In the TLA
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Figure 24.2 Fiscal years 1990 and 2000 “high risk” case management
appointments.
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Program, designed by Klunder and Scheibler, clinical social
workers were hired and deployed to base organizations with
the goal of identifying these individuals and attempting to
assist them in the transition process. These consultants acted
as case managers working with identi“ed members, helping
them set a path for transition, then ensuring their follow-up
with the outlined recommendations. The consultants were
available for crisis management as well as routine guidance
and assistance. This also visibly demonstrated senior
management concern for the employees and their families.
Figure 24.2 shows utilization charts for services over the crit-
ical period of the transition.

However, a number of barriers had to be overcome. These
seasoned professionals had to be age, gender, and ethnically
similar to the populations they served. Given the cultural
norms in the workforce, troubled individuals would have had
considerable resistance in dealing with a young counselor. A
more mature counselor would be seen as having a better un-
derstanding of life circumstances. The caseworkers were
strategically embedded throughout the industrial complex
with a priority to locations that were high on the RIF list.
Their of“ces were located in the work areas, and they made
daily rounds with frequent contact with the entire workforce
in their buildings. They built collaborative networks with
supervisors, union stewards, on-base providers, and workers
to facilitate referrals and working relationships. They con-
ducted aggressive outreach marketing activities to identify
and acquire high-risk employees for services. They consulted
with senior and mid-level management on individual worker
and workforce stabilization issues. Even though the clinical
director was the OHP psychologist, the TLAs were not iden-
ti“ed as being management, which greatly facilitated their
acceptance.

High-Risk Work Environment, Good Results

In the context of this high-risk work environment with dra-
matic change occurring daily, there was concern that serious
problems, such as suicide and workplace violence, might be-
come overtly manifest. This was a particular concern for the
at-risk employee population. The at-risk employee popula-
tion presented with very complicated personal and family
problems, and with little or no identi“ed plan of action to re-
solve them. Troubled employees with chronic performance
problems were facing layoffs without a realistic transition
plan. Individuals remained in denial despite RIFs, workforce
movements, and building closures. Employees experienced
job disidenti“cation when they were moved to a variety of
locations with the intent of helping them. Many workers de-
veloped or experienced exacerbation of existing physical
problems. The base occupational medicine clinic indicated
that more than 30% of the Kelly workforce did not have med-
ical insurance. TLAs were able to “ll a needed gap in support
services, especially for uninsured workers, and therefore
played a signi“cant role in facilitating a smoother transition
for the Kelly population.

Suicides

The three key results over the six-year closure process that
have been examined were suicides, workplace violence, and
labor grievance or complaint rates. The results are very af-
“rming of the comprehensive OHP strategy for the health of
this working population. While there was a degree of suicidal
ideation and intent, as reported by TLAs, swift and direct in-
tervention resulted in several saved lives. Only one suicide
was completed within the base population during the six-year
period, and that event occurred with a new employee who
entered the workforce under psychiatric care. The event
appeared to be totally unrelated to the work environment.
During much of this period, the U.S. Air Force was very
actively pursuing a suicide prevention program, which the
Centers for Disease Control and Prevention credited with a
“ve-year drop in suicide rates of 16 per 100,000 (1994) to
2.2 per 100,000 (1999), an over 80% decline. However, even
in this high-risk environment, the Kelly results were well
below the 1999 overall Air Force rates.

Workplace Violence

While there was some angry language, heated emotions, and
minor pushing and shoving on occasion, there was never a se-
rious physical altercation throughout the six-year period of
the transition, re-alignment, and closure process.
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Cost Savings

The TLA program has been credited with signi“cant cost
avoidance. The Kelly Equal Employment Opportunity (EEO)
Of“ce indicated that overall approximately 40% of initial
complaints move to formal status. The minimum administra-
tive and investigative costs associated with a formal com-
plaint is $80,000 regardless of whether it is validated. Based
on the highest risk and highest/severe risk complaints dealt
with by the TLAs, EEO projections attribute an administra-
tive saving of between $23.9 million and $33.7 million.
These are processing costs and do not include an undeter-
mined amount of potential outcome costs that may have been
awarded to complainants.

The TLA team also presented a visible symbol of concern
on management•s part, which assisted workers in overcom-
ing a sense of isolation and fostered group cohesiveness.
There was a minimized loss of production time associated
with incident intervention, resolution, and disposition as
workers took greater responsibility for their actions and out-
comes. Aside from the humanitarian concerns, there were
also practical results. The Air Force did not incur violence or
suicide liability exposure. Financial liability resulting from
litigation with a victim, traumatized coworker, family mem-
ber, or class action coalition was eliminated.

To Kelly employees, the TLA program provided compre-
hensive, readily accessible services to needy families as well
as a con“dential alternative to on-base services. To work su-
pervisors, the program helped minimize worksite employee
stress and lost production time. It allowed supervisors to
focus on production priorities and provided an outlet for su-
pervisor needs. To Kelly management, TLAs represented a
visible sign of commitment to the workforce during height-
ened periods of turmoil, provided a preventive approach to
minimizing suicide as well as interpersonal and family vio-
lence, and minimized administrative time and costs associ-
ated with incident intervention, resolution, and disposition.

FUTURE DIRECTIONS IN OCCUPATIONAL
HEALTH PSYCHOLOGY

As a relatively young specialty in psychology, a key question
to be answered is how will OHP continue to grow and
evolve? We see four directions for OHP. First, we see more
bridge building with other disciplines, especially engineer-
ing. However, we can see the need for bridges into disciplines
such as “nance, economics, information systems, and pro-
duction operations as well. Second, we see a greater empha-
sis on an organizational balance between task mastery and

interpersonal support in the workplace. Third, we see an inte-
gration of the professions addressing the human side of the
enterprise. Finally, we see the need for systems to address
the toxins and emotional pain all too endemic to organiza-
tional life.

Luczek•s (1992) ideas of anthropocentric work design,
which place the individual at the center of the design process,
exemplify the bridge building between psychology and engi-
neering. When it comes to the design of a wide variety of
workplaces and tasks, those in OHP must make more exten-
sive and concerted efforts to develop partnerships with the
engineering disciplines. The design of bricks, mortar, work-
stations, and a wide variety of machines and mechanisms for
technological leverage in organizations require the combined
input of experts in materials and products as well as people
and behavior. Frederick Taylor was the “rst engineer to delve
into psychology and human behavior. We must follow his ex-
ample by linking psychology with engineering as well as
with other disciplines.

OHP needs to help managers and organizations better un-
derstand the need for balance between task mastery and in-
terpersonal support in the workplace (Joplin, Nelson, &
Quick, 1999). Humans have two instinctual drives that are
somewhat intractable. One is the drive to explore and master
the world, and the other is to feel safe and secure. The inten-
sity and degree to which these drives operate across individ-
uals and across life stages varies. In the adulthood years,
these drives are often manifest in the language of love and
work. While task mastery leads to productive activity and
achievement, secure interpersonal attachments and support
provide the platform for emotional, psychological, and phys-
ical health. Both needs must be addressed and balanced if or-
ganizations and the individuals in them are to maintain their
health in the midst of effortful striving (Frese, 1997).

We brie”y discussed the concept of a chief psychological
of“cer in an organization earlier in the chapter. A key role for
a chief psychological of“cer, or even chief people of“cer, in
an organization is to provide an integrating function for the
specialties on the human side of the enterprise. These spe-
cialties include human resource professionals, physicians and
medical personnel, psychologists, safety professionals, secu-
rity forces, and chaplains and spiritual advisors. Each expert
offers a different type of expertise aimed at caring for people
at work, as well as for the health of the organization. These
experts need to be integrated and organized in functional
role interrelatedness such that they are complimenting and
supplementing each other as they provide the support and re-
sponses individuals at work need. In a complex work setting,
it may not be clear whether a worker should call the security
forces, a psychologist, or a personnelist.
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Finally, Edgar Schien (Quick & Gavin, 2000) and Peter
Frost (Frost & Robinson, 1999) are among those concerned
with addressing the toxins and emotional pain all too often
endemic to organizational life. While healthy organizational
systems may have natural homeopathic agents and immune
systems that metabolize these psychological toxins and emo-
tional pain, OHP can take the lead in crafting mechanisms
and systems to help manage these unhealthy energies that
inevitably, yet unintentionally, emerge in many work organi-
zations. Schein uses the term organizational therapy, and we
need to evolve language and mechanisms for making this
process more concrete and complimentary to the other lead-
ing edges of occupational health psychology.
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Complementary and alternative therapeutic approaches to the
treatment of medical disorders share many fundamental con-
cepts and philosophies with health psychology. The term
complementary and alternative therapy is used to describe a
set of treatments that serve as an adjunct to, or complement,
standard medicine practices, but also serve as an alternative
form of medical therapy. Many of these approaches promote
a holistic view of medicine, positing that psychological or
emotional experiences have a reciprocal relationship with
physical experiences, with a growing body of research sup-
porting this link (see Cohen & Herbert, 1996; Pelletier,
1992). A common perspective of many complementary and
alternative treatment approaches is that healing is viewed as
a process of becoming whole on many different levels (phys-
ical, emotional, social, spiritual) and often involves an in-
crease in awareness and self-discovery. Complementary and
alternative practitioners, similar to many health psycholo-
gists, aim to help patients achieve an increased understanding
of how their bodies, health, and well-being are linked. They
also aim to empower their patients to take a more active ap-
proach in health maintenance and decision making. In this
chapter we (a) present a description of popular complemen-
tary and alternative approaches to medicine, their clinical ap-
plications, and a brief summary of supporting research; (b)
present several common themes of these approaches from a
health psychology perspective; and (c) provide suggestions

for the future regarding the integration of such treatments
with psychological intervention.

One major criticism concerning complementary and alter-
native therapies that frequently emerges throughout this
chapter is the dif“culty in applying current scienti“c stan-
dards to these therapy approaches. This challenge is due
partially to the idiographic treatment and case history
methodologies employed by many complementary and alter-
native therapies, which contrast with the general diagnosis-
based methodologies employed by the biomedical approach.
Because health is often viewed as being related to multiple
causes and in”uenced by multiple systems, conventional
measurement and analyses are dif“cult to apply. Hence, re-
sults from existing research data tend to be inconsistent
and inconclusive. Until therapies are subjected to rigorous
methodologies, many of these healing approaches will not
be considered credible cures in their own right. Neverthe-
less, complementary and alternative therapies have been
increasingly accepted by the public. The various com-
plementary and alternative approaches have originated from
Western (e.g., homeopathy, osteopathy, chiropractic) and
Eastern (e.g., Ayruveda, traditional Chinese medicine) cul-
tures. Herbal remedies, lifestyle modi“cations, tactile thera-
pies, movement therapies, and mind/body therapies are
frequently used as treatment interventions for maintaining
health across cultures.
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WESTERN SYSTEMS OF HEALING

Homeopathy

Homeopathy, founded by Samuel Hahnemann, M.D.
(1755…1843), is based on the Law of Similars, or •Let likes
be cured by likes.Ž It is a form of self-healing in which the
substance (e.g., minerals, plant extracts, chemicals, or
disease-producing germs) that creates illness symptoms in a
healthy individual is used to cure those very symptoms when
prescribed in microdoses. Symptoms are not thought to be
part of the illness but part of a curative process (Spencer &
Jacobs, 1999) because outward manifestations of illness rep-
resent an attempt of an organism to heal itself, with the cor-
responding remedy reinforcing that attempt in some way
(Micozzi, 1996).

The homeopathic practitioner views illness as a disturbance
of the vital force of an individual, manifesting itself as a total-
ity of physical, mental, and emotional symptoms that is unique
to each patient (Micozzi, 1996). Homeopathic remedies exist
for psychological conditions such as depression, anxiety,
and the wide range of distressed mental states. For example,
minerals such as argentum nitricum and aurum metallicum
have been prescribed for anxiety and depression, respectively
(Lockie, 1989; Stanton, 1981). Plant derivatives such as
ignatia, arnica, and equisetum have been prescribed for grief,
shock, and for curing bedwetting in both children and adults,
respectively (Lockie, 1989; Stanton, 1981). Typical homeo-
pathic practice includes a thorough idiographic assessment of
a patient•s case history and presenting symptoms (e.g., physi-
cal, cognitive, and emotional) to “nd a homeopathic remedy
that matches the individual rather than a speci“c illness, with
the correct remedy or combination of remedies aimed at cur-
ing the patient•s whole spectrum of symptoms.

One of the main advantages of homeopathic remedies is
that they are relatively safe and have no side effects because
of the in“nitesimal amounts of the homeopathic substances.
However, because homeopathy is highly individualized, it is
a dif“cult and exacting art. A skilled homeopathic practi-
tioner might try several remedies before any bene“t is ob-
tained. Furthermore, there remains a lack of understanding of
dilute remedies• mechanism of action, as well as an inability
to predict how a patient will respond to a certain remedy or
which symptoms will be affected. These factors greatly hin-
der the study of treatment ef“cacy of homeopathic remedies.

Therapeutic Approaches

To minimize the potentially toxic effects of a medicinal sub-
stance, extremely minute doses are used. The preparation of

the homeopathic remedy starts with an amount of the medic-
inal substance (e.g., herbal tincture) and serially diluting it
either 10- or 100-fold with water a number of times, followed
by vigorous shaking between each dilution (potentizing;
Ernst, Rand, & Stevinson, 1998; Micozzi, 1999). The dosage
must be tailored to “t the patient very much like the choice of
the remedy itself. The general rule is to stop the administra-
tion of the remedy once the reaction is apparent, allowing the
remedy to complete its course of action, and repeating only
when the reaction has subsided.

The therapeutic goal of homeopathy is to “nd a substance
that matches as many of the individual•s symptoms as possi-
ble, including not only physical symptoms, but also the living
experience of the patient, such as the full range of thoughts
and feelings. Hence, both cognitive and emotional symptoms
sometimes weigh heavily in choosing the remedy. The
homeopathic diagnostic interview is composed of a physical
examination, laboratory work, and the opportunity for the
patient to tell his or her life story. This provides an opportu-
nity for assessment of symptoms and as a means of catharsis.
It makes the homeopathic interview a possible healing expe-
rience in its own right, leading critics to believe that effec-
tiveness of homeopathic remedies may be a function of the
placebo effect.

Clinical Applications

To date, there are signi“cantly more descriptive studies in the
literature than there are clinical trials. A meta-analysis of
homeopathic clinical trials uncovered 105 controlled trials,
of which 81 indicated positive results and 24 indicated a
lack of positive results compared to placebo (Kleijnen,
Knipschild, & ter Riet, 1991). Another meta-analysis ex-
tracted 89 of 185 homeopathic trials as having appropriate
data for such an analysis (Linde et al., 1997). The results
were also in support of homeopathy.

A number of studies in peer-reviewed journals report the
apparent effectiveness of homeopathy for certain asthmatic
and allergic conditions. In a randomized, double-blind,
placebo-controlled clinical trial involving 28 patients with
allergic asthma, homeopathy was found to produce signi“-
cantly more symptom improvement than placebo (Reilly
et al., 1994). Another study with a similar design involving
144 patients with symptoms of hay fever found a signi“cant
reduction in symptom intensity and use of histamines (50%
less) in the homeopathy treatment group compared to the
placebo group (Reilly, Taylor, McSharry, & Aitchison, 1986).
The results from these studies suggest potential bene“ts of
homeopathy as a complementary treatment for asthma, aller-
gies, and other stress-related conditions.
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The value of homeopathy as a treatment for depression
is presently unknown because of the lack of substantiation
by systematic research. Davidson, Morrison, Shore, and
Davidson (1997) reported a case study of a 47-year-old
woman whose depressive and anxious symptoms improved on
”uoxetine (Prozac) and calcarea carbonica (a homeopathic
remedy). The thorough review of homeopathy clinical trials
by Kleijnen et al. (1991) and the meta-analysis by Linde et al.
(1997) detected only one study related to depression.
Although this study (Ernst et al., 1998) produced a result in
favor of homeopathy, the study was of low methodological
quality. Furthermore, two large reviews of the role of home-
opathy in clinical medicine concluded that, except for the
occasionally demonstrated bene“t, there was little scienti“c
evidence to support the use of homeopathy in the majority of
clinical settings (Watkins, 1994).

Several problems exist in studying the ef“cacy of homeo-
pathic treatments. To provide some scienti“c rigor, most con-
ventional clinical research involves administering the same
remedy to all patients, which contradicts the philosophy of
the idiographic approach involved in homeopathic treat-
ments. Furthermore, most homeopathic studies are case re-
ports but do not include methodologies that include multiple
baselines or a reversal to baseline methodology.

Osteopathy

Osteopathy, founded by Andrew Taylor Still, M.D.
(1823…1917), is a complete system of prevention, diagnosis,
and treatment based on a •whole personŽ approach. It posits
that there is an interrelationship between the structure and
function of the human body and that the body has the ability
to self-regulate and self-heal. Speci“cally, when the body is
in a normal structural relationship with adequate nutrition, it
is capable of maintaining its own defenses against diseases
and other pathologic conditions (Micozzi, 1996; C. M. Nezu,
Nezu, Baron, & Roessler, 2000). However, when there are al-
terations in the structural relationships of the body parts, the
body has dif“culty resisting or recovering from illness. It has
been proposed that structural dif“culties in the body can
cause numerous problems such as arthritis, headaches, emo-
tional problems, breathing problems, heart problems, and
digestive problems depending on which area in the muscu-
loskeletal system is restricted or under stress (The Burton
Goldberg Group, 1995). Recovery from these conditions is
said to occur through normalization of body mechanics and
the neuromusculoskeletal system via osteopathic manipula-
tive treatment (OMT).

It is important to distinguish between the actual practices
of osteopathic physicians from osteopathic manipulative

treatments. Osteopathic training in the United States blends
conventional medical practices and training in biomedical
sciences with osteopathic manipulative treatment approaches
as an integrated system of health care. Depending on the
focus of the licensed osteopathic physicians, the actual prac-
tice of osteopathy may vary according to the area of specialty
(Sirica, 1995).

Therapeutic Approaches

The diagnostic process in osteopathy emphasizes a close and
personal relationship between the physician and patient
because it is based on the premise that familiarity with a
patient•s personality and habits is essential to providing high-
quality health care (Hruby, 1995). Because osteopathy
evaluates the human body as an integral unit, treatment
modalities are selected based on the patient•s report of signs
and symptoms, along with a comprehensive patient history
and examination in which the structure and function of the
musculoskeletal system provides important clues to dysfunc-
tion (Micozzi, 1996). OMT is a therapeutic means of correct-
ing these dysfunctions and is often prescribed in conjunction
with other clinical modalities, including education on nutri-
tion, lifestyle, breathing techniques, relaxation techniques,
and postural correction to reduce tension to the affected areas
of the body (C. M. Nezu et al., 2000). Although osteopathy is
considered a comprehensive system of healing, it is best
known for its reliance on the diagnostic and therapeutic value
of the musculoskeletal system and OMT, which is a distin-
guishing hallmark of the osteopathic profession. Different
manipulative approaches available to the osteopathic physi-
cian include muscle energy, myofascial, counterstrain, and
thrusting techniques (DiGiovanna & Schiowitz, 1991). Mus-
cle energy techniques focus on directing muscles against a
distinct counterforce such as increased tension or resistance.
The goal is to mobilize joints by gently tensing and releasing
speci“c muscles to produce relaxation. Myofascial tech-
niques, also known as soft tissue techniques, focus on the
continuous layer of connective tissue below the skin (i.e.,
fascia) that surrounds and bonds all of the body•s internal or-
gans. They are used to relax and release restrictions in the
soft tissues of body. In counterstrain techniques, somatic dys-
function is believed to have a neuromuscular basis. These are
functional and positional release methods used to relieve pain
by placing the patient in a speci“c position to allow the body
to relax and release muscular spasms that may have been
caused by strain or injury. Thrusting techniques are small,
high velocity forces applied by a practitioner in an effort to
alleviate joint dysfunction (e.g., by altering the range of
motion available at a joint).
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Clinical Applications

Research to date focuses on the philosophy of osteopathic
medicine and manipulation techniques and less on treatment
outcome. Patients with HIV disease have been reported to use
OMT for relaxation and pain management because of drug
toxicity or disease progression (Micozzi, 1999). Treatment
includes massage and myofascial release techniques to relax
muscle tension, counterstrain techniques to relax and elon-
gate muscle “ber for increased joint mobility and range
of motion, muscle energy techniques to foster normalization
of the musculoskeletal system, and visceral manipulation,
which may potentiate normal physiologic function of indi-
vidual organs.

Chiropractic

Chiropractic, derived from the Greek word meaning •done
by hands,Ž was founded by Daniel David Palmer in 1895
based on the premise that vertebral subluxation (a spinal mis-
alignment causing abnormal nerve transmission) is the cause
of virtually all disease and that chiropractic adjustment (a
manual manipulation of the subluxated vertebrae) is its cure
(Palmer, 1910). Similar to the fundamental principles of os-
teopathy and the foundation of the emerging holistic health or
wellness paradigm, a chiropractic approach views human
beings as possessing an innate healing potential. Like os-
teopathy, structure and function are believed to exist in inti-
mate relation with one another. Hence, structural distortions
of the spine are proposed to cause functional abnormalities,
which may impede the communication and balance between
the different branches of the nervous system (central, auto-
nomic, and peripheral) that are required for health mainte-
nance. This is believed to result in injury or stress, causing
pain. Restoration and maintenance of proper bodily function
involves realigning the spine to remove the pressure of bone
impingement on spinal nerves to restore spinal joint mobility
and nerve function. Whereas osteopaths provide manual ther-
apy to a variety of areas in the body, chiropractors focus
speci“cally on spinal maladjustments. A balanced, natural
diet and exercise is also considered an important part of treat-
ment for maintaining proper bodily function and optimal
health.

Therapeutic Approaches

Of the patients seeking chiropractors, 90% present with neu-
romuscular problems such as back pain, neck pain, and
headaches, conditions for which spinal manual therapy

(SMT) is most effective (Plamondon, 1995). The central
focus of chiropractic practice is to determine when and where
SMT is appropriate, and what type of adjustment is most
appropriate in a given situation. The most common form of
chiropractic SMT is the high-velocity, low-amplitude thrust
adjustment (HVLA), also known as osseous adjustment
(Micozzi, 1996). It involves manual movement of a joint to
the end point of its normal range of motion, followed by local
pressure on bony prominences and then imparting a swift,
speci“c, low-amplitude thrust for joint cavitation. Although
patients often report signi“cant functional improvements and
healing effects following chiropractic adjustment, positive
health changes have never been convincingly correlated with
vertebral alignment (Micozzi, 1996; Winkel, Aufdemkampe,
Matthijs, Meijer, & Phelps, 1996).

Clinical Applications

Several comprehensive reviews exist on clinical outcome
studies in spinal manipulation. Shekelle, Adams, Chassin,
Hurwitz, and Brook (1992) analyzed nine randomized, con-
trolled trials that tested the effects of spinal manipulation
against various conservative treatments for patients with
acute low back pain (e.g., back pain that does not result from
fractures, tumors, infections, and vascular, abdominal, or uri-
nary diseases). All nine studies found spinal manipulation to
be ef“cacious, leading the authors to conclude that spinal
manipulation hastens recovery from uncomplicated low back
pain. Findings from two other meta-analyses (Abenhaim &
Bergeron, 1992; Anderson et al., 1992) provide some evi-
dence of the short-term effectiveness of spinal manipulation
in relieving acute and chronic back pain, although long-term
effects of this treatment have not been adequately evaluated.
Chiropractic treatment has also been demonstrated to be more
effective in treating the pain from muscle tension headaches
than the tricyclic antidepressant amitriptyline for long-term
relief of pain (Boline, 1991). Patients maintained their levels
of improvement after treatment was discontinued, while
those taking medication returned to pretreatment status in an
average of four weeks following its discontinuation. Further
research is needed to address the question of long-term ef“-
cacy of spinal manipulation for different types of pain.

Other studies have focused on applying chiropractic ma-
nipulation to spinal cord injury patients (Fritz-Ritson, 1995;
Woo, 1993), infantile colic (Klougart, Nilsson, & Jacobsen,
1989), and enuresis (Leboeuf et al., 1991; Reed, Beavers,
Reddy, & Kern, 1994). The results generated from these
studies are inconsistent and inconclusive because of limita-
tions in research design. Further research is needed to
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determine the effectiveness of chiropractic manipulations in
these populations. 

EASTERN SYSTEMS OF HEALING

Ayurveda

Ayurveda, a Sanskrit word meaning •the science of life and
longevity,Žis a major health system developed in India more
than 5,000 years ago that emphasizes a preventive approach
to health by focusing on an inner state of harmony and
spiritual realization for self-healing. It focuses on the whole
organism and its relation to the external world because human
beings are viewed as minute representations of the universe
and contain within them everything that makes up the sur-
rounding world. The cosmos is believed to be composed of
“ve basic elements (earth, air, “re, water, and space), which
occur as the three doshas (vata, pitta, and kapha), or the basic
bodily and mental human energy forces (Micozzi, 1996).
Most people possess a combination of doshas, in which one
dosha predominates. When the three doshas are in equilib-
rium, health is said to be maintained. When an imbalance
occurs among them, body dysfunctions that lead to the mani-
festation of disease exist. The cause of the imbalance may
originate in the body, outside the body, or from spiritual
sources.

In addition to the doshas, Ayurveda principles indicate that
an individual is in”uenced by three mental states based on the
qualities of balance, energy, and inertia (Micozzi, 1996). The
mind is said to be in equilibrium when it is in the state of bal-
ance. The mind is excessively active when it is in a state of
energy and is inactive when it is in a state of inertia, with both
states causing weakness in equilibrium. Hence, the body and
the mind can interact to create a healthy and functional, or
unhealthy and nonfunctional, condition. During the assess-
ment phase, the Ayurvedic physician determines both the
mental and physical conditions of the patient before proceed-
ing with any form of diagnosis and treatment. Treatment aims
to restore the balance of the doshas or to maintain the proper
balance of energy ”ow ( prana; C. M. Nezu et al., 2000). This
can be achieved through a variety of methods such as medi-
tation, exercise, diet, herbs, aromatherapy, oil massages,
yoga, and medicated enemas (Spencer & Jacobs, 1999), with
a main focus on lifestyle changes.

Although a centuries-old healing phenomena, Ayurveda
was revived in recent decades by Maharishi Mahesh Yogi.
This speci“c reformulation of Ayurveda is known as
Maharishi Ayurveda (MAV). •MAV promotes the idea of

consciousness as a primary importance in maintaining opti-
mal health, and emphasizes meditation techniques as a way
to develop integrated holistic functioning,Ž according to
Micozzi (1996, p. 243). The fundamental principles of MAV
are similar to those of traditional Ayurveda. However, the
ultimate basis of disease in MAV is associated with losing a
person•s sense of spiritual being. Prevention and cure is
focused primarily on restoring the conscious connection to
the person•s spiritual core, enabling the full expression of
the body•s •inner intelligence.Ž

Therapeutic Approaches

The two general courses of treatment in Ayurveda are pro-
phylaxis and therapy (Micozzi, 1996). Prophylaxis is used to
help a healthy person maintain health and prevent disease.
Therapy is used to help an ill person restore health. When a
person is diagnosed with an imbalance of the doshas, puri“-
cation therapy, alleviation therapy, or a combination of these
is prescribed. In puri“cation therapy, a patient might be given
a purgative, such as an enema, to eliminate the dosha that is
thought to be causing the disease. Alleviation therapy uses
the condiments honey, butter or ghee, and sesame or caster
oil for the same purpose. Once the individual returns to
health, continuous prophylaxis is recommended based on a
variety of methods such as diet, meditation, herbal regimens,
and regular therapeutic puri“cation procedures.

In MAV, the most important technique in achieving over-
all well-being is transcendental meditation (TM), where •the
mind transcends even the subtlest impulses of thought and
settles down to the simplest state of awarenessŽ (Micozzi,
1996, p. 246), a state known as transcendental consciousness.
Although MAV views unfolding consciousness as the single
most important strategy of both disease prevention and cure,
lifestyle, behavioral, and emotional factors can also have a
great impact. For example, traditional virtues such as re-
specting others, familial harmony, practicing nonviolence,
pardoning others, and maintaining a positive emotional tone
are understood to promote health for the individual•s mind
and body, as well as for the community and society.

Clinical Applications

Herbal remedy is an important component of Ayurvedic med-
icine. Laboratory and animal studies have found cytotoxicity
in some traditional and MAV remedies (Sharma et al., 1991;
Smit et al., 1995), suggesting potential effectiveness in can-
cer treatments. However, no randomized studies in humans
have been conducted (Spencer & Jacobs, 1999). Some
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Ayurvedic herbal mixtures have been found to have bene“-
cial health effects. The herbal mixture MA-631 may be used
to prevent and treat atherosclerotic vascular disease (Hanna,
Sharma, Kauffman, & Newman, 1994). Herbal mixtures
MAK-4 and MAK-5 have been found to be effective in angina
patients in signi“cantly reducing angina frequency and sys-
tolic blood pressure, and in improving exercise tolerance
(Dogra, Grover, Kumar, & Aneja, 1994).

The extant research surrounding TM appears to support its
proposed bene“cial effects on health, suggesting that TM
may be an effective complementary intervention for patients
suffering from a variety of psychological and physical prob-
lems. A Harvard study of elderly nursing home residents
compared the practice of TM with two other types of med-
itation and relaxation techniques over a three-year period
(Alexander, Langer, Newman, Chandler, & Davies, 1989).
The study found that the TM group had the greatest reduc-
tions in stress and blood pressure, and the lowest mortality
rate. A meta-analysis on the effect of meditation and trait anx-
iety conducted at the Stanford Research Institute found that
TM is approximately twice as effective as other meditation
techniques at reducing trait anxiety (Eppley, Abrams, &
Shear, 1989). TM has also been found in several studies to re-
tard biological aging (Glaser et al., 1992), to signi“cantly
reduce high blood pressure and cholesterol (Cooper &
Aygen, 1978), and to help in giving up harmful habits such as
cigarette smoking, heavy drinking, and illegal drug use by
incorporating more healthy dietary and lifestyle changes
(Alexander, Robinson, & Rainforth, 1994; Gelderloos,
Walton, Orme-Johnson, & Alexander, 1991). These studies
collectively suggest that practicing TM has bene“cial effects
on health.

Traditional Chinese Medicine

Similar to Ayurveda, traditional Chinese medicine (TCM)
diagnostic and treatment strategies involve a search for im-
balance and disharmony in each individual patient. The phi-
losophy of TCM begins with yin (shady side) and yang
(sunny side), which are opposing but complementary forces
that exist in a dynamic equilibrium (The Burton Goldberg
Group, 1995). Like Ayruveda, TCM focuses on interrelation
and interdependence of the whole organism with the external
world. In addition to being viewed in relation to their sur-
roundings, yin and yang are also used to correlate the body
and other phenomenon to the human experience of health and
disease, and all health treatments are aimed at keeping yin
and yang in balance.

Another concept that is crucial to understanding TCM is
qi, often translated with the term energy or life force. While

the Western de“nition of energy is the capacity to do work, qi
implies that •the body is pervaded by subtle material and mo-
bile in”uences that cause most physiological functions and
maintain the health and vitality of the individualŽ (Micozzi,
1996, p. 195). According to TCM, this vital energy system
exists in the body along pathways called meridians or chan-
nels. When energy is ”owing at normal levels, the body is
balanced and healthy, resistant to disease, and can activate its
own healing efforts. When imbalances or blockages occur,
physiological and pathological changes ensue. Practitioners
of TCM believe that all illnesses result from a disturbance of
qi within the body.

In TCM, there is no distinction between mind and body.
TCM believes that an individual•s emotional and physiologi-
cal experiences are reciprocal. Hence, aspects of the human
emotional experience are linked to speci“c physiological or-
gans (e.g., anger is related to the liver, joy to the heart),
and, thus, are causal factors in disease. There are three cate-
gories for the causes of disease: external causes (i.e., wind,
cold, “re, dampness, summer heat, and dryness, collectively
referred to as •the six environmental evilsŽ), internal causes
(i.e., joy, anger, anxiety, thought, sorrow, fear, and fright, col-
lectively referred to as •the seven affectsŽ), and causes that
are neither external nor internal (e.g., dietary irregularities,
excessive sexual activity, overexertion, or complete inactiv-
ity; Micozzi, 1996). Each of the causes of disease disrupts
the balance of yin and yang in the body and disrupts the free
movement of qi. Successful diagnosis and treatment are
based on identifying the precise pattern of such imbalances.
This is accomplished by taking a comprehensive medical his-
tory, which includes asking about the nature of the patient•s
complaints, the presence of any excessive activities such as
sleeping or waking, diet, and sensations of •hotŽ and •cold.Ž
Treatment involves helping the person regain health by
reestablishing a normal balance and ”ow in the energy sys-
tem, so that the body may heal itself. All of the treatment
modalities in TCM are designed to achieve this harmony.
Healthy individuals also practice these treatment modalities
prophylactically to maintain health and prevent disease.

Therapeutic Approaches

There are a number of therapeutic approaches in TCM, of
which Qigong is the most powerful (Micozzi, 1996). Qigong
is a form of exercise-stimulation therapy that proposes to
improve health by redirecting mental focus, breathing, coor-
dination, and relaxation to mobilize and regulate the move-
ment of qi in the body to facilitate the body•s own healing
capacities (Spencer & Jacob, 1999). Tai Chi Ch’uan (also
called tai chi) is a type of martial art that uses slow,
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purposeful motor-physical movements to achieve control and
a more balanced physiological and psychological state. This
technique is particularly popular among senior adults, and
has been endorsed by the National Institute of Aging. Other
TCM approaches include acupuncture, acupressure, massage
(Tui Na), herbal medicine, and diet.

Acupuncture is employed to remove the obstruction caus-
ing the interruption of the ”ow of qi, or to redirect the ”ow of
qi to where it is insuf“cient. Thin needles are inserted super-
“cially on the skin throughout the body where meridian
points are located (Spencer & Jacobs, 1999). To further en-
hance the movement of qi, acupuncture is often used in
conjunction with heat (moxibustion) or electric current (elec-
troacupuncture). Healing is proposed by restoration of a
balance of qi ”ow within the body.

Acupressure uses the deep pressure of the “ngers or hands
to stimulate meridian points and qi ”ow. It is an effective
self-care and preventative health care treatment for tension-
related ailments (The Burton Goldberg Group, 1995). Acu-
pressure is also prescribed to help decrease psychological
distress by assisting persons to increase their body awareness
and ability to cope with stress through release of built-up ten-
sion (Jacobs, 1996). Tui Na is a form of acupressure massage
that uses techniques such as pushing, rolling, kneading, rub-
bing, grasping, percussion, and vibration to improve circula-
tion and to stimulate stale blood and lymph from tissues (The
Burton Goldberg Group, 1995). It is often used as an adjunct
to acupuncture treatment, to increase the range of motion of a
joint, or in populations where acupuncture is contraindicated
(e.g., pediatric). A type of popular acupressure called Shiatsu
(“nger pressure) originated in Japan and uses applied pres-
sure for 3 to 10 seconds in a rhythmic fashion. Shiatsu uses
the same points as acupressure, but a practitioner of shiatsu
refers to such points as tsubo, rather than meridian points.
Shiatsu combines meridian point therapy with gentle stretch-
ing and both soft tissue and joint manipulation and relies on
gravity, rather than muscular force, to operate.

Although magnetic therapy is not a TCM approach, it has
recently gained popularity in the Chinese culture because of
its self-help properties via the production of accessible de-
vices such as magnetic bracelets and small magnets that can
be easily adhered to the skin. The belief is that magnets
can heal and enhance health by placing them either along a
particular meridian or directly over the area of dysfunction to
remove the obstruction of qi ”ow. Despite the increasing use
of magnetic therapy as a form of self-help, empirical studies to
support its proposed bene“ts are lacking (Dexter, 1997).

Chinese herbal medicine is an integral part of Chinese
culture and medical practice. It includes not only plants, but
also mineral and animal parts as listed in the traditional

Chinese material medica (also Liu, 1988; Spencer & Jacobs,
1999). Prescribing rules exist for consideration of the com-
patibilities and incompatibilities of substances, the traditional
pairing of substances, and their combination for speci“c
symptoms (Liu, 1988). All of the formulas are organized in
such a way as to support the qi that is desired for returning the
body to a balanced and harmonious state.

Maintaining a balanced diet in TCM is extremely impor-
tant in maintaining health and in preventing, or recovering
from, diseases and other pathological conditions. Many of
the foods that are used for therapy in TCM are also routinely
prepared by families and are part of cultural practices. Spe-
cial foods, as characterized by their yin and yang properties,
may be prepared when seasons change or when a person is ill.
These food preparations are aimed at keeping yin and yang
in balance in the individual and preventing disturbance in
qi ”ow.

Clinical Applications

Most of the research studies in the literature on TCM focus
on meridian point therapies such as acupuncture, elec-
troacupuncture, and acupressure. Thus far, the evidence on
the ef“cacy of acupuncture in the management of chronic
pain is controvertible. One well-controlled study by Vincent
(1989) demonstrated the long-term effectiveness of acupunc-
ture in the treatment of migraine headaches. There was a 43%
reduction in past treatment pain scores and a 38% reduction
in medication usage for the acupuncture group compared to
the placebo group, and these results were maintained at four-
month and one-year follow-up. Patel, Gutzwiller, Paccand,
and Marazzi (1989) examined the effectiveness of acupunc-
ture for chronic pain in a meta-analysis of 14 randomized,
controlled trials comparing acupuncture with placebo or
standard care. The pooled results suggest that acupuncture
was effective in treating low back and chronic headache
pain. However, a second meta-analysis of 51 trials (ter Riet,
Kleijnen, & Knipschild, 1990) found that most of the studies
were of mediocre or poor quality with the best studies yield-
ing contradictory results, raising signi“cant debate over
effectiveness.

The bene“ts of acupuncture have also been explored in a
variety of other conditions. For example, acupuncture was
found to be effective in the management of symptoms associ-
ated with withdrawal from a variety of addictive substances
such as cocaine (Culliton & Kiresuk, 1996). Jobst (1995)
concluded that acupuncture produced favorable effects in the
management of patients with bronchial asthma, chronic bron-
chitis, and chronic disabling breathlessness. Although there is
no evidence that acupuncture is an effective treatment for



598 Complementary and Alternative Therapies

cancer itself, there are claims that it may be effective in pro-
viding some relief from the side effects of cancer or the
symptoms associated with conventional cancer treatments,
such as pain control, and nausea and vomiting associated
with chemotherapy (Vickers, 1996).

Some bene“ts of acupressure are supported in the scien-
ti“c literature. For example, compared to sham acupressure,
true acupressure was more effective in improving the quality
of sleep in institutionalized residents (Chen, Lin, Wu, & Lin,
1999). In randomized controlled studies, acupressure treat-
ment resulted in signi“cantly less nausea and vomiting
than placebo in persons undergoing laparoscopy (Harmon,
Gardiner, Harrison, & Kelly, 1999) and caesarean sections
(Harmon, Ryan, Kelly, & Bowen, 2000). Acupressure also re-
sulted in less nausea than treatment as usual in a sample of
women with breast cancer undergoing chemotherapy treat-
ment (Dibble, Chapman, Mack, & Shih, 2000). However, not
all published studies support the ef“cacy of acupressure. For
example, acupressure was not effective at decreasing motion
sickness in a double-blinded controlled study with a sam-
ple of male college students (Warwick-Evans, Masters, &
Redstone, 1991).

There is some support for the use of electroacupuncture
in the treatment of depression. Two randomized, controlled
clinical trials compared the effects of electroacupuncture and
amitriptyline hydrochloride in depressed patients (Luo, Jia,
Wu, & Dai, 1990; Luo, Jia, & Zhan, 1985). Both studies
found a signi“cant reduction in clinician•s ratings of depres-
sion scores after treatment for both groups; however, there
were no signi“cant differences between groups. Furthermore,
a two- to four-year follow-up also found no signi“cant differ-
ences between groups in the rate of depression recurrence,
with electroacupuncture having fewer side effects than anti-
depressant medication. Additional well-designed studies are
needed to further delineate the ef“cacy of meridian point
therapies in the treatment of depression.

Clinical data for the ef“cacy of other TCM therapeutic ap-
proaches also exist. Ryu et al. (1996) studied the effects of
Qigong and meditation on stress hormone levels in 20 sub-
jects who were engaged in at least four months of Qigong
training. The results supported the stress-relieving bene“ts of
such training. However, the study lacked both a control group
and random selection of treatment group participants. As
such, well-controlled studies are warranted to reach more
conclusive results. Although most studies on tai chi have lim-
ited generalizability because randomized trials with control
groups were rarely used, positive cardiovascular changes
(i.e., reductions in heart rate, blood pressure, and urinary cat-
echolamines) have been demonstrated when comparing a
participant•s own pretest and posttest scores in performance

(Jin, 1992). Tai chi may also help in promoting cardiorespira-
tory functioning in elderly subjects (Lai & Lan, 1995), as
well as enhancing positive mood (Jin, 1989, 1992). These re-
sults suggest that the practice of Qigong and tai chi may have
stress-moderating functions.

OTHER COMMON HEALING APPROACHES

Herbal Remedies

Although frequently employed as part of the overall healing
systems previously discussed, herbs have also been used as a
sole treatment to promote healing and balance. In the past
two decades, herbal remedies for psychiatric and medical
care have been increasingly used and investigated scienti“-
cally. One survey suggests that in 1990, •Americans made an
estimated 425 million visits to providers of unconventional
therapyŽ (Eisenberg et al., 1993, p. 247). Another survey
found that between 30% and 70% of patients in developed
countries use complementary and alternative medicine
(Linde et al., 1996). Overall, early studies suggest that phy-
totherapy, the use of active substances found in plants, can
enhance psychotherapeutic and medical treatment. The phy-
totherapeutic substances, described next, have undergone
some degree of scienti“c study.

Echinacea

Echinacea, also known as purple corn”ower, is derived
from the Greek word echinos, meaning •hedgehogŽ or •sea
urchin,Ž a name given to the plant because of its spiky seed
heads (Gunning, 1999). The herb is popular among Native
Americans and in Germany, and is represented by nine species
found in the United States. Echinacea is classi“ed by the plant
species used, the part of the plant processed, the mode of pro-
cessing, and the mode of application (Grimm & Muller, 1999).
Amajority of studies have investigated echinacea for the treat-
ment of colds and upper respiratory infections (URIs), chronic
arthritis, cancer, chronic fatigue syndrome, wounds and ul-
cers, and chronic pelvic infections (e.g., see Grimm & Muller,
1999). A review of 13 published and unpublished, random-
ized, placebo-controlled trials of echinacea in the treatment of
URIs found echinacea to be more effective than placebo in
eight out of nine treatment trials by decreasing the severity and
duration of URI symptoms (Barrett, Vohmann, & Calabrese,
1999). Other studies (Grimm & Muller, 1999; Melchart,
Walther, Linde, Brandmaier, & Lersch, 1998) have not found
such positive effects.

The active ingredient of echinacea is unclear. Studies
suggest that echinacea produces its effects via the immune
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system (Gunning, 1999), such as inducing cytokine produc-
tion (Bruger, Torres, Warren, Caldwell, & Hughes, 1997) or
enhancing cellular immune function of peripheral blood
mononuclear cells (See, Broumand, Sahl, & Tilles, 1997). In
their review, Barrett et al. (1999) highlight the dif“culty in
comparing the research studies because different species are
studied and there are no universally accepted standardization
procedures.

Garlic

Although commonly considered a food substance, garlic
(Allium sativum) is a commonly prescribed supplemental
herb for the treatment of high cholesterol. Allicin is consid-
ered the active compound found in the garlic bulb. Many of
the studies investigate Kwai garlic powder tablets because it
is standardized for alliin content (1.3% by weight). While
Kleijnen, Knipschild, and ter Riet (1989) suggest that early
studies on the ef“cacy of garlic were methodologically
”awed, more recent studies suggest garlic is effective in treat-
ing hypercholesterolaemia. Two meta-analyses (Silagy &
Neil, 1994; Warshafsky, Kamer, & Sivak, 1993) suggest that
garlic reduces the high serum cholesterol levels considered to
be a risk factor for coronary artery disease. Warshafsky et al.
(1993) found 13 studies to meet their methodological criteria,
and meta-analytic results suggested that garlic signi“cantly
lowered cholesterol levels by about 9% in the experimental
groups as compared to placebo. The results of Silagy and
Neil•s (1994) meta-analysis of the 16 trials meeting their
standards for methodological quality found that garlic low-
ered serum cholesterol over one to three months and did not
produce signi“cantly more adverse effects. While several au-
thors (Isaacsohn et al., 1998; Jain, Vargas, Gotzkowsky, &
McMahon, 1993) criticized these early meta-analytic “nd-
ings, more recent, randomized, controlled trials have found
garlic to reduce ratios of serum total cholesterol (Adler &
Holub, 1997) and decrease low-density lipoprotein cho-
lesterol in healthy men (Jain et al., 1993; Steiner, Khan,
Holbert, & Lin, 1996).

Ginger

Zingiber officinale, commonly known as ginger, has been pri-
marily investigated for its antiemetic effects. This research
has been particularly important for individuals who suffer
from motion sickness and from postoperative nausea, or
who experience nausea and vomiting due to chemotherapy
but are unable to take synthetic drugs because of side effects
such as sedation and visual disturbances. Several early studies
found ginger to be more effective than placebo in alleviat-

ing gastrointestinal symptoms of motion sickness (Mowrey
& Clayson, 1982), reducing symptoms of seasickness
(Grontved, Brask, Kambskard, & Hentzer, 1988), reducing
nausea (Bone, Wilkinson, Young, McNeil, & Charlton, 1990)
and reducing the request for antiemetics (Phillips, Ruggier, &
Hutchinson, 1993) in postoperative patients. In addition, gin-
ger has been studied for its antitumor effects (Koshimizu,
Ohigashi, Tokudo, Kondo, & Yamaguchi, 1988). Vimala,
Norhanom, and Yadav (1999) demonstrated that some, but
not all, types of ginger inhibit Epstein Barr virus (EBV) acti-
vation without the cytotoxicity effects. The authors suggest
that populations with a high risk of cancer are •encouragedŽ
to take plants with ginger, yet they also acknowledge that
such use will not completely eliminate the disease.

Ginkgo Biloba

Ginkgo biloba extract is derived from the maidenhair tree and
has been studied primarily for its effect on the brain, demen-
tia, and Alzheimer•s disease. Active ingredients include
Egb 761 (tapenoids), which have platelet-activating factor
antagonistic properties, and gingkolides and ”avanoids
(Oken, Storzbach, & Kaye, 1998). Three of the most popular
preparations used in controlled trials include Tebonin,
Tanakan, and Rokan, all of which are different names for the
extract Egb 761. Various products available to the public
contain different amounts of ginkgo biloba extract. In their
review of the literature, Itil and Martorano (1995) suggest
ginkgo has been •proven effectiveŽin the treatment of tinni-
tus, sudden hearing loss, retinal damage, arthritic symptoms,
vertigo, water retention, circulatory dysfunction, and age-
related dementia. Early studies demonstrated the ef“cacy of
Egb 761 on reducing the negative effects of experimentally
induced stress on rats (Hasenohrl et al., 1996; Porsolt, Martin,
Lenegre, Fromage, & Drieu, 1990; Rapin, Lamproglou,
Drieu, & Defeudis, 1994) over other depressive medications
(Porsolt et al., 1990) and over placebo (Porsolt et al., 1990;
Rapin et al., 1994; Rodriguez de Turco, Droy-Lefaix, &
Bazan, 1993). For instance, Rapin et al. (1994) found Egb
761 to decrease plasma hormone levels such as epinephrine,
norepinephrine, and corticosterone. Alternatively, in their
critical review of 40 controlled trials on Ginkgo and cerebral
insuf“ciency in humans, Kleijnen and Knipschild (1992)
found that only eight trials met criteria of good methodology,
with only one showing positive effects compared with
placebo on symptoms such as dif“culty concentrating,
memory problems, confusion, lack of energy, tiredness, de-
pressive mood, anxiety, dizziness, tinnitus, and headaches.
Similarly, a more recent meta-analysis of more than 50 arti-
cles (Oken et al., 1998) found only four studies (Hofferberth,
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1994; Kanowski, Hermann, Stephan, Wierich, & Horr, 1996;
Le Bars et al., 1997; Wesnes et al., 1997) that met the authors•
standards for strong research methodology. These authors
concluded there to be a •small but signi“cant effectŽ of
ginkgo biloba extract on cognitive function, such as memory
and attention, in patients with Alzheimer•s disease (Oken
et al., 1998). Likewise, studies have found ginkgo biloba to
improve mild to moderate memory impairment in elderly
patients (Rai, Shovlin, & Wesnes, 1991), memory and psy-
chopathology (Hofferberth, 1994), as well as daily living and
social behavior (Le Bars et al., 1997). Moreover, consistent
with previous reviews, ginkgo biloba was found to have no
signi“cant adverse effects.

Ginseng

Ginseng, a popular herb in traditional Chinese medicine, is
primarily used for its effects on anxiety, concentration, and
physical stress. Yun (1996) found Panax ginseng C. A. Meyer
(Korean ginseng) to prevent the development of cancer in
mice by inhibiting the proliferation of tumors. He has also
demonstrated a decrease in the risk of certain types of cancer
in 1,987 pairs of humans when ginseng was ingested as a
fresh extract or powder, as well as a decrease in the relative
risk of cancer in a prospective population-based study of
4,634 adults. Ginseng has also demonstrated to improve
quality of life among healthy volunteers (Wiklund, Karlberg,
& Lund, 1994), as well as improve mood, vigor, well-being,
and psychomotor performance in patients with noninsulin-
dependent diabetes mellitus (Sotaniemi, Haapakoski, &
Rautio, 1995).

Several studies investigating the mechanism of action
through which ginseng works demonstrate antinociceptive
effects of ginseng on stress-induced mice (H.-S. Kim, Oh,
Rheu, & Kim, 1992; Takahashi, Tokuyama, & Kaneto, 1992).
Other studies suggest ginseng may enhance nitric oxide
synthesis (Gillis, 1997), promote cytokine induction (Sonoda
et al., 1998), or enhance natural killer cell activity in healthy
subjects and in patients with chronic fatigue and acquired im-
munologic syndromes (Gillis, 1997).

Kava

Kava, which means •bitterŽ in Polynesian, is derived from a
black pepper plant in the South Paci“c called Piper methys-
ticum, or •intoxicating pepper.Ž Kava has been traditionally
ingested as a drink, but recently sold in capsule form in health
food stores in the United States. Explorers• journals have
documented the effects of kava for centuries: Kava has a
numbing effect on the tongue when drunk, is tranquilizing

and relaxing, and has genitourinary antiseptic qualities
(Anonymous, 1988). However, too much kava can cause ad-
verse effects such as dermopathy (Norton & Ruze, 1994), a
skin condition characterized by scaly skin, gastrointestinal
distress, and sleepiness (Cerrato, 1998), or a semicomatose
state when it interacts with alprozam (Almeida & Grimsley,
1996).

There are few randomized trials investigating the ef“cacy
of kava on anxiety. The majority of trials that do exist are
published in German. These studies have found kava extract
to be superior to placebo and comparable to oxazepam and
bromazepam (Volz & Keiser, 1997). A randomized, placebo-
controlled study of 101 outpatients with various anxiety
disorders according to the Diagnostic and Statistical Manual
of Mental Disorders, 3rd Edition, Revised (DSM-III-R;
American Psychiatric Association, 1987) criteria also found
kava to be superior to placebo by reducing anxiety and caus-
ing fewer side effects (Volz & Keiser, 1997).

The psychopharmacology of kava remains unclear. Initial
hypotheses suggested by investigators include: (a) Kava in-
creases the number of binding sites of GABAA receptors
(Jusso“e, Schmitz, & Hiemke, 1994); (b) it modulates
the serotonin-1A receptor activity (Walden, Von Wegerer,
Winter, & Berger, 1997; Walden, Von Wegerer, Winter,
Berger, & Grunze, 1997); (c) it serves as reversible MAO-B
inhibitors (Uebelhack, Franke, & Schewe, 1998); or (d) it in-
hibits NA� channels (Magura, Kopanitsa, Gleitz, Peters, &
Krishtal, 1997).

St. Johns’ Wort

St. Johns• wort (SJW) is an herbal product resulting from the
”owering of the plant Hypericum perforatum L. The plant•s
oil has been used for centuries as a medicine to heal burns
and improve mood. Over the past two decades, the pharma-
ceutical industries have attempted to develop extracts of SJW
for more popular and standardized use. In Germany, SJW is
the most widely prescribed treatment for depression, totaling
more than 25% of prescribed antidepressants (Muller &
Kasper, 1997).

Overall, the research suggests SJW to be ef“cacious in re-
ducing depressive symptoms and to produce signi“cantly
fewer side effects as compared to popular antidepressants.
Studies comparing SJW to placebo have found antidepres-
sive ef“cacy as well as high tolerability for SJW among pa-
tients with mild depression (Hansgen, Vesper, & Plouch,
1994; Hubner, Lande, & Podzuweit, 1994; Sommer &
Harrer, 1994). SJW has also demonstrated to be as effective
as imipramine (Vorbach, Hubner, & Arnold, 1994), maproti-
line (Harrer, Hubner, & Podzuweit, 1994), and amitryptiline
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(Wheatley, 1997), yielding a slightly better side effect pro“le.
Meta-analyses evaluating theses studies have found SJW to
be between 1.5 to 3 times more likely to produce an antide-
pressant response as compared to placebo, and to be equiva-
lent in ef“cacy to tricyclic antidepressants, (see H. L. Kim,
Streltzer, & Goebert, 1999; Linde et al., 1996).

Research on the biological mechanisms through which
SJW may exert its antidepressant effects suggests that similar
to popular pharmaceutical antidepressants, SJW in”uences
amine levels. The main dif“culty in studying the biological
mechanism of SJW pertains to the fact that several active
constituents have been identi“ed from H. perforatum
(Nahrstedt & Butterweck, 1997) including hypericin (Muller,
Rolli, Schafer, & Hafner, 1997), and hyperforin (Chatterjee,
Bhattacharya, Wonnemann, Singer, & Muller, 1998;
Laakmann, Schule, Baghai, & Kieser, 1998; Muller et al.,
1997, 1998; Schellenberg, Sauer, & Dimpfel, 1998). Overall,
research indicates that SJW may inhibit the synaptosomal re-
uptake of serotonin, dopamine, and norepinephrine (Muller
et al., 1997, 1998; Muller & Rossol, 1994; Neary & Bu,
1999); upregulate postsynaptic serotonin receptors (Teufel-
Mayer & Gleitz, 1997); and interfere with the central
dopaminergic system (Butterweck, Wall, Lie”ander-Wulf,
Winterhoff, & Nahrstedt, 1997; Franklin et al., 1999).

Studies demonstrate that the main advantage to SJW is its
more preferable side effect pro“le and tolerability to syn-
thetic antidepressants. The most common adverse side effects
included gastrointestinal symptoms (0.6%), allergic reactions
(0.5%), tiredness (0.4%), and restlessness (0.3%) (Woelk,
Burkard, & Grunwald, 1994). In addition, hypericum has
been found to be safer with regard to cardiac function than
tricyclic antidepressants (Czekalla, Gastpar, Hubner, & Jager,
1997). While SJW appears to be a safe herbal remedy for de-
pression when taken alone, the major danger with SJW seems
to lie in its potential for drug interactions.

Current limitations in the research include lack of •well
characterized populationsŽ (Cott, 1997); translation bias
(Gaster & Holroyd, 2000); limited research on long-term ef-
“cacy, safety, and tolerance at various doses (Volz & Kieser,
1997); ef“cacy for severe depression (Gaster & Holroyd,
2000); and ef“cacy as compared to serotonin reuptake
inhibitors.

Summary of Herbal Treatment Research

In addition to the herbal remedies highlighted, more than
20,000 herbs are available to the public over the counter. For
a good review of herbal remedies frequently used in psychi-
atric practice, refer to Wong, Smith, and Boon (1998). Cur-
rently, the Dietary Supplement Health and Education Act

(DSHEA) does not require manufacturers to provide data on
the safety, purity, and ef“cacy of their products (Wagner,
Wagner, & Hening, 1998). Moreover, the Food and Drug Ad-
ministration (FDA) does not regulate their use or standardize
their purity or content (Lantz, Buchalter, & Giambanco,
1999). Therefore, individuals are able to self-prescribe herbs
without the guidance of a physician, which may lead to ad-
verse side effects and drug interactions. For instance, Lantz
et al. (1999) discussed several case studies of elderly patients
who developed serotonin syndrome (e.g., central and periph-
eral serotonergic hyperstimulation) from taking SJW in con-
junction with their prescribed antidepressant. It is important
that clinicians appreciate the strength of these herbs and ask
their patients about herbal use and educate them on the dan-
gers of herbal and drug interactions. Lantz et al. also recom-
mends that herbal remedies provide warning labels and that
ef“cacy studies be subjected to •the same vigorous stan-
dardsŽ as prescription medications as related to ef“cacy and
safety.

While the research suggests ef“cacy of a variety of herbal
remedies, further research in required. There is a need for
studies with (a) larger sample sizes, (b) data assessing partic-
ipants• ability to distinguish placebo from the herb, (c) better
characterization of the active constituents and mechanisms of
action, and (d) results on the effects of chronic dosing, side
effects, and standardization of preparation.

Dietary, Nutrition, and Lifestyle Modification

Dietary modi“cation has recently become a way for individ-
uals to take an active role in their well-being and a way
to prevent the onset of illness or reduce the negative conse-
quences of disease. Medical practitioners commonly recom-
mend dietary modi“cation and lifestyle changes as a
complement to traditional treatment, rather than as a sole al-
ternative cure.

Very Low Fat Diets

In 1988, the National Cholesterol Education Program
(NCEP) published guidelines for the treatment of high cho-
lesterol in adults. The guidelines recommend dietary therapy
for the lowering of LDL cholesterol (LDL-C). Speci“cally,
they recommend an initial diet that includes an intake of total
fat less than 30% of calories (National Cholesterol Education
Program Expert Panel, 1998). Lichtenstein and Van Horn
(1998) conducted a review of the literature on the ef“cacy of
a very low fat diet, and reported that while there is •over-
whelming evidenceŽ that reductions in saturated fat, dietary
cholesterol, and weight are effective in reducing total



602 Complementary and Alternative Therapies

cholesterol, LDL-C levels, and cardiovascular risk, the long-
term effects remain unclear. 

Macrobiotic Diets

Macrobiotics stems from the Greek words macro, meaning
large, and bios, meaning life. A macrobiotic diet is composed
of whole grains and cereals, vegetables (including sea veg-
etables), fruits, beans, nuts, and seeds. A macrobiotic ap-
proach underscores social interactions, climate, geographic
location, and diet as all-important lifestyle habits to promote
well-being and longevity. George Ohsawa is considered to be
the founder of the macrobiotic diet, and it was popularized
in the United States by Michio Kushi. Two early studies sup-
port the theory that a vegetarian diet results in a signi“cant re-
duction in blood pressure among patients with hypertension
(Margetts, Beilin, Vandongen, & Armstrong, 1986; Rouse,
Beilin, Armstrong, & Vandongen, 1983). The use of macrobi-
otic in treatment of other medical conditions (e.g., cancer)
remains controversial and has not been scienti“cally tested.

Atkins’ Diet

In 1972, Robert Atkins published the book Dr. Atkins’ Diet
Revolution. He proposed metabolic imbalance to be the cause
of obesity and stated that many of today•s diseases, including
diabetes, hypoglycemia, and cardiac disease, are a result of
•carbohydrate intoleranceŽ (Atkins, 1972). Atkins proposed
that carbohydrates prevent our bodies from ketogenesis, a
process by which the body burns fat and turns it into fuel.
There are no scienti“c studies investigating ketogenic diets
for the previously mentioned diseases, and therefore, these
diets may be based more on theory than on scienti“c evidence.
However, ketogenic diets have been investigated for their ef-
“cacy in managing epilepsy and seizure disorder. One study
found that 54% of a group of children with intractable seizures
who remained on a ketogenic diet reported a decrease in the
frequency of their seizures by more than 50% three months
after initiating the diet (Vining et al., 1998). Despite such “nd-
ings, there is continued controversy regarding its use. Roach
(1998) argues that while there is •a clear biochemical rationale
and a well-de“ned therapeutic objectiveŽ(p. 1404), he urges
for more rigorous investigations on safety and ef“cacy.

Gerson Method

Nutrition has become increasingly used, though not necessarily
empirically supported, by individuals diagnosed with cancer.
Max Gerson was a German-born physician who believed that
•degenerativeŽ diseases such as cancer, arthritis, and multiple

sclerosis are the result of extreme body toxicity. Therefore,
he advocated a special diet in the treatment of cancer, which
included •detoxi“cationŽ of the body, a no-sodium, no-fat,
high-potassium, and high-carbohydrate diet, as well as coffee
enemas. There are few studies investigating the ef“cacy of the
Gerson Method; however, those that exist are methodologi-
cally ”awed. One study (Hildenbrand, Hildenbrand, Bradford,
& Calvin, 1995) investigated the ef“cacy of Gerson•s diet ther-
apy with 153 patients diagnosed with melanoma and found the
“ve-year survival rate to be 100% for individuals at Stage I and
II, 72% for individuals at Stage IIIA, and 41% for individuals
at Stage IVA. While there was no placebo control group in this
study, “ve-year survival rates were signi“cantly higher than the
survival rates published in other studies.

It should be noted that the Gerson Method is highly con-
troversial. The American Cancer Society (ACS) reported a
lack of evidence of the ef“cacy of the Gerson Method and
urged people with cancer not to seek treatment with the
Gerson Method (ACS, 1990). The ACS publicly acknowl-
edges that while the dietary measures may have preventive
utility, there is no scienti“c evidence than any nutritionally
related regimen is appropriate as a primary treatment for
cancer (ACS, 1993).

Ornish Lifestyle Heart Trial

Dean Ornish is well-known for his work with patients
with coronary artery disease through vegetarian diet, exer-
cise, and stress management on coronary atherosclerosis. The
Lifestyle Heart Trial (Ornish et al., 1990), a prospective, ran-
domized, controlled trial of patients with coronary artery dis-
ease, demonstrated that this prescribed lifestyle modi“cation
resulted in regression on coronary atherosclerosis as evi-
denced by a decrease in diameter stenosis. The study, how-
ever, did not investigate the individual contributions of the
various interventions (e.g., low-fat vegetarian diet, stopping
smoking, stress management training, exercise) to the out-
come measure. Later studies (Gould et al., 1995; Ornish
et al., 1998) investigated a similar lifestyle change program
in patients with coronary artery disease over “ve years and
found that the size and severity of perfusion abnormalities
on dipyridamole positron emission tomography images de-
creased (improved) after risk factor modi“cation in the
experimental group, compared with an increase (worsening)
of size and severity in the control group.

Tactile Therapies

Tactile therapies are de“ned as interventions that center on
soft tissue or energy mobilization techniques performed by a
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health care provider. Such methods can be divided into soft
tissue therapies, energy mobilization, and meridian point
therapy.

Soft Tissue Therapies

Encompassing a variety of treatment approaches, soft tissue
therapies are geared toward decreasing dysfunction in mus-
cles and fascia (i.e., the continuous subcutaneous layer of soft
tissue throughout the body). Soft tissue therapies are pur-
ported to alleviate somatic organizational dysfunction, thus
enhancing both psychological and physical health.

The goal of massage is to decrease muscular tension using
strokes, kneading, and friction techniques. Proposed bene“ts
of massage include both psychological and physiological re-
laxation, facilitated ease with breathing, enhanced immune
function, reduced anxiety, increased vigor, lessened pain, and
improved sleep (Wanning, 1993). Positive effects from mas-
sage have been demonstrated in both adult and child popula-
tions (Field, Ironson, et al., 1996; Field, Morrow, et al.,
1992). In one study, participants with depression and adjust-
ment disorders were randomly assigned to receive a back
massage or watch relaxing videos for 30 minutes over a “ve-
day period (Field, Morrow, et al., 1992). Results demon-
strated decreased depressive symptoms, anxiety, and salivary
cortisol, as well as enhanced sleeping, for the massage group
only.

Aromatherapy, the use of fragrances to augment mood
and activity, is often used in conjunction with massage.
Aromatherapy uses speci“c essential oils from plants for
therapeutic use. For example, lavender is believed to have
calming and analgesic effects, while ginger is deemed to in-
cite stimulating, warming sensations (Jacobs, 1996). In one
study, 122 patients in an intensive care unit were randomly
assigned to massage, massage with lavender oil, or rest
(Dunn, Sleep, & Collett, 1995). Only patients receiving mas-
sage with lavender oil demonstrated signi“cantly enhanced
mood following intervention.

Aromatherapy can also be used via bathing, candles, and
culinary manners. Assessing the effects of aromatherapy
ventilated throughout a room, one nonrandomized study
demonstrated that depressed patients used less antidepressant
medication after being exposed to citrus oils (Komori,
Fujiwara, Tanida, Nomura, & Yokoyama, 1995). There are
few empirical studies on aromatherapy, and the majority of
those conducted use poor control and lack statistical analyses
(Martin, 1996). In a review article, Evans (1995) suggests
that the paucity of psychometrically sound studies makes it
dif“cult to differentiate the bene“cial effects of aromatherapy
from attention, social interaction, or the use of massage.

Reflexology is a soft tissue mobilization centered on the
foot. This technique is based on the belief that distinct areas
of the foot represent different parts of the body. By applying
pressure to speci“c regions of the foot, the corresponding
body structure can be stimulated, promoting a health re-
sponse. For example, the head and sinus regions are mapped
in the toes, and massage of the toes is believed to help allevi-
ate headaches and sinus pressure. A quasi-experimental
study of persons with lung or breast cancer demonstrated
positive effects on anxiety and pain following re”exology
(Stephenson, Weinrich, & Tavakoli, 2000).

Myofascial release and Rolfing are two additional types of
soft tissue therapies, both of which are purported to decrease
pain and enhance health. The purpose of myofascial release is
to free restrictions in the myofascial caused by physical or
psychological stress using gentle pushing techniques against
the client•s skin. This technique is used to treat muscu-
loskeletal dysfunction, headaches, chronic pain, and tem-
poromandibular pain (Ramsey, 1997). Rol“ng also attempts
to manipulate myofascial constraints, but, unlike myofascial
release, it uses the forces of gravity and more vigorous pres-
sure from the practitioner. It has been suggested that Rol“ng
permits increased muscular ef“ciency, decreases physiologi-
cal stress on the body, and promotes neurological functioning
(Jacobs, 1996); however, scienti“c studies to support these
claims are not present in the literature.

Energy mobilization attempts to alleviate poor physical
and psychological health that is said to result from distur-
bances in a person•s forces of energy. For example, therapeu-
tic touch (TT) involves techniques that are aimed at centering
awareness and energy in the client. Despite its name, this pro-
cedure does not necessarily involve direct contact with the
client and may consist of the clinician•s hands being held
over the areas of needed energy mobilization.

Some literature supports the ef“cacy of TT. For example,
the effects of TT in reducing anxiety were assessed in a sam-
ple of psychiatric in-patients (Gagne & Toye, 1994). Patients
were randomly assigned to TT, mimic TT, or relaxation ther-
apy. Results demonstrated signi“cant decreases in anxiety for
the TT and relaxation groups, with the former exhibiting
greater bene“ts than the latter. The group receiving mimic TT
demonstrated no signi“cant changes. An additional random-
ized study supports TT as being more effective than •calm
touchŽ at decreasing the time necessary to soothe medically
hospitalized children between the ages of two weeks to two
years (Kramer, 1990). In a randomized study of elderly indi-
viduals with arthritis, both TT and progressive muscle relax-
ation interventions resulted in comparable and signi“cant
improvements in pain, tension, and mood (Peck, 1998).
However, not all studies support the bene“cial effects of
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TT (e.g., Olson, et al., 1997). A literature review and meta-
analysis highlights the poor methodology implemented in TT
studies but calculated an average effect size of .39 for TT
(Winstead-Fry & Kijek, 1999).

Reiki, another type of energy mobilization, means •uni-
versal life force energy.Ž Whereas TT involves the mobiliza-
tion of energy in the client•s body, Reiki entails transferring
or mobilizing energy from the clinician to the client. It is
based on the concept that all living creatures possess energy
and that the human body is programmed to heal itself. Practi-
tioners of Reiki report positive effects of this technique on
mood, psychological distress, pain, and functional abilities,
but these results are based on patient case history reports.

A similar energy-based approach, polarity therapy, is
based on the concept that the body holds an electromagnetic
force, with a positive charge located cephalically and a nega-
tive charge situated toward the toes. The clinician•s hands are
believed to be conductors of energy. When they are placed in
certain areas of the client•s human energy “eld, the clinician
attempts to facilitate energy movement in the client•s body.
This facilitation is believed to enhance energy ”ow and
relaxation throughout the mind and body. Scienti“c studies
regarding its ef“cacy are absent.

Movement Therapies

Movement therapies are complementary approaches to health
that emphasize changes in the client•s bodily positions.
Leisure activity (e.g., casual walking) has been demonstrated
to buffer anxiety in the face of stressors (Carmack,
Boudreaux, Amaral-Melendez, Brantley, & de Moor, 1999).
Active perimenopausal women reported less psychosomatic
symptoms (e.g., irritability, headaches) and fewer sexual
problems than those who were more sedentary (Li, Gulanick,
Lanuza, & Penckofer, 1999).

Some literature exists supporting the psychological bene-
“ts of aerobic exercise. Correlational studies predominantly
endorse positive psychological health in people who partici-
pate in aerobic exercise. One study assessing more than 3,400
participants found that those who engaged in exercise two or
more times each week reported less depressive symptoms,
anger, cynical distrust, and stress compared to those exercis-
ing less or not at all (Hassmen, Koivula, & Uutela, 2000).
This former group also reported a greater sense of social
integration and perceived health. Similarly, meta-analytic
reviews revealed that those who exercise are signi“cantly
less likely to be depressed (Craft & Landers, 1998) and to
report distress (Crews & Landers, 1987). However, other
meta-analyses demonstrate little (i.e., only one-half standard

deviation; North, McCullagh, & Tran, 1990) or no (e.g.,
Schlicht, 1994) difference in psychological distress between
exercisers and nonexercisers.

Intervention studies provide stronger evidence for the psy-
chological bene“ts of aerobic exercise regarding psychologi-
cal distress. One study randomly assigned participants with
dysphoric mood to cognitive therapy, aerobic exercise, or
a combination of these two interventions over a 10-week
period (Fremont & Craighead, 1987). Although no signi“cant
differences were noted between the groups, all three demon-
strated signi“cant decreases in depressive symptoms. Simi-
larly, older patients with major depressive disorder were
randomly assigned to aerobic exercise (3 times per week),
antidepressant medication (sertraline hydrochloride), or both
for 16 weeks (Blumenthal et al., 1999). Results demonstrated
all three groups signi“cantly improved on measures of
depression, anxiety, self-esteem, life satisfaction, and dys-
functional attitudes from pre- to posttreatment, but no differ-
ences were noted between the groups following intervention.
Those receiving antidepressant medications did, however,
demonstrate quicker enhancement of mood compared to
those participating in aerobic exercise only.

A meta-analytic study demonstrated the effects of rehabili-
tative exercise programs on anxiety and depression in patients
with coronary disease (Kugler, Seelbach, & Kruskemper,
1994). Speci“cally, exercise resulted in moderate decreases in
both anxiety and depressive symptoms and did not differ
signi“cantly from psychotherapy. Similarly, breast cancer
survivors randomly assigned to exercise or exercise plus
behavior modi“cation demonstrated comparably signi“cant
decreases in depressive symptoms and anxiety (Segar et al.,
1998). The waitlist control (WLC) group in this study did not
initially exhibit such declines in distress. However, following
the waiting period, those participants in the WLC who partook
in the exercise program also exhibited signi“cantly dimin-
ished anxiety and depressive symptoms. In addition to aerobic
exercise, resistance exercise (e.g., weight lifting) has also
demonstrated bene“cial effects on health (Tsutumi et al.,
1998).

Fox•s (1999) review of the literature on exercise and men-
tal health supports the following conclusions: Exercise (a) is
an effective treatment for clinical depression; (b) decreases
state and trait anxiety; (c) enhances self-perceptions and,
perhaps, self-ef“cacy; (d) improves mood; and (e) may
improve cognitive functioning, especially in older adults.
Possible mechanisms of action may be in the physiological
(e.g., release of endorphins), psychological (e.g., diversion,
improved self-image), and/or social (e.g., social interactions,
receiving attention) domains.
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Yoga incorporates exercise, static poses, breathing, relax-
ation, and meditation (Jacobs, 1996). The purpose of yoga is
to •centerŽ the person•s mind, body, and spirit. Speci“c hy-
pothesized bene“ts include improving muscular and cardio-
vascular endurance, boosting the immune system, enhancing
circulation, increasing muscular and cognitive ”exibility, and
relaxation. Yoga is often used as complementary therapy for
medical disorders such as asthma, arthritis, HIV/AIDS,
cancer, and coronary artery disease. While there are several
different types of yoga, Hatha yoga is most frequently prac-
ticed in the West. Hatha yoga combines stretching, breathing,
relaxation, and meditation (Wanning, 1993).

Research supports positive bene“ts of practicing yoga. Pa-
tients with epilepsy were randomly assigned to true yoga,
sham yoga (i.e., similar but distinct postures), and a nontreat-
ment control group (Panjwani, Gupta, Singh, Selvamurthy, &
Rai, 1995). Decreases in galvanic skin response, as an indi-
cator of sympathetic nervous system activity, were noted in
the true yoga group only. Another study compared yoga,
relaxation (i.e., progressive muscle relaxation), and visual-
ization in a group of healthy adults (Wood, 1993). Partici-
pants practiced for six, 25- to 30-minute sessions over a
two-week period. Following intervention, the yoga group re-
ported increased mental and physical energy, alertness, and
positive mood. These bene“ts were signi“cantly greater than
the other two groups. The relaxation group was more tired
and sluggish compared with yoga, and the visualization
group reported more sluggishness and less contentment com-
pared to those performing yoga. Additionally, yoga has been
integrated into cardiac rehabilitation programs (Ornish et al.,
1998).

Additional movement therapies conjectured to enhance
mind and body health include the Alexander technique and
Feldenkrais. The Alexander technique is based on the con-
cept that poor posture produces functional problems in the
mind and body. Those practicing this technique strive to work
with unconscious thoughts and to correct poor postures,
especially centered on the head, neck, and back. One uncon-
trolled study investigated the effects of the Alexander tech-
nique on patients with Parkinson•s disease (Stallibrass,
1997). Following a series of lessons (mean number � 12),
participants demonstrated decreased depressive symptoms
and increased functional abilities.

Similarly, Feldenkrais’ functional integration is based on
the premise that pain and decreased movement are caused by
poor usage patterns. The goal of this movement therapy is to
develop •freedom through awarenessŽ via •re-educatingŽ
motor components by using slow, purposeful movements.
As a result, the body and mind are hypothesized to relax,

permitting ease with movement, thinking, and feeling.
One randomized controlled study investigating Feldenkrais
movement was identi“ed (Johnson, Frederick, Kaufman, &
Mountjoy, 1999). In this study, patients with multiple sclero-
sis participated in true or sham Feldenkrais sessions. Only
those participants in the true Feldenkrais intervention
reported less perceived stress and anxiety.

Expressive Therapies

Expressive therapies include techniques designed to in-
crease the person•s awareness and expression of emotions.
Written emotional disclosure refers to writing about thoughts
and feelings regarding a stressful or traumatic event. This
type of expressive therapy has consistently demonstrated
positive effects on psychological well-being, mood, and
physiological and general functioning (Smyth, 1998). Specif-
ically, written emotional disclosure has resulted in greater
positive mood, less negative mood, decreased anxiety, fewer
somatic complaints, and less frequent physician visits for
both students and unemployed adults (Greenberg & Stone,
1992; Pennebaker, 1993; Pennebaker, Colder, & Sharp,
1990).

With regard to medical populations, patients with rheuma-
toid arthritis (RA) and asthma were randomly assigned to
write about either stressful experiences or a neutral topic
(Smyth, Stone, Hurewitz, & Kaell, 1999). Four months fol-
lowing intervention, those in the former group demonstrated
signi“cant health bene“ts not gleaned from the group writing
about neutral events. Speci“cally, patients with RA demon-
strated improvements in overall disease activity, while those
with asthma demonstrated improved lung function. Further-
more, 47% of those writing about stressful events, compared
to 9% in the other group, demonstrated clinically signi“cant
improvements. Positive mood and enhanced physical func-
tion were also noted in another study in a group of patients
with RA (Kelley, Lumley, & Leisen, 1997). Similar to the
previous study, only participants randomly assigned to dis-
close stressful events (this time via verbal means) gained
psychological and physical bene“ts, while those randomly
assigned to discuss a neutral topic showed no psychological
or physical health bene“ts.

Dance movement therapy (DMT) attempts to promote
expression and reduce tension through movement. It has been
prescribed in the clinical literature to help treat children and
adults with behavior problems or expressive dif“culties.
DMT is believed to help decrease negative effects of stress
(e.g., tension, fatigue) by gaining a sense of control through
(a) the spiritual aspect of dance, (b) moving (e.g., increased
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circulation), (c) distraction from stress, and (d) confronting
stressors by projecting them in dance (Hana, 1995).

While there are intervention studies investigating the ben-
e“ts of DMT for patients with a range of psychological
symptoms (Brooks & Stark, 1989; Stewart, McMullen, &
Rubin, 1994), most were conducted with poor methodologi-
cal control.

Music therapy (MT) involves the active or passive use of
music to enhance health and express emotions (Achterberg
et al., 1994). It has been used with adults and children who
exhibit cognitive and affective de“cits. In addition, patients
with physical disabilities and chronic mental illness were
reported to bene“t from MT (Achterberg et al., 1994). A
review of the literature provides support for the use of MT to
decrease anxiety associated with speci“c events (i.e., surgery
and medical procedures) in some populations (i.e., cardiac
patients and premature neonates; Snyder & Chlan, 1999;
and patients with asthma; Lehrer et al., 1994). With regard
to depression, one study observed the impact of elderly pa-
tients who were randomly assigned to either home-based MT,
self-administered MT, or waitlist control (WLC) over an
eight-week period (Hanser & Thompson, 1994). Results
demonstrated both MT groups achieved a greater decrease in
depression than those on the waitlist, and these bene“ts were
maintained at a nine-month follow-up assessment.

Art therapy entails using drawing, painting, or sculpting
to express oneself and increase self-awareness (Achterberg
et al., 1994). Art therapy has been connected with mental
health since the 1800s. Few empirical studies have been
conducted investigating the ef“cacy of art therapy as a
treatment for speci“c medical or psychological disorders.
However, Anand and Anand (1997) discussed the bene“ts
gleaned from art therapy in patients following laryngec-
tomy. Speci“cally, art therapy reportedly served as an ad-
junct assessment and treatment tool for patients who
experience depression, anxiety, grief, and concern regarding
physical appearance.

Mind/Body Therapies

Complementary and alternative therapies categorized as
mind/body interventions have often been derived from
decades of psychological and behavioral science. They are
discussed in other chapters of this volume with regard to their
ef“cacy in treatment of psychological and physical syn-
dromes, such as pain, that are associated with various
medical disorders. These include many cognitive and behav-
ioral interventions such as relaxation training, guided visual-
ization, cognitive restructuring, behavior modi“cation,
self-instructional training, stress inoculation training, prob-

lem solving, anger management, and psychoeducation, as
well as other psychological interventions such as hypnosis
and supportive group counseling.

When employed to reduce psychological distress (e.g., anx-
iety and depression), to manage stress, or to treat a range of other
behavioral disorders, many of these therapies are well-tested
and thus considered standard approaches to treatment. For ex-
ample, many clinical interventions falling under the rubric of
cognitive-behavioral treatment have been documented through
numerous studies, reviews, and texts as effective for a wide
range of psychological and behavioral problems (Beutler,
Harwood, & Caldwell, 2001). Many are listed as empirically
validated techniques. Cognitive-behavioral therapies are
markedly present among the list of empirically supported psy-
chotherapies (Chambless & Hollon, 1998).

When the focus of such therapies is on the reduction of
medical symptoms and disease, their use may be viewed as
alternative or complementary, because they have not been
traditionally prescribed or employed in a medical context.
However, as many of the chapters in this volume indicate,
mind/body strategies have shown promise as potentially
effective strategies that can alter the occurrence, course, or
management of medical syndromes. Additionally, their po-
tential effectiveness regarding many medically unexplained
symptoms has been suggested (A. M. Nezu, Nezu, &
Lombardo, 2001). This is particularly relevant with regard to
the large percentage of individuals who seek medical care
each year from their primary care physicians, in which there
exists no identi“able underlying medical disease that can ex-
plain the persistent experience of certain physical symptoms
(A. M. Nezu et al., 2001). Recent reviews concerning other
interventions such as hypnosis have also shown promise
as both alternative and complementary interventions for
medical disorders such as obesity, insomnia, hypertension,
asthma, irritable bowel syndrome, and dermatological disor-
ders (Nash, 2001).

Are all complementary and alternative therapies mind/
body? As traditional psychological interventions are more
frequently applied to both medical and psychological para-
meters of disease, and as other complementary and alterna-
tive treatments described earlier in this chapter gain wider
public attention and acceptance, the dichotomous line be-
tween medical and nonmedical symptoms, disorders and
treatments can be rapidly blurred. As such, the concept of
mind/body therapies to maintain health and heal disease can
be expanded to include almost all interventions based on
the understanding that such conditions represent an interac-
tion of physical, psychological, emotional, and spiritual
factors. Most of the interventions described in this chapter
are •mind/bodyŽ therapies.
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COMMON THEMES

From a health psychology perspective, several important
themes emerge that concern the shared characteristics of al-
ternative and complementary treatments in the context of an
expanded mind/body rubric. These include:

1. A biopsychosocial model, which incorporates biological,
immunological, psychological, spiritual, interpersonal, and
environmental variables, characterizes an underlying mind/
body philosophy of most complementary and alternative
approaches. Psychological wellness is viewed as a critical
component of health regarding most of these therapeutic
systems. Many psychological interventions, such as cogni-
tive-behavioral therapy, group therapy, and hypnosis, may
provide strategies that increase psychological well-being
and decrease distress.

2. A holistic, individualized case assessment approach is a
common method of diagnosis and treatment. Although
each healing approach may vary in the methodology, such
as use of the interview, physical exam techniques, or tests
that are administered, there is a marked tendency to design
treatment speci“c to the individual case formulation rather
than rely on a standard prescription or dosage strategy.

3. The underlying philosophy on which many complemen-
tary and alternative interventions are based view health as
a state of harmony and energy balance, wherein the phys-
ical, emotional, mental, and spiritual aspects of energy are
all given signi“cant weight and seen as interrelated.

4. Treatment ef“cacy is most often associated with stress-
related disorders and those diseases that have been etio-
logically linked to cognition, behavior, and lifestyle. This
covers a wide range of what have been historically con-
sidered medical disorders, such as cardiac problems,
diabetes, immune functioning disorders, asthma, pain syn-
dromes, and gastrointestinal disorders.

FUTURE DIRECTIONS

Integration of Psychological Interventions and
Complementary and Alternative Therapies

Because psychological health is considered such an integral
part of most complementary and alternative approaches,
there is wide applicability for psychological interventions to
be delivered in conjunction with these approaches as part of
an overall health maintenance strategy. Particularly helpful in
this regard would be the widespread provision of psychoedu-
cation and promotion of a biopsychosocial model, so that

patients can learn to view psychological interventions as part
of a comprehensive treatment, rather than an indication that
health providers have labeled them as •crazyŽ or diagnosed
their problem as •all in their head.Ž Additionally, psycholog-
ical interventions speci“cally shown to be ef“cacious with
comorbid symptoms of anxiety and depression, which occur
with high prevalence in patients with diagnosed dif“culties
such as cancer or heart disease, can be integrated with ongo-
ing treatment aimed at the cancer itself.

A Decision-Making Problem

Because of the wide choice of treatments available, individ-
uals who are interested in pursuing a more holistic approach
to their health and incorporating complementary and alter-
native approaches are faced with the daunting task of sort-
ing through myriad information. Media and technology
have made available to the general public both the access
and marketing of information concerning a wide range of
health choices possible. Thus, when faced with a disease
diagnosis, people are in the position of choosing from
competing philosophies, therapies, and providers. Such de-
cisions are dif“cult enough„when compounded by the
emotional impact of an illness, a person•s decision making
can be further impaired (A. M. Nezu, Nezu, Friedman,
Faddis, & Houts, 1998). Training patients in decision-
making strategies, such as social problem-solving skills, as
a way of coping with the many decisions they must confront
may serve as a particularly useful intervention in this re-
gard. Problem solving, de“ned by D•Zurilla and Nezu
(2001), is a •self-directed cognitive-behavioral process by
which a person attempts to identify and discover effective
and adaptive solutions for speci“c problems encountered in
everyday livingŽ(p. 212). Findings from a variety of studies
have provided support for problem-solving therapy as a po-
tent intervention to reduce stress, increase quality of life,
and perhaps most germane to this discussion, increase sense
of self-ef“cacy and con“dence in making decisions (A. M.
Nezu et al., 1998). Training patients in such skills can in-
crease the likelihood that patients will become active part-
ners with their various health care providers, deriving
maximum bene“t from the range and combination of treat-
ment alternatives available.
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Massage, 603
McGill Pain Questionnaire (MPQ), 398
Mediating processes (stressful life events), 29, 35
Medical treatment. See Pharmaceutical

aids/therapy
Menarche, 466
Mental/psychiatric disorders:

asthma and psychiatric comorbidity, 106…108,
109…110

sleep and psychopathology, 322…323
tobacco dependence and psychiatric

comorbidity, 153…154
women, 519…522

Mentorship (women•s health), 535
Meridians, 596
Migraine. See Headaches
Migration (refugees), 41…42
Mind/body therapies, 606
Minnesota Multiphasic Personality Inventory

(MMPI), 346, 396, 398
Miscarriage, 524…525
Modeling/behavioral rehearsal, 450
Modulation (physiological process in pain), 303
Mood, 79…81, 107
Morbidity/mortality:

adolescents, 472…473
African Americans, 546
Asian Americans, 547
ethnic/racial differences, 2
Latino(a) Americans, 548…549
Native Americans, 550
•the new morbidity,Ž 473
obesity and, 124, 125
spinal cord injury (mortality), 420…421

Motivational enhancement therapy (MET), and
asthma, 109

Movement therapies, 604…605
aerobic exercise, 604
Alexander technique (movement therapy), 605
dance movement therapy (DMT), 605…606
Feldenkrais• functional integration (movement

therapy), 605
leisure activity, 604
resistance exercise, 604
yoga, 605

Moxibustion, 597
Multidisciplinary pain rehabilitation programs

(MPRP), 312…313
Multiple roles (risk/protective factor, women),

529…533
Multiple sclerosis (MS), 56, 382
Multiple Sleep Latency Test (MSLT), 328
Musculoskeletal conditions. See Arthritis and

musculoskeletal conditions
Music therapy (MT), 606
Myeloma, 268
Myofascial release/Rol“ng, 603

Native Americans, 550…551
Natural disasters, 30…31, 36…37
Natural environment studies (asthma), 105…106
Nausea, anticipatory (cancer), CBT for, 279
NEO Personality Inventory, 398
Neurasthenia, 365
Neurological categories and classi“cation, spinal

cord injury, 415…417
Nociception, 293
Nutrition. See Diet/nutrition

Obesity, 121…138
in adolescence, 476
bariatric surgery, 130…131
Body Mass Index (BMI), 122
in childhood, 476
classi“cation of, 121…123

consequences of, 124…126
coronary heart disease and weight

management, 355
diabetes and weight management, 206…208
economic costs of, 125…126
environmental contributors to, 126…128
epidemiology, 123…124
exercise/physical activity, 134…135
•fatŽ tax, 138
food provision/monetary incentives, 133
future directions, 135…136
genetic contributors to, 126
•idealŽ weight, 122
lifelong perspective, 137
lifestyle interventions, 128…129
measurement of abdominal fat, 123
morbidity/mortality impact, 124, 125
multicomponent posttreatment 

programs, 135
national plan for prevention of, 137
peer support, 133…134
pharmacotherapy, 129…130
prevention, 136…138
psychosocial consequences, 125
regulating advertising of junk foods, 138
relapse prevention training (RPT), 133
school interventions, 137…138
strategies to improve long-term outcome,

131…135
telephone prompts, 133
treatment of, 128…131
very low-caloric diets (VLCDs), 131, 207

Obsessive compulsive disorder (OCD),
miscarriage and, 524

Occupational health psychology, 569…586
ecological dimensions of, 570…572
future directions, 585…586
goodness-of-“t, 572
history, 570
individual characteristics, 571…572
organizational health, 573…579
preventive health management, 572…573
training in, 579…580
violence in workplace, 584
workaholism, 571
work environment, 570…571
work-family interface, 572

Occupational health psychology case study,
580…585

barriers and goals, 583
cost savings, 585
course of transition, 581…582
cultural issues and dilemmas, 581
high-risk work environment, good 

results, 584
history and role of OHP at Kelly Air Force

base, 580
service-oriented networks:

chaplains, 582
Civilian Transition Of“ce (CTO), 582…583
Integrated Delivery System (IDS) team, 582
Kelly Action Information Board (KAIB), 582
United Way, 583

suicides, 584
Transition Life Advisor (TLA) Program,

583…584
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workplace violence, 584

Occupational stress, 342, 369, 555
Oncology. See Cancer
Operant conditioning. See Conditioning,

classical/operant
Organizational health, 573…579. See also

Occupational health psychology
assessment, surveillance, and evaluation,

574…575
critical functions, 577…578
mission statement, 575
practice model, 576…577
scientist practitioner model, 574

Orgasm, 419
Ornish Lifestyle Heart Trial, 602
Osteopathy, 593…594
Osteoporosis, 519

Pain, 293…313
abdominal, 395, 400…403
alternative therapies:

chiropractic, 594
osteopathy, 593
traditional Chinese medicine (TCM),

597…598
assessment, 303…308

coping and psychosocial adaptation, 307
functional activities, 306…307
interview, 305…306
overt expressions of pain, 307…308
physical and laboratory factors, 304
psychosocial contributions, 304…306
quantifying pain severity, 303…304
self-report measurement of pain, 306

behavioral conceptualizations:
classical (respondent) conditioning, 295…296
operant conditioning (contingencies of

reinforcement), 296…297
social learning processes, 297

cancer, 280
children, 448…449

interventions for disease-related pain,
451…453

interventions for procedure-related pain,
449…451

chronic pain models/conceptualizations:
behavioral, 295…297
biomedical model, 294
cognitive-behavioral model, 308…310
coping studies, 57…58
integrative, multidimensional model,

298…299, 303
psychogenic model, 294…295
secondary-gain model, 295
unidimensional conceptualizations,

294…297
cognitive-behavioral interventions, 280,

308…310, 402…403, 450
coping and, 57…58, 302…303, 307
de“nitions (acute/chronic/recurrent), 293…294
gate control theory (GCT), 298…299
headaches (see Headaches)
multidisciplinary pain rehabilitation programs

(MPRP), 312…313
nociception, 293

patient pro“les:
adaptive copers (AC) patients, 311
dysfunctional (DYS) patients, 311
interpersonally distressed (ID) patients, 311

patient-uniformity myth, 310…312
physiological processes of pain (four), 303
psychology of:

affective factors, 299…300
anger, 300
beliefs about pain, 300…301
catastrophic thinking, 302
cognitive factors, 300…303
coping, 302…303
depression, 300
self-ef“cacy, 301…302

recurrent acute, 293…294
in spinal cord injury, 421
syndromes, 293, 294

Panic (in asthma), 106…107, 110
Paraplegia, 416. See also Spinal cord injury (SCI)
Partner Responses to Cancer Inventory

(PRCI), 65
Patient-practitioner interactions, 200…202,

523…524
Patient-uniformity myth (pain), 310…312
Pediatric brain tumors, 456…457,
Pediatric psychology, 440…441. See also Child

health psychology
Peers, 133…134, 472
Perceived stress scales, 32
Perception (physiological process in pain), 303
Period effect, 488
Peripartum cardiomyopathy (PPCM), 527
Personality variables:

aging, 493…494, 496…498
cancer, 271
cardiovascular health, 493…494
hypertension and, 354
immune function, 78…82
occupational health psychology, 571…572
spinal cord injury, 424…427

Personal relationships (immune function), 83…84.
See also Social support/relationships

Personal trainers/“nancial incentives (obesity),
134…135

Pharmaceutical aids/therapy:
arthritis/musculoskeletal conditions, 183…184
chronic fatigue syndrome, 378…379
headaches (symptomatic/abortive/prophylactic

medications), 250…252
insomnia:

combined psychological/pharmacological
treatments, 333

sleep medications (bene“ts/limitations/risks),
329…330

obesity, 129…130
tobacco dependence cessation, 155…156

Phenomenological and appraisal processes
(SCI), 428

Phenotypes, 158…159
Physical activity. See also Exercise:

African Americans, 546…547
Asian Americans, 548
Latino(a) Americans, 549
Native Americans, 550

Physical appearance (adolescents), 476

Physical development. See Adolescent
health psychology

Physical/sexual abuse:
adolescent vulnerability to, 475…476
battering/domestic violence, 40, 517…518
irritable bowel syndrome and, 399…400

Physiological changes as mediator, 34, 35
Pittsburgh Sleep Quality Index (PSQI), 327
Place-conditioning (PC) (tobacco dependence),

150, 151…152
Planned critical multiplism perspective, 1
Polarity therapy, 604
Policy. See Public policy issues
Polysomnography, 326…327
Population aging, 20. See also Aging/elderly
Positive self-statements, 450
Postpartum reactions, 526…527
Posttraumatic headache, chronic (diagnostic

criteria), 247
Posttraumatic stress disorder (PTSD):

aging and, 502
cancer and, 272…273, 502
criminal victimization and, 40…41
disasters and, 31…32, 36…37, 38
gender/culture and, 43
miscarriage and, 524
war/genocide and, 38

Pregnancy:
stressful conditions associated with

(see Women•s health psychology,
reproductive health)

teenage, 479…480
Problem-focused and emotion-focused coping

efforts, 58
Problem-solving therapy/training, 280…281, 607
Professionalization, critique of, 18…19
Progressive muscle relaxation (PMR) training,

254, 255, 406
Psychiatric disorders. See Mental/psychiatric

disorders
Psychoanalytic theory (asthma), 102…103
Psychogenic model of chronic pain, 294…295
Psychological oncology. See Cancer
Psychology, women entering “eld of, 534 …535
Psychoneuroimmunology. See Immune function
Psychosocial development (adolescence), 

467…468
Psychosocial factors. See also Social

support/relationships:
asthma, and medical treatments/outcomes,

109…110
gender, 553…554
obesity, 125
socioeconomic status and risk factors, 557

Psychotherapy (asthma), 111…112
Puberty timing, 468…470
Public policy issues, 19…20

aging of the population, 20
AIDS/HIV prevention (upstream approaches),

229…230
economics, 20
•fatŽ tax, 138
health care, 2, 19…20
new technologies, 20
obesity, 137…138
poverty and inequality, 19…20
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(obesity), 138
tobacco dependence, 154…157, 160…161
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55…56, 111, 517
coping and, 55…56
lung cancer, 515…516
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asthma), 102 (see also Asthma)
social support/relationships and, 64, 111
women•s health, 517

Qigong, 596…597, 598
Quetelet•s Index, 122
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African Americans, 546…547
alcohol abuse, 547, 548, 549, 551
Asian Americans/Paci“c Islanders, 547…548
behavioral treatment/prevention approaches for
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dietary interventions, 552
physical activity interventions, 552
smoking interventions, 551…552

cancer and, 268
diet, 546, 548, 549, 550, 552
Latino(a) Americans, 548…550
major behavioral risk and protective factors,

546…551
morbidity and mortality, 546, 547, 548…549,550
Native Americans, 550…551
physical activity, 546…547, 548, 549, 550, 552
sexual behavior, 547, 548, 549, 550
social support, 547, 548, 549, 551
socioeconomic status and, and health, 556…557
spinal cord injury and, 418
stressful life events, 43…44
tobacco use, 153, 546, 547…548, 549, 550,

551…552
Radiation therapy, 269, 275
Rape victims, adolescent, 475…476
Recurrent abdominal pain (RAP), 400…403
Recurrent acute pain, 293…294
Re”exology, 603
Reframing beliefs, 450
Refugees, 41…42
Regulation. See Public policy issues
Rehabilitation psychology, 423. See also Spinal

cord injury (SCI)
Reiki, 604
Relapse prevention training (RPT) (obesity), 133
Relaxation-based interventions:

asthma, 112…113
children, 450
headaches, 252, 254…255
immune function, 85, 86
insomnia, 330…331
irritable bowel syndrome, 404…406
progressive muscle relaxation training, 254, 255

Repression-sensitization (coping style), 53
Repressive-defensive coping styles, 53, 103
Reproductive health. See Women•s health

psychology, reproductive health

Reproductive system, 178…179
Resilience to stress, 169
Resistance exercise, 604
Resistance stage, 28
Resource(s):

appraisals, 29
objective/subjective, 30

Respiratory problems. See Asthma;
Pulmonary disease

Respiratory resistance biofeedback, 113
Respiratory sinus arrhythmia (RSA)

feedback, 113
Response-based perspective (stressful life

events), 28
Risk, health (role/theories of coping), 53…55
Risk levels (children), and related psychological

interventions, 444…446
Risk-reduction among persons living with HIV,

235…237
Risk taking, increased (adolescents), 472
Rol“ng, 603

Sarcoma, 268
Scarcity hypothesis, 530
Schedule of Recent Experiences (SRE), 32
School-based programs:

AIDS prevention, 224…225, 238
health services for adolescents, 480…481
obesity, 137…138

Scientist-practitioner model, 10, 574
Secondary-gain model of chronic pain, 295
Self-administration, 149…151
Self-ef“cacy and pain, 301…302
Self-rated health, aging and, 498
Self-regulatory model of illness behavior, 53
Self-report measurement of pain, 306
SERATE (Standardized Event Rating System), 33
Sex roles, socialization, and women•s health,

533…534
Sexual abuse. See Physical/sexual abuse
Sexual dysfunction:

cancer and, 273…274
diabetes and, 203…205
in men, 203…204
in women, 204

Sexual harassment in workplace, 531
Sexual health settings, AIDS preventions,

222…223
Sexuality/sexual behavior. See also Women•s

health psychology, reproductive health:
adolescents, 477…480
African Americans, 547
Asian Americans, 548
Latino(a) Americans, 549
Native Americans, 550
spinal cord injury, 419…420

Sexually transmitted disease (STD), 478…479,
522, 525. See also AIDS/HIV

Sickle cell disease, 57, 451…452
Sleep disturbances. See also Insomnia:

depression and, 366
sleep apnea, and obesity, 125

Smoking. See Tobacco use/dependence
Social comparison coping process, 52, 57
Social ecology theory (children), 440

Social integration, 59…60
Social learning processes (pain), 297
Social Readjustment Rating Scale (SRRS), 32, 39,

398, 399
Social risk factors for initiation/maintenance of

tobacco use, 153…154
Social skills training, pediatric brain tumors, 456
Social Support Questionnaire, 65
Social support/relationships, 51, 59…68. See also

Psychosocial factors
African Americans, 547
aging, 498
AIDS/HIV, 62…63, 66
arthritis, 64, 66
Asian Americans, 548
asthma, 110…111
cancer, 64…66, 277…278
cardiovascular function, 60…61
coronary disease, 63…64, 342…343, 349…350
de“nitions, 59…60
diabetes, 199…200
disease progression/mortality, 62…64
disease recovery, 62
endocrine function, 61
future research, 67…68
health outcomes and, 60…62
immune function, 61…62, 82…84
Latino(a) Americans, 549
mechanisms for effects on well-being, 66…67
Native Americans, 551
perceived/received support, 59
psychological outcomes and, 64
pulmonary disease, 64
spinal cord injury, 427…428
stressful life events and, 43
weight loss, 208
women, 527…534

Sociodemographics of chronic fatigue
syndrome, 369

Socioeconomic status (SES):
assessment of, 555…556
behavioral risk factors and, 557
cancer and, 271
coronary heart disease and, 342…343, 344
ethnicity and health and, 556…557
health status and, 556
poverty and inequality, 7, 19…20
prevention and intervention approaches,

557…558
psychosocial risk factors and, 557
women•s mental/physical health and, 528…529

Soft tissue therapies, 603
Somatization, 175, 402
Spermarche, 466
Spinal cord injury (SCI), 415…430

adjustment following, 423…429
demographic characteristics, 424…425
disability-related characteristics, 425
dynamic/developmental continuum/

processes, 423, 428…429
individual differences, 424…427
personality characteristics, 426…427
phenomenological and appraisal

processes, 428
predisability behavioral patterns,  425…426
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preinjury psychopathology, 426
social and interpersonal environment,

427…428
aging and physiologic changes, 420
chiropractic, 594…595
classi“cation of, 415…417
complications:

anxiety, 423
depression, 422…423
pain, 421
pressure sores, 421…422
spasticity and contractures, 422
urinary tract infections, 422

epidemiology, 417…421
family and, 429
functional goals for levels of injury, 416…417
future directions/advancements, 430
mortality, 420…421
psychological interventions, 429…430
sexuality and reproductive health, 419…420
vocational rehabilitation intervention

programs, 429
Spinal Manual Therapy (SMT), 594
St. Johns• wort (SJW), 600…601
Standardized Event Rating System

(SERATE), 33
Stanford Sleepiness Scale, 328
State-Trait Anxiety Inventory (STAI), 396, 398
Stature, short/tall (adolescence), 471
Stigma, 176, 381…383
Stimulus-based perspective (stressful life

events), 28
Stimulus control therapy (insomnia), 331
Stress:

academic examination, 77
acute vs. chronic, 76…78
aging and, 499
arthritis and (see Arthritis and musculoskeletal

conditions, stress)
asthma and, 104…106
chronic fatigue syndrome and, 369, 375
coronary heart disease and, 341…343, 

348…350, 353…356
diabetes and, 195…197
HIV-related, 232
immune function and, 75…78
insomnia and, 319
irritable bowel syndrome and, 398…399
laboratory, 77
occupational, 342, 369
postpartum reactions and, 526
transactional stress theory, 29

Stress-and-coping paradigm, 51…52, 441…442
Stressful life events, 27…45

age, 44
assessment of, 32…34
controllability, 31
culture/ethnicity, 43…44
disasters (natural and technological), 30…31,

36…38
future directions, 44…45
gender and, 39, 42…43
health outcomes of, 34…36
individual differences and, 42…44
nature of, 30…32

PTSD and, 31…32
research examples:

conjugal loss and bereavement, 38…40
criminal victimization, 40…41
migration (refugees), 41…42
natural disasters, 36…37
technological disasters, 37…38
war and genocide, 38

theoretical perspectives:
cognitive-transactional process perspective,

28…30
response-based perspective, 28
stimulus-based perspective, 28

Stroke, 124…125, 492, 493, 516…517, 536
Structured Clinical Interview for the DSM-IV

(SCID), 366
Substance abuse:

alcohol (see Alcohol use/abuse)
headaches and, 248
nicotine (see Tobacco use/dependence)
treatment settings, AIDS prevention, 223…224
women•s health, 521…522

Suicide, 273, 584
Sun exposure, 270…271
Surgery:

bariatric, 130…131
cancer, 269, 274…275
transplantation (children), 457…458

Sympathetic nervous system (SNS), 76
Sympathoadrenomedullary (SAM) axis, 76

Tactile therapies, 602…605
Tai chi, 596…597, 598
Technological disasters, 30…31, 37…38
Technology, 20, 238, 261
Telephone prompts/counseling, 133, 281
Tetraplegia, 416. See also Spinal cord injury (SCI)
Therapeutic touch (TT), 603…604
Therapies, complementary/alternative, 591…607

common themes, 607
decision-making problem, 607
dietary/nutrition/lifestyle modi“cation,

601…602
Atkins• diet, 602
Gerson method, 602
macrobiotic diets, 602
Ornish Lifestyle Heart Trial, 602
very low fat diets, 601…602

Eastern systems of healing (therapeutic
approaches/clinical applications), 595…598

Ayurveda, 595…598
traditional Chinese medicine (TCM),

596…598
expressive therapies, 605…606

art therapy, 606
dance movement therapy (DMT), 605…606
music therapy (MT), 606
written emotional disclosure, 605

future directions, 607
herbal remedies:

echinacea, 598…599
garlic, 599
ginger, 599
ginkgo biloba, 599…600
ginseng, 600

kava, 600
research summary, 601
St. Johns• wort (SJW), 600…601

integrating psychological interventions
with, 607

mind/body therapies, 606
movement therapies, 604…605

aerobic exercise, 604
Alexander technique (movement therapy),

605
Feldenkrais• functional integration

(movement therapy), 605
leisure activity, 604
resistance exercise, 604
yoga, 605

tactile therapies, 602…605
aromatherapy, 603
energy mobilization, 603
massage, 603
myofascial release and Rol“ng, 603
polarity therapy, 604
re”exology, 603
reiki, 604
soft tissue therapies, 603
therapeutic touch (TT), 603…604

Western systems of healing (therapeutic
approaches/clinical applications), 592…595

chiropractic, 594…595
homeopathy, 592…593
osteopathy, 593…594

Tobacco use/dependence, 147…162
advertising/promotions and, 154
aging and, 492, 494, 497
animal models of nicotine addiction, 149…153

place-conditioning (PC), 150, 151…152
preclinical genetic models: insights into

individual differences, 152
relevance of preclinical studies to

understanding tobacco dependence,
152…153

self-administration, 149…151
validity of, 150

basic mechanisms of nicotine addiction, 148…149
cancer and, 270
cessation methods (pharmaceutical/

nonpharmaceutical), 155…156, 596
cognitive effects, 153
ethnic minorities:

African Americans, 546
Asian Americans, 547…548
differences, 153
interventions for, 551…552
Latino(a) Americans, 549
Native Americans, 550

gender differences, 153
genetic in”uence evidence, 157…160
instruments for measuring, 159…160
phenotypes, 158…159
prevention/treatment, 155…157
pricing/control policy effects, 154…155
psychiatric comorbidity, 153…154
public health imperative, 160…161
risk factors for initiation/maintenance, 153…155
tobacco dependence •construct in need of

re“nement,Ž 159…160
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Tobacco use/dependence (Continued)
women•s health and, 153, 521, 528
youth access, 155

Traditional Chinese medicine (TCM), 596…598
Training/education:

in Europe, 12…14
in occupational health psychology, 579…580
similarities/differences among U.S., European,

and U.K. models, 17…18
in United Kingdom, 14…17
in United States, 10…12

Transactional Stress Theory, 29
Transcendental meditation (TM), 595…596
Transduction (physiological process in pain), 303
Transition Life Advisor (TLA) Program, 583…584
Transmission (physiological process in pain), 303
Transplantation, 457…458
Traumatic brain injury (TBI), 454…456
Tui Na, 597
Type A behavior, 345, 349

United Way, 583
Upstream approaches, 229…230, 239

Very low-caloric diets, 131, 207
Very low-fat diets, 601…602
Victim(s):

criminal acts, 40…41, 475…476
disasters, 31
domestic violence, 40, 517…518
rape (adolescents), 475…476

Viral infection and chronic fatigue syndrome, 373
Vocational rehabilitation intervention

programs, 429
Vulnerability, 169

War/genocide, 38
Ways of Coping Checklist (WOC), 55, 56
Wechsler Adult Intelligence Scale (WAIS),

491, 492
Weight management. See Obesity
Western systems of healing (therapeutic

approaches/clinical applications),
592…595

chiropractic, 594…595
homeopathy, 592…593
osteopathy, 593…594

Women•s health psychology, 513…536
breast self-examination (BSE), 54
coping and expression of illness, 533…534
future directions, 534…536
health care providers and, 522…524, 534
health insurance, 523
mental health, 519…522

alcohol, 521…522
anxiety disorders, 520
depressive disorders, 519…520
eating disorders, 520…521
issues relevant to treatment of mental

disorders, 522
smoking, 521
substance use/abuse, 521…522

mentorship, 535
multiple roles (risk vs. protective factor),

529…533
employment role, 530…532
enhancement or expansion hypothesis, 530
scarcity hypothesis, 530
spouse/caregiving role, 532
who bene“ts and who suffers, 532…533

obesity, 125

physical health, 514…519
AIDS/HIV, 517
arthritis, 518
battering/domestic violence, 517…518
breast cancer, 516
cancer, 515…516
chronic health conditions, 518…519
chronic obstructive pulmonary disease, 517
coronary heart disease, 514…515
“bromyalgia, 519
lung cancer, 515…516
osteoporosis, 519
stroke, 516…517

reproductive health:
delayed menstruation, 470…471
infertility, 525…526
miscarriage, 524…525
peripartum cardiomyopathy (PPCM), 527
postpartum reactions, 526…527
spinal cord injury, 419…420
stressful conditions related to pregnancy,

524…527
teenage pregnancy, 479…480

sex roles and socialization, 533…534
social/cultural in”uences, 527…534
socioeconomic status (SES), 528…529

Work. See Occupational health psychology;
Occupational stress

Written emotional expression, 112, 605

Yin/yang, 596, 597
Yoga, 113…114, 605
Youth Self-Report Form, 475
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Psychology at the beginning of the twenty-first century has
become a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field. 

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology. 

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that define the
fields they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective fields. Third, for psychologists seeking
to become conversant with fields outside their own specialty
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature. 

The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER

Tampa, Florida



The title of this volume, Assessment Psychology, was deliber-
ately chosen to make the point that the assessment activities of
psychologists constitute a legitimate and important subdisci-
pline within psychology. The methods and techniques devel-
oped by assessment pioneers were central in establishing a
professional role for psychologists in schools, hospitals, and
other settings. Although interest in psychological assessment
has waxed and waned over the years and various assessment
procedures and instruments have come under attack, the
premise of this volume is that assessment psychology is
alive and well and continues to be of paramount importance
in the professional functioning of most psychologists. In
addition, assessment psychology contributes greatly to the
well-being of the thousands of individuals who are assessed
each year.

A primary goal of this volume is to address important is-
sues in assessment psychology. Some of these issues have
been around a long time (e.g., psychometric characteristics of
assessment procedures), whereas others have come on the
scene more recently (e.g., computer-based psychological as-
sessment). The volume also has chapters devoted to the
unique features of assessment in different kinds of settings
(adult and child mental health, schools, medical centers, busi-
ness and industry, forensic and correctional, and geriatric).
Other chapters address assessment in various domains of
functioning (e.g., cognitive and intellectual, interests, person-
ality and psychopathology). Still other chapters address
various approaches used in the assessment process (e.g.,
interviews, behavioral methods, projective approaches, and
self-report inventories). The final chapter summarizes the
major conclusions reached by other authors in the volume
and speculates about the future of assessment psychology.

We should also state clearly what this volume does not in-
clude. Although many specific tests and procedures are
described (some in greater detail than others), the volume is
not intended as a practical guide for the administration and
interpretation of tests and other procedures. There are other

excellent interpretive handbooks already available, and many
of these are referenced in the various chapters of this volume.

It is our hope that the detailed and insightful consideration
of issues and problems will provide a strong foundation for
all who are part of the discipline of assessment psychology,
regardless of the specific techniques or instruments that they
employ. We view this volume as having been successful if it
raises the sensitivity of assessment psychologists to the im-
portant issues inherent in the use of assessment procedures in
a wide variety of settings and to the strengths and weaknesses
of the various approaches and instruments.

This volume is intended for several audiences. Graduate
students in psychology, education, and related disciplines
should find the chapters informative and thought provoking
as they master the assessment process. Psychologists who
engage in psychological assessment, either routinely or on a
more limited basis, should find the various chapters to be en-
lightening. Finally, those who use the results of psychologi-
cal assessment (e.g., medical and social work professionals,
teachers, parents, clients) should become more informed con-
sumers after reading the chapters in this volume.

We want to thank those who contributed to the completion
of this volume. Of course, the most important contributors
are those who wrote the individual chapters. Their efforts
resulted in informative and thought-provoking chapters. The
editor-in-chief of the series of which this volume is a part,
Irv Weiner, deserves considerable credit for his organiza-
tional skills in making the project happen as planned and for
his specific contributions to each of the chapters in this vol-
ume. We also want to thank Alice Early and Brian O’Reilly
for their editorial contributions. The Department of Psychol-
ogy at Kent State University and the Department of Psy-
chology and the Center for Cognitive Development at George
Mason University supported this project in various ways.

JOHN R. GRAHAM

JACK A. NAGLIERI

Volume Preface
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Assessment psychology is the field of behavioral science con-
cerned with methods of identifying similarities and differ-
ences among people in their personal characteristics and
capacities. As such, psychological assessment comprises a
variety of procedures that are employed in diverse ways to
achieve numerous purposes. Assessment has sometimes been
equated with testing, but the assessment process goes beyond
merely giving tests. Psychological assessment involves inte-
grating information gleaned not only from test protocols, but
also from interview responses, behavioral observations, col-
lateral reports, and historical documents. The Standards for
Educational and Psychological Testing (American Educa-
tional Research Association [AERA], American Psychologi-
cal Association, and National Council on Measurement in
Education, 1999) specify in this regard that

the use of tests provides one method of collecting information
within the larger framework of a psychological assessment of an
individual. . . .Apsychological assessment is a comprehensive ex-
amination undertaken to answer specific questions about a client’s
psychological functioning during a particular time interval or to
predict a client’s psychological functioning in the future. (p. 119)

The diverse ways in which assessment procedures are
employed include many alternative approaches to obtaining
and combining information from different sources, and the
numerous purposes that assessment serves arise in response to
a broad range of referral questions raised in such companion
fields as clinical, educational, health, forensic, and industrial/
organizational psychology. Subsequent chapters in this volume

elaborate the diversity of assessment procedures, the nature
of the assessment questions that arise in various settings, and
the types of assessment methods commonly employed to ad-
dress these questions.

This introductory chapter sets the stage for what is to follow
by conceptualizing assessment as a three-stage process com-
prising an initial phase of information input, a subsequent
phase of information evaluation, and a final phase of informa-
tion output. Information input involves collecting assessment
data of appropriate kinds and in sufficient amounts to address
referral questions in meaningful and useful ways. Information
evaluation consists of interpreting assessment data in a manner
that provides accurate descriptions of respondents’psycholog-
ical characteristics and behavioral tendencies. Information out-
put calls for utilizing descriptions of respondents to formulate
conclusions and recommendations that help to answer referral
questions. Each of these phases of the assessment process re-
quires assessors to accomplish some distinctive tasks, and each
involves choices and decisions that touch on critical issues in
conducting psychological assessments.

COLLECTING ASSESSMENT INFORMATION

The process of collecting assessment information begins with
a formulation of the purposes that the assessment is intended
to serve. A clear sense of why an assessment is being con-
ducted helps examiners select tests and other sources of
information that will provide an adequate basis for arriving
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at useful conclusions and recommendations. Additionally
helpful in planning the data collection process is attention to
several examiner, respondent, and data management issues
that influence the nature and utility of whatever findings are
obtained.

Formulating Goals

Psychological assessments are instigated by referrals that
pose questions about aspects of a person’s psychological
functioning or likely future behavior. When clearly stated and
psychologically relevant, referral questions guide psycholo-
gists in determining what kinds of assessment data to collect,
what considerations to address in examining these data, and
what implications of their findings to emphasize in their re-
ports. If referral questions lack clarity or psychological rele-
vance, some reformulation is necessary to give direction to
the assessment process. For example, a referral in a clinical
setting that asks vaguely for personality evaluation or differ-
ential diagnosis needs to be specified in consultation with the
referring person to identify why a personality evaluation is
being sought or what diagnostic possibilities are at issue. As-
sessment in the absence of a specific referral question can re-
sult in a sterile exercise in which neither the data collection
process nor the psychologist’s inferences can be focused in a
meaningful way. 

Even when adequately specified, referral questions are not
always psychological in nature. Assessors doing forensic
work are frequently asked to evaluate whether criminal de-
fendants were insane at the time of their alleged offense.
Sanity is a legal term, however, not a psychological term.
There are no assessment methods designed to identify insan-
ity, nor are there any research studies in which being insane
has been used as an independent variable. In instances of this
kind, in order to help assessors plan their procedures and
frame their reports, the referral must be translated into psy-
chological terms, as in defining insanity as the inability to
distinguish reality from fantasy. 

As a further challenge in formulating assessment goals,
specific and psychologically phrased referral questions may
still lack clarity as a consequence of addressing complex and
multidetermined patterns of behavior. In employment evalu-
ations, for example, a referring person may want to know
which of three individuals is likely to perform best in a posi-
tion of leadership or executive responsibility. To address this
type of question effectively, assessors must first be able to
identify psychological characteristics that are likely to make
a difference in the particular circumstances, as by proceed-
ing, in this example, in the belief that being energetic, deci-
sive, assertive, self-confident, and reasonably unflappable
contribute to showing effective and responsible leadership.

Then the data collection process can be planned to measure
these characteristics, and the eventual report can be focused
on using them as a basis for recommending a hiring decision.

Selecting Tests

The multiple sources of assessment information previously
noted include the results of formal psychological testing with
standardized instruments; responses to questions asked in
structured and unstructured interviews; observations of be-
havior in various types of contrived situations and natural set-
tings; reports from relatives, friends, employers, and other
collateral persons concerning an individual’s previous life
history and current characteristics and behavioral tendencies;
and documents such as medical records, school records, and
written reports of earlier assessments. Individual assessments
vary considerably in the availability and utility of these di-
verse sources of information. Assessments may sometimes
be based entirely on record reviews and collateral reports,
because the person being assessed is unwilling to be seen di-
rectly by an examiner or is for some reason prevented from
doing so. Some persons being assessed are quite forthcoming
when interviewed but are reluctant to be tested; others find it
difficult to talk about themselves but are quite responsive to
testing procedures; and in still other cases, in which both
interview and test data are ample, there may be a dearth of
other information sources on which to draw. 

There is little way to know before the fact which sources of
information will prove most critical or valuable in an assess-
ment process. What collateral informants say about a person
in a particular instance may be more revealing and reliable
than what the person says about him- or herself, and in some
instances historical documents may prove more informa-
tive and dependable than either first-person or collateral
reports. Behavioral observations and interview data may
sometimes contribute more to an adequate assessment than
standardized tests, or may even render testing superfluous;
whereas in other instances formal psychological testing may
reveal vital diagnostic information that would otherwise not
have been uncovered.

The fact that psychological assessment can proceed
effectively without psychological testing helps to distinguish
between these two activities. The terms psychological assess-
ment and psychological testing are sometimes used synony-
mously, as noted earlier, but psychological testing is only one
among many sources of information that may be utilized
in conducting a psychological assessment. Whereas testing
refers to the administration of standardized measuring instru-
ments, assessment involves multiple data collection proce-
dures leading to the integration of information from diverse
sources. Thus the data collection procedures employed in
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testing contribute only a portion of the information that is typi-
cally utilized in the complex decision-making process that
constitutes assessment. This distinction between assessment
and testing has previously been elaborated by Fernandez-
Ballesteros (1997), Maloney and Ward (1976, chapter 3), and
Matarazzo (1990), among others.

Nonetheless, psychological testing stands out among the
data collection procedures employed in psychological assess-
ment as the one most highly specialized, diverse, and in need
of careful regulation. Psychological testing brings numerous
issues to the assessment process, beginning with selection of
an appropriate test battery from among an extensive array of
available measuring instruments (see Conoley & Impara,
1995, and Fischer & Corcoran, 1994; see also chapters 18–24
of the present volume). The chief considerations that should
determine the composition of a test battery are the psycho-
metric adequacy of the measures being considered; the rele-
vance of these measures to the referral questions being
addressed; the likelihood that these measures will contribute
incremental validity to the decision-making process; and the
additive, confirmatory, and complementary functions that
individual measures are likely to serve when used jointly.

Psychometric Adequacy

As elaborated by Anastasi and Urbina (1997), in the Stan-
dards for Educational and Psychological Testing (AERA,
et al., 1999, chapters 1, 2, & 5), and in the chapter by
Wasserman and Bracken in this volume, the psychometric
adequacy of an assessment instrument consists of the ex-
tent to which it involves standardized test materials and ad-
ministration procedures, can be coded with reasonably good
interscorer agreement, demonstrates acceptable reliability,
has generated relevant normative data, and shows valid
corollaries that serve the purposes for which it is intended.
Assessment psychologists may at times choose to use tests
with uncertain psychometric properties, perhaps for ex-
ploratory purposes or for comparison with a previous exami-
nation using these tests. Generally speaking, however, formal
testing as part of a psychological assessment should be lim-
ited to standardized, reliable, and valid instruments for which
there are adequate normative data.

Relevance

The tests selected for inclusion in an assessment battery
should provide information relevant to answering the ques-
tions that have been raised about the person being examined.
Questions that relate to personality functions (e.g., What kind
of approach in psychotherapy is likely to be helpful to this
person?) call for personality tests. Questions that relate to

educational issues (e.g., Does this student have a learning
disability?) call for measures of intellectual abilities and
academic aptitude and achievement. Questions that relate to
neuropsychological functions (e.g., Are there indications
of memory loss?) call for measures of cognitive functioning,
with special emphasis on measures of capacities for learning
and recall.

These examples of relevance may seem too obvious to
mention. However, they reflect an important and sometimes
overlooked guiding principle that test selection should be jus-
tifiable for each measure included in an assessment battery.
Insufficient attention to justifying the use of particular mea-
sures in specific instances can result in two ill-advised as-
sessment practices: (a) conducting examinations with a fixed
and unvarying battery of measures regardless of what ques-
tions are being asked in the individual case, and (b) using
favorite instruments at every opportunity even when they
are unlikely to serve any central or unique purpose in a par-
ticular assessment. The administration of minimally useful
tests that have little relevance to the referral question is a
wasteful procedure that can result in warranted criticism of
assessment psychologists and the assessment process. Like-
wise, the propriety of charging fees for unnecessary proce-
dures can rightfully be challenged by persons receiving or
paying for services, and the competence of assessors who
give tests that make little contribution to answering the ques-
tions at issue can be challenged in such public forums as the
courtroom (see Weiner, 2002).

Incremental Validity

Incremental validity in psychological assessment refers to the
extent to which new information increases the accuracy of a
classification or prediction above and beyond the accuracy
achieved by information already available. Assessors pay
adequate attention to incremental validity by collecting
the amount and kinds of information they need to answer
a referral question, but no more than that. In theory, then, fa-
miliarity with the incremental validity of various measures
when used for certain purposes, combined with test selection
based on this information, minimizes redundancy in psycho-
logical assessment and satisfies both professional and scien-
tific requirements for justifiable test selection.

In practice, however, strict adherence to incremental valid-
ity guidelines often proves difficult and even disadvan-
tageous to implement. As already noted, it is difficult to
anticipate which sources of information will prove to be most
useful. Similarly, with respect to which instruments to include
in a test battery, there is little way to know whether the tests ad-
ministered have yielded enough data, and which tests have
contributed most to understanding the person being examined,
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until after the data have been collected and analyzed. In most
practice settings, it is reasonable to conduct an interview and
review previous records as a basis for deciding whether formal
testing would be likely to help answer a referral question—
that is, whether it will show enough incremental validity to
warrant its cost in time and money. Likewise, reviewing a set
of test data can provide a basis for determining what kind of
additional testing might be worthwhile. However, it is rarely
appropriate to administer only one test at a time, to choose
each subsequent test on the basis of the preceding one, and to
schedule a further testing session for each additional test ad-
ministration. For this reason, responsible psychological as-
sessment usually consists of one or two testing sessions
comprising a battery of tests selected to serve specific additive,
confirmatory, and complementary functions.

Additive, Confirmatory, and Complementary
Functions of Tests

Some referral questions require selection of multiple tests
to identify relatively distinct and independent aspects of a
person’s psychological functioning. For example, students
receiving low grades may be referred for an evaluation to
help determine whether their poor academic performance is
due primarily to limited intelligence or to personality charac-
teristics that are fostering negative attitudes toward achieving
in school. A proper test battery in such a case would include
some measure of intelligence and some measure of personal-
ity functioning. These two measures would then be used in an
additive fashion to provide separate pieces of information,
both of which would contribute to answering the referral
question. As this example illustrates, the additive use of tests
serves generally to broaden understanding of the person
being examined. 

Other assessment situations may create a need for con-
firmatory evidence in support of conclusions based on test
findings, in which case two or more measures of the same
psychological function may have a place in the test battery.
Assessors conducting a neuropsychological examination to
address possible onset of Alzheimer’s disease, for example,
ordinarily administer several memory tests. Should each of
these tests identify memory impairment consistent with
Alzheimer’s, then from a technical standpoint, only one of
them would have been necessary and the others have shown
no incremental validity. Practically speaking, however, the
multiple memory measures taken together provide confirma-
tory evidence of memory loss. Such confirmatory use of tests
strengthens understanding and helps assessors present con-
clusions with confidence.

The confirmatory function of a multitest battery is espe-
cially useful when tests of the same psychological function

measure it in different ways. The advantages of multimethod
assessment of variables have long been recognized in psy-
chology, beginning with the work of Campbell and Fiske
(1959) and continuing with contemporary reports by the
American PsychologicalAssociation’s (APA’s) Psychological
Assessment Work Group, which stress the improved validity
that results when phenomena are measured from a variety of
perspectives (Kubiszyn et al., 2000; Meyer et al., 2001):

The optimal methodology to enhance the construct validity of
nomothetic research consists of combining data from multiple
methods and multiple operational definitions. . . . Just as effec-
tive nomothetic research recognizes how validity is maximized
when variables are measured by multiple methods, particularly
when the methods produce meaningful discrepancies . . . the
quality of idiographic assessment can be enhanced by clinicians
who integrate the data from multiple methods of assessment.
(Meyer et al., p. 150)

Such confirmatory testing is exemplified in applications of
the Minnesota Multiphasic Personality Inventory (MMPI,
MMPI-2) and the Rorschach Inkblot Method (RIM), which
are the two most widely researched and frequently used per-
sonality assessment instruments (Ackerman & Ackerman,
1997; Butcher & Rouse, 1996; Camara, Nathan, & Puente,
2000; Watkins, Campbell, Nieberding, & Hallmark, 1995).
As discussed later in this chapter and in the chapters by
Viglione and Rivera and by Ben-Porath in this volume, the
MMPI-2 is a relatively structured self-report inventory,
whereas the RIM is a relatively unstructured measure of
perceptual-cognitive and associational processes (see also
Exner, 2003; Graham, 2000; Greene, 2000; Weiner, 1998).
Because of differences in their format, the MMPI-2 and
the RIM measure normal and abnormal characteristics in dif-
ferent ways and at different levels of a person’s ability and
willingness to recognize and report them directly. Should a
person display some type of disordered functioning on both
the MMPI-2 and the RIM, this confirmatory finding becomes
more powerful and convincing than having such information
from one of these instruments but not other, even though
technically in this instance no incremental validity derives
from the second instrument.

Confirmatory evidence of this kind often proves helpful
in professional practice, especially in forensic work. As
described by Blau (1998), Heilbrun (2001), Shapiro (1991),
and others, multiple sources of information pointing in the
same direction bolsters courtroom testimony, whereas con-
clusions based on only one measure of some characteristic
can result in assessors’ being criticized for failing to conduct
a thorough examination.

Should multiple measures of the same psychological char-
acteristics yield different rather than confirmatory results,



Collecting Assessment Information 7

these results can usually serve valuable complementary func-
tions in the interpretive process. At times, apparent lack of
agreement between two purported measures of the same
characteristic has been taken to indicate that one of the
measures lacks convergent validity. This negative view of di-
vergent test findings fails to take adequate cognizance of the
complexity of the information provided by multimethod as-
sessment and can result in misleading conclusions. To con-
tinue with the example of conjoint MMPI-2 and RIM testing,
suppose that a person’s responses show elevation on indices
of depression on one of these measures but not the other.
Inasmuch as indices on both measures have demonstrated
some validity in detecting features of depression, the key
question to ask is not which measure is wrong in this in-
stance, but rather why the measures have diverged. 

Perhaps, as one possible explanation, the respondent has
some underlying depressive concerns that he or she does not
recognize or prefers not to admit to others, in which case de-
pressive features might be less likely to emerge in response to
the self-report MMPI-2 methodology than on the more indi-
rect Rorschach task. Or perhaps the respondent is not partic-
ularly depressed but wants very much to give the impression
of being in distress and needing help, in which case the
MMPI-2 might be more likely to show depression than the
RIM. Or perhaps the person generally feels more relaxed and
inclined to be forthcoming in relatively structured than rela-
tively unstructured situations, and then the MMPI-2 is more
likely than the RIM to reveal whether the person is depressed.

As these examples show, multiple measures of the same
psychological characteristic can complement each other
when they diverge, with one measure sometimes picking up
the presence of a characteristic (a true positive) that is missed
by the other (a false negative). Possible reasons for the false
negative can contribute valuable information about the re-
spondent’s test-taking attitudes and likelihood of behaving
differently in situations that differ in the amount of structure
they provide. The translation of such divergence between
MMPI-2 and RIM findings into clinically useful diagnostic
inferences and individual treatment planning is elaborated by
Finn (1996) and Ganellen (1996). Whatever measures may be
involved in weighing the implications of divergent findings,
this complementary use of test findings frequently serves to
deepen understanding gleaned from the assessment process.

Examiner Issues

The amount and kind of data collected in psychological as-
sessments depend in part on two issues concerning the exam-
iners who conduct these assessments. The first issue involves
the qualifications and competence of examiners to utilize the
procedures they employ, and the second has to do with ways

in which examiners’ personal qualities can influence how dif-
ferent kinds of people respond to them. 

Qualifications and Competence

There is general consensus that persons who conduct psycho-
logical assessments should be qualified by education and
training to do so. The Ethical Principles and Code of Con-
duct promulgated by the APA (1992) offers the following
general guideline in this regard: “Psychologists provide ser-
vices, teach, and conduct research only within the boundaries
of their competence, based on their education, training, su-
pervised experience, or appropriate professional experience”
(Ethical Code 1.04[a]). Particular kinds of knowledge and
skill that are necessary for test users to conduct adequate as-
sessments are specified further in the Test User Qualifications
endorsed by the APA (2001). Finally of note with respect to
using tests in psychological assessments, the Standards for
Educational and Psychological Testing (AERA et al., 1999)
identify who is responsible for the proper use of tests: “The
ultimate responsibility for appropriate test use and interpreta-
tion lies predominantly with the test user. In assuming this
responsibility, the user must become knowledgeable about
a test’s appropriate uses and the populations for which it is
suitable” (p. 112).

Despite the clarity of these statements and the considerable
detail provided in the Test User Qualifications, two persistent
issues in contemporary assessment practice remain unre-
solved. First, adequate psychological testing qualifications are
typically inferred for any examiners holding a graduate degree
in psychology, being licensed in their state, and presenting
themselves as competent to practice psychological assessment.
Until such time as the criteria proposed in the Test User Quali-
fications become incorporated into formal accreditation proce-
dures, qualification as an assessor will continue to be conferred
automatically on psychologists obtaining licensure. Unfortu-
nately, being qualified by license to use psychological tests
does not ensure being competent in using them. Being compe-
tent in psychological testing requires familiarity with the latest
revision of whatever instruments an assessor is using, with cur-
rent research and the most recent normative data concerning
these instruments, and with the manifold interpretive complex-
ities they are likely to involve. Assessment competence also
requires appreciation for a variety of psychometric, interper-
sonal, sociocultural, and contextual issues that affect not only
the collection but also the interpretation and utilization of as-
sessment information (see Sandoval, Frisby, Geisinger, &
Scheuneman, 1990). The chapters that follow in this volume
bear witness to the broad range of these issues and to the steady
output of new or revised measures, research findings, and prac-
tice guidelines that make assessment psychology a dynamic
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and rapidly evolving field with a large and burgeoning lit-
erature. Only by keeping reasonably current with these devel-
opments can psychological assessors become and remain
competent, and only by remaining competent can they fulfill
their ethical responsibilities (Kitchener, 2000, chapter 9;
Koocher & Keith-Spiegel, 1998; Weiner, 1989).

The second persistent issue concerns assessment by per-
sons who are not psychologists and are therefore not bound by
this profession’s ethical principles or guidelines for practice.
Nonpsychologist assessors who can obtain psychological
tests are free to use them however they wish. When easily ad-
ministered measures yield test scores that seem transparently
interpretable, as in the case of an elevated Borderline scale on
the Millon Multiaxial Clinical Inventory–III (MCMI-III;
Choca, Shanley, & Van Denberg, 1997) or an elevated Acqui-
escence scale on the Holland Vocational Preference Inventory
(VPI; Holland, 1985), unqualified examiners can draw super-
ficial conclusions that take inadequate account of the com-
plexity of these instruments, the interactions among their
scales, and the limits of their applicability. It accordingly be-
hooves assessment psychologists not only to maintain their
own competence, but also to call attention in appropriate cir-
cumstances to assessment practices that fall short of reason-
able standards of competence.

Personal Influence

Assessors can influence the information they collect by virtue
of their personal qualities and by the manner in which they
conduct a psychological examination. In the case of self-
administered measures such as interest surveys or personality
questionnaires, examiner influence may be minimal. Inter-
views and interactive testing procedures, on the other hand,
create ample opportunity for an examiner’s age, gender,
ethnicity, or other characteristics to make respondents feel
more or less comfortable and more or less inclined to be forth-
coming. Examiners accordingly need to be alert to instances
in which such personal qualities may be influencing the na-
ture and amount of the data they are collecting.

The most important personal influence that examiners can-
not modify or conceal is their language facility. Psychological
assessment procedures are extensively language-based, either
in their content or in the instructions that introduce nonverbal
tasks, and accurate communication is therefore essential for
obtaining reliable assessment information. It is widely agreed
that both examiners and whomever they are interviewing or
testing should be communicating either in their native lan-
guage or in a second language in which they are highly profi-
cient (AERA et al., 1999, chapter 9). The use of interpreters to
circumvent language barriers in the assessment process rarely

provides a satisfactory solution to this problem. Unless an
interpreter is fully conversant with idiomatic expressions and
cultural referents in both languages, is familiar with standard
procedures in psychological assessment, and is a stranger to
the examinee (as opposed to a friend, relative, or member of
the same closely knit subcultural community), the obtained re-
sults may be of questionable validity. Similarly, in the case of
self-administered measures, instructions and test items must
be written in a language that the respondent can be expected to
understand fully. Translations of pencil-and-paper measures
accordingly require close attention to the idiomatic vagaries of
each new language and to culture-specific contents of individ-
ual test items, in order to ensure equivalence of measures in the
cross-cultural applications of tests (Allen & Walsh, 2000;
Dana, 2000a).

Unlike their fixed qualities, the manner in which examiners
conduct the assessment process is within their control, and un-
toward examiner influence can be minimized by appropriate
efforts to promote full and open response to the assessment
procedures. To achieve this end, an assessment typically be-
gins with a review of its purposes, a description of the proce-
dures that will be followed, and efforts to establish a rapport
that will help the person being evaluated feel comfortable and
willing to cooperate with the assessment process. Variations in
examiner behavior while introducing and conducting psycho-
logical evaluations can substantially influence how respon-
dents perceive the assessment situation—for example, whether
they see it as an authoritarian investigative process intended to
ferret out defects and weaknesses, or as a mutually respectful
and supportive interaction intended to provide understanding
and help. Even while following closely the guidelines for a
structured interview and adhering faithfully to standardized
procedures for administering various tests, the examiner needs
to recognize that his or her manner, tone of voice, and apparent
attitude are likely to affect the perceptions and comfort level of
the person being assessed and, consequently, the amount and
kind of information that person provides (see Anastasi &
Urbina, 1977; Masling, 1966, 1998).

Respondent Issues

Examiner influence in the assessment process inevitably inter-
acts with the attitudes and inclinations of the person being ex-
amined. Some respondents may feel more comfortable being
examined by an older person than a younger one, for example,
or by a male than a female examiner, whereas other respon-
dents may prefer a younger and female examiner. Among
members of a minority group, some may prefer to be examined
by a person with a cultural or ethnic background similar to
theirs, whereas others are less concerned with the examiner’s
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background than with his or her competence. Similarly, with
respect to examiner style, a passive, timid, and dependent per-
son might feel comforted by a warm, friendly, and supportive
examiner approach that would make an aloof, distant, and mis-
trustful person feel uneasy; conversely, an interpersonally
cautious and detached respondent might feel safe and secure
when being examined in an impersonal and businesslike man-
ner that would be unsettling and anxiety provoking to an inter-
personally needy and dependent respondent. With such
possibilities in mind, skilled examiners usually vary their be-
havioral style with an eye to conducting assessments in ways
that will be likely to maximize each individual respondent’s
level of comfort and cooperation.

Two other respondent issues that influence the data col-
lection process concern a person’s right to give informed
consent to being evaluated and his or her specific attitudes to-
ward being examined. With respect to informed consent, the
introductory phase of conducting an assessment must ordinar-
ily include not only the explanation of purposes and proce-
dures mentioned previously, which informs the respondent,
but also an explicit agreement by the respondent or persons
legally responsible for the respondent to undergo the evalua-
tion. As elaborated in the Standards for Educational and Psy-
chological Testing (AERA et al., 1999), informed consent can
be waived only when an assessment has been mandated by law
(as in a court-ordered evaluation) or when it is implicit, as
when a person applies for a position or opportunity for which
being assessed is a requirement (i.e., a job for which all appli-
cants are being screened psychologically; see also Kitchener,
2000, and the chapters by Geisinger and by Koocher and Rey-
Casserly in this volume). Having given their consent to be
evaluated, moreover, respondents are entitled to revoke it at
any time during the assessment process. Hence, the prospects
for obtaining adequate assessment data depend not only on
whether respondents can be helped to feel comfortable and be
forthcoming, but even more basically on whether they consent
in the first place to being evaluated and remain willing during
the course of the evaluation.

Issues involving a respondent’s specific attitudes toward
being examined typically arise in relation to whether the
assessment is being conducted for clinical or for administra-
tive purposes. When assessments are being conducted for clin-
ical purposes, the examiner is responsible to the person being
examined, the person being examined is seeking some type of
assistance, and the examination is intended to be helpful to this
person and responsive to his or her needs. As common exam-
ples in clinical assessments, people concerned about their psy-
chological well-being may seek an evaluation to learn whether
they need professional mental health care, and people uncer-
tain about their educational or vocational plans may want look

for help in determining what their abilities and interests suit
them to do. In administrative assessments, by contrast, exam-
iners are responsible not to the person being examined, but to
some third party who has requested the evaluation to assist in
arriving at some judgment about the person. Examiners in an
administrative assessment are ethically responsible for treat-
ing the respondent fairly and with respect, but the evaluation is
being conducted for the benefit of the party requesting it, and
the results may or may not meet the respondent’s needs or
serve his or her best interests. Assessment for administrative
purposes occurs commonly in forensic, educational, and orga-
nizational settings when evaluations are requested to help
decide such matters as whether a prison inmate should be
paroled, a student should be admitted to a special program, or
a job applicant should be hired (see Monahan, 1980).

As for their attitudes, respondents being evaluated for clin-
ical purposes are relatively likely to be motivated to reveal
themselves honestly, whereas those being examined for ad-
ministrative purposes are relatively likely to be intent on
making a certain kind of impression. Respondents attempting
to manage the impression they give are likely to show them-
selves not as they are, but as they think the person requesting
the evaluation would view favorably. Typically such efforts at
impression management take the form of denying one’s limi-
tations, minimizing one’s shortcomings, attempting to put
one’s very best foot forward, and concealing whatever might
be seen in a negative light. Exceptions to this general trend are
not uncommon, however. Whereas most persons being evalu-
ated for administrative purposes want to make the best possi-
ble impression, some may be motivated in just the opposite
direction. For example, a plaintiff claiming brain damage in a
personal injury lawsuit may see benefit in making the worst
possible impression on a neuropsychological examination.
Some persons being seen for clinical evaluations, despite
having come of their own accord and recognizing that the as-
sessment is being conducted for their benefit, may neverthe-
less be too anxious or embarrassed to reveal their difficulties
fully. Whatever kind of impression respondents may want to
make, the attitudes toward being examined that they bring
with them to the assessment situation can be expected to influ-
ence the amount and kind of data they produce. These attitudes
also have a bearing on the interpretation of assessment data,
and the further implications of impression management
for malingering and defensiveness are discussed later in the
chapter.

Data Management Issues

A final set of considerations in collecting assessment infor-
mation concerns appropriate ways of managing the data that
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are obtained. Examiners must be aware in particular of issues
concerning the use of computers in data collection; the re-
sponsibility they have for safeguarding the security of their
measures; and their obligation, within limits, to maintain the
confidentiality of what respondents report or reveal to them. 

Computerized Data Collection

Software programs are available to facilitate the data col-
lection process for most widely used assessment methods.
Programs designed for use with self-report questionnaires
typically provide for online administration of test items, au-
tomated coding of item responses to produce scale scores,
and quantitative manipulation of these scale scores to yield
summary scores and indices. For instruments that require ex-
aminer administration and coding (e.g., a Wechsler intelli-
gence test), software programs accept test scores entered by
the examiner and translate them into the test’s quantitative in-
dices (e.g., the Wechsler IQ and Index scores). Many of these
programs store the test results in files that can later be ac-
cessed or exported, and some even provide computational
packages that can generate descriptive statistics for sets of
test records held in storage.

These features of computerized data management bring
several benefits to the process of collecting assessment infor-
mation. Online administration and coding of responses help
respondents avoid mechanical errors in filling out test forms
manually, and they eliminate errors that examiners sometimes
make in scoring these responses (see Allard & Faust, 2000).
For measures that require examiner coding and data entry, the
utility of the results depends on accurate coding and entry, but
once the data are entered, software programs eliminate exam-
iner error in calculating summary scores and indices from
them. The data storage features of many software programs
facilitate assessment research, particularly for investigators
seeking to combine databases from different sources, and they
can also help examiners meet requirements in most states and
many agencies for keeping assessment information on file
for some period of time. For such reasons, the vast majority of
assessment psychologists report that they use software for test
scoring and feel comfortable doing so (McMinn, Ellens, &
Soref, 1999).

Computerized collection of assessment information has
some potential disadvantages as well, however. When assess-
ment measures are administered online, first of all, the relia-
bility of the data collected can be compromised by a lack of
equivalence between an automated testing procedure and the
noncomputerized version on which it is based. As elaborated
by Butcher, Perry, and Atlis (2000), Honaker and Fowler
(1990), and Snyder (2000) and discussed in the chapter by

Butcher in the present volume, the extent of such equivalence
is currently an unresolved issue. Available data suggest fairly
good reliability for computerized administrations based
on pencil-and-paper questionnaires, especially those used in
personality assessment. With respect to the MMPI, for exam-
ple, a meta-analysis by Finger and Ones (1999) of all avail-
able research comparing computerized with booklet forms of
the instrument has shown them to be psychometrically equiv-
alent. On the other hand, good congruence with the original
measures has yet to be demonstrated for computerized ver-
sions of structured clinical interviews and for many measures
of visual-spatial functioning used in neuropsychological
assessment. Among software programs available for test ad-
ministration, moreover, very few have been systematically
evaluated with respect to whether they obtain exactly the
same information as would emerge in a standard administra-
tion of the measure on which they are based.

A second potential disadvantage of computerized data col-
lection derives from the ease with which it can be employed.
Although frequently helpful to knowledgeable assessment
professionals and thus to the persons they examine, auto-
mated procedures also simplify psychological testing for un-
trained and unqualified persons who lack assessment skills
and would not be able to collect test data without the aid of a
computer. The availability of software programs thus creates
some potential for assessment methods to be misused and
respondents to be poorly served. Such outcomes are not an
inescapable by-product of computerized assessment proce-
dures, however. They constitute instead an abuse of technol-
ogy by uninformed and irresponsible persons.

Test Security

Test security refers to restricting the public availability of test
materials and answers to test items. Such restrictions address
two important considerations in psychological assessment.
First, publicly circulated information about tests can undermine
their validity, particularly in the case of measures comprising
items with right and wrong or more or less preferable answers.
Prior exposure to tests of this kind and information about cor-
rect or preferred answers can affect how persons respond to
them and prevent an examiner from being able to collect a valid
protocol. The validity of test findings is especially questionable
when a respondent’s prior exposure has included specific
coaching in how to answer certain questions. As for relatively
unstructured assessment procedures that have no right or wrong
answers, even on these measures various kinds of responses
carry particular kinds of interpretive significance. Hence, the
possibility exists on relatively unstructured measures as well
that persons intent on making a certain kind of impression can
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be helped to do so by pretest instruction concerning what vari-
ous types of responses are taken to signify. However, the extent
to which public dissemination of information about the inferred
meaning of responses does in fact compromise the validity of
relatively unstructured measures has not yet been examined
empirically and is a subject for further research.

Second, along with helping to preserve the validity of ob-
tained results, keeping assessment measures secure protects
test publishers against infringement of their rights by pirated
or plagiarized copies of their products. Ethical assessors re-
spect copyright law by not making or distributing copies of
published tests, and they take appropriate steps to prevent test
forms, test manuals, and assessment software from falling
into the hands of persons who are not qualified to use them
properly or who feel under no obligation to keep them secure.
Both the Ethical Principles and Code of Conduct (APA,
1992, Section 2.10) and the Standards for Educational and
Psychological Testing (AERA et al., 1999, p. 117) address
this professional responsibility in clear terms. 

These considerations in safeguarding test security also
have implications for the context in which psychological as-
sessment data are collected. Assessment data have become
increasingly likely in recent years to be applied in forensic
settings, and litigious concerns sometimes result in requests
to have a psychological examination videotaped or observed
by a third party. These intrusions on traditional examination
procedures pose a threat to the validity of the obtained data in
two respects. First, there is no way to judge or measure the
impact of the videotaping or the observer on what the re-
spondent chooses to say and do. Second, the normative stan-
dards that guide test interpretation are derived from data
obtained in two-person examinations, and there are no com-
parison data available for examinations conducted in the
presence of a camera or an observer. Validity aside, exposure
of test items to an observer or through a videotape poses
the same threat to test security as distributing test forms or
manuals to persons who are under no obligation to keep them
confidential. Psychological assessors may at times decide for
their own protection to audiotape or videotape assessments
when they anticipate legal challenges to the adequacy of their
procedures or the accuracy of their reports. They may also
use recordings on occasion as an alternative to writing a long
and complex test protocol verbatim. For purposes of test se-
curity, however, recordings made for other people to hear or
see, like third-party observers, should be avoided. 

Confidentiality

A third and related aspect of appropriate data management
pertains to maintaining the confidentiality of a respondent’s

assessment information. Like certain aspects of safeguarding
test security, confidentiality is an ethical matter in assessment
psychology, not a substantive one. The key considerations in
maintaining the confidentiality of assessment information, as
specified in the Ethical Principles and Code of Conduct
(APA, 1992, Section 5) and elaborated by Kitchener (2000,
chapter 6) involve (a) clarifying the nature and limits of con-
fidentiality with clients and patients prior to undertaking an
evaluation; (b) communicating information about persons
being evaluated only for appropriate scientific or professional
purposes and only to an extent relevant to the purposes for
which the evaluation was conducted; (c) disclosing informa-
tion only to persons designated by respondents or other duly
authorized persons or entities, except when otherwise permit-
ted or required by law; and (d) storing and preserving re-
spondents’ records in a secure fashion. Like the matter of
informed consent discussed previously, confidentiality is
elaborated as an ethical issue in the chapter by Koocher and
Rey-Casserly in this volume.

INTERPRETING ASSESSMENT INFORMATION

Following the collection of sufficient relevant data, the
process of psychological assessment continues with a phase of
evaluation in which these data are interpreted. The interpreta-
tion of assessment data consists of drawing inferences and
forming impressions concerning what the findings reveal
about a respondent’s psychological characteristics. Accurate
and adequately focused interpretations result in summary
descriptions of psychological functioning that can then be uti-
lized in the final phase of the assessment process as a founda-
tion for formulating conclusions and recommendations that
answer referral questions. Reaching this output phase requires
consideration during the evaluation phase of the basis on
which inferences are drawn and impressions formed, the pos-
sible effects on the findings of malingering or defensiveness,
and effective ways of integrating data from diverse sources.

Basis of Inferences and Impressions

The interpretation of assessment data involves four sets of al-
ternatives with respect to how assessors go about drawing in-
ferences and forming impressions about what these data
indicate. Interpretations can be based on either empirical
or conceptual approaches to decision making; they can be
guided either by statistically based decision rules or by clini-
cal judgment; they can emphasize either nomothetic or idio-
graphic characteristics of respondents; and they can include
more or less reliance on computer-generated interpretive
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statements. Effective assessment usually involves informed
selection among these alternatives and some tailoring of the
emphasis given each of them to fit the particular context of
the individual assessment situation.

Empirical and Conceptual Guidelines

The interpretation of assessment information can be ap-
proached in several ways. In what may be called an intuitive
approach, assessment decisions stem from impressions that
have no identifiable basis in the data. Instead, interpretations
are justified by statements like “It’s just a feeling I have about
her,” or “I can’t say where I get it from, but I just know he’s
that way.” In what may be called an authoritative approach,
interpretations are based on the pronouncements of well-
known or respected assessment psychologists, as in saying,
“These data mean what they mean because that’s what
Dr. Expert says they mean.” The intuition of unusually em-
pathic assessors and reliance on authority by well-read prac-
titioners who choose their experts advisedly may on occasion
yield accurate and useful impressions. Both approaches have
serious shortcomings, however. Unless intuitive assessors
can identify specific features of the data that help them
reach their conclusions, their diagnostic sensitivity cannot be
taught to other professionals or translated into scientifically
verifiable procedures. Unless authoritative assessors can
explain in their own words the basis on which experts
have reached the conclusions being cited, they are unlikely to
impress others as being professionally knowledgeable them-
selves or as knowing what to think in the absence of being
told by someone else what to think.

Moreover, neither intuitive nor authoritative approaches to
interpreting assessment information are likely to be as consis-
tently reliable as approaches based on empirical and concep-
tual guidelines. Empirical guidelines to decision making
derive from the replicated results of methodologically sound
research. When a specific assessment finding has repeatedly
been found to correlate highly with the presence of a particular
psychological characteristic, it is empirically sound to infer
the presence of that characteristic in a respondent who dis-
plays that assessment finding. Conceptual guidelines to deci-
sion making consist of psychological constructs that provide a
logical bridge between assessment findings and the inferences
drawn from them. If subjectively felt distress contributes to a
person’s remaining in and benefiting from psychotherapy (for
which there is considerable evidence; see Garfield, 1994;
Greencavage & Norcross, 1990; Mohr, 1995), and if a test in-
cludes a valid index of subjectively felt distress (which many
tests do), then it is reasonable to expect that a positive finding
on this test index will increase the predicted likelihood of a
favorable outcome in psychotherapy.

Both empirical and conceptual guidelines to interpretation
bring distinct benefits to the assessment process. Empirical
perspectives are valuable because they provide a foundation
for achieving certainty in decision making. The adequacy of
psychological assessment is enhanced by quantitative data
concerning the normative distribution and other psychomet-
ric properties of measurements that reflect dimensions of
psychological functioning. Lack of such data limits the confi-
dence with which assessors can draw conclusions about the
implications of their findings. Without being able to compare
an individual’s test responses with normative expectations,
for example, or without a basis for estimating false positive
and false negative possibilities in the measures they have
used, assessors can only be speculative in attaching inter-
pretive significance to their findings. Similarly, the absence
of externally validated cutting scores detracts considerably
from the certainty with which assessors can translate test
scores into qualitative distinctions, such as whether a person
is mildly, moderately, or severely depressed. 

Conceptual perspectives are valuable in the assessment
process because they provide some explanation of why certain
findings are likely to identify certain kinds of psychological
characteristics or predict certain kinds of behavior. Having
such explanations in hand offers assessors the pleasure of un-
derstanding not only how their measures work but also why
they work as they do; they help assessors focus their attention
on aspects of their data that are relevant to the referral question
to which they are responding; and they facilitate the commu-
nication of results in terms that address characteristics of the
person being examined and not merely those of the data
obtained. As a further benefit of conceptual formulations of
assessment findings, they foster hypotheses concerning previ-
ously unknown or unexplored linkages between assessment
findings and dimensions of psychological functioning and
thereby help to extend the frontiers of knowledge.

Empirical guidelines are thus necessary to the scientific
foundations of assessment psychology, as a basis for cer-
tainty in decision making, but they are not sufficient to bring
this assessment to its full potential. Conceptual guidelines do
not by themselves provide a reliable basis for drawing con-
clusions with certainty. However, by enriching the assess-
ment process with explanatory hypotheses, they point the
way to advances in knowledge. 

For the purposes that each serves, then, both empirical and
conceptual guidelines have an important place in the interpre-
tation of assessment information. At times, concerns about
preserving the scientific respectability of assessment have led
to assertions that only empirical guidelines constitute an ac-
ceptable basis for decision making and that unvalidated con-
ceptual guidelines have no place in scientific psychology.
McFall and Treat (1999), for example, maintain that “the
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aim of clinical assessment is to gather data that allow us to
reduce uncertainty concerning the probability of events”
(p. 215). From their perspective, the information value of
assessment data resides in scaled numerical values and con-
ditional probabilities.

As an alternative point of view, let it be observed that the
river of scientific discovery can flow through inferential leaps
of deductive reasoning that suggest truths long before they are
confirmed by replicated research findings. Newton grasped
the reason that apples fall from trees well in advance of
experiments demonstrating the laws of gravity, Einstein
conceived his theory of relativity with full confidence that
empirical findings would eventually prove him correct, and
neither has suffered any challenges to his credentials as a sci-
entist. Even though empirical guidelines are, on the average,
more likely to produce reliable conclusions than are concep-
tual formulations, as already noted, logical reasoning con-
cerning the implications of clearly formulated concepts can
also generate conclusions that serve useful purposes and
stand the test of time.

Accordingly, the process of arriving at conclusions in indi-
vidual case assessment can involve creative as well as confir-
matory aspects of scientific thinking, and the utilization of
assessment to generate hypotheses and fuel speculation may
in the course of scientific endeavor increase rather than de-
crease uncertainty in the process of identifying new alterna-
tive possibilities to pursue. This perspective is echoed by
DeBruyn (1992) in the following comment: “Both scientific
decision making in general, and diagnostic decision making
in particular, have a repetitive side, which consists of formu-
las and algorithmic procedures, and a constructive side, which
consists of generating hypotheses and theories to explain
things or to account for unexpected findings” (p. 192).

Statistical Rules and Clinical Judgment

Empirical guidelines for decision making have customarily
been operationalized by using statistical rules to arrive at con-
clusions concerning what assessment data signify. Statistical
rules for interpreting assessment data comprise empirically
derived formulas, or algorithms, that provide an objective,
actuarial basis for deciding what these data indicate. When
statistical rules are applied to the results of a psychological
evaluation, the formula makes the decision concerning
whether certain psychological characteristics are present (as
in deciding whether a respondent has a particular trait or dis-
order) or whether certain kinds of actions are likely to ensue
(as in predicting the likelihood of a respondent’s behaving vi-
olently or performing well in some job). Statistical rules have
the advantage of ensuring that examiners applying a formula
correctly to the same set of data will always arrive at the same

conclusion concerning what these data mean. As a disadvan-
tage, however, the breadth of the conclusions that can be
based on statistical rules and their relevance to referral ques-
tions are limited by the composition of the database from
which they have been derived.

For example, statistical rules may prove helpful in deter-
mining whether a student has a learning disability, but say
nothing about the nature of this student’s disability; they may
predict the likelihood of a criminal defendant’s behaving vio-
lently, but offer no clues to the kinds of situations that are most
likely to evoke violence in this particular criminal defendant;
or they may help identify the suitability of a person for one
type of position in an organization, but be mute with respect to
the person’s suitability for other types of positions in the same
organization. In each of these instances, moreover, a statistical
rule derived from a group of people possessing certain demo-
graphic characteristics (e.g., age, gender, socioeconomic sta-
tus, cultural background) and having been evaluated in a
particular setting may lack validity generalization to persons
with different demographic characteristics evaluated in some
other kind of setting. Garb (2000) has similarly noted in this
regard that “statistical-prediction rules are of limited value be-
cause they have typically been based on limited information
that has not been demonstrated to be optimal and they have al-
most never been shown to be powerful” (p. 31).

In other words, then, the scope of statistical rules is re-
stricted to findings pertaining to the particular kinds of persons,
psychological characteristics, and circumstances that were
anticipated in building them. For many of the varied types of
people seen in actual assessment practice, and for many of the
complex and specifically focused referral questions raised
about these people, then, statistical rules that by themselves
provide fully adequate answers may be in short supply.

As a further limitation of statistical rules, they share with
all quantified assessment scales some unavoidable artificiality
that accompanies translating numerical scores into qualitative
descriptive categories. On the Beck Depression Inventory
(BDI; Beck, Steer, & Garbin, 1988), for example, a score of
14 to 19 is taken to indicate mild depression and a score of
20 to 28 indicates moderate depression. Hence two people
who have almost identical BDI scores, one with a 19 and the
other with a 20, will be described much differently by the sta-
tistical rule, one as mildly depressed and the other as moder-
ately depressed. Likewise, in measuring intelligence with the
Wechsler Adult Intelligence Scale–III (WAIS-III; Kaufman,
1990) a Full Scale IQ score of 109 calls for describing a per-
son’s intelligence as average, whereas a person with almost
exactly the same level of intelligence and a Full Scale IQ of
110 falls in the high average range. According to the WAIS-III
formulas, a person with a Full Scale IQ of 91 and a person with
a Full Scale IQ of 119 would also be labeled, respectively, as
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average and high average. Some assessors minimize this
problem by adding some further specificity to the WAIS-III
categories, as in labeling a 109 IQ as the high end of the aver-
age range and a 110 IQ as the low end of the high average
range. Although additional categorical descriptions for more
narrowly defined score ranges can reduce the artificiality in
the use of statistical rules, there are limits to how many quan-
titative data points on a scale can be assigned a distinctive
qualitative designation.

Conceptual guidelines for decision making have been op-
erationalized in terms of clinical judgment, which consists of
the cumulative wisdom that practitioners acquire from their
experience. Clinical guidelines may come to represent the
shared beliefs of large numbers of practitioners, but they
emerge initially as impressions formed by individual practi-
tioners. In contrast to the objective and quantitative features
of statistical rules, clinical judgments constitute a subjective
and qualitative basis for arriving at conclusions. When clini-
cal judgment is applied to assessment data, decisions are
made by the practitioner, not by a formula. Clinical judg-
ments concerning the interpretive significance of a set of as-
sessment data are consequently less uniform than actuarial
decisions and less likely to be based on established fact. On
the other hand, the applicability of clinical judgments is infi-
nite, and their breadth and relevance are limited not by any
database, but only by the practitioner’s capacity to reason
logically concerning possible relationships between psycho-
logical characteristics identified by the assessment data and
psychological characteristics relevant to addressing referral
questions, whatever their complexity and specificity.

The relative merit of statistical rules and clinical judgment
in the assessment process has been the subject of considerable
debate since this distinction was first formulated by Meehl
(1954) in his book Clinical Versus Statistical Prediction. Sub-
sequent publications of note concerning this important issue
include articles by Grove and Meehl (1996), Grove, Zald,
Lebow, Snitz, and Nelson (2000), Holt (1958, 1986), Karon
(2000), Meehl (1986), and Swets, Dawes, and Monahan
(2000), and a book by Garb (1998) entitled Studying the Clin-
ician. Much of the literature on this topic has consisted of as-
sertions and rebuttals concerning whether statistical methods
generally produce more accurate assessment results than clin-
ical methods. In light of the strengths and weaknesses inherent
in both statistical prediction and clinical judgment, as elabo-
rated in the chapter by Garb in this volume, such debate serves
little purpose and is regrettable when it leads to disparagement
of either approach to interpreting assessment data.

As testimony to the utility of both approaches, it is impor-
tant to note that the creation of good statistical rules for
making assessment decisions typically begins with clinically

informed selection of both (a) test items, structured interview
questions, and other measure components to be used as pre-
dictor variables, and (b) psychological conditions, behavioral
tendencies, and other criterion variables to which the predictor
variables are expected to relate. Empirical methods of scale
construction and cross-validation are then employed to shape
these clinically relevant assessment variables into valid actu-
arial measures of these clinically relevant criterion variables.
Hence good statistical rules should almost always produce
more accurate results than clinical judgment, because they en-
compass clinical wisdom plus the sharpening of this wisdom
by replicated research findings. Clinical methods of assess-
ment at their best depend on the impressions and judgment of
individual practitioners, whereas statistical methods at their
best constitute established fact that has been built on clinical
wisdom. To rely only on clinical judgment in decision-making
situations for which adequate actuarial guidelines are avail-
able is tantamount to playing cards with half a deck. Even the
best judgment of the best practitioner can at times be clouded
by inadvertent bias, insufficient awareness of base rates, and
other sources of influence discussed in the final section of
this chapter and elaborated in the chapter by Reynolds and
Ramsay in this volume. When one is given a reasonable
choice, then, assessment decisions are more advisedly based
on established fact rather than clinical judgment.

On the other hand, the previously noted diversity of people
and of the circumstances that lead to their being referred for
an evaluation mean that assessment questions regularly arise
for which there are no available statistical rules, and patterns
of assessment data often resemble but do not quite match the
parameters for which replicated research has demonstrated
certain correlates. When statistical rules cannot fully answer
questions being asked, what are assessors to do in the absence
of fully validating data? Decisions could be deferred, on
the grounds that sufficient factual basis for a decision is lack-
ing, and recommendation could be delayed, pending greater
certainty about what recommendation to make. Alternatively,
assessors in a situation of uncertainty can supplement what-
ever empirical guidelines they do have at their disposal with
logical reasoning and cumulative clinical wisdom to arrive at
conclusions and recommendations that are more responsive
and at least a little more likely to be helpful than saying
nothing at all.

As these observations indicate, statistical rules and clinical
judgment can properly be regarded as complementary com-
ponents of effective decision making, rather than as compet-
ing and mutually exclusive alternatives. Each brings value to
assessment psychology and has a respectable place in it.
Geisinger and Carlson (2002) comment in this regard that the
time has come “to move beyond both purely judgmental,
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speculative interpretation of test results as well as extrapola-
tions from the general population to specific cases that do not
much resemble the remainder of the population” (p. 254).

Assessment practice should accordingly be subjected to
and influenced by research studies, lest it lead down blind
alleys and detract from the pursuit of knowledge and the
delivery of responsible professional service. Concurrently,
however, lack of unequivocal documentation should not
deter assessment psychologists from employing procedures
and reaching conclusions that in their judgment will assist in
meeting the needs of those who seek their help. Commenting
on balanced use of objective and subjective contributions to
assessment decision making, Swets et al. (2000) similarly
note that “the appropriate role of the SPR [Statistical Predic-
tion Rule] vis-à-vis the diagnostician will vary from one con-
text to another” and that the most appropriate roles of each
“can be determined for each diagnostic setting in accordance
with the accumulated evidence about what works best” (p. 5).
Putting the matter in even simpler terms, Kleinmuntz (1990)
observed that “the reason why we still use our heads, flawed
as they may be, instead of formulas is that for many deci-
sions, choices and problems, there are as yet no available
formulas” (p. 303). 

Nomothetic and Idiographic Emphasis

Empirical guidelines and statistical rules constitute a basi-
cally nomothetic approach to interpreting assessment infor-
mation, whereas conceptual guidelines and clinical judgment
underlie a basically idiographic approach. Nomothetic inter-
pretations address ways in which people resemble other
kinds of people and share various psychological characteris-
tics with many of them. Hence, these interpretations involve
comparisons between the assessment findings for the person
being examined and assessment findings typically obtained
from groups of people with certain known characteristics, as
in concluding that “this person’s responses show a pattern
often seen in people who feel uncomfortable in social situa-
tions and are inclined to withdraw from them.” The manner
in which nomothetic interpretations are derived and ex-
pressed is thus primarily quantitative in nature and may even
specify the precise frequency with which an assessment find-
ing occurs in particular groups of people.

Idiographic interpretations, by contrast, address ways in
which people differ from most other kinds of people and show
psychological characteristics that are fairly unique to them
and their particular circumstances. These interpretations typi-
cally comprise statements that attribute person-specific mean-
ing to assessment information on the basis of general notions
of psychological processes, as in saying that “this person

gives many indications of being a passive and dependent in-
dividual who is more comfortable being a follower than a
leader and will as a consequence probably have difficulty
functioning effectively in an executive position.” Deriving
and expressing idiographic interpretations is thus a largely
qualitative procedure in which examiners are guided by in-
formed impressions rather than by quantitative empirical
comparisons.

In the area of personality assessment, both nomothetic and
idiographic approaches to interpretation have a long and dis-
tinguished tradition. Nomothetic perspectives derive from
the work of Cattell (1946), for whom the essence of person-
ality resided in traits or dimensions of functioning that all
people share to some degree and on which they can be com-
pared with each other. Idiographic perspectives in personality
theory were first clearly articulated by Allport (1937), who
conceived the essence of personality as residing in the
uniqueness and individuality of each person, independently
of comparisons to other people. Over the years, assessment
psychologists have at times expressed different convictions
concerning which of these two traditions should be empha-
sized in formulating interpretations. Practitioners typically
concur with Groth-Marnat (1997) that data-oriented descrip-
tions of people rarely address the unique problems a person
may be having and that the essence of psychological assess-
ment is an attempt “to evaluate an individual in a problem sit-
uation so that the information derived from the assessment
can somehow help with the problem” (p. 32). Writing from a
research perspective, however, McFall and Townsend (1998)
grant that practitioners must of necessity provide idiographic
solutions to people’s problems, but maintain that “nomo-
thetic knowledge is a prerequisite to valid idiographic solu-
tions” (p. 325). In their opinion, only nomothetic variables
have a proper place in the clinical science of assessment. 

To temper these points of view in light of what has already
been said about statistical and clinical prediction, there is no
reason that clinicians seeking solutions to idiographic prob-
lem cannot or should not draw on whatever nomothetic
guidelines may help them frame accurate and useful interpre-
tations. Likewise, there is no reason that idiography cannot
be managed in a scientific fashion, nor is a nomothetic-
idiographic distinction between clinical science and clinical
practice likely to prove constructive in the long run. Stricker
(1997) argues to the contrary, for example, that science in-
corporates an attitude and a set of values that can characterize
office practitioners as well as laboratory researchers, and that
“the same theoretical matrix must generate both science and
practice activities” (p. 442). 

Issues of definition aside, then, there seems little to be
gained by debating whether people can be described better in
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terms of how they differ from other people or how they resem-
ble them. In practice, an optimally informative and useful de-
scription of an individual’s psychological characteristics and
functioning will encompass the person’s resemblance to and
differences from other people in similar circumstances about
whom similar referral questions have been posed. Nomothetic
and idiographic perspectives thus complement each other, and
a balanced emphasis on both promotes the fullest possible
understanding of a person being examined.

Computer-Generated Interpretive Statements

Most published tests include software programs that not only
assist in the collection of assessment data, as already dis-
cussed, but also generate interpretive statements describing
the test findings and presenting inferences based on them. Like
computerized data collection, computer-based test interpreta-
tion (CBTI) brings some distinct advantages to the assessment
process. By virtue of its automation, CBTI guarantees a thor-
ough scan of the test data and thereby eliminates human error
that results from overlooking items of information in a test
protocol. CBTI similarly ensures that a pattern of test data will
always generate the same interpretive statement, uniformly
and reliably, thus eliminating examiner variability and bias as
potential sources of error. CBTI can also facilitate the teaching
and learning of assessment methods, by using computer-
generated narratives as an exercise requiring the learner to
identify the test variables likely to have given rise to particular
statements. The potential benefits of computerizing test inter-
pretations, as well as some drawbacks of doing so, are elabo-
rated in the chapter by Butcher in this volume (see also
Butcher, 2002). Four limitations of CBTI have a particular
bearing on the extent to which examiners should rely on
computer-generated statements in formulating and expressing
their impressions.

First, although test software generates interpretive state-
ments by means of quantitative algorithmic formulas, these
computer programs are not entirely empirically based. In-
stead, they typically combine empirically validated correlates
of test scores with clinical judgments about what various pat-
terns of scores are likely to signify, and many algorithms
involve beliefs as well as established fact concerning what
these patterns mean. Different test programs, and even differ-
ent programs for the same test, vary in the extent to which
their interpretive statements are research based. Although
CBTI generally increases the validity and utility of test inter-
pretations, then, considerable research remains to be done to
place computerized interpretation on a solid empirical basis
(see Garb, 2000). In the meantime, computer-generated inter-
pretations will embody at least some of the strengths and

weaknesses of both statistical and clinical methods of deci-
sion making.

Second, the previously noted limitation of statistical rules
with respect to designating quantitative score ranges with
qualitative descriptors carries over into CBTI algorithms.
Cutting points must be established, below which one kind or
degree of descriptive statement is keyed and above which a
different kind or degree of description will be generated. As a
consequence, two people who show very similar scores on
some index or scale may be described by a computer narra-
tive in very different terms with respect to psychological
characteristics measured by this index or scale.

Third, despite often referring specifically to the person who
took the test (i.e., using the terms he, she, or this person) and
thus giving the appearance of being idiographic, computer-
generated interpretations do not describe the individual person
who was examined. Instead, these interpretations describe test
protocols, in the sense that they indicate what research findings
or clinical wisdom say about people in general who show the
kinds of test scores and patterns appearing in the protocol being
scanned. Hence computer narratives are basically nomothetic,
and most of them phrase at least some interpretive statements in
terms of normative comparisons or even, as previously noted,
specific frequencies with which the respondent’s test patterns
occur in certain groups of people. However, because no two
people are exactly alike and no one person matches any com-
parison group perfectly, some computer-generated interpretive
statements may not describe an individual respondent accu-
rately. For this reason, well-developed test software narratives
include a caveat indicating that (a) the interpretive statements
to follow describe groups of people, not necessarily the person
who took the test; (b) misleading and erroneous statements
may occur as a reflection of psychological characteristics or en-
vironmental circumstances unique to the person being exam-
ined and not widely shared within any normative group; and
(c) other sources of information and the assessor’s judgment
are necessary to determine which of the statements in an inter-
pretive narrative apply to the respondent and which do not.

Fourth, the availability of computer-generated interpretive
statements raises questions concerning their proper utiliza-
tion in the preparation of an assessment report. Ideally, asses-
sors should draw on computer narratives for some assistance,
as for example in being sure that they have taken account of
all of the relevant data, in checking for discrepancies between
their own impressions and the inferences presented by the
machine, and perhaps in getting some guidance on how best
to organize and what to emphasize in their report. Less ideal
is using CBTI not merely for supportive purposes but as a re-
placement for assessors’ being able and willing to generate
their own interpretations of the measures they are using.
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Most of the assessment psychologists responding to the pre-
viously mentioned McMinn et al. (1999) survey reported that
they never use CBTI as their primary resource for case for-
mulation and would question the ethicality of doing so.

Even among ethical assessors, however, CBTI can present
some temptations, because many computerized narratives
present carefully crafted sentences and paragraphs that com-
municate clearly and lend themselves to being copied verba-
tim into a psychological report. Professional integrity would
suggest that assessors relying on computer-generated conclu-
sions should either express them in their own words or, if
they are copying verbatim, should identify the copied mater-
ial as a quotation and indicate its source. Beyond ethicality
and integrity, unfortunately, the previously mentioned soft-
ware accessibility that allows untrained persons to collect
and score test protocols by machine also makes it possible for
them to print out narrative interpretations and reproduce
them fully or in part as a report, passing them off as their own
work without any indication of source. Aside from represent-
ing questionable professional ethics, the verbatim inclusion
of computer-generated interpretations in assessment reports
is likely to be a source of confusion and error, because of the
fact that these printouts are normatively rather than idio-
graphically based and hence often include statements that are
not applicable to the person being examined.

Malingering and Defensiveness

Malingering and defensiveness consist of conscious and de-
liberate attempts by persons being examined to falsify the
information they are giving and thereby to mislead the exam-
iner. Malingering involves intent to present oneself as being
worse off psychologically than is actually the case and is com-
monly referred to as faking bad. Defensiveness involves seek-
ing to convey an impression of being better off than one
actually is and is commonly called faking good. Both faking
bad and faking good can range in degree from slight exagger-
ation of problems and concerns or of assets and capabilities, to
total fabrication of difficulties never experienced or accom-
plishments never achieved. These two types of efforts to mis-
lead examiners arise from different kinds of motivation, but
both of them can usually be detected from patterns of incon-
sistency that appear in the assessment data unless respondents
have been carefully coached to avoid them.

Identifying Motivations to Mislead

People who fake bad during psychological assessments are
usually motivated by some specific reason for wanting to ap-
pear less capable or more disturbed than they really are. In

clinical settings, for example, patients who are concerned
about not getting as much help or attention as they would like
to receive may exaggerate or fabricate symptoms in order to
convince a mental health professional that they should be
taken into psychotherapy, that they should be seen more fre-
quently if they are already in outpatient treatment, or that
they should be admitted to an inpatient facility (or kept in a
residential setting if they are already in one). In forensic
settings, plaintiffs seeking damages in personal injury cases
may malinger the extent of their neuropsychological or psy-
chosocial impairments in hopes of increasing the amount of
the settlement they receive, and defendants in criminal ac-
tions may malinger psychological disturbance in hopes of
being able to minimize the penalties that will be imposed on
them. In employment settings, claimants may malinger in-
ability to function in order to begin or continue receiving
disability payments or unemployment insurance. 

People who fake good during psychological assessments,
in an effort to appear more capable or better adjusted than
they really are, also show a variety of motivations related
to the setting in which they are being evaluated. Defensive
patients in clinical settings may try to conceal the extent of
their difficulties when they hope to be discharged from a hos-
pital to which they were involuntarily committed, or when
they would like to be told or have others told that they do not
have any significant psychological problems for which they
need treatment. In forensic settings, making the best possible
impression can be a powerful inducement to faking good
among divorced parents seeking custody of their children and
among prison inmates requesting parole. In personnel set-
tings, applicants for positions, candidates for promotion, and
persons asking for reinstatement after having been found im-
paired have good reasons for putting their best foot forward
during a psychological evaluation, even to the extent of over-
stating their assets and minimizing their limitations.

Detecting Malingering and Defensiveness

Attempts to mislead psychological assessors usually result in
patterns of inconsistency that provide reliable clues to malin-
gering and defensiveness. In the case of efforts to fake bad,
these inconsistencies are likely to appear in three different
forms. First, malingerers often produce inconsistent data
within individual assessment measures. Usually referred to
as intratest scatter, this form of inconsistency involves failing
relatively easy items on intelligence or ability tests while
succeeding on much more difficult items of the same kind, or
responding within the normal range on some portions of a
personality test but in an extremely deviant manner on other
portions of the same test.
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A second form of inconsistency frequently found in the as-
sessment data of malingerers occurs between test results and
the examiner’s behavioral observations. In some instances,
for example, people who appear calm and relaxed during an
interview, talk clearly and sensibly about a variety of matters,
and conduct themselves in a socially appropriate fashion then
produce test protocols similar to those seen in people who are
extremely anxious or emotionally upset, incapable of think-
ing logically and coherently, out of touch with reality, and
unable to participate comfortably in interpersonal relation-
ships. Such discrepancies between test and interview data
strongly suggest the deployment of deceptive tactics to create
a false impression of disturbance. 

The third form of inconsistency that proves helpful in de-
tecting malingering consists of a sharp discrepancy between
the interview and test data collected by the examiner and the
respondent’s actual circumstances and past history as reported
by collateral sources or recorded in formal documents. In
these instances, the person being evaluated may talk and act
strangely during an interview and give test responses strongly
suggestive of serious psychological disturbance, but never
previously have seen a mental health professional, received
counseling or psychotherapy, been prescribed psychotropic
medication, or been considered by friends, relatives, teachers,
or employers to have any emotional problems. Such contrasts
between serious impairments or limitations suggested by the
results of an examination and a life history containing little or
no evidence of these impairments or limitations provide good
reason to suspect malingering.

Defensiveness in an effort to look good is similarly likely
to result in inconsistencies in the assessment data that help to
detect it. Most common in this regard are guarded test proto-
cols and minimally informative interview responses that fall
far short of reflecting a documented history of psychological
disorder or problem behavior. Although being guarded and
tight-lipped may successfully conceal difficulties, it also
alerts examiners that a respondent is not being forthcoming
and that the data being obtained probably do not paint a full
picture of the person’s psychological problems and limita-
tions. As another possibility, fake-good respondents may, in-
stead of being guarded and closed-mouthed, become quite
talkative and expansive in an effort to impress the examiner
with their admirable qualities and many capabilities, in which
case the assessment information becomes noteworthy for
claims of knowledge, skills, virtues, and accomplishments
that far exceed reasonable likelihood. These and other guide-
lines for the clinical detection of efforts to mislead assessors
by faking either good or bad are elaborated by Berry, Wetter,
and Baer (2002), McCann (1998, chapters 3–4), and Rogers
(1997a).

Most self-report inventories include validity scales that
are based on inconsistent and difficult-to-believe responses
that can often help to identify malingering and defensiveness.
(Greene, 1997; see also the chapter by Naglieri and Graham
in this volume). A variety of specific interview, self-report,
and ability measures have also been developed along these
lines to assist in identifying malingering, including the Struc-
tured Interview of Reported Symptoms (SIRS; Rogers,
Gillis, Dickens, & Bagby, 1991; see also Rogers, 1997b),
the M test for detecting efforts to malinger schizophrenia
(Beaber, Marston, Michelli, & Mills, 1985; see also Smith,
1997), and the Test of Memory Malingering (TOMM;
Tombaugh, 1997; see also Pankratz & Binder, 1997). Com-
monly used projective and other expressive measures do not
include formal validity scales, but they are nevertheless quite
sensitive to inconsistencies in performance that suggest
malingering or defensiveness (Schretlen, 1997; see also the
chapter by Ben-Porath in the present volume). Moreover, be-
cause relatively unstructured expressive measures convey
much less meaning to respondents than self-report question-
naires concerning what their responses might signify, there is
reason to believe that they may be less susceptible to impres-
sion management or even that the fakability of an assessment
instrument is directly related to its face validity (Bornstein,
Rossner, Hill, & Stepanian, 1994). This does not mean that
unstructured measures like the Rorschach Inkblot Method
and Thematic Apperception Test are impervious to malinger-
ing and defensiveness, which they are not, but only that ef-
forts to mislead may be more obvious and less likely to
convey a specific desired impression on these measures than
on relatively structured measures. 

Coaching

A companion issue to the ease or difficulty of faking as-
sessment measures is the extent to which respondents can
be taught to deceive examiners with a convincingly good-
looking or bad-looking performance. Research findings indi-
cate that even psychologically naive participants who are
given some information about the nature of people with
certain disorders or characteristics can shape their test behav-
iors to make themselves resemble a target group more closely
than they would have without such instruction. Misleading
results are even more likely to occur when respondents are
coached specifically in how to answer certain kinds of ques-
tions and avoid elevating validity scales (Ben-Porath, 1994;
Rogers, Gillis, Bagby, & Monteiro, 1991; Storm & Graham,
2000). The group findings in these research studies have not
yet indicated whether a generally instructed or specifically
coached respondent can totally mislead an experienced
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examiner in actual practice, without generating any suspicion
that the obtained results may not be valid, and this remains a
subject for further investigation.

With further respect to individual assessments in actual
practice, however, there are reports in the literature of in-
stances in which attorneys have coached their clients in how
to answer questions on self-report inventories (e.g., Lees-
Haley, 1997; Wetter & Corrigan, 1995; Youngjohn, 1995),
and a Web site available on the Internet claims to provide
a list of supposed good and bad responses for each of the
10 Rorschach inkblots. As previously mentioned in dis-
cussing test security, prior knowledge of test questions and
answers can detract from the practical utility of psychologi-
cal assessment methods that feature right and wrong answers.
The confounding effect of pretest information on unstruc-
tured measures, for which correct or preferable answers are
difficult to specify out of context, may be minimal, but the
susceptibility of these measures to successful deception by
well-coached respondents is another topic for future re-
search. Less uncertain are the questionable ethics of persons
who coach test-takers in dishonesty and thereby thwart the
legitimate purposes for which these respondents are being
evaluated.

Integrating Data Sources

As noted at the beginning of this chapter, psychological as-
sessment information can be derived from administering tests,
conducting interviews, observing behavior, speaking with
collateral persons, and reviewing historical documents. Effec-
tive integration of data obtained from such multiple sources
calls for procedures based on the previously described addi-
tive, confirmatory, and complementary functions served by a
multimethod test battery. In some instances, for example, a re-
spondent may during an interview report a problem for which
there is no valid test index (e.g., having been sexually abused),
and may demonstrate on testing a problem that is ordinarily
not measured by interview data (e.g., poor perceptual-motor
coordination). These two data sources can then be used addi-
tively to identify that the person has both a substance use dis-
order and a neuropsychological impairment. In another
instance, a person who describes himself or herself during an
interview as being a bright, well-educated individual with
good leadership skills and a strong work ethic, and who then
produces reliable documents attesting these same characteris-
tics, offers assessors an opportunity for confirmatory use of
these different data sources to lend certainty to a positive per-
sonnel report.

A third and somewhat more complicated set of circum-
stances may involve a respondent who behaves pleasantly and

deferentially toward the assessor, reports being a kindly and
even-tempered person, and produces limited and mostly con-
ventional test responses that fall in the normal range. At the
same time, however, the respondent is described by friends
and relatives as a rageful and abusive person, and police re-
ports show an arrest record for assault and domestic violence.
Familiar to forensic psychologists consulting in the criminal
justice system, this pattern of discrepant data can usually be
explained by using them in a complementary fashion to infer
defensiveness and a successful fake-good approach to the in-
terviewing and testing situations. As a further example in
educational settings, a student whose poor grades suggest lim-
ited intelligence but whose test performance indicates consid-
erable intelligence gives assessors a basis for drawing in a
complementary fashion on the divergent data to infer the like-
lihood of psychologically determined underachievement.

Because of the increased understanding of people that can
accrue from integrating multiple sources of information, thor-
ough psychological evaluation utilizes all of the available data
during the interpretation phase of the assessment process.
This consideration in conducting psychological assessments
touches on the question of how much data should be collected
in the first place. Theoretically, there can never be too much
information in an assessment situation. There may be redun-
dant information that provides more confirmatory evidence
than is needed, and there may be irrelevant information that
serves no additive function in answering the referral question,
but examiners can choose to discard the former and ignore the
latter. Moreover, all test, interview, and observational data
that may be collected reflect some psychological characteris-
tics of the person showing this behavior and therefore signify
something potentially helpful to know about the person being
assessed.

On the other hand, there are practical limits to how much
assessment information should be collected to guide the
formulation of interpretations. Above all, psychological as-
sessors are responsible for conducting evaluations in a cost-
effective manner that provides adequate responses to referral
questions with the least possible expense of time and money.
As noted previously, practitioners who provide and charge
for services that they know will make little difference are ex-
ploiting the recipients of their services and jeopardizing their
own professional respectability. Assessment psychologists
may differ in the amount and kind of data they regard as suf-
ficient to conduct a fully adequate evaluation, but they gener-
ally recognize their ethical obligations to avoid going beyond
what they genuinely believe will be helpful. 

With further respect to providing answers to referral ques-
tions, two additional guidelines can help assessment psychol-
ogists in drawing wisely and constructively on the assessment
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data at their disposal. First, by taking full account of indica-
tions of both psychological strengths and weaknesses in peo-
ple they examine, assessors can present a balanced description
of their assets and liabilities. Psychological assessment has
often addressed mainly what is wrong with people while
giving insufficient attention to their adaptive capacities, posi-
tive potentials, and admirable qualities. In keeping with
contemporary trends in psychology toward emphasizing well-
ness, happiness, optimism, and other positive features of the
human condition (see Seligman & Csikszentmihalyi, 2000),
assessment psychology serves its purposes best when the in-
terpretive process gives full measure to adaptive capacities as
well as functioning limitations.

Second, by recognizing that the inferences and impressions
they derive from assessment data are likely to vary in the
strength of the evidence supporting them, examiners can
couch their interpretive statements in language that conveys
their level of confidence in what they have to say. Most re-
spondents provide clear and convincing evidence of at least
some psychological characteristic, which examiners can then
appropriately report in what may be called the language of
certainty. The language of certainty states in direct terms what
people are like and how they are likely to conduct themselves,
as in saying, “This student has a marked reading disability,” or
“Mr. A. appears to be an impulsive person with limited self-
control,” or “Ms. B. is an outgoing and gregarious person who
seeks out and enjoys interpersonal relationships.” For other
characteristics of a person being evaluated, the evidence may
be fragmentary or suggestive rather than compelling and con-
clusive, in which case impressions are properly reported in
what may be called the language of conjecture. Conjectural
language suggests or speculates about possible features of a
person’s nature or likely behavior, as in saying, “There is some
evidence to suggest that this child may have an auditory pro-
cessing deficit,” or “She occasionally shows tendencies to be
inflexible in her approach to solving problems, which might
limit the creativity of her decision-making as an executive,” or
“The data provide some basis for speculating that his lack of
effort represents a passive-aggressive way of dealing with un-
derlying anger and resentment he feels toward people who
have demanded a lot from him.”

UTILIZING ASSESSMENT INFORMATION

The assessment process culminates in the utilization of
descriptions of psychological characteristics and behavioral
tendencies as a basis for formulating conclusions and recom-
mendations. Interpretations or assessment information are
now translated into their implications for various decisions,

and the overall purpose and eventual goal of assessment can
accordingly be conceived as a way of facilitating decision
making about classification, selection, placement, diagnosis,
and treatment of people being evaluated. In this output phase,
however, account must be taken of the fact that assessment
data and the descriptions to which they give rise may have dif-
ferent implications for different kinds of people living in dif-
ferent circumstances. Most important in this regard are
possible sources of bias, applicable base rates, value judg-
ments calling for cutting-score adjustments, and the cultural
background and social context of the person being evaluated.
Good assessment decisions depend on recognizing these con-
siderations and preventing them from exerting undue influ-
ence on conclusions and recommendations.

Bias and Base Rates

As elaborated in Reynolds and Ramsay’s chapter in the present
volume, bias occurs in the utilization of assessment informa-
tion when examiners allow preconceived notions and previ-
ously held beliefs to influence how they view the implications
of their data. Assessment bias may arise either inadvertently,
from attitudes of which examiners are unaware, or consciously,
as purposeful intent on their part. Whether inadvertent or in-
tentional, assessment bias takes the form of expectations that
affect the meaning assigned to a set of findings, and most of
these expectations originate in turn from demographic beliefs,
environmental impressions, and epidemiological notions.

As an example of demographic beliefs, an assessor
who thinks that older people and males are generally likely to
perform better as managers than younger people and females
may advise hiring a 45-year-old man and not hiring a
30-year-old woman for a managerial position, even if their
psychological assessment information would be seen by most
examiners as comparable or even favoring the female candi-
date. Similarly, an assessor who harbors a conviction that
blue-collar African Americans are generally less likely to re-
spond to psychotherapy than white-collar Caucasians may
discourage psychotherapy for the former and recommend it
for the latter, even when looking at assessment information
showing equivalent treatment accessibility. 

Environmental impressions as a source of biased expecta-
tions refer to the setting in which assessors are conducting an
evaluation. Psychologists working in an inpatient facility in
which a large percentage of patients are psychotically dis-
turbed come to expect most of they people they examine to be
psychotic, at least on admission, and they may accordingly be
inclined to infer psychosis from a set of assessment data that
would not have led them to this conclusion had they obtained
it in an outpatient clinic in which psychotic disturbance is
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rarely seen. Similarly, psychologists assessing prison in-
mates, among whom antisocial personality disorder is com-
monly found, may be more likely to expect and diagnose this
disorder than they would if they were working with similar
data in a university counseling center.

As for epidemiological notions, examiners may be con-
sciously or inadvertently influenced in the conclusions they
draw by how they view the nature and incidence of various
conditions. Those who believe that borderline personality
disorder is widespread are likely to diagnose this condition
more frequently than those who think this diagnostic cate-
gory lacks precision and is used too frequently. Those who
believe that attention-deficit /hyperactivity disorder (ADHD)
occurs mainly in boys, and adolescent anorexia mainly in
girls, are relatively unlikely to diagnose ADHD in girls and
anorexia in boys. 

In all such instances of possible influence derived from
demographic, environmental, and epidemiological expecta-
tions, the challenge for assessment psychologists is to recog-
nize their personal biases and prevent them as much as
possible from exerting inappropriate influence on the conclu-
sions and recommendations they derive from their assess-
ment data. On the other hand, the previous examples were
chosen to indicate that epidemiological and environmental
expectations may have some basis in fact. There are more
psychotic patients in hospital than in clinic populations, there
are more antisocial individuals in prison than on college cam-
puses, and there are substantial gender differences in the in-
cidence of ADHD and anorexia. From a strictly actuarial
point of view, then, being hospitalized does increase the
probability of being psychotic, being incarcerated does
increase the probability of being antisocial, and being male or
female does increase the probability of being attention disor-
dered or anorexic, respectively. Taking adequate account of
such actual setting and group differences, while preventing
them from resulting in biased conclusions, involves being
alert to whatever base-rate information may be available in
the individual case. 

Base-rate information refers to the expected frequency of
a characteristic or behavior in particular persons or circum-
stances. Attention to applicable base rates provides a way of
estimating the utility of assessment procedures, particularly
with respect to their efficiency in assessing rare events. As
first identified by Meehl and Rosen (1955), base rates can be-
come problematic for measuring instruments when the ex-
pected frequency of an event falls very far below 50%. For
example, in a clinical setting in which 10% of the patients are
suicidal, a valid test of suicidality that has a hit rate of 60%
(i.e., is correct 60% of the time in identifying people in gen-
eral as suicidal or nonsuicidal) is technically less efficient

than simply calling all of the patients nonsuicidal, which
would be correct 90% of the time. 

Although technically correct from a psychometric per-
spective, this type of base-rate emphasis on efficiency does
not always satisfy priorities in actual assessment practice.
Assessment methods that are inefficient in assessing suicidal-
ity, given its low base rate even in most patient populations,
may nevertheless correctly identify a subgroup of patients in
whom suicidal behavior is relatively likely to occur. An ex-
aminer can then use this information to recommend suicide
precautions for this apparently suicidal subgroup, which is
preferable to overlooking the self-destructive potential of the
high-risk group by exercising the technically more efficient
option of calling all of the patients nonsuicidal. 

The base-rate problem can also be minimized by focusing
assessment efforts on restricted populations in which the ex-
pected frequency of the characteristic being evaluated is less
rare than in the general population. Kamphuis and Finn (2002)
note in this regard that the more closely a base rate approxi-
mates 50%, the better prospects a valid measure has of im-
proving on the efficiency of concluding that either everyone or
no one has a certain characteristic or behavioral tendency. As
an example of increasing the base rate by restricting the popu-
lation, efficient prediction of violent behavior among people
in general is difficult to achieve, because most people are non-
violent. In a population of criminal offenders, however, many
of whom have a history of violence, a valid measure of vio-
lence potential may prove quite efficient in identifying those at
greatest risk for violent behavior in the future.

Value Judgments and Cutting Scores

Value judgments in the present context refers to the purposes
for which a respondent is being evaluated in relation to the
frequency of false-positive and false-negative outcomes that
an assessment variable is likely to produce. False-positive
outcomes result in decisions based on assuming that people
have certain conditions and tendencies that they in fact do
not, whereas false-negative outcomes result in inferring that
people lack certain conditions and tendencies that in actuality
do characterize them. When assessments are being conducted
to assist in making decisions about psychological characteris-
tics and their consequences that most people would regard as
undesirable, like being suicidal or homicidal, false positives
may be of less concern than false negatives. A false-positive
decision concerning dangerousness might result in a person’s
being unnecessarily supervised or even restrained, which is a
regrettable but not a fatal outcome. A false-negative decision,
on the other hand, by failing to identify dangerousness to
oneself or others, can result in loss of life. 
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Conversely, false-positive outcomes may be more prob-
lematic than false-negative outcomes when referral ques-
tions concern desirable characteristics and consequences, like
whether a person should be given a scholarship, a job, a pro-
motion, or a parole. False negatives in this kind of assessment
situation may result in denying people opportunities for which
they are qualified and deserving, which is disadvantageous
and perhaps unfair to them as individuals. However, when
false positives result in promotion of personnel to positions
of responsibility that exceed their capacities, or the parole of
felons whose criminal tendencies have not abated, then many
people other than the individual are likely to suffer serious
consequences.

In relation to such value judgments, then, a set of assessment
data may have different implications in difference assess-
ment circumstances and thereby call for assessors to select
carefully the cutting scores they utilize in formulating their con-
clusions and recommendations. For quantifiable dimensions of
assessment that correlate positively with the presence of a char-
acteristic or behavioral tendency, moving up the numerical
scale produces a progressively decreasing percentage of false
positives, and moving down the scale produces a progressively
decreasing percentage of false negatives; just the opposite will
be the case for assessment dimensions that are inversely corre-
lated with what they measure. As a way of deciding the impli-
cations of assessment findings in a particular circumstance,
cutting scores can thus be selected to minimize the likelihood
of false-positive outcomes in examinations concerned with de-
sirable consequences and minimize false-negative outcomes in
the estimation of undesirable consequences.

Culture and Context

Just as assessment information may have different impli-
cations for people examined in different settings and for dif-
ferent purposes, it may also vary in its significance for
respondents coming from different cultures or living in differ-
ent social contexts. Hence the utilization phase of the assess-
ment process must always take account of how characteristics
of individuals identified in the interpretive phase are likely to
affect their psychological functioning in their particular cir-
cumstances. Attention to cross-cultural influences has a long
history in assessment psychology (see, e.g., Hallowell, 1951;
Lindzey, 1961) and has seen a recent resurgence of interest, as
described in the chapter by Geisinger in this volume and in
contributions by Dana (1993, 2000b), Kazarian and Evans
(1998), Suzuki, Ponterotto, and Meller (2000), and Williams,
Satterwhite, and Saiz (1998).

The distinction drawn in this overview of the assess-
ment process between interpreting and utilizing assessment

information provides some useful guidelines for a two-step
process in taking account of background and situational dif-
ferences among respondents. The interpretive phase of assess-
ment provides the first step, which consists of arriving at
descriptive statements that identify a respondent’s psycholog-
ical characteristics as they exist independently of his or her
cultural context and circumstances. Having superior intelli-
gence, being orderly and compulsive, experiencing memory
loss, being emotionally reserved, having an assertive and
competitive bent, and being prone to acute anxiety in unfa-
miliar surroundings are examples of characteristics that define
the nature of the individual. As revealed by assessment data,
such characteristics will be present in people regardless of
where they live, from whence they come, and in what they are
involved. The utilization phase of the assessment process pro-
vides the second step, which involves being sufficiently sensi-
tive to respondents’ cultural and experiential contexts to
estimate accurately the implications of their psychological
characteristics in their particular life circumstances. Espe-
cially important in this regard is determining whether their
psychological characteristics are likely to prove adaptive or
maladaptive in their everyday world and what kinds of suc-
cessful or unsuccessful adaptation might result from these
characteristics in their particular circumstances.

Research findings document that cultural differences can
lead to cross-cultural variation in modal psychological charac-
teristics, and that the demands and expectations people face
often determine the implications and consequences of particu-
lar characteristics, especially with respect to how adaptive they
are (see Kazarian & Evans, 1998). For example, a generally
passive, dependent, agreeable, and acquiescent person may be
prone to adjustment difficulties in a cultural context that values
autonomy, self-reliance, assertiveness, and competitiveness.
Conversely, a fiercely independent and highly competitive per-
son might feel comfortable and flourish psychologically in a
subculture that values assertiveness, but might feel alienated
and adapt poorly in a society that subordinates individual
needs and preferences to the wishes and welfare of the group,
and in which a passive and acquiescent person would get along
very well.

These contextual influences on the implications of psycho-
logical characteristics extend to specific circumstances in
persons’lives as well as their broader sociocultural contexts.A
modest level of intelligence can be a source of comfort and
success to young people whose personal and family expecta-
tions are simply that they graduate from high school, but a
source of failure and dismay to those for whom graduation
from a prestigious college is a minimum expectation. Simi-
larly, a person with good coping skills and abundant adaptive
capacities who is carrying a heavy burden of responsibilities
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and confronting numerous obstacles to meeting them may be
susceptible to anxiety, irritability, and other consequences of a
stress overload, whereas a person with limited coping skills
and few adaptive capacities who is leading a narrowly re-
stricted life involving very few demands may be able to main-
tain a comfortable psychological equilibrium and experience
little in the way of subjectively felt distress. Likewise, a con-
templative person who values being as careful as possible in
completing tasks and arriving at conclusions may perform
well in a job situation that calls for accuracy and thoroughness
and involves relatively little time pressure, but may perform
poorly in a position involving strict deadlines or requiring
quick decisions on the basis of sketchy information, and in
which a more decisive and action-oriented person would func-
tion more effectively.

As illustrated by the final example and those that have
preceded it in this chapter, psychological assessment is a com-
plex process. Diverse perspectives and attention to interacting
variables are necessary in assessment psychology as else-
where in behavioral science to expand knowledge and guide
its practical application, and there is little to be gained from
doctrinaire pronouncements of unidimensional approaches.
To collect, interpret, and utilize assessment data effectively,
one must give each of the issues identified in this introduction
to the assessment process its just due, and the 24 chapters that
follow are designed for this purpose.
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As described in other chapters in this volume, considerable
effort has been made to improve the quality of assessment in-
formation (e.g., by constructing new tests). However, it is also
important that advances be made in the way that assessment
information is used to make judgments and decisions. Two
general methods for making judgments and decisions will be
described and critiqued in this chapter: clinical judgment and
mechanical prediction.

Having suffered through statistics classes, students and
professionals may be put off by the term mechanical predic-
tion. They may even feel weak and bewildered when con-
fronted with terms such as actuarial prediction, automated
assessment, and statistical prediction. Terminology in this
area is sometimes confusing, so it will behoove us to take a
moment to clarify the meaning of these and other terms.

In the context of personality assessment, clinical judgment
refers to the method by which judgments and decisions that
are made by mental health professionals. Statistical predic-
tion refers to the method by which judgments and decisions
that are made by using mathematical equations (most often
linear regression equations). These mathematical equations
are usually empirically based—that is, the parameters and
weights for these equations are usually derived from empiri-
cal data. However, some statistical prediction rules (e.g., unit
weight linear rules) are not derived using empirical data.
The terms statistical prediction and actuarial prediction
are close in meaning: They can be used interchangeably to
describe rules that are derived from empirical data. Statistical

and actuarial prediction can be distinguished from automated
assessment. Automated assessment computer programs con-
sist of a series of if-then statements. These statements are writ-
ten by expert clinicians based on their clinical experiences and
their knowledge of the research literature and clinical lore.
Computer-based test interpretation programs are examples
of automated assessment programs. They have been enor-
mously popular—for example, for the interpretation of the
Minnesota Multiphasic Personality Inventory–II (MMPI-2;
Butcher, Dahlstrom, Graham, Tellegen, & Kaemmer, 1989).
They will be described in detail in the chapter by Butcher in
this volume. Finally, the term mechanical prediction also
needs to be defined. As defined by Grove, Zald, Lebow, Snitz,
and Nelson (2000), mechanical prediction is “statistical
prediction (using explicit equations), actuarial prediction (as
with insurance companies’actuarial tables), and what we may
call algorithmic prediction (e.g., a computer program emulat-
ing expert judges). . . . Mechanical predictions are 100%
reproducible” (p. 19). In other words, mechanical predic-
tion is a global term that subsumes statistical prediction, actu-
arial prediction, and automated assessment, but not clinical
judgment.

To clarify how mechanical prediction rules can be used in
personality assessment, it will be helpful to describe a model
study. In a study conducted at Western Psychiatric Institute and
Clinic at the University of Pittsburgh (Gardner, Lidz, Mulvey,
& Shaw, 1996), the judgment task was to predict whether pa-
tients would become violent in the next 6 months. Clinicians
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were psychiatrists, psychiatric residents, and nurse-clinicians
who had seen the patients in the emergency (admissions) de-
partment and who had conferred on the cases together. Clinical
and statistical predictions were made for 784 patients. To ob-
tain outcome scores, patients and significant others were inter-
viewed over the following 6 months. Additional information
was also used to learn if a patient had become violent: com-
mitment, hospital, and police records were searched for reports
of violent incidents. Patients were said to be violent if they had
“laid hands on another person with violent intent or threatened
someone with a weapon” (Lidz, Mulvey, & Gardner, 1993,
p. 1008). One of the strengths of the study is that the data
were analyzed using receiver operating characteristics (ROC)
analysis. ROC methods form an important part of signal de-
tection theory. Using ROC methods, measures of validity are
unaffected by base rates or by clinicians’ biases for or against
Type I or Type II errors (McFall & Treat, 1999; Mossman,
1994; Rice & Harris, 1995). For both clinical prediction and
statistical prediction, the average area under the ROC curve
(AUC) was reported. For this task, the AUC is equal to the
probability of a randomly selected violent patient’s being
predicted to be violent more often than a randomly selected
nonviolent patient. The greater the AUC, the greater the accu-
racy of predictions. A value of .5 represents the chance level of
prediction. With regard to the results, the AUC for statistical
prediction was .74 and the AUC for clinical prediction was
only .62.

Historically, the issue of clinical versus statistical predic-
tion has been the subject of intense debate. The issue first drew
a great deal of attention in 1954 when Paul Meehl published
his classic book, Clinical versus Statistical Prediction: A The-
oretical Analysis and a Review of the Evidence. This is a book
that for many years was read by nearly all graduate students in
clinical and counseling psychology programs. In his book,
Meehl noted that in almost every comparison between clinical
and statistical prediction, the statistical method was equal or
superior to informal clinical judgment. This conclusion has
generally been supported in subsequent reviews (e.g., Dawes,
Faust, & Meehl, 1989, 1993; Garb, 1994; Goldberg, 1991;
Grove et al., 2000; Grove & Meehl, 1996; Kleinmuntz, 1990;
Marchese, 1992; Meehl, 1986; Wiggins, 1981). Meehl is one
of the most highly regarded psychologists in the history of
clinical psychology, and late in his career he bemoaned the
fact that psychologists were neglecting the research on statis-
tical prediction. According to Meehl (1986):

There is no controversy in social science that shows such a large
body of qualitatively diverse studies coming out so uniformly in
the same direction as this one. When you are pushing 90 investi-
gations, predicting everything from the outcome of football
games to the diagnosis of liver disease and when you can hardly

come up with a half dozen studies showing even a weak ten-
dency in favor of the clinician, it is time to draw a practical con-
clusion, whatever theoretical differences may still be disputed.
(pp. 373–374)

According to Meehl and other advocates of statistical predic-
tion, mental health professionals should be using statistical
rules to make diagnoses, descriptions of traits and symptoms,
behavioral predictions, and other types of judgments and deci-
sions. Yet, clinicians rarely do this. One is left wondering why.

The following topics will be covered in this chapter: (a) re-
sults on clinical versus mechanical prediction, (b) the strengths
and limitations of clinical judgment, (c) the strengths and lim-
itations of automated assessment, and (d) the strengths and
limitations of statistical prediction. Recommendations will be
made for improving the way that judgments and decisions are
made in clinical practice.

CLINICAL VERSUS MECHANICAL PREDICTION

The most comprehensive and sophisticated review of studies
on clinical versus mechanical prediction was conducted by
Grove et al. (2000). In addition to locating more studies than
anyone else, they published the only meta-analysis in this
area. Their review will be described in detail.

In their search of the literature, Grove et al. (2000) in-
cluded only studies in the areas of psychology and medicine.
Studies were included if clinicians and mechanical proce-
dures were used to “predict human behavior, make psycho-
logical or medical diagnoses or prognoses, or assess states
and traits (including abnormal behavior and normal personal-
ity)” (p. 20). Also, studies were included only if the clinicians
and the mechanical procedures had access to “the same (or
almost the same) predictor variables” (p. 20). After an exten-
sive search of the literature, 136 studies were found that
qualified for inclusion.

The results reported by Grove et al. (2000) favor mechan-
ical prediction. Mechanical prediction techniques substan-
tially outperformed clinical prediction in 44%, or 60%, of the
studies. In contrast, clinicians substantially outperformed
mechanical prediction techniques in 6%, or 8%, of the stud-
ies (results were calculated from their Figure 1, p. 21). In the
remaining studies, clinical predictions were roughly as accu-
rate as mechanical predictions. On average, mechanical pre-
diction rules were about 10% more accurate than clinicians.

Overall, the results of the meta-analysis support the gen-
eral superiority of mechanical prediction. However, in light of
these findings, comments made by statistical prediction advo-
cates seem too extreme. For example, Meehl’s (1986, p. 374)
claim that there are only “a half dozen studies showing even a
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weak tendency in favor of the clinician” no longer seems ac-
curate. As noted by Grove et al. (2000), “Our results qualify
overbroad statements in the literature opining that such supe-
riority is completely uniform” (p. 25).

Grove et al. (2000) also reported additional interesting
findings. The general superiority of mechanical prediction
holds across categories: “It holds in general medicine, in
mental health, in personality, and in education and training
settings” (p. 25). They also found that mechanical prediction
was usually superior regardless of whether clinicians were
“inexperienced or seasoned judges” (p. 25). With regard to a
third result, one variable was notable in the eight studies in
which clinical judgment outperformed mechanical predic-
tion: In seven of those eight studies, the clinicians received
more data than the mechanical prediction rules. One implica-
tion of this finding is that optimal information has not always
been used as input for mechanical prediction rules. One more
result will be mentioned. Mechanical prediction rules were
superior to clinicians by a larger margin when interview in-
formation was available. Limitations of interview informa-
tion have been described in the clinical judgment literature
(Ambady & Rosenthal, 1992; Garb, 1998, pp. 18–20).

To check on the integrity of their findings, Grove et al.
(2000) conducted additional analyses:

[We] examined specific study design factors that are rationally
related to quality (e.g., peer-reviewed journal versus chapter or
dissertation, sample size, level of training and experience for
judges, cross-validated versus non-cross-validated statistical for-
mulae). Essentially all of these study-design factors failed to sig-
nificantly influence study effect sizes; no such factor produced a
sizable influence on study outcomes. (p. 25)

Thus, roughly the same results were obtained in studies vary-
ing in terms of methodological quality.

The Grove et al. (2000) meta-analysis is a landmark study,
but it does not address many important issues. For example,
specific mechanical prediction rules that clinicians should be
using are not described; nor are obstacles to developing bet-
ter mechanical prediction rules. Finally, conditions under
which clinical judgment should be preferred to mechanical
prediction are not described. These issues and others will
now be discussed.

CRITIQUE OF MECHANICAL PREDICTION

Automated Assessment

As already noted, automated assessment programs consist of
a series of if-then statements. They are written by clinicians
on the basis of their clinical experiences and their knowledge

of the research literature and clinical lore. They are consid-
ered to be mechanical prediction rules because statements
generated by automated assessment programs are 100%
reproducible.

Several strengths of automated assessment programs can
be described. First, they are written by clinicians who are
generally thought to be experts. Another advantage is that
they are mechanical prediction methods, and thus test-retest
reliability is perfect (e.g., given a particular MMPI-2 test pro-
tocol, the same test report will always be written). Also, the
general superiority of mechanical prediction methods was
supported by Grove et al. (2000), although results were not
analyzed separately for automated assessment programs and
statistical prediction rules.

A number of weaknesses can also be described. First, in
empirical studies, alleged experts often have been no more
accurate than other clinicians (for reviews, see Garb, 1989,
1998; Garb & Schramke, 1996). Second, although test-retest
reliability is perfect, interrater reliability is not. Computer-
based test reports generated by automated assessment pro-
grams are generally used by clinicians along with other
information (e.g., history information). One should not as-
sume that psychologists will make similar judgments and de-
cisions when they integrate all of this information. Finally,
and perhaps most important, many automated assessment
programs for interpreting psychological test results are not
validated (Adams & Heaton, 1985; Garb, 1998, 2000b; Garb
& Schramke, 1996; Honaker & Fowler, 1990; Lanyon, 1987;
Matarazzo, 1986; Snyder, 2000; Snyder, Widiger, & Hoover,
1990; but also see Butcher, Perry, & Atlis, 2000). Thus, auto-
mated assessment programs can “lend an unwarranted im-
pression of scientific precision” (Snyder, 2000, p. 52).

Statistical Prediction

One can expect statistical prediction rules to be more accu-
rate than automated assessment programs and clinical judges.
After all, statistical prediction rules are usually based on ac-
curate feedback. That is, when deriving statistical prediction
rules, accurate criterion scores are usually obtained. Put an-
other way (Garb, 2000a), “In general, statistical prediction
rules will do well because they make use of the inductive
method. A statistical prediction rule will do well to the extent
that one can generalize from a derivation sample to a new
sample” (p. 32). In contrast, in the course of clinical practice,
it is normally too expensive for clinicians to obtain good cri-
terion scores. For example, clinicians are unable to follow up
with patients after a 6 month time period to learn if they have
become violent. Similarly, when writing a computer-based
test interpretation program, an expert clinician will not nor-
mally collect criterion information.
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There is another important reason one can expect statisti-
cal prediction rules to be more accurate than automated as-
sessment programs and clinical judges. The use of statistical
prediction rules can minimize the occurrence of errors and bi-
ases, including race bias and gender bias (Garb, 1997). Auto-
mated assessment programs may be biased (e.g., descriptions
may be more accurate for White clients than Black clients),
because criterion scores are not usually obtained to learn
whether accuracy varies by client characteristic (e.g., race).
Errors and biases that occur when clinicians make judgments
will be described in a later section. Suffice it to say that a
carefully derived statistical rule will not make predictions
that vary as a function of race or gender unless race or gender
has been shown to be related to the behavior one is predict-
ing. To make sure that statistical predictions are unbiased, the
effects of client characteristics (e.g., race, gender) need to be
investigated.

Although there are reasons to believe that statistical pre-
diction rules will transform psychological assessment, it is
important to realize that present-day rules are of limited value
(Garb, 1994, 1998, 2000a). For tasks involving diagnosis or
describing personality traits or psychiatric symptoms, many
statistical prediction rules make use of only limited informa-
tion (e.g., results from only a single psychological test). This
might be satisfactory if investigators first determined that the
assessment information represents the best information that
is available. However, this is not the case. For tasks involving
diagnosis and describing personality traits and psychiatric
symptoms, investigators rarely collect a large amount of in-
formation and identify optimal predictors.

There is a methodological reason why optimal information
has rarely been used for the tasks of diagnosis and describing
personality traits and psychiatric symptoms. When statistical
prediction rules have been derived for these tasks, criterion
ratings have usually been made by psychologists who use in-
formation that is available in clinical practice (e.g., history
and interview information). If information used by criterion
judges is also used as input information for statistical predic-
tion rules, criterion contamination can occur. To avoid crite-
rion contamination, information that is given to criterion
judges is not used as input information for statistical predic-
tion rules, even though this information may be optimal.
Thus, in many studies, statistical predictions are made using
results from a psychological test but not results from history
and interview information.

To avoid criterion contamination, new methods need to be
used to construct and validate statistical rules for the tasks of
diagnosis and describing personality traits and psychiatric
symptoms (Garb, 1994, 1998, 2000a). For example, by col-
lecting longitudinal information, one can obtain criterion

scores that are not based on information that is normally used
by mental health professionals. Thus, if a statistical rule
makes a diagnosis of major depression, but longitudinal data
reveal that the client later developed a manic episode, then
we could say that this diagnosis was incorrect.

Criterion contamination is not a problem for behavioral
prediction (e.g., predicting suicide), so it is not surprising that
statistical prediction rules that have been used to predict be-
havior have been based on optimal information. For behav-
ioral prediction, outcome scores are obtained after assessment
information has been collected and predictions have been
made. All of the information that is normally available in clin-
ical practice can be used by a statistical prediction rule with-
out fear of criterion contamination.

Most present-day statistical prediction rules have not been
shown to be powerful. As already noted, statistical prediction
rules for making diagnoses and describing personality traits
and psychiatric symptoms have almost always made use of
limited information that has not been shown to be optimal
(e.g., Carlin & Hewitt, 1990; Danet, 1965; Goldberg, 1965,
1969, 1970; Grebstein, 1963; Hiler & Nesvig, 1965; Janzen &
Coe, 1975; Kleinmuntz, 1967; Lindzey, 1965; Meehl, 1959;
Oskamp, 1962; Stricker, 1967; Todd, 1954; Vanderploeg,
Sison, & Hickling, 1987). Typically, the statistical prediction
rules, and the clinicians to which they have been compared,
have been given results from only a single test.

An example will be given. In one of the best known studies
on clinical versus statistical prediction (Goldberg, 1965),
MMPI (Hathaway & McKinley, 1942) results were used to
discriminate between neurotic and psychotic clients. Goldberg
constructed a formula that involves adding and subtracting
MMPI T scores: Lie (L) + Paranoia (Pa) + Schizophrenia
(Sc) – Hysteria (Hy) – Psychasthenia (Pt). Using data col-
lected by Meehl (1959), hit rates were 74% for the Goldberg
index and only 68% for the average clinician. Clinicians in
this study were not given any information other than the
MMPI protocols. The study is well known not so much be-
cause the statistical rule did better than clinicians, but because
a simple linear rule was more accurate than complex statistical
rules including regression equations, profile typologies,
Bayesian techniques, density estimation procedures, the Per-
ceptron algorithm, and sequential analyses. However, one can
question whether the Goldberg index should be used by itself
in clinical practice to make differential diagnoses of neurosis
versus psychosis. As observed by Graham (2000), “It is im-
portant to note that the index is useful only when the clinician
is relatively sure that the person being considered is either psy-
chotic or neurotic. When the index is applied to the scores of
normal persons or those with personality disorder diagnoses,
most of them are considered to be psychotic” (p. 252). Thus,
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before using the Goldberg index, one needs to rule out diag-
noses of normal and of personality disorder, either by relying
on clinical judgment or another statistical prediction rule. Of
course, the other limitation of the Goldberg index is that it is
possible, and perhaps even likely, that clinicians could outper-
form the index if they were given history and interview infor-
mation in addition to MMPI results.

In contrast to diagnosis and the description of personality
traits and psychiatric symptoms, present-day rules are more
promising for the task of prediction. Statistical prediction
rules have been developed for predicting violence (e.g.,
Gardner et al., 1996; Lidz et al., 1993; Monahan et al., 2000),
but they are not yet ready for clinical use. In commenting on
their prediction rule, Monahan et al. (p. 318) noted that “the
extent to which the accuracy of the actuarial tool developed
here generalizes to other types of clinical settings (e.g., foren-
sic hospitals) is unknown.” One can anticipate (and hope)
that actuarial rules for predicting violence will soon be avail-
able for widespread use in clinical practice.

Although valuable actuarial rules for predicting violence
may soon be available, prospects are less promising for the
prediction of suicide. This is such an important task that if a
rule could obtain even a low level of accuracy, it might be of
use in clinical practice. However, results for actuarial rules
have been disappointing. For example, in one study (R. B.
Goldstein, Black, Nasrallah, & Winokur, 1991), predictions
were made for 1,906 patients who had been followed for
several years. Forty-six of the patients committed suicide.
Several risk factors for suicide were identified (e.g., history
of suicide attempts, suicidal ideation on index admission, and
gender). However, these risk factors could not be meaning-
fully used to make predictions. When the risk factors were in-
corporated into a statistical rule, five predictions of suicide
were made, but only one of them was valid and predictions of
no suicide were made for 45 of the 46 patients who did kill
themselves. The statistical rule did not do well even though it
was derived and validated on the same data set.

Among the most valuable statistical prediction rules cur-
rently available are those in the area of behavioral assessment.
These rules are helpful for conducting functional analyses. As
observed by Schlundt and Bell (1987),

when clients keep a self-monitoring diary, a large amount of data
is often generated. Typically, clinicians review the records and
use clinical judgment to identify patterns and draw inferences
about functional relationships among antecedents, behaviors, and
consequences. Although the clinical review of self-monitoring
records provides data that might not be otherwise obtained, clin-
ical judgment is known to be subject to inaccuracies . . . and
statistical prediction is typically more accurate and reliable than
clinical judgment. (p. 216)

The shortcomings of clinical judgment for functional
analyses were illustrated in a study by O’Brien (1995). In this
study, the self-monitoring data for a client who complained of
headaches were given to eight clinical psychology graduate
students. Over a period of 14 days, the client monitored a
number of variables including stress level, arguments, hours
of sleep, number of headaches, headache severity, duration of
headaches, and number of painkillers taken. The task for the
graduate students was to estimate “the magnitude of func-
tional relationships that existed between pairs of target behav-
iors and controlling factors by generating a subjective
correlation” (p. 352). Results were both surprising and disap-
pointing: The graduate students identified the controlling vari-
ables that were most strongly correlated with each headache
symptom only 51% of the time.

Given the shortcomings of clinical judgment for describ-
ing functional relationships, it is important to note that se-
quential and conditional probability analyses have been used
to analyze self-monitoring data. These statistical analyses
have been used to clarify the functional relationships involved
in a variety of problems including smoking addiction, bu-
limia, hypertension, and obesity (e.g., Schlundt & Bell, 1987;
Shiffman, 1993).

In conclusion, there are reasons one can expect statistical
prediction rules to be more accurate than automated assess-
ment programs and clinical judges. However, relatively few
statistical prediction rules can be recommended for clinical
use. Substantial progress has occurred with predicting vio-
lence, child abuse and neglect among the offenders and it
does seem likely that powerful statistical rules for these tasks
will become available for use in clinical practice in the near
future (see Wood, Garb, Lilienfeld, & Nezworski, 2002).
Also, statistical rules for analyzing functional relationships
are impressive. On the other hand, before powerful statistical
rules become available for other tasks, such as diagnosis, the
description of personality era psychopathology, and planning
methodological barriers will have to be overcome.

CRITIQUE OF CLINICAL JUDGMENT

A strength of clinical judgment is that mental health pro-
fessionals can make use of a wide range of information.
Automated assessment programs and present-day statistical
prediction rules generally make use of limited information,
for example, results from a single psychological test. In con-
trast, mental health professionals can make judgments after
reviewing all of the information that is normally available in
clinical practice. As noted earlier, in seven of the eight stud-
ies that found clinicians to be substantially more accurate
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than mechanical prediction rules (Grove et al., 2000), clini-
cians had more information available than did the mechanical
prediction rules.

Mental health professionals can make reliable and valid
judgments if they are careful about the information they use,
if they avoid making judgments for tasks that are extremely
difficult (tasks that are so difficult the clinicians are unable to
make reliable and valid judgments), and if they are careful in
how they make their judgments (Garb, 1998). For example,
they can make reliable and valid diagnoses if they adhere to
diagnostic criteria. Similarly, they can make moderately valid
predictions of violence.

The focus of this section is on the limitations of clinical
judgment. Results from empirical studies reveal that it can be
surprisingly difficult for mental health professionals to learn
from clinical experience. That is, a large body of research
contradicts the popular belief that the more experience clini-
cians have, the more likely it is that they will be able to make
accurate judgments. Numerous studies have demonstrated
that when different groups of clinicians are given identical
sets of information, experienced clinicians are no more accu-
rate than are less experienced clinicians (Dawes, 1994; Garb,
1989, 1998; Garb & Boyle, in press; Garb & Schramke,
1996; Goldberg, 1968; Wiggins, 1973; also see Meehl, 1997).
Remarkably, these results even extend to comparisons of
mental health professionals and graduate students in mental
health fields. These results, along with results on the value of
training, will be described. Afterward, the reasons clinicians
have trouble learning from experience will be described.

Experience and Validity

The validity of judgments will be described for presumed ex-
pert versus nonexpert clinicians, experienced versus less
experienced clinicians, clinicians versus graduate students,
and graduate students followed over time. Also described will
be research on illusory correlations. Results from all of these
studies describe the relations among presumed expertise,
experience, and validity.

For the task of interpreting objective and projective person-
ality test results, alleged experts have been no more accurate
than other clinicians, and experienced clinicians have been no
more accurate than less experienced clinicians (Graham, 1967;
Levenberg, 1975; Silverman, 1959; Turner, 1966; Walters,
White, & Greene, 1988; Wanderer, 1969; Watson, 1967). In
these studies, all of the clinicians were given the assessment
information. For example, in one study (Turner), expert judges
were “25 Fellows in the Society for Projective Techniques with
at least 10 years of clinical experience with the Rorschach”
(p. 5). In this study, different groups of judges were to use

Rorschach results to describe the personality functioning of
clients. Not only were the presumed expert judges no more ac-
curate than a group of recently graduated psychologists (PhDs)
and a group of graduate students in clinical psychology, they
were not even more accurate than a group of “25 undergradu-
ate psychology majors who were unfamiliar with the tech-
nique” (p. 5). In another study (Graham, 1967), one group of
PhD-level psychologists had used the MMPI much more fre-
quently than a less experienced group of psychologists. Also,
the experienced group, but not the inexperienced group,
demonstrated a broad knowledge of the research literature on
the MMPI. In this study, as in the others, judgmental validity
was not related to experience and presumed expertise.

The relation between experience and validity has also
been investigated among psychiatrists. Results indicate that
experience is unrelated to the validity of diagnoses and treat-
ment decisions, at least under some circumstances (Hermann,
Ettner, Dorwart, Langman-Dorwart, & Kleinman, 1999;
Kendell, 1973; Muller & Davids, 1999). For example, in one
study (Muller & Davids, 1999), psychiatrists who described
themselves as being experienced in the treatment of schizo-
phrenic patients were no more adept than less experienced
psychiatrists when the task was to assess positive and nega-
tive symptoms of schizophrenia. In another study (Hermann
et al., 1999), the number of years of clinical experience was
negatively related to validity. Hermann et al. found that “psy-
chiatrists trained in earlier eras were more likely to use ECT
[electroconvulsive therapy] for diagnoses outside evidence-
based indications” (p. 1059). In this study, experienced psy-
chiatrists may have made less valid judgments than younger
psychiatrists because education regarding the appropriate use
of ECT has improved in recent years. If this is true, then the
value of having years of clinical experience did not compen-
sate for not having up-to-date training.

Results have been slightly different in the area of neu-
ropsychology. Neuropsychologists with national reputations
did better than PhD psychologists when using the Bender-
Gestalt Test to diagnose organic brain damage (Goldberg,
1959) and when using the Halstead-Reitan Neuropsychologi-
cal Test Battery to describe neurological impairment
(Wedding, 1983). Otherwise, results in the area of neuropsy-
chology have been similar to results obtained in the areas of
personality assessment and diagnosis. For example, neuropsy-
chologists with the American Board of Professional Psychol-
ogy (ABPP) diploma have generally been no more accurate
than less experienced and presumably less qualified doctoral-
level neuropsychologists (Faust et al., 1988; Gaudette, 1992;
Heaton, Smith, Lehman, & Vogt, 1978; Wedding, 1983).

One of the neuropsychology studies will be described.
In this study (Faust et al., 1988), 155 neuropsychologists



Critique of Clinical Judgment 33

evaluated results from several commonly used neuropsycho-
logical tools (including the Halstead-Reitan Neuropsycho-
logical Test Battery). The judgment task was to detect the
presence of neurological impairment and describe the likely
location, process, and etiology of any neurologic injury that
might exist. Clinicians’ levels of training and experience
were not related to the validity of their judgments. Measures
of training included amount of practicum experience in neu-
ropsychology, number of supervised neuropsychology hours,
relevant coursework, specialized neuropsychology internship
training, and the completion of postdoctoral training in
neuropsychology. Measures of experience included years of
practice in neuropsychology and number of career hours
spent on issues related to neuropsychology. Status in the
ABPP was used as a measure of presumed expertise. The
results indicated that there is no meaningful relationship
between validity, on the one hand, and training, experience,
and presumed expertise, on the other. 

An assumption that is frequently made without our even
being aware that we are making the assumption is that clinical
and counseling psychologists are more accurate than psychol-
ogy graduate students. However, with few exceptions, this
assumption has not been supported. In empirical studies, psy-
chologists and other types of mental health professionals
have rarely been more accurate than graduate students, regard-
less of the type of information provided to clinicians. This has
been true when judgments have been made on the basis of
interviews (Anthony, 1968; Grigg, 1958; Schinka & Sines,
1974), case history information (Oskamp, 1965; Soskin, 1954),
behavioral observations (Garner & Smith, 1976; E. Walker &
Lewine, 1990), recordings of psychotherapy sessions (Brenner
& Howard, 1976), MMPI protocols (Chandler, 1970; Danet,
1965; Goldberg, 1965, 1968; Graham, 1967, 1971; Oskamp,
1962; Walters et al., 1988; Whitehead, 1985), human figure
drawing protocols (Levenberg, 1975; Schaeffer, 1964; Stricker,
1967), Rorschach protocols (Gadol, 1969; Turner, 1966;
Whitehead, 1985), screening measures for detecting neurologi-
cal impairment (Goldberg, 1959; Leli & Filskov, 1981, 1984;
Robiner, 1978), and all of the information that clinical and coun-
seling psychologists normally have available in clinical practice
(Johnston & McNeal, 1967).

Although mental health professionals have rarely been
more accurate than graduate students, two exceptions can be
described. In both instances, the graduate students were just
beginning their training. In the first study (Grebstein, 1963;
reanalyzed by Hammond, Hursch, & Todd, 1964), the task
was to use Rorschach results to estimate IQ. Clinical psy-
chologists were more accurate than graduate students who
had not yet had practicum training, although they were not
more accurate than advanced graduate students. In a second

study (Falvey & Hebert, 1992), the task was to write treat-
ment plans after reading case histories. Certified clinical
mental health counselors wrote better treatment plans than
graduate students in master’s degree programs, but half of the
graduate students had not yet completed a single class related
to diagnosis or treatment planning.

Although mental health professionals were sometimes
more accurate than beginning graduate students, this was not
always the case. In one study (Whitehead, 1985), psycholo-
gists, first-year clinical psychology graduate students, and
fully trained clinical psychology graduate students were
instructed to make differential diagnoses on the basis of
Rorschach or MMPI results. For example, one task they were
given was to differentiate patients with schizophrenia from
those with bipolar disorder. The first-year graduate students
had received training in the use of the MMPI, but they had
not yet received training in the use of the Rorschach. For this
reason, the only Rorschach data given to beginning grad-
uate students were transcripts of the Rorschach sessions. In
contrast, the Rorschach data given to psychologists and
fully trained graduate students included transcripts, response
location sheets, and Rorschach scores (using the Comprehen-
sive System Structural Summary; Exner, 1974). In general,
all three groups of judges were able to make valid judgments
(accuracy was better than chance), although they were signif-
icantly less accurate when the Rorschach was used as the sole
source of data. A repeated measures analysis of variance
indicated that accuracy did not vary for the three groups of
judges, both for the Rorschach data and the MMPI data.

To learn about the relation between experience and
validity, one can conduct a longitudinal study. In one study
(Aronson & Akamatsu, 1981), 12 graduate students made
judgments using the MMPI before and after they completed a
year-long assessment and therapy practicum. All of the
students had already completed a course on MMPI interpreta-
tion. To determine validity, graduate students’ judgments
were compared with criterion ratings made on the basis of
patient and family interviews. Results revealed that validity
increased from .42 to only .44 after graduate students com-
pleted their practicum. The practicum experience did not
serve to improve accuracy significantly.

Studies on illusory correlations (Chapman & Chapman,
1967, 1969; Dowling & Graham, 1976; Golding & Rorer,
1972; Kurtz & Garfield, 1978; Lueger & Petzel, 1979;
Mowrey, Doherty, & Keeley, 1979; Rosen, 1975, 1976; Starr
& Katkin, 1969; R. W. Waller & Keeley, 1978) also demon-
strate that it can be difficult for clinicians to learn from clini-
cal experience (for a review, see Garb, 1998, pp. 23–25). An
illusory correlation occurs when a person believes that
events are correlated even though they really are not.
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In a classic study that established the paradigm for study-
ing illusory correlations, Chapman and Chapman (1967)
hoped to learn why psychologists use the sign approach to in-
terpret the draw-a-person test despite research that reflects
negatively on its validity (Groth-Marnat & Roberts, 1998;
Joiner & Schmidt, 1997; Kahill, 1984; Lilienfeld, Wood, &
Garb, 2000, 2001; Motta, Little, & Tobin, 1993; Swensen,
1957; Thomas & Jolley, 1998). The sign approach involves
interpreting a single feature of a drawing (e.g., size of figure,
unusual eyes). It can be contrasted to the global approach, in
which a number of indicators are summed to yield a total
score. The global approach has a stronger psychometric foun-
dation than the sign approach (e.g., Naglieri, McNeish, &
Bardos, 1991).

In their study, Chapman and Chapman (1967) instructed
psychologists to list features of drawings (signs) that are as-
sociated with particular symptoms and traits. They then pre-
sented human figure drawings to undergraduates. On the back
of each drawing was a statement that described a trait or
symptom that was said to be descriptive of the client who had
drawn the picture. Undergraduates were to examine each
drawing and then read the statement on the back. Afterwards,
they were to describe signs that were associated with the traits
and symptoms. The undergraduates were unaware that the
experimenters had randomly paired the drawings and the
statements on the back of the drawings. Remarkably, the un-
dergraduates reported observing the same relations that had
been reported by the clinicians.

The results of the Chapman and Chapman (1967) study in-
dicate that clinicians respond to the verbal associations of
human figure drawings. For example, both clinicians and un-
dergraduates reported that there is a positive relation between
unusually drawn eyes and watchfulness or suspiciousness.

The results from the Chapman and Chapman study help to
explain why clinicians continue to interpret specific drawing
signs even though the overwhelming majority of human fig-
ure drawing signs possess negligible or zero validity. Psy-
chologists believe they have observed these relations in their
clinical experience, even when they have not. Along with
results from other studies on illusory correlation, the results
from the Chapman and Chapman study show that clinicians
can have a difficult time learning from experience.

Unanswered questions remain. Do psychologists who in-
terpret projective drawings know the research literature on
the validity of specific drawing signs? Would they stop mak-
ing invalid interpretations if they became aware of negative
findings or would they weigh their clinical experiences
more heavily than the research findings? Research on expe-
rience and validity is important because it helps us under-
stand the problems that can occur when psychologists

ignore research findings and are guided only by their
clinical experiences.

Training and Validity

Empirical results support the value of training. In some, but
not all, studies, clinicians and graduate students were more
accurate than lay judges. In other studies, mental health pro-
fessionals with specialized training were more accurate than
health professionals without specialized training.

When the task was to describe psychopathology using
interview data, psychologists and graduate students outper-
formed undergraduate students (Grigg, 1958; Waxer, 1976;
also see Brammer, 2002). However, for a similar task, they
did not outperform physical scientists (Luft, 1950). Addi-
tional research needs to be done to clarify whether psycholo-
gists and graduate students did better than undergraduates
because of the training they received or because they are
more intelligent and mature.

When asked to describe psychopathology on the basis of
case history data, clinicians outperformed lay judges when
judgments were made for psychiatric patients (Horowitz,
1962; Lambert & Wertheimer, 1988; Stelmachers & McHugh,
1964; also see Holmes & Howard, 1980), but not when judg-
ments were made for normal participants (Griswold & Dana,
1970; Oskamp, 1965; Weiss, 1963). Of course, clinicians
rarely make judgments for individuals who are not receiving
treatment. As a consequence, clinicians may incorrectly
describe normals as having psychopathology because they are
not used to working with them.

In other studies, judgments were made on the basis of psy-
chological test results. Psychologists were not more accurate
than lay judges (e.g., undergraduates) when they were given
results from projective techniques, such as Rorschach proto-
cols (Cressen, 1975; Gadol, 1969; Hiler & Nesvig, 1965;
Levenberg, 1975; Schaeffer, 1964; Schmidt & McGowan,
1959; Todd, 1954, cited in Hammond, 1955; C. D. Walker &
Linden, 1967). Nor were they more accurate than lay judges
when the task was to detect brain impairment using screening
instruments (Goldberg, 1959; Leli & Filskov, 1981, 1984;
Nadler, Fink, Shontz, & Brink, 1959; Robiner, 1978). For ex-
ample, in a study on the Bender-Gestalt Test (Goldberg,
1959) that was later replicated (Robiner, 1978), clinical psy-
chologists were no more accurate than their own secretaries!
Finally, positive results have been obtained for the MMPI.
In several studies on the use of the MMPI, psychologists and
graduate students were more accurate than lay judges
(Aronson & Akamatsu, 1981; Goldberg & Rorer, 1965,
and Rorer & Slovic, 1966, described in Goldberg, 1968;
Karson & Freud, 1956; Oskamp, 1962). For example, in a
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study that was cited earlier, Aronson and Akamatsu (1981)
compared the ability of graduate and undergraduate students
to perform Q-sorts to describe the personality characteristics
of psychiatric patients on the basis of MMPI protocols. Grad-
uate students had completed coursework on the MMPI and
had some experience interpreting the instrument. Undergrad-
uates had attended two lectures on the MMPI. Validity was de-
termined by using criterion ratings based on family and patient
interviews. Validity coefficients were .44 and .24 for graduate
and undergraduate students, respectively. Graduate students
were significantly more accurate than undergraduates.

The value of specialized training in mental health has also
been supported. For example, neuropsychologists are more
accurate than clinical psychologists at detecting neurological
impairment (e.g., S. G. Goldstein, Deysach, & Kleinknecht,
1973), psychologists with a background in forensic psychol-
ogy are more accurate than other psychologists when the task
is to detect lying (Ekman, O’Sullivan, & Frank, 1999), and
psychiatrists make more appropriate decisions than other
physicians when prescribing antidepressant medicine (e.g.,
making sure a patient is on a therapeutic dose; Fairman,
Drevets, Kreisman, & Teitelbaum, 1998).

IMPEDIMENTS TO LEARNING 
FROM EXPERIENCE

It is important to understand why it can be difficult for mental
health professionals to learn from experience. Invalid assess-
ment information, fallible cognitive processes, and inade-
quate feedback are some of the factors that can lead to poor
judgments and a failure to learn from experience (Arkes,
1981; Brehmer, 1980; Dawes, 1994; Dawes et al., 1989;
Einhorn, 1988; Garb, 1998).

Assessment Information

It will be difficult for clinicians to learn from experience if
they are using invalid, or marginally valid, information. This
point was made by Trull and Phares (2001):

The accuracy of predictions is limited by the available measures
and methods that are used as aids in the prediction process. If
scores from psychological tests, for example, are not strongly
correlated with the criterion of interest (that is, highly valid),
then it is unlikely one could ever observe an effect for clinical
experience. The accuracy of predictions will remain modest at
best and will not depend on how “clinically experienced” the
clinician is. (p. 277)

Bearing this in mind, one should be aware that some psycho-
logical techniques are controversial, at least when they are

used for some tasks. For example, there is a controversy
surrounding the use of the Rorschach (Lilienfeld et al., 2000,
2001). One problem is that the norms of the Rorschach
Comprehensive System (Exner, 1993) may be inaccurate and
may tend to make individuals look pathological even when
no pathology exists. This issue has been hotly contested
(Aronow, 2001; Exner, 2001; Hunsley & Di Giulio, 2001;
Meyer, 2001; Widiger, 2001; Wood, Nezworski, Garb, &
Lilienfeld, 2001a, 2001b).

Cognitive Processes

Cognitive biases, cognitive heuristics, and memory processes
can exert a major negative impact on judgment and decision-
making strategies. Cognitive biases are preconceptions or
beliefs that can negatively influence clinical judgment. Cog-
nitive heuristics are simple rules that describe how clinicians,
and other people, make judgments and treatment decisions.
Reliance on cognitive heuristics can be efficient because they
are simple and they allow us to make judgments and deci-
sions quickly and with little effort, but they are fallible and
can lead clinicians to fail to learn from their experiences.
With regard to memory, it should be obvious that clinicians
will not learn from their experiences when their memories of
those experiences are incorrect.

Several cognitive biases and heuristics will be described.
Confirmatory bias occurs when clinicians seek, attend to, and
remember information that can support but not counter their
hunches or hypotheses. When psychologists ask questions
that can confirm but not refute their impressions of a client,
they are unlikely to make good judgments and decisions
and they are unlikely to learn from their experiences. Simi-
larly, psychologists are unlikely to learn from experience if
their memories are distorted to support their preconceptions.
Empirical research indicates that confirmatory bias does
occur when psychologists work with clients (Haverkamp,
1993; Lee, Barak, Uhlemann, & Patsula, 1995; Murdock,
1988; Strohmer, Shivy, & Chiodo, 1990).

Hindsight bias describes how individuals, including men-
tal health professionals, generate explanations for events
that have occurred. Psychologists are generally unaware that
knowledge of an outcome influences the perceived likelihood
of that outcome (Fischhoff, 1975). In other words, after an
event has occurred, people are likely to believe that the event
was bound to occur. Results on hindsight bias have been
replicated across a range of judgment tasks (Hawkins &
Hastie, 1990), including the diagnosis of neurological im-
pairment (Arkes, Faust, Guilmette, & Hart, 1988). Hindsight
bias is important for understanding why mental health pro-
fessionals have difficulty learning from clinical experience
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because it suggests that they think in deterministic (not prob-
abilistic) terms. As observed by Einhorn (1988):

The clinical approach to diagnosis and prediction can be charac-
terized by its strong reliance on attempting to explain all the
data. Indeed, a significant feature of diagnostic thinking is the
remarkable speed and fluency that people have for generating
explanations to explain any result. For example, “discussion
sections” in journal articles are rarely at a loss to explain why the
results did not come out as predicted (cf. Slovic & Fischhoff,
1977); psychotherapists are quick to point out that a patient’s
suicide should have been anticipated; and commissions, panels,
committees, and the like, place blame on administrators for not
knowing what is “obvious” in hindsight. As Fischhoff (1975)
has pointed out, the past has few surprises but the future has
many. (p. 63)

Mental health professionals will have trouble learning from
experience if they do not recognize that all assessment infor-
mation is fallible and that we frequently cannot make predic-
tions with a high degree of certainty. That is, they will believe
they have learned many things from a case when they have
not. In conclusion, the cognitive processes described by
the hindsight bias can lead clinicians to the erroneous belief
that a particular combination of symptoms or behaviors is
almost invariably associated with a particular outcome.

With regard to cognitive heuristics, the heuristic that is
most relevant to understanding why clinicians can have a
difficult time learning from experience is the availability
heuristic (Kahneman, Slovic, & Tversky, 1982). This heuris-
tic describes how selective memory can lead to judgmental
error. Mental health professionals typically recall only se-
lected information about a case because it is difficult, or even
impossible, to remember all the details about a client. If their
memories of a case are inadequate, they will have trouble
learning from the case. According to the availability heuris-
tic, the strength of a memory is related to the vividness of in-
formation and the strength of verbal associative connections
between events. For example, a mental health professional is
likely to remember a client who is striking or unusual in some
way. Similarly, when trying to remember if a test indicator
and a symptom or behavior co-occurred, a mental health
professional may be influenced by the verbal associative
connections between the test indicator and the symptom or
behavior.

Finally, a large body of research on covariation misesti-
mation suggests that mental health professionals are more
likely to remember instances in which a test indicator and
symptom are present than those in which a test indicator is
absent and a symptom is either present or absent (Arkes,
1981; Kayne & Alloy, 1988). To learn whether a test indicator

can be used to describe a symptom, one has to remember in-
stances when the test indicator is absent as well as instances
when it is present. Of course, an illusory correlation is said to
be present when clinicians cannot accurately determine how
two events covary. Thus, in the Chapman and Chapman
(1967) study on illusory correlation, when undergraduates
mistakenly remembered that there is a positive relation be-
tween unusually drawn eyes and watchfulness or suspicious-
ness, they may have been remembering cases when clients
drew unusual eyes but forgetting cases when this drawing
characteristic was not present. To be more specific, if a sig-
nificant proportion of clients who draw unusual eyes are
watchful or suspicious, then clinicians may believe this is a
valid indicator. However, if a significant proportion of clients
who do not draw unusual eyes are also watchful or suspi-
cious, then it would be inappropriate to conclude that unusual
eyes is a valid indicator. Thus, covariation misestimation, in
addition to verbal associative connections (as mentioned by
Chapman & Chapman), may in part explain the occurrence of
illusory correlation phenomena.

One other theory about memory and clinical judgment
will be mentioned. The act of making a diagnosis can influ-
ence how a mental health professional remembers a client’s
symptoms (Arkes & Harkness, 1980). According to this the-
ory, a mental health professional may forget that a client has
a particular symptom because the symptom is not typical of
the symptoms associated with the client’s diagnosis. Simi-
larly, a symptom that is typical of the diagnosis may be
“recalled,” even though the client may not have that symp-
tom. Of course, it is difficult to learn from experience when
the details of cases are remembered incorrectly.

Environmental Factors

Mental health professionals learn from experience when they
receive unbiased feedback, but the benefits of feedback are
likely to be setting specific. In several studies (Goldberg &
Rorer, 1965 and Rorer & Slovic, 1966, cited in Goldberg,
1968; Graham, 1971), psychologists made diagnoses using
MMPI profiles. They became more accurate when they were
told whether their diagnoses were valid or invalid, but only
when all of the MMPI protocols came from the same setting.

Unfortunately, mental health professionals typically do
not receive accurate feedback on whether their judgments
and decisions are valid. For example, after making a diagno-
sis, no one comes along and tells them whether the diagnosis
is correct or incorrect. They sometimes receive helpful feed-
back from a client, but client feedback is subjective and can
be misleading. In contrast, when physicians make judgments,
they frequently receive accurate feedback from laboratory
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results, radiology studies, and, in some cases, autopsies. In
most cases, for mental health professionals to determine the
accuracy of a judgment or decision, longitudinal or outcome
data would have to be collected. Longitudinal and out-
come data are collected in empirical studies, but most clini-
cians find this data to be too expensive and time consuming
to collect in clinical practice.

Client feedback can be misleading for several reasons.
First, clients may be reluctant to dispute their therapists’
hypotheses. This can occur if clients are passive, suggestible,
fearful of authority, or motivated to be pleasing. Second,
clients may be unable to give accurate feedback because they
may not be able to describe all of their traits and symptoms
accurately. Even their reports of whether they have improved
will be subjective and will be influenced by how they feel
when they are asked. Finally, mental health professionals may
describe clients in general terms. Their descriptions may be
true of clients in general and may not describe traits that are
specific to a client (e.g., “You have a superb sense of humor”
and “You have too strong a need for others to admire you”—
from Logue, Sher, & Frensch, 1992, p. 228). This phenome-
non has been labeled the Barnum effect, after the circus figure
P. T. Barnum (Meehl, 1954). Occurrence of the Barnum effect
will be misleading to clinicians if they believe their judg-
ments and decisions are valid for a specific client and not for
clients in general.

Client feedback will also be misleading if clinicians make
incorrect interpretations but convince their clients that they
are correct. For example, after being told by their therapists
that they were abused, some clients falsely remember having
been abused (Loftus, 1993; Ofshe & Watters, 1994). These
therapists have used a variety of techniques to help clients
believe they remember having been abused, including
telling them that they were abused, repeatedly asking them to
remember the events, interpreting their dreams, hypnotiz-
ing them, and referring them to incest-survivor groups. Of
course, clinicians will have a hard time learning from experi-
ence if they convince clients to accept incorrect interpreta-
tions and judgments.

SUMMARY AND DISCUSSION

It was not possible to cover all areas of research on clinical
judgment and mechanical prediction in this chapter. Most
notably, little was said about the validity of judgments made by
mental health professionals (e.g., the reliability of diagnoses,
the validity of descriptions of personality). An entire book on
these topics has been written (Garb, 1998). However, conclu-
sions from key areas of research were described. First, many

automated assessment programs for interpreting psychological
test results are not validated. Second, although there are rea-
sons to believe that statistical prediction rules will transform
psychological assessment, present-day rules are of limited
value. Finally, the value of training in psychology and other
mental health fields is supported, but research illustrates the
difficulty of learning from clinical experience. These last
results highlight the importance of continuing education, al-
though continuing education may be of limited value unless it
capitalizes on the findings of empirical research.

It is likely that clinical experience is valuable under cer-
tain circumstances. Experienced mental health professionals
may be more adept at structuring judgment tasks (Brammer,
2002). In virtually of the studies that have been done, the
tasks were already structured for clinicians: They were told
what judgments to make and they were given information.
However, in clinical practice, supervision can be helpful be-
cause questions are raised about what judgments and deci-
sions need to be made (Do you think she is suicidal? Has the
client ever had a manic episode?). Similarly, supervision can
be helpful because supervisors provide direction on what
information should be collected. Just the same, although
experience may be helpful under certain circumstances, it
does not seem to be useful for helping clinicians evaluate the
validity of an assessment instrument. Nor does it seem to help
clinicians make more valid judgments than graduate students
when those judgments are made for a structured task.

A number of recommendations can be made for improving
the way that judgments and decisions are made. The recom-
mendations are made for both practicing clinicians and
research investigators. First, mental health professionals
should not use automated assessment programs to interpret
test results unless they are appropriately validated. Second,
as discussed earlier, new methods for building and validating
statistical prediction rules need to be utilized. Data need to be
collected for judgment tasks that have not yet been studied.
Also, new analyses, including neural network models and
multivariate taxometric analyses, should be used to build sta-
tistical rules (Marshall & English, 2000; Price, Spitznagel,
Downey, Meyer, & Risk, 2000; N. G. Waller & Meehl, 1998).
Third, mental health professionals need to become familiar
with the research literature on clinical judgment. By becom-
ing familiar with the results of studies on the validity of judg-
ments made by mental health professionals, they can avoid
making judgments for tasks that are surprisingly difficult and
for which they are unlikely to be accurate. Fourth, clinicians
should rely more on their notes and less on their memories.
Fifth, to decrease confirmatory bias, clinicians should con-
sider alternative hypotheses when making judgments and
decisions. Sixth, when deciding whether to use an assessment



38 Clinical Judgment and Mechanical Prediction

instrument or treatment method, clinicians should weigh
empirical findings more heavily than clinical experiences.
That is, they should not use an assessment instrument or
treatment method simply because it seems to work. In con-
clusion, to improve clinical practice dramatically, powerful
statistical prediction rules need to be constructed and clini-
cians need to place less emphasis on their clinical experi-
ences and greater emphasis on scientific findings.
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“Whenever you can, count!” advised Sir Francis Galton (as
cited in Newman, 1956, p. 1169), the father of contemporary
psychometrics. Galton is credited with originating the con-
cepts of regression, the regression line, and regression to the
mean, as well as developing the mathematical formula (with
Karl Pearson) for the correlation coefficient. He was a pio-
neer in efforts to measure physical, psychophysical, and men-
tal traits, offering the first opportunity for the public to take
tests of various sensory abilities and mental capacities in
his London Anthropometric Laboratory. Galton quantified
everything from fingerprint characteristics to variations in
weather conditions to the number of brush strokes in two por-
traits for which he sat. At scientific meetings, he was known
to count the number of times per minute members of the au-
dience fidgeted, computing an average and deducing that the
frequency of fidgeting was inversely associated with level of
audience interest in the presentation.

Of course, the challenge in contemporary assessment is to
know what to measure, how to measure it, and whether the
measurements are meaningful. In a definition that still re-
mains appropriate, Galton defined psychometry as the “art of
imposing measurement and number upon operations of the
mind” (Galton, 1879, p. 149). Derived from the Greek psyche

(�����, meaning soul) and metro (���	
� , meaning mea-
sure), psychometry may best be considered an evolving set of
scientific rules for the development and application of psy-
chological tests. Construction of psychological tests is
guided by psychometric theories in the midst of a paradigm
shift. Classical test theory, epitomized by Gulliksen’s (1950)
Theory of Mental Tests, has dominated psychological test de-
velopment through the latter two thirds of the twentieth cen-
tury. Item response theory, beginning with the work of Rasch
(1960) and Lord and Novick’s (1968) Statistical Theories of
Mental Test Scores, is growing in influence and use, and it
has recently culminated in the “new rules of measurement”
(Embretson, 1995).

In this chapter, the most salient psychometric characteris-
tics of psychological tests are described, incorporating ele-
ments from both classical test theory and item response
theory. Guidelines are provided for the evaluation of test tech-
nical adequacy. The guidelines may be applied to a wide array
of psychological tests, including those in the domains of aca-
demic achievement, adaptive behavior, cognitive-intellectual
abilities, neuropsychological functions, personality and psy-
chopathology, and personnel selection. The guidelines are
based in part upon conceptual extensions of the Standards for
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Educational and Psychological Testing (American Educa-
tional Research Association, 1999) and recommendations
by such authorities as Anastasi and Urbina (1997), Bracken
(1987), Cattell (1986), Nunnally and Bernstein (1994), and
Salvia and Ysseldyke (2001).

PSYCHOMETRIC THEORIES

The psychometric characteristics of mental tests are gener-
ally derived from one or both of the two leading theoretical
approaches to test construction: classical test theory and item
response theory. Although it is common for scholars to con-
trast these two approaches (e.g., Embretson & Hershberger,
1999), most contemporary test developers use elements from
both approaches in a complementary manner (Nunnally &
Bernstein, 1994).

Classical Test Theory

Classical test theory traces its origins to the procedures pio-
neered by Galton, Pearson, Spearman, and E. L. Thorndike,
and it is usually defined by Gulliksen’s (1950) classic book.
Classical test theory has shaped contemporary investiga-
tions of test score reliability, validity, and fairness, as well as
the widespread use of statistical techniques such as factor
analysis.

At its heart, classical test theory is based upon the as-
sumption that an obtained test score reflects both true score
and error score. Test scores may be expressed in the familiar
equation

Observed Score = True Score + Error

In this framework, the observed score is the test score that was
actually obtained. The true score is the hypothetical amount of
the designated trait specific to the examinee, a quantity that
would be expected if the entire universe of relevant content
were assessed or if the examinee were tested an infinite num-
ber of times without any confounding effects of such things as
practice or fatigue. Measurement error is defined as the differ-
ence between true score and observed score. Error is uncorre-
lated with the true score and with other variables, and it is
distributed normally and uniformly about the true score. Be-
cause its influence is random, the average measurement error
across many testing occasions is expected to be zero.

Many of the key elements from contemporary psychomet-
rics may be derived from this core assumption. For example,
internal consistency reliability is a psychometric function of
random measurement error, equal to the ratio of the true score
variance to the observed score variance. By comparison,
validity depends on the extent of nonrandom measurement

error. Systematic sources of measurement error negatively in-
fluence validity, because error prevents measures from validly
representing what they purport to assess. Issues of test fair-
ness and bias are sometimes considered to constitute a special
case of validity in which systematic sources of error across
racial and ethnic groups constitute threats to validity general-
ization. As an extension of classical test theory, generalizabil-
ity theory (Cronbach, Gleser, Nanda, & Rajaratnam, 1972;
Cronbach, Rajaratnam, & Gleser, 1963; Gleser, Cronbach, &
Rajaratnam, 1965) includes a family of statistical procedures
that permits the estimation and partitioning of multiple
sources of error in measurement. Generalizability theory
posits that a response score is defined by the specific condi-
tions under which it is produced, such as scorers, methods,
settings, and times (Cone, 1978); generalizability coefficients
estimate the degree to which response scores can be general-
ized across different levels of the same condition.

Classical test theory places more emphasis on test score
properties than on item parameters. According to Gulliksen
(1950), the essential item statistics are the proportion of per-
sons answering each item correctly (item difficulties, or
p values), the point-biserial correlation between item and
total score multiplied by the item standard deviation (reliabil-
ity index), and the point-biserial correlation between item
and criterion score multiplied by the item standard deviation
(validity index).

Hambleton, Swaminathan, and Rogers (1991) have identi-
fied four chief limitations of classical test theory: (a) It has
limited utility for constructing tests for dissimilar examinee
populations (sample dependence); (b) it is not amenable for
making comparisons of examinee performance on different
tests purporting to measure the trait of interest (test depen-
dence); (c) it operates under the assumption that equal mea-
surement error exists for all examinees; and (d) it provides no
basis for predicting the likelihood of a given response of an
examinee to a given test item, based upon responses to other
items. In general, with classical test theory it is difficult to
separate examinee characteristics from test characteristics.
Item response theory addresses many of these limitations.

Item Response Theory

Item response theory (IRT) may be traced to two separate
lines of development. Its origins may be traced to the work of
Danish mathematician Georg Rasch (1960), who developed a
family of IRT models that separated person and item para-
meters. Rasch influenced the thinking of leading European
and American psychometricians such as Gerhard Fischer and
Benjamin Wright. A second line of development stemmed
from research at the Educational Testing Service that culmi-
nated in Frederick Lord and Melvin Novick’s (1968) classic
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textbook, including four chapters on IRT written by Allan
Birnbaum. This book provided a unified statistical treatment
of test theory and moved beyond Gulliksen’s earlier classical
test theory work.

IRT addresses the issue of how individual test items and
observations map in a linear manner onto a targeted construct
(termed latent trait, with the amount of the trait denoted by ).
The frequency distribution of a total score, factor score, or
other trait estimates is calculated on a standardized scale with
a mean  of 0 and a standard deviation of 1. An item charac-
teristic curve (ICC) can then be created by plotting the pro-
portion of people who have a score at each level of , so that
the probability of a person’s passing an item depends solely
on the ability of that person and the difficulty of the item.
This item curve yields several parameters, including item
difficulty and item discrimination. Item difficulty is the loca-
tion on the latent trait continuum corresponding to chance re-
sponding. Item discrimination is the rate or slope at which the
probability of success changes with trait level (i.e., the ability
of the item to differentiate those with more of the trait from
those with less). A third parameter denotes the probability of
guessing. IRT based on the one-parameter model (i.e., item
difficulty) assumes equal discrimination for all items and neg-
ligible probability of guessing and is generally referred to as
the Rasch model. Two-parameter models (those that estimate
both item difficulty and discrimination) and three-parameter
models (those that estimate item difficulty, discrimination,
and probability of guessing) may also be used.

IRT posits several assumptions: (a) unidimensionality and
stability of the latent trait, which is usually estimated from an
aggregation of individual item; (b) local independence of
items, meaning that the only influence on item responses is the
latent trait and not the other items; and (c) item parameter in-
variance, which means that item properties are a function of
the item itself rather than the sample, test form, or interaction
between item and respondent. Knowles and Condon (2000)
argue that these assumptions may not always be made safely.
Despite this limitation, IRT offers technology that makes test
development more efficient than classical test theory.

SAMPLING AND NORMING

Under ideal circumstances, individual test results would be
referenced to the performance of the entire collection of indi-
viduals (target population) for whom the test is intended.
However, it is rarely feasible to measure performance of every
member in a population. Accordingly, tests are developed
through sampling procedures, which are designed to estimate
the score distribution and characteristics of a target population
by measuring test performance within a subset of individuals

selected from that population. Test results may then be inter-
preted with reference to sample characteristics, which are pre-
sumed to accurately estimate population parameters. Most
psychological tests are norm referenced or criterion refer-
enced. Norm-referenced test scores provide information
about an examinee’s standing relative to the distribution of
test scores found in an appropriate peer comparison group.
Criterion-referenced tests yield scores that are interpreted
relative to predetermined standards of performance, such as
proficiency at a specific skill or activity of daily life.

Appropriate Samples for Test Applications

When a test is intended to yield information about exami-
nees’ standing relative to their peers, the chief objective of
sampling should be to provide a reference group that is rep-
resentative of the population for whom the test was intended.
Sample selection involves specifying appropriate stratifi-
cation variables for inclusion in the sampling plan. Kalton
(1983) notes that two conditions need to be fulfilled for strat-
ification: (a) The population proportions in the strata need to
be known, and (b) it has to be possible to draw independent
samples from each stratum. Population proportions for na-
tionally normed tests are usually drawn from Census Bureau
reports and updates.

The stratification variables need to be those that account
for substantial variation in test performance; variables unre-
lated to the construct being assessed need not be included in
the sampling plan. Variables frequently used for sample strat-
ification include the following:

• Sex.

• Race (White, African American, Asian/Pacific Islander,
Native American, Other).

• Ethnicity (Hispanic origin, non-Hispanic origin).

• Geographic Region (Midwest, Northeast, South, West).

• Community Setting (Urban/Suburban, Rural).

• Classroom Placement (Full-Time Regular Classroom,
Full-Time Self-Contained Classroom, Part-Time Special
Education Resource, Other).

• Special Education Services (Learning Disability, Speech and
Language Impairments, Serious Emotional Disturbance,
Mental Retardation, Giftedness, English as a Second Lan-
guage, Bilingual Education, and Regular Education).

• Parent Educational Attainment (Less Than High School
Degree, High School Graduate or Equivalent, Some College
or Technical School, Four or More Years of College).

The most challenging of stratification variables is socio-
economic status (SES), particularly because it tends to be



46 Psychometric Characteristics of Assessment Procedures

associated with cognitive test performance and it is difficult
to operationally define. Parent educational attainment is often
used as an estimate of SES because it is readily available and
objective, and because parent education correlates moder-
ately with family income. Parent occupation and income are
also sometimes combined as estimates of SES, although in-
come information is generally difficult to obtain. Community
estimates of SES add an additional level of sampling rigor,
because the community in which an individual lives may be a
greater factor in the child’s everyday life experience than his
or her parents’ educational attainment. Similarly, the number
of people residing in the home and the number of parents
(one or two) heading the family are both factors that can in-
fluence a family’s socioeconomic condition. For example, a
family of three that has an annual income of $40,000 may
have more economic viability than a family of six that earns
the same income. Also, a college-educated single parent may
earn less income than two less educated cohabiting parents.
The influences of SES on construct development clearly
represent an area of further study, requiring more refined
definition.

When test users intend to rank individuals relative to the spe-
cial populations to which they belong, it may also be desirable
to ensure that proportionate representation of those special pop-
ulations are included in the normative sample (e.g., individuals
who are mentally retarded, conduct disordered, or learning
disabled). Millon, Davis, and Millon (1997) noted that tests
normed on special populations may require the use of base rate
scores rather than traditional standard scores, because assump-
tions of a normal distribution of scores often cannot be met
within clinical populations.

A classic example of an inappropriate normative reference
sample is found with the original Minnesota Multiphasic Per-
sonality Inventory (MMPI; Hathaway & McKinley, 1943),
which was normed on 724 Minnesota white adults who were,
for the most part, relatives or visitors of patients in the Uni-
versity of Minnesota Hospitals. Accordingly, the original
MMPI reference group was primarily composed of Minnesota
farmers! Fortunately, the MMPI-2 (Butcher, Dahlstrom,
Graham, Tellegen, & Kaemmer, 1989) has remediated this
normative shortcoming.

Appropriate Sampling Methodology

One of the principal objectives of sampling is to ensure that
each individual in the target population has an equal and in-
dependent chance of being selected. Sampling methodolo-
gies include both probability and nonprobability approaches,
which have different strengths and weaknesses in terms of
accuracy, cost, and feasibility (Levy & Lemeshow, 1999).

Probability sampling is a random selection approach that
permits the use of statistical theory to estimate the properties
of sample estimators. Probability sampling is generally too
expensive for norming educational and psychological tests,
but it offers the advantage of permitting the determination of
the degree of sampling error, such as is frequently reported
with the results of most public opinion polls. Sampling error
may be defined as the difference between a sample statistic
and its corresponding population parameter. Sampling error
is independent from measurement error and tends to have a
systematic effect on test scores, whereas the effects of mea-
surement error by definition is random. When sampling error
in psychological test norms is not reported, the estimate of
the true score will always be less accurate than when only
measurement error is reported.

A probability sampling approach sometimes employed in
psychological test norming is known as multistage stratified
random cluster sampling; this approach uses a multistage sam-
pling strategy in which a large or dispersed population is di-
vided into a large number of groups, with participants in the
groups selected via random sampling. In two-stage cluster sam-
pling, each group undergoes a second round of simple random
sampling based on the expectation that each cluster closely re-
sembles every other cluster. For example, a set of schools may
constitute the first stage of sampling, with students randomly
drawn from the schools in the second stage. Cluster sampling is
more economical than random sampling, but incremental
amounts of error may be introduced at each stage of the sample
selection. Moreover, cluster sampling commonly results in high
standard errors when cases from a cluster are homogeneous
(Levy & Lemeshow, 1999). Sampling error can be estimated
with the cluster sampling approach, so long as the selection
process at the various stages involves random sampling.

In general, sampling error tends to be largest when
nonprobability-sampling approaches, such as convenience
sampling or quota sampling, are employed. Convenience sam-
ples involve the use of a self-selected sample that is easily
accessible (e.g., volunteers). Quota samples involve the selec-
tion by a coordinator of a predetermined number of cases with
specific characteristics. The probability of acquiring an unrep-
resentative sample is high when using nonprobability proce-
dures. The weakness of all nonprobability-sampling methods
is that statistical theory cannot be used to estimate sampling
precision, and accordingly sampling accuracy can only be
subjectively evaluated (e.g., Kalton, 1983).

Adequately Sized Normative Samples

How large should a normative sample be? The number of
participants sampled at any given stratification level needs to
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be sufficiently large to provide acceptable sampling error,
stable parameter estimates for the target populations, and
sufficient power in statistical analyses. As rules of thumb,
group-administered tests generally sample over 10,000 partic-
ipants per age or grade level, whereas individually adminis-
tered tests typically sample 100 to 200 participants per level
(e.g., Robertson, 1992). In IRT, the minimum sample size is
related to the choice of calibration model used. In an integra-
tive review, Suen (1990) recommended that a minimum of
200 participants be examined for the one-parameter Rasch
model, that at least 500 examinees be examined for the two-
parameter model, and that at least 1,000 examinees be exam-
ined for the three-parameter model.

The minimum number of cases to be collected (or clusters
to be sampled) also depends in part upon the sampling proce-
dure used, and Levy and Lemeshow (1999) provide formulas
for a variety of sampling procedures. Up to a point, the larger
the sample, the greater the reliability of sampling accuracy.
Cattell (1986) noted that eventually diminishing returns can
be expected when sample sizes are increased beyond a rea-
sonable level.

The smallest acceptable number of cases in a sampling
plan may also be driven by the statistical analyses to be con-
ducted. For example, Zieky (1993) recommended that a min-
imum of 500 examinees be distributed across the two groups
compared in differential item function studies for group-
administered tests. For individually administered tests, these
types of analyses require substantial oversampling of minori-
ties. With regard to exploratory factor analyses, Riese, Waller,
and Comrey (2000) have reviewed the psychometric litera-
ture and concluded that most rules of thumb pertaining to
minimum sample size are not useful. They suggest that when
communalities are high and factors are well defined, sample
sizes of 100 are often adequate, but when communalities are
low, the number of factors is large, and the number of indica-
tors per factor is small, even a sample size of 500 may be in-
adequate. As with statistical analyses in general, minimal
acceptable sample sizes should be based on practical consid-
erations, including such considerations as desired alpha level,
power, and effect size.

Sampling Precision

As we have discussed, sampling error cannot be formally es-
timated when probability sampling approaches are not used,
and most educational and psychological tests do not employ
probability sampling. Given this limitation, there are no ob-
jective standards for the sampling precision of test norms.
Angoff (1984) recommended as a rule of thumb that the max-
imum tolerable sampling error should be no more than 14%

of the standard error of measurement. He declined, however,
to provide further guidance in this area: “Beyond the general
consideration that norms should be as precise as their in-
tended use demands and the cost permits, there is very little
else that can be said regarding minimum standards for norms
reliability” (p. 79).

In the absence of formal estimates of sampling error, the
accuracy of sampling strata may be most easily determined
by comparing stratification breakdowns against those avail-
able for the target population. The more closely the sample
matches population characteristics, the more representative
is a test’s normative sample. As best practice, we recom-
mend that test developers provide tables showing the com-
position of the standardization sample within and across
all stratification criteria (e.g., Percentages of the Normative
Sample according to combined variables such as Age by
Race by Parent Education). This level of stringency and
detail ensures that important demographic variables are dis-
tributed proportionately across other stratifying variables
according to population proportions. The practice of report-
ing sampling accuracy for single stratification variables “on
the margins” (i.e., by one stratification variable at a time)
tends to conceal lapses in sampling accuracy. For example,
if sample proportions of low socioeconomic status are con-
centrated in minority groups (instead of being proportion-
ately distributed across majority and minority groups), then
the precision of the sample has been compromised through
the neglect of minority groups with high socioeconomic
status and majority groups with low socioeconomic status.
The more the sample deviates from population proportions
on multiple stratifications, the greater the effect of sampling
error.

Manipulation of the sample composition to generate
norms is often accomplished through sample weighting
(i.e., application of participant weights to obtain a distribu-
tion of scores that is exactly proportioned to the target pop-
ulation representations). Weighting is more frequently used
with group-administered educational tests than psychologi-
cal tests because of the larger size of the normative samples.
Educational tests typically involve the collection of thou-
sands of cases, with weighting used to ensure proportionate
representation. Weighting is less frequently used with psy-
chological tests, and its use with these smaller samples may
significantly affect systematic sampling error because fewer
cases are collected and because weighting may thereby
differentially affect proportions across different stratifica-
tion criteria, improving one at the cost of another. Weight-
ing is most likely to contribute to sampling error when a
group has been inadequately represented with too few cases
collected.
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Recency of Sampling

How old can norms be and still remain accurate? Evidence
from the last two decades suggests that norms from measures
of cognitive ability and behavioral adjustment are susceptible
to becoming soft or stale (i.e., test consumers should use
older norms with caution). Use of outdated normative sam-
ples introduces systematic error into the diagnostic process
and may negatively influence decision-making, such as by
denying services (e.g., for mentally handicapping conditions)
to sizable numbers of children and adolescents who otherwise
would have been identified as eligible to receive services.
Sample recency is an ethical concern for all psychologists
who test or conduct assessments. The American Psychologi-
cal Association’s (1992) Ethical Principles direct psycholo-
gists to avoid basing decisions or recommendations on results
that stem from obsolete or outdated tests.

The problem of normative obsolescence has been most
robustly demonstrated with intelligence tests. The Flynn ef-
fect (Herrnstein & Murray, 1994) describes a consistent pat-
tern of population intelligence test score gains over time and
across nations (Flynn, 1984, 1987, 1994, 1999). For intelli-
gence tests, the rate of gain is about one third of an IQ point
per year (3 points per decade), which has been a roughly uni-
form finding over time and for all ages (Flynn, 1999). The
Flynn effect appears to occur as early as infancy (Bayley,
1993; S. K. Campbell, Siegel, Parr, & Ramey, 1986) and
continues through the full range of adulthood (Tulsky &
Ledbetter, 2000). The Flynn effect implies that older test
norms may yield inflated scores relative to current normative
expectations. For example, the Wechsler Intelligence Scale
for Children—Revised (WISC-R; Wechsler, 1974) currently
yields higher full scale IQs (FSIQs) than the WISC-III
(Wechsler, 1991) by about 7 IQ points.

Systematic generational normative change may also occur
in other areas of assessment. For example, parent and teacher
reports on the Achenbach system of empirically based behav-
ioral assessments show increased numbers of behavior prob-
lems and lower competence scores in the general population
of children and adolescents from 1976 to 1989 (Achenbach &
Howell, 1993). Just as the Flynn effect suggests a systematic
increase in the intelligence of the general population over
time, this effect may suggest a corresponding increase in
behavioral maladjustment over time.

How often should tests be revised? There is no empirical
basis for making a global recommendation, but it seems rea-
sonable to conduct normative updates, restandardizations, or
revisions at time intervals corresponding to the time expected
to produce one standard error of measurement (SEM) of
change. For example, given the Flynn effect and a WISC-III

FSIQ SEM of 3.20, one could expect about 10 to 11 years
should elapse before the test’s norms would soften to the
magnitude of one SEM.

CALIBRATION AND DERIVATION 
OF REFERENCE NORMS

In this section, several psychometric characteristics of test
construction are described as they relate to building indi-
vidual scales and developing appropriate norm-referenced
scores. Calibration refers to the analysis of properties of gra-
dation in a measure, defined in part by properties of test items.
Norming is the process of using scores obtained by an appro-
priate sample to build quantitative references that can be ef-
fectively used in the comparison and evaluation of individual
performances relative to typical peer expectations.

Calibration

The process of item and scale calibration dates back to the
earliest attempts to measure temperature. Early in the seven-
teenth century, there was no method to quantify heat and cold
except through subjective judgment. Galileo and others ex-
perimented with devices that expanded air in glass as heat in-
creased; use of liquid in glass to measure temperature was
developed in the 1630s. Some two dozen temperature scales
were available for use in Europe in the seventeenth century,
and each scientist had his own scales with varying gradations
and reference points. It was not until the early eighteenth cen-
tury that more uniform scales were developed by Fahrenheit,
Celsius, and de Réaumur.

The process of calibration has similarly evolved in psy-
chological testing. In classical test theory, item difficulty is
judged by the p value, or the proportion of people in the sam-
ple that passes an item. During ability test development,
items are typically ranked by p value or the amount of the
trait being measured. The use of regular, incremental in-
creases in item difficulties provides a methodology for build-
ing scale gradations. Item difficulty properties in classical
test theory are dependent upon the population sampled, so
that a sample with higher levels of the latent trait (e.g., older
children on a set of vocabulary items) would show different
item properties (e.g., higher p values) than a sample with
lower levels of the latent trait (e.g., younger children on the
same set of vocabulary items).

In contrast, item response theory includes both item prop-
erties and levels of the latent trait in analyses, permitting item
calibration to be sample-independent. The same item diffi-
culty and discrimination values will be estimated regardless
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of trait distribution. This process permits item calibration to
be “sample-free,” according to Wright (1999), so that the
scale transcends the group measured. Embretson (1999) has
stated one of the new rules of measurement as “Unbiased
estimates of item properties may be obtained from unrepre-
sentative samples” (p. 13).

Item response theory permits several item parameters to be
estimated in the process of item calibration. Among the in-
dexes calculated in widely used Rasch model computer pro-
grams (e.g., Linacre & Wright, 1999) are item fit-to-model
expectations, item difficulty calibrations, item-total correla-
tions, and item standard error. The conformity of any item to
expectations from the Rasch model may be determined by ex-
amining item fit. Items are said to have good fits with typical
item characteristic curves when they show expected patterns
near to and far from the latent trait level for which they are the
best estimates. Measures of item difficulty adjusted for the
influence of sample ability are typically expressed in logits,
permitting approximation of equal difficulty intervals.

Item and Scale Gradients

The item gradient of a test refers to how steeply or gradually
items are arranged by trait level and the resulting gaps that
may ensue in standard scores. In order for a test to have ade-
quate sensitivity to differing degrees of ability or any trait
being measured, it must have adequate item density across the
distribution of the latent trait. The larger the resulting stan-
dard score differences in relation to a change in a single raw
score point, the less sensitive, discriminating, and effective a
test is.

For example, on the Memory subtest of the Battelle Devel-
opmental Inventory (Newborg, Stock, Wnek, Guidubaldi, &
Svinicki, 1984), a child who is 1 year, 11 months old who
earned a raw score of 7 would have performance ranked at the
1st percentile for age, whereas a raw score of 8 leaps to a per-
centile rank of 74. The steepness of this gradient in the distri-
bution of scores suggests that this subtest is insensitive to
even large gradations in ability at this age.

A similar problem is evident on the Motor Quality index
of the Bayley Scales of Infant Development–Second Edition
Behavior Rating Scale (Bayley, 1993). A 36-month-old child
with a raw score rating of 39 obtains a percentile rank of 66.
The same child obtaining a raw score of 40 is ranked at the
99th percentile.

As a recommended guideline, tests may be said to have
adequate item gradients and item density when there are ap-
proximately three items per Rasch logit, or when passage of
a single item results in a standard score change of less than
one third standard deviation (0.33 SD) (Bracken, 1987;

Bracken & McCallum, 1998). Items that are not evenly dis-
tributed in terms of the latent trait may yield steeper change
gradients that will decrease the sensitivity of the instrument
to finer gradations in ability.

Floor and Ceiling Effects

Do tests have adequate breadth, bottom and top? Many tests
yield their most valuable clinical inferences when scores are
extreme (i.e., very low or very high). Accordingly, tests used
for clinical purposes need sufficient discriminating power in
the extreme ends of the distributions.

The floor of a test represents the extent to which an indi-
vidual can earn appropriately low standard scores. For exam-
ple, an intelligence test intended for use in the identification
of individuals diagnosed with mental retardation must, by de-
finition, extend at least 2 standard deviations below norma-
tive expectations (IQ < 70). In order to serve individuals
with severe to profound mental retardation, test scores must
extend even further to more than 4 standard deviations below
the normative mean (IQ < 40). Tests without a sufficiently
low floor would not be useful for decision-making for more
severe forms of cognitive impairment.

A similar situation arises for test ceiling effects. An intel-
ligence test with a ceiling greater than 2 standard deviations
above the mean (IQ > 130) can identify most candidates for
intellectually gifted programs. To identify individuals as ex-
ceptionally gifted (i.e., IQ > 160), a test ceiling must extend
more than 4 standard deviations above normative expecta-
tions. There are several unique psychometric challenges to
extending norms to these heights, and most extended norms
are extrapolations based upon subtest scaling for higher abil-
ity samples (i.e., older examinees than those within the spec-
ified age band).

As a rule of thumb, tests used for clinical decision-making
should have floors and ceilings that differentiate the extreme
lowest and highest 2% of the population from the middlemost
96% (Bracken, 1987, 1988; Bracken & McCallum, 1998).
Tests with inadequate floors or ceilings are inappropriate for
assessing children with known or suspected mental retarda-
tion, intellectual giftedness, severe psychopathology, or ex-
ceptional social and educational competencies.

Derivation of Norm-Referenced Scores

Item response theory yields several different kinds of inter-
pretable scores (e.g., Woodcock, 1999), only some of which are
norm-referenced standard scores. Because most test users are
most familiar with the use of standard scores, it is the process
of arriving at this type of score that we discuss. Transformation
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of raw scores to standard scores involves a number of decisions
based on psychometric science and more than a little art.

The first decision involves the nature of raw score transfor-
mations, based upon theoretical considerations (Is the trait
being measured thought to be normally distributed?) and
examination of the cumulative frequency distributions of raw
scores within age groups and across age groups. The objective
of this transformation is to preserve the shape of the raw score
frequency distribution, including mean, variance, kurtosis, and
skewness. Linear transformations of raw scores are based
solely on the mean and distribution of raw scores and are com-
monly used when distributions are not normal; linear transfor-
mation assumes that the distances between scale points reflect
true differences in the degree of the measured trait present.
Area transformations of raw score distributions convert the
shape of the frequency distribution into a specified type of dis-
tribution. When the raw scores are normally distributed, then
they may be transformed to fit a normal curve, with corre-
sponding percentile ranks assigned in a way so that the mean
corresponds to the 50th percentile, – 1 SD and + 1 SD corre-
spond to the 16th and 84th percentiles, respectively, and so
forth. When the frequency distribution is not normal, it is pos-
sible to select from varying types of nonnormal frequency
curves (e.g., Johnson, 1949) as a basis for transformation of
raw scores, or to use polynomial curve fitting equations.

Following raw score transformations is the process of
smoothing the curves. Data smoothing typically occurs within
groups and across groups to correct for minor irregularities,
presumably those irregularities that result from sampling fluc-
tuations and error. Quality checking also occurs to eliminate
vertical reversals (such as those within an age group, from
one raw score to the next) and horizonal reversals (such as those
within a raw score series, from one age to the next). Smoothing
and elimination of reversals serve to ensure that raw score to
standard score transformations progress according to growth
and maturation expectations for the trait being measured.

TEST SCORE VALIDITY

Validity is about the meaning of test scores (Cronbach &
Meehl, 1955). Although a variety of narrower definitions
have been proposed, psychometric validity deals with the
extent to which test scores exclusively measure their intended
psychological construct(s) and guide consequential decision-
making. This concept represents something of a metamorpho-
sis in understanding test validation because of its emphasis on
the meaning and application of test results (Geisinger, 1992).
Validity involves the inferences made from test scores and is
not inherent to the test itself (Cronbach, 1971).

Evidence of test score validity may take different forms,
many of which are detailed below, but they are all ultimately
concerned with construct validity (Guion, 1977; Messick,
1995a, 1995b). Construct validity involves appraisal of a
body of evidence determining the degree to which test score
inferences are accurate, adequate, and appropriate indicators
of the examinee’s standing on the trait or characteristic mea-
sured by the test. Excessive narrowness or broadness in the
definition and measurement of the targeted construct can
threaten construct validity. The problem of excessive narrow-
ness, or construct underrepresentation, refers to the extent to
which test scores fail to tap important facets of the construct
being measured. The problem of excessive broadness, or con-
struct irrelevance, refers to the extent to which test scores are
influenced by unintended factors, including irrelevant con-
structs and test procedural biases.

Construct validity can be supported with two broad classes
of evidence: internal and external validation, which parallel
the classes of threats to validity of research designs (D. T.
Campbell & Stanley, 1963; Cook & Campbell, 1979). Inter-
nal evidence for validity includes information intrinsic to the
measure itself, including content, substantive, and structural
validation. External evidence for test score validity may be
drawn from research involving independent, criterion-related
data. External evidence includes convergent, discriminant,
criterion-related, and consequential validation. This internal-
external dichotomy with its constituent elements represents a
distillation of concepts described by Anastasi and Urbina
(1997), Jackson (1971), Loevinger (1957), Messick (1995a,
1995b), and Millon et al. (1997), among others.

Internal Evidence of Validity

Internal sources of validity include the intrinsic characteristics
of a test, especially its content, assessment methods, structure,
and theoretical underpinnings. In this section, several sources
of evidence internal to tests are described, including content
validity, substantive validity, and structural validity.

Content Validity 

Content validity is the degree to which elements of a test,
ranging from items to instructions, are relevant to and repre-
sentative of varying facets of the targeted construct (Haynes,
Richard, & Kubany, 1995). Content validity is typically es-
tablished through the use of expert judges who review test
content, but other procedures may also be employed (Haynes
et al., 1995). Hopkins and Antes (1978) recommended that
tests include a table of content specifications, in which the
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facets and dimensions of the construct are listed alongside the
number and identity of items assessing each facet.

Content differences across tests purporting to measure the
same construct can explain why similar tests sometimes yield
dissimilar results for the same examinee (Bracken, 1988).
For example, the universe of mathematical skills includes
varying types of numbers (e.g., whole numbers, decimals,
fractions), number concepts (e.g., half, dozen, twice, more
than), and basic operations (addition, subtraction, multiplica-
tion, division). The extent to which tests differentially sample
content can account for differences between tests that purport
to measure the same construct.

Tests should ideally include enough diverse content to ad-
equately sample the breadth of construct-relevant domains,
but content sampling should not be so diverse that scale
coherence and uniformity are lost. Construct underrepresen-
tation, stemming from use of narrow and homogeneous con-
tent sampling, tends to yield higher reliabilities than tests
with heterogeneous item content, at the potential cost of
generalizability and external validity. In contrast, tests with
more heterogeneous content may show higher validity with
the concomitant cost of scale reliability. Clinical inferences
made from tests with excessively narrow breadth of content
may be suspect, even when other indexes of validity are
satisfactory (Haynes et al., 1995).

Substantive Validity

The formulation of test items and procedures based on and
consistent with a theory has been termed substantive validity
(Loevinger, 1957). The presence of an underlying theory en-
hances a test’s construct validity by providing a scaffolding
between content and constructs, which logically explains
relations between elements, predicts undetermined parame-
ters, and explains findings that would be anomalous within
another theory (e.g., Kuhn, 1970). As Crocker and Algina
(1986) suggest, “psychological measurement, even though it
is based on observable responses, would have little meaning
or usefulness unless it could be interpreted in light of the
underlying theoretical construct” (p. 7).

Many major psychological tests remain psychometrically
rigorous but impoverished in terms of theoretical underpin-
nings. For example, there is conspicuously little theory asso-
ciated with most widely used measures of intelligence (e.g.,
the Wechsler scales), behavior problems (e.g., the Child Be-
havior Checklist), neuropsychological functioning (e.g., the
Halstead-Reitan Neuropsychology Battery), and personality
and psychopathology (the MMPI-2). There may be some post
hoc benefits to tests developed without theories; as observed
by Nunnally and Bernstein (1994), “Virtually every measure

that became popular led to new unanticipated theories”
(p. 107).

Personality assessment has taken a leading role in theory-
based test development, while cognitive-intellectual assess-
ment has lagged. Describing best practices for the measurement
of personality some three decades ago, Loevinger (1972) com-
mented, “Theory has always been the mark of a mature sci-
ence. The time is overdue for psychology, in general, and
personality measurement, in particular, to come of age” (p. 56).
In the same year, Meehl (1972) renounced his former position
as a “dustbowl empiricist” in test development:

I now think that all stages in personality test development, from
initial phase of item pool construction to a late-stage optimized
clinical interpretive procedure for the fully developed and “vali-
dated” instrument, theory—and by this I mean all sorts of theory,
including trait theory, developmental theory, learning theory,
psychodynamics, and behavior genetics—should play an impor-
tant role. . . . [P]sychology can no longer afford to adopt psycho-
metric procedures whose methodology proceeds with almost
zero reference to what bets it is reasonable to lay upon substan-
tive personological horses. (pp. 149–151)

Leading personality measures with well-articulated
theories include the “Big Five” factors of personality and
Millon’s “three polarity” bioevolutionary theory. Newer
intelligence tests based on theory such as the Kaufman
Assessment Battery for Children (Kaufman & Kaufman,
1983) and Cognitive Assessment System (Naglieri & Das,
1997) represent evidence of substantive validity in cognitive
assessment.

Structural Validity 

Structural validity relies mainly on factor analytic techniques
to identify a test’s underlying dimensions and the variance as-
sociated with each dimension. Also called factorial validity
(Guilford, 1950), this form of validity may utilize other
methodologies such as multidimensional scaling to help re-
searchers understand a test’s structure. Structural validity ev-
idence is generally internal to the test, based on the analysis
of constituent subtests or scoring indexes. Structural valida-
tion approaches may also combine two or more instruments
in cross-battery factor analyses to explore evidence of con-
vergent validity.

The two leading factor-analytic methodologies used to
establish structural validity are exploratory and confirmatory
factor analyses. Exploratory factor analyses allow for empiri-
cal derivation of the structure of an instrument, often without a
priori expectations, and are best interpreted according to the
psychological meaningfulness of the dimensions or factors that
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emerge (e.g., Gorsuch, 1983). Confirmatory factor analyses
help researchers evaluate the congruence of the test data with
a specified model, as well as measuring the relative fit of
competing models. Confirmatory analyses explore the extent
to which the proposed factor structure of a test explains its
underlying dimensions as compared to alternative theoretical
explanations.

As a recommended guideline, the underlying factor struc-
ture of a test should be congruent with its composite indexes
(e.g., Floyd & Widaman, 1995), and the interpretive structure
of a test should be the best fitting model available. For exam-
ple, several interpretive indexes for the Wechsler Intelligence
Scales (i.e., the verbal comprehension, perceptual organi-
zation, working memory/freedom from distractibility, and
processing speed indexes) match the empirical structure sug-
gested by subtest-level factor analyses; however, the original
Verbal–Performance Scale dichotomy has never been sup-
ported unequivocally in factor-analytic studies. At the same
time, leading instruments such as the MMPI-2 yield clini-
cal symptom-based scales that do not match the structure
suggested by item-level factor analyses. Several new instru-
ments with strong theoretical underpinnings have been criti-
cized for mismatch between factor structure and interpretive
structure (e.g., Keith & Kranzler, 1999; Stinnett, Coombs,
Oehler-Stinnett, Fuqua, & Palmer, 1999) even when there is
a theoretical and clinical rationale for scale composition. A
reasonable balance should be struck between theoretical un-
derpinnings and empirical validation; that is, if factor analy-
sis does not match a test’s underpinnings, is that the fault
of the theory, the factor analysis, the nature of the test, or a
combination of these factors? Carroll (1983), whose factor-
analytic work has been influential in contemporary cogni-
tive assessment, cautioned against overreliance on factor
analysis as principal evidence of validity, encouraging use of
additional sources of validity evidence that move beyond fac-
tor analysis (p. 26). Consideration and credit must be given to
both theory and empirical validation results, without one tak-
ing precedence over the other.

External Evidence of Validity

Evidence of test score validity also includes the extent to which
the test results predict meaningful and generalizable behaviors
independent of actual test performance. Test results need to be
validated for any intended application or decision-making
process in which they play a part. In this section, external
classes of evidence for test construct validity are described, in-
cluding convergent, discriminant, criterion-related, and conse-
quential validity, as well as specialized forms of validity within
these categories.

Convergent and Discriminant Validity 

In a frequently cited 1959 article, D. T. Campbell and Fiske
described a multitrait-multimethod methodology for investi-
gating construct validity. In brief, they suggested that a mea-
sure is jointly defined by its methods of gathering data (e.g.,
self-report or parent-report) and its trait-related content
(e.g., anxiety or depression). They noted that test scores
should be related to (i.e., strongly correlated with) other mea-
sures of the same psychological construct (convergent evi-
dence of validity) and comparatively unrelated to (i.e., weakly
correlated with) measures of different psychological con-
structs (discriminant evidence of validity). The multitrait-
multimethod matrix allows for the comparison of the relative
strength of association between two measures of the same trait
using different methods (monotrait-heteromethod correla-
tions), two measures with a common method but tapping
different traits (heterotrait-monomethod correlations), and
two measures tapping different traits using different methods
(heterotrait-heteromethod correlations), all of which are ex-
pected to yield lower values than internal consistency reliabil-
ity statistics using the same method to tap the same trait.

The multitrait-multimethod matrix offers several advan-
tages, such as the identification of problematic method
variance. Method variance is a measurement artifact that
threatens validity by producing spuriously high correlations
between similar assessment methods of different traits. For
example, high correlations between digit span, letter span,
phoneme span, and word span procedures might be inter-
preted as stemming from the immediate memory span recall
method common to all the procedures rather than any specific
abilities being assessed. Method effects may be assessed
by comparing the correlations of different traits measured
with the same method (i.e., monomethod correlations) and the
correlations among different traits across methods (i.e., het-
eromethod correlations). Method variance is said to be present
if the heterotrait-monomethod correlations greatly exceed the
heterotrait-heteromethod correlations in magnitude, assuming
that convergent validity has been demonstrated.

Fiske and Campbell (1992) subsequently recognized
shortcomings in their methodology: “We have yet to see a re-
ally good matrix: one that is based on fairly similar concepts
and plausibly independent methods and shows high conver-
gent and discriminant validation by all standards” (p. 394). At
the same time, the methodology has provided a useful frame-
work for establishing evidence of validity.

Criterion-Related Validity 

How well do test scores predict performance on independent
criterion measures and differentiate criterion groups? The
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relationship of test scores to relevant external criteria consti-
tutes evidence of criterion-related validity, which may take
several different forms. Evidence of validity may include
criterion scores that are obtained at about the same time (con-
current evidence of validity) or criterion scores that are ob-
tained at some future date ( predictive evidence of validity).
External criteria may also include functional, real-life vari-
ables (ecological validity), diagnostic or placement indexes
(diagnostic validity), and intervention-related approaches
(treatment validity).

The emphasis on understanding the functional implica-
tions of test findings has been termed ecological validity
(Neisser, 1978). Banaji and Crowder (1989) suggested, “If
research is scientifically sound it is better to use ecologically
lifelike rather than contrived methods” (p. 1188). In essence,
ecological validation efforts relate test performance to vari-
ous aspects of person-environment functioning in everyday
life, including identification of both competencies and
deficits in social and educational adjustment. Test developers
should show the ecological relevance of the constructs a test
purports to measure, as well as the utility of the test for pre-
dicting everyday functional limitations for remediation. In
contrast, tests based on laboratory-like procedures with little
or no discernible relevance to real life may be said to have
little ecological validity.

The capacity of a measure to produce relevant applied
group differences has been termed diagnostic validity (e.g.,
Ittenbach, Esters, & Wainer, 1997). When tests are intended
for diagnostic or placement decisions, diagnostic validity
refers to the utility of the test in differentiating the groups of
concern. The process of arriving at diagnostic validity may be
informed by decision theory, a process involving calculations
of decision-making accuracy in comparison to the base rate
occurrence of an event or diagnosis in a given population.
Decision theory has been applied to psychological tests
(Cronbach & Gleser, 1965) and other high-stakes diagnostic
tests (Swets, 1992) and is useful for identifying the extent to
which tests improve clinical or educational decision-making.

The method of contrasted groups is a common methodol-
ogy to demonstrate diagnostic validity. In this methodology,
test performance of two samples that are known to be differ-
ent on the criterion of interest is compared. For example, a test
intended to tap behavioral correlates of anxiety should show
differences between groups of normal individuals and indi-
viduals diagnosed with anxiety disorders. A test intended for
differential diagnostic utility should be effective in differenti-
ating individuals with anxiety disorders from diagnoses
that appear behaviorally similar. Decision-making classifica-
tion accuracy may be determined by developing cutoff scores
or rules to differentiate the groups, so long as the rules show

adequate sensitivity, specificity, positive predictive power,
and negative predictive power. These terms may be defined as
follows:

• Sensitivity: the proportion of cases in which a clinical con-
dition is detected when it is in fact present (true positive).

• Specificity: the proportion of cases for which a diagnosis is
rejected, when rejection is in fact warranted (true negative).

• Positive predictive power: the probability of having the
diagnosis given that the score exceeds the cutoff score.

• Negative predictive power: the probability of not having
the diagnosis given that the score does not exceed the cut-
off score.

All of these indexes of diagnostic accuracy are dependent
upon the prevalence of the disorder and the prevalence of the
score on either side of the cut point.

Findings pertaining to decision-making should be inter-
preted conservatively and cross-validated on independent
samples because (a) classification decisions should in prac-
tice be based upon the results of multiple sources of informa-
tion rather than test results from a single measure, and (b) the
consequences of a classification decision should be consid-
ered in evaluating the impact of classification accuracy. A
false negative classification, in which a child is incorrectly
classified as not needing special education services, could
mean the denial of needed services to a student. Alternately, a
false positive classification, in which a typical child is rec-
ommended for special services, could result in a child’s being
labeled unfairly.

Treatment validity refers to the value of an assessment in
selecting and implementing interventions and treatments
that will benefit the examinee. “Assessment data are said to
be treatment valid,” commented Barrios (1988), “if they expe-
dite the orderly course of treatment or enhance the outcome of
treatment” (p. 34). Other terms used to describe treatment va-
lidity are treatment utility (Hayes, Nelson, & Jarrett, 1987) and
rehabilitation-referenced assessment (Heinrichs, 1990).

Whether the stated purpose of clinical assessment is de-
scription, diagnosis, intervention, prediction, tracking, or
simply understanding, its ultimate raison d’être is to select
and implement services in the best interests of the examinee,
that is, to guide treatment. In 1957, Cronbach described a
rationale for linking assessment to treatment: “For any poten-
tial problem, there is some best group of treatments to use
and best allocation of persons to treatments” (p. 680).

The origins of treatment validity may be traced to the con-
cept of aptitude by treatment interactions (ATI) originally pro-
posed by Cronbach (1957), who initiated decades of research
seeking to specify relationships between the traits measured
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by tests and the intervention methodology used to produce
change. In clinical practice, promising efforts to match client
characteristics and clinical dimensions to preferred thera-
pist characteristics and treatment approaches have been made
(e.g., Beutler & Clarkin, 1990; Beutler & Harwood, 2000;
Lazarus, 1973; Maruish, 1999), but progress has been con-
strained in part by difficulty in arriving at consensus for
empirically supported treatments (e.g., Beutler, 1998). In psy-
choeducational settings, test results have been shown to have
limited utility in predicting differential responses to varied
forms of instruction (e.g., Reschly, 1997). It is possible that
progress in educational domains has been constrained by un-
derestimation of the complexity of treatment validity. For
example, many ATI studies utilize overly simple modality-
specific dimensions (auditory-visual learning style or verbal-
nonverbal preferences) because of their easy appeal. New
approaches to demonstrating ATI are described in the chapter
on intelligence in this volume by Wasserman.

Consequential Validity

In recent years, there has been an increasing recognition that
test usage has both intended and unintended effects on indi-
viduals and groups. Messick (1989, 1995b) has argued that
test developers must understand the social values intrinsic
to the purposes and application of psychological tests, espe-
cially those that may act as a trigger for social and educational
actions. Linn (1998) has suggested that when governmental
bodies establish policies that drive test development and im-
plementation, the responsibility for the consequences of test
usage must also be borne by the policymakers. In this context,
consequential validity refers to the appraisal of value impli-
cations and the social impact of score interpretation as a basis
for action and labeling, as well as the actual and potential con-
sequences of test use (Messick, 1989; Reckase, 1998).

This new form of validity represents an expansion of tra-
ditional conceptualizations of test score validity. Lees-Haley
(1996) has urged caution about consequential validity, noting
its potential for encouraging the encroachment of politics
into science. The Standards for Educational and Psychologi-
cal Testing (1999) recognize but carefully circumscribe con-
sequential validity:

Evidence about consequences may be directly relevant to valid-
ity when it can be traced to a source of invalidity such as con-
struct underrepresentation or construct-irrelevant components.
Evidence about consequences that cannot be so traced—that in
fact reflects valid differences in performance—is crucial in in-
forming policy decisions but falls outside the technical purview
of validity. (p. 16)

Evidence of consequential validity may be collected by test de-
velopers during a period starting early in test development and
extending through the life of the test (Reckase, 1998). For edu-
cational tests, surveys and focus groups have been described as
two methodologies to examine consequential aspects of valid-
ity (Chudowsky & Behuniak, 1998; Pomplun, 1997). As the
social consequences of test use and interpretation are ascer-
tained, the development and determinants of the consequences
need to be explored. A measure with unintended negative
side effects calls for examination of alternative measures
and assessment counterproposals. Consequential validity is
especially relevant to issues of bias, fairness, and distributive
justice.

Validity Generalization

The accumulation of external evidence of test validity be-
comes most important when test results are generalized across
contexts, situations, and populations, and when the conse-
quences of testing reach beyond the test’s original intent.
According to Messick (1995b), “The issue of generalizability
of score inferences across tasks and contexts goes to the very
heart of score meaning. Indeed, setting the boundaries of
score meaning is precisely what generalizability evidence is
meant to address” (p. 745).

Hunter and Schmidt (1990; Hunter, Schmidt, & Jackson,
1982; Schmidt & Hunter, 1977) developed a methodology of
validity generalization, a form of meta-analysis, that analyzes
the extent to which variation in test validity across studies is
due to sampling error or other sources of error such as imper-
fect reliability, imperfect construct validity, range restriction,
or artificial dichotomization. Once incongruent or conflictual
findings across studies can be explained in terms of sources
of error, meta-analysis enables theory to be tested, general-
ized, and quantitatively extended.

TEST SCORE RELIABILITY

If measurement is to be trusted, it must be reliable. It must be
consistent, accurate, and uniform across testing occasions,
across time, across observers, and across samples. In psycho-
metric terms, reliability refers to the extent to which mea-
surement results are precise and accurate, free from random
and unexplained error. Test score reliability sets the upper
limit of validity and thereby constrains test validity, so that
unreliable test scores cannot be considered valid.

Reliability has been described as “fundamental to all of
psychology” (Li, Rosenthal, & Rubin, 1996), and its study
dates back nearly a century (Brown, 1910; Spearman, 1910).
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TABLE 3.1 Guidelines for Acceptable Internal Consistency
Reliability Coefficients

Median
Reliability

Test Methodology Purpose of Assessment Coefficient

Group assessment Programmatic
decision-making .60 or greater

Individual assessment Screening .80 or greater
Diagnosis, intervention,
placement, or selection .90 or greater

Concepts of reliability in test theory have evolved, including
emphasis in IRT models on the test information function as
an advancement over classical models (e.g., Hambleton et al.,
1991) and attempts to provide new unifying and coherent
models of reliability (e.g., Li & Wainer, 1997). For example,
Embretson (1999) challenged classical test theory tradition
by asserting that “Shorter tests can be more reliable than
longer tests” (p. 12) and that “standard error of measurement
differs between persons with different response patterns but
generalizes across populations” (p. 12). In this section, relia-
bility is described according to classical test theory and item
response theory. Guidelines are provided for the objective
evaluation of reliability.

Internal Consistency

Determination of a test’s internal consistency addresses the
degree of uniformity and coherence among its constituent
parts. Tests that are more uniform tend to be more reliable. As
a measure of internal consistency, the reliability coefficient is
the square of the correlation between obtained test scores and
true scores; it will be high if there is relatively little error but
low with a large amount of error. In classical test theory, reli-
ability is based on the assumption that measurement error is
distributed normally and equally for all score levels. By con-
trast, item response theory posits that reliability differs be-
tween persons with different response patterns and levels of
ability but generalizes across populations (Embretson &
Hershberger, 1999).

Several statistics are typically used to calculate internal
consistency. The split-half method of estimating reliability
effectively splits test items in half (e.g., into odd items and
even items) and correlates the score from each half of the test
with the score from the other half. This technique reduces the
number of items in the test, thereby reducing the magnitude
of the reliability. Use of the Spearman-Brown prophecy
formula permits extrapolation from the obtained reliabil-
ity coefficient to original length of the test, typically raising
the reliability of the test. Perhaps the most common statis-
tical index of internal consistency is Cronbach’s alpha,
which provides a lower bound estimate of test score reliability
equivalent to the average split-half consistency coefficient
for all possible divisions of the test into halves. Note that
item response theory implies that under some conditions
(e.g., adaptive testing, in which the items closest to an exami-
nee’s ability level need be measured) short tests can be more
reliable than longer tests (e.g., Embretson, 1999).

In general, minimal levels of acceptable reliability should
be determined by the intended application and likely con-
sequences of test scores. Several psychometricians have

proposed guidelines for the evaluation of test score reliability
coefficients (e.g., Bracken, 1987; Cicchetti, 1994; Clark &
Watson, 1995; Nunnally & Bernstein, 1994; Salvia &
Ysseldyke, 2001), depending upon whether test scores are to
be used for high- or low-stakes decision-making. High-stakes
tests refer to tests that have important and direct conse-
quences such as clinical-diagnostic, placement, promotion,
personnel selection, or treatment decisions; by virtue of their
gravity, these tests require more rigorous and consistent psy-
chometric standards. Low-stakes tests, by contrast, tend to
have only minor or indirect consequences for examinees.

After a test meets acceptable guidelines for minimal accept-
able reliability, there are limited benefits to further increasing re-
liability. Clark and Watson (1995) observe that “Maximizing
internal consistency almost invariably produces a scale that
is quite narrow in content; if the scale is narrower than the target
construct, its validity is compromised” (pp. 316–317). Nunnally
and Bernstein (1994, p. 265) state more directly: “Never switch
to a less valid measure simply because it is more reliable.”

Local Reliability and Conditional Standard Error

Internal consistency indexes of reliability provide a single av-
erage estimate of measurement precision across the full range
of test scores. In contrast, local reliability refers to measure-
ment precision at specified trait levels or ranges of scores.
Conditional error refers to the measurement variance at a
particular level of the latent trait, and its square root is a con-
ditional standard error. Whereas classical test theory posits
that the standard error of measurement is constant and applies
to all scores in a particular population, item response theory
posits that the standard error of measurement varies accord-
ing to the test scores obtained by the examinee but generalizes
across populations (Embretson & Hershberger, 1999).

As an illustration of the use of classical test theory in the
determination of local reliability, the Universal Nonverbal In-
telligence Test (UNIT; Bracken & McCallum, 1998) presents
local reliabilities from a classical test theory orientation.
Based on the rationale that a common cut score for classifica-
tion of individuals as mentally retarded is an FSIQ equal
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to 70, the reliability of test scores surrounding that decision
point was calculated. Specifically, coefficient alpha reliabili-
ties were calculated for FSIQs from – 1.33 and – 2.66 stan-
dard deviations below the normative mean. Reliabilities were
corrected for restriction in range, and results showed that
composite IQ reliabilities exceeded the .90 suggested crite-
rion. That is, the UNIT is sufficiently precise at this ability
range to reliably identify individual performance near to a
common cut point for classification as mentally retarded.

Item response theory permits the determination of condi-
tional standard error at every level of performance on a test.
Several measures, such as the Differential Ability Scales
(Elliott, 1990) and the Scales of Independent Behavior—
Revised (SIB-R; Bruininks, Woodcock, Weatherman, & Hill,
1996), report local standard errors or local reliabilities for
every test score. This methodology not only determines
whether a test is more accurate for some members of a group
(e.g., high-functioning individuals) than for others (Daniel,
1999), but also promises that many other indexes derived
from reliability indexes (e.g., index discrepancy scores) may
eventually become tailored to an examinee’s actual perfor-
mance. Several IRT-based methodologies are available for
estimating local scale reliabilities using conditional standard
errors of measurement (Andrich, 1988; Daniel, 1999; Kolen,
Zeng, & Hanson, 1996; Samejima, 1994), but none has yet
become a test industry standard.

Temporal Stability

Are test scores consistent over time? Test scores must be rea-
sonably consistent to have practical utility for making clini-
cal and educational decisions and to be predictive of future
performance. The stability coefficient, or test-retest score re-
liability coefficient, is an index of temporal stability that can
be calculated by correlating test performance for a large
number of examinees at two points in time. Two weeks is
considered a preferred test-retest time interval (Nunnally &
Bernstein, 1994; Salvia & Ysseldyke, 2001), because longer
intervals increase the amount of error (due to maturation and
learning) and tend to lower the estimated reliability.

Bracken (1987; Bracken & McCallum, 1998) recom-
mends that a total test stability coefficient should be greater
than or equal to .90 for high-stakes tests over relatively short
test-retest intervals, whereas a stability coefficient of .80 is
reasonable for low-stakes testing. Stability coefficients may
be spuriously high, even with tests with low internal consis-
tency, but tests with low stability coefficients tend to have
low internal consistency unless they are tapping highly vari-
able state-based constructs such as state anxiety (Nunnally &
Bernstein, 1994). As a general rule of thumb, measures of

internal consistency are preferred to stability coefficients as
indexes of reliability.

Interrater Consistency and Consensus

Whenever tests require observers to render judgments, rat-
ings, or scores for a specific behavior or performance, the
consistency among observers constitutes an important source
of measurement precision. Two separate methodological
approaches have been utilized to study consistency and con-
sensus among observers: interrater reliability (using correla-
tional indexes to reference consistency among observers) and
interrater agreement (addressing percent agreement among
observers; e.g., Tinsley & Weiss, 1975). These distinctive ap-
proaches are necessary because it is possible to have high in-
terrater reliability with low manifest agreement among raters
if ratings are different but proportional. Similarly, it is possi-
ble to have low interrater reliability with high manifest agree-
ment among raters if consistency indexes lack power because
of restriction in range.

Interrater reliability refers to the proportional consistency
of variance among raters and tends to be correlational. The
simplest index involves correlation of total scores generated
by separate raters. The intraclass correlation is another index
of reliability commonly used to estimate the reliability of rat-
ings. Its value ranges from 0 to 1.00, and it can be used to es-
timate the expected reliability of either the individual ratings
provided by a single rater or the mean rating provided by a
group of raters (Shrout & Fleiss, 1979). Another index of re-
liability, Kendall’s coefficient of concordance, establishes
how much reliability exists among ranked data. This proce-
dure is appropriate when raters are asked to rank order the
persons or behaviors along a specified dimension.

Interrater agreement refers to the interchangeability of judg-
ments among raters, addressing the extent to which raters make
the same ratings. Indexes of interrater agreement typically esti-
mate percentage of agreement on categorical and rating deci-
sions among observers, differing in the extent to which they are
sensitive to degrees of agreement correct for chance agree-
ment. Cohen’s kappa is a widely used statistic of interobserver
agreement intended for situations in which raters classify the
items being rated into discrete, nominal categories. Kappa
ranges from – 1.00 to + 1.00; kappa values of .75 or higher are
generally taken to indicate excellent agreement beyond chance,
values between .60 and .74 are considered good agreement,
those between .40 and .59 are considered fair, and those below
.40 are considered poor (Fleiss, 1981).

Interrater reliability and agreement may vary logically de-
pending upon the degree of consistency expected from spe-
cific sets of raters. For example, it might be anticipated that
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people who rate a child’s behavior in different contexts
(e.g., school vs. home) would produce lower correlations
than two raters who rate the child within the same context
(e.g., two parents within the home or two teachers at school).
In a review of 13 preschool social-emotional instruments,
the vast majority of reported coefficients of interrater congru-
ence were below .80 (range .12 to .89). Walker and Bracken
(1996) investigated the congruence of biological parents who
rated their children on four preschool behavior rating scales.
Interparent congruence ranged from a low of .03 (Tempera-
ment Assessment Battery for Children Ease of Manage-
ment through Distractibility) to a high of .79 (Temperament
Assessment Battery for Children Approach/Withdrawal). In
addition to concern about low congruence coefficients, the
authors voiced concern that 44% of the parent pairs had a
mean discrepancy across scales of 10 to 13 standard score
points; differences ranged from 0 to 79 standard score points.

Interrater studies are preferentially conducted under field
conditions, to enhance generalizability of testing by clini-
cians “performing under the time constraints and conditions
of their work” (Wood, Nezworski, & Stejskal, 1996, p. 4).
Cone (1988) has described interscorer studies as fundamental
to measurement, because without scoring consistency and
agreement, many other reliability and validity issues cannot
be addressed.

Congruence Between Alternative Forms

When two parallel forms of a test are available, then correlat-
ing scores on each form provides another way to assess relia-
bility. In classical test theory, strict parallelism between
forms requires equality of means, variances, and covariances
(Gulliksen, 1950). A hierarchy of methods for pinpointing
sources of measurement error with alternative forms has been
proposed (Nunnally & Bernstein, 1994; Salvia & Ysseldyke,
2001): (a) assess alternate-form reliability with a two-week
interval between forms, (b) administer both forms on the
same day, and if necessary (c) arrange for different raters to
score the forms administered with a two-week retest interval
and on the same day. If the score correlation over the two-
week interval between the alternative forms is lower than
coefficient alpha by .20 or more, then considerable measure-
ment error is present due to internal consistency, scoring sub-
jectivity, or trait instability over time. If the score correlation
is substantially higher for forms administered on the same
day, then the error may stem from trait variation over time. If
the correlations remain low for forms administered on the
same day, then the two forms may differ in content with one
form being more internally consistent than the other. If trait
variation and content differences have been ruled out, then

comparison of subjective ratings from different sources may
permit the major source of error to be attributed to the sub-
jectivity of scoring.

In item response theory, test forms may be compared by
examining the forms at the item level. Forms with items of
comparable item difficulties, response ogives, and standard
errors by trait level will tend to have adequate levels of alter-
nate form reliability (e.g., McGrew & Woodcock, 2001). For
example, when item difficulties for one form are plotted
against those for the second form, a clear linear trend is ex-
pected. When raw scores are plotted against trait levels for
the two forms on the same graph, the ogive plots should be
identical.

At the same time, scores from different tests tapping the
same construct need not be parallel if both involve sets of
items that are close to the examinee’s ability level.As reported
by Embretson (1999), “Comparing test scores across multiple
forms is optimal when test difficulty levels vary across per-
sons” (p. 12). The capacity of IRT to estimate trait level across
differing tests does not require assumptions of parallel forms
or test equating.

Reliability Generalization

Reliability generalization is a meta-analytic methodology that
investigates the reliability of scores across studies and sam-
ples (Vacha-Haase, 1998). An extension of validity general-
ization (Hunter & Schmidt, 1990; Schmidt & Hunter, 1977),
reliability generalization investigates the stability of reliabil-
ity coefficients across samples and studies. In order to demon-
strate measurement precision for the populations for which a
test is intended, the test should show comparable levels of re-
liability across various demographic subsets of the population
(e.g., gender, race, ethnic groups), as well as salient clinical
and exceptional populations.

TEST SCORE FAIRNESS

From the inception of psychological testing, problems with
racial, ethnic, and gender bias have been apparent. As early as
1911, Alfred Binet (Binet & Simon, 1911/1916) was aware
that a failure to represent diverse classes of socioeconomic
status would affect normative performance on intelligence
tests. He deleted classes of items that related more to quality
of education than to mental faculties. Early editions of the
Stanford-Binet and the Wechsler intelligence scales were
standardized on entirely White, native-born samples (Terman,
1916; Terman & Merrill, 1937; Wechsler, 1939, 1946, 1949).
In addition to sample limitations, early tests also contained
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items that reflected positively on whites. Early editions of
the Stanford-Binet included an Aesthetic Comparisons
item in which examinees were shown a white, well-coiffed
blond woman and a disheveled woman with African fea-
tures; the examinee was asked “Which one is prettier?” The
original MMPI (Hathaway & McKinley, 1943) was normed
on a convenience sample of white adult Minnesotans and
contained true-false, self-report items referring to culture-
specific games (drop-the-handkerchief), literature (Alice in
Wonderland), and religious beliefs (the second coming of
Christ). These types of problems, of normative samples with-
out minority representation and racially and ethnically insen-
sitive items, are now routinely avoided by most contemporary
test developers.

In spite of these advances, the fairness of educational and
psychological tests represents one of the most contentious
and psychometrically challenging aspects of test develop-
ment. Numerous methodologies have been proposed to as-
sess item effectiveness for different groups of test takers, and
the definitive text in this area is Jensen’s (1980) thoughtful
Bias in Mental Testing. The chapter by Reynolds and Ramsay
in this volume also describes a comprehensive array of ap-
proaches to test bias. Most of the controversy regarding test
fairness relates to the lay and legal perception that any group
difference in test scores constitutes bias, in and of itself. For
example, Jencks and Phillips (1998) stress that the test score
gap is the single most important obstacle to achieving racial
balance and social equity.

In landmark litigation, Judge Robert Peckham in Larry P. v.
Riles (1972/1974/1979/1984/1986) banned the use of indi-
vidual IQ tests in placing black children into educable
mentally retarded classes in California, concluding that
the cultural bias of the IQ test was hardly disputed in this liti-
gation. He asserted, “Defendants do not seem to dispute the
evidence amassed by plaintiffs to demonstrate that the
IQ tests in fact are culturally biased” (Peckham, 1972, p. 1313)
and later concluded, “An unbiased test that measures ability
or potential should yield the same pattern of scores when
administered to different groups of people” (Peckham, 1979,
pp. 954–955).

The belief that any group test score difference constitutes
bias has been termed the egalitarian fallacy by Jensen (1980,
p. 370):

This concept of test bias is based on the gratuitous assumption
that all human populations are essentially identical or equal in
whatever trait or ability the test purports to measure. Therefore,
any difference between populations in the distribution of test
scores (such as a difference in means, or standard deviations, or
any other parameters of the distribution) is taken as evidence that
the test is biased. The search for a less biased test, then, is guided

by the criterion of minimizing or eliminating the statistical dif-
ferences between groups. The perfectly nonbiased test, accord-
ing to this definition, would reveal reliable individual differences
but not reliable (i.e., statistically significant) group differences.
(p. 370)

However this controversy is viewed, the perception of test
bias stemming from group mean score differences remains a
deeply ingrained belief among many psychologists and edu-
cators. McArdle (1998) suggests that large group mean score
differences are “a necessary but not sufficient condition for
test bias” (p. 158). McAllister (1993) has observed, “In the
testing community, differences in correct answer rates, total
scores, and so on do not mean bias. In the political realm, the
exact opposite perception is found; differences mean bias”
(p. 394).

The newest models of test fairness describe a systemic ap-
proach utilizing both internal and external sources of evi-
dence of fairness that extend from test conception and design
through test score interpretation and application (McArdle,
1998; Camilli & Shepard, 1994; Willingham, 1999). These
models are important because they acknowledge the impor-
tance of the consequences of test use in a holistic assessment
of fairness and a multifaceted methodological approach to
accumulate evidence of test fairness. In this section, a sys-
temic model of test fairness adapted from the work of several
leading authorities is described.

Terms and Definitions

Three key terms appear in the literature associated with test
score fairness: bias, fairness, and equity. These concepts
overlap but are not identical; for example, a test that shows
no evidence of test score bias may be used unfairly. To some
extent these terms have historically been defined by families
of relevant psychometric analyses—for example, bias is usu-
ally associated with differential item functioning, and fair-
ness is associated with differential prediction to an external
criterion. In this section, the terms are defined at a conceptual
level.

Test score bias tends to be defined in a narrow manner, as a
special case of test score invalidity. According to the most re-
cent Standards (1999), bias in testing refers to “construct
under-representation or construct-irrelevant components of
test scores that differentially affect the performance of differ-
ent groups of test takers” (p. 172). This definition implies that
bias stems from nonrandom measurement error, provided that
the typical magnitude of random error is comparable for all
groups of interest. Accordingly, test score bias refers to the
systematic and invalid introduction of measurement error for
a particular group of interest. The statistical underpinnings of
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this definition have been underscored by Jensen (1980), who
asserted, “The assessment of bias is a purely objective, empir-
ical, statistical and quantitative matter entirely independent of
subjective value judgments and ethical issues concerning fair-
ness or unfairness of tests and the uses to which they are put”
(p. 375). Some scholars consider the characterization of bias
as objective and independent of the value judgments associ-
ated with fair use of tests to be fundamentally incorrect (e.g.,
Willingham, 1999).

Test score fairness refers to the ways in which test scores
are utilized, most often for various forms of decision-making
such as selection. Jensen suggests that test fairness refers “to
the ways in which test scores (whether of biased or unbiased
tests) are used in any selection situation” (p. 376), arguing that
fairness is a subjective policy decision based on philosophic,
legal, or practical considerations rather than a statistical deci-
sion. Willingham (1999) describes a test fairness manifold
that extends throughout the entire process of test develop-
ment, including the consequences of test usage. Embracing
the idea that fairness is akin to demonstrating the generaliz-
ability of test validity across population subgroups, he notes
that “the manifold of fairness issues is complex because va-
lidity is complex” (p. 223). Fairness is a concept that tran-
scends a narrow statistical and psychometric approach.

Finally, equity refers to a social value associated with the
intended and unintended consequences and impact of test
score usage. Because of the importance of equal opportunity,
equal protection, and equal treatment in mental health, edu-
cation, and the workplace, Willingham (1999) recommends
that psychometrics actively consider equity issues in test
development. As Tiedeman (1978) noted, “Test equity seems
to be emerging as a criterion for test use on a par with the
concepts of reliability and validity” (p. xxviii).

Internal Evidence of Fairness

The internal features of a test related to fairness generally in-
clude the test’s theoretical underpinnings, item content and
format, differential item and test functioning, measurement
precision, and factorial structure. The two best-known proce-
dures for evaluating test fairness include expert reviews of
content bias and analysis of differential item functioning.
These and several additional sources of evidence of test fair-
ness are discussed in this section.

Item Bias and Sensitivity Review

In efforts to enhance fairness, the content and format of psy-
chological and educational tests commonly undergo subjec-
tive bias and sensitivity reviews one or more times during test

development. In this review, independent representatives
from diverse groups closely examine tests, identifying items
and procedures that may yield differential responses for one
group relative to another. Content may be reviewed for cul-
tural, disability, ethnic, racial, religious, sex, and socioeco-
nomic status bias. For example, a reviewer may be asked a
series of questions including, “Does the content, format, or
structure of the test item present greater problems for students
from some backgrounds than for others?” A comprehensive
item bias review is available from Hambleton and Rodgers
(1995), and useful guidelines to reduce bias in language are
available from the American Psychological Association
(1994).

Ideally, there are two objectives in bias and sensitivity re-
views: (a) eliminate biased material, and (b) ensure balanced
and neutral representation of groups within the test. Among
the potentially biased elements of tests that should be avoided
are

• material that is controversial, emotionally charged, or
inflammatory for any specific group.

• language, artwork, or material that is demeaning or offen-
sive to any specific group.

• content or situations with differential familiarity and rele-
vance for specific groups.

• language and instructions that have different or unfamiliar
meanings for specific groups.

• information or skills that may not be expected to be within
the educational background of all examinees.

• format or structure of the item that presents differential
difficulty for specific groups.

Among the prosocial elements that ideally should be included
in tests are

• Presentation of universal experiences in test material.

• Balanced distribution of people from diverse groups.

• Presentation of people in activities that do not reinforce
stereotypes.

• Item presentation in a sex-, culture-, age-, and race-neutral
manner.

• Inclusion of individuals with disabilities or handicapping
conditions.

In general, the content of test materials should be relevant
and accessible for the entire population of examinees for
whom the test is intended. For example, the experiences of
snow and freezing winters are outside the range of knowledge
of many Southern students, thereby introducing a geographic
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regional bias. Use of utensils such as forks may be unfamiliar
to Asian immigrants who may instead use chopsticks. Use of
coinage from the United States ensures that the test cannot be
validly used with examinees from countries with different
currency.

Tests should also be free of controversial, emotionally
charged, or value-laden content, such as violence or religion.
The presence of such material may prove distracting, offen-
sive, or unsettling to examinees from some groups, detracting
from test performance.

Stereotyping refers to the portrayal of a group using only
a limited number of attributes, characteristics, or roles. As a
rule, stereotyping should be avoided in test development.
Specific groups should be portrayed accurately and fairly,
without reference to stereotypes or traditional roles regarding
sex, race, ethnicity, religion, physical ability, or geographic
setting. Group members should be portrayed as exhibiting a
full range of activities, behaviors, and roles.

Differential Item and Test Functioning

Are item and test statistical properties equivalent for individu-
als of comparable ability, but from different groups? Differen-
tial test and item functioning (DTIF, or DTF and DIF) refers
to a family of statistical procedures aimed at determining
whether examinees of the same ability but from different
groups have different probabilities of success on a test or an
item. The most widely used of DIF procedures is the Mantel-
Haenszel technique (Holland & Thayer, 1988), which assesses
similarities in item functioning across various demographic
groups of comparable ability. Items showing significant DIF
are usually considered for deletion from a test.

DIF has been extended by Shealy and Stout (1993) to a
test score–based level of analysis known as differential test
functioning, a multidimensional nonparametric IRT index of
test bias. Whereas DIF is expressed at the item level, DTF
represents a combination of two or more items to produce
DTF, with scores on a valid subtest used to match examinees
according to ability level. Tests may show evidence of DIF
on some items without evidence of DTF, provided item bias
statistics are offsetting and eliminate differential bias at the
test score level.

Although psychometricians have embraced DIF as a pre-
ferred method for detecting potential item bias (McAllister,
1993), this methodology has been subjected to increas-
ing criticism because of its dependence upon internal test
properties and its inherent circular reasoning. Hills (1999)
notes that two decades of DIF research have failed to demon-
strate that removing biased items affects test bias and nar-
rows the gap in group mean scores. Furthermore, DIF rests

on several assumptions, including the assumptions that items
are unidimensional, that the latent trait is equivalently dis-
tributed across groups, that the groups being compared (usu-
ally racial, sex, or ethnic groups) are homogeneous, and that
the overall test is unbiased. Camilli and Shepard (1994) ob-
serve, “By definition, internal DIF methods are incapable of
detecting constant bias. Their aim, and capability, is only to
detect relative discrepancies” (p. 17).

Additional Internal Indexes of Fairness

The demonstration that a test has equal internal integrity
across racial and ethnic groups has been described as a way
to demonstrate test fairness (e.g., Mercer, 1984). Among the
internal psychometric characteristics that may be examined
for this type of generalizability are internal consistency, item
difficulty calibration, test-retest stability, and factor structure.

With indexes of internal consistency, it is usually sufficient
to demonstrate that the test meets the guidelines such as those
recommended above for each of the groups of interest, consid-
ered independently (Jensen, 1980). Demonstration of adequate
measurement precision across groups suggests that a test has
adequate accuracy for the populations in which it may be used.
Geisinger (1998) noted that “subgroup-specific reliability
analysis may be especially appropriate when the reliability of a
test has been justified on the basis of internal consistency relia-
bility procedures (e.g., coefficient alpha). Such analysis should
be repeated in the group of special test takers because the mean-
ing and difficulty of some components of the test may change
over groups, especially over some cultural, linguistic, and dis-
ability groups” (p. 25). Differences in group reliabilities may
be evident, however, when test items are substantially more
difficult for one group than another or when ceiling or floor
effects are present for only one group.

A Rasch-based methodology to compare relative difficulty
of test items involves separate calibration of items of the test
for each group of interest (e.g., O’Brien, 1992). The items
may then be plotted against an identity line in a bivariate
graph and bounded by 95 percent confidence bands. Items
falling within the bands are considered to have invariant dif-
ficulty, whereas items falling outside the bands have different
difficulty and may have different meanings across the two
samples.

The temporal stability of test scores should also be com-
pared across groups, using similar test-retest intervals, in
order to ensure that test results are equally stable irrespective
of race and ethnicity. Jensen (1980) suggests, 

If a test is unbiased, test-retest correlation, of course with the
same interval between testings for the major and minor groups,
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should yield the same correlation for both groups. Significantly
different test-retest correlations (taking proper account of possi-
bly unequal variances in the two groups) are indicative of a biased
test. Failure to understand instructions, guessing, carelessness,
marking answers haphazardly, and the like, all tend to lower the
test-retest correlation. If two groups differ in test-retest correla-
tion, it is clear that the test scores are not equally accurate or
stable measures of both groups. (p. 430)

As an index of construct validity, the underlying factor
structure of psychological tests should be robust across racial
and ethnic groups. A difference in the factor structure across
groups provides some evidence for bias even though factorial
invariance does not necessarily signify fairness (e.g., Meredith,
1993; Nunnally & Bernstein, 1994). Floyd and Widaman
(1995) suggested, “Increasing recognition of cultural, develop-
mental, and contextual influences on psychological constructs
has raised interest in demonstrating measurement invariance
before assuming that measures are equivalent across groups”
(p. 296).

External Evidence of Fairness

Beyond the concept of internal integrity, Mercer (1984) rec-
ommended that studies of test fairness include evidence of
equal external relevance. In brief, this determination requires
the examination of relations between item or test scores and
independent external criteria. External evidence of test score
fairness has been accumulated in the study of comparative
prediction of future performance (e.g., use of the Scholastic
Assessment Test across racial groups to predict a student’s
ability to do college-level work). Fair prediction and fair se-
lection are two objectives that are particularly important as
evidence of test fairness, in part because they figure promi-
nently in legislation and court rulings.

Fair Prediction

Prediction bias can arise when a test differentially predicts fu-
ture behaviors or performance across groups. Cleary (1968)
introduced a methodology that evaluates comparative predic-
tive validity between two or more salient groups. The Cleary
rule states that a test may be considered fair if it has the same
approximate regression equation, that is, comparable slope
and intercept, explaining the relationship between the predic-
tor test and an external criterion measure in the groups under-
going comparison. A slope difference between the two groups
conveys differential validity and relates that one group’s per-
formance on the external criterion is predicted less well than
the other’s performance. An intercept difference suggests a
difference in the level of estimated performance between the

groups, even if the predictive validity is comparable. It is
important to note that this methodology assumes adequate
levels of reliability for both the predictor and criterion vari-
ables. This procedure has several limitations that have been
summarized by Camilli and Shepard (1994). The demonstra-
tion of equivalent predictive validity across demographic
groups constitutes an important source of fairness that is re-
lated to validity generalization.

Fair Selection

The consequences of test score use for selection and decision-
making in clinical, educational, and occupational domains
constitute a source of potential bias. The issue of fair selec-
tion addresses the question of whether the use of test scores
for selection decisions unfairly favors one group over an-
other. Specifically, test scores that produce adverse, disparate,
or disproportionate impact for various racial or ethnic groups
may be said to show evidence of selection bias, even when
that impact is construct relevant. Since enactment of the Civil
Rights Act of 1964, demonstration of adverse impact has
been treated in legal settings as prima facie evidence of test
bias. Adverse impact occurs when there is a substantially dif-
ferent rate of selection based on test scores and other factors
that works to the disadvantage of members of a race, sex, or
ethnic group.

Federal mandates and court rulings have frequently indi-
cated that adverse, disparate, or disproportionate impact in
selection decisions based upon test scores constitutes evi-
dence of unlawful discrimination, and differential test selec-
tion rates among majority and minority groups have been
considered a bottom line in federal mandates and court rul-
ings. In its Uniform Guidelines on Employment Selection
Procedures (1978), the Equal Employment Opportunity
Commission (EEOC) operationalized adverse impact accord-
ing to the four-fifths rule, which states, “A selection rate for
any race, sex, or ethnic group which is less than four-fifths
(4/5) (or eighty percent) of the rate for the group with the
highest rate will generally be regarded by the Federal en-
forcement agencies as evidence of adverse impact” (p. 126).
Adverse impact has been applied to educational tests (e.g.,
the Texas Assessment of Academic Skills) as well as tests
used in personnel selection. The U.S. Supreme Court held in
1988 that differential selection ratios can constitute sufficient
evidence of adverse impact. The 1991 Civil Rights Act,
Section 9, specifically and explicitly prohibits any discrimi-
natory use of test scores for minority groups.

Since selection decisions involve the use of test cutoff
scores, an analysis of costs and benefits according to decision
theory provides a methodology for fully understanding the
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consequences of test score usage. Cutoff scores may be
varied to provide optimal fairness across groups, or alterna-
tive cutoff scores may be utilized in certain circumstances.
McArdle (1998) observes, “As the cutoff scores become in-
creasingly stringent, the number of false negative mistakes
(or costs) also increase, but the number of false positive
mistakes (also a cost) decrease” (p. 174).

THE LIMITS OF PSYCHOMETRICS

Psychological assessment is ultimately about the examinee. A
test is merely a tool with which to understand the examinee,
and psychometrics are merely rules with which to build the
tools. The tools themselves must be sufficiently sound (i.e.,
valid and reliable) and fair that they introduce acceptable
levels of error into the process of decision-making. Some
guidelines have been described above for psychometrics of
test construction and application that help us not only to build
better tools, but to use these tools as skilled craftspersons.

As an evolving field of study, psychometrics still has some
glaring shortcomings. A long-standing limitation of psycho-
metrics is its systematic overreliance on internal sources of
evidence for test validity and fairness. In brief, it is more ex-
pensive and more difficult to collect external criterion-based
information, especially with special populations; it is simpler
and easier to base all analyses on the performance of a nor-
mative standardization sample. This dependency on internal
methods has been recognized and acknowledged by leading
psychometricians. In discussing psychometric methods for
detecting test bias, for example, Camilli and Shepard cau-
tioned about circular reasoning: “Because DIF indices rely
only on internal criteria, they are inherently circular” (p. 17).
Similarly, there has been reticence among psychometricians
in considering attempts to extend the domain of validity into
consequential aspects of test usage (e.g., Lees-Haley, 1996).
We have witnessed entire testing approaches based upon in-
ternal factor-analytic approaches and evaluation of content
validity (e.g., McGrew & Flanagan, 1998), with negligible
attention paid to the external validation of the factors against
independent criteria. This shortcoming constitutes a serious
limitation of psychometrics, which we have attempted to ad-
dress by encouraging the use of both internal and external
sources of psychometric evidence.

Another long-standing limitation is the tendency of test
developers to wait until the test is undergoing standardization
to establish its validity. A typical sequence of test develop-
ment involves pilot studies, a content tryout, and finally a
national standardization and supplementary studies (e.g.,

Robertson, 1992). Harkening back to the stages described by
Loevinger (1957), the external criterion-based validation
stage comes last in the process—after the test has effectively
been built. It constitutes a limitation in psychometric practice
that many tests only validate their effectiveness for a stated
purpose at the end of the process, rather than at the begin-
ning, as MMPI developers did over half a century ago by se-
lecting items that discriminated between specific diagnostic
groups (Hathaway & McKinley, 1943). The utility of a test
for its intended application should be partially validated at
the pilot study stage, prior to norming.

Finally, psychometrics has failed to directly address many
of the applied questions of practitioners. Tests results often
do not readily lend themselves to functional decision-
making. For example, psychometricians have been slow to
develop consensually accepted ways of measuring growth
and maturation, reliable change (as a result of enrichment,
intervention, or treatment), and atypical response patterns
suggestive of lack of effort or dissimilation. The failure of
treatment validity and assessment-treatment linkage under-
mines the central purpose of testing. Moreover, recent chal-
lenges to the practice of test profile analysis (e.g., Glutting,
McDermott, & Konold, 1997) suggest a need to systemati-
cally measure test profile strengths and weaknesses in a clin-
ically relevant way that permits a match to prototypal
expectations for specific clinical disorders. The answers to
these challenges lie ahead.
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Much writing and research on test bias reflects a lack of un-
derstanding of important issues surrounding the subject and
even inadequate and ill-defined conceptions of test bias itself.
This chapter of the Handbook of Assessment Psychology
provides an understanding of ability test bias, particularly
cultural bias, distinguishing it from concepts and issues with
which it is often conflated and examining the widespread
assumption that a mean difference constitutes bias. The top-
ics addressed include possible origins, sources, and effects of
test bias. Following a review of relevant research and its
results, the chapter concludes with an examination of issues
suggested by the review and with recommendations for re-
searchers and clinicians.

Few issues in psychological assessment today are as po-
larizing among clinicians and laypeople as the use of standard-
ized tests with minority examinees. For clients, parents, and
clinicians, the central issue is one of long-term consequences
that may occur when mean test results differ from one ethnic
group to another—Blacks, Hispanics, Asian Americans, and

so forth. Important concerns include, among others, that psy-
chiatric clients may be overdiagnosed, students disproportion-
ately placed in special classes, and applicants unfairly denied
employment or college admission because of purported bias in
standardized tests.

Among researchers, also, polarization is common. Here,
too, observed mean score differences among ethnic groups are
fueling the controversy, but in a different way. Alternative ex-
planations of these differences seem to give shape to the
conflict. Reynolds (2000a, 2000b) divides the most common
explanations into four categories: (a) genetic influences;
(b) environmental factors involving economic, social, and
educational deprivation; (c) an interactive effect of genes
and environment; and (d) biased tests that systematically un-
derrepresent minorities’ true aptitudes or abilities. The last
two of these explanations have drawn the most attention.
Williams (1970) and Helms (1992) proposed a fifth interpreta-
tion of differences between Black and White examinees: The
two groups have qualitatively different cognitive structures,
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which must be measured using different methods (Reynolds,
2000b).

The problem of cultural bias in mental tests has drawn con-
troversy since the early 1900s, when Binet’s first intelligence
scale was published and Stern introduced procedures for test-
ing intelligence (Binet & Simon, 1916/1973; Stern, 1914). The
conflict is in no way limited to cognitive ability tests, but the
so-called IQ controversy has attracted most of the public
attention. A number of authors have published works on the
subject that quickly became controversial (Gould, 1981;
Herrnstein & Murray, 1994; Jensen, 1969). IQ tests have gone
to court, provoked legislation, and taken thrashings from
the popular media (Reynolds, 2000a; Brown, Reynolds, &
Whitaker, 1999). In New York, the conflict has culminated in
laws known as truth-in-testing legislation, which some clini-
cians say interferes with professional practice.

In statistics, bias refers to systematic error in the estima-
tion of a value. A biased test is one that systematically over-
estimates or underestimates the value of the variable it is
intended to assess. If this bias occurs as a function of a nom-
inal cultural variable, such as ethnicity or gender, cultural test
bias is said to be present. On the Wechsler series of intelli-
gence tests, for example, the difference in mean scores for
Black and White Americans hovers around 15 points. If this
figure represents a true difference between the two groups,
the tests are not biased. If, however, the difference is due
to systematic underestimation of the intelligence of Black
Americans or overestimation of the intelligence of White
Americans, the tests are said to be culturally biased.

Many researchers have investigated possible bias in intel-
ligence tests, with inconsistent results. The question of test
bias remained chiefly within the purlieu of scientists until the
1970s. Since then, it has become a major social issue, touch-
ing off heated public debate (e.g., Editorial, Austin-American
Statesman, October 15, 1997; Fine, 1975). Many profession-
als and professional associations have taken strong stands on
the question.

MINORITY OBJECTIONS TO TESTS AND TESTING

Since 1968, the Association of Black Psychologists (ABP)
has called for a moratorium on the administration of psy-
chological and educational tests with minority examinees
(Samuda, 1975; Williams, Dotson, Dow, & Williams, 1980).
The ABP brought this call to other professional associations
in psychology and education. The American Psychological
Association (APA) responded by requesting that its Board of
Scientific Affairs establish a committee to study the use of

these tests with disadvantaged students (see the committee’s
report, Cleary, Humphreys, Kendrick, & Wesman, 1975).

The ABP published the following policy statement in
1969 (Williams et al., 1980):

The Association of Black Psychologists fully supports those par-
ents who have chosen to defend their rights by refusing to allow
their children and themselves to be subjected to achievement, in-
telligence, aptitude, and performance tests, which have been and
are being used to (a) label Black people as uneducable; (b) place
Black children in “special” classes and schools; (c) potentiate in-
ferior education; (d) assign Black children to lower educational
tracks than whites; (e) deny Black students higher educational
opportunities; and (f) destroy positive intellectual growth and
development of Black children.

Subsequently, other professional associations issued policy
statements on testing. Williams et al. (1980) and Reynolds,
Lowe, and Saenz (1999) cited the National Association for
the Advancement of Colored People (NAACP), the National
Education Association, the National Association of Elemen-
tary School Principals, and the American Personnel and
Guidance Association, among others, as organizations releas-
ing such statements.

The ABP, perhaps motivated by action and encourage-
ment on the part of the NAACP, adopted a more detailed res-
olution in 1974. The resolution described, in part, these
goals of the ABP: (a) a halt to the standardized testing of
Black people until culture-specific tests are made available,
(b) a national policy of testing by competent assessors of an
examinee’s own ethnicity at his or her mandate, (c) removal
of standardized test results from the records of Black stu-
dents and employees, and (d) a return to regular programs of
Black students inappropriately diagnosed and placed in spe-
cial education classes (Williams et al., 1980). This statement
presupposes that flaws in standardized tests are responsible
for the unequal test results of Black examinees, and, with
them, any detrimental consequences of those results. 

ORIGINS OF THE TEST BIAS CONTROVERSY

Social Values and Beliefs

The present-day conflict over bias in standardized tests is
motivated largely by public concerns. The impetus, it may
be argued, lies with beliefs fundamental to democracy in the
United States. Most Americans, at least those of majority
ethnicity, view the United States as a land of opportunity—
increasingly, equal opportunity that is extended to every
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person. We want to believe that any child can grow up to be
president. Concomitantly, we believe that everyone is cre-
ated equal, that all people harbor the potential for success
and achievement. This equality of opportunity seems most
reasonable if everyone is equally able to take advantage
of it.

Parents and educational professionals have corresponding
beliefs: The children we serve have an immense potential for
success and achievement; the great effort we devote to teach-
ing or raising children is effort well spent; my own child is
intelligent and capable. The result is a resistance to labeling
and alternative placement, which are thought to discount stu-
dents’ ability and diminish their opportunity. This terrain may
be a bit more complex for clinicians, because certain diag-
noses have consequences desired by clients. A disability di-
agnosis, for example, allows people to receive compensation
or special services, and insurance companies require certain
serious conditions for coverage.

The Character of Tests and Testing

The nature of psychological characteristics and their mea-
surement is partly responsible for long-standing concern over
test bias (Reynolds & Brown, 1984a). Psychological char-
acteristics are internal, so scientists cannot observe or mea-
sure them directly but must infer them from a person’s
external behavior. By extension, clinicians must contend with
the same limitation.

According to MacCorquodale and Meehl (1948), a psy-
chological process is an intervening variable if it is treated
only as a component of a system and has no properties be-
yond the ones that operationally define it. It is a hypothetical
construct if it is thought to exist and to have properties be-
yond its defining ones. In biology, a gene is an example of a
hypothetical construct. The gene has properties beyond its
use to describe the transmission of traits from one generation
to the next. Both intelligence and personality have the status
of hypothetical constructs. The nature of psychological
processes and other unseen hypothetical constructs are often
subjects of persistent debate (see Ramsay, 1998b, for one
approach). Intelligence, a highly complex psychological
process, has given rise to disputes that are especially difficult
to resolve (Reynolds, Willson, et al., 1999).

Test development procedures (Ramsay & Reynolds,
2000a) are essentially the same for all standardized tests. Ini-
tially, the author of a test develops or collects a large pool of
items thought to measure the characteristic of interest. The-
ory and practical usefulness are standards commonly used to
select an item pool. The selection process is a rational one.

That is, it depends upon reason and judgment; rigorous
means of carrying it out simply do not exist. At this stage,
then, test authors have no generally accepted evidence that
they have selected appropriate items.

A common second step is to discard items of suspect
quality, again on rational grounds, to reduce the pool to a
manageable size. Next, the test’s author or publisher admin-
isters the items to a group of examinees called a tryout sam-
ple. Statistical procedures then help to identify items that
seem to be measuring an unintended characteristic or more
than one characteristic. The author or publisher discards or
modifies these items.

Finally, examiners administer the remaining items to a
large, diverse group of people called a standardization sample
or norming sample. This sample should reflect every impor-
tant characteristic of the population who will take the final ver-
sion of the test. Statisticians compile the scores of the norming
sample into an array called a norming distribution.

Eventually, clients or other examinees take the test in its
final form. The scores they obtain, known as raw scores, do
not yet have any interpretable meaning. A clinician compares
these scores with the norming distribution. The comparison is
a mathematical process that results in new, standard scores for
the examinees. Clinicians can interpret these scores, whereas
interpretation of the original, raw scores would be difficult
and impractical (Reynolds, Lowe, et al., 1999).

Standard scores are relative. They have no meaning in
themselves but derive their meaning from certain properties—
typically the mean and standard deviation—of the norming
distribution. The norming distributions of many ability tests,
for example, have a mean score of 100 and a standard devia-
tion of 15. A client might obtain a standard score of 127. This
score would be well above average, because 127 is almost
2 standard deviations of 15 above the mean of 100. Another
client might obtain a standard score of 96. This score would be
a little below average, because 96 is about one third of a stan-
dard deviation below a mean of 100.

Here, the reason why raw scores have no meaning gains a
little clarity. A raw score of, say, 34 is high if the mean is 30
but low if the mean is 50. It is very high if the mean is 30 and
the standard deviation is 2, but less high if the mean is again
30 and the standard deviation is 15. Thus, a clinician cannot
know how high or low a score is without knowing certain
properties of the norming distribution. The standard score is
the one that has been compared with this distribution, so that
it reflects those properties (see Ramsay & Reynolds, 2000a,
for a systematic description of test development). 

Charges of bias frequently spring from low proportions of
minorities in the norming sample of a test and correspondingly
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small influence on test results. Many norming samples include
only a few minority participants, eliciting suspicion that
the tests produce inaccurate scores—misleadingly low ones
in the case of ability tests—for minority examinees. Whether
this is so is an important question that calls for scientific study
(Reynolds, Lowe, et al., 1999).

Test development is a complex and elaborate process
(Ramsay & Reynolds, 2000a). The public, the media, Con-
gress, and even the intelligentsia find it difficult to under-
stand. Clinicians, and psychologists outside the measurement
field, commonly have little knowledge of the issues sur-
rounding this process. Its abstruseness, as much as its relative
nature, probably contributes to the amount of conflict over
test bias. Physical and biological measurements such as
height, weight, and even risk of heart disease elicit little con-
troversy, although they vary from one ethnic group to an-
other. As explained by Reynolds, Lowe, et al. (1999), this is
true in part because such measurements are absolute, in part
because they can be obtained and verified in direct and rela-
tively simple ways, and in part because they are free from the
distinctive social implications and consequences of standard-
ized test scores. Reynolds et al. correctly suggest that test
bias is a special case of the uncertainty that accompanies all
measurement in science. Ramsay (2000) and Ramsay and
Reynolds (2000b) present a brief treatment of this uncer-
tainty incorporating Heisenberg’s model.

Divergent Ideas of Bias

Besides the character of psychological processes and their
measurement, differing understandings held by various seg-
ments of the population also add to the test bias controversy.
Researchers and laypeople view bias differently. Clinicians
and other professionals bring additional divergent views.
Many lawyers see bias as illegal, discriminatory practice on
the part of organizations or individuals (Reynolds, 2000a;
Reynolds & Brown, 1984a).

To the public at large, bias sometimes conjures up notions
of prejudicial attitudes. A person seen as prejudiced may be
told, “You’re biased against Hispanics.” For other layper-
sons, bias is more generally a characteristic slant in another
person’s thinking, a lack of objectivity brought about by the
person’s life circumstances. A sales clerk may say, “I think
sales clerks should be better paid.” “Yes, but you’re biased,”
a listener may retort. These views differ from statistical and
research definitions for bias as for other terms, such as signif-
icant, association, and confounded. The highly specific re-
search definitions of such terms are unfamiliar to almost
everyone. As a result, uninitiated readers often misinterpret
research reports.

Both in research reports and in public discourse, the sci-
entific and popular meanings of bias are often conflated, as if
even the writer or speaker had a tenuous grip on the distinc-
tion. Reynolds, Lowe, et al. (1999) suggest that the topic
would be less controversial if research reports addressing test
bias as a scientific question relied on the scientific meaning
alone.

EFFECTS AND IMPLICATIONS OF THE TEST
BIAS CONTROVERSY

The dispute over test bias has given impetus to an increas-
ingly sophisticated corpus of research. In most venues, tests
of reasonably high statistical quality appear to be largely un-
biased. For neuropsychological tests, results are recent and
still rare, but so far they appear to indicate little bias. Both
sides of the debate have disregarded most of these findings
and have emphasized, instead, a mean difference between
ethnic groups (Reynolds, 2000b).

In addition, publishers have released new measures such
as nonverbal and “culture fair” or “culture-free” tests; practi-
tioners interpret scores so as to minimize the influence of
putative bias; and, finally, publishers revise tests directly, to
expunge group differences. For minority group members,
these revisions may have an undesirable long-range effect: to
prevent the study and thereby the remediation of any bias that
might otherwise be found.

The implications of these various effects differ depending
on whether the bias explanation is correct or incorrect, assum-
ing it is accepted. An incorrect bias explanation, if accepted,
would lead to modified tests that would not reflect important,
correct information and, moreover, would present the incorrect
information that unequally performing groups had performed
equally. Researchers, unaware or unmindful of such inequali-
ties, would neglect research into their causes. Economic and
social deprivation would come to appear less harmful and
therefore more justifiable. Social programs, no longer seen as
necessary to improve minority students’ scores, might be dis-
continued, with serious consequences.

A correct bias explanation, if accepted, would leave pro-
fessionals and minority group members in a relatively better
position. We would have copious research correctly indicat-
ing that bias was present in standardized test scores. Surpris-
ingly, however, the limitations of having these data might
outweigh the benefits. Test bias would be a correct conclu-
sion reached incorrectly. 

Findings of bias rely primarily on mean differences be-
tween groups. These differences would consist partly of bias
and partly of other constituents, which would project them
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upward or downward, perhaps depending on the particular
groups involved. Thus, we would be accurate in concluding
that bias was present but inaccurate as to the amount of bias
and, possibly, its direction: that is, which of two groups it
favored. Any modifications made would do too little, or too
much, creating new bias in the opposite direction. 

The presence of bias should allow for additional expla-
nations. For example, bias and Steelean effects (Steele &
Aronson, 1995), in which fear of confirming a stereotype
impedes minorities’performance, might both affect test results.
Such additional possibilities, which now receive little atten-
tion, would receive even less. Economic and social depriva-
tion, serious problems apart from testing issues, would again
appear less harmful and therefore more justifiable. Efforts to
improve people’s scores through social programs would be dif-
ficult to defend, because this work presupposes that factors
other than test bias are the causes of score differences. Thus,
Americans’belief in human potential would be vindicated, but
perhaps at considerable cost to minority individuals.

POSSIBLE SOURCES OF BIAS

Minority and other psychologists have expressed numerous
concerns over the use of psychological and educational tests
with minorities. These concerns are potentially legitimate
and substantive but are often asserted as true in the absence of
scientific evidence. Reynolds, Lowe, et al. (1999) have di-
vided the most frequent of the problems cited into seven cat-
egories, described briefly here. Two categories, inequitable
social consequences and qualitatively distinct aptitude and
personality, receive more extensive treatments in the “Test
Bias and Social Issues” section.

1. Inappropriate content. Tests are geared to majority experi-
ences and values or are scored arbitrarily according to ma-
jority values. Correct responses or solution methods depend
on material that is unfamiliar to minority individuals.

2. Inappropriate standardization samples. Minorities’ repre-
sentation in norming samples is proportionate but insuffi-
cient to allow them any influence over test development.

3. Examiners’ and language bias. White examiners who
speak standard English intimidate minority examinees and
communicate inaccurately with them, spuriously lowering
their test scores.

4. Inequitable social consequences. Ethnic minority individ-
uals, already disadvantaged because of stereotyping and
past discrimination, are denied employment or relegated
to dead-end educational tracks. Labeling effects are an-
other example of invalidity of this type.

5. Measurement of different constructs. Tests largely based
on majority culture are measuring different characteristics
altogether for members of minority groups, rendering
them invalid for these groups.

6. Differential predictive validity. Standardized tests accu-
rately predict many outcomes for majority group mem-
bers, but they do not predict any relevant behavior for
their minority counterparts. In addition, the criteria that
tests are designed to predict, such as achievement in
White, middle-class schools, may themselves be biased
against minority examinees.

7. Qualitatively distinct aptitude and personality. This posi-
tion seems to suggest that minority and majority ethnic
groups possess characteristics of different types, so that
test development must begin with different definitions for
majority and minority groups.

Researchers have investigated these concerns, although
few results are available for labeling effects or for long-term
social consequences of testing. As noted by Reynolds, Lowe,
et al. (1999), both of these problems are relevant to testing in
general, rather than to ethnic issues alone. In addition, indi-
viduals as well as groups can experience labeling and other
social consequences of testing. Researchers should investi-
gate these outcomes with diverse samples and numerous
statistical techniques. Finally, Reynolds et al. suggest that
tracking and special education should be treated as problems
with education rather than assessment.

WHAT TEST BIAS IS AND IS NOT

Bias and Unfairness

Scientists and clinicians should distinguish bias from unfair-
ness and from offensiveness. Thorndike (1971) wrote, “The
presence (or absence) of differences in mean score between
groups, or of differences in variability, tells us nothing di-
rectly about fairness” (p. 64). In fact, the concepts of test bias
and unfairness are distinct in themselves. A test may have
very little bias, but a clinician could still use it unfairly to mi-
nority examinees’ disadvantage. Conversely, a test may be
biased, but clinicians need not—and must not—use it to un-
fairly penalize minorities or others whose scores may be
affected. Little is gained by anyone when concepts are con-
flated or when, in any other respect, professionals operate
from a base of misinformation.

Jensen (1980) was the author who first argued cogently
that fairness and bias are separable concepts. As noted by
Brown et al. (1999), fairness is a moral, philosophical, or
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legal issue on which reasonable people can legitimately dis-
agree. By contrast, bias is an empirical property of a test, as
used with two or more specified groups. Thus, bias is a statis-
tically estimated quantity rather than a principle established
through debate and opinion.

Bias and Offensiveness

A second distinction is that between test bias and item offen-
siveness. In the development of many tests, a minority review
panel examines each item for content that may be offensive to
one or more groups. Professionals and laypersons alike often
view these examinations as tests of bias. Such expert reviews
have been part of the development of many prominent ability
tests, including the Kaufman Assessment Battery for Chil-
dren (K-ABC), the Wechsler Preschool and Primary Scale of
Intelligence–Revised (WPPSI-R), and the Peabody Picture
Vocabulary Test–Revised (PPVT-R). The development of
personality and behavior tests also incorporates such reviews
(e.g., Reynolds, 2001; Reynolds & Kamphaus, 1992). Promi-
nent authors such as Anastasi (1988), Kaufman (1979), and
Sandoval and Mille (1979) support this method as a way to
enhance rapport with the public.

In a well-known case titled PASE v. Hannon (Reschly,
2000), a federal judge applied this method rather quaintly,
examining items from the Wechsler Intelligence Scales for
Children (WISC) and the Binet intelligence scales to person-
ally determine which items were biased (Elliot, 1987). Here,
an authority figure showed startling naivete and greatly ex-
ceeded his expertise—a telling comment on modern hierar-
chies of influence. Similarly, a high-ranking representative of
the Texas Education Agency argued in a televised interview
(October 14, 1997, KEYE 42, Austin, TX) that the Texas
Assessment of Academic Skills (TAAS), controversial
among researchers, could not be biased against ethnic mi-
norities because minority reviewers inspected the items for
biased content.

Several researchers have reported that such expert review-
ers perform at or below chance level, indicating that they are
unable to identify biased items (Jensen, 1976; Sandoval &
Mille, 1979; reviews by Camilli & Shepard, 1994; Reynolds,
1995, 1998a; Reynolds, Lowe, et al., 1999). Since initial re-
search by McGurk (1951), studies have provided little evi-
dence that anyone can estimate, by personal inspection, how
differently a test item may function for different groups of
people.

Sandoval and Mille (1979) had university students from
Spanish, history, and education classes identify items from the
WISC-R that would be more difficult for a minority child than
for a White child, along with items that would be equally

difficult for both groups. Participants included Black, White,
and Mexican American students. Each student judged 45
items, of which 15 were most difficult for Blacks, 15 were
most difficult for Mexican Americans, and 15 were most
nearly equal in difficulty for minority children, in comparison
with White children.

The participants read each question and identified it as
easier, more difficult, or equally difficult for minority versus
White children. Results indicated that the participants could
not make these distinctions to a statistically significant de-
gree and that minority and nonminority participants did not
differ in their performance or in the types of misidentifica-
tions they made. Sandoval and Mille (1979) used only ex-
treme items, so the analysis would have produced statistically
significant results for even a relatively small degree of accu-
racy in judgment.

For researchers, test bias is a deviation from examinees’
real level of performance. Bias goes by many names and has
many characteristics, but it always involves scores that are
too low or too high to accurately represent or predict some
examinee’s skills, abilities, or traits. To show bias, then—to
greatly simplify the issue—requires estimates of scores.
Reviewers have no way of producing such an estimate. They
can suggest items that may be offensive, but statistical tech-
niques are necessary to determine test bias.

Culture Fairness, Culture Loading, and Culture Bias

A third pair of distinct concepts is cultural loading and cul-
tural bias, the former often associated with the concept of
culture fairness. Cultural loading is the degree to which a test
or item is specific to a particular culture. A test with greater
cultural loading has greater potential bias when administered
to people of diverse cultures. Nevertheless, a test can be cul-
turally loaded without being culturally biased.

An example of a culture-loaded item might be, “Who was
Eleanor Roosevelt?” This question may be appropriate for
students who have attended U.S. schools since first grade, as-
suming that research shows this to be true. The cultural speci-
ficity of the question would be too great, however, to permit
its use with European and certainly Asian elementary school
students, except perhaps as a test of knowledge of U.S. his-
tory. Nearly all standardized tests have some degree of cul-
tural specificity. Cultural loadings fall on a continuum, with
some tests linked to a culture as defined very generally and
liberally, and others to a culture as defined very narrowly and
distinctively.

Cultural loading, by itself, does not render tests biased or
offensive. Rather, it creates a potential for either problem,
which must then be assessed through research. Ramsay (2000;
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Ramsay & Reynolds, 2000b) suggested that some characteris-
tics might be viewed as desirable or undesirable in themselves
but others as desirable or undesirable only to the degree that
they influence other characteristics. Test bias against Cuban
Americans would itself be an undesirable characteristic. A
subtler situation occurs if a test is both culturally loaded and
culturally biased. If the test’s cultural loading is a cause of its
bias, the cultural loading is then indirectly undesirable and
should be corrected. Alternatively, studies may show that the
test is culturally loaded but unbiased. If so, indirect undesir-
ability due to an association with bias can be ruled out.

Some authors (e.g., Cattell, 1979) have attempted to de-
velop culture-fair intelligence tests. These tests, however, are
characteristically poor measures from a statistical standpoint
(Anastasi, 1988; Ebel, 1979). In one study, Hartlage, Lucas,
and Godwin (1976) compared Raven’s Progressive Matrices
(RPM), thought to be culture fair, with the WISC, thought
to be culture loaded. The researchers assessed these tests’
predictiveness of reading, spelling, and arithmetic measures
with a group of disadvantaged, rural children of low socio-
economic status. WISC scores consistently correlated higher
than RPM scores with the measures examined.

The problem may be that intelligence is defined as adap-
tive or beneficial behavior within a particular culture. There-
fore, a test free from cultural influence would tend to be free
from the influence of intelligence—and to be a poor predictor
of intelligence in any culture. As Reynolds, Lowe, et al.
(1999) observed, if a test is developed in one culture, its
appropriateness to other cultures is a matter for scientific ver-
ification. Test scores should not be given the same inter-
pretations for different cultures without evidence that those
interpretations would be sound.

Test Bias and Social Issues

Authors have introduced numerous concerns regarding tests
administered to ethnic minorities (Brown et al., 1999). Many
of these concerns, however legitimate and substantive, have
little connection with the scientific estimation of test bias.
According to some authors, the unequal results of standard-
ized tests produce inequitable social consequences. Low test
scores relegate minority group members, already at an educa-
tional and vocational disadvantage because of past discrimi-
nation and low expectations of their ability, to educational
tracks that lead to mediocrity and low achievement (Chipman,
Marshall, & Scott, 1991; Payne & Payne, 1991; see also “Pos-
sible Sources of Bias” section).

Other concerns are more general. Proponents of tests,
it is argued, fail to offer remedies for racial or ethnic differ-
ences (Scarr, 1981), to confront societal concerns over racial

discrimination when addressing test bias (Gould, 1995, 1996),
to respect research by cultural linguists and anthropologists
(Figueroa, 1991; Helms, 1992), to address inadequate special
education programs (Reschly, 1997), and to include sufficient
numbers of African Americans in norming samples (Dent,
1996). Furthermore, test proponents use massive empirical
data to conceal historic prejudice and racism (Richardson,
1995). Some of these practices may be deplorable, but they do
not constitute test bias. A removal of group differences from
scores cannot combat them effectively and may even remove
some evidence of their existence or influence.

Gould (1995, 1996) has acknowledged that tests are not
statistically biased and do not show differential predictive va-
lidity. He argues, however, that defining cultural bias statisti-
cally is confusing: The public is concerned not with statistical
bias, but with whether Black-White IQ differences occur be-
cause society treats Black people unfairly. That is, the public
considers tests biased if they record biases originating else-
where in society (Gould, 1995). Researchers consider them
biased only if they introduce additional error because of flaws
in their design or properties. Gould (1995, 1996) argues that
society’s concern cannot be addressed by demonstrations that
tests are statistically unbiased. It can, of course, be addressed
empirically.

Another social concern, noted briefly above, is that ma-
jority and minority examinees may have qualitatively differ-
ent aptitudes and personality traits, so that traits and
abilities must be conceptualized differently for different
groups. If this is not done, a test may produce lower results
for one group because it is conceptualized most appropri-
ately for another group. This concern is complex from the
standpoint of construct validity and may take various prac-
tical forms.

In one possible scenario, two ethnic groups can have dif-
ferent patterns of abilities, but the sums of their abilities can
be about equal. Group A may have higher verbal fluency, vo-
cabulary, and usage, but lower syntax, sentence analysis, and
flow of logic, than Group B. A verbal ability test measuring
only the first three abilities would incorrectly represent
Group B as having lower verbal ability. This concern is one
of construct validity.

Alternatively, a verbal fluency test may be used to repre-
sent the two groups’ verbal ability. The test accurately repre-
sents Group B as having lower verbal fluency but is used
inappropriately to suggest that this group has lower verbal
ability per se. Such a characterization is not only incorrect; it
is unfair to group members and has detrimental consequences
for them that cannot be condoned. Construct invalidity is dif-
ficult to argue here, however, because this concern is one of
test use.
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RELATED QUESTIONS

Test Bias and Etiology

The etiology of a condition is distinct from the question of test
bias (review, Reynolds & Kaiser, 1992). In fact, the need to
research etiology emerges only after evidence that a score dif-
ference is a real one, not an artifact of bias. Authors have
sometimes inferred that score differences themselves indi-
cate genetic differences, implying that one or more groups are
genetically inferior. This inference is scientifically no more
defensible—and ethically much less so—than the notion that
score differences demonstrate test bias.

Jensen (1969) has long argued that mental tests measure,
to some extent, the intellectual factor g, found in behavioral
genetics studies to have a large genetic component. In
Jensen’s view, group differences in mental test scores may re-
flect largely genetic differences in g. Nonetheless, Jensen
made many qualifications to these arguments and to the dif-
ferences themselves. He also posited that other factors make
considerable, though lesser, contributions to intellectual de-
velopment (Reynolds, Lowe, et al., 1999). Jensen’s theory, if
correct, may explain certain intergroup phenomena, such as
differential Black and White performance on digit span mea-
sures (Ramsay & Reynolds, 1995).

Test Bias Involving Groups and Individuals

Bias may influence the scores of individuals, as well as
groups, on personality and ability tests. Therefore, researchers
can and should investigate both of these possible sources of
bias. An overarching statistical method called the general lin-
ear model permits this approach by allowing both group and
individual to be analyzed as independent variables. In addi-
tion, item characteristics, motivation, and other nonintellec-
tual variables (Reynolds, Lowe, et al., 1999; Sternberg, 1980;
Wechsler, 1975) admit of analysis through recoding, catego-
rization, and similar expedients.

EXPLAINING GROUP DIFFERENCES

Among researchers, the issue of cultural bias stems largely
from well-documented findings, now seen in more than
100 years of research, that members of different ethnic groups
have different levels and patterns of performance on many
prominent cognitive ability tests. Intelligence batteries have
generated some of the most influential and provocative of these
findings (Elliot, 1987; Gutkin & Reynolds, 1981; Reynolds,
Chastain, Kaufman, & McLean, 1987; Spitz, 1986). In many

countries worldwide, people of different ethnic and racial
groups, genders, socioeconomic levels, and other demographic
groups obtain systematically different intellectual test results.
Black-White IQ differences in the United States have under-
gone extensive investigation for more than 50 years. Jensen
(1980), Shuey (1966), Tyler (1965), and Willerman (1979)
have reviewed the greater part of this research. The findings
occasionally differ somewhat from one age group to another,
but they have not changed substantially in the past century.

On average, Blacks differ from Whites by about 1.0 stan-
dard deviation, with White groups obtaining the higher
scores. The differences have been relatively consistent in size
for some time and under several methods of investigation. An
exception is a reduction of the Black-White IQ difference on
the intelligence portion of the K-ABC to about .5 standard
deviations, although this result is controversial and poorly
understood (see Kamphaus & Reynolds, 1987, for a discus-
sion). In addition, such findings are consistent only for
African Americans. Other, highly diverse findings appear for
native African and other Black populations (Jensen, 1980).

Researchers have taken into account a number of demo-
graphic variables, most notably socioeconomic status (SES).
The size of the mean Black-White difference in the United
States then diminishes to .5–.7 standard deviations (Jensen,
1980; Kaufman, 1973; Kaufman & Kaufman, 1973; Reynolds
& Gutkin, 1981) but is robust in its appearance.

Asian groups, although less thoroughly researched than
Black groups, have consistently performed as well as or
better than Whites (Pintner, 1931; Tyler, 1965; Willerman,
1979). Asian Americans obtain average mean ability scores
(Flynn, 1991; Lynn, 1995; Neisser et al., 1996; Reynolds,
Willson, & Ramsay, 1999).

Matching is an important consideration in studies of eth-
nic differences. Any difference between groups may be due
neither to test bias nor to ethnicity but to SES, nutrition, and
other variables that may be associated with test performance.
Matching on these variables controls for their associations. 

A limitation to matching is that it results in regression to-
ward the mean. Black respondents with high self-esteem, for
example, may be selected from a population with low self-
esteem. When examined later, these respondents will test
with lower self-esteem, having regressed to the lower mean
of their own population. Their extreme scores—high in this
case—were due to chance.

Clinicians and research consumers should also be aware
that the similarities between ethnic groups are much greater
than the differences. This principle holds for intelligence, per-
sonality, and most other characteristics, both psychological
and physiological. From another perspective, the variation
among members of any one ethnic group greatly exceeds the
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differences between groups. The large similarities among
groups appear repeatedly in statistical analyses as large, sta-
tistically significant constants and great overlap between dif-
ferent groups’ ranges of scores.

Some authors (e.g., Schoenfeld, 1974) have disputed
whether racial differences in intelligence are real or even re-
searchable. Nevertheless, the findings are highly reliable from
study to study, even when study participants identify their own
race. Thus, the existence of these differences has gained wide
acceptance. The differences are real and undoubtedly com-
plex. The tasks remaining are to describe them thoroughly
(Reynolds, Lowe, et al., 1999) and, more difficult, to explain
them in a causal sense (Ramsay, 1998a, 2000). Both the lower
scores of some groups and the higher scores of others must be
explained, and not necessarily in the same way.

Over time, exclusively genetic and environmental expla-
nations have lost so much of their credibility that they can
hardly be called current. Most researchers who posit that
score differences are real now favor an interactionist perspec-
tive. This development reflects a similar shift in psychology
and social science as a whole. However, this relatively recent
consensus masks the subtle persistence of an earlier assump-
tion that test score differences must have either a genetic or
an environmental basis. The relative contributions of genes
and environment still provoke debate, with some authors
seemingly intent on establishing a predominantly genetic or a
predominantly environmental basis. The interactionist per-
spective shifts the focus of debate from how much to how ge-
netic and environmental factors contribute to a characteristic.
In practice, not all scientists have made this shift.

CULTURAL TEST BIAS AS AN EXPLANATION

The bias explanation of score differences has led to the cultural
test bias hypothesis (CTBH; Brown et al., 1999; Reynolds,
1982a, 1982b; Reynolds & Brown, 1984b). According to the
CTBH, differences in mean performance for members of dif-
ferent ethnic groups do not reflect real differences among
groups but are artifacts of tests or of the measurement process.
This approach holds that ability tests contain systematic error
occurring as a function of group membership or other nominal
variables that should be irrelevant. That is, people who should
obtain equal scores obtain unequal ones because of their eth-
nicities, genders, socioeconomic levels, and the like.

For SES, Eells, Davis, Havighurst, Herrick, and Tyler
(1951) summarized the logic of the CTBH as follows: If
(a) children of different SES levels have experiences of dif-
ferent kinds and with different types of material, and if (b) intel-
ligence tests contain a disproportionate amount of material

drawn from cultural experiences most familiar to high-SES
children, then (c) high-SES children should have higher IQ
scores than low-SES children. As Eells et al. observed, this ar-
gument tends to imply that IQ differences are artifacts that de-
pend on item content and “do not reflect accurately any
important underlying ability” (p. 4) in the individual.

Since the 1960s, the CTBH explanation has stimulated
numerous studies, which in turn have largely refuted the ex-
planation. Lengthy reviews are now available (e.g., Jensen,
1980; Reynolds, 1995, 1998a; Reynolds & Brown, 1984b).
This literature suggests that tests whose development, stan-
dardization, and reliability are sound and well documented
are not biased against native-born, American racial or ethnic
minorities. Studies do occasionally indicate bias, but it is usu-
ally small, and it most often favors minorities.

Results cited to support content bias indicate that item bi-
ases account for < 1% to about 5% of variation in test scores.
In addition, it is usually counterbalanced across groups. That
is, when bias against an ethnic group occurs, comparable bias
favoring that group occurs also and cancels it out. When ap-
parent bias is counterbalanced, it may be random rather than
systematic, and therefore not bias after all. Item or subtest re-
finements, as well, frequently reduce and counterbalance bias
that is present.

No one explanation is likely to account for test score dif-
ferences in their entirety. A contemporary approach to statis-
tics, in which effects of zero are rare or even nonexistent,
suggests that tests, test settings, and nontest factors may all
contribute to group differences (see also Bouchard & Segal,
1985; Flynn, 1991; Loehlin, Lindzey, & Spuhler, 1975). 

Some authors, most notably Mercer (1979; see also
Lonner, 1985; Helms, 1992), have reframed the test bias hy-
pothesis over time. Mercer argued that the lower scores of
ethnic minorities on aptitude tests can be traced to the anglo-
centrism, or adherence to White, middle-class value systems,
of these tests. Mercer’s assessment system, the System of
Multicultural Pluralistic Assessment (SOMPA), effectively
equated ethnic minorities’ intelligence scores by applying
complex demographic corrections. The SOMPA was popular
for several years. It is used less commonly today because of its
conceptual and statistical limitations (Reynolds, Lowe, et al.,
1999). Helms’s position receives attention below (Helms and
Cultural Equivalence).

HARRINGTON’S CONCLUSIONS

Harrington (1968a, 1968b), unlike such authors as Mercer
(1979) and Helms (1992), emphasized the proportionate but
small numbers of minority examinees in norming samples.
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Their low representation, Harrington argued, made it impos-
sible for minorities to exert any influence on the results of a
test. Harrington devised an innovative experimental test of
this proposal.

The researcher (Harrington, 1975, 1976) used six geneti-
cally distinct strains of rats to represent ethnicities. He then
composed six populations, each with different proportions of
the six rat strains. Next, Harrington constructed six intelli-
gence tests resembling Hebb-Williams mazes. These mazes,
similar to the Mazes subtest of the Wechsler scales, are com-
monly used as intelligence tests for rats. Harrington reasoned
that tests normed on populations dominated by a given rat
strain would yield higher mean scores for that strain. 

Groups of rats that were most numerous in a test’s norm-
ing sample obtained the highest average score on that test.
Harrington concluded from additional analyses of the data
that a test developed and normed on a White majority could
not have equivalent predictive validity for Blacks or any
other minority group.

Reynolds, Lowe, et al. (1999) have argued that Harrington’s
generalizations break down in three respects. Harrington
(1975, 1976) interpreted his findings in terms of predictive
validity. Most studies have indicated that tests of intelligence
and other aptitudes have equivalent predictive validity for
racial groups under various circumstances and with many cri-
terion measures.

A second problem noted by Reynolds, Lowe, et al. (1999)
is that Chinese Americans, Japanese Americans, and Jewish
Americans have little representation in the norming samples
of most ability tests. According to Harrington’s model, they
should score low on these tests. However, they score at least
as high as Whites on tests of intelligence and of some other
aptitudes (Gross, 1967; Marjoribanks, 1972; Tyler, 1965;
Willerman, 1979). 

Finally, Harrington’s (1975, 1976) approach can account
for group differences in overall test scores but not for patterns
of abilities reflected in varying subtest scores. For example,
one ethnic group often scores higher than another on some
subtests but lower on others. Harrington’s model can explain
only inequality that is uniform from subtest to subtest. The
arguments of Reynolds, Lowe, et al. (1999) carry consider-
able weight, because (a) they are grounded directly in empir-
ical results, rather than rational arguments such as those made
by Harrington, and (b) those results have been found with hu-
mans; results found with nonhumans cannot be generalized
to humans without additional evidence.

Harrington’s (1975, 1976) conclusions were overgeneral-
izations. Rats are simply so different from people that rat and
human intelligence cannot be assumed to behave the same.
Finally, Harrington used genetic populations in his studies.

However, the roles of genetic, environmental, and interactive
effects in determining the scores of human ethnic groups are
still topics of debate, and an interaction is the preferred ex-
planation. Harrington begged the nature-nurture question,
implicitly presupposing heavy genetic effects.

The focus of Harrington’s (1975, 1976) work was reduced
scores for minority examinees, an important avenue of inves-
tigation. Artifactually low scores on an intelligence test could
lead to acts of race discrimination, such as misassignment to
educational programs or spurious denial of employment. This
issue is the one over which most court cases involving test
bias have been contested (Reynolds, Lowe, et al., 1999).

MEAN DIFFERENCES AS TEST BIAS

A view widely held by laypeople and researchers (Adebimpe,
Gigandet, & Harris, 1979; Alley & Foster, 1978; Hilliard,
1979, 1984; Jackson, 1975; Mercer, 1976; Padilla, 1988;
Williams, 1974; Wright & Isenstein, 1977–1978) is that
group differences in mean scores on ability tests constitute
test bias. As adherents to this view contend, there is no valid,
a priori reason to suppose that cognitive ability should differ
from one ethnic group to another. However, the same is true
of the assumption that cognitive ability should be the same
for all ethnic groups and that any differences shown on a test
must therefore be effects of bias. As noted by Reynolds,
Lowe, et al. (1999), an a priori acceptance of either position
is untenable from a scientific standpoint. 

Some authors add that the distributions of test scores of
each ethnic group, not merely the means, must be identical
before one can assume that a test is fair. Identical distribu-
tions, like equal means, have limitations involving accuracy.
Such alterations correct for any source of score differences,
including those for which the test is not responsible. Equal
scores attained in this way necessarily depart from reality to
some degree. 

The Egalitarian Fallacy

Jensen (1980; Brown et al., 1999) contended that three falla-
cious assumptions were impeding the scientific study of test
bias: (a) the egalitarian fallacy, that all groups were equal
in the characteristics measured by a test, so that any score
difference must result from bias; (b) the culture-bound fal-
lacy, that reviewers can assess the culture loadings of items
through casual inspection or armchair judgment; and (c) the
standardization fallacy, that a test is necessarily biased when
used with any group not included in large numbers in the
norming sample. In Jensen’s view, the mean-difference-as-
bias approach is an example of the egalitarian fallacy.
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A prior assumption of equal ability is as unwarranted sci-
entifically as the opposite assumption. Studies have shown
group differences for many abilities and even for sensory
capacities (Reynolds, Willson, et al., 1999). Both equalities
and inequalities must be found empirically, that is, through
scientific observation. An assumption of equality, if carried
out consistently, would have a stultifying effect on research.
Torrance (1980) observed that disadvantaged Black children
in the United States have sometimes earned higher creativity
scores than many White children. This finding may be impor-
tant, given that Blacks are underrepresented in classes for
gifted students. The egalitarian assumption implies that these
Black children’s high creativity is an artifact of tests, fore-
closing on more substantive interpretations—and on possible
changes in student placement. 

Equal ability on the part of different ethnic groups is not a
defensible egalitarian fallacy. A fallacy, as best understood, is
an error in judgment or reasoning, but the question of equal
ability is an empirical one. By contrast, an a priori assump-
tion of either equal or unequal ability can be regarded as
fallacious. The assumption of equal ability is most relevant,
because it is implicit when any researcher interprets a mean
difference as test bias. 

The impossibility of proving a null hypothesis is relevant
here. Scientists never regard a null hypothesis as proven, be-
cause the absence of a counterinstance cannot prove a rule. If
100 studies do not provide a counterinstance, the 101st study
may. Likewise, the failure to reject a hypothesis of equality
between groups—that is, a null hypothesis—cannot prove
that the groups are equal. This hypothesis, then, is not falsifi-
able and is therefore problematic for researchers. 

Limitations of Mean Differences

As noted above, a mean difference by itself does not show
bias. One may ask, then, what (if anything) it does show. It
indicates simply that two groups differ when means are taken
to represent their performance. Thus, its accuracy depends on
how well means, as opposed to other measures of the typical
score, represent the two groups; on how well any measure of
the typical score can represent the two groups; and on how
well differences in typical scores, rather than in variation,
asymmetry, or other properties, can represent the relation-
ships between the two groups. Ramsay (2000) reanalyzed a
study in which mean differences between groups had been
found. The reanalysis showed that the two groups differed
much more in variation than in typical scores.

Most important, a mean difference provides no infor-
mation as to why two groups differ: because of test bias, ge-
netic influences, environmental factors, a gene-environment

interaction, or perhaps biases in society recorded by tests.
Rather than answering this question, mean differences raise it
in the first place. Thus, they are a starting point—but are they
a good one? Answering this question is a logical next step.

A difference between group means is easy to obtain. In ad-
dition, it permits an easy, straightforward interpretation—but
a deceptive one. It provides scant information, and none at all
regarding variation, kurtosis, or asymmetry. These additional
properties are needed to understand any group’s scores.

Moreover, a mean difference is often an inaccurate mea-
sure of center. If a group’s scores are highly asymmetric—that
is, if the high scores taper off gradually but the low scores
clump together, or vice versa—their mean is always too high
or too low, pulled as it is toward the scores that taper gradually.
Symmetry should never be assumed, even for standardized
test scores. A test with a large, national norming sample can
produce symmetric scores with that sample but asymmetric or
skewed scores for particular schools, communities, or geo-
graphic regions. Results for people in these areas, if skewed,
can produce an inaccurate mean and therefore an inaccurate
mean difference. Even a large norming sample can include
very small samples for one or more groups, producing mis-
leading mean differences for the norming sample itself.

Finally, a mean is a point estimate: a single number that
summarizes the scores of an entire group of people. A group’s
scores can have little skew or kurtosis but vary so widely that
the mean is not typical of the highest and lowest scores. In
addition to being potentially inaccurate, then, a mean can be
unrepresentative of the group it purports to summarize.

Thus, means have numerous potential limitations as a way
to describe groups and differences between groups. In addi-
tion to a mean, measures of shape and spread, sometimes
called distribution and variation, are necessary. Researchers,
including clinical researchers, may sometimes need to use
different centroids entirely: medians, modes, or modified M
statistics. Most basically, we always need a thoroughgoing
description of each sample. Furthermore, it is both possible
and necessary to test the characteristics of each sample to
assess their representativeness of the respective population
characteristics. This testing can be a simple process, often
using group confidence intervals.

Once we know what we have found—which characteris-
tics vary from group to group—we can use this information to
start to answer the question why. That is, we can begin to in-
vestigate causation. Multivariate techniques are often suit-
able for this work. Bivariate techniques address only two
variables, as the name implies. Thus, they are ill suited to
pursue possible causal relationships, because they cannot rule
out alternative explanations posed by additional variables
(Ramsay, 2000).
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Alternatively, we can avoid the elusive causal question
why and instead use measurement techniques developed to
assess bias. Reynolds (1982a) provides copious information
about these techniques. Such procedures cannot tell us if
group differences result from genetic or environmental fac-
tors, but they can suggest whether test scores may be biased.
Researchers have generated a literature of considerable size
and sophistication using measurement techniques for exam-
ining test bias. This chapter now addresses the results of such
research.

RESULTS OF BIAS RESEARCH

Jensen’s Review

Jensen (1980) compiled an extensive early review of test bias
studies. One concern addressed in the review was rational
judgments that test items were biased based on their content
or phrasing. For scientists, rational judgments are those
based on reason rather than empirical findings. Such judg-
ments may seem sound or even self-evident, but they often
conflict with each other and with scientific evidence.

A WISC-R item often challenged on rational grounds is,
“What is the thing to do if a boy/girl much smaller than your-
self starts to fight with you?” Correct responses include,
“Walk away,” and, “Don’t hit him back.” CTBH proponents
criticized this item as biased against inner-city Black chil-
dren, who may be expected to hit back to maintain their sta-
tus, and who may therefore respond incorrectly for cultural
reasons. Jensen (1980) reviewed large-sample research indi-
cating that proportionately more Black children than White
children responded correctly to this item. Miele (1979), who
also researched this item in a large-N study, concluded that
the item was easier for Blacks than for Whites. As with this
item, empirical results often contradict rational judgments.

Predictive and Construct Validity

Jensen (1980) addressed bias in predictive and construct va-
lidity, along with situational bias. Bias in predictive validity,
as defined by Jensen, is systematic error in predicting a crite-
rion variable for people of different groups. This bias occurs
when one regression equation is incorrectly used for two or
more groups. The review included studies involving Blacks
and Whites, the two most frequently researched groups. The
conclusions reached by Jensen were that (a) a large majority
of studies showed that tests were equally valid for these
groups and that (b) when differences were found, the tests
overpredicted Black examinees when compared with White
examinees. CTBH would have predicted the opposite result.

Bias in construct validity occurs when a test measures
groups of examinees differently. For example, a test can be
more difficult, valid, or reliable for one group than for an-
other. Construct bias involves the test itself, whereas predic-
tive bias involves a test’s prediction of a result outside the
test.

Jensen (1980) found numerous studies of bias in construct
validity. As regards difficulty, when item scores differed for
ethnic groups or social classes, the differences were not con-
sistently associated with the culture loadings of the tests.
Score differences between Black and White examinees were
larger on nonverbal than on verbal tests, contrary to beliefs
that nonverbal tests are culture fair or unbiased. The sizes of
Black-White differences were positively associated with
tests’ correlations with g, or general ability. In tests with sev-
eral item types, such as traditional intelligence tests, the rank
orders of item difficulties for different ethnic groups were
very highly correlated. Items that discriminated most between
Black and White examinees also discriminated most between
older and younger members of each ethnic group. Finally,
Blacks, Whites, and Mexican Americans showed similar cor-
relations between raw test scores and chronological ages.

In addition, Jensen (1980) reviewed results pertaining to
validity and reliability. Black, White, and Mexican American
examinees produced similar estimates of internal consistency
reliability. As regards validity, Black and White samples
showed the same factor structures. Jensen wrote that the evi-
dence was generally inconclusive for infrequently researched
ethnic groups, such asAsianAmericans and NativeAmericans.

Situational Bias

Jensen’s (1980) term situational bias refers to “influences in
the test situation, but independent of the test itself, that may
bias test scores” (p. 377). These influences may include,
among others, characteristics of the test setting, the instruc-
tions, and the examiners themselves. Examples include anxi-
ety, practice and coaching effects, and examiner dialect and
ethnic group (Jensen, 1984). As Jensen (1980) observed, sit-
uational influences would not constitute test bias, because
they are not attributes of the tests themselves. Nevertheless,
they should emerge in studies of construct and predictive
bias. Jensen concluded that the situational variables reviewed
did not influence group differences in scores.

Soon after Jensen’s (1980) review was published, the
National Academy of Sciences and the National Research
Council commissioned a panel of 19 experts, who conducted a
second review of the test bias literature. The panel concluded
that well-constructed tests were not biased against African
Americans or other English-speaking minority groups (Wigdor
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& Garner, 1982). Later, a panel of 52 professionals signed a po-
sition paper that concluded, in part, “Intelligence tests are not
culturally biased againstAmerican blacks or other native-born,
English-speaking peoples in the U. S. Rather, IQ scores predict
equally accurately for all such Americans, regardless of race
and social class” (“Mainstream Science,” 1994, p. A18). That
same year, a task force of 11 psychologists, established by the
American Psychological Association, concluded that no test
characteristic reviewed made a substantial contribution to
Black-White differences in intelligence scores (Neisser et al.,
1996). Thus, several major reviews have failed to support
CTBH (see also Reynolds, 1998a, 1999).

Review by Reynolds, Lowe, and Saenz

Content Validity

Reynolds, Lowe, et al. (1999) categorized findings under
content, construct, and predictive validity. Content validity is
the extent to which the content of a test is a representative
sample of the behavior to be measured (Anastasi, 1988).
Items with content bias should behave differently from group
to group for people of the same standing on the characteristic
being measured. Typically, reviewers judge an intelligence
item to have content bias because the information or solution
method required is unfamiliar to disadvantaged or minority
individuals, or because the tests’ author has arbitrarily de-
cided on the correct answer, so that minorities are penalized
for giving responses that are correct in their own culture but
not in the author’s culture.

The issue of content validity with achievement tests is
complex. Important variables to consider include exposure to
instruction, general ability of the group, and accuracy and
specificity of the items for the sample (Reynolds, Lowe,
et al., 1999; see also Schmidt, 1983). Little research is avail-
able for personality tests, but cultural variables that may be
found to influence some personality tests include beliefs re-
garding discipline and aggression, values related to education
and employment, and perceptions concerning society’s fair-
ness toward one’s group. 

Camilli and Shepard (1994; Reynolds, 2000a) recom-
mended techniques based on item-response theory (IRT) to
detect differential item functioning (DIF). DIF statistics de-
tect items that behave differently from one group to another.
A statistically significant DIF statistic, by itself, does not in-
dicate bias but may lead to later findings of bias through ad-
ditional research, with consideration of the construct meant
to be measured. For example, if an item on a composition test
were about medieval history, studies might be conducted to
determine if the item is measuring composition skill or some

unintended trait, such as historical knowledge. For smaller
samples, a contingency table (CT) procedure is often used to
estimate DIF. CT approaches are relatively easy to under-
stand and interpret. 

Nandakumar, Glutting, and Oakland (1993) used a CT ap-
proach to investigate possible racial, ethnic, and gender bias
on the Guide to the Assessment of Test Session Behavior
(GATSB). Participants were boys and girls aged 6–16 years,
of White, Black, or Hispanic ethnicity. Only 10 of 80 items
produced statistically significant DIFs, suggesting that the
GATSB has little bias for different genders and ethnicities. 

In very-large-N studies, Reynolds, Willson, and Chatman
(1984) used a partial correlation procedure (Reynolds,
2000a) to estimate DIF in tests of intelligence and related ap-
titudes. The researchers found no systematic bias against
African Americans or women on measures of English vocab-
ulary. Willson, Nolan, Reynolds, and Kamphaus (1989) used
the same procedure to estimate DIF on the Mental Processing
scales of the K-ABC. The researchers concluded that there
was little apparent evidence of race or gender bias.

Jensen (1976) used a chi-square technique (Reynolds,
2000a) to examine the distribution of incorrect responses for
two multiple-choice intelligence tests, RPM and the Peabody
Picture-Vocabulary Test (PPVT). Participants were Black and
White children aged 6–12 years. The errors for many items
were distributed systematically over the response options.
This pattern, however, was the same for Blacks and Whites.
These results indicated bias in a general sense, but not racial
bias. On RPM, Black and White children made different types
of errors, but for few items. The researcher examined these
items with children of different ages. For each of the items,
Jensen was able to duplicate Blacks’ response patterns using
those of Whites approximately two years younger.

Scheuneman (1987) used linear methodology on Graduate
Record Examination (GRE) item data to show possible influ-
ences on the scores of Black and White test-takers. Vocabu-
lary content, true-false response, and presence or absence of
diagrams were among the item characteristics examined.
Paired, experimental items were administered in the experi-
mental section of the GRE General Test, given in December
1982. Results indicated that certain characteristics common
to a variety of items may have a differential influence on
Blacks’ and Whites’ scores. These items may be measuring,
in part, test content rather than verbal, quantitative, or analyt-
ical skill.

Jensen (1974, 1976, 1977) evaluated bias on the Wonder-
lic Personnel Test (WPT), PPVT, and RPM using correlations
between P decrements (Reynolds, 2000a) obtained by Black
students and those obtained by White students. P is the prob-
ability of passing an item, and a P decrement is the size of the
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difference between Ps for one item and the next. Jensen also
obtained correlations between the rank orders of item diffi-
culties for Black and Whites. Results for rank orders and P
decrements, it should be noted, differ from those that would
be obtained for the scores themselves.

The tests examined were RPM; the PPVT; the WISC-R;
the WPT; and the Revised Stanford-Binet Intelligence Scale,
Form L-M. Jensen (1974) obtained the same data for Mexican
American and White students on the PPVT and RPM.
Table 4.1 shows the results, with similar findings obtained by
Sandoval (1979) and Miele (1979). The correlations showed
little evidence of content bias in the scales examined. Most
correlations appeared large. Some individual items were
identified as biased, but they accounted for only 2% to 5% of
the variation in score differences.

Hammill (1991) used correlations of P decrements to ex-
amine the Detroit Tests of Learning Aptitude (DTLA-3). Cor-
relations exceeded .90 for all subtests, and most exceeded
.95. Reynolds and Bigler (1994) presented correlations of P
decrements for the 14 subtests of the Test of Memory and
Learning (TOMAL). Correlations again exceeded .90, with
most exceeding .95, for males and females and for all ethnic-
ities studied.

Another procedure for detecting item bias relies on the
partial correlation between an item score and a nominal vari-
able such as ethnic group. The correlation partialed out is that
between total test score and the nominal variable. If the vari-
able and the item score are correlated after the partialed cor-
relation is removed, the item is performing differently from
group to group, which suggests bias. Reynolds, Lowe, et al.
(1999) describe this technique as “the simplest and perhaps
the most powerful” means of detecting item bias. They note,
however, that it is a relatively recent application. Thus, it may
have limitations not yet known. 

Research on item bias in personality measures is sparse but
has produced results similar to those with ability tests (Moran,

1990; Reynolds, 1998a, 1998b; Reynolds & Harding, 1983).
The few studies of behavior rating scales have produced little
evidence of bias for White, Black, and Hispanic and Latin
populations in the United States (James, 1995; Mayfield &
Reynolds, 1998; Reynolds & Kamphaus, 1992).

Not all studies of content bias have focused on items. Re-
searchers evaluating the WISC-R have defined bias differ-
ently. Few results are available for the WISC-III; future
research should utilize data from this newer test. A recent
book by Prifitera and Saklofske (1998), however, addresses
the WISC-III and ethnic bias in the United States. These re-
sults are discussed later (see the “Construct Validity” and
“Predictive Validity” sections).

Reynolds and Jensen (1983) examined the 12 WISC-R
subtests for bias against Black children using a variation of
the group by item analysis of variance (ANOVA). The re-
searchers matched Black children to White children from
the norming sample on the basis of gender and Full Scale
IQ. SES was a third matching variable and was used when
a child had more than one match in the other group. Match-
ing controlled for g, so a group difference indicated that the
subtest in question was more difficult for Blacks or for
Whites.

Black children exceeded White children on Digit Span
and Coding. Whites exceeded Blacks on Comprehension,
Object Assembly, and Mazes. Blacks tended to obtain higher
scores on Arithmetic and Whites on Picture Arrangement.
The actual differences were very small, and variance due to
ethnic group was less than 5% for each subtest. If the
WISC-R is viewed as a test measuring only g, these results
may be interpretable as indicating subtest bias. Alternatively,
the results may indicate differences in Level II ability
(Reynolds, Willson, et al., 1999) or in specific or intermedi-
ate abilities.

Taken together, studies of major ability and personality
tests show no consistent evidence for content bias. When bias

TABLE 4.1 Ethnic Correlations for P Decrements and for Rank Orders of Item Difficulties

Black-White Mexican American-White

Scale Rank Orders P Decrements Rank Orders P Decrements

PPVT (Jensen, 1974) .99a .98b .79a .65b .98a .98b .78a .66b

RPM (Jensen, 1974) .99a .99b .98a .96b .99a .99b .99a .97b

SB L-M (Jensen, 1976) .96c

WISC-R (Jensen, 1976) .95c

(Sandoval, 1979) .98c .87c .99c .91c

WISC (Miele, 1979) .96a .95b

WPT (Jensen, 1977) .94c .81c

Notes. PPVT = Peabody Picture Vocabulary Test; RPM = Raven’s Progressive Matrices; SB L-M = Stanford-
Binet, Form LM; WISC-R = Wechsler Intelligence Scale for Children–Revised; WPT = Wonderlic Personnel
Test; Sandoval, 1979 = Medians for 10 WISC-R subtests, excluding Coding and Digit Span.
aMales. bFemales. cMales and females combined.
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is found, it is small. Tests with satisfactory reliability, validity,
and norming appear also to have little content bias. For nu-
merous standardized tests, however, results are not yet avail-
able. Research with these tests should continue, investigating
possible content bias with differing ethnic and other groups.

Construct Validity

Anastasi (1988) defines construct validity as the extent to
which a test may be said to measure a theoretical construct or
trait. Test bias in construct validity, then, may be defined as
the extent to which a test measures different constructs for
different groups.

Factor analysis is a widely used method for investigating
construct bias (Reynolds, 2000a). This set of complex tech-
niques groups together items or subtests that correlate highly
among themselves. When a group of items correlates highly
together, the researcher interprets them as reflecting a single
characteristic. The researcher then examines the pattern of
correlations and induces the nature of this characteristic.
Table 4.2 shows a simple example.

In the table, the subtests picture identification, matrix
comparison, visual search, and diagram drawing have high
correlations in the column labeled “Factor 1.” Definitions,
antonyms, synonyms, and multiple meanings have low cor-
relations in this column but much higher ones in the col-
umn labeled “Factor 2.” A researcher might interpret these
results as indicating that the first four subtests correlate
with factor 1 and the second four correlate with factor 2.
Examining the table, the researcher might see that the sub-
tests correlating highly with factor 1 require visual activity,
and he or she might therefore label this factor Visual Abil-
ity. The same researcher might see that the subtests corre-
lating highly with factor 2 involve the meanings of words,
and he or she might label this factor Word Meanings. To
label factors in this way, researchers must be familiar with
the subtests or items, common responses to them, and scor-
ing of these responses (see also Ramsay & Reynolds,
2000a). The results in Table 4.2 are called a two-factor

solution. Actual factor analysis is a set of advanced statisti-
cal techniques, and the explanation presented here is neces-
sarily a gross oversimplification.

Very similar factor analytic results for two or more groups,
such as genders or ethnicities, are evidence that the test re-
sponses being analyzed behave similarly as to the constructs
they represent and the extent to which they represent them.
As noted by Reynolds, Lowe, et al. (1999), such comparative
factor analyses with multiple populations are important for
the work of clinicians, who must know that a test functions
very similarly from one population to another to interpret
scores consistently. 

Researchers most often calculate a coefficient of congru-
ence or simply a Pearson correlation to examine factorial
similarity, often called factor congruence or factor invari-
ance. The variables correlated are one group’s item or subtest
correlations (shown in Table 4.2) with another’s. A coeffi-
cient of congruence may be preferable, but the commonly
used techniques produce very similar results, at least with
large samples (Reynolds & Harding, 1983; Reynolds, Lowe,
et al., 1999). Researchers frequently interpret a value of .90
or higher as indicating factor congruity. For other applicable
techniques, see Reynolds (2000a).

Extensive research regarding racial and ethnic groups is
available for the widely used WISC and WISC-R. This work
consists largely of factor analyses. Psychometricians are
trained in this method, so its usefulness in assessing bias is
opportune. Unfortunately, many reports of this research fail
to specify whether exploratory or confirmatory factor analy-
sis has been used. In factor analyses of construct and other
bias, exploratory techniques are most common. Results with
the WISC and WISC-R generally support factor congruity.
For preschool-age children also, factor analytic results
support congruity for racial and ethnic groups (Reynolds,
1982a).

Reschly (1978) conducted factor analyses comparing
WISC-R correlations for Blacks, Whites, MexicanAmericans,
and Papagos, a Native American group, all in the southwestern
United States. Reschly found that the two-factor solutions were
congruent for the four ethnicities. The 12 coefficients of
congruence ranged from .97 to .99. For the less widely used
three-factor solutions, only results for Whites and Mexican
Americans were congruent. The one-factor solution showed
congruence for all four ethnicities, as Miele (1979) had found
with the WISC.

Oakland and Feigenbaum (1979) factor analyzed the
12 WISC-R subtests separately for random samples of normal
Black, White, and Mexican American children from an urban
school district in the northwestern United States. Samples
were stratified by race, age, sex, and SES. The researchers

TABLE 4.2 A Sample Factor Structure

Subtest Factor 1 Factor 2

Picture Identification .78 .17
Matrix Comparison .82 .26
Visual Search .86 .30
Diagram Drawing .91 .29
Definitions .23 .87
Antonyms .07 .92
Synonyms .21 .88
Multiple Meanings .36 .94
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used a Pearson r for each factor to compare it for the three
ethnic groups. The one-factor solution produced rs of .95 for
Black and White children, .97 for Mexican American and
White children, and .96 for Black and Mexican American
children. The remaining results were r = .94 – .99. Thus,
WISC-R scores were congruent for the three ethnic groups.

Gutkin and Reynolds (1981) compared factor analytic re-
sults for the Black and White children in the WISC-R norming
sample. Samples were stratified by age, sex, race, SES, geo-
graphic region, and community size to match 1970 U.S. Census
Bureau data. The researchers compared one-, two-, and three-
factor solutions using magnitudes of unique variances, propor-
tion of total variance accounted for by common factor variance,
patterns of correlations with each factor, and percentage of
common factor variance accounted for by each factor. Coeffi-
cients of congruence were .99 for comparisons of the unique
variances and of the three solutions examined. Thus, the factor
correlations were congruent for Black and White children.

Dean (1979) compared three-factor WISC-R solutions for
White and Mexican American children referred because of
learning difficulties in the regular classroom. Analyzing the
10 main WISC-R subtests, Dean found these coefficients of
congruence: .84 for Verbal Comprehension, .89 for Perceptual
Organization, and .88 for Freedom from Distractibility.

Gutkin and Reynolds (1980) compared one-, two-, and
three-factor principal-factor solutions of the WISC-R for
referred White and Mexican American children. The re-
searchers also compared their solutions to those of Reschly
(1978) and to those derived from the norming sample. Coef-
ficients of congruence were .99 for Gutkin and Reynolds’s
one-factor solutions and .98 and .91 for their two-factor solu-
tions. Coefficients of congruence exceeded .90 in all compar-
isons of Gutkin and Reynolds’s solutions to Reschly’s
solutions for normal Black, White, Mexican American, and
Papago children and to solutions derived from the norming
sample. Three-factor results were more varied but also indi-
cated substantial congruity for these children.

DeFries et al. (1974) administered 15 ability tests to large
samples of American children of Chinese or Japanese ancestry.
The researchers examined correlations among the 15 tests for
the two ethnic groups and concluded that the cognitive organi-
zation of the groups was virtually identical. Willerman (1979)
reviewed these results and concluded, in part, that the tests were
measuring the same abilities for the two groups of children.

Results with adults are available as well. Kaiser (1986) and
Scholwinski (1985) have found the Wechsler Intelligence
Scale–Revised (WAIS-R) to be factorially congruent for Black
and White adults from the norming sample. Kaiser conducted
separate hierarchical analyses for Black and White partici-
pants and calculated coefficients of congruence for the
General, Verbal, and Performance factors. Coefficients for the

three factors were .99, .98, and .97, respectively. Scholwinski
(1985) selected Black and White participants closely matched
in age, sex, and Full Scale IQ, from the WAIS-R norming sam-
ple. Results again indicated factorial congruence.

Researchers have also assessed construct bias by estimat-
ing internal consistency reliabilities for different groups.
Internal consistency reliability is the extent to which all items
of a test are measuring the same construct. A test is unbiased
with regard to this characteristic to the extent that its reliabil-
ities are similar from group to group.

Jensen (1977) used Kuder-Richardson formula 21 to esti-
mate internal consistency reliability for Black and White
adults on the Wonderlic Personnel Test. Reliability estimates
were .86 and .88 for Blacks and Whites, respectively. In addi-
tion, Jensen (1974) used Hoyt’s formula to obtain internal con-
sistency estimates of .96 on the PPVT for Black, White, and
Mexican American children. The researcher then subdivided
each group of children by gender and obtained reliabilities of
.95–.97. Raven’s colored matrices produced internal consis-
tency reliabilities of .86–.91 for the same six race-gender
groupings. For these three widely used aptitude tests, Jensen’s
(1974, 1976) results indicated homogeneity of test content and
consistency of measurement by gender and ethnicity.

Sandoval (1979) and Oakland and Feigenbaum (1979)
have extensively examined the internal consistency reliabil-
ity of the WISC-R subtests, excluding Digit Span and Cod-
ing, for which internal consistency analysis is inappropriate.
Both studies included Black, White, and Mexican American
children. Both samples were large, and Sandoval’s exceeded
1,000.

Sandoval (1979) estimated reliabilities to be within .04 of
each other for all subtests except Object Assembly. This sub-
test was most reliable for Black children at .95, followed by
Whites at .79 and Mexican Americans at .75. Oakland and
Feigenbaum (1979) found reliabilities within .06, again ex-
cepting Object Assembly. In this study, the subtest was most
reliable for Whites at .76, followed by Blacks at .64 and
Mexican Americans at .67. Oakland and Feigenbaum also
found consistent reliabilities for males and females. 

Dean (1979) assessed the internal consistency reliability
of the WISC-R for Mexican American children tested by
White examiners. Reliabilities were consistent with, although
slightly larger than, those reported by Wechsler (1975) for the
norming sample.

Results with the WISC-III norming sample (Prifitera,
Weiss, & Saklofske, 1998) suggested a substantial associa-
tion between IQ and SES. WISC-III Full Scale IQ was higher
for children whose parents had high education levels, and
parental education is considered a good measure of SES. The
children’s Full Scale IQs were 110.7, 103.0, 97.9, 90.6, and
87.7, respectively, in the direction of highest (college or
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above) to lowest (< 8th grade) parental education level. Re-
searchers have reported similar results for other IQ tests
(Prifitera et al.). Such results should not be taken as showing
SES bias because, like ethnic and gender differences, they
may reflect real distinctions, perhaps influenced by social and
economic factors. Indeed, IQ is thought to be associated with
SES. By reflecting this theoretical characteristic of intelli-
gence, SES differences may support the construct validity of
the tests examined.

Psychologists view intelligence as a developmental phe-
nomenon (Reynolds, Lowe, et al., 1999). Hence, similar cor-
relations of raw scores with age may be evidence of construct
validity for intelligence tests. Jensen (1976) found that these
correlations for the PPVT were .73 with Blacks, .79 with
Whites, and .67 with Mexican Americans. For Raven’s col-
ored matrices, correlations were .66 for Blacks, .72 for
Whites, and .70 for Mexican Americans. The K-ABC pro-
duced similar results (Kamphaus & Reynolds, 1987). 

A review by Moran (1990) and a literature search by
Reynolds, Lowe, et al. (1999) indicated that few construct bias
studies of personality tests had been published. This limitation
is notable, given large mean differences on the Minnesota
Multiphasic Personality Inventory (MMPI), and possibly the
MMPI-2, for different genders and ethnicities (Reynolds
et al.). Initial results for the Revised Children’s Manifest
Anxiety Scale (RCMAS) suggest consistent results by gender
and ethnicity (Moran, 1990; Reynolds & Paget, 1981).

To summarize, studies using different samples, method-
ologies, and definitions of bias indicate that many prominent
standardized tests are consistent from one race, ethnicity, and
gender to another (see Reynolds, 1982b, for a review of
methodologies). These tests appear to be reasonably unbiased
for the groups investigated.

Predictive Validity

As its name implies, predictive validity pertains to prediction
from test scores, whereas content and construct validity per-
tain to measurement. Anastasi (1988) defines predictive or
criterion-related validity as “the effectiveness of a test in pre-
dicting an individual’s performance in specified activities” (p.
145). Thus, test bias in predictive validity may be defined as
systematic error that affects examinees’ performance differ-
entially depending on their group membership. Cleary et al.
(1975) defined predictive test bias as constant error in an in-
ference or prediction, or error in a prediction that exceeds the
smallest feasible random error, as a function of membership
in a particular group. Oakland and Matuszek (1977) found
that fewer children were wrongly placed using these criteria
than using other, varied models of bias. An early court ruling
also favored Cleary’s definition (Cortez v. Rosen, 1975).

Of importance, inaccurate prediction sometimes reflects
inconsistent measurement of the characteristic being pre-
dicted, rather than bias in the test used to predict it. In addition,
numerous investigations of predictive bias have addressed the
selection of employment and college applicants of different
racial and ethnic groups. Future studies should also address
personality tests (Moran, 1990). As the chapter will show, co-
pious results for intelligence tests are available.

Under the definition presented by Cleary et al. (1975), the
regression line formed by any predictor and criterion (e.g.,
total test score and a predicted characteristic) must be the
same for each group with whom the test is used. A regression
line consists of two parameters: a slope a and an intercept b.
Too great a group difference in either of these parameters in-
dicates that a regression equation based on the combined
groups would predict inaccurately (Reynolds, Lowe, et al.,
1999). A separate equation for each group then becomes nec-
essary with the groups and characteristics for which bias has
been found.

Hunter, Schmidt, and Hunter (1979) reviewed 39 studies,
yielding 866 comparisons, of Black-White test score validity in
personnel selection. The researchers concluded that the results
did not support a hypothesis of differential or single-group
validity. Several studies of the Scholastic Aptitude Test (SAT)
indicated no predictive bias, or small bias against Whites, in
predicting grade point average (GPA) and other measures of
college performance (Cleary, 1968; Cleary et al., 1975).

Reschly and Sabers (1979) examined the validity of
WISC-R IQs in predicting the Reading and Math subtest
scores of Blacks, Whites, Mexican Americans, and Papago
Native Americans on the Metropolitan Achievement Tests
(MAT). The MAT has undergone item analysis procedures to
eliminate content bias, making it especially appropriate for
this research: Content bias can be largely ruled out as a com-
peting explanation for any invalidity in prediction. WISC-R
IQs underpredicted MAT scores for Whites, compared with
the remaining groups. Overprediction was greatest for
Papagos. The intercept typically showed little bias.

Reynolds and Gutkin (1980) conducted similar analyses
for WISC-R Verbal, Performance, and Full Scale IQs as pre-
dictors of arithmetic, reading, and spelling. The samples were
large groups of White and Mexican American children from
the southwestern United States. Only the equation for Perfor-
mance IQ and arithmetic achievement differed for the two
groups. Here, an intercept bias favored Mexican American
children.

Likewise, Reynolds and Hartlage (1979) assessed WISC
and WISC-R Full Scale IQs as predictors of Blacks’ and
Whites’ arithmetic and reading achievement. The children’s
teachers had referred them for psychological services in a
rural, southern school district. The researchers found no
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statistically significant differences for these children. Many
participants, however, had incomplete data (34% of the
total).

Prifitera, Weiss, and Saklofske (1998) noted studies in
which the WISC-III predicted achievement equally for Black,
White, and Hispanic children. In one study, Weiss and Prifitera
(1995) examined WISC-III Full Scale IQ as a predictor of
Wechsler Individual Achievement Test (WIAT) scores for
Black, White, and Hispanic children aged 6 to 16 years. Re-
sults indicated little evidence of slope or intercept bias, a find-
ing consistent with those for the WISC and WISC-R. Weiss,
Prifitera, and Roid (1993) reported similar results.

Bossard, Reynolds, and Gutkin (1980) analyzed the 1972
Stanford-Binet Intelligence Scale when used to predict the
reading, spelling, and arithmetic attainment of referred
Black and White children. No statistically significant bias
appeared in comparisons of either correlations or regression
analyses.

Reynolds, Willson, and Chatman (1985) evaluated K-ABC
scores as predictors of Black and White children’s academic
attainment. Some of the results indicated bias, usually over-
prediction of Black children’s attainment. Of 56 Potthoff
comparisons, however, most indicated no statistically signifi-
cant bias. Thus, evidence for bias had low method reliability
for these children.

In addition, Kamphaus and Reynolds (1987) reviewed
seven studies on predictive bias with the K-ABC. Overpre-
diction of Black children’s scores was more common than
with other tests and was particularly common with the Se-
quential Processing Scale. The differences were small and
were mitigated by using the K-ABC Mental Processing Com-
posite. Some underprediction of Black children’s scores also
occurred.

A series of very-large-N studies reviewed by Jensen (1980)
and Sattler (1974) have compared the predictive validities of
group IQ tests for different races. This procedure has an im-
portant limitation. If validities differ, regression analyses
must also differ. If validities are the same, regression analyses
may nonetheless differ, making additional analysis necessary
(but see Reynolds, Lowe, et al., 1999). In addition, Jensen and
Sattler found few available studies. Lorge-Thorndike Verbal
and Nonverbal IQs were the results most often investigated.
The reviewers concluded that validities were comparable for
Black and White elementary school children. In the future, re-
searchers should broaden the range of group intelligence tests
that they examine. Emphasis on a small subset of available
measures is a common limitation of test research.

Guterman (1979) reported an extensive analysis of the
Ammons and Ammons Quick Test (QT), a verbal IQ measure,
with adolescents of different social classes. The variables pre-

dicted were (a) social knowledge measures; (b) school grades
obtained in Grades 9, 10, and 12; (c) Reading Comprehension
Test scores on the Gates Reading Survey; and (d) Vocabulary
and Arithmetic subtest scores on the General Aptitude Test
Battery (GATB). Guterman found little evidence of slope or
intercept bias with these adolescents, except that one social
knowledge measure, sexual knowledge, showed intercept
bias.

Another extensive analysis merits attention, given its un-
expected results. Reynolds (1978) examined seven major
preschool tests: the Draw-a-Design and Draw-a-Child sub-
tests of the McCarthy Scales, the Mathematics and Language
subtests of the Tests of Basic Experiences, the Preschool
Inventory–Revised Edition, and the Lee-Clark Readiness
Test. Variables predicted were four MAT subtests: Word
Knowledge, Word Discrimination, Reading, and Arithmetic.
Besides increased content validity, the MAT had the advan-
tage of being chosen by teachers in the district as the test
most nearly measuring what was taught in their classrooms.
Reynolds compared correlations and regression analyses for
the following race-gender combinations: Black females ver-
sus Black males, White females versus White males, Black
females versus White females, and Black males versus White
males. The result was 112 comparisons each for correlations
and regression analyses.

For each criterion, scores fell in the same rank order:
White females < White males < Black females < Black
males. Mean validities comparing pre- and posttest scores,
with 12 months intervening, were .59 for White females, .50
for White males, .43 for Black females, and .30 for Black
males. In spite of these overall differences, only three differ-
ences between correlations were statistically significant, a
chance finding with 112 comparisons. Potthoff comparisons
of regression lines, however, indicated 43 statistically signif-
icant differences. Most of these results occurred when race
rather than gender was compared: 31 of 46 comparisons
(p < .01). The Preschool Inventory and Lee-Clark Test most
frequently showed bias; the MRT never did. The observed
bias overpredicted scores of Black and male children.

Researchers should investigate possible reasons for these
results, which may have differed for the seven predictors but
also by the statistical results compared. Either Potthoff com-
parisons or comparisons of correlations may be inaccurate
or inconsistent as analyses of predictive test bias (see also
Reynolds, 1980).

Brief screening measures tend to have low reliability
compared with major ability and aptitude tests such as the
WISC-III and the K-ABC. Low reliability can lead to bias in
prediction (Reynolds, Lowe, et al., 1999). More reliable mea-
sures, such as the Metropolitan Readiness Tests (MRT), the
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WPPSI, and the McCarthy Scales, have shown little evidence
of internal bias. The WPPSI and McCarthy Scales have not
been assessed for predictive bias with differing racial or eth-
nic groups (Reynolds, Lowe, et al., 1999).

Reynolds (1980) examined test and subtest scores for the
seven tests noted above when used to predict MAT scores for
males and females and for diverse ethnic groups. The re-
searcher examined residuals, the differences between pre-
dicted scores and actual scores obtained by examinees.
Techniques used were multiple regression to obtain residuals
and race by gender ANOVA to analyze them.

ANOVA results indicated no statistically significant differ-
ences in residuals for ethnicities or genders, and no statisti-
cally significant interactions. Reynolds (1980) then examined
a subset of the seven-test battery. No evidence of racial bias
appeared. The results indicated gender bias in predicting two
of the four MAT subtests, Word Discrimination and Word
Knowledge. The seven tests consistently underpredicted
females’ scores. The difference was small, on the order of .13
to .16 standard deviation.

For predictive validity, as for content and construct valid-
ity, the results reviewed above suggest little evidence of bias,
be it differential or single-group validity. Differences are
infrequent. Where they exist, they usually take the form of
small overpredictions for lower scoring groups, such as dis-
advantaged, low-SES, or ethnic minority examinees. These
overpredictions are unlikely to account for adverse placement
or diagnosis of these groups. On a grander scale, the small
differences found may be reflections, but would not be major
causes, of sweeping social inequalities affecting ethnic group
members. The causes of such problems as employment dis-
crimination and economic deprivation lie primarily outside
the testing environment.

Path Modeling and Predictive Bias

Keith and Reynolds (1990; see also Ramsay, 1997) have sug-
gested path analysis as a means of assessing predictive bias.
Figure 4.1 shows one of their models. Each arrow represents
a path, and each oblong or rectangle represents a variable.

The path from group membership to intelligence test score
denotes bias. Its beta value, then, should be small. The ab-
sence of this path would represent bias of zero. 

A limitation of this approach is that no true ability mea-
sures exist. Thus, a path model could not incorporate true
ability unless it was measured by three or more existing vari-
ables. Figure 4.2 shows a proposed model that disposes of this
limitation. Here, true ability drops out, and a path leads from
the predictor, Achievement Test Score, to the criterion, School
Achievement. The path from group membership to the predic-
tor denotes bias; as before, its beta value should be small. The
absence of this path would, again, reflect zero bias.

THE EXAMINER-EXAMINEE RELATIONSHIP

Contrary findings notwithstanding, many psychological pro-
fessionals continue to assert that White examiners impede the
test performance of minority group members (Sattler, 1988).
Sattler and Gwynne (1982) reviewed 27 published studies on
the effects of examiners’ race on the test scores of children
and youth on a wide range of cognitive tests. Participants
were students in preschool through Grade 12, most from
urban areas throughout the United States. Tests included the
Wechsler Scales; the Stanford-Binet, Form L-M; the PPVT;
the Draw-a-Man Test; the Iowa Test of Preschool Develop-
ment; and others. In 23 of these studies, examiner’s race
(Black or White) and test scores of racial groups (Black or
White) had no statistically significant association. Sattler and
Gwynne reported that the remaining 4 studies had method-
ological limitations, including inappropriate statistical tests
and designs. Design limitations included lack of a compari-
son group and of external criteria to evaluate the validity of
procedures used.

The question of possible examiner-examinee effects has
taken numerous forms. Minority examinees might obtain
reduced scores because of their responses to examiner-
examinee differences. An examiner of a different race, for
example, might evoke anxiety or fear in minority children.
Research has lent little support to this possibility. Kaufman
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Figure 4.1 A path model showing predictive bias. The arrow from Group
Membership to Intelligence Test Score represents bias.
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Achievement

Figure 4.2 A revised path model showing predictive bias. The arrow from
Group Membership to Predictor of School Achievement represents bias. 



86 Bias in Psychological Assessment: An Empirical Review and Recommendations

(1994), for example, found that Black populations obtained
their highest scores on tests most sensitive to anxiety.

White examiners may be less effective than Hispanic
American examiners when testing Hispanic American chil-
dren and adolescents. This proposal, too, has received little
support. Gerkin (1978) found that examiner’s ethnicity (White
or Hispanic American) and examiner’s bilingual ability
(monolingual or bilingual) had no statistically significant as-
sociation with the WPPSI IQs or the Leiter International Per-
formance Scale scores of children aged 4, 5, and 6 years.
Morales and George (1976) found that Hispanic bilingual chil-
dren in Grades 1–3 obtained higher WISC-R scores with
monolingual non-Hispanic examiners than with bilingual His-
panic examiners, who tested the children in both Spanish and
English (Sattler, 1988; Reynolds, Lowe, et al., 1999).

These findings suggest that examiner ethnicity has little
adverse effect on minority scores. Examiners need to be well
trained and competent, however, in administering standard-
ized tests to diverse minority group members. Rapport may
be especially crucial for minority examinees, and approaches
that are effective with one ethnic group may be less so with
another. As usual, research in this area should continue. Nei-
ther researchers nor clinicians can assume that the results
reviewed above typify all future results.

HELMS AND CULTURAL EQUIVALENCE

As noted above, Helms (1992) and other authors have re-
framed the CTBH approach over time. Helms has addressed
the implicit biological and environmental philosophical per-
spectives used to explain racial and ethnic group differences
in tested cognitive ability. Helms’s position is that these per-
spectives stem from inadequate notions of culture and that
neither perspective provides useful information about the
cultural equivalence of tests for diverse ethnic groups. As-
sessment of cultural equivalence is necessary to account for
minority groups’ cultural, social, and cognitive differences
from the majority.

For Helms (1992), cultural equivalence should take seven
forms (Butcher, 1982): (a) functional equivalence, the extent
to which test scores have the same meaning for different cul-
tural groups; (b) conceptual equivalence, whether test items
have the same meaning and familiarity in different groups;
(c) linguistic equivalence, whether tests have the same linguis-
tic meaning to different groups; (d) psychometric equivalence,
the extent to which tests measure the same thing for different
groups; (e) testing condition equivalence, whether groups are
equally familiar with testing procedures and view testing as a
means of assessing ability; (f) contextual equivalence, the

extent to which a cognitive ability is assessed similarly in dif-
ferent contexts in which people behave; and (g) sampling
equivalence, whether comparable samples of each cultural
group are available at the test development, validation, and
interpretation stages.

Helms (1992) argues for the diversification of existing tests,
the development of new standardized tests, and the formation
of explicit principles, hypotheses, assumptions, and theoreti-
cal models for investigating cultural differences. In addition,
Helms argues that existing frameworks—biological, environ-
mental, and cultural—should be operationally defined.

For future research, Helms (1992) recommends (a) devel-
opment of measures for determining interracial cultural de-
pendence and levels of acculturation and assimilation in test
items, (b) modification of test content to include items that re-
flect cultural diversity, (c) examination of incorrect responses,
(d) incorporation of cognitive psychology into interactive
modes of assessment, (e) use of theories to examine environ-
mental content of criteria, and (f) separate racial group norms
for existing tests. Researchers should interpret test scores cau-
tiously, Helms suggests, until psychometricians develop more
diverse procedures to address cultural concerns.

Helms’ (1992) approach, or one like it, is likely to become
a future trend. As observed by Reynolds, Lowe, et al. (1999),
however, much of the work recommended by Helms has been
well under way for several decades (for an extensive treat-
ment, see Cronbach & Drenth, 1972; see also Hambleton,
1994; Van de Vijver & Hambleton, 1996). Reynolds et al.
contend that Helms has coined new terms for old constructs
and dismissed many studies already addressing the issues she
raises. At best, Helms has organized and called attention to
long-recognized empirical issues. 

TRANSLATION AND CULTURAL TESTING

The findings reviewed above do not apply to translations of
tests. Use of a test in a new linguistic culture requires that it
be redeveloped from the start. One reason for the early suc-
cess of the Stanford-Binet Intelligence Scale was that Terman
reconceptualized it for the United States, reexamining
Binet’s theory of intelligence, writing and testing new items,
and renorming the scales (Reynolds, Lowe, et al., 1999).

Terman’s work was an exception to a rule of simple trans-
lation of the Binet Scales. Even today, few researchers are
versant in procedures for adapting tests and establishing
score equivalence. Nonetheless, the procedures are available,
and they increase the validity of the adapted tests (Hambleton
& Kanjee, 1995). Adaptation of educational and psychologi-
cal tests most frequently occurs for one of three reasons: to
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facilitate comparative ethnic studies, to allow individuals to
be tested in their own language, or to reduce the time and cost
of developing new tests.

Test adaptation has been common for more than 90 years,
but the field of cross-cultural and cross-national comparisons
is relatively recent. This field presently focuses on develop-
ment and use of adaptation guidelines (Hambleton, 1994),
ways to interpret and use cross-cultural and cross-national
data (Hambleton & Kanjee, 1995; Poortinga & Malpass,
1986), and especially procedures for establishing item equiv-
alence (Ellis, 1991; Hambleton, 1993; Poortinga, 1983; Van
de Vijver & Poortinga, 1991). Test items are said to be equiv-
alent when members of each linguistic or cultural group who
have the same standing on the construct measured by the tests
have the same probability of selecting the correct item
response.

The designs used to establish item equivalence fall into two
categories, judgmental and statistical. Judgmental designs
rely on a person’s or group’s decision regarding the degree of
translation equivalence of an item. Two common designs
are forward translation and back translation (Hambleton &
Bollwark, 1991). In the first design, translators adapt or trans-
late a test to the target culture or language. Other translators
then assess the equivalency of the two versions. If the versions
are not equivalent, changes are made. In the second design,
translators adapt or translate a test to the target culture or lan-
guage as before. Other translators readapt the items back to
the original culture or language. An assessment of equiva-
lence follows. Judgmental designs are a preliminary ap-
proach. Additional checks, such as DIF or other statistical
analyses, are also needed (Reynolds, Lowe, et al., 1999).

Three statistical designs are available, depending on the
characteristics of the sample. In the bilingual examinees de-
sign, participants who take both the original and the target
version of the test are bilingual (Hambleton & Bollwark,
1991). In the source and target language monolinguals de-
sign, monolinguals in the original language take the original
or back-translated version, and monolinguals in the target
language take the target version (Ellis, 1991). In the third de-
sign, monolinguals in the original language take the original
and back-translated versions. 

After administration and scoring, statistical procedures
are selected and performed to assess DIF. Procedures can
include factor analysis, item response theory, logistic re-
gression, and the Mantel-Haenszel technique. If DIF is sta-
tistically significant, additional analyses are necessary to
investigate possible bias or lack of equivalence for different
cultures or languages.

A study by Arnold, Montgomery, Castaneda, and Longoria
(1994) illustrates the need to evaluate item equivalence. The

researchers found that acculturation affected several subtests
of the Halstead-Reitan neuropsychological test when used
with unimpaired Hispanics. By contrast, Boivin et al. (1996)
conducted a study with Lao children and identified variables
such as nutritional development, parental education, and
home environment that may influence scores on several tests,
including the K-ABC, the Tactual Performance Test (TPT),
and the computerized Tests of Variables of Attention (TOVA).
These results suggest that tests can potentially be adapted to
different cultures, although the challenges of doing so are
formidable. Such results also show that psychologists have
addressed cultural equivalence issues for some time, contrary
to the view of Helms (1992).

NATURE AND NURTURE

Part of the emotion surrounding the test bias controversy stems
from its association in the human mind with the troubling no-
tion of innate, genetic inferiority. Given real differences, how-
ever, a genetic explanation is by no means inevitable. Absence
of bias opens up the possibility of environmental causes,
as well, and explanations span the sociopolitical spectrum.
Discrimination; economic disadvantage; exclusion from edu-
cational opportunity, personal development, social support,
practical information, and achievement-oriented values—all
become possible causes, if differences are real.

All sides of the nature-nurture debate depend on the exis-
tence of real differences. Therefore, the debate must even-
tually prove irresolvable unless the test bias question is
somehow answered. The reverse, however, is not true. Test
bias research can continue indefinitely with the nature-nurture
question unresolved. Psychometricians are attempting to dis-
entangle the nature-nurture debate from the empirical investi-
gation of test bias, but the separation is unlikely to be a neat
one (Reynolds , Lowe, et al., 1999).

CONCLUSIONS AND RECOMMENDATIONS

The conclusion reached in most of the research reviewed
above was that test bias did not exist. Today, the same re-
search would lead to different conclusions. Test bias exists
but is small, which raises questions about its importance. It
most often overestimates or overpredicts minority exami-
nees’ performance, so that its social consequences may be
very different from those typically ascribed to it, and appro-
priate responses to it may differ from those typically made.
Finally, just as purely genetic and environmental paradigms
have given way, the interpretation of zero bias should cede to



88 Bias in Psychological Assessment: An Empirical Review and Recommendations

a better informed understanding that bias cannot be under-
stood in isolation from other possible influences.

We recommend that rigorous examination of possible test
bias and inaccuracy should continue, employing the latest and
most diverse techniques. Nonetheless, we caution against
labeling tests biased in the absence of, or in opposition to, re-
liable evidence. To do so is of questionable effectiveness in
the struggle to identify and combat real discrimination and to
ensure that everyone is treated fairly.

Discrimination is a legitimate and compelling concern. We
do not argue that it is rare, unimportant, or remotely accept-
able. We do, however, suggest from research findings that
standardized test bias is not a major source of discrimina-
tion. Accordingly, resources meant to identify and alleviate
discrimination might better be directed toward real-world
causes rather than standardized tests. In addition, we question
whether the goal of equal opportunity is served if possible ev-
idence of discrimination, or of inequalities resulting from it, is
erased by well-meaning test publishers or other professionals.

The issue of bias in mental testing, too, is an important con-
cern with strong historical precedence in the social sciences
and with formidable social consequences. The controversy is
liable to persist as long as we entangle it with the nature-
nurture question and stress mean differences in standardized
test scores. Similarly, the use of aptitude and achievement
measures is long-standing and widespread, extending back
more than 2000 years in some cultures and across most cul-
tures today. It is unlikely to disappear soon.

The news media may be partly responsible for a popular
perception that tests and testing are uniformly biased or un-
fair. As indicated by the findings reviewed here, the view that
tests are substantially biased has little support at present, at
least in cultures with a common language and a degree of
common experience. In addition, public pressure has pushed
the scientific community to refine its definitions of bias, scru-
tinize the practices used to minimize bias in tests, and de-
velop increasingly sophisticated statistical techniques to
detect bias (Reynolds, Lowe, et al., 1999; Samuda, 1975).
Finally, the findings reviewed here give indications that fair
testing is an attainable goal, albeit a challenging one that de-
mands skill and training.

Reynolds, Lowe, et al. (1999) suggest four guidelines to
help ensure equitable assessment: (a) investigate possible re-
ferral source bias, because evidence suggests that people are
not always referred for services on impartial, objective
grounds; (b) inspect test developers’ data for evidence that
sound statistical analyses for bias have been completed;
(c) conduct assessments with the most reliable measure avail-
able; and, finally, (d) assess multiple abilities and use multi-
ple methods. In summary, clinicians should use accurately

derived data from multiple sources before making decisions
about an individual.

Clinicians should be cognizant of a person’s environ-
mental background and circumstances. Information about a
client’s home, community, and the like must be evaluated in
an individualized decision-making process. Likewise, clini-
cians should not ignore evidence that disadvantaged, ethnic
minority clients with unfavorable test results are as likely to
encounter difficulties as are middle-class, majority clients
with unfavorable test results, given the same environmental
circumstances. The purpose of the assessment process is to
beat the prediction—to suggest hypotheses for interventions
that will prevent a predicted failure or adverse outcome
(Reynolds, Lowe, et al., 1999). This perspective, although
developed primarily around ability testing, is relevant to per-
sonality testing as well.

We urge clinicians to use tests fairly and in the interest of
examinees, but we see little benefit in discarding standard-
ized tests entirely. We recommend that test consumers evalu-
ate each measure separately to ensure that results pertaining
to bias are available and satisfactory. If results are unsatisfac-
tory, local norming may produce less biased scores. If results
are unavailable, additional testing may be possible given
samples of sufficient size. In addition, clinical practice and
especially research should reflect an understanding of the
conceptual distinctions, such as bias versus unfairness, de-
scribed above.

A philosophical perspective emerging in the bias literature
is that, before publication, test developers should not only
demonstrate content, construct, and predictive validity but
should also conduct content analysis in some form to ensure
that offensive material is absent from the test. Expert reviews
of test content can have a role, and the synergistic relation-
ship between test use and psychometrics must be accom-
modated in an orderly manner before tests gain increased
acceptance in society.

Nevertheless, informal reviews cannot meet the need to
assess for bias. Test authors and publishers must demonstrate
factorial congruence with all groups for whom a test is de-
signed, to permit accurate interpretation. Comparisons of
predictive validity with ethnic and gender groups are also im-
portant. Such research should take place during test develop-
ment, a window during which measures can be altered using
numerous item analysis procedures to minimize gender or
ethnic bias. This practice has been uncommon, except with
some recent achievement tests.

Scant available findings for personality tests are a major
weakness in the bias literature. Only recently have re-
searchers begun to respond appropriately to this problem
(e.g., Reynolds & Kamphaus, 1992). Increased research is



References 89

needed also for neuropsychological tests, for ability and
achievement tests not yet investigated, for SES, and for mi-
nority examinees tested by majority examiners. Future re-
sults, it is expected, will continue to indicate consistency for
different genders, races, ethnicities, and similar groups.

Finally, a clear consensus on fairness, and on steps to be
taken to attain it, is needed between persons with humanitar-
ian aims and those with scientific interest in test bias. Ac-
commodation toward this end would ensure that everyone
concerned with a given test was satisfied that it was unbiased
and that the steps taken to achieve fairness could be held up
to public scrutiny without reservation (Reynolds, Lowe,
et al., 1999). Test bias and fairness is a domain in great need
of consensus, and this goal is attainable only with conces-
sions on all sides.
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Some say that the world is shrinking. We know that world-
wide cable news programs and networks, the Internet, and
satellites are making communications across cultures and
around the world much easier, less expensive, and remark-
ably faster. Cross-cultural psychology studies the psycholog-
ical differences associated with cultural differences. (In a
strictly experimental design sense, in much of cross-cultural
research, cultures typically serve as independent variables
and behaviors of interest as dependent variables.) At one
time, such research implied crossing the borders of countries,
and generally, it still may. However, as countries become
more multicultural due to immigration (made much easier in
Europe with the advent of the European Union, or EU), dif-
ferent cultures may exist within a country as well as in differ-
ing countries. Research in psychology, too, has been affected
by these worldwide changes.

The world context has also shifted. The cultural makeup
of the United States is certainly changing rapidly; recent U.S.
Census Bureau analyses indicate the rapid increase in eth-
nic minorities, especially Hispanic Americans and Asian
Americans, to the extent that the historical EuropeanAmerican
majority in American is likely to become a minority group

within the next decade or so (see Geisinger, 2002, or Sandoval,
1998, for an elaboration of these data). While the United States
is experiencing population changes with a considerable in-
crease in groups traditionally identified as ethnic minorities, so
have other parts of the world experienced these same popula-
tion shifts. Many of these changes are occurring as “the direct
consequence of cross-immigration and globalization of the
economy” (Allen & Walsh, 2000, p. 63). Cultures change due
to population changes caused by immigration and emigration,
birth and death rates, and other factors, but they also change
due to historical influences apart from population shifts. Coun-
tries that have suffered famine, aggression on the part of other
nations, or other traumatic changes may experience significant
cultural transformations as well as population changes. Most
psychologists have studied human behavior within a single,
broad culture, sometimes called Euro-American culture
(Moreland, 1996; Padilla & Medina, 1996). In more recent
years, psychologists have begun to recognize the importance
of culture; in 1995 the American Psychological Association
(APA) began publishing the journal Culture and Psychology.
Such an event may be seen as an indication of the increased
recognition of the importance of culture in psychology.
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According to Berry (1980), cross-cultural psychology
seeks to explore the relationships between cultural and behav-
ioral variables. He included ecological and societal factors
within the realm of cultural variables. Likewise, he in-
cluded as part of behavioral variables those that must be in-
ferred from behavior, such as personality, attitudes, interests,
and so on. The variables that are studied in cross-cultural psy-
chology, of course, must be measured and they have tradi-
tionally been examined using standardized tests, interviews,
and a variety of formal and informal assessments. In fact,
Triandis, Malpass, and Davidson (1971) describe cross-
cultural psychology as follows: “Cross-cultural psychology
includes studies of subjects from two or more cultures, using
equivalent methods of measurement, to determine the limits
within which general psychological theories do hold, and the
kinds of modifications of these theories that are needed to
make them universal” (p. 1; also cited in Berry, 1980, p. 4).
The previous statement emphasizes the need for equivalent
methods of measurement. If the findings of cross-cultural
psychology are to have validity, then equivalent measurement
is required. This point is the general theme of this chapter. It is
argued that to note cross-cultural differences or similarities in
terms of psychological variables and theories, one must have
confidence that the measures used in research are equivalent
measures in each culture.

When one is comparing two cultures with respect to a
psychological or other variable, there are a number of factors
that can invalidate the comparison. For example, if one se-
lects well-educated individuals from one culture and less
well-educated persons from the second culture, the compar-
ison is likely to be flawed. (See van de Vijver & Leung,
1997, for a more complete listing and explanation of these
confounding factors.) However, one of the primary sources
of invalidity, one that is often not understood as easily as the
previous sampling example, relates to measurement instru-
ments. When the two cultures to be compared do not employ
the same language to communicate and have other cultural
differences, the measures that are used in the comparison
must of necessity be somewhat different. A number of the
possible options are discussed and evaluated in this chapter.
Depending upon the use and other factors, cross-cultural
psychologists and psychologists dealing with testing issues
in applied use are provided with some strategies for solving
the dilemmas that they face. Language is generally not the
only disparity when making cross-cultural comparisons.
Cultural differences in idioms, personal styles, experiences
in test taking, and a plethora of other variables must also be
considered in making cross-cultural or multicultural assess-
ments. These factors are often more subtle than language
differences.

Thus, there are theoretical reasons to examine testing
within cross-cultural psychology. There are also applied
reasons that testing is important in cross-cultural settings.
Obviously, the applied uses of tests and assessment across
cultures must rely on the theoretical findings from cross-
cultural psychology. Tests and assessment devices have been
found to have substantial validity in aiding in various kinds
of decision making in some cultures. Thus, other cultures
may wish to employ these measures, or adaptations of them,
in what appear to be similar applied settings in cultures other
than those where they were first developed and used.

Test development, test use, and other psychometric issues
have long held an important role in cross-cultural psychology.
Berry (1980) differentiated cross-cultural psychology from
many other areas of psychology, and aligned it closely to mea-
surement and methodology by reflecting that “most areas of
psychological enquiry are defined by their content; however,
cross-cultural psychology is defined primarily by its method”
(p. 1; emphasis in the original). The words testing and assess-
ment are used interchangeably by some psychologists, but
differentially by others. When they are distinguished, testing
involves the administration and scoring of a measurement in-
strument; assessment, on the other hand, is a broader term that
includes score and behavioral interpretation in the context of
the culture or the individual being evaluated.

Some Basic Distinctions

Before beginning a formal discussion of testing in cross-
cultural psychology, a few fundamental features must be dif-
ferentiated. When one uses measures in two cultures, one
engages in cross-cultural work. On the other hand, when
one studies the various subcultures within a country, such as
the United States of America, then one performs multicul-
tural analyses. The distinction is somewhat more complex,
however, and this demarcation in described in the next
section. Next, one of the fundamental distinctions in cross-
cultural psychology—the concepts of etic and emic—are de-
scribed; these terms in some ways parallel the distinction
between cross-cultural and multicultural analyses. In brief,
etic studies compare a variable across cultures whereas emic
studies are performed within a single culture. Finally, a dis-
tinction between the uses of tests in relatively pure research
as opposed to the testing of individuals in real-life, often
high-stakes decisions is described.

Cross-Cultural and Multicultural Psychology

The differences between cross-cultural and multicultural
are not entirely clear. Allen and Walsh (2000), for example,
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make the distinction that use of tests across cultural groups
(“often internationally”) is a cross-cultural application of
tests whereas the use of tests with individuals of differing
ethnic minority (or perhaps cultural) status within a nation is
a multicultural application of tests (p. 64). They note that
there is often overlap between culture and minority group sta-
tus. Clearly, the distinction blurs.

Thus, the techniques used in cross-cultural psychology
have great applicability to multicultural, psychological is-
sues. The questions and concerns involved in adapting a test
to make a comparison between U.S. and Mexican cultures,
for example, are certainly applicable to the testing of Spanish-
speaking Chicanos in the United States.

The Concepts of Etic and Emic

Linguists often use two important words in their work: pho-
netic and phonemic. According to Domino (2000), “Phonetic
refers to the universal rules for all languages, while phonemic
refers to the sounds of a particular language. From these
terms, the word ‘etic’ and ‘emic’ were derived and used in the
cross-cultural literature. Etic studies compare the same vari-
able across cultures. . . . Emic studies focus on only one cul-
ture and do not attempt to compare cultures” (p. 296). These
terms were originally coined by Pike (1967). The words etic
and emic also refer to local and universal qualities, respec-
tively. Thus, the terms have been used to describe both
behaviors and investigations.

Emics are behaviors that apply only in a single society or
culture and etics are those that are seen as universal, or without
the restrictions of culture. A complaint made about traditional
psychology is that it has presumed that certain findings in the
field are etics, even though they have not been investigated in
non-Western arenas (Berry, 1980; Moreland, 1996). Thus,
some findings considered etics are only so-called pseudo etics
(Triandis et al., 1971). The emic-etic distinction is one that has
broad applicability to the adaptation of tests developed in
America to other cultural spheres.

The emic-etic distinction also applies to the goals of and
approaches to cross-cultural research: The first goal is to doc-
ument valid principles that describe behavior in any one cul-
ture by using constructs that the people themselves conceive
as meaningful and important; this is an emic analysis. The
second goal of cross-cultural research is to make generaliza-
tions across cultures that take into account all human behav-
ior. The goal, then is theory building; that would be an etic
analysis (Brislin, 1980, p. 391). In searching for emic find-
ings, we are attempting to establish behavioral systems
(or rules) that appear to hold across cultures. That is, we are
endeavoring to verify that certain behavioral patterns exist

universally. Etic studies look at the importance of a given
behavior within a specific culture.

The Use of Tests and Assessments for Research
and Applied Use

The goal of most cross-cultural psychologists and other
researchers is the development of knowledge and the corre-
lated development, expansion, and evaluation of theories of
human behavior. Many applied psychologists, however, are
more concerned with the use of tests with specific individu-
als, whether in clinical practice, school settings, industrial
applications, or other environments in which tests are effec-
tively used. The difference in the use of tests in these settings
is significant; differences in the type or nature of the tests that
they need for their work, however, may well be trivial. If we
assume that the psychological variable or construct to be
measured is the same, then differences required for such var-
ied uses are likely to be minor. Both uses of tests, whether for
research or application, require that the measure be assessed
accurately and validly. Part of validity, it is argued, is that the
measure is free from bias, including those biases that emerge
from cultural and language differences. Some writers (e.g.,
Padilla & Medina, 1996) have accentuated the need for valid
and fair assessments when the nature of the assessment is for
high-stakes purposes such as admissions in higher education,
placement into special education, employment, licensure, or
psychodiagnosis.

THE NATURE OF EQUIVALENCE

The very nature of cross-cultural psychology places a heavy
emphasis upon assessment. In particular, measures that are
used to make comparisons across cultural groups need to
measure the characteristic unvaryingly in two or more cul-
tural groups. Of course, in some settings, this procedure may
be rather simple; a comparison of British and American par-
ticipants with regard to a variable such as depression or intel-
ligence may not produce unusual concerns. The language,
English, is, of course the same for both groups. Minor adjust-
ments in the spelling of words (e.g., behavioral becomes
behavioural) would first be needed. Some more careful edit-
ing of the items composing scales would also be needed,
however, to assure that none of the items include content that
has differing cultural connotations in the two countries. A
question about baseball, for example, could affect resultant
comparisons. These examples are provided simply to present
the nature of the issue. Cross-cultural psychologists have fo-
cused upon the nature of equivalence and, in particular, have
established qualitative levels of equivalence.
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Many writers have considered the notion of equivalence in
cross-cultural testing. Lonner (1979) is acknowledged often
for systematizing our conception of equivalence in testing in
cross-cultural psychology. He described four kinds of equiva-
lence: linguistic equivalence, conceptual equivalence, func-
tional equivalence, and metric equivalence (Nichols, Padilla,
& Gomez-Maqueo, 2000). Brislin (1993) provided a similar
nomenclature with three levels of equivalence: translation,
conceptual, and metric, leaving out functional equivalence, an
important kind of equivalence, as noted by Berry (1980),
Butcher and Han (1998), and Helms (1992). van de Vijver and
Leung (1997) operationalized four hierarchical levels of
equivalence as well, encompassing construct inequivalence,
construct equivalence, measurement unit equivalence, and
scalar or full-score comparability. It should be noted, however,
that like the concepts of test reliability and validity, equiva-
lence is not a property resident in a particular test or assess-
ment device (van de Vijver & Leung). Rather, the construct is
tied to a particular instrument and the cultures involved.
Equivalence is also time dependent, given the changes that
may occur in cultures. Lonner’s approach, which would ap-
pear to be most highly accepted in the literature, is described in
the next section, followed by an attempt to integrate some
other approaches to equivalence.

Linguistic Equivalence

When a cross-cultural study involves two or more settings in
which different languages are employed for communication,
the quality and fidelity of the translation of tests, testing mate-
rials, questionnaires, interview questions, open-ended re-
sponses from test-takers, and the like are critical to the
validity of the study. Differences in the wording of questions
on a test, for example, can have a significant impact on both
the validity of research results and the applicability of a
measure in a practice setting. If items include idioms from
the home language in the original form, the translation of
those idioms is typically unlikely to convey the same meaning
in the target language. The translation of tests from host lan-
guage to target language has been a topic of major concern to
cross-cultural psychologists and psychometricians involved
in this work. A discussion of issues and approaches to the
translation of testing materials appears later in this chapter.

Most of the emphasis on this topic has concerned the
translation of tests and testing materials. Moreland (1996)
called attention to the translation of test-taker responses and of
testing materials. Using objective personality inventories, for
example, in a new culture when they were developed in another
requires substantial revisions in terms of language and cultural
differences. It is relatively easy to use a projective device such
as the Rorschach inkblots in a variety of languages. That is

because such measures normally consist of nonverbal stimuli,
which upon first glance do not need translating in terms of lan-
guage. However, pictures and stimuli that are often found in
such measures may need to be changed to be consistent with
the culture in which they are to be used. (The images of stereo-
typic people may differ across cultures, as may other aspects of
the stimuli that appear in the projective techniques.) Further-
more, it is critical in such a case that the scoring systems,
including rubrics when available, be carefully translated as
well. The same processes that are used to insure that test items
are acceptable in both languages must be followed if the
responses are to be evaluated in equivalent manners.

Conceptual Equivalence

The question asked in regard to conceptual equivalence may
be seen as whether the test measures the same construct in
both (or all) cultures, or whether the construct underlying the
measure has the same meaning in all languages (Allen &
Walsh, 2000). Conceptual equivalence therefore relates to
test validity, especially construct validity.

Cronbach and Meehl (1955) established the conceptual
structure for construct validity with the model of a nomo-
logical network. The nomological network concept is based
upon our understanding of psychological constructs (hypo-
thetical psychological variables, characteristics, or traits)
through their relationships with other such variables. What
psychologists understand about in vivo constructs emerges
from how those constructs relate empirically to other con-
structs. In naturalistic settings, psychologists tend to measure
two or more constructs for all participants in the investigation
and to correlate scores among variables. Over time and mul-
tiple studies, evidence is amassed so that the relationships
among variables appear known. From their relationships, the
structure of these constructs becomes known and a nomolog-
ical network can be imagined and charted; variables that tend
to be highly related are closely aligned in the nomological
network and those that are not related have no connective
structure between them. The construct validity of a particular
test, then, is the extent to which it appears to measure the the-
oretical construct or trait that it is intended to measure. This
construct validity is assessed by determining the extent to
which the test correlates with variables in the patterns pre-
dicted by the nomological network. When the test correlates
with other variables with which it is expected to correlate, ev-
idence of construct validation, called convergent validation,
is found (Campbell & Fiske, 1959; Geisinger, 1992). Con-
versely, when a test does not correlate with a measure that the
theory of the psychological construct suggests that it should
not, positive evidence of construct validation, called discrim-
inant validation (Campbell & Fiske, 1959) is also found.
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Consider the following simple example. Intelligence and
school performance are both constructs measured by the
Wechsler Intelligence Scale for Children–III (WISC-III) and
grade point average (GPA)—in this instance, in the fourth
grade. Numerous investigations in the United States provide
data showing the two constructs to correlate moderately. The
WISC-III is translated into French and a similar study is per-
formed with fourth-graders in schools in Quebec, where a GPA
measure similar to that in U.S. schools is available. If the cor-
relation is similar between the two variables (intelligence and
school performance), then some degree of conceptual equiva-
lence between the English and French versions of the WISC-III
is demonstrated. If a comparable result is not found, however,
it is unclear whether (a) the WISC-III was not properly trans-
lated and adapted to French; (b) the GPAin the Quebec study is
different somehow from that in the American studies; (c) one
or both of the measured constructs (intelligence and school
performance) does not exist in the same fashion in Quebec as
they do in the United States; or (d) the constructs simply do not
relate to each other the way they do in the United States. Addi-
tional research would be needed to establish the truth in this sit-
uation. This illustration is also an example of what van de
Vijver and Leung (1997) have termed construct inequivalence,
which occurs when an assessment instrument measures differ-
ent constructs in different languages. No etic comparisons can
be made in such a situation, because the comparison would be
a classic apples-and-oranges contrast.

Ultimately and theoretically, conceptual equivalence is
achieved when a test that has considerable evidence of con-
struct validity in the original or host language and culture is
adapted for use in a second language and culture, and the
target-language nomological network is identical to the orig-
inal one. When such a nomological network has been repli-
cated, it might be said that the construct validity of the test
generalizes from the original test and culture to the target
one. Factor analysis has long been used as a technique of
choice for this equivalence evaluation (e.g., Ben-Porath,
1990). Techniques such as structural equation modeling are
even more useful for such analyses (e.g., Byrne, 1989, 1994;
Loehlin, 1992), in which the statistical model representing
the nomological network in the host culture can be applied
and tested in the target culture. Additional information on
these approaches is provided later in this chapter. (Note that,
throughout this chapter, the terms conceptual equivalence
and construct equivalence are used synonymously.)

Functional Equivalence

Functional equivalence is achieved when the domain of
behaviors sampled on a test has the same purpose and mean-
ing in both cultures in question. “For example, in the United

States the handshake is functionally equivalent to the head
bow with hands held together in India” (Nichols et al., 2000,
p. 260). When applied to testing issues, functional equiva-
lence is generally dealt with during the translation phase. The
individuals who translate the test must actually perform a
more difficult task than a simple translation. They frequently
must adapt questions as well. That is, direct, literal translation
of questions may not convey meaning because the behaviors
mentioned in some or all of the items might not generalize
across cultures. Therefore, those involved in adapting the
original test to a new language and culture must remove or
change those items that deal with behavior that does not gen-
eralize equivalently in the target culture. When translators
find functionally equivalent behaviors to use to replace those
that do not generalize across cultures, they are adapting, rather
than translating, the test; for this reason, it is preferable to
state that the test is adapted rather than translated (Geisinger,
1994; Hambleton, 1994). Some researchers appear to believe
that functional equivalence has been subsumed by conceptual
equivalence (e.g., Brislin, 1993; Moreland, 1996).

Metric Equivalence

Nichols et al. (2000) have defined metric equivalence as
“the extent to which the instrument manifests similar psycho-
metric properties (distributions, ranges, etc.) across cultures”
(p. 256). According to Moreland (1996), the standards for
meeting metric equivalence are higher than reported by
Nichols et al. First, metric equivalence presumes conceptual
equivalence. The measures must quantify the same variable in
the same way across the cultures. Specifically, scores on the
scale must convey the same meaning, regardless of which
form was administered. There are some confusing elements to
this concept. On one hand, such a standard does not require
that the arithmetic means of the tests to be the same in both
cultures (Clark, 1987), but does require that individual scores
be indicative of the same psychological meaning. Thus, it is
implied that scores must be criterion referenced.An individual
with a given score on a measure of psychopathology would
need treatment, regardless of which language version of the
form was taken. Similarly, an individual with the same low
score on an intelligence measure should require special edu-
cation, whether that score is at the 5th or 15th percentile of
his or her cultural population. Some of the statistical tech-
niques for establishing metric equivalence are described later
in this chapter.

Part of metric equivalence is the establishment of com-
parable reliability and validity across cultures. Sundberg and
Gonzales (1981) have reported that the reliability of measures
is unlikely to be influenced by translation and adaptation.
This writer finds such a generalization difficult to accept as a
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conclusion. If the range of scores is higher or lower in one cul-
ture, for example, that reliability as traditionally defined will
also be reduced in that testing.The quality of the test adaptation,
too, would have an impact. Moreland (1996) suggests that in-
vestigators would be wise to ascertain test stability (i.e., test-
retest reliability) and internal consistency in any adapted
measure, and this writer concurs with this recommendation.

Geisinger (1992) has considered the validation of tests
for two populations or in two languages. There are many
ways to establish validity evidence: content-related approaches,
criterion-related approaches, and construct-related approaches.
Construct approaches were already discussed with respect to
conceptual equivalence.

In regard to establishing content validity, the adequacy of
sampling of the domain is critical. To establish comparable
content validity in two forms of a measure, each in a different
language for a different cultural group, one must gauge first
whether the content domain is the same or different in each
case. In addition, one must establish that the domain is sampled
with equivalent representativeness in all cases. Both of these
determinations may be problematic. For example, imagine the
translation of a fourth-grade mathematics test that, in its origi-
nal country, is given to students who attend school 10 months
of the year, whereas in the target country, the students attend
for only 8 months. In such an instance, the two domains of
mathematics taught in the 4th year of schooling are likely to be
overlapping, but not identical. Because the students from the
original country have already attended three longer school
years prior to this year, they are likely to begin at a more ad-
vanced level. Furthermore, given that the year is longer, they
are likely to cover more material during the academic year. In
short, the domains are not likely to be identical. Finally, the
representativeness of the domains must be considered.

Other Forms of Equivalence

van de Vijver and Leung (1997) have discussed two addi-
tional types of equivalence, both of which can probably be
considered as subtypes of metric equivalence: measurement
unit equivalence and scalar or full-score equivalence. Both of
these concepts are worthy of brief consideration because they
are important for both theoretical and applied cross-cultural
uses of psychological tests.

Measurement Unit Equivalence

This level of equivalence indicates that a measure that has
been adapted for use in a target culture continues to have the
same units of measurement in the two culture-specific forms.
That is, both forms of the measure must continue to yield

assessments that follow an interval scale, and in addition, it
must be the same interval scale. If a translated form of a test
were studied using a sample in the target culture comparable
to the original norm group and the new test form was found to
have the same raw-score standard deviation as the original,
this finding would be strong evidence of measurement unit
equivalence. If the norms for the target population were ex-
tremely similar to that in the original population, these data
would also be extremely strong substantiation of measure-
ment unit equivalence.

Scalar ( full-score) Equivalence

Scalar equivalence assumes measurement unit equivalence
and requires one additional finding: Not only must the units
be equivalent, the zero-points of the scales must also be iden-
tical. Thus, the units must both fall along the same ratio scale.
It is unlikely that many psychological variables will achieve
this level of equivalence, although some physiological vari-
ables, such as birth weight, certainly do.

THE NATURE OF BIAS

There have been many definitions of test bias (Flaugher,
1978; and see chapter 4 of this volume). Messick’s (1980,
1989, 1995) conceptions of test bias are perhaps the most
widely accepted and emerge from the perspective of con-
struct validity. Messick portrayed bias as a specific source of
test variance other than the valid variance associated with the
desired construct. Bias is associated with some irrelevant
variable, such as race, gender, or in the case of cross-cultural
testing, culture (or perhaps country of origin). van de Vijver
and his associates (van de Vijver, 2000; van de Vijver &
Leung, 1997; van de Vijver & Poortinga, 1997) have perhaps
best characterized bias within the context of cross-cultural
assessment. “Test bias exists, from this viewpoint, when an
existing test does not measure the equivalent underlying psy-
chological construct in a new group or culture, as was mea-
sured within the original group in which it was standardized”
(Allen & Walsh, 2000, p. 67). van de Vijver  describes bias as
“a generic term for all nuisance factors threatening the valid-
ity of cross-cultural comparisons. Poor item translations,
inappropriate item content, and lack of standardization in
administration procedures are just a few examples” (van de
Vijver & Leung, p. 10). He also describes bias as “a lack of
similarity of psychological meaning of test scores across
cultural groups” (van de Vijver, p. 88).

The term bias, as can be seen, is very closely related to con-
ceptual equivalence. van de Vjver describes the distinction as
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follows: “The two concepts are strongly related, but have a
somewhat different connotation. Bias refers to the presence or
absence of validity-threatening factors in such assessment,
whereas equivalence involves the consequences of these fac-
tors on the comparability of test scores” (van de Vijver, 2000,
p. 89). In his various publications, van de Vijver identifies
three groupings of bias: construct, method, and item bias.
Each is described in the following sections.

Construct Bias

Measures that do not examine the same construct across cul-
tural groups exhibit construct bias, which clearly is highly
related to the notion of conceptual equivalence previously
described. Contstruct bias would be evident in a measure that
has been (a) factor analyzed in its original culture with the
repeated finding of a four-factor solution, and that is then
(b) translated to another language and administered to a sam-
ple from the culture in which that language is spoken, with a
factor analysis of the test results indicating a two-factor and
therefore different solution. When the constructs underlying
the measures vary across cultures, with culture-specific com-
ponents of the construct present in some cultures, such evi-
dence is not only likely to result, it should result if both
measures are to measure the construct validly in their respec-
tive cultures. Construct bias can occur when constructs only
partially overlap across cultures, when there is a differential
appropriateness of behaviors comprising the construct in dif-
ferent cultures, when there is a poor sampling of relevant be-
haviors constituting the construct in one or more cultures, or
when there is incomplete coverage of all relevant aspects of
the construct (van de Vijver, 2000).

An example of construct bias can be seen in the following.
In many instances, inventories (such as personality invento-
ries) are largely translated from the original language to a sec-
ond or target language. If the culture that uses the target
language has culture-specific aspects of personality that either
do not exist or are not as prevalent as in the original culture,
then these aspects will certainly not be translated into the
target-language form of the assessment instrument.

The concept of construct bias has implications for both
cross-cultural research and cross-cultural psychological prac-
tice. Cross-cultural or etic comparisons are unlikely to be very
meaningful if the construct means something different in the
two or more cultures, or if it is a reasonably valid representation
of the construct in one culture but less so in the other. The prac-
tice implications in the target language emerge from the fact
that the measure may not be valid as a measure of culturally rel-
evant constructs that may be of consequence for diagnosis and
treatment.

Method Bias

van de Vijver (2000) has identified a number of types of
method bias, including sample, instrument, and administra-
tion bias. The different issues composing this type of bias
were given the name method bias because they relate to the
kinds of topics covered in methods sections of journal articles
(van de Vijver). Method biases often affect performance on
the assessment instrument as a whole (rather than affecting
only components of the measure). Some of the types of
method bias are described in the following.

Sample Bias

In studies comparing two or more cultures, the samples
from each culture may differ on variables related to test-rel-
evant background characteristics. These differences may af-
fect the comparison. Examples of such characteristics would
include fluency in the language in which testing occurs,
general education levels, and underlying motivational levels
(van de Vijver, 2000). Imagine an essay test that is adminis-
tered in a single language. Two groups are compared: Both
have facility with the language, but one has substantially
more ability. Regardless of the knowledge involved in the
answers, it is likely that the group that is more facile in the
language will provide better answers on average because of
their ability to employ the language better in answering the
question.

Instrument Bias

This type of bias is much like sample bias, but the groups
being tested tend to differ in less generic ways that are more
specific to the testing method itself, as when a test subject
has some familiarity with the general format of the testing or
some other form of test sophistication. van de Vijver (2000)
states that the most common forms of this bias exist when
groups differ by response styles in answering questions, or by
their familiarity with the materials on the test. As is described
later in this chapter, attempts to develop culture-fair or
culture-free intelligence tests (e.g., Bracken, Naglieri, &
Baardos, 1999; Cattell, 1940; Cattell & Cattell, 1963) have
often used geometric figures rather than language in the effort
to avoid dependence upon language. Groups that differ in
educational experience or by culture also may have differen-
tial exposure to geometric figures. This differential contact
with the stimuli composing the test may bias the comparison
in a manner that is difficult to disentangle from the construct
of intelligence measured by the instrument.

Alternatively, different cultures vary in the tendency of
their members to disclose personal issues about themselves.
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When two cultures are compared, depending upon who is
making the comparison, it is possible that one group could
look overly self-revelatory or the other too private.

Imagine the use of a measure such as the Thematic Apper-
ception Test (TAT) in a cross-cultural comparison. Not only
do the people pictured on many of the TAT cards not look like
persons from some cultures, but the scenes themselves have
a decidedly Western orientation. Respondents from some cul-
tures would obviously find such pictures more foreign and
strange.

Geisinger (1994) recommended the use of enhanced test-
practice exercises to attempt to reduce differences in test-
format familiarity. Such exercises could be performed at the
testing site or in advance of the testing, depending upon the
time needed to gain familiarity.

Administration Bias

The final type of method bias emerges from the interactions
between test-taker or respondent and the individual adminis-
tering the test, whether the test, questionnaire, or interview, is
individually administered or is completed in more of a large-
group situation. Such biases could come from language
problems on the part of an interviewer, who may be conduct-
ing the interview in a language in which he or she is less
adept than might be ideal (van de Vijver & Leung, 1997).
Communications problems may result from other language
problems—for example, the common mistakes individuals
often make in second languages in regard to the use of the
familiar second person.

Another example of administration bias may be seen in
the multicultural testing literature in the United States. The
theory of stereotype threat (Steele, 1997; Steele & Aronson,
1995) suggests that African Americans, when taking an in-
dividualized intellectual assessment or other similar mea-
sure that is administered by someone whom the African
American test-takers believe holds negative stereotypes
about them, will perform at the level expected by the test
administrator. Steele’s theory holds that negative stereo-
types can have a powerful influence on the results of impor-
tant assessments—stereotypes that can influence test-takers’
performance and, ultimately, their lives. Of course, in a
world where there are many cultural tensions and cultural
preconceptions, it is possible that this threat may apply to
groups other than Whites and Blacks in the American cul-
ture. van de Vijver (2000) concludes his chapter, however,
with the statement that with notable exceptions, responses
to either interviews or most cognitive tests do not seem to
be strongly affected by the cultural, racial, or ethnic status
of administrators.

Item Bias

In the late 1970s, those involved in large-scale testing, pri-
marily psychometricians, began studying the possibility that
items could be biased—that is, that the format or content of
items could influence responses to individual items on tests in
unintended ways. Because of the connotations of the term
biased, the topic has more recently been termed differential
item functioning, or dif (e.g., Holland & Wainer, 1993). van
de Vijver and his associates prefer continuing to use the term
item bias, however, to accentuate the notion that these factors
are measurement issues that, if not handled appropriately,
may bias the results of measurement. Essentially, on a cogni-
tive test, an item is biased for a particular group if it is more
difficult for individuals of a certain level of overall ability
than it is for members of the other group who have that same
level of overall ability. Items may appear biased in this way
because they deal with content that is not uniformly available
to members of all cultures involved. They may also be iden-
tified as biased because translations have not been adequately
performed.

In addition, there may be factors such as words describing
concepts that are differentially more difficult in one language
than the other. A number of studies are beginning to appear in
the literature describing the kinds of item problems that lead to
differential levels of difficulty (e.g., Allalouf, Hambleton, &
Sireci, 1999; Budgell, Raju, & Quartetti, 1995; Hulin, 1987;
Tanzer, Gittler, & Sim, 1994). Some of these findings may
prove very useful for future test-translation projects, and may
even influence the construction of tests that are likely to be
translated. For example, in an early study of Hispanics and
Anglos taking the Scholastic Aptitude Test, Schmitt (1988)
found that verbal items that used roots common to English and
Spanish appeared to help Hispanics. Limited evidence sug-
gested that words that differed in cognates (words that appear
to have the same roots but have different meanings in both
languages) and homographs (words spelled alike in both lan-
guages but with different meanings in the two) caused diffi-
culties for Hispanic test-takers. Allalouf et al. found that on a
verbal test for college admissions that had been translated
from Hebrew to Russian, analogy items presented the most
problems. Most of these difficulties (items identified as dif-
ferentially more difficult) emerged from word difficulty,
especially in analogy items. Interestingly, many of the analo-
gies were easier in Russian, the target language. Apparently,
the translators chose easier words, thus making items less
difficult. Sentence completion items had been difficult to
translate because of different sentence structures in the two
languages. Reading Comprehension items also lead to some
problems, mostly related to the specific content of the reading
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passages in question. In some cases, the content was seen as
culturally specific. Allalouf et al. also concluded that dif-
ferences in item difficulty can emerge from differences in
wording, differences in content, differences in format, or dif-
ferences in cultural relevance.

If the responses to questions on a test are not objective in
format, differences in scoring rubrics can also lead to item
bias. Budgell et al. (1995) used an expert committee to re-
view the results of statistical analyses that identified items as
biased; in many cases, the committee could not provide logic
as to why an item translated from English to French was dif-
ferentially more difficult for one group or the other.

Item bias has been studied primarily in cognitive mea-
sures: ability and achievement tests. van de Vijver (2000)
correctly notes that measures such as the Rorschach should
also be evaluated for item bias. It is possible that members of
different cultures could differentially interpret the cards on
measures such as the Rorschach or the TAT.

THE TRANSLATION AND ADAPTATION OF TESTS

During the 1990s, considerable attention was provided to the
translation and adaptation of tests and assessment devices in
the disciplines of testing and psychometrics and in the lit-
erature associated with these fields. The International Testing
Commission developed guidelines that were shared in various
draft stages (e.g., Hambleton, 1994, 1999; van de Vijver &
Leung, 1997; the resulting guidelines were a major accom-
plishment for testing and for cross-cultural psychology, and
they are provided as the appendix to this chapter). Seminal
papers on test translation (Berry, 1980; Bracken & Barona,
1991; Brislin, 1970, 1980, 1986; Butcher & Pancheri, 1976;
Geisinger, 1994; Hambleton, 1994; Lonner, 1979; Werner &
Campbell, 1970) appeared and helped individuals faced with
the conversion of an instrument from one language and culture
to another. The following sections note some of the issues to be
faced regarding language and culture, and then provide a brief
description of the approaches to test translation.

The Role of Language

One of the primary ways that cultures differ is through lan-
guage. In fact, in considering the level of acculturation of in-
dividuals, their language skills are often given dominant (and
sometimes mistaken) importance. Even within countries and
regions of the world where ostensibly the same language is
spoken, accents can make oral communication difficult. Lan-
guage skill is, ultimately, the ability to communicate. There
are different types of language skills. Whereas some language

scholars consider competencies in areas such as grammar,
discourse, language strategy, and sociolinguistic facility (see
Durán, 1988), the focus of many language scholars has been
on more holistic approaches to language. Generally, language
skills may be considered along two dimensions, one being the
oral and written dimension, and the other being the under-
standing and expression dimension.

Depending upon the nature of the assessment to be per-
formed, different kinds and qualities of language skills may
be needed. Academically oriented, largely written language
skills may require 6 to 8 years of instruction and use to de-
velop, whereas the development of the spoken word for
everyday situations is much faster. These issues are of critical
importance for the assessment of immigrants and their chil-
dren (Geisinger, 2002; Sandoval, 1998). Some cross-cultural
comparisons are made using one language for both groups,
even though the language may be the second language for
one of the groups. In such cases, language skills may be a
confounding variable. In the United States, the issue of lan-
guage often obscures comparisons of Anglos and Hispanics.
Pennock-Roman (1992) demonstrated that English-language
tests for admissions to higher education may not be valid for
language minorities when their English-language skills are
not strong.

Culture and language may be very closely wedded. How-
ever, not all individuals who speak the same language come
from the same culture or are able to take the same test validly.
Also within the United States, the heterogeneous nature of
individuals who might be classified as Hispanic Americans is
underscored by the need for multiple Spanish-language trans-
lations and adaptations of tests (Handel & Ben-Porath, 2000).
For example, the same Spanish-language measure may not be
appropriate for Mexicans, individuals from the Caribbean,
and individuals from the Iberian Peninsula. Individuals from
different Latin American countries may also need different
instruments.

Measurement of Language Proficiency

Before making many assessments, we need to establish
whether the individuals being tested have the requisite levels
of language skills that will be used on the examination. We
also need to develop better measures of language skills
(Durán, 1988). In American schools, English-language skills
should be evaluated early in the schooling of a child whose
home language is not English to determine whether that child
can profit from English-language instruction (Durán). Handel
and Ben-Porath (2000) argue that a similar assessment should
be made prior to administration of the Minnesota Multiphasic
Personality Inventory–2 (MMPI-2) because studies have
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shown that it does not work as effectively with individuals
whose language skills are not robust, and that the validity of
at least some of the scales is compromised if the respondent
does not have adequate English reading ability. Many school
systems and other agencies have developed tests of language
skills, sometimes equating tests of English- and Spanish-
language skills so that the scores are comparable (e.g.,
O’Brien, 1992; Yansen & Shulman, 1996).

The Role of Culture

One of the primary and most evident ways that cultures often
differ is by spoken and written language. They also differ, of
course, in many other ways. Individuals from two different
cultures who take part in a cross-cultural investigation are
likely to differ according to other variables that can influence
testing and the study. Among these are speed of responding,
the amount of education that they have received, the nature
and content of that schooling, and their levels of motivation.
All of these factors may influence the findings of cross-
cultural studies.

Culture may be envisioned as an antecedent of behavior.
Culture is defined as a set of contextual variables that have
either a direct or an indirect effect on thought and behavior
(Cuéllar, 2000). Culture provides a context for all human be-
havior, thought, and other mediating variables, and it is so
pervasive that it is difficult to imagine human behavior that
might occur without reference to culture. As noted at the be-
ginning of this chapter, one of the goals of cross-cultural psy-
chology is to investigate and differentiate those behaviors,
behavior patterns, personalities, attitudes, worldviews, and
so on that are universal from those that are culture specific
(see van de Vijver & Poortinga, 1982). “The current field of
cultural psychology represents a recognition of the cultural
specificity of all human behavior, whereby basic psychologi-
cal processes may result in highly diverse performance, atti-
tude, self-concepts, and world views in members of different
cultural populations” (Anastasi & Urbina, 1997, p. 341). Per-
sonality has sometimes been defined as an all-inclusive char-
acteristic describing one’s patterns of responding to others
and to the world. It is not surprising that so many anthropol-
ogists and cross-cultural psychologists have studied the influ-
ence of culture and personality—the effects of the pervasive
environment on the superordinate organization that mediates
behavior and one’s interaction with the world.

For much of the history of Western psychology, investiga-
tors and theorists believed that many basic psychological
processes were universal, that is, that they transcended indi-
vidual cultures (e.g., Moreland, 1996; Padilla & Medina,
1996). More psychologists now recognize that culture has
the omnipresent impact. For example, the APA’s current

Diagnostic and Statistical Manual of Mental Disorders
(fourth edition, or DSM-IV) was improved over its prede-
cessor, DSM-III-R, by “including an appendix that gives
instructions on how to understand culture and descriptions of
culture-bound syndromes” (Keitel, Kopala, & Adamson,
1996, p. 35).

Malgady (1996) has extended this argument. He has stated
that we should actually assume cultural nonequivalence
rather than cultural equivalence. Of course, much of the work
of cross-cultural psychologists and other researchers is deter-
mining whether our measures are equivalent and appropriate
(not biased). Clearly, if we are unable to make parallel tests
that are usable in more than one culture and whose scores are
comparable in the varying cultures, then we do not have an
ability to compare cultures. Helms (1992), too, has asked this
question with a particular reference to intelligence testing,
arguing that intelligence tests are oriented to middle-class,
White Americans.

What about working with individuals with similar-
appearing psychological concerns in different cultures, espe-
cially where a useful measure has been identified in one
culture? Can we use comparable, but not identical, psycho-
logical measures in different cultures? Indeed, we should
probably use culture-specific measures, even though these
measures cannot be used for cross-cultural comparisons (van
de Vijver, 2000). If we use measures that have been translated
or adapted from other cultures, we need to revalidate them in
the new culture. In some circumstances, we may also need to
use assessments of acculturation as well as tests of language
proficiency before we use tests with clients requiring assess-
ment. (See Geisinger, 2002, for a description of such an
assessment paradigm.)

There are problems inherent in even the best translations
of tests. For example, even when professional translators,
content or psychological specialists, and test designers are in-
volved, “direct translations of the tests are often not possible
as psychological constructs may have relevance in one cul-
ture and not in another. . . . Just because the content of the
items is preserved does not automatically insure that the item
taps the same ability within the cultural context of the indi-
vidual being tested” (Suzuki, Vraniak, & Kugler, 1996). This
lack of parallelism is, of course, what has already been
seen as construct bias and a lack of conceptual equivalence.
Brislin (1980) has also referred to this issue as translatability.
A test is poorly translated when salient characteristics in the
construct to be assessed cannot be translated. The translation
and adaptation of tests is considered later in this section.

Intelligence tests are among the most commonly admin-
istered types of tests. Kamin (1974) demonstrated in dra-
matic form how tests of intelligence were once used in U.S.
governmental decision making concerning the status of
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immigrants. In general, immigration policies were affected
by analyses of the intelligence of immigrants from varying
countries and regions of the world. Average IQs were com-
puted from country and region of origin; these data were
shared widely and generally were believed to be the results of
innate ability, even though one of the strongest findings of the
time was that the longer immigrants lived in the United
States, the higher their levels of intelligence were (Kamin).
The tests used for many of these analyses were the famous
Army Alpha and Army Beta, which were early verbal and
nonverbal tests of intelligence, respectively. It was obvious
even then that language could cause validity problems in the
intelligence testing of those whose English was not proficient.
Leaders in the intelligence-testing community have also at-
tempted to develop tests that could be used cross-culturally
without translation. These measures have often been called
culture-free or culture-fair tests of intelligence.

Culture-Free and Culture-Fair
Assessments of Intelligence

Some psychologists initially attempted to develop so-called
culture-free measures of intelligence. In the 1940s, for exam-
ple, Cattell (1940) attempted to use very simple geometric
forms that were not reliant upon language to construct what
he termed culture-free tests. These tests were based on a no-
tion that Cattell (1963) conceptualized and later developed
into a theory that intelligence could be decomposed into two
types of ability: fluid and crystallized mental abilities. Fluid
abilities were nonverbal and involved in adaptation and
learning capabilities. Crystallized abilities were developed as
a result of the use of fluid abilities and were based upon
cultural assimilation (Sattler, 1992). These tests, then, were
intended to measure only fluid abilities and, according to this
theory, would hence be culture-free: that is, implicitly con-
ceptually equivalent.

It was soon realized that it was not possible to eliminate the
effects of culture from even these geometric-stimulus-based,
nonverbal tests. “Even those designated as ‘culture-free’ do
not eliminate the effects of previous cultural experiences,
both of impoverishment and enrichment. Language factors
greatly affect performance, and some of the tasks used to mea-
sure intelligence have little or no relevance for cultures very
different from the Anglo-European” (Ritzler, 1996, p. 125).
Nonlanguage tests may even be more culturally loaded than
language-based tests. Larger group differences with nonver-
bal tests than with verbal ones have often been found. “Non-
verbal, spatial-perceptual tests frequently require relatively
abstract thinking processes and analytic cognitive styles char-
acteristic of middle-class Western cultures” (Anastasi &
Urbina, 1997, p. 344). In retrospect, “cultural influences will

and should be reflected in test performance. It is therefore fu-
tile to try to devise a test that is free from cultural influences”
(Anastasi & Urbina, p. 342).

Noting these and other reactions, Cattell (Cattell & Cattell,
1963) tried to balance cultural influences and build what he
termed culture-fair tests. These tests also tend to use geomet-
ric forms of various types. The items frequently are complex
patterns, classification tasks, or solving printed mazes; and al-
though the tests can be paper-and-pencil, they can also be
based on performance tasks and thus avoid language-based
verbal questions. They may involve pictures rather than ver-
bal stimuli. Even such tests were not seen as fully viable:

It is unlikely, moreover, that any test can be equally “fair” to
more than one cultural group, especially if the cultures are quite
dissimilar. While reducing cultural differentials in test perfor-
mance, cross-cultural tests cannot completely eliminate such dif-
ferentials. Every test tends to favor persons from the culture in
which it was developed. (Anastasi & Urbina, 1997, p. 342)

Some cultures place greater or lesser emphases upon abstrac-
tions, and some cultures value the understanding of contexts
and situations more than Western cultures (Cole & Bruner,
1971).

On the other hand, there is a substantial literature that suggests
culture-fair tests like the Cattell fulfill not only theoretical and
social concerns but practical needs as well. . . . Smith, Hays, and
Solway (1977) compared the Cattell Culture-Fair Test and the
WISC-R in a sample of juvenile delinquents, 53% of whom were
black or Mexican-Americans. . . . The authors concluded that
the Cattell is a better measure of intelligence for minority groups
than the WISC-R, as it lessens the effect of cultural bias and pre-
sents a “more accurate” picture of their intellectual capacity.
(Domino, 2000, p. 300)

Some of our top test developers continue to develop tests
intended to be culture-fair (Bracken et al., 1999). Although
such measures may not be so culture-fair that they would per-
mit cross-cultural comparisons that would be free of cultural
biases, they nevertheless have been used effectively in a vari-
ety of cultures and may be transported from culture to culture
without many of the translation issues so incumbent on most
tests of ability that are used in more than one culture. Such
tests should, however, be evaluated carefully for what some
have seen as their middle-class, Anglo-European orientation.

Acculturation

Cuéllar (2000) has described acculturation as a moderator
variable between personality and behavior, and culture as
“learned behavior transmitted from one generation to the
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next” (p. 115). When an individual leaves one culture and joins
a second, a transition is generally needed. This transition is, at
least in part, acculturation. “Most psychological research de-
fines the construct of acculturation as the product of learning
due to contacts between the members of two or more groups”
(Marín, 1992, p. 345). Learning the language of the new cul-
ture is only one of the more obvious aspects of acculturation. It
also involves learning the history and traditions of the new cul-
ture, changing personally meaningful behaviors in one’s life
(including the use of one’s language), and changing norms,
values, worldview, and interaction patterns (Marín).

In practice settings, when considering the test perfor-
mance of an individual who is not from the culture in which
the assessment instrument was developed, one needs to con-
sider the individual’s level of acculturation. Many variables
have been shown to be influenced by the level of accultura-
tion in the individual being assessed. Sue, Keefe, Enomoto,
Durvasula, and Chao (1996), for example, found that accul-
turation affected scales on the MMPI-2. It has also been
shown that one’s level of acculturation affects personality
scales to the extent that these differences could lead to
different diagnoses and, perhaps, hospitalization decisions
(Cuéllar, 2000).

Keitel et al. (1996) have provided guidelines for conduct-
ing ethical multicultural assessments. Included among these
guidelines are assessing acculturation level, selecting tests
appropriate for the culture of the test taker, administering
tests in an unbiased fashion, and interpreting results appro-
priately and in a manner that a client can understand. Dana
(1993) and Moreland (1996) concur that acculturation should
be assessed as a part of an in-depth evaluation. They suggest,
as well, that the psychologist first assess an individual’s ac-
culturation and then use instruments appropriate for the indi-
vidual’s dominant culture. Too often, they fear, psychologists
use instruments from the dominant culture and with which
the psychologist is more likely to be familiar. They also pro-
pose that a psychologist dealing with a client who is not fully
acculturated should consider test results with respect to the
individual’s test sophistication, motivation, and other psy-
chological factors that may be influenced by the level of his
or her acculturation. Because of the importance of learning to
deal with clients who are not from dominant cultures, it has
been argued that in training psychologists and other human-
service professionals, practicums should provide students
with access to clients from different cultures (Geisinger &
Carlson, 1998; Keitel et al., 1996).

There are many measures of acculturation. Measurement is
complex, in part because it is not a unidimensional character-
istic (even though many measures treat it as such). Discussion
of this topic is beyond the scope of the present chapter;

however, the interested reader is referred to Cuéllar (2000),
Marín (1992), or Olmeda (1979).

Approaches to Test Adaptation and Translation

The translation and adaptation of tests was one of the most
discussed testing issues in the 1990s. The decade ended with
a major conference held in Washington, DC, in 1999 called
the “International Conference on Test Adaptation: Adapting
Tests for Use in Multiple Languages and Cultures.” The con-
ference brought together many of the leaders in this area of
study for an exchange of ideas. In a decade during which
many tests had been translated and adapted, and some exam-
ples of poor testing practice had been noted, one of the
significant developments was the publication of the Interna-
tional Test Commission guidelines on the adapting of tests.
These guidelines, which appear as the appendix to this
chapter, summarize some of the best thinking on test adapta-
tion. They may also be found in annotated form in Hamble-
ton (1999) and van de Vijver and Leung (1997). The term test
adaptation also took prominence during the last decade of the
twentieth century; previously, the term test translation had
been dominant. This change was based on the more wide-
spread recognition that changes to tests were needed to reflect
both cultural differences and language differences. These is-
sues have probably long been known in the cross-cultural
psychology profession, but less so in the field of testing. (For
excellent treatments on the translation of research materials,
see Brislin, 1980, 1986.)

There are a variety of qualitatively different approaches
to test adaptation. Of course, for some cross-cultural testing
projects, one might develop a new measure altogether to meet
one’s needs. Such an approach is not test adaptation per se,
but nonetheless would need to follow many of the principles
of this process. Before building a test for use in more than one
culture, one would need to ask how universal the constructs
to be tested are (Anastasi & Urbina, 1997; van de Vijver &
Poortinga, 1982). One would also have to decide how to val-
idate the measure in the varying cultures. If one imagines a
simple approach to validation (e.g., the criterion-related ap-
proach), one would need equivalent criteria in each culture.
This requirement is often formidable. A more common model
is to take an existing and generally much-used measure from
one culture and language to attempt to translate it to a second
culture and language.

van de Vijver and Leung (1997) have identified three gen-
eral approaches to adapting tests: back-translation, decenter-
ing, and the committee approach. Each of these is described
in turn in the following sections. Prior to the development of
any of these general approaches, however, some researchers
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and test developers simply translated tests from one language
to a second. For purposes of this discussion, this unadulter-
ated technique is called direct translation; it has sometimes
been called forward translation, but this writer does not pre-
fer that name because the process is not the opposite of the
back-translation procedure. The techniques embodied by
these three general approaches serve as improvements over
the direct translation of tests.

Back-Translation

This technique is sometimes called the translation/back-
translation technique and was an initial attempt to advance the
test adaptation process beyond a direct test translation (Brislin,
1970; Werner & Campbell, 1970). In this approach, an initial
translator or team of translators alters the test materials
from the original language to the target language. Then a sec-
ond translator or team, without having seen the original test,
begins with the target language translation, and renders this
form back to the original language. At this point, the original
test developer (or the individuals who plan to use the translated
test, or their representatives) compares the original test with the
back-translated version, both of which are in the original lan-
guage. The quality of the translation is evaluated in terms of
how accurately the back-translated version agrees with the
original test. This technique was widely cited as the procedure
of choice (e.g., Butcher & Pancheri, 1976) for several decades
and it has been very useful in remedying certain translation
problems (van de Vijver & Leung, 1997). It may be especially
useful if the test user or developer lacks facility in the target
language. It also provides an attempt to evaluate the quality of
the translation. However, it also has other disadvantages. The
orientation is on a language-only translation; there is no possi-
bility of changes in the test to accommodate cultural dif-
ferences. Thus, if there are culture-specific aspects of the test,
this technique should generally not be used. In fact, this tech-
nique can lead to special problems if the translators know that
their work will be evaluated through a back-translation proce-
dure. In such an instance, they may use stilted language or
wording to insure an accurate back-translation rather than a
properly worded translation that would be understood best by
test takers in the target language. In short, “a translation-back
translation procedure pays more attention to the semantics and
less to connotations, naturalness, and comprehensibility” (van
de Vijver & Leung, 1997, p. 39).

Decentering

The process of culturally decentering test materials is some-
what more complex than either the direct translation or

translation/back-translation processes (Werner & Campbell,
1970). Cultural decentering does involve translation of an
instrument from an original language to a target language.
However, unlike direct translation, the original measure is
changed prior to being adapted (or translated) to improve its
translatability; those components of the test that are likely to
be specific to the original culture are removed or altered.
Thus, the cultural biases, both construct and method, are re-
duced. In addition, the wording of the original measure may
be changed in a way that will enhance its translatability. The
process is usually performed by a team composed of multi-
lingual, multicultural individuals who have knowledge of the
construct to be measured and, perhaps, of the original mea-
sure (van de Vijver & Leung, 1997). This team then changes
the original measure so that “there will be a smooth, natural-
sounding version in the second language” (Brislin, 1980,
p. 433). If decentering is successful, the two assessment
instruments that result, one in each language, are both gener-
ally free of culture-specific language and content. “Tanzer,
Gittler, and Ellis (1995) developed a test of spatial ability that
was used in Austria and the United States. The instructions
and stimuli were simultaneously in German and English”
(van de Vijver & Leung, 1997, pp. 39–40).

There are several reasons that cultural decentering is not
frequently performed, however. First, of course, is that the
process is time consuming and expensive. Second, data col-
lected using the original instrument in the first language can-
not be used as part of cross-cultural comparisons; only data
from the two decentered methods may be used. This condi-
tion means that the rich history of validation and normative
data that may be available for the original measure are likely
to have little use, and the decentered measure in the original
language must be used in regathering such information for
comparative purposes. For this reason, this process is most
likely to be used in comparative cross-cultural research when
there is not plentiful supportive data on the original mea-
sure. When the technique is used, it is essentially two test-
construction processes.

The Committee Approach

This approach was probably first described by Brislin (1980),
has been summarized by van de Vijver and Leung (1997), and
is explained in some detail by Geisinger (1994). In this
method, a group of bilingual individuals translates the test
from the original language to the target language. The mem-
bers of the committee need to be not only bilingual, but also
thoroughly familiar with both cultures, with the construct(s)
measured on the test, and with general testing principles. Like
most committee processes, this procedure has advantages
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and disadvantages. A committee will be more expensive than
a single translator. A committee may not work well together,
or may be dominated by one or more persons. Some members
of the committee may not contribute fully or may be reticent
to participate for personal reasons. On the other hand, mem-
bers of the committee are likely to catch mistakes of others on
the committee (Brislin, 1980). It is also possible that the com-
mittee members can cooperate and help each other, especially
if their expertise is complementary (van de Vijver & Leung,
1997). This method, however, like the decentering method,
does not include an independent evaluation of its effective-
ness. Therefore, it is useful to couple the work of a committee
with a back-translation.

Rules for Adapting Test and Assessment Materials

Brislin (1980, p. 432) provided a listing of general rules for
developing research documents and instruments that are to be
translated. These are rules that generate documents written
in English that are likely to be successfully translated or
adapted, similar to decentering. Most appear as rules for good
writing and effective communication, and they have consid-
erable applicability. These 12 rules have been edited slightly
for use here.

1. Use short, simple sentences of fewer than 16 words.

2. Employ active rather than passive words.

3. Repeat nouns instead of using pronouns.

4. Avoid metaphors and colloquialisms. Such phrases are
least likely to have equivalents in the target language.

5. Avoid the subjunctive mood (e.g., verb forms with could
or would).

6. Add sentences that provide context for key ideas. Re-
word key phrases to provide redundancy. This rule sug-
gests that longer items and questions be used only in
single-country research.

7. Avoid adverbs and prepositions telling where or when
(e.g., frequently, beyond, around).

8. Avoid possessive forms where possible.

9. Use specific rather than general terms (e.g., the specific
animal name, such as cows, chickens, or pigs, rather than
the general term livestock).

10. Avoid words indicating vagueness regarding some event
or thing (e.g., probably, frequently).

11. Use wording familiar to the translators where possible.

12. Avoid sentences with two different verbs if the verbs
suggest two different actions.

Steps in the Translation and Adaptation Process

Geisinger (1994) elaborated 10 steps that should be involved
in any test-adaptation process. In general, these steps are an
adaptation themselves of any test-development project. Other
writers have altered these procedural steps to some extent,
but most modifications are quite minor. Each step is listed
and annotated briefly below.

1. Translate and adapt the measure. “Sometimes an instru-
ment can be translated or adapted on a question-by-
question basis. At other times, it must be adapted and
translated only in concept” (Geisinger, 1994, p. 306).
This decision must be made based on the concept of
whether the content and constructs measured by the test
are free from construct bias. The selection of translators is
a major factor in the success of this stage, and Hambleton
(1999) provides good suggestions in this regard. Transla-
tors must be knowledgeable about the content covered on
the test, completely bilingual, expert about both cultures,
and often able to work as part of a team.

2. Review the translated or adapted version of the instru-
ment. Once the measure has been adapted, the quality of
the new document must be judged. Back-translation can
be employed at this stage, but it may be more effective to
empanel individual or group reviews of the changed doc-
ument. Geisinger (1994) suggested that members of the
panel review the test individually in writing, share their
comments with one another, and then meet to resolve dif-
ferences of opinion and, perhaps, to rewrite portions of
the draft test. The individual participants in this process
must meet a number of criteria. They must be fluent in
both languages and knowledgeable about both cultures.
They must also understand the characteristics measured
with the instrument and the likely uses to which the test
is to be put. If they do not meet any one of these criteria,
their assessment may be flawed.

3. Adapt the draft instrument on the basis of the comments
of the reviewers. The individuals involved in the transla-
tion or adaptation process need to receive the feedback
that arose in Step 2 and consider the comments. There
may be reasons not to follow some of the suggestions of
the review panel (e.g., reasons related to the validity of
the instrument), and the original test author, test users,
and the translator should consider these comments.

4. Pilot-test the instrument. It is frequently useful to have a
very small number of individuals who can take the test
and share concerns and reactions that they may have.
They should be as similar as possible to the eventual test
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takers, and they should be interviewed (or should com-
plete a questionnaire) after taking the test. They may be
able to identify problems or ambiguities in wording, in
the instructions, in timing, and so on. Any changes that
are needed after the pilot test should be made, and if
these alterations are extensive, the test may need to be
pilot-tested once again.

5. Field-test the instrument. This step differs from the pilot
test in that it involves a large and representative sample. If
the population taking the test in the target language is di-
verse, all elements of that diversity should be represented
and perhaps overrepresented. After collection of these
data, the reliability of the test should be assessed and item
analyses performed. Included in the item analyses should
be analyses for item bias (both as compared to the
original-language version and, perhaps, across elements
of diversity within the target field-testing sample). van de
Vijver and Poortinga (1991) describe some of the analy-
ses that should be performed on an item-analysis basis.

6. Standardize the scores. If desirable and appropriate,
equate them with scores on the original version. If the
sample size is large enough, it would be useful (and nec-
essary for tests to be used in practice) to establish norms.
If the field-test sample is not large enough, and the test is
to be used for more than cross-cultural research in the
target language, then collection of norm data is necessary.
Scores may be equated back to the score scale of the orig-
inal instrument, just as may be performed for any new
form of a test. These procedures are beyond the scope of
the present chapter, but may be found in Angoff (1971),
Holland and Rubin (1982), or Kolen and Brennan (1995).

7. Perform validation research as needed. The validation
research that is needed includes at least research to es-
tablish the equivalence to the original measure. How-
ever, as noted earlier, the concepts of construct validation
represent the ideal to be sought (Embretson, 1983). Some
forms of appropriate revalidation are needed before the
test can be used with clients in the target language. It is
appropriate to perform validation research before the test
is used in research projects, as well.

8. Develop a manual and other documents for users of
the assessment device. Users of this newly adapted in-
strument are going to need information so that they may
employ it effectively. A manual that describes adminis-
tration, scoring, and interpretation should be provided.
To provide information that relates to interpretation,
summarization of norms, equating (if any), reliability
analyses, validity analyses, and investigations of bias

should all be provided. Statements regarding the process
of adaptation should be also included.

9. Train users. New users of any instrument need instruction
so that they may use it effectively. There may be special
problems associated with adapted instruments because
users may tend to use materials and to employ knowledge
that they have of the original measure. Although transfer
of training is often positive, if there are differences be-
tween the language versions negative consequences may
result.

10. Collect reactions from users. Whether the instrument is to
be used for cross-cultural research or with actual clients, it
behooves the test adaptation team to collect the thoughts
of users (and perhaps of test takers as well) and to do so on
a continuing basis. As more individuals take the test, the
different experiential backgrounds present may identify
concerns. Such comments may lead to changes in future
versions of the target-language form.

METHODS OF EVALUATING TEST EQUIVALENCE

Once a test has been adapted into a target language, it is nec-
essary to establish that the test has the kinds of equivalence
that are needed for proper test interpretation and use.
Methodologists and psychometricians have worked for sev-
eral decades on this concern, and a number of research de-
signs and statistical methods are available to help provide
data for this analysis, which ultimately informs the test-
development team to make a judgment regarding test equiva-
lence. Such research is essential for tests that are to be used
with clients in settings that differ from that in which the test
was originally developed and validated.

Methods to Establish Equivalence of Scores

Historically, a number of statistical methods have been used
to establish the equivalence of scores emerging from a
translated test. Four techniques are noted in this section:
exploratory factor analysis, structural equation modeling
(including confirmatory factor analysis), regression analysis,
and item-response theory. Cook, Schmitt, and Brown (1999)
provide a far more detailed description of these techniques.
Individual items that are translated or adapted from one lan-
guage to another also should be subjected to item bias (or dif)
analyses as well. Holland and Wainer (1993) have pro-
vided an excellent resource on dif techniques, and van de
Vijver and Leung (1997) devote the better part of an outstand-
ing chapter (pp. 62–88) specifically to the use of item bias



110 Testing and Assessment in Cross-Cultural Psychology

techniques. Allalouf et al. (1999) and Budgell et al. (1995) are
other fine examples of this methodology in the literature.

Exploratory, Replicatory Factor Analysis

Many psychological tests, especially personality measures,
have been subjected to factor analysis, a technique that has
often been used in psychology in an exploratory fashion
to identify dimensions or consistencies among the items
composing a measure (Anastasi & Urbina, 1997). To estab-
lish that the internal relationships of items or test components
hold across different language versions of a test, a factor
analysis of the translated version is performed. A factor
analysis normally begins with the correlation matrix of all the
items composing the measure. The factor analysis looks for
patterns of consistency or factors among the items. There are
many forms of factor analysis (e.g., Gorsuch, 1983) and tech-
niques differ in many conceptual ways. Among the important
decisions made in any factor analysis are determining the
number of factors, deciding whether these factors are permit-
ted to be correlated (oblique) or forced to be uncorrelated
(orthogonal), and interpreting the resultant factors. A compo-
nent of the factor analysis is called rotation, whereby the
dimensions are changed mathematically to increase inter-
pretability. The exploratory factor analysis that bears upon
the construct equivalence of two measures has been called
replicatory factor analysis (RFA; Ben-Porath, 1990) and is a
form of cross-validation. In this instance, the number of fac-
tors and whether the factors are orthogonal or oblique are
constrained to yield the same number of factors as in the orig-
inal test. In addition, a rotation of the factors is made to
attempt to maximally replicate the original solution; this tech-
nique is called target rotation. Once these procedures have
been performed, the analysts can estimate how similar the
factors are across solutions. van de Vijver and Leung (1997)
provide indices that may be used for this judgment (e.g., the
coefficient of proportionality). Although RFA has probably
been the most used technique for estimating congruence (van
de Vijver & Leung), it does suffer from a number of prob-
lems. One of these is simply that newer techniques, especially
confirmatory factor analysis, can now perform a similar
analysis while also testing whether the similarity is statisti-
cally significant through hypothesis testing. A second prob-
lem is that different researchers have not employed standard
procedures and do not always rotate their factors to a target
solution (van de Vijver & Leung). Finally, many studies
do not compute indices of factor similarity across the two
solutions and make this discernment only judgmentally
(van de Vijver & Leung). Nevertheless, a number of out-
standing researchers (e.g., Ben-Porath, 1990; Butcher, 1996)

have recommended the use of RFA to establish equivalence
and this technique has been widely used, especially in valida-
tion efforts for various adaptations of the frequently trans-
lated MMPI and the Eysenck Personality Questionnaire.

Regression

Regression approaches are generally used to establish the
relationships between the newly translated measure and
measures with which it has traditionally correlated in the
original culture. The new test can be correlated statistically
with other measures, and the correlation coefficients that re-
sult may be compared statistically with similar correlation
coefficients found in the original population. There may be
one or more such correlated variables. When there is more
than one independent variable, the technique is called multi-
ple regression. In this case, the adapted test serves as the de-
pendent variable, and the other measures as the independent
variables. When multiple regression is used, the independent
variables are used to predict the adapted test scores. Multiple
regression weights the independent variables mathematically
to optimally predict the dependent variable. The regression
equation for the original test in the original culture may be
compared with that for the adapted test; where there are dif-
ferences between the two regression lines, whether in the
slope or the intercept, or in some other manner, bias in the
testing is often presumed.

If the scoring of the original- and target-language mea-
sures is the same, it is also possible to include cultural group
membership in a multiple regression equation. Such a nomi-
nal variable is added as what has been called dummy-coded
variable. In such an instance, if the dummy-coded variable is
assigned a weighting as part of the multiple regression equa-
tion, indicating that it predicts test scores, evidence of cultural
differences across either the two measures or the two cultures
may be presumed (van de Vijver & Leung, 1997).

Structural Equation Modeling, Including
Confirmatory Factor Analysis

Structural equation modeling (SEM; Byrne, 1994; Loehlin,
1992) is a more general and statistically sophisticated proce-
dure that encompasses both factor analysis and regression
analysis, and does so in a manner that permits elegant hy-
pothesis testing. When SEM is used to perform factor analy-
sis, it is typically called a confirmatory factor analysis, which
is defined by van de Vijver and Leung (1997) as “an exten-
sion of classical exploratory factor analysis. Specific to
confirmatory factor analysis is the testing of a priori speci-
fied hypotheses about the underlying structure, such as the
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number of factors, loadings of variables on factors, and factor
correlations” (p. 99). Essentially, the results of factor-analytic
studies of the measure in the original language are con-
strained upon the adapted measure, data from the adapted
measure analyzed, and a goodness-of-fit statistical test is
performed.

Regression approaches to relationships among a number
of tests can also be studied with SEM. Elaborate models of
relationships among other tests, measuring variables hypoth-
esized and found through previous research to be related to
the construct measured by the adapted test, also may be tested
using SEM. In such an analysis, it is possible for a researcher
to approximate the kind of nomological net conceptualized
by Cronbach and Meehl (1955), and test whether the struc-
ture holds in the target culture as it does in the original
culture. Such a test should be the ideal to be sought in estab-
lishing the construct equivalence of tests across languages
and cultures.

Item-Response Theory

Item-response theory (IRT) is an alternative to classical psy-
chometric true-score theory as a method for analyzing test
data. Allen and Walsh (2000) and van de Vijver and Leung
(1997) provide descriptions of the way that IRT may be used
to compare items across two forms of a measure that differ by
language.Although a detailed description of IRT is beyond the
scope of this chapter, the briefest of explanations may provide
a conceptual understanding of how the procedure is used,
especially for cognitive tests. An item characteristic curve
(ICC) is computed for each item. This curve has as the x axis
the overall ability level of test takers, and as the y axis, the
probability of answering the question correctly. Different IRT
models have different numbers of parameters, with one-, two-
and three-parameter models most common. These parameters
correspond to difficulty, discrimination, and the ability to get
the answer correct by chance, respectively. The ICC curves are
plotted as normal ogive curves. When a test is adapted, each
translated item may be compared across languages graphi-
cally by overlaying the two ICCs as well as by comparing
the item parameters mathematically. If there are differences,
these may be considered conceptually. This method, too, may
be considered as one technique for identifying item bias.

Methods to Establish Linkage of Scores

Once the conceptual equivalence of an adapted measure has
been met, researchers and test developers often wish to pro-
vide measurement-unit and metric equivalence, as well. For
most measures, this requirement is met through the process of

test equating. As noted throughout this chapter, merely trans-
lating a test from one language to another, even if cultural
biases have been eliminated, does not insure that the two
different-language forms of a measure are equivalent. Con-
ceptual or construct equivalence needs to be established first.
Once such a step has been taken, then one can consider higher
levels of equivalence. The mathematics of equating may be
found in a variety of sources (e.g., Holland & Rubin, 1982;
Kolen & Brennan, 1995), and Cook et al. (1999) provide an
excellent integration of research designs and analysis for test
adaptation; research designs for such studies are abstracted in
the following paragraphs.

Sireci (1997) clarified three experimental designs that can
be used to equate adapted forms to their original-language
scoring systems and, perhaps, norms. He refers to them as
(a) the separate-monolingual-groups design, (b) the bilingual-
group design, and (c) the matched-monolingual-groups de-
sign. A brief description of each follows.

Separate-Monolingual-Groups Design

In the separate-monolingual-groups design, two different
groups of test takers are involved, one from each language or
cultural group. Although some items may simply be assumed
to be equivalent across both tests, data can be used to support
this assumption. These items serve as what is known in equat-
ing as anchor items. IRT methods are then generally used to
calibrate the two tests to a common scale, most typically the
one used by the original-language test (Angoff & Cook,
1988; O’Brien, 1992; Sireci, 1997). Translated items must
then be evaluated for invariance across the two different-
language test forms; that is, they are assessed to determine
whether their difficulty differs across forms. This design does
not work effectively if the two groups actually differ, on av-
erage, on the characteristic that is assessed (Sireci); in fact, in
such a situation, one cannot disentangle differences in the
ability measured from differences in the two measures. The
method also assumes that the construct measured is based on
a single, unidimensional factor. Measures of complex con-
structs, then, are not good prospects for this method.

Bilingual-Group Design

In the bilingual-group design, a single group of bilingual in-
dividuals takes both forms of the test in counterbalanced
order. An assumption of this method is that the individuals in
the group are all equally bilingual, that is, equally proficient
in each language. In Maldonado and Geisinger (in press), all
participants first were tested in both Spanish and English
competence to gain entry into the study. Even under such re-
strictive circumstances, however, a ceiling effect made a true
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assessment of equality impossible. The problem of finding
equally bilingual test takers is almost insurmountable. Also, if
knowledge of what is on the test in one language affects per-
formance on the other test, it is possible to use two randomly
assigned groups of bilingual individuals (where their level of
language skill is equated via randomization). In such an in-
stance, it is possible either to give each group one of the tests
or to give each group one-half of the items (counterbalanced)
from each test in a nonoverlapping manner (Sireci, 1997).
Finally, one must question how representative the equally
bilingual individuals are of the target population; thus the
external validity of the sample may be questioned.

Matched-Monolingual-Groups Design

This design is conceptually similar to the separate-
monolingual-groups design, except that in this case the study
participants are matched on the basis of some variable ex-
pected to correlate highly with the construct measured. By
being matched in this way, the two groups are made more
equal, which reduces error. “There are not many examples of
the matched monolingual group linking design, probably due
to the obvious problem of finding relevant and available
matching criteria” (Sireci, 1997, p. 17). The design is never-
theless an extremely powerful one.

CONCLUSION

Psychology has been critiqued as having a Euro-American ori-
entation (Moreland, 1996; Padilla & Medina, 1996). Moreland
wrote,

Koch (1981) suggests that American psychologists . . . are
trained in scientific attitudes that Kimble (1984) has character-
ized as emphasizing objectivity, data, elementism, concrete
mechanisms, nomothesis, determinism, and scientific values.
Dana (1993) holds that multicultural research and practice
should emanate from a human science perspective characterized
by the opposite of the foregoing terms: intuitive theory, holism,
abstract concepts, idiography, indeterminism, and humanistic
values. (p. 53)

Moreland believed that this dichotomy was a false one. Never-
theless, he argued that a balance of the two approaches was
needed to understand cultural issues more completely. One of
the advantages of cross-cultural psychology is that it challenges
many of our preconceptions of psychology. It is often said that
one learns much about one’s own language when learning a for-
eign tongue. The analogy for psychology is clear.

Assessment in cross-cultural psychology emphasizes an
understanding of the context in which assessment occurs.
The notion that traditional understandings of testing and as-
sessment have focused solely on the individual can be tested
in this discipline. Cross-cultural and multicultural testing
help us focus upon the broader systems of which the individ-
ual is but a part.

Hambleton (1994) stated, 

The common error is to be rather casual about the test adaptation
process, and then interpret the score differences among the sam-
ples or populations as if they were real. This mindless disregard
of test translation problems and the need to validate instruments
in the cultures where they are used has seriously undermined the
results from many cross cultural studies. (p. 242)

This chapter has shown that tests that are adapted for use
in different languages and cultures need to be studied for
equivalence. There are a variety of types of equivalence: lin-
guistic equivalence, functional equivalence, conceptual or
construct equivalence, and metric equivalence. Linguistic
equivalence requires sophisticated translation techniques and
an evaluation of the effectiveness of the translation. Func-
tional equivalence requires that those translating the test be
aware of cultural issues in the original test, in the construct, in
the target culture, and in the resultant target test. Conceptual
equivalence requires a relentless adherence to a construct-
validation perspective and the conduct of research using data
from both original and target tests. Metric equivalence, too,
involves careful analyses of the test data. The requirements of
metric equivalence may not be met in many situations regard-
less of how much we would like to use scoring scales from the
original test with the target test.

If equivalence is one side of the coin, then bias is the other.
Construct bias, method bias and item bias can all influence
the usefulness of a test adaptation in detrimental ways. The
need for construct-validation research on adapted measures is
reiterated; there is no more critical point in this chapter. In ad-
dition, however, it is important to replicate the construct val-
idation that had been found in the original culture with the
original test. Factor analysis, multiple regression, and struc-
tural equation modeling permit researchers to assess whether
conceptual equivalence is achieved.

The future holds much promise for cross-cultural psychol-
ogy and for testing and assessment within that subdiscipline of
psychology. There will be an increase in the use of different
forms of tests used in both the research and the practice of psy-
chology. In a shrinking world, it is clearer that many psycho-
logical constructs are likely to hold for individuals around the
world, or at least throughout much of it. Knowledge of research
from foreign settings and in foreign languages is much more
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accessible than in the recent past. Thus, researchers may take
advantage of theoretical understandings, constructs, and their
measurement from leaders all over the world. In applied set-
tings, companies such as Microsoft are already fostering a
world in which tests (such as for software literacy) are available
in dozens of languages. Costs of test development are so high
that adaptation and translation of assessment materials can
make the cost of professional assessment cost-effective even
in developing nations, where the benefits of psychological test-
ing are likely to be highest. Computer translations of language
are advancing rapidly. In some future chapter such as this one,
the author may direct that the first step is to have a computer
perform the first translation of the test materials. As this sen-
tence is being written, we are not yet there; human review for
cultural and language appropriateness continues to be needed.
Yet in the time it will take for these pages to be printed and
read, these words may have already become an anachronism.

The search for psychological universals will continue, as
will the search for cultural and language limitations on these
characteristics. Psychological constructs, both of major import
and of more minor significance, will continue to be found that
do not generalize to different cultures. The fact that the world is
shrinking because of advances in travel and communications
does not mean we should assume it is necessarily becoming
more Western—moreAmerican. To do so is, at best, pejorative.

These times are exciting, both historically and psychome-
trically. The costs in time and money to develop new tests in
each culture are often prohibitive. Determination of those as-
pects of a construct that are universal and those that are cul-
turally specific is critical. These are new concepts for many
psychologists; we have not defined cultural and racial con-
cepts carefully and effectively and we have not always incor-
porated these concepts into our theories (Betancourt & López,
1993; Helms, 1992). Good procedures for adapting tests are
available and the results of these efforts can be evaluated.
Testing can help society and there is no reason for any coun-
try to hoard good assessment devices. Through the adaptation
procedures discussed in this chapter they can be shared.

APPENDIX

Guidelines of the International Test Commission for
Adapting Tests (van de Vijver & Leung, 1997, and
Hambleton, 1999)

The initial guidelines relate to the testing context, as follows.

1. Effects of cultural differences that are not relevant or im-
portant to the main purposes of the study should be min-
imized to the extent possible.

2. The amount of overlap in the constructs in the popula-
tions of interest should be assessed.

The following guidelines relate to test translation or test
adaptation.

3. Instrument developers/publishers should ensure that the
translation/adaptation process takes full account of lin-
guistic and cultural differences among the populations
for whom the translated/adapted versions of the instru-
ment are intended.

4. Instrument developers/publishers should provide evi-
dence that the language used in the directions, rubrics,
and items themselves as well as in the handbook [is]
appropriate for all cultural and language populations for
whom the instruments is intended.

5. Instrument developers/publishers should provide evi-
dence that the testing techniques, item formats, test con-
ventions, and procedures are familiar to all intended
populations.

6. Instrument developers/publishers should provide evi-
dence that item content and stimulus materials are famil-
iar to all intended populations.

7. Instrument developers/publishers should implement sys-
tematic judgmental evidence, both linguistic and psy-
chological, to improve the accuracy of the translation/
adaptation process and compile evidence on the equiva-
lence of all language versions.

8. Instrument developers/publishers should ensure that the
data collection design permits the use of appropriate sta-
tistical techniques to establish item equivalence between
the different language versions of the instrument.

9. Instrument developers/publishers should apply appropri-
ate statistical techniques to (a) establish the equivalence
of the different versions of the instrument and (b) iden-
tify problematic components or aspects of the instrument
which may be inadequate to one or more of the intended
populations.

10. Instrument developers/publishers should provide infor-
mation on the evaluation of validity in all target pop-
ulations for whom the translated/adapted versions are
intended.

11. Instrument developers/publishers should provide statisti-
cal evidence of the equivalence of questions for all in-
tended populations.

12. Nonequivalent questions between versions intended
for different populations should not be used in preparing
a common scale or in comparing these populations.
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However, they may be useful in enhancing content valid-
ity of scores reported for each population separately.
[emphasis in original]

The following guidelines relate to test administration.

13. Instrument developers and administrators should try to an-
ticipate the types of problems that can be expected and take
appropriate actions to remedy these problems through the
preparation of appropriate materials and instructions.

14. Instrument administrators should be sensitive to a num-
ber of factors related to the stimulus materials, adminis-
tration procedures, and response modes that can moderate
the validity of the inferences drawn from the scores.

15. Those aspects of the environment that influence the ad-
ministration of an instrument should be made as similar
as possible across populations for whom the instrument
is intended.

16. Instrument administration instructions should be in the
source and target languages to minimize the influence of
unwanted sources of variation across populations.

17. The instrument manual should specify all aspects of the in-
strument and its administration that require scrutiny in the
application of the instrument in a new cultural context.

18. The administration should be unobtrusive, and the
examiner-examinee interaction should be minimized.
Explicit rules that are described in the manual for the
instrument should be followed.

The final grouping of guidelines relate to documentation
that is suggested or required of the test publisher or user.

19. When an instrument is translated/adapted for use in an-
other population, documentation of the changes should
be provided, along with evidence of the equivalence.

20. Score differences among samples of populations admin-
istered the instrument should not be taken at face value.
The researcher has the responsibility to substantiate the
differences with other empirical evidence. [emphasis in
original]

21. Comparisons across populations can only be made at the
level of invariance that has been established for the scale
on which scores are reported.

22. The instrument developer should provide specific infor-
mation on the ways in which the sociocultural and ecolog-
ical contexts of the populations might affect performance
on the instrument and should suggest procedures to ac-
count for these effects in the interpretation of results.
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Society’s need for behavioral health care services provides an
opportunity for trained providers of mental health and sub-
stance abuse services to become part of the solution to a
major health care problem. Each of the behavioral health pro-
fessions has the potential to make a particular contribution to
this solution. Not the least of these contributions are those
that can be made by clinical psychologists. The use of psy-
chological tests in the assessment of the human condition is
one of the hallmarks of clinical psychology. The training and
acquired level of expertise in psychological testing distin-
guishes the clinical psychologist from other behavioral health
care professionals. Indeed, expertise in test-based psycholog-
ical assessment can be said to be the unique contribution that
clinical psychologists make to the behavioral health care
field.

For decades, clinical psychologists and other behavioral
health care providers have come to rely on psychological
assessment as a standard tool to be used with other sources of
information for diagnostic and treatment planning purposes.
However, changes that have taken place during the past sev-
eral years in the delivery of health care in general, and behav-
ioral health care services in particular, have led to changes in
the way in which third-party payers and clinical psychologists
themselves think about and use psychological assessment in
day-to-day clinical practice. Some question the value of psy-
chological assessment in the current time-limited, capitated
service delivery arena, where the focus has changed from clin-
ical priorities to fiscal priorities (Sederer, Dickey, & Hermann,
1996). Others argue that it is in just such an arena that the ben-
efits of psychological assessment can be most fully realized
and contribute significantly to the delivery of cost-effective
treatment for behavioral health disorders (Maruish, 1999a).
Consequently, psychological assessment could assist the
health care industry in appropriately controlling or reducing
the utilization and cost of health care over the long term.

Portions adapted from M. E. Maruish (1999a) with permission from
Erlbaum. Portions adapted from M. E. Maruish (1999b) with per-
mission from Elsevier Science. Portions adapted from M. E. Maruish
(2002) with permission from Erlbaum.
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In developing this chapter, I intended to provide students
and practitioners of clinical psychology with an overview of
how psychological assessment can be used in the treatment of
behavioral health problems. In doing so, I present a discus-
sion of how psychological assessment in currently being used
in the therapeutic environment and the many ways in which it
might be used to the ultimate benefit of patients.

As a final introductory note, it is important for the reader
to understand that the term psychological assessment, as it is
used in this chapter, refers to the evaluation of a patient’s
mental health status using psychological tests or related in-
strumentation. Implicit here is the use of additional informa-
tion from patient or collateral interviews, review of medical
or other records, or other sources of relevant information
about the patient as part of this evaluation.

PSYCHOLOGICAL ASSESSMENT AS A
TREATMENT ADJUNCT: AN OVERVIEW

Traditionally, the role of psychological assessment in thera-
peutic settings has been quite limited. Those who did not re-
ceive their clinical training within the past few years were
probably taught that the value of psychological assessment is
found only at the front end of treatment. That is, they were
probably instructed in the power and utility of psychological
assessment as a means of assisting in the identification of
symptoms and their severity, personality characteristics, and
other aspects of the individual (e.g., intelligence, vocational in-
terests) that are important in understanding and describing the
patient at a specific point in time. Based on these data and in-
formation obtained from patient and collateral interviews,
medical records, and the individual’s stated goals for treatment,
a diagnostic impression was given and a treatment plan was
formulated and placed in the patient’s chart, to be reviewed, it
is hoped, at various points during the course of treatment. In
some cases, the patient was assigned to another practitioner
within the same organization or referred out, never to be seen
or contacted again, much less be reassessed by the one who
performed the original assessment.

Fortunately, during the past few years psychological as-
sessment has come to be recognized for more than just its use-
fulness at the beginning of treatment. Consequently, its utility
has been extended beyond being a mere tool for describing an
individual’s current state, to a means of facilitating the treat-
ment and understanding behavioral health care problems
throughout and beyond the episode of care. There are now
many commercially available and public domain measures
that can be employed as tools to assist in clinical decision-
making and outcomes assessment, and, more directly, as a

treatment technique in and of itself. Each of these uses con-
tributes value to the therapeutic process.

Psychological Assessment for Clinical Decision-Making 

Traditionally, psychological assessment has been used to as-
sist psychologists and other behavioral health care clinicians
in making important clinical decisions. The types of decision-
making for which it has been used include those related to
screening, diagnosis, treatment planning, and monitoring of
treatment progress. Generally, screening may be undertaken
to assist in either (a) identifying the patient’s need for a partic-
ular service or (b) determining the likely presence of a partic-
ular disorder or other behavioral/emotional problems. More
often than not, a positive finding on screening leads to a more
extensive evaluation of the patient in order to confirm with
greater certainty the existence of the problem or to further de-
lineate the nature of the problem. The value of screening lies
in the fact that it permits the clinician to quickly identify, with
a fairly high degree of confidence, those who are likely to
need care or at least require further evaluation.

Psychological assessment has long been used to obtain
information necessary to determine the diagnoses of mental
health patients. It may be used routinely for diagnostic pur-
poses or to obtain information that can assist in differentiat-
ing one possible diagnosis from another in cases that present
particularly complicated pictures. Indeed, even under current
restrictions, managed care companies are likely to authorize
payment for psychological assessment when a diagnostic
question impedes the development of an appropriate treat-
ment plan for one of its so-called covered lives.

In many instances, psychological assessment is performed in
order to obtain information that is deemed useful in the
development of a patient-specific treatment plan. Typically, this
type of information is not easily (if at all) accessible through
other means or sources. When combined with other information
about the patient, information obtained from a psychological as-
sessment can aid in understanding the patient, identifying the
most important problems and issues that need to be addressed,
and formulating recommendations about the best means of
addressing them.

Another way psychological assessment plays a valuable
role in clinical decision-making is through treatment moni-
toring. Repeated assessment of the patient at regular intervals
during the treatment episode can provide the clinician with
valuable feedback regarding therapeutic progress. Depending
on the findings, the therapist will be encouraged either to con-
tinue with the original therapeutic approach or, in the case of
no change or exacerbation of the problem, to modify or aban-
don the approach in favor of an alternate one.
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Psychological Assessment for Outcomes Assessment

Currently, one of the most common reasons for conducting
psychological assessment in the United States is to assess the
outcomes of behavioral health care treatment. The interest in
and focus on outcomes assessment can probably be traced to
the continuous quality improvement (CQI) movement that
was initially implemented in business and industrial settings.
The impetus for the movement was a desire to produce qual-
ity products in the most efficient manner, resulting in in-
creased revenues and decreased costs. 

In health care, outcomes assessment has multiple purposes,
not the least of which is as a tool for marketing the organiza-
tion’s services. Those provider organizations vying for lucra-
tive contracts from third-party payers frequently must present
outcomes data demonstrating the effectiveness of their ser-
vices. Equally important are data that demonstrate patient sat-
isfaction with the services they have received. However,
perhaps the most important potential use of outcomes data
within provider organizations (although it is not always recog-
nized as such) is the knowledge it can yield about what works
and what does not. In this regard, outcomes data can serve as a
means for ongoing program evaluation. It is the knowledge
obtained from outcomes data that, if acted upon, can lead to
improvement in the services the organization offers. When
used in this manner, outcomes assessment can become an inte-
gral component of the organization’s CQI initiative.

More importantly, for the individual patient, outcomes as-
sessment provides a means of objectively measuring how
much improvement he or she has made from the time of treat-
ment initiation to the time of treatment termination, and in
some cases extending to some time after termination. Feed-
back to this effect may serve to instill in the patient greater
self-confidence and self-esteem, or a more realistic view of
where he or she is (from a psychological standpoint) at that
point in time. It also may serve as an objective indicator to
the patient of the need for continued treatment.

Psychological Assessment as a Treatment Technique 

The degree to which the patient is involved in the assessment
process has changed. One reason for this is the relatively re-
cent revision of the ethical standards of the American Psy-
chological Association (1992). This revision includes a
mandate for psychologists to provide feedback to clients
whom they assess. According to ethical standard 2.09, “psy-
chologists ensure that an explanation of the results is pro-
vided using language that is reasonably understandable to the
person assessed or to another legally authorized person on
behalf of the client” (p. 8).

Finn and Tonsager (1992) offer other reasons for the re-
cent interest in providing patients with assessment feedback.
These include the recognition of patients’ right to see their
medical and psychiatric health care records, as well as clini-
cally and research-based findings and impressions that sug-
gest that therapeutic assessment (described below) facilitates
patient care. Finn and Tonsager also refer to Finn and
Butcher’s (1991) summary of potential benefits that may
accrue from providing test results feedback to patients about
their results.  These include increased feelings of self-esteem
and hope, reduced symptomatology and feelings of isolation,
increased self-understanding and self-awareness, and in-
creased motivation to seek or be more actively involved in
their mental health treatment. In addition, Finn and Martin
(1997) note that the therapeutic assessment process provides
a model for relationships that can result in increased mutual
respect, lead to increased feelings of mastery and control, and
decrease feelings of alienation.

Therapeutic use of assessment generally involves a presen-
tation of assessment results (including assessment materials
such as test protocols, profile forms, and other assessment
summary materials) directly to the patient; an elicitation of the
patient’s reactions to them; and an in-depth discussion of the
meaning of the results in terms of patient-defined assessment
goals. In essence, assessment data can serve as a catalyst for
the therapeutic encounter via (a) the objective feedback that is
provided to the patient, (b) the patient self-assessment that is
stimulated, and (c) the opportunity for patient and therapist to
arrive at mutually agreed-upon therapeutic goals.

The purpose of the foregoing was to present a broad
overview of psychological assessment as a multipurpose be-
havioral health care tool. Depending on the individual clini-
cian or provider organization, it may be employed for one or
more of the purposes just described. The preceding overview
should provide a context for better understanding the more in-
depth and detailed discussion about each of these applications
that follows.

PSYCHOLOGICAL ASSESSMENT AS A TOOL
FOR SCREENING AND DIAGNOSIS

One of the most apparent ways in which psychological assess-
ment can contribute to the development of an economical and
efficient behavioral health care delivery system is by using it to
screen potential patients for need for behavioral health care
services and to determine the likelihood that the problem iden-
tified is a particular disorder or problem of interest. Probably
the most concise, informative treatment of the topic of the use
of psychological tests in screening for behavioral health care
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disorders is provided by Derogatis and Lynn (1999). They
clarify the nature and the use of screening procedures, stating
that the screening process represents a relatively unrefined
sieve that is designed to segregate the cohort under assess-
ment into “positives,” who presumably have the condition,
and “negatives,” who are ostensibly free of the disorder.
Screening is not a diagnostic procedure per se. Rather, it repre-
sents a preliminary filtering operation that identifies those indi-
viduals with the highest probability of having the disorder in
question for subsequent specific diagnostic evaluation. Indi-
viduals found negative by the screening process are not evalu-
ated further (p. 42).

The most important aspect of any screening procedure is
the efficiency with which it can provide information useful
to clinical decision-making. In the area of clinical psychol-
ogy, the most efficient and thoroughly investigated screening
procedures involve the use of psychological assessment in-
struments. As implied by the foregoing, the power or utility
of a psychological screener lies in its ability to determine,
with a high level of probability, whether the respondent is
or is not a member of a group with clearly defined character-
istics. In daily clinical practice, the most commonly used
screeners are those designed specifically to identify some as-
pect of psychological functioning or disturbance or provide a
broad overview of the respondent’s point-in-time mental sta-
tus. Examples of screeners include the Beck Depression
Inventory-II (BDI-II; Beck, Steer, & Brown, 1996) and the
Brief Symptom Inventory (BSI; Derogatis, 1992). 

The establishment of a system for screening for a particu-
lar disorder or condition involves determining what it is one
wants to screen in or screen out, at what level of probability
one feels comfortable about making that decision, and how
many incorrect classifications or what percentage of errors
one is willing to tolerate. Once one decides what one wishes
to screen for, one must then turn to the instrument’s classifi-
cation efficiency statistics—sensitivity, specificity, positive
predictive power (PPP), negative predictive power (NPP),
and receiver operating characteristic (ROC) curves—for the
information necessary to determine if a given instrument is
suitable for the intended purpose(s). These statistics are dis-
cussed in detail in the chapter by Wasserman and Bracken in
this volume.

A note of caution is warranted when evaluating sensitivity,
specificity, and the two predictive powers of a test. First, the
cutoff score, index value, or other criterion used for classifi-
cation can be adjusted to maximize either sensitivity or speci-
ficity. However, maximization of one will necessarily result
in a decrease in the other, thus increasing the percentage of
false positives (with maximized sensitivity) or false nega-
tives (with maximized specificity). Second, unlike sensitivity

and specificity, both PPP and NPP are affected and change
according to the prevalence or base rate at which the con-
dition or characteristic of interest (i.e., that which is being
screened by the test) occurs within a given setting. As
Elwood (1993) reports, the lowering of base rates results in
lower PPPs, whereas increasing base rates results in higher
PPPs. The opposite trend is true for NPPs.  He notes that this
is an important consideration because clinical tests are fre-
quently validated using samples in which the prevalence rate
is .50, or 50%. Thus, it is not surprising to see a test’s PPP
drop in real-life applications where the prevalence is lower. 

DIAGNOSIS

Key to the development of any effective plan of treatment for
mental health and substance abuse patients is the ascertain-
ment of an accurate diagnosis of the problem(s) for which the
patient is seeking intervention. As in the past, assisting in
the differential diagnosis of psychiatric disorders continues to
be one of the major functions of psychological assessment
(Meyer et al., 1998). In fact, managed behavioral health care
organizations (MBHOs) are more likely to authorize reim-
bursement of testing for this purpose than for most other
reasons (Maruish, 2002). Assessment with well-validated, re-
liable psychological test instruments can provide information
that might otherwise be difficult (if not impossible) to obtain
through psychiatric or collateral interviews, medical record
reviews, or other clinical means. This is generally made possi-
ble through the inclusion of (a) test items representing
diagnostic criteria from an accepted diagnostic classifica-
tion system, such as the fourth edition of the Diagnostic and
Statistical Manual of Mental Disorders (DSM-IV; American
PsychiatricAssociation, 1994) or (b) scales that either alone or
in combination with other scales have been empirically tied
(directly or indirectly) to specific diagnoses or diagnostic
groups.

In most respects, considerations related to the use of psy-
chological testing for diagnostic purposes are the same as
those related to their use for screening. In fact, information
obtained from screening can be used to help determine the
correct diagnosis for a given patient. As well, information
from either source should be used only in conjunction with
other clinical information to arrive at a diagnosis. The major
differentiation between the two functions is that screening
generally involves the use of a relatively brief instrument for
the identification of patients with a specific diagnosis, a prob-
lem that falls within a specific diagnostic grouping (e.g., af-
fective disorders), or a level of impairment that falls within a
problematic range. Moreover, it represents the first step in a
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process designed to separate those who do not exhibit indica-
tions of the problem being screened for from those with a
higher probability of experiencing the target problem and
thus warrant further evaluation for its presence. Diagnostic
instruments such as those just mentioned generally tend to be
lengthier, differentiate among multiple disorders or broad
diagnostic groups (e.g., anxiety disorders vs. affective disor-
ders), or are administered further along in the evaluation
process than is the case with screeners. In many cases, these
instruments also allow for a formulation of description of
personality functioning.

Diagnosis-Specific Instruments

There are many instruments available that have been specifi-
cally designed to help identify individuals with disorders that
meet a diagnostic classification system’s criteria for the disor-
der(s). In the vast majority of the cases, these types of tests will
be designed to detect individuals meeting the diagnostic crite-
ria of DSM-IV or the 10th edition of the International Classifi-
cation of Diseases (ICD-10; World Health Organization,
1992). Excellent examples of such instruments include the
Millon Clinical Multiaxial Inventory-III (MCMI-III; Millon,
1994), the Primary Care Evaluation of Mental Disorders
(PRIME-MD; Spitzer et al., 1994), the Patient Health Ques-
tionnaire (PHQ, the self-report version of the PRIME-MD;
Spitzer, Kroenke, Williams, & Patient Health Questionnaire
Primary Care Study Group, 1999); the Mini-International
Neuropsychiatric Interview (MINI; Sheehan et al., 1998).

Like many of the instruments developed for screening
purposes, most diagnostic instruments are accompanied by
research-based diagnostic efficiency statistics—sensitivity,
specificity, PPP, NPP, and overall classification rates—that
provide the user with estimates of the probability of accurate
classification of those having or not having one or more spe-
cific disorders. One typically finds classification rates of the
various disorders assessed by any of these types of instrument
to vary considerably. For example, the PPPs for those disor-
ders assessed by the PRIME-MD (Spitzer et al., 1999) range
from 19% for minor depressive disorder to 80% for major
depressive disorder. For the self-report version of the MINI
(Sheehan et al., 1998), the PPPs ranged from 11% for dys-
thymia to 75% for major depressive disorder. Generally,
NPPs and overall classification rates are found to be relatively
high and show a lot less variability across diagnostic groups.
For the PRIME-MD, overall accuracy rates ranged from 84%
for anxiety not otherwise specified to 96% for panic disorder,
whereas MINI NPPs ranged from 81% for major depressive
disorder to 99% for anorexia. Thus, it would appear that one
can feel more confident in the results from these instruments

when they indicate that the patient does not have a particular
disorder. This, of course, is going to vary from instrument to
instrument and disorder to disorder. For diagnostic instru-
ments such as these, it is therefore important for the user to be
aware of what the research has demonstrated as far the instru-
ment’s classification accuracy for each individual disorder,
since this may vary within and between measures.

Personality Measures and Symptom Surveys

There are a number of instruments that, although not specifi-
cally designed to arrive at a diagnosis, can provide informa-
tion that is suggestive of a diagnosis or diagnostic group (e.g.,
affective disorders) or can assist in the differential diagnosis of
complicated cases. These include multiscale instruments that
list symptoms and other aspects of psychiatric disorders and
ask respondents to indicate if or how much they are bothered
by each of these, or whether certain statements are true or false
as they apply to them. Generally, research on these instru-
ments has found elevated scores on individual scales, or pat-
terns or profiles of multiple elevated scores, to be associated
with specific disorders or diagnostic groups. Thus, when pre-
sent, these score profiles are suggestive of the presence of the
associated type of pathology and bear further investigation.
This information can be used either as a starting place in the
diagnostic process or as additional information to support an
already suspected problem.

Probably the best known of this type of instrument is the
Minnesota Multiphasic Personality Inventory–2 (MMPI-2;
Butcher, Dahlstrom, Graham, Tellegen, & Kaemmer, 1989). It
has a substantial body of research indicating that certain ele-
vated scale and subscale profiles or code types are strongly as-
sociated with specific diagnoses or groups of diagnoses (see
Graham, 2000, and Greene, 2000). For example, an 8-9/9-8
highpoint code type (Sc and Ma scales being the highest among
the significantly elevated scales) is associated with schizophre-
nia, whereas the 4-9/9-4 code type is commonly associated
with a diagnosis of antisocial personality disorder. Similarly,
research on the Personality Assessment Inventory (PAI;
Morey, 1991, 1999) has demonstrated typical patterns of PAI
individual and multiple-scale configurations that also are diag-
nostically related. For one PAI profile cluster—prominent ele-
vations on the DEP and SUI scales with additional elevations
on the SCZ, STR, NON, BOR, SOM,ANX, andARD scales—
the most frequently associated diagnoses were major depres-
sion (20%), dysthymia (23%), and anxiety disorder (23%).
Sixty-two percent of those with a profile cluster consisting of
prominent elevations on ALC and SOM with additional eleva-
tions on DEP, STR, and ANX were diagnosed with alcohol
abuse or dependence.
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In addition, there are other well-validated, single- or multi-
scale symptom checklists that can also be useful for diagnostic
purposes. They provide means of identifying symptom do-
mains (e.g., anxiety, depression, somatization) that are prob-
lematic for the patient, thus providing diagnostic clues and
guidance for further exploration to the assessing psychologist.
The BDI-II and STAI are good examples of well validated,
single-scale symptom measures. Multiscale instruments in-
clude measures such as the Symptom Checklist-90-Revised
(SCL-90-R; Derogatis, 1983) and the SymptomAssessment-45
Questionnaire (SA-45; Strategic Advantage, Inc., 1996).

Regardless of the psychometric property of any given
instrument for any disorder or symptom domain evaluated by
that instrument, or whether it was developed for diagnostic
purposes or not, one should never rely on test findings alone
when assigning a diagnosis. As with any other psychological
test instruments, diagnosis should be based on findings from
the test and from other sources, including findings from other
instruments, patient and collateral interviews, reviews of psy-
chiatric and medical records (when available), and other per-
tinent documents. 

PSYCHOLOGICAL ASSESSMENT AS A TOOL
FOR TREATMENT PLANNING

Psychological assessment can provide information that can
greatly facilitate and enhance the planning of a specific ther-
apeutic intervention for the individual patient. It is through
the implementation of a tailored treatment plan that the pa-
tient’s chances of problem resolution are maximized. The
importance of treatment planning has received significant at-
tention during recent years. The reasons for this recognition
include

concerted efforts to make psychotherapy more efficient and cost
effective, the growing influence of “third parties” (insurance
companies and the federal government) that are called upon to
foot the bill for psychological as well as medical treatments, and
society’s disenchantment with open-ended forms of psychother-
apy without clearly defined goals. (Maruish, 1990, p. iii)

The role that psychological assessment can play in plan-
ning a course of treatment for behavioral health care prob-
lems is significant. Butcher (1990) indicated that information
available from instruments such as the MMPI-2 not only can
assist in identifying problems and establishing communica-
tion with the patient, but can also help ensure that the plan
for treatment is consistent with the patient’s personality and
external resources. In addition, psychological assessment

may reveal potential obstacles to therapy, areas of potential
growth, and problems that the patient may not be consciously
aware of. Moreover, both Butcher (1990) and Appelbaum
(1990) viewed testing as a means of quickly obtaining a sec-
ond opinion. Other benefits of the results of psychological as-
sessment identified by Appelbaum include assistance in
identifying patient strengths and weaknesses, identification
of the complexity of the patient’s personality, and establish-
ment of a reference point during the therapeutic episode. And
as Strupp (cited in Butcher, 1990) has noted, “It will pre-
dictably save money and avoid misplaced therapeutic effort;
it can also enhance the likelihood of favorable treatment out-
comes for suitable patients” (pp. v–vi).

The Benefits of Psychological Assessment
for Treatment Planning

As has already been touched upon, there are several ways in
which psychological assessment can assist in the planning of
treatment for behavioral health care patients. The more com-
mon and evident contributions can be organized into four
general categories: problem identification, problem clarifica-
tion, identification of important patient characteristics, and
prediction of treatment outcomes.

Problem Identification

Probably the most common use of psychological assessment
in the service of treatment planning is for problem identifica-
tion. Often, the use of psychological testing per se is not
needed to identify what problems the patient is experiencing.
He or she will either tell the clinician directly without ques-
tioning or admit his or her problem(s) while being questioned
during a clinical interview. However, this is not always the
case.

The value of psychological testing becomes apparent in
those cases in which the patient is hesitant or unable to iden-
tify the nature of his or her problems. In addition, the nature
of some of the more commonly used psychological test in-
struments allows for the identification of secondary, but sig-
nificant, problems that might otherwise be overlooked. Note
that the type of problem identification described here is
different from that conducted during screening (see earlier
discussion). Whereas screening is commonly focused on de-
termining the presence or absence of a single problem, prob-
lem identification generally takes a broader view and
investigates the possibility of the presence of multiple prob-
lem areas. At the same time, there also is an attempt to deter-
mine problem severity and the extent to which the problem
area(s) affect the patient’s ability to function.
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Problem Clarification 

Psychological testing can often assist in the clarification of a
known problem. Through tests designed for use with popula-
tions presenting problems similar to those of the patient, as-
pects of identified problems can be elucidated. Information
gained from these tests can both improve the patient’s and
clinician’s understanding of the problem and lead to the devel-
opment of a better treatment plan. The three most important
types of information that can be gleaned for this purpose are
the severity of the problem, the complexity of the problem,
and the degree to which the problem impairs the patient’s abil-
ity to function in one or more life roles.

Identification of Important Patient Characteristics 

The identification and clarification of the patient’s problems is
of key importance in planning a course of treatment. However,
there are numerous other types of patient information not spe-
cific to the identified problem that can be useful in planning
treatment and that may be easily identified through the use of
psychological assessment instruments. The vast majority of
treatment plans are developed or modified with consideration
to at least some of these nonpathological characteristics. The
exceptions are generally found with clinicians or programs
that take a one-size-fits-all approach to treatment.

Probably the most useful type of information that is not
specific to the identified problem but can be gleaned from
psychological assessment is the identification of patient char-
acteristics that can serve as assets or areas of strength for the
patient in working to achieve his or her therapeutic goals. For
example, Morey and Henry (1994) point to the utility of the
PAI’s Nonsupport scale in identifying whether the patient
perceives an adequate social support network, which is a pre-
dictor of positive therapeutic change.

Similarly, knowledge of the patient’s weaknesses or
deficits may also affect the type of treatment plan that is de-
vised. Greene and Clopton (1999) provided numerous types
of deficit-relevant information from the MMPI-2 content
scales that have implications for treatment planning. For ex-
ample, a clinically significant score (T > 64) on the Anger
scale should lead one to consider the inclusion of training in
assertiveness or anger control techniques as part of the pa-
tient’s treatment. On the other hand, uneasiness in social sit-
uations, as suggested by a significantly elevated score on
either the Low Self-Esteem or Social Discomfort scale, sug-
gests that a supportive approach to the intervention would be
beneficial, at least initially.

Moreover, use of specially designed scales and procedures
can provide information related to the patient’s ability to

become engaged in the therapeutic process. For example, the
Therapeutic Reactance Scale (Dowd, Milne, & Wise, 1991)
and the MMPI-2 Negative Treatment Indicators content scale
developed by Butcher and his colleagues (Butcher, Graham,
Williams, & Ben-Porath, 1989) may be useful in determining
whether the patient is likely to resist therapeutic intervention. 

Other types of patient characteristics that can be identified
through psychological assessment have implications for se-
lecting the best therapeutic approach for a given patient and
thus can contribute significantly to the treatment planning
process. Moreland (1996), for example, pointed out how psy-
chological assessment can assist in determining whether the
patient deals with problems through internalizing or external-
izing behaviors. He noted that, all other things being equal,
internalizers would probably profit more from an insight-
oriented approach than a behaviorally oriented approach. The
reverse would be true for externalizers. Through their work
over the years, Beutler and his colleagues (Beutler & Clarkin,
1990; Beutler, Wakefield, & Williams, 1994) have identified
several other patient characteristics that are important to
matching patients and treatment approaches for maximized
therapeutic effectiveness.

Prediction of Treatment Outcomes

An important consideration in the development of a treat-
ment plan has to do with the likely outcome of treatment. In
other words, how likely is it that a given patient with a given
set of problems or level of dysfunction will benefit from any
of the treatment options that are available? In some cases, the
question is, what is the probability that the patient will sig-
nificantly benefit from any type of treatment? In many cases,
psychological test results can yield empirically based predic-
tions that can assist in answering these questions. In doing so,
the most effective treatment can be implemented immedi-
ately, saving time, health care benefits, and potential exacer-
bation of problems that might result from implementation of
a less than optimal course of care. 

The ability to predict outcomes is going to vary from test
to test and even within individual tests, depending on the pop-
ulation being assessed and what one would like to predict. For
example, Chambless, Renneberg, Goldstein, and Gracely
(1992) were able to detect predictive differences in MCMI-II-
identified (Millon, 1987) personality disorder patients seeking
treatment for agoraphobia and panic attacks. Patients classified
as having an MCMI-II avoidant disorder were more likely to
have poorer outcomes on measures of depression, avoidance,
and social phobia than those identified as having dependent
or histrionic personality disorders. Also, paranoid personal-
ity disorder patients were likely to drop out before receiving
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10 sessions of treatment. In another study, Chisholm,
Crowther, and Ben-Porath (1997) did not find any of the seven
MMPI-2 scales they investigated to be particularly good pre-
dictors of early termination in a sample of university clinic out-
patients. They did find that the Depression (DEP) and Anxiety
(ANX) content scales were predictive of other treatment out-
comes. Both were shown to be positively associated with ther-
apist-rated improvement in current functioning and global
psychopathology, with ANX scores also being related to thera-
pist- rated progress toward therapy goals.

The reader is referred to Meyer et al. (1998) for an excel-
lent overview of the research supporting the use of objective
and projective test results for outcomes prediction as well as
for other clinical decision-making purposes. Moreover, the
use of patient profiling for the prediction of treatment out-
come is discussed later in this chapter.

PSYCHOLOGICAL ASSESSMENT AS
A TREATMENT INTERVENTION

The use of psychological assessment as an adjunct to or
means of therapeutic intervention in and of itself has received
more than passing attention during the past several years
(e.g., Butcher, 1990; Clair & Prendergast, 1994). Therapeutic
assessment with the MMPI-2 has received particular attention
primarily through the work of Finn and his associates (Finn,
1996a, 1996b; Finn & Martin, 1997; Finn & Tonsager, 1992).
Finn’s approach appears to be applicable with instruments or
batteries of instruments that provide multidimensional infor-
mation relevant to the concerns of patients seeking answers to
questions related to their mental health status. The approach
espoused by Finn will thus be presented here as a model for
deriving direct therapeutic benefits from the psychological
assessment experience.

What Is Therapeutic Assessment?

In discussing the use of the MMPI-2 as a therapeutic interven-
tion, Finn (1996b) describes an assessment procedure whose
goal is to “gather accurate information about clients . . . and
then use this information to help clients understand them-
selves and make positive changes in their lives” (p. 3). Simply
stated, therapeutic assessment may be considered an approach
to the assessment of mental health patients in which the pa-
tient is not only the primary provider of information needed to
answer questions but also actively involved in formulating the
questions that are to be answered by the assessment. Feedback
regarding the results of the assessment is provided to the
patient and is considered a primary, if not the primary, element
of the assessment process. Thus, the patient becomes a partner

in the assessment process; as a result, therapeutic and other
benefits accrue.

The Therapeutic Assessment Process

Finn (1996b) has outlined a three-step procedure for thera-
peutic assessment using the MMPI-2 in those situations in
which the patient is seen only for assessment. It should work
equally well with other multidimensional instruments and
with patients the clinician later treats. 

Step 1: The Initial Interview

According to Finn (1996b), the initial interview with the pa-
tient serves multiple purposes. It provides an opportunity to
build rapport, or to increase rapport if a patient-therapist rela-
tionship already exists. The assessment task is presented as a
collaborative one. The therapist gathers background informa-
tion, addresses concerns, and gives the patient the opportu-
nity to identify questions that he or she would like answered
using the assessment data. Step 1 is completed as the instru-
mentation and its administration are clearly defined and the
particulars (e.g., time of testing) are agreed upon.

Step 2: Preparing for the Feedback Session

Upon the completion of the administration and scoring of the
instrumentation used during the assessment, the clinician first
outlines all results obtained from the assessment, including
those not directly related to the patient’s previously stated
questions. This is followed by a determination of how to pre-
sent the results to the patient (Finn, 1996b). The clinician
must also determine the best way to present the information to
the patient so that he or she can accept and integrate it while
maintaining his or her sense of identity and self-esteem.

Step 3: The Feedback Session

As Finn (1996b) states, “The overriding goal of feedback ses-
sions is to have a therapeutic interaction with clients” (p. 44).
This begins with the setting of the stage for this type of en-
counter before the clinician answers the questions posed by the
patient during Step 1. Beginning with a positive finding from
the assessment, the clinician proceeds first to address those
questions whose answers the patient is most likely to accept.
He or she then carefully moves to the findings that are more
likely to be anxiety-arousing for the patient or challenge his
or her self-concept. A key element to this step is to have the
patient verify the accuracy of each finding and provide a real-
life example of the interpretation that is offered. Alternately,
the clinician asks the patient to modify the interpretation to
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make it more in line with how the patient sees him- or herself
and the situation. Throughout the session, the clinician main-
tains a supportive stance with regard to any affective reactions
to the findings.

Additional Steps

Finn and Martin (1997) indicate two additional steps that may
be added to the therapeutic assessment process. The purpose
of the first additional step, referred to as an assessment inter-
vention session, is essentially to clarify initial test findings
through the administration of additional instruments. The other
additional step discussed by Finn and Martin (1997) is the pro-
vision of a written report of the findings to the patient.

Empirical Support for Therapeutic Assessment 

Noting the lack of direct empirical support for the therapeutic
effects of sharing test results with patients, Finn and Tonsager
(1992) investigated the benefits of providing feedback to
university counseling center clients regarding their MMPI-2
results. Thirty-two participants underwent therapeutic assess-
ment and feedback procedures similar to those described
above while on the counseling center’s waiting list. Another
28 participants were recruited from the same waiting list to
serve as a control group. Instead of receiving feedback, Finn
and Tonsager’s (1992) control group received nontherapeutic
attention from the examiner. However, they were adminis-
tered the same dependent measures as the feedback group at
the same time that the experimental group received feedback.
They were also administered the same dependent measures
as the experimental group two weeks later (i.e., two weeks
after the experimental group received the feedback) in order to
determine if there were differences between the two groups on
those dependent measures. These measures included a self-
esteem questionnaire, a symptom checklist (the SCL-90-R), a
measure of private and public self-consciousness, and a ques-
tionnaire assessing the subjects’ subjective impressions of the
feedback session.

The results of Finn and Tonsager’s (1992) study indicated
that compared to the control group, the feedback group demon-
strated significantly less distress at the two-week postfeedback
follow-up and significantly higher levels of self-esteem and
hope at both the time of feedback and the two-week postfeed-
back follow-up. In other findings, feelings about the feedback
sessions were positively and significantly correlated with
changes in self-esteem from testing to feedback, both from
feedback to follow-up and from testing to follow-up among
those who were administered the MMPI-2. In addition, change
in level of distress from feedback to follow-up correlated sig-
nificantly with private self-consciousness (i.e., the tendency to

focus on the internal aspects of oneself) but not with public
self-consciousness.

M. L. Newman and Greenway (1997) provided support for
Finn and Tonsager’s findings in their study of 60 Australian
college students. Clients given MMPI-2 feedback reported an
increase in self-esteem and a decrease in psychological dis-
tress that could not be accounted for by their merely complet-
ing the MMPI-2. At the same time, changes in self-esteem or
symptomatology were not found to be related to either the
level or type of symptomatology at the time of the first assess-
ment. Also, the clients’ attitudes toward mental health profes-
sionals (as measured by the MMPI-2 TRT scale) were not
found to be related to level of distress or self-esteem. Their
results differed from those of Finn and Tonsager in that gen-
eral satisfaction scores were not associated with change in
self-esteem or change in symptomatology, nor was private
self-consciousness found to be related to changes in sympto-
matology. Recognizing the limitations of their study, Newman
and Greenway’s recommendations for future research in
this area included examination of the components of thera-
peutic assessment separately and the use of different patient
populations and different means of assessing therapeutic
change (i.e., use of both patient and therapist /third party
report).

Overall, the research on the benefits of therapeutic assess-
ment is limited but promising. The work of Finn and others
should be extended to include other patient populations with
more severe forms of psychological disturbance and to re-
assess study participants over longer periods of follow-up.
Moreover, the value of the technique when used with instru-
mentation other than the MMPI-2 warrants investigation.

TREATMENT MONITORING

Monitoring treatment progress with psychological assessment
instruments can prove to be quite valuable, especially with pa-
tients who are seen over relatively long periods of time. If the
treatment is inefficient, inappropriate or otherwise not resulting
in the expected effects, changes in the treatment plan can be
formulated and deployed. These adjustments may reflect the
need for (a) more intensive or aggressive treatment (e.g., in-
creased number of psychotherapeutic sessions each week, ad-
dition of a medication adjunct); (b) less intensive treatment
(e.g., reduction or discontinuation of medication, transfer from
inpatient to outpatient care); or (c) a different therapeutic ap-
proach (e.g., a change from humanistic therapy to cognitive-
behavioral therapy). Regardless, any modifications require
later reassessment of the patient to determine if the treatment
revisions have affected patient progress in the expected direc-
tion. This process may be repeated any number of times. These
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in-treatment reassessments also can provide information rele-
vant to the decision of when to terminate treatment.

Monitoring Change

Methods for determining if statistically and clinically signifi-
cant change has occurred from one point in time to another
have been developed and can be used for treatment monitoring.
Many of these methods are the same as those that can be used
for outcomes assessment and are discussed later in this chapter.
In addition, the reader is also referred to an excellent discussion
of analyzing individual and group change data in F. L. Newman
and Dakof (1999) and F. L. Newman and Tejeda (1999).

Patient profiling is yet another approach to monitoring
therapeutic change that can prove to be more valuable than
looking at simple changes in test scores from one point in time
to another. Patient profiling involves the generation of an ex-
pected curve of recovery over the course of psychotherapy
based on the observed recovery of similar patients (Howard,
Moras, Brill, Martinovich, & Lutz, 1996; Leon, Kopta,
Howard, & Lutz, 1999). An individual recovery curve is gen-
erated from selected clinical characteristics (e.g., severity and
chronicity of the problem, attitudes toward treatment, scores
on treatment-relevant measures) present at the time of treat-
ment onset. This curve will enable the clinician to determine if
the patient is on the expected track for recovery through the
episode of care. Multiple measurements of the clinical charac-
teristics during the course of treatment allow a comparison of
the patient’s actual score with that which would be expected
from similar individuals after the same number of treatment
sessions. The therapist thus knows when the treatment is
working and when it is not working so that any necessary ad-
justments in the treatment strategy can be made.

Other Uses for Patient Profiling

Aside from its obvious treatment value, treatment monitoring
data can support decisions regarding the need for continued
treatment. This holds true whether the data are nothing more
than a set of scores from a relevant measure (e.g., a symptom
inventory) administered at various points during treatment,
or are actual and expected recovery curves obtained by the
Howard et al. (1996) patient profiling method. Expected and
actual data obtained from patient profiling can easily point to
the likelihood that additional sessions are needed or would be
significantly beneficial for the patient. Combined with clini-
cian impressions, these data can make a powerful case for
the patient’s need for additional treatment sessions or, con-
versely, for treatment termination.

As well as the need for supporting decisions regarding ad-
ditional treatment sessions for patients already in treatment,

there are indications that patient profiling may also be useful
in making initial treatment-related decisions. Leon et al.
(1999) sought to determine whether patients whose actual re-
sponse curve matched or exceeded (i.e., performed better
than) the expectancy curve could be differentiated from those
whose actual curve failed to match their expectancy curve on
the basis of pretreatment clinical characteristics. They first
generated patient profiles for 821 active outpatients and
found a correlation of .57 ( p < .001) between the actual and
expected slopes. They then used half of the original sample
to develop a discriminate function that was able to signifi-
cantly discriminate ( p < .001) patients whose recovery was
predictable (i.e., those with consistent actual and expected
curves) from those whose recovery was not predictable (i.e.,
those with inconsistent curves). The discriminant function
was based on 15 pretreatment clinical characteristics (includ-
ing the subscales and items of the Mental Health Index, or
MHI; Howard, Brill, Lueger, O’Mahoney, & Grissom, 1993)
and was cross-validated with the other half of the original
sample. In both subsamples, lower levels of symptomatology
and higher levels of functioning were associated with those in
the predictable group of patients.

The implications of these findings are quite powerful. Ac-
cording to Leon et al. (1999),

The patient profiling-discriminant approach provides promise
for moving toward the reliable identification of patients who will
respond more rapidly in psychotherapy, who will respond more
slowly in psychotherapy, or who will demonstrate a low likeli-
hood of benefiting from this type of treatment.

The implications of these possibilities for managed mental
health care are compelling. . . . [A] reliable prediction system—
even for a proportion of patients—would improve efficiency,
thereby reducing costs in the allocation and use of resources for
mental health care. For instance, patients who would be likely to
drain individual psychotherapeutic resources while achieving lit-
tle or no benefit could be identified at intake and moved into
more promising therapeutic endeavors (e.g., medication or
group psychotherapy). Others, who are expected to succeed but
are struggling could have their treatment reviewed and then
modified in order to get them back on track. . . . Patients who
need longer term treatment could justifiably get it because the
need would be validated by a reliable, empirical methodology.
(p. 703)

The Effects of Providing Feedback to the Therapist

Intuitively, one would expect that patient profiling informa-
tion would result in positive outcomes for the patient. Is this
really the case, though? Lambert et al. (1999) sought to an-
swer this question by conducting a study to determine if pa-
tients whose therapists receive feedback about their progress
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(experimental group) would have better outcomes and better
treatment attendance (an indicator of cost-effective psy-
chotherapy) than those patients whose therapists did not re-
ceive this type of feedback (control group). The feedback
provided to the experimental group’s therapists came in the
form of a weekly updated numerical and color-coded report
based on the baseline and current total scores of the Outcome
Questionnaire (OQ-45; Lambert et al., 1996) and the number
of sessions that the patient had completed. The feedback report
also contained one of four possible interpretations of the pa-
tient’s progress (not making expected level of progress, may
have negative outcome or drop out of treatment, consider re-
vised or new treatment plan, reassess readiness for change).

The Lambert et al. (1999) findings from this study were
mixed and lend only partial support for benefits accruing from
the use of assessment-based feedback to therapists. They also
suggested that information provided in a feedback report
alone is not sufficient to maximize its impact on the quality of
care provided to a patient; that is, the information must be put
to use. The use of feedback to therapists appears to be benefi-
cial, but further research in this area is called for.

Notwithstanding whether it is used as fodder for generat-
ing complex statistical predictions or for simple point-in-time
comparisons, psychological test data obtained for treatment
monitoring can provide an empirically based means of deter-
mining the effectiveness of mental health and substance
abuse treatment during an episode of care. Its value lies in its
ability to support ongoing treatment decisions that must be
made using objective data. Consequently, it allows for im-
proved patient care while supporting efforts to demonstrate
accountability to the patient and interested third parties.

OUTCOMES ASSESSMENT

The 1990s witnessed accelerating growth in the level of
interest and development of behavioral health care outcomes
programs. The interest in and necessity for outcomes mea-
surement and accountability in this era of managed care pro-
vide a unique opportunity for psychologists to use their training
and skills in assessment (Maruish, 1999a). However, the extent
to which psychologists and other trained professionals be-
come a key and successful contributor to an organization’s out-
comes initiative will depend on their understanding of what
outcomes and their measurement and applications are all
about.

What Are Outcomes?

Outcomes is a term that refers to the results of the specific
treatment that was rendered to a patient or group of patients.

Along with structure and process, outcomes is one component
of what Donabedian (1980, 1982, 1985) refers to as “quality of
care.” The first component is structure. This refers to various
aspects of the organization providing the care, including how
the organization is organized, the physical facilities and equip-
ment, and the number and professional qualifications of its
staff. Process refers to the specific types of services that are
provided to a given patient (or group of patients) during a spe-
cific episode of care. These might include various tests and as-
sessments (e.g., psychological tests, lab tests, magnetic
resonance imaging), therapeutic interventions (e.g., group
psychotherapy, medication), and discharge planning activi-
ties. Outcomes, on the other hand, refers to the results of the
specific treatment that was rendered.

In considering the types of outcomes that might be as-
sessed in behavioral health care settings, a substantial number
of clinicians would probably identify symptomatic change in
psychological status as being the most important. However,
no matter how important change in symptom status may have
been in the past, psychologists and other behavioral health
care providers have come to realize that change in many other
aspects of functioning identified by Stewart and Ware (1992)
are equally important indicators of treatment effectiveness.As
Sederer et al. (1996) have noted,

Outcome for patients, families, employers, and payers is not sim-
ply confined to symptomatic change. Equally important to those
affected by the care rendered is the patient’s capacity to function
within a family, community, or work environment or to exist inde-
pendently, without undue burden to the family and social welfare
system. Also important is the patient’s ability to show improve-
ment in any concurrent medical and psychiatric disorder. . . .
Finally, not only do patients seek symptomatic improvement,
but they want to experience a subjective sense of health and well
being. (p. 2)

The Use of Outcomes Assessment in Treatment

Following are considerations and recommendations for the
development and implementation of outcomes assessment by
psychologists. Although space limitations do not allow a
comprehensive review of all issues and solutions, the infor-
mation that follows touches upon matters that are most im-
portant to psychologists who wish to incorporate outcomes
assessment into their standard therapeutic routine.

Measurement Domains 

The specific aspects or dimensions of patient functioning that
are measured as part of outcomes assessment will depend on
the purpose for which the assessment is being conducted.
Probably the most frequently measured variable is that of
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symptomatology or psychological/mental health status. After
all, disturbance or disruption in this dimension is probably
the most common reason why people seek behavioral health
care services in the first place. However, there are other rea-
sons for seeking help. Common examples include difficulties
in coping with various types of life transitions (e.g., a new
job, a recent marriage or divorce, other changes in the work
or home environment), an inability to deal with the behavior
of others (e.g., spouse, children), or general dissatisfaction
with life. Additional assessment of related variables may
therefore be necessary or even take precedence over the as-
sessment of symptoms or other indicators. 

For some patients, measures of one or more specific psy-
chological disorders or symptom clusters are at least as im-
portant as, if not more important than, overall symptom or
mental health status. Here, if interest is in only one disorder
or symptom cluster (e.g., depression), one may choose to
measure only that particular set of symptoms using an instru-
ment designed specifically for that purpose (e.g., the BDI-II
would be used with depressed patients). For those interested
in assessing the outcomes of treatment relative to multiple
psychological dimensions, the administration of more than
one disorder-specific instrument or a single, multiscale in-
strument that assesses all or most of the dimensions of inter-
est (e.g., BSI) would be required. Again, instruments such as
the SA-45 or the BSI can provide a quick, broad assessment
of several symptom domains.

It is not always a simple matter to determine exactly what
should be measured. However, careful consideration of the
following questions should greatly facilitate the decision:
Why did the patient seek services? What does the patient
hope to gain from treatment? What are the patient’s criteria
for successful treatment? What are the clinician’s criteria for
the successful completion of the current therapeutic episode?
What, if any, are the outcomes initiatives within the provider
organization? Note that the selection of the variables to be as-
sessed may address more than one of the above issues. Ide-
ally, this is what should happen. However, one needs to
ensure that the task of gathering outcomes data does not be-
come too burdensome. The key is to identify the point at
which the amount of data that can be obtained from a patient
or collaterals and the ease at which they can be gathered are
optimized.

Measurement Methodology 

Once the decision of what to measure has been made, one
must then decide how it should be measured. In many cases,
the most important data will be those that are obtained directly
from the patient using self-report instruments. Underlying

this assertion is the assumption that valid and reliable instru-
mentation, appropriate to the needs of the patient, is available
to the clinician; the patient can read at the level required by the
instruments; and the patient is motivated to respond honestly
to the questions asked. Barring one or more of these condi-
tions, other options should be considered.

Other types of data-gathering tools may be substituted for
self-report measures. Rating scales completed by the clinician
or other members of the treatment staff may provide informa-
tion that is as useful as that elicited directly from the patient. In
those cases in which the patient is severely disturbed, unable to
give valid and reliable answers (as in the case of younger chil-
dren), unable to read, or otherwise an inappropriate candidate
for a self-report measure, clinical rating scales, such as the
Brief Psychiatric Rating Scale (BPRS; Faustman & Overall,
1999; Overall & Gorham, 1962) and the Child and Adolescent
Functional Assessment Scale (CAFAS; Hodges, 1994), can
serve as a valuable substitute for gathering information about
the patient. Related to these instruments are parent-completed
instruments for child and adolescent patients, such as the Child
Behavior Checklist (CBCL; Achenbach, 1991) and the Person-
ality Inventory for Children-2 (PIC-2; Lachar & Gruber,
2001). Collateral rating instruments and parent-report instru-
ments can also be used to gather information in addition to
that obtained from self-report measures. When used in this
manner, these instruments provide a mechanism by which the
clinician, other treatment staff, and parents, guardians, or other
collaterals can contribute data to the outcomes assessment
endeavor.

When to Measure

There are no hard and fast rules or widely accepted conven-
tions related to when outcomes should be assessed. The com-
mon practice is to assess the patient at least at treatment
initiation and again at termination or discharge. Additional
assessment of the patient on the variables of interest can take
place at other points as part of postdischarge follow-up. 

Many would argue that postdischarge or posttermination
follow-up assessment provides the best or most important in-
dication of the outcomes of therapeutic intervention. In gen-
eral, postdischarge outcomes assessment should probably take
place no sooner than 1 month after treatment has ended. When
feasible, waiting 3–6 months to assess the variables of interest
is preferred. A longer interval between discharge and postdis-
charge follow-up should provide a more valid indication of the
lasting effects of treatment. Comparison of the patient’s status
on the variables of interest at the time of follow-up with that
found at the time of either treatment initiation or termination
will provide an indication of the more lasting effects of the



Psychological Assessment in the Era of Managed Behavioral Health Care 131

intervention. Generally, the variables of interest for this type
of comparison include symptom presence and intensity, feel-
ing of well-being, frequency of substance use, and social or
role functioning.

Although it provides what is arguably the best and most
useful outcomes information, a program of postdischarge
follow-up assessment is also the most difficult to success-
fully implement. There must be a commitment of staff and
other resources to track terminated patients; contact them
at the appropriate times to schedule a reassessment; and
process, analyze, report, and store the follow-up data. The
task is made more difficult by frequently noted difficulties in
locating terminated patients whose contact information has
changed, or convincing those who can be located to complete
a task from which they will not directly benefit. However,
those organizations and individual clinicians who are able to
overcome the barriers will find the fruits of their efforts quite
rewarding.

Analysis of Outcomes Data

There are two general approaches to the analysis of treatment
outcomes data. The first is by determining whether changes
in patient scores on outcomes measures are statistically sig-
nificant. The other is by establishing whether these changes
are clinically significant. Use of standard tests of statistical
significance is important in the analysis of group or popula-
tion change data. Clinical significance is more relevant to
change in the individual patient’s scores.

The issue of clinical significance has received a great deal
of attention in psychotherapy research during the past several
years. This is at least partially owing to the work of Jacobson
and his colleagues (Jacobson, Follette, & Revenstorf, 1984,
1986; Jacobson & Truax, 1991) and others (e.g., Christensen
& Mendoza, 1986; Speer, 1992; Wampold & Jenson, 1986).
Their work came at a time when researchers began to recog-
nize that traditional statistical comparisons do not reveal a
great deal about the efficacy of therapy. In discussing the topic,
Jacobson and Truax broadly define the clinical significance of
treatment as “its ability to meet standards of efficacy set by
consumers, clinicians, and researchers” (p. 12).

From their perspective, Jacobson and his colleagues
(Jacobson et al., 1984; Jacobson & Truax, 1991) felt that clin-
ically significant change could be conceptualized in one of
three ways. Thus, for clinically significant change to have oc-
curred, the measured level of functioning following the thera-
peutic episode would either (a) fall outside the range of the
dysfunctional population by at least 2 standard deviations
from the mean of that population, in the direction of function-
ality; (b) fall within 2 standard deviations of the mean for the

normal or functional population; or (c) be closer to the mean
of the functional population than to that of the dysfunctional
population. Jacobson and Truax viewed option (c) as being
the least arbitrary, and they provided different recommenda-
tions for determining cutoffs for clinically significant change,
depending upon the availability of normative data.

At the same time, these investigators noted the importance
of considering the change in the measured variables of inter-
est from pre- to posttreatment in addition to the patient’s func-
tional status at the end of therapy. To this end, Jacobson et al.
(1984) proposed the concomitant use of a reliable change
(RC) index to determine whether change is clinically sig-
nificant. This index, modified on the recommendation of
Christensen and Mendoza (1986), is nothing more than the
pretest score minus the posttest score divided by the standard
error of the difference of the two scores.

The demand to demonstrate the outcomes of treatment is
pervasive throughout the health care industry. Regulatory
and accreditation bodies are requiring that providers and
provider organizations show that their services are having a
positive impact on the people they treat. Beyond that, the be-
havioral health care provider also needs to know whether
what he or she does works. Outcomes information derived
from psychological assessment of individual patients allows
the provider to know the extent to which he or she has helped
each patient. At the same time, in aggregate, this information
can offer insight about what works best for whom under
what circumstances, thus facilitating the treatment of future
patients.

PSYCHOLOGICAL ASSESSMENT IN THE ERA
OF MANAGED BEHAVIORAL HEALTH CARE 

Numerous articles (e.g., Ficken, 1995) have commented on
how the advent of managed care has limited the reimburse-
ment for (and therefore the use of) psychological assessment.
Certainly, no one would argue with this assertion. In an era of
capitated behavioral health care coverage, the amount of
money available for behavioral health care treatment is limited.
Managed behavioral health care organizations therefore re-
quire a demonstration that the amount of money spent for test-
ing will result in a greater amount of treatment cost savings.As
of this writing, this author is unaware of any published research
that can provide this demonstration. Moreover, Ficken asserts
that much of the information obtained from psychological as-
sessment is not relevant to the treatment of patients within a
managed care environment. If this indeed is how MBHOs view
psychological assessment information, it is not surprising that
MBHOs are reluctant to pay for gathering it.
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Current Status

Where does psychological assessment currently fit into the
daily scope of activities for practicing psychologists in this
age of managed care? In a survey conducted in 1995 by the
American Psychological Association’s Committee for the
Advancement of Professional Practice (Phelps, Eisman, &
Kohut, 1998), almost 16,000 psychological practitioners re-
sponded to questions related to workplace settings, areas of
practice concerns, and range of activities. Even though
there were not any real surprises, there were several interest-
ing findings. The principal professional activity reported by
the respondents was psychotherapy, with 44% of the sample
acknowledging involvement in this service. Assessment was
the second most prevalent activity, with only 16% reporting
this activity. In addition, the results showed that 29% were in-
volved in outcomes assessment.

Taking a closer look at the impact that managed care has had
on assessment, Piotrowski, Belter, and Keller (1998) surveyed
500 psychologists randomly selected from that year’s National
Register of Health Service Providers in Psychology in the fall
of 1996 to investigate how managed care has affected assess-
ment practices. One hundred thirty-seven usable surveys
(32%) were returned. Sixty-one percent of the respondents saw
no positive impact of managed care; and, consistent with the
CAPP survey findings, 70% saw managed care as negatively
affecting clinicians or patients. The testing practices of 72% of
the respondents were affected by managed care, as reflected
in their performing less testing, using fewer instruments when
they did test patients, and having lower reimbursement rates.
Overall, they reported less reliance on those tests requiring
much clinician time—such as the Weschler scales, Rorschach,
and Thematic Apperception Test—along with a move to
briefer, problem-focused tests. The results of their study led
Piotrowski et al. to describe many possible scenarios for the
future of assessment, including providers relying on briefer
tests or briefer test batteries, changing the focus of their prac-
tice to more lucrative types of assessment activities (e.g.,
forensic assessment), using computer-based testing, or, in
some cases, referring testing out to another psychologist.

In yet another survey, Stout and Cook (1999) contacted
40 managed care companies regarding their viewpoints con-
cerning reimbursement for psychological assessment. The
good news is that the majority (70%) of these companies re-
ported that they did reimburse for these services. At the same
time, the authors pointed to the possible negative implications
for the covered lives of those other 12 or so companies that do
not reimburse for psychological assessment. That is, these peo-
ple may not be receiving the services they need because of
missing information that might have been revealed through
the assessment.

Piotrowski (1999) summed up the current state of psycho-
logical assessment by stating,

Admittedly, the emphasis on the standard personality battery
over the past decade has declined due to the impact of brief ther-
apeutic approaches with a focus on diagnostics, symptomatol-
ogy, and treatment outcome. That is, the clinical emphasis has
been on addressing referral questions and not psychodynamic,
defenses, character structure, and object relations. Perhaps the
managed care environment has brought this issue to the fore-
front. Either way, the role of clinical assessment has, for the most
part, changed. To the dismay of proponents of clinical methods,
the future is likely to focus more on specific domain-based rather
than comprehensive assessment. (p. 793)

Opportunities for Psychological Assessment

The foregoing representations of the current state of psycho-
logical assessment in behavioral health care delivery could
be viewed as an omen of worse things to come. In my opin-
ion, they are not. Rather, the limitations that are being im-
posed on psychological assessment and the demand for
justification of its use in clinical practice represent part of
health care customers’ dissatisfaction with the way things
were done in the past. In general, this author views the tight-
ening of the purse strings as a positive move for both behav-
ioral health care and the profession of psychology. It is a
wake-up call to those who have contributed to the health care
crisis by uncritically performing costly psychological assess-
ments, being unaccountable to the payers and recipients of
those services, and generally not performing assessment ser-
vices in the most responsible, cost-effective way possible.
Psychologists need to evaluate how they have used psycho-
logical assessment in the past and then determine the best
way to use it in the future. 

Consequently, this is an opportunity for psychologists to
reestablish the value of the contributions they can make to im-
prove the quality of care delivery through their knowledge and
skills in the area of psychological assessment. As has been
shown throughout this chapter, there are many ways in which
the value of psychological assessment can be demonstrated in
traditional mental health settings during this era of managed
behavioral health care. However, the health care industry is
now beginning to recognize the value of psychological assess-
ment in the more traditional medical arenas. This is where po-
tential opportunities are just now beginning to be realized.

Psychological Assessment in Primary Care Settings 

The past three decades have witnessed a significant increase
in the number of psychologists who work in general health
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care settings (Groth-Marnat & Edkins, 1996). This can be at-
tributed to several factors, including the realization that psy-
chologists can improve a patient’s physical health by helping
to reduce overutilization of medical services and prevent
stress-related disorders, offering alternatives to traditional
medical interventions, and enhancing the outcomes of patient
care. The recognition of the financial and patient-care bene-
fits that can accrue from the integration of primary medical
care and behavioral health care has resulted in the implemen-
tation of various types of integrated behavioral health pro-
grams in primary care settings. Regardless of the extent to
which these services are merged, these efforts attest to the be-
lief that any steps toward integrating behavioral health care
services—including psychological testing and assessment—
in primary care settings represents an improvement over the
more traditional model of segregated service delivery. 

The alliance of primary and behavioral health care pro-
viders is not a new phenomenon; it has existed in one form or
another for decades. Thus, it is not difficult to demonstrate
that clinical psychologists and other trained behavioral health
care professionals can uniquely contribute to efforts to fully
integrate their services in primary care settings through the
establishment and use of psychological assessment services.
Information obtained from psychometrically sound self-
report tests and other assessment instruments (e.g., clinician
rating scales, parent-completed instruments) can assist the
primary care provider in several types of clinical decision-
making activities, including screening for the presence of
mental health or substance abuse problems, planning a course
of treatment, and monitoring patient progress. Testing can
also be used to assess the outcome of treatment that has been
provided to patients with mental health or substance abuse
problems, thus assisting in determining what works for
whom.

Psychological Assessment in Disease
Management Programs

Beyond the primary care setting, the medical populations for
which psychological assessment can be useful are quite var-
ied and may even be surprising to some. Todd (1999) ob-
served that “Today, it is difficult to find any organization in
the healthcare industry that isn’t in some way involved in
disease management. . . . This concept has quickly evolved
from a marketing strategy of the pharmaceutical industry to
an entrenched discipline among many managed care organi-
zations” (p. xi). It is here that opportunities for the applica-
tion of psychological screening and other assessment
activities are just beginning to be realized.

What is disease management, or (as some prefer) dis-
ease state management? Gurnee and DaSilva (1999, p. 12)

described it as “an integrated system of interventions, mea-
surements, and refinements of health care delivery designed
to optimize clinical and economic outcomes within a specific
population. . . . [S]uch a program relies on aggressive pre-
vention of complications as well as treatment of chronic
conditions.” The focus of these programs is on a systems ap-
proach that treats the entire disease rather than its individual
components, such as is the case in the more traditional prac-
tice of medicine. The payoff comes in improvement in the
quality of care offered to participants in the program as well
as real cost savings. 

Where can psychological assessment fit into these pro-
grams? In some MBHOs, for example, there is a drive to
work closer with health plan customers in their disease man-
agement programs for patients facing diabetes, asthma, and
recovery from cardiovascular diseases. This has resulted in a
recognition on the part of the health plans of the value that
MBHOs can bring to their programs, including the exper-
tise in selecting or developing assessment instruments and
developing an implementation plan that can help identify
and monitor medical patients with comorbid behavioral
health problems. These and other medical disorders are fre-
quently accompanied by depression and anxiety that can
significantly affect quality of life, morbidity, and, in some
cases, mortality. Early identification and treatment of co-
morbid behavioral health problems in patients with chronic
medical diseases can thus dramatically affect the course of
the disease and the toll it takes on the patient. In addition,
periodic (e.g., annual) monitoring of the patient can be in-
corporated into the disease management process to help en-
sure that there has been no recurrence of the problem or
development of a different behavioral health problem over
time.

A Concluding Note

It is difficult to imagine that any behavioral health care
organization—managed or otherwise—would not find value
in at least one or two of the previously described applications.
The issue becomes whether there are funds for these applica-
tions. These might include funds for assessment materials, re-
imbursing network providers or other third-party contractors
(e.g., disease management companies) for their assessment
work, an in-house staff position to conduct or oversee the im-
plementation of this work, or any combination of the three.
Regardless, it is highly unlikely that any MBHO is going to
spend money on any service that is not considered essential
for the proper care of patients unless that service can demon-
strate value in short-term or long-term money savings or off-
set costs in other ways. The current restrictions for authorizing
assessment are a reflection of this fact. As Dorfman (2000)
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succinctly put it,

Until the value of testing can be shown unequivocally, support
and reimbursement for evaluation and testing will be uneven
with [MBHOs] and frequently based on the psychologist’s per-
sonal credibility and competence in justifying such expendi-
tures. In the interim, it is incumbent on each psychologist to be
aware of the goals and philosophy of the managed care industry,
and to understand how the use of evaluation and testing with his
or her patients not only is consistent with, but also helps to fur-
ther, those goals. To the extent that these procedures can be
shown to enhance the value of the managed care product by en-
suring quality of care and positive treatment outcome, to reduce
treatment length without sacrificing that quality, to prevent
overutilization of limited resources and services, and to enhance
patient satisfaction with care, psychologists can expect to gain
greater support for their unique testing skill from the managed
care company. (pp. 24–25)

FUTURE DIRECTIONS

The ways in which psychologists and other behavioral health
care clinicians conduct the types of psychological assessment
described in this chapter have undergone dramatic changes
during the 1990s, and they will continue to change in this
new millennium. Some of those involved in the delivery of
psychological assessment services may wonder (with some
fear and trepidation) where the health care revolution is lead-
ing the behavioral health care industry and, in particular, how
their ability to practice will be affected in the twenty-first
century. At the same time, others are eagerly awaiting the in-
evitable advances in technology and other resources that will
come with the passage of time. What ultimately will occur is
open to speculation. However, close observation of the prac-
tice of psychological assessment and the various industries
that support it has led this author to arrive at a few predictions
as to where the field of psychological assessment is headed
and the implications they have for patients, clinicians, and
provider organizations.

What the Field Is Moving Away From

One way of discussing what the field is moving toward is to
first talk about what it is moving away from. In the case of psy-
chological assessment, two trends are becoming quite clear.
First, as just noted, the use of (and reimbursement for) psycho-
logical assessment has gradually been curtailed. In particular,
this has been the case with regard to indiscriminate administra-
tion of lengthy and expensive psychological test batteries. Pay-
ers began to demand evidence that the knowledge gained from

the administration of these instruments in fact contributes to the
delivery of cost-effective, efficient care to patients. This author
sees no indications that this trend will stop.

Second, as the Piotrowski et al. (1998) findings suggest, the
form of assessment commonly used is moving away from
lengthy, multidimensional objective instruments (e.g., MMPI)
or time-consuming projective techniques (e.g., Rorschach)
that previously represented the standard in practice. The
type of assessment authorized now usually involves the use
of brief, inexpensive, problem-oriented instruments that
have demonstrated validity for the purpose for which they will
be used. This reflects modern behavioral health care’s time-
limited, problem-oriented approach to treatment. Today, the
clinician can no longer afford to spend a great deal of time in
assessment when the patient is only allowed a limited number
of payer-authorized sessions. Thus, brief instruments will be-
come more commonly employed for problem identification,
progress monitoring, and outcomes assessment in the foresee-
able future.

Trends in Instrumentation

In addition to the move toward the use of brief, problem-
oriented instruments, another trend in the selection of instru-
mentation is the increasing use of public domain tests,
questionnaires, rating scales, and other measurement tools. In
the past, these free-use instruments were not developed with
the same rigor that is applied by commercial test publishers
in the development of psychometrically sound instruments.
Consequently, they commonly lacked the validity and reliabil-
ity data that are necessary to judge their psychometric integrity.

Recently, however, there has been significant improvement
in the quality and documentation of the public domain, free-
use, and nominal cost tests that are available. Instruments such
as the SF-36 Health Survey (SF-36; Ware, Snow, Kosinski, &
Gandek, 1993) and the SF-12 Health Survey (SF-12; Ware,
Kosinski, & Keller, 1995) health measures are good exam-
ples of such tools. These and instruments such as the Behav-
ior and Symptom Identification Scale (BASIS-32; Eisen,
Grob, & Klein, 1986) and the Outcome Questionnaire (OQ-
45; Lambert, Lunnen, Umphress, Hansen, & Burlingame,
1994) have undergone psychometric scrutiny and have gained
widespread acceptance. Although copyrighted, these instru-
ments may be used for a nominal one-time or annual licensing
fee; thus, they generally are treated much like public domain
assessment tools. In the future, one can expect that other high
quality, useful instruments will be made available for use at
little or no cost.

As for the types of instrumentation that will be needed
and developed, one can probably expect some changes.
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Accompanying the increasing focus on outcomes assessment
is a recognition by payers and patients that positive change in
several areas of functioning is at least as important as change
in level of symptom severity when evaluating treatment
effectiveness. For example, employers are interested in the
patient’s ability to resume the functions of his or her job,
whereas family members are probably concerned with the
patient’s ability to resume his or her role as spouse or parent.
Increasingly, measurement of the patient’s functioning in
areas other than psychological or mental status has come to
be included as part of behavioral health care outcomes sys-
tems. Probably the most visible indication of this is the in-
corporation of the SF-36 or SF-12 in various behavioral
health care studies. One will likely see other public domain
and commercially available, non-symptom-oriented instru-
ments, especially those emphasizing social and occupational
role functioning, in increasing numbers over the next several
years.

Other types of instrumentation will also become promi-
nent. These may well include measures of variables that sup-
port outcomes and other assessment initiatives undertaken by
provider organizations. What one organization or provider
believes is important, or what payers determine is important
for reimbursement or other purposes, will dictate what is
measured. Instrumentation may also include measures that
will be useful in predicting outcomes for individuals seeking
specific psychotherapeutic services from those organizations.

Trends in Technology

Looking back to the mid-1980s and early 1990s, the cutting-
edge technology for psychological testing at that time in-
cluded optical mark reader (OMR) scanning technologies.
Also, there were those little black boxes that facilitated the
per-use sale and security of test administration, scoring, and
interpretations for test publishers while making computer-
based testing convenient and available to practitioners. As
has always been the case, someone has had the foresight to
develop applications of several current technological ad-
vances that we use every day to the practice of psychological
testing. Just as at one time the personal computer held the
power of facilitating the testing and assessment process, the
Internet, the fax, and interactive voice response, technologies
are being developed to make the assessment process easier,
quicker, and more cost effective. 

Internet Technology 

The Internet has changed the way we do many things, so that
the possibility of using it for the administration, scoring, and

interpretation of psychological instruments should not be a
surprise to anyone. The process here is straightforward. The
clinician accesses the Web site on which the desired instru-
mentation resides. The desired test is selected for administra-
tion, and then the patient completes the test online. There may
also be an option of having the patient complete a paper-and-
pencil version of the instrument and then having administra-
tive staff key the responses into the program. The data are
scored and entered into the Web site’s database, and a report is
generated and transmitted back to the clinician through the
Web. Turnaround time on receiving the report will be only a
matter of minutes. The archived data can later be used for any
of a number of purposes. The most obvious, of course, is to de-
velop scheduled reporting of aggregated data on a regular
basis. Data from repeated testing can be used for treatment
monitoring and report card generation. These data can also be
used for psychometric test development or other statistical
purposes.

The advantages of an Internet-based assessment system are
rather clear-cut. This system allows for online administration
of tests that include branching logic for item selection.Any in-
struments available through a Web site can be easily updated
and made available to users, which is not the case with disk-
distributed software, for which updates and fixes are some-
times long in coming. The results of a test administration can
be made available almost immediately. In addition, data from
multiple sites can be aggregated and used for normative com-
parisons, test validation and risk adjustment purposes, gener-
ation of recovery curves, and any number of other statistically
based activities that require large data sets.

There are only a couple of major disadvantages to an
Internet-based system. The first and most obvious is the fact
that it requires access to the Internet. Not all clinicians have
Internet access. The second disadvantage has to do with the
general Internet data security issue. With time, the access and
security issues will likely become of less concern as the use of
the Internet in the workplace becomes more of the standard
and advances in Internet security software and procedures
continue to take place.

Faxback Technology

The development of facsimile and faxback technology that
has taken place over the past decade has opened an important
application for psychological testing. It has dealt a huge
blow to the optical scanning industry’s low-volume customer
base while not affecting sales to their high-volume scanning
customers.

The process for implementing faxback technology is
fairly simple. Paper-and-pencil answer sheets for those tests
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available through the faxback system are completed by the pa-
tient. The answer sheet for a given test contains numbers or
other types of code that tell the scoring and reporting software
which test is being submitted. When the answer sheet is com-
pleted, it is faxed in—usually through a toll-free number that
the scoring service has provided—to the central scoring facil-
ity, where the data are entered into a database and then scored.
A report is generated and faxed back to the clinician within
about 5 minutes, depending on the number of phone lines that
the vendor has made available and the volume of submissions
at that particular time. At the scoring end of the process, the
whole system remains paperless. Later, the stored data can be
used in the same ways as those gathered by an Internet-based
system.

Like Internet-based systems, faxback systems allow for im-
mediate access to software updates and fixes. As is the case
with the PC-based testing products that are offered through
most test publishers, its paper-and-pencil administration for-
mat allows for more flexibility as to where and when a patient
can be tested. In addition to the types of security issues that
come with Internet-based testing, the biggest disadvantage of
or problem with faxback testing centers around the identifica-
tion and linking data. Separate answer sheets are required for
each instrument that can be scored through the faxback system.

Another disadvantage is that of developing the ability to
link data from multiple tests or multiple administrations of
the same test to a single patient. At first glance, this may not
seem to be a very challenging task. However, there are issues
related to the sometimes conflicting needs of maintaining
confidentiality while at the same time ensuring the accuracy of
patient identifiers that link data over an episode or multiple
episodes of care. Overcoming this challenge may be the key to
the success of any faxback system. If a clinician cannot link
data, then the data will be limited in its usefulness.

IVR Technology

One of the more recent applications of new technology to the
administration, scoring, and reporting of results of psycho-
logical tests can be found in the use of interactive voice re-
sponse, or IVR, systems. Almost everyone is familiar with the
IVR technology. When we place a phone call to order prod-
ucts, address billing problems, or find out what the balance is
in our checking accounts, we are often asked to provide infor-
mation to an automated system in order to facilitate the meet-
ing of our requests. This is IVR, and its applicability to test
administration, data processing, and data storage should be
obvious. What may not be obvious is how the data can be ac-
cessed and used.

Interactive voice response technology is attractive from
many standpoints. It requires no extra equipment beyond a

touch-tone telephone for administration. It is available for
use 24 hours a day, 7 days a week. One does not have to be
concerned about the patient’s reading ability, although oral
comprehension levels need to be taken into account when
determining which instruments are appropriate for adminis-
tration via IVR or any audio administration format. As with
fax- and Internet-based assessment, the system is such that
branching logic can be used in the administration of the instru-
ment. Updates and fixes are easily implemented systemwide.
Also, the ability to store data allows for comparison of results
from previous testings, aggregation of data for statistical analy-
ses, and all the other data analytic capabilities available
through fax- and Internet-based assessment. As for the down
side of IVR assessment, probably the biggest issue is that in
many instances the patient must be the one to initiate the test-
ing. Control of the testing is turned over to a party that may or
may not be amenable to assessment. With less cooperative
patients, this may mean costly follow-up efforts to encourage
full participation in the process.

Overall, the developments in instrumentation and technol-
ogy that have taken place over the past several years suggest
two major trends. First, there will always be a need for the
commercially published, multidimensional assessment instru-
ments in which most psychologists received training. These
instruments can efficiently provide the type of information that
is critical in forensic, employment, or other evaluations that
generally do not involve ongoing treatment-related decision-
making. However, use of these types of instruments will be-
come the exception rather than the rule in day-to-day,
in-the-trenches clinical practice. Instead, brief, valid, problem-
oriented instruments whose development and availability
were made possible by public or other grant money will gain
prominence in the psychologist’s armamentarium of assess-
ment tools. As for the second trend, it appears that the Internet
will eventually become the primary medium for automated
test administration, scoring, and reporting. Access to the Inter-
net will soon become universal, expanding the possibilities for
in-office and off-site assessment and making test administra-
tion simple, convenient, and cost effective for patients and
psychologists.
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Computers have become an integral part of modern life. No
longer are they mysterious, giant electronic machines that are
stuck away in some remote site at a university or government
facility requiring a bunch of engineers with PhDs to operate.
Computers are everywhere—doing tasks that were once con-
sidered to be sheer human drudgery (managing vast unthink-
able inventories with lightening speed), happily managing
chores that no one could accomplish (like monitoring intri-
cate internal engine functions), or depositing a letter to a
friend all the way around the world in microseconds, a task
that used to take months.

Computers have served in several capacities in the field of
psychological assessment since their introduction almost a half

century ago, although initially only in the processing of psy-
chological test information. Over the past several decades,
their uses in mental health care settings have broadened, and
computers have become important and necessary aids to as-
sessment. The benefits of computers to the field of psychology
continue to expand as technology becomes more advanced, al-
lowing for more sophisticated operations, including integrative
test interpretation, which once was the sole domain of humans.
How can an electronic and nonintuitive gadget perform a com-
plex cognitive process such as psychological test interpretation
(which requires extensive knowledge, experience, and a mod-
icum of intuition)?

The theoretical rationale underlying computer-based test in-
terpretation was provided in 1954 when Meehl published a
monograph in which he debated the merits of actuarial or statis-
tical (objective) decision-making methods versus more subjec-
tive or clinical strategies. Meehl’s analysis of the relative

I would like to express my appreciation to Reneau Kennedy for pro-
viding case material used in this chapter.
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strengths of actuarial prediction over clinical judgment led to
the conclusion that decisions based upon objectively applied in-
terpretive rules were ultimately more valid than judgments
based on subjective strategies. Subsequently, Dawes, Faust, and
Meehl (1989) and Grove and Meehl (1996) have reaffirmed the
finding that objective assessment procedures are equal or supe-
rior to subjective methods. More recently, in a meta-analysis of
136 studies, Grove, Zald, Lebow, Smith, and Nelson (2000)
concluded that the advantage in accuracy for statistical predic-
tion over clinical prediction was approximately 10%.

In spite of the common foundations and comparable ratio-
nales that actuarial assessment and computerized assessment
share, they are not strictly the same. Computer-based test in-
terpretation (CBTI) can be either clinical or actuarial in foun-
dation. It is an actuarial task only if its interpretive output is
determined strictly by statistical rules that have been demon-
strated empirically to exist between the input and the output
data. A computer-based system for describing or predicting
events that are not actuarial in nature might base its interpreta-
tions on the work of a clinician (or even an astrologer) who hy-
pothesizes relationships using theory, practical experience, or
even lunar phases and astrology charts.

It is important in the field of psychological assessment
that the validity of computerized assessment instruments be
demonstrated if they are to be relied upon for making crucial
dispositions or decisions that can affect people. In 1984 the
Committee on Professional Standards of theAmerican Psycho-
logical Association (APA) cautioned psychologists who used
interpretive reports in business and school settings against
using computer-derived narrative test summaries in the ab-
sence of adequate data to validate their accuracy.

WAYS COMPUTERS ARE USED IN
CLINICAL ASSESSMENT

In the history of psychological assessment, the various
computer-based test applications evolved differently. The rel-
atively more routine tasks were initially implemented, and
the applications of more complex tasks, such as interpreta-
tion, took several decades to become available.

Scoring and Data Analysis

The earliest computer-based applications of psychological
tests involved scoring and data processing in research. Almost
as soon as large mainframe computers became available for
general use in the 1950s, researchers began to use them to
process test development information. In the early days, data
were input for scoring by key entry, paper tape, or cards.
Today optical readers or scanners are used widely but not

exclusively. It is also common to find procedures in which the
respondent enters his or her responses directly into the ma-
chine using a keyboard. Allard, Butler, Faust, and Shea (1995)
found that computer scoring was more reliable than manual
scoring of test responses.

Profiling and Charting of Test Results

In the 1950s, some commercial services for scoring psycho-
logical tests for both research and clinical purposes emerged.
These early services typically provided summary scores for
the test protocols, and in some cases, they provided a profile
graph with the appropriate levels of the scale elevation desig-
nated. The technology of computer graphics of the time did not
allow for complex visual displays or graphing a profile by con-
necting the dots, and the practitioner needed to connect the
dots manually to complete the profile.

Listing of Possible Interpretations

As computer use became more widespread, its potential
advantage to the process of profiling of scores and assign-
ing meaning to significantly elevated scores came to be re-
cognized. A research group at Mayo Clinic in Rochester,
Minnesota developed a computer program that actually pro-
vided rudimentary interpretations for the Minnesota Multi-
phasic Personality Inventory (MMPI) results of patients being
seen at the hospital (Rome et al., 1962). The interpretive pro-
gram was comprised of 110 statements or descriptions that
were based on empirical correlates for particular MMPI scale
elevations. The program simply listed out the most relevant
statements for each client’s profile. This system was in use for
many years to assess psychopathology of patients undergoing
medical examinations at Mayo Clinic.

In 1963 Piotrowski completed a very elaborate computer pro-
gram for Rorschach interpretation (Exner, 1987). The program
wasbasedonhisowninterpretive logicand includedhundredsof
parameters and rules. Because the program was too advanced for
the computer technology available at that time, Piotrowski’s pro-
gram never became very popular. However, it was a precursor of
modern computer programs for calculating scores and indexes
and generating interpretations of Rorschach data.

Evolution of More Complex Test Interpretation and
Report Generation

It wasn’t long until others saw the broader potential in
computer-based test interpretation. Fowler (1969) developed
a computer program for the drug company, Hoffman-La
Roche Laboratories, that not only interpreted the impor-
tant scales of the MMPI but also combined the interpretive
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statements into a narrative report. Several other computer-
based systems became available in the years that followed—
for example, the Caldwell Report (Caldwell, 1996) and the
Minnesota Report (Butcher, 1982).

Adapting the Administration of Test Items

Computer administration has been widely used as a means of
obtaining response data from clients. This response format
has many advantages over traditional manual processing
methods—particularly the potential time savings, elimination
of the possibility that respondents would make errors while
filling out handwritten answer sheets, and elimination of the
possibility that clinicians and technicians would make errors
while hand-scoring items .

The flexibility of the computer offers the option of adapt-
ing the test to suit the needs and preferences of the test taker.
The administration of test items in a paper-and-pencil inven-
tory requires that the test taker respond to each and every
question regardless of whether it applies. Psychologists have
been interested in modifying the administration of test items
to fit the respondent—that is, to tailor a test administration to
be analogous to an interview. For example, in an interview, if
a question such as Are you married? is answered no, then all
subsequent questions take this response into account and are
branched away from seeking responses to items pertinent to
being married. In other words, the items are administered in
an adapted or tailored manner for the specific test taker. The
comparability and validity of this method (known as comput-
erized adaptive testing) have been explored in several studies
(e.g., Butcher, Keller, & Bacon, 1985). Roper, Ben-Porath,
and Butcher (1995) examined an adaptive version of the
MMPI-2. Five hundred and seventy-one undergraduate psy-
chology students were administered three versions of the
MMPI-2: a booklet version, an adaptive computerized ver-
sion, and a conventional computerized version. Each partici-
pant took the same format twice, took the booklet and
adaptive computerized versions (in counterbalanced order),
or took the conventional and adaptive computerized versions
(again, in counterbalanced order). There were few statisti-
cally significant differences in the resulting mean scale scores
between the booklet and adaptive computerized formats.

Decision Making by Computer

Available computer interpretation systems, even the most so-
phisticated report-generating programs, are essentially look up,
list out programs—that is, they provide canned interpretations
that have been stored in the computer to be called up when var-
ious test scores and indexes are obtained. The computer does
not actually make decisions but simply follows instructions

(often very complex and detailed ones) about the statements or
paragraphs that are to be printed out. The use of computers to
actually make decisions or simulate what the human brain does
in making decisions—an activity that has been referred to as
artificial intelligence—has not been fully accomplished in the
assessment field. One program that comes closest to having
the computer actually make the decisions is available in the
Minnesota Personnel Screening Report (Butcher, 1995). In
this system, the computer has been programmed with decision
rules defining an array of test scores and decisions (e.g., man-
ages stress well). The computer program determines the scores
and indexes and then decides which of the summary variables
are most appropriate for the range of scores obtained.

Butcher (1988) investigated the usefulness of this
computer-based MMPI assessment strategy for screening in
personnel settings. A group of 262 airline pilot applicants
were evaluated by both expert clinicians and by computer-
based decision rules. The overall level of adjustment of each
applicant was rated by experts (using only an MMPI profile)
on a Likert-type scale with three categories: adequate, prob-
lems possible, and problems likely. The computer-based deci-
sion rules were also used to make determinations about the
applicants. Here, the categories of excellent, good, adequate,
problems possible, and poor were used to classify the pro-
files. The results showed high agreement between the
computer-based decisions and those made by clinicians in
rating overall adjustment. Over 50% of individuals falling
into the adequate category based on the computer-based rules
were given ratings of adequate by the clinicians. There was
agreement between the computer rules and clinician judg-
ment on the possibility of problems being present in 26.7% of
cases. Over 60% of individuals rated as poor by the computer
rules were given problems likely ratings by the clinicians.
This study indicated that there can be substantial agreement
between clinicians and the computer when an objectively in-
terpreted test is used. The study did not, however, provide
information on the external validity of either approach be-
cause no criteria were available to allow for an assessment of
the relative accuracy of either method.

Internet-Based Test Applications

Computer-based technological developments are advancing
more rapidly than is the psychological technology to support
psychological test usage on the Internet. The growth of the
Internet and broadening commercial uses have increased the
potential to administer, score, and interpret psychological
tests online. Commercial test publishers have been receiv-
ing a great deal of pressure from test users to make more
test-based services available on the Internet. The ethics of
psychological test usage, standards of care, and the basic
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psychological test research have not kept up with the growth
spurt of the Internet itself. Consequently, there are many
unanswered questions as psychologists move into the twenty-
first century with the almost limitless potential of test appli-
cations facing the field. Later in this chapter, we address a
number of these issues.

EQUIVALENCE OF COMPUTER-ADMINISTERED
TESTS AND TRADITIONAL METHODS

Several authorities have raised questions about the equivalence
of computer-based assessment methods and traditional psy-
chological testing procedures. Hofer and Green (1985), for ex-
ample, pointed out that there are several conditions related to
computerized test administration that could produce noncom-
parable results. Some people might be uncomfortable with
computers and feel awkward dealing with them; this would
make the task of taking tests on a computer different from
standard testing procedures. Moreover, factors such as the type
of equipment used and the nature of the test material (i.e., when
item content deals with sensitive and personal information)
might make respondents less willing (or more willing) to re-
veal their true feelings to a computer than to a human being.
These situations might lead to atypical results for computer-
ized assessment compared to a traditional format. Another
possible disadvantage of computer assessment is that com-
puter-generated interpretations may be excessively general in
scope and not specific enough for practical use. Finally, there is
a potential for computer-based results to be misused because
they might be viewed as more scientific than they actually are,
simply because they came out of a computer (Butcher, 1987).
It is therefore important that the issues of measurement
comparability and, of course, validity of the interpretation be
addressed. The next section addresses the comparability of
computer-administered tests and paper-and-pencil measures or
other traditional methods of data collection.

Comparability of Psychiatric Screening by Computer
and Clinical Interview

Several studies have reported on adaptations of psychiatric
interviews for computer-based screening, and these adapta-
tions are discussed in the chapter by Craig in this volume. Re-
search has shown that clients in mental health settings report
feeling comfortable with providing personal information
through computer assessment (e.g., Hile & Adkins, 1997).
Moreover, research has shown that computerized assessment
programs were generally accurate in being able to diagnose
the presence of behavioral problems. Ross, Swinson, Larkin,
and Doumani (1994) used the Computerized Diagnostic

Interview Schedule (C-DIS) and a clinician-administered
Structural Clinical Interview for the Diagnostic and Statisti-
cal Manual of Mental Disorders–Third Edition–Revised
(DSM-III-R; SCID) to evaluate 173 clients. They reported the
congruence between the two instruments to be acceptable ex-
cept for substance abuse disorders and antisocial personality
disorder, in which the levels of agreement were poor. The
C-DIS was able to rule out the possibility of comorbid disor-
ders in the sample with approximately 90% accuracy.

Farrell, Camplair, and McCullough (1987) evaluated the
capability of a computerized interview to identify the pres-
ence of target complaints in a clinical sample. Both a face-
to-face, unstructured intake interview and the interview
component of a computerized mental health information sys-
tem, the Computerized Assessment System for Psychotherapy
Evaluation and Research (CASPER), were administered to
103 adult clients seeking outpatient psychological treatment.
Results showed relatively low agreement (mean r = .33)
between target complaints as reported by clients on the com-
puter and as identified by therapists in interviews. However, 9
of the 15 complaints identified in the computerized interview
were found to be significantly associated with other self-report
and therapist-generated measures of global functioning.

Comparability of Standard and
Computer-Administered Questionnaires

The comparability of computer and standard administrations
of questionnaires has been widely researched. Wilson, Genco,
and Yager (1985) used a test-attitudes screening instrument as
a representative of paper-and-pencil tests that are adminis-
tered also by computer. Ninety-eight female college freshman
were administered the Test Attitude Battery (TAB) in both
paper-and-pencil and computer-administered formats (with
order of administration counterbalanced). The means and
variances were found to be comparable for paper-and-pencil
and computerized versions.

Holden and Hickman (1987) investigated computerized
and paper-and-pencil versions of the Jenkins Activity Scale,
a measure that assesses behaviors related to the Type A
personality. Sixty male undergraduate students were as-
signed to one of the two administration formats. The stability
of scale scores was comparable for both formats, as were
mean scores, variances, reliabilities, and construct validities.
Merten and Ruch (1996) examined the comparability of the
German versions of the Eysenck Personality Questionnaire
(EPQ-R) and the Carroll Rating Scale for Depression (CRS)
by having people complete half of each instrument with a
paper-and-pencil administration and the other half with com-
puter administration (with order counterbalanced). They
compared the results from the two formats to one another as
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well as to data from another sample, consisting of individuals
who were administered only the paper-and-pencil version
of the EPQ-R. As in the initial study, means and standard de-
viations were comparable across computerized and more tra-
ditional formats.

In a somewhat more complex and comprehensive evalua-
tion of computer-based testing, Jemelka, Wiegand, Walker, and
Trupin (1992) administered several computer-based measures
to 100 incarcerated felons. The measures included brief mental
health and personal history interviews, the group form of the
MMPI, the Revised Beta IQ Examination, the Suicide Proba-
bility Scale, the Buss-Durkee Hostility Inventory, the Monroe
Dyscontrol Scale, and the Veteran’s Alcohol Screening Test.
From this initial sample, they developed algorithms from a
CBTI system that were then used to assign to each participant
rakings of potential for violence, substance abuse, suicide, and
victimization. The algorithms were also used to describe and
identify the presence of clinical diagnoses based on the DSM-
III-R. Clinical interviewers then rated the felons on the same
five dimensions. The researchers then tested a new sample of
109 participants with eight sections of the computer-based DIS
and found the agreement between the CBTI ratings and the
clinician ratings to be fair. In addition, there was also high
agreement between CBTI- and clinician-diagnosed DSM-III-R
disorders, with an overall concordance rate of 82%.

Most of the research concerning the comparability of
computer-based and standard personality assessment mea-
sures has been with the MMPI or the MMPI-2. Several stud-
ies reported possible differences between paper-and-pencil
and computerized testing formats (e.g., Lambert, Andrews,
Rylee, & Skinner, 1987; Schuldberg, 1988; Watson, Juba,
Anderson, & Manifold, 1990). Most of the studies suggest
that the differences between administrative formats are few
and generally of small magnitude, leading to between-forms
correlations of .68–.94 (Watson et al., 1990). Moreover, some
researchers have reported very high (Sukigara, 1996) or near-
perfect (i.e., 92% to 97%) agreement in scores between
computer and booklet administrations (Pinsoneault, 1996).
Honaker, Harrell, and Buffaloe (1988) investigated the equi-
valency of a computer-based MMPI administration with the
booklet version among 80 community volunteers. They
found no significant differences in means or standard devia-
tions between various computer formats for validity, clinical,
and 27 additional scales. However, like a number of studies
investigating the equivalency of computer and booklet forms
of the MMPI, the power of their statistical analyses did not
provide conclusive evidence regarding the equivalency of the
paper-and-pencil and computerized administration format
(Honaker et al., 1988).

The question of whether computer-administered and
paper-and-pencil forms are equivalent was pretty much laid to

rest by a comprehensive meta-analysis (Finger & Ones,
1999). Their analysis included 14 studies, all of which in-
cluded computerized and standard formats of the MMPI or
MMPI-2, that had been conducted between 1974 and 1996.
They reported that the differences in T score means and
standard deviations between test formats across the studies
were negligible. Correlations between forms were con-
sistently near 1.00. Based on these findings, the authors
concluded that computer-administered inventories are com-
parable to booklet-administered forms.

The equivalence of conventional computerized and
computer-adapted test administrations was demonstrated in
the study cited earlier by Roper et al. (1995). In this study,
comparing conventional computerized to adaptive computer-
ized administrations of the MMPI, there were no significant
differences for either men or women. In terms of criterion-
related validity, there were no significant differences between
formats for the correlations between MMPI scores and crite-
rion measures that included the Beck Depression Inventory,
the Trait Anger and Trait Anxiety scales from the State-Trait
Personality Inventory, and nine scales from the Symptoms
Checklist—Revised.

Equivalence of Standard and Computer-Administered
Neuropsychological Tests

Several investigators have studied computer-adapted versions
of neuropsychological tests with somewhat mixed findings.
Pellegrino, Hunt, Abate, and Farr (1987) compared a battery of
10 computerized tests of spatial abilities with these paper-and-
pencil counterparts and found that computer-based measures of
static spatial reasoning can supplement currently used paper-
and-pencil procedures. Choca and Morris (1992) compared a
computerized version of the Halstead Category Test to the stan-
dard version with a group of neurologically impaired persons
and reported that the computer version was comparable to the
original version.

However, some results have been found to be more mixed.
French and Beaumont (1990) reported significantly lower
scores on the computerized version than on the standard ver-
sion of the Standard Progressive Matrices Test, indicating
that these two measures cannot be used interchangeably.
They concluded, however, that the poor resolution of avail-
able computer graphics might have accounted for the differ-
ences. With the advent of more sophisticated computer
graphics, these problems are likely to be reduced in future
studies. It should also be noted that more than a decade ago,
French and Beaumont (1990) reported that research partici-
pants expressed a clear preference for the computer-based re-
sponse format over the standard administration procedures
for cognitive assessment instruments.
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Equivalence of Computer-Based and Traditional
Personnel Screening Methods

Several studies have evaluated computer assessment methods
with traditional approaches in the field of personnel selection.
Carretta (1989) examined the usefulness of the computerized
Basic Attributes Battery (BAT) for selecting and classifying
United States Air Force pilots. A total of 478 Air Force officer
candidates completed a paper-and-pencil qualifying test and
the BAT, and they were also judged based on undergraduate
pilot training performance. The results demonstrated that
the computer-based battery of tests was adequately assessing
abilities and skills related to flight training performance,
although the results obtained were variable.

In summary, research on the equivalence of computerized
and standard administration has produced variable results.
Standard and computerized versions of paper-and-pencil per-
sonality measures appear to be the most equivalent, and those
involving more complex stimuli or highly different response
or administration formats appear less equivalent. It is impor-
tant for test users to ensure that a particular computer-based
adaptation of a psychological test is equivalent before their
results can be considered comparable to those of the original
test (Hofer & Green, 1985).

COMPUTER-BASED PERSONALITY
NARRATIVES

Computer-based psychological interpretation systems usually
provide a comprehensive interpretation of relevant test vari-
ables, along with scores, indexes, critical item responses, and
so forth. The narrative report for a computer-based psycho-
logical test interpretation is often designed to read like a psy-
chological report that has been prepared by a practitioner.
However, psychological tests differ with respect to the amo-
unt of valid and reliable information available about them
and consequently differ in terms of the time required to pro-
gram the information into an effective interpretive system.
Of course, if more research is available about a particular
instrument, the more likely it is that the interpretations will be
accurate. Instruments that have been widely researched, such
as the MMPI and MMPI-2 (which have a research base of
more than 10,000 articles) will likely have a more defensible
interpretive system than a will test that has little or no research
base. Test users need to be aware of the fact that some test in-
terpretation systems that are commercially available are pub-
lished with minimal established validity research. Simply
being available commercially by computer does not assure
test validity.

Steps in the Development of a Narrative Report

In developing a computer-based narrative report, the system
developer typically follows several steps:

• Develops a systematic strategy for storing and retrieving
relevant test information. This initial phase of develop-
ment sets out the rationale and procedure for incorporating
the published research findings into a coherent theme.

• Designs a computer program that scores the relevant
scales and indexes and presents the information in a con-
sistent and familiar form. This step may involve develop-
ment of a program that accurately plots test profiles.

• Writes a dictionary of appropriate and validated test be-
haviors or correlates that can serve as the narrative data
base. The test index definitions stored into memory can
vary in complexity, ranging from discrete behaviors (e.g.,
if Scale 1 receives a T score greater than 70, print the fol-
lowing: Reports many physical symptoms) to extensive
descriptors (e.g., if Scale 2 receives a T score greater than
65, then print the following: This client has obtained a
significant scale elevation on the depression scale. It is
likely that he is reporting extensive mental health symp-
toms including depression, worry, low self-esteem, low en-
ergy, feelings of inadequacy, lacking in self-confidence,
social withdrawal, and a range of physical complaints).
The dictionary of stored test information can be quite ex-
tensive, particularly if the test on which it is based has a
broad research base. For example, a comprehensive
MMPI-2 based interpretive system would likely include
hundreds of pages of stored behavioral correlates.

• Specifies the interpretive algorithms for combining test in-
dexes and dictionary text. This component of the interpre-
tive system is the engine for combining the test indexes to
use in particular reports and locating the appropriate dic-
tionary text relevant for the particular case.

• Organizes the narrative report in a logical and user-friendly
format. Determines what information is available in the test
being interpreted and organizes the information into a struc-
ture that maximizes the computer-generated hypotheses.

• Tests the system extensively before it is offered to the pub-
lic. This may involve generating sample reports that test
the system with a broad range of possible test scores and
indexes.

• Eliminates internal contradictions within the system. This
phase involves examining a broad range of reports on
clients with known characteristics in order to modify the
program to prevent contradictory or incorrect statements
from appearing in the narrative.
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• Revises the system periodically to take into account new
research on the test instrument.

Responsibilities of Users of Computer-Based Reports

As Butcher (1987, 1995; Butcher et al., 1985) has discussed,
there are definite responsibilities that users of computer-
based psychological reports assume, and these responsibili-
ties are especially important when the reports are used in
forensic evaluations:

• It is important to ensure that appropriate custody of an-
swer sheets and generated test materials be maintained
(i.e., kept in a secure place). Practitioners should see to it
that the client’s test materials are properly labeled and se-
curely stored so that records can be identified if circum-
stances call for recovery at a later date—for example, in a
court case.

• The practitioner should closely follow computer-based va-
lidity interpretations because clients in both clinical and
forensic cases may have motivation to distort their answers
in order to present a particular pattern in the evaluation.

• It is up to the practitioner to ensure that there is an appro-
priate match between the prototypal report generated by
the computer and background and other test information
available about a particular client. Does the narrative re-
port match the test scores generated by the scoring pro-
gram? Please refer to the note at the end of the sample
computerized narrative report presented in the appendix to
this chapter. It is customary for reports to contain language
that stresses the importance of the practitioner, making
sure that the case matches the report.

• The practitioner must integrate congruent information
from the client’s background and other sources into evalu-
ation based on test results. Computer-based reports are by
necessity general personality or clinical descriptions
based on prototypes.

• It is the responsibility of the practitioner using computer-
based test interpretations to account for any possible dis-
crepancies between the report and other client data.

Illustration of a Computer-Based Narrative Report

Although the output of various interpretive systems can vary
from one service to another or from one test to another, the
Minnesota Report for the MMPI-2 offers a fairly representa-
tive example of what one might expect when using comput-
erized interpretation services. The MMPI-2 responses for
the case of Della B. were submitted to National Computer

Systems, and the resulting report is presented in the appendix
to this chapter.

Della, a 22-year-old woman, was evaluated by a forensic
psychologist at the request of her attorney. She and her hus-
band had been charged with the murder of their 16-month-old
child. Della, who was 5 months pregnant at the time of the
evaluation, had been living with her husband and daughter in
a small apartment.

About 2 months before the death of her daughter, the
parents were investigated by the county protection agency
for possible child abuse or neglect after a neighbor had re-
ported to the authorities that their apartment was a shambles
and that the child appeared to be neglected. The neighbors
reported that the couple kept the child in a small room in the
apartment along with cages for the parents’ four rabbits,
which were allowed to run free around the room most of the
time. The parents also kept two Russian wolfhounds in their
living room. The family periodically volunteered to take care
of animals for the animal recovery shelter, and on two previ-
ous occasions the animals died mysterious deaths while in the
family’s care. Although the house was found to be in sham-
bles, the child protection worker did not believe that the child
was endangered and recommended that the parents retain
custody. The family apparently lived a very chaotic life.
Della and her husband drank heavily almost every day and
argued almost constantly. The day that their daughter died,
the couple had been drinking and arguing loudly enough
for the neighbors to hear. Della reported her daughter’s death
through a 911 call indicating that the child had apparently
suffocated when she became trapped between her bed and the
wall. After a police investigation, however, both parents were
charged with homicide because of the extensive bruises on
the child’s body. During the pretrial investigation (and after
Della’s second child was born), her husband confessed to
killing his daughter to allow his wife to go free. He was sen-
tenced to 18 years in prison. Although there was much evi-
dence to indicate Della’s complicity in the killing, she was
released from custody after serving a 5-month sentence for
conspiracy and rendering false statements.

VALIDITY RESEARCH ON COMPUTERIZED
NARRATIVE REPORTS

Interpretive reports generated by computer-based psychologi-
cal assessment systems need to have demonstrated validity even
if the instruments on which the interpretations are based are sup-
ported by research literature. Computerized outputs are typi-
cally one step removed from the test index-validity data
relationships from the original test; therefore, it is important to
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demonstrate that the inferences included in the computerized
report are reliable and valid in the settings where they are used.
Some computer interpretation programs now in use also pro-
vide comprehensive personality assessment by combining test
findings into narrative descriptions and conclusions. Butcher,
Perry, and Atlis (2000) recently reviewed the extensive validity
research for computer-based interpretation systems. Highlights
from their evaluation are summarized in the following sections.

In discussing computer-based assessment, it is useful to
subdivide computerized reports into two broad categories:
descriptive summaries and consultative reports. Descriptive
summaries (e.g., for the 16 Personality Factor Test or 16PF)
are usually on a scale-by-scale basis without integration of
the results into a narrative. Consultative reports (e.g., those
for the MMPI-2 and DTREE, a computer-based DSM-IV di-
agnostic program) provide detailed analysis of the test data
and emulate as closely as possible the interpretive strategies
of a trained human consultant.

Narrative Reports in Personality Assessment

The validity of computerized reports has been extensively
studied in both personality testing and psychiatric screening
(computer-based diagnostic interviewing). Research aimed at
exploring the accuracy of narrative reports has been conducted
for several computerized personality tests, such as the
Rorschach Inkblot Test (e.g., Harris, Niedner, Feldman, Fink,
& Johnson, 1981; Prince & Guastello, 1990), the 16PF (e.g.,
Guastello & Rieke, 1990; O’Dell, 1972), the Marital Satisfac-
tion Questionnaire (Hoover & Snyder, 1991) and the Millon
Clinical Multiaxial Inventory (MCMI; Moreland & Onstad,
1987; Rogers, Salekin, & Sewell, 1999). Moreland (1987) sur-
veyed results from the most widely studied computer-based
personality assessment instrument, the MMPI. Evaluation of
diagnostic interview screening by computer (e.g., the DIS) has
also been reported (First, 1994).

Moreland (1987) provided an overview of studies that in-
vestigated the accuracy of computer-generated MMPI narra-
tive reports. Some studies compared computer-generated
narrative interpretations with evaluations provided by human
interpreters. One methodological limitation of this type of
study is that the clinician’s interpretation might not be valid and
accurate (Moreland, 1987). For example, Labeck, Johnson,
and Harris (1983) asked three clinicians (each with at least
12 years of clinical experience) to rate the quality and the accu-
racy of code-type interpretations generated by an automated
MMPI program (the clinicians did not rate the fit of a narrative
to a particular patient, however). Results indicated that
the MMPI code-type, diagnostic, and overall profile inter-
pretive statements were consistently rated by the expert judges
as strong interpretations.The narratives provided by automated

MMPI programs were judged to be substantially better than av-
erage when compared to the blind interpretations of similar
profiles that were produced by the expert clinicians. The re-
searchers, however, did not specify how they judged the qual-
ity of the blind interpretation and did not investigate the
possibility that statements in the blind interpretation could
have been so brief and general (especially when compared to a
two-page narrative CBTI) that they could have artificially
inflated the ratings of the CBTI reports. In spite of these limita-
tions, this research design was considered useful in evaluat-
ing the overall congruence of computer-generated decision
and interpretation rules.

Shores and Carstairs (1998) evaluated the effectiveness of
the Minnesota Report in detecting faking. They found that the
computer-based reports detected fake-bad profiles in 100% of
the cases and detected fake-good profiles in 94% of the cases.

The primary way researchers have attempted to determine
the accuracy of computer-based tests is through the use
of raters (usually clinicians) who judge the accuracy of
computer interpretations based on their knowledge of the
client (Moreland, 1987). For example, a study by Butcher
and colleagues (1998) explored the utility of computer-based
MMPI-2 reports in Australia, France, Norway, and the United
States. In all four countries, clinicians administered the
MMPI-2 to their patients being seen for psychological evalu-
ation or therapy; they a booklet format in the language of
each country. The tests were scored and interpreted by the
Minnesota Report using the American norms for MMPI-2.
The practitioner, familiar with the client, rated the informa-
tion available in each narrative section as insufficient, some,
adequate, more than adequate, or extensive. In each case, the
clinicians also indicated the percentage of accurate descrip-
tions of the patient and were asked to respond to open-ended
questions regarding ways to improve the report. Relatively
few raters found the reports inappropriate or inaccurate. In
all four countries, the Validity Considerations, Sympto-
matic Patterns, and Interpersonal Relations sections of the
Minnesota Report were found to be the most useful sections
in providing detailed information about the patients, com-
pared with the Diagnostic Considerations section. Over two
thirds of the records were considered to be highly accurate,
which indicated that clinicians judged 80–100% of the
computer-generated narrative statements in them to be appro-
priate and relevant. Overall, in 87% of the reports, at least
60% of the computer-generated narrative statements were be-
lieved to be appropriate and relevant to understanding the
client’s clinical picture.

Although such field studies are valuable in examining the
potential usefulness of computer-based reports for various
applications, there are limitations to their generalizability.
Moreland concluded that this type of study has limitations, in
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part because estimates of interrater reliability are usually not
practical. Raters usually are not asked to provide descriptions
of how their judgments were made, and the appropriateness
of their judgments was not verified with information from the
patients themselves and from other sources (e.g., physicians
or family members). Moreland (1985) suggested that in as-
sessing the validity of computer-generated narrative reports,
raters should evaluate individual interpretive statements be-
cause global accuracy ratings may limit the usefulness of rat-
ings in developing the CBTI system.

Eyde, Kowal, and Fishburne (1991) followed Moreland’s
recommendations in a study that investigated the compara-
tive validity of the narrative outputs for several CBTI sys-
tems. They used case histories and self-report questionnaires
as criteria against which narrative reports obtained from
seven MMPI computer interpretation systems could be
evaluated. Each of the clinicians rated six protocols. Some
of the cases were assigned to all raters; they consisted of an
African American patient and a Caucasian patient who were
matched for a 7-2 (Psychasthenia-Depression) code-type
and an African American soldier and a Caucasian soldier
who had all clinical scales in the subclinical range (T < 70).
The clinicians rated the relevance of each sentence pre-
sented in the narrative CBTI as well as the global accuracy
of each report. Some CBTI systems studied showed a high
degree of accuracy (The Minnesota Report was found to be
most accurate of the seven). However, the overall results in-
dicated that the validity of the narrative outputs varied, with
the highest accuracy ratings being associated with narrative
lengths in the short-to-medium range. The longer reports
tended to include less accurate statements. For different
CBTI systems, results for both sentence-by-sentence and
global ratings were consistent, but they differed for the
clinical and subclinical normal profiles. The subclinical nor-
mal cases had a high percentage (Mdn = 50%) of unratable
sentences, and the 7-2 profiles had a low percentage (Mdn =
14%) of sentences that could not be rated. One explanation
for such differences may come from the fact that the clinical
cases were inpatients for whom more detailed case histories
were available. Because the length of time between the
preparation of the case histories and the administrations of
the MMPI varied from case to case, it was not possible to
control for changes that a patient might have experienced
over time or as a result of treatment.

One possible limitation of the published accuracy-rating
studies is that it is usually not possible to control for a phe-
nomenon referred to as the P. T. Barnum effect (e.g., Meehl,
1956) or Aunt Fanny effect (e.g., Tallent, 1958), which
suggests that a narrative report may contain high base-rate
descriptions that apply to virtually anybody. One factor to
consider is that personality variables, such as extraversion,

introversion, and neuroticism (Furnham, 1989), as well as the
extent of private self-consciousness (Davies, 1997), also
have been found to be connected to individuals’ acceptance
of Barnum feedback.

Research on the Barnum rating effect has shown that
participants can usually detect the nature of the overly general
feedback if asked the appropriate questions about it (Furnham
& Schofield, 1987; Layne, 1979). However, this criticism
might not be appropriate for clinical studies because this re-
search has most often been demonstrated for situations involv-
ing acceptance of positive statements in self-ratings in normally
functioning individuals. For example, research also has demon-
strated that people typically are more accepting of favorable
Barnum feedback than they are of unfavorable feedback
(Dickson & Kelly, 1985; Furnham & Schofield, 1987; C. R.
Snyder & Newburg, 1981), and people have been found to per-
ceive favorable descriptions as more appropriate for themselves
than for people in general (Baillargeon & Danis, 1984).

Dickson and Kelly (1985) suggested that test situations,
such as the type of assessment instruments used, can be
significant in eliciting acceptance of Barnum statements.
However, Baillargeon and Danis (1984) found no interaction
between the type of assessment device and the favorability of
statements. Research has suggested that people are more
likely to accept Barnum descriptions that are presented by
persons of authority or expertise (Lees-Haley, Williams, &
Brown, 1993). However, the relevance of this interpretation
to studies of testing results has been debated.

Some researchers have made efforts to control for
Barnum-type effects on narrative CBTIs by comparing the
accuracy of ratings to a stereotypical client or an average
subject and by using multireport-multirating intercorrela-
tion matrices (Moreland, 1987) or by examining differ-
ences in perceived accuracy between bogus and real reports
(Moreland & Onstad, 1987; O’Dell, 1972). Several studies
have compared bogus with genuine reports and found them to
be statistically different in judged accuracy. In one study, for
example, Guastello, Guastello, and Craft (1989) asked col-
lege students to complete the Comprehensive Personality
Profile Compatibility Questionnaire (CPPCQ). One group of
students rated the real computerized test interpretation of the
CPPCQ, and another group rated a bogus report. The differ-
ence between the accuracy ratings for the bogus and real
profiles (57.9% and 74.5%, respectively) was statistically
significant. In another study (Guastello & Rieke, 1990), un-
dergraduate students enrolled in an industrial psychology
class evaluated a real computer-generated Human Resources
Development Report (HRDR) of the 16PF and a bogus report
generated from the average 16PF profile of the entire class.
Results indicated no statistically significant difference be-
tween the ratings for the real reports and the bogus reports
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(which had mean accuracy ratings of 71.3% and 71.1%, re-
spectively). However, when the results were analyzed sepa-
rately, four out of five sections of the real 16PF output had
significantly higher accuracy ratings than did the bogus re-
port. Contrary to these findings, Prince and Guastello (1990)
found no statistically significant differences between descrip-
tions of a bogus and real CBTI interpretations when they in-
vestigated a computerized version of the Exner Rorschach
interpretation system.

Moreland and Onstad (1987) asked clinical psycholo-
gists to rate genuine MCMI computer-generated reports and
randomly generated reports. The judges rated the accuracy of
the reports based on their knowledge of the client as a whole as
well as the global accuracy of each section of the report. Five
out of seven sections of the report exceeded chance accuracy
when considered one at a time. Axis I and Axis II sections
demonstrated the highest incremental validity. There was
no difference in accuracy between the real reports and the ran-
domly selected reports for the Axis IV psychosocial stressors
section. The overall pattern of findings indicated that computer
reports based on the MCMI can exceed chance accuracy in di-
agnosing patients (Moreland & Onstad, 1987, 1989).

Overall, research concerning computer-generated narrative
reports for personality assessment has typically found that the
interpretive statements contained in them are comparable to
clinician-generated statements. Research also points to the
importance of controlling for the degree of generality of the re-
ports’ descriptions in order to reduce the confounding influ-
ence of the Barnum effect (Butcher et al., 2000).

Neuropsychological Assessment

Computer-based test batteries have also been used in making
assessment decisions for cognitive evaluation and in neu-
ropsychological evaluations. The 1960s marked the beginning
of investigations into the applicability of computerized testing
to this field (e.g., Knights & Watson, 1968). Because of the in-
clusion of complex visual stimuli and the requirement that par-
ticipants perform motor response tasks, the computer
development of computerized assessment of cognitive tasks
has not proceeded as rapidly as that of paper-and-pencil per-
sonality measures. Therefore, neuropsychology computerized
test interpretation was slower to develop procedures that are
equal in accuracy to those achieved by human clinicians
(Adams & Heaton, 1985, p. 790; see also Golden, 1987). Garb
and Schramke (1996) reviewed and performed a meta-analysis
of studies involving computer analyses for neuropsychologi-
cal assessment, concluding that they were promising but that
they needed improvement. Specifically, they pointed out that
programs needed to be created that included such information

as patient history and clinician observation in addition to the
psychometric and demographic data that are more typically
used in the prediction process for cognitive measures.

Russell (1995) concluded that computerized testing proce-
dures were capable of aiding in the detection and location of
brain damage accurately but not as precisely as clinical judg-
ment. For example, the Right Hemisphere Dysfunction Test
(RHDT) and Visual Perception Test (VPT) were used in one
study (Sips, Catsman-Berrevoets, van Dongen, van der Werff,
& Brook, 1994) in which these computerized measures
were created for the purpose of assessing right-hemisphere
dysfunction in children and were intended to have the same va-
lidity as the Line Orientation Test (LOT) and Facial Recogni-
tion Test (FRT) had for adults. Fourteen children with acquired
cerebral lesions were administered all four tests. Findings indi-
cated that the computerized RHDT and VPT together were
sensitive (at a level of 89%) to right-hemisphere lesions, had
relatively low specificity (40%), had high predictive value
(72%), and accurately located the lesion in 71% of cases. Fray,
Robbins, and Sahakian (1996) reviewed findings regarding a
computerized assessment program, the Cambridge Neuropsy-
chological Test Automated Batteries (CANTAB). Although
specificity and sensitivity were not reported, the reviewers
concluded that CANTAB could detect the effects of progres-
sive, neurogenerative disorders sometimes before other signs
manifested themselves. They concluded that the CANTAB has
been found successful in detecting early signs of Alzheimer’s,
Parkinson’s, and Huntington’s diseases.

Evaluation of Computerized Structured Interviews

Research on computer-assisted psychiatric screening has
largely involved the development of logic-tree decision mod-
els to assist the clinician in arriving at clinical diagnoses
(Erdman, Klein, & Greist, 1985; see also the chapter by Craig
in this volume). Logic-tree systems are designed to establish
the presence of symptoms specified in diagnostic criteria
and to arrive at a particular diagnosis (First, 1994). For ex-
ample, the DTREE is a recent program designed to guide the
clinician through the diagnostic process (First, 1994) and
provide the clinician with diagnostic consultation both during
and after the assessment process. A narrative report is pro-
vided that includes likely diagnoses as well as an extensive
narrative explaining the reasoning behind diagnostic deci-
sions included. Research on the validity of logic-tree pro-
grams typically compares diagnostic decisions made by a
computer and diagnostic decisions made by clinicians. In an
initial evaluation, First et al. (1993) evaluated the use of
DTREE in an inpatient setting by comparing case conclu-
sions by expert clinicians with the results of DTREE output.
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Psychiatric inpatients (N = 20) were evaluated by a consen-
sus case conference and by their treating psychiatrist (five
psychiatrists participated in the rating) who used DTREE
software. Although the number of cases within each of the di-
agnostic categories was small, the results are informative. On
the primary diagnosis, perfect agreement was reached be-
tween the DTREE and the consensus case conference in 75%
of cases (N = 15). The agreement was likely to be inflated be-
cause some of the treating psychiatrists participated in both
the DTREE evaluation and the consensus case conference.
This preliminary analysis, however, suggested that DTREE
might be useful in education and in evaluation of diagnosti-
cally challenging clients (First et al., 1993), although the
amount of rigorous research on the system is limited.

A second logic-tree program in use is a computerized ver-
sion of the World Health Organization (WHO) Composite
International Diagnostic Interview (CIDI-Auto). Peters and
Andrews (1995) conducted an investigation of the validity of
the CIDI-Auto in the DSM-III-R diagnoses of anxiety disor-
ders, finding generally variable results ranging from low to
high accuracy for the CIDI-auto administered by computer.
However, there was only modest overall agreement for the
procedure. Ninety-eight patients were interviewed by the first
clinician in a brief clinical intake interview prior to entering
an anxiety disorders clinic. When the patients returned for a
second session, a CIDI-Auto was administered and the client
was interviewed by another clinician. The order in which
CIDI-Auto was completed varied depending upon the avail-
ability of the computer and the second clinician. At the end of
treatment, clinicians reached consensus about the diagnosis
in each individual case (� = .93). When such agreement
could not be reached, diagnoses were not recorded as the
LEAD standard against which CIDI-Auto results were evalu-
ated. Peters and Andrews (1995) concluded that the over-
diagnosis provided by the CIDI might have been caused by
clinicians’ using stricter diagnostic rules in the application of
duration criteria for symptoms.

In another study, 37 psychiatric inpatients completed a
structured computerized interview assessing their psychiatric
history (Carr, Ghosh, & Ancill, 1983). The computerized inter-
view agreed with the case records and clinician interview on
90% of the information. Most patients (88%) considered com-
puter interview to be no more demanding than a traditional in-
terview, and about one third of them reported that the computer
interview was easier. Some patients felt that their responses to
the computer were more accurate than those provided to inter-
viewers. The computer program in this study elicited about
9.5% more information than did traditional interviews.

Psychiatric screening research has more frequently in-
volved evaluating computer-administered versions of the DIS

(Blouin, Perez, & Blouin, 1988; Erdman et al., 1992; Greist
et al., 1987; Mathisen, Evans, & Meyers, 1987; Wyndowe,
1987). Research has shown that in general, patients tend to
hold favorable attitudes toward computerized DIS systems,
although diagnostic validity and reliability are questioned
when such programs are used alone (First, 1994).

PAST LIMITATIONS AND UNFULFILLED DREAMS

So far I have explored the development of computer-based as-
sessment strategies for clinical decision making, described how
narrative programs are developed, and examined their equiva-
lence and accuracy or validity. In this section I provide a sum-
mary of limitations of computer-based assessment and indicate
some directions that further studies will likely or should go.

Computer-based testing services have not maximally in-
corporated the flexibility and graphic capabilities in present-
ing test-based stimuli. Psychologists have not used to a great
degree the extensive powers of the computer in present-
ing stimuli to test takers. Much could be learned from the
computer game industry about presenting items in an in-
teresting manner. With the power, graphic capability, and
flexibility of the computer, it is possible to develop more so-
phisticated, real-world stimulus environments than are cur-
rently available in computer-administered methods. For
example, the test taker might be presented with a virtual en-
vironment and be asked to respond appropriately to the
circumstances presented.

It is likely that assessment will improve in quality and ef-
fectiveness as technology—particularly graphic displays and
voice-activated systems—improves in quality. At the present
time, the technology exists for computer-based assessment of
some complex motor activities, but they are extremely ex-
pensive to develop and maintain. For example, airlines use
complex flight simulators that mimic the flight environment
extremely well. Similar procedures could be employed in
the assessment of cognitive functioning; however, the psy-
chotechnology is lacking for developing more sophisticated
uses. The computer assessment field has not kept up with the
electronic technology that allows developing test administra-
tion strategies along the lines of the virtual reality environ-
ment. A great deal more could be done in this area to provide
more realistic and interesting stimulus situations to test tak-
ers. At present, stimulus presentation of personality test
items simply follows the printed booklet form. A statement is
printed on the screen and the client simply presses a yes or no
key. Many response behaviors that are important to test inter-
pretation are not incorporated in computer-based interpreta-
tion at present (e.g., stress-oriented speech patterns, facial
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expressions, or the behavior of the client during testing). Fur-
ther advancements from the test development side need to
come to fruition in order to take full advantage of the present
and future computer technology.

Computer-based reports are not stand-alone clinical eval-
uations. Even after almost 40 years of development, most
computer-based interpretive reports are still considered to be
broad, generic descriptions rather than integrated, stand-
alone psychological reports. Computer-generated reports
should be considered as potentially valuable adjuncts to clin-
ical judgment rather than stand-alone assessments that are
used in lieu of an evaluation of a skilled clinician (Fowler,
1969). The reports are essentially listings of the most likely
test interpretations for a particular set of test scores—an elec-
tronic dictionary of interpretive hypotheses that have been
stored in the computer to be called out when those variables
are obtained for a client.

Many people would not, however, consider this feature to
be a limitation of the computer-based system but actually pre-
fer this more limited role as the major goal rather than devel-
opment of final-product reports for an instrument that emerge
from the computer. There has not been a clamoring in the field
for computer-based finished-product psychological reports.

Computer-based assessment systems often fail to take
into consideration client uniqueness. Matarazzo (1986) criti-
cized computerized test interpretation systems because of
their seeming failure to recognize the uniqueness of the test
takers—that is, computer-based reports are often amorphous
descriptions of clients that do not tap the uniqueness of the
individual’s personality.

It is true that computer-based reports seem to read a lot
alike when one sees a number of them for different patients in
a particular setting. This sense of sameness results from two
sources. First, computerized reports are the most general
summaries for a particular test score pattern and do not con-
tain much in the way of low-frequency and specifically tai-
lored information. Second, it is natural for reports to contain
similar language because patients in a particular setting are
alike when it comes to describing their personality and symp-
toms. For example, patients in a chronic pain program tend to
cluster into four or five MMPI-2 profile types—representing
a few scales, Hypochondriasis (Hs), Hysteria (Hy), Depres-
sion (D), and Psychasthenia (Pt; Keller & Butcher, 1991). Pa-
tients seen in an alcohol treatment setting tend to cluster into
about four clusters, usually showing Paranoid (Pd), D, Pt, and
Hypomania (Ma). Reports across different settings are more
recognizably different. It should be noted that attempting to
tailor test results to unique individual characteristics is a
complex process and may not always increase their validity

because it is then necessary to include low base rate or rare
hypotheses into the statement library.

The use of computer-based reports in clinical practice
might dilute responsibility in the psychological assessment.
Matarazzo (1986) pointed out that the practice of having
unsigned computer-based reports creates a problem—a failure
of responsibility for the diagnostic evaluation. According
to Matarazzo, no one feels directly accountable for the
contents of the reports when they come from a computer. In
most situations today, this is not considered a problem
because computer-based narrative reports are clearly labeled
professional-to-professional consultations. The practitioner
chooses to (or not to) incorporate the information from the
report into his or her own signed evaluation report. Computer-
based reports are presented as likely relevant hypotheses and
labeled as consultations; they are not sold as stand-alone as-
sessment evaluations. In this way, computerized interpretation
systems are analogous to electronic textbooks or reference
works: They provide a convenient lookup service. They are
not finished products.

Computer-based reporting services do not maximally use
the vast powers of the computer in integrating test results
from different sources. It is conceptually feasible to develop-
ing an integrated diagnostic report—one that incorporates
such elements or components as

• Behavioral observations.

• Personal history.

• Personality data from an omnibus personality measure
such as the MMPI-2.

• Intellectual-cognitive abilities such as those reported by
the Wechsler scales or performance on a neuropsycho-
logical battery such as the Reitan Neuropsychological
Battery.

• Life events.

• Current stressors.

• Substance use history.

Moreover, it would be possible (and some research supports
its utility) to administer this battery adaptively (i.e., tailored to
the individual client), reducing the amount of testing time by
eliminating redundancy. However, although a fully integrated
diagnostic system that incorporates different measures from
different domains is conceptually possible, it is not a practical
or feasible undertaking for a number of reasons. First, there
are issues of copyright with which to contend. Tests are usu-
ally owned and controlled by different—often competing—
commercial publishers. Obtaining cooperation between such
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groups to develop an integrated system is unlikely. Second,
there is insufficient research information on integrated inter-
pretation with present-day measures to guide their integration
into a single report that is internally consistent.

The idea of having the computer substitute for the
psychologist’s integrative function has not been widely
proclaimed as desirable and in fact has been lobbied against.
(Matarazzo, 1986), for example, cautioned that computerized
testing must be subjected to careful study in order to pre-
serve the integrity of psychological assessment. Even though
decision-making and interpretation procedures may be auto-
mated with computerized testing, personal factors must still
be considered in some way. Research by Styles (1991) inves-
tigated the importance of a trained psychologist during com-
puterized testing with children. Her study of Raven’s
Progressive Matrices demonstrated the need for the psychol-
ogist to establish and maintain rapport and interest prior to,
during, and after testing. These factors were found to have
important effects on the reliability and validity of the test
data, insofar as they affected test-taking attitudes, compre-
hension of test instructions, on-task behavior, and demeanor.
Carson (1990) has also argued for the importance of a sound
clinicianship, both in the development of psychological test
systems and in their use.

Tests should not be used for tasks beyond their capability. If
a test has not been developed for or validated in a particular set-
ting, computer-based applications of it in that setting are not
warranted. Even though computer-based psychological tests
have been validated in some settings, it does not guarantee
their validity and appropriateness for all settings. In their dis-
cussion of the misuse of psychological tests, Wakefield and
Underwager (1993) cautioned against the use of computerized
test interpretations of the MCMI and MCMI-II, which were de-
signed for clinical populations, in other settings, such as for
forensic evaluations. The danger of misusing data applies to
all psychological test formats, but the risk seems particularly
high when one considers the convenience of computerized
outputs—that is (as noted by Garb, 1998), some of the con-
sumers of computer interpretation services are nonpsychol-
ogists who are unlikely to be familiar with the validation
research on a particular instrument. It is important for scoring
and interpretation services to provide computer-based test
results only to qualified users.

Research evaluations of computer-based systems have
often been slow to appear for some assessment methods. The
problems with computer-based assessment research have been
widely discussed (Butcher, 1987; Maddux & Johnson, 1998;
Moreland, 1985). Moreland (1985), for example, concluded
that the existing research on computer-based interpretation

has been limited because of several methodological problems,
including small sample sizes, inadequate external criterion
measures to which one can compare the computer-based state-
ments, lack of information regarding the reports’ base-rate ac-
curacy, failure to assess the ratings’ reliability across time or
across raters, failure to investigate the internal consistency of
the reports’ interpretations, and issues pertaining to the report
raters (e.g., lack of familiarity with the interpretive system
employed), lack of expertise in the area of interest, and possi-
ble bias secondary to the theoretical orientation of the rater.
D. K. Snyder, Widiger, and Hoover (1990) expressed concerns
over computer-based interpretation systems, concluding that
the literature lacks rigorously controlled experimental studies
that examine methodological issues. They recommended
specifically that future studies include representative samples
of both computer-based test consumers and test respondents
and use characteristics of each as moderator variables in ana-
lyzing reports’ generalizability.

In fairness to computer-based assessment, there has been
more research into validity and accuracy for this approach
than there has been for the validity of interpretation by
human interpreters—that is, for clinical interpretation strate-
gies. Extensive research on some computer-assisted assess-
ments has shown that automated procedures can provide
valid and accurate descriptions and predictions. Research on
the accuracy of some computer-based systems (particularly
those based on the MMPI and MMPI-2, which have been
subjected to more scrutiny) has shown promising results
with respect to accuracy. However, reliability and utility of
computer-based interpretations vary as a function of the
instruments and the settings included, as illustrated by Eyde
et al. (1991) in their extensive study of the accuracy of
computer-based reports.

Computer-based applications need to be evaluated carefully.
Computer system developers have not always been sensitive to
the requirement of validation of procedures. It is important for
all computer-based systems to be evaluated to the extent that
MMPI-based programs have been subjected to such evaluation
(Butcher, 1987; Fowler, 1987; Moreland, 1985).

It should be kept in mind that just because a report comes
from a computer, it is not necessarily valid. The caution re-
quired in assessing the utility of computer-based applications
brings about a distinct need for specialized training in their
evaluation. It is also apparent that instruction in the use (and
avoidance of misuse) of computer-based systems is essential
for all professionals who use them (Hofer & Green, 1985).
There is also a need for further research focusing on the
accuracy of the information contained in computer-based
reports.
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OFFERING PSYCHOLOGICAL ASSESSMENT
SERVICES VIA THE INTERNET

As noted earlier, the expansion of psychological assessment
services through the Internet brings to the field special prob-
lems that have not been sufficiently dealt with by psycholo-
gists. In this section I address several important issues that
need to be taken into consideration before making psycho-
logical tests available on the Internet.

Test Security

The question of test security has several facets.

• One must assure that the test items are secure and not made
available to the public. Most psychologists are aware that test
items are considered protected items and should not be made
public to prevent the test from being compromised. Making
test items available to the general public would undermine the
value of the test for making important decisions. The security
of materials placed on the Internet is questionable. There have
been numerous situations in which hackers have gotten into
highly secure files of banks, the State Department, and so forth.
It is important for test security to be assured before items are
made available through the Internet.
• Some psychological tests are considered to require higher
levels of expertise and training to interpret and are not made
available to psychologists without clear qualifications to use
them. Many psychological tests—particularly those involved
in clinical assessment—require careful evaluation of user
qualifications. Wide availability of tests on the Internet could
result in access to the test for nonqualified test users.
• Most psychological tests are copyrighted and cannot be
copied. Making test items available through the Internet in-
creases the likelihood that copyright infringement will occur.

Of course, there are ways of controlling access to test ma-
terials in a manner similar to the way they are controlled in
traditional clinical practice—that is, the tests would only be
available to practitioners who would administer them in con-
trolled office settings. The item responses could then be sent
to the test scoring-interpreting service through the Internet
for processing. The results of the testing could then be re-
turned to the practitioner electronically in a coded manner
that would not be accessible to nonauthorized persons.

Assurance That the Norms for the Test Are Appropriate
for Internet Application

Most psychological tests are normed in a standard manner—
that is, by having the normative population taking the test in

a standard, carefully monitored test situation. Relatively few
traditional psychological tests are administered through the
Internet. (One exception to this was the Dutch-language
version of the MMPI-2; see Sloore, Derksen, de Mey, &
Hellenbosch, 1996.) Consequently, making tests available to
clients through the Internet would represent a test administra-
tion environment very different from the one for which the
test was developed.

Assurance That the Individual Taking the Test Has
the Cooperative Response Set Present in the
Normative Sample

Response sets for Internet administration versus standard ad-
ministration have not been widely studied. It would be impor-
tant to ensure that Internet administration would not produce
results different from those of standard administration.As noted
earlier, computer-administered versus booklet-administered
tests have been widely studied. However, if Internet adminis-
tration involves procedures that are different from those of typ-
ical computer administration, these conditions should also be
evaluated.

The Internet Version of the Test Needs to Have
Reliability and Validity Demonstrated

It is important to ensure that the scores for the test being
administered through the Internet are equivalent to those
on which the test was originally developed and that the cor-
relates for the test scores apply equally well for the
procedure when the test administration procedures are
altered.

Psychological test distributors need to develop procedures
to assure that the problems noted here do not occur. As previ-
ously noted, it is possible that although the tests are processed
through the Internet, they could still be administered and
controlled through individual clinicians—that is, it is possi-
ble that the problems described here could be resolved by
limiting access to the test in much the same way that credit
card numbers are currently protected. Practitioners who wish
to process their test results through the Internet could admin-
ister the test to the client in their office and then enter the
client’s responses into the computer from their own facility
keyboard or scanner before dialing up the Internet server. In
this manner, the clinician (who has been deemed a qualified
test user and is eligible to purchase the test) can assume the
responsibility for test security as well as determine which
psychological tests meet the essential criteria for the test ap-
plication involved.
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THE ACCEPTANCE AND ETHICS OF COMPUTER-
BASED PSYCHOLOGICAL ASSESSMENT

Now after almost 40 years, where does computer-based
psychological assessment stand in the field of professional
psychology in terms of user acceptance? Recent evidence
shows that applied psychologists have substantially endorsed
computer-based psychological assessment, although as a group,
clinicians are seemingly reluctant to endorse or use new techno-
logical developments in their practice (McMinn, Buchanan,
Ellens, & Ryan, 1999). The actual use of computer-scored test
results is unclear. One recent survey of practitioners found
that 67.8% of respondents used computer scoring of psycholog-
ical tests and 43.8% also used computer-derived reports in their
practice (Downey, Sinnett, & Seeberger, 1998). However,
Camara, Nathan, and Puente (2000) reported that only about
10% of neuropsychologists and clinical psychologists score
tests by computer.

When computer-based assessment was in its infancy,
there was a concern that ethical problems could result
from handing over a professionally sensitive task like per-
sonality assessment to computers. Some authorities (e.g.,
Matarazzo, 1986) expressed concerns that individual clini-
cians might defer important clinical decisions to computers,
thereby ignoring the client in the assessment process. Such
reliance upon machines to provide clinical assessments
could result in unethical and irresponsible judgments on the
part of the practitioner. However, these arguments were an-
swered by Fowler and Butcher (1986), who noted that psy-
chologists use computer-based psychological reports not as
a final polished report but as one source of information that
is available to the practitioner who is responsible for deci-
sions made about clients. Most authorities in the computer-
based area as well as several professional organizations that
have provided practical guidelines for computer based as-
sessment, such the Guidelines for Computer-Based Tests
and Interpretations of the American Psychological Associa-
tion (1986) and the Standards for Educational and Psycho-
logical Testing by the American Educational Research
Association, American Psychological Association, and Na-
tional Council on Measurement in Education (1999) have
supported the ethical use of computer-based psychological
assessment.

How do present-day clinicians feel about the ethics of com-
puterized assessment? The earlier concerns over computer-
based test usage seem to have waned considerably with the
growing familiarity with computerized assessment. For ex-
ample, in a recent survey concerning computer-based test use
(McMinn et al. 1999), most respondents thought that use of
computer-based assessment was an ethical practice.

SUMMARY

Computer-based psychological assessment has come far since
it began to evolve over 40 years ago. As a group, assessment
practitioners have accepted computerized testing. Many
clinicians use some computer scoring, computer-based inter-
pretation, or both. Most practitioners today consider com-
puter- assisted test interpretation to be an ethical professional
activity. Computers have been important to the field of applied
psychology almost since they were introduced, and the appli-
cation of computerized methods has expanded over the past
several decades. Since that time, the application of computer-
ized methods has broadened both in scope and in depth.

The merger of computer technology and psychological
test interpretation has not, however, been a perfect relation-
ship. Past efforts at computerized assessment have not gone
far enough in making optimal use of the flexibility and power
of computers for making complex decisions. At present,
most interpretive systems largely perform a look up, list out
function—a broad range of interpretations is stored in the
computer for various test scores and indexes, and the com-
puter simply lists out the stored information for appropriate
scale score levels. Computers are not involved as much in
decision making.

Computerized applications are limited to some extent by
the available psychological expertise and psychotechnology.
To date, computer-human interactions are confined to written
material. Potentially valuable information, such as critical
nonverbal cues (e.g., speech patterns, vocal tone, and facial
expressions), is presently not incorporated in computer-based
assessments. Furthermore, the response choices are usually
provided to the test taker in a fixed format (e.g., true-false).

On the positive side, the earlier suggestion made by some
researchers that computer-administered and traditional ad-
ministration approaches were nonequivalent has not been
supported by more recent findings. Research has supported
the view that computer-administered tests are essentially
equivalent to booklet-administered instruments.

In spite of what have been described as limitations and un-
fulfilled hopes, computer-based psychological assessment is
an enormously successful endeavor. Research thus far ap-
pears to point to the conclusion that computer-generated re-
ports should be viewed as valuable adjuncts to clinical
judgment rather than as substitutes for skilled clinicians.
Computer-based assessment has brought accountability and
reliability into the assessment field. It is apparent that what-
ever else computerized assessment has done for the field of
psychology, it clearly has focused attention upon objective
and accurate assessment in the fields of clinical evaluation
and diagnosis.



156 Computerized Psychological Assessment

APPENDIX

MMPI-2TM

The Minnesota Report:TM

Reports for Forensic Settings

James N. Butcher, PhD

ID Number 1359303

Female

Age 22

Married

12 Years of Education

Pre-trial Criminal Report

9/18/2000

Profile Validity

This is a valid MMPI-2 profile. The client’s attitude toward
the testing was appropriate. She responded to the items in a
frank and open manner, freely admitting to some psycholog-
ical problems, which are described in the narrative report.

Symptomatic Patterns

The personality and behavioral descriptions for this very
well-defined MMPI-2 profile code, which incorporates corre-
lates of Pd and Pa, are likely to clearly reflect her current per-

Copyright © 1997 REGENTS OF THE UNIVERSITY OF MIN-
NESOTA. All rights reserved.
Portions reproduced from the MMPI-2 test. Copyright © 1942,
1943, (renewed 1970), 1989 REGENTS OF THE UNIVERSITY
OF MINNESOTA. All rights reserved. Distributed exclusively by
National Computer Systems, Inc.
“Minnesota Multiphasic Personality Inventory-2,” “MMPI-2,” and
“The Minnesota Report” are trademarks of the University of Min-
nesota.
[13 / 1.0 / 1.0]

sonality functioning. Her profile is a good match with the
empirical literature from which the correlates were derived.
Individuals with this MMPI-2 clinical profile tend to have an
extreme pattern of chronic psychological maladjustment. The
client appears to be very immature and alienated, tending
to manipulate others for her own gratification. She also
seems quite self-indulgent, hedonistic, and narcissistic, with
a grandiose conception of her capabilities. She may be quite
aggressive with others. She tends to be very impulsive and
acts out her problems. She rationalizes her difficulties and
denies responsibility for her actions, preferring instead to
blame other people. She tends to be very hostile, resentful,
and irritable.

In addition, the following description is suggested by the
content of the client’s item responses. She endorsed a number
of items suggesting that she is experiencing low morale and a
depressed mood. She endorsed a number of items reflecting
a high degree of anger. She appears to have a high potential
for explosive behavior at times. She feels somewhat self-
alienated and expresses some personal misgivings or a vague
sense of remorse about past acts. She feels that life is unre-
warding and dull, and she finds it hard to settle down. She
views the world as a threatening place, sees herself as having
been unjustly blamed for others’ problems, and feels that she
is getting a raw deal from life. She endorsed statements that
indicate some inability to control her anger. She may physi-
cally or verbally attack others when she is angry.

Profile Frequency

Profile interpretation can be greatly facilitated by examin-
ing the relative frequency of clinical scale patterns in vari-
ous settings. The client’s high-point clinical scale score (Pd)
occurs in 9.5% of the MMPI-2 normative sample of women.
However, only 4.7% of the sample have Pd scale peak
scores at or above a T score of 65, and only 2.9% have well-
defined Pd spikes. Her elevated MMPI-2 two-point profile
configuration (4-6/6-4) is very rare in samples of normals,
occurring in less than 1% of the MMPI-2 normative sample
of women.

The relative frequency of her high-point Pd profile in in-
patient settings is useful information for clinical interpreta-
tion. In the Graham and Butcher (1988) sample, Pd is the
second most frequent peak score, occurring as the high
point in 14.5% of the females (13.7% are at or above a
T score of 65, and 6.9% are well defined in that range). In
the NCS inpatient sample, this high-point clinical scale
score (Pd) occurs in 15.7% of the women (the second most
frequent peak score). Additionally, 14% of the inpatient
women have the Pd spike equal to or greater than a T score
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of 65, and 7.7% produce well-defined Pd peak scores in that
range.

As the highest peak score in the profile, this spike on Pd
is found in 15.1% of the women in a Veterans Administration
inpatient sample (Arbisi & Ben-Porath, 1997). The high-
point Pd score was the second highest in frequency among
the clinical scale high points. It was found to be well defined
and elevated at or above a T of 65 in 11.6% of the cases.

The frequency of Pd spike scores on MMPI-2 was
also high for women in the general psychiatric inpatient
study conducted by Arbisi, Ben-Porath, Marshall, Boyd, and
Strauman (1997). They found that this high-point score
occurred in 23.1% of the high-point codes (the second most
frequent peak score for women) and that 12.8% of high-point
Pd scores were well-defined high-point profiles.

This elevated MMPI-2 two-point profile configuration
(4-6/6-4) is found in 6.9% of the females in the Graham and

Butcher (1988) sample and in 4.6% of the females in the NCS
inpatient sample. A similar frequency (4.7%) was obtained in
the sample of female veterans in the VA hospital inpatient sam-
ple (Arbisi & Ben-Porath, 1997). Only 1.2% of these profiles
were well defined at or above a T score of 65. Interestingly, this
code type was found to be one of the most common profile
configurations in the sample studied by Arbisi, Ben-Porath,
Marshall, Boyd, and Strauman (1997). They reported that this
high-point configuration occurred with 11.1% frequency (the
second highest code type), with 4.4% having well-defined
code types.

Ben-Porath and Stafford (1997) reported high-point and
code type frequencies for men and women undergoing
competency assessments. The high-point MMPI-2 score on
Pd that the client received occurred with very high frequency
(25.4%) in that sample. Additionally, this high point occurred
with high frequency (14.1%) in terms of well-defined profiles
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at or above a T score of 65. The Pd spike was the most fre-
quent clinical scale elevation for women undergoing compe-
tency evaluations. This MMPI-2 high-point code (4-6/6-4)
can best be understood in the context of cases reported by
Ben-Porath and Stafford (1997) in their study of individuals
undergoing competency evaluations. This profile configura-
tion (the most frequent two-point code) occurred with high
frequency (12.7%) and with 3.5% frequency as a well-
defined score at or above a T of 65.

Profile Stability

The relative elevation of the highest scales in her clinical pro-
file shows very high profile definition. Her peak scores are
likely to be very prominent in her profile pattern if she
is retested at a later date. Her high-point score on Pd is likely
to remain stable over time. Short-term test-retest studies have
shown a correlation of 0.79 for this high-point score.

Interpersonal Relations

She has a great deal of difficulty in her social relationships.
She feels that others do not understand her and do not give
her enough sympathy. She is somewhat aloof, cold, non-
giving, and uncompromising, attempting to advance herself
at the expense of others. She may have a tendency to be ver-
bally abusive toward her husband when she feels frustrated.

The content of this client’s MMPI-2 responses suggests
the following additional information concerning her interper-
sonal relationships. She feels intensely angry, hostile, and re-
sentful toward others, and she would like to get back at them.
She is competitive and uncooperative and tends to be very
critical of others.

Mental Health Considerations

An individual with this profile is usually viewed as having
a severe personality disorder, such as an antisocial or paranoid
personality. The possibility of a paranoid disorder should also
be considered. Her self-reported tendency toward experienc-
ing depressed mood should be taken into consideration in any
diagnostic formulation.

Individuals with this profile tend not to seek psychological
treatment on their own and are usually not good candidates
for psychotherapy. They resist psychological interpretation,
argue, and tend to rationalize and blame others for their prob-
lems. They also tend to leave therapy prematurely and blame
the therapist for their own failings.

If psychological treatment is being considered, it may be
profitable for the therapist to explore the client’s treatment

motivation early in therapy. The item content she endorsed
includes some feelings and attitudes that could be unpro-
ductive in psychological treatment and in implementing
change.

Pre-Trial Criminal Considerations

Her approach to the test was open and cooperative and should
provide valuable information for the case disposition. She
endorsed some psychological symptoms without a great deal
of exaggeration.

Some distinctive problems are evident in her MMPI-2
profile. She presented some clear personality problems that
are probably relevant to an assessment of her day-to-day
functioning. Her high elevations on the Pd and Pa scales may
reflect a tendency to engage in angry, irresponsible, imma-
ture, and possibly antisocial behavior. In pre-trial situations,
individuals with this personality pattern are usually suspi-
cious of others and resentful of demands made on them. They
may make excessive and unrealistic demands on others. They
tend not to accept responsibility for their own behavior and
are unrealistic and grandiose in their self-appraisal.

Individuals with this pattern are usually mistrustful of the
people close to them and tend to have trouble with emotional
involvement. Their irritable, sullen, argumentative, and gen-
erally obnoxious behavior can strain relationships. The extent
to which this individual’s behavior has caused her current
problem situation should be further evaluated. Her tendency
to resent and disregard authority might make her vulnera-
ble to encountering problems with the law or with supervi-
sors in the work place.

In addition to the problems indicated by the MMPI-2 clin-
ical scales, she endorsed some items on the Content Scales
that could reflect difficulties for her. Her proneness to experi-
ence depression might make it difficult for her to think
clearly or function effectively. Her anger-control problems
are likely to interfere with her functioning in relationships.
The sources of her anger problems should be identified, and
effective strategies for helping her gain better control over
her aggressiveness should be implemented.

NOTE: This MMPI-2 interpretation can serve as a useful source of
hypotheses about clients. This report is based on objectively derived
scale indices and scale interpretations that have been developed
with diverse groups of people. The personality descriptions, infer-
ences, and recommendations contained herein should be verified by
other sources of clinical information because individual clients may
not fully match the prototype. The information in this report should
be considered confidential and should be used by a trained, qualified
test interpreter.
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Supplementary Score Report

Raw Score T Score Resp %

Anxiety (A) 18 58 100
Repression (R) 12 39 100
Ego Strength (Es) 32 45 100
Dominance (Do) 14 42 100
Social Responsibility (Re) 23 56 100

Depression Subscales
(Harris-Lingoes)
Subjective Depression (D1) 12 60 100
Psychomotor Retardation (D2) 5 46 100
Physical Malfunctioning (D3) 5 63 100
Mental Dullness (D4) 4 57 100
Brooding (D5) 6 68 100

Hysteria Subscales
(Harris-Lingoes)
Denial of Social Anxiety (Hy1) 6 61 100
Need for Affection (Hy2) 8 55 100
Lassitude-Malaise (Hy3) 7 67 100
Somatic Complaints (Hy4) 1 41 100
Inhibition of Aggression (Hy5) 3 46 100

Psychopathic Deviate Subscales
(Harris-Lingoes)
Familial Discord (Pd1) 2 50 100
Authority Problems (Pd2) 4 61 100
Social Imperturbability (Pd3) 5 58 100
Social Alienation (Pd4) 8 70 100
Self-Alienation (Pd5) 9 77 100

Paranoia Subscales
(Harris-Lingoes)
Persecutory Ideas (Pa1) 6 75 100
Poignancy (Pa2) 4 59 100
Naivete (Pa3) 7 60 100

Schizophrenia Subscales
(Harris-Lingoes)
Social Alienation (Sc1) 5 57 100
Emotional Alienation (Sc2) 4 76 100
Lack of Ego Mastery,

Cognitive (Sc3) 0 43 100
Lack of Ego Mastery,

Cognitive (Sc4) 4 59 100
Lack of Ego Mastery, Defective

Inhibition (Sc5) 2 53 100
Bizarre Sensory Experiences (Sc6) 2 50 100

Hypomania Subscales
(Harris-Lingoes)
Amorality (Ma1) 3 62 100
Psychomotor Acceleration (Ma2) 3 40 100
Imperturbability (Ma3) 3 50 100
Ego Inflation (Ma4) 1 37 100

Social Introversion Subscales
(Ben-Porath, Hostetler,
Butcher, and Graham)
Shyness/Self-Consciousness (Si1) 3 44 100
Social Avoidance (Si2) 4 56 100
Alienation–Self and Others (Si3) 5 49 100

Uniform T scores are used for Hs, D, Hy, Pd, Pa, Pt, Sc, Ma, and the
Content Scales; all other MMPI-2 scales use linear T scores.

Content Component Scales (Ben-Porath & Sherwood)

Raw Score T Score Resp %

Fears Subscales
Generalized Fearfulness (FRS1) 1 48 100
Multiple Fears (FRS2) 4 43 100

Depression Subscales
Lack of Drive (DEP1) 6 70 100
Dysphoria (DEP2) 6 87 100
Self-Depreciation (DEP3) 5 75 100
Suicidal Ideation (DEP4) 3 93 100

Health Concerns Subscales
Gastrointestinal Symptoms (HEA1) 0 43 100
Neurological Symptoms (HEA2) 2 50 100
General Health Concerns (HEA3) 1 48 100

Bizarre Mentation Subscales
Psychotic Symptomatology (BIZ1) 1 57 100
Schizotypal Characteristics (BIZ2) 2 54 100

Anger Subscales
Explosive Behavior (ANG1) 3 61 100
Irritability (ANG2) 7 70 100

Cynicism Subscales
Misanthropic Beliefs (CYN1) 4 45 100
Interpersonal Suspiciousness

(CYN2) 3 49 100

Antisocial Practices Subscales
Antisocial Attitudes (ASP1) 4 45 100
Antisocial Behavior (ASP2) 1 51 100

Type A Subscales
Impatience (TPA1) 5 64 100
Competitive Drive (TPA2) 2 41 100

Low Self-Esteem Subscales
Self-Doubt (LSE1) 6 66 100
Submissiveness (LSE2) 1 45 100

Social Discomfort Subscales
Introversion (SOD1) 4 49 100
Shyness (SOD2) 1 40 100

Family Problems Subscales
Family Discord (FAM1) 5 57 100
Familial Alienation (FAM2) 1 50 100

Negative Treatment Indicators
Subscales
Low Motivation (TRT1) 3 56 100
Inability to Disclose (TRT2) 3 60 100
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Psychological assessment is unique among the services pro-
vided by professional psychologists. Unlike psychotherapy,
in which clients may come seeking help for themselves, psy-
chological evaluation services are seldom performed solely
at the request of a single individual. In the most common
circumstances, people are referred to psychologists for ass-
essment by third parties with questions about school perfor-
mance, suitability for potential employment, disability status,
competence to stand trial, or differential clinical diagnosis. The
referring parties are invariably seeking answers to questions
with varying degrees of specificity, and these answers may or
may not be scientifically addressable via the analysis of psy-
chometric data. In addition, the people being tested may bene-
fit (e.g., obtain remedial help, collect damages, or gain a job
offer) or suffer (e.g., lose disability benefits, lose custody of a
child, or face imprisonment) as a consequence of the assess-
ment, no matter how competently it is carried out.

Psychological assessment is founded on a scientific base
and has the capacity to translate human behavior, characteris-
tics, and abilities into numbers or other forms that lend them-
selves to description and comparison across individuals and
groups of people. Many of the behaviors studied in the course
of an evaluation appear to be easily comprehensible to the
layperson unfamiliar with test development and psychometrics

(e.g., trace a path through a maze, perform mental arithmetic,
repeat digits, or copy geometric shapes)—thereby implying
that the observed responses must have some inherent validity
for some purpose. Even common psychological assessment
tasks that may be novel to most people (e.g., Put this unusual
puzzle together quickly. What does this inkblot look like to
you?) are imbued by the general public with some implied
valuable meaning. After all, some authority suggested that the
evaluation be done, and the person conducting the evaluation is
a licensed expert. Unfortunately, the statistical and scientific
underpinnings of the best psychological assessments are far
more sophisticated than most laypersons and more than a few
psychologists understand them to be. When confronted with an
array of numbers or a computer-generated test profile, some
people are willing to uncritically accept these data as simple an-
swers to incredibly complex questions. This is the heart of the
ethical challenge in psychological assessment: the appropriate
use of psychological science to make decisions with full recog-
nition of its limitations and the legal and human rights of the
people whose lives are influenced.

In attempting to address the myriad issues that challenge
psychologists undertaking to conduct assessments in the most
ethically appropriate manner, it is helpful to think in terms of
the prepositions before, during, and after. There are ethical
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considerations best addressed before the assessment is begun,
others come into play as the data are collected and analyzed,
and still other ethical issues crop up after the actual assess-
ment is completed. This chapter is organized to explore the
ethical problems inherent in psychological assessment using
that same sequence.

In the beginning—prior to meeting the client and initiating
data collection—it is important to consider several questions.
What is being asked for and by whom (i.e., who is the client
and what use does that person hope to make of the data)? Is
the proposed evaluator qualified to conduct the evaluation and
interpret the data obtained? What planning is necessary to as-
sure the adequacy of the assessment? What instruments are
available and most appropriate for use in this situation?

As one proceeds to the actual evaluation and prepares to
undertake data collection, other ethical issues come to the
fore. Has the client (or his or her representative) been given
adequate informed consent about both the nature and intended
uses of the evaluation? Is it clear who will pay for the evalua-
tion, what is included, and who will have access to the raw
data and report? What are the obligations of the psychologist
with respect to optimizing the participants’ performance and
assuring validity and thoroughness in documentation? When
the data collection is over, what are the examiner’s obliga-
tions with respect to scoring, interpreting, reporting, and ex-
plaining the data collected?

Finally, after the data are collected and interpreted, what
are the ongoing ethical responsibilities of the psychologist
with respect to maintenance of records, allowing access to the
data, and providing feedback or follow-up services? What is
appropriate conduct when one psychologist is asked to review
and critique another psychologist’s work? How should one
respond upon discovery of apparent errors or incompetence
of a colleague in the conduct of a now-completed evaluation?

This chapter was completed during a period of flux in the
evolution of theAmerican PsychologicalAssociation’s (APA)
Ethical Standards of Psychologists and Code of Conduct. The
current, in-force version of this document was adopted in
1992 (APA, 1992), but work on a revision is nearing comple-
tion (Ethics Code Task Force, 2001); a vote on adoption of the
newest revision should take place in 2002. Many of the pro-
posed revisions deal with psychological assessment. The
Ethics Code Task Force (ECTF) charged with revising the
code set out to avoid fixing that which is not broken—that is,
the proposed changes focused on problems raised in a critical
incident survey of psychologists, intended to ascertain where
clarification and change were needed to improve profes-
sional and scientific practices. We have chosen to focus
this chapter on key ethical foundations, but we also identify
areas of controversy throughout. Whenever possible, we

discuss trends and likely policy decisions based on the work
of the ECTF; however, readers are encouraged to visit the
APA Web site (http://www.apa.org/ethics) to view the most
current version of the code and standards, which will continue
to evolve long after this chapter appears in print.

IN THE BEGINNING

Who Is the Client?

The first step in undertaking the evaluator role is often seduc-
tively automatic. The simple act of accepting the referral and
setting up the appointment may occur almost automatically;
not much thought may be devoted to the question of what
specific duties or professional obligations are owed to which
parties. Is the client simply the person to be evaluated, or are
there layers of individuals and institutions to whom the psy-
chologist owes some degree of professional obligation? For
example, is the person to be evaluated a legally competent
adult? If not—as in the case of children or dependent adults—
the party seeking the evaluation may be a parent, guardian,
government agency, institution, or other legally responsible
authority. The evaluator must pause to consider what rights
each layer of authority has in terms of such factors as the abil-
ity to compel cooperation of the person to be assessed, the
right of access to test data and results, and the right to dictate
components of the evaluation or the manner in which it is con-
ducted. Sometimes there is uniform agreement by all parties,
and no conflicts of interest take place. In other circumstances,
the person being evaluated may have had little choice in the
matter or may wish to reserve the right to limit access to results
of the evaluation. In still other instances, there may be direct
conflicts between what one party is seeking and the objectives
of another party with some degree of client status.

Evaluations conducted in the context of the educational
system provide a good example of the complex layers of client
status that can be involved. Suppose that a schoolchild is fail-
ing and an assessment is requested by the child’s family for use
in preparation of an individualized educational plan (IEP) as
specified under state or federal special education laws. If a psy-
chologist employed by the public school system undertakes
the task, that evaluator certainly owes a set of professional du-
ties (e.g., competence, fairness, etc.) to the child, to the adults
acting on behalf of the child (i.e., parents or guardians), to the
employing school system, and—by extension—to the citizens
of the community who pay school taxes. In the best of circum-
stances, there may be no problem—that is to say, the evalua-
tion will identify the child’s needs, parents and school will
agree, and an appropriate effective remediation or treatment
component for the IEP will be put in place.



In the Beginning 167

The greater ethical challenge occurs when parents and
school authorities disagree and apply pressure to the evalua-
tor to interpret the data in ways that support their conflicting
demands. One set of pressures may apply when the psychol-
ogist is employed by the school, and another may apply when
the evaluation is funded by the parents or another third party.
From an ethical perspective, there should be no difference in
the psychologist’s behavior. The psychologist should offer
the most scientifically and clinically sound recommendations
drawn from the best data while relying on competence and
personal integrity without undue influence from external
forces.

Similar conflicts in competing interests occur frequently
within the legal system and the business world—a person
may agree to psychological assessment with a set of hopes or
goals that may be at variance or in direct conflict with the
data or the outcomes desired by another party in the chain of
people or institutions to whom the evaluator may owe a pro-
fessional duty. Consider defendants whose counsel hope that
testing will support insanity defenses, plaintiffs who hope
that claims for psychological damages or disability will be
supported, or job applicants who hope that test scores will
prove that they are the best qualified. In all such instances, it
is critical that the psychologist conducting the assessment
strive for the highest level of personal integrity while clarify-
ing the assessment role and its implications to all parties to
whom a professional duty is owed.

Other third parties (e.g., potential employers, the courts,
and health insurers) are involved in many psychological as-
sessment contexts. In some cases, when the psychologist is an
independent practitioner, the third party’s interest is in mak-
ing use of the assessment in some sort of decision (e.g., hiring
or school placement); in other cases, the interest may simply
be contract fulfillment (e.g., an insurance company may re-
quire that a written report be prepared as a condition of the as-
sessment procedure). In still other situations, the psychologist
conducting the evaluation may be a full-time employee of a
company or agency with a financial interest in the outcome of
the evaluation (e.g., an employer hoping to avoid a disability
claim or a school system that wishes to avoid expensive spe-
cial education placements or services). For all these reasons,
it is critical that psychologists clearly conceptualize and ac-
curately represent their obligations to all parties.

Informed Consent

The current revision of the ECTF (2001) has added a pro-
posed standard referring specifically to obtaining informed
consent for psychological assessment. The issue of consent
is also discussed extensively in the professional literature

in areas of consent to treatment (Grisso & Appelbaum, 1998)
and consent for research participation, but references to con-
sent in the area of psychological assessment had been quite
limited. Johnson-Greene, Hardy-Morais, Adams, Hardy, and
Bergloff (1997) review this issue and propose a set of recom-
mendations for providing informed consent to clients. These
authors also propose that written documentation of informed
consent be obtained; the APA ethical principles allow but do
not require this step. We believe that psychologists would be
wise to establish consistent routines and document all discus-
sions with clients related to obtaining consent, explaining
procedures, and describing confidentiality and privacy is-
sues. It is particularly wise to obtain written informed con-
sent in situations that may have forensic implications, such as
personal injury lawsuits and child custody litigation.

Psychologists are expected to explain the nature of the eval-
uation, clarify the referral questions, and discuss the goals of
the assessment, in language the client can readily understand. It
is also important to be aware of the limitations of the assess-
ment procedures and discuss these procedures with the client.
To the extent possible, the psychologist also should be mindful
of the goals of the client, clarify misunderstandings, and cor-
rect unrealistic expectations. For example, parents may seek a
psychological evaluation with the expectation that the results
will ensure that their child will be eligible for a gifted and tal-
ented program, accident victims may anticipate that the evalu-
ation will document their entitlement to damages, and job
candidates may hope to become employed or qualify for ad-
vancement. These hopes and expectations may come to pass,
but one cannot reasonably comment on the outcome before
valid data are in hand.

Whether the assessment takes place in a clinical, employ-
ment, school, or forensic settings, some universal principles
apply. The nature of assessment must be described to all par-
ties involved before the evaluation is performed. This includes
explaining the purpose of the evaluation, who will have access
to the data or findings, who is responsible for payment, and
what any relevant limitations are on the psychologist’s duties
to the parties. In employment contexts, for example, the psy-
chologist is usually hired by a company and may not be autho-
rized to provide feedback to the employee or candidate being
assessed. Similarly, in some forensic contexts, the results of
the evaluation may ultimately be open to the court or other lit-
igants over the objections of the person being assessed. In each
case, it is the psychologist’s responsibility to recognize the
various levels of people and organizations to whom a profes-
sional duty may be owed and to clarify the relationship with all
parties at the outset of the assessment activity.

The key elements of consent are information, understand-
ing, and voluntariness. First, do the people to be evaluated
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have all the information that might reasonably influence their
willingness to participate? Such information includes the pur-
pose of the evaluation, who will have access to the results, and
any costs or charges to them. Second, is the information pre-
sented in a manner that is comprehensible to the client? This
includes use of appropriate language, vocabulary, and expla-
nation of any terms that are confusing to the client. Finally, is
the client willing to be evaluated? There are often circum-
stances in which an element of coercion may be present. For
example, the potential employee, admissions candidate, crim-
inal defendant, or person seeking disability insurance cover-
age might prefer to avoid mandated testing. Such prospective
assessment clients might reluctantly agree to testing in such a
context because they have no other choice if they wish to be
hired, gain admission, be found not criminally responsible, or
adjudicated disabled, respectively. Conducting such exter-
nally mandated evaluations do not pose ethical problems as
long as the nature of the evaluation and obligations of the psy-
chologist are carefully delineated at the outset. It is not neces-
sary that the person being evaluated be happy about the
prospect—he or she must simply understand and agree to the
assessment and associated risks, much like people referred for
a colonoscopy or exploratory surgery.

Additional issues of consent and diminished competence
come into play when a psychologist is called upon to evaluate
a minor child, an individual with dementia, or other persons
with reduced mental capacity as a result of significant physi-
cal or mental disorder. When such an evaluation is undertaken
primarily for service to the client (e.g., as part of treatment
planning), the risks to the client are usually minimal. How-
ever, if the data might be used in legal proceedings (e.g., a
competency hearing) or in any way that might have signifi-
cant potentially adverse future consequences that the client is
unable to competently evaluate, a surrogate consent process
should be used—that is to say, a parent or legal guardian
ought to be involved in granting permission for the evalua-
tion. Obtaining such permission helps to address and respect
the vulnerabilities and attendant obligations owed to persons
with reduced personal decision-making capacities.

Test User Competence

Before agreeing to undertake a particular evaluation, the clini-
cian should be competent to provide the particular service
to the client, but evaluating such competence varies with the
eye of the beholder. Psychologists are ethically bound not to
promote the use of psychological assessment techniques by
unqualified persons, except when such use is conducted for
training purposes with appropriate supervision. Ascertaining
what constitutes competence or qualifications in the area of

psychological assessment has been a difficult endeavor due
to the complex nature of assessment, the diverse settings and
contexts in which psychological assessments are performed,
and the differences in background and training of individuals
providing psychological assessment services. Is a doctoral
degree in clinical, counseling, or school psychology required?
How about testing conducted by licensed counselors or by
individuals with master’s degrees in psychology? Are some
physicians competent to use psychological tests? After all,
Hermann Rorschach was a psychiatrist, and so was J. Charnley
McKinley, one of the two originators of the Minnesota
Multiphasic Personality Inventory (MMPI). Henry Murray, a
nonpsychiatric physician, coinvented the thematic appercep-
tion test (TAT) with Christiana Morgan, who had no formal
training in psychology.

Historically, the APA addressed this issue only in a very
general manner in the Ethical Principles and Code of Con-
duct for Psychologists. In earliest versions of the Ethical
Standards of Psychologists (APA, 1953), the ethical distribu-
tion and sale of psychological tests was to be limited to un-
specified “qualified persons.” A system of categorization of
tests and concordant qualifications that entailed three levels
of tests and expertise was subsequently developed. Vocational
guidance tools, for example, were at the low end in terms of
presumed required expertise. At the high end of required
competence were tests designed for clinical assessment and
diagnoses such as intelligence and personality assessment in-
struments. The rationale involved in this scheme was based
on the need to understand statistics, psychopathology, and
psychometrics in order to accurately draw clinical inference
or make actuarial predictions based on the test data. Although
the three-tier system is no longer discussed in APA ethical
standards, it was adopted by many test publishers, and varia-
tions continue in use. When attempting to place orders for
psychological test materials, would-be purchasers are often
asked to list their credentials, cite a professional license num-
ber, or give some other indication of presumed competence.
Decisions about the actual sale are generally made by the per-
son processing the order—often a clerk who has little under-
standing of the issues and considerable incentive to help the
test publisher make the sale. Weaknesses and inconsistencies
in the implementation of these criteria are discussed in a re-
cent Canadian study (Simner, 1994).

Further efforts to delineate qualifications of test users in-
cluded the lengthy efforts of the Test User Qualifications Work-
ing Group (TUQWG) sponsored by an interdisciplinary group,
the Joint Committee on Testing Practices, which was convened
and funded by the APA. To study competence problems, this
group of professionals and academics attempted to quantify
and describe factors associated with appropriate test use by
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using a data-gathering (as opposed to a specification of qualifi-
cations) approach (Eyde, Moreland, Robertson, Primoff, &
Most, 1988; Eyde et al., 1993; Moreland, Eyde, Robertson,
Primoff, & Most, 1995).

International concerns regarding competent test use—
perhaps spurred by expansion of the European Economic
Community and the globalization of industry—prompted the
British Psychological Society (BPS) to establish a certifica-
tion system that delineates specific competencies for the use of
tests (BPS, 1995, 1996) in employment settings. Under this
system, the user who demonstrates competence in test use is
certified and listed in an official register. Professionals aspiring
to provide psychological assessment services must demon-
strate competence with specific tests to be listed. The Interna-
tional Test Commission (2000) recently adopted test-use
guidelines describing the knowledge, competence, and skills.

Within the United States, identifying test user qualifications
and establishing competence in test use have been complicated
by political and practical issues, including the potential for
nonprofit professional groups to be accused of violating anti-
trust laws, the complexity of addressing the myriad settings
and contexts in which tests are used, and the diversity of ex-
perience and training in assessment among the professionals
who administer and interpret psychological tests. Further
complicating matters is the trend in recent years for many
graduate programs in psychology to de-emphasize psycholog-
ical assessment theory and practice in required course work,
producing many licensed doctoral psychologists who are unfa-
miliar with contemporary measurement theory (Aiken, West,
Sechrest, & Reno, 1990).

In October of 1996, the APA formed a task force to develop
more specific guidelines in the area of test user qualifications
and competence (Task Force on Test User Qualifications).
Members of the task force were selected to represent the var-
ious settings and areas of expertise in psychological assess-
ment (clinical, industrial/organizational, school, counseling,
educational, forensic, and neuropsychological). Instead of
focusing on qualifications in terms of professional degrees or
licenses, the task force elected to delineate a core set of com-
petencies in psychological assessment and then describe more
specifically the knowledge and skills expected of test users in
specific contexts. The core competencies included not only
knowledge of psychometric and measurement principles and
appropriate test administration procedures but also apprecia-
tion of the factors affecting tests’ selection and interpretation
in different contexts and across diverse individuals.

Other essential competencies listed by the task force in-
cluded familiarity with relevant legal standards and regulations
relevant to test use, including civil rights laws, the Americans
with Disabilities Act (ADA), and the Individuals with Disabil-

ities Education Act (IDEA). Public commentary in response to
the Task Force’s preliminary report emphasized the variety of
settings and purposes involved and generally argued against
a focus on degrees and licenses as providing adequate assur-
ance of competence. The Task Force delineated the purposes
for which tests are typically used (e.g., classification, descrip-
tion, prediction, intervention planning, and tracking) and de-
scribed the competencies and skills required in specific settings
(e.g., employment, education, career-vocational counseling,
health care, and forensic). The task force’s recommendations
were drafted as aspirational guidelines describing the range
of knowledge and skills for optimal test use in various con-
texts. The task force report also expressed the hope that the
guidelines would serve to bolster the training of future psy-
chologists in the area of assessment. The final report of the task
force was approved by the APA Council of Representatives in
August 2000.

The chief ethical problems in this area involve matters of
how to objectively determine one’s own competence and how
to deal with the perceived lack of competence in others
whose work is encountered in the course of professional prac-
tice. The key to the answer lies in peer consultation. Discus-
sion with colleagues, teachers, and clinical supervisors is the
best way to assess one’s emerging competence in assessment
and focus on additional training needs. Following graduation
and licensing, continuing professional education and peer
consultation are the most effective strategies for assessing
and maintaining one’s own competence. When in doubt, pre-
senting samples of one’s work to a respected senior colleague
for review and critique is a useful strategy. If one’s compe-
tence is ever challenged before a court, ethics committee, or
licensing board, the expert testimony of senior colleagues
will be used in an effort to prove incompetence or negligence.
By consulting with such colleagues regularly, one can be con-
tinuously updated on any perceived problems with one’s own
work and minimize the risk of criticism in this regard.

Dealing with the less-than-adequate work of others poses a
different set of ethical concerns. At times psychologists may
become aware of inadequate assessment work or misuse of
psychological tests by colleagues or individuals from other
professions (e.g., physicians or nonpsychologist counselors).
Such individuals may be unaware of appropriate testing stan-
dards or may claim that they disagree with or are not bound by
them. Similarly, some psychologists may attempt to use as-
sessment tools they are not qualified to administer or interpret.
The context in which such problems come to light is critical in
determining the most appropriate course of action. The ideal
circumstance is one in which the presumed malefactor is
amenable to correcting the problem as a result of an informal
conversation, assuming that you have the consent of the party
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who has consulted you to initiate such a dialogue. Ideally, a
professional who is the recipient of an informal contact ex-
pressing concern about matters of assessment or test interpre-
tation will be receptive to and interested in remedying the
situation. When this is not the case, the client who has been im-
properly evaluated should be advised about potential remedies
available through legal and regulatory channels.

If one is asked to consult as a potential expert witness in
matters involving alleged assessment errors or inadequacies,
one has no obligation to attempt informal consultation with
the professional who rendered the report in question. In most
cases, such contact would be ethically inappropriate because
the client of the consulting expert is not the person who con-
ducted the assessment. In such circumstances, the people
seeking an expert opinion will most likely be attorneys intent
on challenging or discrediting a report deemed adverse to
their clients. The especially complex issues raised when there
are questions of challenging a clinician’s competence in the
area of neuropsychological assessment are effectively dis-
cussed by Grote, Lewin, Sweet, and van Gorp (2000).

Planning the Evaluation

As an essential part of accepting the referral, the psychologist
should clarify the questions to be answered in an interactive
process that refines the goals of the evaluation in the context
of basic assessment science and the limitations of available
techniques; this is especially important when the referral orig-
inates with nonpsychologists or others who may be unaware
of the limitations of testing or may have unrealistic expecta-
tions regarding what they may learn from the test data.

Selection of Instruments

In attempting to clarify the ethical responsibilities of psycholo-
gists conducting assessments, the APA’s ECTF charged with
revision of the code concluded that psychologists should base
their assessments, recommendations, reports, opinions, and di-
agnostic or evaluative statements on information and tech-
niques sufficient to substantiate their findings (ECTF, 2001).
The psychologist should have a sound knowledge of the avail-
able instruments for assessing the particular construct related
to the assessment questions. This knowledge should include an
understanding of the psychometric properties of the instru-
ments being employed (e.g., their validity, reliability, and nor-
mative base) as well as an appreciation of how the instrument
can be applied in different contexts or with different individu-
als across age levels, cultures, languages, and other variables. It
is also important for psychologists to differentiate between the

instrument’s strengths and weaknesses such that the most
appropriate and valid measure for the intended purpose is
selected. For example, so-called floor and ceiling constraints
can have special implications for certain age groups. As an il-
lustration, the Stanford-Binet, Fourth Edition, has limited abil-
ity to discriminate among children with significant intellectual
impairments at the youngest age levels (Flanagan & Alfonso,
1995). In evaluating such children, the use of other instruments
with lower floor capabilities would be more appropriate.

Adequacy of Instruments

Consistent with both current and revised draft APA standards
(APA, 1992; ECTF, 2001), psychologists are expected to de-
velop, administer, score, interpret, or use assessment tech-
niques, interviews, tests, or instruments only in a manner and
for purposes that are appropriate in light of the research on or
evidence of the usefulness and proper application of the tech-
niques in question. Psychologists who develop and conduct
research with tests and other assessment techniques are
expected to use appropriate psychometric procedures and
current scientific or professional knowledge in test design,
standardization, validation, reduction or elimination of bias,
and recommendations for use of the instruments. The ethical
responsibility of justifying the appropriateness of the assess-
ment is firmly on the psychologist who uses the particular
instrument. Although a test publisher has some related oblig-
ations, the APA ethics code can only be enforced against in-
dividuals who are APA members, as opposed to corporations.
The reputations of test publishers will invariably rise or fall
based on the quality of the tools they develop and distribute.
When preparing new assessment techniques for publication,
the preparation of a test manual that includes the data neces-
sary for psychologists to evaluate the appropriateness of the
tool for their work is of critical importance. The psychologist
in turn must have the clinical and scientific skill needed to
evaluate the data provided by the publisher.

Appropriate Assessment in a Multicultural Society

In countries with a citizenry as diverse as that of the United
States, psychologists are invariably confronted with the chal-
lenge of people who by reason of race, culture, language, or
other factors are not well represented in the normative base of
frequently used assessment tools. The Reynolds and Ramsay
chapter in this volume considers these issues in detail. Such
circumstances demand consideration of a multiplicity of
issues. When working with diverse populations, psycholo-
gists are expected to use assessment instruments whose
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validity and reliability have been established for that particu-
lar population. When such instruments are not available, the
psychologist is expected to take care to interpret test results
cautiously and with regard to the potential bias and potential
misuses of such results. When appropriate tests for a particu-
lar population have not been developed, psychologists who
use existing standardized tests may ethically adapt the ad-
ministration and interpretation procedures only if the adapta-
tions have a sound basis in the scientific and experiential
foundation of the discipline. Psychologists have an ethical
responsibility to document any such adaptations and clarify
their probable impact on the findings. Psychologists are ex-
pected to use assessment methods in a manner appropriate
to an individual’s language preference, competence, and cul-
tural background, unless the use of an alternative language is
relevant to the purpose of the assessment.

Getting Around Language Barriers

Some psychologists incorrectly assume that the use of an in-
terpreter will compensate for a lack of fluency in the lan-
guage of the person being tested. Aside from the obvious
nuances involved in vocabulary, the meaning of specific in-
structions can vary widely. For example, some interpreters
may tend to simplify instructions or responses rather than
give precise linguistic renditions. At other times, the relative
rarity of the language may tempt an examiner to use family or
community members when professional interpreters are not
readily available. Such individuals may have personal mo-
tives that could lead to alterations in the meaning of what was
actually said, or their presence may compromise the privacy
of the person being assessed. Psychologists using the services
of an interpreter must assure themselves of the adequacy of
the interpreter’s training, obtain the informed consent of the
client to use that particular interpreter, and ensure that the in-
terpreter will respect the confidentiality of test results and test
security. In addition, any limitations on the data obtained via
the use of an interpreter must be discussed in presenting the
results of the evaluation.

Some psychologists mistakenly assume that they can com-
pensate for language or educational barriers by using mea-
sures that do not require verbal instructions or responses.
When assessing individuals of diverse cultural and linguistic
backgrounds, it is not sufficient to rely solely on nonverbal
procedures and assume that resulting interpretations will be
valid. Many human behaviors, ranging from the nature of eye
contact; speed, spontaneity, and elaborateness of response;
and persistence on challenging tasks may be linked to social or
cultural factors independent of language or semantics. It has

been demonstrated, for example, that performance on nonver-
bal tests can be significantly affected both by culture (Ardila &
Moreno, 2001) and by educational level (Ostrosky, Ardila,
Rosselli, Lopez-Arango, & Uriel-Mendoza, 1998).

What’s in a Norm?

Psychologists must have knowledge of the applicability of the
instrument’s normative basis to the client.Are the norms up-to-
date and based on people who are compatible with the client?
If the normative data do not apply to the client, the psycholo-
gist must be able to discuss the limitations in interpretation. In
selecting tests for specific populations, it is important that the
scores be corrected not only with respect to age but also with
respect to educational level (Heaton, Grant, & Matthews,
1991; Vanderploeg, Axelrod, Sherer, Scott, & Adams, 1997).
For example, the assessment of dementia in an individual with
an eighth-grade education would demand very different con-
siderations from those needed for a similar assessment in a
person who has worked as a college professor.

Psychologists should select and interpret tests with an
understanding of how specific tests and the procedures they
entail interact with the specific individual undergoing evalua-
tion. Several tests purporting to evaluate the same construct
(e.g., general cognitive ability) put variable demands on the
client and can place different levels of emphasis on specific
abilities. For example, some tests used with young children
have different expectations for the amount of language used in
the instructions and required of the child in a response. A child
with a specific language impairment may demonstrate widely
discrepant scores on different tests of intelligence as a func-
tion of the language load of the instrument because some tests
can place a premium on verbal skills (Kamphaus, Dresden, &
Kaufman, 1993).

It is important to remember that psychologists must not
base their assessment, intervention decisions, or recommen-
dations on outdated data or test results. Similarly, psycholo-
gists do not base such decisions or recommendations on test
instruments and measures that are obsolete. Test kits can be
expensive, and more than a few psychologists rationalize that
there is no need to invest in a newly revised instrument when
they already own a perfectly serviceable set of materials
of the previous edition. In some instances, a psychologist may
reasonably use an older version of a standardized instrument,
but he or she must have an appropriate and valid rationale to
justify the practice. For example, a psychologist may wish
to assess whether there has been deterioration in a client’s
condition and may elect to use the same measure as used in
prior assessments such as the Wechsler Adult Intelligence
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Scales–Revised (WAIS-R), even if a newer improved version
such as the WAIS-III is now available. The chapter in this vol-
ume by Wasserman and Bracken discusses psychometric is-
sues relevant to such comparisons.

Bases for Assessment

The currentAPAethics code holds that psychologists typically
provide opinions on the psychological characteristics of indi-
viduals only after conducting an examination of the individu-
als that is adequate to support the psychologists’ statements or
conclusions. This provision is confusing in some contexts. At
times such an examination is not practical (e.g., when a psy-
chologist serving as an expert witness is asked to offer hypo-
thetical opinions regarding data sets collected by others).
Another example would occur when a psychologist is retained
to provide confidential assistance to an attorney. Such help
might be sought to explore the accuracy of another’s report or
to help the attorney frame potential cross-examination ques-
tions to ask the other side’s expert. In such situations, psychol-
ogists document the efforts they made to obtain their own data
(if any) and clarify the potential impact of their limited infor-
mation on the reliability and validity of their opinions.

The key to ethical conduct in such instances is to take great
care to appropriately limit the nature and extent of any conclu-
sions or recommendations. Related areas of the current APA
code include Standards 2.01 (Boundaries of Competence) and
9.06 (Interpreting Assessment Results). When psychologists
conduct record review and an individual examination is not
warranted or necessary for their opinions, psychologists ex-
plain this situation and the bases upon which they arrived at
this opinion in their conclusions and recommendations. This
same issue is addressed in the pending revision (ECTF, 2001)
as part of a new section—Section 9 (Assessment). Subsection
c of 9.01 (Bases for Assessments) indicates that when despite
reasonable efforts, examination of an individual is impracti-
cal, “psychologists document the efforts they made and the re-
sult of those efforts, clarify the probable impact of their limited
information on the reliability and validity of their opinions,
and appropriately limit the nature and extent of their conclu-
sions or recommendations” (ECTF, 2001, p. 18).

Subsection d addresses the issue of record review. This
practice is especially common in the forensic arena; attorneys
often want their own expert to examine the complete data set
and may not wish to disclose the identity of the expert to the
other side. When psychologists conduct record reviews and
when “an individual examination is not warranted or necessary
for the opinion, psychologists explain this and the bases upon
which they arrived at this opinion in their conclusions and
recommendations” (ECTF, 2001, p. 18).

This circumstance of being able to ethically offer an opinion
with limitations—absent a direct assessment of the client—is
also germane with respect to requests for the release of raw test
data, as discussed later in this chapter.

CONDUCTING THE EVALUATION

The requirements for and components of informed consent—
including contracting details (i.e., who is the client, who is pay-
ing for the psychologist’s services, and who will have access to
the data)—were discussed earlier in this chapter. We proceed
with a discussion of the conduct of the evaluation on the as-
sumption that adequate informed consent has been obtained.

Conduct of the Assessment

A conducive climate is critical to collection of valid test data.
In conducting their assessments, psychologists strive to cre-
ate appropriate rapport with clients by helping them to feel
physically comfortable and emotionally at ease, as appropri-
ate to the context. The psychologist should be well-prepared
and work to create a suitable testing environment. Most psy-
chological tests are developed with the assumption that the
test takers’ attitudes and motivations are generally positive.
For example, attempting to collect test data in a noisy, dis-
tracting environment or asking a client to attempt a lengthy
test (e.g., an MMPI-2) while the client is seated uncomfort-
ably with a clipboard balanced on one knee and the answer
form on another would be inappropriate.

The psychologist should also consider and appreciate the at-
titudes of the client and address any issues raised in this regard.
Some test takers may be depressed or apathetic in a manner that
retards their performance, whereas others may engage in dis-
simulation, hoping to fake bad (i.e., falsely appear to be more
pathological) or to fake good (i.e., conceal psychopathology).
If there are questions about a test taker’s motivation, ability
to sustain adequate concentration, or problems with the test-
taking environment, the psychologist should attempt to resolve
these issues and is expected to discuss how these circumstances
ultimately affect test data interpretations in any reports that re-
sult from the evaluation. Similarly, in circumstances in which
subtle or obvious steps by clients to fake results appear to be
underway, it is important for psychologists to note these steps
and consider additional instruments or techniques useful in de-
tecting dissimulation.

Another factor that can affect the test-taking environment
is the presence of third-party observers during the interview
and testing procedures. In forensic evaluations, psychologists
are occasionally faced by a demand from attorneys to be
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present as observers. Having a third-party observer present
can compromise the ability of the psychologist to follow
standardized procedures and can affect the validity and
reliability of the data collection (McCaffrey, Fisher, Gold, &
Lynch, 1996; McSweeney et al., 1998). The National
Academy of Neuropsychology has taken a position that third-
party observers should be excluded from evaluations (NAN,
2000b). A reasonable alternative that has evolved in sexual
abuse assessment interviewing, in which overly suggestive
interviewing by unskilled clinicians or the police is a well-
known problem, can include video recording or remote mon-
itoring of the process when appropriate consent is granted.
Such recording can have a mixed effect. It can be very useful
in demonstrating that a competent evaluation was conducted,
but it can also provide a strong record for discrediting poor-
quality work.

Data Collection and Report Preparation

Psychologists are expected to conduct assessments with ex-
plicit knowledge of the procedures required and to adhere to
the standardized test administration prescribed in the relevant
test manuals. In some contexts—particularly in neuropsycho-
logical assessment, in which a significant number and wide
range of instruments may be used—technicians are some-
times employed to administer and score tests as well as to
record behaviors during the assessment. In this situation, it is
the neuropsychologist who is responsible for assuring ade-
quacy of the training of the technician, selecting test instru-
ments, and interpreting findings (see National Academy of
Neuropsychology [NAN], 2000a). Even in the case of less so-
phisticated evaluations (e.g., administration of common IQ or
achievement testing in public school settings), psychologists
charged with signing official reports are responsible for assur-
ing the accuracy and adequacy of data collection, including
the training and competence of other personnel engaged in test
administration. This responsibility is especially relevant in
circumstances in which classroom teachers or other nonpsy-
chologists are used to proctor group-administered tests.

Preparation of a report is a critical part of a psychological
assessment, and the job is not complete until the report is fin-
ished; this sometimes leads to disputes when payment for
assessment is refused or delayed. Although it is not ethically
appropriate to withhold a completed report needed for criti-
cal decision making in the welfare of a client, psychologists
are not ethically required to prepare a report if payment is
refused. Many practitioners require advance payment or a re-
tainer as a prerequisite for undertaking a lengthy evaluation.
In some instances, practitioners who have received partial
payment that covers the time involved in record review and

data collection will pause prior to preparing the actual report
and await additional payment before writing the report. Such
strategies are not unethical per se but should be carefully
spelled out and agreed to as part of the consent process be-
fore the evaluation is begun. Ideally, such agreements should
be made clear in written form to avoid subsequent misunder-
standings.

Automated Test Scoring and Interpretation

The psychologist who signs the report is responsible for the
contents of the report, including the accuracy of the data
scoring and validity of the interpretation. When interpreting
assessment results—including automated interpretations—
psychologists must take into account the purpose of the
assessment, the various test factors, the client’s test-taking
abilities, and the other characteristics of the person being as-
sessed (e.g., situational, personal, linguistic, and cultural dif-
ferences) that might affect psychologists’ judgments or reduce
the accuracy of their interpretations. If specific accommoda-
tions for the client (e.g., extra time, use of a reader, or avail-
ability of special appliances) are employed in the assessment,
these accommodations must be described; automated testing
services cannot do this. Although mechanical scoring of ob-
jective test data is often more accurate than hand scoring, ma-
chines can and do make errors. The psychologist who makes
use of an automated scoring system should check the mechan-
ically generated results carefully.

Psychologists are ethically responsible for indicating any
significant reservations they have about the accuracy or limita-
tions of their interpretations in the body of their reports, in-
cluding any limitations on automated interpretative reports that
may be a part of the case file. For example, psychologists who
obtain computer-generated interpretive reports of MMPI-2
protocols may choose to use some or all of the information so
obtained in their personally prepared reports. The individually
prepared report of the psychologist should indicate whether a
computer-assisted or interpretive report was used and explain
any modified interpretations made or confirm the validity of
the computerized findings, as appropriate. A summary of crite-
ria helpful in evaluating psychological assessment reports
(Koocher, 1998) is presented in Table 8.1.

AFTER THE EVALUATION

Following completion of their evaluations and reports, psy-
chologists often receive requests for additional clarification,
feedback, release of data, or other information and materi-
als related to the evaluation. Release of confidential client
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information is addressed in the ethics code and highly regu-
lated under many state and federal laws, but many other is-
sues arise when psychological testing is involved.

Feedback Requests

Psychologists are expected to provide explanatory feedback
to the people they assess unless the nature of the client rela-
tionship precludes provision of an explanation of results. Ex-
amples of relationships in which feedback might not be owed
to the person tested would include some organizational con-
sulting, preemployment or security screening, and some
forensic evaluations. In every case the nature of feedback to
be provided and any limitations must be clearly explained to
the person being assessed in advance of the evaluation. Ide-
ally, any such limitations are provided in both written and
oral form at the outset of the professional relationship. In nor-
mal circumstances, people who are tested can reasonably ex-
pect an interpretation of the test results and answers to
questions they may have in a timely manner. Copies of actual
test reports may also be provided as permitted under applica-
ble law.

Requests for Modification of Reports

On some occasions, people who have been evaluated or their
legal guardians may request modification of a psychologist’s
assessment report. One valid reason for altering or revising a
report would be to allow for the correction of factual errors.
Another appropriate reason might involve release of informa-
tion on a need-to-know basis for the protection of the client.
For example, suppose that in the course of conducting a psy-
chological evaluation of a child who has experienced sexual
abuse, a significant verbal learning disability is uncovered.
This disability is fully described in the psychologist’s report.
In an effort to secure special education services for the learn-
ing problem, the parents of the child ask the psychologist to
tailor a report for the school focusing only on matters relevant
to the child’s educational needs—that is to say, the parents
would prefer that information on the child’s sexual abuse is
not included in the report sent to the school’s learning disabil-
ity assessment team. Such requests to tailor or omit certain in-
formation gleaned during an evaluation may be appropriately
honored as long as doing so does not tend to mislead or mis-
represent the relevant findings.

Psychologists must also be mindful of their professional in-
tegrity and obligation to fairly and accurately represent rele-
vant findings. A psychologist may be approached by a case
management firm with a request to perform an independent

TABLE 8.1 Assessing the Quality of a Psychological Testing Report

Item to be Included Comments in Report Should Address

Referral information Who referred the person? What questions
are to be addressed?

Informed consent Was the person (or parent or guardian)
advised about the nature and purpose of the
evaluation, as well as who is to pay, what
charges are anticipated, who will have
access to the data, and what feedback will
be provided?

Contextual issues What is the relevant psychosocial ecology
(e.g., school failure, recent divorce,
criminal charges, etc.)?

Third-party involvement Is a statement about any third party
obligations or entitlements (e.g.,
responsibility for payment or access
to findings) noted?

Current status observations What behaviors were observed during
the interview (e.g., mood, rapport,
concentration, language barriers, physical
handicaps, etc.)?

Deviations from standard Were any deviations from standard
practice practice in test administration needed to

accommodate the client?

Listing of instruments used Is a complete list of the tests administered
provided? Does the list specify the full
names of the instruments and version or
form used? Does the report provide
descriptive information or references for
any unusual instruments or techniques
used? If more than one set of norms
exist, are the norms used in evaluating the
particular client reported on specified?

Reliability and validity Are the test results obtained deemed
reliable and valid, or should they be
considered in light of any mediating
factors?

Data presentation Are scores for each instrument administered
presented and explained? Are the meanings
of the data discussed in the context of the
referral questions? Are homogeneity,
variability, or scatter in patterns of scores
discussed? Are technical terms and jargon
avoided?

Summary If a summary is provided, does it err by
mentioning material not addressed in the
body of the report?

Recommendations If recommendations are made, is it
evident how these flow from the data?
Do recommendations relate cogently to
the referral questions?

Diagnosis If a diagnosis is requested or if differential
diagnosis was a referral question, does the
report address this issue?

Authentication Is the report signed by the person who
conducted the evaluation? Are the
degree(s) and title of the person signing
provided? If the signer is unlicensed or a
trainee, has a licensed supervisor
countersigned the report?

Source: Koocher (1998).
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examination and to send a draft of the report so that editorial
changes can be made. This request presents serious ethical
considerations, particularly in forensic settings. Psychologists
are ethically responsible for the content of all reports issued
over their signature. One can always listen to requests or sug-
gestions, but professional integrity and oversight of one’s work
cannot be delegated to another. Reports should not be altered to
conceal crucial information, mislead recipients, commit fraud,
or otherwise falsely represent findings of a psychological eval-
uation. The psychologist has no obligation to modify a valid re-
port at the insistence of a client if the ultimate result would
misinform the intended recipient.

Release of Data

Who should have access to the data on which psycholo-
gists predicate their assessments? This issue comes into focus
most dramatically when the conclusions or recommendations
resulting from an assessment are challenged. In such dis-
putes, the opposing parties often seek review of the raw data
by experts not involved in the original collection and analy-
ses. The purpose of the review might include actual rescoring
raw data or reviewing interpretations of scored data. In this
context, test data may refer to any test protocols, transcripts
of responses, record forms, scores, and notes regarding an in-
dividual’s responses to test items in any medium (ECTF,
2001). Under long-standing accepted ethical practices, psy-
chologists may release test data to a psychologist or another
qualified professional after being authorized by a valid re-
lease or court order. Psychologists are exhorted to generally
refrain from releasing test data to persons who are not quali-
fied to use such information, except (a) as required by law or
court order, (b) to an attorney or court based on a client’s
valid release, or (c) to the client as appropriate (ECTF, 2001).
Psychologists may also refrain from releasing test data to
protect a client from harm or to protect test security (ECTF,
2001).

In recent years, psychologists have worried about exactly
how far their responsibility goes in upholding such standards.
It is one thing to express reservations about a release, but it is
quite another matter to contend within the legal system. For
example, if a psychologist receives a valid release from the
client to provide the data to another professional, is the send-
ing psychologist obligated to determine the specific compe-
tence of the intended recipient? Is it reasonable to assume
that any other psychologist is qualified to evaluate all psy-
chological test data? If psychologists asked to release data are
worried about possible harm or test security, must they retain
legal counsel at their own expense to vigorously resist releas-
ing the data?

The intent of the APA ethical standards is to minimize
harm and misuse of test data. The standards were never in-
tended to require psychologists to screen the credentials of
intended recipients, become litigants, or incur significant
legal expenses in defense of the ethics code. In addition,
many attorneys do not want the names of their potential ex-
perts released to the other side until required to do so under
discovery rules. Some attorneys may wish to show test data
to a number of potential experts and choose to use only the
expert(s) most supportive of their case. In such situations, the
attorney seeing the file may prefer not to provide the trans-
mitting psychologist with the name of the intended recipient.
Although such strategies are alien to the training of many
psychologists trained to think as scientific investigators, they
are quite common and ethical in the practice of law. It is eth-
ically sufficient for transmitting psychologists to express
their concerns and rely on the assurance of receiving clini-
cians or attorneys that the recipients are competent to inter-
pret those data. Ethical responsibility in such circumstances
shifts to receiving experts insofar as justifying their own
competence and the foundation of their own expert opinions
is concerned, if a question is subsequently raised in that re-
gard. The bottom line is that although psychologists should
seek appropriate confidentiality and competence assurances,
they cannot use the ethics code as a shield to bar the release
of their complete testing file.

Test Security

The current APA ethics code requires that psychologists
make reasonable efforts to maintain the integrity and security
of copyright-protected tests and other assessment techniques
consistent with law and with their contractual obligations
(ECTF, 2001). Most test publishers also elicit such a pledge
from those seeking to purchase test materials. Production of
well-standardized test instruments represents a significant
financial investment to the publisher. Breaches of such secu-
rity can compromise the publisher’s proprietary rights and
vitiate the utility of the test to the clinician by enabling
coaching or otherwise inappropriate preparation by test
takers.

What is a reasonable effort as envisioned by the authors of
the ethics code? Close reading of both the current and pro-
posed revision of the code indicate that psychologists may
rely on other elements of the code in maintaining test security.
In that context, psychologists have no intrinsic professional
obligation to contest valid court orders or to resist appropriate
requests for disclosure of test materials—that is to say, the
psychologist is not obligated to litigate in the support of a
test publisher or to protect the security of an instrument at
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significant personal cost. When in doubt, a psychologist
always has the option of contacting the test publisher. If pub-
lishers, who sold the tests to the psychologist eliciting a
promise that the test materials be treated confidentially, wish
to object to requested or court-ordered disclosure, they should
be expected to use their own financial and legal resources to
defend their own copyright-protected property.

Psychologists must also pay attention to the laws that
apply in their own practice jurisdiction(s). For example,
Minnesota has a specific statute that prohibits a psychologist
from releasing psychological test materials to individuals
who are unqualified or if the psychologist has reason to be-
lieve that releasing such material would compromise the in-
tegrity of the testing process. Such laws can provide
additional protective leverage but are rare exceptions.

An editorial in the American Psychologist (APA, 1999)
discussed test security both in the context of scholarly pub-
lishing and litigation, suggesting that potential disclosure
must be evaluated in light of both ethical obligations of psy-
chologists and copyright law. The editorial also recognized
that the psychometric integrity of psychological tests de-
pends upon the test taker’s not having prior access to study or
be coached on the test materials. The National Academy of
Neuropsychology (NAN) has also published a position paper
on test security (NAN, 2000c). There has been significant
concern among neuropsychologists about implications for
the validity of tests intended to assess malingering if such
materials are freely circulated among attorneys and clients.
Both the American Psychologist editorial and the NAN posi-
tion paper ignore the implications of this issue with respect to
preparation for high-stakes testing and the testing industry, as
discussed in detail later in this chapter. Authors who plan to
publish information about tests should always seek permis-
sion from the copyright holder of the instrument and not
presume that the fair use doctrine will protect them from
subsequent infringement claims. When sensitive test docu-
ments are subpoenaed, psychologists should also ask courts
to seal or otherwise protect the information from unreason-
able public scrutiny.

SPECIAL ISSUES

In addition to the basic principles described earlier in this chap-
ter (i.e., the preparation, conduct, and follow-up of the actual
assessment), some special issues regard psychological testing.
These issues include automated or computerized assessment
services, high-stakes testing, and teaching of psychological
assessment techniques. Many of these topics fall under the
general domain of the testing industry.

The Testing Industry

Psychological testing is big business. Test publishers and other
companies offering automated scoring systems or national
testing programs are significant business enterprises.Although
precise data are not easy to come by, Walter Haney and his col-
leagues (Haney, Madaus, & Lyons, 1993) estimated gross rev-
enues of several major testing companies for 1987–1988 as
follows: Educational Testing Service, $226 million; National
Computer Systems, $242 million; The Psychological Corpora-
tion (then a division of Harcort General), $50–55 million; and
the American College Testing Program, $53 million. The Fed-
eral Reserve Bank suggests that multiplying the figures by 1.56
will approximate the dollar value in 2001 terms, but the actual
revenue involved is probably significantly higher, given the in-
creased numbers of people taking such tests by comparison
with 1987–1988.

The spread of consumerism in America has seen increas-
ing criticism of the testing industry (Haney et al., 1993). Most
of the ethical criticism leveled at the larger companies fall
into the categories of marketing, sales to unauthorized users,
and the problem of so-called impersonal services. Publishers
claim that they do make good-faith efforts to police sales so
that only qualified users obtain tests. They note that they can-
not control the behavior of individuals in institutions where
tests are sent. Because test publishers must advertise in the
media provided by organized psychology (e.g., the APA
Monitor) to influence their prime market, most major firms
are especially responsive to letters of concern from psychol-
ogists and committees of APA. At the same time, such com-
panies are quite readily prepared to cry antitrust fouls when
professional organizations become too critical of their busi-
ness practices.

The Center for the Study of Testing, Evaluation, and Edu-
cational Policy (CSTEEP), directed by Walt Haney, is an
educational research organization located at Boston College
in the School of Education (http://wwwcsteep.bc.edu).
CSTEEP has been a valuable ally to students who have been
subjected to bullying and intimidation by testing behemoths
such as Educational Testing Service and the SAT program
when the students’ test scores improve dramatically. In a
number of circumstances, students have had their test results
canceled, based on internal statistical formulas that few peo-
ple other than Haney and his colleagues have ever analyzed.
Haney has been a valuable expert in helping such students
obtain legal remedies from major testing companies, al-
though the terms of the settlements generally prohibit him
from disclosing the details. Although many psychologists are
employed by large testing companies, responses to critics
have generally been issued by corporate attorneys rather than
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psychometric experts. It is difficult to assess the degree to
which insider psychologists in these big businesses exert any
influence to assure ethical integrity and fairness to individual
test takers.

Automated Testing Services

Automated testing services and software can be a major boon
to psychologists’ practices and can significantly enhance the
accuracy and sophistication of diagnostic decision making,
but there are important caveats to observe. The draft revision
of the APA code states that psychologists who offer assess-
ment or scoring services to other professionals should accu-
rately describe the purpose, norms, validity, reliability, and
applications of the procedures and any special qualifications
applicable to their use (ECTF, 2001). Psychologists who use
such scoring and interpretation services (including auto-
mated services) are urged to select them based on evidence of
the validity of the program and analytic procedures (ECTF,
2001). In every case, ethical psychologists retain responsibil-
ity for the appropriate application, interpretation, and use of
assessment instruments, whether they score and interpret
such tests themselves or use automated or other services
(ECTF, 2001).

One key difficulty in the use of automated testing is the
aura of validity conveyed by the adjective computerized and
its synonyms. Aside from the long-standing debate within
psychology about the merits of actuarial versus clinical pre-
diction, there is often a kind of magical faith that numbers
and graphs generated by a computer program somehow
equate with increased validity of some sort. Too often, skilled
clinicians do not fully educate themselves about the under-
pinnings of various analytic models. Even when a clinician is
so inclined, the copyright holders of the analytic program are
often reluctant to share too much information, lest they com-
promise their property rights.

In the end, the most reasonable approach is to use auto-
mated scoring and interpretive services as only one compo-
nent of an evaluation and to carefully probe any apparently
discrepant findings. This suggestion will not be a surprise
to most competent psychologists, but unfortunately they
are not the only users of these tools. Many users of such tests
are nonpsychologists with little understanding of the inter-
pretive subtleties. Some take the computer-generated reports
at face value as valid and fail to consider important factors
that make their client unique. A few users are simply looking
for a quick and dirty source of data to help them make a
decision in the absence of clinical acumen. Other users in-
flate the actual cost of the tests and scoring services to en-
hance their own billings. When making use of such tools,

psychologists should have a well-reasoned strategy for incor-
porating them in the assessment and should interpret them
with well-informed caution.

High-Stakes Testing

The term high-stakes tests refers to cognitively loaded instru-
ments designed to assess knowledge, skill, and ability with the
intent of making employment, academic admission, gradua-
tion, or licensing decisions. For a number of public policy and
political reasons, these testing programs face considerable
scrutiny and criticism (Haney et al., 1993; Sackett, Schmitt,
Ellingson, & Kabin, 2001). Such testing includes the SAT,
Graduate Record Examination (GRE), state examinations that
establish graduation requirements, and professional or job
entry examinations. Such tests can provide very useful infor-
mation but are also subject to misuse and a degree of tyranny
in the sense that individuals’ rights and welfare are easily lost
in the face of corporate advantage and political struggles
about accountability in education.

In May, 2001 the APA issued a statement on such testing
titled “Appropriate Use of High Stakes Testing in Our
Nation’s Schools” (APA, 2001). The statement noted that the
measurement of learning and achievement are important and
that tests—when used properly—are among the most sound
and objective ways to measure student performance. How-
ever, when tests’ results are used inappropriately, they can
have highly damaging unintended consequences. High-stakes
decisions such as high school graduation or college admis-
sions should not be made on the basis of a single set of test
scores that only provide a snapshot of student achievement.
Such scores may not accurately reflect a student’s progress
and achievement, and they do not provide much insight into
other critical components of future success, such as motiva-
tion and character.

The APA statement recommends that any decision about a
student’s continued education, retention in grade, tracking, or
graduation should not be based on the results of a single test.
The APA statement noted that

• When test results substantially contribute to decisions
made about student promotion or graduation, there should
be evidence that the test addresses only the specific or
generalized content and skills that students have had an
opportunity to learn.

• When a school district, state, or some other authority man-
dates a test, the intended use of the test results should be
clearly described. It is also the responsibility of those who
mandate the test to monitor its impact—particularly on
racial- and ethnic-minority students or students of lower
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socioeconomic status—and to identify and minimize po-
tential negative consequences of such testing.

• In some cases, special accommodations for students with
limited proficiency in English may be necessary to obtain
valid test scores. If students with limited English skills are
to be tested in English, their test scores should be inter-
preted in light of their limited English skills. For example,
when a student lacks proficiency in the language in which
the test is given (students for whom English is a second
language, for example), the test could become a measure
of their ability to communicate in English rather than a
measure of other skills.

• Likewise, special accommodations may be needed to en-
sure that test scores are valid for students with disabilities.
Not enough is currently known about how particular test
modifications may affect the test scores of students with
disabilities; more research is needed. As a first step, test
developers should include students with disabilities in
field testing of pilot tests and document the impact of par-
ticular modifications (if any) for test users.

• For evaluation purposes, test results should also be re-
ported by sex, race-ethnicity, income level, disability
status, and degree of English proficiency.

One adverse consequence of high-stakes testing is that some
schools will almost certainly focus primarily on teaching-to-
the-test skills acquisition. Students prepared in this way may do
well on the test but find it difficult to generalize their learning
beyond that context and may find themselves unprepared for
critical and analytic thinking in their subsequent learning envi-
ronments. Some testing companies such as the Educational
Testing Service (developers of the SAT) at one time claimed
that coaching or teaching to the test would have little meaning-
ful impact and still publicly attempt to minimize the potential
effect of coaching or teaching to the test.

The best rebuttal to such assertions is the career of Stanley
H. Kaplan. A recent article in The New Yorker (Gladwell,
2001) documents not only Kaplan’s long career as an entre-
preneurial educator but also the fragility of so-called test se-
curity and how teaching strategies significantly improves test
scores in exactly the way the industry claimed was impossi-
ble. When Kaplan began coaching students on the SAT in the
1950s and holding posttest pizza parties to debrief the stu-
dents and learn about what was being asked, he was consid-
ered a kind of subverter of the system. Because the designers
of the SAT viewed their work as developing a measure of en-
during abilities (such as IQ), they assumed that coaching
would do little to alter scores. Apparently little thought was
given to the notion that people are affected by what they
know and that what they know is affected by what they are

taught (Gladwell, 2001). What students are taught is dictated
by parents and teachers, and they responded to the high-
stakes test by strongly supporting teaching that would yield
better scores.

Teaching Psychological Testing

Psychologists teaching assessment have a unique opportunity
to shape their students’ professional practice and approach to
ethics by modeling how ethical issues are actively integrated
into the practice of assessment (Yalof & Brabender, 2001).
Ethical standards in the areas of education and training are
relevant. “Psychologists who are responsible for education
and training programs take reasonable steps to ensure that
the programs are designed to provide appropriate knowledge
and proper experiences to meet the requirements for licen-
sure, certification and other goals for which claims are made
by the program” (ECTF, 2001). A primary responsibility is to
ensure competence in assessment practice by providing the
requisite education and training.

A recent review of studies evaluating the competence of
graduate students and practicing psychologists in administra-
tion and scoring of cognitive tests demonstrates that errors
occur frequently and at all levels of training (Alfonso & Pratt,
1997). The review also notes that relying only on practice as-
sessments as a teaching methodology does not ensure com-
petent practice. The authors conclude that teaching programs
that include behavioral objectives and that focus on evaluat-
ing specific competencies are generally more effective. This
approach is also more concordant with the APA guidelines
for training in professional psychology (APA, 2000).

The use of children and students’ classmates as practice
subjects in psychological testing courses raises ethical con-
cern (Rupert, Kozlowski, Hoffman, Daniels, & Piette, 1999).
In other teaching contexts, the potential for violations of pri-
vacy are significant in situations in which graduate students
are required to take personality tests for practice. Yalof and
Brabender (2001) address ethical dilemmas in personality as-
sessment courses with respect to using the classroom for in
vivo training. They argue that the student’s introduction to
ethical decision making in personality assessment occurs in
assessment courses with practice components. In this type
of course, students experience firsthand how ethical problems
are identified, addressed, and resolved. They note that the
instructor’s demonstration of how the ethical principles
are highlighted and explored can enable students to internal-
ize a model for addressing such dilemmas in the future. Four
particular concerns are described: (a) the students’ role in
procuring personal experience with personality testing,
(b) identification of participants with which to practice,
(c) the development of informed consent procedures for
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assessment participants, and (d) classroom presentations.
This discussion does not provide universally applicable con-
crete solutions to ethical problems; however, it offers a con-
sideration of the relevant ethical principles that any adequate
solution must incorporate.

RECOMMENDATIONS

In an effort to summarize the essence of good ethical practice
in psychological assessment, we offer this set of suggestions:

• Clients to be tested (or their parents or legal guardians)
must be given full informed consent about the nature of
the evaluation, payment for services, access to results, and
other relevant data prior to initiating the evaluation.

• Psychologists should be aware of and adhere to published
professional standards and guidelines relevant to the nature
of the particular type of assessment they are conducting.

• Different types of technical data on tests exist—including
reliability and validity data—and psychologists should be
sufficiently familiar with such data for any instrument
they use so that they can justify and explain the appropri-
ateness of the selection.

• Those administering psychological tests are responsible
for assuring that the tests are administered and scored
according to standardized instructions.

• Test users should be aware of potential test bias or client
characteristics that might reduce the validity of the instru-
ment for that client and context. When validity is threat-
ened, the psychologists should specifically address the
issue in their reports.

• No psychologist is competent to administer and inter-
pret all psychological tests. It is important to be cautiously
self-critical and to agree to undertake only those eval-
uations that fall within one’s training and sphere of
competence.

• The validity and confidence of test results relies to some
degree on test security. Psychologists should use reason-
able caution in protecting the security of test items and
materials.

• Automated testing services create a hazard to the extent
that they may generate data that are inaccurate for certain
clients or that are misinterpreted by improperly trained in-
dividuals. Psychologists operating or making use of such
services should take steps to minimize such risks.

• Clients have a right to feedback and a right to have con-
fidentiality of data protected to the extent agreed upon at
the outset of the evaluation or in subsequent authorized
releases.

• Test users should be aware of the ethical issues that can
develop in specific settings and should consult with other
professionals when ethical dilemmas arise.
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We begin this chapter with a story about an assessment done by
one of us (Handler) when he was a trainee at a VeteransAdmin-
istration hospital outpatient clinic. He was asked by the chief of
psychiatry to reassess a patient the psychiatrist had been seeing
in classical psychoanalysis, which included heavy emphasis on
dream analysis and free association, with little input from the
analyst, as was the prevailing approach at the time. The patient
was not making progress, despite the regimen of three sessions
per week he had followed for over a year.

The patient was cooperative and appropriate in the inter-
view and in his responses to the Wechsler Adult Intelligence
Scale (WAIS) items, until the examiner came to one item of
the Comprehension subtest, “What does this saying mean:
‘Strike while the iron is hot’?” The examiner was quite sur-
prised when the patient, who up to that point had appeared
to be relatively sound, answered: “Strike is to hit. Hit my wife.
I should say push, and then pull the cord of the iron. Strike in
baseball—one strike against you. This means you have to hit
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and retaliate to make up that strike against you—or if you feel
you have a series of problems—if they build up, you will
strike.” The first author still remembers just beginning to un-
derstand what needed to be said to the chief of psychiatry
about the type of treatment this patient needed.

As the assessment continued, it became even more evident
that the patient’s thinking was quite disorganized, especially
on less structured tests. The classical analytic approach, with-
out structure, eliciting already disturbed mentation, caused
this man to become more thought disordered than he had been
before treatment: His WAIS responses before treatment were
quite sound, and his projective test responses showed only
some significant anxiety and difficulty with impulse control.
Although a previous assessor had recommended a more struc-
tured, supportive approach to therapy, the patient was unfortu-
nately put in this unstructured approach that probed an
unconscious that contained a great deal of turmoil and few ad-
equate defenses.

This assessment was a significant experience in which the
assessor learned the central importance of using personality
assessment to identify the proper treatment modality for pa-
tients and to identify patients’ core life issues. Illuminating
experiences such as this one have led us to believe that as-
sessment should be a central and vital part of any doctoral
curriculum that prepares students to do applied work. We
have had many assessment experiences that have reinforced
our belief in the importance of learning assessment to facili-
tate the treatment process and to help guide patients in con-
structive directions.

The approach to teaching personality assessment described
in this chapter emphasizes the importance of viewing assess-
ment as an interactive process—emphasizing the interaction of
teacher and student, as well as the interaction of patient and as-
sessor. The process highlights the use of critical thinking and
continued questioning of approaches to assessment and to their
possible interpretations, and it even extends to the use of such a
model in the application of these activities in the assessment
process with the patient. Throughout the chapter we have em-
phasized the integration of research and clinical application.

DIFFERENCES BETWEEN TESTING
AND ASSESSMENT

Unfortunately, many people use the terms testing and assess-
ment synonymously, but actually these terms mean quite dif-
ferent things. Testing refers to the process of administering,
scoring, and perhaps interpreting individual test scores by ap-
plying a descriptive meaning based on normative, nomothetic
data. The focus here is on the individual test itself.Assessment,

on the other hand, consists of a process in which a number of
tests, obtained from the use of multiple methods, are adminis-
tered and the results of these tests are integrated among them-
selves, along with data obtained from observations, history,
information from other professionals, and information from
other sources—friends, relatives, legal sources, and so on. All
of these data are integrated to produce, typically, an in-depth
understanding of the individual, focused on the reasons the per-
son was referred for assessment. This process is person focused
or problem issue focused (Handler & Meyer, 1998). The issue
is not, for example, what the person scored on the Minnesota
Multiphasic Personality Inventory-2 (MMPI-2), or what the
Rorschach Structural Summary yielded, but, rather, what we
can say about the patient’s symptomatology, personality struc-
ture, and dynamics, and how we can answer the referral ques-
tions. Tests are typically employed in the assessment process,
but much more information and much more complexity are
involved in the assessment process than in the simple act of
testing itself.

Many training programs teach testing but describe it as as-
sessment. The product produced with this focus is typically a
report that presents data from each test, separately, with little
or no integration or interpretation. There are often no valid
clear-cut conclusions one can make from interpreting tests in-
dividually, because the results of other test and nontest data
often modify interpretations or conclusions concerning the
meaning of specific test signs or results on individual tests. In
fact, the data indicate that a clinician who uses a single
method will develop an incomplete or biased understanding
of the patient (Meyer et al., 2000).

WHY TEACH AND LEARN
PERSONALITY ASSESSMENT?

When one considers the many advantages offered by learning
personality assessment, its emphasis in many settings be-
comes quite obvious. Therefore, we have documented the
many reasons personality assessment should be taught in
doctoral training programs and highlighted as an important
and respected area of study.

Learning Assessment Teaches Critical Thinking
and Integrative Skills

The best reason, we believe, to highlight personality assess-
ment courses in the doctoral training curriculum concerns the
importance of teaching critical thinking skills through the
process of learning to integrate various types of data. Typi-
cally, in most training programs until this point, students have
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amassed a great deal of information from discrete courses by
reading, by attending lectures, and from discussion. How-
ever, in order to learn to do competent assessment work  stu-
dents must now learn to organize and integrate information
from many diverse courses. They are now asked to bring
these and other skills to bear in transversing the scientist-
practitioner bridge, linking nomothetic and ideographic data.
These critical thinking skills, systematically applied to the
huge task of data integration, provide students with a tem-
plate that can be used in other areas of psychological func-
tioning (e.g., psychotherapy, or research application).

Assessment Allows the Illumination of a
Person’s Experience

Sometimes assessment data allow us to observe a person’s ex-
perience as he or she is being assessed. This issue is important
because it is possible to generalize from these experiences to
similar situations in psychotherapy and to the patient’s envi-
ronment. For example, when a 40-year-old man first viewed
Card II of the Rorschach, he produced a response that was
somewhat dysphoric and poorly defined, suggesting possible
problems with emotional control, because Card II is the first
card containing color that the patient encounters. He made a
sound that indicated his discomfort and said, “A bloody
wound.” After a minute he said, “A rocket, with red flames,
blasting off.” This response, in contrast to the first one, was of
good form quality. These responses illuminate the man’s style
of dealing with troubling emotions: He becomes angry and
quickly and aggressively leaves the scene with a dramatic
show of power and force. Next the patient gave the following
response: “Two people, face to face, talking to each other, dis-
cussing.” One could picture the sequence of intrapsychic and
interpersonal events in the series of these responses. First, it is
probable that the person’s underlying depression is close to the
surface and is poorly controlled. With little pressure it breaks
through and causes him immediate but transitory disorganiza-
tion in his thinking and in the ability to manage his emotions.
He probably recovers very quickly and is quite capable, after
an unfortunate release of anger and removing himself from the
situation, of reestablishing an interpersonal connection. Later
in therapy this man enacted just such a pattern of action in his
work situation and in his relationships with family members
and with the therapist, who was able to understand the pattern
of behavior and could help the patient understand it.

A skilled assessor can explore and describe with empathic
attunement painful conflicts as well as the ebb and flow of
dynamic, perhaps conflictual forces being cautiously con-
tained. The good assessor also attends to the facilitating and
creative aspects of personality, and the harmonious interplay

of intrapsychic and external forces, as the individual copes
with day-to-day life issues (Handler & Meyer, 1998). It is pos-
sible to generate examples that provide moving portraits of a
person’s experience, such as the woman who saw “a tattered,
torn butterfly, slowly dying” on Card I of the Rorschach, or a
reclusive, schizoid man whom the first author had been seeing
for some time, who saw “a mushroom” on the same card.
When the therapist asked, “If this mushroom could talk, what
would it say?” the patient answered, “Don’t step on me.
Everyone likes to step on them and break them.” This response
allowed the therapist to understand this reserved and quiet
man’s experience of the therapist, who quickly altered his ap-
proach and became more supportive and affiliative.

Assessment Can Illuminate Underlying Conditions

Responses to assessment stimuli allow us to look beyond a
person’s pattern of self-presentation, possibly concealing un-
derlying emotional problems. For example, a 21-year-old
male did not demonstrate any overt signs of gross pathology
in his initial intake interview. His Rorschach record was also
unremarkable for any difficulties, until Card IX, to which he
gave the following response: “The skull of a really decayed
or decaying body . . . with some noxious fumes or odor com-
ing out of it. It looks like blood and other body fluids are
dripping down on the bones of the upper torso and the eyes
are glowing, kind of an orange, purplish glow.” To Card X he
responded, “It looks like someone crying for help, all bruised
and scarred, with blood running down their face.” The stu-
dent who was doing the assessment quickly changed her
stance with this young man, providing him with rapid access
to treatment.

Assessment Facilitates Treatment Planning

Treatment planning can focus and shorten treatment, result-
ing in benefits to the patient and to third-party payors. In-
formed treatment planning can also prevent hospitalization,
and provide more efficient and effective treatment for the pa-
tient. Assessment can enhance the likelihood of a favorable
treatment outcome and can serve as a guide during the course
of treatment (Applebaum, 1990).

Assessment Facilitates the Therapeutic Process

The establishment of the initial relationship between the
patient and the therapist is often fraught with difficulty. It is
important to sensitize students to this difficult interaction
because many patients drop out of treatment prematurely.
Although asking the new patient to participate in an
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assessment before beginning treatment would seem to result
in greater dropout than would a simple intake interview be-
cause it may seem to be just another bothersome hurdle the pa-
tient must jump over to receive services, recent data indicate
that the situation is just the opposite (Ackerman, Hilsenroth,
Baity, & Blagys, 2000). Perhaps the assessment procedure al-
lows clients to slide into therapy in a less personal manner, de-
sensitizing them to the stresses of the therapy setting.

An example of an assessment approach that facilitates
the initial relationship between patient and therapist is the
recent research and clinical application of the Early Memo-
ries Procedure. Fowler, Hilsenroth, and Handler (1995,
1996) have provided data that illustrate the power of specific
early memories to predict the patient’s transference reaction
to the therapist.

The Assessment Process Itself Can Be Therapeutic

Several psychologists have recently provided data that
demonstrate the therapeutic effects of the assessment process
itself, when it is conducted in a facilitative manner. The work
of Finn (1996; Finn & Tonsager, 1992) and Fischer (1994)
have indicated that assessment, done in a facilitative manner,
will typically result in the production of therapeutic results.
The first author has developed a therapeutic assessment ap-
proach that is ongoing in the treatment process with children
and adolescents to determine whether therapeutic assessment
changes are long-lasting.

Assessment Provides Professional Identity

There are many mental health specialists who do psychother-
apy (e.g., psychologists, psychiatrists, social workers, mar-
riage and family counselors, ministers), but only psychologists
are trained to do assessment. Possession of this skill allows us
to be called upon by other professionals in the mental health
area, as well as by school personnel, physicians, attorneys, the
court, government, and even by business and industry, to pro-
vide evaluations.

Assessment Reflects Patients’ Relationship Problems

More and more attention has been placed on the need for as-
sessment devices to evaluate couples and families. New mea-
sures have been developed, and several traditional measures
have been used in unique ways, to illuminate relational pat-
terns for therapists and couples. Measures range from pencil-
and-paper tests of marital satisfaction to projective measures
of relational patterns that include an analysis of a person’s in-
terest in, feelings about, and cognitive conceptualizations of

relationships, as well as measures of the quality of relation-
ships established.

The Rorschach and several selected Wechsler verbal sub-
tests have been used in a unique manner to illustrate the pattern
and style of the interaction between or among participants.
The Rorschach or the WAIS subtests are given to each person
separately. The participants are then asked to retake the test
together, but this time they are asked to produce an answer
(on the WAIS; e.g., Handler & Sheinbein, 1987) or responses
on the Rorschach (e.g., Handler, 1997) upon which they both
agree. The quality of the interaction and the outcome of the
collaboration are evaluated. People taking the test can get a re-
alistic picture of their interaction and its consequences, which
they often report are similar to their interactions in everyday
relationships.

Personality Assessment Helps Psychologists
Arrive at a Diagnosis

Assessment provides information to make a variety of diag-
nostic statements, including a Diagnostic and Statistical
Manual (DSM) diagnosis. Whether the diagnosis includes
descriptive factors, cognitive and affective factors, interaction
patterns, level of ego functions, process aspects, object rela-
tions factors, or other dynamic aspects of functioning, it is an
informed and comprehensive diagnosis, with or without a
diagnostic label.

Assessment Is Used in Work-Related Settings

There is a huge literature on the use of personality assessment
in the workplace. Many studies deal with vocational choice or
preference, using personality assessment instruments (e.g.,
Krakowski, 1984; Muhlenkamp & Parsons, 1972; Rezler &
Buckley, 1977), and there is a large literature in which per-
sonality assessment is used as an integral part of the study of
individuals in work-related settings and in the selection and
promotion of workers (Barrick & Mount, 1991; Tett, Jackson,
& Rothstein, 1991).

Assessment Is Used in Forensic and Medical Settings

Psychologists are frequently asked to evaluate people for a
wide variety of domestic, legal, or medical problems. Read-
ers should see the chapters in this volume by Ogloff and
Douglas and by Sweet, Tovian, and Suchy, which discuss as-
sessment in forensic and medical settings, respectively.

Assessments are often used in criminal cases to determine
the person’s ability to understand the charges brought against
him or her, or to determine whether the person is competent to
stand trial or is malingering to avoid criminal responsibility.
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Assessments are also requested by physicians and insurance
company representatives to determine the emotional corre-
lates of various physical disease processes or to help
differentiate between symptoms caused by medical or by
emotional disorders. There is now an emphasis on the biopsy-
chosocial approach, in which personality assessment can tar-
get emotional factors along with the physical problems that
are involved in the person’s total functioning. In addition,
psychoneuroimmunology, a term that focuses on complex
mind-body relationships, has spawned new psychological as-
sessment instruments. There has been a significant increase in
the psychological aspects of various health-related issues
(e.g., smoking cessation, medical compliance, chronic pain,
recovery from surgery). Personality assessment has become
an integral part of this health psychology movement (Handler
& Meyer, 1998).

Assessment Procedures Are Used in Research

Assessment techniques are used to test a variety of theories or
hypothesized relationships. Psychologists search among a
large array of available tests for assessment tools to quantify
the variables of interest to them. There are now at least three
excellent journals in the United States as well as some excel-
lent journals published abroad that are devoted to research in
assessment.

Assessment Is Used to Evaluate the Effectiveness
of Psychotherapy

In the future, assessment procedures will be important to in-
sure continuous improvement of psychotherapy through more
adequate treatment planning and outcome assessment.
Maruish (1999) discusses the application of test-based assess-
ment in Continuous Quality Improvement, a movement to
plan treatment and systematically measure improvement. Psy-
chologists can play a major role in the future delivery of men-
tal health services because their assessment instruments can
quickly and economically highlight problems that require at-
tention and can assist in selecting the most cost-effective, ap-
propriate treatment (Maruish, 1990). Such evidence will also
be necessary to convince legislators that psychotherapy
services are effective. Maruish believes that our psychometri-
cally sound measures, which are sensitive to changes in symp-
tomatology and are administered pre- and posttreatment, can
help psychology demonstrate treatment effectiveness. In addi-
tion, F. Newman (1991) described a way in which personality
assessment data, initially used to determine progress or out-
come, “can be related to treatment approach, costs, or reim-
bursement criteria, and can provide objective support for

decisions regarding continuation of treatment, discharge, or
referral to another type of treatment” (Maruish, 1999, p. 15).
The chapter by Maruish in this volume discusses the topic of
assessment and treatment in more detail.

Assessment Is Important in Risk Management

Assessment can substantially reduce many of the potential
legal liabilities involved in the provision of psychological
services (Bennet, Bryan, VandenBos, & Greenwood, 1990;
Schutz, 1982) in which providers might perform routine
baseline assessments of their psychotherapy patients’ initial
level of distress and of personality functioning (Meyer et al.,
2000).

PROBLEMS OF LEARNING PERSONALITY
ASSESSMENT: THE STUDENT SPEAKS

The first assessment course typically focuses on teaching stu-
dents to give a confusing array of tests. Advanced courses are
either didactic or are taught by the use of a group process
model in which hypothesis generation and data integration
are learned. With this model, depression, anxiety, ambiva-
lence, and similar words take on new meaning for students
when they are faced with the task of integrating personality
assessment data. These words not only define symptoms seen
in patients, but they also define students’ experiences.

Early in their training, students are often amazed at the
unique responses given to the most obvious test stimuli. Train-
ing in assessment is about experiencing for oneself what it is
like to be with patients in a variety of situations, both fascinat-
ing and unpleasant, and what it is like to get a glimpse of
someone else’s inner world. Fowler (1998) describes stu-
dents’ early experience in learning assessment with the
metaphor of being in a “psychic nudist colony.” With this
metaphor he is referring to the realization of the students
that much of what they say or do reveals to others and to them-
selves otherwise private features of their personality. No fur-
ther description was necessary in order for the second author
(Clemence) to realize that she and Fowler shared a common
experience during their assessment training. However, despite
the feeling that one can no longer insure the privacy of one’s
inner world, or perhaps because of this, the first few years of
training in personality assessment can become an incredibly
profound educational experience. If nothing else, students can
learn something many of them could perhaps learn nowhere
else—what it is like to feel examined and assessed from all an-
gles, often against their will. This approach to learning cer-
tainly allows students to become more empathic and sensitive
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to their patients’ insecurities throughout the assessment pro-
cedure. Likewise, training in assessment has the potential to
greatly enrich one’s ability to be with clients during psy-
chotherapy. Trainees learn how to observe subtleties in behav-
ior, how to sit through uncomfortable moments with their
patients, and how to endure scrutiny by them as well.

Such learning is enhanced if students learn assessment in
a safe environment, such as a group learning class, to be de-
scribed later in this chapter. However, with the use of this
model there is the strange sense that our interpretation of the
data may also say something about ourselves and our compe-
tence in relation to our peers. Are we revealing part of our
inner experience that we would prefer to keep hidden, or at
least would like to have some control over revealing?

Although initially one cannot escape scrutiny, eventually
there is no need to do so. With proper training, students will
develop the ability to separate their personal concerns and
feelings from those of their patients, which is an important step
in becoming a competent clinician. Much of their ignorance
melts away as they develop increased ability to be excited
about their work in assessment. This then frees students to
wonder about their own contributions to the assessment expe-
rience. They wonder what they are projecting onto the data
that might not belong there. Fortunately, in the group learning
model, students have others to help keep them in check. Hear-
ing different views of the data helps to keep projections at a
minimum and helps students recognize the many different lev-
els at which the data can be understood. It is certainly a more
enriching experience when students are allowed to learn from
different perspectives than it is when one is left on one’s own
to digest material taught in a lecture.

The didactic approach leaves much room for erroneous in-
terpretation of the material once students are on their own and
are trying to make sense of the techniques discussed in class.
This style of learning encourages students to be more depen-
dent on the instructor’s method of interpretation, whereas
group learning fosters the interpretative abilities of individual
students by giving each a chance to confirm or to disconfirm
the adequacy of his or her own hypothesis building process.
This is an important step in the development of students’ per-
sonal assessment styles, which is missed in the didactic learn-
ing model. Furthermore, in the didactic learning model it is
more difficult for the instructor to know if the pace of teaching
or the material being taught is appropriate for the skill level of
the students, whereas the group learning model allows the in-
structor to set a pace matched to their abilities and expecta-
tions for learning.

During my (Clemence) experience in a group learning en-
vironment, what became increasingly more important over

time was the support we received from learning as a group.
Some students seemed to be more comfortable consult-
ing with peers than risking the instructor’s criticism upon re-
vealing a lack of understanding. We also had the skills to
continue our training when the instructor was not available.
Someone from the group was often nearby for consultation
and discussion, and this proved quite valuable during
times when one of us had doubts about our approach or our
responsibilities.

After several classes in personality assessment and after
doing six or seven practice assessments, students typically feel
they are beginning to acquire the skills necessary to complete
an assessment, until their supervisor asks them to schedule a
feedback session with the patient. Suddenly, newfound feel-
ings of triumph and mastery turn again into fear and confusion
because students find it awkward and discomforting to be put
in a position of having to reveal to the patient negative aspects
of his or her functioning. How do new students communi-
cate such disturbing and seemingly unsettling information to
another person? How can the patient ever understand what it
has taken the student 2–3 years to even begin to understand?
Students fear that it will surely devastate someone to hear he or
she has a thought disorder or inadequate reality testing. How-
ever, when the emphasis of assessment (as in a therapeutic
assessment approach) is on the facilitation of the client’s
questions about him- or herself, in addition to the referral
question(s), this seemingly hopeless bind becomes much less
of a problem. This approach makes the patient an active par-
ticipant in the feedback process.

PROBLEMS OF TEACHING PERSONALITY
ASSESSMENT: THE INSTRUCTOR SPEAKS

The problems encountered in teaching the initial assessment
course, in which the emphasis is on learning the administra-
tion and scoring of various instruments, are different from
those involved in teaching an advanced course, in which as-
sessment of patients is the focus and the primary issue is in-
tegration of data. It must be made clear that the eventual goal
is to master the integration of diverse data.

The instructor should provide information about many
tests, while still giving students enough practice with each in-
strument. However, there may only be time to demonstrate
some tests or have the student read about others. The instruc-
tor should introduce each new test by describing its rele-
vance to an assessment battery, discussing what it offers that
other tests do not offer. Instructors should resist students’ ef-
forts to ask for cookbook interpretations. Students often ask
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what each variable means. The response to the question of
meaning is a point where the instructor can begin shifting from
a test-based approach to one in which each variable is seen in
context with many others.

Learning to do assessment is inherently more difficult for
students than learning to do psychotherapy, because the for-
mer activity does not allow for continued evaluation of hy-
potheses. In contrast, the therapeutic process allows for
continued discussion, clarification, and reformulation of hy-
potheses, over time, with the collaboration of the patient.
This problem is frightening to students, because they fear
making interpretive errors in this brief contact with the pa-
tient. More than anything else they are concerned that their
inexperience will cause them to harm the patient. Their task
is monumental: They must master test administration while
also being empathic to patient needs, and their learning curve
must be rapid. At the same time they must also master test in-
terpretation and data integration, report writing, and the feed-
back process.

Sometimes students feel an allegiance to the patient, and
the instructor might be seen as callous because he or she does
not feel this personal allegiance or identification. Students’
attitudes in this regard must be explored, in a patient, non-
confrontational manner. Otherwise, the students might strug-
gle to maintain their allegiance with the patient and might
turn against learning assessment.

Not unlike some experienced clinicians who advocate for an
actuarial process, many students also resist learning assess-
ment because of the requirement to rely on intuitive processes,
albeit those of disciplined intuition, and the fear of expressing
their own conflicts in this process, rather than explaining those
of the patient. The students’list of newfound responsibilities of
evaluating, diagnosing, and committing themselves to paper
concerning the patients they see is frightening. As one former
student put it, “Self-doubt, anxiety, fear, and misguided opti-
mism are but a few defenses that cropped up during our per-
sonality assessment seminar” (Fowler, 1998, p. 34).

Typically, students avoid committing themselves to
sharply crafted, specific interpretations, even though they are
told by the instructor that these are only hypotheses to try out.
Instead, they resort to vague Barnum statements, statements
true of most human beings (e.g., “This patient typically be-
comes anxious when under stress”). Students also often refuse
to recognize pathology, even when it is blatantly apparent in
the test data, ignoring it or reinterpreting it in a much less seri-
ous manner. They feel the instructor is overpathologizing the
patient. The instructor should not challenge these defenses di-
rectly but instead should explore them in a patient, supportive
manner, helping to provide additional clarifying data and

trying to understand the source of the resistance. There is a
large body of literature concerning these resistances in learn-
ing assessment (e.g., Berg, 1984; Schafer, 1967; Sugarman,
1981, 1991). Time must also be made available outside the
classroom for consultation with the instructor, as well as mak-
ing use of assessment supervisors. Most of all, students who
are just learning to integrate test data need a great deal of en-
couragement and support of their efforts. They also find it
helpful when the instructor verbalizes an awareness of the dif-
ficulties involved in this type of learning.

LEARNING TO INTERVIEW

All too often the importance of interviewing is ignored in
doctoral training programs. Sometimes it is taken for granted
that a student will already know how to approach a person
who comes for assessment in order to obtain relevant infor-
mation. In the old days this was the role of the social worker,
who then passed the patient on for assessment. We prefer the
system in which the person who does the assessment also
does the interview before any tests are given, since the inter-
view is part of the assessment. In this way rapport can be
built, so that the actual testing session is less stressful. Just as
important, however, is that the assessor will have a great deal
of information and impressions that can be used as a refer-
ence in the interpretation of the other data. Test responses
take on additional important meaning when seen in reference
to history data.

There are many ways to teach interviewing skills. In the in-
terviewing class taught by the first author (Handler), students
first practice using role playing and psychodrama techniques.
Then they conduct videotaped interviews with student volun-
teers, and their interviews are watched and discussed by the
class. Students learn to identify latent emotions produced in
the interview, to handle their anxiety in productive ways, to
manage the interviewee’s anxiety, to go beyond mere chitchat
with the interviewee, and to facilitate meaningful conversa-
tion. Students also learn to examine relevant life issues of the
people they interview; to conceptualize these issues and de-
scribe them in a report; to ask open-ended questions rather
than closed-ended questions, which can be answered with a
brief “yes” or “no”; to reflect the person’s feelings; and to en-
courage more open discussion.

There are many types of clinical interviews one might
teach, depending upon one’s theoretical orientation, but this
course should be designed to focus on interviewing aspects
that are probably of universal importance. Students should
know that in its application the interview can be changed and
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modified, depending on its purpose and on the theoretical
orientation of the interviewer.

THE IMPORTANCE OF RELIABILITY
AND VALIDITY

It is essential when teaching students about the use of assess-
ment instruments that one also teaches them the importance
of sound psychometric properties for any measure used. By
learning what qualities make an instrument useful and mean-
ingful, students can be more discerning when confronted
with new instruments or modifications of traditional mea-
sures. “In the absence of additional interpretive data, a raw
score on any psychological test is meaningless” (Anastasi &
Urbina, 1998, p. 67). This statement attests to the true impor-
tance of gathering appropriate normative data for all assess-
ment instruments. Without a reference sample with which to
compare individual scores, a single raw score tells the exam-
iner little of scientific value. Likewise, information concern-
ing the reliability of a measure is essential in understanding
each individual score that is generated. If the measure has
been found to be reliable, this then allows the examiner in-
creased accuracy in the interpretation of variations in scores,
such that differences between scores are more likely to result
from individual differences than from measurement error
(Nunnally & Bernstein, 1994). Furthermore, reliability is es-
sential for an instrument to be valid.

The assessment instruments considered most useful are
those that accurately measure the constructs they intend to
measure, demonstrating both sensitivity, the true positive rate
of identification of the individual with a particular trait or
pattern, and specificity, the true negative rate of identification
of individuals who do not have the personality trait being
studied. In addition, the overall correct classification, the hit
rate, indicates how accurately test scores classify both indi-
viduals who meet the criteria for the specific trait and those
who do not. A measure can demonstrate a high degree of sen-
sitivity but low specificity, or an inability to correctly exclude
those individuals who do not meet the construct definition.
When this occurs, the target variable is consistently correctly
classified, but other variables that do not truly fit the construct
definition are also included in the categorization of items. As
a result, many false positives will be included along with the
correctly classified variables, and the precision of the mea-
sure suffers. Therefore, it is important to consider both the
sensitivity and the specificity of any measure being used. One
can then better understand the possible meanings of their
findings. For a more detailed discussion of these issues, see
the chapter by Wasserman and Bracken in this volume.

TEACHING AN INTRODUCTORY COURSE IN
PERSONALITY ASSESSMENT

Given that students have had an adequate course in psycho-
metrics, the next typical step in training is an introductory
course in assessment, in which they learn the many details of
test administration, scoring, and initial interpretation. Assess-
ment is taught quite differently in doctoral programs through-
out the country. As mentioned previously, in some programs
testing is actually taught, but the course is labeled assess-
ment. In some programs this course is taught entirely as a sur-
vey course; students do little or no practice testing, scoring,
or interpretation (Childs & Eyde, 2002; Durand, Blanchard,
& Mindell, 1988; Hilsenroth & Handler, 1995). We believe
this is a grave error, because each assessment course builds
on the previous one(s). A great deal can be learned about as-
sessment from reading textbooks and test manuals, but there
is no substitute for practical experience.

Some doctoral training programs require only one assess-
ment course in which there is actual practice with various
tests. Many other programs have two courses in their curricu-
lum but require only one, whereas other programs require
two courses. In some programs only self-report measures are
taught, and in others only projective measures are taught. In
some programs there are optional courses available, and in
others no such opportunities exist. The variability of the re-
quired and optional personality assessment courses in training
programs is astounding, especially since assessment is a key
area of proficiency, required by the American Psychological
Association (APA) for program accreditation. In our opinion,
students cannot become well grounded in assessment unless
they learn interviewing skills and have taken both an intro-
ductory course focused on the administration and scoring of
individual tests and an advanced course focused on the inte-
gration of assessment data and their communication to refer-
ral sources and to the person who took the tests.

Many times the required assessment courses are determined
by a prevailing theoretical emphasis in the program. In these
settings, assessment techniques chosen for study are limited to
those instruments that are believed to fit the prevailing point of
view. This is unfortunate, because students should be exposed
to a wide variety of instruments and approaches to personality
assessment, and because no instrument belongs to a particular
theoretical approach; each test can be interpreted from a wide
variety of theoretical viewpoints.

Some programs do not include the training of students in
assessment as one of their missions, despite the APA require-
ment. Instead, they believe that the responsibility for teaching
personality assessment lies with the internship site. Relegat-
ing this important area of clinical experience to the internship
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is a bad idea, because students learn under a great deal of pres-
sure in these settings, pressure far greater than that of gradu-
ate school. Learning assessment in this type of pressured
environment is truly a trial by fire.

Most students do not know the history of the testing and
assessment movement and the relevance of assessment to
clinical psychology. We recommend that this information be
shared with students, along with the long list of reasons to
learn assessment, which was discussed earlier in this chapter,
and the reasons some psychologists eschew assessment.

The necessary emphasis on each test as a separate entity in
the first course must eventually give way to a more integrated
approach. In addition, although it is necessary to teach students
to administer tests according to standardized instructions, they
must also be introduced to the idea that in some cases it will not
be possible or perhaps advisable to follow standardized in-
structions. They must also be helped to see that test scores
derived in a nonstandardized manner are not necessarily in-
valid.Although they should be urged to follow the standardized
procedures whenever possible, modifying instructions can
sometimes help students understand the patient better.

We believe that it is important to draw students’ attention
to the similarities and differences among the tests, emphasiz-
ing the details of the stimuli, the ability of different tests to
tap similar factors, the style of administration, and so on. Stu-
dents should be taught the relevance of the variables they are
measuring and scoring for each test. Otherwise, their admin-
istration is often rote and meaningless. For example, it makes
little sense to students to learn to do a Rorschach Inquiry if
they are not first acquainted with the relevance of the vari-
ables scored. Therefore, conceptualization of the perceptual,
communicative, and representational aspects of perceiving
the inkblots, and any other stimuli, for that matter, must first
be discussed. We recommend beginning with stimuli other
than the test stimuli, in order to demonstrate that aspects of
the stimuli to which we ask patients to respond are no differ-
ent from aspects of ordinary, real-life stimuli.

In our opinion, the most important function of this first
course is to discuss the reasons each test was chosen to be stud-
ied and to help students become proficient in the administra-
tion, scoring, and initial interpretation of each test. Once
students have mastered test administration, the instructor
should begin to emphasize the establishment of rapport with
the patient, which involves knowing the directions well enough
to focus on the patient rather than on one’s manual.

The introductory course usually has an assigned labora-
tory section, in which students practice with volunteer sub-
jects to improve proficiency. Checkouts with volunteer
subjects or with the instructor are routine. Students must be
able to administer the tests smoothly and in an error-free

manner and then score them properly before moving on to the
next course.

In many programs students are required to administer,
score, and begin to interpret several of each test they are learn-
ing. The number of practice protocols varies considerably, but
it is typical to require two or three, depending on each stu-
dent’s level of proficiency. In the classroom there should be
discussion of the psychometric properties and the research
findings for each test and a discussion of the systematic ad-
ministration and scoring errors produced by students.

Students should be taught that each type of data collected in
an assessment has its strengths and its weaknesses. For exam-
ple, observational and history data are especially helpful in as-
sessment, but these sources can also be quite misleading.
Anyone who has done marital therapy or custody evaluations
has experienced a situation in which each spouse’s story
sounds quite plausible, but the husband and the wife tell oppo-
site stories. Such are the limitations of history and observa-
tional data. People typically act differently in different
situations, and they interpret their behaviors and intentions,
and the behaviors and intentions of others, from their own bi-
ased vantage points. It soon becomes obvious that additional
methods of understanding people are necessary in order to
avoid the types of errors described above. Adding test data to
the history and observational data should increase the accuracy
of the assessment and can allow access to other key variables
involved in knowing another person. However, test-derived
data also contain sources of error, and at times they are also
distorted by extratest effects or by impression management
attempts, but many tests include systematic methods of deter-
mining test-taking attitude and the kind and degree of impres-
sion management attempted. Students should be taught that
because no assessment method is error-free and no test, by
itself, is comprehensive, it is important to use a number of
assessment methods and a number of different types of tests
and to aggregate and integrate them in order to answer referral
questions adequately and to obtain a meaningful picture of the
person assessed. This orientation leads the students directly to
the advanced assessment course.

TEACHING AN ADVANCED COURSE IN
PERSONALITY ASSESSMENT

What follows is a description of an advanced course in per-
sonality assessment much like the one taught by the first au-
thor (Handler). We will present this model to the reader for
consideration because it is based on data culled from work on
creative reasoning processes and is supported by research. In
addition, we have added the use of integration approaches
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based on the use of metaphor, as well as an approach with
which to facilitate empathic attunement with the patient. To
this experiential approach we have also added an approach
that asks the interpreter to imagine interacting with the per-
son who produced the test results.

A second important reason we have used the following de-
scription as a suggested model is that the model can be used
with any test battery the instructor wishes to teach, because
the approach is not test specific. We suggest that the reader at-
tempt to use this model in communicating integrative and
contextual approaches to assessment teaching, modifying and
tailoring the approach to fit individual needs and style.

Nevertheless, we recognize that this approach will not be
suitable in its entirety for some clinicians who teach personal-
ity assessment. However, readers should nevertheless feel free
to use any part or parts of this model that are consistent with
their theoretical point of view and their preferred interpretive
style. We believe the approach described here can be of use to
those with an emphasis on intuition, as well as to those who
prefer a more objective approach, because the heart of the ap-
proach to data integration is the use of convergent and diver-
gent reasoning processes. This approach can be applicable to
self-report data as well as to projective test data. Indeed, in
the class described, the first author models the same ap-
proaches to the interpretation of the MMPI-2 and the Person-
ality Assessment Inventory (PAI), for example, that we do to
the Rorschach and the Thematic Apperception Test (TAT).

In this second course, students typically begin assessing pa-
tients. They must now focus on using their own judgment and
intuitive skills to make interpretations and to integrate data.
The task now, as we proceed, is the use of higher-level integra-
tive approaches to create an accurate picture of the person they
are assessing. The instructor should describe the changed focus
and the difficult and complex problem of interpretation, along
with the assurance that students will be able to master the
process. Nevertheless, students are typically quite anxious, be-
cause interpretation places novel demands on them; for the first
time they are being placed in a position of authority as experts
and are being called upon to use themselves as an assessment
tool. They have difficulty in the integration of experiential data
and objective data, such as test scores and ratios. The complex-
ity of the data is often overwhelming, and this pressure often
leads students to search instead for cookbook answers.

With no attention to the interpretive process, students make
low-level interpretations; they stay too close to the data, and
therefore little meaningful integration is achieved. Hypotheses
generated from this incomplete interpretive process are mere
laundry lists of disconnected and often meaningless technical
jargon. An approach is needed that systematically focuses on
helping students develop meaningful interpretations and on

the integration of these interpretations to produce a meaningful
report (Handler, Fowler, & Hilsenroth, 1998).

Emphasis is now placed on the communication of the ex-
periential and cognitive aspects involved in the process of in-
terpretation. Students are told that the interpretive process is
systematized at each step of their learning, that each step will
be described in detail, and that the focus will be on the devel-
opment of an experience-near picture of the person assessed.
First they observe the instructor making interpretations from
assessment data. In the next step the focus is on group inter-
pretation, to be described subsequently. Next, the student
does the interpretation and integration with the help of a su-
pervisor and then writes a report free of technical jargon, re-
sponding to the referral questions. Reports are returned to the
students with detailed comments about integration, style, ac-
curacy, and about how well the referral questions were an-
swered. The students rewrite or correct them and return them
to the instructor for review.

The group interpretation focuses on protocols collected by
students in their clinical setting. Only the student who did the
assessment knows the referral issue, the history, and any
other relevant information. The remainder of the class and the
instructor are ignorant of all details. Only age and gender are
supplied.

Tests typically included in many test batteries include the
WAIS-III, the Symptom Checklist-90-Revised (SCL-90-R),
the MMPI-2, the PAI, the Bender Gestalt, a sentence comple-
tion test, figure drawings, the Rorschach, the TAT, a variety
of self-report depression and anxiety measures, and early
memories. However, instructors might add or delete tests de-
pending upon their interests and the students’ interests. Al-
though this is much more than a full battery, these tests are
included to give students wide exposure to many instruments.

The instructor describes various systematic ways in which
one can interpret and integrate the data. The first two methods
are derived from research in creativity. The first, divergent
thinking, is derived from measures of creativity that ask a
person to come up with as many ways as he or she can in
which a specific object, such as a piece of string, or a box can
be used. Those who find many novel uses for the object are
said to be creative (Torrance, 1966, 1974; Williams, 1980).
Handler and Finley (1994) found that people who scored high
on tests of divergent thinking were significantly better Draw-
a-Person (DAP) interpreters than those who were low on di-
vergent thinking. (Degree of accuracy in the interpretation of
the DAP protocols was determined by first generating a list of
questions about three drawings, each list generated from an
interview with that person’s therapist). The participants were
asked to look at each drawing and to mark each specific state-
ment as either true or false. This approach asks students to
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come up with more than one interpretation for each observa-
tion or group of observations of the data.

Rather than seeking only one isolated interpretation for a
specific test response, students are able to see that several in-
terpretations might fit the data, and that although one of these
might be the best choice as a hypothesis, it is also possible that
several interpretations can fit the data simultaneously. This ap-
proach is especially useful in preventing students from ignor-
ing possible alternatives and in helping them avoid the
problem of confirmatory bias: ignoring data that do not fit the
hypothesis and selecting data that confirm the initial hypothe-
sis. Gradually, the students interpret larger and larger pieces of
data by searching for additional possibilities, because they un-
derstand that it is premature to focus on certainty.

The second interpretive method based on creativity re-
search is called convergent thinking. It asks how different bits
of information can be brought together so that they reflect
something unique and quite different from any of the pieces
but are related to those pieces. Convergent thinking has been
measured by the Remote Associates Test (RAT; Mednick &
Mednick, 1967), in which the respondent is asked to come up
with a word that is related in some way to three other presented
stimulus words. For example, for the following three words:
“base,” round,” and “dance,” the correct answer is “ball.” The
interpretive process concerns “seeing relationships among
seemingly mutually remote ideas” (Mednick & Mednick,
1967, p. 4). This is essentially the same type of task that is re-
quired in effective assessment interpretation, in which diverse
pieces of data are fitted together to create an interpretive hy-
pothesis. Burley and Handler (1997) found that the RAT
significantly differentiated good and poor DAP interpreters
(determined as in the Handler & Finley study cited earlier) in
groups of undergraduate students and in a group of graduate
students in clinical psychology.

A helpful teaching heuristic in the interpretive process is
the use of the metaphor (Hilsenroth, 1998), in which students
are taught to offer an interpretive response as though it were
an expression of the patient’s experience. They are asked to
summarize the essential needs, wishes, expectations, major
beliefs, and unresolved issues of the patient through the use
of a short declarative statement, typically beginning with “I
wish,” “I feel,” “I think,” “I want,” or “I am.” This “metaphor
of the self ” facilitates interpretation because it allows for a
quick and easy way to frame the response to empathize vic-
ariously with the patient. When this approach is combined
with the cognitive approaches of divergent and convergent
thinking, students generate meaningful hypotheses not only
about self-experience, but also about how others might expe-
rience the patient in other settings. To facilitate this latter ap-
proach, students are asked how they would feel interacting

with the patient who gave a certain response if they met the
person at a party or in some other interpersonal setting
(Potash, 1998).

At first students focus on individual findings, gradually
branching out to include patterns of data from a series of re-
sponses, and finally integrating these interpretations across
various tests. Initial attempts at interpretation are little more
than observations, couched as interpretations, such as “This
response is an F-”; “She drew her hands behind her back”;
“He forgot to say how the person was feeling in this TAT
story.” The student is surprised when the instructor states that
the interpretation was merely an observation. To discourage
this descriptive approach the instructor typically asks the stu-
dent to tell all the things that such an observation could mean,
thereby encouraging divergent thinking.

At the next level, students typically begin to shift their in-
terpretations to a somewhat less descriptive approach, but the
interpretations are still test based, rather than being psycho-
logically relevant. Examples of this type of interpretation are
“She seems to be experiencing anxiety on this card” and “The
patient seems to oscillate between being too abstract and too
concrete on the WAIS-III.” Again, the instructor asks the stu-
dent to generate a psychologically relevant interpretation con-
cerning the meaning of this observation in reference to the
person’s life issues, or in reference to the data we have already
processed.

Efforts are made to sharpen and focus interpretations.
Other students are asked to help by attempting to clarify and
focus a student’s overly general interpretation, and often a
discussion ensues among several students to further define
the original interpretation. The instructor focuses the ques-
tions to facilitate the process. The task here is to model the
generation of detailed, specific hypotheses that can be vali-
dated once we have completed all the interpretation and inte-
gration of the data.

Whenever a segment of the data begins to build a picture
of the person tested, students are asked to separately commit
themselves to paper in class by writing a paragraph that sum-
marizes and integrates the data available so far. The act of
committing their interpretations to paper forces students to
focus and to be responsible for what they write. They are im-
pressed with each other’s work and typically find that several
people have focused on additional interpretations they had
not noticed.

Anyone who uses this teaching format will inevitably
encounter resistance from students who have been trained to
stick closely to empirical findings. Sometimes a student will
feel the class is engaging in reckless and irresponsible activities,
and/or that they are saying negative and harmful things about
people, without evidence. It is necessary to patiently but
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persistently work through these defensive barriers. It is also
sometimes frightening for students to experience blatant pathol-
ogy so closely that it becomes necessary to back away from in-
terpretation and, perhaps, to condemn the entire process.

The instructor should be extremely supportive and facilita-
tive, offering hints when a student feels stuck and a helpful di-
rection when the student cannot proceed further. The entire
class becomes a protective and encouraging environment, of-
fering suggestions, ideas for rephrasing, and a great deal of
praise for effort expended and for successful interpretations. It
is also important to empower students, reassuring them that
they are on the correct path and that even at this early stage they
are doing especially creative work. Students are also intro-
duced to relatively new material concerning the problem of test
integration. The work of Beutler and Berren (1995), Ganellen
(1996), Handler et al. (1998), Meyer (1997), and Weiner (1998)
have focused on different aspects of this issue.

Once the entire record is processed and a list of specific
hypotheses is recorded, the student who did the assessment
tells the class about the patient, including history, presenting
problem(s), pattern and style of interaction, and so forth.
Each hypothesis generated is classified as “correct,” “incor-
rect,” or “cannot say,” because of lack of information. Typi-
cally, correct responses range from 90 to 95%, with only one
or two “incorrect” hypotheses and one or two “cannot say”
responses.

In this advanced course students might complete three re-
ports. They should continue to do additional supervised as-
sessments in their program’s training clinic and, later, in their
clinical placements throughout the remainder of their univer-
sity training.

IMPROVING ASSESSMENT RESULTS
THROUGH MODIFICATION OF
ADMINISTRATION PROCEDURES

Students learning assessment are curious about ways to
improve the accuracy of their interpretations, but they never-
theless adhere strictly to standardized approaches to admin-
istration, even when, in some situations, these approaches
result in a distortion of findings. They argue long, hard, and
sometimes persuasively that it is wrong to modify standardized
procedures, for any reason. However, we believe that at certain
times changing standardized instructions will often yield data
that are a more accurate measure of the individual than would
occur with reliance on standardized instructions. For example,
a rather suspicious man was being tested with the WAIS-R. He
stated that an orange and a banana were not alike and continued
in this fashion for the other pairs of items. The examiner then
reassured him that there really was a way in which the pairs of

items were alike and that there was no trick involved. The pa-
tient then responded correctly to almost all of the items, earn-
ing an excellent score. When we discuss this alteration in the
instructions, students express concern about how the examiner
would score the subtest results. The response of the instructor
is that the students are placing the emphasis in the wrong area:
They are more interested in the test and less in the patient. If the
standardized score was reported, it would also not give an ac-
curate measure of this patient’s intelligence or of his emotional
problems. Instead, the change in instructions can be described
in the report, along with a statement that says something like,
“The patient’s level of suspicion interferes with his cognitive
effectiveness, but with some support and assurance he can give
up this stance and be more effective.”

Students are also reluctant to modify standardized instruc-
tions by merely adding additional tasks after standardized in-
structions are followed. For example, the first author typically
recommends that students ask patients what they thought of
each test they took, how they felt about it, what they liked and
disliked about it, and so on. This approach helps in the inter-
pretation of the test results by clarifying the attitude and ap-
proach the patient took to the task, which perhaps have
affected the results. The first author has designed a systematic
Testing of the Limits procedure, based on the method first em-
ployed by Bruno Klopfer (Klopfer, Ainsworth, Klopfer, &
Holt, 1954). In this method the patient is questioned to amplify
the meanings of his or her responses and to gain information
about his or her expectations and attitudes about the various
tests and subtests. This information helps put the responses
and the scores in perspective. For example, when a patient
gave the response, “A butterfly coming out of an iceberg” to
Card VII of the Rorschach, he was asked, after the test had
been completed, “What’s that butterfly doing coming out of
that iceberg?” The patient responded, “That response sounds
kind of crazy; I guess I saw a butterfly and an iceberg. I must
have been nervous; they don’t actually belong together.” This
patient recognized the cognitive distortion he apparently ex-
perienced and was able to explain the reason for it and correct
it. Therefore, this response speaks to a less serious condition,
compared with a patient who could not recognize that he or she
had produced the cognitive slip. Indeed, later on, the patient
could typically recognize when he had made similar cognitive
misperceptions, and he was able to correct them, as he had
done in the assessment.

Other suggestions include asking patients to comment on
their responses or asking them to amplify these responses,
such as amplifying various aspects of their figure drawings
and Bender Gestalt productions, their Rorschach and TAT re-
sponse, and the critical items on self-report measures. These
amplifications of test responses reduce interpretive errors by
providing clarification of responses.
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TEACHING STUDENTS HOW TO CONSTRUCT
AN ASSESSMENT BATTERY

Important sources of information will of course come from
an interview with the patient and possibly with members of
his or her family. Important history data and observations
from these contacts form a significant core of data, enriched,
perhaps, by information derived from other case records and
from referral sources. In our clinical setting patients take
the SCL-90-R before the intake interview. This self-report in-
strument allows the interviewer to note those physical and
emotional symptoms or problems the patients endorse as par-
ticularly difficult problems for them. This information is typ-
ically quite useful in structuring at least part of the interview.
The construction of a comprehensive assessment battery is
typically the next step.

What constitutes a comprehensive assessment battery
differs from setting to setting. Certainly, adherents of the five-
factor model would constitute an assessment battery differ-
ently than someone whose theoretical focus is object relations.
However, there are issues involved in assessment approaches
that are far more important than one’s theoretical orientation.
No test is necessarily tied to any one theory. Rather, it is the
clinician who interprets the test who may imbue it with a par-
ticular theory.

It is difficult to describe a single test battery that would be
appropriate for everyone, because referral questions vary, as
do assessment settings and their requirements; physical and
emotional needs, educational and intellectual levels, and cul-
tural issues might require the use of somewhat different
instruments. Nevertheless, there are a number of guiding prin-
ciples used to help students construct a comprehensive assess-
ment battery, which can and should be varied given the issues
described above.

Beutler and Berren (1995) compare test selection and ad-
ministration in assessment to doing research. They view each
test as an “analogue environment” to be presented to the pa-
tient. In this process the clinician should ask which types of en-
vironments should be selected in each case. The instructions of
each test or subtest are the clinician’s way of manipulating
these analogue environments and presenting them to the pa-
tient. Responding to analogue environments is made easier or
more difficult as the degree of structure changes from highly
structured to ambiguous or vague. Some people do much better
in a highly structured environment, and some do worse.

Assessment is typically a stressful experience because the
examiner constantly asks the patient to respond in a certain
manner or in a certain format, as per the test instructions.
When the format is unstructured there is sometimes less stress
because the patient has many options in the way in which he or
she can respond. However, there are marked differences in the

ways that people experience this openness. For some people a
vague or open format is gratifying, and for others it is terrify-
ing. For this reason it is helpful to inquire about the patient’s
experience with each format, to determine its effect.

Beutler and Berren make another important point in refer-
ence to test selection: Some tests are measures of enduring
internal qualities (traits), whereas others  tap more transitory
aspects of functioning (states), which differ for an individual
from one situation to another. The clinician’s job is to deter-
mine which test results are measuring states and which reflect
traits. When a specific test in some way resembles some as-
pects of the patient’s actual living environment, we can as-
sume that his or her response will be similar to the person’s
response in the real-world setting (Beutler & Berren, 1995).
The assessor can often observe these responses, which we
call stylistic aspects of a person’s personality.

One question to be answered is whether this approach is
typical of the patient’s performance in certain settings in the
environment, whether it is due to the way in which the person
views this particular task (or the entire assessment), or
whether it is due to one or more underlying personality prob-
lems, elicited by the test situation itself. It is in part for this
reason that students are taught to carefully record verbatim
exactly what the patient answers, the extratest responses
(e.g., side comments, emotional expressions, etc.), and de-
tails of how each task was approached.

Important aspects of test choice are the research that sup-
ports the instrument, the ease of administration for the patient,
and the ability of the test to tap specific aspects of personality
functioning that other instruments do not tap. We will discuss
choosing a comprehensive assessment battery next.

First, an intellectual measure should be included, even if the
person’s intelligence level appears obvious, because it allows
the assessor to estimate whether there is emotional interference
in cognitive functioning. For this we recommend the WAIS-III
or the WISC-III, although the use of various short forms is ac-
ceptable if time is an important factor. For people with lan-
guage problems of one type or another, or for people whose
learning opportunities have been atypical for any number of
reasons (e.g., poverty, dyslexia, etc.), a nonverbal intelligence
test might be substituted if an IQ measure is necessary. The
Wechsler tests also offer many clues concerning personality
functioning, from the pattern of interaction with the examiner,
the approach to the test, the patient’s attitude while taking it,
response content, as well as from the style and approach to
the subtest items, and the response to success or failure. If these
issues are not relevant for the particular referral questions, the
examiner could certainly omit this test completely.

Additionally, one or more self-report inventories should be
included, two if time permits. The MMPI-2 is an extremely
well-researched instrument that can provide a great deal more
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information than the patient’s self-perception. Students are dis-
couraged from using the descriptive printout and instead are
asked to interpret the test using a more labor-intensive ap-
proach, examining the scores on the many supplementary
scales and integrating them with other MMPI-2 data. The PAI
is recommended because it yields estimates of adaptability and
emotional health that are not defined merely as the absence of
pathology, because it has several scales concerning treatment
issues, and because it is psychometrically an extremely well-
constructed scale. Other possible inventories include the
Millon Clinical Multiaxial Inventory-III (MCMI-III), because
it focuses on Axis II disorders, and the SCL-90-R or its abbre-
viated form, because it yields a comprehensive picture con-
cerning present physical and emotional symptoms the patient
endorses. There are a host of other possible self-report mea-
sures that can be used, depending on the referral issues (e.g., the
Beck Depression Inventory and the Beck Anxiety Inventory).

Several projective tests are suggested, again depending
upon the referral questions and the presenting problems. It is
helpful to use an array of projective tests that vary on a num-
ber of dimensions, to determine whether there are different
patterns of functioning with different types of stimuli. We
recommend a possible array of stimuli that range from those
that are very simple and specific (e.g., the Bender Gestalt
Test) to the opposite extreme, the DAP Test, because it is the
only test in the battery in which there is no external guiding
stimulus. Between these two extremes are the TAT, in which
the stimuli are relatively clear-cut, and the Rorschach, in
which the stimuli are vague and unstructured.

Although the research concerning the symbolic content in
the interpretation of the Bender Gestalt Test (BG) is rather
negative, the test nevertheless allows the assessor a view of
the person’s stylistic approach to the rather simple task of
copying the stimuli. The Rorschach is a multifaceted measure
that may be used in an atheoretical manner, using the Com-
prehensive System (Exner, 1993), or it may be used in asso-
ciation with a number of theoretical approaches, including
self psychology, object relations, ego psychology, and even
Jungian psychology. In addition, many of the variables
scored in the Exner system could very well be of interest to
psychologists with a cognitive-behavioral approach. The
Rorschach is a good choice as a projective instrument be-
cause it is multidimensional, tapping many areas of function-
ing, and because there has been a great deal of recent
research that supports its validity (Baity & Hilsenroth, 1999;
Ganellen, 1999; Kubeszyn et al., 2000; Meyer, 2000; Meyer,
Riethmiller, Brooks, Benoit, & Handler, 2000; Meyer &
Archer, 2001; Meyer & Handler, 1997; Viglione, 1999;
Viglione & Hilsenroth, 2001; Weiner, 2001). There are also
several well-validated Rorschach content scoring systems

that were generated from research and have found appli-
cation in clinical assessment as well (e.g., the Mutuality of
Autonomy Scale, Urist, 1977; the Holt Primary Process
Scale, Holt, 1977; the Rorschach Oral Dependency Scale, or
ROD, Masling, Rabie, & Blondheim, 1967; and the Lerner
Defense Scale, Lerner & Lerner, 1980).

The TAT is another instrument frequently used by psy-
chologists that can be used with a variety of theoretical ap-
proaches. The TAT can be interpreted using content, style,
and coherence variables. There are several interpretive sys-
tems for the TAT, but the systematic work of Cramer (1996)
and Westen (1991a, 1991b; Westen, Lohr, Silk, Gold, &
Kerber, 1990) seems most promising.

One assessment technique that might be new to some psy-
chologists is the early memories technique, in which the as-
sessor asks the patient for a specific early memory of mother,
father, first day of school, eating or being fed, of a transitional
object, and of feeling snug and warm (Fowler et al., 1995,
1996). This approach, which can also be used as part of an in-
terview, has demonstrated utility for predicting details of the
therapeutic relationship, and it correlates with a variety of
other measures of object relations. The approach can be used
with a wide variety of theoretical approaches, including vari-
ous cognitive approaches (Bruhn, 1990, 1992).

Additional possible tests include various drawing tests (e.g.,
the DAP test and the Kinetic Family Drawing Test, or K-F-D).
The research findings for these tests are not consistently sup-
portive (Handler, 1996; Handler & Habenicht, 1994). However,
many of the studies are not well conceived or well controlled
(Handler & Habenicht, 1994; Riethmiller & Handler, 1997a,
1997b). The DAP and/or the K-F-D are nevertheless recom-
mended for possible use for the following reasons:

1. They are the only tests in which there is no standard stim-
ulus to be placed before the patient. This lack of structure
is an asset because it allows the examiner to observe orga-
nizing behavior in situations with no real external struc-
ture. Therefore, the DAP taps issues concerning the
quality of internal structuring. Poor results are often ob-
tained if the person tested has problems with identity or
with the ability to organize self-related issues.

2. Drawing tests are helpful if the person being assessed is
not very verbal or communicative, because a minimum of
talking is required in the administration.

3. Drawing tests are quick and easy to administer.

4. Drawings have been demonstrated to be excellent instru-
ments to reflect changes in psychotherapy (Handler, 1996;
Hartman & Fithian, 1972; Lewinsohn, 1965; Maloney &
Glasser, 1982; Robins, Blatt, & Ford, 1991; Sarel, Sarel,
& Berman, 1981; Yama, 1990).
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Much of the research on drawing approaches is poorly
conceived, focusing on single variables, taken out of context,
and interpreted with a sign approach (Riethmiller & Handler,
1997a, 1997b). There is also confusion between the interpre-
tation of distortions in the drawings that reflect pathology and
those that reflect poor artistic ability. There are two ways to
deal with these problems. The first is to use a control figure of
equal task difficulty to identify problems due primarily to
artistic ability. Handler and Reyher (1964, 1966) have devel-
oped such a control figure, the drawing of an automobile.
In addition, sensitizing students to the distortions produced
by people with pathology and comparing these with distor-
tions produced by those with poor artistic ability helps stu-
dents differentiate between those two situations (Handler &
Riethmiller, 1998).

A sentence completion test (there are many different types)
is a combination of a self-report measure and a projective test.
The recommended version is the Miale-Holsopple Sentence
Completion Test (Holsopple & Miale, 1954) because of the
type of items employed. Patients are asked to complete a se-
ries of sentence stems in any way they wish. Most of the items
are indirect, such as “Closer and closer there comes . . . ,” “A
wild animal . . . ,” and “When fire starts . . . .” Sentence com-
pletion tests also provide information to be followed up in an
interview.

ASSESSMENT AND CULTURAL DIVERSITY

No assessment education is complete without an understand-
ing of the cultural and subcultural influences on assessment
data. This is an important issue because often the effects of cul-
tural variables may be misinterpreted as personality abnormal-
ity. Therefore, traditional tests might be inappropriate for some
people, and for others adjustments in interpretation should be
made by reference to cultural or subcultural norms. Students
should recognize that it is unethical to use typical normative
findings to evaluate members of other cultures unless data are
available suggesting cross-cultural equivalence. The reader
should refer to the chapter by Geisinger in this volume on test-
ing and assessment in cross-cultural psychology.

In many cases traditional test items are either irrelevant to
the patient or have a different meaning from that intended.
Often, merely translating a test into the patient’s language is not
adequate because the test items or even the test format may still
be inappropriate. Knowledge of various subgroups obtained
from reading, consulting with colleagues, and interacting with
members of the culture goes a long way to sensitize a person to
the problems encountered in personality assessment with
members of that subgroup. It is also important to understand

the significant differences among various ethnic and cultural
groups in what is considered normal or typical behavior.
Cultural factors play a critical role in the expression of
psychopathology; unless this context is understood, it is not
possible to make an accurate assessment of the patient. The
instructor should introduce examples of variations in test
performance from members of different cultural groups. For
example, figure drawings obtained from children in different
cultures are shown to students (Dennis, 1966). In some groups
the drawings look frighteningly like those produced by re-
tarded or by severely emotionally disturbed children.

Another problem concerning culturally competent person-
ality assessment is the importance of determining the degree
of acculturation the person being assessed has made to the
prevailing mainstream culture. This analysis is necessary to
determine what set of norms the assessor might use in the in-
terpretive process. Although it is not possible to include read-
ings about assessment issues for all available subcultures, it is
possible to include research on the subgroups the student is
likely to encounter in his or her training. There are a number of
important resources available to assist students in doing com-
petent multicultural assessments (e.g., Dana, 2000a, 2000b).
Allen (1998) reviews personality assessment with American
Indians andAlaska Natives; Lindsey (1998) reviews such work
withAfricanAmerican clients; Okazaki (1998) reviews assess-
ment withAsianAmericans; and Cuéllar (1998) reviews cross-
cultural assessment with Hispanic Americans.

TEACHING ETHICAL ISSUES OF ASSESSMENT

As students enter the field and become professional psycholo-
gists, they must have a clear understanding of how legal and
ethical responsibilities affect their work. However, Plante
(1995) found that ethics courses in graduate training programs
tend to focus little on practical strategies for adhering to ethi-
cal and legal standards once students begin their professional
careers.

One way to reduce the risks associated with the practice of
assessment is to maintain an adequate level of competency in
the services one offers (Plante, 1999). Competency generally
refers to the extent to which a psychologist is appropriately
trained and has obtained up-to-date knowledge in the areas in
which he or she practices. This principle assumes that profes-
sional psychologists are aware of the boundaries and limita-
tions of their competence. Determining this is not always easy,
because there are no specific guidelines for measuring compe-
tence or indicating how often training should be conducted. To
reduce the possibility of committing ethical violations, the
psychologist should attend continuing education classes and
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workshops at professional conferences and local psychology
organizations.

The APA (1992) publication Ethical Principles of Psychol-
ogists and Code of Conduct also asserts that psychologists
who use assessment instruments must use them appropriately,
based on relevant research on the administration, scoring, and
interpretation of the instrument. To adhere to this principle,
psychologists using assessment instruments must be aware of
the data concerning reliability, validity, and standardization of
the instruments. Consideration of normative data is essential
when interpreting test results. There may be occasions when
an instrument has not been tested with a particular group of in-
dividuals and, as a result, normative data do not exist for that
population. If this is the case, use of the measure with an indi-
vidual of that population is inappropriate.

Information regarding the psychometric properties of an
instrument and its intended use must be provided in the test
manual to be in accordance with the ethical standards of pub-
lication or distribution of an assessment instrument (Koocher
& Keith-Spiegel, 1998). Anyone using the instrument should
read the manual thoroughly and understand the measure’s lim-
itations before using it. “The responsibility for establishing
whether the test measures the construct or reflects the content
of interest is the burden of both the developers and the pub-
lishers,” (Koocher & Keith-Spiegel, 1998, p. 147) but the per-
son administering it is ultimately responsible for knowing this
information and using it appropriately. The reader should refer
to the chapter by Koocher and Rey-Casserly in this volume, on
ethical issues in psychological assessment, for a more detailed
discussion of this topic.

ASSESSMENT APPROACHES AND
PERSONALITY THEORY

In the past those with behavioral and cognitive approaches typ-
ically used self-report measures in their assessments, whereas
those with psychodynamic orientations tended to rely on pro-
jective tests. Since those old days, during which the two sides
crossed swords on a regular basis in the literature and in the
halls of academia, we now seem more enlightened. We now
tend to use each other’s tools, but in a more flexible manner.
For example, although psychoanalytically oriented clinicians
use the Rorschach, it can also be interpreted from a more cog-
nitive and stylistic approach. In fact, Exner has been criticized
by some psychodynamically oriented psychologists for having
developed an atheoretical, nomothetic system.

Tests can be interpreted using any theoretical viewpoint. For
example, psychodynamically oriented psychologists some-
times interpret the MMPI-2 using a psychodynamic orientation
(Trimboli & Kilgore, 1983), and cognitive psychologists

interpret the TAT from a variety of cognitive viewpoints
(Ronan, Date, & Weisbrod, 1995; Teglasi, 1993), as well as
from a motivational viewpoint (McClelland, 1987). Martin
Mayman’s approach to the interpretation of the Early Memo-
ries Procedure (EMP) is from an object relations perspective,
but the EMP is also used by adherents of social learning theory
and cognitive psychology (e.g., Bruhn, 1990, 1992).

Many psychologists believe that the use of theory in
conducting an assessment is absolutely necessary because
it serves as an organizing function, a clarifying function, a
predictive function, and an integrative function, helping to or-
ganize and make sense of data (Sugarman, 1991). Theory
serves to “recast psychological test data as psychological con-
structs whose relationship is already delineated by the theory
in mind” (Sugarman & Kanner, 2000). In this way the inter-
preter can organize data, much of it seemingly unrelated, into
meaningful descriptions of personality functioning, and can
make predictions about future functioning. Theory often helps
students make sense of inconsistencies in the data.

Students should be helped to understand that although as-
sessment instruments can be derived from either an atheoreti-
cal or a theoretical base, the data derived from any assessment
instrument can be interpreted using almost any theory, or no
theory at all. No test is necessarily wedded to any theory, but
theory is often useful in providing the glue, as it were, that al-
lows the interpreter to extend and expand the meaning of the
test findings in a wide variety of ways. Students must ask them-
selves what can be gained by interpreting test data through the
lens of theory. Some would say that what is gained is only
distortion, so that the results reflect the theory and not the per-
son. Others say it is possible to enrich the interpretations made
with the aid of theory and to increase the accuracy and mean-
ingfulness of assessment results, and that a theory-based ap-
proach often allows the assessor to make predictions with
greater specificity and utility than can be made if one relies
only on test signs.

LEARNING THROUGH DOING: PROFICIENCY
THROUGH SUPERVISED PRACTICE

Something interesting happens when a student discusses data
with his or her supervisor. The supervisee often says and does
things that reveal information about the nature and experience
of the client being assessed, in metaphors used to describe as-
sessment experiences, slips of the tongue when discussing a
client, or an actual recreation of the dynamics present in the re-
lationship between client and assessor in the supervisory rela-
tionship. This reenactment has come to be known as parallel
process (e.g., Deering, 1994; Doehrman, 1976; Whitman &
Jacobs, 1998), defined by Deering (1994) as “an unconscious
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process that takes place when a trainee replicates problems
and symptoms of patients during supervision” with the pur-
pose “of causing the supervisor to demonstrate how to handle
the situation” (p. 1). If the supervisor and supervisee can be-
come aware of its presence in the supervision, it can be a pow-
erful diagnostic and experiential tool. It is important for the
supervisor to note when students act in a way that is uncharac-
teristic of their usual behavior, often the first clue that parallel
process is occurring (Sigman, 1989). Students sometimes
take on aspects of their clients’ personality, especially when
they identify with some facet of a patient’s experience or char-
acter style.

The supervisor should always strive to model the relation-
ship with the supervisee after that which he or she would
want the supervisee to have with the client. With this ap-
proach, the supervisor becomes an internalized model or
standard for the trainee. Supervisors often serve as the tem-
plate for how to behave with a client during assessment be-
cause many students have no other opportunities to observe
seasoned clinicians at their work. It is also important to re-
member that problems in the supervisor-supervisee relation-
ship can trickle down into the supervisee-client relationship,
so issues such as power, control, competition, and inferiority
may arise between the supervisee and the client as well if
these emotions happen to be present in the supervision rela-
tionship. Nevertheless, given the inevitable occurrence of
parallel process, going over data with the student is not suffi-
cient supervision or training. The supervisory relationship it-
self should be used to facilitate growth and development of
the student. There must also be a good alliance between the
supervisor and the student, and a sense of confidence from
both parties involved that each has sound judgement and
good intentions toward the assessment process and the client.

It is important for the supervisor to encourage a sense of
hopefulness in the student that will translate into hope for the
client that this new information will be helpful. Otherwise, it
is difficult for students to know or at least to believe that what
they are doing is meaningful. When the characteristics of
trust, confidence, collaboration, and hopefulness are not pre-
sent in the supervision relationship, this should be discussed
during the supervision hour. It is crucial that the relationship
be examined when something impedes the ability to form a
strong alliance.

ASSESSMENT TEACHING IN GRADUATE
SCHOOL: A REVIEW OF THE SURVEYS

According to the recent survey literature, training in as-
sessment continues to be emphasized in clinical training
programs (Belter & Piotrowski, 1999; Piotrowski, 1999;

Piotrowski & Zalewski, 1993; Watkins, 1991), although there
is evidence that those in academic positions view assessment
as less important than other areas of clinical training (Kinder,
1994; Retzlaff, 1992). Those instruments that have consis-
tently received the most attention during graduate training
are MMPI, Rorschach, Wechsler scales, and TAT (Belter &
Piotrowski, 1999; Hilsenroth & Handler, 1995; Piotrowski &
Zalewski, 1993; Ritzler & Alter, 1986; Watkins, 1991). Some
concern, however, has been expressed about the level of
training being conducted in the area of projective assess-
ment (Dempster, 1990; Hershey, Kopplin, & Cornell, 1991;
Hilsenroth & Handler, 1995; Rossini & Moretti, 1997).
Watkins (1991) found that clinical psychologists in academia
generally believe that projective techniques are less impor-
tant assessment approaches now than they have been in the
past and that they are not grounded in empirical research (see
also Watkins, Campbell, & Manus, 1990).

Academic training often emphasizes objective assess-
ment over projective techniques. Clinical training directors
surveyed by Rossini and Moretti (1997) reported that the
amount of formal instruction or supervision being conducted
in the use of the TAT was little to none, and Hilsenroth and
Handler (1995) found that graduate students were often dis-
satisfied with the quality and degree of training they re-
ceived in the Rorschach. Piotrowski and Zalewski (1993)
surveyed directors of clinical training in APA-approved
Psy.D. and Ph.D. programs and found that behavioral testing
and objective personality testing were expected to increase in
use in academic settings, whereas projective personality as-
sessment was predicted to decrease according to almost one
half of those surveyed. In addition, 46% of training directors
answered “no” to the question, “Do you feel that the extent of
projective test usage in various applied clinical settings is
warranted?” (Piotrowski & Zalewski, 1993, p. 399).

It is apparent that although training in assessment remains
widely emphasized, this does not mean that students are well
prepared, especially in the area of projective assessment. Spe-
cific qualities and approaches to training may vary widely
from program to program and may not meet the needs of ap-
plied settings and internship programs. In fact, Durand et al.
(1988) found that 47% of graduate training directors felt that
projective assessment was less important than in the past,
whereas 65% of internship directors felt projective assess-
ment had remained an important approach for training in
assessment. Such disagreement is not rare; much of the litera-
ture reflects the discrepancy between graduate training in
assessment and internship needs (Brabender, 1992; Durand
et al., 1988; Garfield & Kurtz, 1973; Shemberg & Keeley,
1970; Shemberg & Leventhal, 1981; Watkins, 1991). Further-
more, given the report by Camara, Nathan, and Puente (2000),
who found that the most frequently used instruments by
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professional psychologists are the WAIS-R/WISC-R, the
MMPI-2, the Rorschach, BG, and the TAT, it is clear that the
discrepancy between training and application of assessment
goes beyond that of internship needs and includes real-world
needs as well.

ASSESSMENT ON INTERNSHIP:
REPORT OF A SURVEY

Clemence and Handler (2001) sought to examine the expec-
tations that internship training directors have for students and
to ascertain the specific psychological assessment methods
most commonly used at internship programs in professional
psychology. Questionnaires designed to access this infor-
mation were mailed to all 563 internships listed in the
1998–1999 Association of Psychology Postdoctoral and In-
ternship Centers Directory. Only two sites indicated that no
patients are assessed, and 41% responded that testing instru-
ments are used with the majority of their patients.

Each intern is required to administer an average of 27 full
battery or 33 partial battery assessments per year, far exceed-
ing the number of batteries administered by most students
during their graduate training. Of those rotations that uti-
lize a standard assessment battery (86%), over 50% include
the WISC/WAIS (91%), the MMPI-2/MMPI-A (80%), the
Rorschach (72%), or the TAT (56%) in their battery. These re-
sults are consistent with previous research investigating
the use of assessment on internship (Garfield & Kurtz, 1973;
Shemberg & Keeley, 1974). Piotrowski and Belter (1999) also
found the four most commonly used assessment instruments
at internship facilities to be the MMPI-2/MMPI-A (86%), the
WAIS (83%), the Rorschach (80%), and the TAT (76%).

To ensure that students are fully prepared to perform in the
area of assessment on their internship, training is frequently
offered to bridge the gap that exists between the type and
amount of training conducted in most graduate programs and
that desired by internship sites. In the Clemence and Handler
study, 99% of the internships surveyed reported offering train-
ing in assessment, and three approaches to training in person-
ality assessment were most commonly endorsed by training
directors: intellectual assessment (79%), interviewing (76%),
and psychodynamic personality assessment (64%). These
three methods seem to be the predominant training ap-
proaches used by the sites included in the survey. This finding
suggests that these are important directions for training at the
graduate level, as well.

Of the topics being offered in the area of assessment train-
ing, report writing is most often taught (92%); 86% of the
rotations conduct training in advanced assessment, 84% in
providing feedback to clients, 74% in providing feedback to

referral sources, 56% in introductory assessment, and 44% in
the study of a specific test. This breakdown may reflect the
priorities internship training directors place on areas of as-
sessment, or the areas in which students are less prepared
upon leaving graduate school.

Piotrowski and Belter (1999) surveyed 84 APA-approved
internship programs and found that 87% of their respondents
required interns to participate in assessment seminars. If the
demand for training is as critical as these surveys seem to in-
dicate, it is curious that graduating students do not appear to
be especially well-prepared in this area, as this and previous
studies indicate (Watkins, 1991). Training in basic assess-
ment should be the job of graduate training programs and not
internship sites, whose primary function should be in provid-
ing supervised practical experience in the field.

From our findings and other surveys (Petzel & Berndt,
1980; Stedman, 1997; Watkins, 1991), it appears that intern-
ship training directors prefer students who have been prop-
erly trained in a variety of assessment approaches, including
self-report, projective, and intelligence testing. Distinct dif-
ferences were found between the types of assessment tech-
niques utilized across various facilities. The WISC and WAIS
were found to be routinely used at each of the various intern-
ship facilities; the MMPI-2 and MMPI-A are used regularly
at all but the child facilities, where only 36% reported using
these instruments routinely. The Rorschach is part of a full
battery at the majority of internships surveyed, ranging from
58% for Veterans Administration hospitals to 95% for com-
munity mental health centers, and the TAT is used in full
batteries primarily at private general hospitals (88%) and
community mental health centers (73%).

AMERICAN PSYCHOLOGICAL ASSOCIATION
DIVISION 12 GUIDELINES

The discrepancy between the real-world use of assessment
and training in graduate schools is troubling and seems to be
oddly encouraged by certain groups within the psychological
community. For example, Division 12 of the APA (1999) set
up a task force (“Assessment for the Twenty-First Century”)
to examine issues concerning clinical training in psychologi-
cal assessment. They defined their task as one of creating a
curriculum model for graduate programs that would include
proper and appropriate assessment topics for the next century.

The task force, made up of psychologists experienced in
various areas of assessment, was asked to recommend class
topics that should be included in this ideal curriculum. They
came up with 105 topics, which they then ranked according to
their beliefs about their usefulness. Rankings ranged from
“essential” (“no proper clinical training program should be
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without appropriate coverage of this item”) to “less important”
(“inessential and would not greatly improve the curriculum”;
APA Division 12, 1999, p. 11). What is surprising about the
final curriculum rankings, given the previously discussed
research in the area of assessment in the real world, was that
the curriculum seemed to be heavily weighted toward self-
report assessment techniques, with only three class topics in
the area of projective assessment: (a) Learning Personality
Assessment: Projective—Rorschach (or related methods);
(b) Learning Personality Assessment: Projective—Thematic
Apperception Test; and (c) Learning Personality Assessment:
Projective—Drawing Tests. What is even more striking is that
these three classes were ranked extremely low in the model cur-
riculum, with the Rorschach class ranked 95th in importance,
the TAT class ranked 99th, and the projective drawings class
ranked 102nd out of the possible 105 topics proposed. It is clear
that the task force considers these topics as primarily useless
and certainly inessential in the training of future psychologists.
Furthermore, the low rankings then led to the omission of any
training in projective techniques from the final Division 12
model syllabus. The omission of these classes leaves us with a
model for training that is quite inconsistent with previously
cited research concerning the importance of projective testing
in applied settings and seems to ignore the needs of students
and internships. This Division 12 task force appears to have
missed the mark in its attempt to create a model of training that
would prepare students for the future of assessment.

The Division 12 model widens the gap between training
and use of assessment in applied settings instead of shrinking
it. In fact, the model reinforces the division discussed previ-
ously between psychologists in academia and those in the
field.Abetter approach to designing a model curriculum of as-
sessment training for the future would be to combine topics
relevant to the application of assessment in the real world with
those deemed relevant by academicians. Data from research
concerning the use of assessment demonstrate that a multi-
dimensional approach is most valid and most useful in provid-
ing worthwhile diagnostic and therapeutic considerations of
clinicians. This point must not be ignored due to personal
preferences. The Division 12 model of assessment training
demonstrates that even as late as 1999, models of training con-
tinued to be designed that ignored the importance of teaching
students a balance of methods so that they would be able to
proceed with multifunctional approaches to assessment.

POSTGRADUATE ASSESSMENT TRAINING

Although assessment practice during internship helps to
develop skills, it is important to continue to refine these skills
and add to them and to continue reading the current research

literature in assessment. There are many opportunities to at-
tend workshops that focus on particular tests or on the devel-
opment of particular assessment skills. For example, there is a
series of workshops available at various annual meetings of
professional groups devoted to assessment, taught by assess-
ment experts. This is an excellent way to build skills and to
learn about the development of new instruments. Also, work-
shops, often offered for continuing education credit, are avail-
able throughout the year and are listed in the APA Monitor.

ASSESSMENT AND MANAGED CARE ISSUES

Restrictions by managed care organizations have affected
the amount of assessment clinicians are able to conduct
(Piotrowski, 1999). Consistent with this assertion, Piotrowski,
Belter, and Keller (1998) found that 72% of psychologists
in applied settings are conducting less assessment in general
and are using fewer assessment instruments, especially lengthy
assessment instruments (e.g., Rorschach, MMPI, TAT, and
Wechsler scales), due to restrictions by managed care organi-
zations. Likewise, Phelps, Eisman, and Kohout (1998) found
that 79% of licensed psychologists felt that managed care had a
negative impact on their work, and Acklin (1996) reported that
clinicians are limiting their use of traditional assessment mea-
sures and are relying on briefer, problem-focused procedures.

With the growing influence of managed care organizations
(MCOs) in mental health settings, it is inevitable that reim-
bursement practices will eventually affect training in assess-
ment techniques and approaches (Piotrowski, 1999). We hope
this will not be the case because of the many important train-
ing functions facilitated in assessment training, mentioned
earlier in this chapter. Also, since we are training for the fu-
ture, we must train students for the time when managed care
will not dictate assessment practice. If, as we indicated ear-
lier, assessment serves important training functions, it should
continue to be enthusiastically taught, especially for the time
when managed care will be merely a curiosity in the history
of assessment. However, managed care has served us well in
some ways, because we have sharpened and streamlined our
approach to assessment and our instruments as well. We have
focused anew on issues of reliability and validity of our mea-
sures, not merely in nomothetic research, but in research that
includes reference to a test’s positive predictive power, nega-
tive predictive power, sensitivity, and specificity to demon-
strate the validity of our measures. Psychologists have turned
more and more to assessment in other areas, such as thera-
peutic assessment, disability assessment, assessment in child
custody, and other forensic applications. The Society for Per-
sonality Assessment has reported an increase in membership
and in attendance at their annual meetings. We are optimistic



200 Education and Training in Psychological Assessment

that good evaluations, done in a competent manner and mean-
ingfully communicated to the patient and referral source, will
always be in great demand.

Nevertheless, an investigation concerning the impact of
managed care on assessment at internship settings found that
there has been a decrease in the training emphasis of various
assessment techniques; 43% of directors reported that man-
aged care has had an impact on their program’s assessment
curriculum (Piotrowski & Belter, 1999). Although approxi-
mately one third of the training directors surveyed reported a
decrease in their use of projectives, the Rorschach and TAT re-
main 2 of the top 10 assessment instruments considered essen-
tial by internship directors of the sites surveyed. These studies
indicate that MCOs are making an impact on the way assess-
ment is being taught and conducted in clinical settings. There-
fore, it is essential that psychologists educate themselves and
their students in the practices of MCOs. Furthermore, psy-
chologists should continue to provide research demonstrating
the usefulness of assessment so that MCO descriptions of what
is considered appropriate do not limit advancements. Empiri-
cal validation can help to guarantee psychologists reasonable
options for assessment approaches so that we do not have to
rely primarily on the clinical interview as the sole source of
assessment and treatment planning information.

It is important to remember that MCOs do not dictate our
ethical obligations, but the interests of our clients do. It is the
ethical psychologist’s responsibility to persistently request
compensation for assessment that can best serve the treat-
ment needs of the client. However, even if psychologists are
denied reimbursement, it does not mean they should not do
assessments when they are indicated. Therefore, options for
meeting both financial needs of the clinician and health care
needs of the client should be considered. One solution may be
the integration of assessment into the therapy process. Tech-
niques such as the Early Memories Procedure, sentence com-
pletion tasks, brief questionnaires, and figure drawings may
be incorporated into the therapy without requiring a great
deal of additional contact or scoring time. Other possibilities
include doing the assessment as the clinician sees fit and
making financial arrangements with the client or doing a con-
densed battery. Maruish, in his chapter in this volume, deals
in more detail with the issues discussed in this section.

THE POLITICS AND MISUNDERSTANDINGS IN
PERSONALITY ASSESSMENT

For many years there has been very active debate, and some-
times even animosity and expressions of derision, between
those who preferred a more objective approach to personality

assessment (read self-report and MMPI) and those who pre-
ferred a more subjective approach (read projective tests and
Rorschach). This schism was fueled by researchers and
teachers of assessment. Each group disparaged the other’s in-
struments, viewing them as irrelevant at best and essentially
useless, while championing the superiority of its own instru-
ments (e.g., Holt, 1970; Meehl, 1954, 1956).

This debate seems foolish and ill-advised to us, and it
should be described in this way to students, in order to bring
assessment integration practices to the forefront. These mis-
leading attitudes have unfortunately been transmitted to grad-
uate students by their instructors and supervisors over many
years. Gradually, however, the gulf between the two seem-
ingly opposite approaches has narrowed. Clinicians have
come to use both types of tests, but there is still a great deal
of misperception about each type, which interferes with pro-
ductive integration of the two types of measures and impairs
clinicians’ efforts to do assessment rather than testing. Per-
haps in the future teachers of personality assessment will
make fewer and fewer pejorative remarks about each other’s
preferred instruments and will concentrate more and more on
the focal issue of test integration.

Another issue is the place of assessment in the clinical
psychology curriculum. For many years graduate curricula
contained many courses in assessment. The number of
courses has gradually been reduced, in part because the cur-
ricula have become crowded with important courses man-
dated by the APA, such as professional ethics, biological
bases of behavior, cognitive and affective aspects of behav-
ior, social aspects of behavior, history and systems, psycho-
logical measurement, research methodology, techniques of
data analysis, individual differences, human development,
and psychopathology, as well as courses in psychotherapy
and in cultural and individual diversity (Committee on
Accreditation, Education Directorate, & American Psycho-
logical Association, 1996). Courses have also been added
because they have become important for clinical training
(e.g., child therapy, marital therapy, health psychology, neu-
ropsychology, hypnosis). Therefore, there is sometimes little
room for assessment courses. To complicate matters even
more, some instructors question the necessity of teaching as-
sessment at all. Despite the published survey data, we know
of programs that have no identified courses in assessment,
and programs in which only one type of measure (e.g., self-
report, interview, or projective measures) is taught. While
most programs do have courses in assessment, the content of
some courses does not prepare students to do effective as-
sessment. Sometimes the courses offered are merely survey
courses, or courses in which the student administers and
scores one of each type of test. Unfortunately, with this type
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of inadequate training students do poor applied work and
even poorer research, both of which reflect poorly on the dis-
cipline of personality assessment.

With the impact of cognitive therapy there have been rad-
ical changes in the ways in which some training programs
teach assessment, seemingly without knowledge of the sig-
nificant improvements in assessment research and practice
that have taken place in the last 15 years or so. There seems
to be a “Throw the baby out with the bathwater” approach,
whereby traditional instruments are derided and replaced pri-
marily with self-report measures. This is an important issue
because it has major implications for teaching assessment in
graduate school and in internship settings.

For example, Wetzler (1989) describes a hospital-based as-
sessment approach in which a general broadly focused assess-
ment has been replaced with a so-called focal approach, using
self-report instruments. These changes, he indicates, have
come about because of shorter hospitalization stays, and be-
cause what he calls “the standard battery” (Rapaport, Gill, &
Schafer, 1968) “is no longer appropriate.” He believes the
questions that need to be answered in this acute problem set-
ting cannot be adequately addressed using the “traditional” as-
sessment approach: “What was well-suited to the psychiatric
community of the 1930s, 1940s, and 1950s is no longer appro-
priate” (p. 5). “No matter what the referral question, they
administer the standard battery,” he states (p. 7). He lists a
number of reported dissatisfactions with “traditional assess-
ment” procedures, which include the problem that “test find-
ings do not respond to [the] referral questions.” His solution is
to replace “traditional assessment” with “focal assessment,”
which includes the use of observer rating scales, self-report in-
ventories, and a number of questionnaires derived from psy-
chological research rather than from clinical observation or
theory. He describes focal tests as specialized instruments
considering specific areas of psychopathology, which have a
much narrower focus and are “more concrete and descriptive,
focused on surface symptoms and behavior, with clearly de-
fined criteria for scoring, and with normative data available.”

Wetzler concludes that “In light of [its] scientific founda-
tion focal assessment is frequently more valid and therefore
more effective than projective testing and/or informal inter-
viewing” and that “focal assessment is more appropriate to the
parameters of contemporary treatment than is traditional as-
sessment” (p. 9), especially because in his setting assessment
findings and clinical decisions must be made within 72 hours.

We do not agree with Wetzler in a number of his conclu-
sions; we believe the approach he described comes closer
to the definition we used earlier of testing than it does to as-
sessment, since only self-report measures are employed, and
test scores are emphasized rather than the development of

integrated findings. The overemphasis on the validity of test
scores does not take into account the validity of their use in a
particular clinical setting without the concomitant understand-
ing of the patient’s feelings and his or her experience of being
hospitalized, as well as other important issues that would
make these disembodied test scores more meaningful. What is
lacking is an understanding of and an appreciation for the pa-
tient’s contextual world, which we emphasize in our teaching.
We have no way of knowing whether the patient responded to
these instruments in a meaningful manner. The reduction in
personal contact with the patient and its replacement with
standardized self-report instruments does not seem to us to
be an improvement in the assessment process. Validity of the
instrument may be only an illusion in many cases, in which
patients take a test with perhaps questionable motivation and a
nonfacilitative orientation.

This approach to assessment is a prototype of other similar
approaches that are convenience-driven, test-driven, and
technician-driven; it is a most dangerous approach, in which
the role of the assessor is primarily to choose the right test,
and the test scores are said to provide the appropriate answers.

Earlier in this chapter we emphasized that psychologists
should be well trained in the area of psychometrics and in the
limitations of tests, especially problems of reliability and valid-
ity. In testing, one seeks the assistance of confidence limits of
the results, but in assessment one determines the validity of the
results of the test scores by taking into account a host of vari-
ables determined from interview data, from observations of the
patient during the assessment, and the similarities and differ-
ences among the various assessment findings. In the focused
approach it is doubtful whether the proper evaluation of the test
scores can be accomplished. More to the point, however, is
the criticism that there is actually a rigid adherence to a tradi-
tional battery. Our survey of test use in internship settings sug-
gests otherwise; internship directors reported that a wide
variety of tests are employed in assessment in their setting. We
do not recommend or teach adherence to a traditional test bat-
tery, although these assessment devices are among those rec-
ommended for use, for reasons discussed in this chapter. We
believe innovations in assessment should be employed to im-
prove the validity of the assessment procedure and to improve
the delivery of assessment services to those who request them.
If the referral questions are not answered in an assessment it is
the fault of the assessor, who has not paid attention to the refer-
ral issue or who has not sufficiently clarified the referral issue
with the person requesting the assessment.

To describe an approach we believe is more typical of as-
sessment rather than testing, also in a hospital setting, we will
review the approaches of Blais and Eby (1998), in which psy-
chologists have even more stringent demands on them to
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provide focal answers, often within a day. Blais and Eby train
their internship students to assist the referring physician in
clarifying referral questions. After a brief discussion with the
nurse in charge of the patient, a review of the patient’s chart,
or both, the student selects the appropriate tests and proce-
dures to answer the referral questions, taking into account the
necessary turnaround time and both the physical and psycho-
logical limitations of the patient.

In a training case example in which the turnaround time
was less than a day, Blais and Eby describe a battery that
included a seven-subtest short form of the WAIS-R, the
Rorschach, four TAT cards, and the PAI. The brief WAIS-R
took less than 30 minutes to administer. Since the patient was
described by the staff as extremely guarded, projective test-
ing was viewed as crucial. The Rorschach and the TAT were
chosen, the latter to identify the patient’s object relations and
core interpersonal themes, and both tests served to determine
the degree of suicidal ideation. The PAI was chosen rather
than the MMPI-2 because it is significantly shorter and the
patient had poor physical stamina, and because it can be
scored as a short form, using only 199 of its 344 items. It also
contained several treatment planning scales that could possi-
bly provide important information relevant to a referral ques-
tion about treatment.

Although the battery described for this individual patient
did include the traditional tests, batteries designed for other
patients might not include any of the traditional tests. In ad-
dition, these traditional tests were employed not because they
were traditional but, rather, because each offered something
that the other measures did not offer. Also, the manner in
which they are scored is directly tied to a large body of re-
search, including, in the case of the Rorschach, extensive
normative findings and reliability and validity data. The
Rorschach was scored using the Comprehensive System
(Exner, 1993), which includes a well-validated suicide con-
stellation measure along with a host of other scores of impor-
tance to the referral issue, and with the P. Lerner and H.
Lerner Defense Scale (1980). The TAT was scored as well,
using the Social Cognition and Object Relations Scale
(SCORS) system, a research-based interpretive system that
measures eight aspects of object relations (Westen, 1991a,
1991b). The data were integrated into a picture of the pa-
tient’s current psychological functioning and categorized ac-
cording to thought quality, affect, defenses, and relationship
to self and others, all issues directly related to the referral
questions. Verbal report was given to the referring psychia-
trist by telephone well before rounds the next morning, along
with treatment recommendations.

The assessment approach designed by Blais and Eby is an
example of a hospital-based assessment that demonstrates

that traditional tests can be employed with quite rapid turn-
around time and that a test battery that includes traditional
tests need not be rigidly fixed. In Blais and Eby’s approach the
clinicians responded flexibly and actively in the assessment
process, integrating data from several different sources and
responding in an efficient and rapid manner to focalized re-
ferral issues generated from several sources. In Wetzler’s ap-
proach, the response was to develop a test-focused approach
rather than a person-focused approach. Sharing the informa-
tion in this section of our chapter with students helps to im-
press them with the importance of taking a person-focused
approach to personality assessment.

PERSONALITY ASSESSMENT IN THE FUTURE

In this section we describe several changes we foresee in per-
sonality assessment teaching and practice, as well as changes
we would like to see.

The Assessment of Psychological Health and the Rise
of Positive Psychology

Psychological assessment has typically been tied to the med-
ical model, in which health is defined as the absence of
pathology rather than as an aggregate of positive psycholog-
ical traits that differentiate the psychologically healthy per-
son from others (e.g., Adler, 1958; Erikson, 1963; Maslow,
1954; May, Angel, & Ellenberger, 1958; Rogers, 1961).
Seligman and Csikszentmihalyi (2000) have suggested using
the term positive psychology instead. Such variables as play-
fulness, the ability to self-soothe and to be soothed by others,
psychological-mindedness, flexibility, and the ability to es-
tablish intimacy and to express tenderness in relationships are
important variables to consider. Seligman has discussed the
concept of optimism, and several of the variables discussed
by the Big Five theorists, such as openness to experience
(McCrae, 1996), surgency, and agreeableness (Goldberg,
1992) describe positive aspects of personality functioning.
The surgency factor includes such concepts as extroversion,
energy level, spontaneity, assertiveness, sociability, and ad-
venturousness. The agreeableness factor includes interper-
sonal warmth, cooperativeness, unselfishness, and generosity.
In the future we expect to see a number of scoring systems to
measure the variables described above using traditional tests,
as well as a number of new tests specially designed to tap
positive psychology variables. The Journal of Personality As-
sessment recently published a special series, The Assessment
of Psychological Health (Handler & Potash, 1999), which
included a discussion of four variables that were measured
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using traditional tests: optimism, creativity, playfulness, and
transitional relatedness. Handler and Potash (1999) suggest
that in the future students should be taught to routinely mea-
sure these variables and discuss them in feedback.

Focused Measures of Important Personality Variables

There has been a major movement toward the use of instru-
ments that focus on more detailed aspects of personality
functioning, either by scoring systems devised for traditional
measures or the construction of new measures. For example,
there are a very large number of MMPI and MMPI-2 scales
constructed to predict various types of behaviors or to
identify various problems (Graham, 2000). Some of these
scales, the Harris-Lingoes and Si subscales, the Content
scales, and the Supplementary scales, have now been in-
cluded in the complex analysis of the MMPI-2, allowing for
increased specificity in personality description, dynamics,
and so on. These scales provide a way to focus interpretation
when they are used in context with other data. There is an in-
creasing press to provide such measures of specificity, sup-
ported by adequate research. We expect to see an increase in
the construction and use of tests that are focused on the ther-
apy process. For example, Fowler, Hilsenroth, and Handler
(1995, 1996) found that early memories responses were re-
lated to the pattern of the relationship patients established
with their therapists. The Holt Primary Process Scale, the
Lerner Defense Scale, and the Mutuality of Autonomy Scale
have made the transition from a research setting to clinical
application. Another more complex measure, derived from
scoring the TAT, is the SCORS, developed by Westen (1991a,
1991b) to measure various aspects of object relations. These
scales have excellent validity and excellent clinical utility.
They are used as focal estimates of object relations when
such issues are a central aspect of the referral issue (e.g.,
Kelly, 1997). Students should be taught to use these research-
based measures to generate more focused interpretations.

Recently there has been a proliferation of self-report mea-
sures designed for the evaluation of very specific personality
questions. These include rapid screening instruments for the
presence of specific personality problems, plus inventories
that contain fewer items than the MMPI-2 and will therefore
be less time consuming. However, we are concerned that test
publishers perhaps promise too much. For example, one rep-
utable publisher, describing a reputable test in its recent cata-
log, announced, “In a relatively short time you will determine
whether your clients have characteristics that will aid or im-
pede their treatment program in as few as 80 items, but not
more than 120 items.” What concerns us is the proliferation of
tests that purport to answer complex personality questions

(e.g., suicidality or adaptation to psychotherapy). It is possible
that hurried students, unable to take time for proper assess-
ment, will use these tests with apparent face validity, but with-
out data on clinically important types of validity. Complex
personality questions cannot be answered with confidence
with the use of a single focal instrument. A number of studies
support this contention (see Meyer et al., 2000). In addition,
some of these tests are quite easy to fake (e.g., the Battelle
Developmental Inventory, Beebe, Finer, & Holmbeck, 1996).
However, in class we should teach focal instruments in con-
junction with other more complex measures.

Therapeutic Assessment

Many patients feel alienated by the traditional approach to as-
sessment; they are often troubled by the procedures, feeling
that the tasks requested of them are foolish, meaningless, and
ultimately useless. These attitudes can lead to poor coopera-
tion and uneven results. Students have more difficulty with
assessment feedback than with any other aspect of assess-
ment. An antidote for this problem, as well as a means to
make assessment more meaningful and therapeutic for the
person assessed, is the concept of Therapeutic Assessment
(Finn, 1996; Finn & Martin, 1997; Finn & Tonsager, 1992;
Fischer, 1994). Assessment questions are formulated collab-
oratively, with the patient, and the feedback is also done col-
laboratively. In this procedure a facilitative and constructive
atmosphere is necessarily established, and the patient’s in-
vestment in the assessment procedure is increased. Finn indi-
cates that practically any test or test battery can be used as a
vehicle for therapeutic assessment. He has also developed a
manual for the use of the MMPI-2 as a therapeutic assess-
ment device (Finn, 1996).

The goal of the assessment in this setting is for the person
being assessed to come away with answers to his or her initially
posed questions and an awareness of problems that can result in
personal growth. The process by which this new awareness oc-
curs is the exploration of the patient’s subjective experience in
the process that develops between the assessor and the patient.
These interactions are accessed through intervention by the as-
sessor from assessment data already collected, or in an inter-
vention using particular assessment stimuli or procedures to
tap into the patient’s life issues, thereby producing them in the
presence of the assessor. The facilitation of the occurrence
of the problem issue is explored with the person, drawing con-
nections to outside problems and to referral issues. The asses-
sor then names, clarifies, and amplifies these issues, exploring
the factors that are necessary and sufficient to produce the prob-
lem behavior—what elicits it, what reinforces it, and what
maintains it—and provides the person with a new awareness
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about his or her problems and perhaps their roots. This process
has understandably resulted in very substantial therapeutic
gains for patients assessed (e.g.,Ackerman et al., 2000; Finn &
Martin, 1997; Finn & Tonsager, 1992; Hanson, Claiborn, &
Kerr, 1997; M. Newman & Greenway, 1997). Students seem
very motivated to use these procedures. They are eager to use a
method that brings assessment and psychotherapy together
very effectively. Students are also more at ease in providing
feedback in this manner. We believe this method should be
routinely taught in assessment classes.

Assessment on the Internet

Schlosser (1991) envisioned a future in which computers
would present test-takers with stimuli ranging from verbal
items to moving projective stimuli, including stimuli with
synthesized smells. He conceived of the use of virtual reality
techniques, computer-generated simulations in which images,
sounds, and tactile sensations would be produced to create a
synthetic, three-dimensional representation of reality. Ten
years later we find a great deal of testing (not assessment) is
being done on the Internet, but we have not yet approached
Schlosser’s vision. This procedure offers the psychologist a
number of fascinating opportunities, but it also presents a num-
ber of professional and ethical problems (Barak & English, in
press). Much research needs to be done to determine the effects
of differences in the interpersonal setting with this more artifi-
cial Internet approach for various clinical populations. Just be-
cause the interaction simulates the traditional approach does
not mean the experience of the assessor and the patient will be
similar to that of the traditional approach. More disturbed pa-
tients would probably have more difficulty with such distance
assessment compared with less impaired patients.

These issues seem modest to some psychologists, who
even now offer screening tests for depression, anxiety, sexual
disorders, attention-deficit disorder, and various personality
disorders. Students should be made aware that such blunt
feedback of test results does not meet APA ethics require-
ments. There is also a long list of other ethical issues in this
approach that should be discussed in class, because these
problems will face students in the future. Nevertheless, Inter-
net testing promises to be a great help for people who for one
reason or another cannot get to a psychologist’s office to
be tested or for people in rural communities in which there
are no such services available.

Research on the Interpretive Process

More research should be done to illuminate the interpretive-
integrative process in personality assessment, beyond the

variables of convergent and divergent thinking. One method
that needs exploration is the analysis of the thinking patterns
of those who are adept at synthesizing data. By this we mean
the study of people who are talented in the integrative
process. Emphasis should be placed on studying these ex-
perts and on the analysis of heretofore unverbalized methods
these people use to integrate data. In other words, we should
attempt to focus on these often hidden processes so that the
so-called magic of intuition can be described and taught
in the classroom. Such studies would be directly relevant for
the teaching process. The description of the teaching process
in the section describing the advanced assessment course is
an effort in that direction.

Expanded Conception of Intelligence

Wechsler’s definition of intelligence—“the aggregate or global
capacity to act purposefully, think rationally, and to deal effec-
tively with [the] environment” (Wechsler, 1958, p. 7)—is
hardly reflected in his intelligence tests. The definition implies
that being interpersonally effective and thinking clearly are
important intellectual variables. However, these and other
variables suggested by Wechsler’s definition are personality
variables as well.Thus, it appears that personality variables and
so-called intelligence variables overlap to some extent. Indeed,
Daniel Goleman, in his book Emotional Intelligence (1995),
highlights the importance of emotional and social factors as
measures of intelligence. He describes an expanded model of
what it means to be intelligent, emphasizing such variables as
being able to motivate oneself and persist in the face of frustra-
tion; the ability to control impulses; the ability to delay gratifi-
cation; the ability to regulate one’s moods and to keep distress
from interfering with thought processes; the ability to em-
pathize and to hope. Other researchers in the area of intelligence
have discussed similar issues. For example, Gardner (1993),
and Salovey (Mayer & Salovey, 1993; Salovey & Mayer,
1989–1990) have discussed the importance of interpersonal in-
telligence, defined as “the ability to understand other people;
what motivates them, how they work; how to work coopera-
tively with them” (Goleman, 1995, p. 39), and intrapersonal
intelligence, defined as “the capacity to form an accurate,
veridical model of oneself and to be able to use that model to op-
erate effectively in life” (Goleman, 1995, p. 43). In a recent
chapter, Mayer, Caruso, and Parker (2000) focus on four areas
of emotional intelligence: perception, facilitation, understand-
ing, and management of emotions. Bar-On and Parker (2000)
have compiled a handbook of emotional intelligence, in which
they also include the concepts of alexithymia and what they
term practical intelligence. Nevertheless, researchers and test
constructors seem to focus on a more traditional definition of
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intelligence variables. Although clinical psychologists take
these important variables into account in describing personality
functioning, they do not typically construct intelligence tests
with these interpersonal and intrapersonal variables in mind.
Although there are now measures of emotional intelligence
available for adults (e.g., the Bar On Emotional Quotient In-
ventory; Bar-On, 1997), and for children (e.g., The Emotional
Intelligence Scale for Children; Sullivan, 1999), emotional in-
telligence measures have yet to be integrated as parts of more
traditional tests measuring other intelligence factors. However,
their future use will undoubtedly go a long way toward a more
integrated view of human functioning than exists in the some-
what arbitrary split between the concepts of intelligence and
personality.

REFERENCES

Ackerman, S., Hilsenroth, M., Baity, M., & Blagys, M. (2000).
Interaction of therapeutic process and alliance during psycho-
logical assessment. Journal of Personality Assessment, 75, 82–
109.

Acklin, M. (1996). Personality assessment and managed care.
Journal of Personality Assessment, 66, 194–201.

Adler,A. (1958). What life should mean to you. NewYork: Capricorn.

Allen, J. (1998). Personality assessment with American Indians and
Alaska Natives: Instrument considerations and service delivery
style. Journal of Personality Assessment, 70, 17–42.

American Psychological Association (APA). (1992). Ethical princi-
ples of psychologists and code of conduct. American Psycholo-
gist, 47, 1597–1611.

American Psychological Association Division 12 (Clinical) Presi-
dential Task Force. (1999). Assessment for the twenty-first cen-
tury: A model curriculum. The Clinical Psychologist, 52, 10–15.

Anastasi, A., & Urbina, S. (1998). Psychological testing (7th ed.).
Upper Saddle River, NJ: Prentice Hall.

Applebaum, S. (1990). The relationship between assessment and psy-
chotherapy. Journal of Personality Assessment, 54, 79–80.

Baity, M., & Hilsenroth, M. (1999). The Rorschach aggression vari-
ables: A study of reliability and validity. Journal of Personality
Assessment, 72(1), 93–110.

Barak, A., & English, N. (in press). Prospects and limitations of psy-
chological testing on the Internet. Journal of Technology in
Human Services.

Bar-On, R. (1997). The Bar On Emotional Quotient Inventory.
North Tonawanda, New York: Multi-Health Systems.

Bar-On, R., & Parker, J. (Eds.). (2000). The handbook of emotional
intelligence. San Francisco: Jossey-Bass.

Barrick, M., & Mount, M. (1991). The big five personality dimen-
sions and job performance: A meta-analysis. Personnel Psychol-
ogy, 44, 1–26.

Beebe, D., Finer, E., & Holmbeck, G. (1996). Low end specificity
of four depression measures: Findings and suggestions for the
research use of depression tests. Journal of Personality Assess-
ment, 67, 272–284.

Belter, R., & Piotrowski, C. (1999). Current status of Master’s-level
training in psychological assessment. Journal of Psychological
Practice, 5, 1–5.

Bennett, B. E., Bryant, B. K., VandenBos, G. R., & Greenwood, A.
(1990). Professional liability and risk management. Washington,
DC: American Psychological Association.

Berg, M. (1984). Expanding the parameters of psychological test-
ing. Bulletin of the Menninger Clinic, 48, 10–24.

Beutler, L., & Berren, M. (1995). Integrative assessment of adult
personality. New York: Guilford Press.

Blais, M., & Eby, M. (1998). Jumping into fire: Internship training
in personality assessment. In L. Handler & M. Hilsenroth (Eds.),
Teaching and learning personality assessment (pp. 485–500).
Mahwah, NJ: Erlbaum.

Brabender, V. (1992, March). Graduate program training models.
Paper presented at the meeting of the Society for Personality
Assessment, Washington, DC.

Bruhn, A. (1990). Earliest childhood memories, Vol. 1: Theory and
application to clinical practice. New York: Praeger.

Bruhn, A. (1992). The early memories procedure: I. A projective test
of autobiographical memory. Journal of Personality Assessment,
58, 1–25.

Burley, T., & Handler, L. (1997). Personality factors in the accurate
interpretation of projective tests: The Draw-A-Person Test. In
E. Hammer (Ed.), Advances in projective test interpretation
(pp. 359–380). Springfield, IL: Charles Thomas.

Camara, W., Nathan, J., & Puente, A. (2000). Psychological test
usage: Implications in professional psychology. Professional
Psychology: Research and Practice, 31, 141–154.

Childs, R., & Eyde, L. (2002). Assessment training in clinical
psychology doctoral programs: What should we teach? What
do we teach? Journal of Personality Assessment, 78(1), 130–
144.

Clemence, A., & Handler, L. (2001). Psychological assessment on
internship: A survey of training directors and their expectations
for students. Journal of Personality Assessment, 76, 18–47.

Committee on Accreditation, Education Directorate, & American
Psychological Association. (1996). Guidelines and principles for
accreditation of programs in professional psychology, January 1,
1996. Washington, DC: American Psychological Association.

Cramer, P. (1996). Storytelling, narrative and the Thematic Apper-
ception Test. New York: Guilford Press.

Cuéllar, I. (1998). Cross-cultural clinical psychological assessment
of Hispanic Americans. Journal of Personality Assessment, 70,
71–86.

Dana, R. H. (2000a). Culture and methodology in personality as-
sessment. In I. Cueller & F. A. Paniagua (Eds.), Handbook of



206 Education and Training in Psychological Assessment

multicultural mental health (pp. 97–120). San Diego, CA:
Academic Press.

Dana, R. H. (Ed.). (2000b). Handbook of cross-cultural and multi-
cultural personality assessment. Mahwah, NJ: Erlbaum.

Deering, C. (1994). Parallel process in the supervision of child
psychotherapy. American Journal of Psychotherapy, 48, 102–108.

Dempster, I. (1990). How mental health professionals view their
graduate training. Journal of Training and Practice in Profes-
sional Psychology, 6(2), 59–66.

Dennis, W. (1966). Group values through children’s drawings. New
York: Wiley.

Doehrman, M. (1976). Parallel process in supervision and psy-
chotherapy. Bulletin of the Menninger Clinic, 40, 9–83.

Durand, V., Blanchard, E., & Mindell, J. (1988). Training in projective
testing: Survey of clinical training directors and internship direc-
tors. Professional Psychology: Research and Practice, 19, 236–
238.

Erikson, E. (1963). Childhood and society (2nd ed.). New York:
Wiley.

Exner, J. E., Jr. (1993). The Rorschach: A comprehensive system
(3rd ed., Vol. 1). New York: Wiley.

Finn, S. (1996). A manual for using the MMPI-2 as a therapeutic
intervention. Minneapolis, MN: University of Minnesota Press.

Finn, S., & Martin, H. (1997). Therapeutic assessment with the
MMPI-2 in managed healthcare. In J. Butcher (Ed.), Objective
psychological assessment in managed healthcare: A practi-
tioner’s guide (pp. 131–152). NewYork: Oxford University Press.

Finn, S., & Tonsager, M. (1992). The therapeutic effects of provid-
ing MMPI-2 test feedback to college students awaiting psy-
chotherapy. Psychological Assessment, 4, 278–287.

Fischer, C. (1994). Individualizing psychological assessment.
Hillsdale, NJ: Erlbaum.

Fowler, J. (1998). The trouble with learning personality assessment.
In L. Handler & M. Hilsenroth (Eds.), Teaching and learning
personality assessment (pp. 31–44). Mahwah, NJ: Erlbaum.

Fowler, J., Hilsenroth, M., & Handler, L. (1995). Early memories:
An exploration of theoretically derived queries and their clinical
utility. Bulletin of the Menninger Clinic, 59, 79–98.

Fowler, J., Hilsenroth, M., & Handler, L. (1996). A mulitmethod
approach to assessing dependency: The early memory dependency
probe. Journal of Personality Assessment, 67, 399–413.

Ganellen, R. (1996). Integrating the Rorschach and the MMPI-2 in
personality assessment. Mahwah, NJ: Erlbaum.

Ganellen, R. (1999). Weighing the evidence for the Rorschach’s
validity: A response to Wood et al. Journal of Personality
Assessment, 77, 1–15.

Gardner, H. (1993). Multiple intelligences: The theory in practice.
New York: Basic Books.

Garfield, S., & Kurtz, R. (1973). Attitudes toward training in diag-
nostic testing: A survey of directors of internship training. Jour-
nal of Consulting and Clinical Psychology, 40, 350–355.

Goldberg, L. (1992). The development of markers for the Big-Five
factor structure. Psychological Assessment, 4, 26–42.

Goleman, D. (1995). Emotional intelligence. New York: Bantam.

Graham, J. (2000). MMPI-2: Assessing personality and psy-
chopathology. New York: Oxford University Press.

Handler, L. (1996). The clinical use of the Draw-A-Person Test
(DAP), the House-Tree-Person Test and the Kinetic Family
Drawing Test. In C. Newmark (Ed.), Major psychological as-
sessment techniques (2nd ed., pp. 206–293). Englewood Cliffs,
NJ: Allyn and Bacon.

Handler, L. (1997). He says, she says, they say: The Consensus
Rorschach in marital therapy. In J. Meloy, C. Peterson, M.Acklin,
C. Gacono, & J. Murray (Eds.), Contemporary Rorschach inter-
pretation (pp. 499–533). Hillsdale, NJ: Erlbaum.

Handler, L., & Finley, J. (1994). Convergent and divergent think-
ing and the interpretation of figure drawings. Unpublished
manuscript.

Handler, L., Fowler, J., & Hilsenroth, M. (1998). Teaching and
learning issues in an advanced course in personality assess-
ment. In L. Handler & M. Hilsenroth (Eds.), Teaching and
learning personality assessment (pp. 431–452). Mahwah, NJ:
Erlbaum.

Handler, L., & Habenicht, D. (1994). The Kinetic Family Drawing
Technique: A review of the literature. Journal of Personality As-
sessment, 62, 440–464.

Handler, L., & Meyer, G. (1998). The importance of teaching and
learning personality assessment. In L. Handler & M. Hilsenroth
(Eds.), Teaching and learning personality assessment (pp. 3–30).
Mahwah, NJ: Erlbaum.

Handler, L., & Potash, H. (1999). The assessment of psychological
health [Introduction, Special series]. Journal of Personality As-
sessment, 72, 181–184.

Handler, L., & Reyher, J. (1964). The effects of stress in the Draw-
A-Person test. Journal of Consulting and Clinical Psychology,
28, 259–264.

Handler, L., & Reyher, J. (1966). Relationship between GSR and
anxiety indexes on projective drawings. Journal of Consulting
and Clinical Psychology, 30, 605–607.

Handler, L, & Riethmiller, R. (1998). Teaching and learning the in-
terpretation of figure drawings. In L. Handler & M. Hilsenroth
(Eds.), Teaching and learning personality assessment (pp. 267–
294). Mahwah, NJ: Erlbaum.

Handler, L., & Sheinbein, M. (1987, March). Decision-making
patterns in couples satisfied with their marriage and couples
dissatisfied with their marriage. Paper presented at the Mid-
winter Meeting of the Society of Personality Assessment, San
Francisco.

Hanson, W., Claiborn, C., & Kerr, B. (1997). Differential effects of
two test interpretation styles in counseling: A field study. Journal
of Counseling Psychology, 44, 400–405.

Hartman, W., & Fithian, M. (1972). Treatment of sexual dysfunc-
tion. Long Beach, CA: Center for Marital and Sexual Studies.



References 207

Hershey, J., Kopplin, D., & Cornell, J. (1991). Doctors of Psychol-
ogy: Their career experiences and attitudes toward degree and
training. Professional Psychology: Research and Practice, 22,
351–356.

Hilsenroth, M. (1998). Using metaphor to understand projective test
data: A training heuristic. In L. Handler & M. Hilsenroth (Eds.),
Teaching and learning personality assessment (pp. 391–412).
Mahwah, NJ: Erlbaum.

Hilsenroth, M., & Handler, L. (1995). A survey of graduate
students’ experiences, interests, and attitudes about learning
the Rorschach. Journal of Personality Assessment, 64, 243–257.

Holsopple, J., & Miale, F. (1954). Sentence completion: A projective
method for the study of personality. Springfield, IL: Charles
Thomas.

Holt, R. (1970). Yet another look at clinical and statistical predic-
tion: Or, is clinical psychology worthwhile? American Psychol-
ogist, 25, 337–349.

Holt, R. (1977). A method for assessing primary process manifesta-
tions and their control in Rorschach responses. In M. Rickers-
Ovsiankina (Ed.), Rorschach psychology (pp. 375–420).
Huntington, NY: Kreiger.

Kelly, F. (1997). The assessment of object relations phenomena
in adolescents: TAT and Rorschach measures. Mahwah, NJ:
Erlbaum.

Kinder, B. (1994). Where the action is in personality assessment.
Journal of Personality Assessment, 62, 585–588.

Klopfer, B., Ainsworth, M., Klopfer, W., & Holt, R. (1954). Devel-
opment in the Rorschach technique (Vol. 1). New York: World
Book.

Koocher, G., & Keith-Spiegel, P. (1998). Ethics in psychology: Pro-
fessional standards and cases (2nd ed.). New York: Oxford
University Press.

Krakowski, A. (1984). Stress and the practice of medicine: III.
Physicians compared with lawyers. Psychotherapy and Psycho-
somatics, 42, 143–151.

Kubeszyn, T., Meyer, G., Finn, S., Eyde, L., Kay, G., Moreland, K.,
Dies, R., & Eisman, E. (2000). Empirical support for psycholog-
ical assessment in health care settings. Professional Psychology:
Research and Practice, 31(2), 119–130.

Lerner, P., & Lerner, H. (1980). Rorschach assessment of primitive
defenses in borderline personality structure. In J. Kwarer, H.
Lerner, P. Lerner, & A. Sugarman (Eds.), Borderline phenomena
and the Rorschach test (pp. 257–274). New York: International
Universities Press.

Lewinsohn, P. (1965). Psychological correlates of overall quality
of figure drawings. Journal of Consulting Psychology, 29,
504–512.

Lindsey, M. (1998). Culturally competent assessment of African
American clients. Journal of Personality Assessment, 70, 43–53.

Maloney, M., & Glasser, A. (1982). An evaluation of the clinical
utility of the Draw-A-Person Test. Journal of Clinical Psychol-
ogy, 38, 183–190.

Maruish, M. (1990, Fall). Psychological assessment: What will its
role be in the future? Assessment Applications, p. 5.

Maruish, M. (1999). The use of psychological testing for treatment
planning and outcome assessment (2nd ed.). Hillsdale, NJ:
Erlbaum.

Masling, J., Rabie, L., & Blondheim, S. (1967). Relationships of
oral imagery to yielding behavior and birth order. Journal of
Consulting Psychology, 32, 89–91.

Maslow, A. (1954). Motivation and personality. New York: Harper
and Row.

May, R.,Angel, M., & Ellenberger, H. (Eds.). (1958). Existence: A new
dimension in psychiatry and psychology. New York: Basic Books.

Mayer, J., & Salovey, P. (1993). The intelligence of emotional intel-
ligence. Intelligence, 7, 433–442.

Mayer, J., Caruso, D., & Salovey, P. (2000). Selecting a measure of
emotional intelligence: The case for ability scales. In R. Bar-On
& J. Parker (Eds.), The handbook of emotional intelligence
(pp. 320–342). San Francisco: Jossey-Bass.

McClelland, D. (1987). Human motivation. New York: Cambridge
University Press.

McCrae, R. (1996). Social consequences of experiential openness.
Psychological Bulletin, 120, 323–337.

Mednick, S., & Mednick, M. (1967). Examiner’s manual: Remote
Associates Test. Boston: Houghton Mifflin.

Meehl, P. (1954). Clinical versus statistical prediction. Minneapolis:
University of Minnesota Press.

Meehl, P. (1956). Wanted: A good cookbook. American Psycholo-
gist, 11, 263–272.

Meyer, G. (1997). On the integration of personality assessment
methods: The Rorschach and the MMPI-2. Journal of Personal-
ity Assessment, 68, 297–330.

Meyer, G. (2000). Incremental validity of the Rorschach Prognostic
Rating Scale over the MMPI Ego Strength Scale and IQ. Journal
of Personality Assessment, 74(3), 356–370.

Meyer, G., & Archer, R. (2001). The hard science of Rorschach re-
search: What do we know and where do we go? Psychological
Assessment, 13(4), 486–502.

Meyer, G., Finn, S., Eyde, L., Kay, G., Moreland, K., Dies, R.,
Eisman, E., Kubiszyn, T., & Reed, J. (2000). Psychological
testing and psychological assessment: A review of evidence and
issues. American Psychologist, 56, 128–165.

Meyer, G., & Handler, L. (1997). The ability of the Rorschach to
predict subsequent outcome: A meta-analytic analysis of the
Rorschach Prognostic Rating Scale. Journal of Personality
Assessment, 69(1), 1–38.

Meyer, G., Riethmiller, R., Brooks, R., Benoit, W., & Handler, L.
(2000). A replication of Rorschach and MMPI-2 convergent
validity. Journal of Personality Assessment, 74(2), 175–215.

Muhlenkamp, A., & Parsons, J. (1972). An overview of recent
research publications in a nursing research periodical. Journal of
Vocational Behavior, 2, 261–273.



208 Education and Training in Psychological Assessment

Newman, F. (1991, Summer). Using assessment data to relate pa-
tient progress to reimbursement criteria. Assessment Applica-
tions, pp. 4–5.

Newman, M., & Greenway, P. (1997). Therapeutic effects of
providing MMPI-2 test feedback to clients at a university coun-
seling service: A collaborative approach. Psychological Assess-
ment, 9, 122–131.

Nunnally, J., & Bernstein, I. (1994). Psychometric theory (3rd ed.).
New York: McGraw-Hill.

Okazaki, S. (1998). Psychological assessment of Asian-Americans:
Research agenda for cultural competency. Journal of Personality
Assessment, 70, 54–70.

Petzel, T., & Berndt, D. (1980). APA internship selection criteria:
Relative importance of academic and clinical preparation. Pro-
fessional Psychology, 11, 792–796.

Phelps, R., Eisman, E., & Kohout, J. (1998). Psychological practice
and managed care: Results of the CAPP practitioner study. Pro-
fessional Psychology: Research and Practice, 29, 31–36.

Piotrowski, C. (1999). Assessment practices in the era of managed
care: Current status and future directions. Journal of Clinical
Psychology, 55, 787–796.

Piotrowski, C., & Belter, R. W. (1999). Internship training in psy-
chological assessment: Has managed care had an impact? As-
sessment, 6, 381–389.

Piotrowski, C., Belter, R., & Keller, J. (1998). The impact of man-
aged care on the practice of psychological testing: Preliminary
findings. Journal of Personality Assessment, 70, 441–447.

Piotrowski, C., & Zalewski, C. (1993). Training in psychodi-
agnostic testing in APA-approved PsyD and PhD clinical
psychology programs. Journal of Personality Assessment, 61,
394–405.

Plante, T. (1995). Training child clinical predoctoral interns and
postdoctoral fellows in ethics and professional issues: An expe-
riential model. Professional Psychology: Research and Practice,
26, 616–619.

Plante, T. (1999). Ten strategies for psychology trainees and practic-
ing psychologists interested in avoiding ethical and legal perils.
Psychotherapy, 36, 398–403.

Potash, H. (1998). Assessing the social subject. In L. Handler & M.
Hilsenroth (Eds.), Teaching and learning personality assessment
(pp. 137–148). Mahwah, NJ: Erlbaum.

Rapaport, D., Gill, M., & Schafer, R. (1968). In R. Holt (Ed.),
Diagnostic psychological testing (2nd ed.). New York: Interna-
tional Universities Press.

Retzlaff, P. (1992). Professional training in psychological testing:
New teachers and new tests. Journal of Training and Practice in
Professional Psychology, 6, 45–50.

Rezler, A., & Buckley, J. (1977). A comparison of personality types
among female student health professionals. Journal of Medical
Education, 52, 475–477.

Riethmiller, R., & Handler, L. (1997a). Problematic methods and
unwarranted conclusions in DAP research: Suggestions for

improved procedures [Special series]. Journal of Personality
Assessment, 69, 459–475.

Riethmiller, R., & Handler, L. (1997b). The great figure drawing
controversy: The integration of research and practice [Special
series]. Journal of Personality Assessment, 69, 488–496.

Ritzler, B., & Alter, B. (1986). Rorschach teaching in APA-
approved clinical graduate programs: Ten years later. Journal of
Personality Assessment, 50, 44–49.

Robins, C., Blatt, S., & Ford, R. (1991). Changes on human figure
drawings during intensive treatment. Journal of Personality
Assessment, 57, 477–497.

Rogers, C. (1961). On becoming a person: A therapist’s view of psy-
chotherapy. Boston: Houghton Mifflin.

Ronan, G., Date, A., & Weisbrod, M. (1995). Personal problem-
solving scoring of the TAT: Sensitivity to training. Journal of
Personality Assessment, 64, 119–131.

Rossini, E., & Moretti, R. (1997). Thematic Apperception Test
(TAT) interpretation: Practice recommendations from a survey
of clinical psychology doctoral programs accredited by the
American Psychological Association. Professional Psychology:
Research and Practice, 28, 393–398.

Salovey, P., & Mayer, J. (1989–1990). Emotional intelligence.
Imagination, Cognition, and Personality, 9, 185–211.

Sarrel, P., Sarrel, L., & Berman, S. (1981). Using the Draw-A-
Person (DAP) Test in sex therapy. Journal of Sex and Martial
Therapy, 7, 163–183.

Schafer, R. (1967). Projective testing and psychoanalysis. New
York: International Universities Press.

Schlosser, B. (1991). The future of psychology and technology in
assessment. Social Science Computer Review, 9, 575–592.

Schutz, B. (1982). Legal liability in psychotherapy: A practitioner’s
guide to risk management. San Fransisco: Jossey-Bass.

Seligman, M., & Csikszentmihalyi, M. (2000). Positive psychology:
An introduction. American Psychologist, 55, 5–14.

Shemberg, K., & Keeley, S. (1970). Psychodiagnostic training in the
academic setting: Past and present. Journal of Consulting and
Clinical Psychology, 34, 205–211.

Shemberg, K., & Keeley, S. (1974). Training practices and satisfac-
tion with preinternship preparation. Professional Psychology, 5,
98–105.

Shemberg, K., & Leventhal, D. B. (1981). Attitudes of internship
directors towards preinternship training and clinical models.
Professional Psychology, 12, 639–646.

Sigman, S. (1989). Parallel process at case conferences. Bulletin of
the Menninger Clinic, 53, 340–349.

Stedman, J. (1997). What we know about predoctoral internship
training: A review. Professional Psychology: Research and
Practice, 28, 475–485.

Sugarman, A. (1981). The diagnostic use of countertransference re-
actions in psychological testing. Bulletin of the Menninger
Clinic, 45, 475–490.



References 209

Sugarman, A. (1991). Where’s the beef? Putting personality back
into personality assessment. Journal of Personality Assessment,
56, 130–144.

Sugarman, A., & Kanner, K. (2000). The contribution of psychoan-
alytic theory to psychological testing. Psychoanalytic Psychol-
ogy, 17, 1–21.

Sullivan, A. (1999, July). The Emotional Intelligence Scale for
Children. Dissertation Abstracts International, 60(01), 0068A.

Teglasi, H. (1993). Clinical use of story telling. Needham Heights,
NJ: Allyn and Bacon.

Tett, R., Jackson, D., & Rothstein, M. (1991). Personality measures
as predictors of job performance: A meta-analytic review. Per-
sonnel Psychology, 44, 703–742.

Torrance, E. (1966). Torrance tests of creative thinking: Directions,
manual and scoring guide (Verbal test booklet A). Princeton, NJ:
Scholastic Testing Service.

Torrance, E. (1974). Torrance tests of creative thinking: Norms—
technical manual. Princeton, NJ: Scholastic Testing Service.

Trimboli, F., & Kilgore, R. (1983). A psychodynamic approach to
MMPI interpretation. Journal of Personality Assessment, 47,
614–625.

Urist, J. (1977). The Rorschach test and the assessment of object
relations. Journal of Personality Assessment, 41, 3–9.

Viglione, D. (1999). A review of the recent research addressing the
utility of the Rorschach. Psychological Assessment, 11(3), 251–
265.

Viglione, D., & Hilsenroth, M. (2001). The Rorschach: Facts, fictions,
and the future. Psychological Assessment, 13, 452–471.

Watkins, C. E., Jr. (1991). What have surveys taught us about the
teaching and practice of psychological assessment? Journal of
Personality Assessment, 56, 426–437.

Watkins, C. E., Jr., Campbell, V., & Manus, M. (1990). Personality
assessment training in counseling psychology programs. Journal
of Personality Assessment, 55, 380–383.

Wechsler, D. (1958). The measurement and approval of adult intel-
ligence (4th ed.). Baltimore: Williams & Wilkins.

Weiner, I. (1998). Principles of Rorschach interpretation. Mahwah,
NJ: Erlbaum.

Weiner, I. (2001). Advancing the science of psychological assess-
ment: The Rorschach Inkblot Method. Psychological Assess-
ment, 13(4), 423–432.

Westen, D. (1991a). Clinical assessment of object relations using
the Thematic Apperception Test. Journal of Personality Assess-
ment, 56, 56–74.

Westen, D. (1991b). Social cognition and object relations. Psycho-
logical Bulletin, 109, 429–455.

Westen, D., Lohr, N., Silk, K., Gold, L., & Kerber, K. (1990). Object
relations and social cognition in borderlines, major depressives,
and normals: A Thematic Apperception Test analysis. Psycho-
logical Assessment, 2, 355–364.

Wetzler, S. (1989). Parameters of psychological assessment. In S.
Wetzler & M. Katz (Eds.), Contemporary approaches to psycho-
logical assessment (pp. 3–15). New York: Brunner/Mazel.

Whitman, S., & Jacobs, E. (1998). Responsibilities of the psy-
chotherapy supervisor. American Journal of Psychotherapy, 52,
166–175.

Williams, F. (1980). Creativity assessment packet (CAP). Buffalo,
NY: DOK Publishers.

Yama, M. (1990). The usefulness of human figure drawings as an
index of overall adjustment inferred from human figure draw-
ings. Journal of Personality Assessment, 54, 78–86.





PA RT T W O

ASSESSMENT SETTINGS





CHAPTER 10

Psychological Assessment in Adult Mental Health Settings

R. MICHAEL BAGBY, NICOLE WILD, AND ANDREA TURNER

213

WHY CONDUCT PSYCHOLOGICAL ASSESSMENTS? 213
GENERAL APPROACH TO PSYCHOLOGICAL ASSESSMENT

IN AN ADULT MENTAL HEALTH SETTING 214
Foundations of the General Approach to

Psychological Assessment 214
Goals of Psychological Assessment 216

PSYCHOLOGICAL ASSESSMENT TOOLS 218
Types of Psychological Assessment Tools 218
Choosing the Tests to Use 220
Choosing the Number of Tests 220
Integration and Interpretation of Tests 220

ASSESSMENT PROCEDURE IN ADULT MENTAL HEALTH
SETTINGS: THE GENERAL APPROACH 221
The Referral Question 221

Preliminary Information 222
Clarification of Axis I Diagnoses 223
Clarification of Axis II Diagnoses 224

ASSESSMENT PROCEDURE IN ADULT MENTAL HEALTH
SETTINGS: THE RECOMMENDED APPROACH 225
Review of Referral and Preliminary Information 225
Assessment Procedure 225
Treatment Implications and Recommendations 227

SKILL SETS AND OTHER ISSUES TO CONSIDER IN
PSYCHOLOGICAL ASSESSMENT 228

ISSUES SPECIFIC TO THE PSYCHOLOGICALASSESSMENT
OF INPATIENTS IN THE MENTAL HEALTH SETTING 230

CONCLUSION 231
REFERENCES 231

Several chapters in this volume address issues related to psy-
chological assessment in adult mental health settings, such as
the merits and usage of projective and objective tests, neu-
ropsychological and intelligence testing, and cultural influ-
ences on the assessment procedure. This chapter serves to
provide systematic guidelines for assessing adult inpatients
and outpatients. The chapter is organized into several sections.
First, we examine the rationale for conducting psychological
assessment in adult mental health settings. Second, we discuss
the foundations and goals of a general approach to psycholog-
ical assessment in adult mental health settings. Third, we
consider various psychological assessment tools. Fourth, we
examine the general approach to assessment as well as our
recommended approach to psychological assessment in adult
mental health settings. Finally, we explore issues relevant to
psychological assessment and, in particular, those relevant to
assessing inpatients.

WHY CONDUCT
PSYCHOLOGICAL ASSESSMENTS?

We conceptualize psychological assessment as a problem-
solving process in which psychological tests, interviews, and
other sources of data function as tools used to answer questions

(e.g., to address a referral request) and resolve perplexities
(e.g., to assist in differential diagnosis; Maloney & Ward,
1976; see also chapter by Weiner in this volume). The primary
purpose of psychological assessments in adult inpatient and
outpatient mental health settings is to evaluate patients’ cogni-
tions, affect, behaviors, personality traits, strengths, and weak-
nesses in order to make judgments, diagnoses, predictions, and
treatment recommendations concerning the clients (Maruish,
1994). The functional utility of psychological assessments, we
believe, lies in the ability to provide information about clients’
symptoms, but also their stable personality characteristics,
defensive patterns, identifications, interpersonal styles, self-
concepts, and beliefs (Smith, 1998). Furthermore, comprehen-
sive assessments address the factors that led to the problems
and difficulties that presumably led to the referral (Wakefield,
1998). Thus, the general goals of psychological assessment
include providing an accurate description of the client’s prob-
lems, determining what interpersonal and environmental fac-
tors precipitated and are sustaining the problems, and making
predictions concerning outcome with or without intervention
(Aiken, 2000; Lilienfeld, Wood, & Garb, 2001). In addition,
assessments can support or challenge clinical impressions and
previous working diagnoses, as well as identifying obstacles to
therapy (Appelbaum, 1990; Butcher, 1990; Clarkin & Mattis,
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1991; Hurt, Reznikoff, & Clarkin, 1991; Maruish, 1994,
1999).

Finally, assessments can also provide assistance in devel-
oping and evaluating the effectiveness of a treatment plan
consistent with the client’s personality and external resources,
as well as allowing the client to find out more about himself or
herself (Butcher, 1990). As clients continue to adapt and deal
with their symptoms after their discharge, assessments can
guide discharge planning and subsequent treatment of the
individual.

GENERAL APPROACH TO PSYCHOLOGICAL
ASSESSMENT IN AN ADULT MENTAL
HEALTH SETTING

Foundations of the General Approach
to Psychological Assessment

Psychological assessments must be founded upon specific
theoretical premises that guide the assessment process. The
history of psychological assessment is quite extensive, result-
ing in many theoretical stances upon which assessments are
based. It is our belief, however, that psychological assess-
ment of adults in mental health settings is based on two
founding premises: assessments must be evidence-based and
multimodal.

Evidence-Based Assessment

Psychological assessment in mental health settings must be
evidence-based. That is, a client’s psychiatric symptoms must
be systematically assessed in relation to the Diagnostic and
Statistical Manual of Mental Disorders (DSM-IV; American
Psychiatric Association, 1994) criteria for particular disorders.
This criteria analysis is then supplemented with results from
empirically validated psychological tests and structured inter-
views. The client’s responses on these measures are used to in-
dicate likely diagnoses and appropriate treatment implications
based on empirical research. Consequently, an evidence-based
approach to psychological assessment requires empirical sup-
port for any conclusions or recommendations, as opposed to
relying solely on clinical impression and judgment.

The evidence-based approach was initially practiced in
general medicine and recently has been incorporated in psy-
chology. Evidence-based medicine (EBM) integrates clinical
expertise with external evidence based on systematic re-
search, while considering the values and expectations of
patients or clients (Gambrill, 1999). Within the medical com-
munity, EBM is defined as a set of strategies designed to

ensure that the clinicians form opinions and base subsequent
decisions on the best available external evidence (Geddes,
1997). Thus, decisions pertaining to the client are made in
light of the most up-to-date information available. The steps
involved in EBM include a precise definition of the clinical
problem, an efficient search for the best available evidence,
critical appraisal of the evidence, and integration of the re-
search findings with clinical expertise (Geddes, 1997; Olson,
1996). At each stage of EBM, recent developments in clini-
cal findings and information technology are harnessed and
utilized (Geddes, 1997). As physicians have acknowledged
that no single authority has comprehensive scientific knowl-
edge, the EBM approach is viewed as an improvement over
the authoritative knowledge approach to practicing medicine
(Kennell, 1999).

Within the domain of psychological assessment, an
evidence-based approach emphasizes the importance of sys-
tematic observation and the use of rules of evidence in hy-
pothesis testing. Thus, psychologists base their assessments
and diagnoses on the best available evidence (Bensing,
2000). This approach to psychological assessment affords
the opportunity to integrate real clinical problems with criti-
cal evaluation of the psychiatric research literature (Gilbody,
1996). In essence, an evidence-based approach to psycholog-
ical assessment is premised on obtaining actuarial evidence
from both structured interviews and objective measures that
have been empirically supported. Empirical and clinical lit-
erature suggests patterns of symptoms that are associated
with specific diagnoses and provide treatment implications,
thereby enhancing the likelihood of making an accurate
diagnosis.

The evidence-based approach is distinct from the more
established and popular approach based on clinical judgment.
Evidence-based actuarial assessments proceed in accordance
with a prespecified routine and are based on empirically de-
rived relations between data and the trait or event of interest
(Dawes, Faust, & Meehl, 1989; Wiens, 1991). In contrast,
clinical judgment consists of decisions made in the clinician’s
mind. In its most polar form, this distinction is analogous to a
dimension with objectivity (evidence-based) on one end and
subjectivity (clinical impression) at the other end.

The clinicians who base their assessments on clinical judg-
ment highlight the advantages of their technique. First, certain
assessment tools, such as unstructured interviews and behav-
ioral observations, cannot be empirically evaluated or sub-
jected to statistical analyses required by the evidence-based
model. In fact, clinical judgment is required to evaluate the
results of such tools. The results provide clinicians with a
plethora of information, including clinical impressions as
to the nature of clients’ difficulties and distresses. Second,
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clinicians’ impressions and judgments structure the rest of the
assessment and provide a framework around which the client’s
symptoms and difficulties are conceptualized and understood.
Third, many clinicians contend that their clinical impressions
and judgments are rarely disputed by empirical test results.
Thus, in the interest of conducting an efficient assessment,
they rely solely on their judgment gleaned from information
obtained from unstructured interviews. Fourth, some clini-
cians fear that by basing a diagnosis on empirical findings,
they will be treating the client nonoptimally through reliance
on actual experience (Meehl, 1973). Furthermore, many clini-
cians often shun actuarial-based data for fear that the data
themselves will involve significant error, thereby leading to
misdiagnosis of a client. Consequently, reliance on one’s own
experience and judgment rather than actuarial-based data
when making diagnoses and treatment recommendations re-
mains a popular method by which clinicians conduct psycho-
logical assessments.

Despite the historical popularity of basing assessments on
clinical judgments, the validity of such judgments is often low,
thereby placing the client at potential risk for underdiagnosis,
overdiagnosis, or misdiagnosis (Faust & Ziskin, 1988; see also
chapter by Garb in this volume). Clinical inference and judg-
ment involve probabilistic transitions from clients’ observable
or reported episodes to their dispositions. Ideally, such infer-
ences should be based upon an extensive actuarial experience
providing objective probability statements (Meehl, 1973).
However, in reality, this ideal is rarely achieved, because often
the conditional probabilities are judged based solely on a clini-
cian’s experience, rather than on empirical findings. Conse-
quently, permitting a weak or moderately strong clinical
inference to countervail a well-supported set of actuarial data
on patients similar to one’s client will lead to an increase in er-
roneous clinical decisions (Meehl, 1973).

Faust and Ziskin (1988) also highlighted some of the disad-
vantages of clinical judgment. For example, they noted that
clinicians often overvalue supportive evidence and under-
value evidence contrary to their hypotheses. They stated that
clinicians tend to find evidence of abnormality in those they
assess, regardless of whether they have any psychopathology.
In addition, they argued that clinicians tend not to receive any
outcome information about their clients; therefore, they are
unable to learn whether their predictions were accurate and
their suggestions were helpful. In summary, although the clin-
ical impression approach has some merits, the validity and
utility of the evidence-based approach is making this new for-
mat the standard for psychological assessment. Indeed,
Hersen, Kazdin, and Bellack (1991) suggested that as the
extent of the relevant research increases, the use of actuarial
procedures will also increase.

Finally, contrary to popular opinion, clinical judgments and
evidence-based models do not generate the same conclusions.
Meehl (1973) contends that human judgment and statistical
predictions concerning diagnosis, prognosis, and decisions
based on the same set of information have a less than perfect
correlation. Dawes et al. (1989) reviewed research comparing
clinical judgment to actuarial judgment. They pointed out that
with the same set of data, different actuarial procedures lead to
the same conclusion, whereas different human judgments may
result in several different conclusions. Moreover, Dawes et al.
stated that clinicians’ diagnoses can fall prey to self-fulfilling
prophecy in that their predictions of diagnoses can influence
their decisions about symptom prevalence and, later, diagno-
sis. Moreover, they noted that the mathematical nature of ac-
tuarial procedures ensures that each variable has predictive
power and is related to the criterion in question (valid vs. in-
valid association with the criteria). In contrast, clinicians may
deal with a limited and unrepresentative sample of individu-
als; therefore, they may not be able to determine accurate rela-
tions between variables. Furthermore, clinical judgment is
prone to human error. Neither procedure, however, is infalli-
ble. Therefore, the actuarial procedures should be reassessed
periodically.

Multimodal Assessment

The approach to psychological assessment in mental health set-
tings should also be multimodal. One assessment tool is not
sufficient to tap into complex human processes. Moreover,
given that empirical support is critical to the validity of a psy-
chological assessment, it is just as essential that there is con-
cordance among the results from the client’s history, structured
interview, self-report, objective tests, and clinical impression.
Because the results and interpretations are obtained from sev-
eral sources, the multimodal approach increases reliability of
the information gathered and helps corroborate hypotheses
(Hertzman, 1984). Moreover, this approach draws on the
strengths of each test and reduces the limitations associated
with each test.Amultimodal approach has the benefit of relying
on shared methods and thus minimizing any potential biases
associated with specific assessment methods or particular in-
struments. Finn and Butcher (1991) note that objective tests are
imperfect and the results should not be seen as definitive con-
clusions but, rather, as hypotheses that should be compared
with information from other sources. A diagnosis can be made
with more confidence when several independent sources of in-
formation converge than when inferences are based on a single
source. Moreover, the multimodal approach prevents the influ-
ence of a single perspective from biasing the results (Beutler,
Wakefield, & Williams, 1994).
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Goals of Psychological Assessment

An evidence-based and multimodal approach to psychologi-
cal assessment enables the clinician to attain the main goals of
assessment, namely clarifying diagnosis and providing treat-
ment recommendations. Whereas other authors have empha-
sized additional assessment goals such as insight into a client’s
personality, interpersonal style, and underlying drives, we
think that the goals of clarifying diagnosis and guiding treat-
ment are the mainstays of psychological assessment and, in
fact, incorporate many of the other goals.

Diagnostic Clarification

A primary reason for conducting psychological assessments
of adults in a mental health setting is to make or clarify a diag-
nosis based on the client’s presenting symptomatology. This is
a common issue when the client presents with symptoms that
are common to several diagnoses or when there is a concern
that the symptoms of one disorder may be masking the symp-
toms of another disorder (Olin & Keatinge, 1998).Adhering to
an evidence-based multimodal approach ensures that cross-
validated actuarial evidence is obtained, thereby enhancing
the validity of the diagnosis and increasing the clinician’s con-
fidence in the diagnosis.

Clinicians are often asked to make a differential diagnosis.
However, the either-or implication of differential diagnosis is
problematic. Often, clients manifest criteria of several disor-
ders simultaneously, or they may manifest symptoms that do
not meet criteria for a specific disorder despite the fact that
their behaviors and cognitions are maladaptive (Maloney &
Ward, 1976; Westen & Arkowitz-Westen, 1998). Thus, clini-
cians may find it beneficial to use multiple diagnostic impres-
sions and, if possible, determine which disorder is generating
the most distress and requires immediate attention.

Making or clarifying one or more diagnoses can benefit the
clinician in many ways. These benefits include the following:
enhancing communication between clinicians about clients
who share certain features; enhancing communication be-
tween a clinician and the client through feedback; helping put
the client’s symptoms into a manageable and coherent form
for the client; giving the client some understanding of his or
her distress; guiding treatment; and enhancing research that, in
turn, should feed back into clinical knowledge (Westen,
1998). Nonetheless, difficulties of psychological diagnosis
should also be mentioned. Gunderson, Autry, Mosher, and
Buchsbaum (1974) summarized the controversy associated
with making a diagnosis:

Diagnosis, to be meaningful, must serve a function. Too often its
function becomes subservient to the process of choosing a label.

Thus, although the intent of diagnosis may be the communica-
tion of information in summary form, it may actually convey
misinformation if insufficient attention is paid to the complexi-
ties and variability of human behavior during the diagnostic
process. (p. 22)

According to Kellerman and Burry (1981), diagnosis in-
volves several interconnected features that must be taken into
account. These include the potential for shift within any diag-
nostic formulation, the relationship between the presenting
problem and the client’s personality, acute versus chronic di-
mension of the pathology, the presence of various levels and
types of pathology and their interconnections, and the impact
of diagnostic features on the development of intervention
strategies and prognostic formulations. In essence, the di-
agnosis of the problem is not a discrete final step but, rather,
a process that begins with the referral question and contin-
ues through the collecting of data from interviews and test
results (Maloney & Ward, 1976). Diagnosis is thus a complex
process that incorporates a myriad of potential questions and
data.

Diagnoses are dependent on meeting DSM-IV criteria
for Axis I and Axis II disorders, because the DSM-IV is cur-
rently the gold standard by which to diagnose psychopathol-
ogy and personality disorders. It is an operational system in
which each diagnosis must be met by a necessary and suffi-
cient number of criteria that must occur on multiple dimen-
sions (Hertzman, 1984).

Unfortunately, there are problems inherent in making a
diagnosis based on the DSM-IV, because the DSM-IV itself has
certain limitations. First, it is based on a medical model and
does not consider underlying processes (i.e., it is concerned
only with the signs and associations of the disorder) and over-
all manifestations of disorders. Second, it does not address eti-
ological contributions to disorders and how they affect the
manifestation and outcome of disorders. Third, the Axis I and
Axis II disorder criteria represent a consensual opinion of a
committee of experts that labeled a particular pattern of symp-
toms a disorder. Traditionally, the committee’s decision to as-
sign a certain cluster of symptoms to a diagnosable condition
has been based on the presence and frequency of symptoms, an
empirical analysis of the symptoms’ social significance, and
the specificity of the symptomatic response to various classes
of drugs (Beutler et al., 1994). Thus, the process of developing
DSM-IV diagnoses lacked the very characteristic valued in the
assessment process: relying on empirical evidence and ensur-
ing the collection of data from a variety of sources. Fourth, the
DSM-IV is categorical in nature, requiring a specified number
of criteria to meet a diagnosis, even though human nature, men-
tal illness, and mental health are distributed dimensionally.
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There are numerous limitations to such a categorical ap-
proach in which mental disorders are divided into types based
on criteria sets with defining features. It becomes restricted in
its clinical utility when diagnostic classes are heterogeneous,
when there are unclear boundaries between classes, and when
the different classes are not mutually exclusive (DSM-IV-TR;
American Psychiatric Association, 2000). In addition, the
DSM-IV categories have overlapping boundaries, resulting in
multiple diagnoses and the problem of comorbidity (Barron,
1998). Moreover, a categorical approach does not provide as
powerful predictions about etiology, pathology, prognosis, and
treatment as a dimensional approach (Gunderson, Links, &
Reich, 1991). Fifth, the DSM-IV is skewed toward the nomo-
thetic end of the spectrum, resulting in static diagnoses whose
operational definitions may be inaccurate, unsupported by re-
search findings, and camouflaging questionable construct
validity (Barron, 1998). Other criticisms of the DSM-IV in-
clude excessive focus on reliability at the expense of validity,
arbitrary cutoff points, proliferation of personality disorders,
and questionable validity of the personality disorder clusters
(Blatt & Levy, 1998).

The American Psychiatric Association has attempted to
make the DSM-IV more empirical, accessible, reliable, and
useful (Nathan, 1998), as well as to create an optimal balance
between a respect for historical tradition, compatibility with
the International Statistical Classification of Diseases and
Related Health Problems, 10th edition (ICD-10; World
Health Organization, 1992), evidence from reviews of the lit-
erature, analysis of data sets, results of field trials, and con-
sensus of the field (DSM-IV-TR; American Psychiatric
Association, 2000). Furthermore, many diagnostic categories
are supported by empirical literature (i.e., data from DSM
field trials). In summary, the DSM-IV is a descriptive classifi-
catory system, ostensibly unbound to a specific theory of de-
velopment, personality organization, etiology, or theoretical
approach (Barron, 1998). Moreover, it is an official nomen-
clature that is applicable in a wide number of contexts, can be
used by clinicians and researchers from various theoretical
orientations, and has been used across psychological settings.
The DSM-IV also attempts to address the heterogeneity of
clinical presentation of symptoms by adopting a polythetic
approach. That is, clients must present with a subset of items
from a list of criteria in order to meet a diagnosis. In addition,
the DSM-IV includes several axes to take social, medical, and
economic factors into account. These merits of the DSM-IV,
particularly in the absence of another comprehensive diag-
nostic system, suggest that assessment of psychological dis-
orders should adhere to this multiaxial system.

The potential problem with the DSM is that it undergoes
periodic revision; thus, the clinician relying on this diagnostic

system would seem to be continually chasing a moving target
or construct. However, except for the changes made from
DSM-II to DSM-III, this system does not undergo substantial
structural changes with each new version. Moreover, most
tests, for example, the MMPI-2, cover most symptoms asso-
ciated with a variety of syndromes. The changes in DSM from
version to version usually involved carving sets of symptoms
into different syndromes. Thus, the omnibus inventories de-
signed to assess a variety of psychiatric symptoms are not
necessarily affected by these changes, because the fundamen-
tal symptoms of most disorders remain captured.

Guide for Treatment

A second and equally important goal of psychological assess-
ments of adults in a mental health setting is to offer a guide for
treatment by developing an individualized treatment plan for
the client (and family). A psychological assessment offers the
opportunity to link symptomatology, personality attributes,
and other information with certain treatment modalities or ther-
apeutic targets. Therefore, giving treatment recommendations
allows psychologists to proceed past the level of diagnosis and
provide suggestions about how to deal with the diagnosed dis-
order. In fact, diagnosis has most utility when it can be related
to treatment. Ideally, an outline of treatment recommendations
should include plans to immediately deal with the client’s acute
symptoms, as well as long-term treatment plans that address
the client’s chronic symptoms, personality features, coping
mechanisms, and interpersonal problems, and stressors within
the client’s environment (Hertzman, 1984). Moreover, treat-
ment recommendations must provide suggested changes as
well as methods for implementing these changes (Maloney &
Ward, 1976). In short, treatment recommendations should in-
clude short-term and long-term goals, procedures to reach the
goals, possible obstacles to treatment, and prognosis of the
client.

The process of diagnostic clarification, often the first and
primary goal of psychological assessment, often serves as a
guide to treatment. Certain treatment protocols are suggested
by way of the diagnosis, whereas other treatments may be
excluded by virtue of failing to meet criteria for a certain dis-
order (Hertzman, 1984). However, treatment planning is
complicated, because the relationship between diagnosis and
treatment is not always simple. Due to the nature of psychi-
atric difficulties, a client’s symptomatology may result from
multiple causal pathways, thereby contributing to imprecise
treatment (Clarkin & Mattis, 1991). Nonetheless, diagnosis
can provide important useful information.

Although diagnosis is often a first step in the treatment plan-
ning process, the ability to offer treatment recommendations
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must go beyond diagnosis and assess a variety of qualities and
variables that best describe the client (Halleck, 1991). Treat-
ment planning should take into account information about
symptom severity, stage of problem resolution, general per-
sonality attributes, interpersonal style, coping mechanisms,
and patient resistance. Further sources of information include
the client’s psychiatric and medical history, psychological
mindedness, current levels of stress, motivation levels, and his-
tory of prior treatments, as well as physical condition, age, sex,
intelligence, education, occupational status, and family situa-
tion (Halleck, 1991). This information is relevant to treatment
planning in two ways. First, demographic variables and a
history of prior treatments can dictate or modify current treat-
ment modalities. Second, other variables might help formulate
certain etiological models that can in turn guide treatment
(Halleck, 1991). Thus, information from various sources
obtained in a psychological assessment can be integrated to
provide treatment recommendations as well as to predict the
prognosis of the client and expected effects of treatment.

In addition, Clarkin and Hurt (1988) listed several
areas of patient functioning that must be evaluated to ade-
quately inform treatment planning. These include patient
symptoms, personality traits (strengths and weaknesses) and
disorders, cognitive abilities and functioning, patient psycho-
dynamics, patient variables that enable the patient to engage
in various kinds of treatments, environmental demands, and
general therapeutic enabling factors (Clarkin & Hurt, 1988).
In particular, patient enabling factors refer to patient dimen-
sions that are important for treatment planning and engaging
in particular forms of psychological intervention (Clarkin &
Mattis, 1991). For example, the patient’s defensive structure,
coping style, interpersonal sensitivity, and basic tendencies
and characteristics adaptations may dictate the most appro-
priate psychological intervention (Beutler & Clarkin, 1990;
Harkness & Lilienfeld, 1997).

Psychological tests have been widely used to guide treat-
ment. Unfortunately, the information they provide is not nec-
essarily useful in guiding the choice of specific therapeutic
modality. However, test scores can guide treatment recom-
mendations. For example, symptom severity, stage of client
resolution, recurrent interpersonal themes, level of resistance
to treatment, and coping styles can be obtained from various
psychological tests, and all serve as indicators for the focus
and prognosis of psychotherapeutic procedures (Beutler
et al., 1994). In particular, clients’ scores on the MMPI-2
(Butcher, Dahlstrom, Graham, Tellegen, & Kaemmer, 1989)
validity scales offer predictions about treatment based on fac-
tors such as compliance, level of insight, current psychologi-
cal status, risk of premature termination of therapy, and level
of motivation. Both individual scores and profiles of scores

on the content and clinical scales, as well as endorsement of
critical items, can also be used for treatment planning, in-
cluding determining needs to be met, issues with which to
deal, and structure and style of therapy (Greene & Clopton,
1994). Similarly, the Personality Assessment Inventory (PAI;
Morey, 1991) can also guide treatment recommendations by
providing information about a client’s level of functional
impairment, potential for self-harm, risk of danger to others,
chemical dependency, traumatic stress reaction, and likeli-
hood of need for medication (Morey & Henry, 1994). Fur-
thermore, the PAI contains a number of scales that serve as
either positive or negative indicators of potential for psy-
chotherapy. Positive indicators include level of perceived dis-
tress, positive attitude toward treatment, capacity to utilize
psychotherapy, availability of social supports, and ability
to form a therapeutic alliance. These suitability indicators
should then be weighed against negative indicators, includ-
ing having disorganized thought processes, being nonpsy-
chologically minded, and being characterologically unsuited
for therapy (Morey & Henry, 1984).

PSYCHOLOGICAL ASSESSMENT TOOLS

Types of Psychological Assessment Tools

Clinicians should generally not rely on only one data source,
scale, or set of test results to infer the nature of a client’s psy-
chological status. Any diagnosis or treatment recommenda-
tion should be based on a configuration of impressions from
client history, other clinical data, and the results of several
tests. Following is a list of various types of assessment tools
that can guide the psychological assessment when used in
collaboration with other sources of data.

Interviews

Clinical interviews provide comprehensive and detailed
analysis of clients’ past and current psychological symptoma-
tology. Furthermore, they offer insight into clients’personality
features, coping styles, interpersonal styles, and behaviors.
Interviews help the clinician generate and evaluate hypotheses
and then select appropriate psychological tests to clarify diag-
nostic impressions. Consequently, clinical interviews play a
central role in the assessment process (see also chapter by
Craig in this volume). Interviews can be unstructured, semi-
structured, or structured. Unstructured interviews are often
conducted to obtain a clinical impression (person-centered)
view of the client, build rapport, clarify symptomatology, and
test for discrepancies between self- and other reports. They
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allow for greater depth and insight into the nature of the
client’s problems, behaviors, and other modes of functioning.
Interpretation of the client’s responses relies primarily on the
expertise of the clinician. In contrast, semistructured and
structured interviews are often scored and interpreted against
normative (variable-focused) data. Thus, they provide the
potential for greater objectivity and less bias in interpretation.
Examples of semistructured and structured interviews in-
clude the Structured Clinical Interview for DSM-IV Axis I
(SCID-I/P; First, Spitzer, Gibbon, & Williams, 1995) andAxis
II disorders (SCID-II; First, Gibbon, Spitzer, Williams, &
Benjamin, 1997), and the Diagnostic Interview for Personal-
ity Disorders (DIPD; Zanarini, Frankenburg, Chauncey, &
Gunderson, 1987). A primary advantage of such diagnostic
interviews is that the questions ensure that certain criteria are
directly questioned, such as whether a syndrome has persisted
for a minimum period of time (DSM-IV-TR;American Psychi-
atricAssociation, 2000). Thus, diagnosis follows directly from
the results.

Whereas interviews often provide a plethora of informa-
tion and help with both diagnostic clarification and treatment
recommendation, their clinical utility is reduced by limita-
tions typically associated with such techniques. For example,
results of interviews are solely based on the client’s self-
report and are, therefore, subject to client overreporting, un-
derreporting, or memory distortions. Moreover, the dynamics
of directly interviewing clients engender potential biases in
clients’ responses, as a result of their need to present them-
selves favorably to the clinician or as a plea for help. Thus, in-
terviews should be supplemented with objective tests in order
to assess client reporting style and confirm diagnosis.

Objective Tests

We advocate the use of objective tests primarily in three
ways: (a) to assess the frequency and intensity of psychiatric
symptoms; (b) to determine a clinical diagnosis; and (c) to as-
sess enduring traits that predict future behaviors, symptoms,
or treatment implications. Objective tests vary in the degree
of expertise required to accurately evaluate and interpret the
results. These tests may have fixed, precise scoring standards
and may be scored manually or by computer, or require inter-
pretation by the clinician (Aiken, 2000). Many of these tests
are often based on certain criterion groups of people with
known symptoms or characteristics, so that the selection of
the test items suggests these symptoms.

The self-report modality of this form of assessment has
several advantages; namely, empirical validity, brevity, low
cost, and generalized utility among various settings. As well,
many of the objective tests are empirically based and have

been extensively researched, providing a sound basis on
which to evaluate their reliability and validity along with other
psychometric criteria (see also the chapter by Ben-Porath in
this volume). Moreover, the respondent completing these tests
is the person who is actually experiencing the psychological
symptoms. Thus, the client is directly expressing his or her ac-
tual experience and state of distress. However, disadvantages
of this modality also include client bias, conscious or uncon-
scious distortion of responses (although most objective tests
have scales designed to assess such response distortion), and
the inflexibility of the tests to alter the types of questions
depending on the client’s responses. Consequently, objective
tests should be used to supplement, not supplant, interview
and behavioral observation data.

Projective Tests

Projective tests, in general, are unstructured, disguised, and
global. Although certain administration and scoring systems
allow for the quantification of response scoring, extensive
training is required. Furthermore, psychologists often disagree
about the interpretations of clients’ responses. Unfortunately,
most projective tests fail to meet conventional standards of re-
liability and validity (Aiken, 2000; Lilienfeld et al., 2001). Pos-
sible obstacles to the clinical utility of these tests include low
validity coefficients of the instruments, the influence of situa-
tional factors on client’s responses, and clinician subjectivity in
scoring and interpreting responses. Thus, the lack of objectiv-
ity in scoring and the paucity of representative normative data
on projective tests, in our opinion, limit their use with an adult
clinical population. Their use is also limited because projective
tests may require more time to administer, score, and interpret
than many objective psychological tests, and the assessment
procedure is usually under strict time constraints.

It is important to note that both objective and projective
tests, by themselves, are typically insufficient in answering
referral questions, making differential diagnoses, or deciding
upon treatment recommendations. These three tasks can only
be effectively performed if the clinician develops a concep-
tual model of the client based on a hypothetical deductive
reasoning approach (Maloney & Ward, 1976) and if the
clinician utilizes multiple assessment tools, including tests,
interviews, and other sources of data. Clinicians seem to be
polarized as to whether they should use projective tests or
rely solely on objective measures. It is our opinion that within
the EBM, projective tests are not appropriate.

Clinical Judgment

The use of unstructured interviews (and even structured
interviews) introduces clinical judgment into the assessment



220 Psychological Assessment in Adult Mental Health Settings

process, thereby allowing for both expertise and greater
flexibility in clarifying and delving into areas that can pro-
vide relevant information in the assessment. However, clini-
cian bias can never be eliminated, and clinician skills may
affect interpretation. Thus, to adhere to the evidence-based
muiltimodal approach to assessment, clinicians should use
other assessment tools to evaluate and confirm their clinical
judgments.

Choosing the Tests to Use

In order to choose which tests to use, clinicians must be familiar
with the effectiveness and efficiency of the tests that could help
answer the referral question (Olin & Keatinge, 1998). Further-
more, clinicians should select tests that, together, measure a va-
riety of dimensions and are of importance for making treatment
recommendations (Beutler et al., 1994).

Four major considerations important in selecting which
tests to administer are the test’s psychometric properties,
clinical utility, client factors, and clinician variables (Olin &
Keatinge, 1998). The first two speak to the ability of the psy-
chological tests to answer the referral question based on an
evidenced-based approach, whereas the latter two consider
factors such as client ethnicity, age, level of education, func-
tional capacity, motivation, and clinician experience, all of
which may confound test results or interpretation. One must
also take into account the client’s ability to speak the lan-
guage in which the tests are written. For example, if the client
speaks Italian and is being assessed in an English-speaking
setting, the clinician can utilize versions of some self-report
questionnaires that have been translated into Italian and later
validated. It may also be necessary to use a translator and
modified versions of interviews and other self-report ques-
tionnaires. Furthermore, the client’s ability to remain focused
for extended periods of time must be taken into account. In
addition, the length of time required to complete the test must
be considered. The utility of the results must be weighed
against the time to administer the test and to score and inter-
pret the results.

During the assessment, the clinician may decide to add,
eliminate, or modify some tests if the client appears to have a
limited attention span or cognitive ability or to be functionally
illiterate. In addition, the emphasis of the assessment may
change depending on the symptoms the client describes and the
clinician’s impression. The assessment tools might change
accordingly. Finally, a number of tests contain validity scales
that measure inconsistent responding, response biases, exag-
geration of psychopathology, and feigning of memory or of
cognitive deficits. Consequently, the clinician should pay care-
ful attention to the validity scales included in tests such as the

MMPI-2 and the PAI. These tests allow the clinician to
determine whether the client is presenting an accurate picture
of his or her symptoms. If the results of the validity scales indi-
cate that the clinician should be concerned about the validity of
the results, the clinician can follow up with specific measures to
test for the exaggeration of psychological symptoms and cog-
nitive deficits. For example, if malingering is suspected, tests
specifically designed to assess symptom overreporting, such
as the Structured Interview of Reported Symptoms (Rogers,
Bagby, & Dickens, 1992) can assess the extent to which the
client is intentionally overreporting symptoms to attain sec-
ondary gains from the diagnosis.

Choosing the Number of Tests

Although the multimodal approach to assessment encourages
the use of more than one test, it does not specify the exact num-
ber of tests clinicians should use. The clinician must prevent
the assessment from becoming too cumbersome yet still obtain
enough information to provide an empirically supported diag-
nosis. Those tests selected should assess for the presence of the
primary disorder or problem as well as other disorders that
either share similar essential features or typically co-occur
(Olin & Keatinge, 1998). Although it is less time-consuming
and costly to use fewer tests, taking a multimodal approach
and using several objective tests allows for cross-validation,
assessment of a client’s responses to different situations, iden-
tification of previously unrecognized problems, and provision
of a more comprehensive evaluation (Olin & Keatinge). There
may be instances in which a focal assessment is more appro-
priate than a comprehensive one. However, given fewer time
and financial restraints, a comprehensive assessment is usually
considered better practice. On a note of caution, clinicians can
give too many tests, which can result in interpreting chance
effects as real (O’Neill, 1993).

In summary, employing a variety of assessment tests in a
systematic sample of situations, while being aware of the
possibility of bias in test selection and interpretation, as well
as knowing the degree of generalizability of test findings,
will help reduce misinterpretations and overgeneralizations
and provide a more comprehensive analysis of the client’s
functioning, thereby enhancing the clinical utility of psycho-
logical assessment (Aiken, 2000).

Integration and Interpretation of Tests

After each of the test results has been discerned, it is impor-
tant to interpret and integrate the results. Although each test
presents a discrete analysis of the client’s psychological func-
tioning, the results must be logically and coherently related to
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other test results and to the individual as a whole. The results
of any test should be cross-referenced with other test results,
interview findings, current behaviors, and client history to
search for convergence of symptoms, personality traits, cop-
ing and interpersonal styles, environmental situations, and
any other pertinent information that will guide diagnosis and
treatment recommendations. Discrepancies between results
can also provide valuable information.

Test interpretation involves integrating all the information
from the various test results into a cohesive and plausible ac-
count. Proficient integration of the tests should explain the
presenting problem, answer the referral question, and offer ad-
ditional information to clarify diagnoses and guide treatment.
Integrating psychological assessment results should also pro-
vide empirical support for the clinician’s hypothetico-deductive
reasoning skills, since integration of the tests strengthens some
hypotheses and invalidates others. Essentially, analysis of test
results and integration and interpretation of the tests enable the
clinician to make inferences and, ultimately, decisions concern-
ing the most appropriate care for the client.

O’Neill (1993) described three levels of test interpretation
that can help the clinician gain insight into the nature of the
client’s psychological status. First, the concrete level involves
interpretation that is limited to the subtest and subscale scores
and does not draw conclusions beyond the scores. Level two,
the mechanical level, is concerned with the pattern of sub-
scales and subtests, particularly significant differences be-
tween scores. Level three, the individualized level, involves
interpreting the test results in the context of a larger picture,
incorporating specific details that are particularly characteris-
tic of the client. This last level offers the best clinical inter-
pretation of the client and helps guide treatment goals.

In general, the primary goal of test integration is to dis-
cover what O’Neill terms the “internal connection” (1993),
that is, to use the test results in conjunction with the client’s
behavior and history to arrive at an understanding of the
client’s current state of psychological functioning. Further-
more, integrating the test results helps the clinician make
objective observations, infer internal psychological states,
make generalized descriptions about the client’s behavior and
functioning, and give probable explanations for the client’s
psychological difficulties.

ASSESSMENT PROCEDURE IN ADULT MENTAL
HEALTH SETTINGS: THE GENERAL APPROACH

A psychological assessment within an adult inpatient setting
can be of intermediate or extensive depth. The range of in-
formation required, the sampling of a number of areas of a

client’s life, series of psychological tests, and multiple sources
of information, all systematically collected and interpreted,
testify to the breadth and complexity of psychological assess-
ment in such a setting. This, in turn, generates a plethora of
information and recommendations. Olin and Keatinge (1998)
have proposed an 11-step model for the assessment procedure:
(a) determine the information needed to answer the referral
question(s), (b) identify who is to be involved, (c) obtain in-
formed consent and releases, (d) collect and examine medical
records, (e) identify what is to be measured, (f) identify and se-
lect appropriate measures, (g) administer assessment and mod-
ify as needed, (h) score measures and analyze and interpret
results, (i) seek consultation if necessary, ( j) write the report,
and (k) provide feedback to appropriate parties.

The Referral Question

Referral questions are the foundation of any psychological
assessment. They provide the rationale for conducting an as-
sessment and dictate the types of questions to ask and the se-
lection of psychological tests to be employed. The referral
question acts as a base around which all other information re-
volves, and it guides the entire assessment process, from the
choice of tests and test interpretation to diagnosis and treat-
ment recommendations. Typically, as the examiner starts to
clarify the referral question, the process of collecting and in-
terpreting data and formulating hypotheses has already begun
(Maloney & Ward, 1976). In essence, the referral question
sets the focus of the assessment, which in turn shapes the in-
formation gathered. The assessment process thus involves
linking the information with the problem (referral question)
by a configural web of explanations (O’Neill, 1993).

The nature of the referral question is dependent on the
severity and complexity of the client’s psychological symp-
toms and personality, as well as the goals and theoretical ori-
entation of the referring physician or other mental health
professional. The clinician must take into account who made
the referral and tailor the report to that person’s discipline and
level of expertise. Moreover, the potential use of the test re-
sults (e.g., disability insurance, workplace competency) must
be clarified and given careful consideration. Too often, the
referral question is relatively brief and vague, and it may ne-
cessitate contacting the immediate referral source to deter-
mine its nature. It is recommended that the referral form for
psychological evaluation include explicit questions about the
reasons, purpose, and potential uses of the test and whether or
not the patient consented to testing for such purposes.

Although psychological assessment can address a variety
of referral questions, there are several questions that psy-
chologists commonly encounter in assessing mental health
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inpatients. The following are examples of typical referral
questions: Clarify a previous working diagnosis or the refer-
ring physician’s impression of the client; differentiate the
client’s symptom presentation; identify the cause of the
client’s symptoms; and determine what characterological
features may be interfering with the client’s ability to engage
in treatment.

Unfortunately, psychologists may receive inappropriate
referral questions to which the assessment is unable to pro-
vide clear answers. In these situations the clinician must be
aware of the limitations of psychological tests and clearly
communicate these limitations to the referral source. Regard-
less of the nature and specificity of the referral question, an
effective psychological assessment should take a generic ap-
proach to any question and comprehensibly perform four
generalfunctions: diagnostic clarification of Axis I; diagnos-
tic clarification of Axis II, description of personality dimen-
sions, or both; description of the client’s coping mechanisms
and interpersonal styles; and treatment recommendations.

Preliminary Information

Sources of Information

Like any detective work, a psychological assessment involves
amassing preliminary information that will further guide the na-
ture of the assessment. Preliminary information about the
client’s history and current psychological state can be obtained
from many sources. Often, the clients themselves are asked to
provide this information, because it is helpful to understand
their impressions of their history and current problems. This
general information is typically gained using an unstructured in-
terview format. However, clients may have memory distortions
or biases and may wish to portray themselves in an overly posi-
tive or negative manner. Medical records should also be exam-
ined, because they contain pertinent information regarding
clients’ psychiatric histories, medications, previous treatments,
and working diagnoses. Furthermore, discussions with the
clients’ past and current mental health professionals may pro-
vide additional insight. Sometimes it is advisable to obtain in-
formation from family members or close friends of the clients.
This is particularly useful if the clinician suspects that the clients
are not portraying themselves in an accurate manner and if the
clinician desires insight into the clients’interactions in other en-
vironments. However, individuals close to the client may also
have their own biases and motives that must be considered.

In general, it is advisable that the psychologist obtain pre-
liminary information from both the client and the medical
and general (mental and physical) health care community
(usually through a review of the medical records) in order to

increase the reliability of the client’s symptom presentation,
obtain a more comprehensive picture of the client, and de-
termine whether there are any discrepancies that should be
addressed during the assessment.

Chronology of Psychological Symptoms

First and foremost, the psychologist should record the client’s
chief complaint, including current signs and symptoms of pre-
sentation. Equally important is recording symptom chronol-
ogy, which includes symptom onset and progress, as well as
changes in behavior, emotional state, mentation, and personal-
ity from the time the client was last considered well until the
current assessment (Halleck, 1991; Hertzman, 1984). This
should be followed by noting the relevant preceding events,
the length and severity of the problem, precipitants and effects,
patterns of recurrence, and past psychological treatments
(Halleck, 1991; Hertzman, 1984). In addition, a history of the
client’s previous hospitalizations and medications should be
obtained. Moreover, assessing the client’s current life situa-
tion, including family, living and working environment, and
stressors, and how these aspects contribute to the client’s
symptomatology, will help clarify the manner in which the
client’s symptoms developed and are being maintained.

Overall Client History

Obtaining information pertaining to the client’s develop-
mental, family, emotional, academic, vocational, social, eco-
nomic, legal, cultural, and medical history is also an essential
feature of psychological assessment. Such information pro-
vides an understanding of the subtleties of the client’s prob-
lems and the context in which they exist. Furthermore, this
information can help inform diagnosis, identify and clarify
stressors, and guide treatment.

Developmental and family history should include attain-
ment of developmental milestones, relationships among
family members, history of childhood abuse, and a family his-
tory of mental illness. Social history should contain informa-
tion about past and current friendships, intimate relationships,
sexual history, religious participation, social support, and
hobbies and activities. A basic appraisal of the client’s acade-
mic and vocational history should include details about the
client’s problematic academic areas, special education, grades
(including courses failed or skipped), best and worst subjects,
highest level of education completed, school behavior, ex-
tracurricular activities, attendance, occupational history, cur-
rent occupational status, and relationships with coworkers
and employers. A legal history pertains to any difficulties the
client has had with the law, and an economic history relates



Assessment Procedure in Adult Mental Health Settings: The General Approach 223

to the client’s financial status and stability. With respect to
cultural history, information should be obtained about the
client’s feelings of closeness, distance, or alienation from his
or her cultural group and about the beliefs and meanings asso-
ciated with the culture. Finally, a medical history should cover
previous head injuries, serious accidents or illnesses, surg-
eries, past and current medical problems, and medications
(Halleck, 1991; Hertzman, 1984; Olin & Keatinge, 1998).
This list is by no means extensive but, rather, provides a
guideline for discovering information that may be pertinent
to the client’s current psychological state.

Mental Status Examination

Additional preliminary information should be obtained by
conducting a Mental Status Exam (MSE). The MSE origi-
nated from medical interviews and is now commonly part of
psychological assessments. It is a summary of the client’s cur-
rent emotional and cognitive states and provides information
about the client’s current level of functioning and severity
of impairment. Information obtained from the MSE is vital
in that it describes the client’s level of functioning at the time
of testing. Key sections in the MSE include the following:
appearance, mood, affect, behavior and activity, intellectual
functioning, language, orientation, memory, attention, thought
processes (form and content), perception, dangerousness (in-
cluding suicidal and homicidal ideation), degree of impulse
control, insight, judgment, and emotional state (Aiken, 2000;
Halleck, 1991; Hertzman, 1984; Olin & Keatinge, 1998). The
presence of normal and the absence of abnormal processes
should be noted, as well as any observations of unusual,
strange, or significant thoughts, emotions, or behaviors.

Clarification of Axis I Diagnoses

Diagnostic clarification of an Axis I condition organizes
the presenting symptomatology into a framework in which the
nature, severity, and extent of the client’s problems can be un-
derstood and addressed. Many clinicians depend on the med-
ical chart and clinical interview to make Axis I diagnoses.
However, the ideal practice is to use a multimodal approach
and rely on several sources of information, including the
medical chart, unstructured interview, structured clinical in-
terviews, and psychological tests. Reliable diagnosis must
always rest on clear operational or behavioral criteria that can
be assessed by the clinician.

Interviews Used to Clarify Axis I Diagnoses

(For a more detailed discussion of clinical interviewing see
the chapter by Craig in this volume.) It is useful to begin an

assessment with an unstructured interview as a means of
surveying the client’s past experiences and chief complaints.
The art of an unstructured psychological interview is being
able to extract relevant information without interrupting the
client’s flow of thoughts (Hertzman, 1984). This should be
followed by semistructured or structured interviews that sys-
tematically assess whether the client’s symptoms meet the
criteria for any Axis I disorders. One widely used interview is
the SCID-I/P. The SCID-I/P assesses the presence and life-
time occurrence of current disorders, as well as severity and
chronology of symptoms. An important point to note is that
the SCID-I/P requires the use of some clinical judgment, be-
cause conflicting sources of information and open-ended re-
sponses must be evaluated, extrapolated, and coded based on
the client’s responses (Rubinson & Asnis, 1989).

Psychological Tests Used to Clarify Axis I Diagnoses

The information gathered from the interviews should be
supplemented by the results of both omnibus and specific psy-
chological tests. Examples of omnibus tests of general symp-
tom impairment include such inventories as the MMPI-2 and
the PAI. In particular, the MMPI-2 and PAI provide actuarial-
based clinical hypotheses for Axis I disorders. Although there
are a variety of other tests used to examine the presence of
Axis I disorders, we will focus on the MMPI-2 because it is
the instrument that is most widely used. As indicated earlier,
we believe that projective tests are not appropriate for an
evidenced-based approach for psychological evaluation, par-
ticularly in psychiatric diagnosis, and we do not recommend
their use. Consequently, we do not review their use in this
section. We realize, however, that many clinicians do use
them and have confidence in their validity and reliability.

The MMPI-2 is often used to clarify coexisting diagnoses,
validate the clinical impression of a client from the structured
interviews, assess emotional functioning, and obtain infor-
mation about the client’s level of psychopathology. The
MMPI-2 demonstrates good reliability and validity and pro-
vides rapid diagnostic information as well as information
about the client’s emotional and personality functioning
(Olin & Keatinge, 1998). In particular, the 10 clinical scales
are actuarially based, because they were developed to iden-
tify patients with specific psychiatric disorders. In addition, a
client’s profile pattern provides information about the indi-
vidual’s overall psychological structure. For example, con-
figural interpretation of clients’ code types can inform a
clinician about clients’ moods, cognitions, interpersonal rela-
tions, and other problem areas, as well as their symptoms and
personality characteristics (Greene, 2000). Similar informa-
tion can be obtained from the content scales and the recently
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developed Psychopathology Five personality scales (PSY-5;
Harkness, McNulty, & Ben-Porath, 1995). All of this infor-
mation is then used to formulate a diagnostic impression.
Furthermore, the MMPI-2 profiles and specific scales pro-
vide recommendations for treatment. As well, the MMPI-2
contains various critical items that provide insight into the
nature and intensity of clients’ symptoms. In particular, items
dealing with suicidal ideation and psychotic features high-
light issues that must be further considered and evaluated.
Garb (1984) and Finn and Butcher (1991) reviewed assess-
ment literature and concluded that the MMPI-2 has incre-
mental validity when added to an interview.

Clinicians should make themselves aware of measures that
assess specific symptoms. In fact, there is practically a test de-
signed for every disorder or psychological difficulty. These
tests may provide incremental validity or consensual validity
to omnibus tests. Examples of such specific tests are the State-
Trait Anxiety Inventory (Spielberger, 1983), the Beck Anxiety
Inventory (BAI; Beck, Epstein, Brown, & Steer, 1988), the
Hamilton Anxiety Rating Scale (Hamilton, 1959), the Post-
traumatic Stress Disorder Symptom Scale (Foa, Riggs, Dancu,
& Rothbaum, 1993), the Trauma Symptom Inventory (TSI;
Briere, 1995), the Maudsley Obsessional-Compulsive Inven-
tory (Hodgson & Rachman, 1977), the Beck Depression In-
ventory (BDI; Beck, Ward, Mendelson, Mock, & Erbaugh,
1961), the Hamilton Rating Scale for Depression (Hamilton,
1960), the Suicide Risk Assessment Scale (Motto, 1985), and
the Alcohol Use Inventory (Wanberg, Horn, & Foster, 1977).
However, the clinician must consider the efficiency of using
specific measures given that many omnibus tests are able
to assess a variety of specific disorders and psychological
difficulties.

Clarification of Axis II Diagnoses

Clients in an adult mental health setting may present with char-
acterological features that are contributing to, and possibly
even magnifying, the current state of psychological distress. If
these features are severe and are interfering in a client’s daily
life, they constitute a personality disorder. A comorbid Axis II
disorder also becomes a focus of intervention or a moderating
variable in the treatment of an Axis I disorder.

It is important to note that current research suggests that
Axis II diagnoses are not usually helpful in explaining pre-
senting symptomatology or in providing mental health care
professionals with information that will help guide the treat-
ment of the client. Furthermore, comorbidity of personality
disorders is a frequent occurrence and thus both an empirical
and clinical dilemma. Nonetheless, knowing about the pres-
ence of an Axis II disorder may, in some cases, be useful.

Personality psychopathology is typically clarified in
the adult clinical setting by identifying Axis II disorders.
Certain so-called normal personality traits that should also be
assessed include the client’s degree of likability, dependency,
passivity, aggressiveness, attention-seeking, controllingness,
and exploitativeness, as well as personal values and thoughts
about himself or herself and others (Halleck, 1991). Extreme
dimensions of these traits tend to be maladaptive and often
constitute criteria for personality disorders that can be assessed
using psychological tests for personality psychopathology.
As is the case with Axis I disorders, medical charts, unstruc-
tured and structured clinical interviews, and psychological
tests should be used to determine the presence of a personality
disorder.

Interviews Used to Clarify Axis II Diagnoses

There are several structured and semistructured interviews that
assess personality disorders, personality pathology, or both,
according to the DSM-IV criteria (see the chapter by Craig in
this volume). These include such instruments as the SCID-II
(First et al., 1997), DIPD (Zanarini et al., 1987), the Structured
Interview for DSM-IV Personality (SIDP-IV; Pfohl, Blum, &
Zimmerman, 1995), and the Personality Disorder Interview-IV
(PDI-IV; Widiger, Mangine, Corbitt, Ellis, & Thomas, 1995).
Interviews are particularly useful to clarify personality dis-
order diagnoses, because this format allows clinicians to
discern the chronology of clients’ symptoms and the effect
these symptoms have made on their interpersonal relationships
and their daily functioning and to determine how clients’ char-
acterological patterns are currently affecting their psychologi-
cal functioning.

Psychological Tests Used to Clarify Axis II Diagnoses

Similar to Axis I diagnoses, various self-report measures
designed to assess Axis II disorders exist, including the
Personality Diagnostic Questionnaire-4+ (PDQ-4 + ; Hyler,
1994), the SCID-II Personality Questionnaire (SCID-II-PQ;
First et al., 1997), and the Wisconsin Personality Disorders
Inventory (Klein et al., 1993). In addition, omnibus tests,
such as the MMPI-2 and PAI, contain sets of scales that di-
rectly assess the Axis II disorders (Somwaru & Ben-Porath,
1994) or provide actuarial-based diagnostic suggestions for
Axis II disorder psychopathology, for example, the MMPI-2
and the PAI. The Millon Clinical Multiaxial Inventory
(MCMI-III; Millon, 1993) also has scales specifically de-
signed to assess DSM-IV Axis II disorders, although Millon’s
conceptualization of these disorders differs slightly from
DSM-IV (Millon, 1981).
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Other self-report measures exist that measure personality
psychopathology traits other than those in DSM-IV. Many of
these measures are the direct outcome of different dimensional
models of personality psychopathology, developed to address
the well-known limitations of the DSM,Axis II categorical sys-
tem. These include the DimensionalAssessment of Personality
Psychopathology (DAPP; Livesley, 1998); the Schedule for
Non-Adaptive andAdaptive Personality (SNAP; Clark, 1993);
the Personality Psychopathology Five (PSY-5; Harkness et al.,
1995), which are measured with a set of MMPI-2 scales
(Harkness et al., 1995); and the Temperament and Character
Inventory (TCI; Cloninger, Przybeck, Svrakic, & Wetzel,
1994). Another alternative to the Axis II system has been to
apply existing measures of so-called normal dimensions of
personality to personality pathology, with extreme scores rep-
resenting clinically significant personality pathology when ac-
companied by psychological distress. Most prominent, in this
regard, is the Five-Factor Model of Personality (FFM; Costa &
McCrae, 1992), which has garnered considerable empirical
support and is thought by many researchers to be the best alter-
native to the Axis II system (Widiger, 1998). The revised NEO
Personality Inventory (NEO PI-R; Costa & McCrae, 1992)
measures the domains and facets of this model.

ASSESSMENT PROCEDURE IN ADULT
MENTAL HEALTH SETTINGS:
THE RECOMMENDED APPROACH

Our recommended approach to psychological assessment in
adult mental health settings is not intended to be the sole
method of assessment. Rather, it is presented as a model that
adheres to the foundations and goals of psychological assess-
ment. It is an approach that is both evidence-based and multi-
modal, thereby allowing for accurate and valid diagnostic
clarification and treatment recommendations. It is also im-
portant to note that our assessment approach adheres to a
multidimensional approach. Whenever possible, we incorpo-
rate clients’ biological, developmental, adaptational, and eco-
logical histories in our case conceptualizations.

In addition, it is important to note that with the increasing
cost of health care and the trend toward shorter hospital stays,
the psychological assessment procedure must be efficient. We
strive to contact the client or caregiver and begin testing within
two days of receiving the referral. Furthermore, the report is
usually written and presented to the referring physician within
two to four working days following testing (this is especially
the case for inpatient assessment, where longer hospitalizations
are costly). Nonetheless, we recognize the importance of en-
suring that the assessment process is thorough.

Review of Referral and Preliminary Information

Upon receiving a referral, we review it and proceed with
attaining extensive preliminary information. This process
includes contacting the referral source (typically a psychia-
trist) to gather information and clarify the referral question,
if necessary. Next, we review the client’s medical record so
as to have clearer insight into the nature of the client’s prob-
lems and to guide the assessment process by determining the
assessment tools that are necessary and sufficient to answer
the referral question.

Assessment Procedure

Before beginning any psychological assessment, we first
explain the process to the client, including who requested the
assessment, what is expected of the client, and what the client
can hope to gain by participating. We also insure that the pa-
tient clearly understands the reason for the referral, often
paraphrasing the referral question posed by the referral source
and obtain verbal informed consent to use the results from the
assessment to address the specific reasons for the referral.
Patients are then given the opportunity to pose any of their
questions. We then follow with an unstructured clinical inter-
view. Often these two steps allow us to build rapport with the
client, ease their anxieties, and motivate them to be open, hon-
est, and forthcoming with information. Moreover, beginning
with a general open-ended interview and then progressing to
more specific questions in a structured or semistructured for-
mat gives the client the opportunity to expand and focus on
whatever he or she is most concerned about at the moment.
We use the information attained from the unstructured inter-
view to determine which psychological symptoms require
further inquiry and to test for discrepancies between the
client’s self-report and other information sources. In essence,
the unstructured clinical interview assists us in generating and
testing (i.e., confirming, invalidating, or moderating) hy-
potheses about the client. In addition, the clinical interview
enables us to conduct firsthand observations and evaluations
of the client’s coping and interpersonal styles. These psycho-
logical features provide essential data that are used to assess
the client’s overall functioning.

Additionally, a specific component of this process in-
volves noting the client’s behaviors. Often, the assessment
situation represents a microcosm of the client’s behavioral
and psychological functioning. Thus, observation of the client
is an essential source of information, since it represents a
sample of the patient’s pattern of functioning and can reveal
some of the problems that brought the client to the assessment
in the first place (Kellerman & Burry, 1981).
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The second phase of psychological assessment involves
the use of structured interviews and objective self-report mea-
sures to clarify Axis I and Axis II diagnoses. These types of
assessment tools are used to assure that the assessment process
adheres to an evidence-based model that is grounded in empir-
ical data. As noted previously, such a process ensures that the
assessment outcome is valid and clinically useful, thereby en-
hancing the likelihood that clients’ symptoms, problems, and
distresses are correctly interpreted, that they are given accurate
diagnoses, and that they are provided with treatment recom-
mendations that are most likely to help them.

Axis I Diagnostic Clarification

Clients are often referred for psychological assessments be-
cause they are presenting with acute symptoms that are causing
distress or are impeding their functioning to an extent that war-
rants being admitted to a mental health setting as an inpatient.
Whereas some clients present with symptoms that are stereo-
typical of a specific disorder, often they present with symptoms
that appear to overlap across multiple disorders. The goal of the
assessment is thus to make a differential diagnosis that captures
and explains the nature of the client’s symptoms so that the
proper treatment can be established. Other clients have been in-
volved with the mental health care system for many years but
have never received a formal assessment or diagnosis. In this
case, our goal is to clarify the nature of the client’s symptoms,
again to be used as a guide for treatment.

Consistent with our objectives, our assessments aimed at
clarifying Axis I disorders are grounded on evidence-based
principles. All assessment tools we use have been subjected
to extensive empirical testing, meet acceptable standards for
reliability and validity, and provide actuarial-based data. Cur-
rently, the DSM-IV manual is the basis upon which diagnoses
are met, and clients must meet a certain number of criteria of
specific severity and duration in order to receive a diagnosis.
Consequently, we use the SCID-I/P (Patient Version 2.0;
First et al., 1995) to guide our diagnoses because it is derived
directly from the DSM-IV. This interview systematically and
comprehensively assesses for the symptoms and syndromes
of major mental illnesses, the results of which afford clinical
diagnoses based on objective and evidence-based informa-
tion. In particular, the SCID-I/P allows us to make differen-
tial diagnoses among overlapping and conflicting symptoms
and to examine whether a client’s presenting symptomatol-
ogy is better accounted for by another disorder or a medical
condition. For example, symptoms typically associated with
panic disorder with agoraphobia may be better explained as
the sequelae of posttraumatic stress disorder (PTSD; e.g.,
hyperarousal and avoidance) if the other diagnostic criteria

for PTSD are met. However, we are aware of the time con-
straints placed on the assessment process. Thus, we first use
the SCID-I/P screener to screen briefly for the presence or
absence of anxiety, substance abuse, and eating disorders. We
find this screener to be a valuable and time-efficient test,
because it determines which disorders should be further
questioned and which warrant no further investigation.

Establishing a chronology of symptoms is essential for
disentangling and clarifying diagnoses. As much as possible,
we obtain dates of symptom onset and get a clinical picture
of the course of client symptoms, including periods of remis-
sion, maintenance, and intensification. This information is
helpful in differentiating between similar disorders.

Although the SCID-I/P enables us to assess directly
DSM-IV diagnostic criteria, we supplement our assessment
with various objective tests so that our clinical judgments are
evidence-based. In so doing, we believe that we enhance the
validity of our diagnostic impressions. Given that the clinical
picture of the client is often quite complex, we seek valida-
tion of our clinical impressions from empirically supported
test results. Moreover, as we realize the potential impact of
diagnosing any client with a disorder, we recognize the im-
portance of providing accurate and valid diagnoses. With re-
gard to the assessment tools themselves, we use both general
and specialized measures, all of which have been empirically
validated for diagnostic use in a clinical population.

The one global test that we administer to almost all clients
is the MMPI-2, because it offers evidence-based interpretive
value to client’s symptoms. As discussed previously, the
MMPI-2 is an excellent example of a carefully developed
psychological test with attention to details of reliability,
validity, and normative information. Moreover, it provides a
great deal of information in a variety of areas of client func-
tioning. However, if the MMPI-2 is deemed invalid, the client
is often asked to complete an alternative inventory such as the
PAI. The PAI also has validity scales, can provide information
about both psychopathology and personality, and offers actu-
arial-based information about clients’ symptoms. Other self-
report measures we use include the BDI and the BAI, since
both provide indexes of the nature and intensity of clients’
current depressive and anxiety symptoms, respectively.

These general measures supplement the SCID-I/P, add
evidence-based information to the client’s clinical picture,
provide empirical support for a diagnosis, offer insight into
the client’s coping styles, and provide treatment recommen-
dations based on the client’s profile. However, the client may
present with specific problems that should be further investi-
gated by more specialized measures. For example, we often
encounter clients that meet diagnostic criteria for acute or
chronic PTSD. In such cases we typically administer the TSI
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to these clients in order to gain greater insight into the nature
and severity of their posttraumatic symptomatology. The TSI
also divides clients’ symptoms into factors that, in turn, help
clarify diagnosis and determine which types of symptoms
result in the most distress.

Axis II Diagnostic Clarification

Diagnostic clarification of Axis II disorders adheres to the
same rationale as that used to clarify Axis I disorders. That is,
we use an evidence-based multimodal approach when select-
ing tests and interpreting the results. Consequently, we base
our diagnoses directly on DSM-IV criteria and on empirically
validated and actuarial-based assessment tests. To ensure an
efficient testing process, we screen for Axis II disorders by
first administering the SCID-II Personality Questionnaire. If
clients meet the minimum required number of criteria for a
particular personality disorder, we follow up with either the
SCID-II interview or the DIPD. Assessing personality disor-
ders using an interview format is particularly advantageous
because it allows us to clarify whether the presenting symp-
tomatology has been present throughout a client’s life or
whether it is a recent manifestation reflecting the client’s cur-
rent psychological state or recent events.

As with the Axis I testing procedure, we supplement our
Axis II diagnoses with general objective tests. Although var-
ious personality inventories are available, we rely on the
NEO PI-R (Costa & McCrae, 1992). The NEO PI-R is ad-
vantageous because there are both self-report (first person:
Form S), other report (third person: Form R), and structured
interview formats available (Structured Interview for the
Five-Factor Model, SIFFM; Trull & Widiger, 1997). These
empirically based tests assess clients’ characterological psy-
chopathology and provide directions for treatment.

Personality Profile, Coping, Self-Concept,
and Interpersonal Styles

Clients’ personality profiles, coping styles, self-concept, and
interpersonal patterns provide insightful and extended infor-
mation that is directly pertinent to diagnosis and treatment
recommendations. Information gleaned from these areas of
a client’s psychological functioning serves several roles. First,
it clarifies diagnosis. Examination of actuarial-based interper-
sonal and coping patterns associated with particular disorders
can often assist with differential diagnosis. Second, the infor-
mation, especially that which relates to a client’s personality
style, offers added insight and clarification of Axis II person-
ality disorders, including clarification of symptom criteria, in-
tensity and duration of symptoms, and the pervasiveness of

clients’ symptoms in their everyday functioning. Third, this
information can provide insight into the extent of a client’s
distress, the manner in which a client attempts to handle and
adjust to difficulties, the effect that the symptoms have on sig-
nificant people in the client’s life, and the degree to which the
symptoms are affecting the client’s life. Fourth, integration of
the information helps summarize the client’s functioning,
problems, and strengths; clarifies the nature of the problem;
and encapsulates the client’s functioning as well as the role
that the client’s symptoms play in his or her daily functioning.
This insight, in turn, is a powerful tool in guiding treatment
recommendations.

The tests we use to assess clients’personality profiles, cop-
ing styles, self-concept, and interpersonal patterns include the
NEO PI-R, MMPI-2, PAI, and SIFFM. These tests are actuar-
ial-based measures of clients’ enduring attributes, stylistic
characteristics, and general personality structure. Of course,
one critical issue is whether the client has the capacity to read
at an appropriate grade level for these self-report inventories.
Typically, we do not assess formally for reading level but do
have the patient read out loud three to five questions from
each of the tests. If we determine sufficient capacity, we pro-
ceed. If the reading level is not adequate, we administer the
tape recorded versions of the MMPI-2 and PAI and adminis-
ter only the SIFFM to assess personality.

Treatment Implications and Recommendations

Finally, the information we obtain from clinical structured and
unstructured interviews, objective test results, behavioral
observations, and additional information from client chart re-
views is integrated and interpreted. In effect, the initial prob-
lems of the client “have been given a context that serves as
a . . . map in which the relevant details of the problem can be
made visible and related to each other” (Kellerman & Burry,
1981, p. 4). In addition, the relations among the client’s
responses, the client’s meanings, and the situational context
are all assessed and integrated. This integration provides the
most valid indicator of whether the client is suffering from a
disorder and, if so, the type of disorder (Wakefield, 1998).
Each detail of the client’s symptoms, behaviors, and history is
encapsulated into larger concepts that are then organized in re-
lation to one another. Thus, the presenting problem is demon-
strated to be part of a larger system that includes the client’s
history, personality, coping style, and interpersonal pattern
of relating to others. This integration reveals the meaning of
the presenting symptoms and provides both information and
guidelines in the treatment of the initial problem. Again, we
stress that the integration and interpretation of a client’s psy-
chological status must be validated by empirical data.
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As previously stated, the conceptualization of each client,
including his or her diagnoses, symptoms, behaviors, and char-
acterological patterns, is used to provide treatment recommen-
dations. The nature of the recommendations depends on the
client and on the referral question. Based on our experience,
treatment recommendations tend to focus on several areas, in-
cluding recommending a medication review, commencing a
certain therapeutic intervention or changing current treatment,
or discussing suitability for therapy. Additional information
tends to pertain to the client’s prognosis and preexisting fac-
tors, as well as precautions and restrictions.

SKILL SETS AND OTHER ISSUES TO CONSIDER
IN PSYCHOLOGICAL ASSESSMENT

Clinicians must be familiar with the following set of issues so
as to provide the most effective psychological assessments. It
is important to note that clinicians must have numerous skills
in order to be proficient in psychological assessment. The fol-
lowing section, although not inclusive, highlights several of
these skills that we feel are critical for accurate, insightful, and
beneficial assessment of adult patients in a psychiatric setting.
Clinicians must first be able to define and clarify the referral
question. Clinicians also must possess psychological knowl-
edge about a variety of psychopathology and personality con-
tent areas so they can be attentive to important and relevant
areas of client functioning, know the relevant data to collect
and the methods to obtain this data, and recognize the meaning
of test results. With specific reference to the client, clinicians
must possess the ability to obtain accurate descriptions of
abnormal behavior from the patient or other sources, have an
extensive and comprehensive understanding of the patient’s
history, and determine when patients are presenting insuffi-
cient or inaccurate information. Clinicians must additionally
possess proficient interpersonal skills, such as establishing a
professional relationship and trust with the patient, acting as a
participant observer, knowing how to ask questions about
inner experiences that the patient will be able to understand
and answer, being aware of the patient’s interaction with self
and others, and engaging in skillful interviewing.Another area
of expertise involves the ability to effectively interpret inter-
views, behavioral observations, and test results; draw valid
inferences; determine how behavioral and experiential diffi-
culties may be related; and, finally, consider, evaluate, check,
and integrate the data from the various sources in develop-
ing the results, diagnosis, and treatment recommendations
(Halleck, 1991; Maloney & Ward, 1976).

Second, an integrated approach to psychological assess-
ment must involve specifying the effects of situational

variables on clients’ symptomatology and behavioral patterns.
Clinicians must examine and evaluate potential situational
elements and how they interact with the client’s cognitive,
emotional, and behavioral functioning. Thus a psychological
assessment should include the nature, intensity, and duration of
the demands placed on the client (Maloney & Ward, 1976).

Mental disorders are often influenced by a client’s physi-
cal, social, and interpersonal environment. Consequently, the
nature of a client’s environment, particularly psychological
stressors, is an important source of information to obtain in a
psychological assessment. Common environmental stressors
include marital, familial, financial, occupational, legal, and
physical difficulties. Other stressors to examine include spe-
cific events, such as a natural disaster or a life cycle transi-
tion. The Axis-IV of DSM-IV addresses such environmental
factors. Unfortunately, despite their importance and contribu-
tion to the onset, maintenance, and exacerbation of a client’s
current psychological symptoms, these factors are often not
considered in the assessment process.

The interaction between an individual and his or her envi-
ronment as it relates to mental illness is complex in nature.
When individuals behave in a certain way, they have an impact
on their surrounding environment. Unfortunately, responses to
an individual with a mental disorder often create new stresses
for that individual, thereby perpetuating a cycle of increas-
ing stress. Conversely, some symptoms can elicit reinforcing
responses from the surrounding environment, thus making the
symptoms difficult to treat (Halleck, 1991).Assessing a client’s
environment, and obtaining knowledge of the relationship
between the individual and his or her environment can help
explain the nature of the client’s symptoms and even guide
therapeutic interventions. Halleck (1991) suggests obtaining
this information through three general types of inquiries,
namely how characteristics of the client’s environment ad-
versely influenced the client, how characteristics of the client
interfered with his or her capacity to meet environmental ex-
pectations, and how the environment responded to the client’s
deficiencies. In addition, clinicians must attempt to distinguish
between paranoia and appropriate and justified reactions to sit-
uations that may have occurred (although the client may be un-
able to corroborate these situations) and to distinguish between
deleterious personality styles and appropriate reactions to diffi-
cult situations.

Third, one common goal of adult assessment is to make
differential diagnoses and attribute a client’s symptoms to
specific disorders. It is important to be familiar with the key
diagnostic signs that differentiate disorders that have similar
criteria (Olin & Keatinge, 1998).

Fourth, a related challenge in adult assessment is the issue of
multiple diagnoses. Often, both inpatients and outpatients meet
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diagnostic criteria for more than one diagnosis, particularly
Axis II disorders (Barron, 1998). This raises several important
questions. First, what is the clinical utility in making multiple
diagnoses? Second, what are the treatment implications?
If the client presents with comorbid disorders, how are they
treated?

Fifth, another issue in psychological assessment is that a
comprehensive intake must include ascertaining information
about the clients’past and present medications, as well as deter-
mining possible misuse (under- or overmedicating). Clients’
reactions to, and the side effects of, their medications can eas-
ily influence their presenting symptomatology. Thus, clients’
medication may confound diagnostic impressions.

Sixth, another important issue is that of discrepancies. Test
scores can sometimes lead to conclusions opposite to those ob-
tained from test behavior, background information, and previ-
ous tests (O’Neill, 1993). Moreover, actuarial and clinical
judgments may conflict, as can patient self-report and either
test results or clinical impression. This is particularly prob-
lematic if the discrepant information influences the conclu-
sions drawn. Clinicians must examine the validity of the test
results and other potential reasons (e.g., test behavior) for the
inconsistencies before documenting them in the report.

Thus, the accuracy of client reports (self-reports or
interviews) must also be considered. Even when clients are
skillfully interviewed, their reports may be insufficient,
inaccurate, or distorted (Halleck, 1991). They may bias or
present misleading information, either unknowingly or pur-
posefully, or may be experiencing problems with their mem-
ory either independent of, or associated with, their presenting
symptomatology. Moreover, clients’ motivations for report-
ing their symptoms often influence the accuracy of their
communications.

Regarding underreporting or withholding information, un-
intentional factors include poor cognitive or expressive ca-
pacities to communicate essential information and high levels
of anxiety during the assessment that diminishes a client’s ca-
pacity to think and communicate clearly (Halleck, 1991). In
contrast, some clients intentionally choose to withhold infor-
mation to avoid humiliation, the discovery of previously
hidden shortcomings, and the revelation of personal inade-
quacies in order to prevent the often accompanying feelings
of shame and fear (Halleck, 1991). Furthermore, clients may
withhold information if they are skeptical or distrustful of the
psychologist (which may relate to paranoia) or feel that they
will be blamed for willfully creating their symptoms.

A more common occurrence is the tendency for clients to
overreport their symptoms and exaggerate their level of dys-
function. Again, the motivation for symptom exaggeration
can be either unintentional or intentional. Unintentional

overreporting is often attributed to distorted memories. Fur-
thermore, people who are seriously depressed or diagnosed
with personality disorders or somatoform disorders may un-
consciously exaggerate their symptoms (Halleck, 1991). In
contrast, potential gains for intentionally exaggerating one’s
symptoms include the attention and nurturance of loved ones
or medical personnel, a social or interpersonal advantage,
power over their physicians, forensic reasons, and receiving
disability compensation. Furthermore, individuals who expe-
rience memory loss or a factitious disorder may confabulate
(Halleck, 1991).

During psychological assessments, certain cues can help
alert the psychologist as to whether clients’ reports may be
inaccurate. Such cues include brief answers to questions even
when clients are encouraged to expand their answers; inabil-
ity or unwillingness to provide details of symptomatology
history; presentation of contradictory information; attempts
to take control of the interview; descriptions of symptomatol-
ogy that are unusual in terms of severity, type, or frequency;
denial of universal experiences such as sometimes feeling
angry or sad; and presentation of an excessively idyllic or
abysmal situation (Halleck, 1991). Furthermore, clinicians
can review validity scales on psychological tests to help de-
termine whether clients are reporting accurately.

A specific form of symptom overreporting is malingering.
DSM-IV defines malingering as the voluntary presentation of
false, or grossly exaggerated, physical or psychological
symptoms. Psychologists should be alerted to the possibility
of malingering if any of the following are present: a medical
or legal context to the referral, discrepancy between objec-
tive findings and reported symptoms, compliance problems, a
high number of obvious and improbable symptoms, symp-
toms that have an unlikely course and severity, sudden onset
with vague and inconsistent symptoms, inconsistent test re-
sults, an inexplicable decrease from premorbid functioning,
and significant gains associated with being impaired (Olin &
Keatinge, 1998).

Clinicians should be particularly attentive to signs of ma-
lingering when conducting assessments requested from do-
mains such as insurance companies, because these patients
may receive secondary gains from presenting with severe
symptomatology. When considering malingering, one must
distinguish between symptom exaggeration and symptom
fabrication, as well as between conscious and unconscious
distortion of symptoms. In addition, when assessing whether
a client may be overreporting, either generally or in reference
to symptoms associated with a specific disorder, the clinician
should be cognizant that according to analogue research, it is
easier to detect global fakers than specific fakers (Berry, Baer,
& Harris, 1991; Berry, Wetter, & Baer, 1995). Malingering
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may also be more difficult to detect if clients are coached
by other individuals (Rogers, Bagby, & Chakraborty, 1993;
Storm & Graham, 2000) and as they gain more knowledge of
mental disorders and the validity scales embedded within
many questionnaires. A final issue in the assessment of ma-
lingering relates to the significant and serious consequences
of such a diagnosis. Thus, the clinician must recognize the
damage of a false positive error and consequently ensure that
there is considerable evidence to support a malingering diag-
nosis. However, one must also consider that the failure to
diagnose malingering results in the expenditure of a great
deal of money—money that is therefore not available to those
who are in genuine serious distress.

Seventh, another aspect of assessment that can be chal-
lenging is distinguishing between chronic personality traits
and current symptomatology. Clients are often unable to dis-
tinguish between the two, especially if they are in an acute
state of distress. In addition, they may be unable to recall
much of their childhood, or they may be experiencing overall
difficulties with memory. It is important to clarify with clients
when you are questioning them about lifelong symptoms and
when you are inquiring about current problems. We strongly
advise clinicians to obtain several examples from their clients
that can be dated in order to formulate more accurate client
conceptualizations and chronology of symptoms.

Eighth, sometimes psychological testing of Axis I and
Axis II disorders requires additional screening for neuropsy-
chological disorders that might be mediating or moderating a
client’s psychological profile and pattern of functioning. For
example, early stages of dementia are often marked by the
presence of depressive and anxiety symptoms. Whenever a
clinician suspects the presence of a neuropsychological dis-
order, clients should receive a full neuropsychological bat-
tery. The results of neuropsychological assessments can
guide diagnoses and affect treatment recommendations.

Conversely, neuropsychological assessments should as-
sess clients’ current mood, because the presence of psycho-
logical symptomatology, particularly depressive symptoms,
can influence test results and interpretations. Thus, clients
should receive a comprehensive clinical interview assessing
for the presence of psychological symptoms, and they should
be screened for Axis I disorders. The results of such a psy-
chological assessment should then guide interpretation of
neurological findings.

Ninth, clinicians must also keep in mind the limitations of
diagnosis. Psychological diagnoses cannot always provide
specific guidelines for treatment, because most mental disor-
ders are classified descriptively on the basis of behavior and
experience, rather than etiologically, as has been the practice
of medicine. Because mental disorders often have multiple

etiological pathways, including both genetics and the envi-
ronment, the best we can do is classify them on the basis
of their clinical features that over time, and with substantial
empirical research, have been associated with particular out-
comes (Halleck, 1991). Consequently, there is no linear path
between diagnosis and treatment.

Regardless of such limitations, clinicians often confer di-
agnoses or are even legally obligated to diagnose. Moreover,
they may provide an overall description of the client, includ-
ing their clinical impressions. When writing their reports,
clinicians must take into account the fact that the client may
have access to the report. That is, the clinician must recog-
nize the consequences of using labels (including diagnoses)
and negative statements to describe the client.

Tenth, another issue pertaining to psychological assess-
ment is the multiple roles of the psychologist. Within an in-
patient setting, the psychologist conducting an assessment
has numerous roles and relationships that can affect the as-
sessment process and outcome. First and foremost, the clini-
cian has a unique relationship with the client. Second, the
clinician is involved in a teaching relationship with the refer-
ring psychiatrists or other mental health professional. The
clinician is responsible for communicating the results and
recommendations in as succinct but comprehensive a form as
possible. However, even in this role, the clinician is advocat-
ing for the client, by ensuring that the client’s difficulties and
needs are clearly articulated and will be subsequently ad-
dressed by the treating mental health professional(s).

Finally, psychologists must note that they can only provide
recommendations for possible treatment.Although the end re-
sult of a psychological assessment can provide extensive and
invaluable information about the client’s psychological pro-
file, style of functioning, strengths, and weaknesses, as well
as guiding treatment recommendations and predicting out-
comes, the utility of the assessment depends on the referring
physician’s judgment. Unfortunately, we can only provide di-
agnoses and recommend possible treatments. The outcome of
the assessment and the potential benefit to the client are ulti-
mately in the hands of the referring psychiatrists.

ISSUES SPECIFIC TO THE PSYCHOLOGICAL
ASSESSMENT OF INPATIENTS IN THE MENTAL
HEALTH SETTING

There are also some issues regarding psychological as-
sessment that are particularly relevant to assessing inpatients
in adult mental health settings. First, unfortunately, time
constraints may dictate the depth and breadth of psychological
assessments. Clinicians find themselves having to triage
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because of the cost of keeping inpatients at the facility and the
fact that clients often stay at the facility for short periods of
time. Consequently, a comprehensive, in-depth assessment
that measures all aspects of a client’s psychological function-
ing, including current symptomatology, history, chronic diffi-
culties, coping patterns, interaction styles, personality, and
environmental factors, is rarely done. However, we feel that
despite the time constraints, a psychological assessment should
be as inclusive and comprehensive as possible, in order to best
answer the referral question, make a diagnosis, and provide
accurate treatment recommendations. To demand any less than
this can cause great risk, detriment, and harm to the client.

Second, it is important to note that the severity of clients’
psychopathology may affect their self-reports, both within
the interview and on psychological tests. Many clients who
are in an acute state of distress tend to generalize and over-
pathologize their symptoms, to the extent that results from
various instruments, such as the MMPI-2 and the PAI, be-
come invalid. It is important for the clinician to tease apart
the most salient problems from the client’s tendency to use
the psychological assessment as a cry for help.

Third, comorbidity of psychological disorders is high
within the adult clinical population.  Another problem is de-
termining which disorder should be addressed first in treat-
ment, particularly since the symptomatology, etiology, and
environmental factors influencing one disorder may also pre-
sent in another disorder. Of particular concern to the adult in-
patient population is the high prevalence of substance abuse
or dependence disorders in conjunction with another Axis I or
Axis II disorder. Clinicians assessing inpatients should al-
ways test for possible substance abuse, because this affects
the treatment plan and likely outcome for the client.

Fourth, another critical area to assess is the client’s risk of
harm to self and others, particularly with respect to suicidal
ideology. This matter should not be taken lightly. Any suici-
dal ideation, plan, or intent should be documented and the
appropriate measures taken to decrease the risk of harm. Fur-
thermore, it is important that the clinician examine specific
stressors, events, or other variables that are likely to increase
a patient’s risk of suicide.

Fifth, in psychiatry, an analysis of the influence of the en-
vironment on a patient’s symptomatology is indispensable.
Research suggests that the environment (both positive and
negative) exerts an impact on symptom occurrence, develop-
ment, and maintenance (Clarkin & Mattis, 1991; Halleck,
1991). The environment also exerts a long-term influence on
the patient’s experiences and behaviors that in turn can con-
tribute to the patient’s current psychological state or can
develop into certain personality dimensions that complicate
symptomatology (Halleck, 1991). The relationship between

environment and symptoms is acknowledged in the DSM-IV
Axis IV. Even more important, understanding a patient’s
social, developmental, and familial history can guide thera-
peutic interventions.

It is our opinion that adult inpatients are experiencing
a greater number of, and often more intense,Axis IV problems,
particularly in the areas of interpersonal difficulty, financial
constraints, and employment difficulties. This observation
highlights the multidimensional nature of psychopathology,
specifically that people’s surrounding environmental situations
and constraints often influence the onset, severity, mainte-
nance, and outcome of their psychological symptoms. As pre-
viously mentioned, Axis IV difficulties must be given strong
consideration and value in a psychological assessment.

CONCLUSION

Formulation has been defined as the process by which we sys-
tematically, comprehensibly, and objectively assemble and
integrate available information to arrive at an understanding
of what is happening with the patient (Hertzman, 1984). It is
essentially a working hypothesis upon which we base our di-
agnoses and treatment recommendations. Hertzman recom-
mends integrating the patient’s symptoms, functions with
which the symptoms interfere, history, premorbid personality
structure, external stressors, and defenses and coping styles
into a working formulation, which in turn guides diagnostic
impression and treatment suggestions.

An effective psychological assessment should have high
clinical utility. All of the information obtained about a client’s
symptomatology, personality, and coping and interpersonal
styles within a psychological assessment should be used to
guide treatment recommendations.
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Although most children receive mental health services be-
cause some concern has been raised regarding their emotional
and behavioral adjustment, these mental health services are
provided in a variety of settings by a variety of professionals.
Core evaluation and treatment services may be provided by
educational or health care organizations through outpatient
clinics, inpatient facilities, or residential care agencies. Such
services may be supported by an annual institutional budget
from which resources are allocated on some rational basis, or
each service may be available only to the extent to which
associated expenses can be reimbursed. The latter consid-
eration is always of central importance in private practice
settings that provide the majority of fee-based or insurance-
reimbursed mental health care. Psychological assessment ser-
vices may be routinely integrated into intake evaluation,
treatment planning, and subsequent outcome review, or may
be obtained on a referral basis.

Routine psychological assessment in child mental health
settings focuses on the identification and quantification of
symptom dimensions and problem behaviors and the collec-
tion of information relevant to the development of treatment
strategies. In contrast, psychological assessment provided in
response to referral may incorporate any of the varied testing

methodologies appropriate for the understanding of youth.
Of necessity, routine assessment is designed to be cost and
time efficient, requiring relatively narrowly defined skills that
are easily acquired. The information provided in such routine
assessments must be easily understood and applied by the
variety of mental health professionals who evaluate and treat
children, adolescents, and their families. This chapter pro-
vides a detailed discussion of the forms of psychological
assessment that can be either applied routinely or integrated
into assessments designed to answer specific diagnostic
inquiries.

Psychological assessment services requested by referral
are usually provided by, or under the supervision of, doctoral-
level psychologists with specialized training who are certified
or licensed to provide mental health services independently.
For example, the training necessary to provide assessment
with projective techniques or neuropsychological assessment
requires specific graduate or postgraduate coursework and
considerable supervised clinical experience delivered within
structured practica, internships, and postdoctoral fellowships.
Referral for psychological assessment is often requested
to achieve an effective differential diagnosis. Such refer-
rals are made following the collection of a complicated and
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contradictory history obtained from parent and child inter-
view or subsequent to completion of an ineffective course
of treatment.

Surveys of senior doctoral psychologists who maintain
specific professional memberships often associated with the
use of psychological testing or who conduct research using
psychological tests provide some insight regarding valued
tests and test-related procedures. Two of these surveys,
conducted in 1990 and 1998, have focused on the provision
of assessment services to adolescents (Archer, Maruish,
Imhof, & Piotrowski, 1991; Archer & Newsom, 2000). The
first of these surveys noted the prominence of the Wechsler
intelligence scales, Rorschach Inkblot Method, Bender-
Gestalt Test, Thematic Apperception Test, Sentence Comple-
tion Test, and Minnesota Multiphasic Personality Inventory,
often (84%) also administered in a standard battery. The most
recent of these surveys suggests the continuing prominence
of all but the Bender-Gestalt, the growing use of parent and
teacher rating scales, and the influence of managed care in
discouraging the use of the most labor-intensive procedures
in psychological testing. Unfortunately, such surveys identify
neither the degree to which youth receiving mental health
services are evaluated using psychological tests, nor the con-
text of such applications (e.g., differential diagnosis, treat-
ment planning, outcome assessment).

MENTAL HEALTH EVALUATION OF YOUTH

This chapter focuses on the ways in which the evaluation of
the adjustment of children and adolescents benefits from the
use of objective rating scales and questionnaires. The routine
use of such procedures within mental health settings supports
the primary mission of evaluation and treatment, although
other assessment techniques make a positive contribution in
this regard. The evaluation of child and adolescent adjust-
ment may benefit from the additional application of projec-
tive techniques (cf. Exner & Weiner, 1982; McArthur &
Roberts, 1982), the evaluation of cognitive and academic
dysfunction, and the assessment of family status. Such efforts
are applied to gain a fuller understanding of a child’s adjust-
ment, to arrive at an accurate differential diagnosis, to sup-
port treatment planning, and to monitor ongoing efforts. The
case examples in Lachar and Gruber (2001) demonstrate
the considerable contribution that projective techniques,
psychoeducational evaluation, and neuropsychological as-
sessment may make to the understanding of child adjustment,
although any examination of the issues involved in such ap-
plications would merit a separate chapter. The overall goal of
this chapter is to examine the routine application of objective

methods in youth evaluation and treatment, and to discuss in
some depth the issues related to such application.

Characteristics of Children and Adolescents

The evaluation of youth is substantially different from the
comparable evaluation of adults by mental health profession-
als. Children function in uniform social contexts and consis-
tently perform in standard contexts. That is, they are routinely
observed by parents and other guardians, and once they reach
the age of 5 years, spend a substantial amount of their lives in
the classroom and pursuing school-related activities. Many
behavioral expectations are related to a child’s specific age,
and childhood is characterized by the attainment of a succes-
sion of developmental, academic, and social goals. Children
and adolescents typically are not self-referred for mental
health services, but are referred by parents and teachers.
Problems in child adjustment are usually defined and identi-
fied by adults, not by the child. These adults are routinely in-
volved in assessment and treatment, because treatment efforts
routinely incorporate modification of the home and classroom
environments (cf. LaGreca, Kuttler, & Stone, 2001).

Developmental and Motivational Issues

The Dimensions and Content of Adjustment Problems

The same or quite similar core presenting symptoms and prob-
lems may be associated with different diagnoses. Presenting
problems such as inattention may suggest the presence of
attention-deficit/hyperactivity disorder (ADHD), depression,
anxiety, defective reality testing, a learning disability, or an
acquired cognitive deficit. The same core disability may be
demonstrated by quite different symptoms and behaviors at
different ages, problem behaviors may change substantially
with maturation, and problems may appear as a consequence
of a prior untreated condition.

Psychosocial Development

Young children are routinely characterized as unable to con-
tribute meaningfully to the assessment process through the
completion of self-report questionnaires (Ammerman &
Hersen, 1993). Children under the age of 10 have not been
reliable reporters of their own behaviors (Edelbrock, Costello,
Dulcan, Kalas, & Conover, 1985). Relevant challenges to test
construction and test application most certainly include nor-
mative limitations of a child’s age-appropriate language com-
prehension and reading skills. The task of self-evaluation
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and self-description may also be compromised by a funda-
mental developmental immaturity in the understanding of the
principles of psychosocial adjustment. Hence, developmental
immaturity represents a challenge to test validity because of
the presence of inadequately developed introspective skills,
such as a lack of appreciation for the relation between
thoughts and feelings (cf. Flavell, Flavell, & Green, 2001).

Intrinsic Motivation

In contrast to adults who request services from mental health
professionals, children and adolescents seldom request such
assistance. Children are unlikely to find the completion of a
self-description of adjustment consistent with their expecta-
tions and are unlikely to experience completion of such a ques-
tionnaire as positive. It is quite reasonable to anticipate that
most youth will not be motivated to contribute information
that is useful in the diagnostic process. In the mental health set-
ting, youth contribution to a formal test-based assessment
process may be even more problematic. Youth are frequently
referred to mental health professionals because they have been
unwilling or unable to comply with the requests of adults.
Such youth frequently also present with cognitive or academic
disabilities that represent additional obstacles to the use of
formal assessment techniques.

UNIQUE CHALLENGES OF THE MENTAL
HEALTH SETTING

Assessment of Comorbid Conditions

Comorbidity, the simultaneous occurrence of two or more un-
related conditions, is very commonly observed in youth eval-
uated in mental health settings. This expectation of comorbid
conditions should be seriously considered in the conduct of
initial evaluations. Comprehensive multidimensional eval-
uations of adjustment, and therefore the use of tests that
simultaneously assess multiple dimensions of problematic
adjustment (or multiple unidimensional tests that provide
comparable information) are employed by mental health pro-
fessionals because of the nature of the problems of the youth
they evaluate. Children and adolescents troubled by multiple
disorders are most likely to be assessed by a mental health
professional because the probability of referral of such a child
is determined by the combined likelihood of the referral for
each separate disorder (Caron & Rutter, 1991). This referral
bias has been demonstrated by clinical interviews and in
the separate application of standardized questionnaires com-
pleted by parents, teachers, and students (McConaughy &

Achenbach, 1994). It is therefore always reasonable to as-
sume that conditions other than the one presented as the pri-
mary problem are contributing to the referral process and
influencing current adjustment; this possibility must be con-
sidered in the selection of assessment procedures. In addition,
it is important to consider the developmental implications of
current conditions, in that the presence of specific unresolved
problems may increase the subsequent likelihood of other
specific conditions.

It is important to be alert to the possible presence of the
various conditions that are frequently comorbid in youth seen
by mental health professionals. Considerable effort has been
applied in identifying frequent patterns of comorbidity. For
example, as many as two thirds of elementary school children
with ADHD referred for clinical evaluation have been found
to have at least one other diagnosable psychiatric disorder.
Measurement and treatment of these other disorders are often
of comparable importance to the assessment and treatment of
ADHD itself (Cantwell, 1996). Such comorbid conditions
may delineate meaningful subgroups of children with ADHD
(Biederman, Newcorn, & Sprich, 1991). Even studies of non-
referred samples demonstrate that the majority of children
with ADHD also qualify for an additional disruptive behavior
disorder (e.g., oppositional defiant disorder [ODD], conduct
disorder [CD]). These patterns of comorbidity are more com-
mon in boys than girls, are associated with increased severity
and persistence of symptoms, and have negative implications
for future family and societal adjustment (Jensen, Martin, &
Cantwell, 1997). Internalizing disorders (anxiety, depres-
sion) are frequently diagnosed in children with ADHD; this
pattern of problems appears to have important implications
for treatment effectiveness. The presence of comorbid inter-
nalizing symptoms decreases the likelihood of positive re-
sponse to stimulant medications (cf. Voelker, Lachar, &
Gdowski, 1983) and suggests the need to consider alternative
treatment with antidepressants. Jensen et al. (1997) noted that
underachievement, Tourette’s syndrome, bipolar disorder,
and a variety of medical conditions should also be considered
as possibly comorbid when ADHD has been established as a
current diagnosis (see also Pliszka, 1998).

Conduct disorder and ODD demonstrate substantial
comorbidity in epidemiological studies and obtain rates of
comorbidity in excess of 90% in referred samples. Some
authors have even considered these two diagnostic categories
not to be independent phenomenon, but points on a contin-
uum, perhaps representing variation in developmental stage
and symptom severity (cf. Loeber, Lahey, & Thomas, 1991;
Nottelmann & Jensen, 1995). The majority of referred chil-
dren with CD or ODD also meet the diagnostic criterion for
ADHD. Comorbid internalizing conditions are less frequent,
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although gender may play a role. Girls are more likely than
boys to have a comorbid internalizing condition at any age.
The co-occurrence of depression is more likely in preadoles-
cence for boys, and such comorbidity in girls increases sig-
nificantly with age. Indeed, the majority of referred youth
(except for adolescent boys) with CD have one or more addi-
tional diagnoses (Offord, Boyle, & Racine, 1991). Comorbid
anxiety may be associated with fewer CD symptoms of ag-
gression, whereas comorbid depression is associated with in-
creased risk for suicidal behavior (Loeber & Keenan, 1994).
Conduct disorder is also often associated with substantial aca-
demic underachievement (Hinshaw, Lahey, & Hart, 1993).
The conjoint presence of CD and depression may represent an
even greater risk for a variety of problems than is represented
by each condition alone. These problems may include sub-
stance dependence, academic problems, problematic social
competence and peer relationships, a predisposition not to
experience positive emotions, treatment seeking, treatment
resistance, and increased long-term negative implications
(Marmorstein & Iacono, 2001).

The comorbidity of depression and anxiety is substantial
in clinically referred youth (Brady & Kendall, 1992). Indeed,
substantial evidence exists that anxiety and depression are
part of a broader construct of emotional distress in children
and adolescents (Finch, Lipovsky, & Casat, 1989; King,
Ollendick, & Gullone, 1991). Anxiety may more frequently
appear before depression, and their joint occurrence suggests a
higher degree of disability. Many of these youth have a comor-
bid externalizing disorder. ADHD occurs with anxiety or de-
pression 25 to 33% of the time, whereas CD or ODD is present
at least 50% of the time (Nottelmann & Jensen, 1995).

Multidimensional inventories may be especially valuable in
the assessment of children with a known disability. For exam-
ple, comorbid conditions in youth classified as mentally
retarded are typically underdiagnosed (Nanson & Gordon,
1999). This phenomenon is so prevalent that unique descriptive
labels have been proposed. Diagnostic overshadowing is the
tendency for clinicians to overlook additional psychiatric diag-
noses once the presence of mental retardation has been
established (Spengler, Strohmer, & Prout, 1990); masking is the
process by which the clinical characteristics of a mental disor-
der are assumed instead to be features of developmental delay
(cf. Pearson et al., 2000). Studies suggest comorbidity for vari-
ous behavioral or psychiatric disorders of 30 to 60% for chil-
dren with mental retardation (McLaren & Bryson, 1987).

Problem Intensity and Chronicity

Referral to a mental health professional, whether for hospital-
ization or residential care or for outpatient evaluation at a

clinic or other tertiary referral center, assures the presence a
high proportion of difficult and complicated cases that will
include high levels of comorbidity (Caron & Rutter, 1991).
Such referrals often represent a pattern of maladjustment that
does not remit over time and that is also resistant to primary
corrective efforts in the home or the school, or through con-
sultation with a pediatrician or family physician. An extended
symptomatic course suggests the presence of conditions that
are secondary to primary chronic problems (e.g., primary dis-
ruptive behavior contributes to peer rejection that results in
social isolation that leads to dysphoria). Chronicity and inten-
sity of current adjustment problems represent an assessment
challenge to establish the historical sequence of problem
emergence and the consequences of previous intervention
efforts. Such a history may seduce a clinician into making
significant diagnostic leaps of inference that may not be
warranted. Such errors may be avoided through systematic
use of a multidimensional instrument during the intake
process. When current problems have a significant history, the
significant adults who will participate in the assessment
process (parents, teachers) are likely to bring with them a high
degree of emotional commitment to problem resolution. Such
informant intensity may decrease the clarity of their contribu-
tion as a questionnaire informant to the assessment.

The Referral Process

Youth generally come to mental health settings only because
they are referred for specific services, although other evalua-
tions may be conducted at school or in the physician’s office
secondary to some routine, setting-specific observation or
other data-gathering process. Some consideration of the re-
ferral process provides insight into the challenges inherent in
assessments conducted by mental health professionals. Re-
quests for mental health evaluation often originate with a
request by a professional or from a setting that is distant from
the mental health professional, allowing less than complete
communication. The mental health professional or mental
health service delivery agency cannot assume that the detail
that accompanies the request for service is either sufficient or
accurate. Rather, at least one adult has been motivated to
initiate this referral and at least one or more focused concerns
may be communicated to some degree.

In other instances the referral for an evaluation may come
from a behavioral health managed care company and may rep-
resent only the information provided by a parent who has
called the number on the back of an insurance card. In such
instances the referral assures the clinician of some financial
reimbursement for services rendered, but provides no inde-
pendent meaningful clinical information. That is, the clinician
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must first document problem presence, then type, pattern,
and severity. In such cases, the clinician must be especially
vigilant regarding potential errors in focus—that is, assuming
that specific behaviors represent one problem, while they
actually represent another (i.e., similar behaviors reflect dis-
similar problems).

The Challenges of Managed Care

Maruish (2002), although focusing on mental health services
for adults, provides a balanced discussion of the changes
in psychometric practice that have accompanied behavioral
health benefits management. Requests for psychological test-
ing must be preauthorized if these services will be reimbursed.
Approval of such requests will be most successful when psy-
chological testing is proposed to support the development of a
differential diagnosis and a plan of treatment. Collection of
this information is consistent with an emphasis on the appli-
cation of treatments with proven effectiveness (Roberts &
Hurley, 1997). Psychological testing routinely applied with-
out focus, or supporting such goals as the development of an
understanding of “the underlying personality structure,” as
well as administration of collections of tests that incorporate
duplicative or overlapping procedures, are inconsistent with
the goals and philosophy of managed care. This review
process may reduce the use of psychological testing and limit
more time-consuming procedures, while supporting the use
of brief, easily scored measures and checklists (Piotrowski,
Belter, & Keller, 1998).

In contrast, the objectives and general philosophy of man-
aged care are consistent with the application of objective
multidimensional measures in the evaluation and treatment
of children and adolescents. These goals include the efficient
and rapid definition of current problems, the development of
an effective treatment program, the monitoring of such inter-
vention, and the evaluation of treatment effectiveness. Of
greatest efficiency will be the application of procedures that
generate information that supports all of these goals. The in-
formation generated by objective ratings and questionnaires
are time and cost effective, and provide information that can
be easily assimilated by the significant adults in a child’s life,
therapists with various training backgrounds, and the organi-
zations that ultimately monitor and control mental health
resources.

It is useful to contrast contemporary descriptions of effec-
tive diagnostic and psychological assessment procedures to the
expectation of managed mental health care that the information
necessary for accurate diagnosis and treatment planning
can be obtained in a 1-hr clinical interview. Cantwell (1996)
outlined the necessary diagnostic components in the evaluation

of ADHD. These components are as follows: (a) a comprehen-
sive interview with all parenting figures to review current
symptoms and developmental, medical, school, family social,
medical, and mental health history; (b) a developmentally ap-
propriate interview with the child that incorporates screening
for comorbid disorders; (c) a medical evaluation; (d) assess-
ment of cognitive ability and academic achievement; (e) appli-
cation of both broad-spectrum and more narrowly focused
parent and teacher rating scales; and (f) other adjunct assess-
ments such as speech and language assessment. Cordell (1998)
described the range of psychological assessment services often
requested by a child psychiatry service. She provided outlines
of assessment protocols for preschoolers, preteens, and adoles-
cents. Each of these protocols requires three to five sessions for
a total of up to 6 hrs of patient contact.

The assessment methods that are the focus of this chapter
may be applied to meet the goals of managed care. In routine
(not crisis) evaluation, parents may be mailed a teacher rating
form to be completed and returned before the intake inter-
view. Parents may be asked to complete a questionnaire in a
similar fashion. Completion of such rating forms not only
provides valuable independent assessment of the child, but
also represents a sample of positive parent behavior. This
compliant behavior may predict an increased likelihood of
parent attendance at the first scheduled appointment. This is
an important consideration, because an acutely distressed
parent may make an appointment for mental health services,
yet not appear if the specific conditions that generated the
distress resolve before the scheduled appointment.

When a parent completes a questionnaire to describe the
child before the intake interview, this additional information
can add an efficient focus to the topics subsequently discussed.
Because of the central role of family and school in child treat-
ment, the feedback to parents and teachers from these mea-
sures is usually accepted with little if any resistance. When
these profiles are inconsistent with the global opinions that
have motivated the mental health consultation, the presenta-
tion and discussion of such results may facilitate realignment
of parent or teacher opinion and the development of an
alliance with the therapist.

THE CONDUCT OF ASSESSMENT BY
QUESTIONNAIRE AND RATING SCALE

Contemporary models of the assessment of psychiatric disor-
ders in youth are, in contrast to the models proposed by man-
aged care, likely to be comprehensive. For example, although
early approaches to the behavioral assessment of CD focused
on identifying the parenting skills deficits conceptualized as
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causative and therefore in need of primary remediation, the
increased understanding of the developmental aspects of this
disorder has substantially influenced assessment. McMahon
(1987) noted:

As our knowledge of the multiple factors influencing the devel-
opment, manifestation, and maintenance of conduct disorders
has grown, it has become apparent that a proper assessment of
the conduct disordered child must make use of the multiple
methods (e.g., behavioral rating scales, direct observation, inter-
views) completed by multiple informants (parents, teachers, the
children themselves) concerning the child’s behavior in multiple
settings (e.g., home, school). Furthermore, it is essential that
the familial and extra-familial contexts in which the conduct
disordered child functions be assessed as well. (p. 246)

This assessment process is often described as sequential
(Mash & Lee, 1993). The presence of specific problems is
first established. Multidimensional inventories can make an
efficient and effective contribution to this process. Each prob-
lem must be placed in its developmental and historical con-
text, and assessed in relation to recent experiences. Such
information is most efficiently gathered by a focused and tai-
lored interview. Once a treatment plan is developed, its effec-
tiveness should be monitored through additional assessment.
Repetition of baseline assessment procedures or the use of
more focused or narrowly defined questionnaires during and
at the completion of treatment can be applied in the support of
this process. Such efforts can support modification of ongo-
ing treatment, quantify change at termination, and estimate
stability of such improvement by follow-up survey.

Introducing a Family of Multidimensional,
Multisource Measures

Personality Inventory for Children, Second Edition

First published in 1977, this questionnaire completed by par-
ent or other guardian was completely revised in 2001. The
Personality Inventory for Children has been described as “one
of the earliest and remains among the most well known of par-
ent rating scales. . . . the grandparent of many modern rating
scales” (Kamphaus & Frick, 1996). The Personality Inventory
for Children, Second Edition (PIC-2) is provided in two for-
mats. The first format consists of a reusable 275-statement ad-
ministration booklet and a separate answer sheet for the
recording of parent responses to booklet statements. Various
answer sheets can be scored by hand with templates, or the
recorded responses (True-False) can be entered for processing
into a personal computer; answer sheets may also be mailed or
faxed to the test publisher for processing. A multiscale profile
(the PIC-2 Behavioral Summary) interpreted using guidelines
presented in the test manual (Lachar & Gruber, 2001) is

obtained by completion of the first 96 items, which takes
about 15 min. A second, similarly interpreted comprehensive
profile (the Standard Format) and responses to a critical item
list may be obtained by completing the entire administration
booklet, which takes about 40 min or less. The second pub-
lished format provides the 96 statements of the PIC-2 Behav-
ioral Summary and a simple efficient method to generate and
profile its 12 scores. The PIC-2 gender-specific T-score values
are derived from a contemporary national sample of parent
descriptions of youth 5 to 18 years of age. (A preschool ver-
sion of the PIC for children 3 to 5 years of age is currently
being developed.)

Table 11.1 lists the components of these two profiles and
some of their associated psychometric characteristics. PIC-2
statements are written at a low- to mid-fourth-grade reading
level and represent current and previous behaviors, feelings,
accomplishments, and interactions, both common to and rela-
tively infrequent among youth evaluated by mental health pro-
fessionals. These statements reflect both variations in problem
frequency and severity. PIC-2 adjustment scales were con-
structed using an iterative procedure. Potential scale items
were first assigned to initial dimensions on the basis of previ-
ous scale structure or manifest statement content, whereas final
item-scale assignment reflected a demonstrated strong and pri-
mary correlation with the dimension on which it was finally as-
signed. The nine scales of the standard profile were then further
refined with the assistance of factor analysis to construct 21
subscales of greater content homogeneity applied to facilitate
scale interpretation. The PIC-2 Behavioral Summary profile
presents eight core scales and four composites or combinations
of these values designed to measure change in symptomatic
status. Each of these core scales consists of 12 statements se-
lected from the full-length standard form to support treatment
planning and to measure behavioral change. Each short scale
correlates .92 to .96 with its full-length equivalent.

A significant element of the PIC-2 Standard Format profile
is the provision of three response validity scales. The first of
these scales (Inconsistency) consists of 35 pairs of state-
ments. Because each pair of statements is highly correlated,
two of the four possible pairs of responses (True-True and
False-False, or True-False and False-True) are classified as
inconsistent and their presence adds a unit weight to the
Inconsistency scale raw score that can range from 0 to 35.
Review of several examples of inconsistent response pairs
clarifies this concept; for example, “My child has many
friends. (True)/My child has very few friends. (True)”; “My
child often disobeys me. (True)/My child often breaks the
rules. (False).” An elevated T score on this scale (T > 69)
suggests that the parent who completed the PIC-2 failed to
attend sufficiently to, or to achieve adequate comprehension
of, PIC-2 statement content.
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TABLE 11.1 PIC-2 Adjustment Scales and Subscales and Selected Psychometric Performance

SCALE or Subscale (abbreviation) Items � rtt Subscale Representative Item

STANDARD FORMAT PROFILE
COGNITIVE IMPAIRMENT (COG) 39 .87 .94

Inadequate Abilities (COG1) 13 .77 .95 My child seems to understand everything that is said.
Poor Achievement (COG2) 13 .77 .91 Reading has been a problem for my child.
Developmental Delay (COG3) 13 .79 .82 My child could ride a tricycle by age five years.

IMPULSIVITY AND DISTRACTIBILITY (ADH) 27 .92 .88
Disruptive Behavior (ADH1) 21 .91 .87 My child cannot keep attention on anything.
Fearlessness (ADH2) 6 .69 .86 My child will do anything on a dare.

DELINQUENCY (DLQ) 47 .95 .90
Antisocial Behavior (DLQ1) 13 .88 .83 My child has run away from home.
Dyscontrol (DLQ2) 17 .91 .91 When my child gets mad, watch out!
Noncompliance (DLQ3) 17 .92 .87 My child often breaks the rules.

FAMILY DYSFUNCTION (FAM) 25 .87 .90
Conflict Among Members (FAM1) 15 .83 .90 There is a lot of tension in our home.
Parent Maladjustment (FAM2) 10 .77 .91 One of the child’s parents drinks too much alcohol.

REALITY DISTORTION (RLT) 29 .89 .92
Developmental Deviation (RLT1) 14 .84 .87 My child needs protection from everyday dangers.
Hallucinations and Delusions (RLT2) 15 .81 .79 My child thinks others are plotting against him/her.

SOMATIC CONCERN (SOM) 28 .84 .91
Psychosomatic Preoccupation (SOM1) 17 .80 .90 My child is worried about disease.
Muscular Tension and Anxiety (SOM2) 11 .68 .88 My child often has back pains.

PSYCHOLOGICAL DISCOMFORT (DIS) 39 .90 .90
Fear and Worry (DIS1) 13 .72 .76 My child will worry a lot before starting something new.
Depression (DIS2) 18 .87 .91 My child hardly ever smiles.
Sleep Disturbance/Preoccupation with Death (DIS3) 8 .76 .86 My child thinks about ways to kill himself/herself.

SOCIAL WITHDRAWAL (WDL) 19 .81 .89
Social Introversion (WDL1) 11 .78 .90 Shyness is my child’s biggest problem.
Isolation (WDL2) 8 .68 .88 My child often stays in his/her room for hours.

SOCIAL SKILL DEFICITS (SSK) 28 .91 .92
Limited Peer Status (SSK1) 13 .84 .92 My child is very popular with other children.
Conflict with Peers (SSK2) 15 .88 .87 Other children make fun of my child’s ideas.

BEHAVIORAL SUMMARY PROFILE
SHORT ADJUSTMENT SCALES

Impulsivity and Distractibility-Short (ADH-S) 12 .88 .87
Delinquency-Short (DLQ-S) 12 .89 .85
Family Dysfunction-Short (FAM-S) 12 .82 .86
Reality Distortion-Short (RLT-S) 12 .82 .87
Somatic Concern-Short (SOM-S) 12 .73 .85
Psychological Discomfort-Short (DIS-S) 12 .81 .87
Social Withdrawal-Short (WDL-S) 12 .76 .88
Social Skill Deficits-Short (SSK-S) 12 .82 .89

COMPOSITE SCALES
Externalizing (EXT-C) 24 .94 .89
Internalizing (INT-C) 36 .89 .89
Social Adjustment (SOC-C) 24 .86 .89
Total Score (TOT-C) 96 .95 .89

Note: Scale and subscale alpha (�) values based on a referred sample n = 1,551. One-week clinical retest correlation (r tt) sample n = 38.
Selected material from the PIC-2 copyright © 2001 by Western Psychological Services. Reprinted by permission of the publisher, Western Psychological
Services, 12031 Wilshire Boulevard, Los Angeles, California, 90025, U.S.A., www.wpspublish.com. Not to be reprinted in whole or in part for any additional
purpose without the expressed, written permission of the publisher. All rights reserved.

The second validity scale, Dissimulation, evaluates the
likelihood that the responses to PIC-2 statements represent
an exaggeration of current problems in adjustment, or the
description of nonexistent problems and symptoms. These
scale items were identified through an analytic process in
which three samples were compared: a normative sample, a
referred sample, and a sample in which parents were asked to

describe their asymptomatic children as if they were in need
of mental health services (i.e., a malingering sample). The
average endorsement rate for these 35 items was 6.3% in
normative, 15.3% in referred, and 54.5% in directed malin-
gered protocols. Elevation of Dissimulation may reflect
the presence of informant distress that may distort youth
description.
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The third validity scale, Defensiveness, includes 12 de-
scriptions of infrequent or highly improbable positive attrib-
utes (“My child always does his/her homework on time.
[True]”) and 12 statements that represent the denial of com-
mon child behaviors and problems (“My child has some bad
habits. [False]”). Scale values above 59T suggest that signif-
icant problems may be minimized or denied on the PIC-2
profile. The PIC-2 manual provides interpretive guidelines
for seven patterns of these three scales that classified virtually
all cases (99.8%) in a study of 6,370 protocols.

Personality Inventory for Youth

The Personality Inventory for Youth (PIY) and the PIC-2 are
closely related in that the majority of PIY items were derived
from rewriting content-appropriate PIC items into a first-

person format. As demonstrated in Table 11.2, the PIY profile
is very similar to the PIC-2 Standard Format profile. PIY
scales were derived in an iterative fashion with 270 statements
assigned to one of nine clinical scales and to three validity
response scales (Inconsistency, Dissimulation, Defensive-
ness). As in the PIC-2, each scale is further divided into two or
three more homogenous subscales to facilitate interpretation.
PIY materials include a reusable administration booklet and a
separate answer sheet that can be scored by hand with tem-
plates, processed by personal computer, or mailed to the test
publisher to obtain a narrative interpretive report, profile, and
responses to a critical item list. PIY items were intentionally
written at a low readability level, and a low- to mid-fourth-
grade reading comprehension level is adequate for under-
standing and responding to the PIY statements. When students
have at least an age-9 working vocabulary, but do not have a

TABLE 11.2 PIY Clinical Scales and Subscales and Selected Psychometric Performance

SCALE or Subscale (abbreviation) Items � rtt Subscale Representative Item

COGNITIVE IMPAIRMENT (COG) 20 .74 .80
Poor Achievement and Memory (COG1) 8 .65 .70 School has been easy for me.
Inadequate Abilities (COG2) 8 .67 .67 I think I am stupid or dumb.
Learning Problems (COG3) 4 .44 .76 I have been held back a year in school.

IMPULSIVITY AND DISTRACTIBILITY (ADH) 17 .77 .84
Brashness (ADH1) 4 .54 .70 I often nag and bother other people.
Distractibility and Overactivity (ADH2) 8 .61 .71 I cannot wait for things like other kids can.
Impulsivity (ADH3) 5 .54 .58 I often act without thinking.

DELINQUENCY (DLQ) 42 .92 .91
Antisocial Behavior (DLQ1) 15 .83 .88 I sometimes skip school.
Dyscontrol (DLQ2) 16 .84 .88 I lose friends because of my temper.
Noncompliance (DLQ3) 11 .83 .80 Punishment does not change how I act.

FAMILY DYSFUNCTION (FAM) 29 .87 .83
Parent-Child Conflict (FAM1) 9 .82 .73 My parent(s) are too strict with me.
Parent Maladjustment (FAM2) 13 .74 .76 My parents often argue.
Marital Discord (FAM3) 7 .70 .73 My parents’ marriage has been solid and happy.

REALITY DISTORTION (RLT) 22 .83 .84
Feelings of Alienation (RLT1) 11 .77 .74 I do strange or unusual things.
Hallucinations and Delusions (RLT2) 11 .71 .78 People secretly control my thoughts.

SOMATIC CONCERN (SOM) 27 .85 .76
Psychosomatic Syndrome (SOM1) 9 .73 .63 I often get very tired.
Muscular Tension and Anxiety (SOM2) 10 .74 .72 At times I have trouble breathing.
Preoccupation with Disease (SOM3) 8 .60 .59 I often talk about sickness.

PSYCHOLOGICAL DISCOMFORT (DIS) 32 .86 .77
Fear and Worry (DIS1) 15 .78 .75 Small problems do not bother me.
Depression (DIS2) 11 .73 .69 I am often in a good mood.
Sleep Disturbance (DIS3) 6 .70 .71 I often think about death.

SOCIAL WITHDRAWAL (WDL) 18 .80 .82
Social Introversion (WDL1) 10 .78 .77 Talking to others makes me nervous.
Isolation (WDL2) 8 .59 .77 I almost always play alone.

SOCIAL SKILL DEFICITS (SSK) 24 .86 .79
Limited Peer Status (SSK1) 13 .79 .76 Other kids look up to me as a leader.
SSK2: Conflict with Peers (SSK2) 11 .80 .72 I wish that I were more able to make and keep friends.

Note: Scale and subscale alpha (�) values based on a clinical sample n = 1,178. One-week clinical retest correlation (r tt) sample n = 86.
Selected material from the PIY copyright © 1995 by Western Psychological Services. Reprinted by permission of the publisher, Western Psychological Services,
12031 Wilshire Boulevard, Los Angeles, California, 90025, U.S.A., www.wpspublish.com. Not to be reprinted in whole or in part for any additional purpose
without the expressed, written permission of the publisher. All rights reserved.
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comparable level of reading ability, or when younger students
have limited ability to attend and concentrate, an audiotape
recording of the PIY items is available and can be completed
in less than 1 hr. Scale raw scores are converted to T scores
using contemporary gender-specific norms from students in
Grades 4 through 12, representing ages 9 through 19 (Lachar
& Gruber, 1995).

Student Behavior Survey

This teacher rating form was developed through reviewing
established teacher rating scales and by writing new state-
ments that focused on content appropriate to teacher observa-
tion (Lachar, Wingenfeld, Kline, & Gruber, 2000). Unlike
ratings that can be scored on parent or teacher norms
(Naglieri, LeBuffe, & Pfeiffer, 1994), the Student Behavior
Survey (SBS) items demonstrate a specific school focus.
Fifty-eight of its 102 items specifically refer to in-class or in-
school behaviors and judgments that can be rated only by
school staff (Wingenfeld, Lachar, Gruber, & Kline, 1998).
SBS items provide a profile of 14 scales that assess student
academic status and work habits, social skills, parental par-
ticipation in the educational process, and problems such as
aggressive or atypical behavior and emotional stress (see
Table 11.3). Norms that generate linear T scores are gender
specific and derived from two age groups: 5 to 11 and 12 to
18 years.

SBS items are presented on one two-sided form. The rat-
ing process takes 15 min or less. Scoring of scales and com-
pletion of a profile are straightforward clerical processes that

take only a couple of minutes. The SBS consists of two major
sections. The first section, Academic Resources, includes
four scales that address positive aspects of school adjustment,
whereas the second section, Adjustment Problems, generates
seven scales that measure various dimensions of problematic
adjustment. Unlike the PIC-2 and PIY statements, which are
completed with a True or False response, SBS items are
mainly rated on a 4-point frequency scale. Three additional
disruptive behavior scales each consist of 16 items nomi-
nated as representing phenomena consistent with the char-
acteristics associated with one of three major Diagnostic
and Statistical Manual, Fourth Edition (DSM-IV) disruptive
disorder diagnoses: ADHD, combined type; ODD; and CD
(Pisecco et al., 1999).

Multidimensional Assessment

This author continues to champion the application of objec-
tive multidimensional questionnaires (Lachar, 1993, 1998)
because there is no reasonable alternative to their use for
baseline evaluation of children seen in mental health settings.
Such questionnaires employ consistent stimulus and response
demands, measure a variety of useful dimensions, and gener-
ate a profile of scores standardized using the same normative
reference. The clinician may therefore reasonably assume
that differences obtained among dimensions reflect variation
in content rather than some difference in technical or stylistic
characteristic between independently constructed unidimen-
sional measures (e.g., true-false vs. multiple-choice format,
application of regional vs. national norms, or statement sets

TABLE 11.3 SBS Scales, Their Psychometric Characteristics, and Sample Items

Scale Name (abbreviation) Items � rtt r1,2 Example of Scale Item

Academic Performance (AP) 8 .89 .78 .84 Reading Comprehension
Academic Habits (AH) 13 .93 .87 .76 Completes class assignments
Social Skills (SS) 8 .89 .88 .73 Participates in class activities
Parent Participation (PP) 6 .88 .83 .68 Parent(s) encourage achievement
Health Concerns (HC) 6 .85 .79 .58 Complains of headaches
Emotional Distress (ED) 15 .91 .90 .73 Worries about little things
Unusual Behavior (UB) 7 .88 .76 .62 Says strange or bizarre things
Social Problems (SP) 12 .87 .90 .72 Teased by other students
Verbal Aggression (VA) 7 .92 .88 .79 Argues and wants the last word
Physical Aggression (PA) 5 .90 .86 .63 Destroys property when angry
Behavior Problems (BP) 15 .93 .92 .82 Disobeys class or school rules
Attention-Deficit/Hyperactivity (ADH) 16 .94 .91 .83 Waits for his/her turn
Oppositional Defiant (OPD) 16 .95 .94 .86 Mood changes without reason
Conduct Problems (CNP) 16 .94 .90 .69 Steals from others

Note: Scale alpha (�) values based on a referred sample n = 1,315. Retest correlation (r tt) 5- to 11-year-old student sample (n = 52) with average rating interval of
1.7 weeks. Interrater agreement (r1,2), sample n = 60 fourth- and fifth-grade, team-taught or special-education students.
Selected material from the SBS copyright © 2000 by Western Psychological Services. Reprinted by permission of the publisher, Western Psychological Services,
12031 Wilshire Boulevard, Los Angeles, California, 90025, U.S.A., www.wpspublish.com. Not to be reprinted in whole or in part for any additional purpose with-
out the expressed, written permission of the publisher. All rights reserved.
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that require different minimum reading requirements). In ad-
dition, it is more likely that interpretive materials will be
provided in an integrated fashion and the clinician need not
select or accumulate information from a variety of sources for
each profile dimension.

Selection of a multidimensional instrument that docu-
ments problem presence and absence demonstrates that the
clinician is sensitive to the challenges inherent in the referral
process and the likelihood of comorbid conditions, as previ-
ously discussed. This action also demonstrates that the clini-
cian understands that the accurate assessment of a variety of
child and family characteristics that are independent of diag-
nosis may yet be relevant to treatment design and implemen-
tation. For example, the PIY FAM1 subscale (Parent-Child
Conflict) may be applied to determine whether a child’s par-
ents should be considered a treatment resource or a source of
current conflict. Similarly, the PIC-2 and PIY WDL1 subscale
(Social Introversion) may be applied to predict whether
an adolescent will easily develop rapport with his or her ther-
apist, or whether this process will be the first therapeutic
objective.

Multisource Assessment

The collection of standardized observations from different
informants is quite natural in the evaluation of children and
adolescents. Application of such an approach has inherent
strengths, yet presents the clinician with several challenges.
Considering parents or other guardians, teachers or school
counselors, and the students themselves as three distinct classes
of informant, each brings unique strengths to the assessment
process. Significant adults in a child’s life are in a unique posi-
tion to report on behaviors that they—not the child—find prob-
lematic. On the other hand, youth are in a unique position to
report on their thoughts and feelings. Adult ratings on these
dimensions must of necessity reflect, or be inferred from, child
language and behavior. Parents are in a unique position to
describe a child’s development and history as well as observa-
tions that are unique to the home. Teachers observe students in
an environment that allows for direct comparisons with same-
age classmates as well as a focus on cognitive and behavioral
characteristics prerequisite for success in the classroom and
the acquisition of knowledge. Collection of independent parent
and teacher ratings also contributes to comprehensive assess-
ment by determining classes of behaviors that are unique to a
given setting or that generalize across settings (Mash & Terdal,
1997).

Studies suggest that parents and teachers may be the most
attuned to a child’s behaviors that they find to be disruptive (cf.
Loeber & Schmaling, 1985), but may underreport the presence

of internalizing disorders (Cantwell, 1996). Symptoms and
behaviors that reflect the presence of depression may be more
frequently endorsed in questionnaire responses and in stan-
dardized interviews by children than by their mothers (cf.
Barrett et al., 1991; Moretti, Fine, Haley, & Marriage, 1985).
In normative studies, mothers endorse more problems than
their spouses or the child’s teacher (cf. Abidin, 1995; Duhig,
Renk, Epstein, & Phares, 2000; Goyette, Conners, & Ulrich,
1978). Perhaps measured parent agreement reflects the amount
of time that a father spends with his child (Fitzgerald, Zucker,
Maguin, & Reider, 1994). Teacher ratings have (Burns, Walsh,
Owen, & Snell, 1997), and have not, separated ADHD sub-
groups (Crystal, Ostrander, Chen, & August, 2001). Perhaps
this inconsistency demonstrates the complexity of drawing
generalizations from one or even a series of studies. The ulti-
mate evaluation of this diagnostic process must consider the
dimension assessed, the observer or informant, the specific
measure applied, the patient studied, and the setting of the
evaluation.

An influential meta-analysis by Achenbach, McConaughy,
and Howell (1987) demonstrated that poor agreement has been
historically obtained on questionnaires or rating scales among
parents, teachers, and students, although relatively greater
agreement among sources was obtained for descriptions of ex-
ternalizing behaviors. One source of informant disagreement
between comparably labeled questionnaire dimensions may
be revealed by the direct comparison of scale content. Scales
similarly named may not incorporate the same content,
whereas scales with different titles may correlate because of
parallel content. The application of standardized interviews
often resolves this issue when the questions asked and the
criteria for evaluating responses obtained are consistent across
informants. When standardized interviews are independently
conducted with parents and with children, more agreement is
obtained for visible behaviors and when the interviewed
children are older (Lachar & Gruber, 1993).

Informant agreement and the investigation of comparative
utility of classes of informants continue to be a focus of
considerable effort (cf. Youngstrom, Loeber, & Stouthamer-
Loeber, 2000). The opinions of mental health professionals
and parents as to the relative merits of these sources of infor-
mation have been surveyed (Loeber, Green, & Lahey, 1990;
Phares, 1997). Indeed, even parents and their adolescent chil-
dren have been asked to suggest the reasons for their
disagreements. One identified causative factor was the delib-
erate concealment of specific behaviors by youth from their
parents (Bidaut-Russell et al., 1995). Considering that youth
seldom refer themselves for mental health services, routine
assessment of their motivation to provide full disclosure
would seem prudent.
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The parent-completed Child Behavior Checklist (CBCL;
Achenbach, 1991a) and student-completed Youth Self-Report
(YSR; Achenbach, 1991b), as symptom checklists with paral-
lel content and derived dimensions, have facilitated the direct
comparison of these two sources of diagnostic information.
The study by Handwerk, Larzelere, Soper, and Friman (1999)
is at least the twenty-first such published comparison, join-
ing 10 other studies of samples of children referred for evalu-
ation or treatment. These studies of referred youth have
consistently demonstrated that the CBCL provides more evi-
dence of student maladjustment than does the YSR. In con-
trast, 9 of the 10 comparable studies of nonreferred children
(classroom-based or epidemiological surveys) demonstrated
the opposite relationship: The YSR documented more prob-
lems in adjustment than did the CBCL. One possible explana-
tion for these findings is that children referred for evaluation
often demonstrate a defensive response set, whereas nonre-
ferred children do not (Lachar, 1998).

Because the YSR does not incorporate response validity
scales, a recent study of the effect of defensiveness on YSR
profiles of inpatients applied the PIYDefensiveness scale to as-
sign YSR profiles to defensive and nondefensive groups (see
Wrobel et al., 1999, for studies of this scale). The substantial in-
fluence of measured defensiveness was demonstrated for five
of eight narrow-band and all three summary measures of the
YSR. For example, only 10% of defensive YSR protocols ob-
tained an elevated (> 63T ) Total Problems score, whereas 45%
of nondefensive YSR protocols obtained a similarly elevated
Total Problems score (Lachar, Morgan, Espadas, & Schomer,
2000). The magnitude of this difference was comparable to the
YSR versus CBCL discrepancy obtained by Handwerk et al.
(1999; i.e., 28% of YSR vs. 74% of CBCL Total Problems
scores were comparably elevated). On the other hand, youth
may reveal specific problems on a questionnaire that they
denied during a clinical or structured interview.

Clinical Issues in Application

Priority of Informant Selection

When different informants are available, who should partici-
pate in the assessment process, and what priority should be
assigned to each potential informant? It makes a great deal
of sense first to call upon the person who expresses initial or
primary concern regarding child adjustment, whether this be
a guardian, a teacher, or the student. This person will be the
most eager to participate in the systematic quantification of
problem behaviors and other symptoms of poor adjustment.
The nature of the problems and the unique dimensions as-
sessed by certain informant-specific scales may also influence

the selection process. If the teacher has not referred the child,
report of classroom adjustment should also be obtained when
the presence of disruptive behavior is of concern, or when
academic achievement is one focus of assessment. In these
cases, such information may document the degree to which
problematic behavior is situation specific and the degree to
which academic problems either accompany other problems
or may result from inadequate motivation. When an interven-
tion is to be planned, all proposed participants should be in-
volved in the assessment process.

Disagreements Among Informants

Even estimates of considerable informant agreement derived
from study samples are not easily applied as the clinician
processes the results of one evaluation at a time. Although the
clinician may be reassured when all sources of information
converge and are consistent in the conclusions drawn, resolv-
ing inconsistencies among informants often provides infor-
mation that is important to the diagnostic process or to
treatment planning. Certain behaviors may be situation spe-
cific or certain informants may provide inaccurate descrip-
tions that have been compromised by denial, exaggeration, or
some other inadequate response. Disagreements among fam-
ily members can be especially important in the planning and
conduct of treatment. Parents may not agree about the pres-
ence or the nature of the problems that affect their child, and
a youth may be unaware of the effect that his or her behavior
has on others or may be unwilling to admit to having prob-
lems. In such cases, early therapeutic efforts must focus on
such discrepancies in order to facilitate progress.

Multidimensional Versus Focused Assessment

Adjustment questionnaires vary in format from those that
focus on the elements of one symptom dimension or diagno-
sis (i.e. depression, ADHD) to more comprehensive question-
naires. The most articulated of these instruments rate current
and past phenomena to measure a broad variety of symptoms
and behaviors, such as externalizing symptoms or disruptive
behaviors, internalizing symptoms of depression and anxiety,
and dimensions of social and peer adjustment. These ques-
tionnaires may also provide estimates of cognitive, academic,
and adaptive adjustment as well as dimensions of family
function that may be associated with problems in child ad-
justment and treatment efficacy. Considering the unique chal-
lenges characteristic of evaluation in mental health settings
discussed earlier, it is thoroughly justified that every intake
or baseline assessment should employ a multidimensional
instrument.
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Questionnaires selected to support the planning and mon-
itoring of interventions and to assess treatment effectiveness
must take into account a different set of considerations. Re-
sponse to scale content must be able to represent behavioral
change, and scale format should facilitate application to the
individual and summary to groups of comparable children
similarly treated. Completion of such a scale should represent
an effort that allows repeated administration, and the scale se-
lected must measure the specific behaviors and symptoms
that are the focus of treatment. Treatment of a child with a
single focal problem may require the assessment of only this
one dimension. In such cases, a brief depression or articulated
ADHD questionnaire may be appropriate. If applied within a
specialty clinic, similar cases can be accumulated and sum-
marized with the same measure. Application of such scales to
the typical child treated by mental health professionals is
unlikely to capture all dimensions relevant to treatment.

SELECTION OF PSYCHOLOGICAL TESTS

Evaluating Scale Performance

Consult Published Resources

Although clearly articulated guidelines have been offered
(cf. Newman, Ciarlo, & Carpenter, 1999), selection of opti-
mal objective measures for either a specific or a routine
assessment application may not be an easy process. An ex-
panded variety of choices has become available in recent
years and the demonstration of their value is an ongoing ef-
fort. Manuals for published tests vary in the amount of detail
that they provide. The reader cannot assume that test manuals
provide comprehensive reviews of test performance, or even
offer adequate guidelines for application. Because of the
growing use of such questionnaires, guidance may be gained
from graduate-level textbooks (cf. Kamphaus & Frick, 2002;
Merrell, 1994) and from monographs designed to review a
variety of specific measures (cf. Maruish, 1999). An intro-
duction to more established measures, such as the Minnesota
Multiphasic Personality Inventory (MMPI) adapted for ado-
lescents (MMPI-A; Butcher et al., 1992), can be obtained by
reference to chapters and books (e.g., Archer, 1992, 1999;
Graham, 2000).

Estimate of Technical Performance: Reliability

Test performance is judged by the adequacy of demonstrated
reliability and validity. It should be emphasized from the
onset that reliability and validity are not characteristics that
reside in a test, but describe a specific test application

(i.e., assessment of depression in hospitalized adolescents). A
number of statistical techniques are applied in the evaluation
of scales of adjustment that were first developed in the study
of cognitive ability and academic achievement. The general-
izability of these technical characteristics may be less than
ideal in the evaluation of psychopathology because the
underlying assumptions made may not be achieved. 

The core of the concept of reliability is performance con-
sistency; the classical model estimates the degree to which
an obtained scale score represents the true phenomenon,
rather than some source of error (Gliner, Morgan, & Harmon,
2001). At the item level, reliability measures internal con-
sistency of a scale—that is, the degree to which scale item
responses agree. Because the calculation of internal consis-
tency requires only one set of responses from any sample, this
estimate is easily obtained. Unlike an achievement subscale in
which all items correlate with each other because they are sup-
posed to represent a homogenous dimension, the internal con-
sistency of adjustment measures will vary by the method used
to assign items to scales. Scales developed by the identifica-
tion of items that meet a nontest standard (external approach)
will demonstrate less internal consistency than will scales de-
veloped in a manner that takes the content or the relation be-
tween items into account (inductive or deductive approach;
Burisch, 1984). An example is provided by comparison of the
two major sets of scales for the MMPI-A (Butcher et al.,
1992). Of the 10 profile scales constructed by empirical key-
ing, 6 obtained estimates of internal consistency below 0.70 in
a sample of referred adolescent boys. In a second set of 15
scales constructed with primary concern for manifest content,
only one scale obtained an estimate below 0.70 using the same
sample. Internal consistency may also vary with the homo-
geneity of the adjustment dimension being measured, the
items assigned to the dimension, and the scale length or range
of scores studied, including the influence of multiple scoring
formats.

Scale reliability is usually estimated by comparison of re-
peated administrations. It is important to demonstrate stabil-
ity of scales if they will be applied in the study of an
intervention. Most investigators use a brief interval (e.g.,
7–14 days) between measure administrations. The assump-
tion is made that no change will occur in such time. It has
been our experience, however, with both the PIY and PIC-2
that small reductions are obtained on several scales at the
retest, whereas the Defensiveness scale T score increases by
a comparable degree on retest. In some clinical settings, such
as an acute inpatient unit, it would be impossible to calculate
test-retest reliability estimates in which an underlying change
would not be expected. In such situations, interrater compar-
isons, when feasible, may be more appropriate. In this design
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it is assumed that each rater has had comparable experience
with the youth to be rated and that any differences obtained
would therefore represent a source of error across raters. Two
clinicians could easily participate in the conduct of the same
interview and then independently complete a symptom rating
(cf. Lachar et al., 2001). However, interrater comparisons of
mothers to fathers, or of pairs of teachers, assume that each
rater has had comparable experience with the youth—such an
assumption is seldom met.

Estimate of Technical Performance: Validity

Of major importance is the demonstration of scale validity for
a specific purpose. A valid scale measures what it was in-
tended to measure (Morgan, Gliner, & Harmon, 2001). Valid-
ity may be demonstrated when a scale’s performance is
consistent with expectations (construct validity) or predicts
external ratings or scores (criterion validity). The foundation
for any scale is content validity, that is, the extent to which
the scale represents the relevant content universe for each
dimension. Test manuals should demonstrate that items be-
long on the scales on which they have been placed and that
scales correlate with each other in an expected fashion. In ad-
dition, substantial correlations should be obtained between
the scales on a given questionnaire and similar measures of
demonstrated validity completed by the same and different
raters. Valid scales of adjustment should separate meaningful
groups (discriminant validity) and demonstrate an ability to
assign cases into meaningful categories.

Examples of such demonstrations of scale validity are pro-
vided in the SBS, PIY, and PIC-2 manuals. When normative
and clinically and educationally referred samples were com-
pared on the 14 SBS scales, 10 obtained a difference that rep-
resented a large effect, whereas 3 obtained a medium effect.
When the SBS items were correlated with the 11 primary aca-
demic resources and adjustment problems scales in a sample of
1,315 referred students, 99 of 102 items obtained a substantial
and primary correlation with the scale on which it was placed.
These 11 nonoverlapping scales formed three clearly inter-
pretable factors that represented 71% of the common variance:
externalization, internalization, and academic performance.
The SBS scales were correlated with six clinical rating dimen-
sions (n = 129), with the scales and subscales of the PIC-2 in
referred (n = 521) and normative (n = 1,199) samples, and
with the scales and subscales of the PIY in a referred (n = 182)
sample. The SBS scales were also correlated with the four
scales of the Conners’ Teacher Ratings Scale, Short Form, in
226 learning disabled students and in 66 students nominated
by their elementary school teachers as having most challenged
their teaching skills over the previous school year. SBS scale

discriminant validity was also demonstrated by comparison of
samples defined by the Conners’ Hyperactivity Index. Similar
comparisons were also conducted across student samples that
had been classified as intellectually impaired (n = 69), emo-
tionally impaired (n = 170), or learning disabled (n = 281;
Lachar, Wingenfeld, et al., 2000).

Estimates of PIY validity were obtained through the corre-
lations of PIY scales and subscales with MMPI clinical and
content scales (n = 152). The scales of 79 PIY protocols com-
pleted during clinical evaluation were correlated with several
other self-report scales and questionnaires: Social Support,
Adolescent Hassles, State-Trait Anxiety, Reynolds Adoles-
cent Depression, Sensation-Seeking scales, State-Trait Anger
scales, and the scales of the Personal Experience Inventory.
PIY scores were also correlated with adjective checklist items
in 71 college freshmen and chart-derived symptom dimen-
sions in 86 adolescents hospitalized for psychiatric evaluation
and treatment (Lachar & Gruber, 1995).

When 2,306 normative and 1,551 referred PIC-2 protocols
were compared, the differences on the nine adjustment scales
represented a large effect for six scales and a moderate effect
for the remaining scales. For the PIC-2 subscales, these dif-
ferences represented at least a moderate effect for 19 of these
21 subscales. Comparable analysis for the PIC-2 Behavioral
Summary demonstrated that these differences were similarly
robust for all of its 12 dimensions. Factor analysis of the
PIC-2 subscales resulted in five dimensions that accounted
for 71% of the common variance: Externalizing Symptoms,
Internalizing Symptoms, Cognitive Status, Social Adjust-
ment, and Family Dysfunction. Comparable analysis of the
eight narrow-band scales of the PIC-2 Behavioral Summary
extracted two dimensions in both referred and standardiza-
tion protocols: Externalizing and Internalizing. Criterion
validity was demonstrated by correlations between PIC-2
values and six clinician rating dimensions (n = 888), the
14 scales of the teacher-rated SBS (n = 520), and the 24 sub-
scales of the self-report PIY (n = 588). In addition, the PIC-
2 manual provides evidence of discriminant validity by
comparing PIC-2 values across 11 DSM-IV diagnosis-based
groups (n = 754; Lachar & Gruber, 2001).

Interpretive Guidelines: The Actuarial Process

The effective application of a profile of standardized adjust-
ment scale scores can be a daunting challenge for a clinician.
The standardization of a measure of general cognitive ability
or academic achievement provides the foundation for score
interpretation. In such cases, a score’s comparison to its stan-
dardization sample generates the IQ for the test of general
cognitive ability and the grade equivalent for the test of



248 Psychological Assessment in Child Mental Health Settings

academic achievement. In contrast, the same standardization
process that provides T-score values for the raw scores of
scales of depression, withdrawal, or noncompliance does not
similarly provide interpretive guidelines. Although this stan-
dardization process facilitates direct comparison of scores
from scales that vary in length and rate of item endorsement,
there is not an underlying theoretical distribution of, for ex-
ample, depression to guide scale interpretation in the way that
the normal distribution supports the interpretation of an IQ
estimate. Standard scores for adjustment scales represent the
likelihood of a raw score within a specific standardization
sample. A depression scale T score of 70 can be interpreted
with certainty as an infrequent event in the standardization
sample. Although a specific score is infrequent, the prediction
of significant clinical information, such as likely symptoms
and behaviors, degree of associated disability, seriousness of
distress, and the selection of a promising intervention cannot
be derived from the standardization process that generates a
standard score of 70T.

Comprehensive data that demonstrate criterion validity
can also be analyzed to develop actuarial, or empirically
based, scale interpretations. Such analyses first identify the
fine detail of the correlations between a specific scale and

nonscale clinical information, and then determine the range
of scale standard scores for which this detail is most descrip-
tive. The content so identified can be integrated directly into
narrative text or provide support for associated text (cf.
Lachar & Gdowski, 1979). Table 11.4 provides an example
of this analytic process for each of the 21 PIC-2 subscales.
The PIC-2, PIY, and SBS manuals present actuarially based
narrative interpretations for these inventory scales and the
rules for their application.

Review for Clinical Utility

A clinician’s careful consideration of the content of an assess-
ment measure is an important exercise. As this author has pre-
viously discussed (Lachar, 1993), item content, statement and
response format, and scale length facilitate or limit scale ap-
plication. Content validity as a concept reflects the adequacy
of the match between questionnaire elements and the phe-
nomena to be assessed. It is quite reasonable for the potential
user of a measure to first gain an appreciation of the specific
manifestations of a designated delinquency or psychological
discomfort dimension. Test manuals should facilitate this
process by listing scale content and relevant item endorsement

TABLE 11.4 Examples of PIC-2 Subscale External Correlates and Their Performance

Subscale External Correlate (source) r Rule Performance

COG1 Specific intellectual deficits (clinician) .30 �69T 18%/47%
COG2 Poor mathematics (teacher) .51 �59T 18%/56%
COG3 Vineland Communication (psychometric) .60 �59T 32%/69%
ADH1 Teachers complain that I can’t sit still (self) .34 �59T 23%/47%
ADH2 Irresponsible behavior (clinician) .44 �59T 26%/66%
DLQ1 Expelled/suspended from school (clinician) .52 �59T 6%/48%
DLQ2 Poorly modulated anger (clinician) .58 �59T 23%/80%
DLQ3 Disobeys class or school rules (teacher) .49 �59T 27%/70%
FAM1 Conflict between parents/guardians (clinician) .34 �59T 14%/43%
FAM2 Parent divorce/separation (clinician) .52 �59T 24%/76%
RLT1 WRAT Arithmetic (psychometric) .44 �59T 14%/61%
RLT2 Auditory hallucinations (clinician) .31 �79T 4%/27%
SOM1 I often have stomachaches (self) .24 �69T 26%/52%
SOM2 I have dizzy spells (self) .27 �59T 24%/44%
DIS1 I am often afraid of little things (self) .26 �69T 19%/39%
DIS2 Becomes upset for little or no reason (teacher) .33 �59T 25%/56%
DIS3 Suicidal threats (clinician) .39 �69T 8%/34%
WDL1 Shyness is my biggest problem (self) .28 �69T 12%/60%
WDL2 Except for going to school, I often stay in

the house for days at a time (self) .31 �69T 21%/48%
SSK1 Avoids social interaction in class (teacher) .31 �59T 19%/42%
SSK2 I am often rejected by other kids (self) .36 �69T 17%/46%

Note: r = point biserial correlation between external dichotomous rating and PIC-2 T score; Rule = incorporate correlate content above
this point; Performance = frequency of external correlate below and above rule; Dichotomy established as follows: Self-report (True-
False), Clinician (Present-Absent), Teacher (average, superior/below average, deficient; never, seldom/sometimes, usually), Psychome-
tric (standard score > 84/standard score < 85). Selected material from the PIC-2 copyright © 2001 by Western Psychological Services.
Reprinted by permission of the publisher, Western Psychological Services, 12031 Wilshire Boulevard, Los Angeles, California, 90025,
U.S.A., www.wpspublish.com. Not to be reprinted in whole or in part for any additional purpose without the expressed, written permis-
sion of the publisher. All rights reserved.
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rates. Questionnaire content should be representative and
include frequent and infrequent manifestations that reflect
mild, moderate, and severe levels of maladjustment. A careful
review of scales constructed solely by factor analysis will
identify manifest item content that is inconsistent with expec-
tation; review across scales may identify unexpected scale
overlap when items are assigned to more than one dimension.
Important dimensions of instrument utility associated with
content are instrument readability and the ease of scale
administration, completion, scoring, and interpretation.

It is useful to identify the typical raw scores for normative
and clinical evaluations and to explore the amount and variety
of content represented by scores that are indicative of signifi-
cant problems. It will then be useful to determine the shift in
content when such raw scores representing significant malad-
justment are reduced to the equivalents of standard scores
within the normal range. Questionnaire application can be
problematic when its scales are especially brief, are com-
posed of statements that are rarely endorsed in clinical popu-
lations, or apply response formats that distort the true
raw-score distribution. Many of these issues can be examined
by looking at a typical profile form. For example, CBCL stan-
dard scores of 50T often represent raw scores of only 0 or 1.
When clinically elevated baseline CBCL scale values are re-
duced to values within normal limits upon retest, treatment ef-
fectiveness and the absence of problems would appear to have
been demonstrated. Actually, the shift from baseline to post-
treatment assessment may represent the process in which as
few as three items that were first rated as a 2 (very true or often
true) at baseline remain endorsed, but are rated as a 1 (some-
what or sometimes true) on retest (cf. Lachar, 1993).

SELECTED ADJUSTMENT MEASURES
FOR YOUTH ASSESSMENT

An ever-increasing number of assessment instruments may
be applied in the assessment of youth adjustment. This chap-
ter concludes by providing a survey of some of these instru-
ments. Because of the importance of considering different
informants, all four families of parent-, teacher-, and self-
report measures are described in some detail. In addition, sev-
eral multidimensional, single-informant measures, both the
well established and the recently published, are described.
Each entry has been included to demonstrate the variety of
measures that are available. Although each of these objective
questionnaires is available from a commercial test publisher,
no other specific inclusion or exclusion criteria have been ap-
plied. This section concludes with an even more selective
description of a few of the many published measures that

restrict their assessment of adjustment or may be specifically
useful to supplement an otherwise broadly based evaluation
of the child. Such measures may contribute to the assessment
of youth seen in a specialty clinic, or support treatment plan-
ning or outcome assessment. Again, the selection of these
measures did not systematically apply inclusion or exclusion
criteria.

Other Families of Multidimensional,
Multisource Measures

Considering their potential contribution to the assessment
process, a clinician would benefit from gaining sufficient fa-
miliarity with at least one parent-report questionnaire, one
teacher rating form, and one self-report inventory. Four inte-
grated families of these measures have been developed over
the past decade. Some efficiency is gained from becoming fa-
miliar with one of these sets of measures rather than selecting
three independent measures. Manuals describe the relations
between measures and provide case studies that apply two or
all three measures. Competence in each class of measures is
also useful because it provides an additional degree of flexi-
bility for the clinician. The conduct of a complete multi-
informant assessment may not be feasible at times (e.g.,
teachers may not be available during summer vacation), or
may prove difficult for a particular mental health service (e.g.,
the youth may be under the custody of an agency, or a hospi-
tal may distance the clinician from parent informants). In ad-
dition, the use of self-report measures may be systematically
restricted by child age or some specific cognitive or motiva-
tional characteristics that could compromise the collection of
competent questionnaire responses. Because of such difficul-
ties, it is also useful to consider the relationship between the
individual components of these questionnaire families. Some
measures are complementary and focus on informant-specific
content, whereas others make a specific effort to apply dupli-
cate content and therefore represent parallel forms. One of
these measure families, consisting of the PIC-2, the PIY, and
the SBS, has already been described in some detail. The
PIC-2, PIY, and SBS are independent comprehensive mea-
sures that both emphasize informant-appropriate and infor-
mant-specific observations and provide the opportunity to
compare similar dimensions across informants.

Behavior Assessment System for Children

The Behavior Assessment System for Children (BASC) fam-
ily of multidimensional scales includes the Parent Ratings
Scales (PRS), Teacher Rating Scales (TRS), and Self-Report
of Personality (SRP), which are conveniently described in
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one integrated manual (Reynolds & Kamphaus, 1992). BASC
ratings are marked directly on self-scoring pamphlets or on
one-page forms that allow the recording of responses for sub-
sequent computer entry. Each of these forms is relatively brief
(126–186 items) and can be completed in 10 to 30 min. The
PRS and TRS items in the form of mainly short, descriptive
phrases are rated on a 4-point frequency scale (never, some-
times, often, and almost always), while SRP items in the form
of short, declarative statements are rated as either True or
False. Final BASC items were assigned through multistage
iterative item analyses to only one narrow-band scale mea-
suring clinical dimensions or adaptive behaviors; these scales
are combined to form composites. The PRS and TRS forms
cover ages 6 to 18 years and emphasize across-informant sim-
ilarities; the SRP is provided for ages 8 to 18 years and has
been designed to complement parent and teacher reports as a
measure focused on mild to moderate emotional problems
and clinically relevant self-perceptions, rather than overt
behaviors and externalizing problems.

The PRS composites and component scales are Internaliz-
ing Problems (Anxiety, Depression, Somatization), External-
izing Problems (Hyperactivity, Aggression, and Conduct
Problems), and Adaptive Skills (Adaptability, Social Skills,
Leadership). Additional profile scales include Atypicality,
Withdrawal, and Attention Problems. The TRS Internalizing
and Externalizing Problems composites and their component
scales parallel the PRS structure. The TRS presents 22 items
that are unique to the classroom by including a Study Skills
scale in the Adaptive Skills composite and a Learning Prob-
lems scale in the School Problems composite. The BASC
manual suggests that clinical scale elevations are potentially
significant over 59T and that adaptive scores gain importance
under 40T. The SRP does not incorporate externalization di-
mensions and therefore cannot be considered a fully indepen-
dent measure. The SRP composites and their component
scales are School Maladjustment (Attitude to School, Attitude
to Teachers, Sensation Seeking), Clinical Maladjustment
(Atypicality, Locus of Control, Social Stress, Anxiety, Soma-
tization), and Personal Adjustment (Relations with Parents,
Interpersonal Relations, Self-Esteem, Self-Reliance). Two
additional scales, Depression and Sense of Inadequacy, are
not incorporated into a composite. The SRP includes three
validity response scales, although their psychometric charac-
teristics are not presented in the manual.

Conners’ Rating Scales–Revised

The Conners’ parent and teacher scales were first used in
the 1960s in the study of pharmacological treatment of
disruptive behaviors. The current published Conners’ Rating

Scales-Revised (CRS-R; Conners, 1997) require selection of
one of four response alternatives to brief phrases (parent,
teacher) or short sentences (adolescent): 0 = Not True at
All (Never, Seldom), 1 = Just a Little True (Occasionally),
2 = Pretty Much True (Often, Quite a Bit), and 3 = Very
Much True (Very Often, Very Frequent). These revised scales
continue their original focus on disruptive behaviors (espe-
cially ADHD) and strengthen their assessment of related
or comorbid disorders. The Conners’ Parent Rating Scale–
Revised (CPRS-R) derives from 80 items seven factor-
derived nonoverlapping scales apparently generated from the
ratings of the regular-education students (i.e., the normative
sample): Oppositional, Cognitive Problems, Hyperactivity,
Anxious-Shy, Perfectionism, Social Problems, and Psycho-
somatic. A review of the considerable literature generated
using the original CPRS did not demonstrate its ability to
discriminate among psychiatric populations, although it
was able to separate psychiatric patients from normal youth.
Gianarris, Golden, and Greene (2001) concluded that the
literature had identified three primary uses for the CPRS: as a
general screen for psychopathology, as an ancillary diagnos-
tic aid, and as a general treatment outcome measure. Perhaps
future reviews of the CPRS-R will demonstrate additional
discriminant validity.

The Conners’ Teacher Rating Scale–Revised (CTRS-R)
consists of only 59 items and generates shorter versions of
all CPRS-R scales (Psychosomatic is excluded). Because
Conners emphasizes teacher observation in assessment, the
lack of equivalence in scale length and (in some instances)
item content for the CPRS-R and CTRS-R make the interpre-
tation of parent-teacher inconsistencies difficult. For parent
and teacher ratings the normative sample ranges from 3 to
17 years, whereas the self-report scale is normed for ages 12
to 17. The CRS-R provides standard linear T scores for raw
scores that are derived from contiguous 3-year segments of
the normative sample. This particular norm conversion for-
mat contributes unnecessary complexity to the interpretation
of repeated scales because several of these scales demon-
strate a large age effect. For example, a 14-year-old boy who
obtains a raw score of 6 on CPRS-R Social Problems obtains
a standard score of 68T—if this lad turns 15 the following
week the same raw score now represents 74T, an increase of
more than half of a standard deviation. Conners (1999) also
describes a serious administration artifact, in that the parent
and teacher scores typically drop on their second administra-
tion. Pretreatment baseline therefore should always consist of
a second administration to avoid this artifact. T values of at
least 60 are suggestive, and values of at least 65T are indica-
tive of a clinically significant problem. General guidance pro-
vided as to scale application is quite limited: “Each factor can
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be interpreted according to the predominant conceptual unity
implied by the item content” (Connors, 1999, p. 475).

The Conners-Wells’Adolescent Self-Report Scale consists
of 87 items, written at a sixth-grade reading level, that gener-
ate six nonoverlapping factor-derived scales, each consisting
of 8 or 12 items (Anger Control Problems, Hyperactivity,
Family Problems, Emotional Problems, Conduct Problems,
Cognitive Problems). Shorter versions and several indices
have been derived from these three questionnaires. These ad-
ditional forms contribute to the focused evaluation of ADHD
treatment and would merit separate listing under the later
section “Selected Focused (Narrow) or Ancillary Objective
Measures.” Although Conners (1999) discussed in some detail
the influence that response sets and other inadequate responses
may have on these scales, no guidance or psychometric mea-
sures are provided to support this effort.

Child Behavior Checklist; Teacher’s Report Form;
Youth Self-Report

The popularity of the CBCL and related instruments in re-
search application since the CBCL’s initial publication in 1983
has influenced thousands of research projects; the magnitude
of this research application has had a significant influence on
the study of child and adolescent psychopathology. The 1991
revision, documented in five monographs totaling more than
1,000 pages, emphasizes consistencies in scale dimensions
and scale content across child age (4–18 years for the CBCL/
4–18), gender, and respondent or setting (Achenbach, 1991a,
1991b, 1991c, 1991d, 1993). A series of within-instrument
item analyses was conducted using substantial samples of
protocols for each form obtained from clinical and special-
education settings. The major component of parent, teacher,
and self-report forms is a common set of 89 behavior problems
described in one to eight words (“Overtired,” “Argues a lot,”
“Feels others are out to get him/her”). Items are rated as
0 = Not True, 1 = Somewhat or Sometimes True, or 2 = Very
True or Often True, although several items require individual
elaboration when these items are positively endorsed. These
89 items generate eight narrow-band and three composite
scale scores similarly labeled for each informant, although
some item content varies. Composite Internalizing Problems
consists of Withdrawn, Somatic Complaints, and Anxious/
Depressed and composite Externalizing Problems consists of
Delinquent Behavior and Aggressive Behavior; Social Prob-
lems, Thought Problems, and Attention Problems contribute
to a summary Total scale along with the other five narrow-
band scales.

The 1991 forms provide standard scores based on national
samples. Although the CBCL and the Youth Self-Report

(YSR) are routinely self-administered in clinical application,
the CBCL normative data and some undefined proportion of
the YSR norms were obtained through interview of the infor-
mants. This process may have inhibited affirmative response
to checklist items. For example, six of eight parent informant
scales obtained average normative raw scores of less than 2,
with restricted scale score variance. It is important to note
that increased problem behavior scale elevation reflects in-
creased problems, although these scales do not consistently
extend below 50T. Because of the idiosyncratic manner in
which T scores are assigned to scale raw scores, it is difficult
to determine the interpretive meaning of checklist T scores,
the derivation of which has been of concern (Kamphaus &
Frick, 1996; Lachar, 1993, 1998). The gender-specific CBCL
norms are provided for two age ranges (4–11 and 12–18). The
Teacher’s Report Form (TRF) norms are also gender-specific
and provided for two age ranges (5–11 and 12–18). The YSR
norms are gender-specific and incorporate the entire age
range of 11 to 18 years, and require a fifth-grade reading
ability. Narrow-band scores 67 to 70T are designated as
borderline; values above 70T represent the clinical range.
Composite scores of 60 to 63T are designated as borderline,
whereas values above 63T represent the clinical range.

The other main component of these forms measures adap-
tive competence using a less structured approach. The CBCL
competence items are organized by manifest content into
three narrow scales (Activities, Social, and School), which
are then summed into a total score. Parents are asked to list
and then rate (frequency, performance level) child participa-
tion in sports, hobbies, organizations, and chores. Parents
also describe the child’s friendships, social interactions, per-
formance in academic subjects, need for special assistance in
school, and history of retention in grade. As standard scores
for these scales increase with demonstrated ability, a border-
line range is suggested at 30 to 33T and the clinical range is
designated as less than 30T. Youth ethnicity and social and
economic opportunities may effect CBCL competence scale
values (Drotar, Stein, & Perrin, 1995). Some evidence for va-
lidity, however, has been provided in their comparison to the
PIC in ability to predict adaptive level as defined by the
Vineland Adaptive Behavior Scales (Pearson & Lachar,
1994).

In comparison to the CBCL, the TRF measures of compe-
tence are derived from very limited data: an average rating of
academic performance based on as many as six academic
subjects identified by the teacher, individual 7-point ratings
on four topics (how hard working, behaving appropriately,
amount learning, and how happy), and a summary score de-
rived from these four items. The TRF designates a borderline
interpretive range for the mean academic performance and
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the summary score of 37 to 40T, with the clinical range less
than 37T. The TRF avoids the measurement of a range of
meaningful classroom observations to maintain structural
equivalence with the CBCL. The YSR provides seven adap-
tive competency items scored for Activities, Social, and a
Total Competence scale. Reference to the YSR manual is
necessary to score these multipart items, which tap compe-
tence and levels of involvement in sports, activities, organi-
zations, jobs, and chores. Items also provide self-report of
academic achievement, interpersonal adjustment, and level
of socialization. Scales Activities and Social are classified as
borderline at 30 to 33T with the clinical range less than 30T.
The YSR Total Competence scale is classified as borderline
at 37 to 40T with the clinical range at less than 37T. The
strengths and weaknesses of these forms have been presented
in some detail elsewhere (Lachar, 1998). The CBCL, TRF,
and YSR provide quickly administered and easily scored par-
allel problem-behavior measures that facilitate direct com-
parison. The forms do not provide validity scales and the test
manuals provide neither evidence of scale validity nor inter-
pretive guidelines.

Selected Single-Source Multidimensional Measures

Minnesota Multiphasic Personality Inventory–Adolescent

The Minnesota Multiphasic Personality Inventory (MMPI)
has been found to be useful in the evaluation of adolescents
for more than 50 years (cf. Hathaway & Monachesi, 1953),
although many questions have been raised as to the adequacy
of this inventory’s content, scales, and the application of
adult norms (cf. Lachar, Klinge, & Grisell, 1976). In 1992 a
fully revised version of the MMPI custom designed for ado-
lescents, the MMPI-A, was published (Butcher et al., 1992).
Although the traditional empirically constructed validity and
profile scales have been retained, scale item content has been
somewhat modified to reflect contemporary and develop-
mentally appropriate content (for example, the F scale was
modified to meet statistical inclusion criteria for adoles-
cents). In addition, a series of 15 content scales have been
constructed that take advantage of new items that reflect peer
interaction, school adjustment, and common adolescent con-
cerns: Anxiety, Obsessiveness, Depression, Health Concerns,
Alienation, Bizarre Mentation, Anger, Cynicism, Conduct
Problems, Low Self-Esteem, Low Aspirations, Social Dis-
comfort, Family Problems, School Problems, and Negative
Treatment Indicators (Williams, Butcher, Ben-Porath, &
Graham, 1992).

The MMPI-A normative sample for this 478-statement
true-false questionnaire consists of 14 to 18-year-old students

collected in eight U.S. states. Inventory items and directions
are written at the sixth-grade level. The MMPI-A has also
incorporated a variety of test improvements associated with
the revision of the MMPI for adults: the development of uni-
form T scores and validity measures of response inconsistency
that are independent of specific dimensions of psychopathol-
ogy. Substantive scales are interpreted as clinically significant
at values above 65T, while scores of 60 to 65T may be sug-
gestive of clinical concerns. Archer (1999) concluded that the
MMPI-A continues to represent a challenge for many of the
adolescents who are requested to complete it and requires
extensive training and expertise to ensure accurate applica-
tion. These opinions are voiced in a recent survey (Archer &
Newsom, 2000).

Adolescent Psychopathology Scale

This 346-item inventory was designed to be a comprehensive
assessment of the presence and severity of psychopathology
in adolescents aged 12 to 19. The Adolescent Psychopathol-
ogy Scale (APS; Reynolds, 1998) incorporates 25 scales
modeled after Axis I and Axis II DSM-IV criteria. The APS is
unique in the use of different response formats depending on
the nature of the symptom or problem evaluated (e.g., True-
False; Never or almost never, Sometimes, Nearly all the time)
and across different time periods depending on the dimension
assessed (e.g., past 2 weeks, past month, past 3 months, in
general). One computer-generated profile presents 20 Clini-
cal Disorder scales (such as Conduct Disorder, Major De-
pression), whereas a second profile presents 5 Personality
Disorder scales (such as Borderline Personality Disorder), 11
Psychosocial Problem Content scales (such as Interpersonal
Problem, Suicide), and four Response Style Indicators.

Linear T scores are derived from a mixed-gender represen-
tative standardization sample of seventh- to twelfth-grade stu-
dents (n = 1,827), although gender-specific and age-specific
score conversions can be selected. The 12-page administra-
tion booklet requires a third-grade reading level and is com-
pleted in 1 hr or less.APS scales obtained substantial estimates
of internal consistency and test-retest reliability (median
values in the .80s); mean scale score differences between APS
administrations separated by a 14-day interval were small
(median � 1.8T). The detailed organized manuals provide a
sensible discussion of scale interpretation and preliminary
evidence of scale validity. Additional study will be necessary
to determine the relationship between scale T-score elevation
and diagnosis and clinical description for this innovative
measure. Reynolds (2000) also developed a 20-min, 115-item
APS short form that generates 12 clinical scales and 2 validity
scales. These shortened and combined versions of full-length
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scales were selected because they were judged to be the most
useful in practice.

Beck Youth Inventories of Emotional 
and Social Impairment

Recently published and characterized by the ultimate of sim-
plicity, the Beck Youth Inventories of Emotional and Social
Impairment (BYI; Beck, Beck, & Jolly, 2001) consist of five
separately printed 20-item scales that can be completed indi-
vidually or in any combination. The child selects one of
four frequency responses to statements written at the second-
grade level: Never, Sometimes, Often, Always. Raw scores are
converted to gender-specific linear T-scores for ages 7 to 10
and 11 to 14. The manual notes that 7-year-olds and students
in second grade may need to have the scale items read to
them. For scales Depression (BDI: “I feel sorry for myself”),
Anxiety (BAI: “I worry about the future”), Anger (BANI:
“People make me mad”), Disruptive Behavior (BDBI: “I
break the rules”), and Self-Concept (BSCI: “I feel proud of
the things I do”), the manual provides estimates of internal
consistency (� = .86–.92, median = .895) and 1-week tem-
poral stability (rtt =  .63–.89, median =  .80). Three studies of
scale validity are also described: Substantial correlations
were obtained between each BYI scale and a parallel estab-
lished scale (BDI and Children’s Depression Inventory,
r = .72; BAI and Revised Children’s Manifest Anxiety Scale,
r = .70; BSCI and Piers-Harris Children’s Self-Concept
Scale, r = .61; BDBI and Conners-Wells’ Self-Report Con-
duct Problems, r = .69; BANI and Conners-Wells’ Self-
Report AD/HD Index, r = .73). Each BYI scale significantly
separated matched samples of special-education and norma-
tive children, with the special-education sample obtaining
higher ratings on Depression, Anxiety, Anger, and Disruptive
Behavior and lower ratings on Self-Concept. In a comparable
analysis with an outpatient sample, four of five scales ob-
tained a significant difference from matched controls. A sec-
ondary analysis demonstrated that outpatients who obtained a
diagnosis of a mood disorder rated themselves substantially
lower on Self-Concept and substantially higher on Depres-
sion in comparison to other outpatients. Additional study will
be necessary to establish BYI diagnostic utility and sensitiv-
ity to symptomatic change.

Comprehensive Behavior Rating Scale for Children

The Comprehensive Behavior Rating Scale for Children
(CBRSC; Neeper, Lahey, & Frick, 1990) is a 70-item teacher
rating scale that may be scored for nine scales that focus

on learning problems and cognitive processing (Reading
Problems, Cognitive Deficits, Sluggish Tempo), attention
and hyperactivity (Inattention-Disorganization, Motor Hy-
peractivity, Daydreaming), conduct problems (Oppositional-
Conduct Disorders), anxiety (Anxiety), and peer relations
(Social Competence). Teachers select one of five frequency
descriptors for each item in 10 to 15 min. Scales are profiled
as linear T values based on a mixed-gender national sample
of students between the ages of 6 and 14, although the man-
ual provides age- and gender-specific conversions. Scale
values above 65T are designated clinically significant.

Millon Adolescent Clinical Inventory

The Millon Adolescent Clinical Inventory (MACI; Millon,
1993), a 160-item true-false questionnaire, may be scored for
12 Personality Patterns, 8 Expressed Concerns, and 7 Clinical
Syndromes dimensions, as well as three validity measures
(modifying indices). Gender-specific raw score conversions,
or Base Rate scores, are provided for age ranges 13 to 15 and
16 to 19 years. Scales were developed in multiple stages, with
item composition reflecting theory, DSM-IV structure, and
item-to-scale performance. The 27 substantive scales require
888 scored items and therefore demonstrate considerable item
overlap, even within scale categories. For example, the most
frequently placed item among the Personality Patterns scales
is “I’ve never done anything for which I could have been
arrested”—an awkward double-negative as a scored state-
ment. The structures of these scales and the effect of this char-
acteristic are basically unknown because scales, or classes of
scales, were not submitted to factor analysis. Additional
complexity is contributed by the weighting of items (3, 2, or
1) to reflect assigned theoretical or demonstrated empirical
importance.

Given the additional complexity of validity adjustment
processes, it is accurate to state that it is possible to hand-
score the MACI, although any reasonable application re-
quires computer processing. Base rate scores range from 1 to
115, with specific importance given to values 75 to 84 and
above 84. These values are tied to “target prevalence rates”
derived from clinical consensus and anchor points that are
discussed in this manual without the use of clarifying exam-
ples. These scores are supposed to relate in some fashion to
performance in clinical samples; no representative standard-
ization sample of nonreferred youth was collected for analy-
sis. Base rate scores are designed to identify the pattern of
problems, not to demonstrate the presence of adjustment
problems. Clearly the MACI should not be used for screening
or in settings in which some referred youth may not subse-
quently demonstrate significant problems.
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MACI scores demonstrate adequate internal consistency
and temporal stability. Except for some minimal correla-
tional evidence purported to support validity, no evidence of
scale performance is provided, although dimensions of psy-
chopathology and scale intent are discussed in detail. Manual
readers reasonably expect test authors to demonstrate the
wisdom of their psychometric decisions. No evidence is pro-
vided to establish the value of item weighting, the utility of
correction procedures, or the unique contribution of scale di-
mensions. For example, a cursory review of the composition
of the 12 Personality Patterns scales revealed that the major-
ity of the 22 Forceful items also are also placed on the di-
mension labeled Unruly. These dimensions correlate .75 and
may not represent unique dimensions. Analyses should
demonstrate whether a 13-year-old’s self-description is best
represented by 27 independent (vs. nested) dimensions. A
manual should facilitate the review of scale content by as-
signed value and demonstrate the prevalence of specific scale
elevations and their interpretive meaning.

Selected Focused (Narrow) or Ancillary 
Objective Measures

Attention Deficit Hyperactivity

BASC Monitor for ADHD (Kamphaus & Reynolds, 1998).
Parent (46-item) and teacher (47-item) forms were designed
to evaluate the effectiveness of treatments used with ADHD.
Both forms provide standard scores (ages 4–18) for Attention
Problems, Hyperactivity, Internalizing Problems, and Adap-
tive Skills, and a listing of DSM-IV items.

Brown Attention-Deficit Disorder Scales for Children
and Adolescents (BADDS; Brown, 2001). This series of
brief parent-, teacher-, and self-report questionnaires evalu-
ates dimensions of ADHD that reflect cognitive impairments
and symptoms beyond current DSM-IV criteria. As many as
six subscales may be calculated from each form: Activation
(“Seems to have exceptional difficulty getting started on
tasks or routines [e.g., getting dressed, picking up toys]”);
Focus/Attention (“Is easily sidetracked; starts one task and
then switches to a less important task”); Effort (“Do your par-
ents or teachers tell you that you could do better by trying
harder?”); Emotion/Affect (“Seems easily irritated or impa-
tient in response to apparently minor frustrations”); Memory
(“Learns something one day, but doesn’t remember it the next
day”); and Action (“When you’re supposed to sit still and be
quiet, is it really hard for you to do that?”). Three item for-
mats and varying gender-specific age-normative references
are provided: 44-item parent and teacher forms normed by
gender for ages 3 to 5 and 6 to 7; 50-item parent, teacher, and

self-report forms normed by gender for ages 8 to 9 and 10 to
12; and a 40-item self-report form (also used to collect col-
lateral responses) for ages 12 to 18. All forms generate an
ADD Inattention Total score and the multiinformant ques-
tionnaires also provide an ADD Combined Total score.

The BADDS manual provides an informative discussion
of ADHD and a variety of psychometric studies. Subscales
and composites obtained from adult informants demonstrated
excellent internal consistency and temporal stability, although
estimates derived from self-report data were less robust. Chil-
dren with ADHD obtained substantially higher scores when
compared to controls. Robust correlations were obtained for
BADDS dimensions both across informants (parent-teacher,
parent-child, teacher-child) and between BADDS dimensions
and other same-informant measures of ADHD (CBCL, TRF,
BASC Parent and Teacher Monitors, CPRS-R Short Form,
CTRS-R Short Form). This manual does not provide evidence
that BADDS dimensions can separate different clinical
groups and quantify treatment effects.

Internalizing Symptoms

Children’s Depression Inventory (CDI; Kovacs, 1992).
This focused self-report measure may be used in the early
identification of symptoms and the monitoring of treat-
ment effectiveness, as well as contributing to the diagnostic
process. The CDI represents a unique format because chil-
dren are required to select one statement from each of
27 statement triads to describe their past 2 weeks. The first
option is scored a 0 (symptom absence), the second a 1 (mild
symptom), and the third a 2 (definite symptom). It may there-
fore be more accurate to characterize the CDI as a task
requiring the child to read 81 short statements presented at a
third-grade reading level and make a selection from state-
ment triplets. The Total score is the summary of five factor-
derived subscales: Negative Mood, Interpersonal Problems,
Ineffectiveness, Anhedonia, and Negative Self-esteem. An
Inconsistency Index is provided to exclude protocols that
may reflect inadequate attention to CDI statements or com-
prehension of the required task response. Also available is a
10-item short form that correlates .89 to the Total score. Re-
gional norms generate a profile of gender- and age-specific
(7–12/13–17 years) T scores, in which values in the 60s
(especially those above 65T) in children referred for evalua-
tion are clinically significant (Sitarenios & Kovacs, 1999).
Although considerable emphasis has been placed on the
accurate description of the CDI as a good indicator of self-
reported distress and not a diagnostic instrument, the manual
and considerable literature focus on classification based on a
Total raw score cutoff (Fristad, Emery, & Beck, 1997).
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Revised Children’s Manifest Anxiety Scale (RCMAS;
Reynolds & Richmond, 1985). Response of Yes-No to 37
statements generate a focused Total Anxiety score that incor-
porates three subscales (Physiological Anxiety, Worry/Over-
sensitivity, Social Concerns/ Concentration); the other nine
items provide a validity scale (Lie). Standard scores derived
from a normative sample of approximately 5,000 protocols
are gender and age specific (6–17+ years). Independent re-
sponse to scale statements requires a third-grade reading
level; each anxiety item obtained an endorsement rate be-
tween .30 and .70 and correlated at least .40 with the total
score. Anxiety as a disorder is suggested with a total score
that exceeds 69T; symptoms of anxiety are suggested by sub-
scale elevations when Total Anxiety remains below 70T
(Gerard & Reynolds, 1999).

Family Adjustment

Marital Satisfaction Inventory–Revised (MSI-R; Snyder,
1997). When the marital relationship becomes a potential
focus of treatment, it often becomes useful to define areas of
conflict and the differences manifest by comparison of parent
descriptions. The MSI-R includes 150 true-false items com-
prising two validity scales (Inconsistency, Conventionaliza-
tion), one global scale (Global Distress), and 10 scales that
assess specific areas of relationship stress (Affective Com-
munication, Problem-Solving Communication, Aggression,
Time Together, Disagreement About Finances, Sexual Dissat-
isfaction, Role Orientation, Family History of Distress, Dis-
satisfaction With Children, Conflict Over Child Rearing).
Items are presented on a self-scoring form or by personal
computer, and one profile facilitates direct comparison of
paired sets of gender-specific normalized T scores that are
subsequently applied in evaluation, treatment planning, and
outcome assessment. Empirically established T-score ranges
suggesting adjustment problems are designated on the profile
(usually scores above 59T). The geographically diverse, rep-
resentative standardization sample included more than 2,000
married adults. Because of substantial scale internal consis-
tency (median � = .82) and temporal stability (median 6-
week rtt = .79), a difference between spouse profiles or a shift
on retest of as little as 6 T-points represents a meaningful and
stable phenomenon. Evidence of scale discriminant and
actuarial validity has been summarized in detail (Snyder &
Aikman, 1999).

Parenting Stress Index (PSI), Third Edition (Abidin,
1995). This unique 120-item questionnaire measures exces-
sive stressors and stress within families of children aged 1 to
12 years. Description is obtained by parent selection from five

response options to statements often presented in the form of
strongly agree, agree, not sure, disagree, strongly agree. A
profile of percentiles from maternal response to the total
mixed-gender normative sample includes a Child Domain
score (subscales Distractibility/Hyperactivity, Adaptability,
Reinforces Parent, Demandingness, Mood, Adaptability) and
a Parent Domain score (subscales Competence, Isolation,
Attachment, Health, Role Restriction, Depression, Spouse),
which are combined into a Total Stress composite. Additional
measures include a Life Stress scale of 19 Yes-No items and a
Defensive Responding scale. Interpretive guidelines are
provided for substantive dimensions at 1 standard deviation
above and for Defensiveness values at 1 standard deviation
below the mean. A 36-item short form provides three sub-
scales: Parental Distress, Parent-Child Dysfunctional Interac-
tion, and Difficult Child. These subscales are summed into a
Total Stress score; a Defensiveness Responding scale is also
scored.

CURRENT STATUS AND FUTURE DIRECTIONS

Multidimensional, multiinformant objective assessment
makes a unique contribution to the assessment of youth
adjustment. This chapter presents the argument that this form
of assessment is especially responsive to the evaluation of the
evolving child and compatible with the current way in which
mental health services are provided to youth. The growing
popularity of these instruments in clinical practice (cf. Archer
& Newsom, 2000), however, has not stimulated comparable
efforts in research that focuses on instrument application.
Objective measures of youth adjustment would benefit from
the development of a research culture that promotes the study
and demonstration of measure validity. Current child clinical
literature predominantly applies objective measures in the
study of psychopathology and does not focus on the study of
test performance as an important endeavor. The journals that
routinely publish studies on test validity (e.g., Psychological
Assessment, Journal of Personality Assessment, Assessment)
seldom present articles that focus on instruments that mea-
sure child or adolescent adjustment. An exception to this
observation is the MMPI-A, for which research efforts have
been influenced by the substantial research culture of the
MMPI and MMPI-2 (cf. Archer, 1997).

Considerable effort will be required to establish the con-
struct and actuarial validity of popular child and adolescent
adjustment measures. It is not sufficient to demonstrate that a
distribution of scale scores separates regular-education stu-
dents from those referred for mental health services to estab-
lish scale validity. Indeed, the absence of such evidence may
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not exclude a scale from consideration, because it is possible
that the measurement of some normally distributed personal-
ity characteristic, such as social introversion, may contribute
to the development of a more effective treatment plan. Once
a child is referred for mental health services, application of a
screening measure is seldom of value. The actuarial interpre-
tive guidelines of the PIC-2, PIY, and SBS have established
one standard of the significant scale score by identifying the
minimum T-score elevation from which useful clinical in-
formation may be reliably predicted. Although other para-
digms might establish such a minimum scale score standard
as it predicts the likelihood of significant disability or case-
ness scale validity will be truly demonstrated only when a
measure contributes to the accuracy of routine decision mak-
ing that occurs in clinical practice. Such decisions include the
successful solution of a representative differential diagnosis
(cf. Forbes, 1985), or the selection of an optimal plan of treat-
ment (cf. Voelker et al., 1983).

Similarly, traditional evidence of scale reliability is an
inadequate standard of scale performance as applied to clini-
cal situations in which a scale is sequentially administered
over time. To be applied in the evaluation of treatment effec-
tiveness, degree of scale score change must be found to
accurately track some independent estimate of treatment
effectiveness (cf. Sheldrick, Kendall, & Heimberg, 2001). Of
relevance here will be the consideration of scale score range
and the degree to which a ceiling or floor effect restricts scale
performance.

Considering that questionnaire-derived information may
be obtained from parents, teachers, and the child, it is not un-
usual that the study of agreement among informants contin-
ues to be of interest. In this regard, it will be more useful to
determine the clinical implications of the results obtained
from each informant rather than the magnitude of correla-
tions that are so easily derived from samples of convenience
(cf. Hulbert, Gdowski, & Lachar, 1986). Rather than attribut-
ing obtained differences solely to situation specificity, other
explanations should be explored. For example, evidence
suggests that considerable differences between informants
may be attributed to the effects of response sets, such as re-
spondent defensiveness. Perhaps the study of informant
agreement has little value in increasing the contribution of
objective assessment to clinical application. Rather, it may be
more useful for research to apply paradigms that focus on the
incremental validity of applications of objective assessment.
Beginning with the information obtained from an intake in-
terview, a parent-derived profile could be collected and its
additional clinical value determined. In a similar fashion, one
could evaluate the relative individual and combined contribu-
tion of parent and teacher description in making a meaningful

differential diagnosis, say, between ADHD and ODD. The
feasibility of such psychometric research should increase as
routine use of objective assessment facilitates the develop-
ment of clinical databases at clinics and inpatient units.
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PSYCHOLOGICAL ASSESSMENT IN
SCHOOL SETTINGS

Psychological assessment in school settings is in many
ways similar to psychological assessment in other settings.
This may be the case in part because the practice of modern
psychological assessment began with an application to schools
(Fagan, 1996). However, the practice of psychological assess-
ment in school settings may be discriminated from practices in
other settings by three characteristics: populations, problems,
and procedures (American Psychological Association, 1998).

Psychological assessment in school settings primarily tar-
gets children, and secondarily serves the parents, families, and
educators of those children. In the United States, schools offer

services to preschool children with disabilities as young as
3 years of age and are obligated to provide services to individ-
uals up to 21 years of age. Furthermore, schools are obligated
to educate all children, regardless of their physical, behav-
ioral, or cognitive disabilities or gifts. Because public schools
are free and attendance is compulsory for children, schools
are more likely than private or fee-for-service settings to serve
individuals who are poor or members of a minority group or
have language and cultural differences. Consequently, psy-
chological assessment must respond to the diverse develop-
mental, cultural, linguistic, ability, and individual differences
reflected in school populations.

Psychological assessment in school settings primarily tar-
gets problems of learning and school adjustment. Although
psychologists must also assess and respond to other develop-
mental, social, emotional, and behavioral issues, the primary
focus behind most psychological assessment in schools is
understanding and ameliorating learning problems. Children
and families presenting psychological problems unrelated
to learning are generally referred to services in nonschool set-
tings. Also, school-based psychological assessment addresses
problem prevention, such as reducing academic or social
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failure. Whereas psychological assessment in other settings is
frequently not invoked until a problem is presented, psy-
chological assessment in schools may be used to prevent
problems from occurring.

Psychological assessment in school settings draws on pro-
cedures relevant to the populations and problems served in
schools. Therefore, school-based psychologists emphasize
assessment of academic achievement and student learning,
use interventions that emphasize educational or learning ap-
proaches, and use consultation to implement interventions.
Because children experience problems in classrooms, play-
grounds, homes, and other settings that support education,
interventions to address problems are generally implemented
in the setting where the problem occurs. School-based psy-
chologists generally do not provide direct services (e.g., play
therapy) outside of educational settings. Consequently, psy-
chologists in school settings consult with teachers, parents,
and other educators to implement interventions. Psycho-
logical assessment procedures that address student learning,
psychoeducational interventions, and intervention implemen-
tation mediated via consultation are emphasized to a greater
degree in schools than in other settings.

The remainder of this chapter will address aspects of psy-
chological assessment that distinguish practices in school-
based settings from practices in other settings. The chapter is
organized into four major sections: the purposes, current prac-
tices, assessment of achievement and future trends of psycho-
logical assessment in schools.

PURPOSES OF PSYCHOLOGICAL ASSESSMENT
IN SCHOOLS

There are generally six distinct, but related, purposes that
drive psychological assessment. These are screening, diagno-
sis, intervention, evaluation, selection, and certification. Psy-
chological assessment practitioners may address all of these
purposes in their school-based work.

Screening

Psychological assessment may be useful for detecting psycho-
logical or educational problems in school-aged populations.
Typically, psychologists employ screening instruments to de-
tect students at risk for various psychological disorders, in-
cluding depression, suicidal tendencies, academic failure,
social skills deficits, poor academic competence, and other
forms of maladaptive behaviors. Thus, screening is most often
associated with selected or targeted prevention programs (see
Coie et al., 1993, and Reiss & Price, 1996, for a discussion of
contemporary prevention paradigms and taxonomies).

The justification for screening programs relies on three
premises: (a) individuals at significantly higher than average
risk for a problem can be identified prior to onset of the prob-
lem; (b) interventions can eliminate later problem onset or re-
duce the severity, frequency, and duration of later problems;
and (c) the costs of the screening and intervention programs
are justified by reduced fiscal or human costs. In some cases,
psychologists justify screening by maintaining that interven-
tions are more effective if initiated prior to or shortly after
problem onset than if they are delivered later.

Three lines of research validate the assumptions support-
ing screening programs in schools. First, school-aged children
who exhibit later problems may often be identified with rea-
sonable accuracy via screening programs, although the value
of screening varies across problem types (Durlak, 1997).
Second, there is a substantial literature base to support the
efficacy of prevention programs for children (Durlak, 1997;
Weissberg & Greenberg, 1998). Third, prevention programs
are consistently cost effective and usually pay dividends of
greater than 3:1 in cost-benefit analyses (Durlak, 1997).

Although support for screening and prevention programs
is compelling, there are also concerns about the value of
screening using psychological assessment techniques. For
example, the consequences of screening mistakes (i.e., false
positives and false negatives) are not always well understood.
Furthermore, assessment instruments typically identify chil-
dren as being at risk, rather than identifying the social, edu-
cational, and other environmental conditions that put them at
risk. The focus on the child as the problem (i.e., the so-called
“disease model”) may undermine necessary social and edu-
cational reforms (see Albee, 1998). Screening may also be
more appropriate for some conditions (e.g., suicidal tenden-
cies, depression, social skills deficits) than for others (e.g.,
smoking), in part because students may not be motivated to
change (Norman, Velicer, Fava, & Prochaska, 2000). Place-
ment in special programs or remedial tracks may reduce,
rather than increase, students’ opportunity to learn and de-
velop. Therefore, the use of psychological assessment in
screening and prevention programs should consider carefully
the consequential validity of the assessment process and
should ensure that inclusion in or exclusion from a preven-
tion program is based on more than a single screening test
score (see standard 13.7, American Educational Research As-
sociation, American Psychological Association, & National
Council on Measurement in Education, 1999, pp. 146–147).

Diagnosis

Psychological assessment procedures play a major, and
often decisive, role in diagnosing psychoeducational prob-
lems. Generally, diagnosis serves two purposes: establishing
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eligibility for services and selecting interventions. The use of
assessment to select interventions will be discussed in the
next section. Eligibility for special educational services in the
United States is contingent upon receiving a diagnosis of a
psychological or psychoeducational disability. Students may
qualify for special programs (e.g., special education) or
privileges (e.g., testing accommodations) under two different
types of legislation. The first type is statutory (e.g., the
Americans with Disabilities Act), which requires schools to
provide a student diagnosed with a disability with accommo-
dations to the general education program (e.g., extra time,
testing accommodations), but not educational programs. The
second type of legislation is entitlement (e.g., Individuals
with Disabilities Education Act), in which schools must pro-
vide special services to students with disabilities when
needed. These special services may include accommodations
to the general education program and special education ser-
vices (e.g., transportation, speech therapy, tutoring, place-
ment in a special education classroom). In either case,
diagnosis of a disability or disorder is necessary to qualify for
accommodations or services.

Statutory legislation and educational entitlement legisla-
tion are similar, but not identical, in the types of diagnoses
recognized for eligibility purposes. In general, statutory legis-
lation is silent on how professionals should define a disability.
Therefore, most diagnoses to qualify children under statutory
legislation invoke medical (e.g., American Psychiatric Asso-
ciation, 2000) nosologies. Psychological assessment leading
to a recognized medical or psychiatric diagnosis is a neces-
sary, and in some cases sufficient, condition for establishing a
student’s eligibility for services. In contrast, entitlement legis-
lation is specific in defining who is (and is not) eligible for
services. Whereas statutory and entitlement legislation share
many diagnostic categories (e.g., learning disability, mental
retardation), they differ with regard to specificity and recogni-
tion of other diagnoses. For example, entitlement legislation
identifies “severely emotionally disturbed” as a single cate-
gory consisting of a few broad diagnostic indicators, whereas
most medical nosologies differentiate more types and vari-
eties of emotional disorders. An example in which diagnostic
systems differ is attention deficit disorder (ADD): The disor-
der is recognized in popular psychological and psychiatric
nosologies (e.g., American Psychiatric Association, 2000),
but not in entitlement legislation.

Differences in diagnostic and eligibility systems may lead
to somewhat different psychological assessment methods
and procedures, depending on the purpose of the diagnosis.
School-based psychologists tend to use diagnostic categories
defined by entitlement legislation to guide their assessments,
whereas psychologists based in clinics and other nonschool
settings tend to use medical nosologies to guide psychological

assessment. These differences are generally compatible, but
they occasionally lead to different decisions about who is, and
is not, eligible for accommodations or special education ser-
vices. Also, psychologists should recognize that eligibility for
a particular program or accommodation is not necessarily
linked to treatment or intervention for a condition. That is, two
students who share the same diagnosis may have vastly differ-
ent special programs or accommodations, based in part on
differences in student needs, educational settings, and avail-
ability of resources.

Intervention

Assessment is often invoked to help professionals select an
intervention from among an array of potential interventions
(i.e., treatment matching). The fundamental assumption is
that the knowledge produced by a psychological assessment
improves treatment or intervention selection. Although most
psychologists would accept the value for treatment matching
at a general level of assessment, the notion that psychological
assessment results can guide treatment selection is more con-
troversial with respect to narrower levels of assessment. For
example, determining whether a student’s difficulty with
written English is caused by severe mental retardation, deaf-
ness, lack of exposure to English, inconsistent prior instruc-
tion, or a language processing problem would help educators
select interventions ranging from operant conditioning ap-
proaches to placement in a program using American Sign
Language, English as a Second Language (ESL) programs,
general writing instruction with some support, or speech
therapy.

However, the utility of assessment to guide intervention is
less clear at narrower levels of assessment. For example,
knowing that a student has a reliable difference between one
or more cognitive subtest or composite scores, or fits a par-
ticular personality category or learning style profile, may
have little value in guiding intervention selection. In fact,
some critics (e.g., Gresham & Witt, 1997) have argued that
there is no incremental utility for assessing cognitive or per-
sonality characteristics beyond recognizing extreme abnor-
malities (and such recognition generally does not require the
use of psychological tests). Indeed, some critics argue that
data-gathering techniques such as observation, interviews,
records reviews, and curriculum-based assessment of acade-
mic deficiencies (coupled with common sense) are sufficient
to guide treatment matching (Gresham & Witt, 1997; Reschly
& Grimes, 1995). Others argue that knowledge of cognitive
processes, and in particular neuropsychological processes, is
useful for treatment matching (e.g., Das, Naglieri, & Kirby,
1994; Naglieri, 1999; Naglieri & Das, 1997). This issue will
be discussed later in the chapter.
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Evaluation

Psychologists may use assessment to evaluate the outcome of
interventions, programs, or other educational and psycholog-
ical processes. Evaluation implies an expectation for a certain
outcome, and the outcome is usually a change or improve-
ment (e.g., improved reading achievement, increased social
skills). Increasingly, the public and others concerned with
psychological services and education expect students to show
improvement as a result of attending school or participating
in a program. Psychological assessment, and in particular,
assessment of student learning, helps educators decide
whether and how much students improve as a function of a
curriculum, intervention, or program. Furthermore, this infor-
mation is increasingly of interest to public and lay audiences
concerned with accountability (see Elmore & Rothman;
1999; McDonnell, McLaughlin, & Morrison, 1997).

Evaluation comprises two related purposes: formative
evaluation (e.g., ongoing progress monitoring to make instruc-
tional decisions, providing feedback to students), and summa-
tive evaluation (e.g., assigning final grades, making pass/fail
decisions, awarding credits). Psychological assessment is
helpful for both purposes. Formative evaluation may focus on
students (e.g., curriculum-based measurement of academic
progress; changes in frequency, duration, or intensity of social
behaviors over time or settings), but it may also focus on the
adults involved in an intervention. Psychological assessment
can be helpful for assessing treatment acceptability (i.e., the
degree to which those executing an intervention find the proce-
dure acceptable and are motivated to comply with it; Fairbanks
& Stinnett, 1997), treatment integrity (i.e., adherence to a
specific intervention or treatment protocol; Wickstrom, Jones,
LaFleur, & Witt, 1998), and goal attainment (the degree
to which the goals of the intervention are met; MacKay,
Somerville, & Lundie, 1996). Because psychologists in educa-
tional settings frequently depend on others to conduct interven-
tions, they must evaluate the degree to which interventions are
acceptable and determine whether interventions were executed
with integrity before drawing conclusions about intervention
effectiveness. Likewise, psychologists should use assessment
to obtain judgments of treatment success from adults in addi-
tion to obtaining direct measures of student change to make
formative and summative decisions about student progress or
outcomes.

Selection

Psychological assessment for selection is an historic practice
that has become controversial. Students of intellectual assess-
ment may remember that Binet and Simon developed the first

practical test of intelligence to help Parisian educators select
students for academic or vocational programs. The use of psy-
chological assessment to select—or assign—students to edu-
cational programs or tracks was a major function of U.S.
school-based psychologists in the early to mid-1900s (Fagan,
2000). However, the general practice of assigning students to
different academic tracks (called tracking) fell out of favor
with educators, due in part to the perceived injustice of limiting
students’opportunity to learn. Furthermore, the use of intellec-
tual ability tests to assign students to tracks was deemed illegal
by U.S. federal district court, although later judicial decisions
have upheld the assignment of students to different academic
tracks if those assignments are based on direct measures of stu-
dent performance (Reschly, Kicklighter, & McKee, 1988).
Therefore, the use of psychological assessment to select or as-
sign students to defferent educational tracks is allowed if the
assessment is nonbiased and is directly tied to the educational
process. However, many educators view tracking as ineffective
and immoral (Oakes, 1992), although recent research suggests
tracking may have beneficial effects for all students, including
those in the lowest academic tracks (Figlio & Page, 2000). The
selection activities likely to be supported by psychological
assessment in schools include determining eligibility for
special education (discussed previously in the section titled
“Diagnosis”), programs for gifted children, and academic
honors and awards (e.g., National Merit Scholarships).

Certification

Psychological assessment rarely addresses certification,
because psychologists are rarely charged with certification
decisions. An exception to this rule is certification of student
learning, or achievement testing. Schools must certify student
learning for graduation purposes, and incresingly for other
purposes, such as promotion to higher grades or retention for
an additional year in the same grade.

Historically, teachers make certification decisions with
little use of psychological assessment. Teachers generally
certify student learning based on their assessment of student
progress in the course via grades. However, grading practices
vary substantially among teachers and are often unreliable
within teachers, because teachers struggle to reconcile judg-
ments of student performance with motivation and perceived
ability when assigning grades (McMillan & Workman, 1999).
Also, critics of public education have expressed grave con-
cerns regarding teachers’ expectations and their ability and
willingness to hold students to high expectations (Ravitch,
1999).

In response to critics’ concerns and U.S. legislation (e.g.,
Title I of the Elementary and Secondary Education Act),
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schools have dramatically increased the use and importance of
standardized achievement tests to certify student knowledge.
Because states often attach significant student consequences to
their standardized assessments of student learning, these tests
are called high-stakes tests (see Heubert & Hauser, 1999).
About half of the states in the United States currently use tests
in whole or in part for making promotion and graduation deci-
sions (National Governors Association, 1998); consequently,
psychologists should help schools design and use effective as-
sessment programs. Because these high-stakes tests are rarely
given by psychologists, and because they do not assess more
psychological attributes such as intelligence or emotion, one
could exclude a discussion of high-stakes achievement tests
from this chapter. However, I include them here and in the sec-
tion on achievement testing, because these assessments are
playing an increasingly prominent role in schools and in the
lives of students, teachers, and parents. I also differentiate high-
stakes achievement tests from diagnostic assessment. Al-
though diagnosis typically includes assessment of academic
achievement and also has profound effects on students’ lives
(i.e., it carries high stakes), two features distinguish high-stakes
achievement tests from other forms of assessment: (a) all
students in a given grade must take high-stakes achievement
tests, whereas only students who are referred (and whose par-
ents consent) undergo diagnostic assessment; and (b) high-
stakes tests are used to make general educational decisions
(e.g., promotion, retention, graduation), whereas diagnostic as-
sessment is used to determine eligibility for special education.

CURRENT STATUS AND PRACTICES OF
PSYCHOLOGICAL ASSESSMENT IN SCHOOLS

The primary use of psychological assessment in U.S. schools
is for the diagnosis and classification of educational disabili-
ties. Surveys of school psychologists (e.g., Wilson & Reschly,
1996) show that most school psychologists are trained in as-
sessment of intelligence, achievement, and social-emotional
disorders, and their use of these assessments comprises the
largest single activity they perform. Consequently, most
school-based psychological assessment is initiated at the re-
quest of an adult, usually a teacher, for the purpose of deciding
whether the student is eligible for special services.

However, psychological assessment practices range
widely according to the competencies and purposes of the
psychologist. Most of the assessment technologies that
school psychologists use fall within the following categories:

1. Interviews and records reviews.

2. Observational systems.

3. Checklists and self-report techniques.

4. Projective techniques.

5. Standardized tests.

6. Response-to-intervention approaches.

Methods to measure academic achievement are addressed in
a separate section of this chapter.

Interviews and Records Reviews

Most assessments begin with interviews and records reviews.
Assessors use interviews to define the problem or concerns of
primary interest and to learn about their history (when the
problems first surfaced, when and under what conditions prob-
lems are likely to occur); whether there is agreement across
individuals, settings, and time with respect to problem occur-
rence; and what individuals have done in response to the
problem. Interviews serve two purposes: they are useful for
generating hypotheses and for testing hypotheses. Unstruc-
tured or semistructured procedures are most useful for hypoth-
esis generation and problem identification, whereas structured
protocols are most useful for refining and testing hypotheses.
Garb’s chapter on interviewing in this volume examines these
various approaches to interviewing in greater detail.

Unstructured and semistructured interview procedures typ-
ically follow a sequence in which the interviewer invites the
interviewee to identify his or her concerns, such as the nature
of the problem, when the person first noticed it, its frequency,
duration, and severity, and what the interviewee has done in
response to the problem. Most often, interviews begin with
open-ended questions (e.g., “Tell me about the problem”) and
proceed to more specific questions (e.g., “Do you see the prob-
lem in other situations?”). Such questions are helpful in estab-
lishing the nature of the problem and in evaluating the degree
to which the problem is stable across individuals, settings,
and time. This information will help the assessor evaluate who
has the problem (e.g., “Do others share the same perception of
the problem?”) and to begin formulating what might influence
the problem (e.g., problems may surface in unstructured sit-
uations but not in structured ones).Also, evidence of appropri-
ate or nonproblem behavior in one setting or at one time
suggests the problem may be best addressed via motivational
approaches (i.e., supporting the student’s performance of the
appropriate behavior). In contrast, the failure to find any prior
examples of appropriate behavior suggests the student has not
adequately learned the appropriate behavior and thus needs
instructional support to learn the appropriate behavior.

Structured interview protocols used in school settings are
usually driven by instructional theory or by behavioral theory.
For example, interview protocols for problems in reading or
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mathematics elicit information about the instructional prac-
tices the teacher uses in the classroom (see Shapiro, 1989).
This information can be useful in identifying more and less
effective practices and to develop hypotheses that the asses-
sor can evaluate through further assessment.

Behavioral theories also guide structured interviews. The
practice of functional assessment of behavior (see Gresham,
Watson, & Skinner, 2001) first identifies one or more target
behaviors. These target behaviors are typically defined in spe-
cific, objective terms and are defined by the frequency, dura-
tion, and intensity of the behavior. The interview protocol then
elicits information about environmental factors that occur be-
fore, during, and after the target behavior. This approach is
known as the ABCs of behavior assessment, in that assessors
seek to define the antecedents (A), consequences (C), and
concurrent factors (B) that control the frequency, duration, or
intensity of the target behavior. Assessors then use their
knowledge of the environment-behavior links to develop
interventions to reduce problem behaviors and increase appro-
priate behaviors. Examples of functional assessment proce-
dures include systems developed by Dagget, Edwards, Moore,
Tingstrom, and Wilczynski (2001), Stoiber and Kratochwill
(2002), and Munk and Karsh (1999). However, functional as-
sessment of behavior is different from functional analysis of
behavior. Whereas a functional assessment generally relies on
interview and observational data to identify links between the
environment and the behavior, a functional analysis requires
that the assessor actually manipulate suspected links (e.g., an-
tecedents or consequences) to test the environment-behavior
link. Functional analysis procedures are described in greater
detail in the section on response-to-intervention assessment
approaches.

Assessors also review permanent products in a student’s
record to understand the medical, educational, and social his-
tory of the student. Among the information most often sought
in a review of records is the student’s school attendance his-
tory, prior academic achievement, the perspectives of previ-
ous teachers, and whether and how problems were defined in
the past. Although most records reviews are informal, formal
procedures exist for reviewing educational records (e.g.,
Walker, Block-Pedego, Todis, & Severson, 1991). Some of the
key questions addressed in a records review include whether
the student has had adequate opportunity to learn (e.g., are cur-
rent academic problems due to lack of or poor instruction?)
and whether problems are unique to the current setting or year.
Also, salient social (e.g., custody problems, foster care) and
medical conditions (e.g., otitis media, attention deficit disor-
der) may be identified in student records. However, assessors
should avoid focusing on less salient aspects of records (e.g.,
birth weight, developmental milestones) when defining prob-
lems, because such a focus may undermine effective problem

solving in the school context (Gresham, Mink, Ward,
MacMillan, & Swanson, 1994). Analysis of students’ perma-
nent products (rather than records about the student generated
by others) is discussed in the section on curriculum-based as-
sessment methodologies.

Together, interviews and records reviews help define the
problem and provide an historical context for the problem.
Assessors use interviews and records reviews early in the
assessment process, because these procedures focus and in-
form the assessment process. However, assessors may return
to interview and records reviews throughout the assessment
process to refine and test their definition and hypotheses about
the student’s problem. Also, psychologists may meld assess-
ment and intervention activities into interviews, such as in
behavioral consultation procedures (Bergan & Kratochwill,
1990), in which consultants use interviews to define prob-
lems, analyze problem causes, select interventions, and eval-
uate intervention outcomes.

Observational Systems

Most assessors will use one or more observational approaches
as the next step in a psychological assessment. Although
assessors may use observations for purposes other than indi-
vidual assessment (e.g., classroom behavioral screening, eval-
uating a teacher’s adherence to an intervention protocol), the
most common use of an observation is as part of a diagnostic
assessment (see Shapiro & Kratochwill, 2000). Assessors use
observations to refine their definition of the problem, generate
and test hypotheses about why the problem exists, develop
interventions within the classroom, and evaluate the effects of
an intervention.

Observation is recommended early in any diagnostic assess-
ment process, and many states in the United States require
classroom observation as part of a diagnostic assessment. Most
assessors conduct informal observations early in a diagnostic
assessment because they want to evaluate the student’s behav-
ior in the context in which the behavior occurs. This allows the
assessor to corroborate different views of the problem, compare
the student’s behavior to that of his or her peers (i.e., determine
what is typical for that classroom), and detect features of the en-
vironment that might contribute to the referral problem.

Observation systems can be informal or formal. The infor-
mal approaches are, by definition, idiosyncratic and vary
among assessors. Most informal approaches rely on narrative
recording, in which the assessor records the flow of events and
then uses the recording to help refine the problem definition
and develop hypotheses about why the problem occurs. These
narrative qualitative records provide rich data for understand-
ing a problem, but they are rarely sufficient for problem defin-
ition, analysis, and solution.
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As is true for interview procedures, formal observation
systems are typically driven by behavioral or instructional
theories. Behavioral observation systems use applied be-
havioral analysis techniques for recording target behaviors.
These techniques include sampling by events or intervals and
attempt to capture the frequency, duration, and intensity of the
target behaviors. One system that incorporates multiple obser-
vation strategies is the Ecological Behavioral Assessment
System for Schools (Greenwood, Carta, & Dawson, 2000);
another is !Observe (Martin, 1999). Both use laptop or hand-
held computer technologies to record, summarize, and report
observations and allow observers to record multiple facets of
multiple behaviors simultaneously.

Instructional observation systems draw on theories of
instruction to target teacher and student behaviors exhibited
in the classroom. The Instructional Environment Scale-II
(TIES-II; Ysseldyke & Christenson, 1993) includes interviews,
direct observations, and analysis of permanent products to iden-
tify ways in which current instruction meets and does not meet
student needs. Assessors use TIES-II to evaluate 17 areas of in-
struction organized into four major domains. The Instructional
Environment Scale-II helps assessors identify aspects of in-
struction that are strong (i.e., matched to student needs) and as-
pects of instruction that could be changed to enhance student
learning. The ecological framework presumes that optimizing
the instructional match will enhance learning and reduce prob-
lem behaviors in classrooms. This assumption is shared by cur-
riculum-based assessment approaches described later in the
chapter. Although TIES-II has a solid foundation in instruc-
tional theory, there is no direct evidence of its treatment utility
reported in the manual, and one investigation of the use of
TIES-II for instructional matching (with the companion Strate-
gies and Tactics for Educational Interventions, Algozzine &
Ysseldyke, 1992) showed no clear benefit (Wollack, 2000).

The Behavioral Observation of Student in School (BOSS;
Shapiro, 1989) is a hybrid of behavioral and instructional
observation systems. Assessors use interval sampling proce-
dures to identify the proportion of time a target student is on or
off task. These categories are further subdivided into active or
passive categories (e.g., actively on task, passively off task) to
describe broad categories of behavior relevant to instruction.
The BOSS also captures the proportion of intervals teachers
actively teach academic content in an effort to link teacher and
student behaviors.

Formal observational systems help assessors by virtue of
their precision, the ability to monitor change over time and
circumstances, and their structured focus on factors relevant
to the problem at hand. Formal observation systems often re-
port fair to good interrater reliability, but they often fail to re-
port stability over time. Stability is an important issue in
classroom observations, because observer ratings are gener-

ally unstable if based on three or fewer observations (see
Plewis, 1988). This suggests that teacher behaviors are not
consistent. Behavioral observation systems overcome this
limitation via frequent use (e.g., observations are conducted
over multiple sessions); observations based on a single ses-
sion (e.g., TIES-II) are susceptible to instability but attempt
to overcome this limitation via interviews of the teacher and
student. Together, informal and formal observation systems
are complementary processes in identifying problems, devel-
oping hypotheses, suggesting interventions, and monitoring
student responses to classroom changes.

Checklists and Self-Report Techniques

School-based psychological assessment also solicits infor-
mation directly from informants in the assessment process.
In addition to interviews, assessors use checklists to solicit
teacher and parent perspectives on student problems. Asses-
sors may also solicit self-reports of behavior from students to
help identify, understand, and monitor the problem.

Schools use many of the checklists popular in other set-
tings with children and young adults. Checklists to measure a
broad range of psychological problems include the Child
Behavior Checklist (CBCL; Achenbach, 1991a, 1991b),
Devereux Rating Scales (Naglieri, LeBuffe, & Pfeiffer,
1993a, 1993b), and the Behavior Assessment System for
Children (BASC; C. R. Reynolds & Kamphaus, 1992). How-
ever, school-based assessments also use checklists oriented
more specifically to schools, such as the Connors Rating
Scale (for hyperactivity; Connors, 1997), the Teacher-Child
Rating Scale (T-CRS; Hightower et al., 1987), and the Social
Skills Rating System (SSRS; Gresham & Elliott, 1990).
Lachar’s chapter in this volume examines the use of these
kinds of measures in mental health settings.

The majority of checklists focus on quantifying the degree
to which the child’s behavior is typical or atypical with
respect to age or grade level peers. These judgments can be
particularly useful for diagnostic purposes, in which the as-
sessor seeks to establish clinically unusual behaviors. In ad-
dition to identifying atypical social-emotional behaviors such
as internalizing or externalizing problems, assessors use
checklists such as the Scales of Independent Behavior
(Bruininks, Woodcock, Weatherman, & Hill, 1996) to rate
adaptive and maladaptive behavior. Also, some instruments
(e.g., the Vineland Adaptive Behavior Scales; Sparrow, Balla,
& Cicchetti, 1984) combine semistructured parent or care-
giver interviews with teacher checklists to rate adaptive
behavior. Checklists are most useful for quantifying the de-
gree to which a student’s behavior is atypical, which in turn is
useful for differential diagnosis of handicapping conditions.
For example, diagnosis of severe emotional disturbance
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implies elevated maladaptive or clinically atypical behavior
levels, whereas diagnosis of mental retardation requires de-
pressed adaptive behavior scores.

The Academic Competence Evaluation Scale (ACES;
DiPerna&Elliott, 2000) is anexception to the rule that checklists
quantify abnormality. Teachers use the ACES to rate students’
academic competence, which is more directly relevant to acade-
mic achievement and classroom performance than measures of
social-emotional or clinically unusual behaviors. The ACES in-
cludes a self-report form to corroborate teacher and student rat-
ings of academic competencies. Assessors can use the results of
the teacher and student forms of the ACES with the Academic
Intervention Monitoring System (AIMS; S. N. Elliott, DiPerna,
& Shapiro, 2001) to develop interventions to improve students’
academic competence. Most other clinically oriented checklists
lend themselves to diagnosis but not to intervention.

Self-report techniques invite students to provide open- or
closed-ended response to items or probes. Many checklists
(e.g., the CBCL, BASC, ACES, T-CRS, SSRS) include a self-
report form that invites students to evaluate the frequency or in-
tensity of their own behaviors. These self-report forms can be
useful for corroborating the reports of adults and for assessing
the degree to which students share perceptions of teachers and
parents regarding their own behaviors. Triangulating percep-
tions across raters and settings is important because the same
behaviors are not rated identically across raters and settings. In
fact, the agreement among raters, and across settings, can vary
substantially (Achenbach, McConaughy, & Howell, 1987).
That is, most checklist judgments within a rater for a specific
setting are quite consistent, suggesting high reliability. How-
ever, agreement between raters within the same setting, or
agreement within the same rater across setting, is much lower,
suggesting that many behaviors are situation specific, and there
are strong rater effects for scaling (i.e., some raters are more
likely to view behaviors as atypical than other raters).

Other self-report forms exist as independent instruments to
help assessors identify clinically unusual feelings or behav-
iors. Self-report instruments that seek to measure a broad
range of psychological issues include the Feelings, Attitudes,
and Behaviors Scale for Children (Beitchman, 1996), the
Adolescent Psychopathology Scale (W. M. Reynolds, 1988),
and the Adolescent Behavior Checklist (Adams, Kelley, &
McCarthy, 1997). Most personality inventories address ado-
lescent populations, because younger children may not be able
to accurately or consistently complete personality inventories
due to linguistic or developmental demands. Other checklists
solicit information about more specific problems, such as so-
cial support (Malecki & Elliott, 1999), anxiety (March, 1997),
depression (Reynolds, 1987), and internalizing disorders
(Merrell & Walters, 1998).

One attribute frequently associated with schooling is self-
esteem. The characteristic of self-esteem is valued in schools,
because it is related to the ability to persist, attempt difficult
or challenging work, and successfully adjust to the social and
academic demands of schooling. Among the most popular
instruments to measure self-esteem are the Piers-Harris
Children’s Self-Concept Scale (Piers, 1984), the Self-Esteem
Inventory (Coopersmith, 1981), the Self-Perception Profile
for Children (Harter, 1985), and the Multi-Dimensional Self-
Concept Scale (Bracken, 1992).

One form of a checklist or rating system that is unique to
schools is the peer nomination instrument. Peer nomination
methods invite students to respond to items such as “Who in
your classroom is most likely to fight with others?” or “Who
would you most like to work with?” to identify maladaptive
and prosocial behaviors. Peer nomination instruments (e.g., the
Oregon Youth Study Peer Nomination Questionnaire, Capaldi
& Patterson, 1989) are generally reliable and stable over time
(Coie, Dodge, & Coppotelli, 1982). Peer nomination instru-
ments allow school-based psychological assessment to capital-
ize on the availability of peers as indicators of adjustment,
rather than relying exclusively on adult judgement or self-
report ratings.

The use of self-report and checklist instruments in schools
is generally similar to their use in nonschool settings. That is,
psychologists use self-report and checklist instruments to
quantify and corroborate clinical abnormality. However, some
instruments lend themselves to large-scale screening pro-
grams for prevention and early intervention purposes (e.g., the
Reynolds Adolescent Depression Scale) and thus allow psy-
chologists in school settings the opportunity to intervene prior
to onset of serious symptoms. Unfortunately, this is a capabil-
ity that is not often realized in practice.

Projective Techniques

Psychologists in schools use instruments that elicit latent
emotional attributes in response to unstructured stimuli or
commands to evaluate social-emotional adjustment and ab-
normality. The use of projective instruments is most relevant
for diagnosis of emotional disturbance, in which the psychol-
ogist seeks to evaluate whether the student’s atypical behav-
ior extends to atypical thoughts or emotional responses.

Most school-based assessors favor projective techniques re-
quiring lower levels of inference. For example, the Rorschach
tests are used less often than drawing tests. Draw-a-person tests
or human figure drawings are especially popular in schools be-
cause they solicit responses that are common (children are
often asked to draw), require little language mediation or other
culturally specific knowledge, and can be group administered
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for screening purposes, and the same drawing can be used to
estimate mental abilities and emotional adjustment. Although
human figure drawings have been popular for many years,
their utility is questionable, due in part to questionable psycho-
metric characteristics (Motta, Little, & Tobin, 1993). How-
ever, more recent scoring system have reasonable reliability
and demonstrated validity for evaluating mental abilities
(e.g., Naglieri, 1988) and emotional disturbance (Naglieri,
McNeish, & Bardos, 1991). The use of projective drawing tests
is controversial, with some arguing that psychologists are
prone to unwarranted interpretations (Smith & Dumont, 1995)
and others arguing that the instruments inherently lack suffi-
cient reliability and validity for clinical use (Motta et al., 1993).
However, others offer data supporting the validity of drawings
when scored with structured rating systems (e.g., Naglieri &
Pfeiffer, 1992), suggesting the problem may lie more in un-
structured or unsound interpretation practices than in drawing
tests per se.

Another drawing test used in school settings is the Kinetic
Family Drawing (Burns & Kaufman, 1972), in which chil-
dren are invited to draw their family “doing something.” As-
sessors then draw inferences about family relationships based
on the position and activities of the family members in the
drawing. Other projective assessments used in schools in-
clude the Rotter Incomplete Sentences Test (Rotter, Lah, &
Rafferty, 1992), which induces a projective assessment of
emotion via incomplete sentences (e.g., “I am most afraid
of ”). General projective tests, such as the Thematic
Apperception Test (TAT; Murray & Bellak, 1973), can be
scored for attributes such as achievement motivation (e.g.,
Novi & Meinster, 2000). There are also apperception tests
that use educational settings (e.g., the Education Appercep-
tion Test; Thompson & Sones, 1973) or were specifically de-
veloped for children (e.g., the Children’s Apperception Test;
Bellak & Bellak, 1992). Despite these modifications, apper-
ception tests are not widely used in school settings. Further-
more, psychological assessment in schools has tended to
reduce projective techniques, favoring instead more objec-
tive approaches to measuring behavior, emotion, and psy-
chopathology.

Standardized Tests

Psychologists use standardized tests primarily to assess
cognitive abilities and academic achievement. Academic
achievement will be considered in its own section later in this
chapter. Also, standardized assessments of personality and
psychopathology using self-report and observational ratings
are described in a previous section. Consequently, this sec-
tion will describe standardized tests of cognitive ability.

Standardized tests of cognitive ability may be adminis-
tered to groups of students or to individual students by an ex-
aminer. Group-administered tests of cognitive abilities were
popular for much of the previous century as a means for
matching students to academic curricula. As previously men-
tioned, Binet and Simon (1914) developed the first practical
test of intelligence to help Parisian schools match students to
academic or vocational programs, or tracks. However, the
practice of assigning students to academic programs or tracks
based on intelligence tests is no longer legally defensible
(Reschly et al., 1988). Consequently, the use of group-
administered intelligence tests has declined in schools. How-
ever, some schools continue the practice to help screen for
giftedness and cognitive delays that might affect schooling.
Instruments that are useful in group-administered contexts
include the Otis-Lennon School Ability Test (Otis & Lennon,
1996), the Naglieri Nonverbal Ability Test (Naglieri, 1993),
the Raven’s Matrices Tests (Raven, 1992a, 1992b), and the
Draw-A-Person (Naglieri, 1988). Note that, with the excep-
tion of the Otis-Lennon School Ability Test, most of these
screening tests use culture-reduced items. The reduced em-
phasis on culturally specific items makes them more appro-
priate for younger and ethnically and linguistically diverse
students. Although culture-reduced, group-administered in-
telligence tests have been criticized for their inability to pre-
dict school performance, there are studies that demonstrate
strong relationships between these tests and academic perfor-
mance (e.g., Naglieri & Ronning, 2000).

The vast majority of cognitive ability assessments in
schools use individually administered intelligence test batter-
ies. The most popular batteries include the Weschler Intelli-
gence Scale for Children—Third Edition (WISC-III; Wechsler,
1991), the Stanford Binet Intelligence Test—Fourth Edition
(SBIV; Thorndike, Hagen, & Sattler, 1986), the Woodcock-
Johnson Cognitive Battery—Third Edition (WJ-III COG;
Woodcock, McGrew, & Mather, 2000b), and the Cognitive
Assessment System (CAS; Naglieri & Das, 1997). Psycholo-
gists may also use Wechsler Scales for preschool (Wechsler,
1989) and adolescent (Wechsler, 1997) assessments and may
use other, less popular, assessment batteries such as the Differ-
entialAbility Scales (DAS; C. D. Elliott, 1990) or the Kaufman
Assessment Battery for Children (KABC; Kaufman &
Kaufman, 1983) on occasion.

Two approaches to assessing cognitive abilities other than
broad intellectual assessment batteries are popular in schools:
nonverbal tests and computer-administered tests. Nonverbal
tests of intelligence seek to reduce prior learning and, in partic-
ular, linguistic and cultural differences by using language- and
culture-reduced test items (see Braden, 2000). Many nonverbal
tests of intelligence also allow for nonverbal responses and may
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be administered via gestures or other nonverbal or language-
reduced means. Nonverbal tests include the Universal Nonver-
bal Intelligence Test (UNIT; Bracken & McCallum, 1998),
the Comprehensive Test of Nonverbal Intelligence (CTONI;
Hammill, Pearson, & Wiederholt, 1997), and the Leiter Inter-
national Performance Scale—Revised (LIPS-R; Roid &
Miller, 1997). The technical properties of these tests is usually
good to excellent, although they typically provide less data to
support their validity and interpretation than do more compre-
hensive intelligence test batteries (Athanasiou, 2000).

Computer-administered tests promise a cost- and time-
efficient alternative to individually administered tests. Three
examples are the GeneralAbility Measure forAdults (Naglieri &
Bardos, 1997), the MultidimensionalAptitude Battery (Jackson,
1984), and the Computer Optimized Multimedia Intelligence
Test (TechMicro, 2000). In addition to reducing examiner time,
computer-administered testing can improve assessment accu-
racy by using adaptive testing algorithms that adjust the items
administered to most efficiently target the examinee’s ability
level. However, computer-administered tests are typically
normed only on young adult and adult populations, and many ex-
aminers are not yet comfortable with computer technologies for
deriving clinical information. Therefore, these tests are not yet
widely used in school settings, but they are likely to become
more popular in the future.

Intelligence test batteries use a variety of item types, orga-
nized into tests or subtests, to estimate general intellectual
ability. Batteries produce a single composite based on a large
number of tests to estimate general intellectual ability and
typically combine individual subtest scores to produce com-
posite or factor scores to estimate more specific intellectual

abilities. Most batteries recommend a successive approach to
interpreting the myriad of scores the battery produces (see
Sattler, 2001). The successive approach reports the broadest
estimate of general intellectual ability first and then proceeds
to report narrower estimates (e.g., factor or composite scores
based on groups of subtests), followed by even narrower esti-
mates (e.g., individual subtest scores). Assessors often inter-
pret narrower scores as indicators of specific, rather than
general, mental abilities. For each of the intellectual assess-
ment batteries listed, Table 12.1 describes the estimates of
general intellectual ability, the number of more specific score
composites, the number of individual subtests, and whether
the battery has a conormed achievement test.

The practice of drawing inferences about a student’s cogni-
tive abilities from constellations of test scores is usually known
as profile analysis (Sattler, 2001), although it is more precisely
termed ipsative analysis (see Kamphaus, Petoskey, & Morgan,
1997). The basic premise of profile analysis is that individual
subtest scores vary, and the patterns of variation suggest relative
strengths and weaknesses within the student’s overall level of
general cognitive ability. Test batteries support ipsative analysis
of test scores by providing tables that allow examiners to deter-
mine whether differences among scores are reliable (i.e., un-
likely given that the scores are actually equal in value) or
unusual (i.e., rarely occurring in the normative sample). Many
examiners infer unusual deficits or strengths in a student’s cog-
nitive abilities based on reliable or unusual differences among
cognitive test scores, despite evidence that this practice is not
well supported by statistical or logical analyses (Glutting, Mc-
Dermott, Watkins, Kush, & Konold, 1997; but see Naglieri,
2000).

TABLE 12.1 Intelligence Test Battery Scores, Subtests, and Availability of Conormed Achievement Tests

Cognitive Tests Co-Normed
Instrument General Ability Factors or Subtests Achievement Tests

CAS 1 (Full scale score) 4 cognitive 12 Yes (22 tests on the
Woodcock-Johnson-Revised
Achievement Battery)

DAS 1 (General conceptual 4 cognitive, 17 Yes (3 test on the
ability) 5 diagnostic Basic Academic Skills

Inventory Screener)

KABC 1 (Mental processing 2 cognitive 10 Yes (6 achievement tests
composite) in the KABC battery)

SBIV 1 (Composite score) 4 cognitive 15 No

WISC-III 1 (Full scale IQ) 2 IQs, 4 factor 13 Yes (9 tests on the
scores Wechsler Individual

Achievement Test)

WJ-III COG 3 (Brief, standard, & 7 cognitive, 20 Yes (22 tests on the
extended general 5 clinical Achievement Battery)
intellectual ability)
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Examiners use intelligence test scores primarily for diag-
nosing disabilities in students. Examiners use scores for diag-
nosis in two ways: to find evidence that corroborates the
presence of a particular disability (confirmation), or to find
evidence to disprove the presence of a particular disability
(disconfirmation). This process is termed differential diagno-
sis, in that different disability conditions are discriminated
from each other on the basis of available evidence (including
test scores). Furthermore, test scores are primary in defining
cognitive disabilities, whereas test scores may play a sec-
ondary role in discriminating other, noncognitive disabilities
from cognitive disabilities.

Three examples illustrate the process. First, mental retarda-
tion is a cognitive disability that is defined in part by intel-
lectual ability scores falling about two standard deviations
below the mean. An examiner who obtains a general intellec-
tual ability score that falls more than two standard deviations
below the mean is likely to consider a diagnosis of mental
retardation in a student (given other corroborating data),
whereas a score above the level would typically disconfirm a
diagnosis of mental retardation. Second, learning disabilities
are cognitive disabilities defined in part by an unusually low
achievement score relative to the achievement level that is pre-
dicted or expected given the student’s intellectual ability. An
examiner who finds an unusual difference between a student’s
actual achievement score and the achievement score predicted
on the basis of the student’s intellectual ability score would be
likely to consider a diagnosis of a learning disability, whereas
the absence of such a discrepancy would typically disconfirm
the diagnosis. Finally, an examiner who is assessing a student
with severe maladaptive behaviors might use a general intel-
lectual ability score to evaluate whether the student’s behav-
iors might be due to or influenced by limited cognitive
abilities; a relatively low score might suggest a concurrent in-
tellectual disability, whereas a score in the low average range
would rule out intellectual ability as a concurrent problem.

The process and logic of differential diagnosis is central
to most individual psychological assessment in schools, be-
cause most schools require that a student meet the criteria for
one or more recognized diagnostic categories to qualify for
special education services. Intelligence test batteries are central
to differential diagnosis in schools (Flanagan, Andrews, &
Genshaft, 1997) and are often used even in situations in which
the diagnosis rests entirely on noncognitive criteria (e.g., ex-
aminers assess the intellectual abilities of students with severe
hearing impairments to rule out concomitant mental retarda-
tion). It is particularly relevant to the practice of identifying
learning disabilities, because intellectual assessment batteries
may yield two forms of evidence critical to confirming a learn-
ing disability: establishing a discrepancy between expected

and obtained achievement, and identifying a deficit in one
or more basic psychological processes. Assessors generally
establish aptitude-achievement discrepancies by comparing
general intellectual ability scores to achievement scores,
whereas they establish a deficit in one or more basic psycho-
logical processes via ipsative comparisons of subtest or spe-
cific ability composite scores.

However, ipsative analyses may not provide a particu-
larly valid approach to differential diagnosis of learning dis-
abilities (Ward, Ward, Hatt, Young, & Mollner, 1995), nor
is it clear that psychoeducational assessment practices and
technologies are accurate for making differential diagnoses
(MacMillan, Gresham, Bocian, & Siperstein, 1997). Decision-
making teams reach decisions about special education eligibil-
ity that are only loosely related to differential diagnostic
taxonomies (Gresham, MacMillan, & Bocian, 1998), particu-
larly for diagnosis mental retardation, behavior disorders,
and learning disabilities (Bocian, Beebe, MacMillan, &
Gresham, 1999; Gresham, MacMillan, & Bocian, 1996;
MacMillan, Gresham, & Bocian, 1998). Although many critics
of traditional psychoeducational assessment believe intellectual
assessment batteries cannot differentially diagnose learning
disabilities primarily because defining learning disabilities in
terms of score discrepancies is an inherently flawed practice,
others argue that better intellectual ability batteries are more
effective in differential diagnosis of learning disabilities
(Naglieri, 2000, 2001).

Differential diagnosis of noncognitive disabilities, such as
emotional disturbance, behavior disorders, and ADD, is also
problematic (Kershaw & Sonuga-Barke, 1998). That is, diag-
nostic conditions may not be as distinct as educational and
clinical classification systems imply. Also, intellectual ability
scores may not be useful for distinguishing among some
diagnoses. Therefore, the practice of differential diagnosis,
particularly with respect to the use of intellectual ability bat-
teries for differential diagnosis of learning disabilities, is a
controversial—yet ubiquitous—practice.

Response-to-Intervention Approaches

An alternative to differential diagnosis in schools emphasizes
students’ responses to interventions as a means of diagnosing
educational disabilities (see Gresham, 2001). The logic of the
approach is based on the assumption that the best way to dif-
ferentiate students with disabilities from students who have
not yet learned or mastered academic skills is to intervene
with the students and evaluate their response to the interven-
tion. Students without disabilities are likely to respond well
to the intervention (i.e., show rapid progress), whereas stu-
dents without disabilities are unlikely to respond well (i.e.,
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show slower or no progress). Studies of students with diag-
nosed disabilities suggest that they indeed differ from
nondisabled peers in their initial levels of achievement (low)
and their rate of response (slow; Speece & Case, 2001).

The primary benefit of a response-to-intervention approach
is shifting the assessment focus from diagnosing and deter-
mining eligibility for special services to a focus on improving
the student’s academic skills (Berninger, 1997). This benefit is
articulated within the problem-solving approach to psycho-
logical assessment and intervention in schools (Batsche &
Knoff, 1995). In the problem-solving approach, a problem is
the gap between current levels of performance and desired
levels of performance (Shinn, 1995). The definitions of cur-
rent and desired performance emphasize precise, dynamic
measures of student performance such as rates of behavior.
The assessment is aligned with efforts to intervene and evalu-
ates the student’s response to those efforts. Additionally, a
response-to-intervention approach can identify ways in which
the general education setting can be modified to accommodate
the needs of a student, as it focuses efforts on closing the gap
between current and desired behavior using pragmatic, avail-
able means.

The problems with the response-to-intervention are logi-
cal and practical. Logically, it is not possible to diagnose
based on response to a treatment unless it can be shown that
only people with a particular diagnosis fail to respond. In
fact, individuals with and without disabilities respond to
many educational interventions (Swanson & Hoskyn, 1998),
and so the premise that only students with disabilities will fail
to respond is unsound. Practically, response-to-intervention
judgments require accurate and continuous measures of stu-
dent performance, the ability to select and implement sound
interventions, and the ability to ensure that interventions are
implemented with reasonable fidelity or integrity. Of these
requirements, the assessor controls only the accurate and
continuous assessment of performance. Selection and imple-
mentation of interventions is often beyond the assessor’s con-
trol, as nearly all educational interventions are mediated and
delivered by the student’s teacher. Protocols for assessing
treatment integrity exist (Gresham, 1989), although treat-
ment integrity protocols are rarely implemented when educa-
tional interventions are evaluated (Gresham, MacMillan,
Beebe, & Bocian, 2000).

Because so many aspects of the response-to-treatment
approach lie beyond the control of the assessor, it has yet to
garner a substantial evidential base and practical adherents.
However, a legislative shift in emphasis from a diagnosis/
eligibility model of special education services to a response-
to-intervention model would encourage the development and
practice of response-to-intervention assessment approaches
(see Office of Special Education Programs, 2001).

Summary

The current practices in psychological assessment are, in
many cases, similar to practices used in nonschool settings.
Assessors use instruments for measuring intelligence, psy-
chopathology, and personality that are shared by colleagues
in other settings and do so for similar purposes. Much of con-
temporary assessment is driven by the need to differentially
diagnose disabilities so that students can qualify for special
education. However, psychological assessment in schools is
more likely to use screening instruments, observations, peer-
nomination methodologies, and response-to-intervention ap-
proaches than psychological assessment in other settings. If
the mechanisms that allocate special services shift from
differential diagnosis to intervention-based decisions, it is
likely that psychological assessment in schools would shift
away from traditional clinical approaches toward ecological,
intervention-based models for assessment (Prasse & Schrag,
1998).

ASSESSMENT OF ACADEMIC ACHIEVEMENT

Until recently, the assessment of academic achievement
would not merit a separate section in a chapter on psychologi-
cal assessment in schools. In the past, teachers and educational
administrators were primarily responsible for assessing stu-
dent learning, except for differentially diagnosing a disability.
However, recent changes in methods for assessing achieve-
ment, and changes in the decisions made from achievement
measures, have pushed assessment of academic achievement
to center stage in many schools. This section will describe the
traditional methods for assessing achievement (i.e., individu-
ally administered tests used primarily for diagnosis) and then
describe new methods for assessing achievement. The section
concludes with a review of the standards and testing move-
ment that has increased the importance of academic achieve-
ment assessment in schools. Specifically, the topics in this
section include the following:

1. Individually administered achievement tests.

2. Curriculum-based assessment and measurement.

3. Performance assessment and portfolios.

4. Large-scale tests and standards-based educational reform.

Individually Administered Tests

Much like individually administered intellectual assessment
batteries, individually administered achievement batteries pro-
vide a collection of tests to broadly sample various academic
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achievement domains. Among the most popular achievement
batteries are the Woodcock-Johnson Achievement Battery—
Third Edition (WJ-III ACH; Woodcock, McGrew, & Mather,
2000a) the Wechsler Individual Achievement Test—Second
Edition (WIAT-II; The Psychological Corporation, 2001), the
Peabody Individual Achievement Test—Revised (PIAT-R;
Markwardt, 1989), and the Kaufman Test of Educational
Achievement (KTEA; Kaufman & Kaufman, 1985).

The primary purpose of individually administered academic
achievement batteries is to quantify student achievement in
ways that support diagnosis of educational disabilities. There-
fore, these batteries produce standard scores (and other norm-
reference scores, such as percentiles and stanines) that allow
examiners to describe how well the student scores relative to a
norm group. Often, examiners use scores from achievement
batteries to verify that the student is experiencing academic de-
lays or to compare achievement scores to intellectual ability
scores for the purpose of diagnosing learning disabilities. Be-
cause U.S. federal law identifies seven areas in which students
may experience academic difficulties due to a learning disabil-
ity, most achievement test batteries include tests to assess those
seven areas. Table 12.2 lists the tests within each academic
achievement battery that assess the seven academic areas iden-
tified for learning disability diagnosis.

Interpretation of scores from achievement batteries is less
hierarchical or successive than for intellectual assessment bat-
teries. That is, individual test scores are often used to represent
an achievement domain. Some achievement test batteries
combine two or more test scores to produce a composite. For
example, the WJ-III ACH combines scores from the Passage
Comprehension and Reading Vocabulary tests to produce a

Reading Comprehension cluster score. However, most achieve-
ment batteries use a single test to assess a given academic do-
main, and scores are not typically combined across academic
domains to produce more general estimates of achievement.

Occasionally, examiners will use specific instruments to
assess academic domains in greater detail. Examples of more
specialized instruments include the Woodcock Reading
Mastery Test—Revised (Woodcock, 1987), the Key Math
Diagnostic Inventory—Revised (Connolly, 1988), and the
Oral and Written Language Scales (Carrow-Woolfolk, 1995).
Examiners are likely to use these tests to supplement an
achievement test battery (e.g., neither the KTEA nor PIAT-R
includes tests of oral language) or to get additional informa-
tion that could be useful in refining an understanding of the
problem or developing an academic intervention. Specialized
tests can help examiners go beyond a general statement (e.g.,
math skills are low) to more precise problem statements
(e.g., the student has not yet mastered regrouping procedures
for multidigit arithmetic problems). Some achievement test
batteries (e.g., the WIAT-II) also supply error analysis proto-
cols to help examiners isolate and evaluate particular skills
within a domain.

One domain not listed among the seven academic areas in
federal law that is of increasing interest to educators and asses-
sors is the domain of phonemic awareness. Phonemic aware-
ness comprises the areas of grapheme-phoneme relationships
(e.g., letter-sound links), phoneme manipulation, and other
skills needed to analyze and synthesize print to language.
Reading research increasingly identifies low phonemic aware-
ness as a major factor in reading failure and recommends early
assessment and intervention to enhance phonemic awareness

TABLE 12.2 Alignment of Achievement Test Batteries to the Seven Areas of Academic Deficit Identified
in Federal Legislation

Academic Area KTEA PIAT-R WIAT-II WJ-III ACH

Listening [none] [none] Listening Understanding directions,
comprehension comprehension oral comprehension

Oral expression [none] [none] Oral expression Story recall, picture
vocabulary

Reading skills Reading Reading Word reading, Letter-word identification,
decoding recognition pseudoword word attack, reading 

decoding fluency

Reading Reading Reading Reading Passage comprehension,
comprehension comprehension comprehension comprehension reading vocabulary

Math skills Mathematics Numerical Calculation,
computation operations math fluency

Math Mathematics
Mathematics*

Math reasoning Applied problems,
applications applications quantitative concepts

Written Spelling* Written expression, Written expression, Writing samples
expression spelling* spelling*

* A related but indirect measure of the academic area.

} {
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skills (National Reading Panel, 2000). Consequently, assessors
serving younger elementary students may seek and use instru-
ments to assess phonemic awareness.Although some standard-
ized test batteries (e.g., WIAT-II, WJ-III ACH) provide formal
measures of phonemic awareness, most measures of phone-
mic awareness are not standardized and are experimental in
nature (Yopp, 1988). Some standardized measures of phone-
mic awareness not contained in achievement test batteries
include the Comprehensive Test of Phonological Processing
(Wagner, Torgesen, & Rashotte, 1999) and The Phonological
Awareness Test (Robertson & Salter, 1997).

Curriculum-Based Assessment and Measurement

Although standardized achievement tests are useful for quan-
tifying the degree to which a student deviates from normative
achievement expectations, such tests have been criticized.
Among the most persistent criticisms are these:

1. The tests are not aligned with important learning out-
comes.

2. The tests are unable to provide formative evaluation.

3. The tests describe student performance in ways that are
not understandable or linked to instructional practices.

4. The tests are inflexible with respect to the varying
instructional models that teachers use.

5. The tests cannot be administered, scored, and interpreted
in classrooms.

6. The tests fail to communicate to teachers and students
what is important to learn (Fuchs, 1994).

Curriculum-based assessment (CBA; see Idol, Nevin, &
Paolucci-Whitcomb, 1996) and measurement (CBM; see
Shinn, 1989, 1995) approaches seek to respond to these
criticisms. Most CBA and CBM approaches use materials
selected from the student’s classroom to measure student
achievement, and they therefore overcome issues of align-
ment (i.e., unlike standardized batteries, the content of CBA
or CBM is directly drawn from the specific curricula used in
the school), links to instructional practice, and sensitivity and
flexibility to reflect what teachers are doing. Also, most CBM
approaches recommend brief (1–3 minute) assessments 2 or
more times per week in the student’s classroom, a recom-
mendation that allows CBM to overcome issues of contextual
value (i.e., measures are taken and used in the classroom set-
ting) and allows for formative evaluation (i.e., decisions
about what is and is not working). Therefore, CBA and CBM
approaches to assessment provide technologies that are em-
bedded in the learning context by using classroom materials
and observing behavior in classrooms.

The primary distinction between CBA and CBM is the
intent of the assessment. Generally, CBA intends to provide
information for instructional planning (e.g., deciding what
curricular level best meets a student’s needs). In contrast,
CBM intends to monitor the student’s progress in response to
instruction. Progress monitoring is used to gauge the out-
come of instructional interventions (i.e., deciding whether
the student’s academic skills are improving). Thus, CBA
methods provide teaching or planning information, whereas
CBM methods provide testing or outcome information. The
metrics and procedures for CBA and CBM are similar, but
they differ as a function of the intent of the assessment.

The primary goal of most CBA is to identify what a stu-
dent has and has not mastered and to match instruction to the
student’s current level of skills. The first goal is accom-
plished by having a repertoire of curriculum-based probes
that broadly reflect the various skills students should master.
The second goal (instructional matching) varies the difficulty
of the probes, so that the assessor can identify the ideal bal-
ance between instruction that is too difficult and instruction
that is too easy for the student. Curriculum-based assessment
identifies three levels of instructional match:

1. Frustration level. Task demands are too difficult; the stu-
dent will not sustain task engagement and will generally
not learn because there is insufficient understanding to
acquire and retain skills.

2. Instructional level. Task demands balance task difficulty,
so that new information and skills are presented and re-
quired, with familiar content or mastered skills, so that
students sustain engagement in the task. Instructional
level provides the best trade-off between new learning and
familiar material.

3. Independent/Mastery level. Task demands are sufficiently
easy or familiar to allow the student to complete the tasks
with no significant difficulty. Although mastery level ma-
terials support student engagement, they do not provide
many new or unfamiliar task demands and therefore result
in little learning.

Instructional match varies as a function of the difficulty of the
task and the support given to the student. That is, students can
tolerate more difficult tasks when they have direct support
from a teacher or other instructor, but students require lower
levels of task difficulty in the absence of direct instructional
support.

Curriculum-based assessment uses direct assessment using
behavioral principles to identify when instructional demands
are at frustration, instruction, or mastery levels. The behav-
ioral principles that guide CBA and CBM include defining
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behaviors in their smallest meaningful unit of behavior (e.g., a
word read aloud in context); objectivity and precision of as-
sessment (e.g., counting the frequency of a specific behavior);
and repeated measurement over time. Therefore, CBA and
CBM approaches tend to value metrics that are discrete, that
can be counted and measured as rates of behavior, and that are
drawn from students’ responses in their classroom context
using classroom materials. For example, reading skills might
be counted as the proportion of words the student can identify
in a given passage or the number of words the student reads
aloud in 1 minute. Mathematics skills could be measured as
the proportion of problems solved correctly in a set, or the
number or correct digits produced per minute in a 2-minute
timed test.

Curriculum-based assessment protocols define instruc-
tional match between the student and the material in terms
of these objective measures of performance. For example, a
passage in which a student recognizes less than 93% of
the words is deemed to be at frustration level. Likewise, a
third-grade student reading aloud at a rate of 82 words/min
with 3 errors/min is deemed to be reading a passage that is at
instructional level; a passage that the student could read aloud
at a rate of more than 100 words/min. with 5 errors would be
deemed to be at the student’s mastery level. Table 12.3 pro-
vides examples of how assessors can use CBA and CBM
metrics to determine the instructional match for task demands
in reading and mathematics.

Whereas assessors vary the type and difficulty of task
demands in a CBA approach to identify how best to match
instruction to a student, CBM approaches require assessors to
hold task type and difficulty constant and interpret changes in
the metrics as evidence of improving student skill. Thus,
assessors might develop a set of 20 reading passages, or
20 probes of mixed mathematics problem types of similar

difficulty levels, and then randomly and repeatedly adminis-
ter these probes to a student over time to evaluate the stu-
dent’s academic progress. In most instances, the assessor
would chart the results of these 1-min or 2-min samples of
behavior to create a time series. Increasing rates of desired
behavior (e.g., words read aloud per minute) and stable or
decreasing rates of errors (e.g., incorrect words per minute)
indicate an increase in a student’s skills.

Figures 12.1 and 12.2 present oral reading fluency rates for
a student. Figure 12.1 plots the results of eight 1-min reading
probes, indicating the number of words the student read cor-
rectly, and the number read incorrectly, in one minute. The
assessor calculated the median words/min correct for the
eight data points and placed an X in the middle of the col-
lected (baseline) data series. The assessor then identified an
instructional goal—that is, that the student would read 100
words/min correctly within 30 days. The line connecting the
student’s current median performance and the assessor’s goal
is an aim line, or the rate of improvement needed to ensure
that the student meets the goal. Figure 12.2 shows the inter-
vention selected to achieve the goal (choral reading) and
the chart reflecting the student’s progress toward the goal.
Given the tendency of the student’s progress to fall below
the aim line, the assessor concluded that this instructional
intervention was not sufficient to meet the performance goal.
Assuming that the assessor determined that the choral reading
approach was conducted appropriately, these results would
lead the assessor to select a more modest goal or a different
intervention.

Curriculum-based assessment and CBM approaches
promise accurate instructional matching and continuous
monitoring of progress to enhance instructional decision-
making. Also, school districts can develop CBM norms to
provide scores similar to standardized tests (see Shinn, 1989)

TABLE 12.3 Sample Values of Curriculum-Based Metrics for Instructional Matching in Reading and Mathematics

Academic Skill Support Level Frustration Instruction Mastery

Proportion of unique known Independent 0–92% 93–96% 97–100%
words in a passage Supported 0–69% 70–85% 86–100%

Oral reading Independent 0–39 words/min or more 40–60 words/min and 4 More than 60 words/min and 4 or
rate grades 1–2 than 4 errors/min or fewer errors/min fewer errors/min

Oral reading Independent 0–69 words/min 70–100 words/min More than 100 words/min and 6 or
rate grades 3–6 or more than 6 errors/min and 6 or fewer errors/min fewer errors/min

Proportion of mathematics Supported 0–74% 75–90% 91–100%
problems correct

Correct digits/min grades 1–3 Independent 0–9 10–19 20 or more

Correct digits/min Independent 0–19 20–39 40 or more 
grades 4 and up

Source: Data in this table based on Fuchs and Fuchs (1982), Shapiro (1988), and Braden, Kovaleski, and Prasse (1996).



276 Psychological Assessment in School Settings

for screening and diagnostic purposes (although it is expen-
sive to do so). Generally, research supports the value of these
approaches. They are reliable and consistent (Hintze, Owen,
Shapiro, & Daly, 2000), although there is some evidence of
slight ethnic and gender bias (Kranzler, Miller, & Jordan,
1999). The validity of CBA and CBM measures is supported
by correspondence to standardized achievement measures
and other measures of student learning (e.g., Hintze, Shapiro,
Conte, & Basile, 1997; Kranzler, Brownell, & Miller, 1998)
and evidence that teachers value CBA methods more than
standardized achievement tests (Eckert & Shapiro, 1999).
Most important, CBA matching and CBM monitoring of
mathematics performance yields more rapid increases in aca-

demic achievement among mildly disabled students than
among peers who were not provided with CBM monitoring
(Allinder, Bolling, Oats, & Gagnon, 2000; Stecker & Fuchs,
2000).

However, CBA and CBM have some limitations. One
such limitation is the limited evidence supporting the positive
effects of CBA and CBM for reading achievement (Nolet &
McLaughlin, 1997; Peverly & Kitzen, 1998). Others criticize
CBA and CBM for failing to reflect constructivist, cogni-
tively complex, and meaning-based learning outcomes and
for having some of the same shortcomings as standardized
tests (Mehrens & Clarizio, 1993). Still, CBA and CBM
promise to align assessment with learning and intervention
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more directly than standardized tests of achievement and to
lend themselves to continuous progress monitoring in ways
that traditional tests cannot match.

Performance Assessment and Portfolios

Performance assessment was inspired in part by the percep-
tion that reductionist (e.g., CBM) and standardized testing
approaches to assessment failed to capture constructivist,
higher order thinking elements of student performance. Per-
formance assessment developed in large part because of the
premise that that which is tested is taught. Therefore, perfor-
mance assessment advocates argued that educators needed
tests worth teaching to (Wiggins, 1989). Performance assess-
ment of complex, higher order academic achievement devel-
oped to assess complex, challenging academic skills, which
in turn support school reforms (Glatthorn, Bragaw, Dawkins,
& Parker, 1998) and teachers’ professional development
(Stiggins & Bridgeford, 1984).

Performance assessment is characterized by complex tasks
that require students to understand problems in context, accu-
rately integrate and apply academic knowledge and skills to
solve the problems, and communicate their problem-solving
process and solutions via written, graphic, oral, and demon-
strative exhibits (Braden, 1999). Performance assessments
are characterized by tasks embedded in a problem-solving
context that require students to construct responses, usually
over an extended time frame, and that may require collabora-
tion among group members. Scores produced by performance
assessments are criterion referenced to levels of proficiency.
An example of a mathematics performance assessment ap-
pears in Figure 12.3.

Scoring of performance assessments is a critical issue.
Because responses are constructed rather than selected, it is
not possible to anticipate all possible answers. Therefore, as-
sessors use scoring guides called rubrics to judge responses
against a criterion. Scores are generally rank ordered to reflect
increasing levels of proficiency and typically contain four or
five categories (e.g., Novice, Basic, Proficient, Advanced).
Rubrics may be holistic (i.e., providing a single score for the
response) or analytic (i.e., providing multiple scores reflect-
ing various aspects of performance). An example of the rubric
used to score the example mathematics performance assess-
ment appears in Figure 12.4. Note that the rubric is analytic
(i.e., it provides scores in more than one dimension) and can
be used across a variety of grade levels and problems to judge
the quality of student work. As is true of most rubrics, the
sample rubric emphasizes conceptual aspects of mathematics,
rather than simple computation or other low-level aspects of
performance.

Portfolios complement performance assessment by provid-
ing a means for collecting student work over time. Essentially,
a portfolio is a collection of student work that demonstrates
the student’s proficiency in one or more academic areas.
Although portfolios could include results from standardized
tests or CBAand CBM results, portfolios generally emphasize
complex works that integrate multiple dimensions of profi-
ciency, such as performance assessments, essays, recordings
of student performances, and the like (see Barton & Collins,
1997).

Two features generally define a portfolio: rules for including
or excluding student work, and rules regarding how work will
be judged. Rules for including student work may emphasize
work in progress (i.e., a working portfolio) or completed work;
also, rules may call for representative works (random work
sampling) or best works (optimal work sampling). Most port-
folio systems share negotiation of these issues among teachers,
students, and occasionally parents, so that rules about includ-
ing and judging work take on a collaborative quality. Finally,
most portfolio systems invoke a summative evaluation
process, so that students are required to present their work (a
portfolio exhibition) to the teacher or a panel of judges that may
include parent and community representatives. These judg-
ments occur even if the individual parts of a portfolio are
already scored, so that exhibitions create the opportunity for
reflection and longitudinal evaluation of student performance.
Portfolio exhibitions may be used to make educational deci-
sions, such as promotion to the next grade or high school grad-
uation, or they may have no specific consequences beyond
inviting reflection, engagement, and progress monitoring.

Although performance assessment and portfolios are
argued to have strong educational benefits, there are also chal-
lenges to performance assessment and portfolio approaches.
One significant problem is the reliability of judgments of
student work. Performance assessment and portfolio judg-
ments often show unacceptably poor interrater agreement, and
portfolio contents may present skewed perceptions of student
work (Shapley & Bush, 1999). However, interrater reliability
can be increased to acceptable levels with rubric use and ade-
quate rater training, which are resource-intensive activities
(Ediger, 2000). Even when interrater agreement is good, per-
formance assessments have limited agreement across tasks
purporting to measure the same domain (Shavelson, Ruiz-
Primo, & Wiley, 1999), which creates a significant assessment
dilemma: to achieve good generalization of results, one must
use many performance assessment tasks, yet performance
assessment tasks are complex, long, and expensive. Perfor-
mance assessments and portfolios may not reduce gaps be-
tween ethnic groups relative to standardized tests (Braden,
1999), and they may increase gender gaps for early elementary
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Illinois Standards Achievement Test Third Grade

Anna and her little brother, Mark, are going to the ice cream store to buy ice cream treats. They have $4.00 to spend on two different ice cream treats. Each
must have ice cream and at least one topping. Use price lists to choose a treat for Anna and a treat for Mark.

• List what is on Anna’s treat and Mark’s treat.

• Give the total cost for both treats.

• Tell how much money is left over after buying the two treats.

Show all your work. Explain in words how you got your answer and why you did the steps you did to solve the problem.

Ice Cream Cost

Small scoop of ice cream $0.75

Large scoop of ice cream $1.25

Toppings Cost

Chocolate sauce $0.50

Hot fudge sauce $0.50

Butterscotch sauce $0.25

Strawberries $1.00

Crushed peanuts $0.20

Whipped cream $0.15

Banana slices $0.65

Cherry $0.05

Anna’s Treat Mark’s Treat

Anna’s Treat Mark’s Treat

For this response, make sure you

• Show all your work in solving the problem.

• Clearly label your answer.

• Tell in words how you solved the problem.

• Tell in words why you did the steps you did to solve the problem.

• Write as clearly as you can.

Figure 12.3 Sample performance assessment in mathematics for third grade. Source: Illinois State Board of Education (2001), p. 69.
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MATHEMATICS SCORING RUBRIC: A GUIDE TO SCORING EXTENDED-RESPONSE ITEMS

Score
Level

4

3

2

1

0

Mathematical Knowledge
Knowledge of mathematical principles and
concepts that result in a correct solution to
a problem

• Shows complete understanding of the
problem’s mathematical concepts and
principles

• Uses appropriate mathematical
terminology & notations including
labeling the answer if appropriate; that
is, whether or not the unit is called for in
the stem of the item

• Executes algorithms completely and
correctly

• Shows nearly complete understanding of
the problem’s mathematical concepts
and principles

• Uses nearly correct mathematical
terminology and notations

• Executes algorithms completely;
computations are generally correct
but may contain minor errors

• Shows some understanding of the
problem’s mathematical concepts and
principles

• May contain major computational errors

• Shows limited to no understanding of
the problem’s mathematical concepts
and principles

• May misuse or fail to use mathematical
terms

• May contain major computational errors

No answer attempted

Explanation
Written explanation and rationales that
translate into words the steps of the
solution process and provide justification
for each step (although important, the
length of response, grammar, and syntax
are not the critical elements of this
dimension)

• Gives a complete written explanation
of the solution process employed;
explanation addresses both what was
done and why it was done

• May include a diagram with a
complete explanation of all its
elements

• Gives a nearly complete written
explanation of the solution process
employed; clearly explains what was
done and begins to address why it
was done

• May include a diagram with most of
the elements explained

• Gives some written explanation of the
solution process employed, either
explains what was done or addresses
why it was done; explanation is vague
or difficult to interpret

• May include a diagram with some of
the elements explained

• Gives minimal written explanation of
the solution process; may fail to
explain what was done and why it was
done

• Explanation does not match the
presented solution process

• May include minimal discussion of the
elements in a diagram; explanation of
significant elements is unclear

No written explanation of the solution
process is provided

Strategic Knowledge
Identification of important elements of
the problem and the use of models,
diagrams, symbols, and/or algorithms to
systematically represent and integrate
concepts

• Identifies all the important elements
of the problem and shows complete
understanding of the relationships
among elements

• Reflects an appropriate and systematic
strategy for solving the problem

• Gives clear evidence of a complete and
systematic solution process

• Identifies most of the important
elements of the problem and shows
general understanding of the
relationships among them

• Reflects an appropriate strategy for
solving the problem

• Solution process is nearly complete

• Identifies some important elements of
the problem but shows only limited
understanding of the relationships
among them

• Appears to reflect an appropriate
strategy but the application of strategy is
unclear, or a related strategy is applied
logically and consistently

• Gives some evidence of a solution
process

• Fails to identify important elements
or places too much emphasis on
unimportant elements

• May reflect an inappropriate or
inconsistent strategy for solving the
problem

• Gives minimal evidence of a solution
process; process may be difficult to
identify

• May attempt to use irrelevant outside
information

No apparent strategy

Figure 12.4 Scoring rubric for mathematics performance assessment.
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students (Supovitz & Brennan, 1997). Performance assess-
ments and portfolios require substantial resources, such as
task and rubric development and teacher training (Ediger,
2000), which may lead schools to avoid portfolio assessments
(Underwood, 1998).An advantage to performance and portfo-
lio assessment is the ability to include group work, yet doing
so raises the question of whose work is actually rated in the
assessment (Gearhart & Herman, 1998).

These problems have not prevented the large-scale adop-
tion of performance assessment and portfolios. For example,
Kentucky, Maryland, and Vermont require on-demand portfo-
lio assessments or portfolios as part of their annual assessment
programs (Education Week, 2001). Performance assessments
and portfolios are likely to remain popular with educators as
mechanisms to inspire constructivist, higher order learning
and teaching. These methods can also attain reasonable tech-
nical adequacy for reliability and validity, but they are likely
to do so only if schools invest substantial resources for devel-
oping tasks and rubrics and train raters in their use.

Large-Scale Tests and Standards-Based
Educational Reform

Educators have used large-scale assessments or group tests to
measure academic achievement for decades. Historically, a
school district would give a test at one or more elementary
and middle school grades, report the scores to its school
board and community, and use the results for self-evaluations
(e.g., adequacy of curriculum). However, beginning in the
late 1980s, the local, informal use of large-scale achievement
tests gave way to standards-based education reform.

The logic of standards-based education reform is straight-
forward: Establish standards for what students should know
and do, select assessments to evaluate the degree to which
students meet these standards, and report results back to
educational stakeholders (e.g., students, teachers, parents, ad-
ministrators) with the expectation that educators would use
assessment results to guide educational reforms (see Ravitch,
1999; Thomas B. Fordham Foundation, 1998). Standards-
based reforms at the state and federal levels introduced two
key changes from previous educational practices: first, that
standards would be high, and second, that test results have
formal consequences for schools, states, and possibly indi-
vidual students and teachers.

The impetus for these changes was reflected in federal
funding of public education. Title I of the Elementary and
Secondary Education Act (ESEA) requires states to adopt
“challenging educational standards” and to institute assess-
ment procedures to judge whether schools are demonstrating
continuous progress in preparing elementary, junior high, and
high school students to meet these standards. Because every

state accepts Title I ESEA funding, all states have large-scale
assessment programs in three or more grades (Education
Week, 2001). The ESEA reauthorization will expand the test-
ing requirement to include annual testing in reading and
mathematics in grades 3–8 and increase accountability re-
quirements for states (Bush, 2001).

Most states meet the federal requirement to annually as-
sess student achievement by purchasing one of the so-called
Big Three group achievement tests: the Iowa Tests of Basic
Skills (ITBS; Hoover, Hieronymus, Frisbie, & Dunbar,
1993), the Stanford Achievement Tests—9th Edition (SAT-9;
The Psychological Corporation, 1996), or the TerraNova
(CTB/McGraw-Hill, 1998). These achievement test batteries
appear in 10 or more forms for kindergarten through high
school grade levels and usually provide tests of reading, lan-
guage arts, mathematics, social studies, and science. Some
batteries include tests for more specific areas, such as
spelling or reading vocabulary. Although large-scale tests are
often criticized for their limited ability to assess complex stu-
dent achievement, most batteries have adapted formats to
mimic more authentic forms of assessment. For example,
most batteries now include longer (1–2 page) reading pas-
sages and extended response writing prompts and may pro-
vide performance assessments to supplement the traditional
selected-response formats. Therefore, some of the criticisms
leveled at group tests of achievement may be aimed at super-
ficial aspects of the assessment (e.g., selected response for-
mats) and consequently overlook the depth of assessment
these batteries may provide (Cizek, 1998; S. N. Elliott,
Braden, & White, 2001).

States may purchase the test as is from the test publisher
or (more commonly) contract with the publisher to provide
a test version customized to the state’s educational stan-
dards. For example, California, Arizona, and Florida use a
customized version of the SAT-9 for their annual testing
programs. A few states (e.g., Vermont) contract with a test
development company to build test specifically tailored to the
state’s educational standards. All but a few states use group
achievement tests composed primarily of selected response
(i.e., multiple-choice) items as their primary accountability
mechanism, although most states include at least a con-
structed response essay in their assessments. A few states
(e.g., Kentucky, Vermont) rely primarily or exclusively on
performance assessments or portfolios, and a few states (e.g.,
Maryland) mix performance and selected response assess-
ments (Education Week, 2001).

In addition to increasing their use of large-scale achieve-
ment tests, states are also increasing the consequences associ-
ated with test results. Consequences have moved from
low-stakes uses, such as simply reporting results to the public,
to high-stakes uses, such as tracking, retention, promotion,
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and graduation (see Heubert & Hauser, 1999). The increased
importance of test scores for students has inspired profes-
sional psychology and education organizations to produce
policies to guide the appropriate and effective uses of large-
scale tests for high-stakes decisions (e.g., American Educa-
tional Research Association, 2000; American Educational
Research Association, American Psychological Association,
National Council on Measurement in Education, 1999;
American Psychological Association, 2001). These policies
encourage the use of multiple data sources (rather than a sin-
gle test score), improving students’opportunities to learn, and
adopting effective alternatives to grade retention for students
not meeting standards.

The increased use of large-scale achievement tests to stim-
ulate standards-based reforms and educational accountability
is not without critics. Although there have been episodes of
parent-supported boycotts of testing (Schrag, 2000), surveys
of parents show overwhelming support for tests as a tool for
systemic accountability and even for making high-stakes
decisions (Driesler, 2001). Within the educational commu-
nity, critics (e.g., Labaree, 2000; Nave, Miech, & Moesteller,
2000) have argued against state standards, although most crit-
ics focus their criticisms on large-scale achievement tests as a
tool for educational reform (e.g., Kohn, 2000; Wiggins, 1989).
Others argue that standards are antithetical to profound indi-
vidual differences among students (Coffman, 1993), whereas
still others counter that individual differences can be recon-
ciled with high achievement standards (Tomlinson, 2000).
Although not unanimous, support for standards and educa-
tional accountability is widespread, even among teacher
unions (e.g., Feldman, 2000). The specific value of standard-
ized achievement tests as a tool for instructional reform
remains more controversial, even among proponents of stan-
dards (e.g., Kinder, 2000).

Summary

Assessment of academic achievement is often informal and
conducted primarily by teachers in classrooms with little or
no input from psychologists. However, individually adminis-
tered academic achievement test batteries have a strong
diagnostic focus and are typically used only by assessment
specialists. Curriculum-based assessment and measurement
technologies are increasingly popular with professionals con-
cerned with intervening in classroom settings to improve stu-
dent performance. Performance assessment and portfolios
are embraced by many in the educational enterprise as tools
to enhance student learning and instructional reforms. Fi-
nally, the use of large-scale assessment techniques, particu-
larly group achievement test batteries, is increasing among
states as they seek to comply with federal legislation and spur

standards-based educational reforms. Except for individually
administered achievement test batteries, psychological asses-
sors have traditionally delegated assessment of student
achievement to nonspecialists. This may change, as educa-
tional systems will increasingly require knowledge of assess-
ment principles, procedures, and products to make
appropriate high-stakes decisions. Experts in psychological
assessments within schools may help systems acquire the ca-
pacity for understanding and using assessment procedures
wisely.

THE FUTURE OF PSYCHOLOGICAL
ASSESSMENT IN SCHOOLS

In addition to describing the current practice of psychological
assessment in schools, I will prognosticate about the future of
assessment. The future is a child of the present, and conse-
quently predictions will reflect trends already evident in con-
temporary practice. The trends I will discuss with respect to
their impact on the future are aligning assessment to scientific
advances, aligning assessment to educational standards, ac-
commodating diverse learners in assessment, and treatment
utility.

Aligning Assessment to Scientific Advances

The trend to align assessment with scientific advances means
developing and using assessment instruments and procedures
that reflect the field’s knowledge of psychology. This trend
is already evident in the assessment of intelligence. For ex-
ample, newer intelligence test batteries (e.g., CAS, WJ-III)
draw on contemporary theories of cognitive processing
and are more explicit about the links between the tests
and the theories than traditional intelligence test batteries
(e.g., WISC-III). The last revision of the Stanford-Binet
intelligence battery (i.e., the SBIV) was substantially more
aligned with hierarchical intelligence theories than its prede-
cessors; likewise, even the venerable Wechsler batteries are
likely to morph into new forms that better reflect contempo-
rary thinking about cognitive abilities.

The shape of these new intelligence test batteries is as yet
unclear. The major influence on recent revisions in intelli-
gence tests is a hierarchical taxonomy of mental abilities, in
which general intellectual ability is a superordinate construct,
and under which various mental abilities are organized into
increasingly narrow cognitive processes (e.g., Carroll, 1993;
Jensen, 1998). This model is increasingly promoted as a
unifying framework for cognitive assessment (e.g., Flanagan,
2000; McGrew, Keith, Flanagan, & Vanderwood, 1997).
However, at least one alternative model, based on Luria’s
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neuropsychological framework, has emerged (i.e., the CAS).
It is not yet clear whether Luria’s framework is viable for as-
sessing individual differences in cognitive abilities and, if so,
whether the CAS successfully represents the framework
with practical assessment technologies (Keith, Kranzler, &
Flanagan, 2001; cf. Naglieri, 1999).

Aligning assessment to scientific advances in the affective
domain will most likely mean pushing instruments and clas-
sification systems toward an empirical approach to defining
psychopathology (e.g., Achenbach & McConaughy, 1996).
That is, assessment instruments and procedures are likely to
focus on broad dimensions of externalizing versus internaliz-
ing disorders and will be less likely to adopt diagnostic cate-
gories developed for adults and extended into childhood
(e.g., American Psychiatric Association, 2000). Additionally,
the trend away from projective measures in favor of observa-
tional and checklist approaches, which is already evident in
school-based practices, is likely to continue, so that projec-
tive measures will be increasingly marginalized in school-
based assessment practice.

A way in which scientific advances will affect assessment
comes from outside psychology: the domain of technology.
Clearly, computer-assisted assessment is already making in-
roads into school-based assessment practices. This trend will
continue, not only for supporting the scoring and interpreta-
tion of traditional assessment tools (e.g., the WJ-III can be
scored only with the assistance of a computer), but also in the
administration of assessment instruments. To date, computer-
based assessment of students has been slow to develop be-
cause of technological limitations and the relative inability of
younger students to use computers. Those barriers will fall as
computers become more available and easier to use. Three
aspects of computer-administered assessments are likely to
develop: (a) computer-assisted technologies for selecting a
set of items customized to the student’s ability level (increas-
ing assessment efficiency), (b) repeated assessments of stu-
dent performance to provide progress monitoring and support
instructional decision-making (e.g., using the computer to
administer and score oral reading rate from student speech),
and (c) increased use of computers to assess domains that
cannot be assessed with assessor-driven technologies (e.g.,
correct decision speed, Nettelbeck, 1998, or physiological
indicators of autonomic arousal).

Aligning Assessment to Educational Standards

The standards-based education movement will demand two
changes in standardized tests of academic achievement: a
shift in how results are described and a change in the content
assessed. Currently, standardized achievement tests report

results primarily as norm-referenced scores, which accurately
define where a student’s score places relative to others of the
same age or grade. However, the standards-based education
reform movement emphasizes student proficiency with re-
spect to objectively defined criterion measures, not relative
student standing. Most states use bookmarking procedures
to define proficiency levels that are not dependent on norm-
referenced descriptions via the use of item response theory
scores such as scale scores (see Braden, 2002; Elliott, Braden,
et al., 2001, Chap. 3). In a bookmarking procedure, educators
use item books, in which there is one item per page, and the
items are ordered so that the first page presents the easiest
item and the last page presents the hardest item. They then in-
sert bookmarks to reflect their judgment of the item difficul-
ties that divide proficiency categories (e.g., basic, proficient,
advanced) for a given grade. This process is typically fol-
lowed by discussion and consensus-building activities until
standards for proficiency (e.g., a proficient student in the
fourth grade should pass all items below the bookmark sepa-
rating the proficient from lower categories).

However, individually administered achievement test bat-
teries provide norm-referenced standard scores. These tests
should begin to report a student’s score relative to the criterion-
referenced proficiency levels used in the state or at least by
major test publishers to make individually administered batter-
ies relevant to the standards-based educational environment.

The second change in achievement tests will likely be a
shift in item content so that tests are aligned with educational
standards. Fortunately, most states have adopted standards
that resemble (in some cases, verbatim) the standards passed
by professional organizations. For example, the National
Council of Teachers of Mathematics (2000) has developed
standards describing what students should know and do at
various grade levels in mathematics; similar standards are
available for reading, language arts, science, and social stud-
ies. As test publishers begin to align test content to these stan-
dards, the subject matter assessed by the tests will change
(e.g., probability problems will be included even for young
children, as directed by standards), and the nature of the
items will also change (e.g., publishers will begin to include
more extended response and performance assessment items).
It is also likely that publishers will begin to capitalize on
computer technology to administer, score, and report assess-
ments, so that student progress toward mastering standards
may be frequently monitored. Finally, it is also likely that
computer-based systems will allow for multiple forms of
measurement, rather than focusing on a single instrument,
which would allow more accurate decisions regarding high-
stakes consequences using multiple sources of information
(e.g., teacher judgments, portfolio scores, test scores).
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Accommodating Diverse Learners in Assessment

At the present time, procedures for accommodating diverse
learners in assessments are largely a subjective process dri-
ven by examiner judgments. As scientific advances and edu-
cational standards will more clearly define the constructs to
be assessed, assessment instruments and processes will need
to be more rigorous in adequately assessing constructs with-
out capturing construct-irrelevant influences on test scores
introduced by student diversity. Historically, test authors and
publishers have directly addressed issues of ethnic and gen-
der diversity but have generally avoided or only indirectly
addressed issues of linguistic differences and disabilities in
their assessment procedures. This will begin to change, in
part because the proportion of students speaking languages
other than English is rapidly increasing, and in part because
of pressures to include all students (including those with lan-
guage differences or disabilities) in educational accountabil-
ity programs.

Research on these topics is still fairly limited, although the
available results are intriguing. For example, research sug-
gests that some accommodations either fail to help or even
hinder the performance of students who are English language
learners (Abedi, 2001; Abedi, Lord, Hofstetter, & Baker,
2000) or who have disabilities (Elliott, Kratochwill, & McK-
evitt, 2001). Therefore, test publishers will need to consider
ways in which tests can be constructed (e.g., with multiple
language forms) or adapted (e.g., with accommodations) to
help assessors accurately assess the constructs targeted in the
assessment. Consequently, it is likely that test publishers are
likely to offer increasingly diverse arrays of assessment
forms (e.g., formal language translations) as they publish
tests, and the directions accompanying tests are likely to be
more explicit regarding ways in which assessors can (and
cannot) accommodate diverse student needs without compro-
mising the validity of the assessment. One example of this
trend is the publication of an American Sign Language (ASL)
translation of the WAIS-III (Kostrubala & Braden, 1998),
which provides a language translation from English to ASL
and explicit directions for accommodating individuals who
are deaf and hard of hearing in the assessment.

Treatment Utility

The final issue that is likely to influence psychological assess-
ment in schools is the increasing expectation that assessment
have utility for treatment. Treatment utility of assessment refers
to “the degree to which assessment is shown to contribute to
beneficial treatment outcome” (Hayes, Nelson, & Jarrett, 1987,
p. 963). This benefit may be realized in many ways, including

selecting, implementing, or monitoring a treatment or interven-
tion. In school contexts, treatment utility may also be understood
to include instructional utility—that is, the value of assessment
for selecting, implementing, or monitoring instruction.

Contemporary methods of assessment using individually
administered tests of intelligence and emotion contribute to
diagnosis but may not contribute to intervention or treatment.
Although interpretive protocols promise utility for selecting
interventions or treatments (e.g., Sattler, 2001), there is no ev-
idence that these tests have treatment utility (Gresham & Witt,
1997). The use of assessment for treatment selection is war-
ranted only when the cost (human and financial) of assess-
ment is less than the treatment, and there are substantially
different treatment responses among individuals with similar
problems (Braden & Kratochwill, 1997). It is not clear that
these conditions are met for most academic and social prob-
lems experienced in school settings (e.g., the same instruc-
tional intervention tends to work regardless of diagnostic
category; Kavale, 1990; Reschly & Grimes, 1995). However,
some newer approaches to assessment may provide better
value for treatment matching (e.g., Naglieri & Gottling, 1997;
Naglieri & Johnson, 2000). Although it may be debated
whether tests of latent psychological traits, such as cognitive
abilities or emotional status, will ever contribute to treatment
selection (Gresham & Witt, 1997), the notion that assessment
should contribute to treatment utility is becoming a shared
expectation that will challenge those who develop assessment
techniques (e.g., Naglieri & Das, 1997) and procedures to
show how the procedures contribute to treatment utility.

The other two aspects of treatment utility (i.e., implement-
ing and monitoring interventions) will also receive greater at-
tention in the future. Currently, methods for evaluating the
degree to which teachers or others adhere to an intervention
protocol (i.e., treatment integrity) are limited to global,
indirect, qualitative approaches (Sterling-Turner, Watson,
Wildman, Watkins, & Little, 2001). It is likely that protocols
for evaluating treatment integrity will increase in sophistica-
tion and will be aligned with the movement to ensure that
interventions have demonstrated effectiveness for helping
students. All treatments are not equal in quality or outcome;
likewise, psychologists will be under increasing pressure from
internal and external sources to ensure that they select and im-
plement evidence-based interventions for the students they
serve (see Stoiber & Kratochwill, 2001). Assessment proce-
dures and techniques must provide more compelling evidence
to show that they respond to these pressures than do most
current approaches, particularly diagnostic assessment instru-
ments. Some early examples of assessment-to-intervention
protocols include the ACES and AIMS (DiPerna & Elliott,
2000; S. N. Elliott, DiPerna, et al., 2001) and the Process
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Assessment of the Learner (PAL; Berninger, 2001). Future
developments will expand these efforts, most likely by includ-
ing treatment integrity protocols. However, the available tech-
nology for evaluating treatment integrity is not well developed
and is resource intensive (Sterling-Turner et al., 2001); fur-
thermore, it is not clear that educators will necessarily wel-
come the scrutiny inherent in evaluations of their adherence
to intervention protocols.

The final way in which assessment may have treatment
utility is via progress monitoring. The tools for progress mon-
itoring appear to be present or nearly so in the form of obser-
vational systems, ratings of nonacademic behaviors and skills,
and CBM metrics. The largest changes in progress monitoring
will come from two influences already discussed in this
section: technology and alignment to educational standards.
Technology will most likely improve observational and rating
recording systems, allow for more natural administration and
scoring of progress monitoring (e.g., it will allow students to
write or say their responses), and incorporate academic con-
tent aligned to educational standards.

Treatment utility will also be enhanced by the alignment and
integration of assessment techniques and processes. Current
assessment procedures lack alignment and integration. For
example, diagnostic instruments are qualitatively different
from the assessment approaches used for assessing treat-
ment integrity, and these in turn are different from progress-
monitoring techniques.An exception to this general conclusion
is the alignment and integration of techniques and processes that
use CBA for instructional matching (treatment selection), fol-
lowed by CBM for progress monitoring. Future methods of as-
sessment in schools will align assessment, so that procedures
used early in the problem identification process contribute
meaningfully and directly to intervention selection, monitoring
treatment integrity, and evaluating treatment outcomes. Also,
these processes will be integrated into unified systems of
assessment. It is likely that this integration will proceed by
adding modules to existing instruments, so that assessors can
add functions as they see the need. For example, modules that
add treatment integrity and progress monitoring to ACES/
AIMS or PAL approaches are likely targets for integrating and
aligning assessment across problem identification, intervention,
and evaluation stages. Once again, in school contexts, interven-
tions could include treatments (special procedures to solve atyp-
ical problems), interventions (changes in the environment to
accommodate individual differences among students), or in-
struction (methods of teaching to enhance learning).

Summary

The near future of psychological assessment in schools is
likely to respond to pressures already in existence. These

pressures will come from within the field of psychology (e.g.,
aligning procedures to scientific advances and evidence-
based evaluations of interventions) and from without (e.g.,
technology, standards-based education reform, student diver-
sity). In most cases, I have identified trends that have already
elicited new instruments, approaches, or changes in assess-
ments. However, the degree to which things actually change
will depend in large part on the degree to which pressures
maintaining current practices and procedures change. If the
current pressures for differential diagnosis in education
change, it is likely that assessment procedures will more
rapidly adapt to achieve treatment utility (see Office of Spe-
cial Education Programs, 2001; Reschly & Ysseldyke, 1995).
However, if these pressures remain stable, psychological as-
sessment will continue to emphasize diagnosis and thus will
struggle to meet competing—and perhaps irreconcilable—
needs for intervention and progress monitoring.
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Historically, medical settings have provided a fertile environ-
ment for formal psychological assessment. In fact, primarily as
a consequence of the large number of training opportunities
provided by Veteran’s Administration hospitals, a majority of
clinical psychologists have had internship and other levels
of training within medical settings. Moreover, the specialties
of clinical health psychology and clinical neuropsychology
had their genesis and seminal growth within medical settings.
Within a wide range of medical settings, formal assessment ac-
tivities by psychologists have become so commonplace as to
now be taken for granted by physician colleagues who have
trained recently in major urban American medical schools.
That is, recently trained physicians now expect to have psycho-
logical assessment resources available within the hospital sys-
tems in which they practice because these resources were
present within the institutions in which they were trained.

In this chapter, we discuss and delineate general and specific
issues that currently are important to psychological assessment
activities in medical settings. Included in the topics we discuss
are unique aspects of the environment and unique assessment
issues, assessment with specific medical populations, and

opportunities for psychologists practicing assessment in med-
ical settings. Unless otherwise specified, our use of the terms
psychological assessment encompass all traditional (e.g., per-
sonality, intellectual, academic) and specialized (e.g., health-
illness coping styles, specific neuropsychological) testing. We
endeavor to be explicit when issues pertain only to a subset of
formal psychological assessment procedures.

UNIQUE GENERAL ASPECTS OF THE MEDICAL
ENVIRONMENT THAT AFFECT PSYCHOLOGICAL
PRACTICE

In general, there are a number of characteristics of medical
settings that influence—and in some instances even guide—
practice activities of psychologists. These characteristics in-
clude the organizational structure of some medical settings
(e.g., hospitals), the ubiquitous nature of the medical model
of conceptualizing and delivering services, the predominant
power and authority conferred to the medical degree (MD),
the increased pressure for accountability associated with
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physical health care, opportunities for clinical collaboration
with physicians, opportunities for professional learning and
growth, possible involvement in medical education, possible
involvement in medical research, and multidisciplinary as-
pects of health care in some medical settings. We consider
each of these factors individually.

Organizational Structure

The decision-making power and authority of hospitals and other
medical service delivery institutions is structured—like most
large businesses—in a hierarchical administrative tree. Al-
though in the past many of the top leadership positions in hospi-
tals were occupied by physicians, the vast majority are filled
currently by individuals who have earned a master’s of business
administration (MBA) degree, specializing in hospital adminis-
tration or health services administration. The chief administra-
tors (e.g., chairman of the board, chief executive officer, chief
financial officer, president, vice president) make business deci-
sions, such as those related to marketing, limiting expenses and
developing revenues from day-to-day operations, and planning
for future growth.As the administrative structure reaches down-
ward to clinical departments and then to clinical programs, the
leadership is much more likely to have had training in a health
care delivery field (e.g., nursing or medicine) and to be licensed
clinicians as well as administrators. The important decisions re-
garding targeting of health care problems and effective delivery
and quality control of relevant services occur at this level.
Although a sharing of financial responsibility occurs through-
out the administrative structure of hospitals, it is a relatively re-
cent event at most health care institutions that individual health
care providers, who occupy the lowest level of the administra-
tive tree and therefore have the least amount of power and au-
thority, are held accountable for a personal budget of expenses
and revenue. This latter event has caused a paradigm shift with
regard to the clinical expectations and daily activities of practi-
tioners, including psychologists, within large organized med-
ical settings, such as hospitals. Essentially, there is now a clear
burden for a practitioner to earn the equivalent of salary and
benefits, plus a substantial amount that is typically defined by
top administrators, through collection of real dollars in order to
justify the practitioner’s clinical position. The influence of this
environment extends to psychologists practicing assessment in
medical settings.

Power and Authority Conferred to Holders of MD

Although their amount of unquestioned power is decreasing
with the passage of time, individuals who have earned an MD
continue to be at the top of that part of the administrative tree
that governs clinicians providing services within medical
settings. For example, in a multidisciplinary rehabilitation

program, the top leadership position is almost always an MD.
This physician is referred to as a medical director and is
conferred a position of decision-making power over other
individuals—even fellow physicians and others licensed as
independent practitioners who do not require medical super-
vision. Although some notable exceptions can be identified
(i.e., psychologists sometimes serve as clinical directors with
a purview over physicians), most psychologists working in
medical settings work in some sense under a medical dir-
ector, who may or may not appreciate the unique aspects of
psychological service provision. Moreover, awareness and
knowledge of specialty assessment services delivered by psy-
chologists may be limited.

Pressure for Accountability Associated With Physical
Health Care

American society has come to believe that when it comes to
medical care, a negative outcome—regardless of whether it is
associated with quality care—potentially may raise the issue of
accountability. With impressive developments in science and
technology that have fostered true medical advances has come
unyielding optimism that nearly all illnesses can and should be
controlled or ameliorated with early diagnosis followed by ap-
propriate, good care. This perspective is an understandable out-
growth of rapid progress in recent decades and represents a
human attribute that drives us incessantly toward higher ac-
complishments. The other side of the coin consists of perfec-
tionistic expectations that errors can be reduced to zero and that
effectiveness can be maximized at all times. As health care
practitioners who work closely with physicians, psychologists
are placed under the same expectations of accountability. One
has only to explore litigation against psychologists to under-
stand that although the damages may or may not be as visible as
those resulting from use of a scalpel, accountability for psy-
chological diagnostic and treatment activities is just as real as
for more seemingly tangible medical fields, such as dermatol-
ogy. Within medical settings, accountability for accuracy of
providers individually and clinical procedures in general often
is readily apparent among health care workers operating in
close proximity. This close accountability for efficacious out-
comes is applied in the same manner for psychological assess-
ment outcomes of an individual provider and—for better or
worse—will be readily apparent to the nonpsychologists work-
ing alongside psychologists within a medical setting.

Opportunities for Clinical Collaboration
With Physicians

Within medical settings, psychologists can encounter numer-
ous unique opportunities for collaboration with physician



Unique General Aspects of the Medical Environment That Affect Psychological Practice 293

colleagues. Physicians are more than just a referral source for
patients; psychologists working in medical settings with
physicians can encounter opportunities to work more closely
together for the purpose of providing a wider range of services
or perhaps reaching a more diverse medical population than
would otherwise be seen for psychological services. For ex-
ample, the close monitoring of mental status changes in pa-
tients with acute medical conditions—such as those found in
patients hospitalized with onset of central nervous system in-
fections or cerebrovascular stroke—makes for a close clinical
collaboration that is not present in outpatient private practice
settings. These sorts of close clinical relationships have at
times led to improved clinical service delivery that would
not have occurred otherwise. For example, monitoring via re-
peat neuropsychological screenings of patients suffering from
brain involvement of AIDS during intense inpatient medical
treatment often provides earlier indication of treatment effec-
tiveness than would be possible using only traditional medical
markers of brain function. Similarly, psychological screening
of candidates for surgical procedures ranging from high-risk,
resource-draining procedures (e.g., organ transplantation) to
common surgeries, the outcomes of which are known to be af-
fected by psychosocial variables, has increased the frequency
of positive outcomes. Finally, from a very different perspec-
tive, when one considers the medical cost offset literature
(cf. Sobel, 2000), which has demonstrated that appropri-
ate psychological assessment and intervention can produce
savings on what would have been unnecessary medical as-
sessment and treatment, it is apparent that utilization of psy-
chological assessment services has a meaningful impact in
reducing health care costs. Although it is often overlooked,
this latter point is perhaps the most unique contribution of psy-
chological services to overall improved health care, an effect
produced as a direct by-product of close collaboration be-
tween physicians and psychologists.

Multidisciplinary Aspects of Current Health Care
in Medical Settings

Perhaps nowhere has there been more opportunity for psy-
chologists than in multidisciplinary clinical programs, which
are almost invariably housed within medical settings and
staffed partly by physicians. These programs have grown from
the recognition that in order to provide the best care for some
medical conditions, the special skills of more than one field are
needed. For example, a psychologist working within a hospi-
tal may have the opportunity to become part of a multidiscipli-
nary inpatient oncology program, thereby assessing and
treating patients who are more acutely ill or who have pro-
gressed to the point in their illness that outpatient care is no
longer feasible. This multidisciplinary type of endeavor may

involve physicians from multiple specialties and specialists
from other disciplines, such as physical therapy, speech ther-
apy, and nursing. Similar examples of common real-life col-
laborations between psychologists in medical settings and
various health care professionals can be seen with multidisci-
plinary rehabilitation, cardiac disorders, epilepsy, neurode-
generative disorders (e.g., Parkinson’s disease, Alzheimer’s
disease), stroke, traumatic brain injury, chronic pain treat-
ment, dental problems, and organ transplant programs. Within
these programs, psychologists often play a key role—in a
well-integrated fashion with other specialists—in evaluating
and treating psychosocial, cognitive, and family problems
associated with the respective medical disorder.

Unique Opportunities for Professional Learning
and Growth

Accompanying opportunities for meaningful and close col-
laborative involvement with physicians are opportunities for
professional learning and growth in what would be consid-
ered nontraditional areas for psychologists. For example,
neuropsychologists may be able to participate in invasive di-
agnostic procedures, such as the Wada procedure (i.e., as-
sessment of cognitive and motor function during intracarotid
sodium amytal injection to each hemisphere of the brain) that
take place in surgical rooms. Such multidisciplinary assess-
ment procedures are administered to patients who are under
consideration for surgical intervention in areas of the brain
where loss of language may occur. These types of sophisti-
cated, highly specialized assessment opportunities only take
place in medical settings.

Possible Involvement in Medical Education

Some medical settings—particularly hospitals and medical
centers associated with university medical schools—provide
psychologists practicing assessment with opportunities to be-
come involved in the educational process of physicians in
training. In fact, psychologists have been well represented in
physician training programs for many years. More than two
decades ago a survey revealed that 98% of all medical schools
in the United States employed psychologists, at a ratio of 1
psychologist for every 24 medical students (Gentry &
Matarazzo, 1981). The professional identity of psychologists
in medical schools crystallized with the formation of the
Association of Medical School Professors of Psychology, an
organization that subsequently evolved into the Association
of Medical School Psychologists. This organization has re-
cently adopted the Journal of Clinical Psychology in Medical
Settings as its official publication and achieved the status of
an official section within Division 12 (Clinical Psychology)
of the American Psychological Association.
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In a different vein, involvement in assessment activities
within academic medical settings is likely to bring clinical
involvement with medical students and residents who are
struggling academically. Such involvement may be in the form
of assessment of apparent psychological difficulties, possible
substance abuse, or possible learning disability.

Possible Involvement in Medical Research

Following from the latter three points elaborated previously,
some medical settings and some collaborations between psy-
chologists and physicians offer unique medical research oppor-
tunities. For example, a neuropsychologist may contribute to
medical research by assessing patients’ psychological and
cognitive functioning before and after the implementation of
pharmacological or surgical intervention. Specifically, a neu-
ropsychologist may conduct pre- and postoperative evalua-
tions of patients suspected of normal-pressure hydrocephalus.
There may also be an opportunity to work with patients to eval-
uate their neuropsychological status immediately before and
after surgical intervention for an intractable movement disor-
der. In this manner, the assessment instruments of a neuropsy-
chologist may provide the most salient outcome measure for
groups of patients assigned to different types of surgical
interventions in an attempt to determine the most effective
treatment of a medical disorder. In addition, quality-of-life
measures from health psychology have also been utilized in
medical treatment outcome studies of cancer patients (and
other medical patients) in an attempt to objectify the possible
psychosocial benefits of medical interventions to prolong life.

UNIQUE PSYCHOLOGICAL ASSESSMENT ISSUES
WITHIN MEDICAL SETTINGS

Here, we individually consider the following factors that can
affect the assessment practices of psychologists in medical set-
tings: reimbursement, ethical-legal, logistics, and special in-
strumentation. The reader should note that in some instances,
these factors create a favorable effect, whereas in other in-
stances they create an untoward effect for clinicians as com-
pared to those not practicing in medical settings.

Reimbursement

Although obtaining reimbursement for services legiti-
mately rendered has become more difficult for all health care
providers in recent years, there have been particular issues
and emphases for those practicing within medical settings.
These factors fundamentally all relate to characteristics and
expectations of payer sources.

Managed Care

Piotrowski (1999) presented evidence that “. . . managed care
policies are having an onerous influence on the majority
of practicing clinicians, particularly in the area of assess-
ment” (p. 792). For psychologists practicing assessment in
medical settings, managed care has presented a mixed picture
of challenges and—in some instances—some advantages.
Beginning with the latter, among the advantages of practicing
within medical settings may be easier access to managed care
panels that are intent on offering a continuum of care that in-
cludes outpatient and inpatient services from the entire range
of health care disciplines, including psychology. The restric-
tion of access to patients by exclusion of some psychologists
from managed care panels has been significant enough to
cause the American Psychological Association (APA) to en-
gage in lawsuits against some managed care companies (see
Nessman & Herndon, 2000). When psychologists providing
clinical services are fully integrated into larger medical prac-
tice groups, inclusion in managed care panels may be facili-
tated. Individual clinicians not associated with large groups
of providers of medical care (e.g., hospitals, independent
physician associations) within a given economic geography
may not appear as attractive to managed care organizations,
who may prefer to sign up the entire continuum of care in one
major agreement with a well-established medical institution.
This appears to have been particularly true in well-populated,
urban areas, within which large medical delivery systems al-
ready had earned a positive reputation that made for very fa-
vorable marketing once signed up by a particular managed
care organization.

Moreover, after they are accepted by the managed care
company for inclusion on provider panels and therefore ac-
cessible to their subscribers, psychologists in large, well-
organized medical settings also benefit from the available
infrastructure of their employer’s organization. Pandemic to
at least the current iteration of managed care have been a
number of burdensome tasks for clinicians. For psychologists
practicing in large medical settings, such as hospitals, there is
more likely to be a better support system for the incredibly
time consuming tasks of (a) completing unrelenting paper
work associated with initial applications and maintenance of
panel memberships, (b) accurate completion of extensive and
obfuscated precertification procedures, and (c) effective sub-
mission and resubmission of proper service delivery and
billing documentation. Although subsequent collection pro-
cedures are by no means more likely to be effective in large
medical institutions, and in many may even be far less ef-
fective, the employment relationships of many psychologists
to their institutions may be less concerned with actual col-
lections than are those in the private sector.
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On the negative side of the ledger, psychologists practic-
ing within the organized multidisciplinary practice group of a
medical setting may have to accept panel inclusion for man-
aged care plans that provide relatively better medical cover-
age than do carved-out (i.e., separately administered and
often separately owned) behavioral health plans. Providing
services to patients with carved out insurance can be prob-
lematic, inasmuch as psychologists are more frequently
being reimbursed from the behavioral health portion, rather
than the medical portion, of health insurance benefits. In fact,
particularly discouraging is the fact that carved-out behav-
ioral health plans proactively may discourage thorough and
formal psychological assessments, preferring a less expen-
sive, routine diagnostic interview; a few have a blanket pro-
hibition against neuropsychological evaluations, and some
do not ever cover testing for learning disabilities.

Within our own large medical group practice, psycholo-
gists have at times been forced to provide services to the
patients of our own physician practice group, even though
doing so under the capitated insurance benefit (i.e., when cli-
nicians assume risk of inadequate monies to cover necessary
care for their patients) meant operating at a loss for that subset
of patients. Similarly, when the patient’s primary care services
have been paid from a different portion of the patient’s health
insurance coverage, there have been instances of no reim-
bursement’s being available for some psychological and neu-
ropsychological assessment services—a situation that can
prove very awkward in maintaining a good working relation-
ship with a referral source.

Medicare

Within each region of the United States, Medicare establishes
what it considers to be acceptable (i.e., reimbursable) clinical
care and the billing procedures required in order to obtain par-
tial reimbursement of standard charges for clinical services.
Although the specifics are well known to vary from region to
region (e.g., the maximum number of hours for neuropsycho-
logical assessment per patient that can be considered without
special documentation), there are some general overarching
issues in all Medicare regions. For example, the most impor-
tant consideration in providing psychological assessments to
Medicare patients is the documentation of medical necessity.
In most instances, the documentation of medical necessity is
provided by the fact that a physician generated the referral.
When bills are submitted, the referring physician’s unique
physician identifier number (UPIN) is submitted along with
patient and provider identification and billing charges.

However, Medicare can deem certain clinical procedures,
identified by current procedural terminology (CPT) codes—
often linked to certain diagnoses, identified by International

Classification of Diseases (ICD) codes—as not medically
necessary, even with physician referral. For example, in the
Illinois and Wisconsin Medicare region, evaluation with
neuropsychological instruments when the diagnosis involves
adjustment disorder is considered not medically necessary
and therefore not permissible to submit for billing. Despite the
fact that the diagnosis cannot be known in advance, providers
must take responsibility for understanding the Medicare
rules and policies concerning psychological and neuropsy-
chological assessments within their region. Also, such proce-
dures as the Minnesota Multiphasic Personality Inventory–2
(MMPI-2) must be billed using a psychological test procedure
code, even if contained within a neuropsychological testing
battery, and a Mini Mental Status Examination (MMSE) is
considered part of a diagnostic interview and should not be
billed with a neuropsychological assessment code. Those who
fail to follow such rules run the risk of rejected bills at the min-
imum and audits and possible legal and financial penalties at
the maximum. A second major issue pertaining to Medicare
and especially relevant to psychological assessment in med-
ical settings is the incident to provision. Basically, with regard
to clinical psychology, this provision requires that when pro-
viding psychological assessment or treatment to hospitalized
patients, the licensed psychologist whose name appears on the
bill must provide all services submitted to Medicare for partial
reimbursement. That is, the time and associated charges for
assistants who are in the employ of the psychologist and who
provide part of the services to a Medicare inpatient will not be
reimbursed. This problem can be substantial for busy hospital-
based consultation programs. In fact, survey data indicate
that in 1999, 69% of board-certified neuropsychologists in
Division 40 (the Division of Clinical Neuropsychology
within the American Psychological Association) used assis-
tants in carrying out formal evaluations (Sweet, Moberg, &
Suchy, 2000). From a broader and larger sample of the
memberships of Division 40 and the National Academy of
Neuropsychology (NAN) in 2000, Sweet, Peck, Abramowitz,
and Etzweiler (in press) found that 54% of clinical neuropsy-
chologists were using assistants.

The relatively recent education of professionals and ag-
gressive enforcement by Medicare related to incident to ser-
vices has curtailed and changed some inpatient assessment
activities, either through use of different personnel, reducing
services, or billing fewer hours. Specifically, the survey data
from Division 40 and NAN members found that 85% of in-
patient Medicare providers reported administering fewer
tests than normal, and of these 45% reported that quality of
care with these patients suffered as a result. Moreover, 12%
reported that they have stopped seeing Medicare patients as
a result of restrictive practices. Medicare’s incident to billing
restriction is apparently related to 24% of neuropsychologists
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reporting that because of the restriction assistants are not
used and to another 45% of neuropsychologists not billing
for assistant time. This factor as well as the additional limita-
tion of a maximum allowable billing time have likely been
causative factors leading 69% of clinicians to report writing
off without billing some portion of the actual hours spent pro-
viding services to Medicare inpatients.

Payor Mix

As noted previously, psychologists working in medical set-
tings such as hospitals and other types of formal health care or-
ganizations may be part of large health care provider groups.
As such, individual members may be forced to take referrals
from a variety of payer sources, including those for whom
there is very poor reimbursement for psychological and neu-
ropsychological assessment services as defined by managed
care contracts for those for whom there is no reimbursement
possible at all. Unlike clinicians in private practice, providers
working in institutions are likely to not have the choice of so-
called cherry picking (i.e., accepting referrals with ability to
pay most or all of billing charges while declining to see pa-
tients with little or no insurance coverage). Similarly, a recent
national survey of clinical neuropsychologists (e.g., Sweet
et al., in press) showed a lower proportion of forensic cases,
which are known to pay full fee, and self-pay cases among
those providing assessment services in medical institutions
compared to private practice. As was discussed previously in
the section regarding managed care, loss of freedom to decline
patients can be a negative incentive for psychologists who
practice as employees or affiliates to provider groups in some
medical settings.

Reimbursement Obstacles to Timeliness
and Length of Testing

Clinical psychologists engaged in formal testing, especially
neuropsychologists, have for some time been struggling with
the ability to self-determine when assessments can be deliv-
ered and the length of time spent in a single neuropsycho-
logical evaluation. In fact, with regard to the latter issue of
length of testing, Piotrowski (1999) has opined that what tra-
ditionally was considered a “comprehensive test battery” by
clinical psychologists will be a “moribund clinical activity, at
least where third-party reimbursement and managed care
constraints are an issue” (p. 792). The forces against which
psychologists have struggled to provide timely assessments
that are clinically appropriate in length of spent time with the
patient are managed care and Medicare. Both the managed
care industry and Medicare have attempted to contain costs

of psychological assessment services by limiting the number
of hours of testing per evaluation that will be reimbursed.
For example, it has become common for a managed care
company to approve only a diagnostic interview, which is
then followed by a negotiation between the clinician and a
managed care representative with regard to which proce-
dures will be reimbursable and how many hours of testing
will be reimbursed. This circumstance is common both
within and outside of medical settings. What is particularly
difficult for those practicing within medical settings is that
the immediate management of the very ill medical inpatient
(e.g., new stroke patient) or acutely disordered but less ill
medical setting outpatient (e.g., Parkinson’s disease or
epileptic patient under deteriorating medication control) may
or may not allow for the slow and efficient authorization
process. Even more problematic in some instances is the real
possibility that the managed care company may authorize
substantially fewer hours or not authorize any hours of for-
mal testing. Frequently, psychologists feel obligated to pro-
vide services that may then be either underreimbursed or not
reimbursed at all.

In contrast to managed care, Medicare insurance coverage
does not normally delay delivery of services; however,
Medicare coverage is limited to a set number of reimbursable
hours of testing annually. When more than the allowed num-
ber of hours are delivered, reimbursement requires special
written documentation of greater-than-normal medical ne-
cessity. Because the special authorization must take place at
the time of billing (i.e., after the delivery of services), denial
of the request results in nonreimbursement, which is essen-
tially an unexpected contribution to free care.

Consultation-Liaison and Emergency Referrals

Some of the formal assessment services provided within
medical settings are associated with a degree of timeliness
that requires special consideration not normally seen outside
of medical settings. Psychologists providing assessment ser-
vices within medical settings may be asked to interrupt their
daily activities to provide very rapid response to an inpatient.
For example, a brief baseline neuropsychological screening
of a patient scheduled for imminent surgery may be requested,
or the abrupt change of mental status in a hospitalized cardiac
patient with heretofore normal neurological status may bring
in requests for rapid consultations from neurology, psychiatry,
and neuropsychology. Such requests are unique to medical
settings in their requirements of extremely rapid assessment
and feedback to the referral source. There is no time for insur-
ance carriers to authorize services in advance of this type of
clinical psychological assessment.
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Financial Efficacy of Assessment

As the expenditure of health care monies has come under
closer scrutiny, questions regarding containing costs of insur-
ance coverage for psychological assessment have grown to in-
clude demonstration of financial efficacy. Responding to this
exigent situation, made more so by the fact that little research
has gathered data relevant to this issue (Ambrose, 1997),
Groth-Marnat (1999) proposed seven rational strategies that
can be used to enhance financial efficacy of clinical assess-
ment. Given the increased pressure for rapid services, effi-
ciency of service delivery (often related to needing to see more
patients within the same amount of time), and cost contain-
ment within institutional medical settings, Groth-Marnat’s
recommendations seem particularly well suited to psycholog-
ical assessment within medical settings. These recommenda-
tions were as follows:

• Focus on domains most relevant for treatment planning
and outcomes.

• Use formal assessment for risk management.

• Target conditions most likely to result in financial efficacy.

• Use computer-assisted assessment.

• Use time-efficient instruments.

• More closely link assessment, feedback, and intervention.

• Integrate treatment planning, monitoring progress, and
evaluating outcome.

With these considerations in mind, Groth-Marnat suggested
that research pertaining to financial efficacy of formal psycho-
logical assessment include specific impacts on cost benefit (fi-
nancial gain resulting from an expenditure), cost effectiveness
(gains in such areas as quality of life and wellness that cannot
easily be expressed in monetary units), cost offset (expenses
reduced by utilizing a less expensive procedure in place of one
that is more expensive), and cost containment (general efforts
to reduce costs through limiting procedures covered or fre-
quency of service utilization). To be clear, the question being
addressed to the clinical psychologist practicing in medical
settings is not whether there is empirical support for psycho-
logical assessment activities in health care settings (see
reviews of empirical support by Kubiszyn et al., 2000; Meyer
et al., 2001); it is whether these activities can be justified on
an economic basis. It is not difficult to imagine that although
relevant financial efficacy research data will be very helpful in
answering this question at the national level, which can affect
managed care policy positively, the most salient information
may be that which is gathered at the local level and targeted
to specific service delivery systems. In this latter regard, the
prominence of the scientist-practitioner approach, a mainstay

of individual and programmatic service delivery of clinical
psychologists in medical settings (Rozensky, Sweet, &
Tovian, 1997; Sweet, Rozensky, & Tovian, 1991), seems ide-
ally suited to the task.

Ethical and Legal Issues

Ability to Give Informed Consent for Assessment

Concerns regarding the need for documenting informed
consent for assessment—as has been more common with
treatment—have been well articulated and appear cogent (see
Johnson-Greene, Hardy-Morais, Adams, Hardy, & Bergloff,
1997, for a discussion pertaining to neuropsychological as-
sessment). Yet, there are unique aspects of medical settings
that increase the likelihood that ethical guidelines may con-
flict with patient-related situations that may be uncommon—
or even nonexistent—in other practice settings. First, within
medical settings there are more likely to be seriously ill pa-
tients whose conditions may impair or at least bring into
question their ability to give consent for diagnostic testing
and treatment. As the APA has moved toward more explicit
guidelines and expectations regarding the need for informed
written consent for treatment and assessment, the ethical
dilemma for practitioners engaged in assessments with seri-
ously ill patients has increased meaningfully. For example,
when a medical inpatient becomes a management problem
and also refuses treatment, it is appropriate for physicians to
call upon colleagues such as clinical psychologists and neu-
ropsychologists to better determine the problem and related
solutions. A medical inpatient who is not able to understand
the dire consequences of refusing treatment that would cor-
rect the underlying medical situation and also return the pa-
tient to competent cognitive status may not have the legal
right to refuse the treatment agreed upon by physicians and
responsible family members. However, what if the assess-
ment that objectively would document the cognitive incapac-
ity and the need for others to judge the medical necessity of
treatment is not possible because the patient also will not co-
operate in providing written informed consent? Is a psychol-
ogist vulnerable to legal or ethics action if the assessment is
carried out without informed consent?

At present, there is no completely satisfying answer for this
difficult situation. When informed consent cannot be obtained
because the patient is either uncooperative due to delirium or
not competent to be truly informed due to dementia, many
practitioners rely on the direction and approval of close family
members before proceeding. The notion of considering and in-
cluding family members in a process of medical decision mak-
ing rests on a philosophical position that views informed
consent as a collaborative decision making process in which
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values and thinking related to informed consent “are not the
hidden and privileged property of the individual” (Kuczewski,
1996, p. 35). The direction of decisions derived in such a
process is best documented in writing, with an endorsing sig-
nature of a family member, if possible. However, it is also
noteworthy that inpatient services will at times be requested
when it appears that no patient family member is available to
sign consent for the evaluation or for the release of informa-
tion. Under such circumstances, the psychologist may have no
choice but to document in writing that consent could not be
obtained, before proceeding. This topic brings us to the next
section, which is related.

Competency Issues in Medical Settings

Inpatient medical settings are more likely than any other
type of outpatient clinical setting to involve questions pertain-
ing to competency. Competency is a legal concept, not a med-
ical concept, which—in order to be established as present or
absent by legal standards—relies upon observations, opin-
ions, and data from health care providers. Melton, Petrila,
Poythress, and Slobogin (1997) note multiple delineations of
competency pertaining to criminal matters, including compe-
tency to consent to search or seizure, competency to confess,
competency to plead guilty, competency to waive the right to
counsel, competency to refuse an insanity defense, compe-
tency to testify, and competency to be sentenced and executed.
These authors also note numerous civil competencies, which
have more bearing in psychological assessment with medical
inpatients. These are competency to make treatment decisions,
competency to consent to research, and testamentary compe-
tency. Although the latter two types have relevance, compe-
tency to make treatment decisions is perhaps the most salient
within medical settings (e.g., Feenan, 1996; Pollack & Billick,
1999), and in particular for psychologists performing inpatient
psychological assessments. Setting aside the legal discussion
of relevant constructs, the sum of which surpasses the space
limitations of this chapter, competence to accept or refuse
treatment fundamentally requires the following, subsequent to
appropriated disclosure regarding treatment:

At a minimum the clinician will want to learn the patient’s under-
standing of the nature and purpose of the treatment; its risks and
benefits; and the nature, risks, and benefits of alternative treat-
ments. Under the “appreciation” and “reasonable process” test of
competency, it will also be important to determine the patient’s
reasons for consenting or refusing consent. (Melton et al., 1997,
p. 355)

The notion of whether a patient is capable of understand-
ing relevant facts and circumstances is part of virtually all

types of competency and is the fundamental reason that psy-
chologists are often called upon to provide quantitative
evidence of cognitive capacities when issues regarding com-
petency arise. To serve this purpose, psychological test data
pertaining to verbal reasoning, learning and memory, and
other cognitive domains can be used—in conjunction with
information and observations of physicians and others—to
assist a judge in establishing the legal presence of compe-
tence or incompetence (e.g., Marson, Chatterjee, Ingram, &
Harrell, 1996; Marson & Harrell, 1999; Marson, Hawkins,
McInturff, & Harrell, 1997). A variety of specific quantified
cognitive measures have been constructed for the purpose
of addressing issues of competency in medical settings
(e.g., Billick, Bella, & Burgert, 1997; Etchells et al., 1999;
Glass, 1997; Grisso, Appelbaum, & Hill-Fotouhi, 1997;
Holzer, Gansler, Moczynski, & Folstein, 1997; Marson,
McInturff, Hawkins, Bartolucci, & Harrell, 1997).

Whereas it has been advocated that children and
adolescents—within the limits of cognitive and social
development—be involved in medical decision making
(McCabe, 1996), minors may not have an absolute right to
consent to or refuse medical treatment (cf. Williams, Harris,
Thompson, & Brayshaw, 1997). That is, although it may be
best from a psychological standpoint to involve children and
adolescents in decision making regarding their own medical
care, legal standards ultimately bestow final authority to par-
ents or legal guardians.

From both legal and medical perspectives, lack of compe-
tence to undergo informed consent and make decisions with
regard to treatment has implications for helping patients make
decisions regarding advanced directives, such as health care
power of attorney and a living will (Ahmed, 1998; Chen &
Grossberg, 1997). These decisions require adequate cognitive
capacity. For that reason, patients with medical conditions in
which illness progression is likely to lead to cognitive inca-
pacity should be educated early regarding the importance of
completing advance directives and taking care of personal fi-
nancial matters (including a legal will that requires that legal
standards of testamentary competence be met) while it is still
possible to do so.

Unique Quality-of-Life Versus Death Issues

With the advent of sophisticated medical technology that can
prolong life, occasionally at the cost of quality of life, some
seriously ill patients within medical settings may confront
physicians, psychologists, and other health care profession-
als with very complex decisions. With examples such as
choosing to forego kidney disease for renal disease (Tobe &
Senn, 1996) and determining a consensual threshold beyond
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which slowing the progression of Alzheimer’s disease may
not serve the patient (Post, 1997) and hastened death
requests associated with terminal illness (Farberman, 1997;
Hendin, 1999), it seems the choice to discontinue life-
prolonging treatment becomes an issue worthy of considera-
tion. Psychologists working in certain specialty programs,
especially as technology to keep very ill patients alive con-
tinues to improve, can expect to be involved with other
health care professionals in attempting to establish the pres-
ence or absence of certain factors (e.g., treatable depression,
serious cognitive compromise) in an individual case. In part,
the contribution of the psychologist in assisting with this
differential diagnosis may come from formal psychological
assessment. For example, Smithline, Mader, and Crenshaw
(1999) demonstrated that on the basis of formal intellectual
testing, as many as 20–32% patients with acute myocardial
infarction probably had insufficient capacity to give in-
formed consent to participate in emergency medicine re-
search. Without formal psychological testing, only 8% of
these patients were suspected of having insufficient capacity
for informed consent.

Limits of Confidentiality

Medical settings may present rather unique concerns
regarding confidentiality. Whether inpatient or outpatient,
numerous medical settings involve multiple clinicians and
sometimes multiple disciplines. Patients and other health care
professionals outside of psychology may or may not under-
stand the realities of confidentiality with regard to such set-
tings. For example, multidisciplinary outpatient clinics and
inpatient medical settings often maintain, at the specific
direction of the Joint Commission on Accreditation of
Healthcare Organizations (JCAHO), a single centralized
chart, wherein all medical, nursing, and mental health records
are stored. For psychologists providing formal assessment
services within such settings, there may be a pressure to store
psychological test results in this single patient chart, even
though state law and professional guidelines and ethics stan-
dards may require storage in a separate chart. In order to
maintain adequate test security of the test forms, questions,
and answers, as well as to protect unnecessary disclosure by
another party (e.g., medical records department staff) of de-
tailed personal and psychological information, a separate
psychological testing record should be maintained. In order
to accomplish this task, clinic, hospital, and office support
staffs need to be educated about the special circumstances
pertaining to storage and maintenance of psychological test
records. When applicable (e.g., when a formal psychological
test report is to be placed in a common inpatient hospital

chart), patients should be informed of the degree to which
psychological test information may be accessed by others.
Alternatively, policies can be adopted proactively by the psy-
chologist to safeguard against unimpeded access; for exam-
ple, psychological test reports can be provided only to the
referral source rather than placed in a common file.

Some unique ethical and legal issues associated with med-
ical settings relate to the dying patient. In the course of an as-
sessment of an inpatient whose terminal condition has just
been discovered, a psychologist might be asked by the patient
for information that has not yet been shared with the patient
by the rest of the health care team. Or the dying patient may
divulge important and previously unknown psychological in-
formation that would be destructive to the rest of the family if
that information were shared and divulged by the health care
team, who in turn may not understand the patient’s reactions
without being informed of the provocative information. Al-
ternatively, what should a psychologist do if while evaluating
a dying patient, the patient confesses to serious illegal activi-
ties that, if he or she survived, would almost certainly be
prosecuted?

Limits of Recommendations for Medical Patients

Medical patients have a variety of assessment and treatment
needs, some of which are addressed by psychologists and
others of which are either (a) outside the scope of psycholog-
ical practice or (b) not part of the services requested by the
physician referral source. The first category may appear at
first glance to be clear-cut in that psychologists do not
practice outside the scope of their training and the limits of
licensure. However, there can be a conflict stimulated by re-
ferral questions raised by the referral source that may, for an
individual psychologist, not be within his or her expertise
(e.g., frequent questions from physicians regarding the psy-
chologist’s suggested choice of particular medication after an
assessment-based recommendation for an antidepressant
medication evaluation has been made). Whether the psychol-
ogist has considerable relevant expertise pertaining to such a
scenario determines the limits of responses that can be made,
all of which must be within current licensing limits.

Response to the second category can be even thornier. For
example, if an assessment pertaining only to impaired mem-
ory uncovers suicidal ideation and a suicidal plan, presum-
ably no one would suggest that the psychologist should not
recommend appropriate treatment, regardless of the specialty
or original referral interests of the referring physician. How-
ever, in less emergent circumstances, when asked to assess a
particular facet of an individual (e.g., psychological readi-
ness for surgery intended to relieve chronic back pain), if
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there are additional unrelated needs that are identified (e.g., a
long-standing learning disability that obstructs a lifelong
dream of obtaining a college degree), should treatment rec-
ommendations related to the latter issue be included, even if
they are not relevant to the reason for the consultation and not
within the purview of the referral source? To elaborate fur-
ther, psychological assessment services are often delivered
within medical settings when the psychologist is in the role of
a consultant to another health care professional, most often a
physician. In such a situation, the purview and associated lat-
itude of recommendations appear more limited than they
would be if the psychologist were being consulted directly by
a patient who held the expectation that the psychologist
would be in the role of primary responsibility for the broad
range of caring for the patient’s psychological needs.

Logistics

Medical settings, especially hospitals, have some unique
characteristics that affect the provision of care, including
psychological and neuropsychological assessments. First and
perhaps foremost is that the provision of care within hospitals
and some other medical settings requires credentialing and
privileging of the provider—that is, each provider must have
his or her professional credentials (e.g., degree programs,
formal nondegree coursework, certifications of training or
competence, etc.) placed under peer review that allows a de-
termination of which privileges (e.g., professional proce-
dures associated with the individual’s field of study and
practice, such as personality testing or neuropsychological
testing) the person will be allowed to perform while working
within a given facility. In other words, a psychologist may
not simply enter and provide services in a medical facility
merely because someone has referred a patient. In most
instances, credentialing and privileging at a medical facility
implies that the provider will provide services intermittently
or with some regularity. However, when a one-time evalua-
tion is requested, temporary privileges can usually be granted
expeditiously. These requirements are an expectation of
agencies such as the JCAHO. Therefore, it is important to
note that merely being hired as an employee of a medical fa-
cility is not enough to begin practicing within the facility;
credentialing and privileging must still take place, even for a
full-time employee of the institution. The facility must still
document that an adequate review of credentials and an ap-
propriate granting of privileges for the practice of psychol-
ogy have taken place. As more psychologists have been hired
within medical facilities, more sophisticated and specific cre-
dentialing and privileging procedures have been created and
entrusted to psychologists rather than medical staff. Thus,

currently this intended peer review process is more likely to
be a review by one’s true peers (other practicing psycholo-
gists) than it has been in the past.

Second, the amount of time within which a psychologist
provides assessment services to patients is quite different
on an inpatient unit than it is in outpatient practice. In
fact, there are three separate time intervals that are consid-
ered critical to the provision of responsive inpatient services:
(a) starting with the referral being received, time to begin the
evaluation; (b) time to complete the evaluation; and (c) time
to provide feedback (usually in the form of a written report)
regarding the evaluation findings. Currently, as a result of
shortened hospital stays, the total time available for all three
phases of completing a psychological or neuropsychological
evaluation of an inpatient is frequently less than 3 days.
Barring difficulties that cannot be controlled, such as patient
unavailability and patient lack of cooperation, it is not un-
common in our own hospital system to complete all three
phases within 2 days.

A very different and unique logistical problem associated
with assessment of inpatients is what Medicare terms incident
to restrictions. Essentially, as discussed previously, psycholo-
gists must personally provide all the services for Medicare
inpatients that are billed. The time spent by paid testing tech-
nicians and other assistants in providing psychological or
neuropsychological assessment services is deemed not reim-
bursable by Medicare. Thus, psychologists and neuropsychol-
ogists who are hospital-based—and therefore likely to receive
numerous inpatient referrals and to use testing assistants—
must either organize their practice time differently to provide
all services themselves or must write off time spent delivering
inpatient assessment services by paid assistants. Although
applicable to all psychologists and neuropsychologists—
whether in private practice or working within organized
medical systems—this policy is particularly difficult for those
whose practices are located within hospitals.

Special Instruments and Issues

Assessments in some medical settings require particular at-
tention to the possibilities that (a) the patient may have lim-
ited ability to respond, (b) the patient may be seriously ill
and possibly infectious, and (c) the nature of the case may re-
quire unusual or special testing procedures, equipment, or
both. These types of issues are usually not found outside of
medical settings. The presence of such issues requires that
the psychologist performing assessments (a) maintain a wide
array of testing options in order to be able to assess even the
most frail medically ill patients at bedside in their hospital
rooms; (b) be aware of universal precautions (generally



Assessment Within a Biopsychosocial Model 301

accepted practices for preventing the spread of infection
within hospitals) and the possible need to disinfect or dispose
of test materials if they become contaminated; and (c) be able
to foresee and employ assessment techniques for patients
who may be recently or chronically physically, sensorily, or
cognitively handicapped. Given the greater acuity of illness
currently required to satisfy admission requirements to inpa-
tient hospital programs and the shorter length of hospital
stays, decreasing numbers of these patients are suitable for
traditional standardized testing instruments.

ASSESSMENT WITHIN A
BIOPSYCHOSOCIAL MODEL

In medicine, the goals of clinical diagnosis are to identify the
ongoing disease process and to formulate a plan to deal with
the disease. When psychosocial factors are added to the med-
ical symptomatology, the patient cannot be seen as a single en-
tity that carries a group of predictable or constant symptoms
requiring evaluation. Rather, psychosocial factors interact
with the patient’s premorbid personality to create a changing
pattern. Under these circumstances, clinical analysis must not
only systematically evaluate these varied elements, but also
clarify their interrelationships and changes over time. Current
behaviors and attitudes are assessed in conjunction with the
physical basis of the presenting problem. Premorbid back-
ground is delineated in an effort to clarify the person’s
baseline and the historical context for the medical condition.
Moreover, using the biopsychosocial model (Belar &
Deardorff, 1995; Engel, 1977; Nicassio & Smith, 1995) clini-
cal health psychology has been able to move from an ineffec-
tual model supporting mind-body duality to a model that
considers influences of culture, environment, behavior, and
beliefs on physiology and symptomatology. This model is not
an endpoint in understanding medical patients, but it can serve
as an organizing schema for identifying diagnostic questions.
Within this approach an attempt is made to assess the interac-
tion of the type of data collected (affective, behavioral, cogni-
tive, or physiological information) with the source from
which the data can be collected (the patient, his or her envi-
ronment, or both).

The goal of a psychologist performing assessments in med-
ical settings is to contribute to a broader understanding of the
patient. This information can include an understanding of
the patient within his or her physical and social environment;
the patient’s relative psychological assets and weaknesses;
evidence of psychopathology contributing to, in reaction to, or
separate from the physical disease process; the patient’s
response or predicted response to both illness and the medical

or surgical treatment regimen; and identification of the coping
skills being used by the patient and family (Belar & Deardorff,
1995). In addition, the psychologist can be especially helpful
to the health care team, the patient, and the patient’s family in
assessing the complicated questions surrounding issues of ma-
lingering, factious disorders, the interaction of psychological
disorders and medical disorders, or the problems of the “wor-
ried well” seen in the medical setting (Rozensky et al., 1997).

General Issues

Modalities

Assessment information comes from a variety of sources.
These sources include interviews, questionnaires and inven-
tories (self-reporting), self-monitoring, direct observation of
behavior, and psychophysiological measurement. Each mea-
surement modality must be evaluated uniquely to determine
which is the most effective method to use in achieving a valid
assessment.

The interview provides the foundation of the assessment
process. Interviewing the medical patient requires the basic
skills needed in evaluating patients in any setting. Basic to all
effective interviewing, the clinician must be able to em-
pathize and develop rapport, gather relevant information to
the referral question, make adjustments as a function of
process issues and patient characteristics, understand the im-
portance of timing in the disease process and medical treat-
ment intervention, and utilize a theoretical framework to
guide the assessment process. More information on the inter-
view process and other modalities in assessment with med-
ical patients can be found in Pinkerton, Hughes, and Wenrich
(1982); Hersen and Turner (1994); and Van Egren and Striepe
(1998).

Self-report measures are advantageous when external ob-
servers cannot achieve sufficient access to that which is
being measured (e.g., affect or attitude), cost is crucial, staff
time is at a premium, or trained clinicians are not available.
Clinical observer rating scales and interviews are usually
preferred in situations in which clinical judgment is essential
(e.g., diagnosis), the disease process or disability has robbed
the patient of the ability to report accurately (e.g., delirium
or dementia), or sophisticated clinical decisions are required
(e.g., neuropsychological testing). Clinical experience has
demonstrated that certain constructs (e.g., quality of life) are
best measured via self-report; other measurement tasks have
been determined to often require judgment from clinical ob-
servers (e.g., diagnostic assessment from the Diagnostic and
Statistical Manual of Mental Disorders–Fourth Edition;
American Psychiatric Association, 1994). Other aspects of
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psychological assessment (e.g., psychological distress) may
be approached through either modality (Derogatis, Fleming,
Sudler, & DellaPietra, 1995).

Timing

Another important general issue involves the specific point in
time that an assessment occurs. The natural history of many
medical conditions may include specific events that place
stress on patients’ coping abilities. Medical interventions also
have noxious side effects that cause psychological effects.
Baseline assessment prior to the introduction of any signifi-
cant treatment intervention would be useful. In addition, it
would be ideal if psychological assessments could coincide
with major medical diagnostic evaluations and interventions
so that information on a patient’s psychological state could be
integrated with the overall clinical picture and treatment plan.
Finally, with many chronic illnesses, perhaps a comprehen-
sive yearly psychological assessment focussing on quality of
life, coping efficacy, and possible psychological distress
completed during scheduled medical visits could yield cru-
cial information as the illness, the treatments, or both change
over time.

Normative Standards

Crucial to effective psychological assessment of medically ill
patients is the selection of the most appropriate normative
standards or norms to use as referents (e.g., general popula-
tion norms or illness-specific population norms) when using
self-report inventories. The identification of appropriate
norms is based upon the nature of the comparison that the
psychologist wishes to make and the specific question that is
addressed. If the basic question is whether the patient’s
psychological distress has reached clinical proportions, then
the general population norm may be used because it is much
more likely to have well-established so-called caseness crite-
ria associated with it. Comparison with a general norm ad-
dresses the question Does this patient have a psychological
problem of sufficient clinical magnitude to require a thera-
peutic intervention? Alternatively, if the referral question
concerns the quality of a patient’s adjustment to the illness at
a particular stage in comparison with the typical patient, then
an illness-specific norm is indicated (Derogatis et al., 1995).
Therefore, referral questions involving psychological distress
and psychiatric disorder are often sufficiently salient to gen-
eralize across groups of patients. Adjustment to a particular
illness is a construct that is much more illness-specific and
may require the psychologist to interpret adjustment profiles
in terms of specific illness stages.

Some variables, such as quality of life, are best assessed
in a manner that combines normative data from both general
and illness-specific populations. Quality-of-life measures often
generate a very broad-spectrum continuum—from a status
reflecting optimum health, social functioning, and so forth, to
one of indicating serious deterioration of well-being at the other
end. In addition, specific medical disorders often involve spe-
cific symptoms, problems, and disabilities that require detailed
assessment. Investigators assessing quality of life (Derogatis
et al., 1995; Mayou, 1990) often use a modular strategy com-
bining both norms. In this paradigm, the illness-specific module
may be treated as an additional domain of the general inventory
instrument or as a distinct, individual measure.

Assessment Measures

In their review of psychological assessment, Derogatis et al.
(1995) identified five constructs or attributes to measure in
patients with medical disease: (a) well-being or affect bal-
ance, (b) psychological distress, (c) cognitive functioning,
(d) psychosocial adjustment to illness, and (e) personality
or health-related constructs. To this end, the authors recom-
mend several screening instruments to delineate whether the
patient has a psychological disorder requiring treatment or
influencing medical treatment. Screening instruments are not
diagnostic tests per se; rather, they represent an attempt to de-
scribe whether the patient has a high probability of having a
certain condition in question (positive) or a low probability of
the condition (negative). Those with positive screening can
be further evaluated. The screening instrument should both
be reliable (i.e., consistent in its performance from one ad-
ministration to the next—sensitivity) and have predictive va-
lidity (i.e., capable of identifying those with the disorder and
eliminating those who do not).

Several examples of psychological and cognitive screening
measures and a neuropsychological battery are presented in
Tables 13.1, 13.2, and 13.3. The examples presented are not
intended to be exhaustive. Instead, they represent some of the
most popular and frequently cited in literature reviews on as-
sessment in medical settings (Demakis, Mercury, & Sweet,
2000; Keefe & Blumenthal, 1982; Rozensky et al., 1997;
Sweet et al., 1991). For more information on most of these
measures, the reader is advised to consult Maruish (2000) and
Derogatis et al. (1995). With regard to Table 13.2, Sweet et al.
(1997) recommended that neuropsychological screening
batteries be used with cases involving differential psychiatric
versus neurological diagnosis, including patients with subtle
to mild dementia, who require more extensive diagnostic in-
formation and more complex case management. These authors
recommend that more comprehensive neuropsychological
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TABLE 13.1 Examples of Affect, Personality, Psychopathology,
Interview, and Adjustment Measures Used Within Medical Settings

Affect measures
Beck Depression Inventory–II (BDI-II)
Beck Anxiety Inventory (BAI)
State-Trait Anxiety Inventory (STAI)
State-Trait Anger Expression Inventory–2 (STAXI-2)
Center for Epidemiological Studies Depression Scale (CES-D)

Personality measures
Minnesota Multiphasic Personality Inventory–2 (MMPI-2)
Personality Assessment Inventory (PAI)
Millon Clinical Multiaxial Inventory–III (MCMI-III)
Rorschach inkblots
Thematic apperception test

Brief measures of psychopathology symptoms
Symptom Checklist–90–Revised (SCL-90-R)
Brief Symptom Inventory (BSI)
Illness Behavior Questionnaire (IBQ)
Symptom Assessment–45 (SA-45)

Structured clinical interviews
Structured Clinical Interview for DSM III-R (SCID)
Schedule for Affective Disorders and Schizophrenia (SADS)

Psychological adjustment to illness
Multidimensional Health Locus of Control (MHLC)
Ways of Coping Inventory (WOC)
Sickness Illness Profile (SIP)
Psychological Adjustment to Illness–Self-Report (PAIS-SR)
Millon Behavioral Medicine Diagnostic (MBMD)
SF-36 Health Survey

Note: Adapted from Sweet, Rozensky, & Tovian (1997).

batteries be used with (a) rehabilitation cases, such as stroke
and head injury; (b) neurological cases that may involve pro-
gression of a brain disorder across time, such as early cases of
multiple sclerosis, systemic lupus erythematosus, or acquired
immune deficiency syndrome, and those that require baseline
and interval testing in which a relatively diverse and unpre-
dictable set of deficits is possible, as in cerebrovascular
disease; and (c) presurgical multidisciplinary evaluation of
epilepsy cases. Forensic neuropsychological cases also re-
quire a comprehensive battery (cf. Sweet, 1999).

Types of Referrals

The nature of a referral question depends upon the psycholo-
gist’s role in the specific medical program or setting (e.g., con-
sultant or full service) and the referral source. Belar and
Geisser (1995) outlined three broad areas of assessment:
differential diagnosis, provision of treatment, and treatment
planning. Differential diagnosis involves assessment of sig-
nificant psychological contributions to illness. Assessment of
the need for treatment can include assessment of patient readi-
ness to undergo a procedure, need for treatment for a particu-
lar problem, reevaluation for readiness for the procedure after
treatment is completed, and need for concurrent treatment to

facilitate a favorable outcome. An example of such a referral
would involve whether a patient is a good candidate for
cardiac transplant despite being a smoker. In this instance,
evaluation, recommendation of smoking cessation interven-
tion, and reevaluation after a period of smoking abstinence
may be appropriate.

A final referral area involves assessment that provides an
understanding of the commitments of a chronic disease, the
sequelae of a particular event, or reaction to illness, so as to
facilitate either medical or psychological treatment plan-
ning. Examples include identifying problems of adherence to
diabetic regimens, assessing individual and family coping
strategies in a depressed cancer patient, and delineating cog-
nitive deficits in a brain tumor patient to help in planning for
appropriate support services.

TABLE 13.2 Examples of Measures Used for Neuropsychological
Referrals Within Medical and Psychiatric Settings

Dementia and delirium rating scales
Mattis Dementia Rating Scale–2 (DRS-2)
Mini-Mental State Exam (MMSE)
Blessed Dementia Rating Scale (BDRS)
Delirium Rating Scale (DelRS)

Screening batteries
Finger Tapping
Trail Making
Stroop Color-Word Test
WAIS-III Digit Symbol
Luria-Nebraska Pathognomonic Scale
California Verbal Learning Test–II
Warrington Recognition Memory Test
Wechsler Memory Test–Third Edition (WMS-III), select subtests
Multilingual Aphasia Examination
Shipley Institute of Living Scale
Ruff Figural Fluency

Comprehensive batteries
Halstead-Reitan Battery (selected tests: Sensory-Perceptual

Exam, Aphasia Screening
Examination, Tactual Performance Test, Category Test, Finger

Tapping, Trail Making)
Wechsler Adult Intelligence Scale–Third Edition (WAIS-III)
Wechsler Memory Scale–Third Edition (WMS-III)
California Verbal Learning Test–II
Warrington Recognition Memory Test
Grooved Pegboard
Stroop Color-Word Test
Shipley Institute of Living Scale
Ruff Figural Fluency Test
Multilingual Aphasia Examination (Visual Naming, COWA)
Gordon Diagnostic System (Vigilance, Distractibility)
Reading Comprehension (from the Peabody Individual Achievement

Test–Third Edition)
Wide Range Achievement Test–Third Edition (WRAT-III)
Paced Auditory Serial Addition Test
Beck Depression Inventory–II (BDI-II)
Beck Hopelessness Scale
Minnesota Multiphasic Personality Inventory–2 (MMPI-2)

Note. Adapted from Sweet, Rozensky, & Tovian (1997).
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TABLE 13.3 Examples of Measures Used Within Psychiatric Settings

Objective personality measures
Minnesota Multiphasic Personality Inventory–2 (MMPI-2)
Personality Assessment Inventory (PAI)
Millon Clinical Multiaxial Inventory–III (MCMI-III)
Neuroticism, Extraversion, Openness Personality Inventory–Revised

(NEO-PI-R)
Narcissistic Personality Inventory

Posttraumatic stress disorder
Clinician Administered Posttraumatic Stress Disorder Scale–Forms

1 & 2 (CAPS-1 & 2)
University of Pennsylvania Posttraumatic Stress Disorder Inventory
Impact of Event Scale–Revised

Additional self-report measures
Dissociative Experiences Scale (DES)
Yale-Brown Obsessive Compulsive Scale (Y-BOCS)
Eating Disorders Inventory–2 (EDI-2)
State-Trait Anger Expression Inventory–2 (STAXI-2)
State-Trait Anxiety Inventory (STAI)
Beck Depression Inventory–II (BDI-II)
Beck Anxiety Inventory (BAI)
Beck Hopelessness Scale (BHS)
Beck Suicide Scale 

Projective personality measures
Rorschach inkblots (Exner Comprehensive System)
Thematic apperception test

Structured clinical interviews
Structured Clinical Interview for DSM-IV (SCID)
Schedule for Affective Disorders and Schizophrenia (SADS)

Note: Adapted from Sweet, Rozensky, & Tovian (1997).

Wellisch and Cohen (1985) outline guidelines to be used
with medical staff for making assessment referrals. Referral
sources are encouraged to refer when emotional or behavioral
responses (a) interfere with the ability to seek appropriate
treatment or to cooperate with necessary medical procedures,
(b) cause greater distress than does the disease itself or in-
crease disease-related impairment, (c) interfere with activities
of daily living, (d) result in curtailing of usual sources of grat-
ification or result in disorganization so severe and inappropri-
ate that it results in misinterpretation and distortion of events.
Referrals of medical patients are also encouraged when psy-
chological dysfunction is significant from the patient history
(e.g., history of suicide attempt, substance abuse).

Surgical Interventions

Positive psychological outcome of surgery is directly corre-
lated with patients’ ability to understand the proposed proce-
dure, recognize its necessity, and tolerate the stress and
discomfort associated with the procedure. Several problems,
however, can require psychological evaluation and can serve
as reasons for referral: a dysfunctional relationship with the
surgeon or staff secondary to personality disorder, inability to
understand and give consent, severe panic and refusal of

surgery, and exacerbation of a preexisting psychiatric prob-
lem (e.g., depression, suicide risk).

There are two primary groups of determinants in the psy-
chological adaptation of a patient to surgery. The first group
consists of such variables as the patient’s specific combination
of salient medical variables (i.e., surgery site, reason for
surgery), functional deficits resulting from surgery, rehabilita-
tion potential, and the surgeon’s psychological management
of the patient. The second group consists of patient-related
variables, such as the meaning that the patient attaches to the
need for surgery and the site of the surgery, perception of the
surgical consequences, psychological ability of the patient to
tolerate a stressful event, and the relationship between patient
and surgeon (Jacobsen & Holland, 1989).

Some degree of presurgery apprehension is normal. Pa-
tients with traumatic pasts (e.g., sexual or physical abuse) or
premorbid psychiatric disorders can be among the most vul-
nerable to an abnormal level of fear. In addition to fear, pa-
tients can feel hopeless, angry, helpless, and depressed. In
assessing the presurgery patient, the psychologist needs to
consider salient factors associated with a particular site (e.g.,
mastectomy, which often involves cancer, altered body image,
fear of loss of sexual attractiveness; cardiac surgery, with pos-
sible altered lifestyle postsurgery and the fact that the heart is
viewed as synonymous with life).

Salient interview issues for the presurgery patient involve
identifying the exact nature of the symptoms experienced (e.g.,
cognitive, affective, and somatic components). Interview ques-
tions should differentiate several possible characteristics:
avoidance often seen in phobias; flashbacks of previous med-
ical, physical, or sexual trauma, all characteristic of a posttrau-
matic stress disorder (PTSD); nervousness and anxiety for 6
months or more, often seen in generalized anxiety disorders;
attacks of panic, fear, and dread for no apparent reason, charac-
teristic of panic disorders; and a maladaptive response to a se-
vere stressor, often seen in adjustment disorders. The interview
can also highlight past compliance (or lack thereof) with med-
ical personnel and medical regimen, the patient’s perception of
situational demands from surgery and sense of personal con-
trol, meanings attributed to the procedure and organ site,
knowledge of pre- and postoperative procedures, and desire to
obtain information about the procedure.

In addition to measures used to assess brief cognitive
functioning, psychopathology, and affect, it may be useful to
consider questionnaires pertaining to coping (e.g., Ways of
Coping; Folkman & Lazarus, 1980) and locus of control
(e.g., Multidimensional Health Locus of Control; Wallston,
Wallston, & DeVellis, 1978) in presurgery assessment.

A spectrum of postoperative central nervous system dys-
functions, both acute and persistent, has been documented
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after cardiac surgical procedures, including stroke, subtle
neurological signs, and overt neuropsychological impairment
(Newman et al., 2001). In fact, Murkin, Newman, Stump, and
Blumenthal (1995) summarized a group consensus statement
from experts, highlighting the need for a standardized core
battery of neuropsychological tests to be employed with car-
diac surgery patients. The group consensus also indicated
that mood state assessment should be evaluated concurrently
because neuropsychological performance can be influenced
by mood state. Although it is arguable whether the panel in its
specific test recommendations achieved its stated purposes
(i.e., identifying specific tests relevant to the postsurgical
phenomenon documented in the literature that would mini-
mize practice effects due to necessary repeat testings), the
goals were sound. Although supplementary tests could be
added as deemed appropriate, it was envisioned that a core
battery could provide a basis for rational comparison across
clinical outcome studies and eventually allow combination of
study results by meta-analysis. The need for a core battery
can also be relevant to other chronic illnesses such as dia-
betes, in which cognitive and affect changes occur over time
(Strachan, Frier, & Deary, 1997).

Organ Transplant Surgery

It is beyond the scope of this chapter to present a detailed
discussion of the medical and psychological conditions of
potential transplant patients. It is important to note, how-
ever, that consideration of organ transplantation is often pre-
cipitated by a major medical crisis with a chronic medical
condition, and the possibility of death during and shortly
after transplantation remains salient. Recent advances in
bone marrow, renal, hepatic (liver), and cardiac transplanta-
tion have made organ transplantation a viable medical
practice.

Organ transplantation remains extremely stressful for pa-
tients and their families and involves the allocation of scarce
resources (Zipel et al., 1998). Noncompliant patient behavior
following transplant surgery can endanger a graft and result in
death. Serious psychopathology, including schizophrenia,
major affective disorders, and certain personality disorders
may interfere with optimal self-care. Toward this end, psycho-
logical assessment goals with transplant patients may include
(a) determining contraindications to transplant, (b) establish-
ing baselines of affect and cognitive and coping skills for
future reference or comparison, (c) identifying psychosocial
problems and beginning preoperative intervention, and (d) es-
tablishing patient ability to understand the realities of pro-
gram involvement and postsurgical rehabilitation (Olbrisch,
Levenson, & Hamer, 1989).

Rozensky et al. (1997) have outlined a protocol for the as-
sessment of transplant patients as well as psychological con-
traindications for transplantations. The interview can focus on
issues involving knowledge of the transplantation experience
and procedures, desire for and reservations about transplanta-
tion, adherence and compliance with medical regimen, pre-
morbid health habits (e.g., weight control, exercise, substance
abuse), and family reactions. In addition, the Psychological
Adjustment to Illness Scale–Self-Report (PAIS-SR), with
scoring norms using coronary heart disease patients and dialy-
sis patients, can be helpful in assessing current adjustment to
illness and predicting posttransplant patient compliance.

Several authors have assessed psychopathology in both pre-
and postcardiac transplantation using diagnostic interviews
with DSM-III formats (Kay & Bienenfeld, 1991; Kuhn et al.,
1990; Olbrisch & Levenson, 1991). From these data it appears
that approximately 75% of candidates are accepted for cardiac
transplant with no significant psychosocial contraindications,
approximately 20% of candidates are accepted with precondi-
tions (i.e., specific criteria to be met prior to acceptance, such as
completion of weight loss or smoking cessation programs), and
5% are refused on psychosocial grounds. Olbrisch et al. (1989)
summarize the ethical problems in the application of psy-
chosocial criteria to transplant assessment—namely, allocat-
ing scarce organs and expensive care and technology to those
patients likely to derive maximum benefit and longevity. The
authors note ethical problems can involve confusing psychoso-
cial factors predictive of survival with judgments of an individ-
ual’s social worth (not regarded by most as acceptable grounds
for choosing candidates), unjust decisions resulting from in-
consistencies in the application of psychosocial criteria across
transplantation centers, and use of criteria that are of question-
able reliability and validity.

Olbrisch et al. (1989) have developed the Psychosocial
Assessment of Candidates for Transplantation (PACT) rating
scale to objectify and allow scientific study of clinical decision-
making criteria in psychosocial assessment of transplantation
candidates. Normed on 47 cardiac and liver transplant patients,
the PACT was shown to have high interrater reliability, with
96% overall agreement between raters on whether to perform a
transplant on a given patient. Less than 5% of all pairs of ratings
disagreed by more than one category. The scale shows promise
for studying the pretransplant psychosocial evaluation in
process and can aid in learning how different programs weight
various factors in selecting patients and how these decisions
predict clinical outcome. Sears, Rodrigue, Sirois, Urizar, and
Perri (1999) have attempted to extend psychometric norms
for precardiac transplant evaluations using several cognitive
measures, affective functioning and adjustment measures, cop-
ing strategies, and quality-of-life measures.
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Recent studies evaluated the quality of life in heart and
lung transplant recipients before and after surgery (Cohen,
Littlefied, Kelly, Maurer, & Abbey, 1998; Deshields,
Mannen, Tait, & Bajaj, 1997). The authors in both studies
found correlations between extreme pretransplant anxiety
levels and poorer posttransplant quality of life. Stilley, Miller,
Gayowski, and Marino (1999) found in a study of 73 candi-
dates for liver transplant that past history of substance abuse
correlated with more distress and less adaptable coping styles
after transplantation.

Psychiatric Conditions

Patients with psychiatric conditions will be seen by psycholo-
gists in medical settings when they develop medical symptoms
or because psychiatric treatment facilities exist within or adja-
cent to medical treatment facilities. In 1991, prevalence rates in
the general population for any psychiatric disorder, any sub-
stance abuse-dependence disorder, and both mental health and
substance abuse disorder were estimated to be 22.9%, 11.3%,
and 4.7%, respectively. Prevalence rates for any anxiety
disorder and any affective disorder for the same year were esti-
mated to be 17% and 11%, respectively. Lifetime prevalence
rates for these conditions were estimated to be 25% and 19%,
respectively (Maruish, 2000). As summarized by Maruish,
there are significant comorbidity rates of depression with cancer
(18–39%), myocardial infarction (15–19%), rheumatoid arthri-
tis (13%), Parkinson’s disease (10–37%), stroke (22–50%), and
diabetes (5–11%).The author also summarizes studies that indi-
cate between 50 and 70% of visits to primary care physicians
have a psychosocial basis. These figures highlight the need for
psychological assessment and screening of psychiatric disor-
ders in medical settings.

Toward this end, the most frequently used instruments for
screening and treatment planning, monitoring, and outcome
assessment are measures of psychopathological symptoma-
tology. These instruments were developed to assess behav-
ioral health problems that typically prompt people to seek
treatment. Frequently used psychopathology instruments are
summarized in Table 13.1 and are reviewed in more detail by
Rozensky et al. (1997); Sweet and Westergaard (1997); and
Maruish (2000).

There are several types of these measures of psychological-
psychiatric symptoms. The first category is comprised of com-
prehensive multidimensional measures. These instruments
are typically lengthy, multiscale, standardized instruments
that measure and provide a graphic profile of the patient on
several psychopathological symptom domains (e.g., anxiety,
depression) or disorders (schizophrenia, antisocial personality

disorder). Summary indexes provide a global picture of the
individual with regard to his or her psychological status or
level of distress. Probably the most widely used and recog-
nized example of these multidimensional measures is the re-
standardized version of the MMPI-2 (Butcher, Dahlstrom,
Graham, Tellegen, & Kaemmer, 1989).

Multidimensional instruments can serve a variety of pur-
poses that facilitate therapeutic interventions in medical and
behavioral health care settings. They may be used on initial
patient contact to screen for the need for service and simulta-
neously offer information that is useful for treatment plan-
ning. These instruments might also be useful in identifying
specific problems that may be unrelated to the patient’s chief
complaints (e.g., poor interpersonal relations). In addition,
they generally can be administered numerous times during
the course of treatment to monitor the patient’s progress to-
ward achieving established goals and to assist in determining
what adjustments (if any) are needed to the intervention. In
addition, pre- and posttreatment use of such instruments can
provide individual treatment outcome data.

In a second category, abbreviated multidimensional mea-
sures are similar to the MMPI-2 and other comprehensive
multidimensional measures in many respects. First, they con-
tain multiple scales for measuring a variety of symptoms and
disorders. They may also allow for the derivation of an index
that can indicate the patient’s general level of psychopathol-
ogy or distress. In addition, they may be used for screening,
treatment planning and monitoring, and outcome assessment,
just like the more comprehensive instruments. These instru-
ments, however, differ by their shorter length and ease by
which they are administered and scored. Their brevity does not
allow for an in-depth assessment, but this is not the purpose for
which they were designed. Probably the most widely used of
these brief instruments are Derogatis’s family of symptom
checklists. These include the Symptom Checklist-90-Revised
(SCL-90-R) and the Brief Screening Inventory (BSI;
Derogatis et al., 1995; Derogatis & Spencer, 1982).

The major advantage of the abbreviated multiscale in-
struments is the ability to survey—quickly and broadly—
psychological symptom domains and disorders. Their value is
evident in settings in which time and costs available for as-
sessment are limited. These instruments provide a lot of infor-
mation quickly and are much more likely to be completed
by patients than are their lengthier counterparts; this is impor-
tant if one is monitoring treatment or assessing outcomes,
which requires at least two or more assessments to obtain the
necessary information. Ironically, disadvantages of these in-
struments also relate primarily to decreased items: potential
absence of or reduced effectiveness of validity scale items,
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decreased reliability, and (as noted earlier) restricted range of
clinical content.

A third category consists of disorder-specific measures,
which are designed to measure one specific disorder or fam-
ily of disorders (e.g., anxiety, depression, suicidality, sub-
stance abuse). These instruments are usually brief, requiring
5–10 minutes to complete. They have been thoroughly re-
viewed by Maruish (2000) in chapters 12 through 17.

Neuropsychological Dysfunction

Neuropsychological tests are designed to provide information
related to the presence and degree of cognitive impairment
resulting from brain disease, disorder, or trauma; in some
instances, they also can provide information pertaining to di-
agnosis and etiology. The results of these tests also are used,
for example, to draw inferences about the extent to which an
impairment interferes with the patient’s daily functioning,
ability to return to work, and competency to consent to treat-
ment. There are numerous psychometrically sound neuropsy-
chological measures. Some instruments assess only specific
areas of functioning (e.g., immediate visual memory). Others
assess broader areas of functioning (e.g., a battery of memory
measures that assesses immediate, intermediate, and long-
term verbal and nonverbal memory). Still others are part of a
battery of measures that aim to provide a more comprehensive
assessment of neuropsychological functioning (e.g., a battery
that include tests of memory, language, academic skills,
abstract thinking, nonverbal auditory perception, sensorimo-
tor skills, etc.). Examples of neuropsychological screening
measures as well as examples of comprehensive batteries can
be found in Table 13.2.

The top two referral sources for neuropsychologists are psy-
chiatrists and neurologists (Sweet et al., 2000). The typical re-
ferral question stemming from a psychiatric setting concerns
discriminating between an emotionally based (or psychologi-
cal) and a brain-based (or neurological) disorder. It is important
to avoid the inaccurate and out-of-date conceptualization
of functional versus organic as well as either-or dichotomous
questions—that is, neurologically disordered individuals can
also be psychologically disordered (e.g., depressed), and indi-
viduals with significant psychiatric disorders can develop neu-
rological disorders.

Neurology patients are referred for assessment for a vari-
ety of reasons, including to (a) establish functioning before
and after surgery or other medical intervention, (b) track
recovery or deterioration of a known neurological disorder,
(c) assist in differentiating psychiatric and neurological dis-
order, (d) assist in assigning relative contributions of multiple

known disorders to clinical presentation, and (e) assist in
identifying difficult diagnostic conditions for which there is
little or no abnormality on neurological examination or
medical diagnostic procedures. Patients with a wide range of
neurological disorders are referred for neuropsychological
evaluation, including traumatic brain injury, cortical degener-
ative diseases (e.g., Alzheimer’s disease), subcortical degen-
erative diseases (e.g., Parkinson’s disease), demyelinating
disease (e.g., multiple sclerosis), cerebrovascular disease
(hemorrhagic and thromboembolic stroke), primary and sec-
ondary brain tumors, seizure disorders, and brain infections
(e.g., herpes simplex encephalitis).

Neuropsychological assessment referrals of patients in
outpatient or inpatient rehabilitation typically are motivated
by the need of the multidisciplinary rehabilitation team to un-
derstand each patient’s emotional status and capacity. The
two most common acute neurological conditions that lead to
subsequent rehabilitation during which they may be referred
for neuropsychological evaluation are cerebrovascular stroke
and traumatic brain injury. Further discussion of the nature of
referral questions from psychiatry, neurology, and rehabilitat-
ing medicine with neuropsychological assessment may be
found in Rozensky et al. (1997). Demakis et al. (2000) review
neuropsychological screening measures and referral issues in
general medicine and primary care.

Psychosomatic Disorders

When patients are referred because one or more careful med-
ical workups identify no clear physical findings, their physi-
cians may proceed by diagnosis by exclusion. Because no
somatic cause is found, it is hoped that psychological assess-
ment will identify psychosocial or psychological factors that
could be causing or maintaining the somatic symptoms. There
is a tendency for somatic patients to be referred for psycholog-
ical evaluation as a last resort. Rozensky et al. (1997) outline
approaches to inform referral sources in making a referral for
psychological evaluation as well as introducing the assess-
ment to the somatoform patient to avoid increased resistance.
The authors also support a comprehensive evaluation utilizing
specific interview questions, self-monitoring by the patient,
and several questionnaires found in Table 13.1.

Swartz, Hughes, and George (1986) provide a brief
screening index to identify patients with probable somato-
form disorders. The index can be used in an interview format
or by review of patient records. The patient’s physical com-
plaints are categorized according to 11 symptoms: abdominal
pain, abdominal gas, diarrhea, nausea, vomiting, dizziness,
fainting, weakness, feeling sickly, pain in extremities, and



308 Psychological Assessment in Medical Settings

chest pain. To confirm a probable somatoform diagnosis, the
patient must have at least 5 of the 11 symptoms without
demonstrable medical findings.

Katon et al. (1990), focusing on the prognostic value of
somatic symptoms, used the SCL-90-R to provide an opera-
tional definition of high distressed—high utilizers. The in-
vestigators observed linear increases in SCL-90-R dimension
scores of Somatization, Depression, and Anxiety as they
moved progressively through the somatic symptom groups
from low to high.

Kellner, Hernandez, and Pathak (1992) related distinct di-
mensions of the SCL-90-R to different aspects of hypochondri-
asis. The authors observed high levels of the SCL-90-R
Somatization andAnxiety scores to be predictive of hypochon-
driacal fears and beliefs, whereas elevations on Depression
were not. Fear of disease correlated most highly with the
SCL-90-R Anxiety score, but the false conviction of having a
disease was more highly correlated with somatization.

Difficult Patients

The Difficult Doctor-Patient Relationship Questionnaire
(DDPRQ; Hahn, Thompson, Stern, Budner, & Wills, 1994)
is a relatively new instrument that can reliably identify a
group of patients whose care is experienced as often difficult
by physicians. The construct validity of the instrument has
been established by demonstrating strong associations be-
tween characteristics that have been associated with
physician-experienced difficulty. The instrument classified
11–20% of primary care patients as difficult, using a cutoff
point that has been shown to distinguish between patients
with difficult characteristics and those without. The DDPRQ
score can also be used as a continuous measure. The instru-
ment is available in two formats: the DDPRQ-30, a 30-item
version that requires 3–5 minutes to complete, and a 10-item
version, the DDPRQ-10, requiring less than 1 minute. The
DDPRQ is completed by the physician after meeting with the
patient.

Prior to the DDPRQ, the study of the difficult patient was
limited to anecdote, clinical description, or the evaluation of
idiosyncratic characteristics. Patients experienced as difficult
are an important group to study because they are more likely
to have psychopathology, to use the health care system
disproportionately, and to be less satisfied than are patients
perceived to be nondifficult when receiving care. Physician-
experienced difficulty also takes its toll on physician and
health care professionals’ morale and job satisfaction (Hahn,
2000). The DDPRQ has been used in a number of studies
and has proven to be an effective and reliable assessment
tool.

Alcohol and Substance Abuse

It is well documented that alcohol abuse and substance abuse
are often comorbid with anxiety and depressive disorders.
Johnson, Brems, and Fisher (1996) compared psychopathol-
ogy levels of substance abusers not receiving substance abuse
treatment with those in treatment. They found SCL-90-R
scores to be significantly higher for the majority of subscales
for the treatment versus the nontreatment group. Drug abusers
in treatment were found to have more psychological symp-
toms than were those not in treatment, except on the Hostility
and Paranoid Ideation Scales, on which the nontreatment
group had higher levels. The authors suggested that the pres-
ence of a comorbid condition is associated with a greater like-
lihood that drug abusers will seek treatment.

Derogatis and Savitz (2000), in their thorough analysis of
the SCL-90-R, reviewed numerous studies in general med-
ical populations in which the SCL-90-R—within the context
of interview and historical data—identified alcohol and sub-
stance abusers. The authors also found that the SCL-90-R
was able to identify comorbid psychopathology among sub-
stance abusers.

Shedler (2000) reviewed the Quick Psychodiagnostics
Panel (QPD), which includes a 14-item alcohol and substance
abuse scale. All patients answer five of the questions; the re-
maining questions are presented only when previous responses
suggest substance abuse (i.e., logic branching). The scale is
fully automated or portable and can be administered on hand-
held computer tablets, representing an innovation in computer-
ized assessment. Initial diagnostic results were promising
among patients enrolled in an HMO plan.

The Self-Administered Alcoholism Screening Test
(SAAST) is a 37-item questionnaire that has been shown to
have good reliability and validity when administered to a vari-
ety of patient samples. Patient acceptance has also been good
when the use of alcohol is viewed as a health care issue. Patient
endorsement of test items on the SAAST has been an excellent
starting point or screening prior to a clinical interview (Davis,
2000).

Trauma and Sexual Abuse

Sexual abuse and physical abuse are factors associated with
medical problems that are often overlooked. Individuals who
experience such abuse also experience significant emotional
distress and personal devaluation, which can lead to a chronic
vulnerability and can compromise the effective treatment of
their medical conditions. Many individuals who have been
sexually abused exhibit clinical manifestations of anxiety or
depressive disorders, without a clear understanding of the
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contribution made by their victim experiences (Derogatis &
Savitz, 2000).

Some investigators have established the utility of the BSI
in work with patients who have been sexually abused. Frazier
and Schauben (1994) investigated the stressors experienced
by college-age females in adjusting to the transition of col-
lege life. Significant correlations were found between the
magnitude of stress and levels of psychological symptoms on
the BSI. Survivors of sexual abuse had significantly higher
total scores on the BSI. Coffey, Leitenberg, Henning, Turner,
and Bennett (1996) also investigated the consequences of
sexual abuse in 192 women with a history of childhood sex-
ual abuse. Women who had been sexually abused revealed a
higher total distress score on the BSI than did women in a
nonabused control group, and a greater proportion of their
BSI subscale scores fell in clinical ranges.

Toomey, Seville, Mann, Abashian, and Grant (1995) as-
sessed a heterogeneous group of chronic pain patients and ob-
served that those patients with a history of sexual abuse scored
higher on the SCL-90-R than did nonabused patients. Similar
findings were reported by Walker et al. (1995), who found that
female patients with chronic pelvic pain had significantly
higher symptomatic distress levels than did a patient group
(tubal ligation) without pain. The mean score for chronic pelvic
pain sufferers fell in the 60th percentile of psychiatric outpa-
tient norms on the SCL-90-R. The pain group also revealed a
significantly greater incidence of somaticization disorders,
phobias, sexual dysfunction, and sexual abuse as compared to
the no-pain group. These studies suggest chronic pain may be
another condition that is associated with sexual abuse.

Quality of Life and Outcomes Research

Andrews, Peters, and Tesson (1994) indicated that most of the
definitions of quality of life (QOL) describe a multidimen-
sional construct encompassing physical affective, cognitive,
social, and economic domains. QOL scales are designed to
evaluate—from the patient’s point of view—the extent to
which the patient feels satisfied with his or her level of func-
tioning in the aforementioned life domains. Objective mea-
sures of QOL focus on the environmental resources required to
meet one’s need and can be completed by someone other than
the patient. Subjective measures of QOL assess the patient’s
satisfaction with the various aspects of his or her life and thus
must be completed by the patient. Andrews et al. (1994) indi-
cated distinctions between QOL and health-related quality of
life (HRQL) and between generic and condition-specific mea-
sures of QOL. QOL measures differ from HRQL measures in
that the former assess the whole aspect of one’s life, whereas
the latter assesses quality of life as it is affected by a disease or

disorder or by its treatment. Generic measures are designed to
assess aspects of life that are generally relevant to most people;
condition-specific measures are focused on aspects of the lives
of particular disease-disorder populations. QOL scales also
provide a means to gauge treatment success. One of the more
widely used QOL measures is the Medical Outcomes Study
Short Form Health Status (SF-36; Ware, 1993). The scale con-
sists of 36 items, yielding scores on eight subscales: physical
functioning, social functioning, body pain, general mental
health, role limitations due to emotional problems, role limita-
tions due to physical functioning, vitality, and general health
perception. New scoring algorithms yielded two new summary
scales: one for physical functioning and one for mental func-
tioning (Wetzler, Lum, & Bush, 2000).

Wallander, Schmitt, and Koot (2001) provide a thorough
review of QOL issues, instruments, and applications with
children and adolescents. Much of what they propose is
clearly applicable to QOL measurement in adult patients. The
authors conclude that QOL is an area that has growing impor-
tance but has suffered from methodological problems and has
relied on untested instruments and on functional measurement
to the neglect of the subjective experience. They offer a set of
coherent guidelines about QOL research in the future and sup-
port the development of broadly constructed, universal QOL
measures, constructed using people with and without identi-
fied diseases, rather than disease-specific QOL measures.

Given the expanding interest in assessing QOL and treat-
ment outcomes for the patient, it is not surprising to see an
accompanying interest in assessing the patient’s (and in some
cases, the patient’s family’s) satisfaction with services re-
ceived. Satisfaction should be considered a measure of the
overall treatment process, encompassing the patient’s (and at
times, others’) view of how the service was delivered, the ca-
pabilities and the attentiveness of the service provider, the
perceived benefits of the service, and various other aspects of
the service the patient received. Whereas QOL may measure
the result of the treatment rendered, program evaluation may
measure how the patient felt about the treatment he or she
received (Maruish, 2000).

TYPES OF MEDICAL SETTINGS

During the past decade, there has been an increasing interest
in the assessment of health status in medical and behavioral
health care delivery systems. Initially, this interest was shown
primarily within those settings that focused on the treatment
of physical diseases and disorders. In recent years, psycholo-
gists have recognized the value of assessing the general level
of health as well.
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Measures of health status and physical functioning can
be classified into one of two groups: generic and condition-
specific (Maruish, 2000). An example of a generic measure as-
sessing psychological adjustment to illness would be the PAIS
(Derogatis et al., 1995). Several of these measures are listed in
Table 13.1 and are reviewed by Derogatis et al. (1995) and
Rozensky et al. (1997). Condition-specific measures have been
available for a number of years and are used with specific med-
ical disorders, diseases, or conditions. Some of these measures
are discussed within this section and listed in Table 13.4.

General Medical Settings and Primary Care

As the primary care physician becomes the gatekeeper in many
managed care and capitated health care organizations and sys-
tems, several instruments have been developed to meet the
screening and assessment needs of the primary care physician.
The Primary Care Evaluation of Mental Disorders (PRIME-
MD; Hahn, Kroenke, Williams, & Spitzer, 2000) is a diagnos-
tic instrument designed specifically for use in primary care by
internists and other practitioners. The PRIME-MD contains
separate modules addressing the five most common cate-
gories of psychopathology seen in general medicine: mood
disorders, anxiety disorders, alcohol abuse and dependence,
eating disorders, and somatoform disorders. The PRIME-MD
has been shown to be valid and reliable, is acceptable to
patients, and is often selected as a research tool by investigators
(Hahn et al., 2000). The central function of the PRIME-MD
is detection of psychopathology and treatment planning.

However, it can also be used in episodic care, in subspecialty
consultations, and in consultation-liaison psychiatry and
health psychology assessments.

The COMPASS for Primary Care (COMPASS-PC; Grissom
& Howard, 2000) is also a valid and reliable instrument
designed for internists and primary care physicians. Within the
instrument’s 68 items are three major scales—Current Well-
Being (CWB), Current Symptoms (CS), and Current Life
Functioning (CLF).The four-item CWB scale includes items on
distress, energy and health, emotional and psychological
adjustment, and current life satisfaction. The 40-item CS
scale contains at least three symptoms from each of seven
diagnoses—depression, anxiety, obsessive-compulsive disor-
der, adjustment disorder, bipolar disorder, phobia, and sub-
stance abuse disorders. The 24-item CLF represents six areas of
life functioning—self-management, work-school-homemaker,
social and leisure, intimacy, family, and health (Grissom &
Howard, 2000). Like the PRIME-MD, the COMPASS-PC can
be easily administered over various intervals of treatment.

Some of the brief instruments discussed earlier are also
appropriate for general medical settings. These include the
QPD, SCL-90-R, and the SF-36.

Specialty Areas

In their review of adaptation to chronic illness and disability,
Livneh and Antonak (1997) discuss frequently used general
measures of adaptation to illness such as the PAIS (Derogatis
et al., 1995). The authors also discuss several unidimensional,
general measures of adaptation to disability as well. Numer-
ous condition-specific measures have been developed in var-
ious medical specialty areas. For example, several measures
of adaptation to specific conditions have been developed in
oncology (Shapiro et al., 2001), in cardiology (Derogatis &
Savitz, 2000), in rehabilitation medicine (Cushman &
Scherer, 1995), for AIDS-HIV patients (Derogatis & Savitz,
2000), for sleep disorders (Rozensky et al., 1997), for dia-
betes (Rubin & Peyrot, 2001), for pain treatment (Cushman
& Scherer, 1995), for geriatric patients (Scogin, Rohen, &
Bailey, 2000), in emergency medicine (Rozensky et al.,
1997), in neurology (Livneh & Antonak, 1997), and in renal
dialysis (Derogatis & Savitz, 2000). Examples of these mea-
sures are listed in Table 13.4.

When considering general measures of adaptation or
condition-specific measures, the determination of which to
use can be based upon the specific referral question posed to
the psychologist. If the referral question involves whether the
patient’s psychological distress is significant enough to war-
rant clinical intervention, then a general measure of adaptation
will be clinically useful and sufficient. However, if the referral

Table 13.4 Examples of Illness- or Condition-Specific Measures Used
Within Medical Settings

Disorder Measure

Cancer Cancer Inventory of Problem Situations (CCIPS)
Profile of Mood States for Cancer (PMS-C)
Mental Adjustment to Cancer Scale
Cancer Behavior Inventory (CBI)

Rheumatoid Arthritis Impact Measurement Scales
arthritis

Diabetes mellitus Diabetic Adjustment Scale (DAS)
Problem Areas in Diabetes (PAID)

Spinal cord Psychosocial Questionnaire for 
injury Spinal Cord Injured Persons

Traumatic brain Glasgow Coma Scale
injury Portland Adaptability Inventory

Rancho Los Amigos Scale

Dentistry Dental Anxiety Scale
Pain McGill Pain Questionnaire (MPQ)

West Haven-Yale Multidimensional
Pain Inventory (WHYMPI)
Measure of Overt Pain Behavior
Pain Patient Profile (P-3)
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question concerns the quality of a patient’s adjustment to a
specific illness at a particular stage of that illness compared
with the typical patient with that illness, then a condition-
specific measure—if available—may be more meaningful.
Quality of life constructs combine normative data from both
general and illness-specific populations. Researchers such as
Derogatis et al. (1995) support the use of a modular strategy,
combining general instruments with modules developed from
illness-specific samples. In this way, an illness-specific mea-
sure can be used as an additional domain of the general instru-
ment or as a distinct, stand-alone measure.

SUMMARY

As can be seen from the broad range of topics covered within
this chapter, psychological assessment in medical settings is
diverse and can in some instances be highly specialized. The
individuals practicing in these settings may prefer the profes-
sional identity of clinical psychologist, clinical health psy-
chologist, or clinical neuropsychologist. All three of these
specialists have a place in performing formal assessments
within medical settings, with the latter two being more spe-
cialized with regard to particular medical populations and
specific medical disorders. With regard to training and em-
ployment, medical settings have played an important histori-
cal role in the development of psychological assessment and
will likely continue to do so in the future.

FUTURE DIRECTIONS

Future developments in the area of psychological assessment
in medical settings will center around such concepts as speci-
ficity, brevity, and normative standards for particular medical
populations. Assessments will be targeted to address specific
outcome and quality-of-life questions rather than general
psychological status and will be utilized across large health
care systems as well as with specific disease entities. This
goal will require more precise development of specific nor-
mative standards for specific, well-defined patient groups and
subgroups. Because of economic pressures, including the
need to see patients for less time and to see a greater number
of patients, there will continue to be a pressure on test authors
and publishers to create short forms and shorter instruments.
As the former trend continues to take place, we must bear in
mind the psychometric costs associated with accompanying
threats to validity (Smith, McCarthy, & Anderson, 2000).
Psychological assessment will become incorporated in cost-
utility analysis, as outcomes involving patient adjustment,

well-being, and quality of life become more central and
quantifiable as part of the economic dimensions of treatment
(Kopta, Howard, Lowry, & Beutler, 1994). Brevity, cost-
efficiency, minimal intrusiveness, and broader applicability
will be salient concepts in the design of future assessment
systems (Derogatis et al., 1995).

Although it has been recommended for many years that
clinician-based judgments yield to actuarial or mechanical
judgments (cf. Grove, Zald, Lebow, Snitz, & Nelson, 2000),
and without question there has been a useful trend in this di-
rection of at least partial reliance on empirically derived de-
cision aids, we do not foresee a time in the near future when
clinicians will abrogate their assessment roles completely
to actuarial or mechanical methods. This position is not
based on philosophical or scientific disagreement with the
relevant decision-making literature; rather, it is based on the
belief that a sufficient number of appropriate mechanical al-
gorithms will continue to be lacking for years to come
(cf. Kleinmuntz, 1990).

Computer-administered assessment, as well as planning for
treatment and prevention, will likely be an important compo-
nent of the future in psychological assessment in medical
settings, as has been suggested regarding psychological assess-
ment in general (see the chapter by Butcher in this volume;
Butcher, Perry, & Atlis, 2000; Garb, 2000; Snyder, 2000).
Maruish (2000) sampled several computerized treatment
and prevention programs involving depression, obsessive-
compulsive disorders, smoking cessation, and alcohol abuse.
Symptom rating scales, screening measures, diagnostic inter-
views, and QOL and patient satisfaction scales already have
been or can easily be computerized, making administration
of these measures efficient and cost-effective. As computer
technology advances with interactive voice response (IVR),
new opportunities for even more thorough evaluation exist.
However, as computer usage and technology develop, so
do concerns about patient confidentiality, restricting access
to databases, and the integration of assessment findings into
effective treatment interventions. Similarly, Rozensky et al.
(1997) predicted that there will be less emphasis placed on the
diagnosis of psychopathology and more focus on those com-
puterized assessment procedures that directly enhance plan-
ning and evaluating treatment strategies. Moreover, as
telemedicine or telehealth develops, psychological assessment
will need to be an integral part of patient and program evalua-
tion as distance medicine technologies improve continuity of
care.

Assessment in medical settings will likely continue to
become even more specialized in the future. With this trend,
more attention will be paid—both within the discipline and by
test publishers—to test user qualifications and credentials
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(cf. Moreland, Eyde, Robertson, Primoff, & Most, 1995).
In this same vein, more specific guidelines will be devel-
oped to aid in dealing with difficult ethical and legal dilem-
mas associated with assessment practices with medical
patients, as is already evident within clinical neuropsychol-
ogy (e.g., Johnson-Greene et al., 1997; Sweet, Grote, & Van
Gorp, 2002).

Illness and disability necessitate change, resulting in con-
tinuous modification in coping and adjustment by the patient,
his or her family, and medical personnel (Derogatis et al.,
1995). Psychology’s ability to document accurately the pa-
tient’s response to disease and treatment-induced change is
crucial to achieving an optimal treatment plan. Psychological
assessment can be an integral part of the patient’s care system
and will continue to contribute crucial information to the pa-
tient’s treatment regimen. Carefully planned, programmatic,
integrated assessments of the patient’s psychological coping
and adjustment will always serve to identify problematic pa-
tients as well as those well-adjusted patients who are entering
problematic phases of illness and treatment. Assessments that
identify taxed or faltering coping responses can signal the
need for interventions designed to avert serious adjustment
problems, minimize deterioration of well-being, and restore
patient QOL. Cost-effectiveness of medical interventions will
continue to be enhanced by appropriate use of psychological
assessment in medical settings.
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CONTEXT OF PSYCHOLOGICAL ASSESSMENTS
IN INDUSTRIAL/ORGANIZATIONAL SETTINGS

Psychologists have been active in the assessment of individu-
als in work settings for almost a century. In light of the appar-
ent success of the applications of psychology to advertising
and marketing (Baritz, 1960), it is not surprising that corpo-
rate managers were looking for ways that the field could con-
tribute to the solution of other business problems, especially
enhancing worker performance and reducing accidents. For
example, Terman (1917) was asked to evaluate candidates for
municipal positions in California. He used a shortened form
of the Stanford-Binet and several other tests and looked for
patterns against past salary and occupational level (Austin,
Scherbaum, & Mahlman, 2000). Other academic psycholo-
gists, notably Walter Dill Scott and Hugo Munsterberg, were
also happy to oblige.

In this regard, the approaches used and the tools and
techniques developed clearly reflected prevailing thinking
among researchers of the time. Psychological measurement
approaches in industry evolved from procedures used by
Fechner and Galton to assess individual differences (Austin
et al., 2000). Spearman’s views on generalized intelligence
and measurement error had an influence on techniques that

ultimately became the basis of the standardized instruments
popular in work applications. Similarly, if instincts were an
important theoretical construct (e.g., McDougal, 1908), these
became the cornerstone for advertising interventions. When
the laboratory experimental method was found valuable for
theory testing, it was not long before it was adapted to the
assessment of job applicants for the position of street railway
operators (Munsterberg, 1913). Vocational interest blanks de-
signed for guiding students into careers were adapted to the
needs of industry to select people who would fit in.

Centers of excellence involving academic faculty consult-
ing with organizations were often encouraged as part of the
academic enterprise, most notably one established by Walter
Bingham at Carnegie Institute in Pittsburgh (now Carnegie
Mellon University). It makes sense, then, that programs such
those at as Carnegie, Purdue, and Michigan State University
were located in the proximity of large-scale manufacturing
enterprises. As will become clear through a reading of this
chapter, the legacy of these origins can still be seen in the
models and tools of contemporary practitioners (e.g., the
heavy emphasis on the assessment for the selection of hourly
workers for manufacturing firms).

The practice of assessment in work organizations was also
profoundly affected by activities and developments during
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the great wars fought by the United States. Many of the per-
sonnel and performance needs of the military during both the
first and second World Wars were met by contributions of psy-
chologists recruited from the academy. The work of Otis on
the (then) new idea of the multiple-choice test was found ex-
tremely valuable in solving the problem of assessing millions
of men called to duty for their suitability and, once enlisted,
for their assignments to specific work roles. The Army’s
Alpha test, based on the work of Otis and others, was itself ad-
ministered to 1,700,000 individuals. Tools and techniques for
the assessment of job performance were refined or developed
to meet the needs of the military relative to evaluating the im-
pact of training and determining the readiness of officers for
promotion.After the war, these innovations were diffused into
the private sector, often by officers turned businessmen or by
the psychologists no longer employed by the government.
Indeed, the creation of the Journal of Applied Psychology
(1917) and the demand for practicing psychologists in indus-
try are seen as outgrowths of the success of assessment oper-
ations in the military (Schmitt & Klimoski, 1991).

In a similar manner, conceptual and psychometric advances
occurred as a result of psychology’s involvement in govern-
ment or military activities involved in winning the second
World War. Over 1,700 psychologists were to be involved in
the research, development, or implementation of assessment
procedures in an effort to deal with such things as absenteeism,
personnel selection, training (especially leader training), and
soldier morale. Moreover, given advances in warfare technol-
ogy, new problems had to be addressed in such areas as equip-
ment design (especially the user interface), overcoming the
limitations of the human body (as in high-altitude flying), and
managing work teams. Technical advances in survey methods
(e.g., the Likert scale) found immediate applications in the
form of soldier morale surveys or studies of farmers and their
intentions to plant and harvest foodstuffs critical to the war
effort.

A development of particular relevance to this chapter was
the creation of assessment procedures for screening candi-
dates for unusual or dangerous assignments, including
submarine warfare and espionage. The multimethod, multi-
source philosophy of this approach eventually became the
basis for the assessment center method used widely in indus-
try for selection and development purposes (Howard & Bray,
1988). Finally, when it came to the defining of performance
itself, Flanagan’s (1954) work on the critical incident method
was found invaluable. Eventually, extensions of the approach
could be found in applied work on the assessment of training
needs and even the measurement of service quality.

Over the years, the needs of the military and of government
bureaus and agencies have continued to capture the attention
of academics and practitioners, resulting in innovations of

potential use to industry. This interplay has also encoura-
ged the development of a large and varied array of measure-
ment tools or assessment platforms. The Army General
Classification test has its analogue in any number of multi-
aptitude test batteries. Techniques for measuring the require-
ments of jobs, like Functional Job Analysis or the Position
Analysis Questionnaire, became the basis for assessment plat-
forms like the General Aptitude Test Battery (GATB) or, more
recently, the Occupational Information Network (O*Net;
Peterson, Mumford, Borman, Jeanneret, & Fleishman, 1999).
Scales to measure job attitudes (Smith, Kendall, & Hulin,
1969), organizational commitment (Mowday, Steers, &
Porter, 1979), or work adjustment (Dawis, 1991) found wide
application, once developed. Moreover, there is no shortage
of standard measures for cognitive and noncognitive individ-
ual attributes (Impara & Plake, 1998).

A final illustration of the importance of cultural context on
developments in industry can be found in the implementation
of civil rights legislation in America in the 1960s and 1970s
(and, a little later, the Americans with Disabilities Act). This
provided new impetus to changes in theory, research designs,
and assessment practices in work organizations. The litigation
of claims under these laws has also had a profound effect on
the kinds of measures found to be acceptable for use as well.

THE NATURE OF ASSESSMENT IN INDUSTRIAL
AND ORGANIZATIONAL SETTINGS

This chapter is built on a broad view of assessment relative
to its use in work organizations. The thrust of the chapter,
much like the majority of the actual practice of assessment in
organizations, will be to focus on constructs that imply or
allow for the inference of job-related individual differences.
Moreover, although we will emphasize the activities of psy-
chologists in industry whenever appropriate, it should be clear
at the outset that the bulk of individual assessments in work
settings are being conducted by others—managers, super-
visors, trainers, human resource professionals—albeit often
under the guidance of practicing psychologists or at least using
assessment platforms that the latter designed and have imple-
mented on behalf of the company.

Most individuals are aware of at least some of the ap-
proaches used for individual assessment by psychologists gen-
erally. For example, it is quite common to see mention in the
popular press of psychologists’use of interviews and question-
naires. Individual assessment in work organizations involves
many of these same approaches, but there are some character-
istic features worth stressing at the outset. Specifically, with
regard to assessments in work settings, we would highlight
their multiple (and at times conflicting) purposes, the types of
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factors measured, the approach used, and the role that assess-
ment must play to insure business success.

Purposes

Business Necessity

For the most part, assessments in work organizations are con-
ducted for business-related reasons. Thus, they might be per-
formed in order to design, develop, implement, or evaluate
the impact of a business policy or practice. In this regard, the
firm uses assessment information (broadly defined) to index
such things as the level of skill or competency (or its obverse,
their deficiencies) of its employees or their level of satisfac-
tion (because this might presage quitting). As such, the infor-
mation so gathered ends up serving an operational feedback
function for the firm. It can also serve to address the issue of
how well the firm is conforming to its own business plans
(Katz & Kahn, 1978).

Work organizations also find it important to assess indi-
viduals as part of their risk management obligation. Most
conspicuous is the use of assessments for selecting new em-
ployees (trying to identify who will work hard, perform well,
and not steal) or in the context of conducting performance ap-
praisals. The latter, in turn, serve as the basis for compensa-
tion or promotion decisions (Murphy & Cleveland, 1995;
Saks, Shmitt, & Klimoski, 2000). Assessments of an indi-
vidual’s level of work performance can become the (only)
basis for the termination of employment as well. Clearly, the
firm has a business need to make valid assessments as the
basis for appropriate and defensible personnel judgments.

In light of the numerous laws governing employment
practices in most countries (and because the United States, at
least, seems to be a litigious society), assessments of the per-
ceptions, beliefs, and opinions of the workforce with regard
to such things as the prevalence of sexual harassment
(Fitzgerald, Drasgow, Hulin, Gelfand, & Magley, 1997;
Glomb, Munson, Hulin, Bergman, & Drasgow, 1999) or of
unlawful discrimination are often carried out as part of man-
agement’s “due diligence” obligation. Thus, assessed atti-
tudes can be used to complement demographic data supplied
by these individuals relative to their race, age, gender, or dis-
ability and used in monitoring personnel practice and to
insure nondiscriminatory treatment of the workforce (e.g.,
Klimoski & Donahue, 1997).

Individual Necessity

Individual assessments in industry can also be performed
with the goal of meeting the needs of the individual worker
as well. The assessment of individual training needs, once

made, can become the basis for a specific worker’s training
and development experiences. Such information would guide
the worker to just what programs or assignments would best
remedy a particular deficiency. Such data, if gathered regu-
larly over time, can also inform the worker of his or her
progress in skill acquisition. In a related manner, assessments
may be gathered to guide the worker relative to a work
career. Whether done in the context of an organizationally
managed career-path planning program or done by the
worker on his or her initiative, such competency assessments
relative to potential future jobs or different careers are ulti-
mately in the service of the worker.

Progressive firms and many others whose workers are cov-
ered by collective bargaining agreements might use individ-
ual assessment data to help workers find suitable employment
elsewhere, a need precipitated by such things as a corporate
restructuring effort or downsizing or as an outcome of an ac-
quisition or a merger. Job preferences and skills are typically
evaluated as part of an outplacement program. Often, how-
ever, one is also assessed (and, if found wanting, trained) in
such things as the capacity to look for different work or to do
well in a job interview that might lead to new work.

Individual assessments are at the core of counseling and
coaching in the workplace. These activities can be part of a
larger corporate program for enhancing the capabilities of the
workforce. However, usually an assessment is done because
the individual worker is in difficulty. This may be manifested
in a career plateau, poor job performance, excessive absen-
teeism, interpersonal conflict on the job, symptoms of de-
pression, or evidence of substance abuse. In the latter cases
such assessments may be part of an employee assistance pro-
gram, specifically set up to help workers deal with personal
issues or problems.

Research Necessity

Many work organizations and consultants to industry take an
empirical approach to the design, development, and evalua-
tion of personnel practices. In this regard, assessment data,
usually with regard to an individual’s job performance, work-
related attitudes, or job-relevant behavior, are obtained in
order to serve as research criterion measures. Thus, in evaluat-
ing the potential validity of a selection test, data regarding the
performance of individuals on the test and their later perfor-
mance on the job are statistically compared. Similarly, the
impact of a new recruitment program may be evaluated by as-
sessing such things as the on-the-job performance and work
attitudes of those brought into the organization under the new
system and comparing these to data similarly obtained from
individuals who are still being brought in under the old one. Fi-
nally, as another example, a proposed new course for training
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employees may need to be evaluated. Here, evidence of learn-
ing or of skill acquisition obtained from a representative sam-
ple of workers, both before and again after the program, might
be contrasted with scores obtained from a group of employees
serving as a comparison group who do not go through the
training.

Assessments as Criterion Measures

In the course of almost one hundred years of practice, special-
ists conducting personnel research have concluded that good
criterion measures are hard to develop. This may be due in part
to the technical requirements for such measures, as outlined
in the next section. However, it also may be simply a reflection
that the human attributes and the performances of interest are,
by their very nature, quite complex. When it comes to criterion
measures, this is most clearly noted in the fact that these
almost always must be treated as multidimensional.

The notion of dimensionality itself is seen most clearly in
measures of job performance. In this regard, Ghiselli (1956)
distinguished three types of criterion dimensionality. He uses
the term static dimensionality to convey the idea that at any
point in time, we can imagine that there are multiple facets to
performance. Most of us can easily argue that both quality
and quantity are usually part of the construct. In order to
define the effective performance of a manager, studies have
revealed that it usually requires five or more dimensions
to cover this complex role (Campbell, McCloy, Oppler, &
Sager, 1993).

Dynamic dimensionality is the term used to capture the
notion that the essence of effective performance can change
over time, even for the same individual. Thus, we can imag-
ine that the performance of a new worker might be anchored
in such things a willingness to learn, tolerance of ambiguity,
and persistence. Later, after the worker has been on the job
for a while, he or she would be held accountable for such
things as high levels of output, occasional innovation, and
even the mentoring of other, newer, employees.

Finally, Ghiselli identifies the concept of individual dimen-
sionality. In the context of performance measures, this is used
to refer to the fact that two employees can be considered
equally good (or bad), but for different reasons. One worker
may be good at keeping a work team focused on its task,
whereas another may be quite effective because he seems to be
able to manage interpersonal conflict and tension in the team
so that it does not escalate to have a negative effect on team
output. Similarly, two artists can be equally well regarded but
for manifesting very different artistic styles.

An additional perspectives on the multidimensionality of
performance is offered by Borman and Motowidlo (1993). In

their model, task performance is defined as “activities that
contribute to the organization’s technological core either di-
rectly by implementing a part of its technological process, or
indirectly by providing it with needed materials or services”
(p. 72). Task performance, then, involves those activities that
are formally recognized as part of a job. However, there are
many other activities that are important for organizational
effectiveness that do not fall within the task performance cat-
egory. These include activities such as volunteering, persist-
ing, helping, cooperating, following rules, staying with the
organization, and supporting its objectives (Borman &
Motowidlo, 1993). Whereas task performance affects organi-
zational effectiveness through the technical core, contextual
performance does so through organizational, social, and psy-
chological means. Like Ghisellis’s (1956) perspective, the
task and contextual performance distinction (Borman &
Motowidlo, 1993; Motowidlo, Borman, & Schmit, 1997;
Motowidlo & Van Scotter, 1994) shows that the constructs
we are assessing will vary depending on the performance di-
mension of interest. The multidimensionality of many of the
constructs of interest to those doing individual assessments in
industry places a major burden on those seeking to do high-
quality applied research. However, as will be pointed out
below, it also has a profound on the nature of the tools and of
the specific measures to be used for operational purposes as
well.

Thus, assessments for purposes of applied research may
not differ much in terms of the specific features of the tools
themselves. For example, something as common as a work
sample test may be the tool of choice to gather data for vali-
dation or for making selection decisions. However, when one
is adopted as the source of criterion scores, it implies a re-
quirement for special diligence from the organization in
terms of assessment conditions, additional time or resources,
and certainly high levels of skill on the part of the practitioner
(Campbell, 1990).

Attributes Measured

As implied by the brief historical orientation to this chapter,
the traditional focus on what to measure has been on those
individual difference factors that are thought to account for
worker success. These person factors are frequently thought
of as inputs to the design and management of work organiza-
tions. Most often, the attributes to be assessed derive from an
analysis of the worker’s job duties and include specific forms
of knowledge, skills, abilities, or other attributes (KSAOs) im-
plying work-related interests and motivation. More recently,
the focus has been on competencies, the demonstrated capac-
ity to perform job-relevant activities (Schippmann et al.,
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2000). Key competencies are ascertained from a careful con-
sideration not of the job but of the role or functions expected
to be performed by an employee if he or she is to contribute to
business success. Thus, attributes such as speed of learning or
teamwork skills might be the focus of assessments. As will be
detailed later, these attributes might be the core of any person-
nel selection program.

Assessments of individuals in work settings may also
focus on the process used by the employee to get the job
done. Operationally, these are the kinds of behaviors that are
necessary and must be carried out well in the work place if
the worker is to be considered successful. These, too, derive
from an analysis of the job and of the behaviors that distin-
guish effective employees from less effective ones. Process
assessments are particularly common in organizational train-
ing and worker performance review programs.

For the most part, employees in work organizations are
held accountable for generating products: outcomes or re-
sults. Thus, it is common for assessments to be focused on
such things as the quality and quantity of performance, the
frequency of accidents, and the number of product innova-
tions proposed. The basis for such assessments might be a
matter of record. Often, however, human judgment and skill
are required in locating and categorizing work outcomes
relative to some standard. Outcome assessments are often
used as the basis for compensation and retention decisions. In
the course of the year, most individuals in work organizations
might be assessed against all three types of assessments.

Approaches Used for Assessment in Industry

Three features of the approach favored by many of those
doing assessment work in industry are worth highlighting.
The first has been noted already in that many assessment
platforms are built on careful development and backed up by
empirical evidence. Although it is possible that an assessment
technique would be adopted or a particular practitioner hired
without evidence of appropriateness for that particular orga-
nization, it is not recommended. As stressed throughout this
chapter, to do so would place the firm at risk.

A second feature that is somewhat distinctive is that most
assessments of individuals in work contexts are not done by
psychologists. Instead, managers, supervisors, trainers, and
even peers are typically involved in evaluating individuals on
the factors of interest. This said, for larger firms, practicing
psychologists may have had a hand in the design of assess-
ment tools and programs (e.g., a structured interview proto-
col for assessing job applicants), or they may have actually
trained company personnel on how to use them. However, the
assessments themselves are to be done by the latter without

much supervision by program designers. For smaller firms,
this would be less likely, because a practicing psychologist
might be retained or used on an as-needed basis (e.g., to assist
in the selection of a managing partner in a law firm). Under
these circumstances, it would be assumed that the psycholo-
gist would be using assessment tools that he or she has found
valid in other applications.

A final distinction between assessment in industry and
other psychological assessments is that quite often assess-
ments are being done on a large number of individuals at the
same time or over a short period of time. For example, when
the fire and safety service of Nassau County, New York sought
to recruit and select about 1,000 new police officers, it had to
arrange for 25,000 applicants to sit for the qualifying exam at
one time (Schmitt, 1997). This not only has implications for
the kinds of assessment tools that can be used but affects such
mundane matters as choice of venue (in this case, a sports
arena was needed to accommodate all applicants) and how to
manage test security (Halbfinger, 1999).

The large-scale nature of assessments in industry implies
the common use of aggregate data. Although the individual
case will be the focus of the assessment effort, as noted ear-
lier, very often the firm is interested in averages, trends, or
establishing the existence of reliable and meaningful differ-
ences on some metric between subgroups. For example,
individual assessments of skill might be made but then ag-
gregated across cases to reveal, for example, that the average
skill of new people hired has gone up as a result of the imple-
mentation of a new selection program. Similarly, the perfor-
mance of individuals might be assessed to show that the mean
performance level of employees under one manager is or is
not better than the mean for those working under another.
Thus, in contrast to other venues, individual assessments con-
ducted in work settings are often used as a means to assess
still other individuals, in this case, organizational programs
or managers.

Marketplace and the Business Case

Most models of organizational effectiveness make it clear
that the capacity to acquire, retain, and efficiently use key
resources is essential. In this regard, employees as human re-
sources are no different. At the time that this chapter is being
prepared, unemployment levels are at historical lows in the
United States. Moreover, given the strength of the so-called
new economy, the demand for skilled workers is intense.
Added to the convergence of these two marketplace realities
is the arrival of new and powerful Internet-based services that
give more information than ever to current and prospective
employees regarding the human resource needs and practices
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of various organizations. It is important to note that similar
services now provide individuals with a more accurate sense
of their own market value than ever. Clearly there are intense
competitive pressures to recruit, select, and retain good em-
ployees. Those responsible for the design and management of
platforms for individual assessment must contribute to meet-
ing such pressures or they will not be retained.

Another marketplace demand is for efficiency. The avail-
ability of resources notwithstanding, few organizations can
escape investor scrutiny with regard to their effective use of
resources. When it comes to assessment programs, this im-
plies that new approaches will be of interest and ultimately
found acceptable if it can be demonstrated that (a) they ad-
dress a business problem, (b) they add value over current ap-
proaches, and (c) they have utility, in the sense that the time
and costs associated with assessment are substantially less
than the gains realized in terms of worker behavior (e.g., quit-
ting) or performance. In fact, the need to make a business
case is a hallmark of the practice of individual assessments in
work organizations. It is also at the heart of the notion of
utility as described in the next section.

Athird imperative facing contemporary practitioners is em-
bedded in the notion speed to market. All other things consid-
ered, new and useful assessment tools or programs need to be
brought on line quickly to solve a business problem (e.g.,
meeting the human resource needs for a planned expansion or
reducing high levels of turnover). Similarly, the information
on those individuals assessed must be made available quickly
so that decisions can be made in a timely manner. These factors
may cause an organization to choose to make heavy use of ex-
ternal consultants for assessment work in the context of man-
aging their human resource needs and their bottom line.

In summary, individual assessment in work settings is in-
deed both similar to and different from many other contexts
in which such assessments take place. Although the skills and
techniques involved would be familiar to most psychologists,
the application of the former must be sensitive and appropri-
ate to particular contextual realities.

PROFESSIONAL AND
TECHNICAL CONSIDERATIONS

As described in the overview section, professionals who con-
duct assessments in industrial settings do so based on the work
context. A job analysis provides information on the tasks, du-
ties, and responsibilities carried out by the job incumbents as
well as the KSAOs needed to perform the job well (Saks et al.,
2000). Job analysis information helps us conduct selection and
promotion assessments by determining if there is a fit between

the skills needed for the job and those held by the individual
and if the individual has the potential to perform well on the
important KSAOs. We can also use job analysis information
for career management by providing the individual and the ca-
reer counselor or coach with information about potential jobs
or careers. The individual can then be assessed using various
skill and interest inventories to determine fit. Job analysis in-
formation can also be used for classification and placement to
determine which position within an organization best matches
the skills of the individual. We will discuss the purpose, appli-
cation, and tools for assessments in the next section. In this
section, we will focus on how organizations use job analysis
tools to develop assessment tools to make organizational
decisions.

The Role of Assessment Data for Inferences
in Organizational Decisions

Guion (1998) points out that one major purpose of research
on assessments in industrial/organizational settings is to eval-
uate how well these assessments help us in making personnel
decisions. The process he describes is prescriptive and plays
out especially well for selection purposes. The reader should
be aware that descriptively there are several constraints, such
as a small number of cases, the rapid pace at which jobs
change, and the time it takes to carry out the process, that
make this approach difficult. Guion therefore suggests that
assessment practices should be guided by theory, but so too
should practice inform theory. With that said, his approach
for evaluating assessments is described below:

1. Conduct a job and organizational analysis to identify what
criterion we are interested in predicting and to provide a
rational basis for specifying which applicant characteris-
tics (predictors) are likely to predict that criterion.

2. Choose the specific criterion or criteria that we are trying
to predict. Usually, the criteria are some measure of per-
formance (e.g., production quality or earnings) or some
valued behavior associated with the job (e.g., adaptability
to change).

3. Develop the predictive hypothesis based on strong rationale
and prior research.

4. Select the methods of measurement that effectively assess
the construct of interest. Guion suggests that we should not
limit our assessments to any particular method but that we
should look at other methods. The tendency here is to assess
candidates on traits for which tests are developed rather than
to assess them on characteristics not easily assessed with
current testing procedures (Lawshe, 1959).
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Figure 14.1 Relationships among predictor constructs, predictor measures,
criterion constructs, and criterion measures.
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5. Design the research to assure that findings from research
samples can generalize to the population of interest, job
applicants.

6. Collect data using standardized procedures and the appro-
priate treatment of those being assessed.

7. Evaluate the results to see if the predictor correlates with
the criterion of interest. This evaluation procedure is often
called validation.

8. Justify the selection procedure through the assessment of
both incremental validity and utility. The former refers to
the degree to which the proposed selection procedure sig-
nificantly predicts the criterion over and above a proce-
dure already in place. The latter refers to the economic
value of utilizing the new procedure.

Technical Parameters

Reliability

Most readers are aware of the various forms of reliability and
how they contribute to inferences in assessments. These are
discussed in detail in the chapter by Wasserman and Bracken
in this volume. This section will note the forms of reliability
used in industrial settings.

For the most part, organizations look at internal consistency
reliability more than test-retest or parallel forms. In many in-
dustrial settings, with the exception of large organizations that
conduct testing with many individuals on a regular basis, it is
often asserted that time constraints limit the evaluation of the
latter forms of reliability.

The kind of reliability sought should be appropriate to the
application of the assessment. Of particular importance to in-
dustrial settings are retest reliability and interrater reliability.
For example, in the context of structured interviews or assess-
ment centers, if raters (or judges) do not agree on an individ-
ual’s score, this should serve as a warning that the assessment
platform should be reviewed. Moreover, political issues may
come into play if one of the raters has a significant position of
power in the organization. This rater may want the person to be
selected even if other raters disagree.

Validity

All test validation involves inferences about psychological
constructs (Schmitt & Landy, 1993). It is not some attribute
of the tests or test items themselves (e.g., Guion, 1980).

We are not simply interested in whether an assessment
predicts performance, but whether the inferences we make
with regard to these relationships are correct. Binning and
Barrett (1989) lay out an approach for assessing the validity

( job-relatedness of a predictor) of personnel decisions based
on the many inferences we make in validation.

Guion’s (1998) simplification of Binning and Barrett’s
presentation is described in Figure 14.1 to illustrate the rela-
tionships among predictor constructs, predictor measures,
criterion constructs, and criterion measures.

Line 1 shows that the relationship between the predictor
construct (e.g., conscientiousness) is related to the criterion
construct (some form of job behavior such as productivity) or
a result of the behavior. Relationship 2 is the only inference
that is empirically testable. It is the statistical relationship
between the predictor measure, a test of conscientiousness
such as the Hogan Personality Inventory (HPI; R. T. Hogan &
Hogan, 1995), and the criterion measure (some measured cri-
teria of job performance such as scores on a multisource
feedback assessment). Tests of inferences 3 and 4 are used in
construct validation. Relationship 3 shows whether the pre-
dictor measure (HPI) is a valid measure of the predictor con-
struct (conscientiousness). Relationship 4 assesses whether
the criterion measure (multisource feedback scores) is effec-
tively measuring the performance of interest (e.g., effective
customer service). Finally, relationship 5 is the assessment of
whether the predictor measure (conscientiousness) is related
to the criterion construct of interest (customer service) in a
manner consistent with its presumed relationship to the crite-
rion measure. Relationship 5 is dependent on the inferences
we make about our job analysis data and those that we make
about our predictor and construct relationships. Although
the importance of establishing construct validity is now well
established in psychology, achieving the goal of known con-
struct validity in the assessments used in work contexts con-
tinues to be elusive.

Political considerations come into play in establishing
validity in industrial settings. Austin, Klimoski, and Hunt
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(1996) point out that “validity is necessary but not sufficient
for effective long-term selection systems.” They suggest that
in addition to the technical considerations discussed above,
procedural justice or fairness and feasibility-utility also be
considered. For example, in union environments optimizing
all three standards may be a better strategy than maximizing
one set.

Fairness

Industrial/organizational psychologists view fairness as a
technical issue (Cascio, 1993), a social justice issue (Austin
et al., 1996), and a public policy issue (American Educational
Research Association, American Psychological Associa-
tion, & National Council on Measurement in Education,
1999). In industrial/organizational settings, the technical is-
sues of differential validity and differential prediction are as-
sessed for fairness. Differential validity exists when there are
differences in subgroup validity coefficients. If a measure
that is valid only for one subgroup is used for all individuals
regardless of group membership, then the measure may dis-
criminate unfairly against the subgroup for whom it is in-
valid. Job performance and test performance must be
considered because unfair discrimination cannot be said to
exist if unfair test performance is associated with inferior job
performance by the same group. Differential prediction exists
when there are slope and intercept differences between mi-
nority and nonminority groups. For example, Cascio (1993)
points out that a common differential prediction exists when
the prediction system for the nonminority group slightly
overpredicts minority group performance. In this case, mi-
norities would tend not to do as well on the job as their test
scores would indicate.

As Austin et al. (1996) point out, fairness is also related to
the social justice of how the assessment is administered. For
example, they point out that that perceptions of neutrality of
decision makers, respect given to test takers, and trust in the
system are important for the long-term success of assess-
ments. In fact, Gilliland (1993) argues that procedural justice
can be decomposed into three components: formal character-
istics of procedures, the nature of explanations offered to
stakeholders, and the quality of interpersonal treatment as
information comes out. These issues must be considered for
there to be acceptability of the process.

Additionally, it cannot be stressed enough that there is no
consensus on what is fair. Fairness is defined in a variety of
ways and is subject to a several interpretations (American
Educational Research Association et al., 1999). Cascio (1993)
points out that personnel practices, such as testing, must be
considered in the total system of personnel decisions and that

each generation should consider the policy implications of
testing. The critical consideration is not whether to use tests
but, rather, how to use tests (Cronbach, 1984).

Feasibility/Utility

This term has special meaning in the assessment of individu-
als in industry. It involves the analysis of the interplay among
the predictive power of assessment tools and the selection
ratio. In general, even a modest correlation coefficient can
have utility if there is a favorable selection ratio. Assessments
in this context must be evaluated against the cost and poten-
tial payoff to the organization. Utility theory does just that.
It provides decision makers with information on the costs,
benefits, and consequences of all assessment options. For ex-
ample, through utility analysis, an organization can decide
whether a structured interview or a cognitive ability test is
more cost effective. This decision would also be concerned
with the psychometric properties of the assessment. Cascio
(1993) points out the importance of providing the utility unit
(criteria) in terms that the user can understand, be it dollars,
number of products developed, or reduction in the number of
workers needed. Because assessment in industry must con-
cern itself with the bottom line, costs and outcomes are a
critical component in evaluating assessment tools.

Robustness

In selecting an assessment, it is also important to assess
whether its validity is predictive across many situations. In
other words, is the relationship robust? The theory of situation
specificity is based on the findings of researchers that
validities for similar jobs in different work environments
varied significantly. With the increased emphasis on meta-
analysis and validity generalization (Schmidt & Hunter, 1977;
Schmidt et al., 1993), many researchers believe that these
differences were due to statistical and measurement artifacts
and were not real differences between jobs.

Legal Considerations

Employment laws exist to prohibit unfair discrimination in
employment and provide equal employment opportunity for
all. Unfair discrimination occurs when employment deci-
sions are based on race, sex, religion, ethnicity, age, or dis-
ability rather than on job-relevant knowledge, skills, abilities,
and other characteristics (U.S. Department of Labor, 1999).
Employment practices that unfairly discriminate against
people are called unlawful or discriminatory employment
practices.
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Those endeavoring to conduct individual assessments in
industry must consider the laws that apply in their jurisdic-
tion. With the increasingly global society of practitioners,
they must also consider laws in other countries. In the United
States, case law and professional standards and acts must be
followed. The following are some standards and acts that
must be considered:

• Title VII of the Civil Rights Act of 1964 (as amended in
1972), which prohibits unfair discrimination in all terms
and conditions of employment based on race, color, reli-
gion, sex, and national origin.

• Age Discrimination in Employment Act of 1967 (ADEA),
which prohibits discrimination against employees or ap-
plicants age 40 or older in all aspects of the employment
process.

• Equal Employment Opportunity Commission (EEOC) of
1972, which is responsible for enforcing federal laws pro-
hibiting employment discrimination.

• Uniform Guidelines on Employee Selection Procedures of
1978 (Equal Employment Opportunity Commission, Civil
Service Commission, U.S. Department of Labor, & U.S.
Department of Justice, 1978), which incorporate a set of
principles governing the use of employee selection proce-
dures according to applicable laws and provide a frame-
work for employers to determine the proper use of tests
and other selection procedures. A basic principle of the
guidelines is that it is unlawful to use a test or selection
procedure that creates adverse impact, unless justified.
When there is no charge of adverse impact, the guidelines
do not require that one show the job-relatedness of assess-
ment procedures; however, they strongly encourage one to
use only job-related assessment tools. Demonstrating the
job-relatedness of a test is the same as establishing that
the test may be validly used as desired. Demonstrating the
business necessity of an assessment involves showing that
its use is essential to the safe and efficient operation of the
business and that there are no alternative procedures avail-
able that are substantially equally valid to achieve busi-
ness results with lesser adverse impact.

• Title I of the Civil Rights Act of 1991, which specifically re-
quires demonstration of both job-relatedness and business
necessity (as described in the previous section). The busi-
ness necessity requirement is harder to satisfy than the
“business purpose test” suggested earlier by the Supreme
Court. The act also prohibits score adjustments, the use of
different cutoff scores for different groups of test takers, or
the alteration of employment-related tests based on the
demographics of test takers.

• Americans with Disabilities Act of 1990 (ADA), which re-
quires that qualified individuals with disabilities be given
equal opportunity in all aspects of employment. Employ-
ers must provide reasonable accommodation to persons
with disabilities when doing so would not pose undue
hardship.

• Standards for Educational and Psychological Testing
(American Educational Research Association et al., 1999)
and principles for validation and use of Personnel Selec-
tion Procedures (1987), which are useful guidelines for
individuals developing, evaluating, and using assessments
in employment, counseling, and clinical settings. Even
though they are guidelines, they are consistent with ap-
plicable regulations.

PURPOSE, FOCUS, AND TOOLS FOR ASSESSMENT
IN INDUSTRIAL/ORGANIZATIONAL SETTINGS

This section will describe how assessments in industrial/
organizational settings are used, the focus of those assess-
ments and the major tools used to conduct these assessments.
The reader may notice that the focus of the assessment may
be similar for different assessment purposes.

For example, cognitive ability may be the focus of both a
selection test and a career planning assessment. Table 14.1
provides the linkage of these components and can serve as a
preview of the material to follow.

Purpose of Assessment in Industry

Selection

Selection is relevant to organizations when there are more
qualified applicants than positions to be filled. The organiza-
tion must decide who among those applicants can perform
best on the job and should therefore be hired. That decision is
based upon the prediction that the person hired will be more
satisfactory than the person rejected (Cascio, 1993). The goal
of selection is thus to capitalize on individual differences
in order to select those persons who possess the greatest
amount of particular characteristics judged important for job
success. A particular assessment is chosen because it looks as
though it may be a valid measure of the attributes that are im-
portant for a particular job (Landy, 1989; Saks et al., 2000).
One or more predictors are selected that presumably relate to
the criteria (performance on the job). These predictor con-
structs become the basis for an assessment test. For example,
if we identified that cognitive ability is an important predictor
for performance in the job of customer service representative,
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TABLE 14.1 Illustrations of the Interface Between the Purpose and Focus of Assessments

Employee Assistance
Selection Promotion Career Planning Classification Programs Compensation

Cognitive ability X X
Personality (e.g., conscientiousness) X X
Teamwork skills (e.g., teamwork X X X X X

KSA test)
Physical abilities (e.g., strength) X X X X
Job-specific knowledge and skills X X X X

(e.g., competencies)
Honesty and integrity X
Interpersonal skills X X X X X
Learning X X X X
Training and experience X X X X
Job performance X X

then we would develop a test that measures the construct of
cognitive ability.

The use of assessment tools for selection varies depending
on the job performance domain and the level of individual we
are selecting. For example, because routine work (e.g.,
assembly line) is more structured than novel work (e.g., con-
sulting) and because teamwork requires more interpersonal
skills than does individually based work, selection assess-
ments vary greatly for different jobs. Additionally, the level
of the position dictates the type of assessment we would use.
Selection for a chief executive officer would probably in-
volve several interviews, whereas selection for a secretary
might involve a typing test, an interpersonal skills test, and an
interview.

Thus, selection in industrial settings varies depending on
the context in which it is used. Regardless of this difference,
the Uniform Guidelines and Standards for Educational and
Psychological Assessment should always be applied.

Promotion

When we are conducting an assessment of performance, we
are generally determining an individual’s achievement at the
time of the assessment. However, when we are considering
an individual for a promotion, performance can be the basis
for inferring his or her potential to perform a new job. How-
ever, we often try to directly assess traits or qualities thought
to be relevant to the new job in practice.

In the context of school, an achievement test would be a final
examination.At work, it might be a work sample or job knowl-
edge test (more on these types of tests follows) or multisource
feedback on the individual’s performance over the past year on
the job. In the context of school, an assessment of potential
might be the StandardizedAptitude Test, which determines the
person’s potential to perform well in college (Anastasi &

Urbina, 1996). At work, an assessment might focus on man-
agerial potential and on sales potential (e.g., J. Hogan &
Hogan, 1986). These scales have been shown to predict perfor-
mance of managers and sales representatives, respectively.
Additionally, assessment centers and multisource assessment
platforms are methods for assessing an individual’s potential
for promotion.

One challenge faced by psychologists in developing pro-
motion instruments is that we are often promoting individu-
als based on past performance; however, often a new job
requires additional KSAOs. This occurs when an individual
is moving from a position in the union to one in management,
from being a project member to being a project manager, or
into any position requiring new skills. In this situation, the
assessment should focus on future potential rather than sim-
ply past performance.

Another challenge in the promotion arena is that organiza-
tions often intend to use yearly performance appraisals to
determine if a candidate should be promoted. However, there
is often little variance between candidates on these appraisals.
Many raters provide high ratings, often to insure workplace
harmony, therefore showing little difference between candi-
dates. Other tools, which involve the use of multiple, trained
raters used in conjunction with the performance appraisal,
might be used to remedy this problem.

Career Planning

Career planning is the process of helping individuals clarify a
purpose and a vocation, develop career plans, set goals, and
outline steps for reaching those goals. A typical career plan in-
cludes identification of a career path and the skills and abilities
needed to progress in that path (Brunkan, 1991). It involves
assessment, planning, goal setting, and strategizing to gain the
skills and abilities required to implement the plan. It can be
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supported by coaching and counseling from a psychologist or
from managers and human resources (HR) specialists within a
company. Assessments for the purpose of career planning
would be conducted so that individuals can have a realistic as-
sessment of their own potential (Cascio, 1991) as well as their-
values, interests, and lifestyles (Brunkan, 1991). Assessments
for this purpose include the Strong Occupational Interest
Blank (Hansen, 1986) and Holland’s Vocational Preferences
Inventory (Holland, Fritsche, & Powell, 1994). Additionally,
the results of participation in an assessment center (described
later) or a multisource feedback instrument might be shared
with an employee to identify those areas on which he or she
could develop further.

Career management in organizations can take place from
the perspective of the individual or the firm. If it is the for-
mer, the organization is concerned with ensuring that the in-
dividual develops skills that are relevant to succeeding in the
firm and adding value as he or she progresses. If it is the lat-
ter, the individual seeks to develop skills to be applied either
inside or outside of the organization. Additionally, the size of
the firm and its stability will dictate the degree to which as-
sessments for the purpose of career management can occur.
We would be more likely to see large government organiza-
tions focusing on career development than small start-up
firms.

Training is often a large part of career planning because it
facilitates the transfer of skills that are necessary as the indi-
vidual takes on new tasks. Assessments in this context are
used to see if people are ready for training. A representative
part of the training is presented to the applicant (Saks et al.,
2000) to see if the applicant is ready for and likely to benefit
from the training. Additionally, Noe and Schmitt (1986) have
found that trainee attitudes and involvement in careers af-
fected the satisfaction and the benefit from training. They
show that understanding of trainee attitudes might benefit the
organization so that it can develop interventions (e.g., pre-
training workshops devoted to increasing involvement and
job commitment of trainees) to enhance the effectiveness of
the training program.

Classification

Assessments can also be used to determine how to best use
staff. The results of an assessment might provide management
with knowledge of the KSAOs of an individual and informa-
tion on his or her interests. Classification decisions are based
upon the need to make the most effective matching of people
and positions. The decision maker has a specified number
of available positions on one hand and a specific number of
people on the other.

Depending on the context, the firm might take the per-
spective that the firm’s needs should be fulfilled first or, if the
individual is critical to the firm, that his or her needs should
dictate where he or she is placed. In the former case, the or-
ganization would place an individual in an open slot rather
than in a position where he or she may perform better or wish
to work. The individual is placed there simply because there
is an immediate business need. The organization knows that
this individual can perform well, but he or she may not be sat-
isfied here. On the other hand, organizations may have the
flexibility to put the individual in a position he or she wants so
that job satisfaction can be increased. Some organizations
provide so-called stretch assignments, which allow individu-
als to learn new skills. Although the organization is taking a
risk with these assignments, the hope is that the new skills
will increase job satisfaction and also add value to the firm in
the future.

Employee Assistance Programs

Many organizations use assessments as part of employee as-
sistance programs (EAPs). Often these programs are viewed
as an employee benefit to provide employees with outlets for
problems that may affect their work. Assessments are used to
diagnose stress- or drug-related problems. The individual
might be treated through the firm’s EAP or referred to a
specialist.

Compensation

Organizations also assess individuals to determine their ap-
propriate compensation. A traditional method is to measure
the employee’s job performance ( job-based compensation).
More recently, some organizations are using skill-based pay
systems, according to which individuals are compensated on
explicitly defined skills deemed important for their organiza-
tion. Murray and Gerhart (1998) have found that skill-based
systems can show greater productivity.

Focus of Assessments in Industry

The focus of assessments in industrial settings involves a
number of possible constructs. In this section, we highlight
those constructs that are robust and are referenced consis-
tently in the literature.

Cognitive Ability Tests

The literature has established that cognitive ability, and
specifically general mental ability, is a suitable predictor of
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many types of performance in the work setting. The construct
of cognitive ability is generally defined as the “hypothetical
attributes of individuals that are manifest when those individ-
uals are performing tasks that involve the active manipula-
tion of information” (Murphy, 1996, p. 13). Many agree with
the comment of Ree and Earles (1992) that “If an employer
were to use only intelligence tests and select the highest scor-
ing applicant for the job, training results would be predicted
well regardless of the job, and overall performance from the
employees selected would be maximized” (p. 88). The meta-
analysis conducted by Schmidt and Hunter (1998) showed
that scores on cognitive ability measures predict task perfor-
mance for all types of jobs and that general mental ability and
a work sample test had the highest multivariate validity and
utility for job performance.

Additionally, the work conducted for the Army Project A
has shown that general mental ability consistently provides the
best prediction of task proficiency (e.g., McHenry, Hough,
Toquam, Hanson, & Ashworth, 1990). The evidence for this
relationship is strong. For example, the meta-analysis of
Hunter and Hunter (1984) showed that validity for general
mental ability is .58 for professional-managerial jobs, .56 for
high-level complex technical jobs, .51 for medium-complex-
ity jobs, .40 for semiskilled jobs, and .23 for unskilled jobs.
Despite these strong correlations, there is also evidence that it
is more predictive of task performance (formally recognized
as part of the job) than of contextual performance (activities
such as volunteering, persisting, cooperating).

Personality

As we expand the criterion domain (Borman & Motowidlo,
1993) to include contextual performance, we see the impor-
tance of personality constructs. Although there is controversy
over just how to define personality operationally (Klimoski,
1993), it is often conceptualized as a dynamic psychological
structure determining adjustment to the environment but
manifest in the regularities and consistencies in the behavior
of an individual over time (Snyder & Ickes, 1985).

Mount and Barrick (1995) suggest that the emergence of
the five-factor structure of personality led to empirical re-
search that found “meaningful and consistent” relationships be-
tween personality and job performance. Over the past 15 years,
researchers have found a great deal of evidence to support the
notion that different components of the five-factor model (FFM;
also known as the “Big Five”) predict various dimensions of
performance. Although the FFM is prevalent at this time, it is
only one of many personality schema. Others include the 16
Personality Factor Questionnaire (16PF; Cattell, Cattell, &
Cattell, 1993) and a nine-factor model (Hough, 1992).

The components of the FFM are agreeableness, extrover-
sion, emotional stability, conscientiousness, and openness to
experience. Research has shown that these factors predict
various dimensions of job performance and therefore are use-
ful constructs to assess in selection. McHenry et al. (1990)
found that scores from ability tests provided the best predic-
tion for job-specific and general task proficiency (i.e., task
performance), whereas temperament or personality predic-
tors showed the highest correlations with such criteria as giv-
ing extra support, supporting peers, and exhibiting personal
discipline (i.e., contextual performance).

The factor of personality that has received the most attention
is conscientiousness. For example, Mount and Barrick (1995)
conducted a meta-analysis that explored the relationship be-
tween conscientiousness and the following performance mea-
sures: overall job performance, training proficiency, technical
proficiency, employee reliability, effort, quality, administra-
tion, and interpersonal orientation. They found that although
conscientiousness predicted overall performance (both task
and contextual), its relationships with the specific criterion
determined by motivational effort (employee reliability and ef-
fort) were stronger. Organ and Ryan (1995) conducted a meta-
analysis on the predictors of organizational citizenship
behaviors (OCBs). They found significant relationships be-
tween conscientiousness and the altruism component of OCBs
(altruism represents the extent to which an individual gives aid
to another, such as a coworker). Schmidt and Hunter’s (1998)
recent meta-analysis showed a .31 correlation between con-
scientiousness and overall job performance. They concluded
that, in addition to general mental ability and job experience,
conscientiousness is the “central determining variable of job
performance” (p. 272).

The FFM of personality has also been shown to be predic-
tive of an individual’s performance in the context of working
in a team (we will discuss this issue in the next section). For
example, a meta-analysis conducted by Mount, Barrick, and
Stewart (1998) found that conscientiousness, agreeableness,
and emotional stability were positively related to overall
performance in jobs involving interpersonal interactions.
Emotional stability and agreeableness were strongly related
to performance in jobs that involve teamwork.

Teamwork Skills

Individuals working in organizations today are increasingly
finding themselves working in teams with other people who
have different sets of functional expertise (Hollenbeck,
LePine, & Ilgen, 1996). This change from a clearly defined
set of individual roles and responsibilities to an arrangement
in which the individual is required to exhibit both technical
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expertise and an ability to assimilate quickly into a team is
due to the speed and amount of information entering and ex-
iting an organization. No individual has the ability to effec-
tively integrate all of this information. Thus, teams have been
introduced as a solution (Amason, Thompson, Hochwarter, &
Harrison, 1995).

Although an organization is interested in overall team per-
formance, it is important to focus on the individuals’ perfor-
mance within the team (individual-in-team performance) so
that we know how to select and appraise them. Hollenbeck
et al. (1996) point out that certain types of individuals will as-
similate into teams more easily than others. It is these individu-
als that we would want to select for a team. In the case of
individual-in-team performance, we would suggest that both a
contextual and a teamwork analysis be conducted. The contex-
tual analysis provides the framework for team staffing by look-
ing at, first, the reason for selection, be it to fill a vacancy, staff
a team, or to transform an organization from individual to
team-based work, and, second, the team’s functions (as de-
scribed by Katz & Kahn, 1978), be they productive/technical,
related to boundary management, adaptive, maintenance-
oriented, or managerial/executive. Additionally, the team
analysis focuses on the team’s role, the team’s division of labor,
and the function of the position. The results have implications
for the KSAOs needed for the job (Klimoski & Zukin, 1998).

Physical Abilities

Physical abilities are important for jobs in which strength,
endurance, and balance are important (Guion, 1998), such as
mail carrier, power line repairer, and police officer. Fleishman
and Reilly (1992) have developed a taxonomy of these abili-
ties. Measures developed to assess these abilities have pre-
dicted work sample criteria effectively (R. T. Hogan, 1991).
However, they must be used with caution because they can
cause discrimination. The key here is that the level of that
ability must be job relevant. Physical ability tests can only be
used when they are genuine prerequisites for the job.

Job-Specific Knowledge and Skill

The O*NET system of occupational information (Peterson,
Mumford, Borman, Jeanneret, & Fleishman, 1995) suggests
that skills can be categorized as basic, cross-functional, and
occupational specific. Basic skills are developed over a long
period of time and provide the foundation for future learning.
Cross-functional skills are useful for a variety of occupations
and might include such skills as problem solving and
resource management. Occupational (or job-specific) skills
focus on those tasks required for a specific occupation. It is

not surprising that research has shown that job knowledge
has a direct effect on one’s ability to do one’s job. In fact,
Schmidt, Hunter, and Outerbridge’s (1986) path analysis
found a direct relationship between job knowledge and per-
formance. Cognitive ability had an indirect effect on perfor-
mance through job knowledge. Findings like this suggest that
under certain circumstances job knowledge may be a more
direct predictor of performance than cognitive ability.

Honesty and Integrity

The purpose of honesty/integrity assessments is to avoid hiring
people prone to counterproductive behaviors. Sackett, Burris,
and Callahan (1989) classify the measurement of these con-
structs into two types of tests. The first type is overt tests, which
directly assess attitudes toward theft and dishonesty. They typ-
ically have two sections. One deals with attitudes toward theft
and other forms of dishonesty (beliefs about the frequency and
extent of employee theft, perceived ease of theft, and punitive-
ness toward theft). The other deals with admissions of theft.
The second type consists of personality-based tests, which are
designed to predict a broad range of counterproductive behav-
iors such as substance abuse (Ones & Viswesvaran, 1998b;
Camera & Schneider, 1994).

Interpersonal Skills

Skills related to social perceptiveness include the work by
Goleman (1995) on emotional intelligence and works on
social intelligence (e.g., M. E. Ford & Tisak, 1982; Zaccaro,
Gilbert, Thor, & Mumford, 1991). Goleman argues that empa-
thy and communication skills, as well as social and leadership
skills, are important for success at work (and at home). Orga-
nizations are assessing individuals on emotional intelligence
for both selection and developmental purposes. Another inter-
personal skill that is used in industrial settings is social intelli-
gence, which is defined as “acting wisely in human relations”
(Thorndike, 1920) and one’s ability to “accomplish relevant
objectives in specific social settings” (M. E. Ford & Tisak,
1983, p. 197). In fact, Zaccaro et al. (1991) found that social
intelligence is related to sensitivity to social cues and situa-
tionally appropriate responses. Socially intelligent individu-
als can better manage interpersonal interactions.

Interests

Psychologists in industrial settings use interests inventories
to help individuals with career development. Large organiza-
tions going through major restructuring may have new posi-
tions in their organization. Interests inventories can help
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TABLE 14.2 Example Tools Associated With the Focus of the
Assessment

Focus Example Tools

Cognitive ability • Wonderlic Personnel Test (1992).
• WAIS-III.

Personality • Big five factor markers (Goldberg, 1992).
• Mini-markers (Saucier, 1994).
• Hogan Personality Inventory (R. T. Hogan

& Hogan, 1995).
• 16PF (Cattell et al., 1993).

Teamwork skills • Teamwork KSA test (Stevens & Campion,
1994).

Physical abilities • Handbook of Human Abilities (Fleishman
& Reilly, 1992).

Job-specific knowledge • Work sample tests such as those developed
and skills (tacit knowledge) for specific trades (welder, carpenter).

• Job knowledge tests.

Honesty and integrity • Reliability scale of Hogan Personnel
Selection Series (J. Hogan & Hogan, 1989).

Interpersonal skills • Goldberg’s measure of interpersonal
characteristics.

• Structured interviews.1

• Assessment centers.2

Interests • Vocational Preference Inventory (Holland,
Fritsche, & Powell, 1994).

• Self-directed search (Holland, 1985).
• Strong Vocational Interest Blank (Strong,

Hansen, & Campbell, 1985).

Learning • Job knowledge tests.

Training and experience • Owens Biographical Questionnaire
(Owens & Schoenfeldt, 1979).

Job performance • Supervisor assessments.
• Multi-source feedback.

1In addition to assessing interpersonal skills, structured interviews assess a
variety of competencies (e.g., leadership skills, technical skills, teamwork
skills).
2In addition to assessing interpersonal skills, structured interviews assess a
variety of competencies (e.g., leadership skills, teamwork skills).

individuals determine what new positions might be a fit for
them (although they may still have to develop new skills to
succeed in the new positions). Organizations going through
downsizing might use these inventories as part of their out-
placement services.

Learning

Psychologists in industry also assess one’s ability to learn or
the information that one has learned. The former might be
assessed for the purpose of determining potential success in a
training effort or on the job (and therefore for selection). As
mentioned earlier in this chapter, the latter might be assessed
to determine whether individuals learned from attending a
training course. This information helps the organization to
determine whether a proposed new course should be used for
a broader audience. Tools used to assess learning can range
from knowledge tests to cognitive structures or to behavioral
demonstration of competencies under standardized circum-
stances (J. K. Ford, 1997).

Training and Experience

Organizations often use training and experience information
to determine if the individual, based on his or her past, has the
KSAOs necessary to perform in the job of interest. This in-
formation is mostly used for selection. An applicant might
describe his or her training and experience through an appli-
cation form, a questionnaire, a resume, or some combination
of these.

Job Performance

Job performance information is frequently used for compen-
sation or promotion decisions, as well as to refer an individ-
ual to an EAP (if job performance warrants the need for
counseling). In these situations, job performance is measured
to make personnel decisions for the individual. In typical
validation studies, job performance is the criterion, and mea-
sures discussed above (e.g., training and experience, person-
ality, cognitive ability) are used as predictors.

Tools

Cognitive Ability Tests

Schmidt and Hunter (1998) conducted a meta-analysis of
measures used for hiring decisions. They have found that cog-
nitive ability tests (e.g., Wonderlic Personnel Test, 1992) are
robust predictors of performance and job-related learning.

They argue that because cognitive ability is so robust, it
should be referred to as a primary measure for hiring deci-
sions and that other measures should be referred to as supple-
mentary measures. Where the information is available, this
section will summarize these measures and some of their
findings on the incremental validity of these measures in pre-
dicting performance. Additionally, the reader we suggest that
the reader refer to Table 14.2 for examples of tools linked to
each type of assessment.

Personality Assessments

Several tools are available to measure personality. Some
focus on the FFM of personality (e.g., Big Five Factor Mark-
ers, Goldberg, 1992; Mini-markers, Saucier, 1994; Hogan
Personality Inventory; R. T. Hogan & Hogan, 1995), whereas
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others focus on a broader set of personality characteristics
(e.g., 16PF; Cattell et al., 1993).

Teamwork Skills Assessments

Several industrial/organizational psychologists have investi-
gated those knowledges, skills, and abilities (KSAs) and per-
sonality dimensions that are important for teamwork. For
example, Stevens and Campion (1994) studied several teams
and argued that two major categories of KSAs are impor-
tant for teamwork: interpersonal KSAs and self-management
KSAs. Research by Stevens and Campion has shown that that
teamwork KSAs (to include interpersonal KSAs and self-
management KSAs) predict on-the-job teamwork perfor-
mance of teams in a southeastern pulp processing mill and a
cardboard processing plant. Steve and Campion’s teamwork
KSAs are conflict resolution, collaborative problem solving,
communication, goal setting and performance management,
planning, and task coordination.

Physical Abilities Tests

In jobs such as those of police officer, fire fighter, and mail
carrier, physical strength (e.g., endurance or speed) is critical
to job performance. Therefore, tools have been developed to
assess the various types of physical abilities. Fleishman and
Reilly’s (1992) work in this area identifies nine major physi-
cal ability dimensions along with scales for the analysis of
job requirements for each of these dimensions that are an-
chored with specific examples.

Tools to Measure Job-Specific Knowledge and Skill

Work sample tests are used to measure job-specific knowl-
edge and skill. Work sample tests are hands-on job simula-
tions that must be performed by applicants. These tests assess
one’s procedural knowledge base. For example, as part of a
work sample test, an applicant might be required to repair a
series of defective electric motors. Often used to hire skilled
workers such as welders and carpenters (Schmidt & Hunter,
1998), these assessments must be used with applicants who
already know the job. Schmidt and Hunter found that work
sample tests show a 24% increase in validity over that of cog-
nitive ability tests. Job knowledge tests are also used to assess
job-specific knowledge and skills. Like work sample tests,
these assessments cannot be used to hire or evaluate inexperi-
enced employees. They are often constructed by the hiring or-
ganization on the basis of a job analysis. Although they can be
developed internally, this is often costly and time-consuming.
Those purchased off the shelf are less expensive and have

only slightly lower validity than those developed by the orga-
nization. Job knowledge tests increase the validity over cog-
nitive ability measures by 14%.

Honesty and Integrity Tests

Schmidt and Hunter (1998) found that these types of assess-
ments show greater validity and utility than do work samples.
The reliability scale of the Hogan Personnel Selection Series
(J. Hogan & Hogan, 1989) is designed to measure “organiza-
tional delinquency” and includes items dealing with hostility
toward authority, thrill seeking, conscientiousness, and social
insensitivity. Ones, Viswesvaran, and Schmidt (1993) found
that integrity tests possess impressive criterion-related valid-
ity. Both overt and personality-based integrity tests correlated
with measures of broad counterproductive behaviors such as
violence on the job, tardiness, and absenteeism. Reviews of
validity of these instruments show no evidence of adverse
impact against women or racial minorities (Sackett et al.,
1989; Sackett & Harris, 1984).

Assessments of Interpersonal Skills

Interpersonal skills are often found in the results of job analy-
ses or competency studies. Therefore, an organization might
assess interpersonal skills in an interview by asking the can-
didate to respond to questions on how they handled past ex-
periences dealing with difficult interpersonal interactions.
They might also be assessed through assessment centers by
being placed in situations like the leaderless group discus-
sion, in which their ability to interact with others is assessed
by trained raters. Structured interviews and assessment cen-
ters are discussed in more detail later.

Employment Interviews

Employment interviews can be unstructured or structured
(Huffcutt, Roth, & McDaniel, 1996). Schmidt and Hunter
(1998) point out that the unstructured interviews have no
fixed format or set of questions to be answered. There is no
format for scoring responses. Structured interviews includes
questions that are determined by a careful job analysis, and
they have set questions and a set approach to scoring. Struc-
tured interviews have greater validity and show a 24% in-
crease over cognitive ability alone in validity. Although there
is no one universally accepted structured interview tool, de-
pending on how structured the interview is, it might be based
on detailed protocols so that candidates are asked the same
questions and assessed against the same criteria. Interviewers
are trained to ensure consistency between candidates (Judge,
Higgins, & Cable, 2000).
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As has been implied, the structured interview is a platform
for assessment and can be designed to be used for develop-
mental applicants. One if its functions can be to get at appli-
cant or candidate interpersonal skills. For example, Landy
(1976) found that interviews of prospective police officers
were able to assess communication skills and personal stabil-
ity. Arvey and Campion (1982) summarized evidence that the
interview was suitable for determining sociability.

Assessment Centers

In assessment centers, the participant is observed participat-
ing in various exercises such as leaderless group discussions,
supervisor/subordinate simulations, and business games. The
average assessment center includes seven exercises and lasts
two days (Gaugler, Rosenthal, Thornton, & Bentson, 1987).
They have substantial validity but only moderate incremental
validity over cognitive ability because they correlate highly
with cognitive ability. Despite the lack of incremental valid-
ity, organizations use them because they provide a wealth of
information useful for the individual’s development.

Interest Inventories

Such tools as Holland’s Vocational Preference Inventory
(Holland et al., 1994) and Self-Directed Search (Holland,
1985), as well as the Strong Interest Inventory (Harmon,
Hansen, Borgen, & Hammer, 1994) are used to help individu-
als going through a career change. Interest inventories are val-
idated often against their ability to predict occupational
membership criteria and satisfaction with a job (R. T. Hogan &
Blake, 1996). There is evidence that interest inventories do
predict occupational membership criteria (e.g., Cairo, 1982;
Hansen, 1986). However, results are mixed with regard to
whether there is a significant relationship between interests
and job satisfaction (e.g., Cairo, 1982; Worthington &
Dolliver, 1977). These results may exist because job satisfac-
tion is affected by many factors, such as pay, security, and
supervision. Additionally, there are individual differences in
the expression of interests with a job. Regardless of their abil-
ity to predict these criteria, interest inventories have been use-
ful to help individuals determine next steps in their career
development.

Training and Experience Inventories

Schneider and Schneider (1994) point out that there are two
assumptions of experience and training rating techniques.
First, they are based on the notion that a person’s past behav-
iors are a valid predictor of what the person is likely to do in

the future. Second, as individuals gain more experience in
an occupation, they are more committed to it and will be more
likely to perform well in it. There are various approaches to
conducting these ratings. As an example, one approach
is the point method, in which the raters provide points to can-
didates based on the type and length of a particular experi-
ence. Various kinds of experience and training would be
differentially rated depending on the results of the job analy-
sis. The literature on empirical validation of point method
approaches suggests that they have sufficient validity. For
example, McDaniel, Schmidt, and Hunter’s (1988) meta-
analysis found a corrected validity coefficient of .15 for point
method–based experience and training ratings. Question-
naires on biographical data contain questions about life expe-
riences such as involvement in student organizations, offices
held, and the like. This practice is based on the behavioral
consistency theory, which suggests that past performance is
the best predictor of future performance. Items are chosen be-
cause they have been shown to predict some criteria of job
performance. Historical data, such as attendance and accom-
plishments, are included in these inventories. Research indi-
cates that biodata measures correlate substantially with
cognitive ability and that they have little or no incremental
validity over it. Some psychologists even suggest that per-
haps they are indirect measures of cognitive ability. These
tools are often developed in-house based on the constructs
deemed important for the job. Although there are some bio-
data inventories that are available for general use, most orga-
nizations develop tools suitable to their specific needs. For
those interested, an example tool discussed as a predictor of
occupational attainment (Snell, Stokes, Sands, & McBride,
1994) is the Owens Biographical Questionnaire (Owens &
Schoenfeldt, 1979).

Measures of Job Performance

Measures of job performance are often in the form of supervi-
sory ratings or multisource assessment platforms and can be
used for promotions, salary increases, reductions in force,
development, and for research purposes. Supervisory assess-
ments, in the form of ratings, are the most prevalent assess-
ments of job performance in industrial settings. The content is
frequently standardized within an organization with regard to
the job category and level. There may also be industry stan-
dards (e.g., for police officers or insurance auditors); however,
specific ratings suitable for the context are also frequently
used. Supervisors generally rate individuals on their personal
traits and attributes related to the job, the processes by
which they get the job done, and the products that result from
their work. Multisource assessment platforms are based on
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evaluations gathered about a target participant from two or
more rating sources, including self, supervisors, peers, direct
reports, internal customers, external customers, and vendors
or suppliers. The ratings are based on KSAOs related to the
job. Results of multisource assessments can be either provided
purely for development (as with Personnel Decision Interna-
tional Corporation’s Profiler, 1991) or shared with the super-
visor as input to a personnel decision (Dalessio, 1998). The
problem with the latter is that often the quality of ratings is
poorer when the raters know that their evaluations will be used
for personnel decisions (e.g., Murphy & Cleveland, 1995).

MAJOR ISSUES

By virtue of our treatment of the material covered so far in
this chapter, it should be clear that the scope of individual as-
sessment activities in work contexts is quite great. Similarly,
the number of individuals and the range of professions in-
volved in this activity are diverse. It follows, then, that what
constitutes an important issue or a problem is likely to be tied
to stakeholder needs and perspective. In deference to this, we
will briefly examine in this section issues that can be clus-
tered around major stakeholder concerns related to business
necessity, social policy, or technical or professional matters.

It should also be noted that it is not uncommon for psy-
chologists to serve as the assessment tool if they are hired by
an organization to advise on a personnel action for an individ-
ual. Ryan and Sackett (1987) point out that the input for such
a psychologist’s decision could come from several sources
(like those discussed above), but that the final evaluation is
made by this psychologist. In this regard, the consulting psy-
chologist often develops a proprietary assessment battery,
which, when used over time, provides a model on which to
base his or her recommendations and diagnoses. Client firms
often do not see the data on candidates but trust the consultant
to administer, score, and integrate the raw material.

The Business Case

Business Strategy

As noted, to be successful, organizations need to manage
human resources effectively, but the magnitude of this re-
quirement and the options open will be strongly affected by
business strategy. At the most fundamental level, the nature
and quality of employees required will depend on the product
or service identified by senior management to be sold and the
nature of technology available. Thus, for educational institu-
tions and consulting firms, labor costs will be a major part of

the cost structure of the firm. For heavy industry (e.g., steel
making), these costs will be much less.

At a more operational level, the need for and the nature of
the kind of assessment work called for will depend on HR
strategy. For example, by virtue of the marketing claims of the
firm for its products or services, it may need to perform more
complete or complex assessments of prospective personnel.
Similarly, exacting performance standards or the need for in-
novation may lead to more diligent assessment of people for
positions of responsibility and leadership.

The supply of labor and availability of the critical skills
will also affect the role of assessment in HR strategy. Under
current economic conditions, with unemployment in the
United States around 4%, most firms are having a difficult
time staffing existing positions, much less trying to open new
offices. Human resource strategy may have to shift in favor of
augmenting the pool (Rynes & Barber, 1990), revising stan-
dards, spending a great deal more on assessment, or finding
more efficient ways to assess more people.

Finally, the nature and extent of company assessment prac-
tices have systemic implications. On the one hand, what a
firm does or does not do by way of assessment of individuals
conveys an image to the public. It is often taken as a manifes-
tation of company culture, communicating a value orienta-
tion toward the managing of employees. Depending on the
industry and on the activities of competing firms, this may
benefit or disadvantage a company. In the Washington, D.C.
metropolitan area, the shortage of information technology
professionals is so acute that many firms are all but eliminat-
ing the use of assessments for selection and adopting them for
classification purposes. That is, given an available candidate,
the question shifts from “should we hire him or her?” to
“where can we place this person?”

Speed-to-Market

Organizational success is often related to the speed with which
a product gets introduced, the speed of service, or the speed of
response to a new business opportunity. In order for an organi-
zation to be competitive in its speed, the HR management sys-
tems must be up to the task. This readiness means, among
other things, being able to obtain and use high-quality assess-
ment information in a timely manner.

Often this is difficult because obtaining high-quality data
is too time-consuming. In this regard, there is tension relative
to what historically been called band width and fidelity fea-
tures of a measurement protocol. Although quick and course
measures may give us some insight about someone, it is often
only a high-level cut. Making really good diagnoses or pre-
dictions may require more deliberate and diligent assessment.
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As a case in point, few firms are willing to spend the time (or
expense) required for a five-day assessment center. Instead,
practitioners are expected to take no more than one day of
staff or candidate time on which to base important personnel
decisions.

In addition to the issue of how to assess, the issue of who
should provide the information becomes salient. In particular,
just what aspects of individual achievement, potential, or
weakness can be supplied efficiently by such agents as the
worker himself, a manager, a human resource specialist, or a
psychologist? Importantly, if it comes to using an assessment
professional, the issue then becomes just who is in the best po-
sition to provide the service quickly. In this regard, it may ac-
tually be that an external consulting firm on retainer is indeed
better positioned to provide high-quality assessment informa-
tion faster than the company’s own HR department.

The Dynamics of Change

Related to the points made above is the reality that contem-
porary work organizations are being exposed to forces that in-
duce constant change. The rate of new business start-ups has
never been higher in the United States. All types of new busi-
nesses (but especially e-commerce firms) are coming into
being. Although many are small, all require attention to the
assessment of current or prospective employees. The scale
and scope of business are dynamic, with acquisitions, merg-
ers, or consolidations occurring almost daily. As many people
know, the number of airlines, auto manufacturers, and book
publishers is down. This, too, implies the need for assessment
for purposes of selective retention or for outplacement of per-
sonnel. As a last example, the life cycle of products, espe-
cially in the consumer electronics industry, has never been
shorter. Although the skills needed to design and produce
products may not change dramatically, to be able to quickly
reallocate talent across business units as market demand for
products is falling calls for valid assessments of past perfor-
mance, interests, and potential to contribute to the production
and sales of new product lines.

The dynamics of change are no less real for public-sector
organizations, albeit for somewhat different reasons. Most
notably, an examination of the current demographic makeup
of the work force in the United States reveals that many cur-
rent employees will be eligible for retirement in the next five
years (Crenshaw, 1999). More specifically, 35% of the U.S.
federal workforce in 1998 will be eligible to retire in 2006
(Walsh, 2001). Additionally, 45% of the U.S. government’s
most senior executives (the senior executive service) are ex-
pected to retire in 2005 (Walsh, 2001). A similar reality is fac-
ing most school districts relative to their teaching staff. Even

the U.S. military must confront new challenges to effectively
recruit and retain key personnel (Suro, 2000). In all these in-
stances, we maintain that programs for the valid and timely
assessment of individuals have an important role to play.

Build It or Buy It

At one point in time in the United States, many large corpora-
tions had their own HR research units. They would be located
in the HR function, staffed by psychologists, and given the
responsibility to design, develop, and implement assessment
programs. Today, most firms have elected to purchase such
services. In this regard, these firms have shed some fixed
expenses arguably well for profitability. By using an outside
firm, the company is presumably getting state-of-the-art
methods and models for assessment. Moreover, the outside
firm usually has greater insight regarding normative practices
in the industry (and even competitive assessment data). On the
other hand, in going outside, the company may have increased
its agency costs.

The challenges facing a company that wishes to buy
assessment services are numerous. For instance, it is often
difficult to ascertain the professional qualifications of the nu-
merous firms offering services. This is especially true when
the consulting firm has a strong internal champion for the ser-
vices of the outsider. The temptation to latch on to the latest
tool or technique may also be irresistible. There is ample evi-
dence that many management practices, including assessment
programs, have a fad like quality: they are adopted for their
popularity at the moment (Abrahamson, 1996), regardless of
their suitability. Finally, there is the very real possibility that
the outside firm would not take a steward role and gather ap-
propriate statistical evidence that the assessment program
meets technical and legal requirements. Even should a con-
sultant recommend local validation or adverse impact analy-
sis, the extra costs, time, and effort may cause the firm to opt
out of this activity.

Proper Training

As noted, most assessments in industry are carried out by
individuals who are neither psychologists nor measurement
specialists (e.g., psychometricians). Although it is also true
that many kinds of assessments may not require a PhD, it still
is imperative that the firm insure that, whatever the assess-
ment practice used, those responsible for gathering and inter-
preting data are qualified to do so.

This aspect of due diligence is increasingly difficult as a
result of the increased public access to tests, either because
of their frequent use or because of the reluctance of test
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publishers (due to financial pressures) to insure test user qual-
ifications. It is also exacerbated by the increased use of
computer-based test systems, which make it logistically easy
for even a novice to offer services.

Privacy

Assessment data or results are often paid for by the firm, even
when they are nominally in the service of meeting worker
counseling or career needs. More to the point, they are often
archived in a worker’s personnel file. Thus, there is fre-
quently a great deal of tension regarding just how long infor-
mation should be retained and, importantly, who should have
access.

Increasingly, such records are available electronically as
companies go to web-based HR systems. Access to such sys-
tems, although protected, can rarely be guaranteed. More-
over, there are an increasing number of instances in which
third parties can demand to see such data if they are seen as
material to litigation. This also implies that disgruntled em-
ployees as well may be expected to seek access to individual
assessment data (e.g., performance reviews or assessment of
career potential) on other employees.

Finally, certain kinds of assessment methods are viewed
as more problematic from a privacy perspective. At this point
in time, most applicants will accept and tolerate being as-
sessed on ability and performance tests. They will usually see
a job interview as a reasonable intrusion into their affairs.
However, such approaches as drug testing, honesty testing,
and polygraph testing usually create concerns on the part of
applicants and employees alike. Assessments with regard to
physical or mental disability, even when they are not prohib-
ited by the ADA, are also likely to lead to perceptions of
abuse of power and invasion of privacy (Linowes & Spencer,
1996).

Compensation

There are a variety of factors on which to base an individual’s
compensation: job duties, title, tenure, seniority, market con-
siderations, and performance. All of these imply careful pro-
tocols. However, given that the organization wishes to link
compensation to performance, additional considerations are
involved (Heneman, 1992; Lawler, 1990). Among these, it is
most critical for the organizational managers in charge to
have an appropriate assessment platform.

Assessments for purposes of compensation should be
based on those work behaviors and outcomes that are of strate-
gic value to the organization (Lawler, 1990). Moreover, from
the worker’s point of view, variance on the measures used

must reflect individual effectiveness in order to be perceived
as fair. All other things being equal, such measures should
have relatively small standard errors as well. Finally, because
this context represents a case of high-stakes measurement, as-
sessment devices and tools need to be robust and resistant to
abuse or unwarranted influence intended to wrongfully bene-
fit certain employees over others. Clearly, the successful use
of individual assessments as the basis for compensation
presents a challenge to system designers and managers.

When it comes to linking pay to assessments, two special
cases are worth pointing out. The first involves recent initia-
tives aimed at increasing the capacity of organizations to be
flexible and adaptable by insuring that they have a well-
trained and multiskilled work force. Several organizations
have attempted to accomplish this by paying individuals (at
least in part) in relationship to the number and nature of the
skills that they possess. In skill-based pay systems, individu-
als qualify for wage premiums by being assessed and per-
forming well on measures specifically set up for this purpose.
Depending on the organization, this might be in one or sev-
eral skill or competency areas felt to be important if the
worker is to be able to contribute to the future growth of the
firm. Passing performance itself may be set at one of several
levels of mastery (Ledford, Lawler, & Mohrman, 1995).

Thus, under this arrangement, the number and nature of
the assessment domains to be covered, the tools (e.g., tests,
work sample, portfolio), the rules and procedures for allow-
ing workers to be assessed (e.g., they must be performing at
certain levels on their current job), the cut or passing scores
adopted, and the salary or wage differential associated with a
particular skill or score must be worked out. Moreover, if the
skills of interest are of the type that can atrophy if not used, it
may also be necessary for regular and repeated assessments
to be performed over time. One would need not only to qual-
ify but to remain qualified to receive the extra pay.

A second area where there are special challenges for as-
sessment relates to the increased use of work teams by con-
temporary organizations (Sundstrom, 1998). In general, the
assessment of individuals as members of work teams requires
new models and techniques. Depending on the purpose of the
assessment (e.g., retention or developmental feedback), but
especially as the basis for individual compensation, as noted
in an earlier section, the protocols to be followed in a team en-
vironment would be very different. However, aside from the
technical complexities, the choice of just who is to provide
the assessment data on individuals in a work team is prob-
lematic (Jones & Moffett, 1998). In particular, having team
members assessing one another, especially when the informa-
tion is to be used for compensation decisions, requires careful
measurement development work, user training, the regular
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monitoring of practices, and clear accountabilities in order to
insure quality.

In each of the areas examined, the assessment professional,
in collaboration with the organization’s owner or agent, needs
not only to bring to bear the best technical knowledge and
practices, but also to insure that the business case can be made
or justified in the design or choice of assessment platform.

Technical Issues

In spite of over 100 years of technical developments associ-
ated with individual assessment theory and practice, there are
a number of issues that remain to be resolved when it comes
to applications to work settings.

The Criterion Domain

Just what to measure continues to be an important issue
facing practitioners. As noted throughout this chapter, there is
certainly no shortage of options. Recent developments, how-
ever, have forced attention to just how broad or narrow
the focus should be when it comes to assessing individual
effectiveness.

Traditionally, individuals in work settings have been as-
sessed relative to job performance. Here, the choices have
typically included measuring both the quality and quantity of
performance. However, systematic investigations into the
nature of individual effectiveness (Campbell, 1990) have
made a strong case for a more elaborate conceptualization of
the performance domain. In particular, these studies have
pointed out the need for and appropriateness of assessing what
has become termed contextual performance (Borman &
Motowidlo, 1993).

As discussed in the section on selection, contextual per-
formance by workers is reflected in extrajob behaviors and
accomplishments, including such things as cooperation, team-
work, loyalty, and self-development. As extrajob behaviors,
their role or function relative to the workers’ formal job du-
ties is often indirect. However, there is evidence that their man-
ifestation does make for a better workplace and for unit
effectiveness.

Competencies

As previously noted, there is reason to believe that there is
merit to the concept of competencies when it comes to as-
sessing individuals in the workplace. Here too, however,
there is no consensus on just how to incorporate this concept
(Schippmann et al., 2000). For example, some might include

assessing elements of a worker’s value system and needs as
part of the process (e.g., Spencer & Spencer, 1993). Others
would not try to get at the building blocks underlying or pro-
ducing the performance, but would focus instead directly on
the demonstrated (and observed) capacity to perform job-
relevant activities.

A second issue relates to the nature and number of compe-
tencies that exist. In particular, it is unclear that their defini-
tion should emphasize their links to specific jobs, roles, or
firms (e.g., those needed to be effective as a call service rep-
resentative for an insurance company) or whether they should
be thought of as more generic in nature and cross-situational
in relevance (e.g., “Telephone service rendering”).

Noncognitive Measures

There has been a major shift in thinking about the appropriate-
ness of noncognitive measures, because these can contribute to
effective HR management programs in work organizations.
This is been especially true regarding their application to per-
sonnel selection and screening.

Early reviews of the usefulness of interest and personality
inventories had been quite critical (Guion & Gottier, 1965),
and with good reason. Many of the inventories used had been
designed for the assessment of psychopathology (e.g., the
Minnesota Multiphasic Personality Inventory). Moreover,
the application of a particular scale was often made without
regard to a careful analysis of the requirements of the job
(Day & Silverman, 1989). Finally, it was not easy to find
studies that were carefully designed relative to the validity
data needed to make a business case.

In contrast, greater attention to these technical issues in re-
cent years has resulted in great advances and the increased
use of personality and interest measures in personnel work.
The empirical record is now convincing enough to most crit-
ics (e.g., Schmidt & Hunter, 1998) that they truly can add
value over cognitive measures when it comes to predicting or
selecting individuals for success on the job.

Much more research is needed, however. For instance, just
where to use personality assessments is not yet well under-
stood. Modern, work-relevant personality inventories are
found to have acceptable validities, but they do not always
have value over cognitive measures (Schmidt & Hunter,
1998). Moreover, the nature of the criterion domain appears
to be key. Do we want to assess for success in training, early
task performance, contextual performance, career success, or
commitment or tenure? The value of noncognitive measures
should certainly be linked to the criterion of interest. How-
ever, we do not yet have parametric research here to tell us
when and where this is the case.
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The conceptualization of such measures is problematic. As
noted in an earlier section, it is now quite common to make
use of inventories that are based on meta-analytic research
(e.g., Digman, 1990; Goldberg, 1990; Saucier, 1994) that
gives support to the existence of and importance for five key
constructs. However, these so-called big five dimensions—
conscientiousness, extraversion, openness to experience,
agreeableness, and emotional stability are only one approach
to conceptualizing and measuring the personality domain.
Additional work needs to be done to ascertain just when this
set of robust factors is indeed a better way to conceptualize
and measure the noncognitive assessment needs than scales
that might be more focused on the personnel problem at hand
(e.g., individual assessment for placement in work teams).

There is also the issue of just when it may be appropriate
to use more clinically oriented noncognitive measures. As
noted in an earlier section, these are often found in applica-
tions such as individual coaching or in the diagnosis of be-
havior or performance problems in the workplace. However,
their validity and relative utility are not well understood.

The use of noncognitive measures in high-stakes settings,
such as screening for employment, has also revealed a key
weakness. This is their susceptibility to being faked (Ones,
Viswesvaran, & Reiss, 1996; McFarland & Ryan, 2000). Ap-
plicants or candidates for promotion who are being assessed
on personality measures are likely to try to look good. Very
often the measures themselves are transparent to the appli-
cant in the sense that he or she can imagine the right answers
to questions, those that would give them an advantage in the
scoring.

To be sure, the issue of faking on measures (or intentional
distortion) has been investigated for over many years (Ones
et al., 1996). However, the emphasis in the past has been on
response formats that were felt to make it difficult for some-
one to deliberately mislead the administrator. Formats like
the forced-choice tetrad or the weighted checklists were in-
vented for this purpose (Saks et al., 2000). Although there is
evidence that these can help to mitigate the problem, this
approach has not been a major breakthrough.

Instead, research is currently under way to try to provide
an understanding of faking as a phenomenon in and of itself.
Thus, the newer focus includes examining such things as the
level of awareness that the test taker may have about his or
her behavior as investigators try to distinguish between
distortion that is motivated or that which is based on lack of
self-insight. Similarly, the role of contextual forces is being
examined to understand those situations that may promote
honesty. Paradoxically, there also a question of the implica-
tions of faking for estimating the future job behavior or per-
formance of one who does so. In this regard, some might

argue that faking in a high-stakes situation is more of a man-
ifestation of adaptability than dishonesty and thus might ac-
tually imply more, than less, likelihood for being a successful
worker. Finally, there is uncertainty regarding the implica-
tions of applicant faking for personnel decisions based on
data from those measures (e.g., personality) more susceptible
to faking. Such things as the prevalence and nonrandom dis-
tribution of faking behavior in the applicant pool should
make a difference here, but the evidence is not conclusive
(Ones & Viswesvaran, 1998b). Clearly there is much research
that remains to be done.

Technology-Mediated Testing

The previous sections of this chapter have highlighted the va-
riety of ways that individual assessments in work organiza-
tions can be carried out. However, traditionally, the individual
of interest is usually assessed when in physical proximity to
the assessor. Thus, the latter is usually face to face with the can-
didate or at least in the same room. In contrast, current practice
is moving toward technology-mediated interaction.

The technology involved can vary, depending on the ap-
plication. In the past, assessment processes have been medi-
ated by such mundane technologies as the telephone and
FAX machine. In the case of the former, the person to be
tested might be asked to dial in to a number to be talked
through a series of questions. The person could respond by
using the dial matrix as a key pad, following instructions that
translated the standard dial to a scoring matrix. Despite such
primitive arrangements, many organizations were able to
achieve a cost savings and improve the speed of decisions,
while still maintaining test security and standardized admin-
istration. By and large, however, the computer is currently
the technology of choice.

Burke (1993) identifies and contrasts computer-based test-
ing (CBT) and computer-adaptive testing (CAT) as two major
advances in computerized psychological testing. The former
builds on optical scanning technology and the capacity for
computers not only to summarize responses but, using care-
fully developed algorithms, to provide interpretations.

As the movement toward the on-line administration of tests
converges with developments in the areas of Item Response
Theory (IRT) and CAT, new technical issues arise and must be
resolved (Green, Bock, Humphreys, Linn, & Reckase, 1994;
Kingsbury, 1990). Burke highlights such issues as resolving
the best way to develop work attribute-job performance matri-
ces on which to base computer algorithms, establishing the
construct equivalence of tests across CAT versions and in re-
lationship to conventional forms, and determining criterion-
related validity. Finally, although there is some support for the
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belief that CAT might represent an improvement in test secu-
rity (Bunderson, Inouye, & Olsen, 1989), it is possible that a
test taker motivated to do so would have an easier time recall-
ing specific test items and communicating them to future test
takers.

Validity

The earliest practitioners tended to focus on the relevance of
the test to the job (Landy, 1991), thus stressing what we would
now call content validity. If one wanted to assess someone for
suitability for a manufacturing position, one looked for evi-
dence of the knowledge, skills, or ability to perform. This ev-
idence was usually based on criterion-related validity data.
However, as the field matured, and for both theoretical and
practical reasons (e.g., the need to identify a worker who does
not yet have the skill but has the potential to be an effective
worker), most thoughtful practitioners have sought to insure
that assessments allow for the valid inference of the individ-
ual’s status relative to a job-related construct (Schmitt &
Landy, 1993).

As described above, the process of establishing construct
validity is one of building a case that the measure is appro-
priate based on a variety of types of evidence, obtained from
multiple cases and over numerous settings. Analytic tools and
approaches such as factor analysis, scaling, rational methods,
multimethod, multitrait analysis, validity generalization, path
analysis, and even the experimental method can be used
(Schmitt & Landy, 1993). Although data from one study or
analyzed by one technique may be less than conclusive, there
is reassurance in replication and in finding expected or pre-
dicted patterns. Thus, the conceptual models and techniques
needed to infer that an assessment tool does indeed measure
what it is intended to do so are readily available.

Nevertheless, the problem of construct validity persists.
For example, biodata or life history information has been
found useful for predicting job outcomes, but the construct na-
ture of such measures is often obscure or overlooked (Mael &
Hirsch, 1993; Mumford, Costanza, Connelly, & Johnson,
1996). Similarly, the assessment center method has been
adopted by many firms as a way to estimate the developmen-
tal needs of workers (usually couched in terms of trait-like
constructs). However, the evidence for the construct validity
of such applications is weak (Klimoski, 1993; Klimoski &
Brickner, 1987).

The problem is likely to become worse, given many of the
competitive pressures on companies and practitioners noted
above. For example, there is a great emphasis on satisfying
the client. Often this means providing custom work within a
short time frame, leaving few options for careful development

work. Even if there is some scale or test development,
given the proprietary nature of such work products, tradi-
tional ways of ascertaining the quality of a test (e.g., request-
ing and reviewing a technical report) are often thwarted.
Similarly, many managerial decisions about who to hire for
professional assessment work or just what assessment ap-
proach to use are unduly influenced by popular culture and
testimonials, and rarely based on rigorous evidence of valid-
ity or utility (Abrahamson, 1996).

On a different tack, a more diverse workforce, with English
as a second language and the tendency for firms to become
multinational, also presents challenges. The successful cross-
translation of material is difficult at best. When this must be
done for assessment tools, the challenges to construct validity
are quite great. Similarly, as practitioners attempt to be re-
sponsive to applicants covered under the ADA, variation in
testing conditions or test format would seem to have a major,
but frequently underexamined, impact on construct validity
(Klimoski & Palmer, 1994).

Social Policy Issues

Fairness of Assessment Practices

Regardless of the approach used or the purpose, it would
seem that issue of the fairness of assessments in the context
of work could be considered the major social policy issue fac-
ing practitioners. Indeed, much of the work on noncognitive
predictors has been stimulated with the goal of finding valid
measures that do not have an adverse impact on subgroups in
society (Ryan, Ployhart, & Friedel, 1998).

One approach to this problem has been to investigate the
bases for inferior performance of subgroups, often using the
tools of cognitive psychology (Sternberg & Wagner, 1993;
DeShon, Smith, Chan, & Schmitt, 1998). Here, the goal is to as-
certain the state of mind or the test-taking strategy used by in-
dividuals, with the goal of assisting them in changing their
approach if it is dysfunctional. In a related manner, the use of
exposure to and training on problematic assessment tools has
also been tried, but with limited success (Ryan et al., 1998).

Still a third approach has been to examine the perceived
fairness of assessment devices. Here, the goal is to under-
stand how fair the test is in the eyes of the test taker, because
this affects his or her motivation to do well and to challenge
the outcome of the assessment (Chan, Schmitt, Sacco, &
DeSchon, 1998; Gilliland, 1994).

Finally, it has already been noted that the ADA also
presents fairness challenges. Applicants or workers covered
under the ADA have the right to request an accommodation
to allow them to perform to their potential in an assessment
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event. However, what is reasonable from the firm’s point
of view may be viewed as unfair by the test taker. Ironi-
cally, even when the company and the worker can agree on
disability-mitigating adjustments to the assessment platform,
other workers and even supervisors may see this as an injus-
tice, because they had to meet the standard, and frequently
more strenuous, testing conditions (Klimoski & Donahue,
1997).

Poor Language Skills

At the time of this writing, unemployment is very low in the
United States. On the other hand, immigration is very high.
Add to this the observation that American schools are produc-
ing graduates who perform poorly on many carefully devel-
oped achievement-related assessment programs. All this
implies that the current and near-future members of the work-
force are poorly prepared to perform well on many of the tra-
ditional assessment tools used in the work context. Language
and reading skills are not at appropriate levels. In extreme
cases, recent immigrants may be illiterate in their own na-
tional language. As noted above, these tendencies create
problems of both valid inference and perceived social injus-
tice. All this implies that, at a minimum, conventional tools
need to be recalibrated in light of such a diverse pool of talent.
However, it may also call for entirely new approaches to
individual assessment as well.

Open Testing

Given the importance of doing well on assessments as a way
to obtain desirable work outcomes, its not surprising that
there are tremendous pressures to make the nature of tests,
test content, and assessment protocols more public. Of
course, over the years, there have always been arrangements
for informing both the representative of the firm and prospec-
tive test taker about what the measure is all about. More re-
cently, however, there are increasing demands for public
disclosure of such things as the exact items or exercises used,
response options, and even item operating characteristics.
This trend has been accelerated by the availability of social di-
alogue and ease of information search on the Internet. Now
details on items can be made known to millions of people in a
matter of seconds and at little cost. Needless to say, full dis-
closure would quickly compromise the test and dramatically
affect its validity and utility.

Thus the challenge here is to find ways of meeting the
legitimate needs of stakeholders and to insure the account-
ability of firms to professional practice and yet to be able to
maintain the integrity of the assessment program.

Although these issues are not exhaustive, they highlight
the fact that the field continuous to overcome new challenges.
As a field of practice that is driven not only by developments
in theory but also by trends in the business community, it must
continuously respond to and affect major societal changes in
the economy, immigration, public policy, culture, and busi-
ness practices.
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On the cusp of the new millennium, the American Academy
of Forensic Psychology and the American Psychology Law
Society/Division 41 of the American Psychological Associa-
tion (APA) prepared a petition to have forensic psychology
recognized as a specialty area (Heilbrun, Bank, Follingstad,
& Frederick, 2000). At the meeting of the APA Council of
Representatives in August, 2001, the council voted to recog-
nize Forensic Psychology as a specialty area of psychology.
Although this recognition is timely, psychology’s first en-
trance to the courts occurred in the early 1900s (Ogloff,
2000). At that time, expert witnesses in psychology appeared
in court in their capacity as experimental rather than clinical
psychologists (Ogloff, Tomkins, & Bersoff, 1996). This is
because clinical psychology as a discipline did not exist at
that time. In the 1940s, following the end of World War II,
there was an enormous growth in clinical psychology (Ogloff
et al., 1996). It was then that clinical psychologists began to
make their way into the courts.

Although clinical psychologists gave evidence sporadi-
cally in cases in the United States as early as the 1940s (e.g.,
People v. Hawthorne, 1940), it was in 1962 that the U.S.
Court of Appeals for the District of Columbia clearly recog-
nized clinical psychologists as experts in courts. In Jenkins v.
U.S., the trial court judge instructed the jury to disregard a
psychologist’s testimony, holding that psychologists were

not qualified to diagnose mental illness. The U.S. Court of
Appeals, sitting en banc, held that a psychologist’s lack of
medical training could not, in and of itself, be used to justify
an automatic disqualification of psychological testimony. In-
stead, it asserted that consideration of whether a psychologist
could testify required the court to look at the knowledge and
experience of a particular witness and the probative value of
his or her opinion.

Following Jenkins, courts around the United States began
to recognize clinical psychologists as expert witnesses in a va-
riety of cases (Ogloff et at., 1996; Melton, Petrila, Poythress,
& Slobogin, 1997). Although the road to recognition was long
and often bumpy, psychologists are now generally seen by the
courts and others in the legal system as competent, indepen-
dent mental health professionals (Melton et al., 1997).

As psychologists were recognized as experts by the courts,
the field of forensic psychology emerged. The development of
forensic psychology included the emergence of doctoral train-
ing programs in forensic psychology, as well as numerous jour-
nals and professional associations (Grisso, 1987, 1991; Ogloff,
1990, 2000; Ogloff et al., 1996; Otto & Heilbrun, 2002; Otto,
Heilbrun, & Grisso, 1990). By 1987, Melton (1987) wrote that
law and psychology—and forensic psychology—was “psy-
chology’s growth industry” (p. 681). Although it was written
some 15 years ago, Melton’s prognostication has been realized.
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Driven largely by the inherent challenge in the work, and partly
out of economic necessity due to factors like managed health
care, increasingly more psychologists find themselves con-
ducting forensic assessments (see Otto & Heilbrun, 2002, for a
review of many important developments that have occurred in
forensic psychology since the 1980s).

The term forensic in forensic psychology and, in particu-
lar, forensic psychological assessments implies that these
tools will be employed in the legal system. Given its very se-
rious nature, many unique issues arise in clinical forensic
work (Ogloff, 1999a). A review of the field of forensic psy-
chology, or the many issues that arise in forensic assessments,
is beyond the scope of this chapter. Many of the issues that we
discuss in this chapter are covered in a more general context
in volume 11 of this series, a volume dedicated entirely to
forensic psychology. However, due to the growth of forensic
psychology, and because of the large number of mainstream
clinical psychologists who are conducting forensic assess-
ment, we shall provide some foundational information about
forensic psychology and highlight some of the contemporary
issues that exist in this field. Finally, we shall also look to the
future to identify possible issues that will arise.

By way of background, we shall define forensic psychol-
ogy and discuss where forensic psychology fits within clini-
cal psychology. We shall also note the interface between
forensic psychology and law and outline criminal and civil
topics addressed by forensic psychologists. Because forensic
assessments are grounded in law, it is important to review the
legal contours of forensic assessments as well as the legal
admissibility of forensic assessments into evidence.

Among the contemporary issues in forensic psychological
assessments that will be reviewed in this chapter are clinical
versus actuarial prediction models in assessments of risk for
violence, the legally informed practitioner model, the roles
and limits of general psychological testing in forensic con-
texts, legal specificity, and training and credentialing in foren-
sic psychology.

DEFINING CLINICAL FORENSIC PSYCHOLOGY

Historically, forensic psychology has evolved as a broad field
that includes any application of psychology to the legal field
(Brigham, 1999; Ogloff, 2000). This broad construal of the
field includes everything from psychological research into
legal matters such as eyewitness memory or jury decision-
making to applied clinical areas including psychological
assessment of defendants for court. For the purposes of this
chapter, we shall rely on a narrower definition: “Forensic
psychology will be defined as the professional practice by

psychologists within the areas of clinical psychology, coun-
seling psychology, neuropsychology, and school psychology,
when they are engaged regularly as experts and represent
themselves as such, in an activity primarily intended to pro-
vide professional psychological expertise to the legal system”
(Heilbrun et al., 2000). Although it is still broad, this working
definition focuses on the applied clinical aspects of forensic
psychology. Therefore, the definition does not include the
work done by experimental psychologists who work in the
field of psychology and law. Because we are discussing
forensic assessment, the definition focuses on assessments
conducted by professional psychologists for the courts, or for
the legal system more broadly construed. This definition does
not encompass the practice of those neuropsychologists or
clinical, counseling, or school psychologists whose work
only occasionally makes its way into the legal system.

Where Forensic Psychology Fits Within
Clinical Psychology

Generally speaking, forensic assessments can be construed as
specialized clinical psychological assessments (Melton et al.,
1997; Otto & Heilbrun, 2002). As such, forensic assessments
build upon the foundational training, knowledge, and experi-
ence of clinical psychology. Given the range and depth of spe-
cialized knowledge in forensic psychology, however, we must
emphasize that a significant degree of expertise is required to
competently conduct forensic assessments (Ogloff, 1999a).
Others have noted, correctly, that forensic evaluations that
were conducted by psychologists in the past did not differ
from general clinical assessments (Grisso, 1987; Heilbrun,
Rogers, & Otto, 2002). As the field of forensic psychology
has evolved over the past 20 years, though, the methods, in-
struments, and general skills of forensic psychologists have
emerged as differing significantly from those employed in
general clinical assessments (Heilbrun et al., 2002).

The development of forensic psychology as an area of
specialization within psychology has been evidenced, for ex-
ample, by the development of Specialty Guidelines for
Forensic Psychologists (Committee on Ethical Guidelines for
Forensic Psychologists, 1991), which were promulgated by
the American Psychology-Law Society and the American
Academy of Forensic Psychology. In addition, with the 1992
version of the Ethical Principles of Psychologists and Code
of Conduct, the APA (1992) recognized the need for specific
provisions in the code for forensic psychology (see Ethical
Standards 7.01–7.06; see Ogloff, 1999a, for a review of the
ethical issues in forensic psychology). Moreover, as noted at
the outset, the APA Council has recently recognized forensic
psychology as a new specialty area within psychology.
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Psychological assessments make their way into the
courts or the legal system in one of two general ways. First,
psychological assessments may be drawn into a legal context
unexpectedly. For example, a clinical psychologist may have
conducted an assessment on an individual for employment-
related purposes. At some point in the future, the assessment
could be subpoenaed or otherwise compelled by the court
after the individual is in an automobile accident and the as-
sessment is relevant as evidence of premorbid cognitive
functioning. Such assessments cannot properly be referred to
as forensic assessments because they are completed for some
purpose outside the forensic context. Therefore, the psychol-
ogist conducting the assessments would not be held to the
standards of the Specialty Guidelines for Forensic Psycholo-
gists. The APA has promulgated two sets of aspirational prac-
tice guidelines of particular relevance to forensic psychology.
In 1994, the APA adopted the Guidelines for Child Custody
Evaluations in Divorce Proceedings (American Psychologi-
cal Association, 1994). Then, in 1998, the APA adopted the
“Guidelines for Psychological Evaluations in Child Protec-
tion Matters” (American Psychological Association Commit-
tee on Professional Practice and Standards, 1998). Although
such guidelines are described as being merely aspirational,
courts can look to them to help provide an indication of the
standard of practice within the field.

Second, psychological assessments can be ordered by
courts or otherwise requested specifically for legal purposes.
These assessments—in which the psychologist specifically
sets out in an assessment to address some legal question—can
be properly referred to as forensic assessments. The psychol-
ogist conducting them would be required to adhere to the re-
quirements of the APA Ethical Principles of Psychologists
(American Psychological Association, 1992), including those
that pertain to forensic psychology. In addition, to the extent
that the Specialty Guidelines for Forensic Psychologists
(Committee on Ethical Guidelines for Forensic Psychologists,
1991) are seen as establishing a standard of care in forensic
psychology, those doing forensic assessments are advised to
follow them (Ogloff, 1999a).

The Need for Professional Competence in
Forensic Psychology

Regardless of their role, forensic psychologists are still oblig-
ated to comply with general ethical guidelines, principles, and
standards. For example, the Ethical Principles of Psycholo-
gists and Code of Conduct (American Psychological Associa-
tion, 1992) provide that “psychologists who perform forensic
functions, such as assessments, interviews, consultations, re-
ports, or expert testimony, must comply with all other provi-
sions of this Ethics Code to the extent that they apply to such

activities” (APAStandard 7.01). In addition, though, the ethics
code further requires that “psychologists base their forensic
work on appropriate knowledge of and competence in the
areas underlying such work, including specialized knowledge
concerning special populations” (APA Standard 7.01).

The Specialty Guidelines “provide an aspirational model
of desirable professional practice by psychologists, within
any subdiscipline of psychology (e.g., clinical, developmen-
tal, social, experimental), when they are engaged regularly as
experts and represent themselves as such, in an activity pri-
marily intended to provide professional psychological exper-
tise to the judicial system” (p. 656). Thus, psychologists are
obligated to adhere to the standards provided in the Ethical
Principles of Psychologists and Code of Conduct (American
Psychological Association, 1992), whereas the Specialty
Guidelines are aspirational in nature and “do not represent an
official statement of theAmerican PsychologicalAssociation”
(p. 656). Nonetheless, the Specialty Guidelines can be seen as
contributing to the establishment of a standard of care in
forensic psychology. Canadian readers are referred to the re-
vised Canadian Code of Ethics for Psychologists (Canadian
Psychological Association, 2000). Psychologists from other
countries or jurisdictions must consult the codes that are
relevant in their areas.

Although a review of the ethical principles that govern
forensic psychology is not necessary here, it is important to
emphasize that those psychologists who conduct forensic
assessments are obligated to ensure that they are competent
in their work (Ogloff, 1999a). Although this might appear
obvious, in our experience it is surprising how many clinical
psychologists begin doing forensic assessments without
proper training or experience, only to find themselves experi-
encing difficulties either by virtue of their lack of appropriate
experience or by becoming the subject of an ethics complaint.
Of course, psychologists are ethically obligated to be profes-
sionally competent in any realm in which they work. For
example, the APA Ethics Code requires that “psychologists
provide services, teach, and conduct research only within the
boundaries of their competence, based on their training, su-
pervised experience, or appropriate professional experience”
(APA Standard 1.04; see also APA Standard 7.01). Therefore,
psychologists who work in the legal arena must have profes-
sional competence in forensic psychology generally. Further-
more, if the psychologist engages in psychological services
that require more specialized training, the psychologist must
also demonstrate professional competence in that area of sub-
specialty (e.g., assessment and treatment of sexual offenders,
forensic neuropsychological assessment).

As noted in the ethics code of the APA (Standard 1.04; see
also Specialty Guideline III), generally speaking, professional
competence in an area of specialization may be obtained and
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demonstrated by a combination of education and training, su-
pervised experience by a registered psychologist with exper-
tise in the area of specialization, and reading and research in
the area of specialization. There is no clear rule about what
constitutes professional competence in any given area; how-
ever, if challenged, the psychologist bears the burden of
demonstrating his or her competence.

In addition to matters concerning the boundaries of their
professional competence, forensic psychologists are oblig-
ated to have a fundamental understanding of the legal and pro-
fessional standards in their area (Specialty Guideline III[C]),
and they must understand the legal rights of the parties with
whom they come into contact to ensure that they do not un-
wittingly abrogate those rights (Specialty Guideline III[D]).
Although it is certainly not necessary for a forensic psycholo-
gist to have a law degree, forensic psychologists are ethically
obligated to ensure that they become thoroughly familiar with
the law that is relevant to their areas of practice.

The Scope of Forensic Psychological Assessments

Given that every law, no matter how simple or complex, has
but one purpose—to control human behavior—it should come
as no surprise that the range of topics in which forensic assess-
ments can be requested is broad (Ogloff, 2001). We shall pre-
sent the major divisions of law here and briefly discuss the
topics in which forensic psychologists might be retained to
conduct assessments. Most readers will have some familiarity
with the general areas of law; therefore, this review will focus
on the areas most relevant to forensic psychology. Law is gen-
erally divided into several areas defined by the nature of issues
that emerge (see Rose, 2001, for a discussion of the divisions of
law relevant to forensic psychology; see Melton et al., 1997,
for a comprehensive review of these areas that are relevant to
forensic psychology). The most common division in law is
between criminal law and civil law. Criminal law is an area of
law that is considered to be public law because crimes are
considered to be acts against the public good. In the United
States, for example, when one is charged with committing a
crime, the case is referred to as “the people,” “the state,” or “the
commonwealth” against the defendant. In countries within
the Commonwealth of Nations, such as Britain, Canada, or
Australia, cases are referred to as “the Queen” or “Regina”
against the defendant because Queen Elizabeth II is the head
of state of nations in the Commonwealth.

Within criminal law, there are many matters regarding
which a forensic psychologist could be requested to conduct an
assessment. The types of assessment that might be requested
include presentence court assessments, pretrial assessments—
such as evaluations of competence or fitness to stand trial

and mental state at the time of the offense—sentencing evalua-
tions, and other court-ordered or quasi-legal assessments. In
criminal matters, psychologists can be retained by the prosecu-
tion, the defense, or, in some cases, the court itself. Criminal
matters can involve either adult or juvenile defendants, al-
though the specific legal issues that arise and the relevant legal
standards will probably differ between these populations.

Beyond criminal law, there is a large area of law known as
civil law. Unlike criminal law, civil law is an area of private
law because it has developed to resolve conflicts between pri-
vate parties or companies. Civil law includes the enforcement
of contracts and the resolution of private wrongs between in-
dividuals or companies. Such wrongs can include matters
such as trespass, personal injury, libel or slander, false impris-
onment, conversion, and so on. In such matters, the legal
dispute is between two or more people or companies who
have turned to the courts to resolve the dispute in a fair
and impartial manner. Unlike criminal law, then, civil law-
suits name the two or more parties or companies that are in
dispute (e.g., Jones v. Gonzales). Forensic assessments can be
required in these areas for establishing the extent of personal
injury (e.g., cognitive impairment or emotional harm),
worker’s compensation, capacity to make a will, and other
matters.

The final major area of law in which forensic psychologists
are routinely called upon to conduct assessments is family law.
Family law concerns marriage and divorce, custody of chil-
dren, division of assets, and financial maintenance for the
support of family members (or former family members). Psy-
chologists are retained most commonly to conduct assess-
ments to assist courts in deciding matters like the custody of
and access to children or matters related to the apprehension of
children from their parents by child protective service agen-
cies. Less frequently, psychologists may be asked to conduct
assessments of parties in family disputes for matters such as
capacity to marry.

LEGAL PARAMETERS OF
FORENSIC ASSESSMENTS

The Legal Contours of Forensic Assessments

The primary purpose of most forensic assessments is to assist
legal decision-makers to come to a legal decision. Of course,
as reviewed above, there are myriad legal decisions to which
forensic psychological assessments may contribute relevant
information. The common thread that runs throughout these
diverse areas of law and, subsequently, forensic assessment, is
that legal decisions must be made. The legal decision-maker



Legal Parameters of Forensic Assessments 349

may be judicial (e.g., a judge or jury) or quasi-judicial (ad-
ministrative tribunal) in nature, and the source of authority
may arise from statute, quasi-statute (regulations, bylaws), or
common law.

Regardless of the nature and source of the legal decision that
must be made, there are specific legal criteria that will be the
basis for the decision. In a very real sense, the legal criteria may
be considered the referral questions that underlie the request for
forensic assessment. For example, a statute may require that in
order to be found incompetent to stand trial, defendants, due to
mental impairment or mental disorder, must be unable to un-
derstand the nature of the charges against them, to understand
the outcome and implications of the case, or to communicate
with and instruct their lawyers. In this case, the psychologist
conducting an assessment of competence to stand trial must
address each of the legal criteria to provide the court with the
information necessary to decide whether the defendant is com-
petent to stand trial. As this example shows, the forensic as-
sessment must be linked to the elements of the law that requires
the assessment to be completed.

Like any referral question, then, it is ultimately the legal cri-
teria that the forensic psychological assessment must inform.
Given this reality, forensic assessments may be considered in-
herently legal in nature. In many situations, such assessments
are mandated by the same legal source (i.e., statute or regula-
tion) that gives the legal decision-maker jurisdiction to decide
the issue. In others, the authority is permissive: For example,
litigants may choose to offer expert evidence to the court, al-
though such evidence is not required by statute.

As discussed earlier in this chapter, the legal context of
forensic psychological assessment is largely what sets it apart
from other types of psychological assessments. The practical
implication of this situation is that the law dictates, to a lesser
or greater degree depending upon the issue, the areas that must
be addressed in a forensic psychological assessment. This
places some constraints on the freedom that clinicians have in
determining what their assessments should cover. Moreover,
assessments that either do not address the legal criteria or stray
too far beyond the legal questions being asked are not helpful
to the courts. The goal for any forensic assessment is to pro-
vide an optimal fit between the legal requirements and the cor-
responding psychological assessment, such that the findings
of the assessment optimally map onto the legal criteria that
will guide the decision-maker’s conclusions.

For forensic clinicians and researchers to provide legally
informed assessments and clinical research, it is necessary for
them to be knowledgeable about the law that is relevant to
their assessments. As discussed earlier, ethical guidelines
from both theAPA(1992) and the Canadian PsychologicalAs-
sociation (2000) require that psychologists have knowledge of

the context in which they practice. For forensic psychologists,
this context is the law.

Psycholegal Content Analysis: A Method 
and an Example

Forensic assessment is advanced through a procedure that
may be called psycholegal content analysis (Douglas, 2000;
Ogloff, Roberts, & Roesch, 1993). Assessment questions are
derived from legal standards and requirements, and, to the ex-
tent that these legal standards vary, so too may the assessment
questions. Further, to the extent that these legal-assessment
questions vary, so too ought the research corpus vary in order
to be responsive to the legal-assessment task. This is espe-
cially important according to a scientist-practitioner ap-
proach, as will be described below.

A psycholegal content analysis requires the following
steps. First, the source of the legal authority governing the
forensic assessment question—typically a statute—is identi-
fied. Statutory principles or requirements provided by that au-
thority that are relevant for the assessment should then be
distilled. If there are other legal mechanisms that expand upon
the original legal authority—typically legal cases that inter-
pret the statute—these are analyzed for, again, principles that
are relevant to the assessment task. Once these assessment-
relevant legal principles are distilled and organized, the psy-
chological knowledge or strategies that map onto these legal
principles can be discerned. Concerning assessment-related
research, study questions can be devised that inform the as-
sessment questions, which themselves have been informed by
assessment-related legal principles. In essence, this method
combines traditional legal research with psychological tradi-
tions of clinical assessment and empirical study. Here, the
clinical assessment procedures and research study questions
are informed, shaped, or determined by the legal parameters or
principles.

Melton et al. (1997) provide numerous illustrations of
how clinical-forensic assessments ought to be informed by
prevailing relevant legal standards. They have provided both
legal and psychological analysis throughout their compre-
hensive analysis of psychology’s application to law. Their
book, Psychological Evaluations for the Courts (second
edition), discusses the legal context, as well as psychological
tasks, for numerous applications of psychology and psychia-
try to law (e.g., competence, family law, criminal responsi-
bility, civil commitment, violence prediction). In general,
they reasoned that it is essential for forensic tests and assess-
ment measures to inform the specific legal judgment that is
called for; tests that were not developed or validated within
legal contexts and according to legal principles, they argued,
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should be used with great caution in forensic assessment are-
nas. As well, in places they highlight the difficulties for clin-
ical practice posed by varying legal definitions and standards
across jurisdictions and settings.

The area of violence risk assessment is illustrative of the
parameters set by law on forensic assessment. Melton et al.
(1997) point out that “dangerousness,” legally, can been
satisfied in various settings and jurisdictions by extremely di-
verse outcome criteria. For instance, harm to property or emo-
tional harm may satisfy criteria in some settings and in some
jurisdictions (e.g., involuntary civil commitment), whereas in
other settings (e.g., death penalty cases or dangerous offender
cases; Heilbrun, Ogloff, & Picarello, 1999) the outcome crite-
rion is serious physical violence. These differing legal criteria
have implications for the forensic assessment that is carried
out and the research that can be used to support the assessment
procedures.

Heilbrun (1997) discussed in some depth how different
legal contexts have different implications for the most appro-
priate clinical and scientific approaches to violence risk as-
sessment. For instance, in some settings, such as involuntary
civil commitment, the immediate goal may be to maximize the
accuracy of the prediction, whereas in others, such as gradu-
ated release of those found not guilty by reason of insanity, the
goal may be ongoing management. Clearly, the legal ques-
tions that arise under these two legal contexts call for different
assessment strategies and, correspondingly, different research
strategies to inform the clinical endeavors.

As Heilbrun (1997) explains, clinicians faced with
management-related legal questions (e.g., can this person’s
risk reasonably be managed in the community, and under
what circumstances?) may be faced with a somewhat differ-
ent task if the legal question is more heavily weighted toward
pure prediction. Similarly, researchers interested in evaluat-
ing risk assessment strategies that pertain to one or the other
legal context will probably chose different approaches (e.g.,
the use of survival analysis with time-dependent covariates in
the former case and receiver operating characteristic analysis
in the latter).

As previously noted, Heilbrun’s (1997) analysis used two
legal contexts to illustrate his points (civil commitment and re-
lease of insanity acquittees). There are literally dozens of oth-
ers from which he could have chosen (see, for example, Lyon,
Hart, & Webster, 2001; Shah, 1978). An additional level of
complexity is introduced when one makes cross-jurisdictional
comparisons of legal context on top of such legally substantive
comparisons. For instance, does the legal setting for civil com-
mitment in, say, California, mirror that in Florida? How simi-
lar is either of these to the regimes in the Canadian provinces
of Ontario or British Columbia? Douglas and Koch (2001)
have described how the statutory criteria for involuntary civil

commitment vary tremendously across Canadian jurisdictions
alone in terms of risk-relevant requirements. In turn, this
means that the nature of forensic assessment of violence risk
across these jurisdictions will also vary. In the United States,
there are 50 states across which statutory and case law re-
quirements for civil commitment may vary.

The main points to be taken from this discussion are that (a)
the law either shapes or sets the parameters of forensic
assessment, and (b) both clinical-forensic assessment and
assessment-related research need to be informed by the differ-
ing legal requirements that bear upon an assessment question
(e.g., violence risk assessment), with respect to both different
legal areas (e.g., civil commitment versus release of insanity
acquittees) and different legal jurisdictions.

The Admissibility of Forensic Assessments Into Evidence

Although a comprehensive review of the admissibility of
psychological evidence is beyond the scope of this chapter, it
is important to highlight the relevant legal criteria that courts
consider when deciding whether the evidence of a psycholo-
gist will be admissible as expert opinion evidence. The spe-
cific rules of evidence vary across states and in federal court.
Although the Federal Rules of Evidence (FRE) is federal law,
many states have incorporated at least some portion of the
FRE into their evidence legislation. As with any law that re-
lates to their work, readers should determine the specific local
laws that are relevant to the admissibility of expert testimony.
In interpreting the FRE, we will take note of Daubert v.
Merrell Dow Pharmaceuticals, Inc. (1993) and Kuhmo Tire
Co. v. Carmichael (1999), two of the United States Supreme
Court decisions that have considered the standard of accep-
tance for the admission of scientific evidence.

To be admissible, the psychological evidence must first be
found by the court to be relevant. That means that the informa-
tion provided by the psychological assessment must be related
to some matter at issue in the case. Second, the court must be
assured that the probative value of the psychologist’s evidence
is not outweighed by its prejudicial value. This means that
the value of the expert’s testimony will not be unduly out-
weighed by the expert’s influence on the jury.

After the court has determined whether the expert testi-
mony is relevant and that its probative weight outweighs its
prejudicial value, the court can turn to a direct review of the
expert testimony itself. The relevant provisions of the FRE
governing expert testimony include FRE 702 (testimony by
experts), FRE 703 (basis of opinion testimony by experts),
FRE 704 (opinion on ultimate issue), and FRE 705 (disclo-
sure of facts or data underlying expert opinion).

For expert testimony to be admissible under FRE 702,
three requirements must be satisfied: (a) the judge or jury
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must require the assistance of the expert’s testimony; (b) the
expert must be qualified to offer an opinion; and (c) if the ex-
pert relies on scientific facts or data, the facts or data must be
“reasonably relied upon by experts in [the] particular field.”
In addition, FRE 702 specifies that the expert’s testimony may
be in the form of an opinion. Unlike all other witnesses who
give evidence in trials, only experts are permitted to state their
opinions about matters at issue in the case. Other witnesses
must only report fact-based information—that is, information
about which they have first-hand knowledge (i.e., what they
have seen or heard). Due to their expertise and the fact that
their evidence is required to assist the judge or jury, experts
are permitted to provide both fact-based information and
opinion evidence.

Considerable controversy has surrounded the question of
how a court determines whether the information presented by
experts was “reasonably relied upon by experts in [the] partic-
ular field.” Prior to the adoption of the FRE, and in some states
even following their adoption, courts relied on the Frye Test
(Frye v. U.S., 1923) to determine whether the scientific evi-
dence on which expert testimony is based should be admitted
into evidence at trial. To satisfy the Frye Test, an expert wit-
ness who offered opinion evidence had to demonstrate not
only that the methods relied upon are generally accepted, but
that they are used in the relevant areas of the expert’s area of
expertise and that the techniques he or she employed com-
ported with the state of the art in the field.

The Frye Test enjoyed widespread use and endorsement by
federal and state courts until Congress adopted the FRE in
1976. From that time, considerable controversy arose regard-
ing the extent to which the test for the admissibility of novel
scientific evidence in Frye remained applicable, with different
courts arriving at different conclusions. In 1993, the U.S.
Supreme Court resolved the controversy by holding in
Daubert v. Merrell Dow Pharmaceuticals (1993) that the Frye
Test’s general acceptance requirement “is not a necessary pre-
condition to the admissibility of scientific evidence under the
Federal Rules of Evidence” (p. 597). In Daubert (1993), two
infants and their parents brought a lawsuit against a pharma-
ceutical company, arguing that the mothers’prenatal ingestion
of the drug Bendectin caused serious birth defects in the in-
fants. During the trial, the testimony of an expert concluded
that the corpus of scientific test results on the drug did not
show that it was a significant risk factor for birth defects. As a
result, the trial court decided in favor of the drug company. On
appeal, the U.S. Court ofAppeal for the Ninth Circuit relied on
the Frye Test and affirmed the lower court’s decision. In over-
ruling the decision, the U.S. Supreme Court held that nothing
in the FRE incorporated Frye’s general acceptance rule and
that “a rigid ‘general acceptance’ requirement would be at
odds with the ‘liberal thrust’ of the Federal Rules and their

‘general approach of relaxing the traditional barriers to ‘opin-
ion’ testimony” (p. 588).

Some states still employ the Frye Test to ensure that the
expert testimony is based on principles that are generally ac-
cepted by the field in which it is offered. Other jurisdictions
have adopted the approach set out in Daubert. As with other
points of law, psychologists should acquaint themselves with
the standard of the admissibility of expert evidence that is in
force in their jurisdiction.

In footnote 11 of their decision, the Supreme Court in
Daubert provided further guidance that an assessment of
scientific knowledge, as is mentioned in FRE 702, “entails a
preliminary assessment of whether the reasoning or method-
ology underlying the testimony is scientifically valid” (p. 592).
In addition, the court noted that scientific validity asks the
question “does the principle support what it purports to show?”
(p. 590). Finally, in 1999, the United States Supreme Court
explicitly expanded its ruling in Daubert to federal judges’
consideration of all expert evidence (Kuhmo Tire Co. v.
Carmichael, 1999).

Once the court has ensured that the techniques on which
the proposed expert testimony is based are valid, the court
must decide whether the proposed witness is qualified as an
expert in the area in question (FRE 702). A witness may qual-
ify as an expert based on his or her training or education,
knowledge, skill, or experience. Typically, it is not difficult
for psychologists to qualify as experts, providing that they
demonstrate sufficient training and knowledge about tech-
niques that are employed in a particular area. 

The final FRE specifically governing the admissibility of
expert testimony involves the expert’s opinion on the ultimate
issue (FRE 704). Ultimate-issue opinions directly address the
legal question being asked (e.g., whether the deceased was
competent to make a will, or whether the deceased died as the
result of an accident or committed suicide). Authorities from
the legal and mental health disciplines have debated whether
experts should offer opinions that are similar, or parallel, to
the ultimate legal issue (Melton et al., 1997). Regardless of
this debate, FRE 704 provides that “testimony in the form of
an opinion or inference otherwise admissible is not objection-
able because it embraces an ultimate issue to be decided by
the trier of fact.” There is one major exception to allowing
expert testimony on ultimate-issue testimony. In 1984, Con-
gress amended FRE 704(b) in response to the verdict in the
case United States v. Hinckley (1981) in which the would-be
assassin of President Reagan was found not guilty by reason
of insanity. The amendment precludes experts in a criminal
case from testifying whether they believe the defendant
had the mental state or condition required to satisfy an ele-
ment of the crime or a defense to the crime. This section
remains in force despite the U.S. Supreme Court’s decisions



352 Psychological Assessment in Forensic Settings

in Daubert v. Merrell Dow Pharmaceuticals (1993) and
Kuhmo Tire Co. v. Carmichael (1999).

In summary, to be admissible, expert psychological testi-
mony must be relevant to the issues in the case, and its pro-
bative value must outweigh its prejudicial impact. If these
two general requirements are met, expert psychological testi-
mony will be admissible if it can be demonstrated that (a) an
issue at question is beyond the understanding of the judge or
jury and the decision reached by the judge or jury would ben-
efit as the result of special expertise, (b) the technique or
methods employed in the assessment are accepted by the
field, and (c) the proffered witness has expertise with respect
to the question at issue. Additionally, the FRE allow experts
to base their testimony on their observations (in and out of
court) or information introduced outside of court. Experts
need only reveal the underlying sources for their opinion if
requested to do so upon cross-examination. Finally, the psy-
chologist must be aware of the standard for the admissibility
of expert opinion evidence that is employed in the jurisdic-
tion in which he or she practices psychology.

CONTEMPORARY ISSUES IN
FORENSIC ASSESSMENT

Clinical Versus Actuarial Predictions Revisited

The clinical-actuarial prediction debate has a long and heated
history in the fields of clinical, counseling, educational,
industrial/organizational, military, and other branches of psy-
chology. Although it is addressed in Garb’s chapter in this
volume, we will discuss its manifestation within forensic as-
sessment, in part because it has some unique aspects in this
field and in part because it remains the topic of lively debate
in some areas of forensic assessment. We will use the area of
violence risk assessment to illustrate our points. 

There is little doubt that actuarial prediction tends to out-
perform unstructured clinical prediction in terms of validity
indices. Of course, the early work of Meehl (1954) and his
more recent work with colleagues (Grove & Meehl, 1996;
Grove, Zald, Lebow, Snitz, & Nelson, 2000) has supported this
position consistently. In the field of violence risk assessment,
the debate continues with respect to violence risk assessment
instruments. Some instruments adopt pure actuarial decision-
making procedures, citing Meehl’s and colleagues’ work in
their support (e.g., see Quinsey, Harris, Rice, & Cormier,
1998). Other instruments are developed that require structured
clinical decision-making (see, e.g., Webster, Douglas, Eaves,
& Hart, 1997). More recently, Douglas and Ogloff (2001) have
proposed the structured professional judgment approach to

clinical decision-making in violence risk assessment (see also
Douglas & Webster, 1999).

In the latter case, there is warranted concession that un-
structured clinical opinion that “relies on an informal, ‘in the
head,’ impressionistic, subjective conclusion, reached (some-
how) by a human clinical judge” (Grove & Meehl, 1996,
p. 294) has little evidence, empirical or conceptual, to sup-
port its use. However, some commentators have argued that a
structured approach to risk assessment can perhaps overcome
some of the weaknesses (i.e., low interrater reliability and va-
lidity) inherent in the impressionistic nature of global clinical
opinion (Douglas, Cox, & Webster, 1999; Hart, 1998). Fur-
ther, as Hart (1998) describes, particularly in the field of risk
assessment, the clinical task is much broader than prediction,
including issues related to prevention and management of
violence risk. For this reason, the clinical task has come to be
called, in recent times, violence risk assessment, rather than
violence prediction per se.

The argument is that structured clinical assessment can
achieve a more individualized and comprehensive assess-
ment than can actuarial prediction, while still achieving a
respectable level of interrater reliability and validity. Further-
more, instruments that adopt structured professional judg-
ment procedures tend to have been developed rationally or
analytically, rather than empirically. In theory, this method of
developing the instruments should enhance their generaliz-
ability to the numerous contexts in which risk assessment is
required and minimize the problems of validity shrinkage
inherent in the application of empirically derived actuarial in-
struments to novel settings or purposes.

Research on three such violence risk assessment measures
has supported the predictive validity of the clinical opinions
that they call for. In a recent study, Douglas and Ogloff (2001)
tested the interrater reliability and predictive validity of vio-
lence risk judgments made with the HCR-20 violence risk as-
sessment scheme (Webster et al., 1997). Like all structured
professional judgment risk measures, the HCR-20 is an ana-
lytically or logically developed guide intended to structure
professional decisions about violence risk through encourag-
ing the consideration of 20 key violence risk factors dispersed
across three scales: historical (H), clinical (C), and risk man-
agement (R). The risk factors identified by the HCR-20 have
been found in the literature to relate to an individual’s likeli-
hood to engage in violent criminal behavior. The H scale fo-
cuses on past, mainly static risk factors, the C on current
aspects of mental status and attitudes, and the R on future sit-
uational features. Using a sample of 100 forensic psychiatric
patients, Douglas and Ogloff (2001) found that the interrater
reliability of structured professional judgments regarding
the patients’ risk for violence risk was good or substantial.
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Violence risk judgments were also found to be significantly
predictive of postrelease community violence. A direct com-
parison of the structured professional judgment approach and
an actuarial approach, both using the HCR-20, showed that the
structured professional violence judgments added incremen-
tal validity to the HCR-20 scored actuarially. These results
showed that clinical judgment, if made within a structured
context, can contribute in meaningful ways to the clinical
practice of violence risk assessment.

Similar results have been found for two additional vio-
lence risk instruments. Investigating the predictive validity of
the SVR-20 (Boer, Hart, Kropp, & Webster, 1997), Dempster
(1998) completed the SVR-20 on a sample of 95 sentenced
sexual offenders. The SVR-20, modeled on the HCR-20, pro-
vides a list of the factors that have been found to predict risk
for sexual offending and sexual violence. Dempster (1998)
compared the summed total of items (i.e., actuarial predic-
tion) and the ratings of high, medium, and low risk (i.e.,
structured professional judgment). She found that the struc-
tured professional judgment approach provided incremental
validity over the scored items on the scales of sexual violence
risk. Finally, Kropp and Hart (2000) evaluated the structured
clinical judgments produced by the Spousal Assault Risk
Assessment guide (SARA; Kropp, Hart, Webster, & Eaves,
1999), a further example of the structured professional judg-
ment model of risk assessment. Kropp and Hart (2000) used
a sample of 102 male probationers who had been convicted of
offenses involving spousal assault and referred by the courts
to attend domestic violence treatment. Kropp and Hart (2000)
found that structured professional judgments based on the
SARA summary risk ratings of low, moderate, and high risk
outperformed the summation of SARA items (actuarial pre-
diction) in terms of their respective relationships to spousal
assault recidivism. Kropp and Hart also reported good inter-
rater reliability indexes for the final risk judgments.

Taken together, research investigating the structured pro-
fessional judgment based on the HCR-20, the SVR-20, and
the SARA supports both the interrater reliability and predic-
tive validity of the instruments. There is some emerging
support, therefore, for the supposition that a structured pro-
fessional judgment approach to violence risk assessment, if
carried out in a structured, operationalized, and measurable
manner, can be reliable and valid, as well as potentially more
comprehensive and responsive to idiographic concerns than
is actuarial prediction.

Legally Informed Practitioner Model

As is well known, clinical psychology adopted the scientist-
practitioner “Boulder” model of training and practice over a

half-century ago. This model of practice does have its critics,
and it is a persisting source of professional disagreement
and argument to this day (Beutler, Williams, Wakefield, &
Entwistle, 1995; Fensterheim & Raw, 1996; Goldfried &
Wolfe, 1996; Hayes, 1996; Kanfer, 1990; Nezu, 1996; Singer,
1990; Sobell, 1996; Stricker, 1992; Stricker & Trierweiler,
1995; Webster & Cox, 1997). The details of this debate can-
not be addressed adequately in this chapter, but it is an oper-
ating assumption of this chapter that the scientist-practitioner
model remains the theoretical cornerstone of doctoral training
in clinical psychology. Consequently, clinical-forensic psy-
chology, as a subfield of clinical psychology more broadly,
subscribes to its tenets. Therefore, forensic assessment, as a
particular activity within clinical-forensic psychology, also
rests upon the scientist-practitioner model. Although we favor
the scientist-practitioner model as the choice for those who
conduct forensic assessments, we should note that we recog-
nize at the outset that those trained in the scholar-practitioner
tradition can become competent forensic psychologists.

Both scientist-practitioner and scholar-practitioner doctoral
training programs require students to obtain systematic train-
ing and supervised experience in psychological assessment and
psychological intervention. Training programs subscribing to
the scientist-practitioner model, typically leading to the PhD
degree, require students to complete a doctoral thesis or disser-
tation consisting of an empirical research project. By contrast,
training programs based on the scholar-practitioner model that
lead to the PsyD degree do not require students to complete em-
pirical research. Instead, these programs require that students
obtain expertise in reading, interpreting, and critically analyz-
ing empirical research. Our emphasis here is that, particularly
due to the inherently technical nature of forensic assessments,
a strong background in experimental methods is an asset to
those who conduct forensic assessments. Therefore, rather than
focusing on the particular doctoral degree a psychologist has,
consideration of a psychologist’s suitability for practicing
forensic psychology should be based on the individual’s ability
to understand the empirical research and to incorporate it into
his or her work.

There are some modifications to and limitations of the
scientist-practitioner and scholar-practitioner models in foren-
sic assessment. First, the models must be conceptualized to
be situated within a legal context. In essence, this makes the op-
timal model of training and practice in forensic psychology a
legally informed scientist or scholar-practitioner model. This
reality has implications for the meaning of the science em-
ployed in clinical-forensic psychology. Some of these implica-
tions are similar to the issues discussed with respect to the
psycholegal content analysis presented earlier. That is, we dis-
cussed how practice must be conducted to inform legal criteria.
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Similarly, if science is to inform clinical decision-making, it too
must find some inspiration within the law. In other fields of psy-
chology, a scientist’s questions may be limited only by his or her
imagination. In forensic psychology, there is an overriding lim-
iting factor: the law and the legal standards that can be derived
from the particular legal question being asked in an assessment.
This is not to say that all forensic psychological science must al-
ways line up exactly with legal issues. We would not advocate
constraining scientific inquiry in such a manner. In fact, there is
abundant nonforensic, primary research that is very applicable
and of great benefit to the forensic field. For instance, research
on the effects of trauma, on violence, and on major mental dis-
orders is of import to forensic psychological science and prac-
tice. However, it is imperative that, in addition to maximizing
the utility of this research as it pertains to forensic assessment,
researchers also design studies that map as closely as possible
onto quite strict legal criteria or standards. This necessity ex-
plains the existence, for example, of research on the psychome-
tric properties of competence measures whose items are defined
largely by the legal definition of incompetence in the particular
setting (e.g., incompetence to stand trial, incompetence to man-
age one’s estate or affairs) and jurisdiction.

In some ways, this type of research has an additional eval-
uative component as part of the validation procedure. Content
and construct-related validities must take into account legal
definitions and outcome criteria that are meant to be repre-
sented in the measure. If a measure of competence, for in-
stance, does not tap a major facet of the legal construct (e.g.,
ability to instruct counsel), then its validity is questionable in
this regard, despite the possible existence of otherwise excel-
lent psychometric properties.

In addition to the regular components of the scientist-
practitioner model, then, there is an additional, and sometimes
superordinate, layer. Consequently, not only must research be
carried out that is clinically meaningful and informative, and
not only must clinical practice reciprocate by relying upon
this research as much as is reasonable, but both science and
practice must also follow the lead of the law. It is likely that
clinical practice has less flexibility than does science to stray
from legal standards. All forensic practice, and much forensic
research, however, must be mindful of the law.

Several further aspects of the legally informed practitioner
model need explanation. First, the addition of the law to the
models of clinical training imposes an inherent limitation on
their theoretical utility and, perhaps, on the accumulation of
clinical-scientific knowledge that gathers under it. Tomorrow,
a high-level court could decide that, for example, all pieces of
civil commitment legislation of a certain ilk are unconstitu-
tional and in need of drastic revision. What happens to the es-
tablished base of science and practice that developed to assist
decision-makers in this context? Research and practice must

evolve alongside evolutions in the law. Research can become
dated and clinical practice antiquated not only through the
passage of time, but through the passage of law.

A further limitation of the legally informed practitioner
model within the forensic context involves the limitations
placed on research methodology. Certain important issues can
never be studied in an ideal methodological manner because
of the pragmatic constraints of the law. For instance, nearly all
research on violence risk assessment, the prediction of vio-
lence, and correlates of violence has been carried out on trun-
cated research samples. That is, certain persons will never be
included in research samples simply because they will never
or only rarely be released from prisons or other institutions.
Risk assessment studies that attempt to study postrelease
community violence are forced to use only persons who have
been actually released. However, when the clinical task of
risk assessment is undertaken, this research is applied to all
persons appearing for release.

Another example of a methodological shortcoming is the
absence of gold standards for validation. For instance, re-
search on criminal competencies is undertaken to maximize
the utility of clinical determinations of competence. There is
no inherent gold standard of comparison to validate the deci-
sions that competence instruments yield. If an instrument
yields a decision of competence, but a judge declares the pe-
titioner incompetent, this does not mean that the instrument
was wrong. Rather, the judge may not have understood the
psychological and clinical aspects that were entered into evi-
dence in support of the petitioner’s motion for a finding of
incompetence. Although these instruments do use judicial de-
cisions as part of the formal validation procedure, they must
also rely heavily on content validity and inference. That is,
the measures must dissect the legal requirements for compe-
tence, construct items that tap these legal requirements, and
provide thresholds at which inferences are drawn about
whether persons understand what they need to about the legal
and court process in order to be found competent.

To summarize, then, three main points can be made about
the legally informed practitioner model as it manifests in
forensic assessment: (a) Practice and scientific freedom must
be constrained, in part, by the legal questions that are being
posed; (b) the field must at times readjust itself and its scien-
tific and clinical approaches in response to changes in the
law; and (c) legal practicalities sometimes preclude optimal
methodological approaches to a topic of inquiry.

The Roles and Limits of General Psychological
Testing in Forensic Contexts 

In much of this chapter, we have discussed the importance
of aligning clinical assessment and research with legal
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requirements. This logic applies as well to psychological test-
ing that is carried out in forensic contexts. In this section, we
will discuss specifically the use of psychological assessment
instruments and tests as applied to forensic contexts. Follow-
ing the theme of the legal specificity and parameters of foren-
sic assessment, we will discuss issues surrounding the use of
regular psychological tests in forensic assessment, as well as
the development and use of tests that are intended to be
forensic in nature.

By way of background, Heilbrun et al. (2002) have pro-
posed a simple yet effective typology of psychological mea-
sures relevant to forensic assessment. These include forensic
assessment instruments, forensically relevant instruments,
and clinical instruments. Although measures from each cate-
gory can be useful for assisting with a forensic assessment,
the specific nature and utility of each category of psycholog-
ical measure varies. Similarly, the way in which the measures
should be used in assessments vary.

A forensic assessment instrument is one that “is directly
relevant to a specific legal standard and its included capacities
that are needed for the individual being evaluated to meet that
legal standard” (p. 10 of in press manuscript). Examples of
specific legal standards are criminal competence to stand trial,
criminal responsibility (versus insanity), and competence to
manage one’s estate. An example of a forensic assessment in-
strument is the MacArthur Competence Assessment Tool—
Criminal Adjudication (MacCAT-CA; Poythress, Monahan,
Bonnie, & Hoge, 1999; Poythress, Nicholson, et al., 1999).
The MacCAT-CA was developed to guide mental health pro-
fessionals who are assessing a defendant’s competence to
stand trial. The instrument is specifically designed to assess
the legal standards for competence to stand trial as set out by
the U.S. Supreme Court (Dusky v. United States, 1960). As
Heilbrun et al. (2002) point out, there has been a proliferation
in the past decade or so of instruments intended to be used in
forensic settings. The development of forensic assessment in-
struments and forensically relevant instruments can be seen
as an important development, in that it should, in principle,
compensate for some of the pitfalls of using clinical measures
for forensic assessments.

Forensically relevant instruments are those that do not ad-
dress specific legal standards but “clinical constructs that are
sometimes pertinent to legal standards” (p. 12 of in press man-
uscript). Examples may include measures of psychopathy (via
the Hare Revised Psychopathy Checklist, or PCL-R; Hare,
1991) or measures of violence risk (such as the HCR-20;
Webster et al., 1997). Concerning risk assessment measures,
some argument may be made that many uses of these instru-
ments actually should place them in the forensic assessment
instrument category, since often they are applied to specific
legal standards pertaining to risk for future violence.

Heilbrun et al. (1999) called the third type of instrument,
comprised of traditional psychological instruments, clinical
measures. The implications of using these types of instru-
ments in forensic assessment will be discussed later.

Assessment questions in clinical psychology are usually
informed through the use of psychological instruments. Such
instruments typically were developed to inform decisions
about common or traditional psychological constructs, such
as intelligence, memory, depression, or anxiety. A problem
emerges when these instruments (e.g., the Wechsler Adult
Intelligence Scale—Third Edition, or WAIS-III; Wechsler,
1997, or the Minnesota Multiphasic Personality Inventory-2,
or MMPI-2; Butcher, Dahlstrom, Graham, Tellegen, &
Kaemmer, 2001) are applied to forensic assessments. The
basis of the problem is that forensic constructs and questions
rarely map directly onto traditional psychological constructs
(Heilbrun et al., 2002; Otto & Heilbrun, 2002). As such, there
is a schism between general psychological instruments, on the
one hand, and forensic psychological assessment questions,
on the other. Traditional psychological instruments were not
designed for the purpose of answering questions pertaining to
legal constructs such as insanity, competence, or risk for cer-
tain types of violence. Although they may perform well, and
as they were designed to, with respect to general psychologi-
cal assessment questions among forensic samples (e.g., deter-
mining the intelligence of a particular forensic patient), their
ability to inform specific forensic questions is tenuous (how
does an IQ score inform a decision about competence?).

Research has supported the problems inherent in using tra-
ditional psychological instruments to answer forensic or legal
questions. First, there is simply not much research that ad-
dresses the validity of traditional psychological instruments as
applied to forensic questions (Heilbrun et al., 2002). Second,
the research that does exist does not provide strong support for
their use in forensic assessments to answer specifically forensic
questions. For instance, as reviewed by Heilbrun et al. (2002)
and Rogers and Shuman (2000), the MMPI/MMPI-2 is com-
monly used in insanity evaluations, despite relatively few stud-
ies on its application to this task (see Ogloff, 1995, for a review
of the legal applications of the MMPI/MMPI-2). Studies that
do exist tend not to provide stable estimates of profiles indica-
tive of legal insanity. Although the MMPI-2, or some other
measure such as the Personality Assessment Inventory (PAI;
Morey, 1991), may have adequate research support with re-
spect to its ability to detect clinical insanity or psychopathol-
ogy (i.e., the presence of delusions or hallucinations), there is
far from a one-to-one correspondence between clinical and
legal insanity. To the extent that the constructs tapped by the
MMPI-2 , the PAI, or comprehensive structured assessments
fail to align with the legal construct of insanity, the application
of such measures for legal or forensic purposes is questionable.
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This state of affairs is neither terribly surprising nor de-
trimental to the general validity of such measures as the
MMPI-2 or WAIS-III. Neither was designed with legal con-
structs in mind. Hence, in psychometric terms, they were not
built to include construct coverage of legal questions such as
insanity or violence risk. They do not include items that were
meant to tap legal constructs. This situation is akin to a
depression measure’s failing to include items designed to tap
the physical signs and symptoms of depression. Such an
instrument would have inadequate construct coverage, and its
psychometric properties, particularly its validity indexes,
would suffer accordingly. Similarly, the validity indexes of
traditional psychological measures tend to suffer when these
measures are applied to specific forensic or legal constructs
or criteria.

In response to the difficulties associated with the use of tra-
ditional psychological measures in forensic assessments,
commentators have provided some guidance for the use of
tests in forensic psychological assessment. Earlier we dis-
cussed the importance of legal context to forensic assessment
generally. Similarly, there has been discourse pertaining to the
link between legal context and psychological instrumenta-
tion. Heilbrun et al. (2002) referred to the importance of cor-
respondence between a (forensic) assessment measure and
the legal construct to which it purportedly applies. This corre-
spondence is an important part of the development and vali-
dation of forensic instruments. They discussed legal status as
a “population-specific influence” on the development and val-
idation of forensic instruments. In essence, they pointed out,
forensic instruments (and, consequently, assessments) should
only be used within legal settings for which they have been
developed and validated. Similarly, writing about the impor-
tance of legal context for the practice of forensic assessment
generally, Heilbrun (1992) has argued that psychological tests
used in such assessments must be germane to the legal issue at
hand. Thus, as Heilbrun et al. (2002) point out, the law is an
important source of authority for the development of forensic
instruments.

Grisso (1987), in discussing the “necessary research”
(p. 834) to establish forensic psychological assessment as a
credible and legally informative vehicle, discussed several
law-related research avenues that could forward such a goal.
These included pure legal analyses of specific questions (e.g.,
criminal responsibility), application of basic psychological
principles to legal questions, and research on the applicability
of traditional psychological measures (e.g., MMPI-2) to legal
issues, as well as the development of “specialized assessment
instruments” (p. 835) that link directly to legal questions.
These ideas overlap with the notion of psycholegal content
analysis presented earlier.

In terms of providing a methodology for constructing
forensic instruments, Grisso (1986) provided an example
based on the assessment of criminal competence. He noted
that the first stage of devising and validating a method for as-
sessing criminal competence is to translate legal standards
into functional abilities. Then, psychological test construction
and validation procedures can be applied to these functional
abilities. For example, if the legal standard for competence to
stand trial requires, among other things, that the defendant is
able to communicate with his or her lawyer, the first task of a
psychologist assessing the defendant’s competence is to de-
termine what functional abilities the defendant must have to
communicate with his or her lawyer. These functional abili-
ties could include, for example, such things as being able to
speak or otherwise communicate and being able to assist the
lawyer by discussing the evidence and the weaknesses of
the testimony to be given by prospective witnesses.

Legal Specificity

In all areas of psychological assessment, it is beneficial to
have referral questions that are as specific as possible. This
helps to guide the nature and course of the assessment and
prevent unnecessary fishing expeditions. This admonition is
particularly apt in forensic assessment. The law, and particu-
larly courts, is loath to address more than is required to answer
the legal question at stake. The reason for this is sensible. The
adversarial legal system in which we live allows opposing
parties to litigate their legal questions in front of judges and
juries, in effect educating the court about the particular legal
issue(s) in question. For a legal decision-maker to address
more than what was argued is undesirable because the parties
did not have a chance to address or argue the peripheral mat-
ters, and hence the decision-maker was not presented with ev-
idence pertaining to these peripheral matters.

Following the logic presented, it is undesirable for a foren-
sic assessment, which often will be used to educate a legal
decision-maker, either to address unduly broad referral
questions or to stray beyond the referral questions that were
asked. Unduly broad referral questions are those that do not
provide the forensic evaluator with sufficient information to
proceed with an assessment. For example, without knowing
exactly at what stage the defendant is in the legal process and
the exact legal matters that are at issue and require a forensic as-
sessment the forensic clinician can do little more than provide
something akin to a traditional psychological assessment.
Straying beyond the referral question results in the clinician’s
raising issues or addressing matters that extend beyond the par-
ticular legal matter being considered. The following is an ac-
tual excerpt from a report prepared by a forensic practitioner
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who was asked to conduct an assessment to determine whether
the defendant’s mental state at the time of the offense might be
grounds for raising the insanity defense:

It does not appear that Mr. S. was suffering from any psychosis
at the time of the assault. He may have been under the influence
of various drugs and alcoholic beverages, which he reported con-
suming at that time. There is no clinical basis for an insanity de-
fence here. Mr. S. is one of the most dangerous persons I have
ever examined; the only appropriate disposition would be a
lengthy prison sentence. (Melton et al., 1997, p. 548)

In this case, information that is off the legal point will be intro-
duced into the legal arena without due cause and without a pri-
ori notice that such information would be justiciable (i.e., at
issue in the trial).This introduces an element of uncertainty into
the legal forum, one that could unfairly affect the process or the
result of the legal endeavor. Apart from the rather picayune
legal point presented, psychologists should refrain from going
beyond the legal referral question when preparing reports of
forensic assessments because the reports that are prepared in
legal cases, more so than those of virtually any other area of
clinical practice, have a long shelf life. Thus, extraneous infor-
mation that appears in a report prepared for a particular purpose
can be used, sometimes years later, in a manner that can be
harmful to the person who was assessed.

Although it is important that forensic assessments address
the legal questions for which they were requested, psycholo-
gists are generally advised to use extreme caution if asked to
answer the ultimate legal question that is asked. In law, this is
referred to as answering the ultimate issue (Melton et al., 1997).
The ultimate issue in a case is the question the judge or jury is
asked to decide. For example, in a case involving a custody dis-
pute, the ultimate issue is generally what living arrangements
would be in the child’s best interests. Therefore, a psychologist
who offered an opinion about which living arrangement would
be in the child’s best interests would be answering the ultimate
issue. As was discussed in the context of the guidelines for ex-
pert testimony, the FRE 704 does allow experts to give an opin-
ion concerning the ultimate issue. Recall that, as discussed with
reference to the admissibility of expert evidence earlier in this
chapter, FRE 704(b) prohibits experts in a criminal case from
testifying whether they believe the defendant had the mental
state or condition required to satisfy an element of the crime or
a defense to the crime. However, forensic mental health profes-
sionals should nonetheless be cautious when deciding to an-
swer the ultimate issue. If the expert is allowed to answer the
ultimate question, he or she is basically telling the jury or judge
how to decide the case. Formerly, ultimate issue testimony was
actually barred in courts (Melton et al., 1997). Although the

current rules of evidence are not as strict, psychologists gener-
ally should refrain from answering the ultimate issue, both be-
cause doing so can usurp the power of the court or jury and
because, most often, the ultimate legal issue does not corre-
spond directly to the relevant psychological construct. For ex-
ample, there is no construct in psychiatry or psychology that
corresponds directly to competence to stand trial.

Despite the convincing arguments against providing an ul-
timate opinion, forensic psychologists are regularly asked by
attorneys and judges to state whether they think, for example,
that a defendant is competent to stand trial. Any reluctance to
answer the question as asked—that is, to state the ultimate
opinion—may be met with suspicion or criticism by the at-
torneys or the judge for not doing their job as an expert wit-
ness. We recommend that, rather than simply providing the
answer to the ultimate issue, psychologists take care to en-
sure that they discuss the psychological information that is
relevant to the underlying legal principles that pertain to the
construct being addressed. Taking the case of competence to
stand trial as an example, we would not recommend that psy-
chologists simply express an opinion that a defendant is, or is
not, competent to stand trial. Rather, we would suggest that
psychologists provide the court with relevant psychological
information that relates to the legal criteria for competence to
stand trial. For example, the psychologist could discuss the
relevant psychological information that relates to how the de-
fendant’s mental state will affect his or her ability to commu-
nicate with counsel or to understand the nature of the legal
proceedings (see Roesch, Ogloff, & Golding, 1993).

Another important issue concerns the absolute necessity of
avoiding the role of advocate in forensic assessment practice.
Terms such as hired gun or whore of the court are well-known
monikers used to describe the forensic evaluator who will find
certain results, given the right price. Of course, such practice
is unethical and will undermine not only the credibility of
the individual assessor in a given case, but the profession of
psychology as well. Despite the pressure that psychologists
might experience, either explicitly or implicitly, from the par-
ties that hire them, it is critical that they do not adopt the posi-
tion of advocate. Rather, the psychologist should most
properly take on the role of an impartial educator. That is,
even when he or she is hired by one side or another, the proper
role of the forensic evaluator is to impartially arrive at a
conclusion based on assessment findings and to deliver this
conclusion, along with any uncertainties.

Training in Forensic Assessment

As noted in the introduction to this chapter, along with the
emergence of forensic psychology has come the development
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of graduate training programs in the area (see, e.g., Freeman &
Roesch, 1992; Grisso, Sales, & Bayless, 1982; Hafemeister,
Ogloff, & Small, 1990; Ogloff, 1990; Ogloff & Schuller,
2001; Ogloff et al., 1996; Roesch, Grisso, & Poythress, 1986;
Tomkins & Ogloff, 1990). As with other aspects of the devel-
oping field, little attention has been given to the training needs
and opportunities in the field. Part of the concern for the lack
of attention directed to training in legal psychology has been
rectified with the National Invitational Conference on Ed-
ucation and Training in Law and Psychology, which that
took place at Villanova Law School in 1995. The Villanova
Conference, as it has come to be known, was attended by ap-
proximately 60 invited people from across the field of legal
psychology. The overarching purpose of the conference was
to develop an agenda for legal psychology training into the
twenty-first century. A description of the conference can be
found in an article written by Bersoff et al. (1997).

People have debated whether psychologists who work in the
law and psychology field need to be trained formally in law (see
Grisso et al., 1982; Hafemeister et al., 1990; Ogloff et al., 1996;
Tomkins & Ogloff, 1990). This debate has culminated in con-
sideration of the joint degree programs in which students can
obtain both a law degree and a PhD.Arguments against dual de-
gree training have emphasized the costs of such training and the
fact that most people who work in legal psychology as clini-
cians or researchers focus on one or two specific areas of the
law. Those who support dual degree programs, by contrast,
argue that although all legal psychologists do not require for-
mal training in law there are considerable advantages to pursu-
ing formal training in law and psychology (Hafemeister et al.,
1990). Foremost among these advantages is the ability of psy-
chologists with law degrees to have a sophisticated under-
standing of the law. Indeed, many psychologists with little
appreciation of law have jumped into the field only to produce
work that is of questionable validity (see Hafemeister et al.,
1990). We want to emphasize here that although it would not be
necessary, or even a good idea, for all forensic psychologists to
obtain a law degree, it is nevertheless critical that forensic psy-
chologists obtain a clear understanding of, if not true expertise
in, the law that relates to their work.

Most forensic psychologists working today obtained their
forensic training and experience largely on their own. With the
growth in the field, the recent recognition of forensic psychol-
ogy as a specialty area, and the development of knowledge and
sophisticated assessment techniques in the field, there will be
continued growth in formal training programs in the field.
There are several models and methods by which forensic psy-
chologists are now being trained to work in the area (Ogloff &
Schuller, 2001). Information about various training programs
and internship opportunities in forensic psychology may be

found on the Web site of theAmerican Psychology Law Society
(http://www.unl.edu/ap-ls). First is the mentor model. In this
model, graduate students learn their skills by working and con-
ducting research with individual faculty members who practice
or do research in the field of law and psychology.Although this
model affords students with individualized training, the stu-
dents typically receive little formal training in the broad area of
the field, and they are unlikely to have a critical mass of col-
leagues with whom they can converse and collaborate.

Ogloff and Schuller (2001) refer to the second model as
the “limited focus training model.” In this model, students
study and train in a department in which there is more than
one person working in the field of law and psychology. Alter-
natively, they may study in a department with one person in
the field, but have access to psychologists in institutions (e.g.,
jails or prisons, forensic hospitals) who help enrich their
training experiences. Programs of this ilk provide students
with a wider range of training experiences than is available to
students trained by way of the mentor model. Again, though,
it is generally difficult for prospective students to identify
psychology departments that do offer some informal training
by relying on one or two people in the field.

Another model includes actual programs in law and psy-
chology or forensic psychology. There are several of these
programs available, and that number is gradually growing.
Although the programs vary considerably in their detail and
focus, they provide students with an overview of the field of
law and psychology as well as advanced courses, research
experiences, and practical or applied training in some area of
the field. Some of the courses allow graduate students in psy-
chology to take one or more courses in law schools. At least
one program, at the University of Nebraska-Lincoln, allows
students the option of completing a nonprofessional degree in
law, called the Master of Legal Studies. This degree requires
students to complete approximately one third of the course
that a law student usually takes. The clear advantage of the
programs in law and psychology beyond the opportunity to
complete a range of relevant courses in the field is that stu-
dents have the benefit of being part of a critical mass of stu-
dents and faculty with common interests. Often the learning
and training experiences are enriched by the expanded op-
portunities a program can afford.

Afinal training model, which has been adopted in a few uni-
versities in NorthAmerica, is a joint or dual degree program in
law and psychology or forensic psychology (Ogloff, 1999b).
In these programs, students have the opportunity of simultane-
ously pursuing a law degree (a Juris Doctor or JD in the United
States and a Bachelor of Laws degree or LLB in Canada) and a
PhD or PsyD in psychology.Although these programs are very
demanding, because they require students to complete all of
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the requirements for both the law degree and PhD, the pro-
grams do allow students to become experts in the law.

Beyond developing training programs, considerable dis-
cussion is occurring in the field about whether forensic
psychology programs should be accredited. In addition, com-
mentators have noted that there still are few well-established
training programs in forensic psychology (Otto & Heilbrun,
2002). Moreover, Otto and Heilbrun (2002) note that there are
few accredited internships with specialized training in foren-
sic psychology and even fewer postdoctoral fellowships avail-
able. It is our view that with the rapid growth and development
in the field, there can be little doubt that forensic programs will
continue to emerge and that at some point some form of
accreditation might be developed.

FUTURE CONCERNS

Throughout this chapter we have defined the newly recog-
nized area of specialty practice forensic psychology. We
noted the growth of forensic psychology, and we reviewed
some of the contemporary issues in the field. In the remainder
of this chapter, we would like to highlight some of the con-
cerns regarding forensic assessments that will need to be ad-
dressed in the future. This list will by no means be exhaustive,
but in our view the matters identified here are among the most
pressing ones. The matters we shall highlight can be broken
into two general topics: the need for quality control in foren-
sic assessment and areas requiring future development (e.g.,
civil forensic assessment and forensic assessments with
youth, women, and visible minorities).

Quality Control in Forensic Assessment

In the good old days, most psychologists viewed forensic
psychology as an unattractive and unappealing field. Our
comment about the good old days is written somewhat face-
tiously; however, along with the recent attraction of the field
of forensic psychology has come a plethora of related prob-
lems. Chief among the problems that we see in the field is the
fact that many of the psychologists who are making their way
into the forensic field, frankly, are poorly trained and inexpe-
rienced and do not do a good job overall. Although this state-
ment may seem too extreme, it points to a very serious
problem. Given the force of the law in the lives of the people
with whom forensic psychologists work, extreme care must
be taken to ensure that our work is competent. As Otto and
Heilbrun (2002) note,

That some psychologists are motivated to enter the forensic arena
because of economic concerns is not, in itself, problematic. Those

psychologists who actively seek to increase their forensic knowl-
edge, skills, and abilities through continuing education, supervi-
sion, and other methods are to be commended and supported. It
becomes problematic, however, when some psychologists, in re-
sponse to financial concerns, enter and practice in the forensic
arena unprepared. Psychological expertise, forensic or otherwise,
is not developed overnight. By its very nature forensic work is
likely to be subjected to a greater degree of scrutiny than other
kinds of psychological services, and there is some support for the
claim that this is occurring over time. (p. 1)

Although we are sympathetic to the economic pressures that
psychologists feel, particularly in light of the impact of man-
aged care on the delivery of health care services, psychologists
must ensure that they are competent before entering forensic
practice. Unfortunately, across North America, licensing bod-
ies report that complaints arising from assessments and prac-
tice in the forensic arena are among the most frequent they see
(Ogloff, 1999a). Although forensic psychologists can expect a
greater risk of being the focus of an ethics complaint simply be-
cause of the adversarial nature of the law, the fact is that there is
substance to a large proportion of the complaints that are
lodged. To the extent that psychologists are not policing them-
selves appropriately, then, the question arises whether we
should not move toward a model of credentialing and certifica-
tion in forensic psychology.

Otto and Heilbrun (2002) discuss the advances in creden-
tialing and certification that have emerged in forensic psychol-
ogy. In particular, they note that as many as nine states have
some program of credentialing psychologists who conduct
criminal forensic assessments. In addition, increasing num-
bers of forensic psychologists are seeking board certification.
Preeminent among these credentialing boards is the American
Board of Forensic Psychology, which employs a stringent
process of reviewing an individual’s training, experience, and
knowledge prior to granting the individual diplomate status.
Sadly, a number of newer boards are emerging that grant
diplomate or fellow status without careful scrutiny. Such
boards are referred to unkindly as vanity boards, and, gener-
ally speaking, psychologists gain little from gaining recogni-
tion from such a board (Hanson, 2000; Otto & Heilbrun,
2002).

We are reluctant to advocate that all forensic psycholo-
gists ought to be board certified or otherwise specially cre-
dentialed. Indeed, little if any evidence exists to show that
forensic psychologists who are board certified or otherwise
recognized as specialists are more competent than other
forensic psychologists or whether credentialed forensic psy-
chologists are more ethical. Nonetheless, board certification,
through a rigorous process, can at least provide some assur-
ance that the forensic psychologist meets some accepted
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threshold of training, experience, and knowledge in the field.
As discussed earlier in this chapter, the onus falls on the indi-
vidual psychologist who enters the forensic area to ensure
that he or she is competent in every sense of the word. As
with developments in training programs, we can expect that
more forensic psychologists will seek board certification or
equivalent recognition.

Areas Requiring Future Development

Given that forensic psychology can be seen as being in the
developmental stage of adolescence (Grisso, 1991), it is not
particularly surprising that many areas of forensic assessment
require further development or refinement. Here, we shall
focus on two topics that are in great need of more attention at
this time. The first is the entire area of civil forensic assess-
ments and the second is the need to focus more attention on
forensic assessments conducted with youth, women, and
visible minorities. 

Civil Forensic Assessments

Traditionally, forensic psychologists have worked primarily
in the criminal field. Indeed, most often when people think of
forensic psychologists, they think of psychologists who work
with criminals. Today, although more forensic psychologists
do work in noncriminal areas of law, the focus of the research
and development of instruments and techniques in practice is
still on topics within criminal law. Without a doubt, though,
many more people are affected by civil law than are ever
affected by criminal law (Melton et al., 1997; Ogloff, 2001).
As a result, forensic psychologists would do well to learn
about civil law topics for which psychology has some rele-
vance. More importantly, of course, psychologists need to
develop more instruments that are relevant to civil law topics
and to develop assessment techniques to address these mat-
ters. As discussed previously in this chapter, there are several
topics in civil law that require further development.

Forensic Assessments With Youth, Women, 
and Visible Minorities 

Perhaps because of our historical focus on criminal behavior,
much of the research and practice in forensic psychology has
focused on males, and adult males at that. Moreover, despite
the overrepresentation of some visible minorities in the crim-
inal justice system, relatively little attention has been paid in
forensic assessments to questions about the validity of foren-
sic assessments for populations other than White adult males
(Ogloff, 2001).

Although there has been a dramatic increase in forensic as-
sessment instruments that have been developed over the past
15 years (Otto & Heilbrun, 2002; Heilbrun et al., 2002), sur-
prisingly little attention has been paid to the validation of such
tests for the diverse populations with which the instruments
are sometimes used. To simply employ an instrument across
populations, regardless of age, race, or gender of the person
being assessed, is inappropriate. At the very least, then, foren-
sic psychologists need to be assured that the tests they are em-
ploying are valid and that there are normative data available
for the population from which the person being assessed is
drawn. In the extreme, using instruments that have not been
normed on the population from which the person being as-
sessed comes is evidence of incompetence, and the results of
the assessments will have questionable validity.

As the refinement of legal standards for the admissibility of
expert psychological testimony has developed following the
decision in Daubert v. Merrell Dow Pharmaceuticals (1993),
the focus of inquiry by courts has moved from the general ac-
ceptance of a measure within the field to an examination of the
scientific foundation of the instruments. This, again, increases
the need for forensic psychologists to ensure that the psycho-
metric instruments and clinical techniques they employ in
their assessments are empirically validated.

CONCLUSION

This is an exciting time for the field of forensic psychology.
Now that forensic psychology has been formally recognized
as a specialty area of practice within psychology, the need is
greater than ever before to ensure that forensic psychology
meets the highest standards of the discipline. Unlike most
other areas of psychology, forensic psychology is reliant upon
the law, which places unique demands on the field. In particu-
lar, the legal standards that govern the assessments that foren-
sic psychologists perform establish the parameters of the
assessments. Thus, forensic psychologists must be thoroughly
knowledgeable about the areas of law in which they work.

As the field of forensic psychology has developed, several
contemporary issues have received some attention. In partic-
ular, forensic psychologists must not rely solely upon clinical
experience when conducting assessments, nor should they
limit their assessments to purely actuarial measures. Rather,
we advocate the use of structured clinical decision-making.
This technique involves some reliance upon actuarial instru-
ments and, more importantly, empirically supported evidence
in developing clinical decisions. Given its reliance upon em-
pirically validated instruments and techniques, we support
the scientist-practitioner model in forensic psychology.
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In addition, we recognize the need for forensic psycholo-
gists to be knowledgeable about the law in the areas in
which they work. Although general psychological testing
has some utility for forensic assessments, gone are the days
when standard psychological assessments could satisfy the
demands of the legal system for our work. As we noted, it is
critical to use the legal criteria that underlie a forensic as-
sessment referral as guidelines for the assessment. At the
same time, though, we caution against having forensic psy-
chologists offer their opinions about the ultimate legal issue
being addressed by the court or other legal decision-makers.
In addition, it is critical that forensic psychologists do not
fall into the trap of becoming advocates or hired guns for the
party that employed them. Finally, the emergence of foren-
sic psychology has seen some development of forensic train-
ing programs. At the present time, there are not enough
comprehensive programs to meet the needs of the field.
Over time, too, it will become necessary to explore the pos-
sibility of accrediting specialized forensic clinical training
programs.

Moving beyond the issues that have emerged in the field,
we highlighted two major areas that present future concerns.
First, with the explosion of the field of forensic psychology, it
has become increasingly important to ensure that some qual-
ity control mechanism is developed. Although we do not ad-
vocate a strict model of board certification, we do recognize
the value of such a credentialing mechanism. Moreover, we
caution readers to avoid becoming recognized by the increas-
ingly notorious vanity boards.

Of considerable importance in forensic assessment is the
need to move beyond the criminal law field and to develop
specialized forensic assessment techniques and instruments
that will be valid for use in the expansive areas of civil law.
Finally, surprisingly little attention has been paid to validat-
ing assessment instruments and methods for use with di-
verse populations, including youth, women, and visible
minorities.

On the whole, we in the field of forensic psychology have
accomplished a great deal in a relatively short time in foren-
sic psychology. Interested readers need only review the pre-
mier books that were in print in the mid-1980s (e.g., Melton,
Petrila, Poythress, & Slobogin, 1987; Grisso, 1986) and com-
pare the information in them with the more recent volumes
(e.g., Melton et al., 1997) that are available to see how far we
have come in so little time. Along with the growth in the field
have come several contemporary issues and future concerns
that must be addressed. From our perspective, the field of
forensic clinical assessment is particularly challenging and
rewarding, and we look eagerly toward the future develop-
ments that we shall experience in the field.
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At the beginning of every episode, viewers of the long-running
television series Law and Order were informed that the crimi-
nal justice system is composed of two parts, the police who in-
vestigate crime and the district attorneys who prosecute the
offenders. Not so! There is a third, equally important, compo-
nent: the correctional system. Once a defendant has been con-
victed, the work of the police and the prosecutors is finished.
For the men and women who work in corrections, the job has
just begun. For months or years to come, it is they who must
deal with the offenders. Correctional psychologists are an in-
tegral part of a modern correctional system, and assessment is
their most important function.

Today, the correctional system and the psychologists who
work within it are facing unprecedented challenges. In the
United States alone, more than 5.7 million men and women,
2.8% of the adult population of the United States, are under
some form of correctional supervision on any given day. Ap-
proximately 3,300,000 are on probation, 560,000 in local jails,
1,200,000 in state or federal prisons, and 690,000 on post-
release supervision or parole (A. J. Beck et al., 2000). The num-
ber of incarcerated adults alone increased 667% from 1970 to
2000 (American Correctional Association, 2000), and in any
given year there are approximately 10 million new admissions
to jails across the country (Bureau of Justice Statistics, 1995).

At every stage of the criminal justice system, crucial deci-
sions must be made regarding each offender (Megargee &

Carbonell, 1995). After people are arrested, it must be de-
cided whether they should be released or detained, diverted or
prosecuted. For those who are convicted of criminal offenses,
judges must decide whether they should be admonished,
fined, placed on probation, enrolled in appropriate rehabilita-
tion programs, or sentenced to terms of confinement. Each
new admission to a jail or prison must be screened for psy-
chological disorders and developmental disabilities to iden-
tify those who (a) are dangerous to themselves or others,
(b) are at risk of victimization, or (c) require mental health
interventions. In addition, correctional authorities must estab-
lish their most appropriate supervision and custody levels and
then determine the programs and change agents best suited
to their particular needs. Eventually, many prisoners must
be screened to determine who can be released on parole, or,
in certain cases, who should be confined beyond the ends
of their sentences in order to protect the community. Psycho-
logical assessment plays a crucial role in many of these
decisions.

This chapter describes and discusses psychological as-
sessment in adult correctional settings, emphasizing the ini-
tial assessments and evaluations mandated by professional
organizations and credentialing bodies. It examines external
and internal classification, risk assessment, mental health and
psychological screening, and needs assessment for manage-
ment and treatment programming in jails and correctional
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institutions as well as probation and parole settings. The em-
phasis will be on policies and research in countries whose
legal systems are rooted in English common law, specifically,
Canada, the United Kingdom, and the United States. It will
not encompass the evaluation of forensic questions such as
legal competency and criminal responsibility, which are dealt
with elsewhere in this volume. 

Space does not permit descriptions of all the many
assessment tools and techniques used to address these ques-
tions in correctional settings. Instead, the broader issues
of correctional classification will be discussed and a few of
the instruments that are most used or most useful will be
described.

ASSESSMENT AT VARIOUS STAGES OF
THE CORRECTIONAL SYSTEM

Although the correctional system deals almost exclusively
with people accused or convicted of committing crimes, it
comprises a number of separate and distinct segments. Each
has its own tasks and issues, and each is subject to different
legal constraints. These segments include jails, probation ser-
vices, correctional institutions of various types, and aftercare
services such as parole. In this section, assessment issues in
each of these settings will be discussed.

Standards for Health Care in Corrections 

Prisoners are, literally, a captive population. Unlike free-
world clients, inmates cannot shop around for mental health
services. Nevertheless, mental health assessments can have a
major impact on offenders’ lives, influencing whether they
are set free, imprisoned, or even, in certain jurisdictions, sen-
tenced to death (Cunningham & Reidy, 1999).

Because prisoners are totally dependent on correctional
staff for their health care needs, a number of professional health
care organizations have formulated standards and guidelines
regarding the nature and the extent of the psychological and
other services that should be afforded offenders in various set-
tings. They include the American Association for Correctional
Psychology (AACP; 1980, 2000), the American Correctional
Association (ACA; 1981), the American Psychiatric Associa-
tion (1989), the American Psychological Association (1991),
the American Public Health Association (1976), and the
National Commission on Correctional Health Care (NCCHC;
1996, 1997). This chapter will focus on the AACP (2000) stan-
dards and, to a lesser extent, those of the NCCHC, since they
most directly concern the delivery of mental health services
and encompass the full range of correctional settings.

General Provisions

The AACP (2000) standards contain certain general provi-
sions that apply to assessment in all correctional settings.
They specify that each setting should employ one or more
doctoral-level licensed psychologists experienced in the
delivery of psychological services in correctional settings.
With millions of people being processed by correctional fa-
cilities each year, it is obviously impossible for such highly
qualified practitioners to carry out all the assessment proce-
dures that are needed. Instead, they must (a) formulate and
implement protocols for psychological screening; (b) super-
vise assessments conducted by master’s-level psychologists,
psychology interns, and paraprofessional mental health staff
members; and (c) train other correctional staff members to
recognize the signs and symptoms of mental disorders
(Anno, 1991).

The AACP (2000) standards stipulate that psychological
assessments should comply with the ethical standards of the
American Psychological Association (1992) as well as with
any laws applying in that locality. Specifically, correctional
psychologists should, “limit their functioning to their
demonstrated areas of professional competence” (p. 452).
With regard to assessment, this implies that correctional psy-
chologists should not administer or supervise the adminis-
tration of unfamiliar assessment techniques. Moreover, they
should understand any problems associated with the admin-
istration and interpretation of familiar techniques in correc-
tional settings, such as how the test scores might be
influenced by deception or malingering, and the norms, base
rates, and cutting scores found among criminal offenders in
their correctional setting.

Furthermore, assessments should be performed only by
qualified personnel. As noted earlier, if fully qualified cor-
rectional psychologists do not administer psychological
assessments personally, they are responsible for supervising
the evaluations carried out by others. Under no circum-
stances should inmates or offenders be used to administer,
score, process, or file other offenders’ tests or mental health
information.

A primary ethical question in correctional psychology is,
“Who is the client?” (Monahan, 1980). Although correctional
psychologists work with offenders, they work for the correc-
tional system. Psychologists must make sure that offenders
understand that they have obligations to the system as well
as to the offenders. For example, correctional psychologists
may have a legal or ethical duty to disclose information bear-
ing on the security of the institution or the safety of the staff
or inmates, and to warn potential victims who may be at risk
(VandeCreek & Knapp, 1989). 
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Prior to any assessment, offenders should be informed
about all limits on confidentiality, how information they pro-
vide may be used, and who may have access to those data.
Prior to any formal assessments being carried out, offenders
should be provided with full disclosure in writing and asked
to sign a form acknowledging receipt of this information. 

There should be written documentation of all mental
health information and the results of all tests and evaluations.
These data and reports should be placed in secure, confiden-
tial files that are maintained by the mental health service and
kept separate from other agency records. Information in the
file should be provided to other correctional staff only on a
need-to-know basis and under the supervision of a mental
health staff member. 

Within these general parameters, there are specific prob-
lems, issues, and guidelines for assessments conducted in dif-
ferent settings. 

Jails

Jails are local facilities that are typically under the jurisdic-
tion of the county sheriff. They range in size and resources
from small rural lockups to huge metropolitan facilities with
thousands of inmates. The Cook Country (Chicago) jail, for
example, admits more than 100,000 people annually (ACA,
2000). When someone is arrested, the local jail is typically
that person’s first point of contact with the correctional
system.

Few, if any, clinical populations are as heterogeneous as
that of the accused and convicted offenders encountered in a
county jail. They come from all walks of life, ranging from
society’s affluent to its effluent. All conceivable ethnicities
and nationalities are represented, and, although they speak a
variety of languages, English is not always one of them. Test-
ing is further complicated by the fact that their academic and
reading skills may be minimal or nonexistent. 

The offenders encountered in jails approach assessment
with different motivations and perspectives. Some may be
malingering, hoping to be declared incompetent or legally in-
sane. Others may try to impress the examiner with their ex-
emplary mental health, hoping it will help them to be released
to the community. 

Deinstitutionalization of the mentally ill has shifted much
of the burden for coping with psychiatric patients from state
and local psychiatric hospitals to jails (Torrey et al., 1992).
As Kennedy (1993, p. 309) noted, “many ex-patients become
prisoners for relatively petty yet socially troublesome be-
havior related to their psychiatric condition.” Teplin (1990,
1996) reported that 6.1% of the men and 15.0% of the women
detained in the Cook County jail had symptoms of serious

mental disorders. Suicide is another concern. The rate of sui-
cide among people in custody is 2 to 9 times higher than that
in the community, and, of all those in custody, the highest
rates are found among defendants awaiting trial (Rowan,
1998).

Functions

A jail is expected to serve three basic functions. First, it
serves as a clearinghouse and referral source for arrested in-
dividuals. After an arrest, decisions must be made as to who
can be released and who should be detained pending arraign-
ment. Those individuals with urgent physical or mental prob-
lems must be identified and referred or treated (Anno, 1991).
These decisions require assessment.

After arraignment, the second function of the jail is to pro-
vide for the secure detention of accused offenders who may
flee to avoid prosecution or who may commit further crimes
while awaiting trial. Such defendants can remain in the jail
awaiting trial for weeks or months, so additional assessment
and screening are necessary to decide where and with whom
they should be placed, and to determine what services and
programs they should be afforded. This last task is compli-
cated by the fact that the correctional system is not supposed
to attempt to rehabilitate unconvicted individuals who, at this
point in the proceedings, are not considered guilty of any
crime (National Advisory Commission on Criminal Justice
Standards and Goals, 1973).

The third and final function of the jail is to serve as a
correctional facility for those convicted of misdemeanors
and sentenced to periods of confinement of less than a year.
This requires further screening to identify those offenders
with special needs for physical or mental health care or in-
terventions (Anno, 1991). Additional assessment is needed
to help formulate a management and treatment plan for each
offender to guide his or her placement within the facility
and to determine the type of programming that is most
appropriate.

Mental Health Staffing

Given the round-the-clock need for both mental and physical
screening of new arrivals, it is more difficult to provide ade-
quate psychological services in jails than in any other com-
ponent of the criminal justice system. Smaller facilities often
cannot afford the services of a full-time licensed psycholo-
gist. Even if a jail has adequate financial resources, those in
rural or isolated areas may not be able to find well-qualified
practitioners, especially ones having correctional experience. 
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The AACP (2000) standards adjust expected staffing lev-
els to the size of the jail. Jails with an average daily popula-
tion (ADP) of 10 or fewer should have a psychologist on call.
Those with an ADP of 11 to 75 inmates are expected to have
a contract psychologist in the facility at least 8 hr a week;
those with an ADP of 76 to 125 should have one on site at
least 16 hr a week; and those with an ADP greater than 125
should have a full-time psychologist on staff. Larger facilities
should have one full-time mental health staff person for every
150 to 160 inmates. Furthermore, the standards suggest that
the composition of the staff should reflect the ethnic, racial,
gender, and linguistic makeup of the inmate population. 

It is unlikely that many facilities meet all these ideals. Jails
are probably the most underfunded of all the elements in the
criminal justice system; sheriffs typically focus more on law
enforcement than on corrections, and jails are often hard put
to meet the basic physical and security needs of their inmates.
Except in the case of the most flagrantly and acutely dis-
turbed inmates, mental health services may regarded as a lux-
ury. Even in those jails that do meet the recommended
staffing guidelines, the inmate-to-psychologist ratio is often
so high that the best use of the psychologists’ time is assess-
ing offenders and training paraprofessionals to recognize the
signs and symptoms of mental disorders so they can refer dis-
turbed inmates for further evaluation. 

Assessment

People arrive at the jail directly from the street at all hours of
the day and night. Often they are in acute need of physical or
mental health care. Acute mental health problems can include
psychosis, agitation, anger, depression, intoxication, and
drug withdrawal. The first requirement in jails is screening
new admissions for physical and mental conditions that re-
quire immediate intervention, and identifying those who pose
a threat to others or to themselves. Reception screening
should take place before the inmate is placed in a double cell
or into the general population of the jail (AACP, 2000). 

The AACP standards state the following:

The reception screening process should include (a) a review of
papers or records accompanying the inmate, (b) completion of
the reception screening form with the help of the inmate (i.e. a
review of the inmate’s mental health history concerning suicidal
behavior, sexual deviancy, alcohol and other substance abuse,
hospitalizations, seizures, and patterns of violence and aggres-
sion), and (c) visual observations of the inmate’s behavior (i.e.
observing for signs of delusions, hallucinations, communication
difficulties, peculiar speech and/or posturing, impaired level
of consciousness, disorganization, memory deficits, depression,
and evidence of self-mutilation). (2000, p. 465)

Intake and reception personnel who have been appropri-
ately trained to recognize the signs of acute mental and phys-
ical disorders can screen newly arrived inmates and make
appropriate referrals to medical and psychological consul-
tants or agencies. Rowan (1998) noted that the officer who
transported the inmate to the jail is another useful source of
information.

Inmates referred for additional psychological assessment
should be evaluated by qualified mental health personnel
within two weeks of referral. This should include reviewing
intake records and referral information, contacting the indi-
vidual’s prior therapists or personal physician for information
regarding his or her mental health history, conducting an ex-
tensive diagnostic interview, and writing and filing a brief re-
port. (Although not specifically called for by the AACP
standards, psychological testing is also appropriate if quali-
fied personnel are available to administer and interpret the
tests.) If signs of mental disturbance or disorder are found,
the inmate should be placed in a separate area where closer
supervision is possible. The psychologist should formulate a
treatment plan that can be carried out in the jail by staff mem-
bers or, if release is imminent, by referral to an appropriate
mental health resource in the community (AACP, 2000,
p. 466).

Probation

Despite the fact that probation is the most common form of
correctional supervision in the United States, there has been
less written about probation in the psychological literature
than there is about any other component of corrections.

Functions

When a juvenile or adult defendant pleads guilty or is con-
victed of committing a crime, the court often considers pro-
bation as an option, especially for younger offenders with
relatively benign criminal histories who have been charged
with relatively minor, nonviolent offenses. The probationer is
expected to report to his or her supervising probation officer
at regular intervals and to abide by other conditions of proba-
tion, which may include attending school, maintaining gain-
ful employment, participating in various forms of treatment
(e.g., anger management or DUI [driving under the influence]
school), and, obviously, refraining from further criminal ac-
tivity. Successful completion of probation may get the origi-
nal offense expunged from the probationer’s record, but
failure to comply with the terms of probation may mean that
the offender is remanded into custody and sentenced on the
original charges.
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The clients encountered in a probation service differ from
those found in a jail. The most disturbed and acutely ill
individuals should have been referred to the mental health
system. The adult clients have all been convicted and their
attorneys have advised them it is in their best interest to make
a favorable impression on the psychologist. Most are quite
cooperative. Malingering is rare, but psychologists must
be prepared for positive dissimulation. 

Mental Health Staffing

Neither the AACP or the NCCHC standards specify mental
health staffing levels in outpatient settings such as probation or
parole. Some probation departments employ their own staff
psychologists. Many employ private practitioners on a contract
or consulting basis. Others refer clients to the county’s com-
munity mental health center for assessment and treatment.

Assessment

Individual assessment is often a primary function of correc-
tional psychologists in probation services. When a juvenile is
accused or an adult is convicted of a criminal offense, the
court may order a probation report. The investigating proba-
tion officer (PO) compiles a detailed case history on the basis
of interviews with the defendant and with other relevant
sources such as family members, teachers, and employers. As
part of this investigation, the PO may request a psychological
evaluation. This may focus on diagnosis (What is wrong with
this person? Why is she running away from home, doing
drugs, not attending school? Why is he stealing cars, getting
into fights?) or prognosis (If we place this person on proba-
tion will he or she make us look bad? Will she pass more bad
checks? Will he keep hitting his wife?).

After a defendant has been placed on probation, a super-
vising PO may request an evaluation to assist in management
or treatment. (Should I set strict limits or be supportive? Will
this probationer benefit from group therapy?)

The first step is to meet with the PO and clarify the reason
for the referral. Often the psychologist can answer the refer-
ral question using information the PO has already collected.
This not only takes care of the referral but helps train the PO. 

Often, however, an individual appraisal is indicated. If
so, it helps to have as much case-history information as pos-
sible, including not only the prosecution’s description of the
current offense (colloquially referred to as “the D.A.’s short
story”), the prior criminal history, and whatever information
the PO has been able to glean from the defendant’s family,
teachers, or employers. If time permits, and the defendant

signs a release, reports from other mental health personnel
who may have conducted evaluations can also be helpful.
The choice of assessment techniques should be geared to the
issues raised by the referral question; in addition to a clinical
interview, individual intelligence, achievement, and person-
ality tests are often indicated. 

Prisons and Correctional Institutions

Most empirical research on correctional assessment has taken
place in prisons and correctional institutions. As noted ear-
lier, prisoners are a captive population. The one thing they
have in abundance is time, which makes them an excellent
source of research participants. 

Functions

The basic function of prisons is to confine convicted felons in
a secure setting for the period of time specified by the sen-
tencing judge. While they are incarcerated, the courts have
held that prisoners (as well as pretrial detainees) have a con-
stitutional right to adequate and sufficient medical care under
the Eighth Amendment’s prohibition against “cruel and un-
usual punishments” (Estelle v. Gamble, 429 U.S. 97, [1976],
cited by Kay, 1991, p. 3). The courts have further held that
this includes mental as well as physical health care, because
“there is no underlying distinction between the right to med-
ical care for physical ills and its psychological or psychiatric
counterpart” (Bowring v. Godwin, 551 F. 2d 44, 47 [4th Cir.
1977], quoted by Kay, p. 15).

Prisons are expected to do more than confine inmates and
preserve their health. Various segments of society also expect
prisons to incapacitate, punish, rehabilitate, or reform in-
mates, while deterring criminal behavior in other potential
offenders—a mélange of demands that are often mutually
exclusive.

To accomplish these goals, further assessment is required.
To protect society and incapacitate offenders, correctional in-
stitutions must place them in settings that are sufficiently se-
cure that the prisoners cannot or will not abscond or escape.
However, the courts have also held that prisoners are entitled
to the “least restrictive custody level that is commensurate
with their own safety and the safety of other inmates, staff,
and the community” (Solomon & Camp, 1993, p. 9). This
means assessing the security and supervision levels required
by each inmate (Levinson, 1988). Further evaluations are
needed to formulate management and treatment plans de-
signed to rehabilitate or reform offenders. Moreover, over-
crowding may require establishing priorities for inmates’
access to treatment programs.
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Mental Health Staffing

The AACP (2000) standards stipulate that there should be at
least one licensed, doctoral-level, full-time psychologist with
correctional experience who is responsible for the delivery of
psychological services on staff at each correctional facil-
ity and at the headquarters of a multisite system. In ordinary
correctional institutions, the expected ratio is 1 full-time psy-
chologist for every 150 to 160 inmates; in specialized treat-
ment units, such as those for drug-dependent or mentally ill
inmates, the ratio should be 1 for every 50 to 75 adult offend-
ers.As with jails, it is expected that the qualified mental health
professionals will train line staff to recognize the signs of men-
tal illness, potential suicide, or mental retardation and refer
such inmates for more extensive mental health evaluations.

Assessment

After sentencing, offenders are typically held in the local jail
until they can be transferred, along with copies of their legal,
medical, and psychological records, to the state correctional
system, often to a facility that is set aside for admission and
classification. At the classification center, newly admitted
inmates should immediately be screened for signs of mental
illness, developmental disabilities, and potential suicide by
qualified health care professionals.

Within the first week (AACP, 2000) or 14 days (NCCHC,
1997) after admission, a mental health assessment should be
conducted. The AACP standards (2000, p. 465) state, “Such
routine evaluations should be brief and include (but not be
limited to) behavioral observations, record review, group
testing to screen for emotional and intellectual abnormalities,
and a written report of initial findings.” The NCCHC’s
(1997) prison standards also stipulate that group or brief indi-
vidual intelligence tests should be administered as part of the
initial mental health assessment.

Classification

Classification is the next major assessment task. In 1973, the
National Advisory Commission on Criminal Justice Stan-
dards and Goals called for the immediate implementation of
comprehensive classification systems at all levels of the
criminal justice system, arguing that 

classification can make handling large numbers of offenders
more efficient through a grouping process based on needs and
problems. From an administrative standpoint, classification sys-
tems can provide for more orderly processing and handling of
individuals. From a financial standpoint, classification schemes
can enable administrators to make more efficient use of limited
resources and to avoid providing resources for offenders who do
not require them. (1973, p. 201)

The courts agreed. In Palmigiano v. Garrahy (443 F. Supp.
956, D.R.I. 1977, cited by Solomon & Camp, 1993, p. 5), the
court held, “Classification is essential to the operation of an
orderly and safe prison system. It enables the institution to
gauge the proper custody level of an inmate, to identify the in-
mate’s educational, vocational and psychological needs, and
to separate non-violent inmates from the more predatory.”

Parole

The role of the psychologist in parole services is similar to
that in probation. In both instances, community placement of
convicted offenders is being considered; the difference is that
paroled offenders have served part of their sentence and are
being released to supervised placement in the community
subject to certain specified conditions. If they do not abide by
these conditions or if they commit additional crimes, their pa-
role can be revoked and they are returned to serve the balance
of their sentence.

Psychological assessments may be requested to help de-
termine whether prison inmates are ready for parole and, if
so, what conditions should be imposed. As with initial classi-
fication, a number of objective devices have been created to
predict both general and violent recidivism, as well as sexual
predation. Some of these instruments will be described and
discussed in the next section.

Once an offender has been paroled, the supervising parole
officer may request a psychological assessment to assist in
management or treatment. In these cases, the task is similar to
that of psychologists in probation settings. 

RISK ASSESSMENT AND EXTERNAL
CLASSIFICATION

Risk assessment used to be referred to as predicting danger-
ousness (Heilbrun & Heilbrun, 1995). Today it is recognized
that the threat an offender poses to others depends in part on
the setting and circumstances. 

External classification focuses on assigning prison in-
mates to the most appropriate facilities in a multisite system.
Robert Levinson, an architect of the Federal Bureau of Pris-
ons’ (BOP’s) classification system, wrote, “The goal of this
first stage of the classification process is to designate new
arrivals to the least restrictive correctional institution that
appropriately matches the offenders’ needs for security and
control” (1988, p. 25). The latter elements are operationally
defined by architectural features such as the presence or ab-
sence of walls, fences, gun towers, sally ports, and corridor
grills, and by the amount of supervision afforded each of-
fender. In all but the smallest states, security levels for male
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prisoners typically range from maximum security peniten-
tiaries, through medium security correctional institutions,
down to minimum security open camps. Women, who com-
prise only 5% of the incarcerated population, have fewer op-
tions available; 19 states have only one correctional facility
for all their female prisoners (ACA, 2000).

Risk assessment is also central to whether offenders can
be placed in the community on probation or parole. Much of
the initial research on risk assessment involved attempts to
predict parole success (Glaser, 1987). More recently, a num-
ber of states have passed laws permitting the continued con-
finement and treatment of mentally disordered sex offenders
(MDSOs) whose prison sentences may have expired, if they
pose a threat to the community. Psychologists are often in-
volved in these determinations. 

Approaches to Risk Prediction

A number of approaches to risk prediction have been
adopted. Clinical judgment relies on the expertise and expe-
rience of correctional professionals, such as caseworkers and
correctional psychologists. Objective methods utilize stan-
dard instruments such as checklists, scorecards, decision
trees, and regression equations to calculate each offender’s
risk for various types of undesirable behavior. In some set-
tings, assessment personnel can override the instrument; in
others, they cannot.

Objective methods can be derived rationally or empiri-
cally. Rationally constructed instruments try to capture the
judgments of classification experts and apply them in a stan-
dard fashion. Empirically derived tools typically compare
groups of offenders who differ with regard to the behavior in
question, such as adjustment to prison, and combine the fac-
tors that significantly differentiate groups into an objective
instrument. In addition to clinical judgment and specially con-
structed objective risk assessment devices, certain psycholog-
ical scales and tests have also been applied to risk assessment
in correctional settings. In this section we will describe and
discuss each of these approaches to risk assessment.

Subjective Judgment

The earliest and probably most ubiquitous approach to risk
assessment was the clinical judgment of experienced case-
workers and correctional psychologists. Parole board mem-
bers in both the United Kingdom and the United States often
base their decisions on their individual evaluations of each
offender (Glaser, 1987; Tidmarsh, 1997). For example, the
British Prison Service’s Wakefield model uses expert clinical
judgment to weigh factors and arrive at judgments about the
amount of time (tariff ) that each convicted lifer should serve
(Clark, 1994).

Clinical risk assessment has been criticized as being
overly subjective and potentially influenced by illusory cor-
relation and hindsight bias (Towl & Crighton, 1995). This
was illustrated by Cooper and Werner’s (1990) investigation
of the abilities of 10 psychologists and 11 caseworkers to pre-
dict institutional violence, based on 17 variables in a sample
of 33 male federal correctional institution inmates, 8 of
whom (24%) were violent and 25 of whom (76%) were not.
They found that interjudge reliabilities were quite low, aver-
aging only .23 between pairs of judges. Pooled judgments
were substantially more reliable than individual assessments.
Accuracy was appalling; the psychologists’ predictive accu-
racy averaged only – .08 (range = – .25 to + .22), while the
caseworkers’ mean accuracy was + .08 (range = – .14 to
+ .34). The main reason for the inaccuracy appeared to be
illusory correlation, with judges often using cues that proved
to be unrelated to the criterion.

According to James Austin, the executive vice president
of the National Council on Crime and Delinquency, 

Prior to the development of objective prison classification
systems in the late 1970s and through the 1980s, classification
decisions were largely based on the subjective judgment of cor-
rections professionals who relied on experience and intuition.
Although agencies sometimes specified criteria to be considered
by classification staff, the relative importance of each factor was
left to the subjective judgment of each staff person or the un-
charted consensus of a classification committee. Such informal
criteria may have had little or no relationship to actual prison
behavior and, generally, served to perpetuate myths regarding
offender conduct. (Austin, 1993, pp. 108–109)

Subjective classification procedures were impossible to
document, which resulted in a lack of oversight and ac-
countability. One result was chronic overclassification, with
offenders being assigned to more restrictive conditions of con-
finement than were necessary. In a series of cases, the courts
held that subjective classifications were too often arbitrary,
capricious, inconsistent, and invalid (Austin, 1993; Solomon
& Camp, 1993). In Laaman v. Helgemoe (437 F. Supp. 318,
D.N.H. 1977, quoted by Solomon & Camp, p. 9), the court
stated that classification systems “cannot be arbitrary, irra-
tional, or discriminatory,” and in Alabama the court took over
the entire correctional system and ordered every inmate
reclassified (Fowler, 1976).

Objective Risk Assessment

Objective or standard risk-assessment instruments were cre-
ated to minimize the subjectivity and unreliability associated
with clinical decision making. Objective tools evaluate each
offender on the same set of criteria. The results are then
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tabulated in some fashion, and predetermined, uniform deci-
sion functions, such as cutting scores or decision trees, decide
the outcome. As long as classification personnel do not over-
ride the decision, as they may in some settings, each offender
is reliably evaluated according to the same criteria. Whether
these criteria and the resulting decisions are valid, is, of
course, an empirical question.

A number of objective tools have been devised to aid in
risk assessment. One of the earliest applications of objective
predictive devices was the construction of a salient factor
score, which was used in conjunction with the length of the
original sentence to assist in parole decision-making by the
U.S. Board of Parole (Gottfredson, Wilkins, & Hoffman,
1978). The variables in the Parole Board’s salient factor score
were prior conviction, prior incarcerations, age at first arrest,
type of offense, history of parole revocations, drug use, edu-
cation, employment history, and release plan. More recently,
the Federal BOP and a number of state departments of cor-
rections have devised external classification instruments
to indicate appropriate custody and supervision levels in cor-
rectional institutions (Austin, 1993; Brennan, 1987, 1993;
Glaser, 1987). In Canada, the Level of Supervision Inventory
(Bonta & Motiuk, 1985) is used to guide probation and
halfway-house placement. 

A number of instruments to predict violence have been
devised in correctional mental health facilities. In Canada,
Webster and his associates contributed both the Danger-
ous Behaviour Rating Scale (DBRS), based on Megargee’s
(1982, 1993) “algebra of aggression model” (Webster &
Menzies, 1993); and the Violence Risk Assessment Guide
(Harris, Rice, & Quinsey, 1993), a record-based assessment
tool that, when combined with a 10-item clinical scale
(ASSESS-LIST; Webster & Polvi, 1995), comprises (a) the
Violence Prediction Scheme (VPS; Webster, Harris, Rice,
Cormier, & Quinsey, 1994), (b) the Spousal Assault Risk As-
sessment Guide (SARA; Kropp, Hart, Webster, & Eeaves,
1994), and, most recently, (c) the HCR-20: Assessing Risk for
Violence (Webster, Douglas, Eaves, & Hart, 1997). In the
United States, risk assessment tools have been devised by
Klassen and O’Connor (1988) and by the MacArthur Risk
Assessment Study (Steadman et al., 1994). For more detailed
reviews of these schemes see Austin (1993), Brennan
(1987, 1993), Glaser (1987), Heilbrun and Heilbrun (1995),
Monahan (1996), and Otto (2000).

With the passage of legislation allowing for the continued
postsentence detention and treatment of sex offenders
deemed likely to reoffend, several tools aimed specifically at
predicting sexual recidivism have been constructed. They in-
clude the Minnesota Sex Offender Screening Tool (MnSOST;
Epperson, Kaul, & Huot, 1995); the Rapid Risk Assessment

for Sexual Offender Recidivism (RRASOR; Hanson, 1997);
the Sex Offender Risk Appraisal Guide (SORAG; Quinsey,
Harris, Rice, & Cormier, 1998); and the Sexual Violence
Risk–20 (SVR-20; Boer, Hart, Kropp, & Webster, 1997).

Rationally Derived Instruments. Some objective risk-
assessment schemes are based on clinical intuition and cor-
rectional experience; they combine factors that their creators
believe are associated with misconduct, violence, or recidi-
vism. The BOP’s rationally derived model, which has been
adopted or adapted by a number of state correctional systems,
bases security-level classification on the expected length of
incarceration, offense severity, type of prior commitment,
history of violence or escape attempts, and types of detainers
(Kane, 1993). Proctor (1994), evaluating Nebraska’s adapta-
tion of the BOP model, noted that it accounted for only 3% of
the variance in institutional adjustment and concluded, “The
results regarding the predictive validity of the Nebraska
model suggest that the classification model was not a valid
instrument for predicting institutional adjustment” (p. 267).

Empirically Derived Instruments. As one might ex-
pect, empirically devised schemes have fared better. Several
studies showed that actuarial or statistical predictions of
prison misconduct and parole success were superior to ex-
perts’ subjective judgments (Gendreau, Goggin, & Law,
1997; Glaser, 1955, 1962; Gottfredson & Beverly, 1962), a
point made in other contexts by Meehl (1954) approximately
half a century ago. 

These tools have typically been devised by retrospective
comparisons of two criterion groups such as violent versus
nonviolent prisoners, or recidivists versus nonrecidivists. In-
vestigators then examine the information available in the
case records to determine empirically which social, demo-
graphic, criminal-history, or other variables significantly dif-
ferentiate the criterion groups. These schemes seem to work
best in correctional mental health facilities (which typically
have more data available, including psychological evalua-
tions, than ordinary correctional institutions).

These risk factors are then combined into a predictive
scheme. Some investigators use multiple regression equa-
tions or weighted discriminant functions, some use simple
additive models in which points are assigned for each risk
factor, and some use decision trees. In general, the simpler
the model, the more readily it is adopted. As Brennan (1993,
p. 65) noted, “Advanced statistical and quantitative proce-
dures have had minimal use in applied corrections. Any
method that requires line officers to do much more than
simple arithmetic is perceived as being too mathematically
cumbersome, too inefficient, or too advanced for successful
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introduction into applied corrections.” However, Gardner,
Lidz, Mulvey, and Shaw’s (1996) comparison of different
actuarial models for identifying mental patients prone to
repetitive violence indicated that simpler decision trees and
two-stage screening procedures were as accurate as the more
complex regression methods.

Many of the same variables turn up in the different
schemes. They include such demographic variables as age,
race, education, socioeconomic status, marital status, and job
stability, as well as criminal history variables (e.g., age at first
arrest; the nature of the present offense; the length of the
present sentence or the time remaining to be served; and
the number of previous arrests, convictions, violent offenses,
incarcerations, and escapes). Some of these variables are, of
course, highly intercorrelated. Including several highly corre-
lated variables has the effect of weighting whatever factor they
represent more heavily. Obviously, instruments based only on
past history cannot factor in the success or failure of treatment
interventions. Moreover, independent cross-validations fre-
quently show that many are not strongly related to the criterion
measures (Brennan, 1987; Hanson & Bussiere, 1998; Towl &
Crighton, 1995). The use of race and variables highly corre-
lated with race in some of these predictive schemes is contro-
versial. Inclusion of these variables may promote racial
discrimination in classification and parole decisions, but
exclusion decreases their predictive accuracy (Petersilia &
Turner, 1987).

Instruments used to predict sexual reoffending are apt to
add the nature of the sex offense, the gender and age of the
victims, and whether the client successfully completed his
treatment program. Indices derived in correctional mental
health facilities may include such variables as psychiatric
diagnosis, psychopathy as measured by Hare’s Psychopathy
Checklist–Revised (PCL-R; Hare, 1991), and response to or
compliance with treatment. Rogers (2000) has criticized
these schemes because they typically fail to include protec-
tive factors that might diminish risk. Techniques focusing
on the prediction of violent recidivism or sexual reoffending
should be applied only to offenders who already have a his-
tory of violence or sexual predation (Otto, 2000).

Actuarially derived prediction tools have improved the
accuracy of correctional classification, but they are far from
infallible. Hanson and Bussiere (1998) conducted a meta-
analysis of 61 studies of variables associated with recidivism
on the part of sex offenders and discovered that many of the
commonly used risk factors were not significantly associated
with reoffending. They also noted that different variables
were associated with general recidivism and sexual reoffend-
ing. Brennan (1993) reported that actuarial prediction tables
account for about 20% of the variance in the different

outcome measures. Otto (2000) estimated that their applica-
tion in forensic mental health units had increased the accuracy
of predictions of future violence among previously violent
psychiatric patients from about 33% to about 50%.

Personality Assessment Instruments

Psychological tests developed in other contexts and for other
purposes have also been used in risk assessment. For ex-
ample, certain scales of the Minnesota Multiphasic Personality
Inventory–2 (MMPI-2; Butcher, Dahlstrom, Graham,Tellegen,
& Kaemmer, 1989) have been correlated with measures of
institutional adjustment and violence (Megargee & Carbonell,
1995). The correlations, although significant, have generally
been too low to be of much value in risk assessment, and multi-
ple regression equations were not much better. All in all, the
MMPI-2 is better at assessing offenders’ mental health, adjust-
ment, and need for treatment or other professional interventions
(or needs assessment) than it is at estimating how dangerous
they are.

Psychopathy Checklist–Revised (PCL-R; Hare, 1991).
The psychological assessment device that has the best track
record with regard to risk assessment is Hare’s (1991) PCL-R.
Devised to assess the construct of psychopathy as originally
delineated by Cleckley (1941/1976), the PCL-R is a psycho-
metric device that is often used in risk assessment among
criminal offenders. Meloy and Gacono (1995) reported that
criminal offenders classified as psychopaths on the basis of
their PCL-R scores commit a greater number and variety
of criminal offenses, including more predatory violent of-
fenses, and have longer criminal careers than nonpsycho-
pathic offenders. Although violent behavior is not a defining
characteristic of psychopathy, psychopathic offenders’ impul-
sivity, poor behavioral control, and lack of empathy for others
make psychopaths prone to violence (Hart, 1996).

PCL-R assessments require a thorough review of the clin-
ical and legal records. This is followed by a clinical interview
in which a complete chronological case history is obtained.
Although some researchers compute PCL-R scores based
only on file data (e.g., Harris et al., 1993), this is not recom-
mended (Meloy & Gacono, 1995). 

The PCL-R consists of 20 symptoms of psychopathy, each
of which is scored on a 3-point scale from 0 (absent) to 2
(clearly present). Interrater reliabilities average .86, and users
are advised to base assessments on the average of two or
more independent ratings whenever possible (Hare, Harpur,
Hakstian, Forth, Hart, & Newman, 1990). Although Hare
et al. regard the PCL-R as a homogenous, unidimensional
scale based on its average alpha coefficient of .88, there are
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two well-defined factors. The first reflects an egocentric, self-
ish interpersonal style with its principle loadings from such
items as glibness/superficial charm (.86), grandiose sense of
self-worth (.76), pathological lying (.62), conning/manipula-
tive (.59), shallow affect (.57), lack of remorse or guilt (.53),
and callous/lack of empathy (.53). The items loading on the
second factor suggest the chronic antisocial behavior associ-
ated with psychopathy: impulsivity (.66), juvenile delin-
quency (.59), and need for stimulation, parasitic life style,
early behavior problems, and lack of realistic goals (all load-
ing .56; Hare et al.).

Some use the PCL-R to identify psychopaths; although the
conventional cutting score is 30, Meloy and Gacono (1995)
recommend a cutting score of 33 for clinical purposes. Others
treat the PCL-R as a scale and enter PCL-R scores into pre-
dictive equations. These differing practices reflect a funda-
mental disagreement about the nature of psychopathy; that is,
is psychopathy a dimension of deviance, or are psychopaths
qualitatively different from other offenders?

A number of studies have shown that PCL-R scores corre-
late with recidivism in general and violent recidivism in par-
ticular. In their follow-up of 618 men discharged from a
maximum security psychiatric institution, Harris et al. (1993)
reported that, of all the variables they studied, the PCL-R had
the highest correlation (+ .35) with violent recidivism, and
they included psychopathy, as defined by PCL-R scores
greater than 25, as a predictor in their VRAG. Rice and Harris
(1997) reported the PCL-R was also associated with sexual
reoffending by child molesters and rapists. Reviewing a
number of empirical investigations, both retrospective and
prospective, Hart (1996) reported that psychopaths as diag-
nosed by the PCL-R had higher rates of violence in the com-
munity and in institutions than nonpsychopaths, and that
psychopathy, as measured by the PCL-R, was predictive of
violence after admission to a hospital ward and also after
conditional release from a hospital or correctional institution.
He estimated that the average correlation of psychopathy
with violence in these studies was about .35. In their meta-
analysis of 18 studies relating the original and revised PCLs
to violent and nonviolent recidivism, Salekin, Rogers, and
Sewell (1996) found 29 reports of effect sizes ranging from
0.42 to 1.92, with a mean of 0.79. They reported, “We found
that the PCL and PCL-R had moderate to strong effect sizes
and appear to be good predictors of violence and general
recidivism” (p. 203). Hart summarized it best when he
concluded, “predictions of violence using the PCL-R are
considerably better than chance, albeit far from perfect”
(1996, p. 64).

As is the case with many risk assessment instruments,
PCL-R scores in the clinical range are meaningful but those

below the cutoff have no clear relation to behavior. Specifi-
cally, low PCL-R scores do not guarantee that an offender
will never recidivate or be violent. 

Although the PCL-R has been used most often for risk as-
sessment, it also has implications for treatment planning.
Suedfeld and Landon (1978, p. 369) summarized the results
of attempting to treat psychopaths as “not much to show for
the amount of time, effort, and money spent.” In correctional
facilities where treatment resources are scarce and access
must be limited to those most likely to profit from interven-
tions, such findings suggest that psychopaths should have
lower priority than other offenders.

The PCL-R has shown rather good generalizability, being
associated with recidivism and violence among male offend-
ers in the United States and Sweden (Grann, Längström,
Tengström, & Kellgren, 1999), as well as those in Canada.
There is some question, however, about its applicability to
minorities. BlackAmerican men score higher than their White
American counterparts, and there is insufficient research on
the PCL-R with large samples of Asians, Hispanics, or Native
Americans or with women (Meloy & Gacono, 1995).

To obtain reliable and valid PCL-R ratings, it is important
to have good case histories and interviewer-raters who are
trained in Hare’s technique. Such records and personnel are
more likely to be found in correctional mental health facili-
ties and neuropsychiatric hospitals than in prisons, and it is
not surprising that the PCL-R has been used most success-
fully in those settings. In ordinary correctional institutions
and jails, it would probably not be practical to use the PCL-R
for mass screening, although it may be feasible to administer
it to select groups, such as previously violent offenders being
considered for parole.

Evaluating Risk Assessment Instruments

It is impossible to evaluate the predictive validity of risk as-
sessment instruments accurately. Consider a parole predic-
tion instrument. To evaluate it properly, one must first predict
which prisoners eligible for parole are most likely to succeed
or fail according to whatever criteria one selected. Then they
must all be paroled, regardless of the predicted risk. After a
year or so, a follow-up should be conducted that will enable
the researcher to calculate whether those predicted to fail ac-
tually were more violent, committed more new crimes, or vi-
olated the conditions of parole more than those predicted to
succeed. If not all applicants were released, it is impossible to
determine how many of those who were predicted to fail and
denied parole actually would have succeeded had they been
released (i.e., the false-positive rate; Megargee, 1976). Un-
fortunately for researchers, parole boards are understandably
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reluctant to release all eligible applicants in order to test their
predictive devices.

Similar considerations apply to security- and custody-
level assignments. To properly assess their accuracy, it would
be necessary to assign offenders randomly to different facili-
ties without regard for their estimated risk levels. Otherwise,
we cannot know whether a high-risk offender who failed to
act out was a classification error or was simply deterred from
misconduct by being assigned to a maximum security setting
with stringent external controls. 

Base rates are another vital concern. The closer the inci-
dence of the behavior in question is to 50%, the greater the po-
tential contribution that a predictive tool can make. The more
infrequent the behavior, the greater the number of false posi-
tives that can be expected (Brennan, 1993; Finn & Kamphuis,
1995; Meehl & Rosen, 1955; Megargee, 1976, 1981). Since
violence is still a rare event, even in prisons, the number of
false positives is likely to be high.

For this reason it is important to consider the conse-
quences of incorrect classifications (Megargee, 1976). If the
risk assessment merely influences the dormitory to which
offenders are assigned and has no impact on their program-
ming or other conditions of confinement, the results of being
misclassified are relatively benign. On the other hand, if the
outcome is involuntary commitment or preventive deten-
tion, the consequences for false positives are quite serious.
Campbell (2000) recently argued that the schemes suggested
for assessing the likelihood that sexual predators will reof-
fend are, at best, experimental. Likening them to phrenology,
he maintained that, at this stage of their development, using
them to decide whether a sex offender should be kept in
custody beyond the expiration of his prison term is contrary
to the American Psychological Association’s (1992) ethical
standards governing the use of psychological tests.

The generality of predictive instruments is another con-
cern. In order to economize, predictive devices derived in one
setting have frequently been applied in other jurisdictions.
For example, the National Institute of Corrections (1981) en-
couraged other states to adopt the Wisconsin method of risk
assessment for probation and parole decisions rather than
going to the time and expense of developing their own instru-
ments. However, when Wright, Clear, and Dickson (1984)
tested the Wisconsin system in New York, they discovered
that “a number of variables in the Wisconsin model were
found to be unrelated to outcome” in their sample (p. 117).
They advised practitioners to test the generality of prediction
models in their settings before using them in actual decision
making.

Although the emphasis in risk assessment is on diagnosing
the most dangerous offenders, the greatest contribution of

these classification tools has been to identify low-risk prison-
ers who could safely be assigned to less secure correctional
programs or placed in the community (Austin, 1993; Glaser,
1987; Solomon & Camp, 1993). When making subjective
predictions of violence, classifications personnel are often
overly conservative, placing many offenders in higher-than-
necessary risk categories (Heilbrun & Heilbrun, 1995;
Monahan, 1981, 1996; Proctor, 1994; Solomon & Camp).
This is not surprising. The public is rarely incensed if low-risk
offenders are retained in more restrictive settings than neces-
sary, but clinicians can expect to be castigated if someone they
approved for minimum security or early release goes out to
rape, pillage, and plunder the community.

Reducing the extent of overclassification has three impor-
tant benefits. First, it is the correct thing to do; as noted pre-
viously, the courts have consistently ruled that offenders have
the right to be maintained in the least restrictive settings con-
sistent with maintaining safety, order, and discipline. Second,
less restrictive settings are more economical; confining an of-
fender in a maximum security institution costs $3,000 a year
more than a minimum security facility and $7,000 more than
a community setting. Third, the residents benefit because
more programming is possible in less restrictive settings, and
the deleterious effects of crowding are diminished (Proctor,
1994).

Internal Classification

After external classification and risk assessment have deter-
mined offenders’ custody and security levels and assigned
offenders to the most appropriate correctional facilities,
internal classification is used to further subdivide the institu-
tional population into homogenous subgroups for housing
and management. According to Levinson, 

Internal classification is the final stage in the classification
process. It is a systematic method that identifies homogeneous
prisoner subgroups within a single institution’s population.
Although the degree of variation among one facility’s inhabi-
tants is smaller than that found in the total prison system, every
institution has a range of inmates—from the predators at one
extreme to their prey at the other end of the continuum. Various
labels are used to define these individuals: thugs, toughs, wolves,
agitators, con-artists, in contrast to weak sisters, sheep, depen-
dents, victims, and other expressions less acceptable in polite
society. (1988, p. 27)

The goal of internal classification is to separate these groups
in order to reduce the incidence of problematic and disruptive
behavior within the institution.
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Other factors that influence management and housing de-
cisions are the amount of supervision each offender is likely
to need, his or her sense of responsibility and response to su-
pervision, the approach correctional officers should take in
working with him or her, and whether he or she will respond
better to strict discipline or a more casual correctional atmos-
phere (Wright, 1986, 1988). In many BOP facilities, Quay’s
(1984) Adult Internal Management System (AIMS) is used
for internal classification.

The Adult Internal Management System

Based on extensive factor analytic research with juvenile
(Jenkins, 1943; Jenkins & Glickman, 1947; Hewitt & Jenkins,
1946; Quay, 1965) and adult offenders, Quay (1973, 1974,
1984) defined five adult-offender types:

• Type I (aggressive-psychopathic) offenders are the most
antisocial and have the most trouble with authorities. Eas-
ily bored, and having little concern for others, they are the
ones who are most apt to exploit others and cause difficul-
ties and disturbances in an institution.

• Type II (manipulative) offenders are less aggressive and
confrontational but no less untrustworthy, unreliable,
and hostile to authority. They may organize inmate gangs
and manipulate others for their own ends.

• Type III (moderate) inmates are neither very aggressive
nor very weak. Often situational offenders, they have less
extensive criminal histories than the first two types and are
more responsible and trustworthy.

• Type IV (inadequate-dependent) offenders are weak, im-
mature, and indecisive. Rarely involved in disciplinary in-
fractions, they are seen by staff as emotionally dependent
and clinging. 

• Type V (neurotic-anxious) offenders are anxious, worried,
and easily upset. They are apt to be exploited or victim-
ized by other offenders.

The primary goal of the AIMS system is to separate the
heavy (Types I and II) from the light (Types IV and V) offend-
ers by assigning them to separate living units and arranging
their programs so they have minimal contact with one another
(Levinson, 1988). However, Quay (1984) also provides dif-
ferential programming guidelines for the heavy, moderate,
and light offenders with regard to educational programming,
work assignments, counseling, and staff approach. For exam-
ple, correctional staff are advised to adopt a no-nonsense, by-
the-book approach for the heavies, to supervise moderates
only as needed, and to be highly verbal and supportive with
the lights.

Categorization into the Quay types is based on two rating
forms, the Correctional Adjustment Checklist (CACL) and
the Checklist for the Analysis of Life History Records of
Adult Offenders (CALH). The CACL is filled out by trained
correctional officers on the basis of their observations of the
inmates’ behavior during the first 2 to 4 weeks after admis-
sion (Quay, 1984). Each of the 41 items, such as “Easily
upset” or “Has a quick temper,” is scored as 0 (not observed)
or 1 (observed). Each item is indicative of a different Quay
type, and the number of items checked determines the raw
score on each of the five scales.

The 27-item CALH is filled out by a trained caseworker
on the basis of the information contained in the presentence
investigation report. It contains such behavioral items as
“Has few, if any, friends” or “Thrill-seeking,” and, as with
the CACL, each is scored as present or absent. Offenders are
classified into the category on which they receive the highest
score. Quay (1984) did not provide interrater reliability data. 

In addition to the factor analytic research that guided the
development of the AIMS system, Quay (1984) cites five
sources of evidence for the validity and utility of the AIMS
system: (a) significant reductions in the number of assaults at
penitentiaries where it was adopted, (b) significant reductions
in misconduct where it was adopted, (c) testimonials from
wardens and administrators, (d) convergence between AIMS
classifications and parole board Salient Factor Scores, and
(e) convergence between AIMS classifications and BOP
custody- and security-level ratings.

One drawback to the AIMS system is the time required to
obtain valid CACL ratings. Staff should have 2 to 2 weeks to
observe behavior before completing the CACL, and some
correctional facilities demand quicker results. Quay (1984)
himself acknowledges that AIMS has limited utility in jails
that have rapid turnover and sparse case history records.

Another concern is the availability of adequate life his-
tory information. Attempting to implement the AIMS system
in Scotland’s largest prison, Cooke, Walker, and Gardiner
(1990) found it was difficult to obtain the biographical infor-
mation needed to complete the CALH. In some settings, staff
members resist spending the time and effort required to ob-
serve inmates, review case files, and fill out the rating forms.
In Van Voorhis’s (1994) comparison of five psychological
classification systems for adult male offenders, she reported
that the AIMS was the most difficult to complete because of
the lack of staff cooperation. Some staff sabotaged the ad-
ministration by checking every item for every inmate. She
eventually had to hire additional personnel in order to get
the CACL and CALH forms completed properly. However,
she reported, “Despite these difficulties, we observe numer-
ous significant relationships between this typology and
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important institutional behaviors” (1994, p. 126). Correc-
tional psychologists using the AIMS system should be pre-
pared to devote the time and effort required to working with
and motivating the staff members who are responsible for
making the assessments on which the system depends. 

Needs Assessment

Sooner or later, almost all of the nearly 2 million incarcerated
adult offenders will be released to return to their communities
and to the approximately 2.6 million children they left be-
hind. The goal of treatment is to maximize the chances that
former offenders will become productive citizens and re-
sponsible parents instead of continuing to prey on society
until they are once more arrested and returned to prison. If the
correctional system is to reform or rehabilitate inmates, each
offender’s educational, vocational, emotional, and mental
health needs must be appraised and individual management
and treatment programs formulated. Treatment planning re-
quires both of the following:

1. Psychological assessments in order to identify offenders
in need of mental health interventions. These individuals
include those who are depressed, psychotic, emotionally
disturbed, and prone to self-injurious behavior, as well as
those with problems centering around alcohol and sub-
stance abuse. In addition to assessing offenders’ needs for
treatment, program planning involves estimating each in-
mate’s likely response to and ability to benefit from vari-
ous types of intervention. In systems with limited mental
health resources, each inmate’s priority for treatment,
based on diagnosis and prognosis, needs to be determined.
(Priority for various programs is also likely to be influ-
enced by other factors such as the offender’s security level
and behavior in the institution. In the 1970s, the Bureau of
Prisons used a formula based on the offender’s age, prior
sentences, and the length of the present sentence, as well
as the caseworker’s rating, to determine priorities. Case-
worker ratings being equal, younger offenders with few
priors and short sentences were given priority for pro-
gramming over older offenders with long records and con-
siderable time left to serve.)

2. Cognitive appraisals to evaluate each offender’s need
for and ability to profit from educational programming.
These decisions can be based in part on the educational
history; there is no need to place college graduates in a
general equivalency diploma (GED) program. However,
given the extent of social promotion, a high school
diploma does not necessarily guarantee literacy, so intelli-
gence and achievement tests are often needed. As with

mental health treatment, when educational resources are
limited, it may be necessary to determine offenders’ prior-
ities for education based on their ability and motivation.

Intake Screening

Inmates who have just arrived at a jail or prison must be
screened for serious mental illness, suicide potential, and re-
tardation before they are placed in a double cell or mingled
with the general population (Anno, 1991). In jails, the burden
of this screening typically falls on the correctional staff who
receive new arrivals. In prisons, the receiving evaluation
should include a screening for mental illness and suicide po-
tential by a qualified health care professional who may or
may not be part of the mental health staff. 

The NCCHC provides intake and mental health evaluation
forms that appropriately trained reception personnel can use
to screen new admissions to jails (NCCHC, 1996) and pris-
ons (NCCHC, 1997), while the ACA has developed a self-
instructional course designed to train correctional officers to
recognize the signs of suicide and intervene appropriately
(Rowan, 1998). This author has been unable to locate any
published reports evaluating the reliability or validity of these
screening instruments.

Mental Health Assessment

Many prisoners require mental health treatment and care.
Reviewing a number of studies, Anno (1991) estimated that
5% to 7% of the adult prison population suffers from serious
mental disorders, not including personality disorders or sub-
stance abuse problems, and an additional 10% may be con-
sidered mentally retarded.

During the course of confinement, emotional problems
will naturally arise. Anno (1991) estimated that, in addition to
those suffering from serious psychiatric disorders, another
15% to 20% of a prison’s inmates require mental health ser-
vices or interventions at some time during their incarceration. 

As noted earlier, all new inmates should receive a mental
health assessment within the first week (AACP, 2000) or two
(NCCHC, 1997) after admission. This should include an in-
terview and screening with group tests of intellectual and per-
sonality functioning, followed by more extensive evaluations
of those who appear to show signs of mental illness or retar-
dation or who appear at risk for self injury or suicide (AACP;
NCCHC).

Intake Interview

The NCCHC’s prison standards (1997, p. 47) stipulate that
the mental health assessment should include a structured
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interview by a member of the mental health staff who in-
quires into the offender’s (a) current psychotropic medica-
tions, (b) suicidal ideation and history, and (c) emotional
response to incarceration, as well as his or her history of
(d) psychiatric hospitalizations and treatments, (e) drug and
alcohol use, (f) sex offenses, (g) expressive (angry) aggres-
sion or violence, (h) victimization, (i) special education
placement, and (j) cerebral trauma or seizures. In addition to
the interview, a group personality test and a brief group or in-
dividual test of intelligence should be administered (AACP,
2000; NCCHC). If the initial screening or the subsequent
mental health assessment indicates mental illness or retarda-
tion or suggests the possibility of suicidal or self-injurious be-
havior, the inmate should be referred for further evaluation by
a qualified mental health professional. (The NCCHC’s (1997)
prison standards state, “The mental health staff includes those
qualified health professionals who may not have had formal
training in working with the mentally ill or retarded, but who
have received instruction in identifying and interacting with
individuals in need of mental health services. Qualified men-
tal health professionals include psychiatrists, psychologists,
psychiatric social workers, psychiatric nurses, and others
who by virtue of their education, credentials, and experience
are permitted by law to evaluate and care for the mental
health needs of patients” (p. 47, italics in the original).)

Minnesota Multiphasic Personality Inventory–2

The MMPI-2 is the most widely used and thoroughly
researched personality assessment device in the world
(Butcher, 1999). The MMPI-2 and the original MMPI have
been used in corrections for almost 60 years. There are well-
established correctional norms and cutting scores available
(Megargee, Mercer, & Carbonell, 1999) and the correlates of
the scales among criminal offenders have been thoroughly
studied over the years (Megargee, 2000).

Megargee (2000) has provided detailed instructions for
administration in correctional settings. Although MMPI-2 ad-
ministration is not difficult, it must be done properly to
achieve optimal results. A sixth-grade reading level is needed
to complete MMPI-2, so it is best to administer it after reading
ability has been assessed. Audiotaped forms are available for
poor readers. For inmates who are not proficient in English,
the MMPI-2 is available in a number of other languages.

There are three levels of analysis available for correctional
psychologists using the MMPI-2. The first is to interpret
the scores on the various MMPI-2 scales and indices using
correctional norms and cutting scores (Megargee, 2000;
Megargee et al., 1999). The second is to use Megargee’s
MMPI-2-based offender classification system (Megargee,

Carbonell, Bohn, & Sliger, 2001). The third is to consult the
interpretative scales and possible problem areas identified by
Megargee’s (2000) recently developed interpretive scheme.
Each will be discussed in turn.

The MMPI-2 has four types of scales: validity, basic, sup-
plementary, and content. The eight validity scales enable
the user to identify offenders who are (a) answering nonre-
sponsively, (b) malingering (faking bad), or (c) dissembling
(faking good). In assessing MMPI-2 validity in correctional
settings, it is important to consult appropriate offender norms
(Megargee, 2000; Megargee et al., 1999). For example, crim-
inal offenders answering honestly may get elevations on the
Infrequency (F) scale that would be regarded as invalid in
free-world settings.

The basic, supplementary, and content scales assess a broad
array of traits and behaviors, many of which are relevant to
mental health assessment and treatment planning in correc-
tional settings. For example, elevations on MMPI-2 Scales 1
(Hs, Hypochondriasis), 3 (Hy, Hysteria), and HEA (Health
Concerns) identify offenders who are likely to use sick-call fre-
quently. Scales 2 (D, Depression) and DEP (Depression) iden-
tify those who are depressed, and Scales 7 (Pt, Psychasthenia)
and ANX (Anxiety) are associated with anxiety. Scales 4 (Pd,
Psychopathic Deviate), 9 (Ma, Hypomania), and ASP (Antiso-
cial Practices) reflect authority problems, antisocial behavior,
and acting-out. Scale ANG (Anger) indicates problems with
anger control, and Scales 4, MDS (Marital Distress), and FAM
(Family Problems) identify offenders who may be alienated or
estranged from their families. The MAC-R (MacAndrew Alco-
holism Scale–Revised) and AAS (Addiction Admission Scale)
suggest alcohol or substance abuse. Scales 6 (Pa, Paranoia), 8
(Sc, Schizophrenia) and BIZ (Bizarre Mentation) identify those
who might have mental disorders that require further assess-
ment. Scales 5 (Mf, Masculinity-Femininity), 0 (Si; Social
Introversion), and SOD (Social Discomfort) are associated
with passivity, introversion, and awkward interpersonal rela-
tions that may lead to exploitation by more predatory inmates
in prison settings (Butcher & Williams, 1992; Graham, 2000;
Megargee, 2000).

Whereas most measures used in correctional settings assess
only negative characteristics, the MMPI-2 can also indicate
positive attributes. Offenders with moderate elevations on
Scale 0 are unlikely to be defiant or cause problems for those
in authority, those high on Scale Re (Responsibility) should be
more mature and cooperative than most, and those with eleva-
tions on Scale Do (Dominance) should be leaders.

The second level of analysis is to classify MMPI-2 profiles
according to Megargee’s empirically derived offender classi-
fications system (Megargee & Bohn with Meyer & Sink,
1979; Megargee et al., 2001). Derived from cluster analyses
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of criminal offenders’ original MMPIs, the system is com-
posed of 10 types labeled with neutral, alphabetic names. In-
dependent studies applying similar clustering procedures to
the MMPIs of male and female offenders in various settings
have demonstrated the reliability of the typology, consistently
replicating most of the 10 groups (Goeke, Tosi, & Eshbaugh,
1993; Mrad, Kabacoff, & Duckro, 1983; Nichols, 1979/1980;
Shaffer, Pettigrew, Blouin, & Edwards, 1983).

Independent investigators have reported the successful
application of the MMPI-based system among male and fe-
male offenders in probation, parole, and correctional settings.
Within correctional institutions, it has been utilized in fed-
eral, state, military, and local facilities with security levels
ranging from minimum to maximum. It has also been applied
in halfway houses, community restitution centers, forensic
mental health units, and local jails. The specialized pop-
ulations to which the system has been applied include death
row inmates, presidential threateners, and mentally disor-
dered sex offenders (MDSOs; Megargee, 1994; Sliger, 1992;
Zager, 1988). Gearing (1981, pp. 106–107) wrote that “this
new MMPI system unquestionably defines the present state
of the art in correctional classification.”

A unique aspect of the MMPI-2-based system is the fact
that the characteristics of the 10 types were determined en-
tirely through empirical research in offender populations.
The original MMPI research delineating the attributes of
male offenders has recently been replicated with the MMPI-
2 (Megargee, 1994; Megargee et al., 2001) and a number of
new studies have extended the system to female offenders
(Megargee, 1997; Megargee et al.; Sliger, 1997). In addition,
almost 100 independent investigations have further explored
the attributes and behaviors of the 10 types in various crimi-
nal justice settings (Megargee et al.).

Based on the patterns of empirically observed differences,
individual descriptions of each of the 10 MMPI-2-based
types were written that discussed their modal family back-
grounds; social and demographic characteristics; patterns of
childhood and adult adjustment; and educational, vocational,
and criminal histories. In addition, a number of studies have
examined how the types differ in their adjustment to prison—
which ones are most likely to be disruptive or cause trouble,
which are most likely to do well or poorly in educational or
vocational programming, and which are most likely to
succeed or fail on parole. Strategies for management and
treatment have been formulated that address the optimal
setting, change agent, and treatment program for each type
(Megargee & Bohn, 1977; Megargee, Bohn, et al., 1979;
Megargee et al., 2001). Although the system is designed pri-
marily for needs assessment, Bohn (1979) obtained a 46%
reduction in serious assaults over a 2-year period when he

used it for internal classification to separate the more preda-
tory inmates from those most likely to be victimized. 

One of the advantages of an MMPI-2-based system is that
it can reflect changes in offenders over time in a way that sys-
tems based on the criminal history or current offense systems
cannot. Studies have shown that many offenders’ classifica-
tions do change over the course of their sentences. Doren and
Megargee’s (1980) research indicated that these differences
reflect changes in the client rather than unreliability in the
system. If a year or more has passed since an offender’s last
MMPI-2, it is advisable to readminister the MMPI-2 and re-
classify him or her if important programming or treatment
decisions are to be made. 

A third level of analysis for evaluating MMPI-2’s in cor-
rectional settings involves consulting a series of interpretive
statements recently devised by Megargee (2000). Unlike risk
assessment instruments, these ratings include positive as well
as negative aspects of offender behavior. Using algorithms
based on the Megargee system of classification and cutting
scores on selected MMPI-2 scales, offenders are evaluated as
being high, medium, or low, relative to other criminal offend-
ers on nine behavioral dimensions that are especially relevant
to corrections: (a) apparent need for mental health assess-
ment or programming; (b) indications of socially deviant be-
havior or attitudes; (c) extraversion and need for social
participation; (d) leadership ability or dominance; (e) likeli-
hood of hostile or antagonistic peer relations; (f) indications
of conflicts with or resentment of authorities; (g) likelihood
of mature, responsible behavior and positive response to
supervision; (h) likelihood of positive or favorable response
to academic programming; and (i) likelihood of positive or
favorable response to vocational programming. 

In addition to these nine bipolar scales, Megargee (2000)
has also developed a list of nine red flags, or warnings of pos-
sible problem areas, including the possibility of (a) difficul-
ties with alcohol or substance abuse, (b) thought disorder, (c)
depressive affect or mood disorder, (d) extensive use of sick
call, (e) overcontrolled hostility, (f) manipulation or exploita-
tion others, (g) problems with anger control, (h) awkward or
difficult interpersonal relationships, passivity, and submis-
siveness, and (i) family conflict or alienation from family.
The purpose of these warning statements is to raise hypothe-
ses for clinicians to evaluate using case history data, inter-
views, staff observations, and other psychological tests.
These interpretive scales and statements are contained in
Megargee’s (2000) computerized MMPI-2 Criminal Justice
and Corrections Report, which also provides MMPI-2 pro-
files, scores, and indices on all the validity, basic, and content
scales as well as selected supplementary scales and the
offender’s Megargee system classification.
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Although Megargee’s (2000) interpretive scales and warn-
ings of problem areas are based on well-established correlates
of the MMPI-2 scales and offender types, the interpretations
themselves have not yet been empirically validated, and
as yet they apply only to male offenders. As with any com-
puterized assessments, they should be used only by qualified
correctional psychologists in conjunction with other sources
of information.

Intelligence Screening

As noted earlier, the NCCHC’s (1997) Prison Standards stip-
ulate that a brief intellectual assessment should be part of the
postadmission mental health evaluation. The primary purpose
of this assessment is to identify developmentally disabled in-
mates who may be victimized or exploited by predatory
inmates. However, a more thorough intellectual evaluation
should also be conducted as part of offenders’ needs assess-
ment, to determine their need for educational programming
and their ability to profit from instruction. Two brief screen-
ing instruments often used in corrections, one verbal and the
other nonverbal, will be described.

Shipley Institute of Living Scale

The Shipley Institute of Living Scale (SILS; Shipley, 1940;
Zachary, 1994) is a brief, self-administered verbal test of in-
tellectual functioning in adults aged 16 to 64 that is designed
for group or computer-based administration. It has two, timed
10-min subtests. The Vocabulary subtest contains 40 multiple-
choice items of increasing difficulty on which the respondent
selects which of four terms best conveys the meaning of the
stimulus word. It thus involves reading and recognition of
vocabulary words.

The Abstraction subtest consists of 44 increasingly diffi-
cult sequences of letters, words, and numbers. The respon-
dent’s task is to deduce the logical principle governing each
sequence and to use it to produce the next symbols in the se-
quence. It thus involves reading, abstract reasoning, and pro-
duction (as opposed to recognition) of the correct answer.
Age-specific T scores can be computed on each of the sub-
tests and on the total of both subtests (Zachary, 1994). 

Shipley (1940) originally designed the SILS as a test of
intellectual deterioration or impairment based on the now-
discredited notion that deterioration is evidenced by the
discrepancy between scores on hold tests, such as Vocabu-
lary, and don’t-hold tests, such as Abstraction. Today the
SILS is used as a brief screening instrument for intellectual
appraisals.

The SILS manual (Zachary, 1994) reports split-half internal
consistency coefficients, corrected by the Spearman-Brown

formula, of .87 for Vocabulary, .89 for Abstraction, and .92 for
the Total score. Test-retest stability coefficients over the course
of 8 to 16 weeks ranged from .62 to .82 with a median of .79.
Correlations between the SILS Total score and Wechsler Adult
Intelligence Scale (WAIS) Full Scale IQs in 11 samples of psy-
chiatric patients ranged from .74 to .90 with a median of .78;
correlations with Wechsler Adult Intelligence Scale–Revised
(WAIS-R) Full Scale IQs in two samples of psychiatric pa-
tients were .74 and .85 (Zachary). The manual (Zachary) pro-
vides a procedure for estimating WAIS-R IQs from SILS Total
scores; the estimated IQs correlated .85 with actual WAIS-R
Full Scale IQs.

Although the SILS manual has been revised and the norms
updated, the SILS items have not been changed since 1940.
Perhaps because Shipley (1940) derived the test using high
school and college students, the SILS works best in young
adults; until age-specific T-score tables became available, it
tended to underestimate the IQs of older respondents. 

Wood, Conn, and Harrison (1977) administered the SILS
and the WAIS to prisoners at a county penal farm and re-
ported that the SILS was an adequate predictor of WAIS
scores, but cautioned that the estimates were better for White
than for Black offenders. Bowers and Pantle (1998) adminis-
tered the SILS and the Kaufman Brief Intelligence Test
(KBIT; Kaufman & Kaufman, 1990) to 52 female inmates.
They reported that the SILS correlated .83 with the KBIT IQ
and that there were no significant mean differences between
the offenders’ mean scores on the two measures. 

The SILS manual (Zachary, 1994, p. 2) warns that, “Be-
cause the scale is self-administered, it is not recommended
for individuals who are either unable or unwilling to cooper-
ate,” and notes (p. 3), “While the Shipley may be used to ob-
tain a quick estimate of intellectual functioning, it is not a
substitute for more detailed assessment procedures.” 

In corrections, the SILS is best used as a brief screening
device for estimating verbal intelligence. If offenders obtain
scores in the average range of intellectual functioning or
higher, it can be presumed that their intellectual ability is ade-
quate for the educational programming afforded at most cor-
rectional institutions. Those obtaining below average scores
should receive a more comprehensive individual intellectual
assessment with an instrument such as the Wechsler Adult
Intelligence Scale–Third Edition (WAIS-III; Wechsler, 1997),
especially if their scores suggest possible retardation.

General Ability Measure for Adults

The General Ability Measure for Adults (GAMA; Naglieri &
Bardos, 1997) provides a brief nonverbal measure of general
intellectual ability for adults aged 18 and older. The GAMA
has 66 items consisting of attractive blue and yellow diagrams,
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each of which has six possible multiple-choice responses.
There are four scales:

1. The Matching scale items present the respondent with a
stimulus diagram. From an array of six similar diagrams,
he or she must select the one that matches the stimulus
item in color, shape, and configuration. 

2. The Analogies subtest presents respondents with logic
problems of the nature “A is to B as C is to (?),” but dia-
grams are used instead of letters. Respondents must
choose the correct answer from six possible diagrams.

3. Sequences presents test takers with an interrupted se-
quence of five diagrams showing a figure that is being
rotated or otherwise moved through space. In each se-
quence the middle (third) diagram is missing and test tak-
ers must select from an array of six possibilities the one
design that correctly completes the sequence. 

4. Construction presents respondents with fragments of
shapes; from an array of six completed figures, they must
choose the one diagram that could be built with the
fragments.

The GAMA can be scored by hand or by computer, and ta-
bles are available for converting raw scores to scaled scores
for each of 11 age levels ranging from 18 to 19 years at the
lower end to 80 or older at the upper. Although the tasks are
nonverbal, a third-grade reading level is needed to follow
the directions. (A Spanish version is available for those who
should be tested in that language.) Respondents have 25 min
to complete the 66 GAMA items.

The authors took great pains in selecting the 2,360 partic-
ipants in the national normative group. Each of the 11 age
groups was stratified on the basis of the 1990 U.S. Census
into the two usual genders, five racial or ethnic groups
(African American, American Indian, Asian–Pacific Islander,
Hispanic, or White), five education levels (grade school, at-
tended high school, graduated high school or GED, attended
college, or completed bachelor’s degree or more), and four
geographic regions of the United States. Detailed tables in
the GAMA manual (Naglieri & Bardos, 1997) provide com-
plete comparisons with the 1990 Census data.

Split-half internal consistency coefficients, averaged over
the 11 age groups and corrected by the Spearman Brown for-
mula, were .66 for the Matching subtest, .81 for Analogies,
.79 for Sequences, .65 for Construction, and .90 for the over-
all IQ. Test-retest coefficients over the course of 2 to 6 weeks
were .55 for the Matching subtest, .65 for Analogies, .74 for
Sequences, .38 for Construction, and .67 for the overall IQ.
Practice effects were evident on all of the retest means except
Matching. The magnitudes of these reliability coefficients

suggest that psychologists should discuss the confidence lim-
its when reporting GAMA scores. 

Naglieri and Bardos (1997) reported that GAMA IQs cor-
related .65 with WAIS-R Verbal IQs, .74 with Performance,
and .75 with Full Scale IQs. They also obtained correlations
of .72 with the SILS and .70 with the KBIT.

Given the multiplicity of ethnicities and the low reading
levels typically encountered among criminal offenders, the
GAMA appears to have considerable potential as a brief,
nonverbal intellectual screening device for correctional set-
tings, and it is currently being marketed for that purpose. Ad-
ditional data on the GAMA’s use in corrections are needed.
As with the SILS, its best use appears to be as an indicator of
possible intellectual deficiency, with low-scoring offenders
being referred for a more complete individual examination
with WAIS-III.

Wechsler Adult Intelligence Scale–Third Edition

Offenders who are suspected of being developmentally dis-
abled or for whom a more definitive appraisal of intelligence
is needed should be tested with WAIS-III (Wechsler, 1997)
by a qualified administrator (NCCHC, 1997). The gold stan-
dard (so to speak) for the appraisal of adult intelligence, the
WAIS-III has been updated and undergone several modifica-
tions that make it more appropriate for correctional use than
its predecessor, the WAIS-R. In addition to updating the 11
familiar WAIS subtests, three new supplementary scales have
been added. On the new Verbal scale, Letter-Number Se-
quencing, the examiner reads a series of randomly ordered
letters and numbers that the respondent must recall, reorder,
and recite back in ascending order, numbers first. One of the
new Performance scales, Symbol Search, is a true-false test
on which the respondent indicates whether either of two tar-
get stimuli, such as stars or crosses, appears in an array of
seven similar stimuli. The other Performance scale, Matrix
Reasoning, consists of a series of pictures, each of which
shows five geometric shapes that the respondent must iden-
tify. The new Performance scales should improve the assess-
ment of intelligence among linguistically challenged inmates
and reduce the importance of perceptual speed in assessing
Performance IQs (Cohen & Swerdlik, 1999).

Correctional assessment will also be improved by the
downward extension of the floor for most subtests, making
them more suitable for testing intellectually challenged
clients. Despite this, the overall administration time is less for
the WAIS-III than it was for the WAIS-R (Aiken, 2000).

Several modifications make the WAIS-III more suitable
for older respondents than its predecessors were. They in-
clude making some of the stimuli larger so they can be seen
better by older clients, and extending the norms to adults aged
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74 to 89. Unlike with the WAIS-R, scaled scores are computed
based on age-specific norms (Cohen & Swerdlik, 1999).

The WAIS-III was standardized on a national sample of
2,450 adults. Within each of 13 age bands, ranging from 16 to
17 at the lower end and from 85 to 89 at the upper, the sample
was stratified according to race or ethnicity (White, Black,
Hispanic, other), gender, educational level, and geographic
region. In addition to the familiar Verbal, Performance, and
Full Scale IQs and the scaled scores on the various subtests,
the WAIS-III also provides four new factor scores, Verbal
Comprehension, Working Memory, Perceptual Organization,
and Processing Speed.

Educational Screening

Although most correctional psychologists are trained in clin-
ical psychology, in correctional settings they may also have
to undertake some assessments that would fall to counseling
or school psychologists in the free world. One such task is as-
sessing offenders’ needs for educational programming.

Intelligence tests, especially nonverbal and performance
measures, are supposed to reflect intellectual ability rather
than achievement. On an individual test such as the WAIS-
III, it is possible to obtain an above average IQ without being
able to read. In assessing offenders’ needs for educational
programming, it is essential to evaluate their present educa-
tional level and skills.

Obviously, the best way to determine how many years of
formal education an offender has completed is to check the
presentence investigation report. Unfortunately, the number
of grades attended may not reflect adults’ actual skills in
reading, mathematics, or language. Aiken (2000, p. 118) re-
cently reported that “at least one out of every four employees
is functionally illiterate and must ‘bluff it out’ in performing
a job requiring reading skills.” Undoubtedly, the illiteracy
rate is higher behind bars than in the free world. Therefore of-
fenders’ educational skills should be independently assessed.

Test of Adult Basic Education

The Test ofAdult Basic Education (TABE; CTB/McGraw Hill,
1987) is a flexible test of basic adult educational skills that is
used in a number of correctional settings. It comes in two
forms, 5/6 and 7/8, and five levels: L(Literacy; grades 0.0–1.9),
E (Easy; grades 1.6–3.9), M (Medium; 3.6–6.9), D (Difficult;
(6.6–8.9), and A (Advanced; 8.6–12.9). Relatively brief Loca-
tor tests are used to diagnose what level is appropriate for an of-
fender in each content areas. Form 5/6 covers seven content
areas (Reading Vocabulary, Reading Comprehension, Mathe-
matics Computation, Mathematics Concepts and Applications,

Language Expression, Language Mechanics, and Spelling).
Form 7/8 covers Reading, Mathematics Computation,Applied
Mathematics, Language, and Spelling. Any subtest can be ad-
ministered independently. For basic screening, Form 7/8’s
Reading and Mathematics subtests can be administered in less
than an hour. The full TABE battery takes about 3 hr; a con-
densed TABE Survey requires 90 min, and the Locator takes
about 35 min (CTB/McGraw-Hill). The choice of instrument
depends on how detailed an educational evaluation is needed.

The test materials were prepared by teachers and drawn
from adult basic education texts from around the country. The
TABE is often administered to minorities, so great pains were
taken to eliminate ethnic biases (Rogers, 1998). The basic ev-
idence of validity is how the test was constructed and its man-
ifest content; correlations with external criteria such as grades
or GED scores are not provided (M. D. Beck, 1998; Rogers).

Although more technical data are needed, the TABE pro-
vides correctional users with a broad array of testing options.
In concept and design, it reflects current educational practices
(Lissitz, 1992). An especially attractive feature of Form 7/8
for corrections use is that norms are provided based on 1,500
adult and juvenile offenders (M. D. Beck, 1998).

Malingering on Intellectual and Achievement Measures

The basic assumption in most ability and achievement testing
is that those being evaluated are motivated to perform at their
best. Unfortunately, this is not always the case in assessing
criminal offenders, so correctional psychologists must be
alert to possible malingering.

Unlike personality assessment devices, intelligence and
achievement tests do not have validity scales that reflect fake-
bad tendencies, so appraisal of malingering must be based
on other criteria. Correctional psychologists should keep
the purpose of any assessment in mind, and ask themselves
whether poorly performing offenders might think it is advis-
able to appear intellectually challenged. Although forensic
assessment is beyond the scope of this chapter, correctional
psychologists might find themselves evaluating offenders
who are trying to establish a basis for a challenge to their
criminal responsibility or legal competency. To take an ex-
treme example, a death row inmate has an obvious incentive
for being evaluated as not competent for execution (Small &
Otto, 1991). A marked discrepancy between the intellectual
level indicated by the case history and the results of intelli-
gence testing is another red flag.

Although there has been relatively little research on crim-
inal offenders’ malingering on intelligence and achievement
tests, researchers in other settings have examined the factors
associated with deliberately poor performance on these
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measures. Some of the earliest studies were designed to de-
tect draftees trying to evade induction into the armed services
by feigning mental illness. More recent research has focused
on patients feigning neurological disorders and memory
deficits in conjunction with damage suits. 

Individual Intelligence Tests

Schretelen (1988) reviewed 11 studies, many of which used
individual intelligence tests such as the WAIS. He reported
that the most reliable signs of malingering were absurd or
grossly illogical answers, approximations, and inconsistent
performance across tests or subtests. He concluded that, “At
this point, examination of response ‘scatter’ appears to be the
most powerful and well validated detection strategy. It is
based on the finding that fakers tend to fail items genuine pa-
tients pass, and pass items genuine patients fail” (p. 458).
However, he noted that this guideline is difficult to apply on
brief scales and those on which the items are arranged hierar-
chically in order of difficulty.

Schretelen (1988) also noted that it was easier to detect ma-
lingering from a battery of tests than it was from any single
measure. If, for example, an intelligence test is administered
in conjunction with MMPI-2, and the MMPI-2’s validity
scales suggest malingering, it would be prudent to question
the intelligence test results as well.

Symptom Validity Testing

Originally developed to assist in the diagnosis of conversion
reactions (Pankratz, 1979) and later applied to those feigning
neurological and memory impairment (Rees, Tombaugh,
Gansler, & Moczynski, 1998; Tombaugh, 1997), symptom
validity testing (SVT) has recently been applied to correc-
tional assessment by Hiscock and her associates (Hiscock,
Laymen, & Hiscock, 1994; Hiscock, Rustemier, & Hiscock,
1993). In SVT, suspected malingerers are administered a
forced-choice, two-alternative test that may appear challeng-
ing but that is actually very easy. Hiscock employed two very
easy 72-item tests, one of General Knowledge and the other of
Moral Reasoning. A typical item on the General Knowledge
test was, “Salt water is found in: (a) lakes or (b) oceans.”

On two-choice tests, a person answering randomly should
get half the items correct merely on the basis of chance. On
SVT instruments, malingering is indicated by a score that is
significantly lower than chance performance.

Hiscock et al. (1994) found that when male prisoners were
instructed to take her tests as if they were poorly educated
and could not tell the difference between right and wrong,
71% scored below chance on the General Knowledge test and

60% were below chance on the Moral Reasoning measure,
whereas none of a control sample of offenders who took the
tests under standard instructions scored this low. Coaching
inmates on how to fake successfully reduced the hit rates to
60% on General Knowledge and 43% on Moral Reasoning,
showing that the SVT technique works best on unsophisti-
cated offenders.

CONCLUDING COMMENTS

Corrections is a growth industry. Scholars at Brown Univer-
sity have projected that, if current trends continue, by 2053
the United States will have more people in prison than out
(Alter, 2001; given current ratios, everyone else will proba-
bly be on probation or parole). As the correctional population
grows, so does the need for reliable, valid, cost-effective
assessments. The standards issued by professional organiza-
tions concerned with correctional health care are an impor-
tant first step in encouraging correctional agencies to provide
offenders with access to mental health care, including objec-
tive, reliable, and valid psychological assessment.

Few psychologists are trained to deliver psychological
services, including assessment, in correctional settings, and
few psychological tests and instruments have been developed
in correctional settings to address correctional issues. In-
stead, correctional assessment has had to rely on personnel
and methods from other settings. Psychologists entering the
correctional field should be aware that assessment is different
in correctional settings. The clients differ, the issues differ,
and the situational factors differ. Therefore, they should seek
out instruments developed in or empirically adapted for use
in correctional settings, and be prepared to determine the
norms, patterns, and cutting scores appropriate in their par-
ticular settings.

Those instruments that have been developed or adapted
for use in corrections need to be continually reassessed. Risk-
assessment devices need to be cross-validated before they are
applied in new settings or to new problems. Studies reviewed
in the present chapter showed that models developed in one
state did not always work in another, and factors related to
one criterion, such as general recidivism, did not necessarily
apply to another, such as sexual reoffending. Predictors may
also change over time; not long ago, having a tattoo was an
item on Walters, White, and Denney’s (1991) Lifetime Crim-
inality Screening Form. It is questionable whether that item
would be valid today. 

Despite the difficulties in validating risk-assessment de-
vices, they at least have the advantage of having correction-
ally relevant criterion measures against which they can be
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validated. This is not true with needs-assessment instru-
ments. For example, intelligence and achievement tests used
in correctional settings have been correlated with other, pre-
sumably better, intelligence and achievement tests, but few
have been correlated with offenders’ performance in educa-
tional or vocational programming, nor has their interaction
with other possible predictors been explored. Steuber (1975),
for example, found that the best predictor of educational
achievement in a federal correctional institution was an equa-
tion combining the Revised Beta Examination with certain
MMPI scales, but such studies are rare.

A neglected topic in correctional assessment is the influ-
ence of situational variables. As correctional psychologists,
we are prone to make the fundamental attribution error in
which we ascribe most of our clients’ behavior to their per-
sonality characteristics and underestimate situational influ-
ences. Further research is needed on how being embroiled in
the criminal justice system influences clients’ interview and
test performances. Virtually the only area in which the influ-
ence of the correctional or legal setting is presently being
studied is in the investigation of deception and malingering
using rather crude designs in which criminal offenders are
encouraged or paid to fake on tests. These studies have
yielded validity indicators that can be used to identify dis-
torted protocols, but more extensive and sophisticated studies
of how the context influences assessments are needed.

Research is also needed on the interaction between situa-
tional and personality factors with regard to both external and
internal classification. Wright (1986, 1988) assessed correc-
tional institutions along several dimensions such as privacy,
structure, strictness, and social support, and classified prison-
ers into Megargee’s MMPI-2 types (Megargee et al., 2001).
He obtained significant interactions showing that some
MMPI-2 types did better in some settings whereas others did
better in other settings. Van Voorhis (1994) found similar dif-
ferences when she contrasted the adjustment of different
types of prisoners in penitentiary and open-camp settings.
More research on the interactions of personality with situa-
tional factors is needed.

In the last two decades, research on assessment in correc-
tional settings has improved in rigor and sophistication. More
complex questions are being posed and advanced research
methods are being used to address them. For example, it is
now routine for risk-assessment studies to report the speci-
ficity and sensitivity of their measures. There is more pro-
grammatic research, and meta-analyses are increasingly
being used to integrate the findings of the many isolated, one-
shot investigations that have plagued the field. As correc-
tional assessment inevitably grows to meet the demands of an
expanding correctional system, we can hope that both the

quality and the quantity of research on assessment in correc-
tional settings will also increase.
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In 1998 there were 34.4 million adults who were 65 years of
age and older in the United States, representing 12.7% of the
population (Administration on Aging, 1999). This percentage
is expected to increase dramatically as baby boomers reach
the age of 65. In addition, the older adult population is getting
older. In 1998 there were 12 million adults aged 75 to 84 and
4 million who were 85 years of age and older. When com-
pared to the census figures for 1900, the 75- to 84-year-old
group is now 16 times larger, and the 85 + group is 33 times
larger (Administration on Aging, 1999). 

Although most adults age successfully (cf. Rowe & Kahn,
1998), aging is not without its detractors. Most older adults
have at least one chronic health problem, and many have sev-
eral. In 1996 over 33% of older adults reported that they were
limited by a chronic health problem. More than half of older
adults have reported having at least one disability, and one
third have reported at least one severe disability (Administra-
tion on Aging, 1999). The mental health problems of older
adults also invite attention, with estimates of approximately

25% of older adults meeting criteria for a diagnosis (Gatz,
Kasl-Godley, & Karel, 1996). In addition, comorbid health
and mental health problems are common among older
adults—particularly among those seen in medical clinics
(Lichtenberg, 2000) and long-term care settings. These col-
lections of health and mental health problems are often ac-
companied by the administration of medications.

The combination of health problems, mental health prob-
lems, and medication effects and side effects offers a unique
array of challenges for the clinician—particularly the clini-
cian who is unaccustomed to the provision of services to
older adults. Although these challenges are sufficiently
daunting in and of themselves, the clinician must consider the
foregoing factors in the context of age-related changes in bi-
ological, psychological, and adaptive functioning.

The principal goal of this chapter is to acquaint the reader
with assessment issues that are relatively unique to older
adults, with particular attention to factors that could influence
the process or outcome of clinical assessment. We begin with
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the discussions of two intra- and interpersonal variables—
bias in the form of ageism and cultural competence. Igno-
rance of the importance and influence of these variables can
lead to the corruption, contamination, and invalidation of the
entire assessment enterprise. We then consider biological and
medical issues that are more common among older adults that
can play a significant role in the interplay between biological
and environmental factors. Next, we shift to two conceptual
issues, beginning with the assessment paradigms within
which the clinician performs the assessment. We then address
diagnostic issues and question the prudence of utilizing tradi-
tional diagnostic taxonomies with older adults. The complex-
ities of carrying out clinical assessments are then addressed
through discussions of multiple-method and multidimen-
sional assessment. We follow this with a discussion of
psychometric considerations for developing or selecting
assessment instruments suitable for older adults. The chapter
is closed with a brief discussion of future directions in the
assessment of older adults.

INTRA- AND INTERPERSONAL ISSUES

Ageism

Ageism refers to stereotyping, prejudice, and discrimination
based on age (Butler, 1969). Although ageism can apply to
any age group, it is especially prevalent with older adults and
can have a considerable impact on the assessment process.
Butler (1980) describes three components of ageism related
to older adults: (a) prejudicial attitudes toward older adults,
old age, and the aging process; (b) discriminatory practices
against older adults; and (c) institutional practices and poli-
cies that limit opportunities and deny older adults respect and
freedom.

Negative Myths of Aging

The assessment process is not immune to the effects of
ageism. Stereotypes and misconceptions about older adults
abound. Mental health professionals must therefore be
acutely aware of their perceptions and attitudes towards older
adults so that they may be challenged and prevented from in-
fluencing the assessment process and outcome. The most
common misconception about older adults is that they are
sick or disabled (Palmore, 1999). Although older adults have
higher rates of chronic illness than do younger adults, they
experience lower rates of acute illness, injury, and accidents
(Palmore, 1999). Disease is the main barrier to health and
longevity, not age.

Another common myth is the belief that mental abilities
begin to decline from middle age onward (Rowe & Kahn,
1998). However, most adults retain the majority of their usual
mental abilities, including the ability to learn and remember,
until their mid-70s (Schaie, 1996). Kaufman (1990) con-
cluded that although mean Verbal, Performance, and Full
Scale IQ scores on the Wechsler scales show declines be-
tween young adulthood and old age, it is the Performance IQ
that suffers significantly. Similarly, fluid abilities tend to de-
cline in early adulthood, whereas crystallized abilities are
more likely to be sustained into older adulthood. Of equal
importance is Poon’s (1995) conclusion that chronological
age does not appear to play a large role in learning ability
(Poon, 1995). 

A similar stereotype to that previously mentioned is that
most older adults are senile and that mental illness is a nor-
mal part of aging (Palmore, 1999). Whereas 16% of the U.S.
population has a major illness or substance abuse problem
(National Institute of Mental Health, 2001), less than 10% of
community-living older adults have significant or severe
mental illness, and another 10–32% have only mild or mod-
erate mental illness (Gurland, 1995). Because of the wide-
spread belief that the typical older adult is disabled by
physical or mental illness, many people conclude that older
individuals are unable to remain in the workforce and that
those who do work are unproductive (Palmore, 1999).
Mandatory retirement policies and discrimination in hiring,
retraining, and promotion are founded in this myth. How-
ever, studies of employed older workers show that they per-
form as well as or better than younger workers on most
measures of job performance (Rix, 1995). Furthermore,
upon retirement, many older adults maintain active lifestyles
and make significant contributions to their communities.
Belief in the aforementioned myths tends to perpetuate the
attitude that the typical older adult is also miserable and de-
pressed. A common myth is that major depression is more
prevalent among the elderly than among younger persons.
However, major depression is less prevalent among older
adults than among younger adults, and most older adults re-
port that they are relatively happy most of the time (Palmore,
1999).

Effects of Myths on Assessment

Belief in any of these myths and stereotypes can affect as-
sessment. For example, a common myth that older adults are
set in their ways and unable to learn new skills or coping
mechanisms may lead to a belief that therapy will not help
them (Thompson, Gallagher, & Breckenridge, 1987). Health
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professionals may therefore be less likely to refer older adults
for therapy. However, therapy has been found to be equally as
effective with older adults as it is with other age groups (e.g.,
Knight, 1996; Thompson et al., 1987). In assessing older
adults, there is a tendency for medical and psychological
problems to be attributed to age (Rodin & Langer, 1980). Al-
though some problems may be a consequence of aging, the
misattribution of problems to aging may be dangerous. For
example, a belief that depression and sadness are normal parts
of aging may preclude a diagnosis of major depression in an
older adult who could benefit from treatment. When diag-
noses are made, older adults are more likely to receive an or-
ganically based diagnosis such as dementia and to receive
medications as treatment for depression than are younger
adults (Gatz & Pearson, 1988; Rodin & Langer, 1980). This
finding likely contributes to the overmedication of many
older adults and increases the risk of adverse drug interac-
tions. Because physicians commonly prescribe drugs to treat
older adults’ mental disorders, referrals to mental health pro-
fessionals are less frequent for older adults than for younger
adults (Gatz & Pearson, 1988).

Positive Ageism

Much less attention has been paid to positive ageism, or pos-
itive stereotypes about older adults, than to negative ageism.
Positive ageism is less common than negative ageism and is
not thought to harm older individuals. There are many posi-
tive stereotypes about older adults, and there are many people
who have positive attitudes towards older adults. For exam-
ple, Palmore (1999) maintains that many people believe that
older adults hold great wisdom due to their greater years of
experience. Others believe that because older adults are often
retired, they are free to do anything they want at any time they
want and in any way they want. These positive stereotypes in
combination with an antidiscrimination response on the part
of professionals, whereby they exaggerate the competencies
and excuse the failings of the aged, may also lead to maltreat-
ment of older adults (Gatz & Pearson, 1988). By making an
effort not to denigrate older adults, therapists may fail to rec-
ognize genuine psychological problems with the potential for
treatment.

To avoid the effects of ageism, professionals should learn
about the aging process, gain more exposure to older adults,
and examine their personal feelings about aging and how
these feelings may affect their professional performance
(Dupree & Patterson, 1985). It is particularly important to
appreciate that ageism can affect older adults’ behavior as
they adopt these attitudes themselves.

CULTURAL AND ETHNIC ISSUES

The role of culture and ethnicity in the assessment process
cannot be overemphasized, particularly with older adults who
are more likely than their younger counterparts are to have
strong cultural identities. The clinician and the client bring
unique cultural and ethnic histories and knowledge bases to
the assessment process. Indeed, there are suggestions that the
biochemical and biophysical architecture of one’s brain can be
influenced by one’s culture and experiences (e.g., Baltes &
Singer, 2000). It is not surprising, then, that psychiatric dis-
orders may present and be experienced differently among
different cultural groups. For example, the presentation of
depression in some cultures varies markedly. The Hopi of
Arizona have a disorder that is similar to major depression but
does not include the dysphoria component (Mouton &
Esparza, 2000). Similarly, the expression of depression among
the Flathead people of Montana takes the form of loneliness
(O’Nell, 1996).

The unique characteristics of culturally diverse older adults
can be quite profound and call for specialized knowledge and
skills. In 1998, approximately 15.7% of the older adult (65+ )
population were minority group members (8.0% African
American, 2.1% Asian or Pacific Islander, 5.1% Hispanic, and
less than 1% American Indian or Native Alaskan; Administra-
tion on Aging, 1999). Older adults are becoming even more
racially and ethnically diverse. In 1994, 10% of the older adults
were non-White. In 2050 this proportion is expected to be 20%.
Hispanic older adults are expected to represent 16% of the
older adults (U.S. Bureau of Census, 1995). Such figures rein-
force supplications for cultural competence (Dana, 2000) and
intercultural approaches to clinical assessment (cf. Jones &
Thorne, 1987).

Cultural competence might include knowledge of the
prevalence, incidence, and risk factors for mental disorders
among older adult ethnic groups, skills for gaining culturally
relevant information regarding psychopathology, assessment
(including culturally-ethnically unique psychometrics of as-
sessment instruments), and treatment, and knowledge of the
unique responses to various psychosocial interventions. At
the individual level, such competence might include knowl-
edge of the individual’s cultural identity, his or her cultural
explanations of the suspected mental disorder, culturally rele-
vant aspects of the client’s social environment, and culturally
relevant factors in the client’s relationship with the clinician
(Rubio-Stipec, Hicks, & Tsuang, 2000).

A thorough discussion of culturally relevant information
regarding older adult assessment is beyond the scope of this
chapter. Moreover, such information varies both within and
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between cultures. Thus, we only very briefly discuss some
of the more general considerations. The interested reader is
referred to Dana (2000); Mouton and Esparaza (2000); and
Rubio-Stipec, Hicks, and Tsuang (2000) for more complete
discussions of the assessment of culturally diverse young and
older adults.

The kinship systems of older adult ethnic groups are often
an important element of their culture. Such systems are
collections of social relationship that often define group life
(Morales, 1999). The system governs the individual’s rela-
tionships and status within the culture. Older adults tend to
rely more on members of their kinship systems and their cul-
tural traditions than younger adults. They may also be more
devoted to folk beliefs, religious affiliations, and cultural
traditions than are their younger counterparts. In general,
culturally-ethnically diverse older adults tend to be more de-
voted to their unique cultures and family ties than are younger
ethnic minority adults (Morales, 1999). When these individu-
als encounter problems, the older adults are more likely than
younger minority adults to seek assistance from family or
community members and less likely to seek help outside the
minority community; this is particularly true with psycholog-
ical problems (Morales, 1999).

Unfortunately, much of the available information about
factors to consider when working with ethnically diverse pop-
ulations is based on younger individuals. Moreover, few clin-
ical assessment instruments have sound psychometric support
for use with older adults. This paucity of relevant instruments
is even more apparent when one is seeking culture-free or cul-
turally relevant assessment instruments for older adults. Test
items with idioms and colloquialisms unique to a particular
culture can yield very different meanings when read by mem-
bers of other cultures, raising the additional question of
whether the same constructs are being measured. The norms
and language of the Caucasian majority dominate the assess-
ment literature, notwithstanding the sometimes unique pre-
sentation and experience of mental disorders among ethnically
diverse populations (Edelstein, Kalish, Drozdick, & McKee,
1999; Futterman, Thompson, Gallagher-Thompson, & Ferris,
1995).

BIOLOGICAL AND MEDICAL FACTORS

Sensory Changes Associated With Aging

Although it is true that as individuals age, they are at greater
risk of developing chronic health problems, such conditions
are not a normal part of the aging process (Whitbourne,
1996). Recognition of this distinction between disease and
the normal physiological changes associated with aging is

essential to facilitate accurate assessments and diagnoses.
Knowledge of the physiological changes that often occur
with aging and how these changes may contribute to clients’
presenting problems and affect the veracity of assessments is
crucial. Due to space limitations, we address age-related
changes in only visual and auditory systems.

Vision

Whereas the majority of older adults have fair to adequate vi-
sion (Pfeifer, 1980), some of the most severe age-associated
decrements occur in the visual system. Many older adults ex-
perience decreasing visual acuity, diminished light sensitivity
and visual processing speed, and problems with near vision,
visual search, and tracking moving objects (Kosnik, Winslow,
Kline, Rasinski, & Sekuler, 1988). Cataracts, another com-
mon problem, can cause visual difficulties resulting from a
dulling of colors and glare in brightly lit areas. When pre-
senting visual stimuli to older adults, one must be careful to
minimize glare. Materials printed on glossy surfaces are par-
ticularly vulnerable to glare (Storandt, 1994). During assess-
ment, clinicians should try to balance the older adult’s
susceptibility to increased glare with the need for sufficient
illumination.

With increased age, the lens becomes thicker and less elas-
tic, and it is unable to change shape to focus on close objects
(Winograd, 1984). Older adults may have to wear trifocals to
achieve good focus of near, far, and middle-distance objects.
Older adults may need to shift between these three compo-
nents of their eyeglasses to achieve good focus on test materi-
als at different distances, which may slow performance
(Storandt, 1994). Older adults’ trouble with near vision, or
presbyopia, often leads to an increasing difficulty reading
small print (Kosnik et al., 1988). Whenever possible, stimuli
should be made larger for older adults. One should consider
having written or self-report instruments produced in larger
print for use with older clients. Specifically, a 14-point font for
written text has been found to maximize visual clarity for older
adults with presbyopia (Vanderplas & Vanderplas, 1981).

The aforementioned visual deficits could result in a num-
ber of outcomes, including diminished test performance on
tests requiring adequate vision, changes in social behavior re-
sulting from a failure to recognize friends and acquaintances,
reluctance to participate in activities requiring visual acuity,
falls resulting from difficulties with dark adaptation and depth
perception, and automobile accidents resulting from glare
and rapid changes in light intensity (Edelstein, Drozdick, &
Kogan, 1998).

Other research indicates that visual deficits are also related
to intelligence. Specifically, visual acuity accounts for 41.3%
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of the variance in older adults’ intellectual functioning
(Lindenberger & Baltes, 1994). Visual impairment is also
related to functional status decline (Stuck et al., 1999; Werner-
Wahl, Schilling, Oswald, & Heyl, 1999), anxiety (DeBeurs,
Beekman, Deeg, Dyck, & Tillburg, 2000), emotional well-
being (Penninx et al., 1998; Werner-Wahl et al., 1999), and
everyday activity levels (Marsiske, Klumb, & Baltes, 1997).
One should therefore take into account older adults’ level of
visual deficits when conceptualizing impairment in these
areas.

Hearing

Hearing loss is a common problem among older adults; ap-
proximately 50% of Americans over the age of 65 experience
some form of hearing impairment (Vernon, 1989). Clinicians
should be aware of clues that may signal hearing impair-
ment, such as a history of ear infections, loud speech, requests
for the interviewer to repeat statements, inability to distinguish
the sound of one individual in a group of speakers, and the ten-
dency to keenly watch the speaker’s mouth (Vernon, 1989).

Older adults commonly experience a phenomenon known
as masking, which involves particular difficulties hearing
normal speech when there is substantial background noise
(Storandt, 1994). Therefore, efforts should be made to inter-
view and assess older adults in a quiet setting. For most older
adults, the ability to hear high-frequency tones is impaired ear-
lier and more severely than is the ability to hear low-frequency
tones (Whitbourne, 1996). Female speakers with high-pitched
voices should be sensitive to the fact that difficulty hearing high
frequencies may impair communication with older adults, and
attempts may be made to lower the pitch of their voices
(Storandt, 1994). Additionally, one should attempt to speak
more slowly without overarticulating, which can distort speech
and facial gestures (Edelstein, Staats, Kalish, & Northrop,
1996).

Hearing deficits may be due to presbycusis (loss of auditory
acuity associated with aging), drugs and allergies, circulatory
disorders, central organic impairments, and occupational and
recreational noise (Storandt, 1994). Other age-associated
changes in the ear may also contribute to hearing loss. The
wall of the outer cartilaginous portion of the auditory canal
collapses inward with advancing age, narrowing the passage
and making the canal less effective at receiving and channel-
ing sound waves to the middle ear (Ferrini & Ferrini, 1993).
Additionally, earwax tends to thicken with age. Accumulated
earwax may block the auditory canal and may contribute to
hearing impairments (Whitbourne, 1996).

Communication problems may be exacerbated as individ-
uals with hearing loss pretend to understand what is being said

during the interview. More critically, reduced hearing acuity
commonly has psychological effects. Decreased hearing sen-
sitivity may limit one’s enjoyment of social activities and the
stimulation that other people and television provide. Paranoid
ideas and behavior (Zimbardo, Andersen, & Kabat, 1981),
withdrawal from other people (Vernon, 1989), depression
(Vernon, 1989), denial (Vernon, Grifffen, & Yoken, 1981),
anxiety (DeBeurs et al., 2000) decreasing functional status
(L. M. Stein & Bienenfeld, 1992), decreased intelligence
(Marsiske et al., 1997), and rapid deterioration of cognitive
functioning in older adults with dementia of the Alzheimer’s
type (Uhlmann, Larson, & Koepsell, 1986) may also occur in
those with gradual hearing loss. Family members and friends
may also withdraw from the hearing-impaired person because
they are frustrated by efforts to communicate. Furthermore,
older adults with hearing impairments may be misdiagnosed
because they appear inattentive or withdrawn (Ferrini &
Ferrini, 1993).

Biological Rhythms and Assessment

There is mounting chronobiological and psychological evi-
dence that clinicians should no longer ignore the time of day
during which adults are assessed. The human biological clock
or circadian system controls a wide range of biological and
psychological processes (e.g., body temperature regulation,
hormone secretion, sleep-wake cycles) through circadian
rhythms. Each of these processes shows peaks and troughs
throughout the 24-hour cycle. Recent evidence suggests that
various cognitive processes follow similar rhythms, with
peak performance associated with peak periods of physiolog-
ical arousal (e.g., Bodenhausen, 1990). For example, May,
Hasher, and Stoltzfus (1993) found memory for prose to be
most accurate when participants were tested during their pe-
riod of peak circadian arousal, typically during the early
morning or late afternoon. It is interesting to note that re-
searchers have found that such peak performance periods
vary by age (e.g., May et al., 1993). These age-related differ-
ences in performance also correspond to subjective ratings of
peak and off-peak times of the day (e.g., Horne & Osterberg,
1976). For example, approximately 40% of college students
(aged 18–25) tend to experience peak performance in the
evening, whereas most (approximately 70%) older adults
(aged 60–75) tend to peak in the morning (Yoon, May, &
Hasher, 1997). Yoon et al. (1997), as cited in Ishihara,
Miyake, Miyasita, and Miyata (1991), note that the shift
toward peak morning performance appears to begin around
the age of 50.

For purposes of the present chapter, the work of Hasher,
May, and their colleagues appears to have the most relevance.
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Hasher, Zacks, and May (1999) argue for major roles of excita-
tory and inhibitory processes to explain the variations in older
adult performance across the day. It is these processes that are
ostensibly influenced by circadian arousal patterns. The au-
thors attribute a major role to inhibition, which serves three
functions related to working memory: (a) deletion, (b) access,
and (c) restraint. Inhibitory processes prevent irrelevant infor-
mation from entering working memory. Inhibitory processes
also delete or suppress the activation of irrelevant information.
Overall, the inhibitory processes reduce the amount of distract-
ing information.

There is considerable evidence of age-related declines in
the inhibition of task-irrelevant information (e.g., Alain &
Woods, 1999). Hasher and colleagues suggest that older adults
whose inhibitory processes are impaired are more likely to ex-
perience impairment in working memory due to the presence
of distracting, irrelevant information generated by the individ-
ual (e.g., related cognitions) or by the external environment
(e.g., noise). Hasher and colleagues (e.g., Hasher & Zacks,
1988; Li, Hasher, Jonas, Rahhal, & May, 1998; May, 1999)
have compiled an impressive amount of data suggesting that
the changes in cognitive functioning that occur at off-peak
times are due to circadian-rhythm-related deficits in inhi-
bition. They have also found that the excitatory processes do
not seem to vary across time. Thus, well-learned information
(e.g., vocabulary) appears to be unaffected.

The research addressing the performance effects of off-peak
assessment has very important implications for the assessment
of older adult cognitive functioning. Neuropsychological as-
sessment should probably be conducted during an individual’s
peak time period if one is seeking optimal performance. More
specifically, cognitive assessment of older adults should ide-
ally take into consideration the individual’s peak and off-peak
performance periods. Finally, the assessment of other domains
that involve cognitive performance (e.g., decision-making
capacity) is also potentially susceptible to these circadian
rhythms. At the very least, clinicians should record the time of
day during which each element of the assessment process
occurs.

The aforementioned physiological changes can signifi-
cantly alter the behavior of the client and unintentionally con-
tribute to erroneous conclusions if one is ignorant of these
changes and their potential consequences. Clinicians must be
vigilant about assessing for the presence and degree of phys-
iological and sensory changes associated with aging and
should consider these changes when formulating a conceptu-
alization of the client’s presenting problems. Similarly, erro-
neous assumptions made by clinicians with regard to the
characteristics of older adults can lead to faulty conclusions.
Clinicians must be careful to not misattribute symptoms of

disease to normal aging processes or assume that impair-
ments in sensory symptoms are not amenable to intervention.

Psychological Presentations of Physical Disease

Many of the most common medical conditions experienced
by older adults have numerous psychological symptoms.
However, medical practitioners are often insufficiently pre-
pared to assess the psychological concomitants of medical
illness. Similarly, many physical disorders—when they are
undetected—can appear as psychological symptoms, and
mental health practitioners are often unaware of the possible
underlying medical conditions. We now discuss various
physical disorders that can lead to biologically based psycho-
logical symptoms as well as those that—when undetected—
can present as psychological symptoms.

Parkinson’s Disease

Parkinson’s disease is manifested by stiff and slow motor
movements. Patients may have hand tremors and may be un-
steady when standing or walking. Initiating motor activity,
such as walking, may be particularly difficult. The course
is chronic and progressive. Depression is the primary psy-
chological symptom associated with Parkinson’s disease
(Frazer, Leicht, & Baker, 1996). Starkstein, Preziosi, Bolduc,
and Robinson (1990) reported a 41% rate of depression
among outpatients with Parkinson’s disease. Half of the de-
pressed patients met criteria for major depression and half
for minor depression (dysthymia). Starkstein et al. (1990)
suggested that changes in the basal ganglia associated with
Parkinson’s disease may be an etiological factor in depres-
sion. Parkinson’s disease can often also initially present as
depression. Starkstein et al. (1990) reported that in patients
with major depression and Parkinson’s disease, 29% suffered
a history of depression prior to the appearance of any motor
symptoms. Todes and Lee (1985) also found high rates of
premorbid depression in patients with Parkinson’s disease.
In addition to depression, dementia (Cummings, 1988) and
anxiety (Schiffer, Kurlan, Rubin, & Boer, 1988; M. B. Stein,
Heuser, Juncos, & Uhde, 1990) are also frequently associ-
ated with Parkinson’s disease.

Cancer

Whereas depression appears to be a common concomitant to
cancer, the diagnosis of cancer-related depression is compli-
cated by the somatic features of the disease and the side ef-
fects of its treatment (Frazer et al., 1996). Rates of major
depression in cancer patients vary from 6% to 42%, with one
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study reporting a drop from 42% to 24% when somatic crite-
ria were eliminated (Rodin, Craven, & Littlefield, 1993).
Clinical knowledge about the specific type of tumor, its
course, and its treatment is essential to diagnose depression
in individuals with cancer (Greenberg, 1989). Greenberg sug-
gests that symptoms of depression, such as anorexia, fatigue,
and insomnia may be caused by radiation, chemotherapy, or
intractable pain. However, if the fatigue is worse in the morn-
ing, depression may be the causal factor, and if insomnia is
not accompanied by pain, depression should also be consid-
ered. Greenberg argues that anhedonia is not common in can-
cer patients without depression. Extensive research indicates
that pancreatic cancer can first appear as depression (Gillam,
1990; Holland et al., 1986), and there is some evidence of de-
pression as an early symptom in lung cancer (Hughes, 1985)
and in head and neck cancer (Davies, Davies, & Delpo,
1986).

Chronic Obstructive Pulmonary Disease

Chronic obstructive pulmonary disease (COPD) consists of
a group of degenerative diseases of the respiratory system.
Chronic bronchitis and emphysema are the most common
forms of COPD. Dyspnea (inability to obtain enough air),
chronic cough, and increased sputum production are the
prominent symptoms. Depression is the most common psy-
chological feature associated with COPD; approximately one
quarter to one half of individuals with COPD experience some
form of depressive symptomology (Murrell, Himmelfarb, &
Wright, 1983). Anxiety also appears to be a common feature
of COPD, related to the hypoxia and dyspnea associated with
the diseases (Frazer et al., 1996). The anxiety that an individ-
ual experiences when he or she cannot breathe adequately
places further demands on the respiratory system, causing a
feedback loop that can exacerbate both respiratory and psy-
chological symptomology (Frazer et al., 1996).

Cardiovascular Disease

Cardiovascular diseases, including hypertension, coronary
artery disease, valvular heart disease, arrhythmias and conduc-
tion disorders, heart failure, and peripheral vascular diseases,
all involve difficulty sustaining a regular, sufficient blood sup-
ply throughout the body (Frazer et al., 1996). Patients with
chronic heart disease experience depressive symptomatology
at a rate between 10% and 20% (Cohen-Cole, 1989). Cohen-
Cole also argues that anxiety may be a prominent feature in
heart disease because of its unpredictable and life-threatening
nature. Anxiety-like symptoms, such as dread, bewilderment,
respiratory distress, and sweating may also be a signal of

myocardial infarction due to rising levels of catecholamines
(G. Cohen, 1991). The relationship between depression and
cardiovascular disease is exemplified in coronary artery dis-
ease (CAD). Friedman and Booth-Kewley (1987) found de-
pression to be as major a risk factor for CAD as cigarette
smoking. In older adults, a sudden change in mental status has
been found to be a predictor of myocardial infarction (Frazer
et al., 1996).

Cerebrovascular Disease

Cerebrovascular conditions are closely related to cardiovas-
cular conditions. Whenever heart disease or atherosclerosis
leads to interruption in blood flow to the brain, the patient ex-
periences cognitive effects from the resulting anoxia. The
most common cerebrovascular condition in older adults is
stroke. Extensive research has examined the relationship be-
tween stroke and depression. Lipsey and Parikh (1989) found
clinical depression to be a common psychological conse-
quence of stroke, occurring in 47% of patients immediately
following stroke and increasing to 60% of the patients at a
6-month follow-up. Starkstein and Robinson (1993) reported
that poststroke major depression tends to resolve after ap-
proximately 1 year, whereas poststroke minor depression
tends to last for over 2 years. Furthermore, lesion location has
been found to be related to poststroke duration, with middle
cerebral artery areas associated with longer duration and sub-
cortical lesions associated with briefer durations of depres-
sion (Starkstein & Robinson, 1993).

Diabetes Mellitus

Diabetes mellitus involves hyperglycemia (high blood sugar)
due to absent or reduced insulin secretion or ineffective insulin
action. Diabetes is divided into Type 1 (insulin-dependent di-
abetes mellitus or IDDM) and Type 2 (non-insulin-dependent
diabetes mellitus or NIDDM). NIDDM is the most prevalent
form of the disease in older adults. Depression is a common
psychological manifestation of diabetes. Lustman, Griffith,
Clouse, and Cryer (1986) estimated a lifetime prevalence of
major depression among IDDM and NIDDM patients as
32.5%, and point prevalence rates at 14%. Lustman et al.
(1986) speculate that depression can either cause or be caused
by poor glucose control and that psychiatric illness is associ-
ated with poor long-term glucose control. However, depres-
sion may also be a reaction to diagnosis, lifestyle changes,
control issues, and physical complications such as impotence
and blindness (Frazer et al., 1996).

Clinicians must be knowledgeable of the frequent comor-
bidity of medical and mental disorders, especially when the
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psychological symptoms are the initial presentation of the
disease. To the extent that both medical and mental health
practitioners are aware of the complex interactions, assess-
ments can be more thorough and interventions can be more
specifically and appropriately focused.

Medication Use

Approximately 80% of older adults suffer from at least one
chronic health problem (Knight, Santos, Teri, & Lawton,
1995). Because they have a high prevalence of chronic ill-
nesses, older adults consume more medications than do
members of any other age group (Ferrini & Ferrini, 1993).
However, older adults are at higher risk of adverse drug reac-
tions than are any other age groups because of age-related
changes in physiology and increased use of multiple medica-
tions, both prescribed and over-the-counter. Older adults in
the United States use a disproportionate amount of both pre-
scription and nonprescription medications. They comprise
over 12% of the total population but account for 30% of the
total drug expenditures (Ferrini & Ferrini, 1993). 

Pharmacokinetics refers to various aspects of drug metab-
olism, such as absorption, distribution, metabolism, and ex-
cretion (Schneider, 1996). Whereas there is little evidence
that age-related changes in gastrointestinal function affect
drug absorption (Norman, 1993), the age-related changes in
total body water and total body fat lead to changes in drug
distribution in older adults (Schneider, 1996). Furthermore,
decline in liver function due to age-associated changes may
cause medications to remain in the body longer, and de-
creases in kidney blood flow and filtration ability associated
with age allow drugs to circulate longer in the body, thus in-
creasing their effect (Ferrini & Ferrini, 1993).

Polypharmacy is the practice of using medications exces-
sively and unnecessarily. Polypharmacy is common in older
adults who are taking a number of medications to treat multi-
ple illnesses. Drug interactions are frequent in older adults
because of their high consumption of prescription drugs.
Those who use drugs to reduce the adverse effects of other
drugs (rather than adjust the dosage or change the original
drug) are at greater risk for adverse reactions, more health
problems, and increased expense of drugs and physician vis-
its (Ferrini & Ferrini, 1993).

Psychological symptoms in older adults may be the result
of medications. For example, hallucinations, illusions, insom-
nia, and psychotic symptoms are possible side effects of vari-
ous antiparkinsonian agents (Salzman, 1992). Side effects
of many cardiovascular drugs include depression, confusion,
delusions, paranoia, disorientation, agitation, and fatigue
(Salzman, 1992). Finally, delusions, forgetfulness, illogical

thoughts, paranoid delusions, and sleep disturbances may be
associated with antidepressant use (Salzman, 1992). In light
of these potential side effects, clinicians should thoroughly
assess their clients’ medication use to rule out drug side
effects when conceptualizing psychological symptoms.

METHODOLOGICAL AND PROCEDURAL ISSUES

Assessment Paradigms

A variety of assessment paradigms guide our approaches to as-
sessment. A brief discussion of the two dominant paradigms is
important before proceeding with our discussion of older adult
assessment methods and instruments. An assessment para-
digm is “a set of principles, beliefs, values, hypotheses, and
methods advocated in an assessment discipline or by it adher-
ents” (Haynes & O’Brien, 2000, p. 10). Consequently, the
paradigm determines the nature of the questions addressed,
settings in which information is obtained, nature of assess-
ment instruments, the manner in which data obtained from
assessment instruments are used, inferences that may be drawn
from assessment data, how the clinician proceeds from assess-
ment to intervention when change is desirable, and so on. In
summary, a clinician’s assessment paradigm determines how
he or she approaches the systematic examination of behavior,
which is essentially the task of psychological assessment.

The two principal assessment paradigms are traditional and
behavioral. It would be simplistic to attempt a clear distinction
between these two paradigms because they share some ele-
ments. Moreover, neither is monolithic; each has subpara-
digms (cf. Haynes & O’Brien, 2000). For example, within the
traditional paradigm, one might find trait-oriented psychody-
namic personality, intellectual, neuropsychological, diagnos-
tic, and family systems subparadigms. Within the behavioral
paradigm, one might find behavior–-analytic, social learn-
ing and cognitive-behavioral subparadigms (see Kazdin &
Wilson, 1978).

Behavioral and traditional paradigms can be distinguished
in a variety of ways (see Barrios & Hartmann, 1986; Cone,
1986; Haynes & O’Brien, 2000; Nelson & Hayes, 1986). For
the purposes of this chapter, two distinctions are useful. First,
one can distinguish between behavioral and traditional para-
digms in terms of their philosophical assumptions regarding
descriptions and causes of behavior. Traditional approaches
tend to emphasize descriptions of an individual’s disposi-
tional characteristics (e.g., personality traits) or what he or she
has (cf. Mischel, 1968), which is often inferred from observed
behavior and from self-reports of feelings, attitudes, and be-
havior. The behavior of the individual tends to be explained
by these personal characteristics. In contrast, behavioral
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approaches focus on the identification of environmental con-
ditions that reliably produce the behaviors of interest. The
behavior of the individual is explained by describing the con-
ditions under which the behavior of interest occurs; this might
include a description, for example, of the environmental con-
ditions and schedule of reinforcement that are maintaining the
screaming behavior of an individual with dementia or the low
level of social engagement of a depressed individual. A lower
level of inference is required in behavioral assessment be-
cause the phenomenon of interest is usually behavior (includ-
ing thoughts or cognitions) rather than inferences drawn from
the behavior.

Another way of characterizing the differences between
traditional and behavioral paradigms is to distinguish be-
tween idiographic and nomothetic approaches to assessment.
The idiographic-nomothetic distinction was popularized by
Allport (1937) in his discussions of personality assessment.
In general, the nomothetic approach is used to examine com-
monalities among individuals, whereas the idiographic ap-
proach is used to ascertain the uniqueness of an individual.
Nomothetic assessment typically involves the use of assess-
ment instruments that have been standardized with a large
number of individuals. The same instrument is used to assess
multiple individuals. The results of the assessment are com-
pared against the results obtained with a standardization pop-
ulation (normative sample). For example, a person might
complete a self-report measure of depression. The obtained
total score would then be compared against population norms
derived from a large, representative group of individuals with
presumably similar demographic characteristics.

Idiographic assessment is an individualized approach to
assessment that involves methods and measures that are tai-
lored to the individual client. For example, a socially anxious
individual might be assessed via a role play with several
strangers, a direct observation instrument that targets relevant
overt behaviors under a wide range of conditions, and a set
of self-report questions that are specifically tailored for the
particular client and that focus on cognitions (e.g., self-
statements regarding fear of negative evaluation), experi-
ences of anxiety (e.g., increased heart rate, tightening chest,
sweaty palms), and knowledge of effective conversational
skills. There is typically no attempt to compare the assess-
ment results with those obtained with other individuals. The
criteria or standards used by the clinician are individually de-
termined. Mischel (1968) noted that “behavioral assessment
involves an exploration of the unique or idiosyncratic aspects
of the single case, perhaps to a greater extent than any other
approach” (p. 190).

Although the traditional and behavioral paradigms are quite
different in many respects, their characteristic assessment

methods and instruments can be combined (cf. Nelson-Gray,
1996). For example, a clinician might use a standardized de-
pression assessment instrument to obtain information for use
in a behavioral analysis. In addition to comparing a total de-
pression score with population norms (traditional nomothetic
approach), the individual depression inventory items could be
used to characterize the individual (idiographic). Thus, one
might determine that an individual is probably clinically de-
pressed using a total score and then examine individual test
items to gain an understanding of how the individual is experi-
encing and expressing depression.

As one moves from cognitively intact to cognitively im-
paired individuals, one must necessarily shift from more tradi-
tional to more behavioral, idiographic assessment approaches.
Moderate to severe cognitive impairment typically precludes
accurate and reliable self-report. Thus, assessment ques-
tions are less likely to focus on the person’s personality, cogni-
tions, and self-reported behavior, and they are more likely to
focus on the person’s observed behavior and the environmental
conditions that are maintaining it. The question Why is this per-
son behaving this way? becomes Under what conditions is this
person exhibiting this behavior? Questions asked might in-
clude What time of day, in whose presence, and how often does
the behavior occur? Similarly one typically asks What hap-
pens after the behavior occurs? Of equal importance is the
question of the conditions under which the behavior does not
occur. The assessment methods become more circumscribed
and direct, relying principally upon report by others and direct
observation. In general, the goals of assessment become the in-
crease, decrease, or maintenance of specific target behaviors.

Diagnostic Issues

Differential Diagnosis

The presenting signs and symptoms of older adults may fall
within more than one diagnostic category. When this occurs,
clinicians are faced with the task of differential diagnosis.
This entails determining which disorder or disorders best ac-
count for the symptoms that are present. Consider the example
of an older adult who presents with the following symptoms:
memory difficulties, sleep disturbance, a change in psy-
chomotor activity, and poor concentration. Without any addi-
tional information, one might speculate that the older adult is
experiencing some form of anxiety or mood disorder, a de-
menting illness, the sequelae of a medical condition, or the
side effects of a medication or other ingested substance. What
is needed at this point are data that may be used to differenti-
ate between the possible diagnoses. These data may be ac-
quired from numerous sources, including direct observation,
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informal and standardized clinical interviews, functional
evaluations, self-report questionnaires, standardized psycho-
logical tests, physiological data, information gathered from
significant others, neuropsychological evaluations, medical
examinations and tests, and lists of medications and sub-
stances that are being used, along with the individual and
compounded side effects that are possible.

Epidemiological Issues

According to Gatz, Kasl-Godley, and Karel (1996), approxi-
mately 25% of older adults meet criteria for a diagnosable
mental disorder, including cognitive impairment and emo-
tional dysfunction. Knowledge regarding the prevalence of
various psychological disorders among older adults in com-
munity and inpatient settings may be useful in dispelling some
of the myths about mental health and aging (e.g., the myth that
depression is quite common among community-dwelling
older adults) and providing mental health practitioners with a
basic appreciation of the pervasiveness or rarity of various
disorders.

The results from epidemiological studies indicate that ap-
proximately 2.5% of community-dwelling older adults meet
diagnostic criteria for a depressive disorder (Reiger et al.,
1988). Specifically, the 1-month prevalence rates for major
depressive disorder among older men and women are 0.4%
and 0.9%, respectively. The 1-month prevalence rates for dys-
thymic disorder among older men and women are 1.0% and
2.3%, respectively (Reiger et al., 1988). Higher prevalence
rates may be observed among nursing home residents, with
approximately 15–25% of residents experiencing depressive
disorders (Salzman, 1997). In contrast, depressive symptoms
are much more common and have been reported to occur in
approximately 15–27% of community-dwelling older adults
(Blazer, Hughes, & George, 1987; Koenig & Blazer, 1992;
Salzman, 1997).

Results of the Epidemiological Catchment Area survey
(ECA) revealed a 1-month prevalence rate of 5.5% for anxiety
disorders among older adults (Reiger et al., 1988; Reiger,
Narrow, & Rae, 1990). Data from the ECA survey further in-
dicated that anxiety disorders occurred more than twice as
often as affective disorders among older adults, which signals
the need for further study of anxiety disorders among older
adults (Stanley & Beck, 1998). Prevalence rates for schizo-
phrenia have been reported to be less than 1% among adults of
all ages (Kessler et al., 1994). Among community-dwelling
older adults, the prevalence rate is approximately 0.1%
(Zarit & Zarit, 1998). The prevalence among nursing home
residents has been estimated to be 12% (Gurland & Cross,
1982). Estimating the prevalence of dementia is difficult

because there are no definitive markers for the disease. How-
ever, studies suggest that the prevalence of dementia among
older adults in their 60s is approximately 1%. The prevalence
rate increases to approximately 7% among older adults in their
mid-70s and then rises dramatically in the 80s to between 20%
and 30%. Overall, the prevalence of dementia has been re-
ported to double approximately every 5 years after the age of
65 (Jorm, Korten, & Henderson, 1987). It has been suggested
that some personality disorders may become less prominent
among older adults (e.g., antisocial, borderline, and narcis-
sistic), whereas other disorders may become more promi-
nent (e.g., compulsive, schizotypal, paranoid) in later life
(Rosowsky & Gurian, 1991; Sadavoy & Fogel, 1992; Zarit &
Zarit, 1998). A meta-analysis conducted by Abrams and
Horowitz (1999) examined the prevalence of several person-
ality disorders among adults aged 50 years and over using cri-
teria from present and past editions of the Diagnostic and
Statistical Manual of Mental Disorders–Fourth Edition
(DSM-IV; American Psychiatric Association, 1994). The re-
sults revealed that the most prevalent personality disorders
were paranoid (19.8%), self-defeating (12.3%), and schizoid
(10.8%), and the least prevalent were mixed (2.0%), antisocial
(2.6%), and narcissistic (4.6%).

Unique Presentations of Disorders Among Older Adults

Age-Related Changes and Differences in Axis I Disorders

The presentation of Axis I disorders may vary greatly be-
tween younger and older adults. This finding is not surprising
because cross-sectional and longitudinal studies have docu-
mented age-related changes and differences across many di-
mensions of life (e.g., cognitive, biological, and social). In
fact, given our knowledge of these changes and differences,
one might logically expect that older adults would have
unique presentations of disorders. For example, in contrast to
younger adults, the clinical presentation of depression among
older adults is more likely to include changes in appetite and
sleep patterns, loss of interest, lack of energy, increased
dependency, social withdrawal, anxiety, psychomotor agita-
tion, delusions, hypochondriacal syndromes, chronic pain,
and increased irritability (Gottfries, 1997; Müller-Spahn &
Hock, 1994; Salzman, 1997; Yesavage, 1992). The type of
symptoms reported by older adults may also differ from types
reported by other age groups. Using the example of depres-
sion, older adults may be more likely than younger adults
to present with masked depression, which involves differen-
tial reports of physical rather than psychological symptoms
(Yesavage, 1992). In such cases, older adults may be more
likely to describe gastrointestinal disorders, poor health,
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musculoskeletal problems, or cardiovascular problems rather
than depressed mood. This difference may be due in part to a
hesitancy among older adults to accept a psychiatric explana-
tion for their symptoms because of stereotypes regarding
psychiatric disorders (Casey, 1994). 

Age-Related Changes and Differences in Axis II Disorders

Personality disorders are defined within the DSM-IV
(American Psychiatric Association, 1994) as rigid and inflex-
ible personality traits that lead to functional problems and
intrapsychic conflict. These disorders are manifested usually
during adolescence or early adulthood. Therefore, older adults
with personality disorders have most likely had a long history
of related symptoms. Information regarding the changes in
personality disorders with advancing age is very limited
because there is a marked paucity of longitudinal data. There-
fore, not much is known about how the symptoms of person-
ality disorders change across adulthood or about the pattern of
improvement or deterioration across adulthood (Zarit & Zarit,
1998). However, some evidence suggests that the emotional
and dramatic symptoms that are found among antisocial,
histrionic, and borderline diagnoses may become less pro-
nounced with age. This change may be due to age-related
decreases in impulsivity and activity levels. Other evidence
suggests that somatic and depressive features may become
more central in personality disorders as adults age (Segal,
Coolidge, & Rosowksy, 2000).

Age-Related DSM-IV Criteria

As mentioned previously, age-related changes have been doc-
umented to occur across many dimensions (i.e., cognitive,
biological, social) of life. In many instances, normative, age-
related changes in these dimensions coincide with the diag-
nostic criteria set forth by the DSM-IV (American Psychiatric
Association, 1994). For example, consider the following age-
related changes: The sleep-wake cycle changes (e.g., total
sleep time is reduced and getting to sleep may become more
difficult; Ancoli-Israel, Pat-Horencyzk, & Martin, 1998); it
becomes more difficult to filter out distractions when working
on cognitive tasks (Smith, 1996); and social networks are
reduced and made more efficient (i.e., older adults conserve
their time and energy by associating with fewer individuals;
Carstensen, 1995). All of these changes that are normative in
later adulthood may be interpreted as part of the diagnostic
criteria for a major depressive episode (i.e., sleep disturbance,
poor concentration, and declines in social functioning). This
example illustrates how the present diagnostic system may
not be especially suited to older populations.

Syndromal Classification and Alternative Approaches

Syndromal Classification

Currently, syndromal classification is the dominant approach
used by the majority of clinicians because it underlies the or-
ganization and content of the widely used DSM-IV (American
Psychiatric Association, 1994). This approach involves the
identification and classification of syndromes. Syndromes are
collections of signs (i.e., what is observed) and symptoms
(i.e., the client’s complaints) that often lead to the diagnosis
of various disorders.

The strategy of using syndromal classification has been
criticized on several grounds. Hayes, Wilson, Gifford,
Follette, and Strosahl (1996) argued that diagnostic criteria
may be continually changed and refined, thus leading to an
ever-increasing number of diagnostic categories found
within the DSM system. Follette and Houts (1996) also
noted that the use of syndromal classification steers the clin-
icians’ efforts toward classification—at the expense of in-
vestigating factors that may predict or etiologically explain
various diseases. Criticisms such as these have led others
(e.g., Follette & Houts, 1996; McFall & Townsend, 1998) to
reexamine the foundations of psychological assessment and
call for viable alternatives to the dominant strategy of syn-
dromal classification. Alternative approaches to syndromal
classification may be especially desirable for clinicians who
work with older clients because the signs and symptoms of
a given disorder may differ between younger and older
clients.

Functional Classification

Using this alternative to syndromal classification, Hayes et al.
(1996) argued that problematic behaviors may be organized
by the functional processes that are hypothesized to have pro-
duced and maintained them. Proponents of functional classi-
fication may use a functional analysis (for a description of
functional analysis, see Hayes & Follette, 1992; G. Martin &
Pear, 1996). This type of analysis involves the observation of
clients’ problematic behaviors in their natural environments
to arrive at hypotheses about how the problem behaviors are
controlled and maintained by their antecedents and conse-
quences. For example, a functional analysis may be utilized
with an older client exhibiting constant yelling or occasional
aggressive behavior. The initial occurrence or maintenance of
these behaviors may be understood from a functional per-
spective (e.g., these behaviors may produce attention from
others). The use of functional analyses as a means of func-
tional classification has been criticized on several grounds.
For example, Hayes et al. (1996) have reported that functional
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analyses may be vague, hard to replicate and test empirically,
and strongly idiographic (i.e., not very generalizable).

Symptom Severity

Other approaches to classification have been described that
may benefit older adults. For example, Nease, Volk, and Cass
(1999) have suggested that symptom severity should be in-
corporated into classification strategies. These authors inves-
tigated a severity-based classification of mood and anxiety
symptoms. In their research, the authors were able to identify
valid clusters of symptom severity (e.g., low severity, high
severity) and define relations between these clusters and other
outcomes (e.g., health-related quality of life and frequency of
DSM disorders). Severity-based classification strategies may
be especially beneficial in the assessment of older clients be-
cause they often may exhibit subclinical symptoms of certain
disorders (i.e., they may fail to meet all of the diagnostic cri-
teria for a given disorder that are sufficient to warrant clinical
attention and intervention). For example, minor depression, a
subtype of depression found among older adults, involves a
smaller number of the same symptoms identified in major
depressive disorder (Fiske, Kasl-Godley, & Gatz, 1998). Al-
though the prevalence of major depressive disorder among
older adults is low, the prevalence of depressive symptoms
may be substantially higher. Because subclinical symptoms
of depression may be somewhat common among older adults,
an assessment strategy that focuses on the severity of these
symptoms may be more suited for older populations.

MULTIMETHOD ASSESSMENT

Clinicians have long been encouraged to employ multiple
methods in the measurement of clinical phenomena (e.g.,
Campbell & Fiske, 1959). Each method (e.g., interview,
direct observation, self-report, report by others, psychophys-
iological recording) has strengths and weaknesses. More-
over, each method can portray a different picture of the
phenomenon of interest, which is often characterized as
method variance (cf. Campbell & Fisk, 1959). The relative
strengths and weaknesses of each method can be minimized
by using multiple assessment methods. For example, one
might measure depression of a nursing home resident by
using a self-report instrument, a rating scale completed by
a staff member, direct observation of relevant behavior,
and a brief structured interview completed by a mental
health professional. The use of such methods can offer both
unique and corroborative information. The strengths and

weaknesses of some of these methods are discussed in the
following sections. 

Self-Report

The self-report method is arguably the most frequently used
assessment method. The reliability and validity of assessment
information obtained via self-report with older adults are vul-
nerable for a variety of reasons, some of which are more likely
than others to be age-related. For example, the specific word-
ing of questions, question format, and question context can in-
fluence the results one obtains from the self-report method
with older adults (Schwarz, 1999). Self-reporting can be par-
ticularly problematic with older adults who are experiencing
communication-related cognitive deficits. Overall, the evi-
dence supporting the accuracy, reliability, and validity of older
adult self-reports is mixed. For example, older adult estimates
of their functional ability have been questioned; some overes-
timate their functional abilities (e.g., Rubenstein, Schairer,
Weiland, & Kane, 1984), and others both under- and overesti-
mate their abilities (e.g., Sager et al., 1992). Similarly, self-
reports of memory impairment among older adults may be
inaccurate (e.g., Perlmutter, 1978; A. Sunderland, Watts,
Baddeley, & Harris, 1986; Zelinski, Gilewski, & Thompson,
1980).

A variety of factors can contribute to the inaccuracies of
self reported information among older adults. These factors
might include, for example, physical and mental health status,
affective responses to acute illness, changes from previous
levels of physical functioning occurring during hospitaliza-
tion, and the presence of acute or chronic cognitive impair-
ment (Sager et al., 1992). Cognitively impaired older adults
pose a formidable assessment challenge because few instru-
ments are valid for use with such individuals, and they may be
unable to comprehend questions or the nature of information
requested. Numerous studies have questioned the accuracy of
self-reports by cognitively impaired older adults. For example,
Feher, Larrabee, and Crook (1992) found that older adults with
dementia who denied memory loss also tended to deny the
presence of other symptoms . Kiyak, Teri, and Borsom (1994)
found that self-reports of functional health of demented indi-
viduals were consistently rated as poorer than reports by fam-
ily members. Similarly, Kelly-Hayes, Jette, Wolf, D’Adostino,
and Odell (1992) found low rates of agreement between self-
reports of cognitively impaired individuals and performance-
based measures. In contrast to the aforementioned findings,
Feher et al. (1992) argue that self-report instruments designed
to measure mood may be utilized with older adults experienc-
ing mild to moderate dementia, noting that accurate self-report
of recent mood requires only minimal memory ability.
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Evidence regarding the accuracy of unimpaired older
adults is more encouraging. For example, self-reported activ-
ities of daily living (ADLs) correlate highly with performance
measures in outpatient settings (Sager et al., 1992). Older
adults are also as accurate as younger adults when replying to
survey questions (Rodgers & Herzog, 1987). Similarly, older
adult self-reports of insomnia are accurate when compared
against polysomnography (e.g., Reite, Buysse, Reynolds, &
Mendelson, 1995), the gold standard for sleep disorder
assessment.

The Interview

The interview is the most commonly used clinical assessment
instrument (Haynes & Jensen, 1979) and arguably the most im-
portant means of gathering assessment data. Interviews afford
one the opportunity to observe directly behavioral indicators of
psychopathology in addition to obtaining information through
strategic queries. Although the principles of young adult inter-
viewing apply to older adults, the interviewing of older adults
requires knowledge of possible age-related psychological
and physiological changes. For example, when contrasted
with younger adults, older adults have been found to refuse to
participate in surveys at a higher rate (e.g., DeMaio, 1980;
Herzog & Rodgers, 1988), refuse to answer certain types of
questions (e.g., Gergen & Back, 1966), and to respond don’t
know (Colsher & Wallace, 1989) more often. Older adults also
tend to be more cautious when responding (Okun, 1976) and
give more acquiescent responses (N. Kogan, 1961). The older
adult’s physical stamina, cognitive skills, and sensory deficits
can all play a role in determining the accuracy, reliability, and
validity of information obtained.

Interviews vary in structure, ranging from structured and
semistructured diagnostic interviews (e.g., Comprehensive
Assessment and Referral Evaluation, Gurland et al., 1977;
Geriatric Mental State Schedule, Copeland et al., 1976) to
unstructured, free-flowing, nonstandardized clinical inter-
views. Although highly structured interviews offer diagnostic
precision, they lack the flexibility and forgiving nature of un-
structured interviews. The unstructured interview permits
rephrasing of questions that appear unclear to the interviewee
and the exploration of topic areas that may be tangential but
relevant to the presenting problems (Edelstein et al., 1996).
Moreover, the unstructured interview permits one to prompt
and encourage responses and maintain the attention of inter-
viewees who experience difficulty concentrating. 

Self-Report Inventories

Self-report inventories can be very useful in the assessment
of older adults, particularly because they permit the older

adult to respond to questions at his or her own pace. Sadly,
few existing instruments have psychometric support for use
with older adults. However, self-report instruments are grad-
ually being developed specifically for use with older adults
(e.g., Northrop & Edelstein, 1998; Wisocki, Handen, &
Morse, 1986; also see Bialk & Vosburg, 1996, for list of in-
struments and descriptions). The physical and cognitive de-
mands of self-report inventories must be considered in the
selection of instruments because most require good vision,
adequate reading comprehension, and at least modest percep-
tual-motor skills. Problems in any of these domains can in-
fluence the reliability and validity of information obtained
via questionnaires and inventories.

Self-report measures continue to be the mainstay of clini-
cians and are an important source of information. Their uses
will undoubtedly grow as more current self-report instru-
ments are revised for use with older adults and as more in-
struments are developed specifically for use with the older
adults. Self-reported information should, however, be consid-
ered in combination with information obtained through other
assessment methods.

Report by Others

The report-by-other (e.g., spouse, caregiver, adult child)
assessment method can be a rich source of unique and verify-
ing data—particularly regarding contextual factors relating to
the problem(s) in question (Edelstein, Martin, & McKee,
2000). Reports by others can be particularly valuable with
older adults who are incapable of conveying accurate infor-
mation (e.g., when demented). Even when the ability to self-
report is unimpaired, reports by others can offer an additional
method for gathering convergent information. As with any
source of information, reports by others are subject to the
same potential problems of unreliability, invalidity, and inac-
curacy as other assessment methods. For example, accuracy
of caregiver reports of patient ADLs among individuals with
mild dementia can be influenced by the caregiver’s depres-
sive symptoms and burden (e.g., Zanetti, Geroldi, Frisoni,
Bianchetti, & Trabucchi, 1999). Moreover, the accuracy of
the caregiver varies across activities (e.g., walking, telephone
use, money use, shopping; Zanetti et al., 1999).

Direct Observation

Direct observation of behavior can be one of the richest and
most accurate assessment methods because overt behavior is
often the ultimate focus of assessment. This method can be
incorporated into many of the other methods discussed. For
example, one can begin one’s observation with an ambula-
tory patient as he or she walks down the hall of a clinical



402 Psychological Assessment in Geriatric Settings

facility to one’s office, and the observation can continue dur-
ing an interview and formal testing. Unreported symptoms
can also be noted during the assessment process.

There are several advantages of using direct observation.
Direct observation can be useful when assessing older adults
who are uncooperative, unavailable for self-report, or severely
cognitively or physically impaired (Goga & Hambacher,
1977). In addition, simple observational procedures can be
taught easily to individuals with little or no previous experi-
ence (Edelstein et al., 2000). Direct observation data are of
particular value in institutional settings, where the often pro-
found effects of environmental factors can be observed and ad-
dressed through institution-wide systems. Moreover, multiple
staff can monitor behavior changes over time, thereby offering
convergent evidence for sometimes idiosyncratic variations in
behavior as a function of environmental stimuli.

The potential disadvantages of direct observation method-
ology are both financial and practical. Reliable direct obser-
vation can be quite time consuming, depending upon the
nature and frequency of the behaviors in question. Such ob-
servations can become quite complicated when complex be-
havior coding systems are employed. One must balance the
richness of data provided by complex coding systems with
the demands of other staff responsibilities.

Psychophysiological Assessment

Psychophysiological assessment is typically performed in the
clinical context as an index of autonomic nervous system
arousal. For the most part, such assessment is limited to the
assessment of anxiety-related responses. Psychophysiologi-
cal methods have enabled researchers to understand better
the basic processes related to the etiology and maintenance
of anxiety disorders, clarify the boundaries and relations be-
tween subtypes of anxiety disorders, and assess anxiety states
and treatment progress (Turpin, 1991). Unfortunately, there
are no published studies of the psychophysiological assess-
ment of anxiety in older adults (J. Kogan, Edelstein, &
McKee, 2000; Lau, Edelstein, & Larkin, 2001). There are,
however, conclusions one can draw from research that has ex-
amined psychophysiological arousal in different age groups.
In general, autonomic arousal appears to diminish with age
(Appenzeller, 1994). Resting heart rate tends to decrease with
age. Similarly, skin conductance levels in response to behav-
ioral and sensory stressors diminish with age (Anderson &
McNeilly, 1991; Appenzeller, 1994; Juniper & Dykman,
1967). In contrast, older adults exhibit a greater stress-
induced blood pressure reactivity than do younger adults
when exposed to pharmacological, behavioral, and cognitive
challenges (McNeilly & Anderson, 1997).

These changes in autonomic arousal are believed to result
from multiple age-related physiological and neurochemical
changes (J. Kogan et al., 2000). In light of these apparent
changes in responses to stressful stimuli, one might expect
similar patterns of responding when older adults face anxiety-
arousing stimuli. If this is the case, then one must be cautious
in interpreting arousal patterns using normative data based on
younger adults.

MULTIDIMENSIONAL ASSESSMENT

“Health-care and social-service providers and organizations
tend to specialize, but human beings are general entities with
multidimensional functions, needs, and problems” (Janik &
Wells, 1982, p. 45). The nature, complexity, and interaction
of mental and physical problems among older adults often
require the skills and knowledge of multiple disciplines
(cf. Zeiss & Steffen, 1996). Such multidisciplinary collabora-
tion in assessment is often termed comprehensive geriatric
assessment (Rubenstein, 1995). Each of these disciplines fo-
cuses on the discipline related functions, needs, and prob-
lems. For example, the health status and medical regimen of
an individual would be addressed by members of the health
care discipline (e.g., nursing and medicine), and economic
issues would be addressed by social service professionals
(e.g., social work).

Multidimensional assessment can improve outcome in a
variety of domains—improved diagnostic accuracy, more
appropriate placement, decreased dependency, improved func-
tional status (i.e. ADLs), more appropriate use of prescriptions
and other medications, improved coordination of services,
improved emotional status and sense of well-being, and greater
client satisfaction with services (e.g., Haug, Belgrave, &
Gratton, 1984; Marcus-Bernstein, 1986; D. C. Martin, Morycz,
McDowell, Snustad, & Karpf, 1985; Moore, 1985; Rubenstein,
1983; Williams, Hill, Fairbank, & Knox, 1973).

The targets of a multidimensional assessment can vary but
might include, for example, health status, medication regi-
men, mental status and cognitive functioning, social func-
tioning, adaptive functioning (e.g., bathing, dressing, eating),
psychological functioning, quality of life, and economic and
environmental resources (cf. Fry, 1986; D. C. Martin et al.,
1985). The assessment is usually sufficiently detailed to per-
mit care planning and the monitoring of progress. A complete
discussion of all elements of a multidimensional assessment
is beyond the scope of this chapter. We limit our discussion to
the following assessment domains: physical health, cognitive
functioning, psychological functioning, adaptive function-
ing, and social functioning.
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Assessment of Physical Health

As previously noted, the majority of older adults experience
at least one chronic illness. The physical health assessment of
older adults is complicated by the interplay of illnesses and
the multiple medications prescribed to address these ill-
nesses. Additional problems and assessment complications
arise from drug interactions and side effects, which are preva-
lent among older adults (Appelgate, 1996). Physical illnesses
also can mask psychological problems, and psychological
problems can mask physical illness (Morrison, 1997). For ex-
ample, depression and hypothyroidism can share overlapping
symptoms. Such complications can be particularly trouble-
some with older adults experiencing major depression be-
cause they are less likely than are younger adults to report
depressed mood and more likely to report somatic complaints
(Blazer, Bacher, & Hughes, 1987).

The assessment of physical functioning typically includes
both a physical examination and laboratory tests (e.g., thy-
roid, blood sugar, vitamin B12, folic acid levels, medications,
lipids). Examinations address both age-related changes (e.g.,
change in muscle strength, sensory changes) and those
changes due to other factors (e.g., diseases, medications).
Subsequent assessment depends upon the findings of these
preliminary examinations and tests and may involve elabo-
rate and extensive testing and evaluation. For example, one
may initially find a single clue upon initial examination (e.g.,
confusion or diminished mental status), and subsequently
learn this symptom was due to pneumonia, appendicitis, or
congestive heart failure (Gallo, Fulmer, Paveza, & Reichel,
2000).

Assessment of Cognitive Functioning

Age-related changes in cognitive functioning are not uncom-
mon among older adults. However, these changes are typi-
cally observed only within certain domains (e.g., working
memory), whereas other domains may evidence stability
or even improvement (e.g., semantic memory; Babcock &
Salthouse, 1990; Light, 1992). Diminished cognitive func-
tioning may result from a variety of factors beyond aging
(e.g., drug side effects, cardiovascular disease, schizophre-
nia, dementia). The identification of potential sources of
cognitive deficits is one of the more complex tasks in multi-
dimensional assessment. Normal age-related cognitive im-
pairment must be distinguished from impairment due to a
plethora of possible etiologies.

The starting point for cognitive assessment is typically the
administration of a cognitive screening instrument. Such in-
struments are used to quickly identify individuals who are at

risk for cognitive impairment and who might warrant more
extensive neuropsychological assessment (Alexopoulos &
Mattis, 1991). A variety of such screening instruments
exist—for example, the Mini Mental Status Examination
(Folstein, Folstein, & McHugh, 1975), Mental Status Ques-
tionnaire (Kahn, Goldfarb, Pollack, & Peck, 1960), Dementia
Rating Scale (Mattis, 1988), and the Short Portable Mental
Status Questionnaire (Pfeiffer, 1975). These instruments vary
in content, validity, and utility. The interested reader is re-
ferred to Macneil and Lichtenberg (1999) and Albert (1994)
for thorough descriptions and evaluations of these and other
screening instruments.

More extensive evaluation is often warranted when the
screening reveals possible cognitive impairment; such evalu-
ation might include neuroimaging, neuropsychological as-
sessment, or both. A wide range of neuropsychological
assessment batteries have been used to further investigate
cognitive functioning, ranging from relatively small batteries
focusing on dementia (e.g., Consortium to Establish a Reg-
istry for Alzheimer’s Disease Neuropsycholgical Battery,
Morris et al., 1989; Washington University Battery, Storandt,
Botwinick, Danziger, Berg, & Hughers, 1984), to very
comprehensive neuropsychological batteries (e.g., Reitan &
Wolfson, 1985). 

Assessment of Psychological Functioning

As noted earlier, older adults experience lower rates of
some psychological disorders (e.g., depression and anxiety)
than do younger adults (Blazer, 1994; Wolfe, Morrow, &
Fredrickson, 1996). For example, the 1-month prevalence
rate for anxiety among older adults (65 + years) is 5.5%, in
contrast to 7.3% for younger adults (Reiger et al., 1990).

Psychological assessment of older adults often begins with
an unstructured interview and a broad, sensitive screening
for a wide range of psychopathology, followed by more fo-
cused assessment that addresses identified problem areas. A
broad variety of standardized assessment instruments have
been used to assess psychopathology in older adults, but few
have adequate psychometric support for use with this popula-
tion. On a more positive note, there is growing evidence to
support a few of these instruments originally developed for use
with younger adults—for example, the Beck Depression In-
ventory (Stukenberg, Dura, & Kiecolt-Glaser, 1990), the Cen-
ter for Epidemiologic Studies Depression Scale (Lewinsohn,
Seely, Allen, & Roberts, 1997), and the extracted version of
the Hamilton Depression Rating Scale (Rapp, Smith, & Britt,
1990). With each of these instruments, older adult norms and
evidence of reliability and validity with older adults have been
established. Although very few psychopathology assessment
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instruments have been developed specifically for use with
older adults, this trend is changing. For example, the Geriatric
Depression Scale (GDS; Yesavage et al., 1983) and the
Dementia Mood Assessment Scale (DMAS; T. Sunderland
et al., 1988) were both designed for older adults. Evidence for
the reliability and validity of the GDS has been established for
older, medically ill outpatients (Norris, Gallagher, Wilson, &
Winograd, 1987), nursing home residents who are not
cognitively impaired (Lesher, 1986), and hospitalized older
adults (Rapp, Parisi, Walsh, & Wallace, 1988). In contrast,
T. Sunderland et al. (1988) found only weak evidence for the
concurrent validity of the DMAS and moderate interrater reli-
ability estimates (r = .74 for core raters and r = .69 for other
raters).

Assessment instruments for older adults also have been
designed to assess specific problem or symptom areas. For
example, there is a version of the Cohen-Mansfield Agitation
Inventory (Cohen-Mansfield, Marx, & Rosenthal, 1989) de-
signed specifically for use in nursing homes with older
adults. Similarly, Northrop and Edelstein (1998) developed a
measure of assertive behavior specifically for older adults
that includes situations encountered by older adults that re-
quire assertive behavior.

Assessment of Adaptive Functioning

Adaptive functioning is usually defined in terms of an indi-
vidual’s ability to perform ADLs (e.g., eating, dressing,
bathing) and instrumental activities of daily living (IADLs;
e.g., meal preparation, money management). Such abilities
can be substantially impaired by a variety of problems rang-
ing from acute and chronic diseases (e.g., viral infections,
atherosclerosis, chronic obstructive pulmonary disease, dia-
betes) to various forms of psychopathology, such as depres-
sion, dementia, substance abuse, and psychoses (LaRue,
1992). Normal age-related changes also can diminish one’s
level of adaptive functioning. For example, age-related loss
of bone density and muscle strength can limit a wide range of
activities of daily living (e.g., mowing, walking, houseclean-
ing, weeding).

ADLs and IADLs can be assessed through self-report,
direct observation, or report by others using standardized
assessment instruments (e.g., the Katz Activities of Daily
Living Scale, Katz, Downs, Cash, & Gratz, 1970; Direct
Assessment of Functional Status Scale, Lowenstein et al.,
1989). Most of these more popular measures of adaptive
functioning have considerable psychometric support. For ex-
ample, the Katz Activities of Daily Living Scale has shown
high rates of interrater reliability (Kane & Kane, 1981), and
scores on measures of ADL are related to scores on other

measures of functional and cognitive abilities (Prineas et al.,
1995).

Although all of these instruments measure aspects of
everyday activities and skills, they range from measures of
independence in ADLs of chronically ill and older adults
(e.g., Katz Activities of Daily Living Scale) to more com-
prehensive indexes of perceived mental health, perceived
physical health, ADLs, and IADLs (e.g., Multidimensional
Assessment Questionnaire; Duke University Center for the
Study of Aging and Human Development, 1978).

Assessment of Social Functioning

The assessment of social functioning can be extremely im-
portant in the consideration of the mental and physical health
of older adults (cf., Burman & Margolin, 1992; Thomas,
Goodwin, & Goodwin, 1985). As with younger adults, posi-
tive social interactions can enhance physical and emotional
functioning (Oxman & Berkman, 1990), and negative inter-
actions can lead to diminished physical and emotional func-
tioning (Rook, 1990). Indeed, Rook (1998) suggests that the
negative aspects of relationships can cancel or even outweigh
the benefits of the positive aspects.

Relationship patterns change with age, and shifts occur in
the motivations for social interactions. Carstensen (1995)
suggests that the motivation for social interactions is a func-
tion of information seeking, self-concept, and emotional reg-
ulation, and each of these factors is differentially influential
at different ages. Carstensen (1995) asserts that older adults
are more likely to seek emotional regulation by careful selec-
tion of those with whom they interact. Thus, the reduced size
of an older adult’s social network may very well contribute
positively to well-being through a concentration of rewarding
friendships.

Numerous instruments that have been used to assess social
relationships and support among older adults’ instruments
can be helpful in examining facets of both negative and posi-
tive social interactions. These instruments include, for exam-
ple, the Arizona Social Support Interview Schedule (Barrera,
Sandler, & Ramsey, 1981) and the Frequency of Interactions
Inventory (Stephens, Kinney, Norris, & Ritchie, 1987). Each
of the available instruments measures somewhat different as-
pects of social support, some require considerable subjective
judgment, and most are extremely time consuming for both
the interviewer and the participant (Kalish, 1997). Psycho-
metric support for available social support inventories varies
considerably. Both of the instruments mentioned previously
have moderate psychometric support. For example, the Fre-
quency of Interactions Inventory has moderate 1-week test-
retest reliability (r = .77) and internal consistency (� = .67).
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Convergent evidence of construct validity is good, with ex-
pected correlations with measures of morale and psychiatric
symptoms.

PSYCHOMETRIC CONSIDERATIONS

Although a wide variety of assessment instruments have been
used to assess psychopathology in older adults, few have
supporting psychometric support for use with this popula-
tion. Therefore it is beneficial to become familiar with the
psychometric properties of the instruments that are used in
the assessment of older adults. Pertinent information con-
cerns how the test scores of older adults are interpreted as
well as the reliability and validity of the assessment instru-
ments that are used.

Interpretation of Test Scores

Ideally, normative data should be reviewed to ensure that the
comparison samples match the older client to a sufficient
degree on relevant variables (e.g., age, gender, educational
level). After an assessment instrument has been administered
to an older client, the clinician is faced with the task of inter-
preting the results. Barrios and Hartmann (1986) specified
two methods of test construction that allow the clinician to
derive meaning from test scores. One method involves the
traditional, norm-referenced approach, in which the individ-
ual’s test score is expressed (i.e., given meaning) in relation
to the test scores of other individuals on the same instrument.
If normative data are available from older populations, the in-
terpretations that are made by clinicians about their older
clients are likely to be more accurate. However, clinicians
are commonly faced with normative samples that are primar-
ily comprised of younger age groups. The use of instruments
that feature younger normative samples would affect the con-
clusions drawn regarding the performance of an older adult.
In some cases, there may be a bias against older adults. For
example, clinicians may conclude that an older adult is expe-
riencing cognitive deficits in carrying out tasks that access
fluid abilities (e.g., matrix reasoning), given that these abili-
ties typically decline with advancing age. Conversely, clini-
cians may conclude that an older adult possesses strengths on
tasks that tap crystallized intelligence (e.g., vocabulary), as
these abilities typically show maintenance or improvement
with advancing age.

An alternative method of interpreting the results of test
scores involves criterion-referenced testing, which is more
characteristic of a behavioral approach to assessment. When
criterion-referenced testing is used, the older adult’s test

scores are interpreted in reference to some criterion. For ex-
ample, if the aggressive behaviors of an older adult are being
assessed, the rate of physical or verbal assaults may be mea-
sured at various points in time (e.g., during baseline and in-
tervention phases). The criterion that is selected (i.e., the rate
of physical or verbal assaults) is flexible and contextually de-
termined. In this manner, the rate of aggressive behaviors of
an older adult is interpreted in relation to the individually de-
termined criterion. Hartmann, Roper, and Bradford (1979)
indicated that in contrast to norm-referenced approaches,
criterion-referenced testing yields interpretations that are
“direct, rather than comparative, emphasizes intra-individual
change, rather than inter-individual differences, and gages
the level of attainment of relatively narrow, rather than broad,
performance objectives” (p. 9). Criterion-referenced testing
may be utilized by clinicians when the assessment is focused
on a narrowly defined, idiosyncratic aspect of the older
adult’s behavior. In these cases, commonly used assessment
instruments either may be too broad or may fail to measure
the unique behavior of interest. This type of testing also may
be preferred when no assessment instruments are available
that include normative data on older adults. Overall, the
selection of criterion-referenced testing or norm-referenced
approaches will depend on the clinician’s theoretical orienta-
tion and the nature of the assessment question.

Reliability

Internal consistency describes estimates of reliability based
on the average correlation among test items (Nunnally &
Bernstein, 1994). Different measures of internal consistency
may be reported, including coefficient � (J. Cohen, 1960),
KR-20 for dichotomous items (Kuder & Richardson, 1937),
split-half, and alternate forms. If internal consistency is very
low, it indicates that either the test is too short or the items
have little in common. One way that researchers may address
low reliability estimates is to increase the number of test
items. There may be limits to this strategy, however, given
that chronic health problems (e.g., arthritis) or fatigue may
interfere with the completion of longer assessments. Reliabil-
ity estimates also may be low if different age groups interpret
the meaning of test items differently. This possibility is con-
ceivable, given that the life experiences of various age groups
may differ substantially.

Content Validity

Content validity involves the extent to which an instrument
samples the domain of interest (Cronbach, 1971). In order
to establish content validity, it is necessary first to define the
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relevant domain and then to ensure a representative sampling
from this domain when selecting items for inclusion in an as-
sessment instrument. In reference to older populations, it is
important for clinicians to confirm that the items on an as-
sessment instrument pertain to the construct of interest as it
applies to older adults. This practice is crucial because psy-
chological symptoms among older adults often differ sub-
stantially from those of other age groups (Himmelfarb &
Murrell, 1983). For example, some evidence suggests that
younger and older adults experience different fears (J. N.
Kogan & Edelstein, 1997). 

The content of assessment instruments also should be ex-
amined to ensure that item bias does not exist. For example,
Grayson, MacKinnon, Jorm, Creasey, and Broe (2000) re-
ported that scores on the Center for Epidemiologic Studies
Depression Scale (CES-D; Radloff, 1977) may be affected by
items that are influenced by health conditions. The authors
noted that conditions such as mobility disability, chronic lung
disease, bone and joint disease, stroke, visual impairments,
peripheral vascular disease, gait instability, and cognitive im-
pairment may all have effects on CES-D items, independent
of depressive symptoms.

Construct Validity

Constructs (e.g., anxiety, depression) are defined generally as
abstract or latent summaries of behavior. For example, the
construct of depression is represented by a variety of behav-
iors (e.g., loss of interest or pleasure, depressed mood) that
are believed to correlate with one another. Construct validity
is defined as the degree to which scores from an instrument
accurately measure the psychological construct of interest
(Cronbach & Meehl, 1955). It is important to be aware, how-
ever, that constructs may evidence age-related differences.
For example, Strauss, Spreen, and Hunter (2000) reported
that the construct of intelligence changes across the life span
(i.e., different life stages require different elements of what is
included in the domain of intelligence). Such changes may be
signaled, for example, by the results of factor analyses that
indicate different factor structures between age groups. This
has been demonstrated by Tulsky, Zhu, and Ledbetter (1997),
who reported that the factor loadings on the perceptual orga-
nization and processing speed factors differed among age
groups on the Wechsler Adult Intelligence Scale–Third Edi-
tion (WAIS-III; Wechsler, 1997). Age-related changes in con-
structs have prompted researchers (e.g., Kaszniak, 1990) to
assert that construct validity must be established with differ-
ent age groups. Ideally, clinicians who work with older
clients should check the psychometric data of the assessment
instruments that are used for the presence of age-specific va-
lidity estimates.

FUTURE DIRECTIONS

Projected demographic changes signal an increase in the pro-
portion of older adults in our society. Currently, individuals
over the age of 65 are one of the fastest-growing segments of
the population. An estimated one quarter of these individuals
demonstrate symptoms that meet DSM-IV diagnostic criteria.
As this segment of the population continues to grow, the like-
lihood that clinicians will encounter older adult clients in
their practices does as well.

The future assessment of older adults is likely to be af-
fected by advances in technology. Computerized assessments
will likely become more commonplace. This possibility
raises concerns regarding the interaction between older
clients and the computerized assessment format. Although
older adults currently have generally positive attitudes to-
ward the use of computers (Morgan, 1994), they report
higher levels of anxiety regarding the use of computers than
do younger adults (Laguna & Babcock, 1997). It is likely that
successive cohorts of older adults may be more at ease with
the use of computers, as training programs and computer in-
terfaces are redesigned to accommodate the needs of older
users. There are certain advantages to the use of computer-
ized assessments with older populations. For example,
ageism or stereotypes that may be harbored by clinicians
would be negated by the greater standardization of testing
conditions. In addition, it is feasible that assessment software
packages could be designed to take into account an older
adult’s cognitive, sensory, or motor deficits. For example,
electronic assessment instruments could be developed to ac-
commodate the cognitive and sensory deficits of the individ-
ual being assessed. Individuals with limited motor skills
could interact verbally with an assessment device that also
takes into consideration the individual’s unique hearing
deficits by amplifying selected sound frequencies. Partially
sighted individuals also could interact with such a device. Fa-
tigue could be minimized through branching programs that
permitted the skipping of various contents areas when war-
ranted. The words, sentence structures, and information com-
plexity and quantity used in the assessment process could be
tailored to the individual’s probable cognitive deficits as de-
termined by a screening instrument. Information also could
be conveyed via digital video systems that would permit
rapid replays and enhance information recall through the use
of multisensory (e.g., olfactory, auditory, visual) contextual
cues. With the aid of telemetry devices and satellite technol-
ogy, patterns of behavior could also be monitored from great
distances. For example, rural older persons could have their
sleep patterns, motor activity, and psychophysiological re-
sponses continuously monitored through the attachment of
miniaturized electrodes and telemetry systems. Even stuffed
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animals, dolls, or other items frequently held by older adults
with dementia could contain sensing and recording devices
that would be connected to remote monitoring systems. As
has been the case in some rural medicine clinics, older adults
in rural areas could be assessed by clinicians via live video
systems.

While the format of the assessment process may change
over time (i.e., toward the greater use of electronics), the un-
derlying goals of the assessment process may also change in
the future. As mentioned earlier in the chapter, a departure
from the traditional approach of syndromal classification may
occur, with a move toward the use of functional classifica-
tions or severity-based classification systems. Such changes
may result in more age-sensitive assessment instruments and
a broader range of age-appropriate strategies for assessing
older adults.

The future assessment of older adults also may be affected
at a societal level by changes in the nature of health care de-
livery systems. Managed care has had a major impact on the
manner in which health services are rendered in the United
States. Managed care organizations already place restrictions
on the content and length of psychological services, leaving
clinicians with less room to tailor their services to suit the
needs of individual clients. If they are not modified for older
adults, these restrictions may have a negative impact on the
assessment of older clients. For example, older adults may re-
quire more time to complete assessment instruments, given
age-related declines in various cognitive resources (e.g., pro-
cessing speed, working memory) and the existence of chronic
health conditions (e.g., arthritis, COPD) that may interfere
with the assessment process. 

In general, the future of older adult assessment will hold
benefits from greater attention to the nature of psychological
problems as they are experienced and exhibited by older
adults, and it will also benefit from the development of new
and the refinement of current assessment instruments to meet
the specific needs of older adults.

REFERENCES

Abrams, R. C., & Horowitz, S. V. (1999). Personality disorders after
age 50: A meta-analytic review of the literature. In E. Rosowsky,
R. C. Abrams, & R. A. Zweig (Eds.), Personality disorders
in older adults: Emerging issues in diagnosis and treatment
(pp. 55–68). Mahwah, NJ: Erlbaum.

Administration on Aging. (1999). Profile of older Americans.
Washington, DC: Author.

Alain, C., & Woods, D. L. (1999). Age-related changes in process-
ing auditory stimuli during visual attention: Evidence for deficits
in inhibitory control and sensory memory. Psychology and
Aging, 14, 507–519.

Albert, M. (1994). Brief assessments of cognitive function in the
elderly. In M. P. Lawton & J. A. Teresi (Eds.), Annual review
of gerontology and geriatrics: Focus on assessment techniques
(pp. 93–106). New York: Springer.

Alexopoulos, G. S., & Mattis, S. (1991). Diagnosing cognitive
dysfunction in the elderly: Primary screening tests. Geriatrics,
46, 33–44.

Allport, G. W. (1937). Personality: A psychological interpretation.
New York: Holt.

American Psychiatric Association. (1994). Diagnostic and statis-
tical manual of mental disorders (4th ed.). Washington, DC:
Author.

Ancoli-Israel, S., Pat-Horencyzk, R., & Martin, J. (1998). Sleep
disorders. In A. S. Bellack & M. Hersen (Eds.), Comprehensive
clinical psychology (Vol. 7, pp. 307–326). New York: Elsevier.

Anderson, N. B., & McNeilly, M. (1991). Age, gender, and ethnicity
as variables in psychophysiological assessment: Sociodemo-
graphics in context. Psychological Assessment, 3, 376–384.

Appelgate, W. B. (1996). The medical evaluation. In L. Z. Rubenstein,
D. Wieland, & R. Bernabei (Eds.), Geriatric assessment technol-
ogy: The state of the art (pp. 41–50). Milan, Italy: Kurtis.

Appenzeller, O. (1994). Aging, stress, and autonomic control. In
M. L. Albert & J. E. Knoefel (Eds.), Clinical neurology of aging
(pp. 651–673). NewYork: Oxford University Press.

Babcock, R. L., & Salthouse, T. A. (1990). Effects of increased
processing demands on age differences in working memory.
Psychology and Aging, 5, 421–428.

Baltes, P. B., & Singer, T. (2000, July). Plasticity and the aging
mind: An exemplar of the biocultural and biopsychological per-
spectives. Paper presented at the meeting of the World Congress
on Medicine and Health, EXPO2000, Hannover, Germany.

Barrera, M., Jr., Sandler, I. N., & Ramsey, T. B. (1981). Preliminary
development of a scale of social support: Studies on college
students. American Journal of Community Psychology, 9, 435–
447.

Barrios, B., & Hartmann, D. P. (1986). The contributions of tradi-
tional assessment: Concepts, issues, and methodologies. In R. O.
Nelson & S. C. Hayes (Eds.), Conceptual foundations of behav-
ioral assessment (pp. 81–110). New York: Guilford.

Bialk, B. S., & Vosburg, F. (Eds.). (1996). Geropsychology assess-
ment resource guide. Milwaukee, WI: National Center for Cost
Containment.

Blazer, D. G. (1994). Epidemiology of late life depression. In L. S.
Schneider, C. F. Reynolds, B. D. Lebowitz, & A. J. Friedhoff
(Eds.), Diagnosis and treatment of depression in late life (pp. 9–
19). Washington, DC: American Psychiatric Association.

Blazer, D. G., Bacher, J., & Hughes, D. C. (1987). Major depres-
sion with melancholia: A comparison of middle-aged and
elderly adults. Journal of the American Geriatrics Society, 34,
519–525.

Blazer, D., Hughes, D. S., & George, L. K. (1987). The epidemiol-
ogy of depression in an elderly community population. Geron-
tologist, 27, 281–287.



408 Psychological Assessment in Geriatric Settings

Bodenhausen, G. V. (1990). Stereotypes and judgmental heuristics:
Evidence of circadian variations in discrimination. Psychologi-
cal Science, 1, 319–322.

Burman, B., & Margolin, G. (1992). Analysis of the association
between marital relationships and health problems: An interac-
tional perspective. Psychological Bulletin, 112, 39–63.

Butler, R. (1969). Ageism: Another form of bigotry. The Gerontolo-
gist, 9, 243.

Butler, R. (1980). Ageism: A foreword. Journal of Social Issues, 36,
8–11.

Campbell, D. T., & Fiske, D. W. (1959). Convergent and discrimi-
nant validation by the multitrait-multidimensional maxtrix. Psy-
chological Bulletin, 56, 81–105.

Carstensen, L. L. (1995). Evidence for a life-span theory of socio-
emotional selectivity. Current Directions in Psychological Sci-
ence, 4, 151–156.

Casey, D. A. (1994). Depression in the elderly. Southern Medical
Journal, 87(5), 561–563.

Cohen, G. (1991). Anxiety and general medical disorders. In C. S.
Alzman & B. D. Lebowitz (Eds.), Anxiety in the elderly (pp. 47–
58). New York: Springer.

Cohen, J. (1960). A coefficient of agreement for nominal scales.
Educational and Psychological Measurement, 20, 37–46.

Cohen-Cole, S. A. (1989). Depression in heart disease. In R. G.
Robinson & P. V. Rabins (Eds.), Depression in coexisting dis-
ease (pp. 27–39). New York: Igaku-Shoin.

Cohen-Mansfield, J., Marx, M. S., & Rosenthal, A. S. (1989). A
description of agitation in a nursing home. Journals of Gerontol-
ogy, 44, M77–M84.

Colsher, P., & Wallace, R. B. (1989). Data quality and age: Health
and psychobehavioral correlates of item nonresponse and incon-
sistent responses. Journal of Gerontology: Psychological Sci-
ences, 44, P45–P52.

Cone, J. D. (1986). Idiographic, nomothetic, and related per-
spectives in behavioral assessment. In R. O. Nelson & S. C.
Hayes (Eds.), Conceptual foundations of behavioral assessment
(pp. 111–128). New York: Guilford.

Copeland, J. R. M., Kelleher, M. J., Kellett, J. M., Gourlay, A. J.,
Gurland, B. J., Fleiss, J. L., et al. (1976). A semi-structured clini-
cal interview for the assessment of diagnostic and mental state in
the elderly—the Geriatric and Mental State Schedule: I. Develop-
ment and reliability. Psychological Medicine, 6, 439–449.

Cronbach, L. J. (1971). Test validation. In R. L. Thorndike (Ed.),
Educational measurement (2nd ed., pp. 443–507). Washington,
DC: American Council on Education.

Cronbach, L. J., & Meehl, P. E. (1955). Construct validity in psy-
chological tests. Psychological Bulletin, 52, 281–302.

Cummings, J. L. (1988). Intellectual impairment in Parkinson’s dis-
ease: Clinical, pathologic, and biochemical correlates. Journal of
Geriatric Psychiatry and Neurology, 1, 24–36.

Dana, R. H. (Ed.). (2000). Handbook of cross-cultural and multicul-
tural personality assessment. Mahwah, NJ: Erlbaum.

Davies,A. D. M., Davies, C., & Delpo, M. C. (1986). Depression and
anxiety in patients undergoing diagnostic investigations for head
and neck cancers. British Journal of Psychiatry, 149, 491–493.

DeBeurs, E., Beekman, A. T. F., Deeg, D. J. H., Dyck, R. V., &
Tillburg, W. V. (2000). Predictors of change in anxiety symptoms
of older persons: Results form the longitudinal aging study
Amsterdam. Psychological Medicine, 30, 515–527.

DeMaio, T. (1980). Refusals: Who, where and why. Public Opinion
Quarterly, 44, 223–233.

Duke University Center for the Study of Aging and Human Devel-
opment. (1978). Multidimensional functional assessment: The
OARS methodology (2nd ed.). Durham, NC: Author.

Dupree, L. W., & Patterson, R. L. (1985). Assessing deficits and
supports in the elderly. In M. Hersen & S. M. Turner (Eds.),
Diagnostic interviewing (pp. 337–359). New York: Plenum.

Edelstein, B. A., Drozdick, L. W., & Kogan, J. N. (1998). Assess-
ment of older adults. In A. S. Bellack & M. Hersen (Eds.),
Behavioral assessment: A practical handbook (4th ed., pp.179–
209). Needham Heights, MA: Allyn & Bacon.

Edelstein, B., Kalish, K., Drozdick, L., & McKee, D. (1999).
Assessment of depression and bereavement in older adults. In
P. Lichtenberg (Ed.), Handbook of assessment in clinical geron-
tology (pp. 11–58). New York: Wiley. 

Edelstein, B., Martin, R. R., & McKee, D. R. (2000). Assessment of
older adult psychopathology. In S. K. Whitbourne (Ed.), Psy-
chopathology in later adulthood (pp. 61–88). New York: Wiley.

Edelstein, B., Staats, N., Kalish, K., & Northrop, L. (1996). Assess-
ment of older adults. In M. Hersen & V. Van Hasselt (Eds.) Psy-
chological treatment of older adults: An introductory textbook.
New York: Plenum.

Feher, E. P., Larrabee, G. J., & Crook, T. J. (1992). Factors attenuat-
ing the validity of the geriatric depression scale in a dementia
population. Journal of the American Geriatrics Society, 40, 906–
909.

Ferrini, A. F., & Ferrini, R. L. (1993). Health in the later years
(2nd ed.). Dubuque, IA: William C. Brown Communications.

Fiske, A., Kasl-Godley, J. E., & Gatz, M. (1998). Mood disorders in
late life. In A. S. Bellack & M. Hersen (Eds.), Comprehensive
clinical psychology (Vol. 7, pp. 193–229). New York: Elsevier.

Follette, W. C., & Houts, A. C. (1996). Models of scientific progress
and the role of theory in taxonomy development: A case study
of the DSM. Journal of Consulting and Clinical Psychology, 64,
1120–1132.

Folstein, M. F., Folstein, S. E., & McHugh, P. R. (1975). “Mini-
Mental State:” A practical method for grading the cognitive state
of patients for the clinician. Journal of Psychiatric Research, 12,
189–198.

Frazer, D. W., Leicht, M. L., & Baker, M. D. (1996). Psychological
manifestations of physical disease in the elderly. In L. L.
Carstensen, B. A. Edelstein, & L. Dornbrand (Eds.), The practi-
cal handbook of clinical gerontology (pp. 217–235). Thousand
Oaks, CA: Sage.



References 409

Friedman, H. S., & Booth-Kewley, S. (1987). The disease-prone
personality: A meta-analytic view of the construct. American
Psychologist, 42, 539–555.

Fry, P. S. (1986). Depression, stress, and adaptations in the elderly:
Psychological assessment and intervention. Rockville, MD:
Aspen.

Futterman, A., Thompson, L., Gallagher-Thompson, D., & Ferris,
R. (1995). Depression in later life: Epidemiology, assessment,
and treatment. In E. E. Beckham & W. R. Leber (Eds.), Hand-
book of depression (2nd ed., pp. 494–525). New York: Guilford. 

Gallo, J. J., Fulmer, T., Paveza, G. J., & Reichel, W. (2000). Physical
assessment. In J. J. Gallo, T. Fulmer, G. J. Paveza, & W. Reichel
(Eds.), Handbook of geriatric assessment (pp. 213–250).
Gaithersburg, MD: Aspen.

Gatz, M., Kasl-Godley, J. E., & Karel, M. J. (1996). Aging and
mental disorders. In J. Birren & K. W. Schaie (Eds.), Handbook
of the psychology of aging (4th ed., pp. 365–382). New York:
Academic Press.

Gatz, M., & Pearson, C. G. (1988). Ageism revised and the pro-
vision of psychological services. American Psychologist, 43,
184–188.

Gergen, K. J., & Back, K. W. (1966). Communication in the inter-
view and the disengaged respondent. Public Opinion Quarterly,
30, 385–398.

Gillam, J. H., III. (1990). Pancreatic disorders. In W. R. Hazzard,
R. Andres, E. L. Bierman, & J. P. Blass (Eds.), Principles of geri-
atric medicine and gerontology (2nd ed., pp. 640–644). New
York: McGraw-Hill.

Goga, J. A., & Hambacher, W. O. (1977). Psychologic and behav-
ioral assessment of geriatric patients: A review. Journal of the
American Geriatrics Society, 25, 232–237.

Gottfries, C. G. (1997). Recognition and management of depression
in the elderly. International Clinical Psychopharmacology,
12(Suppl. 7), 31–36.

Grayson, D. A., MacKinnon, A., Jorm, A. F., Creasey, H., & Broe,
G. A. (2000). Item bias in the Center for Epidemiologic Studies
Depression Scale: Effects of physical disorders and disability in
an elderly community sample. Journal of Gerontology: Psycho-
logical Sciences, 55, P273–P282.

Greenberg, D. B. (1989). Depression and cancer. In R. G. Robinson
& P. V. Rabins (Eds.), Depression and coexisting disease
(pp. 103–115). New York: Igaku-Shoin.

Gurland, B. (1997). Psychopathology. In G. Maddox (Ed.), The
encyclopedia of aging (pp. 549–550). New York: Springer.

Gurland, B. J., & Cross, P. S. (1982). Epidemiology of psy-
chopathology in old age. Psychiatric Clinics of North America,
5, 11–26.

Gurland, B. J., Kuriansky, J. B., Sharpe, L., Simon, R., Stiller, P., &
Birkett, P. (1977). The Comprehensive Assessment and Referral
and Evaluation (CARE): Rationale, development, and reliability.
International Journal of Aging and Human Development, 8, 9–
42.

Hartmann, D. P., Roper, B. L., & Bradford, D. C. (1979). Some
relationships between behavioral and traditional assessment.
Journal of Behavioral Assessment, 1, 3–21.

Hasher, L., & Zacks, R. T. (1988). Working memory, comprehen-
sion, and aging: A review and a new view. In G. H. Bower (Ed.),
The psychology of learning and motivation (Vol. 22, pp. 193–
225). New York: Academic Press.

Hasher, L., Zacks, R. T., & May, C. P. (1999). Inhibitory control,
circadian arousal, and age. In D. Gopher & A. Koriat (Eds.),
Attention and performance XVII. Cognitive regulation of per-
formance: Interaction of theory and application (pp. 653–676).
Cambridge, MA: MIT Press.

Haug, M., Belgrave, L. L., & Gratton, B. (1984). Mental health and
the elderly: Factors in stability and change over time. Journal of
Health and Social Behavior, 25, 100–115.

Hayes, S. C., & Follette, W. C. (1992). Can functional analysis
provide a substitute for syndromal classification? Behavioral
Assessment, 14, 345–365.

Hayes, S. C., Wilson, K. G., Gifford, E. V., Follette, V. M., &
Strosahl, K. (1996). Experiential avoidance and behavioral
disorders: A functional dimensional approach to diagnosis and
treatment. Journal of Consulting and Clinical Psychology, 6,
1152–1168.

Haynes, S. N., & O’Brien, W. H. (2000). Principles and practice of
behavioral assessment. New York: Kluwer.

Haynes, S., & Jensen, B. (1979). The interview as a behavioral as-
sessment instrument. Behavioral Assessment, 1, 97–106.

Herzog, A. R., & Rodgers, W. L. (1988). Age and response rates
to interview sample surveys. Journals of Gerontology, 43,
S200–S205.

Himmelfarb, S., & Murrell, S. A. (1983). Reliability and validity of
five mental health scales in older persons. Journal of Gerontol-
ogy, 38, 333–339.

Holland, J. C., Korzun, A. H., Tross, S., Silberfarb, P., Perry, M.,
Comis, R., et al. (1986). Comparative psychological disturbance
in patients with pancreatic and gastric cancer. American Journal
of Psychiatry, 143, 982–986.

Horne, J., & Osterberg, O. (1976). A self-assessment questionnaire
to determine morningness-eveningness in human circadian
rhythms. International Journal of Chronobiology, 4, 97–110.

Hughes, J. E. (1985). Depressive illness and lung cancer. European
Journal of Surgical Oncology, 11, 15–20.

Ishihara, K., Miyake, S., Miyasita, A., & Miyata, Y. (1991).
Morningness-eveningness preference and sleep habits in
Japanese office workers of different ages. Chronobiologia, 18,
9–16.

Janik, S. W., & Wells, K. S. (1982). Multidimensional assessment of
the elderly client: A training program for the development of a
new specialist. Journal of Applied Gerontology, 1, 45–52.

Jones, E. E., & Thorne, A. (1987). Rediscovery of the subject: Inter-
cultural approaches to clinical assessment. Journal of Consulting
and Clinical Psychology, 55, 488–495.



410 Psychological Assessment in Geriatric Settings

Jorm, A. F., Korten, A. E., & Henderson, A. S. (1987). The preva-
lence of dementia: A quantitative integration of the literature.
Acta Psychiatrica Scandinavica, 76, 465–479.

Juniper, K., & Dykman, R. A. (1967). Skin resistance, sweat gland
counts, salivary flow, and gastric secretion: Age, race, and sex
differences and intercorrelations. Psychophysiology, 4, 216–222.

Kahn, R. L., Goldfarb, A. I., Pollack, M., & Peck, A. (1960). Brief
objective measures for the determination of mental status in the
aged. American Journal of Psychiatry, 117, 326–328.

Kalish, K. (1997). The relation between negative social interactions
and health in older adults: A critical review of selected lit-
erature. Unpublished manuscript, West Virginia University at
Morgantown.

Kane, R. A., & Kane, R. L. (1981). Assessing the elderly. Lexington,
MA: Lexington Books.

Kaszniak, A. W. (1990). Psychological assessment of the aging
individual. In J. E. Birren & K. W. Schaie (Eds.), Handbook
of the psychology of aging (3rd ed., pp. 427–445). New York:
Academic Press.

Katz, S., Downs, T. D., Cash, H. R., & Gratz, R. C. (1970). Progress
in development of the index of ADL. The Gerontologist, 10, 20–
30.

Kaufman, A. S. (1990). Assessing adolescent and adult intelligence.
New York: Allyn & Bacon.

Kazdin, A., & Wilson, G. T. (1978). Evaluation of behavior therapy:
Issues, evidence, and research. Cambridge, MA: Ballinger.

Kelly-Hayes, M., Jette, A. M., Wolf, P. A, D’Adostino, R. B., &
Odell, P. M. (1992). Functional limitations and disability among
elders in the Framingham study. American Journal of Public
Health, 82, 841–845.

Kessler, R. C., McGonagle, K. A., Zhao, S., Nelson, C. B., Hughes,
M., Eshleman, S., et al. (1994). Lifetime and 12-month preva-
lence of DSM-III-R psychiatric disorders in the United States:
Results from the National Comorbidity Survey. Archives of Gen-
eral Psychiatry, 51, 8–19.

Kiyak, H. A., Teri, L., & Borsom, S. (1994). Physical and functional
health assessment in normal aging and Alzheimer’s disease:
Self-reports vs. family reports. Gerontologist, 34, 324–330.

Knight, B. G. (1996). Psychotherapy with older adults (2nd ed.).
Thousand Oaks, CA: Sage.

Knight, B. G., Santos, J., Teri, L., & Lawton, M. P. (1995). The
development of training in clinical geropsychology. In B. G.
Knight, L. Teri, P. Wholford, & J. Santos (Eds.), Mental health
services for older adults: Implications for training and practice
in geropsychology (pp. 1–8). Washington, DC: American Psy-
chological Association.

Koenig, H. G., & Blazer, D. G. (1992). Mood disorders and suicide.
In J. E. Birren, R. B. Sloane, & G. D. Cohen (Eds.), Handbook of
mental health and aging (2nd ed., pp. 379–407). San Diego, CA:
Academic Press.

Kogan, J. N., & Edelstein, B. (1997, November). Fears in middle-
aged and older adults: Relations to daily functioning and life

satisfaction. Paper presented at meeting of the Association for
Advancement of Behavior Therapy, Miami, FL.

Kogan, J., Edelstein, B., & McKee, D. (2000). Assessment of anxi-
ety in older adults: Current status. Journal of Anxiety Disorders,
14, 109–132.

Kogan, N. (1961). Attitudes towards old people in an older sample.
Journal of Abnormal and Social Psychology, 62, 616–622.

Kosnik, W., Winslow, L., Kline, D., Rasinski, K., & Sekuler, R.
(1988). Visual changes in daily life throughout adulthood. Jour-
nal of Gerontology: Psychologcial Sciences, 43, P63–P70.

Kuder, G. F., & Richardson, M. W. (1937). The theory of the esti-
mation of reliability. Psychometrika, 2, 151–160.

Laguna, K., & Babcock, R. L. (1997). Computer anxiety in young
and older adults: Implications for human-computer interactions in
older populations. Computers in Human Behavior, 13, 317–326.

LaRue, A. (1992). Aging and neuropsychological assessment. New
York: Plenum.

Lau, A., Edelstein, B., & Larkin, K. (2001). Psychophysiological
responses of older adults: A critical review with implications for
assessment of anxiety disorders. Clinical Psychology Review,
21, 609–630.

Lesher, E. L. (1986). Validation of the Geriatric Depression Scale
among nursing home residents. Clinical Gerontologist, 4, 21–28.

Lesher, E. L., & Berryhill, J. S. (1994). Validation of the Geriatric
Depression Scale–Short Form among inpatients. Journal of
Clinical Psychology, 50, 256–260.

Lewinsohn, P. M., Seeley, J. R.,Allen, N. B., & Roberts, R. E. (1997).
Center for Epidemiologic Studies Depression Scale (CESD-D)
as a screening instrument for depression among community-
residing older adults. Psychology and Aging, 12, 277–287.

Li, K., Hasher, L., Jonas, D., Rahhal, T., & May, C. P. (1998). Dis-
tractibility, aging, and circadian arousal: A boundary condition.
Psychology & Aging, 13, 574–583.

Lichtenberg, P. A. (2000). Asssessment of older adults in medical
settings. Clinical Geropsychology News, 7, 5.

Light, L. L. (1992). The organization of memory in old age. In
F. I. M. Craik & T. A. Salthouse (Eds.), Emergent theories of
aging (pp. 111–165). New York: Springer.

Lindenberger, U., & Baltes, P. B. (1994). Sensory functioning and
intelligence in old age: A strong connection. Psychology and
Aging, 9, 339–355.

Lipsey, J. R., & Parikh, R. M. (1989). In R. G. Robinson & P. V.
Rabins (Eds.), Depression and coexisting disease (pp. 186–201).
New York: Igaku-Shoin.

Lowenstein, D. A., Amigo, E., Duara, R., Guterman, A., Hurwitz, D.,
Berkowitz, N., Wilkie, F., Weinberg, G., Black, B., Gittelman, B.,
& Eisdorfer, C. (1989). A new scale for the assessment of func-
tional status in Alzheimer’s disease and related disorders. Journal
of Gerontology, 4, 114–121.

Lustman, P. J., Griffith, L. S., Clouse, R. E., & Cryer, P. E. (1986). Psy-
chiatric illness in diabetes mellitus: Relationship to symptoms



References 411

and glucose control. Journal of Nervous and Mental Disease, 174,
736–742.

Macneil, S., & Lichtenberg, P. (1999). Screening instruments and
brief batteries for assessment of dementia. In P. Lichtenberg
(Ed.), Handbook of assessment in clinical gerontology (pp. 417–
441). New York: Wiley.

Marcus-Bernstein, C. (1986). Audiologic and nonaudiologic corre-
lates of hearing handicap in black elderly. Journal of Speech and
Hearing Research, 29, 301–312.

Marsiske, M., Klumb, P., & Baltes, M. M. (1997). Everyday activity
patterns and sensory functioning in old age. Psychology and
Aging, 12, 444–457.

Martin, D. C., Morycz, R. K., McDowell, J., Snustad, D., & Karpf,
M. (1985). Community-based geriatric assessment. Journal of
the American Geriatric Society, 33(9), 602–606.

Martin, G., & Pear, J. (1996). Behavior modification: What it is and
how to do it (5th ed.). Upper Saddle River, NJ: Prentice Hall.

Mattis, S. (1988). The Dementia Rating Scale: Professional manual.
Odessa, FL: Psychological Assessment Resources.

May, C. P. (1999). Synchrony effects in cognition: The costs and
benefits. Psychonomic Bulletin & Review, 6, 142–147.

May, C. P., Hasher, L., & Stoltzfus, E. R. (1993). Optimal time of
day and the magnitude of age differences in memory. Psycho-
logical Science, 4, 326–330.

McFall, R. M., & Townsend, J. T. (1998). Foundations of psycho-
logical assessment: Implications for cognitive assessment in
clinical science. Psychological Assessment, 10, 316–330.

McNeilly, M., & Anderson, N. B. (1997). Age differences in physi-
ological responses to stress. In P. E. Ruskin & J. A. Talbott
(Eds.), Aging and posttraumatic stress disorder (pp. 163–201).
Washington, DC: American Psychiatric Press.

Mischel, W. (1968). Personality and assessment. New York: Wiley.

Moore, J. T. (1985). Dysthymia in the elderly. Journal of Affective
Disorders, 5(Suppl. 1), S15–S21.

Morales, P. (1999). The impact of cultural differences in psy-
chotherapy with older clients: Sensitive issues and strategies. In
M. Duffy (Ed.), Handbook of counseling and psychotherapy
with older adults (pp. 132–153). New York: Wiley.

Morgan, M. J. (1994). Computer training needs of older adults.
Educational Gerontology, 20, 541–555.

Morris, J. C., Heyman, A., Mohs, R. C., Hughes, J. P., Van Bell, G.,
Fillenbaum, G., et al. (1989). The Consortium to Establish a
Registry for Alzheimer’s Disease (CERAD). Neurology, 39,
1159–1165.

Morrison, J. (1997). When psychological problems mask medical
disorders: A guide for psychotherapists. New York: Guilford.

Mouton, C. P., & Esparza, Y. B. (2000). Ethnicity and geriatric assess-
ment. In J. J. Gallo, T. Fulmer, G. J. Paveza, & W. Reichel (Eds.),
Handbook of geriatric assessment (pp. 13–28). Gaithersburg,
MD: Aspen.

Müller-Spahn, F., & Hock, C. (1994). Clinical presentation of
depression in the elderly. Gerontology, 40(Suppl. 1), 10–14.

Murrell, S. A., Himmelfarb, S., & Wright, K. (1983). Prevalence of
depression and its correlates in older adults. American Journal of
Epidemiology, 117, 173–185.

National Institute of Mental Health. (2001). Mental health in-
formation and statistics. Retrieved July 8, 2001, from http://
www.mhsource.com/resource/mh.html

Nease, D. E., Jr., Volk, R. J., & Cass, A. R. (1999). Investigation of
a severity-based classification of mood and anxiety symptoms in
primary care patients. Journal of the American Board of Family
Practice, 12, 21–31.

Nelson, R. O., & Hayes, S. C. (1986). The nature of behavioral
assessment. In R. O. Nelson & S. C. Hayes (Eds.), Conceptual
foundations of behavioral assessment (pp. 3–41). New York:
Guilford.

Nelson-Gray, R. (1996). Treatment outcome measures: Nomothetic
or idiographic? Clinical Psychology: Science and Practice, 3,
164–167.

Norman, T. R. (1993). Pharmacokinetic aspects of antidepressant
treatment in the elderly. Progress in Neuro-Psychopharmacol-
ogy and Biological Psychiatry, 17, 329–344.

Norris, J. T., Gallagher, D., Wilson, A., & Winograd, C. H. (1987).
Assessment of depression in geriatric medical outpatients: The
validity of two screening measures. Journal of the American
Geriatrics Society, 35, 989–995. 

Northrop, L., & Edelstein, B. (1998). An assertive behavior compe-
tence inventory for older adults. Journal of Clinical Geropsy-
chology, 4, 315–332.

Nunnally, J. C., & Bernstein, I. H. (1994). Psychometric theory
(3rd ed.). New York: McGraw-Hill.

Okun, M. (1976). Adult age and cautiousness in decision: A review
of the literature. Human Development, 19, 220–233.

O’Nell, T. D. (1996). Disciplined hearts: History, identity, and
depression in an American Indian community. Los Angeles:
University of California Press.

Oxman, T. E., & Berkman, L. F. (1990). Assessments of social
relationships in the elderly. International Journal of Psychiatry
in Medicine, 21, 65–84.

Palmore, E. B. (1999). Ageism: Negative and positive (2nd ed.).
New York: Springer.

Penninx, B. W. J. H., Guralnik, J., Simonsick, E., Kasper, J. D.,
Ferrucci, L., & Fried, L. P. (1998). Emotional vitality among
disabled older women: The women’s health and aging study.
Journal of the American Geriatrics Society, 46, 807–815.

Perlmutter, M. (1978). What is memory aging the aging of? Devel-
opmental Psychology, 14, 330–345.

Pfeiffer, E. (1975). A short portable mental status questionnaire for
the assessment of organic brain deficit in elderly patients. Jour-
nal of the American Geriatrics Society, 23, 433–441.

Pfeifer, E. (1980). The psychosocial evaluation of the elderly
interviewee. In E. W. Busse & D. G. Glazer (Eds.), Handbook of
geriatric psychiatry (pp. 275–284). New York: Van Nostrand.



412 Psychological Assessment in Geriatric Settings

Poon, L. (1995). Learning. In G. Maddox (Ed.), The encyclopedia of
aging (pp. 380–381). New York: Springer.

Prineas, R. J., Demirovic, J., Bean, J. A., Duara, R., Gomez Marin,
O., Loewenstein, D., et al. (1995). South Florida program on
aging and health: Assessing the prevalence of Alzheimer’s dis-
ease in three ethnic groups. Journal of the Florida Medical
Association, 82, 805–810.

Radloff, L. S. (1977). The CES-D scale: A self report depression
scale for research in the general population. Applied Psycholog-
ical Measurement, 1, 385–401.

Rapp, S. R., Parisi, S. A., Walsh, D. A., & Wallace, C. E. (1988).
Detecting depression in elderly medical inpatients. Journal of
Consulting and Clinical Psychology, 56, 509–513.

Rapp, S. R., Smith, S. S., & Britt, M. (1990). Identifying comorbid
depession in elderly medical patients: Use of the Extracted
Hamilton Depression Raging Scale. Psychological Assessment:
A Journal of Consulting and Clinical Psychology, 2, 243–247.

Reiger, D. A., Boyd, J. H., Burke, J. D., Rae, D. S., Myers, J. K.,
Kramer, M., et al. (1988). One-month prevalence of mental
disorders in the United States. Archives of General Psychiatry,
45, 977–986.

Reiger, D. A., Narrow, W. E., & Rae, D. S. (1990). The epidemi-
ology of anxiety disorders: The Epidemiologic Catchment
Area (ECA) experience. Journal of Psychiatric Research, 24,
3–14.

Reitan, R. M., & Wolfson, D. (1985). The Halstead-Reitan Neu-
ropsychological Battery: Theory and clinical interpretation.
Tucson, AZ: Neuropsychology Press.

Reite, M., Buysse, D., Reynolds, C., & Mendelson, W. (1995). The
use of polysomnography in the evaluation of insomnia. Sleep,
18, 58–70.

Rix, S. (1995). Employment. In G. Maddox (Ed.), The encyclopedia
of aging (pp. 327–328). New York: Springer.

Rodgers, W. L., & Herzog, A. R. (1987). Interviewing older adults:
The accuracy of factual information. Journal of Gerontology,
42(4), 387–394.

Rodin, G., Craven, J., & Littlefield, C. (1993). Depression in the
medically ill. New York: Brunner/Mazel.

Rodin, J., & Langer, E. J. (1980). Aging labels: The decline of
control and the fall of self-esteem. Journal of Social Issues, 36,
12–29.

Rook, K. S. (1990). Stressful aspects of older adults’ social relation-
ships. In M. A. P. Stephens, J. H. Crowther, S. E. Hobfoll, &
D. L. Tennenbaum (Eds.), Stress and coping in later-life families
(pp. 173–192). New York: Hemisphere.

Rook, K. S. (1998). Investigating the positive and negative sides of
personal relationships: Through a lens darkly? In B. H. Spitzberg
& W. R. Cupach (Eds.), The dark side of close relationships
(pp. 369–393). Mahwah, NJ: Erlbaum.

Rosowsky, E., & Gurian, B. (1991). Borderline personality disorder
in late life. International Psychogeriatrics, 3, 39–52.

Rowe, J. W., & Kahn, R. L. (1998). Successful aging. New York:
Pantheon Books.

Rubenstein, L. (1983). The clinical effectiveness of multidimen-
sional geriatric assessment. Journal of the American Geriatric
Society, 31(12), 758–762.

Rubenstein, L. Z. (1995). An overview of comprehensive geriatric as-
sessment: Rationale, history, program models, basic components.
In L. Z. Rubenstein, D. Wieland, & R. Bernabei (Eds.), Geriatric
assessment technology: The state of the art (pp. 11– 26). Milan,
Italy: Kurtis.

Rubenstein, L. Z., Schairer, C., Weiland, G. D., & Kane, R. (1984).
Systematic biases in functional status assessment of elderly
adults: Effects of different data sources. Journal of Gerontology,
39(6), 686–691.

Rubio-Stipec, M., Hicks, M., & Tsuang, M. T. (2000). Cultural fac-
tors influencing the selection, use, and interpretation of psychi-
atric measures. In M. B. First (Ed.). Handbook of psychiatric
measures (pp. 33–41). Washington, DC: American Psychiatric
Association.

Sadavoy, J., & Fogel, F. (1992). Personality disorders in old age. In
J. E. Birren, R. B. Sloane, & G. D. Cohen (Eds.), Handbook of
mental health and aging (2nd ed., pp. 433–462). San Diego, CA:
Academic Press.

Sager, M. A., Dunham, N. C., Schwantes, A., Mecum, L., Haverson,
K., & Harlowe, D. (1992). Measurement of activities of daily
living in hospitalized elderly: A comparison of self-report and
performance-based methods. Journal of the American Geriatrics
Society, 40, 457–462.

Salzman, C. (1992). Clinical geriatric psychopharmacology
(2nd ed.). Baltimore: Williams & Wilkins.

Salzman, C. (1997). Depressive disorders and other emotional
issues in the elderly: Current issues. International Clinical Psy-
chopharmacology, 12(Suppl. 7), 37–42.

Schaie, K. W. (1996). Intellectual development in adulthood. In J. E.
Birren & K. W. Schaie (Eds.), Handbook of psychology and
aging (4th ed., pp. 266–286). New York: Academic Press.

Schiffer, R. B., Kurlan, R., Rubin, A., & Boer, S. (1988). Evidence
for atypical depression in Parkinson’s disease. American Journal
of Psychiatry, 145, 1020–1022.

Schneider, J. (1996). Geriatric psychopharmacology. In L. L.
Carstensen, B. A. Edelstein, & L. Dornbrand (Eds.), The practi-
cal handbook of clinical gerontology. Thousand Oaks, CA: Sage.

Schwarz, N. (1999). Self-reports of behavioral and opinions: Cogni-
tive and communicative processes. In N. Schwarz, D. C. Park,
B. Knauper, & S. Sudman (Eds.), Cognition, aging, and self-
reports (pp. 17–44). Philadelphia: Psychology Press.

Segal, D. L., Coolidge, F. L., & Rosowsky, E. (2000). Personality
disorders. In S. K. Whitbourne (Ed.), Psychopathology in later
adulthood (pp. 89–116). New York: Wiley.

Smith, A. D. (1996). Memory. In J. E. Birren & K. W. Schaie (Eds.),
Handbook of the psychology of aging (4th ed., pp. 236–250).
San Diego, CA: Academic Press.

Stanley, M. A., & Beck, J. G. (1998). Anxiety disorders. In A. S.
Bellack & M. Hersen (Eds.), Comprehensive clinical psychology
(Vol. 7, pp. 171–191). New York: Elsevier.



References 413

Starkstein, S. E., Preziosi, T. J., Bolduc, P. L., & Robinson, R. G.
(1990). Depression in Parkinson’s disease. Journal of Nervous
and Mental Disorders, 178, 27–31.

Starkstein, S. E., & Robinson, R. G. (1993). Depression in cere-
brovascular disease. In S. E. Starkstein & R. G. Robinson (Eds.),
Depression in neurologic disease (pp. 28–49). Baltimore: Johns
Hopkins.

Stein, L. M., & Bienenfeld, D. (1992). Hearing impairment and its
impact on elderly patients with cognitive, behavioral, or psychi-
atric disorders: A literature review. Journal of Geriatric Psychi-
atry, 25, 145–156.

Stein, M. B., Heuser, J. L., Juncos, J. L., & Uhde, T. W. (1990). Anx-
iety disorders in patients with Parkinson’s disease. American
Journal of Psychiatry, 147, 217–220.

Stephens, M. A. P., Kinney, J. M., Norris, V. K., & Ritchie, S. W.
(1987). Social networks as assets and liabilities in recovery from
stroke by geriatric patients. Psychology and Aging, 2, 125–129.

Storandt, M. (1994). General principles of assessment of older
adults. In M. Storandt & G. R. VandenBos (Eds.), Neuropsycho-
logical assessment of dementia and depression in older adults: A
clinician’s guide (pp. 7–31). Washington, DC: American Psycho-
logical Association.

Storandt, M., Botwinick, J., Danziger, W. L., Berg, L., & Hughers,
C. (1984). Psychometric differentiation of mild senile dementia
of the Alzheimer type. Archives of Neurology, 41, 497–499.

Strauss, E., Spreen, O., & Hunter, M. (2000). Implications of test
revisions for research. Psychological Assessment, 12, 237–244.

Stuck, A. E., Walthert, J. M., Nikolaus, T., Bula, C. J., Hohmann,
C., & Beck, J. C. (1999). Risk factors for functional status
decline in community-living elderly people: A systematic litera-
ture review. Social Science & Medicine, 48, 445–469.

Stukenberg, K. W., Dura, J. R., & Kiecolt-Glaser, J. K. (1990). De-
pression screening scale validation in an elderly community-
dwelling population. Psychological Assessment: A Journal of
Consulting and Clinical Psychology, 2, 134–138.

Sunderland, A., Watts, K., Baddeley, A. D., & Harris, J. E. (1986).
Subjective memory assessment and test performance in elderly
adults. Journal of Gerontology, 41(3), 376–384.

Sunderland, T., Alterman, I. S., Yount, D., Hill, J. L., Tariot, P. N.,
Newhouse, P. A., et al. (1988). A new scale for the assessment of
depressed mood in demented patients. American Journal of Psy-
chiatry, 145, 955–959.

Thomas, P. D., Goodwin, J. M., & Goodwin, J. S. (1985). Effect of
social support on stress-related changes in cholesterol level, uric
acid, and immune function in an elderly sample. American Jour-
nal of Psychiatry, 121, 735–737.

Thompson, L. W., Gallagher, D., & Breckenridge, J. S. (1987).
Comparative effectiveness of psychotherapies for depressed
elders. Journal of Consulting and Clinical Psychology, 55, 385–
390.

Todes, C. J., & Lee, A. J. (1985). The pre-morbid personality of
patients with Parkinson’s disease. Journal of Neurological and
Neurosurgical Psychiatry, 48, 97–100.

Tulsky, D., Zhu, J., & Ledbetter, M. F. (1997). WAIS-III/WMS-III tech-
nical manual. San Antonio, TX: The Psychological Corporation.

Turpin, G. (1991). The psychophysiological assessment of anxiety
disorders: Three-systems measurement and beyond. Psychologi-
cal Assessment, 3, 366–375.

Uhlmann, R. F., Larson, E. B., & Koepsell, T. D. (1986). Hearing
impairment and cognitive decline in senile dementia of the
Alzheimer’s type. Journal of the American Geriatrics Society,
34, 207–210.

U.S. Bureau of Census. (1995). Statistical Brief. Washington, DC:
U.S. Department of Commerce.

Vanderplas, J. H., & Vanderplas, J. M. (1981). Effects of legibility
on verbal test performance of older adults. Perceptual and Motor
Skills, 53, 183–186.

Vernon, M. (1989). Assessment of persons with hearing disabilities.
In T. Hunt & C. J. Lindley (Eds.), Testing older adults: A refer-
ence guide for geropsychological assessments (pp. 150–162).
Austin, TX: PRO-ED.

Vernon, M., Griffen, D. H., & Yoken, C. (1981). Hearing loss. Jour-
nal of Family Practice, 12, 1053–1058.

Wechsler, D. (1997). Wechsler Memory Scale–Third Edition. San
Antonio, TX: The Psychological Corporation.

Werner Wahl, H., Schilling, O., Oswald, F., & Heyl, V. (1999). Psy-
chosocial consequences of age-related visual impairment: Com-
parison with mobility-impaired older adults and long-term
outcome. Journal of Gerontology: Psychological Sciences, 54B,
P304–P316.

Whitbourne, S. K. (1996). The aging individual: Physical and psy-
chological perspectives. New York: Springer.

Williams, T. F., Hill, J. G., Fairbank, M. E., & Knox, K. G. (1973).
Appropriate placement of the chronically ill and aged: A suc-
cessful approach by evaluation. Journal of the American Med-
ical Society, 226(11), 1332–1335.

Winograd, I. R. (1984). Sensory changes with age: Impact on psy-
chological well-being. Psychiatric Medicine, 2(1), 1–24.

Wisocki, P. A., Handen, B., & Morse, C. K. (1986). The worry scale
as a measure of anxiety among homebound and community
active elderly. The Behavior Therapist, 5, 369–379.

Wolfe, R., Morrow, J., & Fredrickson, B. L. (1996). Mood disorders
in older adults. In L. L. Carstensen, B. A. Edelstein, & L.
Dornbrand (Eds.), The practical handbook of clinical gerontol-
ogy (pp. 274–303). Thousand Oaks, CA: Sage.

Yesavage, J. A. (1992). Depression in the elderly: How to recognize
masked symptoms and choose appropriate therapy. Postgradu-
ate Medicine, 91(1), 255–261.

Yesavage, J. A., Brink, T. L., Rose, T. L., Lum, O., Huang, V., Adey,
M., et al. (1983). Development and validation of a geriatric
depression screening scale: A preliminary report. Journal of
Psychiatric Research, 17, 37–49.

Yoon, C., May, C. P., & Hasher, L. (1997). Age differences in con-
sumers’ processing strategies: An investigation of moderating
influences. Journal of Consumer Research, 24, 329–342.



414 Psychological Assessment in Geriatric Settings

Zanetti, O., Geroldi, C., Frisoni, G. B., Bianchetti, A., & Trabucchi,
M. (1999). Contrasting results between caregiver’s report and
direct assessment of activities of daily living in patients affected
by mild and very mild dementia: The contribution of the
caregiver’s personal characteristics. Journal of the American
Geriatrics Society, 47, 196–202.

Zarit, S. H., & Zarit, J. M. (1998). Mental disorders in older
adults: Fundamentals of assessment and treatment. New York:
Guilford.

Zeiss, A., & Steffan, A. (1996). Interdisciplinary health care teams:
The basic unit of geriatric care. In L. Carstensen, B. Edelstein, &

L. Dornbrand (Eds.), The practical handbook of clinical geron-
tology (pp. 423–450). Thousand Oaks, CA: Sage.

Zelinski, E. M., Gilewski, M. J., & Thompson, L. W. (1980). Do lab-
oratory tests relate to self-assessment of memory ability in the
young and old? In L. W. Poon, J. L. Fozard, L. S. Cermak, D.
Arenberg, & L. W. Thompson (Eds.), New directions in memory
and aging: Proceedings of the George A. Talland memorial con-
ference. Hillsdale, NJ: Erlbaum.

Zimbardo, P. G., Andersen, S. M., & Kabat, L. G. (1981). Induced
hearing deficit generates experimental paranoia. Science, 212,
1529–1531.



PA RT T H R E E

ASSESSMENT METHODS





417

Individuals With Mental Retardation 434
Individuals Who Are Intellectually Gifted 434
Individuals With Specific Learning Disabilities 435
Individuals With Dementias 435

INTELLECTUAL ASSESSMENT AND INTERVENTION 435
Cognitive Instruction 436
Computerized Instruction 437

TOWARD A MATURE CLINICAL SCIENCE 438
REFERENCES 438

Life is not so much a conflict of intelligences as a combat of characters.

ALFRED BINET & THÉODORE SIMON (1908/1916, p. 256)

The study of intelligence and cognitive abilities dates back
more than a century and is characterized by the best and the
worst of science—scholarly debates and bitter rivalries, re-
search breakthroughs and academic fraud, major assessment
paradigm shifts, and the birth of a commercial industry that
generates hundreds of millions of dollars in annual revenue.
Still struggling with unresolved matters dating from its birth,
the study of intelligence has seen as many fallow periods in its
growth as it has seen steps forward. In this chapter, the history
and evolution of intelligence theory and applied intelligence
testing are described, along with a vision of intelligence as a
field of study grounded in theory and psychological science—
aimed at facilitating clinical and educational decision making
related to classification and intervention. The essential re-
quirements of a mature clinical science, according to Millon
(1999; Millon & Davis, 1996), are (a) a coherent foundational
theory, from which testable principles and propositions may be
derived; (b) a variety of assessment instruments, operational-
izing the theory and serving the needs of special populations;
(c) an applied diagnostic taxonomy, derived from and consis-
tent with the theory and its measures; and (d) a compendium of
change-oriented intervention techniques, aimed at modifying
specific behaviors in a manner consistent with the theory.
The study of intelligence has yet to claim status as a mature
clinical science, but some signs of progress are evident.

The story behind the first intelligence tests is familiar to
many psychologists (Wolf, 1973). In the fall of 1904, the
French Minister of Public Instruction appointed a commission
to study problems with the education of mentally retarded
children in Paris, in response to the failures of the children to
benefit from universal education laws. Alfred Binet, as an
educational activist and leader of the La Société Libre pour
l’Étude Psychologique de l’Enfant (Free Society for the Psy-
chological Study of the Child) was named to the commission.
La Société had originally been founded to give teachers and
school administrators an opportunity to discuss problems of
education and to collaborate in research. Binet’s appointment
to the commission was hardly an accident because members
of La Société had already served as principal advocates
with the ministry on behalf of schoolchildren. The commis-
sion’s recommendations included what they called a medico-
pedagogical examination for children who do not benefit from
education, teaching, or discipline, before such children were
removed from primary schools and—if educable—placed in
special classes. The commission did not offer any substance
for the examination, but having thought about intelligence for
over a decade, Binet decided to take advantage of the com-
mission mandate and undertake the task of developing a reli-
able diagnostic system with his colleague Théodore Simon.
The first Binet-Simon Scale was completed in 1905, revised in
1908, and revised again in 1911. By the completion of the
1911 edition, Binet and Simon’s scale was extended through
adulthood and balanced with five items at each age level.
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Although many scholars in the United States were intro-
duced to the new intelligence test through Binet’s journal
L’Année Psychologique, it became widely known after Henry
H. Goddard, Director of Research at the Training School for
the Retarded at Vineland, New Jersey, arranged for his assis-
tant Elizabeth Kite to translate the 1908 scale. Impressed by its
effectiveness in yielding scores in accord with the judgments
of senior clinicians, Goddard became a vocal advocate of the
test, distributing 22,000 copies and 88,000 response sheets by
1915. Within a few years, the test had changed the landscape
for mental testing in the United States, spawning an entire test-
ing industry and laying the groundwork for the proliferation in
intelligence and achievement tests after World War I. The
most successful adaptation of the Binet-Simon Scale was the
Stanford-Binet Intelligence Scale, which dominated intelli-
gence testing in the United States until the 1960s, when it was
overtaken in popularity by the Wechsler intelligence scales
(Lubin, Wallis, & Paine, 1971). The Wechsler scales have re-
mained firmly entrenched as the most widely used intelligence
tests in every subsequent psychological test usage survey.

DESCRIPTIONS OF THE MAJOR 
INTELLIGENCE TESTS

In this section, six of the leading individually administered
intelligence tests are described, along with the most common
ways to interpret them. The descriptions are limited to intel-
ligence tests that purport to be reasonably comprehensive and
multidimensional, covering a variety of content areas; more
specialized tests (such as nonverbal cognitive batteries) and
group-administered tests (usually administered in large-scale
educational testing programs) have been excluded. Students
of intellectual assessment will notice considerable overlap
and redundancy between many of these instruments—in
large part because they tend to measure similar psychological
constructs with similar procedures, and in many cases, they
have similar origins. With a few exceptions, most intelli-
gence testing procedures can be traced to tasks developed
from the 1880s through the 1920s. 

The tests are presented in alphabetical order. For each
test, its history is briefly recounted followed by a description
of its theoretical underpinnings. Basic psychometric features
including characteristics of standardization, reliability, and
validity are presented. Test administration is described but
not detailed because administration can only be learned
through a careful reading of the test manuals, and every test
seems to offer its own set of unique instructions. Core inter-
pretive indexes are also described in a way that is generally
commensurate with descriptions provided in the test manuals,

albeit with some modifications made for the purposes of
clarity and precision. Emphasis is placed on the interpretive
indexes that are central to the test but not on the plethora of
indexes that are available for some tests.

Cognitive Assessment System

The Das-Naglieri Cognitive Assessment System (CAS;
Naglieri & Das, 1997a) is a cognitive processing battery
intended for use with children and adolescents 5 through
17 years of age. The origins of the CAS may be traced to the
work of A. R. Luria, the preeminent Russian neuropsycholo-
gist whose work has been highly influential in American
psychology (Solso & Hoffman, 1991). Beginning in 1972,
Canadian scholar J. P. Das initiated a program of research
based upon the simultaneous and successive modes of infor-
mation processing suggested by Luria. Ashman and Das
(1980) first reported the addition of planning measures to the
simultaneous-successive experimental tasks, and separate
attention and planning tasks were developed by the end of
the decade (Naglieri & Das, 1987, 1988). The work of Luria
and Das influenced Alan and Nadeen Kaufman, who published
the Kaufman Assessment Battery for Children (K-ABC; based
on the sequential-simultaneous dichotomy discussed later in
this chapter) in 1983. Jack A. Naglieri, a former student of
Kaufman’s who had assisted with the K-ABC development,
met J. P. Das in 1984 and began a collaboration to assess
Luria’s three functional systems. Thirteen years and more than
100 studies later, the CAS was published. It is available in two
batteries: an 8-subtest basic battery and a 12-subtest standard
battery.

Theoretical Underpinnings

The CAS has its theoretical underpinnings in the work of
Luria’s (1973, 1980) three functional units in the brain:
(a) The first unit regulates cortical tone and focus of atten-
tion; (b) the second unit receives, processes, and retains in-
formation in two basic modes (simultaneous and successive);
and (c) the third unit involves the formation, execution, and
monitoring of behavioral planning. These processes are artic-
ulated and described in PASS theory, using the acronym for
planning, attention, simultaneous, and successive processing
(Das, Naglieri, & Kirby, 1994).

Of the theories and models associated with the major
intelligence instruments, PASS theory and Kaufman’s
sequential-simultaneous theory alone offer an approach with
articulated neurobiological underpinnings (although g theory
has numerous neurophysiological correlates). Moreover,
Luria’s approaches to restoration of function after brain injury
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(Luria, 1963; Luria & Tsvetkova, 1990) has provided a basis
for use of his theory to understand and implement treatment
and intervention. Accordingly, PASS theory and sequential-
simultaneous theory have emphasized intervention more than
do other intelligence tests.

Standardization Features and Psychometric Adequacy

The CAS was standardized from 1993 through 1996 on 2,200
children and adolescents from 5 through 17 years of age,
stratified on 1990 census figures. Sample stratification vari-
ables included race, ethnicity, geographic region, community
setting, parent educational attainment, classroom placement,
and educational classification. The standardization sample
was evenly divided between males and females, with n  = 300
for the earliest school-age levels and n  = 200 for levels with
older children and adolescents. Demographic characteristics
of the standardization sample are reported in detail across
stratification variables in the CAS interpretive handbook and
closely match the targeted census figures (Naglieri & Das,
1997b).

The reliability of the CAS is fully adequate. Internal con-
sistency is computed through the split-half method with
Spearman-Brown correction, and average reliabilities for the
PASS and full-scale composite scores range from .84 (Atten-
tion, Basic Battery) to .96 (full-scale, Standard Battery).
Average subtest reliability coefficients range from .75 to
.89, with a median reliability of .82. Score stability coeffi-
cients were measured with a test-retest interval from 9 to
73 days, with a median of 21 days. Corrected for variability
of scores from the first testing, the stability coefficients have
median values of .73 for the CAS subtests and .82 for the
Basic and Standard Battery PASS scales.

CAS floors and ceilings tend to be good. Test score floors
extend two or more standard deviations below the normative
mean, beginning with 6-year-old children; thus, discrimina-
tion at the lowest processing levels is somewhat limited with
5-year-olds. Test score ceilings extend more than two stan-
dard deviations above the mean at all age levels. 

CAS full-scale standard scores correlate strongly with the
Wechsler Intelligence Scales for Children–Third Edition Full
Scale IQ (WISC-III FSIQ; r = .69), Woodcock-Johnson III
Tests of Cognitive Abilities Brief Intellectual Ability (WJ III
Cog; r = .70; from McGrew & Woodcock, 2001) and some-
what more moderately with the Wechsler Preschool and Pri-
mary Scale of Intelligence Full Scale IQ (WPPSI FSIQ;
r = .60). Based upon a large sample (n = 1,600) used as a basis
for generating ability-achievement comparisons, the CAS full-
scale standard scores yield high correlations with broad read-
ing and broad mathematics achievement (r = .70–.72).

Exploratory and confirmatory factor analyses of the CAS
provide support for either a three- or four-factor solution
(Naglieri & Das, 1997b). The four-factor solution is based
upon the four PASS dimensions, whereas the three-factor
solution combines Planning and Attention to form a single
dimension. The decision to use the four-factor solution was
based upon the test’s underlying theory, meaningful discrep-
ancies between planning and attention performance in crite-
rion populations (e.g., individuals with ADHD, traumatic
brain injury), and differential response to treatments in inter-
vention studies (e.g., planning-based intervention). On a data
set based on the tryout version of the CAS, Carroll (1995)
argued that the planning scale, which is timed, may best be
conceptualized as a measure of perceptual speed. Keith,
Kranzler, and Flanagan have challenged the CAS factor struc-
ture based upon reanalyses of the standardization sample
and analysis with a new sample of n = 155 (Keith &
Kranzler, 1999; Keith, Kranzler, & Flanagan, 2001; Kranzler
& Keith, 1999; Kranzler, Keith, & Flanagan, 2000). These
investigations have variously reported that the PASS model
provides a better fit (but a less-than-optimal fit) to the stan-
dardization data—but not the newer sample—than do several
competing nonhierarchical models and that planning and
attention factors demonstrate inadequate specificity for sepa-
rate interpretation.

The CAS has also been studied with several special popu-
lations, including children and adolescents with ADHD,
reading disabilities, mental retardation, traumatic brain in-
jury, serious emotional disturbance, and intellectual gifted-
ness. CAS is unique among tests of cognitive abilities and
processes insofar as it has been studied with several research-
based programs of intervention, one of which is described at
the end of this chapter.

Interpretive Indexes and Applications

The CAS yields four standard scores corresponding to the
PASS processes, as well as a full-scale standard score. Al-
though the subtests account for high levels of specific vari-
ance, the focus of CAS interpretation is at the PASS scale
level—not at the subtest level or full-scale composite level.
PASS theory guides the examination of absolute and relative
cognitive strengths and weaknesses. Table 18.1 contains
interpretations for each of the PASS scales.

In general, children with diverse exceptionalities tend to
show characteristic impairment on selected processes or com-
binations of processes. Children with a reading disability tend
as a group to obtain their lowest scores on measures of suc-
cessive processing (Naglieri & Das, 1997b), presumably due
to the slowed phonological temporal processing thresholds
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TABLE 18.1 Interpretive Indexes From the Das-Naglieri Cognitive
Assessment System (CAS; Naglieri & Das, 1997)

Composite Indexes Description

Full Scale Complex mental activity involving the
interaction of diverse cognitive processes.

Planning The process by which an individual
determines, selects, applies, and evaluates
solutions to problems; involves generation
of strategies, execution of plans, self-control,
and self-monitoring.

Attention The process of selectively focusing on
particular stimuli while inhibiting response
to competing stimuli; involves directed
concentration and sustained focus on
important information.

Simultaneous Processing The process of integrating separate stimuli
into a single perceptual or conceptual
whole; applies to comprehension of verbal
relationships and concepts, understanding
of inflection, and working with spatial
information.

Successive Processing The process of integrating stimuli into a
specific, temporal order that forms a chainlike
progression; involves sequential perception
and organization of visual and auditory events
and execution of motor behaviors in order.

that have been identified as a processing deficit associating
with delayed reading acquisition (e.g., Anderson, Brown, &
Tallal, 1993). Children diagnosed with the hyperactive-
impulsive subtype of ADHD tend to characteristically have
weaknesses in planning and attention scales (Paolitto, 1999),
consistent with the newest theories reconceptualizing ADHD
as a disorder of executive functions (Barkley, 1997). Charac-
teristic weaknesses in planning and attention have also been
reported in samples of children with traumatic brain injury
(Gutentag, Naglieri, & Yeates, 1998), consistent with the
frontal-temporal cortical impairment usually associated with
closed head injury.

Like most of the other intelligence tests for children and
adolescents, CAS is also empirically linked to an achieve-
ment test (Woodcock-Johnson–Revised and the Woodcock-
Johnson III Tests of Achievement). Through the use of simple
and predicted differences between ability and achievement,
children who qualify for special education services under
various state guidelines for specific learning disabilities may
be identified. Moreover, CAS permits the identification of im-
paired cognitive processes that may contribute to the learning
problems. In contrast, CAS has very low acquired knowledge
requirements.

CAS also provides normative reference for the use of
metacognitive problem-solving strategies that may be ob-
served by the examiner or reported by the examinee on

planning subtests. The inclusion of age-referenced norms for
strategy usage provides an independent source of information
about the efficiency, implementation, and maturity with which
an individual approaches and performs complex tasks. Chil-
dren withADHD, for example, tend to utilize developmentally
younger strategies during task performance (Wasserman,
Paolitto, & Becker, 1999).

Through an emphasis on cognitive processes rather than
culture-anchored forms of acquired knowledge, CAS also
offers an intellectual assessment approach that may reduce
the disproportionately high number of minority children
placed in special education settings. Wasserman and Becker
(2000) reported a mean 3.5 full-scale standard score differ-
ence between demographically matched African Americans
and Whites in the CAS standardization sample, compared to
an 11.0 difference previously reported using similar match-
ing strategies with the WISC-III FSIQ (Prifitera, Weiss, &
Saklofske, 1998). The reduced race-based group mean score
differences for CAS relative to WISC-III have been found to
ameliorate the problem of disproportionate classification of
African American minorities in special education programs
for children with mental retardation (Naglieri & Rojahn,
2001). Accordingly, CAS offers promise in improving the
equity of intellectual assessments.

By virtue of its theoretical underpinnings and linkages to
diagnosis and treatment (discussed later in this chapter), the
CAS builds upon the earlier advances offered by the K-ABC
(Kaufman & Kaufman, 1983a, 1983b). In a recent review,
Meikamp (1999) observed, “The CAS is an innovative
instrument and its development meets high standards of
technical adequacy. Despite interpretation cautions with ex-
ceptional populations, this instrument creatively bridges the
gap between theory and applied psychology” (p. 77).

Differential Ability Scales

The Differential Ability Scales (DAS; C. D. Elliott, 1990a,
1990b) offer ability profiling in 17 subtests divided into two
overlapping age levels and standardized for ages 2.5 through
17 years. It also includes several tests of school achievement
that are beyond the scope of this chapter. The DAS is a U.S.
adaptation, revision, and extension of the British Ability
Scales (BAS; C. D. Elliott, 1983). Development of the BAS
originally began in 1965, with a grant from the British
Department of Education and Science to the British Psycho-
logical Society to prepare an intelligence scale. Under the
direction of F. W. Warburton, more than 1,000 children were
tested with a series of tasks developed to measure Thurstone’s
(1938) seven primary mental abilities and key dimensions
from Piagetian theory. Following Warburton’s death, the
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government grant was extended, and in 1973 Colin Elliott
became the director of the project. The decision was made to
de-emphasize IQ estimation and to provide a profile of mean-
ingful and distinct subtest scores, resulting in the name
British Ability Scales. New subtests were created, and the use
of item response theory was introduced in psychometric
analyses. Following a standardization of 3,435 children, the
first edition of the BAS was published in 1979, and an
amended revised edition was published in 1982. The develop-
ment of the DAS began in 1984, in an effort to address the
strengths and weaknesses of the BAS and apply the test for
use in the United States. To enhance clarity and diagnostic
utility, six BAS subtests were deleted and four new subtests
were added to create the DAS, which was published 25 years
after the work on the BAS began. The DAS Cognitive Battery
includes a preschool level beginning at age 2.5 and a school-
age level beginning at age 6 years.

Theoretical Underpinnings

The DAS was developed to accommodate diverse theoretical
perspectives and to permit interpretation at multiple levels of
performance. It fits most closely with the work of the hierar-
chical multifactor theorists through its emphasis on a higher
order general intellectual factor (conventionally termed g) and
lower order broad cognitive factors. The DAS avoids use of the
terms intelligence and IQ to avoid traditional misconceptions,
focusing instead on cognitive abilities and processes that are
either strongly related to the general factor or thought to have
value for diagnostic purposes. The DAS is also characterized
by an exceptionally high attention to technical qualities, and
C. D. Elliott (1990b) was careful to ensure that all interpretive
indexes—from the cluster scores down to the diagnostic
subtests—have adequate reliable specificity to support indi-
vidual interpretation.

The General Conceptual Ability (GCA) score captures test
performance on subtests that have high g loadings, in contrast
to tests such as the Wechsler scales in which all subtests (high
and low g loading) contribute to the overall index of composite
intelligence. At the hierarchical level below a superordinate
general factor are cluster scores that have sufficient specific
variance for interpretation. For children from ages 2.5 years
through 3.5 years, only a single general factor may be derived
from the DAS. For older preschool children, the clusters are
verbal ability and nonverbal ability, roughly paralleling the
verbal-performance dichotomy featured in the Wechsler intel-
ligence scales. For school-age children, the clusters are verbal
ability, nonverbal reasoning ability, and spatial ability. The in-
creased cognitive differentiation from one general factor to
two preschool clusters to three school-age clusters is consistent

with the developmental tenet that cognitive abilities tend to
become differentiated with maturation (Werner, 1948).

At the diagnostic level are four preschool subtests and three
school-age subtests, included on the basis of cognitive and
neuropsychological bodies of research. The preschool proce-
dures include measures of short-term memory in separate au-
ditory, visual, and crossed modalities, as well as measures
tapping visual-spatial abilities. The school-age procedures in-
clude measures of short-term auditory memory, short-term
cross-modality memory, and processing speed. Each of the
subtests has adequate specific variance to be interpreted as an
isolated strength or weakness.

Standardization Features and Psychometric Adequacy

The DAS was standardized from 1986 to 1989 on 3,475 chil-
dren and adolescents, with 175–200 examinees per age level.
The sample was balanced by age and sex, representative of
1988 U.S. census proportions, and stratified on race-ethnicity,
parent educational level, geographic region, and educational
preschool and special education enrollment. The sample
excluded children with severe handicaps or limited English
proficiency. The sample was largest for the preschool periods
(n = 175 per 6-month interval), when cognitive development
is most rapid. The composition of the normative sample is
detailed across stratification variables in the DAS Intro-
ductory and Technical Handbook (C. D. Elliott, 1990b) and
appears to closely match its target figures.

The reliability of the DAS subtests and composites were
computed through innovative methodologies utilizing item
response theory (IRT). Specifically, DAS subtests are admin-
istered in predetermined item sets rather than with formal
basal and discontinue rules; this means that starting points
and stopping decision points (as well as alternative stopping
points) are designated on the record form according to the
child’s age. If the child does not pass at least three items in
the item set, the examiner administers an easier set of items.
Accordingly, children receive a form of tailored, adaptive
testing, in which they are given items closest to their actual
ability levels. Because IRT permits measurement precision to
be computed at each level of ability (see the chapter by
Wasserman & Bracken in this volume), it was possible for
C. D. Elliott (1990b) to provide reliability estimates that
are similar to conventional indexes of internal consistency.
IRT-based mean subtest reliabilities ranged from .71 to .88
for the preschool battery and from .70 to .92 for the school-
age battery. Cluster and GCA reliabilities ranged from .81 to
.94 for the preschool battery and .88 to .95 for the school-age
battery. These score reliabilities tend to be fully adequate.
The inclusion of psychometric statistics on out-of-level
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subtests (i.e., items that are not normally administered to per-
sons of a given age but that may be appropriate for individu-
als functioning at an ability level much lower than that
typically expected for their age) provides examiners with
additional flexibility, especially for older children with sig-
nificant delay or impairment. Stability coefficients were com-
puted for examinees in three age groups undergoing test and
retest intervals of 2–7 weeks, with correction for restriction
of range on the initial score. Across these groups, subtest test-
retest reliabilities ranged from .38 to .89, whereas cluster and
GCA reliabilities ranged from .79 to .94. These results indi-
cate that composite scores tend to be adequately stable, but
subtests at specific ages may not be particularly stable. Four
subtests with open-ended scorable responses all have inter-
rater reliabilities greater than or equal to .90, which falls
within an acceptable range.

DAS floors are sufficiently low so that it can be used with
3-year-old children with developmental delays. Use of IRT
scaling extrapolation also permits GCA norms to be extended
downward to a standard score of 25, enhancing the discrim-
inability of the DAS with individuals with moderate to severe
mental retardation. Test items are also considered by review-
ers to be appealing, engaging, and conducive to maintaining
high interest in younger children (e.g., Aylward, 1992). Initial
investigations with the DAS also suggest that it has promise
in accurate identification and discrimination of at-risk pre-
schoolers (McIntosh, 1999), sometimes a challenging group
to assess because of test floor limitations.

The DAS tends to show strong convergence with other
intelligence tests. According to analyses from C. D. Elliott
(1990b), the DAS GCA correlates highly with composite in-
dexes from the WPPSI-R (r = .89 for the preschool battery),
WISC-III (r = .92 for the school-age battery; from Wechsler,
1991), Stanford-Binet (.77 preschool; .88 school-age), and
K-ABC (.68 preschool; .75 school-age).

Exploratory and confirmatory factor analyses of the DAS
provide general support for the structure of the test (C. D.
Elliott, 1990b). In separate confirmatory reanalyses, Keith
(1990) reported a structure that is generally consistent with
the structure reported in the DAS handbook. He found sup-
port for a hierarchical structure with superordinate g and sev-
eral second-order factors (including the diagnostic subtests)
that generally correspond to the test’s structure. The nonver-
bal reasoning ability cluster had the strongest relationship to
g for school-age children, whereas the early number concepts
subtest had the strongest relationship to g for preschool chil-
dren. These analyses may be interpreted as consistent with
other bodies of research (e.g., Carroll, 1993; Gustafsson,
1984, 1988; Undheim, 1981) suggesting that reasoning ability
is largely synonymous with g. In additional investigations,

the DAS has also been found to be factorially stable across
racial and ethnic groups (Keith, Quirk, Schartzer, & Elliott,
1999).

Interpretive Indexes and Applications

The DAS involves some score transformation based upon
item response theory. Raw scores are converted first to latent
trait ability scores, which are in turn translated into T scores
and percentiles. T scores may be summed to produce the GCA
and cluster scores (M =  100, SD = 15). The GCA is a com-
posite score derived only from subtests with high g loadings,
and cluster scores consist of subtests that tend to factor to-
gether. The diagnostic subtests measure relatively independent
abilities. The clusters and diagnostic subtests have adequate
specific variance to support their interpretation independent
from g. Table 18.2 contains the basic composite indexes, with
subtests excluded.

TABLE 18.2 Differential Ability Scales Cognitive Battery Composite
Indexes (S. N. Elliott, 1990)

Composite Indexes Description

General Conceptual Ability Ability to perform complex mental 
(GCA) processing that involves conceptualization

and transformation of information.

Ages 3 years, 6 months through 5 years
Verbal Ability Acquired verbal concepts and knowledge.

Nonverbal Ability Complex nonverbal mental processing,
including spatial perception, nonverbal
reasoning ability, perceptual-motor skills,
and the understanding of simple verbal
instructions and visual cues.

Ages 6 years through 17 years 
Verbal Ability Complex verbal mental processing,

including acquired verbal concepts,
verbal knowledge, and reasoning; involves
knowledge of words, verbal concepts, and
general information; also involves
expressive language ability and long-term
semantic memory.

Nonverbal Reasoning Ability Nonverbal inductive reasoning and complex
mental processing; inductive reasoning,
including an ability to identify the rules that
govern features or variables in abstract
visual problems and an ability to formulate
and test hypotheses; understanding of
simple verbal instructions and visual cues;
and use of verbal mediation strategies.

Spatial Ability Complex visual-spatial processing; ability in
spatial imagery and visualization, perception
of spatial orientation (the preservation of
relative position, size, and angles in different
aspects of the design), analytic thinking (the
separation of the whole into its component
parts), and attention to visual detail.

Note. Interpretive indexes are adapted from Sattler (1988).
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Test reviews in the Mental Measurements Yearbook have
lauded the technical psychometric quality of the DAS as
well as its utility with preschool children; they are critical,
however, of selected aspects of administration and scoring.
Aylward (1992) noted its utility with delayed or impaired
young children: “The combination of developmental and edu-
cational perspectives makes the DAS unique and particularly
useful in the evaluation of young (3.5–6 years) children sus-
pected of having developmental delays, children with hearing
or language difficulties, or school-age students with LDs
[learning disabilities] or mild mental retardation” (p. 282). At
the same time, Reinehr (1992) expressed concern about its ad-
ministration and scoring complexity. For example, the Recall
of Digits subtest involves presentation of digits at a rate dif-
ferent from the conventional rate in psychological testing, and
raw scores must be transformed from raw scores to IRT-based
ability scores before undergoing transformation to norm-
referenced standard scores. Practice administration and newly
available computer-scoring software may help to address
some of these concerns.

Kaufman Assessment Battery for Children

Alan S. Kaufman and Nadeen L. Kaufman are married
coauthors of the Kaufman Assessment Battery for Children
(K-ABC; Kaufman & Kaufman, 1983a, 1983b) and Kaufman
Adolescent and Adult Intelligence Test (KAIT; Kaufman &
Kaufman, 1993). They have a unique training and academic
lineage and have in turn exerted strong influences on several
leading test developers. Their history here is summarized
from the Kaufmans’ own telling, as provided to Cohen and
Swerdlik (1999). Alan Kaufman completed his doctorate
from Columbia University under Robert L. Thorndike, who
would head the restandardization of the Stanford-Binet L-M
(Terman & Merrill, 1973) and serve as senior author of the
Stanford-Binet Fourth Edition (R. L. Thorndike, Hagen, &
Sattler, 1986). Kaufman was employed at the Psychological
Corporation from 1968 to 1974, where he worked closely
with David Wechsler on the WISC-R. Nadeen Kaufman
completed her doctorate in special education with an empha-
sis in neurosciences from Columbia University, where she
acquired a humanistic, intra-individual developmental ap-
proach to psychological assessment and learning disabilities
that would blend uniquely with her husband’s approach. Fol-
lowing his departure from the Psychological Corporation,
Alan Kaufman joined the Educational and School Psychol-
ogy Department at the University of Georgia. According to
the Kaufmans, the K-ABC was conceptualized and a blue-
print developed on a 2-hour car trip with their children in
March of 1978. In a remarkable coincidence, they were

contacted the next day by the director of test development at
American Guidance Service (AGS), who asked if they were
interested in developing an intelligence test to challenge the
Wechsler scales. At the University of Georgia, Alan and
Nadeen worked with a gifted group of graduate students on
the K-ABC. Among their students were Bruce Bracken, Jack
Cummings, Patti Harrison, Randy Kamphaus, Jack Naglieri,
and Cecil Reynolds, all influential school psychologists and
test authors.

Theoretical Underpinnings

The K-ABC was developed to assess Luria’s (1980) neuropsy-
chological model of sequential and simultaneous cognitive
processing. As conceptualized by the Kaufmans, sequential
operations emphasize the processing of stimuli events in se-
quential or serial order, based upon their temporal relationship
to preceding and successive stimuli. Language, for instance, is
inherently sequential because one word is presented after an-
other in everyday communications. Simultaneous operations
refer to the processing, integration, and interrelationship of
multiple stimuli events at the same time. Spatial perception
lends itself to simultaneous processing, for example, because
it requires that various figural elements be organized into a
single perceptual whole. The sequential-simultaneous di-
chotomy represents two distinctive forms of novel informa-
tion processing. Factual knowledge and acquired skills are
measured separately, in an Achievement scale that is separate
from the two mental processing scales.

In what the Kaufmans have described as a theoretical rerout-
ing, the KAIT was based primarily on the Cattell and Horn
distinction between fluid and crystallized intelligence and was
developed to serve the ages 11–85 + years. The K-ABC and
KAIT models may be reconciled if mental processing is con-
sidered roughly equivalent to fluid intelligence (reasoning) and
achievement is treated as analogous to crystallized intelligence
(knowledge; Cohen & Swerdlik, 1999). Fluid intelligence
refers to forms of analysis that only minimally rely upon recall
of knowledge and well-learned skills to draw conclusions,
reach solutions, and solve problems. Reasoning is considered
to be fluid when it takes different forms or utilizes different
cognitive skills according to the demands of the situation.
Cattell and Horn (1976) describe crystallized intelligence as
representing a coalescence or organization of prior knowledge
and educational experience into functional cognitive systems
to aid further learning in future educational situations. Crystal-
lized intelligence is dependent upon previously learned knowl-
edge and skills, as well as on forms of knowledge that are
culturally and linguistically based. The Stanford-Binet and
Woodcock-Johnson III tests of cognitive abilities represent the
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most frequently used measures based upon a fluid and crystal-
lized model of intelligence. As the most well researched and
popular of the Kaufman cognitive-intellectual measures, the
K-ABC is now described.

Standardization Features and Psychometric Adequacy

The K-ABC underwent national standardization in 1981, and
norms are based on a sample of 2,000 children between the
ages of 2.5–12.5 years. The sample was collected to be repre-
sentative according to 1980 U.S. census figures, based upon
the stratification variables of sex, race-ethnicity, geographic
region, community size, parental education, and educational
placement. Ages were sampled at n = 200 per 12-month
interval. Exceptional children were included in the K-ABC
sample. The sample tends to be fairly representative of cen-
sus expectations at the time of standardization, although
African American and Hispanic minorities tended to have
higher parent education levels than expected according to
census figures (Bracken, 1985). The use of minorities of high
socioeconomic status (SES) may explain the small African
American-White and Hispanic-White group mean score dif-
ferences reported for the K-ABC (Kaufman & Kaufman,
1983b).

The reliabilities of the K-ABC were computed with a Rasch
adaptation of the split-half method. Person-ability estimates
were computed from each of the odd and even item sets and
correlated, with correction for length by the Spearman-Brown
formula. For preschool children, the mean subtest reliability
coefficients range from .72 to .89 (Mdn = .78); for school-
age children, they range from .71 to .85 (Mdn = .81). These
score reliabilities approach the lower bounds of acceptability.
The K-ABC mean composite scale reliabilities range from .86
to .94, with a mean Mental Processing Composite coefficient
of .91 for preschool children and .94 for school-age children.
Test-retest stability over an interval of 2–4 weeks (M =
18 days) yielded a median Mental Processing Composite reli-
ability of .88, median processing scale reliabilities of .85, and
median subtest reliabilities of .76. Stability coefficients tend to
be smaller for preschool than for school-aged children.

The K-ABC offers several unique developmental features,
coupled with floor and ceiling limitations. The test consists of
developmentally appropriate subtests at specific ages, and
several subtests are introduced at age 5. By contrast, the
Wechsler scales and the WJ III have similar subtest proce-
dures across the entire life span. The K-ABC also permits out-
of-level testing, so that tests intended for 4-year-olds may be
given to older children with mental retardation or develop-
mental delays, whereas tests intended for older children
may be given to 4-year-olds who are thought to be gifted of

developmentally advanced. At the same time, the K-ABC has
some problems with floors because subtests do not consis-
tently extend 2 SDs below the normative mean until age 6.
Subtest ceilings do not consistently extend 2 SDs above the
normative mean above age 10.

Interpretive Indexes and Applications

The K-ABC consists of 10 processing subtests, each with a
normative mean of 10 and standard deviation of 3, intended
for specific age ranges between 2.5 and 12.5 years. Six addi-
tional subtests are included to test academic achievement. The
K-ABC yields four global processing scales: Mental Process-
ing Composite, Sequential Processing, Simultaneous Pro-
cessing, and Nonverbal, all with a mean of 100 and standard
deviation of 15. Table 18.3 includes core interpretations for
the K-ABC global processing scales. Kaufman and Kaufman
(1983b) recommend a step-by-step approach to interpretation
and hypothesis generation, beginning with interpretation of
mental processing and achievement composites and proceed-
ing through individual subtest strengths and weaknesses. An
emphasis is based upon subtest profile analysis, in which sub-
test performance is compared with an examinee’s own subtest
mean in order to identify relative strengths and weaknesses.
A number of profile patterns are described to explain achieve-
ment performance based upon the Lurian model.

At the time of its publication, the K-ABC was perceived
as innovative and progressive, holding considerable promise
for changing fundamental aspects of intellectual assessment.
To a limited extent, this promise has been realized because
many K-ABC features (e.g., easel-based test administration)
have become standard for intelligence testing. In a thoughtful
review of the impact of the K-ABC, Kline, Snyder, and

TABLE 18.3 Kaufman Assessment Battery for Children

Composite Indexes Description

Mental Processing An aggregate index of information-processing 
Composite (MPC) proficiency; intended to emphasize problem-

solving rather than acquired knowledge and
skills.

Sequential Processing An index of proficiency at processing stimuli
in sequential or serial order, where each
stimulus is linearly or temporally related to
the previous one.

Simultaneous Processing An index of proficiency at processing stimuli
all at once, in an integrated manner interre-
lating each element into a perceptual whole.

Nonverbal A broad index of cognitive processing based
upon K-ABC subtests that are appropriate
for use with children who are deaf, have
communication disorders, or have limited
English proficiency.
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Castellanos (1996) noted its laudable intentions to formulate
a test based upon a coherent theory, using novel measurement
paradigms to assess cognitive skills that are considered di-
rectly relevant to school achievement. The main problems
with the K-ABC, according to Kline and colleagues (1996),
include the degree to which its subtests may be interpreted as
tapping constructs other than those intended (e.g., sequential
processing subtests may be seen as measures of short-term
memory, and simultaneous processing subtests as measures
of spatial cognition) and its failure to adequately support its
remedial model. It is noted, however, that the K-ABC and
CAS are the only major intelligence tests to even make a for-
mal attempt to link cognitive assessment to remediation.

Stanford-Binet Intelligence Scale

The oldest line of intelligence tests is the Stanford-Binet
Intelligence Scale, now in its fourth edition (SB4; R. L.
Thorndike et al., 1986), with a redesigned fifth edition un-
dergoing standardization at the time of this writing. The
Stanford-Binet has a distinguished lineage, having been the
only one of several adaptations of Binet’s 1911 scales to sur-
vive to the present time. According to Théodore Simon (cited
in Wolf, 1973, p. 35), Binet gave Lewis M. Terman at
Stanford University the rights to publish an American revi-
sion of the Binet-Simon scale “for a token of one dollar.”
Terman (1877–1956) may arguably be considered the person
most responsible for spawning the large-scale testing indus-
try that develops educational tests for many states. He was a
leading author and advocate for Riverside Press and the
World Book Company, as well as a founding vice president at
the Psychological Corporation (Sokal, 1981). Terman’s
(1916) adaptation of the Binet-Simon Scales was followed by
his collaboration with Maud A. Merrill beginning in 1926 to
produce two parallel forms (Forms L for Lewis and M for
Maud) published in 1937. The 1937 edition of the Stanford-
Binet had remarkable breadth, developmentally appropriate
procedures, and a highly varied administration pace so that
examinees performed many different kinds of activities. It
may have constituted an early high point for intelligence test-
ing. McNemar’s (1942) analyses of the standardization data
included the creation of nonverbal scales and memory scales,
none of which were implemented in the 1960 edition. Terman
and Merrill merged the best items of each form into Form
L-M in 1960. A normative update and restandardization of
Form L-M, with only minor content changes, was conducted
from 1971 to 1972 under the direction of Robert L.
Thorndike. Thorndike’s norming approach was unusual be-
cause he sampled from the 20,000 student participants (and
their siblings) who had participated in the norming of his

group-administered Cognitive Abilities Test (CogAT);
specifically, he sought to stratify the Stanford-Binet sample
to proportionately represent all ability levels based upon per-
formance on the Verbal CogAT Battery. No effort was made
to stratify the sample on demographic variables such as race,
ethnicity, or SES, although the sample ultimately was more
inclusive and diverse than that used with any previous
Stanford-Binet edition.

The Stanford-Binet–Fourth Edition (SB4) was published
in 1986, authored by Robert L. Thorndike, Elizabeth P.
Hagen, and Jerome M. Sattler. The SB4 covers the age range
of 2 through 23 years and offers several significant departures
from its predecessors, most notably offering a point-scale for-
mat instead of Form L-M’s age-scale format and offering
factor-based composite scores, whereas Form L-M only
yielded a composite intelligence score. The SB4 was the first
major intelligence test to include use of IRT in building scales
and differential item functioning to minimize item bias.
Attempts were made to preserve many of the classic proce-
dures (e.g., picture absurdities) that were prominent in prior
editions. In spite of these efforts, the SB4 was poorly exe-
cuted, receiving considerable criticism for problems with the
makeup of its standardization sample, delays in producing
test norms and a technical manual, and dissent among the au-
thors that led to the development of several different factor-
scoring procedures.

Theoretical Underpinnings

Binet’s tests are best remembered for innovative diversity and
their emphasis upon a common factor of judgment, which may
be considered similar to Spearman’s g factor. In understanding
intelligence, Terman placed an emphasis upon abstract and
conceptual thinking over other types of mental processes. In
the famous 1921 symposium on intelligence, he asserted that
the important intellectual differences among people are “in the
capacity to form concepts to relate in diverse ways, and to grasp
their significance. An individual is intelligent in proportion as
he is able to carry on abstract thinking. . . . Many criticisms of
the current methods of testing intelligence rest plainly on a psy-
chology which fails to distinguish the levels of intellectual
functioning or to assign to conceptual thinking the place that
belongs to it in the hierarchy of intelligences” (pp. 128–129).
Terman further asserted that measures of abstract thinking
using language or other symbols are most strongly associated
with educational success, arguing that the Stanford-Binet
contained as many of these types of tasks as was practical.

The SB4 sought to recast many of the Stanford-Binet’s
classical tests in terms of Cattell and Horn’s fluid-crystallized
model of cognitive abilities, thereby “to wed theory with
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measurement practice” (R. M. Thorndike & Lohman, 1990,
p. 125). The SB4 was conceptualized to measure a hierarchi-
cally organized model of intelligence. General ability or g is
at the apex of this model, and is interpreted “as consisting of
the cognitive assembly and control processes that an individ-
ual uses to organize adaptive strategies for solving novel
problems” (R. L. Thorndike et al., 1986, p. 3). Three broad
group factors—crystallized abilities, fluid-analytic abilities,
and short-term memory—constitute the second level. First-
order factors in the four broad areas of cognitive ability
tapped by the SB4 are represented at the base of the model
with crystallized abilities represented by both verbal and
quantitative reasoning tasks. Accordingly, the SB4 may be
considered the first contemporary test to operationalize the
fluid and crystallized model of intelligence.

Standardization Features and Psychometric Adequacy

The Stanford-Binet was standardized in 1985 on 5,013 chil-
dren, adolescents, and adults in 17 age groups. Age groups
were generally represented by 200 to 300 participants, al-
though the numbers dip below 200 for older adolescents. The
sample was selected to be representative of 1980 U.S. census
figures. Stratification variables included sex, ethnicity, geo-
graphic region, and community size, with parent educational
and occupational levels serving as proxies for SES. The final
sample was weighted to adjust for inadequate representation
of children from low-SES backgrounds, thereby introducing
potential sampling error into the standardization sample. Strat-
ification accuracy is reported in the Stanford-Binet on the mar-
gins, so that for example, the percent of the sample classified
in varied racial-ethnic groups is reported in isolation with-
out concurrent information about socioeconomic composi-
tion. The unpredictable consequences of sample weighting on
proportionate representation in specific sampling cells cannot
be formally assessed when stratification by several variables is
not fully reported. Accordingly, it is difficult to evaluate the
representativeness of the Stanford-Binet sample.

The reliabilities of the Stanford-Binet scores are fully ade-
quate. Computed with the Kuder-Richardson Formula 20, the
composite standard age score internal consistency reliability
ranges from .95 to .99 across age groups. Lower bound relia-
bility estimates for the area scores (based on the two-subtest
versions of these composites) are at or above .90 for the verbal
reasoning area, the abstract-visual reasoning area, and the
quantitative area, but they are at .89 for the short-term memory
area. Median subtest reliabilities range from .73 to .94. Test-
retest reliability over an interval ranging from 2–8 months
(M = 16 weeks) appears to be generally adequate; the com-
posite standard age score (SAS) is at .90, the area scores have

a median stability coefficient of .81 (quantitative reasoning
has markedly lower stability than do the other area scores),
and the subtests have a median stability coefficient of .70.
Given the longer-than-typical test-retest interval, these retests
tend to be adequate with the possible exception of the quanti-
tative reasoning subtests.

Stanford-Binet floors and ceilings also tend to be adequate.
Test score floors extend two or more standard deviations below
the normative mean beginning with age 4, indicating that
younger children with cognitive delays may show floor effects.
Subtest ceilings consistently extend two or more standard devi-
ations above the normative mean up through age 10, so older
children who are intellectually gifted may show ceiling effects.
The overall composite SAS ranges from – 4 SD to  +
acrossages.

The factor structure of the Stanford-Binet has yielded
several separate solutions (all of which are scored in the test
software), marked by Sattler’s dissension from his coauthors
and publication of new factor analyses and score computa-
tions (Sattler, 1988). Robert M. Thorndike, son of the senior
author, sought to resolve the divergent solutions in a 1990
study. In brief, he concluded that from ages 2 through 6,
a two-factor solution representing primarily verbal ability
(defined by vocabulary, comprehension, absurdities, and
memory for sentences) and nonverbal ability (defined by pat-
tern analysis, copying, quantitative, and bead memory) was
most defensible. From ages 7 through 11, a three-factor solu-
tion including verbal ability (defined by vocabulary, compre-
hension, and memory for sentences), abstract-visual ability
(defined by pattern analysis, copying, matrices, bead memory,
and absurdities), and memory (defined primarily by memory
for digits and memory for objects, although memory for sen-
tences has a secondary load here) was supported. From ages
12 through 23 years, three factors were also supported: verbal
ability (vocabulary, comprehension, memory for sentences),
abstract-visual ability (pattern analysis, matrices, paper fold-
ing and cutting, number series, equation building, and to a
lesser extent bead memory), and memory (memory for digits,
memory for sentences, and memory for objects). Thorndike
was unable to extract a quantitative factor. These results are
generally consistent with those offered by Sattler (1988) and
suggest that the Stanford-Binet quantitative reasoning stan-
dard age scores should be interpreted with caution. The
Stanford-Binet permits substantial flexibility in choosing the
number and identity of subtests contributing to a composite,
but the degree to which subtests are interchangeable (i.e., ap-
propriately substituted for one another) is questionable and
should be based upon the factor analytic findings described
previously. In a comprehensive review of the factor analytic
studies of the Stanford-Binet, Laurent, Swerdlik, and Ryburn

4SD
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TABLE 18.4 Stanford-Binet Intelligence Scale–Fourth Edition
(R. L. Thorndike, Hagen, & Sattler, 1986)

Composite/Factor Indexes Description

Composite Standard Age Score A global estimate of cognitive ability.

Ages 2 years through 6 years
Verbal Comprehension Ability Depth and breadth of accumulated

experience and repertoire of verbal
knowledge.

Nonverbal Reasoning and Nonverbal, fluid problem-solving
Visualization Ability abilities, particularly when stimuli are

presented visually and involve motor,
pointing, or verbal responses.

Ages 7 years through 23 years
Verbal Comprehension Ability Complex verbal mental processing,

including acquired verbal concepts,
verbal knowledge, and reasoning;
involves knowledge of words, verbal
concepts, and general information; also
involves expressive language ability
and long-term semantic memory.

Nonverbal Reasoning and Nonverbal, fluid problem-solving 
Visualization Ability abilities, particularly when stimuli are

presented visually and involve motor,
pointing, or verbal responses.

Memory Ability Short-term memory abilities; involves
the abilities to attend, encode, use
rehearsal strategies, shift mental
operations rapidly, and self-monitor.

(1992) concluded that the analyses by Sattler and R. M.
Thorndike were essentially correct.

The Stanford-Binet composite SAS generally correlates
highly with the Wechsler scales (r = .80–.91 across the
WPPSI, WISC, and WAIS) and r = .74–.89 with the K-ABC,
according to a review from Kamphaus, 1993). The Stanford-
Binet, however, is the only one of the major intelligence tests
not systematically linked to an achievement test for identifi-
cation of ability-achievement discrepancies. According to the
SB4 technical manual, the correlation between the composite
SAS and the K-ABC Achievement Scale was .74.

Interpretive Indexes and Applications

The Stanford-Binet consists of 15 point-scale tests, in contrast
with the developmental age scale utilized for Form L-M. The
vocabulary test is used with chronological age to locate
the starting point for each test. Each of the tests has a norma-
tive T = 50 and SD of 8. Four broad areas of cognitive
abilities are assessed—Verbal Reasoning, Abstract-Visual
Reasoning, Quantitative Reasoning, and Short-Term Mem-
ory. SAS composites are all set at a mean of 100 and SD of 16.
As discussed previously, the factor studies reported by Sattler
(1988) and R. M. Thorndike (1990) provide more support for
the interpretation of the factor scores than for the four broad
area scores, so the use of the factors is recommended for in-
terpretive purposes: verbal comprehension ability, nonverbal
reasoning-visualization ability, and memory ability. The first
two factors should be interpreted for children aged 2–6, but
all three factors should be interpreted for ages 7–23. Funda-
mental interpretation of these composite and factor scores
appears in Table 18.4. The overall IQ score is termed the
Composite Standard Age Score in an attempt to avoid some of
the connotations of the term IQ. All of the Stanford-Binet sub-
tests are either good or fair measures of g (Sattler, 1988).

Although the SB4 does not appear to have the proficiency
of its predecessors in identifying intellectually gifted children,
it has been shown to have utility in facilitating the identifica-
tion of mentally retarded and neurologically impaired chil-
dren (Laurent et al., 1992). The Examiner’s Handbook and
Inferred Abilities and Influences Chart (Delaney & Hopkins,
1987) provide additional guidelines for administration and in-
terpretive depth; they also describe appropriate combinations
of tests to use with special populations.

The SB4 blended “old tasks and new theory” (R. M.
Thorndike & Lohman, 1990, p. 126) to create a much-needed
revision to the older L-M edition. It offered factor scores, an
easy easel-based administration format, a flexible and versa-
tile administration format, and better psychometric properties
than the L-M’s. It included numerous technical innovations

(e.g., use of IRT and differential item function studies). The
major weaknesses of the SB4 involved the boldness of its
break with its own tradition and its poor technical execution—
particularly in the representativeness of its normative sample
and the problems with its disputed factor structure. Cronbach
(1989) questioned the factor structure and asked, “How use-
ful is the profile?” (p. 774). Anastasi (1989) noted that the
Stanford-Binet’s “principal limitation centers on communica-
tions with test users, especially in clinical settings” (p. 772).

Wechsler Intelligence Scales

No brand name in psychology is better known than Wechsler,
now applied to a series of four intelligence scales spanning the
ages 3 through 89, an adult memory scale covering ages 16
through 89, and an achievement test covering ages 4 through
adult. The remarkable success of the Wechsler measures is at-
tributable to David Wechsler (1896–1981), a gifted clinician
and psychometrician with a well-developed sense of what was
practical and clinically relevant. Decades after Wechsler’s
death, his tests continue to dominate intellectual assessment
among psychologists (Camera, Nathan, & Puente, 2000).
Indeed, even the achievement test bearing his name (but that
he did not develop) has become a market leader.
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Wechsler’s role in the history of intelligence assessment
has yet to be formally assessed by historians, but the origins
of his tests and interpretive approaches can easily be traced to
his early educational and professional experiences. Wechsler
was introduced to most of the procedures that would eventu-
ally find a home in his intelligence and memory scales as a
graduate student at Columbia University (with faculty includ-
ing J. McKeen Cattell, Edward L. Thorndike, and Robert S.
Woodworth), as an assistant for a brief time to Arthur Otis at
the World Book Company in the development in the first
group intelligence test, and as an army psychological exam-
iner in World War I. As part of a student detachment from the
military, Wechsler attended the University of London in
1919, where he spent some 3 months working with Charles E.
Spearman. From 1925 to 1927, he would work for the Psy-
chological Corporation in New York, conducting research
and developing tests such as his first entitled Tests for Taxicab
Drivers. Finally, Wechsler sought clinical training from sev-
eral of the leading clinicians of his day, including Augusta F.
Bronner and William Healy at the Judge Baker Foundation
in Boston and Anna Freud at the Vienna Psychoanalytic
Institute (for 3 months in 1932). By virtue of his education
and training, Wechsler should properly be remembered as one
of the first scientist-clinicians in psychology.

Wechsler originally introduced the Bellevue Intelligence
Tests in 1939 (Wechsler, 1939), followed by the Wechsler
Intelligence Scale for Children (WISC; Wechsler, 1949), the
Wechsler Adult Intelligence Scale (WAIS; Wechsler, 1955),
and the Wechsler Preschool and Primary Scale of Intelligence
(WPPSI; Wechsler, 1967). With some variation, these tests
all use the same core set of subtests and interpretive scores.
The most recent editions of Wechsler’s tests are the WISC-III
(Third Edition; Wechsler, 1991), the WAIS-III (Wechsler,
1997), and a short form named the Wechsler Abbreviated
Scale of Intelligence (WASI; Wechsler, 1999). The WASI
uses the Wechsler Vocabulary, Similarities, Block Design,
and Matrix Reasoning subtests.

Theoretical Underpinnings

The Wechsler intelligence scales are decidedly atheoretical
(beyond their emphasis on g), and in recent years they have
exemplified a test in search of a theory. As originally concep-
tualized by David Wechsler (1939), they were clearly in-
tended to tap Spearman’s general intelligence factor, g: “The
only thing we can ask of an intelligence scale is that it mea-
sures sufficient portions of intelligence to enable us to use it as
a fairly reliable index of the individual’s global capacity”
(p. 11). Wechsler purposefully included a diverse range of
tasks to avoid placing disproportionate emphasis on any one

ability: “My definition of intelligence is that it’s not equiva-
lent to any single ability, it’s a global capacity. . . . The tests
themselves are only modes of communication” (Wechsler,
1976, p. 55). Although he was at Columbia University when
the Spearman-Thorndike-Thomson debates on g were occur-
ring in the professional journals, he was sufficiently taken
with Spearman’s work to later (unsuccessfully) attempt the
identification of a parallel general emotional factor (Wechsler,
1925). Wechsler’s friendship with and loyalty to Spearman
never permitted him to break with g theory, and in 1939 he
wrote that Spearman’s theory and its proofs constitute “one of
the great discoveries of psychology” (p. 6).

Wechsler did not believe that division of his intelligence
scales into verbal and performance subtests tapped separate
dimensions of intelligence; rather, he felt that this dichotomy
was diagnostically useful (e.g., Wechsler, 1967). In essence,
the verbal and performance scales constituted different ways
to assess g. Late in his life, Wechsler described the verbal
and performance tests merely as ways to converse with a
person—that is, “to appraise a person in as many different
modalities as possible” (Wechsler, 1976, p. 55). Wechsler’s
scales sought to capitalize on preferences of practitioners to
administer both verbal and performance scales by packaging
both in a single conformed test battery (a combination previ-
ously attempted by Rudolf Pintner, who was responsible,
with Donald G. Paterson, for the one of the most popular
early performance scales). Wechsler found belatedly that
after they were published, his tests were valued more for their
verbal-performance dichotomy than for their diverse mea-
sures of g:

It was not until the publication of the Bellevue Scales that any
consistent attempt was made to integrate performance and verbal
tests into a single measure of intelligence test. The Bellevue tests
have had increasingly wider use, but I regret that their popularity
seems to derive, not from the fact that they make possible a sin-
gle global rating, but because they enable the examiner to obtain
separate verbal and performance I.Q.’s with one test. (Wechsler,
1950/1974, p. 42)

Wechsler was clearly aware of multifactor theories of
human ability. He placed relatively little emphasis upon
multifactor ability models in his tests, however, because after
the contribution of the general factor of intelligence was
removed, the group factors (e.g., verbal, spatial, memory) ac-
counted for little variance in performance (e.g., Wechsler,
1961). Wechsler also rejected the separation of abilities be-
cause he saw intelligence as resulting from the collective inte-
gration and connectivity of separate neural functions. He
believed that intelligence would never be localized in the
brain and observed, “While intellectual abilities can be shown
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to contain several independent factors, intelligence cannot be
so broken up” (Wechsler, 1958, p. 23).

Following Wechsler’s death in 1981, the test publisher has
slowly but inexorably gravitated toward a multifactor interpre-
tive model—expanding coverage to four factors in the 1991
WISC-III (verbal-comprehension, perceptual-organization,
freedom from distractibility, and processing speed) and
four factors in the 1997 WAIS-III (verbal-comprehension,
perceptual-organization, working memory, and processing
speed). The WISC-III featured a new subtest called Symbol
Search to tap processing speed, and the WAIS-III added
Matrix Reasoning to enhance the measurement of fluid rea-
soning and added Letter-Number Sequencing as a measure of
working memory (The Psychological Corporation, 1997).
There is a piecemeal quality to these changes in the Wechsler
scales, guided less by a coherent approach than by a post hoc
effort to impose theory upon existing Wechsler subtests. The
theoretical directions to be charted for the Wechsler scales re-
main to be clearly articulated, but the words of Cronbach
(1949) in describing the Wechsler scales remain salient: “One
can point to numerous shortcomings. Most of these arise from
Wechsler’s emphasis on clinical utility rather than upon any
theory of mental measurement” (p. 158).

Standardization Features and Psychometric Adequacy

The Wechsler scales are renowned for their rigorous standard-
izations, and their revisions with normative updates are now
occurring about every 15 years, apparently in response to the
Flynn effect (see the chapter by Wasserman & Bracken in this
volume). The Wechsler scales tend to utilize a demographi-
cally stratified (and quasi-random) sampling approach, col-
lecting a sample at most age levels of about n = 200 divided
equally by sex. Larger sample sizes are most important during
ages undergoing changes such as the rapid cognitive devel-
opment in young school-aged children and the deterioration
in older individuals. Unfortunately, the WAIS-III sample re-
duces its sample size requirements (to n = 150 and n = 100)
at the two age levels between 80 and 90, although these indi-
viduals by virtue of their deterioration actually merit an in-
creased sample size. Stratification targets are based on the
most contemporary census figures for race-ethnicity, educa-
tional level (or parent educational level for children), and geo-
graphic region. The manuals for the Wechsler scales typically
report demographic characteristics of the standardization
sample across stratification variables, so it is possible to ascer-
tain that characteristics were accurately and proportionally
distributed across groups rather than concentrated in a single
group. Individuals with sensory deficits or known or sus-
pected neurological or psychiatric disorders were excluded

from the WAIS-III sample in an effort to enhance the clinical
sensitivity of the measure.

Internal consistency tends to be adequate for the Wechsler
scales, although there are some isolated subtests with prob-
lems. Composite scores (FSIQ; Verbal IQ, VIQ; Performance
IQ, PIQ; Verbal Comprehension Index, VCI; Perceptual
Organization Index, POI; and Freedom From Distractibility
Index and Working Memory Index, FDI-WMI) tend to yield
average rs > .90 for the WISC-III and WAIS-III, although
the FDI tends to be slightly lower. Test-retest stability coeffi-
cients are reported instead of internal consistency for the PSI.
At the WISC-III subtest level, Arithmetic, Comprehension,
and all performance subtests (with the exception of Block
Design) have average reliabilities below .80. At the WAIS-III
subtest level, only Picture Arrangement, Symbol Search, and
Object Assembly have average reliability coefficients below
.80, and Object Assembly in particular appears to decline in
measurement precision after about age 70. Accordingly, the
Wechsler scales show measurement precision slightly less
than considered optimal for their intended decision-making
applications.

Test-retest reliability tends to be adequate for WISC-III and
the WAIS-III composite indexes and verbal scale subtests,
although some performance subtests have less-than-optimal
stability. For six age groups undergoing serial testing with test-
retest intervals ranging from 12 to 63 days (Mdn = 23 days),
the WISC-III yielded a mean corrected stability coefficient of
.94 for FSIQ and in the .80s and .90s for composite scores, with
the exception of a low FDI corrected stability coefficient of
.74 for 6- to 7-year-old children. Corrected reliability coeffi-
cients for individual subtests ranged from a low of .54–.62
for Mazes to a high of .82–.93 for Vocabulary. Four subtests
(Vocabulary, Information, Similarities, and Picture Comple-
tion) have an average corrected stability coefficient above .80
(Wechsler, 1991). Over an interval ranging from 2 to 12 weeks
(M = 34.6 days) across four age groups, the WAIS-III FSIQ
has a mean stability coefficient of .96 corrected for the vari-
ability of scores in the standardization sample. Mean corrected
stability coefficients for the WAIS-III subtests range from the
.90s for Vocabulary and Information to the .60s and .70s for
Picture Arrangement and Picture Completion. Composite in-
dexes all have corrected stability coefficients in the .80s and
.90s (The Psychological Corporation, 1997).

The four-factor structure of the WISC-III and the WAIS-III,
corresponding to the four interpretive indexes, have been
found to be largely resilient across a variety of samples. The
WISC-III has been reported to be factorially invariant across
age (Keith & Witta, 1997), racial groups (Kush et al., 2001),
deaf and hearing samples (Maller & Ferron, 1997), and
Canadian and British samples (Cooper, 1995; Roid & Worrall,
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1997). Among clinical and exceptional groups, the factor
structure is consistent across samples of children in special ed-
ucation (Grice, Krohn, & Logerquist, 1999; Konold, Kush, &
Canivez, 1997), children with psychiatric diagnoses (Tupa,
Wright, & Fristad, 1997), and children with traumatic brain in-
jury (Donders & Warschausky, 1997). The WAIS-III has been
found to be factorially stable across the United States and
Canada (Saklofske, Hildebrand, & Gorsuch, 2000) and across
mixed psychiatric and neurologically impaired samples (Ryan
& Paolo, 2001).

WISC-III and WAIS-III subtest floors and ceilings tend to
be good, spanning at least ± 2 SDs at every age and usually
larger. The lowest possible FSIQ yielded by the WISC-III is
40, and the highest possible FSIQ is 160. The WAIS-III has
slightly less range, with FSIQs from 45 to 155. Ceilings on
several of the performance subtests are obtained through the
use of bonus points for speed. Perhaps one of the central
weaknesses of the Wechsler scales is that most performance
tests are timed. Although measuring speed of performance on
subtests such as Block Design, Picture Arrangement, and Ob-
ject Assembly allows for heightened ceilings and increased
reliabilities, it may detract from the construct validity of the
tests. The Wechsler scales now include a processing speed
index, so the inclusion of speed dependency in other subtests
is unnecessary and redundant.

Interpretive Indexes and Applications

Wechsler is reported to have administered and interpreted his
own tests in a way that would be considered unacceptable
today. For example, in practice he was known to administer
the Vocabulary subtest alone to estimate intelligence and
personality (Adam F. Wechsler, personal communication,
December 3, 1993). Weider (1995) reports, “He never gave the
Wechsler the same way twice” and considered the standardiza-
tion of his tests to be imposed upon him by the test publisher.
Kaufman (1994) has described Wechsler’s clinical approach to
interpreting the scales, along with his interest in qualitative as-
pects of examinee responses to emotionally loaded verbal and
pictorial stimuli. One need only read Wechsler’s (1939) The
Measurement of Adult Intelligence to see that he interpreted
every test behavior, every item response, every response error,
and every problem-solving strategy.

Interpretations are derived from a decidedly formulaic
and psychometric approach, based upon global composites,
verbal and performance standard scores, factor indexes, and
subtest scaled scores. Contemporary interpretation of the
Wechsler intelligence scales typically involves a hierarchical
approach involving (a) interpretation of the FSIQ if there is
relatively little scatter in the verbal and performance scales or
index composites, (b) interpreting the verbal and performance

standard scores (and meaningful discrepancies) if there is rel-
atively little scatter in the factor-based index scores, (c) inter-
preting the four factor-based index scores (and meaningful
discrepancies) when there is relatively little scatter in each
one’s constituent subtests, (d) interpreting scores at the
subtest level if there is sufficient evidence to support the in-
terpretation of unique and specific variance, and (e) interpret-
ing responses, errors, and strategies on individual items
that are clinically relevant and normatively unusual. The
composite and factor-based indexes for the WISC-III and
WAIS-III appear in Table 18.5, with our own descriptions
appended.

After interpretation of the FSIQ, the most common score
interpreted on the Wechsler scales is the discrepancy between
the verbal and performance IQs. Leading interpretations of the
discrepancies are presented in Alan Kaufman’s books on the
Wechsler scales (Kaufman, 1994; Kaufman & Lichtenberger,
1999, 2000). Logical comparisons between clusters of sub-
tests that may guide interpretation also appear in Kaufman’s
body of work.

The Wechsler scales are the most widely used intelligence
tests for identification of intellectually gifted and learning dis-
abled students, individuals with mental retardation, and older
adults with dementias and disabilities. In spite of its deep en-
trenchment among practitioners and thousands of research
publications, its principal value is still based upon its measure-
ment of the general factor g and its practical verbal-nonverbal
split—both very old concepts.

Woodcock-Johnson Tests of Cognitive Abilities

The Woodcock-Johnson III Tests of Cognitive Abilities
(WJ III Cog; Woodcock, McGrew, & Mather, 2001a) repre-
sent the most recent revision of an assessment battery with
prior editions from 1977 and 1989. Normed for use from ages
2 through 90+ years, the WJ III Cog is conormed with a lead-
ing achievement test. The battery’s origins may be traced to
Richard W. Woodcock’s employment in a sawmill and a
butcher shop, where he earned about $1.00 per hour, after
completion of military duty in the navy during World War II.
Upon reading Wechsler’s (1939) Measurement of Adult Intel-
ligence, Woodcock was inspired to study psychology, quit his
previous job, and joined the Veteran’s Testing Bureau for a
wage of $0.55 per hour! Woodcock began active develop-
ment of the WJ Cog in 1963 in a series of controlled learn-
ing experiments and furthered its development during a
1974–1975 fellowship in neuropsychology at Tufts Univer-
sity, where he adapted the Category Test. The first edition of
the WJ Cog was published in 1977. Unlike prior editions, the
WJ III Cog yields an intelligence composite score and ex-
plicitly presents itself as a multifactor intelligence test.
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TABLE 18.5 Wechsler Intelligence Scales (WISC-III and WAIS-III)

Composite Indexes Description

Full Scale IQ (FSIQ) Average level of cognitive functioning,
sampling performance across a wide variety
of complex verbal and performance tasks.

General Ability Index (GAI) Overall level of cognitive functioning,
based on subtests strongly associated with
general intelligence or g; available for the
WISC-III only; see Prifitera, Weiss, and
Saklofske (1998).

Verbal IQ (VIQ) Average cognitive ability on verbal-
language-based tasks requiring declarative
knowledge and problem solving, varying
in the complexity of problem-solving
operations, the degree of abstract
reasoning required, and the extent of
the required verbal response.

Performance IQ (PIQ) Average cognitive ability on performance
tasks with reduced language emphasis;
dependent on spatial cognition, fine motor
coordination, and ideational and
psychomotor speed.

Verbal Comprehension Responses to language-based tasks 
Index (VCI) requiring crystallized-declarative

knowledge and limited problem solving,
varying in the degree of abstract
reasoning required and expressive
language requirements (based on
Information, Similarities, Vocabulary,
and Comprehension subtests).

Perceptual Organization Performance on tasks making high 
Index (POI) demands on spatial cognition, motor

coordination, and ideational speed (based
on Picture Completion, Picture
Arrangement, Block Design, and Object
Assembly subtests).

Freedom From Distractibility Auditory immediate-working memory 
Index (FDI) and Working capacity, dependent on capacity and 
Memory Index (WMI) complexity of mental operations as well

as facility with number processing (based
on Digit Span and Arithmetic subtests in
WISC-III; Arithmetic, Digit Span, and
Letter-Number Sequencing in WAIS-III).

Processing Speed Index (PSI) Efficiency of performance on
psychomotor tasks with low to moderate
cognitive processing demands;
nonspecifically sensitive to nature and
severity of disruptions in cognitive
processing from a variety of disorders
(based on Coding–Digit Symbol and
Symbol Search subtests).

Originally finding its primary audience with special educa-
tors and best known for its companion Tests of Achievement,
the WJ Cog is increasingly being utilized by psychologists in
educational settings because of the ease with which it can pro-
vide ability-achievement comparisons through its conorming
with the WJ III Tests of Achievement. The WJ III Cog con-
sists of two batteries: a 10-test standard battery and a 20-test

extended battery. All items are administered from an easel or
audiotape. The WJ III Cog requires computer scoring and
cannot be scored by hand. The WJ III Cog is distinguished
from other intelligence tests by the elegance of its factorial
structure, but its strength as a factor-driven instrument is
offset by the absence of demonstrated clinical relevance for
its factors.

Theoretical Underpinnings

The WJ III Tests of Cognitive Abilities is based upon what has
been called the Cattell-Horn-Carroll (CHC) theory of cogni-
tive abilities, but it has also been referred to in the literature as
Horn-Cattell theory, fluid and crystallized intelligence theory,
and extended Gf-Gc theory. The theory has been described as
a hierarchical, multiple-stratum model with g or general intel-
ligence at the apex (or highest stratum), 7–10 broad factors of
intelligence at the second stratum, and at least 69 narrow fac-
tors at the first stratum. The model has recently been termed
an integrated or synthesized CHC framework (McGrew,
1997; McGrew & Flanagan, 1998), and it forms the basis for
the cross-battery approach to cognitive assessment. With the
WJ III Cog as the anchor for (and only relatively complete
representation of ) this model, it attempts to resolve incon-
gruities between the work of Horn, Carroll, and others. Our
focus here is primarily upon the seven broad cognitive abili-
ties tapped by the WJ III Cog (Gc, Glr, Gv, Ga, Gf, Gs, and
Gsm; abbreviations are explained in the following discussion)
and their contribution to the General Intellectual Ability
score, which is a differentially weighted estimate of g. The WJ
III technical manual (McGrew & Woodcock, 2001) reports
the smoothed g weights; in descending order, the most
weighted tests are Gc, Gf, Glr, Gsm, Ga, Gs, and Gv. This
weighting scheme represents a major point of departure from
prior investigations (e.g., Carroll, 1993; Gustafsson, 1984,
1988; Undheim, 1981) establishing Gf as the most substantial
contributor to g. In practical terms, it expresses the idea that
learned information contributes more to one’s intelligence
than does one’s ability to reason.

Standardization Features and Psychometric Adequacy

The WJ III Cog was standardized from 1996 through 1999 on
8,818 children, adolescents, and adults from ages 2 through
90+ . The school-age sample consisted of 4,783 participants.
Stratification targets were based on census projections for the
year 2000. Sample stratification variables included sex, race,
ethnicity, type of school, geographic region, community size,
adult education, and adult occupation. The sample consisted
of over 200 participants at each age year, although sample
sizes drop below 200 in the decades after age 60. The sample
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was statistically weighted to correct for proportional under-
representation of selected groups, including Hispanics and
parents with education levels below high school completion.
It is not possible to assess the degree to which the sample is
representative of the general population because accuracy is
only reported on the margins without detailed reporting
across stratification variables. Accordingly, it is possible that
minorities in the sample are not representative of the general
population in terms of age, sex, or parent education level.
Sample weighting under these circumstances may magnify
errors associated with inaccuracy in specific sampling cells.
Some irregularities appear in the samples reported in the test
technical manual (McGrew & Woodcock, 2001)—for exam-
ple, of the 2,241 children from ages 9 to 13 reported in the
norming sample (p. 18), only 1,875 completed the verbal
comprehension test, only 1,454 took the planning test, and
only 561 obtained scores on the pair cancellation test (p. 161).
The pair cancellation sample suggests that as many as 75% of
the sample may have not completed some tests for some age
groups in the WJ III Cog.

Test internal consistency was calculated with the split-half
procedure with Spearman-Brown correction and with Rasch
procedures for eight tests that were either speeded or con-
tained multiple point scoring. Test score reliability appears to
be fully adequate, with median values across age falling below
r = .80 for picture recognition and planning only. The clusters
also tend to be highly reliable, with all but three having me-
dian values above .90 (the exceptions are long-term retrieval
at .88, visual-spatial thinking at .81, and short-term memory at
.88). The overall composite General IntellectualAbility (GIA)
has a median reliability of .97 for the standard battery and .98
for the extended battery. Test-retest score reliabilities are
reported in Rasch ability units for selected tests at varying
test-retest intervals, with no apparent correction for variability
at the time of first testing, thereby probably yielding artifi-
cially inflated values because of the large standard deviations.
Accordingly, these findings are reported with caution. The five
speeded WJ III Cog tests have a median 1-day stability coeffi-
cient of .81 (range from .78 to .87) for ages 7–11, .78 (range
from .73 to .85) for ages 14–17, and .73 (range from .69 to .86)
for ages 26–79. Test-retest reliabilities for selected tests
administered over multiyear intervals—apparently collected
as part of an unspecified longitudinal study using prior edi-
tions of the WJ (tests that no longer appear in the battery are
included)—yield a range of stability coefficients from .60 to
.86, suggesting that some of the tests have high degrees of
stability over extended periods of time.

WJ III Cog floors and ceilings cannot be formally evalu-
ated because the test may only be computer-scored, and no
printed norms are available. The examiner’s manual reports

that test standard scores extend from 0 to over 200 (p. 72;
Mather & Woodcock, 2001), but this range seems inflated,
given that adequate test floors tend to be difficult to achieve
with certain age groups such as preschool children.

The WJ III GIA score tends to be highly correlated with
composites from other intelligence tests, although correla-
tions are not corrected for restricted or expanded ranges.
According to the WJ III technical manual, the GIA standard
scale correlates .76 with the DAS General Conceptual Ability,
.75 with the KAIT Composite Intelligence Scale, .76 with the
Stanford-Binet Composite SAS, .76 with the WISC-III FSIQ,
and .67 with the WAIS-III FSIQ.

Factor analytic studies of the WJ III constitute an area of
concern for a test battery that has historically based its foun-
dation on the work of Cattell, Horn, and Carroll. Exploratory
factor analyses are not reported in the technical manual,
although the addition of eight new subtests to the WJ III Cog
certainly justifies these analyses. The new WJ III Cog sub-
tests purport to measure working memory, planning, naming
speed, and attention. Moreover, hierarchical exploratory fac-
tor analyses conducted by John B. Carroll (using the same
approach described in his 1993 book) have been previously
reported for the WJ-R (see McGrew, Werder, & Woodcock,
1991, p. 172); these analyses yield findings of first-order and
second-order factors that are not entirely congruent with the
structure of the WJ Cog. As a basis for comparison, other
tests in their third editions (e.g., WISC-III, WAIS-III) con-
tinue to report exploratory factor analyses, and tests that re-
ported only confirmatory analyses (e.g., Stanford-Binet) have
proven to have factor structures that have been effectively
challenged (e.g., Sattler, 1988; R. M. Thorndike, 1990). With
the exception of the Stanford-Binet and the WJ III, every test
discussed in this chapter reports the results of exploratory
factor analyses.

The confirmatory factor analyses (CFAs) reported in the
WJ III technical manual appear to provide marginal support
for a seven-factor structure relative to two alternative mod-
els, but the root mean squared errors of approximation
(RMSEA, which should ideally be less than .05 with good
model fit) do not support good model fit at any age level. The
CFAs involve a contrast between the seven-factor CHC
structure, a WAIS-based model, and a Stanford-Binet-based
model, the latter two with model specifications that Wechsler
or Stanford-Binet devotees would likely argue are misrepre-
sentations. None of the models are hierarchical, none include
a superordinate g, and none include the higher order dimen-
sions suggested by Woodcock in his cognitive performance
model. Moreover, only three goodness-of-fit indexes are in-
cluded, whereas best practice with CFAs suggests that fit sta-
tistics should ideally include indexes sensitive to model fit,
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model comparison, and model parsimony. On a model built
on multifactor foundations, it may be argued that a more
rigorous CFA test of alternative models is appropriate.

Interpretive Indexes and Applications

The WJ III Cog consists of 20 tests purporting to measure
seven broad cognitive factors. The tests are organized into a
standard battery (Tests 1 through 7, with three supplemental
tests) and an extended battery (Tests 1 through 7 and Tests 11
through 17, with six supplemental tests). The WJ III Cog is
normed for ages 2 years through 90+ years and is conormed
with 22 tests in an achievement battery—WJ III Tests of
Achievement (Woodcock, McGrew, & Mather, 2001b).

In spite of the factor analytic findings reported in the pre-
ceding section, the WJ III Cog model is an elegant exemplar
of the multifactor approach to cognitive abilities. Its factor
analytic lineage may be most clearly traced from the pioneer-
ing efforts in factor analysis of ability tests by Thurstone
(1938) to the encyclopedic tome by Carroll (1993), along
with seminal contributions by Cattell and Horn. It is this as-
sociation to a large body of factor analytic research that con-
stitutes the WJ III Cog’s main strength.

Unfortunately, a systematic overreliance on this same body
of factor analytic research as evidence of test validity consti-
tutes the most substantial weakness of the WJ III Cog. The
WJ III Cog structure is a structural model missing the

integrative, explanatory, and predictive glue that constitutes a
scientific theory. To their credit, advocates for the WJ Cog have
acknowledged this shortcoming: “Gf-Gc provides little infor-
mation on how the Gf-Gc abilities develop or how the cogni-
tive processes work together. The theory is largely product
oriented and provides little guidance on the dynamic interplay
of variables (i.e., the processes) that occur in human cognitive
processing” (Flanagan, McGrew, & Ortiz, 2000, p. 61).

The WJ III Cog also has little demonstrated diagnostic
value. The technical manual includes no investigations of sam-
ples of mentally retarded or intellectually gifted individuals—
the only intelligence test in this chapter failing to report
findings with these important criterion groups. Three studies
with other special populations—two with ADHD and one with
a college learning disabled sample—fail to include a norma-
tive comparison group or report any indexes of effect size or
statistical significance testing. In general, these few studies
are consistent with Woodcock’s (1998) report of results with
21 diagnostic groups in suggesting that the WJ Cog has limited
value in identifying or differentiating clinical and exceptional
samples.

Finally, the WJ III Cog offers little in the way of empirically
based assessment intervention linkages. Although logical
interventions and recommendations have been offered in
Mather and Jaffe (1992), there is a conspicuous absence of em-
pirical verification for these assessment-intervention linkages.
In spite of its apparent assets, the WJ III Cog is absent a coher-
ent theoretical framework, established clinical correlates, and
empirically demonstrated treatment utility—an unsatisfying
state of affairs for a factorial model of nearly 70 years’ dura-
tion and a cognitive battery available for 25 years and now in
its third edition. Kaufman (2000), in referring to the Carroll,
Horn, and Cattell models, suggested that “there is no empirical
evidence that these approaches yield profiles for exceptional
children, are directly relevant to diagnosis, or have rele-
vance to eligibility decisions, intervention or instructional
planning—all of which are pertinent for school psychologists”
(p. 27). Accordingly, the WJ III Cog provides clear evidence
that claims of test structural validity are unrelated to its applied
utility for clinical and educational decision making.

INTELLECTUAL ASSESSMENT
AND DIAGNOSTIC CLASSIFICATION

In this section, general approaches to diagnostic utility of
intelligence tests are described, specifically listing several
diagnostic categories that are operationally defined through
the use of cognitive or intelligence tests. As suggested at the
beginning of this chapter, one characteristic of a mature

TABLE 18.6 Woodcock-Johnson III Tests of Cognitive Abilities
(Woodcock, McGrew, & Mather, 2001a)

Composite Indexes Description

General Intellectual A weighted estimate of general cognitive
Ability (GIA) ability.

Comprehension- The breadth and depth of prior learning 
Knowledge (GC) about both verbal facts and information.

Long-Term Retrieval (Glr) The ability to efficiently acquire and store
information, measured by long-term and
remote retrieval processes.

Visual Processing (Gv) Analysis and synthesis of spatial-visual
stimuli and the ability to hold and
manipulate mental images.

Auditory Processing (Ga) The ability to discriminate, analyze, and
synthesize auditory stimuli; also related to
phonological awareness.

Fluid Reasoning (Gf) The ability to solve novel, abstract, visual,
and nonverbal problems.

Short-Term Memory (Gsm) The ability to hold, transform, and act
upon auditory information in immediate
awareness; the capacity of the auditory
loop in mental operating space.

Processing Speed (Gs) Speed and efficiency in performing simple
cognitive tasks.
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clinical science is the generation of a coherent diagnostic tax-
onomy, derived from and consistent with theory. A theory of
intelligence (and tests developed according to the theory)
should have value in generating a classification system by
which clusters of individuals sharing common clinical char-
acteristics may be systematically and meaningfully grouped.
A classificatory taxonomy based on intelligence test results
started at the beginning of the century by assigning individu-
als who were at the extreme ends of the distribution of gen-
eral intelligence to diagnostic groups now known as mental
retardation and intellectual giftedness.

The Diagnostic and Statistical Manual of Mental
Disorders–Fourth Edition–Text Revision (DSM-IV-TR; Amer-
ican Psychiatric Association, 2000)—the most recent edi-
tion—contains several diagnostic classes based upon criteria
related to cognitive or intelligence test results, including men-
tal retardation, learning disorders, dementia, and a proposed
new category, mild neurocognitive disorder. Amnestic disor-
ders are defined by a disturbance in memory functioning that
may be specifically quantified with neuropsychological test-
ing, although several intelligence tests include measures of
long-term memory ability that may be useful in arriving at a di-
agnosis of amnesia.

Individuals With Mental Retardation

There are several diagnostic approaches to identifying in-
dividuals with mental retardation, some of which rely on
intellectual disability and impairment in areas of adaptive be-
havior. The DSM-IV-TR requires significantly subaverage
general intellectual functioning, accompanied by significant
limitations in adaptive functioning in at least two of the fol-
lowing skill areas: communication, self-care, home living,
social-interpersonal skills, use of community resources, self-
direction, functional academic skills, work, leisure, health,
and safety. Table 18.7 contains a summary of these criteria
(American Psychological Association Division 33 Editorial
Board, 1996). Onset must occur during the developmental
period, and deficits are expected to adversely affect a indi-
vidual’s educational performance.

The 1992 definition from the American Association on
Mental Retardation (AAMR; Luckasson et al., 1992) shifts the
emphasis from subtyping on the basis of IQ ranges alone
toward an assessment of the degrees of support required to
function well intellectually, adaptively, psychologically, emo-
tionally, and physically. The AAMR definition involves a
three-step procedure for diagnosing, classifying, and determin-
ing the needed supports of individuals with mental retardation:
(a) an IQ of 70–75 or below, with significant disabilities in
two or more adaptive skill areas and age of onset below 18;
(b) identification of strengths and weaknesses and the need
for support across four dimensions (intellectual functioning
and adaptive skills, psychological-emotional considerations,
physical-health-etiological considerations, and environmental
considerations); and (c) identification of the kinds and intensi-
ties of supports needed for each of the four dimensions. The
four classification levels for mental retardation are intermittent
(need for support during stressful or transition periods but not
constantly), limited (less intense, consistent supports needed
but time limited for changing situations), extensive (long-term
consistent support at work, at home, or both), and pervasive
(very intense, long-term, constant support needed across most
or all situations). Intelligence tests continue to play a role in the
diagnosis of mental retardation, although their role has been
slightly de-emphasized in the AAMR definition.

Individuals Who Are Intellectually Gifted

Giftedness has traditionally been defined in terms of elevated
general intelligence (Hollingworth, 1942; Terman, 1925). In
1972 the U.S. federal government adopted its first definition
of gifted and talented students; this definition was based on a
report to Congress from former U.S. Commissioner of Edu-
cation Sidney P. Marland:

Gifted and talented children are those, identified by profession-
ally qualified persons, who by virtue of outstanding abilities
are capable of high performance. These children who require
differentiated programs and/or services beyond those normally
provided by the regular school program in order to realize their
contribution to self and society. Children capable of high perfor-
mance include those with demonstrated high achievement and/or
potential ability in any of the following areas, singly or in com-
bination; general intellectual ability, specific academic aptitude,
creative or productive thinking, leadership ability, visual and
performing arts, and/or psychomotor ability. (p. 2)

This definition and subsequent public law does not, however,
mandate that gifted and talented students are served in special
education, and states and individual school districts vary as to
how they define giftedness and whom they serve. High level
of intelligence remains the most common single criterion of

TABLE 18.7 Levels of Mental Retardation

IQ Deviation Extent of Concurrent
Level IQ Range Cutting Point Adaptive Limitations

Mild 50–55 to 70–75 �2 SD Two or more domains.
Moderate 35–40 to 50–55 �3 SD Two or more domains.
Severe 20–25 to 35–40 �4 SD All domains.
Profound below 20 or 25 �5 SD All domains.

Note. IQ range scores are for a test with a standard score mean of 100 and
SD of 15. Adapted from American Psychological Association Division 33
Editorial Board (1996).
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TABLE 18.8 Levels of Intellectual Giftedness

IQ Deviation
Level IQ Range Cutting Point

Profoundly gifted above 175–180 �5 SD
Exceptionally gifted 160–174 �4 SD
Highly gifted 145–159 �3 SD
Gifted 130–144 �2 SD

Note. IQ range scores are for a test with a standard score mean of 100 and
SD of 15.

giftedness (Callahan, 1996), although the use of multiple mea-
sures and approaches transcending intelligence tests alone is
considered to constitute best assessment practice (Gallagher,
1994).

Levels of intellectual giftedness appear in Table 18.8
and have appeared in various forms in the literature (Gross,
1993; Hollingworth, 1942; Terman, 1925). Few intelligence
tests have sufficient ceiling to serve the upper levels; as a
result, comparatively little research on exceptionally and
profoundly gifted children has been conducted.

Individuals With Specific Learning Disabilities

The current reauthorization of Individuals with Disabilities
Education Act (IDEA; PL 105-17) defines specific learning
disability as “a disorder in one or more of the basic psycholog-
ical processes” involved in language comprehension, language
expression, reading, writing, spelling, or mathematics. Spe-
cific learning disabilities are operationally assessed in different
ways; the most common ones are (a) significant discrepancies
between measured intelligence and academic achievement
skills, and (b) isolated relative weaknesses in core cognitive
processes such as phonological awareness that are thought to
contribute to the development of reading decoding skills and
subsequent success in reading. In both of these approaches, the
role of cognitive-intellectual assessment is central.

Both assessment approaches have their limitations. The
intelligence-achievement discrepancy model as a basis for
identifying reading disability has been criticized for its im-
plicit assumption that intelligence predicts reading potential
(e.g., Stanovich, 1991a, 1991b). The cognitive processing ap-
proach requires that the specific processes contributing to
performance in reading, for example, be included as part of
an assessment intended to detect reading disability. Most in-
telligence tests do not include tests of these specialized abili-
ties and processes as part of their battery.

Individuals With Dementias

Dementia refers to a generalized deterioration in cognitive
functioning relative to a previously higher level of functioning.

Alzheimer’s disease is the most common dementia. Diagnostic
criteria for dementia appearing in the International Classifica-
tion of Diseases–Tenth Edition (ICD-10; World Health Orga-
nization, 1992) include a decline in memory; a decline in other
cognitive abilities, characterized by deterioration in judgment
and thinking such as planning, organizing, and general pro-
cessing of information; and preserved awareness of the envi-
ronment. Other criteria include a decline in emotional control
and a minimal duration of 6 months. The use of mental status
examination results are sometimes sufficient to arrive at a di-
agnosis of dementia, but formal cognitive and neuropsycho-
logical assessment is often necessary to fully document the
nature and extent of any suspected deterioration. Identification
of dementias constitute the raison d’être to administer intelli-
gence tests to older adults.

INTELLECTUAL ASSESSMENT
AND INTERVENTION

Perhaps the most telling indicator of the existing intervention
utility of intelligence tests may be found in Maruish (1999), a
1,500-page tome on the use of psychological testing for treat-
ment planning with no mention of intelligence or IQ. After
nearly a century and in what must be considered one of applied
psychology’s greatest failures, intellectual assessment has not
been systematically linked to effective interventions. Several
high-profile failures to link cognitive profiles to treatment
(e.g., Kaufman & Kaufman, 1983b; Kirk, McCarthy, & Kirk,
1968) have deservedly led practitioners toward skepticism
about the promise of including research-based recommenda-
tions in their psychological reports. There is, however, reason
for guarded optimism regarding the future of assessment—
intervention linkages based upon new remediation programs
that utilize principles from cognitive instruction and neuronal
plasticity. In this section, a few of these interventions are ex-
amined as well as some historical perspectives in intelligence-
related intervention research.

Studies linking intelligence assessment to intervention
date to the origins of intelligence testing. Binet (1909/1975)
was unequivocal about his belief in the effectiveness of
cognitive intervention, arguing that education tailored to a
child’s aptitudes could increase intelligence: “Twenty-five
years of experimentation in schools have led me to believe
that the most important task of teaching and education is
the identification of children’s aptitudes. The child’s aptitudes
must dictate the kind of education he will receive and the pro-
fession toward which he will be oriented” (Binet, 1909/1975,
p. 23). He described programs that were antecedents to
special education that partitioned mentally retarded students
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according to their intellectual abilities. Moreover, he de-
scribed a series of exercises called mental orthopedics that
were intended to enhance the efficiency of the cognitive fac-
ulties, especially in mentally handicapped children.

Contemporary investigations into intervention utility may
be traced to the introduction, by Lee J. Cronbach (1957), of
the concept of aptitude by treatment interactions (ATI). In
formulating assessment recommendations, Cronbach recom-
mended that applied psychologists consider individual differ-
ences and treatments simultaneously in order to select the
best group of interventions to use and the optimal allocation
of individuals to interventions. Of ATI, he predicted that
“ultimately we should design treatments, not to fit the aver-
age person, but to fit groups of students with particular apti-
tude patterns. Conversely, we should seek out the aptitudes
which correspond to (interact with) modifiable aspects of the
treatment” (Cronbach, 1957, pp. 680–681).

In collaboration with Cronbach, Richard E. Snow devel-
oped a sampling-assembly-affordance model of ATI with
the objective of elucidating person-treatment matching ap-
proaches in learning and instruction. Snow emphasized that
ATI involved the complex interaction between persons and
situations, with aptitude defined as “relatively stable psycho-
logical characteristics of individuals that predispose and thus
predict differences in later learning under specified instruc-
tional conditions” (Snow, 1998, p. 93). The true focus of study,
he argued, should be neither the main effects of the treatment
nor the characteristics of the learner, but rather the interface
between the two. Moreover, Snow (1998) recommended that
ATI serve as additional criteria for construct validation beyond
traditional validation approaches, insofar as ATI requires
determination of the situational boundaries within which an
ability can predict learning and ATI requires experimental
manipulation of abilities within circumscribed situations.

The success of cognitive and intelligence tests as tools in
establishing ATI has been modest at best. Traditional intelli-
gence tests such as the Wechsler scales have never been em-
pirically linked to intervention, leading authorities to decry
the “virtual absence of empirical evidence supporting the ex-
istence of aptitude x treatment interactions” with intelligence
tests (Gresham & Witt, 1997, p. 249). Witt and Gresham
(1985) specifically commented the following on the Wechsler
scales: “In short, the WISC-R lacks treatment validity in that
its use does not enhance remediation interventions for chil-
dren who show specific academic skills deficiencies. . . . For
a test to have treatment validity, it must lead to better
treatments (i.e., better educational programs, teaching strate-
gies, etc.)” (p. 1717). Tests with theory-driven remedial ap-
proaches such as the Illinois Test of Psycholinguistic Ability
(ITPA; Kirk et al., 1968) and the K-ABC (Kaufman &

Kaufman, 1983b) that sought to match instruction to learning
styles have generally tended to yield disappointing findings.
Only two major tests, the CAS and the K-ABC, even address
treatment and intervention in their manuals.

Assessment-intervention linkages in intelligence and ATI
are being explored in both old and new areas: cognitive
instruction and computerized instruction. In the following
sections, illustrative examples are provided of new types of
interventions for individuals with deficits identified through
cognitive and intelligence testing. These interventions repre-
sent beginnings for a larger body of work likely to evolve in
the near future.

Cognitive Instruction

The study of cognitive instruction is concerned with the inter-
face between psychology and education—particularly the
cognitive processes involved in learning (e.g., Mayer, 1992).
In this section, a representative series of studies is described
linking cognitive assessment to a program of educational in-
struction, based upon PASS theory as measured in the CAS
(Naglieri & Das, 1997a). Compendiums of other cognitive
instructional methods of demonstrated efficacy are available
fromAshman and Conway (1993) and Pressley and Woloshyn
(1995).

The planning facilitation method described by Naglieri
(1999) is an intervention that may be applied to individual or
groups of children in as few as three 10-min sessions per
week. It involves a nondirective emphasis on self-reflection,
planning, and use of efficient problem-solving strategies and
is taught through classroom group discussions led by teachers.
It is intended to stimulate children’s use of planning, based on
the assumption that planning processes should be facilitated
rather than directly instructed so that children discover the
value of strategy use without specific instruction.

The planning facilitation method may be administered
following a classroom assignment, such as completion of an
arithmetic worksheet. After students have worked on the
problems, the teacher facilitates a discussion intended to en-
courage students to consider various ways to be more suc-
cessful in completion of the assignment. The teacher typically
offers probes or nondirective questions such as How did you
do the math?, What could you do to get more correct?, or What
will you do next time? Student responses become a beginning
point for discussions and further development of ideas. Teach-
ers are instructed to make no direct statements like That is cor-
rect or Remember to use that same strategy, nor do they
provide feedback on the accuracy on worksheets. Moreover,
they do not give mathematics instruction. The sole role of the
teacher is to facilitate self-reflection, thereby encouraging the
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TABLE 18.9 Summary of Planning Facilitation Research
Investigations: Percentage of Change From Baseline to Intervention
for Children With High or Low Planning Scores

High Low
Study Planning Planning Difference

Cormier, Carlson, & Das (1990) 5% 29% 24%
Kar, Dash, Das, & Carlson (1992) 15% 84% 69%
Naglieri & Gottling (1995) 26% 178% 152%
Naglieri & Gottling (1997) 42% 80% 38%
Naglieri & Johnson (2000) 11% 143% 132%
Median values across all studies 15% 84% 69%

students to plan so that they can more effectively complete
their worksheet assignment. In response to the planning facil-
itation method, students arrive at their own problem-solving
approaches, selectively incorporating any ideas from the class
discussion that are perceived to be useful.

The initial investigations of planning facilitation were con-
ducted based on PASS theory by Cormier, Carlson, and Das
(1990) and Kar, Dash, Das, and Carlson (1992). Both investi-
gations demonstrated that students differentially benefited
from a verbalization technique intended to facilitate planning.
Participants who initially performed poorly on measures of
planning earned significantly higher scores than did those with
good scores in planning. The verbalization method encour-
aged a carefully planned and organized examination of the de-
mands of the task, differentially benefiting the children with
low planning scores.

These investigations were the basis for three experiments by
Naglieri and Gottling (1995, 1997) and Naglieri and Johnson
(2000). The three studies focused on improving math calcula-
tion performance through teacher delivery of planning facilita-
tion about two to three times per week. Teachers also consulted
with school psychologists on a weekly basis to assist in the
application of the intervention, monitor the progress of the stu-
dents, and consider ways of facilitating classroom discussions.
Students completed mathematics worksheets in a sequence
of about 7 baseline and 21 intervention sessions over about a
2-month period. In the intervention phase, the students were
given a 10-min period for completing a mathematics work-
sheet, a 10-min period was used for facilitating planning, and a
second 10-min period was allocated for another mathematics
worksheet. All students were given intervention sessions in-
volving the three 10-min segments of mathematics-discussion-
mathematics in 30-min instructional periods.

The first two research studies by Naglieri and Gottling
(1995, 1997) demonstrated that planning facilitation led to
improved performance on multiplication problems for those
with low scores in planning, but minimal improvement was
found for those with high planning scores. Thus, students
benefited differentially from instruction based on their cog-
nitive processing patterns. Using the planning facilitation
method with a larger sample of children with learning prob-
lems, Naglieri and Johnson (2000) sought to determine
whether children with specific PASS profiles would show dif-
ferent rates of improvement on mathematics performance.
Children with cognitive weaknesses (i.e., an individual PASS
standard score below 85 and significantly lower than the
child’s own mean) in either the Planning, Attention, Simulta-
neous, or Successive scales were selected to form contrast
groups. The contrasting groups of children responded very
differently to the intervention. Children with a cognitive

weakness in Planning improved considerably over baseline
rates, whereas those with no cognitive weakness improved
only marginally. Children with cognitive weaknesses in the
Simultaneous, Successive, and Attention scales also showed
substantially lower rates of improvement. These three stud-
ies, summarized with the two previous investigations in
Table 18.9, illustrate that PASS cognitive processes are rele-
vant to effective educational intervention in children with and
without learning disabilities.

Computerized Instruction

The prospects that highly individualized and tailored pro-
grams of instruction and remediation may be delivered by
computer represents a new trend needing validation and in-
dependent verification. Based upon findings that phonemic
discrimination deficits contribute to reading problems, de-
coding impairments, and various language problems (e.g.,
Anderson et al., 1993), one promising technology-based pro-
gram of instruction uses acoustically modified sounds and
cross-training methods to directly train phoneme discrimina-
tion. Known as Fast ForWord (Tallal, 2000), the training
program resembles a computer game and features adaptive
instruction (centered slightly above the examinee’s level of
mastery), highly intensive and frequent training (for 100 min
per day, 5 days per week, over 4–8 weeks), and high levels of
reinforcement (through the use of computer-delivered rein-
forcement). The Fast ForWord training program reportedly
yields statistically significant improvement in temporal pro-
cessing thresholds, speech discrimination, and listening
comprehension, and it results in a significant shift along the
normal distribution of language comprehension scores for
academically at-risk children (Tallal, 2000). Moreover, the
training program purports to exploit the dynamic plasticity of
the brain by remapping neural circuitry associated with
phonemic discrimination (Tallal, 2000). Independent verifi-
cation of treatment effectiveness has yet to be reported for
this program, but more such programs can be expected to be
developed as technological interventions continue to affect
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educational practices. These new generation interventions
may provide opportunities to link cognitive assessment to
focused interventions.

TOWARD A MATURE CLINICAL SCIENCE

Whither goeth intellectual assessment? Most of the subtest
procedures currently in use were created before 1930, and the
leading interpretive models of intelligence date back nearly
as far. As Oscar K. Buros commented in 1977, “. . . except for
the tremendous advances in electronic scoring, analysis, and
reporting of test results, we don’t have a great deal to show
for fifty years of work” (p. 10).

If the past provides the best prediction of the future, then by
around the year 2050 we may expect seventh-edition revisions
of the Stanford-Binet, the WISC, and the WAIS. As computer
usage and online test scoring applications continue to grow
among practitioners, these tests may be expected to feature
more sophisticated technology, including online administra-
tion, scoring, and interpretation. Computer administration also
permits more accurate adaptive testing, so the duration of as-
sessment batteries should grow progressively shorter and fo-
cused around an examinee’s ability level. Psychometric
techniques such as Rasch scaling have had little discernible
impact on the material substance of intellectual tests thus far,
but as psychometric techniques evolve, the process of test
development should become more efficient and streamlined,
reducing test development time and costs and offering practi-
tioners more choices in intelligence assessment.

Neurophysiological assessment has been described as one
methodology that may eventually supercede psychometric
assessment. For example, Matarazzo (1992) speculated that
the future of intelligence testing is to “record individual dif-
ferences in brain functions at the neuromolecular, neurophys-
iologic, and neurochemical levels” (p. 1007). Among the
current neurophysiological techniques that show promise in-
clude evoked potentials and nerve conduction velocity, quan-
titative electroencephalography, and measures of cerebral
glucose metabolism.

More important than changes in technology, however, will
be changes in fundamental assessment paradigms. Science
does not advance slowly and gradually, but rather in brief
periods of intense change, reappraisal, and upheaval (e.g.,
Kuhn, 1970). Challenges to conventional thinking in intelli-
gence assessment have laid the groundwork for a paradigm
shift, and that new tests delivering additional applied value to
the practitioner have the greatest likelihood of success in the
future. It is possible to envision a time when the psychological
assessment results for a child referred for learning problems in

school, for example, will (a) yield results commensurate with
the ways in which we know learning to occur, (b) describe the
impaired cognitive abilities-processes that specifically con-
tribute to the learning problems, (c) assess the degree to which
the child’s ability-process profile resembles that obtained by
other children in diagnostic groups with similar patterns of
learning problems, and (d) prescribe a series of interventions
that have been demonstrated to be effective in addressing the
special needs of children with similar test score profiles.
The combination of a well-developed theory, valid and reliable
tests, a cognitive diagnostic nomenclature related to abilities
and processes, and effective interventions linked to assessment
may one day enable the field of intelligence assessment to be-
come a mature applied clinical science.
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In scientific fields, both external and internal forces create,
change, and shape that field. Neuropsychology is no differ-
ent; in fact, this field is in the midst of some of the largest
growth, advancements, and changes it has ever undergone.
Although it is a relatively young science, neuropsychology
has been influenced by many factors that have helped to de-
velop and shape the field, both experimentally and clinically.
For example, there was a large amount of clinical information
obtained from studying World War II survivors who had pen-
etrating missile injuries to the head. Not only did the presence
(although not a pleasant event) of war help contribute to our
knowledge base, but the use of penicillin in the battlefield
also allowed these individuals to survive in the first place in
order to be available for study later.

Presently, various internal and external forces have shaped
researchers and clinicians in the field of neuropsychology. In-
ternal forces include cutting-edge neuroimaging technology,
such as functional magnetic resonance imaging (fMRI) and
magnetoencephalography (MEG), the development and ap-
plication of more sophisticated statistical techniques, and the
expansion into new clinical areas (such as sports-related con-
cussion). Similarly, one of the strongest external forces influ-
encing and molding the future of neuropsychology (for the
better and the worse) is economics. The current situation in
health care has had a particular impact on the development of
neuropsychology—especially as a clinical discipline. Some

of the changes have been good and others have been not so
good. As for the latter, the rather dismal prospect of finding an
adequate, well-paying job as a neuropsychologist is influenc-
ing the career choices of many bright and talented individu-
als and causing them to seriously consider—and probably
choose—other professions. Similarly, numerous graduate and
postgraduate training sites have closed due to lack of funding
or budget cuts. Paradoxically, there has been a slight increase
in the number of students entering graduate psychology pro-
grams in general. This situation has led to a glut of (quality)
students who cannot find adequate training; moreover, even if
they do find such training, many cannot find an acceptable
position. However, the shrinking health care dollar is causing
neuropsychologists to rethink how they administer neuropsy-
chological services (a much-needed self-check) and is also
causing neuropsychologists to be creative and develop or
enter new venues for generating revenue.

Probably the best example of new revenue opportunities is
the explosion of forensic neuropsychology. More and more
neuropsychologists have recognized the lucrative area of
forensic practice. Although some truly see forensic neuropsy-
chology as a science, others see it as a way of increasing rev-
enue. This situation has caused exponential growth in clinical
activity, which has in turn stimulated the critical research
required to support this area of neuropsychological practice
from a scientific perspective. This research in turn improves



444 Assessment of Neuropsychological Functioning

its clinical application and the reputations of neuropsycholo-
gists (and probably psychology as a whole) in the forensic
arena.

The changing face of health care and recent advancements
in technology have stimulated the growth of neuropsychology
into a more scientific and clinically diverse subspecialty of
psychology. However, the field still faces several challenges
in the areas of training for and delivery of health care. This
chapter focuses on some of these innovative issues in neu-
ropsychology. Our attempt is to introduce these advances and
explain some the basic components of each. We focus on how
these new developments and progress in neuropsychology
advance experimental and clinical neuropsychology, how
they contribute to our knowledge of brain-behavior relation-
ships and treatment of patients, and how they are shaping the
field of neuropsychology as a whole. Before we discuss the
current new developments in neuropsychology, we provide a
brief review of the history of neuropsychology as a backdrop
and perhaps—at least heuristically—as a context for under-
standing some of the more recent advancements.

BRIEF HISTORY OF NEUROPSYCHOLOGY

Neuropsychology is a relatively new field that traces its roots
back to at least the late 1800s. It is a hybrid discipline repre-
senting the confluence of several fields of study: neurology
and psychology, neuroanatomy and neurophysiology, and
neurochemistry and neuropharmacology (Benton, 1988). Its
early status was dependent upon the status of its contributory
disciplines. Modern clinical neuropsychology grew out of—
or was at least strongly influenced by—clinical neurology
(Bradshaw & Mattingley, 1995).

Neuropsychology, although it is closely related to behav-
ioral neurology, distinguishes itself from both neuropsychiatry
and behavioral neurology by its ultimate focus on clarifying
the mechanisms underlying both abnormal and normal behav-
ior. Neuropsychiatry and behavioral neurology focus on the
diagnosis and treatment of abnormal behavior only (Bradshaw
& Mattingley, 1995). Modern neuropsychology is based upon
data from both brain-injured and healthy individuals. In addi-
tion to its clinical neurology parentage, neuropsychology
makes use of more than 100 years of research in experimental
psychology to help explain the patterns of disordered percep-
tual, cognitive, and motor processes seen in patients with neu-
rological damage (Bradshaw & Mattingley, 1995).

The term neuropsychology first began to be used in the
1930s and 1940s (Benton, 1987). According to Bruce (1985,
cited in Benton, 1988), the term began gaining currency in
the 1950s when it displaced older terms, such as psychoneu-
rology and brain pathology. The discipline of human

neuropsychology was established over a course of about 15
years, roughly between 1950 and 1965 (Benton, 1987). Prior
to that time, experimental neuropsychology was largely in-
volved in animal model research. In fact, there was a period,
mostly from the 1950s through the early 1970s, during which
there was prolific research and understanding in the basic as-
pects of brain-behavior relationship, mostly through animal
model research.

Neuropsychology’s status as a discipline was first signaled
by the appearance of two international neuropsychologi-
cal journals between 1963 and 1964—Neuropsychologia
founded by Henry Hecaen and Cortex founded by Ennio
De Renzi. The first association specifically oriented toward
neuropsychology was the International Neuropsychological
Society, which was founded in the late 1960s by a group
organized by Louis Costa. In the late 1970s, Louis Costa is
credited as the individual who gave birth to clinical neuropsy-
chology as a distinct professional specialty and gave it legiti-
macy as a subspecialty in psychology (at least in North
America). Professor Costa did this by founding (with Byron
Rourke) the Journal of Clinical Neuropsychology and by de-
veloping Division 40 of the APA, the Division of Clinical
Neuropsychology.

Modern neuropsychology began by studying the localiza-
tion of brain function and cognitive and behavioral changes
following large lesions to the brain. These advances are per-
haps best illustrated by the work of Broca and Wernicke in
establishing the major speech areas in the left hemisphere.
Some of the seminal researchers of the late 1800s up through
the mid-1960s include Broca, Wernicke, Kliest, Goldstein,
Henry Hecaen, Denny-Brown, Karl Pribram, Mortimer
Mishkin, Hans Lukas-Teuber, Norman Geschwind, Ward
Halstead, Ralph Reitan, A. L. Benton, and many others. One
individual who requires special attention is A. R. Luria, a
Russian psychologist whose contribution to neuropsychology
was actual only part of his total contribution to psychology as
a whole. Luria, a neurologist trained in psychoanalysis, did
extensive research in understanding the cognitive and behav-
ioral alterations following lesions to the brain. Higher Corti-
cal Functions in Man (1966/1980), one of several books
written by Luria, is considered one of the seminal textbooks
on localization neuropsychology. In fact, Luria’s name is vir-
tually synonymous with executive control (i.e., prefrontal
functions). Luria was perhaps one of the first to describe in
detail the qualitative features of the behavioral and cognitive
deficits associated with various lesions of the brain.

To give an overview of how neuropsychological research
and techniques progressed and evolved over time, one needs
to understand the contribution of three general components
or phases. The first phase started with efforts to understand
brain-behavior relationships by studying the cognitive and
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behavioral deficits found following focal lesions. Deficits
found in these individuals were used to infer normal func-
tions. For example, a large left inferior frontal lesion (Broca’s
area) caused a deficit in speech output. Thus, the area was in-
ferred to be important in generating speech output. One of the
first and most famous cases used in this manner was Phineas
Gage (Damasio, Grabowski, Frank, Galaburda, & Damasio,
1994; Harlow, 1868). Gage sustained a large lesion in his pre-
frontal cortex (primarily orbito-frontal) when a tamping rod
accidentally misfired and entered into his head from below
his chin and exited through the top of his skull. Gage went on
to develop what is now referred to as an orbito-frontal or
pseudo-psychopathic syndrome.

Studying focal, localized lesions in humans has been going
on for over 150 years and has become particularly refined over
the past 30–40 years. Although this line of study has been ex-
tensively used in humans, there is a long and storied history of
animal research that has contributed immensely to the under-
standing of neuropsychology. In fact, animal neuropsychology
was a major force in the contribution to understanding brain-
behavior relationships from the 1940s through the 1970s.

The second general phase to contribute to neuropsychol-
ogy was the study of cytoarchitechtonics and the attempt to
better understand brain-behavior relationships as they related
to microscopic neuroanatomy (see Barbas & Pandya, 1989).
The third and current phase entails in vivo neuroimaging of
healthy volunteers. Techniques such as functional magnetic
resonance imaging (fMRI), positron emission tomography
(PET), regional cerebral blood flow (rCBF), single photon
emitting computerized tomography (SPECT), evoked poten-
tials (EP), and MEG have taken neuropsychology to a new
level of understanding brain-behavior relationships by allow-
ing us to study, in vivo, behavior in healthy individuals rather
than inferring it from the deficits demonstrated by brain-
injured individuals (see Goldberg, 2001, for a more detailed
description of this method). So far, the evidence coming from
fMRI research is generally confirming our findings from
studies of lesions, but it is also revealing new and exciting
(and sometimes counterintuitive) findings.

The following sections of this chapter discuss various de-
velopments and advances in neuropsychology, both clinical
and experimental. We attempt to address some of the more
current issues and advances—as well as problems—facing
neuropsychology today.

DEVELOPMENTS IN CLINICAL APPLICATION

Clinical neuropsychology is in the midst of rapid and (in our
opinion) historical change. Most of the change is positive,
but some may not be so positive. In part, some of these

changes are reactions to the shrinking health care dollar
and its effect on psychology in general. Neuropsychologists
have adapted and developed unique and novel responses to
the lack of funding for neuropsychology and the reduction—
and even elimination—of health care insurance for tradi-
tional mental health services. The two major clinical
services to arise from this challenge are the neuropsycholo-
gist’s involvement in the new and increasingly popular
sports-related concussion assessment and return-to-play de-
cision making and the phenomenal expansion of forensic
neuropsychology.

Sports-Related Concussion Assessment

Although their involvement was virtually nonexistent
10 years ago, neuropsychologists are becoming ever more
important in helping sport teams assess and manage sports-
related concussions. One of the most exciting aspects is that
this development is taking place at every level of competi-
tion: international, profession, collegiate, and high school.
Neuropsychologists are becoming integral participants in the
care of athletes who sustain concussions. The neuropsychol-
ogist’s primary role is to diagnose the presence of concussion
effect (e.g., cognitive deficits and symptomatology) and to
use this information to help the team trainer and physicians
determine when an athlete has recovered fully from the con-
cussion and is able to return to play. One reason that this role
has become so important is the amount of potential money
involved. With the advent of multimillion dollar contracts, it
becomes critical that players are cared for properly. See
Echemendia and Julian (2001) for an extensive overview of
the entire topic.

Sports-related concussions are no longer considered trivial
injuries. Large epidemiological studies by Powell and others
(Barth et al., 1989; Guskiewicz, Weaver, Padua, & Garrett,
2000; Powell, 1999; Powell & Barber-Foss, 1999) have shown
that 5–10% of football players are concussed each year and ap-
proximately 5% from various others sports (e.g., soccer and
field hockey). In American high school football alone, that
would indicate approximately 25,500 concussions per season
(a base rate of 2,460 concussions per 100,000 high school foot-
ball players). Maroon et al. (2000) have shown that the rate of
concussion in college athletes has decreased from about 10%
per season (Barth et al., 1989) to about 4%, probably due to rule
changes and new and improved equipment (Powell, 1999).
Given these base rates, it is clear that there is a need for better
diagnosis, management, and treatment. This area is exactly
where clinical neuropsychology has played an integral part and
is rapidly developing as the standard for measuring the effects
of sports-related concussions and return-to-play issues (Aubry
et al., 2002).
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Besides opening a new area of clinical services and clien-
tele, neuropsychology’s role in sports-related concussion
assessment and management has done a tremendous job of ex-
posing various areas of clinical care and professional services
(e.g., athletic trainers, physicians, and parents) to the expertise
of clinical neuropsychology. For example, because of neuro-
psychology’s role in sports-related concussion assessment,
neuropsychologists are now presenting to and working with the
sports-medicine community, athletic trainers, and other physi-
cians who would not normally have been aware of or utilized
this service. Neuropsychologists are publishing in journals that
are not typical for them (e.g., Journal of The American Medical
Association, Journal of Sports Medicine, Physician and Sports
Medicine), broadening and increasing neuropsychology’s ex-
posure and prominence to an even greater degree.

One neuropsychologist who has led both clinical and exper-
imental neuropsychologists into the area of sports-related
concussion is Mark R. Lovell. Through his involvement
with concussion committees for both the National Football
League (NFL) and National Hockey League (NHL), neuropsy-
chological testing is mandatory in the NHL, and approximately
80% of the NFL teams use neuropsychological testing. Addi-
tionally, colleges, high schools, and amateur and professional
sports teams worldwide have concussion safety programs in
which players undergo baseline testing during the preseason. If
concussed during the season, a player is retested, and his or her
results are compared to their baseline. This comparison allows
for direct intra-individual changes, and the neuropsychologist
can use the differences (or lack of differences) in scores to help
the team with return-to-play decision making.

Lovell and Collins (1998) have demonstrated little change
(outside of practice effect) in preseason versus postseason
testing in varsity college football players. However, Collins
et al. (1999) demonstrated that sports-related concussion in
college football players caused significant decrement in mem-
ory and attention-concentration (consistent with the initial
seminal studies of Barth (see Barth et al., 1989). In addition,
Collins et al. (1999) found that after a concussion, those with
a prior history of concussion performed more poorly than did
those without a prior history of concussion. Moreover, they
found that a history of learning disability was a risk factor for
greater cognitive impairment following a concussion.

The standard protocol for performing neuropsychological
evaluations in sports-related concussions is to use a serial
assessment approach starting with a baseline (e.g., preseason
or prior to any concussions) neuropsychological evaluation.
Typically, these computerized neuropsychological batteries
are relatively short (approximately 20–25 minutes, focusing
on working memory, complex attention-concentration, re-
action time, and anterograde memory). Although there are

variations across institutions, typically a follow-up neuropsy-
chological evaluation is performed within 24 hours of the
concussion and is followed by additional postconcussion
evaluations at Day 3, Day 5, and Day 7. After this point, if the
athlete is still concussed, additional testing can be done
weekly or even every other week. Various programs differ
from this pattern, but the general idea is to perform a baseline
evaluation, an initial postconcussion assessment, and addi-
tional follow-up assessments to document recovery of func-
tion and help with return-to-play decision making.

The role of neuropsychologists in sports-related concus-
sions has expanded the understanding of concussions and their
effects on and recovery of cognition and symptomatology.
It has also increased concussion awareness in the general
public—particularly parents—and has demystified some of the
misconceptions about concussion and placed it alongside other
common injuries (e.g., sprains) in sports. Neuropsychology has
also improved how athletes’ concussions are diagnosed, man-
aged, and treated (see Collins & Hawn, 2002; Grindel, Lovell,
& Collins, 2001). Today, concussions are no longer ignored;
rather, they are diagnosed and treated as the injury they are. Be-
cause of this enlightened attitude and improved awareness and
diagnostic accuracy, athletes—especially younger ones—are
more accurately (and frequently) diagnosed and treated. This
practice allows for appropriate treatment and decreased risk of
greater injury by sustaining a second concussion while still
concussed from the first one; this may help to reduce greater
long-term, brain injury and reduce the chance of second-impact
syndrome—a rare but often fatal event (Cantu, 1998). Clearly,
neuropsychologists’ leadership role in this area has had and
will continue to have a beneficial effect on these athletes.

Forensic Neuropsychology

Probably the single area within clinical neuropsychology that
has seen the greatest growth explosion is forensic neuropsy-
chology; this is due partly to the greater demand by the legal
system for expert testimony that can identify neuropsycholog-
ical deficits (Nies & Sweet, 1994) and also to the potentially
lucrative income associated with forensic-related activity.
The research related to this area has been explosive in the
terms of the quality and wealth of information obtained so far.
In just a few short years, the clinical techniques studied and
developed have greatly enhanced neuropsychologists’ ability
to practice in this area.

The one area within forensic neuropsychology that has
seen the greatest growth clinically is civil litigation—usually
traumatic brain injuries suffered in motor vehicle accidents
(Ruff & Richardson, 1999). In fact, motor vehicle accidents
account for roughly half of the estimated 2 million traumatic
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brain injuries yearly (Krauss & McArthur, 1996). The fol-
lowing is a brief introduction into the area of clinical forensic
neuropsychological assessment; we use mild traumatic brain
injury (MTBI) as a model.

The crux of neuropsychology’s involvement in forensic
activity is to find evidence for or refute (through test perfor-
mance) the presence of central nervous system (CNS) dys-
function. Often, standard neurological testing (such as CT or
MRI of the brain and EEG) is insensitive to the subtle deficits
of MTBI while neuropsychological deficits are present
(Bigler & Snyder, 1995; Gronwall, 1991). Typically, consid-
erable monetary compensation is sought in these cases,
which augments the importance of the neuropsychological
evaluation. Well over half of TBI cases are mild in nature
(Ruff & Richardson, 1999). Although most people with
MTBI fully recover, a minority of individuals (ranging from
estimates of 7–8% to 10–20%) experience more long-term
effects (Alexander, 1995; L. M. Binder, 1997). The constella-
tion of subjective complaints often reported by individuals
with MTBI has been termed the postconcussion syndrome
(PCS). The most commonly reported symptoms include irri-
tability, fatigue, difficulty concentrating, memory deficits,
headache, dizziness, blurred vision, photophobia, ringing of
the ears, and disinhibition and loss of temper (Lees-Haley &
Brown, 1993). There has been a great deal of debate con-
cerning persistent PCS; many suggest that it is psychologi-
cally rather than neurologically based or that patients are
exaggerating or malingering symptoms in order to receive
compensation (Mittenberg & Strauman, 2000; Youngjohn,
Burrows, & Erdal, 1995). Because there is no litmus test to
determine the presence of residual MTBI, it can become very
difficult to differentiate those who truly have residual deficits
from those without deficits who are exploiting their past
(recovered) injury for monetary compensation solely based
upon self-reported symptomatology. In fact, the base rates of
self-reported symptomatology cannot distinguish between
groups with verified MTBI from healthy controls or from
those seeking compensation for non-TBI-related injuries
(Lees-Haley & Brown 1993; Lees-Haley, Fox, & Courtney,
2001). Therefore, when this difficulty is combined with the
lack of any neuroimaging evidence, the neuropsychologist
becomes the key to determining and proving the presence of
residual MTBI.

From a forensic perspective, the critical question is Can a
neuropsychologist, who applies various neuropsychological
and psychological tests, differentiate between those who truly
have residual cognitive or emotional deficits from those who
are malingering, exaggerating, or even presenting with a
somatoform or factitious disorder? The task of detecting
suboptimal performance carries a great responsibility because

the decision can determine whether services will be provided
for a patient or whether the patient will receive large monetary
compensation (Davies et al., 1997; Nies & Sweet, 1994).
Although the rate of malingering is unknown, estimates range
from 7.5–15% (Trueblood & Schmidt, 1993) to 18–33%
(L. M. Binder, 1993). However, it is generally believed that
the incidence of exaggeration of symptoms is higher than
that of actual malingering (Resnick, 1988).

There are several ways in which neuropsychological test-
ing can determine whether the test score actually represents a
true cognitive deficit—or alternatively, whether it might indi-
cate symptom exaggeration or even malingering. Some of the
procedures or tests are more sophisticated and sensitive than
others. First, and foremost, the deficits (one of the most com-
mon complaints is anterograde memory impairment) must be
consistent with the nature of the injury. For example, one can-
not have a dense amnesia if the traumatic brain injury was only
mild. Similarly, the deficit patterns must make neuropsycho-
logical sense and conform to known brain-behavior relation-
ships. For example, an individual complaining of worsening
memory over time after a MTBI is not consistent with what is
known about TBIs (that they are static events from which one
can only recover—not worsen over time). Another method
that neuropsychologists use to detect true versus malingered
or exaggerated deficits is through the use of tests specifically
designed to test for suboptimal performance.

Test development in the area of the assessment of malin-
gering has flourished over the past several years, and signifi-
cant strides have been made (see Iverson & Binder, 2000;
Sweet, 1999, for comprehensive reviews). The sophistication
of the tests developed and refined has improved greatly over
the past few years; this is important because lawyers and the
clients are becoming more sophisticated and aware of these
tests. In fact, plaintiff attorneys have been known to coach
their clients about these tests and prepare them for any inde-
pendent neuropsychological evaluation they may undergo for
the defense. Such practices have led some researchers to not
publish some of their normative data in journal articles in
order to protect the integrity and use of the tests (see Millis,
Putnam, Adams, & Ricker, 1995; Sweet et al., 2000).

Forced-Choice Recognition Tests

There are a number of strategies typically employed to identify
malingered performance. The first involves the use of a two-
alternative forced-choice (e.g., five-digit numbers) method
(Hiscock & Hiscock, 1989). When these tests were first
designed and employed in clinical assessments, simple bino-
mial distribution theory was applied to interpret performance.
In two-choice recognition tests, the probability of responding
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correctly on all items by chance alone (i.e., guessing) is 50%.
Scores significantly below that predicted by chance are un-
likely by chance alone; therefore, such performance is as-
sumed to be the result of deliberate selection of incorrect
answers, which is suggestive of exaggeration or malingering
of deficits. Without any knowledge of the stimulus (as would
occur in the case of amnesia) the patient should answer ap-
proximately 50% of the items correctly; a score significantly
below 50% suggests that the patient knew the correct answer
but deliberately chose the incorrect response.

More recently, research has shown that patients with more
severe head injury and genuine memory loss typically per-
form well above the chance level on two-alternative forced-
choice tests (L. M. Binder & Pankrantz, 1987; L. M. Binder &
Willis, 1991; Guilmette, Hart & Giuliano, 1993; Prigatano &
Amin 1993). Prigatano and Amin (1993) demonstrated that
the performance of postconcussive patients and those with un-
equivocal history of cerebral dysfunction averaged over 99%
correct compared to a group of suspected malingerers who av-
eraged only 73.8% correct. Guilmette et al. (1993) demon-
strated that a group of brain-injured and psychiatric patients
obtained almost perfect scores, whereas simulators obtained
scores that were significantly lower. However, only 34% of
the simulators obtained scores below chance level. These
findings suggest that the development of cutoff scores is nec-
essary in order to improve the sensitivity of this method. A
90% cutoff score has typically been established based on the
large body of evidence, which suggests that those with gen-
uine brain injury typically perform above this level on digit
recognition procedures. A number of forced-choice tests have
been developed and are briefly reviewed here; they include
the Portland Digit Recognition Test (PDRT; L. M. Binder,
1993), the Victoria Symptom Validity Test (VSVT; Slick,
Hopp, & Strauss, 1998), the Recognition Memory Test
(RMT; Warrington, 1984), the Validity Indicator Profile (VIP;
Frederick, 1997), the Computerized Assessment of Response
Bias (CARB; Allen, Conder, Green, & Cox, 1998), and the
Test of Memory Malingering (TOMM; Tombaugh, 1996).

Hiscock and Hiscock (1989) developed a test requiring in-
dividuals to choose which of two 5-digit numbers was the
same as a number seen prior to a brief delay. The five-digit
number is presented on a card for 5 s followed by a delay pe-
riod, after which another card is presented with the correct
choice and a foil. The foil items differed from the target item
by two or more digits, including either the first or last digit. A
total of 72 items are administered. These 72 items are divided
into three blocks with either a 5-s, 10-s, or 15-s delay. The ex-
aminer tells the patient that the test is difficult for those with
memory deficits and after the first and second blocks, that

the test will be more difficult because of the increasing delay
period.

In an attempt to improve the test’s sensitivity in detecting
suboptimal performance, L. M. Binder (1993) refined the
Hiscock and Hiscock procedure by developing the PDRT. It is
a digit recognition task with three blocks of items differentiated
by the length of delay between target presentation and re-
sponse. Binder’s version differed from that of Hiscock and
Hiscock in a number of ways such as auditory presentation of
the target item followed by visual presentation of the target and
distractor item and increased delay periods between presenta-
tion and response (5 s, 15 s, and 30 s). Research suggests that
difficult items (30-s delay) are more sensitive to malingered
performance than are easy items (Hiscock & Hiscock, 1989).
In addition, it has an intervening activity, which requires that
the patient count backwards during the delay period. This ac-
tivity makes the task appear even more difficult to the patient.

L. M. Binder (1992) found that non-compensation-seeking
(NCS) patients with well-documented brain injury performed
better than did both mild head trauma and compensation-
seeking (CS) patients with well-documented brain injury on
the PDRT, but that the CS brain-injured group’s performance
was superior to that of the mild head injury group on other
tests. Binder (1993) administered the PDRT and the Rey
Auditory Verbal Learning Test (RAVLT) to two groups of CS
patients, including a mild head injury and well documented
brain injury group and a group of NCS brain dysfunction pa-
tients. His results showed that patients with financial incen-
tives were significantly more impaired on the PDRT but
performed as well as the NCS groups did on the RAVLT.
Binder and Willis (1991) demonstrated that those with affec-
tive disorders performed at a level similar to that of a group of
NCS brain dysfunction patients, which suggests that the per-
formance of the CS groups in this study was not the result of
depression. Binder concluded that poor PDRT performance
significant enough to raise concern about malingering is prob-
ably not caused by either verbal memory deficits or affective
disorders, and the PDRT is therefore a useful tool for the de-
tection of exaggerated memory deficits.

Vickery, Berry, Hanlon-Inman, Harris, and Orey (2001) per-
formed a meta-analysis of a number of malingering procedures.
The PDRT had high specificity rates at the level of individual
classification (97.3%) but only moderate sensitivity (43.3%)
because of a high number of performances that were poor but
above chance level (Rose, Hall, & Szalda-Petree, 1995). One
suggestion to improve the PDRT has been to measure the re-
sponse latency (Brandt, 1988). It is expected that to purposely
respond incorrectly to the test items require increased informa-
tion processing time. Brandt used a computerized version of the
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test and found that when response latency and total number cor-
rect were used in combination, 32% fewer classification errors
were made and overall hit rate increased from 72% to 81%. It
was also demonstrated that coaching affected the total number
correct in that all subjects scored above the cutoff; however,
there was no difference in response latency.

Slick (Slick et al., 1998) also modified the Hiscock and
Hiscock procedure. First, administration time was decreased
by decreasing the number of items from 72 to 48, which are
presented in three blocks of 16 items each. The delay period
is increased in each block from 5 to 10 to 15 s. Item difficulty
was manipulated by making items appear more difficult (i.e.,
similarity between the correct item and foils). Strauss et al.
(1999) administered the VSVT to simulators and controls
three times over a 3-week period. Simulators performed less
consistently over the three administrations. Results demon-
strated that on the hard items, a deviation of 3 points differ-
entiated the control and malingering groups with 95%
probability. A deviation of 1 point differentiated the groups
with 95% probability on the easy items. Eighty-eight percent
of the control group and 89% of the malingering group were
correctly classified.

On the VSVT, both response latency and number correct
are recorded. Slick, Hopp, Strauss, Hunter, and Pinch (1994)
found that those who produced invalid profiles had signifi-
cantly longer response latencies, again suggesting the useful-
ness of this measure. In addition, a new third category of
classification is added. Performance below chance is still la-
beled invalid and performance significantly above chance is
still labeled valid. The third category, questionable, consists
of scores that fall within the remaining 90% confidence inter-
val of chance performance. The three-category classification
system has shown high specificity and good sensitivity (Slick
et al., 1994).

The VIP (Frederick, 1997) is a computerized, two-
alternative forced-choice procedure that incorporates a
fourfold classification system based on two test-taking charac-
teristics: motivation (to excel or fail) and effort (high or low).
The combination of the concepts of motivation and effort gen-
erate four classification schemes; compliant (high effort and
motivation), careless (high motivation to perform well but low
effort to correctly respond), irrelevant (low effort when moti-
vated to perform poorly), and malingering (high effort and
motivation to perform poorly). Only the compliant profile
is considered valid. The test contains both verbal (20 min)
and nonverbal (30 min) subtests. The nonverbal subtest is a
100-item progressive matrix test modified from the Test of
Nonverbal Intelligence (TONI; Brown, Sherbenou, &
Johnson, 1982). The verbal subtest contains 78 two-alternative

word knowledge items. The VIP uses a performance curve
analysis. The performance curve shows the average perfor-
mance of the test taker across an increasingly difficult range of
test items. Compliant responding results in a curve that starts at
about 100% and remains at that level until the test taker reaches
his or her ceiling of ability (as items increase in difficulty), at
which time the curve goes through a period of transition until it
results in about 50% correct performance (or random respond-
ing). As a result, performance curves for compliant test takers
should be similar in shape regardless of ability levels.

Standard Clinical Tests

Although there have been several tests developed specifically
to assess for malingering, several researchers have taken
standard clinical tests and studied their ability to distinguish
motivated from possibly malingering-exaggerating (or those
acting as malingerers) and TBI patients. Some of the more
commonly used tests today include the Wechsler Memory
Scale–III (Scott Killgore & DellaPietra, 2000) the California
Verbal Learning Test (Baker, Donders, & Thompson, 2000;
Millis et al., 1995; Sweet et al., 2000), and Wisconsin Card
Sorting Test (Suhr & Boyer 1999). Cutoff scores or patterns
of performance have been developed that can be used to
evaluate those with documented mild TBI.

The development of tests used to assess for suboptimal
effort has greatly enhanced the neuropsychologist’s ability
to accurately detect malingering and thus sincere perfor-
mance as well. The sophistication of these tests has under-
gone tremendous and rapid expansion over the past few
years. However, a few interesting points should be made re-
garding the development of normative data for these tests as
well as the appropriate application of these tests. First, it is al-
most impossible to truly find a known malingering group. By
definition, these individuals are trying to fake brain impair-
ment and thus do not admit to malingering. Therefore, the
research used in developing these tasks and their normative
data has primarily used groups trained to fake brain impair-
ment or has compared groups of TBI patients matched for
severity of injury but differing in CS status (e.g., CS vs.
NCS). Although these substitutes are adequate and quite
frankly the best that can be achieved, it does not allow for the
assessment of a group of clearly defined true malingerers.

All of the aforementioned tests used to help determine
level of motivation depend upon a conscious response by the
subject. It is this response that is under the individual’s con-
trol. It is up to the neuropsychologist to determine whether
the response actually represents the true ability of the individ-
ual or whether it was suboptimal (i.e., possibly malingered or
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exaggerated). It would be helpful if a test that was able to de-
termine malingering that was not under the conscious control
of the client—something akin to a blood test—could be de-
veloped. In fact, cognitive evoked response potentials (ERPs)
may be the closet thing we have to a cognitive blood test, so
to speak (see Rosenfeld & Ellwanger, 1999, for a review). It
has been proposed that cognitive ERP (P300) may be the
involuntary psychophysiological test that cannot be faked by
the individual and thus give one a window into true cognitive
deficit or the lack thereof (Ellwanger, Rosenfeld, Sweet, &
Bhatt, 1996; Rosenfeld, Ellwanger, & Sweet, 1995). Others
have shown (see Ellwanger, Tenhulla, Rosenfeld, & Sweet,
1999) that the P300 amplitude is decreased in traumatic brain
injury even if recognition memory is intact (Ellwanger,
Rosenfeld, & Sweet, 1997). Since P300 is not under the con-
scious control of the client, then appropriate changes in P300
would indicate intact electrophysiological functioning, re-
gardless of the client’s response. Overall, the evidence sug-
gests that P300 during recognition memory test or during an
oddball auditory paradigm was able to accurately detect
groups of simulated feigners of memory deficits—especially
when it was used in conjunction with other neuropsycho-
logical tests of motivation-malingering (Ellwanger et al.,
1999; Rosenfeld & Ellwanger, 1999; Tardif, Barry, Fox, &
Johnstone, 2000).

One of the major shortfalls in the assessment of malinger-
ing is that almost all of these tests are designed for assessment
of MTBI, and using them for other populations (e.g., malin-
gering, depression, somatoform or conversion disorders) is
difficult. Even if a patient scores in the impaired range on
these tests, it is not a guarantee of a diagnosis of malingering;
this is why many authors like to think of these tests as mea-
suring suboptimal performance and not malingering, per se.
For example, if an individual with MTBI seeking compensa-
tion performs near the chance level on a forced-choice recog-
nition test, one can say that the test indicated suboptimal
performance. However, one cannot conclude that the patient
is malingering because issues of depression, anxiety, and
even somatoform and conversion disorders could cause poor
performance on these tests. Thus, the use of these tests is
highly specific and can only be used with the populations for
which they were intended, developed, and normed until ex-
perimental evidence is produced that supports their use and
interpretation within other clinical populations.

Finally, the ability to detect malingering does not end with
cognitive deficits. It typically extends into the assessment of
affect and personality. Ample research has been performed
with self-report personality questionnaires in determining
malingering and distortion. The most commonly used self-
report questionnaire, the Minnesota Multiphasic Personality

Inventory–2 (MMPI-2), has been researched extensively in
terms of methodology and patterns in detecting malingering
or distortion (see Ben-Porath, Graham, Hall, Hirschman, &
Zaragoza, 1995). For example, the Fake Bad scale (Lees-
Haley, English, & Glen, 1991) was designed to detect the
endorsement of items rarely identified in known psy-
chopathology. Also, a neurocorrection factor for use in trau-
matic brain injury patients (Gass, 1991) was developed to try
to tease out items that are common in neurological samples
(such as MTBI) but otherwise would inflate psychopathology
level on the MMPI-2 scales.

The Personality Assessment Inventory (PAI; Morey,
1991) is becoming a widely used self-report personality
questionnaire. Although the PAI is not as popular as the
MMPI-2, it is an alternative the MMPI-2 and does have some
differences that may serve as unique advantages. It is shorter
(344 vs. 567 items). The PAI requires a fourth-grade reading
level (the MMPI requires a sixth-grade reading level), uses a
4-point rating scale rather than in the true-false format of
the MMPI-2, and its clinical scales are nonoverlapping.
Most important, however, is that it has appropriate applica-
tion in the forensic setting. Various authors have developed
malingering scales that are very useful in detecting malinger-
ing, exaggeration, or minimalization of psychopathology
(see Morey, 1996).

Neuropsychological assessments have other forensic ap-
plications in addition to civil litigation. For example, neu-
ropsychologists are often asked to perform assessments to
help determine issues of guardianship and conservatorship.
From a legal perspective, individuals can be assessed to deter-
mine their ability to make independent decisions in medical
treatment, finances, and caring for themselves. Daniel Marson
has applied the legal standards (that vary by state) to these is-
sues and developed a battery of cognitive-based tasks capable
of answering these questions (Dymek, Atchison, Harrell, &
Marson, 2001; Earnst, Marson, & Harrell, 2000; Marson
2001; Marson, Annis, McInturff, Bartolucci, & Harrell, 1999;
Marson, Chatterjee, Ingram, & Harrell, 1996; Marson, Cody,
Ingram, & Harrell, 1995). This area is important for future
research in neuropsychological assessment.

ISSUES IN NEUROPSYCHOLOGICAL
ASSESSMENT

Within general neuropsychological assessment, there are new
developments worth mentioning. In general, test develop-
ment has become more rigorous over the years, and many of
the standard tests have been redesigned and renormed. More-
over, some specific developments—particularly in the areas
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of computerized assessment and the development of novel
assessment techniques—have made some rather significant
impacts on the advancement of clinical neuropsychology.

Assessment in clinical neuropsychology historically can
trace its roots back to two lines of development that (roughly
speaking) can be separated into a North American camp and
a European-Russian camp. The European and Russian group
based their assessments mainly on qualitative features that
were developed over time studying brain injured patients.
This approach is very much in the Lurian tradition of neu-
ropsychological assessment. The North American approach
is quantitative in nature and has it foundations in more exper-
imentally and empirically based test design. The Halstead-
Reitan Neuropsychological Test Battery (Reitan & Wolfson,
1993) is the quintessential example of a strictly formal psy-
chometric approach in neuropsychological assessment. In
this approach, all types of patients receive the same tests ad-
ministered in the exact same way every time. Their data are
based almost exclusively on the numerical tests scores. Inter-
pretation is based upon actuarial predictions for diagnosis
(see Lezak, 1995, pp. 146–151).

Although there has been much debate over which as-
sessment technique is better—qualitative or quantitative (see
Lezak, 1995, pp. 146–151)—there clearly has been a merging
of these two camps over time. Edith Kaplan and Muriel Lezak
have probably been the most influential in merging both
qualitative and quantitative aspects into current-day clinical
neuropsychological assessments. Therefore, some of the de-
velopments in clinical neuropsychological testing have to do
with combining both qualitative and quantitative features.

In addition to merging qualitative and quantitative as-
pects of testing, other neuropsychological tests have emerged
that represent a blending of various specialties within psy-
chology (e.g., educational psychology), as well as combin-
ing complex theoretical models of cognition. For example,
the Cognitive Assessment System (Naglieri & Das, 1997) is
designed to measure basic cognitive processes, including
attention-concentration and executive control. It integrates
the assessment of cognitive processes from a Lurian perspec-
tive with the advantages of a psychometric tradition using a
well-developed theory (PASS; planning, attention, simulta-
neous, and successive processes) and applies the results,
often—but not exclusively—in an educational setting (see
Naglieri, 1999).

Computerized Assessment

Neuropsychological testing, like most assessments in psy-
chology, has traditionally been conducted with paper-and-
pencil tests; however, more and more neuropsychological

testing is becoming computerized. Although computerization
has made scoring much simpler and more accurate, it has also
allowed for more complicated computations and thus more
sophisticated and powerful clinical applications. However,
the actual computerization of test administration has had the
greatest impact. There are some clear and basic advantages to
computerized assessment. First, it allows for more efficient
and standardized testing. For example, it allows for more
accurate reaction time measurement, which is important
when testing higher order attention and concentration; also, it
can allow for better randomization of stimuli. Computerized
test administration can be very economical because it de-
creases costs and allows for group administration at times
(i.e., less need for a technician-based administration). How-
ever, as usual, there are some disadvantages as well. It can be
rather inflexible, which can lead to problems testing brain-
injured individuals or individuals who do not understand test
instructions (especially in a group administration setting).
Computerized testing can also reduce the ability to pick up
qualitative features of test performance, which are more eas-
ily detected with paper-and-pencil testing. What will most
likely evolve (and is actually being done in most clinical set-
tings at present) is a combination of both paper-and-pencil
and computerized testing.

Although it is beyond the scope of this paper to review the
full array of computerized neuropsychological assessment, it
is worth mentioning its use in one particular area. Neuropsy-
chologists working within sports-related concussion have de-
veloped basic assessment techniques to assess and measure
the extent of concussion (as defined as decrements in cogni-
tive abilities). Initially, paper-and-pencil tests were used (see
Lovell & Collins, 1998), but because of practice effects, ac-
curacy measuring reaction time, and high costs, computer-
ized assessment has become the new standard. Using generic
computerized testing techniques (Automated Neuropsycho-
logical Assessment Metrics, or ANAM; Reeves, Kane, &
Winter, 1996), Joseph Bleiberg and others have demonstrated
the cognitive deficits following a concussion and mild trau-
matic brain injury (Bleiberg, Halpern, Reeves, & Daniel,
1998; Bleiberg, Kane, Reeves, Garmoe, & Halpern, 2000;
Warden et al., 2001).

Others have developed specific computerized test batter-
ies specifically designed for use in sports-related concussion
work. For example, the Immediate Post-Concussion Assess-
ment and Cognitive Testing (ImPACT; see Maroon et al.,
2000) consists of seven modules assessing working memory,
anterograde memory, simple and complex reaction time, and
impulsivity. It also assesses concussion symptomatology. It
was designed to be very easy to administer (so it can be given
by athletic trainers), it requires minimal English skills (for
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athletes for whom English is second language), and it is very
sensitive to the effects of concussion. It can be group admin-
istered and uses computer-randomized stimuli to create up to
five equivalent versions to minimize practice effects with re-
peat administration. ImPACT uses self-report symptomatol-
ogy along with scores from memory, reaction time, and
impulsivity indexes derived from the individual modules.

Paper-and-Pencil Testing

Although computerized assessment is a new and viable
approach, the crux of neuropsychological assessment still
depends upon the use of paper-and-pencil testing. Some of the
more popular tests continually undergo refinement, redevelop-
ment, and renorming (e.g., the Wechsler Memory Scale and
Wechsler Adult Intelligence Scale; Psychological Corporation,
1997). In fact, test developers are being sensitive to the need for
shorter, yet still reliable tests (in response to managed care) and
are trying to develop such instruments. A few examples would
be the Wechsler Abbreviated Scale of Intelligence (WASI; Psy-
chological Corporation, 1999), Kaufman Brief Intelligence
Test (K-BIT; Kaufman & Kaufman, 1990), and the General
Ability Measure forAdults (GAMA; Naglieri & Bardos, 1997).

Another area in which paper-and-pencil test development
has seen some advancement is in the quantification of quali-
tative aspects of impaired neuropsychological performance.
Several prominent neuropsychologists (for example, A. R.
Luria and Edith Kaplan) had for decades expressed the im-
portance of understanding how the patient responded and not
just with what the patient responded. In the past, one had to
have years of experience in order to develop the skills to per-
form qualitative analysis. Even then, these skills often dif-
fered from practitioner to practitioner. However, some tests
have been developed in order to quantify these qualitative
features that are often so important in neuropsychological as-
sessments. Edith Kaplan, for example, authored the Wechsler
Adult Intelligence Scale—Revised Neuropsychological In-
vestigation. Other tests such as the Boston Qualitative Scor-
ing System for the Rey Complex Figure Test (R. A. Stern
et al., 1999) also is an attempt at quantifying various qualita-
tive features found in the responses of brain injured patients.
The Executive Control Battery (ECB; Goldberg, Podell,
Bilder, & Jaeger, 2000) was developed in order to quantify
various features of executive control deficits often not as-
sessed in other, more frequently used, measures of executive
control skills (e.g., Wisconsin Card Sorting Test).

Clearly, the development of tests assessing qualitative fea-
tures has improved neuropsychological testing. However, neu-
ropsychological tests in general are limited in measuring
ability only. To take the assessment of qualitative features one

step further, it would be important to understand not only abil-
ity (i.e., whether the subject could get the correct answer) but
perhaps the subject’s preference in choosing. At times—partic-
ularly in brain-injured patients—it is as important to under-
stand an individual’s preference when given a choice in
problem solving as it is to understand the ability level per se.
For example, we know that patients with prefrontal lobe dam-
age have extreme difficulty functioning in everyday life and
sometimes cannot complete basic daily skills, but they still
maintain intact cognitive abilities (see Goldberg, 2001, for an
eloquent description of these types of deficits). Thus, it may
not be the individual’s ability per se that interferes with daily
functioning, but rather their preference, or in the case of brain
injured person, the inability to make the appropriate choice.

Goldberg and colleagues (Goldberg & Podell, 1999;
Goldberg, Podell, Harner, Lovell, & Riggio, 1994), studied
the effects of lateralized prefrontal lesions and developed a
task specifically designed to assess a person’s response pref-
erence rather than ability. The Cognitive Bias Task (Goldberg
& Podell, 2001) entails a simple, forced-choice perceptual
discrimination task with rather ambiguous instructions. After
seeing a target card, participants are presented with two stim-
ulus cards and must choose the one they like the best. Of the
two stimulus choice cards, one is perceptually more similar to
and one is perceptually more different from the target card.
The task is set up so that the individual must decide which
way he or she is going to respond—more similar to or more
different from the target card. There is no feedback after a re-
sponse. The ambiguity of the instructions is central to making
the task a test of preference rather than ability. In fact, it is this
ambiguity that allowed Goldberg and colleagues to demon-
strate some of the essential cognitive differences between
right and left prefrontal functioning as well as a significant
gender difference. When the instructions are disambiguated
(e.g., choose the more similar or more different stimulus
card), all of the subjects—even patients with prefrontal corti-
cal lesions—performed the tasks well. Thus, it was not an
issue of ability (e.g., intact performance with disambiguated
instructions), but rather preference (e.g., difference with
ambiguous instructions).

RECENT ADVANCEMENTS IN
PSYCHOMETRIC APPLICATIONS

Neuropsychologists are typically asked to look at changes in
cognitive abilities over time as they relate to a disease process
(e.g., dementia), recovery of function (e.g., TBI), or following
surgical intervention (e.g., temporal lobectomy for intractable
seizure disorder). However, many clinical neuropsychologists
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(as well as psychologists in general) do not apply well-
established, empirically based statistical procedures for deter-
mining whether the differences in tests actually represent a
true (i.e., statistically reliable) change or rather one that can be
explained simply by test-retest variance. We believe that this
issue is central and pertinent to the practice of clinical neu-
ropsychology and thus worthy of some detailed discussion.
Another important development in this area for neuropsy-
chology is the use of receiver operant curves (ROC) in deter-
mining the sensitivity of a test. Historically, research using
neuropsychological tests has relied on strictly using weaker,
discriminant analyses and not relying upon more sophisti-
cated methods such as ROC. As is discussed in the following
sections, one can see that the use of more sophisticated statis-
tical methods such as ROC is starting to come of age in neu-
ropsychological research.

Reliability of Change Indexes

Repeated administrations of neuropsychological tests fre-
quently yield varying results, even in people who have not ex-
perienced any true change in cognitive functioning (Temkin,
Heaton, Grant, & Dikmen, 1999). There are a number of rea-
sons for this variance, including less than perfect reliability of
test instruments, less than optimally standardized test adminis-
tration, fluctuations in a patient’s performance related to moti-
vational issues, mood, health status, and so on. The relative
contribution of these factors is almost always different for dif-
ferent tests. Many clinical neuropsychologists use a seat-of-
the-pants approach to determine whether changes are to be
considered significant; they simply examine the change in
scores and decide whether the difference is significant based
on clinical experience and a basic knowledge of statistics.
Others use various rules of thumb, such as the change in test
scores must be greater than one half standard deviation of a
test’s normative sample to be considered significant. Obvi-
ously, these methods are highly susceptible to error and seem
to occur most often in the direction of concluding that a change
is significant when it is in fact not statistically significant.

Any change from one testing occasion to another is con-
sidered to be significant if the magnitude of the change is suf-
ficiently large relative to the associated error variance of the
test. Determination of the error variance is based on test-retest
reliability and variation about the mean of the test (Jacobson
& Truax, 1991). Statistical approaches to determining the sig-
nificance of a change in test scores are based on predicting the
likely range of scores that would be obtained if there were no
real change in cognitive functioning. Statistical approaches to
predicting scores on retest with concomitant prediction or
confidence intervals are much more likely to be accurate and

unbiased than is the seat-of-the-pants approach or rules of
thumb. Even so, it is not entirely clear what statistical ap-
proach is best suited for predicting subsequent scores on a
given measure. There is not even a clear consensus about the
factors that should be considered in a prediction model be-
yond the baseline test score and test-retest reliability. Test fac-
tors beyond test-retest reliability may be important, such as
internal consistency, susceptibility to practice effects, and test
floors and ceilings. Potentially important participant variables
include age, education, overall level of neuropsychological
test performance at baseline, health status, mood, test-taking
attitude, medication and other drug use, and various cognitive
risk factors.

The prediction interval is the range of scores around the
predicted score that is considered to include scores that
would likely be obtained if there is no true change in the char-
acteristic being tested. The prediction interval is sometimes
known as the confidence interval. For purposes of determin-
ing whether there has been change in functioning over time,
the size of the interval is based partly on the standard error of
difference (Sdiff) between the two test scores. This in turn is
typically based on the standard deviation of scores in the con-
trol group and the test’s stability coefficient (test-retest relia-
bility). The size of the prediction interval is also based on the
clinician or researcher’s judgment as to the level of certainty
desired. Intervals typically contain 90% of the differences be-
tween actual and predicted test scores in a cognitively intact
or stable sample (Temkin et al., 1999). The intervals are usu-
ally defined so that in a stable sample, 5% of the individuals
will be considered to show significant deterioration and 5%
will show significant improvement. Intervals of other sizes
and the use of one-tailed tests of significance may be more
appropriate depending upon the goals of the researcher or
clinician (Hinton-Bayre, Geffin, Geffen, McFarland, & Friss,
1999; Jacobson & Truax, 1991).

Various models for determining the significance of
changes in test scores have been presented in the research lit-
erature. The models have become more sophisticated and the
number of potentially important variables considered has in-
creased as this research area has evolved. Early models con-
sisted of simply dividing the change in test scores by the
standard error of difference between the two test scores
(Christensen & Mendoza, 1986). This value is considered to
represent significant change if it exceeds the RC z score cut
point corresponding to the desired level of certainty. The next
step in the evolution of determining the significance of
changes involved taking practice effects into account
(Chelune, Naugle, Luders, Sedlak, & Awad, 1993). Perfor-
mance on many neuropsychological measures is expected to
improve with subsequent testing simply because of increased



454 Assessment of Neuropsychological Functioning

familiarity with the material and because strategies to im-
prove performance are often learned.

Another method of determining the significance of changes
in test scores is linear regression, which can correct for regres-
sion to the mean as well as practice effects (McSweeny,
Naugle, Chelune, & Luders, 1993, cited in Temkin et al.,
1999). As Atkinson (1991) noted, the obtained score is not the
best estimate of an individual’s true score because of the ten-
dency for a person with a score that deviates from the mean
to obtain a score closer to the mean on a randomly parallel
form to the test. The discrepancy between obtained and pre-
dicted true scores will be greater when the obtained score is
more extreme, and the discrepancy will be less with tests that
are more reliable. Another reason for using predicted true
scores is that the original or classic RC index makes the statis-
tical assumption that the error components are normally
distributed with a mean of zero and that standard errors of
measurement of the difference score are equal for all partici-
pants (Maassen, 2000). Temkin et al. (1999) presented a model
that uses stepwise linear regression to predict retest scores
using additional factors that might be important. These factors
included the test-retest interval; various demographic vari-
ables including age, education, sex, and race; and a measure of
overall neuropsychological competence at baseline. They also
explored the possibility of a nonlinear relationship between
test and retest scores by including the square and the cube of
the initial score in the variable selection as well as the square
and the cube of the test-retest interval.

Temkin et al. (1999) compared the exemplars of the vari-
ous models for assessing the significance of change on several
neuropsychological tests using multiple measures of predic-
tion accuracy. They also examined the distribution of the
residuals and presented distribution-free intervals for those
that had particularly nonnormal distributions, and they ex-
plored whether prediction accuracy was constant across dif-
ferent levels of predictor variables. They found that initial test
performance is the most powerful predictor of follow-up test
performance. For example, they found that for the representa-
tive measures from the Halstead-Reitan Neuropsychological
Test Battery that they analyzed, initial scores alone accounted
for 67% to 88% of the variance in follow-up test scores. The
addition of other predictors in the multiple regression model
increased explained follow-up test scores between 0.8% and
8.5%. In general, demographic variables tended to exert addi-
tional influences on follow-up scores in the same direction
as they did on initial test scores. For example, older and
less well-educated participants tended to perform worse on
follow-up than did younger and better educated participants
with the same initial test scores. Perhaps surprising to many

clinicians is the finding that practice effects do not decrease
very much over the 2- to 16-month time frame considered in
these studies (Temkin et al., 1999).

Temkin et al. (1999) noted that of the four models they
compared, the original RC index performed least well. They
considered this model inadequate because of its wide predic-
tion intervals and its poor prediction accuracy. The RC model
with correction for practice effects had much better predic-
tion accuracy, but of course the size of the prediction interval
is not affected. In fact, the overall prediction accuracy of the
RC model with correction for practice effects was similar to
that of the multiple regression model, although there were
large differences in predicted retest scores at the extremes of
initial test performance and extremes of general neuropsy-
chological competence at baseline. For practical purposes,
the differences in the size of the prediction intervals are not
always clinically significant. For example, the prediction in-
terval size for WAIS Verbal IQ using the regression model
with all predictors was only 0.2 IQ points smaller in each di-
rection (improved and deteriorated) than was the RC index. A
larger difference was noted between the two methods for the
Halstead Category Test, with a difference of 3.6 errors in
each direction. The difference was yet more pronounced
when distribution-free intervals were computed for tests with
scores that are not normally distributed, such as Trails B and
the Tactual Performance Test.

Various authors have reached different conclusions about
the most appropriate methods for determining the reliability of
change scores. For example, Temkin et al. (1999) concluded
from their study that simple models perform less well than do
more complex models with patients that are relatively more
impaired and those whose demographic characteristics are as-
sociated with lower absolute levels of performance. They sug-
gest that because the patients seen in clinical settings are more
likely than healthy individuals to obtain relatively extreme test
scores, the complex prediction models are likely to be even
more advantageous than demonstrated in their study.

Maassen (2000) reached a different conclusion based on
theoretical and conceptual considerations. He compared null
hypothesis methods, of which the original RC index (origi-
nally developed by Jacobson, Follette, & Revenstorf, 1984
and refined by Christensen & Mendoza, 1986) is derived to
estimation interval methods, which include the regressed
score approach. Although he acknowledges that both general
methods probably lead to the same interpretation of observed
change, he noted that the probability that observed changes
will be erroneously deemed reliable with the null hypothesis
method is limited by a low level of significance. This method
rules out with high probability that measurement error is a
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possible explanation for observed change. In contrast, there
is no uniform upper limit for the probability of an incorrect
conclusion with the estimation interval methods. Trivial ef-
fects could potentially lead to an observed change, or even
lack of change, being deemed reliable. In fact, an observed
change in one direction could be interpreted as reliable
change in the other direction.

There are other considerations for the practicing clinical
neuropsychologist. For example, the average clinician is
highly unlikely to have the data and the necessary time and
skills to develop regression models for the other tests that he
or she uses in clinical practice. In contrast, the manuals for
most standardized tests contain the stability coefficients re-
quired for determination of RC indexes with or without prac-
tice effects. These approaches are very likely to be much more
reliable than a seat-of-the-pants approach or a rule of thumb.
Chelune et al. (1993) pointed out another important consider-
ation for the clinician. The formulas that have been developed
to date are only concerned with the reliability of change in
single test scores. Clinicians very rarely base conclusions
about changes in cognitive or other functioning based on a
single change score. Rather, they look at patterns of change
across a number of tests in a battery. The co-occurrence of
two or more changes in the same direction is more reliable
and robust than are changes on a single measure (Chelune,
Prititera, & Cheek, 1992, cited in Chelune et al., 1993). Two
or more change scores that are each not statistically signifi-
cant in themselves may represent reliable change when con-
sidered together. It is of course important to consider the
statistical independence of the scores. The fact that two or
more related scores from the same test have changed in the
same direction inspires much less confidence than do consis-
tent changes across different tests.

Receiver Operating Curves

Most assessment in clinical neuropsychology is geared toward
description of a client’s overall level of functioning and the
pattern of his or her cognitive strengths and weaknesses across
multiple cognitive domains (and tests). However, there are
times when a particular test is administered to address di-
chotomous questions, such as whether a particular condition is
present or absent. Within clinical neuropsychology, this goal
is most often realized with screening tests. In this case, a cer-
tain level of performance is taken to suggest the presence of a
condition such as dementia or depression. It is also utilized for
the assessment of response bias or malingering.

Receiver operating characteristic (ROC) curves describe
the accuracy of a test as it relates to the sensitivity and

specificity of different scores. ROC curves help the user decide
what constitutes normal and abnormal or pathological perfor-
mance. Virtually no test can discriminate between normal and
pathological with 100% accuracy because the distributions of
normal and pathological performances overlap. A score in the
overlap area might belong to either the normal or the patholog-
ical distribution. Consequently, test users choose a cutoff
score. Scores on one side of the cutoff are presumed to be nor-
mal and the scores on the other side are presumed to be patho-
logical. The position of the cutoff determines the number of
true positives, true negatives, false positives, and false nega-
tives. The exact cutoff chosen is based on the particular use of
a test and the user’s assessment of the relative costs of different
types of erroneous decisions.

The sensitivity of a cutoff score refers to the proportion of
results considered positive relative to the proportion of the
sample that is actually part of the positive distribution. In
other words, increasing sensitivity results in an increasing
number of true positives, but it does so at the expense of also
increasing the number of false positives. Conversely, the
specificity of a cutoff score refers to the proportion of results
considered negative relative to the proportion of the sample
that is actually part of the negative distribution. In other
words, increasing specificity reduces the number of false
positives at the expense of also increasing the number of false
negatives. There is always a trade-off between sensitivity and
specificity. Increasing sensitivity will always result in re-
duced specificity and increasing specificity will always result
in reduced sensitivity.

ROC curves are plots of a test’s sensitivity or true positive
rate along the y axis against (1 – specificity) or false positive
rate along the x axis (Tape, 2001). ROC curves graphically
demonstrate the trade-off between sensitivity and specificity.
The area under the curve is a measure of test accuracy or the
potential discriminability of a test. Tests that are more accu-
rate are characterized by ROC curves that closely follow the
left-hand border and then the top border of the ROC space.
Less accurate tests are characterized by ROC curves that
more closely follow a 45º diagonal from the bottom left to the
upper right of the ROC space. An area of 1.0 represents a per-
fect test, whereas an area of 0.5 represents a worthless test
(see Figure 19.1).

ROC curve analysis is primarily used in research to com-
pare tests or test indexes. For example, Nicholson et al.
(1997) used ROC analysis to evaluate and compare MMPI-2
indicators of response distortion. Storey, Rowland, Basic,
and Conforti (2001) compared different clock drawing scor-
ing methods with ROC curve analysis, and Barr and McCrea
(2001) used it to determine a test’s sensitivity for detecting
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concussion. The major use of ROC curves for practicing clin-
ical neuropsychologists is in test selection. An ROC curve
provides valuable information about the ability of a test to
discriminate between normal and pathological or between
sufficient and insufficient effort. An ROC curve also provides
information about the trade-off between sensitivity and
specificity, and it is helpful in guiding decisions about the
most appropriate cutoff score to use in a particular situation
(e.g., Barr & McCrea, 2001).

Positive and Negative Predictive Power

One final statistical area in which neuropsychology is begin-
ning to show improved sophistication is in the application
of positive and negative predictive power in looking at clini-
cal assessment tests’ sensitivity and specificity. Historically,
neuropsychological research depended upon discriminant
analyses when looking at tests’ sensitivity and specificity.
However, to accurately determine sensitivity and specificity,
one must take into account base rates for the clinical popula-
tion or trait being used or measure; because discriminant

analysis alone does not do this, then a test’s true sensitivity
and specificity are not truly being measured.

Meehl and Rosen (1955) showed that the probability of
valid classifications depends on the base rate or prevalence of
the disorder in the clinical sample and that the base rate repre-
sents the proportion of valid test positives due to chance alone.
They showed that under certain conditions, even tests with
very good sensitivity and specificity can result in more classi-
fication errors than does chance alone. The sensitivity of a test
is most misleading for the clinician when the base rate of a dis-
order is very low, and the specificity is most misleading when
the base rate is very high. Rather than using inflexible cutoffs,
Meehl and Rosen argued that cutoffs should be adjusted to
local base rates to maximize the probability of valid test
discriminations.

Two statistics that are related to sensitivity and specificity
but better address the clinician’s needs are positive predictive
power (PPP) and negative predictive power (NPP). These
statistics take the base rates of a disorder into account. PPP is
defined as the number of true positives divided by the total
number of true and false positives. Similarly, NPP is defined
as the number of true negatives divided by the total number
of true and false negatives. PPP and NPP are reciprocally in-
fluenced by prevalence. A lower prevalence rate results in a
loss of PPP and a gain in NPP (Elwood, 1993). Although sen-
sitivity and specificity are independent of prevalence, they
are still related to PPP and NPP. A loss of specificity (i.e., an
increase in false positives) results in reduced PPP, whereas a
loss of sensitivity (i.e., an increase in false negatives) results
in reduced NPP.

NEUROIMAGING

With the advent and refinement of various neuroimaging
techniques and technology, a new opportunity has opened up
for neuropsychology. Initially, neuroimaging was very static
and limited to dry (structural) anatomy. Although these earlier
methodologies—head X rays, pneumoencephalography, CT
scanning and static MRI—were progressive and very useful
clinically, they were only capable of eliciting correlative data
regarding brain structure and brain functioning.

Modern, state-of-the-art neuroimaging techniques such
as SPECT, PET, fMRI, magnetic resonance spectroscopy
(MRS), and magnetoencephalography (MEG) have drasti-
cally advanced our level of understanding of brain-behavior
relationships. In essence, we went from a static, correlative
model of matching neuropsychological findings to lesions
on CT-MRI or EEG to a more dynamic-causative model
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through understanding cause and effect in healthy subjects.
These technological breakthroughs have expanded our under-
standing of brain-behavior relationships not only from a
scientific-research perspective, but also in terms of clinical
applications.

What is unique about functional neuroimaging and neu-
ropsychology is the interdependence they have upon each
other. Functional neuroimaging has evolved beyond simple
motor-sensory paradigms, and in order to use its full potential,
it must rely upon sophisticated neuropsychology paradigms
to elicit brain activation in heteromodal corticies and limbic
regions (required for complex cognition, memory, and behav-
ior). In the past, although static neuroimaging and neuropsy-
chology were helpful to each other, they were not functionally
dependent upon each other and often functioned in separate
vacuums. Because we already knew the correlative findings
between brain lesion location and deficit, static neuroimaging
was all that was needed to infer deficit. However, functional
neuroimaging changed all of this. Scientists can now directly
test hypotheses of brain-behavior relationships (both experi-
mentally and clinically) and use fundamental experimental
psychology principles of manipulating an IV (neuropsycho-
logical paradigms) and assess change in the DV (brain activa-
tion) rather than correlating changes in test scores with lesion
location (as has been the tradition with static neuroimaging).
Thus, in order to use functional neuroimaging, especially
fMRI, one needs the appropriate cognitive paradigms (unique
to the knowledge base of neuropsychologists) in order to elicit
brain activation.

Functional neuroimaging has already added an incred-
ible amount of scientific information about brain-behavior re-
lationships and has the potential for adding much more.
However, there is also significant clinical application for
functional neuroimaging. Probably the best example of this
application would be the use of fMRI as a replacement tech-
nique for the intracarotid amobarbital procedure (IAP; also
referred to as the Wada procedure). The IAP technique is an
assessment technique used in the presurgical evaluation for
intractable epilepsy (i.e., anterior temporal lobe resections
for an intractable seizure disorder). During the IAP, sodium
amobarbitol is injected into the carotid arteries in order to
anaesthetize each cerebral hemisphere separately to assess
for language laterality and memory abilities. Although the
Wada is well tested and considered the standard of care in
presurgical workups, it is a somewhat invasive procedure that
has some risks and limitations. The use of fMRI has been
explored and is starting to be used experimentally to deter-
mine its efficacy in the evaluation of language laterality (J. R.
Binder et al., 1996; Brockway, 2000; Hirsch et al., 2000;

Lehericy et al., 2000) and activation of modality-specific
memory systems (Detre et al., 1998; W. D. Killgore et al.,
1999). Tantamount to the method’s success is the develop-
ment of the appropriate cognitive assessment paradigms
developed by neuropsychologists.

Perhaps one of the most influential findings to come from
functional neuroimaging is proof of the concept that complex
(and even not-so-complex) behaviors and cognition require
the integration of many different brain regions configured
into rather large and complex neural systems or networks.
This finding clearly dispels the notion of neuropsychological
isomorphism between behavior and neuroanatomy (i.e., that
discrete areas of the brain were responsible for one and only
one function) and the concept of modularity of brain organi-
zation. Also, functional neuroimaging—particularly fMRI—
is starting to address such issues as cognitive efficiency and
how it relates to brain activation (such that more efficient
processing requires less activation). Prior to this technologi-
cal development, such topics were left up to theoretical
discussion only.

The following sections are very brief overviews of partic-
ular clinical areas or cognitive processes currently being
studied using functional neuroimaging.

Language

Functional neuroimaging in normal populations has gone be-
yond the early focus on primary motor and sensory areas and
is now exploring more complex, integrative regions of the
brain (secondary unimodal zones and heteromodal or tertiary
zones). The studies most related to neuropsychological issues
are language, memory, and executive functions. These func-
tional activation studies are aimed at elucidating specificity
of functions in underlying neural networks. Beyond the clas-
sical language areas of Broca’s and Wernicke’s new areas
continue to be identified. Regions contiguous to these known
areas of expressive and receptive speech also play important
roles in language. New areas identified as playing important
roles with receptive language include the middle temporal,
inferior temporal, fusiform, supramarginal, and angular gyri.
The role of the insular cortex in the rapidity of automatized
phonological processing is noteworthy for facilitating fluent
reading (Shaywitz et al., 1995). There are emerging data as to
gender differences and the functional organization of lan-
guage (Frost et al., 1997). Similarly, the neural circuitry in-
volved in complex visual object recognition and semantic
memory has been mapped using fMRI (Ishai, Ungerleider,
Martin, & Haxby, 2000; see Martin & Chao, 2001). It is in-
teresting to note that their findings indicate that the cortical
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areas involved in recalling the names of objects are located
near the representation of the physical attributes for the
objects. This finding indicates a highly complex distributed
network rather than isolated, modular areas of storage.

Executive Control and Memory

Another area extremely important in neuropsychology is
memory processing. The supervisory attentional system or
central executive that modulates the verbal and visual-spatial
aspects of short-term memory are a major area of study. fMRI
studies can quantitatively assess relationships between brain
activation states and higher cognition. The role of the dorso-
lateral prefrontal cortex (DLPFC) in the shifting, planning,
and organizing of mental processes has been demonstrated by
various experimental paradigms (Nystrom et al., 2000). The
registration of novel information (i.e., anterograde memory
processing) and subsequent transfer from short-term storage
to long-term storage have been confirmed through fMRI stud-
ies showing activation of the bilateral posterior hippocampal
formations, parahippocampal gyri, and fusiform gyri (C. E.
Stern et al., 1996), whereas the anterior hippocampus may be
preferentially involved memory encoding (see Schacter &
Wagner, 1999). Similarly, others have identified other brain
areas involved in memorial processes (primarily prefrontal
and mesial temporal structures) and thus have started to show
the complex brain circuitry involved in memory (see Buckner,
Logan, Donaldson, & Wheeler, 2000; Cabeza & Nyberg,
2000; Fletcher & Henson, 2001).

Schizophrenia

Since the work ofAndreasen and colleagues in the early 1990s,
we have obtained objective, empirical evidence of struc-
tural anomalies associated with schizophrenia (Andreasen,
Ehrhardt, et al., 1990; Andreasen et al., 1993; Andreasen et al.,
1997). The dilatation of ventricular size in these patients was
the earliest potential link between underlying neuropathologi-
cal changes and psychiatric manifestations. Subsequent MRI
studies (Chua & McKenna, 1995) replicated the findings of in-
creased lateral and third ventricle enlargement in persons diag-
nosed with schizophrenia. Ventricular brain ratio (VBR)
increases were seen most often with persons diagnosed with
chronic schizophrenia who consequently had smaller frontal
lobes, along with temporal lobe asymmetries and changes
related to the size and surface area of the planum temporale
and reduction in size and volume of the corpus callosum
(Andreasen, Swayze, et al., 1990). Subcortical increases in
gray matter in the basal ganglia were also reported (Hokama
et al., 1995). Neuropsychological deficit patterns seem to be

linked to structural anomalies within the DLPFC, with the left
hemisphere demonstrating more significant changes (Lawrie
et al., 1997). PET studies over the last two decades have iso-
lated functional metabolic changes through the use of radio-
active isotopes such as 2-fluorodeoxyglucose (2-FDG 015). A
diminution in glucose metabolism was seen in various regions
of the frontal lobes of schizophrenic patients. This hypofrontal-
ity became a functional neuroradiological marker associated
with this disease entity. Neuropsychological testing of these pa-
tients revealed dysexecutive functioning and anterograde
memory impairment as associated neurobehavioral sequelae.
These neuropsychological findings seem directly related to
these metabolic lesions, which may be at the root of the poor re-
ality testing—that is, delusional thinking and disorganized
ability to connect cognition to emotions. Recent fMRI research
is confirming prefrontal dysfunction on tasks of working
memory (Perlstein, Carter, Noll, & Cohen, 2001). See Meyer-
Lindenberg and Berman (2001) for a review prefrontal dys-
function in schizophrenia.

Affective Disorders

Structural and functional deviations were also seen on neu-
roimaging studies of affective disorders (unipolar and bipolar
types; Videbech, 1997). The expanded width of the third
ventricle and volume reductions of the basal ganglia were no-
table. Functional imaging with a number of radioisotopes
demonstrated pathological changes associated with affective
disorders. For depression, left (inferior) prefrontal region and
anterior cingulate gyrus hypometabolism is a hallmark finding
(see Bench, Friston, Brown, Frackowiak, & Dolan, 1993;
Podell, Lovell, & Goldberg, 2001; and Mayberg, 2001, for re-
views). The neuropsychological and neuroimaging data collec-
tively demonstrated cognitive sequelae linked to metabolic
changes within specific brain regions and their interconnecting
neural networks. The bilateral inferior frontal gyri and right an-
terior cingulate gyrus seem to be implicated in the emotional
aspects of behavior (George et al., 1993). Patients with elated
and depressed moods demonstrated dysfunctional cognition on
verbal fluency tasks. Associated metabolic changes were seen
in the thalamus, cingulate gyrus, premotor and prefrontal cor-
tices of the left hemisphere (see Mayberg, 2001).

In studies of generalized anxiety disorder (GAD), there
were hypermetabolic changes in the frontal, temporal, and
parietal corticies, and reductions were seen in the metabolic
state of the basal ganglia. Relative to healthy controls, sub-
jects with obsessive compulsive disorder (OCD) demon-
strated metabolic increases in the head of the caudate nucleus
and orbital gyri. SSRI treatments of OCD patients showed
metabolic decreases in the entire cingulate gyrus (Baxter
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et al., 1992; Perani et al., 1995). Neurochemical changes
were noted after behavioral interventions, psychopharmaco-
logical interventions, or both were undertaken. Posttreatment
data revealed metabolic decreases in the entire cingulate
gyrus that was associated with clinical improvement. Also re-
vealed was the role of the amygdala in relation to anxiety-
producing stimuli. Collectively, neuroimaging studies have
linked limbic and paralimbic structures to the processing of
emotional behaviors (George et al., 1993).

Dementia

In dementias, metabolic reductions were seen in both the
anterior and posterior tertiary zones, as well as unimodal
association areas within all cortices (Frackowiak, 1989;
Smith et al., 1992). Dementias have also demonstrated hy-
pometabolic changes in limbic, paralimbic, diencephalic, and
periventricular regions (Mielke et al., 1996). Corresponding
neuropsychological deficits are most prominent on measures
of anterograde memory and executive functioning, with addi-
tional material-specific disturbances reported when discrete
focal areas were implicated. Modulation within the choliner-
gic neurotransmitter system is often associated with amnestic
changes. The right midfrontal gyrus seems to be linked to
both working memory and general executive functioning in
support of these activities (Furey et al., 1997). A review of
numerous studies has revealed that although serotonergic
and cholinergic neurotransmitter systems have been impli-
cated in dementias—especially those of the Alzheimer’s
type—there are probably many additional neurotransmitter
systems involved as well.

Transcranial Magnetic Stimulation

Unilateral repetitive transcranial magnetic stimulation (rTMS)
is an experimental procedure currently under development that
has great promise as a new breakthrough treatment for various
psychiatric disorders. Several studies have demonstrated its ef-
ficacy in treating depression, mania, anxiety, and other psychi-
atric disorders (Klein et al., 1999; see George, Lisanby &
Sackiem, 1999, for a review). rTMS works by placing a coil on
the scalp over the prefrontal region, unilaterally, and passing
a subthreshold electrical current (frequency ranging from
1–20 Hz). rTMS causes both neuronal excitation (fast rTMS)
or inhibition (slow rTMS) depending upon frequency. It has the
possibility of replacing electroconvulsive therapy because it
may be able to effectively treat depression without the need for
anesthesia, it does not produce a seizure, and it may not have
any significant cognitive side effects (Koren et al., 2001).
However, its potential application in neuropsychology is that it

can cause a temporary reversible lesion or selectively activate a
very focal area of cortex. This capability allows for very well-
controlled neuropsychological studies (using an A–B or
A–B–A paradigm) in which very focal areas of cortex can be
assessed in terms of excitation or as a lesion. What is yet to be
determined is whether rTMS can incite a large enough area of
cortex for meaningful research. For example, unilateral pre-
frontal rTMS is used in treating depression. This model can be
applied to healthy volunteers and allow neuroscientists to se-
lectively study unilateral prefrontal functions using either a
temporary, reversible lesion (as in slow rTMS) or focal excita-
tion (as in fast rTMS).

FUTURE DIRECTIONS

Neuropsychology has enjoyed a wide range of growth and
development over the past several decades, particularly
within the past several years. This growth and development
has been fueled by technological advancements, such as
more innovative and powerful neurodiagnostic equipment
and tests such as fMRI, innovations in computerized and
paper-and-pencil assessment techniques, and application of
statistical procedures to improve assessment accuracy. Clini-
cal neuropsychology has also grown by creating new clinical
niches such as sports-related concussion assessment, as well
as by improving already existing clinical specialties—for
example, forensic clinical neuropsychology.

Other issues or factors are on the horizon and should con-
tinue to shape neuropsychology in the near future and may have
a profound impact on the field. For example, we believe that
there is a need for greater consistency within clinical neuropsy-
chological assessments. The field needs to have more consis-
tency not only in the tests used but also in the normative data
being applied. We often see that the use of slightly different
normative tables can drastically alter test results. Although
having various normative tables for the same test is appropriate
based upon varying demographic variables, often one can find
the misuse of normative tables. For example, a large normative
sample was developed out of the Mayo Clinic called the Mayo
Older Adult Normative Study for older subjects (MOANS
norms) for various commonly used neuropsychological tests
such as Wechsler Memory Scale—Revised and the Mattis
Dementia Rating Scale (Ivnik, Malec, Smith, Tangalos, &
Petersen, 1996; Ivnik et al., 1992; Lucas et al., 1998). However,
this normative sample tends to be highly educated (mean
education of 13.1 years) and consists of disproportionately
Caucasian suburbanites. Often we have seen clinicians apply
these norms to urban African American populations. When the
MOANs norms are compared to those of other recent studies
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(Banks, Yochim, MacNeill, & Lichtenberg, 2000), one can
clearly see the effects the demographic factors have on the test
scores and how they can lead to a different interpretation. We
would like to see better application of more demographically
appropriate normative data.

Just as in the previously described problem, we would like
to see a greater degree of fractionation of large normative
samples to allow more accurate matching to the individual
client. For example, the WMS-III is based on a large, census-
matched normative sample. The normative data are broken
down by age, but there is no way to take into account other
variables (e.g., gender and education) that affect memory
skills. (The same would apply to WAIS-III.) One would think
that such a breakdown is a relatively easy thing for the pub-
lishers to do or allow others to do, but it has never been
allowed.

Another interesting trend that we see in clinical neuropsy-
chology is the incorporation of other disciplines into assess-
ments. For example, in our clinics we often incorporate
functional assessment techniques (such as the Independent
Living Scales; Loeb, 1996) into our traditional neuropsycho-
logical assessment (see Baird, Podell, Lovell, & McGinty,
2001). This practice allows for a more comprehensive assess-
ment that helps to address issues of functioning at home. It
only improves the comprehensiveness of the neuropsycholog-
ical assessment and better helps the patient and improves the
role neuropsychology can have in the care of the patient.

Technological breakthroughs in neuroimaging have greatly
improved our neuropsychological knowledge base. We believe
that we have only seen the tip of the iceberg and that we will
continue to see a rapid expansion of knowledge and under-
standing of brain-behavior relationships for years to come.
Also, we believe that the rapid development of neuroimaging
techniques has the potential to alter clinical neuropsychologi-
cal assessment as we know it today. We foresee two probable
changes. First, we believe that as neuroimaging techniques de-
velop, we will start to see greater and greater assimilation of
neuroimaging in daily clinical assessment. Such developments
can already be seen in (for example)  fMRI and MEG mapping
of motor and sensory regions prior to neurosurgical interven-
tion and—as mentioned previously—in Wada replacement
techniques currently being developed. Second, if this trend
is the future, then clinical neuropsychology assessment needs
to undertake a paradigm shift in its conceptualization of as-
sessment techniques and tools. This paradigm shift must have
two components. First, it must change its entire conceptualiza-
tion of how to develop tests and techniques; second, it must
redesign how the tests are physically developed and adminis-
tered. For example, current neuropsychological tests may
not be entirely appropriate for use with fMRI; we are starting

to see this limitation somewhat already. fMRI studies of
working memory have developed new tests to tap this cogni-
tive construct. Also, neuropsychology must incorporate
computers in testing more because paper-and-pencil testing
does not lend itself to fMRI or other advanced neuroimaging
techniques.

Innovations in clinical assessments have led to new clini-
cal niches such as sports-related concussion assessment and
our improved forensic assessment techniques. As the econ-
omy and health care continue to place pressure on traditional
neuropsychological testing, our field will need to continue to
be creative in countering the negative impact managed care
has upon our clinical assessments. One of our fears is how this
situation will affect training future neuropsychologists. We
have already seen a trend toward shorter test protocols dic-
tated by highly intrusive utilization management of the insur-
ance companies. These shorter batteries can compromise
clinical training (let alone quality of care) in that the trainees
will not see the full complement of cognitive deficits with
limited protocols. Although the field does need some adjust-
ment, there is concern that training will become compromised
as it is placed between the proverbial rock and a hard place
wherein large institutions try to keep their training programs
viable while balancing the need to cut costs (e.g., use shorter
protocols) yet provide a diverse enough training experience.
We also are concerned, as is all of health care, of the potential
brain drain that managed care and the shrinking health care
dollar have on attracting (or should we say steering away)
talented young individuals to more lucrative professions.

The future of neuropsychology is still blossoming with
many more exciting developments waiting to happen. How-
ever, as in all other health care fields, neuropsychology is also
in the midst of historical changes from external forces (com-
mon to all industries), and it must be able to weather the
storm if it wants to survive as a strong and viable clinical
service and area of research growth.
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Despite difficulties in reaching a consensus as to what inter-
ests are, how they develop, and how best to classify them,
psychologists have created a number of assessment tools for
measuring them, and the test-publishing industry has turned
occupational interest inventories—the most common type of
interest measure—into a flourishing business. Decades of re-
search (yielding thousands of publications, making this nec-
essarily a highly selective review) have established interests
as their own major psychological domain, comparable in
scope and importance to abilities and personality traits; as-
sessment of interests has therefore become a mainstay of
many psychologists and allied professionals. However, sug-
gestions that group membership (e.g., age, sex, culture) may
affect the validity of interpretations of interest measures for
some purposes should inspire reasonable caution on the part
of researchers and users alike.

In this chapter, we address issues related to the psychol-
ogy and measurement of interests, as well as issues relating
to future research directions. Specifically, this chapter be-
gins with a discussion of a definition of interests, offering a
working definition of the nature of interests. Many of the
major interest-assessment measures, some of them among
the longest-lived and most psychometrically sophisticated

measures in psychology, are then presented and briefly dis-
cussed. General findings and themes on the reliability and va-
lidity of interests are reviewed along with issues of group
differences in their measurement. Interests are then placed in
a broader context by looking at the relationships among in-
terests and other domains, especially personality and ability.
Finally, the chapter outlines some needed research that may
help take interests to the next level of understanding and
practical applications.

DEFINITIONS OF INTERESTS

Savickas (1999) and Crites (1969) each provided useful defi-
nitions of interests drawn from the major researchers in the
field. They noted the impact of definitions of interests prof-
fered by E. K. Strong Jr. Strong (1955) essentially accepted
the Webster’s dictionary definition, “a propensity to attend to
and be stirred by a certain object,” along with four attributes:
attention and feeling for an object, intensity (preference for
some activities over others), and duration. Savickas sug-
gested that each of these attributes reflects an area of theoret-
ical and research activity related to interests in the first third
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of this century. The formal definition of interests offered by
Strong was

activities for which we have liking or disliking and which we go
toward or away from, or concerning which we at least continue
or discontinue the status quo; furthermore, they may or may not
be preferred to other interests and they may continue varying
over time. Or an interest may be defined as a liking/disliking
state of mind accompanying the doing of an activity, or the
thought of performing the activity. (p. 138) 

For Strong (1943), interests do not require consciousness or
even thought; “they remind me of tropisms. We go toward
liked activities, go away from disliked activities” (p. 7).

Lowman (in press) similarly defined interests as “rela-
tively stable psychological characteristics of people [that]
identify the personal evaluation (subjective attributions of
‘goodness’ or ‘badness,’ judged by degree of personal fit
or misfit) attached to particular groups of occupational or
leisure activity clusters.” Within this definition, interests refer
both to occupations that a person is likely to find appealing
and satisfying, and to leisure interests and avocational in-
terests that are likely to be enjoyable and to bring long-term
satisfaction.

DEVELOPMENT OF INTERESTS

Several alternative—and not mutually exclusive—concep-
tualization of interests have been proposed. Although these
approaches have never had the devoted enthusiasts that have
attached to, say, approaches to psychotherapy, they still pro-
vide a useful categorizing and classifying approach.

Psychoanalytic theories of the development of personality
strongly influenced Roe’s (1957) account of the nature of
interests, which stimulated several studies testing the rela-
tionship between quality of parent-child relationship and sub-
sequent development of the child’s vocational interests.
However, empirical studies in general found little support for
Roe’s theory, suggesting that the environment—and especially
the early parent-child relationship—may have relatively little
lasting effect on the development of interests, seemingly dis-
proving her theory. Roe (in Roe & Lunneborg, 1990) acknowl-
edges as much. Freud’s psychosexual stage model apparently
also influenced Holland’s original statement of his theory of vo-
cational choice (1959). Bordin (1994) and Brown and Watkins
(1994) reviewed modern psychodynamic approaches to inter-
ests and career issues.

The social learning approach to interests assumes that
since they derive from appropriate reinforcements, parents
and educators or interactions with one’s environment may

shape interests in preferred directions (Mitchell & Krumboltz,
1990). Theories with this basis assume, essentially, that people
learn to become interested in what they are good at, and dis-
interested in what they are bad at, based on feedback from
others. Holland’s (1997a) current version of his vocational
personality theory of the development of interests assumes
that most interests are acquired through social learning expe-
riences. Whatever biological factors may predispose to partic-
ular interests, environments, Holland contends, are composed
of people with more similar interest patterns than not. These
environments both attract others with similar patterns and in-
fluence the behavior of others by making those who stay in the
environments more like the dominant interest patterns in the
group (see L. Gottfredson, 1999; Walsh & Chartrand, 1994).
Dawis’s theory of work adjustment (1991) also posits the en-
vironment as consisting of reinforcers that attract and sustain
particular types of people and behavior.

Genetic models assume that interests have considerable
inheritability, suggesting a more fixed and determinative
approach (see, e.g., McCall, Cavanaugh, Arvey, & Taubman,
1997; Moloney, Bouchard, & Segal, 1991). L. Gottfredson
(1999) reviewed evidence from the as yet somewhat small
behavior-genetic literature on psychological traits, including
vocational interests. She concluded that there exists convinc-
ing evidence from twin and other studies that a sizable
proportion of the variance in measured psychological traits,
including interests, has a genetic component and that this pro-
portion tends to increase with age (i.e., environmental effects
decrease). In addition, shared family effects on the observed
traits (i.e., effects of global factors shared across children in
the family) tend to decrease with age, becoming much less a
factor by adolescence. Thus, as represented by their measured
characteristics such as abilities and interests, individuals es-
sentially reach a period of maximum independence from the
forces of family of origin and genes during their adolescent
and early adult years, at the same time that secondary and
higher education and the world of work would presumably
serve to affect skills and motivations.

MEASUREMENT OF INTERESTS

Measurement Options

This review of interest theories suggests that theorists have
developed somewhat incompatible accounts for the develop-
ment of interests. Given this lack of consensus, it may appear
surprising how much similarity exists among widely used
measures of interests, which are almost always inventories
consisting of statements about the strength of an individual’s
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interest in particular activities or occupations. Although a
variety of methods of assessing interests has developed over
the past century, most of this diversity flourished only in the
first decades and then vanished. Nevertheless, we can discuss
different ways to measure interests (most with historical
examples) and point to some ongoing efforts to diversify
measurement methods. 

The first and most important distinction is between inter-
ests as observed behavior versus self-reported feelings or
thoughts. One may observe a person’s behavior and infer his
or her interests from it, on the assumption that people would
not engage in behavior if they were not interested in it. Closely
related to actually observing behavior would be to infer inter-
ests from behaviors recorded on behavioral checklists or bio-
graphical data forms, both of which often turn out to be strong
predictors of job-related performance, and presumably there-
fore of fit to jobs. Crites (1999) noted that although observed
behavior could provide indicators of interests, noninterest
factors such as family and social pressures could affect them
more than, say, expressed or inventoried interests. It is much
more common to assess interests through self-reports of intro-
spective states such as feelings or thoughts, such as through
interest inventories.

The second important distinction is between measures of
interests as tests versus inventories. On the assumption that
people will learn more about that in which they are interested,
tests can be constructed reflecting knowledge or skills across
different occupational or leisure activity areas; individual dif-
ferences in performance on these tests may reflect differences
in practice or attentiveness associated with such activities,
and therefore serve as indicators of underlying interests.
Some vocabulary-based and knowledge-based interest inven-
tories saw brief service in the middle of the last century, but
apparently only briefly, and they were soon displaced by the
growing popularity of inventory-based measures, in which an
answer to an item on a questionnaire does not have an objec-
tively correct answer. Super (1949, pp. 474–480) described
and evaluated information tests (such as those on which
Super worked during World War II), and the degree to which
they might serve as indicators of interests. Crites (1999) con-
cluded that although the idea of an interest test was intrigu-
ing, subsequent research has shown them lacking in criterion
and predictive validity.

The third important distinction is between expressed versus
inferred interests. Inferred interests have been assessed not
only by inventories but also by tests and observed behavior.
One way to assess a feeling or thought is to ask directly; the
direct expression of that feeling or thought may involve differ-
ent psychological processes than would a more indirect as-
sessment of the same construct. Expressed interests may also

be more likely to tap not only an individual’s current interests,
but also the sort of interests he or she wishes to have.

Specific Measures of Interests

We shall discuss several popular or widely used measures of
interests, including the Strong Vocational Interest Blank
(Strong Interest Inventory), the Campbell Interest and Skill
Survey, the Kuder Occupational Interest Survey, the Unisex
Edition of the ACT Interest Inventory, the Self-Directed
Search, the Vocational Preference Inventory, Johansson’s
measures, and the Interest-Finder Quiz. From consulta-
tions with colleagues, Savickas (1998) identified the first five
as being widely used and included them in a special issue of
the Career Development Quarterly dedicated to interpreting
interest inventories. Our focus will be the design and types of
scales within each inventory, other similarities and differ-
ences between the measures, and how the measures support
joint interpretation with other constructs such as abilities and
skills. Although we generally limit our discussion to paper-
and-pencil versions, in many cases publishers have already
adapted the measures for computerized administration, and
increasingly administration via the Internet.

Strong Vocational Interest Blank
(Strong Interest Inventory)

Strong began development of his Strong Vocational Interest
Blank (SVIB) in the 1920s (see Donnay, 1997; Donnay &
Borgen, 1996b). The current version is the Strong Interest
Inventory, Fourth Edition (SII; Hansen, 2000; Harmon,
Hansen, Borgen, & Hammer, 1994; see also Harmon & Borgen,
1995), which has several sets of scales formed from 317 items
(most items contribute to several scales). The response format
varies slightly across the sections of the SII, although in most
cases the examinee responds to one of three levels of endorse-
ment of an item (essentially like, dislike, and indifferent).

The original set of scales in the SVIB and still the most
numerous set in the SII are the Occupational Scales. These
scales offer separate norms for comparisons to women and
men in particular occupations. The Occupational Scales in-
clude items from the SII that serve to distinguish members
of the occupational norm group from members of a general
population sample.

The next set of scales developed were the 25 Basic Inter-
est Scales, homogenous scales that measure specialized in-
terests in a presumably pure form. Next developed were the
General Occupational Themes (GOTs), based on Holland’s
six types (Realistic, Investigative, Artistic, Social, Enter-
prising, and Convention), with explicit use made of their
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organization within Holland’s hexagon in reporting results.
(David Campbell and John Holland reportedly selected the
original items to comprise the GOTs based primarily on how
much they seemed to relate to the various personal orienta-
tions; thus, one could argue that the original themes were based
mainly on rational rather than empirical scale construction
methods. However, a different and more empirical basis un-
derlies the GOTs of the current edition of the SII.) In addition,
both the Occupational and Basic Interest scales are classified
into best-corresponding Holland interest types for purposes of
reporting results. Finally, a set of personality-related scales has
been included across various editions of the SVIB; they are
now grouped in the Personal Style Scales of the current SII, for
which Lindley and Borgen (2000) have demonstrated pre-
dicted relations to the Big Five personality traits.

Because the Occupational Scales of the SVIB and SII tend
to focus more on occupations requiring a college or profes-
sional education, some authors have argued that that the
SVIB is relatively less useful for non–college bound students.
Although it is true that the Occupational Scales are more rep-
resentative of occupations requiring college or professional
education, skilled interpretation of the SII may extend its
reach to occupations in general. In particular, one may deter-
mine a three-letter Holland code from rank ordering scores on
the GOTs and the other scales organized by Holland’s types;
one may then, using a crosswalk such as the Dictionary of
Holland Occupational Codes (G. D. Gottfredson & Holland,
1996), match an SII profile to almost any occupation.

A more serious constraint in the general use of the SII may
be its relatively high reading level. Although its manual
claims a reading level at Grade 9, its effective reading level
may be somewhat higher. Caution in the use of the SII with
individuals in Grade 10 or lower is therefore suggested.

The SII’s companion measure, the Skills Confidence In-
ventory (SCI; Betz, Borgen, & Harmon, 1996), assesses self-
ratings of skills on dimensions corresponding to many facets
of the SII. These dimensions include the Holland personal
orientations assessed through the SII’s GOTs.

Campbell Interest and Skill Survey

The Campbell Interest and Skill Survey (CISS; Campbell,
1994, 1995; Hansen & Neuman, 1999) is one of a family of
career-assessment measures by Campbell and his colleagues,
with companion instruments measuring leadership traits and
related constructs of interest to organizations. The CISS con-
sists of 200 interest and 120 skill items. An 11-page report
provides scores on seven Orientation Scales (Influencing,
Organizing, Helping, Creating, Analyzing, Producing, and
Adventuring) that generally correspond to Holland’s scales
except for having two realistic analogues (Producing and

Adventuring); 29 Basic (interest and skill) Scales (clusters of
occupations and skills, such as mathematics and science
grouped with “write computer programs . . . perform lab re-
search”); 60 Occupational Scales; and 2 Special Scales (Aca-
demic Focus and Extraversion, corresponding to the scales
on the previous edition of the SII). This design clearly is sim-
ilar to that used by the SII, with which it competes head-to-
head in the market. Such similarity is hardly surprising, given
that Campbell had directed development of the Strong for
many years before moving on to develop the CISS.

Perhaps Campbell’s most persuasive argument for use of
the CISS instead of the SII appears to be that one may obtain
an essentially identical set of scales despite the administration
of many fewer (interest) items with the CISS (200, vs. 317 for
the SII), which he argues is possible because of the use of a
six-level Likert response format for items, compared to the
SII’s three-level response format. As with the corresponding
scales on the SII, the Orientation and Basic scales on the
CISS are homogenous, while the Occupational Scales are
developed through use of occupational criterion groups. An-
other difference between the SII and the CISS is that where
the SII’s occupational norms were developed separately by
gender, the CISS relies on combined-gender occupational
groups, along with adjustments in development of the occu-
pational norms to make up for sample differences in gender
ratios. Occupational Scale scores are also reported somewhat
differently than the corresponding scales on the SII, but still
make use of comparisons of occupational group responses
compared to a general reference-group sample (with the
general reference sample including both genders). Another
(minor) differences lies in Campbell’s use of seven personal-
orientation categories, compared to Holland’s six, as we have
already discussed. The reading level for the CISS (intended to
be readable by the average person aged 15 or older) appears
to be comparable to that of the SII; however, the CISS also of-
fers definitions of occupations, perhaps easing the vocabulary
burden, especially for individuals without much exposure to
occupational information in their daily lives.

The CISS report provides recommendations for explo-
ration of different occupational options: pursue (high inter-
est, high skill), develop (high interest, low skill), explore (low
interest, high skill), and avoid (low interest, low skill). Coun-
selors may similarly compare interest inventory results on the
SII (using the SCI for comparison), but such comparisons are
not directly built into an automated report.

Kuder Occupational Interest Survey

Kuder (1939) began to develop his family of interest mea-
sures (e.g., Kuder, 1948, 1991; Kuder & Diamond, 1979)
within a decade after the initial publication of the SVIB.



Measurement of Interests 471

Today’s versions include the Kuder Career Search (KCS;
plus a related KCS with Person Match), Kuder General
Interest Survey Form E, and the Kuder Occupational Interest
Survey Form DD (KOIS; Diamond & Zytowski, 2000;
Kuder, 1991). The KOIS, like the SII, includes criterion-
based occupational scales, plus college-based major scales.
The measure has 100 items, each formed of a triad of options;
most and least preferred activities in each triad are chosen.
Similarities between an examinee’s responses to those typical
of an occupation are calculated directly, without reference to
differentiation from members of general population samples.

KOIS results are also reported for the examinee’s norm
group by gender across 10 vocational areas and those of satis-
fied workers in approximately 100 occupations. Although the
10 groups differ from Holland’s six orientations, the scores
and results can be interpreted in terms of those six orientations.
The Kuder reportedly has a sixth-grade reading level, but typ-
ical use of the measure is with Grade 11 and above. Those in
lower grades may find the reading level challenging.

Containing 60 triad-based items, the KCS is substantially
shorter than the KOIS, and reportedly has a reading level that
is truly closer to that of sixth-graders. It reports results into
the same 10 Activity Preference Scales as used by the KOIS,
along with six Career Cluster Scales (corresponding to
Holland’s six personal orientations), and Person-Matches
corresponding to the 253 occupational classifications re-
ported in the U.S. Department of Labor publications, extend-
ing the KCS’s usefulness to include the full range of students,
and not only those bound for college.

Unisex Edition of the ACT Interest Inventory

The Unisex Edition of the ACT (American College Test) In-
terest Inventory (or UNIACT) is one of the most widely used
interest measures in the world, according to one of its authors
(Swaney, 1995). The test is not marketed directly to coun-
selors or examinees as a stand-alone measure but rather is
available only through bundling with other ACT products,
such as career-planning packages sold or licensed to schools,
or the ACT college entrance examination.

Prediger and Swaney (1995) provide a thorough discus-
sion of two forms of the UNIACT, each consisting of 90
activity-based items (as with the KOIS and KCS, only activi-
ties are used), 15 for each of the six Holland personal orienta-
tions, yielding the six Basic Interest Scales (Technical,
Science, Arts, Social Service, Business Contact, and Business
Operations, corresponding to the Holland orientations of
Realistic, Investigative, Artistic, Social, Enterprising, and
Conventional, respectively). The UNIACT also organizes its
report according to a two-dimensional framework that incor-
porates the orientations measured by the Basic Interest

Scales. The first or these dimensions describes a Data-Ideas
dimension (with Business Contact and Operations on the
Data extreme, and Arts and Sciences on the Ideas extreme).
The second delineates a People-Things dimension (with
Social Service on the People extreme, and Technical on the
Things extreme). The UNIACT report makes use of a coordi-
nate system defined by these two bipolar dimensions to locate
examinees, academic majors, and occupations within the
same two-dimensional space, yielding the World-of-Work
Map, a practical tool for inventory interpretation and coun-
seling. Within this map, the UNIACT report clusters 23 job
families within 12 regions. Interpretation of UNIACT results
relies heavily on the spatial position of the examinee in rela-
tion to job families and regions. Perhaps the major difference
between the UNIACT and the previously discussed measures
is the decision to seek to eliminate gender-related differences
in scale scores by retaining only items that showed no gender-
related differences.

Self-Directed Search

Holland’s Self-Directed Search (SDS; Holland, 1994; Holland,
Fritzsche, & Powell, 1994) differs from the previously
discussed interest inventories in several important respects.
First, examinees can score and interpret it for themselves.
Second, self-administration of the SDS encourages reliance on
raw scores in lieu of scaled scores and comparisons to norma-
tive samples, which provides a simpler, if not always the most
accurate, understanding for non–technically trained persons.

Spokane and Holland (1995) provide a review of the fam-
ily of SDS measures, including Form R (Regular) for high
school (or younger, for students with a minimum of sixth-
grade reading ability) through adult; Form E (for adults and
older adolescents with low (Grade 4 to 6) reading level; Form
CP for higher-level individuals in organizations; a version
for use with middle-school students; and versions in other
languages. The sections of the SDS include Occupational
Daydreams (examinee lists as many as eight occupations),
Activities (six scales corresponding to each of the Holland
vocational types, 11 items each), Competencies (six scales,
11 items each), Occupations (six scales, 14 items each), Self-
Estimates (two sets of 6 ratings). In all sections except Occu-
pational Daydreams, item response involves simply checking
the item to endorse it; scores from each section except Occu-
pational Daydreams contribute to summary scores for each of
the six types, from which the examinee may determine his or
her three-letter Holland code. Once the code is determined
(say, Realistic-Investigative-Enterprising), one may use the
code as the basis for exploring classifications of occupations,
college majors, and leisure activities for corresponding (rea-
sonable) matches to the code. 
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Holland was also the first author to seek to assess and
integrate abilities and skills (via self-ratings) with interests
within the same assessment system; in this way, the SDS
anticipated the CISS, the SCI, and even the ability assess-
ment systems into which ACT has embedded the UNIACT.
In fact, the market success of the SDS probably spurred these
changes in the other major measures.

Vocational Preference Inventory

Holland’s original measure of personal orientations was the
Vocational Preference Inventory (VPI; Holland, 1958, 1985),
consisting of 160 occupations representing his six vocational
personality types as well as five additional personality traits
(Self-Control, Status, Masculinity-Femininity, Infrequency,
and Acquiescence). Counselors can use (raw) scores from the
six personality types to locate matching occupations, majors,
or leisure activities in various resources. The measure offers
the advantages of brevity and low cost, along with informa-
tion about some additional personality-related traits, and—
unlike with the SDS—the examinee does not know how
particular items will contribute to various scales. However,
the origin of the test’s norms appears not to be clearly de-
fined; at this point they need updating, and the validity evi-
dence for the test could use newer studies, particularly
establishing that the occupational titles in the test are still cur-
rent and differentiating.

Johansson’s Measures

Johansson has developed another family of interest invento-
ries, two of which are especially appropriate for use with non-
college-bound or nonprofessional populations. The earliest
developed—the Interest Determination, Exploration, and As-
sessment System (IDEAS; Johansson, 1980)—essentially pro-
vides a replication of the SDS. It is a self-directing inventory
yielding six Holland orientation scores and associated basic in-
terest scales (all using combined gender norms) organized by
orientation, appropriate for use by individuals not bound for
college. The CareerAssessment Inventory–Vocational Version
(CAI-VV; Johansson, 1982) and the CareerAssessment Inven-
tory–Enhanced Version (CAI-EV; Johansson, 1986) are mod-
eled closely on the SII, with each including criterion-based
occupational scales, basic interest scales, and scales for each of
Holland’s personal orientations. The CAI-VV’s design reflects
intention for use with individuals not aiming for careers in the
professions. The CAI-EV is intended to be more broadly ap-
plicable, through incorporation of more items and reporting
that is more reflective of professional occupations. The manu-
als report the reading levels for the CAI-VV and CAI-EV to be

Grade 6 and Grade 8, respectively; however, as with the SII,
KOIS, and similar measures, examinee unfamiliarity with
some terms (especially occupational titles) suggests the need
for caution in administration to younger students (see Vacc &
Hinkle, 1994).

Interest-Finder Quiz

The Interest-Finder Quiz is part of the Armed Services Voca-
tional Aptitude Battery (ASVAB) assessment offered for
no cost through a majority of American high schools for
purposes of military enlisted recruitment and selection (see
Wall & Baker 1997). The Interest-Finder appears to be an
adaptation of the SDS to be used in military recruitment, and
to provide an interest inventory to complement the aptitude-
oriented ASVAB. The measure includes six 40-item scales for
each of Holland’s personal orientations; each of the six scales
includes three sections of items, based on activities (14 items),
training (12 items), and occupations (14 items).

Other Inventories and Methods

Some other inventories of interest include the COPSystem
(Knapp-Lee, 1995), the Harrington-O’Shea Career Decision-
Making System (HOCDMS; Harrington & O’Shea, 2000), the
Jackson Vocational Interest Survey (JVIS; Jackson, 1991),
the Vocational Interest Inventory (VII; Lunneborg, 1981), and
the Chronicle Career Quest (CCQ, Forms S and L; CGP Re-
search Staff, 1992; see review by Livers, 1994). Of these mea-
sures, the COPSystem and HOCDMS probably are the most
widely used. There are also several card sorts for measuring
interests; Hartung (1999) discusses their rationale, history, and
availability, including a review of eight interest card sorts of
potential interest to users. Additionally, measures exist for
classifying occupations rather than persons on interest-related
factors (see, e.g., Gottfredson, 1986a).

Summary

Which measure of interests is preferable under what circum-
stances? No single measure of occupational interests can be
declared universally superior for use in all circumstances and
with all populations (Eby & Russell, 1998). The relative mer-
its and limitations of each measure are counterbalanced by
others. Some are preferable for certain age groups or reading
levels, others for particular educational levels. The SVIB
includes one of the most impressive normative bases and one
that is regularly updated; the SDS lends itself to individual ad-
ministration and scoring; the UNIACT attempts to minimize
gender differences. All have value and all measures in one



Reliability and Validity of Interest Measures 473

way or another incorporate Holland’s factors. Still needed
is more research examining the shared variance across these
measures and whether it practically matters, in the measure-
ment of interests, which measure was used. In the meantime,
practitioners need carefully to choose measures of interests
relevant for the particular assessment population and task at
hand. Interpretation of interests should be done in the context
of the client’s understanding of self and in association with
other variables (see Holland, 1996; Lowman & Carson, 2000).

RELIABILITY AND VALIDITY
OF INTEREST MEASURES

In this section, we shall consider the reliability (focusing on
short- and long-term stability) and validity of measures of in-
terests. Determination of the validity of interests relates to the
question of whether interests are empirically structured in a
way consistent with espoused theory, whether they are differ-
entiated from other relevant psychological concepts (such as
attitudes, personality, or abilities), and whether they predict
behaviorally relevant life and career choices. The first of
these calls for factorial and internal-consistency studies, the
second with the extent to which these constructs overlap with
other relevant ones (such as personality and values; these
matters will be discussed in a separate section), and the third
to the relationship of interest constructs with relevant crite-
rion measures. Fouad (1999) has provided a good survey of
some of the validity issues and research findings. Because of
their particular relevance for validity issues, we will also dis-
cuss in this section issues related to differences across groups
(age, sex, and culture) on measures of interests. 

Reliability of Interests

Short-Term Stability and Precision of Measurement 

Most measures of interests demonstrate high to very high
reliability when judged by standard reliability measures such
as coefficient alphas (e.g., Blake, 1969; Campbell, 1995;
Clark, 1961; Holland, 1985; Lowman & Schurman, 1982;
Swaney, 1995). These measures are typically in the .80s to
.90s (see Lowman, in press, for a summary of commonly re-
ported reliabilities for the most common currently used mea-
sures of interests).

Long-Term Stability

Considering the long-term stability of interest measures (test-
retest), both classical and more recent research finds adequate

to remarkable stability of interests (test-retest correlations
typically in the .70s or higher over multiyear intervals; see
Dawis, 1991), and this finding appears to hold independently
of specific measurement instrument (see, e.g., Hansen &
Johansson, 1972; Johansson & Campbell, 1971; Lau &
Abrahams, 1971). Perhaps the most systematic longitudinal
studies of the stability of interests to date have been those of
Strong (1938a, 1938b, 1951, 1952), who persistently found
the temporal stability of the interest patterns of men and
women to be among the most stable of all psychological vari-
ables. More recently, Swanson (1999) discussed in detail is-
sues concerning the stability of occupational interests and
concludes that, although a small proportion of people do
change their interests over the course of the life cycle, in
general, interests are markedly stable.

Validity of Interests

Structure and Dimensionality of Interests

The structure of interests is a topic that has concerned re-
searchers for some time (e.g., Cottle, 1950). In early studies,
essentially atheoretical measures such as Strong’s (1938b)
were often examined factorially to determine their underly-
ing structure. Thurstone (1931) extracted four factors in a
study of the SVIB: science, business, people, and language.
Strong’s (1943) work in this area identified a similar set of
dimensions, plus a things-versus-people dimension; Strong
also bifurcated the business dimension into systems and
contact. Roe (1954) proposed an eight-group model similar
to Strong’s. Holland’s (1959) original theory proposed six
interest-based personal orientations, which were later re-
named vocational personality types.

Although a number of empirical efforts to measure and
classify interests preceded his work, Holland’s remains the
dominant structural model of interests (e.g., Campbell &
Borgen, 1999). Holland’s contribution (Campbell & Borgen;
Holland, 1959, 1997a), among others, was to add theory to
empiricism to put factor results into a model that cuts across
occupational types, work environments, and cultures.

Holland’s (1997a; see also Spokane, 1996) six-factor
model of interests consisted of the following factors with
their now widely used labels:

1. realistic (preference for real-world activities involving the
manipulation of things and enjoyment of the physical
environment);

2. investigative (interest in science and intellectually rele-
vant abstractions, and in a world of empirically based
ideas; enjoyment of logic, order, and precision rather than
subjectivity, elasticity, and fuzziness); 
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3. artistic (concern with the world of symbolic expression; a
preference for subjectively experienced views; aesthetic
idealism; a need for accurately understanding and com-
municating, often forcefully, subjectively experienced re-
ality, even—or perhaps especially—when it runs counter
to prevailing views of reality or of appropriate behavior,
feelings, or conduct); 

4. social (preference for continual involvement with people;
liking to work with and through others and to better others
and the human condition more generally); 

5. enterprising (more aptly named managerial, a preference
for working with others but from the perspective of man-
aging or leading others; liking of prestige and extrinsic re-
wards; liking of upward mobility and control over others;
liking activities involving persuasion and influence); and 

6. conventional (preference for orderly and predictable ac-
tivities involving repetitiveness, numbers, or data; liking
of routine, predictability, and order; see, among others,
Holland, 1997a).

Holland’s model lends itself to complexity in that people
do not have to be classified into one of six categories but
rather, if the three most highly endorsed scales are consid-
ered, to one of 120 permutations of the three most highly en-
dorsed interest patterns (see Gottfredson, 1999; Lowman,
1991). The factors are said to describe and to classify envi-
ronments as well as individuals, and the question of the
match between person and occupation or organization is at
the heart of most contemporary career-assessment and coun-
seling practice. There is considerable evidence for the exis-
tence of these factors in a variety of cultural measurements
(e.g., Athanasou, O’Gorman, & Meyer, 1981; Day & Rounds,
1998).

We argue that Holland’s theory has persisted for almost
50 years because (a) it is based on the empirically verified
fact that preferences for a diversity of occupations can mean-
ingfully be grouped into a small number of occupational clus-
ters that have factorial integrity, and (b) the factors or scales
(or types) have practical implications that can be readily
grasped by end users, such as the general public or career
counselors working with clients. Whatever the reasons,
Holland’s model continues to dominate the interest scene of
both research and practice.

Holland’s structural model of interests has been exhaus-
tively studied (Holland, 1997a). Much of the research has
been supportive of the idea of six factors and their general
relationship with one another regardless of culture. Other
reviews (e.g., Day & Rounds, 1998; Day, Rounds, & Swaney,
1998; Prediger & Vansickle, 1999; Rounds & Day, 1999;

Tracey & Rounds, 1993) challenge the criticality of the six
factors and argue that the number of factors and their pre-
sumed relationship to one another are essentially arbitrary,
and that they neither are limited to six nor necessarily assume
the Holland circular (or hexagonal) structure. More recent
studies have systematically begun to identify the underlying,
or meta-, second-order factor structure of interests. It is the
structural nature of the model that has generated the most
successful challenge to Holland’s models.

Although most (but not all) researchers would likely agree
that there is still merit and especially practical utility in
Holland’s classical and persistent six-factor model of inter-
ests, there are exceptions. Campbell’s (1995) CISS measure
included seven measures of interests and juxtaposed the con-
ventional and social (rather than conventional and enterpris-
ing) interests. Moreover, the structural models of interests
also need to incorporate an underlying meta-structure that
has increasingly been suggested by second-order-factor re-
searchers. Most secondary factor structures generally reduce
the six-factor solution to two overarching (perhaps more ac-
curately, undergirding or foundational) dimensions: concern
with data versus ideas, and concern with people versus things
(see Einarsdottir & Rounds, 2000; Gati, 1991; Prediger, 1982,
1989; Rounds & Day, 1999; Tracey & Rounds, 1993). Einars-
dottir and Rounds also claim to have identified a third struc-
tural factor, perhaps best labeled as sex-role congruence.

The practical implications for the underlying two-factor
structure of interests remain to be demonstrated. Whether
concern for things versus people and concern with ideas
versus data is a sufficiently robust or detailed grouping
from which individuals can make career decisions, and on
which career assessors and counselors can provide guid-
ance, remains to be demonstrated. The balance between sci-
entific precision or parsimony and practical utility needs to
be considered in evaluating the utility of such findings,
since occupational choices are generally not experienced by
individuals in abstract psychological or conceptual terms.
People tend to think about occupational choices concretely:
for example, “Should I go to medical school or law
school?” Rounds and Day (1999) appropriately argue that
the model of interests employed should match the counsel-
ing question. In this respect, the more detailed models clus-
tering occupations into a larger number of psychologically
meaningful dimensions may at this time be more pragmati-
cally useful.

Criterion-Related Validity: School-Related Criteria

Some studies have demonstrated the ability of occupational
interest test scores to predict well to school major, a common
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criterion measure. Interest theory suggests that persons with
particular interests should prefer particular college majors in a
manner generally consistent with the correspondence between
persons in the adult work world and their college majors (e.g.,
persons with realistic-investigative interests would be pre-
dicted to choose both majors and careers in engineering or
technology vs., say, art or history). Independent of the instru-
ment used, these occupational interest variables predict well to
groupings of like-minded students and to students’ choice of
college majors (see, among others, Betz & Taylor, 1982;
Borgen & Helms, 1975; Fouad, 1999; Hansen & Neuman,
1999; Hansen & Swanson, 1983; Miller, Newell, Springer, &
Wells, 1992; Naylor & Kidd, 1991; Silver & Barnette, 1970).

Criterion-Related Validity: Vocational Choices

The research results are generally positive but somewhat more
mixed in supporting the validity of interest measures in pre-
dicting to real-world occupational and avocational (Super,
1940a) activity choices. In predicting to broadly categorized
occupational choices years later, the interest measures on
average are quite good in their predictive power (Donnay &
Borgen, 1996b; Gottfredson & Holland, 1975; Lowman &
Schurman, 1982; Lucy, 1976, Mount & Muchinsky, 1978a,
1978b; Spokane & Decker, 1999; Super, 1940b, 1949; Super &
Crites, 1962; Upperman & Church, 1995). The more specific
the predictive task, however, the less well the interest measures
perform (DeFruyt & Mervielde, 1999; Fricko & Beehr, 1992;
Upperman & Church; Zytowski & Hay, 1984). 

Predicting to Work-Related Outcomes

Interest measures have generally had a better track record in
predicting to career satisfaction (liking one’s occupational
choice) than to issues related to job satisfaction (liking one’s
specific job, including the specific work setting) or produc-
tivity (e.g., Dawis, 1991; Hogan & Blake, 1996; Schneider,
Paul, White, & Holcombe, 1999). This is presumably be-
cause many other factors influence the degree to which some-
one is likely to be satisfied with or productive in a particular
application of an occupation. Extrinsic factors, such a salary,
satisfaction with coworkers, satisfaction with the quality of
supervision, one’s own history with a particular employer,
and the context in which the employment occurs (e.g., in
times of high unemployment or during relatively flush peri-
ods in which opportunities for job mobility abound) affect
job satisfaction perhaps as much as goodness of career fit. On
the other hand, recent research approaches addressing the
person-environment fit (Spokane, 1994; Spokane, Meir, &
Catalano, 2000) provide considerably more sophistication in

the definition of the job as it relates to interests theories (e.g.,
Maurer & Tarullie, 1997), so it is possible that over time
more complex predictions of work-related outcomes can be
made.

GROUP DIFFERENCES IN THE MEASUREMENT
OF INTERESTS

Systematic group differences in interest patterns or interest
test scores have been a cause of concern for some time be-
cause they may represent bias in a measure, perhaps leading
to restriction in the sorts of occupations or other options con-
sidered. The fact that groups differ on items or scales does not
necessarily indicate bias or invalidity, as observed score
differences may reflect true group differences in interests.
Groups have most often been compared through absolute lev-
els of interests and by the ways in which interest scores cor-
relate with one another (i.e., the structure of interests). Our
focus will be on interest inventories and not other methods,
such as card sorts. We shall briefly survey research on differ-
ences in interests across groups differing in age, sex and gen-
der, and culture. We do not discuss differences across groups
with different disabilities, except to refer interested readers to
summaries of the topic (see Klein, Wheaton, & Wilson, 1997;
Lowman, 1997), and to note that most manuals provide scant
data about such groups (see Fouad & Spreda, 1995).

Age

In a thorough review of the literature on stability and
change in interests across the life span, Swanson (1999) re-
ports that there are few systematic, normative changes in in-
terests over time, especially after age 30. She also notes that
differences observed between groups of individuals at dif-
ferent ages are smaller than between occupational groups.
Swanson further reports that one change reported across
studies is that interests appear to become better defined over
time.

Sex, Gender, and Sexual Orientation

It is useful to distinguish between sex and gender differences,
the former related to an examinee’s biological sex (male or fe-
male), and the latter related to the examinee’s sense of gender-
role identification (masculine or feminine) and behavior,
which is (highly) correlated with biological gender. Gender is
more difficult to assess than biological sex and generally re-
quires specialized scales for assessment. Such measures can
tap the degree to which a child has been socialized into, say,
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traditional masculine or feminine roles, or the degree to which
an adolescent or adult has adopted androgynous characteris-
tics in the course of education, peer socialization, or immer-
sion in the popular culture. Of the extensive research on group
differences in interests, almost all has been carried out in
relation to biological sex, and almost none in relation to
gender, although the masculinity-femininity scales included
on some—and mostly older—interest inventories (such as the
Vocational Preference Inventory; Holland, 1958, 1985) are
essentially gender indicators in their own right. (Note that in
the literature on sex differences in interests, authors generally
use the word gender in lieu of sex, and often authors’ discus-
sions fail to distinguish the two concepts adequately.) Be-
cause of the paucity of recent research on gender-related
group differences in interests, our remaining discussion will
focus on sex differences; however, until research speaks to the
issue, it remains a live possibility that it is primarily gender
and not sex per se that accounts for observed sex differences
in interests.

Sex-related differences in responses to interest inventory
items have been reported since the earliest inventories. In
most cases, such differences are more a matter of degree than
of kind; in other words, although there may exist sex-related
differences in mean level of endorsement of an item, there are
usually some members of each sex who will respond on ei-
ther extreme of endorsement. Typically, however, in broad
general population samples, males more highly endorse real-
istic interests than do females, and females are more likely to
endorse social and conventional interests.

One strategy to eliminate sex differences from a measure
is to exclude from the final measure any inventory items
that evince sex differences. The developers of the UNIACT
(Swaney, 1995) followed this approach. Critics of this ap-
proach might argue that the resulting measure might not reflect
the reality of possible interests on which the sexes, for what-
ever reason, really do differ. Fouad and Spreda (1995) report
having found meaningful sex differences in endorsement of
25% of the items of the 1994 edition of the SII. They also
reported that even in the UNIACT there were major sex dif-
ferences in endorsement of some of the scales. Kuder and
Zytowski (1991), using KOIS data, report that men and
women in the same occupations have different interests. The
conclusion after several decades of research is that the interests
of men and women continue to differ at both the item and scale
level (Fouad & Spreda). Hansen, Collins, Swanson, and Fouad
(1993) also reported evidence, based on multidimensional
scaling, that there are also sex differences in the structure of
interests, but some have challenged those findings as being
based on samples of inadequate size.

Authors of measures must also decide when to use same-
sex or combined-sex samples when norming scales. The SII,
KOIS, COPSystem, SDS, and JVIS are some measures that
include scales making use of separate norm groups for men
and women. The UNIACT and CISS are among the measures
using only scales that make use of combined-sex norm groups.
Again, critics of the practice of using combined-sex norm
groups point to data suggesting that because men and women
in occupations do appear to have different interest patterns,
combined norm groups may mask real differences, although
they may foster consideration and exploration of occupations
that individuals might not otherwise have considered.

There is little published research on differences in interests
based on sexual preference, consistent with Prince’s (1997)
claim that there has been little research on common assess-
ment measures with gay, lesbian, and bisexual populations.
Some authors (see Lowman, 1993a, p. 216; Rothenberg,
1990) have suggested that gay males are disproportionately
represented in the arts (although there is no evidence that a
majority of gay males are creatively talented). Chung and
Harmon (1994) compared SDS scores of gay and heterosex-
ual men; gay men scored relatively higher on artistic and so-
cial scales and lower on realistic and investigative ones. This
research may suggest that, as with sex differences, interests
likewise could vary with sexual orientation—although much
wider and more representative samples would be needed to
understand this issue more completely.

Culture

Culture is a diverse category; in reporting cultural differences in
interests, we will focus mainly on ethnicity and race, although a
more complete treatment would include language, nationality,
religion, and other factors. Most authors of interest inventories
have sought to study possible group differences related to race
and ethnicity (see Lattimore & Borgen, 1999; Rounds & Day,
1998). However, such research generally does a poor job of
making clear whether groups were selected on the biological
construct race, versus the more socially determined construct
ethnicity. Also, in most studies examinees are required to
choose the single racial or ethnic category that best describes
their background (e.g., Black, White). However, a growing pro-
portion of the population has a mixed background in terms of
race (a fuzzy concept to start with), and determining a single
ethnic identification is a difficult if not impossible task for many
individuals enculturated into more than one ethnic tradition. In
addition, several authors concerned with career assessment and
development also discuss the concept of minority status (see
DeVaney & Hughey, 2000) in relation to race or ethnicity, but
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this likewise has become more problematic since some states
no longer have a single racial or ethnic group that can claim a
majority, and as nearly everyone is a member of a minority
group in an increasingly global economy.

For many decades, interest inventories were normed mainly
on samples of European descent. There had been relatively few
studies of cultural differences in interests until recently. In an
important review of the literature on the use of the SVIB and
its later versions using Black samples, spanning the period
from the 1920s to the 1980s, Carter and Swanson (1990) re-
ported only eight studies (often with small or unrepresentative
samples) that suggested that, compared to Whites, Black
Americans had relatively higher interests in social and busi-
ness occupations and relatively lower interests in scientific and
technical ones. Over the past decade, a plethora of articles have
appeared on the topic of cultural assessment, including a num-
ber directed at issues of interest patterns or structures in spe-
cific racial or ethnic groups (e.g., Leong & Leung, 1994).

Recently developed or renormed inventories generally seek
to sample from diverse and representative ethnic and racial
populations and then check to ensure that scale scores are ap-
proximately the same across groups. As with sex and gender, a
number of studies have investigated whether the structure of
interests—generally in reference to Holland’s theory—
remains the same across ethnic and racial groups (see Leong &
Hartung, 2000). For example, using a sample of male and fe-
male Native American college students, Hansen and Haviland
(2000) reported support for Holland’s hexagonal model of in-
terests using the GOTs from the 1985 edition of the SII, al-
though the results for women slightly better fit the predicted
hexagonal shape than did those for men. Fouad and Spreda
(1995) summarize such research for the SII, KOIS, UNIACT,
and SDS, generally finding great similarity across ethnic and
racial groups, and at any rate more similarity than between
the sexes. We would hasten to add that interests and occupa-
tional aspirations are not identical; people can be interested
in one type of work but aspire to another that they believe is
more realistic or achievable (L. S. Gottfredson, 1986b; L. S.
Gottfredson & Lapan, 1997). Thus, there may still exist large
differences between ethnic and racial groups in occupational
aspirations, even when differences in interests are few.

COMPREHENSIVE ASSESSMENT OF INTERESTS
WITH OTHER DOMAINS

The measurement of interests alone is generally insufficient
from a research or practice perspective, because interests do
not predict in a vacuum and they account for only one aspect

of what goes into making choices affecting career, job, or life
satisfaction. The senior author has been one of the most per-
sistent advocates of the need to measure in multiple domains
(Lowman, 1991, 1997). Real people do not consist of inter-
ests alone; they consist of various combinations of interests
that, assuredly, interact with abilities and personality, among
other trait variables, to determine occupational histories,
best-fitting careers, and appropriateness for particular posi-
tions. The issues were well identified in a different context by
Martindale (1999, p. 137): 

Creativity is a rare trait. This is presumably because it requires
the simultaneous presence of a number of traits (e.g., intelli-
gence, perseverance, unconventionality, the ability to think in a
particular manner). None of these traits is especially rare. What
is quite uncommon is to find them all present in the same person. 

Increasingly, researchers are looking for the interaction of in-
terests and other variables such as personality, ability, moti-
vation, and life experiences (see, e.g., Lapan, Shaughnessy,
& Boggs, 1996; Super, Savickas, & Super, 1996). Although
there are some (and generally older) studies comparing inter-
ests and values (Sarbin & Berdie, 1940; Williams, 1972), we
shall focus on the relations of interests to personality traits
and abilities, for which robust literatures are now accruing.

Interest-Personality Relationships

There is considerable evidence (Hogan & Blake, 1996;
Holland, 1997b; Ozone-Shinichi, 1998), some of it (e.g.,
Atkinson & Lunneborg, 1968) not new, that interests overlap
substantially with personality characteristics and that these
generally follow a predictable path at the aggregated level.
Holland (1997b) argues that interest inventories actually are,
in effect, personality measures. However, considerably more
work is needed to determine the relationships other than at
the aggregated basis. Most career counseling is done on an
individual basis. Grouped overlaps address issues related
to factors that tend to move in the same direction—for exam-
ple, conscientiousness with conventional interest patterns.
More data are needed determining the relationships between
nonmatches—for example, strong conventional interest pat-
terns and low scores on conscientiousness.

By far the most work has been done to date in exploring the
relationships between occupational interests and personality
(Holland, Johnston, & Asama, 1994). The usual research para-
digm has been to administer paper-and-pencil measures of in-
terests and paper-and-pencil measures of personality and to
consider (a) whether there is common variance and (b) whether
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predicted relationships across domains (e.g., conventional
interest patterns and conscientiousness) are correlated in a
predictable manner. Generally, this research has found overlap
between interest areas, typically using Holland’s six-factor
model, and corresponding personality variables predicted to
covary with interests (e.g., artistic vocational interests with the
personality variable of openness).

A more complicated question concerns the relationship of
interests and what might be called overarching personality
variables. Researchers (e.g., Betz & Borgen, 2000; Betz &
Schifano, 2000; Donnay & Borgen, 1996a; Lapan et al.,
1996) have demonstrated that self-efficacy can be a powerful
additive, if not overarching, variable in determining whether
people make appropriate use of their interest patterns, partic-
ularly when confronted with a culturally atypical career
preference (e.g., women with realistic interests attracted to
male-dominated fields).

Interest-Ability Relationships

Perhaps the least amount of systematic work to date has been
done on measuring the overlap between interests and abilities,
despite some early efforts to consider the question (e.g.,
Hartman & Dashiell, 1919; Wesley, Corey, & Stewart, 1950).
A literature has begun to emerge in this important area (e.g.,
Ackerman, Kyllonen, & Roberts, 1999; Carson, 1996; L. S.
Gottfredson, 1996; Lowman & Williams, 1987; Lowman,
Williams, & Leeman, 1985; Randahl, 1991), but it remains
limited. The measurement of abilities remains complex and
hampers progress in this area. Some research, generally mea-
suring abilities through self-ratings (Prediger, 1999a, 1999b;
Tracey & Hopkins, 2001), has been reported, including a few
detailed studies with comprehensive measures of abilities, but
it is premature on the basis of this scanty record to draw many
conclusions. So far, the interest and ability domains appear to
be (a) separable; (b) interactive; and (c) similarly structured.
The several studies (e.g., Prediger, 1999a, 1999b) that have
addressed the topic from the perspective of self-ratings of
both interests and abilities suffer from the absence of a con-
vincing literature base establishing that self-rating abilities
are equivalent to objectively rated ones (see Carson, 1998b;
Lowman & Williams, 1987). Not surprisingly, generally more
powerful results are shown in the relationship between
self-ratings of abilities and interests, but this may partly be
explained by common method variance because identical re-
sponse formats are generally used. However, Lowman and
Williams demonstrated that against the criteria of objective
measures of ability, self-ratings are less than ideal.

Much more research work is needed to better understand
how interests relate to abilities, and vice versa. An intriguing

suggestion is that interests, if in large part essentially inher-
ited and rather fixed characteristics of people, direct activity
to specific, interest-related areas. Because ability (in contrast
to interests) requires considerable practice to advance from
raw talent to usable skills, it is likely that interests may direct
where one’s “ability capital” is invested (see Ericsson, 1996,
p. 27). According to those in this theoretical group (which
would include early psychologist Dewey; see Savickas,
1999, p. 32), the great importance of interests is that they
drive practice, and practice determines skill acquisition.

The nature of abilities themselves is of course not without
controversy. By most accounts, abilities are suffused with a
general factor, often labeled g, or intelligence, and a series of
primary abilities, p’s, which are themselves correlated mod-
erately with g (see Carroll, 1993). The question of whether to
evaluate abilities only on the basis of g, or to include p’s, is
therefore not without controversy. Separate correlations of g
and g-free specific abilities may be useful in sorting out
interdomain relationships.

Interest-Ability-Personality Relationships

Very little research has been conducted examining the rela-
tionships of interests, abilities, and personality characteristics,
measuring all three domains simultaneously (Carless, 1999;
Carson, 1998a; Lowman, 1991; Lowman & Leeman, 1988).
Perhaps the most relevant newer work is that of Ackerman and
his colleagues (Ackerman & Heggestad, 1997). TheAckerman
model addresses the three major domains so far shown to be
important in determining career issues and job placement.
However, his models need to be replicated using alternative
measures of interests and abilities. Brown, Lent, and Gore
(2000) found overlapping but separable information con-
tributed from interests, self-rated abilities, and a personality
measure.

In real life, of course, people are not simply one psycholog-
ical variable or another. They have specific levels of abilities,
specific types of generally quite stable interests, and personal-
ity structures that also have predictability. Theories that relate
to all three domains (interests, abilities, and personality)
simultaneously are few in number, and include Ackerman’s
(Ackerman & Heggestad, 1997; Ackerman et al., 1999)
process, personality, interests, and knowledge (PPIK) theory
and Lowman’s (1991) interdomain theory.

NEEDED RESEARCH

By any reasonable standard, research in interests is dynamic
and flourishing. Still, more work is needed to address several
next-level issues. Looking ahead to the next research tasks,
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we can ask what is left to do and how such tasks should be
prioritized. These tasks can be grouped into several cate-
gories: (a) psychobiology of interests; (b) specific versus
general interest categories; (c) commonality and differences
of alternative interest measures; (d) empirically based occu-
pational and environmental codings; (e) the structure of in-
terests; (f) interdomain relationships; and (g) additive value
of measures related to interests.

Psychobiology of Interests

Although promising, the current research is inadequate for
reliably differentiating the amount of variance that is more
or less fixed genetically and the amount that can be influ-
enced by environments. Preliminary studies suggest a sizable
amount of heritability to interests, but this finding needs
replication using alternative measures of interests. Certainly,
a finding of high heritability would be expected, given the
pronounced stability of interests across the life cycle and the
marked efficiency with which people seem to self-select in
right-fitting occupations. Nonetheless, among those with rel-
atively fixed profiles, it matters which aspects of interests can
change or are likely to change naturally, because there are ca-
reer choice and satisfaction issues associated with that. Con-
versely, in cases in which interests appear to be unstable, to
what extent is the profile, if highly genetic in origin, simply
unknown to the person being counseled as opposed to some-
thing still in flux?

An approach integrating aspects of both the learning and
genetic approaches might be to assume that there exist criti-
cal periods during which interests are modifiable based on
environmental reinforcement, but after which they are more
resistant to modification. Of course, psychoanalytic theories
of interests placing special importance on the quality of
parent–young child interaction represent a type of critical-
period theory, but one may hypothesize critical periods for
interests extending to much greater ages. One may also clas-
sify L. S. Gottfredson’s (1996) theory of circumscription and
compromise as a critical-period model of the development of
interests, although her theory focuses mainly on the develop-
ment of vocational aspirations and only secondarily on inter-
ests per se. Critical periods have been proposed for acquiring
various cognitive abilities, such as acquisition of accent-free
facility in learning a second language, or learning musical
skills such as those associated with perfect pitch, although
the concept of critical periods in ability acquisition is not
without its critics. Carson (1995) proposed such a model of
critical periods for the acquisition of interests, noting that
several authors had reported that interests in physical sci-
ences appeared to crystallize earlier than those in biological

ones (in the early teens and mid-teens, respectively), which
crystallized still earlier than interests in the social sciences
(by the early 20s). Perhaps there exist a number of potentially
strong interests in any child, but without the actual exercise
of related skills during a critical period the opportunity for
crystallizing that interest would pass, and thereafter becom-
ing exceedingly difficult to revive.

Specific Versus General Interests Categories

To date, studies have generally taken the easy approach to
classifying people on interest patterns, using 1-point codes
to establish criterion groups or doing simple correlations be-
tween interest and other variables. Such approaches ignore
important within-category variance. Taking Holland’s six-
factor theory as a base, there are 120 possible combinations of
three-interest-category codes. Few studies have yet examined
the implications of this complexity of interests, or the person-
ality or ability differences that may be associated with more
complexly measured interest types. Presumably, there are sig-
nificant differences between, say, enterprising-conventional
and enterprising-realistic types. Research investigating the
underlying structure of a few broad interests should be bal-
anced by another line looking at a more complex and detailed
(and narrower) classification of people. With modern com-
puter technology and large sample sizes, we can now study all
possible two- and three-letter interest combinations.

Commonality and Differences of Alternative
Interest Measures

Commonalities and differences across interest measures need
to be established more firmly (see, e.g., Zytowski, 1968).
There is a paucity of research examining the degree of over-
lap between measures. Lowman and Abbott (1994) found an
average correlation of only .75 between measures of interests
given to the same respondents. This would imply that only
about half the variance is accounted for when alternative in-
struments are used to classify people on interests. From a re-
search perspective, this implies that the particular interest
measure used may result in different classification outcomes.
For the moment, researchers need to examine the extent to
which their results are method bound, versus replicating to
alternative measures of interests.

Empirically Based Coding of Occupations

Most of the literature on comparing persons’ interests with
chosen occupations rests on the average coding of job cate-
gories using measures such as contained in G. D. Gottfredson
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and Holland’s (1996) Dictionary of Holland Occupational
Codes. This compendium is based both on empirically vali-
dated ratings of occupational interest assignments and on
those derived from a computer methodology that translated
The Dictionary of Occupational Titles (U.S. Department of
Labor, 1977) data into Holland interest codes. Only measures
such as the SVIB (e.g., Hansen & Swanson, 1983) appear to
use exclusively empirically derived criterion groups to estab-
lish the interest profiles of persons in occupations. However,
even those measures inevitably include only a tiny fraction of
possible occupations.

Since the match between individual characteristics and
job characteristics is at the basis of much of the literature on
career assessment and personnel selection, it matters as much
whether jobs and occupations are correctly classified as it
does that individual interest patterns are (see Gottfredson &
Richards, 1999; Upperman & Church, 1995). Yet, the field
has been surprisingly cavalier about accepting as valid far
less than empirically well-established codings of occupa-
tions. Additionally, if mean interest profiles are taken as the
criterion of what constitutes a particular occupation’s code,
complex research questions remain. Does not being matched
with the average profile established empirically for an occu-
pation result in lower job satisfaction or productivity levels?
To what extent can employees be productive in an occupation
yet not satisfied in it (as, e.g., what might be predicted for
those having the requisite abilities for a profession but a lack
of interest matching)? Finally, there appear to be complex re-
lationships between occupations as classified on job-analytic
methods and interest themes (Hyland & Muchinsky, 1991).
These relationships need further exploration. 

Interdomain Research

There is enough research now available to establish empiri-
cally that there are complex empirical relationships among, at
the least, interests, abilities, and personality characteristics.
The relevance of a multidomain model of career assessment
was established some time ago (see Lowman, 1991; Lowman,
Williams, & Leeman, 1985), but the specific empirical nature
of interdomain relationships is not fully determined. Having
established that interests and personality are highly related,
more work is needed to determine ability-interest and ability-
interest-personality relationships.

SUMMARY AND CONCLUSION

The measurement of interests is a prolific business enterprise
and an area that has generated an impressive array of research
findings. Interests appear to represent variables with profound

significance for predicting individuals’ behavior, well-being,
and occupational lives.

This chapter has reviewed definitions of interests and sug-
gested an operational definition of the construct. The chapter
notes that there is increasing evidence that there is a strong
component of heritability to interests that may account for
their unusually high test-retest reliability.

Several of the major contemporary measures of interests
are discussed, including the Strong Vocational Interest Blank
(Strong Interest Inventory), the Campbell Interest and Skill
Survey, the Kuder Occupational Interest Survey, the Unisex
Edition of the ACT Interest Inventory, the Self-Directed
Search, the Vocational Preference Inventory, Johansson’s
measures, and the Interest-Finder Quiz.

The chapter briefly reviews a large and growing research
literature addressing the validity and reliability of interests,
concluding that they predict well to school and work choices.
There is also both consensus and controversy regarding the
existence of six interest factors (some say there are more,
some fewer). It appears that there are underlying meta-factors
that summarize the six Holland factors typically reported
in the literature; however, there may be more practical utility
to the six-factor model than to a two-dimensional one. The
research literature is more scanty on the relationship among
interests and other domains, such as abilities and personality
variables. There is also little basis from which to determine
the specific interest measures that work best for particular
assessment tasks.

A number of research issues meriting attention in the next
decade are also identified. These include (a) psychobiology of
interests; (b) specific versus general interest categories;
(c) commonality and differences of alternative interest mea-
sures; (d) empirically based occupational and environmental
codings; (e) the structure of interests; (f) interdomain relation-
ships; and (g) additive value of measures related to interests.
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Interviews are the most basic and most frequently used
method of psychological assessment and the most impor-
tant means of data collection during a psychological eval-
uation (Watkins, Campbell, Nieberding, & Hallmark, 1995).
They are endemic to the task performance of almost all
psychologists—especially clinical and counseling psycholo-
gists. A computer search, using the key search words clinical
interview, assessment interview, and initial interview, for the
past 20 years yielded 1,260 citations, or 63 per year. Clearly
interviewing continues to be an important process and one
that continues to occupy clinicians and researchers alike.

This chapter discusses contemporary issues in assessing
psychopathology and personality with interviews. We discuss
types of interviews, how clients and clinicians approach an in-
terview, and structured versus unstructured interviews. The
structure of the interview is presented along with continu-
ing concerns with official diagnostic systems. Issues that com-
plicate the assessment process for personality disorders are
discussed, including the base rate problem, the role of affec-
tive disorders, state versus trait assessment, the role of culture,
reliability of psychiatric diagnosis, diagnostic overlap, and co-
morbidities. Current findings on the reliability of structured
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clinical interviews are presented. The chapter concludes with
a discussion on computer-assisted diagnosis and suggestions
for the future.

HISTORY OF INTERVIEWING

Diagnosing has a long history. In fact, conditions that we now
label as depression and hysteria appear in both Sumerian and
Egyptian literature as far back as 2400 B.C. (Wiens &
Matarazzo, 1983). Initial attempts at formal psychiatric
classification began in 1840 and grouped all disorders into
two categories—idiotic and insane. In 1880, there were
only seven psychiatric diagnoses in existence: dementia, dip-
somania (alcoholism), epilepsy, mania, melancholia, mono-
mania (depression), and paresis. There are now hundreds of
diagnoses in Diagnostic and Statistical Manual of Mental
Disorders–Fourth Edition (DSM-IV; American Psychiatric
Association, 1994). Readers interested in the history of psy-
chiatric diagnosis are referred to several excellent reviews of
this elsewhere (Menninger, Mayman, & Pruyser, 1963, a
70-page history of psychiatric diagnosis from 2600 B.C. to
1963; Zilboorg, 1941) and to the several revisions of DSM.

The word interview was initially included in standard
dictionaries in 1514 and designated a meeting of persons
face-to-face for the purpose of formal conference on
some point (Matarazzo, 1965). Initially assessment inter-
views were modeled on question-and-answer formats. The
introduction of psychoanalysis allowed for a more open-
ended, free-flowing format. During the 1940s and 1950s,
researchers began to study interviews in terms of their con-
tent versus process, problem-solving versus expressive
elements, degree of directedness within an interview, the
amount of structure, and the activity of both the respondent
and interviewer. Carl Rogers stimulated much research in the
1960s by emphasizing personal qualities of the clinician
(e.g., warmth, accurate empathy, unconditional positive re-
gard, genuineness). The 1970s introduced the idea of using
structured diagnostic interviews, and advances in behavioral
assessment resulted in more specificity and objectivity in in-
terviews. Seminal behavioral assessment models include
such approaches as the BASIC-ID model (behaviors, affect,
sensation, imagery, cognition, interpersonal relations, and
possible need for psychotherapeutic drugs). In the 1980s, the
DSM revision provided improved reliability of diagnostic en-
tities, and the 1990s afforded increasing appreciation of the
role of culture, race, and ethnicity in the development of psy-
chopathology. Managed health care also emphasized cost-
setting measures and essentially required psychologists to
rely on assessment interviews to the near exclusion of other

assessment methods (e.g., psychodiagnostic testing; Groth-
Marnatt, 1999).

Although assessment interviews have much in common
with more social interactions such as group dynamics, dyadic
considerations, and rules of etiquette and communication,
they are fundamentally different. In assessment interviews,
communication is generally both privileged (i.e., material
discussed in the context of a professional relationship is not
discoverable in legal evidentiary proceedings unless other-
wise permitted in writing by the client) and confidential (ma-
terial discussed in the context of a professional relationship
cannot be disclosed and is protected from discovery by both
professional ethics and laws). The demeanor of the clinician
tends to be more professional, and the nature of the inquiry is
often unidirectional and organized for the task at hand. There
are limits on the nature of the interaction imposed by both
law and ethics. The clinician’s statements serve a larger pur-
pose than mere mutual dialogue (Craig, 1989).

PURPOSE OF ASSESSMENT INTERVIEWS

Assessment interviews can be thought of as having four major
functions: administration, treatment, research, and prevention
(Wiens & Matarazzo, 1983). Sometimes, psychologists’ inter-
views are for purposes of fulfilling certain agency require-
ments, such as determining eligibility for services. The
treatment function of an interview might involve assigning
differential diagnoses. For example, I was once asked to de-
termine whether the patient had a delusional disorder or a bor-
derline personality disorder. If the patient had a delusional
disorder, the physician was going to treat the patient with med-
ication, whereas if the patient had a borderline condition, the
treatment would have been psychotherapy and no medication
would be given. Assessment interviews are also conducted for
research purposes. A salient example is the use of interviews
for psychiatric epidemiological research or the use of struc-
tured psychiatric interviews to assess reliability and validity of
clinical interviews. Finally, the prevention function follows
the treatment and research function. If we have ways to reli-
ably classify disorders, then we can include homogeneous
groups of patients into research protocols. Findings from these
studies then could serve a prevention function.

TYPES OF INTERVIEWS

We need to make a distinction between therapeutic versus
assessment interviews. The former includes generic activities
within a session designed to advance some treatment goal.
The latter includes an array of activities in order to gain
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information that leads to the development of treatment goals
and intervention plans or other decisions, such as personnel
selection. An example of a therapeutic interview is Miller’s
(1991) motivational interviewing. Although this approach
was developed for the purpose of changing addictive behav-
ior, the principles are generic enough so that the technique
could be applied to a number of assessment situations requir-
ing behavior change.

This approach considers motivation a dynamic concept
rather than inherently a personality trait. The behavior of
the clinician is a salient determinant as to whether change
will occur. Miller recommends that clinicians give feedback,
emphasize that clients take responsibility for change, give
clients advice and a menu of treatment choices and strate-
gies, be emphatic, and promote self-efficacy. The acronym
FRAMES is used here as a mnemonic device. The technique
also requires that the clinician point out discrepancies in be-
havior, avoid arguments, roll with resistance, use reflective
listening, emphasize personal choice, reframe, and continu-
ally support self-efficacy. Thus, motivational interviewing
can be used as an assessment tool and as an intervention
tool.

Several types of interviews have been delineated. They
differ in purpose, focus, and duration. Listed in the following
sections are several types of interviews that have been dis-
cussed in the literature. They are not necessarily mutually ex-
clusive, and several of the formats listed in the following
sections can be utilized within a single interview. For exam-
ple, a clinician can begin with an orientation interview, tran-
sition into a screening interview, continue with an interview
for etiology, and then conclude with an ending interview. On
the other hand, there are settings and circumstances in which
each of these types of interviews is conducted separately or
perhaps to the exclusion of the others. There is no agreed-
upon list of interview types and the list presented in this
chapter is somewhat arbitrary, but it provides the reader with
a reasonable array of the various kinds of interviews avail-
able for clinical use.

Case History Interviews

Sometimes additional or more elaborate and detailed se-
quencing of case history material is required in order to make
final decisions. In this case a special interview is completed in
which the focus is only on ascertaining the nature of the per-
son’s problems in historical sequence, with a possible focus
on critical periods of development or events, antecedents and
precipitants of behavior, and other matters of clinical interest.
Case history interviews can be conducted with the respondent
directly, the respondent’s family, friends, or others.

Diagnostic Interviews

Here, the clinician attempts to categorize the behavior of the
client into some formal diagnostic system. For psychopathol-
ogy, there are two official diagnostic classification systems
presently in widespread use. The first is the official classifica-
tion system of the World Health Organization—International
Classification of Disease–Tenth Edition (World Health Orga-
nization, 1992). The second is the DSM (American Psychiatric
Association, 1980, 1987, 1994). For reimbursement purposes,
insurance companies recognize both, but the DSM is more
popular in the United States and is the more commonly used
diagnostic system in psychiatric research, teaching, and clini-
cal practice. The DSM is also becoming more popular interna-
tionally than ICD-10 (Maser, Kaelber, & Weise, 1991).
Although there have been calls for considering other classifi-
cation systems (Dyce, 1994), DSM is the predominant diag-
nostic system in use today. For assessing personality, the issue
is a bit more complicated. Most clinicians still use the person-
ality disorder diagnostic categories contained in these two
official diagnostic systems, but others prefer to assess people
according to more theoretically derived personality classifica-
tions, such as Millon’s (1991, 2000) bioevolutionary model,
Cattell’s (1989) factors, interpersonal models (Benjamin,
1996), the five-factor model (Costa & Widiger, 1997), or more
biologically based systems (Cloninger, 2000).

Follow-Up Interviews

These are specific-focused interviews, which usually have a
single purpose. Perhaps it is to review highlights of assess-
ment results or to evaluate quality of services and patient sat-
isfaction received from an HMO. Researchers may conduct a
debriefing interview when the research involves deception.

Forensic Interviews

Psychologists may be called upon to contribute their exper-
tise in legal matters that may be complicated by factors re-
lated to mental health. These factors include evaluations for
dangerousness, competency to stand trial, various insanity
pleas, behaviors that may be induced by substance abuse, or
custody evaluations, to name a few. These interviews are typ-
ically far more investigative than many other types of inter-
views, often are of longer duration, and may occur over
multiple sessions. Often the person being interviewed is not
the client at all, but rather the court or perhaps private attor-
neys who retain these services on behalf of their clients.
Forensic evaluations do not carry with them the same protec-
tion of privacy and confidentiality of material obtained in the
evaluation as do most other mental health interviews.
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Intake Interviews

These interviews are designed to obtain preliminary infor-
mation about a prospective client and most typically occur
within agencies; they may include a determination as to a per-
son’s eligibility in terms of the agency’s mission. Intake inter-
views may also be used to acquire information to be presented
at a case conference, to help clarify the kind of services avail-
able at the agency, to communicate agency rules and policies,
or to consider whether the case needs to be referred elsewhere.

Interviewing for Etiology

This type of interview is designed to determine such matters
as etiology and motivational attributions. The interviewer
seeks to understand from a theoretical perspective why the
person is behaving in a certain way. This kind of interview
can be conducted from many theoretical frameworks, such as
psychodynamic behavioral, cognitive-behavioral, family sys-
tems, and existential-humanistic perspectives. Also, within
each of these defined frameworks are subcategories that also
differ from each other. For example, an interview from an an-
alytic perspective can proceed along the line of classical
Freudian theory, object relations theory, or self psychology.
An interview from a behavioral perspective can be conducted
using Pavlovian (classical conditioning), Skinnerian (instru-
mental conditioning), or more cognitive-behavioral perspec-
tives. The main point is that interviews for etiology are theory
derived and theory driven.

Mental Status Exams

A special type of interview is the mental status exam, which is
conducted to determine the kind and degree of mental impair-
ment associated with a given clinical disorder. Mental status
exams traditionally explore content areas such as reasoning,
concentration, judgment, memory, speech, hearing, orienta-
tion, and sensorium. They are particularly relevant when
evaluating for major psychiatric disorders, neurological in-
volvement, or substance-induced disorders. These exams can
be formal, wherein each content area is specifically addressed,
or informal, wherein information is ascertained about these
content areas while talking to the person about other issues.
Table 21.1 presents content areas often addressed in a mental
status exam.

Orientation Interviews

These interviews are designed to orient a person to some pro-
tocol. They may be used by clinical researchers, who are re-
quired to tell each prospective participant the basic procedures

of the experiment, any risks associated with it, and the right to
withdraw from the study at any point in time. The goal here is
to obtain informed consent for the study. A clinician might use
this type of interview to inform a new client about treatment
options, program policies, rules, and expectations. A psychol-
ogist in private practice may use this procedure to orient the
client to such matters as confidentiality, cancellation proce-
dures, billing practices, insurance claims, and professional
credentials. An industrial psychologist may begin executive
assessments with this type of interview in order to prepare
the interviewee for what lies ahead. Orientation interviews
are particularly useful to help answer any questions the recip-
ient may have and to help develop a client-interviewer con-
tract for services, which may be either a formal document or
an informal understanding between both parties.

Pre- and Posttesting Interviews

Modern methods of psychological assessment require inter-
views that initially explore with the client particular problem

TABLE 21.1 Common Content Areas in a Mental Status Exam

Appearance Abnormal Physical Traits Appropriate Age
Attention to Grooming Eye Contact
Level of Consciousness Position of Body

Attitude Cooperative Dysphoric

Mood (affect) Alexithymic Euthymic
Anxious Flat
Apathetic Hostile
Appropriate Manic
Depressed

Perception Depersonalization Hallucinations
Derealization Illusions
Déjà vu Superstitions

Orientation Time Place
Person Space and location

Thought processes
Intellectual Abstract thinking Attention span

Impairment in IQ
Judgment Intact Impaired
Insight Intact Impaired
Associations Connected Directed

Loose
Memory Immediate Recent

Remote

Thought content Blocking Overinclusive thinking
Clanging Perseverations
Compulsions Phobias
Concrete Preoccupations
Delusions Ruminations
Neologisms Suicidal ideation
Phobias Violent thoughts

Speech and language Articulation Stream of speech

Movements Automatic, spontaneous Voluntary
Compulsions Tics
Involuntary
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areas prior to more formal psychological assessment, and
then a posttesting interview, wherein the psychologist re-
views or highlights major findings or recommendations de-
rived from the assessment, which may include psychological
testing. These findings are also valuable in that hypotheses
derived from the assessment can be later explored with the
client in the posttesting interview.

Screening Interviews

These interviews are usually brief and designed to elicit in-
formation on a specific topic. They may include such areas as
determining whether a client is eligible for services, whether
the patient is acutely suicidal, whether the patient meets the
criteria for a particular diagnosis, or whether the patient
needs to be hospitalized as a danger to self or others. Screen-
ing interviews are very common in psychology and may in
fact be the most frequent kind of clinical interview.

Specialized Interviews

Sometimes the clinician needs to conduct an interview for a
special purpose, such as determining the ability to stand trial,
determining legal insanity, assessing the need for psychiatric
hospitalization, or making a specific diagnosis of a particular
disorder. Many specialized clinical interviews have been
published for these purposes.

Termination Interview 

Very often, clinicians ending services to a client conclude with
an interview designed to review treatment goals, progress,
and future plans. Clinicians working in inpatient settings often
have an ending interview to reinforce the need for continued
outpatient follow-up services. Addiction specialists usually
have a last session to review planned aftercare and to highlight
patient risk factors for relapse. Industrial psychologists meet
with a person to review highlights of assessment findings.

Table 21.2 presents topics frequently addressed in assess-
ment interviews.

THE CLIENT’S APPROACH TO THE INTERVIEW

Interviews are influenced by a number of factors. First, is the
client’s visit voluntary or involuntary? Presumably a volun-
tary client has noticed that there is a problem, has made failed
attempts to resolve it—perhaps through discussions with
friends or clergy or through self-help methods—and then has
sought professional assistance. The client may come with the
expectation that the distress (often a particular symptom or
cluster of symptoms) will be ameliorated through profes-
sional help. This fact tends to increase the truthfulness of
client self-reports and promotes a therapeutic working al-
liance and a more goal-oriented approach within counseling. 

When a third party has referred the client, the situation is
quite different. There are many cases in which the client is re-
ceiving services at the insistence of someone else. Clients ar-
rested for driving under the influence may be sent for an
evaluation to a psychologist by a judge. A teenager showing
oppositional and conduct-disordered behavior may be taken to
a psychologist by his or her parents. A person who is addicted
to drugs may come for help at the insistence of a spouse who
threatened to leave the relationship unless he or she gets help.
In each of these scenarios, the client may not feel the need for
help and may actually resist it.

Second, the client’s purpose or motive for the interview also
affects its course and direction. Even if the patient seems to be
self-referred, there may be hidden agendas that may compro-
mise the purity of the interview. For example, a person may
seek help for a problem with incestuous behavior, but the real
motive may be to present a façade to the judge in order to es-
cape more severe criminal sanctions and punishment. Another
person may present asking for assistance with anxiety or
depression, whereas the true motivation is to establish a record
of psychological treatment pursuant to a worker’s compensa-
tion claim for disability. A person with a drug addiction may
seek inpatient treatment for detoxification but actually may be

TABLE 21.2 Content Areas of Assessment Interviews

History of Problem Description of the Problem
Onset (Intensity, Duration)
Antecedents and Consequences
Prior Treatment Episodes

Family background Nuclear family constellation
Cultural background
Socioeconomic level
Parents’ occupations
Medical history
Family relationships
Family atmosphere

Personal history Developmental milestones
School and work history
Relationship with parents
History of childhood abuse (physical,

sexual)
Current relationships
Vocational problems
Marital-partner history
Emotional stability
History of psychological treatment
Legal problems
Use of illicit substances
Medical problems
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hiding out from the police. A psychiatric patient may allege
delusions, hallucinations, and threats of suicide so that he or
she is determined to be in need of inpatient care, whereas the
true motivation may be to receive basic food and shelter during
the severe cold weather. It is incumbent on the clinician, if pos-
sible, to ascertain the person’s real motivation for assessment
and treatment.

Third, client expectations can affect the quality of the
assessment results. All clients come to the interview with ex-
pectations about the nature of the process, how the psycholo-
gist may approach the task, and what results the process will
have. It is a good idea for psychologists, who will be in a sub-
sequent professional relationship with the client, to clarify any
misperceptions or misunderstandings about the interviewing
process. In order to explore possible misconceptions, ask the
person, “What do you think we are going to do here?” or “What
do you expect to happen as a result of our meeting?”

Fourth, the client also has perceptions of the psychologist,
which can affect the course and outcome of the interviewing
process; analysts have referred to this as object relations. Here,
the interviewer embodies all that is contained in a particular
role, and all of the client’s prior experiences and beliefs of peo-
ple in this role are then projected onto the psychologist. The
patient may view the relationship as parent-child, teacher-
student, judged-accused, or lover-love object. These projec-
tions are transferences and tend to develop quickly in an
ongoing relationship. Sometimes they are outside the aware-
ness of the client.At other times they are at the surface and can
contaminate the relationship with unreasonable expectations.
In fact, a large body of research in social psychology has
shown that humans tend to evaluate someone on the basis of
their first impression, and all subsequent encounters with that
person are evaluated in the light of those first impressions.

THE PSYCHOLOGIST’S APPROACH
TO THE INTERVIEW

Psychologists approach an interview with certain preexisting
values. The first of these values is philosophical or theoretical
orientation. As clinical psychologists, we do not come to an
interview with a blank slate; rather, we bring with us attitudes
that may influence the areas of inquiry, the methods and tech-
niques used in that inquiry, the words we use to subsequently
describe the person, and the goals we set for clients. For ex-
ample, a psychologist with an existential-humanistic theoret-
ical orientation will conduct a very different interview from
that of a psychologist who has a family systems orientation.
Treatment goals developed from an assessment interview

with a behaviorist will look quite different from treatment
goals from an analyst.

Just as the client has certain expectations and beliefs about
the nature of the interview, the psychologist also comes to the
interview with certain preexisting beliefs and values that may
affect the course of the interview. First, some psychologists
value a directed approach, whereas others value a nondirected
approach. Some value humor, whereas others refrain from its
use. One psychologist may value discussions about a client’s
manifest behavior, whereas another may value a focus on a
person’s inner mental life. Second, psychologists value cer-
tain kinds of material more than they do others, and they se-
lectively respond to client material that is considered more
important (e.g., more highly valued). Third, psychologists
may have a set of assumptions about behavior change and
may view the person in the light of those assumptions. There
are certainly other areas that could be explicated, but the es-
sential point here is that we all come to the interview with pre-
conceived notions and then act according to these preexisting
beliefs and assumptions.

Psychologists eventually try to understand the client and
problems in the light of their theoretical orientation. Most
arrive at a diagnosis or some formulation of the problem, but
the nature of this description differs. Some may think of the
client in terms of oedipal and preoedipal functioning. Others
may think of the person in terms of a homeostatic emotional
system designed to maintain a dominant-submissive dyadic
relationship against a triangulated third party. Others may
couch the problem as lack of assertiveness because of a his-
tory of punishments during attempts at assertiveness. Still
others may see the person as primarily dependent with bor-
derline features. All of these characterizations are a diagnosis
of a sort, but by the end of the interview, the psychologist is
likely to have a hypothesis upon which an intervention ap-
proach will be fashioned.

DIAGNOSTIC INTERVIEWING

Good interviewing consists of putting the client at ease,
eliciting information, maintaining control, maintaining rap-
port, and bringing closure. Putting the client at ease consists
of attending to privacy and confidentiality issues, reducing
anxiety, avoiding interruptions, showing respect by using the
client’s preferred name, and arranging seating configurations
that promote observation and interaction. Eliciting information
is accomplished by asking open-ended questions, avoiding
unnecessary interruptions, intervening at critical junctions
of client elaborations, and clarifying any inconsistencies.
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Controlling the interview does not mean assuming a com-
pletely directive interviewing stance; rather, it means that the
psychologist has a purpose in mind for the interview itself and
engages in behaviors that accomplish this purpose. The psy-
chologist does not dominate the interview but rather guides it
along a desired path. Skillfully disrupting client ramblings that
are counterproductive, discouraging unnecessary material, and
making smooth transitions from one stage of the interview to
another can accomplish this goal. Rapport is maintained
throughout by being nonjudgmental, displaying empathy,
using language appropriate to the client, addressing salient
client issues, and communicating a sense that the client’s prob-
lems are understood and can be helped. Finally, the psycholo-
gist brings closure to the interview by informing the person
about the next steps in the process.

STRUCTURE OF THE CLINICAL INTERVIEW

The interpersonal psychiatrist, Harry Stack Sullivan (1954),
suggested a format for the clinical interview, conceiving it as a
phase-sequenced process consisting of (a) the formal in-
ception, (b) reconnaissance, (c) detailed inquiry, and (d) termi-
nation. This model remains viable even today (Craig, 1989).

In the formal inception (e.g., introduction) phase, the clin-
ician learns what brought the client to the interview and ex-
plains to the patient what will transpire within the interview.
Sometimes all that is necessary in this introductory phase is
to tell the client we’re going to put our heads together and
see if we can find ways to help you. Next, tell the client what
information you already know. If little or no information is
available, it is acceptable to communicate that as well.

The reconnaissance (e.g., exploration) is the phase in
which the clinician learns some basic information about the
interviewee. The client will present what has come to be
called the presenting complaint. Aside from demographics,
the clinician also assesses for clinical syndromes and person-
ality disorders during this part of the process. Sullivan (1954)
believed this phase should not take longer than 20 min.

By assessing the syndrome, the clinicians convey that they
understand the problem. Consider a patient who is new in
town, is looking for a primary care provider to manage Type
2 diabetes and has narrowed down the search to two physi-
cians. Doctor A takes a history, records the patient’s present
symptoms, reviews the most recent glucose levels, and gives
the patient a prescription. Dr. B does the same thing but also
inquires about the person’s kidney function, examines the
heart, eyes, and feet, and asks whether there is any numbness
in the feet. In other words, Doctor B is telling the patient by

his or her actions that he or she knows about diabetes and
its complications and assesses for them. Other things being
equal, the patient will probably select Doctor B as the
provider, feeling that he or she is more competent. Doctor A
may be just as competent in managing diabetes but failed to
communicate that to the patient through a systematic review
of the disease. This same process is recommended in mental
health interviews. Show the client that you understand the
problem or syndrome by assessing its major symptoms, asso-
ciated disorders, and comorbidities.

The third phase is called the detailed inquiry (e.g., hypoth-
esis testing). Here the initial impression gained during the
first two phases is further assessed, and the clinician inter-
views for an understanding of why the client is in the present
situation and why the patient exhibits particular behaviors
and coping styles. I term this phase “interviewing for etiol-
ogy.” Again, the clinician can frame the etiology within a
preferred theoretical framework, citing such concepts as neg-
ative reinforcements, unbalanced family systems, or oral fix-
ation. The crucial point is to develop a working hypothesis
that will account for the behavior. At the end of this phase, the
clinician should have a working hypothesis as to the source of
the problem.

The final phase Sullivan called termination, but I prefer
to call it planning and intervention. Here the clinician makes
a summary statement (e.g., feedback) as to what has been
learned in the session; this is not a mere repetition of what the
interviewee has said but rather a clinical assessment from the
interviewer’s perspective. It can be framed in psychody-
namic, behavioral, existential-humanistic, or family systems
perspectives, but in any case, it tells the client that you under-
stand the problem. It lays the groundwork for how the prob-
lem will be addressed. An important point in this phase is to
communicate that you can help the client. You understand the
problem and can address it so that you can give the client hope
and an expectation of improvement. At this phase, basic pro-
cedural issues are also discussed. These issues include things
such as frequency of visits, issues of confidentiality, fees, or
emergency calls. I believe that if the clinician follows this for-
mat and satisfactorily addresses the items to be assessed in it,
the probability that the client will return for therapeutic work
is maximized.

INTERVIEWING TECHNIQUES

Regardless of one’s theoretical position (for the most part),
clinicians rely on a finite set of interviewing techniques that
cut across interviewing systems.
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Questioning

This interviewing technique is certainly the most often uti-
lized. Clients rarely spontaneously reveal the kind of infor-
mation necessary, and the interviewer must, perforce, ask
questions to get more precise information. Questions may be
either closed-ended or open-ended. In closed-ended ques-
tions, the interviewee is asked a specific question that has to
be answered in a yes-no format. There is little opportunity for
elaboration. An example of the closed-ended question is
Have you lost any weight within the past 30 days? In contrast,
an open-ended question allows for a full range of response
and for client elaboration. An example would be How does
your spouse feel when you keep losing your job? Both open-
ended and closed-ended questions are necessary, but clini-
cians should try to avoid too many close-ended questions
because they inhibit free-flowing communication.

Clarification

This technique is often necessary because the nature of a per-
son’s responses may remain obscure; this is usually done by
using one of the other interviewing techniques (e.g., ques-
tioning, paraphrasing, restating) and is often appreciated by
clients because it gives them a continued opportunity to tell
their story.

Confrontation

This is a technique whereby the clinician points out the dis-
crepancy between what is stated and what is observed. It has
frequently been employed with substance abusers, who con-
tinue to deny or minimize their drinking and drug abuse. It is
also used with persons with character disorder diagnoses to
break down their defenses. When done in a nonhostile and
factual manner, it can be helpful, but too often it is done in a
destructive manner that increases client resistance. Neophyte
interviewers often have a problem with this technique because
they may not be prepared to deal with the client’s response if
this technique is mishandled. This technique probably should
be minimized and rarely used because more recent evidence
has called into question its utility (Miller, 1991).

Exploration

Some areas may require a review that is more in-depth than
what is initially presented by the client. In this technique the
clinician structures a more thorough inquiry into a given area.
Most clients expect to be questioned about certain issues and
may wonder why this was not done. Clinicians also should

not be reluctant to explore areas that may be considered
sensitive.

Humor

There is increasing recognition that humor does play a role in
clinical interviews. It should not be overdone and should al-
ways be done to benefit the client. It can reduce anxiety, fa-
cilitate therapeutic movement, and enhance the flow of the
session.

Interpretation

This technique has a long history in clinical psychology and
emanates from the Freudian tradition, which considers much
of human motivation outside of conscious awareness. It is
probably the most difficult technique to use successfully be-
cause it requires a good knowledge of the client, personality,
motivation, and dynamics. Interviewers in training should not
employ this technique without first processing this technique
with their supervisor. It is important to recognize that many
clients will acquiesce to the authority of the clinician and
agree with the interpretation when in fact it may be erroneous.

Reflection

Here the clinician skillfully and accurately restates what the
client has just said to show that the feelings and statements
have been understood. 

Reframing

This technique is sometimes called cognitive restructuring.
Attitudes, opinions, beliefs, or feelings are rephrased so that
they correspond more to reality. Reframing can provide a
client with a new perspective and may undercut negative self-
statements that are often irrational and maladaptive. Refram-
ing also suggests new ways of thinking and behaving.

Restatement

This technique is sometimes called paraphrasing. It differs
from reflection primarily in purpose. Restatement is most
often used to promote understanding and clarification,
whereas reflection is used primarily as a therapeutic tool.

Silence

Sometimes no response is the best response. Silence can pro-
vide the client with an opportunity to process and understand
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what has just been said. It should be done to promote intro-
spection or to allow clients to recompose themselves after
an emotional episode. It needs to be done in such a way that
the client understands that the clinician is using silence for a
reason.

The basic techniques of interviewing and examples illus-
trating these techniques are presented in Table 21.3.

INTERVIEWING MODELS

The Medical Model

Many psychologists have argued that interviewing from
the medical model is inappropriate. The medical model as-
sumes that symptoms are developed due to external
pathogens; heritable vulnerabilities that are biologically de-
termined; or structural, anatomical, or physiological dys-
functions and abnormalities. These problems can only be
corrected or ameliorated through surgery, medicine, or re-
habilitation techniques. One can think of the medical model
as having two broad functions. The first is to guide classifi-
cation, diagnosis, and ultimately, treatment and prevention.
The second major function is to control both socially and
legally the health practices of society. Some psychologists
would prefer that we adopt a biopsychosocial model, which
admits the role of biological processes in the develop-
ment of disorders but which also includes the role of psy-
chological and social factors in their etiology, course, and
treatment.

Behavioral Assessment

Many psychologists prefer a behavioral to a medical model
of interviewing. Behavioral psychologists do not espouse the
idea that health-related problems are rooted in biology.
Rather, they believe that contingencies of reinforcement oc-
curring in the context of certain environments are primarily
responsible for problematic behaviors. They thus decry med-
ical terminology and nosology in favor of such concepts as
response patterns, positive and negative reinforcements, and
antecedents and consequences. A behaviorally based inter-
view might analyze the problem by taking a reinforcement
history, looking for patterns of rewards and punishments fol-
lowing critical behaviors, and carefully defining and quanti-
fying each targeted behavior for intervention. The chapter by
O’Brien, McGrath, and Haynes in this volume discusses be-
havioral interviewing at greater length.

Interview Biases

Interviews are not without problems, and many sources of in-
terviewer biases have been researched. These biases include
factors such as positive and negative halo; reliance on first
impressions; client attractiveness; theoretical biases (e.g., in-
sisting that one theory can explain all forms of behavior); em-
phasizing trait, state, or situational determinants of behavior
to the exclusion of the others; and conceptualizing behavior
as a static rather than a dynamic process. 

One problem with an assessment interview is the extent to
which bias exists throughout the diagnostic process. One bias

TABLE 21.3 Basic Interviewing Techniques

Technique Patient Statement Interview Response

Clarification Sometimes my husband doesn’t What do you think he’s doing when
come home for days. this happens?

Confrontation I no longer abuse my wife. You hit her yesterday!

Exploration In service I saw a guy get killed. What were the conditions?
Did you have any bad dreams about it?

Humor Sometimes, doc, I act so crazy In that case, that will be $50.00 each.
I think I got a split personality.

Interpretation I took my father’s Valium and If he were able to stand up to your
flushed them down the toilet. mother, then you would not have

to behave aggressively towards her.

Reflection I’m not getting anywhere. Your lack of progress frustrates you.

Reframing My boyfriend left me for Although it is upsetting now, it gives
someone else. you the chance to meet someone else.

Restatement I hear voices and get confused. These strange things are disturbing you.

Self-disclosure I just can’t learn like the others. I am dyslexic too. It need not hold
I get so upset with myself. you up. You just have special needs.

Silence Someday I’m going to tell her (no response)
exactly how I feel.

Questioning As a youth I was in detention home. What did you do to get in there?
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that has been particularly addressed is gender bias. There are
other sources of bias as well, including biased constructs, bi-
ased criteria for making diagnoses, biased sampling popula-
tions to study the issue, biased application of the diagnostic
criteria, and biased assessment instruments and gender biases
in the methods used to assess diagnostic entities (see also
Lindsay, Sankis, & Widiger, 2000). Hartung and Widiger
(1998) have provided the most recent summary of prevalence
rates of various diagnoses by gender, but these rates are not
immune to systematic distortions, as mentioned previously.
Biased representation within clinical settings, empirical stud-
ies, and biased diagnostic criteria sets can also skew the re-
ported findings. However, these data presented by Hartung
and Widiger (1998) are reasonable estimates of prevalence
rates of psychiatric disorders by gender based on current
research.

Brown (1990) proposed a model for integrating gender is-
sues into the clinical interview. It includes preassessment ac-
tivities, such as familiarizing oneself in the scholarship and
research on gender and its relationship to clinical judgments;
it also includes suggestions to attend to one’s activities within
the assessment process itself. These activities include in-
quiries that will help the clinician determine the meaning of
gender membership for the client and the client’s social and
cultural environment, determine gender-role compliance or
variation, notice how the client attends to the evaluator’s gen-
der, and guard against inappropriate gender stereotyping.

ASSESSING PSYCHOPATHOLOGY
WITH CLINICAL INTERVIEWS

Structured Versus Unstructured Interviews

Interviews to assess for psychopathology vary considerably in
how they are conducted. A basic dimension of interviews is
their degree of structure. Structured interviews follow rigid
rules. The clinician asks specific questions that follow an exact
sequence and that include well-defined rules for recording and
judging responses. This practice minimizes interview biases
and unreliable judgments, hence providing more objective in-
formation.Although structured interviews generally have bet-
ter psychometric properties than do unstructured ones,
structured interviews may overlook idiosyncrasies that add to
the richness of personality, artificially restraining the topics
covered within the interview. They also may not create much
rapport between client and clinician. Semistructured inter-
views are more flexible and provide guidelines rather than
rules. There are neither prepared questions nor introductory
probes. These types of interviews may elicit more information
than would emerge from a structured interview because the

clinician is allowed more judgment in determining what spe-
cific questions to ask. The interviewer also may ascertain more
detailed information about specific topics. In completely un-
structured interviews, the clinician assesses and explores con-
ditions believed to be present within the interviewee. These
hypotheses are generated from the person’s elaborations dur-
ing the interview. In clinical practice, diagnoses are more
often established using unstructured interviews, whereas in a
research context diagnoses are more often established by
using a structured or semistructured interview.

The introduction of criteria sets in DSM-III (American Psy-
chiatric Association, 1980) ushered in renewed interest in the
reliability of psychiatric diagnoses. Clinicians devoted a sub-
stantial amount of effort to improving diagnostic categories
and to establishing psychiatric diagnoses. To respond to this
challenge, clinical psychologists relied on their history of
measuring individual differences in personality via structured
inventories. Psychiatrists relied on their rich history of observa-
tion and interviews to establish a diagnosis, and they developed
a spate of structured psychiatric interviews for an array of prob-
lems and disorders. This move was an attempt to reduce subjec-
tive clinical judgments. Table 21.4 presents a selected review of
available structured psychiatric interviews for a variety of con-
ditions. I provide a brief summary of the most frequently used
structured diagnostic interviews. Although each of the struc-
tured instruments was designed for somewhat different pur-
poses and was to be used with its companion diagnostic system,
all have been revised and can now be used with DSM-IV.

The structured psychiatric interviews that have received
the most attention are the Schedule of Affective Disor-
ders and Schizophrenia (SADS; Endicott & Spitzer, 1978),
the Diagnostic Interview Schedule (DIS; Robins, Helzer,
Croughan, & Ratcliff, 1981), and the Structured Clinical
Interview for DSM Disorders (SCID; Spitzer, Williams,
Gibbon, & First, 1992).

The SADS is a standardized, semistructured diagnostic in-
terview that was initially developed to make a differential
diagnoses among 25 diagnostic categories in the Research
Diagnostic Criteria, a precursor to DSM-III. The clinician
uses a set of introductory probes and further questions to
determine whether the responses meet the diagnostic criteria.
The SADS has two main sections. In the first section, the in-
terviewer ascertains a general overview of the client’s con-
dition by using detailed questions about current symptoms
and their severity. Level of impairment is determined through
the use of standard descriptions and is not left to clinical
judgment. The second section covers the patient’s history of
mental disorders; questions are clustered within each diag-
nosis. It assesses psychopathology and functioning in the
current episode, assessing mood, symptoms and impairment.
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Current functioning is defined as level of function 1 week
prior to the interview. The final results yield both current and
lifetime diagnoses, and the interview requires 1–2 hours to
administer. There are three versions of the SADS, including a
lifetime version (SADS-L), a change version (SADS-C) that
can be used to evaluate treatment effectiveness, and a chil-
dren’s version (K-SADS-P).

The DIS is a completely structured diagnostic interview
designed to be used by lay interviewers. It was developed

by National Institute of Mental Health to assess current and
lifetime diagnoses in large-scale epidemiological surveys of
psychopathology and psychiatric disorders, although it also
has been used in clinical research studies. To administer the
DIS, the interviewer reads the questions exactly as they are
provided in the interview booklet. In general, there is no
probing, although a separate probe flowchart can be used for
organic diagnoses with psychiatric symptoms. Separate sec-
tions are provided for 32 specific diagnoses containing about
263 items. Current symptoms are assessed for four time peri-
ods: the past 2 weeks, the past month, the past 6 months, and
the past year. Administration time is about 45–90 minutes.
Much of the research with the DIS has compared DIS to psy-
chiatric-clinician diagnosis established by traditional means.
There are child and adolescent versions of the DIS, and both
are available in a computerized DIS (C-DIS) program.

The SCID is a semistructured diagnostic interview de-
signed to be used by clinical interviewers and was intended to
have an administration time shorter than that of the SADS. It
takes 60–90 minutes to administer and assesses problems
within the past month (current) and lifetime. The interview be-
gins with a patient’s description of his or her problems. After
the clinician has an overview of the client’s difficulties, the
more structured section begins, organized in a modular format
depending on suspected diagnoses. The questions are open-
ended. After each section, the interviewer scores the disorder
for severity (mild, moderate, severe) within the past month,
according to symptoms and functional impairment. The inter-
view follows the hierarchical structure that appears in DSM.
There are several versions of the SCID. One is designed
for use with inpatients (SCID-P), one with outpatients (SCID-
OP), and one with nonpatients (SCID-N). Subsequently, the
SCID-II was developed to diagnose personality disorders. The
SCID has been translated into several foreign languages. It is
currently in use in Japan, Puerto Rico, and China and has be-
come the most researched structured psychiatric interview.

Should you use a structured psychiatric interview? They
can be useful to teach diagnostic interviewing for clinicians in
training. They may be more valuable than are unstructured in-
terviews in certain forensic applications. They can provide an
automatic second opinion, and some may save valuable time
for the professional because they can be administered by men-
tal health paraprofessionals. However, for routine clinical
practice, structured clinical interviews are cumbersome and
time-consuming and seem more appropriate when method-
ological rigor is required for research diagnoses.

Psychometric properties, so often discussed in the context
of assessing psychological tests, may also be applied to clin-
ical interviews that assess psychopathology (Blashfield &
Livesley, 1991). The purpose of these interview schedules

TABLE 21.4 A Selected Presentation of Structured Psychiatric
Interviews

General interview schedules
Schedule of Affective Disorders Endicott & Spitzer, 1978.
and Schizophrenia

Diagnostic Interview Schedule Robins et al., 1981.

Structured Interview Pfohl, Blum, & Zimmerman, 1983;
for DSM Disorders Pfohl, Stangl, & Zimmerman, 1995.

Structured Clinical Interview Spitzer, Williams, Gibbon, & 
for DSM-III-R First, 1992.

Axis I disorders
Acute stress disorder Bryant et al., 1998.

Anxiety Spitzer & Williams, 1988.

Affective disorders and Endicott & Spitzer, 1978.
schizophrenia

Borderline personality disorder Zanarini, Gunderson, et al., 1989.

Depression Jamison & Scogin, 1992.

Depressive personality Gunderson, Phillips, Triebwasser, &
disorder Hirschfield, 1994.

Dissociative disorders Steinberg, Cicchetti, Buchanan, &
Hall, 1993.

Eating disorders Cooper & Fairbairn, 1987.

Hypocondriasis Narcissism Barsky et al., 1992. Gunderson,
Ronningstam, & Bodkin, 1990.

Panic disorder Williams, Spitzer, & Gibbon, 1992.

Personality disorders Stangl Pfohl, Zimmerman, Bowers, &
Corenthal, 1985.

Selzer, Kernberg, Fibel, Cherbuliez, &
Mortati, 1987.

Zanarini, Frankenburg, Chauncey, &

Gunderson, 1987; Zanarini, 
Frankenburg, Sickel, & Yong, 1995.

Loranger et al., 1987, 1994.

Widiger, Mangine, Corbitt, Ellis, &
Thomas, 1995.

Posttraumatic stress disorder Watson, Juba, Manifold, Kucala, &
Anderson, 1991.

Psychopathy Hare, 1991.

Miscellaneous
Child abuse Shapiro, 1991.

Suicide Reynolds, 1990.

Sommers-Flanagan &
Sommers-Flanagan, 1995.

Symptoms Andreasen, Flaum, & Arndt, 1992.
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was to improve the reliability of psychiatric diagnosis. Even
so, serious problems in assessment reliability continue to
exist; even when using structured interviews and response
sets, both in the interviewer and patient can affect the out-
come of the evaluation (Alterman et al., 1996).

One outcome of the development of structured clinical in-
terviewing has been the inquiry of comorbidities of Axis I
disorders associated with an Axis II disorders (and vice
versa). For example, disorders that have been studied include
eating disorders (Braun, Sunday, & Halmi, 1994; Brewerton
et al., 1995), psychotic disorders (Cassano, Pini, Saettoni,
Rucci, & Del’Osso, 1998), and substance abuse (Abbott,
Weller, & Walker, 1994; Oldham et al., 1992). These findings
are presented later in this chapter. It is incumbent on the in-
terviewer to assess those disorders that may be associated
with an Axis I or Axis II diagnosis.

Many factors interact and complicate the process of using
interviews to assess psychopathology. These factors include
(but are not limited to) definitional ambiguities, criterion unre-
liability, overlapping symptoms, contextual moderators, multi-
dimensional attributes, population heterogeneity, and deficits
in the instruments and processes (e.g. interviews) that we as
clinicians use to assess psychopathology (Millon, 1991).Addi-
tionally, the diagnostic system we use (DSM-IV) is imperfect.
Complaints about this system include conceptual obscurity,
confusion, a questionable broadening of the range and scope of
categories classified as mental disorder, use of a categorical
rather than dimensional model, poor applicability to disorders
in children, and issues the medicalization of psychiatric diag-
nosis (American Psychiatric Association, 1980).

ASSESSING PERSONALITY WITH
CLINICAL INTERVIEWS

Personality Assessment Versus Assessing
Personality Disorders 

It is one thing to assess personality and quite another to as-
sess personality characteristics. The latter is substantially
easier because there are diagnostic criteria codified in offi-
cial diagnostic classification systems (e.g., DSM, ICD-10),
and to make the diagnosis one merely has to determine
whether the client meets the criteria. Furthermore, there are
both structured clinical interviews and psychometric tests
available to supplement the clinical interview (Widiger &
Frances, 1985b, 1987). Because there is no agreed-upon
classification system for personality, the clinician typically
looks for certain traits that are related to the referral or treat-
ment issue.

Problems in Assessing Personality and Personality
Disorders With Clinical Interviews

Many assessment difficulties complicate the diagnosis of per-
sonality disorders. Many issues have occupied the field of
personality assessment (Zimmerman, 1994) and need to be
considered by an individual clinician when interviewing for
personality characteristics and personality disorders. First, the
lines of demarcation between normal and pathological traits
are porous and not well differentiated (Goldsmith, Jacobsberg,
& Bell, 1989; Strack & Lorr, 1997). The normality-pathology
continuum can be viewed from different theoretical positions,
making it difficult for the clinician to determine whether
the behavior observed in the interview is normative or aber-
rant. Second, official diagnostic classification systems
have adopted a categorical system for personality disorders
(Widiger, 1992). One criticism of this approach is that it artifi-
cially dichotomizes diagnostic decisions into present-absent
categories when they are inherently continuous variables.
From this perspective, personality disorders have no discrete
demarcations that would provide a qualitative distinction
between normal and abnormal levels (Widiger, 2000). In con-
trast, a dimensional approach assumes that traits and behav-
iors are continuously distributed in the population and that a
particular individual may have various degrees of each trait or
behavior being assessed. Dimensional systems are seen as
more flexible, specific, and reliable and are able to provide
more comprehensive information, whereas categorical sys-
tems lose too much information and can result in classification
dilemmas when a client meets the criteria for multiple disor-
ders (Widiger & Kelso, 1983). However, dimensional systems
are too complex for practical purposes and may provide too
much information. Determining the optimal point of demarca-
tion between normal and abnormal would be difficult from a
dimensional perspective.

Third, many have lamented that the DSM personality dis-
order section lacks a theoretical approach to the understand-
ing and classification of personality disorders. Fourth, fixed
decision rules—as contained in official diagnostic systems—
decrease diagnostic efficiency when the cutoff points for di-
agnosis are not adjusted for local base rates (Widiger &
Kelso, 1983). Fifth, affective disorders can influence the ex-
pression of traits and confound diagnostic impressions. For
example, many patients with clinical depression appear to
also have a dependent personality. However, when their
depression abates, they no longer appear to be dependent.
Patients with bipolar manic disorder may appear histrionic
during the acute phase of the manic-depression but not when
the affective disorder has stabilized. Affective disorders com-
plicate the diagnosis of personality disorders. Sixth, is the
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behavioral manifestation or expression seen in diagnostic in-
terviews due to endemic personality traits, or is the manifes-
tation situationally induced? Specific life circumstances can
change behavior and confuse the diagnosis of personality dis-
orders. Seventh, patients often meet the diagnostic criteria for
more than one personality disorder, and the optimal number
of diagnostic criteria needed for an individual diagnosis re-
mains unclear.

One trend in the assessment literature has been to study
the role of prevalence of personality disorders in Axis I syn-
dromes. There is now recognition that personality disorders
can influence the expression, course, and duration of Axis I
disorders, as well as be a focus of treatment in their own
right. Table 21.5 presents the personality disorders most
often diagnosed for selected Axis I disorders. Clinicians
who assess for specific Axis I disorders should evaluate for
the presence of personality disorders commonly associated
with those syndromes (Livesley, 2001; Millon & Davis,
1996).

One continuing concern is that although the reliability of
personality disorder diagnoses has improved, their discrimi-
nant validity continues to be a problem. This means that there
will continue to be high levels of comorbid personality disor-
der diagnosis within an individual patient (Blais & Norman,
1997).

Role of Culture

We are only beginning to appreciate the role of culture and
how it affects behavior. DSM-IV has recognized many cul-
tural manifestations that are viewed as common within the
designated culture. However, while DSM-IV includes Axis I
considerations in the Appendix, it has been slow to take into
account the role of cultural considerations and applying them
to the diagnostic criteria for Axis II disorders.

RELIABILITY OF CLINICAL INTERVIEWS
AND PSYCHIATRIC DIAGNOSES

Most clinicians make a personality disorder diagnosis by lis-
tening to the person describe interpersonal interactions and
by observing behavior in the interview itself (Westen, 1997).
However, even with the introduction of criteria sets, person-
ality disorder diagnoses generally obtain lower levels of reli-
ability compared to Axis I disorders (Widiger & Frances,
1985a); this is because the clinician has to address the issues
of boundary overlap, the possible influences of state, role,
and situational factors on behavioral expression, the client’s
inability or unwillingness to report symptoms, and the diffi-
culty of determining whether a trait is pervasive and mal-
adaptive within the confines of a brief psychiatric interview
(Gorton & Akhtar, 1990).

Prior to DSM-III, the mean interrater reliability (kappa) for
the diagnosis of personality disorders was 0.32. DSM-III in-
troduced criteria sets for the establishment of a diagnosis.
DSM-III also included field trials of the reliability of the pro-
posed diagnoses using over 450 clinicians involving over
800 patients, including adults, adolescents, and children. For
personality disorders in adults, results indicated that the over-
all kappa coefficient of agreement on diagnosis was .66 after
separate interviews. For Axis II personality disorders, the
kappas were .61 for joint assessments and .54 for using a test-
retest format (Spitzer, Williams, & Skodal, 1980). High kap-
pas (.70 and above) reflect generally good agreement. With the
introduction of criteria sets, the mean kappa for DSM-III per-
sonality disorders was 0.61 when the decision was any per-
sonality disorder but only a median 0.23 for individual
disorders (Perry, 1992). Even so, Wiens and Matarazzo (1983)
concluded that “. . . DSM-III is a remarkably reliable system
for classifying disorders in Axis I and Axis II” (p. 320).

However, method variance contributes significantly to the
observed results. Reliability estimates change depending on
whether the reliability is based on unstructured interviews,
semistructured interviews, or joint-interview raters compared
to single-interview raters (Zimmerman, 1994), as well as
long versus short test-retest intervals. Perry (1992) reported
that the diagnostic agreement between a clinical interview
and a self-report measure of personality disorders was not
significantly comparable across methods. In fact, certain do-
mains that are part of the clinical diagnostic picture of a per-
sonality disorder may not be reliably assessed by either
structured clinical interviews or self-report measures because
these domains pertain to implicit processes that may be out-
side the awareness of the client.

There has not been a comparable presentation on the
reliability and validity of psychiatric interviewing and

TABLE 21.5 Personality Disorders with Higher Prevalence Rates for
Selected Axis I Syndromes

Clinical Syndrome Personality Disorder

Anxiety disorders: General Borderline
Panic disorders Avoidant, dependent, obsessive-compulsive
Social phobia Avoidant
Agoraphobia Avoidant
Somatoform Avoidant, paranoid

Depression: Dysthymia Avoidant, borderline, histrionic
Major depression Borderline

(episodic)
Bipolar Histrionic, obsessive-compulsive,

borderline, paranoid
Eating disorders: Anorexia Avoidant

Bulimia Dependent, histrionic, borderline
Substance abuse (alcohol Antisocial, narcissistic

and drugs)
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diagnosis since Matarazzo’s work on these topics some time
ago (Matarazzo, 1965, 1978; Wiens & Matarazzo, 1983); the
focus of clinical interviewing research has changed from
generic interviews, which were the focus of Mattarazo, to
structured and focused interviews. It is not scientifically
accurate to discuss the reliability of psychiatric diagnosis or
to discuss the reliability of clinical interview because the re-
liability will change based on (a) diagnosis, (b) instrument
used to assess reliability, and (c) the method used to deter-
mine reliability. Psychiatric research now addresses the relia-
bility and validity (usually concurrent diagnoses) among
these various structured and semistructured techniques.

There are three strategies to evaluate the reliability of struc-
tured psychiatric interviews. In the first strategy (test-retest
methodology), two or more clinicians interview the same
patient on two separate occasions and independently estab-
lish a diagnosis. In the second method, two raters interview
the same patient simultaneously and the raters make indepen-
dent judgments as to diagnosis. Often researchers using this
method provide the raters with an audio or videotape of the in-
terview. In the third method, two or more structured psychi-
atric interviews, self-report tests, or both are given to the same
patient. In all methods, the extent of agreement between inter-
viewers as to the presence or absence of a particular disorder
is determined by using the kappa statistic. By consensus,
kappa values greater than .70 are considered to reflect good
agreement, values .50 to .70 reflect fair to good agreement,
and values less than .50 reflect poor agreement. Values less
than 0.00 reflect less than chance agreement between raters.

The Structured Clinical Interview for DSM diagnoses
(SCID; First, Spitzer, Gibbon, & Williams, 1995a; Spitzer &
Williams, 1984; Spitzer, Williams, Gibbon, & First, 1992) has
been the diagnostic instrument most often used in psychiatric
research, and researchers have considerable reliability data on
this instrument. Our discussion on reliability of psychiatric
diagnoses concentrates on research using this instrument.

The SCID and SCID-II were designed for use with expe-
rienced diagnosticians. It has different modules, including all
Axis I and Axis II groups of disorders. SCID-I assesses 33 of
the more commonly diagnosed DSM-III-R disorders. The
structured format requires the interviewer to read the ques-
tions exactly as they are printed (in the first of three columns)
and to determine the presence or absence of criteria, which
appear in the second column. The third column contains three
levels of certainty—yes, no, or indeterminate—as to whether
the patient met the criteria. The structured clinical interview
allows the clinician to probe and restate questions, challenge
the response, and ask for clarification in order to determine
whether a particular symptom is present. The use of opera-

tional criteria for a diagnosis has improved the selection of
research participants, thereby improving participant homo-
geneity and reducing interviewer bias. But potential sources
of bias, such as cultural bias, are present, which can influence
the expression of psychiatric symptoms and psychopathol-
ogy as well as the interpersonal nature of the diagnostic
process between patient and interviewer (Lesser, 1997).
However, these issues are extant in all structured clinical in-
terviews as well. Prevalence rates of disorders may also vary
based on which version of DSM (e.g., DSM-II-R, DSM-IV) is
used as the criterion (Poling et al., 1999).

Segal, Hersen, and Van Hasselt (1994) have published the
most recent literature review on the reliability of the SCID-I
(Axis I) and SCID-II (Axis II) disorders. Their review found
kappa values for the SCID-I ranging from – .03 to 1.00. It is
interesting to note that both of these values were for the so-
matoform diagnosis in separate studies. The median kappa
values for 33 different diagnoses reported in the literature
was .78. Median kappa values for SCID-II reliability studies
for Axis II disorders ranged from .43 (histrionic personality
disorder) to 1.00 (dependent, self-defeating, and narcissistic
personality disorders), with a median of .74.

Several additional reliability studies on SCID diagnosis
have appeared since that review. Using test-retest methodol-
ogy, 12-month reliability data for SCID-II diagnosis in
31 cocaine patients was .46 (Weiss, Najavits, Muenz, &
Hufford, 1995). Kappa values ranged from .24 (obsessive-
compulsive disorder) to .74 (histrionic personality disorder)
with an overall kappa at .53 among 284 patients at multiple
sites (First, Spitzer, Gibbon, & Williams, 1995b). Using a
Dutch sample of 43 outpatients, six raters evaluated the same
patient within 1–4 weeks of the initial interview. Kappa for
one or more personality disorders was .53, suggesting only
fair agreement (Dreessen & Arntz, 1998).

Research has found little agreement between SCID-II and
the Minnesota Multiphasic Personality Inventory (MMPI) and
Millon Clinical Multiaxial Inventory (MCMI-II) diagnoses
(Butler, Gaulier, & Haller, 1991; Marlowe, Husband,
Bonieskie, & Kirby, 1997). Although there were no apparent
gender biases in assessing personality diagnoses between
SCID-II and the Personality Diagnostic Questionnaire-
Revised (Golomb, Fava,Abraham, & Rosenbaum, 1995; Hyler
& Rieder, 1987), there is often low agreement between person-
ality disorder diagnoses between these two assessment meth-
ods, with many false positives (Fossati et al., 1998). This same
pattern of results appears between the SCID and the Personal-
ity Disorder Examination (Loranger, Susman, Oldham, &
Russakoff, 1987)—low diagnostic agreement and many false
positives (Lenzenweger, Loranger, Korfine, & Neff, 1997;
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Modestin, Enri, & Oberson, 1998; O’Boyle & Self, 1990).
Using two separate structured psychiatric interviews reveals
different patterns of comorbidity of personality disorders
(Oldham et al., 1992). Because the false negative rates between
these instruments tends to be low, one possibility is to have a
clinician question only those diagnostic elements endorsed
in the self-report instrument (Jacobsberg, Perry, & Frances,
1995), but this has not been done to date.

In summary, the present available data suggest that al-
though structured psychiatric interviews are reliable, they
show low to modest agreement with each other in terms of
individual diagnoses; this is true not only for the SCID but
also for other major structured clinical interviews.

INCREMENTAL VALIDITY

Using a computer search that included the terms incremental
validity and clinical interviews as well as interviews, we
could find no references pertaining to research that ad-
dressed the question of whether adding an interview adds
any other information than was attainable through other
means (e.g., psychological tests, collateral information). In-
cremental validity studies are readily available for such enti-
ties as the addition of a particular test to a test battery
(Weiner, 1999), the prediction of a specific behavior such as
violence, (Douglas, Ogcuff, Nicholls, & Grant, 1999), or
various constructs such as anxiety sensitivity (McWilliams
& Asmund, 1999) or depression (Davis & Hays, 1997), but
the criteria in these studies were all established using other
self-report inventories rather than a clinical interview.

I did find studies that documented the fact that structured
clinical interviews yield higher rates of various disorders than
do unstructured interviews. For example, body dysmorphic
disorder, which is relatively rare, was three times more likely
to be diagnosed using a structured clinical interview (SCID)
than with a routine clinical interview (Zimmerman & Mattia,
1998). Comparing comorbidities among 500 adult psychi-
atric patients assessed at intake with routine clinical interview
and 500 patients assessed with the SCID, results showed that
one third of the patients assessed with the structured diagnos-
tic interview had three or more Axis I diagnoses, compared to
only 10% of patients assessed with an unstructured clinical
interview. In fact, 15 disorders were more frequently diag-
nosed with the SCID than with routine clinical assessment;
they occurred across mood, anxiety, eating, somatoform, and
impulse-control disorders (Zimmerman & Mattia, 1999a).
Similarly, posttraumatic stress disorder (PTSD) is often over-
looked in clinical practice when PTSD symptoms are not the

presenting complaint. However, PTSD was more frequently
diagnosed using a structured clinical interview such as the
SCID (Zimmerman & Mattia, 1999b). Also, these researchers
found that without the benefit of the detailed information
provided by structured interviews, clinicians rarely diagnose
borderline personality disorder during routine intake evalua-
tions (Zimmerman & Mattia, 1999c).

These studies attest to the fact that structured clinical in-
terviews diagnose more clinical disorders than do routine
clinical interviews. The need for incremental validity studies
with clinical interviews is readily apparent. We especially
need studies that compare clinical interviews to other assess-
ment methods. Several studies have reported rates of diagnos-
tic agreement between clinician-derived or structured clinical
interviews compared to self-report measures, such as the
MCMI, but they are reliability studies and not studies of
incremental validity.

COMPUTER-ASSISTED DIAGNOSIS
AND COMPUTER INTERVIEWS

In recent years the use of computers to interview patients has
been attempted, mostly in research contexts. Its potential ad-
vantages include increased reliability of the information and
an increased ability to obtain specific data about a patient.
Critics complain that computer interviews are too impersonal
and miss subtle aspects of a patient’s problem. Perhaps the
most promising use of computer interviewing is in highly fo-
cused evaluations of a particular problem, such as depres-
sion, substance abuse, or sexual disorders.

We can safely predict that computers and technological
advances will eventually permeate future diagnostic studies.
Indeed, researchers have already established that it is feasible
to do diagnostic work via the computer (Keenan, 1994;
Kobak et al., 1997; Neal, Fox, Carroll, Holden, & Barnes,
1997). Some research has shown that automated screening
can record basic client information—particularly as it per-
tains to demographics and symptoms—even before clients
see a clinician for the initial assessment and that clients view
it as helpful to their treatment (Sloan, Eldridge, & Evenson,
1992).

Computerization of standardized clinician-administered
structured diagnostic interviews has also been shown to have
validity comparable to that obtained in face-to-face contexts
(Levitan, Blouin, Navarro, & Hill, 1991; Lewis, 1994) and
can also be reliably done via the telephone using structured
formats (Ruskin et al., 1998). One study reported that outpa-
tients in an acute psychiatric setting, who had been diagnosed
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by computer, generally liked answering questions on the com-
puter (94%), understood the questions without difficulty
(83%), and even felt more comfortable with the computerized
interview than with a physician (60%). However, psychiatrists
agreed with only 50% of the computer-generated diagnoses,
and only 22% of psychiatrists believed that the computer
generated any useful new diagnoses (Rosenman, Levings, &
Korten, 1997).

Computer-based systems usually provide a list of probable
diagnoses and do not include personality descriptions, in con-
trast to computer-derived psychological test interpretations
(Butcher, Perry, & Atlis, 2000). Logic-tree systems are
designed to establish the presence of traits or symptoms that
are specified in the diagnostic criteria and thereby lead to a
particular diagnosis. Examples of computerized systematized
diagnostic interviews include the DTREE for DSM-III-R
diagnoses (First, 1994), and the computerized version of the
International Diagnostic Interview (CIDI-Auto; Peters &
Andrews, 1995). However, research in this area has more
commonly evaluated the computerized version of the Diag-
nostic Interview Schedule. This research has found that
kappa coefficients for a variety of DSM-III diagnoses ranged
from .49 to .68, suggesting fairly comparable agreement be-
tween clinician determined and computer-based psychiatric
diagnoses (Butcher et al., 2000). 

Research in the area has shown that computer-assisted
diagnostic interviews yielded more disorder diagnoses than
did routine clinical assessment procedures (Alhberg, Tuck, &
Allgulander, 1996). Compared to computer-administered clin-
ical interviews, clinician-administered interviews resulted in
less self-disclosure—particularly of socially undesirable in-
formation (Locke & Gilbert, 1995). In fact, respondents seem
more willing to reveal personal information to a computer than
to a human being (Hofer, 1985) and tend to prefer a computer-
administered interview to a clinician-conducted interview
(Sweeny, McGrath, Leigh, & Costa, 2001). This is probably
because they felt more judged when interviewed in person
than when identical questions were administered from a com-
puter. However, some evidence exists suggesting that com-
puter diagnostic assessment, although it is reliable, shows poor
concordance with SCID diagnoses, except for the diagnoses of
antisocial and substance abuse (Ross, Swinson, Doumani, &
Larkin, 1995; Ross, Swinson, Larkin, & Doumani, 1994).

Advances in technology are likely to find applications
in the diagnostic process as well (Banyan & Stein, 1990).
The future will certainly see more utilization of these types
of sophisticated technologies. Technology, however, will
not obviate the essential difficulties in the diagnostic process
as described throughout this chapter—computer-assisted
diagnostic formats are programmed to contain the same

problems and deficiencies inherent in a face-to-face diagnos-
tic interview.

MISUSE OF THE INTERVIEW

Many clinicians have such faith in the clinical interview (and
in their own skills) that interviews can be misused. One such
current venue is that occasioned by managed care constraints
that often preclude the use of other methods (e.g., psycholog-
ical tests, collateral interviews) that would either add incre-
mental validity in clinical practice or possibly confirm
hypotheses gleaned from the interview itself. Psychologists
need to guard against such practices and to advocate for the
best possible psychological practice for a given problem.

WHAT NEEDS TO BE DONE?

Most problems in any classification system of personality
disorders are endemically and systematically related to the
issue of construct validity. One continuing problem in assess-
ment is that it has been extremely difficult to find independent
operationalizations of personality traits and personality dis-
order constructs that are consistent across assessment de-
vices. Convergent validity between self-report measures
and interview-based assessments range from poor to modest.
Median correlations between structured psychiatric interviews
range from .30 to .50; median correlations between self-report
measures range from .39 to .68; and median correlations
between questionnaires and structured interviews range from
.08 to .42. Consistently moderate correlations between ques-
tionnaires have been reported for the diagnoses of borderline,
dependent, passive-aggressive, and schizotypal personality
disorders. Better convergent validity between questionnaires
and clinical interviews has been found with diagnoses of
borderline and avoidant personality disorders. For clinical in-
terviews, consistently good convergence has been found for
only avoidant personality disorder (Clark, Livesley, & Morey,
1997).

Although method variance and general measurement error
may account for some of the findings, the real problem is a
lack of clear and explicit definitions of the diagnostic con-
structs and behavioral anchors that explicate examples of
specific items that define the disorder and aid the diagnosti-
cian (and researcher) to diagnose the disorder. For example,
with a criteria set of eight items, of which five are need to
make a diagnosis of borderline personality disorder, there are
95 different possible sets of symptoms that would qualify for
this diagnosis (Widiger, Frances, Spitzer, & Williams, 1988).
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Are there really 95 different types of borderline personality
disorders? Obviously not! The criteria merely reflect our con-
fusion on the diagnosis itself. This situation is clearly absurd
and serves to illustrate the problems that accrue when the
construct and defining criteria are obfuscating. Similarly, the
problem of a patient’s meeting two or more of the personality
disorder diagnoses will continue to exist, due largely to defi-
nitional problems. A clinician can reduce this bias somewhat
by carefully assessing all criterion symptoms and traits, but
the problem in the criteria themselves remains. 

Associated with the need for more conceptual clarity is the
need to reduce terminological confusion inherent in the crite-
ria set. For example, when does spontaneity become impul-
sivity? There is also a need for improved accuracy in
clinician diagnosis. Evidence exists that trained interviewers
are able to maintain high levels of interrater reliability, diag-
nostic accuracy, and interviewing skills, such that quality
assurance procedures should be systematically presented
in both research and clinical settings (Ventura, Liberman,
Green, Shaner, & Mintz, 1998). For example, 18 clinical vi-
gnettes were sent to 15 therapists, along with DSM personal-
ity disorder criteria sets. Fourteen of the vignettes were based
on DSM criteria and 14 were made up and suggested diag-
noses of no personality disorder. Results showed and 82%
rate of agreement in diagnosis. This type of procedure can be
cost-effective to establish and to assess continuing compe-
tency in diagnosing personality disorders (Gude, Dammen, &
Frilis, 1997).

Some have called for the explicit recognition of dimen-
sional structures in official classification systems because
such structures recognize the continuous nature of personal-
ity functioning (Widiger, 2000). Millon (2000) called for
adoption of a coherent classification-guiding theory. How-
ever, it is unlikely that theorists would ever agree as to the
parsimonious system to be adopted. Others suggested the use
of prototype criteria sets to define pure cases (Oldham &
Skodol, 2000; Westen & Shedler, 2000), but such prototypes
might only rarely be observed in clinical practice, and hence
such a system would live little practical utility, although
Millon (2000) has persuasively argued otherwise. He has also
called for the inclusion of personality disorder subtypes hier-
archically subsumed under the major prototypes. Still others
call for the inclusion of level of functioning (e.g., mild, mod-
erate, severe), within the personality diagnostic system.
Hunter (1998) suggested that personality disorder criteria be
rewritten from the patient’s perspective. This would have the
effect of removing negative language and provide a simpli-
fied and more straightforward and objective means of assess-
ment. Cloninger (2000) suggested that personality disorders
be diagnosed in terms of four core features: (a) low affective

stability, (b) low self-directedness, (c) low cooperativeness,
and (d) low self-transcendence. Perhaps a blend of both the
categorical and dimensional systems is preferable. The clini-
cian could diagnose a personality disorder in a categorical
system, reference personality (disorder) traits that are spe-
cific to the individual, and include a specifier that depicts
level of functioning.

The aforementioned suggestions apply more to assessing
personality disorders with interview. Karg and Wiens (1998)
have recommended the following activities to improve clini-
cal interviewing in general:

• Prepare for the initial interview. Get as much informa-
tion beforehand as possible; be well-informed about the
patient’s problem area. This preparation will allow you to
ask more meaningful questions. There may be important
information learned from records or from other sources
that warrant more detailed inquiry within the assessment
interview. If this information is not available to you at the
time of the interview, the opportunity for further inquiry
may be lost.

• Determine the purpose of the interview. Have a clear
understanding of what you want to accomplish. Have an
interview structure in mind and follow it.

• Clarify the purpose and parameters of the interview to the
client. If the client has a good understanding of what is
trying to be accomplished, his or her willingness to pro-
vide you with meaningful information should increase.

• Conceptualize the interview as a collaborative process.
Explain how the information will be used to help the client
with his or her situation.

• Truly hear what the interviewee has to say. This may be
accomplished by using active listening and by clarifying
the major points of understanding with the interviewee
during the interview.

• Use structured interviews. These interviews promote a
systematic review of content areas and are more reliable.

• Encourage the client to describe complaints in concrete
behavioral terms. This will help the psychologist to un-
derstand the client better and will provide examples of the
potential problematic behavior in relevant context.

• Complement the interview with other assessment methods,
particularly psychological testing. This may provide both
convergent and incremental validity.

• Identify the antecedents and consequences of problem
behaviors. This will provide more targeted interventions.

• Differentiate between skill and motivation. Some patients
may have the desire to accomplish goals that are beyond
their capacities, and vice versa.
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• Obtain base rates of behaviors. This will provide a bench-
mark for later assessment of progress.

• Avoid expectations and biases. Self-monitor your own
feelings, attitudes, beliefs, and countertransference to de-
termine whether you are remaining objective.

• Use a disconfirmation strategy. Look for information that
might disprove your hypothesis.

• Counter the fundamental attribution error. This occurs
when the clinician attributes the cause of a problem to one
set of factors, when it may be due to other sets of factors.

• Combine testing with interviewing mechanistically. This is
because combining data from interview with data from
other sources will be more accurate and valid than data
from one source alone.

• Delay reaching decisions while the interview is being con-
ducted. Don’t rush to judgments or to conclusions. 

• Consider the alternatives. Offering a menu of choices and
possibilities should engender greater client acceptance of
goals and interventions.

• Provide a proper termination. Suggest a course of action,
a plan of intervention, recommended behavioral changes,
and so on, that the person can take with them from the in-
terview. It is pointless for the psychologist to conduct
thorough assessments and evaluations without providing
some feedback to the client.

The future will no doubt actively address, research, re-
fine, and even eliminate some of these problems discussed in
this chapter. We can look forward to improvements in diag-
nostic criteria, improved clarity in criteria sets, increased
training so that clinicians can self-monitor and reduce any
potential biases in diagnostic decision-making, and take the
role of culture more into account in the evaluation of clients.
I hope that these advances will lead to improvements in ther-
apeutic interventions designed to ameliorate pathological
conditions.
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Imagine the following: You are intensely worried. You cannot
sleep well, you feel fatigued, and you have a near-constant
hollow feeling in the pit of your stomach. At the moment, you
are convinced that you have cancer because a cough has per-
sisted for several days. You’ve been touching your chest, tak-
ing test breaths in order to determine whether there is some
abnormality in your lungs. Although you would like to sched-
ule an appointment with your physician, you’ve avoided
making the call because you feel certain that either the news
will be grim or he will dismiss your concerns as irrational. In
an effort to combat your worries about the cancer, you’ve
been repeatedly telling yourself that you’re probably fine,
given your health habits and medical history. You also know
that on many previous occasions, you developed intense wor-
ries about health, finances, and career that eventually turned
out to be false alarms.

This pattern of repeatedly developing intense and irra-
tional fears is creating a new and disturbing feeling of de-
pressed mood as you realize that you have been consumed by
worry about one thing or another for much of your adult life.
Furthermore, between the major episodes of worry, there are
only fleeting moments of relief. At times, you wonder
whether you will ever escape from the worry. Your friends
have noticed a change in your behavior, and you have become
increasingly withdrawn. Work performance is declining, and

you are certain that you will be fired if you do not improve
soon. You feel that you must act to seek professional help, and
you have asked some close friends about therapists. No one
has any strong recommendations, but you have learned of a
few possible professionals. You scan the telephone book,
eventually settle on a therapist, and after several rehearsals of
what you will say, you pick up the phone.

Now, consider the following: If you were to contact a
cognitive-behaviorally oriented therapist, what assessment
methods would be used to evaluate your condition? What
model of behavior problems would be used to guide the focus
of assessment, and how would this model differ from ones
generated by nonbehavioral therapists? What methods would
be used to assess your difficulties? What sort of information
would be yielded by these methods? How would the therapist
evaluate the information, and how valid would his or her con-
clusions be? How would the information be used?

These and other important questions related to behavioral
assessment are discussed in this chapter. Rather than empha-
size applications of behavioral assessment to research ques-
tions and formal hypotheses testing, we concentrate on how
behavioral assessment methods are operationalized and exe-
cuted in typical clinical settings. The initial section of this
chapter examines the conceptual foundations of behavioral
assessment and how these foundations differ from other
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approaches to assessment. Then we present information
about the extent to which behavioral assessment methods are
being used by behavior therapists and in treatment-outcome
studies. Specific procedures used in behavioral assessment
are described next; here, our emphasis is on reviewing bene-
fits and limitations of particular assessment strategies and
data evaluation approaches. Finally, the ways in which as-
sessment information can be organized and integrated into a
comprehensive clinical model known as the functional analy-
sis are presented.

CONCEPTUAL FOUNDATIONS OF
BEHAVIORAL ASSESSMENT

Two fundamental assumptions underlie behavioral assess-
ment and differentiate it from other theoretical approaches.
One of these assumptions is environmental determinism. This
assumption states that behavior is functional—it is emitted in
response to changing environmental events (Grant & Evans,
1994; S. C. Hayes & Toarmino, 1999; O’Donahue, 1998;
Pierce, 1999; Shapiro & Kratochwill, 1988). It is further
assumed that learning principles provide a sound conceptual
framework for understanding these behavior-environment
relationships. Thus, in behavioral assessment, problem be-
haviors are interpreted as coherent responses to environmen-
tal events that precede, co-occur, or follow the behaviors’
occurrence. The measurement of behavior without simulta-
neous evaluation of critical environmental events would be
anathema.

A second key assumption of the behavioral paradigm is
that behavior can be most effectively understood when as-
sessment procedures adhere to an empirical approach. Thus,
behavioral assessment methods are often designed to yield
quantitative measures of minimally inferential and precisely
defined behaviors, environmental events, and the relation-
ships among them (Haynes & O’Brien, 2000). The empirical
assumption underlies the tendency for behavior therapists to
prefer the use of measurement procedures that rely on sys-
tematic observation (e.g., Barlow & Hersen, 1984; Cone,
1988; Goldfried & Kent, 1972). It also underlies the strong
endorsement of empirical validation as the most appropriate
means of evaluating the efficacy and effectiveness of inter-
ventions (Nathan & Gorman, 1998).

Emerging out of environmental determinism and empiri-
cism are a number of corollary assumptions about behavior
and the most effective ways to evaluate it. These additional as-
sumptions characterize the evolution of thought in behavioral
assessment and its openness to change, given emerging trends
in learning theory, behavioral research, and psychometrics

(Haynes & O’Brien, 2000). The first of these corollary as-
sumptions is an endorsement of the position that hypothetico-
deductive methods of inquiry are the preferred strategy for
identifying the causes and correlates of problem behavior.
Using this method of scientific inquiry, a behavior therapist
will often design an assessment strategy whereby client be-
havior is measured under different conditions so that one or
more hypotheses about its function can be tested. Two excel-
lent examples of this methodology are the functional analytic
experimental procedures developed by Iwata and colleagues
for the assessment and treatment of self-injurious behavior
(Iwata et al., 1994) and the functional analytic psychotherapy
approach developed by Kohlenberg for assessment and treat-
ment of adult psychological disorders such as borderline spec-
trum behaviors (Kohlenberg & Tsai, 1991).

A second corollary assumption, contextualism, asserts that
the cause-effect relationships between environmental events
and behavior are often mediated by individual differences
(e.g., Dougher, 2000; Evans, 1985; Hawkins, 1986; Russo &
Budd, 1987). This assumption supports the expectation that
behaviors can vary greatly according to the many unique in-
teractions that can occur among individual characteristics
and contextual events (Wahler & Fox, 1981). Thus, in con-
temporary behavioral assessment approaches, the therapist
may be apt to measure individual difference variables (e.g.,
physiological activation patterns, self-statements) in order to
evaluate how these variables may be interacting with envi-
ronmental events.

A third corollary assumption is behavioral plasticity
(O’Brien & Haynes, 1995). This assumption is represented
in the behavioral assessment position that many problem be-
haviors that were historically viewed as untreatable (e.g.,
psychotic behavior, aggressive behavior among individuals
with developmental disabilities, psychophysiological disor-
ders) can be changed if the correct configuration of learning
principles and environmental events is built into an interven-
tion and applied consistently. This assumption supports per-
sistence and optimism with difficult-to-treat problems. It may
also underlie the willingness of behavior therapists to work
with clients who are eschewed by nonbehavioral practi-
tioners because they were historically deemed untreatable
(e.g., persons with mental retardation, schizophrenia, autism,
psychosis).

A fourth assumption, multivariate multidimensionalism,
posits that problem behaviors and environmental events are
often molar constructs that are comprised of many specific
and qualitatively distinct modes of responding and dimen-
sions by which they can be measured. Thus, there are many
ways in which a single behavior, environmental event, or both
can be operationalized. The multidimensional assumption is
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reflected in an endorsement of multimethod and multifaceted
assessment strategies (Cone, 1988; Haynes, 2000; Morris,
1988).

Reciprocal causation is a fifth assumption that character-
izes behavioral assessment. The essential position articulated
in reciprocal causation is that situational events that influence
a problem behavior can in turn be affected by that same be-
havior (Bandura, 1981). An example of reciprocal causation
can be found in patterns of behavior observed among persons
with headaches. Specifically, the headache patient may ver-
balize headache complaints, solicit behaviors from a spouse,
and exhibit headache behaviors such as pained facial expres-
sions. These pain behaviors may then evoke supportive or
helping responses from a spouse (e.g., turning down the
radio, darkening the room, providing medications, offering
consolation). In turn, the supportive behavior provided by the
spouse may act as a reinforcer and increase the likelihood
that the pain behaviors will be expressed in the future. Hence,
the pain behaviors may trigger reinforcing consequences,
and the reinforcing consequences may then act as an impor-
tant determinant of future pain behavior (O’Brien & Haynes,
1995).

A sixth assumption, temporal variability, is that relation-
ships among causal events and problem behaviors often
change over time (Haynes, 1992). Consequently, it is possi-
ble that the initiating cause of a problem behavior differs
from the factors maintaining the behavior after it is estab-
lished. Health promotion behaviors illustrate this point.
Specifically, factors that promote the initiation of a preven-
tive health regimen (e.g., cues, perceptions of susceptibility)
may be quite different from factors that support the mainte-
nance of the behavior (Prochaska, 1994).

The aforementioned conceptual foundations have a num-
ber of implications for therapists who use behavioral assess-
ment techniques. First, it is imperative that persons who
endorse a behavioral approach to assessment be familiar with
learning principles and how these principles apply to behav-
ior problems observed in clinical settings. Familiarity with
learning principles in turn permit the behavior therapist to
better understand complex and clinically relevant context-
behavior processes that govern environmental determinism.
For example, we have noted how virtually any graduate stu-
dent or behavior therapist can describe classical conditioning
as it applies to dogs salivating in response to a bell that was
previously paired with meat powder or how Little Albert de-
veloped a rabbit phobia. These same persons, however, often
have difficulty describing how anticipatory nausea and vom-
iting in cancer patients, cardiovascular hyperreactivity to
stress, social phobia, and panic attacks may arise from classi-
cal conditioning. Similarly, most clinicians can describe how

operant conditioning may affect the behavior of rats and pi-
geons under various conditions of antecedent and consequen-
tial stimuli. However, they often have a limited capacity for
applying these principles to important clinical phenomena
such as client resistance to therapy directives, client transfer-
ence, therapist countertransference, and how various therapy
techniques (e.g., cognitive restructuring, graded exposure
with response prevention) promote behavior change.

In addition to being well-versed in learning theory, behav-
ior therapists must also learn to carefully operationalize con-
structs so that unambiguous measures of problem behavior can
be either created or appropriately selected from the corpus of
measures that have been developed by other researchers. This
task requires a deliberate and scholarly approach to assess-
ment as well as facility with research methods aimed at con-
struct development and measurement (cf. Cook & Campbell,
1979; Kazdin, 1998). Finally, behavior therapists must know
how to create and implement assessment methods that permit
reasonable identification and measurement of complex rela-
tionships among behaviors and contextual variables.

Imagine once again that you are the client described in the
beginning of the chapter. The assumptions guiding the be-
havior therapist’s assessment would affect his or her model of
the your problem behavior and the selection of assessment
methods. Specifically, guided by the empirical and multivari-
ate assumptions, the behavior therapist would be apt to use
methods that promote the development of unambiguous mea-
sures of the problem behavior. Thus, he or she would work
with you to develop clear descriptions of the key presenting
problems (insomnia, fatigue, a feeling in the pit of the stom-
ach, chronic worry, touching chest and taking test breaths,
negative expectations about prognosis, use of reassuring self-
statements). Furthermore, guided by environmental deter-
minism and contextualism, the behavior therapist would
encourage you to identify specific persons, places, times, and
prior learning experiences that may account for variation in
problem behavior (e.g., do the various problem behaviors
differ when you are alone relative to when you are with oth-
ers, is your worry greater at work versus home, etc.). Finally,
guided by assumptions regarding reciprocal causation and
temporal variability, the behavior therapist would allow for
the possibility that the factors controlling your problem be-
haviors at the present time may be different from initiating
factors. Thus, although it may be the case that your worries
were initiated by a persistent cough, the maintenance of the
worry may be related to a number of current causal factors
such as your negative expectations about cancer progno-
sis and your efforts to allay worry by using checking behav-
iors (e.g., test breaths, chest touching) and avoidance (not
obtaining a medical evaluation).
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In the following sections, we review procedures used by
behavioral assessors to operationalize, measure, and evaluate
problem behavior and situational events. As part of the re-
view, we highlight research findings and decisional processes
that guide the enactment of these procedures. Prior to pre-
senting this information, however, we summarize the current
status of behavioral assessment in clinical settings and
research applications.

CURRENT STATUS AND APPLICATIONS OF
BEHAVIORAL ASSESSMENT

One indicator of the status and utility of an assessment
method is the extent to which it is used among practitioners
and researchers. Frequency of use among practitioners and
researchers represents a combination of influences, includ-
ing the training background of the practitioner, the treat-
ment-utility of information provided by the method (i.e., the
extent to which information can guide treatment formulation
and implementation), and the extent to which the method
conforms to the demands of a contemporary clinical set-
tings. Frequency of use also represents the extent to which
the method yields information that is reliable, valid, and
sensitive to variation in contextual factors (e.g., treatment
effects, variation in contextual factors, and experimental
manipulations).

An examination of the behavioral assessment practices of
behaviorally oriented clinicians was conducted to determine
their status and utility among those who endorse a cognitive-
behavioral perspective. Five hundred members of the Associ-
ation for Advancement of Behavior Therapy (AABT) were
surveyed (Mettee-Carter et al., 1999). The survey contained a
number of items that were used in prior investigations of as-
sessment practices (Elliott, Miltenberger, Kastar-Bundgaard,
& Lumley, 1996; Swan & MacDonald, 1978). Several addi-
tional items were included so that we could learn about strate-
gies used to evaluate assessment data and the accuracy of
these data analytic techniques. The results of the survey re-
garding assessment practices are presented in this section.
Survey results that pertain to the accuracy of data evalua-
tion techniques are presented later in this chapter in the sec-
tion addressing methods used to evaluate assessment data.

A total of 156 completed surveys were returned by re-
spondents (31%). This response rate was comparable to that
obtained by Elliott et al. (1996), who reported that 334 of 964
(35%) surveys were returned in their study. The majority of
respondents (91%) held a PhD in psychology, with 4% re-
porting master’s level training, 2% reporting attainment of a
medical degree, and 1% reporting PsyD training. A large

proportion of respondents reported that they were engaged in
clinical practice in either a private setting (40%), medical
center or medical school (16%), or hospital (9%). Thirty
percent reported their primary employment setting was an
academic department.

As would be expected, most respondents reported their
primary orientation to assessment was cognitive-behavioral
(73%). Less frequently endorsed orientations included ap-
plied behavior analysis (10%) and social learning (8%). Re-
gardless of orientation, behavioral assessment was reported
to be very important in treatment formulation (mean rating of
importance = 5.93, SD = 1.17, on a Likert scale that ranged
from 1 = not at all important to 7 = extremely important).
Furthermore, they reported that they typically devoted four
sessions to develop an adequate conceptualization of a
client’s problem behavior and the factors that control it.

The more commonly reported assessment methods used by
behavior therapists in this study are summarized in Table 22.1.
For comparison purposes, we included data reported by Elliot
et al. (1996), who presented results separately for academic
psychologists and practitioners. As is readily evident in
Table 22.1, our data are quite similar to those reported by
Elliott et al. Additionally, like Elliott et al., we observed that
interviewing (with the client, a significant other, or another
professional) is clearly the most commonly used assessment
method. The administration of self-report inventories is the
next most commonly used assessment method, followed by
behavioral observation and self-monitoring. It is important to
note that these latter two methods are more uniquely aligned
with a behavioral orientation to assessment than are inter-
viewing and questionnaire administration.

TABLE 22.1 Results of 1998 Survey Investigating Assessment
Methods Used by Members of the Association for the Advancement
of Behavior Therapy

Percent of Clients Assessed
with this Method

Assessment Method Current Study Elliot et al. (1996)

Interview with client 92 93–94
Direct behavioral observation 55 52
Behavior rating scales and 49 44–67

questionnaires
Self-monitoring 44 44–48
Interview with significant others 42 42–46
Interview other professionals 37 38–42
Mental status exam 32 27–36
Structured diagnostic interview 31 23–29
Personality inventory 16 15–20
Role play 15 19–25
Intellectual assessment 11 16–20
Analog functional analysis 10 10–16
Projective testing 3 3–5
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In order to evaluate the extent to which the various assess-
ment methods were associated with assessment orientation,
we regressed values from an item that assessed self-reported
degree of behavioral orientation (rated on a 7-point Likert
scale) onto the 13 assessment method items. Results indicated
that use of analog functional analysis (� = .23, t = 2.8,
p < .01), interviewing with client (� = – .22, t = – 2.75,
p < .01), and projective testing (� = – .18, t = 2.21, p < .05)
accounted for significant proportions of variance in the degree
of behavioral orientation rating. The direction of association
in this analysis indicated that persons who described them-
selves as more behaviorally oriented were more likely to use
analog functional analysis as an assessment method and less
likely to use interviewing and projective assessment methods.

In addition to the methods reported by therapists in sur-
veys, another indicator of status and applicability of behav-
ioral assessment is in clinical research. Haynes and O’Brien
(2000) evaluated data on the types of assessment methods
used in treatment outcome studies published in the Journal
of Clinical and Consulting Psychology (JCCP) from 1968
through 1996. JCCP was chosen because it is a highly selec-
tive, nonspecialty journal that publishes state-of-the-art re-
search in clinical psychology. Articles published in 2000
were added to these data; the results are summarized in
Table 22.2.

Table 22.2 illustrates several important points about the
relative status and applicability of behavioral assessment.
First, it is apparent that self-report questionnaire administra-
tion has grown to be the dominant assessment method.
Although it is not specifically reflected in the table, most of
these questionnaires used in these treatment outcome studies
assessed specific problem behaviors rather than broad per-
sonality constructs. Thus, their use is quite consistent with
the behavioral approach to assessment, which supports the
use of focused and carefully designed indicators of problem
behavior. Second, the prototypical behavioral assessment
methods—behavioral observation and self-monitoring—are

maintaining their status as useful measures for evaluating
treatment outcomes, and psychophysiological measurement
appears to be increasingly used.

Returning once again to your experiences as the hypo-
thetical client with chronic worries, we would argue that in
addition to encountering a behavior therapist who tends to en-
dorse certain assumptions regarding behavior and who would
seek careful operationalization of behavior and contexts,
you would also be evaluated using a number of methods, in-
cluding a clinical interview, questionnaire administration,
self-monitoring, and direct observation. Alternatively, it is
unlikely that you would undergo projective testing or com-
plete a personality inventory.

GOALS AND APPLICATIONS OF
BEHAVIORAL ASSESSMENT

The primary goal of behavioral assessment is to improve
clinical decision making by obtaining reliable and valid
information about the nature of problem behavior and the
factors that control it (Haynes, 2000). This primary goal is
realized through two broad classes of subordinate goals of
behavioral assessment: (a) to objectively measure behavior
and (b) to identify and evaluate relationships among problem
behaviors and causal factors. In turn, when these subordinate
goals are realized, the behavior therapist is better able to
make valid decisions regarding treatment design, treatment
selection, treatment outcome evaluation, treatment process
evaluation, and identification of factors that mediate response
to treatment (Haynes & O’Brien, 2000).

To attain the two subordinate goals, a behavior therapist
must generate detailed operational definitions of problem
behaviors and potential causal factors. After this step, strate-
gies for collecting empirical data about relationships among
problem behaviors and casual factors must be developed and
enacted. Finally, after data collection, proper evaluation

TABLE 22.2 Assessment Methods Used in Treatment Outcome Studies Published in the Journal of Consulting and Clinical Psychology

Treatment Self-Report Behavioral Psychophysiological Projective
Publication Outcome Studies Questionnaire Observation Self-Monitoring Assessment Testing
Year (N ) (Percent) (Percent) (Percent) (Percent) (Percent)

1968 9 33 56 33 0 0
1972 23 48 35 22 0 0
1976 34 50 44 9 18 4
1980 21 62 33 29 14 9
1984 37 51 16 32 16 0
1988 21 81 24 38 10 0
1992 21 81 33 14 9 0
1996 28 86 7 25 25 0
2000 42 98 17 17 33 0
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procedures must be used to quantify the magnitude of causal
effects. In the following sections, the assessment processes and
the decisions associated with these processes are reviewed.

Topographical Analysis: The Operationalization
and Quantification of Target Behaviors and 
Contextual Variables

Target Behavior Operationalization and Quantification

In consonance with the empirical assumption, an important
goal of behavioral assessment is to accurately characterize
problem behaviors. To accomplish this goal, the behavior
therapist must initially determine which behaviors emitted by
the client are to be the focus of the assessment and subse-
quent intervention. These selected behaviors are commonly
referred to as target behaviors.

After a target behavior has been identified, the behavior
therapist must determine what constitutes the essential char-
acteristics of the behavior. Operational definitions are used to
capture the precise, unambiguous, and observable qualities of
the target behavior. When developing an operational defini-
tion, the clinician often strives to maximize content validity
(i.e., the extent to which the operational definition captures
the essential elements of the target behavior), and—consistent
with the multidimensional assumption—it is accepted that a
client’s problem behavior will need to be operationalized in a
number of different ways.

In order to simplify the operationalization decisions,
behavioral assessment writers have recommended that
complex behaviors be partitioned into at least three inter-
related modes of responding: verbal-cognitive behaviors,
physiological-affective behaviors, and overt-motor behaviors
(cf. Hollandsworth, 1986; Spiegler & Guevremont, 1998).
The verbal-cognitive mode subsumes spoken words as well
as cognitive experiences such as self-statements, images,
irrational beliefs, attitudes, and the like. The physiological-
affective mode subsumes physiological responses, physical
sensations, and felt emotional states. Finally, the overt-motor
mode subsumes observable responses that represent skeletal-
nervous system activation and are typically under voluntary
control.

The process of operationally defining a target behavior can
be deceptively complex. For example, a client who reports that
she is depressed may be presenting with myriad of cognitive,
emotional, and overt-motor behaviors, including negative ex-
pectancies for the future, persistent thoughts of guilt and pun-
ishment, anhedonia, fatigue, sadness, social withdrawal, and
slowed motor movements. However, another client who re-
ports that he is depressed may present with a very different

configuration of verbal-cognitive, physiological-affective,
and overt-motor behaviors. It is important to note that these
different modes of responding that are all subsumed within
the construct of depression may be differentially responsive to
intervention techniques. Thus, if the assessor measures a very
restricted number of response modes (e.g., a measure only of
feeling states), the validity of critical decisions about interven-
tion design, intervention evaluation, and intervention process
evaluation may be adversely affected.

After a target behavior has been operationalized in terms
of modes, appropriate measurement dimensions must be se-
lected. The most commonly used measurement dimensions
used in clinical settings are frequency, duration, and intensity.
Frequency refers to how often the behavior occurs across a
given time frame (e.g., number per day, per hour, per minute).
Duration provides information about the amount of time that
elapses between behavior initiation and completion. Intensity
provides information about the force or salience of the be-
havior in relation to other responses emitted by the client.

Although all of the aforementioned modes and dimen-
sions of behavior can be operationalized and incorporated
into an assessment, varying combinations will be evaluated
in any given case. For example, Durand and Carr (1991)
evaluated three children who were referred for assessment
and treatment of self-injurious and disruptive behaviors.
Their operationalization was limited to frequency counts of
overt-motor responses. Similarly, Miller’s (1991) topograph-
ical description of a veteran with posttraumatic stress disor-
der and an airplane phobia quantified self-reported anxiety,
an affective-physiological response, using only a measure of
intensity (i.e., subjective units of distress). In contrast, Levey,
Aldaz, Watts, and Coyle (1991) generated a more compre-
hensive topographical description of a client with sleep onset
and maintenance problems. Their topographical analysis em-
phasized the temporal characteristics (frequency and duration
of nighttime awakenings, rate of change from an awake state
to sleep, and interresponse time—the time that elapsed be-
tween awakenings) and variability (variation in sleep onset
latencies) of overt-motor (e.g., physical activity), affective-
physiological (e.g., subjective distress), and cognitive-verbal
(i.e., uncontrollable presleep cognitions) target behaviors.

Contextual Variable Operationalization and Quantification

After operationally defining target behaviors, the behavior
therapist needs to construct operational definitions of key con-
textual variables. Contextual variables are environmental
events and characteristics of the person that surround the target
behavior and exert nontrivial effects upon it. Contextual fac-
tors can be sorted into two broad modes: social-environmental
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factors and intrapersonal factors (O’Brien & Haynes, 1997).
Social-environmental factors subsume interactions with other
people or groups of people as well as the physical characteris-
tics of an environment such as temperature, noise levels, light-
ing levels, food, and room design. Intrapersonal factors
include verbal-cognitive, affective-physiological, and overt-
motor behaviors that may exert significant effects on the target
behavior.

The contextual factor measurement dimensions are similar
to those used with target behaviors. Specifically, frequency,
duration, and intensity of contextual factor occurrence are
most often measured. For example, the intensity and duration
of exposure to adult attention, demanding tasks, or both can
be reliably measured and has been shown to have a significant
impact on the frequency and magnitude of self-injurious be-
havior among some clients (Derby et al., 1992; Durand &
Carr, 1991; Durand & Crimmins, 1988; Taylor & Carr,
1992a, 1992b). Similarly, the magnitude, frequency, and
duration of exposure to hospital cues among chemotherapy
patients with anticipatory nausea and vomiting have been
shown to exert a significant impact on symptom severity
(Burish, Carey, Krozely, & Greco, 1987; Carey & Burish,
1988).

In summary, careful operationalization of behavior and
contextual variables is one of the primary goals of behavioral
assessment. Target behaviors are typically partitioned into
modes, and within each mode, several dimensions of measure-
ment may be used. Similarly, contextual variables can be par-
titioned into types and dimensions. Applied to the hypothetical
client with chronic worry regarding cancer, we can develop a
preliminary topographical analysis. Specifically, negative
expectations about prognosis, disturbing mental images, and
reassuring self-statements would fall into the cognitive-verbal
mode of responding. The affective-physiological mode would
subsume feelings of fatigue, sleeplessness, sad mood, the sen-
sation in the pit of your stomach, and specific physical symp-
toms associated with worry (e.g., increased heart rate,
trembling, muscle tension, etc.). Finally, the overt-motor mode
would include social withdrawal, checking behaviors, and
avoidance behaviors. Each of the behaviors could also be
measured along a number of different dimensions such as
frequency, intensity (e.g., degree of belief in negative or reas-
suring self-statements, vividness of mental images, degree of
heart rate elevation), duration, or any combination of these.

The contextual variables could also be identified and op-
erationalized for this case. Specifically, the behavior therapist
would seek to identify important social-environmental and
interpersonal variables that may plausibly promote changes
in target behavior occurrence. For example, what is the na-
ture of current family and work environments, and have there

been substantial changes in them (e.g., have increased stres-
sors been experienced)? What sorts of social and situational
contexts are associated with target behavior intensification
and target behavior improvement?

Applications of the Topographical Analysis of Behavior
and Contexts

The operationalization and quantification of target behavior
and contextual factors can serve important functions in be-
havioral assessment. First, operational definitions can help
the client and the behavior therapist think carefully and ob-
jectively about the nature of the target behaviors and the con-
texts within which they occur. This type of consideration can
guard against oversimplified, biased, and nonscientific de-
scriptions of target behaviors and settings. Second, opera-
tional definitions and quantification allow the clinician to
evaluate the social significance of the target behavior or the
stimulus characteristics of a particular context relative to rel-
evant comparison groups or comparison contexts. Finally,
operationalization of target behaviors is a critical step in de-
termining whether behavioral criteria are met for establishing
a psychiatric diagnosis using the Diagnostic and Statistical
Manual of Mental Disorders–Fourth Edition (DSM-IV;
American Psychiatric Association, 1994) or the ninth edition
of the International Classification of Diseases (ICD-9;
American Medical Association). This latter process of ren-
dering a diagnosis is not without controversy in the behav-
ioral assessment literature. However, it is the case that with
the increasing development of effective diagnosis-specific
treatment protocols, the rendering of a diagnosis can be a crit-
ical element of pretreatment assessment and intervention de-
sign. For example, the pattern of behaviors experienced by
the hypothetical client with cancer worries would conform to
a diagnosis of generalized anxiety disorder, and it would be
reasonable to use the empirically supported treatment proto-
col for this disorder that was developed by Craske, Barlow,
and O’Leary (1992).

Identification of Functional Relationships and the
Functional Analysis of Behavior

After target behaviors and contextual factors have been identi-
fied and operationalized, the therapist will often wish to
develop a model of the relationships among these variables.
This model of causal variable-target behavior interrela-
tionships is the functional analysis. As is apparent in the
preceding discussion of target and causal variable operational-
ization, a wide range of variables will need to be incorporated
into any reasonably complete functional analysis. As a result,
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behavior therapists must make important decisions regarding
(a) how complex assessment data can be analyzed so that rela-
tionships among target behaviors and casual factors can be
estimated, and (b) how the resultant information can be orga-
nized into a coherent model that in turn will guide treatment
formulation and evaluation.

Defining the Functional Analysis

The term functional analysis has appeared in many research
publications, and many behavioral assessment experts have
argued that the functional analysis is the core research method-
ology in behaviorism (cf. Follette, Naugle, & Linnerooth, 2000;
O’Neill, Horner, Albin, Storey, & Sprague, 1990; Sturmey,
1996). In terms of clinical utility, a number of authors have
argued that an incorrect or incomplete functional analysis can
produce ineffective behavioral interventions (e.g., Axelrod,
1987; Evans, 1985; S. L. Hayes, Nelson, & Jarret, 1987;
Haynes & O’Brien, 1990, 2000; Iwata, Kahng, Wallace, &
Lindberg, 2000; Nelson & Hayes, 1986).

Despite the fact that the functional analysis is considered to
be a critical component of assessment, the term has been used
to characterize a diverse set of clinical activities, including
(a) the operationalization of target behavior (e.g., Bernstein,
Borkovec, & Coles, 1986; Craighead, Kazdin, & Mahoney,
1981), (b) the operationalization of situational factors (Derby
et al., 1992; Taylor & Carr, 1992a, 1992b), (c) single subject
experimental procedures where hypothesized causal variables
are systematically manipulated while measures of target be-
havior are collected (e.g., Peterson, Homer, & Wonderlich,
1982; Smith, Iwata, Vollmer, & Pace, 1992), (d) measure-
ment of stimulus-response or response-response relationships
(Hawkins, 1986), (e) assessment of motivational states (Kanfer
& Phillips, 1970), and (f) an overall integration of operational-
ized target behaviors and controlling factors (Correa & Sutker,
l986; S. C. Hayes & Follette, 1992; Nelson, 1988). Because of
the ambiguity surrounding the term, we proposed that the func-
tional analysis be defined as “the identification of important,
controllable, causal functional relationships applicable to a
specified set of target behaviors for an individual client”
(Haynes & O’Brien, 1990, p. 654).

This definition of functional analysis has several impor-
tant characteristics. First, it is important to note that taken
alone, a functional relationship only implies that the relation-
ship between two variables can be adequately represented
by a mathematical formula (Blalock, 1969; Haynes, 1992;
James, Mulaik, & Brett, 1982). In behavioral assessment, the
presence of a functional relationship is typically supported
by the observation of covariation among variables. Some of
these functional relationships represent a causal process,

whereas others do not. Because information about causality
is most relevant to treatment design and evaluation, the func-
tional analysis should be designed to assess causal functional
relationships.

Many variables can exert causal effects on a particular tar-
get behavior. Consequently, the behavior therapist must de-
cide which subset of causal functional relationships are most
relevant for treatment design. Two criteria that are used to
isolate this subset of relationships are the concept of shared
variance and modifiability. Thus, our definition of the func-
tional analysis specifies that there is a focus on identifying
and evaluating important and controllable causal functional
relationships.

Another important characteristic of the functional analysis
is its idiographic emphasis—that is, it is postulated that en-
hanced understanding of target behavior and casual factor
interactions will be found when the functional analysis em-
phasizes evaluation of specific target behaviors for an indi-
vidual client. This idiographic emphasis is consistent with
the behavioral principles of environmental determinism and
contextualism.

Finally, it is important to note that the functional analysis
is undefined in relation to methodology, types of variables to
be quantified, and number of functional relationships to be
evaluated. Given the complexity of causal models of problem
behavior, it is important that behavior therapists employ di-
verse assessment methodologies that measure multiple modes
and dimensions of behavior and contexts.

Reducing Complexity of Generating a Functional
Analysis: The Role of Presuppositions

Given that there are at least three modes of responding and two
broad modes of contextual variables, a single target behavior
could have six combinations of interactions among target be-
havior modes and contextual factor modes (see Table 22.3).
Furthermore, if we consider that there are many different rele-
vant measurement dimensions (e.g., frequency, duration, in-
tensity) for target behaviors and contextual factors, the number
of possible interactions rapidly becomes unwieldy.

TABLE 22.3 Interactions Among Basic Target Behavior and Causal
Factor Categories

Mode of responding

Cognitive- Affective-
Causal Variable Type Verbal Physiological Overt-Motor

Social-
environmental

Intrapersonal
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A behavior therapist cannot systematically assess all possi-
ble interactions among target behaviors and contextual factors
and incorporate them into a functional analysis. Thus, he or
she must decide which of the many interactions are most rele-
vant for treatment design—that is, most important, control-
lable, and causal. These a priori clinical decisions are similar
to presuppositions to the “causal field” described by Einhorn
in his study of clinical decision making (1988, p. 57).

Causal presuppositions used by behavior therapists to
reduce the complexity of assessment data have not been well
evaluated, and as a result are not well understood (S. C.
Hayes & Follette, 1992; Krasner, 1992). We have argued,
however (cf. Haynes & O’Brien, 2000), that training and
clinical experience exert a strong influence on the types of
variables that are incorporated into a functional analysis.
Suppose, for example, that you are once again the hypotheti-
cal client that we have discussed at various points in this
chapter. If you selected a behavior therapist with a strong
training history in cognitive therapy, he or she may presup-
pose that your worries and other target behaviors are caused
by maladaptive thoughts that provoke autonomic activation.
His or her topographical description and functional analyses
may then tend to emphasize the measurement of verbal-
cognitive modes of responding. Alternatively, a behavior
therapist with training and experience in behavioral marital
therapy may presuppose that dysfunctional communication
patterns and consequent increases in daily stress are the most
relevant causal variables in target behaviors. His or her topo-
graphical description and functional analysis may thus em-
phasize interpersonal-social interactions as key precipitants
of marital distress.

A second factor that can influence presuppositions to the
causal field among behavior therapists is research. For exam-
ple, an extensive literature on the functional analysis of self-
injurious behavior has provided evidence that four major
classes of controlling variables often exert substantial causal
influences on the target behavior. In addition, researchers in
this area have published laboratory assessment protocols
and functional analytic self-report inventories (e.g., Carr &
Durand, 1985; Durand & Crimmins, 1988). Thus, a behavior
therapist who is preparing to conduct an assessment of a
client with self injurious behavior could use the published lit-
erature to partially guide decisions about which variables
should be operationalized and incorporated into a functional
analysis.

Although presuppositions to the causal field are necessary
for simplifying what would otherwise be an impossibly
complex assessment task, behavior therapists must guard
against developing an excessively narrow or inflexible set of
a priori assumptions because inadequate searches for causal

relationships and incorrect functional analyses are more
likely to occur under these conditions. A few precautionary
steps are thus advised. First, it is important that behavior
therapists routinely evaluate the accuracy of their clinical
predictions and diagnoses (Arkes, 1981; Garb, 1989, 1998).
Second, behavior therapists should frequently discuss cases
with colleagues and supervisors in order to obtain alternative
viewpoints and to guard against biasing heuristics. Third,
regular reading of the published literature is advised. Finally,
behavior therapists should regularly evaluate hypotheses
about the function of target behaviors (using single-subject
evaluations or group designs) and attend conferences or
workshops in which new information about target behaviors
and causal factors can be acquired.

Identifying and Evaluating Causal Relationships

After topographical descriptions have been rendered and the
causal field has been simplified, the behavior therapist must at-
tempt to distinguish causal relationships out of a large family
of functional relationships between target behaviors and con-
textual factors. This identification of causal relationships is im-
portant because many interventions are aimed at modifying
the cause of a problem behavior. The critical indicator of a pos-
sible casual relationship is the presence of reliable covariation
between a target behavior and contextual factor combined with
temporal precedence (i.e., evidence that changes in the causal
factor precede changes in the target behavior). To further dif-
ferentiate causal relationships from noncausal relationships,
the behavior therapist should be able to apply a logical expla-
nation for the observed relationship and exclude plausible
alternative explanations for the observed relationship (Cook &
Campbell, 1979; Einhorn, 1988; Haynes, 1992).

Several behavioral assessment methods can be used to eval-
uate covariation among variables and to assist with the differ-
entiation of causal relationships from noncausal relationships.
Additionally, two predominant approaches to data evaluation
are typically used; intuitive judgment and statistical testing. In
the following section, methods used to collect assessment data
and methods used to evaluate assessment data are reviewed.

BEHAVIORAL ASSESSMENT METHODS:
SAMPLING, DATA COLLECTION, AND DATA
EVALUATION TECHNIQUES

Given that target behaviors and causal factors have been ade-
quately operationalized, the behavior therapist must then
decide how to collect data on these variables and the relation-
ships among them. These decisions are designed to address
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two interrelated assessment issues: (a) sampling—how and
where the behavior and causal factors should be measured and
(b) what specific techniques should be used to gather informa-
tion. The overarching concern in these decisions is validity—
simply put, the extent to which specific sampling strategies
and assessment methods will yield information that accurately
represents client behavior and the effects of causal variables in
naturalistic contexts. The various strategies used to gather this
information and the relative advantages and disadvantages of
each are described in the following section.

Sampling

The constant change that characterizes behavior stems from
variation in causal factors that are nested within specific con-
texts. Because we cannot observe variation in all behaviors
and all causal factors within all contexts, sampling strategies
must be used in any behavioral assessment. A major consid-
eration in deciding upon a sampling system is degree of gen-
eralizability across situations and time. Specifically, we are
often interested in gathering data that will allow us to validly
infer how a client behaves in the natural environment (Paul,
1986a, 1986b). Thus, we must carefully consider how and
where assessment data will be collected to maximize ecolog-
ical validity. Issues related to behavior and casual factor sam-
pling are described later in this chapter.

Event and Time Sampling

Target behaviors and causal events can be sampled in innu-
merable ways. An analysis of the behavioral assessment
literature, however, indicates that there are five principal be-
havior sampling strategies most often used in applied set-
tings. Each strategy has advantages and disadvantages as well
as unique sources of error.

Event sampling refers to a procedure in which the occur-
rence of a target behavior or causal event is recorded
whenever it is observed or detected. For example, when con-
ducting a classroom observation, we might record each occur-
rence of an aggressive act emitted by a child (target behavior)
and the nature (e.g., positive attention, negative attention, no
discernible response) of teacher responses, peer responses, or
both to the aggressive act (possible causal factor).

An estimate of frequency is most often calculated using
event sampling procedures. Frequency estimates are simply
the number of times the behavior occurs within a particular
time interval (e.g., hours, days, or weeks). Event recording is
most appropriate for target behaviors and causal events that
have distinct onset and offset points.

Duration sampling is designed to sample the amount
of time that elapses between the onset and offset of target

behaviors and causal factors. Returning to the aforemen-
tioned classroom observation example, we might be inter-
ested in not only how often aggressive actions occur, but also
how long they persist after they have been initiated.

Interval sampling procedures involve partitioning time
into discrete intervals lasting from several seconds to several
hours. In partial-interval sampling, an entire interval is
recorded as an occurrence if the target behavior is observed
for any proportion of the interval. For example, if the child
emits any aggressive act within a prespecified interval (e.g.,
during a 5-min observation period), the complete interval is
recorded as an occurrence of the behavior. In whole-interval
sampling, the target behavior must be emitted for the entire
observation period before the interval is scored as an occur-
rence. Returning to the aggressive child example, we may de-
cide to record an occurrence of target behavior only when the
aggressive act continues across the entire 5-min observation
period.

Partial- and whole-interval sampling strategies are recom-
mended for target behaviors that have ambiguous onset and
offset points. They are also well-suited for target behaviors
that occur at such a high rate of frequency that observers could
not reliably record each occurrence. One of the principle dif-
ficulties with interval sampling is misestimation of behavior
frequency and duration. Specifically, unless the duration of a
behavior exactly matches the duration of the interval and un-
less the behavior begins and ends at the same time as the ob-
servation interval, this sampling strategy will yield inaccurate
estimates of behavior frequency and duration (Quera, 1990;
Suen & Ary, 1989).

Real-time sampling involves measuring real time at the
onset and offset of each target behavior occurrence, causal
factor occurrence, or both. A principal advantage of real-time
recording is that can simultaneously yield data about the
frequency and duration of target behavior and causal factor
occurrences. Like event and duration sampling, real-time
sampling requires distinct onset and offset points.

Momentary time sampling is a sophisticated strategy that
is most often used to gather data on several clients in a par-
ticular context such as a psychiatric unit or classroom. The
procedure involves (a) conducting a brief observation (e.g.,
20 s) of a client, (b) recording whether the target behavior or
causal factor occurred during that brief moment of observa-
tion, and (c) repeating the first two steps for all clients being
evaluated. In our classroom example, we might choose to ob-
serve a few normal students in order to gain a better under-
standing of the extent to which our client differs in terms of
aggressive action. Thus, we would observe our client for a
brief moment, then observe a comparison student for a brief
interval, return to observing our client, and so on. In a sense,
momentary time sampling is analogous to interval recording;
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the primary difference is that several persons are being
observed simultaneously for very brief periods of time.

Setting Sampling

Environmental determinism and the attendant assumption of
contextualism require that the behavior therapist carefully
select assessment settings, and—whenever possible—the as-
sessment should occur in multiple situations. One dimension
that can be used to gauge assessment location is the degree to
which the locations represent the client’s natural environ-
ment. At one end of the continuum is the naturalistic setting.
Naturalistic contexts are settings where variation in target
behaviors and causal factors occur as a function of naturally
occurring and nonmanipulated contingencies. Assessment
data collected in naturalistic settings are ecologically valid
and more readily generalizable to criterion situations. One of
the principal limitations of naturalistic assessment is that the
inability to control target behavior or causal factor occur-
rences can preclude measurement of infrequent, clandestine,
or subtle behaviors or stimuli.

At the other end of the continuum is the analog setting. In
analog settings, the behavior therapist varies some aspect of
one or more hypothesized causal factors while observational
measures of the target behavior(s) are collected. A number of
single-subject design strategies (e.g., ABAB, changing crite-
rion, multiple baseline) can then be used to evaluate the di-
rection and strength of the relationships between the causal
factors and target behaviors. There are many different types
of analog observation, including role playing, marital interac-
tion assessments, behavioral approach tests, and functional
analytic experiments.

In summary, sampling from natural settings allows for mea-
surement of target behaviors and causal factors in criterion
contexts. Thus, generalizability and ecological validity are en-
hanced. However, infrequent behaviors and an inability to con-
trol the occurrence of critical causal variables can introduce
significant limitations with this sampling strategy. Assessment
in analog settings allows for measurement of infrequent target
behaviors because the assessor can introduce specific causal
variables that may bring about the behaviors’ occurrence.
Because the analog setting is highly controlled, one cannot
know how well the assessed behavior represents behavior in
naturalistic contexts, which often contain multiple complex
causal factors.

Assessment Methods

Our survey of behavior therapists indicated that the
more commonly reported behavioral assessment methods
were behavioral interviewing, rating scale and questionnaire
administration, behavioral observation, and self-monitoring.

Furthermore, experimental functional analysis, although it is
not a frequently reported assessment method, appeared to be
the most reliable indicator of the degree to which a clinician
identified him- or herself as behaviorally oriented. In the fol-
lowing section, these assessment methods are briefly de-
scribed. More extensive descriptions of these individual
assessment methods can be found in several recently pub-
lished texts on behavioral assessment and therapy (e.g.,
Bellack & Hersen, 1998; Haynes & O’Brien, 2000; Shapiro
& Kratochwill, 2000; Speigler & Guevremont, 1998) as well
as specialty journals that publish articles on behavioral
assessment and therapy methods (e.g., Behavior Therapy,
Cognitive and Behavioral Practice).

Behavioral Assessment Interviewing

Behavioral interviewing differs from other forms of inter-
viewing primarily in its structure and focus (e.g., Sarwer &
Sayers, 1998). Structurally, behavioral interviewing tends to
conform with the goals of behavioral assessment identified
earlier in the chapter. Specifically, the assessor structures
questions that prompt the client to provide information about
the topography and function of target behaviors. Topograph-
ical questions direct the client to describe the mode and para-
meters of target behaviors, causal factor occurrences, or both.
Functional questions direct the client to provide information
about how target behaviors may be affected by possible
causal factors.

Despite the fact that the interview is a very commonly used
method, very little is known about its psychometric properties
(Nezu & Nezu, 1989; Sarwer & Sayers, 1998). For example,
Hay, Hay, Angle, and Nelson (1979) and Felton and Nelson
(1984) presented behavior therapists with videotaped inter-
views of a confederate who was acting as a client. They sub-
sequently measured the extent to which the therapists agreed
on target behavior identification, causal factor identification,
and treatment recommendations. Low to moderate levels of
agreement were observed. These authors suggested that these
results indicated that behavioral interviews do not appear to
yield similar judgments about target behavior topography and
function. However, these studies were limited because the
therapists could only evaluate information that was provided
in response another interviewer’s questions. Thus, they could
not follow up with clarifying questions or direct the client to
provide greater details about various aspects of the client’s
target behavior. This methodological limitation creates the
strong possibility that the observed agreement rates would
be substantially different if interviewers were allowed to use
their own questioning strategies and techniques. Further re-
search is needed to improve our understanding of the psycho-
metric properties of behavioral interviews.
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Behavioral Observation

Systematic observations can be conducted by nonparticipant
observers and participant observers. Because observation re-
lies on visual recording, this method is restricted to the mea-
surement of observable actions. Nonparticipant observers are
trained observation technicians who record target behaviors
and causal factors using any of the aforementioned sampling
methods. Professional observers, research assistants, and vol-
unteers have been used to collect observational data in treat-
ment outcome studies (Cone, 1999). Because nonparticipant
observers are essentially hired and trained to conduct obser-
vations, they are often able to collect data on complex behav-
iors, causal factors, and target behavior and casual event
sequences. Although nonparticipant observation is a versatile
assessment method, it is infrequently used in nonresearch
clinical applications due to cost.

Participant observers are persons who have alternative re-
sponsibilities and share a relationship with the client. In most
cases, participant observers are family members, coworkers,
friends, or caregivers. Because participant observers are typ-
ically persons who are already involved in the client’s life,
they are able to conduct observations many settings. The
major drawback associated with participant observation is
limited focus and inaccuracy—that is, because participant
observers have multiple responsibilities, only a small number
of target behaviors and causal factors can be reliably and
accurately observed (Cone, 1999).

Self-Monitoring

As the name implies, self-monitoring is an assessment method
that relies on clients to systematically sample and record their
own behavior. Because clients can access all three modes of
responding (cognitive, affective, overt-motor) in multiple nat-
uralistic contexts, self-monitoring has evolved into a popular
and sophisticated assessment method (e.g., see the special
section on self-monitoring in the December 1999 issue of Psy-
chological Assessment). To maximize accuracy, target behav-
iors must be clearly defined so that clients consistently can
record target behavior occurrence.

Self-monitoring has many advantages as an assessment
method. As noted previously, clients can observe all modes of
behaviors with self-monitoring. Additionally, private behav-
iors are more readily measured with self-monitoring. Finally,
self-monitoring has a reactive effect that often promotes
reductions in undesirable target behavior occurrence and
increases in desired target behavior occurrence (Korotitsch &
Nelson-Gray, 1999).

The principal limitations of self-monitoring are bias and
reactivity. Specifically, a client may not accurately record

target behavior occurrence due to a number of factors, in-
cluding expectations for positive or negative consequences,
lack of awareness of target behavior occurrence, the cuing
function of self-monitoring behavior, and application of cri-
teria for target behavior occurrence that are different from the
therapist’s. Additionally, noncompliance—and the resultant
missing data—can be problematic with self-monitoring
procedures (Bornstein, Hamilton, & Bornstein, 1986; Craske
& Tsao, 1999). This risk for noncompliance can be reduced,
however, by involving the client in the development of the
self-monitoring system and providing consistent reinforce-
ment for compliance through regular review and discussion
of collected data.

Questionnaires

Questionnaires have several strengths. They are inexpensive,
easily administered, and easily interpreted. Furthermore,
there are a vast number of questionnaires that can be used to
evaluate a wide array of target behaviors (e.g., see Hersen &
Bellack, 1988, for a compilation of behavioral assessment
inventories). Finally, questionnaires can be used for a num-
ber of behavioral assessment goals, including operationaliza-
tion, identification of functional relationships, and treatment
design.

The most significant problem with questionnaires is that
they are often worded in a context-free manner. For example,
many questionnaire items ask a client to rate agreement (e.g.,
strongly agree, agree, disagree, strongly disagree) with a con-
textuallynonbound statement about a target behavior (e.g.,
I often feel angry). Furthermore, many inventories sum dis-
tinct behaviors, thoughts, and affective states into a global
score. This aggregation of behavioral information is, of
course, contrary to the notion of operationalizing behavior
into discrete and precise modes and dimensions. Taken
together, the measurement limitations commonly found in
questionnaires make it very difficult to abstract critical in-
formation about functional relationships. Therefore, many
questionnaires are minimally helpful for intervention design.
They can, however, be helpful in establishing the social
significance of a target behavior and in tracking changes in
target behaviors across time.

Summary of Assessment Methods

Different combinations of sampling and measurement strate-
gies can be used to gather information about the topography
and function of target behavior. Event, duration, and real-
time sampling are most applicable to target behaviors that
have distinct onset and offset points. Conversely, interval
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sampling is more suitable for high-frequency behavior and
behaviors with ambiguous onset and offset points. Assess-
ment locations can range from naturalistic settings to con-
trolled analog settings. Analog settings allow for enhanced
precision in target behavior measurement and the measure-
ment of infrequently occurring behaviors. Alternatively, nat-
uralistic settings allow for enhanced generalizability and
evaluation of behavior in settings that present multiple and
complex stimuli.

Behavioral interviewing, self-monitoring, and question-
naire administration can be used to assess all modes of target
behaviors. In contrast, systematic observation is restricted to
the measurement of overt-motor behavior. In addition to dif-
ferences in capacity for measuring target behavior mode, each
assessment method has advantages and disadvantages in its
convenience, cost, and validity (for more complete reviews of
the psychometric issues related to the various assessment
methods, see Cone, 1999; Haynes & O’Brien, 2000; Skinner,
Dittmer, & Howell, 2000).

The strengths and limitations of behavior sampling strate-
gies, setting sampling strategies, and assessment methods
must be considered in the design and implementation of a be-
havioral assessment. Because unique errors are associated
with each method, it is prudent to use a multimethod assess-
ment strategy. Furthermore, it is beneficial to collect target
behavior data in multiple contexts.

Methods Used to Identify Causal 
Functional Relationships

The aforementioned assessment methods allow the behavior
therapist to collect basic information about the topography
of target behaviors and contextual factors. Additional infor-
mation about functional relationships can be abstracted from
data yielded by these methods when logical or quantitative
decision-making strategies are applied. The more common
strategies used to identify potential causal relationships are
reviewed in the following sections.

Marker Variable Strategy

A marker variable is a conveniently obtained measure that is
reliably associated with the strength of a causal functional
relationship. Empirically validated marker variables can be
derived from self-report inventories specifically designed to
identify functional relationships, structured interviews, psy-
chophysiological assessments, and role-playing exercises.
The Motivational Assessment Scale for self-injurious behav-
ior (Durand & Crimmins, 1988) and the School Refusal
Assessment Scale (Kearney & Silverman, 1990) are two

examples of functional analytic questionnaires that have been
shown to predict causal relationships in naturalistic settings.
Similarly, Lauterbach (1990) developed a structured inter-
viewing methodology that can assist with the identification of
causal relationships between antecedent events and target be-
haviors. An example of an empirically validated psychophys-
iological marker variable is client response to the carbon
dioxide inhalation challenge. In this case, it has been reliably
shown that patients with panic disorder—relative to controls
without the disorder—are significantly more likely to experi-
ence acute panic symptoms when they are asked to repeat-
edly inhale air with high concentrations of carbon dioxide
(Barlow, 1988; Clark, Salkovskis, & Chalkley, 1985). Thus,
the patient’s responses to this test can be used as a marker for
whether the complex biobehavioral relationships that charac-
terize panic disorder are operational for a particular client. Fi-
nally, Kern (1991) developed a standardized-idiographic
role-playing procedure in which setting-behavior relation-
ships from recent social interactions are simulated and sys-
tematically evaluated for the purposes of identifying causal
functional relationships.

Although the marker variable strategy can provide impor-
tant information about the presence of causal functional rela-
tionships, only a few empirically validated marker variables
have so far been identified in the behavioral literature. As a
result, behavioral assessors have tended to rely on unvalidated
marker variables, such as verbal reports obtained during
behavioral interviews (e.g., a patient diagnosed with posttrau-
matic stress disorder may report that increased flashback fre-
quency is caused by increased job stress), administration of
traditional self-report inventories, and in-session observation
of setting-behavior interactions (e.g., a patient with a social
phobia shows increased sympathetic activation and topic
avoidance when asked to describe feared situations), to iden-
tify causal functional relationships.

A major advantage of the marker variable strategy is ease
of application. A behavior therapist can identify many poten-
tial causal functional relationships with a very limited invest-
ment of time and effort. For example, the number of markers
of potential causal relationships that can be identified through
a single behavioral interview can be extensive.

The most significant problem with using marker variables
to infer the presence of causal functional relationships is re-
lated to generalizability. Specifically, the extent to which un-
validated marker variables such as patient reports, self-report
inventory responses, laboratory evaluations, and in-session
setting-behavior interactions correlate with actual causal rela-
tionships between contextual factors and target behavior is
often unknown. Additionally, for those instances in which
empirically validated marker variables are available, the
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magnitude of correlation between the marker variable and
actual causal relationships can vary substantially for an indi-
vidual client.

Behavioral Observation and Self-Monitoring
of Context-Behavior Interactions

A second procedure commonly used by behavior therapists to
obtain basic information on causal relationships is systematic
observation of nonmanipulated context-behavior interac-
tions. Most commonly, clients are instructed to self-monitor
some dimension of a target behavior (e.g., frequency or
magnitude) along with one or more contextual factors that
are thought to be exerting a significant influence on the tar-
get behavior. Alternatively, direct observation of setting-
behavior interactions can be conducted by trained observers
or participant observers in naturalistic (e.g., the client’s
home, workplace) or analog (e.g., a therapist’s office, labora-
tory) environments (Foster, Bell-Dolan, & Burge, 1988;
Foster & Cone, 1986; Hartmann & Wood, 1990).

Self-monitoring and direct observation methods can yield
data that support causal inferences (Gottman & Roy, 1990).
However, these methods have two practical limitations. First,
patients or observers must be adequately trained so that the
target behaviors and controlling factors are accurately and
reliably recorded. Second, as the number or complexity of the
variables to be observed increases, accuracy and reliability
often decrease (Foster et al., 1988; Hartmann & Wood, 1990;
Paul, 1986a, 1986b). Taken together, these limitations sug-
gest systematic observation methods are best suited for situa-
tions in which the target behavior and contextual variables
are easily quantified and few in number.

Experimental Manipulation

The third method that can be used to identify casual relation-
ships is experimental manipulation. Experimental manipula-
tions involve systematically modifying contextual factors
and observing consequent changes in target behavior topog-
raphy. These manipulations can be conducted in natural-
istic settings (e.g., Sasso et al., 1992), analog settings
(e.g., Cowdery, Iwata, & Pace, 1990; Durand & Crimmins,
1988), psychophysiological laboratory settings (e.g., Vrana,
Constantine, & Westman, 1992), and during assessment or
therapy sessions (Kohlenberg & Tsai, 1987).

Experimental manipulation has received renewed interest
in recent years because it can be an effective strategy for iden-
tifying specific stimulus conditions that may reinforce prob-
lematic behavior (Haynes & O’Brien, 2000). It can also be
time efficient and can conform to the pragmatic requirements

of outpatient settings while yielding information that facili-
tates effective intervention design. For example, Iwata and
colleagues (Iwata et al., 1994) and Durand and colleagues
(Durand, 1990; Durand & Crimmins, 1988) developed a stan-
dardized protocol for conducting experimental manipulations
to identify the function of self-injurious behavior. In their pro-
tocols, clients with self-injurious behavior are evaluated under
multiple controlled analog observation conditions so that the
function of the behavior can be identified. One condition in-
volves providing the client with social attention contingent
upon the occurrence of self-injurious behavior (the client
is ignored until the self-injurious behavior occurs, at which
point, she receives social attention). A second condition in-
volves providing tangible rewards (e.g., an edible reinforcer, a
magazine) contingent upon the occurrence of self-injurious
behavior. A third condition involves providing opportunities
for negative reinforcement of self-injurious behavior (the
client is exposed to an unpleasant task that would be termi-
nated when the self-injurious behavior occurs). Finally, in the
fourth condition, the client’s level of self-injurious behavior is
observed while he or she is socially isolated. It is presumed
that rates of self-injurious behavior in this final context occur
as a function of intrinsically reinforcing mechanisms such as
opioid release, tension reduction, nocioceptive feedback, or
any combination of these.

Iwata et al. (1994) summarized data from 152 functional
analyses using the aforementioned protocol. Based on visual
data inspection procedures, they judged which of the four
types of maintaining contexts were most closely associated
with increased rates of self-injurious behavior. This informa-
tion was then used to guide treatment design. Thus, if social
attention or tangible reinforcement contexts were associated
with higher rates of target behavior, the intervention would be
designed so that attention and access to preferred materials
were consistently provided when self-injurious behavior was
not emitted by the client. Alternatively, if the client exhibited
higher rates of self-injurious behavior during the negative re-
inforcement condition, the intervention would include proce-
dures that provided negative reinforcement contingent upon
nonperformance of self-injurious behavior (e.g., providing a
break when a client was engaged in an unpleasant task, given
that self-injurious behavior did not occur). Finally, if the
client exhibited higher rates of self-injurious behavior during
intrinsic reinforcement conditions, the intervention would
provide alternative sources of self-stimulation, differential
reinforcement of other behavior (sensory stimulation de-
livered contingent upon performance of non-self-injurious
behaviors), or response interruption procedures.

Results from Iwata et al.’s (1994) study indicated that 80%
of the treatments based on the results of functional analyses
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were successful (operationally defined as achieving self-
injurious behavior rates that were at or below 10% of those
observed during baseline). Alternatively, interventions not
based on the functional analyses were described as having
less adequate outcomes. Other researchers have supported
these general findings (Carr, Robinson, & Palumbo, 1990;
Derby et al., 1992).

Despite the potential treatment utility of experimental ma-
nipulations, several questions remain unanswered. First, the
psychometric properties (e.g., reliability, validity) of analog
observation are largely unexplored and—as a result—largely
unknown. Second, an estimate of the incremental effect that
analog observation has on treatment outcomes has not yet
been adequately estimated. Finally, most demonstrations of
the treatment utility of analog observation have been limited
to a very restricted population of clients who were presenting
with a restricted number of behavior problems. Thus, appar-
ent treatment utility of this procedure for identifying the
function of behavior may not adequately generalize to other
patient populations, problem behaviors, and settings.

In summary, marker variables, behavioral observation of
naturally occurring context-behavior interactions, and exper-
imental manipulations can be used to identify potential causal
functional relationships. The strength of causal inference
associated with each method tends to vary inversely with
clinical applicability. Experimental manipulations and be-
havioral observation of naturally occurring setting-behavior
interactions yield data that support strong causal inferences.
However, each method requires either a significant invest-
ment of time and effort, or only a few target behaviors and
controlling factors can be evaluated. In contrast, the marker
variable strategy typically supports only weak causal infer-
ences, yet it is easily applied and can provide information on
a broad range of potential causal relationships.

Methods Used to Estimate the Magnitude
of Causal Functional Relationships

After a subset of hypothesized causal functional relationships
have been identified using marker variables, observation, ex-
perimentation, or any combination of these techniques, the
behavior therapist needs to estimate the magnitude of rela-
tionships. There are two primary methods available for ac-
complishing this task.

Intuitive Evaluation of Assessment Data

In an effort to determine the clinical activities of behavior
therapists, part of a survey of AABT members (described
earlier) requested that information be provided about how

assessment data were typically evaluated. Results indicated
that the respondents used subjective evaluation and visual
examination of graphs to evaluate assessment data signifi-
cantly more often than they used any statistical technique
such as computing measures of central tendency, variance, or
association.

Some have argued that intuitive data evaluation is an
appropriate—if not preferred—method for evaluating behav-
ioral assessment data. The primary strengths associated with
this method are that (a) it requires only a modest investment
of time and effort on the part of the behavioral clinician,
(b) an intuitive approach is heuristic—it can promote hypoth-
esis generation, and (c) intuitive approaches are well suited
for evaluating complex patterns of data. An additional argu-
ment supporting intuitive evaluation is associated with clini-
cal significance. Specifically, it has been argued that visual
inspection is conservatively biased, and as a result, determi-
nations of significant effects only will occur when the causal
relationship is of moderate to high magnitude.

Matyas and Greenwood (1990) have challenged these
supportive arguments by demonstrating that intuitive evalua-
tion of data can sometimes lead to higher rates of Type I error
when data are autocorrelated (i.e., correlation of the data with
itself, lagged by a certain number of observations) and when
there are trends in single-subject data. A similar finding was
reported by O’Brien (1995). In his study, graduate students
who had completed course work in behavioral therapy were
provided with a contrived set of self-monitoring data pre-
sented on three target behaviors: headache frequency, inten-
sity, and duration. The data set also contained information
from three potentially relevant causal factors: hours of sleep,
marital argument frequency, and stress levels. The data were
constructed so that only a single causal factor was strongly
correlated (i.e., r > .60) with a single target behavior (the
remaining correlations between causal variables and target
behaviors were of very low magnitude).

Students were instructed to (a) evaluate data as they typi-
cally would in a clinical setting, (b) estimate the magnitude of
correlation between each causal factor and target behavior,
and (c) select the most highly associated causal factor for
each target behavior. Results indicated that the students pre-
dominantly used intuitive evaluation procedures to estimate
correlations. Additionally, the students substantially underes-
timated the magnitude of the strong correlations and overes-
timated the magnitude of weak correlations. In essence, they
demonstrated a central tendency bias, guessing that two vari-
ables were moderately correlated. Finally—and most impor-
tant—the students only were able to correctly identify the
most important causal variable for each target behavior about
50% of the time.
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In our AABT survey, we further evaluated the potential
limitations of intuitive data evaluation methods. Similar to
the O’Brien (1995) study, we created a data set that contained
three target behaviors and three potential causal variables in
a three-by-three table. The correlation between each pair of
target behaviors and casual factor was either low (r = .1),
moderate (r = .5), or high (r =  .9). Participants were then in-
structed to identify which of the three possible causal vari-
ables was most strongly associated with the target behavior.
Results indicated that when the true correlation between the
target behavior and casual factor was either low or moderate,
the participants were able to correctly identify the causal vari-
able at levels that were slightly better than chance (i.e., 55%
and 54% correct identification, respectively). This finding
replicated those reported by O’Brien (1995) when graduate
students comprised the study sample. When the true correla-
tion was high, the participants’ performance rose to 72%. It is
interesting to note that this improved performance was not
consistent across tasks—that is, a correct identification of the
causal variable in one pair of variables did not appear to be
substantially associated with the likelihood of generating a
correct answer on a different pair of variables.

Taken together, these results suggest that intuitive evalua-
tion of behavioral assessment data is susceptible to misesti-
mation of covariation, which (as noted earlier) is a foundation
for causal inference. As Arkes (1981) has argued, when
conducting an intuitive analysis of data similar to those de-
scribed previously, many clinicians tend to overestimate the
magnitude of functional relationships or infer an illusory cor-
relation (Chapman & Chapman, 1969). One reason for this
phenomenon is that confirmatory information or hits (i.e., in-
stances in which the causal variable and hypothesized effect
co-occur) are overemphasized in intuitive decision making
relative to disconfirming information such as false-positive
misses.

A number of other biases and limitations in human judg-
ment as it relates to causal inference have been identified (cf.
Einhorn, 1988; Elstein, 1988; Garb, 1998; Kanfer & Schefft,
1988; Kleinmuntz, 1990; also see the chapter by Weiner in
this volume). A particularly troubling finding, however, is that
a clinician’s confidence in his or her judgments of covariation
and causality increase with experience, but accuracy remains
relatively unchanged (Arkes, 1981; Garb, 1989, 1998).

In summary, intuitive data evaluation approaches can
be convenient and useful for hypothesis generation. Funda-
mental problems emerge, however, when behavior therapists
intuitively estimate the magnitude of covariation between
hypothesized contextual variables and target behaviors. This
problem is compounded by the fact that multiple behaviors,
multiple causes, and multiple interactions are encountered
in a typical behavioral assessment. It is thus recommended

that statistical tests be conducted whenever possible to
evaluate the strength of hypothesized causal functional
relationships.

Quantitative Evaluation of Assessment Data

One of the most clinically friendly methods for evaluating
assessment data is the conditional probability analysis—a
statistical method designed to evaluate the extent to which
target behavior occurrence (or nonoccurrence) is conditional
upon the occurrence (or nonoccurrence) of some other vari-
able. Specifically, the behavior therapist evaluates differ-
ences in the overall probability that the target behavior will
occur (i.e., base rate or unconditional probability) relative to
the probability that the target behavior will occur, given that
some causal factor has occurred (i.e., the conditional proba-
bility). If there is significant variation among unconditional
and conditional probabilities, the behavior therapist con-
cludes that the target behavior and causal factor are function-
ally related.

A broadly applicable and straightforward strategy for con-
ducting a conditional probability analysis involves construct-
ing a two-by-two table with target behavior occurrence (and
nonoccurrence) denoting the columns and the causal factor
presence (and absence) denoting the rows (see Table 22.4). To
illustrate, we can return to our imagined client. The columns
can be constructed so that they denote whether the client rated
a particular day as consisting of high or low levels of check-
ing. Let A =  a clinically significant elevation in the frequency
of checking for cancer tumors by touching your chest,
B  =  level of perceived stress at work, and P =  probability. A
functional relationship tentatively would be inferred if the
probability of experiencing heightened checking on a stress-
ful day, P(A/ B), is greater than the base rate probability of
checking, P(A).

Conditional probability analyses have important strengths
and limitations. First, only a modest number of data points
can yield reliable estimates of association (Schlundt, 1985).

TABLE 22.4 A Two-by-Two Contingency Table for Context-Behavior
Evaluation

Target Behavior

Present Absent

Causal factor Present A B
Absent C D

Note: Unconditional probability of target behavior occurrence: A + C�A +
B + C + D. Conditional probabilities: Probability of target occurrence
given causal variable presence: A/ A + B, probability of target occurrence
given causal variable absence: C/C + D, probability of target nonoccur-
rence given causal variable presence: B/ A + B, and probability of target
occurrence given causal variable presence: D/ C + D.
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Second, the statistical concepts underlying the methodology
are easily understood. Third, many statistical packages can be
used to conduct conditional probability analyses, or if none
are available, the computations can be easily done by hand
(e.g., Bush & Ciocco, 1992). Fourth—and most important—
the procedure is easily incorporated into a clinical setting and
clients can participate in the data evaluation process. Specifi-
cally, we have found that a two-by-two table that presents
information about target behavior occurrence, given the pres-
ence or absence of causal variable occurrence, can be readily
constructed and interpreted in a clinical session. A limitation,
however, is that conditional probability analyses can evaluate
the interactions among only a small number of variables. Fur-
thermore, because it is a nonparametric technique, it can be
used only when the controlling variables and target behaviors
are measured using nominal or ordinal scales.

Analysis of variance (ANOVA), t tests, and regression are
conventional statistical techniques that can be used to evalu-
ate causal functional relationships when data are collected on
two or more variables. For example, in a multiple-baseline
design (e.g., AB, ABAB), the clinician can conduct t tests,
ANOVA, or regression to determine whether the levels of tar-
get behavior occurrence differs as a function of contexts in
which a causal factor is present (B) relative to contexts in
which it is absent (A). The primary advantage of using t tests,
ANOVA, and regression is that these procedures are well
known to most behavior therapists who have received gradu-
ate training. The main disadvantage is that estimates of t and
F are spuriously inflated when observational data are serially
dependent (Kazdin, 1998; Suen & Ary, 1989). This inflation
of t and F is not trivial. For example, Cook and Campbell
(1979) noted that an autocorrelation of .7 can inflate a t value
by as much as 265%. Thus, prior to using t tests, ANOVA, or
regression, the clinician must determine whether data are
substantially autocorrelated, and if they are, procedures must
be used to reduce the level of autocorrelation (e.g., randomly
select data from the series, partition out the variance attribut-
able to autocorrelation).

Time series analyses involve taking repeated measures of
the target behavior and one or more contextual factors across
time. An estimate of the relationships among these variables
is then calculated after the variance attributable to serial de-
pendency is partitioned out (Gaynor, Baird, & Nelson-Gray,
1999; Matyas & Greenwood, 1996; Wei, 1990). When
assessment data are measured with nominal or ordinal scales,
lag sequential analysis can be used to evaluate functional
relationships (Gottman & Roy, 1990). Alternatively with
interval and ratio data, other time series methodologies such
as autoregressive integrated moving averages (ARIMA) mod-
eling and spectral analysis can be used (Cook & Campbell,
1979; McCleary & Hay, 1980; Wei, 1990).

Time series methods can provide very accurate informa-
tion about the magnitude and reliability of causal functional
relationships. They can also be used to examine the effects of
controlling variables on target behaviors across different time
lags. However, their applicability is limited because (a) a
large number of data points is necessary for a proper analysis,
and (b) most behavior therapists will be able to analyze rela-
tionships among a small number of variables. The first limi-
tation can be reduced when the behavior therapist designs an
assessment that yields a sufficient number of data points. The
impact of the second limitation can be diminished if the
behavior therapist carefully selects the most relevant target
behaviors and causal factors using rational presuppositions
and theory.

SUMMARY AND CONCLUSIONS

Behavioral assessment is a paradigm that is founded on a
number of assumptions related to the nature of problem
behavior and the ways that it should be measured. The overar-
ching assumptions of empiricism and environmental deter-
minism have been augmented by additional assumptions that
arose from new developments in theory and research in the be-
havioral sciences. This broadening of assumptions occurred
along with advancements in our understanding about the
causes and correlates of target behavior. As a result, behav-
ioral conceptualizations of target behavior have become in-
creasingly complex, and contemporary behavior therapists
must be able to identify and evaluate many potential func-
tional relationships among target behaviors and contextual
factors. Part of the ability to accomplish this task relies on a
sound knowledge of (a) the different dimensions of topogra-
phy that can be quantified, (b) the multiple ways that contex-
tual variables and target behaviors can interact for a particular
behavior disorder, and (c) one’s own presuppositions and
decisional strategies used to narrow causal fields.

In addition to conceptual foundations, familiarity with spe-
cific sampling and assessment methods and strategies for
identifying functional relationships (e.g., the marker variable
strategy, observation and self-monitoring of naturally occur-
ring setting-behavior interactions, and experimental manipu-
lation) are required to empirically identify causal functional
relationships. Each method has strengths and limitations re-
lated to the strength of causal inference that can be derived
from the collected data and the degree of clinical applicability.

After basic assessment data on hypothesized causal func-
tional relationships have been collected, intuitive and statisti-
cal procedures can be used to evaluate the magnitude of
association. Intuitive approaches are well suited for hypothe-
sis formation. As a method for estimating the magnitude of
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covariation among variables, however, intuition is often inac-
curate. Statistical approaches can provide unbiased informa-
tion on the strength of functional relationships. Conditional
probability analyses can be especially useful because they
require only a modest amount of data, are easily understood,
and are convenient to use. The principal limitation of statisti-
cal approaches is that they are limited to the evaluation of
only a few variables; also, they appear to be incompatible
with typical clinical settings, given their low reported use
among behavior therapists.

All of the aforementioned assessment principles have
been well developed in the behavioral assessment literature.
However, our survey of behavior therapists suggests that
many do not conduct assessments that are consistent with all
of these principles. For example, most therapists appear to
abide by behavioral assessment principles as these principles
apply to the operationalization and quantification of target
behaviors and contexts. However, few behavior therapists
use quantitative decision aids to identify and evaluate the
magnitude of context-behavior associations. Instead, they ap-
pear to rely predominantly on intuitive judgments of covaria-
tion and causation. Factors that may account for this mixed
allegiance to behavioral assessment principles should be
more thoroughly explored. Furthermore, in the coming years,
research examining training procedures must be conducted
that can be used to help clinicians learn and use quantitative
decision-making procedures.

A final important question for future consideration is
the treatment utility of behavioral assessment in light of the
growing use of empirically supported protocols. Specifically,
to what extent will individualized treatments that are based
on an idiographic behavioral assessment outperform stan-
dardized treatment protocols that require less intensive pre-
treatment assessments such as diagnostic interviews? Failure
to demonstrate significantly improved outcomes might create
a diminished need for individualized behavioral assessment
procedures. Alternatively, there may be a heightened need for
behavioral assessment procedures that can help match inter-
ventions with client behavior problems and characteristics.
In either case, there is a clear need to evaluate the treatment
utility of behavioral assessment in relation to both idio-
graphic treatment design and standardized treatment-client
matching.
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What are projective tests and what are their distinctive char-
acteristics? How should we understand and interpret them?
What do they add to assessment? The purpose of this chapter
is to address these questions by providing the reader with a
meaningful and comprehensive conceptual framework for
understanding projective tests. This framework emphasizes a
response process that includes both self-expressive and orga-
nizational components, that is, what the respondent says and
how he or she structures the response. The framework’s im-
plications for projective testing and the contributions of pro-
jective testing to assessment are addressed. In the course of
this discussion, we hope to correct some common misper-
ceptions about projective tests and to establish a more in-
formed approach to projective tests, projective testing, and
assessment in general. Other related topics include implica-
tions of the model for interpretation, using projective tests as
methods, controversies surrounding projective testing, re-
sponse sets, response manipulation, and issues from a histor-
ical perspective.

It is clear that projective tests have value in the assessment
process. This chapter addresses their value within a broad
overview, incorporating projective tests and methods within a

single domain. Encompassing all projective tests, as is the
challenge of this chapter, necessitates this inclusive, global
approach and precludes detailed, test-specific characteriza-
tions. In general, we have reserved our comments about spe-
cific tests to the Rorschach, Thematic Apperception Test
(TAT), figure drawings, sentence completion tests, and the
early memory tests. An evaluation of the specific strengths
and weaknesses of these or any other individual projective
measure awaits others’ initiatives.

PROBLEMS WITH DEFINITIONS
AND DISTINCTIONS

Anastasi and Urbina (1996) have characterized a projective
test as a “relatively unstructured task, that is, a task that permits
almost an unlimited variety of possible responses. In order to
allow free play to the individual’s fantasy, only brief, general
instructions are provided” (p. 411). This global, descriptive de-
finition identifies some important elements of projective tests.
Ironically, however, this definition and others like it impede
our understanding of the nature of projective tests when they
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are causally juxtaposed with so-called objective tests. Without
pause, many American psychologists categorize tests accord-
ing to the traditional projective-objective dichotomy. In think-
ing and communicating about assessment instruments, these
psychologists treat the characteristics of each class of instru-
ment as mutually exclusive or as polar opposites. For example,
because objective tests are thought of as unbiased measures,
projective tests, by default, are assumed to be subjective. As
another example, because objective tests are seen as having
standardized administration and scoring, projective tests are
assumed to lack empirical rigor. There are a number of reasons
that the projective-objective dichotomy leads to an oversim-
plified and biased understanding of projective tests. First, the
projective-objective dichotomy often results in misleading
reductionism. Instruments under the rubric of projective are
assumed to be uniform in content, purpose, and methodol-
ogy. For example, all projective instruments are often re-
duced and treated as equivalent to a classic exemplar such as
the Rorschach. Reducing all projective instruments to the
Rorschach ignores their incredible diversity. Not only do
these tests target many different domains of functioning, but
they also employ a great variety of methodologies for the
purposes of inducing very different response processes. For
example, early instruments included an indistinct speech
interpretation, word association, cloud perception, hand-
positioning perception, comic strip completion, and musical
reverie tests (Anastasi & Urbina; Campbell, 1957; Frank,
1939/1962; Murray, 1938). Moreover, this great variety
suggests that projective processes are ubiquitous and are
involved in many real-life behaviors.

Second, the projective-objective dichotomy implies that
there are characteristics unique to each class of test, but these
supposed hallmarks are misleading. For example, test ele-
ments identified as projective, such as the flexible response
format and ambiguous or incomplete stimuli, are employed
by tests generally considered to be models of objectivity and
quantification. Murstein (1963) notes from the flexible re-
sponse format of some cognitive ability tests that “we learn a
great deal about the person who, on the vocabulary subtests
of the Wechsler Adult Scale of Intelligence, when asked to
give the meaning of the word ‘sentence,’proceeds to rattle off
three or four definitions and is beginning to divulge the dif-
ferences between the connotations and denotations of the
word when he is stopped” (p. 3). E. Kaplan’s (1991) approach
to neuropsychological testing focuses on process, similar to
the response-process approach in projective testing. Simi-
larly, Meehl points out the projective element of stimulus am-
biguity in self-report personality tests. In his Basic Readings
on the MMPI: A New Selection on Personality Measurement
(1945/1980), Meehl notes that many Minnesota Multiphasic

Personality Inventory (MMPI) items, such as “Once in a
while I laugh at a dirty joke,” contain ambiguities. At the
most basic level, it is unclear whether “once in a while”
refers to once a day, once a week, or once in a month.

Third, the stereotypic juxtaposition of objective and pro-
jective testing lends a pejorative connotation to projective
tests that suggests they lack objectivity. This is misleading.
Many projective tests are quantified and standardized in
terms of administration, and more should be. If we take the
example of cognitive tests, the style or process of the re-
sponse can be systematically observed, quantified, and stan-
dardized. This qualitative-to-quantitative test development
strategy is exactly the same procedure used in sophisticated
quantification of projective tests, as in the Rorschach Com-
prehensive System (Exner, 1993) and the Washington Sen-
tence Completion Test (Loevinger & Wessler, 1970). Such
approaches can result in psychometrically sound quantifica-
tion and standardization. For example, Joy, Fein, Kaplan,
and Freedman (2001) utilized this procedure to standardize
observation of the Block Design subtest from the Wechsler
scales. Other research summarized by Stricker and Gold
(1999) and Weiner (1999) indicates that behavioral obser-
vation within projective tests can be used to elaborate previ-
ously developed hypotheses and to synthesize inferences
about the respondent. These same authors also demonstrated
these tactics in case examples.

Of course, quantification and reducing examiner bias, that
is variability introduced by examiners, are important goals in
improving psychological assessment. Nonetheless, reducing
examiner variability is not the only goal of assessment and
is not equivalent to validity and utility. Indeed, further re-
search should address the extent to which the examiner’s
input is induced by the subject, as would be the case with rec-
iprocal determinism, increasing the ecological validity of
projective tests (Bandura, 1978; Viglione & Perry, 1991).
Furthermore, one may speculate that overemphasis on elimi-
nating examiner variability to achieve objectivity can in-
crease test reliability at the expense of validity when it limits
salient observations by the examiner.

Finally, projective and objective tests resemble each other
in that they share the same goal: the description of personality,
psychopathology, and problems in living. However, the di-
chotomy highlights the differences in method and overlooks
fundamental differences in their approach to understanding
personality. Later sections of this chapter will highlight some
of these differences. As we shall see, the differences may be
more in the philosophy of the psychologist using the tests
rather than in the tests themselves.

The foregoing are only a few examples of the distortions
involved in the unexamined use of the projective-objective
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dichotomy of tests. Furthermore, this familiar dichotomy
damages the reputation of projective testing and misleads
students. A more informed approach to projective testing is
needed. Along those lines, we will juxtapose projective tests
against self-report tests in the remainder of this chapter.

PROBLEMS WITH COMMON METAPHORS
AND MODELS

Like the distinction between projective and objective tests,
the common metaphors and models used to describe the pro-
jective response process can be grossly misleading. The two
well-known metaphors of the projective response process are
the blank screen and the X-ray machine. Each metaphor con-
tains an implicit theoretical model of projective testing that
shapes our understanding of the projective response process.
In this section we critically examine both metaphors.

The Blank Screen Metaphor

The most common and stereotypic metaphor is that of the
blank screen. In this metaphor, a projective test stimulus is
portrayed as a blank screen or canvas upon which the respon-
dent projects his or her inner world (Anastasi & Urbina,
1996). In the reductionistic application of this metaphor,
response content is treated as a direct representation of the
respondent’s inner life. For example, when a respondent pro-
jects his or her aggression onto the stimuli, the response
content contains aggressive themes as a result. The examiner
then equates these aggressive themes with the personality
trait of aggression. When taken to the extreme, the blank
screen metaphor has had two consequences on our approach
to projective tests: an overemphasis on response content and
an underappreciation for the role of the projective test stimu-
lus and the examination context. By examination context we
mean the various situational factors as experienced by the re-
spondent. These include the demands on the respondent
given the circumstances of the evaluation, the implicit and
explicit consequences of the examination, and the interaction
between the examiner and respondent.

The blank screen metaphor suggests that the only neces-
sary components to projective test stimuli are ambiguity and
a lack of structure. These components are thought to facilitate
response content, that is, the free expression of the respon-
dent’s internal world. The more ambiguous and unstructured
the stimulus, the more it was presumed that the personality
would be directly expressed in the response. Historically, this
simplistic view has led to an emphasis on response content
and to the interpretive viewpoint that the test was equivalent

to or symbolized an internal response or reality (Murstein,
1963). Aspects of test responses are often seen as symbolic of
and equivalent to personality and constituted the basis for
grand interpretations. Figure 23.1 presents a schematic for
this and other models.

However, increasing the blankness (so to speak) of the
screen by increasing the ambiguity of the stimuli does not
necessarily produce more useful or valid information. Re-
search into the relationship among amount of ambiguity,
structure of pictorial stimuli, and test validity has not led to
consistent findings (Murstein, 1961, 1963, 1965). For exam-
ple, the blank TAT card produces relatively conventional re-
sponses that are less revealing of the individual than are the
rest of the cards, all of which include a picture of either a per-
son, a group of people, or some other scene. Moreover, elim-
inating the more recognizable and salient visual aspects of
the Rorschach stimuli (what Exner, 1996, called the critical
bits) does not lead to more productivity. In fact, the available
research supports the view that the suggestive aspects of the
stimulus, rather than the lack thereof, are what is important.
Empirical data clearly demonstrate that the physical stimulus
is crucial (Exner, 1974, 1980; Murstein, 1961; Peterson &
Schilling, 1983).

What we know about Herman Rorschach’s work in devel-
oping his test attests to the fact that it is not ambiguity or lack
of structure that contributes to the test’s usefulness. It appears
that each stimulus plate was designed to contain visually rec-
ognizable forms, or critical bits, along with some arbitrary
components (Exner, 1996, 2000). Rorschach may have in-
cluded the arbitrary contours to interfere with the processing
of these suggestive, recognizable forms. The plates were
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Figure 23.1 Panel A: The theoretical model of the response process as sug-
gested by the blank screen metaphor; Panel B: The theoretical model of the
response process as suggested by the X-ray metaphor; Panel C: The pro-
posed problem-solving model of the response process.



534 Assessing Personality and Psychopathology with Projective Methods

carefully chosen, drawn, and redrawn so that many versions
existed before Rorschach finalized the designs. Anyone who
has ever made inkblots has found that most products look
simply like inkblots and are not suggestive of other forms or
objects. Thus, it seems that the stimulus plates were intended
to be provocative to respondents while also being just unclear
enough to engage respondents’ problem-solving skills. This
inconsistency between the recognizable or suggestive com-
ponents of the stimulus plates and the more arbitrary forms is
critical because it constitutes a problem to be solved. In this
sense, projective test stimuli have a clear purpose: to present
the respondent with a problem-solving task. For example, a
major part of the Rorschach projective task is to reconcile vi-
sual and logical inconsistencies among blot details and be-
tween the blot and the object (or objects) seen. It is the
idiosyncratic ways in which respondents solve the problem,
rather than merely the content they project onto a blank
screen, that reveals useful and valid information. Thus, un-
derstanding projective stimuli as blank screens, rather than as
problems to be solved, is a fundamental misconception about
projective tests that can lead to inaccurate interpretations of
test behaviors.

The X-Ray Metaphor

Another common metaphor is that of an X-ray machine. In
this metaphor a projective test acts as an X-ray of the mind,
so to speak, that allows the interpreter to observe directly the
contents of the respondent’s mind (see Figure 23.1). Both
Frank (1939/1962) and Murray (1938) mentioned this image
in their seminal work so that it has historical precedents.
However, like the blank screen metaphor, the X-ray metaphor
leads to a focus on response content and the way in which the
content directly represents personality. More importantly,
the X-ray metaphor diminishes the role of the respondent in
the response process. 

Examining Frank’s (1939/1962) original work allows one
to achieve a more adequate understanding of his purpose for
using the X-ray metaphor. When Frank first used it, he com-
pared learning about personality to the then-current technolo-
gies in medical and physical science that allowed one to study
internal anatomical structures through noninvasive tech-
niques. However, Frank included a critical distinction be-
tween projective tests and medical tools, a distinction that is
typically excluded from today’s common understanding of the
X-ray metaphor. Frank noted that personality, unlike the target
of an X-ray machine, is not a passive recipient of attention. In
responding to projective test stimuli, personality does not sim-
ply cast a shadow of its nature onto a plate. Rather, Frank con-
tended that personality is an active organizing process.

Despite having been written more than 60 years ago,
Frank’s ideas reveal a complex and informed perspective on
personality, one that is especially relevant to understanding
the nature of projective testing: 

Personality is approachable as a process or operation of an indi-
vidual who organizes experience and reacts affectively to situa-
tions. This process is dynamic in the sense that the individual
personality imposes upon the common public world of events
(what we call nature), his meanings and significances, his organi-
zation and patterns, and he invests the situations thus structured
with an affective meaning to which he responds idiomatically.
(1939/1962, p. 34)

Frank went on to describe personality as a “dynamic orga-
nizing process.” He contrasted this subjective, synthetic, dy-
namic process of personality to the objective, external,
concrete reality of the world, including the host culture’s
shared conventional experiences. In Frank’s view, the world
of culture also influences the personality and its understand-
ing of the external world but cannot account for personality
processes and behavior. 

Later in the same paper, Frank described projective tech-
niques as essentially inducing the activity and processing of
the personality: 

In similar fashion we may approach the personality and induce
the individual to reveal his way of organizing experience by giv-
ing him a field (objects, materials, experiences) with relatively
little structure and cultural patterning so that the personality can
project upon that plastic field his way of seeing life, his mean-
ings, significances, patterns, and especially his feelings. Thus,
we elicit a projection of the individual personality’s private
world because he has to organize the field, interpret the material
and react affectively to it. More specifically, a projection method
for study of personality involves the presentation of a stimulus-
situation designed or chosen because it will mean to the subject,
not what the experimenter has arbitrarily decided it should mean
(as in most psychological experiments using standardized stim-
uli in order to be “objective”), but rather whatever it must mean
to the personality who gives it, or imposes it, his private, idio-
syncratic meaning and organization. (1939/1962, p. 43)

These quotes make it clear that the respondent’s organiza-
tional style and affect are critical to the projective testing
process, and that the process involves more than simply
adding content to a stimulus field. Moreover, unlike self-
report tests, projective test stimuli give respondents an op-
portunity to express their organizational styles and affect.
Thus, a projective test allows the examiner to observe per-
sonality in action with cognitive, affective, interpersonal, and
meaning-making activities.
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The Need for an Informed Conceptual Framework

This critical review of traditional metaphors and models for
projective testing points to their serious shortcomings and
oversimplifications. In contrast to a blank screen, projective
stimuli are more like problem-solving tasks. In contrast to a
passive personality that unknowingly projects itself onto a
blank screen or that is examined with X-ray vision, personality
in projective testing is seen as a much more active, organizing,
and selective process. Perhaps the most accurate portrayal of
projection is that the personality does not project light onto
the blank screen of the test, but rather, the test projects itself
through the active organizing process of the personality to the
response. In other words, the individual’s personal characteris-
tics are observable in the refracted light—that is, the manner in
which the person responds to the test. In sum, there is a need
for a broader and more informed conceptual framework for
understanding projective testing.

From comparisons between the overt stimuli and response,
the interpreter infers the covert personality process. This
input-processing-output sequence is the essence of our model
for projective testing and is presented in the next section.
Such a framework goes beyond projection and response con-
tent by embracing a problem-solving perspective.

THE BEHAVIORAL RESPONSE PROCESS MODEL

A problem-solving model leads us to approach personality as
a processor of information. Rather than interpreting a re-
sponse as a symbolic representation of personality, we inter-
pret it in the context of the stimulus situation and used that
interpretation to build a model of the respondent’s processing
and problem-solving styles. Rather than using a static con-
ceptualization of personality, our understanding incorporates
a model of personality as a problem-solving processor of
life’s ongoing challenges.

The projective test response can be seen as the develop-
ment and formulation of a solution to a problem, the structure
and content of which reveals something about the individual.
Every projective test involves a task, which we can under-
stand as a problem to be solved. For example, the TAT de-
mands the creation of a story that reconciles the suggestive
elements of the pictures with ambiguous and missing cues.
As another example, the early memory test involves con-
structing, typically without a complete sense of certainty, a
memory dating back to the beginning of one’s life. The self-
expressive quality and the adequacy of these solutions can be
the object of the interpretive system (e.g., for the TAT, see
Ronan, Colavito, & Hammontree, 1993).

The history of projective testing and misuses in current
practice reveal that we have drifted from the focus on input-
processing-output as first described by Frank (1939/1962).
This drift has led to two gross oversimplifications of projec-
tive testing: (a) Projective test responses are inappropriately
equated with personality, and (b) verbal and motor behaviors
within projective test responses are thought to symbolize
large patterns of life behavior. In contrast, an informed re-
sponse process approach entails inferring a model of an indi-
vidual’s personality and behavior from projective test output
based on a thorough understanding of the stimuli, task de-
mands, and processing involved. The future of projective as-
sessment depends on advancing this response process and
problem-solving approach.

The Standards for Educational and Psychological Tests
(American Educational Research Association, American Psy-
chological Association [APA], & National Council on Mea-
surement in Education, 1999)  incorporate this interest in the
response process. According to the standards, evidence based
on examination of the response process, including eye move-
ments and self-descriptions of the respondent’s experience,
should be used to validate tests inferences. Response process
research is extremely valuable as a basis for clinical inference
(e.g., Exner, Armbruster, & Mittman, 1978). The response
characteristics of each commonly used projective test should
be researched and delineated. Each projective test differs in
its response process so that each test must be addressed and
mastered separately, even if these tests share some common
processes and principles.

Self-Expressive and Organizational Components

Within the response process in projective testing, two com-
ponents have traditionally been identified: (a) a content or
self-expressive component and (b) a formal or organizational
component. Often these components are referred to as the
projective and problem-solving components of projective
tests, but these terms are subject to misinterpretation. This
chapter refers to them as the self-expressive and organiza-
tional components of projective testing.

To oversimplify, the self-expressive component largely
involves content features of the response—that is, what the
subject says, writes, or draws and what associations the indi-
vidual brings to the task. Self-expression occurs because
projective stimuli provoke the imagination, acting as a stim-
ulus to fantasy (Exner & Weiner, 1995; Goldfried, Sticker, &
Weiner, 1971). Thus, respondents react to content sugges-
tions in a task (a sentence stem, a picture, or a recogniz-
able form or critical bit of a Rorschach plate) and rely on
themselves to go beyond that content to access and express
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information from their own stores of images, experiences,
feelings, and thoughts.

In contrast, the organizational component involves the
formal or structural features of the response: how the individ-
ual answers the questions, solves the task, structures the re-
sponse, and makes decisions. For example, the organizational
component includes how the stimulus details are incorpo-
rated into TAT or Rorschach responses and whether the stim-
ulus features are accurately perceived. Use of detail and the
accuracy of the response are organizational features, which
can be applied to almost all projective tests. Projective tests
all pose problems to solve; the adequacy, style, and structure
of the solutions to the problems are encompassed by the
organizational component.

The common oversimplification in conceptualizing pro-
jective testing is to limit the scope of projective testing to the
self-expressive component. Doing so leads one to interpret
only response content themes. Even if the organizational
component of a projective test is recognized, it is often con-
ceptualized as separate from the content component.

We believe that separating the self-expressive and organi-
zational components is another misconception that should be
corrected. If one examines the projective test respondent’s
real-time processing while solving the task and developing a
response, one observes that self-expressive and organiza-
tional aspects are simultaneous and interconnected. One
solves the problem not only by organizing the input and the
output, but also by selecting one’s own self-expression to add
to the response. From another perspective, including self-
expression is not merely a projection of a trait, need, or per-
ception. Thus, we are making an important distinction here:
Problem-solving within projective tests encompasses both
content and formal, and both self-expressive and organiza-
tional, facets. What are conventionally considered projective
or content /self-expressive components are actually best un-
derstood as part of a single problem-solving process. Thus,
the respondent’s way of problem-solving may involve, for
example, invoking dependent themes. A respondent’s adding
in certain thematic interpretations, motives, interests, or fan-
tasies to projective test responses thus is part of the problem-
solving component of these tests.

Moreover, there may be individual differences, both within
an assessment and in one’s everyday life, in terms of how
much content is projected. Some people may project more
personalized content than others. Others who express less per-
sonalized content might be characterized as stereotyped,
overtly conventional (Schafer, 1954), or, alternatively, as effi-
cient and economical (Exner, 1993). We will elaborate this
problem-solving process as the centerpiece of this chapter. We

rely on information-processing and behavioral approaches in
specifying its subcomponents.

The Projective Test Stimulus Situation

In our view, the projective-testing stimulus encompasses a
complex of factors. The stimulus in a projective test is more
than the concrete stimulus itself, that is, more than merely a
picture, a sentence stem, a Rorschach plate, or an invitation to
remember. Masling’s (1960) work with the Rorschach and a
variety of studies with the TAT (Murstein, 1961, 1963) reveal
that situational, contextual, and interpersonal stimuli influ-
ence the response process. Extrapolating from these findings,
we propose that the actual stimulus for a projective test is the
entire situation, or what we call the stimulus situation. Rather
than merely being concrete stimuli, the stimulus situation en-
compasses the interpersonal interaction with the examiner,
what the respondent is asked to do with the stimulus, and
contextual issues such as the reason for referral. For example,
the TAT stimulus situation involves the fact that the respon-
dent is being called on to tell a story to reveal something
about him- or herself in front of another person, typically a
stranger with some authority and power, about whom the re-
spondent knows very little. Accordingly, when the stimulus is
administered individually there is also a strong interpersonal
component to the stimulus situation. Furthermore, this inter-
personal component is implicit in paper-and-pencil projec-
tive tests. It is also present in self-report tests of personality,
although it is often ignored.

A critical component of the stimulus situation is the re-
spondent’s awareness of the obvious potential for the response
to reveal something of him- or herself. Reactions to the pres-
sure to self-disclose are invoked by the stimulus situation. Ac-
cordingly, response sets, defensiveness, expression of social
desirability, and response manipulation are fundamental to the
response process. As will be addressed later, these are more
than impediments or moderators of test validity.

Processing the Stimulus Situation

Taking all of these issues into consideration suggests that the
respondent reacts to an overall situation, including both con-
crete and experiential components, as a pattern or field. Such
patterning is a well-known fact in the study of human percep-
tion. The respondent organizes that field into figure and
ground, responding more distinctly to the figural components
of the stimulus situation. This figure-ground patterning exists
not only within the processing of the concrete projective test
stimulus, but also with the entire stimulus situation. Accurate
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interpretation depends on considering the concrete stimuli
element in terms of, for example, Rorschach card pull,
sentence-stem characteristics, and salient stimuli components
for individual cards from storytelling tasks (Exner, 1996,
2000; Murstein, 1961, 1963; Watson, 1978). These prominent,
recognizable aspects of the concrete stimulus elicit common
or popular responses. Peterson and Schilling (1983) have writ-
ten an informative, conceptual article that frames these issues
for the Rorschach. Knowing the test and its input, processing,
and output characteristics provide a context within which to
understand the implications of responses for personality. Stan-
dardization data and empirical descriptions, the examiner’s
experience with the stimulus situation, recognition of the re-
sponse pull for individual test stimuli, and knowledge of con-
ventional and common responses all contribute to optimally
valid interpretation.

The Free-Response Format

Freedom in the Stimulus Situation

Freedom and lack of direction are crucial characteristics of
the projective test stimulus situation. The individualistic idio-
graphic feature of the projective test response process starts
with the individual differences in the perception of the stimu-
lus situation (Colligan & Exner, 1985; Exner, 1980; Perry,
Felger, & Braff, 1998). The individual can choose to attend to
different components of the stimulus situation, focusing on, for
example, a particular element of the physical stimulus, a de-
mand within the task, or some interpersonal aspect related to
the task. The individual may offer an overall gestalt, or may
focus on a single element or on inconsistencies between stimu-
lus subcomponents.Accordingly, self-regulation through stim-
ulus control can be assessed through projective testing, in terms
of what an individual attributes to a stimulus, when one identi-
fies what the individual responds to in the stimulus situation.

Another important, related feature of the processing of
the stimulus situation is decision making. For example, respon-
dents must decide what to reveal or focus on within the story,
image, early memory, or sentence completion item. Decision
making also requires reconciling contradicting elements and
completing unfinished information. The projective test stimu-
lus situation does not provide much information to assist the re-
spondent in evaluating the appropriateness and adequacy of a
response. In contrast to ability tests, there are no obvious right
answers. The lack of information in the stimulus situation
interacts with the free-response format to impede attempts at
self-evaluation of the appropriateness of the response. Thus,
decision making and processing in the face of minimal external

guidance with concomitant insecurity is also a major compo-
nent of the response process and projective test task. In other
words, coping with insecurity and uncertainty without suffi-
cient information about the adequacy of one’s response is part
of the response process.

Response Characteristics

With self-report tests, the interpretive dimensions (e.g.,
depression for Scale 2 of the MMPI) are predetermined. In con-
trast with projective tests, interpretive dimensions are implicit
in the test behavior. The interpreter observes the respondent’s
behavioral patterns in order to construct the dimensions to be
described. For example, implicit motives organize pictures into
stories (McClelland, Koestner, & Weinberger, 1989), and the
interpreter describes these dimensions within the interpreta-
tion. As noted earlier in this chapter, a crucial aspect of the
projective test stimulus situation is the lack of information
regarding the adequacy of the response. As suggested by
Campbell, projective tests are “typically open-ended, free, un-
structured, and have the virtue of allowing the respondent to
project his own organization on the material” (1957, p. 208). In
other words, it is the respondent who accounts for a great ma-
jority of the variation in the test responses in terms of their self-
expressive and organizational components (Viglione & Perry,
1991). The fact that the response is wholly formed and created
by the respondent has been referred to by Beck (1960) as the
gold of the Rorschach.

Compared to self-report tests, the fixed test stimuli in self-
report tests and limited response options themselves account
for a much greater part of the variation among test responses
or behaviors. Test developers predetermine structured test
behaviors and, as a result, limit the freedom of response. In
other words, there is much less variation in true versus false
than there is in TAT responses or earlier memories. Histori-
cally, this fixed item and response format was typical of the
personality and attitude measurement devices that domi-
nated during the mental testing period from 1920 to 1935,
and against which projective testers rebelled. On the other
hand, free responses are not essential for a test to be projec-
tive because multiple-choice or rating-scale response formats
have been used (Campbell, 1957). Nevertheless, the domi-
nant projective tests in clinical practice use a free-response
format. Multiple-choice and rating-scale formats have been
primarily used for research on test validity and the response
process (e.g., Exner et al., 1978).

Within the free-response format the respondent creates or
organizes a response and expresses him- or herself through
the content of the response. The response content is neither
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preselected nor prestructured by the test developer, but is
an expression of the given individual in the context of the
exam. In an article introducing a conceptual model for psy-
chopathology and the Rorschach, Viglione and Perry (1991)
couched this in terms of the limited environmental influence
on Rorschach responses. This argument can be extended, in
some degree, to all projective testing. As described in this
article, projective test behaviors are largely influenced by
the internal world rather than by the test environment and
stimuli. The content, structure, and adequacy (and the evalu-
ation of that adequacy) of the response come from the indi-
vidual. The interpretive system accompanying the projective
test is an aid in directly learning about the individual through
analyzing the self-expressive and organizational aspects of
these behavioral productions.

The free-response format maximizes the expression of
individual variance. The population of possible answers is un-
bounded in free-response tasks, so that the response itself can
capture much more individual variation than can an item in a
self-report personality test. In this way projective tests maxi-
mize salience and relevance of the response to the individual,
a characteristic that has been referred to as the idiographic
focus of projective testing. Indeed, the complexity and variety
of these responses have made it difficult to create comprehen-
sive scoring systems. From a psychometric perspective, this
complexity and variety may translate to less reliability and
more interpreter bias but, nevertheless, more validity.

Interpretive Implications

What has been called expressive style is an example of the or-
ganizational component of a projective test response (Bellak,
1944). The free-response component of the projective test
stimulus situation allows expressive style to emerge. It can
be characterized by the following questions: “Does he talk
very fast or stammer badly? Is he verbose or terse? Does he
respond quickly or slowly . . .” (Murstein, 1963, p. 3). Ex-
pressive style is also captured in nonverbal ways, which are
important to understanding an individual’s functioning and
interpersonal relationships. Does the respondent use space in
drawing and sentence completion blanks neatly? Is the re-
spondent overly concerned with wasting space and time, or
sure to involve elaborated and elegant use of symbolic flair in
his or her presentations? Indeed, the nonverbal mode of func-
tioning and being in the world is accessed by the projective
tests. In support of this importance of nonverbal functioning,
neuropsychological research would suggest that aspects of
interpersonal and emotional functioning are differentially re-
lated to visual-spatial, kinesthetic, and tactile modes in com-
parison to verbal modes. Future research might attempt to

investigate the relative contributions of expressive style and
nonverbal modes to validity and utility.

The multimodal characteristic of the projective test re-
sponse greatly multiplies its informational value. For exam-
ple, a behavioral observation of (a) tearfulness at a particular
point in an early memory procedure, (b) a man’s self-critical
humor during a TAT response that describes stereotypic male
behavior, (c) fits and starts in telling a story with sexual con-
tent, (d) a seemingly sadistic chuckle with “a pelt, it’s road
kill” Rorschach response, (e) rubbing a Rorschach plate to
produce a response, or (f) a lack of positive, playful affect
throughout an early memory testing are all critical empirical
data subject to interpretation. Such test behaviors can lead to
important hypotheses and allow one to synthesize various
components of the test results by placing them in the context
of the individual’s life. These insights are not readily avail-
able or subject to systematic observation through other
means in an assessment session. These are examples of the
fundamental purpose of projective tests: to gather an other-
wise unavailable sample of behavior to illuminate referral
issues and questions emerging during the exam. 

In addition, projective tests allow a rare opportunity to ob-
serve idiographic issues interacting with the instrumental di-
mension of behavior. Levy (1963) defined the instrumental
dimension of behavior as the adequacy or effectiveness of the
response in reaching some goal. In cognitive ability testing
this dimension could be simplified to whether a response is
right or wrong. Like respondents on ability, cognitive, or
neuropsychological tests, projective test respondents perform
a task. To varying degrees, all projective test responses can be
evaluated along a number of instrumental dimensions includ-
ing accuracy, synthesis, meaningfulness, relevance, consis-
tency, conciseness, and communicability. For example, the
instrumental dimension relates to the quality, organization,
and understandability of a TAT story or early memory as ex-
plained to the examiner. In ability tests, we concern ourselves
mostly with the adequacy of the respondent’s outcome, an-
swer, or product. In contrast, in projective tests we are con-
cerned with not only the adequacy of the outcome, but also
the process and behavior involved in producing the outcome.
In our nomenclature, projective tests allow one to observe the
interaction between the self-expressive and instrumental
components of behavior—in other words, how adequate a re-
sponse is in light of how one solves a problem. Extending this
interaction, projective test behavior also allows the examiner
to observe the impact of emotional and interpersonal pres-
sures on the adequacy and approach to solving problems.
This is a crucial contribution of projective tests to assess-
ment, providing an interpretive link between findings from
self-report tests and ability tests.
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A Behavioral Approach to Validity

Behavioral Characteristics

Problem solving in projective testing entails a behavioral
view of the response process. This behavioral approach is
consistent withAnastasi and Urbina’s definition of psycholog-
ical tests as “essentially objective and standardized measure
of a sample of behavior” (1996, p. 23). Psychological tests are
undertaken when we cannot directly access behaviors impor-
tant to assessment goals (Levy, 1963; Meehl, 1945/1980). In
performance tests we induce and observe a sample of behav-
ior that is similar to the behaviors of interest in real life. In this
respect, projective tests are performance tests.

Projective tests are attempts to bring aspects of relevant
behavior, associations, perceptions, organizations, and effec-
tive and interpersonal components into the consulting room
to be observed. Such a tactic is eloquently describe by Levy
(1963):

We will be better able to predict this person’s behavior in a given
situation if we can bring a different frame of reference into play.
We feel that in order to do this we will have to draw a different
sample of behavior from that available to us now. Specifically,
we want a sample of behavior that is amenable to description in
our frame of reference, one that was designed with our particular
language system in mind. (pp. 6–7)

Thus, projective tests induce a behavioral sample that we can
observe and explore so as to synthesize a more valid picture
of the life predicament of the respondent. From this behav-
ioral perspective, a test response or behavior is not a chance
event, but a behavior sample collected under controlled con-
ditions, subject to behavioral laws.

In the earlier section on free-response format, we estab-
lished that variety is a hallmark of projective test responses.
They are also distinguished by their richness. The overall
complexity of the stimulus situation elicits rich responses.
Complex stimulus situations produce complex real-life, in
vivo behaviors, which generalize to complex nontest behav-
iors in complete situations (Viglione, 1999). By design in
projective tests, meaningful behavior is mediated by person-
ality processes and invoked by the stimulus situation.

One might elucidate these ideas by contrasting projective
and self-report testing. The test behavior involved in self-
report personality tests differs greatly from projective test be-
havior in terms of richness and variety. Typically, self-report
test behavior is merely an endorsement of true or false, or a
rating of an opinion or sentiment along some dimension. The
variety and richness of projective test responses allow the po-
tential for generalizability to meaningful and salient real-life

behavior. In contrast, for example, within self-report testing
there is no inherent similarity between (a) the act of respond-
ing true to aggressive risk items and (b) real-life aggressive
risk.

Generalizability and Interpretation

In interpreting projective tests we observe test behavior and
then generalize it to similar behavior in other situations.
When considering a projective test as a behavioral problem-
solving task, the question of validity; according to Foster and
Cone (1995), is one of topographic similarity and functional
equivalency. Topographic similarity refers to the degree to
which the test behavior resembles the nontest behavior in
concrete, physical, and descriptive terms. Functional equiva-
lence refers to the degree to which the antecedents and conse-
quences of a test behavior correspond to the antecedent and
consequences of real-life behavior. Topographically, an ag-
gressive attribution on a TAT response is similar to an aggres-
sive attribution in real life.

To understand topographical similarity within projective
tests, one must examine the behavior induced by projective
test demands. Projective tests incorporate complex stimulus
situations and induce rich and complex behaviors that vary
greatly from person to person. Projective test behaviors, such
as explaining what one sees and how one sees it (i.e.,
Rorschach; Viglione, 1999), creating a story to understand a
suggestive interaction (TAT), recalling and explaining a per-
sonally salient memory (early memories), and interpreting or
finishing a fragment of a sentence (sentence completion), are
all topographically similar to important and familiar life
tasks. They are all aspects of what one frequently does in real
life—expressions of one’s “way of seeing and feeling and re-
acting to life, i.e. personality” (Frank, 1939/1962). For exam-
ple, it would not take much empirical support to justify the
generalization of thought-disordered communication on the
Rorschach or TAT to thought-disordered behavior in other
contexts. The test behavior and target or in vivo behaviors are
topographically and experientially quite similar and thus be-
haviorally equivalent. It is not surprising, then, that there is a
great amount of empirical support for thought-disorder in-
dices on the Rorschach (Acklin, 1999; Holzman et al., 1974;
Kleiger, 1999; Perry & Braff, 1994; Perry, Geyer, & Braff,
1999; Perry, Viglione, & Braff, 1992; Viglione, 1999; Weiner,
1966).

Projective tests collect standardized samples of real-life
behavior—the problem-solving of the personality operations
in real life. This view of personality would incorporate
thought organization and disorder as the problem-solving of
the personality manifest in behavior. Moreover, the behavioral
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population of interest for projective tests is real-life behavior,
just as the population for performance tests is the expression
of abilities. On the other hand, more symbolic interpretations
(e.g., using Rorschach color responses as a symbol of emo-
tionality) lack topographical and experiential similarity.
Accordingly, symbolic interpretations, as with self-report test
findings, require much more empirical support.

In considering topographical similarity and generalizabil-
ity, one must also consider the examination context and
the stimulus situation. In this context, projective test activi-
ties, such as a child’s ripping apart stimulus materials or an
felon’s expressing obvious pleasure in describing malevolent
acts, are exceptional behaviors. Such behaviors that (a) op-
pose the social demands of the projective test interpersonal
context and (b) possess obvious clinical implications may be
understood as corresponding to salient nontest behaviors of
interest. They are very low-probability events that are much
more likely to spring from the individual rather than from sit-
uational factors. Thus, they are generalizable events, even if
infrequent.

Experiential Interpretation

In projective testing we extend the behavioral notion of
topographic similarity to incorporate experiential elements.
These include subjective and covert problem-solving ele-
ments such as self-expressive and internal phenomena asso-
ciated with the response process. Schachtel (1966) with the
Rorschach, and Riethmiller and Handler (1997) with the fig-
ure drawing, demonstrated the value of this approach. For the
Rorschach, it would mean asking what processes are in-
volved in avoiding the complexity and contradictions of a
blot so as to give simplistic, uninvolved answers. For the fig-
ure drawing, the experience-near approach would take into
consideration not only the product (i.e., the drawing), but also
the process of creating it. Experiential interpretation of a fig-
ure drawing might also require such questions as, “What ex-
periences or covert processes might accompany drawing this
frightening person? What would it be like to meet or have a
conversation with this frightening person?” Answers to these
questions are more likely to have nontest referents than
are the nonexperiential, detail-oriented questions that have
dominated some approaches to drawings (e.g., “How long are
the arms? Are the hands represented? Did the respondent
mention the head? Was shading involved?”). Answers to
experience-near questions are the real behavioral patterns to
be generalized from projective tests to real-life behavior.
Given this stimulus situation, identifying experience-near
components involves being in an interpersonal relationship
with the respondent and empathizing with the respondent’s

process and experience (Riethmiller & Handler). As research
has demonstrated, this interpersonal component is a strength
of projective tests given that it is an essential ingredient of the
stimulus situation (Stricker & Healy, 1990). 

Examining the three-dimensional vista response on the
Rorschach might elucidate the experiential and contextual
components of interpretation. These three-dimensional, shad-
ing responses might mean very different things in different
contexts. From an experiential problem-solving perspective,
the vista response involves a more precise way of dealing with
the blots in which one experiences the self as stepping back
and evaluating. Within the context of an inpatient’s depres-
sion, such an activity might generalize to negative evaluation
of the self, others, and the future that compromises adaptation.
In the case of a passive but largely successful executive in a
nonclinical examination, the vista response may be related to
an analytic, evaluative ability to step back and gain perspec-
tive, and an ability to evaluate the self. Under stress, this
capacity may be associated with self-criticism that, although
painful, may lead to adjustments and improved functioning. In
the context of an assessment of an incarcerated murderer, the
vista responses may generalize to situationally induced self-
criticism, possible guilt, or alternatively, an analytic approach
to crime. Accordingly, test behaviors that are identical along
overt, topographical parameters may correspond to different
covert experience and in vivo behaviors. These distinctions, in
turn, are based on the context of the exam and base-rate fac-
tors. Research on psychological assessment and on clinical
judgment and decision theory has not addressed these ecolog-
ically valid interpretive inferences.

Functional Equivalence and Generalization

This interaction among interpretation, examination contexts,
and topographical and experiential phenomena relates to
functional equivalence and generalization. As noted earlier,
functional equivalence refers to the degree to which the ante-
cedents and consequences of a test behavior correspond to
the antecedents and consequences of real-life behavior. The
antecedents and consequences of test behaviors are encom-
passed by the projective stimulus situation. Projective stimu-
lus situations or test environments vary to some extent from
test to test and occasion to occasion. However, from the
broadest and most inclusive point of view, projective tests in-
volve new and unfamiliar situations in which one organizes
incomplete, contradictory, and ambiguous material without
any direct feedback from observers or authorities. They also
involve little implicit feedback from the task about adequacy
of performance within an interaction with another individual.
Applying the principle of functional equivalence, we are
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safest when we generalize projective test behaviors to situa-
tions with similar characteristics. Thus, to some degree, in-
terpretations may be context dependent rather than pervasive.
Test interpretation may apply to situations with more individ-
ual control and less environmental control. More colloqui-
ally, these are situations in which the respondent has to make
his or her own way and fend for him- or herself.

Functional equivalence helps us to interpret the contradic-
tory information so often produced during assessment. Let us
say that we observe evidence of depression and distortion of
incoming information in a seemingly content, psychologi-
cally healthy individual. With such an individual, these data
are likely to be related to circumscribed rather than pervasive
problems. Functional equivalence and the projective test
stimulus situation guide the interpretation and generalization
of these test behaviors. With a healthy individual, one could
safely attribute the depression and distortion to his or her oc-
casional vulnerability to self-doubt, mistakes in judgment, or
distress in new and unfamiliar situations. Alternatively, such
negative information might be used to describe worst-case
scenarios or self-defeating patterns or potentials. In the con-
text of an exam with a psychiatric inpatient, these same data
would suggest much more pervasive difficulties. Thus, the
stimulus situation and functional equivalency guide the
generalization and interpretation of projective test behaviors
along a situation-specific (vs. pervasive) dimension. As inter-
pretation becomes more specific, it should be confined to sit-
uations that more closely resemble the projective test stimulus
situation.

Conclusion

In any event, the current approach to projective testing needs
to adopt this experience-near perspective to identify problem-
solving correlates of test behaviors. In addition, interpreters
and researchers must recognize that these test behaviors have
different implications in different situations. Technically, this
approach can use differential base rates, conditional probabil-
ities, statistical interactions, or moderator variables to inves-
tigate this phenomenon. Thus, the problem-solving approach
to projective testing challenges the notion that test behaviors
are always generalizable to personality at large. This may be
true much of the time, but the nature of behavior and contex-
tual factors influence the pervasiveness and situational speci-
ficity of generalizations. Current, dominant interpretations
(e.g., those with the Rorschach Comprehensive System) often
are based on research and formulations with clinically com-
promised individuals. Accordingly, many of these interpreta-
tions overemphasize the more pathological or problematic
correlates of the test behavior. This fact probably contributes

to the error of overly negative interpretations of projective
tests related to the neglect of base rates (Finn & Kamphuis,
1995; Murstein & Mathes, 1996; Viglione & Hilsenroth,
in press).

INTERPRETIVE AND CONCEPTUAL ISSUES

This chapter highlights important characteristics of the pro-
jective stimulus situation and the integration of organizational
and self-expressive components in the response process. In
turn, these factors induce characteristic patterns and methods
of interpretation. Projective test responses emphasize syn-
thetic and individualistic approaches to interpretation (Rabin,
1981). In practice, those psychologists who are more inclined
to emphasize the complexities of the individual are probably
more inclined to use projective tests. The section on free-
response format outlined the individual or idiographic com-
ponent of projective test responses. This characteristic of the
projective test data induces a similar focus on individual or
idiographic approaches to interpretation.

Synthetic, Configurational Interpretation

As established in discussing the projective test stimulus situ-
ation and the response process, projective testing accesses
multiple dimensions and allows one to elaborate on hypothe-
ses derived earlier in the interpretive process. These factors
induce the interpreter to adopt a synthetic or configurational
approach in formulating interpretations (Stricker & Gold,
1999). Projective test data present connections and associa-
tions among various characteristics from different domains.
In the TAT, for example, we can associate a cognitive slip or
a problem-solving failure with the sexual or intimate themes
stimulated by a particular card when such themes are men-
tioned in (but not meaningfully integrated into) a jumbled
and unrealistic story. In terms used earlier in this chapter, pro-
jective test results bridge self-expressive, organizational, and
response-set domains. One score or response parameter is
analyzed in its relationship to another or in relationship to
moderator variables and collateral, nontest variables. Tempo-
ral, spatial, and language factors—that is, when and how be-
haviors occur—allow interpreters to identify how various
content and organizational aspects of an individual work to-
gether, how they interrelate, and how they may interact with
different environmental conditions. Advocates of projective
testing are not interested in isolated bits of behavior but study
how it comes together in a whole person within a life predica-
ment (Stricker & Gold; Viglione, 1999; Viglione & Perry,
1991; Weiner, 1999; Weiner, in press.) Projective test data
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assist us in putting the person in his or her life context and
help us to understand the relationship between internal issues
and the individual’s biography and background. Murstein
(1963) called this “configurational dominance” (p. 4). This
synthetic or configurational approach can be attributed to
Gestalt psychology, field theory, and psychodynamic influ-
ences on projective testing (Frank, 1939/1962).

Among the connections made possible by projective tests
are those between personality factors and cognitive functions.
Looking at projective tasks as problems to be solved allows
the integration of nonintellectual with intellectual issues.
From a configurational point of view, the relationships of abil-
ities to affects, interests, motivations, and discriminative stim-
uli are addressed.Arelated advantage of projective tests is that
they allow the examiner to make inferences about motivation.
Other performance tests (i.e., ability tests) assume and attempt
to induce optimal motivation. In real life, however, motiva-
tional variation is crucial to understanding personality and
behavior.

We can conclude then that part of the utility of projective
assessment—or in more concrete terms, its added value
relative to self-report tests—is that it provides meaningful
connections among different characteristics to enable an un-
derstanding of the whole person. Because the individual re-
spondent produces the constructs and their interrelationships
with the responses to the projective test in the free-response
format, we know that the configurational information is rele-
vant and possibly unique to the individual being assessed.

In synthesizing the picture of the individual from a
projective-testing perspective, one constructs or builds an
integrated picture of the person within a situation. Extrapolat-
ing from Kaufman’s work on Intelligent Testing with the
WISC-R (1979), each construction, each person’s theory, is
different in terms of concepts and relationships among
concepts. Reflecting this uniqueness of each individual, pro-
jective testing can produce a different theory for each respon-
dent. Along these lines, an important phenomenon is that
projective testing often reveals remarkable aspects or con-
cerns that become important hallmarks or organizing features
in understanding an individual. Accordingly, assessment-
report writers often excerpt quotes from sentence-completion
responses or responses from other tests to communicate
vividly the respondent’s experience in the respondent’s own
words (Holaday, Smith, & Sherry, 2000). Invariably, this syn-
thetic and constructive approach leads to discovering contra-
dictions among test data. Resolving these contradictions
often provides added insight into the individual. Recognition
of contradictions (e.g., depressed but overly impressed with
the self) is based on nomothetic notions. In other words, we
see depression and self-importance as being contradictory

when we conceive of them as abstract concepts. Within a sin-
gle individual, these characteristics need not be contradic-
tory. We find that real people appear to possess both overly
negative and overly positive views of the self. Positive views
may ward off negative views. Positive views may arise in one
situation but not another; among children, for example, posi-
tive views may arise in academic situations but not at home.
It follows then that the inevitable contradictions among pro-
jective test data induce, if not necessitate, a dynamic view of
individuals. This dynamic view entails opposing forces oper-
ating in the behavior, affect, motivation, and cognition in a
way that reflects the opposing excitatory and inhibitory orga-
nization of the nervous system.

Psychological Testing, Not Psychological Tests

As suggested by the early leaders in assessment (Frank,
1939/1962; Meehl, 1945/1980), the difference between pro-
jective and so-called objective tests is not so much in the tests
themselves but in the interpretive approach. This difference
in approach is induced by the data—by their complexity and
richness and their relevance to the individual. Projective tests
induce an individualistic, synthetic and configurational, and
constructive approach to interpretation that incorporates a
view of the individual as embodying contradictions that
might be explained dynamically. This approach also involves
affects and interpersonal issues. In turn, those holding such a
view of interpretation are probably more inclined to use pro-
jective tests. The interpreter is involved directly in the as-
sessment administration process, because the individualistic
and configurational issues are best known and explored by an
active interpreter in a relationship with the respondent. In
summary, one’s preference for projective tests may largely
reflect a philosophical approach to human nature so that it
may be more appropriate to talk about projective testing
rather than projective tests.

Self-Disclosure and Response Sets

“It would be very unsafe, unwise, and incorrect to assume that
a patient either can or wants to present all aspects of his or
her personality fully to the examiner” (W. G. Klopfer, 1981,
p. 259). Indeed, this is a central problem that clinicians have
struggled with in the practice of assessment over the years. Sur-
veys on assessment practice have not explored the extent to
which this unsafe assumption is made implicit in the interpre-
tation of self-report personality tests. In the early part of the
twentieth century, projective testing grew out of the practical
need to access what the individual may be unwilling or unable
to communicate directly (Frank, 1939/1962; Murray, 1938;
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Murstein, 1961). This is the fundamental challenge or para-
dox in assessment: What is most important to know is often
what the person is least willing or able to divulge. To uncover
what the respondent may be unwilling or unable to divulge,
projective tests go about the task of accessing behavior and
problem solving indirectly. Task instructions (e.g., “Tell a
story,” “Explain what this might be,” “Complete the sentence”)
distract the respondent from the interpretive goals of the exam-
ination. Projective tests are attempts to access the private world
of the individual, to get to it more efficiently than through other
means (Frank, 1939/1962; Viglione & Hilsenroth, in press;
Viglione & Perry, 1991).

The reactions to pressures to self-disclose in an indirect
stimulus situation are not captured neatly within individual
scales on any test. Operating in every individual, idiosyncrat-
ically, is a conflict between pressures for self-disclosure ver-
sus those for self-protection. This conflict involves (a) a
willingness and an ability to be self-revealing versus (b) ra-
tional and irrational concerns about negative consequence to
self-disclosure, accompanied by (c) a motivation to create a
favorable impression. Examination of the nuances of self-
revealing behaviors and attitudes to testing in the context of
the relationship with the examiner allows us to examine this
struggle over self-disclosure.

The examiner’s strict adherence to his or her own train-
ing and to test administration principles, along with careful
observation of the respondent and of the respondent’s own
self-observations, are necessary to manage and observe the
respondent’s struggle over self-disclosure. For example, in
constructing the Rorschach Comprehensive System and in its
most recent modification, Exner has gone to great lengths to
minimize and to systematize examiner and contextual influ-
ences (Exner, 1974, 1993; Exner et al., 2001). Moreover,
being sensitive to and evaluating these influences can help
one assess their impact on the test findings and inferences
(Schafer, 1954). However, the influence of conflicts about
self-disclosure and response sets cannot be eliminated. Pro-
jective tests offer an opportunity to observe, identify, and
characterize these conflicts as a part of the ongoing interac-
tion between the personality and the stimulus situation.

Interpretive Implications of the Pressure to Self-Disclose

The pressure to self-disclose within the projective test stimulus
situation leads to a number of interpretive issues. Accordingly,
studying and characterizing the response style of the individual
is a crucial interpretive goal in all assessment. Response set is
an important and complex moderator variable that should be
scrutinized in each assessment through observation and analy-
sis of all test data and collateral information. Test findings

should be interpreted differently as a function or response set
so that the response set acts as a moderator variable for inter-
pretive purposes and validity (Meyer, 1999).

More explicitly, within the interpretive process, results
from projective testing can be characterized along the dimen-
sion of self-protection versus self-disclosure. Stereotypic,
brief test protocols, or poorly or quickly executed productions
with insufficient effort (e.g., in drawings) can be seen as at-
tempts to suppress or resist pressure from the examiner to re-
veal the self. Thus, some test findings may have more to do
with how the respondent protects him- or herself or sup-
presses, defends against, or avoids self-disclosure. Looking at
these efforts as a moderator variable, such self-protective test
protocols may lead to an underestimate of personality tenden-
cies and weaknesses and to false-negative findings. From a
behavioral perspective, this response set can be seen as an at-
tempt to suppress or defend against self-disclosure. In such
cases, the test findings do not survey the full array of person-
ality processes and features, so that they may not reveal the
personality as a whole. Moreover, these self-protective or
suppressive response sets can result in inconsistencies among
projective test data, self-report findings, and collateral infor-
mation (Meyer, 1999).

On the other hand, longer, complex test responses may
represent an effort to self-disclose or to express or engage
fully in the examination. Such records survey the personality
more fully. Alternatively, some overly long and involved test
records may represent an effort to present the self in a posi-
tive light by demonstrating to the examiner one’s talents and
problem-solving skills (Viglione, 1996). Nevertheless, too
much productivity on any projective test may be associated
with overestimation of pathology and false-positive results
(Meyer, 1993; Murstein & Mathes, 1996).

It has been well established that response sets vary along
this self-protection/self-disclosure or suppressive-expressive
continuum, and that this continuum acts as an important
moderator variable in assessment interpretation. Self-report
instruments such as the MMPI and the Personality Assess-
ment Inventory (PAI) contain response-set measures such as
validity scales and moderator variables. These scales are
most useful in measuring the quantitative dimensions of
response set. Projective test data are instrumental in individ-
ualizing and identifying nuances and complexities in that
response set. For example, sentence-completion methods
illuminate individual styles, worries, motives, and interests in
presenting one’s self in an overly positive or negative man-
ner. In that sense, projective testing adds content to what we
might learn from the validity scales of an MMPI.

Response sets have implications beyond the interpretation
of a given test protocol. Attitudes toward self-disclosure/
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self-protection are fundamental issues in any change process,
be it within a clinical, forensic, or organizational setting.
Accordingly, the respondent’s engagement in testing has
implications for motivation to self-disclose in response to
interventions in the real world. Similar issues emerge in as-
sessment of the risk of dangerousness. In these contexts, re-
spondents’ attitudes toward assessment may also resemble
attitudes toward cooperation with management of their risk.
Accordingly, these attitudes as a component of the response
set are critical assessment targets, and need to be observed
closely in assessments. Response set is important, not only as
a mediator and discriminative stimulus for test validity, but as
a target of assessment in and of itself.

Extreme response sets sometimes emerge as malingering
and feigned presentations. For respondents to projective tests,
adopting such a response set is quite challenging because of
the complexity of the stimulus situation, the active role of the
examiner, and the freedom allowed within the test responses.
In general, malingering or faking successfully may be more
difficult to achieve in projective testing than in self-report test-
ing. A study by Shedler, Mayman, and Manis (1993) reveals
that in self-report a substantial portion of respondents may in-
corporate this false-positive bias in their response styles so as
to obscure these tests’ sensitivity to problems. These data sug-
gest that projective tests may more accurately describe these
individuals’ functioning. As for individual tests, research sug-
gests that in some respects Rorschach is more resistant than
self-report to response manipulation (Bornstein, Rossner,
Hill, & Stepanian 1994; Viglione, 1999).

Nevertheless, the broad claim that the respondent has no
control over the content of projective tests is a myth that does
not withstand logical and empirical scrutiny. Accumulated re-
search on faking and experimentally induced response sets
suggests that a respondent can control content to some extent
on many projective tests, including the Rorschach. For exam-
ple, aggression and sexual content themes, but not dependent
and many other themes, are routinely subject to considerable
control (Exner, 1993; Viglione, 1999). On the TAT many
themes are relatively easily controlled (Holmes, 1974;
Murstein, 1961). 

Test or Method?

Another long-standing controversy concerns whether projec-
tive instruments are actually tests or merely methods or tech-
niques. A psychological test can be defined as a standardized
administration with an interpretive system that is quantified
and subjected to scientific validation. In contrast, a method is
defined as a systematic way of collecting behavioral observa-
tions. Both a test and a method may produce valid interpreta-
tions. Within a method, the techniques and strategies of

interpretation, rather than quantities produced by scales, would
be subject to scientific verification. An example of the use of a
projective instrument as a method would be the recognition
that completing the sentence stem “I was bothered by” with
the written phrase “the way you looked at me when I was
putting the blocks together” may have special interpretive sig-
nificance for the interpretation of Block Design and interper-
sonal performances. Asking a respondent what he or she had in
mind when endorsing “I have two personalities inside of me”
would be an example of using a self-report test as a method.
Thus, both self-report and projective instruments could be used
as methods. In fact, one might argue that using either of them
as a method enhances interpretation.

The Method Argument

These issues have been addressed in the literature. For exam-
ple, Weiner (1994) published an article on the Rorschach that
restimulated considerable controversy about its status as a test
versus a method. He suggested that the Rorschach was fore-
most a method because the instrument is a means of collecting
information about how people structure their experiences,
express themselves, and interact affectively and interperson-
ally. It could not be reduced to a single quantification of any
specific dimension (i.e., to a test). Similarly, B. Klopfer,
Ainsworth, Klopfer, and Holt (1954) advocated for calling the
test a technique, so that individualistic processing could be
emphasized. From a more extreme, but current, viewpoint,
Aronow, Reznikoff, and Moreland (1994) focus on response
content and regard the Rorschach as a structured interview.
Most practitioners do not score the TAT, and Little and
Schneidman (1955) described it as a “sample of verbal be-
havior.” Earlier, Tomkins (1947) had declared that the TAT
was a systematic methodology for personality study—not a
test itself. Finally, early memory, sentence, and drawing tasks
are routinely used as methods without scoring to collect
behavioral observations and personal productions.

Advocates and critics use the term “method” for differ-
ent reasons. Some advocates of projective testing support the
term method for these projective procedures. Beyond preci-
sion of language, they are concerned that essential qualitative
and descriptive information will be excluded from considera-
tion if this information is not captured in formal scoring. Crit-
ics of projective testing endorse the term method, claiming
that the nonquantified components are not worthy of consid-
eration. This extremist view excludes from consideration
response nuances and connotations, test behaviors, and emo-
tional expressions, as well as the interaction between exam-
iner and the respondent. These characteristics constitute
important empirical and objective observations. They are the
essence of behavioral assessment and are not captured within
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the reductionistic view that only test quantities be considered.
In cases in which they are relevant (i.e., related to other hy-
potheses firmly grounded in test-based inferences), these be-
havioral and empirical data derived from using projective
instruments as methods must be included in the interpretive
process.

Methods, Clinical Utility, and the N-of-1 Problem
in Assessment

How does one fit a group or statistical concept, such as
depression or aggressive risk, to an individual and describe
its idiosyncratic experience and function within that individ-
ual? From a statistical viewpoint, if it is highly likely that a
person is depressed based on a score, how do we confirm the
presence of depression in the particular individual we are
evaluating? These questions reflect the N-of-1 problem in
assessment—that is, the challenge of applying abstract,
group-derived constructs and measurements to a single indi-
vidual. Within individuals, constructs such as aggression or
depression exist only in idiosyncratic forms. Accordingly,
within a projective test protocol, idiosyncratic evidence of
depression may serve to confirm and individualize a person’s
expression of depression. In this way, using projective instru-
ments as a method helps address the N-of-1 problem in as-
sessment by contextualizing and individualizing abstract
concepts and group data.

This N-of-1 problem is often framed in terms of the distinc-
tion between nomothetic and idiographic science and knowl-
edge (Murstein, 1963). Nomothetic science addresses laws and
abstractions applicable across circumstances and individuals.
Within psychology, it would be associated with group psycho-
logical principles, constructs, and data across individuals and
situations. These abstractions may not actually exist in any in-
dividual case but are hypothetical constructs created for the
purpose of explaining and summarizing relationships among
groups of individuals. In contrast, idiographic science is
concerned with understanding a particular event, such what led
to a particular historical event or decision—in other words,
how and why something happened. The aim of assessment, to
characterize a unique individual within a life context, is an id-
iographic goal. Certainly, nomothetic science, methods, and
comparisons are critical and necessary to address this goal, but
not sufficient to achieve it fully. Idiographic and configura-
tional information from a method perspective is necessary to
address the uniqueness of each case. Thus, projective test data
and observations are helpful in translating group, nomothetic,
or actuarial data to the individual N-of-1 case.

In terms of clinical utility, using an instrument as a method
offers considerable advantages over using instruments strictly
as tests. Observations and inquiries can be adapted to address

any purpose. One cannot imagine all of the questions that will
come up in an assessment. Thus, one method might replace
many tests, offering considerable efficiency and cost savings.
The superior status of tests in terms of the validity of a specific
interpretation relies on stringent research validation of the test
for that particular purpose. On the other hand, it is impossible
to develop, research, and master a test for every purpose. Ac-
cordingly, projective methods, interviews, and observations
are always necessary for a comprehensive assessment, lest we
give up all idiographic assessment goals.

At the broadest level, research supporting the validity of a
method addresses whether a projective procedure can pro-
duce valid and useful information when projective instru-
ments are used in the standard ways. The research clearly
supports the conclusion that the major projective instruments
(inkblot perception and representation, storytelling, sentence
completion, early recollection, and figure drawing) can yield
valid and useful information. On the other hand, the limits of
these methods and the limits of data they produce are not
fully appreciated by some projective-test advocates. Further
research needs to identify the types of inferences and gener-
alizations that can be made about particular personality
processes and from which types of data.

Conclusion and Recommendations for Tests and Methods

Projective instruments, like all psychological tests, can func-
tion both as methods and as tests. In both roles, they should be
administered in a standardized fashion. When they are used
as tests, one relies on quantification, measurement against
comparison-group data, and preestablished criterion validity.
These factors lead to a strong scientific foundation for the in-
terpretation of tests. Because of the less sturdy support for
inferences based only on using the instruments as methods, in-
ferences derived from methods need additional support from
other sources. Within a given assessment, this support can be
accomplished in terms of addressing hypotheses that have
derived initial support form data encountered earlier in the as-
sessment process. For example, in established cases of depres-
sion, the TAT may yield important information about the
idiographic experience of that depression and its interpersonal
correlates. Early memories may provide subjective and expe-
riential patterning associated with this depression. If we estab-
lish from a self-report test that the respondent is describing
him- or herself in an overly positive and defensive fashion, an
examination of sentence-completion results and observations
about the examiner-respondent interaction may lead to impor-
tant information about the character and motivation associated
with that defensiveness. If new hypotheses emerge from
method data, they must be supported by other data from other
observations and findings, in a way that we would not require
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for an interpretation from an instrument used as a test. Thus,
when these procedures are used as methods and not tests,
they should generally be used as ancillary, or elaborative,
procedures.

Rorschach Comprehensive System interpretation is a good
example of using an instrument as both a test and a method.
One first interprets structural quantitative data, then modifies
these foundational interpretations with the Rorschach used as
a method (i.e., through response verbalizations and behav-
ioral observations). In this way, method findings are used to
refine, elaborate, and qualify previously formulated general
hypotheses.

Contribution to Assessment Relative to Self-Report Tests

One way to address the question of what projective testing
contributes to assessment is to identify situations in which
self-report tests do not yield clear and definitive findings. This
approach is consistent with the current concerns about incre-
mental validity. Many have noted that projective tests con-
tribute most in contexts in which the person may be unwilling
or unable to provide the sought-after information through
more direct means (Bagby, Nicholson, Buis, & Radovanovic,
1999; Bathurst, Gottfried, & Gottfried, 1997; Bornstein,
1999; Viglione, 1999). Some might contend that, to some
degree, no respondent is able to fully reveal critical informa-
tion about the self in an efficient manner.

The traditional view, as first elaborated by Frank (1939/
1962), is that projective testing goes beyond socially conven-
tional meanings and roles. From this perspective, self-report
items, typically a sentence or phrase, presume a conventional,
widely shared understanding of their meaning. In these con-
ventional contexts, individual behavior is best explained by
situational phenomena as interpreted with shared cultural
norms. Frank contrasted these conventional contexts to situa-
tions in which behavior is explained by the individual’s
unique ways of (a) ascribing meaning to the world and (b) or-
ganizing the world. In fact, one’s unique ways of ascribing
meaning to and organizing the world is the fundamental com-
ponent of personality, according to Frank. Moreover, they
correspond to the self-expressive and organizational compo-
nents of projective tests addressed earlier in this chapter.
Projective tests are designed to access these individualistic
functions and thus reveal personality activity directly.

This linking of self-report tests to conventional contexts and
projective tests to individualistic ones has led some to specu-
late about the relative contributions of these tests. For example,
Hutt (1945) speculated that self-report tests may be valid only
when the respondent is willing and able to self-rate on a known
dimension. Meehl (1945/1980) disagreed by objecting that

although respondents may understand self-report test items
differently, such differences are not relevant to validity. He
claimed that the validity of a self-report test is not a function of
a conventionally, socially prescribed understanding of the test
items. Rather, it is a function of empirical relationships with
external criteria. This empirical keying approach assumes that
the content of the item really does not matter, only its empirical
relationship with meaningful criteria.

Despite Meehl’s (1945/1980) assertions, evidence sug-
gests that what the item means to the respondent does make
a difference in the validity of a self-report personality test.
On the MMPI, it is well established that obvious items are
more valid then subtle items (Graham, 2000; Greene, 2000;
Gynther & Burkhart, 1983). In other words, when an item’s
content is semantically related to the scale on which it resides
or the construct it measures, it works better. Also, the largely
rationally derived content scales on the MMPI-2 rival the em-
pirically keyed clinical scales in terms of validity (Graham;
Greene), again suggesting that item content matters. The cur-
rent test-development practice is to pick the item pool for
content validity (i.e., what the item means to the respondent;
American Educational Research Association et al., 1999;
Anastasi & Urbina 1996; Morey, 1996). Again, the validity of
these scales is partly based on an unequivocal meaning of the
item to the respondent. As Frank (1939/1962) asserted theo-
retically and McClelland et al. (1989) and Bornstein et al.
(1994) demonstrated with data, self-report personality tests
reveal information about relevant but conventional, cultur-
ally prescribed dimensions.

The interpretive implication of all of these data is that
self-report personality tests tell us the most about social
role–related behavior, how one behaves in the role of a father
or in the role of a rebellious adolescent in our society. These
tests work best when the examinee translates individual
items in conventional ways and when the examinee’s re-
sponse set reflects the host culture’s norms. Psychometri-
cally, this occurs when validity scales (e.g., L, F, and K with
the MMPI) are near average values. Atypical, unconven-
tional response sets, in terms of excessive defensiveness or
exaggeration, reflect unconventional approaches to the tests;
and atypical translation of test items, in turn, limits the valid-
ity of self-report personality tests (Meyer, 1999). Conversely,
projective tests have the most to offer in understanding and
predicting behavior outside prescribed social roles and de-
mands across situation and time, as well as for issues that are
idiographic, idiosyncratic, or implicit (see Bornstein, 1999;
Shedler et al., 1993; Viglione, 1999). These would include
environmental contexts or patterns of behavior that are struc-
tured by individual personality rather than by social roles and
conventions.



Projective Test Controversy from a Historical Perspective 547

PROJECTIVE TEST CONTROVERSY
FROM A HISTORICAL PERSPECTIVE

This chapter attempts to clarify many misunderstandings
about projective testing. These misunderstandings can also
be seen in a historical perspective. Undeniably, historical
developments have influenced our understanding of focal
psychological constructs, even when we believe that these
constructs are grounded in empirical science. For example, as
a result of the Wechsler and Stanford-Binet scales, our im-
plicit and conventional understanding of intelligence em-
phasizes the quantitative perspective at the expense of the
conceptual and developmental aspects as articulated within
the Piagetian approach. Self-report personality assessment
has led us to simplify adult personality into an aggregate of
traits demonstrated by subgroups of individuals. Response
set or response manipulation has been reduced to quantitative
notions about exaggeration and defensiveness (e.g., as de-
fined through the L, F, and K scales on the MMPI). Thus, his-
tory and our experience have shaped our views, constructs,
and what we consider to be science.

Emerging Clinical Needs versus Scientific Aspirations

Our current views of assessment and the relative values of
projective and self-report tests of personality are shaped not
only by metaphors and models, but by historical traditions
as well. Misunderstandings about projective testing have
shaped the ongoing and lengthy controversy about projective
tests. It is surprising to learn that the current controversy about
the utility of projective tests surrounding the use of these tests
has existed since their introduction (Hirt, 1962; Murstein,
1965; Rabin, 1981). The popular academic-scientific position
dating back to the 1920s is that projective tests are flawed. Pe-
riodically, this view has been a rallying cry of academic psy-
chologists. In the 1920s and 1930s, American academic
psychology focused on distinguishing psychology by making
it a science with mathematical foundations much like those of
physics. It is not surprising that it produced few concepts,
facts, and methods applicable to clinical work. At that time,
applied work in clinical psychology was largely diagnostic
and descriptive in support of psychiatrists’ work with individ-
uals with mental disorders. These clinical and practical de-
mands opposed the academic interests in developing the
discipline and science of psychology.

The need for personnel selection in the military and eval-
uation and treatment of consequences of the two world wars
further stimulated the practical needs of applied psycholo-
gists. More generally, clinicians thought that the individual
was lost in the techniques of the so-called mental testers.

They wished to recognize the interaction between individual
characteristics and “the total life situation which could lead to
an adequate description of the person as a functioning human
being” (Murstein, 1963, p. 4).

As it has been in the past, projective testing continues to be
a rallying symbol for those wishing to move beyond the re-
sponse manipulation in self-report tests so as to understand the
individual. Thus, clinical and applied interest and questions
that outstrip scientific and academic developments in the field
have marked the whole history of assessment. As society
changes, this pressure to address advanced and complex ques-
tions in everyday practice will certainly persist. Nonclinical
psychologists who criticize projective tests may not fully un-
derstand the demand society justifiably places on our clinicians
and the interpretive usefulness and validity of the behaviors
collected and observed by using projective tests.

The Polarized and Moralistic Debate Continues

The controversy about the value of projective persists to this
day. The result is that too much of the attention given to
projective tests in the literature are polemical and editorial
rather than scientific (APA, 1999; Dumont & Smith, 1996;
Garb, 1998, 1999; Garb, Florio, & Grove, 1998, 1999;
Garb, Wood, Nezworski, Grove, & Stejskal, 2001; Grove &
Barden, 1999; Joiner & Schmidt, 1997; Wood & Lilienfeld,
1999; Wood, Lilienfeld, Garb, & Nezworski, 2000; Wood,
Nezworski, & Stejskal, 1996, 1997). The end result is that pro-
jective and self-report tests are pitted against one another as
adversaries. The most recent manifestation of this rivalry is
the current application of incremental validity with the unqual-
ified and simplistic assumption that projective tests should
increment above self-report tests in regression equations
(Hunsley & Bailey, 1999). This position grossly oversimpli-
fies the clinical endeavor (Viglione & Hilsenroth, in press)
while ignoring research demonstrating incremental validity for
projective tests (e.g., for the Rorschach; Archer & Gordon,
1988; Archer & Krishnamurthy, 1997; Blais, Hilsenroth,
Castlebury, Fowler, & Baity, 2001; Bornstein, Bowers, &
Robinson, 1997; Cooper, Perry, & O’Connell, 1991; Holzman
et al., 1974; Meyer, 2000a; O’Connell, Cooper, Perry, & Hoke,
1989; Perry & Braff, 1994; Perry & Viglione, 1991; Russ,
1980, 1981; Shapiro, Leifer, Martone, & Kassem, 1990;
Skelton, Boik, & Madero, 1995; Viglione, 1999; Weiner, in
press).

The very name projective is subject to these politics and
polemics. The persistence of the nomenclature of objective for
self-report tests, in juxtaposition with projective, further dis-
torts the data and viewpoints of psychologists. This dichotomy
implies that the virtues of objectivity and psychometric
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discipline are reserved for the self-report tests. Moreover, pro-
jective is associated with subjective and the cardinal sin of bias
when it is juxtaposed against objective. Research demonstra-
tions of the incremental validity of projective tests support
the view that extra validity is accessed through involving the
examiner in the interpretive processes with projective tests.
This added validity is obtained even if there is more examiner
variability or examiner unreliability with these procedures.

The most vexing problem in this debate is that the views
are drenched in ethical and moralistic language, so that the
polarized positions are experienced as moral imperatives.
This moralism from the academic side has to do with claims
of the righteousness of science and empirical foundations.
On the other hand, there is some validity to the claim that
clinicians using projective tests have historically shown a
tendency to overpathologize (Murstein & Mathes, 1996;
Viglione & Hilsenroth, in press).

The advocates of projective testing are not immune to sim-
ilar criticisms. Murstein (1963) correctly pointed out that the
seminal articles (e.g., Frank, 1939/1962; Rosenzweig, 1951)
have a moralistic tone, with the hero being the idiographic
clinician using projective testing to describe and understand
the individual in all his or her complexity. The idea that clin-
ical interpretation is an art was described by Levy (1963) as
“a romanticism with which some are afflicted that seems to
render its victims either insensitive or antagonistic to any
attempt at rational analysis . . . [T]hey (proponents of pro-
jective testing) rely on ‘moralism.’ To criticize the ‘mental
testers,’ they use epithets such as ‘atomistic,’ ‘mechanistic,’
and ‘superficial’ ” (p. 3).

A. Kaplan (1964) has given a slightly different slant to
these polemics in his description of seductive and reductive
fallacies. Projective test advocates seduce themselves and
others into believing there is always something else, subtle or
otherwise, that can be gleaned from the data and applied to
useful purposes. Kaplan refers to this belief as the seductive
fallacy. On the other hand, projective tests critics embrace a
reductive fallacy, which incorporates the view that science
requires that test data incorporate a very limited number of
key elements. Furthermore, this belief requires that auto-
mated techniques must be involved because clinicians cannot
reliably identify these key elements.

As an example of this bias against projective tests, Masling
(1997) questioned whether the data supporting the Rorschach
would change the minds of the critics, given the persistent his-
tory of bias against projective tests. He attributes some of this
rigidity, politicization, and bias to the fact that former students,
emboldened by their teachers, have become critics of projec-
tive tests. Unfortunately, some students of psychology are

socialized to believe in simplistic models, such as the blank
screen, or in the supposedly unscientific foundation of projec-
tive techniques in order to continue the conflict (Viglione &
Hilsenroth, in press). Weiner (1996) also observed that the crit-
ics had ignored 20 years of empirical support for the test. One
can only conclude that these speculations were correct, as the
recent debate about the Rorschach has demonstrated. Data
and experience suggest that these critics continue to ignore
the research supporting projective testing in general and
the Rorschach in particular (e.g., Meyer, 1997a, 1997b,
2000a, 2000b; Meyer & Archer, in press; Riethmiller &
Handler, 1997; Shedler et al., 1993; Stricker & Healy, 1990;
Viglione, 1999; Viglione & Hilsenroth; Weiner, in press).

Recognition of Differences and a Resolution?

The rivalry and controversy about projective and objective
personality tests may merely be a manifestation of the con-
flicts and misunderstandings between clinical and academic
psychologists or between practice and science in psychology.
A great deal of psychology’s time, energy, and intellectual ef-
fort have been wasted within this war. Sadly, American psy-
chology has not been able to resolve this dilemma, most
likely because it is a basic philosophical and moral disagree-
ment rather than a scientific one. American psychology per-
severes under the goal of integration of science and practice,
yet those who embrace this vision often hold very different
perceptions of this integration. This science-versus-practice
debate continues with little understanding or appreciation of
the other’s point of view, and with little hope for reconcilia-
tion and advancement of assessment psychology.

Our goal should be to diffuse this conflict and integrate the
strengths of projective and self-report approaches to assess-
ment. As Levy (1963) points out when he calls for systematic
empirical and rational evaluations of clinical interpretation,
“to this writer’s way of thinking, rationality and human dig-
nity are not antithetical to each other; nor are science and art
for that matter” (p. 3). Each type of test has strengths and
weakness. We are lucky that cognitive, projective, and self-
report tests complement each other so well.

Meehl (1945/1980), an advocate of self-report personality
testing and scientific psychology, asserted that “there is as-
suredly no reason for us to place self-report and unstructured
types of instruments in battle order against one another,
although it is admitted that when time is limited they come
inevitably into a very real clinical ‘competition’ for use”
(p. 302). He maintained that all personality tests can be see on
a continuum and can be interpreted with the same principles.
As described earlier in this chapter, he placed the difference
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between projective and self-report within the interpreters and
their own philosophies rather than within the instruments.

Historically, advocates of projective and self-report per-
sonality testing have presented the arguments of the opposing
side as being seriously flawed. This destructive rivalry could
be replaced with reconciliation and is opposed by the argu-
ment that all tests incorporate so-called projective and ob-
jective features, as well as empirical characteristics. The
basic premises, goals, and activities are different but poten-
tially complementary (Masling, 1997; Meehl, 1945/1980).
As Masling concludes his paper on projective testing,

Psychology is fortunate to have available two such different
means of assessing human behavior, each placing different em-
phasis on the importance of motive, rational thinking, fantasy,
self-reflection, and defense. A wise discipline would value
and embrace such differences rather than find fault and lack of
respectability in either one. (p. 266)

Adopting some of the perspectives described in this chapter
may assist in integrating projective and other approaches for
more effective assessment. Most important among them may
be adopting the response-process approach, including both
problem-solving and behavioral components.

One challenge in writing this chapter has been to encom-
pass the great diversity of projective tests under one umbrella.
The extant research data and the response-process model it-
self would suggest that the next step would be to adapt the
model to individual tests. This would include developing par-
adigms to address topographical and experiential similarity,
functional equivalence, and personality as problem-solving
in real life. The challenge in this research is to access the idio-
graphic characteristics of the individual as validity criteria.
This is not a simple manner and may require incorporating
qualitative research with more traditional quantitative work.
Research should also tackle the international and cross-
cultural challenges, since projective testing has great poten-
tial in these applications. Every effort should be made to
standardize administrations and coding of responses, with the
Rorschach Comprehensive System as the model. It is unclear
whether we can progress much further by lumping these tests
together. Rather, the response process and generalization
characteristics for each test can be researched and developed
separately. Research in projective testing should address the
interpretive process itself. Much more sophisticated clinical-
judgment studies are needed to make them relevant to clinical
practice (Karon, 2000; Levine, 1981; Viglione & Hilsenroth,
in press). Such research should include investigations of
these instruments as methods.
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Self-report inventories (SRIs) have been a mainstay of assess-
ment psychology for over seven decades. Researchers and
clinicians use them frequently in a broad range of settings and
applications. These assessment devices require that the test
taker respond to a series of stimuli, the test items, by indicat-
ing whether, or to what extent, they describe some aspect of
his or her functioning. The response format varies from a
dichotomous “true” or “false” to a Likert scale indication of
degree of agreement with the statement as a self-description.
Some SRIs focus primarily on abnormal functioning or psy-
chopathology, whereas others concentrate more on the normal
personality range. Still others cover both normal and abnor-
mal aspects of personality and psychopathology.

In addition to their relative emphasis on normal versus ab-
normal personality, self-report inventories differ in several no-
table ways. One important variable is their conceptual basis.
Some SRIs are developed with guidance from a particular per-
sonality or psychopathology theory or model, whereas others
are based more on the results of empirical analyses. In this con-
text, Ben-Porath (1994) noted that personality test developers
have pursued their efforts from two broad, non–mutually ex-
clusive perspectives. One approach, the clinical perspective, is
designed to produce clinically useful instruments that help de-
tect psychopathology. Self-report inventory developers who
follow this approach typically are clinically trained psycholo-
gists who focus on conducting applied research. On the other

hand, test developers working from the normal personality
perspective typically have backgrounds in personality or de-
velopmental psychology and often seek to construct measures
of normal-range personality constructs that can serve as tools
in basic personality research.

The clinical perspective on self-report instrument develop-
ment has its origins in the psychiatric medical model, in
which psychopathology is viewed generally as typological
in nature and measures are designed to identify membership
in distinct diagnostic classes. In contrast, the normal person-
ality perspective has its origins in the field of differential psy-
chology. Its focus is on personality traits, and dimensional
constructs are used to describe meaningful differences among
individuals. As just noted, the two perspectives are not mutu-
ally exclusive. Tests developed from the clinical perspective
have been found to be quite useful in personality research,
and normal-range personality inventories are used in a variety
of clinical applications. Self-report inventories can also be
distinguished in terms of the approaches used to construct and
interpret scores on their scales, the methods used to derive
standard scores for these scales, and the availability and types
of scales and techniques designed to monitor individuals’
test-taking attitude and its impact on scale scores.

This chapter first describes the history and development
of SRIs and summarizes early criticisms of this technique.
Next, current issues in SRI interpretation are described and
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discussed. Finally, directions for future SRI research are out-
lined. This chapter’s focus is on general issues related to
SRI-based assessment of personality and psychopathology.
Literature reviews relating to use of specific instruments have
been provided by Craig (1999), Dorfman and Hersen (2001),
Groth-Marnat (1997), Maruish, (1999), and Strack and Lorr
(1994).

EARLY HISTORY

Ben-Porath and Butcher (1991) identified three primary per-
sonality assessment techniques and differentiated between
them based on the means and sources used for data collec-
tion. Behavioral observations include methods in which
personality is assessed by systematically recorded observa-
tions of an individual’s behavior. Examples include Cattell’s
(1965, 1979) T (systematic experimentation) and L (behav-
ioral observation) data. Somatic examinations consist of
techniques that rely on some form of physical measurement
as the basis for assessing psychological functioning. Exam-
ples include various psychophysiological measures (e.g.,
Keller, Hicks, & Miller, 2000). Verbal examinations rely on
verbalizations (oral, written, or a combination of the two)
produced by the individual being assessed or another person
who presumably knows the assessment target. Self-report
inventories, as defined earlier, are a subclass of the verbal
examination techniques. Projective assessment techniques
(e.g., the Rorschach and Thematic Apperception Test, or
TAT) also fall under this definition and are reviewed by
Viglione in his chapter in this volume.

Ben-Porath and Butcher (1991) traced the early origins of
verbal examinations to an elaborate system of competitive
examinations (described in detail by Dubois, 1970) used for
over 3000 years to select personnel for the Chinese civil
service. Candidates for government positions were tested
(and retested every three years) to determine their suitability
for these prestigious appointments. Examinees were required
to write essays for hours at a time, over a period of several
successive days. The essays were used (among other pur-
poses) to gauge the candidates’ character and fitness for
office (DuBois, 1970).

In the modern era, Sir Francis Galton was the first to sug-
gest and try out systematic procedures for measuring psycho-
logical variables based on verbalizations (as well as some
novel approaches to behavioral observations). Influenced
heavily by the writings of his cousin, Charles Darwin, Galton
was interested in devising precise methods for measuring in-
dividual differences in mental traits he believed were the

product of evolution. Laying the foundations for quantitative
approaches to personality assessment, Galton wrote:

We want lists of facts, every one of which may be separately ver-
ified, valued, and revalued, and the whole accurately summed. It
is the statistics of each man’s conduct in small everyday affairs,
that will probably be found to give the simplest and most precise
measure of his character. (Galton, 1884, p. 185)

Most of Galton’s efforts to elicit such information through
verbalizations focused on devising various associative tasks.
The Dutch scholars Heymans and Wiersma (1906) were the
first to devise a questionnaire for the task of personality assess-
ment. They constructed a 90-item rating scale and asked some
3,000 physicians to use the scale to describe people with whom
they were well acquainted. Based upon correlations they found
among traits that were rated, Heymans and Wiersma, in
essence, developed a crude, hierarchical, factor-analytically
generated personality model. They proposed that individuals
may be described in terms of their standing on eight lower-
order traits: Amorphous, Apathetic, Nervous, Sentimental,
Sanguine, Phlegmatic, Choleric, and Impassioned. These traits
consisted, in turn, of various combinations of three higher-
order traits labeled Activity, Emotionality, and Primary versus
Secondary Function. This structure bears substantial similarity
to Eysenck’s three-factor (Extraversion, Neuroticism, Psy-
chopathy) personality model (Eysenck & Eysenck, 1975).

Hoch and Amsden (1913) and Wells (1914) provided
further elaboration on the Heymans and Wiersma (1906)
model’s utility for personality description and assessment by
adding to it various psychopathology symptoms. Their work,
in turn, laid the foundations for the first systematic effort to
develop a self-report personality questionnaire, Woodworth’s
(1920) Personal Data Sheet. Woodworth developed the Per-
sonal Data Sheet to assist in identifying psychoneurotic indi-
viduals who were unfit for duty in the U.S. military during
World War I. This need arose because of the large number of
combat personnel who had developed shell shock during the
conflict. The questionnaire was to be used as a screening in-
strument so that recruits who exceeded a certain threshold
would be referred for follow-up examinations.

DuBois (1970) reported that Woodworth initially compiled
hundreds of “neurotic” items from various sources as candi-
dates for inclusion on his questionnaire. Candidate items were
selected if their content was judged to be potentially relevant
to identifying neurosis. Items were phrased in question form,
and test takers were instructed to answer “yes” or “no” to
indicate whether each item described them accurately.
Woodworth conducted a series of empirical investigations
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and eliminated items answered “yes” by large numbers of
normal individuals. The final questionnaire consisted of
116 items. All were keyed such that a “yes” response was an
indication of psychoneurosis. Although the Personal Data
Sheet was never used for the purposes for which it was con-
structed—the war had ended by the time it was completed—
both its items and Woodworth’s reliance (in part) on empirical
analyses for its construction served as the cornerstones for
most subsequent self-report personality inventories.

With the conclusion of World War I Woodworth aban-
doned his test development efforts and refocused his atten-
tion on experimental psychology. However, a number of
researchers in the then-novel subdiscipline called personality
psychology followed in his footsteps. Downey’s (1923)
Will-Temperament tests, Travis’s (1925) Diagnostic Char-
acter Test, Heidbreder’s (1926) Extraversion-Introversion
test, Thurstone’s (1930) Personality Schedule, and Allport’s
(1928) Ascendance-Submission measure were among the
more prominent early successors to Woodworth’s efforts.
Over the next three decades, a substantial literature evaluating
the SRI technique’s merits accumulated. Two comprehensive
reviews of this methodology reflected the normal personality
and clinical perspectives on assessing personality and psy-
chopathology by self-report. Both Allport (1937), adopting a
normal personality perspective, and Ellis (1946), from the
clinical perspective, noted SRIs’ rapid proliferation, while
expressing concern (for somewhat different reasons) about
their scientific foundations.

Allport’s (1937) Critique

Allport (1937), among the originators of the field of personal-
ity psychology, anticipated (correctly) that SRIs would enjoy
widespread use in personality research and compared them
(somewhat skeptically) with the then more established use of
behavioral ratings as a source for quantitative personality
data:

Though less objective than behavioral scales, standardized ques-
tionnaires have the merit of sampling a much wider range of
behavior, through the medium of the subject’s report on his cus-
tomary conduct or attitudes in a wide variety of situations. These
paper and pencil tests are popular for a number of reasons. For
one thing, they are fun to construct and fun to take. Students find
them diverting, and teachers accordingly use them as agreeable
classroom demonstrations. Furthermore, the scores on the tests
can be manipulated in diverse ways, and when the quantitative
yield of the coefficients and group differences is complete,
everyone has a comforting assurance concerning the “scientific”
status of personality. (p. 448)

In considering self-report personality questionnaires’ mer-
its, Allport (1937) identified several limitations that remain
salient in current applications of this methodology. One was
that “It is a fallacy to assume that all people have the same
psychological reasons for their similar responses [to self-
report items]” (p. 449). Allport answered this concern by
quoting Binet: “Let the items be crude if only there be enough
of them. . . . One hopes through sheer length of a series that
the erroneous diagnoses will to a certain extent cancel one
another, and that a trustworthy residual score will remain”
(p. 449).

In describing a second major limitation of personality
tests, Allport  stated:

Another severe criticism lies in the ability of the subject to fake
the test if he chooses to do so. . . . Anyone by trying can
(on paper) simulate introversion, conservatism, or even happi-
ness. And if he thinks he has something to gain, he is quite likely
to do so. . . . Even well intentioned subjects may fail insight or
slip into systematic error or bias that vitiates the value of their
answers. (p. 450)

Thus, Allport listed their transparent nature and susceptibility
to intentional and unintentional manipulation among SRI’s
major limitations.

In reviewing the major SRIs of his time, Allport (1937) sin-
gled out the Bernreuter Personality Inventory (BPI; Bernreuter,
1933). The BPI consisted of 125 items (originating from
several previous SRIs including the Personal Data Sheet)
phrased as questions with a “yes” “no” or “?” (i.e., cannot say)
response format. The items yielded scores on four common
personality traits, labeled Dominance, Self-Sufficiency, Intro-
version, and Neuroticism. Each of the 125 items was scored on
all four scales (although some were scored zero), according to
empirically derived criteria. For example, if answered “?,” the
item “Do you often feel just miserable” was scored –3 on intro-
version, –1 on dominance, 0 on neuroticism, and 0 on self-
sufficiency. Allport (1937) questioned the logic of this
approach and recommended instead that items be scored on
single scales only.

Finally, Allport (1937) grappled with the question of
whether multiscaled SRIs should be designed to measure
independent traits or constructs. Commenting on the then-
budding practice of factor analyzing scores on multiscale
SRIs to derive “independent factors,” Allport noted:

Unnecessary trouble springs from assuming, as some testers do,
that independent factors are to be preferred to inter-dependent
traits. What if certain scales do correlate with each other. . . .
Each scale may still represent a well-conceived, measurable
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common trait. . . . No harm is done by overlap; indeed, overlap is
a reasonable expectation in view of that roughness of approxi-
mation which is the very nature of the entire procedure (also in
view of the tendency of certain traits to cluster). Well-considered
scales with some overlap are preferable to ill-conceived scales
without overlap. To seek intelligible units is a better psychologi-
cal goal than to seek independent units. (p. 329)

In summary, viewing SRIs from the normal personality
perspective, Allport (1937) raised several important concerns
regarding the early successors to Woodworth’s Personal Data
Sheet. Recognizing their simplicity of use and consequent
appeal, Allport cautioned that SRIs, by necessity, distill
human personality to common traits at the expense of a more
complete, individually crafted personality description. He
emphasized SRIs’ tremendous vulnerability to intentional
and unintentional distortion, viewing it as an inherent feature
of this methodology. He criticized the BPI’s method of scor-
ing the same item on multiple scales, as well as early factor
analysts’ efforts to reduce multiscale instruments such as the
BPI to a small number of independent factors. Allport (1937)
offered this rather ambivalent concluding appraisal of the
nascent area of personality assessment by self-report: “His-
torically considered the extension of mental measurements
into the field of personality is without doubt one of the out-
standing events in American psychology during the twentieth
century. The movement is still in its accelerating phase, and
the swift output of ingenious tests has quite outstripped
progress in criticism and theory” (p. 455).

Ellis’s (1946) Review of Personality Questionnaires

Ellis (1946), writing from the clinical perspective, offered a
comprehensive appraisal of personality questionnaires near
the midpoint of the twentieth century. He opened his critique
with the following generalization:

While the reliabilities of personality questionnaires have been
notoriously high, their validities have remained more question-
able. Indeed some of the most widely known and used paper and
pencil personality tests have been cavalierly marketed without
any serious attempts on the part of their authors to validate them
objectively . . . no real endeavors have been made to show that,
when used according to their standard directions, these instru-
ments will actually do the clinical jobs they are supposed to do:
meaning, that they will adequately differentiate neurotics from
non-neurotics, introverts from extroverts, dominant from sub-
missive persons, and so on. (p. 385)

Ellis’s (1946) opening comments reflected aptly the
clinical perspective’s focus on classifying individuals into

dichotomous, typological categories. Ellis noted that several
authors had preceded him in criticizing SRIs and outlined the
following emerging points of concern:

• Most empirical SRI studies have focused on their reliabil-
ity (which has been established), while ignoring matters of
validity.

• SRIs do not provide a whole, organismic picture of human
behavior. Although they may accurately portray a group of
individuals, they are not useful in individual diagnosis.

• Some questionnaires (like the BPI) that purport to mea-
sure several distinct traits are, at best, measuring the same
one under two or more names.

• Different individuals interpret the same SRI questions in
different ways.

• Most subjects can easily falsify their answers to SRIs and
frequently choose to do so.

• SRIs’ “yes/?/no” response format may compromise the
scales’ validity.

• Lack of internal consistency may invalidate a question-
naire, but presence of internal consistency does not neces-
sarily validate it.

• SRIs’ vocabulary range may cause misunderstandings by
respondents and thus adversely affect validity.

• Testing is an artificial procedure, which has little to do
with real-life situations.

• Some personality questionnaires are validated against
other questionnaires from which their items were largely
taken, thus rendering their validation spurious.

• Even when a respondent does his best to answer questions
truthfully, he may lack insight into his true behavior or
may unconsciously be quite a different person from the
picture of himself he draws on the test.

• Armchair (rather than empirical) construction and
evaluation of test items is frequently used in personality
questionnaires.

• Uncritical use of statistical procedures with many person-
ality tests adds a spurious reality to data that were none too
accurate in the first place.

• Many personality tests that claim to measure the same
traits (e.g., introversion-extroversion) have very low inter-
correlations with each other.

• There are no statistical shortcuts to the understanding of
human nature; such as the ones many test users try to
arrive at through involved factorial analyses.

Although generated from a notably different perspective,
Ellis’s (1946) concerns overlap substantially with Allport’s



Early History 557

(1937) reservations. The two authors also shared consternation
that, in spite of these glaring deficiencies, SRIs had become
quite popular: “In spite of the many assaults that have been
made against it, the paper and pencil personality test has got
along splendidly as far as usage is concerned. For there can be
little doubt that Americans have, to date, taken more of the
Woodworth-Thurstone-Bernreuter type of questionnaires than
all other kinds of personality tests combined” (Ellis, 1946,
p. 388).

To explain their seemingly unfounded popularity, Ellis
(1946) identified several advantages that their proponents
claimed for SRIs:

• They are relatively easy to administer and score.

• Even if the respondent’s self-description is not taken at
face value, it may itself provide some clinically meaning-
ful information.

• Although scale scores may be meaningless, examination
of individual responses by experienced clinicians may
provide valid clinical material.

• Statistical analyses had shown that the traits posited by
questionnaires were not simply the product of chance
factors.

• Normal and abnormal test takers tended to give different
answers to SRI items.

• It does not matter if respondents answer untruthfully on
personality questionnaires, since allowances are made for
this in standardization or scoring of the tests.

• Traditional methods of validating questionnaires by outside
criteria are themselves faulty and invalid; hence, validation
by internal consistency alone is perfectly sound.

Having outlined the prevailing pros and cons for personal-
ity questionnaires (from a decidedly con-slanted perspective)
Ellis (1946) proceeded to conduct a comprehensive, albeit
crude, meta-analysis of the literature on personality tests’
validity, differentiating between two methods for validating
personality questionnaires. He dubbed one method subjec-
tive and described it rather derogatorily as consisting of
“checking the test against itself: that is[,] seeing whether
respondents answer its questions in a manner showing it to be
internally consistent” (p. 390).

Ellis (1946) described the second method, labeled objec-
tive personality test validation, as

checking a schedule, preferably item by item, against an outside
clinical criterion. Thus, a questionnaire may be given to a group
of normal individuals and to another group of subjects who have
been diagnosed by competent outside observers as neurotic, or

maladjusted, or psychotic, delinquent, or introverted. Often, the
clinically diagnosed group makes significantly higher neurotic
scores than does the normal group, [so] the test under considera-
tion is said to have been validated. (p. 390)

Ellis (1946) questioned whether the subjective method
had any bearing on tests’ validity, stating “Internal consis-
tency of a questionnaire demonstrates, at best, that it is a reli-
able test of something; but that something may still have little
or no relation to the clinical diagnosis for which the test pre-
sumably has been designed” (p. 391). He also found very
limited utility in the objective methods of test validation, cit-
ing their sole reliance on questionable validity criteria.
Nonetheless, he proceeded to review over 250 published ob-
jective validation studies classified into six types based on the
method used to generate criterion validity data. Ellis sought
to quantify his findings by keeping count of the number of
positive, negative, and questionable findings (based on
whether these were statistically significant) in each category
of studies. Overall, he found positive results in 31 percent of
the studies, questionable ones in 17 percent, and negative
findings in 52 percent of the publications included in his sur-
vey. Ellis (1946) concluded, “Obviously, this is not a very
good record for the validity of paper and pencil personality
questionnaires” (p. 422).

In selecting studies for inclusion in his analysis, Ellis
(1946) singled one instrument out for separate treatment and
analysis, the then relatively unknown Minnesota Multiphasic
Personality Inventory (MMPI; Hathaway & McKinley, 1943).
Ellis explained that, unlike the more established instruments
included in his review, which were administered anony-
mously by paper and pencil to groups of subjects, the MMPI
was administered individually, simulating more accurately a
clinical interview. Of the fifteen MMPI studies he reviewed,
Ellis reported positive results in ten studies, questionable ones
in three, and negative findings in two investigations.

Ellis’s overall conclusions regarding SRIs’ validity were
quite negative:

We may conclude, therefore, that judging from the validity
studies on group-administered personality questionnaires thus
far reported in the literature, there is at best one chance in two
that these tests will validly discriminate between groups of
adjusted and maladjusted individuals, and there is very little in-
dication that they can be safely used to diagnose individual
cases or to give valid estimations of the personality traits of spe-
cific respondents. The older, more conventional, and more
widely used forms of these tests seem to be, for practical diag-
nostic purposes, hardly worth the paper on which they are
printed. Among the newer questionnaires, the Minnesota Multi-
phasic schedule appears to be the most promising one—perhaps
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because it gets away from group administration which has
hitherto been synonymous with personality test-giving. More
research in this direction is well warranted at the present time.
(1946, p. 425)

Judged with the hindsight of 55 years, Ellis’s critique ap-
pears rather naïve and inherently flawed. As has been shown,
Ellis himself questioned the utility of the validation methods
used in the studies he included in his analyses, noting (cor-
rectly) that many, if not most, relied on questionably valid
criteria. Given this limitation, these studies could not ade-
quately demonstrate SRIs’ validity or invalidity. Although the
tests he reviewed were indeed psychometrically inadequate,
Ellis’s effort to appraise them empirically was hampered sig-
nificantly by limitations in the literature he reviewed. More-
over, his summary dismissal of internal consistency as having
little or no bearing on validity was overstated.

Nonetheless, Ellis’s review, published in the prestigious
Psychological Bulletin, had a devastating effect on SRIs’
position within the budding field of clinical psychology.
Dahlstrom (1992) described the widespread skepticism with
which all SRIs were perceived for the ensuing 10 years fol-
lowing this and several similar analyses. Indeed, use of tests
(such as the BPI) singled out for their lack of validity waned
dramatically in the years that followed. Ellis (1946) did, how-
ever, anticipate correctly that the MMPI might emerge as a
viable alternative to the SRIs of the first half of the twentieth
century.

Ellis (1953) revisited this issue seven years later, in an up-
dated review of personality tests’ validity. He concluded that
there had been limited progress in developing valid personal-
ity SRIs and focused his criticism on the instruments’ suscep-
tibility to intentional and unintentional distortion. He was
particularly concerned with the effects of unconscious de-
fenses. Ellis (1953) again singled out the MMPI as an instru-
ment whose authors had at least made an attempt to correct for
these effects on its scale scores, but he expressed skepticism
about such corrections’ success. He also observed that the ef-
forts involved in correcting and properly interpreting MMPI
scores might better be otherwise invested, stating, “The clini-
cal psychologist who cannot, in the time it now takes a trained
worker to administer, score, and interpret a test like the MMPI
according to the best recommendations of its authors, get
much more pertinent, incisive, and depth-centered ‘personal-
ity’ material from a straightforward interview technique
would hardly appear to be worth his salt” (p. 48).

Curiously, Ellis (1953) saw no need to subject the pre-
ferred “straightforward interview technique” to the type of
scrutiny he applied handily to SRIs. That task would be left
to Meehl (1956) in his seminal monograph comparing the
validity of clinical and actuarial assessment techniques.

Summary of Early History

Self-report inventories emerged as an attractive but scientifi-
cally limited approach to personality assessment during the
first half of the twentieth century. Representing the normal
personality perspective, Allport (1937) criticized these in-
struments for being inherently narrow in scope and unneces-
sarily divorced from any personality theory. Ellis (1946),
writing from the clinical perspective, concluded that there
was little or no empirical evidence of their validity as diag-
nostic instruments. Both authors identified their susceptibil-
ity to intentional and unintentional distortion and the implicit
assumption that test items have the same meaning to different
individuals as major and inherent weakness of SRIs as per-
sonality and psychopathology measures.

CURRENT ISSUES IN SELF-REPORT
INVENTORY INTERPRETATION

In spite of their shaky beginnings, SRIs emerged during the sec-
ond half of the twentieth century as the most widely used and
studied method for assessing personality and psychopathology.
Modern SRI developers sought to address the limitations of
their predecessors in a variety of ways. Various approaches to
SRI scale construction are described next, followed by a review
of current issues in SRI scale score interpretation. These include
the roles of empirical data and item content in interpreting
SRI scale scores, methods used to derive standard scores for
SRI interpretation, and threats to the validity of individual SRI
protocols.

Throughout this section, examples from the SRI literature
are cited, and most of these involve either the MMPI or
MMPI-2. Emphasis on the MMPI/MMPI-2 reflects this in-
strument’s central role in the modern literature as the most
widely studied (Butcher & Rouse, 1996) and used (Camara,
Nathan, & Puente, 2000) SRI.

Approaches to SRI Scale Construction

Burisch (1984) described three primary, non–mutually exclu-
sive approaches that have been used in SRI scale construc-
tion. The external approach involves using collateral (i.e.,
extratest) data to identify items for an SRI scale. Here, indi-
viduals are classified into known groups based on criteria that
are independent of scale scores (e.g., psychiatric diagnoses)
and items are chosen based on their empirical ability to dif-
ferentiate among members of different groups. The method is
sometimes also called empirical keying. Self-report inven-
tory developers who view personality or psychopathology
categorically and seek to develop empirical methods for
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classifying individuals into predetermined categories typi-
cally use the external scale construction method. Often, these
categories correspond to diagnostic classes such as schizo-
phrenia or major depression. As would be expected, scale
developers who rely on this approach typically assume a
clinical perspective on personality assessment.

Ellis (1946) highlighted a major limitation of the external
approach in his critique of SRIs as measures of personality
and psychopathology. That is, their validity is constrained by
the criteria that are used in their development. Absent con-
sensually agreed-upon criteria for classification (a situation
not uncommon in psychological assessment, and what typi-
cally motivates efforts to develop a scale to begin with),
test developers must rely upon imperfect or controversial
external criteria for subject classification, item selection, and
subsequent cross-validation. Consequently, scales developed
with this method have generally not fared well as predictors
of the class membership status that they were designed to
predict. However, in some instances (e.g., the MMPI clinical
scales), subsequent (to their development) empirical research
has guided fruitful application of externally developed scales
in ways other than those in which their developers intended
originally that they be used, by identifying clinically mean-
ingful correlates of these scales and the patterns of scores
among them.

Scale developers who follow the inductive approach, ac-
cording to Burisch (1984), assume that there exists a basic,
probably universal personality structure, which they attempt
both to discover and to measure. The approach is considered
inductive because its adherents do not set out to measure a
preconceived set of traits, but instead leave it up to empirical
analyses to reveal important personality dimensions and the
relations among them. In the process, an SRI is developed to
measure the discovered personality structure. Scale develop-
ers who apply the inductive approach often adhere to a normal
personality perspective on assessment. They typically rely on
various forms of factor analysis, and the constructs they iden-
tify characteristically are dimensional. A leading example of
an inductively derived SRI is Cattell’s 16 Personality Factor
Questionnaire (16PF; Cattell, Cattell, & Cattell, 1993). In-
ductive scale development often follows an iterative process
of item writing, data collection, factor analysis, and item revi-
sion, followed by subsequent rounds of data collection, analy-
sis, and item modification (e.g., Tellegen, 1982).

Finally, Burisch (1984) describes the deductive approach to
personality scale construction as one in which developers start
with a conceptually grounded personality model and rationally
write or select items that are consonant with their conceptual-
ization. Most early personality and psychopathology SRI
developers followed this approach in developing the MMPI
precursors so devastatingly criticized by Allport (1937) and

Ellis (1946). Consequently, deductive scale construction was
viewed for many years as an inferior, less sophisticated form
of SRI development. Burisch argued and demonstrated that
these seemingly less sophisticated scale development tech-
niques often yield measures that compare quite favorably with
products of external and inductive scale construction.

The three approaches to scale construction are not mutu-
ally exclusive. Any combination of the three may be used in
constructing an SRI scale, or different sets of scales within the
same instrument. For example, the MMPI-2 (Butcher et al.,
2001) contains three sets of scales, each initially based on a
different one of the three approaches to scale construction—
the clinical scales, originally (Hathaway, 1956; Hathaway &
McKinley, 1940, 1942; McKinley & Hathaway, 1940, 1942,
1944) based on the external method; the Content Scales
(Butcher, Graham, Williams, & Ben-Porath, 1990), con-
structed with a modified deductive approach; and the Person-
ality Psychopathology Five (PSY-5; Harkness, McNulty, &
Ben-Porath, 1995), the end product of an inductive research
project (Harkness & McNulty, 1994).

Approaches to SRI Scale Score Interpretation

Two general approaches to SRI scale score interpretation can
be identified based on their sources for interpretive conclu-
sions. Empirically grounded interpretations rely on empirical
data to form the basis for ascribing meaning to SRI scale
scores. Content-based interpretations are guided by SRI
scales’ item content. Empirically grounded approaches have
played a more central role in personality and psychopathol-
ogy SRIs; however, more recently, content-based interpreta-
tion has gained increasing recognition and use. As will be
discussed after the two approaches are described, they are not
mutually exclusive.

Empirically Grounded Interpretation

Meehl (1945) outlined the basic logic of empirically
grounded SRI scale interpretation in his classic article “The
Dynamics of ‘Structured’ Personality Inventories.” Respond-
ing to early SRI critics’ contention that the instruments are
inherently flawed because their interpretation is predicated
on the assumption that test takers are motivated, and able, to
respond accurately to their items, he stated:

A “self-rating” constitutes an intrinsically interesting and signif-
icant bit of verbal behavior, the non-test correlates of which must
be discovered by empirical means. Not only is this approach free
from the restriction that the subject must be able to describe his
own behavior accurately, but a careful study of structured per-
sonality tests built on this basis shows that such a restriction
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would falsify the actual relationships that hold between what a
man says and what he is. (p. 297)

Thus, according to Meehl, empirical interpretation is neither
predicated nor dependent on what the test taker says (or
thinks he or she is saying) in responding to SRI items, but
rather on the empirical correlates of these statements (as sum-
marized in SRI scale scores).

Two subclasses can be distinguished among the empirical
approaches to SRI scale interpretation. Scales constructed
with the external approach are expected, based on the method
used in their construction, to differentiate empirically be-
tween members of the groups used in their development. This
form of empirical interpretation, which may be termed em-
pirically keyed interpretation, is predicated on the assump-
tion that if members of different groups (e.g., a target group
of depressed patients and a comparison sample of nonpa-
tients) answer a set of items differently, individuals who an-
swer these items similarly to target group members likely
belong to that group (i.e., they are depressed). This turns out
to be a problematic assumption that requires (and often fails
to achieve) empirical verification. Consequently, empirically
keyed interpretations, as defined here, are used infrequently
in current SRI applications.

The second approach to empirical interpretation is predi-
cated on post hoc statistical identification of variables that are
correlated with SRI scale scores (i.e., their empirical corre-
lates). The empirical correlate interpretation approach is in-
dependent of the method used to develop a scale and may be
applied to measures constructed by any (one or combination)
of the three methods just outlined. Unlike the empirically
keyed approach, it requires no a priori assumptions regarding
the implications of one scale construction technique or an-
other. All that is required are relevant extratest data regarding
individuals whose SRI scale scores are available. Statistical
analyses are conducted to identify variables that are corre-
lated empirically with SRI scale scores; these are their empir-
ical correlates. For example, if a scale score is empirically
correlated with extratest indicators of depressive symptoms,
individuals who score higher than others on that scale can be
described as more likely than others to display depressive
symptomatology.

Empirical correlates can guide SRI scale interpretation at
two inference levels. The example just given represents a
simple, direct inference level. The empirical fact that a scale
score is correlated with an extratest depression indicator is
used to gauge the depression of an individual who produces a
given score on that scale. The correlation between scale and
external indicator represents its criterion validity, which in
turn reflects the confidence level we should place in an inter-
pretation based on this correlation.

Although the concept of interpreting scale scores based on
their criterion validity represents a simple and direct inference
level, the process of establishing and understanding SRIs’
criterion validity is complex and challenging. As already
noted, the absence of valid criteria often motivates scale de-
velopment to begin with. In addition, as with any psychologi-
cal variable, criterion measures themselves are always, to
some extent, unreliable. Consequently, validity coefficients,
the observed correlations between SRI scale scores and crite-
ria, always underestimate the scales’criterion validity. If a cri-
terion’s reliability can be reasonably estimated, correction for
attenuation due to unreliability is possible to derive a more ac-
curate estimate of criterion validity. However, this is rarely
done, and it does not address limitations in criterion validity
coefficients imposed by the criterion measures’ imperfect va-
lidity. Self-report inventory critics often point to rather low
criterion validity coefficients as indications of these instru-
ments’ psychometric weakness, without giving adequate con-
sideration to the limitations just noted.

A second, more complex, and less direct inference level in
empirical interpretation of SRI scale scores involves reliance
on their construct validity. Cronbach and Meehl (1955) indi-
cated that

Construct validation is involved whenever a test is to be inter-
preted as a measure of some attribute or quality, which is not “op-
erationally defined” . . . . When an investigator believes that no
criterion available to him is fully valid, he perforce becomes in-
terested in construct validity because this is the only way to avoid
the “infinite frustration” of relating every criterion to some more
ultimate standard . . . . Construct validity must be investigated
whenever no criterion or universe of content is accepted as en-
tirely adequate to define the quality to be measured. (p. 282)

Cronbach and Meehl (1955) described construct valida-
tion as an ongoing process of learning (through empirical
research) about the nature of psychological constructs that
underlie scale scores and using this knowledge to guide and
refine their interpretation. They defined the seemingly para-
doxical bootstraps effect, whereby a test may be constructed
based on a fallible criterion and, through the process of con-
struct validation, that same test winds up having greater
validity than the criterion used in its construction. As an ex-
ample, they cited the MMPI Pd scale, which was developed
using an external scale construction approach with the intent
that it be used to identify individuals with a psychopathic per-
sonality. Cronbach and Meehl (1955) noted that the scale
turned out to have a limited degree of criterion validity for
this task. However, as its empirical correlates became eluci-
dated through subsequent research, a construct underlying
Pd scores emerged that allowed MMPI interpreters to de-
scribe individuals who score high on this scale based on both
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a broad range of empirical correlates and a conceptual under-
standing of the Pd construct. The latter allowed for further
predictions about likely Pd correlates to be made and tested
empirically. These tests, in turn, broadened or sharpened
(depending on the research outcome) the scope of the Pd con-
struct and its empirical correlates.

Knowledge of a scale’s construct validity offers a rich,
more comprehensive foundation for empirical interpretation
than does criterion validity alone. It links the assessment
process to theoretical conceptualizations and formulations in a
manner described by Cronbach and Meehl (1955) as involving
a construct’s nomological network, “the interlocking system
of laws which constitute a theory” (p. 290). Thus, empirical re-
search can enhance our understanding of (and ability to inter-
pret) psychological test results by placing them in the context
of well-developed and appropriately tested theories.

Whether it is based on criterion or construct validity, or
both, empirically grounded SRI interpretation can occur at two
levels, focusing either on individual scale scores or on config-
urations among them. Configural interpretation involves si-
multaneous consideration of scores on more than one SRI
scale. Linear interpretation involves separate, independent
consideration and interpretation of each SRI scale score.

Much of the literature on this topic involves the MMPI.
The move toward configural MMPI interpretation came on
the heels of the test’s failure to meet its developers’ original
goal, differential diagnosis of eight primary forms of psy-
chopathology. Clinical experience, bolstered by findings
from a series of studies (e.g., Black, 1953; Guthrie, 1952;
Halbower, 1955; Hathaway & Meehl, 1951) led MMPI inter-
preters to conclude that robust empirical correlates for the
test were most likely to be found if individuals were classi-
fied into types based on the pattern of scores they generated
on the test’s clinical scales. Based partly on this development,
Meehl’s (1954) treatise on clinical versus actuarial prediction
advocated that researchers pursue a three-pronged task: First,
they must identify meaningful classes within which individ-
uals tend to cluster. These would replace the inadequate
Kraepelinian nosology that served as the target for the MMPI
clinical scales’ original development. Next, investigators
would need to devise reliable and valid ways of identifying to
which class a given individual belongs. Finally, they would
identify the empirical correlates of class membership.

In his subsequent call for a so-called cookbook-based
interpretation, Meehl (1956) proposed that MMPI profiles
could serve all three purposes. Patterns of scores (i.e., config-
urations) on MMPI clinical scales could be used to identify
clinically meaningful and distinct types of individuals; these
scores could be used (based on a series of classification rules)
to assign individuals to a specific profile type; and empirical
research could be conducted to elucidate the correlates of

MMPI profile type group membership. Several investigators
(most notably Marks and Seeman, 1963, and Gilberstadt and
Duker, 1965) followed Meehl’s call and produced such
MMPI-based classification and interpretation systems.

Underlying configural scale score interpretation is the as-
sumption that there is something about a combination of
scores on SRI scales that is not captured by consideration of
each scale score individually (i.e., a linear interpretation) and
that the whole is somehow greater than (or at least different
from) the sum of its parts. For example, there is something
to be learned about an individual who generates his or her
most deviant scores on MMPI scales 1 (Hypochondriasis)
and 3 (Hysteria) that is not reflected in the individual’s scores
on these scales when they are considered separately. Statisti-
cally, this amounts to the expectation of an interaction among
scale scores in the prediction of relevant extratest data.

Surprisingly, the assumption that configural interpretation
should be more valid than linear approaches has not been
tested extensively. Goldberg (1965) conducted the most elab-
orate examination of this question to date. He found that
a linear combination of scores on individual MMPI scale
scores was more effective than the configural set of classifi-
cation rules developed by Meehl and Dahlstrom (1960) to
differentiate between neurotic and psychotic test takers. The
implicit assumption of an interaction among scales that make
up the configuration has yet to be extensively tested.

Content-Based Interpretation

Content-based SRI interpretation involves reliance on item
content to interpret scale scores. For example, if a scale’s
items contain a list of depressive symptoms, scores on that
scale are interpreted to reflect the individual’s self-reported
depression. It is distinguished from deductive SRI scale
construction in that the latter involves using item content for
scale development, not necessarily interpretation. Indeed,
scales constructed by any of the three primary approaches (ex-
ternal, inductive, or deductive) can be interpreted based on
their item content, and SRI measures constructed deductively
can be interpreted with an empirically grounded approach.

Content-based SRI interpretation predates empirically
grounded approaches and was the focus of many aspects of
both Allport’s (1937) and Ellis’s (1946) early SRI critiques.
Meehl’s (1945) rationale for empirically grounded SRI scale
score interpretation was a reaction to the criticism that content-
based interpretation was predicated on the dubious assump-
tions that test items have the same meaning to test takers that
they do to scale developers and that all respondents understand
items comparably and approach testing in a motivated and co-
operative manner. Meehl (1945) agreed (essentially) that such
assumptions were necessary for content-based interpretation
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and that they were unwarranted. His influential paper on this
topic left content-based interpretation in ill repute among so-
phisticated SRI users for the next twenty years.

Content-based SRI interpretation began to make a come-
back when Wiggins (1966) introduced a set of content
scales developed with the MMPI item pool. Using a deduc-
tive scale development approach complemented by empirical
refinement designed to maximize their internal consistency,
Wiggins constructed a psychometrically sound set of 13
MMPI content scales and proposed that they be used to aug-
ment empirically grounded interpretation of the test’s clinical
scales. In laying out his rationale for developing a set of con-
tent scales for the MMPI, Wiggins commented:

The viewpoint that a personality test protocol represents a com-
munication between the subject and the tester (or the institution
he represents) has much to commend it, not the least of which is
the likelihood that this is the frame of reference adopted by the
subject himself. (p. 2)

He went on to acknowledge that

Obviously, the respondent has some control over what he
chooses to communicate, and there are a variety of factors which
may enter to distort the message . . . . Nevertheless, recognition
of such sources of “noise” in the system should not lead us to
overlook the fact that a message is still involved. (p. 25)

Wiggins was keenly aware of the inherent limits of SRI as-
sessment in general, and content-based interpretation in par-
ticular. However, he argued that how an individual chooses to
present him- or herself, whatever the reasoning or motivation,
provides useful information that might augment what could
be learned from empirically grounded interpretation alone.
Wiggins (1966) advocated that although we need (and, in-
deed, should) not take it at face value, how a person chooses to
present him- or herself is inherently informative and that it is
incumbent upon SRI interpreters to make an effort to find out
what it was that an individual sought to communicate in re-
sponding to an SRI’s items. By developing internally consis-
tent SRI scales, psychologists could provide a reliable means
for communication between test takers and interpreters.

Empirically Grounded Versus Content-Based
SRI Interpretation

Empirically grounded and content-based interpretations are not
mutually exclusive. Often, scale scores intended for interpreta-
tion based on one approach can also be (and are) interpreted
based on the other. For example, although the MMPI-2 clini-
cal scales are interpreted primarily based on their empirical

correlates, the Harris-Lingoes subscales augment clinical scale
interpretation by identifying content areas that may primarily
be responsible for elevation on a given clinical scale. Con-
versely, although their interpretation is guided primarily by
item content, the MMPI-2 Content Scales (Butcher et al., 1990)
also are interpreted based on their empirical correlates.

A primary distinction between empirically grounded and
content-based interpretation is that the latter (as SRI critics
have long argued) is more susceptible to intentional and unin-
tentional distortion. However, as is discussed later in detail,
appropriate application of SRIs requires that test-taking atti-
tude be measured and considered as part of the interpretation
process. Because of its inherent susceptibility to distortion,
content-based interpretation requires that an SRI be par-
ticularly effective in measuring and identifying misleading
approaches and that its users apply tools designed to do so
appropriately.

Generating Scores for SRI Interpretation:
Standard Score Derivation

Depending upon their response format, SRI raw scores con-
sist either of a count of the number of items answered in the
keyed (true or false) direction or a sum of the respondent’s
Likert scale ratings on a scale’s items. These scores have no
intrinsic meaning. They are a function of arbitrary factors
such as the number of items on a scale and the instrument’s
response format. Raw scores typically are transformed to
some form of standard score that places an individual’s SRI
scale raw score in an interpretable context. Standard scores
are typically generated by a comparison of an individual’s
raw score on a scale to that of a normative reference group(s)
composed of the instrument’s standardization or normative
sample(s). Because of their critical role in SRI interpretation,
it is important to understand how standard scores are derived
as well as the factors that determine their adequacy.

The most common standard score used with SRIs is the
T score, which expresses an individual’s standing in refer-
ence to the standardization sample on a metric having a mean
of 50 and a standard deviation of 10. This is typically accom-
plished through the following transformation:

T = RS − MRS

SDRS
∗ 10 + 50,

where T is the individual’s T score, RS is his or her raw score,
MRS is the standardization sample’s mean score, and SDRS
is the sample’s standard deviation on a given SRI scale. A
T score of 50 corresponds to the mean level for the standard-
ization sample. A T score equal to 60 indicates that the per-
son’s score falls one standard deviation above the normative
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mean. The choice of 50 and 10 for the standard scores’ mean
and standard deviation is arbitrary but has evolved as com-
mon practice in many (although not all) SRIs.

Standard scores provide information on where the respon-
dent stands on the construct(s) measured by a SRI scale in
comparison with a normative reference. A second important
and common application of standard scores is to allow for
comparisons across SRI scales. Given the arbitrary nature of
SRI scale raw scores, it is not possible to compare an indi-
vidual’s raw scores on, for example, measures of anxiety and
depression. Transformation of raw scores to standard scores
allows the test interpreter to determine whether an individual
shows greater deviation from the normative mean on one
measure or another. Such information could be used to assist
an assessor in differential diagnostic tasks or, more generally,
to allow for configural test interpretation, which, as described
earlier in this chapter, involves simultaneous consideration of
multiple SRI scale scores.

The accuracy and utility of standard scores rest heavily on
the nature and quality of the normative reference sample. To
the extent that they aptly represent the target population,
standard scores will provide an accurate gauge of the individ-
ual’s standing on the construct(s) of interest and allow for
comparison of an individual’s standing across constructs and,
more generally, facilitate configural SRI interpretation. Con-
versely, if the normative reference scores somehow misrepre-
sent the target population, the resulting standard scores will
hinder all of the tasks just mentioned. Several factors must be
considered in determining whether a normative reference
sample represents the target population appropriately. These
involve various types and effects of normative sampling
problems.

Types and Effects of Normative Sampling Problems

Identifying potential problems with standard scores can be
accomplished by considering the general formula for trans-
forming raw score to standard scores:

SS = RS − MRS

SDRS
∗ NewSD + NewMean,

where SS is the individual’s standard score, RS is his or her
raw score, MRS is the standardization sample’s mean score,
SDRS is the sample’s standard deviation on a given SRI scale,
NewSD is the target standard deviation for the standard scores,
and NewMean is the target mean for these scores. As dis-
cussed earlier, the target mean and standard deviations are
arbitrary, but common practice in SRI scale development is to
use T scores that have a mean of 50 and a standard deviation of
10. An important consideration in evaluating standard scores’

adequacy is the extent to which the normative reference (or
standardization) sample appropriately represents the popula-
tion’s mean and standard deviation on a given SRI scale.

Examination of the general transformation formula shows
that if a normative sample’s mean (MRS) is higher than the
actual population mean, the resulting standard score will un-
derestimate the individual’s standing in reference to the nor-
mative population. Consider a hypothetical example in which
T scores are used, the individual’s raw score equals 10, the
normative sample’s mean equals 12, the actual population
mean equals 8, and both the sample and population standard
deviations equal 5. Applying the T score transformation for-
mula provided earlier,

T = 10 − 12

5
∗ 10 + 50 = 46

we find that this normative sample yields a T score of 46,
suggesting that the individual’s raw score falls nearly half a
standard deviation below the normative mean on this con-
struct. However, had the sample mean reflected accurately
the population mean, applying the T score transformation
formula

T = 10 − 8

5
∗ 10 + 50 = 54

would have yielded a T score of 54, indicating that the indi-
vidual’s raw score falls nearly half a standard deviation above
the population mean. Larger discrepancies between sample
and population mean would, of course, result in even greater
underestimates of the individual’s relative standing on the
construct(s) of interest. Conversely, to the extent that the
sample mean underestimates the population mean, the result-
ing standard scores will overestimate the individual’s relative
position on a given scale.

Asecond factor that could result in systematic inaccuracies
in standard scores is sampling error in the standard deviation.
To the extent that the normative sample’s standard deviation
underestimates the population standard deviation, the result-
ing standard score will overestimate the individual’s relative
standing on the scale. As we apply again the T score transfor-
mation formula, consider an example in which the individual’s
raw score equals 10, the sample and population means both
equal 8, and the sample standard deviation equals 2, but the
population standard deviation actually equals 5. Applying the
formula based on the sample data

T = 10 − 8

2
∗ 10 + 50 = 60

yields a T score of 60, indicating that the individual’s
score falls one standard deviation above the normative mean.
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However, an accurate estimate of the population standard
deviation

T = 10 − 8

5
∗ 10 + 50 = 54

would have produced a T score of 54, reflecting a score that
falls just under half a standard deviation above the normative
mean. Here, too, a larger discrepancy between the sample and
population standard deviation results in an even greater over-
estimation of the individual’s standing on the construct(s) of
interest, and, conversely, an overestimation of the popula-
tion’s standard deviation would result in an underestimation
of the individual’s relative score on a given measure.

Causes of Normative Sample Inadequacies

In light of their importance in determining standard scores’
adequacy, it is essential to identify (and thus try to avoid) rea-
sons why standardization samples may inaccurately estimate
a target population’s mean or standard deviation on an SRI
scale. Three general types of problems may generate inaccu-
rate normative means and standard deviations: sampling
problems, population changes, and application changes. Two
types of sampling problems error may occur. The simplest
among these is random sampling error, in which, as a result
of random factors associated with the sampling process,
the normative sample mean or standard deviation fails to rep-
resent accurately the relevant population statistics. This can
be minimized effectively by collecting sufficiently large nor-
mative samples.

Systematic sampling errors occur when, due to specific
sampling flaws, the sample mean or standard deviation re-
flects inaccurately the relevant population statistics. In such
cases a normative sample fails to represent accurately one or
more segments of the target population as a result of sampling
bias. This will negatively affect the normative sample’s ade-
quacy if two conditions are met: (1) a sample fails to represent
accurately a certain population segment, and (2) the inade-
quately represented population segment differs systemati-
cally (in its mean, its standard deviation, or both) from the
remaining population on a particular SRI scale. For example,
if as a consequence of the sampling method used younger
adults are underrepresented in a normative sample that is
designed to represent the entire adult population, and younger
adults differ systematically from the remaining adult popula-
tion on the scale being standardized, this could result in biased
estimates of both the population mean and its standard devia-
tion. This might occur with a scale designed to measure
depression, a variable that tends to vary as a function of age.

If younger adults are represented inadequately in a normative
sample (this could occur if the sampling process failed to in-
corporate college students and military personnel) used to
develop standard scores on a depression scale, the normative
sample would overestimate the population mean on the
scale and underestimate its standard deviation, resulting in the
effects discussed previously.

Note that in order for systematic sampling error to affect
scale norms, both conditions just specified must be met. That
is, a population segment must be misrepresented and this seg-
ment must differ systematically from the remaining popula-
tion on the scale being standardized. If only the first condition
is met, but the misrepresented segment does not differ sys-
tematically from the remaining population, this will not result
in biased estimates of the population mean and standard de-
viation. Such a scenario occurred with the updated normative
sample used to standardize the MMPI-2 (Butcher, Dahlstrom,
Graham, Tellegen, & Kaemmer, 1989). Data included in the
MMPI-2 manual indicated that the new normative sample
differed substantially from the general adult population in
education. Specifically, the normative sample significantly
underrepresented individuals with lower levels of education
and overrepresented people with higher levels of education in
the general adult population. Some authors (e.g., Duckworth,
1991) expressed concern that this may introduce system-
atic bias in the updated norms. However, subsequent analy-
ses demonstrated that this sampling bias had no significant
impact on resulting test norms because education is not cor-
related substantially with MMPI scale scores (Schinka &
LaLone, 1997).

Population changes are a second reason why normative
samples may inadequately represent their target population.
These occur when, over the course of time, the target popula-
tion changes on the construct that a scale measures. For ex-
ample, Anastasi (1985), in a review of longitudinal research
on intelligence, found a trend for population-wide increases in
intelligence over the first half of the twentieth century. These
were the result primarily of increases in population education
levels in general and literacy levels in particular. To account
for these changes’effects on their norms, it has been necessary
for intelligence test developers to periodically collect new
normative data. To the extent that constructs measured by
SRIs are affected similarly by population changes, it becomes
necessary to update their normative databases as well. This
was one of the considerations that led to the development of
new norms for the MMPI (Butcher et al., 1989).

Application changes are a third reason why normative
samples may misrepresent target populations. Two types of
application changes can be distinguished. Changes in admin-
istration practices may affect normative data adequacy. For
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example, the original MMPI normative data were collected
using the test’s so-called Box Form. Each of the test’s items
was typed on a separate card and test takers were instructed
to sort the cards (which were presented individually in a ran-
dom order) into three boxes representing a “true,” “false,” or
“cannot say” response. The instructions given to the original
normative sample did not discourage the “cannot say” option.
However, after the normative data were collected, an admin-
istration change was introduced and test takers were in-
structed to “be sure to put less than 10 cards behind the
‘cannot say’.” (Dahlstrom, Welsh, & Dahlstrom, 1972, p.
32). Later still, the Box Form was largely superseded by the
MMPI Group Form, a booklet that presented the test’s items
in a fixed order and required that the test taker record his or
her responses (true, false, or cannot say) on an answer sheet.
Here, too, test takers were admonished to attempt to answer
all of the test items.

To the extent that either of these changes in administration
practices affected individuals’ responses to the test items, this
could have resulted in the original normative sample data’s
misrepresenting population statistics under the revised admin-
istration procedures. In fact, the updated MMPI-2 norms are
significantly different from the original norms in both their
means and standard deviations, and to some extent these shifts
are a product of the administration changes just described. For
example, as a result of the change in instructions regarding the
“cannot say” option, the new normative sample members
omitted far fewer items than did their original counterparts,
which in turn probably contributed to the new sample’s higher
mean raw scores on many of the test’s original scales. In other
words, the original normative sample underestimated the tar-
get population’s mean raw scores on the MMPI scales given
the shift in administration procedure, contributing partly to the
artificially elevated T scores generated by individuals and
groups tested with the original MMPI when they were trans-
formed to standard scores based on the original test norms.

A more recent change in SRI administration practices fol-
lowed the introduction of computer technology. Although
most SRI norms were collected using booklet forms, soft-
ware is now available to administer most tests by computer.
Such a change in administration practice could also, poten-
tially, affect these instruments’ norms’ adequacy if the differ-
ent administration format resulted in a systematic change in
responses to SRI items. Reassuringly, a recent meta-analysis
by Finger and Ones (1999) demonstrated that computerized
test administration does not affect group means or standard
deviations (and thus would have no negative impact on the
test’s norms) on MMPI/MMPI-2 scales. Butcher, in his chap-
ter in this volume, provides further discussion of computer
applications in psychological assessment.

A second type of application change that could potentially
affect norms’ adequacy involves expansion of the target popu-
lation. When an SRI developed for use with a rather narrowly
defined population is considered for application to a broader
population, the possibility that its norms will no longer accu-
rately reflect the expanded population’s means and standard
deviations on its scales needs to be considered. For example,
the MMPI was developed originally for use at the University of
Minnesota Hospital, and its normative sample, made up pri-
marily of a group of Caucasian farmers and laborers with an
average of eight years of education, represented fairly well this
target population. As the test’s use expanded to the broader
U.S. population, concerns were raised (e.g., Gynther, 1972)
about the MMPI norms’ adequacy for interpreting scores gen-
erated by minorities, primarily African Americans, who were
not included in the original normative sample.

The effects of expanding an SRI’s population on its norma-
tive sample’s adequacy depend upon the new population seg-
ment’s performance on its scales. To the extent the new
segment differs systematically from the original on a scale’s
mean or standard deviation, this would necessitate an expan-
sion of the instrument’s normative sample to reflect more
accurately the expanded population’s scale parameters. This
was one of the primary considerations that led to the collection
of new normative data for the MMPI and publication of the
MMPI-2 (Butcher et al., 1989). Similarly, as the test’s use has
expanded beyond the United States to other countries, cultures,
and languages, researchers throughout the world have col-
lected new normative data for MMPI and later MMPI-2 appli-
cation in an ever-increasing number of countries (c.f., Butcher,
1996; Butcher & Pancheri, 1976).

The effects of expanding an SRI’s target population on
normative data adequacy should not be confused with ques-
tions about an instrument’s validity across population seg-
ments, although frequently these very separate concerns are
confounded in the literature. Ensuring that various population
segments are represented adequately in an SRI’s normative
sample is not sufficient to guarantee that the test is as valid an
indicator of its target psychological constructs in the new seg-
ment as it was in the original. To the extent that an instru-
ment’s interpretation is predicated on an SRI’s empirical
correlates, its construct validity, or the combination of the two
(as discussed earlier), its application to the expanded popula-
tion is predicated on the assumption that these test attributes
apply comparably to the new population segment.

General Population Versus Population Subsegment Norms

A final consideration in evaluating normative data adequacy
is whether an SRI’s standard scores are derived from general
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or more narrowly defined and specific normative samples.
When a general population normative sample is used, the
same set of standard scores is applied regardless of the assess-
ment setting or the individual’s membership in any specific
population subsegments. Thus, for example, the MMPI-2
has just one set of standard scores generated based on a nor-
mative sample designed to represent the general U.S. popula-
tion. The same set of standard scores is used regardless of
where the test is applied.

A more recently developed SRI, the Personality Assess-
ment Inventory (PAI; Morey, 1991) provides two sets of
norms for its scales, based on a sample of community-
dwelling adults and a clinical sample. Morey (1991) explains
that clinical norms are designed to assist the interpreter in
tasks such as diagnosis:

For example, nearly all patients report depression at their initial
evaluation; the question confronting the clinician considering a
diagnosis of major depression is one of relative severity of symp-
tomatology. That a patient’s score on the PAI DEP [Depression]
scale is elevated in comparison to the standardization sample is
of value, but a comparison of the elevation relative to a clinical
population may be more critical in formulating diagnostic
hypotheses. (p. 11)

The ability to know how an individual compares with others
known to have significant psychological problems may in-
deed contribute useful information to test interpretation. How-
ever, this particular approach to generating such information
has a significant drawback. If, using Morey’s example, nearly
all members of a clinical reference sample report depression
when their normative data are collected, then a typical patient
experiencing significant problems with depression will pro-
duce a nondeviant score on the instrument’s clinically re-
ferenced depression measure, thus obscuring depression’s
prominence in the presenting clinical picture.

A similar problem results when SRI scales are normed
based on other narrowly defined, setting-specific population
segments. For example, Roberts, Thompson, and Johnson
(1999) developed several additional sets of PAI norms for use
in assessing applicants for public safety positions. The addi-
tional reference samples were all made up of public safety job
applicants. A feature common among individuals undergoing
evaluations for possible employment in public safety posi-
tions is the tendency to deny or minimize any behavioral and
emotional problems that they believe may cast them in a neg-
ative light and reduce the likelihood that they will be offered
the position they seek. As a result, most individuals tested
under these circumstances tend to score higher than the gen-
eral population on defensive test-taking measures. Deviant
scores on defensiveness scales alert the interpreter that the test

taker is probably minimizing or denying such problems. How-
ever, when compared with other individuals tested under sim-
ilar circumstances, public safety position applicants produce
nondeviant scores on defensiveness measures when they are
in fact approaching the assessment with a defensive attitude.
Here, too, narrowly defined norms may obscure an important
feature (defensiveness) of a test taker.

Threats to SRI Protocol Validity

The impact of test-taking approaches on SRIs has long been
the focus of heated debate. As reviewed earlier in this chapter,
early SRI critics (e.g., Allport, 1937; Ellis, 1946) cited their
vulnerability to intentional and unintentional distortion by
the test taker as SRIs’ primary, inherent limitation. The basic
concern here is that, even if he or she is responding to a psy-
chometrically sound SRI, an individual test taker may, for a
variety of reasons, approach the assessment in a manner that
compromises the instrument’s ability to gauge accurately his
or her standing on the construct(s) of interest. In such cases, a
psychometrically valid test may yield invalid results.

Use of the term validity to refer to both a test’s psychome-
tric properties and an individual’s test scores can be confus-
ing. A distinction should be drawn between instrument
validity and protocol validity. Instrument validity refers to a
test’s psychometric properties and is typically characterized
in terms of content, criterion, and construct validity. Protocol
validity refers to the results of an individual test administra-
tion. Use of the term validity to refer to these two very differ-
ent aspects of SRI assessment is unfortunate, but sufficiently
well grounded in practice that introduction of new terminol-
ogy at this point is unlikely to succeed.

A need to distinguish between psychometric and protocol
validity has been highlighted in a debate regarding the widely
studied NEO Personality Inventory-Revised (NEO-PI-R).
Responding to suggestions by Costa and McCrae (1992a; the
NEO-PI-R developers) that practioners use this test in clini-
cal assessment, Ben-Porath and Waller (1992) expressed the
concern (among others) that the absence of protocol validity
indicators on the NEO-PI-R may limit the instrument’s clini-
cal utility. Costa and McCrae (1992b) responded that validity
scales were unnecessary, in part because evidence has shown
that test scores may be psychometrically valid even in in-
stances in which validity indicators showed evidence of lim-
ited protocol validity.

Most recently, Piedmont, McCrae, Riemann, andAngleitner
(2000) sought to demonstrate this point by showing that scores
on an SRI’s validity scales (designed to assess protocol validity)
were unrelated to the NEO-PI-R’s psychometric validity. How-
ever, their analyses were based on data generated by research
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volunteers who completed the instruments anonymously. Thus,
unlike respondents in most clinical assessment settings, these
research volunteers had nothing at stake when responding to the
NEO-PI-R. In contrast, as reviewed next, test takers in clinical
settings may be motivated by various factors to present them-
selves in a particular manner. Moreover, psychometric validity
in this and similar studies was established based on statistical
analyses of group data, whereas protocol validity pertains to in-
dividual test results. If, for example, one of the participants in
such a study marked his or her answer sheet randomly, without
actually reading the SRI items, his or her resulting scale scores
are completely invalid and uninterpretable, regardless of how
others in the sample responded.

Consideration of protocol validity is one aspect of SRI-
based assessment in which users are able to take an individ-
ualized perspective on a generally normative enterprise.
Allport (1937) distinguished between idiographic (individual-
ized) and nomothetic (generalized) approaches to personality
research and assessment. Drawing an analogy to the diagnos-
tic process in medicine, he noted that the two approaches are
not mutually exclusive. Rather, a combined idiographic-
nomothetic approach is likely to yield the optimal perspective
on diagnosis and assessment. Consideration of protocol valid-
ity offers an important window into idiographic aspects of
SRI-based assessment.

In sum, instrument validity is necessary but insufficient to
guarantee protocol validity. Although it sets the upper limit
on protocol validity, information regarding instrument valid-
ity does not address a critical question that is at issue in every
clinical assessment: Is there anything about an individual’s
approach to a particular assessment that might compromise
its user’s ability to interpret an SRI’s scores? To answer this
question, users must be aware of various threats to protocol
validity.

Types of Threats to Protocol Validity

Threats to SRI protocol validity need to be considered in each
SRI application because of their potential to distort the re-
sulting test scores. This information can be used in two im-
portant ways. First, knowledge of threats to protocol validity
makes it possible for test users to attempt to prevent or mini-
mize their occurrence. Second, it makes it possible to antici-
pate invalid responding’s potential impact on the resulting
test scores and, on the basis of this information, provide ap-
propriate caveats in test interpretation. Such statements may
range from a call for caution in assuming that an interpreta-
tion will likely reflect accurately the individual’s standing
on the construct(s) of interest to an unambiguous declaration
that protocol validity has been compromised to a degree that

makes it impossible to draw any valid inferences about the
test taker from the resulting SRI scale scores.

Threats to protocol validity fall broadly into two cate-
gories that reflect test item content’s role in the invalid re-
sponding. Important distinctions can be made within each of
these categories as well. Table 24.1 provides a list of the var-
ious non-content- and content-based threats to protocol valid-
ity identified in this chapter.

Non-Content-Based Invalid Responding. Non-content-
based invalid responding occurs when the test taker’s answers
to an SRI are not based on an accurate reading, processing, and
comprehension of the test items. Its deleterious effects on pro-
tocol validity are obvious: To the extent that a test taker’s re-
sponses do not reflect his or her actual reactions to an SRI’s
items, then those responses cannot possibly gauge the individ-
ual’s standing on the construct of interest. This invalidating
test-taking approach can be divided further into three modes:
nonresponding, random responding, and fixed responding.

Nonresponding occurs when the test taker fails to provide
a usable response to an SRI item. Typically, this takes the
form of failing to provide any response to an SRI item, but it
may also occur if the test taker provides more than one re-
sponse to an item. Nonresponding may occur for a variety of
reasons. Test takers who are uncooperative or defensive may
fail to respond to a large number of an SRI’s items. Less in-
sidious reasons why individuals may fail to respond appropri-
ately to a SRI may include an inability to read or understand
its items, cognitive functioning deficits that result in confu-
sion or obsessiveness, or limits in the test taker’s capacity for
introspection and insight.

Nonresponding’s effect on protocol validity depends, in
part, on the SRI’s response format. In tests that use a “true”
“false” response format, a nonresponse is treated typically as
a response in the nonkeyed direction. In SRIs with a Likert
scale response format, a nonresponse typically receives the

TABLE 24.1 Threats to Self-Report Inventory Protocol Validity

Non-content-based invalid responding
Nonresponding
Random responding

Intentional random responding
Unintentional random responding

Fixed responding
Content-based invalid responding

Overreporting
Intentional overreporting

Exaggeration versus fabrication
Unintentional overreporting (negative emotionality)

Underreporting
Intentional underreporting

Minimization versus denial
Unintentional underreporting (social desirability)
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value zero. These ipso facto scores can by no means be as-
sumed to provide a reasonable approximation of how the re-
spondent would have answered had he or she chosen or been
able to do so. Therefore, to the extent that nonresponding
occurs in a given SRI protocol, this will distort the resulting
test scores. For example, in a true/false response format a
respondent’s failure to respond appropriately to a large num-
ber of items will result in artificial deflation of his or her scores
on the instrument’s scales, which, if not identified and consid-
ered in scale score interpretation, may result in underestima-
tion of the individual’s standing on the constructs measured by
the affected scales.

Random responding is a test-taking approach character-
ized by an unsystematic response pattern that is not based on
an accurate reading, processing, and understanding of an
SRI’s items. It is not a dichotomous phenomenon, meaning
that random responding may be present to varying degrees
in a given test protocol. Two types of random responding
can be distinguished. Intentional random responding occurs
when the individual has the capacity to respond relevantly to
an SRI’s items but chooses instead to respond irrelevantly in
an unsystematic manner. An uncooperative test taker who is
unwilling to participate meaningfully in an assessment may
engage in intentional random responding rather than becom-
ing embroiled in a confrontation with the examiner over his
or her refusal to participate. In this example, the test taker
provides answers to an SRI’s items without pausing to read
and consider them. He or she may do this throughout the test
protocol or at various points along the way in responding to
an SRI’s items. 

Unintentional random responding occurs when the individ-
ual lacks the capacity to respond relevantly to an SRI’s items,
but, rather than refraining from giving any response to the
items, he or she responds without having an accurate under-
standing of the test items. Often these individuals are not aware
that they lack this capacity and have failed to understand and
respond relevantly to an SRI’s items.

Several factors may lead to unintentional random respond-
ing. Reading difficulties may compromise the test taker’s abil-
ity to respond relevantly to an SRI’s items. Most current SRIs
require anywhere from a fourth- to a sixth-grade reading level
for the test taker to be able to read, comprehend, and respond
relevantly to the items. Regrettably, this is not synonymous
with having completed four to six years of education. Some
high school graduates cannot read at the fourth grade level. If
the examiner has doubts about a test taker’s reading ability, a
standardized reading test should be administered to determine
his or her reading level. For individuals who do not have
the requisite reading skills, it may still be possible to adminis-
ter the test if the problem is strictly one of literacy rather than

language comprehension. In such cases, an SRI’s items can
be administered orally, preferably using standard stimulus
materials such as an audiotaped reading of the test items.

Comprehension deficits can also lead to random respond-
ing. In this case the individual may actually be able to
read the test items but does not have the necessary lan-
guage comprehension skills to process and understand them.
This could be a product of low verbal abilities. In other in-
stances, comprehension deficits may be found in those lack-
ing familiarity with English language nuances, for example,
among individuals for whom English is not their primary
language.

Unintentional random responding can also result from
confusion and thought disorganization. In some instances,
these types of difficulties may have prompted the assessment
and SRI administration. Whereas reading and comprehension
difficulties tend to be relatively stable test-taker characteris-
tics that will probably compromise protocol validity regard-
less of when an SRI is administered, confusion and thought
disorganization are often (although not always) transitory
conditions. If and when the individual’s sensorium clears, she
or he may be able to retake an SRI and provide valid re-
sponses to its items.

Finally, random responding may result from response
recording errors. Many SRIs are administered by having the
respondent read a set of items from a booklet and record
the responses on a separate answer sheet. If the respondent
marks his or her answer to an SRI’s items in the wrong loca-
tion on an answer sheet, he or she is essentially providing
random responses. This could result from the test taker’s
missing just one item on the answer sheet or from an overall
careless approach to response recording.

Fixed responding is a non-content-based invalidating test-
taking approach characterized by a systematic response pattern
that is not based on an accurate reading, processing, and under-
standing of an SRI’s items. In contrast to random responding,
here the test taker provides the same non-content- based re-
sponses to SRI items. If responding to a true/false format SRI,
the test taker indiscriminately marks many of the test items ei-
ther “true” or “false.” Note that if the test taker provides both
“true” and “false” responses indiscriminately, then he or she is
engaging in random responding. In fixed responding the indis-
criminant responses are predominantly either “true” or “false.”
In fixed responding on a Likert scale, the test taker marks items
at the same level on the Likert rating scale without properly
considering their content. Like nonresponding and random re-
sponding, fixed responding is a matter of degree rather than a
dichotomous all-or-none phenomenon.

Unlike nonresponding and random responding, fixed
responding has received a great deal of attention in the
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SRI-based assessment literature. Jackson and Messick (1962)
sparked this discussion when they proposed that much (if not
all) of the variance in MMPI scale scores was attributable to
two response styles, termed acquiescence and social desir-
ability. Acquiescence was defined as a tendency to respond
“true” to MMPI items without consideration of their content.
This type of non-content-based responding is labeled fixed
responding in this chapter.

A detailed examination of Jackson and Messick’s argu-
ments and the data they analyzed in its support is beyond the
scope of this chapter. Essentially, Jackson and Messick factor
analyzed MMPI scale scores in a broad range of samples and
found recurrently that two factors accounted for much of the
variance in these scores. They attributed variance on these
factors to two response styles, acquiescence and social desir-
ability, and cautioned that MMPI scale scores appear primar-
ily to reflect individual differences on these nonsubstantive
dimensions. They suggested that MMPI scales were par-
ticularly vulnerable to the effects of acquiescence and its
counterpart, counteracquiescence (a tendency to respond
“false” to self-report items without consideration of their
content), because their scoring keys were unbalanced. That
is, for some MMPI scales many, if not most, of the items were
keyed “true,” whereas on other scales most of the items were
keyed “false.”

In an extensive and sophisticated series of analyses, Block
(1965) demonstrated that the two primary MMPI factors
reflected substantive personality dimensions rather than styl-
istic response tendencies. With regard specifically to acqui-
escence, he showed that completely balanced MMPI scales
(i.e., ones with equal numbers of “true” and “false” keyed
items) yielded the same factor structure that Jackson and
Messick (1962) attributed to the effect of response styles. He
showed further that the so-called acquiescence factor was
correlated with substantive aspects of personality function-
ing. Block (1965) labeled this factor ego control and demon-
strated that its association with extratest data was unchanged
as a function of whether it was measured with balanced or
unbalanced scales.

It is important to note that Block’s analyses did not indi-
cate that acquiescence is never a problem in SRI-based as-
sessment. In the relatively rare instances when they occur,
acquiescence and counteracquiescence can indeed jeopardize
protocol validity. In the most extreme case of acquiescence, if
a respondent answers “true” to all of a scale’s items without
reference to their content, his or her score on that scale is ob-
viously invalid. In addition, use of a Likert scale format does
not obviate the potential effects of this response style, be-
cause with this format, as well, it is possible for test takers to
provide a fixed response that is independent of item content.

Block’s compelling demonstration notwithstanding,
Jackson and Messick and their followers continued to advo-
cate the response style position and argue that acquiescence
represented a serious challenge to MMPI use and interpreta-
tion. Most recently, Helmes and Reddon (1993) revisited this
issue and criticized the MMPI and MMPI-2 (among other
things) for their continued susceptibility to the effects of
acquiescence. These authors again identified the test’s unbal-
anced scoring keys as a primary reason for its susceptibility
to acquiescence. In constructing his own SRI, the Basic Per-
sonality Inventory (BPI), Jackson (1989) indeed adopted the
balanced scoring key solution for its scales, each of which is
made up of 20 items, half keyed “true” and the others keyed
“false.” However, balanced scoring keys actually provide no
protection whatsoever against the protocol invalidating ef-
fects of fixed responding. Consider the hypothetical example
just mentioned, in which a test taker responds “true” to all
20 BPI scale items without actually referring to their content.
The only effect a balanced key might have in this instance
might be to instill a false sense of security in the test inter-
preter that the scale is not susceptible to the protocol invali-
dating effects of acquiescence, when, in fact, it is.

In summary, although fixed responding does not pose as
broad a threat to protocol validity as Jackson and Messick
would argue, in cases in which a test taker uses this response
style extensively, the resulting SRI scale scores will be in-
valid and uninterpretable. Constructing scales with balanced
keys or Likert scale response formats does not make an SRI
less susceptible to this threat to protocol validity. Self-report
inventory users need to determine in each instance that a test
is used whether, to what extent, and with what impact fixed
responding may have compromised protocol validity. This
requires that the SRIs include measures of fixed responding.

Content-Based Invalid Responding. Content-based in-
valid responding occurs when the test taker skews his or her
answers to SRI items and, as a result, creates a misleading im-
pression. This test-taking approach falls broadly into two
classes that have been discussed under various labels in the lit-
erature. The first of these has been termed alternatively over-
reporting, faking bad, and malingering. The second type of
content-based invalid responding has been labeled underre-
porting, faking good, and positive malingering. In this chap-
ter, they will be discussed under the more neutral labels of
over- and underreporting.

Overreporting occurs when, in responding to an SRI, a test
taker describes him- or herself as having more serious difficul-
ties, a greater number of them, or both than he or she actually
has. Underlying this definition is the hypothetical notion that if
a completely objective measure of psychological functioning
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was available, the overreporter’s subjective self-report would
indicate greater dysfunction than does the objective indicator.
Two non–mutually exclusive types of overreporting can be dis-
tinguished. Intentional overreporting occurs when the individ-
ual knowingly skews his or her self-report. This test taker is
typically motivated by some instrumental gain and thus fits the
DSM-IV definition of malingering (APA, 2000). The label
faking bad also carries with it a connotation of volitional
distortion and similarly falls under the category of intentional
overreporting.

It is important to note that intentional overreporting is not
in itself an indication that psychopathology is absent. That is to
say, if an individual intentionally overreports in responding to
a SRI, that, in itself, does not indicate that he or she is actually
free of bona fide psychological dysfunction. It is, in fact, pos-
sible for someone who has genuine psychological difficulties
to amplify their extent or significance when responding to SRI
items. On the other hand, some people who intentionally over-
report in response to an SRI actually have no problems. The
distinction here is between exaggeration and fabrication of
difficulties. Both forms of intentional overreporting fall under
the DSM-IV definition of malingering: “the intentional pro-
duction of false or grossly exaggerated physical or psycholog-
ical symptoms, motivated by external incentives such as
avoiding military duty, avoiding work, obtaining financial
compensation, evading criminal prosecution, or obtaining
drugs” (APA, 2000, p. 739). In practice, distinguishing be-
tween exaggeration and fabrication in SRI protocol validity
determination is quite challenging.

In unintentional overreporting, the test taker is unaware
that she or he is deviating from a hypothetically objective
self-description and describing her- or himself in an overly
negative manner. Here, it is the test taker’s self-concept that
is skewed. Individuals who engage in this test-taking ap-
proach believe mistakenly that they are providing an accurate
self-description when in fact they are overreporting their
difficulties.

Tellegen (1985) has described a primary personality trait,
negative emotionality, which predisposes individuals to per-
ceive their environment as more threatening than it is in reality,
and themselves as having greater subjective difficulty func-
tioning than they actually have. Individuals high in negative
emotionality do indeed experience psychological dysfunction;
however, they overestimate, and as a result, overreport its ex-
tent and significance. As a consequence, they produce deviant
scores on SRIs that confound genuine with unintentionally
overreported dysfunction.

Demonstrating and evaluating the extent of the confound
between genuine and unintentionally overreported psycholog-
ical dysfunction is quite challenging because of the inherent

difficulty in obtaining objective indicators of functioning. Just
about any effort to derive an objective measure of psychologi-
cal functioning relies, at least to some extent, on self-report or
self-presentation. Structured diagnostic interviews and even
informant reports are influenced by how an individual re-
sponds to specific interview questions (asked in person by an
interviewer rather than impersonally by a questionnaire) or
the impression a person creates on others who are asked to
describe her or his psychological functioning.

Watson and Pennebaker (1989) provided a compelling
illustration of this phenomenon by focusing on the role nega-
tive emotionality plays in assessing physical functioning.
Unlike psychological functioning, in assessing physical
health it is possible to obtain objective indicators of dysfunc-
tion that are independent of self-report. These investigators
examined the relation between self-reported negative emo-
tionality, self-reported health complaints, and objectively
derived physical functioning indicators (e.g., fitness and
lifestyle variables; frequency of illness; health-related visits
or absences; objective evidence of risk, dysfunction, or
pathology; and overall mortality). They found a consistent
correlation between negative emotionality and self-reported
health problems, but little or no correlation between self-
reported negative emotionality and objective health indica-
tors. The unintentional overreporting associated with negative
emotionality accounted almost entirely for its relation with
physical health complaints, leading the investigators to con-
clude that there was little or no association between this
construct and actual physical health.

Negative emotionality’s role in assessing mental health
and personality functioning is more complex. People high
in negative emotionality are genuinely psychologically dis-
tressed, and their difficulties are often manifested in multiple
areas of psychological dysfunction. In diagnostic terms, this
results in substantial levels of psychopathology comorbidity.
Mineka, Watson, and Clark (1998) reported, for example, that
anxiety and mood disorders have approximately a 50% rate
of co-occurrence. Similar levels of comorbidity have been
reported among other Axis I diagnostic categories, among
Axis II diagnoses, and across Axis I and Axis II. Although
diagnostic comorbidity is real, unintentional overreporting
associated with negative emotionality probably inflates esti-
mates of its extent. In SRI measures of personality and psy-
chopathology, this inflation has the effect of yielding deviant
scores on multiple scales. It also results in phenotypic corre-
lations among SRI scales that overestimate the actual correla-
tions among the latent constructs they are designed to
measure. When correlations among SRI scales are factor ana-
lyzed, they yield typically one very strong general factor that
represents both the genuine psychological sequela of negative
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emotionality (i.e., true phenotypic comorbidity) and the con-
founding effects of unintentional overreporting.

In summary, overreporting in response to SRI items re-
sults in scale scores that overestimate the extent or signifi-
cance of psychological problems the respondent experiences.
If overreporting is suspected, the test interpreter is confronted
with the challenge of determining whether, and to what ex-
tent, it might involve intentional distortion versus manifesta-
tions of negative emotionality and, if it is intentional, whether
it involves fabrication or exaggeration of problems. More-
over, these threats to protocol validity are not mutually ex-
clusive, and the interpreter needs to consider the possibility
that some or all may be manifested in a given protocol.

Underreporting occurs when in responding to an SRI a test
taker describes him- or herself as having less serious difficul-
ties, a smaller number of difficulties, or both than he or she
actually has. To refer back to the hypothetical objective func-
tioning indicator, in underreporting the individual’s self-
report reflects better functioning than would be indicated by
an objective assessment. Here, too, a distinction may be
drawn between intentional and unintentional underreport-
ing. In intentional underreporting, the individual knowingly
denies or minimizes the extent of his or her psychological
difficulties or negative characteristics. As a result, the individ-
ual’s SRI scale scores underestimate his or her level of dys-
function. Differentiation between denial and minimization is
important but complex. The distinction here is between an in-
dividual who blatantly denies problems that she or he knows
exist and one who may acknowledge some difficulties or neg-
ative characteristics but minimizes their impact or extent.

Unintentional underreporting occurs when the individual
unknowingly denies or minimizes the extent of his or her
psychological difficulties or negative characteristics. Here,
too, objective and subjective indicators of psychological
functioning would be at odds; however, in unintentional un-
derreporting this discrepancy results from the individual’s
self-misperception rather than an intentional effort to pro-
duce misleading test results.

Much of the discussion of this topic in the assessment
literature has appeared under the label social desirability.
Edwards (1957) defined social desirability as “the tendency
of subjects to attribute to themselves, in self-description, per-
sonality statements with socially desirable scale values and to
reject those socially undesirable scale values” (p. vi). As was
the case with acquiescence (discussed earlier), social desir-
ability was proposed as a response style, “an organized dis-
position within individuals to respond in a consistent manner
across a variety of substantive domains” (Wiggins, 1973).
Edwards (1970) differentiated between social desirability
and what he called “impression management,” a deliberate

attempt to lie or dissimulate for ulterior motives, that is, in-
tentional underreporting as defined in this chapter. Thus, as
conceptualized by Edwards (1957, 1970), social desirability
was a form of unintentional underreporting in response to
SRI items.

Edwards (1957) argued that much of the variance in
MMPI scale scores could be attributed to social desirability.
He based this conclusion on research he did with an MMPI
scale he constructed and labeled social desirability. The scale
was made up of 39 items that 10 judges unanimously deemed
to reflect highly desirable self-statements. Edwards (1957,
1970) reported that this scale was correlated highly with most
MMPI scales in general, and the strong, omnipotent first fac-
tor that emerged from factor analyses of MMPI scale scores.
He concluded that MMPI scale scores were thus hopelessly
confounded with the social desirability response style and,
therefore, could not be used to identify meaningful (rather
than stylistic) individual differences.

As was the case with Jackson and Messick’s (1962) argu-
ment regarding acquiescence (see the discussion of fixed re-
sponding), Block (1965) provided a definitive refutation of
Edwards’s (1957) social desirability critique. Block demon-
strated that Edwards’s social desirability scale was in fact a
marker of a substantive personality dimension he termed ego
resiliency. Following the earlier work of Wiggins (1959),
Block  developed an ego resiliency–free measure of social
desirability and found much lower levels of overlap with
substantive MMPI scale scores than Edwards reported for his
social desirability scale. Moreover, Block  demonstrated that
both a social-desirability-independent ego resiliency scale he
constructed and Edwards’s social desirability scales were
correlated with meaningful non-MMPI variables that re-
flected substantive individual differences.

Commenting on Edwards’s (1957) claim that the MMPI
scales were hopelessly confounded with social desirability,
Block (1965) observed:

Confounding is a blade that, if held too tightly, will cut its
wielder. With the same logic advanced for social desirability as
underlying MMPI scales, one can argue that the [first] factor of
the MMPI represents a personality dimension that is vital to un-
derstanding the SD scale. Many of the MMPI scales have empir-
ical origins and demonstrable validity in separating appropriate
criterion groups. The high correlations found between these
scales and the SD measure therefore plausibly suggest—not an
artifact or naiveté in the construction of the earlier scales—but
rather that the SD scale, wittingly or not, is an excellent measure
of some important variable of personality. (pp. 69–70)

When we reflect on the methods Edwards (1957) used to
construct his social desirability scale, the resulting confound
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is readily understood. Stated simply, psychopathology is un-
desirable. Ask a group of persons to identify SRI items that
reflect undesirable characteristics, and, if they are included in
the pool, participants will undoubtedly generate a list of
items describing negative psychological characteristics.
Edwards’s assumption that individuals’ responses to such
items reflect a substantively meaningless response style
proved subsequently to be unwarranted and was refuted by
Block’s (1965) analyses. Nonetheless, Edwards and some
followers continued to raise these arguments. For example,
relying (like Edwards) on scales that reflected desirability
judgments, Jackson, Fraboni, and Helmes (1997) criticized
the MMPI-2 Content Scales (Butcher et al., 1990) for being
highly saturated with social desirability. As Edwards failed to
do before them, these authors did not explain how scales that
they concluded were highly saturated with irrelevant stylistic
variance could account significantly for a wide range of ex-
tratest personality and psychopathology variables (Butcher
et al., 1990).

Implications of Threats to Protocol Validity

The issues discussed and highlighted in this section illustrate
the crucial role played by respondents’ test-taking approaches
in determining the interpretability of SRI scale scores.
Allport (1937) and Ellis (1946) foresaw accurately that re-
liance on an individual’s willingness and ability to generate
an accurate self-portrayal when responding to test items was
the among the greatest challenges facing SRI developers and
users. Subsequent decades of research and practice have illu-
minated a host of threats to protocol validity ( just described),
all manifestations of the kinds of concerns identified early on
by Allport and Ellis. Self-report inventory developers have
responded to these threats in various ways, ranging from the
development of validity scales, SRI measures designed to as-
sess and, in some instances, correct for the effects of protocol
invalidating test-taking approaches (e.g., the MMPI-2 valid-
ity scales; Butcher et al., 2001), to declaration and attempts to
demonstrate that these threats do not really amount to much
(Costa & McCrae, 1992a; Piedmont et al., 2000) and the con-
sequent decision not to include validity scales on some in-
struments (e.g., the NEO-PI-R; Costa & McCrae, 1992c).

Commenting on the then-prevalent paucity of efforts by
SRI developers to address threats to protocol validity, Meehl
and Hathaway (1946) observed:

It is almost as though we inventory-makers were afraid to say too
much about the problem because we had no effective solution for
it, but it was too obvious a fact to be ignored so it was met by
a polite nod. Meanwhile the scores obtained are subjected to

varied “precise” statistical manipulations which impel the stu-
dent of behavior to wonder whether it is not the aim of the per-
sonality testers to get as far away from any unsanitary contact
with the organism as possible. Part of this trend no doubt reflects
the lack of clinical experiences of some psychologists who con-
cern themselves with personality testing . . . . (p. 526)

Acting on this concern, Hathaway and McKinley incorpo-
rated two validity scales, L and F, in their original MMPI
development efforts. The MMPI was not the first SRI to make
validity scales available to its users. Cady (1923) modified
the Woodworth Psychoneurotic Inventory (derived from of the
original Personal Data Sheet) to assess juvenile incorrigibility
and incorporated negatively worded repeated items in the re-
vised inventory to examine respondents’ “reliability.” Maller
(1932) included items in his Character Sketches measure de-
signed to assess respondents’ “readiness to confide.” Humm
and Wadsworth (1935), developers of the Humm-Wadworth
Temperament Scales, incorporated scales designed to identify
defensive responding to their SRI. Ruch (1942) developed an
“honesty key” for theBPI, the most widely used SRI prior to
the MMPI.

Hathaway and McKinley’s inclusion of validity scales on
the original MMPI was thus consistent with growing recog-
nition among SRI developers of the need to incorporate for-
mal means for assessing and attempting to correct for threats
to protocol validity. In describing their efforts to develop
and apply the MMPI K scale and K-correction, Meehl and
Hathaway (1946) articulated the conceptual and empirical
underpinnings of MMPI approaches to assessing threats to
protocol validity. As MMPI use and research proliferated
throughout the latter part of the twentieth century, Hathaway,
McKinley, and Meehl’s emphasis on assessing threats to
protocol validity was continued through efforts to develop a
variety of additional MMPI and MMPI-2 validity scales. Fol-
lowing in this tradition, most (but not all) modern SRIs in-
clude measures designed to provide information regarding
threats to protocol validity.

FUTURE DIRECTIONS FOR SELF-REPORT
INVENTORY RESEARCH

Self-report measures play a vital role in personality and psy-
chopathology assessment. Self-report inventories are used
commonly and routinely in various applied assessment tasks,
and they have been the focus of thousands of empirical in-
vestigations. Considerable progress was made in developing
this technology over the course of the twentieth century, and
many of the concerns identified early on by Allport (1937)
and Ellis (1946) have been addressed in modern self-report
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measures. Three primary aspects of SRI-based assessment
were reviewed and analyzed in this chapter: approaches to
SRI scale score interpretation, standard score derivation for
SRIs, and threats to protocol validity. As discussed earlier,
modern SRIs offer a variety of solutions to the challenges
posed in each of these areas. However, this review has also
pointed out needs for further research-based refinement in
each of these aspects of SRI-based assessment. The final part
of this chapter highlights needs and directions for further re-
search in SRI-based approaches to assessing personality and
psychopathology.

Approaches to SRI Scale Score Interpretation

Two primary approaches to SRI scale score interpretation, em-
pirically grounded and content-based, were identified in this re-
view. Not surprisingly, much of the research in this area has
focused on empirically grounded SRI scale score interpreta-
tion. This is understandable because, by definition, empiri-
cally grounded interpretation is research-dependent. However,
content-based interpretation can and should be subjected to rig-
orous empirical scrutiny. Specifically, research is needed to
examine the validity of content-based SRI scale score interpre-
tation. Such investigations should explore the content validity
of content-based measures (i.e., the extent to which they ade-
quately canvass the relevant content domain) and the criterion
and ultimately construct validity of content-based interpreta-
tion. Moreover, as detailed earlier, content-based and empiri-
cally grounded approaches are not mutually exclusive, and
research is needed to guide SRI users regarding optimal ways
to combine them in scale score interpretation.

Several aspects of empirically grounded SRI scale score in-
terpretation also require further elaboration. As reviewed pre-
viously, empirically keyed interpretation has garnered limited
support in the SRI literature to date. It is unclear whether this
is a product of limitations inherent in the external approach to
SRI scale construction, in which case further efforts at devel-
oping empirically keyed interpretative approaches should be
abandoned, or whether the problem rests more in deficiencies
of previous efforts at external scale construction that attenu-
ated the validity of their products. There has been no extensive
effort at external scale construction since the original MMPI
clinical scales were developed. Considerable progress has
since been made in other approaches to diagnostic classifica-
tion (e.g., development of structured diagnostic interviews)
and in the methodologies and technology available to test con-
structors. It is possible (if not likely) that a comprehensive
effort to develop SRI scales keyed to differentiate empirically
between reliably (with the aid of structured diagnostic inter-
views) diagnosed classes of individuals will yield diagnostic

indicators that are more valid than the original MMPI clinical
scales.

As noted previously, most empirically grounded SRI scale
score interpretation has followed the empirical correlate ap-
proach. Much of the research in this area has focused on
the direct, simple inference level afforded by knowledge of a
scale score’s criterion validity. Limited attention has been
paid in this literature to an issue that receives prominent at-
tention in the industrial/organizational (I/O) assessment liter-
ature, the question of validity generalization: Under what
circumstances are empirical correlates identified in one set-
ting likely to apply to others? Following the seminal work of
I/O researchers Schmidt and Hunter (1977), I /O psycholo-
gists have developed various techniques to appraise validity
generalization for their assessment instruments. In light of
the particularly prominent role of criterion validity in SRI-
based assessment of personality and psychopathology, simi-
lar research in this area is clearly needed.

Configural interpretation (examination of patterns among
SRI scale scores; as distinguished from linear interpreta-
tion, which involves independent consideration of SRI scale
scores) is another aspect of criterion-validity-based SRI appli-
cation requiring further examination. As discussed earlier, the
primary assumption underlying configural interpretation (that
there is something about the pattern of scores on a set of SRI
scales that is not captured when they are interpreted linearly)
has seldom been tested empirically. Moreover, in the rare
cases in which it has been tested, configural interpretation has
not demonstrated incremental validity in reference to linear
approaches. Configural approaches may improve upon linear
interpretation either by enhancing the scales’ convergent va-
lidity or by sharpening their discriminant validity. Research is
needed to evaluate the extent to which configural interpreta-
tion adds (beyond linear interpretation) to either or both.

Finally, with respect to scale score interpretation, research
has yet to mine adequately the prospects of construct validity.
As a result, SRI users are unable to rely on construct valid-
ity adequately as an interpretive source. Most empirically
grounded SRI scale score interpretation is guided by the sim-
ple, direct inference level afforded by criterion validity data.
Concurrent with the move in psychiatry toward a descriptive,
atheoretical nosology, research on clinical applications of
SRIs has similarly focused narrowly on their scales’ criterion
validity. Cronbach and Meehl’s (1955) admonition that psy-
chological tests be used to identify and elucidate the nature of
major constructs, and that the resulting enhancement in our
understanding of these constructs guide our interpretation of
test scores, has not been followed. We remain largely inca-
pable of interpreting SRI scale scores in the context of theo-
retically grounded nomological networks.
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A potential exception to this trend is the five-factor model
(FFM) of personality, which focuses on five core personality
traits: extraversion, agreeableness, conscientiousness, neuroti-
cism, and openness/intellect. Although not without its critics
(e.g., Block, 1995; Loevinger, 1994), this product of the normal
personality assessment literature has generated an empirical lit-
erature base that can be used to elucidate a rich, theoretically
grounded nomological network associated with its five core
constructs (e.g., John & Srivastava, 1999). Unfortunately,
efforts to date to apply this rich framework to clinical assess-
ment tasks have met with limited success. These difficulties,
however, appear largely to be a product of limitations in tests
designed to measure the FFM (e.g., questions about the clinical
utility of the NEO-PI-R related to its authors’ decision not to
measure potential threats to protocol validity; Costa & McCrae,
1992c). Alternative conceptualizations (e.g., Harkness and
McNulty’s PSY-5 model; 1994), developed from the clinical
rather than normal personality perspective, may ultimately
prove more fruitful. In any event, enhancing SRI interpreters’
ability to rely on their construct validity should be a major goal
of further research efforts in this area.

Standard Score Derivation for SRIs

Two primary needs for further research exist with respect to
standard score derivation for SRIs. First, as reviewed earlier,
various problems in normative sampling may result in over- or
underestimation of an individual’s standing on SRI-measured
constructs. Current and future SRIs need to be scrutinized
carefully to determine whether, and to what extent, the sys-
tematic sampling errors, population changes, and application
changes described previously might compromise their norma-
tive samples’ adequacy.

A second aspect of standard score derivation for SRIs that
should be the focus of further research efforts relates to the
advisability and feasibility of using special norms when ap-
plying SRIs to specific subpopulations or setting types. Some
approaches to incorporating population subsegment informa-
tion in SRI scale score interpretation involve developing sep-
arate norms for use in these applications (e.g., Roberts et al.’s
approach to using the PAI in public safety personnel screen-
ing; 1999). However, as discussed earlier, use of so-called
special norms may obscure features shared commonly by
members of a population subsegment or by individuals tested
under similar circumstances (e.g., defensiveness among indi-
viduals being screened for public safety positions or depres-
sion in people tested in clinical settings).

An alternative method for considering how an individual’s
SRI scale scores compare with those of population subseg-
ments is to provide interpreters data on group members’
means and standard deviations on the relevant scales. Such

data could be provided in professional publications or along
with individual test scores generated through automated scor-
ing services. For example, many automated scoring services
currently include a graphic printout of the individual’s stan-
dard scores on a profile sheet. Group mean profiles, along
with their associated standard deviations or errors plotted
as confidence intervals, could be added to these printouts.
This would allow the test interpreter to learn how the individ-
ual’s scores compare with both the general normative stan-
dard and with relevant comparison groups without obscuring
the effects of group deviations from the mean.

Assessing Threats to Protocol Validity

Several types of threats to SRI protocol validity were identified
in this chapter. Existing instruments vary in the extent to which
they provide interpreters information regarding these threats’
presence in a given protocol. Most SRIs provide means for as-
sessing at least some of the categories of threats outlined in
Table 24.1. The recently updated MMPI-2 (Butcher et al.,
2001) contains scales designed to tap each of the types and
subtypes of threats described earlier. Within the category of
Non-Content-Based Invalid Responding, nonresponding is
assessed by the Cannot Say scale; random responding by the
Variable Response Inconsistency (VRIN) scale; and fixed re-
sponding is measured by the True Response Inconsistency
(TRIN) scale. In the category of Content-Based Invalid Re-
sponding, overreporting is gauged by the infrequency scales F
(Infrequency), Fb (Back Infrequency), and Fp (Infrequency
psychopathology), and underreporting is assessed by the
defensiveness indicators L (Lie), K (Defensiveness), and S
(Superlative).

Existing validity scales fall short, however, in their ability
to differentiate meaningfully among threats within these
subtypes. For example, existing scales do not allow for dif-
ferentiation among intentional versus unintentional random
responding, intentional versus unintentional over- or under-
reporting, exaggeration versus fabrication, or minimization
versus denial. Some of these distinctions may only be possi-
ble through consideration of extratest data; however, further
research is needed to explore whether configural interpreta-
tion of existing validity scales or development of additional
validity scales may allow SRI interpreters to more finely dis-
tinguish among the various threats and levels of threats to
protocol validity.

CONCLUSION

This chapter provided an overview of the historical founda-
tions and early criticisms of self-report measures, current
issues and challenges in SRI interpretation, and needs for
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future research in this area. A great deal of progress has been
made in developing this technology’s conceptual and empiri-
cal foundations. Over the past 50 years, the challenges articu-
lated early on by Allport (1937) and Ellis (1946) have been
addressed (with varying degrees of success) by subsequent
SRI developers and researchers. These efforts have been
documented in an elaborate body of scholarly literature that,
of course, goes well beyond the scope of this chapter. Other
chapters in this volume cover additional aspects of this litera-
ture, in particular the chapters by Garb on clinical versus sta-
tistical prediction, Bracken and Wasserman on psychometric
characteristics of assessment procedures, and Reynolds and
Ramsey on cultural test bias. Chapters on assessment in vari-
ous settings include reviews of more setting-specific aspects
of the SRI literature. Overall, these chapters indicate that as-
sessment of personality and psychopathology by self-report
rests on solid foundations that leave this technology well
positioned for future research and development efforts.
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Assessment psychology is “concerned with methods of iden-
tifying similarities and differences among people in their per-
sonal characteristics and capacities” (see chapter by Weiner in
this volume). This important branch of psychology has be-
come so well researched and established that it can now be
considered a subdiscipline within the field of psychology.
Although psychological assessment has sometimes been
equated with testing, assessment involves much more than ad-
ministering tests. It involves the collection and integration
of information, not only from psychological tests, but also
from interviews, behavioral observations, collateral reports,
and historical documents so that a more complete picture of a
person is obtained.

BRIEF HISTORY

Assessment psychology can be dated to as early as 2200 B.C.
when the Chinese emperor examined individuals to deter-
mine their fitness for public office (DuBois, 1970). In the late
eighteenth and early nineteenth centuries, civil service tests,

patterned after those of the Chinese, were introduced in
Europe. In 1883 the United States endorsed the use of tests
for the screening of applicants for Civil Service jobs (Graham
& Lilly, 1984). At about the same time, Sir Francis Galton’s
work on the genetic transmission of characteristics required
the development of measures to quantify the characteristics
under study. The simple sensorimotor tasks that Galton de-
veloped were later introduced in the United States by James
McKeen Cattell.

Alfred Binet and Theodore Simon, working in France,
adapted some of these sensorimotor tasks and added others
when they developed methods for assessing ability in school
children. Their scales were modified for use in the United
States by Lewis Terman and further adapted in part by the U.S.
Army for evaluation of military personnel. David Wechsler’s
dissatisfaction with the Binet scales in his work with psy-
chiatric patients led to the development of the first of the
Wechsler intelligence scales. The availability of standardized
methods for assessing intellectual ability provided American
psychologists with unique skills that helped to establish their
professional identity in clinical and educational settings.
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Moreover, these tools to measure ability have had tremendous
impact on our society and the practice of psychology.

CURRENT STATUS

The proportion of psychologists’ time spent conducting
psychological assessments has declined over time. In 1959
psychologists practicing in clinical settings spent 44% of their
time conducting psychological assessments (Groth-Marnat,
1999), but by 1998 psychologists in similar clinical settings
were spending only 16% of their time conducting psycholog-
ical assessments (Phelps, Eisman, & Kohout, 1998). How-
ever, assessment is still a very important and viable specialty
within psychology, especially among professionals working
in educational and clinical settings. Earlier chapters in this
volume elucidated some of the factors that have affected the
use of assessment procedures.Arecurring theme has been that
economic factors, most currently represented by managed
care programs, have had significant impact on assessment
practices. Piotrowski, Belter, and Keller (1998) surveyed psy-
chologists listed in the National Register of Health Service
Providers in Psychology and found that 70% saw managed
care as negatively affecting psychological assessment. Psy-
chologists reported less reliance on procedures requiring
much clinician time and more emphasis on briefer instru-
ments. They also reported less emphasis on comprehensive
assessments of general psychological functioning and more
emphasis on techniques that were directly responsive to spe-
cific referral questions. Unfortunately, the validity of many of
the specific and abbreviated procedures currently being used
has not been adequately demonstrated.

Economic pressures have also forced psychologists to
demonstrate that assessment activities contribute significantly
to positive outcomes in a variety of settings (e.g., mental
health, medical, business, education). Other chapters in this
volume offer evidence concerning these contributions. For
example, in his chapter in this volume Maruish presents some
convincing arguments that assessment procedures can fa-
cilitate effective psychological interventions. An especially
promising area is the development of standardized assessment
procedures for documenting the effectiveness of treatment
interventions. Likewise, the chapters in this volume by Sweet,
Tovian, and Suchy and by Podell, DeFina, Barrett, McCullen,
and Goldberg document the contributions of psychological
assessment in relation to a variety of medical procedures
including surgical interventions, organ transplantation, and
physical conditions (e.g., neuropsychological dysfunction).
Similarly, in his chapter in this volume Wasserman highlights

new advances in assessment of cognitive processing that have
been shown to be relevant to academic interventions. An im-
portant role for assessment psychologists will be to further de-
velop effective ways to assess patients’ psychological coping
and adjustment to their diseases and also to show relevance to
treatment.

The Board of Professional Psychology of the American
Psychological Association (APA) constituted the Psycholog-
ical Assessment Work Group (PAWG) to examine the current
status of psychological assessment and to make recommen-
dations concerning its future. The work group documented
the impact of managed care on psychological assessments
(Eisman et al., 2000). Although many managed care compa-
nies argue that traditional psychological assessments do not
add significantly enough to treatment to justify their cost and
that less costly interviews are sufficient, the PAWG con-
cluded that these views are not accurate and offered recom-
mendations for rebutting them and preserving the stature of
psychological assessment in the health care marketplace.

In a subsequent report, PAWG offered evidence from
the research literature that some psychological assessment
procedures are as valid as (and in some cases more valid
than) medical procedures that are readily accepted by
many as valid and necessary (Daw, 2001; Meyer et al., 2001).
For example, the relationship between long-term verbal
memory tests and differentiation of dementia from depres-
sion was of the same magnitude as the relationship between
exercise echocardiography results and identification of coro-
nary artery disease (effect size for both about .60). Neither
the use of routine ultrasound examinations for predicting
successful pregnancies nor the use of Minnesota Multiphasic
Personality Inventory (MMPI) Ego Strength scale scores to
predict subsequent psychotherapy outcome can be supported
by empirical research findings (effect size for each less than
.10). The report emphasized that both psychological and
medical procedures have varying degrees of validity and that
the validity and utility of each technique has to be demon-
strated empirically. The PAWG concluded that “formal psy-
chological assessment is a vital element in psychology’s
professional heritage and a central part of professional prac-
tice today” and that there is “very strong and positive evi-
dence that already exists on the value of psychological testing
and assessment” (Meyer et al., 2001, p. 155). It is the respon-
sibility of assessment psychologists, individually and collec-
tively, to use existing evidence to support assessment
activities in a variety of settings and to generate additional
evidence of the validity and efficiency of psychological as-
sessment procedures in health care and other settings (e.g.,
business, forensic) where assessment is taking place.
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ASSESSMENT SETTINGS

Child Mental Health

Lachar’s chapter in this volume on assessment in child men-
tal health settings illustrates the importance that psychologi-
cal assessment services have in intake evaluation, treatment
planning, and subsequent outcome review. His chapter espe-
cially illustrates the interplay of psychology and business,
and particularly how delivery of services can be related to a
variety of factors including annual institutional budgets from
which resources are allocated and the extent to which associ-
ated expenses can be reimbursed. These realities of service
delivery have considerable impact on children who receive
mental health services because of emotional and behavioral
adjustment problems.

Lachar describes how psychological assessment in child
mental health settings focuses on the identification and quan-
tification of symptoms and problems that should lead to the
development of treatment strategies. There is a detailed dis-
cussion of the forms of psychological assessment that can be
applied to answer specific diagnostic inquiries. This includes
careful analysis of assessment instruments as well as topics
such as qualifications of persons who conduct psychological
assessment services, supervision issues, and certification and
license considerations. Lachar recognizes that well-trained
and well-supervised professionals are needed to mange the
difficulties of making a diagnosis in an informational envi-
ronment that can be complicated by problems such as co-
morbidity and disparate reports from parents. Despite the
challenges, psychological assessments ultimately play a piv-
otal role in the determination of the nature of the problem and
the eventual effectiveness of the treatment. Because of the
importance assessment plays in meeting the mental health
needs of the client, Lachar notes that proper assessment
should make use of multiple methods (e.g., behavioral rating
scales, direct observation, interviews) by multiple informants
(e.g., parents, teachers, the children themselves) of behavior
in multiple settings (e.g., home, school). The ultimate success
of treatment is, of course, related to the value of the methods
used to obtain information and select treatments.

Importantly, Lachar’s discussion of methods used by psy-
chologists in this field, and especially the results of surveys of
the assessment tools used in the child mental health arena,
have shown that traditional tests of intelligence (e.g., Wechsler
scales) and personality (e.g., MMPI; Rorschach; Thematic
Apperception Test) remain standards in the profession. He also
notes that recent surveys suggest the growing use of parent and
teacher rating scales in a variety of areas (from rating scales of

depression and attention deficit hyperactivity disorder to fam-
ily adjustment scales). Additionally, Lachar notes the influ-
ence of managed care in reducing the use of some of the most
labor-intensive psychological assessment procedures.

Lachar concludes that multidimensional multi-informant
objective assessment makes a unique contribution to the as-
sessment of youth adjustment, but more research is needed.
He suggests that the validity of objective measures of youth
adjustment should be more fully examined and especially the
construct and actuarial validity of popular child and adoles-
cent adjustment measures. Lachar stresses that validity will
be best demonstrated when a measure contributes to the ac-
curacy of routine decision-making that occurs in clinical
practice (e.g., differential diagnosis or the selection of an
optimal treatment plan). Further research is also needed on
agreement among informants who have completed rating
scales, in particular, the clinical implications of the results
obtained from each informant rather than the magnitude of
correlations. Additionally, researchers should examine incre-
mental validity obtained from the use of a variety of objective
assessment instruments. These and other issues presented by
Lachar illustrate the important topics yet to be examined in
this vibrant area of assessment psychology.

Adult Mental Health

In their chapter in this volume concerning assessment in adult
mental health settings, Bagby, Wild, and Turner conclude that
the main goals of assessment in such settings are providing
an accurate description of the client’s problems, determining
what interpersonal and environmental factors precipitated
and are sustaining the problems, and making predictions con-
cerning outcome with or without intervention. Assessments
are also useful in planning treatment programs, evaluating
the effectiveness of treatment interventions, and guiding dis-
charge and follow-up plans. Bagby et al. believe that assess-
ments need to be comprehensive and that clients and patients
are disadvantaged by trends toward abbreviated assessment
instruments and procedures.

In inpatient settings, assessments often address questions
of differential diagnosis. Although they discuss the limita-
tions of the categorical approach to diagnosis underlying
the Diagnostic and Statistical Manual of Mental Disorders,
fourth edition (DSM-IV), Bagby et al. believe that instru-
ments that cover a broad array of symptoms (e.g., MMPI-2)
are especially useful in addressing diagnostic questions.

Bagby et al. believe that assessments in adult mental
health settings need to be evidence-based and multimodal.
Psychologists conducting assessments should choose their
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tools and make their interpretations of the resulting data
using the best available empirical evidence. They echo the
opinion expressed by Garb (in his chapter in this volume) that
judgments more closely tied to empirical data will be more
accurate than those based on clinical experience and clinical
impressions. They also believe that multiple data sources are
necessary for reliable and valid inferences to be made about
patients and clients. They prefer more structured interviews
and more objective instruments, because in their judgment
these approaches are more clearly supported by empirical
evidence.

Geriatric

Edelstein noted in his chapter in this volume that the pop-
ulation of the United States is aging rapidly. Compared with
the 1900 census data, the 75–84-year-old group is 16 times
larger, and the 85 and older group is 33 times larger. Data sug-
gest that approximately 80% of older adults suffer from some
chronic health problem and about one fourth meet criteria for
a diagnosable mental disorder. Thus, assessment of older
adults will become more and more important over time.

Although there are many similarities in the assessment of
younger and older adults, there also are some unique consid-
erations when assessing older adults. Older adults may have
deficits in vision, hearing, or cognitive processes that make
completion of standard assessment procedures difficult or im-
possible. The presentation of major psychological disorders
for older adults is often different from that for younger adults.
For example, clinically depressed older adults are more likely
than younger adults to present with somatic instead of psycho-
logical symptoms. All of these issues present significant chal-
lenges in assessing older adults that may best be met through
the development of techniques and instruments tailored to the
differing abilities and problems of the older adult.

Edelstein concludes that it is more important to assess the
adaptive functioning of older adults than to describe clinical
syndromes. Instruments and procedures for assessing the ac-
tivities of daily living (ADLs; e.g., dressing, bathing) and
instrumental activities of daily living (IADLs; e.g., meal
preparation, money management) will become more impor-
tant as the population continues to age. Also, because of an
increasing awareness of the importance of social support
(real and perceived) to the well-being of older adults, instru-
ments and techniques for effective assessment of social sup-
port will become increasingly important.

Industrial/Organizational

In their chapter in this volume on assessment in industrial/
organizational settings, Klimoski and Zukin describe the

important work psychologists have done to aid companies in
their attempts to improve performance by better understand-
ing how people think and behave. As is the case with other
settings in which assessment is important, psychologists
working in this field initially used tests developed by the U.S.
military (also discussed by Wasserman in his chapter in this
volume) to measure ability as well as for personnel selection,
evaluation of social competence, and prediction of behaviors
such as absenteeism. Many of the tests used in industrial/
organizational settings today were translated or adapted by
former military officers who went into the private sector after
military service (e.g., Otis and Wechsler). Although versions
of these early methods are still in use today (e.g., Army Beta
test), Klimoski and Zukin’s chapter also provides informa-
tion about the enlargement of the assessment batteries. This is
especially important within the context of political consider-
ations, including accommodation for disability and equal op-
portunities for employment, that must be taken into account
in industrial decision-making processes.

Assessment in industrial/organizational settings, like as-
sessment in educational settings (see Braden’s chapter in this
volume), has been influenced by the social context within
which the measures and procedures are used. Not only have
society’s views of assessment issues shaped how assessment
is conducted, but federal and state laws and regulations have
also had a major impact on the field. In today’s industrial/
organizational settings these considerations can be as impor-
tant as psychometric issues such as reliability and validity, es-
pecially as they relate to problems such as job discrimination
(fairness based on race, sex, ethnicity, age, or disability), equal
opportunity, neutrality of decision-makers, and so on.

The role of psychologists as assessors within the industrial/
organizational setting has also been influenced by the demand
for these valuable professionals. Business leaders have seen
the advantages to industry provided by psychologists who can
assist with selection, promotion, and career planning deci-
sions so that the best people for specific jobs may be found.
This has led psychologists to study and utilize a variety of
instruments in addition to tests of intelligence and personality,
to evaluate things like teamwork and interpersonal skills, spe-
cific knowledge and skills pertinent to the job, honesty and
integrity, ability to learn, the five-factor structure of personal-
ity, and ratings of actual job performance.

Klimoski and Zukin discuss challenges facing the field of
industrial/organizational psychology. These include research
on determining the best prediction and criterion variables.
Some researchers have argued that job performance itself is
the best criterion, but definition of job performance can be
difficult. Similarly, although researchers have found that fac-
tors such as ability and personality play an important role in
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overall job performance, many times the instruments selected
were not developed for the purposes for which they are applied.
For example, researchers have questioned the application of a
test of personality like the MMPI in industrial/organizational
settings because it was not developed for this purpose. How
can a test like the MMPI be used to determine suitability
for a particular job when it was developed to measure psy-
chopathology, not personality factors associated with how
well a person can perform a specific task? Another challenge
facing industrial/organizational psychologists, and almost
every other person in the assessment field, is the movement to-
ward on-line testing, computer adaptive tests, and other ad-
vances that result from the use of the World Wide Web. These
developments further illustrate the unique demands of those
who work in the industrial/organizational field—an environ-
ment driven by the intersection of the science of testing, public
opinion, and politics, and the culture of the business world.

Forensic

In their chapter in this volume, Ogloff and Douglas state that
forensic psychology involves the application of the principles
of psychology to legal questions and issues. Although psy-
chologists have been involved in offering expert testimony
in court since the early 1900s, It was not until 1962 that the
U.S. District Court of Appeals for the District of Columbia
in Jenkins v. U.S. clearly recognized psychologists as ex-
perts in court. In 2001 the Council of Representatives of the
American Psychological Association voted to recognize
forensic psychology as a specialty area in psychology.

Because the primary task of forensic psychologists as ex-
perts typically is to evaluate the extent to which individuals
meet various legal standards and criteria (e.g., competency to
stand trial, insanity), assessment is one of the most important
tasks that forensic psychologists perform. Several factors
have limited the contributions that psychologists have made
in this area. Many psychologists, including some who prac-
tice forensic psychology on a regular basis, have not been
trained in forensic psychological assessment. Although there
are similarities between clinical and forensic assessments,
there are also important differences. Ogloff and Douglas
point out that forensic constructs and questions rarely map di-
rectly onto traditional psychological constructs. Thus, per-
sons not adequately trained in forensic assessment will not be
able to understand and specify the legal principles and stan-
dards relevant to a particular assessment issue. In addition,
traditional assessment instruments (e.g., MMPI, Wechsler
scales) were not developed within legal contexts and accord-
ing to legal principles, so they are far less useful in forensic
than in clinical evaluations.

Ogloff and Douglas believe that the role of psychologists
in conducting assessments in the legal arena will continue to
increase. However, several important changes are indicated if
psychologists are to make significant contributions in forensic
settings. First, formal forensic training programs need to be
developed. Most psychologists currently conducting forensic
evaluations have no formal training in forensic psychology.
Second, formal procedures for credentialing and certifying
forensic psychologists must be expanded. Currently, only
nine states in the United States have certification procedures.
Although the American Board of Forensic Psychology has
procedures for establishing credentials for forensic psycho-
logical practice, relatively few psychologists undergo this
voluntary evaluation process. Third, more research is needed
to determine the extent to which traditional psychological as-
sessment instruments and procedures can be used to address
specific forensic constructs. Finally, psychologists should use
their expertise in test construction and statistical methodolo-
gies to develop forensic psychological instruments designed
specifically to address forensic questions and issues. Al-
though Ogloff and Douglas state that “we have accomplished
a great deal in a relatively short time in forensic psychology,”
there are significant issues associated with training and instru-
ment development that remain to be addressed.

Medical

In their chapter in this volume, Sweet, Tovian, and Suchy state
that assessment activities of psychologists in medical settings
have become so commonplace that they are taken for granted.
Recently trained physicians expect to have psychological as-
sessment resources available in the settings where they prac-
tice. In general, psychological assessments in medical settings
should contribute to a broader understanding of the patient.
More specifically, assessments should document patients’ re-
sponse to disease and changes (both positive and negative)
associated with medical procedures and treatments.

Traditional assessment procedures (e.g., MMPI-2,
Rorschach) may contribute significantly to the understanding
of patients’ psychological status and personality characteris-
tics, but the validity of traditional measures to do so must be
demonstrated in medical settings. The issue of using general
population norms versus norms for particular medical popu-
lations is a complex one that is dependent on the purpose for
which the assessments are conducted. For example, if the re-
ferral question is whether or not a patient’s emotional distress
is severe enough to warrant intervention, general population
norms are likely to provide the most useful information.
However, if the referral question concerns a patient’s adjust-
ment to a specific illness at a particular stage in comparison
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to that of the typical patient, then illness-specific norms may
be more appropriate.

In applied medical settings, the efficiency and cost effec-
tiveness of assessment procedures are being increasingly em-
phasized. Psychologists must be in a position to demonstrate
that psychological assessments contribute significantly to ef-
fective treatment programs for patients and that they do so in
a cost-effective manner. Economic considerations have re-
sulted in the development of many brief, narrow-band assess-
ment instruments. Although such instruments can be quite
valuable, matters of efficiency and cost-effectiveness often
overshadow more traditional issues such as reliability and va-
lidity in evaluating them. There is likely to be a concomitant
emphasis on actuarial judgments over clinical ones. Sweet,
Tovian, and Suchy concluded in their chapter that both clini-
cal and actuarial judgments make significant contributions in
medical settings.

Correctional

In his chapter in this volume, Megargee points out that more
than 5.7 million men and women in the United States are
under some form of correctional supervision (i.e., jail, prison,
probation, parole). The number of persons in jails and prisons
has increased 667% since 1970. With such large numbers of
persons to service with limited resources, assessment and
classification in correctional settings are extremely impor-
tant. In 1973 the National Advisory Commission on Criminal
Justice Standards and Goals called for immediate implemen-
tation of comprehensive classification at all levels of the
criminal justice system. In the case of Palmigiano v. Garrahy
(1977), the courts agreed that accurate classification is essen-
tial to the operation of safe prisons.

In his chapter Megargee discusses in detail the purposes
for which assessments are conducted in correctional settings
and the instruments and procedures that have been used.
There clearly has been a move away from using offense data
for classification and toward consideration of individual
needs, including psychological ones, of those assessed. Often
instruments and procedures developed for use in other (e.g.,
mental health) settings have been employed in correctional
settings. The validity of such applications has not often been
studied, but available research indicates little support for the
routine use of clinical instruments for correctional assess-
ment. Many instruments and scales have been developed
specifically for use in correctional settings, but the method-
ologies used have typically been inadequate and data con-
cerning validity for the intended purposes lacking.

One of the most promising approaches to psychological
assessment and classification in corrections settings has been

the MMPI–MMPI-2 system developed by Megargee and his
colleagues (Megargee, Carbonell, Bohn, & Sliger, 2001). In a
technique based on cluster analytic procedures, subtypes of
inmates were identified using MMPI scores, and classifica-
tion rules, which can be applied by computers, were devel-
oped to assign inmates to types. Megargee has demonstrated
that his system is appropriate for local, state, and federal
prison systems, with large proportions of inmates being clas-
sified in the various settings. External correlates, including
institutional adjustment and postrelease behaviors, have been
established for many of the Megargee types.

Megargee points out that there has been inadequate atten-
tion to the role of situational variables in predicting behaviors
in correctional settings. Rather, many psychologists assume
that personality variables, as assessed by traditional psycho-
logical tests, are the best predictors of such behaviors. While
probably of great importance, the interaction of situational
and personality variables also has been understudied.

Although the standards of the American Association of
Correctional Psychologists and other organizations have rec-
ommended minimal qualifications for mental health workers
providing services in correctional settings, there are few pro-
cedures for establishing that psychologists conducting as-
sessments in correctional settings are adequately trained and
competent to do so. Uniform standards and procedures for
credentialing and certifying correctional psychologists are
badly needed.

Educational

In the chapter in this volume on assessment psychology in
educational settings, Braden begins by distinguishing psy-
chological assessment in the schools from psychological
assessment in other settings. He carefully describes how as-
sessment in schools is conducted for screening and diagnostic
purposes, for example, for the identification of children with
special education needs. Other purposes of assessment in
educational settings include the design of educational inter-
ventions as well as evaluation, selection, and certification
functions. Braden also reviews more specific methods such as
interviews and reviews of student records, observational sys-
tems, and response-to-intervention approaches. More specific
checklists and self-report techniques, projective techniques,
and standardized tests are also included.

Braden also provides a summary of methods used to assess
academic achievement particularly because of the importance
these tests play in identification of children’s academic defi-
ciencies and the role such tests play in psychoeducational di-
agnosis. The relationships between the use of these tests and
educational accountability and standards-based educational
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reforms are also discussed. Braden’s chapter concludes with
the suggestion that assessment tools need to be in line with
current scientific and technical advances and educational
standards of learning. Additionally, assessments must be ap-
propriate for diverse learners and have utility for instructional
interventions.

TYPES OF ASSESSMENT

Cognitive/Intellectual

Wasserman’s chapter in this volume provides a review of how
the assessment of intelligence has had a long history in psy-
chology and can be credited with being one of the most influ-
ential constructs in psychology and education. IQ tests have
provided a structured method of evaluating ability that has
been used in most settings within which psychologists work.
Wasserman provides a discussion of how IQ tests have been
used, but, more importantly, he also provides important his-
torical facts on the origins of these tests as well as a discus-
sion of their utility. Like the Reynolds and Ramsay chapter in
this volume, which discusses the most controversial topic
surrounding IQ tests (the question of bias), Wasserman’s cov-
erage of the more politically focused issues gives the reader
a greater understanding of the complexities of this topic.
Controversies notwithstanding, the contributions intelligence
tests have made to our field are reflected in the many settings
within which tests are used (schools, hospitals, clinics, indus-
try, etc.) as well as the purposes for which they have been
used (diagnosis of learning disorders, giftedness, mental
retardation, attention deficits, etc.).

Wasserman emphasizes the importance of understanding
the history behind conventional IQ tests, which goes back to
the Army Mental Testing Program (Yoakum & Yerkes, 1920)
so that instruments can be seen in perspective. He argues that
the study of intelligence can be “characterized by the best and
worst of science—scholarly debates and bitter rivalries, re-
search breakthroughs and academic fraud, major assessment
paradigm shifts, and the birth of a commercial industry that
generates hundreds of millions of dollars in annual revenue.”
He makes the important suggestion that the study of intelli-
gence has yet to claim status as a mature clinical science,
despite some signs of progress.

Wasserman’s view that the study of intelligence needs an
evolutionary step is based on the recognition that this technol-
ogy (like others in psychology) is dominated by tests created
before 1930. He recognizes the tremendous advances in elec-
tronic scoring, analysis, and reporting of test results, but these
advances are based on instruments that are close to 100 years

old (e.g., Wechsler and Binet scales). Wasserman suggests
that if the past provides the best prediction of the future, then
by about 2050 we may expect seventh-edition revisions of the
Stanford-Binet, the Wechsler Intelligence Scale for Children
(WISC), and the Wechsler Adult Intelligence Scale (WAIS).
His discussion begs the question “Are these tests so valid
that they should remain psychologists’ primary tools in the
twenty-first century?”

Wasserman argues that changes in fundamental assess-
ment paradigms are needed so that psychological assessment
results for a child referred for learning problems, for example,
will (a) give information about how learning occurs, (b) de-
scribe the relevant impaired cognitive abilities or processes,
(c) assess the degree to which the child’s ability or process
profile resembles that obtained by specific diagnostic groups
(e.g., learning disability or attention deficit hyperactivity dis-
order), and (d) prescribe interventions that have demonstrated
effectiveness for children with similar test score profiles. He
concludes that “the combination of a well-developed theory,
valid and reliable tests, a cognitive diagnostic nomenclature
related to abilities and processes, and effective interventions
linked to assessment may one day enable the field of in-
telligence assessment to become a mature applied clinical
science.”

Interests

The chapter on interests by Lowman and Carson begins with
an important recognition of the fact that psychologists have
not reached a consensual definition of what interests are, how
they develop, and how best to classify them. As in the sit-
uation described by Wasserman in the intelligence testing
chapter in this volume, although the field has not arrived at an
accepted definition, the lack of consensus has not blocked the
creation of a number of assessment tools for measuring inter-
ests, and the test publishing industry has evolved into a flour-
ishing business. This has resulted in a situation in which the
measures used to assess interests have defined the field, espe-
cially in the eyes of those professionals who use the invento-
ries. Again, as in the situation in intelligence testing, Lowman
and Carson see assessment of interests as an important field
in psychology that is comparable in scope and importance to
abilities and personality traits. The problems they discuss in
the assessment of interests also parallel those found in the as-
sessment of intelligence as it relates to issues of gender, age,
race, and ethnic factors that may affect the validity of inter-
pretations of interest measures.

The chapter on interests concludes with suggestions by
Lowman and Carson for research on a number of important
topics, including the heritability of interests. Although they



586 Current Status and Future Directions of Assessment Psychology

suggest that high heritability would be expected because of
the stability of interests across the life cycle and the effi-
ciency with which people seem to self-select occupations that
fit their characteristics, they note that further research is
needed in this area. They also recognize the need to study the
possibility of critical periods in the development of interests,
especially to examine whether children have a number of
potentially strong interests that become more stable with the
development of related skills during a critical time period.
Other areas of future research include further examination of
the commonality and differences of alternative interest mea-
sures, empirically based coding of occupations, and the spe-
cific empirical nature of interdomain relationships. Finally,
having established that interests and personality are highly
related, they indicate that more work is needed to determine
ability-interest and ability-interest-personality relationships.
This area, like others in assessment psychology, is ripe with
ample research opportunities.

Neuropsychology

The chapter on neuropsychological assessment in this vol-
ume by Podell, De Fina, Barrett, McCullen, and Goldberg is
unique because neuropsychology has undergone consider-
ably more advancement than many disciplines in psychology,
especially in the assessment methods used. As the authors
reflect on the history of the field, it becomes clear that most of
neuropsychology is based on the large amount of clinical in-
formation obtained from studying World War II veterans who
experienced brain damage. Psychologists used the under-
standing of the relationships between brain injury and perfor-
mance deficits to help determine the likelihood and possible
location of brain damage and associated cognitive impair-
ments in a wide variety of clients since WWII. Recent ad-
vances in cutting-edge neuroimaging technology, such as
functional magnetic resonance imaging (fMRI) and magne-
toencephalography (MEG) enable today’s neuropsycholo-
gists to study the brain’s functioning more directly. These
advances have allowed much greater evaluative ability than
ever before and have revolutionized how neuropsychologists
perform their job.

Despite the considerable advances these technologies
have provided, economic factors have also had a substantial
influence on the current and future status of neuropsychol-
ogy. The current health care system has had a significant im-
pact on the development of neuropsychology as a clinical
discipline, as it has influenced others in the private practice
arena. Reduction in funding opportunities has led to fewer
graduate and postgraduate training programs, which reduc-
tion in turn reflects the reduced availability of well-paying

jobs in neuropsychology. The shrinking health care dollar has
also caused neuropsychologists to reexamine how they
administer services and to consider alternative employment
opportunities such as forensic and sports neuropsychology.
In the latter setting, for example, neuropsychologists have
found a new and important role in helping teams assess and
manage sports-related concussions. They have been helpful
in evaluating the effect of a concussion and using this infor-
mation to help the team trainer and physicians determine
when an athlete is able to return to play. This opportunity is,
of course, an expansion of the field that reflects changes in
health care delivery more than advancements in technology.
These economic stressors along with new technologies have
transformed neuropsychology into a more diverse and sci-
entific subspecialty of psychology.

Podell et al. illustrate how the subspecialty of neuropsy-
chology has evolved and reinvented itself as the technology
and demands of the profession have changed. Although this
field is still wedded to many traditional instruments and meth-
ods (e.g., Wechsler scales), it has experienced a widening
through the inclusion of assessment tools that have made some
rather significant impacts in advancing neuropsychology, for
example, in the areas of computerized assessment and the
development of novel assessment techniques. Computerized
testing techniques, such as the Automated Neuropsychologi-
cal Assessment Metrics and the Immediate Post-Concussion
Assessment and Cognitive Testing approaches, allow for
effective evaluation of a variety of factors (e.g., working
memory, reaction time, concussion symptomatology). Novel
assessment techniques have included those that blend neu-
ropsychology with educational psychology as well as combin-
ing complex theoretical models of cognition to measure
critical cognitive abilities such as attention and executive con-
trol (Cognitive Assessment System; Naglieri & Das, 1997),
which is also discussed in the chapter in this volume by
Wasserman. These new methods, combined with traditional
tests, new neuroimaging techniques, and the changing eco-
nomic situations, have facilitated the advancement of the dis-
cipline of neuropsychology in important ways. Not only is
neuropsychology in an important transition period, as are all
other health-care related fields, but it is also in the midst of
historical changes from external forces, and it must be able to
withstand new challenges to survive as a strong and viable
clinical service.

Personality and Psychopathology

The assessment of personality and psychopathology has
long been a part of psychology, and the techniques and meth-
ods used in assessment have been quite varied. Projective
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approaches (see the Viglione and Rivera chapter in this vol-
ume) have involved human figure drawings, responses to
inkblots, and stories about ambiguous pictures. Self-report
measures (also see the Ben-Porath chapter in this volume)
have been constructed to assess normal personality (e.g.,
California Psychological Inventory) and psychopathology
(e.g., MMPI-2). As Craig notes in his chapter in this volume,
interviews of various kinds have been widely used for years
by psychologists and members of other professions.

Much has been said and written about the assumptions un-
derlying the various assessment approaches and their relative
advantages and disadvantages in assessing personality and
psychopathology. Virtually every technique for assessing
personality and psychopathology has been criticized by some
and defended by others, and examples abound. Criticisms that
the MMPI clinical scales measure only acquiescence or social
desirability response sets (Edwards, 1957, 1964; Messick &
Jackson, 1961) were rebutted by Block (1965) and others.
More recently, the validity of many Rorschach Comprehen-
sive System scores and indexes and the adequacy of its norms
have been called into question (Lilienfeld, Wood, & Garb,
2000; Shaffer, Erdberg, & Haroian, 1999) and subsequently
defended by Bornstein (2001), Meyer (2000), Meyer and
Archer (2001), and Weiner (2000, 2001). Unfortunately, the
controversies surrounding assessment of personality and psy-
chopathology have not led to constructive conclusions about
validity or subsequent changes or modifications in the way
the assessment techniques are used. Despite the criticisms, as-
sessment of personality and psychopathology remains a hall-
mark of assessment psychology.

Interviews

Interviewing is the oldest and most widely used assessment
method, with almost every psychological evaluation includ-
ing some kind of interview data. Unstructured clinical inter-
views are more commonly used than structured interviews in
applied clinical settings. Structured diagnostic interviews,
such as the Structured Clinical Interview for DSM-IV Axis I
Disorders (SCID) or Diagnostic Interview Schedule (DIS),
are widely used in research studies. In his chapter in this vol-
ume, Craig points out that structured interviews generally lead
to more reliable inferences and judgments than unstructured
interviews. However, he also acknowledges that diagnoses re-
sulting from one structured interview do not necessarily agree
with those resulting from other structured interviews.

Craig concludes that relatively little information exists
about the validity of interviewing as an assessment method,
largely because interview-based data typically are used as cri-
terion measures against which other methods are evaluated.

This is especially true with structured diagnostic interviews,
which often are seen as the gold standard. Craig maintains
that a basic problem that limits the reliability and validity of
interview-based judgments is the lack of clear and explicit
definitions and criteria for determining the presence and ex-
tent of specific personality characteristics and symptoms of
psychopathology.

Craig points out that there is an increasing use of
computer-assisted interviewing, and some of the structured
diagnostic interviews were designed specifically for comput-
erized use. Computerized interviews utilize less professional
time and therefore are more cost-effective. It is interesting to
note that most people have a positive reaction to the comput-
erized interview format and are more likely to acknowledge
problems and symptoms in a computerized interview than in
a clinician-conducted interview. Computerized interviews
generally lead to more reliable inferences or judgments about
patients than do clinician-conducted interviews. In addition,
they are likely to reduce sources of error associated with
interviewer biases.

Behavioral Approaches

The behavioral assessment chapter in this volume by O’Brien,
McGrath, and Haynes describes an approach that is founded
on assumptions of empiricism and environmental deter-
minism that arose from new developments in theory and re-
search in the behavioral sciences. The authors recognize that
cognitive-behavioral conceptualizations of behavior have be-
come increasingly complex due to advances in research and a
broadening of assumptions. A typical assessment, therefore,
requires that the behaviorally oriented researchers and clini-
cians recognize the increasing complexities of human behav-
ior in order to decipher the functional relationships among
target behaviors and contextual factors. O’Brien and his coau-
thors also discuss the need for familiarity with new sampling
and assessment methods combined with strategies for identi-
fying functional relationships to empirically identify the root
causes of behaviors. The authors note that each method has
strengths and limitations that influence the degree of clinical
utility.

O’Brien et al. indicate that intuitive and statistical proce-
dures can be used to evaluate hypothesized causal functional
relationships, but intuitive evaluation is often inaccurate (also
see Garb’s chapter in this volume). They urge the use of sta-
tistical approaches that can provide better information on the
strength of functional relationships, and they suggest that
practitioners use conditional probability analyses because
they require only a modest amount of data, are easily under-
stood, and are convenient to use. They note, however, that
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this approach is limited to the evaluation of only a few vari-
ables and appears to be incompatible with typical clinical
settings.

O’Brien and his coauthors suggest a number of avenues
for future research, including the examination of the treat-
ment utility of behavioral assessment. They suggest that it
will be especially important to examine the extent to which
individualized treatments based on behavioral assessment
outperform other treatment protocols. They strongly urge
researchers to determine the treatment utility of behavioral
assessment in relation to idiographic treatment design and
standardized treatment-client matching. Their chapter, like
others in this volume, illustrates the evolution of behavioral
methods and the increasing recognition of the complexities of
human performance.

Projective Approaches

Projective techniques have long been a part of psychological
assessments, although recent surveys suggest that their popu-
larity in most settings has been declining somewhat (e.g.,
Camara, Nathan, & Puente, 2000). In fact, the Rorschach
inkblots are almost synonymous with psychology in the
minds of many laypersons. As Viglione and Barker discuss in
their chapter in this volume, various approaches to the inter-
pretation of projective data have been developed and em-
ployed. In most settings, content analysis, in which responses
are seen as a reflection of a person’s unconscious, has given
way to more empirically based approaches (e.g., Exner’s
Comprehensive System). Although these more empirical ap-
proaches have become quite popular, critics have raised ques-
tions about the reliability and validity of interpretations based
on the scoring systems and about the norms used to generate
interpretive statements.

Lilienfeld et al. (2000) reviewed literature concern-
ing the validity of inferences based on three major projective
techniques (human figure drawings; Thematic Apperception
Test, or TAT; Rorschach). They concluded that there is no
consistent empirical support for the relationship between
specific drawing characteristics and either personality or psy-
chopathology. Although they found some support for using
global scoring methods to distinguish psychopathological in-
dividuals from nonclinical persons, they point out that the
effects of artistic ability have not been taken into account ad-
equately and that there are no consistent research findings
suggesting that human figure drawings possess incremental
validity above and beyond that associated with demographic
information and with other psychometric data.

Lilienfeld et al. (2000) concluded that there is modest
support for the construct validity of several TAT scoring

schemes, particularly those assessing need for achievement
and object relations. However, survey data have suggested
that few clinicians who use the TAT use any of these scoring
schemes, relying instead on subjective, content-based inter-
pretations, which tend to lead to the overpathologizing of re-
spondents (e.g., Pinkerman, Haynes, & Keiser, 1993; Wade &
Baker, 1977).

Although many clinicians believe that Exner’s Compre-
hensive System (CS) for the Rorschach has improved its va-
lidity, Lilienfeld et al. (2000) concluded that the scientific
status of the CS is less than convincing. They maintained that
the norms used for some Rorschach variables lead to mis-
classification of many normal individuals as psychopatholog-
ical, that the interrater and test-retest reliabilities of many of
the CS variables are weak or unknown, and that there is at
best limited support for the validity of most CS variables and
indexes. They cite research supporting the use of some
Rorschach variables for the identification of schizophrenia,
borderline personality disorder, and perhaps schizotypal per-
sonality disorder and bipolar disorder. Other Rorschach
variables seem to be correlated with thought disturbance,
psychotherapy prognosis, and dependency. Lilienfeld et al.
(2000) concluded that most of the variables for which there is
empirical support are not part of the CS and are not routinely
scored or interpreted by Rorschach users. However, Weiner
(1996) described what he maintained to be four demonstrably
valid uses of the Rorschach, and all involve indexes included
in the CS.

Supporters of the Rorschach and other projective tech-
niques have responded to the criticisms of Lilienfeld et al. by
pointing out methodological deficiencies in many of the stud-
ies reviewed (e.g., use of untrained examiners, unrepresenta-
tive samples) and suggesting that the review is not objective
and scientific (Meyer, 2000; Weiner, 2000, 2001). They also
point out that the review of individual Rorschach variables
does not do justice to the complex and interactive ways in
which variables are conceptualized in the CS. Exner (2002)
reported some preliminary data for a contemporary norma-
tive sample involving representative sampling and use of
trained examiners. He concluded that these data support the
appropriateness of the original CS norms.

The issues being debated by critics and supporters of pro-
jective techniques are quite complex and not readily resolved.
It is beyond the scope of this chapter to reach conclusions
about these issues. However, it seems clear to us that we need
less emotional approaches to the issues and methodologically
sophisticated research studies designed to address specific
issues.

In their chapter in this volume, Viglione and Barker suggest
that the debate about the relative validity of objective and
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projective approaches to assessment may reflect differences
between psychologists in academic and applied settings. They
see academic psychologists as needing to promote their scien-
tific status and doing so by attacking projective techniques.
They see psychologists in clinical settings as being rather
uncritical in their acceptance of the validity and usefulness
of a wide variety of assessment and therapeutic techniques.
Viglione and Barker see the continuing debate as philosophi-
cal and moral, not scientific. They emphasize that each assess-
ment approach has its strengths and weaknesses and that we
all should be trying to determine how they could be combined
to achieve a better understanding of those we evaluate. In
their chapter Viglione and Barker describe an approach to
Rorschach interpretation that views a projective test as involv-
ing a new and unfamiliar situation in which one organizes in-
complete, contradictory, and ambiguous material without any
direct feedback from observers or authorities. How respon-
dents complete this problem-solving task should have impli-
cations for how they deal with many important tasks in their
real lives. Of course, relationships between problem-solving
in responding to projective test stimuli and problem-solving in
real-life situations need to be demonstrated empirically.

Self-Report Approaches

Self-report approaches in psychological assessment typically
involve asking respondents to indicate whether—and some-
times to what extent—particular symptoms, behaviors, and
personality descriptors are characteristic of them. Survey
data indicate that self-report inventories generally, and the
MMP-2 specifically, are the most widely used methods of
psychological assessment in the United States (Camara et al.,
2000).

In his chapter in this volume Ben-Porath traces the use of
self-report measures over more than seven decades, pointing
out the major strengths and weakness of this assessment ap-
proach. Self-report inventories have been developed to assess
various dimensions of psychopathology as well as normal
personality functioning. Early scales were constructed using
empirical procedures and gave little attention to the content
of items. More contemporary scales (e.g., MMPI-2 content
scales) have emphasized the selection of items based on the
relevance of their content to the constructs being assessed.
Ben-Porath indicates that it is important to demonstrate the
content validity (i.e., the extent to which items adequately
cover the relevant content domain for the constructs being as-
sessed) and the empirical and eventually the construct valid-
ity of these content-based scales.

In his chapter Ben-Porath discusses criticisms of self-
report inventories (especially the MMPI/MMPI-2) by those

convinced that their scales measure only response sets such
as social desirability and acquiescence (e.g., Edwards, 1964;
Messick & Jackson, 1961) and the rebuttals by those who
demonstrated empirically that the scales account for valid
variance even when the effects of these response sets are re-
moved (e.g., Block, 1965). It is extremely difficult to de-
termine to what extent the manner in which respondents
approach self-report inventories represents error variance as
opposed to valid variance in the constructs being assessed.

One advantage of some self-report inventories (e.g.,
MMPI-2, Personality Assessment Inventory) is that they in-
clude scales and indexes for assessing tendencies of respon-
dents to over- or underreport problems and symptoms to
create the impression of being more adjusted or maladjusted
that they really are. Much evidence has accumulated, for
example, suggesting that the validity scales of the MMPI-2
can detect malingering and defensiveness even when respon-
dents have been given information about the disorders to be
feigned or denied and the validity scales designed to detect
their invalid responding.

Self-report inventories lend themselves readily to computer
administration, scoring, and interpretation. In his chapter in
this volume Butcher describes ways in which computer tech-
nology contributes to psychological assessment. Ben-Porath
stresses the need to demonstrate that norms based on stan-
dard administration of tests are applicable to computer-
administered versions, and Butcher emphasizes the importance
of determining empirically the validity of computer-generated
inferences and statements. Many self-report inventories, in-
cluding the MMPI and MMPI-2, have come to be used in set-
tings quite different from those in which the instruments were
developed and normed. As Ben-Porath stresses in his chapter,
future research should focus on determining the extent to
which empirical correlates of scales established in one setting
are equally valid in other settings.

CONCLUDING ISSUES IN
ASSESSMENT PSYCHOLOGY

Assessment psychology is an important and viable specialty
within the discipline of psychology and in many instances is
at a defining point in its development. Many of the methods of
assessment in use today were developed during the early part
of the twentieth century, and the field is now in need of rede-
finition. The considerable base of knowledge that has defined
the field as a subdiscipline in psychology is both an advantage
and a limitation. The vast amount of research and knowl-
edge in the field provides considerable advantage because
we have been able to better detect and understand various



590 Current Status and Future Directions of Assessment Psychology

attributes of people and how these attributes relate to a variety
of factors such as job performance, academic achievement,
personality, job performance, social interactions, and so forth.
The accumulation of information creates a base of knowledge
that has been used by researchers and clinicians alike as the
foundation of their efforts. Although this provides a comfort-
able footing for practice, it is not without limitations.

The current state of the art in assessment psychology raises
a variety of important issues. For example, procedures are
being used in settings different from those in which they were
developed and normed. The MMPI was developed for diag-
nosis in inpatient psychiatric settings, but it is used now in per-
sonnel selection, medical settings, correctional settings, and
so on. The adequacy of the original norms and the validity of
inferences in these broader settings must be demonstrated em-
pirically. This raises questions about the comparison of per-
formance in a unique setting to the performance in settings
existing in the original normative group. The limitation on
generalizability of interpretive inferences in these other set-
tings warrants greater attention. Similarly, conventional IQ
tests were originally developed to sort people on the basis of
overall general ability, but now the tests are used for many
types of diagnostic purposes (learning disabilities, attention
deficit disorders, etc.) for which the tests were not intended
and that research has not supported (see Wasserman’s chapter
in this volume).

Another of the more thorny issues in assessment psychol-
ogy involves the debate on clinical versus actuarial (statisti-
cal) decision making. The debate continues between those
who advocate practices supported by clinical experience and
those who stress the need for empirically supported decision-
making. This issue cuts across many dimensions of assess-
ment psychology and involves most tests and methods. For
example, research on clinical judgment (see Garb’s chapter in
this volume) alerts practitioners that they need to know the
empirical support for the methods they use and that they
should not use an instrument or treatment method merely
because it seems to work. Similarly, interpretations of subtest
or subscale scores obtained from tests of personality and in-
telligence, for example, that have not been empirically vali-
dated should not be made. This tendency is especially evident
in the practice of intelligence test subtest analysis. The limi-
tations of assessment psychology have not gone unnoticed by
those who pay for this information, especially the insurance
industry.

The influences of managed care companies and the result-
ing reduction in reimbursements for evaluation and treatment
pose a considerable challenge to assessment psychology. Clin-
icians have seen how managed care has encouraged brief,
symptom-focused measures and the need to demonstrate that

assessment contributes to successful outcomes in efficient,
cost-effective ways. One new effort in assessment psychology
that fits some of these needs is the application of computer
technology, which can reduce costs by utilizing less expensive
methods of administration, scoring, and interpretation of as-
sessment instruments. Another new technology is adaptive
testing, which, like others, requires considerable empirical
justification, but represents an important evolution in the field
of assessment psychology.

Perhaps the most serious impediment to the future ad-
vancement of assessment psychology is the conservative na-
ture of the industry and of many in the profession, which has
led to the overreliance on conventional practices. Apparent in
many of the chapters in this volume, with some notable ex-
ceptions (e.g., neuropsychology), is a strong reliance on tra-
ditional instrumentation. Clinicians tend to use what they
learned in their training programs and are resistant to change.
For example, despite that fact that the Wechsler scales repre-
sent a technology developed in the early 1900s, the instru-
ment continues to be widely used in a variety of settings.
Moreover, training of new graduate students is inadequate, is
limited to traditional instruments, and emphasizes tests over
a problem-solving approach that views tests and other evalu-
ative methods as part of an overall assessment process (see
the chapter by Handler and Clemence in this volume). The
future development of assessment psychology will deter-
mine whether the field can evolve into the mature science
described by Wasserman in his chapter in this volume on as-
sessment of intelligence. The field has excellent potential,
which is perhaps most apparent in its emergence as a viable
specialty within the discipline of psychology. Division 12
(Clinical Psychology) of the American Psychological Associ-
ation recently approved an assessment psychology section,
and the American Board of Assessment Psychology contin-
ues to evaluate credentials of assessment psychologists and
to advocate for assessment as an important part of the science
and practice of psychology. Despite these successes, there are
important challenges ahead for assessment psychology.

Changes in the way graduate students are educated must
occur if assessment psychology is to evolve into a mature
science. There has been far too much emphasis on traditional
instruments and approaches. For example the MMPI-2,
Wechsler scales, TAT, and Rorschach are still the most widely
taught and used assessment instruments, and not enough
training has occurred on innovative approaches. Some exam-
ples of more innovative approaches include the five-factor
model of personality and resulting instruments (PSY-5 scales
for MMPI-2; Harkness, McNulty, & Ben-Porath, 1995),
neuroimaging techniques in neuropsychology (functional
Magnetic Resonance Imaging), and cognitive processing
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approaches to intelligence (e.g., Cognitive Assessment
System; Naglieri & Das, 1997). These new efforts require at-
tention in training programs, and these programs need to focus
more on the purposes for which the assessments are con-
ducted than on the tests themselves. Additionally, there is a
dire need to demonstrate more clearly the link between assess-
ment and intervention, especially as it relates to cognitive
measures and educational interventions as well as personal-
ity measures and treatment planning (e.g., therapeutic assess-
ment work by Finn and colleagues (Finn, 1996). Finally,
credentialing and certification of assessment psychologists
that includes uniform standards and compulsory evaluation of
those conducting assessments should be mandated. The future
advancement of assessment psychology will also be related to
how well disputes in the field can be resolved. Although there
is very strong and positive evidence on the value of psycho-
logical testing and assessment and much research has been ac-
cumulated, virtually every approach and technique has been
criticized by some and defended by others. Some of the con-
troversies (for example, the dispute over projective tests) have
led to conclusions that a particular method should not be used.
Rather than arguing against use of a method, we believe that
the worth of any assessment technique must be determined
empirically through systematic research. An important focus
of this type of research is to demonstrate that inferences based
on the technique are related to specific uses that occur in spe-
cific applications of the specific instrument. For example, is
the form quality of responses by adults to inkblots related to
disturbed thinking? Are scores on the Depression content
scale of the MMPI-2 related to symptoms of clinical depres-
sion? Can results for a particular type of projective test (e.g.,
Draw-A-Person) be used for general identification of emo-
tional problems rather than the specific diagnosis of children?
In other words, for what purposes (and in what circumstances)
are various scales and measures valid?

Some argue that advancement in assessment psychology
is limited because the issues involved are so complex. Others
suggest that researchers advocating any method or instru-
ment (e.g., behavioral vs. projective; MMPI-2 vs. Rorschach)
are not very objective. Still others contend that we can expect
only limited advances in assessment psychology as long as
we continue to use and study instruments and approaches that
are many decades old. Additionally, some argue that instru-
ments and procedures developed for use in one setting have
been employed in other settings without adequate examina-
tion of the validity of such applications. We believe that all of
these factors contribute to limited advancements in assess-
ment psychology. It seems that what is needed are compre-
hensive and innovative studies conducted by reasonably
impartial assessment researchers.

Our position is that the validity and usefulness of any psy-
chological instrument must be established empirically for the
specific purposes and in the specific settings in which the in-
struments are to be used. This is equally true for interviews,
tests of cognitive processes, interest and achievement tests,
objective approaches, and projective techniques. As Weiner
emphasizes in the opening chapter to this volume, and as oth-
ers have echoed in subsequent chapters, the most valid and
useful psychological assessments are likely to result when
data from various sources and instruments are integrated to
address important questions and problems.

FUTURE OF ASSESSMENT PSYCHOLOGY

Assessment psychology is alive and well and taking place
in many different settings. Although considerable work is
needed to demonstrate the validity and cost-effectiveness of
assessment, much evidence already exists that psychologists
can use to promote assessment. Although managed care may
be seen as a threat to assessment psychology, it also provides
opportunities and stimulus to help the profession grow into a
more mature science (see Maruish’s chapter in this volume).
Only time will tell if the next 100 years of assessment psy-
chology will be more of the same or if innovative approaches
will develop and be embraced. However, it is clear that al-
though traditional instruments and methods have allowed as-
sessment psychology to develop into a viable subdiscipline of
psychology, they cannot sustain the field for another 100 years
because so many of the goals of assessment have changed.
The assessment needs of today and tomorrow are not the same
as those present when traditional tests and methods were de-
veloped in the early 1900s.Assessment psychology must meet
these new demands to continue its evolution into a mature
science and a strong subdiscipline of psychology.
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Handbook of Psychology Preface

Psychology at the beginning of the twenty-first century has
become a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field. 

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology. 

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that define the
fields they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective fields. Third, for psychologists seeking
to become conversant with fields outside their own specialty

ix
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature. 

The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER

Tampa, Florida
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When first asked by Irving Weiner, Editor-in-Chief of the
Handbook of Psychology, to serve as editor of the Forensic
Psychology volume, I was somewhat hesitant to do so. The
task seemed enormous: selecting topics and authors, meeting
deadlines, and assembling a volume that speaks in “one
voice,” a book that reads as more than a hodgepodge of sep-
arate manuscripts housed in a single binding.

It was my experience as chair of the Continuing Education
Program of the American Academy of Forensic Psychology
that persuaded me to participate in this project. To paraphrase
Will Rogers, I’ve never met a forensic psychologist I didn’t
like. Workshop leaders have always generously shared their
knowledge with tremendous enthusiasm and communicated
complex information so that others could understand and
apply what they had learned. This group of forensic psychol-
ogists would serve as the core team of authors, allowing this
volume to hit the road running.

Each person asked to participate in this volume agreed to
do so without hesitation. Everyone generously gave of their
time, their expertise, and most important, did so with enthu-
siasm. Each contributor recognized the potential significance
of this book, a volume that would reflect the state of the art as
we begin the twenty-first century. It is hoped this book will be
valuable to psychology graduate students as well as to psy-
chologists who already work in forensic psychology areas or
who seek to do so.

Topics were chosen to reflect the scope of forensic psy-
chology practice and research. This volume is organized so
that those with little or no prior knowledge and experience
can develop an understanding of the unique nature of the
field. It includes chapters focusing on the nature of the field:
what forensic psychologists do, ethical conflicts they en-
counter, and the field’s special methodology, such as the use
of third-party information and the assessment of malingering
and deception. The nature of expert witness testimony is
reviewed, along with the limits imposed on such testimony.
A wide range of civil and criminal psycholegal issues is
addressed. Chapters focus on topics such as eyewitness
memory, jury selection, screening for high-risk occupations,
sexual offenders, battered women, those with violent attach-
ments (e.g., stalkers), and risk assessment of those about
whom there are questions of potential future acts of violence.

This volume also considers emerging directions in forensic
psychology, including therapeutic jurisprudence and the ap-
plication of forensic psychology to public policy and the law.

Each chapter reviews the professional literature relevant
to its topic. Major ethical conflicts and their potential resolu-
tions are presented; where appropriate, authors have dis-
cussed statutes and landmark case law and have described
practical implications of conducting forensic evaluations.
Appropriate forensic assessment methodology, including the
use of traditional psychological techniques, specialized
forensic assessment instruments, and forensically relevant in-
struments, is reviewed. When appropriate, chapters discuss
the nature of written reports and expert testimony. Future
trends in each area of forensic practice are predicted.

Authors for each chapter were selected because of their
reputations as experts in their specific subfield. Those readers
familiar with forensic psychology research, attendees of con-
tinuing professional education programs, and those experi-
enced in forensic practice will, most likely, recognize the
names of the authors included in this volume. All bring to
their topic a vast array of knowledge and experience typically
acquired through their own research and research conducted
by their graduate students or postdoctoral fellows. Most
authors’ expertise has been recognized by awards from
national professional organizations. Many are authors of their
own texts and serve as editors or on editorial boards of the
major journals in the field.

I gratefully acknowledge the major contribution each
author has made in preparing this volume. Each has not only
written or coauthored the most up-to-date, inclusive treat-
ment of the subject matter, but has done so with a sense of
dedication, professionalism, and enthusiasm that has made
the job of editor almost unnecessary. Not a single chapter
arrived past the deadline (although one or two made it a close
finish!). No one complained (at least to my face) about my
“subtle” e-mail reminders about deadlines, sent on an all-too-
frequent basis. Many of the authors started out as personal
friends and, despite my calls and e-mails, remain so today.
Others, whose names I knew only through their publications
and reputations, I now count as friends. I am grateful to each
for producing a work in which we all can take pride. Thank
you for being such flexible, professional, wonderful people.
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I am appreciative to Irving Weiner, Editor-in-Chief, for
inviting me to serve as editor of this volume and for his
suggestions and support. He allowed me free rein to choose
authors and topics, and he always presented comments and
suggestions as guidance, with options to accept or reject. He
embodies the concept of academic freedom. Jennifer Simon,
Senior Editor at John Wiley and Sons, was most helpful in
guiding this book to completion. There was not a question
she could not answer nor a request she could not fulfill, and
I am most appreciative.

My involvement in the field of forensic psychology dates
back approximately 30 years. During that time, I have
learned much from lawyers with whom I have worked and
from numerous forensic psychologists—attendees of AAFP
workshops and presenters, most of whom are diplomates in
Forensic Psychology of the American Board of Professional
Psychology. In particular, I would like to thank attorneys Jean
Barrett, Jim Kervick, Jean Mettler, Arlene Popkin, and David
Ruhnke for educating me about the law and for never causing
ethical crises to arise. I will always be indebted to a number
of psychologists for sharing with me, when I was relatively
new to the field, their knowledge, encouragement, enthusiasm

for forensic psychology, and their sense of ethics: Curt
Barrett, Chuck Ewing, Tom Grisso, Kirk Heilbrun, Paul
Lipsitt, Bob Meyer, Richard Rogers, David Shapiro, and
Herb Weissman. There is no question in my mind that foren-
sic psychologists such as these are among the most giving,
open, communicative professionals that exist.

No list of acknowledgments would be complete without
expressing my eternal gratitude to Paula Goldstein, my wife,
for her patience in dealing with me (before, during, and after
I edited this book) and for her reviews of many chapters and
her outstanding suggestions. To my daughter (and forensic
psychologist), Naomi Goldstein, thank you for the many
hours when you set aside your own work to review those
chapters I wrote or coauthored, editing the editor. Not a
single recommendation was ignored and each chapter is
infinitely better as a result. To Marion Goldstein, your cre-
ativity, perspective, and recommendations were, as always,
invaluable.

ALAN M. GOLDSTEIN, PhD
Hartsdale, New York
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Forensic psychology has received considerable attention
from the public and media during the past decade, thanks,
in large part, to books and films such as Silence of the
Lambs and assorted television series and made-for-TV
movies. A commonly asked question of forensic psycholo-
gists is “How do I become a profiler?”, replacing, for better
or worse, “So, you dissect dead people?” In fact, forensic
psychologists have no contact with corpses (leaving that
to forensic pathologists, forensic scientists, and forensic
anthropologists). And some definitions of the field do
not consider criminal profiling to be part of forensic
psychology.

This book is intended to present the most up-to-date de-
scription of the field of forensic psychology. The chapters
represent contemporary topics and areas of investigation in
this exciting, rapidly expanding field. Forensic psychology’s
roots date back to 1908, predating the public’s awareness of
the field. As is explained in the chapter by Ira Packer and
Randy Borum, although Münsterberg (1908) proposed vari-
ous roles for psychologists as experts in court, it was not
until the 1970s that efforts began to more formally define
the field, to recommend qualifications for those practicing in
this area, and to develop guidelines for both ethics and
training.

SELECTION OF TOPICS

Topics were selected to reflect forensic psychology’s applic-
ability to both the civil and criminal justice systems. This vol-
ume is organized into sections, grouping topics with common
themes. The reader will first develop an understanding of the
nature of the field—what it is and why it is different from
other areas of specialization—and, next, how forensic psy-
chologists gather information: the methods they use to con-
duct assessments.

Not all psychologists testify in court about a specific indi-
vidual (e.g., a plaintiff in a personal injury suit or a defendant
in an insanity case). Some serve as consultants to law enforce-
ment agencies evaluating police applicants, to attorneys as
jury selection specialists, or testify as experts to educate juries
about specific topics, such as accuracy of eyewitness memo-
ries. A section of this volume focuses on these “specialized”
roles.

Two sections address topics involving a range of civil and
criminal forensic assessments, including child custody, per-
sonal injury, trial competence, and criminal responsibility.
Another section comprises chapters involving the forensic
assessment of special groups or populations, such as sexual
predators and battered women. The final section consists of
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chapters exploring future directions of the field, such as its
application to public policy formation.

Although this volume may serve as a text on forensic psy-
chology, chapters were written to stand on their own. Each
reviews the professional literature relevant to the topic.
Ethics and case law are explained, and, when appropriate to
the topic, current assessment methodology is described.
Chapters reflect the current state of the field. The volume
should serve the novice as well as the experienced forensic
psychologist as an indicator of the state of the field at the start
of the twenty-first century.

DEFINITION OF FORENSIC PSYCHOLOGY

The word forensic, derived from the Latin, forensis, means
“forum,” the place where trials were conducted in Roman
times. The current use of forensic denotes a relationship be-
tween one professional field, such as medicine, pathology,
chemistry, anthropology, or psychology, with the adversarial
legal system.

Many definitions of forensic psychology exist. The “Spe-
cialty Guidelines for Forensic Psychologists” (Committee on
Ethical Guidelines for Forensic Psychologists, 1991), a set of
ethical guideposts for those working in the field, defines
forensic psychology as a field that covers “all forms of pro-
fessional conduct when acting, with definable foreknowl-
edge, as a psychological expert on explicitly psychological
issues in direct assistance to the courts, parties to legal pro-
ceedings, correctional and forensic mental health facilities,
and administrative, judicial, and legislative agencies acting in
a judicial capacity” (p. 657).

Forensic psychology is a specialty recognized by theAmer-
ican Board of Professional Psychology (ABPP). ABPP defines
the field in their written material as “The application of the sci-
ence and profession of law to questions and issues relating to
psychology and the legal system.” In the “Petition for the
Recognition of a Specialty in Professional Psychology”
prepared by Kirk Heilbrun, Ph.D. (2000), on behalf of the
America Board of Forensic Psychology (the forensic Specialty
Board of ABPP) and the American Psychology—Law Society
(Division 41 of the American Psychological Association), it is
defined as “the professional practice by psychologists within
the areas of clinical psychology, counseling psychology,
neuropsychology, and school psychology, when they are
engaged regularly as experts and represent themselves as such,
in an activity primarily intended to provide professional psy-
chological expertise to the judicial system” (p. 6).

The editor of this volume considers forensic psychology
to be a field that involves the application of psychological

research, theory, practice, and traditional and specialized
methodology (e.g., interviewing, psychological testing,
forensic assessment, and forensically relevant instruments) to
provide information relevant to a legal question. The goal of
forensic psychology as an area of practice is to generate
products (information in the form of a report or testimony) to
provide to consumers (e.g., judges, jurors, attorneys, hiring
law enforcement agencies) information with which they may
not otherwise be familiar to assist them in decision making
related to a law or statute (administrative, civil, or criminal).
As an area of research, its goal is to design, conduct, and in-
terpret empirical studies, the purpose of which is to investi-
gate groups of individuals or areas of concern or relevance to
the legal system. Numerous other definitions exist (Bartol &
Bartol, 1999; Hess & Weiner, 1999; and see the chapter by
Packer and Borum, and the chapter by Ewing in this volume,
and the chapter by Brigham and Grisso in Volume 1. For a
discussion on how judges, prosecutors, and defense attorneys
view mental health testimony see Redding, Floyd, and
Hawk (2001)).

DIFFERENCES BETWEEN CLINICAL
AND FORENSIC PSYCHOLOGY

The fields of psychology and law are concerned with and
focus on understanding and evaluating human behavior. The
law exists to regulate human conduct; for this reason, psy-
chologists are invited to participate in the civil and criminal
justice systems. Because psychology is involved in studying
behavior, in certain legal cases, findings and insights may as-
sist the judge or jury in deliberations and decision making.
However, there are significant differences between psycholo-
gists working in traditional settings and those conducting
forensic assessments for the courts. Goldstein (1996) has
summarized some of these significant differences. Greenberg
and Gould (2001) considers role boundaries and standards of
expertise of treating and expert witnesses in child custody
cases.

Roles

The major role of psychologists working in clinical settings,
whether as psychotherapists or as psychological evaluators, is
to help the client. What is learned about the patient is used to
benefit the patient in terms of personal growth and support.
However, in forensic psychology, the role of the expert is sig-
nificantly different. Forensic psychologists are charged with
using the results of their assessment to help or educate the
court, without regard to the potential benefits to the examinee.
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Diagnoses

In clinical psychology, psychiatric diagnosis serves a major
function in treatment strategy. In addition, a diagnosis, based
on criteria described in the Diagnostic and Statistical
Manual of Mental Disorders, fourth edition (DSM-IV) or
IV-Text Revision (DSM-IV-TR; American Psychiatric Associ-
ation, 2000), is required for patients to receive insurance re-
imbursement. In forensic psychology, the role of psychiatric
diagnosis is generally less critical an issue. Diagnoses are
not required in many legal issues (e.g., child custody,
Miranda rights waivers, personal injury). Although insanity
statutes require a diagnosis as a prerequisite for its consider-
ation by a jury, the psychiatric diagnosis does not, per se, de-
fine insanity. Rather, in forensic psychology, “diagnoses” are
based on statutes, which define the relevant behaviors of
concern to the court and, therefore, become the focus of the
evaluation. For example, the question of a defendant’s abil-
ity to validly waive Miranda rights is defined as being able
to do so knowingly, intelligently, and voluntarily—in legal,
not psychological, terms. The job of the forensic psycholo-
gist is to operationalize or translate the legal terms into psy-
chological concepts, which can be objectively evaluated
(Grisso, 1986).

Conceptualization of Human Behavior

During Introduction to Psychology, college students are
taught that behavior falls on a continuum. The normal distri-
bution curve is the statistical and visual representation of the
orientation of psychologists: Behavior is complex and cannot
be readily categorized into discrete groups (e.g., intellectu-
ally gifted versus mentally retarded; normal versus psy-
chotic). Unfortunately, the legal system most often considers
behavior to be dichotomous. Typically, it requires the trier of
fact to classify people and behavior into one of two cate-
gories (e.g., guilty versus not guilty; sane versus insane;
liable versus not liable). With the exception of awarding
monetary damages and instructing jurors to consider lesser
charges in criminal proceedings, gradients rarely exist in the
justice system. Ethical conflicts arise when those who view
behavior as falling on a continuum are expected to sort indi-
viduals into discrete categories.

Product of the Professional Relationship

Clinical psychologists conducting traditional assessments
seek to explain the client’s behavior. The underlying focus of
the written report is typically cognitive functioning and
psychodynamics. In forensic psychology, explanations of

behavior and level of intelligence are generally irrelevant.
Such explanations may be accurate, but they do not respond
to the specific legal issue or question. To be valuable, foren-
sic reports should address psycholegal behaviors, rather than
focusing on explanations, psychodynamics, IQ, or “excuses”
for conduct.

Trust of the Client’s Responses

Rarely do clinical psychologists question the truthfulness or
motivation behind a patient’s statements or test responses. In-
accuracies are typically attributable to a lack of insight rather
than a conscious effort to deceive. However, in forensic as-
sessments, the motivation to consciously distort, deceive, or
respond defensively is readily apparent. Consequently, foren-
sic psychologists cannot take the word of the client unques-
tioningly. All information must be corroborated by seeking
consistency across multiple sources of information (e.g., in-
terview of third parties, review of documents). In addition,
tests that objectively evaluate test-taking attitude are avail-
able to address the validity of claims of cognitive impairment
and mental illness.

Temporal Focus of the Evaluation

Most clinical assessments are present-oriented; that is, they
focus on the client’s state at the time of testing (e.g., his or her
psychodynamics, level of intellectual function). Some foren-
sic assessments have at least part of their focus on the present
(e.g., which parent is best suited to address the current needs
of the child), but most address either exclusively or partially
past or future behavior. For example, insanity assessments
focus on the defendant’s state of mind at the time a crime
occurred: days, weeks, months, or years before. In personal
injury cases, the court is interested in not only the plaintiff’s
current impairments, but also in what he or she was like be-
fore the injury, whether there was a connection between the
alleged wrong and the damage, and the prognosis for restora-
tion to the preincident state. Even in child custody assess-
ments, developmental changes attributable to age require the
evaluator to assess the parents’ ability to best serve that
child’s interests.

Level of Proof

Because psychology is a science, the level of proof is based
on the normal distribution. Empirical studies must demon-
strate statistical significance to be considered interpretable;
this level is typically set at the .05 level of probability. That
is, the investigator must be 95% certain that the results of the
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study are attributable to the variables under investigation
rather than to chance. In court, various standards of proof
exist (e.g., beyond a reasonable doubt, clear and convincing
evidence, preponderance of the evidence), the level depen-
dent on the legal issue in question and which side bears the
burden of proof. However, as expert witnesses, forensic psy-
chologists typically are asked whether they were able to
reach an opinion “to a reasonable degree of psychological
certainty.” This level does not refer to the .05 level of statisti-
cal significance, nor does it relate to other legal levels of
proof. Rather, it refers to the data on which the opinion is
based: Can the expert describe the reasons for his or her opin-
ion based on all the information considered, and, at the same
time, can he or she explain why alternative opinions (such as
malingering) can be ruled out?

Professional Accountability

The “Ethical Principles and Code of Conduct” govern the
professional activities of psychologists (American Psycho-
logical Association [APA], 1992). As such, psychologists are
answerable to their professional organization (as well as to
state boards in which they hold licenses) for complaints of
unethical conduct. However, relative to the number of psy-
chologists who are members of the APA, complaints are few.
Without implying misconduct on the part of large numbers of
psychologists, psychotherapy is conducted behind closed
doors with only the patient as witness. In traditional testing
situations, the client is evaluated and a report is sent to the
referring party. Because that party made the referral, a sense
of trust in the psychologist’s competence exists; few people
look over the psychologist’s shoulder. However, in forensic
psychology, reports and testimony are carefully examined,
dissected by opposing counsel, and subjected to close, prob-
ing cross-examination. Transcripts of the testimony are pre-
pared. If an attorney, judge, opposing expert, or party in the
litigation believes, justly or unjustly, that misconduct has
occurred, an ethics complaint may result. Forensic psycholo-
gists are responsible not only to their profession, but, in some
ways, they are answerable to all parties involved in the legal
system, suggesting the need for a conservative approach to
those issues and conflicts that arise in the legal arena.

Who Is the Client?

In clinical psychology, the client is readily identifiable: The
person to whom professional services are offered is the client,
the one owed the legal duty, the one to whom privilege
belongs. In contrast, in the judicial system, forensic psychol-
ogists serve multiple clients. In his landmark book, Who Is
the Client?, Monahan (1980) confronted a fundamental

difference between forensic practice and clinical practice. He
argued that the expert serves not only the person being eval-
uated, but many others as well. Because of the nature of the
assessment, the nature of the oath (to tell the whole truth and
nothing but the truth), and APA ethical principles, clients in-
clude the retaining attorney, the consumer of the product
(e.g., the judge and jury), and those potentially affected by
the expert’s opinion: society as a whole.

Other Noteworthy Differences

Greenberg and Shuman (1997) discussed several other irrec-
oncilable differences between clinical and forensic evalua-
tions. They described differences in the cognitive set of the
clinical psychologist and the forensic expert. Clinical psy-
chologists approach clients with supportive, empathic orien-
tations; the unique requirements of forensic assessments
necessitate detached, neutral, and objective approaches. In
terms of the amount of structure and control in the relation-
ship, patient-structured relationships have relatively less
structure than forensic examiner-examinee relationships.

These fundamental differences shape and determine the
approach of forensic psychologists to conducting assess-
ments, their methodology, and the structure of their opinions
and testimony. Only by recognizing and addressing these
major differences can forensic psychologists function in an
effective, ethical manner.

A BRIEF HISTORY OF FORENSIC PSYCHOLOGY

Hugo Münsterberg, a student of Wilhelm Wundt and a pro-
fessor at Harvard University, is generally credited with
founding the field of forensic psychology. His landmark text-
book, On the Witness Stand (1908), comprised nine chapters
arguing for the involvement of psychologists in a number of
aspects of the legal system. Relying, in part, on his own ex-
perience as an expert witness, Münsterberg considered such
topics as memories of witnesses, crime detection, untrue con-
fessions, hypnosis and crime, and crime prevention. He
found it “astonishing that the work of justice is ever carried
out in the courts without ever consulting the psychologist”
(p. 194). Despite his importance in addressing psycholegal
issues, his 269-page book lacks any references. According to
Bartol and Bartol (1999), “His claims were often exagger-
ated . . . and his proposals were rarely empirically based”
(p. 6). At the turn of the twentieth century, psychology was in
its infancy, lacking a sufficient scientific foundation to
support the admissibility of expert testimony. Despite
Münsterberg’s impassioned pleas for psychology’s involve-
ment in the legal system, his suggestions were largely
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ignored. However, he generated interest in the possibility
that, some day, psychology might make contributions to the
judicial system.

A law professor, John H. Wigmore, was familiar with
Münsterberg’s text. As a leading scholar on the law of
evidence, he wrote a satirical article, published in the Illinois
Law Review (Wigmore, 1909), mocking the value of psy-
chology to the legal system. Wigmore’s criticisms of
Münsterberg’s somewhat grandiose views of psychology’s
relationship to the law delayed the growth of the field for
approximately 20 years.

As psychology continued to develop as a science based on
empirical studies, the judicial system slowly began to use the
services of psychologists in court. However, because they
lacked a medical degree, psychologists’ qualifications were,
at times, questioned. In 1962, the D.C. Circuit Court of Ap-
peals held in Jenkins v. United States that psychologists could
provide expert opinions in court regarding mental illness at
the time a defendant committed a crime. In the opinion,
Judge David Bazelon reviewed the training and qualifications
of psychologists. Writing for the majority, he indicated that
experts on mental disease could not be limited to physicians,
but rather, such factors as training, skills, and knowledge
should serve as the basis on which experts were qualified.
Consequently, psychologists were accepted by courts as ex-
perts on a wide range of legal issues.

In 1954, the U.S. Supreme Court, in Brown v. the Board
of Education, held that school segregation was illegal, in
violation of the 14th Amendment. In this case, an appendix
prepared by three psychologists, Kenneth B. Clark, Isider
Chein, and Stuart Cook, was included with the plaintiff’s
brief. Social science research, including the psychological
effects of segregation on the self-image of children, was
cited in 35 footnotes (Brigham & Grisso, 2002). Points
raised in this appendix and in a subsequent response to the
Court were cited in the opinion, representing the application
of psychological research to appeals court decisions.

In 2000, a petition was submitted to the APA in support of
recognition of forensic psychology as a specialty in profes-
sional psychology. In August 2001, APA’s Counsel of Repre-
sentatives formally approved forensic psychology as an area
of specialization within the field of psychology. With this
recognition, the number of graduate programs and postdoc-
toral fellowships are likely to increase, and the demand for
forensic psychologists in a wide range of research, acade-
mic, and practice settings should intensify. (The origins of
forensic psychology are addressed in the chapter by Ewing
of this volume and in greater detail in the chapter by
Brigham and Grisso in Volume 1. In addition, Bartol & Bar-
tol, 1999, provide a detailed history of the development of
the field).

ORGANIZATION OF THIS VOLUME

The Nature of the Field

Forensic psychology is unique. By its very nature, it must re-
spond to questions of a legal nature, requiring not only an
understanding of how the legal system operates but also a
working familiarity with relevant statutes and case law.

At the turn of the twenty-first century, no one in the United
States had earned a doctoral degree in forensic psychology
(in Canada, Simon Fraser University comes closest to this
qualification, with a degree in clinical psychology with a spe-
cialty in either forensic research or forensic practice). Conse-
quently, those practicing in the field are, for the most part,
clinical, counseling, or neuropsychologists with little or no
formal graduate school education in forensic psycholegal is-
sues nor in the specialized methodology required to conduct
valid assessments. In most states, licenses to practice psychol-
ogy are generic in nature; only a few states have specialty
certification for forensic practitioners. Those identifying
themselves as forensic psychologists do so on the basis of
their personal, somewhat subjective belief that they possess
the background, experience, skills, training, and knowledge
that legally qualify them to make this claim. The only cre-
dentialing organization recognized by the APA for inclusion
in its Directory as specialists are those holding the Diplo-
mate in Forensic Psychology from the American Board of
Professional Psychology, approximately 200 individuals
nationwide. How are experts to be validly identified in this
specialized area of practice?

The issue of professional training and qualifications is a
critical one for the field, and it should be equally significant
to judges who are in the position of declaring a psychologist
an expert for the purposes of offering testimony. What should
be included in the graduate training of those intending
to enter forensic practice? At the postdoctoral level, what
should be required as part of the training fellowship?
How can those from traditional psychology doctoral pro-
grams “retool” to develop the knowledge and skills expected
of experts in the field?

The APA’s (1992) “Ethical Principles and Code of Con-
duct for Psychologists” is written in somewhat general terms
because it is intended to apply to all areas of psychology. Yet,
the conflicts and issues that develop when attempting to prac-
tice ethically and objectively in the legal arena, a system of
advocacy, readily become apparent. Where do forensic
psychologists find guidance and direction working in this
unique area of practice?

Forensic assessments are conducted for a purpose. Al-
though many, if not most, cases in both civil and criminal
court do not go to trial, forensic experts must anticipate that
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their work will require court testimony (forensic reports fre-
quently contribute to pretrial settlements in civil suits and in
plea bargains in criminal cases). How can forensic psycholo-
gists offer expert testimony that is objective, data-based, and
effective? How can they know the legal limits of their in-
tended testimony?

In this section, forensic training and practice, the relation-
ship among professional ethics, professional competence, and
effectiveness, and the nature of expert testimony are exam-
ined.Authors argue for specialized training, skills, and knowl-
edge, consider unusual ethical dilemmas and their resolutions,
and discuss methods of conveying complex information to
laypeople in an effective, objective fashion while conforming
to the requirements and expectations of the legal system.

Forensic Training and Practice

Although the origins of forensic psychology date back
approximately 100 years to the publication of On the Witness
Stand (Münsterberg, 1908), attempts to define and establish
the field as a specialty area of practice began in the 1970s.
The APA established a division devoted to Forensic Psychol-
ogy (American Psychology-Law Society). The ABPP recog-
nized the field as a Specialty Board, certifying, as Diplomates
in Forensic Psychology, those licensed psychologists demon-
strating expertise through peer review of written work sam-
ples and oral examinations. The field has its own set of ethical
guidelines, the “Specialty Guidelines for Forensic Psychol-
ogists” (Committee on Ethical Guidelines for Forensic
Psychologists, 1991), and the “Ethical Principles of Psychol-
ogists and Code of Conduct” (APA, 1992) contains a section
devoted to forensic psychology. Books and journals, both
nationally and internationally, abound. Most recently, the
American Board of Forensic Psychology (a specialty board of
ABPP) and the American Psychology-Law Society submitted
to the APA a petition for the recognition of forensic psychol-
ogy as a specialty in professional psychology. Consequently,
the issue of professional training is a critical one for this
rapidly expanding field.

In the chapter by Ira Packer and Randy Borum, the histor-
ical development of forensic psychology is briefly described.
They review the roles of social, developmental, cognitive,
and clinical psychologists in the field and consider areas of
focus, subspecialization, and psycholegal issues addressed by
forensic psychologists (most of the topics are covered in de-
tail in this volume). They describe graduate training in the
field, doctoral programs, and joint degree programs (those
that award the Ph.D. or Psy.D. and the J.D.). Packer and
Borum discuss levels of training, internships, postdoctoral
programs, and the nature and goals of continuing professional

education, including those offered by such organizations as
the APA and the American Academy of Forensic Psychology.
They include a list of relevant case law for Diplomates in
Forensic Psychology and discuss models for future training in
the field.

Ethical Principles and Professional Competencies
in Forensic Practice

Because of its uniqueness, perhaps no area of psychological
practice receives more scrutiny than does forensic psychol-
ogy. Reports and testimony focusing on the opinions reached
by the expert are open to both criticism and formal cross-
examination. The findings of forensic assessments often have
profound effects on the lives of litigants, whether used to
award or deny a parent custody of a child, to determine a
financial verdict in a personal injury suit, or to deprive a de-
fendant of his or her freedom. Forensic psychologists are
expected to possess specialized knowledge of statutes and
case law, familiarity with rules of evidence, and experience in
administering forensic assessment and forensically relevant
instruments, as well as traditional clinical psychological
tests. The “Ethical Principles of Psychologists and Code of
Conduct” (APA, 1992) is meant to apply to all areas of pro-
fessional psychological activity. Because of the conflicts
between the demands of the legal system and the “Ethical
Principles,” forensic experts continually face conflicts and
challenges in attempting to satisfy the needs of the court
and the ethics of their profession.

Herbert Weissman and Deborah DeBow discuss profes-
sional standards implicit in the competent professional
practice of forensic psychology. They contend that legal
competence is addressed through the application of ethical
professional competency. In conforming one’s practice
to the APA’s “Ethical Principles” and the “Specialty Guide-
lines for Forensic Psychologists” (Committee on Ethical
Guidelines for Forensic Psychologists, 1991), professional
competence is enhanced. They describe impediments and in-
fluences that impact ethical conduct, many of which derive
from conflicts inherent in the relationship between psychol-
ogy and the law. Weissman and DeBow offer ways to medi-
ate such conflicts.

The Nature of Expert Testimony

Forensic psychologists typically conduct evaluations with
the expectation that findings will be presented in the court-
room as expert witness testimony. Whereas witnesses of fact
(lay witnesses) may testify only to knowledge they have ac-
quired firsthand through the senses (generally, what they
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have seen and heard), experts offer testimony about their
thoughts (including inductive and deductive reasoning) and
can offer opinions based on hearsay testimony. Since the
landmark decision in Jenkins v. U.S. (1962), qualified psy-
chologists have been permitted to offer expert witness testi-
mony on a wide range of psycholegal issues in both civil and
criminal courts.

Charles Patrick Ewing examines the history of expert tes-
timony. He reviews the general legal rules that govern expert
witness testimony, including the Federal Rules of Evidence.
Ewing explains statutes and case law that determine who
qualifies as an expert, the admissibility of topics for expert
testimony, and the limitations placed on expert witness testi-
mony. Selected practical aspects of the process of providing
effective, ethical expert testimony are described, focusing on
specific types of expert testimony, cross-examination, and the
issue of immunity of experts from civil liability.

Approaches to Forensic Assessment

In clinical psychological evaluations, with few exceptions,
the psychologist interviews the person being evaluated and
then administers a battery of tests appropriate to the referral
question. Data are analyzed and a report is prepared. Typi-
cally, no other information is considered. The assumption is
made, for the most part correctly so, that the examinee has
been truthful during the interview and candid in answering
test questions, that no conscious attempts were made to look
better or worse than the actual clinical picture. In forensic
psychology, however, there is an obvious motivation to con-
sciously present a distorted picture for an obvious, identifi-
able, secondary gain. In the civil setting, parents seeking
custody may attempt to look more virtuous than they actually
are, and plaintiffs in a personal injury suit may distort re-
sponses to appear more damaged than is the case. In criminal
cases, defendants may choose to present a picture of being
more emotionally disturbed than is justified to avoid trial,
criminal culpability, or a sentence of death.

Chapters in this section address ways of increasing the ob-
jectivity and validity of opinions on psycholegal issues. The
need to consider corroborative information by way of third-
party interviews and review of written records is explored.
Using psychopathy as a model, the ways in which the use of
reliable, objective measures of relevant psycholegal behavior
and familiarity with the professional literature serve to in-
crease the validity of forensic evaluations is detailed. In addi-
tion, because the cornerstone of any forensic assessment is
the evaluation of malingering, exaggeration, and defensive-
ness, relevant research and the use of measures designed to
provide information on this topic are described.

The Use of Third-Party Information
in Forensic Assessment

A forensic psychologist conducting a psycholegal evalua-
tion, whether in a civil or criminal context, must obtain in-
formation from those directly involved in the legal case (i.e.,
the plaintiff or respondent in a civil lawsuit; the parents,
children, and others when custody is an issue; the defendant
in a criminal case). However, such sources of information
are “interested parties,” biased at best and, possibly, provid-
ing false or selective information because of malingering
(simulation or dissimulation) and defensiveness. For this
reason, experts must consider data provided by independent
sources, third-party information, to corroborate data ob-
tained from the interested party through interviews and psy-
chological testing. Sources for third-party information in-
clude others knowledgeable about the party involved in the
suit or the events related to the case, and documents and
records that may relate to statements made by the individual
or that may provide additional information helpful in form-
ing an opinion.

Kirk Heilbrun, Janet Warren, and Kim Picarello examine
the relevance of third-party information in the forensic as-
sessment process, describing its importance in forensic eval-
uations. They present research on this method, including a
review of empirical studies on the use and value of third-
party information. Relevant law and ethical standards re-
lated to these independent sources of data are explained.
Heilbrun, Warren, and Picarello review the practice litera-
ture regarding the use of such data in terms of standards of
practice, and they describe the process by which experts ob-
tain, apply, and communicate third-party information in
forensic assessments.

Forensic and Clinical Issues in the
Assessment of Psychopathy

Forensic assessments frequently incorporate traditional psy-
chological tests, as well as instruments designed to provide
data relevant to specific psycholegal questions. In the field of
psychopathy, a specific form of personality disorder, we
have witnessed the development of such specialized method-
ology during the past two decades (Hare, 1996). The pres-
ence or absence of psychopathy is relevant to a number of
civil (e.g., civil commitment) and criminal contexts (e.g.,
probation and parole, detention under violent offender
statutes, and death penalty cases; Hart, 2001). The reliable
and valid assessment of psychopathy is, therefore, critical to
issues of freedom and, in some cases, to decisions regarding
life and death.
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James Hemphill and Stephen Hart describe the nature of
psychopathy, identifying its distinction from antisocial, psy-
chopathic, dissocial, and sociopathic personality disorders in
their chapter of this volume. Current conceptualizations of
psychopathy, including symptom patterns, are reviewed. As
part of the overall evaluation strategy, Hemphill and Hart
present assessment methodology, focusing on the Psychopa-
thy Checklist-Revised (Hare, 1980, 1991). They consider
questions, conflicts, and legal issues arising when forensic
psychologists assess psychopathy, and they report the occur-
rence of psychopathy in juveniles and among various cultural
groups. Priorities for future research on this critical topic are
suggested.

Evaluation of Malingering and Deception

Evaluators in a forensic context cannot accept unquestion-
ingly a respondent’s answers as a valid or optimal repre-
sentation of mental state. The motivation to respond in a
self-serving fashion for secondary gain is readily apparent
(e.g., financial reward in a personal injury case; custody of a
child in a custody dispute; the assumption, often incorrect, of
a shorter period of restricted freedom in an insanity case).
Consequently, forensic experts must consider the possibility
that the examinee may have attempted to distort test results
because of malingering, exaggeration, and defensiveness.
Neither rare nor very common in forensic evaluations, malin-
gering is estimated to occur in 15% to 17% of forensic cases
(Rogers, Salekin, Sewell, Goldstein, & Leonard, 1998;
Rogers, Sewell, & Goldstein, 1994).

In the chapter by Richard Rogers and Scott Bender of this
volume, they present an overview of conceptual issues and
response styles related to malingering and defensiveness.
They describe explanatory models of why individuals may
attempt to portray psychological and physical impairments,
and they examine major empirical issues and false assump-
tions frequently made about malingering. Rogers and Bender
review detection strategies designed to identify response
styles, including the use of both traditional and forensically
relevant instruments, such as the Structured Interview of
Reported Symptoms (Rogers, Bagby, & Dickens, 1992) and
the Validity Indicator Profile (Fredrick, 1997).

Special Topics in Forensic Psychology

At times, forensic psychologists are retained as consultants.
They are asked to assess job applicants or current employees
or to assist as expert witnesses testifying about specific topics
or areas of specialized research, rather than about specific

people. These roles, though somewhat different from those of
traditional experts expected to provide information relevant
to specific individuals in courts of law, nonetheless require
knowledge about the relevant professional literature, case
law, and the legal system.

In this section, three topics are considered, representative
of roles of the psychologist as consultant and as expert wit-
ness on specific areas of research. Law enforcement and other
agencies employing those in high-risk occupations frequently
retain psychologists as consultants. Experts on a specific area
or topic of research may be consulted and asked to serve as
expert witnesses to review, for a jury, research related to such
topics as eyewitness memories for people and events. Still
other experts are retained as jury consultants, advising
lawyers about which potential jurors might be most open to
the arguments and evidence likely to be raised during trial.

Forensic Assessment for High-Risk Occupations

In recent years, there has been a significant increase in re-
quests to evaluate job applicants and current employees in law
enforcement and other high-risk positions (Inwald & Resko,
1995). Forensic psychologists prescreen applicants for these
occupations to assess their psychological suitability for high-
risk jobs. In addition, referrals are made to conduct fitness-
for-duty evaluations when questions have been raised about a
current employee’s ability to perform the full duties associ-
ated with his or her position (and, in many cases, to carry
firearms). The methodology used in these evaluations applies
not only to law enforcement personnel, but also to corrections
officers, security officers, firefighters, airline pilots, and nu-
clear power plant operators (Rigaud & Flynn, 1995).

Randy Borum, John Super, and Michelle Rand examine
representative ethical issues confronting those performing
such assessments in a chapter of this volume. They discuss
legal issues regarding the right to conduct evaluations for
high-risk occupations and cite case law supporting its role in
the employment process. From a practice perspective,
Borum, Super, and Rand review job-related abilities, assess-
ment methodology, and suitability analysis. The primary
focus of this chapter is on preemployment screenings and
fitness-for-duty evaluations.

Eyewitness Memory for People and Events

In a criminal trial, attempts are made, through the introduc-
tion of evidence, to reconstruct what occurred at the moment
of the crime. In addition to physical evidence (e.g., finger-
prints, tire tracks, DNA), eyewitnesses to the crime
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(including the victim) may be called on to testify about mem-
ories of what they saw. However, for a number of reasons,
memories may become contaminated, lost, or destroyed, re-
sulting in well-intentioned, but nonetheless inaccurate testi-
mony. The consequences for the defendant and society may
be significant. Mistakes in eyewitness identification account
for more convictions of innocent defendants (exonerated by
DNA evidence) than all other factors combined (Scheck,
Neufeld, & Dwyer, 2000; Wells et al., 1998).

Gary Wells and Elizabeth Loftus argue for a scientific
model to collect, analyze, and interpret eyewitness evidence
in a chapter of this volume. The scientific literature and the-
ory on eyewitness memory for events is reviewed, and they
examine factors that may impact accuracy. The literature on
eyewitness memory for people, focusing on the ability of eye-
witnesses to identify suspects from lineups, is detailed, and
those factors that may impair this ability are discussed. Sci-
entific procedures for lineups are suggested to reduce these
factors demonstrated to increase error rate. Wells and Loftus
present a case to illustrate major points raised in their chapter.

Voir Dire and Jury Selection

The jury is the hallmark of a democratic system of justice.
Decision making as to guilt or innocence in a criminal case
and for or against a plaintiff in a civil case is placed in the
hands of ordinary citizens, expected to consider evidence in
an objective, unbiased fashion. However, it has long been
recognized that potential jurors bring into the courtroom their
prior experiences, attitudes, biases, and personality charac-
teristics, factors that may interfere with the impartial
outcome of a trial. The process of voir dire (to speak the
truth), mandated both by federal and state statutes, is de-
signed to uncover biases that might interfere with the objec-
tive weighing of evidence. Who is on the jury is critical,
therefore, for both sides in a trial.

Margaret Bull Kovera, Jason Dickinson, and Brian Cutler
describe the process of voir dire, as well as the system devel-
oped to challenge potential jurors, in this volume. They
review the traditional methods of jury selection, typically
relying on conjecture, the use of stereotypes, body language,
and anecdotal strategies to predict inclinations favorable
toward a specific verdict. They contrast this approach with
scientific jury selection, developed by Schulman, Shaver,
Colman, Emrich, and Christie (1973). This approach relies
on demographics, personality traits, and attitudes and their
relationship to trial outcome. Kovera, Dickinson, and Cutler
explain the limitations of research on jury selection and sug-
gest directions for future research in this area.

Civil Forensic Psychology

The judicial system operates on the premise that those who
have committed a wrong should be punished. This holds true
in both the civil and the criminal justice systems. Whereas the
criminal justice system may punish those found guilty of a
crime by depriving them of freedom, those found responsible
for committing a wrong from which a damage resulted may
be punished by having to pay a monetary award to the injured
party. In a civil case of child custody, the parent deemed more
likely to fulfill the best interests and needs of the child is
awarded custody, and the other parent may be permitted only
limited or supervised visitation or no contact at all.

In this section, a range of topics related to forensic assess-
ments in the civil arena is considered. Each specialized area
of practice requires knowledge of the relevant statutes and
case law, familiarity with the professional literature, and an
awareness of the forensic assessment methodology available
to address the specific type of civil psycholegal issue in
question.

Authors consider child custody assessments, personal in-
jury evaluations related to both childhood trauma and breach
of duty, and discrimination evaluations based on claims of
harassment, sexual harassment, hostile work environment,
retaliation, physical and emotional disability, learning dis-
ability, and substance abuse. In addition, substituted judg-
ments involving such matters as living wills, health care
surrogacies, and right to refuse treatment are discussed. For
each civil issue, statutes, case law, ethical considerations, and
assessment methodology are reviewed.

Child Custody Evaluation

The assessment of child custody is one of the most complex,
challenging, and professionally risky areas of forensic evalu-
ation. The vast majority of other types of forensic referrals
address relatively specific, well-formulated psycholegal is-
sues. Often, assessments involve evaluating only one person
(e.g., a personal injury litigant, a defendant for whom trial
competence is an issue, a victim of rape), but custody assess-
ments require assessing multiple parties, each individually
and in various combinations (e.g., each child, each parent,
child and stepparents, child and stepsiblings). The standard
“best interests of the child” is somewhat more complex and
vague than other psycholegal criteria, requiring a multifo-
cused approach to the overall assessment process (e.g., men-
tal heath of each parent, needs of the child, attitudes, interests
of the parents). Because the stakes are high in a custody case,
at least one parent is apt to be angry or resentful of the
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outcome; consequently, ethics complaints against forensic
psychologists involved in this area of assessment are more
frequent than in any other facet of consultation (APA Ethics
Committee, 2001).

In the chapter by Randy Otto, Jacqueline Buffington, and
John Edens in this volume, they review judges’ and attor-
neys’ perceptions of the value of child custody assessments.
They describe the legal standards for the determination of
custody in the United States and review child custody evalu-
ation guidelines developed by professional organizations.
The evaluation process is described, including the value and
use of traditional psychological tests and forensic assessment
instruments available for this purpose. Otto, Buffington, and
Edens discuss research related to child custody evaluations
and decision making, including the effects of divorce on
children. The nature of reports and testimony is considered
as well.

The Assessment of Childhood Trauma

During the past two decades, mental health professionals and
attorneys increasingly have focused attention on the causes
and effects of traumatic stress on children. Trauma has been
associated with a number of psychological responses, includ-
ing posttraumatic stress disorder (Pynoos, Steinberg, &
Goenjian, 1996). Claims of emotional damage or injury from
childhood trauma may be relevant in a number of legal con-
texts, including personal injury, child custody, special educa-
tion eligibility, and delinquency cases.

In Steven Sparta’s chapter, he examines the definitions
and categories of childhood trauma, as well as the determents
of traumatic affects. The concept of trauma is discussed from
a developmental perspective. He presents a number of psy-
cholegal contexts in which trauma may be the proximate
cause of a claimed injury or damage. Sparta reviews assess-
ment strategies to evaluate these questions, including inter-
views with children and specific tests that are appropriate for
this special population.

Personal Injury Examinations in Torts
for Emotional Distress

The law typically allows those who believe they have been
physically or emotionally harmed to bring suit, in civil court,
against those they believe damaged them. To prevail in a per-
sonal injury law suit, the plaintiff usually must demonstrate
that there has been a breach of a legal duty owed by the de-
fendant to the plaintiff and that the plaintiff has been proxi-
mately harmed by that tort or wrong (Greenberg & Shuman,
1999). The plaintiff must demonstrate a relationship between

the wrong and the damage, such that the damage would not
have occurred but for what the defendant did: the concept of
proximate cause.

Stuart Greenberg explains the legal framework of personal
injury cases, the law of torts, placing it in historical perspec-
tive. He examines the role of the forensic psychologist in
such cases, including assessing the plaintiff’s functioning be-
fore the harm; the extent of distress caused to the plaintiff; the
extent of impairments and injuries to the plaintiff’s function-
ing; the likely cause of each impairment or injury; and the
prognosis and steps necessary to restore the plaintiff’s prein-
cident level of functioning. Greenberg reviews the rules of
civil procedure on both federal and state levels. Methodology
for conducting personal injury evaluations is described. He
discusses depositions and report writing in personal injury
cases, as well as expert witness testimony. He presents a
mock transcript, highlighting how the neutral, objective ex-
pert can offer effective, ethical testimony and advocate for
his or her opinion.

Assessing Employment Discrimination and Harassment

Title VII of the 1964 Civil Rights Act made it illegal to dis-
criminate against others based on race, sex, religion, or na-
tional origin. Forensic psychologists may be called on to
evaluate claims of alleged discrimination and harassment in-
volving a range of issues. Questions asked of experts include:
Did harassment or discrimination occur, and if so, why? Was
it welcomed or unwelcome, voluntary or coerced? Could
there have been misinterpretation? Was there harm? and
What were the effects of this tort?

Melba Vasquez, Nancy Lynn Baker, and Sandra Shullman
present the legal bases underlying these claims in their chap-
ter. Forms of legal discrimination, including harassment,
sexual harassment (heterosexual and same-sex), hostile envi-
ronment, and retaliation are considered. The professional
literature on sexual and racial discrimination is reviewed.
The roles of the forensic psychologist are described, and
specialized methodology addressing issues of employment
discrimination and harassment are reviewed. Vasquez, Baker,
and Shullman discuss the future directions of this area of
forensic practice.

Forensic Evaluation in Americans
with Disability Act Cases

Whereas the Civil Rights Act of 1964 banned discrimination
on the basis of race, sex, religion, and national origin, it was
not until the Americans with Disabilities Act of 1990 (ADA)
that discrimination against those with physical and mental
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disabilities was prohibited. Designed to help those with dis-
abilities achieve full functioning in the workplace, this legis-
lation outlawed discrimination on the basis of disability
for hiring, training, compensation, and benefits (Bell, 1997).
In addition, it became illegal to employ tests or other non-
job-related criteria that would result in screening out those
with disabilities if they might otherwise be “reasonably ac-
commodated.” The ADA also prevented retaliation against
those who filed claims under this Act.

In William Foote’s chapter, he examines the issue of
disability in the workplace and how the ADA fits with
existing disability systems. He details the impact of
discrimination on the basis of disability and focuses on
mental disabilities, learning disabilities, and substance
abuse disorders. Foote presents methodologies to evaluate
claims of disability related to both the assessment of dam-
ages and failure to provide reasonable accommodations. He
explores the topics of disparate treatment and disparate im-
pact assessments, reprisals for pursuing claims, and disabil-
ity harassment and hostile work environments for those with
disabilities.

Substituted Judgment

Questions may arise regarding a person’s ability to make in-
formed, reasoned judgments in his or her best interests and
that accurately reflect the individual’s intentions. Situations
in which this issue may arise include decisions involving the
abilities to consent or refuse medical or psychiatric treatment,
execute a will, and prepare a health care proxy. The concept
of substituted judgment involves the replacement of an indi-
vidual’s judgment with that of a substitute: another person or
agency. Substitutions may involve prior judgments made by
the individual (advanced directives), present judgments, or
future judgments. Forensic psychologists may be called on to
offer opinions about decisions to be made or already made by
individuals, alive or deceased.

Eric Drogin and Curtis Barrett describe the role of the
forensic psychologist in the assessment of psycholegal issues
related to substituted judgment. They review the legal and
historical background for evaluating past, present, and future
substituted judgment. Drogin and Barrett explain substitu-
tions for prior judgments, including living wills, heath care
surrogacies, and durable powers of attorney. The right to
refuse or consent to treatment, the informed consent doctrine,
and affirmations of an individual’s autonomy to make deci-
sions regarding present concerns are examined. They discuss
decisions related to guardianships and conservatorships. A
range of forensic assessment instruments developed for con-
ducting these forensic evaluations is described.

Criminal Forensic Psychology

In the forensic criminal arena, issues related to legal compe-
tencies are the focus of most requests for forensic psychologi-
cal assessments. The 5th, 6th, 8th, and 14th Amendments are
guaranteed, even to those accused of horrific crimes. In recent
years, considerable attention has been given to crimes com-
mitted by juveniles. Depending on the state, juveniles of a
specified age, having been charged with a predetermined spe-
cific crime, may be transferred to adult court, where adult
penalties are imposed. Consequently, juveniles, despite their
age and immaturity, are expected to be as competent as adults
in understanding their rights and must be afforded the same
constitutional protections as adults. (Some states allow appro-
priate developmental immaturity as a basis for incompetence.)

Issues related to the comprehension of the rights to remain
silent, to avoid making incriminating statements, and to be
represented by an attorney serve as the basis for assessments
of a defendant’s ability to make a valid waiver of Miranda
rights. Defendants are entitled to be represented by an attor-
ney in court, and such representation includes the ability to
assist the attorney in defense strategy, to communicate ratio-
nally with the attorney, and to understand courtroom proce-
dures. This requirement may result in questions regarding the
ability of a defendant to be competent to stand trial. To be
convicted of a crime, it must be established that, not only did
the defendant commit the criminal act, but, at the time of the
offense, he or she possessed the required mental state or mens
rea necessary to be held culpable. Assessment of criminal re-
sponsibility represents a major area in which forensic
psychologists may be asked to provide information to the
court on matters of mental or emotional culpability, such as
insanity or extreme mental or emotional disturbance. When a
defendant has been found guilty of a capital offense, a sen-
tencing phase of the trial is held. The jury is asked to decide
whether he or she should be executed. Forensic psychologists
may be retained to evaluate the defendant in terms of the
presence or absence of aggravating and mitigating factors in
capital cases. When accusations of child sexual abuse are
made without physical supportive evidence or third-party
witnesses, questions may be raised about the validity of the
child’s report.

In this section, forensic evaluations focusing on a number
of criminal psycholegal issues are reviewed. Waiver of
youths to adult court, competence of children to waive
Miranda rights, and the competence of youths to stand trial
are examined. In addition, the assessment of violence risk in
juvenile offenders is discussed. The ability to make a know-
ing, intelligent, voluntary waiver of Miranda rights and is-
sues and assessment methodology related to confessions that
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may be untruthful are detailed in a chapter in this section.
Evaluations of fitness to stand trial and restoration of trial
competence are the focus of another chapter. Legal issues and
evaluation methodology related to criminal culpability is dis-
cussed, and sentencing in capital cases is presented. This
section concludes with a chapter focusing on evaluating alle-
gations of child sexual abuse.

Forensic Evaluation in Delinquency Cases

The first juvenile court was established in Chicago in 1899,
acknowledging, in part, that juveniles were not miniature
adults, and that because of immaturity associated with age,
their misguided “transgressions” should not be viewed nor
treated as crimes. The goal of juvenile court—rehabilitation
rather than punishment—was significantly different from
that of adult court. However, the U.S. Supreme Court ac-
knowledged in 1967 (In re Gault) that because juveniles are
deprived of their freedom when placed in a youth facility,
they are entitled to most of the constitutional protections af-
forded adults. It was recognized that youths may not be
competent in a number of legal domains because of their
immaturity. However, the courts tended to avoid addressing
these issues because juveniles were not to be punished but,
rather, rehabilitated. The 1990s appear to have brought these
issues to a head. Juveniles currently arrested and charged
with crimes may be exposed to a very different system of
justice, one in which adult penalties apply. Attorneys repre-
senting juveniles can no longer look the other way, expect-
ing the youth to receive help if sentenced. Instead, attorneys
are obligated to ensure that their young clients are, in fact,
competent to waive their Miranda rights and stand trial and
meet all of the psycholegal competencies legally required of
adults.

Thomas Grisso argues that the knowledge base and the de-
velopment of forensic assessment instruments to evaluate the
psycholegal competence of juveniles have lagged behind the
development of other areas of forensic knowledge and prac-
tice. He presents a history of the juvenile justice system and
describes general methods for evaluating juveniles, including
personality and problem scales developed for delinquency
cases. Legal standards and specialized assessment methodol-
ogy needed to evaluate waivers to adult criminal court, com-
petence to waive Miranda rights, and competence to stand
trial are explained. Grisso reviews the current state of knowl-
edge regarding the assessment of violent juvenile offenders
and recidivism, and discusses actuarial methods, base rates,
and methods and instruments. He concludes with a consider-
ation of future advancements in forensic assessment in delin-
quency cases.

Competence to Confess: Evaluating the Validity
of Miranda Rights Waivers and Trustworthiness
of Confessions

Confessions to crimes are valuable commodities, which,
once introduced to a judge or jury, are exceedingly difficult
for defense lawyers to overcome. Unchallenged, inculpatory
statements are devastating, typically taken as a clear sign of
the defendant’s guilt. In Miranda v. Arizona (1966) the U.S.
Supreme Court held that the process of interrogation is hid-
den from public scrutiny. Suspects are often frightened, and
investigators are equipped with a range of interrogation
strategies designed to take advantage of the suspect’s weak-
nesses. To level the playing field, the Court required inter-
rogators to administer the Miranda warnings to those placed
under arrest or made to believe they are not free to leave. In
Dickerson v. United States (2000), the Court ruled that the
Miranda warnings had become so deeply ingrained in our
culture that they could neither be revoked nor could Congress
override them by legislation. In Crane v. Kentucky (1986),
the Court opined that a defendant has the right to introduce
evidence to a jury that a confession found to have been
legally obtained through a valid waiver of Miranda rights
may, nonetheless, not be trustworthy.

Lois Oberlander, Naomi Goldstein, and Alan Goldstein
examine case law regarding the ability to waive Miranda
rights and the validity of confessions. They describe re-
search relevant to child, adolescent, and adult Miranda
rights comprehension, and the relationship between under-
standing these rights and IQ, academic achievement, reading
ability, familiarity with the criminal justice system, race, and
socioeconomic status. Forensic assessment instruments de-
veloped to objectively evaluate the ability of an individual to
make a knowing, intelligent waiver are reviewed, and the
use of traditional clinical tests as an adjunct in the evaluative
process is described. Oberlander, Goldstein, and Goldstein
explore the literature on false confessions: the significance
of inculpatory statements; frequency of false confessions;
and why some defendants may provide a false confession.
The authors present methodology for evaluating those fac-
tors that may contribute to inculpatory statements that may
not be truthful.

Assessment of Competence to Stand Trial

A defendant in a criminal case must be more than just a phys-
ical presence in the courtroom; he or she must be competent
to stand trial, a two-pronged standard delineated by the U.S.
Supreme Court in Dusky v. U.S. (1960). According to Dusky,
fitness for trial is based on whether a defendant “has sufficient
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present ability to consult with his attorney with a reasonable
degree of rational understanding—and whether he has a ra-
tional as well as factual understanding of the proceedings
against him.” Fitness-for-trial assessments are the most com-
mon of all criminal evaluations, court-ordered in 2% to 8% of
all felony cases (Hoge, Bonnie, Poythress, & Monahan,
1992).

Kathleen Powers Stafford reviews the legal framework of
trial competence, placing it in historical perspective in her
chapter of this volume. She describes the variables relevant
to trial competence that are reported in the empirical litera-
ture. She examines the methodological approaches to assess
competence to stand trial, including the use of forensic as-
sessment instruments designed expressly for this purpose.
Stafford considers trial competence with special populations:
those with psychosis, the mentally retarded, and those with
severe hearing and communication impairments. Disposi-
tional issues, including prediction of competence restoration,
treatment of incompetent defendants, and permanent incom-
petence, are considered.

Evaluation of Criminal Responsibility

Perhaps no other area of forensic assessment engenders
more attention and, at the same time, feelings of hostility
and resentment than evaluations focusing on issues of crim-
inal responsibility. The trial of John W. Hinkley for the
attempted murder of President Reagan and his acquittal by
reason of insanity (U.S. v. Hinkley, 1982) fanned the flames
of the perceived injustices resulting from insanity defenses.
However, public perceptions differ significantly from reality
in terms of the frequency of insanity defenses, their rate of
success, and what ultimately happens to those acquitted by
reason of insanity. The evaluation of a defendant’s mental
state at the time of an offense is central to the issue of
criminal culpability and, hence, punishment. These assess-
ments require the “reconstruction” of a prior mental state
to assist the trier of fact in rendering a decision of legal
responsibility.

Alan Goldstein, Stephen Morse, and David Shapiro ex-
plain the basic doctrines of criminal liability. They focus on
mental state issues relevant to culpability, including negation
of mens rea, provocation and passion, extreme mental or
emotional disturbance, voluntary and involuntary intoxica-
tion, imperfect self-defense, and duress. The authors review
the history of the insanity defense, including its develop-
ment, changes, and recent reforms. Ethical issues and con-
flicts that arise in conducting these assessments are explored.
Goldstein, Morse, and Shapiro describe the methodology
necessary to evaluate a defendant’s prior mental state. Two

cases involving insanity and extreme emotional disturbance
defenses are presented and discussed.

Sentencing Determinations in Capital Cases

Unlike any other form of punishment, the death penalty is the
ultimate, irrevocable sanction. The U.S. Supreme Court held
that death penalty statutes must not be “capricious” and that
specific guidelines are required to avoid the “uncontrolled
discretion” of judges and juries, whereby “People live or die,
dependant on the whim of 1 man or 12” (Furman v. Georgia,
1972). Similarly, the Court rejected North Carolina’s statute
making all first-degree murder convictions punishable by
death (Woodson v. North Carolina, 1976), reasoning that
each case must be individualized. In Gregg v. Georgia
(1976), the Court accepted as constitutional that state’s re-
quirement that at least one aggravating factor must be estab-
lished during a separate sentencing phase of a capital trial
before a defendant could be sentenced to death. The defense
was permitted to introduce mitigating facts or circumstances
for the jury or judge to weigh against the aggravating factor
or factors before the death penalty could be imposed. Be-
cause sentencing must be individualized, the defense is per-
mitted to introduce any aspect of the defendant’s character or
record and any circumstances of the offense in mitigation
(Lockett v. Ohio, 1978).

Mark Cunningham and Alan Goldstein describe the nature
and structure of capital trials and the data regarding the ad-
ministration of the death penalty. They examine landmark
U.S. Supreme Court decisions related to capital punishment,
and they address ethical issues regarding the role of the psy-
chologist in sentencing evaluations and in assessments
addressing competence to be executed. The authors discuss
methodology in conducting capital evaluations, including as-
sessment parameters. Cunningham and Goldstein focus on
violence risk assessment in death penalty cases and detail
common errors in such evaluations. They also discuss issues
related to base rates, risk management, and group statistical
data. Two capital case assessments are presented to illustrate
teaching witness and evaluating witness testimony. The role
of forensic psychologists is discussed in postconviction and
habeas relief cases and in assessing competence to waive ap-
peals and competence to be executed.

Child Sexual Abuse Evaluations

When allegations are made involving sexual abuse of a child,
the victim is, typically, the only witness to the crime. Usually,
medical evidence is absent; behavioral symptoms, if present,
may be attributable to factors other than or in addition to the
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claimed abuse; and admissions of culpability by the alleged
perpetrators are rare (Myers, 1998). There is considerable
controversy in the academic and practice community about
the frequency of false reports of abuse, attributable to
distortions of memory and suggestibility of the child. How-
ever, there is agreement that any mental health professional
retained to evaluate claims of child sexual abuse must be
familiar with relevant statutes and case law, the professional
literature on child development, and potential behavioral
manifestations of child sexual abuse. In addition, the evaluator
must be well versed in the specialized methodology required
to conduct such evaluations. To address issues raised by these
complex and emotionally charged cases, Kuehnle (1998)
proposed a scientific-practitioner model of assessment.

Kathryn Kuehnle describes this model for assessing child
sexual abuse, a model based on the empirically established
relationship between science and the child’s behavior. She re-
views the data on the prevalence of child sexual abuse and
those factors demonstrated to increase children’s vulnerabil-
ity to the risk of sexual abuse. Symptom patterns associated
with child sexual abuse are examined. In addition, Kuehnle
reviews the literature on factors that may distort valid recall
and reporting of the event in question: childhood memory
and suggestibility. She considers the interview process with
children who may have been victims of sexual abuse and de-
scribes a range of tools and instruments that may assist in the
assessment procedure. She also explores relevant legal issues
in relationship to these topics.

Forensic Assessment of Special Populations

At times, forensic psychological evaluations focus on legally
relevant issues as well as identifying and making predictions
about “special populations,” or those identified in the profes-
sional literature as belonging to a unique category. Recently
enacted sexual violent predator statutes have given rise to re-
quests to evaluate those convicted of violent sexual crimes
who have fulfilled their prison sentence. Such individuals can
be transferred to civil commitment status if they meet criteria
defined by each state. Assessments may be requested to eval-
uate the risk of future sexual offending of those belonging to
this special group. Similarly, battered women have been
singled out as a special category. Admissible in most states,
battered women’s syndrome may be introduced to explain a
defendant’s mental state if charged with the murder or assault
of her batterer.

Those who have developed violent attachments, including
pathologies of bonding, represent still another special popula-
tion. Such individuals are at increased risk for violent behav-
iors directed against those with whom they have relationships,

whether real or imagined. Forensic experts may be consulted
in such cases, not only for forensic assessments focusing on
acts of violence previously committed, but also regarding
potential actions by those who have committed acts of
violence against others. In a number of psycholegal areas
(e.g., civil commitment, child custody, presentencing reports,
probation and parole, death penalty cases) violence risk as-
sessment is a crucial process.

In this section, chapters focus on conducting assessments
with those belonging to identifiable, special populations.
Authors address legal, ethical, and assessment methodology
necessary to evaluate violent sexual predators, battered
women, those with a history of violent attachments, such as
stalkers and those engaging in interpartner violence, and risk
assessment. The limits of such assessments for expert testi-
mony are described.

Evaluation of Sex Offenders

With the exception of drug offenders, during the 1990s the sex
offender population has increased faster than any other group
of violent criminals (La Fond, 1998). The nature of these
crimes, especially those against children, drew the attention
and ire of the public, legislators, and courts. Many states
passed both civil and criminal legislation requiring manda-
tory, lengthy sentences for sex-related crimes and, in some
states, lifelong probation. For sex offenders who have com-
pleted their prison sentence and been released, requirements
may include registration as a sex offender with local police
authorities, notification to neighbors that a sex offender has
moved into their community, and the possibility of civil
commitment following the expiration of their prison term
(Bumby & Maddox, 1999). The decision of the U.S. Supreme
Court in Kansas v. Hendricks (1997) stated that the civil com-
mitment of sex offenders deemed at risk for recidivism after
completion of their prison term violated neither the double
jeopardy nor ex post facto clauses of the Constitution. This
decision further encouraged states to enact sexual predator
statutes.

Mary Alice Conroy describes the impact of this legislation
on forensic practice in her chapter in this volume. She reviews
sex offender legislation (including sexual violent predator
statutes) and evaluations in legal and historical contexts, and
considers issues related to evaluating the sex offender’s men-
tal state and assessing the risk for recidivism. Both clinical and
actuarial predictions are explained and the use and abuse of
“profiles” are reviewed. Conroy examines forensic assessment
instruments that have been developed to evaluate future risk of
offending. In addition, she reviews specialized treatment
modalities important to risk management with this special
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population. Included in this chapter are sections addressing the
evaluation of minorities (women, juveniles, and ethnic minori-
ties), as well as ethical concerns and expert testimony.

Battered Woman Syndrome in Courts:
Issues and Applications

A battered woman who assaults or kills her partner or
spouse may be charged with a criminal offense. Frequently,
there is little or no physical evidence that the woman was in
imminent danger, nor had she memorialized her prior bat-
tering in hospital records or by confiding in friends or fam-
ily. Conceptualized and labeled by Lenore Walker (1979,
1984), battered woman syndrome (BWS) may represent a
defense against such charges. BWS represents an attempt to
establish that the woman’s actions at the time of the crime
were motivated by self-defense. In fact, BWS is the pre-
dominant method of defending battered women who have
assaulted or killed their batterers, and it is the most success-
ful syndrome testimony in terms of acceptance in court
(Downs, 1996).

In the chapter by Diane Follingstad, she argues that
Walker’s initial conceptualization of BWS and its dynamics
have shaped the criteria by which judges determine its admis-
sibility and that provide the “scientific evidence” that in-
formed appellate court review about this syndrome. Based on
the scientific literature, Follingstad concludes that there are se-
rious problems with the validity and applicability of BWS to
legal cases. She reviews the history and uses of BWS in court,
including major legal issues and case law focusing on those de-
cisions addressing the admissibility of testimony on this issue.
She describes difficulties with syndrome evidence in general,
and with BWS in particular, questioning whether BWS is an
actual syndrome. The relevance of BWS in other cases involv-
ing allegations, such as fraud, drug running, child abuse, child
homicide, divorce, and custody, is examined. Follingstad de-
scribes methodology for assessing battered women’s legal
cases and suggests future directions for defending battered
women without relying on BWS, while still using data about
battered women as an organizing principle in their defense.

Pathologies of Attachment, Violence, and Criminality

Interpersonal violence most frequently occurs between those
who know one another. However, rates are still higher for
a subcategory of people: those who are attached or bonded
to one another. Meloy (1992) described the nature of these
“violent attachments,” identifying a group of individuals at
risk for acts of violence against those with whom they have
intense or sexual relationships.

J. Reid Meloy focuses on the relationship among attach-
ment, violence, and criminality. He reviews the origins of
attachment theory and considers the psychobiology of attach-
ment. Meloy places pathologies of attachment in historical
perspective and describes the relationship between this at-
tachment and interpartner violence. He suggests new avenues
of forensic psychological research, including stalking behav-
ior, which he has described as an old behavior but a new
crime (Meloy, 1999).

Violence Risk Assessment

Despite the U.S. Supreme Court’s decision in Barefoot v.
Estelle (1983) that clinical predictions of violence could not
be made with an acceptable degree of reliability, the Court in-
dicated that to prevent such testimony was “like asking us to
disinvent the wheel.” In both the civil and criminal legal sys-
tems, courts frequently consider risk of future violence in the
decision-making process. Questions regarding orders of pro-
tection, involuntary commitment, parental child abuse, trans-
fers of juveniles to adult court, sex offenders transferred to
civil commitment status, and mitigation and aggravation in
death penalty cases are but a few of the areas relying on vio-
lence risk assessment.

John Monahan describes the relevance of violence risk as-
sessment to the legal system and how such evidence is legally
evaluated. He contrasts clinical and actuarial risk assessment
and then reviews instruments developed specifically to eval-
uate risk of violence. He summarizes those risk factors found
to be related to the occurrence of violence as identified in the
MacArthur Violence Risk Assessment Study (Monahan et al.,
2001; Steadman et al., 2000). Monahan addresses the issue of
the relationship between clinical and actuarial risk assess-
ment in formulating opinions and explains how such opin-
ions should be communicated.

Emerging Directions

Forensic psychologists and attorneys are beginning to recog-
nize the potential influence that forensic psychological re-
search and practice could have on public policy and the law.
In the final section of this volume, the interdependence
between psychology and law is explored. Psychologists are
encouraged to take a more active role in familiarizing them-
selves with case law and the legal system and improving the
quality of services they offer to the law. They are urged to
advise legislators about what psychologists can and cannot
validly assess and to attempt to influence legislation and
public policy.
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In addition, it is recognized that the law, public policy, and
psychology have a direct impact on those they serve and af-
fect. Legal decision making may have a profound influence
on the mental health of all parties in civil and criminal litiga-
tion. The final chapter in this volume describes ways in which
forensic psychology can encourage judges and attorneys to
promote the emotional well-being of parties in legal cases
while minimizing the law’s negative effects on overall psy-
chological functioning.

Forensic Psychology’s Interdependence
with Law and Policy

There are a number of roles for forensic psychologists (i.e.,
consultant, testifying about a specific individual or topic, pro-
viding legislative testimony), each involving knowledge of
the law and the ability to apply it. Consequently, forensic
psychologists must possess knowledge of the appropriate
statutes, case law, and policies to effectively practice and
conduct relevant research. They must understand the explicit
wording of the law and be aware of the subtle shifts in legal
language that occur regularly.

Daniel Krauss and Bruce Sales explore the interdependent
relationship between forensic practice and research and law
and policy. They examine problems arising when nomolithic
data are used to address idiographic questions. Using two
common areas of forensic practice and research, forensic eval-
uations and testimony, the authors demonstrate the impact of
law and policy on the field of forensic psychology. The ability
of forensic psychologists to influence lawmakers and shape
public policy is still in its infancy. Although Brown v. the
Board of Education (1954) involved the application of social
psychology research to public policy, few examples exist that
so clearly demonstrate the relevance of psychological re-
search to the law. Krauss and Sales argue that because legisla-
tors frequently assume, often incorrectly, that psychologists
can provide information of direct relevance to a legal question,
forensic psychologists should have a greater sense of involve-
ment in the formation of laws and policies. The authors pro-
vide guideposts for improving the quality of forensic services
to the law, consider issues related to evidentiary reliability and
relevance, and describe other criteria addressed by Daubert v.
Merrell Dow Pharmaceuticals, Inc. (1993).

Therapeutic Jurisprudence

The emerging field of therapeutic jurisprudence (TJ) rep-
resents another point at which law, public policy, and psy-
chology (and the social sciences in general) intersect. TJ
recognizes that, intentionally or unintentionally, the law af-

fects the mental health and functioning of those whom it im-
pacts (Stolle, Wexler, Winick, & Dauer, 1997). As defined
by Slobogin (1995), TJ uses the social sciences to “study the
extent to which a legal rule or practice promotes the psy-
chological and physical well-being of the people it affects”
(p. 767). TJ represents a more humane, therapeutic approach
to the legal system, the goal of which is to maximize the
positive or therapeutic consequences of laws and their ad-
ministration while minimizing the negative or antither-
apeutic consequences. TJ evaluates the behavior of those
involved in the legal system: attorneys; judges, probation of-
ficers, and law enforcement officers.

The chapter authored by Susan Daicoff and David Wexler
in this volume, considers the law from a therapeutic perspec-
tive, focusing on criminal, personal injury, employment, and
family law. They discuss the concepts of “therapeutic lawyer-
ing” and “therapeutic judging,” and they examine the ways
laws may be altered, administered, or applied to increase
their positive therapeutic consequences. Daicoff and Wexler
consider ethical and philosophical issues involved in the TJ
approach to the law and discuss future trends in this emerg-
ing field.

SUMMARY

Although the roots of forensic psychology date back to the
early 1900s, marked by the publication of On the Witness
Stand (Münsterberg, 1908), it required almost two decades
for the field to demonstrate the empirical basis necessary to
qualify as evidentiary expert testimony. Both state and fed-
eral courts now generally accept the application of forensic
psychology theory, research, and methodology to a wide
range of civil and criminal legal questions. Programs offer-
ing doctorates in forensic psychology have been estab-
lished, and postdoctoral fellowships, although limited in
number, are available. Continuing professional education
programs, presented by APA-approved sponsors, designed
to provide the skills, training, and knowledge required of
experts in court, are readily available. Most recently, the
APA approved forensic psychology as a specialty within the
field of psychology—a landmark recognition of its current
status.

It is hoped that graduate students and mental health pro-
fessionals reading this book will develop an appreciation for
the field as a whole, recognizing its uniqueness, its complex-
ity, and the need for specialized training and knowledge. In
addition, each chapter should serve as a reference source on a
specific topic, reviewing the state of the art in the early
twenty-first century.
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At the beginning of the twenty-first century, the field of
forensic psychology is now sufficiently mature to be consid-
ered a well-defined area of specialization. Psychological
historians often trace the intellectual origins of the discipline
of psychology and law to Hugo Münsterberg’s publication
of On the Witness Stand in 1908. However, coordinated and
formalized attempts to define and establish an area of foren-
sically specialized professional practice only began to gain
momentum in the 1970s.

The first landmark in that era was the founding of the
American Psychology-Law Society, and its subsequent
recognition as a division of the American Psychological
Association (Division 41). Since then, the field of psychol-
ogy and law has witnessed the formal recognition of forensic
psychology as a practice specialty by the American Board of
Professional Psychology (ABPP); the development of “Spe-
cialty Guidelines for Forensic Psychologists” (Committee on
Ethical Guidelines for Forensic Psychologists, 1991); the ad-
dition of a section on “Forensic Activities” (Section 7) within
the American Psychological Association’s Ethical Principles
and Code of Conduct for Psychologists (American Psycho-
logical Association [APA], 1992); the emergence of over a
dozen professional journals and hundreds of books, pub-
lished nationally and internationally, focusing on forensic
mental health issues (Borum & Otto, 2000); and growth in
the membership of the American Psychology-Law Society to
2,500, approximately 85% of whom identify themselves as
forensic clinicians (Grisso, 1991).

The publication in 1980 of the edited book, Who Is the
Client? (Monahan, 1980), was significant in laying out the
contours of the field of forensic psychology and differentiating

it from therapeutic practice in clinical psychology. It high-
lighted the notion that the practice of forensic psychology
requires a specialized orientation and mind-set and cannot
simply be considered a subcategory of clinical psychology.
It represented an early attempt to clarify the boundary is-
sues and role definitions inherent in forensic psychological
practice.

Most significantly, in 2001, the APA formally recognized
forensic psychology as a specialty within psychology. This
designation signifies that a substantial body of professional
literature and specialized knowledge exists that distinguishes
forensic psychology from other specialties. Furthermore, it
reflects the development of specific educational programs
throughout all levels of training, from undergraduate through
graduate and postdoctoral levels as well as continuing educa-
tion for practitioners.

As the field first began to emerge, the term forensic psy-
chology was used broadly to include the many streams of re-
search and practice at the intersection of psychology and law.
More recently, attempts have been made to refine and delin-
eate the parameters of how the specialty should be defined. At
a practical level, the Committee on Ethical Guidelines for
Forensic Psychologists (1991) suggested that, for purposes of
applying the “Specialty Guidelines for Forensic Psycholo-
gists,” the definition should apply to “psychologists, within
any subdiscipline of psychology (e.g., clinical, developmen-
tal, social, experimental) when they are engaged regularly as
experts and represent themselves, as such, in an activity
primarily intended to provide professional psychological ex-
pertise to the judicial system” (p. 656). With a somewhat
broader view, Hess (1999) describes forensic psychology as
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having three aspects: “(1) the application of basic psycholog-
ical processes to legal questions; (2) research on legal issues,
such as the definition of privacy or how juries make decisions;
and (3) knowledge of legal issues” (p. 24).

These definitions are sufficiently specific to designate spe-
cialists and an area of specialization, but remain sufficiently
broad so that they may include psychologists whose special-
ties are more clinically oriented (e.g., clinical, counseling,
school), as well as those that are primarily experimental
(e.g., social, cognitive, developmental). Although there is
broad recognition of the common substrates and basic con-
cepts that characterize the discipline (Bersoff et al., 1997), a
recent trend has emerged to distinguish the labels applied to
the clinical and experimental facets of the field. The term
forensic psychology is becoming more readily associated
with applications of clinical specialties to the law (also
sometimes referred to as clinical-forensic psychology), and
the term legal psychology is being used to refer to the appli-
cation of other areas of psychology to the law (Bersoff et al.,
1997; Careers and Training Committee, 1998). Indeed, the
definition of forensic psychology that was submitted to
the APA as part of the application for recognition as a spe-
cialty is as follows

For the purposes of this application, forensic psychology will
be defined as the professional practice by psychologists within
the areas of clinical psychology, counseling psychology, neuro-
psychology, and school psychology, when they are engaged
regularly as experts and represent themselves as such, in an
activity primarily intended to provide professional psychological
expertise to the judicial system. (Petition for the Recognition of
a Specialty in Professional Psychology: Forensic Psychology,
2000, p. 1)

To maintain clarity in this chapter and within the field, we
also use this definition when referring to forensic psychology.

TRAINING AND PRACTICE

Specialists in legal psychology are represented predomi-
nantly from three areas: social, developmental, and cognitive
psychology. Social psychologists with this specialty often
conduct research and consult with attorneys and courts re-
garding issues such as jury selection (e.g., Johnson & Haney,
1994), credibility of witnesses, (Bank & Poythress, 1982),
and influences on jury decision making (Bornstein, 1999).
Research and practice often focus on identifying and under-
standing group processes that affect jury deliberation and
decision making (see chapter by Kovera, Dickinson, & Cutler
in this volume). In addition to studying the behavior of actors

in the legal system, the system itself may be viewed as an in-
stitution whose processes can be subjected to social psycho-
logical analysis, studying, for example, the relative values of
the adversary system versus mediation and arbitration. Social
psychological paradigms, theories, and research methods
also can be applied to legally relevant social issues such as
the impact of race and gender on decision making in the
criminal justice system (e.g., Sweeney & Haney, 1992) or the
perception of what constitutes sexual harassment (e.g., Hurt,
Wiener, Russell, & Mannen, 1999; see the chapter by
Vasquez, Baker, & Shullman in this volume).

Developmental psychologists specializing in legal psy-
chology often conduct legally relevant consultations and
perform research on issues related to children and adoles-
cents in the legal system. Substantive issues of interest often
include the accuracy and suggestibility of children’s testi-
mony (e.g., Ceci & Bruck, 1995), ability of adolescents to
make legally relevant decisions and to comprehend their
rights (e.g., Grisso, 2000), and the impact of divorce, separa-
tion, and varying custody arrangements on children’s devel-
opment (e.g., Wallerstein & Lewis, 1998; see the chapter by
Otto, Buffington-Vollum, & Edens in this volume). A major
field of inquiry has focused on whether, and under what cir-
cumstances, the testimony of child witnesses should be con-
sidered to be credible. This has been a particularly important
area in light of some highly publicized cases of elaborate
child abuse rings, such as the McMartin case in California
and the Fells Acre case in Massachusetts. Studies within this
legal psychology specialty have focused, for example, on the
effects of age and types of questioning (e.g., direct versus
open-ended) on accuracy and suggestibility (e.g., Saywitz,
Goodman, Nicholas, & Moan, 1991; see the chapter by
Kuehnle in this volume). Other researchers have focused on
the impact of compelling children who were allegedly abused
to testify directly at the trial of their abuser (e.g., Goodman,
Levine, Melton, & Ogden, 1991). This body of research led
to the submission of an amicus brief to the Supreme Court by
the APA in the case of Maryland v. Craig (1990).

Cognitive psychologists specializing in legal psychology
are often involved in extrapolating research on perception
and memory to legally relevant issues. Several topics have
received a great deal of attention, including eyewitness iden-
tification (e.g., Wells, 1978), accuracy of witness memory
(e.g., Loftus & Davies, 1984), issues related to “recovered
memories” (e.g., Alpert, Brown, & Courtois, 1998; Ornstein,
Ceci, & Loftus, 1998), and people’s ability to detect lying or
deception (e.g., Zaparniuk, Yuille, & Taylor, 1995).

As is true for psychologists in all subdisciplines of legal
psychology, specialists are well-grounded in general theory
and research, then apply these concepts and knowledge to
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TABLE 2.1 Sample Areas of Forensic Psychological Practice

Criminal
Competence to waive Miranda rights.
Competence to stand trial.
Criminal responsibility (insanity defense).
Diminished capacity.
Aid in sentencing.
Competency of a witness.
Risk assessment (e.g., for discharge from hospitals, parole, or probation).
Juvenile’s amenability to treatment.
Juvenile transfer or waiver (i.e., of jurisdiction from juvenile to adult court).

Civil
Civil commitment.
Appointment of guardian.
Personal injury.
Worker’s compensation.
Testamentary capacity (i.e., ability to competently compose a will).
Eligibility for disability.
Eligibility for special education.
Fitness for duty (e.g., police, firefighter).
Child custody.
Termination of parental rights.
Parental visitation rights.

questions that may be relevant to the law or legal system. For
example, empirical research regarding factors that affect
memory—including stress, cross-racial identification, and
decay of memory—all have implications for the criminal
justice system. One of the most significant contributions of
cognitive psychology to the legal system has been in the area
of eyewitness identification. Wells et al. (1998) published a
set of recommendations and guidelines for lineups, incorpo-
rating theory about the impact of relative judgment (i.e.,
eyewitnesses tend to identify the person from the lineup who
most resembles the culprit, relative to the other members of
the lineup, even when the suspect is absent) with experimen-
tal studies on lineups (i.e., incorporating empirical findings
about factors that influence the validity of an identification)
and scientific logic (i.e., treating a lineup as an experiment,
thereby requiring removal of confounding and influencing
variables and requiring that the experimenter, that is, the
person conducting the lineup, be blind to the true identity of
the suspect). Findings and recommendations from this white
paper were incorporated into official policy by the U.S.
Department of Justice and have made a significant contribu-
tion to the conduct of law enforcement lineups and the evalu-
ation of their validity.

The clinical application of mental health issues to the law
occurs in both criminal and civil contexts. In the criminal
law, the most common issues involve assessments of cogni-
tive and psychological status and the relevance of that status
to specially defined legal questions, such as competency to
stand trial, criminal responsibility, amenability to treatment,
and violence risk (see chapters by Stafford; Goldstein, Morse,
& Shapiro; Cunningham & Goldstein; and Monahan in this
volume). In civil areas, referral questions may also revolve
around issues of cognitive and psychological status, but the
specific legal question or relevant functional capacity may be
somewhat different (e.g., testamentary capacity, need for
guardianship, need for involuntary psychiatric hospitaliza-
tion, psychological damages resulting from the act of another,
worker’s compensation suits; see the chapter by Greenberg in
this volume). Similarly, forensic psychological consultation is
often sought in family law matters, such as child custody, vis-
itation, and termination of parental rights (see the chapter by
Otto, Buffington-Vollum, & Edens in this volume).

Although clinical forensic practice is most often associated
with evaluations and expert witness testimony (see Table 2.1
for a list of sample areas of forensic practice), forensic psy-
chologists also may provide specialized treatment services.
Treatment to populations involved with the legal system is
certainly provided by a broad range of psychologists (e.g.,
correctional psychologists providing treatment to inmates,
clinical psychologists working with divorced or divorcing

families). What characterizes forensic treatment is the appli-
cation to specific psycholegal issues. For instance, forensic
psychologists may provide treatment to defendants adjudi-
cated incompetent to stand trial, with the aim of restoring
these individuals to competency. In this case, the psycholo-
gist applies not only general clinical treatment principles but
must focus the treatment on issues that are specific to the
legal context. 

An area that is in particular demand at present involves
violence risk assessment. Forensic psychologists provide
valuable expertise to other practitioners, agencies, and the
legal system regarding assessing risk of violence. This in-
volves not only providing risk assessments, but also consult-
ing on the appropriate use of specialized tests and actuarial
instruments. With increasing public concern about school
shootings, workplace violence, and sex offending, there is in-
creasing demand for clarity about the reliability, validity, and
generalizability of proposed instruments (McNeil et al., in
press; Otto, 2000; Otto, Borum, & Hart, 2001).

As is evident from this discussion, the practice of forensic
psychology spans a wide range of populations, including
young children, adolescents, families, the elderly, people
with severe mental illness, and criminal offenders. Accord-
ingly, with regard to training, a forensic specialist should
begin with a strong foundation of general clinical training
and skill development. Although forensic training involves
specialized knowledge and skills (described next), these
specialized applications require a foundation of clinical com-
petence in understanding psychopathology, assessment, in-
terviewing, conceptualization, and other general clinical
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TABLE 2.2 Doctoral Programs in Forensic Psychology

University of Alabama, Tuscaloosa
University of British Columbia, Vancouver
California School of Professional Psychology, Fresno
Long Island University, Brooklyn, New York
Queen’s University, Kingston, Ontario
Sam Houston State University, Huntsville, Texas
Simon Fraser University, Burnaby, British Columbia

skills. This is analogous to the sequence for legal psycholo-
gists, who first must be well grounded in their subdiscipline,
and then subsequently apply concepts and knowledge to the
legal area of specialization.

One who engages in the practice of forensic psychology,
however, may not necessarily have competence or expertise
with all populations and in all areas of forensic practice. For
example, psychologists who have been trained primarily to
work with children, adolescents, and families may then learn
to apply their knowledge in child custody cases but may not
necessarily have the requisite background to assess testamen-
tary capacity in mentally ill adults. In some instances, though,
the population may be more specific to the forensic arena;
one obvious example of this is forensic work with adult crim-
inal offenders. Unless a psychologist has trained in a correc-
tional or forensic setting, for example, he or she may not be
familiar with, or competent to assess, defendants who are
psychopathic. Therefore, training in forensic psychology
needs to focus both on understanding the appropriate clinical
population as well as gaining the specialized legal knowledge
and skills in forensic methodology.

GRADUATE TRAINING IN
FORENSIC PSYCHOLOGY

Models of Training

As noted above, appropriate training for forensic psycholo-
gists involves developing core competencies in applied
psychology (e.g., clinical psychology), augmented by spe-
cialized didactic courses in areas of law and forensic
psychology, specialized assessment techniques, and opportu-
nities to apply these skills and knowledge under supervision
in clinical settings. In the current state of affairs, it is difficult
to find a direct path to such coherent training. Rather, there
are a number of programs that are available at each level of
education for those interested.

The American Psychology-Law Society (AP-LS) has
identified, as of 1998, 19 accredited doctoral degree pro-
grams in psychology that offer specialized training in psy-
chology and law. One of the major ways to classify these
programs is according to the type of academic training

offered in the two disciplines. Many of these programs offer
a terminal doctoral degree in psychology (typically a Ph.D.
or Psy.D.), with a specialization, concentration, specialty
“track,” or minor in forensic psychology or law and psy-
chology. The specialized concentration typically requires
two or more forensic courses and often some forensically
relevant clinical experience. AP-LS has identified seven
graduate programs that offer specialty training in clinical-
forensic psychology (see Table 2.2). Many other universities
offer informal opportunities, such as individual courses in
forensic psychology or practicum placements in correc-
tional or forensic settings. More recently, some programs
have begun to offer a doctoral degree specifically in forensic
psychology or forensic clinical psychology, although the
long-term viability or advisability of such specialized de-
grees remains an open question. Eight programs have been
identified that offer specialty training in legal psychology
(see Table 2.3).

Another model of training is the joint degree program (see
Table 2.4), in which students take all coursework in psychol-
ogy required for the doctoral degree (Ph.D. or Psy.D.) and all
coursework in law (from an affiliated law school) required to
earn a professional law degree (J.D.). Two key issues are rele-
vant to determining the appropriateness of a joint degree
model for a psychologist who aspires primarily to be a foren-
sic practitioner. The first is whether there is a significant
incremental advantage in gaining a complete professional
legal education, if one intends only to practice psychology.
The answer here mainly depends on what the student hopes to
achieve by attaining a dual degree. If one is attracted by the
process of legal education or has a particular affinity for study-
ing the law, then the joint degree should be considered,
whether any concrete advantages would accrue to one’s
clinical practice. If, on the other hand, one seeks the added

TABLE 2.3 Doctoral Programs in Legal Psychology

Florida International University, North Miami
University of Illinois at Chicago
University of Kansas, Lawrence
University of Nevada–Reno
Simon Fraser University, Burnaby, British Columbia 
University of Texas at El Paso
University of Virginia, Charlottesville

TABLE 2.4 Joint Degree Programs

University of Arizona, Tucson: J.D.-Ph.D.
MCP Hahnemann University/Villanova College of Law, Philadelphia, 

Pennsylvania: Ph.D.-J.D.
University of Nebraska, Lincoln: J.D.-Ph.D.
Pacific Graduate School of Psychology, Palo Alto, California: Ph.D.-J.D. 
Stanford University, Stanford, California: Ph.D.-J.D. 
Widener University, Chester, Pennsylvania: Psy.D.-J.D.
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TABLE 2.5 Sample Forensic Issues for Clinicians

1. You have been providing psychotherapy services to a 16-year-old girl.
After several months, her mother calls you and asks that the records
be released to her. The girl does not want her mother to have the
information. Should you release the information to the mother?

2. A mother brings her 10-year-old son in for treatment. You provide
therapy to both of them for a period of several months. The mother then
asks if you would testify at her upcoming divorce hearing that she
should be awarded custody of her son. Should you agree to testify?

3. You receive a subpoena from an attorney of a psychiatrist who is being
sued by your client for malpractice. The subpoena is for records of your
client’s treatment with you. Should you provide the records?

4. Your psychotherapy client informs you that he is the one who set fire to
a house a year ago, in which two people died. The police have yet to
solve the case. Do you report this information to the police?

5. A father who has visitation rights but not legal custody brings his
daughter in for an initial psychological evaluation, expressing concern
that she has been sexually abused by his ex-wife’s new boyfriend. How
should you proceed?

degree solely to enhance professional “credibility” in clinical
forensic practice, then one may be disappointed to discover its
lack of significance to judges and attorneys in most circum-
stances. If one does decide to pursue both degrees, the second
issue is whether there is any incremental advantage in obtain-
ing these degrees from a joint degree program, as opposed to
independently obtaining the degrees from separate programs.
Even programs that consider themselves to be joint degree
programs differ substantially in the level of integration that
occurs with the psychological and legal aspects of training.

Some commentators have expressed concern that the
graduates of joint degree programs are perceived as neither
psychologists nor lawyers (Melton, Huss, & Tomkins, 1999)
and that practical opportunities to integrate the two disci-
plines may be limited. Accordingly, some would argue that
this type of program may not be well suited for most students
who are interested primarily in clinical forensic psychology
careers, and that time spent in law school may detract from
time available to further one’s clinical training. This joint de-
gree model may be more useful for those interested in other
career tracks, such as public policy development or social
science research in the legal arena. The opportunity to be ed-
ucated in both disciplines may provide graduates with skills
that those with single degrees may not possess. That is the
hope and expectation of these programs. To date, however,
the validity of this expectation is unknown. 

Levels of Training

In 1995, 48 leading scholars, educators, and clinicians in the
field of psychology and law were invited to the National
Invitational Conference on Education and Training in Law
and Psychology at Villanova Law School, chaired by Donald
Bersoff, J.D., Ph.D. This conference, known as the Villanova
Conference, produced recommendations about all levels of
training in legal and forensic psychology. 

Participants at the Villanova Conference recommended
that graduate training programs in forensic psychology could
offer any of three levels of training. The first level is referred
to as the entry level: the legally informed clinician. The
primary objective for this level of training is to develop a
working knowledge of legal issues relevant to professional
psychological practice (e.g., confidentiality, privilege, third-
party reporting, responding to subpoenas). The impetus for
this proposal was a recognition that forensic issues have now
permeated many traditional clinical practices, and all clini-
cians, not only those who specialize in forensic psychology,
need to be aware of certain aspects of the law that may impact
on their practice. It was proposed that a substantial proportion
of this legally relevant information could be incorporated into

existing courses, such as ethics, assessment, and clinical prac-
tice, although it is possible that an added overview course on
mental health law would be beneficial. Many states now re-
quire, in addition to the National Licensing Examination, that
psychologists pass a state jurisprudence examination focus-
ing on state/provincial laws relevant to psychological prac-
tice to be licensed in that jurisdiction. Table 2.5 poses some
examples of legally relevant situations that a clinical psy-
chologist may encounter.

The second level of training is referred to as the profi-
ciency level. The primary objective of this level of training is
to establish forensic competence in one or more circum-
scribed areas related to some other major clinical specialty
with which the psychologist has primary identification and
expertise (e.g., a general child psychologist who performs
custody evaluations as a secondary part of practice or a psy-
chologist with expertise in trauma who performs personal in-
jury evaluations). This would be appropriate for clinicians
who do not specialize in forensic psychology but wish to do
some forensic work in a limited area of practice. The require-
ments for training at this level would be more extensive than
those for the legally informed clinician, and would likely in-
clude the necessity of one or more formal academic courses
on forensic issues as well as some exposure to supervised
clinical work in forensic settings.

The third level, specialty level, is oriented toward the train-
ing of psychologists whose professional activities focus pri-
marily on the provision of services to courts, attorneys, law
enforcement, or corrections, and whose main specialty identi-
fication is in forensic psychology. Training for this level of
specialization involves intensive didactic and supervised
practical experience. It includes in-depth study of case law
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and significant clinical experience with different forensic
populations and types of evaluations. Ultimately, a postdoc-
toral fellowship in forensic psychology and the attainment of
board certification status in forensic psychology by the ABPP
will likely be considered the hallmarks of the forensically
specialized psychologist.

Graduate Training in Legal Psychology

Training for legal psychology typically occurs at the graduate
level. Most training occurs in traditional academic depart-
ments with a faculty member who is interested in the applica-
tion of research to issues of relevance to the law and legal
system. A few departments have now developed minors in
psychology and law, providing more specific knowledge in
this area. Students are required to combine knowledge of psy-
chology with an understanding of the legal system to appreci-
ate how the former can impact the latter. The purpose of such
programs is to educate future scholars to apply the principles,
methodologies, and substantive knowledge of the social
sciences to legal problems. Recommendations from the
Villanova Conference suggest that, in addition to the core
curriculum in psychology, students wishing to specialize in
legal psychology should also obtain legal knowledge, includ-
ing an understanding of legal processes, evidence, sources of
law, and substantive law (i.e., basics of criminal and civil
law). This knowledge may be obtained in law-related courses
in a university curriculum or in special courses at law schools.
In addition, it was recommended that the curriculum include
courses on substantive legal psychology, including research
(as noted above) and relevant case law and statutes.

Internships

The internship is typically structured as one year of full-time
supervised clinical practice, and is most often initiated by stu-
dents in a professional psychological specialty (e.g., clinical,
counseling, school) during the final year of graduate training
and before conferral of the doctoral degree. As with graduate
training, it is generally recommended that students use the in-
ternship year to refine a solid foundation of clinical skills. In
addition, it presents an opportunity to begin or enhance one’s
specialized forensic experiences. As it is advantageous to the
intern to be exposed to a variety of clinical populations to aid
in development of basic diagnostic and treatment skills that
subsequently can be applied to forensic issues, most intern-
ships, even those in correctional settings, are not (and arguably
should never be) completely “specialized.” Some sites do,
however, offer an opportunity to concentrate one’s activities in
forensic practice. According to a survey of APA-approved

internship sites conducted in 1997 (Bersoff et al., 1997),
among those sites that purported to offer forensic placements
(of which there was a return rate of 31%), only 38 indicated
that they offered “major” forensic rotations, where interns
spend 50% of their time in forensic placements. Many of these
settings also offer some form of forensic seminar or didactic
training.

Postdoctoral Training in Forensic Psychology

The postdoctoral fellowship is emerging in professional psy-
chology as the benchmark of specialized training. Fellow-
ships in forensic psychology, however, have been fairly slow
to develop. There are currently 11 identified postdoctoral pro-
grams in forensic psychology (see Table 2.6), most of which
accept only one or two Fellows each year. Most of these pro-
grams offer clinical placements that focus on criminal foren-
sic assessment, particularly in the public sector and mostly
with adults, although some programs (e.g., Massachusetts
General Hospital and University of Massachusetts Medical
School) also offer specialty training in juvenile forensic psy-
chology. Because there are currently so few fellowship op-
portunities available, it is realistic to expect these programs
to focus on developing leaders in the field, and it is premature
to expect completion of a postdoctoral fellowship as a pre-
requisite for forensic practice. 

In addition, because opportunities for graduate and intern-
ship training in forensic psychology often are limited, post-
doctoral programs are, in some circumstances, the forum for
basic forensic training. An example of the didactic curriculum
from one such program is listed in Table 2.7. This curriculum
begins with a basic orientation to the law and forensic con-
cepts, such as competency to stand trial and criminal respon-
sibility, and proceeds to cover a broad range of criminal and
civil areas. The basic text for the course (Melton, Petrila,
Poythress, & Slobogin, 1997) is one that would be considered
appropriate for graduate-level courses in a more coordinated

TABLE 2.6 Postdoctoral Programs in Forensic Psychology

Center for Forensic Psychiatry, Ypsilanti, Michigan
Federal Bureau of Prisons, Springfield, Missouri
Federal Medical Center, Rochester, Minnesota
Florida State Hospital, Chattahoochee
Kirby Forensic Psychiatric Center, New York, New York
Massachusetts General Hospital, Juvenile Track, Boston
Patton State Hospital, Highland, California
St. Louis Hospital, St. Louis, Missouri
University of Massachusetts Medical School (Adult and Juvenile),

Worcester
University of Southern California–Los Angeles
Western State Hospital, Tacoma, Washington
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TABLE 2.7 Sample Curriculum for a Postdoctoral Fellowship
in Forensic Psychology

Orientation to the Field of Psychology and Law.
Basic Introduction to Legal Principles.
Introduction to Finding and Understanding Case Law.
Review of Mental Health Statutes.
Mandated Reporting Requirements; Duty to Protect.
Confidentiality and Privilege.
Ethical Issues for Forensic Psychologists.
Psychological Testing for Forensic Issues: special considerations.
Introduction to Competence to Stand Trial (CST) Evaluations.
Advanced Issues in CST: decisional competence/restoration to competence.
Introduction to Criminal Responsibility.
Advanced Issues in Criminal Responsibility: diminished capacity/

dispositional issues.
Malingering.
Use of Violence Risk Assessment Instruments.
Violence Risk Assessment: clinical issues.
Assessment of Sex Offenders.
Neuropsychological Issues in Forensic Evaluations.
Substance Abuse and Criminal Forensic Evaluations.
Psychopharmacology and Medication Issues in Forensic Evaluations.
Civil Competence (to consent to treatment, to care for self/property).
Civil Commitment.
Issues in Guardianship, Conservatorship, and Testamentary Capacity.
Personal Injury and Workers’ Compensation.
Disability Evaluations.
Introduction to the Juvenile Court System and Juvenile Statutes.
Juvenile Forensic Evaluations.
Child Welfare and Child Custody Evaluations.
Expert Witness Testimony.

Source: Adapted from the University of Massachusetts Medical School
Program.

and integrated training environment. Because this is a post-
doctoral seminar, the textbook is supplemented by articles
and books focusing on recent developments in the field and
more advanced areas of inquiry. In addition, the curriculum
includes a Landmark Cases Seminar, addressing the basic
and fundamental cases in mental health law (e.g., Carter v.
General Motors, 1961; Dusky v. U.S., 1960; Jones v. U.S.,
1983; Painter v. Bannister, 1966), but also includes more
recent cases with more complex issues (e.g., Foucha v.
Louisiana, 1992; Godinez v. Moran, 1993; Troxel v. Granville,
2000). In this manner, several levels of training are combined
into one postdoctoral year.

Continuing Education

Because the emergence of formal academic training in foren-
sic psychology is fairly recent, many practicing psychologists
have not had easy access to specialty training at the graduate
or postdoctoral fellowship level. Thus, for many, the opportu-
nity to develop new knowledge and skills is obtained through
continuing education (CE). These programs are directed
toward licensed professional psychologists who are seeking

to expand their practice by developing at least a proficiency
in one or more areas of forensic psychology.

Participants at the Villanova Conference identified five
goals of CE in forensic psychology: (a) improve standards of
forensic practice and ethical decision making, (b) improve
and update knowledge in specific content areas, (c) provide
paths for the improvement of forensic skills, (d) provide op-
portunities for interdisciplinary interchange, and (e) stimu-
late research and the dissemination of new knowledge
(Bersoff et al., 1997). They concluded, however, that many
existing programs were not meeting all these requirements
due to several factors, including inadequate quality control
over presentations and presenters, failure to bridge the gap
between research and practice, lack of accessibility, lack of
standards to measure workshop success, and lack of clarity
about the preexisting level of knowledge and experience that
the audience may possess. This last point is especially signif-
icant given the wide range of individuals who may attend a
forensic CE offering: very experienced forensic psycholo-
gists, those who have had some formal training in forensic
psychology, those who have learned on the job, and those
who have very little or no exposure to forensic concepts and
practice.

A series of recommendations to address these problems
and improve CE in forensic psychology emerged from the
Villanova Conference: (a) delineating CE offerings into three
identified levels: basic, specialty, and advanced; (b) consider-
ing credentialing of CE sponsors for forensic education (in
addition to basic APA credentialing); (c) attracting a more
diverse group of presenters (in terms of ethnic and gender
composition) and addressing ethnic, cultural, gender, and lin-
guistic differences directly in workshops; (d) developing
alternatives to the one-day didactic workshop format, includ-
ing summer institutes that would include supervised practical
experience; and (e) making CE activities more multidiscipli-
nary and interactive.

Some of these recommendations have already been incor-
porated into forensic CE training. For example, in 1999, the
APA and American Bar Association sponsored several joint
educational activities, including a three-day conference
entitled Psychological Expertise and Criminal Justice. In ad-
dition, the American Academy of Forensic Psychology, per-
haps the foremost forensic CE provider, has recently begun to
offer four-day intensive training workshops in forensic psy-
chology, divided into two tracks: beginner and advanced.
Models for incorporating direct clinical experience into CE
activities have not yet been successfully developed. Integrat-
ing this component of training poses a significant challenge
because most training models involve direct supervised
experience over a sustained period of time, as is the case with
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graduate school practica, internships, postdoctoral fellow-
ships, and on-the-job training.

Certification and Credentialing

In 1978, the American Board of Forensic Psychology
(ABFP) was formed for the purpose of credentialing and cer-
tifying forensic psychologists who were practicing at an ad-
vanced level of competence. This level of board certification,
known as the forensic diplomate, was never intended to cer-
tify those at a basic or journeyman level of competence, but
rather to designate only advanced practitioners. In 1985,
ABFP joined the ABPP, becoming one of its Specialty
Boards. Since then, the diplomate in forensic psychology has
been awarded by ABPP through a process developed and
implemented by ABFP. 

Currently, applicants for board certification through
ABFP/ABPP must be licensed psychologists who have at
least five years of experience performing forensic work, in-
cluding a minimum of 1,000 hours of forensic work over that
period. In addition, applicants must have obtained at least
100 hours of specialized training in forensic psychology,
which includes direct clinical supervision and/or didactic
training (e.g., CE activities). This requirement of 100 hours
of specialized training is deliberately modest, in recognition
of the current state of affairs in which access to such training
is limited. The application is reviewed by ABPP and ABFP to
determine whether the basic requirements have been met,
and, with the applicant’s consent, an inquiry is sent to the
appropriate state licensing board and state psychological as-
sociation to verify that there are no outstanding ethical
complaints against the psychologist. If there is an outstanding
complaint, the certification process is placed on hold pending
resolution of that matter. If there is a record of disciplinary
action, the particular issue and circumstances will be consid-
ered in the decision of whether to accept the application.

Once an applicant has been determined by the board to
meet the basic requirements, he or she must submit two work
samples for review by a panel of forensic diplomates. The
two samples must represent two different areas of forensic
practice (e.g., competence to stand trial and personal injury;
child custody and waiver of juvenile to adult court). This re-
flects the requirement that the diplomate have breadth of
knowledge within the forensic field. A psychologist who is
extremely skilled in performing child custody evaluations but
does no other forensic work, for example, would not be a
candidate for the forensic diploma. This in no way reflects on
the quality of the individual psychologist, but rather is a func-
tion of the current standard for the diplomate, which requires
breadth as well as depth of knowledge. The work samples are
not simply examples of forensic reports. Rather, the applicant

is expected to go beyond the report and demonstrate under-
standing of the clinical, ethical, and legal issues involved in
performing those types of evaluations. For instance, the
applicant may explain the rationale for the particular ap-
proaches taken to assess the psycholegal issue.

If both work samples are deemed acceptable as a result of
this peer review, the applicant is required to participate in a
three-hour oral examination (with three forensic diplomate ex-
aminers), the purpose of which is to examine further the can-
didate’s knowledge and practice in forensic psychology, using
the work samples as a starting point. The candidate is exam-
ined to determine if he or she practices ethically, demonstrates
an ability to practice at a high level of competence, under-
stands relevant psycholegal principles, and can apply psycho-
logical expertise to the legal issues. Furthermore, in keeping
with the concept outlined above of having a broad knowledge
of the field, the candidate is expected to be familiar with other
areas of forensic practice in addition to those in which he or she
practices. The level of knowledge in these other areas is not ex-
pected to be as high as in the areas of direct practice, although
some basic familiarity with the major issues and case law is re-
quired. In this regard, forensic psychologists are expected to
have knowledge of legal cases that impact on forensic and
mental health practice, but are not expected to engage in ex-
egetic legal case analysis. Candidates are provided with a list
of cases that are considered important for forensic practition-
ers to be familiar with. They are informed that this list is not ex-
haustive, as the law is continually evolving. The list is updated
every few years to incorporate new case law; Table 2.8 con-
tains a sample of the case law included in the current list. In
recognition of the complexity of forensic practice, applicants
are provided with multiple opportunities to be examined. If a
work sample is considered unsatisfactory, the applicant is pro-
vided with explicit feedback and invited to present another
sample to be reviewed. Similarly, if the applicant does not pass
the oral examination, he or she is afforded the opportunity to
submit another set of work samples, which, if approved, will
serve as the basis for a second oral examination.

The multi-stage certification process provides an opportu-
nity for applicants to demonstrate their basic understanding of
forensic psychological principles, knowledge of the psycho-
logical literature and relevant case law, ethical practice, and
quality of forensic work. Given these requirements, it is per-
haps not surprising that as of the time this book went to press,
there were only 200 forensic psychology diplomates in the
United States. It is important to keep in mind that the diplomate
process is a voluntary system (i.e., there is no expectation that
a psychologist obtain the diplomate to practice in the forensic
arena or to qualify as an expert witness). As the field develops,
though, there may be changes in the meaning of the diplomate,
or the field may develop more basic levels of certification.
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TABLE 2.8 Sample of Recommended Case Law for the Forensic
Diplomate (ABPP)

Confidentiality and Duty to Protect
——— In re Lifschutz, 467 P.2d 557 (1970) 
——— Jaffee v. Redmond, 518 U.S. 1 (1996)
——— Tarasoff v. Board of Regents, 551 P.2d 334 (1976)
——— McIntosh v. Milano, 403 A.2d 500 (1979)
——— Jablonski v. U.S., 712 F.2d 391(1983)
——— Lipari v. Sears, 497 F. Supp. 185 (1980)
——— Peck v. Addison County Counseling Service, 499 A.2d 422

(1985)

Experts and Evidence
——— Federal Rules of Evidence (701–705)
——— Frye v. United States, 293 F. 1013 (1923)
——— Daubert v. Merrell Dow Pharmaceuticals, Inc., 509 U.S. 579

(1993)
——— Kumho Tire v. Carmichael, 526 U.S. 137 (1999)
——— Jenkins v. United States, 307 F.2d 637 (1962)

Civil Commitment and Involuntary Treatment
——— Rennie v. Klein, 720 F.2d 266 (1983) 
——— Rivers v. Katz, 495 NE 2d 337 (1986)
——— Rogers v. Okin, 638 F. Supp. 934 (1986)
——— Washington v. Harper, 494 U.S. 210 (1990)
——— Riggins v. Nevada, 504 U.S. 127 (1992)

Competence to Stand Trial
——— Jackson v. Indiana, 406 U.S. 715 (1972)
——— Dusky v. U.S., 362 U.S. 402 (1960)
——— Drope v. Missouri, 410 U.S. 162 (1975)
——— Wilson v. U.S., 391 F. 2d 460 (1968)
——— Colorado v. Connelly, 479 U.S. 157 (1986)
——— Godinez v. Moran, 509 U.S. 389 (1993)
——— Frendak v. U.S., 408 A.2d 364 (1975)

Criminal Responsibility
——— Durham v. U.S., 214 F.2d 862 (1954)
——— U.S. v. Brawner, 471 F.2d 969 (1972)
——— Jones v. U.S., 463 U.S. 354 (1983)
——— Foucha v. Louisiana, 504 U.S. 71 (1992)
——— Ake v. Oklahoma, 470 U.S. 68 (1985)
——— Shannon v. U.S., 512 U.S. 573 (1994)

Child Custody
——— Painter v. Bannister, 140 NW 2d 152 (1966)
——— Santosky v. Kramer, 455 U.S. 745 (1982)
——— Troxel v. Granville, 530 U.S. 57 (2000)

Juvenile Justice
——— Kent v. U.S., 383 U.S. 541 (1966)
——— In re Gault, 387 U.S. 1 (1967)
——— Parham v. J.R., 442 U.S. 584 (1979)
——— Fare v. Michael C., 442 U.S. 707 (1979)

Tort Law and Workers Compensation
——— Dillon v. Legg, 441 P.2d 912 (1968)
——— Carter v. General Motors, 106 NW 2d 105 (1961)
——— Molien v. Kaiser Foundation Hospital, 27 Cal 3d 916

(1980)
——— Griggs v. Duke Power Co., 401 U.S. 424 (1971)
——— Harris v. Forklift Systems, 510 U.S. 17 (1993)

Prediction of Dangerousness and Sex Offender Commitment
——— Estelle v. Smith, 451 U.S. 454 (1981)
——— Barefoot v. Estelle, 463 U.S. 880 (1983)
——— Kansas v. Hendricks, 117 S. Ct. 2072 (1997)

The rigor and reputation of the ABPP forensic diplomate
status has become more significant recently, as other entities
have begun awarding their own forensic credentials, creating
some confusion among consumers of forensic services. Some
of these organizations purport to offer “board certification” or
specialty credentials in forensic practice without credential
verification, peer review of work samples, or formal exami-
nation in substantive specialty content (Hansen, 2000; Otto,
1999). This obviously creates the potential for the emergence
of a new cadre of clinicians foraging in a new area, with cer-
tifications and credentials that may exceed their demon-
strated competence (MacDonald, 1999). Golding (1999) has
summarized the distinctions between the ABPP diplomate
and alternative certifications, including recommending cross-
examination techniques to highlight the limitations of
these alternatives. He specifically recommends focusing on
whether alternative certifications include “grandparenting”
clauses (i.e., awarding certification with a waiver of require-
ments) and whether they require work sample review, oral
examination, and specific training and supervision. 

Although the APA does not award certifications and diplo-
mates and does not officially endorse any of the credentialing
organizations, it is noteworthy that the ABPP diplomate is the
only one recognized by APA in terms of allowing this desig-
nation to be included as part of a member’s credentials in the
APA directory. (A special exception exists for one diplomate
in hypnosis.) Similarly, the National Register of Health
Services Providers recognizes the ABPP diplomate for listing
in its registry. At present, psychologists may claim board
certification status based on credentials from any number of
private organizations. As the field of forensic psychology
continues to grow and psychologists claim “board certifica-
tion” status on voir dire in court, courts will be searching for
guidance regarding the meaning and value of reputed certifi-
cation. In this context, the importance of psychology’s devel-
oping professional standards for use of the terms board
certification and diplomate will increase. 

Models for the Future

As is evident from the above review, training in forensic psy-
chology is available at all levels of education, but there is as
yet no formalized track for comprehensive training. Our ex-
pectation is that with the recognition of forensic psychology
as a specialty by APA, the field can move to develop a more
integrated approach to training. Although clinicians could
still be conceptualized as working at either the proficiency
level (having some expertise in one or more specified
forensic areas) or specialists (having more in-depth and
broader expertise), these differences likely would emerge not
at the graduate level, but perhaps after licensure.
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Recognition as a specialty will likely lead to increased op-
portunities for developing skills at different levels of training.
An important caveat is that forensic specialization should not
come at the expense of a broad-based clinical education. Tak-
ing the long view, forensic training would be conceptualized
as occurring from graduate school through internship through
postdoctoral training. Therefore, graduate programs would be
able to focus on developing basic clinical skills and knowledge
in addition to providing specialty courses and some forensic
experiences. For example, graduate programs with faculty
specializing in forensic psychology could offer basic forensic
didactic courses and provide opportunities for supervised clin-
ical experience with populations and activities relevant to
forensic work (e.g., correctional settings, families involved in
divorce). In the didactic courses, graduate students would be
exposed to fundamentals of law and be introduced to forensic
psychological issues. The training would educate students
about some of the basic differences between law and psychol-
ogy, including the principle of the adversarial system of law
versus the scientific approach in psychology; legal assump-
tions of free will versus psychological principles of determin-
ism; and legal categorization (e.g., guilty/not guilty, proximate
cause) versus psychology’s focus on complex interactions.

In addition, graduate training would help students to iden-
tify and navigate differences between clinical and forensic ap-
proaches (Greenberg & Shuman, 1997), including identifying
the actual client (the individual versus the court); relationship
to client (supportive, helping versus objective, perhaps even
confrontational); the goal of the relationship (helpful versus
evaluative); sources of data (client’s perspective versus col-
lateral data); and use of therapeutic alliance versus critical
judgment. Ethics courses, which are now part of the standard
graduate curriculum, could be expanded to include a section
on the “Specialty Guidelines for Forensic Psychologists”
(Committee on Ethical Guidelines for Forensic Psycholo-
gists, 1991). Although these guidelines need to be a part of all
levels of training for forensic psychologists, they should be
introduced formally at the graduate level.

Another major component of forensic training at the grad-
uate level would involve learning specialized assessment
techniques. Students should be trained on some basic forensic
instruments, such as the Psychopathy Checklist-Revised
(Hare, 1991), the Structured Interview of Reported Symptoms
(Rogers, 1992), and the HCR-20 (Webster, Douglas, Eaves, &
Hart, 1997). They should become familiar with basic issues in
the field, such as construction of actuarial instruments (e.g.,
the Violent Recidivism Assessment Guide; Harris, Rice, &
Quinsey, 1993) as well as conceptual issues related to the
application of clinical instruments, such as the Minnesota
Multiphasic Personality Inventory 2, in forensic settings (e.g.,
Lees-Haley, 1997; Megargee, Mercer, & Carbonell, 1999).

Doctoral students should be familiar with the applications of
such instruments to specific psycholegal issues; how to incor-
porate such instruments as part of a comprehensive evalua-
tion; and generalizability of the instruments across different
populations (e.g., applicability to both sexes, different racial
groups, subpopulations of forensic groups).

As noted previously, forensic psychology, although
centered largely on assessment and evaluation, also con-
tains a treatment component. Psychological interventions
with forensic populations require focus on ameliorating the
deficits specific to the functional legal capacities required.
This includes treatment for restoration to competence to
stand trial, treatment to reduce risk of violent behavior in in-
sanity acquittees as well as inmates, probationers, and
parolees, and conciliation/mediation approaches in child cus-
tody litigation. These concepts should be addressed at the
graduate level.

At the internship level, trainees should be afforded more
opportunities to apply their clinical skills with forensic popu-
lations and begin to perform some forensic evaluations under
supervision. Again, however, we caution against becoming
too specialized or narrowly focused at this stage of training.
The internship year provides the best opportunity for sus-
tained clinical training, and it is important that basic clinical
skills be obtained prior to applying them to the forensic
arena. Otto, Heilbrun, and Grisso (1990) emphasize the im-
portance of the internship for the development of clinical
skills; they discuss the advantages and disadvantages of the
specialist model (focusing clinical training almost exclu-
sively in a forensic setting) versus the generalist-specialist
model, which provides some forensic experience in a general
clinical internship. The disadvantage of the former is that in-
terns may become too narrowly focused early in their careers
and may not obtain a sufficiently broad range of experiences.
The disadvantage of the latter is that it may not provide ade-
quate opportunity to develop the requisite forensic skills.
Currently, with the dearth of postdoctoral fellowship oppor-
tunities, this is indeed a dilemma. However, as more post-
doctoral programs emerge, it may no longer be necessary to
obtain the depth of forensic training during the internship
year because such training would more appropriately be ob-
tained during a fellowship. In this model, the postdoctoral
fellowship would become a more basic requirement for spe-
cialization. Rather than an opportunity to train only the lead-
ers in the field, opportunities would expand considerably so
that many more psychologists could obtain a full year of in-
tensive, supervised forensic experience. During this year,
they would obtain advanced knowledge from seminars in
forensic practice and the law. 

Continuing professional education activities would provide
opportunities for trained forensic psychologists to keep up to
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date on new developments, research, and instruments. Also,
because the field is so broad, it would provide opportunities for
forensic psychologists to branch out from their current areas of
expertise to other areas in which they are clinically qualified
(e.g., moving from criminal forensic work to personal injury
work). It is likely that CE activities would continue to serve as
a major source of education for those who have some training
in forensic psychology at the graduate level, but who choose
not to become specialists. For these individuals, the types of
models suggested by the Villanova Conference (i.e., more in-
tensive trainings, including both didactic and experiential
components) would be most appropriate.

Finally, with regard to professional credentialing, as the
field develops with more formal training, there may be pres-
sure to develop certification at the journeyman level, in
addition to the current certification of only highly advanced
practitioners. This could be accomplished in several ways.
For example, the current diplomate could be modified to in-
clude individuals with only one area of expertise, rather than
at least two. However, there are significant drawbacks to such
a change. The current system recognizes individuals who de-
velop a broad-based and scholarly approach to the forensic
practice; the expectation of both breadth and depth of knowl-
edge encourages immersion in the forensic arena and the de-
velopment of a range of skills, which can be applied flexibly
as new legal doctrines are developed and as our clinical
knowledge expands. Abandonment of this requirement
would substantially lower the standard.

Another approach, following the model developed by the
APA, is to recognize, within the specialty of forensic psy-
chology, proficiencies in specific areas. A proficiency is a cir-
cumscribed area of expertise within a broader specialty; for
example, one might be proficient in performing specific types
of evaluations in criminal, child custody, or personal injury
cases. A model would have to be developed to certify profi-
ciencies in one of these subspecialties within forensic psy-
chology. This would attest that the individual has mastered
the skills and knowledge necessary to practice competently
in that area. This level of recognition likely would come ear-
lier in the career than the current diplomate, and individuals
might develop more than one proficiency. The diplomate still
would be reserved for generalists who have demonstrated ex-
pertise and knowledge across domains.

CONCLUSION

The field of forensic psychology is continuing to develop. It is
evolving from a stage of growth marked by a spurt of academic,
clinical, and research activity into a more mature field that has
begun to set and develop standards for training and practice.

Although recent research indicates improvement in quality of
forensic reports over the past 20 years (Nicholson & Norwood,
2000), there is still a great deal of variability in the quality of
these reports, across criminal as well as civil areas. A major
factor contributing to this variability is the lack of consistent
training. However, we are now at the point of having a clearer
understanding of normative practice and standards that we
expect will result in agreement about core models of training,
spanning the range from graduate school, through internship,
postdoctoral fellowship, and continuing professional educa-
tion. The efforts of the American Psychology-Law Society and
the ABFP to define and articulate the specialty of forensic
psychology are likely to bear fruit in terms of improving the
trainingandeducationalopportunitiesavailableand,ultimately,
in leading to improvement in forensic psychological practice.
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This chapter addresses professional standards implicit in
competent forensic practice, thus ethical professional compe-
tencies. It is through the application of such competencies
that legal issues are coherently addressed. Ethical profes-
sional competencies are reflected in knowledge of both psy-
chological concepts and legal constructs and in the skillful
construction of methodologies that bridge the two in the ser-
vice of answering legal questions fairly and honestly in each
area of the psycholegal domain. Expert opinions can thereby
meet criteria for relevancy and admissibility in both psychol-
ogy and the law.

Also addressed are impediments to sound practice and the
influences that can interfere with ethical conduct. Such imped-
iments and influences can be internally mediated and/or exter-
nally caused and result from ignorance, naïveté, cynicism,
avarice, and/or inadequate moral-ethical development. These
influences often derive from the adversary process implicit in
the legal system and the medicolegal context in which forensic
psychologists work. It is a system and a context in which the
expert is pulled, via persuasion and other means, to adopt the
perspective and the position of the retaining party. Pressures
take the form of subtle and overt influences on the expert
(whether court-appointed or retained) to vary from the role of
neutral, objective examiner. These influences then potentially
can become expressed unconsciously and/or consciously in bi-
ased methodologies, as reflected in slanted choice of clinical-
forensic methods; selective scrutiny of data; biased reportage
of data; omission of Axis I or Axis II findings; ignoring per-
sonal strengths, resiliencies, or vulnerabilities; omitting infor-
mation on credibility; and ignoring dynamics of deception.

Adoption of an advocacy position is suitable for and
required of attorneys, but the opposite is true for experts
who must remain disinterested third parties. Understanding
of and adherence to codes of ethics and professional guide-
lines, coupled with adequate personal boundaries and self-
awareness, can serve as both guides and buffers against
improper influences in the medicolegal context, a context
that is known for its adversarial pressures. Although disinter-
ested in the outcome, the expert is, of course, interested in the
data, findings, and formulations that undergird his or her
opinions that are supported vigorously in reports and in testi-
mony. The challenge for the forensic expert is “to do the right
thing” and “to be a straight shooter” despite pulls and pres-
sures to veer off course. Staying on course can enable the
expert to enjoy a long and productive career in a most re-
warding and intellectually complex and challenging field.

UNIQUENESS OF FORENSIC PRACTICE

The uniqueness of forensic work calls for similarly unique
ethical/professional principles, guidelines, case law, and re-
search, usually separate and apart from those relevant in other
areas of psychological practice. In forensic psychology, the
past two decades have seen a burgeoning conceptual and em-
pirical literature with a growing acceptance of forensic psy-
chology’s participation in legal contexts. In the past decade,
specialized forensic ethical codes and guidelines have
emerged that build on the foundations already in place with
such documents as the American Psychological Association’s



34 Ethical Principles and Professional Competencies

(APA) “Ethical Principles of Psychologists and Code of
Conduct,” whose 1992 revision includes a set of ethical prin-
ciples at Section 7 that is devoted specifically to “Forensic
Activities.” The most comprehensive and widely accepted
set of forensic standards was developed and published
in 1991 by the Committee on Ethical Guidelines for Foren-
sic Psychologists, a committee of APA’s Division 41, the
American Psychology-Law Society, in collaboration with
the American Academy of Forensic Psychology. Entitled
“Specialty Guidelines for Forensic Psychologists” (Commit-
tee on Ethical Guidelines for Forensic Psychologists, 1991),
it was years in the making and provides essential guidance
for practicing in the field of forensic psychology. Much
attention will be devoted in this chapter to this document and
also one promulgated by the Committee on Professional
Practice and Standards of APA’s Board of Professional
Affairs, “Guidelines for Child Custody Evaluations in
Divorce Proceedings” (APA, 1994). There is also a proposed
revision of APA’s “Ethical Principles of Psychologists and
Code of Conduct,” to be published in 2002, reviewed later in
this chapter. These documents provide the parameters of
sound forensic practice. 

Despite the availability of numerous sets of rules and
guidelines, the parameters of sound practice in child custody
and personal injury areas of civil litigation are fraught with
subjectivity and ambiguity. Child custody cases, relative to
all other areas of forensic practice, yield the greatest number
of ethics complaints lodged against psychologists with state
and provincial psychology boards and with the APA’s Ethics
Committee (Kirkland & Kirkland, 2001). The tort liability
system in which personal injury evaluations take place is
psycholegally complex and is governed more by case law
than statutory law. Emphasis in this chapter is on these two
areas of the civil litigation domain in which psycholegal eval-
uations are being requested in increasing numbers.

PROFESSIONAL/ETHICAL STANDARDS AND
IMPEDIMENTS TO THEIR IMPLEMENTATION

Misunderstandings and Assumptions

There are many potential misunderstandings based on erro-
neous assumptions found in the interface between psychol-
ogy and law. One or more of these can find their way into
one’s practice and lead inadvertently to ethical breaches.

The Beg Ignorance Argument

It is mistaken to assume that it is acceptable to be ignorant of
specialized psycholegal knowledge bases. The long and

rather tortuous history of the psychology-law interface makes
it clear that ignorance has never been acceptable. It is a his-
tory characterized by marked fluctuations in the regard with
which the courts have held the role of the expert and in the
value placed on scientific evidence. It is a history of tensions
between needs and expectations of the courts for assistance in
understanding and adjudicating very difficult and vexing
human problems, balanced against the scientific knowledge
base of a young science that was limited in the assistance it
could provide the courts.

Early scholarly debates between Harvard Psychology
Professor Hugo Münsterberg (1908) and University of Illi-
nois Law Professor John Wigmore (1909) foreshadowed
these historical tensions in their arguments on evidence and
rules governing the admissibility of evidence. Professor
Münsterberg’s essays overzealously promoted the value of
what psychology could reliably offer at the time. Because
of this, he drew the attention and criticism of Professor
Wigmore, who forcefully argued that the absence of pub-
lished scientific evidence rendered psychology not ready for
the law. Wigmore’s rebuke had a chilling effect for a quarter
century as regards involvements between psychology and
law (Blau, 1984).

Professor Lewis Terman of Stanford University’s Psy-
chology Department picked up the debate in 1931, address-
ing Münsterberg’s exuberance and Wigmore’s critique. He
placed in perspective psychology’s potential for ethical pro-
fessional contributions to the law. He emphasized that psy-
chology’s value would derive from its growing scientific
foundation (Terman, 1931), which would ensure greater reli-
ability in court testimony. Not long after this, Wigmore
(1940), in the most definitive work on evidence at the time,
opined that “the Courts are ready to learn and to use, when-
ever the psychologists produce it, any method which the
latter themselves are agreed is sound, accurate and practi-
cal. . . . Whenever the Psychologist is ready for the Courts,
the Courts are ready for him” (pp. 367–368).

Both fields have done much to enhance readiness and thus
to benefit the legal process. Psychology has established in-
creasingly sound conceptual and empirical scientific bases.
The law has established sophisticated rules for the admissi-
bility of scientific evidence. The current contours of the de-
bate carry distinct echoes of Wigmore’s lamentations over
and Terman’s cautious optimism for what psychology could
ethically and competently offer the courts. 

The U.S. Supreme Court decisions are on point. They echo
Wigmore’s injunctions by demanding sophisticated experts.
The most significant cases are Frye v. U.S. (1923), and
Daubert v. Merrell Dow Pharmaceuticals (1993). Under
Frye’s “general acceptance” standard, if a method, test,
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concept, or diagnosis has not achieved general acceptance
within the professional-scientific community in which the tes-
tifying expert holds membership, then evidence based on
such methods, tests, concepts, or diagnoses would not be
admissible. In Daubert, the Court accepted the case for the
purpose of resolving whether the appropriate legal standard
concerning the admissibility of scientific evidence in federal
courts is (a) Frye’s general acceptance standard or (b) an
admissibility standard derived from the Federal Rules of
Evidence (FRE; 1975). The Daubert Court decided in favor
of the FRE 403 and 702 standards of relevance, reliability,
and the legal sufficiency of the proffered evidence (Goodman-
Delahunty, 1997).

Further elaboration and clarification of the revised admis-
sibility standard are found in U.S. Supreme Court decisions
subsequent to Daubert, namely, General Electric v. Joiner
(1997) and Kumho v. Carmichael (1999), and ultimately in
the newly revised FRE 702. The impact of Daubert has yet to
be fully felt or determined. Some judges, given more latitude
as gatekeepers by Daubert and FRE 702 than they have had
before, may opt to become more lenient rather than more
strict in their scrutiny of expert testimony for its admissibility
(Weiner, 2001). Applying the same rules, other judges may
opt to examine closely the expert’s qualifications as well as
case-specific empirical literature underlying the expert’s
methodology and opinions. These evidentiary rules are
concluded in a later section (see also Chapter 4 for further
discussion).

In state jurisdictions, there are case and statutory laws per-
mitting psychologists to testify, and rules that govern admis-
sibility of scientific evidence similar to the above described
federal laws. Beyond each state’s laws and the federal rules
for accepting expert testimony in court proceedings, there is
now a sound body of research-based knowledge in general
experimental and forensic psychology. Münsterberg, Terman,
and Wigmore would be impressed by the relevancy and sig-
nificance of such knowledge to the courts. However, the
prospective expert has the duty to be aware of and to stay
current with such knowledge and the rules germane to the
jurisdiction of his or her practice. “Ethical Principles of Psy-
chologists and Code of Conduct” (APA, 1992) specifically
states that “psychologists base their forensic work on appro-
priate knowledge of and competence in the areas underlying
such work” (Standard 7.01). Further, the “Specialty Guide-
lines for Forensic Psychologists” (Committee on Ethical
Guidelines for Forensic Psychologists, 1991) states, “Foren-
sic psychologists are responsible for a fundamental and
reasonable level of knowledge and understanding of the legal
and professional standards that govern their participation as
experts in legal proceedings” (p. 658). 

Ignorance thus can no longer legitimately be claimed as
justification for insufficient preparation at any level of expert
involvement in legal matters. The courts will not permit it;
the information is readily available; and ethical duties
prohibit begging ignorance on matters that are legitimately
within the expert’s purview. Provided that an individual
expert’s competence can be established, there is now wide
acceptance of psychological testimony in state and federal
courts.

Advocacy: Gamesmanship 

There is an accompanying issue based on a rather pernicious
underlying assumption, which is governed more by cynicism
than ignorance. It has to do with an unfortunate myth of
“gamesmanship” perpetuated by some celebrated cases in the
media, to wit, that the adversary system somehow is a
“game,” a game that lawyers play and that experts can join.
Examples of “playing the game” include such practices as
formulating biased methodologies that favor one side over
the other, failing to disclose findings in an objective and bal-
anced manner, conducting interviews and framing questions
to fulfill advocacy agendas, and promoting positions in affi-
davits or rendering opinions in reports and when testifying
that lack adequate basis. Such conduct leads to advocacy by
experts and other unethical, unprofessional, and sometimes
illegal or extralegal activities and involvements, which ulti-
mately serves to injure parties, compromise justice, and ruin
professional reputations.

There are numerous specific rules prohibiting experts from
participating in this kind of advocacy and bias. Principle 7.04
of “Ethical Principles of Psychologists and Code of Conduct”
states, “(a) In forensic testimony and reports, psychologists
testify truthfully, honestly, and candidly and, consistent with
applicable legal procedures, describe fairly the bases for their
testimony and conclusions [and] (b) Whenever necessary to
avoid misleading, psychologists acknowledge the limits of
their data or conclusions” (APA, 1992). “Specialty Guide-
lines for Forensic Psychologists” Section VI.C states:

In providing forensic psychological services, forensic psycholo-
gists take special care to avoid undue influence upon their meth-
ods, procedures, and products, such as might emanate from the
party to a legal proceeding by financial compensation or other
gains. As an expert conducting an evaluation, treatment, consul-
tation, or scholarly/empirical investigation, the forensic psychol-
ogist maintains professional integrity by examining the issue at
hand from all reasonable perspectives, actively seeking informa-
tion that will differentially test plausible rival hypotheses.
(Committee on Ethical Guidelines for Forensic Psychologists,
1991, p. 661)
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An expert joining an attorney’s “legal team” of other experts
and attorneys, rather than maintaining neutrality, objectivity,
and suitable boundaries, is an example of proscribed behavior.

Advocacy: Promoting Personal Agendas
and Political Positions

Another mistaken approach to forensic work builds on
flawed logic and is driven by the dynamics of advocacy. It is
not born strictly of ignorance but rather of an idealistic desire
to promote a social, political, or economic cause (e.g., re-
garding capital punishment, child interests, elder rights, fem-
inism, gender equity). Adherents of this approach believe that
the ends justify the means, so do not hesitate to conduct bi-
ased child custody evaluations with methodologies that are
calculated to favor one party over the other; or to omit
reporting potentially exculpatory data and findings (evidence
that clears or tends to clear from blame) in a criminal evalua-
tion; or to ignore providing a balanced portrayal of personal
strengths as well as vulnerabilities and Axis I and Axis II dis-
orders when testifying in personal injury, fitness-to-work,
and disability evaluations. 

The way to protect against bias is to adopt an attitude of
neutrality, taking an objective, scientific hypothesis-testing
approach to psychological evaluations and to the reporting of
findings and data emanating from clinical-forensic assess-
ments. This implies reliance on and knowledge of legal stan-
dards and legal test questions in each area of the forensic
domain in which the expert is involved, as well as adherence
to professional standards. When working in the legal system,
one must adhere to the rules of the system and its case and
statutory law. When one encounters conflicts between one’s
professional ethical constraints on the one side, and rules or
laws on the other, such conflicts must be addressed and re-
solved before proceeding. In situations where the expert does
not agree with prevailing laws (e.g., joint custody, death
penalty), it is best not to accept referrals of such cases. 

Relevant to the matter of remaining neutral are several
specialty guidelines. Specifically, Guideline III.E. (Compe-
tence), states: 

Forensic psychologists recognize that their own personal values,
moral beliefs, or personal and professional relationships with
parties to a legal proceeding may interfere with their ability to
practice competently. Under such circumstances, forensic psy-
chologists are obligated to decline participation or to limit their
assistance in a manner consistent with professional obligations.
(Committee on Ethical Guidelines, 1991, p. 658)

Further, the courtroom is not the place for the forensic
expert to attempt to influence public policy. For this, there

are more suitable forums, such as professional associations
and legislatures.

Lack of Specialized Forensic Training

A variant of the “beg ignorance” argument is the argument
that a solid background of preparation as a clinical psycholo-
gist and competent clinical skills are all that is necessary and
sufficient for the psychologist who accepts forensic-clinical
referrals. This is a severely mistaken assumption. Whereas
competent clinical work is necessary, it is by no means suffi-
cient. A clinical diagnostic evaluation is not a forensic diag-
nostic evaluation.

The psychology-law literature and professional standards
of practice make it clear that, to perform ethical and profes-
sionally competent work, the practitioner must know the ele-
ments of the legal standards, hearsay rules, and other criteria
for admissibility of evidence. This information, in conjunction
with psychological standards, defines the parameters of
everything one does in the psycholegal context, from framing
questions in a psychological evaluation to providing opinions
in expert testimony. One cannot conduct a competent child
custody evaluation without knowing the best interest standard
and without awareness of controlling child custody case law
and statutory decisions within one’s own jurisdiction. One
cannot conduct a competent personal injury assessment in a
medicolegal civil context without knowing issues of causation
and the causal nexus of impairment. In personal injury evalu-
ations, a good therapeutic clinician can provide differential
diagnostic and treatment implications but may fail to address
credibility/deception, causation, or prognosis.And one cannot
conduct a competent criminal evaluation without knowing the
different legal standards involved when evaluating defendants
for competency to stand trial, insanity, or other diminished re-
sponsibility defenses. Being a good clinician may enable one
to provide a very accurate diagnosis of a criminal defendant’s
current condition but to completely fail to address mental state
at the time of the offense. Specialty Guideline III.A. requires:
“Forensic psychologists provide services only in areas of
psychology in which they have specialized knowledge, skill,
experience, and education” (Committee on Ethical Guidelines
for Forensic Psychologists, 1991, p. 658).

Erroneous Assumptions Regarding Relationship
with Retaining Attorney

A classic misunderstanding held by many mental health pro-
fessionals is that the retaining attorney can and will provide
requisite psycholegal information and accurate advice on
legal, ethical, and professional issues that arise in a case.
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There are two flaws here. First, the attorney is required to be
an advocate for his or her client, not for the expert. Thus, he
or she is not obligated to inform or protect the expert (unless
it aids the client). Although it is unusual for experts to hire
their own attorney to accompany them to depositions and to
other legal forums, it may be advisable on occasion. Forensic
experts usually have an attorney knowledgeable in mental
health law on retainer or otherwise available to provide legal
advice and counsel.

The second flaw is believing that most attorneys are suffi-
ciently knowledgeable about mental health law in general or
about the ethical and legal burdens that control the expert’s
specialty in particular to provide accurate advice. 

Assumed Similarities among Jurisdictions

Mistakes can be made when applying psychology in legal
contexts due to errors of assumed similarity. Jurisdictional
differences can be critical in a case, influencing everything
from criteria applied to the admissibility of evidence to stan-
dards of proof. Differences of this kind do not occur in the
sciences, where, by convention, there are uniform standards
(rather than regional differences) for testing hypotheses and
evaluating data. The burden thus remains with the forensic
practitioner both to be aware of requisite ethical, legal, and
professional jurisdictional obligations (e.g., by reviewing
original sources of regulatory, case, and statutory laws) and
to implement them. There is an implied prior duty to have ac-
quired specialized forensic education; there is an accompany-
ing duty on accepting a case to know or to learn the pertinent
issues/laws.

Interdisciplinary Misunderstandings Regarding
Standards of Proof

Standards of proof differ in psychology and law, which can
cause serious interdisciplinary misunderstandings. For exam-
ple, the confidence limits in the behavioral sciences are set at
higher levels (i.e., alpha levels of .05 or .01) than those in-
herent in certain legal probative standards (i.e., alpha level of
.51 in most civil areas). This difference potentially affects
whether a piece of evidence is interpreted by the expert as
“significant” or not. Thus, in civil cases where the preponder-
ance of evidence standard implies confidence limits with a
probability greater than .51 that Event A would have consti-
tuted a substantial factor in causing Effect B, “more likely
than not” is acceptable. Weissman (1985) points out: 

Ambiguity and conflict may enter when the expert while testify-
ing is asked by the examining attorney whether a given event

(legally relevant behavior) had been viewed as a significant
factor in the formulation of his/her opinion about plaintiff’s
mental/emotional condition. . . . The expert will likely respond
here from a frame of reference that implies p � .95 (95%
certainty) in contrast to the attorney’s frame of evidentiary refer-
ence that implies p � .51 (51% certainty). (p. 141)

The presence of any “significance” in the causal relationship
at issue may well be denied by the psychologist for reasons
that are unclear to the attorney and court.

It is important to note that experts, seeking to establish sci-
entific bases for their opinions, would of course use scientifi-
cally sound tools and data that rest on the higher standards of
proof typical of the behavioral sciences (.95 or .99). It is in
the formulation of the expert’s opinions in the medicolegal
context that lower standards of proof in selective areas of the
law (i.e., civil may be involved).

The requisite standard to which the expert is held in for-
mulating opinions is generally referred to as the reasonable
medical/scientific certainty standard. This standard must
have been met for each expert opinion being offered. This
standard does not imply absolute certainty, nor does it permit
conjecture or speculation, but rather a reasonable probability
and degree of certainty. The credibility and probative value of
expert testimony are assisted further by identifying and dis-
cussing alternative hypotheses for one’s data. The reasonable
medical/scientific certainty standard is enhanced further by
expert testimony that expresses the degree of conviction at-
tached to different opinions with well-reasoned bases for
opinions proffered.

Assumptions Regarding the Economics of Private Practice

The aims of psychology are very different from aims implicit
in the law—other than earning a living. Psychology seeks
truth through hypothesis testing and impartial weighing of
findings, whereas the law seeks just resolution of problems
via advocacy and strategies calculated to win, even if
this may involve suppressing information/evidence “in the
interest of justice.” Both psychiatry and the psychology
guidelines prohibit forensic examiners from contracting to
provide services on a contingency-fee basis (Melton, Petrila,
Poythress, & Slobogin, 1997). Providing services on a
contingency-fee or other lien basis, in which the outcome of
the case determines whether the expert will be paid, promotes
biased expert testimony. The expert’s mantra becomes
“We will win,” obliterating any neutrality. Such arrange-
ments are proscribed because they constitute a conflict of
interest or the appearance of a conflict of interest because the
expert’s side of the case must prevail to receive compensation
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for services rendered (Committee on Ethical Guidelines for
Forensic Psychologists, 1991).

Even with a typical fee-for-service contract, practitioners
may feel that if they do not yield to persuasive pressures, they
will not be successful in the future in receiving more refer-
rals. This mentality deserves empathy but is erroneous, at
least in the long term. The moral pivot for practitioners of a
scholarly profession with a service ethic is found in uphold-
ing professional standards that protect parties and that honor
the scientific and knowledge bases of the field. It is not found
in advocacy, nor in commercialism. The most suitable role
for the expert remains that of a disinterested third party as-
sisting the trier of fact as a scientist and educator. The expert
can build a solid reputation as a rigorous professional whose
opinions the courts can rely on (“a straight shooter”) by
adhering to standards in both psychology and law.

The issue of morality or personal ethics involves the qual-
ity of one’s own moral development coupled with knowledge
of ethical requirements and motivation to do the right thing.
The increased availability of knowledge bases and of rules
and guidelines has increased the likelihood that the majority
of experts will adhere to them the majority of the time. Some
will do so because they know that documents containing eth-
ical codes, legal rules, and professional standards that are
available to them are equally accessible to attorneys and
judges. Most will do so because it is the right thing to do. A
few may or may not do so, depending on changing external
contingencies.

Research from classic studies by Hartshorne and May
(1928) and from a line of research on moral development and
moral reasoning by Kohlberg (1976) and Kohlberg, Levine,
and Hewer (1983) is also relevant to the matter of under-
standing reasons for substandard performance despite abun-
dant sources of knowledge. Addressing the generality or
specificity of honesty, Hartshorne and May studied consis-
tency of children in different situations involving telling the
truth. They found that honest-dishonest behavior varied as a
function of situational influences and of the motivations and
constraints involved.

Moral reasoning, according to Kohlberg (1976), evolves
over a successive series of stages, with each stage representing
a qualitatively different organization and pattern of matura-
tional thought from the preceding one. There are three levels
of moral reasoning, in Kohlberg’s view: the preconventional,
the conventional, and the postconventional. In preconven-
tional reasoning, rules and social expectations are not yet in-
ternalized; thus, externally mediated consequences of one’s
actions determine judgments of actions. In conventional rea-
soning, internalization of others’ rules and expectations has
taken place, and ethical/moral decisions are made on the basis

of whether approval is anticipated for conforming to others’
perceived expectations and for obeying authority. In contrast,
the professional person idealistically is one who has attained
the postconventional level of ethical reasoning, exhibiting
relative autonomy from others’expectations and making deci-
sions in terms of self-chosen principles and constraints
implicit in ethical codes.

Information derived from these studies indicates that with
maturational development there can be expected greater de-
grees of stability, consistency, and reliability of moral-ethical
judgments. Thus, despite situational influences implicit in the
adversary system, an expert’s motivation to do the right thing,
coupled with a reasonable degree of character development,
plus knowledge of professional constraints, can assist in stay-
ing the course. Specialized education and training is critical
here. Ethical professional competencies serve as a buffer or
defense against undue influence and protect against slipping
down Kohlberg’s hierarchy on entering the forensic domain.

Violations of Boundaries and Roles

There are critical decisions to be made from the very incep-
tion of a referral, beginning with the expert’s judgment of the
referring attorney’s skills, attitudes, and ability to understand
psychological findings, and “the degree to which the attorney
is interested in finding the answer to a question versus merely
wanting to hire an expert who will support the case, often
termed a ‘hired gun’” (Hess, 1998, p. 110). Such early dis-
cussions enable experts to determine whether the case-related
issues and tasks called for are within their scope of compe-
tency, whether time frames are congenial, and whether the
role(s) requested (i.e., consultation or expert) are suitable as
well as suitably defined.

It is a mistake to assume that one can serve a case in the
dual capacity of both expert and consultant. Hess (1998)
points out that whereas the expert and consultant roles fall on
a continuum and the “expert typically serves to some mini-
mal extent as a consultant,” there are nonetheless significant
differences between the roles (p. 111). On the respective ends
of the continuum are the “expert,” whose commitment is to
finding and expressing the truth, versus the “consultant,”
whose commitment is to assisting attorneys in their prepara-
tion of cases for litigation and helping attorneys understand
psychological evidence. The two roles can be oppositional to
one another. Saks (1990) addresses role conflicts and ethical
dilemmas that can emerge in the course of involvement as a
consultant or an expert in a case. He points out that the law
cannot be relied on because it is not very clear in its defini-
tions or its expectations. The burden to ensure clarity again
falls on the expert.
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TABLE 3.1 Ten Differences between Therapeutic and Forensic Relationships

Care Provision Forensic Evaluation

1. Whose client is patient/litigant? The mental health practitioner. The attorney.
2. The relational privilege that governs Therapist-patient privilege. Attorney-client and attorney work-

disclosure in each relationship. product  privilege.
3. The cognitive set and evaluative attitude of Supportive, accepting, empathic. Neutral, objective, detached.

each expert.
4. The differing areas of competency of each Therapy techniques for treatment of the Forensic evaluation techniques

expert. impairment. relevant to the legal claim.
5. The nature of the hypotheses tested by each Diagnostic criteria for the purpose of therapy. Psycholegal criteria for the purpose of

expert. legal adjudication.
6. The scrutiny applied to the information Mostly based on information from the person Litigant information supplemented

used in the process and the role of being treated, with little scrutiny of that with that of collateral sources and
historical truth. information by the therapist. scrutinized by the evaluator and

the court.
7. The amount and control of structure in each Patient-structured and relatively less structured Evaluator-structured and relatively

relationship. than forensic evaluation. more structured than therapy.
8. The nature and degree of “adversarialness” A helping relationship; rarely adversarial. An evaluative relationship; frequently

in each relationship. adversarial.
9. The goal of the professional in each Therapist attempts to benefit the patient by Evaluator advocates for the results

relationship. working within the therapeutic relationship. and implications of the evaluation 
for the benefit of the court.

10. The impact on each relationship of critical The basis of the relationship is the therapeutic The basis of the relationship is
judgment by the expert. alliance, and critical judgment is likely to evaluative, and critical judgment is

impair that alliance. unlikely to cause serious
emotional harm.

Source: Adapted with permission from S. A. Greenberg and D. W. Shuman (1997). Irreconcilable conflict between therapeutic and forensic roles. Professional
Psychology: Research and Practice, 28(1), 50–57. Copyright ©1997 by the American Psychological Association.

Another mistaken assumption is that it is permissible to
serve both as therapist and expert in a given case. Doing so
can constitute serious role and ethical conflicts. Through the
presentation of 10 principles, Greenberg and Shuman (1997)
argue that serving both as therapist to a patient and as the pa-
tient’s expert in a legal matter constitutes an impermissible
dual relationship. Serving both roles threatens the efficacy of
psychotherapy and also threatens the accuracy of judicial de-
terminations. The patient’s therapist serving also as expert
(e.g., in a personal injury case) cannot overcome advocacy
bias or the appearance of such bias. There can be no indepen-
dent or unbiased investigation by a psychotherapist into
factual bases of the patient’s allegations and complaints or
critical analysis of deception. Instead, there typically is un-
critical reliance on the patient’s subjective report, which
perforce is taken at face value. The 10 principles are found in
Table 3.1.

Greenberg and Shuman (1997) make it clear “that the
logic, the legal basis, and the rules governing the privilege
that applies to care providers are substantially different from
those that apply to forensic evaluators” (p. 52). Because
of this, the duty to inform forensic examinees of the lack of
privilege and the intended use of the examination product is
embodied in case law (Estelle v. Smith, 1981) and in “Spe-
cialty Guidelines for Forensic Psychologists” (Committee on

Ethical Guidelines for Forensic Psychologists, 1991). The
latter states:

Forensic psychologists have an obligation to ensure that
prospective clients are informed of their legal rights with respect
to the anticipated forensic service, of the purposes of any evalu-
ation, of the nature of procedures to be employed, of the intended
uses of any product of their services, and of the party who has
employed the forensic psychologist. (p. 659)

Ethical principles and forensic specialty guidelines
substantiate Greenberg and Shuman’s (1997) argument
against such dual relationships. One provision (Guideline
IV.D.1.) states: “Forensic psychologists avoid providing
professional services to parties in a legal proceeding with
whom they have personal or professional relationships that
are inconsistent with the anticipated relationship” (Commit-
tee on Ethical Guidelines for Forensic Psychologists, 1991,
p. 659). Prohibition against combining roles of therapist and
expert is also found in the APA’s (1994) “Guidelines for Con-
ducting Child Custody Evaluations.” It is stated at Guideline
II.7: “The psychologist avoids multiple relationships,” such
as “conducting a child custody evaluation in a case in which
the psychologist served in a therapeutic role for the child or
his or her immediate family or has had other involvement that
may compromise the psychologist’s objectivity” (p. 678).
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Guideline II.7 distinguishes serving as a fact (percipient)
witness concerning treatment of the child, which is permissi-
ble, provided that the psychologist “is aware of the limita-
tions and possible biases inherent in such a role and the
possible impact on the ongoing therapeutic relationship”
(p. 678). Further, “Although the court may require the psy-
chologist to testify as a fact witness regarding factual
information he or she became aware of in a professional rela-
tionship with a client, that psychologist should generally
decline the role of an expert witness who gives a professional
opinion regarding custody and visitation issues . . . unless
ordered by the court” (p. 678).

Misunderstanding of Privacy Issues:
Confidentiality and Privilege

Confidentiality is the duty owed the client, whereas privilege
is the legal right held by the client, as a function of statute (in
most states) or common law, with certain exceptions (manda-
tory reporting, express or implicit waiver, duty to protect,
duty to warn; Golding, 1996). The increasing complexity of
the legal requirements imposed on psychologists regarding
the reporting of information has resulted in more emphasis on
issues of privacy and privilege. Canter, Bennett, Jones, and
Nagy (1994) define privacy as generally referring to “the
right of individuals not to have their physical person or men-
tal or emotional process invaded or shared without their
consent,” whereas “confidentiality means that nonpublic
information about a person will not be disclosed without con-
sent or special legal authorization” (p. 105). Further, “Except
in special circumstances (e.g., lawsuits, mandatory reporting
laws), psychologists are required by the Ethics Code and by
law to maintain the confidentiality of communications shared
with them. . . . The recipients of psychological services
retain the right to release the confidential information in most
situations” (p. 105).

The forensic setting severely limits the protections of con-
fidentiality. For this reason, limitations on confidentiality are
disclosed from the outset to persons being evaluated. Ethical
Principle 5.01 states:

(a) Psychologists discuss with persons and organizations with
whom they establish a scientific or professional relationship (in-
cluding, to the extent feasible, minors and their legal representa-
tives) (1) the relevant limitations on confidentiality . . . and
(2) the foreseeable uses of the information generated through
their services. (b) Unless it is not feasible or is contraindicated,
the discussion of confidentiality occurs at the outset of the
relationship and thereafter as new circumstances may warrant.
(c) Permission for electronic recording of interviews is secured
from clients and patients. (APA, 1992, 5.01)

Best practice in forensic settings is to provide written waivers
as to specific persons, timeframes, and purposes.

Ethical Principle 5.03 emphasizes: “In order to minimize
intrusions on privacy, psychologists include in written and
oral reports, consultations, and the like, only information ger-
mane to the purpose for which the communication is made”
(APA, 1992, 5.03). Principle 5.05 states: “Psychologists dis-
close confidential information without the consent of the in-
dividual only as mandated by law, or where permitted by law
for a valid purpose” (5.05).

In legal contexts where information is obtained on litigants
through psychological assessment, there are conditions under
which confidentiality is waived for purposes of the litigation,
such as when a patient or litigant has voluntarily placed his or
her mental state in issue (Stromberg, 1993). Melton et al.
(1997) discuss further limitations to confidentiality in the
forensic context. They point out that in the purely evalua-
tive relationship, privileges designed to protect psychologist-
patient disclosures, for instance, are irrelevant: “The
clinician-patient privileges do not apply when the clinician-
‘patient’ relationship is a creature of the court; as is the case
with court-ordered evaluations” (pp. 77–78). Further, “The
law takes the position that, for purposes of evidence law,
the evaluator’s client is the party that requests the evaluation,
not the person being evaluated” (p. 78).

However, there are two situations commonly encountered
by forensic examiners where confidential information remains
protected despite the psychologist-patient privilege having
been waived (Melton et al., 1997). The first is the attorney
work-product privilege, which protects communications be-
tween attorney and client and may, under this same privilege,
protect communications between the client’s expert and attor-
ney, at least until such time as the expert is disclosed as an
expert witness. The second situation pertains to raw test data,
which also may not be directly discoverable. The APA’s
(1992) Ethics Code prohibits “releasing raw test results or raw
data to persons . . . who are not qualified to use such informa-
tion” (2.02). It also requires psychologists to “make reason-
able efforts to maintain the integrity and security of tests and
other assessment techniques consistent with law” (2.10).

The concepts of confidentiality, privilege, and privacy are
very broad and very complex. Psychologists must turn to
primary sources in their own jurisdiction for guidance in how
these concepts specifically apply to a particular case.

Mistaken Assumptions in Failing to Regard Uniqueness
of Psycholegal Assessment Methodologies

Operations attached to formulating assessment methodolo-
gies when doing forensic work can be very different from
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those involved in nonforensic contexts. There is a consider-
able amount of guidance available for constructing method-
ologies that meet criteria in both psychology and law (Grisso,
1986; Melton et al., 1997; Meyer, 1995; Weissman, 1985,
1990, 1991a).

Documentation

Meyer (1995) advises keeping meticulous notes. Specifically,
he advises recording both the overall impressions of the per-
son being evaluated (i.e., mental status examination) and the
circumstances of the interviewing and testing at the time of
the evaluation. This can be particularly important in highly
contentious cases, and also where there is a long interval be-
tween conducting the evaluation and providing testimony.
Reconstruction of contingencies of the assessment process
can be difficult with the passage of time, yet very important
in litigation or when facing standard of care challenges. In
this context, it is relevant to note the importance of observing
guidelines for record keeping. Guidelines promulgated by the
APA’s (1993) Board of Professional Affairs represent general
guidelines, whereas the “Specialty Guidelines for Forensic
Psychologists” (Committee on Ethical Guidelines for Foren-
sic Psychologists, 1991) provide specific forensic guidelines.
They underscore the importance of maintaining the highest
level of documentation and record keeping. Guideline VI.B
of “Specialty Guidelines for Forensic Psychologists” states:

Forensic psychologists have an obligation to document and be
prepared to make available, subject to court order or the rules of
evidence, all data that form the basis for their evidence or ser-
vices. The standard to be applied to such documentation or
recording anticipates that the detail and quality of such docu-
mentation will be subject to reasonable judicial scrutiny; this
standard is higher than the normative standard for general clini-
cal practice. When forensic psychologists conduct an examina-
tion or engage in the treatment of a party to a legal proceeding,
with foreknowledge that their professional services will be used
in an adjudicative forum, they incur a special responsibility to
provide the best documentation possible under the circum-
stances.

1. Documentation of the data upon which one’s evidence is
based is subject to the normal rules of discovery, disclosure, con-
fidentiality, and privilege that operate in the jurisdiction in which
the data were obtained. Forensic psychologists have an obliga-
tion to be aware of those rules and to regulate their conduct in ac-
cordance with them.

2. The duties and obligations of forensic psychologists with
respect to documentation of data that form the basis for their ev-
idence apply from the moment they know or have a reasonable
basis for knowing that their data and evidence derived from it are
likely to enter into legally relevant decisions. (p. 661)

Structure

Assessment methodologies used in conducting psycholegal
evaluations have historically ranged in the degree of structure
that examiners have applied to conducting them. Standard-
ized interview protocols and objective testing measures have
the greatest likelihood of meeting evidentiary standards in
both psychology and law. They are more likely to yield valid
findings that are trustworthy and specifically address perti-
nent legal standards. The greater degree of structure inherent
in an evaluation, the greater the probability that the findings
derived therefrom will be reliable and valid (Dawes, 1989).
Well-structured and psychologically relevant assessment
methodologies can enhance one’s assistance to the court.
They also can serve as a buffer against adversarial and inter-
professional pressures, which protects the examiner from
potential standard of care challenges. For example, in child
custody evaluations, each parent is interviewed and tested in
the same manner to elicit information addressing the
elements of the best interest standard (parental competen-
cies). A model to explicate this process is presented later in
this chapter.

Methodologies are designed to enhance (a) fairness and ob-
jectivity as to the issues; (b) impartiality as to roles and
responsibilities; (c) comprehensiveness as to data sources;
(d) comparability in type and length of interviews and assess-
ment methods in cases involving multiple litigants (i.e., rea-
sonably parallel format); (e) reliability and validity of findings
through relevant standardized, professionally recognized
assessment measures and interview and observation protocols
that are as structured as is feasible; and (f) independence
and neutrality by staying well bounded within predefined
professional roles.

Data Sources

In psycholegal contexts, sources of information (data
sources) are more extensive than in traditional clinical con-
texts. Clinical contexts assume honesty by the patient and
typically involve only differential diagnosis and treatment.
Forensic contexts have a broader range of goals and are gov-
erned not only by the rules and ethics of psychology, but also
by the rules and ethics of the legal profession. 

Forensic goals require answering psycholegal questions
(in addition to clinical questions) often involving causation,
apportionment, prognosis, residual impairment, responsibil-
ity, and credibility. Ethical evaluations call on the expert to
use multisource, multimodal methodologies for the task of
answering such complex psycholegal questions as are in-
volved in determining child custody, criminal responsibility,
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risk assessment, factors of causation, and disability. Multiple
data sources are necessary for corroborating findings, for as-
certaining genuineness and substantiality of allegations, and
for testing alternative hypotheses. Confidence in one’s find-
ings and the probative value of one’s opinions are thereby
enhanced.

Data sources typically include (a) case-oriented, clinical
diagnostic and psychosocial/biohistorical interviewing;
(b) mental status examination; (c) standardized psychologi-
cal testing; (d) record review (pre- and postincident medical,
mental health, academic, employment); (e) contacts with
relevant collateral sources (e.g., significant others, parents,
teachers, physicians, therapists, coworkers); (f ) case-specific
empirical data, including base rates if available and relevant,
and theoretical concepts; and (g) case and statutory law.
Depending on the area of psycholegal involvement and other
contingencies, there may be fewer relevant sources or addi-
tional sources to consider. Certainly, such decisions must be
made on a case-by-case basis.

In child custody evaluations, for instance, additional data
sources include: (a) clinical child custody-oriented mental
status and psychosocial interviews, including relevant history
of the parties and of the minor children; (b) psychological
testing of the parties and of the minor children; (c) assess-
ment/observation of the interaction between respective
parties and the minor children; (d) assessment of significant
others; and (e) contacts with relevant collaterals (APA, 1994).

Case Examples and Discussion

A Case Example: Child Custody

The following case illustration contains multiple examples of
violations of both professional standards and ethical practice,
including role boundary violations and violations of privacy,
privilege, and confidentiality. It also illustrates problems
inherent in yielding unduly to adversarial influences, using
biased methodologies, and being dishonest in reporting find-
ings. The best interests of the children were ignored and
subverted.

Anatomy of Co-option. In this case study, Parties A and
B had stipulated, through their attorneys, to joint legal
custody. A mediator (mental health professional) was then
appointed for the sole purpose of establishing a parenting
plan. The young children were in counseling with another
mental health professional for the sole purpose of ameliorat-
ing dissolution and transitional discomfiture. Then, Party A
changed counsel, retaining Attorney A just prior to the first
session scheduled with the mediator.

Attorney A had a master plan, one calculated to win cus-
tody for Client A (using property and other issues as lever-
age) by creating a custody dispute where there previously had
not been one. This began with Attorney A insisting that the
mediator and the children’s therapist formally assert their
need for psychological testing to complete their work. They
did so, even though their work (establishing a parenting plan
in the context of stipulated joint custody) did not require this,
and neither child custody nor fitness were at issue.

In so doing, the mental health professionals yielded to
undue influence. Failing to recognize standards of care in
child custody matters, they continued to embark on a course
of conduct that would violate privileges, constitute conflicts
of interest, and compromise the welfare of the parties and the
best interests of the children.

Events unfolded in the following sequence. The desig-
nated mediator sought to meet with the parties, but failed in
this effort because Attorney A instructed Client A not to at-
tend joint mediation sessions. The mediator (a) failed to in-
form counsel that mediation was not going forward; (b) failed
to respond to Attorney B’s request for information as to status
of mediation; (c) initiated instead an individual psychothera-
peutic relationship with Client A; (d) clinically supervised
the children’s therapist concerning the children’s treatment;
(e) met repeatedly with the psychological examiner about the
case, and had multiple contacts with collateral sources with-
out specific authorizations to do so; (f ) ultimately rendered
diagnoses of both parties, despite the fact that doing so was
outside the scope of this professional’s licensure; (g) made
child custody recommendations, despite not having exam-
ined anyone and not having conducted a formal child custody
evaluation; and (h) took no notes and recorded nothing.

The children’s therapist (a) met with the children in indi-
vidual treatment while under the supervision of the “desig-
nated mediator” (Party A’s therapist); (b) failed to respond to
Attorney B’s request for clarification of purposes of treat-
ment; (c) took no notes; (d) ultimately rendered diagnoses
of adult parties, despite the fact that rendering formal diag-
noses was outside the scope of this professional’s licensure;
(e) made custody recommendations without having exam-
ined the parents or their interaction with the children, and
despite not having conducted a formal child custody evalua-
tion; and (f) met repeatedly with the psychological examiner
about the case, and had multiple contacts with collaterals
absent specific authorizations to do so.

Both the designated mediator and the children’s therapist,
in response to Attorney A’s insistence, formally requested that
a psychological child custody examination be conducted for
purposes ostensibly of advancing goals of mediation, identify-
ing the psychological examiner promoted by Attorney A.
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The examiner (a) met with Attorney A on multiple occa-
sions prior to, during, and after the examination, never with
Attorney B; (b) received and reviewed multiple sets of records
provided byAttorneyA, none fromAttorney B; (c) failed to re-
spond to Attorney B’s request for clarification of purposes and
procedures of the psychological examination; (d) failed to ex-
amine respective parent-child interactions; (e) had multiple
contacts with the designated mediator (Client A’s therapist),
children’s therapist, and collaterals without specific authoriza-
tions permitting such contacts; (f ) claimed independent status
as an examiner although communicated only with Attorney A,
and thereafter sought to prevent an independent evaluation of
the parties and minor children; (g) diagnosed the children as
acutely disturbed and suicidal due to Party B, despite multiple
sources of information indicating otherwise, including school
records and the examiner’s own assessment findings; (h) diag-
nosed Client B as severely disturbed and of imminent danger to
the children despite the fact that all test findings (Minnesota
Multiphasic Personality Inventory [MMPI-2]; Butcher,
Dahlstrom, Graham, Tellegen, & Kaemmer, 1989; Millon
Clinical Multiaxial Inventory [MCMI-II]; Millon, 1987;
Rorschach, 1989) placed this party entirely within normal lim-
its and positive on indices of parental competency, which the
examiner claimed were “classic test misses”; (i) interviewed
about nonlegally relevant material disproportionately more
than about legally relevant material in child custody; ( j) con-
ducted a nonparallel examination, seeking an abundant and
disproportionate amount of negative information about Party
B from Party A and by seeking biohistorical information only
from Party B; (k) failed to inquire about PartyA’s background,
despite the importance of doing so in child custody examina-
tions, and despite extremely elevated validity indices on ob-
jective personality tests; and (l) ultimately filed a report on the
basis of the foregoing, resulting in an ex parte hearing that re-
moved the children from Party B’s home, placing sole custody
with Party A, and monitored, limited visitation with Party B.

When Attorney B sought to petition the court to permit an
independent child custody evaluation because of problems
inherent in the first one, the psychological examiner partici-
pated in attempts to deny presentation of evidence contrary to
his own position, this time by preparing (with Attorney A) a
declaration to prevent a new evaluation, asserting that the
stress associated with yet another evaluation would adversely
impact the children’s best interests.

A court trial one year later resulted in the children being
returned to Party B with a finding that Party B was not per-
sonality disordered, was otherwise within normal limits, and
was positive on indices of parental competency. The psychol-
ogist lost his license following a complaint filed with APA’s
Ethics Committee.

The APA’s (1994) “Guidelines for Child Custody Evalua-
tions in Divorce Proceedings,” if adhered to, should prevent
such violations. The standards and guidelines inform not only
the mental health community of what constitutes acceptable
practice in the field, they inform the trier of fact (typically,
judges in child custody determinations) and attorneys. Armed
with these professionally ratified standards that are readily
accessible, attorneys are enabled to frame meaningful and
incisive questions based on them.

Child custody evaluations are emotionally laden and
involve vulnerable children and parents whose resources,
emotionally and financially, may be exhausted. These evalu-
ations carry disproportionate risk to the examiner of licensure
complaints. The “Guidelines for Child Custody Evaluations
in Divorce Proceedings” (APA, 1994) provides specific and
also general guidelines for conducting ethical evaluations.
The three specific (orienting) guidelines from this document
are as follows:

1. The primary purpose of the evaluation is to assess the best
psychological interests of the child.

2. The child’s (rather than the parents’) interests and well-
being are paramount.

3. The focus of the evaluation is on parenting capacity, the
psychological and developmental needs of the child, and
the resulting fit. . . . This involves (a) an assessment of the
adult’s capacities for parenting, including whatever knowl-
edge, attributes, skills, and abilities, or lack thereof, are pre-
sent; (b) an assessment of the psychological functioning
and developmental needs of each child and of the wishes of
each child where appropriate; and (c) an assessment of the
functional ability of each parent to meet these needs, in-
cluding an evaluation of the interaction between each adult
and child. (p. 678)

Experts may wish to rely on the model presented in
Table 3.2, which facilitates ethical and competent evalua-
tions. It was developed by the first author (Weissman),
following Grisso’s (1986) seminal work on evaluating com-
petencies. This model helps identify the salient functional
parenting abilities that derive from legal constructs and psy-
chological concepts. It thus guides data to be gathered and
findings to be reported, consistent with legal relevance. In
this model, A pertains to legal constructs in child custody, B
to psychological constructs useful to the task of compre-
hending legally relevant behaviors, and C bridges the two.
Referring to functional abilities in parental competencies, C
defines psycholegal concepts capable of being evaluated
(using clinical and forensic assessment instruments). The
model contains a nonexhaustive list of a dozen or so
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concept definitions of functional abilities that an examiner
might assess in a given child custody case.

The use of psycholegally coherent models such as these in-
creases the likelihood that methodologies derived therefrom
will fulfill requirements for competent forensic practice as
well as requirements for ethical forensic practice. A central
theme of this chapter is that there is an essential correspon-
dence between competent conduct and ethical conduct.
In practice, one cannot exist without the other. Thus, formu-
lating competent assessment methodologies (i.e., coherent,
psycholegally relevant, balanced, comprehensive) is requisite
to conducting ethical evaluations.

A Case Example: Personal Injury

Another example of the usefulness of this model is found in
the personal injury context, illustrated first by a case example
and then by a conceptual framework for evaluating personal
injury cases (see Table 3.3).

In an employment discrimination case involving wrong-
ful discharge secondary to whistle-blowing, the physician

plaintiff had been the quality assurance director for a large
HMO. Following “constructive discharge,” she sued for
pecuniary damages (lost wages, reduced career options) but
not for emotional distress-type damages.

The defense, nonetheless, sought to have a psychiatrist
conduct an independent medical examination (IME), which
required petitioning the court because plaintiff counsel
refused to stipulate to an IME where no medical or emotional
damages were being claimed. Defense won its IME petition on
the basis of the defense psychiatrist “diagnosing” the plaintiff
as “severely personality disordered” with marked borderline
and narcissistic features. The psychiatrist had reviewed only
two data sources: memoranda that the plaintiff had written
several years earlier in the employment context, and a diary
that the plaintiff had written 20 years earlier, at age 15.

A defense IME was performed by a second psychiatrist,
whose diagnostic opinions, not surprisingly, were identical to
those of the first psychiatrist, this time on the basis of the above
data sources plus record review, collateral contacts, a mental
status examination, as well as results from the MMPI-2
and MCMI-III. The second psychiatrist had stated that the

TABLE 3.2 Child Custody Evaluation Model

Legal Competency Construct Psychological Constructs

A B

C

Best Interest/Child:
Frequent and continuous contact.

Personality Functioning:
Interpersonal style, ego strength, conflict,
values, attitudes, and so on.

Clinical Assessment Instruments:
Measures of emotional states, personality
traits, intelligence, and so on.

Forensic Assessment Instruments:
Parent-child attitudes, perceptions and
quality of relationships, and so on.

Psychological Definitions of
Legally Relevant Functional Abilities:

Capacity for accurate empathy; ability to display affection; to place
child’s needs before one’s own; to communicate/problem-solve; to provide
consistent and contingency-based discipline. Capacity for commonsense
judgment; reality testing; affective modulation and impulse control. Ability
to respond to special needs; to promote optimism and self-esteem. Capacity
to safeguard child from relational enmities; to facilitate contact with
noncustodial parent; to help ameliorate pre/postdissolution adjustment
problems.

Concept Definitions

Operational
Definitions

Source: Adapted from T. Grisso, 1986; Herbert N. Weissman, Ph.D. (March, 1997).
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plaintiff’s severe Axis II pathology (which he opined had
caused her to become a whistle-blower because of hostility and
personal instability and maladjustment) was due to anger at
management (observed in memoranda). He argued that her
recent angry behavior corresponded to anger many years earlier
toward her father (diary). Further, he based his diagnosis
of Axis II pathology on collateral contacts, which consisted of
a subset of defense-selected interested parties rather than a
balanced set of collateral sources. A critical review of findings,
however, revealed all objective data to be entirely within nor-
mal limits, based on data from the mental status examination,
MMPI-2, and MCMI-III.

Disappointed because all objective findings were
within normal limits, defense counsel sought to dismiss the

psychiatrist (who had performed the IME) and successfully
substituted a third psychiatrist (reporting that the prior one
had taken ill) and retained a clinical psychologist who would
perform a wide range of cognitive and personality assessment
measures. All objective measures again yielded findings
within normal limits, yet both the psychiatrist and the psy-
chologist concluded that the plaintiff was severely personality
disordered, borderline, narcissistic, and now also antisocial.
They opined that the plaintiff had successfully “tricked” the
tests, which required them to rely not on standardized, objec-
tive test data but instead on such subjective and biased
sources as memos, an adolescent’s diary, and statements by
highly selected collaterals. All examiners had accepted their
respective referrals on a contingency-payment basis.

TABLE 3.3 Personal Injury Evaluation Model

Legal Competency Construct Psychological Construct

A B

C

Emotional distress damages (mental/emotional disorder)
proximately caused secondary to breach of duty, associated with
a wide range of events legally cognizable as torts, i.e., sexual
harassment, assault, negligent or intentional infliction of
emotional distress, professional standard of care violations,
wrongful discharge, wrongful death, accidents (e.g., motor
vehicle accident, toxic spill, slip and fall). Liability.
Forseeability. Reasonable person; Reasonable Woman Standard.
Cause-Substantial Factor Test; Nexus; Preponderance of
evidence; Admissibility of scientific evidence standards.

Depression/elation/emotional lability; anxiety; posttraumatic
reactions, personality, disorganization; thought disorder;
intellectual functioning; cognitive competence; pain and somatic
concern; state- versus trait-level conditions. Deception/
malingering. Subjective complaints versus objective findings.
Multiaxial diagnostic concepts (i.e., the 5 DSM-IV axes).
Validity/reliability; Standards for psychological tests; Ethical
principles and professional standards; Frye-Kelly; Daubert rules;
Forensic Specialty Guidelines.

Clinical assessment instruments; Measures of
emotional states, personality traits, intellectual
and neuropsychological factors, chronic pain,
interests and aptitudes, deception. Mental status
examination. Case and clinical interviews.

Data. Psycholegal formulations (clinical, forensic). Opinions.

Forensic assessment instruments: Measures of pre/post
functioning. State versus trait inventories. Life stress/
resource inventories. Chronologies, mental health, medical,
academic, and employment performance records. Case-
oriented interviews. Forensic mental status examination.

Assessment of legally relevant functional abilities and/or impairments in context of cause
of action in tort. Overall psychological functioning in terms of strengths/deficits relevant
to ascertaining genuineness and substantiality of (proximate, legally relevant) impairments
(vis-à-vis cause of action in tort). Factors in the causal nexus of impairment. Pre- versus
postincident levels of functioning. Vulnerability versus resiliency. Levels of impairment
(i.e., 0–10). Quality of adaptive functioning in personal, social, vocational areas of life.

Concept Definitions
(linking A to B)

Source: Adapted from T. Grisso, 1986; © H. N. Weissman, Ph.D. (February, 1998).



46 Ethical Principles and Professional Competencies

This example, which actually occurred, is nonetheless a
caricature of the unfortunate games, tricks, and manipula-
tions that can result from ill-conceived and regrettable collu-
sions between legal and mental health professionals. There
are many violations of APA ethical principles and “Specialty
Guidelines for Forensic Psychologists” in this case example
that are useful to reference.

The preamble to the “Ethical Principles of Psychologists
and Code of Conduct” (APA, 1992), states as “its primary
goal”

the welfare and protection of the individuals and groups with
whom psychologists work. It is the individual responsibility of
each psychologist to aspire to the highest possible standards of
conduct. Psychologists respect and protect human and civil
rights, and do not knowingly participate in or condone unfair
discriminatory practices. (p. 3) 

Psychiatry guidelines (Ethical Guidelines for the Practice
of Forensic Psychiatry) carry similar language:

The forensic psychiatrist functions as an expert within the legal
process. . . . Although he may be retained by one party to a dis-
pute in a civil matter or the prosecution or defense in a criminal
matter, he adheres to the principles of honesty and striving for
objectivity. His clinical evaluations and the application of the
data obtained to the legal criteria are performed in the spirit of
such honesty and striving for objectivity. . . . His opinion reflects
this honesty and striving for objectivity. (American Academy of
Psychiatry and the Law, 1993, p. 329)

Practitioners in the case example on personal injury made
use of uncorroborated, third-party material. “Specialty Guide-
lines for Forensic Psychologists” cautions against doing so.
Guideline VI.F. states:

Forensic psychologists are aware that hearsay exceptions and
other rules governing expert testimony place a special ethical
burden upon them. When hearsay or otherwise inadmissible evi-
dence forms the basis of their opinion, evidence, or professional
product, they seek to minimize sole reliance upon such evidence.
Where circumstances reasonably permit, forensic psychologists
seek to obtain independent and personal verification of data re-
lied upon as part of their professional services to the court or to a
party to a legal proceeding. (Committee on Ethical Guidelines
for Forensic Psychologists, 1991, p. 662) 

Specialty Guideline VI.H prohibits use by experts of
inadequate information. It states:

Forensic psychologists avoid giving written or oral evidence
about the psychological characteristics of particular individuals
when they have not had an opportunity to conduct an examination

of the individual adequate to the scope of the statements, opin-
ions, or conclusions to be issued. Forensic psychologists make
every reasonable effort to conduct such examinations. When it is
not possible or feasible to do so, they make clear the impact of
such limitations on the reliability and validity of their profes-
sional products, evidence, or testimony. (Committee on Ethical
Guidelines for Forensic Psychologists, 1991, p. 663)

Further on this point (Guideline VII.A): 

Forensic psychologists make reasonable efforts to ensure that the
products of their services, as well as their own public statements
and professional testimony, are communicated in ways that will
promote understanding and avoid deception, given the particular
characteristics, roles, and abilities of various recipients of the
communications. (p. 663) 

Finally, Guideline VII.D states:

When testifying, forensic psychologists have an obligation to all
parties to a legal proceeding to present their findings, conclu-
sions, evidence, or other professional products in a fair manner.
This principle does not preclude forceful representation of the
data and reasoning upon which a conclusion or professional
product is based. It does, however, preclude an attempt, whether
active or passive, to engage in partisan distortion or misrepre-
sentation.

Forensic psychologists do not, by either commission or
omission, participate in a misrepresentation of their evidence,
nor do they participate in partisan attempts to avoid, deny, or
subvert the presentation of evidence contrary to their own
position. (p. 664) 

Clear bias of the experts in the case example was no doubt
promoted by their financial interest in the outcome (see
discussion on prohibition of contingency-fee contacts at
II.A.8).

The framework presented in Table 3.3 illustrates the essen-
tial correspondence between psycholegally sound methodolo-
gies and ethically sound forensic professional practice in the
personal injury context. Implicit in this conceptual framework
is the goal of answering legal questions by constructing
methodologies that bridge legal competency constructs
(A) and psychological constructs (B). The results are the
comprehensive assessment of legally relevant functional abil-
ities and/or impairments (C) using general clinical as well
as specialized forensic assessment instruments. Concept
definitions (C) uniquely pertain in this case to causes of action
in tort in which the comparison of pre- and postincident func-
tioning is central to ascertaining whether or not “damages”
resulted proximately from the instant incident.
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UNDERSTANDING ADMISSIBILITY OF EVIDENCE
AND ETHICS OF FORENSIC PRACTICE

Having discussed erroneous assumptions and misunderstand-
ings in the first portion of this chapter, the emphasis now
turns to elements of ethically competent practice in forensic
psychology. Rules both in psychology and law that help
define and control admissible evidence are discussed. Infor-
mation is presented on admissibility of evidence in law and
on assessment methodologies in psychology. Such informa-
tion increases the likelihood that psychological findings can
be relied on as scientific evidence by the courts and that they
conform to ethical standards.

The central issue here revolves around evidence: how it is
gathered and how it is presented. Unless ethical principles and
specialized forensic guidelines are used in designing unbiased
assessment methodologies, the findings that ultimately result
cannot be reliable. Any opinions based on biased sets of find-
ings would themselves be flawed and also would fail to meet
the evidentiary criteria in law for admissibility of scientific
evidence as specified in FRE 702.

FRE 702 was modified as of December 1, 2000, for use by
the federal courts. The new version supersedes prior case law
as to the specific issues FRE 702 addresses. It continues to be
subject to interpretation and modification by case law pub-
lished after December 1, 2000. FRE now reads as follows:

If the scientific, technical, or other specialized knowledge will
assist the trier of fact to understand the evidence or to determine
a fact in issue, a witness qualified as an expert by knowledge,
skill, experience, training, or education, may testify thereto in
the form of an opinion or otherwise, if (1) the testimony is
based upon sufficient facts or data; (2) the testimony is the prod-
uct of reliable principles and methods; and (3) the witness has
applied the principles and methods reliably to the facts of the
case. (O’Connor & Krauss, 2001, p. 4)

Although not bound by FRE 702, state courts often model their
own rules for admitting expert testimony on this rule. Experts
must be aware of rules in their jurisdiction and subsequent case
law that may interpret and modify the local rules and the FRE. 

Noteworthy here are the legal gatekeeping controls histor-
ically articulated in Daubert and its progeny and now applied
in the new FRE 702. A major purpose of the rule is to prevent
unqualified experts from testifying in the courtroom on the
basis of irrelevant or inadequate evidence. 

Noteworthy also are the corresponding psychological gate-
keeping controls articulated in psychology’s ethical principles
(APA, 1992) and forensic guidelines (Committee on Ethical
Guidelines for Forensic Psychologists, 1991). For example,

“Ethical Principles of Psychologists and Code of Conduct”
(APA, 1992) states: “Psychologists provide services, teach,
and conduct research only within the boundaries of their com-
petence, based on their education, training, supervised experi-
ence, or appropriate professional experience” (1.04) and do so
“only in the context of a defined professional or scientific rela-
tionship or role” (1.03). Also, they must “rely on scientifically
and professionally derived knowledge when making scientific
or professional judgments or when engaging in scholarly or
professional endeavors” (1.06).

Further, “Psychologists’ forensic assessments, recom-
mendations, and reports are based on information and tech-
niques . . . sufficient to provide appropriate substantiation
for their findings” (7.02). “Psychologists who develop, ad-
minister, score, interpret, or use psychological assessment
techniques, interviews, tests, or instruments do so in a man-
ner and for purposes that are appropriate in light of the
research on or evidence of the usefulness and proper applica-
tion of the techniques” (2.02).

“Specialty Guidelines for Forensic Psychologists” (Com-
mittee on Ethical Guidelines for Forensic Psychologists,
1991) are consistent with principles articulated in APA’s “Eth-
ical Principles of Psychologists and Code of Conduct” and
provide further refinement consistent with legal gatekeeping
controls: “Forensic psychologists are responsible for a funda-
mental and reasonable level of knowledge and understanding
of the legal and professional standards that govern their par-
ticipation as experts in legal proceedings” (p. 658).

Further:

Because of their special status as persons qualified as experts to
the court, forensic psychologists have an obligation to maintain
current knowledge of scientific, professional and legal develop-
ments within their area of claimed competence. They are oblig-
ated also to use that knowledge, consistent with accepted clinical
and scientific standards, in selecting data collection methods
and procedures for an evaluation, treatment, consultation or
scholarly/empirical investigation. (p. 661; emphasis added)

In doing so, “the forensic psychologist maintains profes-
sional integrity by examining the issue at hand from all rea-
sonable perspectives, actively seeking information that will
differentially test plausible rival hypotheses” (p. 661). Addi-
tional parallels between legal and psychological gatekeeper
controls are found in Forensic Specialty Guideline VII.F.,
which explicitly defines forensic experts’ role as providing
assistance to “the trier of fact to understand the evidence or to
determine a fact in issue . . . and to explain the relationship
between their expert testimony and the legal issues and facts
of an instant case” (p. 665).
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When discussing evidence in a legal setting, “forensic
psychologists avoid offering information from their investi-
gations or evaluations that does not bear directly upon the
legal purpose of their professional services and that is not
critical as support for their product, evidence or testimony,
except where such disclosure is required by law” (Committee
on Ethical Guidelines for Forensic Psychologists, 1991,
p. 662). This guideline, like the others, is critical to protecting
the legal rights of litigants and defendants. It encourages
competent practice by underscoring the importance of de-
signing sound methodologies that go to the legal issues in a
case, by seeking to answer relevant legal questions directly
and coherently, rather than indirectly and diffusely. 

There is an additional benefit to be derived by staying
focused on the issues in a case. Report writing, often consid-
ered a daunting task, can become more reasonable because
the data-gathering stage (assessment) is more efficiently
connected to the information-disseminating stage (report
writing). By recognizing the essential correspondence be-
tween competent clinical-forensic methodologies of assess-
ment and ethical practice, the expert can meet the mandates
of the courts regarding admissibility.

IMPLICATIONS AND APPLICATIONS

Ideally, there would be a close and smooth correspondence
between psycholegal rules (e.g., principles, codes, guidelines)
and their application, ensuring ethically competent profes-
sional conduct. As is the case with societal rules of normative
conduct, for which the correspondence between the actual and
the expected is less than perfect, so too is the case with pro-
fessional rules. There is also a significant difference, however,
between what is expected of the reasonable citizen versus the
reasonable professional. Professional covenants require more
disciplined commitments to upholding ethical competencies
and to safeguarding individual rights and legal justice. Fur-
thermore, there are legal and fiduciary responsibilities to
honor, whose breach or violation can have obvious and seri-
ous consequences at numerous levels.

Legal objections to the scientific reliability of psychologi-
cal testimony are less frequent, but tensions remain, as does
skepticism regarding the value of what psychology has to
offer the courts.As discussed earlier, both psychology and law
have taken important steps by establishing ethical guidelines,
codes of conduct, and rules that govern the admissibility of
evidence. Credible and probative forensic work requires un-
derstanding these rules and the motivation to adhere to them.
It also requires knowing how to apply the rules in a manner
that assists the court by addressing relevant legal questions

with methods, concepts, and diagnoses that have a scientific
foundation and enjoy general acceptance in psychology.

This is the reason for using well-standardized assessment
measures whose psychometric properties are known versus
untested assessment devices created in a local clinic or lab-
oratory whose properties are unknown. The former are more
likely to have gained general acceptance among clinical-
forensic psychologists, to be reliable, to have known error
rates, and to assist the court in answering relevant psychole-
gal questions (Daubert v. Merrell Dow Pharmaceuticals,
1993; FRE, 1975, p. 702; Frye v. United States, 1923). This
same logic applies to the choice of diagnostic concepts for
describing mental disorders. Specifically, it is the Diagnos-
tic and Statistical Manual of Mental Disorders (DSM-IV)
that is the authoritative source that has achieved general ac-
ceptance in the scientific and professional community
(American Psychiatric Association, 1994) and must be used
in the legal setting.

For example, there is less tendency to misapply the
overly used posttraumatic stress disorder diagnosis when
appropriate models are applied to the assessment of emo-
tional complaints secondary to allegations of stress and
trauma. This is an example of the role competent, ethically
based methodologies can play in helping the mental health
expert resist undue influence by attorneys who have come
to prefer this diagnosis above all others when representing
plaintiffs in personal injury litigation. The reason attorneys
prefer the posttraumatic stress disorder diagnosis may have
nothing to do with the merits of the case. Rather, it rests
on the belief that both liability and damages are implicit
within the very definition of the disorder, thus implying
known causation. Many cases fail, on critical legal scrutiny
(i.e., cross-examination), to meet the criteria for this disor-
der. The retained psychologist will be subjected to ethical,
professional, and legal challenges by misapplying the post-
traumatic stress disorder diagnosis when the evidentiary
bases are deficient.

Concepts drawn from legal rules and psychological princi-
ples define broad competency-based methodologies. These
have a greater likelihood of yielding reliable and replicable
findings that the court can rely on as trustworthy evidence, and
they stand up to critical scrutiny and to ethical and profes-
sional standard of care challenges. At each stage of the
process, the same logic applies, as we have already seen:
(a) by choosing standardized, proven clinical-forensic meth-
ods versus untested devices; (b) by rigorous application of the
DSM-IV’s multiaxial diagnostic system versus alternative
nonconsensual approaches; (c) by using conceptually and em-
pirically grounded methodological approaches for assessing
parental competencies, or criminal responsibility; and (d) by
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determining proximate versus alternative factors of causation,
rather than accepting parties’ complaints, excuses, or allega-
tions at face value.

A relevant example of a conceptually grounded and em-
pirically sound framework that would qualify under legal
rules (i.e., FRE, state court rules of evidence, other statutes,
case law) and under psychological rules (i.e., ethical princi-
ples, forensic guidelines) is the biopsychosocial frame of ref-
erence that has achieved general acceptance in psychology as
a useful principle for analyzing and formulating interactive
bases of causative events. This framework can be useful in
elucidating specific factors, for example, those factors re-
sponsible for a defendant’s mental state at the time of com-
mitting a criminal act, or responsible for causing a plaintiff’s
acute low-back pain to convert into chronic low-back pain. A
psycholegal formulation that involves multiple interactive
causative factors (i.e., biopsychosocial) versus a formulation
that involves merely a single explanatory factor is more
likely to have gained general acceptance in the scientific
community, to have acquired a greater scientific basis, and to
be more capable of providing reliable and probative bases for
psycholegal opinions. 

In a case in which the biopsychosocial framework was ap-
plied, the expert found that low-back pain persisted more
than six months after the occurrence of a soft tissue back in-
jury (thus, chronic versus acute). The expert explained that at
a biological level, records indicated the presence of a preex-
isting degenerative spine disease process and an absence of
evidence of acute trauma. At the psychological level, there
was a somatoform propensity; at the psychosocial level, there
was an incentive structure that favored disability over health.
Thus, the injury resulted proximately in brief acute pain in a
person biologically vulnerable to suffering such pain on the
basis of preexisting susceptibility. Subjective complaints and
pain behaviors significantly exceeded objective findings, and
there was no evidence found for organic medical factors
responsible for protracted pain complaints. A preexisting
tendency to internalize negative affects (depression, anger,
distress) and to convert intense affective states into somatic
complaints suggested a strong somatoform component.
There was further evidence for psychosocial factors serving
to protract pain complaints and disability status, such as
pending litigation/compensation, avoidance of onerous tasks
at work, and opportunity to spend time at home with family.
Dynamics of deception and malingering were examined.
Whereas there was abundant evidence showing exaggeration
of symptoms along with rationalization of their cause and
displacement of responsibility for their remedy and remedia-
tion, these dynamics were operating mostly at unconscious
and involuntary levels.

On cross-examination, opposing counsel sought to disas-
semble the multifactorial biopsychosocial formulation by
asking the expert to offer opinions on the basis of alternative
hypothetical scenarios in which each factor was selectively
eliminated. For example, what would be the degree of dis-
ability/residual damage if evidence for the biological vulner-
ability factor were removed, if evidence for a somatoform
(psychological) factor were eliminated, or if the factor of pro-
tracted litigation (psychosocial) did not exist? The expert
responded by asserting that to offer separate opinions about a
disorder that is multifaceted and interactive both in its causa-
tion and in its effects would misrepresent the evidence and
therefore would be a disservice to the court. Further, to offer
opinions on the basis of separate versus interactive factors
would violate FRE 702 for the admissibility of scientific evi-
dence. Such an approach would also distort the application of
the generally accepted biopsychological model and its scien-
tific foundations. It would thus fail to assist the court’s efforts
at just decision making. 

Another time-tested, useful, and relevant multifactorial
conceptual framework is the scientist-professional model.
Kuehnle (1998) effectively applies it to the examination of
child sexual abuse allegations.According to Kuehnle, this dual
model’s value to the court rests on (a) its reliance on em-
pirically derived evidence; (b) base rates of behavior for distin-
guishing differences between nonsexually abused and sexually
abused children; (c) measurement instruments with proven
sensitivity and specificity; and (d) safeguards to avoid mis-
taken cause-effect relationships between a child’s responses
(e.g., symptoms, figure drawings, reactions to anatomically de-
tailed dolls), and the occurrence of an event (e.g., sexual
abuse). Comprehensive understanding of the impact of child
sexual abuse requires elucidation of a complex matrix of inter-
acting biopsychosocial factors, including (a) biological risk
factors; (b) chronological age and developmental stage;
(c) competency/credibility; (d) personality characteristics;
(e) interpretation of the event by the child; (f) degree of
parental support received; (g) nature of the abuse; and (h) liti-
gation pressures on children susceptible to influence (Kendall-
Tackert, Williams, & Finkelhor, 1993; Weissman, 1991b).

Kuehnle (1998), based on extensive review of the child
sexual abuse literature, supports the point that with complex
psychological evaluations such as these, simple univariate
methodologies/analyses do not provide reliable information.
She writes that, “while there is no simple test, marker, or
mathematical equation for determining whether a child
has experienced sexual abuse, the empirical data, historical
information, test results, and children’s statements must
all be evaluated against a complex matrix of interrelated
factors” (p. 18). Doing so increases the likelihood that an



50 Ethical Principles and Professional Competencies

ethically competent psychological evaluation will have been
conducted.

Ethically sound forensic practice considers rival hypothe-
ses to avoid hindsight and other biases. By way of illustration,
testing rival hypotheses in a personal injury case involves
considering the differential impact on the plaintiff’s damages
of the role of (a) preexisting factors, (b) coexisting factors,
(c) protracted litigation, (d) the dynamics of deception, and
(e) chronic, preexisting underlying disorders. The expert
should be aware that the same clinical picture could be
present even in the absence of proximate (personal injury)
factors of causation. If findings from one’s comprehensive
evaluation yield evidence indicating that proximate factors,
all or in part, are the most compelling, one needs to address
possible alternative causes. The expert would explain that
alternative causes of the plaintiff’s mental/emotional impair-
ments were evaluated as well as alleged proximate factors of
causation, to ascertain genuineness and substantiality of each
factor in the causal nexus of the plaintiff’s impairment. On
considering the respective impact of each in the plaintiff’s
damages, a confluence of evidence indicates, for example,
that only proximate factors were substantial enough to be re-
sponsible for the plaintiff’s damages. The expert would offer
these opinions on the basis of reasonable medical/scientific
certainty. If there is evidence pointing to substantial impact
by other factors as well, then the differential contribution to
the plaintiff’s disorder that these respective factors consti-
tuted would also be described.

Take, for example, a case in which a plaintiff fell from a
second-story window on his head at age 5 years. The plaintiff
sustained multiple skull fractures and a severe cerebral con-
cussion. Now age 19, he filed a lawsuit for damages against
the apartment house owner on the liability theory that if the
window frames and screens had been more secure, they
would not have broken on impact by a young child’s playful
behavior. Proximate factors involved skull fractures, cerebral
concussion, and learning disabilities (reading and informa-
tion processing) throughout his school career (from ages 5
through 19). Alternative factors of causation involved preex-
isting history (prior to age 5) of verbal slowness, family
history of verbal slowness, bilingualism, parental discord and
divorce, and multiple academic and residential changes. A
confluence of evidence (based on site of impact on the head,
nature of physical injuries, type and quality of learning dis-
abilities) pointed to proximate factors (the fall) constituting
the substantial factor. There was evidence as well for the role
of preexisting and coexisting influences, which in this case
represented mitigating elements.

A final example of relevant application of legal and psy-
chological rules and gatekeeping controls is drawn from

medicolegal cases involving the assessment of alleged psy-
chological trauma. In such cases, multifactorial concepts,
including the biopsychosocial framework, find greatest ac-
ceptance and reliable scientific foundation for analyzing the
multiple dimensions associated with psychological trauma. A
multifactorial methodology involves analyzing and assessing
details of (a) the event itself; (b) the person who is impacted
by the event, using biopsychosocial logic; and (c) the ex-
tended context in which the event takes place (Briere,
1997; Pynoos, Steinberg, & Goenjian, 1996; van der Kolk,
McFarlane, & Weisaeth, 1996). Deception is assessed as well
because of the subjectivity commonly associated with self-
reports of psychological trauma (Lees-Haley, 1997; Resnick,
1995; Rogers, 1997; Simon, 1995). It would be inadequate to
assess only one or another of the factors (i.e., person, event)
and to then render a diagnosis and offer opinions based on the
plaintiff’s subjective self-report. Doing so would violate
gatekeeping controls in both psychology and law. By
contrast, ethically competent professional practices fulfill
time-honored criteria and provide the court with reliable
evidence on which it can safely rely. 

ETHICS AT THE INTERFACE OF
PSYCHOLOGY AND LAW

What is the suitable role for the psychologist when serving in
the capacity of forensic expert? The role is a multifaceted one,
due to (a) often unclear perceptions and expectations between
lawyer and expert, as discussed above; (b) the economics of
independent practice where fee-for-service is involved; and
(c) conflicts associated with role boundaries that, from the
outset of a case, may be ambiguous and then shift or change
over the course of the relationship. The difference between
the goals and aims of psychology and those of law adds to
communication difficulties. Marked differences in terms of
art and frames of reference between psychology and law can
add additional layers of misunderstanding and disappoint-
ment. The psychologist, needing to practice ethically and
professionally, must exercise judgment in choosing cases.

From the attorney’s point of view as an advocate, stakes
can be enormous at many levels, including professional lia-
bility, financial risk, and significant fiduciary responsibility.
Further, there can be responsibility for defending life and
liberty, protecting victims’ rights, obtaining damages for
wrongs, or seeking custody visitation in a child’s best inter-
ests. The attorney often believes that choice of an expert can
make the difference between winning and losing a case. So
the process of applying criteria to selecting experts becomes
a high-risk and complex dynamic. The balance is a delicate
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one in which the attorney wants to retain a competent expert
that he or she can work with, who has solid credentials, and
who the judge and/or jury will find credible, understandable,
and likeable. Attorneys are deserving of empathy for the
enormous burden they must carry as an advocate. 

The expert is equally deserving of empathy for efforts to
strive for professional objectivity and technical indepen-
dence. The attorney needs to feel comfortable with an expert
who, from the outset, must be capable of clearly communi-
cating the scope of his or her practice, areas of expertise,
methodologies of assessment, and general philosophy and
points of view about the psycholegal areas involved in the
case at hand. The attorney needs to know in advance about
potential conflicts of interest that may compromise an ex-
pert’s usefulness, as well as the values and biases of the
expert that might influence opinions. In this context, (a) ethi-
cal and standard of care concerns should be addressed;
(b) role definitions, role boundaries, and scope of the assign-
ment should be defined; and (c) professional fees should be
clarified. Once these matters are addressed, the elements
should be incorporated into a written contract to avoid later
misunderstandings.

Communication between attorney and expert is critical.
For example, the expert needs to inquire about receiving
medical and legal records and to request clarification of the
legal standards pertinent to the case at hand. The expert also
needs to inform the attorney of his or her findings, thus en-
abling use of those findings by the attorney in efforts to settle
or to try the case. 

Serious problems can result when either the expert or the at-
torney “blind-sides” the other. Examples include an attorney
failing to provide full sets of records the expert needs to rely on
for competent formulation of opinions and provision of testi-
mony; by a psychologist misleading the attorney about the
psychological merits of a case; and by an expert misrepresent-
ing or failing to be clear about how far he or she is able to go in
the opinions he or she will be offering. The more that can be ad-
dressed and clarified early in the process of being retained, the
less room for misunderstandings at later stages of the process.
This translates into the expert providing sound opinions
supported only by sound data and reasoning. This approach is
both more professionally comfortable as well as ethical.

Given the complexities and all the cautionary reminders,
experts can potentially become overly cautious and thus ren-
dered ineffectual by being unable or unwilling to express
conviction in their findings. The “Specialty Guidelines for
Forensic Psychologists” (at VII.D) make it clear that experts
have the right, and even the obligation, to testify with an ap-
propriate degree of conviction regarding their findings and
opinions. While underscoring the expert’s obligation to pre-

sent findings, conclusions, and evidence in a fair manner, the
Guidelines also state: “This principle does not preclude
forceful representation of the data and reasoning upon which
a conclusion or professional product is based” (Committee
on Ethical Guidelines for Forensic Psychologists, 1991,
p. 664).

FUTURE DIRECTIONS

The APA’s Ethics Committee has its Ethics Code Task Force
currently drafting a proposed revision to the 1992 Ethics
Code. The draft is scheduled to be submitted to APA’s
Council of Representatives for review and action in 2002
(APA, 2001).

Of particular relevance here is the section entitled “Foren-
sic Activities,” which differs from the 1992 version in some
respects. The proposed revision to the former Principle 7 car-
ries similar language as regards prior relationships and clari-
fication of role. Its new section on forensic competence is
similar to the former section on professionalism, the latter
emphasizing the importance of possessing a reasonable level
of knowledge of both psychological and legal bases of foren-
sic activities. Also proposed is a new section on informed
consent for forensic services, which highlights the require-
ments that consent, to be legitimately obtained, must have
been truly informed. This reflects a refreshing emphasis on
(a) candor as to methods and procedures; (b) transparency as
to purposes and intended uses of results; and (c) the limits of
confidentiality that may exist. 

There is a continuing trend toward developing special-
ized sets of guidelines in respective areas of the psycholegal
domain. As we have seen, “Specialized Guidelines for
Forensic Psychologists” was published in 1991 (Committee
on Ethical Guidelines for Forensic Psychologists, 1991), fol-
lowed soon thereafter by child custody guidelines (APA,
1994), and then by guidelines for psychological evaluations
in child protection matters (APA Committee on Professional
Practice and Standards, 1998). The APA’s (1992) “Ethical
Principles” carries a separate section devoted to forensic ac-
tivities, which also will be included in its projected revision
for 2002.

New specialized sets of guidelines should articulate ethi-
cally competent methodologies that coherently bridge psy-
chological and legal concepts to enhance the reliability and
validity of resulting findings. The 1994 child custody docu-
ment attempts to accomplish this by enunciating the parame-
ters and components of ethical child custody evaluations.
Future specialized sets of guidelines should include explica-
tion of legal controls drawn from Federal Rules of Evidence
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and from case and statutory law. Competency-based ethics
guidelines serve to facilitate training in forensic practice.

Ethical behavior in the individual, although subserved by
personal motivations and characterological features, nonethe-
less can be understood as a set of learnable functional skills.
When properly implemented (e.g., in the formulation of as-
sessment methodologies that address psycholegal issues and
protect rights and privileges of all the parties to a legal
action), these ethical skills constitute an essential component
of competent forensic practice.
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A major aspect of the practice of forensic psychology
involves providing expert testimony in trials, hearings, and
administrative proceedings. As is clear from many of the
other chapters in this volume, today, expert testimony is
heard from psychologists on a host of issues, including, but
far from limited to, child custody, personal injury, disability,
substituted judgment, competency to waive rights, compe-
tency to stand trial, insanity, and diminished capacity.

This chapter briefly examines the history of expert
testimony by psychologists, explains the general legal rules
governing expert testimony, and then details selected practi-
cal aspects of the current process of giving such testimony,
with specific emphasis on the types of expert testimony
given by forensic psychologists and related mental health
professionals.

THE HISTORICAL ROOTS OF MODERN
EXPERT TESTIMONY

Expert testimony that today would be regarded as within the
province of forensic psychology was given in U.S. courts as
early as 1846 (see, e.g., Gravitz, 1995). But modern-day ex-
pert testimony by forensic psychologists and other psycho-
logical experts probably owes its birth most clearly to Hugo
Münsterberg, a Harvard University professor, experimental
psychologist, and contemporary of Freud and Watson. 

In 1908, Münsterberg published the first textbook of
forensic psychology. In his now classic On the Witness Stand,
a collection of chapters in which he recounted many of his

own pioneering experiences as an expert witness in a number
of celebrated trials, Professor Münsterberg asserted that the
legal process would be well served by greater use of psycho-
logical principles and expertise. 

Clearly anticipating the development of what is now
known as forensic psychology, Münsterberg (1908) made nu-
merous optimistic claims for psychology’s value to the courts
and to the legal system as a whole. For example, in describ-
ing an instrument he and his psychological colleagues used to
measure minute time intervals, he wrote that “the chrono-
scope of the modern psychologist has become, and will be-
come more and more, for the student of crime, what the
microscope is for the student of disease” (p. 77). Münsterberg
also wrote that the psychology of associations (the relation-
ships among thoughts and other mental processes) “has be-
come, indeed, a magnifying-glass for the most subtle mental
mechanism, and by it the secrets of the criminal mind may be
unveiled” (p. 108).

While praising his own discipline, Münsterberg (1908)
harshly criticized the legal system for failing to rely more
heavily on the developing science of psychology. He noted,
for example, that “while the court makes the fullest use of all
the modern scientific methods when for instance a drop of
dried blood is to be examined in a murder case, the same
court is completely satisfied with the most unscientific and
haphazard methods of common prejudice and ignorance
when a mental product . . . is to be examined” (pp. 44–45).
Münsterberg found it “astonishing that the work of justice is
ever carried out in the courts without ever consulting the
psychologist . . .” (p. 194).
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Given the existing state of psychology as a science and
profession in the early twentieth century, Münsterberg’s
claims for the benefits of psychology in the courtroom were
undoubtedly premature, if not grandiose. Thus, not surpris-
ingly, his words clearly irritated judges, lawyers, and legal
scholars, many of whom complained—and not without good
cause—that psychology had yet to develop the data and
methods needed to back up his claims.

In a scathing, satirical law review article published in
1909 in the Illinois Law Review, Professor John Henry
Wigmore, the leading evidence law scholar of the day,
described an imaginary legal proceeding in which a jury
examined Münsterberg’s assertions about the value of psy-
chology to the legal system. Wigmore’s fictional trial took
place on April 1, 1909 (April Fool’s Day) in the Superior
Court of Wundt County, a jurisdiction undoubtedly named
for Wilhelm Wundt, the father of experimental psychology.
Münsterberg’s views were advanced by an attorney named
X. Perry Ment and almost instantly rejected by the jury. In
Professor Wigmore’s caricature, Münsterberg is ridiculed as
the author of “The Psychology of the Wastebasket” (a study
relating personality characteristics to “the number of times
the letter M occurred on the scraps thrown into the basket”),
“Studies in Domestic Psy-collar-gy,” and “The Psychology
of the Collar Button (the results of over 9000 observations
of the behavior of the ordinary collar button)” (p. 402). In
Wigmore’s fictional cross-examination of the “defendant,”
the examining attorney caustically derides Münsterberg’s un-
duly optimistic view of psychology and his unwarranted crit-
icism of the legal system. After reviewing the works of other
psychologists less positive than Münsterberg about what psy-
chology could offer the courts, the plaintiff’s attorney asks
the psychologist-defendant the following long-winded but
telling question:

Now then, professor, I want you to be good enough to explain to
this jury how anyone could have predicted . . . that precisely you
would commit the whimsical mistake of bearing testimony
against our innocent profession . . . for neglecting to use new
and “exact” methods which were and still are so little “exact”
and so incapable of forensic use that even their well-wishers con-
fess that thousands of experiments and years of research will be
required before they will be practicable, if ever? (p. 414)

To this, as well as to the succeeding barrage of tough ques-
tions, the humiliated “Münsterberg” has “no answer.”

Though Wigmore’s biting parody was widely read, well
received by judges and lawyers, and probably reflected the
sentiments of most knowledgeable legal professionals and
scholars of the day, it was Münsterberg who really had the
last laugh.

By 1923, when a second edition of Münsterberg’s book
was published, it included a foreword by Attorney Charles S.
Whitman. Former Governor of New York, past District Attor-
ney of New York County, and a man of unquestionable
stature in the American legal community, Whitman described
Münsterberg’s treatise as “an instructive exposition of what
may be termed ‘legal psychology’ ” (p. xii). Noting that the
articles in the book had initially been published 14 years ear-
lier, Whitman concluded that “they have lost none of their
timeliness, interest or helpfulness [and] contain lessons in
experimental psychology which are invaluable to any one
interested in the administration of justice” (p. xii).

Münsterberg was a psychologist trying to educate the
legal system regarding psychology. The next major influence
in the history of forensic psychology came not from psychol-
ogy but from within the legal establishment.

American legal theory, from the mid-eighteenth century
through the dawn of the twentieth, largely accepted without
question the conception of law as “a set of rules deduced by
logic from eternal principles” (Aichele, 1990, p. 23). Oliver
Wendell Holmes (1881), who once wrote “The life of the law
has not been logic; it has been experience” (p. 1), joined sev-
eral other prominent jurists and legal scholars in challenging
this conception as early as the late nineteenth century. But it
was not until the early twentieth century that legal scholars
began to consider empirically testing the many behavioral
assumptions and propositions of law.

Early in the century, Roscoe Pound, the Harvard Law
School Dean, armed with both a law degree and a Ph.D. in
botany, helped establish what would come to be called “socio-
logical jurisprudence.” In 1910, Pound urged those in the legal
profession to “look to economics and sociology and philoso-
phy, and cease to assume that jurisprudence is self-sufficient”
(pp. 35–36).

Still, Pound and other early adherents to sociological
jurisprudence were essentially jurists and legal philosophers.
It was not until the 1920s and 1930s that there developed
what has come to be called a school of legal realism. The
legal realists, a group of law professors at a handful of elite
Eastern law schools, not only attacked traditional legal theory
and emphasized the social and political functions of the law,
but attempted to impose both an objectivity and an empiri-
cism on the study of law.

Most significantly, many of the legal realists not only saw
principles of law as essentially psychological but believed
that legal assumptions could and should be tested empirically
in keeping with the then infantile but rapidly developing
techniques of psychology and the other behavioral sciences.
That attitude is perhaps nowhere better or more strongly cap-
tured than in a 1935 book, Law and the Lawyers, written by
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Edward Stevens Robinson, a psychologist who was then on
both the psychology and law faculties at Yale University. 

Robinson’s (1935) book, which the author proudly pre-
sented as “part of the realistic movement in American
jurisprudence,” begins with this sentence: “This book at-
tempts to show that jurisprudence is certain to become one of
the family of social sciences—that all of its fundamental con-
cepts will have to be brought in line with psychological
knowledge” (p. v). Later in the volume, Robinson wrote,
“The law is concerned with the regulation, mitigation and
composition of human disputes. The fundamental stuff with
which it deals is therefore psychological” (p. 72). Then, al-
most echoing Münsterberg, Robinson took the legal system
to task for its reliance on theories and assumptions that can-
not withstand the empirical scrutiny of psychology and the
other social sciences:

Of all the social studies jurisprudence has collected perhaps the
largest assortment of theories which, though obviously in dis-
agreement with the facts, are said to be convenient. Falsifications
of history, economics, and sociology as well as psychology, are
the devices by means of which juristic thought simplifies a
baffling world. (p. 73)

The promise of legal realism was never fully met, and
the pronouncements of Robinson, like those of Münsterberg
before him, were greeted with grave skepticism by many ju-
rists and legal scholars. Still, it must be acknowledged that
the realist movement of the 1920s and 1930s set the stage
for much of the modern interface between law and psychol-
ogy and helped pave the way for forensic psychology by
framing many legal issues as concerns that psycholo-
gists would later be well equipped to address. Certainly, the
early jury studies and other pioneering psycholegal research
on issues such as eyewitness testimony were stimulated in
large measure by the critiques of the realists and their
successors.

Until the advent of the field of clinical psychology, psy-
chological contributions to the legal system came mostly in
the form of research, consultation, and occasional expert tes-
timony on issues related to memory, perception, intellect,
and other cognitive issues. However, even once clinical psy-
chology was clearly established as a recognized profession
and psychological specialization, psychologists rarely were
involved in the kinds of legal issues that are the bread and
butter of today’s forensic psychologists. Until as recently as
the early 1960s, forensic issues such as insanity, competence
to stand trial, psychological injury, and other major psy-
cholegal concerns were defined by the courts as almost ex-
clusively the province of psychiatrists. The role played by
psychologists in the legal system was similar to what it was

in the mental health field more generally: Psychologists
were regarded as adjuncts to the dominant profession of
psychiatry.

That role was well described in 1955 by Guttmacher and
Weihofen, two psychiatrists who wrote the classic text,
Psychiatry and The Law. According to Guttmacher and
Weihofen: “The clinical psychologists are those most fre-
quently confused with psychiatrists, and understandably so.
They have special training in evaluating the intelligence and
personality structure of healthy and mentally disordered indi-
viduals” (p. 9). These authors then went on to explain how
and why clinical psychologists were already becoming
“dissatisfied with mere testing” and were clamoring for a
larger professional role “under the guidance of the psychia-
trist” (p. 9). To their credit, Guttmacher and Weihofen
seemed open to the thought of clinical psychologists playing
an expanded role in the evaluation and treatment of cases
involving legal issues. Their colleagues in the American Psy-
chiatric Association, however, were not so open-minded.

In the watershed case of Jenkins v. United States, decided
by the D.C. Circuit Court of Appeals in 1962, the issue was
whether a clinical psychologist could give expert testimony
that a criminal defendant had a mental disease when he
committed the crimes charged. Three highly qualified Ph.D.
clinical psychologists had so testified, but the trial court
had instructed the jury to totally disregard their testimony
because they were not physicians.

On appeal of the defendant’s conviction, both the Ameri-
can Psychiatric Association and the American Psychological
Association weighed in with amicus briefs. The Psychologi-
cal Association argued that clinical psychologists were pro-
fessionally qualified to diagnose mental illness and should
not be barred from presenting testimony regarding such a di-
agnosis (American Psychological Association, 1962). In its
amicus brief, the Psychiatric Association repeatedly empha-
sized that, although they might be good testers, psychologists
were not medical doctors, functioned merely as assistants to
psychiatrists, and did not qualify as experts in the diagnosis
or treatment of mental illness (American Psychiatric Associ-
ation, 1962).

A ruling in favor of the psychiatrists’ position would un-
doubtedly have been a serious setback to the development of
the barely emerging field of forensic psychology. Fortunately
for this nascent profession, the court held in favor of psy-
chology and against psychiatry. Writing for the majority of
the court, Judge David Bazelon recounted the extensive train-
ing and qualifications of Ph.D. clinical psychologists and
held that such psychologists were not, as a matter of law,
precluded from testifying in court regarding mental illness
simply because they were not medical doctors.
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Although the Jenkins case is now a mere footnote—if it is
mentioned at all—in most law and psychology texts, its
importance to the history of forensic psychology cannot be
underestimated. While this decision dealt solely with the
admissibility of forensic psychological testimony regarding
criminal responsibility, it opened the courtroom doors for
psychologists more generally and helped pave the way for
modern rules that clearly permit psychologists to provide
expert testimony on a host of issues.

THE LAW OF EXPERT TESTIMONY

Expert testimony in all courts is generally governed by well-
defined rules of evidence. Many jurisdictions have formal
codes of evidence. California and the federal system are two
notable examples. The California evidence rules are con-
tained in the California Evidence Code, and the rules for the
federal courts can be found in the Federal Rules of Evidence.
The Federal Rules of Evidence govern the admissibility of
expert testimony in the federal courts of the United States,
regardless of their location, and have served as a model for
many state evidence codes. In some states, such as New York,
for example, there is no code of evidence; in those states, the
rules of evidence, including those governing expert testi-
mony, are embodied in case law (the published decisions of
the state’s appellate courts).

Whether found in codes or cases, the rules of evidence al-
ways provide the legal structure for expert testimony. That
structure obviously varies somewhat among jurisdictions. To
simplify matters, this chapter relies heavily on the Federal
Rules of Evidence and the California Code of Evidence.
Thus, readers must bear in mind that the rules discussed
below may not be those governing testimony in their particu-
lar states. Any doubt about local rules should always be re-
solved by seeking the advice of legal counsel.

In most courts of law, the rules of evidence permit wit-
nesses to testify only to that which they have personally
perceived (i.e., seen, heard, touched, tasted, or smelled). Wit-
nesses are generally limited to testifying regarding facts
about which they have firsthand knowledge and are generally
barred from offering opinions or conclusions. For example,
under Federal Rule of Evidence 701:

If the witness is not testifying as an expert, the witness’ testi-
mony in the form of opinions or inferences is limited to those
opinions or inferences which are (a) rationally based on the
perception of the witness and (b) helpful to a clear understand-
ing of the witness’ testimony or the determination of a fact in
issue.

Perhaps foremost among several exceptions to this “no opin-
ion” rule is that permitting certain specially qualified
witnesses to state opinions and/or conclusions in their testi-
mony. In all jurisdictions, witnesses recognized by the courts
as “experts” are generally allowed to testify not only to facts
and perceptions but to opinions and conclusions.

Who Is an Expert?

Who are these “experts” granted this exception to the general
“no opinion” rule that governs lay witnesses, and why are
these witnesses allowed this exceptional latitude in their
testimony?

The rules in most American courts set a fairly low stan-
dard in determining who qualifies as an expert witness.
Under California Evidence Code Section 720, for example,
“A person is qualified to testify as an expert if he has special
knowledge, skill, experience, training or education sufficient
to qualify him as an expert on the subject to which his testi-
mony relates.” Under Federal Rule of Evidence 702, “If sci-
entific, technical, or other specialized knowledge will assist
the trier of fact to understand the evidence or to determine a
fact in issue, a witness qualified as an expert by knowledge,
skill, experience, training or education, may testify thereto in
the form of an opinion or otherwise.” As explained by the
Advisory Committee of Congress, which enacted this federal
standard:

The rule is broadly phrased. The fields of knowledge which
may be drawn upon are not limited merely to the “scientific” or
“technical” but extend to all “specialized” knowledge. Similarly,
the expert is viewed, not in a narrow sense, but as a person qual-
ified by “knowledge, skill, experience, training or education.”
Thus, within the scope of the rule are not only experts in the
strictest sense of the word, e.g., physicians, physicists, and
architects, but also the large group sometimes called “skilled”
witnesses, such as bankers or landowners testifying to land
values. (Federal Rules of Evidence Handbook, 2000–2001 Ed.,
2000, p. 104)

Whether a witness has the necessary knowledge, skill, ex-
perience, training, or education to testify as an expert is gen-
erally left to the sound discretion of the trial judge. As a rule,
before being recognized by the court as an expert, unless
there is no objection, the party calling the witness to testify
will have to present the witness’s qualifications. California
Evidence Code Section 720 provides, for example: “Against
the objection of a party, such special knowledge, skill, expe-
rience, training or education must be shown before the wit-
ness may testify as an expert.”
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Courts are generally lenient in determining whether a
witness qualifies as an expert. Indeed, the Advisory Commit-
tee to the U.S. Congress, which recently amended Federal
Rule of Evidence 702, specifically noted:

Nothing in this amendment is intended to suggest that experi-
ence alone—or experience in conjunction with other knowl-
edge, skill, training or education—may not provide a sufficient
foundation for expert testimony. To the contrary, the text of
Rule 702 expressly contemplates that an expert may be quali-
fied on the basis of experience. In certain fields, experience is
the predominant, if not sole, basis for a great deal of reliable
expert testimony.

Why a Special Rule for Experts?

The rule allowing expert witnesses to offer opinions and con-
clusions stemmed initially from the concern that some issues
of fact were too complex, difficult, or technical for lay jurors
to resolve without assistance from witnesses allowed to state
opinions or conclusions. Indeed, the common law standard
for expert testimony was, and remains in some jurisdictions,
that such testimony be concerned with subject matter or is-
sues “beyond the ken” (i.e., outside the understanding) of the
average lay juror. Under that standard, the role of the expert
was to provide the jury with guidance in the form of an opin-
ion or conclusion.

Gradually, this common law rule has given way, in the
federal courts and many others, to a “helpfulness” standard.
As the Advisory Committee of Congress, which enacted the
Federal Rules of Evidence, has explained:

Whether the situation is a proper one for the use of expert testi-
mony is to be determined on the basis of assisting the trier.
“There is no more certain test for determining when experts may
be used than the common sense inquiry whether the untrained
layman would be qualified to determine intelligently and to the
best possible degree the particular issue without enlightenment
from those having a specialized understanding of the subject in-
volved in the dispute.” When opinions are excluded, it is because
they are unhelpful and therefore superfluous and a waste of time.
(Federal Rules of Evidence Handbook, 2000–2001 Ed., 2000,
p. 104)

Proper Subjects for Expert Testimony

On what subjects may a witness offer expert testimony?
Most expert testimony, particularly that given by forensic
psychologists and those in related professions, rests at least
partially on science. From 1923 to 1993 in the federal
courts, the admissibility of scientifically based expert testi-

mony was controlled by the Frye test. This test was first
enunciated in Frye v. United States (1923), a District of
Columbia Court of Appeals decision on the admissibility of
evidence derived from an early version of the polygraph. In
Frye, the court established a general acceptance test for sci-
entific testimony:

Just when a scientific principle or discovery crosses the line be-
tween the experimental and demonstrable stages is difficult to
define. Somewhere in this twilight zone the evidential force of
the principle must be recognized, and while courts will go a long
way in admitting expert testimony deduced from a well recog-
nized scientific principle or discovery, the thing from which
the deduction is made must be sufficiently established to have
gained general acceptance in the particular field in which it
belongs. (p. 1014)

In Frye, the court essentially held that to be admissible, ex-
pert testimony must be based on generally accepted scientific
theories and methods. Thus, for example, expert testimony
would be inadmissible as a matter of law unless the judge
concluded that the majority of experts in the relevant scien-
tific discipline subscribed to the theory and/or methods on
which the testimony was based.

Although the Frye test remains the standard in some state
courts to this day, in federal courts, its use came to an end in
1993, when the U.S. Supreme Court rendered its decision in
Daubert v. Merrell Dow Pharmaceuticals. In Daubert, the
Court held that expert testimony in the federal courts is gov-
erned by Federal Rule of Evidence 702, which the Court said
superseded Frye when adopted in 1975. According to the
court, the Federal Rules of Evidence require the judge to de-
termine whether proffered scientific evidence is “relevant,”
“reliable,” and likely to assist the trier of fact (as required by
Federal Rule of Evidence 702). 

To meet those criteria, the Court said, testimony must be
“grounded in the methods and procedures of science” and
“scientifically valid.” The Court held that although such tes-
timony need not be “certain,” it must have “a valid scientific
connection to the pertinent inquiry” or issue at stake in the
trial. Offering some “general observations” to trial courts that
would be called on to serve as “gatekeepers” under this new
rule, the Court suggested that trial judges may, but are not re-
quired to, consider the following factors in deciding whether
to admit expert testimony with a purportedly scientific basis: 

1. Whether the principles and methodology underlying the
testimony have been or can be tested.

2. Whether they have been subjected to peer review and
publication.
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3. Whether the known or potential error rate is acceptable.

4. Whether the underlying principles have gained general
acceptance in the scientific community.

Although the fourth of these Daubert criteria clearly echoes
the Frye test, neither that standard nor any of the three
others is by itself a necessary or sufficient basis for admitting
scientifically based expert testimony. Indeed, none of these
suggested criteria is, in itself, dispositive. Instead, as the
Daubert Court noted:

The inquiry envisioned by Rule 702 is, we emphasize, a flexible
one. Its overarching subject is the scientific validity—and thus
the evidentiary relevance and reliability—of the principles that
underlie a proposed submission. The focus, of course, must be
solely on principles and methodology, not on the conclusions
that they generate. (1993, pp. 594–595)

The flexibility of the determination, as well as the broad
discretion of the judge in deciding whether to admit expert
testimony, was reinforced by the U.S. Supreme Court in two
important decisions that followed Daubert.

In General Electric Co. v. Joiner (1997), the Court held
that a trial judge’s decision to allow or reject expert testimony
under Rule 702 may not be overturned on appeal unless the
judge’s ruling constituted a clear abuse of discretion—a very
difficult standard to meet. More recently, in Kumho Tire Co.
v. Carmichael (1999), the Supreme Court held:

Daubert’s general holding—setting forth the trial judge’s general
“gatekeeping” obligation—applies not only to testimony based
on “scientific” knowledge, but also to testimony based on “tech-
nical” and “other specialized knowledge.” We also conclude that
a trial court may consider one or more of the more specific
factors that Daubert mentioned when doing so will help deter-
mine that testimony’s reliability. But, as the court stated in
Daubert, the test of reliability is “flexible,” and Daubert’s list of
specific factors neither necessarily nor exclusively applies to all
experts or in every case. Rather the law grants a district court the
same broad latitude when it decides how to determine reliability
as it enjoys in respect to its ultimate reliability determination.
(p. 142)

In a passage from the Kumho decision perhaps most rele-
vant to the expert testimony of forensic psychologists, whose
testimony is often based on a combination of science and pro-
fessional experience, the Court reemphasized “the impor-
tance of Daubert’s gatekeeping requirement”:

The objective of that requirement is to ensure the reliability of
and relevancy of expert testimony. It is to make certain that an

expert, whether basing testimony upon professional studies or
personal experience, employs in the courtroom the same level of
intellectual rigor that characterizes the practice of an expert in
the relevant field. (1999, p. 152)

Other Limitations on Expert Testimony

In addition to the rules above, expert testimony is also gov-
erned by several other general legal doctrines.

Notice and Discovery Requirements

In virtually all instances, applicable law requires that the
giving of expert testimony be preceded by some sort of no-
tice to opposing parties and, in many instances, the opportu-
nity for opposing parties to discover the substance if not the
basis of the proposed testimony. These requirements vary
from state to state. Prior to presenting expert testimony, a
litigant must notify opposing counsel of the intent to do so
and usually specify the name of the expert who will testify.
Additionally, opposing counsel virtually always will be enti-
tled to be informed in advance of the substance of the pro-
posed expert testimony. Depending on the nature of the case
and the jurisdiction’s discovery rules, such advance notice
may require nothing more than a brief written notice. How-
ever, in many cases, especially civil matters, would-be ex-
pert witnesses may be required, prior to trial testimony, to
respond to questions posed by opposing counsel. Generally,
such examination before trial is done in the form of a depo-
sition, a procedure in which opposing counsel has the op-
portunity to question the proposed expert witness directly,
under oath, and with the questions and answers recorded
verbatim.

Sworn Testimony

Any testimony, including expert testimony, whether given at
trial or deposition, regardless of jurisdiction, virtually always
will have to be given under oath or affirmation. Generally,
there is no prescribed language for an oath or affirmation; the
witness must simply promise to tell the truth. Bibles often are
used and the name of God sometimes invoked, but neither is
required. For example, as Federal Rule of Evidence 603 com-
mands: “Before testifying, every witness shall be required to
declare that the witness will testify truthfully, by oath or affir-
mation administered in a form calculated to awaken the wit-
ness’ conscience and impress the witness’ mind with the duty
to do so.”
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Cross-Examination

The law in every jurisdiction provides for what is called the
order of examination. Witnesses, including experts, first are
questioned by the attorney who calls them to testify; they
then are subject to questioning, known as cross-examination,
by opposing counsel. Cross-examination is always limited to
the scope of the questions asked on direct examination, but
the issue of scope is often liberally interpreted. Consequently,
experts may expect to be cross-examined about any issue
related to their direct testimony. 

Federal Rule of Evidence 611(b) states, for example,
“Cross-examination should be limited to the subject matter of
the direct examination and matters affecting the credibility of
the witness. The court may, in the exercise of discretion, per-
mit inquiry into additional matters as if on direct exami-
nation.” That last phrase, “as if on direct examination,” is
significant for reasons to be explained shortly.

After cross-examination, there may be redirect examina-
tion, that is, questioning again by the attorney who called the
witness. Redirect is limited to the scope of the preceding
cross-examination; that is, attorneys may not use redirect to
simply ask questions they have forgotten or failed to ask on
direct examination. 

After redirect examination, there may be further recross,
more redirect, more recross, and so on, until the attorneys
have exhausted their questions. Sometimes, the questioning
will go back and forth for several rounds, each successive
round of questions becoming shorter because of the scope
requirement. Once the attorneys have completed their ques-
tioning, the witness is generally excused. It should be noted,
however, that in most jurisdictions, judges also have the
prerogative to question witnesses. Though rare, when judi-
cial questioning of a witness occurs, it opens up at least the
possibility of more redirect and cross-examination by the
attorneys.

In addition to specifying the order of examination of
witnesses, the rules of most courts dictate what type of ques-
tioning is allowed on cross-examination as opposed to direct
examination. In both the federal and state courts, leading
questions, those essentially calling for a yes or no answer, are
generally prohibited on direct examination but allowed on
cross-examination. An exception, at least in federal courts,
occurs when, for example, Federal Rule of Evidence 611(b)
permits cross-examination to deal with matters other than
those dealt with during direct examination. Recall that,
according to 611(b), in that case, the questioning will proceed
“as if on direct examination.” That means without leading
questions.

Voir Dire

A final aspect of questioning related to cross-examination is
the process of voir dire. Generally, experts are questioned
about their credentials by the attorney who calls them to
testify. These questions serve two purposes, one practical, the
other legal. As a practical matter, these questions on direct
examination are used to enhance the expert’s credibility in
the eyes of the trier of fact. More important, as a legal matter,
the questions are aimed at qualifying the witness as an expert,
so that he or she may offer opinion testimony.

To prevent a witness from giving expert testimony before
opposing counsel has the chance to question the witness re-
garding his or her credentials, the law in most jurisdictions
provides for voir dire. Voir dire is an opportunity for oppos-
ing counsel to interrupt the direct examination and essentially
cross-examine the witness regarding his or her qualifications
as an expert. If questions on voir dire raise sufficient doubt as
to the basis for the witness’s claimed expertise, the judge has
the discretion to refuse to allow the witness to offer expert
testimony.

Proper Basis for Expert Opinion

Traditionally, American courts required that expert opinions
be based on facts in evidence (i.e., evidence that has previ-
ously been introduced and admitted at trial). In practice, of
course, few expert witnesses, particularly forensic psycho-
logical experts, base their opinions on any such artificially
limited realm of data. Recognizing that experts often rely on
data that has not been, indeed, may never be admitted in
court, the modern trend has been toward a more liberal rule
allowing experts to rely on facts or data of the sort normally
relied on in their field of expertise, whether or not those facts
or data are admissible in court. This modern approach is re-
flected most clearly in Federal Rule of Evidence 703:

The facts or data in the particular case upon which an expert
bases an opinion or inference may be those perceived by or made
known to the expert at or before the hearing. If of a type reason-
ably relied upon by experts in the particular field in forming
opinions or inferences upon the subject, the facts or data need not
be admissible in evidence in order for the opinion or inference to
be admitted.

Disclosing Basis for Opinion

Most rules of evidence, whether statutory or common law, re-
quire experts to specify the bases for their opinions. Interest-
ingly, however, many jurisdictions leave that option to the
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cross-examining attorney. In these jurisdictions, which in-
clude the federal courts and those in California, an expert is
not required to state the basis for his or her opinion unless
asked to do so on cross-examination. Under Federal Rule of
Evidence 705, “The expert may testify in terms of opinion or
inference and give reasons therefor without first testifying to
the underlying facts or data, unless the court requires other-
wise. The expert may in any event be required to disclose the
underlying facts or data on cross-examination.” Pursuant to
California Code of Evidence Section 721(a)(3), an expert wit-
ness may be “fully cross-examined as to . . . the matter upon
which his or her opinion is based and the reasons for his or her
opinion.”

There remains, however, the problem of what to do with
facts or data that underlie an expert’s opinion but are not
themselves admissible. To allow an expert to reveal otherwise
inadmissible facts or data to the trier of fact, it has been ar-
gued, is to circumvent the general rules of evidence and to
allow a litigant to use an expert witness as a conduit of infor-
mation that may be untrustworthy and/or otherwise barred
from consideration. One remedy has been to instruct the trier
of fact that the data or “facts” in question are not to be re-
garded as factual, but only as part of the basis for the expert’s
opinion. Although that approach remains valid in some juris-
dictions, the modern trend, as reflected in Federal Rule of
Evidence 703, is not to allow an expert to testify to inadmis-
sible facts or data unless the judge determines that “their pro-
bative value in assisting the jury to evaluate the expert’s
opinion substantially outweighs their prejudicial effect.”

Ultimate Issue Rule

Traditionally, until mid-twentieth century, courts generally
proscribed expert opinions that went to what the courts called
the ultimate issue: the specific question before the trier of
fact. These proscriptions were based on the argument that ex-
perts who testified to the ultimate question were invading the
province of, or usurping the function of, the trier of fact. That
reasoning has now been largely rejected and most jurisdic-
tions allow ultimate opinion testimony.

This modern trend was reflected fully in the Federal Rules
of Evidence until 1984, when Congress amended Federal
Rule of Evidence 704, adding subdivision (b): 

(a) Except as provided in subdivision (b), testimony in the form
of an opinion or inference otherwise admissible is not objection-
able because it embraces an ultimate issue to be decided by the
trier of fact. (b) No expert witness testifying with respect to the
mental state or condition of a defendant in a criminal case may
state an opinion or inference as to whether the defendant did or
did not have the mental state or condition constituting an element

of the crime charged or of a defense thereto. Such ultimate issues
are matters for the trier of fact alone.

EFFECTIVE PRACTICE OF EXPERT TESTIMONY

In keeping with the various rules of evidence, expert testi-
mony generally follows a fairly predictable pattern. Under-
standing this pattern and its dynamics enables forensic
psychologists and related professionals to better prepare and
deliver their testimony.

Expert Qualifications

As noted earlier, expert witnesses must be qualified by
knowledge, skill, experience, training, or education, yet
courts have wide discretion and are often lenient in qualify-
ing witnesses as experts. In practice, opposing attorneys
sometimes stipulate to a witness’s qualifications, thus obviat-
ing the legal need for any extensive recitation of qualifica-
tions. Even then, however, as a practical matter, it is often
important for the witness to present his or her credentials so
that they are heard by the trier of fact, who will be judging not
only the content of the expert testimony but the credibility of
the individual giving that testimony.

Thus, even when a judge readily agrees to qualify a wit-
ness as an expert or the opposing attorney agrees to stipulate
that the witness is an expert, it is ordinarily preferable to pre-
sent the witness’s full qualifications on direct examination.
The nature of the case as well as the actual qualifications of
the witness generally dictate precisely what questions are
asked, but as a general matter, forensic psychological experts
should be asked many of the following questions:

What is your profession?

What is your current employment? 

What positions have your held previously?

Do you specialize in any particular areas of psychology?

What has been your experience in these areas of profes-
sional practice?

Describe your education.

Are you licensed?

When were you first licensed?

What does it mean to be a licensed psychologist?

Are you board certified?

When did you become board certified?

What does board certification mean?

By what process did you become board certified?

Are you a member or fellow of any professional organi-
zations?
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Have you published any books, papers, or articles? 

Do you hold any editorial positions?

Have you conducted any independent research in the field
of psychology?

Have you received any grants to support your research?

Have you received any awards or honors in the field of
psychology?

Have you previously qualified as an expert witness?

In what courts?

On what subject matter?

The witness should be well aware of what questions are to
be asked in the qualification process and prepared to answer
them fully and, of course, truthfully. This is not a time for
modesty; neither is it a time for exaggeration. The witness
should anticipate that his or her qualifications may be ques-
tioned if not challenged on voir dire.

Most aspects of qualification are straightforward. One that
has begun to cause problems in many proceedings, however, is
the issue of board certification. With rare exceptions, there is
no explicit requirement in any court that a witness be board cer-
tified (or have any other particular credential) to offer expert
testimony. However, because some psychologists, including
forensic psychologists, are in fact board certified by theAmer-
ican Board of Professional Psychology (and its affiliated
boards, including the American Board of Forensic Psychol-
ogy), many psychologists who have not been so certified re-
cently have begun to seek certification from so-called vanity
boards. These vanity boards, for the most part, have few if any
real standards and lack the rigorous evaluative procedures of
the American Board of Professional Psychology and its affili-
ated boards. In some cases, little more than a check or credit
card payment is required for “certification” by these boards.
Witnesses who attempt to present themselves as board certified
when all they possess are certificates from one or more of these
vanity boards increasingly are finding themselves embar-
rassed by effective voir dire and/or cross-examination aimed at
revealing the process by which they became “board certified.”

Discrediting the Expert

Expert witnesses are occasionally discredited on the basis of
their credentials, or lack thereof. More commonly, their cred-
ibility is attacked on the basis of bias or conflict of interests.
These attacks are most frequently based on two concerns: the
expert’s fee and any other relationship the expert may have
with one or more of the parties.

The fee issue is a simple one. Most expert witnesses are
compensated for their professional time. Clearly, being
compensated for the time preparing for and delivering expert

testimony is no bar to that testimony. However, courts almost
invariably allow cross-examination of an expert to include
questions about his or her fee in the matter. Indeed, in
some jurisdictions, this issue is made explicit in the rules of
evidence. For example, California Evidence Code Section
722(b) provides: “The compensation and expenses paid to an
expert witness by the party calling him is a proper subject of
inquiry by any adverse party as relevant to the credibility of
the witness and the weight of his testimony.”

The more difficult issue arises when the witness has a
relationship—other than that of expert witness—with one or
more of the parties. Perhaps the most common conflict of this
sort occurs when a psychologist (or other mental health pro-
fessional) is called on to serve as an expert witness with
regard to a patient or client he or she has been treating. There
is significant ethical debate as to the propriety of the treating
professional assuming the role of expert in such a case, but
courts are rarely bothered by such apparent conflicts. Instead
of seeing such conflicts as a bar to expert testimony, courts
generally regard them as fodder for cross-examination and
issues to be considered by the trier of fact in judging the
expert’s credibility.

As an example of how extreme a conflict of interest would
have to be before a court would view it as a bar to expert tes-
timony, consider the decision of a federal court in Illinois. In
Baskerville v. Culligan (1994), the plaintiff in a sex discrimi-
nation case sought to present expert testimony regarding her
“psychological condition, treatment, and prognosis.” The
proposed expert witness was not only the plaintiff’s treating
psychologist but also her sister. The defendant argued that the
psychologist’s expert testimony should be disallowed be-
cause it “would violate the American Psychology Association
[sic] (‘APA’)’s ethical code” because under “APA’s code of
ethical principles, psychologists must refrain ‘from entering
into [a] personal, scientific, professional, financial, or other
relationship . . . if it appears likely that such a relationship
reasonably might impair the psychologist’s objectivity’”
(pp. 9–10). The defendant also argued that the court should
preclude this expert testimony “to preserve the public confi-
dence in the fairness and integrity of the judicial proceed-
ings” (p. 10). The court disagreed:

If at trial the court determines that Dr. Bell may testify as an ex-
pert, the court would not be sponsoring her testimony or vouching
for its objectivity. Rather, it would be the jury’s function to assess
the credibility of Dr. Bell’s opinions and to determine the weight
to be given her testimony. Culligan shows that Dr. Bell’s profes-
sional relationship with Baskerville is unorthodox and raises seri-
ous questions regarding Dr. Bell’s objectivity. However, these are
appropriate subjects for Culligan’s cross-examination of Dr. Bell.
The testimony is not excluded. (pp. 10–11)



64 Expert Testimony: Law and Practice

Impeaching the Expert

Like all witnesses, experts are subject to impeachment on
cross-examination. The most common and often most effec-
tive form of impeachment is that using prior inconsistent
statement (i.e., statements previously made by an expert
that conflict with statements made in his or her current
testimony). Experts are particularly vulnerable to this kind of
impeachment for two reasons. First, their testimony in
prior cases has been recorded and is a matter of public
record available to opposing attorneys. Second, many experts
have published books and articles in which they have made
known their positions on various issues related to their
professions.

Clearly, an expert’s previous testimony and writings may
be used to impeach him or her, but they are not the only
sources of ammunition available to opposing attorneys. An-
other important impeachment technique often used with
expert witnesses is the so-called learned treatise method. The
learned treatise method involves confronting expert wit-
nesses on cross-examination with authoritative published
works that contradict or otherwise tend to undermine their
opinions. For example, a psychologist who has testified to an
interpretation of a certain psychological test result might be
confronted with one or more books or articles indicating
that such a result should lead to an interpretation other than
that reached by the psychologist. Traditionally, learned trea-
tises used in such a fashion must either have been relied on in
formulating the expert’s opinion or acknowledged by the
expert as authoritative.

Modern evidence law, however, is much less restrictive.
The California Evidence Code, for example, specifies three
instances in which a learned treatise may be used in cross-
examining an expert witness. Rule 721(b) states:

If a witness testifying as an expert testifies in the form of an
opinion, he or she may not be cross-examined in regard to the
content or tenor of any scientific, technical, or professional text,
treatise, journal, or similar publication unless any of the follow-
ing occurs: (1) The witness referred to, considered, or relied
upon such publication in arriving at or forming his or her opin-
ion. (2) The publication has been admitted in evidence. (3) The
publication has been established as a reliable authority by the
testimony of the witness or by other expert testimony or by ju-
dicial notice.

Expert Witness Immunity

In most jurisdictions, it has long been the law that a witness
in a judicial proceeding may not be subjected to civil liability

for the content of his or her testimony. This privilege, which
pertains to all witnesses, including experts, has generally pro-
tected any other communications preliminary to a proposed
judicial proceeding in which the witness may anticipate
testifying, if those communications have some relation to the
proceeding.

Recently, however, several cases have cast doubt on what
was once considered an absolute privilege, at least as that
privilege is applicable to expert witnesses. The first of these
cases involved a psychologist who was disciplined by a state
licensing board on the basis of work he performed as an
expert witness in child custody cases.

In Deatherage v. State of Washington Examining Board of
Psychology (1997a, 1997b), the licensing board brought dis-
ciplinary proceedings against a psychologist, alleging that he
“failed to meet professional ethical standards in work that
formed the basis of his expert testimony in several child cus-
tody suits” (1997a, p. 1269) by his “failure to qualify state-
ments, his mischaracterization of statements, his failure to
verify information, and his interpretation of test data”
(1997b, p. 829). After a hearing, the board found the psy-
chologist “had committed misconduct . . . and suspended his
license for 10 years” (p. 829).

The psychologist then sought judicial review of the
board’s decision, claiming that witness immunity prevented
the board from disciplining him on the basis of his testimony
in the child custody cases in question. The Supreme Court of
Washington concluded that the doctrine of witness immunity
could not be used as a defense in a state licensing board’s pro-
fessional disciplinary proceeding.

More recently, courts in two other states, Connecticut and
Louisiana, have considered placing additional limitations on
the doctrine of absolute immunity for expert witnesses.
Most previous cases dealt with the question of whether an
expert could be sued by an opposing party for testimony or
other pretrial involvement in litigation against that party.
These cases dealt with whether litigants may sue their own
expert witnesses for malpractice in trial preparation or testi-
mony. This question, which has important implications for
all expert witnesses, was answered differently by two trial
courts.

In Pollock v. Panjabi (2000), a Connecticut Superior
Court denied a motion to dismiss a lawsuit against a med-
ical biomechanics expert. This expert had been retained by
the quadriplegic plaintiff in a police brutality suit to help
determine the cause of the plaintiff’s paralysis. The expert
concluded that a police officer’s wrestling hold on the plain-
tiff was the cause of the paralyzing injury. Three times,
however, a trial court barred the expert from testifying,
finding that he had based his expert opinion in part on
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improperly conducted analyses. Despite winning a
$783,000 judgment against the police department, the in-
jured plaintiff filed a breach of contract lawsuit, alleging
that the expert improperly conducted the tests he had been
hired to perform. In allowing the lawsuit to continue, the
Connecticut judge ruled that the point of contention was not
the expert’s testimony but his alleged failure to meet his
contractual obligation to provide scientifically supportable
conclusions.

In Marrogi v. Howard (2000), the defendants were experts
in medical billing retained by a physician to assist in his law-
suit against a former employer. The physician, who claimed
he had been underpaid by the employer, retained the defen-
dants to analyze billing records and testify on his behalf.
When the physician’s lawsuit against the employer was dis-
missed, he blamed the experts, alleging that the dismissal was
the result of their “substandard expert performance” (p. 2).
In dismissing the physician’s lawsuit against the experts, a
U.S. District Court cited “a line of Louisiana cases that uni-
formly recognize absolute immunity to witnesses in judicial
or quasi-judicial proceedings” (p. 7).

Although the issue has rarely been litigated in the past, a
small number of courts have ruled, as the court did in Pollock
v. Panjabi, to allow lawsuits to be brought against expert wit-
nesses by the litigants who hired them. Others, however, have
refused to so limit the doctrine of expert immunity and have
dismissed similar lawsuits.

For example, in Murphy v. A. A. Mathews (1992), the
plaintiff hired the defendant engineering firm to investigate
and provide testimony about the plaintiff’s claims for addi-
tional compensation in an arbitration proceeding. Following
the testimony, Murphy sued, “alleging that Mathews was
negligent in its performance of professional services involv-
ing the preparation and documentation of [the plaintiff’s]
claims” and that, as a result, the plaintiff “was unable to sup-
port its claims for all of the additional compensation”
(p. 672). The Missouri Supreme Court ultimately sided with
the plaintiff, holding that “witness immunity does not bar suit
if the professional is negligent in providing the agreed
services” (p. 672). As the court explained:

Witness immunity is an exception to the general rules of liability.
It should not be extended unless its underlying policies require it
be so. In Missouri, this immunity generally has been restricted to
defamation, defamation-type, or retaliatory cases against ad-
verse witnesses. This narrow restriction is consistent with the
historical development of immunity. . . . While witness immu-
nity might properly be expanded in other circumstances, we do
not believe that immunity was meant to or should apply to bar a
suit against a privately retained professional who negligently
provides litigation support services. (p. 680)

In a similar lawsuit, however, the Supreme Court of the
State of Washington reached the opposite conclusion. In
Bruce v. Byrne-Stevens & Associates (1989), that court
held that witness immunity applies not only to an expert’s
testimony but to actions taken by the expert in preparation
for testimony. Acknowledging some merit to the plaintiff’s
claim that “the threat of liability would encourage experts to
be more careful, resulting in more accurate, reliable testi-
mony” (p. 670), the court offered two justifications for refus-
ing to exempt experts from the traditional witness immunity
rule:

First, unless expert witnesses are entitled to immunity, there
will be a loss of objectivity in expert testimony generally. The
threat of civil liability based on an inadequate final result in
litigation would encourage experts to assert the most extreme
position favorable to the party for whom they testify. . . . Sec-
ond, imposing civil liability on expert witnesses would discour-
age anyone who is not a full-time professional expert witness
from testifying. Only professional witnesses will be in a posi-
tion to carry insurance to guard against such liability. The
threat of liability would discourage the 1-time expert—the uni-
versity professor, for example—from testifying. Such 1-time
experts, however, can ordinarily be expected to approach their
duty to the court with great objectivity and professionalism.
(p. 670)

SUMMARY

The law governing expert testimony changed significantly
over the last decade of the twentieth century (see, e.g.,
Daubert v. Merrell Dow Pharmaceuticals, 1993; revised Fed-
eral Rule of Evidence 702, Deatherage v. State of Washington
Examining Board of Psychology, 1997a, 1997b; Kumho Tire
Co. v. Carmichael, 1999; Pollock v. Panjabi, 2000), and exert
testimony by psychologists and other mental health profes-
sionals remains controversial. However, nearly a century
after Münsterberg published his groundbreaking treatise On
the Witness Stand, and four decades after a federal court’s
watershed decision in Jenkins v. United States, the role of
forensic psychology in the American courtroom remains not
only secure but, in many realms, indispensable.
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The contributions of the mental health professions and be-
havioral and medical sciences to legal decision making have
expanded and matured significantly during the past two
decades. Such contributions have been documented by a va-
riety of scholars and commentators during the past several
years (e.g., Greenberg & Brodsky, in press; Grisso, 1998;
Heilbrun, in press; Melton, Petrila, Poythress, & Slobogin,
1997; Roesch, Hart, & Ogloff, 1999; Rogers, 1997). Despite
important conceptual and empirical advances, however, there
are a number of areas in which there remains a gap between
the practice and the promise of forensic mental health assess-
ment (FMHA; Nicholson & Norwood, 2000).

The present chapter addresses one such area: third party
information (TPI) as it is applied to and informs FMHA. For
present purposes, we define third party information as any in-
formation that is not obtained directly from the party being
evaluated as part of criminal adjudication or civil litigation.
There are two primary sources of such TPI: documents and
interviews with collateral informants. Such collateral inter-
views are considered broadly to include unstructured,
semistructured, and structured questioning. These may en-
compass standard measures designed for observations by
third parties (e.g., the Child Behavior Checklist [CBCL],
Achenbach, 1991), address a case-specific set of questions de-
signed to elicit observations regarding a particular individual

(Heilbrun, 1992), or offer a number of broader observations
regarding the history, symptoms, or functional behavior of a
particular plaintiff or defendant as it informs the legal stan-
dard being explored.

In this chapter, we address a number of areas relevant to
the use of TPI in FMHA. First, we describe the particular im-
portance of TPI in forensic assessment. In the next four sec-
tions of the chapter, we address the relevant research, law,
ethical standards, and practice literature in this area. We fol-
low with sections devoted to obtaining TPI, applying it (both
through evaluating its accuracy and integrating it with other
data), and communicating it in reports and testimony. Finally,
we offer concluding comments about the current state of the
art and science in this area, and offer suggestions for im-
provement that encompass both areas for additional research
and broad guidelines for practice.

IMPORTANCE OF THIRD PARTY INFORMATION
IN FORENSIC ASSESSMENT

An important assumption underlying mental health evalua-
tion of various kinds is the notion that information about an
individual is best obtained directly from that individual. This
is particularly true for assessment that is done for diagnosis
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as well as for treatment planning, which we call “therapeutic”
assessment. With some noteworthy exceptions, encompass-
ing cases in which the individual being evaluated is too
young or impaired to function as an accurate informant, an
important expectation in such therapeutic evaluation is that
information will be obtained directly from that individual.
For the most part, it is reasonable to expect that individuals
who are consulting a mental health professional in the begin-
ning of a treatment process will attempt to provide accurate
information that will facilitate effective treatment. The confi-
dentiality surrounding the therapeutic relationship strength-
ens the expectation that the patient can provide important,
highly personal information without concern that this com-
munication will be harmful.

However, there are a number of important differences
between therapeutic and forensic assessment. These differ-
ences have been described by a number of individuals
(e.g., Greenberg & Brodsky, in press; Heilbrun, in press;
Melton et al., 1997) and are summarized in Table 5.1. Each of
these underscores the importance of broadening the scope
of the evaluation beyond the individual and his or her self-
report. As summarized in Table 5.1, the goal of the forensic
evaluation is to inform some aspect of criminal adjudication or
civil litigation. It is ultimately oriented to enhancing fairness
and justice, rather than specifically helping a particular indi-
vidual. As such, it requires verifying the information that is
collected and synthesized into an opinion by the evaluating
expert. In this framework, the defendant/plaintiff is only one
of many potential sources. As many forensic questions also

involve retrospective inquiries that examine behavior and
events that have occurred months and years earlier, sources of
information that were obtained closer to the time in question
may help to reconstruct the event more clearly and accurately.

For present purposes, we focus on the differences de-
scribed in the final five areas of Table 5.1: data sources, re-
sponse style of examinee, clarification of reasoning and
limits on knowledge, the nature of the written report, and the
expectation of testimony. The sources of data used in both
kinds of evaluation are comparable, with the exception of
“observations made by others” and “relevant legal docu-
ments” that are described as part of forensic assessment. Why
this difference?

One reason is summarized under “response style” in
Table 5.1: Such response style is “not assumed to be reliable”
in forensic assessment. Response style has been described as
including four particular styles: (a) reliable/honest (a genuine
attempt is made to be accurate; factual inaccuracies result
from poor understanding or misperception); (b) malingering
(conscious fabrication or gross exaggeration of psychological
and/or physical symptoms, understandable in light of the
individual’s circumstances and not attributable merely to the
desire to assume the patient role, as in factitious disorder);
(c) defensive (conscious denial or gross minimization of psy-
chological and/or physical symptoms, as distinguished from
ego defenses, which involve intrapsychic processes that
distort perception); and (d) irrelevant (failure to become
engaged in the evaluation; responses are not necessarily rele-
vant to questions and may be random; Rogers, 1984, 1997; see

TABLE 5.1
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also the chapter by Rogers & Bender in this volume, on ma-
lingering and dissimulation). Two additional categories of
response seem relevant to forensic assessment. The first we
term uncooperative, in which the individual responds mini-
mally or not at all to assessment questions. We call the second
additional response style impaired; it involves experiencing
communication deficits resulting from young age, thought and
speech disorganization, intellectual deficits, and/or memory
problems. If the individual being evaluated responds in any
style other than honest, the information being provided may be
inaccurate or incomplete, and other sources of information—
from third parties and documents—can help to provide a more
accurate picture.

An important part of FMHA involves forming and testing
hypotheses about an individual’s motivations and capacities
(Greenberg & Brodsky, in press; Heilbrun, in press). TPI can
be used both to help develop possible explanations in these
areas and to test hypotheses that have already been devel-
oped. In this process, the forensic clinician functions more as
an objective truth seeker (comparable to an investigative
journalist; see Levine, 1980) than as a therapeutic change
agent who seeks, and accepts, a more subjective view of
the individual’s reality. In this kind of inquiry, the forensic
clinician strives to develop and describe a comprehensive
outline of an event and its relevant features. Like the gradual
unfolding of an image in a developing photograph, an event
takes shape as information from various sources depicts an
increasingly detailed outline. This type of broad-based explo-
ration is most typical in capital mitigation cases (in the crim-
inal context) and in personal injury cases (in civil litigation).
It is developed through contact with a variety of individuals
and reviews of third party sources into a framework of expla-
nation and description.

Consistent development of a multimethod approach to
information collection and consistency assessment also pro-
vides the evaluator with a logical framework for the formu-
lation of opinions. It addresses the concern that criminal
defendants will minimize the degree of their culpability and
civil litigants will exaggerate the extent of their distress and
impairment. Through the information and observations ob-
tained from diverse sources, the forensic evaluator is able to
present an opinion that is logical and minimizes jargon. The
consumer of the report is provided an opportunity to consider
the various sources contributing to the findings and to evalu-
ate the reasoning used in reaching a particular conclusion.

FMHA has the potential to be used as evidence in litigation
every time one is conducted. Legal decision making is better
informed when there is explicit clarification of the reasoning
and limits on knowledge that are part of FMHA. Such clarifi-
cation is facilitated by citing both the different sources of in-
formation that are used in FMHA and the consistency of

results across sources. TPI includes material that is specific to
the case being litigated and, therefore, particularly relevant. It
can potentially increase the accuracy of findings and conclu-
sions through its integration with other sources of data, as part
of a multitrait, multimethod approach to FMHA. It also in-
variably increases the face validity of FMHA, one of the most
important forms of validity in legal decision making (Grisso,
1986). TPI can enhance communication with judges and
attorneys regarding such assessment. The perception that in-
dividuals selectively exaggerate or minimize certain kinds of
information about themselves to avoid negative consequences
is accurate in some cases, but it is difficult to refute effectively
without TPI when it does not apply. Outlining the various
sources of information that were requested and obtained (or
withheld) also provides a strong basis for responding to attor-
neys on cross-examination by countering the implication that
the evaluator was biased, naïve, or seriously limited in the in-
formation that he or she considered and integrated into the
findings. Finally, the use of TPI may help the evaluator distin-
guish between deliberate distortion and genuine memory loss
by serving as a source of prompts or cues that can facilitate
recall in cases of genuine amnesia (Schacter, 1986).

TPI is essential when using some of the more recently de-
veloped tools that are particularly applicable in forensic con-
texts, such as the Psychopathy Checklist-Revised (PCL-R;
Hare, 1991). Incorporating TPI when using such tools is im-
portant to protect against deception by the individual being
evaluated; there is some evidence that lying is not accurately
detected by mental health professionals and other profes-
sional groups (Ekman & O’Sullivan, 1991). It should be
noted that the Ekman and O’Sullivan research has somewhat
limited applicability to FMHA interviewing, however. These
investigators showed participants brief video vignettes of in-
dividuals, some of whom had been instructed to lie about
their feelings and others to describe their feelings accurately,
and asked participants to use cues such as facial expression
and voice tone in judging who was lying. This can be con-
trasted with typical FMHA procedures, in which the evalua-
tor has the opportunity to review TPI and conduct a detailed
interview and relevant testing. Comparing the consistency of
results from different sources, the evaluator can then ask
clarifying follow-up questions. It would be fairest to say,
therefore, that Ekman and O’Sullivan have demonstrated
that stylistic cues observed from brief contact cannot be in-
terpreted very accurately in deciding who is being deceptive,
but the use of longer exposure and substantive questioning is
more likely to allow the evaluator to determine (at least) that
the individual being evaluated is providing information that is
inconsistent with multiple other sources. The need for integrat-
ing information from third party sources is so important that
evaluation using the PCL-R, for example, can be conducted
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using file information only but not using self-report alone
(Hare, 1991).

Finally, the use of TPI can facilitate the effective com-
munication of results in FMHA. Most often, such commu-
nication occurs in a written report; in a minority of cases,
testimony in a deposition, hearing, or trial may supplement
the report. These observations suggest that TPI is one of the
most essential components of a high-quality forensic assess-
ment, enhancing the integrity of the process, the impartiality
of the evaluator, and the weight given the results by the trier
of fact. In the remainder of this chapter, we describe in more
detail the applications of TPI to FMHA.

RELEVANT RESEARCH ON 
THIRD PARTY INFORMATION

In this section, we review research in two areas. First, we de-
scribe empirical studies that address how TPI is used in crim-
inal and civil FMHA, or how mental health professionals
value its use. Second, we address the use of TPI in the assess-
ment of various kinds of psychopathology (e.g., substance
abuse, psychopathy, dementia, personality characteristics)
and behavior (e.g., violence) to provide a basis for consider-
ing its applicability to forensic issues. As will become clear
from this review, research on the application of TPI in foren-
sic contexts is in its infancy. It is our view that operational-
ization, standardization, and quantification (Grisso, 1986) are
important elements of any mental health assessment domain;
the review of how TPI is used in related areas should make it
clearer how such goals can be promoted.

Empirical Studies on the Use and Valuation of
Third Party Information in Forensic Assessment

According to a recent review of forensic assessment
(Nicholson & Norwood, 2000), there have been six empirical
studies describing the characteristics of criminal FMHA
reports: Heilbrun and Collins, 1995 (Florida); Heilbrun,
Rosenfeld, Warren, and Collins, 1994 (Virginia and Florida);
Nicholson, LaFortune, Norwood, and Roach, 1995 (Okla-
homa); Otto, Barnes, and Jacobson, 1996 (Florida); Robbins,
Walters, and Herbert, 1997 (New Jersey and Nebraska); and
Skeem, Golding, Cohn, and Berge, 1998 (Utah). Although
each study encompasses a broader range of variables applica-
ble to FMHA, all except Robbins et al., specifically describe
different aspects of FMHA. These are summarized in
Table 5.2. As may be seen, there is a wide range of findings
regarding how various aspects of TPI are applied in forensic
evaluation reports. Because the evaluations studied in each of

these reports focused on the legal questions of competence to
stand trial, and some on sanity at the time of the offense, it is
not surprising that the majority of the reports in three studies
(Heilbrun & Collins, 1995; Heilbrun et al., 1994; Skeem et al.,
1998) cited having reviewing the arrest report as part of the
evaluation. However, other documents were reviewed far less
frequently, judging from what was cited in the reports or re-
ported by the evaluators. Records of prior mental health eval-
uation and treatment, for example, were cited as being
reviewed in fewer than half the cases in a number of samples
(Heilbrun & Collins, 1995 [community sample]; Heilbrun
et al., 1994; Nicholson et al., 1995; Otto et al., 1996; Skeem
et al., 1998 [hospital sample]). Other records were reviewed
even less frequently. Collateral interviews were conducted
with other hospital staff members by 70% of the hospital eval-
uators in one study (Heilbrun & Collins, 1995), but apparently

TABLE 5.2 Use of Third Party Information in Criminal 
Forensic Reports

Note: Studies providing these data were, from left to right by state, Heilbrun
& Collins (1995), Otto et al. (1996), Nicholson et al. (1995), Heilbrun et al.
(1994), and Skeem et al. (1998). Although Robbins et al. (1997) reported
findings for the citation of “any” third party information in their sample of
forensic reports, they did not report findings for specific types of third party
information. Hence, Robbins et al. is not included in the table. Studies in
Florida sampled community-based reports for incompetent/insane defen-
dants only. Multiple values reported for the first Florida, Oklahoma, and
Utah studies reflect findings for hospital- and community-based evaluations,
respectively. NR indicates that the information was not reported in the study.
aIn Oklahoma, an information sheet, which lists the charge and provides
basic data regarding the alleged offense (e.g., approximate time, location,
witnesses), typically accompanies the court order for pretrial competence as-
sessment. Examiners presumably review this information, although they
rarely cite it in reports submitted to the court.
bThe reported percentage reflects citation of interviews with victims or other
witnesses, rather than review of statements by victims or witnesses. Because
such statements often are incorporated into or appended to arrest reports in
Florida (R. Otto, personal communication, March 29, 1999), the percentage
of criminal forensic reports using this type of third party information is prob-
ably comparable to that listed for arrest report (i.e., about 40%).
cFindings were reported separately for medical staff and detention officers.
The reported values reflect minimum and maximum percentages.
Source: Nicholson and Norwood (2000). Reprinted with permission from
Kluwer Academic/Plenum.

[Image not available in this electronic edition.]
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very rarely conducted in other samples. With the exception of
the arrest report, therefore, it appears that both relevant
records and collateral interviews are infrequently used in
criminal FMHA.

This finding contrasts sharply with the value placed on
TPI by mental health professionals who specialize in forensic
work. Borum and Grisso (1996) surveyed forensic psycholo-
gists and forensic psychiatrists regarding their views on ap-
propriate content for criminal forensic reports on competence
to stand trial (N � 102 respondents) and criminal responsi-
bility (N � 96 respondents). Participants were asked to rate
various report components as “essential,” “recommended,”
“optional,” or “contraindicated.” For evaluations of compe-
tence to stand trial, the investigators asked participants to rate
the value of two elements of TPI: mental health records and
police information. Mental health records were rated as ex-
tremely important (93% of psychologists and 82% of psychi-
atrists rated this element as either essential or recommended).
Police information was valued somewhat lower, with 57% of
psychiatrists and 44% of psychologists describing it as essen-
tial or recommended. These elements of TPI were seen as
even more important in criminal responsibility reports. A
total of 100% of psychologists and 98% of psychiatrists rated
mental health records as essential or recommended, and 98%
of psychiatrists and 94% of psychologists described police
information as essential or recommended. An additional ele-
ment for criminal responsibility (a collateral description of
the circumstances of the alleged offense) was also rated as
quite valuable, with 96% of psychologists and 93% of psy-
chiatrists rating it as essential or recommended.

Three surveys addressing the use of TPI (and other proce-
dures) in child custody evaluation have been conducted. It is
worth noting that each of the six studies cited earlier in the
area of criminal forensic assessment involved a review of
the actual work product—the report—with the exception
of the Virginia sample from one study (Heilbrun et al., 1994),
which used a database composed of questions about the eval-
uation answered by evaluators when they submitted a form
requesting payment. By contrast, each of the following stud-
ies surveyed mental health professionals regarding their prac-
tice in child custody: Ackerman and Ackerman (1997);
Keilin and Bloom (1986); and LaFortune (1997). It is unclear
whether comparable results would be obtained using the
two different methods—reviewing reports and surveying
evaluators—on the same sample, as there apparently have
been no studies using both to facilitate such a comparison.
There is potential for error using either method. Some evalu-
ators may review material but not cite it in their reports;
although this would be problematic for other reasons, the re-
view of such a report would mistakenly conclude that TPI

was not used at all. (This problem may be resolved conceptu-
ally if the forensic report itself, rather than the forensic eval-
uation, is viewed as the unit of analysis. Certainly, the legal
consumer is better informed by research focusing on what is
actually used, rather than what may have occurred.) There is
even greater potential for factual error in surveys, however,
as evaluators asked to rate the frequency with which a certain
kind of TPI is used may be grossly inaccurate—unless the
TPI is used routinely, or never. While forensic report review
seems more likely to be factually accurate, the survey ap-
proach ought to yield results that are more generalizable, if
the percentage of those responding is reasonably high.

In the first study, a total of 302 psychologists, psychia-
trists, and master’s-level practitioners were surveyed, with
usable responses received from 27% (N � 82), with another
13% (N � 39) declining to participate and 23% (N � 69) ex-
cluded due to lack of experience with child custody (Keilin &
Bloom, 1986). Only one element that is clearly within the
scope of this chapter was described; 48.8% of those respond-
ing indicated that they spent an average of 1.32 hours per
evaluation on “conversations with significant others (friends
and relatives).”

The second study (Ackerman & Ackerman, 1997) updated
much of the Keilin and Bloom (1986) material a decade later.
However, the Ackermans provided more detail about the par-
ticular categories of TPI in child custody evaluation. Survey-
ing 800 doctoral-level psychologists in the United States,
they received usable responses from 25% (N � 201). Overall
means for time spent in various components of child custody
evaluation were calculated for the following TPI areas:
“reviewing materials” (M � 2.6 hours), “collateral contacts”
(referring to interviews with teachers, therapists, and the like;
M � 1.6 hours), and “interviewing significant others” (i.e.,
those who live in the children’s home; M � 1.6 hours). (Clar-
ification of the distinction cited in this chapter between
“collateral contacts” and “interviews with significant others”
in the Ackerman and Ackerman [1997] study was obtained
from the senior author; Marc J. Ackerman, personal commu-
nication, December 5, 2000.) The mean number of hours
for the entire evaluation was reported as 21.1, suggesting
that TPI collection was responsible for a substantial part of
the total mean time involved in performing child custody
evaluations. A small number of respondents in this study (3%
to 4%) also reported that they sometimes administered
measures using third party informants, such as the CBCL
(Achenbach, 1991; Achenbach & Edelbrock, 1983).

Finally, a third survey (LaFortune, 1997) was sent to 268
mental health professionals from Georgia, Nebraska, New
York, North Carolina, and Oklahoma who indicated a com-
petence in conducting child custody evaluations. LaFortune
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received responses from 53% (N � 141), a higher response
rate than either of the two studies just described. A total of
90% of respondents were licensed psychologists who had
completed a median of 24.5 child custody evaluations. Con-
sistent with the findings of Ackerman and Ackerman (1997),
she reported that respondents “often” interviewed significant
others and reviewed school records as part of evaluation.

Third Party Information in Measuring Violence
and Psychopathology

Judging from the limited available data, it would appear that
both record review and collateral interviews are used and
cited more often in FMHAtoday than they were 10 to 15 years
ago. This is consistent with a research trend in several differ-
ent areas during this period. Research on the risk of violent
behavior, for example, increasingly uses the report of a desig-
nated collateral observer as a dependent variable, particularly
when combined with self-report and records of arrest and
hospitalization, to address the question of the nature and
frequency of violent behavior during a designated outcome
period. In a detailed conceptual discussion of such violence
research, Mulvey and Lidz (1993) identified a number of
sources of information relevant to violence measurement.
These sources include police and court records, treatment
records, unit incidence and seclusion reports, collateral inter-
views, and direct interviews with the individual being
assessed. It is noteworthy that each of these sources, with the
exception of the last, would be considered TPI within the
definition used in this chapter.

The use of collateral sources such as these has become a
standard part of violence research during the past decade.
Both self-report and collateral observer report were em-
ployed in a large-scale study on the contribution of clinical
judgment to accuracy in risk assessment (Lidz, Mulvey, &
Gardner, 1993; Newhill, Mulvey, & Lidz, 1995), involving a
six-month follow-up on 357 patients treated in a psychiatric
emergency room and assessed by clinicians to be violent, and
357 controls (assessed by clinicians not to be violent). Partic-
ipant groups were matched for age, race, and sex. The inves-
tigators reported that violence (defined as touching another
person with aggressive intent, or threatening with a weapon
in hand) occurred in 36% of controls and 53% of the
violence-concern group. This overall rate of violence is
higher than reported in most previous studies; one possible
explanation for this higher rate is the more sensitive mea-
surement of violence that is possible through the systematic
incorporation of collateral information. 

This approach to measuring violence by combining self-
report with collateral report and official records has been

used in other recent studies as well (e.g., Steadman et al.,
1998; Swanson, Borum, Swartz, & Hiday, 1999). The latter
investigation, funded by the John D. and Catherine T.
MacArthur Foundation, comes as close to a state-of-the-art
study of violence prediction as can be achieved presently. It
included 1,136 male and female patients with mental disor-
ders between the ages of 18 and 40, monitored for violence
toward others every 10 weeks during the first year following
discharge from psychiatric hospitalization; these results were
compared with violence toward others by a comparison
group (N � 519) randomly sampled from the same census
tracts as the discharged patient group. Outcome behavior was
measured at two levels of seriousness: violence (battery re-
sulting in physical injury, sexual assaults, and threats with a
weapon) and other aggressive acts (battery that did not result
in a physical injury). Information sources included self-
report (every 10 weeks); collateral report of an individual
designated in the beginning of the study by the participant,
chosen because of anticipated reasonably frequent opportu-
nity for observation (every 10 weeks); and agency records
(arrest and hospitalization). The investigators reported a sig-
nificant addition of self-report and collateral report to the
identified frequency of violence and other aggressive acts be-
yond the frequency reflected in official records. More specif-
ically, the overall frequency of violence reflected by agency
records was 4.5% over a one-year period; the addition of self-
and collateral report increased this frequency to 27.5%. The
increase for other aggressive acts was even greater: from
8.8% (reflected by agency records) to 56.1% (reflected by
any of the three sources). These findings offer tangible evi-
dence of the impact of collateral sources of information on
increasing the sensitivity and accuracy of measuring violent
behavior.

The accurate measurement of psychopathy has been
greatly facilitated by the development of the Psychopathy
Checklist, its revised version, the PCL-R (Hare, 1991), and
its screening version (PCL-SV; Hart, Cox, & Hare, 1995).
(For an extensive discussion of psychopathy, see the chapter
by Hemphill & Hart in this volume.) The standard adminis-
tration of the PCL-R incorporates two major sources of in-
formation: self-report on a semistructured interview and a
review of existing records (Hare, 1991). (Much of the vali-
dation work on the PCL-R has been performed with individ-
uals in correctional and secure forensic settings, for whom
there is typically a detailed institutional record that includes
social, vocational, criminal, medical, and mental health
histories.) It is possible to deviate from the standard proce-
dure by using a “file only” rating based on only collateral
information, which can be done “if there is sufficient high-
quality information available” (Hare, 1991, p. 6; see also
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Wong, 1988). However, Hare clearly cautions against mak-
ing PCL-R ratings under any circumstances in the absence of
“adequate collateral information” (p. 6). While the Screening
Version of the PCL-R requires somewhat less collateral in-
formation (Hart et al., 1995) and functions as an effective
short form of the PCL-R (Cooke, Michie, Hart, & Hare,
1999), the principle remains the same: the PCL-SV items
cannot be scored without the incorporation of relevant collat-
eral information.

The role of TPI in evaluating other forms of psy-
chopathology has also been addressed. The assessment of
Alzheimer’s disease and related dementias was addressed
by a group (CPG 19) developing clinical practice guidelines
on the recognition and initial assessment of Alzheimer’s dis-
ease and related dementias (Costa et al., 1996; Somerfield &
Costa, 1999). Using meta-analysis of existing measures,
they identified the Functional Activities Questionnaire
(FAQ; Pfeffer, 1995) as the best discriminator between de-
mented and nondemented groups, with an effect size of 2.46
(which corresponds to sensitivity and specificity in the
range of 85% to 90%; Hasselblad & Hedges, 1995). The
FAQ, an informant-based structured measure of functional
performance, has the collateral observer rate the perfor-
mance of the target person on 10 complex, higher-order
functional activities, such as writing checks and preparing a
balanced meal. On the basis of the meta-analysis, the CPG
19 panel recommended using the FAQ in the initial assess-
ment of dementia, in conjunction with noting patients’ signs
and symptoms and evaluating their performance on mental
status examinations.

Additional research using TPI to assess older participants
has investigated disagreement between self- and collateral re-
port on the Geriatric Depression Scale (GDS; Burke et al.,
1998). A total of 198 participants with possible or probable
Alzheimer’s disease and 64 cognitively intact participants
completed the 30-item GDS; the collateral version of the GDS
was completed by an observer who knew the participant. A
noteworthy difference was found in the reporting of depres-
sive symptoms by the participants, when contrasted with the
same kinds of symptoms reported by collateral observers; the
investigators suggested that both “level of insight” and degree
of physical illness in those with Alzheimer’s significantly
influenced this difference. Collateral observers consistently
reported more depressive symptoms experienced by partici-
pants than were reported by the participants themselves,
particularly those participants with limited awareness of their
cognitive impairment.

The application of TPI has also been considered in the as-
sessment of substance abuse and other kinds of addictive be-
havior. Several studies have suggested that, at least when

there is little motivation for participants to exaggerate or
minimize their reports of alcohol use, there is good agree-
ment between self- and collateral reports, or self-report actu-
ally yields more detailed (and presumably more accurate)
information. For example, among patients who have been di-
agnosed with bipolar disorder and substance abuse, a total of
132 instances of collateral description of substance use un-
covered only three instances in which collateral informants
described substance abuse for patients who denied it and who
had negative urine screens (Weiss, Greenfield, Griffin,
Najavits, & Fucito, 2000). In participants who were tracked
for alcohol consumption and smoking during pregnancy,
there was strong agreement between self- and collateral
report on smoking, but poorer agreement on alcohol con-
sumption, with participants describing more drinking than
collaterals (Chang, Goetz, Wilkins-Haug, & Berman, 1999).
Participants responding to standard questions about drinking
in another study (Chermack, Singer, & Beresford, 1998)
yielded results showing that participants generally reported
more drinking consequences than collaterals, although par-
ticipant and collateral reports of the participant’s alcohol
consumption did not differ significantly. It is noteworthy,
however, that none of these studies addressed circumstances
that are typical in forensic assessment. An individual may
stand to gain or lose a great deal through litigation, and there-
fore may be more inclined to respond to the litigation-
induced incentive to distort the accuracy of self-reported
symptoms or patterns of behavior.

Finally, we located one interesting study that may have
implications on rating accuracy based on how long and how
well a collateral observer has known the individual being
rated, and what is being rated. Personality characteristics of
177 participants in four groups of varying length and depth
of relationships were assessed using the Eysenck Personality
Inventory (EPI; Udofia, Etuk, & John, 1996). Participants
themselves completed the EPI, which was also completed by
either a friend or a spouse. Results suggested that third parties
who had known the participants for more than three years
were able to give a more accurate account of variables such
as introversion and extroversion. The lowest levels of agree-
ment between self- and collateral accounts were for the neu-
roticism dimension of the EPI. These findings would support
the commonsense notion that an observer who has known the
participant longer and has experienced more opportunity to
observe the individual under a variety of circumstances
would provide more accurate information about the partici-
pant’s behavior. They might also suggest that ratings depen-
dent on inferences about internal experience will be less
accurate than those that can be operationalized by the
straightforward observation of behavior.
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RELEVANT LAW ON THIRD 
PARTY INFORMATION

We were not able to locate specific appellate cases involving
TPI in FMHA. As a result, our comments in this section focus
on the admissibility of TPI under the two standards for ad-
mitting expert evidence that currently exist in the United
States: Frye and Daubert. Under Frye v. United States
(1923), the standard for admissibility of expert evidence is
given in terms of “general acceptance”:

Just when a scientific principle or discovery crosses the line be-
tween the experimental and demonstrable stages is difficult to
define. Somewhere in this twilight zone the evidential force of
the principle must be recognized, and while courts will go a long
way in admitting expert testimony deduced from a well-
recognized scientific principle or discovery, the thing from
which the deduction is made must be sufficiently established to
have gained general acceptance in the particular field in which it
belongs. (p. 1014) 

Under Daubert v. Merrell Dow Pharmaceuticals (1993), the
standard for admissibility of expert scientific evidence was
expanded to include the following criteria: (a) The proposi-
tion to which the evidence pertains is testable; (b) it has been
tested; (c) the technique used to test it has a known error rate;
(d) there are accepted standards for operation of the tech-
nique; and (e) the evidence has been subjected to peer review
and publication (Giannelli & Imwinkelried, 1993).

Although Daubert was a case in which the nature of the
expert evidence was clearly scientific, and the question has
been raised as to whether FMHA might more appropriately
be considered “technical” or “other specialized knowledge”
under Federal Rule of Evidence 702, it has also become clear
that a Daubert-type analysis can be applied to the admissibil-
ity of any expert evidence (Kumho Tire Company, Ltd. v.
Carmichael, 1999; for a more extensive discussion, see the
chapter by Weismann & Debow in this volume).

Under Frye, there seems to be no real question that TPI
should be admissible as part of FMHA. It is consistently
described as a generally accepted, important part of forensic
assessment, as will be discussed in more detail later in this
chapter and summarized in Appendix A (Greenberg &
Brodsky, in press). The empirical evidence shows that record
review is probably used more than collateral interviews, but
that both are applied in both criminal and civil forensic eval-
uations. Moreover, if there is a trend to be identified from
research in this area, it would involve the increasing identifi-
cation of TPI as a distinct source of information in FMHA
and the more frequent application of such information in this
context.

In Daubert jurisdictions, the issue becomes more com-
plex. There are two distinct ways in which TPI can be used in
forensic assessment: as a primary measure of relevant capac-
ities, and as a secondary source of information to “check” the
accuracy of more primary measures. It seems clear that using
relevant records and collateral interviews to assess the con-
sistency of conclusions drawn from interview and testing
data could very well enhance the accuracy of such interview
and testing data; in this single case, it provides one kind of a
“test” described among the Daubert criteria. Moreover, using
TPI in this way is consistent with how it is applied in research
on various aspects of psychopathology and behavior, as dis-
cussed earlier.

However, employing TPI as a primary measure of relevant
capacities could be more problematic under Daubert. There
are existing behavioral science data for using TPI in this way
for some measures (e.g., a “file only” Psychopathy Checklist,
a teacher version of the Child Behavior Checklist). Without
the research available to support such application, however,
the use of TPI as a primary source of information in FMHA
(particularly without other sources of information, such as
personal interview and possibly testing) could potentially be
challenged and excluded under Daubert.

Heilbrun (in press) observed that there are competing con-
siderations in the law on the potential application of TPI.
There is the prospect that forensic assessment may be more
relevant and more reliable when TPI is integrated, which is
certainly a desirable combination of goals that could enhance
both the admissibility of forensic evidence and the credibility
with which it is regarded by the legal decision maker. (For an
example of a deposition arguing for the use of TPI in a single
case, see Appendix A.)

However, there are legally limiting considerations in the
application of TPI as well. Some sources of TPI described in
this chapter might be challenged as hearsay on the grounds
that they constitute out-of-court statements being presented
to prove the truth of the in-court statement, and hence inad-
missible. Under Federal Rule of Evidence 703, it is not nec-
essary for facts or underlying data to be admissible if they are
of a kind “reasonably relied on by experts . . . in forming
opinions or inferences upon the subject.” 

States are not consistent on this point, however; some
have evidentiary rules similar to Rule 703, while others (see,
e.g., Mayer v. Baiser, 1986) require that expert testimony use
only sources of information that would be independently ad-
missible (Melton et al., 1997). In some cases, therefore, in a
jurisdiction with the latter kind of requirement, it seems
possible that certain TPI or its content could be ruled
inadmissible, and the entire forensic assessment (if it had
relied significantly on this TPI) also held inadmissible. As
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Melton et al. noted, however, this is not likely to happen
often. Rather than considering the admissibility of each
source of data, the trial court typically may rule on the ad-
missibility of the forensic assessment more broadly. It
would be extremely labor-intensive to do otherwise, and (at
least judging from appellate case law) does not seem to
occur often. A review of appellate cases citing FMHA and
Daubert (1993) suggests that specific sources of data in
FMHA are rarely singled out for admissibility scrutiny, and
none of them (in the 276 appellate cases cited) used
Daubert as grounds for admitting or excluding document
review or collateral interviews (Heilbrun, 1996). We also
note that two of the present authors (Heilbrun and Warren)
have collectively performed or supervised approximately
3,000 forensic mental health assessments in the past 20
years and testified about 250 times. Neither of us has ever
had a court exclude TPI from testimony or, to our knowl-
edge, from a report that has been admitted into evidence in
a hearing or trial. We are aware of one instance involving a
colleague (which occurred almost 15 years ago) in which
the mental health history obtained in part from a third party
source was excluded as hearsay. It was reasoned that the de-
fense had failed to provide the proper foundation for the rel-
evance of history to diagnosis, and had not established the
relevance of TPI to forensic assessment.

RELEVANT ETHICS ON USING 
THIRD PARTY INFORMATION

There are four sources of ethics authority that are particularly
relevant in FMHA: the American Psychological Associa-
tion’s (APA) “Ethical Principles of Psychologists and Code
of Conduct” (1992), the “Specialty Guidelines for Forensic
Psychologists” (Committee on Ethical Guidelines for
Forensic Psychologists, 1991), The Principles of Medical
Ethics with Annotations Especially Applicable to Psychiatry
(American Psychiatric Association, 1998), and the Ethical
Guidelines for the Practice of Forensic Psychiatry (Ameri-
can Academy of Psychiatry and the Law [AAPL], 1995).
These four have been cited in a broad discussion of the prin-
ciples of FMHA (Heilbrun, in press) and are commonly cited
in the psychological and psychiatric literature on forensic as-
sessment. The APA Ethics Code notes that the interpretation
of assessment results by psychologists involves a consid-
eration of the various “characteristics of the person being
assessed that might . . . reduce the accuracy of their interpre-
tations. They indicate any significant reservations they have
about the accuracy or limitations of their interpretations”
(1992, p. 1603). TPI, in the form of both records and

collateral interviews, could affect the accuracy of the findings
in FMHA and the nature of the reservations about such
findings.

The use of TPI in FMHA is approached somewhat differ-
ently in the “Specialty Guidelines for Forensic Psychologists”
(Committee on Ethical Guidelines for Forensic Psycholo-
gists, 1991). An important aspect of forensic assessment de-
scribed in the Specialty Guidelines involves “differentially
test[ing] rival hypotheses” (p. 661), such as whether symp-
toms of psychopathology are genuine, factual information is
accurate, and legally relevant capacities are presented in a
way that describes their potential well. TPI can help to formu-
late relevant hypotheses and to test them.

Although the Principles of Medical Ethics with Annota-
tions Especially Applicable to Psychiatry (American Psychi-
atric Association, 1998) does not contain language that helps
to weigh the use of TPI in a forensic assessment context, the
Ethical Guidelines for the Practice of Forensic Psychiatry
(AAPL, 1995) also considers the potential contribution of
TPI to both enhancing the accuracy of observations and facil-
itating the reasoning about their meaning:

Practicing forensic psychiatrists enhance the honesty and objec-
tivity of their work by basing their forensic opinions, forensic
reports and forensic testimony on all the data available to them.
They communicate the honesty of their work and efforts to attain
objectivity, and the soundness of their clinical opinion by distin-
guishing, to the extent possible, between verified and unverified
information as well as between clinical “facts,” “inferences,”
and “impressions.” (1995, p. 3)

This is another way of considering the applicability of TPI.
One way of distinguishing between verified and unverified
information is to describe the extent to which data that are
consistent across interview, medical tests, and TPI are rea-
sonably consistent in pointing toward the same conclusion.
When they are not, the Ethical Guidelines for the Practice of
Forensic Psychiatry suggests that they might be described
using cautionary language such as partially verified impres-
sions or other ways of communicating the absence of strong
or consistent findings.

RELEVANT PRACTICE LITERATURE ON 
THIRD PARTY INFORMATION

There is some inconsistency in the extent to which empirical
research and legal and ethical authorities address the use of
TPI in forensic assessment. There is greater consistency,
however, in the relevant literature on standards of practice.
Recent texts (e.g., Appelbaum & Gutheil, 1991; Greenberg &
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Brodsky, in press; Heilbrun, in press; Melton et al., 1997) on
forensic assessment have devoted significant space to TPI.
We review this material in this section. 

One of the most important reasons to obtain TPI involves
the need to verify the accuracy of symptoms and behavior
reported by the individual being evaluated. Melton et al.
(1997) observed:

Obtaining information contradicting the client’s version of
events is probably the most accurate means of detecting fabrica-
tion and may be the only viable one with clients who sabotage
interview and testing efforts. (pp. 57–58) 

A second important reason involves hypothesis formation
and testing in FMHA. In discussing the use of psychological
testing in forensic assessment, Heilbrun (1992) observed:

Because of premium on the accuracy of information provided to
the factfinder, the results of psychological tests should not be
used in isolation from history, medical findings, and observa-
tions of behavior made by others. This point has been made em-
phatically by Matarazzo (1990) in his discussion of forensic
assessment of neuropsychological issues involved in personal
injury and child custody litigation. It has also been made by
others. . . . Impressions from psychological testing in the foren-
sic context should most appropriately be treated as hypotheses
subject to verification through history, medical tests, and third-
party observations . . . [this can] significantly reduce . . . prob-
lems in relevance and accuracy. (p. 263)

Using TPI for either or both of these reasons is widely cited by
a number of commentators. The diagnosis of dissociative dis-
orders in forensic contexts, for example, should not be made
in the absence of collateral data from records and third party
interviews (Coons, 1989). Clinicians’ accurate detection of
deception through clinical judgment alone is not supported by
the research (Faust, 1995), although it is apparently not sig-
nificantly worse than in other professional groups (Ekman
& O’Sullivan, 1991), so collateral information is important
to supplement interview and testing impressions regarding
symptoms, history, and behavior. A review of instruments
used by clinical neuropsychologists to detect malingering
suggested no consistent support for any tool (Frazen, Iverson,
& McCracken, 1990). Although this has improved somewhat
in the 10 years since Frazen published this review (see, e.g.,
Frederick, 1997; McCann, 1998; Rogers, 1997), it still ap-
pears advisable to incorporate TPI into the assessment of
response style.

The use of TPI can also be viewed through the com-
ments of those addressing FMHA in different areas. It
has been encouraged in employment discrimination cases

(Goodman-Delahunty & Foote, 1995), personal injury litiga-
tion (Borum, Otto, & Golding, 1993; Greenberg & Brodsky,
in press; Melton et al., 1997; Resnick, 1995), child custody
evaluation (Ackerman, 1999; Otto, Edens, & Barcus, 2000),
and civil commitment of sexual offenders (Hoberman, 1999).
The incorporation of TPI into criminal FMHA generally has
been a recognized practice for years (Melton et al., 1997;
Shapiro, 1984), and it has recently been concluded (through a
review of the relevant empirical, legal, ethical, and standard
of practice literature) that the use of TPI is a broad principle
with application to FMHA generally (Heilbrun, in press). An
example of a sample affidavit summarizing the support for
using one kind of TPI (collateral interviews) in FMHA is pro-
vided by Greenberg and Brodsky (in press) and reprinted in
Appendix A.

OBTAINING THIRD PARTY INFORMATION

There are a variety of potential sources of TPI in forensic as-
sessment. In this section, we offer a description of a number
of such sources. We also address questions related to how
such information is obtained (e.g., in person versus by tele-
phone). Finally, we comment on the nature of TPI needed for
specific measures that were designed to use TPI, and how the
collection of TPI can be structured very specifically to meet
the demands of a particular case.

Sources of Third Party Information

As summarized in Table 5.3, the two broad categories of
TPI—collateral interviews and records—may vary consider-
ably in their relevance and availability in a particular case.
This list is clearly not exhaustive. The collection of TPI must
be guided to some extent by case-specific questions, and will
thus be somewhat different in each case. TPI collection also
should facilitate hypothesis formulation and testing, which
should not be completed until the needed TPI is obtained.

The individuals who have had the greatest degree of con-
tact with the person being evaluated are potentially the most
valuable collateral informants. These are described in the first
section of Table 5.3, under “Personal Contact.” In approxi-
mate order of exposure, these include spouses or partners,
roommates, family members, employers and coworkers,
neighbors, and other collateral observers. The importance
of each of these sources depends on the nature of the case
and the evaluative questions that are raised. For example, if a
defendant is charged with a sex crime or a capital case that
involves a rape/murder, the wife or consensual partner of
the defendant will be an important source of information
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TABLE 5.3 Sources of Third Party Information in Forensic Assessment

Interviews

Personal Contact
Spouses or partners.
Roommates.
Family members.
Employers, supervisors, and fellow workers.
Neighbors.
Other collateral observers with familiarity with litigant.
Victims.

Professional Contact
Police.
Jail staff.

Nurses.
Officers.
Social workers.
Consultants.

Community case managers.
Probation/parole officers.
Emergency room, psychiatric hospital, or correctional facility staff.
Teachers.
Medical and mental health professionals who previously have been

involved in assessing or treating the individual being evaluated.

Documents

Personal Documentation
Statements.

Litigants.
Victims.
Witnesses.

Letters, journals, diaries.

Professional Documentation
Transcripts of previous hearings, depositions.
Previous FMHA reports.
Police reports.
Crime scene evidence.
Autopsy reports.
Presentence investigations.
Probation and parole records.
Jail and prison records.
Juvenile placement records.
Mental health records.
Medical records.
Criminal and juvenile history records.
School records.
Employment and personnel records.
Military records.
Department of Social Service records.
Financial records.

regarding the sexual interests and preferences of the particular
individual being evaluated. Alternatively, if the issue in-
volves some type of workplace allegation or incident, fellow
employees might be central to determining the patterns of a
particular individual’s relationships and performance in the
work setting. In cases in which there is a viable insanity de-
fense, family members often are valuable adjuncts in docu-
menting a history of mental illness and possible patterns of
noncompliance with medication.

In determining which individuals will be contacted, it is
important to be sensitive to the potential biases of each third
party. In the majority of instances, those individuals who
know a defendant or plaintiff well are generally interested in
talking to the evaluator and in ensuring that their input will be
identified and considered. There is, however, still significant
potential for distortion in this type of report. Due to their prox-
imity to a person or an event, many respondents will be in-
terested in convincing the evaluator of the guilt, innocence, or
incapacity of a particular individual in the criminal context or
in maximizing or minimizing the distress a person is experi-
encing or the degree of responsibility a particular person had
for making a certain decision in the civil context. These biases
must be anticipated and neutralized as much as possible by in-
formed interviewing and the consideration of interview data
from individuals with varying perspectives and interests. Re-
spondents might also be suggestible, uninformed, lacking in
specific knowledge, or unable to recall important information.
In addition, there may be a particular focus on a specific time
in the past (e.g., around the time of the alleged offense) or the
present. Collateral observers may have been familiar with the
individual for most of his or her life, but unable to provide
specific information about the particular time in question. All
of these problems must be considered and the information ob-
tained weighed accordingly. The assessment of influences that
have the potential to affect the accuracy of third party inter-
viewees is addressed later in this section. 

The next group of collateral observers are those who have
had professional contact with the individual being evaluated.
Similar considerations apply. The greater the exposure, par-
ticularly during relevant periods, the more valuable may be
the information obtained from a collateral interview. The
simultaneous consideration, however, is whether the collat-
eral interviewee experiences the problems described in the
previous paragraph. Those whose contact with the individual
was professional may be less inclined to be uncooperative
(assuming appropriate authorization has been obtained) and
offer greater specific expertise (e.g., treating therapists would
be expected to be familiar with various levels of psycho-
pathology; arresting officers should have some training and
experience observing the impact of substance abuse on be-
havior). Problems with memory can sometimes be improved
through referral to documentation, which is more likely to be
present in a professional context.

It is important when determining which collateral inter-
views will be conducted that professional status not be used
to prioritize the importance of various respondents. Trained
mental health professionals may have useful information to
provide regarding diagnosis and treatment, but observations
derived from health care providers who have more sustained
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day-to-day contact with an individual or law enforcement
officers who have conducted thorough investigations of a cer-
tain crime series may prove to be more relevant in some
cases. For example, orderlies, cafeteria staff, physical thera-
pists, home help assistants, and others in similar roles may
have important observations, particularly in cases of malin-
gered psychosis and exaggerated claims of psychic distress
and impairment. In other instances, skilled police investiga-
tors may describe commonalties across a series of offenses
that is clearly inconsistent with an impulsive, unplanned
offense. The importance of any professional source thus
arises from the collateral’s proximity to certain behavior
rather than the source’s professional status.

TPI personal documentation in Table 5.3, such as state-
ments made by litigants, witnesses, or alleged victims, has
the advantage of already existing in written form and, in
many instances, being available to both sides through recip-
rocal discovery. Often, however, such documents provide
only limited information relevant to the questions being
assessed by the forensic clinician. A review of all available
documents prior to scheduling collateral interviews can be
advantageous for several reasons, therefore. First, the infor-
mation available in collateral documents can provide a con-
text for the interviews and help shape the questioning.
Second, and more specifically, when a collateral interviewee
has difficulty recalling an event, the forensic clinician can use
third party documents to provide details that might help to
facilitate such recall. Of course, the forensic clinician doing
this must be extremely careful to avoid providing information
that might affect the nature of the interviewee’s description of
“sensitive” information; generally, such memory prompts
should be entirely limited to nonsensitive details such as date,
time, location, and the like. (Sensitive information refers to
information that is directly relevant to the forensic capacities
being evaluated, and usually includes thoughts, feelings, be-
havior, and skills. Nonsensitive information can typically be
distinguished when there is a focus on a particular event or
time period; nonsensitive details in such cases include date,
time, location, and activities unrelated to the legally relevant
events or forensic capacities being assessed.) Third, when in-
formation provided by collateral informants is not consistent
with that contained in third party records, the forensic clini-
cian can attempt to clarify the reasons for such inconsistency.
It is particularly important to determine whether such incon-
sistency seems to result from recall problems or bias.

In certain cases, it is important to review personal docu-
mentation that has been created by the defendant or plaintiff.
Personal diaries can contain information about events that
can be highly relevant to criminal adjudication or civil litiga-
tion. Collections have been found to be of central importance

in the investigation and evaluations of certain types of repet-
itive sex offenders (Warren, Hazelwood, & Dietz, 1996). In
cases of alleged serial murder, videotapes, photographs, and
pornographic drawings have been located by police investi-
gators and can be used by the forensic evaluator to assess sex-
ual preferences, relevant interactions between coperpetrators,
and commonalities in the preparation for and perpetration of
particular crimes. Letters between spouses or romantic part-
ners can be important in determining the nature of the rela-
tionship and any particular events that may have preceded the
violent behavior. Moreover, office notations or reading mate-
rial can be relevant in assessing the risk and needs of particu-
lar individuals in a workplace violence context. 

Professional documentation can be considered on two
levels. As sources of behavioral observations, such docu-
ments can be quite valuable, particularly when they are de-
tailed in their description of relevant behavior. However,
professional documents sometimes reflect the conclusions of
the writer in the very areas being evaluated in the present
FMHA. Forensic clinicians are responsible for drawing their
own conclusions and should not be overly influenced by con-
clusions drawn by other professionals. Unless there is some
reason to regard observations by other professionals as inac-
curate, it is reasonable to accept such observations. However,
conclusions (such as those regarding diagnosis or specific
forensic capacities) should not be accepted as accurate, al-
though they should be recorded as documented in the
records.

TPI documentation can provide valuable information in
both criminal and civil cases when unusual defenses or issues
are raised. For example, it was once not uncommon for crim-
inal defendants who were Vietnam veterans to report that
they committed a certain offense while experiencing flash-
backs related to Post Traumatic Stress Disorder (PTSD). In
some such cases, while the individual’s presentation was
quite credible, it was determined through collateral sources
that they had never actually served in Vietnam or had served
in a capacity in which they were not exposed to combat.
Without confirmation of significant trauma, either through
military records or third party interview, the viability of a
PTSD diagnosis and the associated defense in such cases was
greatly diminished.

How to Obtain Third Party Information

An important question in obtaining collateral interviews is
whether such interviews should be conducted in person, over
the telephone, or through written questions submitted
through an attorney, through the mail, or even via e-mail.
There is virtually no research guidance to assist in answering
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any of these questions, so our comments are largely limited to
our perceptions regarding the advantages and disadvantages
of these different approaches.

One recent study suggests that telephone interviews are
comparable to face-to-face interviews in the quality of the
information obtained regarding diagnostic information
(Rohde, Lewinsohn, & Seeley, 1997). A total of 60 adults
were interviewed in person and by telephone concerning
Axis I disorders, and another 60 adults were interviewed
twice regarding Axis II disorders. Agreement between tele-
phone and in-person interviews was contrasted with inter-
rater agreement, obtained through a second rating of the
original interview. The following kappa (chance-corrected
agreement) values were obtained between face-to-face and
telephone interviews: anxiety disorders (.84), substance use
disorders (.73), alcohol use disorders (.70), and major de-
pressive disorder (.67). A lower kappa was observed for
adjustment disorder with depressed mood (.31). Judging
from these very limited data, it is possible to achieve compa-
rable results when asking structured questions by telephone
or in person. The disadvantage of using telephone interview-
ing involves losing access to cues obtained from observing
the individual who responded, although auditory cues would
still be available. Our view is that whatever slight advantage
may be lost in the telephone interview would be outweighed
by the facilitation of ease of access and greater mutual con-
venience for both interviewee and forensic clinician. It is
always possible to schedule an in-person interview for a
longer or less structured interview, at the discretion of the
forensic clinician, or to schedule such an interview at the
preference of the collateral individual being interviewed.

Conducting a third party interview in written form,
whether through mail or e-mail, presents a different context.
The advantages of structured interviewing are retained—
specific, preplanned questions are asked—but all prospects
for follow-up questioning based on substance of response or
visual or auditory cues provided by the interviewee are sacri-
ficed. This format might remain useful when trying to
confirm or disconfirm previously developed material, but
would be less helpful when exploring or trying to develop
newer material.

Specific Measures Using Third Party Information

There are two kinds of measures that deserve mention for
their incorporation of TPI. Some established psychological
tests, such as the CBCL (Achenbach, 1991) and the PCL-R
(Hare, 1991), have been designed and validated using the ob-
servations of collaterals such as parents and teachers (CBCL)
or existing records in the form of a prison or hospital file

(PCL-R). The application of TPI with these respective mea-
sures is guided by the questions that are asked and the ad-
ministration instructions contained in their manuals. These
are examples of how structured use of TPI can not only be in-
cluded as a valuable source of input, but can also fill a partic-
ular niche. In the case of the PCL-R, record-based TPI must
be incorporated to ensure that deception in self-report does
not unduly influence the ratings that are assigned. Teachers
and parents who serve as informants on the CBCL have the
advantage of presumably greater accuracy in some cases than
children, for whom developmental immaturity might inter-
fere with accurate self-reporting.

A second approach to collecting TPI involves providing
structure that is tailored to a specific case. In one such case
(see Heilbrun, 1990), a defendant in an inpatient forensic
setting whom we suspected of malingering was entirely un-
cooperative with any attempts to evaluate him. Because he
consistently refused to meet with an evaluator, we tried to
obtain extensive behavioral observation data on him by de-
veloping a “checklist” consisting of every symptom he had
ever reported to a hospital staff member or attributed to him
in evaluation reports written prior to his hospitalization. We
attempted to translate each symptom into the observable
behavior that would be expected from someone who gen-
uinely experienced such a symptom; for example, an individ-
ual who was hearing voices might appear distracted or talk to
himself. When we had reduced this list to a total of 20 items,
we asked a ward staff member from day shift (7:00 to 3:00)
and another from evening shift (3:00 to 11:00) to indicate yes
or no on each item, reflecting whether the behavior had been
observed at any time during the eight-hour shift. Over the
course of 400 ratings (each over an eight-hour shift, for a
total of 3,200 hours of observation time), “no symptom was
observed in more than 2% of the rating periods and many
were not reported at all” (p. 194). Although it would have
been useful to incorporate self-report and testing data into
this evaluation, this approach demonstrates how collateral
observers can be used in a specific way, performing observa-
tions that have been carefully structured, to yield data that
were useful in considering the question of whether his re-
ported symptoms were genuine.

COLLECTING AND APPLYING 
THIRD PARTY INFORMATION

In some important respects, the forensic clinician is like an
investigative journalist. The use of multiple sources, the as-
sessment of consistency across sources, and the attribution of
information to source are all shared methods of gathering and
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interpreting relevant information (Levine, 1980; Melton
et al., 1997). In this section, we offer some specific comments
about how TPI can be collected and applied in FMHA,
focusing particularly on collateral interviewing.

We address two considerations in collecting and applying
TPI from collateral interviews. The first concerns individuals
who are reluctant to participate in such an interview. The sec-
ond broad area involves influences that can limit the accuracy
of information obtained through collateral interviews: bias,
lack of specific expertise, suggestibility, and memory loss
(see Table 5.4).

Individuals who are asked to participate in FMHA by pro-
viding collateral information may be reluctant or simply un-
willing to do so. Such unwillingness to participate should be
respected. However, there are instances in which an individ-
ual’s reluctance to participate may change when further infor-
mation is provided. This information should be provided in
the form of a notification of purpose, which should address
the following: (a) the names of relevant individuals, including

the forensic clinician, the individual(s) being evaluated,
and the attorney representing that individual; (b) the volun-
tary nature of participation in the collateral interview; (c) a
description of the legal question(s) that triggered the evalua-
tion; (d) who requested the forensic clinician’s involvement
(typically, the prosecution or defense attorney in criminal
cases, defense or plaintiff’s attorney in civil cases, or the
court in either); (e) the purpose(s) for which the evaluation
could be used; (f) how the information collected in this infor-
mation will be used, including citation of the name of the
interviewee in the report and testimony, and attribution of
the information obtained in the interview specifically to its
source; and (g) an offer to answer any questions that the indi-
vidual may have before he or she decides whether to partici-
pate. This notification should allow the individual to make an
informed choice about participation, and may facilitate in-
volvement when reluctance is based on general apprehension
about the legal process. More specific concerns may not
be overcome, however. For individuals who are concerned

TABLE 5.4 Problems Limiting Collateral Interview Accuracy and Suggested Strategies for Problem Management

Problem Problem Description Suggested Strategy

Reluctance to participate • Apprehensive about process. • Notification of purpose and limits of confidentiality.
• Concerned about personal consequences • Informed about voluntary nature of participation.

of participating. • Informed that unattributed information cannot be used.
• Unwilling to have information attributed.

Bias • Lack of impartiality. • Consider potential bias from the beginning.
• Strong positive or negative feelings about • May be assessed near the end of the interview with

the litigant. question such as “What do you think should happen
• Preference for outcome. with ______?” 

• Third party information should be obtained from 
multiple sources, particularly when bias is suspected.

• Conclusions should be developed from trends rather 
than single-source observations.

Lack of specific expertise • Interviewee is without training or experience • Initial questions should elicit broad observations
in specific area (e.g., psychopathology, (What did the defendant say? do? act like?).
substance abuse). • Later questions should focus on specific, preselected

• May not detect subtle indicators of disorder observations of symptoms and behavior (Did the
or capacity being assessed. individual show X? act like Y?).

• No questions should elicit conclusions (Was she 
psychotic?).

Suggestibility • May be prone to influence from leading questions. • Initial questions should elicit broad observations (What 
did the defendant say? do? act like?).

• Later questions should focus on specific, preselected 
observations of symptoms and behavior (Did the 
individual show X? act like Y?).

• Allows comparison between uncontaminated description
(given with little guidance from the interviewer) 
and specific but possibly less impartial version given 
when asked about specific relevant areas.

Memory loss • May have difficulty remembering relevant details • Beginning with general questions and moving to more
if saw individual only once. specific areas.

• Influences such as stress, different race of observer • Providing nonsensitive memory aids, such as date
and individual, gun focus, and others factors interfering and location.
with eyewitness identification may operate.
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about the perceived consequences to them or those close to
them, this notification may be less than reassuring. Some
individuals may express a willingness to provide information
on “background,” with the assumption that they would not be
identified as the source. This is not possible, however, as the
forensic clinician is ethically obligated to identify the respec-
tive sources of data used in FMHA.

The second broad area concerns attributes of those inter-
viewed that might yield inaccurate information. Many indi-
viduals who might be interviewed as part of FMHA are not
impartial; they may have strong feelings about the individual
being evaluated and an associated wish for a certain kind of
outcome to the litigation. Potential bias must be considered a
possibility for every collateral observer interviewed. Part of
our recommended approach to managing the influence
of bias would be carried out in the course of FMHA for a
number of reasons: multiple sources should be used and con-
clusions should be developed based on trends across sources
rather than from a single observation.

Professional expertise is usually not present in those who
are interviewed as collaterals in FMHA. Because the forensic
clinician should be seeking observations, not conclusions,
from collateral interviewees, this is less of a problem than it
might appear. The questioning should begin by eliciting
broad observations and subsequently move to more specific
areas when the general observations have been completed.
More specific areas can be preselected by the forensic clini-
cian for relevance and importance and the questions asked in
a way that calls for behavioral observations and does not
presuppose expertise.

The same approach to questioning (initially broad, subse-
quently more specific) is useful to prevent the interview itself
from giving the interviewee suggestions about what is being
sought. Caution should be used with information provided by
a collateral interviewee who does not describe noteworthy
aspects of, for example, mental health symptomatology
during a broad description of the litigant, but responds affir-
matively to questions about whether a number of specific
symptoms have been observed. The greater this discrepancy,
we suggest, the more the information should be scrutinized
for consistency with that provided by other sources.

Finally, there is the very real problem of difficulty remem-
bering what occurred at a specific time (for collateral inter-
viewees who see the litigant frequently) or recalling what
occurred in cases in which the interviewee was the victim or
witness of an alleged offense. Influences such as extreme
stress and weapon focus, for example, can further limit the
accuracy of an account that may have already been based
on fairly brief observation (Tooley, Brigham, Maass, &
Bothwell, 1987). We recommend providing nonsensitive but

relevant details (e.g., date, location), particularly for intervie-
wees who often see the litigant, to facilitate a more focused
account. However, we must emphasize the extreme impor-
tance of not providing details that could affect the intervie-
wee’s account of legally relevant behavior or capacities.

COMMUNICATING THIRD PARTY INFORMATION

There are two primary ways to communicate TPI in FMHA:
in reports and in testimony. We offer comments on each.
Each FMHA report should contain a specific, comprehensive
listing of the sources of information used in the evaluation.
Such a listing is particularly important because of the recom-
mended approach to writing an FMHA report, with all factual
information attributed to its source(s). Some form of organi-
zation of the source listing can be very useful, particularly in
cases that have a large number of documents to be reviewed.
Because each source citation should include the name of the
source, its author, and its date, the sources could be organized
alphabetically, by date, or by broader section, with subse-
quent organization within the section.

When reviewing third party documents, it is useful to
identify the source and content by date. If this is done during
the review process, it greatly facilitates writing the report in
terms of the sequence of events as documented by third
party records. A summary of each event can be recorded
in the report and will automatically be placed in the order
in which it has occurred. It is a straightforward task to trans-
fer material to specific sections of the report once this is
accomplished.

Many times, information from different third party
sources is inconsistent. Such inconsistent material should be
cited fully in the text, perhaps with language pointing out the
inconsistency (e.g., “James and his mother both indicated
that he has been arrested once for trespassing; by contrast,
his juvenile arrest history reflected two arrests: one for tres-
passing and the second for possession with intent to distrib-
ute”). The meaning of all material, including that which is
inconsistent with other sources, should be reflected in a
formulation of findings (whether this is a separate section
or integrated with other sections), but this meaning should
not be addressed while describing the results of each source
of TPI.

Some of the organizational aspects of TPI communication
in reports are useful for testimony. When multiple sources are
listed in a way that allows quick location of a specific source,
and when all information is attributed by source, it facili-
tates providing testimony that is precise and efficient. The at-
tribution of “truth” or “validity” to a given source can be
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problematic in forensic contexts, for two reasons. First, it is
ultimately the job of the trier of fact to determine what is true
in a legal case. Second, it is typically not feasible to system-
atically assess the accuracy of one’s findings in a given case.
Thus, we prefer to speak about sources being “inconsistent”
or “consistent” rather than indicating that one source “veri-
fies” or “confirms” what another has indicated. Finally, being
comprehensive and using multiple sources of information to
support findings are very important in both testimony and
report writing. Critical thinking, which should be reflected
in the writing of the report, may be demonstrated in other
ways (such as in response to hypothetical questions) during
testimony.

Finally, it is important to document all attempts to obtain
TPI, whether successful or not. Whatever format is used to
identify the respondents and sources of information that
were received, a similar format should be used to reference
information or collateral interviews that an unsuccessful at-
tempt was made to obtain. For example, if an evaluator at-
tempts to obtain a police report but this document is not
provided, this should be noted and referenced by time and
date in the sources of information. If a particular collateral
respondent declines to participate in an interview, this
should be similarly noted. This type of record encourages
the evaluator to contact all relevant sources without pre-
dicting who will and will not participate. By noting these
failed efforts or contacts in the report, the forensic clinician
demonstrates the effort that was made to obtain compre-
hensive, relevant TPI.

CONCLUSION

There have been some important advances in the conceptual
consideration of using TPI in FMHA during the past decade.
Unfortunately, research in this area has lagged behind prac-
tice. In some respects, the application of TPI may remain
something of an art, similar to that seen in investigative
journalism. In other ways, however, the behavioral and
medical sciences have important contributions to make in
documenting the use, structuring the applications, and vali-
dating the approaches used in collecting and applying TPI.
We hope this chapter both promotes needed research and
contributes to better practice in this area. We also expect
that the appropriate use of TPI in forensic assessment will
improve the actual and perceived quality of the evaluations
and testimony provided to the courts. On that basis, we
strongly encourage the use of TPI as forensic clinicians ad-
dress the diverse aspects of human nature that are seen in
this area of practice.
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Psychopathy—also known as psychopathic, antisocial, or
dissocial personality disorder—has been the focus of inten-
sive research investigations for the past two decades (Hare,
1996). A large body of research has examined the assessment
of the disorder, evaluated different etiological models, de-
scribed its patterns of comorbidity with other mental disor-
ders, and investigated its association with antisocial behavior
(Cooke, Forth, & Hare, 1998; Hare, Cooke, & Hart, 1999).
An important factor in the growth of interest concerning psy-
chopathy was the development of the original and revised
versions of the Psychopathy Checklist (PCL and PCL-R;
Hare, 1980, 1991). Unless otherwise stated, the term PCL will
be used to refer to both psychological instruments because
findings obtained from the original PCL and the PCL-R are
generalizable to the other version (see Hare, 1991, p. 4).

Research using these tests has revealed clear associations
between psychopathy and criminal behavior, especially
specific forms of interpersonal violence, in a variety of

populations (Hart & Hare, 1997). Psychopathy now is recog-
nized as a critical factor in risk assessment (Hart, 1998) and
can affect decisions involving civil commitment, parole from
prison, access to treatment, detention under dangerous of-
fender legislation, and even capital sentencing (Hart, 2001;
Lyon & Ogloff, 2000; Zinger & Forth, 1998).Accordingly, the
assessment of psychopathy is a fundamental skill for clinical-
forensic psychologists.

This chapter begins with a discussion of the nature of psy-
chopathy, focusing on current clinical conceptualizations of
the disorder. The second section reviews the most commonly
used methods for assessing psychopathy, focusing on the
PCL-R. The third section identifies important professional
and clinical issues that practitioners should keep in mind when
assessing psychopathy. The fourth section examines practice
recommendations concerning the assessment of psychopathy
in clinical-forensic settings. The chapter concludes with a dis-
cussion of issues that are priorities for future research.
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THE NATURE OF PSYCHOPATHY

Clinical Features

Psychopathy is a specific form of personality disorder. Like
all personality disorders, it is characterized by a disturbance
in relating to one’s self, others, and the environment. It is
chronic in nature, typically is evident in childhood or adoles-
cence, and persists into middle or late adulthood (American
Psychiatric Association, 1980, 1987, 1994; World Health
Organization, 1992).

Symptoms of personality disorders are rigid, inflexible,
and maladaptive personality traits: tendencies to act, think,
perceive, and feel in certain ways that are stable across
time, across situations, and in interactions with different
people. What distinguishes psychopathy from other person-
ality disorders is the specific symptom pattern, detailed
in now classic works by Arieti (1963), Cleckley (1941),
Karpman (1961), and McCord and McCord (1964). Inter-
personally, psychopathic individuals are arrogant, superfi-
cial, deceitful, and manipulative. Affectively, their emotions
are shallow and labile; they are unable to form strong
emotional bonds with others and are lacking in empathy,
anxiety, and guilt. Behaviorally, they are irresponsible, im-
pulsive, sensation seeking, and prone to delinquency and
criminality.

Diagnostic Issues

Laypeople sometimes conclude that psychopathy does not
exist, confused by the fact that it is not listed in the fourth
edition of the Diagnostic and Statistical Manual of Mental
Disorders (DSM-IV; American Psychiatric Association,
1994) or the 10th edition of the International Classification
of Diseases (ICD-10; World Health Organization, 1992).
This is, of course, incorrect. As noted previously, at a con-
ceptual or linguistic level, psychopathic personality disorder
is synonymous with antisocial, dissocial, and sociopathic
personality disorder; they are simply different terms for the
same disorder (this is explicitly recognized in the DSM-IV;
see American Psychiatric Association, 1994; p. 646). Numer-
ous other terms have been used to refer to the same disorder,
and Werlinder (1978, Appendix) has identified more than 175
of them. So, psychopathy is listed in the DSM-IV, where it is
referred to as antisocial personality disorder, and in the ICD-
10, where it is referred to as dissocial personality disorder.

At an operational level, it must be emphasized that various
diagnostic criteria sets for psychopathic, antisocial, dissocial,
and sociopathic personality disorder definitely are not equiva-
lent. Perhaps the biggest difference is that diagnostic criteria

for psychopathic or dissocial personality disorder typically
include a broad range of interpersonal, affective, and behav-
ioral symptoms (e.g., Cleckley, 1941; Hare, 1980, 1991; Hart,
Cox, & Hare, 1995; World Health Organization, 1992). As an
example, Table 6.1 summarizes the ICD-10 diagnostic criteria
for dissocial personality disorder. In contrast, diagnostic crite-
ria for antisocial or sociopathic personality disorder tend to
focus more narrowly on overt delinquent and criminal behav-
ior (e.g.,American PsychiatricAssociation, 1980, 1987, 1994;
Feighner et al., 1972; Robins, 1966).As an example, Table 6.2
summarizes the DSM-IV criteria for antisocial personality dis-
order. The differences between these two diagnostic traditions
are discussed at length elsewhere (Cunningham & Reidy,
1998; Hare, Hart, & Harpur, 1991; Hart & Hare, 1997;
Lilienfeld, 1994; Widiger & Corbitt, 1995). Perhaps the most

TABLE 6.1 ICD-10 Criteria for Dissocial Personality Disorder

A. Callous unconcern for the feelings of others and lack of the capacity for
empathy.

B. Gross and persistent attitude of irresponsibility and disregard for social
norms, rules, and obligations.

C. Incapacity to maintain enduring relationships.
D. Very low tolerance to frustration and a low threshold for discharge of

aggression, including violence.
E. Incapacity to experience guilt and to profit from experience, particularly

punishment.
F. Marked proneness to blame others or to offer plausible rationalizations

for the behavior bringing the subject into conflict with society.
G. Persistent irritability.

Source: Adapted from World Health Organization (1992). International
Classification of Diseases (10th ed.). Geneva, Switzerland: Author.

TABLE 6.2 DSM-IV Criteria for Antisocial Personality Disorder

A. Antisocial behavior since age 15, as indicated by three or more of the
following:

1. Repeated criminal acts. 5. Recklessness.
2. Deceitfulness. 6. Irresponsibility.
3. Impulsivity. 7. Lacks remorse.
4. Irritability and aggressiveness.

B. Current age at least 18.

C. Conduct disorder before age 15, as indicated by clinically significant
impairment in social, academic, or occupational functioning resulting
from three or more of the following:

1. Bullied. 9. Destroyed property.
2. Fought. 10. Break and enter.
3. Used weapons. 11. Lied.
4. Cruel to people. 12. Stole.
5. Cruel to animals. 13. Stayed out late (before 
6. Robbed. age 13).
7. Forced sex on others. 14. Ran away from home.
8. Set fires. 15. Truant.

D. Occurrence of antisocial behavior not exclusively during the course of
Schizophrenia or manic episodes.

Source: Adapted from American Psychiatric Association (1994). Diagnos-
tic and Statistical Manual of Mental Disorders (4th ed.). Washington, DC:
Author.



The Nature of Psychopathy 89

important consequence of the focus on delinquent and crimi-
nal behavior in diagnostic criteria sets for antisocial or socio-
pathic personality disorder is that they lack specificity (i.e.,
misconduct can be a manifestation of other forms of disorders
as well), and this can lead to overdiagnosis in forensic settings
and underdiagnosis in other settings. (This point is discussed
explicitly in the DSM-IV; see American Psychiatric Associa-
tion, 1994, p. 647; see also Hare, 1983, 1985; Hare et al., 1991;
Widiger & Corbitt, 1995.)

Assessment Issues

The nature of assessment procedures should reflect the
decision-making purpose for which the assessments will be
used and the nature of the disorder being assessed. Such
“goodness-of-fit” has been referred to as method-function
match and method-mode match, respectively (Haynes,
Richard, & Kubany, 1995).

Clinical or expert ratings of psychopathy have a better
goodness-of-fit than other assessment methods when used in
forensic decision making, as they permit the integration of
diverse sources of information. The use of self-report meth-
ods (e.g., questionnaires, structured diagnostic interviews) or
projective methods to assess psychopathy is potentially prob-
lematic, unless findings are subsequently confirmed through
a review of information from other sources, such as collateral
informants and official records.

Method-Function Match

Assessment procedures for psychopathy should take into
account the special needs and requirements of forensic deci-
sion making. These have been discussed at length by others,
both generally (e.g., Committee on Ethical Guidelines for
Forensic Psychologists, 1991; Heilbrun, 1992; Melton,
Petrila, Poythress, & Slobogin, 1997) and with respect to the
assessment of personality disorders (e.g., Hart, 2001). One
important legal issue is that assessment procedures should
not rely unduly on uncorroborated statements made by the
person being evaluated.

Three practical issues should also be kept in mind. First,
assessment procedures should require minimal levels of co-
operation. Contextual pressures encourage response distor-
tion, particularly minimization and denial of psychopathic
symptomatology. Acute and chronic mental disorders are
common in forensic settings and it is not always possible to
obtain informed consent from the individuals being assessed.

Of course, in cases where informed consent cannot be
obtained from individuals to be assessed because they lack
the mental capacity, clinicians may be legally and/or ethically

required to obtain informed consent from substitute decision
makers. In other cases, individuals who have the mental ca-
pacity to consent may refuse for a variety of reasons to par-
ticipate in the clinical assessments. Individuals who refuse to
participate in the assessments but who will nonetheless be as-
sessed from collateral information should be told of this so
that they can be informed of the assessment procedures be-
fore they refuse to participate. Informed consent requires that
potential participants be informed of the nature and purpose
of the assessment, the risks and benefits associated with par-
ticipating and not participating in the assessment, the alterna-
tives available to them, and who has access to the assessment
findings (Ogloff, 1995).

Although clinicians typically should obtain informed con-
sent from the persons being assessed, informed consent is not
always legally required (e.g., in some court-ordered assess-
ments or reviews of correctional files; see Ogloff, 1995;
Schuller & Ogloff, 2001, pp. 19–20). Second, assessment
procedures for psychopathy should require minimal levels of
insight. Almost by definition, people suffering from personal-
ity disorders do not have sufficient insight into the impact of
their behavior on others. This is particularly true for psycho-
pathic individuals, whose symptoms may include affective
deficits, including a severe lack of empathy. Third, assess-
ment procedures for psychopathy should require minimal
literacy skills. Forensic populations are characterized by low
levels of educational achievement and a high prevalence of
deficits in intellectual and neuropsychological functioning
(e.g., Wilson & Herrnstein, 1985). Assessment procedures
that rely on reading ability or require sustained attention are
problematic for this reason.

Method-Mode Match

There are at least four important features of psychopathy that
should be taken into account when assessing the disorder
(Hart et al., 1995). First, psychopathy is associated with
symptoms that fall into three distinct domains: interpersonal,
affective, and behavioral (Cooke & Michie, 2001; Hare,
1991). A corollary of this is that assessment procedures sam-
ple systematically and comprehensively from these symptom
domains, ideally providing separate measures of each. Sec-
ond, psychopathy as a personality disorder is assumed to be
reasonably stable throughout adulthood. One corollary of
this assumption is that assessment procedures for psychopa-
thy should have moderate to high temporal stability (i.e.,
test-retest reliability), even over lengthy periods of time.
Another corollary is that assessment procedures for psy-
chopathy should not be sensitive to the affective state of
persons being evaluated (i.e., their mood at the time of
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assessment). Third, an important symptom of psychopathy is
deceitfulness. A corollary of this is that assessment proce-
dures for psychopathy should evaluate the extent to which a
person characteristically lies and manipulates. Another is that
procedures should attempt to minimize the extent to which
deceitfulness interferes with the assessment of other psycho-
pathic symptomatology. Fourth, psychopathy is associated
with delinquency and criminality. There is, however, lack
of consensus regarding the nature of this association. Accord-
ing to some, delinquency and criminality are a primary
symptom of psychopathy; to others, they are an important
secondary symptom or associated feature—perhaps even a
consequence—of the disorder. Regardless, a corollary is that
assessment procedures should be useful for making distinc-
tions among offenders or patients in forensic settings; another
is that assessment procedures should be related systemati-
cally to, but be distinct from, measures of criminality and
delinquency.

REVIEW OF ASSESSMENT PROCEDURES

In this section, we review some commonly used procedures
for the clinical-forensic assessment of psychopathy in adults.
The procedures we discuss fall into three general categories:
structured diagnostic interviews, self-report questionnaires
and inventories, and expert rating scales. A comprehensive re-
view of these procedures is beyond the scope of this chapter.
These and other assessment methods are elaborated in detail
in Volume 10 (Assessment Psychology) of this Handbook.
The goal in the present discussion is to highlight their impor-
tant strengths and weaknesses in light of the assessment
issues discussed previously.

Structured Diagnostic Interviews

These procedures use interview schedules to gather informa-
tion from the person being evaluated to make a diagnosis
according to fixed and explicit criteria (e.g., Rogers, 1995).
Commonly used structured diagnostic interviews for the as-
sessment of psychopathy include the Structured Clinical
Interview for DSM-IV, Axis II (SCID-II; First et al., 1995)
and the International Personality Disorder Examination
(IPDE; Loranger et al., 1994).

Structured Clinical Interview for DSM-IV

As its name implies, this interview was intended to assist in
the diagnosis of DSM-IV personality disorders, including
antisocial personality disorder. The SCID-II is intended to be

administered by trained and experienced clinicians. The in-
terview schedule contains a series of questions designed to
tap each symptom of the various personality disorders. The
questions are phrased so that they encourage respondents to
acknowledge relatively minor adjustment problems; accord-
ingly, clinicians ask the standard questions and, if the person
admits to problems, they are free to probe or ask follow-up
questions to confirm the presence and severity of symptoms.
Consistent with this approach, evaluators can administer a
self-report questionnaire to the person before the interview
and then probe only those areas in which the person admits
problems. Clinicians are expected to be familiar with the per-
son’s psychiatric history in advance, which assists in the dif-
ferential diagnosis of DSM-IV Axis I and II disorders. It is
possible, although not a requirement, to incorporate collateral
information in a SCID-II assessment.

The SCID-II does not yield scores per se. Severity ratings
for individual symptoms are used to diagnose the presence or
absence of each personality disorder and can also be used to
create symptom counts for each disorder. Including time
spent taking a psychosocial history, overviewing mental dis-
order, and administering the self-report screening question-
naire, a SCID-II assessment requires approximately two to
three hours to complete.

International Personality Disorder Examination

The IPDE was designed to permit the diagnosis of both
DSM-IV and ICD-10 personality disorders, including DSM-IV
antisocial and ICD-10 dissocial personality disorder. The
IPDE is intended to be administered by trained and experi-
enced clinicians. The interview schedule contains a series of
general questions, organized thematically, that are designed to
tap symptoms of the various personality disorders. Clinicians
ask the standard questions and must follow up with a series of
probes to confirm the presence and severity of symptoms.
Each question is posed to every respondent. Prior to the inter-
view proper, clinicians obtain an overview of the respondent’s
psychosocial history. The format of the IPDE encourages clin-
icians to incorporate collateral information in their symptom
ratings. The IPDE severity ratings for individual symptoms
can be used to diagnose the presence or absence of each per-
sonality disorder and to create symptom counts and dimen-
sional ratings for each disorder.

Commentary

With respect to the assessment issues discussed previously, it
is obvious that structured diagnostic interviews rely heavily
on statements made by the respondent. This is particularly
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true for SCID-II assessments that use the self-report ques-
tionnaire as a screen. It is possible, though, to corroborate the
respondent’s statements by incorporating a review of collat-
eral information in the assessment.

Structured diagnostic interviews require cooperation by
the respondent. Most respondents who consent to undergo as-
sessments are willing and able to answer questions about
their psychosocial history. It is impossible to complete such
interviews when the person refuses consent. Administration
of a structured diagnostic interview requires relatively little
insight on the part of the respondent. The ability of inter-
viewers to ask extensive probe or follow-up questions to de-
termine the severity of symptoms minimizes the chances that
clinicians will overidentify individuals who satisfy the crite-
ria. A greater concern is the possibility of failing to correctly
identify individuals who satisfy the criteria due to simple de-
nial of symptomatology, especially when the SCID-II self-
report questionnaire is used as a screen. Review of collateral
information can help to avoid this problem. Administration of
a structured diagnostic interview does not require much in the
way of literacy or intellectual ability on the part of the re-
spondent (except for the self-report questionnaire of the
SCID-II). A strength of the interviews is that administration
can be spread across several sessions in cases where the
respondent’s attention or concentration is impaired without
affecting the validity of the assessment results.

The content of structured diagnostic interviews is limited
in the same way as the diagnostic criteria sets they are trying to
evaluate. As measures of the DSM-IV antisocial personality
disorder criteria and ICD-10 dissocial personality disorder, for
example, the SCID-II and IPDE fail to comprehensively as-
sess many of the characteristics of psychopathy that clinicians
and laypersons find central to the disorder (e.g., Davies &
Feldman, 1981; Hare et al., 1991; Rogers, Dion, & Lynett,
1992; Rogers, Duncan, Lynett, & Sewell, 1994; Tennent,
Tennent, Prins, & Bedford, 1990; Widiger & Corbitt, 1993).
In particular, as measures of DSM-IV criteria, the SCID-II and
IPDE underemphasize interpersonal characteristics such as
manipulativeness and egocentricity and affective characteris-
tics such as callousness and lack of empathy. As a measure of
ICD-10 criteria, the IPDE neglects characteristics of self-
absorption, grandiosity, and smooth interpersonal style that is
characterized by deceit, manipulation, and pathological lying.
Neither the SCID-II nor the IPDE yields separate scores or in-
dices for the individual symptom clusters, although both yield
some kind of dimensional score related to global psycho-
pathic symptomatology.

An important strength of diagnoses made using the SCID-II
and IPDE is that they have adequate reliability, including test-
retest reliability, and there is no indication that they are unduly

influenced by mood at the time of assessment (e.g., First et al.,
1995; Loranger et al., 1994). The SCID-II/ DSM-IV criteria in-
clude an item related to deceitfulness, but the IPDE/ICD-10
criteria do not. SCID-II and IPDE assessments may be suscep-
tible to response distortions on the part of the person being
evaluated, especially when the self-report questionnaire is
used as a preinterview screen in the case of the SCID-II. This
susceptibility can be minimized, however, through the system-
atic integration of collateral information in the assessment
process.

Finally, there is relatively little information concerning
the association between criminality and SCID-II/DSM-IV or
IPDE/ICD-10 diagnoses. As noted previously, the DSM-IV
criteria for antisocial personality disorder have been criticized
for their lack of specificity in forensic settings. Epidemiologi-
cal research in correctional and forensic psychiatric facilities
using criteria on which the DSM-IV criteria were based indi-
cates that a very high proportion of offenders and patients,
typically between 50% and 80%, fulfill the criteria for antiso-
cial personality disorder (e.g., Hare, 1983; Robins, Tipp, &
Przybeck, 1991). Consequently, it is not possible to differen-
tiate meaningfully among offenders or patients with respect
to psychopathy in forensic settings using the SCID-II or
IPDE. There is no systematic evidence that either diagnosis
has prognostic significance with respect to future criminality
or violence.

Self-Report Questionnaires and Inventories

These procedures require the person being evaluated to re-
spond to a series of specific questions using a fixed response
format. Usually, they are administered in written form, al-
though it is possible in many cases to administer them orally or
by means of audiocassettes. Commonly used questionnaires
and inventories for the assessment of psychopathy include the
second edition of the Minnesota Multiphasic Personality In-
ventory (MMPI-2; Butcher, Dahlstrom, Graham, Tellgen, &
Kaemmer, 1989), the third edition of the Millon Clinical Mul-
tiaxial Inventory (MCMI-III; Millon, Davis, & Millon, 1997),
and the Personality Assessment Inventory (PAI; Morey,
1991). Several promising questionnaires specifically de-
signed to assess psychopathy have been developed (e.g.,
Blackburn & Fawcett, 1999; Gustaffson & Ritzer, 1995; Hare,
1985; Levenson, Kiehl, & Fitzpatrick, 1995; Lilienfeld & An-
drews, 1996), but they are not reviewed here because they are
not extensively used in clinical-forensic contexts. Some evi-
dence suggests that, among forensic samples, self-report mea-
sures of psychopathy are not related to measures of physical
violence (e.g., Edens, Poythress, & Lilienfeld, 1999) and
crime severity (e.g., Rogers, Gillis, & Dickens, 1989).
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Minnesota Multiphasic Personality Inventory

The MMPI-2 is a multiscale self-report inventory intended to
be a broad-band measure of personality and psychopathology.
All 567 items on the MMPI-2 are declarative statements
phrased in the first person singular. Respondents are asked to
indicate whether the statements are true or false, or mostly true
or false, as applied to them. The MMPI-2 takes approximately
1 to 1.5 hours to complete (see Pope, Butcher, & Seelen, 1993,
p. 14), and according to the MMPI-2 manual, requires “an
eighth grade reading level to comprehend the content of all
the MMPI-2 items and to respond to them appropriately”
(Butcher et al., 1989, p. 14; see also p. 1). The MMPI-2 has
been translated into a variety of languages, and norms
are available for large, representative samples of community
residents.

Two clinical scales from the MMPI-2—the Psychopathic
Deviate (Pd) scale and the Hypomania (Ma) scale—have
been used singly and in combination to assess characteristics
of psychopathy. The MMPI-2 has a number of validity scales,
in addition to the clinical scales, that are relevant for con-
ducting clinical-forensic assessments. Scores on the Variable
Response Inconsistency Scale (VRIN) and True Response
Inconsistency Scale (TRIN) validity scales, for example, be-
come elevated when many pairs of items similar in content
are answered inconsistently. The L, F, and K validity scales
are also useful for assessing protocol credibility and response
bias in forensic contexts (Pope et al., 1993). Items were se-
lected for most MMPI-2 clinical scales by statistically con-
trasting for each item the response rate from a clinical group
of interest with the response rate from a comparison group or
groups (Hathaway & McKinley, 1940). The clinical group
that was used to construct the original MMPI Pd scale was
composed of adolescents, most of whom were females with a
long history of minor delinquency, diagnosed as “psycho-
pathic personality, asocial and amoral type.” McKinley and
Hathaway (1944) acknowledge that “no major criminal
types” (p. 167) were involved in the construction of the
MMPI Pd scale. It should be recognized that, in addition to
characteristics of clinical interest, this empirical approach to
scale construction selects items that reflect sample character-
istics such as socioeconomic background and education
(Wiggins, 1973).

Millon Clinical Multiaxial Inventory

The MCMI-III is a multiscale self-report inventory intended
“to provide information to clinicians . . . who must make as-
sessments and treatment decisions about individuals with
emotional and interpersonal difficulties” (Millon et al., 1997,

p. 5). It was constructed using a combination of rational/
theoretical and empirical approaches. The MCMI-III con-
tains 175 items, all declarative statements phrased in the first
person singular. Respondents are asked to rate the degree to
which they agree with the statements using a true/false
response format. Administration of the MCMI-III takes ap-
proximately 30 minutes, and self-administration requires at
least an eighth-grade reading ability.

The items form a number of overlapping scales and in-
dices. Four scales are used to assess response styles that may
potentially invalidate MCMI-III profiles: the Validity Index
(Scale V), which measures “bizarre or highly improbable”
(p. 118) responses; the Disclosure Index (Scale X), which
measures the tendency to provide self-revealing or secretive
responses; the Desirability Index (Scale Y), which measures
the tendency to provide overly favorable responses; and the
Debasement Index (Scale Z), which measures the tendency to
overreport personal difficulties. Scales 6A and 6B were de-
signed to assess, respectively, antisocial personality disorder
and sadistic (or aggressive) personality disorder. Norms for
the MCMI-III were derived from a large sample of people as-
sessed or treated in a wide range of inpatient and outpatient
mental health settings. Norms for community residents are
not available.

Personality Assessment Inventory

The PAI is a multiscale self-report inventory intended to mea-
sure “critical clinical variables” (Morey, 1991, p. 1). It com-
prises 344 items, all declarative statements phrased in the first
person singular. Respondents are asked to rate the degree to
which the statements are true of them on a 4-point scale (1 �

very true, 2 � mainly true, 3 � slightly true, 4 � false).
Administration of the PAI takes approximately one hour.
Self-administration requires approximately grade 4 reading
ability; a Spanish translation is available. The items form a
number of nonoverlapping scales, including 4 to assess
response bias, 11 to assess clinical syndromes, 5 to assess
treatment-related characteristics, and 2 to assess interper-
sonal style. Norms for the PAI were based on a large, repre-
sentative sample of community residents and supplemented
with norms from clinical settings.

One scale, Antisocial Features (ANT), was designed to
assess “personality and behavioral features relevant to the
constructs of antisocial personality and psychopathy”
(Morey, 1991, p. 18). Three subscales measure distinct facets
of psychopathic symptomatology. Antisocial Behaviors
(ANT-A) taps a history of conduct problems and criminality.
Egocentricity (ANT-E) measures self-centered, callous, and
remorseless behavior, or “the pathological egocentricity
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and narcissism often thought to lie at the core of this disor-
der” (p. 72). Stimulus Seeking (ANT-S) reflects “a tendency
to seek thrills and excitement and low boredom tolerance”
(p. 72).

Commentary

Self-reports, by definition, rely only on statements made by
the respondent. There is no opportunity to use collateral in-
formation to corroborate the respondent’s statements when
scoring self-reports.

Self-reports require considerable cooperation. Respon-
dents who consent must be willing and able to answer a large
number of specific questions, some of which may strike
them as odd or irrelevant to the assessment. Administration
of self-reports requires some, albeit limited, insight on the
part of the respondent. This is particularly true for self-report
tests that include items that tap interpersonal and affective
symptoms, which are less concrete and specific than items
that tap behavioral symptoms. Administration (especially
self-administration) of self-report measures requires substan-
tially intact literacy or intellectual ability on the part of the
respondent. Self-report measures vary according to recom-
mended minimum level of reading ability (e.g., fourth grade
for the PAI, eighth grade for the MMPI-2) and to the degree
of sustained attention (e.g., 175 items on the MCMI-III, 567
items on the MMPI-2) necessary to complete them.

The content of self-reports typically is restricted, focus-
ing primarily on behavioral features of psychopathy. The
exception is the PAI ANT scale, which contains multiple
subscales to assess various symptom domains. Some self-
reports, in particular, the MMPI-2 Pd scale, contain items
whose content seems either irrelevant to or negatively asso-
ciated with psychopathy. Self-report scales have temporal
stability that ranges from adequate to impressive. From data
presented in the test manuals, however, it appears that
scores on psychopathy-related scales often are moderately or
moderately-to-highly correlated with scales of negative af-
fect on the same inventory. This raises the possibility that ob-
served temporal unreliability on the psychopathy scales is the
result of contamination by mood state at the time of assessment
rather than true fluctuations in psychopathic symptomatology.

Most self-reports contain questions related to deceitful-
ness, although they may be quite simplistic in nature (e.g., “As
a teenager, did you lie a lot?”). Many self-reports, including
all those reviewed here, contain scales or indices to evaluate
response distortion. Such scales evaluate only the most com-
mon forms of response distortion, such as malingering of gen-
eral psychopathology or unduly positive self-presentation;
they do not evaluate more specific or sophisticated distortion,

such as malingering of specific mental disorder or minimiza-
tion of responsibility for antisocial behavior. Furthermore,
self-reports may be unable to control for the impact of
response distortion on the assessment of psychopathy. As a
consequence, evaluators may be able to determine that
respondents were engaging in response distortion, but are
unable to use this information to assist in their assessment of
psychopathy.

The MMPI-2, MCMI-III, and PAI were not designed for
use in forensic settings, but correctional norms of some type
either exist or are in development for all three inventories.
There is not a large and systematic literature involving self-
report measures that has consistently found associations with
antisocial, criminal, and violent behaviors among offenders
or patients in forensic settings. Despite this, some research
concerning the validity of self-report measures has accumu-
lated in forensic samples (e.g., Bayer, Bonta, & Motiuk,
1985; Hart, Forth, & Hare, 1991; Salekin, Rogers, & Sewell,
1997). For example, Edens and colleagues (Edens, Hart, John-
son, Johnson, & Olver, 2000) examined the correlation
between ANT total scores on the PAI and total scores on the
PCL-R and the PCL-SV in two different forensic samples.
Even though the correlations were among the highest found
in a clinical setting between a self-report measure of psy-
chopathy and the PCL (i.e., r � .54 with the PCL-SV; r � .40
with the PCL-R), diagnostic agreement was only low to
moderate. Similarly, Hart and colleagues (1991) examined
the correlation between total scores on Scale 6A of the
MCMI-II (Millon, 1987) and total scores on the PCL-R in a
large sample of offenders. Again, even though the correlation
was high (r � .45), diagnostic agreement between the mea-
sures was low (κ � .25).

Expert Rating Scales

These procedures are multi-item rating scales. Trained ob-
servers rate the severity of symptoms based on all available
clinical data (e.g., interview with the respondent, review of
case history information, interviews with collateral infor-
mants). The PCL and PCL-R fall into this category, as does
the Screening Version of the PCL-R (PCL-SV; Hart et al.,
1995).

Revised Psychopathy Checklist

The original PCL (Hare, 1980) was a 22-item rating scale,
later revised and shortened to 20 items (PCL-R; Hare, 1991).
The PCL-R was designed for use in adult male forensic pop-
ulations, with some items being scored entirely or primarily
on the basis of criminal records. Items are scored on a 3-point
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scale (0 � item doesn’t apply; 1 � item applies somewhat;
2 � item definitely applies). Table 6.3 lists the PCL-R items,
which are defined in detail in the test manual. Total scores can
range from 0 to 40; scores of 30 or higher are considered di-
agnostic of psychopathy. Earlier analyses identified two fac-
tors underlying the PCL-R items, one reflecting interpersonal
and affective features, and the other reflecting impulsive and
antisocial behavior (Hare et al., 1990). More recent research
using confirmatory factor analysis has identified distinct in-
terpersonal, affective, and behavioral factors whose mea-
surement is uncontaminated by items reflecting antisocial
behavior (Cooke & Michie, 2001). There are now hundreds
of published articles reporting research using the PCL-R,
ranging from basic research on etiology to applied research
examining the use of the test in violence risk assessment (for
a summary, see Cooke et al., 1998). Psychometric analyses
based on classical test theory and item response theory indi-
cate that the PCL-R has excellent psychometric properties
(Cooke & Michie, 1997; Hare et al., 1990).

Normative data presented in the PCL-R manual (Hare,
1991) comprise ratings from seven samples of offenders
(N � 1,192) and four samples of forensic patients (N � 440),
all adult men (age 16 or older) from institutions in Canada,
the United States, and the United Kingdom. Translations of
the PCL-R into more than a dozen languages are completed or

in progress, and research supports its cross-cultural validity
(Cooke & Michie, 1999; Hare, Clarke, Grann, & Thornton,
2000). Conducting a psychosocial history interview and re-
viewing case history information to facilitate scoring of the
PCL-R typically requires at least 90 to 120 minutes; however,
if the PCL-R is added to a standard assessment battery, which
typically includes an interview and review of case history,
completion may require 10 or 15 minutes. Although it is stan-
dard clinical practice to complete the PCL-R from both inter-
view and collateral file information, it is possible to complete
without an interview if extensive collateral information of
high quality is available (see Hare, 1991, p. 6). File-only
ratings are sometimes conducted if the person refuses or is
unable to consent and if all appropriate ethical and legal
requirements have been satisfied. When individuals refuse to
be interviewed for court-mandated assessments but nonethe-
less are assessed exclusively from collateral file information,
they should be told of this in advance of the assessments.
This procedure allows individuals to be fully informed when
they refuse to participate in clinical interviews.

Psychopathy Checklist-Screening Version

The PCL-SV is a 12-item scale derived from the PCL-R. It was
designed for use in adult populations, regardless of gender,
psychiatric status, or criminal history. Table 6.4 lists the PCL-
SV items, which are defined in detail in the test manual. Scor-
ing of the PCL-SV requires less information, and less detailed
information, than does the PCL-R; further, the PCL-SV can be
scored even when the person does not have a criminal record
or when the complete record is not available. Items are scored
on the same 3-point scale used for the PCL-R. Total scores can
range from 0 to 24; scores of 12 or higher indicate “possible
psychopathy,” and scores of 18 or higher indicate “definite
psychopathy.” Psychometric analyses indicate that the PCL-
SV has excellent structural properties and is strongly related to
the PCL-R (Cooke, Michie, Hart, & Hare, 1999; Hart et al.,
1995). Also, the PCL-SV has a factor structure strongly paral-
lel to that of the PCL-R (Cooke & Michie, 2001).

Normative data presented in the PCL-SV manual com-
prise ratings from numerous samples of male and female

TABLE 6.3 Items and Factors in the Hare Psychopathy 
Checklist-Revised

Factor Solutions

Item Description Twoa Threeb

1. Glibness/superficial charm. 1 Interpersonal.
2. Grandiose sense of self worth. 1 Interpersonal.
3. Need for stimulation/proneness to 2 Behavioral.

boredom.
4. Pathological lying. 1 Interpersonal.
5. Conning/manipulative. 1 Interpersonal.
6. Lack of remorse or guilt. 1 Affective.
7. Shallow affect. 1 Affective.
8. Callous/lack of empathy. 1 Affective.
9. Parasitic lifestyle. 2 Behavioral.

10. Poor behavioral controls. 2 —
11. Promiscuous sexual behavior. — —
12. Early behavioral problems. 2 —
13. Lack of realistic, long-term goals. 2 Behavioral.
14. Impulsivity. 2 Behavioral.
15. Irresponsibility. 2 Behavioral.
16. Failure to accept responsibility for 1 Affective.

own actions.
17. Many short-term marital relationships. — —
18. Juvenile delinquency. 2 —
19. Revocation of conditional release. 2 —
20. Criminal versatility. — —

Note: — � item does not load on any factor.
aSee Hare et al. (1990).
bSee Cooke & Michie (2001).
Source: Adapted from Hare (1991).

TABLE 6.4 PCL-SV Criteria for Psychopathy

Part 1 Part 2

1. Superficial. 7. Impulsive.
2. Grandiose. 8. Poor behavioral controls.
3. Deceitful. 9. Lacks goals.
4. Lacks remorse. 10. Irresponsible.
5. Lacks empathy. 11. Adolescent antisocial behavior.
6. Doesn’t accept responsibility. 12. Adult antisocial behavior.

Source: Adapted from Hart et al. (1995).
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offenders, forensic psychiatric patients, civil psychiatric pa-
tients, and university students. Translations of the PCL-SV
into several languages are completed or in progress. Con-
ducting a psychosocial history interview and reviewing case
history information to facilitate scoring of the PCL-SV typi-
cally takes at least 60 to 90 minutes; however, if it is added to
a standard assessment battery, which typically includes an
interview and review of case history, completion may require
5 or 10 minutes. As with the PCL-R, it is possible to complete
the PCL-SV without an interview, provided that all ethical
and legal requirements have been satisfied.

Commentary

Expert rating scales do not rely heavily on uncorroborated
statements made by the respondent. Indeed, under some con-
ditions, it is possible to score the PCL-R and PCL-SV with-
out conducting an interview.

Expert rating scales require relatively little cooperation.
Most respondents who consent to undergo assessment are
willing and able to answer questions about their psychosocial
history. Administration of expert rating scales requires rela-
tively little insight on the part of the respondent. Heavy re-
liance on collateral information and the ability of interviewers
to ask extensive probe or follow-up questions to determine
the severity of symptoms minimize the chances that clinicians
will over- or underidentify individuals who satisfy the crite-
ria. Administration of expert rating scales does not require
much in the way of literacy or intellectual ability on the part
of the respondent. A strength of the interviews is that, in cases
where the respondent’s attention or concentration is impaired,
administration can be spread across several sessions without
affecting the validity of the assessment results.

Expert rating scales have good coverage of all symptom
domains of psychopathy. They can be used to obtain separate
scores or indices for symptom clusters, as well as dimen-
sional and categorical scores related to global psychopathic
symptomatology. Expert rating scales have reliability that is
adequate or better, including test-retest reliability, and there
has been no indication that they are unduly influenced by
mood at the time of assessment (e.g., Cooke & Michie, 1997;
Cooke et al., 1999; Hare, 1991; Hare et al., 1990; Hart et al.,
1995). The PCL-R and PCL-SV contain items directly related
to deceitfulness. Their susceptibility to response distortion is
minimal as a result of the systematic integration of collateral
information in the assessment process. Finally, there is good
information concerning the association between criminality
and expert ratings scales. The PCL-R and PCL-SV can be
used to make meaningful distinctions among people, even in
samples of serious and persistent offenders. In samples in
which the prevalence of antisocial personality disorder

according to DSM-III or DSM-III-R criteria is between 50%
and 80%, the prevalence of psychopathy according to PCL-R
criteria is approximately 20% to 25% (Hare, 1991). Also,
there is a large body of research indicating that psychopathy
is a robust risk factor for criminality and violence (Hart,
1998; Hart & Hare, 1997; Hemphill, Hare, & Wong, 1998;
Salekin, Rogers, & Sewell, 1996).

IMPORTANT ISSUES

Psychopathy as a Legal Concept

The term psychopathy has been used throughout this chapter
to refer to a psychological, not a legal, concept (Lyon &
Ogloff, 2000; Ogloff & Lyon, 1998). This distinction is im-
portant because, although the term psychopathy may be used
in a variety of legal statutes (e.g., in “sexual psychopath” leg-
islation), these statutes often define and use the term in a
manner that bears little relationship to the concept discussed
here. Simply diagnosing someone as a “psychopath” does not
necessarily mean that the person will satisfy the legal criteria
for psychopathy or that the diagnosis will be relevant for the
purposes of the assessment (Hart, 2001). It is therefore im-
portant that clinicians first identify the purpose of the assess-
ment; that they be familiar with the relevant law, legal issues,
and legal standards for the task at hand; and that they deter-
mine whether—and if so, how—an assessment of psychopa-
thy is relevant to the legal issue or issues. Ogloff and Lyon
have stated: “In many cases the precise ‘label’ given to a de-
fendant is irrelevant because it is the person’s behavior and
cognitive processes and their implications for the specific
legal issues in question that is critical for the law” (p. 411).
Put another way, diagnoses of psychopathy typically are not
relevant to the law, but a consideration of the cognitive and
behavioral processes of psychopaths that bear on the legal
issues are.

Psychopathy in Childhood and Adolescence

For most people, the major features of personality, normal or
abnormal, are evident in childhood or adolescence. This is as
true for traits related to psychopathy as it is for those related to
other personality disorders. Indeed, there has been some re-
search on psychopathy-related traits in childhood and adoles-
cence (e.g., Barry et al., 2000; Forth, Hart, & Hare, 1990;
Lynam, 1997), sometimes using measures derived from or
inspired by the PCL. It is important to recognize that there is
no clear consensus among developmental psychopathologists
that personality disorder in general, or psychopathy in partic-
ular, exists in childhood or adolescence (see Edens, Skeem,
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Cruise, & Cauffman, 2001; Vincent & Hart, in press). First, it
has been argued that one’s “true” personality does not crystal-
lize or stabilize for some years after the maturational changes
(both biological and social) that follow puberty. Second, even
if personality disorder does exist in childhood or adolescence,
it will not be manifested as it is in adulthood. For example, it is
not until late adolescence or early adulthood that people enter
into important social roles and obligations, such as employ-
ment, marital relationships, and parenthood, and have the
opportunity to succeed or fail in them. Similarly, how would
one assess a symptom such as “glibness and superficial
charm” among children? Third, it is difficult to determine the
extent to which a personality feature is traitlike—that is, stable
across time and contexts—in people who are still young.

Research to date has confirmed that it is possible to assess
psychopathy-related traits in childhood and adolescence with
adequate interrater reliability, and that the associations
among these traits may have important parallels to those
observed in adults; the psychopathy-related traits are also as-
sociated with antisocial behavior in ways parallel to that
found in adults (for a review, see Forth & Burke, 1998). So,
there are reasonable grounds to suspect that we can assess
something in childhood or adolescence that looks, at least su-
perficially, similar to psychopathy in adulthood. We cannot,
however, confirm this suspicion absent a clear demonstration
from longitudinal research that the traits persist into adult-
hood. It may be that psychopathy-related traits disappear by
adulthood as a result of maturation or other factors, and it is
also possible that these traits emerge in early adulthood for
some individuals. There is simply no good evidence that we
are able to identify “psychopathic children” or “fledgling
psychopaths” (see Lynam, 1996).

It is critical to continue research in this area. If it turns out
that we are able to identify children or adolescents on a devel-
opmental trajectory toward adult psychopathy, then perhaps it
will be possible to develop early intervention programs that
prevent or reduce symptomology (e.g., Frick & Ellis, 1999;
Gresham, Lane, & Lambros, 2000). Investigators should keep
in mind, however, potential ethical problems (e.g., Edens et
al., 2001; Ogloff & Lyon, 1998). The procedures for assessing
psychopathy among children have received little validation
among independent investigators.

Psychopathy and Violence Risk

The association between psychopathy and criminal behavior,
as well as the appropriate use of psychopathy in violence
risk assessments, has been discussed at length elsewhere
(Hart, 1998; Hart & Hare, 1997; Hemphill, Hare, & Wong,
1998; Salekin et al., 1996). Here, we remind readers that

psychopathy may be sufficient in some cases to conclude that
an individual is at high risk for future violence, but it is never a
necessary factor. That is, there are many ways that someone
can be at high risk for violence that are unrelated to psychopa-
thy (Hart, 1998). This is especially true when examining risk
for specific forms of violence, such as spousal assault, stalking,
and sexual violence, where violence may be related more to
disturbances of normal attachment processes rather than the
pathological lack of attachment associated with psychopathy.

It is also important to note that there is no good scientific
evidence (contrary to some claims; e.g., Harris, Rice, &
Quinsey, 1993) that diagnoses or traits of psychopathy,
including scores on the PCL-R, can be used either on their own
or in combination with other variables to estimate the absolute
likelihood of future violence for a given individual with any
reasonable degree of scientific or professional certainty.This is
particularly important given the practice of some professionals
to use diagnoses of psychopathy or antisocial personality dis-
order to support the conclusion that an individual is “more
likely than not” (i.e., more than 50% likely) to commit acts of
future violence or sexual violence. In some jurisdictions, such
a conclusion can be used to justify indeterminate civil commit-
ment as a sexual predator (e.g., Janus, 2000) or even capital
punishment (Cunningham & Reidy, 1998, 1999). Such a prac-
tice is simply unfounded and unethical at the present time.

Precision of Measurement

All diagnoses and test scores are imprecise, that is, associated
with measurement error. For example, with respect to the
PCL-R, the standard error of measurement (SEM) is a statis-
tical index of the extent to which raters would be expected to
disagree concerning a particular individual’s score. The SEM
on the PCL-R is approximately 3.25 points (see Hare, 1991,
p. 36). This means that when two reasonably competent
raters conduct independent assessments of the same people at
around the same time, we expect that in approximately 68%
of cases their scores will be within 3 points of each other (i.e.,
1 SEM), and in approximately 95% of cases their scores will
be within 6 points (i.e., 1.96 SEM). Factors such as the lack
of an interview, inadequate collateral information, and even
poor training of evaluators may increase measurement error.

The important point here is that psychologists should
qualify their conclusions in light of measurement error. For
example, the cutoff for diagnosing psychopathy on the PCL-R
is 30 and higher (Hare, 1991, p. 17). When an individual’s
total score on the PCL-R is, say, 31 or 28, then the evaluator
should be careful in any report to admit that there is some
possibility that other competent evaluators might disagree
about the individual’s diagnosis (Salekin et al., 1996).
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Because of the uncertainty associated with categorical diag-
noses, evaluators should consider interpreting PCL-R scores
dimensionally, that is, by characterizing the individual’s trait
strength relative to some comparison group.

Association among Assessment Procedures

Even though we have emphasized throughout this chapter the
conceptual differences among criteria sets for assessing psy-
chopathy, readers should keep in mind that the empirical as-
sociations between them are nonetheless quite strong. The
correlations between PCL-R Total scores and antisocial per-
sonality disorder diagnoses or symptom counts typically are
large in magnitude (approximately r � .55 to .65), and diag-
nostic agreement between the procedures typically is fair to
good, even in forensic settings (e.g., Hare, 1980, 1985;
Widiger et al., 1996). However, the disorders have different
prevalence rates. According to DSM criteria, anywhere be-
tween 50% and 80% of offenders and forensic patients are
diagnosed with antisocial personality disorder, whereas only
approximately 15% to 30% of the same people meet the
PCL-R criteria for psychopathy (Cunningham & Reidy, 1998;
Hare, 1983, 1985; Hare et al., 1990; Robins et al., 1991). An-
other important finding is that the link between psychopathy
and antisocial personality disorder is asymmetric. Most peo-
ple (approximately 90%) diagnosed as psychopaths by PCL
criteria meet the criteria for antisocial personality disorder,
whereas a minority (approximately 30%) of those with anti-
social personality disorder meet PCL criteria for psychopathy
(e.g., Hart & Hare, 1989).

Several studies have found low to moderate correlations
(typically between r � .30 and r � .45) between PCL diag-
noses and popular self-report measures of psychopathy (e.g.,
Cooney, Kadden, & Litt, 1990; Hare, 1985, 1991; Hart et al.,
1991). These results are not simply the result of method vari-
ance, as the correlations among self-reports are as low as the
correlations between self-reports and clinical diagnoses. Fur-
ther, self-report scales of psychopathy tend to be biased in
their assessment of psychopathy, correlating more highly
with social deviance aspects of psychopathy (as measured by
Factor 2 of the PCL) than with the interpersonal and affective
features (as measured by Factor 1; e.g., Harpur, Hare, &
Hakstian, 1989; Hart et al., 1991). This may reflect a bias in
the content of self-reports, as suggested above, but may also
represent a tendency for psychopaths to be poor observers or
reporters of their interpersonal and emotional styles.

Psychopathy among Various Cultural Groups

Until recently, there has been little systematic and sustained
research examining the influence of race and culture on the

reliability, validity, and psychometric properties of the PCL
(see also Cunningham & Reidy, 1998). Kosson, Smith, and
Newman (1990) conducted one of the earliest studies exam-
ining the influence of race on PCL scores. These authors, who
used the original 22-item version and not the 20-item version
of the PCL currently in use, concluded that “the overall pat-
tern of results [among African American and White offend-
ers] contains more parallels than disparities” (p. 257). There
were some differences between African Americans and
Whites, however. Compared with Whites, African Americans
obtained PCL scores that were on average 2.3 points higher
and displayed smaller corrected item-to-total correlations for
2 of the 22 items (Previous diagnosis as a psychopath [or sim-
ilar], Pathological lying and deception), and the congruence
coefficient between African Americans and Whites was low
for PCL Factor 1, suggesting the factor structure found among
samples of White male offenders (Harpur, Hakstian, & Hare,
1988) did not parallel those found in their sample. Despite
these differences, readers should recognize that Kosson et al.
could not rule out the influence of rater bias on their results
because all of their raters were White. Further, the authors had
a reasonably small sample (i.e., n � 124) of African American
offenders with which to make psychometric comparisons.

More recently, researchers have been using item response
theory (IRT) analyses to investigate the psychometric proper-
ties of the PCL (e.g., Cooke & Michie, 1997). IRT is a statis-
tical procedure for examining psychometric properties of test
items that theoretically results in analyses independent of the
particular items administered and samples studied (Henard,
2000). Cooke et al. (1999) outline a number of important ad-
vantages of IRT analyses, and Cooke (1996) argues that IRT
approaches are particularly well suited for conducting cross-
cultural research with the PCL. Cooke, Kosson, and Michie
(2001) applied IRT analyses to a sample of White and African
American adult male inmates. They concluded that, although
5 of the 20 PCL-R items had significant differences in item
performance between the African American and the White
offenders, these differences were small in magnitude and
tended to cancel each other out when PCL items were
summed together to form total scores. Cooke et al. also con-
ducted confirmatory factor analyses and failed to find the dif-
ference in factor structure between African Americans and
Whites reported earlier by Kosson et al. (1990). Taken to-
gether, these authors concluded that there are few differences
between African American and White offenders in terms of
item functioning and that the PCL-R has similar psychomet-
ric properties among both African American offenders and
White offenders. Of course, in addition to these psychometric
analyses of PCL items, validation studies need to be done to
establish the clinical utility of the PCL among a variety of
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cultural groups. Recent research concerning recidivism
among African American offenders yields findings that are
similar to those among White offenders. That is, inmates with
high PCL scores are convicted at higher and faster rates than
are inmates with low PCL scores, and these results are partic-
ularly marked for violent offences (Hemphill, Newman, &
Hare, 2001).

RECOMMENDATIONS FOR PRACTICE

In this section, we identify a number of issues that arise as
part of the clinical-forensic assessment of psychopathy and
make recommendations for dealing with them. Some of the
points raised are relevant to the clinical-forensic assessment
of all personality disorders (e.g., Hart, 2001); others are
unique to psychopathy (e.g., Hare, 1998). Note that some sec-
tions below have been adapted or excerpted from Hart (2001).

Failure to Use Accepted Assessment Procedures

Because forensic mental health testimony can have signifi-
cant impact on individual and collective freedoms, the stan-
dards of practice in forensic psychology must be higher than
in regular clinical practice. One common mistake in clinical-
forensic practice is the failure to use, or the misuse of, ac-
cepted assessment procedures. Forensic psychologists who
testify about the assessment of psychopathy should expect to
be confronted with opinions from other experts or with au-
thoritative treatises regarding recommended practice. For ex-
ample, it would be easy for a competent lawyer to attack the
credibility of an expert who assessed psychopathy in a crim-
inal defendant relying solely on self-report inventories. There
are at least three concerns here. One is that a clinical inter-
view is the basic method for assessing any form of mental
disorder, and triers of fact may be justifiably concerned by di-
agnoses that are not based on standard procedures. The second
is that, arguably, self-report inventories constitute a series of
uncorroborated statements made by the accused.

Some investigators argue, because of the way the
MMPI/MMPI-2 was constructed (i.e., items were selected if
they statistically differentiated clinical from comparison
groups), that independent corroboration of responses is
irrelevant to the interpretive significance of MMPI/MMPI-2
scale elevations. It should be emphasized, however, that it is
impossible to know whether items included in each clinical
scale were statistically selected because they reflect charac-
teristics of clinical interest or instead reflect sample character-
istics largely irrelevant to clinical interpretation (e.g., see

Wiggins, 1973). Further, items that are purportedly “subtle”
in content (i.e., that reliably differentiate clinical from com-
parison groups but that do not clearly reflect characteristics of
the clinical group of interest) may be less clinically discrimi-
nating, and hence clinically useful, than items that are “obvi-
ous” in content (i.e., that clearly reflect characteristics of the
clinical group of interest; for a discussion, see Graham, 1999,
pp. 186–187). Taken together, these findings suggest that in-
dependent corroboration of responses may be clinically im-
portant when interpreting the meaning of MMPI/MMPI-2
scales, particularly in forensic settings.

The scales designed to detect response distortion incorpo-
rated in most self-report inventories do not obviate this fact.
Finally, there is no body of research supporting the concur-
rent validity of self-report inventories with respect to clinical
diagnoses of psychopathy in forensic settings. The little evi-
dence that does exist suggests their concurrent validity is
moderate at best (e.g., Edens et al., 2000; Hare, 1991; Hart
et al., 1991).

Improper Reliance on Scientific Literature

Forensic psychologists should make clear when their testi-
mony is based on established scientific principles and findings
and when it is based on professional experience. Unfortu-
nately, it is common for psychologists to fail to cite, or to cite
improperly, relevant scientific literature when forming their
opinions. For example, the consistent body of literature that
supports the use of psychopathy assessments as a reliable in-
dicator of a variety of antisocial, criminal, and violent behav-
iors is based on research conducted using the PCL (Hart &
Hare, 1997; Hemphill, Hare, et al., 1998; Salekin et al., 1996).
It is therefore inappropriate to cite research based on the PCL
to support a professional opinion in which the patient was as-
sessed using some other measure or set of diagnostic criteria
(Hare, 1998). Findings generated from PCL assessments may
not generalize to other assessment procedures, and a lack of
generalizability from the PCL to other procedures seems
likely given the low to moderate correspondence among dif-
ferent measures of psychopathy.

Training

Psychopathy assessments involve considerable clinical judg-
ment. To adequately rate most PCL items, clinicians typically
must conduct a comprehensive interview, review extensive
collateral information, consider behaviors across time and
multiple domains, assess the credibility of and differentially
weigh many sources of information, reconcile discrepancies,
and arrive at a single score. Adequate training and experience
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concerning the proper use of the PCL is essential for clini-
cians who conduct forensic assessments.

Although this point seems obvious, particularly in foren-
sic contexts, where important clinical decisions are made
and lives may be greatly affected, Hare (1998) has amply
documented a number of egregious examples concerning
the misuse of the PCL. It is important to recognize that clin-
icians who wish to refer to the large body of empirical liter-
ature concerning the PCL to support their decision to use
this instrument must complete the PCL in a manner consis-
tent with the way in which the reliability and validity infor-
mation was obtained. Clinicians who fail to adhere to the
scoring procedures outlined in the respective manuals or who
routinely obtain scores that are markedly inconsistent with
those obtained by experienced raters may be subject to ethi-
cal complaints and professional liability. Given that the PCL
is a psychological test, users should be careful to use and
interpret the instrument for the purposes for which it was in-
tended and validated (American Educational Research As-
sociation, American Psychological Association, & National
Council on Measurement in Education, 1999). This means
that test users constantly need to keep apprised of recent
developments, research studies, and the appropriate uses of
the PCL.

Consider Other Assessment Findings

Psychopathy is only one factor, albeit an important one, that
is often considered when conducting a comprehensive foren-
sic assessment. In addition to interpreting the meaning of
PCL ratings, decision-makers routinely should consider other
psychological test scores and collateral information from a
broad range of sources. Inmates, correctional employees, and
parole board members sometimes comment on the heavy
weight that is attached to PCL scores when clinical decisions
are made. The practice of giving excessive weight in clinical
decision-making contexts to PCL scores may be undesirable
and concerning if it is widespread.

It is true that the PCL is among the most robust measures
currently available in the area of risk assessment of violence
and that it consistently emerges among the strongest risk
variables in recidivism studies conducted in a variety of
forensic (e.g., Harris et al., 1993) and civil psychiatric
(Steadman et al., 2000) settings. Hart (1998) has even argued
that “psychopathy is such a robust and important risk factor
for violence that failure to consider it may constitute profes-
sional negligence” (p. 133). Nonetheless, to make decisions
based solely on PCL scores sometimes can lead to misleading
conclusions because, although high scores on the PCL are as-
sociated with high risk to violently reoffend, low scores on

the PCL are not necessarily associated with low risk to vio-
lently reoffend. It is not uncommon for some groups of sex-
ual offenders who might be at high risk to reoffend to receive
PCL scores and prevalence rates that are substantially lower
than those typically found among normative samples of adult
male offenders. Porter et al. (2000), for example, found that
6.3% of extrafamilial child molesters received PCL-R
scores � 30. This percentage contrasts with 22.9% of a nor-
mative sample of male prison inmates (Hare, 1991), 35.9% of
rapists, and 64% of mixed rapists and child molesters (Porter
et al., 2000). Despite having PCL scores that are low on aver-
age, many child molesters still pose a significant risk of sex-
ual recidivism decades after release (Rice & Harris, 1997).
To summarize, we argue that clinicians who conduct risk as-
sessments and other types of forensic assessments should
routinely administer the PCL but should not uncritically rely
solely on PCL scores to guide their decision making.

Categorical versus Dimensional Models
of Personality Disorder

There is considerable debate in the scientific literature con-
cerning the appropriateness of categorical versus dimen-
sional models of personality disorder (Widiger & Sanderson,
1995), including psychopathy (e.g., Harris, Rice, & Quinsey,
1994; Lilienfeld, 1994; Rogers & Dion, 1991). To summa-
rize, the categorical model assumes that personality disorder
symptomatology can be defined in terms of a small number
of “types” that are more or less independent of each other.
Each type is characterized by a specific set of symptoms, and
people with a given type of personality disorder are assumed
to be a relatively homogeneous group. Both the DSM-IV and
the ICD-10 rely on a categorical model for the diagnosis of
personality disorder. In contrast, the dimensional model as-
sumes that personality disorder symptomatology can be well
described in terms of relative standing on a small number of
global traits. The PCL-R and related tests are based on the
dimensional model.

Forensic psychologists should be prepared to acknowl-
edge both the strengths and the limitations of the measure-
ment models on which their assessments of psychopathy are
based and the consequent impact on their opinions. The cate-
gorical model is commonly used in clinical practice and has
been a focus of considerable research. This widespread ac-
ceptance is compelling to laypeople when they attempt to
judge the credibility of a professional opinion, even if it is
considered weak evidence of credibility in the scientific com-
munity. As a consequence, forensic psychologists whose
opinions regarding psychopathy are based solely on dimen-
sional models should be prepared to defend their “unusual”
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practice by outlining the clear advantages of the dimensional
approach.

The High Prevalence of Personality Disorder

Regardless of whether forensic psychologists adopt a categori-
cal or a dimensional model, their assessments are complicated
by the high prevalence of personality disorders in forensic set-
tings. According to epidemiological research, between 50%
and 80% of all incarcerated adult offenders meet the diagnos-
tic criteria for antisocial personality disorder (Hare, 1983;
Robins et al., 1991); if one considers all the personality disor-
ders contained in the DSM-IV or ICD-10, the prevalence rate
may be as high as 90% (Neighbors, 1987). Even using the
more conservative PCL-R criteria, the prevalence of psy-
chopathy averages approximately 15% in forensic psychiatric
patients and approximately 25% in offenders (Hare, 1991).
Of course, from the dimensional perspective, things are even
worse. Every offender has traits of personality disorder; the
only question is, How severe are the traits?

Triers of fact may be unaware that personality disorder is
pandemic in forensic settings and place undue weight on or
draw unwarranted conclusions from the diagnosis. Accord-
ingly, forensic psychologists should attempt to provide a con-
text for diagnoses of psychopathy in three ways. First, they
should explicitly acknowledge its high prevalence (e.g., “Mr.
X meets the DSM-IV diagnostic criteria for antisocial person-
ality disorder, which is found in approximately 50% to 80%
of all incarcerated adult offenders”). Second, they should
characterize it in terms of relative severity (e.g., “My assess-
ment of Mr. X using the PCL-R indicates that he has traits of
psychopathic personality disorder much higher than those
found in healthy adults, but only average in severity relative
to incarcerated adult male offenders”). Third, they should ex-
plain what they believe to be its legal relevance in the case at
hand (e.g., “In my opinion, Mr. X poses a high risk for future
sexual violence relative to other sexual offenders that is due
at least in part to a mental disorder, specifically, a severe anti-
social personality disorder characterized by extreme impul-
sivity and lack of empathy”). This last point is discussed in
more detail later in this chapter.

Complexity of Personality Disorder Symptomatology

It is difficult to describe in simple terms a person’s function-
ing with respect to a domain as broad as personality. Foren-
sic psychologists who rely on categorical models are forced
to grapple with the issue of comorbidity (Zimmerman,
1994). Research indicates that people who meet the diagnos-
tic criteria for a given DSM-IV or ICD-10 personality disor-
der also typically meet the criteria for two or three other

personality disorders (e.g., Stuart et al., 1998). Even people
with the same personality disorder diagnosis vary consider-
ably with respect to the number and severity of symptoms
they exhibit. Psychologists who rely on dimensional models
are no better off, as the same level of trait severity can be
manifested at the behavioral level in many different ways.
Regardless of which model they use, psychologists must rely
on information provided by the patient or from other sources
to reach a judgment regarding the presence or absence of
symptomatology, a judgment that is inherently subjective.

Forensic psychologists should be prepared to admit—
without making a personal apology for the limitations of sci-
entific knowledge—that assessing personality can be a messy
business; the types or dimensions used in assessment are
somewhat fuzzy and imprecise concepts. Of course, this does
not necessarily render invalid the inferences psychologists
can draw from the assessment of psychopathy. Also, it should
be remembered that acknowledging the limitations of one’s
opinions might help to establish the credibility of those opin-
ions in the eyes of the triers of fact.

Comorbidity with Acute Mental Disorder

In forensic settings, personality disorder frequently is comor-
bid with acute mental disorders such as substance use, mood,
and anxiety disorders (more generally, Trestman, 2000; with
respect to psychopathy, e.g., Hart & Hare, 1989; Hemphill,
Hart, & Hare, 1994). Acute mental disorders can complicate
the assessment of personality disorder, leading to uncertain or
even incorrect inferences about personality (e.g., poverty of
affect in a person with schizophrenia mimicking the shallow
emotion often associated with psychopathy). Also, the exis-
tence of acute mental disorder can be obscured by comorbid
personality disorder. If the acute mental disorder has an im-
pact on psychological functioning or behavior that is
independent of but mistakenly attributed to personality disor-
der, the evaluator may reach inaccurate conclusions regarding
the severity and forensic relevance of the personality disorder.

Forensic psychologists should conduct comprehensive as-
sessments of acute mental disorder before making diagnoses
of psychopathy.They should also clearly indicate the existence
of any acute mental disorder and discuss the extent to which it
may have influenced any opinions related to psychopathy.

Causal Role of Psychopathy

An evaluator’s opinion that a person suffers from psychopa-
thy is, in itself, not of much interest in forensic decision
making. In the law, personality disorder generally is relevant
only if the evaluator’s opinion is that it causes, at least in
part, some impairment of competency or elevated risk for
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criminality and violence for this individual (i.e., the psychol-
ogist establishes a “causal nexus”). The unwarranted as-
sumption of causality may render an opinion inadmissible
because it is deemed to be irrelevant, not probative, or more
prejudicial than probative.

Forensic psychologists should make explicit their opin-
ions regarding the causal role played by psychopathy with re-
spect to the relevant legal issue, whether impairment or risk.
They also should acknowledge that such opinions are, ulti-
mately, professional rather than scientific in nature, that is,
based on inference and speculation, not on the direct applica-
tion of scientific principles or findings.

The Diagnostic Significance of Antisocial Behavior

A history of antisocial behavior may be of considerable diag-
nostic significance in civil psychiatric settings, where only a
minority of patients has been charged with or convicted of
criminal offenses. In the DSM-IV, the diagnostic criteria for an-
tisocial personality disorder are based largely on such a history.
Obviously, antisocial behavior is of little diagnostic signifi-
cance in many forensic settings, in which virtually everyone
has arrest records (American Psychiatric Association, 1994).

Forensic psychologists should be careful not to overem-
phasize antisocial behavior, especially isolated criminal acts,
when diagnosing psychopathy. By definition, personality
disorders should be manifested across various domains of
psychosocial functioning, across time, and across important
personal relationships (American Psychiatric Association,
1994; World Health Organization, 1992). A person who en-
gages in antisocial behavior only of a specific type, only
against a specific person, or only at specific times may not suf-
fer from a personality disorder at all. For example, consider a
50-year-old man who suffers from a sexual deviation and ex-
poses his genitals to teenage girls in public places several
times per year, but who is otherwise well adjusted (i.e., has a
relatively stable marriage, holds a steady job, has good peer
relationships). In this case, the sexual deviation accounts for
the patient’s antisocial behavior; there is no need to infer the
presence of psychopathy or even traits of psychopathy. Other
mental disorders commonly associated with specific patterns
of antisocial behavior include impulse control disorders such
as kleptomania (stealing) and pyromania (fire-setting).

Recommendations

Following is a list of specific recommendations for practice
regarding the clinical-forensic assessment of psychopathy.
The recommendations are intended to improve the usefulness
of expert testimony by clarifying the foundation of profes-
sional opinions, increasing the richness of information

provided to decision makers, and facilitating discussion of
the limitations of the testimony.

• Psychopathy should be assessed using methods that inte-
grate information obtained from collateral sources with
(whenever possible) information from direct interviews;
methods based solely on oral or written self-report should
not be used.

• Psychopathy should be assessed using methods that pro-
vide dimensional information regarding symptoms and/or
symptom dimensions (e.g., severity ratings and symptom
counts), either in addition to or instead of categorical diag-
noses made according to established or accepted criteria.

• When communicating their opinions, psychologists should
acknowledge the limitations of the assessment methods
they used and the information on which the assessment was
based and discuss the likely impact of these limitations on
their conclusions.

• Psychologists should conduct comprehensive assessments
of acute mental disorder before making diagnoses of
psychopathy.

• Psychologists should provide a context for their assess-
ment of psychopathy by discussing its prevalence in
forensic settings.

• When communicating their opinions, psychologists
should outline the (putative) causal connection between
psychopathic symptomatology and any legally relevant
impairment from which the person suffers or risk the per-
son presents.

• Psychologists should avoid overestimating the significance
of antisocial behavior in the assessment of psychopathy.

AREAS FOR FUTURE RESEARCH

Despite the popularity of the PCL in forensic settings and the
large body of rapidly accumulating research supporting its
reliability and validity, there are some important areas that
have been inadequately studied. Here, we consider some
areas that we believe are research priorities. In addition to
these areas, researchers should continue to examine the relia-
bility and validity of the PCL in a variety of contexts, sam-
ples, and cultural groups.

Examine Stability of PCL Scores

As discussed previously, psychopathy is presumed to be first
evident early in life and to remain stable across the lifespan.
A corollary of this is that PCL scores should demonstrate
high test-retest reliability across time. Another is that individ-
uals identified with psychopathic characteristics early in life
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should be the same individuals as those identified with psy-
chopathic characteristics later in life. This line of research is
important for both conceptual and practical reasons. From a
conceptual perspective, the stability of PCL scores supports
the view that psychopathy reflects a stable constellation of
personality and behavioral characteristics. The PCL is ex-
pected to display high test-retest reliability because of the
emphasis during assessment on lifetime functioning across
many domains of functioning. From a practical perspective,
the stability of PCL scores allows practitioners to use the
PCL as an important clinical construct relevant to a broad
range of clinical tasks that require stability of scores. The
clinical application of the PCL for conducting risk assess-
ment, for example, assumes that PCL scores are reasonably
stable across time; if the scores were not stable, the PCL
would not be expected to accurately identify individuals at
risk for committing future antisocial and violent behaviors.
The stability of the PCL is suggested by the finding that it
consistently is among the most powerful risk factors for anti-
social and violent behavior (Harris et al., 1993; Steadman
et al., 2000), and that the PCL is still a potent predictor of
future criminal behavior with follow-up periods that exceed a
decade (e.g., Hemphill, Templeman, Wong, & Hare, 1998;
Rice, Harris, & Cormier, 1992).

With few exceptions, surprisingly little research has been
conducted to examine the test-retest stability of PCL scores.
Schroeder, Schroeder, and Hare (1983), who conducted the
first study of this type, obtained a generalizability coefficient
of .89. Their sample was composed of 42 inmates who had
each been assessed on the original 22-item PCL and then re-
assessed on the same instrument approximately 10 months
later. Test-retest reliability of PCL-R scores at one month
have been r � .85 among male methadone patients (Alterman,
Cacciola, & Rutherford, 1993) and r � .79 among female
methadone patients (Rutherford, Cacciola, Alterman, &
McKay, 1996). Of course, PCL-R scores conceptually should
be stable for periods of time, with long intervals between the
first and second set of assessments. Rutherford, Cacciola,
Alterman, McKay, and Cook (1999) conducted a study with a
test-retest interval of two years, and these researchers again
found that the PCL-R demonstrated reasonably high test-
retest reliability among male and female methadone patients.
Nonetheless, these studies conducted with methadone patients
should be replicated in forensic samples with long test-retest
intervals to establish the stability of PCL-R scores over time,
because the psychometric properties of PCL-R scores among
substance-dependent patients may differ in important ways
from the psychometric properties of PCL-R scores typically
found among forensic samples (e.g., Darke, Kaye, Finlay-
Jones, & Hall, 1998; McDermott et al., 2000).

Examine Incremental Validity

It is often useful in applied settings to examine the unique
and shared contributions that psychopathy and other
variables make to the clinical task at hand. Sechrest (1963)
has argued that “validity must be claimed for a test in terms
of some increment in predictive efficiency over the infor-
mation otherwise easily and cheaply available” (p. 154;
emphasis in original). In the area of risk assessment, for ex-
ample, researchers would examine not only predictive va-
lidity coefficients between the PCL and recidivism, but also
the additional contribution, if any, that the PCL makes to
the prediction of recidivism beyond that offered by other
variables.

Hemphill, Hare, and Wong (1998) reviewed the evidence
concerning the incremental predictive validity of the PCL
and other sets of variables with respect to recidivism. They
conducted a series of statistical analyses across studies to test
the incremental predictive validity of the PCL with these
other sets of variables, and they concluded that the PCL con-
tributed unique information to the prediction of recidivism
beyond that offered by key criminal history and demographic
variables and by personality disorder diagnoses; the reverse
was not true. PCL scores also were as strongly correlated
with general recidivism as were actuarial risk scales designed
specifically to predict reoffending, but PCL scores were more
strongly correlated with violent recidivism than were these
same actuarial risk scales. Researchers might extend this
body of research by routinely testing the incremental validity
of the PCL with variables that are theoretically relevant or
practically related to the task at hand. By amassing a litera-
ture that examines the incremental validity of different mea-
sures, clinicians will be in a better position to identify the
unique and shared contributions of different measures and
to select measures that each contribute unique information to
the clinical task.

Study Clinical Settings

Practicing clinicians do not always score and use the PCL and
PCL-SV according to the procedures outlined in the test man-
ual (Hare, 1991; Hart et al., 1995). For example, despite
Hare’s (1998) cautions that “the PCL-R does not provide an
appropriate index of change . . . at least not over periods of less
than 10 years or so” (p. 116), we have found that some clini-
cians consider the PCL to be a dynamic measure whose scores
are sensitive to short-term psychotherapeutic interventions.
This misuse of the PCL-R reflects a poor understanding of a
basic scoring rule clearly described in the administration sec-
tion of the test manual (e.g., see Hare, 1991, p. 6), namely, that
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the PCL-R items should be rated on the basis of the person’s
lifetime functioning.

Given that PCL assessments can have considerable impact
on the lives of those assessed, it is important to determine
whether clinicians or raters are using the PCL consistent
with the manner in which it was validated. Do raters in
clinical practice have the requisite training, experience, and
education? Do they obtain scores similar to those of experi-
enced raters? Audits of clinical files would be useful for
investigating the accuracy of ratings in clinical practice.
Absolute (and not simply relative) scores obtained on the
PCL are of particular interest in clinical settings, where di-
agnoses often form the basis of important clinical deci-
sions. In this regard, it would be instructive to determine
what specific cutpoints, if any, are used in clinical practice;
how clinicians interpret PCL scores; whether psychopathy
is viewed as a mitigating or an exacerbating factor, or as a
treatable or an untreatable condition; the extent to which
clinicians separately consider and differentially interpret
PCL factor scores; and so forth.

Another issue concerning the assessment of psychopathy
that is important in clinical practice but that has received little
research attention is the ability of those being evaluated to
intentionally influence or manipulate their PCL scores. The
impetus to present oneself in a particular way would seem to
be considerable in forensic contexts. The public has easy ac-
cess via popular books (e.g., Hare, 1993) to detailed accounts
of the procedures used to assess psychopathy and to descrip-
tions of the key symptoms of psychopathy substantively sim-
ilar to the criteria outlined in the PCL-R manual. Given that
PCL assessments are based on lifetime functioning and rely
heavily on collateral sources, it seems unlikely that PCL
scores could be markedly distorted. Research might nonethe-
less clarify the parameters under which PCL scores could be
distorted (e.g., when collateral information is limited) and the
PCL items most susceptible to distortion.

Evaluate Treatment Efficacy

It makes good sense to believe that psychopaths will change
little as a consequence of treatment or other interventions (at
least, not in the short term). Psychopaths, by definition, expe-
rience little remorse or guilt that might propel them into
treatment. They are not motivated to actively participate in
treatment once enrolled because they see little wrong with
themselves, they lack insight and do not recognize the
adverse impact that their behaviors have on others, and they
habitually lie and manipulate others. These characteristics
are generally the antithesis of those that have been found to
be important for effecting positive therapeutic change.

Many readers may be surprised, therefore, to learn that virtu-
ally no methodologically sound treatment study has been
conducted evaluating the treatment efficacy of a contem-
porary treatment program for psychopaths. Most of the evi-
dence concerning poor treatment outcomes ascribed to
criminal psychopaths is based on anecdotal case studies or
weak research designs (e.g., see Dolan & Coid, 1993;
Hemphill & Hart, in press; Wong & Elek, 1989; Wong &
Hare, in press). Perhaps the most methodologically rigorous
and oft-cited research study to date concerning the efficacy of
treatment for psychopaths was conducted by Rice et al.
(1992). These authors concluded that treated psychopaths
were more violent than were untreated psychopaths during a
10.5-year follow-up. It is important to recognize that this
treatment program, although considered innovative in the
late 1960s and 1970s, is a nontraditional treatment program
that “would not meet current ethical standards” (Harris, Rice,
& Cormier, 1991; p. 628).

Research that evaluates the efficacy of treatment among
psychopaths and that addresses a number of basic method-
ological concerns is clearly a priority. Methodologically su-
perior studies would include large groups of clearly defined
psychopaths who have received well-established treatments
that have been delivered consistently and evaluated systemat-
ically across long follow-up periods using several measures
of treatment outcome. Although research methodologies
have improved greatly across time (e.g., Hare et al., 2000;
Hobson, Shine, & Roberts, 2000; Seto & Barbaree, 1999),
there is still considerable room for improvement concerning
studies that examine the efficacy of treatment among offend-
ers in general and among psychopaths in particular.

SUMMARY

The procedures for assessing psychopathy can be grouped
into three broad categories: structured diagnostic inter-
views; self-report questionnaires and inventories; and ex-
pert rating scales. This chapter critically examined each of
these three broad procedures while keeping in mind the
unique assessment issues with respect to forensic contexts
and psychopathy assessments. Expert rating systems are
considered superior to the other two categories for assess-
ing psychopathy. A variety of professional and clinical is-
sues that clinicians should keep in mind when conducting
psychopathy assessments were discussed, as were practical
recommendations for dealing with many of these issues.
The chapter concluded with an examination of inadequately
studied areas concerning psychopathy that should be a
focus of future research.
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CONCEPTUAL ISSUES

The validity of most psychological measures is predicated on
the cardinal assumption that evaluatees are responding in a
forthright manner and putting forth a sincere effort. Is this as-
sumption warranted in forensic practice? External influences
on self-reporting and effort may include the adversarial effects
of litigation and pressures exerted by interested others, such
as attorneys and family members. Internal influences may in-
clude (a) reactions to questioned credibility, (b) stigmatization
of mental disorders or disability status, (c) effects of a genuine
disorder, or (d) efforts to obtain undeserved benefits. Forensic
psychologists tend to focus on the last as it relates to malinger-
ing and de-emphasize other internal and external influences.

Forensic psychologists may wish to address openly internal
and external influences that potentially arise from their evalua-
tions.As part of the informed consent process, they may choose
to ask evaluatees about their understanding of the purposes of
the evaluation and what they have been told about the evalua-
tion by others. Disclosures from the forensic psychologist
about the purpose of the evaluation and his or her role may allay
some concerns about partiality. Especially in civil cases, an un-
hurried and respectful discussion of the evaluation, its purpose,
and parameters is needed to address strong negative reactions
regarding perceived coercion (e.g., “I had to come”) or ques-
tioned legitimacy (e.g., “You think I am making this up”).

Tests of cognitive abilities and achievement are premised
on optimal effort by evaluatees. Less than optimal effort may
vitiate the accuracy of test results and lead to concerns about
deliberate underperformance. A largely neglected considera-
tion is the effect of genuine disorders on test performance.
For example, major depression may reduce performance on
cognitive tasks that require sustained attention and concen-
tration. Forensic psychologists are cautioned against facile
and unwarranted assumptions that suboptimal efforts are
always equated with malingering.

This section provides an overview of response styles with
a summary of accepted terminology. Three general perspec-
tives of malingering are explicated. Explanatory models are
reviewed with a discussion of inferred motivations for why
persons engage in malingering and defensiveness. In addi-
tion, misassumptions about response styles are examined in
the context of forensic evaluations.

Definitions of Response Styles 

Rogers (1997) summarized the basic terminology used to de-
scribe response styles. Basic definitions are provided with
several updated references:

• Malingering (American Psychiatric Association, 2000)
is the deliberate fabrication or gross exaggeration of
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psychological or physical symptoms for the fulfillment of
an external goal.

• Defensiveness is the polar opposite of malingering; it is
the deliberate denial or gross minimization of symptoms
in the service of an external goal.

• Irrelevant responding is a disengagement from the assess-
ment process typically reflected in inconsistent responding
that is unrelated to the specific content (e.g., not reading
test items).

• Feigning is the deliberate fabrication or gross exaggera-
tion of psychological or physical symptoms (Rogers &
Vitacco, in press) without any assumptions about its goals.
Available tests typically assess feigning, because they
are unable to evaluate supposed goals required for the
classification of malingering or the diagnosis of factitious
disorders.

• Secondary gain is an imprecise clinical term that should
be avoided in forensic evaluations (Rogers & Reinhardt,
1998). In nonforensic settings, the term is used to describe
the perpetuation and possible augmentation of symptoms
based on unintentional responses to internal (i.e., psycho-
dynamic models) or external (i.e., behavioral-medicine
models) forces.

• Suboptimal effort (also called “incomplete effort”) is a de-
scriptive inference that maximum performance was not
achieved. Suboptimal effort may be the result of internal
states (e.g., fatigue or frustration) or comorbidity (e.g., de-
pression subsequent to a head injury). Only when subopti-
mal effort is extreme in its presentation should feigning be
considered, although internal states and comorbidity must
still be addressed.

• Dissimulation is a general term to describe an inaccurate
portrayal of symptoms and associated features. It is typi-
cally used when more precise terms (e.g., malingering and
defensiveness) are inapplicable.

Perspectives of Malingering in the Forensic Context

A heuristic typology is proposed to explain differences in how
forensic psychologists approach the evaluation of response
styles. Three main perspectives are identified: intuitional,
standard, and specialized. These perspectives are considered
in the context of malingering.

The intuitional perspective presupposes that malingering
and other response styles will be recognizable based on
clinical acumen without the need for empirically validated
strategies, scales, and indicators. Despite its lack of empirical
validation, we suspect that the intuitional perspective is wide-
spread in forensic practice. A key example is found with

competency to stand trial evaluations. Despite nearly three
decades of research on competency evaluations (Rogers,
2001), malingering and related response styles have been
virtually ignored. Even the most recent and best-funded
competency measure, MacArthur Competency Assessment
Tool–Criminal Adjudication (Poythress et al., 1999), implic-
itly adopted an intuitional perspective for malingering. While
acknowledging that response styles may confound compe-
tency evaluations, no indices of any kind are provided (see
Poythress et al., 1999, p. 5).

The standard perspective routinely evaluates malingering
and defensiveness on the basis of traditional tests and mea-
sures. The advantages of this approach are twofold: (a) highly
efficient use of customary measures for dual purposes
(e.g., psychopathology and feigning), and (b) application
of empirically tested strategies. The major shortcoming of the
standard perspective is that traditional testing lacks the diag-
nostic utility for making clinical determinations. The most
common examples of the standard perspective involve
multiscale inventories (e.g., the Minnesota Multiphasic
Personality Inventory 2 [MMPI-2; Butcher, Williams,
Graham, Tellegen, & Kaemmer, 1989]) and intelligence
testing (i.e., predominantly the Wechsler Adult Intelli-
gence Scale–Revised [WAIS-R; Weschler, 1981] rather than
WAIS-III; Weschler, 1997).

The specialized perspective supplements traditional test-
ing with measures that are specifically designed for the as-
sessment of response styles. Common forensic examples
include the Structured Interview of Reported Symptoms
(SIRS; Rogers, Bagby, & Dickens, 1992) for feigned
mental disorders and the Portland Digit Recognition Test
(PDRT; Binder & Willis, 1991) for feigned cognitive im-
pairment. Despite the additional expenditure time, the spe-
cialized perspective is generally superior to the standard
perspective in its classificatory accuracy. The specialized
perspective is recommended as the necessary model for
the determination of feigning in both clinical and forensic
practice.

Explanatory Models of Malingering

When conducting evaluations and rendering conclusions,
forensic psychologists are likely to be influenced by explana-
tory models of malingering. Explanatory models attempt
to explain why individuals strive to malinger psychological
and physical impairment. Rogers (1990a, 1990b) outlined
three explanatory models of malingering: pathogenic, crimi-
nological, and adaptational. Several prototypical analyses
(Rogers, Sewell, & Goldstein, 1994; Rogers, Salekin, Sewell,
Goldstein, & Leonard, 1998) provide general support for
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these explanatory models as distinct explanations for malin-
gering. A synopsis of the three explanatory models of malin-
gering is provided.

The pathogenic model assumes that the underlying moti-
vation is an ineffective attempt to control the symptoms
and clinical presentation of a chronic and progressive men-
tal disorder. With increased impairment, intentionally pro-
duced symptoms become gradually less deliberate, until
they are involuntary and unintended. The pathogenic model
predicts that feigning is an ineffectual attempt at adjust-
ment that eventually is resolved by the patient’s further
deterioration.

The criminological model is championed by the Diagnos-
tic and Statistical Manual of Mental Disorders (DSM-IV-TR;
American Psychiatric Association, 2000); it assumes that the
primary motivation is characterological. Namely, antisocial
persons faced with legal difficulties will attempt to garner un-
warranted advantages either in circumstances (e.g., a hospital
rather than a prison) or material gain (e.g., financial settle-
ment). Antisocial persons are presumed to be generally de-
ceptive. With malingering viewed as a variant of deception,
the criminological model predicts an intermittent use of
malingering based on situational opportunities.

The adaptational model assumes that the person perceives
the circumstances as adversarial and considers malingering
to be a feasible alternative. This model avoids the monistic
notions of “mad” (pathogenic) or “bad” (criminological) and
views malingering in terms of a cost-benefit analysis. The
adaptational model views malingering as a situational re-
sponse based on an appraisal of alternatives.

Rogers, Salekin, et al. (1998) found that the pathogenic
model was low in prototypicality for both males and females
in forensic evaluations. In contrast, both the adaptational and
criminological models achieved moderately high prototypi-
cal ratings for forensic cases. A potential danger of the crim-
inological model is that forensic psychologists may attempt
to use this explanatory model as a detection model. 

The DSM-IV-TR indices only raise the suspicion of malin-
gering; they do not constitute formal criteria for the classifi-
cation of malingering. Even for suspicions of malingering,
these indices (i.e., antisocial personality disorder, medicole-
gal evaluation, uncooperativeness, and results inconsistent
with objective findings) falter on both conceptual and empir-
ical grounds. Rogers (1997) provides a conceptual analysis
of their major shortcomings. Even in defending the DSM-IV-
TR indices, LoPiccolo, Goodkin, and Baldewicz (1999) con-
ceded most of these shortcomings. Empirically, DSM-IV-TR
indices fail entirely even for screening purposes. Their use in
a criminal forensic setting resulted in a false-positive rate of
approximately 80% (Rogers, 1990a).

Explanatory Models of Defensiveness

Rogers and Dickey (1991) proposed that explanatory models
of defensiveness could be extrapolated from the malingering
literature, at least in the case of sex offenders. The pathogenic
model is the least persuasive; psychodynamic formulations
have suggested that loss of ego functions may result in uncon-
scious denial. More persuasive explanations were the crimi-
nological and adaptational models, suggesting that denial and
gross minimization might result from either a general criminal
orientation or an attempt to cope with highly adversarial cir-
cumstances. As noted by Rogers and Dickey, sex offenders
often are placed in an irresolvable bind: Honesty, disclosing
the true extent of their paraphilac behavior, is likely to result
in negative sanctions based on the extent of criminal activity;
defensiveness, grossly minimizing the true extent of their
paraphilac behavior, is likely to result in negative sanctions
because nondisclosure is viewed as a barrier to treatment.

Sewell and Salekin (1997) expanded on Rogers and
Dickey’s (1991) framework and proposed a socioevaluative
model of defensiveness. For offenders, especially sex offend-
ers, evaluations are consistently linked with punishment and
ostracism. The socioevaluative model posits that evaluatees
react to the likely threat of a negative outcome and attempt to
protect themselves. The socioevaluative model is similar to
the adaptational model in its appraisal of a highly adversarial
context. It is distinguished from the adaptational model in its
generalized reaction. Even when “there is nothing to lose,”
the socioevaluative model predicts a generalized response of
defensiveness based on past learning.

Under the rubric of cognitive distortions, the notion of
self-deception has been considered, especially with sex
offenders. According to Vanhouche and Vertommen (1999),
cognitive distortions involve “learned assumptions” and “sets
of beliefs and attitudes” (p. 164) that serve in the denial and
minimization of criminal behavior. In the course of the eval-
uation, denials of responsibility may be influenced by “self-
deceptive” beliefs (e.g., educative goals of incest). However,
such denials are unlikely to explain the overall defensiveness
expressed by many offenders.

The understanding of defensiveness in forensic practice is
constrained by the focus on sex offenders. Although extrapo-
lations to other forensic populations are possible, explanatory
models of defensiveness remain in their initial stages of
development and validation.

Misassumptions about Malingering and Dissimulation

Forensic psychologists are not immune to common misas-
sumptions about malingering and other response styles.
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Moreover, forensic psychologists must be prepared to ad-
dress erroneous assumptions made by others in the legal sys-
tem. Five key misassumptions, common to forensic practice,
are outlined:

• Malingering is very rare. Equating infrequency with in-
consequentiality, some clinicians neglect the evaluation of
malingering except in very obvious cases. Estimates
(Rogers et al., 1994, 1996) based on more than 500 foren-
sic experts suggest that malingering is not rare, but likely
occurs in 15% to 17% of forensic cases.

• Malingering is very common. Fueled by fears of fraud and
injustice, certain attorneys (e.g., defense counsel in civil
litigation and prosecutors in criminal matters) suspect that
malingering and dissimulation are very prevalent. Despite
speculation that the majority of forensic evaluatees may
be malingering, the best estimates (Rogers et al., 1994,
1996) indicate this is not the case.

• Malingering occurs at a predictable rate. If stable base
rates could be achieved, the classification of malingering
and other response styles could be improved. In a desire to
improve classification, clinicians often ignore the fact that
malingering does not occur at predictable rates. The best
available data (Rogers et al., 1996) found highly variable
rates (SD � 14.44). Even within the same setting, rates
are likely to vary markedly based on referral issues (see
Rogers & Salekin, 1998).

• Malingering is most likely to occur in persons with antiso-
cial personality disorder (APD). Psychopaths and persons
with APD likely engage in deception (Rogers & Cruise,
2000), but no data indicate an increased likelihood for
malingering in forensic settings. This unsupported as-
sumption likely is based on a methodological artifact:
Because most forensic studies are conducted in criminal
settings, the facile connection between malingering and
APD is understandable.

• Malingering and mental disorders are mutually exclusive.
Neither malingering nor mental disorders offer any natural
immunity to the other. Some individuals with valid psy-
chopathology “gild the lily” by adding feigned symp-
toms. Most clinicians are willing to acknowledge the
co-occurrence of malingering and mental disorders; how-
ever, many forensic reports do not address the mental dis-
orders after malingering has been determined.

Applications to Forensic Practice

Determinations of malingering often supersede all other clini-
cal issues. When a forensic psychologist concludes that a

person is malingering, this opinion is likely to invalidate all
claims by that person, destroying his or her credibility.
Because of its overshadowing importance, forensic psycholo-
gists carry a further responsibility to ensure the accuracy
of their conclusions with respect to malingering. We recom-
mend that the classification of malingering should never rely
on a single indicator. In addition to confirmation by multiple
sources, forensic psychologists should systematically exclude
alternative explanations (e.g., factitious disorders or irrelevant
responding) in their determinations of malingering. To avoid
misclassifications based solely on idiosyncratic data, Rogers
and Shuman (2000) put forth the following forensic guideline:
No determination of malingering should rest solely on tradi-
tional interviews.

The classification of malingering often appears dispositive
of the verdict. Given this observation, what are the responsi-
bilities of a forensic psychologist who believes that another
expert’s conclusions about the presence of malingering were
inaccurate? That psychologist bears the onerous responsibil-
ity of comprehensively evaluating the issue of malingering. If
the data continue to support his or her conclusion (i.e., the
absence of malingering), then great care must be taken to
marshal this evidence in a manner to convince the trier of
fact. In general, forensic psychologists should assume an un-
even playing field, with a much heavier burden of disproving
than proving malingering.

In sentencing and postverdict criminal evaluations, defen-
siveness is often the preeminent issue. Courts and other adju-
dicative bodies are concerned that dangerous persons not be
released prematurely based on minimization of their psycho-
logical impairment. Forensic psychologists must exercise
a rigorous standard in conducting these evaluations, compa-
rable to malingering determinations.

EMPIRICAL ISSUES

The clinical assessment of response styles rests solidly on
their validation. As demonstrated in this section, no single re-
search design is sufficient to validate measures of response
style. With respect to preparing for testimony, Rogers (1997)
provided a thorough review of these research designs. The
purpose of this section is to provide forensic psychologists
with a brief summary of research designs and their relevance
to the assessment of response styles. 

Basic Designs

Three designs predominate the validation of clinical mea-
sures for the evaluation of malingering and defensiveness. 
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Simulation Design

Simulation studies use an analog design in which participants
are randomly assigned to simulator and control conditions.
For feigning studies, the addition of a clinical comparison
sample is essential; otherwise, researchers cannot ascertain
whether differences are attributable to feigning or to gen-
uine disorders. With appropriate debriefing, the simulation
design excels at internal validity but has limited external
validity.

Known-Groups Comparison

Known-groups studies are conducted with independently
classified malingerers who are compared with genuine pa-
tients. The challenge is the identification of actual malinger-
ers in sufficient numbers for research. The known-groups
comparison excels at external validity but has limited internal
validity.

Differential Prevalence Comparison

Differential prevalence studies assume that certain groups
will have a higher prevalence of a specific response style
(e.g., forensic patients for feigning and job applicants for
defensiveness). Group differences have little practical sig-
nificance without knowing what is the proportion of dis-
simulation in different groups, or whether deviant scores
represent dissimulation. Differential prevalence comparison
fails to establish internal validity and has limited external
validity.

Bootstrapping Comparisons

A fourth design, bootstrapping comparisons, recently has
been observed in studies of feigned cognitive impairment.
Persons identified by deviant scores on other measures of
feigning are compared to those without these deviant scores.
The key issue with bootstrapping comparisons is the selec-
tion of measures with nearly perfect specificity, so that the
“feigning” group does not contain genuine patients. Experi-
mental rigor can be increased through the classification
based on several measures representing different detection
strategies.

The best validation for measures of response styles is a
combination of studies representing simulation design and
known-groups comparisons. This combination maximizes
both internal (simulation design) and external (known-
groups comparison) validity. Forensic psychologists should
take particular care to select measures with known-groups

comparisons, because these studies are frequently omitted
from the test validation.

Incremental Validity

Psychologists often believe that a convergence of findings
across different measures contributes to incremental validity.
As a counterposition, Sechrest (1963) demonstrated in his
seminal article that the single best measure often is not im-
proved by adding additional measures. As a forensic exam-
ple, Kurtz and Meyer (1994) found that the SIRS was more
accurate for the classification of feigning than either the
MMPI-2 alone or the combination of the SIRS/MMPI-2.
Forensic psychologists must decide whether to use the single
best measure or a convergence of measures in establishing
classificatory accuracy for response styles.

We recommend that forensic psychologists employ multi-
ple indices from different measures when malingering is sus-
pected. Because the determination of malingering carries
such grave consequences, its assessment should be compre-
hensive. The results should be analyzed on two parameters:
domain and detection strategies. Feigning can be divided into
at least three broad domains (i.e., mental disorders, cognitive
impairment, and medical illness) that differ substantially in
clinical presentation. For each domain, detection strategies
can be identified for the clinical classification of malingering;
these detection strategies vary in the extent of their validation
and accuracy of classification. To facilitate this analysis,
subsequent sections of this chapter address domains and their
respective detection strategies. Clinicians must be ready to
grapple with both convergent and divergent results.

What about convergent results? With consistent results
from well-validated strategies derived from dissimilar mea-
sures, forensic psychologists likely will have confidence in
their conclusions about response styles. Such confidence
should not be confused with increased accuracy (i.e., incre-
mental validity); unless empirically demonstrated, psycholo-
gists cannot conclude a higher level of accuracy.

What about generally consistent results? The most com-
mon finding in forensic evaluations is that most of the indica-
tors agree; however, one or more indices of response styles
do not fit with the other indicators. One temptation is to
ignore or explain away the discrepant findings. A more pru-
dent course is to evaluate the results, taking into account the
accuracy of the measures and the validity of the detection
strategies. For example, a “nonfeigning” classification on the
SIRS has an excellent positive predictive power that is likely
to outweigh a more nebulous elevation on an MMPI-2
validity scale. In addition, some detection strategies (e.g.,
symptom validity testing) are much more robust than others
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(e.g., forced choice testing); their comparative validity can be
taken into account in making determinations.

What about inconsistent findings? The first possibility is
that the results are domain-specific. For example, an evalua-
tee with major depression (a mental disorder domain) may
feign problems with attention, concentration, and immediate
memory (a cognitive impairment domain) in the context of a
disability evaluation. Sometimes, these cases can be resolved
based on the accuracy of measures and relative validity of
detection strategies. In other cases, the only logical decision
is that the results are inconclusive. 

Forensic psychologists should be aware that some clinicians
adopt a “fall-through-the-ice” mentality: Any failure (e.g., an
indicator of feigning) is viewed as decisive evidence of a per-
vasive response style. Like falling through the ice, the results
are immediately catastrophic and summarily generalized. This
mentality is empirically unwarranted and is probably more
illuminating about the clinician than the evaluatee.

MALINGERING OF MENTAL DISORDERS

Detection Strategies

Rogers (1997) and Rogers and Vitacco (in press) provide ex-
tensive descriptions of detection strategies for feigned mental
disorders. The purpose of this section is to highlight these pri-
mary strategies. These strategies are important for under-
standing how scales and specific indicators are utilized in the
assessment of malingering. Using detection strategies, a con-
ceptually based approach combines theory and empiricism. It
offers judges and juries more than simply numbers and cut
scores; it supplies the underlying logic and rationale for how the
scales were constructed and the classification was reached.

A distillation of eight detection strategies for feigned psy-
chopathology is enumerated:

1. Rare Symptoms. Items in this strategy are very infre-
quently endorsed by clinical populations. Malingerers
often are unaware that certain symptoms are infrequently
experienced. Rare symptoms represent one of the most
robust detection strategies.

2. Improbable Symptoms. A minority of malingerers report
or endorse symptoms that have a fantastic or preposterous
quality. When a pattern of improbable symptoms is en-
dorsed, the credibility of the evaluatee’s reporting is
brought into question.

3. Symptom Combinations. Many symptoms commonly
occur alone but rarely are paired together (e.g., grandios-
ity and increased sleep). To foil this strategy, malingerers

would need to have a sophisticated understanding of
psychopathology.

4. Symptom Severity. Even severely impaired patients expe-
rience only a discrete number of symptoms as “unbear-
able.” Malingerers often are unable to estimate which
symptoms and how many symptoms should have extreme
severity.

5. Indiscriminant Symptom Endorsement. When asked about
a broad array of psychological symptoms, some malinger-
ers do not respond selectively but endorse a large propor-
tion of symptoms.

6. Obvious versus Subtle Symptoms. Malingerers tend to en-
dorse a high proportion of obvious symptoms (i.e., clearly
indicative of a mental disorder). Obvious symptoms are
either considered alone or in relation to subtle symptoms
(i.e., “everyday” problems, not necessarily indicative of a
mental disorder). When compared to genuine patients,
malingerers often report a higher proportion of obvious
symptoms.

7. Erroneous Stereotypes. Many persons have misconcep-
tions about symptoms associated with mental disorders.
When displaying erroneous stereotypes, persons feigning
mental disorders can sometimes be detected.

8. Reported versus Observed Symptoms. Marked discrepan-
cies between the person’s own account and clinical obser-
vations appear useful in the detection of malingerers when
standardized measures are used. The risk of this approach
is that many genuine patients lack insight about their psy-
chopathology.

These eight detection strategies account for most of the
systematic approaches to feigned mental disorders and
constitute the framework for the evaluation of malingered
symptomatology. Several additional strategies have been ex-
plored. Morel (1998) used forced-choice testing (see section
on Malingering and Cognitive Impairment) to test for feigned
posttraumatic stress disorder; the bogus effects of emotional
numbing were evaluated in a two-choice paradigm. Wildman
and Wildman (1999) explored whether malingerers might be
detected by their overly virtuous self-descriptions.

Featured Measures

A single chapter cannot comprehensively review the broad
array of psychological measures adapted or developed for
the assessment of feigned mental disorders. Therefore, this
section addresses three featured measures that have been ex-
tensively validated. Featured measures include two multi-
scale inventories and one structured interview.
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As a general caution, forensic psychologists should
closely inspect test manuals and validation studies prior to
using any test for feigned mental disorders. For example, we
have observed numerous forensic reports attempting to use
the Millon Clinical Multiaxial Inventory III (MCMI-III;
Millon, 1994; Millon, Davis, & Millon, 1997) to assess feign-
ing. Is this use warranted based on a careful examination of
the MCMI-III’s validation? The answer is clearly negative.
For example, the debasement index is promoted as a fake-bad
scale for detecting persons attempting to appear psychologi-
cally impaired. Close inspection reveals the following:
(a) both the 1994 and 1997 MCMI-III test manuals neglected
the validation of the MCMI-III debasement index; (b) the
MCMI-III debasement index appears confounded by psy-
chopathology (i.e., 9 clinical scales correlate �.75 in the
normative sample); and (c) extrapolations from MCMI-II
research would be inappropriate because only 19 of 46
(41.3%) MCMI-II items were retained on the MCMI-III
debasement index. More than five years after the MCMI-III’s
publication, research (Daubert & Metzler, 2000; Thomas-
Peter, Jones, Campbell, & Oliver, 2000) is now beginning to
emerge on the debasement index and feigning; more exten-
sive research is needed before its use in forensic evaluations.
Importantly, validational problems are not limited to the
MCMI-III; forensic psychologists are urged to scrutinize
closely the validation of all response style measures.

Minnesota Multiphasic Personality Inventory-2

A large array of validity indices has been developed to evalu-
ate whether MMPI-2 protocols have been feigned. Table 7.1
provides a summary of indices for the detection of both
feigning and defensiveness. Summary data include the range
of cut scores, available data on effect sizes, and a brief de-
scription of scale development.

Forensic psychologists are likely to be in a quandary about
which MMPI-2 indices should be employed for the evalua-
tion of malingering. Standard MMPI-2 texts provide con-
flicting conclusions. Championing the traditionalist model,
Butcher and Williams (1992) advocated the use of the F and
Fb scales, virtually ignoring specialized scales for feigning.
Graham (2000) also emphasized the use of traditional
MMPI-2 indicators. However, he endorsed one specialized
indicator (Fp) and discommended the use of other specialized
indices. In stark contrast, Greene (1997, 2000) embraces a
comprehensive model, with the use of both traditional and
specialized indices of malingering. Both models are critically
evaluated in subsequent sections.

The traditionalist model of malingering, beyond history and
convention, has several advantages that must be considered. In
an MMPI-2 meta-analysis, Rogers, Sewell, and Salekin (1994)
found the F and Fb had several of the largest effect sizes (2.56
and 1.85, respectively) for feigning when compared to clinical

TABLE 7.1 Description of MMPI-2 Validity Indices for Feigning and Defensiveness

Effect Sizesa

Scale Items Cut Scores r a Feigning Defensive Scale Development

Feigning Indicesb

F 60 8–30 1.00 2.56 Infrequency in normative samples.
Fb 40 9–25 .86 1.85 Infrequency in normative samples.
Fp 27 NA .75 NA Infrequency in inpatient samples.
Dsr2 32 13–28 .61c 1.54 Stereotypes of mental disorders.
FBS 43 NA NA NA Rational: personal injury claims.
LW 107 40–67 .84 1.38 Rational: urgent clinical issues.
O-S NAd 74–190 .81 2.30 Rational: obvious versus subtle symptoms.

Defensiveness Indicese

L 15 6–9 .43 .94 Rational: borrowed from earlier scales.
K 30 17–22 1.00 .90 Empirical: �30% for defensive patients.
Mp 34 16–20 .48f 1.42 Empirical: identify best impression.
Wsd 33 21–23 .28 1.60 Empirical: socially desirable items.
Esd 39 35–36 .76 .67 Rational: socially desirable items.
S 52 NA .88 NA Differential prevalence with pilots.g

Note: NA � not available.
aCorrelations are reported in Greene (2000) for clinical samples between (a) feigning indices and Scale F and (b) defensiveness indices and Scale K.
bEffect sizes and range of cut scores reported in MMPI-2 meta-analyses of feigning (Rogers, Sewell, & Salekin, 1994).
cDsr2 is not reported in Greene (2000); this estimate is based on the original 58-item Ds2 from which the Dsr2 was extracted.
dUses T-score transformations of subscales.
eEffect sizes and range of cut scores reported by Baer, Wetter, and Berry (1992). Please note that this meta-analysis is based on the original MMPI and should be
viewed only as a general benchmark for MMPI-2 performance.

fBased on slightly modified Od scale.
gPilot applicants were assumed to have a high proportion of defensive persons; they were compared to a normative sample.
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populations. Other research (Bagby, Buis, & Nicholson, 1995;
Timbrook, Graham, Keiller, & Watts, 1993) has used hierar-
chical multiple regression to evaluate whether the use of addi-
tional validity indices would add incremental validity (i.e.,
account for more of the variance). These studies concluded that
the F scale alone appeared to be the most predictive of malin-
gering. A final advantage of the traditionalist model is its sim-
plicity; forensic psychologists do not have to explain to the
courts potentially conflicting MMPI-2 data.

The traditionalist model also has significant limitations
in the evaluation of feigning. Its primary constraints are
outlined:

• Both F and Fb are based on the same strategy (rare symp-
toms); this overreliance on a single strategy is a weakness
of the traditionalist model. This shortcoming is accentu-
ated by the flawed development of both F and Fb scales.
Items on both were selected if they were infrequently en-
dorsed by normative (nonclinical) samples. The critical
comparison between genuine and bogus disorders was
omitted. The fact that patients with genuine disorders
often have marked F and Fb elevations is directly attribut-
able to its flawed development.

• Studies indicating that specialized MMPI-2 indices do not
add incremental validity to scale F have serious method-
ological constraints. Because of unaddressed issues with
multicolinearity (e.g., 25% of items on F also appear on
O-S), results likely are skewed toward nonsignificance.
Also, forensic psychologists are primarily interested in
whether the use of specialized indices improves accuracy of
classification for feigning and genuine disorders. This matter
was left unaddressed by these multiple regression studies.

The comprehensive model provides, in unambiguous cases,
an array of empirically validated strategies for the classifica-
tion of feigned and genuine disorders. Forensic psychologists
can present data to the court based on multiple detection strate-
gies: (a) rare symptoms (i.e., F, Fb, and Fp); (b) erroneous
stereotypes (i.e., Dsr2); (c) overendorsement of obvious symp-
toms (i.e., O-S); and (d) indiscriminant endorsement of severe
symptoms (i.e., LW). Convergent data from multiple strategies
are often compelling, especially because they minimize the
limitations found with any particular scale, such as multiple
interpretations for marked elevations on the F scale.

The challenges of the comprehensive MMPI-2 model are
how to understand discordant data and how to explain appar-
ent discrepancies to the court. Validity indices on forensic
protocols sometimes range from low to marginally elevated
to extremely elevated. Occasionally, the pattern of scores is
clearly understandable in light of other clinical data. In many
cases, the range of validity indices presents a conundrum to

forensic psychologists, who must explain their uncertainties
to the court.

The incremental validity of MMPI-2 indices remains
unresolved. Forensic psychologists will opt for either the
simple traditionalist model or the more complex comprehen-
sive model. They must weigh the risks of overlooking valu-
able data (traditionalist model) against the possibilities of
unexplainable discrepancies (comprehensive model). For
either choice, forensic psychologists must have a clearly
articulated rationale.

For clinicians seeking guidance with this decision, one
recommended course of action is a two-phase approach. Con-
sistent with the traditionalist model, the first phase comprises
standard indicators, which are routinely evaluated in all
forensic cases. When standard indicators are marginally or
markedly elevated, the second phase consists of 3 to 4 spe-
cialized indices, which likely include the Fp, Dsr2, LW, and
O-S. In marginal cases, a second phase may resolve ambigu-
ities. In marked cases, additional data are sought to confirm
or disconfirm the initial findings.

Forensic psychologists should be aware of common
MMPI-2 missteps. An important responsibility of forensic
psychologists is to evaluate the conclusions drawn by other
clinicians from test data, including the MMPI-2. A careful
scrutiny of MMPI-2 reports reveals three common missteps
in using the MMPI-2 for the assessment of feigning:

• Inconsistent Profiles. A random or otherwise inconsistent
profile is likely to have extreme elevations of MMPI-2
feigning indices. Although malingerers may deliberately
respond inconsistently, psychologists generally cannot
rule out other common reasons for inconsistent profiles,
including a haphazard completion of the answer sheet with-
out carefully reading the test items. The very rare exception
occurs when the MMPI-2 feigning indices are consistently
above chance endorsement (e.g., raw F � 40).

• Incompatible Profiles. Clinicians sometimes observe that
an MMPI-2 profile is incompatible with other documented
findings and erroneously conclude that the client is feign-
ing. This grave error is based on the misassumption that
certain profiles or scale elevations are nearly always
linked with certain diagnoses or symptoms. The simplest
rebuttal of this error is that a within normal limits (WNL)
profile with no clinical elevations is the most common
profile among inpatients and outpatients (Greene, 2000).

• Validity Scale Configurations. Historically, the relative
elevation of scale F in relationship to scales L and K was
interpreted as indicative of feigning. The validity of this
interpretation has not been established. Interestingly,
Greene (2000) suggested that this configuration is desir-
able for psychological intervention.
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Personality Assessment Inventory

The PAI now rivals the MMPI-2 as a multiscale inventory
for the evaluation of malingering and other response styles.
Although more malingering studies have been conducted
with the MMPI-2, the PAI has several important advantages:

• The PAI validity scales are nonoverlapping. In contrast,
specific MMPI-2 validity scales overlap with each other
and with clinical scales, thereby confounding their inter-
pretation and classificatory utility.

• The PAI validity scales typically use a standardized cut
score for feigning. In contrast, MMPI-2 validity scales uti-
lize a broad range of cut scores. This range diminishes the
effectiveness of the MMPI-2’s classification of feigned
and nonfeigned profiles.

• The PAI validity indices were tested with both simulation
and known-groups designs. In contrast, the MMPI-2
validity scales have very limited testing with actual cases
of suspected malingerers.

Three PAI indices are used to evaluate feigning. The stan-
dard indicator, NIM scale (�11), is based on items infre-
quently endorsed by normative and patient samples. More
recently, Morey (1996) developed the Malingering index
(�5), composed of eight configural rules using PAI scales
and subscales. Finally, Rogers, Sewell, Morey, and Ustad
(1996) cross-validated a discriminant function, which was
derived from 20 loadings on PAI scales and subscales. Pri-
mary references for the feigning on the PAI include a recent
review by Morey and the known-groups comparison by
Rogers, Sewell, Cruise, Wang, and Ustad (1998).

The following guidelines are based on a synthesis of data
from simulation research and known-group designs. In foren-
sic evaluations, the guidelines are provided:

• Rule out Feigning. A NIM score �77T (raw score �8)
indicates a low probability that the evaluatee is feigning.

• Screen for Feigning. Marked elevations on NIM (77T to
109T) indicate the need to evaluate thoroughly issues of
feigning. Forensic psychologists should examine the PAI
Malingering index and specialized measures (e.g., the
SIRS) for the assessment of feigning.

• Likely Feigning. Extreme elevations on NIM (�110T) or
the Malingering index (�5) indicates a strong likelihood
of feigning.

The PAI should not be used as the primary measure to
evaluate feigning, although low scores may be effective at
eliminating cases unlikely to be malingering. For “likely
feigning,” the strengths of extreme elevations are twofold:

(a) a very low proportion of false-positives (NIM � .02;
Malingering index � .01), and (b) high (NIM, PPP � .82) to
very high (Malingering index, PPP � .92) classifications
when these cut scores are met. The problem is that relatively
few feigners achieve such extreme elevations; the sensitivity
estimates are .10 and .09, respectively. Therefore, these ex-
treme scores are likely to miss 9 out of 10 feigners.

The PAI discriminant function is not recommended for
forensic evaluations. Although highly effective in clinical
evaluations, its accuracy was substantially diminished when
applied to forensic patients in a known-groups comparison.
Its sensitivity plummets from .84 to .51, and its specificity
declines from .89 to .72. Even in clinical settings, psycholo-
gists are cautioned to inspect the PAI clinical profile before
using the discriminant function. A case has been identified in
which all the clinical scales were unelevated and the individ-
ual was not feigning, despite a positive finding on the dis-
criminant function.

Structured Interview of Reported Symptoms

The SIRS is a structured interview for the systematic as-
sessment of feigned mental disorders. Rogers, Bagby, and
Dickens (1992) outline its general validation; forensic psy-
chologists may wish to consult Rogers (2001) for the most
recent update of SIRS validity studies. Unlike the MMPI-2
and PAI, the SIRS was developed specifically for the assess-
ment of feigning and related response styles. This focus has
resulted in extensive research for both the development of
strategy-based scales and their clinical implementation.

The SIRS’s primary scales employ all detection strategies
described previously, with the exception of “erroneous stereo-
types.” Persons feigning mental disorders typically are classi-
fied based on three or more scales in the probable feigning
range. Less frequently, feigners will have extreme elevations
(i.e., definite feigning range) on one or more primary scales.
Forensic psychologists classify SIRS profiles into one of three
general categories: feigning, indeterminate, and nonfeigning.

The principal features of the SIRS are summarized:

• Validation. The SIRS has been extensively validated not
only by its developers but also by independent researchers
(see Rogers, 2001; Rogers et al., 1992). Importantly, the
SIRS combines both simulation design and known-groups
comparisons to optimize its validation. The SIRS has also
been validated with clinical, forensic, and correctional
populations.

• Clinical Applications. A major emphasis on the SIRS is
the individual classification of evaluatees with respect to
response styles. To reduce misclassifications, an indeter-
minate category was implemented for marginal cases. In
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the classification of feigners, the positive predictive power
is very high to minimize misclassifications. Classification
rules are also available for nonfeigning profiles.

• Coaching. A particular concern of forensic evaluators is
whether evaluatees are coached by others or otherwise
“educated” about a response style measure and its scales.
Coaching participants on the SIRS strategies does reduce
elevations; however, most participants still have marked
elevations on the SIRS primary scales.

• Generalizability. Available research (see Rogers, 2001)
indicates that the SIRS appears to function equally well
across gender, ethnicities commonly encountered in foren-
sic settings, and type of setting.

An important caution is that the SIRS has not been vali-
dated for repeat administrations, especially across brief inter-
vals. We have observed several forensic cases in which an
expert, apparently dissatisfied with the results from an ear-
lier expert, readministered the SIRS. One grave concern is
whether the evaluatee had access to the results of the previ-
ous report (written or oral) or reasonably inferred this feed-
back from general comments made by his or her attorney.
This type of specific feedback on past SIRS performance may
invalidate subsequent administrations.

In summary, the SIRS is probably the best-validated mea-
sure for the assessment of feigned mental disorders. In foren-
sic cases in which malingering is suspected, the SIRS should
be a standard component of the assessment. Given the accu-
racy of its individual classifications, results of the SIRS
should be weighted heavily when discrepancies occur in the
assessment of malingering.

DEFENSIVENESS AND MENTAL DISORDERS

Overview

Defensiveness, involving the denial and minimizing of men-
tal disorders, is often cast into a secondary role in forensic
evaluations. Cases of potential malingering take center stage
because of concerns within the criminal justice system that
criminal defendants may evade their punishments or that civil
litigants may reap undeserved rewards. Less attention is paid
to defensive clients who may be deliberately underreporting
their symptomatology, possibly motivated by the stigmatiza-
tion of mental illness. As an extreme example, some criminal
defendants would rather face the death penalty than admit
that they are mentally disordered.

Methods of assessing defensiveness in forensic evaluations
are not nearly as well developed as those for malingering.

Three major reasons contribute to our limited knowledge of
defensiveness:

• Defensiveness is difficult to assess because clients simply
deny or minimize their symptomatology.

• Defensiveness is often difficult to distinguish from “lack
of insight.” Many chronic patients, especially those with
psychotic disorders, do not recognize their symptoms and
therefore do not report them.

• Defensiveness has been largely neglected by recent foren-
sic research.

This section focuses on two measures that have been used
with varying degrees of success in the assessment of defen-
siveness. These measures consist of the MMPI-2 and Paulhus
Deception Scales (PDS; Paulhus, 1998).

Minnesota Multiphasic Personality Inventory

The MMPI-2 has two traditional scales and a handful of spe-
cialized scales for the evaluation of defensiveness (Baer,
Wetter, & Berry, 1992). Beyond the traditional scales (L and
K), this review focuses on two highly effective specialized
scales (Wsd and Mp) as well as a recently developed and
highly touted scale (S). Table 7.1 summarizes the pertinent
information about these five scales.

Baer et al. (1992) conducted a meta-analysis on 25 studies
with a first-rate review of defensiveness on the original
MMPI. As an important and unexpected finding, Baer and her
colleagues found that Wiggins’ Social Desirability (Wsd)
scale and the Positive Malingering scale (Mp) outperformed
the traditional defensiveness scales, L and K. More recent
MMPI-2 studies have highlighted the importance of special-
ized scales in the determination of defensiveness. Key find-
ings are summarized:

• Baer, Wetter, and Berry (1995) found that traditional
scales are vulnerable to coaching; tips on how to avoid de-
tection foiled scales L and K (i.e., negligible effect sizes of
�.06 and �.04, respectively). In contrast, Wsd produced
a moderate effect size with coaching (.86).

• Studies have indicated that specialized indices of defen-
siveness add incremental validity. Specialized indices in-
clude Wsd, S, Edwards Social Desirability (Esd), and
Other Deception (Od), which add incremental validity to
the traditional scales (Baer, Wetter, Nichols, Greene, &
Berry, 1995; Bagby et al., 1997). As a concrete example,
Baer et al. (1995) found that a discriminant function based
on scales L and K produced a 78% classification, while the
addition of Wsd and S improved this classification to 90%.



Feigned Cognitive Impairment 119

A critical issue for forensic psychologists is whether
MMPI-2 indices are effective in forensic cases in which
defensiveness is likely to occur. Bagby, Nicholson, Buis,
Radovanovic, and Fidler (1999) addressed this issue indi-
rectly by comparing the clinical profiles of defensive and non-
defensive parents in custody and access evaluations. Using a
variation of standard indicators (i.e., L � K), they found vir-
tually no difference between defensive and nondefensive
profiles (M effect size � 0.00). With specialized indices
(Wsd and S), very modest effect sizes were found (M effect
size � .17). The use of single cut scores may have modest util-
ity when most parents are engaging in some level of defen-
siveness (i.e., overall M elevations for clinical scales � 51.2).
Alternative explanations are that most parents in child cus-
tody litigation do not have psychological impairment, or their
psychological impairment is not captured by the MMPI-2.

The basic recommendation for forensic practice is that
psychologists routinely score Wsd in all cases. In addition to
robust effect sizes, the Wsd has two major advantages: it is
less vulnerable to coaching than other indices, and it has a
narrow range of cut scores. Other specialized indices (S and
Mp) are likely to be used selectively in cases where defen-
siveness is suspected.

Paulhus Deception Scales

Paulhus (1998) developed the PDS, composed of two scales
for measuring defensiveness. The purpose of each scale is
examined in detail.

The Impression Management (IM) scale is intended to
measure deliberate efforts at social desirability, although the
scale correlates moderately with personality traits of con-
scientiousness and agreeableness. Under “high-demand”
circumstances, scores on the IM scale tend to increase. Com-
plicating the interpretation of the IM scale is the finding that
highly religious persons tend to have very high scores (see
Paulhus, 1998, p. 9, note 1); the question remains whether re-
ligious persons deliberately engaged in social desirability or
the IM scale is confounded by devout beliefs.

The Self-Deceptive Enhancement scale (SDE) is intended
to measure “an unconscious favorability bias closely related to
narcissism” (Paulhus, 1998, p. 9). High SDE scores are associ-
ated with self-described personal adjustment; observers vary
in their descriptions from confident and well-adjusted to arro-
gant and domineering. Perhaps the most controversial part of
the SDE scale is its designation of an “unconscious” bias.
Some forensic psychologists are likely to be unwilling to adopt
the PDS’s explicit psychoanalytic framework. Moreover,
the admissibility of expert evidence following Daubert must
take into account the falsifiability of scale interpretations, a

formidable challenge for the unconscious formulation for
the SDE scale.Although the test manual reports factor analytic
results supporting two dimensions, it does not provide evi-
dence that the second dimension was unconscious. In citing his
earlier research, this factor was described as a portrayal of
“exaggerated mental control or dogmatic overconfidence”
(Paulhus, 1998, p. 23). This description leaves open the ques-
tion of unconscious motivation.

Results of Pebles and Moore (1998) further question the
validity of the SDE scale. When simply asked to “make a
good impression,” participants easily doubled their scores on
SDE from 5.5 to 11.6. The ability of uncoached participants
to achieve an extreme elevation (T score � 85) casts doubt on
the SDE as an unconscious measure of self-deception.

Salekin (2000) provided a useful summary of the PDS in
relation to forensic practice. He observed problems in under-
standing the SDE scale in relation to psychopathy (e.g.,
grandiosity and superficial charm) and narcissism. He also
noted the absence of cross-validated cutting scores and the
lack of research with clinical-forensic samples. Amplifying
on this latter point, an inspection of the test manual suggests
that the PDS validation does not include any identified clini-
cal sample; instead, Paulhus (1998) relied on general popula-
tion, college students, prison entrants, and military recruits.
Without formal comparisons to Axis I and Axis II disorders,
forensic psychologists have no way of knowing whether
scale elevations signify defensiveness or simply reflect a nor-
mative pattern in patient populations.

FEIGNED COGNITIVE IMPAIRMENT

Feigned cognitive impairment shares a similar definition and
concomitant goals with other types of malingering. However,
it differs fundamentally from the malingering of mental dis-
orders in two crucial ways: tasks required of the malingerer
and detection strategies. As observed by Rogers and Vitacco
(in press), the principal task for feigned cognitive impairment
is “effortful failure.” In other words, would-be malingerers
must convince the examiner that their efforts to succeed are
sincere and that their ostensible impairments are genuine.
Effortful failure is strikingly different from fabrication of
symptoms and associated features typically required for
feigned mental disorders. Because of these differences,
forensic psychologists must use detection strategies that
focus specifically on cognitive feigning. As a concrete exam-
ple, strategies such as “rare symptoms” make little concep-
tual sense for the detection of purported deficits on the
WAIS-III. Therefore, detection strategies specific to feigned
cognitive impairment must be considered.
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The definition of malingering does not change, despite
differences in presentation and detection strategies. The ma-
lingering of cognitive impairment must involve the gross
exaggeration or fabrication of intellectual and neuropsycho-
logical deficits for an external goal. This point must be em-
phasized. Many studies have attempted to substitute other
terms, such as “incomplete effort,” “suboptimal effort,” and
“poor motivation.” These terms cannot be equated with either
feigning or malingering.

Most clients are required to participate in forensic evalua-
tions. The level of perceived coercion is likely to vary widely
by circumstances of the evaluation and the individual charac-
teristics of the clients. The far-reaching implications of these
evaluations are not overlooked. For instance, the client’s
financial well-being is often at stake in civil proceedings.
Although generally adequate, forensic evaluations do not
represent the optimal conditions for the assessment of cogni-
tive functioning. To expect clients to put forth optimal efforts
under suboptimal conditions appears naïve.

The concept of “poor motivation” is both imprecise and
inferential. What are the standards for judging certain motiva-
tion as “poor,” “adequate,” or “good”? The simple designa-
tion of poor motivation may have devastating consequences
for a client. The process of assessing gradations of motivation
is poorly understood and highly inferential. Forensic psychol-
ogists will want to avoid this level of imprecision and the po-
tential ethical concerns of drawing unwarranted conclusions.

An important distinction must be drawn. Forensic psychol-
ogists certainly encounter clients who put forth an incomplete
or suboptimal effort. The reasons for this suboptimal effort are
typically unknown but may include (a) decreased interest and
effort as a result of genuine cognitive impairment; (b) de-
creased interest and effort as a result of a comorbid condition
(e.g., depression secondary to head injury); (c) expectations
of failure based on recent performance; (d) stress and preoc-
cupation with the potential consequences of the evaluation
(e.g., loss of disability income); (e) reaction to inferences
from the examiner’s questions that the impairment is trivial;
and (f) attempts to feign cognitive impairment. Psychologists
must address these six reasons for suboptimal effort. Two
types of conclusions are possible:

1. In a minority of cases, forensic psychologists may feel
confident that they are able to address effectively each of
these reasons for suboptimal effort. In very rare cases,
they may have sufficient data to conclude that the subopti-
mal effort was a result of feigning and systematically rule
out other explanations. 

2. In most cases, forensic psychologists lack the data to
address systematically the various reasons for suboptimal
effort.

How should forensic psychologists describe suboptimal
effort in the great majority of cases in which feigning cannot
be isolated as the predominant reason? To avoid any serious
misunderstandings, we recommend that forensic psycholo-
gists employ two safeguards: address the possible reasons
for suboptimal effort, and proactively clarify the lack of
known relationship between this diminished effort and
feigning. An example of this recommendation is provided
for a female client evaluated following a motor vehicle ac-
cident: “The client did not appear to put forth her best pos-
sible effort during several tests of her cognitive ability.
Reasons for this could include cognitive and emotional im-
pairment as a result of her car accident, her expectations of
failure, stresses related to the evaluation, or deliberate at-
tempts to appear more impaired. These test findings cannot
be used to establish feigning or any other reason for subop-
timal effort.”

Evaluations of feigned cognitive deficits pose several im-
portant ethical issues for forensic psychologists. Because
many cognitive feigning measures are single-purpose scales
(i.e., only intended for dissimulation), what type of informed
consent is required ethically? Youngjohn, Lees-Haley, and
Binder (1999) argue that informing clients about cognitive
feigning measures may reduce their effectiveness; instead,
they advocate instructing clients to put forth maximum effort.
Although maintaining the effectiveness of cognitive feigning
measures is a laudable goal, it should not be achieved via the
neglect of informed consent. In describing the nature of psy-
chological services (American Psychological Association,
1992, Ethical Standard 1.07a), a basic obligation occurs to
describe their broad objectives, including response styles.
This obligation can be satisfied by a general statement at the
onset of the evaluation; this statement may also serve a bene-
ficial purpose in diminishing the likelihood of malingering
(Johnson & Lesniak-Karpiak, 1997). A second ethical issue is
posed by deliberate misrepresentations to the evaluatee. For
example, the Rey 15-item test (see Lezak, 1995) is sometimes
intentionally misdescribed as a “difficult” memory task, when
this is known to be inaccurate. Forensic psychologists should
categorically avoid any misrepresentations to persons being
evaluated.

The next section outlines the detection strategies for feigned
cognitive impairment. It summarizes the recent literature on
the effectiveness of specific strategies and presents an over-
view of specific measures.

Detection Strategies

Rogers, Harrell, and Liff (1993) identified six basic detection
strategies for feigned cognitive impairment. These strategies
have been augmented by forced-choice testing and reaction



Feigned Cognitive Impairment 121

time (Rogers & Vitacco, in press) and pairwise comparisons
of comparable items (Frederick, 1997). In general, detection
strategies can be grouped into two domains: detection by ex-
cessive impairment and detection by unexpected patterns.
Examples of excessive impairment are failures on very easy
items (i.e., floor effect) and failures below chance on forced-
choice formats (i.e., symptom validity testing or SVT). Exam-
ples of unexpected patterns include similar performance on
easy and difficult items (i.e., performance curve) and unex-
pected answers on forced-choice formats (i.e., magnitude of

error). In general, detection strategies using unexpected pat-
terns are less transparent than excessive impairment and
likely to be robust indicators of feigning.

Three common detection strategies are subsumed within
the “excessive impairment” domain, with feigned perfor-
mance overreaching the level of impairment typically found
in brain-injured patients. These strategies include floor effect,
SVT, and forced-choice testing (FCT). Table 7.2 summarizes
these detection strategies and provides representative exam-
ples of the sample cognitive measures.

TABLE 7.2 Detection Strategies on Feigned Cognitive Impairment: Measures and Validation

Strategy Scale Clinical Usefulness

Floor effect Rey 15-Item Many studies found good specificity but modest sensitivity; it is limited by varying cut scores and possible
false-positives with specific conditions.

Floor effect TOMM Several studies found high classification rates; it is not tested with comorbid mental disorders.
Floor effect HDMT Guilmette, Hart, & Giuliano (1993) found that lower than 90% correct yielded high classifications; it needs

cross-validation.
Floor effect Digit Span Two studies found cut score �7 had good specificity but modest sensitivity; research has relied on differential

prevalence design.
Floor effect LMT Inman et al. (1998) reported 3 studies supporting the use of the LMT as a screen.
Perfor. Curve TONI-S Frederick & Foster (1991) found very positive results when restricted to higher scores; it is limited by the small

number of memory-impaired patients and needs replication.
Perfor. Curve Ravens-S Gudjonsson & Shackleton (1986) found moderately high classification rates; it was partially replicated by

McKinzey, Podd, Krehbiel, Mensch, & Trombka (1997).
Perfor. Curve DCT Several studies yield moderately high classifications, but studies use different cut scores.
Perfor. Curve LNNB-S McKinzey et al. (1997) found high rates on cross-validation; it appears clinically useful for LNNB

administrations.
Mag. of Error WMS-R-S Martin, Franzen, & Orey (1998) found moderately high classification; it needs replication.
Atypical WAIS-R-S Mittenberg, Theroux-Fichera, Zielinski, & Heilbronner (1995) found moderate classification but with a

substantial false-positive rate.
Atypical CVLT-S Sweet et al. (2000) found moderately high classification but did not report sensitivity or specificity estimates.
Atypical WMS-R-S Mittenberg, Azrin, Millsaps, & Heilbronner (1993) found high classification; it has been replicated (Iverson,

Slick, & Franzen, 2000).
Sequelae NSI Ridenour, McCoy, & Dean (1998) provide promising data on the overall level of reported symptoms to identify

simulators; it needs replication with a range of neuropsychological conditions.
SVT PDRT Several studies found superb specificity but poor sensitivity.
SVT HDMT Several studies found superb specificity but poor sensitivity.
SVT TONI-S Frederick & Foster (1991) found superb specificity but poor sensitivity.
SVT TOMM Several studies found superb specificity but poor sensitivity.
FCT PDRT Moderate classification; research is limited by differential prevalence design and lack of studies on comorbidity.
FCT HDMT Guilmette et al. (1993) used performance below 75% correct to achieve a high classification; it needs replication

with large samples and evaluation of comorbidity.
FCT 21-Item Memory Highly variable classification rates were found across studies.
FCT “b” Test Boone et al. (2000) found promising data; it needs replication.
FCT WMT Iverson, Green, & Gervais (1999) summarize past research that shows promise as a screen.
Consistency TONI-S Frederick & Foster (1991) found this useful in conjunction with other strategies.
Time PDRT-C Rose, Hall, & Szalda-Petree (1995) found shorter response times for simulators than brain-injured patients;

it needs replication.
Time TOMM Rees, Tombaugh, Gansler, & Moczynski (1998) found longer response times for simulators than brain-injured

patients; it needs replication.

Note: TOMM � Test of Memory Malingering (Tombaugh, 1996); HDMT � Hiscock Digit Memory Test (Hiscock & Hiscock, 1989); LMT � Learning Mem-
ory Test (Inman et al., 1998); Digit Span � sum of raw scores for highest number forward plus highest number backward; Perfor. Curve � Performance Curve;
TONI-S � specially scored Test of Nonverbal Intelligence (Frederick & Foster, 1991); Ravens-S � specially scored Ravens Standard Matrices (Raven, 1981);
DCT � Dot Counting Test (Lezak, 1995); LNNB-S � specially scored Luria-Nebraska Neuropsychological Battery (Golden, Purisch, & Hammeke, 1985); Mag.
of Error � Magnitude of Error; WMS-R-S � specially scored Wechsler Memory Scales–Revised subtests (Wechsler, 1987); Atypical � Atypical Presentation;
WAIS-R-S � specially scored Wechsler Adult Intelligence Scale-Revised (Wechsler, 1981); CVLT-S � specially scored California Verbal Learning Test (Delis,
Kramer, Kaplan, & Ober, 1987); Sequelae � psychological sequelae; NSI � Neuropsychological Symptom Inventory (Rattan, Dean, & Rattan, 1989); SVT �

symptom validity testing; PDRT � Portland Digit Recognition Test (Binder, 1992); consistency � consistency across parallel items; WMT � Word Memory
Test (Green, Astner, & Allen, 1996); Time � response time; PDRT-C � computerized version of the PDRT.
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Floor effect strategy is based on the notion that malinger-
ers have difficulty distinguishing which cognitive abilities
are unlikely to be compromised in patients with genuine
neuropsychological impairment. This strategy was first pro-
mulgated by Andre Rey in the 1940s (see Lezak, 1995) in
devising a cognitive task (Rey 15-item memory test) that ap-
pears moderately complex (recall of 15 separate items) but is
actually simple (items are organized into easy-to-remember
sequences). As operationalized, the floor effect strategy typi-
cally uses a very simple recall and recognition task that can
be successfully completed by most (�90%) cognitively im-
paired persons. For example, most patients with genuine cog-
nitive impairment are able to achieve a 90% accuracy on the
second trial of the Test of Memory Malingering (TOMM;
Tombaugh, 1996). The majority of simulators do not recog-
nize the simplicity of the memory task, especially when
given repeated trials.

The floor effect strategy has become a popular detection
method for cognitive feigning (see Table 7.2). Despite its intu-
itive appeal, forensic psychologists should be cautious in
applying the floor effect strategy for two reasons. First, the
range of genuine cognitive impairments militates against
the selection of items that work equally well for all cognitive
deficits. For example, the second trial of the TOMM appears to
be highly effective with brain injury cases (false-positives �

2.2%) but not with dementia (false-positives � 27.0%). Sec-
ond, evaluatees can be easily coached to foil the floor effect.

Symptom validity testing (SVT) examines an improbable
failure rate based on statistical probability. First championed
by Brady and Lind (1961), most SVT methods have a two-
choice format; even persons with total incapacity should not
score significantly below chance. The SVT strategy has been
used by numerous cognitive measures, typically in combina-
tion with other strategies. Because the SVT takes into ac-
count total incapacity, this strategy tends to be effective only
with extreme forms of malingering. Generally successful in
less than one-third of simulating cases, the SVT is unique
among detection strategies in ruling out other reasons for
poor performance. The only logical reason for below-chance
performance is the recognition of the correct response and
subsequent selection of the incorrect response. Forensic psy-
chologists can be very confident in their conclusions about
cognitive feigning when performance on SVT is significantly
below chance.

Memory complaints in forensic cases are sometimes fo-
cused on personal recollections (e.g., amnesia for the offense).
Frederick, Carter, and Powel (1995) proposed that SVT could
be used to address purported amnesia by constructing two-
choice alternatives for the events in question. Care must be
taken to develop equally plausible alternatives (Denney, 1996;

Frederick & Denney, 1998) and to test these alternatives on
naïve persons to ensure that they have an equal likelihood of
being selected. For example, a question about the victim’s hair
color may elicit “brown” more often than “blond” responses
based on reasonable inferences about the prevalence of differ-
ent hair colors (see Rogers & Shuman, 2000).

Forced-choice testing (FCT) is simply lower-than-
expected performance based on normative data. Unlike other
detection strategies, FCT does not apply a logical principle
(e.g., floor effect) or mathematical probability (e.g., SVT). It
simply evaluates group differences and attempts to establish
an optimum cut score. FCT appears to have been introduced
because SVT yielded only modest sensitivity rates (Binder &
Willis, 1991). Without extensive samples of cognitively
impaired individuals, including those with comorbid men-
tal disorders (e.g., major depression or substance abuse), the
false-positive rates of FCT cannot be established. Forensic
psychologists must be careful to distinguish between FCT
(questionable specificity) and SVT (very high specificity) in
drawing their conclusions.

The second domain for cognitive feigning is “unexpected
patterns” that capitalize on unlikely responses to specific
items or sets of items. Detection strategies include magnitude
of error, performance curve, and consistency across parallel
items. Methods using these strategies are summarized in
Table 7.2.

Magnitude of error (MOE) evaluates the degree of inac-
curacy for incorrect responses. Especially in multiple-choice
formats, incorrect responses can be grouped into “expected”
and “unexpected” categories by inspecting patients with gen-
uine cognitive impairment. A reasonable assumption is that
most malingerers focus on what items to answer incorrectly,
rather than how to answer items incorrectly. Extrapolating
from case reports, Rogers et al. (1993) formally identify
this strategy. Martin, Franzen, and Orey (1998) designed a
multiple-choice format for Visual Reproduction and Logical
Memory subtests of the WMS-R (Wechsler, 1987). They
found MOE was highly effective at identifying simulators
who endorsed a high proportion of unexpected errors. Bender
(2000) found the MOE to be the most effective strategy for
identifying simulators, even when simulators were warned
about MOE.

Performance curve is based on the thesis that malingerers
do not take into account item difficulty in choosing which
items to fail. First identified by Goldstein (1945), perfor-
mance curve compares the proportion of correct items across
different gradations of item difficulty. When plotted on a
graph, genuine patients and controls typically evidence a neg-
ative curve with lower performance on more difficult items.
In contrast, some malingerers exhibit flat or even positive
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curves. This strategy appears to be moderately effective
across different measures, including Raven standard progres-
sive matrices (Gudjonsson & Shackleton, 1986; McKinzey,
Podd, Krehbiel, & Raven, 1999), the Dot Counting Test
(DCT; Binks, Gouvier, & Waters, 1997), and the Luria-
Nebraska Neuropsychological Battery (LNNB; McKinzey,
et al., 1997). In addition, several versions of the performance
curve are central to the Validity Indicator Profile (VIP;
Frederick, 1997). In summary, performance curve strategy
appears to be robust, with consistent, positive findings across
different measures.

Atypical presentation was traditionally considered an un-
standardized evaluation of symptoms that did not make “neu-
ropsychological sense” (Rogers et al., 1993). However, more
recent studies have examined disparate findings that rarely
occur in patients with genuine cognitive impairment. For
example, bona fide patients generally score higher on the
WMS-R Attention/Concentration index than the General
Memory index, whereas simulators tend to manifest the oppo-
site pattern (Mittenberg, Azrin, Millsaps, & Heilbronner,
1993; Iverson et al., 2000). Atypical presentation has also
been applied to the WAIS-R in the Vocabulary and Digit
Span difference. Mittenberg, Theroux-Fichera, Zielinski, and
Heilbronner (1995) found that a discriminant function accu-
rately identified 70.5% of the participants, although the false-
positive rate was unacceptably high (36.8%) for forensic use.
Descriptive data from disability evaluations cast further doubt
on Vocabulary-Digit Span difference. Contrary to predictions,
Williams and Carlin (1999) found that claimants with atypical
presentations had significantly higher IQ scores than those
with expected presentations. Finally, research on the Califor-
nia Verbal Learning Test (CVLT; Delis, Kramer, Kaplan, &
Ober, 1987) indicated that simulators evidence atypical per-
formance on both recognition and recall (Sweet et al., 2000;
Trueblood & Schmidt, 1993).

Psychological sequelae is a variation of atypical perfor-
mance that extends beyond cognitive abilities. Rogers et al.
(1993) noted that simulators sometimes report symptoms of a
mental disorder (Miller & Cartlidge, 1972) or physical com-
plaints that are not typically found with genuine patients. For
example, Heaton, Smith, Lehman, and Vogt (1978) found that
simulators of head injury commonly reported elevations on
six MMPI clinical scales. One limitation to this strategy is that
nonprofessionals appear to have an intuitive understanding of
concomitant symptoms for common conditions, such as mild
brain injury (Lees-Haley & Dunn, 1994) and postconcussion
syndrome (Mittenberg, D’Attilio, Gage, & Bass, 1990). How-
ever, promising work by Ridenour, McCoy, and Dean (1998)
suggests that evaluatees can be presented with a wide array of
neuropsychological symptoms, with simulators potentially

identifiable by the range and severity of reported symptoms.
This strategy requires further evaluation before clinical
implementation.

To evaluate consistency across comparable items, Freder-
ick and Foster (1991) proposed a consistency ratio for exam-
ining performance across items of equal difficulty. Frederick
(1997) elaborated on this approach in his development of the
VIP. This strategy is difficult to implement because clinicians
need items that have been rigorously tested across diverse
clinical samples to ensure comparability in item difficulty.
Especially for crystallized intelligence, cognitive abilities
(e.g., vocabulary) may be highly variable in genuine patients.
As an important caveat, consistency across parallel items
should be not confused with consistency of test results. Many
genuine patients produce anomalous results on neuropsycho-
logical testing. By themselves, inconsistent test results are
not helpful to the classification of malingering.

Response time measures the average time to complete test
items. Research is mixed on whether simulators take more
time (Rees et al., 1998) or less time (Rose et al., 1995) than pa-
tients with compromised cognitive functioning. For practical
purposes, response time is typically limited to computer ad-
ministrations. At present, response time is not recommended
as a general detection strategy.

Guidelines for the Classification

Forensic psychologists involved in neuropsychological cases
are faced with several daunting tasks. The first task is a thor-
ough understanding of detection strategies for feigned cogni-
tive impairment and the available measures employing these
strategies. Although not exhaustive, Table 7.2 summarizes
most of the cognitive feigning measures reported in the clin-
ical literature. In malingering cases, forensic psychologists
bear the onerous responsibility of knowing the range of cog-
nitive feigning measures, their detection strategies, and their
general utility. Table 7.2 provides a useful starting point in
developing this expertise.

The second task for forensic psychologists is the selection
of detection strategies and cognitive feigning measures for
suspected malingering cases. Psychologists will likely be
influenced by the clinical presentation in their selection of
strategies and methods. Two issues must be considered:

• Purported Deficit. Does the measure address the supposed
impairment? Reported problems with analytic thinking
are unlikely to be addressed by simple tests of memory
recognition.

• Detection Strategy. Do the selected measures represent
different selection strategies? As a general rule, detection
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strategies should represent both the excessive impairment
(floor effect and SVT) and the unexpected pattern (MOE
and performance curve) domains. 

Slick, Sherman, and Iverson (1999) propounded stringent
standards for definite and probable malingering of cognitive
impairment. For definite malingering, they proposed that
only below-chance performance on SVT accompanied by ex-
ternal incentives would be sufficient for this determination.
For probable malingering, they proposed at least two of the
following: (a) indicators of feigning on one or more well-
validated measures of feigned cognitive impairment; (b) dis-
crepancies between test data and known patterns of brain
functioning; (c) discrepancy between test data and observed
behavior within a specific domain on two or more neuropsy-
chological tests; (d) discrepancy between test data and reli-
able collateral reports; and (e) discrepancy between test data
and documented background history. Alternatively, they pro-
posed only one of the above plus discrepancies with self-
reported symptoms or history. For possible malingering,
proposed criteria include any major discrepancy between
self-reported symptoms and other data (history, patterns of
brain functioning, behavioral observations, or collateral in-
formation) or exaggerated/fabricated responses on tests of
psychological impairment, such as the MMPI-2.

Slick et al. (1999) should be applauded for their efforts to
systematize the classification of malingered cognitive impair-
ment. However, this model has substantial limitations for
forensic practice. Three major constraints are outlined:

1. Definite malingering is too narrowly construed. Exclusive
reliance on SVT would exclude the great majority of ma-
lingerers that are not feigning extreme impairment. We
propose that definite malingering include either SVT or
multiple indicators of feigning (including detection strate-
gies from the unexpected patterns domain), plus marked
discrepancies between test performance and collateral
data.

2. Probable malingering is too broadly construed. Foren-
sic psychologists should be aware that distinctions be-
tween probable and definite malingering may not have any
differential effect on the legal outcome. Therefore, great
care must be exercised in establishing probable malin-
gering in forensic cases. A major difficulty with the Slick
et al. model is that the determination of probable malinger-
ing can be rendered without the objective application of
systematic decision rules. Discrepancies in self-reporting
and collateral sources can be explained without invoking
the concept of malingering. We propose that “probable
malingering” be invoked only when multiple indices of

feigned cognitive impairment are present in addition to
marked discrepancies.

3. Possible malingering should not be used in forensic cases.
Most complex forensic cases have some discrepancies in
test data and subsequent reports. As an analogue, forensic
psychologists often reach different conclusions about
complex neuropsychological cases based largely on the
same data. Test and collateral findings might be viewed as
“discrepant” based on the propensities of a particular neu-
ropsychologist rather than the response style of the evalu-
atee. Terms such as “inconsistent presentation” can be
used without the pejorative effects intrinsic to the term
“malingering.”

Featured Measures

Three measures of feigned cognitive impairment from a
broad array of potential measures are summarized: PDRT,
VIP, and TOMM. They were selected based on their avail-
ability and substantial validation.

Portland Digit Recognition Test 

Binder and Willis (1991) developed the PDRT as a 72-item
digit recognition test of motivation and effort. A five-digit
number is presented and followed by a distractor (i.e., count-
ing backwards). Increasing intervals are included to increase
the apparent difficulty of the task. The client is asked to
choose the previously presented string of digits from two
choices. The two-choice format allows the assessment of
below-chance performance (i.e., SVT). Alternatively, the
client’s performance is compared to expected accuracy of
cognitively impaired patients (i.e., FCT).

Binder (1993) investigated the SVT in a differential
prevalence design. He found that none of the nonforensic pa-
tients with moderate to severe head injuries scored below
chance. In contrast, 17% of the forensic sample with only
mild head injuries scored below chance. He concluded that
the SVT is an effective detection strategy, and financial in-
centives explained the differences in performance. In the
same research, Binder also used an FCT with a cut score of
�39 (no more than 54.2% correct) to distinguish patients
with “unambiguous brain dysfunctions” from simulators.
This research did not appear to take into account either co-
morbid conditions (e.g., depression) or the effects of stress
and preoccupation with the potential consequences of the
evaluation.

Variations of the PDRT include abbreviated and computer-
ized versions. Discontinuation rules can be employed when
an individual performs well on the first 18 or 36 items, thereby
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shortening the administration time. A modification of the
computer administration allows for an examination of un-
usual response times. Rose et al. (1995) found higher reaction
times in patients than in simulators on the PDRT. They con-
cluded that the patients required more time to process the ma-
terial due to cognitive slowing associated with head injury.
Alternatively, the simulators may have underestimated the
impact brain injury has on processing speed and failed to slow
their responses accordingly.

The PDRT is appropriate for use in forensic contexts when
employed to evaluate SVT via below-chance performances.
When used appropriately, SVT virtually eliminates false-
positives, making below-chance performances highly indica-
tive of feigning. However, this strategy has only modest
sensitivity, meaning that most feigners are not identified by
SVT on the PDRT. Forensic psychologists are likely to be
divided on the usefulness of the FCT with the PDRT, even as
a screen for feigning. Without ruling out other explanations
(e.g., comorbidity), the relationship between unexpectedly
poor performance and potential feigning has not been
fully evaluated. Finally, the RT strategy has not been suffi-
ciently validated as to warrant its forensic application.

Validity Indicator Profile 

The VIP (Frederick, 1997) employs a two-choice format for
the assessment of suboptimal effort on two subtests addressing
verbal and nonverbal abilities. The VIP is distinguished from
other cognitive measures by its use of multiple strategies fo-
cused predominantly on unexpected patterns. The strategies
include three estimates of response consistency and five esti-
mates of performance curve. Because of the high inter-
correlations for response consistency (M r � .81), forensic
psychologists may be concerned whether they are discrete or
largely redundant scales. Estimates of SVT are also possible,
although not employed as a primary strategy.

The VIP classifies profiles as either “valid” or “invalid”
rather than feigning per se. Invalid profiles are sorted into three
categories (Frederick, 1997, p. 2): (a) “careless” (poor effort
but motivated to do well); (b) “irrelevant” (intention to per-
form poorly but not a sustained effort); and (c) “malingered”
(intention to perform poorly with a sustained effort). Using the
broad categories of valid and invalid, the classification rates
are moderately high. The VIP nonverbal subtest has a sensitiv-
ity rate of 73.5% and a specificity rate of 85.7%. The VIP
verbal test has a sensitivity rate of 67.3% and a specificity rate
of 83.1%.

The VIP is best conceptualized as a measure of suboptimal
effort rather than feigning. Very few simulators and suspected
malingerers are correctly classified in the “malingering”

category. Specific estimates of malingering classifications are
provided:

• Nonverbal subtest. 3 of 52 (5.8%) simulators and 1 of 49
(2.0%) suspected malingerers were classified correctly in
the malingering category (Frederick, 1997, p. 28, Table 8).
The combined accuracy is 4/101 or 4.0%.

• Verbal subtest. 4 of 52 (7.7%) simulators and 1 of 49
(2.0%) suspected malingerers were classified correctly in
the malingering category (Frederick, 1997, p. 29, Table 9).
The combined accuracy is 5/101 or 5.0%.

• Combined subtests. The classification integrating both
tests for malingering is not reported but should not exceed
9.0%. An extrapolation from Table 12 (p. 29), summariz-
ing the concordance for invalid subtests, yields 6.2% as an
approximate estimate.

These estimates derived from the VIP test manual do not
support its use for the classification of malingering or feign-
ing. As a measure of suboptimal effort, should forensic psy-
chologists conclude that “invalid” profiles are likely the result
of feigning? Substantial percentages of brain-injured patients
have “invalid” results on the nonverbal (26.2%) and verbal
(36.1%) subtests. Depending on the prevalence rate for
feigned cognitive impairment, invalid profiles may be found
at comparable rates between brain-injured patients with no
apparent motivation to feign, and simulators and suspected
malingerers.

The VIP should not be used clinically with two groups
manifesting cognitive impairment, namely, those with
mental retardation or learning disabilities. As noted by
Frederick (1997), the VIP should not be used to evaluate
patients with mental retardation (i.e., operationalized as
Shipley IQs �75). Almost all (95.0%) of these participants
produced invalid profiles. Psychologists are cautioned not to
use educational attainment as an indirect measure of mental
retardation; approximately two-thirds (67.5%) had at least a
high school education. In addition, persons with learning
disabilities were systematically excluded from the cross-
validation phase and are not included in the classification
tables.

In summary, the VIP is an ambitious effort to evaluate
response styles through the use of multiple detection strate-
gies and the evaluation of both nonverbal and verbal abilities.
The most judicious use of the VIP is the assessment of sub-
optimal effort. Forensic psychologists should be careful not
to equate suboptimal effort with deception or fraud. Depend-
ing on base rates, invalid VIPs may be just as likely to
represent genuine impairment as any form of dissimula-
tion. In rare cases where the VIP designates a protocol as
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“malingering,” it is likely to be the result of feigning (found
in seven cases) or possibly random responding (found in two
cases).

Test of Memory Malingering

The TOMM (Tombaugh, 1996, 1997) is a two-alternative
memory recognition task composed of 50 line drawings.
Presented in two trials, the optimum cut score (45 or 90%
correct) occurs in Trial 2. Scores at or above the cut score cor-
rectly classified 95% of nondemented patients; scores below
the cut score identified 100% of the simulators. A small num-
ber of patients in a differential prevalence design had average
scores substantially below the cut score (M � 32.8). In
addition to the floor effect, the TOMM also uses SVT,
which apparently has a low detection rate for feigners (Rees
et al., 1998).

Several cautions apply to the use of the TOMM in foren-
sic practice. First, the TOMM appears to produce much lower
results when applied to patients in litigation or those seeking
disability (Tombaugh, 1996). Although some litigating pa-
tients are malingering, the differential prevalence design
leaves questions unanswered about its applicability to foren-
sic cases. As noted by Smith (1998), the directions for the
cognitively impaired group differed substantially from the
standard TOMM instructions. In its validation, cognitively
impaired participants were (a) verbally redirected to the task,
(b) focused on both alternatives with expanded instructions,
and (c) selectively re-instructed about the task (patients with
dementia). This focusing and prompting may have artificially
inflated TOMM scores for those with genuine cognitive im-
pairment. The real danger is that the standard instructions
may substantially increase false-positives, wrongly classify-
ing genuine patients as feigners.

SUMMARY

Forensic psychologists are faced with formidable challenges
in the assessment of malingering and defensiveness. As noted
in this chapter, many clinicians and attorneys have misunder-
standings and misassumptions about response styles. Foren-
sic psychologists must be able to address these inaccuracies,
including the potential misuse of DSM-IV indices. Clinically,
they develop expertise through the knowledge of detec-
tion strategies and their application to psychological mea-
sures. Although faced with a daunting number of response
style measures, they select empirically validated scales that
are domain-specific (e.g., feigned psychopathology versus
feigned cognitive impairment) and relevant to the immediate

case. Forensic psychologists carefully integrate multiple
sources of data, consistent with established detection strate-
gies, in rendering their opinions on response styles to the
courts.

Enduring challenges remain for forensic research on re-
sponse styles. The next century should bring additional de-
tection strategies that are rigorously tested by both simulation
designs and known-groups comparisons. For cognitive as-
sessment in particular, detection strategies need to be both
expanded to cover diverse neurocognitive abilities and re-
fined to improve clinical classification. From a forensic-
psychological perspective, the standardized assessment of
feigned medical conditions remains a vast, uncharted terri-
tory that requires both sophisticated conceptualization and
sound empiricism.
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In recent years, psychologists have been increasingly active
in conducting assessments for candidates and incumbent
employees in law enforcement and other “high-risk” occupa-
tions (Blau, 1994; Inwald & Resko, 1995). A mid-1980s
survey indicated that there has been substantial growth in the
use of psychological services in law enforcement. More than
75% of responding agencies reported a need for psycholo-
gists to assist in recruit screening and evaluating candidates
for promotion, and 67% of respondents reported a need for
psychological evaluations for suspended and problem offi-
cers (Delprino & Bahn, 1988). These represent the two
primary types of occupational assessments requested for
high-risk occupations: preemployment screening, an assess-
ment of an applicant’s psychological suitability for prospec-
tive employment, and “fitness for duty” evaluation, an
assessment that typically occurs after an employee has en-
gaged in some behavior or communication that has raised
concern about his or her psychological suitability to perform
job duties or about risk of harm to self or others in the work-
place. These evaluations are considered forensic because
they address and inform a legally relevant issue of psycho-
logical suitability for a sensitive position.

In this chapter, we first review ethical issues in conducting
high-risk occupational assessments generally, then discuss
legal and practice issues in preemployment psychological

screening and fitness-for-duty evaluations specifically. Al-
though most of the current literature and practice guidelines
are focused on assessments for law enforcement personnel,
many of the same issues apply to other high-risk occupa-
tions that affect public safety, including correctional offi-
cers, security officers, firefighters, air traffic controllers,
airline pilots, and nuclear power plant operators (Rigaud &
Flynn, 1995).

ETHICAL ISSUES IN HIGH-RISK
OCCUPATIONAL ASSESSMENTS

There are two primary sources of authority for psychologists
in understanding the ethical contours of conducting high-
risk occupational assessments: the American Psychological
Association’s (APA) “Ethical Principles of Psychologists and
Code of Conduct” (hereinafter, APA Ethics Code, APA,
1992), and “The Specialty Guidelines for Forensic Psycholo-
gists” adopted by the American Psychology-Law Society and
the American Academy of Forensic Psychology (hereinafter,
Specialty Guidelines; Committee on Ethical Guidelines for
Forensic Psychologists, 1991). We consider below several
key ethical issues drawn from these sources.
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Competence

Preemployment psychological screenings and fitness-for-
duty evaluations for public safety and other high-risk occupa-
tions are specialized forensic assessments. Psychologists
cannot reasonably assume that they are qualified to conduct
these assessments based solely on their knowledge of testing
and clinical competence to conduct general psychological as-
sessments. At a minimum, the psychologist should have some
understanding of and experience working with public safety
(or high-risk occupation) personnel, familiarity with the es-
sential job functions of the relevant position, a knowledge of
the scientific and professional literature on testing and screen-
ing for high-risk occupations, a clear understanding of the
unique roles and limits of confidentiality and privilege, and a
fundamental grounding in the state and federal legal issues
that affect these evaluations (Super, 1997a, 1997b; see also
Specialty Guidelines, Section III; IACP, 1998).

Practicing only within one’s sphere of competence is, of
course, a basic tenet of psychological practice. Indeed, Prin-
ciple A of the APA Ethics Code directs: “Psychologists strive
to maintain high standards of competence in their work. They
provide only those services and use only those techniques for
which they are qualified by education, training, or experi-
ence” (APA, 1992, p. 1599). This is reiterated in Standard
1.04 (a): “Psychologists provide services, teach and conduct
research only within the boundaries of their competence,
based on their education, training, supervised experience or
appropriate professional experience” (p. 1600). Section III(a)
of the Specialty Guidelines similarly addresses this issue as it
applies specifically to forensic practice: “Forensic psycholo-
gists provide services only in areas of psychology in which
they have specialized knowledge, skill, experience, and
education.”

Role Definition

One of the most vexing ethical issues for psychologists con-
ducting psychological assessments for high-risk occupations
is in defining and navigating roles (Super, 1997a, 1997b).
Typically, when an individual meets with a mental health pro-
fessional, he or she reasonably expects that the information
exchanged will be confidential and will not be disclosed to
third parties. This is not the case in preemployment or fitness-
for-duty assessments. The applicant is not a patient and the
evaluating psychologist should not promise confidentiality or
offer or attempt counseling. The psychologist’s primary
client in these evaluations is the hiring or employing agency,
not the individual applicant/employee. The examinee should
be notified of this fact before the evaluation begins, and

reminded that the purpose of the evaluation is only to gather
information about his or her psychological suitability for
employment and not to provide treatment or therapeutic
services. Standard 1.21 of the APA Ethics Code underscores
this recommendation:

When a psychologist agrees to provide services to a person or
entity at the request of a third party, the psychologist clarifies to
the extent feasible, at the outset of the service, the nature of the
relationship with each party. This clarification includes the role
of psychologist (such as therapist, organizational consultant, di-
agnostician, or expert witness), the probable uses of the services
provided or the information obtained, and the fact that there may
be limits to confidentiality. (APA, 1992, p. 1602)

The Specialty Guidelines cover extensively the issue of
relationships and role definition in forensic assessments. Sec-
tion IV advocates that the psychologist obtain informed con-
sent, to include providing reasonable notice of legal rights
pertaining to the service, purpose of the evaluation, proce-
dures to be employed, intended uses of any product of the
services, and the identity of the party who has employed
the psychologist.

Confidentiality and Access to Results

In preemployment and psychological fitness-for-duty assess-
ments, the psychologist owes a primary duty of confidential-
ity to the hiring agency as the client of record. Certainly, the
psychologist should respect the privacy of the examinee and
not report information that is sensitive but unrelated to em-
ployment suitability (Super, 1997a, 1997b). Nor should he or
she reveal other information gathered in the assessment
beyond what is necessary to support the opinion about psy-
chological/emotional fitness. Standard 5.03 (a) of the APA
Ethics Code states: “In order to minimize intrusions of pri-
vacy, psychologists include in written and oral reports, consul-
tations, and the like, only information germane to the purpose
for which the communication is made” (APA, 1992, p. 1606).
A corresponding section of the Specialty Guidelines directs:
“In situations where the right of the client or party to confi-
dentiality is limited, the forensic psychologist makes every
effort to maintain confidentiality with regard to any informa-
tion that does not bear directly upon the legal purpose of the
evaluation” (V.C). Nevertheless, conventional stipulations of
confidentiality do not apply and, because there is no “doctor-
patient” relationship, statutory provisions of privilege may
similarly be inapplicable.

One of the greatest areas of contention concerns the
examinee’s access to the results or report of the evaluation.
Although psychologists typically have an obligation to
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provide feedback to an individual who has been evaluated,
this is not mandated and may be contraindicated for pre-
employment and fitness-for-duty assessments (Janik, 1994a,
1994b). It is necessary, however, for the psychologist to no-
tify the examinee at the outset of the evaluation that no feed-
back or interpretation will be provided. Standard 2.09 of the
APA Ethics Code stipulates:

Unless the nature of the relationship is clearly explained to the
person being assessed in advance and precludes provision of an
explanation of results (such as in some organizational consult-
ing, preemployment or security screenings, and forensic evalua-
tions), psychologists ensure that an explanation of the results is
provided using language that is reasonably understandable to the
person assessed or to another legally authorized person on behalf
of the client. (APA, 1992, p. 1604)

If an examinee does request evaluation results, informa-
tion can be provided only with consent of the agency as
holder of confidentiality. If feedback is given (with agency
consent), the examinee should be informed that evaluation
results apply only to his or her suitability for the position and
may not relate to his or her mental health or adjustment in
other areas.

In Roulette v. Department of Central Management
Services (1987), an applicant who was not selected for em-
ployment as a police officer filed a request under the Freedom
of Information Act to obtain the psychologist’s preemploy-
ment evaluation report. The circuit court ordered the psy-
chologist to provide the report; however, he did not comply
and was found in contempt of court. The appellate court
reversed the decision, holding that the “information was ex-
empt from disclosure under Freedom of Information Act
exemptions for examination data, information relating to in-
ternal personnel rules and practices, and trade secrets and
commercial or financial information” (p. 60). Similar court
rulings have been applied limiting an employee’s access to
results of fitness-for-duty assessments (Super, 1997a).

PREEMPLOYMENT SCREENING

Most major law enforcement agencies currently have com-
prehensive, multistage selection systems that include psycho-
logical screenings as one component of the program. Indeed,
this component of the screening process has been widely ad-
vocated (National Advisory Commission on Criminal Justice
Standards and Goals: Police, 1967; Milton, Halleck, Lardner,
& Albrecht, 1977) and is mandated by the Commission on
Accreditation for Law Enforcement Agencies (CALEA) for
police and sheriff’s departments seeking accreditation.

Although preemployment psychological screening does
not guarantee the identification of all applicants who may
have or subsequently develop psychological problems that
could interfere with job performance, it may provide relevant
information to hiring agencies about candidates who may be
at higher risk. For example, personnel interviews, written
tests, and careful background investigation may reveal char-
acteristics, such as a history of impulsive or aggressive
behavior or poor emotional control, that suggest the applicant
could have a greater than average propensity to show an in-
appropriate response in a stressful use-of-force encounter
(Stock, Borum, & Baltzley, 1996, 1999). Indeed, courts have
ruled that police agencies have a right to conduct psycho-
logical evaluations (McCabe v. Hoberman, 1969; Conte v.
Horcher, 1977) and that they may be held liable for the
actions of employees who were not properly screened or
evaluated (Bonsignore v. City of New York, 1982).

Legal Issues

Although the existence and application of statutes and case
law pertaining to high-risk occupational evaluations vary by
state, there are several key principles and provisions that
should be familiar to any psychologist who conducts these as-
sessments (Flanagan, 1995; Ostrov, 1995). In addition, how-
ever, psychologists should be aware of the law and how it is
applied in the jurisdiction in which they practice (Super,
1997b).

One of the most significant and far-reaching legal provi-
sions affecting these assessments is The Americans with Dis-
abilities Act of 1990 (ADA, 1991), a federal statute enacted
to prevent discrimination in employment and related activi-
ties based on an applicant’s physical or mental disability. For
purposes of the statute, disability is defined by the existence
of “(A) physical or mental impairment that substantially lim-
its one or more of the major life activities of such individual;
(B) a record of such impairment; or (C) being regarded as
having such an impairment.” (For a complete discussion on
the ADA and related legal issues, see the chapter by Foote in
this volume.)

The ADA has affected whether and when hiring agencies,
and psychologists contracted by those agencies, may inquire
about an applicant’s disability, including psychological,
mental, or emotional impairment (Rubin, 1994). ADA inter-
pretive guidelines promulgated by the Equal Employment
Opportunity Commission (EEOC) state that “an employer
cannot inquire as to whether an individual has a disability
at the pre-offer stage of the selection process.” Prior to
enactment of the ADA, preemployment psychological evalu-
ations often were conducted near the beginning of the hiring
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process. Because the purpose of these assessments is to
identify psychological and behavioral problems that could
negatively affect job performance, the examiner typically
conducts an inquiry into psychological symptoms and areas
of possible mental impairment, using certain psychological
tests that identify psychopathology. Accordingly, the ADA
views this inquiry as “medical” in nature and prohibits such
an examination until after a candidate has been given a con-
ditional offer of employment by the hiring agency. Even then,
the inquiry about disability must be based on factors that are
job-related and consistent with business necessity (Ostrov,
1995; Rubin, 1994).

EEOC Guidelines provide that “An employer is permitted
to require post-offer medical examinations before the em-
ployee actually starts working . . . those employees who meet
the employer’s physical and psychological criteria for the
job, with or without reasonable accommodation, will be
qualified to receive a confirmed offer of employment to begin
working” (Interpretative Guidelines Section 12630.14(b)).
Thus, the examining psychologist should be reasonably
assured by the hiring agency that candidates referred for
screening have been given a conditional offer before con-
ducting any inquiry that might otherwise be proscribed.
Some psychologists have expressed concern that this process
shifts undue weight to the psychological screening within the
overall selection process. If a candidate presents with a con-
ditional offer of employment, indicating that the agency
believes he or she is otherwise qualified to be hired, but
receives a less than suitable rating from the evaluator, it may
create an appearance that the psychological assessment was
the “cause” for disqualification or a decision not to hire.

Just as the ADA was enacted to prevent discrimination in
employment based on disability, the most recent version of the
Civil Rights Act (CRA, 1991) was adopted to prevent dis-
crimination based on gender, race, or creed. This law has sev-
eral important implications for psychologists who conduct
preemployment psychological screenings (Rubin, 1995), but
one of the most practical is that it prohibits using differential
cutting scores on job-related tests based on a candidate’s
gender or race. Certain psychological tests, such as the
Minnesota Multiphasic Personality Inventory (MMPI/MMPI-
2), typically use different normative comparisons based on
gender for determining a respondent’s T-score. It has been
argued that this practice would violate CRA requirements
(Inwald, 1994). It is easily remediated by using combined
norms, but the psychologist must be aware of the issue to make
such a correction.

Courts have generally supported the right of public safety
agencies to require a psychological examination as part of its
selection procedure. In McKenna v. Fargo (1978), several ap-

plicants for the position of firefighter with Jersey City, New
Jersey, challenged, as a violation of their civil rights, the
city’s requirement that they undergo psychological testing to
determine their ability to withstand the psychological pres-
sures inherent in the job. The district judge denied the claim,
ruling that “the interest of the City in screening out applicants
who would not be able to handle the psychological pressures
of the job was sufficient to justify the intrusion into the
privacy of the applicant” (p. 1355).

Municipalities may even be held liable if employees are
not screened for emotional fitness and later engage in negli-
gent behavior or misconduct on the job (Super, 1999). Under
the doctrine of respondeat superior, sometimes referred to as
vicarious liability, employers may be responsible for the acts
of their employees when such acts are performed in the line
of duty. Indeed, in Monell v. Department of Social Services
(1978), the U.S. Supreme Court ruled specifically that
municipalities and administrators could be held liable for
behavior of subordinates if the subordinate employees were
negligently supervised, trained, or selected.

The applicant’s right to privacy, however, may carry
different weight for security officers than for public safety
officers. In Soroka v. Dayton Hudson Corporation (1991),
applicants for security officer positions in Target department
stores brought suit against the parent company, Dayton Hud-
son Corporation, for its policy of administering preemploy-
ment psychological testing, claiming that the tests included
objectionable items that unduly invaded their privacy. At the
time, Target used a test that combined items from the MMPI
and the California Psychological Inventory (CPI) to screen
prospective applicants for store security positions. The court
agreed that the testing did invade the applicants’ privacy, and
distinguished the use of these tests for screening public safety
versus store security personnel:

Both of these tests [MMPI and CPI] have been used to screen out
emotionally unfit applicants for public safety positions such as
police officers, correctional officers, pilots, air traffic controllers,
and nuclear power plant operators. We view the duties and re-
sponsibilities of these public safety personnel to be substantially
different from those of store security officers. (p. 79)

Practice Issues

The current prevailing practice is to use psychological as-
sessments to “screen out” applicants who may be at in-
creased risk for job-related behavioral problems or who
might pose a substantial risk to public safety as a result of
psychological or behavioral problems (Janik, 1994a, 1994b).
Although psychologists have conducted these evaluations
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since at least the early 1900s, it has only been recently that
professional guidelines have been available to bring some
uniformity and accountability to the assessment process.
Perhaps the most widely used and accepted of these practice
guidelines are the “Preemployment Psychological Evalua-
tion Guidelines” developed and adopted by the Police Psy-
chological Services Section of the International Association
of Chiefs of Police (hereinafter, IACP Preemployment
Guidelines; IACP, 1998). The principles contained in this
document are consistent with CALEA standards and with
best practices in the specialty of police psychology. It is rea-
sonable and recommended for a law enforcement agency to
require its evaluators to conduct their assessments in accor-
dance with these guidelines.

Identifying Job-Related Abilities

The first step in conducting a preemployment assessment is
to establish and understand the psychological requirements
for the position. According to the ADA, a candidate must be
able to perform the essential functions of the job with or
without reasonable accommodation; therefore, the examiner
must know the nature of those functions and the capacities
required to perform them under job-related conditions. The
most precise source of information on job requirements is a
job task analysis, which many public safety agencies and
other employers already have conducted. This analysis
should distinguish essential functions and critical job tasks
from other work functions and identify the knowledge, skills,
abilities, and other characteristics necessary for the position.

The IACP Guidelines direct that “data on attributes consid-
ered most important for effective performance in a particular
position should be obtained from job analysis, interview, sur-
veys, or other appropriate sources” (Preemployment Guide-
line #4; IACP, 1998). These identified factors should guide the
selection of instrumentation and help to focus areas of inquiry
during a personnel interview.

Obtaining Consent

As noted previously, the examining psychologist has an ethi-
cal obligation to obtain informed consent from the candidate
prior to the evaluation. This requires that the examiner provide
information about the nature and purpose of the evaluation,
the psychologist’s role, and any limits on confidentiality and
privilege, including who will have access to the report. Typi-
cally, this disclosure includes notice that the examiner is a li-
censed psychologist and that the hiring agency has requested
an assessment of psychological suitability for the position as
part of the selection process. It is important to clarify that

although the candidate will be the subject of the assessment,
the hiring agency is the designated client; that examiner’s only
role will be as an evaluator; and that there is no treatment rela-
tionship; therefore, psychologist-patient privilege will not
apply. Additionally, the candidate should be informed that,
based on findings from the assessment, the examiner will send
a report to the hiring agency, and, to that extent, the content of
the interviews, testing, and observations will not be confiden-
tial or privileged. (In practice, however, the evaluator should
attempt to maintain the confidentiality of sensitive, nonrele-
vant information about the applicant.) The candidate should
also be informed that he or she may refuse to participate in the
examination or to answer any specific questions, but that such
refusals will be noted in the report.

To document this disclosure appropriately, it is recom-
mended that the notification be done verbally and in writing.
The examiner should consider using an informed consent
form for preemployment evaluations where candidates
acknowledge their understanding of each point. The notifica-
tion and consent procedure is particularly important in these
assessments because the roles, relationships, and contours of
confidentiality are atypical for psychologist-examinee inter-
actions. In particular, it may be difficult for candidates to
understand that they are not the designated client, and that
they may not be permitted access to the report, except
through consent of the hiring agency.

Assessment Methods

Current practice standards, including the IACP Preemploy-
ment Guidelines, suggest that preemployment psychological
screenings should include psychological testing and a job-
related interview. Decisions regarding which tests to use will,
of course, be affected by where the assessment is occurring in
the overall selection process. Because the ADA prohibits any
“medical inquiry” prior to a conditional offer of employment,
no tests that assess or aid in the diagnosis or appraisal of
psychopathology may be used at that time. Most law en-
forcement agencies have adapted to this requirement by posi-
tioning the psychological evaluation at the postoffer stage.
This allows the examiner to use assessment methods and ask
questions that will help screen for psychological problems,
while maintaining compliance with provisions of the ADA.

In national- and state-level documents that make recom-
mendations about test selection and use in these assess-
ments, two suggestions consistently emerge: that instruments
should be objective rather than projective, and that validation
research should exist to support the test’s use in preemploy-
ment screening (IACP Preemployment Guidelines, 1998;
Hargrave & Berner, 1984).
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In the early 1990s, Scrivner (1994) conducted a survey
of 65 experienced, practicing police psychologists, 45 of
whom conducted preemployment screenings. Among those
who conducted these assessments, almost all used psycho-
logical testing (96%) and clinical interviews (91%). A much
smaller proportion used supplemental or alternative proto-
cols such as risk assessment models (22%), situational tests
(15%), or job simulations (4%) (Scrivner, 1994). Only a few
tests were used regularly, including the MMPI/MMPI-2
(91%), the CPI (54%), Sixteen Personality Factors Ques-
tionnaire (16PF)/Clinical Analysis Questionnaire (28%),
Sentence Completion Form (20%), and the Inwald Personal-
ity Inventory (15%; Scrivner, 1994).

The frequent use of the MMPI-2 is not surprising, as it is
also one of the most widely used tests in clinical psychological
assessment. Prior research has examined the relationship be-
tween MMPI scales and various criteria of police academy and
job performance. Several studies have found significant rela-
tionships between certain scale scores from the original MMPI
and criterion measures of academy attrition (Hargrave &
Berner, 1984), disciplinary action (Hiatt & Hargrave, 1988a;
Weiss, Johnson, Serafino, & Serafino, 2001), length of time
on the job (Saxe & Reiser, 1976), performance ratings from
supervisors (Hiatt & Hargrave, 1988b; Weiss et al., 2001), and
even promotion (Peterson & Strider, 1968).

Two newer trends in testing for high-risk occupations,
however, are worth noting. The first is the development of the
Personality Assessment Inventory (PAI; Morey, 1991). Like
the MMPI-2, the PAI is a broad-based measure of psy-
chopathology and clinical syndromes in adults. However, it
offers some distinct advantages over other instruments: It is
shorter (344 items versus 567 items on the MMPI-2); it has
easier readability (Schinka & Borum, 1993); and its item
content is more straightforward and is unlikely to be viewed
as intrusive or offensive. Recent data, using a sample of over
3,000 law enforcement applicants, showed that PAI scales
had higher correlations than MMPI-2 scales with applicants’
reported problem behavior (e.g., anger control problems
and illicit drug use) and psychological suitability ratings
(Roberts, 1997). Normative PAI data for more than 17,000
public safety applicants are available as part of a specialized
Police and Public Safety Report developed by the test pub-
lisher (Roberts, Thompson, & Johnson, 1999). The PAI may
not be as widely used as the MMPI-2, but there clearly is a
strong conceptual and empirical rationale to support its use in
public safety preemployment screenings.

The second major development is a series of instruments
from Hilson Research that are designed and validated spe-
cifically for use in high-risk occupational screenings and
assessments (Inwald, in press). The oldest and most estab-
lished of these is the Inwald Personality Inventory (IPI), a

310-item true-false instrument that goes beyond traditional
assessment of psychopathology to include scales that mea-
sure other behavioral and interpersonal factors relevant to
high-risk personnel selection decisions (Inwald, Knatz, &
Shusman, 1982). Factors such as rigidity (Reiser & Geiger,
1984), suspiciousness, authority problems (Lawrence, 1984),
past work and legal history, and status of current relation-
ships (Johnson, 1984) have a demonstrated relationship to
applicant suitability and subsequent job-related success. The
IPI measures these dimensions in addition to some common
clinical syndromes. Based on existing research, predictions
derived from Fisher discriminant function equations are pro-
vided on the IPI reports predicting the likelihood of absence,
lateness, disciplinary action, and termination of the applicant
within the first year of employment.

A number of predictive validity studies have found
significant relationships between IPI scales and subsequent
academy and on-the-job performance criteria, including ter-
mination, lateness, absence, disciplinary action, injuries,
leadership potential, supervisor’s ratings, and overall perfor-
mance (Inwald, 1988; Inwald & Shusman, 1984; Scogin,
Schumacher, Howland, & McGee, 1989; Shusman, Inwald,
& Knatz, 1987). Some research suggests that IPI variables
predict job-related criteria better than MMPI variables
(Inwald, 1988; Inwald & Shusman, 1984; Shusman, Inwald,
& Knatz, 1987), and that the two instruments are not measur-
ing the same factors. In fact, a redundancy analysis of the IPI
and MMPI has indicated an overlap in variance of only about
20% (Shusman, 1987). Although much of the early research
on the IPI was conducted by investigators from Hilson
Research,

an independent meta-analysis was conducted using IPI studies
available as of 1991 (Ones, Viswesvaran, Schmidt, & Schultz,
1992). This analysis resulted in an estimated criterion-related va-
lidity of the IPI for predicting job performance in general of .37,
with the standard deviation of the true validity at .07, indicating
that this validity applies across situations in organizations.
(Inwald, in press)

Although psychological testing is an important compo-
nent of a preemployment psychological screening, it is
generally not a sufficient basis to render an opinion about a
candidate’s psychological suitability. IACP Preemployment
Guidelines direct that “individual, face-to-face interviews
with candidates should be conducted before a final psycho-
logical report is submitted” (Guideline #12). It is also recom-
mended that this interview take place after the examining
psychologist has reviewed the results of the psychological
testing, so that any concerns raised by these results can be
explored or clarified with the candidate. The content of the
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TABLE 8.1 Preemployment Psychological Interview Areas of Inquiry

• Family history
– Where born and raised.
– Siblings.
– Mother: status and background.
– Father: status and background.
– Home problems, abuse/neglect, fighting.
– Marital status and history.
– Children.

• School history
– High school attended and graduated.
– Grade average, failures.
– Learning problems, special placements.
– Sports and club participation.
– School discipline.
– College education.

• Work history
– Military; branch.

• Type of discharge.
• Military occupational specialty.
• Rank at discharge, time of enlistment.
• Disciplinary actions.

– Work history
• Past employers, position, time employed.
• Reasons for leaving past positions.
• Work-related disciplinary actions.
• Work performance.
• Conflicts with supervisors or coworkers.

• Behavioral history
– Juvenile law enforcement contact/arrest.
– Adult law enforcement contact/arrest.
– Other legal system involvement.
– Physical fights as an adult.
– Moving violations and motor vehicle accidents.
– Mental health treatment or problems that needed treatment.
– Substance use treatment or problems that needed treatment.
– Alcohol consumption.
– Illicit drug use/experimentation.
– Medical problems.

• Job-Specific
– Reason for seeking position.
– Best qualities.
– Worst qualities.
– Perception of job and role.

• Possible job-related scenarios

interview typically covers relevant historical and back-
ground information. The interview should follow a semi-
structured format to ensure that all relevant areas are covered.
Common areas of inquiry for a preemployment psychologi-
cal interview are shown in Table 8.1.

Suitability Analysis

Once the relevant information has been collected through test-
ing and interviews, the key to determining a candidate’s psy-
chological suitability is to assess the degree of “fit” between
his or her capacities and the requirements of the position
(Grisso, 1986). If there are indications from test results, his-
tory, or interview of psychological or behavioral problems,

the expert must assess the extent to which those problems
would interfere with the applicant’s ability to safely perform
the essential functions of the position under job-related condi-
tions. For example, disturbances in thinking could impair
one’s perceptions or judgment under pressure, severe distur-
bances in mood could affect behavioral controls or reaction
speed, and problems with impulsivity or anger management
could increase the risk of inappropriate aggression. Ratings of
psychological suitability are typically offered in at least three
categories, rather than simply as a yes or no decision.

Although these ratings often are not operationally defined
in practice, this specification is helpful for heuristic purposes,
for increasing the consistency of judgments across candi-
dates, and for enhancing the clarity of the rating to the hiring
agency. Provided below is one example of how these levels
might be defined:

• Suitable. No indications of significant psychopathology or
severe behavioral problems/patterns that would nega-
tively affect job performance. Few or no areas of concern
were noted. Any moderate or marked elevations or critical
items on psychological testing have been examined in the
context of the face-to-face interview, and are not believed
to indicate significant psychopathology or behavioral
problems.

• Marginally Suitable. No indications of significant psy-
chopathology, although some symptom patterns or be-
havioral traits may exceed normal limits. One or more
significant areas of concern were noted; however, either
(a) the evidence for the problem, (b) the type of problem,
or (c) the level of severity of the problem is currently
insufficient to justify the applicant’s exclusion. Some
moderate or marked elevations or critical items on psy-
chological testing may exist, which, on follow-up, either
suggested mild-moderate potential for job-related difficul-
ties or that the applicant was not able to satisfactorily
explain.

• Unsuitable. Well-supported indications of significant psy-
chopathology or potential for severe behavioral problems
that could negatively affect job performance. Multiple
areas of concern may be present, or the type or severity of
the problem suggests a substantial potential for job-related
difficulties. Moderate or marked elevations or critical
items on psychological testing are believed to reflect po-
tential psychological or behavioral problems that could
negatively affect job performance.

Communicating Results

Preemployment psychological reports vary widely in format,
content, and length. A psychologist may even have a different
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report format for different agencies, depending on their needs
and preferences. In general, however, the screening report
will contain identifying information for the candidate (e.g.,
name, age, race, date of birth, position sought), a listing of the
sources of information used in the assessment (e.g., list of
tests, interview), a statement describing the consent proce-
dure, background/historical information, behavioral and
mental status observations, test results, and conclusions. In
the conclusion section, the psychologist assigns the suitabil-
ity rating and provides a summary of the key information and
analysis that supports that opinion, but should avoid using
clinical diagnoses or psychiatric labels (IACP Preemploy-
ment Guideline #16).

FITNESS-FOR-DUTY EVALUATIONS

Whereas preemployment psychological evaluations are
intended to screen out candidates who may be psychologi-
cally unsuitable before they are hired, psychological fitness-
for-duty evaluations (FFDEs) are indicated for incumbent
employees whose communication, behavior, or performance
raises a specter of concern about safety or about behavioral or
psychological problems that might significantly interfere
with job performance (Stone, 1995, 2000). Thus, there are
two primary circumstances that might cause an agency to
refer an employee for an FFDE:

1. When there is reasonable cause to suspect that an em-
ployee may pose a significant risk of harm to self or others
in the workplace.

2. When there is reasonable cause to suspect that the em-
ployee may have a psychological, psychiatric, or substance
use disorder, or psychological/psychiatric symptoms that
significantly interfere with his or her ability to perform the
essential functions of the position.

Concerns about an employee’s risk of harm or excessive
force may be handled in accordance with agency policies
relating to use of force, threats, harassment, or violence.
Behaviors that raise concerns about serious harm and violate
policy may not always result in an FFDE. If the employee is
to be terminated, however, an assessment or consultation in
these circumstances may be useful to help assess the degree
of risk inherent in the termination. Concerns about psycho-
logical or psychiatric impairment may result from observa-
tion or credible evidence that a disturbance in the employee’s
behavior, thinking, mood, perception, orientation, or memory
may be interfering with his or her ability to perform the
essential functions of the position or assigned duties.

Stone (1990), an experienced police psychologist, analyzed
the reasons for FFDE referrals in his own practice over a 10-
year period. The most frequently cited causes were suspected
psychopathology (26%), excessive force issues (19%), sub-
stance abuse (15%), repeated poor judgment (13%), domestic
violence (9%). This distribution may not be representative of
all FFDEs nationally, but it does give some indication of com-
mon reasons for referral by public safety agencies.

Agencies that hire employees for high-risk occupations
should have policies in place addressing the substantive and
procedural issues involved in FFDE referrals (Ostrov, Nowicki,
& Beazley, 1987; Saxe-Clifford, 1986). These policies should
be developed and implemented before an employee-related
crisis occurs. In the sections below, we describe several key
legal and practice issues in FFD assessments.

Legal Issues

As previously noted, psychologists should be aware of the rel-
evant law and how it is applied in the jurisdiction in which
they practice; however, it is instructive to consider the manner
in which legal disputes regarding FFDEs have been resolved
by other courts. Federal statutes, such as the ADA and CRA,
are also relevant to FFDEs, but because they were addressed
in the section on preemployment evaluations, the information
will not be repeated (Flanagan, 1995; Ostrov, 1995).

The most fundamental legal issue in FFDEs is whether the
hiring agency has a right to require an employee to submit to
a psychological evaluation to assess his or her continued psy-
chological suitability or fitness for employment. The land-
mark case in this area is Conte v. Horcher (1977), a case in
which a police lieutenant brought suit against the chief of po-
lice for ordering him to undergo a psychiatric evaluation,
claiming that the mandate was inappropriate and unlawful.
The court ruled that the police chief had not only the author-
ity to order the evaluation, but also an obligation to do so if
the facts warranted concern about an officer’s psychological
suitability:

It is the duty of the police chief to maintain a capable and
efficient force. An examination, either physical or mental, en-
ables the chief to ascertain the qualifications of a person to per-
form particular duties or to fill a particular position. (p. 569)

This supports the rulings of other courts that agencies
employing high-risk personnel, particularly law enforce-
ment officers, should have official policies and procedures
in place for monitoring the psychological fitness of employ-
ees, including mandated assessment referrals where appro-
priate (Bonsignore v. City of New York, 1982).
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A second legal issue pertains to the question of who is per-
mitted to be present during the evaluation itself. In Vinson v.
The Superior Court of Alameda County (1987), an employee
argued that mandating a psychiatric evaluation violated her
right to privacy, but that if she was to be compelled to submit,
she should be allowed to have her attorney present with her
during the examination. The court denied this request:

We were skeptical that a lawyer, unschooled in the ways of the
mental health profession, would be able to discern the psychi-
atric relevance of the questions. And the examiner should have
the freedom to probe deeply into the plaintiff’s psyche without
interference by a third party. (p. 412)

In response, Vinson argued that the presence of counsel
would provide her with comfort and support in an adversarial
setting. The court responded:

An examinee could view almost any examination of this sort,
even by her own expert, as somewhat hostile. Whatever comfort
her attorney’s hand-holding might afford was substantially
outweighed by the distraction and potential disruption caused
by the presence of a third person . . . we concluded counsel’s
presence was not necessary. (p. 412)

Another key issue at the confluence of ethics and law is
whether an employee has a reasonable expectation of privacy
or confidentiality when mandated to undergo a psychological
FFDE. In the matter of David v. Christian (1987), the central
issue was whether the examinee or the agency mandating the
assessment held the privilege of confidentiality. The petition-
ing police officer was discharged from employment after
undergoing a psychiatric evaluation. The petitioner then
claimed that confidentiality was abrogated when the report of
his FFD Evaluation was released to his superiors. The court
ruled:

The employee counseling unit’s confidentiality requirement only
attached where counseling was for the purpose of remedying
personal employment problems. Here, the psychiatric report was
sought exclusively by the petitioner’s superiors in order to
determine whether the petitioner’s condition warranted his
termination. (p. 826)

The courts appear to acknowledge the distinction between
circumstances in which an employee voluntarily contacts a
mental health professional and enters into a treatment rela-
tionship (and thereby holds the privilege of confidentiality)
and those in a mandatory FFDE, where the referring agency
holds the right of confidentiality.

A similar, but more complex set of facts occurred in
Redmond v. City of Overland Park (1987), a case involving
the confidentiality of information and the balance between
an employee’s right to privacy and the agency’s need to en-
sure the continued psychological fitness of its employees.
Ms. Redmond was a probationary police officer with the
City of Overland Park from December 1984 to May 1985.
During this time, she engaged in behaviors that resulted in
the request for an evaluation to assess her mental fitness.
Mental health professionals were contacted and conducted
an initial interview; however, they apparently did not have
her sign a form on which she acknowledged that results
would be reported back to the agency. Redmond sought legal
counsel, alleging that police officials and the consulting
mental health professionals disclosed private information
about her. On review, the court found that these mental
health professionals did not render “any professional opinion
or diagnosis of the plaintiff’s condition or her ability to func-
tion as a police officer” (p. 482). The initial mental health
consultants withdrew from the case. Subsequently, other
mental health consultants were asked to provide a mental
evaluation of Redmond, and had her sign an appropriate in-
formed consent and release of information. The court found:

Clearly, any disclosures made on or after April 22, 1985 [the
date of the signed consent] are not protected since plaintiff
signed a release allowing the Mission Psychology Group to dis-
close records and information regarding the plaintiff to the De-
partment. (pp. 482–483)

Regarding the balance between the rights of the employee
and those of the department, the court concluded:

The court must weigh the Department’s legitimate interest in de-
termining the plaintiff’s fitness to serve as a police officer and the
plaintiff’s narrow interest in preventing disclosure of the per-
sonal information. The court finds that overwhelming evidence
has been presented which shows that the municipality’s interest
in insuring that the plaintiff was capable of performing her duties
substantially outweighed the privacy interest the plaintiff had in
the information in question. (p. 484)

To summarize, trends in case law seem to suggest the
following:

• Police chiefs have a right, and an affirmative obligation, to
mandate their employees to undergo an FFDE if their
mental health or emotional stability is called into question.

• Individuals who are mandated to undergo an FFDE do not
have a legal right to have counsel present during inter-
views or testing sessions.

• A law enforcement agency’s responsibility to ensure the
psychological fitness of its officers outweighs the right to
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privacy of an individual officer whose mental fitness may
be in question.

Practice Issues

Psychological FFDEs tend to be more extensive and more
complex than preemployment screenings, although many of
the fundamental practice issues are quite similar. The ulti-
mate question is whether the examinee has a psychological
or behavioral problem that would significantly interfere with
his or her ability to perform the essential functions of the
position or pose a direct risk of harm in the workplace. The
Police Psychological Services Section of the IACP, the au-
thors of the IACP Preemployment Guidelines, have recently
approved a set of guidelines for psychologists who conduct
FFDEs (hereinafter, IACP FFDE Guidelines; IACP, 1998).
As with the Preemployment Guidelines, the principles are
consistent with CALEA standards and with best practices in
the specialty of police psychology. They should guide the
expectations of examiners, examinees, and agencies.

Identifying Job-Related Abilities

As with preemployment evaluations, the examiner should
identify the psychological requirements for the position, and
analyze the capacities required to perform the essential
functions under job-related conditions (Stone, 1990). Job de-
scriptions and job task analyses are critical sources of infor-
mation. Trompetter (1998) suggests several psychological
domains that he believes are essential for effective function-
ing as a law enforcement officer and that should be assessed
during an FFDE (see Table 8.2).

Even if the psychologist is generally familiar with the job
or knows specific abilities identified from other agencies, it is
often helpful to obtain a job description from the specific re-
questing agency to ensure that one is providing the most pre-
cise assessment of fit between the examinee’s condition and
the agency’s requirements.

Obtaining Consent

The process of obtaining consent for a psychological FFDE is
nearly identical to that described for preemployment screen-
ings. Indeed, the IACP FFDE Guidelines state: “No FFDE
should be conducted without either the officer’s informed
written consent or a reasonable alternative” (Guideline #6).
The provision for a reasonable alternative is included to ad-
dress situations in which the examinee may decline to sign a
notice of consent. In such cases, the psychologist could
choose not to proceed, could refer the matter back to the
agency for resolution, or could proceed with a written notice
of the provisions of the assessment that is signed by a third
party and/or recorded on audio- or videotape. Regardless, it
will be necessary for the examiner to disclose information
about the nature and purpose of the evaluation, the psycholo-
gist’s role, the designation of the agency as the client of the
consultation, and any limits on confidentiality and privilege,
including who will have access to the report. Again, the ex-
aminee may be informed that he or she may refuse to partici-
pate in the examination or to answer any specific questions,
but should be notified that such refusals will be included in
the report to the agency.

Assessment Methods

The IACP FFDE Guidelines recommend a multimethod ap-
proach to the psychological FFDE, which typically includes
the following:

1. Review of requested background information.

2. Psychological testing using objective, validated tests ap-
propriate to the referral question.

3. Face-to-face comprehensive clinical interview that in-
cludes a mental status examination.

4. A biopsychosocial history.

5. Third-party collateral interviews with relevant individu-
als, if deemed necessary and appropriate by the examiner.

6. Referral to and/or consultation with a specialist if the
presenting problem goes beyond the expertise of the
evaluator. (Guideline #7)

TABLE 8.2 Psychological Domains for Effective Functioning as a
Law Enforcement Officer

• Emotional control/anger management.
• Stress and threat tolerance.
• Acceptance of criticism.
• Impulse/risk control.
• Positive attitude.
• Assertiveness/tenacity.
• Command presence/persuasiveness.
• Integrity.
• Dependability/reliability.
• Initiative/achievement motivation.
• Conformance to rules and regulations.
• Adaptability/flexibility.
• Vigilance/attention to detail.
• Interpersonal sensitivity.
• Social concern.
• Teamwork.
• Practical intelligence/decision-making ability.
• Objectivity/tolerance.

Source: Trompetter (1998).
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One of the major differences in the assessment methods
between preemployment screenings and FFDEs is the nature
and degree of reliance on records and collateral information.
IACP FFDE Guidelines suggest that, to assess an officer’s
patterns of behavior, it is usually helpful for the psychologist
to review background information such as “performance
evaluations, commendations, testimonials, internal affair’s
investigations, preemployment psychological screening, for-
mal citizen/public complaints, use-of-force incidents, officer-
involved shootings, civil claims, disciplinary actions, incident
reports of any triggering events, [and] medical/psychological
treatment records” (Guideline #5). To ensure a fair and bal-
anced process, it may also be probative for the expert to ask
the examinee if there are specific individuals he or she thinks
should be interviewed or documents that should be reviewed
as part of the evaluation.

The extent to which a psychologist chooses to use psycho-
logical testing in an FFDE may depend on the facts of the case
and the circumstances precipitating the referral. Typically, it
will be helpful to have at least one broad-based measure of
psychopathology such as the PAI or the MMPI-2 because
there is often an implicit or explicit predicate question about
the presence of a psychological disorder. Testing, in this cir-
cumstance, provides an efficient way to gather information
across multiple symptom areas and to screen for indications of
significant problems that may occur even if there is no history
of prior treatment. Including in one’s test battery an inventory
that assesses normal dimensions of personality, such as the
NEO-Personality Inventory-Revised (NEO-PI-R), the CPI, or
the 16PF, may help to reveal strengths that can lend balance to
the evaluation, or may suggest personality traits that may be
problematic, inflexible, or maladaptive, even if there are not
clear indications of a formal personality disorder.

If the psychologist selects a battery with more than one
test, the objective should be to maximize convergent and
discriminant validity while minimizing measurement redun-
dancy (Borum, Otto, & Golding, 1993). A psychologist does
not want to simply select multiple measures of the same
construct or constructs, all of which are highly correlated
with each other. Rather, it is helpful to achieve a sufficiently
broad sample of behavioral domains and to examine areas of
convergence across assessment methods. Inwald (in press)
notes: “The best predictors of job behavior are past indica-
tions/admissions of similar behavior in similar situations.
When compared with predictions based on psychopathology,
predictions based on behavioral admissions are consistently
better.” Following the assertion of Hogan, Hogan, and
Roberts (1996) that “most performance criteria are best pre-
dicted by a combination of scales,” Inwald currently advo-
cates a six-test battery of Hilson Instruments for FFDEs: the

Hilson Career Satisfaction Index (Inwald, 1989), Inwald
Survey 5 (Inwald, 1992), Hilson Safety/Security Risk Inven-
tory (Inwald, 1995), Inwald Survey 2 (Inwald, Resko, &
Favuzza, 1996b), Hilson Life Adjustment Profile (Inwald,
Resko, & Favuzza, 1996a), and the Hilson Personnel Pro-
file/Success Quotient (Inwald & Brobst, 1988). The advan-
tage of this approach is that the measures are research-based
and cover a broad range of relevant behaviors with compar-
ative data available for incumbent employees in high-risk
occupations, and for persons undergoing mandatory evalua-
tions. The potential disadvantage is that many of the instru-
ments contain items derived from the same large item pool,
so that without results of a formal redundancy analysis, it is
difficult to determine how independent each of these mea-
sures are from each other. Moreover, the degree of incre-
mental validity associated with using each of the six tests in
the battery has not, to our knowledge, been systematically
evaluated or reported.

Fitness Analysis

As with preemployment assessments, the psychologist must
evaluate the degree of fit between the employee’s current
capacities or impairments and the essential requirements of
the position (Grisso, 1986; Stone, 1995). The assessment can
be done by (a) determining if there are psychological or
behavioral problems, and if so, evaluating their potential im-
pact on the employee’s ability to perform the functions of the
job; and (b) determining if there are any significant impair-
ments in the employee’s ability to perform essential job func-
tions, and if so, evaluating their cause. If impairments are
caused by a mental or emotional disorder, the psychologist
must then assess whether the condition is remediable and
whether the nature and degree of impairment is sufficient to
justify a designation of being unfit for duty. If impairment is
sufficiently severe that the employee is unfit for duty and the
condition causing that impairment is not reasonably remedia-
ble, the employee would generally be considered perma-
nently unfit for duty. If the condition is treatable, however,
the examiner should recommend a course of intervention
most likely to remediate it and specify the conditions neces-
sary for restoring the employee to work status.

Based on this analysis, a determination is typically made
that the employee meets one of four conditions:

1. Fit for duty. The employee does not have a psychological
or behavioral disorder that causes substantial impairment
in his or her ability to perform the requirements of the job
or that poses a direct threat of foreseeable harm in the
workplace.
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2. Fit for duty with mandatory treatment. The employee does
not pose a direct threat of foreseeable harm in the work-
place. Some psychological or behavioral condition exists
that may negatively affect job functioning, but the nature
or severity is not sufficient to classify the employee as
being unfit for duty. The condition is remediable within a
reasonable time frame with appropriate treatment. Specific
treatment recommendations are provided, and the em-
ployee should be directed to adhere to the treatment plan as
a condition of continued employment with the agency.
Reasonable accommodations (e.g., light duty assignment)
may be suggested as an interim or ongoing measure.

3. Temporarily unfit for duty, mandatory treatment. The em-
ployee has a psychological or behavioral disorder that
causes substantial impairment in his or her ability to per-
form the requirements of the job or that poses a direct
threat of foreseeable harm in the workplace. The nature or
severity of the condition and/or the attendant impairment
is sufficient to classify the employee as being unfit for
duty; however, the condition is likely remediable within a
reasonable time frame with appropriate treatment. Spe-
cific treatment recommendations are provided, and the
employee should be directed to adhere to the treatment
plan as a condition of continued employment with the
agency or eligibility to return to work.

4. Permanently unfit for duty. The employee has a psycho-
logical or behavioral disorder that causes substantial im-
pairment in his or her ability to perform the requirements
of the job or that poses a direct threat of foreseeable harm
in the workplace. The nature or severity of the condition
and/or the attendant impairment is sufficient to classify the
employee as being unfit for duty, and the condition caus-
ing the impairment is judged not to be remediable within a
reasonable period of time.

There are two circumstances where the fitness determi-
nation requires some special consideration: those involving
officers involved in a duty-related shooting and those that
are reassessments after being found temporarily unfit or
being assigned to light duty. Taking a life in the line of duty
and witnessing the violent death of a partner are among the
most stressful critical incidents experienced by law enforce-
ment officers (Sewell, 1983). Although these events are un-
questionably traumatic, the range of individual reactions
varies widely. Many will cope well with no apparent diffi-
culty; some will initially experience some transient symp-
toms of anxiety or distress but quickly regain equilibrium.
Others, however, will be severely and profoundly affected
in a way that could interfere with their ability to perform
their peace officer functions. The evaluating psychologist
should understand the typical phases of posttraumatic

reactions and consider the appraisal of fitness in light of the
nature and severity of the reactive symptoms and length of
time that has elapsed since the incident. Officers who ini-
tially show no reaction may subsequently develop problems,
and some officers who initially have problems find that they
resolve quickly. The examiner must seek information about
whether the involved officer has experienced any changes in
thinking, mood, or behavior after the incident. In addition to
assessing usual symptoms of posttraumatic stress disorder,
depression, and anxiety, the psychologist should specifi-
cally probe and consider a possible heightened sense of
danger, excessive reactivity, anger, dissociative and intru-
sive experiences, substance abuse problems, and suicidal
thoughts (Solomon & Horn, 1986). The job-related abilities
are the same as for any other FFDE, but it is useful to con-
sider how any adjustment difficulties may interfere with
those essential functions. If there is significant potential for
impairment in job-related abilities, as in other FFDEs, the
assessor must then consider the prospect for remediation
through treatment.

If an officer has been found temporarily unfit or otherwise
temporarily relieved of full duty for psychological reasons,
typically, an FFDE will be requested at some point to assess
his or her capacity to return to work. The nature of the evalu-
ation and analysis is not substantially different than in other
types of FFDE referrals; the key distinction is the appraisal of
what has happened since the declaration of unfitness and
what changes have occurred in the symptoms or impairments
that initially caused concern. In this way, the reassessment is
somewhat more focused, but certainly no less challenging.
Reliance on third-party information is critical to gauge any
changes in thinking, mood, or behavior that may be observ-
able by others and to assess the extent to which they are
consistent with the officer’s self-report. If the officer has been
referred for treatment, the evaluator ordinarily should contact
the treatment provider to request records (with written
consent of the officer) and to gather, preferably through dis-
cussion, relevant information about specific symptoms or be-
haviors of concern. The treating professional may also have
relevant data and opinions about the officer’s prognosis.
When consulting a treating professional, however, the FFDE
examiner must always consider that the provider has a pri-
mary alliance with the officer, and that the applicability of
any information must be considered in light of the known dis-
tinctions between therapeutic and forensic roles.

SUMMARY

Psychologists have been involved in conducting assessments
for applicants and incumbents in high-risk occupations
for many years; however, only recently have professional
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practice guidelines begun to emerge that provide accountabil-
ity and consistency to the evaluation process based on profes-
sional consensus about best practices. Psychologists who are
asked to conduct preemployment screenings or FFDEs must
first consider whether they have the necessary base of special-
ized knowledge and skill to be ethically competent to conduct
such an assessment. If so, they will have to carefully navigate
the complex contours of defining roles and clarifying limits of
confidentiality, so that the applicant or employee can make
an informed decision about participation. The evaluations
should then be conducted in accordance with existing guide-
lines (IACP, 1998) and reported clearly to the intended audi-
ence. Clearer expectations about who should conduct forensic
assessments for high-risk occupations and how they should
appropriately be conducted should result in higher-quality
evaluations and a fairer process for agencies, applicants, and
employees.
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A criminal trial is, among other things, an attempt to recon-
struct a past event to aid the trier of fact in determining
what happened. Physical trace evidence, such as fingerprints,
fibers, or blood, are often used to assist this reconstruction
because, when properly collected and analyzed, trace evi-
dence can help determine the nature of the events and the
identity of the perpetrator. Eyewitness evidence can be
likened to other forms of trace evidence (Wells, 1995). In
effect, a criminal event involving an eyewitness leaves a
trace in the brain of the eyewitness. The “memory as trace
evidence” metaphor has rich implications. Like physical evi-
dence, memory trace evidence can be contaminated, lost, de-
stroyed, or otherwise made to produce results that can lead to
an incorrect reconstruction of the event in question. Like
physical trace evidence, the manner in which memory trace
evidence is collected can have important consequences for
the accuracy of the results.

The criminal justice system, however, has treated memory
traces very differently from physical trace evidence. The col-
lection of physical trace evidence is relatively well prescribed
according to protocols that have a scientific foundation,
grounded in what experts have suggested are the optimal
ways to avoid contamination (Technical Working Group on
Crime Scene Investigations, 1999). Police protocols for the
collection, preservation, and interpretation of physical evi-
dence are dictated largely by forensic scientists, and the prac-
tice of physical evidence collection and examination has tried
to borrow as much as possible from science. Eyewitness evi-
dence, on the other hand, is typically collected by nonspe-
cialists who have little or no training in human memory.

Police protocols for collecting, preserving, and interpreting
eyewitness evidence have not integrated the results of re-
search conducted by memory experts. Hence, science has not
been the backbone of police procedures for collecting, pre-
serving, and interpreting eyewitness evidence. Whereas the
justice system’s analysis of physical evidence, especially bi-
ological traces, has advanced rapidly in the past decade, the
analysis of eyewitness evidence has languished.

We believe that this gap is due in large part to the failure
of the justice system to embrace the scientific model for eye-
witness evidence while accepting the scientific model for
physical evidence. Perhaps it is no surprise, therefore, that
mistaken eyewitnesses account for more convictions of in-
nocent persons than all other causes combined and that it
has been scientific analysis of biological evidence (forensic
DNA) that has proven that these eyewitnesses were in error
(Scheck, Neufeld, & Dwyer, 2000; Wells, Small, Penrod,
Malpass, Fulero, & Brimacombe, 1998).

The idea of using a scientific model to collect, analyze,
and interpret eyewitness evidence is readily apparent in the
case of both memory for events and memory for people.
Consider, for example, how social scientists collect data from
people. In surveys about past events, great care is taken in con-
structing questions because of clear evidence that people’s re-
ports are influenced by how the questions are worded (Loftus,
Fienberg, & Tanur, l985; Loftus, Smith, Klinger, & Fiedler,
1992). Scientific approaches to minimizing and detecting
response biases and demand characteristics in surveys repre-
sent solid models for how law enforcement might go about
the process of questioning eyewitnesses. In the case of
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eyewitness identification, the “lineup as experiment” analogy
is a rich scientific model that law enforcement could follow
(see Wells & Luus, 1990). According to this analogy, police
conducting a lineup are like experimenters conducting re-
search. Police have a hypothesis (that the suspect is the culprit);
they create a design to test the hypothesis (embed the suspect
among fillers); they provide instructions (e.g., “Don’t guess.
The culprit might or might not be in the lineup.”); they collect
responses (e.g., selection, certainty); and they interpret the re-
sults. The same factors that can make the results of a scientific
experiment uninterpretable can make the results of a lineup un-
interpretable (e.g., confoundings, biased instructions, experi-
menter expectancy effects, selective recording of results).

The failure of the criminal justice system to adopt a scien-
tific model for memory trace evidence while embracing such
a model for physical trace evidence is perhaps attributable to
several related factors. We note, for instance, that eyewitness
evidence was a staple in criminal investigations long before
any scientific studies of eyewitnesses were conducted. The
most scientific analyses of physical evidence (such as foren-
sic DNA), on the other hand, were developed by scientists
first and adopted by crime investigators later. Had the lineup
been invented by scientists before it was ever used by the
criminal justice system, law enforcement would be following
a scientific protocol. This protocol would involve mock wit-
ness pretesting of fillers, double-blind testing procedures,
carefully worded instructions, convergent measures, video-
taping, careful documentation of records, and an interpreta-
tional framework for the identification responses.

The failure of the criminal justice system to adopt a scien-
tific model for eyewitness evidence may also be attributable
to the criminal justice system not having a focused theory of
memory. In fact, the justice system as a whole might have no
theory at all and its members may be operating under several
theories. Implicitly, however, it appears that the justice sys-
tem is assuming that stored information remains largely
unchanged as a function of postevent information and is rela-
tively impervious to suggestion, and that memory failures are
primarily failures to retrieve information. In fact, however,
memory reports are readily influenced by postevent informa-
tion, are very susceptible to suggestion, and can err in nu-
merous ways, including memory reports of entire events that
were never witnessed (Loftus, 1996).

In this chapter, we review major developments in the sci-
entific literature on eyewitness evidence. There are two main
sections to this review. First, we review research and theory
on eyewitness memory for events. The primary lesson of the
memory for events research is that memory for events is mal-
leable. The process of recollection is reconstructive, and
sources of information that are used to reconstruct are not

only from the event itself but also from postevent information
gleaned in various ways after the event has occurred. In some
cases, mere imagination can have the power to make people
believe that they witnessed or experienced an event that did
not happen. The second main section reviews work on eye-
witness memory for people, especially the ability of eyewit-
nesses to identify culprits from lineups. The primary lesson
of the eyewitness identification work is that mistaken identi-
fication rates can be very high under certain conditions and
many of these conditions could actually be avoided by the
use of more scientific procedures for lineups.

Before we begin our review, we describe a case that we
believe illustrates many of the points that are central to this
chapter.

THE MISIDENTIFICATION OF
THOMAS BREWSTER

It was December 14, 1984. Terry Arendt and Sherrie
Gillaspey were parked in a remote area of Shasta County,
California. Terry and Sherrie were friends, not lovers, and
were enjoying each other’s company when a car drove by
three times. After the third time, a bullet went through the dri-
ver’s side window, killing Terry. A male approached the car
and forced Gillaspey a short distance from the car, where he
sexually assaulted her. The killer then left. A few days later,
Gillaspey worked with a sketch artist to develop a likeness
of the killer. Thomas E. Brewster, a lifelong resident of the
area, bore a resemblance to the sketch and thereby became a
suspect in the killing.

On December 19, 1984, Gillaspey was shown a photo
lineup with Brewster’s photo in it. She could not make a pos-
itive identification. One day later, Gillaspey was shown a live
lineup in which Brewster appeared. Again, Gillaspey could
not make a positive identification. Brewster was not arrested.
Nearly four years later, in August 1988, detectives again
showed Gillaspey a photo lineup with Brewster’s picture in it.
Once again she could not make a positive identification.

In 1995, 11 years after the murder, two new detectives
were assigned to the case. These detectives brought photos
and, after interviewing her with the photos, she signed a
statement saying that Brewster was the killer. Six days later,
she identified Brewster from a live lineup. The prosecutor de-
cided to seek the death penalty and the trial did not com-
mence until 1997 (California v. Brewster, 1997). Motions to
suppress the identification were denied. After the trial had
begun, a criminalist found a semen stain on the blouse that
Gillaspey wore that evening and the stain was tested for
DNA. The trial was in progress and Gillaspey was still on the
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stand after having positively identified Brewster in court
when the DNA test results came in. Brewster was not the
killer. Gillaspey was carefully debriefed and all charges
against Brewster were dismissed.

At least 80 people have been released from prison in re-
cent years after DNA proved that they had been mistakenly
identified by eyewitnesses (Scheck et al., 2000; Wells et al.,
1998). In many cases, there were multiple witnesses who
misidentified the person, many were sentenced to death, and
they served an average of about eight years before being
freed based on the DNA tests. Although DNA tests eventually
saved these individuals from the mistaken eyewitness identi-
fication problem, DNA can be used to exonerate only a small
fraction of people from mistaken identification. Forensic
DNA tests cannot prevent wrongful convictions in most eye-
witness cases because the biological traces needed for DNA
tests are not left behind by perpetrators in the vast majority
of crimes. Most murders and nearly all robberies, drive-by
shootings, burglaries, hit-and-run offenses, and other com-
mon crimes leave no biological trace evidence that can be
clearly linked to the perpetrator or that can be used to exon-
erate an innocent person. It is no coincidence that nearly all
of the DNA exoneration cases are cases involving sexual as-
sault. Sexual assaults commonly have biological evidence
(semen) that is unambiguously linked to the perpetrator,
whereas most other cases do not.

The Brewster case is somewhat unique in one respect; the
new detectives who took over the case (13 years after the mur-
der) taperecorded their interview with Gillaspey. We think it
is important to print excerpts from that interview because they
illustrate some of the dynamics of the eyewitness problem.
Keep in mind that the victim-witness, Gillaspey, had already
viewed either photos or live lineups containing Brewster
at least four times before the new detectives interviewed her
in 1995. She had never made a positive identification of
Brewster despite these numerous attempts prior to the 1995
interview.

The interview itself is quite long, so we reprint only a
small portion here. A full transcript of the taped interview was
entered into evidence at a hearing on a motion to suppress the
identification and can be obtained from the first author on re-
quest. Most of the interview involves Gillaspey recalling the
events of the night of the murder. At some point, however, the
detectives decided to show her a photospread that included
yet another photo of Brewster. In the following transcript
quotes from the tape, D1 is the first detective, D2 the second
detective, and SG is the witness, Sherrie Gillaspey:

SG: Who is this guy? (apparently pointing to the photo of
Brewster).

D1: Why do you ask me that?

SG: I don’t know, he looks familiar but (unintelligible).

D1: Have you seen him before?

The conversation turned to a discussion of whether she could
recognize the voice of the perpetrator. The detectives then
turned the conversation back to the photos.

D1: And what photograph are you talking about?

SG: Number three.

D1: And that individual looks familiar to you, you don’t
know in what respect?

SG: Nobody else here does, all I know is he does for some
reason.

D1: Well, let’s go through a process of elimination. Is he
somebody that you went to school with?

SG: Huh uh.

D1: Is he somebody who works in a store where you
shop?

SG: No.

D1: Is he somebody you bought a car from?

SG: No.

D1: Is he an old schoolteacher?

SG: Nope.

D1: Is he an old boyfriend?

SG: No.

D1: He work in a service station?

SG: No, no.

D1: Is he somebody that has hit on you?

It is important to note that these detectives were fully
aware that Sherrie Gillaspey had been shown photos of
Brewster and had viewed him in a live lineup at various times
over the prior 13 years. Not once, however, did they ever ask
if he looked familiar because he was the same person that
other detectives had shown her previously. The interview
continued:

D1: Could he be the guy that assaulted Terry and you that
night?

SG: It’s possible. I mean, I would really like to hear, I
would really like to hear him talk.

D1: Well, I can arrange that.

Gillaspey had already heard his voice in the 1985 lineup.
Again, however, the detectives offered no information to her
about that fact. Instead, the discussion turned to signing a
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statement. She was asked to indicate number three on the
statement form and to write in the comments section.

SG: So, what do you want me to put, just write . . .

BM: Well, let’s think about that for a minute. . . . One of
the things that I, that I probably rely on more than any-
thing else is body language . . . and emotional reaction.
I think it’s safe to say that you went to number three
just like that.

SG: Uh huh, totally, yeah.

D1: And my next question is you became flushed. Why
did you do that?

SG: I don’t know, well immediately, immediately in my
mind, you know, in my mind thinks, is that the person,
you know, kind of . . .

D1: That’s the answer I’m looking for. Could that be the
guy that did all this?

SG: Yeah.

Notice how the detective tells Gillaspey what her emotional
reaction was and interprets her body language. Then, when
she says something that agrees with the detective’s suspi-
cions about the guilt of Brewster, he tells her that was the an-
swer he was looking for. The interview continues.

D1: Then what, see what, what I have to worry about now
is if in fact you do come back over and we conduct a
physical lineup and you identify this individual as ab-
solutely unequivocally, without a doubt the guy that
was there . . .

SG: Uh huh.

D1: Then obviously the next thing that happens is some-
where down the line we have to think about what hap-
pens in court. And we don’t want to taint that with
some, with a comment that you might inadvertently
make on the back of that card.

The taped interview then ended. Six days later, Gillaspey
picked Brewster from a live lineup and was absolutely posi-
tive of her identification.

The Brewster case illustrates much of what concerns
scientific psychologists about eyewitness testimony. First, it
illustrates what seems to be a general misunderstanding
about the nature of human memory, namely, that memory
might get better (or at least not deteriorate) with time.
Gillaspey had already viewed a photo of Brewster a mere five
days after the incident and viewed him again in a live lineup
that included Brewster a mere six days after the incident. In
neither case could she identify Brewster. And yet, police, the

prosecutor, and the judge were willing to accept her identifi-
cation of Brewster over 3,850 days later.

Second, this case illustrates the detective’s lack of under-
standing of the processes and the power of suggestive proce-
dures in shaping an eyewitness’s recollections. Presenting
Brewster, both in photos and live, to the eyewitness several
times over an 11-year period is not the only suggestive aspect
of the case. The key interview in 1995, as noted in the tran-
script, included the detective interpreting the eyewitness’s
behavior for her (“you went to number three just like that . . .
you became flushed”). It included a suggestive prediction re-
garding how she might behave in the subsequent live lineup
(“we conduct a physical lineup and you identify this individ-
ual as absolutely unequivocally, without a doubt the guy that
was there”), and suggestions that she not say anything in her
photo-identification card that would not play well later in
court.

Third, this case illustrates a problem of source monitoring.
Gillaspey seemed to be unaware that Brewster’s familiarity
was the result of her being exposed to him after the murder
rather than his being the person she saw on the night of the
murder. Fourth, this case illustrates how the certainty of an
eyewitness is not only a poor indicator of whether the witness
is accurate (Gillaspey was positive at trial even though she
had mistakenly identified the defendant), but also how cer-
tainty is a product of variables other than the memory of the
eyewitness.

Finally, this case illustrates how the justice system fails to
take advantage of what is known about human memory and
social influence to develop appropriate safeguards against
mistaken identification. There was a detailed and reasonable
motion to suppress the eyewitness identification evidence.
The suppression motion was denied in the Brewster case, as it
is rather routinely in nearly all cases, even though the identi-
fication procedures were highly suggestive (Loftus & Doyle,
1997/2000). As previously stated, we believe that some mem-
bers of the justice system seem to operate under a theory of
memory that does not give much credence to the idea that
postevent information can account for serious mistakes by
eyewitnesses.

MEMORY FOR EVENTS

As the Brewster case suggests, postevent viewings of a sus-
pect’s likeness, either by photograph or in person, can help to
make someone look familiar later. That enhanced familiarity
can lead to a false identification of the suspect as the person
who committed the crime. But decades of research has shown
that postevent information, particularly when it is misleading,
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can also alter recollections of other details about key events.
A typical finding is that after receiving new information that
is misleading in some way, people make errors when they re-
port what they saw. The new, postevent information is often
incorporated into the recollection, supplementing or altering
it, sometimes in dramatic ways.

Misinformation Effects

Current research showing how memory can become skewed
when people assimilate new data uses a three-part procedure.
Experimental witnesses first see a complex event, such as a
simulated violent crime or an automobile accident. Sub-
sequently, half of the witnesses receive new misleading in-
formation about the event. The other half do not get any
misinformation. Finally, all witnesses attempt to recall the
original event. In a typical example of a study using this par-
adigm, witnesses saw a simulated traffic accident. They then
received written information about the accident, but some
people were misled about what they saw. A stop sign, for in-
stance, was referred to as a yield sign. When asked whether
they originally saw a stop or a yield sign, those given the
phony information tended to adopt it as their memory; they
said they saw a yield sign (see Loftus, Coan, & Pickerell,
1979/1996, for a review of this study and similar research). In
these and many other experiments, people who had not re-
ceived the misleading information provided much more
accurate memories. In some experiments, the deficits in
memory performance following receipt of misinformation
have been dramatic, with performance differences as large as
30% or 40% (Belli, 1993; McCloskey & Zaragoza, 1985).

This degree of distorted reporting has been found in scores
of studies, involving a wide variety of procedures. People
have recalled nonexistent broken glass and tape recorders, a
clean-shaven man as having a mustache, straight hair as curly,
stop signs as yield signs, hammers as screwdrivers, and even
something as large and conspicuous as a barn in a bucolic
scene that contained no buildings at all. In short, misleading
postevent information can alter a person’s recollection in a
powerful, and often predictable, manner. The change in report
arising after receipt of misinformation is often referred to as
the “misinformation effect” (Loftus & Hoffman, 1989).

Planting False Childhood Memories

During the last decade of the twentieth century, eyewitness
researchers took things a step further; they turned their
attention to the question: Just how far can we go with people
in terms of distorting their memories with suggestion and
misinformation? Rather than merely adding a detail to a

previously acquired memory or tinkering with a detail here
and there, they studied whether suggestive procedures can
create entirely false memories for the past. Researchers de-
vised procedures that could make people believe and remem-
ber that earlier in life they had been hospitalized when they
had not (Hyman, Husband, & Billings, 1995), that they had
been lost and frightened in a mall when they had not (Loftus
et al., 1996), that they had been victims of vicious animal at-
tacks as children even though they had not been (Porter,
1998; Porter, Yuille, & Lehman, 1999), and even that they
had witnessed demonic possession when they were very
young (Giuliana, Mazzoni, Loftus, & Kirsch, 2001). This line
of false memory research shows that it is indeed possible to
create quite complex, elaborate, and “confident” false memo-
ries in the minds of research participants.

To see how false memories of events can be created, we
describe one method in some detail: planting a childhood
memory for something that never happened. One goal of the
research was to find a method for planting a memory that, if
the event had actually occurred, would have been at least
mildly traumatic. But the experience should not, of course, be
so upsetting to the person that it would be unethical to create
a false memory about it.

Loftus and colleagues settled on the idea of trying to plant
a very specific memory of being a 5-year-old lost in a shop-
ping mall, being frightened, crying, and ultimately rescued
by an elderly person and reunited with the rest of the family
(see Loftus & Ketcham, 1994, for a description of the origin
of the idea, and Loftus et al., 1996, for more details on this re-
search). Here is how it was done: The participants, all adults,
were asked to try to remember childhood events that were
supplied by their mother, father, older sibling, or other close
relative. Three of the events were true, and one was the
research-crafted false event about getting lost in a shopping
mall, department store, or other public place. In phase l, par-
ticipants completed a booklet containing four one-paragraph
stories about events from their childhood provided by their
relative. Three events actually happened, and the fourth,
always in the third position, was false.

The false event was constructed from information pro-
vided by a relative of the participant who gave the re-
searchers details about a plausible shopping trip. The relative
told the researchers (a) where the family would have
shopped when the participant was about five years old; (b)
which members of the family usually went along on shop-
ping trips; (c) what kinds of stores might have attracted the
participant’s interest; and (d) verification that the participant
had not been lost in a mall around the age of 5. This infor-
mation was then used to craft the false event. The false
events always included the following elements about the
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participant: (a) lost for an extended period of time; (b) cry-
ing; (c) lost in a mall or large department store at about the
age of 5; (d) found and aided by an elderly woman; and (e)
reunited with the family.

Participants read what their relative had told us about each
event, and then completed the booklets by writing what they
remembered about each event. If they did not remember the
event, they were told to write “I do not remember this.” When
the booklets were returned, participants were called and two
interviews were scheduled. These occurred approximately
one to two weeks apart. Participants were told that the re-
searchers were interested in examining how much detail they
could remember and how their memories compared with
those of their relative. The event paragraphs were not read to
them verbatim, but rather bits of information were provided
as retrieval cues. When participants had recalled as much as
possible, they were asked to rate the clarity of their memory
for the event on a scale of 1 to 10, with 1 being not clear at all
and 10 being extremely clear.

In all, participants remembered something about 68% of
the true events that they were asked about. This figure did
not change from the initial report through the two follow-up
interviews. The rate of “remembering” the false event was
lower, at about 25%. Statistically, there were some differ-
ences between the true memories and the false ones: More
words were used to describe the true memories, and the true
memories were rated as being somewhat more clear. But
with many of the participants, if an onlooker were to watch
the participant describe an experience, it would be difficult
indeed to tell whether the report was of a true or a false
memory.

Other investigators used a similar procedure to plant false
memories of even more unusual events. In one study, college
students were asked to recall actual events that had been
reported by their parents and one experimenter-crafted false
event (Hyman et al., 1995). The false event was an overnight
hospitalization for a high fever with a possible ear infection,
or a nonexistent birthday party with pizza and a clown. Par-
ents confirmed that neither of these events had happened, yet
participants were told that they had experienced one of the
false events at about the age of 5.

Participants tried to recall childhood experiences that they
thought had been supplied by their parents, in the belief that
the experimenters were interested in how people remember
shared experiences differently. All events, both the true ones
and the false one, were first cued with an event title (family
vacation, overnight hospitalization) and an age. Hyman et al.
(1995) found that participants remembered approximately
80% of the true events. As for the false event, by the end of
the second interview, 20% of the participants had remem-

bered all or part of this creation. In a separate study, Hyman
and collaborators created even more unlikely false memo-
ries, such as attending a wedding reception and accidentally
spilling a punch bowl on the parents of the bride or having to
evacuate a grocery store when the overhead sprinkler sys-
tems erroneously activated. This time, approximately 25%
accepted all or part of the false memory by the end of the
third interview (see Hyman & Billings, 1998; Hyman &
Pentland, 1996).

A recent doctoral dissertation project also succeeded in
planting false memories via suggestion that ostensibly came
from relatives of the participants. This research planted mem-
ories not only for getting lost and having undergone serious
medical procedures, but also for serious animal attacks, seri-
ous indoor accidents, and serious outdoor accidents, events
that would have been traumatic had they actually occurred
(Porter, 1998; Porter et al., 1999). These investigators re-
ported that just over 25% of their participants created a rather
complete false memory, and another 30% created a partial
memory. Clearly, these methods are capable of inducing false
memories in a sizable percentage of people.

Like Hyman and Billings (1998), Porter et al. (1999)
found that the participants who were most susceptible to
memory implantation were those who scored high on the Dis-
sociative Experiences Scale, a self-report measure of the ex-
tent to which participants experience lapses in memory and
perception in their everyday life. As Loftus and colleagues
had found (e.g., Loftus et al., 1996), these investigators also
found that participants gave higher ratings of vividness or
clarity when relating a real memory as opposed to an im-
planted one. Interestingly, the real memories related by the
participants did not contain more details than the planted
memories.

In remarking about their findings, Porter and colleagues
(1999) were particularly impressed that fully 20% of created
memories were given with the highest possible confidence
rating. At the end of their study, over 33% of the participants
who had created a false memory were willing to wager
money that the false event occurred. Moreover, the investiga-
tors reported that at the time the participants were debriefed,
most of them appeared to be “genuinely astonished” when
told about the parental reports and the fact that their memo-
ries were false. Many appeared amused and wanted to talk
more with the researchers about the process of memory
creation, in some instances, even requesting literature in the
area of research. These features of the reaction help convince
the researchers that the participants had in fact recalled
the false event, as opposed to responding to demand charac-
teristics of the study. It seems evident from these findings
that participants are actually “remembering” these false
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experiences, in the sense that they have a genuine recollec-
tive feeling about the experiences.

Imagination and Memory

It should be kept in mind that these studies used a rather
strong form of suggestion in which a source with some
prestige suggested that an event had occurred in the past.
However, such heavy-handed methods are not needed to get
people to increase their confidence that they had experiences
in the past that they probably did not experience. Inducing
people to imagine that they have had an experience can influ-
ence people to recall having had such an experience.

To explore what happens to memory when people imag-
ine events that did not occur, Garry, Manning, Loftus, and
Sherman (1996) used a three-stage procedure. Participants
were first asked about 40 possible events from their child-
hood and indicated the likelihood that these events happened
to them on a scale of responses ranging from definitely did
not happen to definitely did happen. Two weeks later, the par-
ticipants were asked to imagine that they had experienced
some of these events. The events included falling and break-
ing a window with their hand, getting in trouble for calling
911, finding a $10 bill in a parking lot, or being pulled out of
the water by a lifeguard. Different participants were asked to
imagine different events.

Consider a typical one-minute imagination exercise, one
in which participants imagined breaking a window with their
hand. They were told to picture that it was after school and
they were playing in the house when they heard a strange
noise outside. They were told to imagine themselves running
toward the window, tripping, falling, reaching out, and break-
ing a window with their hand. While imagining the scene, the
participants were asked several questions, such as “What did
you trip on?” and “How did you feel?” After imagining sev-
eral situations, the participants again, sometime later, were
given the list of 40 childhood events to respond to.

Comparing the responses to the two questionnaires about
possible childhood experiences, it was found that a one-
minute act of imagination led a significant minority of partic-
ipants to indicate that an event was more likely to have
happened after previously identifying it as unlikely to have
occurred. In the broken window scenario, 24% of the partici-
pants who imagined the event showed an increase in con-
fidence that the event had actually occurred. For those
participants who did not imagine breaking the window, 12%
showed a corresponding increase. In the “got in trouble for
calling 911” scenario, 20% of the participants who imagined
the event showed an increase in confidence that the event had
occurred when they were children. For those participants who

did not imagine getting in trouble for calling 911, only 11%
showed a corresponding increase.

Numerous other investigators have used imagination to
alter people’s beliefs about their past. Imagination can make
people believe that they have had experiences in the dis-
tant past (Heaps & Nash, 1999; Paddock, Joseph, Chan,
Terranova, Maning, & Loftus, 1998), but it also can make
people believe that they have had experiences in the recent
past (Goff & Roediger, 1998; Thomas & Loftus, 2001).

Other Suggestive Procedures

The power of suggestion to create false beliefs and false mem-
ories has now been shown repeatedly. Suggestive dream inter-
pretation has led people to believe that they were lost for an
extended period of time, or that they faced a great danger from
which they were rescued (Mazzoni & Loftus, 1998). Reading
suggestive stories and getting false feedback about one’s fears
has led people to believe that they witnessed demonic posses-
sion in the past or that they nearly swallowed an object and
choked (Mazzoni et al., 2001). Suggestive false feedback
about one’s visual-motor skills has led people to believe that
they could remember experiences from the day after birth
(DuBreuil, Garry, & Loftus, 1998; Spanos, Burgess, Burgess,
Samuels, & Blois, 1999). These findings should give pause to
investigators and others who think that they are extracting
recalcitrant, accurate memories from witnesses and suspects
by using techniques that resemble the ones that psychologists
have studied. The danger lies in planting the seed of sugges-
tion that then takes root and grows into a mighty false memory
that has the power to convict an innocent person.

MEMORY FOR PEOPLE

An eyewitness’s identification of a particular person as the
one who committed a crime is a powerful form of evidence.
An eyewitness who says “That’s the man I saw pull the trig-
ger” is providing direct evidence of guilt. Even fingerprints
are not direct evidence of guilt because they indicate only
that a given person touched a given surface, and there might
have been many innocent ways to have touched the surface.
Hence, although most evidence in courts of law is circum-
stantial, eyewitness identification evidence is direct evidence
of guilt.

Eyewitness researchers’ concern about the accuracy of
eyewitness identification evidence is grounded in two broad
observations. First, eyewitness experiments involving staged
crimes show that rates of mistaken identification can be very
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high under certain conditions (Wells, 1993). These conditions
are often represented in real-life cases. Second, real-world
cases in which people have been convicted of crimes that they
did not commit show that mistaken identification was the pri-
mary evidence leading to their conviction (Huff, Rattner, &
Sagarin, 1986; Scheck et al., 2000; Wells et al., 1998).

Variables Affecting Identification Accuracy

How do mistaken identifications happen? Like most impor-
tant phenomena, the causes are many. The scientific approach
to studying the causes of mistaken identification has gener-
ally been to isolate suspected variables in controlled experi-
ments. The list of variables that have been shown to affect
rates of mistaken identification is rather large. One common
approach to organizing the findings has been to categorize the
variables into witness characteristics (e.g., sex, intelligence),
characteristics of the witnessed event (e.g., exposure duration,
presence of a weapon), postevent variables (e.g., suggestions
from other witnesses, exposure to a sketch), characteristics of
the identification task (e.g., structure of the lineup, instruc-
tions to witnesses prior to viewing the lineup), and postidenti-
fication events (e.g., feedback to the eyewitness regarding the
identification). We refer to this as the chronological approach
because the categories are ordered in the temporal sequence in
which they unfold. Another way to organize these variables is
according to whether they are controllable by the criminal jus-
tice system in actual cases (e.g., the structure of a lineup) or
are not controllable in real cases (e.g., exposure duration),
which is known as the system-variable versus estimator-
variable distinction (Wells, 1978).

More recently, Wells and Olson (2001) suggested yet an-
other distinction among eyewitness identification variables:
between suspect-bias variables and general impairment vari-
ables. A suspect-bias variable is one that can account for why
an eyewitness, when presented with a lineup, specifically se-
lected the innocent suspect rather than one of the fillers in the
lineup (or simply saying “I don’t know” or “None of these
people”). A general impairment variable, on the other hand,
cannot account for which person the suspect picked, but can
account only for poor eyewitness performance more gener-
ally. Consider, for instance, the other–race effect: There is
now rather good evidence that people have more difficulty
identifying persons of another race than their own race (see
meta-analysis by Meisner & Brigham, 2001). The other-race
effect is a general impairment variable in the sense that it can-
not account for why the witness would select the suspect in
the lineup rather than one of the fillers in the lineup. (This ex-
ample assumes, of course, that all members of the lineup are
of the same race, a race different from that of the eyewitness.)

On the other hand, consider the problem of structurally biased
lineups. In a structurally biased lineup, the suspect fits the de-
scription that the eyewitness had given of the culprit, whereas
the fillers (known innocents, distractors, or foils) do not fit
that description. Structural lineup bias is a suspect-bias vari-
able rather than a general impairment variable because it can
account for why the eyewitness selected the suspect rather
than selecting some other lineup member.

Table 9.1 lists a large number of variables known to affect
the accuracy of eyewitness identification. The list is not ex-
haustive, but it represents the variables that have been studied
most often. Each variable is then categorized according to
each of the three types of categorization. The last column of
Table 9.1 lists one representative publication dealing with
each variable. We recommend a meta-analysis by Shapiro
and Penrod (1986), which included most of these variables,
for information on estimates of effect size, a standardized sta-
tistical estimate of the impact that one variable has on another
variable. Effect sizes are often used to compare the relative
impact of one variable versus some other variable. We cau-
tion readers, however, against inferring too much from effect
size estimates. Effect sizes are very sensitive to the particular
operationalizations that are used in manipulating each of the
variables.

It is apparent from Table 9.1 that chronological catego-
rization and system versus estimator categorization are re-
lated. This is because system variables do not normally come
into play until after the crime event has occurred. The general
impairment versus suspect-bias variables distinction, on the
other hand, is not restricted to any particular chronological
frame. In addition, the general impairment and suspect-bias
variables can be either system or estimator variables. Finally,
note that a few variables are not restricted to a single cate-
gory. One variable is the period of time between the event
and the person’s recollection, sometimes referred to as reten-
tion interval. Retention interval is commonly construed as an
estimator variable. However, there are times when the justice
system has some control over the retention interval, such as
when investigators show eyewitnesses a lineup that could
have been conducted at an earlier point in time. Also,
exposure to mugshots might normally be considered a gen-
eral impairment variable because it generally interferes with
the witness’s ability to keep the perpetrator’s face in mind
later, when viewing the lineup. At other times, however, ex-
posure to mugshots could be a specific-suspect-bias variable
if it makes an innocent suspect seem familiar because he or
she was seen in the set of mugshots.

Each of the three ways of categorizing eyewitness identi-
fication variables has a different utility. The chronological
categorization assists in developing a temporal understanding
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of the order in which these variables come into play in the
witnessing experience. The system versus estimator catego-
rization is useful for developing methods for increasing the
accuracy of eyewitness identification evidence via system-
variable recommendations to the justice system. The general
impairment versus suspect-bias categorization is relevant to
understanding how jurors might reason about eyewitness
identification in a given case.

The relevance of the general impairment versus suspect-
bias distinction to jurors’ judgments of eyewitness identifica-
tion evidence requires more explanation. Consider a case in
which it is argued to the jury that the eyewitness had a very
poor view of the perpetrator, was of a different race than the
perpetrator, and did not view a lineup until two months after
the crime. Wells and Olson (2001) argue that these variables
might not matter much to the jury when they deliberate be-
cause they fail to explain why the eyewitness picked the sus-
pect out of the lineup and did not pick a filler. If the other-race
effect made the lineup members “all look alike,” then how
was the witness able to pick out the suspect? The problem
with general impairment variables is that they tend to beg the
question for the jury as to why the eyewitness picked the sus-
pect instead of one of the fillers. Suspect-bias variables, on
the other hand, tend to answer that question. A structurally

biased lineup, for instance, serves to explain why the eye-
witness preferred the suspect rather than one of the fillers.
Hence, the general impairment versus suspect-bias variable
distinction may be very useful in terms of understanding
why some variables might be more important to juries than
others in terms of their willingness to accept identification
testimony.

The Process of Lineup Identification

One of the simplest and most useful ideas in understanding
mistaken identifications from lineups is the relative judgment
conceptualization. According to this conceptualization, eye-
witnesses tend to identify the person from a lineup who most
closely resembles the eyewitness’s memory of the perpetrator
relative to the other members of the lineup (Wells, 1984). This
process of identification works reasonably well as long as the
actual perpetrator is in the lineup. When the perpetrator is not
in the lineup, however, there is still someone who looks more
like the perpetrator than do the other lineup members, and
eyewitnesses have a propensity to identify that person.

There are several reliable phenomena that support the
relative judgment conceptualization. For example, failure to
give explicit instructions to the eyewitness that emphasize

TABLE 9.1 Eyewitness Identification Variables and Their Categories

General
System Impairment
versus versus

Chronological Estimator Suspect-Bias
Variable Category Category Category Example Citation

Sex of witness WC E GI
Intelligence of witness WC E GI Brown, Deffenbacher, & Sturgill, 1977
Age of witness WC E GI Chance & Goldstein, 1984
Face recognition skills WC E GI Woodhead, Baddeley, & Simmonds, 1979
Personality WC E GI Hosch & Platz, 1984
Alcohol WC E GI Yuille & Tollestrup, 1990
Prior exposure/source confusion/bystander WC E SB Read, 1994
View EC E GI Lindsay, Wells, & Rumpel, 1987
Disguise of perpetrator EC E GI/SB Cutler, Penrod, & Martens, 1981
Exposure time EC E GI Ellis, Davies, & Shepherd, 1977
Same versus other-race identification EC E GI Anthony, Cooper, & Mullen, 1992
Stress EC E GI Christianson, 1992
Weapon EC E GI Steblay, 1992
Retention interval PE E/S GI Krafka & Penrod, 1985
Interpolated mugshots PE S GI/SB Brigham & Cairns, 1988
Overheard descriptions PE S SB Loftus & Greene, 1980
Prelineup instructions ID S GI Steblay, 1997
Structure of lineup/fillers ID S SB Wells, Rydell, & Seelau, 1993
Simultaneous/sequential procedure ID S GI Lindsay & Wells, 1985
Suggestive behaviors during lineup ID S SB Phillips, McAuliff, Kovera, & Cutler, 1999
Postidentification feedback PI S SB Wells & Bradfield, 1998

Note: WC � witness characteristics, EC � event characteristics, PE � postevent factors, ID � identification test variables, PI � postidentification
variables, S � system variable, E � estimator variable, GI � general impairment variable, SB � suspect-bias variable.
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that the perpetrator might not be in the lineup leads eyewit-
nesses to pick someone from the lineup at very high rates
regardless of whether the perpetrator is present (Malpass &
Devine, 1981). Even with these instructions, eyewitnesses
tend to use relative judgments. For example, removing the
perpetrator from a lineup without replacement leads most
eyewitnesses who otherwise would have selected the perpe-
trator to instead select the “next best” person in the lineup
rather than indicate that the perpetrator is not there (Wells,
1993). In addition, eyewitnesses who report that they used a
relative comparison process (e.g., “I compared number three
to number two”) or an elimination process (e.g., “I knew it
wasn’t number one”) are more likely to have made a mis-
taken identification than are those who report that the face
“just popped out” (Dunning & Stern, 1994). This makes
sense to the extent that the relative judgment process is an
effortful, deliberate elimination strategy whereas absolute
judgments are automatic, rapid, true recognition responses.

Perhaps the best evidence that relative judgments are
involved in mistaken identification comes from research on
simultaneous versus sequential presentation procedures for
identifications. Simultaneous lineups are ones in which all
members of the lineup are shown to the eyewitness at one
time, whereas a sequential procedure involves showing
the eyewitness one lineup member at a time and forcing the
eyewitness to make a recognition decision (yes or no) before
viewing the next lineup member. The sequential proce-
dure prevents relative judgments because, even though the
eyewitness can compare the lineup member being viewed to
those who have already been shown, the eyewitness cannot
be sure what the next lineup member looks like. As a result,
the sequential procedure forces eyewitnesses to use a more
“absolute” criterion for making an identification. Compared
to the simultaneous procedure, the sequential procedure
produces fewer mistaken identifications in lineups that do not
contain the actual perpetrator, but it does not significantly
impair eyewitnesses’ abilities to identify the perpetrator in
perpetrator-present lineups (Cutler & Penrod, 1988; Lindsay,
Lea, & Fulford, 1991; Lindsay & Wells, 1985).

CONCLUSIONS AND PROSPECTUS

We began this chapter with a metaphor in which human mem-
ory is likened to trace evidence. Although the legal system
shows considerable concern and exercises caution to avoid
contaminating physical traces at a crime scene (e.g., blood,
fibers), similar cautions tend not to be exercised in avoiding
the contamination of human memory in eyewitnesses. We
have described research showing how suggestive questioning

and suggestive lineup procedures can have immense effects
on the testimony of eyewitnesses. Memories for events that
never occurred are readily confused with memories for actual
events, and mistaken eyewitness identifications are readily
confused with accurate eyewitness identifications. Although
there has been some recent success in getting the criminal jus-
tice system to make use of psychological science in its proce-
dures for collecting eyewitness evidence (see Wells, Malpass,
et al., 2000), there remains a large gap between what psycho-
logical science advises for collecting eyewitness evidence
and actual practices of criminal investigators.

Future research needs to address this gap between psycho-
logical science and the practices of the legal system with
regard to eyewitness memory. To some extent, this might be
facilitated by research directed at the question of what theo-
ries the criminal justice system is using in collecting eyewit-
ness evidence. Undoubtedly, these theories are more implicit
than explicit, so it is unlikely that one can simply ask crimi-
nal justice actors to articulate their theories about memory.
However, we believe that an understanding of these implicit
theories can tell us something about how to better communi-
cate our findings to those in the criminal justice system with
a somewhat better chance to actually affect how the justice
system thinks about and manages the collection of eyewit-
ness evidence.
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The jury is widely regarded as the zenith of American juris-
prudence: the marquee of justice designed to protect the inno-
cent and lay blame to the guilty. But more than that, the jury is
perhaps the only mechanism of democracy that so decisively
places decision-making responsibilities in the hands of the
people. Those people are jurors, and, as we shall see, the meth-
ods used to select these individuals is often the source of con-
siderable debate between and among psycholegal researchers
and legal practitioners. In this chapter, we describe the proce-
dure, voir dire, through which regular citizens are chosen to
serve on juries. We also review the research, examining the
efficacy of traditional attorney-conducted jury selection. We
contrast traditional methods of jury selection with one of the
many services provided by trial consultants: scientific jury se-
lection. Scientific jury selection relies on community surveys
to identify demographic, personality, or attitudinal correlates
of potential jurors’ inclinations to vote guilty or not guilty in a
particular case. Finally, we note the limitations of the extant re-
search on jury selection and, based on relevant social psycho-
logical research on attitude-behavior relationships, suggest
avenues for future research on voir dire and jury selection.

VOIR DIRE

Voir dire (from the French, to speak the truth) is a pretrial
legal proceeding, mandated by federal or state statute, in
which a petit jury (as opposed to a grand jury) is assembled to

hear a civil or criminal trial. During voir dire, the judge
and/or the attorneys (i.e., the prosecution and the defense
in criminal cases, the lawyers representing the plaintiff and
the defendant in civil cases) formally examine groups of
prospective jurors, known as the venire. Attorneys may use
the voir dire process to accomplish a variety of goals. Some
attorneys advocate using voir dire as an opportunity to ingra-
tiate themselves with the jury (e.g., Levine, 2001; Liotti &
Cole, 2000; Weaver, 1993). Others argue that voir dire is a
time to educate the jury about case-relevant law or the cen-
tral issues in the case (e.g., Herman, 1997; McNulty, 2000).
Whatever other purposes voir dire serves, its primary purpose
is to provide a forum in which attorneys attempt to uncover
any bias that jurors have that might prevent them from
weighing the evidence fairly and arriving at an appropriate
verdict (McCarter, 1999).

Voir dire is used in both criminal and civil trials. In a crim-
inal case, because the state bears the burden of proof, the
prosecution typically begins the examination, followed by
the defense; in a civil case, the plaintiff’s attorney usually be-
gins the questioning. When a case is tried in federal court,
however, it is very likely that the judge will ask most, if not
all, of the questions of the venire. The length of voir dire may
range from several hours in the typical case to several
months. However, a protracted voir dire is relatively rare and
is typically reserved for cases that are exceedingly complex
or involve a high degree of pretrial publicity. Depending on
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the nature of the case, a venire person typically will be asked
an array of questions, including questions designed to elicit
basic demographic information, knowledge about the case,
and perhaps case-specific attitudes.

When the examination is finished, the venire often is ex-
cused from the courtroom so that the attorneys may openly
scrutinize the jurors and their responses to these questions. If
the venire is not excused, the attorneys approach the bench and
quietly convene with the judge so as not to offend any of the
panel members. It is at this time that the jury is assembled.
There are two mechanisms through which jurors can be ex-
cluded from a jury. Attorneys may make a motion that partic-
ular jurors should be excused because they exhibited clear bias
that would prejudice their evaluation of the evidence. This
motion is known as a challenge for cause. Attorneys may also
remove a juror by exercising one of their peremptory chal-
lenges, which allows them to exclude a juror without stating
the cause for the exclusion. After all of the challenges have
been made and ruled, the surviving venire persons are then
sworn into service as jurors. The individuals who are not re-
tained for service are excused and may later be summoned to
participate in a different voir dire for another trial. Because at-
torneys are concerned with striking prospective jurors rather
than retaining them, voir dire is best characterized as a process
of elimination rather than a process of selection (Elwork,
Sales, & Suggs, 1981; Middendorf & Luginbuhl, 1995). That
is, attorneys challenge the suitability of jurors for jury service
rather than choosing those jurors they would most like to see
seated on the jury.

Challenging Potential Jurors

Challenges for cause may be granted if, during voir dire, a
venire person is found to hold overt prejudice, is in disagree-
ment with fundamental principles of due process, or fails to
meet minimum state eligibility for jury service. Challenges for
cause are unlimited in number and, like all motions, are either
granted or denied by the judge. However, if a venire person
admits to holding prejudice, the judge can, and often does, ask
if that individual is willing and able to set aside that bias and
render a fair verdict (Berry, 1997; McElhaney, 2000). If the
venire person reports that bias can be set aside, he or she often
is retained for service. Challenges for cause granted are rarely;
however, the venire person may still be removed through the
exercise of a peremptory challenge.

Peremptory challenges refer to the removal of a venire per-
son from the panel for no avowed reason. That is, attorneys
exercise peremptory challenges at their discretion, “for any
tactical reasons they desire” (Suggs & Sales, 1981, p. 246).

Peremptory challenges serve several functions (Babcock,
1972). For example, trial participants may be more satisfied
with the outcome of the trial if they help to select the people
who will decide the outcome. Moreover, peremptory chal-
lenges allow attorneys to eliminate jurors who may be reluc-
tant to admit their bias and to excuse jurors that attorneys may
have offended during intrusive questioning.

Unlike challenges for cause, the number of peremptory
challenges allotted varies with the jurisdiction in which a
case is being tried, as dictated by state or federal statute. For
example, in Florida and Missouri civil trials, both defendant
and plaintiff are allotted three peremptory challenges; in
Michigan civil trials, they are allotted two. Depending on
state law, judges may be free to grant additional peremptory
challenges as they see fit. For example, in a case surrounded
by intense pretrial publicity, a judge may decide that addi-
tional challenges are warranted to ensure that an impartial
jury is seated. Thus, the number of peremptory challenges
available to counsel is limited but routinely increases with the
severity of the crime (Elwork et al., 1981). Moreover, our jus-
tice system is designed to protect the criminal defendant
through mechanisms such as the presumption of the defen-
dant’s innocence and placing a high burden of proof on the
prosecution. Therefore, the criminal defense is typically
granted at least as many and sometimes more peremptory
challenges than the prosecution. For example, in Michigan in
noncapital criminal trials, defendant and plaintiff are granted
5 peremptory challenges; however, in a capital trial, the de-
fendant is granted 20 peremptory challenges and the prosecu-
tion is granted 15.

In practice, attorneys exercise peremptory challenges for a
variety of reasons. Even if a venire person may not be re-
moved for cause, he or she may be rejected based on per-
sonal characteristics, perceived attitudes, occupational status,
or other dispositions that are thought to be unfavorable to an
attorney’s case. There are some limitations to the use of
peremptory challenges. Attorneys are prohibited from strik-
ing members of cognizable groups (i.e., an easily identifiable
segment of the community). In 1986, the U.S. Supreme Court
ruled that race could not constitute the sole criterion for exer-
cising a peremptory challenge in criminal trials (Batson v.
Kentucky, 1986). Courts have ruled that peremptory chal-
lenges may not be used to exclude jurors in civil cases because
of their race (Powers v. Ohio, 1991). The U.S. Supreme Court
has extended this protection to preclude the use of peremptory
challenges based solely on gender (J.E.B. v. Alabama, ex rel
T.B., 1994). Although these rulings were intended to protect
the integrity of the jury, it is widely acknowledged that at-
torneys who rationalize or fabricate alternative reasons for
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striking a prospective juror can circumvent the law. Thus, it is
unclear to what extent these rulings have been effective
(Golash, 1992; Rose, 1999).

Extended versus Minimal Voir Dire

As can be seen from this brief discussion, voir dire provides
the procedural dimensions for the application of jury selection.
It should be noted that judges wield sweeping discretionary
power in deciding how voir dire is conducted in their court-
rooms; consequently, the scope of voir dire is likely to vary
widely across jurisdictions. Moran, Cutler, and Loftus (1990)
argued that when the judge conducts the voir dire with limited
or no participation from counsel (i.e., “minimal” voir dire), at-
torneys are deprived of the information they need to intelli-
gently exercise their challenges. They further argued that only
by granting counsel generous time and latitude in their ques-
tioning (i.e., “extended” voir dire) will they be able to identify
potentially biased individuals.

To provide empirical evidence for their argument, Moran
et al. (1990) used the results of surveys to contrast the predic-
tive validity of the information that normally would be gained
from a minimal voir dire with the information that would be
gathered during an extended voir dire. In one of these surveys,
participants read a case summary of a drug-related prosecu-
tion and subsequently responded to measures of defendant
culpability, case-specific attitudes, attitudes toward the legal
system, and demographic information. To simulate a minimal
voir dire, the authors assessed the relationship between defen-
dant culpability ratings and survey items that attorneys would
normally gather from that type of examination (e.g., age, gen-
der, education, marital status, and occupation). The authors
also assessed the relationship between the same defendant
culpability ratings and the information that attorneys could
obtain in an extended voir dire (e.g., attitudinal dispositions in
addition to demographic information). The results from this
investigation demonstrate the superiority of extended voir
dire, with its predictors accounting for 31% of the variance in
the final culpability rating and the predictors in the minimal
voir dire accounting for only 8% of the variance.

Nietzel and colleagues have provided strong empirical ev-
idence that an extended voir dire is essential in guiding the
use of not only peremptory challenges, but challenges for
cause as well (Nietzel & Dillehay, 1982; Nietzel, Dillehay, &
Himelein, 1987). Their field investigations of voir dire in
death penalty cases found that in those trials in which the
judge allowed the attorneys to conduct a thorough voir dire
examination, attorneys successfully exercised a significantly
greater number of challenges for cause. As is apparent from

these studies, the way the judge conducts the voir dire bears
directly on the ability of attorneys to obtain information from
jurors that will help them predict juror verdicts.

These investigations highlight another critical point:
Judges, attorneys, and trial consultants often hold different
ideas as to what voir dire should accomplish (Johnson &
Haney, 1994). Judges favor a minimal voir dire primarily be-
cause of the time and money consumed by an extended ex-
amination. Attorneys view an extended voir dire not only as
an opportunity to question the panel thoroughly (probative
voir dire), but also as a chance to ingratiate themselves with
the venire, begin arguing their case, and “inoculate” prospec-
tive jurors from damaging evidence forthcoming (didactic
voir dire). For the trial consultant, an extended voir dire is al-
most a necessity. Consultants may collect data from a com-
munity survey that indicates which attitudinal dispositions
are most predictive of a verdict. Without extended voir dire,
the consultant will not have the relevant information about
jurors’ attitudes to accurately predict which jurors will be
likely to vote in favor of the consultant’s client. Thus, there
are inherent differences in the way that judges and advocates
view voir dire. For the presiding judge, the goal of voir dire is
to seat a legally qualified jury; for the advocate, it is to select
a jury that is favorable to one’s case, or at the very least, one
that will hear the evidence objectively.

The Social Psychology of Voir Dire

As can be seen, voir dire entails an exceedingly complex so-
cial interaction, the premise of which rests on the assumption
that venire persons will be honest and forthcoming in reveal-
ing some of their most personally held attitudes, beliefs, and
biases. Jury selection will be as successful as the voir dire is
effective. In other words, irrespective of how the voir dire
is conducted, be it minimal or extended, there is a positive
relationship between the forthrightness of the venire and the
efficacy of jury selection (assuming that the jury selection
method is valid and is executed competently). For this rea-
son, a small but notable body of literature has analyzed the
features of voir dire that can either foster or discourage po-
tential jurors’ self-disclosure.

Several system variables (i.e., aspects of the voir dire that
are under direct control of the judicial system) may moderate
the completeness of self-disclosure: (a) who conducts the
voir dire, (b) how the voir dire is conducted, and (c) the envi-
ronment in which voir dire takes place. Drawing on estab-
lished social psychological research, Suggs and Sales (1981)
surmised that voir dire would be most effective when con-
ducted by attorneys because the differential status between
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judge and venire person may lead to socially desirable re-
sponses. In other words, because potential jurors recognize
that the judge is in a position of authority, they may wish to
provide desirable answers to his questions. Furthermore,
because previous research has demonstrated that individuals
volunteer more information in the absence of a group, they
asserted that voir dire would be most effective when panel
members are questioned individually as opposed to collec-
tively. Finally, they argued that the physical dimensions
and characteristics of the courtroom (e.g., the proximity be-
tween the venire, attorneys, and judge) might inhibit self-
disclosure. Particular aspects of the courtroom, such as the
judge’s elevated bench and black robe, for example, are
thought to impart cues to the panel as to what constitutes an
acceptable response. For example, it may be difficult for
venire persons to report to a judge that they would be unable
to set aside their biases as the judge is requesting because of
the judge’s elevated stature and authority.

Marshall and Smith (1986) have expanded on this social
psychological analysis of voir dire by comparing the voir dire
process to the procedures of a psychological experiment.
These researchers reason that because voir dire, like an ex-
periment, requires individuals to undergo intense examina-
tion, certain psychological factors that have been shown to
operate during an experiment will be present during the ex-
amination. These factors are collectively known as experi-
mental artifacts (Rosenthal & Rosnow, 1969). In the context
of voir dire, two artifacts in particular are thought to exert a
detrimental effect on self-disclosure: evaluation anxiety and
demand characteristics.

According to Rosenberg (1969), evaluation anxiety is “an
active, anxiety-toned concern that [the participant] win a pos-
itive evaluation from the experimenter, or at least that [the
participant] provide no grounds for a negative one” (p. 281).
During voir dire, prospective jurors may experience nervous-
ness, embarrassment, or apprehension when they realize that
the judge and attorneys possess the power to determine if
they are fit to serve on the jury or when they acknowledge the
grave responsibility of their duty. To help alleviate their anx-
iety, prospective jurors may respond in less truthful but so-
cially desirable ways to garner a favorable evaluation from
the judge. This process would lead jurors to report that they
could set aside their predispositions and biases when evaluat-
ing the trial evidence even if they truly believe that it would
be difficult or impossible to do so.

Demand characteristics also may influence venire per-
sons’ responses during voir dire. Defined as “the totality of
cues which convey an experimental hypothesis to the sub-
ject” (Orne, 1962, p. 779), demand characteristics include a
wide range of situational factors, such as the formality of the

court proceedings, the presence of a bailiff, the number of at-
torneys present, and the physical characteristics of the court-
room. One particularly salient demand characteristic thought
to operate during voir dire is that of expectancy effects.
Expectancy effects lead experimenters to engage in verbal or
nonverbal behaviors that indicate to the subject what the ex-
perimenter is looking for or is hoping to find. Some judges,
for example, are notorious for quizzing the venire using a
demanding and impatient demeanor. There is convincing
evidence that judges’ nonverbal behaviors influence jurors’
verdicts (Halverson, Hallahan, Hart, & Rosenthal, 1997;
Hart, 1995). In voir dire, expectancy effects may occur when
prospective jurors receive verbal or nonverbal cues from
judges and/or attorneys, inadvertently guiding them to re-
spond in a socially desirable manner (see LeVan, 1984).

In an effort to determine what influence these factors exert
on self-disclosure, Marshall and Smith (1986) posed ques-
tions to ex-jurors regarding their general feelings and attitudes
toward their jury selection experience. Results from this study
revealed that those jurors reporting high levels of evaluation
anxiety during voir dire were significantly less likely to pro-
vide honest answers than those who did not. Furthermore,
measures of expectancy effects were found to be a marginally
significant predictor of honesty during voir dire, whereas
other demand characteristics were found to exert no effect.
Although there clearly are limitations to the retrospective
methodology used in this study, the findings suggest that
evaluation anxiety and experimenter expectancy effects may
increase the social desirability and decrease the honesty of
jurors’ responses to questions during voir dire.

Jones (1987) used an experimental methodology to test
the hypothesis that an attorney-conducted examination will
be more effective at eliciting candid responses from the
venire than would an examination conducted by a judge, as
usually occurs in federal court. Jones reasoned that demand
characteristics emitted from the judge, relative to those emit-
ted by attorneys, would significantly inhibit self-disclosure.
Jones had jury eligible citizens participate in a mock voir dire
conducted by attorneys or a judge who used either a personal
or formal demeanor (thus exerting some control over the de-
mand characteristics emitted by both parties). Participants in
each condition completed a legal attitudes questionnaire and
a measure of public self-awareness prior to their examina-
tion. With the voir dire then underway, the judge or attorneys
posed several questions to individual panel members that
they were required to publicly answer. At this point, the ex-
amination was interrupted and participants again completed
the measures of legal attitudes and public self-awareness.

From first to second administration of these measures,
those individuals undergoing judge-directed voir dire changed



Traditional Jury Selection 165

their responses at a rate nearly twice that of those undergoing
an attorney-conducted examination, irrespective of whether
the judge behaved in a personal or formal manner. Further-
more, participants’ change scores were significantly greater
when the attorneys conducted themselves with a formal rather
than a personable demeanor. These results suggest that voir
dire will be more effective (i.e., will yield more information)
when attorneys are permitted to examine the venire, especially
when they use a personable demeanor to establish rapport.
These results also demonstrate that the demand characteristics
emitted by the judge significantly inhibit self-disclosure and
that changes in the judge’s demeanor do not moderate this
effect.

Middendorf and Luginbuhl (1995) further examined the
influence of different styles of voir dire used by attorneys on
self-disclosure during voir dire. Specifically, they studied
whether jurors responded differently when attorneys used a
directive style relying on closed questions (e.g., “Do you un-
derstand that it is not an admission of guilt if the defendant
does not testify on his behalf?”) versus a nondirective style
relying on open-ended questions (e.g., “What would it mean
to you if the defendant did not testify on his behalf?”). Those
individuals examined with the directive style endorsed guar-
antees of due process to a greater degree than those examined
with the nondirective style of voir dire. Participants in this
latter condition also rated their own examination as more
positive than did those in the direct condition, reporting that
they felt more comfortable being asked and answering ques-
tions. These findings provide additional evidence that a more
personable interrogation style allows attorneys to establish
rapport with jurors and allows jurors the opportunity to pro-
vide honest answers and more information that will be useful
to attorneys during jury selection.

To summarize, it should be clear that voir dire and jury se-
lection are linked inexorably. Voir dire provides the proce-
dural framework for jury selection; however, through statute,
case law, and judicial discretion, this forum is likely to vary
widely across jurisdictions. Consequently, practitioners of
jury selection will have to steer their selection strategies
though the procedural avenues provided them. The success of
these selection strategies, however valid, is limited by the
accuracy and trustworthiness of the information obtained
during voir dire. Although some trial strategists suggest that
conducting voir dire using a questionnaire rather than an
oral exchange will promote self-disclosure and truthfulness
(Berry, 1997; Speckart & McLennan, 1999), we know of no
empirical study that directly addresses this hypothesis. How-
ever, the psychological evidence does suggest that maximal
information will be obtained through attorney-conducted,
nondirective voir dire. Mindful that ability of attorneys and

trial consultants to select a favorable jury is constrained by
the validity of the information obtained during voir dire, we
now turn our attention exclusively to jury selection, begin-
ning with a discussion of some of the traditional methods
used to select the jury.

TRADITIONAL JURY SELECTION

A distinction was previously drawn between voir dire and
jury selection, the former referring to a pretrial legal pro-
ceeding and the latter referring to the execution of that proce-
dure. At this point, we draw an additional distinction between
traditional and scientific jury selection. When we speak of
traditional jury selection, we are broadly referring to any
strategy that has traditionally been used by attorneys to iden-
tify jurors who are favorable (or unfavorable) to their case.
The hallmark of these traditional strategies is that they are
based on attorneys’ intuition, implicit stereotypes, and ex-
pectancies. Scientific jury selection, in contrast, refers to the
application of social science methodology to the selection of
jurors.

Stereotypes and Implicit Theories of Personality
and Attitudes

Traditional approaches are most readily associated with attor-
neys’ time-honored stratagem of selecting jurors by way of
superstition, stereotypes, body language, implicit theories of
attitude and personality, or other strategies that attorneys have
developed through trial experience (Fulero & Penrod, 1990b).
Evidence for this assertion comes directly from popular guides
to trial tactics, literature published by attorneys, and hand-
books of jury selection. According to Fulero and Penrod’s
compendium of jury selection folklore, some attorneys advise
that women should be avoided as jurors in criminal prosecu-
tions but are desirable in civil suits. Others argue that female
jurors are advantageous in criminal cases unless the defendant
is an attractive woman. Some advocates believe that wealthy
individuals are conviction-prone unless trying a white-collar
crime. Poor jurors may be advantageous for a civil defense
because they are not used to the idea of large sums of money
and are thus likely to deliver smaller rewards. Others believe
that poor jurors should be avoided because they are bitter
about their indigent status and are therefore likely to deliver
exorbitant rewards—the “Robin Hood” effect. The similarity-
leniency hypothesis may lead attorneys to select jurors who
are similar to their client because of their presumed empathy
for similar individuals (Blue, 1991; Kerr, Hymes,Anderson, &
Weathers, 1995). In contrast, the black sheep hypothesis may
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lead attorneys to reject jurors who are similar to their clients,
strategizing that people may want to punish in-group members
who reflect poorly on their group (Marques, Abrams, Paez, &
Martinez-Taboada, 1998). From these examples, it is clear that
attorneys’ common sense may lead to contradictory hypothe-
ses about which potential jurors would be most helpful or most
harmful to have on the jury.

Beliefs about Nonverbal Communication

In addition to the use of stereotypes and implicit personality
theories, attorneys may rely on potential jurors’ nonverbal
communication to select a jury (e.g., Dimitrius & Mazzarella,
1999; Starr & McCormick, 2000). For example, Starr and
McCormick suggest that a trial consultant should scrutinize
potential jurors’ clothing for hints about their ideology (e.g.,
antiestablishment) or personality. By examining potential ju-
rors’ posture, their willingness to express their opinions, and
the amount of space they occupy in the courtroom, Starr and
McCormick argue, attorneys can identify which potential ju-
rors are likely to be influential during deliberations. Some
critics will undoubtedly contend that any individual who has
participated in selecting a jury will immediately recognize
the value of analyzing the venire’s verbal and nonverbal be-
havior. Unfortunately, many of the tactics recommended by
trial manuals are inconsistent. Some practitioners, for exam-
ple, argue that attorneys should accept a smiling juror; others
suggest striking those who smile (Bodin, 1954; Darrow,
1936; Harrington & Dempsey, 1969). Some practitioners
argue that nonverbal behaviors such as pupil dilation, rising
voice pitch, response latency, and fidgeting indicate that a
prospective juror is providing deceptive responses (Blue,
1991). Although we are not necessarily arguing with the
usefulness of nonverbal behavior for the identification of fa-
vorable jurors, we are aware of no attempts to empirically
validate the efficacy of such techniques in the context of legal
decision making.

Effectiveness of Traditional Jury Selection

Nevertheless, any assertion that traditional methods of jury
selection are ineffective at identifying desirable jurors
must be tempered with empirical observation. Zeisel and
Diamond (1978) conducted one of the first studies to evalu-
ate the efficacy of attorney selection methods by “back-
engineering” 12 federal juries. These researchers asked
panel members removed through peremptory challenges to
hear cases not as jurors but as observers, and to render a ver-
dict at the trial’s conclusion. Coupled with posttrial inter-
views with the actual jurors, this method allowed Zeisel and

Diamond to compare seated juries’ verdicts with the verdicts
that would have been rendered had juries been seated with-
out exercising peremptory challenges. The results from this
field investigation demonstrated that in a few cases, the use
of peremptory challenges does significantly influence the
trial’s outcome. Overall, however, the results suggest that at-
torneys are not very accurate at predicting jurors’ decisions.
An additional study compared the verdicts rendered by 10
actual juries, 10 juries whose members were randomly cho-
sen from the venire, and 10 juries composed of challenged
jurors (Diamond & Zeisel, 1974). This study found that ac-
tual juries were less likely to convict than randomly chosen
juries or challenged juries and that defense and prosecuting
attorneys were rather effective in eliminating jurors who
would likely vote against their side. Although there were
several limitations to these studies that preclude a definitive
conclusion about attorneys’ ability to identify favorable ju-
rors (e.g., the reconstructed jury did not deliberate; the deci-
sions made by actual juries were the only decisions with
consequences), they stand as classic investigations into the
efficacy of jury selection.

In another effort to evaluate attorney’s jury selection per-
formance, Olczak, Kaplan, and Penrod (1991) conducted a
series of studies to examine attorneys’ lay strategies for judg-
ing jurors. In the first of these studies, attorneys read various
juror profiles and reported which characteristics and informa-
tion they typically would seek during voir dire. These partic-
ipants then read one of two transcripts from a felony trial and
rated the jurors on their perceived bias toward the defendant
and a variety of personality traits (e.g., leniency, intelligence,
attractiveness). Attorneys generally relied on a very small
number of demographic and personality dimensions when
making inferences about prospective jurors, suggesting that
attorneys use rather unsophisticated stereotypes and strate-
gies in making their decisions. These researchers, using a
similar methodology, also compared the performance of col-
lege students relative to that of attorneys, finding that both
groups engaged in similar, unsophisticated strategies in judg-
ing prospective jurors. Finally, Olczak et al. had law students
and attorneys read a description of a manslaughter prosecu-
tion and subsequently rate the desirability of mock jurors
who had previously rendered a verdict in the case. The results
from this investigation coincide with their earlier findings,
reporting that law students and attorneys performed compa-
rably, with both groups judging mock jurors who had previ-
ously voted for conviction as more desirable from a defense
perspective.

In the most recent investigation of the effectiveness of
traditional jury selection, Johnson and Haney (1994) studied
the voir dire process in four felony trials. These researchers
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measured potential jurors’ criminal justice attitudes with
questions from the Legal Attitudes Questionnaire (Boehm,
1968). To examine the effectiveness of attorney-conducted
jury selection, they compared the criminal justice attitudes of
jurors who were retained, jurors who were excused by the
prosecution, and those who were excused by the defense.
Moreover, they compared the collective attitudes of retained
juries with the attitudes of juries who would have been seated
if the first 12 jurors had been chosen or if jurors had been
randomly chosen to serve. As seen in the earlier studies
conducted by Diamond and Zeisel (1974) and Zeisel and
Diamond (1978), prosecutors effectively used their peremp-
tory challenges to eliminate more prodefense jurors and
defense attorneys effectively used their challenges to elimi-
nate more proprosecution jurors. The attitudes of the seated
jurors were no different, however, from the attitudes of a ran-
domly chosen group of 12 jurors or the first 12 jurors called
for service. Thus, although attorneys could identify the most
biased jurors in the venire, the removal of these jurors did not
alter the attitudinal composition of the resulting jury.

To summarize, traditional approaches to jury selection
generally involve conjecture, the use of stereotypes, and
anecdotal strategies in choosing juries. Laboratory and field
investigations designed to assess the validity of such tactics
have largely reached the consensus that their predictive
strength is near chance level (Fulero & Penrod, 1990a,
1990b; Olczak et al., 1991; Zeisel & Diamond, 1978). Con-
sidering the current controversy surrounding scientific jury
selection (Strier, 1999) and the claims of those trial consul-
tants said to have predicted the behavior of thousands of
jurors (Dimitrius & Mazzarella, 1999), investigations of tra-
ditional jury selection are surprisingly rare.

Further research on traditional jury selection strategy is
needed for several reasons. First, these tactics will undoubt-
edly continue to play a prominent role in contemporary jury
selection, especially for those attorneys who believe scien-
tific jury selection is a sham or whose clients cannot afford
the services of a trial consultant. Second, these strategies are
likely to be dynamic; that is, they are apt to change to coin-
cide with the natural evolution of judicial philosophy and
procedure. Third, it is an inevitable fact that intuition, heuris-
tics, and stereotypes play a critical role in our everyday deci-
sion making; it would thus be shortsighted to expect an
individual to engage in such a complex task while ignoring
his or her instinct. Finally, in the trial consulting industry,
jury selection is often practiced with a blend of both tradi-
tional and scientific methodologies. Future research would
do well to determine how these approaches interact to
produce the hybrid of jury selection procedures that contem-
porary researchers have overlooked.

SCIENTIFIC JURY SELECTION

The conception of scientific jury selection is usually credited
to Jay Schulman and his colleagues (see Schulman, Shaver,
Colman, Emrich, & Christie, 1973). In 1972, the “Harrisburg
Seven,” a group of antiwar activists, were indicted by the fed-
eral government on, among other things, charges of conspir-
acy to kidnap then presidential advisor Henry Kissinger.
Schulman and his colleagues, who were sympathetic to
the antiwar movement, initially attempted to establish that
the venire drawn for the trial was not representative of the
Harrisburg community at large. Schulman supervised an
army of volunteers who conducted nearly 1,000 telephone
surveys. The demographic data collected from these surveys
revealed that the Harrisburg community was younger (and
presumably less conservative) than the venire chosen for the
trial. The judge ruled that a new venire should be chosen.

Convinced of the utility of the community survey,
Schulman and his team conducted a more penetrating survey
designed to assess the community’s sentiments about the
case. Approximately 250 of the original survey participants
were contacted and solicited to volunteer information on a
range of demographic and attitudinal questions. Respondents
were asked about the quantity of their media contact, their
knowledge of the case and the defendants, their attitudes
toward the Vietnam War, and their trust in government. Based
on the observed relationships between such measures and
participants’ knowledge and attitudes regarding the defen-
dants, Schulman’s team was able to construct a profile of
the ideal juror that would guide the exercise of peremptory
challenges.

After each day of the voir dire (which lasted three weeks),
the defense team would confer to rate each venire person on
a 1-to-5 scale to determine which individuals should be chal-
lenged. Although the rating system proved efficient, there
were 15 individuals with marginal ratings (i.e., scores of 3)
of which 5 had to be chosen. Furthermore, the dynamics of
potential panel compositions had to be considered (i.e., who
would likely be elected the jury foreperson). The final deci-
sions were made by combining information from the survey
data and subjective impressions of the individuals them-
selves. As Schulman et al. (1973) later noted: “The main use
of surveys is to sort out types of people, not to pick out indi-
viduals, which was the issue at hand. The great danger and
temptation was to use the survey results to select jurors me-
chanically” (p. 44). The prototypical juror that eventually
emerged for the defense was a female Democrat with a
white-collar or skilled blue-collar occupation and with no
particular religious preference. Understandably, the ideal
juror would also sympathize with the defendant’s antiwar
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sentiment. When the jury was selected, it consisted of nine
females and three males. The case eventually ended in a mis-
trial because the jury could not reach a unanimous verdict.
The case was not retried.

Though a mistrial was clearly a victory for the defense,
what is the verdict for scientific jury selection? Did the sur-
vey give the defense a significant advantage? Did it win the
case? The answers to these questions remain elusive. Indeed,
even a broad generalization of the survey’s contribution to
the verdict is difficult, if not impossible to estimate because,
in addition to the survey data, the defense used a combination
of subjective impressions, hearsay, and conjecture to select
the jury. Furthermore, Schulman’s team acknowledged that
several extraneous factors likely contributed to the mistrial,
including the leverage granted to the defense during voir dire,
the sequestration of the jury, and the nature of the case itself.

This issue raises a serious concern that still resonates in
the practice of jury selection today. There is no way of deter-
mining the precise contribution of scientific jury selection to
a trial’s outcome in any particular case. Unlike an experi-
ment, no objective standard exists to which its efficacy can be
compared. Every trial presents a unique blend of circum-
stance, evidence, and personalities that cannot be replicated
in the field or in the laboratory. Furthermore, as Zeisel and
Diamond (1978) noted, there is no way to determine how
excused venire persons would have voted in deliberations be-
cause they have been removed from the trial process. Never-
theless, Schulman et al.’s methods helped to inspire not only
a multimillion-dollar trial consulting industry but also a gen-
eration of psycholegal research surrounding the jury.

The Practice of Scientific Jury Selection

The tenets of scientific jury selection rest on the assumption
that a person’s individual differences and attitudes will pre-
dict how he or she will evaluate a given case. Through iden-
tification of correlates of verdict inclinations, scientific jury
selection attempts to identify which characteristics will be as-
sociated with a favorable (or unfavorable) case evaluation,
and generalize these relationships to the selection of jurors.
The question remains: Does scientific jury selection work,
and if so, to what degree? Unfortunately, the inherent diffi-
culties involved in validating scientific jury selection in the
field, as discussed previously, do not yield easily to labora-
tory investigations either. This fact, however, has not pre-
cluded research into the validity of the scientific approach.

The community survey remains the primary tool of jury
selection practitioners because it has proved to be the most
efficient means for collecting and weighing community sen-
timent surrounding a trial. The typical jury selection survey is

tailored around the case in question and comprises the fol-
lowing five components: (a) a synopsis of the case (includ-
ing a summary of the evidence) and questions designed to
assess, (b) case-specific attitudes, (c) attitudes toward the legal
system in general, (d) defendant culpability, and (e) basic
demographic information. The survey is randomly adminis-
tered, often by telephone, to jury-eligible individuals in the
community in which the trial is to take place. The respon-
dents hear the case summary and then respond to the attitudi-
nal, culpability, and demographic measures. The data from
these surveys are analyzed to identify possible relationships
between the various measures and culpability ratings. The re-
sults from such a survey, for example, might reveal that
lower-income individuals are statistically more likely to ac-
quit the defendant, or that individuals with prior military
service are likely to convict. Based on the survey results, and
assuming that the presiding judge grants sufficient leeway for
questioning, counsel may then probe for more specific demo-
graphic characteristics and attitudinal dispositions that have
been found to statistically predict culpability. In the follow-
ing sections, we review the research addressing whether
particular demographic variables, personality traits, and atti-
tudes are predictive of defendant culpability.

Demographic Predictors of Verdict

The possibility that demographic variables may predict a ver-
dict must be attractive to attorneys, as many of these vari-
ables (e.g., gender, socioeconomic status, occupation) are
either easily observable or obtainable even in the minimal
voir dires conducted in federal courts. Unfortunately, several
studies suggest that demographic characteristics are only
weakly related to verdict and that the utility of these variables
may be case-specific. In at least one study, juror age, gender,
marital status, and occupation were unrelated to damage
awards (Goodman, Loftus, & Greene, 1990). Other studies
suggest that jurors who have higher incomes, more presti-
gious occupations, or higher educational levels are more
likely to convict than are jurors with a lower socioeconomic
status (Adler, 1973; Simon, 1967).

Using race to predict juror verdicts has proved compli-
cated. Early research suggested that Black mock jurors were
more likely to acquit defendants using an insanity defense
than were White mock jurors (Simon, 1967). More recently,
race affected community perceptions of O. J. Simpson’s guilt
in the death of his ex-wife (Brigham & Wasserman, 1999).
Before the trial, after the conclusion of the evidence presenta-
tion phase, and after the actual jury had returned a verdict,
Blacks were less likely to believe that Simpson murdered his
ex-wife than were Whites. There is some evidence, however,
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that upper-middle-class Black jurors may be more punitive
than Whites toward other Blacks, especially toward those
who commit violent crimes that would reflect poorly on the
Black community (Nietzel & Dillehay, 1986).

Although the Simpson trial featured evidence about do-
mestic violence, gender did not influence participants’ beliefs
about his guilt (Brigham & Wasserman, 1999). In contrast,
gender has proven to be a reliable predictor of verdict in
many types of trials. Women are more likely to convict child
sexual abuse defendants than are men (Bottoms & Goodman,
1994; Kovera, Gresham, Borgida, Gray, & Regan, 1997;
Kovera, Levy, Borgida, & Penrod, 1994). Women are more
likely than men to convict in rape cases (Brekke & Borgida,
1988). Finally, women are more likely to find defendants li-
able for sexual harassment (Kovera, McAuliff, & Hebert,
1999). Women are not always more punitive than are men;
several studies show that women are less likely than men
to convict battered women for murdering their partners
(Schuller, 1992; Schuller & Hastings, 1996). Thus, gender
appears to predict verdicts in cases that involve issues such as
rape, domestic violence, and sexual harassment, issues on
which men’s and women’s attitudes often differ. There is lit-
tle evidence to suggest that gender is a reliable predictor of
verdict in other types of cases.

Demographic information may provide useful data for
practitioners of scientific jury selection when demographics
are related to case-relevant attitudes, especially in cases in
which the voir dire is limited in scope and unable to
assess these attitudes directly. Death penalty attitudes are an
example of a case-specific attitude that may be indirectly
assessed using demographic characteristics. Community
surveys (Fitzgerald & Ellsworth, 1984; Haney, Hurtado, &
Vega, 1994) and surveys of impaneled felony jurors
(Moran & Comfort, 1986) found that Whites, Republicans,
and men were more likely to report pro-death penalty atti-
tudes than were Blacks, Democrats, and women. These death
penalty attitudes predicted verdicts in trial simulations of
death penalty cases (Cowan, Thompson, & Ellsworth, 1984).
Death penalty attitudes also predicted verdicts in actual
cases, irrespective of whether they were capital or noncapital
cases (Moran & Comfort, 1986). Similarly, education pre-
dicts antilibertarian attitudes, and jurors with antilibertarian
attitudes are more likely to convict than those who do not
hold antilibertarian attitudes (Moran et al., 1990).

Although demographic characteristics may have limited
ability to predict verdict across a wide variety of cases, some
characteristics may be useful to trial consultants for another
reason. They may help to predict which jurors will be influ-
ential during jury deliberations. For example, men are gener-
ally more influential than women during deliberations. Men

speak more frequently during deliberations than do women
(James, 1959). Jurors also select men as the foreperson
more frequently than they select women (Dillehay & Nietzel,
1985; Strodtbeck, James, & Hawkins, 1957). Similarly,
jurors are more likely to elect a foreperson with high socio-
economic status than with low status (Strodtbeck et al.,
1957). Thus, trial consultants can maximize the likelihood
that a particular viewpoint will be expressed during delibera-
tion if they ensure that an upper-income male who holds that
viewpoint is seated on the jury.

Thus, there is evidence that some demographic character-
istics may predict juror verdict in at least some types of cases;
however, there is little evidence that any one demographic
variable will prove useful in selecting jurors in a wide variety
of cases. In federal courts or other contexts in which more de-
tailed questions are prohibited, demographic characteristics
may serve as a successful proxy for the measurement of case-
specific attitudes that may be related to verdict. Although the
power of juror demographics to predict verdicts appears to be
limited, demographics may be more useful in anticipating
those jurors who are likely to dominate the deliberation
process.

Personality Traits as Predictors of Verdict

If trial consultants or attorneys have the opportunity to gather
more information than mere demographic characteristics dur-
ing voir dire, some collect information about personality
traits, with the hope of using this information to predict juror
behavior. The research on the relationship of personality char-
acteristics to juror verdict, not unlike the research examining
the relationship between demographic characteristics and ver-
dict, suggests that the relationship between these two sets of
variables is weak and inconsistent at best. Jurors who have an
internal locus of control or a strong sense of personal respon-
sibility are more likely to hold a defendant responsible for his
or her actions, especially when the evidence is weak (Phares
& Wilson, 1972). This trait may also be important for predict-
ing juror behavior in civil cases; jurors with a keen sense of
personal responsibility may hold plaintiffs responsible for
their own injury if they contributed in any way to that injury
(Hans, 1992). Research on another personality trait, belief in a
just world, also produces inconsistent findings. People with a
strong belief that bad things happen to bad people may either
ascribe responsibility to victims for their plight or may be
punitive toward defendants (Gerbasi, Zuckerman, & Reis,
1977; Moran & Comfort, 1982).

Authoritarianism has proven to be the most useful person-
ality trait for identifying jurors’ verdict inclinations across a
broad spectrum of cases. The construct of authoritarianism
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was originally developed in the context of a research program
on the nature of prejudice (Adorno, Frenkel-Brunswik,
Levinson, & Sanford, 1950). People with an authoritarian
personality are more likely to endorse conventional values,
respect authority, and act punitively toward people who defy
authority or conventional norms. Other researchers have
developed measures of authoritarian beliefs that are specifi-
cally relevant to the legal system, including the Legal
Attitudes Questionnaire (LAQ; Boehm, 1968), the revised
LAQ (Kravitz, Cutler, & Brock, 1993), and the original Juror
Bias Scale (Kassin & Wrightsman, 1983) and revised version
of this instrument (Myers & Lecci, 1998).

A meta-analysis of the studies using authoritarianism as a
predictor of juror verdict revealed that authoritarian partici-
pants are more likely to vote for conviction, especially when
measured by the more specifically focused legal authoritari-
anism measures (Narby, Cutler, & Moran, 1993). Authoritar-
ian jurors are more likely to recommend harsh sentences than
are nonauthoritarian jurors (Bray & Noble, 1978). However,
there are some situations that may lead authoritarian jurors to
be less punitive, such as when the defendant is an authority
figure (Nietzel & Dillehay, 1986). Despite this contradictory
data, the findings supporting the predictive validity of author-
itarianism are impressively consistent, given the inconsis-
tency found using other personality predictors of verdict.

Attitudinal Predictors of Verdict

Both demographic characteristics and personality traits pro-
vide jury consultants with global information about jurors’
attitudinal beliefs and verdict inclinations. Attitudinal mea-
sures, especially those that are tailored to assess beliefs that
are specifically relevant to the case being tried, may provide
more detailed and case-relevant information about jurors’
predispositions to vote in a particular way. Attitudes toward
tort reform reliably predicted verdict inclination in one civil
and three criminal trial scenarios. Individuals favoring tort
reform were more likely to side with the prosecution in a
criminal trial and with the defense in a civil trial (Moran,
Cutler, & De Lisa, 1994). Similarly, survey research indicates
that attitudes toward psychiatrists predict community mem-
bers’ verdict inclinations in insanity defense cases (Cutler,
Moran, & Narby, 1992), and attitudes toward drugs predict
community members’ perceptions of defendant culpability in
drug cases (Moran et al., 1990).

Unfortunately, how these attitudinal predictors would
have fared had the survey respondents rendered verdicts is
not known. Some research, as previously mentioned, has ad-
dressed this issue by presenting participants with the oppor-
tunity to hear evidence before rendering an opinion about the

guilt of a defendant. The results from these studies are mixed.
In a study designed to identify predictors of damage awards
in civil litigation, individuals awaiting jury service read the
case facts in one of three civil suits (Goodman et al., 1990).
In each case, the defendant had previously been found negli-
gent in the course of a civil suit and jurors were asked to
award damages in the case. Although demographic informa-
tion did not significantly predict the magnitude of damage
awards, attitudes toward tort reform and monetary damages
did. Unfortunately, the attitudinal data were collected after
the presentation of the case facts. Thus, it is unclear whether
jurors’ attitudes toward tort reform influenced their verdicts,
or their responses to the attitudinal measure provided a way
for jurors to justify their verdicts.

One study that measured jurors’ case-relevant attitudes be-
fore they watched a simulated trial found a much weaker re-
lationship between case-specific attitudes and verdict (Narby
& Cutler, 1994). These researchers carefully constructed a
scale to assess attitudes toward eyewitnesses using both
undergraduate and jury-eligible respondents from the com-
munity. After ensuring that the scale produced reliable and
internally consistent measurement of eyewitness attitudes, it
was administered to participants before they watched a rob-
bery trial simulation in which eyewitness identification evi-
dence was presented. Juror attitudes toward eyewitnesses did
not predict verdict. These results cast doubt on the notion that
those selecting juries can accurately predict juror verdict
even from case-specific attitudes. These findings are espe-
cially troublesome because the attitudinal measure used in
this study had psychometric properties (i.e., it was internally
consistent and reliable) that increase its predictive power,
and trial consultants undoubtedly assess attitudes using less
reliable measures.

Data that are more encouraging about the predictive valid-
ity of attitudinal measures come from research conducted on
impaneled jurors. Moran and Comfort (1986) asked formerly
impaneled jurors to report whether they had voted to convict
the defendant in the case they had heard. These researchers
correlated this self-reported verdict with respondents’ atti-
tudes toward the death penalty. Generally, jurors who have
pro-death penalty attitudes were more likely to vote for con-
viction, irrespective of whether they were deciding capital
cases for which the death penalty is an option.

Taken together, these handful of studies suggest that atti-
tudes, especially when they are case-relevant, may provide
some information about how a particular juror is likely to
vote during jury deliberations. Much of the research that
clearly supports this proposition, however, comes from stud-
ies in which potential jurors do not hear trial evidence before
reporting their verdict inclination. Few studies examine
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whether these case-specific attitudes remain predictive of
verdict after the presentation of trial evidence. Even so, be-
cause traditional methods of jury selection appear to operate
at chance level (i.e., 50% accuracy), any additional variance
in verdict inclinations that could be explained by attitudinal
or demographic predictors would bolster an attorney’s ability
to select favorable jurors (e.g., Moran et al., 1994; Penrod,
1990). If an attitudinal disposition accounted for 10% of the
variance in defendant culpability in a community survey, for
example, this finding would boost an attorney’s probability of
identifying a favorable juror from 50% to 60%.

Comparison of Traditional and Scientific
Jury Selection Techniques

Most investigations of scientific jury selection have used one
of two methodologies. Some studies are designed to establish
the statistical relationships among demographics, attitudes,
and verdict inclination. Other investigations extend this ap-
proach by testing the predictive strength of these variables in
trial simulations. Although there are strengths and limitations
to each of these approaches, studies of the last that include a
behavioral criterion (e.g., verdict) will obviously be more
powerful at detecting the influence of scientific jury selection
on a trial’s outcome (e.g., Horowitz, 1980; Narby & Cutler,
1994). However, even if it were confirmed that the scientific
approach is effective at identifying favorable (or unfavor-
able) jurors, such a finding would not necessarily establish
that these methods are more effective than traditional ap-
proaches. To justify the expense associated with scientific
jury selection, more studies are needed that directly compare
the efficacy of scientific and traditional techniques in an
experimental framework.

To our knowledge, only one study has attempted this type
of comparison. In this study, law students were trained in the
use of either traditional or scientific selection methods, and
their ability to predict mock jurors’ verdicts in four simulated
trials was evaluated (Horowitz, 1980). The results from this
investigation were mixed. Although scientific jury selection
was found to be superior in two cases involving a court mar-
tial and drug prosecution, traditional methods were found to
be more effective at predicting verdict propensity in a mock
murder trial. The results from the third trial, a drunk driving
prosecution, found no significant difference between the two
strategies. In light of these findings, Horowitz concluded that
the scientific approach to jury selection was not superior to
traditional techniques, especially when the relationships be-
tween predictors and verdict are weak. Unfortunately, there
are severe limitations to this investigation that preclude any
definitive conclusion about the efficacy of scientific jury

selection. As Horowitz concedes, a law student hastily
trained in the craft of jury selection carries weak external va-
lidity to practice in the field. Moreover, the small number of
juries examined makes the detection of any differences be-
tween traditional and scientific selection procedures difficult
at best. Nevertheless, this investigation remains the sole
study to compare experimentally the validity of scientific
jury selection with traditional approaches.

Does the Jury Selection Process Produce
Better Juror Decisions?

Most scientific jury selection research has focused on identi-
fying variables that will help attorneys and consultants iden-
tify biased jurors. Why is the identification of biased jurors
important? For advocates, the identification and elimination
of jurors who are biased against their side will help them win
cases. However, one of the main assumptions underlying jury
selection is that prejudice will prevent jurors from appropri-
ately weighing evidence. Researchers have operationalized
the efficacy of jury selection, either traditional or scientific,
as the elimination of jurors with bias. Perhaps efficacy should
be operationalized as an increase in jurors’ ability to recog-
nize variations in the quality or the strength of the evidence
presented.

Few studies have explored whether jury selection results
in better decisions, although some studies have provided data
that can inform the debate. Research on felony voir dire sug-
gests that a jury chosen using traditional methods is similar in
composition to a jury that is randomly selected from the pool
or a jury composed of the first 12 jurors called to service
(Johnson & Haney, 1994). Given that the bias of jurors se-
lected through traditional methods did not differ from juries
seated using other methods, it is unlikely that traditional
methods of jury selection will improve jury decisions.
Although it does not alter the fundamental composition of
the jury, perhaps there are other ways in which voir dire
might improve juror decisions. For example, a nondirective
voir dire might be used to educate jurors about due process
and presumption of innocence, thereby improving jurors’
understanding and application of the law (Middendorf &
Luginbuhl, 1995).

There has been little research on whether the voir dire
process influences the quality of juror decisions. What re-
search exists suggests that the process of voir dire may do lit-
tle to improve juror decisions. Pretrial publicity continues to
influence juror judgments inappropriately, whether they are
exposed to an extended voir dire in which the defense attor-
ney reminds jurors to ignore pretrial publicity or a minimal
voir dire (Dexter, Cutler, & Moran, 1992). Thus, exposure to
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an extended voir dire does not eliminate prejudicial bias.
There is some evidence that the voir dire process may actu-
ally increase juror bias in some cases. Specifically, jurors
who watched a voir dire conducted for a capital case in which
jurors were questioned about their death penalty attitudes
were more likely to convict a defendant and were more likely
to impose the death penalty than were jurors who were not
exposed to a death-qualifying voir dire (Haney, 1984). Thus,
there is little evidence that the voir dire process itself im-
proves decision making. It is still possible that the removal of
extremely biased jurors may result in a jury that is better able
to attend to variations in evidence quality; however, there is
no research addressing this point.

DIRECTIONS FOR FUTURE RESEARCH

Primarily, previous jury selection research has concen-
trated on examining questions about the effectiveness of jury
selection rather than on the process of voir dire. Moreover,
most of this research has focused on a rather simple question:
Do attitudes or traits predict juror judgments? Although re-
search on these issues has continued at a slow pace over the
past decade, little has been learned. True, researchers have
identified a few more situations in which case-specific atti-
tudes predict verdict; however, there have been no major ad-
vances in our understanding of jury selection and voir dire in
the past decade. It is our position that the atheoretical nature
of the research on jury selection and the simplicity of the
questions asked by researchers led to the stagnation of this
line of research.

A similar stagnation occurred in the social psychological
study of attitudes and behavior and the studies examining the
links between traits and behavior in the 1960s. In both re-
search traditions, researchers had been asking questions that
are very similar to those being asked by the majority of re-
searchers examining jury selection today. In the latter part of
that decade, both attitude (Wicker, 1969) and personality
(Mischel, 1968) scholars noted that across a number of stud-
ies, attitudes and traits rarely account for more than 10% of
the variance in people’s behavior. Similar reviews of the jury
selection literature have reached a similar conclusion: Dispo-
sitional predictors account for only a small portion of the
variance in jurors’ verdicts (Wrightsman, Nietzel, & Fortune,
1998). Attitudinal research in social psychology moved for-
ward only when researchers began to ask new questions
about the relationship among attitudes, traits, and behaviors.
Similarly, jury selection research may move past its current
plateau only if jury selection researchers begin to ask new
and different questions about the relationship between juror

characteristics and verdicts. A consideration of the social psy-
chological research on attitudes and behavior may provide
some clues about which avenues of study will prove most
successful.

For example, social psychologists responded to the criti-
cism of the weak correlation between attitudes and behavior
by investigating whether there are moderators of the attitude-
behavior relationship (Kraus, 1995). That is, were there cer-
tain types of people, certain situations, or certain measurement
techniques that exhibit stronger attitude-behavior relation-
ships? Both social psychologists (Fishbein & Ajzen, 1975)
and personality psychologists (Epstein, 1983) noted that atti-
tudes and traits are very general constructs that are unlikely to
correlate with specific behaviors because of their different lev-
els of measurement. Fishbein and Ajzen (1975) argued that at-
titudes and behaviors must be measured with a similar level of
specificity if we are to expect strong correlations between the
two constructs. Psycholegal researchers have addressed these
measurement issues in the study of jury selection, noting that
case-specific attitudes are more predictive of verdict (i.e., a
very specific behavior) than are general demographics or atti-
tudes (Moran et al., 1994).

Although social psychologists have spent several decades
examining the moderating role of situations and individual
differences in the attitude-behavior relationship, jury selec-
tion researchers have not yet explored the situational and
dispositional variables that may moderate the attitude-
verdict relationship. For example, situationally induced self-
awareness has been shown to strengthen the attitude-behavior
relationship (Carver, 1975; Duval & Wicklund, 1972).
Although the traditional social psychological manipulation of
self-awareness (i.e., the presence or absence of a mirror when
participants’ attitudes and behavior are measured) is not
likely to be a factor in jury decision making, other situational
factors may increase jurors’ self-awareness. Perhaps cameras
in the courtroom will strengthen the relationship between
jurors’ attitudes and their verdicts. Similarly, individual
rather than group questioning in voir dire may cause potential
jurors to be more self-aware of their attitudinal positions.

It is even more likely that potential jurors’ individual dif-
ferences may help attorneys and consultants to identify jurors
who are likely to have strong attitude-behavior relations.
People who express confidence in their attitudes are more
likely to act on those attitudes than those who do not (Fazio
& Zanna, 1978). In contrast, people who are dispositionally
motivated to look to the situation for cues about how to be-
have (e.g., high self-monitors) typically have weaker attitude-
behavior correlations than do people who look inward for
guidance (e.g., low self-monitors; Snyder, 1974). People
who are low in public self-consciousness or high in private
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self-consciousness may also be more likely to act based on
their attitudinal predispositions (Fenigstein, Scheier, & Buss,
1975). Finally, attitudes formed through direct experience
tend to exert greater influence on behavior (Fazio & Zanna,
1978; Regan & Fazio, 1977). Perhaps future research will
discover that these moderator variables apply to the attitude-
verdict relationship as well.

More recently, attitudinal researchers have begun to look
beyond moderators of the attitude-behavior relationship to
the underlying psychological mechanisms that explain how
attitudes guide behavior (Fazio, 1990). One of the primary
mechanisms identified to date is attitude accessibility, or the
ease with which an attitude is activated from memory on ob-
servation of an attitude object. Whether attitudes are chroni-
cally accessible or made accessible due to situational factors,
attitudes that readily come to mind are more likely to predict
behavior than attitudes that are less easily accessed in mem-
ory (Fazio, Chen, McDonel, & Sherman, 1982; Fazio &
Williams, 1986). Attorneys and consultants may use jurors’
response latency to attitudinal measures as a rough index
of attitude accessibility. Attorneys also may wish to increase
the accessibility of a set of favorable attitudes through re-
peated attitudinal references in their opening and closing
arguments, as has been suggested by one set of trial consul-
tants (Starr & McCormick, 2000), or by encouraging jurors to
repeatedly express the favorable attitudes during voir dire
(Schuette & Fazio, 1995). Whether these moderators and
mediators of the attitude-behavior relationship also apply to
the attitude-verdict relationship is a question that requires
further empirical study to answer.
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Child custody evaluations may be the most complex, difficult,
and challenging of all forensic evaluations (Otto, 2000; Otto,
Edens, & Barcus, 2000a). In contrast to the majority of for-
ensic evaluations, in which the mental health professional
assesses one person with respect to a specific psycholegal
ability or capacity (e.g., a criminal defendant’s capacity to
stand trial; a personal injury litigant’s emotional adjustment
and functioning pre- and postaccident; a potential witness’s
capacity to testify), child custody assessments involve evalu-
ation of numerous parties with respect to multiple issues or
capacities. The child custody evaluator must assess, at a min-
imum, the two parents contesting custody and their child or
children. (Although some custody evaluations may involve
one child and others may involve multiple children, we use
the term children throughout the chapter for the sake of con-
sistency.) Often, there are significant others involved and
evaluation of them is required (e.g., potential stepparents,
potential stepsiblings). Opinions offered by these expert eval-
uators then go to inform the legal decision-maker’s judg-
ments about the physical custody or placement of the children
(i.e., physical or residential custody) as well as who will be
involved in making important life decisions for the children
(i.e., legal or decision-making custody).

What makes evaluation of these multiple parties particu-
larly difficult is the expansive and far-ranging nature of the

task. Child custody evaluators must assess the examinees
with respect to a variety of behaviors, capacities, interests,
and needs. This stands in stark contrast to the more narrow
questions that need to be answered in many other forensic
evaluations. To further complicate the evaluation task, all of
the parties involved may offer their own perspectives on
events and issues of relevance, and many may have an in-
vestment in a particular outcome. Finally, given the stakes
involved (i.e., residential placement of the children and
decision-making authority for them), emotions in cases of
contested custody run high.

After discussing the family bar’s perception of mental
health professionals’ involvement in cases of contested cus-
tody, we provide a brief overview of contemporary child cus-
tody law in the United States. Adopting Grisso’s (1986)
model of forensic evaluation, we believe it necessary to iden-
tify first the law that controls child custody decision making
so that the psycholegal contours and factors that must be
evaluated can be identified. We follow this with a discussion
of child custody evaluation guidelines that have been pro-
mulgated by various authorities, as they provide some di-
rection with respect to establishing a standard of care. After
reviewing the custody evaluation process, we discuss the re-
search most relevant to child custody evaluation and decision
making.
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LANDSCAPE OF CHILD CUSTODY
EVALUATION TODAY

An important starting point is a consideration of the
frequency with which the courts must make decisions about
custody and placement of children. Although seemingly
straightforward, this is more difficult to determine than it
appears. First, there is no uniform formula used to derive a
“divorce rate,” making interpretation and comparison of data
difficult. The percentage of marriages that end in divorce for
some cohorts in the United States, however, may be as high
as 40%, and the rate of divorce has increased dramatically
over the past 40 years, the divorce rate in the United States
approximately doubled between 1960 and the end of the
twentieth century (Hughes, 1996). Although the above statis-
tics may be debated, what remains clear is that a substantial
number of marriages end in divorce, a fair number of which
have produced children (e.g., anywhere between 36% and
48% of married couples who divorce report having children
in the family below the age of 18; Clark, 1995). Thus, family
courts may be faced with issues of child custody in a large
number of cases.

But even with a high divorce rate among couples with
children, the courts do not need to make decisions about child
custody if the parties agree about what would be in the best
interests of the children. Contrary to common perceptions
about divorcing parents fighting over their children, in the
majority of cases, they do not litigate issues of custody.
Maccoby and Mnookin (1988), in a study of California
divorces, reported that 70% of divorcing parents had reached
an agreement about the custody of their children. Similarly,
McIntosh and Prinz (1993) reported that in only 14% of the
603 family divorce files they reviewed in a metropolitan
South Carolina county was custody of the children disputed;
agreements presumably were reached in over 85% of the
cases. Although this indicates that child custody evaluations
are not common, the current divorce rate in this country sug-
gests that significant numbers of child custody evaluations
are being conducted for the courts.

Of course, the above findings do not necessarily mean that
the majority of parents agree about what is in their children’s
best interests regarding matters of custody, only that they
choose not to litigate such issues. Weitzman (1985) reported
that 57% of the fathers she interviewed reported retrospec-
tively that they had wanted physical custody of their children.
Only 33% of this group reported that they mentioned this to
their wife, and only 13% reported that they sought custody in
the divorce petition. Similarly, about one-third of the fathers
in Maccoby and Mnookin’s (1988) study reported that they

would have liked to have been the primary residential parent,
yet more than 50% of them reported not seeking custody.

Consistent with the above, contemporary research sug-
gests that, despite changing conceptions about parenting
and sex roles, mothers almost always become the primary
parent subsequent to divorce. Although there is some varia-
tion as a function of children’s age and sex, according to
U.S. Census data, 84% or more of children live primarily
with their mother postdivorce (U.S. Bureau of the Census,
1989). Whether this reflects that mothers remain the pri-
mary parents and caretakers of children despite changes in
societal attitudes and thinking, that fathers perceive the
legal system as biased toward women with respect to issues
of custody and thus do not seek custody, or that the courts
are truly biased with respect to issues of custody remains to
be determined.

The Family Bar’s Perception of Mental Health
Professionals in Cases of Contested Custody

Once the report comes out in your client’s favor all you have to
do is convince the court that this evaluator is truly an expert
whose recommendations must be followed or the well-being of
the client will be imperiled. Then again, if the evaluation is
against your client, it is all psychobabble, erroneous data, and
dangerous conclusions and clearly the court should not abdicate
its responsibility to do what is right for the children because of
the temptation to follow the specific recommendations of this
charlatan. (Oddenino, 1994, in an article written for attorneys
about how to use custody evaluations to their clients’ advantage)

Although mental health professionals are involved in con-
tested custody cases with some frequency, a separate ques-
tion is how valuable attorneys and judges find their input.
There is a small body of research that indicates that judges
and attorneys consider the input and opinions of mental
health professionals cautiously in cases of contested custody
and they look to other sources of information to inform their
decisions (Otto, Edens, & Barcus, 2000a).

In a survey of 57 judges and 23 trial commissioners in-
volved in family law cases, although custody evaluations
were frequently cited as an efficient means of collecting
information about the family, “professional advice” ranked
twelfth on a list of 20 potential custody decision-making cri-
teria (Settle & Lowery, 1982). Similarly, in interviews with
13 family law judges presiding on the west coast of Florida,
Kuehnle and Weiner (2000) reported that one of the most val-
ued aspects of child custody evaluations was the independent
information-gathering function that the experts served.
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In a study of Virginia judges conducted by Melton,
Weithorn, and Slobogin (1985), mental health testimony was
endorsed as no more than occasionally useful in cases of
contested custody. Felner, Rowlison, Farber, Primavera, and
Bishop (1987) reported that only 20% of the attorneys and
2% of the judges they surveyed identified the recommenda-
tions of a mental health professional as one of the five most
critical pieces of information in terms of custody decision
making. In a survey examining the value that family law
judges placed on different sources of information when mak-
ing decisions about custody and placement of children, the
expert opinions of mental health professionals were rated as
less significant than the testimony of the parties and of the
children themselves (Reidy, Silver, & Carlson, 1989). Thus,
mental health professionals should enter the arena cautiously
and with the understanding that although attorneys and
judges may value their input, they are not beholden to it.

LAW OF CHILD CUSTODY

Legal Standards

The starting point for child custody evaluations, as is the case
with any forensic evaluation (Grisso, 1986), is the law. Be-
cause decisions about children, their best interests, and their
custody and placement are ultimately legal issues that are to
be decided by legal decision makers (judges in most jurisdic-
tions, but juries in others, e.g., Texas), psychologists and
other mental health professionals who conduct custody eval-
uations must know the law on which legal decision makers
base their opinions. Only by knowing the law can mental
health professionals assess those factors with which the court
is most concerned.

According to Common Law, children were considered
chattel. In cases of divorce, like all chattel, their ownership
and custody reverted to the father (Wyer, Gaylord, & Grove,
1987). The late nineteenth century, however, saw the de-
velopment of the “tender years” doctrine, which held that
mothers were considered uniquely qualified or better able to
contribute to a child’s development. Thus, the law presumed
that children’s best interests would be served by placement
with their mother after divorce (Wyer et al., 1987). This pre-
sumption, of course, could be overcome in particular cases
(e.g., by showing that the mother was unfit in some way).

The tender years doctrine controlled custody decision
making until the 1960s, when significant changes in family
law occurred. With shifting conceptualizations of sex roles
and movement to a “no fault” divorce law, sexist presump-

tions of parental capacity were challenged. Because mothers
were no longer considered better able than fathers to provide
for their children’s development solely as a function of their
sex, the tender years doctrine was abandoned for the “best
interests of the child” standard, which has been adopted by all
U.S. jurisdictions (Rohman, Sales, & Lou, 1987).

Put most simply, the best interests standard dictates that
decisions about custody and placement of children should be
made in their best interests, as opposed to independent inter-
ests that the parents or others may have. Anything more than
a superficial analysis, of course, makes clear that the best
interests standard provides the legal decision maker and cus-
tody evaluator with little direction regarding how a child’s
interests are to be determined or what factors are to be con-
sidered (Gould, 1998). As a result, the majority of states have
attempted to operationalize and define the best interests stan-
dard legislatively. Michigan’s 1970 Child Custody Act (see
Table 11.1) has served as a model for many state legislatures
in their attempts to identify factors that the legal decision
maker and custody evaluator are to consider with respect to
determining the child’s best interests.

Child custody evaluators are provided with con-
siderable guidance and direction by Michigan’s custody law
and corresponding laws in other jurisdictions. A review of
the Michigan law reveals that both psychological (e.g., “the
mental . . . health of the competing parties; capacity and

TABLE 11.1 Michigan Child Custody Statute

Michigan’s child custody statute directs that custody evaluations are to be
made “in the best interests of the children” and are to be based on:

• The love, affection, and other emotional ties existing between the
parties involved and the child.

• The capacity and disposition of the parties involved to give the child
love, affection, and guidance and continuation of educating and
raising the child in his or her religion or creed, if any.

• The capacity and disposition of the parties involved to provide the
child with food, clothing, medical care, or other remedial care
recognized and permitted under the laws of this state in lieu of
medical care, and other material needs.

• The length of time the child has lived in a stable, satisfactory
environment and the desirability of maintaining continuity.

• The permanence, as a family unit, of the existing or proposed
custodial home.

• The moral fitness of the parties involved.
• The mental and physical health of the parties involved.
• The home, school, and community record of the child.
• The reasonable preferences of the child, if the court deems the child

to be of sufficient age to express preference.
• The willingness and ability of each of the parents to facilitate and

encourage a close and continuing parent-child relationship between
the child and the other parent.

• Any other factor considered by the court to be relevant to a particular
child custody dispute.

Source: Michigan Child Custody Act of 1970, 1993 amended.
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disposition of the competing parties to provide love, affection,
guidance, continuance of education, and continued religious
education” and nonpsychological factors (e.g., “moral fitness
of the competing parties”) are to be considered by the court, as
well as case-specific factors not anticipated by the legislature
(i.e., “any other issues considered by the court to be relevant
to a particular child custody suit”). Although how the child’s
best interests are operationalized varies from state to state,
Schutz, Dixon, Lindenberger, and Ruther (1989) found signif-
icant consistencies in their review of state custody statutes
(see Table 11.2). Of course, the child custody examiner must
be familiar with the specific law in the jurisdiction in which he
or she practices.

Although the legislatures’ attempts to operationalize the
best interests standards provide custody evaluators and legal
decision makers with some direction, how decisions are to be
made remains unclear. Perhaps most significant is that the
relative importance of the statutorily identified factors, or the
weight they are to be given when considering custody and
placement of children, go unstated. This probably reflects an
acknowledgment by legal and mental health professionals
alike that questions of custody and what is in the best inter-
ests of children may vary dramatically from case to case.

Another important legal issue central to the custody
decision-making process is the definition of and distinction

between different types of custody (Schutz et al., 1989). More
specifically, state law typically makes reference to and distin-
guishes between decision-making authority for the children
(referred to as legal custody or parental responsibility in some
jurisdictions) and the issue of physical placement or residence
of the children (referred to as residential or physical custody
in some jurisdictions). The courts, therefore, must make rul-
ings not only about the living arrangements and visitation
schedule for the children postdivorce, but also about who will
be involved in making decisions about them. The court also
can mix these decisions. For example, it is not uncommon for
courts to grant one parent physical custody of the children
(with regular visitation) and both parents legal decision-
making authority for the children (i.e., joint legal custody).

Legal Presumptions

Not only does the law in a specific jurisdiction identify on
which factors decisions about placement and custody of a
child should be based, but the law also reflects many pre-
sumptions about custody and placement of children. These
legal presumptions identify what the law assumes to be in the
best interests of children in cases of contested custody. These
presumptions, however, can be overcome or abandoned in a
particular case with a showing of cause.

Sex and Parenting Capacity

The legal presumption that women are better able to meet the
needs of children (i.e., the tender years doctrine) has been
abandoned essentially by all jurisdictions and replaced by the
best interests of the child standard (Schutz et al., 1989; see
above for further discussion). Thus, judges are to make no
presumptions about parenting ability and sex. However,
many in the field offer anecdotal accounts of mental health
professionals and members of the bar who, although they ac-
knowledge that the best interests standard controls, act as if
the tender years doctrine remains in place, at least insofar as
they appear to hold personal beliefs that women, as a function
of being women, are better parents than men. Moreover, data
indicating that the large majority of children reside primarily
with their mother postdivorce (U.S. Bureau of the Census,
1989; see above for further discussion) also raise questions
about whether societal attitudes, behavior, and roles are con-
gruent with legal presumptions.

Custody Arrangements

In some jurisdictions, legal presumptions are in place regard-
ing what kinds of custody arrangements are in the best

TABLE 11.2 Consensus Child Custody Decision-Making Criteria

Included below are criteria appearing consistently in states’ custody statutes.

Children:
Age and sex.
Adjustment to current and prior environments, including the length of

time in each.
History of child abuse/victimization.
Educational needs.
Special mental health or medical care.
Wishes or desires regarding placement, if of sufficient age.
Separation of siblings.

Parents:
History of spouse abuse.
Economic status and stability.
Wishes and desires regarding placement and custody.
Mental and physical health.
Substance abuse.
Level of hostility.
Flexibility.
Parenting skills.
Caretaking involvement before and after separation.
Likelihood that parent would remove children from the jurisdiction.
Likelihood that parent would alienate the affections of the children.

Other Factors:
Religion.
Prior custody determinations.
Agreements between the parents.

Source: Adapted from Schutz et al. (1989).
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interests of children. This is important for the child custody
examiner to realize because the legal presumptions for the
varying types of custody may differ. For example, some state
laws presume that it is in the best interests of children to have
one primary residence rather than live equal or essentially
equal periods of time with each parent. In contrast, with re-
spect to the issue of parental responsibility or legal custody,
some state laws direct that it is in children’s best interests to
have both parents involved in making decisions about them
(e.g., regarding their education, religious training, health care
needs; Florida Statutes 61.13(2)(b)2, 2000). Although any
legal presumptions can be overcome, it is important that
child custody examiners be aware of the legal presump-
tions in their jurisdiction because they serve as starting
points from which the legal decision maker will consider a
particular case.

Placement of Siblings

The law in many jurisdictions makes reference to how deci-
sions regarding placement of siblings should be made. For
example, in some states, it is presumed that it is in the best in-
terests of siblings to live in the same household, as opposed
to splitting siblings between parents in a Solomon-like solu-
tion. Thus, in cases of disputed custody, the legal decision
maker is likely to start from this perspective, but a decision
that “splits” siblings may follow if the decision maker is con-
vinced in a particular case that placement of the siblings in
different households would be in their best interests.

Sexual Orientation

There is less consistency regarding how states treat parents’
sexual orientation as it relates to the children’s best interests
and decision making regarding custody. Perhaps just as im-
portant as the formal law is the attitude of judges and at-
torneys who are involved in child custody cases. It will be
important, of course, for the examiner to be familiar with the
legal presumption regarding parents’ sexual orientation and
describe for the court how the child might be affected by each
parent’s sexual orientation, as well as the literature regarding
sexual orientation and parenting (see, e.g., American Psycho-
logical Association, 1995; Falk, 1989; Patterson, 1995).

CHILD CUSTODY EVALUATION PRACTICE
GUIDELINES AND STANDARDS

As described above, the mental health professional’s child
custody evaluation will, in part, be informed by the law

controlling child custody decision making in the jurisdiction
in which he or she practices. The child custody evaluation
process, however, is also shaped by relevant practice guide-
lines and standards. To date, three national organizations
have promulgated custody evaluation guidelines, all of which
attempt to identify a standard for child custody evaluation
and provide the examiner with some direction regarding
evaluation process. Although some state psychological asso-
ciations have developed child custody evaluation guidelines,
we do not discuss them here.

Guidelines for Child Custody Evaluations in
Divorce Proceedings (American Psychological
Association [APA], 1994)

In 1994, APA published guidelines for psychologists con-
ducting child custody evaluations that focus less on the sub-
stantive nature of such evaluations and more on the format
and process of the evaluation (e.g., the goal of the evalua-
tion; the role and orientation of the examiner; the com-
petence and ability of the examiner; and procedural matters
related to confidentiality, informed consent, record keeping,
financial arrangements, and use and interpretation of data).
It is difficult to disagree with any of the guidelines adopted
by the APA. As such, the guidelines are not objectionable,
but they do not provide much direction in terms of the
substantive areas of inquiry. Because of their basic nature,
failure to perform one’s duties in a manner consistent with
the guidelines is quite likely to constitute substandard
practice.

Model Standards of Practice for Child Custody
Evaluations (Association of Family and Conciliation
Courts [AFCC], undated)

The AFCC is an interdisciplinary group of attorneys, judges,
and mental health professionals interested in matters of
family law and child custody. Although psychologists who
are not AFCC members cannot necessarily be held to 
the organization’s standards, psychologists conducting
child custody evaluations should, nonetheless, be familiar
with them.

Like the APA evaluation guidelines, the AFCC guidelines
offer direction to the evaluator regarding role definition,
structuring the evaluation process, and competence. They
are, however, more substantive than the APA guidelines in
that they identify areas of inquiry in the evaluation process
(e.g., quality of the relationships between parents and child;
quality of the relationships between parents; domestic vio-
lence history; psychological adjustment of parents). As such,
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the AFCC guidelines provide more direction to the custody
evaluator, as they focus not only on the process of the evalu-
ation but also on its substance.

Practice Parameters of Child Custody Evaluation
(American Academy of Child and Adolescent
Psychiatry [AACAP], 1997)

The most recently developed custody evaluation guidelines
were developed by the AACAP. These AACAP guidelines
include sections devoted to both the process and substance of
the evaluation and are the most detailed of any that currently
exist. Not only do the guidelines identify areas of inquiry for
the examiner to address, they also identify evaluation tech-
niques and discuss some special topics (e.g., parents’ sexual
orientation; grandparents’ rights; child sexual abuse allega-
tions; reproductive technology issues).

Although the guidelines are informative and provide the
examiner with considerable direction, they suffer from nu-
merous shortcomings. They are overly broad in some sec-
tions (e.g., offering generic recommendations about report
writing) and overly detailed in others (e.g., offering sugges-
tions about how examiners should dress and present them-
selves when appearing in court). The AACAP guidelines
also offer poor practice recommendations in relation to
some issues. For example, it is recommended that examiners
refuse to listen to tape recordings, whereas no such prohibi-
tion is offered for similar kinds of materials (e.g., videos,
journals, other documents that may be produced by the par-
ties). Although examiners should be sensitive to evidentiary
issues when considering what types of third-party infor-
mation they review (see below for further discussion), a
wholesale recommendation against reviewing one type of
information that may be of value in some cases while failing
to identify limitations of or problems with similar types of
information reveals a weakness of the AACAP guidelines.
Finally, some sections appear to be shaped more by guild
concerns than matters related to professional practice. For
example, the AACAP guidelines describe psychological
testing as of little help in custody evaluations, in part, be-
cause parental psychopathology is not the primary issue be-
fore the decision maker and introduction of psychological
test data results in a “battle of the experts.” Although there
is some basis for the discussion of the limitations of psy-
chological testing, singling out such data as the only type of
information that may be interpreted differently by opposing
experts is, at the very least, unusual and demonstrates that
such publications are, to some extent, political documents.
Moreover, the naïveté of the apparent assumption that all
psychological tests are pathology-focused also reveals a
limitation of the guidelines.

THE CHILD CUSTODY EVALUATION PROCESS

As described above, child custody evaluations are involved
and time-intensive procedures. Ackerman and Ackerman
(1997) surveyed 200 psychologists who conducted custody
evaluations on a regular basis. The mean length of time per
evaluation was reported to be 26.4 hours, including such ac-
tivities as administering psychological tests (a mean of 5.2
hours per evaluation), interviewing parents (4.7 hours per
evaluation), interviewing children (2.7 hours per evaluation),
interviewing significant others (1.6 hours per evaluation), re-
viewing records (2.6 hours per evaluation), report writing
(5.3 hours per evaluation), and testifying (2.2 hours per eval-
uation). Similarly, Bow and Francella (2001) performed a
national survey of 198 psychologists and found highly con-
sistent results. In general, the time spent per evaluation was
quite similar, but the distribution of time spent per method of
assessment varied somewhat (e.g., time spent interviewing
parents increased to more than 7.0 hours and report writing
increased to 7.3 hours per evaluation).

That custody evaluations are intensive should not be sur-
prising when the task is considered in some detail. Jameson,
Ehrenberg, and Hunter (1997) surveyed 78 psychologists in
western Canada who conducted child custody evaluations
and had them rate the significance of 60 custody decision-
making criteria culled from legal and psychological author-
ities. A factor analysis of the psychologists’ responses
revealed three major factors around which decisions regard-
ing custody hinge in the opinions of psychologists: interper-
sonal relationships (including both parent-child relationships
and parent-parent relationships); the parents’ understanding
of and sensitivity to the children and their needs; and the par-
ents’ ability to meet their children’s needs as determined by
their emotional stability, history of parenting, and parenting
skills and knowledge. Thus, in a custody evaluation, it is the
examiner’s responsibility to describe for the court the chil-
dren, their adjustment and needs; the parents (and potentially
others, such as stepparents), their adjustment, their parent-
ing abilities, and their understanding of and relationships
with their children; and the likely outcomes of proposed
custody arrangements (for a discussion of whether psycholo-
gists should offer an “ultimate opinion” on custody, see
Martindale & Otto, 2000; for a discussion of this issue more
generally, see Melton, Petrila, Poythress, & Slobogin, 1997).
Moreover, the custody examiner must access any and all
information relevant to understanding these issues.

Appointment, Notification, and Consent

Although it is not a violation of any ethics code or custody
guidelines to conduct a custody evaluation while retained by
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one party (i.e., either the mother or father), it is agreed gener-
ally that child custody evaluations ideally are performed
when all parties agree on the examiner and have him or her
appointed by the court to conduct the evaluation (Ackerman
& Ackerman, 1997; Gould, 1998; Martindale & Otto, 2000;
Otto, 2000; Stahl, 1994). In contrast to each party retaining
an expert to conduct an independent evaluation, court ap-
pointment of one expert reduces overall costs and time of the
evaluation process and minimizes opportunity for bias and
forensic identification (see Otto, 1989, or Zusman & Simon,
1983, for further discussion of this issue). Court appoint-
ment also increases the parties’ comfort with the evaluation
process and reinforces the perception that the examiner is an
impartial expert. Moreover, in some jurisdictions, court ap-
pointment may afford the custody examiner some protection
from malpractice claims.

Except in the case of pro se litigants, examiners should
have preliminary discussions regarding the case with the
attorney representing each party (see Table 11.3). The exam-
iner should make clear to the attorneys his or her qualifica-
tions, evaluation process, fees and payment procedures, and
requirements for court appointment. Ideally, the examiner
will have a model appointment order from which the attor-
neys can draft an order for the judge to review and sign.

Once appointed by the court, the examiner should seek
from the attorneys any third-party information that they be-
lieve is relevant to the issues in the case. This may include
legal documents (e.g., court orders and injunctions related to
the case; arrest reports; depositions of knowledgeable per-
sons, including the parties); financial documents; and mental
health, medical, school, and employment records. Although
opinion varies regarding whether it is best to review such
records prior to or after interviewing the parties, all agree that
access to third-party information is crucial in such cases (also
see following).

The final preliminary task is to inform the parents about
the evaluation process—a particularly important aspect of the
evaluation that unfortunately is neglected by many evalua-
tors. The parents should be informed about the examiner’s
role, the nontherapeutic nature of their contact with the ex-
aminer, the absence of confidentiality and privilege, fees and
likely costs of the evaluation, the nature of the evaluation
process (i.e., the extent of interviewing and testing that may
be required), how long it will take to complete the evaluation,
and how feedback will be provided (e.g., in the form of a re-
port and/or testimony). Of course, any questions the parents
have should be answered. Taking the time to fully inform
parents about the evaluation process may increase their par-
ticipation and cooperation because they will know what is ex-
pected of them. Parents who express concern about or refuse
to comply with some aspects of the evaluation after discus-
sion with the examiner should be directed to their attorneys
because it is the examiner, not the parties or their representa-
tives, who ultimately decides the shape and direction the
evaluation takes.

Examiners also should consider obtaining assent from the
children who are to be evaluated. In language they can un-
derstand, children should be informed about the examiner’s
role, the purpose of the evaluation, and how the information
will be used.

The Clinical Evaluation

As described above, the custody examiner will assess various
issues with a particular family, and this requires a far-ranging
inquiry and assessment of each parent, the children, informed
third parties and, in some cases, significant others (e.g.,
potential stepparents, potential stepsiblings, grandparents).
Information is gained via clinical interviews with the parties,
interviewing of informed third parties (e.g., teachers, baby-
sitters, neighbors), and administration of psychological tests
(see Tables 11.4 and 11.5).

Evaluation of the Parents

With each parent, examiners may consider starting with an
abbreviated social history. In addition to providing some in-
formation that may be of relevance to the court, starting the
discussion by obtaining information that is likely to be
less threatening may help in establishing rapport and alleviat-
ing the parties’ anxiety. Factors addressed in the social his-
tory that may be of relevance include educational history
(e.g., history of poor academic achievement, which may indi-
cate that the parent will have difficulty assisting the child in
meeting academic goals); employment history (e.g., involve-
ment in a career that has limited or may interfere with the

TABLE 11.3 Appointment, Notification, and Consent

Preliminary Issues
Except in pro se cases, have preliminary discussions with attorneys

representing the parties.
Make qualifications and evaluation approach known to all parties.
Seek appointment via court order.
Provide a model or draft order to the attorneys for review.

Postcourt Appointment
Request relevant third-party documents from the parties.
Notify parents of:

Role.
Nontherapeutic nature of contact.
Absence of confidentiality and privilege.
Fees and costs.
What the evaluation will entail.
Length of time the evaluation will take.

Notify children of nature and purpose of the evaluation using 
age-appropriate language and concepts.
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TABLE 11.4 Clinical Inquiry in Child Custody Evaluation: Parents

Social history:
Family history.
Educational and occupational history.
Medical history.
Mental health and substance use history.
Legal history.

Parent’s description of marital relationship and family structure.

Parent’s attitude and concerns regarding the other parent, his or her 
access to the children, nature of visitation, etc.:

Discussion with children about the separation and divorce.
Parent’s communications with the children about the other parent.
Evidenced hostility.
Ability and willingness to foster the other parent’s contact with the

children.
Parent’s goals for visitation and decision making should he or she be

awarded primary residence.

Parent’s prior and current relationship with the children and responsibility
for care taking:

Reaction to pregnancy and childbirth, and impact of these on relationship
and functioning outside the family.

Early caretaking.
Current caretaking.
Punishment/discipline.
Leisure and social activities.
Interactional style.
Allegations of abuse/neglect.

Parent’s prior, current, and anticipated living and working arrangements:
Who is living in the home.
Significant others.
Daycare, baby-sitting.
Schools and school districts.

Parent’s emotional functioning and mental health:
Prior or current substance abuse/dependence and treatment.
Prior or current mental health problems and treatment.
Emotional response to the divorce.

TABLE 11.5 Clinical Inquiry in Child Custody Evaluation: Children

Child’s attitude and preference regarding parents, current living 
arrangement, visitation, and future placement.

Child’s depictions and conceptualization of relationship with each parent:
Punishment/discipline.
Leisure and social activities.
Interactional style.
Allegations of abuse/neglect.

Child’s emotional functioning and mental health:
Prior or current substance abuse/dependence and treatment.
Prior or current mental health problems and treatment.
Emotional or behavioral responses (i.e., problem behaviors) to the

separation/divorce.
Child’s prior and current social, academic, and vocational functioning.

parent’s ability to parent the children); medical history (e.g.,
health conditions that limit parenting ability); and mental
health history (e.g., psychiatric conditions that may impact a
parent’s ability to parent).

The development and progression of the marital relation-
ship should receive considerable attention. For purposes of
organizing this inquiry, it may be most helpful to conceptual-

ize three phases of the marital relationship: (a) the period the
couple was together but without children; (b) the phase dur-
ing which the couple was together and caring for the chil-
dren; and (c) the period postseparation. By focusing on the
time when the marriage presumably was more harmonious
and the couple was focused on caring for the children, the
examiner can begin to understand the parenting abilities,
parenting histories, behavioral patterns, and emotional func-
tioning of each party. The separation period may be seen as
an interim “pilot” phase during which each parent begins to
anticipate and adjust to a new life (e.g., as a stay-at-home
mother returns to the conventional workforce and attempts to
meet the responsibilities of parenting, or as a parent who his-
torically worked 80 hours per week attempts to restructure a
work schedule that allows assumption of more parental re-
sponsibility). How the parents interact with each other re-
garding issues of parenting, visitation, and blameworthiness
for the divorce during the separation period will provide
some insight into how they might be expected to act around
these issues in the future. Custody examiners should keep in
mind, however, that they are assessing the parties at one of
the most emotionally taxing phases of their lives, and their
adjustment at the time of the evaluation may not reflect what
their adjustment will be over time (Schutz et al., 1989).

Crucial to interviewing the parents is assessing their rela-
tionships with their children. It is important that the parents
describe for the examiner their perceptions of their children,
both in terms of their response to the separation and impend-
ing divorce, as well as over time and in more general terms.
How each parent perceives the children and their needs, and
how they have attempted to meet those needs, both in the
past and during the separation process, is germane to under-
standing how the parents may interact with their children
postdivorce. Observation of parent-child interactions often
provides insight into the nature of their relationships, the par-
ent’s feelings about the child, the parent’s knowledge of and
ability to interact with the child, and the child’s feelings about
the parent (see below).

The examiner should obtain from each party a rich descrip-
tion of the custody arrangement he or she proposes. First, the
examiner should gain a comprehensive understanding of the
school or day care arrangements, the place of residence, baby-
sitting arrangements, and work schedules that are included in
each parent’s proposal. The examiner must then assess how
similar this is to what has occurred in the past (either during
the course of the marriage or following separation), whether
the parent has had to make any changes to accommodate such
arrangements during the separation period, and whether he or
she will be able to make changes subsequent to the divorce.
For example, although a neurosurgeon may propose that he
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will cut back his 80-hour work week to 30 hours to be
awarded primary residential placement, a failure on his part to
make necessary changes related to his work schedule and res-
idence (or a failure to consider factors such as the fact that
placement with him will require a change in the children’s
school or day care) is problematic.

In addition to requesting relevant third-party informa-
tion from each attorney, the examiner also should make this
offer/request to each parent. In addition to potentially pro-
viding the examiner with valuable sources of third-party in-
formation of which the attorney may be unaware (e.g.,
records, informants), this practice allows each parent to be
fully heard. Of course, examiners must employ their pro-
fessional judgment and discretion in some circumstances
(Gould, 1998) and ultimately decide what sources of in-
formation they will consider (e.g., when presented with
potentially inadmissible evidence; when provided a list of
third-party contacts whose reported opinions are irrelevant
to the issues in the case).

Finally, the examiner should ensure that the parties have an
opportunity to identify issues that they believe to be of impor-
tance, including concerns they may have about the other par-
ent. In response, each parent should be confronted with and
provided an opportunity to respond to concerns or allegations
that were made about him or her by the spouse or others.

Evaluation of the Children

The nature and extent of interactions with children vary con-
siderably depending on their age. With younger children (in-
fants through 3 years), the examiner may simply choose to
observe parent-child interactions (see below). With older
children (ages 4 to 11), the interview primarily will be aimed
at understanding their adjustment and “world” both prior and
subsequent to their parents’ separation. Children 11 and older
should be able to provide an accurate depiction of their life
and preferences, and also provide information helpful to un-
derstanding the family and their parents.

Regardless of their age, the examiner should focus on
learning more about the children (pre- and postseparation) in
three separate but related areas: (a) their relationships and in-
teractions with parents, (b) their emotional and behavioral
adjustment and functioning, and (c) their involvement and
adjustment to outside activities, including school and after-
school activities. As the examiner understands the child, he or
she can then draw some conclusions regarding the parents’
understanding of their children’s needs, and their abilities to
meet those needs. Moreover, in addition to providing impor-
tant information regarding their own adjustment and their
relationships with their parents, even young children can

sometimes provide information that helps the examiner better
understand the parents and their interactions with their chil-
dren (Gould, 1998).

Opinions vary regarding the appropriateness of asking
children their preferences regarding custody (Rohman et al.,
1987; Stahl, 1994), but there is near unanimous agreement
that younger children should not be asked such questions. A
recommended alternative is to query the children regarding
the good things and bad things about time with each parent,
although this too may have implications for younger chil-
dren, particularly when queried postinterview by an over-
interested parent.

An overriding concern among custody evaluators is that of
rehearsed children who have been prepared by a parent to
offer a particular storyline. Any time a child volunteers a
preference regarding a living arrangement, more important
than knowing the child’s stated preference is knowing and
understanding the underlying reasoning. Careful questioning
of younger children may reveal preparation or rehearsed an-
swers (e.g., “Is there anything that your mom or dad told you
it was really important to let me know?”). Perhaps most im-
portant for the examiner to know and communicate to the
child is that, absent unusual conditions (i.e., local legal cus-
tom or a judicial decision in a particular case), any informa-
tion conveyed by the child to the examiner may be revealed
to the court (and to parents).

Direct Observation

It generally is agreed that interviewing the children with each
parent and observing the parent and children engaging in
some type of structured or unstructured activity serves to de-
crease initial anxiety the children may have about the evalua-
tion process and provides helpful information regarding
parent-child interactions and the relationship more generally.
Examiners should be careful, however, to ensure that each
parent is provided similar opportunities with the children,
and they must remain aware that such interactions can be af-
fected by a number of extrarelationship factors. Thus, obser-
vation of the parent and children on more than one occasion
may prove helpful.

Authorities differ with respect to their recommendations
regarding observations of and visits with the parent and chil-
dren in the home setting. Possible benefits of a home visit in-
clude that it allows for more naturalistic observation of the
family and provides an opportunity to consider the parent’s
ability to establish a positive and safe home environment.
Additionally, younger children may be more comfortable
talking about themselves and their family, and may be more
likely to do so, in an environment more familiar than the



188 Child Custody Evaluation

examiner’s office and with stimuli readily available to foster
discussion and description (Gould, 1998; Stahl, 1994).
Downsides to home visits include their potential costs, as
such visits will require a considerable number of hours on
the examiner’s part when travel and observation are consid-
ered. Schutz et al. (1989) provide direction to examiners
considering home visits in the context of child custody
evaluations.

Use of Psychological Testing in Child Custody Evaluation

Although surveys indicate that use of psychological testing in
child custody evaluations is common (at least among psy-
chologists; see below for a summary of this research, as well
as Otto et al., 2000b), the utility of testing in this context has
been questioned by a number of commentators. Many of the
psychological tests used by child custody evaluators have
been criticized on the grounds that they do not assess con-
structs or issues most relevant to the child custody question,
such as parenting ability, the nature and quality of the parent-
child relationship, and the willingness of each parent to facil-
itate a close relationship with the other parent (Bricklin,
1994, 1995, 1999; Brodzinsky, 1993). Indeed, use of psycho-
logical measures that assess general constructs such as intel-
ligence, psychopathology, or academic achievement requires
the evaluator, at a minimum, to make an inference from the
global construct assessed to a more specific behavior or ca-
pacity that is relevant to child custody questions (e.g., ability
to meet the child’s emotional and behavioral needs). Grisso
(1984, cited in Melton et al., 1997) offered a cogent summary
of the problem:

Too often we rely on assessment instruments and methods that
were designed to address clinical questions, questions of psychi-
atric diagnosis, when clinical questions bear only secondarily
upon real issues in many child custody cases. Psychiatric inter-
views, Rorschachs, and MMPIs might have a role to play in child
custody assessment. But these tools were not designed to assess
parents’ relationships to children, nor to assess parents’ child-
rearing attitudes and capacities, and these are often the central
questions in child custody cases. (p. 484; emphasis in original)

Other evaluation tools and methods purported to assess
constructs more specific to custody questions have been criti-
cized on the grounds that they do not comport with basic
ethical, scientific, and practice requirements under which psy-
chologists and other mental health professionals must operate
(see Heinze & Grisso, 1996; Otto et al., 2000b; and below). In
a recent handbook on family law, judges were warned,

“We . . . believe that judges should be wary of a recent trend
to make use of supposedly scientific tests claimed to distin-
guish between potential custodians” (National Interdisci-
plinary Colloquium on Child Custody [NICCC], 1998,
pp. 321–322). Moreover, all three sets of professional cus-
tody evaluation guidelines (see above) offer cautions regard-
ing the use of psychological testing in the evaluation process.

A number of assessment techniques are used in the context
of a child custody evaluation, all of which can be placed into
one of three broad categories: (a) clinical assessment instru-
ments, (b) forensically relevant instruments, and (c) forensic
assessment instruments (see Heilbrun, Rogers, & Otto, in
press). The appropriateness of using and relying on results of
a psychological test in a child custody evaluation will depend
on a number of test- and case-specific factors. Based on
their review of the APA Ethical Principles and Code of
Conduct (1992), the Standards for Educational and Psycho-
logical Testing (American Educational Research Association,
American Psychological Association, National Council on
Measurement in Education, 1999), and Heilbrun’s (1992)
guidelines for considering use of psychological tests in foren-
sic evaluations, Otto et al. (2000b) offered a template con-
sisting of a number of questions forensic examiners should
ask themselves when considering using a psychological test
or assessment measure in the context of a custody evaluation
(see Table 11.6).

Clinical assessment instruments measure general psycho-
logical constructs (e.g., psychopathology, intelligence, acade-
mic achievement, personality), were developed for therapeutic
applications, and most typically are used in nonforensic set-
tings. If the examiner believes that these tests validly assess
general constructs that are relevant to decisions revolving
around child custody, then their use in these evaluations is ap-
propriate. For example, in those jurisdictions where emotional
stability of the parties is one factor to be considered in making
decisions about the custody and placement of children, use of
the Minnesota Multiphasic Personality Inventory 2 (MMPI-2;

TABLE 11.6 Considering Use of Tests in Child 
Custody Evaluations

Is the test commercially published?
Is a comprehensive test manual available? 
Are adequate levels of reliability demonstrated? 
Have adequate levels of validity been demonstrated? 
Is the test valid for the purpose for which it will be used?
Has the instrument been peer-reviewed? 
Do I possess the qualifications necessary to use this instrument?
Does the test require an unacceptable level of inference from the construct

it assesses to the psycholegal question(s) of relevance?

Source: Adapted from Otto et al. (2000b).
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Butcher, Dahlstrom, Graham, Tellegen, & Kaemmer, 1994) to
assess psychopathology and emotional stability as it may be
related to parenting is appropriate. Similarly, if an examiner
uses the Parenting Stress Index (PSI; Abidin, 1995) to assess
how interactions with the child affect the parent, this too
would appear to be appropriate use of a validated clinical as-
sessment instrument for purposes of a custody evaluation.

Forensically relevant instruments are assessment tech-
niques that evaluate constructs or issues that most typically
arise in the course of forensic evaluations, but are not limited
to forensic assessments. Tests of defensiveness, malingering,
and psychopathy [e.g., Paulhus Deception Scales (Paulhus,
1999), Crown-Marlowe Scales (Crown & Marlowe, 1960),
Structured Interview of Reported Symptoms (Rogers, Bagby,
& Dickens, 1992), Test of Memory Malingering (Tombaugh,
1996), Psychopathy Checklist–Revised (Hare, 1991)] are ex-
amples of such instruments. Perhaps with the exception of
measures of general defensiveness (for an example, see
Paulhus, 1999, for a description of the Paulhus Deception
Scales), forensically relevant instruments are unlikely to prove
helpful in the large majority of child custody evaluations.

Forensic assessment instruments (FAIs) are developed
specifically for application in forensic settings. Their purpose
is to assess constructs relevant to particular legal issues.
Rogers and Webster (1989) observed that in many forensic
evaluation contexts, the best validated tests and assessment
instruments are general clinical tests, which are least relevant
to the psycholegal questions the courts look to mental health
professionals for assistance in answering (i.e., the constructs
assessed by the best-validated, traditional clinical measures
are not directly related to the legal issue at hand). This obser-
vation applies in the child custody evaluation context, in
which the general clinical assessment instruments that are
used typically have better validity data than existing child
custody evaluation measures. The constructs they assess
(e.g., psychopathology, intelligence, academic achievement,
normal personality) are not directly legally relevant, although
they may provide useful information nonetheless.

At the current time, there are a number of child custody
evaluation instruments that are proffered by their authors
as assessing constructs directly relevant to child custody
decision making: the Bricklin Perceptual Scales (BPS;
Bricklin, 1990a; Bricklin & Elliott, 1997), the Perception of
Relationships Test (PORT; Bricklin, 1989), the Parent Per-
ception of Child Profile (Bricklin & Elliott, 1991), the Parent
Awareness Skills Survey (PASS; Bricklin, 1990b), the Cus-
tody Quotient (Gordon & Peek, 1989), and the Ackerman-
Schoendorf Parent Evaluation of Custody Test (ASPECT;
Ackerman & Schoendorf, 1992). Other instruments, such as

the Uniform Child Custody Evaluation System (UCCES;
Munsinger & Karlson, 1994), which is intended for use in
data collection in custody evaluations, are better described as
structured clinical approaches to child custody assessment
and, thus, are not discussed here. Integrating these tests into
the assessment process may be appealing to mental health
professionals and the judiciary because, unlike general clini-
cal assessment instruments, they ostensibly address the spe-
cific questions involved in forming an opinion in a custody
case, such as “Does the parent have adequate parenting
skills?” or “With which parent is the child most bonded?”
Such questions are not easily answered by making inferences
from results of standard measures of psychopathology, intel-
ligence, and personality. However, essentially all of the FAIs
developed for use in child custody evaluation have been sub-
jected to significant criticism. In their review of the above in-
struments, Otto et al. (2000b) recommended that none of
these assessment techniques be employed by child custody
evaluators, given their significant psychometric and concep-
tual limitations. (The interested reader is directed to re-
views of these FAIs by Arditti, 1995; Bischoff, 1992, 1995;
Carlson, 1995; Cole, 1995; Conger, 1995; Fabry & Bischoff,
1992; Hagin, 1992; Heinze & Grisso, 1996; Hiltonsmith,
1995; Kelley, 1995; Melton, 1995; Melton et al., 1997;
Shaffer, 1992; Wellman, 1994.)

Although a number of researchers (see below) have inves-
tigated child custody evaluators’ general assessment prac-
tices and their use of tests more specifically, it is unclear how
accurately these results depict current practice. All of the
surveys to date have been based on the self-report of practi-
tioners, have been conducted using small samples, and have
oversampled psychologists. Thus, the studies described
below may overestimate the use and significance of psycho-
logical tests in custody evaluations.

In the first published study of custody evaluation practices,
Keilin and Bloom (1986) surveyed a national sample of psy-
chologists, psychiatrists, and master’s-level practitioners. Of
the 82 surveys that provided usable data, 78% were completed
by doctoral-level psychologists, 18% were completed by psy-
chiatrists, and 4% were completed by master’s-level practi-
tioners. No single measure was used by a majority of the
respondents when assessing children. Intelligence tests were
the instruments most frequently employed by the examiners,
with 45% of respondents using some measure of intelligence
in the majority (85%) of their cases. The next most frequently
used measure was the ThematicApperception Test (TAT; Mur-
ray & Bellak, 1973) or the Children’sApperception Test (CAT;
Bellak & Bellak, 1992); 39% of the respondents reported
using these measures in most (75%) of their evaluations. The
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next three most commonly used assessment techniques with
children were miscellaneous projective drawings, the
Rorschach Inkblot Technique (Rorschach, 1942), and the
Bender Visual Motor Gestalt Test (Bender, 1946).

Respondents identified the MMPI (Hathaway & McKinley,
1989) as the most commonly used assessment technique
with adults; 70% of the evaluators reported using this instru-
ment in child custody evaluations, and those who used it em-
ployed it in almost all (88%) of their cases. The next most
commonly used instruments were the Rorschach Inkblot
Technique (42%) and the TAT (38%), and evaluators who em-
ployed these instruments reported using them in a majority of
their cases. Measures of adult intelligence also occasionally
were employed, with the Wechsler Adult Intelligence Scale
(WAIS; Wechsler & Stone, 1955) being used by 29% of the re-
spondents. Those who used the WAIS reported employing it in
a majority (67%) of the cases.

Ackerman and Ackerman (1997) replicated the Keilin and
Bloom (1986) survey to obtain a more current picture of the
child custody evaluation process. In the 10-year interim
between these two surveys, a number of new or revised stan-
dard psychological measures were developed (e.g., MMPI-2,
WAIS-III; Wechsler, 1997), as were several of the instru-
ments specifically designed for application in cases of child
custody noted earlier. Of the 800 questionnaires mailed to
psychologists identified by various psychological and legal
associations as conducting child custody evaluations, 201 us-
able protocols were returned by doctoral-level psychologists.

Intelligence tests and projective measures were the instru-
ments most frequently used with children, consistent with the
findings of Keilin and Bloom (1986). Fifty-eight percent of
the respondents reported using intelligence tests in their eval-
uations, and those using them reported employing them in
about half (45%) of their evaluations. Thirty-seven percent
reported using either the CAT or the TAT (in 53% of their
evaluations). Also consistent with the earlier findings of
Keilin and Bloom were the respondents’ reports of how they
assessed adults. The MMPI/MMPI-2 remained the most fre-
quently used assessment instrument: 92% of the psycholo-
gists reported using a version of this test in the large majority
(91%) of their evaluations. The Rorschach Inkblot Technique
remained the second most frequently used test with adults;
48% of the respondents indicated they used the test in the con-
text of custody evaluations, and those who used it did so in
over half (64%) of their cases. The next most frequently used
tests were the revised WAIS (Wechsler, 1981) and the Millon
Clinical Multiaxial Inventory (MCMI-II/MCMI-III; Millon,
1987, 1994), with 43% and 34% of the examiners reporting
using these tests in their custody evaluations, respectively.

Over one-third of the respondents (35%) reported using
the BPS (Bricklin, 1990a), one of the better-known forensic

assessment instruments designed for use in child custody
evaluations. On average, those examiners using the BPS re-
lied on it in a majority (66%) of their evaluations. Respon-
dents (16%) also reported use of the PORT (Bricklin, 1989),
with those using it reporting that it was employed in a
majority (64%) of cases.

Fewer of the respondents reported using specific custody
measures designed for use with families or adults. Only 11%
of the psychologists reported using the ASPECT (Ackerman
& Schoendorf, 1992), but those who used it did so in essen-
tially all (89%) cases. The only other custody-specific mea-
sures endorsed were the PASS (Bricklin, 1990b), used by 8%
of the respondents (who employed it in 94% of their cases)
and the Custody Quotient (Gordon & Peek, 1989), used by
4% of the respondents (in 57% of their cases).

Recently, however, Hagen and Castagna (2001) performed
a reanalysis of the survey results presented by Ackerman and
Ackerman (1997) and came up with quite different results.
Instead of focusing on the percent of respondents who “had
ever used in custody evaluations for children and adults and
the percentage of time that each of these tests had been used”
(Ackerman & Ackerman, 1997, p. 138), Hagen and Castagna
computed the percentage of evaluations in which a particular
test was actually used. Other than the MMPI, which was used
in 84% of the 43,195 evaluations examined, no test was used
in even one-third of the evaluations. Only the Rorschach, the
MCMI-II/III, and the WAIS-R were used in more than 20% of
them. In light of this alternative view of the Ackerman data,
they concluded,

It would be highly misleading to represent to the public . . . that
there exists at the present time anything approaching a usual and
customary practice much less an actual standard of practice for
the use of psychological tests in custody evaluations beyond the
nearly routine use of the MMPI in the assessment of adults.
(Hagen & Castagna, 2001, p. 271)

LaFortune and Carpenter (1998) surveyed mental health
professionals about the tests and strategies they employed in
their custody evaluations. They received completed surveys
from a geographically diverse sample of 165 mental health
professionals, the majority of whom were psychologists
(89%). Respondents reported the frequency of use of various
assessment methods on a 1 (never) to 5 (always) scale. Re-
garding psychological tests used to assess adults, “parenting
scales,” such as the ASPECT and the Bricklin measures (the
specific Bricklin measures were not identified by the investi-
gators), were second in frequency of use (mean response
level of 3.28) only to the MMPI (mean response level of
4.19). Unfortunately, the authors did not report frequency of
use for individual custody tests. Nevertheless, it appears that
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these newer, more specific instruments enjoyed a fairly sig-
nificant rate of use among these respondents. Data regarding
instruments used to assess children apparently were not col-
lected, so it is unclear whether a similarly high rate of use
would have been found.

Finally, Bow, and Quinnell (2001; see also, Quinnell &
Bow, 2001) replicated the Ackerman and Ackerman (1997)
survey regarding the current practice of child custody evalu-
ations. Of the 563 surveys mailed, 198 usable questionnaires
were returned. These encompassed mental health profession-
als from throughout the United States, 96% of whom were
doctoral-level psychologists. Reporting of this study is bifur-
cated, with one article reporting the general procedures used
by child custody evaluators (see Bow & Quinnell, 2001) and
a second article discussing the current use of psychological
testing specifically in this context (Quinnell & Bow, 2001).
The use of psychological testing of parents ranked fourth out
of 10 custody procedures in importance—behind clinical
interviews with parents and children and parent-child obser-
vations. Psychological testing of the child ranked sixth. Nev-
ertheless, findings showed that approximately 90% of adults
and 60% of children continue to be tested.

By far, the MMPI/MMPI-2 was the most frequently used
test (i.e., 94% of respondents reported using it), which re-
affirms prior findings (Ackerman & Ackerman, 1997; Hagen
& Castagna, 2001; Keilin & Bloom, 1986; LaFortune &
Carpenter, 1998). Respondents in this study also reported
wide use of the MCMI. Indeed, it emerged as the second most
commonly used test (i.e., 52% indicated incorporating its
use) out of all categories for both adults and children. Use of
projective tests and intelligence tests with adults was essen-
tially similar to earlier surveys. For assessment of children,
intelligence tests (48%) and projective measures (ranging
from 23% to 45%) were the most frequently used instru-
ments, and the adolescent version of the MMPI followed
closely behind (43%). No measure, however, was used in
more than half of the child assessments, and generally, chil-
dren appear to be tested somewhat less frequently by these
respondents than by those participating in earlier surveys.

Of the specialized measures examined, parenting invento-
ries were used by more examiners in this survey than by
those in prior studies. In fact, the Parent-Child Relationship
Inventory (Gerard, 1994) and the Parenting Stress Index
(Abidin, 1995) were the fourth (44%) and fifth (41%) most
commonly used tests of adults, respectively, out of all cate-
gories. This is especially noteworthy considering that in the
Ackerman and Ackerman (1997) study, each of these tests
were used by only 10% of evaluators overall. In contrast, the
use of custody batteries and forensic assessment instruments
designed specifically for use in custody evaluations was sim-
ilar to earlier survey results (e.g., BPS: 28% versus 35%;

PORT: 23% versus 16%; PASS: 21% versus 8%; and
ASPECT: 16% versus 11%). Overall however, study partici-
pants reported relatively low usage of these instruments.

Third-Party Information

As is the case with any forensic evaluation, contact with
knowledgeable third parties and review of various documents
can provide valuable information (Committee on Specialty
Guidelines for Forensic Psychologists, 1991; Gould, 1998;
Melton et al., 1997; Schutz et al., 1989; Weithorn, 1987).
For example, baby-sitters may offer insights into the parents’
abilities and interactions with the children, teachers may
provide information about the children’s adjustment and how
involved the parents are in their children’s education, and
physicians may inform the examiner about the parents’
ability to protect their children and meet their needs. Custody
examiners must use and rely on such information cautiously,
however.

Some information that the examiner seeks will be confi-
dential and/or privileged (e.g., medical, mental health, or
school records), and access to such information will require
formal release by the parties. Other information, although not
confidential or privileged, may be sensitive, and the holder of
it may not provide such information without the agreement
of the party (e.g., employment or day care records). Some
information may be inadmissible (e.g., illegally obtained in-
formation, such as stolen documents or audio- or videotapes
obtained without the party’s consent). Whenever possible,
before considering or reviewing information that the exam-
iner believes may be inadmissible, he or she should contact the
attorneys involved and request direction from them or the
court.

In all cases, because the rules of evidence and practice
standards indicate that the bases for an examiner’s opinion
must be revealed, potential third-party informants must first
be instructed about how and for what purposes the informa-
tion will be used, and that nothing they reveal will remain
confidential or privileged. Of course, third parties cannot be
forced to reveal information to the examiner (e.g., day care
personnel cannot be forced to speak with the examiner), al-
though the attorneys representing the parties may seek reve-
lation of information that the parties seek via subpoena.

Report Writing and Testifying

Although custom varies across jurisdictions, it is good prac-
tice to write a report that describes the evaluation procedure,
information gained, and opinions formed. In addition to forc-
ing the examiner to integrate his or her ideas, the report
provides for the efficient communication of information to
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the parties, their attorneys, and the court (Martindale & Otto,
2000). The report should summarize, using language and
concepts understood by laypersons, the evaluator’s conceptu-
alization of the parents, their children, and their adjustment,
needs, abilities, and limitations. The report and any associ-
ated testimony should highlight the most important issues
relevant to the custody decision in the case at hand, and
the reasoning underlying the examiner’s conclusions and
recommendations should be made clear. The examiner has
failed if, after reviewing the report, the reader cannot
describe (a) the examiner’s conceptualization of the children,
their parents, and the unique family situation, and (b) how the
examiner reached these opinions (regardless of whether the
reader agrees with the opinions, conclusions, or recommen-
dations). The foundation of these opinions can be considered
during the deposition or hearing process (Martindale &
Otto, 2000).

Summary

Central to conducting an evaluation that assists the legal de-
cision maker in cases of contested custody is knowledge of
(a) the law on which custody decisions are based, (b) practice
guidelines, (c) sources of information that may provide im-
portant information about the children and their parents, and
(d) techniques designed to provide some insight into the par-
ties and their adjustment. Also critically important, however,
is knowledge of research related to developmental psychol-
ogy, parent-child interactions, and custody outcome. Some of
the most relevant research is discussed below.

RESEARCH RELEVANT TO CHILD CUSTODY
EVALUATION AND DECISION MAKING

Parenting and Child Development

Ideally, parents provide an environment that allows their
children to develop and reach their maximum potential intel-
lectually, emotionally, and in other important ways. As a re-
sult, psychologists and other mental health professionals
who conduct custody evaluations should be knowledgeable
about parenting behaviors and their impact on children’s
development.

The Impact of Parents on Their Children’s Development

A central premise of the involvement of mental health pro-
fessionals in custody disputes is that parents may have psy-
chological characteristics or engage in behaviors or activities

that lead to less than optimal outcomes in terms of the devel-
opment and socialization of their children. This is based on
the almost self-evident belief that parental behavior exerts a
strong influence on the psychosocial development of children
and therefore should be weighted heavily regarding the de-
termination of the best interests of the child. Recently, how-
ever, this basic assumption of parental influence has been
challenged in the developmental psychology literature by an
alternative position claiming that children’s socialization is
not influenced significantly by the behavior of their parents
(Harris, 1995, 1998; Rowe, 1994). In reviewing the literature,
Harris (1998) argued, “Do parents have any important long-
term effects on the development of their child’s personality?
This article examines the evidence and concludes that the an-
swer is no” (p. 458). Rather than parental behavior, genetic
influences and children’s peer groups are construed to play
more determinative roles in the psychosocial development of
children. If supported, such an argument obviously would
have far-reaching impact in terms of the weight that should
be given to any “psychological” characteristics of the parents
when making custody determinations.

Leading developmental psychologists have criticized se-
verely the basic premise that parents are inconsequential in
the development of their children and have provided various
counterarguments and research findings to contradict this
claim. Although an exhaustive review of this issue would go
well beyond the scope of this chapter (for an overview, see
Collins, Maccoby, Steinberg, Hetherington, & Bornstein,
2000), the key point from this debate as it relates to child
custody issues appears to be that the relationship between
parenting and children’s development and socialization is
complex and multifaceted. Simple linear relationships and
main effects models, although characteristic of early theoriz-
ing about parent-child influence, do not account for the
multiplicity of interacting factors that influence children’s de-
velopment and socialization. The implication of this conclu-
sion for those involved in child custody decision making is
that overarching statements regarding the effects of parental
behavior on child development should be made with consid-
erable reservation and with acknowledgment of the potential
mediating and moderating role of a host of other factors un-
related to the parents’ behavior.

As noted previously, the legal system provides relatively
limited direction to mental health professionals regarding
what specific factors are to be considered relevant in deter-
mining the best interests of the child. Consequently, evalua-
tors may have considerable latitude in terms of what parental
characteristics are incorporated into their evaluation and
the weight that is given to each factor in terms of their rele-
vance to children’s psychosocial development. The following
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section reviews the extant empirical research regarding the
relationship between parental characteristics and children’s
psychosocial development, focusing on those variables that
have been shown (or have been presumed) to serve as signif-
icant risk factors for maladjustment. Clinical and develop-
mental researchers have examined a wide range of parental
factors, including (a) general features of psychopathology
and personality (e.g., depression, substance abuse, antisocial
personality disorder); (b) broad parenting styles (e.g., authori-
tarian, permissive, authoritative); and (c) more circumscribed
parenting behavior (e.g., degree of monitoring, disciplinary
practices). Empirical research examining the effects of
these variables on children’s development is summarized
below, along with citations for more thorough reviews of this
literature.

Mental Disorder

It seems almost a truism that various forms of parental men-
tal disorder are important factors for examiners to consider in
custody evaluations. It has been noted that “many mental
health experts would place concerns about parental mental
and emotional health or status at the top of any list of essen-
tial criteria in determining the appropriate custodian for a
postdivorce child” (NICCC, 1998, p. 31), and this contention
generally has been supported in surveys of custody evalua-
tors. Nevertheless, the existence of mental disorder should
not be dispositive in terms of custody unless it can be shown
“to be relevant to that parent’s care of the child and to have a
negative influence on the child’s condition or development”
(p. 32; emphasis added; see also Jenuwine & Cohler, 1999).
This is of particular importance as mental health profession-
als have been criticized in the past as focusing on psycho-
pathology and diagnosis in the context of custody evaluations
to the exclusion of more central issues related to parenting
and parent-child interactions (APA, 1994; Brodzinsky, 1993;
Grisso, 1984, cited in Melton et al., 1997). As such, the re-
search detailed below should be considered from the context
of how mental disorder may (or may not) impact parenting
practices that, in turn, are associated with negative develop-
mental outcomes for children. Furthermore, it is important
to note that the relationship between parental mental disor-
der and children’s functioning may not be a causal one
(Jenuwine & Cohler, 1999).

The vast majority of research in this area is correlational
or quasi-experimental, and inferences that parental mental
disorder causes impaired parenting, which in turn causes
child maladjustment, are largely unsubstantiated. All of the
disorders described below have some hereditary component,
and children’s impairment might be attributable more to

direct genetic effects (or, more likely, interactions between
hereditary factors and various environmental variables)
rather than specifically to inadequate parenting caused by
mental disorder (e.g., Collins et al., 2000; Rowe, 1994).
Moreover, most of this research has failed to consider the
effects of socioeconomic factors, which may account for
significant variance in the relationship between parental men-
tal disorder and child adjustment (Oyserman, Mowbray,
Meares, & Firminger, 2000). Also, there is evidence to sug-
gest that the behavior of children (particularly externalizing
behavior problems) may exert a strong influence on parent-
ing practices (e.g., Dishion & Patterson, 1997). All of these
caveats should be considered when attempting to draw
conclusions about the relationship between any given men-
tally disordered parent and the behavior of his or her child.
Given these limitations, we review below empirical research
related specifically to what is known about parental depres-
sion, schizophrenia, substance abuse, and antisocial conduct
as they relate to children’s psychosocial development and
adjustment.

The impact of parental depression on child development is
one of the most widely researched areas in developmental
psychopathology, although it is noteworthy that most of this
research has focused on depressed mothers rather than fa-
thers. Maternal depression has been associated with various
negative outcomes for children, including internalizing and
externalizing behavior problems and social and achieve-
ment difficulties (see, generally, Cummings & Davies,
1999; Downey & Coyne, 1990; Field, 1995; Hammen, 1997;
Lovejoy, Graczyk, O’Hare, & Neuman, 2000; Oyserman
et al., 2000). For example, findings from one comprehensive
review indicated that children of parents with major affective
disorders are two to five times more likely to develop
some type of psychopathology than children of nondisordered
parents (Beardslee, Bemporad, Keller, & Klerman, 1983).

The empirical research examining the association between
parental depression and child behavior and emotional prob-
lems has used diverse methodologies over various time
frames and age ranges. Although depression appears to be as-
sociated with dysfunction during all stages of childhood, the
effects of maternal depression may be pronounced particu-
larly during infancy and may have a negative impact well
beyond the first year (Field, 1995; Lovejoy et al., 2000;
Oyserman et al., 2000). For example, maternal depression is
associated with the development of insecure parent-child at-
tachment (see below), which predicts various adjustment dif-
ficulties during later childhood (Cummings & Davies, 1999).

The specific mechanisms by which parental depression
leads to child dysfunction are not completely clear, although
several mediating factors have been investigated. Depressed
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parents tend to provide fewer supportive statements, be more
critical and intrusive, and display more depressive affect
(e.g., sadness) when interacting with their children. They also
report communication difficulties, disaffection, and increased
levels of hostility and resentment, which generally have been
corroborated by observational studies (see Lovejoy et al.,
2000, for a comprehensive review of observational studies).
Depression also has been associated with various deficits in
child management practices (see below) and subsequent de-
viance in adolescence (see, generally, Cummings & Davies,
1999; Lovejoy et al., 2000; Oyserman et al., 2000).

Although not as widely researched as parental depression,
early reports of the effects of having a parent with schizo-
phrenia suggested that these children were particularly at risk
for developing various adjustment problems and forms of
psychopathology (see, generally, Jenuwine & Cohler, 1999;
Mednick, Parnas, & Schulsinger, 1987; Nuechterlein, 1986;
Weintraub, 1987). For example, parents with schizophrenia
tend to have children who are disproportionately likely to
evince later schizophrenia, personality disorders, and antiso-
cial behavior, as well as social functioning deficits, various
information-processing anomalies and cognitive deficits,
neurological soft signs, and autonomic abnormalities. How-
ever, the existing studies have reported widely varying rates
and types of subsequent dysfunction among children of par-
ents with schizophrenia, which make conclusions regarding
the specific effects of this disorder on children’s development
difficult to determine (Jenuwine & Cohler, 1999; Oyserman
et al., 2000). Moreover, many children with parents who suf-
fer from schizophrenia do not appear to experience any sig-
nificant levels of maladjustment. Although the literature is
less developed than the parental depression research, there is
some evidence in the parental schizophrenia literature to sug-
gest that diagnostic status per se may be less relevant in pre-
dicting adjustment problems experienced by offspring than
are other factors such as the chronicity of the disorder and the
specific deficits in parenting ability evidenced by the parents
(see Goodman & Brumley, 1990; Oyserman et al., 2000;
Rogosch, Mowbray, & Bogat, 1992).

Another truism in relation to the effects of parents’ behav-
ior on children is that exposure to parental substance abuse
and dependence will be detrimental to the development and
socialization of children (for reviews, see Chassin, Barrera,
& Montgomery, 1997; Logue & Rivinus, 1991; Lynskey,
Fergusson, & Horwood, 1994; Steinhausen, 1995; Swaim,
1991; West & Prinz, 1987). Specific childhood outcome
factors that have been associated with excessive parental al-
cohol and drug use include various forms of externalizing
symptomatology (e.g., aggression, delinquency, attention
deficits), internalizing behavior problems (e.g., depression,

low self-esteem), adolescent drug use, cognitive deficits, and
poor school achievement. It should be noted, however, that
the majority of this research (particularly longitudinal stud-
ies) has been conducted in relation to alcoholism rather than
illicit drugs of abuse.

Similar to earlier qualifications noted about the relationship
between parental psychopathology and child adjustment, it
should be pointed out that the strength of the relationship be-
tween parental substance use and childhood dysfunction has
varied considerably across studies and that many children of
substance-abusing parents do not exhibit significant subse-
quent psychopathology. Furthermore, there is some evidence
that those parents who desist from alcohol dependence (i.e.,
those “in recovery”) do not have children who exhibit inter-
nalizing symptomatology, although relatively little research
has been conducted in this area.

Parenting practices have been noted as potential medi-
ators of the relationship between parental substance use and
childhood dysfunction. Specifically, Chassin et al. (1997) re-
view data supporting the deleterious effect of alcohol on
parents’ monitoring of children’s behavior, which resulted in
increases in association with drug-using peers. Indeed, higher
rates of child abuse and neglect are consistently reported
among substance-abusing parents (e.g., Black & Mayer, 1980;
Mayes, 1995). Other relevant parenting factors that have re-
ceived empirical support include increased exposure to stress-
ful life events and breakdown of family routines due to
parental substance use, and impairments in parent-child at-
tachment status among younger children.

A final area relevant to custody evaluations is research
examining the relationship between parental antisocial con-
duct and childhood dysfunction. One of the most consistent
findings in the developmental literature is that parents who en-
gage in significant antisocial behavior tend to have children
who evidence various adjustment problems, particularly
related to externalizing behaviors such as aggression and
delinquency (see, generally, Dishion & Patterson, 1997;
Farrington, 1995, 2000; Frick, 1993; Frick & Jackson, 1993;
Loeber, 1990; Loeber & Stouthamer-Loeber, 1986; Robins,
West, & Herjanic, 1975). Although most of this research has
addressed paternal antisocial personality and behavior, mater-
nal criminality and antisocial personality disorder (as well as
sibling delinquency) also have been shown to be associated
with subsequent impairment among offspring.

Specifically in terms of custody evaluations, it should be
noted that parental antisocial conduct not only exerts a sig-
nificant impact on children’s functioning in childhood and
adolescence, it also has been associated with long-term con-
sequences reaching well into adulthood. For example, when
predicting antisocial behavior at age 32, Farrington (2000)
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reported that having a criminally convicted parent when
the individual was between ages 8 and 10 was the single
strongest predictor among a host of risk factors (odds
ratio � 3.7) examined in the Cambridge study of delinquent
development.

The specific mechanisms that account for the relationship
between parental antisocial personality disorder/criminality
and subsequent dysfunction have not been clearly explicated,
although research has supported the role of both genetic and
family socialization factors and has, to some extent, paral-
leled the research examining the effects of parental depres-
sion on parenting and childhood psychopathology. Those
specific parenting practices that have received empirical sup-
port as predictors of later impairment are reviewed below.

Parenting Practices and Child Development

Aside from parental mental disorder, various other “psycho-
logical” characteristics related to parenting more broadly
have been investigated in relation to children’s psychosocial
development. In fact, the bulk of developmental research
over the past half-century has focused less on diagnosable
psychopathology and more on specific parenting practices.
Various practices have been examined in terms of their ef-
fects on the development and socialization of children and
adolescents, ranging from very concrete microanalyses of
observable parental behaviors to more global assessments of
latent parenting constructs. Although a wide range of vari-
ables has been investigated, much of the research and theo-
rizing about parental influence in the past several years has
come to focus on a core set of “family management” factors
that appear to be associated strongly with adverse outcomes
over the course of development from infancy to adolescence.
Much of this research has been conducted in reference to the
development of attachment theory (described below), al-
though behavioral models also have been prominent. Regard-
less of the specific theoretical orientation of researchers, the
data derived from these studies have provided empirical sup-
port for several parenting factors that appear influential in
children’s development. Key factors that have emerged from
this literature are highlighted below. For more comprehen-
sive reviews of these variables, see Campbell (1997),
Dishion and Patterson (1997), Edens (1999), Greenberg,
Speltz, and DeKlyen (1993), Kelly and Lamb (2000), Loeber
and Stouthamer-Loeber (1986), Reitman and Gross (1995),
and Shaw and Winslow (1997).

The quality of parent-child attachment during the first few
years of life has received considerable attention in terms of
its relationship to children’s later adjustment. Attachment
theory was initially proposed by Bowlby (1969) as a general

theory of personality development that was based heavily in
ethnology and evolutionary theory. Attachment is seen as an
organized behavioral system designed to maintain “felt secu-
rity” for the infant by preserving proximity to the caregiver
and by providing a “secure base” from which to explore the
environment. Much of the attachment research has focused
on how early relationship experiences influence infants’ de-
velopment of emotional regulation (a key sociodevelopmen-
tal milestone), as well as how these early experiences form
the basic “working models” of subsequent relationships in
later childhood and adolescence.

Typically, investigators have assessed specific patterns of
attachment that are observed in infant-caregiver relation-
ships. The majority of this research has been an outgrowth of
the Strange Situation procedure (Ainsworth, Blehar, Waters,
& Wall, 1978), in which the parent briefly leaves a 12- to 18-
month-old infant in the company of a stranger. Building on
Bowlby’s initial observations of typical reactions to separa-
tion and reunion, the response of the infant to the caregiver
upon reunion has been the basis for identifying four basic
attachment styles: securely attached, insecure-resistant or
ambivalent, insecure-avoidant, and insecure-disorganized.
Most children are identified as secure, in that they welcome
caregivers upon reunion and seek their proximity if dis-
tressed by the separation. Insecurely attached children, how-
ever, display various forms of dysfunctional reactions in
response to the reunion (see Ainsworth et al., 1978, or
Greenberg et al., 1993, for a more thorough description).

Although main effect models have been inconsistent, a
wealth of data exists showing that insecure attachment before
the age of 2 years, in combination with other risk factors, sig-
nificantly predicts increased problems with aggression, de-
pression, and peer relationships in the preschool, elementary
school, and preadolescent age ranges (see Greenberg &
Speltz, 1988; Greenberg et al., 1993). In fact, many of the be-
haviors and outcomes distinguishing secure and insecure
preschoolers are specific symptoms of childhood behavior
disorders such as oppositional defiant disorder (Greenberg
et al., 1993). Regarding specific patterns of behavior associ-
ated with each attachment status, Renkin, Egeland, Marvin-
ney, Mangelsdorf, and Sroufe (1989) found that teachers
rated boys who were identified as avoidant in infancy as more
aggressive, whereas ambivalent-resistant attachment was as-
sociated with passive-withdrawal. More recent research,
summarized by Lyons-Ruth (1996), suggests that disorga-
nized attachment status in infancy may be the most predictive
of subsequent externalizing behavior problems in the
preschool and grade school years. For example, Lyons-Ruth,
Alpern, and Repacholi (1993) found that a large percentage
of children exhibiting serious hostile behavior problems had
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disorganized attachment histories. Similarly, Solomon,
George, and DeJong (1995) reported that children with disor-
ganized attachment histories were more aggressive (mother-
and teacher-report) than nondisorganized children.

Specific parental factors (as well as child variables) have
been shown to predict insecure attachment. Aside from obvi-
ous risk factors such as abuse and neglect, parents’ emotional
expressiveness and their sensitivity and responsiveness to
infants’ emotional cues are associated with attachment
status (see Campbell, 1997; Crockenberg & Leerkes, 2000;
Cummings & Davies, 1999). Although much of this research
has been conducted with mothers, similar relationships
appear to exist regarding father-child attachment.

Collectively, the attachment data clearly indicate that the
quality of the parent-child relationship plays a central role in
children’s socioemotional development, and the theory itself
provides an explanatory mechanism for understanding how
parental relationships affect children. Moreover, the impor-
tance of this variable is not limited to the infancy and toddler
years, in that relationship quality continues to be an important
predictor of maladjustment in later childhood and adoles-
cence. It is worth noting, however, that other paradigms (e.g.,
learning theory) can be used to explain the results of the at-
tachment data and that much of the research with children
beyond the toddler years is not driven from an attachment
perspective. In fact, some have argued for a “macropara-
digm” in developmental psychology that accommodates re-
sults from multiple theories (Reitman & Gross, 1995).

Consistent with this macroparadigm conceptualization,
developmental researchers have identified two basic dimen-
sions of parenting that seem to play a prominent role in
the socioemotional development of children. The first of
these dimensions has been labeled nurturance, reflecting the
degree of affective warmth or coldness in the relationship.
The second broad dimension, sometimes referred to as con-
trol or restrictiveness, relates to the type and degree of super-
vision, monitoring, and limit setting used by the parent.
These two factors often have been used to classify basic par-
enting styles (Baumrind, 1967; Campbell, 1997; Reitman &
Gross, 1995), such as authoritative (high nurturance, high
control), authoritarian (low nurturance, high control), and
permissive (high or low nurturance, low control).

Both authoritarian and permissive parenting styles have
been linked with undesirable outcomes among children and
adolescents, through the use of various research methodolo-
gies (e.g., laboratory tasks, home observation, self-report
questionnaires). For example, toddlers who have parents
whose behavior is consistent with an authoritarian approach
tend to show more negative affect and to be more defiant
and noncompliant in parent-child interactions. Deficits in

self-regulation also have been noted. Children and adoles-
cents with authoritarian parents are at greater risk for aggres-
sion and other forms of externalizing behavior problems and
for academic difficulties and tend to perform more poorly on
measures of moral development, self-esteem, and self-
competence. Parenting practices associated with permissive-
ness also have been shown to be linked with aggression and
poor behavioral controls. More specifically, a meta-analysis
conducted by Loeber and Stouthamer-Loeber (1986) found
that boys’ conduct problems were significantly related to a
lack of parental involvement in 22 of the 29 studies reviewed.
Level of parental supervision also was strongly correlated
with subsequent delinquency and antisocial behavior.

Not surprisingly, parents who engage in what generally can
be construed as authoritative approaches to parenting tend
to have psychologically healthy children who are more prone
to be self-reliant, socially competent, and capable of self-
regulation. Moreover, these parenting strategies may serve as
a buffer against other risk factors in a child’s environment. As
Dishion and Patterson (1997) have noted in their summary of
the research:

In every instance, the finding has been that the impact of context
on adjustment is mediated through parenting practices. The par-
ents can be subjected to severe stress, but if they manage to keep
their parenting practices relatively intact, the negative context
will not have a significant impact on child adjustment. Effective
discipline, monitoring, and family problem-solving practices are
the strongest protective factors that we have seen in the litera-
ture. (p. 211)

Divorce

The research literature of the 1970s and 1980s took a narrow
view of divorce, focusing on family structure and on adverse
outcomes (Hetherington & Stanley-Hagan, 1999) and con-
ceptualizing divorce in a simple cause-effect model (Kaplan
& Pruett, 2000). Divorce was not yet recognized for its
longitudinal impact. Using anecdotal, cross-sectional, uncon-
trolled studies, early researchers reported that children from
divorced families suffered from a wide range of emotional,
behavioral, and academic problems when compared to chil-
dren from nondivorced families (Kaplan & Pruett, 2000).
Mean differences, often using clinical samples, were inter-
preted inappropriately and sweeping generalizations were
made about the effects of divorce. The accumulation of such
negative findings led to the inaccurate conclusion that being
divorced per se caused ill effects in children (Kelly, 1998).
Essentially, divorce was viewed as a single traumatic experi-
ence. In retrospect, much of this research has been criticized
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for various methodological flaws: Most investigators used
cross-sectional methodologies and nonrepresentative, poorly
defined samples; data often were derived from single sources
or measures of questionable validity; researchers failed to
distinguish negative effects resulting from marital discord
from negative effects resulting from divorce per se; and sig-
nificant mediating or moderating factors were not considered
(Hetherington & Stanley-Hagan, 1999).

The current model of divorce research does not assume
that divorce inevitably leads to poor outcome. Instead, devel-
opmental, family systems, and ecological models have been
adopted that regard divorce as a family transition or disrup-
tion that, depending on a variety of individual, family, and ex-
trafamilial factors, places each individual child at risk for
variable amounts of time (Hetherington & Stanley-Hagan,
1999). Emphasis is placed on the diversity of children’s ad-
justment to divorce and on the interactions among the influ-
ences that undermine or support the child’s adjustment
(Wolchik, Wilcox, Tein, & Sandler, 2000). Also, replacing the
cross-sectional tradition of early research on divorce, leading
researchers have adopted a life course, risk, and resiliency
perspective (Hetherington, 1999a). From this perspective, it
is assumed that “although divorce may be associated with
stressful changes and challenges in family members’ lives, it
also may present a chance for escape from conflict, for more
harmonious, fulfilling relationships, and the opportunity
for greater personal growth, individuation, and well-being”
(Hetherington & Stanley-Hagan, 1999, p. 130). Such a com-
plex approach is made possible by the use of more sophisti-
cated statistical methods (e.g., cluster analysis, structural
equation modeling) and research methodologies (e.g., quasi-
experimental designs, longitudinal studies, multiple outcome
measures, nationally representative samples, studying the
adjustment of multiple children in a family).

Unlike earlier reports, more recent research examining the
impact of divorce on children indicates that many of the
problems suffered by children of divorce cannot be ac-
counted for by the divorce itself. Instead, events and experi-
ences in the years preceding the divorce (e.g., general family
conflict and marital discord) are of central importance
(Cherlin et al., 1991; Kelly, 2000). For example, families on
the verge of breakup have been found to be characterized by
less intimate interparental and parent-child relationships, less
parental commitment to children’s education, and fewer eco-
nomic and human resources, resulting in more academic,
psychological, and behavioral problems for children even be-
fore the marital disruption (Sun, 2001). Moreover, children’s
maladjustment subsequent to divorce can be predicted
largely by these pre-disruption factors and by the corre-
sponding changes in family circumstances during the period

surrounding the divorce (Sun, 2001). In general, Cherlin et al.
concluded that the differences in outcome between children
from divorced and intact families derives from three sources:
(a) growing up in a poorly functioning family, (b) severe and
extended marital conflict, and (c) parents’ emotional upset,
diminished parenting capacities, and ongoing conflict that
continues after separation. Thus, the presence of prolonged
marital conflict appears to play a greater role than divorce it-
self on children’s adjustment.

Teasing apart the differential impact of marital conflict
and/or divorce proves difficult. Accordingly, there has been a
large increase in the number of studies examining complex
variables within the marriage that profoundly impact child
adjustment, including marital conflict, violence, and related
parenting behaviors. The results essentially have confirmed
that the deleterious effects of the divorce process and/or
the postdivorce family structure on children’s adjustment
have been overstated and overgeneralized (Hetherington &
Stanley-Hagan, 1999; Kaplan & Pruett, 2000; Kelly, 2000).

Finally, studies examining the possible association be-
tween genetics to divorce-proneness and to children’s adjust-
ment to divorce have begun to accumulate (Jockin, McGue,
& Lykken, 1996; O’Connor, Plomin, Caspi, & DeFries,
2000). In a prospective longitudinal comparison of children
from adoptive and biological families who divorced, findings
for psychopathology (e.g., behavioral problems, substance
abuse) appear to be consistent with an environmentally medi-
ated explanation for the association between parent divorce
and children’s adjustment. Findings for academic achieve-
ment and social adjustment, however, were consistent with a
genetically mediated explanation (O’Connor et al., 2000).
Although the results are intriguing, conclusions derived from
a single study should be viewed cautiously.

Effects of Divorce on Children’s Adjustment

It is a generally accepted fact that children of divorce, com-
pared with children in never-divorced families, have signifi-
cantly more adjustment and achievement problems (Kelly,
2000). This is not surprising considering that

most children of divorce experience dramatic declines in their
economic circumstances, abandonment (or fear of abandonment)
by one or both of their parents, the diminished capacity of both
parents to attend meaningfully to their children’s needs (because
they are preoccupied with their own psychological, social, and
economic distress as well as stresses related to the legal divorce),
and diminished contact with many familiar or potential sources
of psychosocial support (friends, neighbors, teachers, school-
mates, etc.), as well as familiar living settings. (Lamb, Sternberg,
& Thompson, 1997, p. 395)
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In the short term, the experience of parental separation and
divorce represents a significant crisis for the majority of chil-
dren and adolescents, who are likely to respond with a multi-
tude of conflicting emotions. For example, anger, sadness,
and deep feelings of loss may be apparent, but in situations
of extreme parental conflict, considerable relief also may
be experienced. Depression, low self-esteem, and anxiety
are common under these circumstances, and acting-out may
occur.

Certain differences between children of divorce and chil-
dren of never-divorced families consistently are reported
(Amato & Keith, 1991); and a recent, updated meta-analysis
suggests that this gap is widening, after a decrease during the
1980s (Amato, 2001). However, recent studies with more so-
phisticated methodologies report smaller differences be-
tween children of divorce and children of never-divorced
families than previously believed (Kelly, 2000). Contrary to
early research, most children from divorced homes actually
fall within the normal range of adjustment on standardized
measures (Amato, 1994). There is, of course, considerable
disagreement about the size and significance—both statisti-
cally and practically—of differences in problems experi-
enced (Hetherington & Stanley-Hagan, 1999). Furthermore,
although a variety of problems (e.g., teenage pregnancy, sub-
stance abuse, delinquency) in some areas of adjustment are
nearly twice as common among children of divorce than
among children of nondivorced families, it is important to
note that these problems tend to cluster together in the same
individuals, potentially exaggerating the true range of im-
pairment and pathology. The vast majority of children whose
parents divorce do not exhibit severe or enduring problems
and develop into relatively competent and well-adjusted
adults (Amato, 1999).

Despite the preceding caveat, disturbances in the social,
academic, and physical domains frequently are cited in the
literature, in addition to the psychological effects of divorce
noted earlier. Poor academic performance and achievement
test scores are commonly reported, but differences are mod-
est and are reduced further when researchers take into ac-
count the effects of changes in socioeconomic status and
parental supervision (McLanahan & Sandefur, 1994). The
school dropout rate of divorced children is two to three times
that of nondivorced children, and they are less likely to earn
a college degree (McLanahan, 1999). In addition, divorced
children are twice as likely to give birth to a child as a
teenager (McLanahan & Sandefur, 1994), to use alcohol, cig-
arettes, and marijuana (Kelly, 2000), and to engage in other
antisocial or delinquent behavior. Furthermore, children of
divorced parents tend to have more illnesses, medical prob-
lems, and physician visits, and are three times more likely to

receive psychological treatment than never-divorced children
(Zill, Morrison, & Coiro, 1993). Finally, children of divorce
commonly experience difficulty with peer relationships.

In keeping with the risk and resiliency perspective of
divorce research cited above, many researchers have investi-
gated the characteristics of children that cause some to
be more vulnerable or resilient than others. The most com-
monly investigated characteristics are age, sex, and personal-
ity. First, it has long been proposed that young children may
be more affected by divorce because they are less prepared
cognitively, emotionally, and socially to deal with the chal-
lenges and changes of divorce. However, most researchers
have reported equally negative effects for older children and
adolescents (Amato & Keith, 1991). Contrary to popular
belief, the majority of children—and especially older ones
who have the ability to form cognitively appropriate conclu-
sions—do not assume responsibility or blame for causing
their parents’ marital separation (Kaplan & Pruett, 2000).
Furthermore, as Emery (1998) has noted, the results of many
studies examining the relationship between children’s age
and adjustment are inconclusive, as age is often confounded
by other factors (e.g., time since parental separation and
divorce, age at the time of assessment).

The association between sex and adjustment to divorce is
more complex than originally believed. Although earlier re-
searchers often reported more problems pertaining to divorce
for boys and to parental remarriage for girls, findings of
more recent research do not indicate such sex differences
(Hetherington & Stanley-Hagan, 1999). When sex differ-
ences are found, they tend to be more likely to occur with
younger children than with adolescents (Amato & Keith,
1991). In addition, boys from predivorcing families demon-
strate difficulties in the domains of aggression and impulsiv-
ity, whereas girls are more likely to demonstrate difficulties
with interpersonal relationships (Block, Block, & Gjerde,
1989). Behavior problems appear to increase in children from
divorced families during adolescence, with the increased ad-
justment difficulties being more significant for girls than for
boys (Hetherington, 1993; Hetherington et al., 1992). Fur-
thermore, fathers tend to be more involved with their sons
subsequent to divorce, which is encouraging considering that
such involvement has been found to be more important for
the development of boys than of girls (Amato & Keith,
1991). Overall, divorce appears to be more detrimental to fe-
males than males, but the differences seem modest. Instead,
Hetherington (1999b) notes the complexity of the gender-
age-adjustment issue, in that adjustment and achievement in
boys and girls after divorce have been found to vary by age,
time since divorce, type of parenting, and type and extent of
conflict (Kelly, 2000). Finally, intelligent, effective, and



Research Relevant to Child Custody Evaluation and Decision Making 199

pleasant children are more likely to evoke positive responses
and support from others and to be able to adapt to new chal-
lenges and stressful life experiences (Hetherington, 1989),
whereas the psychosocial stress of divorce merely serves to
exacerbate the difficulties of already troubled and poorly ad-
justed children (Block et al., 1989; Hetherington, 1989).

Adjustment problems tend to diminish in intensity over
time, but, on average, children of divorced parents remain
less socially, emotionally, and academically well-adjusted
than children from nondivorced families (Amato & Keith,
1991). Specifically, meta-analyses have revealed that young
adults whose parents divorced (when compared to those
whose parents did not divorce) reported lower psychological
well-being and socioeconomic attainment, more pregnancies
outside of marriage and earlier marriages, poorer-quality
marital relationships, and increased propensity to divorce
(Amato & Keith, 1991). Even when issues apparently have
been resolved earlier, problems can emerge or reemerge later
in life in the face of new challenges and developmental tasks.
Again, however, such effects are modest, and the general
view of this research is still that of resiliency rather than dys-
function (Kelly, 2000). For example, in the National Child
Development Study, a long-term follow-up of divorced
children into adulthood, 94% of men and 82% of women
fell below clinical cutoffs for adult emotional disorders
(Chase-Lansdale, Cherlin, & Kiernan, 1995). Unfortunately,
however, the most enduring effects of divorce during child-
hood lie in the realm of educational attainment, which in turn
affects the occupational achievement and socioeconomic se-
curity of those who dropped out of school and entered early
marriages and parenthood (Kelly, 2000).

In the most extensive study to date, both in terms of dura-
tion (25 years) and method (e.g., based on hundreds of hours
of face-to-face interviews), Wallerstein and Lewis (1998) re-
ported anecdotal data on the psychological, economic, and
social consequences of marital breakdown on children. Over
two decades postdivorce, the young adults in the sample con-
tinued to relate sad stories of their “lost childhoods.” The
developmental tasks of young adulthood—choosing a pro-
fession or career, searching for and selecting a life partner, es-
tablishing intimacy, and beginning a family—posed special
challenges for these adult children of divorce. Specifically,
burdened with financing their own education beyond high
school, these children of middle- to upper-class parents were
forced to select career lines that, in many cases, fell far
below those of their parents. As a consequence, 40% fell
below their parents’ socioeconomic level. Furthermore, they
commonly expressed deep concerns about marriage and hav-
ing children, worrying about committing the same mistakes
as their parents. Consistent with other researchers on the

topic, Wallerstein and Lewis recognized the resiliency of
children, but emphasized that divorce “does superimpose a
series of special and difficult tasks on top of the normative
tasks of growing up” (p. 375).

Parental/Marital Conflict and Children’s Adjustment

As mentioned, marital conflict is a more powerful predictor
of children’s adjustment than is divorce itself. Marital con-
flict takes its toll via a number of mechanisms, both direct
(e.g., simple extended activation of the body’s physiological
stress response, modeling effects; Kelly, 1998) and indirect
(e.g., less effective parenting). Furthermore, among the most
important predictors of the adjustment of the child are a
number of central variables: (a) frequency and intensity of
parent conflict; (b) style of conflict (e.g., presence and type of
interspousal violence and other acts of marital aggression);
(c) manner in which conflict is resolved; and (d) presence of
buffers to ameliorate the effects of high conflict (e.g., good
relationship with at least one parent or caregiver, parental
warmth, support of siblings, good self-esteem and peer sup-
port; Kelly, 2000). More extreme expressions of parental
anger result in a broader range of adjustment problems and
significantly higher levels of psychopathology. The most
harmful conflicts are those directly concerning the child,
those to which the child is directly exposed, those that lead to
physical violence, and those in which the child feels caught in
the middle (Davies & Cummings, 1994). Furthermore, high
marital conflict is associated with less warm parent-child re-
lationships (Kelly, 1998). Parents in high-conflict marriages
engage in more erratic disciplinary practices and are more
likely to use anxiety- or guilt-inducing techniques to disci-
pline (Kelly, 1998).

Although immediately after divorce children exhibit more
problems in adjustment than those in high-conflict nondi-
vorced families, as the children adapt to their new familial
structure, the pattern of differences reverses (Hetherington &
Stanley-Hagan, 1999). In fact, when divorce is associated
with a move to a less stressful situation, children in divorced
families show adjustment similar to those in intact families
with nondistressed marital relations (Amato, Loomis, &
Booth, 1995; Hetherington, 1999b). However, when divorce
is associated with continued high levels of conflict, adjust-
ment of divorced children is worse than that of nondivorced
children, perhaps because of the lack of a second residential
parent, fewer resources, and higher rates of stressful life
events (Hetherington & Stanley-Hagan, 1999). The implica-
tions of these findings is made clear by Hetherington and
Stanley-Hagan (1999): “Essentially, if conflict is going to
continue, it is better for children to remain in an acrimonious
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two-parent household than to suffer divorce; but if there will
be a shift to a more harmonious household a divorce is ad-
vantageous” (p. 134). This relationship is not fully clear-cut,
however. As expected, when marital conflict prior to divorce
was high, divorce resulted in positive outcomes as young
adults. Conversely, when marital conflict was low and
parents divorced (divorce was unexpected), young adults
suffered more adjustment problems (Amato et al., 1995).

To summarize, children of divorce in general do appear to
suffer from a number of problems in behavioral, emotional,
and social domains, particularly in the short term after the di-
vorce, in comparison to children of families never impacted
by such a major family transition. However, the differences
are smaller than originally believed, and most children of
divorce fall in the normal range of adjustment, developing
into competent, stable adults. Furthermore, review of the
recent literature yields less than consistent findings, as re-
searchers have employed very different methodologies, in-
cluding groups sampled, instruments used, definition of
terms, length of follow-up, and the age of children at the time
of divorce (Kaplan & Pruett, 2000).

A substantial body of research on the effects of divorce on
children has accrued since the 1970s, but there are still many
issues left virtually unexplored and others remain open for
clarification. Hetherington & Stanley-Hagan (1999), in their
extensive literature review, identified a number of sugges-
tions for new directions of research. First, although not en-
tirely new, the need for further longitudinal studies cannot be
overstated. There has been an increasing call for research to
examine the diverse developmental trajectories and patterns
of children’s outcomes subsequent to divorce rather than fo-
cusing solely on averages. Cross-sectional studies that have
so plagued the early research on the topic cannot address
adequately the dynamic interaction of risk and protective fac-
tors that influence the adjustment of children over time. Sec-
ond, the use of rigorous methodologies must continue and
new strategies for studying this complex topic be proposed
and tested. Interdisciplinary efforts, combining the sampling
skills of sociologists and the assessment and observational
skills of psychologists, are necessary. Third, although re-
search on divorce in White, middle- to upper-class families
proliferates, there is an unfortunate dearth of information on
other cultural, ethnic, and racial factors that affect adjust-
ment. This must be rectified to be able to draw even remotely
adequate, generalizable conclusions. Fourth, more studies
should take a family systems approach, considering chil-
dren’s relationships with custodial fathers, noncustodial par-
ents, grandparents, siblings, and other relatively neglected
family subsystems. Furthermore, effects of multiple transi-
tions and reorganizations of the family (e.g., transitioning

into stepfamilies, parental relocation) on children’s adjust-
ment must be investigated, given that this is a common real-
ity for many families. Fifth, because the family is but one
system in which a child is nested, albeit a critical one, more
ecological approaches studying the effects of extrafamilial
structures or factors (e.g., neighborhood, school, peers, place
of worship) must be undertaken. Finally, long-term system-
atic examinations of interventions with divorced families
must follow.

Parenting after Divorce

When parents divorce, children of all ages express anxiety
about caretaking and custody arrangements (Kelly, 1998). In
all families, regardless of the number of structural reor-
ganizations or the time since each transition, children’s
adjustment is associated with the quality of the parenting
environment (Hetherington et al., 1992): the degree to
which parents are warm and supportive, communicative, re-
sponsive to their needs, exert firm, consistent control and
positive discipline, and monitor their activities (Hethering-
ton & Stanley-Hagan, 1999). Especially important in single-
parent homes in which, by definition, no other residential
parent is available, is the ability of the custodial parent to
provide these family management practices. It is also im-
portant for both parents to be able to minimize the conflict
to which their children are exposed. This includes not fos-
tering hostility against the other parent and not allowing the
child to get caught in the middle of parental conflict (Het-
herington & Stanley-Hagan, 1999).

Considering the stress involved with divorce, psychologi-
cal and health problems often ensue, compromising the abil-
ity of parents to be responsive and sensitive to their children’s
needs and to be consistently controlling of their behavior
(Hetherington, 1993). Children’s personal circumstances and
developmental needs are often given inadequate attention,
particularly among couples characterized by high rates of
litigation and relitigation, high degrees of anger and distrust,
intermittent verbal and/or physical aggression, difficulty fo-
cusing on their children’s needs as distinct from their own,
and chronic difficulty coparenting and communicating about
their children after divorce (Lamb et al., 1997). Furthermore,
there is wide variability in the amount of time most individu-
als, both parents and children, take to achieve stability. The
fact remains, however, that the overall psychological and
economic well-being of custodial parents is one of the most
powerful predictors of children’s adjustment following di-
vorce (Lamb et al., 1997).

In accordance with findings in the broader developmental
literature, a recent study found both additive and interactive
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effects between parenting variables and child variables (i.e.,
temperament) in predicting adjustment problems in children
after divorce (Lengua, Wolchik, Sandler, & West, 2000).
Utilizing a sample of 231 mothers and children who had ex-
perienced divorce within the preceding 2 years, main effects
were detected for both parenting (with a focus on parental
rejection and inconsistent discipline) and temperament (rep-
resented by positive/negative emotionality and impulsivity),
in terms of the prediction of child adjustment problems
(e.g., depression, conduct problems). Moreover, significant
interactions resulted: Parental rejection was more strongly
related to depression and conduct problems for children low
in positive emotionality. That is, positive emotionality ap-
pears to act as a protective factor for children, buffering the
impact of maternal rejection. Furthermore, inconsistent dis-
cipline was more strongly related to adjustment problems
(both depression and conduct problems) for children high in
impulsivity, suggesting that children with impulse control
difficulties may be at risk for developing problems of vari-
ous kinds.

Economics and Remarriage

Particularly in mother-headed single-parent households,
divorce commonly brings a significant decline in economic
resources. Whereas fathers suffer a 10% decline in income
following divorce, mothers, who continue to be granted pri-
mary physical custody of children despite changing concep-
tions of gender and parent roles, experience a 25% to 45%
drop in family income, further adding to general levels of
stress (Furstenberg, 1990). The establishment and mainte-
nance of two separate residences made necessary by separa-
tion and divorce impose economic burdens on the family as
a whole (Lamb et al., 1997). Given how widespread eco-
nomic disadvantage is among single-parent mother-headed
families, it is unfortunate that economic disadvantage is
commonly found to be the most significant risk factor for
children’s adjustment (e.g., McLanahan, 1999; McLanahan
& Sandefur, 1994).

Although one way that custodial mothers can improve
their financial situation is by remarrying (Furstenberg, 1990),
the benefits of increased income do not appear to counterbal-
ance the additional stresses experienced by children in step-
families (Hetherington, 1993). Aside from the stress of
adjusting to new family members, remarriage often entails
relocation, which means further limiting availability of
friends and relatives to provide social and emotional sup-
port during stressful times (Lamb et al., 1997). This is
extremely problematic because children benefit from regular-
ity, consistency, and continuity, which pertain not only to

parental involvement, but to peers, extrafamilial caregivers,
and schools.

Access to the Noncustodial Parent

Meaningful economic and psychological involvement of the
noncustodial parent is important in terms of children’s post-
divorce adjustment. To maintain high-quality relationships
with their children, parents need to have sufficiently exten-
sive and regular interaction with them, but research indicates
that the amount of time involved is usually of less import
than the quality of the interaction (Lamb et al., 1997). From a
developmental perspective, it is recommended that time dis-
tribution arrangements ensure the involvement of both par-
ents in important aspects of their children’s everyday lives,
including bedtime/waking rituals, transitions to/from school,
and extracurricular activities (Kelly & Lamb, 2000). To-
gether with developmental needs, parents must consider the
temperament and dynamic individual circumstances of the
individual child, and plans must be continuously adjusted
accordingly (Lamb et al., 1997).

Although contact with both parents is valuable, when con-
flict between the two parents is intense, frequent contact with
each actually can be harmful (Lamb et al., 1997). Further-
more, when a parent’s adjustment is affected by mental ill-
ness or incapacity, serious substance abuse, or domestic
violence, the potential costs of continued contact with
children may outweigh the benefits (Lamb et al., 1997). Con-
versely, families headed by parents whose relationship is
characterized by cooperation and flexibility in decisions
about custody tend to enjoy greater advantages overall,
which is not surprising. Specifically, more cooperative fami-
lies, reflected by parents mediating rather than litigating cus-
tody, tended to have nonresidential parents who maintained
more contact with their children, were more involved in mul-
tiple domains of their children’s lives, had a greater influence
in coparenting 12 years after the custody dispute, and made
more changes in their children’s living arrangements over the
years (Emery, Laumann-Billings, Waldron, Sbarra, & Dillon,
2001). Moreover, increased contact between parents did not
lead to heightened coparenting conflict.

Research has resulted in conflicting findings regarding the
importance of children’s contact with their father. For exam-
ple, large-scale national studies have generally found no rela-
tionship between frequency of father contact and children’s
postdivorce adjustment (Kelly, 2000). However, in a meta-
analysis of 57 studies, Amato and Gilbreth (1999) found that
more recent studies of father-child contact provide stronger
evidence of father impact on child adjustment than do earlier
studies. Again, the quality of the relationship (e.g., feelings of
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closeness with the child and active parenting of the father) is
more important than frequency of visits. The degree to which
father involvement impacts child adjustment, however,
ultimately is linked to such factors as degree of conflict,
type of paternal and maternal acceptance, and regular pay-
ment of child support (Lamb, 1999; McLanahan & Sandefur,
1994; Pruett & Pruett, 1998). Furthermore, one group of
researchers reported that even when economic factors were
accounted for, children in father-custody families evi-
denced fewer problems than those in mother-headed families
(Clark-Stewart & Hayward, 1996). Nevertheless, while
“fathers are important . . . children can develop well in
mother-headed families with absent fathers” (Hetherington &
Stanely-Hagan, 1999, p. 136).

Type of Custody Arrangements

At a theoretical level, substantial debate remains about which
custody arrangement is in the best interests of children.
Besides the benefits and detriments to each parent (and
how they indirectly affect a child), effects on the child with
regard to single-parent versus joint-custody arrangements are
mixed. On the one hand, advocates of joint-custody argue
that children are expected to experience both higher quality
residential parenting and relationships with nonresidential
parents, more cooperative coparenting, and ultimately, better
adjustment (Emery et al., 2001; Gunnoe & Braver, 2001).
Conversely, critics are concerned that joint custody exacer-
bates family conflict by requiring sustained contact to col-
laborate in the child’s interests and that children will be
adversely affected when they are unable to keep their rela-
tionships with both parents equal (Gunnoe & Braver, 2001).
Moreover, results of research on the adjustment of children
from single-parent versus joint custody families also have
been mixed. For example, Johnston (1995) asserts that more
recent and larger studies find few differences in adjustment
between children in sole versus joint physical custody, other
than higher parental income and education and regular child
support payments among joint custody parents. Conversely,
Kelly (2000) notes that joint legal custody has been linked to
children’s well-being. Yet others have speculated a more
complex relationship between type of custody arrangement
and adjustment. For example, Gunnoe and Braver (2001)
identified 20 variables that predisposed families to be
awarded either sole or joint custody, including demographic
factors (e.g., education of mother, hours per week worked
by father), parental adjustment (e.g., fathers’ anger), spousal
relations (e.g., mothers’ visitation opposition), aspects of
both fathers’ parenting (e.g., involvement in child rearing,
visitation during separation) and mothers’ parenting (e.g.,

rejection/acceptance of child), and child adjustment (e.g.,
male children’s antisocial behavior, impulsivity). After
controlling for these factors, which were hypothesized to
have confounded apparent effects obtained in previous re-
search, results indicated that families with joint custody had
more frequent father-child visitation, lower maternal satis-
faction with custody arrangement, and more rapid mater-
nal re-partnering. All in all, however, children tended to
exhibit fewer adjustment problems. Moreover, Maccoby and
Mnookin (1992) reported that when conflict was low after di-
vorce, adolescents in joint physical custody were better ad-
justed, but not in high-conflict postdivorce families. Finally,
in families with extreme and continuing high conflict after di-
vorce, children (particularly girls) with more frequent transi-
tions and shared access were found to have more emotional
and behavioral problems than children in sole custody situa-
tions (Johnston, 1995). Thus, it appears that interparental
conflict continues to be a pivotal factor in children’s adjust-
ment well after the marriage has been dissolved. The type of
custody arrangement and its likely effects cannot be consid-
ered in isolation.

SUMMARY

Child custody evaluations are one of the most difficult areas
of forensic practice, given the complexity of the issues at
hand (e.g., vague legal doctrines, contentious family dynam-
ics, multiple persons and domains requiring assessment) and
the intrinsically tenuous nature of any empirically supported
conclusions that examiners reasonably can be expected to
draw in most cases. Despite these difficulties, it seems clear
from the preceding review that significant improvements in
the child custody arena have been made in recent years.
These improvements can be seen in the ever-expanding data-
base of empirical research concerning the relationship be-
tween parenting behavior and child adjustment, the effects of
divorce, and the impact of various custody arrangements on
children. Improvements also can be seen in terms of the de-
velopment of professional guidelines promulgated by various
organizations that provide at least some instruction about
standards of practice for examiners.

Despite these advances, considerable room for improve-
ment remains in most areas of research and practice, and sig-
nificant problem areas should be noted (see also Nicholson &
Norwood, 2000). First, the existing assessment approaches
employed by many examiners remain of questionable value
for assessing the psycholegal constructs relevant to child
custody issues. Moreover, the recent advent of “custody-
specific” tests in particular could be argued to be a step
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backward in the process of developing appropriate instru-
mentation. Second, the scientific foundation on which exam-
iners should draw their conclusions and/or recommendations,
although considerably improved, remains in its infancy. Fur-
thermore, research in this area always will be constrained by
the inability to use true experimental designs to address the
most prominent questions related to custody decision making.
Additionally, little is known about how child custody evalua-
tors, attorneys, and judges consider information in cases, and
on what types of information they base their decisions.

Afinal and more general area of concern is that many of the
fundamental issues needing to be resolved in custody cases
(e.g., what is in a child’s best interest) ultimately are value
judgments that may not be directly amenable to scientific in-
quiry, although value judgments made by legal decision mak-
ers certainly can be informed by scientific data (as noted
previously). Some of the more damning critiques of this area
of practice assert that it is little more than subjective value
judgment dressed up as expert opinion or social science data.
In fact, there remains a debate within the field about the fun-
damental appropriateness of the involvement of mental health
professionals in child custody evaluations (Emery, 1999;
Koocher, 1999; Melton, 1999; O’Donohue & Bradley, 1999;
Weisz, 1999). Despite this debate, it is clear that mental health
professionals will continue to be involved in these evaluations
for the foreseeable future. As such, attention to improving the
quality of practice in this area should remain a priority.
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Over the past two decades, there has been increased attention
paid around the world to the causes and effects of traumatic
stress on children. Along with this has been an increasing
recognition that children may experience a variety of psycho-
logical reactions, including posttraumatic stress disorder
(Pynoos, Steinberg, & Goenjian, 1996; Shannon, Lonigan,
Finch, & Taylor, 1994). These developments, and the nature
and consequences of psychological trauma, are of particular
interest to both psychologists and attorneys addressing issues
related to a variety psycholegal applications involving
children.

DEFINITIONS OF TRAUMA

Trauma is discussed in the literature in various ways. Psycho-
logical trauma has sometimes been described as an
overwhelming experience that can result in a continuum of

posttrauma adaptations and/or specific symptoms. At other
times, psychologists and lawyers have interchangeably de-
fined trauma as a qualitative degree of suffering within the
child (an effect) or as a psychological consequence related to
a forensically relevant event (a cause). The forensic psychol-
ogist asked to evaluate children in such matters should be
careful to avoid assumptions about the nature, extent, and
causality of psychological functioning based solely on the ex-
istence of a legally contested event and its presumed magni-
tude of psychological disruption. Whether a child has suffered
the effects of trauma that is proximally related to a legally re-
lated event can be determined only after a careful analysis of
multimodal data gathered within an objective forensic evalu-
ation context.

Melton, Petrila, Poythress, and Slobogin (1997) note that a
variety of terms have been used to describe the mental
effects associated with emotional distress legal cases, but the
trauma-based diagnosis most likely to be involved in mental
injury cases is posttraumatic stress disorder (PTSD). Impair-
ment and diagnosis are both relevant to clinical treatment
and prognosis. In assessing childhood trauma, concepts of

I wish to thank Marc R. Stein, Esquire, and Robert Kinscherff, PhD,
JD, for their very helpful review of the chapter.
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damage or disability should include evaluations of whether
the child’s psychological problems were proximately caused
by a legally relevant event. Evaluation of childhood trauma
need not be limited to traditional psychiatric diagnostic clas-
sifications systems, such as the Diagnostic and Statistical
Manual of Mental Disorders, fourth edition (DSM-IV; Amer-
ican Psychiatric Association [APA], 1994).

The DSM-IV states that the essential feature of PTSD is the
development of characteristic symptoms following exposure
to a situation experienced as stressful. The stressful event can
involve direct personal experience that involves actual or
threatened death or serious injury or other threat to one’s
“physical integrity,” as well as “witnessing an event that in-
volves death, injury, or a threat to the physical integrity of an-
other person; or learning about unexpected or violent death,
serious harm or threat of death or injury experienced by a fam-
ily member or other close associate” (APA, 1994, p. 424).

Historical accounts of trauma appear early in literature
and are varied. For example, as cited in Pynoos et al. (1996),
accounts of an adolescent’s reactions to the eruption of
Mount Vesuvius are reported as early as A.D. 100–113 in the
letters of Pliny the Younger (1931). Andreasen (1985) notes
that the term post-traumatic stress disorder first appeared in
DSM-III, but that the concept is considerably older, often
found in histories of early warfare. Andreasen describes a
stress syndrome in soldiers during the U.S. Civil War that
was originally believed to be due to functional cardiac distur-
bance. The condition of “shell-shock” during World War I
was once believed to be due to organic brain syndrome sec-
ondary to carbon monoxide gas. World War II gave rise to a
great number of “combat neuroses” or “traumatic war neu-
roses,” which led to an increased interest in PTSD, eventually
resulting in a category of “gross stress reaction” in the
International Classification of Diseases (ICD; World Health
Organization, 1977).

The Web site of the National Institute of Mental Health
Public Inquires notes that PTSD is a debilitating condition
that follows a terrifying event and can occur at any age,
including childhood. About 4% of the population will
experience symptoms in a given year. Symptoms typically
begin within three months following a traumatic event, al-
though occasionally symptoms do not begin until years later.
Once PTSD develops, the duration of the illness varies. The
DSM-IV reports prevalence ranges from 1% to 14% because
of the variability of the methods of ascertainment and sam-
pling of populations. The public information Web site for the
American Psychiatric Association (1999) reports that 10%
of the population has been affected at some point by clini-
cally diagnosable PTSD. The DSM-IV notes that duration
of symptoms varies, with complete recovery occurring within
three months in approximately half of cases. Andreasen

(1985) notes that chronic PTSD is less common than acute,
with symptoms of six months or longer. The foregoing statis-
tics are not specific to children. Therefore, evaluators should
appreciate that a given referral involving child trauma may
represent a problem with significantly different base rates.

In his manual for the Trauma Symptom Checklist for
Children, Briere (1996) notes that researchers have docu-
mented a wide variety of psychological effects associated with
trauma.As cited by Briere, some of the effects include the mur-
der of a parent (Malmquist, 1986), war (Baker, 1990; Sack,
Aangel, Kinzie, & Rath, 1986; Ziv, Kruglanski, & Shulman,
1974), natural disasters such as earthquakes or hurricanes
(Green et al., 1991), physical and sexual abuse (Browne &
Finkelhor, 1986; Kiser, Heston, Millsap, & Pruitt, 1991;
Kolko, Moser, & Weldy, 1988; Lanktree, Briere, & Zaidi,
1991), witnessing spousal abuse (Jaffe, Wolfe, & Wilson,
1990; Kashani, Daniel, Dandoy, & Holcomb, 1992), physical
and sexual assaults by peers or caretakers (Boney-McCoy
& Finkelhor, 1995; Freeman, Mokros, & Poznanski, 1993;
Singer, Anglin, Song, & Lunghofer, 1995) as well as parental
divorce or hospitalization of a family member (Evans, Briere,
Boggiano, & Barrett, 1994). Studies suggest that half of all
sexually abused children meet partial or full criteria for PTSD
(McLeer, Deblinger, Atkins, Foa, & Ralphe, 1988; McLeer,
Deblinger, Henry, & Orvashel, 1992). In addition to direct
threats to children, posttraumatic stress can be experienced
indirectly when children perceive threat to their major
sources of psychological security. Motor vehicle accidents
are considered the major cause of posttraumatic stress in the
general population (Norris, 1992). Burns can result in pro-
tracted and disfiguring injuries; in pediatric cases, fire and
burn injuries are second only to motor vehicle accidents in
children ages 1 and 4 years.

Children may be traumatized not only by directly experi-
encing traumatic experience, but by observing the event
(Lyons, 1988). In the growing literature concerning domestic
violence, children are described as being subject to serious
psychological detriment from the observation or knowledge
of violence in the household (Jaffe, 1995). Parent reports of
the child’s history or their ratings of the child’s functioning
can be distorted by downplaying the incidence of interper-
sonal violence in the family or their noting the effects on the
child.

Classes of Psychological Trauma

The range of forensically relevant referrals can be grouped
into categories of noninterpersonal and interpersonal forms of
trauma. Noninterpersonal forms of trauma can include
burns, witnessing fires, motor vehicle accidents, floods, earth-
quakes, and hurricanes, and other forms of natural disaster.
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Interpersonal forms of trauma can include sexual/physical
abuse, witness to domestic violence or spousal murder,
chronic exposure to expressed hostility in divorce conflicts,
kidnapping, or shootings in school settings. One case the
writer reviewed involved the scalding death of a baby in
the presence of multiple siblings. In this case, there were
direct and secondary traumatic effects of interpersonal origin.
Not only did the children witness the death of a sibling by a
parent, but they were also being considered for trial testimony
in the prosecution of a parent in a death penalty case.Although
each case should be analyzed without preconceptions as to
whether a child is necessarily affected or to what degree,
DeBellis (1997) noted that when trauma is of interpersonal
origin, the resulting disorders may lead to more lasting and/or
severe symptoms.

Terr (1991) suggested that two classes of trauma may lead
to PTSD in children. The first involves single, sudden and
unexpected experiences, such as being the victim of a violent
crime; the second involves repeated occurrences, often ex-
pected by the victim, such as ongoing physical or sexual
abuse. Repeated exposure to traumatic stressors may result in
significant psychological disruption for a variety of reasons,
including the child’s inability to profit from moderating vari-
ables of resilience, social support, and positive coping mech-
anisms. The assessment should be broad enough to examine
variables beyond simply the magnitude of the stressor, as me-
diating variables can significantly affect the child’s reaction
to a traumatic event. 

DSM Diagnoses Related to Childhood Trauma

Relevant DSM diagnoses include, but are not limited to,
PTSD, acute stress disorder, and adjustment disorder with
anxious or depressed features. Careful differential diagnosis
is needed, particularly concerning mood disorders and/or
attention-deficit/hyperactivity disorder (ADHD), whose clin-
ical presentations can appear similar and may be comorbid
with PTSD. Meyer (1993) has noted that it may be more
appropriate at times to use the diagnosis of adjustment dis-
order, qualified by possible features of anxious or depressed
mood, disturbance of conduct, academic inhibition, mixed
emotional features or mixed disturbance of emotions and
conduct. This can occur when a stressor is more likely within
the normal range of experience, with little in the way of a
vivid reexperiencing of the event.

Differential Symptomatology of Posttraumatic
and Anxiety States

PTSD is classified as one of the anxiety disorders. Although
some features of some anxiety disorders can occur in

posttraumatic states, there are a number of distinguishing
characteristics. Knowledge of these differences can be im-
portant when formulating opinions as to whether the symp-
toms documented in the forensic evaluation are proximately
caused by a legally related event or are related to a preexist-
ing or coexisting disorder. For example, panic attacks can be
associated features of other anxiety and psychotic disorders.
Panic attacks in PTSD are cued by stimuli recalling the stres-
sor, whereas panic attacks that occur in the context of other
anxiety disorders are situationally bound, predisposed, or
more generalized. Panic attacks in PTSD can generalize to
other situations but should originate in stimuli reminiscent of
the trauma before generalization. In social phobia, the panic
attack is cued by social situations; in specific phobia, by a
particular object or situation; and in obsessive-compulsive
disorder, by exposure to the object of an obsession (DSM-IV,
APA, 1994). Anxiety as a trait has a familial association.
Generalized Anxiety Disorder, which includes Overanxious
Disorder of Childhood, consists of a variety of anxiety
symptoms exclusive of the distinguishing posttraumatic
characteristics.

Acute stress disorder is a closely related diagnosis, but is
appropriate only for symptoms that occur within one month
of an extreme stressor. For symptoms that persist longer than
one month, PTSD should be considered. For those children
who experience an extreme stressor but do not meet the
PTSD criteria of dissociative symptoms, persistent reexperi-
ence of the traumatic event, marked avoidance of stimuli
associated with the traumatic event, anxiety, or arousal, a di-
agnosis of adjustment disorder should be considered. When
attempting to describe the results of one’s forensic evaluation
using DSM classifications, it is important to keep in mind that
each descriptive term may represent connotations to judges
or attorneys not consistent with their meanings and implica-
tions understood by mental health professionals. For exam-
ple, the term acute stress disorder may be understood to be
synonymous with PTSD in terms of the severity of symptoms
or how long symptoms persist. Therefore, diagnoses de-
scribed in reports or during testimony should be carefully
characterized and distinguished from one another.

Dissociative amnesia is characterized by a difficulty in re-
calling important personal information, whereas depersonal-
ization can include persistent or recurrent feelings of being
detached from one’s mental processes or body (DSM-IV,
APA, 1994). Dissociative amnesia can occur in PTSD and is
not diagnosed when it does. Forensic evaluation of children
who have experienced chronic sexual or physical abuse
should consider the possibility of dissociative reactions as
part of a PTSD. Evaluation of these children requires addi-
tional evaluation competencies to ensure defensible inter-
viewing techniques and the reliability of one’s opinions.
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The range of symptomatology with children is not defined
by stage of development or the severity of the disorder. Eval-
uators should be alert to the widest possible spectrum of man-
ifestations that can differ from those found in the diagnostic
criteria for PTSD. The evaluator should be knowledgeable
about traumatic reactions in children and carefully assess
the possible presence of such problems. Doing so not only
increases the evaluator’s confidence in the conclusions,
but also anticipates possible cross-examination challenges to
forensic opinions.

Communicating Trauma in Forensically Relevant Terms

Evaluators should not rely solely on DSM diagnostic formula-
tions to define forensically relevant issues. This diagnostic
classification system was not developed to address legally rel-
evant questions such as proximate cause in civil cases, the best
interests of children in custody disputes, or whether children
require the protection of the Juvenile Court in child abuse
cases. Although trauma assessment can be undertaken in any
of the psycholegal contexts described above, if the forensic
psychologist uses only the DSM classification system, impor-
tant areas of legally relevant information related to the child’s
response to traumatic events may be overlooked. Some chil-
dren experience problems not detectable on standardized tests.
Some have few symptoms; those who do not reach thresholds
of clinical concern may yet be at risk for “sleeper” effects,
experiencing significant problems later in the developmental
sequence. The American Academy of Child and Adolescent
Psychiatry (1998) noted that PTSD in children may be under-
diagnosed, possibly because the diagnostic criteria are not
developmentally sensitive or because available methods for
assessment make it difficult to detect these effects.

Phase-Related Trauma Symptomatology

Forensic evaluators of trauma should recognize that the acute,
chronic, and delayed-onset phases of the disorder may pro-
duce different symptoms of different intensity or frequency in
children at different developmental stages. Children in the
acute phase may have nightmares, distressing dreams, hyper-
vigilance, difficulty falling asleep, generalized anxiety, and an
exaggerated startle response. A different symptom pattern
among children whose PTSD had moved into a chronic form
was noted by Famularo, Kinscherff, and Fenton (1990) for
children suffering long-standing difficulties with detachment,
restricted range of affect, sadness, dissociative episodes, es-
trangement from others, and a future expectation that life will
be difficult.

Determinants of Traumatic Effects

How a child reacts to a stressful event is a function of a com-
plex biopsychosocial process, including, but not limited to,
the level of stress; the nature of the traumatic event; the indi-
vidual’s coping ability, predisposition for autonomic arousal,
and personality; the constructive support available from care-
takers following the trauma; and comorbid or premorbid de-
velopmental/psychological conditions. The impact of any
potentially traumatic experience depends not only on the
characteristics of the event, but also on the child’s tempera-
ment, neurodevelopmental reactivity, attachment status, and
a variety of risk-protective factors (e.g., family functioning
and emotional resources; Saywitz, Mannarino, Berliner, &
Cohen, 2000). Briere (1997) summarized the determiners of
posttraumatic responses. He includes such factors as the
characteristics of the stress, variables specific to the victim,
subjective response to the stress, and the response of others
to the victim. These factors can account for significant vari-
ability among children who experience what appears to be
equivalent stresses. These findings underscore why it is es-
sential for forensic evaluators to view each child’s situation
as unique. The developmental vulnerability of the child may
increase the significance of the response by caretakers or oth-
ers toward that child, thus highlighting the need for a child
forensic evaluation to carefully consider this factor.

Understanding Trauma as Developmental
Psychopathology

It is essential that forensic evaluators of childhood trauma un-
derstand developmental psychopathology. This provides an
integrative framework for understanding the normal trajec-
tory of changes in children in general, and how disruptions in
childhood development can occur at later stages in the child’s
life. Examined in this framework, the disruptive effects of
traumatic experience can be understood to have consequences
on the child’s future ability to process information, regulate
affect, and adapt socially (Berliner, 1997). The potential for
future developmental disruption to a child’s functioning is
one distinguishing feature in assessing trauma in children as
compared to adults. It is clear, however, that childhood trauma
may have profound effects on all of adult functioning, to the
extent that childhood trauma may be considered a mitigating
factor in death penalty cases (Goldstein & Goldstein, in
press). At times, a traumatic event can exacerbate a preexist-
ing psychological condition, such as a child’s anxiety and loss
following a conflictual divorce in his or her family.

It is always important for the forensic evaluator to recog-
nize that the presence of legitimate psychological symptoms
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does not necessarily mean that they represent legally relevant
evidence of impairment. For example, and as described later,
whether psychological impairments are proximately related
to legally contested events is an essential consideration for
psychological evaluation of damages in a personal injury
civil litigation. 

Biological Reactions to Trauma

Traumatic events can produce a complex interaction between
behavioral and biological stress responses systems. DeBellis
and Putnam (1994) noted that multiple, densely intercon-
nected, neurobiological systems were likely to be impacted
by acute and chronic stressors associated with the traumatic
event. The dysregulation of stress response systems within
the child may impact emerging neurodevelopment and thus
be potentially more detrimental to a child than to an adult.
These major systems can have significant implications for
the strength of mood dysregulation, including anxiety and
depression. Evaluation should include an assessment of be-
havioral manifestations of motor restlessness due to hyper-
aroused stress systems and/or learning and memory deficits
that may be secondary to anxiety. In addition, DeBellis and
Putnam suggest that it is important to note the biological role
in understanding traumatic effects because of the potential
use of pharmacological treatments for specific target symp-
toms. Such treatment may represent an important element
that determines the prognosis for the child’s recovery. The
presence or absence of appropriate treatments after a trau-
matic event may affect the ultimate settlement in assessing
damages. Although the forensic evaluator may not be able to
accurately project the response by the child to such recom-
mended interventions, identifying the foregoing issues in an
evaluation report can significantly benefit considerations for
treatment or legal settlement.

Comorbidity and Preexisting Dysfunction

Traumatic effects with children can assume a variety of
divergent symptomatic expressions, requiring a broad-
spectrum assessment of major areas of developmental func-
tioning. Broad assessment also can identify conditions that
coexist and are not proximately related to a legally contested
event. Children may be assessed years after a traumatic event
following the appearance of a number of psychologically
significant symptoms independent of the initial trauma. Foren-
sic evaluators familiar with trauma can conduct careful inter-
views of children that increasingly focus evaluation questions
to clarify the nature of a child’s psychological functioning.

Pynoos et al. (1996) note that grief, depression, posttrau-
matic stress, and separation anxiety are interrelated but can
occur independently of one another. It is essential to have as
complete a history as possible of the child’s functioning over
the entire developmental life span up to the time of the trau-
matic event. Frequently, evaluators focus on present function-
ing without sufficient inquiry concerning prior functioning.
Questions about prior functioning should include inquiries
about trauma that may have occurred before the legally con-
tested event. Many children are victims of domestic violence,
physical and/or sexual abuse, medical emergencies, or fires or
are witnesses to extreme violence. These children may have
been experiencing symptoms before the legally contested
event. The evaluator must, therefore, determine whether the
prior trauma has contributed to increased impairment or the
child’s functioning has been changed by the event. For exam-
ple, some children who have been removed from their parents
due to child protection concerns are subsequently maltreated
while in substitute care. Other children evaluated for psycho-
logical damages stemming from a fire may have been victims
of chronic sexual abuse prior to the legally contested event.
Consequently, the evaluator may observe significant sympto-
matology not caused by a specific traumatic event that was the
precipitant for the evaluation referral.

Factors Mediating Traumatic Response

As noted above, prior traumatization can be a factor affecting
the duration or severity of the trauma response. The sudden-
ness or severity of the stressor is an important component in
predicting the impact on the child, but could increase or de-
crease potential effects depending on other variables. It is
helpful for evaluators to consider that current symptoms may
not remain present in the near future. Conversely, positive
functioning at the time of the evaluation should not be taken
to indicate that the child could not have suffered significant
symptoms at an earlier time. Situational factors such as pro-
tracted litigation can have a contributing effect at the time of
evaluation (Weissman, 1990). Personality traits can create
vulnerabilities that limit adaptation and foster chronic im-
pairment. The presence or absence of social support can have
a dramatic effect on children’s adaptation to traumatic stress.

Shalev (1996) and Shalev, Bonne, and Eth (1996) noted
various factors that may predict the likelihood of PTSD,
including pretrauma vulnerability, the magnitude of the stres-
sor, immediate responses to the event, and posttrauma re-
sponses. Additional factors that can affect the duration or
severity of posttraumatic responses include genetic predis-
position, prior traumatization, preexisting personality, and
the child’s stage of development at the time the trauma is
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experienced (van der Kolk, 1987). These factors provide use-
ful criteria to consider in any forensic trauma assessment.

COMPETENCY, RECALL, AND CREDIBILITY
OF CHILDREN’S STATEMENTS

Children’s statements during evaluation must be considered
in terms of developmental competency to accurately report
the experience, accurately recall the chain of events, and in
terms of deception. The child’s reports should ordinarily be
assessed against corroborating data, which usually are more
persuasive than clinical observation alone. Kuehnle (1996)
noted that in the context of assessing the veracity of state-
ments from children suspected of having been sexually
abused, information based on consistent observations by
multiple experienced professionals has consensual validity.
Reports of teachers, day care staff at preschools, and pediatri-
cians, in addition to mental health professional consultation,
can help establish consistency of statements and behavior
across settings and time periods. Such methods can assist in
the determination of the child’s accuracy of recall and devel-
opmental competency or indications of deception. Forensic
evaluators should never solely rely on subjective appraisals
of a child’s credibility to answer psycholegal questions.

Weissman (1991) reported that competency in reporting
events involves the capacity to perceive facts accurately, to
recall, to distinguish truth from falsehood, and to be able to
communicate based on personal knowledge of the facts.
Expert developmental knowledge of cognitive capacities is
required to assess the child’s reports and to frame questions
in developmentally appropriate language. Preschool children
are particularly susceptible to suggestibility as well as to de-
velopmentally different ways of expressing or experiencing
time and sequence. Because of these developmental lim-
itations, it is sometimes difficult to determine whether an
absence of reported symptoms is due to an absence of diffi-
culty, developmental limitations in expression, or DSM-IV
Cluster B symptoms associated with avoidance of thoughts
or feelings caused by the trauma.

When assessing young children’s reports about traumatic
events, one must recognize the potential complications of
recall/memory in adults and children. Accurate recall by chil-
dren represents a complicated process affected by diverse
variables, including ongoing reports by family members and
a shifting developmental interpretation for the original expe-
rience. As the child learns from others about the traumatic
event and their reaction to it, the child can internalize a be-
lief at variance with the actual event. Studies of memory
show that events are not simply encoded and later replayed,

analogous to a tape recorder. Accurate recall is malleable,
subject to various factors, including suggestibility, the length
of time delay until questioned, emotions that existed at the
time of the event, and potential selective reinforcement for
certain beliefs. In addition, children have a natural tendency
to reach closure, which may lead them to construct a “story”
explaining what happened. Such perceptions and beliefs
reported by children during evaluation may or may not be
factually accurate in whole or in part, but they are psycho-
logically important to understanding children’s adaptation.
Although these points need to be carefully considered, chil-
dren should not be presumed incapable of accurate reporting
of prior events, including child abuse.

EVALUATION OF TRAUMA

Psychological-Legal Contexts for Evaluating Trauma

The nature of the legal proceeding determines the applicable
psycholegal constructs to be considered in each case. Psycho-
logical assessment involving childhood trauma can occur in a
variety of legal proceedings, each with different purposes,
court rules, rules of evidence, and culture among attorneys
and judges.

The forensic evaluation is different in scope, purpose, and
method from a traditional clinical assessment. The selection
of assessment instruments and interview formats should be
consistent with the psycholegal requirements of the assess-
ment. If traditional clinical instruments are selected, the eval-
uator should use them with a complete understanding of their
limited applicability to the ultimate legal questions. 

The purpose of the forensic assessment of trauma is to in-
form the court with the use of objectively gathered, valid, and
relevant information. To assist the court in making informed
judgments, evaluators should be open to various alternative
hypotheses. Psychological tests can complement interview
data by providing standardized administration of various
questions or tasks with normative data. Prior to the comple-
tion of the report, the evaluator should challenge his or her
own conclusions by formulating counterhypotheses to ex-
plain the same findings. Melton et al. (1997) suggest that the
interpretive results of tests are best considered as hypotheses
subject to corroboration from other sources.

Grisso (1986) has noted the problem of employing general
psychological constructs as a conceptual basis for assess-
ments related to psycholegal issues. He discussed the need to
use, whenever possible, specific forensic formulations and
instruments. As with all psychological assessment instru-
ments, forensic assessment instruments operationally define
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dimensions of behavior, attitude, or ability. Grisso notes
that forensic assessment instruments resemble criterion-
referenced tests, which can specifically define the legally rel-
evant domain to be measured and formulate specific ways to
define mastery of the domain skills or abilities.

To address the causal question of whether measured
deficits are proximally related to a traumatic event, the eval-
uation should address the domain of psychological constructs
described in the theories and empirical findings related to the
trauma literature. It is important for evaluators to perform
this analysis consistent with the general developmental re-
quirements for assessing children and the specialized trauma
literature regarding children. The sample evaluation protocol
described later in this chapter includes general psychological
assessment techniques useful for generating hypotheses and
identifying potential areas of subsequent assessment, in addi-
tion to specific PTSD instruments.

Because the concept of trauma is not limited to one partic-
ular type of legal proceeding, there is no single domain or test
for application in all legal proceedings. Discussions of trauma
in a forensic context should inform the court, in reasonably
supported probabilities, about deficits and the potential for
stability, change, and rehabilitation. Assessment strategies
should be informed by empirical research about trauma effects
in children, including those studies that establish links be-
tween past traumatic events and current behavioral and psy-
chological functioning. Relationships among trauma variables
should be demonstrated. For example, the intensity of the trau-
matic event combined with the duration of exposure can lead
to increased risk for disability (van der Kolk, 1987). Other re-
lationships may mitigate the potential for enduring impacts,
such as mediating factors of effective social support, coping
strategies, and personality traits involving resiliency.

Grisso (1986) describes how assessment results can iden-
tify certain psychological characteristics of the examinee,
and that existing research can guide the evaluator’s infer-
ences to reject or accept various causal explanations and pre-
dictions. At a minimum, the forensic assessment can provide
the court with an explanation of functional deficits and
strengths with a consideration of the relationship between the
results and psychological theories or studies about specific
areas of functioning.

Psychological Trauma in Personal Injury Litigation

Trauma often arises in the context of personal injury litigation.
When this occurs, it should be viewed as one part of a broader
set of psychological and legal issues related to tort law and
personal injury. (See the chapter by Greenberg in this volume
for information regarding psychological evaluation in tort

litigation). Other forensic applications potentially involving
trauma include, but are not limited to, child abuse cases and
child custody conflicts, including allegations of domestic
violence and/or child abuse; special education eligibility de-
terminations; and delinquency cases where PTSD may be rel-
evant to the offense or to the potential for rehabilitation.

Personal injury evaluations of children can occur in civil
cases involving the adjudication of alleged wrongs. Tort law
is designed to provide monetary compensation for certain
types of injuries. In civil proceedings, psychologists are usu-
ally involved in assessing alleged damages, not in the liabil-
ity portion of the proceeding, which determines whether the
defendant has responsibility for the plaintiff’s allegations.
Damages in tort proceedings are set by juries, subject to
judicial review.

According to Melton et al. (1997), definitional criteria
can vary for different types of torts, but usually, the follow-
ing elements define whether an actionable event has been
committed: (a) The defendant owes a “duty” to the plaintiff,
(b) which is violated or “breached” by the defendant,
(c) “proximately” causing the injury, and (d) the injury is
recognized as compensable.

Psychologists evaluating children for psychological
trauma typically do not become involved in the question of
whether a duty to the plaintiff existed and/or was breached.
However, the concept of proximate cause is an important
legal issue and must be understood by the forensic psycholo-
gist. Whether conduct was intentional or negligent, it will not
lead to liability unless it proximately causes the injury.
Explanations of “proximate” include whether one can reason-
ably foresee that one event causes another or that an unbroken
sequence of events causes the injury. Weissman (1985) re-
ported that proximate cause can represent the extent to which
the cause of action constitutes a substantial factor in causing
impairment or disorder. He described the importance of sepa-
rating proximate from nonproximate factors in the causal
nexus of impairment. When conducting forensic evaluations,
psychologists are trained to respect the multiplicity of biolog-
ical, social, psychological, environmental, and other factors
that can influence behavior and functioning. To determine
proximally caused impairments, the evaluator must assess the
child in a comprehensive and rigorous manner.

Isolating present functioning of a child to one or more
legally relevant factors can be extremely complicated and, in
some cases, may be impossible to do with confidence. Partic-
ularly because children’s developmental capabilities evolve
at different rates over time, it is often difficult to determine or
quantify whether the child’s delayed functioning in some
areas at the time of evaluation was proximately caused by
the legally contested event or by some other factor. Also,
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comorbid disorders predating or subsequent to the traumatic
event may account for some or all of the observed deficits. At
the time of evaluation, children may be susceptible to situa-
tional events occurring in their home, the need to be evalu-
ated, or possibly being interviewed by other strangers. Even
when using standardized methods of assessment with norma-
tive data, the evaluator must formulate by a preponderance of
the evidence a logically persuasive opinion based on a care-
ful analysis of historical and multimodal assessment data.

Psychological Trauma in Other Legal Proceedings

In contrast to the personal injury evaluation associated with
tort litigation, allegations of traumatic effects of child abuse
at the hands of a parent or from witnessing domestic vio-
lence can occur during a contested divorce child custody dis-
pute. The Uniform Marriage and Divorce Act (1973) served
as a model code for various state statutes defining elements
of “the best interests of the child,” the primary judicial con-
cern in such cases. Statutory definitions of a child’s best in-
terests are usually broad enough to include psychological
trauma as one of many potentially relevant evaluation fac-
tors. The psycholegal standards are different for custody
evaluations, personal injury assessments, special educational
evaluations, and psychological evaluations for child protec-
tion in a Juvenile Court, but all assessments require knowl-
edge of trauma effects with children.

Estimating Future Damages

Forensic evaluators frequently are asked to estimate future
damages of an impaired individual. Each case should be
viewed as reflecting a unique constellation of factors, not
amenable to easy generalizations about future functioning
based on epidemiological statistics. Andreasen (1985) notes
that most cases are acute, in that symptoms develop quite
rapidly after the traumatic event, usually within hours or
days. In many of these cases, the symptoms resolve sponta-
neously without psychiatric treatment. Mediating factors,
described later in this chapter, can have significant influence
on future functioning. Recognizing that precise estimates of
future psychological impairment may not be possible, evalu-
ation opinion can include whether the child’s problems are
improving or worsening and what types of interventions
are likely to improve functioning.

Ultimate Opinion Issues in Trauma Assessment

Melton et al. (1997) caution psychological evaluators that
although courts frequently seek opinions about ultimate

legal issues, evaluators should be careful not to exceed the
limits of what can reasonably be supported on the basis of
their specialized knowledge. Even if a court permits such
an opinion, the professional should be careful not to exceed
the limits of the data from the evaluation. Simon and
Wettstein (1997) noted that questions could be asked about
whether the traumatic stressor alleged to have caused PTSD
is of sufficient severity to produce the disorder. However, in
a forensic context, answers to such direct questions could
be contaminated by a variety of factors discussed in this
chapter. Unless the evaluator can provide a reasonably sup-
ported and relevant opinion, it would be ethically incum-
bent on the evaluator to defer the ultimate judgment to the
trier of fact. Instead, the evaluator could provide the trier of
fact with specific results and analyses based on the evalua-
tion that do not answer the ultimate questions before the
court.

Forensic Expert Qualification in Child
Trauma Assessment

Who is an expert in childhood trauma assessment? Fed-
eral Rule of Evidence 702 defines testimony by experts. Each
state may have different statutes, but they generally parallel
Rule 702: “If scientific, technical, or other specialized knowl-
edge will assist the trier of fact to understand the evidence or
determine a fact at issue, a witness qualified as an expert by
knowledge, skill, experience, training or education, may tes-
tify thereto in the form of an opinion or otherwise.” (For a
more comprehensive discussion of this issue, see the chapter
by Packer & Borum in this volume.)

In performing evaluations of children and adolescents in
legal proceedings, specialized knowledge and training
requires specialized competence to assess general develop-
mental functioning to differentiate normal childhood ex-
perience from extraordinary, such as that experienced by
traumatized children. Special knowledge in childhood psy-
chopathology is required to differentiate traumatic effects
from possible comorbid or premorbid conditions. The eval-
uator must know how to properly interview, test, or other-
wise evaluate children and have specialized forensic
knowledge for the type of assessment being performed. The
expert must be familiar with the requirements of the relevant
law specific to the appropriate jurisdiction and the type of
legal referral question when performing assessments involv-
ing trauma. As suggested by the foregoing forensic examples
involving childhood trauma, the evaluator may potentially
be called on to examine a divergent range of highly specific
childhood problems, each type requiring unique training and
knowledge.
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Trauma Assessment or Treatment of Trauma?

Greenberg and Shuman (1997) discussed the significant dif-
ferences in roles between an evaluator and a psychotherapist.
The evaluator strives for objectivity and to provide relevant,
balanced information for the court, not to rehabilitate or cure
the client’s problems. The treatment alliance includes a quasi-
advocacy role for the stated preferences of the patient,
whereas forensic psychologists can be said to advocate for the
data instead of the person. This principle can be easily violated
in assessing childhood trauma victims, who have suffered in
their past and thereby elicit, within the evaluator, protective
and empathetic identifications. Parents who accompany chil-
dren for their appointments may ask for advice or information,
more easily creating in the evaluator blurred boundaries of
roles. In these situations, the writer does not believe it is ethi-
cal to withhold potentially helpful information, but imparting
information may be more suitably accomplished by directing
the parents to appropriate resources.

Situational Factors Affecting Trauma Evaluation

Those working with children often note the potentially sig-
nificant effects that interviews or other procedures can exert
on the child. Weissman (1990) noted that protracted litigation
itself may have effects on litigants, referring to this effect as
“jurisogenic” conditions. Applying this concept, the writer
frequently has noted that parents involved in litigation may
experience altered emotional reactions that can affect their
children and the child’s response to the evaluation itself.
Thus, evaluations should consider the potential influence of
situational variables such as parental stress and the child’s
understanding of his or her own role as related to the goals of
litigation.

Developmental Factors and Personality

The failure to adequately factor into an assessment develop-
mental knowledge of a child’s level of language and cognition
can result in excluding important information. Communicat-
ing in terms understandable to children and eliciting responses
that can be reliably interpreted are essential elements of any
child assessment. It is essential to elicit relevant symptoms and
to make reliable estimates of the intensity of evaluated deficits,
particularly as an element of compensable injury. In child cus-
tody assessments, formulating opinions about child protection
risk can be compromised by evaluation interviewing that
exceeds the child’s developmental capability to comprehend
what is asked or due to the child’s inability to adequately ex-
press significant information. Evaluations of trauma-related

issues in special education cases may be compromised by
comorbid factors of developmental delays in language or com-
munication.

Children may lack the language and cognitive competence
to adequately express the nature of their experience. Special
attention should be given to reports by children so that attor-
neys and evaluators do not prematurely accept erroneous in-
formation or reject important data that the child is unable to
express. For example, in determining the magnitude of psy-
chological distress, attorneys and evaluators frequently ask
children to estimate the degree of their distress (e.g., anxiety
or depression) on a 10-point scale. Such a technique may per-
mit a useful starting point for relative comparisons, but there
may be significant psychological scaling differences between
number points within or among categories or time periods.
What a child means in assigning a low number in one cate-
gory and what verbal labels such as “a little” mean vary
tremendously and can have important legal consequences. To
clarify these issues, consensual validation in the interview is
useful and can be achieved by examining the same issue from
a variety of vantage points. For example, the use of a 10-point
scale can be complemented by having the child determine
“greater than” and “less than” responses in reference to im-
portant life events as well as the traumatic incident. Temporal
estimates can be assessed by reporting functioning in refer-
ence to known events, such as the birth of a sibling or a major
holiday. Similarly, asking the child to respond via visual
representational aids, such as coloring in the correct num-
ber of equal-size blocks on a bar graph, allows the evaluator
to examine the child’s responses according to nonverbal
quantification.

To differentiate affect regulation and psychological de-
fenses related to traumatic injury from other factors, it is
important for the evaluator to assess general personality/tem-
perament functioning. For example, teacher and parent char-
acterizations of the child as shy and withdrawn in a variety of
situations predating the traumatic incident would temper
interpretations that all of a child’s withdrawal or avoidance
could be ascribed to the traumatic event. Collateral sources of
information and the child interview should attempt to recon-
struct the child’s functioning in general and his or her adapta-
tion to stressful life events prior to the traumatic incident. The
evaluator could inquire about the child’s reactions to hospi-
talizations/medical treatments, the first day of school, marital
conflicts/separations, and other noteworthy events.

DeBellis (1997) suggested that the potential impact of
trauma may be associated with a delay or deficiency in
developmental achievements. For example, DeBellis notes
the following: The anxious toddler, age 2 or 3, may show
regression in motor and verbal skills, bed-wetting, and
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deficiencies in ability to self-regulate emotions; the 3- to 6-
year-old may exhibit psychomotor retardation or restlessness
or possible guilt; between 7 and 11 years, androgens are as-
sociated with increased aggressive behaviors and inability to
regulate emotions; and during adolescence, trauma may im-
pact identity formation, separation-individuation, future
goals, and intimate relationships. Pynoos et al. (1996) sug-
gest that children be examined in the context of traumatic
stress interacting with the acquisition of developmental com-
petencies. That is, the manner in which a child shows the
effects of trauma is partly dependent on what is developmen-
tally characteristic for the child’s age, recognizing that the
child is continuing to evolve developmental capabilities.
Considering the impact of trauma on development gives
rise to issues of future difficulties that have not yet emerged
and that may have significant implications for estimating
damages.

Traumatic Reminders and Secondary Adversities

Assessment should consider that reminders of the trauma may
trigger chronic or phasic recurrence of fears or other symp-
toms. Berkovitz, Wang, Pynoos, James, and Wong (1994)
studied children who experienced the 1994 Northridge, Cali-
fornia earthquake. They found that reactivity to reminders
and an inability to feel calm were predictive of chronic PTSD.
Assessment interviews should focus on children’s reactions
to family discussions, television news reports, and school
subjects. Traumatic reminders need not be direct. For exam-
ple, in one case involving a wildfire that destroyed an entire
community, a child had to evacuate his home and described
emotional reactions of fear and anticipatory dread while on
his school bus going home. These reports were not provided
in response to direct questions about PTSD symptoms but,
rather, in the course of describing his daily experiences. After
a careful interview about this experience, he revealed that he
would look to the sky and see cloud formations, reminding
him of how he saw smoke gradually accumulating in the sky.
When he saw treetops from his school bus window, he
thought of how the trees could easily catch fire. Evaluators
should be careful to distinguish the above reactions from sim-
ple questions by the evaluator that cause recollections of past
traumatic events. During litigation, it is not uncommon for
parents, other family members, or attorneys to create recol-
lections based on their questions. Answers to direct questions
about past experience is not an intrusive recollection.

Pynoos et al. (1996) note that secondary adversities can
accompany traumatic suffering of children, including med-
ical and surgical procedures. One such example was a child
burn victim who required an ongoing series of surgeries to

treat skin contractures. As the child recovered from the dis-
ruption of school and family, along with the pain associated
with surgery, he had to endure additional treatments. The
continued surgeries, daily pain, and physical disfigurement
constituted chronic secondary reminders of the traumatic
event.

Melton et al. (1997) have noted that symptoms contained
in DSM or in suggested checklists, such as one described by
Wilkinson (1983), need not be present for compensation if the
requisite causation element is met. Although PTSD receives
the predominant attention in terms of traumatic events, grief
and sorrow (Smith, 1982) and changes in self-perception or
“body image” in the aftermath of physical injury have also
been found to be compensable (Roberts & Wilkinson, 1983).
Children’s grief or sorrow can be considerable when there is
loss associated with major psychological attachment figures
on whom the child has depended for security and stability.

In traumatic situations, the magnitude of the threat can be
used to estimate the degree of psychological distress. Some
studies have examined the subjective perception of threat with
children (Schwartz & Kowalski, 1991), and evaluators should
always inquire into the meaning of the experience to the child
being psychologically assessed. Pynoos et al. (1996) note that
a contributing factor to the child’s experience of external
threat is the unavailability or ineffectiveness of contemplated
or actual protective actions. Sparta (1982) noted children’s re-
actions of learned helplessness following traumatically in-
duced neurological impairment. Children with hemiplegia/
quadriplegia following sudden traumatic impairment can suf-
fer pervasive disruption to major life activities, in functions
not physiologically impaired, because of generalized cogni-
tive attributions or beliefs about their abilities. Assessment of
childhood trauma should always include inquiry about the
child’s subjective experience, the role or expectation, and in-
terpretations of traumatic experience.

Childhood Trauma Case Examples

In child trauma cases, the exposure to trauma can be more in-
tense due to developmental context because children have a
greater dependency on caretakers. Social supports are neces-
sary to maintain even normal functioning in addition to rep-
resenting a potential mediating factor and facilitating healthy
adaptation. Secondary gain can be unconscious, shaped by
the child’s desire to respond to the needs of parents or other
attachment figures.

The forensic evaluator should avoid rigid categorizations
or preconceptions when determining how events can result in
potential trauma in children. Consider the following exam-
ple: An 8-year-old child and his younger brother in a rural
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setting wander to a grain elevator. While playing, one of the
brothers falls into a large grain tower and begins to sink
deeper and deeper. As the child becomes more desperate to
free himself, his anxious brother is holding one of his arms,
attempting to pull him free. The child’s brother eventually
disappears beneath the grain. After running for help, the sur-
viving brother learns that it is too late to save the victim from
asphyxiation. There is tremendous loss, which is vicariously
reexperienced in the secondary reminders promoted by his
mother’s grief.

The interview revealed pervasive references to survivor
guilt and a burden of responsibility and guilt for his failure
to save his brother. Intrusive recollections were actively
avoided by the child and not known to the child’s mother.
Initially, the child denied any intrusive recollections.
Later in the evaluation, feelings of loss and fear were sug-
gested in drawings. The content of the drawings provided
an opportunity for follow-up questions, yielding elaborate
explanations for specific emotional distress associated with
the traumatic event, triggered by specific situations. The
child’s potential for developing autonomy and indepen-
dence was compromised by his perception of his mother’s
separation anxiety if he was not in close proximity. No psy-
chological treatment had been provided. The child experi-
enced multiple disruptions in a variety of areas, including
learning due to intrusive thoughts, increased anxiety when
away from his mother or home, increasing withdrawal of ef-
fort in response to challenges previously mastered, and sad
mood and/or anhedonic experience during much of his daily
routine.

Consider another example: Two children are driving with
their father in his truck. When it swerves to avoid debris on
the highway, the truck overturns, falling into an adjacent
canal filled with water. The father is unconscious and trapped,
as are the two children, who remain conscious. As the water
continues to fill the cab, the oldest child recognizes that she
and her family are being increasingly submerged but is un-
able to free herself. Eventually, a passerby runs to help all the
victims, discovers all submerged below water, and reaches
below the surface, successfully pulling one of the children to
safety. The second child, who was very young, also survived,
but the father died. In this case, the mother provided tremen-
dous support, continuity, and reassurance to the surviving
children. There were many extended family members who
also provided the children with a continuing sense of stability,
maintaining preexisting school relationships and routines.
Personality traits of the child being evaluated found her to be
resilient, with excellent coping skills. The acute effects of the
traumatic experience were greatly mediated by other factors.
Although the traumatic events are serious in both examples,

the psychological outcomes could be significantly different
because of a number of mediating factors.

Interviewing and Testing Issues When Evaluating
Trauma Effects

Considerations When Interviewing

Sattler (1998) has proposed the following techniques as use-
ful for interviewing children: Use appropriate intonation and
do not lead; ask for examples; be open to what children tell
you; rephrase children’s answers for confirmation; give
praise frequently for talking about their experience, but avoid
selective reinforcement for only certain topics or responses;
consider the child’s age in setting the tempo and length of the
interview; and use simple questions and, where appropriate,
concrete referents. A concrete referent can be line drawings
depicting emotional expressions on faces to create affect la-
bels or concrete representations of the strength of the child’s
psychological experience.

Sattler (1998) has also suggested avoiding yes-no ques-
tions unless a specific fact is being verified. Questions should
avoid compound elements within the same question, in which
the child is confronted with two persons or situations at once.
The child may be confused and interpret the question in a
manner completely different from that intended, or respond to
selective elements in a manner that is not clearly understood
by the interviewer.

When conducting interviews, the evaluator should be care-
ful not to offer suggestions, distort the meaning of child com-
munications, or follow misleading avenues of questioning due
to the examiner’s prior expectancies. Possible contamination
in a trauma assessment could result from an evaluator’s start-
ing the evaluation by asking the child questions with specific
content reflecting the DSM criteria. Instead, the examiner
might begin asking open-ended questions that elicit the
child’s descriptions. This is especially important when work-
ing with preschool children, who may be deferential to
older/authority figures. Additionally, because recall may be a
function of a malleable and reconstructive process subject to
various contaminating influences, the interviewer may wish to
inquire about how many prior occasions the child was inter-
viewed and under what conditions.

An interesting analogy may be drawn to techniques used by
a recognized sketch artist who consults with the FBI and other
law enforcement agencies (Boylan, 2000). The artist recog-
nized the potential contamination caused by conventional
police techniques of showing children photos and asking them
multiple questions about a criminal suspect before the chil-
dren have had an opportunity to spontaneously report their
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own experiences in their own words and at their own pace.
Interviewing children should begin by establishing rapport.
When the child is relaxed and talking, the interviewer care-
fully introduces selected elements. Only after a thorough re-
construction of the child’s account does the interviewer ask
specific confirmatory questions. Similarly, when conducting
trauma interviews, the mental health professional must be
alert to such effects. Ceci and Bruck (1995) have described
various potential examiner effects on children interviewed in
the context of child sexual abuse investigation. Such cautions
are relevant to trauma assessments.

Other commentators have addressed similar issues in the
forensic context (e.g., Faust, Ziskin, & Hiers, 1991), recog-
nizing that examinee responses may be affected by the char-
acteristics or behavior of the examiner. 

Ware (1998) noted that direct observation is an effective
complement to parent and/or self-report. When observing the
child in various settings, the evaluator should consider the
timing of the observation in relation to when the trauma
occurred. There are a number of structured and semistruc-
tured tools for assessment, ranging from generalized behav-
ior to specific quantification within particular populations.
The examiner’s choice of instrument should be guided by the
findings that emerge as the evaluation proceeds. 

Considerations When Conducting Psychological Testing

When using psychological tests, it is important to recognize
that most were developed for traditional psychotherapeutic
needs rather than for forensic evaluation of specific traumatic
effects. Therefore, caution must be exercised in interpreting
the results from such instruments. Briere (1997) noted that
results obtained on traditional tests can be misinterpreted by
confusing intrusive recollections caused by PTSD with hallu-
cinations or obsessions, dissociative avoidance related to
trauma with fragmented thinking, or hypervigilance with
paranoid processes. Checklists or structured interviews that
specifically parallel posttraumatic symptomatology can pro-
vide an opportunity to more precisely differentiate the causes
of various symptoms.

Trauma effects can vary in frequency of symptoms and
their respective intensity and duration. Therefore, the evalua-
tor should be open to consider the broadest range of possible
effects. Because the type of psychological testing instrument
used can produce different information about the same child,
the evaluator should consider a range of different types of
assessment techniques or instruments. Rating scales vary in
their format and type of information revealed. Some scales
ask whether a symptom is present, the degree to which it is
experienced by the child, and the frequency and/or intensity

with which it is experienced. Nader (1997) noted that some-
times just asking about symptoms can produce them tem-
porarily in a traumatized child, and that specific symptoms
may occur with a relatively healthy child. 

Kuehnle (1996) noted that dissociation has been reported
as a common consequence of trauma and specifically sexual
abuse. (See Chapter 22 for more information regarding
this topic.) Dissociation is a complex psychophysiological
process, representing, on the severe end of the continuum, a
significant disruption in the child’s everyday life. This process
needs to be differentiated from common developmental expe-
rience related to daydreaming, forgetfulness, or changes in at-
tention (Hornstein & Putnam, 1992). Among the instruments
that assess dissociation are the Child Dissociative Checklist
(Putnam, 1990) and the PTSD Reaction Index (Pynoos et al.,
1987).

Concordance in reporting between child and parent can
provide corroboration regarding the validity of some test find-
ings. However, some parents may not wish to recognize their
child’s suffering (Sternberg et al., 1993). This may depress es-
timates on rating scales for frequency or intensity of symp-
toms. Nader (1997) has noted some indications that long-term
and ongoing trauma may produce greater reexperiencing and
avoidance, creating more challenges for accurate assessment.

Third-Party Interviews

Information from parents, teachers, and other care providers
can provide important information about the child’s reactions
to a traumatic event. Prior to weighing the relative impor-
tance of such information, the forensic evaluator should
assess whether the third-party respondent is minimizing or
otherwise distorting the impact of events. For example, one
study noted that after a tornado, parents attempted to control
their own anxiety by minimization or denial of the event’s
impact (Bloch, Silber, & Perry, 1956). In personal injury
evaluations, where monetary gain or loss is possible depend-
ing on the outcome of the evaluation, respondents can per-
ceive or report exaggerated disability.

As part of a comprehensive evaluation, parental history is
sought regarding the child’s family, educational, social, and
health history. Educational, medical, and other professionals
who have observed the child should ordinarily be included as
collateral sources of information. Parents are also potential
sources of important information as to the child’s functioning
both before and after the traumatic event.

Interview questions may begin assessing general cate-
gories of developmental functioning, including, but not
limited to, questions related to the child’s behavior in learning
situations, social relationships, mood, academic functioning,
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family relationships, mastery of activities of daily living,
motivation in completing tasks, and health status.

More specific questions may include symptoms described
in DSM-IV (APA, 1994), such as sleep disturbance, dimin-
ished interest or participation in activities, deliberate at-
tempts to avoid certain situations or thoughts, or statements
suggesting a foreshortened future (e.g., not expecting a nor-
mal life span or a career). The evaluator should be alert to
probe when reports suggest altered behavioral or emotional
reactions representing different functioning compared to
pretrauma functioning. As the interview continues, the evalu-
ator should inquire about possible symptoms, traumatic
reminders, and secondary effects. Later sections of this chap-
ter provide references for various instruments that survey
childhood reactions to trauma. (For further information on
third-party interviews, see the chapter by Heilbrun and
Warren in this volume.)

Interview Preparation, Phase-Related Trauma
Responses, Follow-Up Clarifications

The forensic evaluator must be familiar with all known as-
pects of the traumatic event(s), including the sequence of
events, the reported reactions of the child and/or family, and
all external source of information, such as police reports, wit-
ness statements, news accounts, and other collateral sources.
Forensic evaluations are typically undertaken significantly
after the traumatic event has occurred, resulting in an assess-
ment conducted considerably later in the child’s reaction to
the trauma. Children can make a successful adaptation to an
acute traumatic response within six months. Andreasen
(1985) noted that most cases of PTSD are acute, involving
symptoms within hours or days of the event, and that in many
of these cases, symptoms resolve without treatment. How-
ever, children may continue to experience intense psychic
numbing and avoidance, which can mask psychological diffi-
culty, and there can be a risk to underestimate the complexity
of children’s traumatic experiences (Pynoos et al., 1996). The
DSM-IV (APA, 1994) notes that complete recovery occurs
within three months in approximately half of the cases,
whereas many other cases reflect persisting symptoms of
experience of the trauma, avoidance, and hyperarousal longer
than 12 months. 

Following the completion of assessment instruments in
the standardized fashion, a follow-up interview with the
child is essential. As Nader (1997) noted, children and ado-
lescents more accurately convey their true psychological ex-
perience when they can comfortably ask questions of a skilled
interviewer, one who can probe when necessary while avoid-
ing leading questions. Because of age-related variables in

comprehension and expression, possible limitation in item
construction, and possible avoidance features of posttrau-
matic response, follow-up validation is important. For exam-
ple, a 9-year-old child who survived a sniper shooting that
killed her sibling and wounded her mother reported on the
Children’s Depression Inventory (Kovacs, 1992), “I’m tired
all the time.” This raised questions about possible lethargy,
anhedonia, and withdrawal from activities of daily living.
Subsequent interviews revealed that her answer was actually
quite benign, as the child explained that in the morning she
“likes to sleep in all the time.” Particularly with younger chil-
dren, adults can frequently infer meanings that are not ac-
curate reflections of the child’s experience. In the same
protocol, the child denied mood disturbance, but a follow-up
interview revealed dysphoric mood, intrusive recollections of
the event, and an acute grief reaction that immediately fol-
lowed the trauma and her mother’s bouts of depression asso-
ciated with the trauma.

A follow-up interview is also important because sec-
ondary trauma can cause effects that would not be predicted
from a logical understanding of the traumatic event itself. For
example, a child of 2 years of age at the time of a sniper
shooting would not likely be able to fully comprehend the
seriousness of the presence of emergency response vehicles,
smoke accumulating in the residence complex, or fearful ex-
pectations about future threats.  However, the child’s depen-
dence on the quality of attachment with her primary caregiver
could lead to significant disruption because of the adverse
impact on the child’s mother. The child’s vicarious identifica-
tion with the mother’s fears and depression or the mother’s
withdrawal behavior can secondarily produce significant
impact on the child’s functioning.

Arrangements with Legal Representatives and
Informed Consent from Guardians

Evaluators should explain to the minor’s legal guardian, in
terms that are understandable and noncoercive, what their role
will be. A separate explanation should also be provided to the
minor in developmentally appropriate terms. The agreement
should make clear to the legal guardian that you are assessing
the child for purposes of formulating general psychological
opinions and, to the extent possible, specific psychological
opinions related to the child’s psychological functioning rela-
tive to the legal case. Because all states have some form of
legally mandated child-abuse reporting laws, the evaluator
should inform the appropriate parties about these responsibil-
ities. The possibility of child abuse is a potentially significant
factor in differentiating whether symptoms preexisted trau-
matic events.
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A letter of engagement from the attorney or court that
retained the expert should memorialize his or her role prior to
assessment. This letter should include fees and how they are to
be paid and clearly state that a contingency agreement does not
exist.Any payment contingency creates an actual or perceived
contamination influence on the objectivity of the evaluator’s
opinions and is specifically prohibited in the “Specialty
Guidelines for Forensic Psychologists” (Committee on Ethi-
cal Guidelines for Forensic Psychologists, 1991). Evaluators
should explain who retained them, that they may be communi-
cating directly to the retaining party any information they may
gather or opinion they may form, and that interpretation and
opinion may be used in the case.

Evaluators may be asked to audiorecord the session,
particularly during personal-injury-related cases. Some eval-
uators decline participation of an evaluation under such
conditions because it is believed to violate standardized
assessment protocol. Regarding audiotaping the session, fre-
quently, one machine records for the requesting party, and
another machine simultaneously records for the examiner/
retaining party. In general, this writer does not consent to
requests to videorecord, as he considers it too intrusive to the
evaluation process when compared to an audiorecording that
can preserve an accurate record of the examination.

The expert may be asked to allow legal counsel to be pre-
sent during the examination. This writer will not agree to
conducting an evaluation under this condition, as it violates
the standardized nature of the assessment process, with po-
tential effects on subject and/or examiner. Some states have
legal cases supporting the exclusion of legal counsel during
psychological evaluation.

Ragge v. MCA (1995) resulted in a court ruling that the
plaintiff’s attorney was not entitled to disclosure of the spe-
cific psychological tests that would be used in the evaluation
and declined to allow a third-party observer to be present dur-
ing the psychological examination. In evaluations of trauma
with children, it is common to request from parents behavior
rating forms, such as the Achenbach Child Behavior Check-
list (Achenbach, 1992). Prior release of such forms to parents
and legal representative(s), outside of the evaluator’s office,
results in a situation whereby the evaluator does not know the
conditions under which the forms were discussed and poten-
tially influenced by others.

If the expert was retained by a defense attorney involving
a personal injury matter, the family’s lawyer frequently will
prohibit the parent from being drawn into the evaluation
process in any way. If this cannot be resolved by the
evaluator, it should be referred to the attorneys for resolution.
If the parent does not provide information, evaluators should
note in the report possible limitations of the findings.

Sample Evaluation Protocol

Identifying Information and Reason for Referral

The evaluator should describe who was seen and whether
they were seen individually and/or conjointly. Report how
many sessions occurred and the total amount of time spent
with each person. Report who retained the expert and for
what purpose. Describe the nature and date of the legal event
and/or alleged psychological injury. Describe the fact pattern
that gave rise to the cause of action, describing the events and
reactions of the child and the child’s family. Report whether
the evaluation was recorded and, if so, by whom. 

Personal, Family, Educational, and Medical History 

The evaluator should describe the child’s educational experi-
ence, including reports of teacher concerns and student
successes, special education assessments, and any type of edu-
cational remediation. Describe the child’s family history,
including household composition, divorce and custody ar-
rangements, and conflicts associated with child custody. Char-
acterize family relationships, including any problems that
required police responses, social service interventions, or re-
locations, and special health problems of family members.
Report the developmental history of the child, including any
specific delays, birth complications, including causes of
anoxia/hypoxia, and any history of accidents/injuries. For
older children and adolescents, review any past alcohol or
drug use. Report health status and the reasons for past medica-
tion. Inquire about possible mental health treatment or school
counseling, and report the results of the review of records of
these interventions and interviewees of providers or parents.

Review of Records and Other Data Sources

List all sources of information reviewed in formulating opin-
ions, including testing previously administered. List all eval-
uation procedures, including all psychometric instruments,
clinical interviews, mental status examinations, developmen-
tal history, and observations of the child during conjoint
meetings.

Interviewing Protocol

Create the proper interview environment. Build rapport by
showing interest, being attentive, offering encouragement
and compliments when appropriate, encouraging sponta-
neous discussion, and inviting discussions presumed to be
nonthreatening and enjoyable to the child. Inquire about gen-
eral interests and past experiences. During the interview,
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invite projective responses for which there are no clear an-
swers, such as: “What do want to be when you grow up?”;
“Tell me about your favorite books, movies, or TV pro-
grams”; “Tell me about your happiest memory”; “What was
so special about it?”; “If you had three wishes, what would
you wish for? Why?” The forensic evaluator should be alert to
responses in the context of the psycholegal questions related
to trauma. For example, what the child wants to be when he or
she becomes an adult may reveal whether the child has a fore-
shortened sense of the future or has specific fears, or may sug-
gest whether the child has positive expectations for the future.

When the evaluator is ready to transition to more formal
questioning, the content of the forensic interview can include
the following.

General Psychological Functioning. This includes
major developmental/psychological areas of functioning. In-
quire about family and other interpersonal relationships and
academic and behavioral functioning in school. Examine ac-
tivities of daily living, but with the perspective of what is
known from the trauma literature. Examples to consider
when reviewing the child’s general experience include dis-
turbed sleep and the time course for its existence, possible
acting or feeling as if the traumatic event were recurring, and
intrusive recollections of the traumatic event. When ques-
tioning the child about everyday experience or past history,
the evaluator should be alert to probe areas suggesting altered
emotional responses during the interview. Having the benefit
of prior records review or interview data from third parties,
the evaluator can identify potential areas of differential func-
tioning compared to pretrauma functioning. It is not uncom-
mon to begin questioning about general experience and then
refocus inquiry in specific areas of trauma-related symptoms.

Specific Interview about the Legal Cause of Action.
This includes questions about precipitating events and the
child’s narrative of what occurred. The child should be ques-
tioned about his or her reactions to reported events as well as
reactions to potential intervening factors or events that may
have exaggerated or moderated the child’s reaction. The eval-
uator should ask the child to describe his or her functioning
over time, up to the time of evaluation. Question subjective
symptoms, including their onset, frequency, and intensity,
and whether the child reports feeling different in any way
since the legally relevant event. Interview the parents for
their observations and impressions about these areas.

Medical/Health History. This should include inquiries
about all medications that are being taken and for what pur-
pose, emergency room consultations, and consultations with

physicians or other health care professionals. The child’s
reports should be compared to those of the parent and the
medical record. Inconsistencies should be investigated for
possible distortions by the child and/or parent or possible
signs of avoidance or inability to recall important aspects of
the trauma.

Family History. Ask the child and the family about the
trauma’s impact on various family members. Inquire about
possible preexisting/coexisting sources of trauma, including
questions designed to rule out all forms of prior child abuse,
exposure to domestic violence, alcohol/drug abuse in the
child’s environment, divorce conflicts, and frequent disloca-
tions of home and school environments. In some cases, col-
lateral sources of information may have to be interviewed
about these factors.

Interviews Specific to Traumatic Events

The Diagnostic Interview Schedule for Children,
Version IV, PTSD Subscale. The highly structured Diag-
nostic Interview Schedule for Children (Shaffer, Fisher,
Lucas, Dulcan, & Schwab-Stone, 2000) has been in develop-
ment since 1979, and the current version is based on the
DSM-IV. The schedule also includes a PTSD subscale. Sepa-
rate questionnaires are used for children ages 6 to 12 and
for adolescents ages 13 to 17. The interview is available in
English and Spanish and can be used by nonprofessionals.
This interview schedule will guide the evaluator asking ques-
tions sufficient to address the nature of the traumatic experi-
ence and DSM-IV symptomatology including reexperiencing
symptoms, numbing/avoidance, and hyperarousal.

Mental Status Exam. The evaluator may perform a
clinical assessment of the child according to the traditional
criteria of a mental status exam, enabling the evaluator to
make comparisons of the child with other children previously
evaluated. Mental status examination criteria may focus on
areas of functioning found in the literature on childhood
trauma. Assessment of orientation and alertness could in-
clude questions regarding physiological reactivity to internal
cues that resemble or symbolize an aspect of the traumatic
event.

When assessing the child’s range of emotional expression
and predominant mood, the evaluator should note altered
states of emotional functioning, intense psychological dis-
tress, the presence of a foreshortened future, and diminished
interests. In assessing the child’s thinking process, the evalu-
ator may include questions about possible anticipatory fears
for future events and anxious beliefs related to the traumatic
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event. The child’s responses should be analyzed for possible
perceptual distortions associated with sensory cues and other
events. An assessment of the child’s thought content may
include questions about intrusive thoughts and persistent
reexperience of the traumatic event.

Evaluation of cognition may include questions about al-
terations of attention and concentration. The evaluator should
inquire about possible hypervigilance. Questions about the
child’s insight and judgment may include the child’s under-
standing of the relationship between the traumatic event and
present functioning. Motor functioning, including exagger-
ated startle response, hyperactivity, and psychomotor retarda-
tion should be assessed and differentiated from possible
preexisting disorders, such as ADHD.

Psychological Testing

The evaluator may administer a broad battery of testing suffi-
cient to assess the general emotional, cognitive, and educa-
tional functioning of the child, combined with specific
interview instruments or techniques related to childhood
trauma. Standardized testing for cognitive/neuropsychologi-
cal functioning may include a full intelligence test battery.
Assessment of personality traits, emotional states, with-
drawal tendencies, reports of somatic symptoms, distur-
bances of mood, and interpersonal conflicts can be evaluated
with a variety of standardized measures, some of which are
described later in this chapter. Standardized testing instru-
ments using developmental norms assist the evaluator in
making comparisons among different test scores with the
same child. This can potentially reveal inconsistencies in re-
porting, useful for determining possible exaggeration or min-
imization of symptoms. Standardized measures of aptitude
and achievement could potentially reveal significant decre-
ments in functioning compared to pretrauma functioning.
The evaluator should note differential responsiveness to di-
rect versus indirect questioning of trauma so that the in-
terview process can be adjusted to comport with the child’s
ability to proceed. 

Traditional Clinical and Specific Trauma Assessment
Techniques and Instruments

The forensic evaluator may consider using the traditional
clinical instruments described below, recognizing that those
developed for traditional clinical purposes may suffer con-
siderably in accurately generalizing results to addressing
psycholegal issues. Because there are severe limitations in
methodology in assessing emotional states in young chil-
dren, the following traditional clinical procedures may be

considered for purposes of generating hypotheses subject to
corroboration. Additionally, as children may experience a
wide range of reactions that are not directly PTSD-related, it
is important to use instruments that can assess a broad spec-
trum of symptoms (Ruggiero, Morris, & Scotti, 2001). In-
formation generated from such instruments may lead the
examiner to inquire in areas that may not have been appar-
ent. Evaluators should guard against formulating unsup-
ported opinions, which can be helped by examining results
in the context of standardized protocols reflecting the cur-
rent research about traumatic effects in children.

Traditional Clinical Assessment Techniques
and Instruments

The Children’s Depression Inventory. For use with
children between 7 and 17 years of age, the Children’s
Depression Inventory (Kovacs, 1992) quantifies a range of
depressive symptoms, including disturbed mood, hedonic
capacity, vegetative functions, self-evaluation, and interper-
sonal behaviors. Items from this instrument can help identify
possible intrusive ideation and attentional inconsistencies,
isolating or withdrawing behaviors as possible defenses
against unresolved psychic trauma. Body image distortions,
which can be particularly important in cases involving actual
or feared disfigurement, such as from fire/burns, physical
trauma secondary to motor vehicle accident, dog bite attacks,
and physical assaults, can be revealed on items pertaining to
self-image and self-esteem.

The Draw-a-Person and Kinetic Family Drawing
Techniques. Although among the weakest in terms of
empirical validation, these instruments, when used in a lim-
ited fashion, can facilitate communication and hypotheses
about the child’s psychological experience (Pihl & Nimrod,
1976). The examiner should recognize that such tech-
niques do not meet definitions of formal tests with manuals
describing standardized procedures, reliability/validity stud-
ies, and descriptions of their development in reference to
the population being studied. However, when used in a
child assessment as a basis for generating hypotheses or
facilitating the child’s expression of past experiences or
psychological states, the use of drawings can be an intrinsi-
cally rewarding opportunity for the child to overcome
avoidant defenses. Systematic scoring techniques have been
developed for childhood cancer victims as one example of
preserving the intrinsic interest by children for drawing
while maintaining methodological standardization for ad-
ministration and interpretation (Spinetta, McLaren, Fox, &
Sparta, 1981).
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Sentence Completion Techniques. These techniques
do not qualify as tests, but can facilitate expression, generat-
ing associations within the child about trauma-related experi-
ence. Follow-up interview concerning the child’s responses
can yield important information not previously disclosed dur-
ing any other portion of the evaluation, or can provide addi-
tional information about subjects reported at another time.

Thematic Apperception Test/Children’s Apperception
Test and Roberts Apperception Test. The child’s story
constructions can help reveal the child’s perceptions of the
environment, defense mechanisms for resolving conflicts,
predominant moods, and relationships with others. Using the
Thematic/Children’s Apperception Test (Bellak, 1993) or
Roberts Apperception Test (McArthur & Roberts, 1990),
children who have experienced traumatic effects may elabo-
rate on threats of harm, hypervigilance, or avoidance toward
particular elements of the traumatic event. In the context of
such discussions, where the secondary gain for exaggerating
symptoms is less obvious, such data can provide a corrobo-
rating source of evaluation findings.

Behavior Rating Scales. These scales can be completed
by teachers and parents, providing important data comple-
menting self-reports by the child or collateral information
contributed by sources independent of litigation. The Child
Behavior Checklist (Achenbach, 1992) includes scales of at-
tentional difficulties, depression/anxiety, and specific items
within each scale potentially relevant to the assessment of
trauma effects. Information can be immediately scanned for
significant items on the day of the child’s examination. Con-
sistency among items endorsed by parents and problem areas
elicited from the child during the forensic interview provides
convergent validity or suggestions for over/underreporting.
Assessment of a broad spectrum of developmental function-
ing is helpful for examining the potential presence of comor-
bid or preexisting problems. Teachers can provide valuable
information in helping to establish diagnoses regarding the
spectrum of childhood psychopathology. Parents can report
changes in behaviors in the home and with peers (Reich &
Earls, 1987). Ratings of children should consider source vari-
ance (consisting of rater biases), setting variances (consisting
of differences in the child’s functioning by environment), and
temporal variance (referring to changes in behavior over
time; Martin, Hooper, & Snow, 1986).

The Children’s Attributions and Perceptions Scale.
This brief 18-item scale was designed to measure children’s
attributions and perceptions of self in a sexual abuse context
(Mannarino, Cohen, & Berman, 1994). This scale includes

questions assessing feeling different from peers, reduced
interpersonal trust, and personal attributions for negative
events. In the context of trauma assessment, information
from this scale may yield information about guilt and help-
lessness following sudden traumatic experience or sexual
abuse. Two of the subscales were reported to correspond
to the stigmatization and betrayal factors described by
Finkelhor (1987).

Specific Trauma Assessment Techniques 
and Instruments

The instruments described below more closely follow the
theory and empirical research regarding the trauma literature
related to children. Many of the instruments are focused on
PTSD or other trauma-related conditions and should be con-
sidered as part of a comprehensive assessment of trauma.
Nader (1997) provides excellent critiques on reliability, va-
lidity, training, and issues related to the use of these scales.

The Trauma Symptom Checklist for Children.
Briere’s (1996) instrument is one of the most psychometri-
cally developed in terms of item relevance and empirical in-
vestigation. It is a self-report measure of posttraumatic stress
and related psychological symptomatology, for use with
children between 8 and 16 years of age. Because the child
provides direct responses to the items, it is an excellent com-
plement to rating data completed by parents or teachers. The
range of posttraumatic symptomatology is broad, including
items concerning sexual victimization. Two validity scales
are included along with six clinical scales. After the standard-
ized completion of the instrument, the evaluator can inter-
view the child about items that contain significant answers.
This posttest interviewing can provide important clarification
regarding the underlying psychological experience of the
child, often including essential clarifications related to proxi-
mate cause, secondary traumatic effects and comorbid or pre-
morbid factors. Promising preliminary psychometric support
has been established for a version of the instrument for chil-
dren younger than 8 years (Briere et al., 2000).

The Clinician-Administered PTSD Scale for Children.
Developed by Nader, Kriegler, Blake, and Pynoos (1994),
this instrument has more direct relevance to forensic assess-
ment as compared to more traditional assessment tools. Fre-
quency and intensity of PTSD symptoms are evaluated, as
well as their impacts on social functioning. Symptoms in-
clude those reported in DSM-IV and from the literature con-
cerning childhood trauma. This is a relatively new instrument
without extensive validity or reliability data.
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The Child Dissociative Checklist. This instrument
(Putnam, 1990; Putnam & Peterson, 1994) is completed by
someone familiar with the child’s functioning during the pre-
vious 12-month period. It is short and can be completed in a
brief amount of time. The items were derived from profes-
sional experience with dissociative disorders, including am-
nesia, rapid shifts in demeanor, access to information, ability
and age-appropriateness of behavior, spontaneous trance
states, alteration in identity, aggressive or sexual behavior,
and hallucinations. Because of the brevity of the instrument,
it is possible to easily perform repeated assessments during
different times and circumstances in the child’s life, although
this often is not possible in forensic assessment.

The Child Posttraumatic Stress Reaction Index. This
20-item scale developed by Frederick, Pynoos, and Nader
(1992) considers the main symptoms of DSM-IV, including
questions related to reexperiencing trauma, numbing/avoid-
ance, and physiological arousal. Items are scored on a 5-point
Likert scale ranging from “none” to “most of the time.”
Realmuto et al. (1992) note some inconsistency between the
items on the scale and symptoms listed in the DSM-III-R and
DSM-IV, including some items asked more than once and
some symptoms not addressed by the scale. In using this scale
and others related to forensic assessment of trauma, it is par-
ticularly important to conduct posttesting interviews about
symptom duration, frequency, and intensity (Nader, 1997).

The Children’s Impact of Traumatic Events Scale.
First developed by Wolfe, Wolfe, Gentile, and Larose (1986),
the scale was revised based on factor analysis of the original
54-item instrument (Wolfe & Gentile, 1991). Dimensions in-
clude PTSD (intrusive thoughts, avoidance, hyperarousal, and
sexual anxiety); social reactions (negative reactions from oth-
ers and social support); abuse attributions (self-blame/guilt,
empowerment, vulnerability, and dangerous world); and
eroticism (particularly relevant to trauma caused by sexual
abuse). The scale can be used for noninterpersonal types of
traumatic experiences as well as interpersonal trauma result-
ing from sexual abuse. The sexual anxiety scale was patterned
after the traumagenic factors described by Finkelhor and
Browne (1985), consisting of helplessness, stigmatization,
betrayal, and traumatic sexualization.

Child Rating Scales of Exposure to Interpersonal
Abuse. Nader (1997) reports that the Child Rating Scales of
Exposure to Interpersonal Abuse (Praver, 1994) assesses both
the frequency and severity of children’s exposure to interper-
sonal abuse. This instrument can be used for children 6 to 11
years of age. A version of this instrument, the Angie/Andy

Child Rating Scale (Praver, Pelcovitz, & DiGiuseppe, 1994),
uses an illustrated format based on cartoon characters. The
child is asked whether a character has been exposed to sexual
abuse, physical abuse, witnessing family violence, and com-
munity violence. An earlier scale by Richters and Martinez
(1990), called Things I Have Seen and Heard, is described as
a structured interview for assessing young children’s violence
exposure and also uses a cartoon character. These scales may
be useful in trauma assessment for young and/or develop-
mentally delayed children who have experienced interper-
sonal forms of trauma.

When Bad Things Happen Scale. Similar to the Trauma
Symptom Checklist for Children, this scale (Fletcher, 1991)
is completed by the child. The scale can be used for chil-
dren age 8 and older and assesses PTSD symptoms and
other trauma-related items. An additional scale, Dimensions
of Stressful Events, measures trauma-exposure variables
and results. Examples of what is assessed include number of
traumas and whether there is a sense of stigmatization. This
scale and many others focused on trauma assessment are
continually being revised and undergoing psychometric
validation.

The Child’s Reaction to Traumatic Events Scale.
Jones’s (1994) 15-item self-report measure assesses the
child’s reactions to stressful events. Item content focuses on
DSM criteria of PTSD and from reported reactions to people
following traumatic experiences using a 4-point rating scale
from “not at all” to “often.” Particular attention is given to
items related to intrusions and avoidance.

March (1999) provided an excellent review of assessment
instruments related to childhood trauma. Additional instru-
ments related to PTSD criteria include the Kiddie Post-
Traumatic Symptomatology Scale (March & Amaya-Jackson,
1999, as cited in March, 1999) and the Children’s PTSD
Inventory (Saigh, 1997).

As Ruggiero et al. (2001) note, trauma researchers typi-
cally distinguish among various distinct events. For example,
sexual abuse represents a distinct form of interpersonal vio-
lence. Consistent with Grisso’s (1986) recommendations,
assessment instruments used for forensic purposes should
match the psycholegal dimensions of behavior, attitude, and
ability. The Trauma Symptom Checklist for Children (Briere,
1996) contains items related to sexual abuse in a separate
subscale. The Child Sexual Behavior Inventory (Freidrich,
1997) assesses a wide variety of sexual behaviors by children
and provides normative behavior for abused and nonabused
child populations. It provides a greater amount of psychome-
tric information regarding its development and validation
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relative to many PTSD surveys. The Child Rating Scales of
Exposure to Interpersonal Violence (Praver, 1994) are emerg-
ing measures concerned with children’s exposure to interper-
sonal violence, including frequency and severity. Enns et al.
(1988) reported a number of trauma-related assessment tech-
niques in connection with adults who may have experienced
sexual abuse as children. Kuehnle (1996) provides an excel-
lent review of assessment techniques of child sexual abuse
(see also the chapter by Kuehnle in this volume). Strategies
for assessment should include measures reflecting the unique
nature of each type of trauma, not simply generalized PTSD
responses.

SUMMARY

Concerns about violence underscore the need for accurate as-
sessment of how traumatic events affect children. The in-
creased attention in the trauma literature improves the ability
of experts to provide effective treatment and answer forensic
questions.

Legally contested issues involving children may include a
variety of traumatic events. Forensic referrals differ in pur-
pose, including, but not limited to, those associated with per-
sonal injury litigation, child abuse cases, child custody
conflicts (including allegations of child abuse or domestic
violence), special education eligibility, and delinquency
cases in which PTSD may be relevant to the offense or to the
potential for rehabilitation. Each type of referral demands
knowledge of the specifically relevant law of the applicable
jurisdiction. Forensic evaluation of trauma with children in-
volves developmentally appropriate and empirically sup-
ported methods, and must focus on the relevant psycholegal
questions. Evaluations that are objectively performed use
multimodal traditional clinical and forensic methods, and in-
tegrate specialized knowledge about trauma and its effects
can provide the trier of fact with valuable information neces-
sary to a verdict.

As Melton et al. (1997) note, the ultimate practical useful-
ness of a forensic report, or testimony based on that report, is
a persuasive message to the referral source about the findings
and opinions resulting from the evaluation. To facilitate the
understanding of legal consumers, several areas are worthy
of further investigation. Forensic evaluations of young chil-
dren are particularly challenging because of the limitations in
methodology in assessing the potentially broad range of emo-
tional states associated with childhood trauma. Traditional
assessment methods may be used to generate hypotheses sub-
ject to other validation, but such instruments can have serious
limitations.

One reason forensic assessment instruments are usually
superior to traditional forms of techniques in forensic pro-
ceedings is that they more directly sample and measure the
specific legal application appropriate to the referral. When
the inferential components between assessment procedure
and forensic conclusion are reduced, the forensic evaluator
has a better chance of more accurately addressing the domain
of psycholegal issues and to clearly communicate with the
legal consumers of trauma evaluations. Future specialized
assessment methods, more sensitive and specific to trauma
issues, will address Briere’s (1997) cautions about the risks of
misinterpretation based on the use of only traditional clinical
assessment methods.

For example, in a personal injury case involving a child
burn victim, assessment could go beyond questions that mir-
ror the PTSD diagnostic criteria. Questions regarding the na-
ture and extent of pain, whether there is anticipatory fear for
repeated medical procedures or surgery, and psychological
identity issues resulting from disfigurement may yield impor-
tant data not elicited by other PTSD or dissociation in-
struments. The potential identification of these issues may
increase the likelihood for determining secondary adversities
not typically associated with the traumatic event. Each type of
childhood trauma represents a relatively unique and impor-
tant area deserving specialized investigation. It may be par-
ticularly difficult for the forensic evaluator to appropriately
transpose broad categories of PTSD symptomatology into
relevant psychological experience among the many different
types of childhood trauma.

Given the developmental factors that make accurate un-
derstanding of a child’s psychological experience sometimes
difficult, more specialized assessment methods may make it
easier for children to communicate their experience. The
PTSD symptom of avoidance against revealing traumatic
experience emphasizes the need for developmentally sensi-
tive and specialized assessment. The literature has described
problems that arise when questioning children. These difficul-
ties may be due to the child’s perception of the interviewer,
the wording of questions, and the absence of concrete refer-
ents in eliciting or cross-validating answers. The development
of solidly conceptualized and rigorously validated instru-
ments specific to each type of trauma experience would
greatly enhance forensic assessment conclusions.
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Public policy usually allows persons who have been harmed
to collect compensation from perpetrators of that harm, even
when a crime is not involved. According to a variety of legal
rules, most jurisdictions allow an injured party (the plaintiff)
to sue a responsible party (the defendant) for the harm (the
damage) to the psychological well-being that the defendant
allegedly caused to the plaintiff. If the defendant is held
liable, the plaintiff may receive a monetary award (the dam-
ages) as compensation for that harm. In other words, the vic-
tim of the wrong (the plaintiff) makes a claim (the complaint)
against the perpetrator of the wrong (the defendant) for each
wrong allegedly committed by the defendant. This claim is
for compensation for the harm that the victim suffered and
the perpetrator inflicted. The viability of this claim usually
requires a showing that the defendant has breached a legal
duty that was owed by the defendant to the plaintiff. Such is
the basic nature of personal injury claims for psychological
damages. These claims are pursued in civil court as disputes

between private parties and in an attempt by the plaintiff to
gain compensation for the loss that was caused by the actions
of the defendant (Greenberg & Shuman, 1999).

THE LAW OF TORTS

The legal framework of personal injury cases is the law of
torts. The legal claim or complaint, in the form of a lawsuit,
is properly known as a tort. A tort can be for almost any type
of injury to the person, including psychological as well as
physical damage. When psychological damage is claimed,
the claim or complaint may be referred to as a tort for
emotional distress, emotional damage, emotional harm, or
pain and suffering, depending on the custom or rule of the
jurisdiction in which the claim is filed. A tort is basically a
civil, as opposed to a criminal, wrong that one person
commits against another. For the tort claim to be legally
viable, there must always be a violation of some duty owing
from a defendant to a plaintiff, a breach of that duty, and
damage to the plaintiff as a proximate result (Greenberg &
Shuman, 1999).

Selected parts of this chapter are adapted from Greenberg and
Brodsky (2001).
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More formally, Black’s Law Dictionary (Garner, 1999)
defines tort as “A civil wrong for which a remedy may be
obtained, usually in the form of damages; a breach of a duty
that the law imposes on everyone” (p. 1496). Garner then de-
fines personal tort as “A tort involving or consisting in an in-
jury to one’s person, reputation, or feelings, as distinguished
from an injury or damage to real or personal property” 
(p. 1497). Keeping in mind the English law heritage of U.S.
common law, it is instructive to note that English law
(Martin, 1990) similarly defines a tort as:

[Old French: harm, wrong; from Latin tortus, twisted or
crooked] n. A wrongful act or omission for which damages can be
obtained in a civil court by the person wronged, other than a
wrong that is only a breach of contract. . . . Most torts are action-
able only if they have caused damage. . . . The person principally
liable is the one who committed the tort (the tortfeasor). . . . The
main remedy for a tort is an action for damages. . . . Many torts
are also crimes. Assault is both a crime and a tort. Reckless
driving is a crime and may give rise to an action in tort if it causes
injury to another person. (p. 415)

In fact, the only substantial difference between the U.S. law
definition and English law definition of a tort is that the
English law definition goes on to state that “The crime is
prosecuted by agents of the state in the name of the Crown”
(emphasis added). Under both legal systems, it is left to the
injured person, the plaintiff, to seek compensation from the
wrongdoer, the tortfeasor or defendant, by means of an action
in tort that is filed in a civil court complaint.

Professional Roles

To better understand the roles that psychologists may play in
tort litigation and the tasks that may be asked of them, it is
helpful to conceptualize tort cases into liability and damage
determinations. In the realm of liability is the determination
of whether the defendant is legally responsible, (i.e., whether
substantive tort law grants the plaintiff a right to recover
under the facts of the case). This includes the adjudication of
questions such as: Have the actions of a therapist-defendant
breached a legal duty that the therapist owed to the patient
and, if so, has the patient-plaintiff sustained his or her burden
of persuasion on the elements of this claim? Such a legal duty
is usually expressed in terms of whether the therapist’s ac-
tions fell below a standard of care for treatment that would
have been reasonable to provide to this patient. In the realm
of damages is the determination of compensation (i.e., the
amount of money that is appropriate to compensate the plain-
tiff for the injury suffered at the hands of the defendant).
This includes the adjudication of questions such as: Does the
law permit recovery for emotional distress caused by words

alone (e.g., the therapist’s use of extensive profanity, sexual
innuendo, and religious symbolism allegedly as part of treat-
ment) and, if so, what loss has the plaintiff suffered due to the
distress caused by these words?

The court ultimately decides questions regarding what
is reasonable and just, what is the standard of care, what is
the cause of the damage, and how much compensation is to be
awarded, and psychologists may play an important role in the
court’s determinations. Numerous substantive legal rights to
recover turn on issues to which psychological expert testi-
mony may be relevant. In psychological malpractice cases, for
example, the standard of care is ordinarily proved by expert
psychological testimony; in sexual harassment cases, psycho-
logical expert testimony may be introduced on the issues of
hostile work environment and the reasonable person standard
(see the chapter by Vasquez, Baker, & Shullman in this vol-
ume). When a plaintiff claims damages for emotional distress,
expert psychological testimony may be relevant to assess the
cause and extent of that injury (to help the jury determine
compensatory damages) and the amount of therapy that might
be needed to ameliorate the injury (to help the jury determine
special damages), including providing an estimate as to how
long therapy is likely to take to accomplish this goal.

The forensic psychologist, when retained in the role of the
forensic examiner of a tort claim, has five basic tasks as the
plaintiff’s or the defense’s damages expert in most personal
injury matters. These tasks are to assess (a) the baseline state
of psychological functioning of the plaintiff before the harm
occurred; (b) the nature and extent of any distress that was
caused to the plaintiff by the actions of the defendant; (c) the
nature and extent of any significant impairments or injuries to
the plaintiff’s functioning; (d) the likely psychological cause
of each impairment or injury; and (e) the nature of any psy-
chological intervention that might be helpful in assisting the
plaintiff to return to the preincident baseline level of func-
tioning. These five forensic examination tasks, undertaken as
a damages expert, may be in addition to the tasks of forming
an opinion regarding such liability issues as the standard of
care in the matter, whether most “reasonably constituted”
persons would have been injured by what the plaintiff expe-
rienced, and whether the plaintiff has reasonably attempted to
mitigate the harm suffered.

As with most other types of forensic examinations for
criminal, parenting, and competency examinations, the fo-
rensic examiner’s role in personal injury claims is very dif-
ferent from that of the role of the therapist who works in a
treatment context (Greenberg & Shuman, 1997). The forensic
examination is initiated by attorneys, not patients. The foren-
sic examiner’s client is the retaining attorney, not the party
being examined. The purpose of the examination is litigation,
not therapy. The anticipated outcome is public testimony, not
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privacy. The attorney-client privilege usually applies to the
examiner-litigant relationship; the therapist-patient privilege
does not. Rather than striving to help the party, the examiner
attempts to help the court. And, although principles of benev-
olence apply to therapist-patient relationships, the product of
the forensic examination and testimony may not be beneficial
either to the examined or to the retaining client-attorney. In
all such ways, the forensic examiner’s role is different from
that of the therapist. The examiner must be independent and
objective in his or her task of assisting the trier of fact to
come to the most accurate and just conclusion about the party
that the examiner has examined (Greenberg, 2001b). Provid-
ing the candor and objectivity that are required to be of such
assistance to the court would ordinarily mean risking the very
private and supportive relationship that forms the basis of a
therapeutic alliance between therapist and patient. For that
reason, even if the therapist has information that may help the
patient’s legal case, prudence dictates that the therapist not
risk the therapeutic relationship, but instead, let the court ac-
quire the helpful information from other sources (Shuman,
Greenberg, Heilbrun, & Foote, 1998).

Much has been written about the professional and ethical
role of the expert, and this is well stated in the “Specialty
Guidelines for Forensic Psychologists” (Committee on Ethi-
cal Guidelines for Forensic Psychologists, 1991). In essence,
the Guidelines encourage, advise, and admonish that the es-
sential role of the forensic psychologist is as expert to the
court, whose task it is to assist the trier of fact to understand
the psychological aspects of the evidence and legal issues
before the court. In so doing, the forensic psychologist is to
present findings and opinions in a fair and objective manner,
to not engage in nor participate in a partisan distortion or mis-
representation of evidence, and generally to provide services
in an objective manner and in a way consistent with the high-
est standards of the profession. These obligations extend to
all parties in the proceedings, even those whom the forensic
psychologist has not been retained by nor even ever met.

One might ask, Why is this so? After all, we have an ad-
versarial system of justice in which each side presents its best
arguments in an attempt to persuade the trier of fact of the
rightness and justness of its cause. Although this is the de-
fined role of the attorney in this struggle, the reason that this
is not the role of the forensic psychologist is actually quite
simple. The forensic expert cannot assist a third party, in most
cases, a jury, to most accurately understand evidence from
and about a party that has been examined if the expert’s testi-
mony about that party is slanted or distorted for or against
that individual. That, by definition, would be misleading to
the trier of fact, whom the expert is supposed to be assisting.
Only by fairly and accurately providing facts and opinions to
the trier of fact can the expert assist that trier of fact come to

a just conclusion. Anything else would result in less accuracy
and less justice (Shuman & Greenberg, 1998).

The Rules of Civil Procedure

The forensic psychologist ultimately has a role in this legal
process because the state has an interest in the resolution of
civil disputes. Such cases proceed through the federal and
state legal systems according to what is referred to as the
Rules of Civil Procedure of each jurisdiction. These rules
usually allow each side to the dispute to discover from the
other side any information that might reasonably lead to ad-
missible evidence in the trial resolving the disputed matter.

As part of this discovery process, examining experts first
serve as agents of discovery for the side that retains them.
They then serve as the objects of the discovery by the other
side of the dispute. As an agent of discovery, the forensic ex-
aminer assesses the plaintiff’s damage for the retaining coun-
sel. Then, as an object of the discovery process, the forensic
examiner becomes a source of information to the opposite
side through submission of the expert’s forensic report and
witnesses’ statement and through the use of a subpoena of the
expert’s records and deposition testimony. Thus, the expert
first informs retaining counsel and then informs opposing
counsel what facts have been learned from and about the
plaintiff, what opinions have been formed regarding the
plaintiff’s allegation, and what are the bases for those facts
and opinions. Most states support such extensive mutual pre-
trial discovery in the interest of both sides knowing the facts,
theories, and opinions that the other side will eventually offer
at trial. Although there are exceptions, few state legal systems
encourage trial by ambush, or blindsiding the opposition, or
“Perry Mason”-style intrial discovery in civil matters.

A civil action for damages is begun with the filing of a
complaint by the plaintiff. This is conceptually similar to a
criminal action that is begun by the filing of an indictment by
a prosecutor. Although there may have been prior efforts to
negotiate a settlement of a dispute, filing the complaint for-
mally places the case before the court. In the complaint, the
plaintiff typically states why the court has jurisdiction to hear
the plaintiff’s claims, why the plaintiff is entitled to relief,
and what relief the plaintiff seeks. Each claim for relief that
the plaintiff pleads is referred to as a cause of action and is
conceptually similar to each count of an indictment that is
offered by the prosecution in a criminal matter.

The participants in this civil legal process typically in-
clude the trier of law, the trier of fact, the parties, the counsel
for each party, the court personnel, the witnesses, and mem-
bers of the public. The trier of law is the judge, whose task it
is to make rulings of law. The trier of fact has the task of
making decisions of fact (i.e., deciding the facts of the case).



236 Personal Injury Examinations in Torts for Emotional Distress

The trier of fact is usually the jury, but in some jurisdictions,
one or both parties may have the right to waive the presence
of a jury. When this occurs, the judge serves as both the trier
of law and the trier of fact in what is referred to as a bench
trial. The parties are the plaintiffs and the defendants, and
each has an attorney or counsel who argues that party’s case.
There are typically court personnel who assist the judge, and
these may include a clerk of the court, bailiff, court reporter,
law clerk, and legal intern. The witnesses offer testimony for
the trier of fact to consider. Witnesses may be fact witnesses
or expert witnesses. Members of the public, such as trial ob-
servers and the press, are also considered an integral part of
the process. This is because, on a societal basis, it is the open-
ness of the judicial process to public and press scrutiny that
help ensure a fair and equitable process.

The Civil Trial Process

Although there are many variations, the steps through the
civil process in personal injury matters in most jurisdictions
approximate the pattern outlined in Table 13.1.

If initial settlement efforts are unsuccessful, the plaintiff
may file a complaint setting forth a claim for relief, in this
case, damages. The matter is now filed and said to be before
the court. The complaint usually contains relatively short
statements, considering the reams that may follow, of the
grounds on which the court’s jurisdiction depends, the events
giving rise to the dispute, the legal causes of action, the claim
showing why the plaintiff is entitled to damages, and a
demand for a judgment for damages or other relief. The com-
plaint and a summons are then served on the defendant.

The defendant may then file a motion to dismiss the com-
plaint for intrinsic flaws that are apparent from the face of the
complaint. This might occur because of the plaintiff’s failure
to state a claim on which relief can be granted, because of
the plaintiff having filed in the wrong jurisdiction, or because
of an untimely filing of the complaint. A successful motion to
dismiss can result in a case being dismissed with prejudice or
without prejudice. Dismissal with prejudice means that the
matter is permanently resolved. Dismissal without prejudice
means that the court has dismissed the complaint in its cur-
rent form but has left open the possibility that the flaws that
caused the dismissal may be cured, such as by refiling in a
proper venue or jurisdiction. In a dismissal without prejudice,
a new suit may be refiled for the same cause of action and the
matter remains unsettled.

The defendant may counterclaim that the defendant has
causes of action against the plaintiff and may file these before
the court. The proceedings for these claims usually take place
within the same trial process that was initiated by the plain-
tiff, but the defendant has the burden to prove these claims
against the plaintiff much in the same way, and usually to the
same standards, as does the plaintiff to prove the initial
claims that the plaintiff filed against the defendant.

The defendant may also claim what are known as affirma-
tive defenses to the plaintiff’s claim. These are defenses that,
if proven true, reduce or eliminate the defendant’s liability,
even if the plaintiff is able to prove the plaintiff’s claims
against the defendant. An affirmative defense is a defense that
negates all or part of the plaintiff’s right to recover, even if
the plaintiff proves all of the elements of the plaintiff’s case.

Although both plaintiff and defendant seek to introduce
evidence on all of the issues, the plaintiff ordinarily bears the
burden of proof on all elements of the plaintiff’s claims, and
the defendant ordinarily bears the burden of proof on all affir-
mative defenses. The legal process thus allows the plaintiff
the opportunity to prove each of the necessary elements of the
claims that are identified in the plaintiff’s complaint and al-
lows the defendant to cast doubt on the plaintiff’s claims and
to offer other defenses. If the defendant does offer affirmative
defenses, it becomes the plaintiff’s task to similarly cast doubt
on the defendant’s assertions as the defendant has done to the

TABLE 13.1 Typical Steps through the Civil Complaint and
Trial Process

1. Prefiling settlement negotiation (settlement negotiations may continue
throughout).

2. Plaintiff files complaint specifying causes of action and serves
defendant.

3. Defendant may file motions to dismiss, motions for counterclaims, and
notice of any affirmative defenses.

4. Defendant files answer.
5. Defendant answers elements of complaint not dismissed.
6. Discovery (discovery may continue throughout):

Requests for production of documents.
Interrogatories.
Depositions and subpoenas for documents.
Physical and mental examinations under Civil Rule 35.

7. Motion(s) for summary judgment (motions may continue throughout).
8. Pretrial conference:

Motions in limine and motions to seal file.
Witness lists, witness statements, and exhibits lists.
Discovery cutoff.

9. Trial:
Plaintiff’s case in chief:

Plaintiff rests.
Motion for directed verdict by defendant.

Defendant’s case in chief:
Defense rests.
Motion for directed verdict by plaintiff.

10. Verdict by trier of fact.
11. Motion for judgment notwithstanding the verdict by nonprevailing

party.
12. Entry of judgment by trier of law.
13. Motions for reconsideration.
14. Appellate process.
15. Renewed settlement negotiations.

Source: Adapted from Greenberg (2001b).
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plaintiff’s assertions. Thus, for example, in a case in which
the plaintiff claims damages for loss of consortium based on
the defendant’s causing the death of the plaintiff’s spouse, the
plaintiff bears the burden of proof to show, among other
things, that the defendant’s negligent driving caused the death
of his spouse. Such may be the case if the defendant can prove
that the deceased contributed to the accident or had a last clear
chance to avoid any harm despite the defendant’s negligent
driving. This might occur in a situation where a hurrying
pedestrian had the opportunity to stop before running into the
street but instead decided to try to beat the oncoming vehicle.

If a motion to dismiss based on the pleadings is not suc-
cessful, based on evidence revealed during discovery all par-
ties may file motions for summary judgment to resolve the
plaintiff’s claims or defendant’s defenses, in whole or in part.
The standard for granting a motion for summary judgment
is that there is no genuine issue as to any material fact and
that the moving party is entitled to judgment as a matter of
law. Thus, summary judgment is designed for questions in
which there is nothing factually for the jury to resolve, but in-
stead, the question is one of law for the court. Summary judg-
ment is granted to a party who successfully demonstrates that
there are no genuine factual disputes on any legally salient
issues when the issues are viewed in the light most favorable
to the nonmoving party. If successful, this implies that the
judge decided that there is no need to waste the court’s re-
sources by putting such a case before a jury.

Forensic experts may play a critical role in summary judg-
ment proceedings by testifying, essentially, that facts are
disputed. For example, a malpractice defendant’s claim for
dismissal that he could not have reasonably foreseen a partic-
ular harm to a patient may be rebutted by plaintiff’s expert,
who may assert that such harm should have been foreseeable
by the reasonably competent practitioner. By this assertion,
the plaintiff has put the issue in dispute. The court will
view the dispute in the light most favorable to the plaintiff be-
cause the plaintiff is the nonmoving party in the summary
judgment motion. The claim, then, most probably will not be
dismissed in favor of the defendant’s motion for summary
judgment but instead will proceed to trial.

Even when all the issues in a case are not resolvable by
summary judgment, motions often are successful at remov-
ing some of the claims or defenses. Reducing the issues in
this way facilitates the potential for negotiated settlement,
simplifies and shortens trials, or leads to the abandonment of
causes because a party decides the remaining claims do not
warrant the expense and risk of trial.

Anytime after the complaint is filed, up to the time that the
court has established a discovery cutoff, the parties may
engage in discovery. It is during this period that the forensic
examiner must complete his or her examination and disclose

its results and any opinions that may be offered at trial. In
most jurisdictions, retaining counsel must make any potential
expert witness available for discovery of these facts and
opinions by opposing counsel before discovery cutoff or risk
having that expert’s testimony excluded at trial.

The standard of persuasion describes the degree of cer-
tainty with which the party who bears the burden of proof on
an issue is required to sustain that burden. In other words, the
standard of persuasion defines what level of surety or confi-
dence the trier of fact must have to be convinced of the facts
and opinions asserted by each side. In civil matters, as well
as criminal matters, reasonable doubt is said to exist when the
party with the burden fails to persuade the trier of fact to
the degree of certainty required for the type of matter or issue
that is before the court.

In personal injury matters, the relevant degree of certainty
or standard of persuasion to establish claims and defenses to
the fact finder is referred to as a preponderance of the evi-
dence. It is usually referred to as the “more likely than not
standard” or, stated more formally, as more overall evidence
for a proposition than not. A preponderance of evidence is
said to be evidence that is more convincing than the evidence
offered in opposition to it. It is the evidence that is more cred-
ible, convincing, reasonable, and probable. The word “pre-
ponderance” is intended to mean something close to the sense
of outweighing overall. To be a preponderance, the weight of
evidence for one side must outweigh the evidence for the
other. This is not simply the number of witnesses, documents,
or simple arguments and facts in favor, but rather, the overall
composite balance of which side’s argument, opinion, and in-
formation is likely to be correct or is more persuasive. This
standard is basically considered to be a majority of the evi-
dence or, said another way, more evidence than would be
merely reasonable to some persons but less than would be
clear and convincing to most persons. 

The concept of preponderance of evidence plays a central
role in expert witness testimony. For an expert’s opinion to be
admissible, the expert must also testify that the opinion is
supported by a preponderance of the evidence that the expert
has considered and relied on. These sources of support or
foundation include the expert’s training, experience, special
expertise, literature research, and facts of the immediate case.
Attorneys may ask questions similar to the following of their
expert witnesses: “Doctor, based on your examination and
your expertise, will you tell this jury your opinion, on a more
likely than not basis, as to whether this plaintiff is experienc-
ing significant psychological impairments in her function-
ing?” and “Doctor, is this damage manifested by her inability
to sleep, keep basic hygiene, care for her children, drive, per-
form effectively at work, and be intimate with her husband?”
The expert need not be 95% or 99% certain that this opinion
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is correct, but need only be reasonably certain that the opin-
ion is more probably true than any competing or alternative
conclusion.

In the absence of an admission of liability, the trier of fact
is asked to determine if the plaintiff has adequately proven
each of the necessary elements of the claim. If this is the ver-
dict, then the defendant is held to be liable. Civil defendants
are not thought of as having been found guilty or not guilty,
but rather as liable or not liable. The legal term “liability”
means, in this context, that the defendant has been found
by the jury to have legal responsibility for the tort and has an
obligation to pay compensation for the damage that was
caused to the plaintiff by the defendant’s breach of duty.

However, judges in their role as the triers of law have the
final say. Judges can preempt the jury’s deliberation by pre-
venting the case from even being submitted to the jury. In
what is called a directed verdict, the judge can determine that
the party with the burden of proof has failed to present a suf-
ficient prima facie case to proceed to jury consideration. This
means that the party has not met the necessary burden of
proof on at least one of the necessary legal elements. Judges
can even override the jury’s finding after a verdict has been
reached. The acronym JNOV refers to the Latin judgment
non obstante veredicto, which means judgment notwithstand-
ing the verdict by the jury. On successful motion by the non-
prevailing party, JNOV sets aside the jury verdict and renders
in favor of one party notwithstanding the finding of a jury
verdict in favor of the other party. Either plaintiff or defen-
dant may win a judgment JNOV in qualifying cases in which
it is the opinion of the judge that evidence overwhelmingly
favors a different conclusion than that reached by the jury.

Judges alone control the legal process, interpret the law, and
apply rules of procedure and evidence, all of which may have
an important effect on the outcome of the case. Consider the
popular book A Civil Action (Harr, 1996). The judge’s ruling to
bifurcate the liability and damages aspects of the legal process
was portrayed to have had a huge effect on the outcome of the
matter. The rules of procedure, as a part of due process, are in-
tended to keep the judicial process orderly, to ensure fairness to
each side, and to guarantee each participant’s rights under the
law. At the broadest level, the conduct of judicial proceedings
is defined by the constitutional requirement that no person be
deprived of life, liberty, or property without due process of law.
Due process requires that parties be given notice and the op-
portunity to be heard before governmental action that deprives
them of life, liberty, or property. State and federal rules of evi-
dence and rules of procedure are designed to implement these
constitutional guarantees. If the attorneys use the rules effec-
tively and appropriately, the evidence and arguments that will
be presented at trial are known well in advance of the trial. This

generally permits a better opportunity to settle cases fairly or to
try cases that do not settle without surprises.

Trial tactics, however, also play a significant role in per-
sonal injury cases. Within the rubric of an adversary system, it
is understood and expected that lawyers will make tactical
uses of these rules for the benefit of their clients. Thus, the op-
eration of these procedural rules, designed to achieve lofty
conditional goals, is shaped by their adversarial implementa-
tion. Most procedural rules create rights that a party may
waive. For example, if a party does not object to an opponent’s
expert’s qualification, the court will not prevent the witness
from testifying as an expert. Although the judge in the U.S.
judicial system is expected to ensure that justice is done, in the
main, the judge is expected to intercede in the presentation of
evidence only when the fundamental fairness of the proceed-
ing is threatened, but not to interfere with tactical decisions of
the lawyers as to how they choose to try their cases. In this
sense, the judge typically does not act as would the referee in
a sporting event, who, on the occasion of a foul, blows a whis-
tle or throws down a flag. Rather, the judicial “referee” usually
waits until one of the “players” objects (i.e., cries foul), and
then resolves the dispute. Thus, it is rare in a tort case for the
judge to raise an objection on his or her own.As an example of
this, consider that it is unlikely that judges will, on their own
motion, raise a privilege objection when a psychologist or
psychiatrist is asked about his or her treatment of the plaintiff.

Similarly, many times, opposing counsel make no objec-
tion to technically improper procedure, simply because that
wrong process or procedure has no effect or is working to
their benefit. Strategy, not rule, ultimately guides the objec-
tor’s decision. In the same sense, other rules get broken with-
out objection. It is not that expert opinions can be offered
only by experts, that opinions must have proper foundation,
that previously undisclosed opinions cannot be offered at
trial, that the scope of cross-examination must not exceed that
of direct examination, or that one must not testify as to un-
corroborated hearsay. Instead, an objection to each of these,
if offered, is likely to be sustained. The primary concern to
the attorney is the effect on the jury of the way each witness
and each counsel presents themselves for personal and
professional scrutiny by the jury, rather than the technical
propriety or impropriety of any question or answer. What is
left is not hard and fast rules, but art and style, silence and
assertion, which play themselves out behind the scenes
repeatedly throughout the trial process.

Discovery

Usually well before trial, the attorneys engage in an attempt to
discover evidence that may be helpful to them or prejudicial
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to the opposing counsel at the upcoming trial. As part of this
pretrial discovery process, each side is allowed to investigate
its case very broadly, essentially given the opportunity to dis-
cover anything that might reasonably lead to admissible evi-
dence. In this process, examining experts serve as agents of
discovery for the side that retains them, usually by conducting
a forensic examination of the plaintiff. Consistent with the
rules of discovery, this examination can also be rather broad
in its scope, as long as the questions asked by the examiner
are reasonably calculated to lead to information that may be
admissible at trial.

Conceptually, this examination is allowed because the
plaintiff has put his or her emotional well-being at issue before
the court by claiming psychological damages. This claim for
damages for emotional distress results in the defendant’s right
to discover (i.e., to independently assess that claim). In the in-
terest of fairness, the court usually grants the defendant dis-
covery of the plaintiff’s claim in the form of the right to force
the plaintiff to undergo a physical or mental examination per-
formed by an expert of the defendant’s choosing. Plaintiffs can
also elect to be examined by an expert of their choice and this
elective examination can take place either before or after the
examination conducted by the expert retained by the defense.

Also in the interest of fairness, the plaintiff has a right to
discover the results of the forensic examination conducted by
the expert selected by defense. In exchange for learning
about the results of this examination from the defendant,
the plaintiff must provide to the defendant all similar infor-
mation that the plaintiff has accumulated, usually including
the plaintiff’s own elective forensic examination as well as
the plaintiff’s treatment records, if any, that bear on the lia-
bility or damage being claimed.

Federal Rules of Civil Procedure: Rule 35 
(Fed. R. Civ. Proc. 35)

Examinations of the plaintiff by the defense expert are typical
but not automatic. They may occur under the authority of
Federal Rule of Civil Procedure 35 or, more simply, Civil
Rule 35 or CR35, or its state equivalent. These examinations
may be ordered by a court against the wishes of the plaintiff
when the plaintiff’s mental or physical condition is in contro-
versy. When the plaintiff resists being examined, the court
may ask the defense to show good cause as to why such an
examination would be helpful to the court’s deliberations. If
the defense motion for the CR35 examination is granted, this
usually results in what is referred to as the litigation exception
to privilege, which basically waives most of plaintiff’s claims
to privacy and to therapist-patient privilege that the plaintiff
might otherwise have.

A good cause affidavit or declaration that is submitted by
the proposed CR35 examiner begins with the court, cause,
and caption information, an oath that the statement is true,
and an affirmation that the declarant is competent to make the
declaration. The substance of the statement describes the ex-
aminer’s qualifications, the basic relevant facts of the current
matter, and the process of the examination. This includes
plans for testing, interviews, and collateral contacts and the
general nature of the inquiry. Although the expert usually
does not need to identify the individual instruments to be
used, there would be indication of the plan to perform cogni-
tive testing, personality testing, and assessment of areas of
well-being as well as injuries focusing on trauma, anxiety,
depression, and other impairments.

The expert’s declaration in support of the motion for a
CR35 examination then states the number of testing and in-
terview sessions, the approximate number of hours needed,
any concerns about having an observer present for the testing
or interviews, and that the assessment is better performed
over several sessions; this is to sample the plaintiff’s status at
more than one moment in time and to keep fatigue from dis-
torting the examination results. The description of the content
of the interviews includes the intent to explore the plaintiff’s
condition before and after the alleged event, the nature of the
alleged event, the likely psychological causes of any impair-
ments that the plaintiff is experiencing, and the plaintiff’s
likely future needs to recover from any residual impair-
ments. Similarly, persons to be interviewed as collaterals are
described in terms of their relationship to the case or to the
plaintiff, the nature of the information likely to be acquired
from them, and the general way in which it is likely to be
helpful. The expert then needs to state how this process is
warranted in terms of the information that may result, how
that information is relevant to the matter, and how the overall
product of the examination may be helpful to the court when
provided as testimony.

Whether retained by the defense attorney to formally
provide a forensic examination under CR35, or retained vol-
untarily by plaintiff’s counsel to examine the plaintiff, the
procedural model that experts should follow is CR35. If not
in federal court, examiners should be familiar with the state
version of this rule for the jurisdiction in which the matter is
being tried. Whereas ethics codes and specialty practice
guidelines are the conceptual guiding principles for the
psychological aspects of this process, the Rules of Civil
Procedure, especially Rule 35, and the Rules of Evidence,
especially Rules 702 through 705, are the guiding principles
for the legal aspect of the process. These combine to provide
the governing principles for civil forensic examinations
and testimony. Forensic practice can be thought of as the
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convergence point of these principles. CR35, though rela-
tively short, is complex; it is presented in Table 13.2.

Part (a) of the rule addresses the provisions for the exami-
nation. It refers to the plaintiff’s claim of emotional pain
and suffering (i.e., psychological impairment) as a basis for
receiving damages and to the defendant’s dispute of at least
part of that claim. The examination is to be conducted by a
“suitably licensed or certified examiner,” which may include
any person with recognized expertise in the area of the plain-
tiff’s claim. Although the defense may have to convince the
court of “good cause” for the examination, CR35 exams often
are arranged by agreement of counsel when the attorneys

recognize that there are insufficient grounds to resist the re-
quest. If disputed, the determination of “good cause” is within
the judge’s discretion. At the request of the plaintiff, the de-
fense may have to state in advance the identity of the exam-
iner, the amount of time that the examination will require,
the location for the exam, the procedures to be used, and the
general areas of inquiry.

Part (b) subpart (1) of the rule provides for the examiner’s
report. This section spells out the requirement that the de-
fense must provide a copy of the detailed written report of the
examination to the plaintiff before discovery cutoff. The re-
port needs to be complete on all issues that bear directly on
the legal question and, in particular, all areas that are likely to
be the subject of future testimony. At a minimum, the report
should contain all procedures used, all opinions evident at the
time, and the foundation or basis for each opinion. Upon re-
ceipt of the defense expert’s examination report, the plaintiff
must provide to the defense any reports in plaintiff’s control
regarding the same condition or claim. This provision may be
the basis for the plaintiff having to turn over his or her ther-
apy notes to the defense as an ongoing report of the same
condition. As stated in the rule, “If an examiner fails or re-
fuses to make a report, the court may exclude the examiner’s
testimony if offered at trial.” Thus, failure to write a re-
quested report may result in the exclusion of the expert’s tes-
timony. However, a report is to be written only if requested
by the attorney who has retained the expert and not automat-
ically. This is because the attorney who retained the expert
may want that testimony to be excluded. If the expert’s find-
ings or opinions are not sufficiently favorable to the defense,
then not having that expert testify may be exactly what the
side retaining that expert desires.

Part (b) subpart (2) explains the provisions for the recipro-
cal waiving of privilege. It provides that, in consideration for
the defense having to reveal its report to the plaintiff, the plain-
tiff waives any privilege and reciprocates by providing all in-
formation available about the plaintiff regarding the condition
in question. Because the plaintiff has waived privilege in re-
questing the defense’s report of the plaintiff, then the plaintiff
must waive privilege in making available all reports of similar
conditions that are under the plaintiff’s control. In effect, the
rule provides that a release to one person regarding the plain-
tiff’s condition is a release to all regarding the same condition.

Part (b) subpart (3) establishes that agreements between
counsel are as binding as court orders and clarifies that nei-
ther party is relieved of any obligation to allow discovery and
deposition, even if the examination is conducted by agree-
ment and the report is provided as described.

TABLE 13.2 Federal Rules of Civil Procedure: Rule 35 (Fed. R. Civ.
Proc. 35): Physical and Mental Examination of Persons

(a) Order for Examination.

When the mental or physical condition (including the blood group) of a
party, or of a person in the custody or under the legal control of a party,
is in controversy, the court in which the action is pending may order
the party to submit to a physical or mental examination by a suitably
licensed or certified examiner or to produce for examination the person
in his custody or legal control. The order may be made only on motion
for good cause shown and upon notice to the person to be examined
and to all parties and shall specify the time, place, manner, conditions,
and scope of the examination and the person or persons by whom it is
to be made.

(b) Report of Examiner.

(1) If requested by the party against whom an order is made under Rule
35(a) or the person examined, the party causing the examination to
be made shall deliver to the requesting party a copy of the detailed
written report of the examiner setting out the examiner’s findings,
including results of all tests made, diagnoses and conclusions,
together with like reports of all earlier examinations of the same
condition. After delivery the party causing the examination shall be
entitled upon request to receive from the party against whom the
order is made a like report of any examination, previously or
thereafter made, of the same condition, unless, in the case of a report
of examination of a person not a party, the party shows that the party
is unable to obtain it. The court on motion may make an order
against a party requiring delivery of a report on such terms as are
just, and if an examiner fails or refuses to make a report the court
may exclude the examiner’s testimony if offered at trial.

(2) By requesting and obtaining a report of the examination so ordered
or by taking the deposition of the examiner, the party examined
waives any privilege the party may have in that action or any other
involving the same controversy, regarding the testimony of every
other person who has examined or may thereafter examine the
party in respect of the same mental or physical condition.

(3) This subdivision applies to examinations made by agreement of the
parties, unless the agreement expressly provides otherwise. This
subdivision does not preclude discovery of a report of an examiner
or the taking of a deposition of the examiner in accordance with the
provisions of any other rule. 
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THE NATURE OF THE FORENSIC
EXAMINATION PROCESS

Because the nature of the forensic examination flows di-
rectly from the law that is relevant to the matter, the foren-
sic examiner should be familiar with the underlying legal
standards as well as the scientific foundations of psychology
that are applicable to the issue being assessed. The forensic
examiner’s overarching consideration is that his or her pri-
mary and essential role is that of expert to the court. If oth-
ers are to rely on the examiner’s statements of facts and
opinions, these need to be thorough, objective, and impar-
tial. The forensic examiner is an advocate only for that
which most accurately represents the state of psychological
knowledge and the results of the forensic examination in
question. It is not the examiner’s role to be a partisan for the
cause of the retaining attorney. Because forensic practice is
among the most public of all mental health professional
practices, the statements and actions of the forensic profes-
sional may have a profound impact on the parties to the suit,
the attorneys, the profession, and the forensic examiner him-
self or herself. The examination process of comparable legal
questions should be essentially the same whether the exam-
iner is retained by plaintiff’s counsel or defense counsel.
Record keeping should reflect thoroughness and impartiality,
avoiding passive or active distortion by selection or record-
ing of quotes out of context. All contact with any party or wit-
ness is “on the record.”

Whereas clinical assessments attempt to assess the
strengths and weaknesses of a patient when compared either
to a population average or to an aspired ideal, forensic exam-
inations are basically a pre/post comparison of how the plain-
tiff was functioning before an alleged event with how
plaintiff has been functioning since the alleged event. Having
said this, it should immediately be acknowledged that the
field has not generated a detailed, “gold standard” model for
how to perform the examinations. The elements culled and
combined from a variety of sources suggest the following
procedures, though these suggestions should not be consid-
ered mandates and decisions must be made by each expert on
a case-by-case basis.

The elements of the assessment to be considered are
the examiner’s informed consent from the client-attorney,
collateral information, informed consent from the party being
examined, testing and other assessment instruments to be
administered, substantive interviews of the party, interviews
of collaterals, the examiner’s report, and the examiner’s
deposition, and courtroom testimony (see Table 13.3).

TABLE 13.3 Sequence of the Typical Examination Process

Although time and court demands often change this, a general model for
the forensic examination process is the following:

Attorney’s referral contact to the examiner’s office.
• Attorney’s basic description of case.

• Referral counsel’s theory of the case and the facts that support it.
• Opposing counsel’s theory of the case and the facts that support it.

Practice, expertise, availability, and fee information that the examiner
provides to the referring attorney.

• Attorney-client provides informed consent and documents in letter or
contract form.

Retainer paid by client-attorney.

Records of both sides reviewed.

Interview #1: Brief introductory interview of plaintiff.
• Not a case-substantive interview.
• Informed consent from plaintiff as to examiner’s role and as to

examination process.
• Inform plaintiff of information and documents received thus far by

examiner.
• Ask plaintiff if wishes to provide names of additional collaterals and

additional documents.

Plaintiff completes in-office testing and take-home history questionnaires.

Read plaintiff’s questionnaires, test results, and remaining records.

Interview #2: First case-substantive interview of plaintiff.

Conduct collateral interviews.

Interviews #3+.

Review of data and results.
• Organize as to the five conceptual parts of the examination.

• Preallegation history.
• Strengths and competencies.
• Preexisting vulnerabilities.
• Preexisting impairments in functioning.

• The trauma and distress.
• What the plaintiff was exposed to.

• Sequelae.
• Substantial impairments in functioning that the plaintiff suffered.
• Ways in which the plaintiff was resilient.

• Proximate cause.
• Impairments that would not have occurred but for the alleged

events.
• Impairments that would have occurred otherwise.

• Prognosis.
• Degree of future impairments (partial or complete, temporary

or permanent).
• Interventions or accommodations indicated.

Conclusions.
• Opinions and recommendations.
• Consult with colleagues as needed.

• Use colleagues as a check against hindsight bias.

Consultation with the retaining client-attorney.

Written report (if requested).

Deposition.

Testimony.

Source: Adapted from Greenberg (2001b).
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Informed Consent from the Retaining Client-Attorney

Because the attorney is the client who retains the forensic ex-
aminer on behalf of that attorney’s client, the plaintiff or the
defendant, the examiner first acquires informed consent from
the client-attorney regarding the cost and nature of any pro-
fessional responsibilities and services the examiner is ex-
pected to perform. These may include consultation, document
review, CR35 examination, report writing, and testimony. It is
advisable to have the attorney write a letter that identifies and
commemorates the salient aspects of the retainer agreement,
especially an acknowledgment that the attorney is the client of
the forensic examiner and is responsible for the expert’s fees
regardless of the outcome of the matter. The expert should re-
quest a retainer that will cover at least what the typical matter
of this sort would cost to evaluate. If asked by counsel or the
party, remember that health insurance is basically a contract
between an insurance company that agrees to provide reim-
bursement for services that are covered under that contract
and an insured who agrees to pay for the cost of that coverage.
Because health insurance rarely is intended to reimburse for
legal purposes as opposed to health purposes, it is usually not
appropriate to use health insurance as a means to pay for
a forensic examination (see Greenberg, 2000, for further
discussion of this issue).

The attorney may specify that the examiner is being re-
tained as a trial consultant, as long as it is clear that this is
done to avoid premature discovery of the expert and that,
once identified as a witness, everything that the expert has ac-
cumulated will become available to both sides. No informa-
tion that was considered and relied on by the examiner in
the forming of his or her opinion should be withheld from
judicial scrutiny.

Acquiring Collateral Documents

The client-attorney should be asked in the initial contact to pro-
vide to the expert all documents and records that are relevant to
the expert’s responsibilities, especially those that may help the
expert understand opposing counsel’s theories of the case, and
any evidence that might support those theories. Potential du-
plications and complications may be less likely to occur if the
retaining attorney is responsible for acquiring and providing to
the expert all of the documents that the expert requests, rather
than having the expert request documents directly.

Informed Consent from the Plaintiff

Having learned from the documents the essential positions
of each side in the matter, the examiner should conduct a
brief informed consent initial meeting with each party being

examined. This meeting is not a substantive interview about
the facts and allegations of the case. It is an opportunity
for the party to learn about the process and about what to
expect. The meeting also should help the party become
more comfortable with the idea of being examined. Accord-
ing to Fink and Butcher (1972), doing so may encourage
some parties to be less defensive or less resentful of psycho-
logical testing. The party should be informed which attorney
is the examiner’s client, that the exam is being conducted by
court order or by agreement, that it is a forensic examina-
tion for which there is not intended to be any therapeutic
benefit, and that therapist-patient privilege does not apply.
The party, and any collateral, should expect “publicness” in
the form of professional consultations, reports, and testi-
mony. As part of the process, the party should expect to be
administered standardized psychological testing, history
taking, interviews about status before and after the claimed
event, and any ways in which he or she may have been
damaged.

Tests and Other Instruments

Assessment of the party should follow the informed consent
interview, but may precede it if the informed consent has
been accomplished with the party’s attorney or by providing
the party written forms that describe the same consent
information.

Unfortunately, there is no universally agreed on set of as-
sessment tools that has been developed for personal injury
examinations, nor any tests that directly answer the legally
relevant questions regarding preexisting conditions, proxi-
mately caused damage, or the severity of the distress caused
by the defendant’s behavior. In general, civil forensic exam-
iners tend to use the same core battery of test instruments that
typically are used in clinical assessment. In 1992, Lees-Haley
found from a relatively small sample (n � 69) of forensic
examiners that these tests tended to include the Minnesota
Multiphasic Personality Inventory (MMPI) and MMPI-2,
the Wechsler Adult Intelligence Scale–Revised (WAIS-R),
the Rorschach Inkblot, and the Bender-Gestalt Test. In a
more recent survey with a slightly larger sample (n � 80),
Boccaccini and Brodsky (1999) found that most commonly
used instruments in forensic assessments were the MMPI-1
or -2, the WAIS-R or -III, the Millon Clinical Multiaxial
Inventory II or III, the Rorschach, the Beck Depression
Inventory, the Trauma Stress Inventory, and the Symptom
Checklist 90–Revised. Interestingly, each of these studies
found that among these two groups of clinicians, no two
forensic examiners of emotional injury claims used an identi-
cal battery of tests and instruments.
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Regardless of which specific instruments are used, the re-
sults should be used to generate hypotheses that then need to
be corroborated or disconfirmed when tested against the
other information available in the matter. Whichever instru-
ments the examiner prefers and is skilled with administering
and interpreting, the same core battery of assessment instru-
ments and procedures should be used in most examinations.
These instruments are then supplemented with specialized
tests as necessary to further assess cognitive or intellectual
impairment, trauma, anxiety, depression, substance misuse,
and so on. (See Heilbrun, 1992 for further discussions of the
role of psychological testing in forensic assessment.)

When interpreting testing results, especially the results of
personality testing, the examiner needs to exercise caution to
understand the results in the context of the forensic process
and should not assume that the standard clinical interpreta-
tion applies. For example, plaintiffs often believe that they
have been mistreated unfairly by authority figures and are
particularly untrusting, guarded, and suspicious of the arcane
motives of an expert hired by the defense. Such influences,
taken together, can result in a significant elevation on MMPI-
2 Scale 6 (Pa) without necessarily indicating that the per-
son warrants the standard clinical interpretation of such a
score. Prefacing any interpretation with an explanatory state-
ment, as is recommended by the “Ethical Principles of
Psychologists and Code of Conduct” (APA, 1992) and the
“Specialty Guidelines for Forensic Psychologists” (Commit-
tee on Ethical Guidelines for Forensic Psychologists, 1991),
may help readers of the report to understand the limitations of
the testing process in this context. Such an explanatory state-
ment might approximate the following:

Note to the Reader about the Interpretation of
Psychological Tests:

The interpretations of the psychological tests presented in this
report are hypotheses and should not be used in isolation from
other information in this matter. The interpretive statements are
primarily computer-generated, actuarial, and expert predictions
based on the test patterns. The interpretations reflect character-
istics of persons who have provided test response patterns that
are similar to those of the current individual. Test results are
probabilistic in nature and should be interpreted cautiously, in
that it is impossible to tell, from test results alone, if these pat-
terns and deficits preexisted the events in question, or are the
sequelae of the events. Therefore, the reader should examine
the test interpretations for general trends and put limited
weight on any one specific statement. In the integration and
presentation of the test data, where results were unclear or in
conflict, I selected the most likely hypotheses for presentation
here.

This conservative approach should then be echoed in the
language that is used in the actual interpretation. Instead of
writing that “Mr. Jones’s MMPI-2 results indicate that he is
experiencing significant depression,” the examiner can hy-
pothesize that “Persons who score similarly to Mr. Jones may
be significantly depressed.” Although in some ways the two
statements suggest the same outcome, the latter style reminds
the reader that the interpretation is based only on the assump-
tion that, because Mr. Jones scores in the range of the mem-
bers of a group with depression as a known characteristic, he
is more likely to resemble them than persons without scores
such as his. This is different from implying that the test result
demonstrates that he is depressed.

This approach also helps inoculate the examiner, when
in the role of expert witness, against three common cross-
examination strategies that are suggested to the attorney by
the “Specialty Guidelines” and the “Ethical Principles.” First,
as suggested by these guidelines, the examiner has affirma-
tively stated that there are limitations to the methods and pro-
cedures that were employed. Second, inadvertent or apparent
overstatement of the implied meaning of the test results is
reduced. Third, apparently conflicting test data are properly
conceptualized as being competing hypotheses generated
by different aspects of the test protocols and not as contradic-
tory results.

In deciding the content and substance of what to state in
the report regarding the test interpretation, experts should be
mindful of the “Specialty Guidelines” admonition to present
in forensic reports only that which bears directly on legally
relevant issues. Simply because an interpretative statement is
accurate is not, by itself, sufficient reason for the statement to
be included. For example, suppose that an MMPI-2 text cited
research that a disproportionate number of females with a
particular code were significantly more likely than the aver-
age woman to have had an abortion. The knowledge of that
citation for this person’s code type would not be adequate
reason to include that likelihood in the forensic examiner’s
report in a matter in which having or not having had an abor-
tion did not bear directly on the plaintiff’s claim or damage.

Interpretative statements need to be not only relevant, they
need to be understood in the forensic context. Elevated de-
fensiveness or elevated self-criticalness in test results can
merit very legal-case-specific interpretations rather than the
more usual interpretative statements that would be offered if
the MMPI-2 were taken in the anticipation of therapy or as
part of “self-exploration” without the very significant conse-
quences attendant to the legal struggle. Similarly, experts
must exercise special caution in making clinical interpreta-
tions of elevated test scale scores that are substantially ad-
justed for defensiveness. Consider an example similar to the
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Scale 6 example cited previously. In a stylistically defensive
person who has been intrusively assaulted and who is now a
personal injury plaintiff, Scale 8 (Sc) in particular can be-
come highly elevated in large part due to a combination of K
Scale correction and intrusive recollections of the event. This
plaintiff may have few of the typical “Hi-8” qualities that
otherwise would be attributed to such a score. In general, be-
fore being accepted by the examiner, hypotheses generated as
a result of personality testing must be corroborated by real-
world evidence.

Case-Substantive Interviews of Plaintiffs

Interviews with the parties should be conducted in a respect-
ful and straightforward manner and never with the intent of
tricking, confusing, or angering any individual. Interviewees
have the right to refuse any part of the examination they
consider to be unduly intrusive, emotionally stressful, or de-
manding. If the interview becomes too difficult for them, they
can always leave and have their attorney ask the court for re-
lief from any allegedly inappropriate procedures. There is
simply no valid reason not to treat all parties in the same cor-
dial and respectful manner, regardless of the side retaining
the expert. This is not therapy, but neither should it resemble
an interrogation or inquisition.

The interview should begin with the examiner informing
the plaintiff of the general nature of the information needed
by the expert. One method is to explain to the plaintiff that
the examination will cover five areas and provide the reasons
that each should be covered. These include (a) establishing a
baseline of what plaintiff’s life was like before the incident in
question; (b) the nature of the incident itself; (c) how the per-
son has been functioning since the incident; (d) why the per-
son thinks the incident is the cause of the claimed difficulties
and not something else; and (e) how the person is likely to
function in the future. Elaborating on these five areas calls for
descriptive accuracy and is also an opportunity for the exam-
iner to set a tone of openness and even-handedness in the way
the issues will be explored.

Establishing a Baseline

Because personal injury assessments are basically pre- and
postincident examinations, exploring what the person’s life
was like before the incident is necessary to establish a base-
line for the purpose of comparing “then and now.” The plain-
tiff can be told that this is important because the examiner
will be asked to testify about what problems and strengths the
plaintiff already had at the time of the incident, whether any
psychological damage was caused by the actions of the

defendant, whether any preexisting problems were exacer-
bated, whether any of the strengths were impaired, and
whether any areas of functioning proved to be resilient to the
distress. The examiner may also be asked if the plaintiff was
especially vulnerable to certain kinds of stressors; if so, this
might establish the plaintiff as being what is referred to as an
“eggshell” plaintiff. Such might be the case of a person who
was sexually abused as a child, but who was nevertheless
functioning without significant impairment 30 years later at
the time of being sexual harassed on the job. Although this
person’s baseline level of function at the time of being ha-
rassed was normal, if this person’s damage in response to the
harassment was more profound than would be typical of most
persons, the law considers the person to have been as vulner-
able as an eggshell. Such plaintiffs usually are held to be en-
titled to compensation for all the damage suffered and not
only that which would have been experienced by the average
person suffering the same experience.

The Nature of the Stressor Incident

Second, the plaintiff should be told that the examiner is likely
to be asked about the severity of the stressor to which the
plaintiff was subjected. This is not for the purpose of testify-
ing about whether the plaintiff is telling the truth about what
is alleged to have happened. Plaintiffs frequently worry about
exactly that, and they should be disabused of the notion
that forensic examiners are “truth-tellers” or that the expert
would testify that an incident did or did not occur in the way
claimed by the plaintiff. The plaintiff should understand that
the expert likely will be asked at least two questions about the
claimed incident(s). One is that, if the incidents occurred as
described, would the nature and degree of the stress experi-
enced be severe enough to significantly impair the function-
ing of the average person. The other is whether the claimed
impairment is clinically consistent with the nature and the
severity of the stressor that is alleged. Basically, the plaintiff
is informed that the forensic examiner wants to know what
the experiencing of the events was like for the plaintiff and, if
the plaintiff reacted differently to the stressor than other peo-
ple might have, why the plaintiff thinks that would have been
the case.

Sequelae

This third area focuses on how the plaintiff has been func-
tioning since the incident. This includes not just how the
plaintiff is functioning today, but how the person has been
doing since this first happened. Consideration also needs to
be given to ways in which the plaintiff proved to be resilient
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to the stressor. A chronology is especially helpful so that the
forensic examiner may determine if the plaintiff is improving,
getting worse, or remaining about the same. Occasionally,
there is a silver lining to the cloud; that is, if one plaintiff and
another person have rallied together in support of this claim,
if plaintiff has gained insight or personal effectiveness as a re-
sult of treatment, if plaintiff has since found a better job, or if
plaintiff and spouse are more intimate or open about feelings
with each other, these are factors to be considered in the ways
in which the plaintiff was damaged. A majority of plaintiffs
probably somewhat exaggerate their psychological damage;
the expert should keep in mind that exaggeration does not
necessarily indicate that the entire damage is malingered.
Even if damage is malingered, does this necessarily mean that
the stressor events did not occur as claimed? There is no psy-
chological test or interview procedure that can indicate with
certainty whether or not a specific event occurred as claimed.

Cause in Fact

While policy decides what is to be considered the legally
proximate cause of a harm, the forensic examiner can help
the trier of fact decide if alleged impairments would have
been unlikely to occur but for the actions the defendant is al-
leged to have committed. Again, because no psychological
test indicates the specific cause of the plaintiff’s problems,
this needs to be the subject of detailed interviewing. Espe-
cially if the examiner is skeptical of the plaintiff’s claimed
damage and its cause, the plaintiff’s statements in this regard
should be fully and fairly represented in the examiner’s notes
and report, and then the expert should explain the basis for
doubting the claims.

Prognosis

Legally, this refers to future damages, the consideration of
ways that the plaintiff is likely to remain damaged and to
need future treatment. One element should be simply asking
the plaintiff about what the plaintiff expects in terms of
recovery and future needs for treatment, job retraining or
accommodation, or schooling. Psychological testing, as well
as plaintiff’s previous real-life experiences, can help estimate
how plaintiff is likely to respond to treatment and to whether
plaintiff is prone to become helpless or to be a survivor.
Counsel will probably appreciate, where possible, an esti-
mate of plaintiff’s future treatment needs and the likely cost
at the going rate in plaintiff’s community.

Documentation of the interviews is critical. The “Specialty
Guidelines” spells out clearly that it is the forensic expert’s
responsibility to document evidence in a clear and complete

manner, anticipating judicial scrutiny, and more so than one
would for the purposes of treatment. The forensic examiner is
acting as an agent of discovery. This is not testimony. The op-
erative rule for the forensic examiner is to ask about anything
relevant to the psycholegal aspects of the case that might rea-
sonably lead to admissible evidence and to record the same.

Sometimes, plaintiffs reveal information that is unfairly
prejudicial to their case. If it is likely to be relevant to the is-
sues before the court, the forensic examiner needs to docu-
ment it. Applying a decision rule of keeping the plaintiff from
harm, or of serving the purposes of the attorney who retains
the forensic examiner, only serves to distort the process. Se-
lective note taking, which depends on who the information
favors, is not neutral, impartial, or objective. Unfairly preju-
dicial information is still usually discoverable. It is up to the
trier of law, not the examiner, to decide if it is admissible.

The professional discretion that the forensic examiner is
expected to exercise is in deciding what information gained is
directly relevant to the forensic opinions to be offered. Those
professional decisions are reflected in what the examiner puts
in the report, not what gets put in the notes of the examina-
tion. Except for issues of legal privilege, relevance, and rep-
etition, notes should be uncensored “raw data” for both sides
to discover and use as the court allows. The forensic exam-
iner should be documenting anything learned that is poten-
tially relevant, meaning that, if admissible by a trier of law, it
may assist the trier of fact. This is because the law’s limits to
discovery are couched in terms of relevance, and not in terms
of admissibility. Unfair prejudice is a consideration to admis-
sibility. Federal Rule of Civil Procedure 26 (Fed.R.Civ.P.26)
and its state equivalents define the scope of discovery as “any
matter, not privileged, which is relevant to the subject matter
involved in the pending action . . . [and] need not be admissi-
ble at the trial if the information sought appears reasonably
calculated to lead to the discovery of admissible evidence.”
The limits of discovery are usually objections that discovery
is privileged, unduly burdensome, overbroad, or repetitive,
not objections in terms of unfair prejudice and certainly not
to be exercised unilaterally by the forensic examiner. Experts
should not preempt the court’s discovery process by acting as
censors on the basis of the examiner’s understanding of what
might constitute potential unfair prejudice.

History taking should be structured so that important areas
do not get overlooked. The regular use of a forensic history
questionnaire (Greenberg, 2001a) allows for uniformity and
thoroughness of questioning on examination after exami-
nation, providing the forensic examiner an opportunity to
learn how different persons respond to exactly the same ques-
tion. The basic areas to question in forensic history taking are
identified in Table 13.4.



246 Personal Injury Examinations in Torts for Emotional Distress

TABLE 13.4 Forensic History Interview Outline

Family of Origin

Name of each sibling, parent, grandparent, aunt, and uncle.
Year of birth and current age.
Nature of relationship (e.g., paternal aunt, foster brother).

Nonromantic Relationship History

Nature of their relationship to you (e.g., coach, boss, neighbor).
Other person’s name.
Your age and other person’s at the start of relationship.

Romantic Relationship History

Nature of their relationship to you (e.g., dated, partner, cohabitated).
Other person’s name.
Your age and other person’s at the start of relationship.

Children

Name of each daughter and son.
Nature of relationship (e.g., daughter, stepson).
Date of birth and current age (or age when deceased).
Names of biological mother and father.

Residential History

Location: city and state.
Dates lived there. 
Type of residence (e.g., house, apartment, school, foster home).
Name of each person who lived (not just visited) in the residence 

with you.

Educational History

Name of school.
Type, city, state of school.
Years and grades attended.
Major area or program.
Certification or degree earned.
Last grade attended (e.g., eighth, H.S. sophomore, college senior).

Spiritual, Philosophical, Ethical, or Religious Training

Nature of participation.
Years attended or involved.

Recreational and Leisure Activities

Name or type of activity.
Description of participation.
Years participated.

Hobbies and Leisure Activities

Name or type of activity.
Description of participation.
Years participated.

Employment History

How earned money while growing up.
Adult jobs, positions, and responsibilities.
Employer.
Dates of employment.
Age when job started.
Hours worked per week.
Reason for leaving position.

Charitable Contributions

Work for charity and nonprofit organizations.
Donations.

Military Service

Service.
Branch, rate, and rank.
Locations where stationed.
Dates at location.
Age at the time.
Combat experience.

Current and Past Legal History

Juvenile, divorce, paternity, family law, or matrimonial law matters.
Agency, union grievance, or administrative law matters.
Civil law or business law matter.
Criminal misdemeanors or other criminal activity, allegations, or charges.
Posted a bond, paid damages, or paid compensation.
Placed on probation or parole or under someone’s legal supervision.
Placed in a detention center, halfway house, or correctional institution.

Alcohol Use History

What (e.g., beer, wine, wine coolers, hard liquors, cocktails, mixed drinks, 
sherries, cognacs, cordials).

Where (e.g., home, job, bars, parties, sporting events, restaurants).
When (e.g., days, before dinner, with dinner, evenings, weekends, 

holidays).
How often (e.g., number of times each day, week, month).
How much you drank each time (e.g., number of 10-oz. drinks).

Drug and Substance Use History

What (e.g., cocaine, acid, marijuana, hash, Percocet, Valium).
Where (e.g., home, job, restaurants, parties).
When (e.g., days, evenings, weekends, holidays).
How often (e.g., number of times each day, week, or month).
How much you used each time (e.g., number of grams, joints, pills).

Physical Health History

Type of disorder, illness, or injury.
Date of each injury or condition.
Name of doctor or hospital.
Medications prescribed.
Degree of recovery.

Mental Health History

Type of counseling (e.g., individual, group, psychoanalytic, pastoral).
Name of counselor or therapist.
Total number of sessions.
Starting and ending dates.
Medications prescribed.

Psychological Educational Experience

Psychologically oriented meetings, information schools, classes.
Name or type of class, group, or seminar.
Total number of hours attended.
Starting and ending dates.

Other Pleasant and Unpleasant Experiences and Memories

Source: Adapted from Greenberg (2001b).
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Site Observation

Experts should consider visiting the site of any relevant al-
leged event and interviewing relevant parties at such sites. In
some cases, seeing the location of an alleged incident can
help the forensic examiner understand and appreciate both
the claims and the defenses being offered.

Collateral Interviews

Persons who have significant contact with the parties
being examined (employers, coworkers, employees, neigh-
bors, family members, teachers, coaches, pastors, health
care providers) should be considered for collateral inter-
views. If permissions for privileged contacts are declined by
the plaintiff, the forensic examiner will have to decide if an
adequate examination can be conducted without such infor-
mation. If not, the retaining attorney should be apprised of
the need for such interviews, along with the professional lit-
erature supporting their use. The forensic examiner should
never convey to the plaintiff that he or she must agree to
collateral interviews. Plaintiffs can always have their attor-
neys ask the court to limit such discovery, just as defendants
can always have their attorneys ask the court to order dis-
covery and to waive privilege. The forensic examiner should
indicate what is required and then let the legal process run
its course.

On a related matter, all parties should understand that the
relationship between the plaintiff and the forensic examiner
is not privileged unless it happens to be protected by the
attorney-client privilege. The forensic expert is not providing
therapy, and the plaintiff should have no reasonable anticipa-
tion of confidentiality because the forensic examiner was
retained in anticipation of public testimony. Therefore, tech-
nically, it is not the forensic examiner who, for example,
needs a release to talk to a plaintiff’s therapist; rather, it is the
plaintiff’s therapist who needs plaintiff’s release to talk to
the forensic examiner. This notwithstanding, it is still advis-
able when possible to request plaintiff’s consent to discuss
plaintiff with anyone to avoid surprises and misunderstand-
ings. This may not be possible when the forensic examiner is
retained by the defense and it is the defense counsel who
wishes the forensic examiner to talk to defense witnesses and
collaterals about their observations of the plaintiff. In that
case, the plaintiff should be informed, as part of the initial
informed consent interview, that there may be persons the
defense will request the forensic examiner interview; if the
plaintiff objects to that, then plaintiff should inform plain-
tiff’s attorney of the objection.

The plaintiff should be encouraged to provide names of
collaterals for the forensic examiner to interview, regardless
of who has retained the forensic examiner. Even if the sug-
gestion is declined, this puts the forensic examiner in the po-
sition at trial of having made the request rather than having to
defend why the forensic expert received collateral informa-
tion from only one side. Similarly, the forensic examiner
should ask the plaintiff, through his or her attorney, for any
documents that might help corroborate the plaintiff’s case.
Plaintiffs may forget to provide to their attorneys such things
as diaries, family calendars, and day planners.

Two valuable sources of information about daily activities
are checkbook registers and credit card statements. These
may indicate if a person’s lifestyle has changed before or
after an incident. The person who was regularly going to
movies or shows, dining out, purchasing music or art sup-
plies, skiing, travelling, gardening, or doing home improve-
ments may or may not continue such activities after an
alleged harm. Financial records can be a ready source for cor-
roboration of such claims. If not otherwise available, such
records should be requested of the retaining attorney, who
can use subpoena powers to acquire them, rather than the
forensic examiner doing anything more than suggesting to
the plaintiff that he or she might want to provide them
directly, after consulting with counsel.

Experts should remember that consent should be received
from a collateral before an interview is begun. At a mini-
mum, the collateral should be informed of the role of the
forensic examiner, that the expert is not providing therapy to
anyone in the matter, and that what is discussed may not be
confidential. In fact, what the collateral tells the forensic ex-
aminer may be discussed with others as part of corroborat-
ing the information. Finally, the collateral should be asked
to focus on what is known through firsthand knowledge
rather than anything that has been learned through hearsay.
Collaterals should be told to not reveal anything to the
forensic examiner that they do not want repeated and that
they may request that the examiner read back the notes of
the conversation so that they may be satisfied as to the ac-
curacy of the record.

Results

It is important to complete the examination before issuing
any opinions. Although this may seem obvious, attorneys
often ask experts for verbal progress reports as a tactic for
gently influencing the forensic examiner’s opinion as the
assessment proceeds. Bias may unknowingly creep into the
forensic examiner’s opinion if care is not taken to proceed



248 Personal Injury Examinations in Torts for Emotional Distress

fairly and systematically, forcing oneself to look at the foren-
sic hypotheses from all reasonable perspectives and to be
constantly alert to hindsight and confirmatory bias.

In considering the results of the examination, experts must
think in forensic and not diagnostic terms. The law defines
the elements of the exam. If the defendant is held liable, the
plaintiff will get compensated based on the amount of im-
pairment in the plaintiff’s functioning, not on the diagnosis
that the plaintiff carries. The forensic examiner should com-
pare the plaintiff’s state in the three to six months before
the insult or trauma with the plaintiff’s subsequent state. Part
of the process is to determine what aspects of plaintiff’s
functioning before and after the event were average, were
strengths, or were impaired.

In attempting to avoid hindsight bias, the forensic exam-
iner should not let the tail wag the dog; that is, the expert
should not let the knowledge that something traumatic may
have happened to the plaintiff cloud the assessment of
whether the plaintiff was impaired by it. Some people are
remarkably resilient; others are remarkably fragile. Next, in
assessing damages, the forensic examiner should form an
opinion as to how vulnerable the plaintiff was at the time of
the trauma, even if not then impaired. As to the stressor itself,
was it of a nature and degree that would have been likely to
damage most persons subjected to it?

Experts should consider future damages. What are the in-
dications that the plaintiff is likely to need future treatment?
Also, consider likely affirmative defenses. Did the plaintiff
contribute to his or her own harm? Could the plaintiff have
avoided the harm altogether by some reasonable action? Has
the plaintiff acted reasonably in reducing his or her own dam-
age by attending treatment and by not acting in self-defeating
ways? Finally, were there any silver linings to this cloud? Did
anything substantial in plaintiff’s life actually improve as a
result of what happened?

Forensic Report

Results initially should be communicated verbally to the re-
taining attorney. This is because many jurisdictions allow the
retaining attorney to prevent the attorney’s own expert from
being used against the retaining attorney’s case should the
results of the examination fail to be adequately helpful to the
case. There is no reason to bill a client to prepare a written
report when it will not be used. At the same time, this is not
an opportunity for the attorney to influence the forensic
examiner’s opinion. This discussion is to be a report of the
findings, not a debate.

Assuming that the decision by the retaining attorney is to
proceed, a report should be written in a standard format. One

way to begin the report is to describe the nature of a forensic
report. The following language may be useful:

As requested, this is the report of my forensic psychological ex-
amination of Ms. Smith, one of the plaintiffs in this matter. This
examination was conducted and this report was prepared in an-
ticipation of the current litigation, and should not be relied on
for any other purpose. Prior to commencing the first interview,
I explained to the plaintiff my role, by which attorney I was re-
tained, the nature of the forensic examination process, that the
examination was not therapy, and that forensic examinations are
not covered by therapist-patient privilege, but may be covered
under other legal privilege. When considering the interviews,
psychometric testing, and collateral records and interviews in
this matter, and when formulating my opinions, I view my role
as expert to the court, attempting to assist the trier of fact. The
plaintiff indicated that she understood each of the above, agreed
to proceed, and signed the appropriate consent forms. Please
notify me promptly of any significant incorrect facts (e.g., ages,
names, dates, events) that need to be corrected in this report.
Thank you for your cooperation during this examination.

When choosing the language of the report itself, unnecessar-
ily pejorative descriptive language or test interpretations
should be avoided. Although some psychologically driven
recommendations contain financial implications (e.g., a
party’s need to have a certain amount of therapy), examiners
usually avoid discussions of financial matters. Referrals to
specific providers usually should be deferred until the time
when the examiner will have no further involvement in the
matter. Although there is no one universally accepted format,
the report model outlined in Table 13.5 may be of assistance.

In writing reports and testifying orally, experts should al-
ways keep in mind that their obligation is to be fair to all sides.
In so doing, experts should present fairly and completely all
relevant information that might assist an opposing counsel to
persuade the court to act contrary to the examiner’s own rec-
ommendations. This is not to preclude the examiner from ar-
guing persuasively for his or her opinions, but it does preclude
the omission or distortion of data that may be contrary to the
examiner’s opinions. The examiner cannot be helpful to the
court if the information being provided by the examiner is dis-
torted by partisanship, bias, or the examiner’s personal issues.

TESTIMONY

Being Discovered

The basic methods for discovery by opposing counsel are,
first, to subpoena the examiner’s records and, then, to depose
the expert. In some jurisdictions, opposing counsel receives



Testimony 249

TABLE 13.5 Personal Injury Report Model Outline

Referral Information

Source of referral.
Professional role.
Reason/purpose of referral.
Understanding of the legal complaint.
Psycholegal issues to be examined.
Intended use of report.
Any confidentiality/privilege/access issues.
Statement as to the nature of a forensic report.

Informed Consent

Attorney informed consent.
Party informed consent.

Process of Exam and Nature of Information Sources

Assessment instruments and dates.
Questionnaires completed and dates.
Party interviews and dates.
Collateral sources.

Documents reviewed.
Persons interviewed and dates.
Other professional consults.

Comment on any nonstandard processes.

Party’s Current Presentation

Mental status exam or description.

History as May Be Directly Relevant

Family of origin.
Relationship history.

Family members, partners, and children.
Other significant persons.

Residential history.
Educational history.

Religious, spiritual, or philosophical training.
Recreation

Leisure activities, hobbies.
Charitable contributions of time and resources.

Employment history.
Employment/unemployment history.
Military service.
Military and employment personnel records.

Current and past legal history.
Juvenile, divorce, paternity, or family law matters.
Agency, union grievance, governmental, or administrative 

law matters.
Civil law or business law matters.
Criminal misdemeanors.
Other criminal activity allegations or charges.

Alcohol use history.
Drug and other substance use history.
Physical health history.

Health and fitness.
Current treatments and medications.
Injuries, illnesses.
Hospitalizations, surgeries, and major treatments.

Mental health history.
Therapy and counseling treatment.
Psychoeducational experiences, seminars, workshops.

History Specifically as Regards the Psycholegal Issues

Party’s description of events.
Information from other sources. 

Regarding the events in question.
Collateral documents.
Collateral party interviews.

Assessment Results

Information regarding meaning of test interpretations.
Testing results and interpretations.

Comment on any prior testing.

Opinion

Summary of information acquired.
Any extra examination information on which examiner relied 

(e.g., research, literature).
Opinion as to each psycholegal issue.
Caveats as to opinions.

Limitations.
Additional information needed.
Offer to make corrections of any factual errors.

Recommendations, if any.

Sworn Statement and notarized or attested signature.

Source: Adapted from Greenberg (2001b).

additional discovery in the form of a detailed expert witness
statement that must be provided before a court-imposed
deadline. The process of being discovered usually begins
with the receipt of a subpoena for a records deposition. The
following is an example of such a subpoena, technically
called a Subpoena Duces Tecum. As indicated at the end of
this document, if the records are provided in advance, the
expert usually need not personally appear.

Subpoena Duces Tecum for Records Deposition

YOU ARE, HEREBY, COMMANDED to appear at the office
of ______ at _________ on _____, commencing at the hour of

1:00 P.M. on said day, and to remain in attendance upon the un-
dersigned or any other Notary Public until discharged, AND
YOU ARE FURTHER COMMANDED TO BRING WITH
YOU AT SAID TIME AND PLACE the following instruments,
papers, and documents, to wit:

Your entire file and records pertaining to the forensic examina-
tion performed of ____, including but not limited to all tran-
scriptions and notes made of interviews with any person done in
connection with this examination; all testing and other assess-
ment instruments completed by either of the parties and/or any
child of the parties, and all raw test data and scoring reports,
all reports, evaluations, letters, declarations, and other written
communications of any kind whatsoever received by you in
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connection with this examination, from any person or entity; all
of your billing records pertaining to this examination; and all of
your written communications with any person or entity made in
connection with this examination.

NOTE: YOU NEED NOT APPEAR AS INDICATED IF
PHOTOCOPIES OF ALL SUBPOENAED MATERIALS ARE
TIMELY DELIVERED PURSUANT TO THE ABOVE DE-
SCRIPTION OF INSTRUMENTS, PAPERS, AND DOCU-
MENTS. HEREIN FAIL NOT AT YOUR PERIL.

The Expert’s Deposition

Deposition discovery of experts, which also includes the
right to discover forensic examination notes, other docu-
ments, methods, and results, as well as the credentials of the
examiner, typically is conducted by opposing counsel. Op-
posing counsel wants to know what the expert has learned
from and about the plaintiff, what the opinions of the expert
are, the bases for those opinions, and the expert’s ability to
present those in front of the jury. The expert is subpoenaed
and questioned under oath to test the expert’s limits of exper-
tise, knowledge, and personal mettle. Opposing counsel is in-
terested in the information but is also focused on the expert’s
fortitude in dealing with verbal adversity as a preview of
what trial testimony may be like. In some cases, the expert
may be subjected to a more severe and impolite questioning
during the deposition than at trial because the attorney is op-
erating without the countervailing concern of potentially
alienating the jury by rudeness.

One federal rule directly addresses the discovery of infor-
mation from experts. It is indicative of what is expected of
the expert and how the expert is to be paid. It is found in
Table 13.6.

Trial Testimony

Under both Frye v. United States (1923) and Daubert v.
Merrell-Dow Pharmaceuticals, Inc. (1993), expert testimony
needs to be reliable to be admissible. Frye requires the court
to ascertain whether the expert’s methods and procedures
have gained general acceptance in the relevant professional
community to assess their reliability. Daubert requires fed-
eral courts to determine “whether the reasoning or methodol-
ogy underlying the testimony is scientifically valid and
whether that reasoning properly can be applied to the facts
in issue” (p. 2796). The expert witness staying within the
guidelines of the “Ethical Principles” and the “Specialty
Guidelines” goes a long way toward meeting the admissibil-
ity requirements articulated in both Frye and Daubert. Al-
though compliance with an ethical code or guideline provides
no necessary assurance that the reasoning and methodology
underlying the testimony is scientifically valid, failure to
comply with them is powerful evidence that such reason-
ing and methodology may well be invalid (Shuman &
Greenberg, 1998).

There is also no substitute for being well prepared. Attor-
neys may blanch at the cost for the time needed to do ade-
quate preparation for trial, but the expert who is the master of
the case facts is usually the master of the give and take of
questioning. This also applies to preparation for the legal
process in general. Being familiar with texts such as Psychi-
atric and Psychological Evidence (Shuman, 2000), as the
name implies, will help expert witnesses understand the legal
process and anticipate what is likely to be admissible testi-
mony in this legal area.

Seasoned attorneys usually do an adequate job of inquir-
ing about the expert’s qualifications by following the basic
format of the expert’s vita; however, a better presentation
may result if the expert prepares qualifying questions in ad-
vance, tailored to the expert’s expertise and to the specific is-
sues of the case. This will vary for each expert and each case,
but a rough outline might include questioning regarding the
expert’s identification, professional address, licensure, and
nature of practice. The second set of questions would inquire
regarding educational background, postdoctoral training,
specialized training, and advanced certifications. Next might
come professional organization membership, volunteer and
elected positions, and university or hospital affiliations. Con-
tinuing education, especially in areas related to the current
matter, is extremely important so that the jury can hear that
the expert keeps current on issues that are related to this case.
Research, training of students and of other professionals,
other strategies for keeping current in professional practice,
and a description of the experience the expert has had with

TABLE 13.6 Procedural Rules Pertaining to the Discovery of Expert
Testimony: Federal Rules of Evidence: Rule 26(b)(4)

Trial Preparation Experts. Discovery of facts known and opinions held
by experts, otherwise discoverable under the provisions of subdivision
(b)(1) of this rule and acquired or developed in anticipation of litigation or
for trial, may be obtained only as follows:

A party may through interrogatories require any other party to identify
each person whom the other party expects to call as an expert witness at
trial, to state the subject matter on which the expert is expected to testify,
and to state the substance of the facts and opinions to which the expert is
expected to testify and a summary of the grounds for each opinion.
Unless manifest injustice would result, (i) the court shall require that the
party seeking discovery pay the expert reasonable fee for time spent in
responding to discovery under . . . of this rule; and (ii) with respect to
discovery obtained under . . . of this rule. The court . . . shall require the
party seeking discovery to pay the other party a fair portion of the fees
and expenses reasonably incurred by the latter party in obtaining facts
and opinions from the expert.
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similar cases can all dovetail into the current case issues.
Qualifying should end with a description of what tasks were
requested by the retaining attorney in the present matter and
what procedures the expert undertook to complete those
tasks.

If the matter is before a jury, a discussion during qualify-
ing of the expert’s role when testifying in court should be
considered. By telling the jury that the expert’s role is to im-
partially assist the trier of fact and that there are limitations to
what an expert can reasonably conclude, the expert is likely
to surprise at least some of the jurors. However, it is also
likely to set very high expectations of the expert by the
jury–expectations that must be met. After such pronounce-
ments, for the expert to have any credibility, testimony must
be measured, fair, and impartial. On the other hand, the re-
ward for actually providing such trustworthy testimony is
likely to be the opportunity to persuade the jury of the merits
of the expert’s examination and testimony. Trials are mostly
decided on issues of credibility. Facts and opinions do not
count for anything if they are not believed by the trier of fact.

Sample Testimony

In 1993, there was an appeal heard in the U.S. Court of Ap-
peals in the matter of Darreyl Wayne Gough v. Natural Gas
Pipeline Co. of America (NGP). This interesting, if tragic,
case illustrates a number of the aspects typical of personal in-
jury matters in which psychological damages are sought.
Below is a completely fabricated transcript of what might
have been some of the direct and cross-examination testi-
mony at trial of a forensic expert called by the plaintiff in this
matter. The actual case “facts” have been altered or fabricated
for the purposes of this example.

While reading this testimony, consider a number of things.
The witness, despite being retained by the plaintiff’s counsel,
mostly testifies as a neutral expert who is helping the court.
While being fair, he tries to persuade the jury of the accuracy
of his opinions by presenting them persuasively in an expert,
trustworthy, and dynamic manner. At the same time, he is
even-handed. On direct examination, he presents data from
both sides of the case, arguing forcefully for his conclusions
but granting the devil his due when appropriate. Be mindful
that “the devil” is not the opposite attorney or opposing ex-
pert. “The devil” in this context is the data that support opin-
ions that are contrary to those that the expert has reached.
After testimony as to his qualifications, the expert presents
the opinions that he has reached and the data that support
those opinions. He then discusses the limitations of his opin-
ions and the data and opinions that rival his own opinions. He
explains why the contrary facts and opinions are outweighed

by other data and considerations, and then emphasizes to the
jury why the opinions he has offered are more consistent with
the data than are any others.

It is important that this open debate with himself occur on
direct examination. This provides the opportunity for him to
fully testify as to both sides of the conceptual arguments with-
out having to do so in the face of what might be selective or
hostile questioning by opposing counsel. Additionally, this
“supports and rivals” testimony process on direct examina-
tion helps inoculate the jury against opposing arguments on
cross-examination and later in the trial. It also may steal the
thunder of opposing counsel on cross-examination. Most im-
portant, it lets the jury know that the expert can be trusted to
tell them both sides of the story and to do so fairly, objec-
tively, and voluntarily. The alternative is to testify on direct
examination only to that which favors one’s opinions and then
wait to see what questions are asked on cross-examination.
This latter approach runs the risk of giving the jury the im-
pression that the witness is hiding the ball and is willing to
acknowledge the presence of contrary facts and arguments
only when he is forced to do so by opposing counsel. Such
witnesses risk not being viewed as particularly trustworthy.

In reading the fabricated transcript, also be aware that
much was left out. The totality of the testimony is very ab-
breviated and, also in the interest of brevity, the Q and A is
presented in “big,” sometimes compound, questions and an-
swers rather than in the more incremental, stepwise process
that is more typical in most courts.

Also note that some of the questions and answers are
clearly objectionable as written. However, only some objec-
tions are offered and others are waived. For example, the
questions regarding whether most people would respond to
the distress as did Captain Gough beg for a challenge of
lacking adequate foundation. Further, some of the expert’s
answers are expansive and therefore unresponsive. For ex-
ample, questions such as “Doctor, do you have an opinion
regarding X?” technically call for a yes or no response and
not for an extended colloquy. However, objections to such
responses may not be offered for several reasons. Objecting
too frequently can make the attorney who does so look
pedantic in the eyes of the jury. Both counsel know that the
expansive and nonresponsive parts of the witness’s answer
can simply be requested in counsel’s next question anyway.
And the making of the objection may have the unwanted ef-
fect of drawing the jury’s attention to the witness’s unhelpful
answer. Lodging technically correct but trivial objections to
opposing counsel’s questions may also leave counsel open to
ridicule by opposing counsel. Taking care not to offend the
judge, counsel may say in a painfully frustrated and sarcastic
tone, “Doctor, I apologize. Defense counsel has requested
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that we take this one step at a time. Now that the jury has
heard that you have an opinion, would you take it the next
step and tell us what that opinion is?”

To understand the context of the imaginary expert’s testi-
mony, assume that when a fishing vessel piloted by her cap-
tain, Darreyl Wayne Gough, backed over a natural gas
pipeline that was supposed to have been buried six feet into
the seabed, his vessel struck the exposed pipeline, ruptured it,
and a fireball swept the ship, killing 11 of its 14 crew. As
Captain Gough attempted to escape the flames, the ship ex-
ploded. Despite being almost unconscious, he attempted, but
failed, to keep an injured crew member from drowning. He
was hospitalized for both medical and psychiatric reasons. He
sued the pipeline owner, NGP, under general maritime law for
a variety of physical and mental damages, as well as other
losses.

Fabricated Transcript

Keep in mind that the following is not provided as an example
of a uniformly ideal way to testify. Rather, it attempts to pro-
vide for the reader a typical example of what expert witnesses
might expect on direct and cross-examination and it tries to
exemplify how the expert’s answers on direct examination try
to anticipate counsel’s questions on cross-examination. Also
assume that there has been extensive pretrial discovery, in-
cluding detailed reports from and depositions of the plaintiff’s
expert. As you will see, the plaintiff’s attorney chooses to
raise “unhelpful” issues on direct examination rather than
wait for defense counsel to do so on cross-examination. The
testimony of the plaintiff’s forensic expert begins after the
point at which the witness has described his impeccable
credentials.

Abbreviated Direct Examination by Plaintiff’s Counsel

Q: Doctor, would you please tell us what you did to
complete this forensic examination?

A: In February and March of last year, I reviewed an
extensive set of documents, perhaps 5,000 pages. This
included accident reconstruction, employment, med-
ical, and psychological records, as well as many of the
other legal documents and transcripts in this matter.
During that period, and later, I also reviewed the clinical
and forensic literature as it relates to these kinds of mat-
ters. In April, I administered to Captain Gough a battery
of seven psychological questionnaires and tests, and
then spent about nine hours interviewing Captain Gough
directly. These interviews of Captain Gough were
spaced over three days. I also conducted interviews of

seven collateral individuals, which included the two sur-
vivors of this accident and Captain Gough’s wife. I
started interviewing the collaterals after his first inter-
view and completed them before his last interview.

Q: Doctor, would you please describe for the court what
your examination revealed about the psychological sta-
tus of Captain Gough in the period before the pipeline
explosion?

A: In most ways, Captain Gough was functioning nor-
mally before this incident. He had been through several
shipboard tragedies before, with no lasting ill effect.
There were no reports that his job performance was
psychologically impaired in any way. He was working
hard, sleeping well, doing his job, and his relationship
with his crew members was positive. He was described
as an effective leader and as a man that the crew re-
spected, despite the fishing having been particularly
poor on this trip. But his family life was not as positive.
He reported that his wife had been complaining bitterly
about his long absences, low and sporadic income, and
seasonal employment. He was concerned that she
might be considering leaving him and he had resolved
to try to work things out with her on his next furlough.
He also was sad that his son had decided not to accom-
pany him on this trip but, in hindsight, was relieved that
he had not done so because of the accident. Overall, I
evaluated him or reviewed records regarding his phys-
ical health, mental health, employment history, occupa-
tional functioning, social functioning, and so on, and in
most ways, found that his prior functioning was unim-
paired in major life areas.

Q: From the records that you reviewed, from the collat-
eral individuals that you interviewed, and from the
many hours you spent testing and interviewing Captain
Gough himself, what did you learn about what hap-
pened to Captain Gough and his crew on October 3,
1989?

A: On that day, his boat was trawling about one-half
mile from shore. Captain Gough had recently returned
to the pilot house from one of the smaller work boats
and resumed command. He began backing the ship
away from the shore when the boat suddenly stopped
and there was an immense explosion. The ship had
struck and ruptured a gas pipeline and, within seconds,
a fireball swept almost the entire ship. Captain Gough
escaped the pilot house, was blown overboard, and
swam away from the heat and flames. Soon afterwards,
spotter helicopters dropped rafts and tried to assist the
survivors. Although in shock from the explosion,
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Captain Gough tried to assist one injured seaman who,
because of all of the fuel and oil in the water, slipped
away from him and drowned. In all, 11 crew members
died; his brother and another crewman were severely
burned. All three survivors were pulled from the water
and airlifted to a local medical hospital by helicopter.

Q: Doctor, in your opinion, is that the kind of event that
would severely affect most people?

A: Although there is no research that directly answers
that question, it is my opinion that such an intense and
frightening set of events would traumatize most people.

Q: Why is that, Doctor?

A: Captain Gough was located in the pilot house when
his ship collided with the pipeline. Within seconds,
flames spread toward him. He could feel the heat, and
immediately after he left the pilot house, fire engulfed
it. Attempting to avoid the flames, Captain Gough
started to jump overboard into the Gulf of Mexico
when the ship exploded. The explosion threw him 75
feet into the air, rendering him almost unconscious.
Even in the water, the heat was reported to have been
unbearable. The medical records indicated that Captain
Gough inhaled fumes from the fire and ingested salt
water as another victim of the disaster pulled him un-
derwater. Besides being submerged in the ocean, Cap-
tain Gough suffered multiple contusions. Finally, some
testimony suggests that Captain Gough suffered from
minor burns, although no medical record confirmed
these opinions. It is my opinion that, based on exposure
to this combination of experiences, most people would
be significantly psychologically harmed.

Q: Doctor, how in fact was Captain Gough harmed by
what he was subjected to?

A: Captain Gough was in the medical ward of a local
hospital for two days, but he soon began experiencing
nightmares, flashbacks, and depression and needed to
be moved to a psychiatric inpatient facility. Psychia-
trists and psychologists diagnosed posttraumatic stress
disorder, and Captain Gough, after discharge from the
psychiatric hospital, began individual psychotherapy.

Q: Doctor, does being psychiatrically diagnosed PTSD
by itself demonstrate that Captain Gough has been
harmed?

A: No, it does not. Diagnosis, by itself, primarily de-
scribes a predefined and standard constellation of symp-
toms that occur together with greater-than-chance
frequency.As the standard diagnostic manual itself says,
the clinical diagnosis of a mental disorder is not suffi-

cient to establish the existence or extent of a disability
for legal purposes. In determining whether an individual
meets a specified legal standard, additional information
is usually required beyond that contained in a diagnosis.

Q: Well, then, Doctor, in what ways has Captain Gough
been psychologically harmed?

A: Captain Gough is experiencing insomnia, depres-
sion, anxiety, and a variety of trauma-related symptoms
that he would probably not be suffering but for this ex-
perience. He is phobic of boats, deep water, and fires,
making it impossible for him to return to work as a
mariner. He has intrusive recollections of various as-
pects of what he experienced, and these prevent him
from concentrating, solving problems, or even just re-
laxing. While his relationship with his wife was already
strained, he now is not able to engage in any emotional
or sexual intimacy with her. In fact, they barely talk to
each other. Any visual entertainment that involves
boats, fishing, water, fires, or natural gas—even other-
wise innocuous scenes of kitchen stoves or fireplaces—
causes him intense anxiety and physical trembling. He
is constantly vigilant, scanning the environment for
any threat. He startles when anyone lights a cigarette or
gas stove. He has difficulty falling asleep, sleeps rest-
lessly with frequent awakenings, and wakes up early
still feeling fatigued and exhausted. He feels what is
called “survivor’s guilt” and at times wishes he had
perished with his friends and crewmembers. He is sad
and irritable with most people, and his friends told me
in the collateral interviews that he won’t let them try to
help or comfort him. He generally avoids friends and
avoids most social engagements. When I interviewed
his therapist, she told me that although he was attend-
ing regularly, he was making little progress in therapy.

Q: Doctor, his therapist has testified that she thinks he
will need three to four more years of weekly, some-
times twice-weekly, treatment to improve back to the
state that he was in before the accident. Is that your
opinion also?

A: No, I’m afraid it is not. In the nine months in which
he has been in twice-weekly therapy, he has made little
progress, and I believe that this suggests that Captain
Gough is not a good candidate for psychotherapy.
While a basically healthy individual before, he did not
have the characteristics of someone who was well
suited to benefit from therapy. He was a man of few
words, not psychologically minded, and disparaging of
people who needed therapists. He called them “head
shrinkers,” because he thought that being a patient of
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such people meant to be weak and shameful. This was
pretty much what he had told his wife before the last
trip, when she requested that they seek marital counsel-
ing. My opinion of his ability to improve from therapy
is also consistent with his performance on psychologi-
cal testing, which reflects significant negative treatment
indicators. This is also consistent with his therapist’s
notes regarding his lack of therapy progress. He is an
individual who believes that, if left to his own re-
sources, he can solve or at least overcome any psycho-
logical problem. I would have to say that, given these
predisposing attitudes and his current lack of progress
in treatment, he is not likely to benefit substantially
more from psychotherapy than he already has.

Q: Does this mean that he is voluntarily or intentionally
failing to ameliorate his own problems?

A: No. Only that he has probably already achieved max-
imum benefit from this type of treatment for now. He is
unlikely to benefit significantly from additional psy-
chotherapy at this time. Also keep in mind that he is
receiving medication management and follow-up from
his family doctor, and those records indicate that he is
benefiting in the form of reduced depression, anxiety,
and insomnia.

Q: Doctor, do you think that the problems that you
testified to regarding Captain Gough are significantly
overstated, as is being suggested by the expert that the
defense has retained?

A: No, I do not. However, I can see why the defense ex-
pert might be saying that. Plaintiffs do often exaggerate
and may especially do so in an attempt to persuade or
express their outrage to experts retained by the defense.
Most plaintiffs are at least suspicious of the expert re-
tained by what they consider to be their adversary, if
not enemy. In addition, when you are as vulnerable as is
Captain Gough, molehills seem like mountains. When
you are that frightened of not getting better, you may
exaggerate to get help. When you don’t trust someone
hired by your adversary, you may exaggerate, assum-
ing that the person will discount what you say. When
you are intensely angry at something that has happened
to you, you may overstate your case. He may indeed
have presented himself differently to the defense expert
than he did to me, and, in fact, differences between his
two psychological testings support that perception. I
am not suggesting that the defense expert is incorrect,
only that I considered these factors before I offered my
opinions regarding Captain Gough’s degree of damage.

More important, what exaggeration Captain Gough
may have engaged in pales against the severe psycho-
logical problems that he undoubtedly has.

Q: What, then, is your prognosis for Captain Gough?

A: It is my opinion that some of his distress will dissi-
pate reasonably soon after the legal process stops re-
quiring him to relive and thereby reexperience the
trauma. After that, his anxiety symptoms will probably
slowly dissipate over time, but he is unlikely to be able
to ever completely recover or completely forget what
he experienced. It is possible that after the anxiety dis-
sipates, he may be better able to use therapy than he is
currently, in that he is currently almost immobilized by
worry and apprehension. Another trial of medication
management may also be considered. More exact pre-
dictions are impossible for me to offer.

Q: Thank you, Doctor. That’s all for now. Your witness.

Abbreviated Cross-Examination by Defense Counsel

Q: Good afternoon, Doctor.

A: Good afternoon, Counsel.

Q: Doctor, would it be correct to say that the treatment
of trauma-induced anxiety disorders is relatively well
researched and established in the psychological
literature?

A: Yes it would. There are reasonably effective methods
for treating many victims of trauma.

Q: So then, you are not testifying that the failure of
Captain Gough to get better is due to there being no
established method of treating such problems?

A: No, I am not. That was not my testimony.

Q: Thank you for clarifying that. We wouldn’t want
the jury to think that Captain Gough’s failure to get
better was due to incompetence on the part of his ther-
apist. You didn’t see any signs of incompetence on
her part as you reviewed his therapy notes, did you,
Doctor?

A: No, I did not.

Q: You testified that you thought that most people
would be significantly injured by what Captain Gough
experienced?

A: Yes, I did.

Q: Doctor, based on your experience, would most peo-
ple have been injured as much as Captain Gough says
he was injured?
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A: No, I don’t think so. Captain Gough appears to be
more harmed by this experience than would most people.

Q: Doctor, as far as you know, have either of the other
two survivors of this accident claimed to have developed
symptoms as severe as those that Captain Gough has
claimed?

A: No, they have not. Both of the survivors were in-
cluded in the collaterals whom I interviewed. They re-
ported fewer and less severe psychological injuries
than did Captain Gough, and they also reported that
they have mostly recovered.

Q: Doctor, isn’t it possible that this plaintiff is
exaggerating—just making things look worse—so he
can collect money? After all, we agree that his cowork-
ers are doing fine?

A: I did not testify that his coworkers were “doing fine.”
I said that they were experiencing fewer problems and
mostly recovered. In fact, they are still experiencing
some residual problems from the trauma they experi-
enced. As to this plaintiff “just” making things look
worse, I testified earlier that a plaintiff’s exaggerating
is not unusual. However, given the results of my exam-
ination of him and the extensive documentation of
problems that Captain Gough has suffered, it is very
unlikely that he is “just” making things look worse, as
you put it, but rather that, even if there is some exag-
geration, he has nevertheless suffered severely from
this tragedy.

Q: Doctor, when you testified that you thought that most
people would be injured by what Captain Gough expe-
rienced, were you comparing him to the average person
in general, or were you comparing him to other persons
with life experiences similar to his?

A: Other people in general.

Q: Doctor, if Captain Gough claims more damage from
this incident than the other two survivors who experi-
enced basically the same thing, would it be reasonable
to consider that this was because he was somehow
more vulnerable to it by virtue of his personality
makeup or his previous experiences?

A: Yes, that would have been a reasonable hypothesis to
test.

Q: Doctor, would you please tell the jury if the comput-
erized test interpretations of his personality that you dis-
cussed in your deposition state in various places that he
may be, and I quote: “overreporting his problems,” that
he may have “a tendency to magnify illness,” and have

“an inclination to whine and complain,” and that “treat-
ment is unlikely to improve his condition,” and also
that “he is not motivated to work to do so”? Did the
computerized interpretations of his personality tests say
those things, Doctor?

A: Yes, they did, but . . .

Q: Doctor, excuse me. You answered my question. If the
counsel that is paying you to testify would like to ask
you further questions about this, he is entitled to do so
later. Thank you for your answer.

Plaintiff’s Counsel: Your honor, I object. Counsel in-
terrupted the witness’s answer. First of all, the doctor
has already testified that he is being compensated for
his time and that what opinions he offers to this court
are not under the control of either counsel and, second,
if the expert feels that he needs to clarify an answer in
order to not mislead the jury, he should be allowed to
do so.

Defense Counsel: Your honor, that is exactly what I
said. “The counsel that is paying you to testify” and, as
to the second part, I asked the witness a simple yes-no
question, which he answered. Plaintiff’s counsel is now
trying to testify for his witness.

The Court: Plaintiff’s objections are overruled, coun-
sel. The witness will have ample opportunity to elabo-
rate on any of his answers on redirect examination
should plaintiff’s counsel decide to question him about
those at that time. The jury is instructed to disregard the
comments of both counsel. Defense counsel, please
proceed.

Defense Counsel: Thank you, your honor. Doctor, my
last question: You answered earlier that you thought it
likely that most persons would have been significantly
psychologically injured by being subjected to that
which Captain Gough was subjected. Suppose the
same question of likelihood had been posed to you, but
with regard instead to a group of seasoned sea captains
with over 20 years of experience, who had themselves
previously weathered a number of equivalently severe
sea-going incidents, who sustained the same kinds of
limited physical injuries as did Captain Gough in the
current incident, and who had emerged from the previ-
ous incidents unscathed and with no significant or
long-lasting psychological disorders. Would you say
that that group—the group more like Captain Gough
himself—would be less likely to have been signifi-
cantly psychologically injured than the average person
who has never been a sea captain?
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A: Yes, I would say that the experienced sea captain
group, with no prior history of trauma response to
stress, would be less likely to become significantly
impaired than the average person would.

Q: Doctor, would it be accurate to say that Captain
Gough has a lot more of those factors in common with
the group of sea captains whom I just described than he
does with the average person?

A: Yes, that would be accurate.

Q: Thank you very much. No further questions. Coun-
sel, redirect?

Testimony Postmortem

What should be evident in this transcript? While the plain-
tiff’s counsel and plaintiff’s expert do an admirable job of at-
tempting on direct examination to inoculate the jury to some
of the facts that are unhelpful to the plaintiff’s case, the de-
fense counsel’s pointed questions of the expert regarding the
personality testing results are presented to demonstrate how
potentially damaging to testimony it can be to fail to “steal
the thunder” and inoculate the jury to the opposing argument,
especially when something is so obvious. In this instance, the
expert has spoken on direct examination of the testing’s
“negative treatment indicators,” but did not testify as to some
of the more dramatically damaging “whine” and “complain”
language of exaggeration and of the plaintiff not being moti-
vated to do the work of therapy. Certainly, one must not al-
ways do so, but careful consideration of the pro’s and con’s,
and not succumbing to overconfidence, is prudent.

This expert’s response of “Yes they did, but . . .” to the at-
torney’s question about the computerized interpretative lan-
guage can be seen in two lights. In the light most unfavorable
to the expert, the witness has heard how awful that language
sounds and has seen in the faces of the jury their reaction to
the implication that he left that information out of his answers
on purpose. In that negative light, the defense has made an
arguably valid point, and the expert was not content to let it
sit that way with the jury until redirect. Because he did not
want to look bad in their eyes and perhaps have his testimony
be doubted by them, he tried to explain his answer. In the
light most favorable to the expert, the defense counsel has
quoted the computerized testing interpretations unfairly out
of context and without the appropriate caveats. The expert
did not want to let the misleading testimony stand uncor-
rected. The judge has settled the issue in favor of the defense,
leaving the lesson learned for the expert: Next time, bring it
up on direct first, so this doesn’t happen.

Finally, what is also left out is what cannot be seen or
heard in a transcript. The witness has kept himself orga-
nized; spoken loudly and clearly; has, without being rude to
the attorneys, spoken mostly to the jury, who is supposed to
be the recipient of what he says; has not let himself be
drawn into the game playing and theatrics of the attorneys;
and has, by tone and inflection, treated opposing counsel
with respect.

CONCLUDING THOUGHTS

As was so astutely recognized by Grisso (1986) in his land-
mark text, forensic examination is essentially the evaluation
of competency. Be it competency to parent, to execute a will,
to stand trial, to refuse medication, to live independently in
the community, or to be executed, forensic examination is, at
its most basic level, a functional analysis of a party’s abilities
and impairments. At this most basic level, conducting an ex-
amination for personal injury is no different. It is the assess-
ment of whether and how a person’s functioning has become
damaged or impaired.

What sets personal injury assessments apart from other
types of forensic examinations is the pre/post nature of the
examination. The defendant is potentially responsible to
compensate the plaintiff for all of the damage and impair-
ment that the defendant caused the plaintiff. That harm is the
plaintiff’s “pain and suffering.” The defendant is not respon-
sible for any pain, suffering, damage, or impairment that the
plaintiff experienced prior to the defendant’s wrongful ac-
tion. In that light, each personal injury examination is really
two assessments: one of plaintiff’s functioning before and
one of plaintiff’s functioning since the allegedly wrongful ac-
tions of the defendant. The differences found in the plaintiff’s
functioning between these two points in time reveal the na-
ture and degree to which the plaintiff has or has not been
damaged. This becomes one of the primary bases on which
juries decide whether to award damages to injured parties
and, if so, how much.

Contributing as a forensic examiner to this legal process
can be both intellectually rewarding and emotionally drain-
ing. Preparation and prudence are indicated. Because of the
potentially huge and immediate impact that forensic examin-
ers may have on the well-being of others, the “Specialty
Guidelines” reminds us that forensic psychologists have an
obligation to provide services in a manner consistent with the
highest standards of the profession. For those willing to at-
tempt to do so, this can be a fascinating and challenging
professional task.
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The psychologist who performs forensic assessment in em-
ployment discrimination litigation faces several significant
tasks and must be knowledgeable in a variety of areas. This
chapter provides an overview of those tasks and knowledge
domains. Specifically, the authors (a) review the legal basis of
discrimination and harassment litigation; (b) identify social
science research concerning discrimination and harassment;
(c) discuss various roles for psychologists providing evidence
relevant to discrimination and harassment; and, (d) suggest a
framework for performing an assessment of the psychologi-
cal effects of discrimination and harassment on an individual.
Conclusions and future directions also are addressed.

Employment discrimination and harassment occur in the
workplace foravarietyof reasons.TheCivilRightsActof1964
identified race, sex, religion, and national origin as discrimina-
tion criteria. Additional laws, notably the Age Discrimination
in Employment Act and the Americans with Disabilities Act
(ADA), have added protection against discrimination based on

age and disability status.Although this chapter specifically ad-
dresses only those issues covered under the Civil Rights Act,
many of the psychological concerns for any type of employ-
ment discrimination are parallel. Additionally, as the EEOC
notes, age discrimination and harassment claims parallel Civil
Rights claims because “the substantive prohibitions of theAge
Discrimination in Employment Act (ADEA) were copied ver-
batim from Title VII” (EEOC Compliance Manual, Section
615.11, 6/87). Claims under theADAare addressed separately
in this volume (see the chapter by Foote).

THE LEGAL BASIS OF DISCRIMINATION
COMPLAINTS

For the most part, sorting out complex legal issues is not the
task of the psychologist. However, it is essential to have
some understanding of what claims are being made to ensure
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that the assessment provides information relevant to those
claims. When performing an assessment concerning employ-
ment discrimination or harassment for any legal action, it
is important to review the relevant legal standards and
procedures.

Discrimination and harassment in employment, especially
when resulting in significant psychological consequences,
can give rise to legal claims or actions under workers com-
pensation, unemployment, and civil rights statutes. Addition-
ally, severe or pervasive harassment may give rise to various
common law tort claims for injuries, including negligent or
intentional infliction of emotional distress, assault and battery,
false imprisonment, and invasion of privacy (Lindermann &
Kadue, 1999). This chapter focuses on federal litigation of
civil rights statutes (workers compensation issues are cov-
ered elsewhere in this volume; see the chapter by Greenberg).
Although state laws and standards frequently follow federal
laws and standards, state law claims are not addressed specif-
ically, given the variability of state statutes.

Workers compensation claims for the psychological con-
sequences of harassment are not covered here. The legal
issues are very different from those that apply to civil rights
claims. Additionally, there is a wide variability among state
jurisdictions concerning whether harassing conduct, espe-
cially if it does not include physical assault and results in a
purely psychological injury, is compensable.

The rules concerning issues of compensability, standards
of proof, and procedure are, or at least can be, significantly
different. This depends on whether the legal claim is for
compensation under workers compensation statutes or for
damages as a consequence of an alleged violation of the indi-
vidual’s civil rights. Civil rights claims can be based on vio-
lations of federal law, state fair employment practices
law, and, in some cases, local antidiscrimination ordinances.
There are also at least potential differences between the rules
and procedures for civil rights claims based in federal law
and those based in state law or local ordinance. For example,
the Federal Rules of Evidence and the U.S. Supreme Court
decision in Daubert v. Merrell Dow Pharmaceuticals (1993)
establish the requirements for expert testimony in federal
court. In some states, the prior federal standard, as estab-
lished by the Supreme Court in Frye v. United States (1923),
was codified into state law and remains the standard, at least
for now. Although the standards of proof are essentially the
same for common law torts and civil rights claims filed
within the same jurisdiction, the legal issues are slightly dif-
ferent. In most cases, especially at the state level, both viola-
tions of civil rights under fair employment statutes and
violations of common law rights, if claimed, will be part of
the same legal action.

Discrimination Law: Title VII of the Civil Rights
Act of 1964

Title VII of the Civil Rights Act of 1964 prohibits discrimi-
nation on the basis of race, sex, color, religion, or national
origin. Title VII provides the basis for federal claims of em-
ployment discrimination based on those factors. It is interest-
ing to note that sex discrimination was not included in the
original bill introduced into Congress. It was added to the
Civil Rights Act as an amendment by legislators seeking to
defeat the bill, but the bill passed with the amendment, estab-
lishing legal prohibition for sex-based discrimination as part
of Federal Civil Rights Law.

At the time the Civil Rights Act of 1964 was passed, there
was a wide range of overtly discriminatory practices in em-
ployment. The “Help Wanted” ads of that time were divided
into “men’s work” and “women’s work” and, in some places,
further divided into categories based on race. Only a rela-
tively small number of job openings were listed as available
to any candidate. Many jobs were exclusively gendered,
like that of policeman, fireman, and airline pilot. Other jobs
were subject to a variety of discriminatory practices and
policies. For example, in a number of factories, unionized
and nonunionized, there were essentially equivalent job
classifications, differing only by the sex or race of the job
holders, yet providing significant differences in the rate of
pay. Legal restrictions, in the form of protective legislation,
restricted women’s work hours or put limits on the weight
women could lift. In effect, such laws functionally kept
women out of other jobs (Freeman, 1984). 

During the 1960s and early 1970s, legal and legislative
processes successfully challenged a system that had function-
ally segregated all women, immigrants, and non-White men
into the lowest-paying jobs and limited the openings for and
advancement in the professions by such groups (Bergmann,
1986). Protective legislation for women, which ostensibly
protected women by restricting work hours and weight lift
limits, was voided. By the early to middle 1970s, formal bar-
riers to full participation in the labor force by members of
groups protected by the Civil RightsAct of 1964 had generally
been held to be unlawful. Affirmative Action was instituted to
increase employment in those jobs that had previously been
closed by discriminatory restrictions.

Forms of Legal Discrimination Claims

Legal claims concerning discrimination can allege either dis-
criminatory effects or discriminatory treatment. Complaints
concerning discriminatory effects, called disparate impact,
require showing that an entire group was adversely affected
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by a policy or practice. Discriminatory or disparate treatment
claims address the adverse treatment of a particular individ-
ual and require showing harm to only one individual.

In addition to prohibiting employers from engaging in
such unlawful conduct, the Civil Rights Act of 1964, as
amended by the Civil Rights Act of 1991, provides for in-
junctive relief (i.e., correction of the problem) and, in some
cases, for monetary damages for those harmed by discrimina-
tory practices. These monetary damages are compensation
for loss of wages and benefits and for emotional pain and suf-
fering. When the conduct is found to be particularly offen-
sive, punitive damages can be awarded. Under Title VII, as
amended by the Civil Rights Act of 1991, punitive damages
are awarded only when the employer acted with “malice or
reckless indifference to the federally protected rights of an
aggrieved individual” (Lindermann & Kadue, 1999, p. 317).
Additionally, monetary damages are generally allowed only
where the discriminatory result was found to be intentional
(for further discussion of damages, see EEOC Policy Guid-
ance on Compensatory and Punitive Damages under the Civil
Rights Act of 1991). This can create a significant legal hurdle
for those bringing discrimination complaints. 

Harassment as a Form of Discrimination

Complaints concerning harassment constitute a somewhat
special category. The EEOC (Commission Decision No. YSF
9-108, CCH EEOC Decisions, 1973, ¶6030) and Federal
Courts (Anderson v. Methodist Evangelical Hospital, Ind.,
Civil No. 6580, 3 EPD, ¶8282, W.D. KY., June 1971, aff’d,
464 F.2d 723, 4 EPD ¶7901, 6th Cir. 1972) first defined ha-
rassment as discriminatory, alleging that racial harassment is
discrimination. The courts ruled that employers have “a duty
to provide employees with a workplace free from hostility,
intimidation, or insult based on race, sex, color, religion, or
national origin” (EEOC Compliance Manual, Harassment,
1994). Where that was not the case, the resulting harassment
was considered based in animus or hostility, making the spe-
cific demonstration of discriminatory intent generally unnec-
essary. This has been considerably beneficial for legal claims
of harassment.

To prevail in a case alleging harassment, it has been neces-
sary to show that the harassment altered the conditions of em-
ployment (EEOC Compliance Manual, Harassment, 1994).
This can be based on demonstrating that the harassment was
the cause or basis of some adverse employment action. It can
also be based in showing that the conduct was sufficiently
severe to alter the conditions of employment in ways that are
essentially psychological. The legal standards for what is
required to establish that the work environment has been

psychologically altered have developed over time and vary,
to some extent, by jurisdiction. There is generally an ex-
pectation, at least in federal jurisdictions, that conduct be suf-
ficiently severe enough that a “reasonable person similarly
situated” would experience this conduct as altering the work
environment.

In the evaluation of the harassment, factors to consider in-
clude (a) the degree to which the conduct was threatening or
offensive, (b) how frequently it occurred, and (c) the status of
the person or persons engaging in the conduct. Obviously, the
determination of whether harassing conduct would be ex-
pected to alter the work environment for a reasonable person,
as well as the question of whether it altered the work envi-
ronment for a given plaintiff, are issues for which psycholog-
ical experts can provide the court with important information.

Sexual Harassment: A Special Case of Harassment

The legal understanding of sexual harassment has had a
somewhat unique development. In the mid-1970s, feminist
legal scholars began to argue that unwanted sexual attention,
even if ostensibly or superficially expressed in a positive
manner, could constitute discrimination (MacKinnon, 1979).
The argument put forward was that women were subjected to
this sexual attention because they were women. That is, sex-
ual attention is not, generally, gender-neutral in its origin.
People receive sexual attention because of physical factors
specifically linked to their sex. A boss using the power of the
employer role does not randomly or equally direct requests
for sexual favors to men and women alike. In our society, the
argument continues, most people are heterosexual and men
are socialized to view the sexual objectification of women as
part of their basic rights. The male boss thus directs sexual
attention and requests for sexual favors at the female subor-
dinate because of her sex-linked physical attributes and be-
cause of his gender socialization. Further, it was argued that
this conduct had a negative effect on women’s employment.
Thus, such unwanted sexual attention was alleged to be dis-
crimination on the basis of sex.

The first cases brought under this theory dealt with the ex-
periences of women who quit their jobs because of being
pressured for sexual favors (Garber v. Saxon Business Prod-
ucts, Inc., 1977; Williams v. Saxbe, 1978). In one case, the
plaintiff reported tiring of being regularly chased around the
desk by her boss in his efforts to grab her and engage in
sexual behavior. In each case, the women were the direct sub-
ordinates of male harassers, required to report, when sum-
moned, to their harassing boss as part of their job duties. In
both cases, the supervisors used these encounters, which
were created by their supervisory authority, as an opportunity
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to seek sexual favors. In both cases, the women articulated
their desires for the attention to cease, but it did not.

Initially, the lower courts were not supportive of the argu-
ment that this type of conduct represented employment dis-
crimination based on sex (Williams v. Saxbe, 1978). The
courts held that the conduct was the private and personal ac-
tion of the pursuer (in these cases, male supervisors), directed
at the pursued (female subordinates). Within several years, as
some of these cases made their way through the Courts of
Appeals, the role of the employment relationship in the ha-
rassment was acknowledged and sexual harassment was held
to be an unlawful form of sex discrimination. The legal argu-
ment is that sexual harassment is unlawful not because it is
sexual but because the recipient of the harassment is being
targeted because of her (or his) sex. 

In 1981, the Equal Employment Opportunity Commission
(EEOC), established by Congress and charged with imple-
mentation of the Civil Rights Act of 1964, provided a defini-
tion of sexual harassment. The EEOC guidance on sexual
harassment states:

Harassment on the basis of sex is a violation of Sec. 703 of
Title VII [of the U.S. Civil Rights Act of 1964]. Unwelcome
advances, requests for sexual favors, and other verbal or physi-
cal conduct of a sexual nature constitute sexual harassment
when:

1. Submission to such conduct is made either explicitly
or implicitly a term or condition of the individual’s
employment.

2. Submission to or rejection of such conduct by an individual is
used as the basis for employment decisions affecting such
individual.

3. Or such conduct has the purpose or effect of unreasonably
interfering with an individual’s work performance or creating
an intimidating, hostile, or offensive work environment.

(EEOC Guidelines on discrimination because of sex, 45 Fed.
Reg. 74676, 1980)

This definition clarified and formalized the rationale, which
had been developed in the early appellate decisions defining
sexual harassment as a form of sexual discrimination. The de-
finition is still in use, but understanding of it has been modi-
fied over the years by court decisions.

Sexual Harassment and the Evolution of Hostile
Environment Claims

The U.S. Supreme Court first upheld the EEOC Guidelines on
Sexual Harassment in 1986 (Meritor Savings Bank v. Vinson,

1986). In the Vinson case, the plaintiff, a bank teller, com-
plained that she felt pressured to engage in unwanted sexual
relations with her supervisor. The unwanted sexual relation-
ship extended for several years and included lunchtime trysts
at a nearby hotel. The plaintiff claimed that she was coerced
into the relationship because of the supervisor’s power over
her employment, even though there was no evidence of ex-
plicit threats by the supervisor. There was evidence that she
did not initiate the sexual relationship and was seriously dis-
tressed by it. The Court affirmed that demand for sexual con-
duct could create a hostile environment even when there was
no explicit threat of adverse employment action. If the sexual
conduct created a hostile or offensive work environment, the
conditions of employment were altered.

Unlike other forms of harassment, in which the inherently
hostile nature of the conduct is assumed, sexual harassment
requires showing that the conduct in question was unwel-
come. In the Vinson case, the Supreme Court noted that the
issue of “welcomeness” is not synonymous with the issue of
being “voluntary.” Thus, this was interpreted to mean that, in
a work environment where going out with the supervisor is
known to be the best or only way to get a promotion, an em-
ployee who willingly accepts the supervisor’s invitation for a
date may have a sexual harassment claim.

The standards for what constitutes showing unwelcome-
ness, like the definitions of harassment and sexual harass-
ment, continue to evolve through case law and vary across
different jurisdictions. In general, such factors as verbal and
nonverbal indications of disapproval, discomfort, disinterest,
or disdain are part of the evidence. Some courts allow evi-
dence about the complaining party’s behavior, including style
of dress, as evidence of the welcomeness of the behavior.
EEOC Guidance (EEOC Policy Guidance: Sexual Harass-
ment, N-915-050, 3/19/1990) notes that such evidence must
be of a parallel nature. For example, while “using sexual
terms or telling off-color jokes may suggest the sexual com-
ments by others in that situation were not unwelcome, more
extreme and abusive or persistent comments or a physical as-
sault would not be excused,” nor would an adverse employ-
ment action (EEOC, 1990).

Harassment and Employer Liability

Another central issue in the Vinson case was the question of
employer liability for the actions of supervisors. Specifically,
the issue has focused on the conditions under which an em-
ployer can be held liable for the harassing conduct of its indi-
vidual supervisors (Meritor Savings Bank v. Vinson, 1986).
At one extreme, the argument held that an employer is always
liable for the actions of supervisors because the supervisor is
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acting as the agent of the employer. At the other extreme, the
argument held that, unless the act of sexually harassing em-
ployees was part of the supervisor’s job, the employer should
be liable only if the employer was negligent. Negligence in
this context has come to be defined as “the employer knew or
should have known and failed to exercise reasonable care to
prevent or promptly correct the harm” (Burlington Indus-
tries, Inc. v. Ellerth, No. 97-569, 1998). Although this case
was a sexual harassment claim, the Court’s analysis applied
to all Title VII harassment.

In the first 12 years following the Vinson decision, the
lower courts centered the issue of employer liability on the
questions of quid pro quo versus hostile environment harass-
ment. This meant that, if submitting to the harassment was a
condition of employment, there was liability for the supervi-
sor’s conduct; if not, the negligence standard would apply.
This led to a variety of arguments that sought to stretch or
shrink the definition of what constituted a quid pro quo claim.
In 1998, the U.S. Supreme Court issued two decisions, fur-
ther clarifying the issue of employer liability for supervisor
harassment (Burlington Industries v. Ellerth, 1998; Faragher
v. City of Boca Raton, 1998). In these cases, the Court distin-
guished between situations in which there was a tangible
adverse job action versus those where there was not. The
Court stated:

An employer is subject to vicarious liability to a victimized em-
ployee for an actionable hostile environment created by a super-
visor with immediate (or successively higher) authority over the
employee. When no tangible employment action is taken, a de-
fendant employer may raise an affirmative defense to liability or
damages, subject to proof by a preponderance of evidence. . . .
The defense comprises two necessary elements: (a) that the em-
ployer exercised reasonable care to prevent and correct promptly
any sexually harassing behavior, and (b) that the plaintiff em-
ployee unreasonably failed to take advantage of any preventive
or corrective opportunities provided by the employer or to avoid
harm otherwise. . . . No affirmative defense is available, how-
ever, when the supervisor’s harassment culminates in a tangible
employment action such as discharge, demotion, or undesirable
reassignment. (Burlington Industries v. Ellerth, 1998)

Following these two decisions, the standard for employer
liability can be summarized with relative clarity. The em-
ployer is deemed liable for coworker harassment that it knew
of or should have known of. This is considered the negli-
gence standard. The employer is liable for the actions of su-
pervisors whether the employer knew about them or not.
However, where there was no tangible adverse action, the
employer’s liability is subject to the affirmative defense out-
lined above. That same affirmative defense is often applied

in the negligence or coworker harassment cases, especially in
the determination of damages. At this time, however, the
U.S. Supreme Court has not affirmed that extension of the
employer’s affirmative defense in coworker harassment
cases.

What Is a Hostile Environment?

Another critical issue developed in the context of sexual ha-
rassment litigation is the question of what constitutes a hostile
environment. This issue has considerable overlap with legal
issues in other forms of harassment. In essence, the issue con-
siders the conditions under which an environment becomes
so affected by harassment that the conditions of work have
been altered. In the years following the Vinson case, various
federal appellate courts developed various standards on this
question. The Sixth Circuit developed the standard that the
conduct must be so severe that it both interfered with a per-
son’s work performance and seriously affected the individ-
ual’s psychological well-being. This was the standard used by
the Sixth Circuit in rejecting the claim of the plaintiff in
Harris v. Forklift Systems, Inc. (1993). In this case, Harris, the
only female in her job classification, complained about her
boss, a man described by the court as crude and offensive. His
conduct was upsetting and humiliating to Harris, resulting in
her decision to quit. However, the Sixth Circuit rejected her
claim on the grounds that there was no evidence that Harris
had suffered a significant injury even though they agreed that
her boss’s conduct was both pervasive and offensive.

The U.S. Supreme Court rejected the Sixth Circuit stan-
dard of psychological injury (Harris v. Forklift Systems, Inc.,
1993), noting, “even though discriminatory incidents may
not seriously affect an employee’s psychological well being,
a discriminatorily abusive work environment may, among
other things, affect an employee’s job performance or ad-
vancement” (EEOC, 1994 N: 4072). The Court went on to
state that, even when there is no tangible effect, there is a
violation of Title VII when the “discriminatory conduct was
so severe or pervasive that it created a work environment
abusive to employees because of their race, gender, religion,
or national origin” (EEOC, 1994 N: 4073).

There was hope among some that the Supreme Court
would have used the Harris ruling to specify exactly what ac-
tions can cause an abusive environment, or what effects are
characteristic of abusive environments (Zigarelli, 1995). In
the Harris case, however, the Court held that both the wel-
comeness and the severity or pervasiveness of conduct in
question must be evaluated in their context. The Court di-
rected that the determinations must be made on “the record as
a whole and at the totality of the circumstances,” including
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the nature of the conduct and the context in which it occurred.
The two criteria developed in the Harris decision for a hostile
environment are (a) that the conduct must be sufficiently se-
vere to be objectively offensive to a reasonable person simi-
larly situated; and (b) that the complaining party must
have been subjectively offended (EEOC, 1994). This deci-
sion by the Court is consistent with the position taken by
many psychologists working in the area of sexual harass-
ment. That is, context is critical in determining whether a
hostile environment has been created (Fitzgerald, Swann, &
Magley, 1997).

The task of assisting the trier of fact in determining whether
a hostile environment was created is a task for which psycho-
logical evidence and psychological expertise can play a sig-
nificant role. For example, psychologists have determined that
men and women can differ in what they interpret as sexual
harassment, with women interpreting and experiencing a
wider range of behaviors as harassing (Pryor, Giedd, &
Williams, 1995). In general, men and women are more likely
to differ in their perceptions of more ambiguous or less severe
behaviors, such as verbal harassment (e.g., coarse language
and sexual remarks), sexual looks, flirting, and nonsexual
touching. Women are more likely than men to view these be-
haviors as harassment, yet the majority of both men and
women do not define those behaviors as harassment. On the
other hand, the majority of both men and women tend to agree
that more severe behaviors, such as sexual bribery and explicit
propositions, are harassment (Frazier, Cochran, & Olson,
1995). Other psychological research has identified the com-
mon responses of women when they experience harassment
(Fitzgerald, 1992). Fitzgerald’s framework identifies inter-
nally focused or externally focused responses. Internally
focused responses include the common response of “en-
durance,” which is simply to ignore the harassment and do
nothing, and “denial,” which is to pretend that the situation is
not happening or has no effect, especially in response to less
severe situations. Other internally focused responses include
detachment, illusory control (including self-blame), reattribu-
tion (reinterpreting the situation in such a way that it is not de-
fined as harassment, or identified extenuating circumstances,
such as the harasser was lonely, intentions were benign) as
coping strategies. Externally focused responses include
avoidance, appeasement (attempt to “put off” the harasser
without direct confrontation, using humor, excuses, delay-
ing), seeking of social support, a variety of assertive re-
sponses, and seeking institutional/organizational relief. In
their research, the most common response reported by women
was to have done nothing, and the response of seeking institu-
tional relief was an extremely infrequent response (Fitzgerald,
Swan, et al., 1995).

Traditionally Male Jobs: A Case of Gender Hostility

Another area in which psychologists and psychological re-
search has played a role in increasing understanding has been
the harassment encountered by women in traditionally male
occupations. Psychologists have consistently found that
women in such jobs experience high levels of harassment.
Such harassment includes a variety of expressions of gender-
based animus and explicit sexually verbal and physical be-
havior (Baker, 1995; Gold, 1987). The elevated levels of
harassment include everything from more extreme acts such
as exposure to male nudity, sexual assault, and attempts to
cause physical harm, to more mundane acts, such as sexually
explicit cartoons and pictures, offensive graffiti, and graphic
sexual language. Interestingly, the only category of harass-
ment that appears to be unique to women in traditionally
male jobs is that of attempts by male coworkers to cause
physical harm (Baker, 1995).

Beyond the information about the prevalence of the harass-
ment faced by the women introduced into formerly all-male
work domains, social psychological research on stereotyping
and prejudice provides important information about the
particularly difficult situation that women face in traditionally
male occupations (Fiske, 1998). The high levels and fre-
quently extreme nature of the harassment faced by women in
traditionally male jobs can be both predicted and explained by
the psychological research on group threat (Smith, 1993). The
addition of women can threaten the previously male/macho
identity of the work group, creating significant hostility. In ad-
dition to the hostility that women in such jobs encounter, their
participation in male-dominated occupations may also create
the stereotype-based expectation that such women are so
“tough” that they will not be affected by the harassment
(Burgess & Borgida, 1997, cited in Deaux, 1998).

Same-Sex Harassment: Gender and Sexual
Orientation Hostility

Federal civil rights law and most state fair employment
statutes do not include sexual orientation as a protected cate-
gory. In most jurisdictions, there is no explicit legal protec-
tion from discrimination or harassment based on the target’s
sexual orientation. Nonetheless, courts have, in many cases,
found same-sex sexual harassment to be a violation of
Title VII of the Civil Rights Act of 1964. This issue resulted
in a variety of decisions and theories among the various juris-
dictions of the U.S. Federal Courts of Appeals. Some courts
held that such claims required that the harasser be a homo-
sexual (McWilliams v. Fairfax County Bd. of Supervisors,
1996). Others held that the issue focuses on whether members
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of one sex were faced with different conditions of employ-
ment than members of the other sex (Quick v. Donaldson Co.,
1996). The Seventh Circuit Court held that anyone experi-
encing offensive conduct of a sexual nature could state a
claim for sexual harassment, regardless of the gender or sex-
ual orientation of the harasser or the target of the harassment
(Doe v. City of Belleville, 119 F.3d 563, 74 FEP Cases 625,
7th Cir. 1997). The Fifth Circuit Court took a position at the
opposite extreme, stating that no claim for sexual harass-
ment could exist for male-on-male harassment (Garcia v. Elf
Atochem N. Am., 1994; Oncale v. Sundowner Offshore Oil,
1996).

In 1998, the U.S. Supreme Court reversed the Fifth Cir-
cuit’s ruling in Oncale, noting that nothing in Title VII of the
Civil Rights Act of 1964 bars a claim because the plaintiff
and the harasser are of the same sex (Oncale v. Sundowner
Offshore Oil,118 S. Ct. 998, 76 FEP Cases 221, 1998). How-
ever, the Supreme Court also limited the more sweeping def-
inition of the Seventh Circuit in the Doe case, noting that the
harassment must be discriminatory based on the plaintiff’s
gender. This decision has given rise to the “equal opportunity
harasser” line of defense in harassment cases, where it is
argued that both men and women are faced with the same
objectionable conduct. Social psychology research on the
gendered nature of experience may be of particular import to
triers of fact in such cases. For example, previously cited
research by Pryor and his colleagues (Pryor et al., 1995) sug-
gests that the same behavior is not interpreted, labeled, or
experienced in the same way by men and women. Other re-
search (Waldo, Berdahl, & Fitzgerald, 1998) finds that men
and women differ in their psychological reaction to harass-
ment experiences.

Retaliation: Another Hostile Environment

In addition to claims for injury as a result of discrimination or
harassment, there can be claims for retaliation. These claims
cover situations in which individuals have experienced
discrimination or harassment as a consequence of their oppo-
sition to or reporting of what they reasonably believe to be
employment discrimination, including discriminatory harass-
ment. It is unlawful under Title VII of the Civil Rights Act to
discriminate against individuals for making a claim or for
participating in any manner in the investigation of a Title VII
claim (EEOC Compliance Manual, Retaliation, 1988). This
is important because many individuals who make claims for
harassment or discrimination in the workplace also report
significant experiences of retaliation. Claims of retaliation do
not require that the original complaint be legally upheld;
complaints of retaliation require only that the original

complaint was based on a reasonable belief that it was a
legitimate complaint.

Harassment and Evolving Legal Standards

As the previous sections on the legal issues in harassment and
discrimination has made clear, the legal standards for claims
concerning discrimination and harassment in the workplace
are constantly changing and evolving. New legislation, new
regulations, and new court decisions alter the legal issues.
Psychologists providing forensic assessments in such cases
are not required to have a lawyer’s knowledge of the legal is-
sues. However, it is important to stay reasonably current in
one’s understanding of the developments in the law. This will
assist in determining what specific psycholegal questions are
being asked and what psychological research and assessment
techniques will best assist in providing the answers to such
questions.

PSYCHOLOGICAL LITERATURE ON
DISCRIMINATION AND HARASSMENT

There is a substantial body of psychological research that is
relevant to the issues of discrimination and harassment in
employment. This includes the general research on ste-
reotyping and prejudice (Fiske, 1993, 1998; Macrae, Stan-
gor, & Hewstone, 1996), group dynamics (Brewer &
Brown, 1998; Mackie & Hamilton, 1993), social stigma
(Crocker, Major, & Steele, 1998), gender (Deaux, 1998), and
information processing and decision making (Sedikides,
Insko, & Schopler, 1997). A general review of these issues
can be found in the Handbook of Social Psychology (D.
Gilbert, Fiske, & Lindsey, 1998). There is also a signifi-
cant body of literature on the effects of stress, which is in-
formative in understanding the effects of the particular
stressors of discrimination and harassment. Further, there
is a substantial body of research specifically addressing the
issues of discrimination and harassment and their effects
on people.

Social science research examines the behaviors and con-
textual factors that affect whether experiences are perceived
as discriminatory or harassing. For example, one of the most
important situational characteristics in harassment is the
power and status of the harasser relative to the harassment re-
cipient (Fiske, 1993). Root (2001) suggests that White super-
visors may rely on the power of “White privilege” in addition
to their authority role to provide them the status to lie or to
be perceived as more credible than subordinate employees.
Similarly, others have argued that the power of the male
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gender role itself is a factor in power relations between men
and women in the workplace (L. Gilbert, 1992).

Familiarity with the research on stereotyping is particu-
larly useful in understanding the dynamics of discrimination
in the workplace. The process of stereotyping, a relatively
ubiquitous psychological information-processing phenome-
non, influences how people are seen, how their behavior is
evaluated, and what is remembered about them. Those in
groups that have power are more likely to engage in stereo-
typing about members of other groups with less power.
Further, those in groups without power are more likely to
become the focus of stereotyping (Fiske, 1993). Stereotype-
consistent information is more easily recognized and remem-
bered, and members of devalued groups are perceived as more
homogeneous, more stereotype-consistent, than they actually
are. Although stereotype-incongruent information may be
more noticed in some circumstances because it is unusual, it is
less likely to be recalled. A full review of this literature can be
found elsewhere (Fiske, 1998).

Stress is well known as a source of a variety of negative
physical and emotional consequences (Everly, 1989; Kiecolt-
Glaser & Glaser, 2001). There is some specific research on
the negative physiological effects of stressors such as racism
(Fang & Myers, 2001) and on the specific effects of sexual
harassment (Dansky & Kilpatrick, 1997). However, the ex-
pert providing testimony concerning discrimination and
harassment in employment would be well advised to be
familiar with the basic research on the effects of both cumu-
lative and traumatic stress. 

Sex Discrimination and Sexual Harassment Research 

A meta-analysis of 30 years (1964 to 1994) of empirical stud-
ies that examined sex discrimination in employment gener-
ally found that job sex-type and job-relevant information
affected discrimination (Davison & Burke, 2000). Both fe-
male and male applicants received lower ratings when being
considered for an “opposite-sex” job. The difference in ratings
decreased as more job-relevant information was provided.

Sexual harassment, given its controversial nature as a
legal and social issue, has received considerable research
attention. (The focus on sexual harassment may also have
some relationship to racism, in that sex discrimination and
harassment can occur to people of all ethnicities, but racial
discrimination is most often only an issue for non-White and
nonethnic persons. An evaluation of the relative role of these
two factors is beyond the scope of this chapter.) Early
research focused on establishing that sexual harassment, as
a social phenomenon, was sufficiently pervasive and severe
to warrant attention. Some research has also focused on the

characteristics of harassers (Pryor et al., 1995). Pryor et al.
(1995) developed a model of sexual harassment that sug-
gested that sexually harassing behavior may be predicted
from an analysis of social situational and person factors. Sex-
ual harassment is more likely to occur in situations where it is
perceived as socially permissible, including positive reac-
tions of work group leaders. Pryor (1987) developed the
Likelihood to Sexually Harass Scale in an attempt to identify
person factors associated with those who harass. Some of
those factors are characteristics including sexual aggressive-
ness, hostility, antifemininity, status, toughness, and hyper-
masculinity; and a cognitive tendency to link ideas about
social dominance and ideas about sexuality. The develop-
ment of assessment scales and models such as those devel-
oped by Pryor (1987) and Pryor et al. (1995) are likely to be
particularly useful in identifying the causes of certain types
of sexual harassment incidents, including stalking, sexual as-
sault, and coerced sexual behavior. These behaviors can be
called predatory forms of harassment and are relatively rare
forms of sexual harassment (Fitzgerald et al., 1988; Hay &
Elig, 1999).

More recent research has focused on identifying the ante-
cedents and consequences of sexual harassment, those factors
that contribute to its occurrence, and the resulting harmful
outcomes of its occurrence (Fitzgerald, Drasgow, Hulin,
Gelfand, & Magley, 1997). Various studies have indicated that
certain social norms in specific organizational settings may
“permit” sexual harassment (Pryor et al., 1995). Fitzgerald
and her colleagues (Fitzgerald, Drasgow, et al., 1997; Glomb
et al., 1997) present a theoretical model for understanding
sexual harassment and provide empirical support for it. Their
data support the theory that the organizational climate
(Naylor, Pritchard, & Ilgen, 1980) and the job-gender context
are the main factors determining the prevalence level of sex-
ual harassment in an organization.

Fitzgerald et al. (1997) also posit that harassment has a
negative outcome on job factors, including (a) organizational
participation and job satisfaction; (b) stress-related psycho-
logical outcomes, including anxiety and depression; and
(c) stress-related health problems, including headaches, gas-
trointestinal disorders, and sleep disturbance (Fitzgerald
et al., 1997a; Glomb et al., 1997). 

Consistent with previous research (U.S. Merit Systems
Protection Board, 1981, 1987; Goldenhar, Swanson, Hurrell,
Ruder, & Deddens, 1998; Hesson-McInnis & Fitzgerald,
1997), all of these predictions were supported by the empiri-
cal data. Whereas data have supported the importance of orga-
nizational intervention, research findings have suggested that
assertive responses may increase rather than decrease nega-
tive consequences for harassment victims (Stockdale, 1998).
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In evaluating research on workplace experiences, it may
be important to consider whether the research is based on ac-
tual experiences or on hypothetical scenarios. When dealing
with hypothetical situations or analog research, participants
are indicating what they believe they would or should do and
what they think others would or should do. This more closely
represents a measure of attitudes than a description of actual
behavioral responses. When the responses of analog research
concerning the reporting of sexual harassment experiences
were directly compared to the actual behaviors of harassment
targets, there were significant differences (Perry, Kulik, &
Schmidtke, 1997).

Another issue of significance in the psychological litera-
ture is how men and women experience harassment. Early
research demonstrated that men as well as women report
sexual harassment experiences (U.S. Merit System Protec-
tion Board, 1981). However, relatively little research has
specifically compared the experiences of men and women
who report that they have been sexually harassed. One study
directly comparing these experiences, using reports of
women and men in the military, found both similarities and
differences (Magley, Waldo, Drasgow, & Fitzgerald, 1999).
Both male and female harassment victims appear to experi-
ence negative psychological, health, and job outcomes. Job
outcomes can include poor performance and poor attendance,
as well as loss of interest in the job. However, women were
more likely to experience sexual harassment, more likely to
experience high levels of harassment, and were almost al-
ways harassed by men rather than experiencing same-sex
harassment (Magley et al., 1999).

Racial Discrimination and Harassment Research

Significant documentation abounds regarding discrimination
on the basis of race and ethnicity (Eberhardt & Fiske, 1998).
Studies have identified key factors related to the probability
of occurrence of race discrimination. For example, Brief,
Dietz, Cohen, Pugh, and Vaslow (2000) found that research
participants were more likely to engage in discrimination
against minorities in hiring situations when a legitimate
authority figure provided a business-related justification for
the discrimination. 

Dovidio and Gaertner (2000) conceptualized a new form of
racism that predicts discriminatory conduct when the decision
is more ambiguous. Dovidio (2001) demonstrated that a new
form of “modern” White racism—essentially unconscious—
reflects a surface belief in racial equality that masks latent, un-
conscious prejudicial feelings that can affect the ability of
Blacks to get jobs and to do well in them. Dovidio found that
nearly half of all Whites demonstrate this propensity and find

ways to rationalize their biases on the basis of factors that
seem, on the surface, to be unrelated to race. Although this
motivation is hidden to Whites, Blacks identify it clearly.
Dovidio’s results demonstrated that Blacks pick up Whites’
negative facial cues in situations in which Whites show no
overt bias and that Whites remain “clueless” to their own sub-
tle behaviors (DeAngelis, 2001; Dovidio, 2001).

Mueller, Parcel, and Tanaka (1989) found that homosocial
reproduction (the notion that managers promote persons sim-
ilar to themselves) operates mainly for Whites. Promotion
decisions for Blacks are based on more observable, identifi-
able criteria. Racial discrimination may be a factor generat-
ing differences in the desires and expectations of racial and
ethnic minority workers.

Kirby and Jackson (1999) studied 100 Black workers
(blue-collar and white-collar) to determine the relationship
between perceptions of racial discrimination and traditional
organizational attitudes such as job satisfaction, mediated by
having either a supervisor of the same or of a different race.
Overall, their findings indicate that Black workers who
worked for Black supervisors in work groups that were en-
tirely or predominantly Black had a more positive experience
than those workers with White supervisors. Apparently, the
race of the participant’s supervisor did not affect job satisfac-
tion, but it was shown to influence perceptions of job opportu-
nity and discrimination (Kirby & Jackson, 1999). The results
also suggested that it was especially problematic for Blacks in
entirely Black work groups to have White supervisors. Job
satisfaction was found to be dependent on the racial composi-
tion of the participant’s immediate work group (Kirby &
Jackson, 1999).

Research on the Effects of Racial Discrimination

The effects of racism have been documented in various ways.
Allport (1954) listed traits that develop in response to being a
target of prejudice and discrimination. Steele (1997) has more
recently introduced the notion of stereotype threat: the fear
of proving that a negative stereotype is true. In a series of
experiences, Steele and his associates demonstrated that such
fears can lead to lower performance and a desire to disiden-
tify with important social domains, such as schooling and
other achievement-oriented activities (Steele, 1997; Steele &
Aronson, 1995). For example, in one study, when women
were told that a difficult math test produced gender differ-
ences that replicated women’s underperformance, the women
performed worse than men. However, they performed equally
to men when the test was described as insensitive to gender
differences, even though the same difficult “ability” test was
used in both conditions (Steele, 1997). This experiment has
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been replicated in a variety of situations with Blacks and other
groups, including White males, who underperformed when
told that they were taking a test on which Asians do better than
Whites (Steele, 2001). In addition to diminishing people’s
performance, stereotyped threat can heighten blood pressure
(Steele, 2001). Although the effects of stereotype threat can
occur for any group, including White males, it affects women
and minorities more strongly because negative stereotypes
about them are more relevant to the important domains of
schooling and achievement, especially for those invested in
performing well (DeAngelis, 2001; Steele, 2001).

Recent research on the effects of racism and racial harass-
ment has also included a focus on developing scales for mea-
suring and quantifying the effects of racial discrimination. A
variety of scales have been developed to assess the effects
on Black Americans of experiencing racism, including the
Racism Reaction Scale, Perceived Racism Scale, Index of
Race-Related Stress, Racism and Life Experience Scale–
Brief Version, Schedule of Racist Events, and the Perceptions
of Racism Scale (Utsey, 1998). Although these scales have
not been extensively validated, their development may be
of value in assessing the effects of racism, especially where
large numbers of individuals have experienced such.

Double Jeopardy Research: Race and Gender in
Discrimination and Harassment

In a study of the relationship between perceived race-based
discrimination and sociodemographic factors and job partici-
pation and stress, Mays, Coleman, and Jackson (1999) found
that these factors differentially affected the employment pat-
terns and stress levels of Black women. There is more limited
research on the labor force participation of Latinas, and
mostly from secondary sources (Yaffe, 1995). Approximately
75% of Latinas report experiencing race or gender discrimi-
nation (Yaffe, 1995). Others have noted that the double jeop-
ardy for women of color creates some variability in whether
a particular experience of discrimination or harassment is
considered to be based on race or gender. This may be of
special importance in the evaluation of discrimination
complaints put forth by those in double jeopardy situations
because the plaintiff may not fully report incidents of harass-
ment or discrimination if the questioner asks specifically
about only one type of harassment.

Remediation of Discrimination

Expert witnesses are sometimes asked to recommend re-
mediation and/or interventions in organizations deemed to
have problems with racism, discrimination, and prejudice.

For example, a racial discrimination settlement involving
Texaco, Inc. called for a court-appointed blue ribbon panel
to provide oversight of its reform efforts. Van Duch (2001)
reports that similar approaches have been taken in more re-
cent settlements involving Mitsubishi (sexual discrimination)
and Coca Cola (racial discrimination).

Although it is beyond the scope of this chapter to offer
other than a brief overview of key issues, it may be helpful to
identify social science research that has offered attempts to
provide an interface between basic research and program-
matic intervention in reducing prejudice and promoting re-
spectful interactions. Allport’s (1954) contact theory and the
social identity theory developed by Tajfel (Tajfel, Flament,
Bilig, & Bundy, 1971) have informed many of the desegrega-
tion and integration efforts in schools and workplaces. For
example, there is encouraging evidence that mixed-race
groups of problem solvers work together effectively under
certain conditions, according to laboratory analog studies
(Cook, 1985). Actual translation into real programs, however,
has proven difficult (Aboud & Levy, 1999).

Another body of research has explored social cognitive
factors, including the reality that categorization is inevitable
and adaptive (Fiske, 1998). Most people have access to a va-
riety of social schema and skills, which can be differentially
strengthened through training or social influence. Categoriza-
tion could apply to both those who hold negative stereotypes
as well as those affected by such stereotypes (Fiske, 1998).
Graves (1999) reviewed several decades of research and pro-
gramming and described two new effective media interven-
tions. One of these interventions is based on the notion that
vicarious contact through the media can have a more benefi-
cial impact when it arouses anger directed at unjustified
discrimination. The other intervention is based on the notion
that beneficial impact can occur when media produce an
emotional identification with outgroup members. The under-
lying principle is to engage emotions through empathy
(Graves, 1999).

A Note on Moving Targets

The forensic psychologist is bolstered by familiarity with the
research identifying evidence of, effects of, and interventions
with discrimination and harassment. Definitions of race, sex,
gender, religion, ethnic origin, age, disability, and sexual ori-
entation as well as the people who are defined by such criteria
play a very different role in the United States today relative to
five decades ago, when the Civil Rights Act of 1964 was first
enacted. More minority group members hold higher-status and
better-paying jobs, are more often college-educated, and may
live in integrated neighborhoods. Prejudice and discrimination
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by dominant groups currently range from more virulent to
more subtle forms, both in general and in the workplace.
Psychologists have a role to play in assessing the presence and
effects of those experiences.

COMBINING LEGAL ISSUES AND SOCIAL
SCIENCE: PSYCHOLOGISTS’ ROLES IN COURT

Psychologist’s assessments of individuals making claims
concerning discrimination and harassment in employment
require the application of social science research in the con-
text of the legal issues. This can take place either in the
course of providing psychological treatment to individuals
claiming discrimination or harassment or as an expert evalu-
ator retained for the purpose of providing expert testimony
to an adjudicative body (e.g., a jury or administrative law
judge). Forensic psychologists recognize that these two
types of intervention are significantly different and represent
separate roles (Greenberg & Shuman,1997; Committee on
Ethical Guidelines for Forensic Psychologists, 1991). The
“Specialty Guidelines for Forensic Psychologists” specifi-
cally prohibit performing multiple roles in the same case.
Additionally, the “Ethical Principles of Psychologists and
Code of Conduct,” Standard 7.03 (APA, 1992) raises signif-
icant caution for any psychologist considering undertaking
dual roles. Lawyers do not always recognize the difference
between these roles and may encourage psychologists to
provide both forensic expert testimony and psychological
treatment in the same case. Although a full discussion of this
issue is beyond the scope of this chapter, psychologists not
convinced of the inappropriateness of providing expert as-
sessment testimony concerning those for whom they provide
treatment are encouraged to further review the literature on
this topic.

Psychologists testifying in litigation on employment ha-
rassment or discrimination in their role as experts may pre-
sent testimony based on the psychological research about
workplaces and psychological processes (i.e., stereotyping,
prejudice, workplace culture) or the psychological assess-
ment of a particular individual. Although these functions can,
to some extent, be separated, they are both forms of expert
testimony. Thus, psychologists testifying about both of these
issues are filling only one role: the role of expert. Even when
a psychologist is asked to address only the psycholegal ques-
tion of the extent to which an individual has been psycholog-
ically harmed by a particular set of workplace experiences,
knowledge about work environments and about the dynamics
of discrimination and harassment is an essential part of the
required knowledge base.

THE ASSESSMENT PROCESS IN EMPLOYMENT
DISCRIMINATION AND HARASSMENT

In addition to knowledge about those legal and psychological
issues previously discussed, individuals performing forensic
psychological evaluations in employment discrimination and
harassment cases need to have a sound foundation in the
process of psychological assessment. This includes a basic
understanding of the construction and proper use of psycho-
logical tests and assessment tools. The evaluator should also
be aware of the psycholegal issues and defenses typically
raised in a discrimination or harassment case and the specific
assessment tasks or questions raised by them.

PSYCHOLOGICAL ISSUES RAISED
BY THE HARASSMENT CLAIM

When a claim for harassment or discrimination is made, it
raises the following questions: (a) whether the alleged events
occurred; (b) why the alleged events occurred; and (c) the na-
ture and extent of the effects of the events on the plaintiff. The
plaintiff must include in the complaint some variation on the
view that the events did occur, that the events occurred because
of the employer’s action or inappropriate (i.e., negligent) inac-
tion, and that the events had a serious effect on the plaintiff.

The defense’s response to a complaint is generally some
variation of the position that these events did not occur; that
if, indeed, they did occur, they were either caused by the
plaintiff, outside of the employer’s knowledge and control, or
were the result of some misinterpreted innocent conduct; and
that the events resulted in no significant effect on the plain-
tiff. In such a complaint situation, the plaintiff must prevail
on all three issues to prove a claim, whereas the defense need
only prevail on one to disprove a claim.

Did It Occur?

The first question, addressing whether the events occurred, is
primarily an issue for the trier of fact. The Federal Rules
of Evidence do not permit expert opinion testimony on the
issue of whether a particular party to the complaint is telling
the truth. However, especially in sexual harassment cases,
the claim is sometimes made that the plaintiff is sufficiently
psychologically disturbed (often proposed as a result of a per-
sonality disorder) to render the plaintiff unable to accurately
report reality. This argument raises an issue different from the
issue of the relative contribution of the alleged conduct versus
prior events to any psychological problems experienced by
the plaintiff. The issue of plaintiff psychological disturbance
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precluding an accurate assessment of reality has not been
supported in the empirical psychological research literature
(Fitzgerald, Buchanan, Collinsworth, Magley, & Ramos,
1999). Nonetheless, an evaluation of the possibility of a per-
sonality disorder is generally advisable in a forensic psycho-
logical examination in sexual harassment cases.

Why Did It Occur?

The second question, involving whether the plaintiff in some
way caused, welcomed, or misinterpreted the behavior sub-
ject to complaint, has multiple manifestations. In some cases,
the argument is made that the plaintiff caused the harassment
or punitive conduct of management by being a poor em-
ployee. This is a particularly complex issue to evaluate be-
cause many of the behaviors typically cited to demonstrate
that an individual is a bad employee (e.g., absenteeism, irri-
tability or difficulty getting along with others in the work-
place, and poor work performance) are among the predictable
and common results of experiencing harassment.

An adequate analysis must include consideration of the
time line involved (i.e., the relationship in time between the
behavior alleged as harassment and the plaintiff’s problem
conduct); not necessarily the time of the harassment com-
plaint and the plaintiff’s problem conduct. Furthermore, some
individuals with poor work performance records tolerate ha-
rassment as part of what they perceive to be a quid pro quo
bargain, often experienced as “I will put up with your policy-
violating behavior if you will put up with mine.” Such indi-
viduals complain of long-standing harassing conduct if they
are suddenly disciplined for their problem (e.g., tardiness).
Ultimately, it is important to remember that the Title VII
promise of a nondiscriminatory workplace is not limited to
model employees. Thus, when the conduct subject to com-
plaint is sufficiently egregious, the work performance of the
plaintiff is generally irrelevant.

Welcomed or Unwelcomed, Not Voluntary or Coerced?

The issue of unwelcomeness is a central requirement for
proof of a sexual harassment compliant. As noted before, this
is not synonymous with voluntary conduct, although coerced
conduct is, by definition, unwelcome. The analysis must in-
clude any evidence indicating that the plaintiff welcomed the
conduct and any evidence that the plaintiff did not welcome
the conduct.

Misinterpretation

The issue of misinterpretation relates to the legal requirement
that the conduct subject to complaint is sufficiently severe

to offend and alter the working conditions of a reasonable
person similarly situated. This is not a requirement that the
hypothetical reasonable person would be as offended or as
severely affected as the plaintiff. What is required is that the
level of offense could be expected to alter the working condi-
tions of that hypothetical reasonable person.

Although none of these questions are necessarily the
province of the forensic psychologist, a psychologist well-
versed in the relevant social psychological literature may
offer opinions useful to the trier of fact. These opinions
may be developed either as part of the assessment of a partic-
ular plaintiff or as part of a more general psychological as-
sessment of the workplace and the situation. It is important,
however, that such opinions be based on an understanding of
the relevant research literature, not simply the clinical expe-
rience of the psychological expert.

Was There Any Harm?

Whether the alleged conduct, if it occurred, significantly af-
fected the plaintiff is obviously central to the task of the
forensic psychological evaluator. To answer this question,
the evaluator must determine whether there is evidence that
(a) the plaintiff is currently showing harmful effects from
the behavior subject to the complaint, or (b) the plaintiff
has previously shown effects from the behavior subject to
the complaint that are no longer evident. If there is evidence
of harmful or negative effects, the evaluator must further
consider the issue of whether this negative effect was
caused by the behavior subject to the complaint. As most
people have multiple sources of stress in their life, the issue
here is often more accurately stated as an assessment of the
extent to which any harm was caused by the behavior
subject to the complaint. In essence, the evaluator asks,
“To what extent was any harm caused by the behavior in
question?”

In evaluating the extent to which any harm or psychological
injury was caused by something other than the behavior that is
the subject of complaint, it is important to distinguish between
increased vulnerability and actual dysfunction. Legally, an
event is the proximate cause of an outcome if that outcome
would not have occurred but for this event, even if the event
caused the outcome only because of numerous other factors
that created conditions of vulnerability, opportunity, or re-
silience. The evaluator needs to ask, “Did other stressors or
psychological problems leave the plaintiff functioning
effectivelybutmorevulnerable to theeffectsofharassmentand
discrimination?” Or, by contrast, the evaluator needs to ask,
“Was the plaintiff already demonstrating all of the various
areasofdysfunction(e.g.,havingrelationshipproblems,health
problems, emotional problems, or job-related performance
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problems),whichmayormaynothavebeenexacerbatedby the
behavior subject to complaint?”

Obviously, although psychological tests may be of value in
determining whether the plaintiff is currently demonstrating
signs of psychological distress, the full evaluation requires
additional sources of information. This includes the informa-
tion provided by a detailed personal history, a thorough clini-
cal interview, a review of collateral documents, and the input
of others, either through written statements, transcripts of de-
positions, or interviews. The importance of addressing collat-
eral documents and input of others in the process provides
substantial rationale for the perspective that a treating thera-
pist is not an appropriate source of information concerning the
psycholegal question of extent of harm caused by the behav-
ior subject to the complaint.

Chronic or Traumatic Stress?

In forensic assessments of discrimination and harassment, it
is useful to distinguish between harmful effects of chronic
stress and those of traumatic stress. The existence of signifi-
cant negative psychological and physical effects from both
are well established (Everly, 1989; Kiecolt-Glaser & Glaser,
2001). Thus, the distinction between the two forms of stress
is not central to the determination of whether the conditions
of work were effected (i.e., the existence of a hostile environ-
ment). This distinction may, however, be of significance in
evaluating expected recovery. 

Prior to 1994, it was often quite difficult to demonstrate
that discrimination or harassment had resulted in traumatic
stress disorder. In 1994, with the publication of the fourth
edition of the Diagnostic and Statistical Manual of Mental
Disorders (American Psychiatric Association, 1994), both
the criterion for posttraumatic stress disorder and the accom-
panying accepted definition of what constitutes a psycholog-
ically traumatic event changed to more accurately reflect the
experience of mental health experts working with trauma.
Criterion A, the definition of the psychological traumatic
event, now reads:

A. The person must have been exposed to a traumatic event
in which both of the following were present:

1. The person experienced, witnessed, or was confronted
with an event or events that involved actual or
threatened death or serious injury, or a threat to the
physical integrity of self or others.

2. The person’s response involved intense fear, helpless-
ness, or horror. (pp. 427–428)

This definition acknowledges the possibility of traumatic psy-
chological injury from events in which the physical harm was

only threatened. Harassment cases can and do include actual
physical assaults, but many harassment cases and most, if not
all, discrimination cases deal with events in which no physi-
cal assault took place. In many of these cases, the psycho-
logical injury is the result of the chronic stress of being
demeaned, devalued, and disadvantaged. However, when the
behavior subject to complaint results in an experience of sig-
nificant threat, the possibility of a traumatic psychological
injury exists and should be evaluated.

It has been suggested (Baker, 1995) that the traumatic ef-
fects of harassment come from the implicit message that the
targeted individual or group is not welcome in the workplace
and may be forced out, or, in the case of sexual harassment,
possibly that the target may be sexually or physically as-
saulted. The point at which discriminatory or harassing con-
duct becomes threatening may be thought of as an interaction
between the actual conduct in its full context and the prior
experience of the individual with violence or threatened vio-
lence (Fitzgerald, Swan, et al., 1997).

Feigning and Malingering

In performing a forensic evaluation for employment discrim-
ination and harassment issues, it is essential to include an as-
sessment of feigning and malingering. Given the potential
benefits to the plaintiff of prevailing in a discrimination or
harassment complaint, there is more incentive to invent or
exaggerate psychological problems than there is for a person
seeking only clinical treatment. Unlike a clinical relationship,
which exists for the purpose of helping the client or patient,
the forensic evaluation exists for the purpose of determining
information of use to the trier of fact, regardless of which
party in the case has requested the evaluation. At the same
time, it is important to remember that, even if a person is ex-
aggerating injuries, it does not mean that injuries do not, in
fact, exist (Rogers, 1997). Thus, the psychologist, in identify-
ing evidence of feigning or malingering, should neither un-
derstate nor overstate the meaning and significance of that
evidence (see the chapter by Rogers & Bender for a discus-
sion on evaluating malingering and exaggeration).

Effects of Discrimination/Harassment 
versus Effects of Lawsuit

Another assessment issue for the evaluator to consider is the
distinction between the psychological effects of the conduct
subject to the harassment or discrimination complaint versus
the psychological effects of participation in a lawsuit. The
distinction is an important one because the psychological ef-
fects of harassment or discriminatory behavior are compens-
able, whereas the psychological effects of participation in a
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lawsuit are not. The distinction is further complicated by the
fact that frequent defense positions (e.g., the behavior did not
occur, the behavior was of no consequence, the behavior was
caused by the plaintiff ) become a continuation experience of
the behavior subject to the complaint itself. A useful heuristic
in attempting to make this distinction is to ask the evaluator
to consider the degree to which the plaintiff’s stress would be
different if the defense had agreed on all points except the
issue of the size of the damages. Such a framework separates
the emotional effects of extension of the behavior subject to
complaint from the emotional effects of dealing with the
legal system. This is an issue that may be a topic of both fur-
ther judicial clarity and psychological research.

Conducting the Assessment

The specifics of any given psychological assessment will be
somewhat unique to the particular case, and therefore, must
be determined on a case-by-case basis. However, there are
some general guidelines about the content and conduct of the
assessment that should be considered. These are, for the most
part, similar to the issues present in any forensic psychologi-
cal evaluation.

Prior to beginning the assessment, the psychologist should
clarify the nature of the assignment with the referring attor-
ney. This includes establishing what psycholegal questions or
issues the attorney expects the psychologist to explore. It is,
of course, not possible to know what one’s opinions will be
until after the evaluation is complete, but the scope and na-
ture of the task (e.g., assessing degree of injury, exploring
reasons for the manner in which the plaintiff dealt with the
various alleged instances of harassment, or attempting to es-
timate future treatment needs) should be clarified as much
and as soon as possible. It is advisable to clarify in writing
details of the retention agreement, including fees and sched-
ule issues. In practice, forensic psychologists do not perform
expert evaluations where payment is contingent on the out-
come of the case, for obvious ethical reasons. 

Prior to the actual clinical evaluation, the forensic psy-
chologist generally reviews a variety of documents relevant
to the case. These documents include depositions by the
plaintiff and other relevant witnesses to the alleged conduct.
The evaluator also reviews available medical records, includ-
ing therapy records. Other material of value includes the em-
ployment records of the plaintiff. Although most evaluators
prefer to review these documents prior to seeing the plaintiff,
this will not always be possible.

The actual face-to-face assessment process must begin
with obtaining the informed consent of the person being eval-
uated. That includes providing the individual with sufficient

information to understand the process and what will happen to
the results of the evaluation. It is not the task of the forensic
evaluator to force an assessment on an unwilling participant.
The forensic evaluator should document the informed consent
in writing before conducting the examination or testing of the
plaintiff.

The selection of psychological tests and structured inter-
views should be based on their relevance to the psycholegal
issues in question. Selection should include full considera-
tion of the appropriateness of the test for the given plaintiff,
based on language, culture, and standardization sample is-
sues. Selection also should be based on adequate evidence
that the plaintiff has the necessary language skills to compre-
hend the test fully. The administration should be in compli-
ance with the administration procedures outlined in the test
manual. Any nonstandard use or administration should be
identified and its limitations fully disclosed. Although the ac-
tual tests used in evaluations may vary, based on a variety of
factors, the question of whether the plaintiff or the defense in
a legal action has retained the expert is not a legitimate basis
for determining the appropriate assessment tools. Empirical
or actuarially constructed tests, such as the Minnesota Multi-
phasic Personality Inventory 2 (MMPI-2) and the Personality
Assessment Inventory (PAI), useful only as sources of hy-
potheses, should be administered in the early stages of the
assessment and used to inform other aspects of the evalua-
tion, especially the interview.

Although some plaintiff attorneys oppose psychological
testing on the grounds that it is overly intrusive into client
privacy, properly selected psychological tests, administered
and interpreted by knowledgeable forensic psychologists,
can be of significant value in the evaluation process. As noted
previously, the actual tests used necessarily vary from case to
case due to a variety of factors, including the nature of the
psychological problems the plaintiff reports and the cultural
and language background of the plaintiff. A full test battery in
an employment discrimination or harassment case generally
includes a general personality measure, such as the MMPI-2
or the PAI; a tool to assess the current status or complaints of
the plaintiff, such as the Symptom Checklist 90–Revised; and
a measure to assess feigning or malingering. Additional as-
sessment instruments might be chosen to assess the presence
of personality disorders and specific psychological disorders,
such as posttraumatic stress disorder, anxiety disorders, and
depression, if the plaintiff’s clinical presentation or reported
situation suggests that such tests are relevant. In some situa-
tions, especially where significant cognitive effects, resulting
from psychological reaction to the discrimination or harass-
ment, are alleged, a cognitive or neuropsychological test may
be appropriate.
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In selecting psychological tests, the forensic evaluator
should seek tests that are appropriate for legal decision
making, thereby avoiding tests that are unreliable. Similarly,
an evaluator should use only tests for which the evaluator
has adequate training in administration and interpretation.
Because psychological tests are best used as a source of
potential hypotheses, they are best administered early in the
assessment. Tests can then be scored and used to provide
direction for the assessment process. This practice necessi-
tates either seeing the plaintiff on multiple days and/or having
the ability to score the tests quickly. Actuarially constructed
tests like the MMPI should be given in this way, as they pro-
vide only possible hypotheses and cannot be purported as
proof of anything.

In addition to psychological tests, the forensic evaluator
needs to obtain a full history, both of the plaintiff’s life and of
the specific employment situation. Various structured infor-
mation forms and interviews may be of use in this process.
When multiple plaintiffs are involved in a single legal action,
it is advisable to use the same protocol, including a structured
interview, with all plaintiffs.

To the fullest extent possible, all issues being evaluated
should be assessed through multiple methods. This process
conforms to the best standards of obtaining information and
developing conclusions. Although the potential for error of
each method of assessment may be high, the probability of
error decreases greatly when the same information is obtained
and corroborated through multiple independent means. Thus,
for example, it may be useful to obtain information about the
incidents of alleged harassment through paper-and-pencil
measures or structured interviews, unstructured or semistruc-
tured interviews, and collateral documentation and interviews.
Similarly, psychological dysfunction should be assessed using
psychological tests, clinical observations, plaintiff self-report,
and collateral documentation. Collateral documentation might
include medical records, school records, personnel records,
life history information, depositions, collateral interviews,
and similar sources of information.

FUTURE DIRECTIONS AND CONCLUSIONS

Psychological experts have substantial expertise about em-
ployment discrimination and harassment. This information is
important and helpful to the litigation process and the court
system. Expertise is best provided by forensic psychologists
trained in assessment and well-versed in the relevant legal is-
sues and psychological research. As both legal standards and
the psychological research are constantly evolving, no arti-
cle, chapter, or book, including this one, can substitute for

maintaining familiarity with the field. Psychological experts
interested in providing such evaluations are well advised to
continue updating their knowledge of the legal standards and
the psychological literature addressing these issues.

Daubert and Junk Science

Undoubtedly, psychologists in this area, like psychologists
working in other areas of assessment, will find their work
subject to the scrutiny of the standards created by Daubert
and its progeny (General Electric v. Joiner, 118 S.Ct. 512,
1997 and Kumho Tire v. Carmichael, 526 U.S. 137, 1999).
Lawyers are likely to seek experts to support the view that
any psychological research or testimony they do not like is
“junk science” or no science at all. Psychologists are advised
to be prepared for such challenges. One useful tool in that
preparation is to evaluate any proposed testimony in light of
the National Conference of Commissioners on Uniform State
Laws Uniform Rule 702 (O’Connor, 2001). This is particu-
larly important for those testifying in state courts.

Recent Court Decisions and Complaint Policies

Recent Supreme Court decisions on sexual harassment, par-
ticularly in the Faragher and Ellerth cases, have increased
concerns about the nature of an acceptable policy and com-
plaint mechanism. As noted previously, in those decisions, is-
sued on the same day, the Supreme Court ruled that, when
there was no direct adverse job action involved, an affirmative
defense against claims of supervisor harassment can be made.
This affirmative defense requires that (a) the employer exer-
cised reasonable care to prevent and correct promptly any
harassment and (b) the plaintiff unreasonably failed to take
advantage of the opportunities to prevent, avoid, or correct the
harm. There is psychological research relevant to the issues of
effective policies, investigation processes, and what consti-
tutes a reasonable or unreasonable failure to use an available
complaint mechanism. However, further research and better
articulation of existing research, written in a way that makes it
more accessible to lawyers and the court, would be of value.

One important area of research concerns the psychologi-
cal and employment effects/consequences of making com-
plaints, both generally and, in particular, in work settings.
Some research has suggested that those who complain have
worse job outcomes than individuals not making complaints
(Fitzgerald, Swan, & Fisher, 1995). There is significant need
for clearer identification of the conditions under which com-
plaint about harassment or discrimination makes the situation
worse for an employee and when it prevents or reduces harm.
Such research has important legal and policy implications.
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This line of research likely will include more exploration of
what factors increase or inhibit retaliation by harassers and
others against those individuals making complaints of dis-
crimination or harassment.

Similarly, additional research on which factors in a com-
plaint policy (and the application of the policy) facilitate and
inhibit the willingness of targeted individuals to come
forward will be of significant value. Significant questions re-
main unaddressed in this area: What types of wording in-
crease use of complaint policy and procedure? What role do
promises of confidentiality or the lack of confidentiality have
on willingness to come forward? What role do organizational
factors play in shaping the type of policy needed? For exam-
ple, does formal wording and a formal procedure in a small
company have similar value or effect as it does in a large
company? Psychological research can play an important role
in providing employers, policymakers, and the courts infor-
mation on these questions.

Oncale and Equal Opportunity Harassers

The Oncale decision has established that Title VII requires an
individual to be disadvantaged due to membership in an iden-
tified class. This decision places the focus on the discrimina-
tory nature of the conduct, not just the egregious nature of the
conduct.Although important, it may unfortunately give rise to
certain arguments that require additional psychological com-
mentary. The argument that “equal opportunity harassers,”
those who use abusive language and/or grope or proposition
both men and women, are not violating Title VII creates ur-
gency for additional research and better translation of the ex-
isting research. Both old and new research that deals with the
gendered difference in the experience of the same conduct will
be relevant in addressing this area of legal analysis.

CONCLUSION

Psychological research, especially on sexual harassment, has
been important in the evolution of both legal standards and
litigation strategies. As legal standards continue to evolve, it
will be important for psychological research to continue to
inform that process. In general, the field will benefit from a
closer relationship between those performing the psycholog-
ical research and those developing the legal theory and litiga-
tion strategies. Such interactions between the disciplines may
improve the relevance and use of psychological research
for legal proceedings and increase the degree to which legal
decisions accurately reflect people’s lived psychological
experiences.
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In July 1990, President George Bush signed the Americans
with Disabilities Act (ADA), which became effective two
years later. In writing the most sweeping civil rights legisla-
tion since the Civil Rights Act of 1964, the framers of this leg-
islation intended to assist people with disabilities to obtain
jobs and achieve the goal of full functioning in the workplace.
The ADA contains provisions that outlaw discrimination
against people with disabilities in hiring, training, compensa-
tion, and benefits (Bell, 1997). The statute makes it illegal
to use employment classifications based on disability or to

participate in contracts that have an effect of discriminating
against people with disabilities. The statute also indicates that
it is unlawful for an employer to use tests or other qualification
standards that are not job-related and that have the impact of
screening out individuals with disabilities. The ADA protects
individuals against retaliation for filing a charge or otherwise
being involved in an Equal Employment Opportunity Com-
mission (EEOC)-related action. In addition, the law mandates
that employers provide “reasonable accommodation” for dis-
abled workers who could qualify for jobs if such assistance is
provided (Parry, 1996).

Although the ADA has yet to fulfill its full promise
(Blanck, 1995, 1996; Stefan, 2001; Wylonis, 1999), this re-
markable and sweeping legislation has had an impact on
many aspects of American life, including public accommoda-
tions, telecommunications, and transportation. This chapter
focuses on how forensic mental health professionals can in-
form decisions made by people with disabilities, employers,
and courts as they engage both the opportunities and the con-
flicts provided by the ADA.
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The chapter introduces the reader to some general informa-
tion about disability in the workplace and how the ADA fits
into existing disability systems. The second section deals with
mental disabilities under the ADA. The third section deals
with how psychologists may work with employers to accom-
modate workers with disabilities. The fourth section examines
litigation-related psychological evaluations and how psychol-
ogists may assist the court in determining damages in cases of
discrimination and failure to provide reasonable accommoda-
tion. The final section provides some concluding remarks.
Because of space limitations, this chapter does not focus on the
legal structure of the ADA nor how the ADA applies to the hir-
ing process. For information on these topics, the interested
reader is directed to Parry (1997), Stefan (2001), and Carling
(1993) for information concerning the law and to Parry (1997)
and Hall and Cash (1992) for material related to hiring issues.

THE EMPLOYMENT OF PEOPLE
WITH DISABILITIES

According to recent statistics (Kraus, Stoddard, & Gilmartin,
1996), about 48.9 million Americans have some type of dis-
ability. This number constitutes an estimated 19.4% of the
noninstitutionalized civilian population and nearly one in five
people. About half of these people, or 24.1 million, are con-
sidered to be severely disabled.

The extent to which people with disabilities participate in
the labor market depends on a number of factors, including
sex and age. In the general population, some 91.4% of men
and 74.9% of women participate in the labor force (Kraus
et al., 1996). However, people with disabilities participate at
a lower rate, with disabled men participating at a rate of
58.8% and disabled women participating at a rate of 45.6%.
The same source notes that full-time participation in the labor
force also varies as a function of age, with both disabled men
and women achieving the highest rate of participation in their
late 20s and early 30s. However, disabled men keep approxi-
mately the same level of labor force participation through
their mid-50s, whereas women experience a sharp age-related
decline.

The income of people with disabilities is generally lower
than is the income of those without such limitations. In gen-
eral, if a nondisabled worker earns $1.00, a person with a
nonsevere disability would earn $.90, and a person with a se-
vere disability would earn $.70 (Kraus et al., 1996). The dif-
ferences in income are less marked for younger workers,
among whom both disabled and nondisabled persons earn ap-
proximately the same. For workers between the ages of 35
and 64, the differences are greater. In this age group, if the

nondisabled worker earned $1.00, the person with a non-
severe disability would earn $.82, and the person with a
severe disability would earn $.63.

In addition, people with disabilities constitute a substan-
tial cost to the U.S. government for support and medical care.
O’Keeffe (1993) notes that in 1991, the government spent
$92 billion to assist persons with disabilities to meet their
basic living needs.

Baldwin (1999) reviewed employment patterns in the six
years before the ADA was passed in 1990. In general, people
with physical disabilities are more diverse and may have years
of work experience prior to onset of disability. On the other
hand, people with psychological disabilities may have experi-
enced those problems since school years. Baldwin’s study
was designed to look at a range of people with disabilities and
to determine the impact of those disabilities on work and in-
come opportunities. The researcher attempted to factor the
impact of impairments by clustering them into five groups:
cardiovascular, mental, musculoskeletal, respiratory, sensory,
and “other,” which included people with AIDS, cancer pa-
tients, people with cerebral palsy and paralysis, and indi-
viduals with diabetes and epilepsy. The data reviewed by
Baldwin from the year 1990 indicated that the largest category
(about 44%) of people with disabilities suffered from some
form of musculoskeletal disorder. Of the sample, men and
women with mental disorders constituted about 10% and 6%,
respectively.

Employment rates of workers with mental disabilities fell
significantly below that of all other groups. The employment
rates of nondisabled male and female workers were 89% and
74%, respectively. For most other disabilities, the rates for
men had an average in the low 70% range. However, men
with mental disabilities had a rate of 53%. For women, as
noted above, the overall employment rate is lower, and the
variation in employment rates was greater, between 41% and
62%. For disabled women, the employment rate was at the
low end of this continuum, at a rate of 41%.

Similar ratesofemploymentforpeoplewithmentaldisorders
were found by Milazzo-Sayre, Henderson, and Manderscheid
(1997). They noted that the Ecological Catchment Area study
revealed that 22% of the U.S. adult population have a diagnos-
able mental disorder, and some 6% have a substance abuse
disorder. About one-third of those with substance abuse disor-
ders have a comorbid Axis I or Axis II disorder. Of the overall
population, 2.3% have a severe mental disorder.

Yelin and Cisternas (1997) demonstrated that diagnosis
per se did not dictate whether a disabled worker could func-
tion in the workplace. This research found that a number of
variables determine the employability of people with mental
illnesses. Primary among these are the presence of a prior



Psychiatric/Psychological Disabilities and the ADA 281

work history. In addition, the provision of a nonpsychotic
diagnosis, the presence of an affective disorder diagnosis,
and a positive reaction to work stressors predict better work
performance.

These data echo a much older study (Anthony & Jansen,
1984) that reported a number of findings relevant to how
people with mental illness function in the workplace. They de-
termined that neither diagnosis nor specific symptoms effec-
tively predict work performance. Surprisingly, intelligence,
aptitude, and personality tests are poor predictors, but paper-
and-pencil measures of ego strength and self-concept are good
predictors of work functioning. The best predictors of future
work performance were the workers’ past vocational history
and how well they functioned in a worklike setting (e.g., a
sheltered employment or workshop).

IMPACT OF DISCRIMINATION

In the study discussed above, Baldwin (1999) noted, “Over-
all, the results are consistent with the hypothesis that declin-
ing employment rates for men with impairments between
1984 and 1990 are at least partly explained by increasing em-
ployer discrimination against men with disabilities” (p. 19).
The presence of attitudes that support discrimination is fre-
quently reported by people with disabilities. 

Stefan (2001) conducted a brief survey with a broad array
of mentally disabled people. Three-quarters of the sample
(74%) reported that they had experienced some form of dis-
crimination based on disability. The most painful type of
discrimination came in the form of how people with disabili-
ties are treated by others on a daily basis. Some 65% of
respondents reported that family, neighbors, friends, church-
goers, or fellow students had discriminated against them.
Employment was the next highest area of discrimination,
with 55% reporting some form of work-related discrimina-
tory activity. Negative experiences of differential treatment
by others was also reported in institutional settings (34%),
educational institutions (30%), medical care (29%), insur-
ance (29%), the court system (24%), housing (23%), and
commercial establishments (stores and restaurants; 9%). 

In a larger study of stigma, Wahl (1999) surveyed 1,301
consumers of mental health services to determine whether
they had been victims of stigma and stereotyping. About 80%
of the sample reported overhearing someone utter a hurtful or
offensive comment; more than half reported experiences of
being shunned or avoided by others; Seven of ten reported
that they had been treated as less competent because of their
disability status. Over half of the respondents experienced
job discrimination; of these, however, only about 15% said

that they had been frequently turned down for a job for which
they were qualified. An even smaller proportion (34%) indi-
cated that they had been denied educational opportunities be-
cause of discrimination. However, 82% indicated that they
had attempted to conceal their disability from others on writ-
ten job applications for fear that the potential employer
would discriminate against them.

Thus, the decision to disclose the presence of a mental dis-
order is often a complicated one. Stefan (1998) noted that
people with mental disabilities often are able to conceal their
disability in the workplace. However, their mental disorder
becomes disabling when they encounter a supervisor or em-
ployer who is overbearing, threatening, or overly critical.
Hostile work environments test the worker, and those with
limited stamina and resilience begin to show impairment in
work-related tasks. Stefan notes that courts often assume that
the ability to function in a stressful work environment should
be a fundamental qualification for most workers.

SUMMARY

The research on worker participation in the workforce indi-
cates that people with mental disorders generally participate
at a lower rate than those who do not suffer from those con-
ditions. The impact of sex is additive to that of mental disor-
der, as shown by the uniformly lower workplace participation
of both nondisabled and disabled women.

Generally, people with psychotic disorders who have lit-
tle work history and few worklike experiences have the
greatest difficulty integrating into the workplace. Those who
have more work history, have an affective disorder diagno-
sis, and who enter the workplace with some degree of self-
confidence are better able to obtain and maintain employ-
ment. However, many people with mental disorders do not
disclose their disability to employers or coworkers for fear of
discrimination and stigmatization (Ravid, 1992; Ravid &
Menon, 1993). This fear appears to be well founded based
on the experience of many (Stefan, 2001). This is, however,
a feature of the American workplace that the ADA was de-
signed to address.

PSYCHIATRIC/PSYCHOLOGICAL DISABILITIES
AND THE ADA

Mental Disabilities under the ADA

The ADA includes a three-prong definition of disability:
“(1) A physical or mental impairment that substantially limits
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one or more of the major life activities of such individuals;
(2) a record of such an impairment; (3) being regarded as hav-
ing such an impairment” (29 C.F.R. Chapter XIV, Part 1630.2
(g(1))-(3)). The Act defines a qualified individual with a dis-
ability as a person with a disability who has the proper skills,
experience, education, and other job-related requirements re-
quired by the job that the person either currently holds or
wishes to obtain. Critically, a qualified individual with a dis-
ability, with or without reasonable accommodation, can per-
form the essential functions of that job.

In the ADA, a mental impairment includes “any mental or
psychological disorder, such as . . . emotional or mental ill-
ness.” Examples of emotional or mental illness include major
depression, bipolar disorder, anxiety disorders (which in-
clude panic disorder, obsessive-compulsive disorder, and
posttraumatic stress disorder), schizophrenia, and personality
disorders. Note that the EEOC regulations include personal-
ity disorders, which were not listed in the ADA statute.
EEOC publications (United States Equal Employment Op-
portunities Commission, 1997) suggest that the current
edition of the American Psychiatric Association’s (2000)
Diagnostic and Statistical Manual of Mental Disorders (now
the text revision of the fourth edition, DSM-IV-TR) is an ap-
propriate source of information to identify such disorders.
The term disability excludes

(1) transvestism, transexualism, pedophilia, exhibitionism,
voyeurism, gender identity disorders not resulting from physical
impairments, or other sexual behavior disorders; (2) compulsive
gambling, kleptomania, or pyromania; or (3) psychoactive sub-
stance abuse disorders resulting from current illegal use of drugs.
(e) Homosexuality and bisexuality are not impairments and so are
not disabilities as defined in this part. (29 C.F.R. Chapter XIV, Part
1630.3 (a)(1).)

An impairment constitutes a disability under the ADA
when it adversely affects one or more major life activities.
The worker need not demonstrate that the impairment inter-
feres with work. In fact, the inquiry begins with non-work-
related life activities, including caring for oneself, sleeping,
reading, and concentrating. It is only after it is determined
that no other major life activity is impaired that the worker
should consider impairments in working as a basis for
disability.

When one evaluates psychiatric disorders in light of the
ADA, the determination of whether a particular person has an
impairment that substantially limits a major life activity
should be based on how the condition affects that particular
individual’s life. Decisions should not be made on the basis
of stereotypes about people with mental illness or assump-
tions about the particular disorder of that individual. For

example, stereotypes such as “no schizophrenic could do this
job” reflect this kind of inappropriate generalization (United
States Equal Employment Opportunities Commission, 1997). 

An evaluation of a psychological disability case begins by
examining evidence of how the worker functions at home, at
work, and in a variety of other settings. It is critical to connect
the individual’s functional limitations to impairments, al-
though it is not necessary to use the testimony of experts to
make this connection. The worker, family members, friends,
or coworkers may provide sufficient evidence for such deter-
minations. The threshold for determining if a condition is
sufficiently severe to constitute a disability can be met by ref-
erence to whether the condition prevents a person from
engaging in a major life activity or otherwise restricts the
person in the performance of a major life activity. If the im-
pairment results in only mild limitations, it may not meet this
threshold. The duration of the impairment is also of impor-
tance because impairments of several weeks or months do not
constitute a disability. Many mental disorders that are chronic
and episodic would be considered substantially limiting
while they are active or if they are likely to recur. 

The ability to interact with others may be a focus for
the determination of substantial disability. In this case, the
claimant is compared to the average person in the general
population. If the person is significantly restricted compared
to that average person, the condition is considered to consti-
tute a substantial limitation. The threshold for impairments of
abilities to interact with others would not be met in the case
of one who was simply unfriendly or unpleasant in interac-
tions with supervisors or coworkers. However, if the person
demonstrated social withdrawal, high levels of hostility, or
impairments in necessary communications, the threshold
may be met.

Issues of Conduct

People with disabilities are no different from nondisabled
workers in that they may be subject to discipline from em-
ployers because of employee misconduct. However, when
mental disabilities affect conduct in the workplace, the em-
ployer may be required to accommodate that conduct. In
general, the employer may discipline an employee with a dis-
ability if that employee has engaged in misconduct that
would provoke the same discipline for a nondisabled em-
ployee (Rothstein, 1997). However, if the conduct standard
does not relate to job functions and is not consistent with
business necessity, then the imposition of that conduct
standard could constitute a violation of the ADA. In such
circumstances, the employer must provide reasonable ac-
commodations that would enable a person who is otherwise
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qualified to meet those conduct requirements in the future, if
those accommodations do not pose undue hardship to the
employer. This requirement does not compel an employer to
excuse past conduct, as reasonable accommodations determi-
nations are prospective.

Direct Threat

The ADA recognizes that the workplace should be a safe
place for employees, customers, vendors, supervisors, and the
general public. Generally, these safety concerns take prece-
dence over principles of fairness to an individual worker. The
ADA requires that the employer demonstrate that a worker
constitutes a direct threat. The application of safety rules and
the direct threat standards must be uniformly applied by the
employer, who may not inappropriately use safety rules as a
means of excluding persons with disabilities (United States
Equal Employment Opportunity Commission, 2000).

Direct threat is defined as “a significant risk of substantial
harm to the health and safety of the individual or others that
cannot be eliminated or reduced by reasonable accommoda-
tion” (United States Equal Employment Opportunity Com-
mission, 1992, 29 C.F.R. §1630.2(r)). To meet this definition,
the risk must be high, more than a slightly increased risk. The
decision must be based on an individualized assessment of
the worker’s current ability to perform the functions of the job
safely (see School Bd. of Nassau Cty., Fla. v. Arline, 1987). A
physician’s (or other appropriate professional’s) evaluation
based on the most current knowledge should determine if the
worker is capable of safely performing job functions.

This assessment should include reference to the following
factors: the duration of the risk; the nature and severity of the
potential harm; the likelihood that potential harm will occur;
and the imminence of potential harm. An employer must
specify the behavior that constitutes the threat. The mere
presence of a psychiatric diagnosis or a history of psychiatric
treatment does not prove that the worker poses a direct threat.
Also, the impact of the employer’s reasonable accommoda-
tion must be taken into account. If the employer can eliminate
the direct threat by accommodations, the worker may be con-
sidered a qualified individual with a disability. If, on the other
hand, no amount of reasonable accommodation can reduce
the threat, the worker is no longer qualified for the job and is
not considered a qualified individual with a disability. For
example, Parry (1997) notes that a New York Federal Court
case (Altman v. New York City Health and Hosp. Corp., 1995)
found that a physician who was discovered drinking on the
job could not demand reinstatement because no reasonable
accommodation could be fashioned to allow him to safely
treat patients.

Violence and Threats of Violence

A worker who has threatened violence or committed violent
acts may face sanctions, including discharge, from the em-
ployer. If the worker files suit against the employer for those
job actions, the employer may use a defense based on direct
threat. However, as Rothstein (1997) observes, the employer
is in a difficult position. If the employer inappropriately dis-
charges or disciplines a worker for threatening behavior, the
probability of an ADA lawsuit increases. If the employer fails
to act in the face of a worker who poses a direct threat, the em-
ployer faces liability to those harmed by the worker.

Some courts have ruled that a worker who engaged in
threatening behavior was not considered a qualified individ-
ual with a disability (e.g., Mazzarella v. United States Postal
Service, 1994). In this case, the ability to do the job without
posing a threat to others or without being involved in violent
behavior was viewed as an essential job function. A history of
violence or threats of violence may be used as a basis for not
hiring an otherwise qualified job applicant if it can be shown
that the worker continues to pose a direct threat.

Suicidal Workers: Danger to Self Issues

Although the ADA relates the direct threat language only to
the health and safety of others, EEOC regulations (29 C.F.R.
§1630.2 (r)) include danger to self as an element. Parry
(1997) notes that courts have handled this issue in different
ways. Some have ruled that a history of suicide attempts does
not necessarily translate into a direct threat in the workplace.
As above, the employer must initiate an individualized deter-
mination based on current and thorough professional assess-
ment of the worker. As always, the central issue is whether
the worker can perform job functions. Some cases (e.g.,
EEOC v. Amego, 1997) suggest that dangerousness to self
could bar employment for a disabled person if that self-
destructive behavior could result in harm to others. In the
Amego case, a medical professional whose duties included
dispensing medications to patients came to work in a partially
sedated state after a suicide gesture by drug overdose (Foote,
1997). In other cases (e.g., Kohnke v. Delta Airlines, Inc.,
1996), the court noted that the EEOC’s interpretation of the
ADA was untenable and that expanding the language to in-
clude danger to self was inappropriate.

Substance Abuse Disorders and the ADA

For the ADA, all substance abuse disorders are not created
equal but are treated very differently, depending on whether
the abused substance is illegal or legal. In general, a worker
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currently using illegal drugs is not protected by the ADA
(LaPorte, 1996). Likewise, one who abuses prescribed drugs
in such a way as to violate the law is considered to use illegal
drugs (Parry, 1993). The ADA attempts to be neutral on the
issue of drug testing, although the Act allows an employer to
conduct drug tests with employees or applicants in contexts
in which other sorts of medical evaluations are prohibited
(Jones, 1993). Thus, a worker who is not hired or is dis-
charged for testing positive for illegal drugs is not usually
protected by the Act.

It is the rehabilitated illegal drug user who is protected by
the law. Consequently, a history of illegal drug use cannot be
used as a basis for nonhire or discharge. However, if a worker
who has been drug-free for some time experiences a relapse
of illegal drug use, he or she may be fired without protection
from the ADA. Unfortunately, as Jones (1993) notes, such
extreme consequences of a relapse could encourage a worker
to conceal a relapse from an employer.

A worker with an alcohol problem must experience a sub-
stantial limitation in a major life activity to be covered by the
ADA (Aristeiguieta, 1998). A casual drinker would probably
not be considered disabled, whereas one who is alcohol-
dependent would be (Allison & Stahlhut, 1995). The impli-
cations of relapses for workers with alcohol problems are
more serious when the alcohol use results in conduct that
would trigger discipline for other workers. A worker consid-
ered disabled because of alcohol-related disorders is not
shielded from discipline or discharge resulting from absen-
teeism during a binge or reporting to work drunk. The princi-
ple of direct threat applies to substance abuse disorders. As
noted above, the worker with an alcohol dependence diagno-
sis engaging in conduct that places anyone in danger could be
disciplined in the same way as other workers.

In general, the courts have been unfriendly to anyone claim-
ing discrimination on the basis of illegal drug use (Parry, 1997).
In a number of jurisdictions, courts have ruled that many forms
of current illegal drug use can serve as one basis for discharge
or for not hiring an applicant. Courts have expanded the mean-
ing of “current” in relation to illegal drug use. Courts in the
Ninth and Fourth Circuits have interpreted past—but recent—
drug use as reflecting an “ongoing problem rather than a prob-
lem in the past” (e.g., Trans Mart, Inc., v. Brewer, 1993).

DEALING WITH MENTAL DISABILITIES
UNDER THE ADA

The ADA provisions for psychological and psychiatric dis-
abilities are designed to treat these disabling conditions as
similar to more familiar disabilities, such as orthopedic or

cardiac impairments. As the research cited above demon-
strates, however, when the disability is based on a mental dis-
order, stigma and adverse stereotypes abound. Stefan (2001)
notes that illnesses that express themselves in abnormalities
of behavior are often subject to value judgments, equating
these problems with moral failings. These value judgments
are evident in the government’s discomfort with mental
disorders, which becomes obvious when one reads the statute
and the enabling regulations (see Stefan, 1998, for discussion
of the legislative history of the Act).

Because mental disorders often are not easily observable,
employers may be unaware that workers have such disorders
(Calfee, 1998). The complicated natural history of chronic
psychiatric disorders implies that the accommodations neces-
sary to deal with mental disorders may change with time.
Mental disorders frighten laypeople because of common mis-
conceptions about such illnesses (Wahl, 1999).

Because the ADA requires the employer to undertake an
individualized approach to each case, it is difficult for em-
ployers (or even observers) to develop clear-cut rules for
decision making in future cases (Stefan, 2001). Each new
case that involves developing reasonable accommodations
for those with mental disabilities may cause the employer to
feel like one lurching into unknown and frightening territory. 

A limited body of research exists on specific mental disor-
ders as they are viewed through the lens of the ADA. The fol-
lowing section examines this literature.

Depression

For some mental disorders, accommodation may be compli-
cated by the inherent characteristics of the disorder. The work-
place is one setting in which the complications presented
by depressive disorders become clearly evident. Croghan,
Kniesner, and Powers (1999) observe that the impact of
depression on functioning in the workplace is greater than
low-back pain, heart disease, high blood pressure, and dia-
betes mellitus combined. Because of antidepressant medica-
tions that currently have widespread use, many people
with depression are able to seek and obtain jobs. However,
these people may still suffer relapses of depression while they
are on the job. Thus, many concerns about depression relate
to accommodations for already employed workers instead
of those who are dealing with disability issues at the time of
hiring.

For example, a supervisor may become aware of the
worker’s depression-related symptoms: poor concentration,
impaired cognitive ability, irritability, or loss of interest in
work. These observations may trigger an obligation on the
part of the employer to accommodate the disorder. As noted
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above, the diagnosis alone does not determine eligibility.
And, as noted by Foote (2000), worker and employer may
find themselves in the quandary of finding too little distance
between being disabled enough to meet entry definition for
qualified individual with a disability and a person too dis-
abled to be qualified even with reasonable accommodation.
Depressed people face another barrier to seeking accommo-
dation because the disorder itself may deprive the worker of
sufficient energy to proactively seek ADA accommodations.
Depressed workers who are concerned about the stigma as-
sociated with their disability may believe that the ADA does
not provide sufficient incentives to outweigh the disadvan-
tages of making their disability known to supervisors and
coworkers.

Croghan et al. (1999) argue that the employer must play
an active role in addressing a worker’s depression. In general,
treatment for depression does not cost much and results in
improved productivity, reduced hospitalization, reduced ab-
sences, and lower turnover. If either the employer or em-
ployee triggers the accommodation process, the employer
may require treatment as the first accommodation. In one
case (Roberts v. County of Fairfax, Va., 1996), an employer
placed a worker on medical leave of absence and instructed
the worker to obtain treatment, which was available through
the employer’s Employee Assistance Program and county
emergency services. The employee’s doctor believed that,
with treatment, the employee could function on the job. How-
ever, a year went by and the worker failed to get treatment.
The court ruled that the employee was not a qualified indi-
vidual with a disability because he refused to accept his em-
ployer’s efforts to accommodate his condition. 

Courts agree that it is reasonable for an employer to re-
quire treatment as a condition of employment. There is also
precedent that indicates that the employer’s duty to accom-
modate ends when the employee is noncompliant with treat-
ment (Keoughan v. Delta Airlines, Inc., 1997). In this case, an
employee with bipolar disorder who had problems with per-
formance, dependability, and attendance was deemed not
otherwise qualified because she had failed to comply with her
medication regimen. In this case, the medications would have
controlled the condition. Courts and employers have consid-
ered that people who will not take medication when the med-
ication will effectively remediate their disorder experience a
“voluntary disability” (Croghan et al., 1999).

One frequent feature of depressive disorders is a pattern of
recurrent exacerbations separated by periods of substantial
remission. Often, these periods of remission are accom-
plished by compliance with the medication regimen and
its associated side effects. A trio of recent Supreme Court
cases have changed how courts may view the use of such

mitigating measures. In Sutton v. United Airlines (1999),
Albertson’s v. Kirkingberg (1999), and Murphy v. United
Parcel (1999), the Court determined that the definition of an
impairment that substantially limits a major life activity must
consider any mitigating measures that the individual uses to
eliminate or reduce the effects of the impairment. These mit-
igating measures may include any means that an individual
uses to eliminate or reduce the effects of an impairment, in-
cluding medications for conditions like epilepsy or major
depression, insulin used to control diabetes, and assistive
devices such as prosthetic devices, walkers, canes, crutches,
and hearing aids.

Some (e.g., United States Equal Employment Opportunity
Commission, 2000) consider the Sutton decision as a lever to
force the employer or court to make an individualized deter-
mination of disability when examining a specific case. A per-
son may still have a substantial limitation in performing a
major life activity in spite of a mitigating measure. Also,
some mitigating measures may produce side effects that in
themselves may limit a major activity. In addition, a person
who uses a mitigating measure may also meet one of the
other criteria of the definition of disability in the Act.

Others (Honberg, 1999) are concerned that in the case of
mental disabilities, the Court is unduly restricting the range
of disabilities covered by the ADA. By eliminating those in-
dividuals whose disabilities are substantially mitigated by
corrective measures such as medication, the Court ignores
the fact that medications do not cure mental illnesses, but
only control them.

As Croghan et al. (1999) noted, even a person with a diag-
nosis of depression who is controlling the expression of the
illness through psychotherapy may run afoul of the ADA’s
emphasis on the employer’s ability to maintain requirements
related to attendance and performance. The depressed worker
who has to miss work to attend psychotherapy sessions may
face adverse job actions or discharge, without protection from
the ADA. Also, when accommodations involve modification
of hours, job responsibilities, or levels of structure, the costs
of such accommodations may become an “undue burden” to
the employer and may seem unfair to other workers.

Learning Disabilities

Learning disabilities may interfere with the functioning of
an adult in the same way that they do in a school-age
child (Resnick, 2000). Reading is the most frequent problem
area, and impairments of written expression occur with
nearly equal frequency (Anderson, Kazmierski, & Cronin,
1995). As these areas form the basis for basic literacy,
adults with learning disabilities often have difficulty
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functioning in work contexts. Anderson et al. note that
even with specific education experiences directed toward re-
mediating the learning disability, many people still find
themselves unprepared for employment. Because these impair-
ments are not visible to employers and because the impact of
learning problems is not as clear-cut as that of better-known
disabilities, employers may be less willing to provide rea-
sonable accommodation.

Gerber (1992) notes that learning disabled people must
frequently compete head to head with people who are not
disabled. Often, they come out of educational institutions in
which people understood their problems and offered accom-
modations. However, the business world is one in which
economic incentives often hold sway. To function in the
workplace, learning disabled people must become competi-
tive in the interview and job acquisition process. Rapid work-
place changes involving downsizing and corporate takeovers
may give learning disabled people some pause about disclos-
ing their disability. Gerber recommends that learning dis-
abled workers would be wise to carefully work out a plan for
disclosure of disability to determine if disclosure is in their
best interests. This same author notes that learning disabili-
ties often are misunderstood by employers, supervisors, and
coworkers. Not only do others fail to understand how learn-
ing problems are manifested, they may also confuse this form
of disability with other stigmatizing impairments such as
mental illness and mental retardation.

Courts appear to have difficulty dealing with learning dis-
abilities. In some cases, judges place the threshold for con-
sidering a learning problem a “significant impairment” so
high that hardly anyone in the workplace could meet the
criterion. For example, in Davidson v. Midelfort Clinic, Ltd.
(1998), a psychotherapist employed by a mental health clinic
had a long-standing problem with concentration and other
difficulties related to learning. She had problems completing
her paper work and asked her employer to provide the ac-
commodation of a transcription device. Her employer re-
fused the accommodation and, when Davidson could not
make up the backlog of her dictation, she was discharged.
The trial court and the Seventh Circuit agreed with the em-
ployer, holding that her learning problem did not constitute a
disability because it did not substantially limit her ability to
work, speak, or learn.

Summary

Depression and learning disabilities illustrate how mental
disabilities interfere with functioning in the workplace. De-
pression is a condition manifested by chronicity and fluctua-
tion in levels of functioning. Depressed workers seeking

accommodation through the ADA may be denied because
medications and other treatment mitigate their condition for
much of the time. Because such mitigation must be taken into
account when determining the presence of a disability in the
ADA, people with depression may not be considered dis-
abled and thus are not eligible for ADA coverage.

In contrast, people with learning disabilities often have
difficulty mitigating their condition but may be able to con-
ceal their problems from employers until faced with a task
that requires concentration or extensive verbal or written
work. Because they have been able to “cover” through much
of their lives or have been able to complete educational tasks
because of accommodations, they often are not perceived to
be suffering from any disability.

PSYCHOLOGICAL CONSULTATIONS
WITH EMPLOYERS AND WORKERS

Because Title I of the ADA requires employers to provide
reasonable accommodation to qualified workers with disabil-
ities, an employer may request the assistance of a psy-
chologist to determine the best course of action for that
accommodation plan (Crist & Stoffel, 1992; Foote, 2000;
Mancuso, 1990). Some of the material in this section was
previously published in an article in Professional Psychology
(Foote, 2000). Please refer to that paper for a more detailed
elaboration of issues in this area. The ADA requires that the
employer work with each employee as an individual and at-
tempt to develop a plan that takes into account the worker’s
specific disability, the worker’s strengths, and the context of
the worker’s job (Moss, Ullman, Johnsen, Starrett, & Burris,
1999; Parry, 1997). In some cases, accommodations for
mental disabilities may be relatively straightforward: time
off for psychotherapy sessions or special breaks so that
the worker may take psychotropic medication (Mancuso,
1990). In other cases, the accommodations may be less obvi-
ous and may require expert assistance to both the employer
and employee to fashion accommodations that fit the worker
and the organization (Carling, 1993; Croghan et al., 1999;
Mancuso, 1990).

Conceptualizing ADA Disability

The definitions of disability and of a qualified individual with
a disability in the ADA present the psychologist with a
dilemma. On the one hand, the worker has to experience sub-
stantial limitations in one or more major life activities to be
considered disabled under the statute (Bell, 1997). As noted
above, courts frequently have assumed that those limitations
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Essential Job Functions Skills of Worker
Color vision. Color vision.
Gross motor dexterity. Gross motor dexterity.
Fine motor dexterity. Fine motor dexterity.
High school mathematics High school mathematics

skills. skills.
Planning.
Sequencing.
Social skills.

Skills to be compensated by
reasonable accommodation.

Figure 15.1 Reasonable accommodation of work-related deficits.

must be relatively pervasive and severe for the worker to be
considered disabled. At the same time, the worker has to meet
the educational and experiential requirements for the position
and must be able to perform the essential functions of the job
with or without reasonable accommodation. 

As Foote (2000) suggested, one may conceptualize the
problem this way. If a job may be described in terms of skills
(essential job functions) necessary for working in that posi-
tion, those may be listed as shown in Figure 15.1. An incum-
bent in the position may have a broader array of skills than
those listed and may be deserving of a promotion to a posi-
tion with greater responsibilities. Those skills may be com-
pared to those of a worker who has suffered a traumatic
frontal lobe brain injury. In this case, the injury resulted in
impaired planning and sequencing abilities and reduced abil-
ities to engage in social interaction (Prigitano, 1991). Those
skills require reasonable accommodation. 

An assessment of the worker with frontal lobe impairment
begins with an inquiry to determine if the individual is other-
wise qualified for the position. That is, can the employee per-
form the essential functions of the position with or without
reasonable accommodation? The first step is to review the
experiential and educational requirements of the position
(Blanck, Andersen, Wallach, & Tenney, 1994). If the worker
meets these standards, then the examination of the other job
skills would be as described above. If reasonable accommo-
dation can alter the work situation such that the worker can
fulfill the job requirements, the worker is a qualified individ-
ual with a disability.

This accommodation can be accomplished in several ways.
One is to change the job qualifications to better match the
worker’s skills (Carling, 1993). For example, whereas most
electronics technicians work independently, the worker with a
brain injury, as described above, may work under supervision
(Hantula & Reilly, 1996). In this case, a supervisor would do
planning and sequencing and provide the worker with a writ-
ten “punch list” of tasks to be performed. Using a written
list would eliminate one social component, another area of
weakness for this worker. Additional accommodations would

include added time for using lists or dispensation from worker
meetings.

ADA-Related Employer Consultation: 
Return to Work

Some workers with mental disabilities experience fluctua-
tions in their illnesses that cause them to take extended sick
leave or leave without pay. For example, a worker with
schizophrenia may experience an acute psychotic episode.
This exacerbation may be an element of a pattern of exacer-
bations and remissions that have been a previous part of the
worker’s performance on this job. In contrast, especially in
the case of mood disorders, it may be the first time the illness
has become manifest. For some workers who have con-
cealed their disability, symptoms may become evident only
under situations of unusual stress (Stefan, 1998). Stress may
arise from the actions of the supervisor or may occur if the
worker is promoted and not used to the stresses associated
with increased responsibilities. However, once the worker
is stabilized on medication and is in supportive treatment,
the employer then would consider the issue of whether the
worker can return to work.

In general, for return-to-work evaluations, the referral
from the employer should contain specific questions to be
answered. (In this and subsequent sections, “employer” is
used to denote the actual employer in smaller organizations or
the human relations person or supervisor in larger concerns.)
The essential question is whether the worker has regained a
level of functioning so that he or she would qualify as a qual-
ified individual with a disability (Pollet, 1995). That is, is the
worker able, with or without reasonable accommodation, to
perform the essential job functions of that position? If the
worker is a qualified individual with a disability, the consulta-
tion may focus on adapting to particular characteristics of the
job, such as shift work, interpersonal demands, environmental
conditions, and workplace dangers, noise, or distractions.

Initial Considerations

The consultant’s job is to first review the employee’s work
history with the company. To gather this history, the psychol-
ogist may rely on personnel documents. Work records also
provide clues about how the disability developed. In some
cases, medical records and evaluation reports provide this
documentation. These records may have been provided by
the worker if he or she disclosed the disability and requested
reasonable accommodation.

The consultant’s second duty is to determine what tasks
constitute the job. This determination may require the
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consultant to visit the workplace. In that setting, the con-
sultant may talk with the worker’s supervisor concerning
demands not listed in official job descriptions or other docu-
mentation. The consultant may want to observe what the
worker actually does to accomplish the job. In addition, the
consultant may wish to assess the noise, distraction, and ac-
tivity level of the workplace. The consultant’s third responsi-
bility is to consider the parameters for the job. These include
the hours that the worker puts in, the nature and duration of
shifts, and whether the worker is required to function in the
context of rolling or graveyard shifts. The consultant’s fourth
job is to assess the social environment of the position. This
involves examination of the chain of command, composition
of the pool of coworkers, and the demands of the position
for the worker to cooperate and work closely with others.
The fifth responsibility of the consultant is to determine
the cognitive skills the position requires. Again, this determi-
nation begins with the job requirements as detailed through
the listed job description. These may include requisite educa-
tion and training. In addition, the consultant may want to per-
form an actual job analysis (Colledge, Johns, & Thomas,
1999). To do this, even experienced psychologists may re-
quire additional training (Colledge et al., 1999; Pape &
Tarvydas, 1994).

Psychological Evaluation

Once the appropriate background information has been gath-
ered, it is usually necessary to conduct a formal psychologi-
cal evaluation. Before the initiation of the assessment, the
psychologist is required by ethical standards and standards of
practice (American Psychological Association, 1992; Com-
mittee on Ethical Guidelines for Forensic Psychologists,
1991) to obtain informed consent from the client. In this case,
the informed consent includes a discussion of who is request-
ing the evaluation, the purpose of the evaluation, who will
have access to the evaluation report, and any limitations on
confidentiality. If the psychologist is concerned that the
worker may have some disability that interferes with under-
standing the informed consent procedure, it may be appropri-
ate to contact the employer for further guidance.

The accommodation evaluation typically includes psy-
chological testing. Cognitive testing is usually necessary to
determine the skills that the worker possesses. For example,
the consultant may want to include measures of reading,
visual-motor functioning, and specific vocationally related
tests. Mainly, the evaluation procedures should address those
specific deficits raised by the client or the employer.

In the course of selecting and administering tests, the
psychologist should be sensitive to several issues in relation

to the specific worker who is being evaluated. First, cultural
issues may be an important consideration (Smart & Smart,
1993). If the worker’s first language is not English or if the
worker is from a cultural group with characteristics that
may affect the evaluation procedures, the psychologist must
take those into account. If the worker has a disability that
may affect the testing process, the psychologist should, to
the extent possible, modify the testing situation or the
tests administered to accommodate the disability (Council
on Licensure, Enforcement and Regulation, 1996; Fischer,
1994; Tenopyr, Angoff, Butcher, Geisinger, & Reilly, 1993;
Zuriff, 1997). Modification of standardized testing proce-
dures should be reflected in any written report of the evalu-
ation. Of course, one of the main purposes of conducting the
testing is to determine what disabilities the worker has. To
substantially accommodate a worker’s anticipated disabili-
ties may yield little information concerning what the worker
can and cannot do.

In the interview with the worker, the psychologist should
obtain a full vocational history, including a review of the du-
ties and pay levels of previous positions. When examining
these jobs, it is important to determine if the person has ex-
perienced similar difficulties in prior jobs to discern whether
he or she had an unrecognized disability (or a disability that
the worker chose to keep confidential). This discussion
should include an exploration of other behavioral patterns
that may have negatively affected job tenure but are unrelated
to the worker’s disability. For example, a worker may have a
short temper or low frustration tolerance and report a history
of workplace discipline or frequent discharge from employ-
ment. As part of the vocational history, it is often helpful to
determine if the worker has other recurrent behavioral or
symptom patterns in the workplace. These might include ex-
acerbations following a change of supervisor or coworkers,
problems in adapting to changes in duties, or failure on pro-
motion or job change. 

In the course of the evaluation, it is essential to determine
if the worker is a qualified individual with a disability. In
some cases, the worker may experience personality traits or
predispositions that do not qualify as disabling conditions
under the ADA (Mickey & Pardo, 1993).

The next task is to determine if reasonable accommoda-
tion is required (Blanck et al., 1994). Would reasonable
accommodations allow the worker to perform “essential
job functions”? If that question is answered in the affirma-
tive, then the next question is whether the accommodation is
feasible (Pollet, 1995). This determination cannot be made
in isolation, however, because the employer must provide
sufficient information to determine feasibility (Croghan
et al., 1999). Recall that the employer is not required to
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implement accommodations that constitute an “undue bur-
den” (Rothstein, 1997). The psychologist must ask a series of
questions concerning the accommodations suggested. First,
is there such a job consistent with the worker’s experience,
training, and skills in the organization? In general, employers
are not required to create a job for a qualified disabled
employee. Will implementing the accommodation tax the re-
sources of the organization? Is the accommodation in
scale with the size of the company? Is adequate staff avail-
able for supervision or other aspects of the accommodation
(Hantula & Reilly, 1996)? Can the accommodation be made
without disrupting the work of the organization? Finally,
what will the accommodation cost?

After making these determinations, the evaluator may
meet with the employer or the worker’s supervisor. In that
discussion, evaluator and employer may help choose an alter-
nate position for the worker to develop an alternative work
context for the same job. In discussions with the employer,
the psychologist may also want to develop a written return-
to-work plan or contract (Blanck et al., 1994). This plan
should explicitly consider the responsibilities of the em-
ployer and the worker. On the employer’s side, it enumerates
the accommodations that the employer will provide the re-
turning worker. These may include a physical aid (Berven &
Blanck, 1999) or assistive technology that can allow the
worker to perform the task. For example, a worker with a
learning disability may require a laptop computer to keep
notes in business meetings. The employer should also list
people who are part of the plan in the written report. For ex-
ample, if the supervisor is to devote additional time to assist-
ing or planning for the worker (Hayes, Citera, Brady, &
Jenkins, 1995), the written document should outline those
assignments. In addition, the plan should include a section
directed toward the worker. The worker will be expected to
use accommodations to compensate for the disability. The
employee may be required to attend psychotherapy sessions,
to take medicine (although this may be controversial;
Rothstein, 1997), or to advise a particular supervisor when
emotional problems are developing to a level sufficient to im-
pair functioning. The plan may include a “ramping up” pe-
riod in which the worker would begin on a part-time basis for
several weeks or months, then gradually increase the time on
the job until full-time functioning is resumed. In this regard,
the plan should be coordinated with the worker’s therapist
so that it coordinates with the therapeutic regimen already
in place.

Given the confidentiality provisions of the ADA (Ravid &
Menon, 1993), disclosure of the worker’s disability status and
proposed accommodations should be limited to those with a
need to know to implement the plan. The accommodation

plan itself should be kept in a confidential file (along with the
psychologist’s report) maintained by the employer. It may be
necessary to discuss the implementation plan with the dis-
abled worker’s coworkers as a means of smoothing the return-
to-work transition. To the extent possible, those changes
should be discussed as a supervisory decision and no refer-
ence should be made to the worker’s disabled status. If it is not
possible to make these arrangements without disclosing the
worker’s disability status, written authorization should be ob-
tained from the worker.

The psychologist may want to maintain continuing con-
sultation with the employer to determine if the suggested ac-
commodations are effective and to provide guidance on the
implementation of modifications as the person returns to
the workplace. This will allow for some fine-tuning of the
program to reflect the realities of how worker and employer
deal with the return to work.

As Blanck et al. (1994) note, one advantage to these kinds
of workplace consultations is increased employer sensitivity
to people with disabilities in general and, specifically, those
with mental disabilities. The negotiation process in which
worker and employer (along with a consulting psychologist)
develop and implement an accommodation plan can serve as
a template for other uses of alternative dispute resolution
procedures in the workplace (Parry, 1997).

Case Example: Return-to-Work Evaluation

Janet Baker’s childhood was spent in the disarray caused by
a psychotic mother and a father who was disengaged from
both his children and his emotionally inaccessible wife. Janet
was the second in a sibline of four girls, and was mothered by
her older sister. After age 6, she in turn mothered her younger
sisters. By the time she was 10, she did most of the ironing,
about half the cooking, and made a stab at cleaning a house
that her mother insisted on cluttering with her “valuables.”
Her mother spent most of her time in her bedroom in conver-
sation with voices that no one else could hear.

Because of her mother’s bizarre behavior and deficiencies
as a housekeeper, Janet never brought friends home. Al-
though she was talented in music, the only training she got
was in junior high and high school band, in which she ex-
celled. She also excelled in most academic subjects, and by
the time she was in high school, her keen intellect was recog-
nized by her teachers, who recommended her for National
Honor Society and ensured that she was in accelerated and
college prep courses. Janet graduated from high school in
1990 as second in her class and was immediately accepted
into a large Midwestern university. She was interested in op-
tical physics and was able to do work-study to supplement
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the meager amount she obtained from her parents for tuition.
In her junior year, she started taking advanced optics courses
and spent her senior year on co-op at a nearby telephone
equipment design firm.

In her senior year, she began experiencing instances in
which she became alienated from friends who she felt had
treated her badly. When these instances were explored in the
clinical interview, it became apparent that Janet had taken
something that the person said as impugning her integrity or
intellect. Most of these relationships were never recovered,
and by the end of her senior year, she had few friends and
spent most of her time at work, putting in 60- to 80-hour
weeks in her job. Her work was rated as outstanding by her
co-op supervisors, and at the end of 1994, she graduated with
an A average from one of the country’s most difficult physics
programs.

She was recruited by a large communications firm even
before she graduated, and they paid for her move to a large
Western city to work in their plant. She was placed in a sec-
tion in which she engaged in advanced design and manufac-
ture of state-of-the-art optical interfaces. She quickly got
“up to speed” and was functioning in the job at an advanced
level.

However, this particular company relies on close collabo-
ration among design personnel, who work together as a team.
Team leaders meet with the group several times a week and
ideas are shared, criticisms are offered about how things are
done, and problems are ironed out. These meetings became
occasions of great stress for Janet. She dreaded the sessions
where she was called on to “think on her feet” and to put her-
self and her ideas before the group for review and critique.
She also took everything that was said about her work very
personally and came to view several of the people on the
team as harsh and unfair critics. She began to avoid these
meetings whenever she could, which drew the attention of
her team leader and resulted in a memo regarding meeting at-
tendance in the summer of 1995. Nevertheless, her work was
brilliant; her team came to view her behavior as a little ec-
centric, but she was considered valuable to the team and the
company. She worked very hard, putting in 60 hours of work
a week at the plant and taking work home to do on her laptop.
She reported actual work weeks of about 80 hours.

Although her work was intense, her personal life deterio-
rated. She had an apartment and had tried to make friends
through a local church. These friendships rapidly dwindled in
number as her work took priority. Somehow, all the boxes she
had brought from her college never did get unpacked; they
were kept in the corners of all the rooms in her small apart-
ment. She rarely cooked a whole meal for herself, but often
ate fast food or ate her meals at the plant cafeteria.

By the end of 1997, she had no friends. Her life consisted
solely of work, and there were times when her team leader
arrived at the beginning of the shift and found her asleep at
her desk, wearing the same clothes she had worn the day be-
fore. At about the same time, her supervisor noticed Janet’s
hair. She had been pulling her hair as part of a pattern in
which she would twist a hair around her finger, then yank it
out. This left her hair very thin, with clumps missing from
some areas. Janet seemed oblivious to how her hair looked
and to the dismay that her appearance provoked in others.

In mid-1998, Janet was sent on a temporary assignment to
the company’s Minnesota plant. As a key person in designing
and implementing the manufacturing process in the Western
U.S. plant, she was to train the Minnesota engineers in new
procedures and to learn from them innovations that they
had made in creating new electronic wonders. The move to
Minnesota was a disaster. She had difficulty getting an apart-
ment, even though the company staff had procured one for her.
The company also had a contract from a furniture rental com-
pany to provide full furnishings for her flat, but she was able
to get only a bed, a desk, and a kitchen table and chairs. Boxes
from her Western U.S. apartment, some the same that had
never been unpacked from college, filled the rest of the space.

In the Minnesota plant, she was never quite able to con-
nect with her professional counterparts. She saw them as hy-
percritical; she began to worry that they were talking behind
her back, and she often felt that cafeteria conversations of
coworkers sitting some distance away were about her. Her
sleep deteriorated; she found herself working similar long
hours, but she was not able to get restful sleep because she
kept hearing people shouting in the next apartment. It was
several months later that she learned that the next apartment
was vacant. She had trouble washing her clothes, and often
went to work in clothing that was dirty, unironed, and stained.
Her dental hygiene deteriorated, and she started getting peri-
odontal infections.

Her work performance began to deteriorate, and she
started acting so peculiarly that her supervisor referred her to
the occupational health nurse. On brief examination, the
nurse referred her to a local psychiatrist, who immediately
hospitalized her in a psychiatric hospital. She was there for
three weeks while she was stabilized on antipsychotic med-
ication, and her agitation, auditory hallucinations, and ideas
of reference came under some control. She stayed at home for
several more weeks of outpatient therapy and returned to
work in September 1998.

Her supervisor noted that she was much less “weird” than
she was before, and was pleased that she seemed able to
focus on her work better. She was at least able to tolerate
meetings again, but her self-care remained problematic. Her
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grooming was poor and clothing was still unkempt, and her
hair never did look right. Her work was within expectations
until late fall of 1998, when she did not come into work on
her scheduled shift. The company occupational nurse later
learned that she had been found in a local airport, confused,
disoriented, and asking for her family. The police connected
her with her physician, who put her back in the hospital for a
three-week stay.

She again stabilized, and her physician learned that she
had stopped taking her medications six weeks before
“because they stifled my creativity.” She returned to work
within days out of the hospital, and was to return to the
Western U.S. city in February. This move was accomplished,
although she moved into a short-term apartment of the sort
used by college students traveling through town. Her boxes
followed; few of these were opened and almost filled the
small space. Her car broke down and stayed at a local garage;
for a reason still unknown, in spite of her having sufficient in-
come to cover repairs, arrangements could not be made to fix
it. She started taking the bus to get to work, no mean task in
an automobile-oriented town like hers.

She never seemed to get reintegrated into her old team on
return to the Western U.S. city. She felt that she was treated
indifferently or with hostility by her supervisors. She felt that
they did not instruct her properly on changes that had been
made since she left, and she felt that she was “out of the loop.”
Her supervisors saw her as much less efficient, remote, and
never quite up to even relaxed company standards for dress or
grooming. One morning in the fall of 1999, her supervisor
found her asleep at her desk wearing clothing she had worn
for three days. He learned that she had not been home that
whole time, and that the work that she had done was largely
incomprehensible. He referred her to the occupational health
nurse, and she was sent for a fitness-for-duty evaluation.

Upon evaluation, I observed a woman who was wearing
stained, dirty, and unironed jeans and sweatshirt. Her lips
were cracked and bleeding, and her scalp showed the effects
of her hair pulling. She seemed distracted throughout the in-
terview, and her answers were often tangential and guarded.
She admitted to hearing auditory hallucinations and ex-
periencing olfactory hallucinations and ideas of reference.
She had stopped taking her medication in late October. Her
personality assessment revealed a 6-8-2 pattern on the
Minnesota Multiphasic Personality Inventory 2 (MMPI-2), a
Rorschach X�% of 53, and a positive Schizi index. Her in-
tellectual assessment showed an IQ diminished by serious
impairments of attention and concentration and by intrusions
of irrelevant material into verbal responses. 

After reviewing the data, in a discussion with the occupa-
tional health nurse, my verbal recommendation was that she

should be placed on medical leave of absence and returned to
her physician for resumption of medication. She spent much
of the holidays at home with her sister and was to return for
evaluation at the end of January.

On return for reevaluation, her self-care had improved to
the point that her clothing, though unironed, was at least
clean. Her lips looked cared for, and much of her hair had
grown back. She was able to respond to questions in a coher-
ent manner and was distinctly less guarded. She expressed an
interest in returning to work as soon as possible.

I secured permission to talk with her sister. She confirmed
Janet’s history and discussed her behavior at her visit home.
She indicated that he could tell when Janet had been taking
her medication just by looking at her hair. Retesting revealed
reductions in elevations of the MMPI scales, although the
code type remained generally the same. Repeat Rorschach
testing showed few changes, save improvements in scales re-
lated to psychotic thinking processes.

A review of the data from the interviews and testing
yielded a number of conclusions. Janet suffers from chronic
paranoid schizophrenia. This illness is primarily expressed
in interpersonal alienation caused by disordered thinking
processes, and a suspicious perspective relative to others. Her
illness is characterized by exacerbations and remissions. The
exacerbations appear when she is exposed to stress from ex-
ternal changes, such as the move to Minnesota, or by deterio-
rations in her own functioning that generate work-related
problems. She responds to antipsychotic medications, but
has a pattern of noncompliance that contributed signifi-
cantly to her three previous decompensations. Between de-
compensations, she still has significant negative symptoms of
the psychosis, which cause her to have some degree of inher-
ent stress because of her problems in maintaining her resi-
dence, vehicle, and personal hygiene. Her personal hygiene
appears to be a good barometer of the severity of negative
symptoms.

I participated in a conference call with her immediate su-
pervisor, the occupational health nurse, the plant human rela-
tions director, and the firm’s lawyer. In that call, we discussed
a number of different aspects of returning Janet to work. In
discussions with her supervisor, it was evident that Janet was
still considered a valuable asset to the development division.
Her insights into leading-edge design were exceptional, and
some of her innovations had allowed the state of the art in her
area of expertise to advance significantly. The supervisor
wanted her to return to her old job, if she was capable of
doing it without totally disrupting the work of the others in
the workplace. Discussions with the human relations director
and the occupational health nurse indicated that they were
willing to provide sufficient support to allow Janet to return
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to the workplace. Specifically, the occupational health nurse
was willing to assume a monitoring function with her.

On the basis of this discussion, we developed a return-
to-work contract for Janet. This contract included the fol-
lowing components. First, she was to take her antipsychotic
medication as prescribed by her physician. To ensure com-
pliance and safety with the medication, she would go to her
doctor for blood levels of the medication on a regular basis.
Second, she would meet with the occupational health nurse
on a regular basis. This would allow for the nurse to assess
her hygiene and other metrics of her condition to ensure
that she was functioning in spite of some negative schizo-
phrenic symptoms. Third, her supervisor would be alert to
specific behaviors that would indicate deterioration of her
condition. These included increased social isolation, un-
usual speech, and changes in her personal hygiene or work
habits. Long work hours, though occasionally necessary,
were to be monitored to ensure that she did not become ex-
hausted and vulnerable to breakdown.

The program has been in place for over a year at the time
of this writing. Her physician has made changes in her medica-
tion regimen on several occasions in an attempt to fine-tune
the control of her illness. She has had no further decompen-
sations, although she took two weeks of sick leave to recover
emotionally from the loss of her grandmother in the fall of
last year. Overall, her work performance has been within the
high-level parameters expected by her employer. 

LITIGATION-RELATED EVALUATIONS
AND CONSULTATIONS

The second general role of a psychologist is as an expert
working for the plaintiff, defendant, court, or administrative
law judge in the context of litigation of ADA cases. Plaintiffs
may file cases under the ADA for discrimination under sev-
eral theories (Goodman-Delahunty, 2000). These include the
employer’s failure to make reasonable accommodation, dis-
parate treatment and disparate impact, reprisal for protected
conduct, and disability harassment and hostile work environ-
ment. This section deals with the psychological evaluation of
plaintiffs who file claims based on each of these issues in
order.

Failure to Provide Reasonable Accommodation

An employer’s failure to make reasonable accommodation as
requested by a worker is a basis for a discrimination claim
under the ADA (Parry, 1997). In addition, the employer may

not refuse to hire a potential employee because it is evident
that the worker will require reasonable accommodation.

The forensic evaluation of plaintiffs who have filed
claims based on failure to accommodate are similar in many
ways to the evaluations noted above for return-to-work as-
sessments. The similarity centers around the comparison of
the worker’s skills with the job requirements in such a way
as to illuminate the compatibility of the worker’s existing or
potential capacity (with reasonable accommodation) to per-
form the essential job functions of the position. This de-
termination is central because the employer has four basic
defenses against a reasonable accommodation case: (a) The
employee is not a qualified individual with a disability;
(b) the proposed accommodations are not feasible or will
impose an undue hardship on the employer; (c) the em-
ployer, in fact, provided an accommodation that was reason-
able, but the plaintiff did not accept it; and (d) for the
particular work situation in which the worker and employer
encounter each other, no effective accommodation exists
(Goodman-Delahunty, 2000).

Psychological evaluations in these cases should, of
course, be conducted with appropriate informed consents and
other ethical and legal elements of any proper forensic evalu-
ation (American Psychological Association, 1992; Commit-
tee on Ethical Guidelines for Forensic Psychologists, 1991).
However, in addition to the elements noted above in the sec-
tion on return-to-work evaluations, the following elements
should be added.

Record Review

The evaluation for psychological damages of a plaintiff
with a reasonable accommodation claim should begin with a
review of available documentation (Goodman-Delahunty &
Foote, 1995). This documentation should, as above, include
job descriptions, job advertisements, and the employee’s per-
sonnel file. In addition, the psychologist should review the
worker’s vocational records, medical and psychiatric treat-
ment records, school records, military records, records from
prior litigation, criminal records, and any other documents
related to the case.

In reviewing the vocational records, the psychologist
should be alert for the total number of positions held by the
worker over his or her life. Reasons for changing jobs should
be a focus of that search, along with the pattern of employ-
ment. Examining those records allows the psychologist to
determine if the worker has a pattern of job success with
repeated promotions or job changes to higher-paying posi-
tions, as opposed to a pattern of impairment reflected by
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repeated firing, downsizing, moves to new locations, or lat-
eral transfers. 

Medical and psychiatric treatment records provide not
only the basis for determining whether the worker has a
disability that substantially impairs major life functions, but
also provide a record of exacerbations and remissions of
chronic conditions such as schizophrenia or bipolar disorder.
In addition, these records may identify the situations or stres-
sors that trigger episodic breakdowns and mark the severity,
duration, and residuals of those breakdowns. The impact of
treatment may be evident in these records, including the via-
bility of medication, compliance with the treatment regimen,
and the efficacy of individual or group treatment.

School records provide evidence of basic academic skills
not only though grades earned but also through the periodic
large-group achievement testing. For people with learning
disabilities, the evidence of their disability should be early
and pervasive (Resnick, 2000). For younger workers who
have been schooled since the enactment of the Individuals
with Disabilities Education Act (IDEA) (Roberts & Mather,
1995), school records may include psychological evaluations
conducted during the worker’s childhood. Again, the impact
of remediation may be evident in these records.

Military records are often an excellent source of informa-
tion concerning the worker’s ability to adapt to novel situa-
tions. Of course, many workers with physical disabilities
may not have served, but those with mental disorders may
have experienced their first serious episode during military
service and may have a Veterans Administration file docu-
menting the condition and disabling aspects thereof. In addi-
tion, for those workers for whom conduct problems are
a major issue, the demands of military service may highlight
those difficulties. A history of courts-martial or captain’s
mast, Article 15, or other forms of nonjudicial punish-
ment may reflect impulse control and anger management
problems.

Records of prior litigation may be important. In some
cases, the disability issue may arise after a worker’s compen-
sation action or may occur in the context of a Social Security
claim (Pincus et al., 1991; Pryor, 1997). The filing of a claim
for disability under one system does not preclude the filing of
a claim under another (Cleveland v. Policy Management Sys-
tems Corp., 1999), as these systems differ in scope and goals.
For the psychologist evaluating a plaintiff in an ADA-related
lawsuit, these records may provide expert evaluations con-
ducted in those contexts. In some cases, it may be possible to
obtain testing from the earlier evaluations that provide excel-
lent baseline data to determine the later impact of allegedly
discriminatory activities on the part of the employer. 

Other records of interest include information gathered
from sources reflecting a plaintiff’s criminal history, includ-
ing prison, probation, or parole records. In workers with
these histories, records may provide information concerning
the issue of direct threat (see previous text).

In some cases, financial records can assist the examiner
to determine changes in spending habits from before to after
the alleged discriminatory activity. Credit card receipts and
check registers can provide an empirical basis for reviewing
the impact of discriminatory actions (Greenburg, 2000). 

In addition, it is always critical to review legally related
documents. At minimum, these include a copy of the claim,
which lays out the plaintiff’s case and its basis. Interrogato-
ries and depositions of the plaintiff, supervisor, coworkers,
and other experts are often invaluable sources of cross-
validation and corroboration of information gathered through
interview and other sources.

Interviews

Interviews with the plaintiff should follow the procedures
noted for return-to-work evaluations. It is often helpful to
have several interviews with the plaintiff to observe behavior
on several occasions and under different circumstances.
However, in the interviews associated with litigation, it is
also critical to focus on issues of damages (Goodman-
Delahunty & Foote, 1995). That is, if the worker has filed a
lawsuit, a critical element of the case is the injury that the
worker claims was suffered as a result of the employer’s ad-
verse actions. Thus, in addition to the personal, medical, so-
cial, vocational, and military history gathered above, it may
be appropriate to conduct a mental status examination and
other inquiries into the worker’s current psychological status.

Structured interview methods are often useful. For exam-
ple, the examining psychologist may use the Structured
Clinical Interview for the DSM-IV (First, Spitzer, Gibbon, &
Williams, 1997) or the Structured Interview for DSM-IV
Personality (Pfohl, Blum, & Zimmerman, 1997). These pro-
vide not only a systematic method for information gathering,
but may have better reliability and validity than standard un-
structured interviews and even traditional psychometric
testing (Rogers, 1995).

A review of the client’s life before and after the alleged
discrimination is a critical part of the interview. In all dam-
ages evaluations, it is critical to establish the baseline (e.g.,
the plaintiff’s condition before the alleged discriminatory
activity). This is sometimes difficult because people in litiga-
tion are likely to view their life before events that are the
focus of litigation as being more problem-free and happier
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than following the events leading to the litigation (Lees-
Haley et al., 1997). A careful consideration of life activities,
including hobbies, religious life, family life, and social con-
tacts, can help elucidate the worker’s state before the alleged
discrimination began. Likewise, a review of all those features
can help establish the losses experienced by the worker. For
example, an employee who experienced humiliation as a re-
sult of the employer’s actions may significantly change life
activities, avoiding social contacts made through work and
other social situations.

Psychological Testing

The use of psychometric testing is often an essential ele-
ment of the psychologist’s assessment armamentarium.
As noted above, cognitive testing, such as the Wechsler
Adult Intelligence Scale III (Wechsler, 1997), is a critical
part of the ADA reasonable accommodation evaluation;
an assessment of the ability of the worker to engage in
worklike activities is important to determine what work the
plaintiff can do. Similarly, some vocationally related tests
might be appropriate to determine specific job-related skills
(Pape & Tarvydas, 1994). Personality measures including
the MMPI-2 (Greene, 2000; Pope, Butcher, & Seelen, 1997)
and the Personality Assessment Inventory (PAI; Morey,
1991) can provide a means of assessing symptoms and char-
acter patterns. Projective testing such as the Rorschach
(Exner, 1986) may also provide supportive data indicating a
mental disorder.

Any forensic battery of psychological tests should contain
some measures of malingering (Rogers, 1997). These may in-
clude measures of effort, such as the Test of Memory Malin-
gering (Tombaugh, 1997) and the Validity Indicator Profile
(Frederick, 1997). In some cases in which the feigning of
psychosis or depression is of concern, the Structured Inter-
view of Reported Symptoms (Rogers, 1992) may be helpful.
Of course, measures such as the MMPI-2 and PAI also
contain measures of exaggeration and minimization and can
provide information concerning the plaintiff’s tendency to
overreport or underreport emotional distress. (For a discus-
sion of the evaluation of malingering and defensiveness, see
the chapter by Rogers & Bender in this volume.)

Of course, the examiner should be careful to administer
only tests that are valid and appropriate for those who are
being tested, taking into account cultural and disability issues
as part of the test administration and interpretation process
(American Educational Research Association, American
Psychological Association, & National Council on Measure-
ment in Education, 1999). As noted above, to fail to take the

plaintiff’s disability into account in the assessment process is
itself a violation of the ADA.

Collateral Interviews

A developing standard in forensic evaluations is the conduct
of interviews with people who know the examinee in some
significant way. These “collateral sources” or third-party
interviews (Heilbrun, Rosenfeld, Warren, & Collins, 1994)
are invaluable sources of information concerning the activi-
ties of the plaintiff before and after the alleged discrimina-
tion. The plaintiff’s spouse or other appropriate family
members, neighbors, and fellow members of religious orga-
nizations and clergy are useful sources of information con-
cerning the worker. In these cases, coworkers and supervisors
are also sources of data concerning the worker’s life. Care
should be taken to obtain the plaintiff’s written informed con-
sent to contact these people, and the informant should pro-
vide verbal informed consent before the interview takes
place. In addition, it may be helpful to get a list of collateral
sources from the employer. This provides for balance and
may allow for a perspective on the worker otherwise unavail-
able through the worker alone.

Reports, Depositions, and Court Testimony

In many cases, the retaining party (either the defendant’s
counsel or plaintiff’s counsel) may request a written report of
the evaluation findings. As required by ethical and forensic
standards (APA, 1992; Committee on Ethical Guidelines for
Forensic Practice, 1991), the report should accurately reflect
the procedures conducted and the results of the evaluation. To
the extent possible, the legal issues in the case, such as causa-
tion of damages and future damages (Goodman-Delahunty &
Foote, 1995), should be addressed.

Either the hiring party or the opposing party in a case may
subpoena the expert for a deposition. In many cases, this is a
subpoena duces tecum, which demands not only that the psy-
chologist submit for an oral deposition, but that the psychol-
ogist bring along all test and interview data that serve as the
foundation for professional opinions in the case. Preparation
for depositions is critical and should be commensurate with
the complexity and detail of the case.

For the small proportion of ADA cases that do not settle, it
may be necessary for the examining psychologist to testify in
court as an expert witness. Again, before the psychologist tes-
tifies in court, it is appropriate to prepare extensively so that
testimony is accurate and resistant to cross-examination. As
always, fairness, truthfulness, and clarity are goals to guide
courtroom testimony.
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Disparate Treatment and Disparate 
Impact Evaluations

Disparate treatment is a legal theory in which the disabled
person must establish that he or she is disabled according to
the criteria of the ADA; has suffered adverse treatment from
the employer in the form of being fired, not hired, or not
promoted; and that “a similarly situated nondisabled em-
ployee was treated more favorably” (Goodman-Delahunty,
2000, p. 202). In the alternative, if the employer states or
does something indicating that bias against disabled em-
ployees, a similar presumption arises. In either case, the em-
ployer has the opportunity to present evidence that the
actions were based on a legitimate, nondiscriminatory rea-
son. The employee has the burden to prove that the basis for
the adverse treatment was the worker’s disability. In effect,
the employee has to prove that the supposed legitimate basis
offered by the employer is, in fact, a pretext for discrimina-
tion (Parry, 1997).

Disparate impact differs from disparate treatment in that
the adverse job action that the worker suffered is not a result
of the employer’s deliberate discrimination but a result of a
policy or plan that, on its face, was designed to be neutral to-
ward people with disabilities. If the policy has a more adverse
impact on people with disabilities, causing them not to be
hired or not promoted in comparison with nondisabled
workers, then the policy can be said to have disparate impact
(Goodman-Delahunty, 2000).

Evaluations of plaintiffs in disparate treatment and impact
cases generally focus on the impact of nonhire, nonpromo-
tion, or termination. Emotional damages in such cases may be
significant if the worker has a strong emotional stake in the
position or promotion (Goodman-Delahunty & Foote, 1995).
The loss of a job has strong emotional consequences (French,
Caplan, & VanHarrison, 1982; Kasl & Cobb, 1980; Merriam,
1987; Schlossberg & Leibowitz, 1980). Discharged workers
may experience increased depression, sleep disturbance, fam-
ily problems, and increased vulnerability to serious illness.
Workers who lose their jobs experience a loss of self-esteem
and a general reduction in well-being (Prussia, Kinicki, &
Bracker, 1993). Loss of contact with fellow workers and loss
of contacts for obtaining future employment can have serious
emotional consequences as well. In many cases, the worker
who has lost an expected promotional opportunity or a job
feels as if he or she has lost an important piece of property. In
some cases, social status is diminished and income suffers
significantly (Goodman-Delahunty & Foote, 1995). The de-
sire to actively search for a new position may be diminished
by the emotional reaction to the job loss (Prussia et al., 1993).

In these cases, consultation with the worker’s family is
especially important. If the worker has been fired, he or she
frequently is spending more time at home and has lost a pri-
mary role identification. These changes sometimes alter fam-
ily dynamics, having an adverse impact on both spouse and
children.

Reprisal for Protected Conduct

If a worker is the recipient of adverse treatment or discharge
following participation in an EEOC case, that employee may
file a claim for reprisal. In general, such cases are easier to
prove than disparate impact and intent cases (Goodman-
Delahunty, 2000). These claims may be based on coercion,
harassing, or intimidating the employee (Parry, 1997). 

In general, the evaluation of these cases is similar to the
evaluation of disparate impact cases, noted above. Discharge
or other adverse job action may affect a worker in a variety of
ways that a psychological evaluation may reveal. In these
cases, accounts of coworkers are especially important to de-
termine whether others observed the alleged adverse job
actions.

One problem that arises especially in reprisal cases is the
finding of paranoid or hypervigilant elements in the worker’s
presentation or test data. This is of special importance in such
cases because the perception that the employer’s actions were
connected to the protected activity of the worker is some-
times a subjective one (McDonald & Lees-Haley, 1996).
When a worker’s evaluation produces evidence of paranoid
thinking, the clinical issue becomes one of causation. One al-
ternative to consider is whether the worker became paranoid
because the employer repeatedly treated the employee in-
appropriately or overreacted to the worker’s appropriate be-
havior. Such repeated experience would cause a worker to
become hypervigilant and distrustful, thus raising scales de-
signed to measure such traits on instruments like the MMPI-2
and PAI.

The other alternative to consider is that the employee has
come to look at the world as a hostile place in which he or she
has become the focus of undeserved bad treatment. This
could arise from a personality disorder (paranoid or narcis-
sistic) or a frank delusional system (paranoid delusional
disorder or paranoid schizophrenia). The psychologist evalu-
ating the worker can assess this causation issue through an
overall review of the test data to determine the pervasiveness
and severity of the cognitive distortions. If the cause of the
paranoid thinking arises from an Axis I or Axis II disorder, in
most cases (notwithstanding paranoid delusional disorder,
which may be narrow in scope), those distortions should be
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pervasive. Also, the paranoid pattern should be reflected in
nonwork situations. The paranoid individual should have a
history of difficulty establishing and maintaining relation-
ships, frequently demonstrating jealousy, distrust, and re-
tributive actions.

More difficult to discriminate is a paranoid pattern that
emerges following clearly inappropriate employer actions,
such as public humiliation or blatant discrimination. Even if
the difficulty is apparently resolved through arbitration or
court action, the employee may still be sensitized to the em-
ployer’s behavior. This sensitivity may cause the worker to
perceive subsequent neutral job actions or actions that are ra-
tionally based as evidence of reprisal. In such circumstances,
the causation issue is more difficult to assess because the
worker is not suffering from a frank mental disorder. Rather,
the worker has experienced a situationally bound change in
perceptual predisposition. Generally, the only way to differ-
entiate between this mild paranoid pattern and a reaction to
real-world events is to interview coworkers who may have
observed the allegedly retaliatory conduct.

Disability Harassment and Hostile
Work Environment 

In situations in which the worker with a disability experi-
ences harassment because of his or her disability, a claim
for “hostile work environment” may be filed (Goodman-
Delahunty, 2000). To file such a claim, the worker must 

demonstrate that (a) he or she meets the definition of a disabled
employee under the ADA, (b) he or she was subjected to physical
or verbal conduct because of the disability, (c) the conduct was of-
fensive to a reasonable person in the position of the plaintiff,
(d) the conduct created a hostile work environment, (e) the em-
ployer knew or should have known of the harassment, and (f) the
employer failed to take prompt remedial action. (Goodman-
Delahunty, 2000, p. 203)

In recent U.S. Supreme Court decisions (Burlington Indus-
tries, Inc. v. Ellerth, 1998: Faragher v. City of Boca Raton,
1998), the Court placed the responsibility for the behavior of
supervisors and managers squarely on the employer’s shoul-
ders. The Court attempted to balance the duty of the employer
to provide a harassment-free environment through appropri-
ate procedures and notification mechanisms with the responsi-
bility of the aggrieved worker to use available means of
registering complaints. As applied to ADA hostile work envi-
ronment claims, these cases clearly extended the legal princi-
ple of respondent superior (the employer is responsible for the
actions of subordinates) to cases involving harassment.

Holzbauer and Berven (1996) explored the harassment of
people with disabilities. In their research, they determined
that people with disabilities who experienced harassment re-
ported a number of adverse emotional reactions, including
self-doubt following the experience of an attack on their per-
sonal functioning. Denial and self-blame discourages people
from taking action by preventing their recognition of being
harassed. Humiliation and devaluation are frequent reactions
to harassment experiences, as are anger and depression.

The psychological evaluation of people who claim that they
experienced a hostile work environment follows the same
general outline noted above. However, several components are
included for harassment claims. A reasonable expectation is
that a harassed worker experiences more anxiety-related
symptoms than do other workers. If the harassment is of a
relatively low level, such as the use of derogatory terms or
the posting of cartoons that make fun of people with disabili-
ties, the worker may experience a steady low to moderate
level of tension related to the work environment. Similar pat-
terns are seen in workers who are sexually harassed in the
workplace (Fontana & Rosencheck, 1998; Richman, Flaherty,
& Rospenda, 1996; Rosell, Miller, & Barber, 1995). For many
harassed workers, their desire to work diminishes, they be-
come more hesitant to go to work, have more sick days, and
are more likely to leave employment. In general, a hostile
work environment is experienced by workers as a “war of
attrition” in which their will to continue functioning in the
workplace is tested by frequent humiliations and slights.

For situations that involve public humiliation, such as sin-
gling out a disabled person on the basis of the disability or a
practical joke involving the disabled person’s impairments,
anxiety symptoms similar to posttraumatic stress disorder
(PTSD) may develop. In sexual harassment settings, similar
events have been shown to produce PTSD-like symptom pat-
terns (Fitzgerald, Drasgow, Hulin, Gelfand, & Magley, 1997;
Schneider, Fitzgerald, & Swan, 1997). The reexperiencing of
the traumatic events through waking recollections and night-
mares, social isolation and withdrawal from favored activi-
ties, and symptoms of hyperarousal may characterize the
emotional reactions of those who experience such humiliat-
ing events.

CONCLUSION

The ADA was designed to address a societal ill: discrimina-
tion against people with disabilities. Although the impact of
the ADA on public accommodations and transportation is
seen every time one enters a public building or boards a
bus, the impact of the statute on the lives of people with
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disabilities generally and on people with mental disabilities
in particular is harder to discern (Stefan, 2001). Psycholo-
gists can be agents in the implementation of the ADA. Our
role as consultants to workers and employers can enable us to
bring our knowledge of behavior, mental illness, and rehabil-
itation into a context in which that knowledge can improve
the lives of workers as well as the bottom line of employers.
Our role as expert witnesses in ADA litigation can enable us
to provide information gained through clinical procedures
and forensic assessment to the judges, administrative panels,
and juries who must decide whether the worker has been
treated fairly, and if not, what the legal remedy for that ad-
verse treatment should be.

As in other areas of psychology and the law, the clinical
and legal aspects of our work are a constantly changing vista.
Nowhere is that more true than in disability law, where U.S.
Supreme Court decisions can at times hew great swaths
through the accepted legal landscape. Knowing that territory
is a critical part of forensic work in ADA cases. Equally crit-
ical, however, is the knowledge of how disability alters the
lives of people for good and for ill. Psychologists cannot
“level the playing field,” but we can do our work with sensi-
tivity to both the strengths and impairments of people with
disabilities. Exercising this sensitivity (whether we are hired
by the worker, the employer, or the court), we can be agents
of fairness for the worker and the employer.
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“Substituted judgment” is a term that addresses several
domains of forensic psychology practice. These domains all
involve the replacement of an individual’s judgment with that
of another person or agency. This replacement may or may
not be mandated by court order, but in all cases, it must be
sanctioned by law. The roles of guardians, conservators,
curators, surrogates, and executors may be determined by a
variety of wills, testaments, and other advance directives.

SUBSTITUTIONS FOR PRIOR JUDGMENT

Wills and other “advance directives” (such as “living” wills,
durable powers of attorney, and health care surrogacies) are
means by which individuals attempt to ensure that their
wishes will be followed in the future. When the time comes
to implement the instrument in question, it may also become
necessary to determine whether, at the time of execution, the
person’s capacity was so lacking that the judgment of others
must now be substituted.

Legal and Historical Background

As early as the late twelfth century, English law began to rec-
ognize the rights of persons to bequeath personal property. It
was not until the Statute of Wills in 1540 that ownership of
various classes of real property could be transmitted on a sim-
ilar basis (Robitscher, 1966). When feudalism was outlawed
in 1660, all barriers to disposition by will were eradicated
(Kempin, 1973).

Variously dated in the forensic literature as 1572 (Smith &
Meyer, 1987) and even 1839 (Robitscher, 1966), it was actually
in 1542 (Garner, 1999) that an amendment to the Statute of
Wills barred “any person de non sane memory” (Spaulding,
1985, p. 114) from making a will. This exception persists to the
present, defined (without elaboration) in most American juris-
dictions as the requirement that persons wishing to bequeath
property be “of sound mind” (Melton, Petrila, Poythress, &
Slobogin, 1997, p. 359). As a general rule, “if a person is un-
able to communicate orally, in written fashion or by behavior
his [or her] wishes, then that person will not be considered
competent to make a will” (Perr, 1981, p. 15).

In the landmark case of Cruzan v. Missouri Department of
Health (1990), the U.S. Supreme Court extended the testa-
mentary concept into the health care arena. It upheld the con-
stitutionality of a requirement that a judge could not order
termination of life support without clear and convincing
evidence that the patient would have wished this to occur.
Cruzan left states with the ability to set their own standards in
this regard, such that “the outcome for a person who has
become permanently unconscious may very well depend on
geography” (Gilfix & Gilfix, 1992, p. 44). In most states, the
recognition and components of a valid living will are now
specified by statute (Hawkins, 1992). 

The durable power of attorney “remains in effect during
the grantor’s incompetency” and “commonly allow[s] an
agent to make healthcare decisions for a patient who has
become incompetent” (Garner, 1999, p. 1191). The theory
underlying this instrument, distinct from that of the living
will, is that the individual may eventually regain his or her
capacity for independent decision making (Insel, 1995).



302 Substituted Judgment: Roles for the Forensic Psychologist

In many jurisdictions, the right to make such designations
is buttressed with statutory guidelines for “health care surro-
gacy,” dictating the form of these documents and boundaries
for those who may implement them in the future (High, 1994).
The uniformity and predictability of surrogate laws have been
praised as a necessary supplement to living wills and durable
powers of attorney (Hamann, 1993), as well as an alternative
to the perceived lack of procedural safeguards associated with
guardianship proceedings (Herr & Hopkins, 1994).

Forensic Assessment of Prior Judgment

Forensic psychological assessment of prior judgment is
sought at two distinct stages: during the development and
execution of a guiding document and subsequent to the indi-
vidual’s demise or incapacity. The first stage is designed to
ensure that, in effect, judgment is never “substituted.” The
second stage involves a determination of whether valid judg-
ment was ever exercised or expressed at all. In the following,
we consider these in more detail.

Development and Execution

Sprehe and Kerr (1996) caution attorneys to implement a
range of “safeguards” in cases where “the will is going to be
controversial”:

• Procure detailed information from the client relating to as-
sets and relatives. If close relatives are being excluded
from the will, inquire as to the reasons for the exclusion.

• Procure a psychiatric opinion as to competency as close to
the will execution date as possible.

• Permit the witnesses to participate in both the preliminary
conference with the client and the conference immediately
prior to execution of the will.

• Prepare detailed memoranda of the preliminary confer-
ence with the client and the conference and the execution
conference, including memoranda by the witnesses.

• Be alert to circumstances that may cause the validity of
the will to be questioned. If such circumstances exist, con-
duct the conference and execution as if such a will contest
were a certainty. Preserve all documentation and consider
the desirability of recording by video tape.

• Be ever conscious of the fact that attorneys may be called
upon to testify years after the will execution. Records
should be kept in perpetuity (p. 259).

In terms of the specific forensic approach within which
these determinations are made, the psychologist will naturally

review, with counsel’s guidance and support, the relevant law
in the jurisdiction in which the will or advance directive will
be made and/or interpreted. These laws are essentially uni-
form in most states (Redmond, 1987); the document’s valid-
ity rests on knowing what one has, possessing a rational plan
for distribution, and recognizing the expected recipients of
the contents of one’s estate.

Melton et al. (1997) addressed the assessment of testa-
mentary capacity, offering several suggestions for avenues of
forensic inquiry. Concerning the act of making a will, they
suggest asking about a testator’s “conception of a will, what
it is intended to do, and why they are preparing theirs at this
time” (p. 360). The issue of the nature and extent of one’s
property includes questions about “occupation,” “salary,”
“living accommodations,” “personal possessions,” “intangi-
bles,” and “any other possessions.” Regarding estate disposi-
tion, evaluators are advised to inquire into the “general
consequences” of the planned disposal of property. In terms
of the natural objects of one’s bounty, testators “should be
asked to identify family, friends, and those who might have
played a major role in their lives” (pp. 360–362).

Numerous factors have been identified as interfering with
testamentary capacity, including organic brain dysfunc-
tion, psychosis, paranoia, and psychoactive medication
(Bolton, 1977). For decades, deficits in “abstract thinking”
(Eliasberg, 1953) have been recognized as relevant warning
signs for incapacity, although a natural emphasis on more
concrete, factually bound information tends to obscure this
consideration in less comprehensive assessments.

Often, the potentially disruptive issue is one of “undue
influence,” defined as “engaging in manipulation or decep-
tion to significantly impair the ability of testators to freely
decide on the distribution of their property” (Regan &
Gordon, 1997), identifiable in part on the basis of the follow-
ing “clues”:

• The person requesting the examination indicates the com-
petency statement is routine because of the testator’s age.

• The examination appointment is made by someone other
than the testator and his [or her] attorney.

• The testator is brought to the examination office by some-
one who is reluctant to allow the testator to be interviewed
alone.

• Specifics about the will are not given or the testator seems
unclear about specific items in the will.

• The testator is reluctant to give information about the
potential heir and their relationship (p. 14).

The form of preservation of interview data may be a cru-
cial factor in its ultimate persuasiveness for a judge or jury.
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For this reason, as suggested by Sprehe and Kerr (1996),
there has been increasing acceptance, and even encourage-
ment, of videotaped wills and advance directives. Buckley
(1988) convincingly asserts that this medium offers “special
advantages,” as “the video recording provides a visual nexus
between declarant and document so that intentions are crys-
tallized and mental competency is undeniably demonstrated”
(p. 30). Caution, of course, is appropriate in choosing the
technology to be used, because some data recording media
are likely to be unusable within a relatively short time. The
following circumstances are likely to enhance the likelihood
that such evidence will be admissible in the event of a subse-
quent contest:

• The videotape recorder was capable of recording testi-
mony.

• The video machine operator was competent.

• The recording had not been altered.

• The videotape was appropriately preserved.

• The recording was both visually and audibly clear so as
not to be unintelligible or misleading.

• The testimony was voluntary.

• The speakers on the videotape can be identified (p. 31).

Forensic evaluators wishing to preserve their examinations
on videotape must consider ethical (and, in some jurisdic-
tions, legal) proscriptions against the revelation of raw psy-
chological test data in a way that may serve to invalidate
them for future examinees (American Psychological Associ-
ation, 1996).

Determining the validity of a client’s directive intent
requires a proper clinical as well as forensic assessment strat-
egy, including appropriate tests and relevant interview tech-
niques. Where the client is an older adult, the American
Psychological Association (1998) has adopted “Guidelines
for the Evaluation of Dementia and Age-Related Cognitive
Decline.”

In particular, these Guidelines come to life when inter-
preted and applied in the context of another American Psy-
chological Association resource, What Practitioners Should
Know about Working with Older Adults (Abeles, 1997). This
reference describes “Basic Principles in the Assessment of
Older Adults,” including the following:

• Familiarize the older adult with the purpose and proce-
dures of testing. Older adults, especially those with little
formal education, are often less familiar with testing than
younger adults and may be more cautious in responding.

• Ensure optimal performance. Older adults should be pre-
pared in advance for testing. They should be given prior

notice to bring all assistive devices (e.g., hearing aids,
eyeglasses).

• Create a well-lighted and quiet environment. Glare should
be minimized. Arrange the space to accommodate a wheel-
chair or other device for those with physical limitations.

• Preferably use tests that have been constructed specifi-
cally for older adults. Most commonly used psychological
tests have not been developed for use with older people,
although some have age-related norms.

• Ensure that the older adult understands the test directions.
Speak in clear, simple language but do not shout. Query
and repeat if necessary. If needed, use large print materials.

• Determine if the older adult patient is experiencing pain or
discomfort and attempt to reduce it when possible. Find
out what medication(s) the patient is taking and assess
effect on performance.

• Adjust the testing time to suit the optimal functioning of
the older adult. Older adults tire more easily than younger
adults. Plan for frequent rest and bathroom breaks. If
fatigue sets in, resume testing at another time.

• Use encouragement and verbal reinforcement liberally
when testing.

• Utilize multiple testing sessions to gauge how the older
adult performs at varied times of the day (pp. 20–21).

Experts should note that such resources are increasingly
likely to form the basis of focused cross-examination, as
attorneys become increasingly familiar with documented
guidelines for forensic psychological assessment (Drogin,
2000a).

Regarding the selection of assessment domains and test-
ing instruments, What Practitioners Should Know about
Working with Older Adults (Abeles, 1997) offers practical
guidance concerning the perceived attributes and deficiencies
of specific measures:

• Brief Assessment of Cognitive Ability. The Mini-Mental
State Examination (MMSE; Folstein, Folstein, & McHugh,
1975) is touted as “easy to administer” and “specifically
developed for the older age group,” although it is appropri-
ately noted that the MMSE should not be used as a “stand-
alone” diagnostic test.

• Assessment of Acute and Reversible Changes. No single
test is recommended, but “a review of the medical record,”
“consultation with a physician,” and “repeat testing in the
acute phases” are recommended.

• Assessment of Dementia. The lack of any “single ac-
cepted battery of tests” is acknowledged, but the Mattis
Dementia Rating Scale (Smith, 1994) and the Cognistat
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(Neurobehavioral Cognitive Status Examination; Logue,
Tupler, D’Amico, & Schmitt, 1993) are cited with ap-
proval, as “easily administered, well-validated tests of
general cognitive functioning that can be useful in the
assessment of dementia.”

• Psychopathology. Regarding depression, the Hamilton
Depression Rating Scale (Williams, 1988), Beck Depres-
sion Inventory (Kendall, Hollon, Beck, Hammen, &
Ingram, 1987), and Geriatric Depression Scale (GDS;
Hyer & Blount, 1984) are recommended. The GDS is
described as particularly appropriate, given “age-related
norms,” administration in “oral and written forms,” and
the omission of “somatic items that can elevate depression
scores.” For alcohol screening, the Michigan Alcoholism
Screening Test–Geriatric Version (Knight & Mjelde-
Mossey, 1995) is seen as having “demonstrated potential.” 

• Among more comprehensive personality measures, the
Minnesota Multiphasic Personality Inventory 2 (MMPI-2)
(Ben-Porath & Butcher, 1989) is characterized as well-
normed but perhaps overly lengthy and demanding in the
area of “reading level”; the Brief Psychiatric Rating Scale
(Ownby & Seibel, 1994) is recommended in its stead.
Noting that the Rorschach should be used “with caution,”
preferred projective measures are said to include the
Senior Apperception Test (Foote & Kahn, 1979), and the
Gerontological Apperception Test (Fitzgerald, Pasewark,
& Fleisher, 1974) (pp. 22–25).

This overview of diverse assessment measures comports
well with the classic multimethod-multitrait forensic eval-
uation principle. By this device, “psychologists frequently
require that their interpretations of assessment results be
grounded in more than one data source and that enough in-
formation has been obtained to rule out optional interpreta-
tions” (Grisso, 1986, p. 109). In a similar vein, Kennedy
(1986) has warned against the employment of “short of
optimal” batteries, characterized as “the height of folly in an
expert” (p. 502).

Demise or Incapacity

In one popular turn-of-the-century novel, the murderer’s iden-
tity was revealed when a powerful microscope was trained
upon the victim’s retina, wherein the image of her killer was
retained (Dixon, 1905). Despite such fanciful notions, the
succeeding decades failed to produce instruments and meth-
ods capable of divining the intent, actions, or experiences of
deceased or permanently noncommunicative persons.

Psychologists have been left to their own inferential
devices in regard to assessing testamentary capacity. The

methodology employed is often similar to that associated
with “psychological autopsies” in cases of alleged suicide
(Selkin, 1994; Shneidman, 1994). Such a procedure “consists
essentially of interviews with survivors and examination of
public and private documents that reveal the personality of
the deceased party” (Selkin, 1994, p. 74). Nursing home
records, medical charts, personal correspondence, institu-
tional staff and family interviews, financial records, and other
resources are reviewed in an attempt to divine the intent and
functional capabilities of the testator.

The trier of fact may glean considerable useful information
from a retrospective evaluation that has been systematic in its
approach (Spar & Garb, 1992). Kosloski, Datwyler, and
Montgomery (1994) identified moderate to high retrospective
reliability for information obtained from caretaker inter-
views, and Derouesne, Guigot, and Chatellier (1995) have
reported mixed but overall encouraging results in the retro-
spective examination of progressive dementia. Considerable
care must be taken to ensure that the psychologist neither
overinterprets nor overextrapolates from retrospectively
obtained data (Henry, Moffitt, Caspi, Langley, & Silva, 1994).
Without further research, such methods may be viewed as
speculative, despite the powerful lure of evolving techniques
for practitioners and judges alike (Drogin, 2000b).

SUBSTITUTIONS FOR PRESENT JUDGMENT

The right to refuse treatment and the doctrine of informed con-
sent constitute an affirmation of patient and client autonomy.
Only when an individual’s current decision-making capacity
is impaired will these principles bow to emergent concerns.
This may occur when the health and safety of those whom the
mental health professional seeks to treat and, occasionally, the
health and safety of others are threatened indirectly should
treatment not be imposed.

Legal and Historical Background

In a landmark case for the legal doctrine of informed consent,
the District of Columbia Circuit Court of Appeals in
Canterbury v. Spence (1972) held:

True consent to what happens to one’s self is the informed ex-
ercise of a choice, and that entails an opportunity to evaluate
knowledgeably the options available and the risks attendant
upon each. The average patient has little or no understanding of
the medical arts, and ordinarily has only his physician to whom
he can look for enlightenment with which to reach an intelli-
gent decision. From these almost axiomatic considerations
springs the need, and in turn the requirement, of a reasonable
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divulgence by physician to patient to make such a decision pos-
sible. (p. 780)

The court’s ruling acknowledged an exception to this gen-
eral requirement, “when the patient is unconscious or other-
wise incapable of consenting, and harm from a failure to treat
is imminent and outweighs any harm threatened by the pro-
posed treatment” (Canterbury v. Spence, 1972, p. 788). As
reflected in virtually every jurisdiction today, “the translation
of ethical principles into concrete requirements for physi-
cians’ behavior has been largely a function of the courts
(usually state, occasionally federal). . . . State legislatures to
a lesser extent have been involved in making law in this area”
(Appelbaum, Lidz, & Meisel, 1987, p. 35). 

To the extent that consent has been obviated by commit-
ment proceedings, the District of Columbia Circuit Court of
Appeals in Rouse v. Cameron (1966) confirmed that the pur-
pose of involuntary hospitalization was treatment, not pun-
ishment. This ruling required hospitals to show that periodic
inquiries were made into needs and conditions of patients,
with a view toward providing suitable treatment (which
could not be justified by a lack of staff or facilities). An
Alabama federal court drew a similar distinction in Wyatt v.
Stickney (1972), further maintaining that mere custodial care
was insufficient for commitment purposes. The Wyatt court
compelled state facilities to observe mail and telephone priv-
ileges, minimum staff qualifications, allotments for clothing,
minimum available living spaces, essential nutrition, educa-
tional programs, review committees, individual treatment
planning, and written orders for medication and restraint.

These progressive decisions concerning treatment and
living conditions for involuntary hospitalization were al-
layed somewhat by the U.S. Supreme Court’s holding in
Youngberg v. Romeo (1982). The Court maintained that
although rights to safe conditions and freedom from bodily
restraint are supported by the 14th Amendment, state facili-
ties owe no duty of “habilitation.” Instead, the requisite stan-
dard consisted of that degree of training reasonable in light of
a patient’s safety and freedom interests, with deference to the
judgment exercised by a qualified professional.

Along with this development of a patient’s “right to treat-
ment” came a growing delineation of the “right to refuse
treatment.” In Kaimowitz v. Michigan Department of Mental
Health (1973), a local court determined that involuntarily
detained mental patients may not consent to psychosurgery,
because the basic elements of informed consent may not be
ascertained reliably under these circumstances.

A string of regional cases in the 1970s and 1980s elabo-
rated on this theme. In Rennie v. Klein (1978), a New Jersey
federal court ruled that patients must be informed of and par-

ticipate in the decision-making aspects of their treatment,
with entitlement to legal assistance and outside psychiatrists
of their choosing, unless the state sets up an independent
review board. A Massachusetts federal court held in Rogers v.
Okin (1979) that failure to adhere to proper procedures for
seclusion and forced medication provided grounds for an
injunction. In Rivers v. Katz (1986), the New York Court of
Appeals ruled that neither mental illness nor involuntary
commitment constitutes an independently sufficient basis to
conclude that patients lack the mental capacity to make
informed decisions regarding a decision to refuse medication.
The court mandated that there must be a de novo judicial de-
termination in this regard once institutional review processes
have been exhausted. Judicial determinations focus on pa-
tients’ best interests, benefits to be gained from treatment, ad-
verse side effects, and less intrusive alternative treatments.

More recently, the U.S. Supreme Court ruled in Washington
v. Harper (1990) that inmates’ interests are adequately pro-
tected when involuntary medication decisions are made by
medical personnel. This conclusion applies as long as suffi-
cient institutional safeguards are in place and as long as there
is overriding justification and a determination of medical ap-
propriateness. In Riggins v. Nevada (1992), the Court further
found that forced administration of psychotropic medication
to achieve competency to stand trial does not meet the Harper
standards of overriding justification or medical appropriate-
ness, particularly in light of the substantial probability of trial
prejudice. The Court made clear in Zinermon v. Burch (1990)
that the failure to substitute judgment could amount to a viola-
tion of civil rights, indicating that there may even be a duty to
provide judgment. As the Court emphasized, the voluntary
civil commitment of an individual not competent to provide
informed consent gives rise to a cause of action.

Forensic Assessment of Present Judgment

Beck (1987) identified two common errors in assessing com-
petence relative to a patient’s right to refuse treatment:

• Every psychotic person is incompetent to decide about
whether or not to take psychotic medication. Not so. There
are psychotic people who are nevertheless able to meet the
standard for competent refusal. . . . Determining whether
a psychotic person is incompetent is always an empirical
question.

• A person who is involuntarily committed to a psychiatric
hospital is ipso facto incompetent to make treatment
decisions. [Generally], there is no necessary relationship
between involuntary hospitalization and competence to
decide about medication (p. 369).
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Moving beyond these initial conceptual barriers, Erlen
(1995) noted “various criteria used for determining decision-
making capacity,” including the patient’s ability to “make a
decision,” “understand in a general sense,” “understand the
information in a particular sense,” “provide a reason for the
selected alternative,” “give a plausible reason for the deci-
sion,” and “weigh the potential risks and benefits” (p. 52).

Swartz (1985) identified a series of standards for judging
whether treatment providers had adequately ascertained “a
patient’s preference.” These included “the ward’s prognosis
if he chose no treatment, the prognosis if he chose one treat-
ment over another, the risk of adverse side effects from the
proposed treatment, [and] the ability of the ward to cooperate
with post-treatment therapy” (pp. 175–176). In anticipation
of such judicial review, it appears that treatment facilities
have implemented varying, broader methods of responding
to “administrative and legal demands,” including “transfer of
the patient refusing treatment,” “discharg[ing] patients either
to their families or to their own living arrangements,” and
attempts to “avoid the use of the judicial mechanism” where
possible, to “facilitate all-important clinical approaches to
working with patients refusing treatment” (Ciccone, Tokoli,
Clements, & Gift, 1990, p. 212).

Some authors have approached analysis of a patient’s
decision-making processes from a more theoretically abstract
perspective. Gigliotti and Rubin (1991) explored “character-
istics of competent choice” from the perspective of “expected
utility models,” isolating assumptions that the “competent”
individual will be able to:

• Use sensible probability weights for possible outcomes,
when such weights are available or computable.

• Evaluate, that is, determine the utility of, the possible out-
comes of risky prospects.

• Calculate the expected utility of risk prospects correctly,
given sensible probability weights and evaluations of out-
comes (p. 413). 

The forensic clinician whose head is left spinning by such
notions will take comfort in the availability of psychological
tests purporting to assess the relevant constructs. “The best
appears to be the MacArthur Competence Assessment Tool
for Treatment Decisions (MacCAT-T), which uses features
[of] the Understanding Treatment Disclosures (UTD) instru-
ment, the Perceptions of Disorder (POD) instrument, and the
Thinking Rationally about Treatment (TRAT) instrument”
(Melton et al., 1997, p. 356).

Studies performed with the MacCAT-T appear to under-
score its reliability, validity, and overall practical utility in

assessing the capacity to make treatment decisions. Grisso,
Appelbaum, and Hill-Fotouhi (1997) have been particularly
complimentary of this measure’s flexibility, which does not
appear to have come at the expense of structure. Examiners
should, of course, bear in mind that “while various instru-
ments can provide evidence that is useful in the courtroom, it
has been observed that none of these measures alone is a sub-
stitute for judicial determinations of legal incompetency to
consent to treatment” (Parry, 1998, p. 96).

SUBSTITUTIONS FOR FUTURE JUDGMENT

The related interventions of guardianship and conservator-
ship represent the state’s obligation to infer from a present
incapacity that a disability may manifest itself at some
later date, involving personal and financial affairs, respec-
tively. A respondent’s failure to identify adequate strategies
for discharging responsibilities in a range of hypothetical
situations may result in a pervasive denial of basic civil func-
tions, including voting, choosing among health care options,
self-determined transportation, and determining one’s own
residence.

Legal and Historical Background

Guardianship may represent the earliest historical manifesta-
tion of mental health law (Melton et al., 1997). During the
period of the Roman Empire, “the need for surrogates to han-
dle the property and commercial affairs of disabled citizens
was first legally recognized” (Appelbaum, 1982, p. 183). By
the sixteenth century in England, the system had evolved into
one recognizable in many aspects by modern standards, such
as supervision of persons with disabilities by court-appointed
guardians (Neugebauer, 1989, p. 1582).

The first guardianship petition in the New World was
decided under English law in 1637. Benoni Buck, a person with
mental retardation, had become the subject of considerable dis-
pute in English courts, over the cost of his maintenance in
Jamestown, Virginia. Unfortunately, his revenues eventually
“were to be used almost entirely for purposes other than his up-
keep; no guardian accounted for his stewardship; [and] surplus
estate profits were not preserved for any heirs,” although “ex-
ploitative guardianships of this form had been abandoned in
England at least 80 years earlier and, from this perspective,
were socially regressive” (Neugebauer, 1987, p. 481).

In America, through the later twentieth century, “guardians
came to have control of their wards’place of residence, choice
of life style, and selection of care-givers,” with the result that
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“the consent of the guardian alone was sufficient for the pro-
vision of most medical treatment” (Appelbaum, 1982, p. 183).

As noted by Hafemeister and Sales (1982), “all 50 states
and the District of Columbia provide for some form of
guardianship and/or conservatorship” (p. 255). An increasing
tendency has been noted in these statutes toward the avail-
ability of “limited” or “partial” guardianship, which “allow
competency, and, therefore, decision-making autonomy, to
be determined issue-by-issue, thereby respecting individual
strengths as well as disabilities” (Rosoff & Gottlieb, 1987,
p. 18).

Despite such innovations, “procedural deficiencies” re-
main in many states (Pleak & Appelbaum, 1985, p. 78). The
American Bar Association (1989) has projected that “by the
year 2035, there will be nearly 71 million elderly persons, al-
most one quarter of the United States’ population” (p. iii),
highlighting the urgency of broad reform of existing guardian-
ship laws.

Forensic Assessment of Future Judgment

Anderer (1990) noted that “the literature provides little prac-
tical advice for performing assessments specifically geared
toward guardianship cases” (p. 19). To some extent, this may
reflect the broad variability of standards across American
jurisdictions (Baker, Perr, & Yesavage, 1986), as well as the
differing adherence to such standards, even on a county-
by-county basis.

In terms of guardianship-specific forensic psychological
tests: “Clearly they are needed. Just as clearly they do not
exist” (Quinn, 1996, p. 139). This is not to suggest that psy-
chologists lack formal measures of functional ability, in dif-
ferent specific or overlapping task domains, although these
may fail to capture the elusive construct of guardianship
competency as a whole. Some of these include:

• The Community Competency Scale (CCS; Searight &
Goldberg, 1991): This measure comprises 180 items of
15 components, calling in each case for “the older person
to perform some function related to the subscale in ques-
tion,” such as Handling Emergencies, in which “exami-
nees are provided a telephone and asked to do what they
would do if they needed help immediately,” and Manag-
ing Money, in which they “are given a blank check and
asked to fill it out to a payee for a certain amount, then
to subtract the amount from a facsimile of a checkbook
balance page” (Grisso, 1994, p. 128). The CCS requires
approximately 1 to 1.5 hours to administer (Willis,
1996).

• The Multidimensional Functional Assessment Question-
naire (MFAQ; Fillenbaum & Smyer, 1981): This test
consists of two parts. The first obtains information in five
functional areas (social resources, economic resources,
mental health, physical health, and activities of daily
living); the second gauges a respondent’s utilization of
a broad range of services (such as transportation,
employment, physical therapy, and relocation and place-
ment; Grisso, 1986). The MFAQ has been adapted for
use with a Spanish-speaking population (Santisteban &
Szapocznik, 1981), and takes approximately one hour to
administer (Grisso, 1986).

• Direct Assessment of Functional Status (DAFS; Klapow,
Evans, Patterson, & Heaton, 1997): Presenting elderly
adults with “specific tasks of daily living” (Willis, 1996,
p. 113), this measure “requires actual demonstration of
abilities associated with day-to-day instrumental func-
tions, such as performing grooming functions, remember-
ing items on a grocery list, and identifying street and
roadway signs” (Grisso, 1994, p. 128). The DAFS has fared
well in research regarding older adults with schizophrenia
as well as those with dementia (Klapow et al., 1997).
Briefer than the CCS (Grisso, 1994), it may be admin-
istered in less than one hour.

Two often-used, general rating scales are the MMSE
(Folstein et al., 1975; Mungas, 1991) and the Cognitive Ca-
pacity Screening Examination (Jacobs, Bernhard, Delgado, &
Strain, 1977). These measures provide little by way of specific
information regarding current functional abilities, but they
serve to provide context for more focused inquiries by
establishing the general cognitive status of an examinee.
Both were normed on inpatient psychiatric and neuro-
logical treatment samples (Baker, 1989) and have been ap-
plied successfully in outpatient settings (Balster, Bienenfeld,
Marvel, Pollock, & Somoza, 1990), with specific (and essen-
tially equal) applicability for assessing cognitive impairment
with elderly patients (Yazdanfar, 1990).

Beyond formal testing measures, various researchers and
clinicians have developed patterned, often detailed outlines
for the assessment of competency domains relevant to
guardianship and conservatorship. Anderer (1990) recom-
mends a stepwise method of inquiry comprising three main
stages:

1. Disorder/Disability Inquiry. Evaluators determine the
presence of “any diagnosis given the respondent’s
mental or physical condition,” given that this “may be
necessary to determine if the statutory disorder/disability
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requirement has been met,” as well as “to determine
the stability of the deficits resulting from the condition or
disability and to make a proper disposition after a finding
of incapacity.”

2. Functional Capacity Inquiry. This investigation is con-
ducted “so that the court can determine which areas of
decision-making capacity need to be examined.” Two dis-
tinct areas of capacity are evaluated: “care for self” and
“care for property.”

3. Decision-Making/Communicating Capacity Inquiry. This
level of analysis attaches to a respondent’s ability to
“receive and evaluate information” or to “make or com-
municate decisions,” and “separates the relevant deci-
sionmaking universe into three domains.” These include
“personal decisionmaking,” “property decisionmaking,”
and “decisionmaking on other legal actions” (pp. 25–36).

Saunders and Simon (1987) developed the Individual
Functional Assessment “to assist extended care facilities in
determining a resident’s need for guardianship or other pro-
tective services” (p. 60). Designed to meet “the stringent
requirements of New Hampshire’s guardianship law,” this
measure addresses “alternatives to guardianship” as well as
the “scope of guardianship” (pp. 60–61), examining relevant
factors in considerable detail. 

Representative of the highly detailed, specific statutory
schemes instituted in some jurisdictions, Kentucky’s guardian-
ship law requires court-appointed examiners to provide:

1. A description of the nature and extent of the respondent’s
disabilities, if any.

2. Current evaluations of the respondent’s social, intel-
lectual, physical, and educational condition, adaptive
behavior, and social skills. Such evaluations may be
based on prior evaluations not more than three months
old, except that evaluations of the respondent’s intellec-
tual condition may be based on individual intelligence
test scores not more than one year old.

3. An opinion as to whether guardianship or conservator-
ship is needed, the type of guardianship or conservator-
ship needed, if any, and the reasons therefor.

4. An opinion as to the length of time guardianship or con-
servatorship will be needed by the respondent, if at all,
and the reasons therefor.

5. If limited guardianship or conservatorship is recom-
mended, a further recommendation as to the scope of the
guardianship or conservatorship, specifying particularly
the rights to be limited and the corresponding powers and
duties of the limited guardian or limited conservator.

6. A description of the social, educational, medical, and
rehabilitative services currently being utilized by the
respondent, if any.

7. A determination whether alternatives to guardianship or
conservatorship are available.

8. A recommendation as to the most appropriate treatment
or rehabilitation plan and living arrangement for the
respondent and the reasons therefor.

9. A listing of all medications the respondent is receiving,
the dosage, and a description of the impact of the med-
ication upon the respondent’s mental and physical condi-
tion and behavior.

10. An opinion whether attending a hearing on a petition
would subject the respondent to serious risk of harm.

11. The names and addresses of all individuals who exam-
ined or interviewed the respondent or otherwise partici-
pated in the evaluation.

12. Any dissenting opinions or other comments by the eval-
uators (Guardians; Conservators; Curators of Convicts,
1998).

To respond to this array of considerations, Barrett and
Drogin (1991) developed a “Disability Court Psychologist’s
Outline” to assist examiners in addressing the indicated
domains in detail (see Table 16.1).

Psychologists must remain aware of the many alterna-
tives to guardianship, should some incapacity be present
that fails to meet the relevant statutory standard, or if, for
some other reason, a less restrictive alternative should be
recommended (Appelbaum, 1982). The American Bar Asso-
ciation (1998) has developed a comparative description of
the range of different options that may be available in such
situations, depending on the laws of a particular jurisdiction.
Some of these alternatives potentially involve substitutions
of prior judgment (e.g., living wills and powers of attorney).
To this list can be added curatorship, often construed as
a form of “temporary” guardianship or conservatorship
(Garner, 1999, p. 387), requiring the informed consent of
the individual for its initiation. Reversal of the curatorship
must be requested by the individual, but, as well, the Court
must find the person capable of performing the required
functions again.

CONCLUSION

Those in the field of forensic psychology have traditionally
regarded criminal law issues such as criminal nonresponsi-
bility and competency to stand trial as the most interesting
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1. Identifying Information
Respondent’s name.
Respondent’s age and date of birth.
Respondent’s social security number.
Respondent’s race.
Date of evaluation.
Site of evaluation.
Date of admission.
Physician name and contact information.
Diagnoses.
Medication.
Assistance needs.
Notable characteristics.
Examination setting.
Respondent’s initial presentation.

2. Orientation
Reason for examination.
Definitions of guardianship and disability.
Identity of petitioner.
Reason for petition.
Identity of attorney.
Respondent’s name, age, and date of birth.
Current date.
Current location.
Respondent’s marital status.
Identity of respondent’s spouse.
Respondent’s home address and telephone number.

3. Education
Extent of education.
Alphabet recitation.
Counting from 1 to 20.
Basic calculations: addition.
Basic calculations: subtraction.
Basic calculations: multiplication.
Basic calculations: division.

4. Finances
Social security number.
Location and contents of bank account.
Home ownership and value.
Additional property.
Monthly and annual income.
Source and nature of income.
Calculation of change: basic transactions.

5. Self-Care
Clothing for 95-degree, 70-degree, 5-degree weather.
Suicidal and/or interpersonally aggressive ideation.
Responding to fire in the home.
Responding to burglary.
Responding to natural disasters.
Responding to being lost in public.

Responding to the need to make telephone contact.
Use of microwave oven and other appliances.

6. Social Contact and Leisure Pursuits
Friends and acquaintances: names and occupations.
Frequency of social contact.
Television: favorite programs.
Movies: favorite films.
Use of spare time in general.
Community involvement.

7. Testamentary Capacity
Definition of a will.
Existence of a will.
Date of drafting of a will.
Property to be devised or bequeathed.
Beneficiaries.

8. Medical Care
Name of physician.
How physician would be contacted.
Illness/medical conditions.
Current physician’s orders.
Medications: name/dosage/frequency/purpose.
Medications: prescriber/payment.
Medical insurance.

9. Driving an Automobile
Driver’s license.
Last time driving an automobile.
Traffic signals.
Road markings.
Signs.
Speed limits.
Intentions regarding driving.
Reasons for any limitations.

10. Voting
Last time voted.
Frequency of presidential elections.
Year next presidential election to occur.
Registration: status and mechanics.
Purpose and importance of voting.
Identity of president and governor.
Capitals of country and state.

11. Behavioral Response
Counting fingers.
Touching nose.
Raising left and right hands.
Looking up and to the right.

12. Review
Purpose of visit.
Issues discussed.
Ability to conduct personal and financial affairs.

and challenging of forensic areas. Candidly speaking, we
too held this view at one time. With experience, however,
we have come to believe that the arena of substituted
judgment pushes the theories, measures, and instruments of
forensic psychology to their very limits. Although criminal
issues are important in liberty interests, substituted judg-

ment issues speak directly to the capacity to experience,
in whatever way is possible, the full potential of one’s qual-
ity of life. There can be no doubt that the forensic psychol-
ogist’s role, in contributing to the ability of a trier of fact
to reach a sound decision, can be crucial. What more
rewarding role for a forensic psychologist is available?

TABLE 16.1 Selected Issues Addressed in the Disability Court Psychologist’s Outline

Source: Barrett & Drogin (1991).
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Psychologists have been providing specialized evaluations
for the courts in delinquency cases for about 100 years. In
contrast, forensic psychologists have routinely performed
adult competence to stand trial and criminal responsibility as-
sessments for the courts for only the past 30 years. Yet the
specialized knowledge base that serves forensic examiners in
delinquency cases lags behind other areas of forensic psy-
chology, most of which have seen more significant advances
in research and systematic guidance for the practitioner.

This anomaly provides a subtext that guides the present
chapter, which focuses on the needs and current opportuni-
ties for improving the quality of forensic evaluations in de-
linquency cases. The chapter begins with a brief history of
juvenile courts and evaluations in delinquency cases, show-
ing how the subfield evolved to create some of our more
complex forensic questions. The next three sections describe
the current status of specific types of evaluations, including
limitations and need for research and development. They ad-
dress evaluation of mental health and dispositional needs of

delinquent youths, assessing risk of violence and recidivism,
and specific psycholegal questions arising in delinquency
cases, including waiver to criminal court, competence to
stand trial, and capacities to waive Miranda rights. The final
section reviews selected conceptual issues in this area that
are in need of research and applied solutions during the next
few decades.

ONE HUNDRED YEARS OF PSYCHOLOGICAL
EVALUATIONS IN DELINQUENCY CASES

The scope of forensic evaluations in delinquency cases has
changed dramatically during the history of juvenile justice in
the United States. To understand this, we must briefly visit
the origins of the juvenile court and its early clinics. Then we
examine two reforms in juvenile justice during the past cen-
tury that raised new legal questions in juvenile courts, as well
as the need for forensic evaluations to address them. Finally,
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we consider this field’s search for identity as a forensic eval-
uation specialty.

1899–1965: The Early Juvenile Court

Late in the nineteenth century, there were significant changes
in Western thought about the nature of children in their teen
years (Cicourel, 1968; Scott, 2000). Evidence of this change
in the United States was the development of a public educa-
tion system, child labor laws, and the rise of the new concept
of “adolescence,” advanced by G. Stanley Hall, as a distinct
developmental stage.

Together with this change in the perception of youths
came reform in the way that society responded to their trans-
gressions. Because adolescents were still developing and
were not yet adultlike, it was argued that their offenses were
signs that they were misguided, not inevitably destined for
adult criminal careers. This placed an obligation on society
not to punish them, but to redirect their development in posi-
tive ways (Platt, 1977). Rehabilitation was seen as more ap-
propriate than punishment and retribution as a response to
youths’ illegal behaviors. This notion of child welfare and
rehabilitation became the foundation for a new system of law
to be applied to youths before a certain age (often, 16 or 17).
This new legal system would not find youths guilty of crimes,
but rather “delinquent” or “wayward” and not subject to the
penalties that would have been associated with their offenses
if they were adults.

The new juvenile justice system had courts and judges, but
instead of deciding guilt and punishment, they were in-
structed to deal with juvenile cases according to the doctrine
of parens patriae, as “a wise, merciful father handles his own
child whose errors are not discovered by the authorities”
(Mack, 1909). As expressed by Jane Addams (1935), one
of the moving forces behind the development of Chicago’s
juvenile court, the first in the United States, in 1899:

The child was brought before the judge with no one to prosecute
him and with no one to defend him—the judge and all concerned
were merely trying to find out what could be done on his behalf.
The element of conflict was absolutely eliminated and with it, all
notion of punishment. (p. 137)

Many of the juvenile court’s evolving features were consis-
tent with this philosophy. The court often functioned as a so-
cial service agency that had the authority and structure of a
legal institution. The judge was given wide discretion in de-
ciding what was best for the child. Burdens of proof were un-
necessary, as were most matters of due process, because the
state was intervening in the child’s life not to confine for pur-
poses of punishment but to address the child’s needs.

The judge’s primary staff included child welfare special-
ists (often, social workers); defense attorneys were unneces-
sary in a system that was intended to be benevolent, not
adversarial. Training schools, reformatories, and child com-
munity services developed with the intention of providing the
services that would carry out the juvenile court’s rehabilita-
tion philosophy.

Judges needed guidance from clinicians in reaching their
decisions about the services that wayward children required,
and in larger communities, they were assisted by psycholo-
gists and psychiatrists at court-related evaluation clinics. One
of the earliest models for clinical evaluation services for ju-
venile courts was an institute developed in 1909 by Healy, a
neurologist, and Fernald, a psychologist, to serve the Cook
County (Chicago) juvenile court (Schetky & Benedek, 1992).
Their assessments are said to have been comprehensive,
multidisciplinary studies of youths’ life situations, including
developmental histories, diagnostic information, and rehabil-
itation recommendations.

The new juvenile court did not “sentence” youths; their
cases were merely “settled” or “disposed.” Thus, the evalua-
tions that assisted the judge in determining the future place-
ment of youths were termed “dispositional evaluations.”
They were virtually the only “forensic” evaluation in the early
juvenile courts, and they remain today the most frequent type
of clinical evaluation provided by psychologists in delin-
quency cases.

The actual functioning of social institutions often is not
consistent with its formal philosophy, and the juvenile court
of the first half of the twentieth century was no exception.
As Tanenhaus (2000) has described, early juvenile courts
(and their communities) were often in conflict about the
new conceptualization of adolescence and delinquency, es-
pecially in cases involving serious offenses. Mechanisms
soon arose for assuring that at least some adolescents would
be tried not as juveniles but in criminal courts under crimi-
nal law as though they were adults. Moreover, even the dis-
positions of youths who were retained in the juvenile justice
system often amounted to no more than punishment, in that
the reformatories and training schools that evolved often
provided little that could be construed as an effort at treat-
ment or rehabilitation. Confidentiality associated with juve-
nile court proceedings, intended for the protection of youths,
also acted as a curtain that shielded from public view the
abuses that sometimes occurred as a result of the broad dis-
cretion that was allowed in the courts in their decisions
about youths’ confinement. In the latter half of the twentieth
century, these conditions fueled two important reforms in ju-
venile justice that changed the forensic evaluation needs of
juvenile courts.
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1965–1995: From Judicial Discretion and Rehabilitation
to Rights and Punishment

The Rights Reform

The first of these reforms was ushered in by two U.S. Supreme
Court cases: Kent v. U.S. (1966), and In re Gault (1967). Kent
required the application of certain due process rights in cases
in which the juvenile court contemplated waiving its legal ju-
risdiction over a youth, allowing the youth to be remanded to
the adult criminal courts for trial. Gault recognized several
constitutional rights of youths throughout the adjudication
process in all delinquency cases. Whereas those rights had not
been considered necessary in a system that was intended to
operate solely for the welfare of the child, the U.S. Supreme
Court now required them, explaining that the juvenile court
had failed to live up to its promise, typically providing custo-
dial care without rehabilitative efforts.

The juvenile court was still obligated to provide rehabili-
tation, the Court said, but to take custody of the youth (that
is, to find the youth “delinquent” to then provide a rehabilita-
tive disposition) would require procedures and rights that
more closely resembled the protections for adults in criminal
court. Among these were adequate notice of charges, repre-
sentation by legal defense counsel, the privilege against self-
incrimination, and the right to confront and cross-examine
opposing witnesses.

Juvenile justice systems throughout the country gradually
adjusted to these requirements. Typically, they developed a
system of adjudication for delinquency that provided legal
protections for the defense, while retaining significant judi-
cial discretion for the dispositional stage of the process after
the youth was found delinquent.

The Punishment Reform

The second reform occurred in the late 1980s and early 1990s
in response to a sudden increase in the rate of adolescents’ vi-
olent offenses, especially homicide (Zimring, 1998). Within a
few years, almost all states changed their statutes in ways that
de-emphasized a rehabilitative response to offenses by juve-
niles and increased the likelihood and severity of punishment
(Grisso, 1996).

This took several forms, especially the lowering of ages
and expansion of offenses for which youths could be auto-
matically sent to criminal court for trial and sentencing as
adults. Moreover, legislatures in many states explicitly
changed the legal purposes of juvenile justice, making public
safety its first priority rather than rehabilitation. In many
states, youths who were adjudicated delinquent now faced

much harsher consequences, including the possibility of
sentences that would begin in juvenile facilities and continue
in adult correctional facilities after they had reached their
majority.

2000: The New Field of Juvenile Forensic Evaluation

These juvenile justice reforms of the late twentieth century
confronted courts with the need for certain types of forensic
evaluations that had never existed for most of the juvenile
court’s history. Until the recent reforms, clinicians’ evalua-
tions for juvenile courts were basically clinical evaluations,
or “child studies,” designed to assist courts in understanding
youths’ delinquent behaviors for purposes of dispositional
(rehabilitation) recommendations. They were “forensic” in
that they were performed for courts, but they did not require
much by way of specialized interpretation to address legal
questions. They used the clinician’s knowledge in develop-
mental and child clinical psychology, as well as theories of
delinquency and a rather modest literature on the treatment of
delinquent youths.

The later reforms, however, raised a number of new ques-
tions that juvenile court judges and attorneys had to address
to apply new laws in delinquency cases. No longer was it suf-
ficient simply to identify a youth’s needs. Now one needed to
know whether youths had capacities that were related to the
fair application of their rights under a primarily adversarial
and punitive system of justice:

• Could youths understand their Miranda rights (and
therefore validly waive their constitutional right to self-
incrimination)?

• Was there sufficient evidence of a youth’s potential danger
to the community to meet legal requirements for depriva-
tion of liberties associated with secure pretrial or posttrial
detainment?

• What psychological evidence could be offered to deter-
mine whether a youth met the new legal criteria for de-
ciding whether he or she was “unamenable to treatment”
and therefore could be sent to adult criminal court for
trial?

• When was a youth competent to participate in the trial
process (“competent to stand trial”) in a way that met a
standard of fairness that the new juvenile laws required?

Courts’ and attorneys’ requests for forensic evaluations to ad-
dress these questions gradually began to increase and became
quite frequent in many courts in the 1980s and 1990s. As a
consequence, many forensic examiners in juvenile courts
were suddenly required to perform assessments for questions
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that were fundamentally outside their experience. Unlike re-
quests for dispositional evaluations, these requests asked
whether youths had various behaviors and capacities that
were related to specific legal concepts. They required evalua-
tions that were forensic not merely because they were per-
formed for courts, but also because they addressed specific
legal standards regarding the protection of youths’ rights.

Psychologists who provided evaluations for juvenile
courts had little to guide them in meeting these requests.
Many of the legal standards themselves were ill-defined in
the new legislative reforms, creating ambiguity regarding
what was to be evaluated and concluded. For most of the
new questions, the field had developed neither systematic ap-
proaches to assessment nor special assessment methods for
use in delinquency cases.

Thus, in the past few years, we have witnessed a signifi-
cant transformation of the field of forensic evaluation in
delinquency cases. It continues its tradition of dispositional
evaluations and its close ties to child clinical and develop-
mental psychology, as well as specialized knowledge of
delinquent youths. But currently, it is searching for its foun-
dations, methods, and identity associated with the new psy-
cholegal evaluations that arose near the end of the twentieth
century and that will dominate its future.

In Search of a Specialty

What is the status of this area of juvenile forensic evaluations
in delinquency cases as a specialty in forensic psychology?
Given its 100-year history, is it a mature specialty? Or is it
only evolving, in that it is beginning anew in response to
demands created by recent changes in juvenile law? Let us
briefly review its status on some of the criteria one uses to
judge the maturity of a professional specialty in psychology:
(a) a specialized knowledge base, (b) an organized body of
specialists, (c) a training base, and (d) a set of standards to
guide the specialty’s applications.

Knowledge Base

Despite its 100 years of practice, the field of psychological
evaluations for juvenile courts in delinquency cases has pro-
ceeded primarily on the knowledge base offered by general
developmental and child clinical psychology. As described
later, a specialized literature on the causes of delinquency and
the classification of delinquent youths did arise in the 1950s
through the 1970s. But not until the 1980s did there appear
textbooks on the practice of clinicians in juvenile courts
(Rosner & Schwartz, 1989; Schetky & Benedek, 1980, 1985,

1992), and these were not by psychologists. Moreover, neither
these texts nor psychology’s general forensic texts (e.g.,
Melton, Petrila, Poythress, & Slobogin, 1986, 1997) provided
detailed, systematic guidance for evaluations in delinquency
cases. Thus, during most of the history of the juvenile court
there has been little evidence that forensic evaluation of delin-
quent youths involved a body of knowledge that differed from
general child clinical psychology.

Concerning evaluations for the psycholegal questions
recently raised by changes in juvenile law pertaining to delin-
quency cases, the first text to describe a systematic, concep-
tual approach to such evaluations did not appear until 1998
(Grisso, 1998a). Moreover, that text was based far less on a
sound empirical foundation and far more on clinical experi-
ence than is desirable for a professional specialty.

For example, serious research on the estimation of youths’
risk for future violence has appeared only in the past decade
(e.g., Loeber & Farrington, 1998), and translations of these
results into guidance for forensic examiners (e.g., Borum,
2000; Grisso, 1998a, 2000), though promising, have been
without evidence for their validity in forensic practice. Simi-
larly, at this writing, current literature provides no substantial
studies of youths’ capacities related to competence to stand
trial. Our only current guidance for evaluating competence
for juvenile courts is in the form of recommendations based
on inferences from developmental and child clinical theory,
together with structure borrowed from our experience in
evaluating competence to stand trial in adult criminal cases
(e.g., Grisso, 1997; Grisso & Schwartz, 2000).

It is almost certain that these circumstances will change.
The late 1990s witnessed a dramatic increase in attention to
juvenile forensic assessment issues at psychological confer-
ences, which is often a bellwether for future research and
professional developments. Those developments will be im-
portant for growing the type of knowledge base that is
needed to support a specialty in forensic evaluations for
delinquency cases.

Organizational Identity

Forensic psychology became officially organized in the
1970s (e.g., the American Psychology-Law Society, and the
American Board of Forensic Psychology; see Grisso, 1991),
as did some subspecialty organizations (e.g., the American
Association of Correctional Psychologists). In contrast,
forensic psychologists working in juvenile courts have no
national organization representing their special practice in
delinquency cases. They have no national newsletters and no
journal devoted specifically to psychological evaluations in
the juvenile justice system.
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However, the components for national organizational
identity do exist. Court clinics to serve juvenile courts in
delinquency cases can be found in the majority of moderate
to large communities, and in other communities, the juvenile
courts have contractual arrangements with psychologists in
private practice who provide necessary evaluations (Grisso,
1998a). But these local systems have developed in relative
isolation, few of them having any systematic and continuing
communication with other juvenile court clinics or practi-
tioners outside their own state. We have yet to perform any
surveys that would describe juvenile court clinical services in
ways that would identify the body of psychologists in prac-
tice, the number of clinics, their structural and operational
models, and their functions. If a specialty requires an organi-
zational identity, the field of forensic juvenile evaluation does
not yet meet that requirement.

Training

Specialized training programs in forensic psychology arose
during the past two decades and have increased in number
(Vant Zelfde & Otto, 1997), but few of them currently pro-
vide specialized preparation for juvenile forensic evaluations.
The majority of psychology graduate schools provide the
basic child clinical preparation that continues to be the foun-
dation for juvenile court evaluations. However, specialized
experience in providing evaluations for delinquency cases is
rarely found in psychology predoctoral internship programs
or even in forensic psychology postdoctoral programs.

Professional Standards

Standards for the professional and ethical practice of forensic
psychology did not appear until 1991 (Committee on Ethical
Guidelines for Forensic Psychologists, 1991). Subsequently,
the American Psychological Association (1994) developed
guidelines for the ethical practice of psychological evalua-
tions in other types of child forensic cases (e.g., child cus-
tody). Currently, there are no specialized standards for the
professional and ethical practice of psychological evalua-
tions in delinquency cases. Thus, there have been no clear
definitions of the necessary qualifications for psychologists
who practice in this field.

Summary

This review of the lack of evidence for a specialty in juvenile
forensic evaluations for delinquency cases presents an irony.
As the remaining sections of this chapter show, psychologists
cannot competently perform evaluations in most delinquency
cases without certain types of knowledge and experience that

go well beyond those of the general child clinical psychologist.
Moreover, although no one has documented it, there are a
large number of psychologists nationally who have that
knowledge and experience and who therefore can be construed
as “specialists.” Yet it is difficult to identify the specialty be-
cause of (a) the historical lack of attention to developing its
specialized research base and documenting its knowledge
domain, (b) its lack of professional organization, and (c) the
absence of professional standards and training programs re-
lated to the practice of juvenile forensic evaluation.

The next decade is very likely to bring a change in these
conditions, resulting in the evolution of a specialty that has
been with us for a century but that has only recently discov-
ered itself. The remainder of this chapter provides an overview
of the concepts, research questions, and issues in evaluation
practice that will provide the context for the evolution of this
old field of practice into a young forensic specialty.

CLINICAL AND DISPOSITIONAL ASSESSMENTS
IN DELINQUENCY CASES

As noted earlier, psychologists’ most frequent evaluations in
delinquency cases have involved describing youths’ psycho-
logical needs and rehabilitation potentials. There are two
broad contexts in which these evaluations occur in delin-
quency cases. One is at the pretrial stage to assess the poten-
tial need for emergency mental health intervention; this may
be in the form of routine psychological screening or clinical
evaluation. The second is an assessment to assist the court at
the posttrial stage of the delinquency proceeding in arriving
at a dispositional decision about appropriate intervention.
After describing some fundamentals, this section describes
methods available for performing these evaluations.

Some Fundamentals

Grisso (1998a) has outlined four basic questions that disposi-
tional evaluations should answer in delinquency cases:

1. What are the youth’s important characteristics (e.g., per-
sonality, family factors, mental or intellectual problems,
delinquency history)?

2. What needs to change (e.g., what factors that have con-
tributed to delinquency will need to be modified to reduce
the likelihood of recidivism)?

3. What modes of intervention could be applied toward the
rehabilitation objective?

4. What is the likelihood of change, given the relevant
interventions?
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Certain factors are fundamental to the practice of evaluat-
ing the psychological needs and rehabilitation potentials of
delinquent youths to address these questions. Some of them
are shared with general child clinical psychology; others are
more specific to delinquency cases. Similarly, some of them
are shared with other areas of forensic psychology, and others
are not.

Development

It is axiomatic that evaluations of youths’ psychological
and rehabilitation needs must always be performed with a
developmental perspective. Unlike adults, most youths
change intellectually and behaviorally throughout the teen
years. The normative nature of those changes, and their im-
plications for future offending, always need to be considered
in delinquency cases. For example, the normative process
of development in adolescence is responsible for the well-
documented facts that the majority of adolescent males
engage in behaviors that would be misdemeanors or felonies
if they were arrested (Elliott, Ageton, Huizinga, Knowles, &
Canter, 1983), and the great majority of youths who com-
mit serious violent offenses do not continue their offending
into adulthood (Howell, Krisberg, Hawkins, & Wilson,
1995).

Family

Youths typically are dependent on their families. An assess-
ment of a youth’s psychological needs and rehabilitation po-
tential that does not include information about the family will
be inadequate for most dispositional evaluation questions in
delinquency cases. More than in most other areas of forensic
evaluation, assessments in delinquency cases are, in part,
evaluations of youths in various social contexts, including
family, school, and peer interactions.

Mental Disorder

As described later, current evidence indicates that the preva-
lence of mental disorders among youths in the juvenile jus-
tice system is at least twice that among youths in the general
U.S. population (Kazdin, 2000). The diagnosis of mental
disorders among adolescents is considerably more complex
and ambiguous than among adults. There are difficulties
with our present diagnostic classification system for adoles-
cents. But beyond this, the developmental process that ado-
lescents are undergoing nearly guarantees greater instability,
less reliability, and greater apparent comorbidity in mental
disorders during adolescence than during adulthood.

Race and Gender

Our theories of delinquency and our methods for assessing
psychological and clinical needs of juveniles have been de-
veloped primarily with a focus on the White male delinquent
youth. These guides cannot automatically be applied to girls
in the juvenile justice system. Moreover, whereas minority
youths comprise about one-third of the U.S. population of
teenagers, they make up about two-thirds of youths in our ju-
venile detention and correctional facilities (Community
Research Associates, Inc., 1997). As will be discussed later,
our assessment knowledge base often does not allow us to
apply it with confidence to minority youths. The challenges
posed by the discontinuity between our knowledge base and
the populations of youths actually served in the juvenile
justice system have too often been ignored.

Systemic Knowledge

Psychologists who perform evaluations for dispositional
questions in delinquency cases must know as much about the
rehabilitation resources of the juvenile justice and correc-
tional system as they do about the needs of youths. Ulti-
mately, the objective of a dispositional evaluation is to match
the needs of youths with the services that the system can
provide.

General Methods for Assessing Personality
and Mental Disorder

Every dispositional evaluation includes an assessment of the
youth’s intellectual and social development, personality, and
possible mental disorder. In this respect, dispositional evalua-
tions for delinquency cases are most like general child clinical
evaluations and may borrow on our general knowledge of
child psychopathology and its assessment. Hoge andAndrews
(1996) have provided a helpful review of methods pertaining
to this area of assessment with delinquent youths.

Examiners have the benefit of a number of relatively
new assessment tools for describing youths’ personality, de-
velopmental problems, and symptoms of mental disorder.
Among them are the Minnesota Multiphasic Personality
Inventory–Adolescent (MMPI-A; Butcher et al., 1992) and the
Millon Adolescent Clinical Inventory (MACI; Millon, 1993).
They have their limitations for use in delinquency cases,
however. Neither has yet been used extensively in research in
juvenile justice settings, and research has not yet provided a
confident view of the application of the instruments to ethnic
minority youths. The Child Behavior Checklist (Achenbach,
1991) provides a better research foundation for application to
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delinquent youths of various ethnic backgrounds, as well as
offering parent-response, teacher-response, and youth self-
report versions. In addition, the less well known Basic Person-
ality Inventory (Jackson, 1995) is shorter than the MMPI-A or
MACI and offers norms for delinquent samples.

Until recently, research on the prevalence of mental disorders
among youths in the juvenile justice system has been piecemeal,
offering widely varying estimates (Otto, Greenstein, Johnson, &
Friedman, 1992). Based on several comprehensive studies in
the past few years (e.g., Teplin, Abrams, & McClelland, 1998;
Timmons-Mitchell et al., 1997), the prevalence of mental
disorders among youths in juvenile justice facilities appears
to be about 40% (excluding conduct disorders), roughly twice
that of youths in the general population.

Conduct disorder, of course, is the most frequent diagno-
sis among delinquent youths. Its usefulness as a diagnostic
classification is limited by the fact that the “disorder” is little
more than an identification of the fact that a youth has been
habitually delinquent. The distinction in the Diagnostic and
Statistical Manual of Mental Disorders (DSM-IV; American
Psychiatric Association, 1994) between the onset of conduct
disorder prior to adolescence and during adolescence, how-
ever, has some value, in that a body of literature indicates
that early onset increases the likelihood that a youth will con-
tinue to engage in illegal behaviors beyond adolescence (e.g.,
Moffitt, 1993; Loeber & Farrington, 1998). Frick (1998b) has
provided a useful set of guidelines for the diagnosis of con-
duct disorder and its use in dispositional planning.

The literature (e.g., Teplin et al., 1998) makes it clear that
special attention should be given in dispositional evaluations of
delinquent youths to mood disorders (especially depression),
anxiety disorders, and posttraumatic stress disorder. In addi-
tion, attention-deficit/hyperactivity disorder (Barkley, 1990)
and substance abuse disorders play a significant role in describ-
ing and explaining the delinquent histories of some youths.

Unfortunately, the diagnosis of mental disorders among
juvenile justice youths in clinical evaluations is hampered
by controversy regarding theories and taxonomy in child psy-
chopathology (Mash & Barkley, 1996) and issues of comor-
bidity. Moreover, structured tools for arriving at DSM-IV
diagnoses, like the Diagnostic Interview Schedule for Children
(Schaffer, Schwab, & Fisher, 1993), are very time-consuming
and thus not amenable to many clinical referral situations in
delinquency cases.

Personality and Problem Scales Specifically
for Delinquency Cases

A number of typologies for categorizing delinquent youths
were developed in the 1960s and 1970s, and they persist

today along with assessment methods for classifying youths
according to these typologies. For example, classification of
youths according to interpersonal maturity level can be based
in part on scores on the Jesness Inventory (Jesness & Wedge,
1985), developed specifically for use with delinquent youths.
Quay (1964, 1966) has long had a useful typology for classi-
fying delinquent youths, objectified in his Revised Behavior
Problem Checklist (Quay & Peterson, 1987). More recently,
the Youth Level of Service/Case Management Inventory
(Hoge & Andrews, 1994) was developed to identify specific
problem areas around which to formulate rehabilitation plans
for youths in the juvenile justice system.

Most of these instruments have been intended for use with
youths after they have been identified as in need of interven-
tion. That is, typically, they would not be used to screen every
youth entering a juvenile justice facility at the pretrial or
posttrial stage. Several other instruments have been devel-
oped for routine screening of youths as they enter the juvenile
justice system. Typically, they are used to identify youths
who may be in need of immediate referral for further evalua-
tion. Among these are the Child and Adolescent Functional
Assessment Scale (Hodges, 1995), the Problem Oriented
Screening Instrument for Teenagers (McLellan & Dembo,
1993), and the Massachusetts Youth Screening Instrument–
Second Version (Grisso & Barnum, 2000; Grisso, Barnum,
Fletcher, Cauffman, & Peuschold, 2001).

These screening instruments have the advantage of being
amenable to routine administration to all youths entering
the juvenile justice system. Thus, they are useful as “triage”
instruments and as methods for suggesting problem areas
that need to be explored in further assessment directed to-
ward intervention planning. The more an instrument is
amenable to routine use, however, the greater has been the
requirement to keep the instrument brief, to rely on the
youth’s own self-report, and to allow that the instrument
may be influenced by immediate and potentially transient
psychological states rather than primarily characterological
traits. These features may decrease the reliability and valid-
ity of the instruments for some purposes (e.g., diagnosis),
while allowing them to be satisfactory as triage instruments
that signal potential needs. Typically, they should not be
used in place of clinical expertise or more complete
measures when performing comprehensive dispositional
evaluations.

Assessment of Social Contexts

As noted earlier, dispositional evaluations in delinquency
cases require an evaluation of potential resources and inter-
ventions that may be relevant in developing a rehabilitation
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plan.Afew methods are available for assessing the qualities of
youths’families and their potential as a focus for rehabilitation
efforts. Examples include the Family Environment Scale
(Moos & Moos, 1986) and the Family Adaptability and Cohe-
sion Evaluation Scales II (Olson et al., 1982). At present, they
can be of value descriptively, but there is little research to
guide the clinician in using the data for rehabilitation planning.

Especially noteworthy is the absence of methods to de-
scribe and classify rehabilitation programs in ways that are
clinically useful. Recent research has demonstrated the value
of some types of rehabilitation programs for delinquent
youths in general (e.g., Tate, Reppucci, & Mulvey, 1995).
However, research has provided little guidance for valid
matching of types of youths with types of rehabilitation pro-
grams. As essential as this information may seem, it is sim-
plistic to imagine that a call for such research will provide it.
Before even beginning to test the value of specific programs
with certain youths, researchers need a reliable way to clas-
sify youths and to classify rehabilitation programs according
to some theory of rehabilitation, neither of which currently
exists. Moreover, the application of such research would
have to presume that local versions of the rehabilitation pro-
grams practiced the intervention methods in question reliably
and consistently. Thus, it is unlikely that researchers will be
able to provide empirically validated guidelines for matching
types of youths with types of programs in the near future.

Dispositions and Public Safety

The juvenile justice system has always had two primary ob-
jectives: to provide for youths’ positive development, and to
protect the community. In recent years, juvenile justice sys-
tems increasingly have acknowledged that youths’ rehabilita-
tion in a juvenile correctional system exists primarily to reduce
the likelihood of future harm to others, not simply to meet
youths’ psychological needs. Public safety is not only a long-
range objective, but also a more immediate concern during the
process of rehabilitation. Therefore, virtually every evaluation
for the needs and rehabilitation potential of a youth in the ju-
venile justice system requires an assessment of the short-range
and long-range risk of future harm to others. Assessment for
likelihood of future harm is described in the next section as a
separate type of evaluation. However, these assessments have
always been a part of disposition evaluations as well.

ASSESSMENTS FOR VIOLENCE RISK

Substantial advances have been made in recent years in the
assessment of the risk of future violence among adults (see

the chapter by Monahan in this volume). The assessment of
risk of violence in youths has borrowed from that research
certain general principles, which are described below. Re-
search on methods for risk assessment with youths lags be-
hind the adult research in identification of specific risk factors
and the development of assessment instruments. As noted
below, however, the field shows promise for meeting those
needs in the near future.

Clinicians are asked to evaluate youths’ risk of future vio-
lent behavior at a number of points in the adjudicative process
in delinquency cases:

• Determining the need for secure pretrial detention.

• Addressing the “public safety” standard in juvenile court
hearings on waiver of a juvenile to criminal court for trial.

• For youths adjudicated delinquent, to assist the court in de-
termining degree of security needed during rehabilitation.

• After a period of commitment to a secure rehabilitation
program, assessing whether rehabilitative efforts have re-
sulted in reduced risk of future harm (allowing transitional
placement in a less secure program).

• Assessing the need for extended juvenile court custody in
states that allow such extension beyond the usual age ju-
risdiction for juvenile court.

The scope and method of risk assessments will differ some-
what for these various purposes, but most of the points raised
below are applicable across these various types of risk
assessments.

Some Fundamentals

From research on adult violence risk assessment, we have
learned a number of lessons that can be applied to risk as-
sessment with adolescents. These fundamentals are now
widely recognized among forensic psychologists who per-
form violence risk assessments (e.g., Borum, Swartz, &
Swenson, 1996; Grisso, 1998a; Monahan, 1981; Otto, 1992).

Use Risk Factors

Clinicians should bring to the task a set of factors or variables
that, based on research evidence, have known relations to fu-
ture violence. Research has identified such factors for use
with adolescents (e.g., see Loeber & Farrington, 1998). None
of these risk factors is highly correlated with future violence,
but their modest empirical relations to violence provide a
reasonable, logical foundation for any risk assessment. Those
factors are reviewed later in this section.
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Make Risk Estimates, Not Predictions

When clinicians treat risk assessment as a dichotomous
question (that is, whether the individual “will or won’t” en-
gage in a violent behavior in the future), their predictions
that a person will engage in a violent behavior are more
often wrong than right (Monahan, 1981). Violence in most
populations is a low-base-rate behavior, raising the rate of
false-positive predictions. Clinicians, therefore, are urged to
see their task as estimating the relative likelihood of future
violence (e.g., a statistical probability estimate, or a designa-
tion of “less likely, as likely, or more likely” than others in a
specific population).

Use Actuarial Methods and Base Rates

Clinicians are encouraged to use any valid methods that re-
search provides for combining risk factors to arrive at proba-
bility estimates of future violence. Unfortunately, no such
methods currently exist for use with adolescents in delin-
quency cases. This is an area that is in need of research, and,
as noted later, current efforts in that direction are underway.
When validated actuarial tools for this task are available, they
will be the preferred method for performing adolescent
violence risk assessments.

Recognize Social Context

Acts of violence are only partly a function of personal char-
acteristics. They are also a function of situations and social
contexts that increase or decrease the likelihood of an aggres-
sive reaction. A youth with aggressive tendencies may be
more likely to be violent in one context than in another
(e.g., when not under supervision versus when in custody in
a structured delinquency program). Clinicians should recog-
nize, assess, and consider those social situations in which the
youth is likely to be functioning in the future. Moreover, risk
estimates should be conditional, based on reference to a
specific context.

Recognize Difficulties in Long-Range Estimates

Sometimes, clinicians are asked to make estimates of the
likelihood that a youth will engage in violent behavior sev-
eral years in the future, or when the youth becomes an adult.
The process of ongoing development in adolescence suggests
that a youth’s present behavior, though important to consider,
is less likely than an adult’s to be a good indicator of future
behavior when the future in question is more extended.
Moreover, it is well documented that most youths who

engage in violent behavior as adolescents do not continue to
engage in violent behavior as adults (e.g., Elliott et al., 1983;
Gottfredson & Hirschi, 1990).

Risk Factors

The following factors have been identified as empirically re-
lated to future violence in youths, although none of them is
highly predictive. Borum (2000) and Grisso (1998a) have
provided commentary on their application in assessment
cases, and the following comments on each factor are consis-
tent with those recommendations.

• Past Violent Behavior. Clinicians should examine the
nature and history of youths’ past violence. Typically,
the mere fact that the youth is charged with a violent
offense is less critical for estimates of future violence
than whether the youth’s first harmfully aggressive be-
haviors began to emerge in preadolescence or in ado-
lescence. Earlier onset is more suggestive of continued
aggression beyond adolescence (e.g., Elliott, 1994;
Moffitt, 1993).

• School Problems. Truancy, dropout, and other signs of
poor attachment to school are related to increased risk of
future violence (Lipsey & Derzon, 1998). This factor is
more critical when incidents of school problems began
earlier in a youth’s school history.

• Substance Abuse. Alcohol and drug use increases the risk
of violence both directly (as a condition during which vi-
olence may occur) and indirectly (as an activity that fre-
quently brings youths into social situations that encourage
aggressive behaviors).

• Personality Traits. Personality characteristics such as
anger, impulsiveness, and lack of empathy have been
related to youth violence. Research currently underway
examines the construct of psychopathy as a personality
type in adolescence (e.g., Frick, Bodin, & Barry, 2000)
and as a factor in risk assessment (as discussed later in this
chapter).

• Mental Disorder. Although not highly predictive, mood
disorders, posttraumatic stress disorder, and attention-
deficit/hyperactivity disorder contribute to the risk of
harmful aggression.

• Family Conflict. The modeling of aggression by parents,
as well as youths’ experience as victims of family abuse
and neglect (Widom, 1989; Widom & Maxfield, 1996),
have been shown to be related to an increase in risk of
harm to others.
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• Peers. Social interaction with peer groups that have pat-
terns of aggression increases the risk of violent behavior,
as well as proximity to neighborhoods in which the base
rate of violence is high.

• Opportunity. Risk assessments should attend to external
factors that may increase the likelihood that violent acts
may occur among youths who are high in other risk fac-
tors (e.g., the availability of weapons, the accessibility of
a specific person with whom a youth may be in conflict).

Methods and Instruments

There is a significant need for systematic methods that would
allow clinicians to collect reliable information on these fac-
tors for a given youth and to refer to research-based rates of
violence for youths who were known to have this same com-
bination of factors. Such instruments have been developed
for use with adults (e.g., Quinsey, Harris, Rice, & Cormier,
1998), but they have not yet been developed for adolescents.
Actuarial methods of that type are in progress, including the
Early Assessment Risk List for Boys (Augimeri, Webster,
Koegl, & Levene, 1998) and the Structured Assessment of
Violence Risk in Youth (Bartel, Borum, & Forth, 1999). Be-
fore these instruments can be used clinically, however, it is
necessary to complete substantial research to validate and
cross-validate their use in delinquent samples, with adequate
attention to their use with both boys and girls and with ethnic
minority youths.

Risk of Sex Reoffending

The development of assessment methods in this area has
focused primarily on identifying types of juvenile sex of-
fenders, discovering their special characteristics to improve
treatment efforts, assessing treatment progress, and evaluat-
ing risk of future sex reoffending when discharge from treat-
ment programs is being considered. Assessment in this area
can employ some of the general risk assessment factors dis-
cussed earlier, but it also requires additional factors as well as
special attention to specific diagnostic features of youthful
sex offenders (American Academy of Child and Adolescent
Psychiatry, 1999).

Considerable progress has been made in recent years in
providing examiners with structured methods for classifica-
tion of juvenile sex offenders and identifying important fac-
tors for guiding their treatment (e.g., American Academy of
Child andAdolescent Psychiatry, 1999; Barbaree, Marshall, &
Hudson, 1993; Perry & Orchard, 1992). Several methods also
have been made available for risk assessment and treatment

planning for youthful sex offenders. Although these methods
have not yet demonstrated adequate validity, some methods
now in development have reported more promising results
(e.g., Knight & Cerce, 1999; Knight, Prentky, & Cerce, 1994;
Prentky, Harris, Frizzell, & Righthand, 2000).

ASSESSMENTS FOR PSYCHOLEGAL CONCEPTS
IN DELINQUENCY CASES

In contrast to dispositional and violence risk evaluations,
some assessments in delinquency cases call for examiners to
provide information that assists the courts in addressing
youths’ capacities in relation to specific legal criteria. One of
these evaluations addresses criteria for waiver of juvenile
court jurisdiction, allowing youths to be tried in criminal
court. Clinicians have provided waiver evaluations for juve-
nile courts for many decades. Other types of evaluations ad-
dressing specific legal criteria have a shorter history because,
as noted earlier, they have arisen as a consequence of rela-
tively recent changes in juvenile law. Among these are as-
sessments of youths’ capacities as trial defendants (i.e., their
competence to stand trial) and evaluations for youths’ capac-
ities to waive Miranda rights.

Some Fundamentals

The field of forensic psychological assessment has developed a
consensus about some fundamental principles when perform-
ing evaluations to address legal standards related to capacities
and characteristics of individuals before the courts. Elabora-
tion on these principles can be found in Grisso (1986, 1988,
1998a), Melton et al. (1997), and a number of texts that de-
scribe basic standards for forensic evaluations (e.g., Heilbrun,
2001; Schwartz & Rosado, 2000).

Clinicians who assist courts in addressing a person’s ca-
pacities in relation to a legal standard should at least engage
in the following procedures:

• Know the legal standard and how it has been used in
law, and translate it into psychological or psychiatric
constructs that bear a conceptual relation to the legal stan-
dard as it has been applied by courts.

• Perform evaluations using methods that collect informa-
tion relevant to the psychological constructs derived from
the preceding translation.

• Interpret and communicate the evaluation’s results in a
way that assists the court in understanding their relevance
for the legal standard that guides the court’s decision.
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Waiver to Criminal Court

The Legal Standard

All states provide legal mechanisms whereby a youth who is
charged with an offense may be waived (in some states,
“transferred” or “certified”) to stand trial in criminal court as
an adult (Snyder & Sickmund, 1999). In recent years, many
states have put in place laws that require that cases involving
youths of certain ages and charged with specific offenses
must “automatically” be filed in criminal court. Almost all
states, however, have retained laws and procedures that allow
juvenile court judges the discretion to waive jurisdiction for
other juveniles, following a “waiver hearing” to determine
whether the evidence meets the legal criteria. These criteria
vary somewhat from state to state, but typically, they include
a finding that the youth presents a significant risk of harm to
others (a “public safety” standard) and that the youth is very
unlikely to be rehabilitated if retained in the juvenile justice
system (an “unamenable to rehabilitation” standard). Clini-
cians sometimes are asked to evaluate youths prior to waiver
hearings to provide information about risk of harm and
likelihood of rehabilitation.

The historical vagueness of legal standards for waiver has
made it difficult for clinicians to translate the legal standards
into psychological constructs for assessment purposes. Crite-
ria offered by the U.S. Supreme Court in Kent v. U.S. (1966)
often have been used but are inadequate for this purpose.
Several of Kent’s eight criteria are not psychological at all
(e.g., “seriousness of the offense”), others are psychological
but nonspecific (e.g., “sophistication and maturity of the
child”), and still others are so vague as to offer virtually no
guidance (e.g., “previous history of the child”).

Most states’ “public safety” or “danger to others” criteria
are similarly vague. This at least allows clinicians to employ
factors that have known empirical relations to future violence
among youths, as previously discussed, but usually, the stan-
dards do not describe the context in which estimates of risk
for violence are to be made. For example, does the court wish
to know whether the youth, if retained in the juvenile justice
system, would be a significant risk while being treated, or is
the question the risk of violence in adulthood after the youth
has been treated? Standards usually are silent on such mat-
ters, although attorneys and judges sometimes can offer guid-
ance regarding local interpretations.

Likewise, states’ definitions of “unamenable to rehabilita-
tion” often are nonspecific. Most, however, do not consider
merely whether the youth’s condition is modifiable in gen-
eral: They ask whether it is reasonable to expect the state’s
rehabilitation programs for delinquent youths to be able to

bring about necessary change with this particular youth. In
other words, the question of amenability to rehabilitation re-
quires addressing the match of the youth to rehabilitation op-
tions, and the likelihood of reduced recidivism under the
“best fit” of these possible matches. Moreover, courts typi-
cally require an estimation of the time that may be needed to
achieve the desired low level of recidivism risk, because the
juvenile justice system in most states must release a youth at
an age specified by law as the extent of the juvenile court’s
age jurisdiction.

Assessment Concepts and Methods

The two criteria that guide waiver decisions allow evalua-
tions to be based substantially on methods that were dis-
cussed earlier in this chapter for dispositional evaluations
(pertaining to rehabilitation potentials and recommendations)
and in another section for evaluating risk of future harm to
others. Evaluations for waiver cases, however, have many
features that require more than simply combining a “risk as-
sessment” with a “rehabilitation assessment” in one package.
For example, they require more specific attention than do ei-
ther of these two evaluations alone to such matters as the
youth’s potential responsiveness to intervention, the real or
questionable significance of past unsuccessful interventions
with the youth, and the estimated time that will be required
for rehabilitation.

Systematic guidance for dealing with these special issues,
and for integrating information from risk and rehabilitation
data to satisfy the requirements of waiver questions, has only
recently begun to appear (Grisso, 1998a, 2000). Thus, there is
no consensus regarding the manner in which waiver evalua-
tions should be performed. The field is producing information
that someday may offer more confident guidance for waiver
evaluations. For example, recent reviews of evaluation
research have provided helpful information on the relative
effectiveness of various types of rehabilitation interven-
tions for delinquent youths (e.g., Kendall & Braswell, 1993;
Lipsey & Wilson, 1998; Mulvey, Arthur, & Reppucci, 1993;
Schoenwald, Scherer, & Brondino, 1997). But considerably
more research is needed before clinicians can speak with con-
fidence about the potential results of these interventions with
youths having specific clinical and offense characteristics.

Adjudicative Competence (Competence to 
Stand Trial)

As noted earlier, the issue of competence to stand trial has vir-
tually no tradition or history in the juvenile justice system. It
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was first raised with any frequency little more than a decade
ago, in response to changes in juvenile law that increased
the penalties associated with delinquency adjudication, and
therefore increased the need for attention to due process re-
quirements more like those provided to adults in criminal
court. Clinicians who perform evaluations in delinquency
cases increasingly are being asked to evaluate youths’ capac-
ities as trial defendants in juvenile court proceedings, and this
demand is expected to continue. (See the chapter by Stafford
for a discussion of trial competence of adults.)

The Legal Standard

During the past 15 years, over half of the states came to rec-
ognize the right of juveniles to be competent to stand trial in
delinquency cases in juvenile court. In many states, this has
been established by new statutes (Bonnie & Grisso, 2000); in
others, it has been recognized as a consequence of litigation
(e.g., In the Interest of S.H., 1996). Often, these new laws
have not specifically stated the standard for competence to be
applied in juvenile court. But in all cases in which the issue
has been raised, courts have applied to juvenile cases the
modern standard for competence to stand trial as formulated
in Dusky v. U.S. (1960) for criminal cases referring to com-
prehension of the trial and the ability to assist counsel.

Three other matters of definition for competence in juve-
nile court are far less certain (Bonnie & Grisso, 2000). First,
most states’ laws are unclear as to whether the degree of abil-
ity that is required within this definition is the same for partic-
ipating in juvenile proceedings as for participating in criminal
proceedings. Second, whereas incompetence to stand trial
typically is related to mental disorder or mental retardation in
criminal cases, some youths may lack the abilities identified
in the Dusky standard not because of disorder or disability, but
due to immaturity. Only a few states explicitly recognize the
possibility of incompetence due to immature abilities; most
are silent on this matter. Third, the disposition of juveniles
found incompetent is still a matter of uncertainty in many
states. In adult cases, persons found incompetent are provided
appropriate treatment for the mental disorder or devel-
opmental disability that is responsible for their functional
deficits associated with incompetence. Although many states
presume that this applies to juveniles as well, it does not pro-
vide a remedy for youths whose deficits are simply a result of
their immaturity.

Assessment Concepts

Only recently have clinicians been provided guidance for
conceptualizing and performing evaluations of juveniles’

competence to stand trial (Barnum, 2000; Grisso, 1997,
1998a, 2000; Grisso, Miller, & Sales, 1987; Schwartz &
Rosado, 2000). These efforts borrow on established concepts
in adult competence evaluations, but they leave unanswered
a host of questions raised by the developmental status of ado-
lescents and its potential relation to youths’ functional abili-
ties as trial defendants.

Concerning the functional component of competence to
stand trial, several decades of legal and clinical forensic
analysis have established a consensus regarding the func-
tional abilities to which the Dusky standard refers. These are
outlined elsewhere in this volume. These functional abilities
should apply to juvenile proceedings as well as adult crimi-
nal proceedings with only a few minor exceptions (e.g.,
knowledge of the jury process is irrelevant in most states in
that they do not provide for jury trials in juvenile court pro-
ceedings). Some of the more important functional abilities
include (a) understanding of the charges and possible conse-
quences of the trial; (b) understanding and appreciation of
the role of participants in the trial; and (c) the ability to
make decisions about the exercise or waiver of important
rights, such as may occur when one waives the right to a
trial by pleading guilty or waives the right to be represented
by legal counsel.

Concerning the causal component of competence to stand
trial, it is presumed that deficits in these abilities due to
mental disorder or mental retardation are as applicable in
juvenile cases as in criminal cases. However, as noted earlier,
in many states, it is not clear whether youths may be found
incompetent when their deficits in relevant functional abili-
ties are due merely to immaturity.

A number of recent reviews have used developmental
psychological theory and research to identify children’s and
adolescents’ cognitive and emotional capacities potentially
associated with their adjudicative competence (Abramovitch,
Peterson-Badali, & Rohan, 1995; Grisso, 1997, 1998a, 2000;
Scott, Reppucci, & Woolard, 1995; Steinberg & Cauffman,
1996). Typically, they suggest that children younger than the
teen years are not expected to match the knowledge and ca-
pacities of adults for grasping the trial process. Reviews
suggest that “average” adolescents may have adultlike abili-
ties for basic understanding of trials, but that adolescents
with mental disorders and developmental delays (especially
common in delinquent populations) may have poorer capaci-
ties for understanding their legal circumstances than do
adults with similar disabilities.

Moreover, even “average” adolescents may not yet have
achieved their own potential (i.e., the capacities they will
have when they reach adulthood) for making critical deci-
sions about the exercise of rights in the trial process. Decision
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making is significantly influenced by a number of factors for
which there is evidence of normative differences between
adolescents and adults: for example, in risk-benefit analyses
(Benthin, Slovic, & Severson, 1993; Furby & Beyth-Marom,
1992; Mann, Harmoni, & Power, 1989; Peterson-Badali,
Abramovitch, & Duda, 1997), in time perspective and future
orientation (Greene, 1986; Nurmi, 1991), and in risk-taking
tendencies (Arnett, 1992).

These opinions about youths’ capacities as trial defen-
dants, however, have been based primarily on theoretical
analyses rather than on empirical research specific to their
legally relevant functional abilities. Thus, greater certainty
about the nature and scope of youths’ trial-related deficits as
a result of immaturity awaits additional empirical informa-
tion from future research on the question.

Concerning the interactive component of competence
to stand trial, one might suppose that the demands on
youths for participation in their trials would be less than for
adults, in that they have the benefit of parents who may as-
sist them in understanding the proceedings and making
important decisions. Some observations, however, suggest
that too often, parents are not able to provide such assis-
tance (Tobey, Grisso, & Schwartz, 2000). Attorneys can
sometimes improve their young clients’ understanding or
decision making, but commentators typically have ex-
pressed misgivings about their ability to do so routinely (e.g.,
American Bar Association Juvenile Justice Center, 1995;
Buss, 1996).

Assessment Methods

Guidelines for evaluating youths’ competence to stand trial
(e.g., Barnum, 2000; Grisso, 1998a) generally have recom-
mended procedures and methods that are patterned after
those employed with adults (see the chapter by Stafford;
Grisso, 1988; Melton et al., 1997). They recommend a clin-
ical and developmental assessment, intelligence testing
when necessary, the collection of relevant historical infor-
mation (e.g., academic records), and a direct assessment of
the youth’s current functional abilities associated with the
competence standard. A number of structured tests and in-
terview procedures have been developed for assessing the
relevant functional abilities in adult criminal cases (for a
review, see Grisso, 1986; more recently, the MacArthur
Competence Assessment Tool for Criminal Adjudication:
Poythress et al., 1999). Although some of the instruments
may have potential for application in delinquency cases,
and a few research reports have used structured compe-
tence assessment tools in small samples of youths (Cooper,
1997; Savistsky & Karras, 1984), to date, there is no body

of research providing adequate normative data for adoles-
cents on these instruments.

Youths’ Capacities to Waive Miranda Rights

The issue of youths’ capacities to waive Miranda rights be-
came an issue during the decade following In re Gault
(1967), in which the U.S. Supreme Court ruled that youths
in delinquency cases had many of the same rights as adults
facing criminal charges. Among these were the constitu-
tional rights to avoid self-incrimination and to have counsel
present at the time of any police interrogation. The 1970s
saw an increase in appellate cases that addressed whether ju-
veniles in delinquency investigations were capable of waiv-
ing these rights when they were informed of them by police,
and therefore whether their confessions were obtained in a
manner that would allow them to be admitted as evidence
against them (Feld, 2000). Eventually, clinicians began re-
ceiving requests for evaluations of youths’ cognitive and
emotional capacities to have understood and waived their
rights prior to the confessions they gave to police officers.
Requests increased in the 1990s, as new juvenile laws low-
ered the ages at which youths could be waived to criminal
court (where their confessions would have considerably
greater consequences).

The Legal Standard

Any confessions used against criminal or delinquency defen-
dants must be preceded by warnings to them regarding their
constitutional rights to legal counsel and to avoid self-
incrimination, as required by Miranda v. Arizona (1966). For
their confessions to be admissible as evidence, their waiver
of the rights must be made “voluntarily, knowingly and intel-
ligently” (Fare v. Michael C., 1979). Whether this standard
is met in a particular case is dependent on the court’s weigh-
ing of the “totality of circumstances” (People v. Lara, 1967;
Fare v. Michael C., 1979).

The U.S. Supreme Court’s decision in Colorado v.
Connelly (1986) indicated that confessions typically will be
seen as voluntary as long as they are not the product of
obvious police coercion. Courts have not settled the applica-
tion of this standard to youths, although U.S. Supreme
Court commentary in In re Gault (1966) and Fare v. Michael
C. (1979) appears to acknowledge that greater protection
from coercion may be necessary for youths than for adults
because of their psychological immaturity. Some states
require that parents be present to advise youths regard-
ing their decision to waive the rights (Grisso, 1981), but par-
ents themselves may not waive their child’s constitutional
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rights in police investigations that may lead to delinquency
charges.

Assessment Concepts

Concerning the functional component of the question of valid
waiver of rights, the Miranda warnings themselves define the
specific information that youths must be able to understand,
but they do not define all of the information that is relevant.
For example, a youth may understand that he or she can have
an attorney present at the interrogation (as stated in the third
Miranda warning). But the youth is unprepared to use this in-
formation if he or she does not understand that an attorney is
an advocate who works on his or her behalf (which is not
explained in the Miranda warnings). Grisso (1981, 1998a)
has outlined the additional types of knowledge that youths
should have, beyond “understanding” of the Miranda warn-
ings themselves, to ensure that they “appreciate” the signifi-
cance of the warnings.

Concerning the causal component, possible explanations
for youths’ deficits in understanding and appreciation of the
Miranda warnings might include any of the clinical and psy-
chological reasons that one might imagine for impairment
or immaturity in intellectual functioning, attention, memory,
and other cognitive functions. They might also include sim-
ple lack of knowledge or, at the time of the evaluation, the
possibility of feigning an inability to understand the Miranda
warnings.

In a substantial research project, Grisso (1980, 1981) ex-
amined the capacities of youths to understand and appreciate
Miranda warnings, using objective assessment methods with
large samples of youths (in pretrial detention) and adults (in
the criminal justice system). Age and intelligence were the
most significant correlates of performance on the measures of
understanding and appreciation of Miranda rights. Youths
below age 14 generally had significantly poorer performance
than did adults, and midadolescents with low intelligence
performed significantly more poorly than most adults, even
those with similarly low intelligence. Contrary to common
judicial presumptions, youths with more prior experience
with the justice system did not perform better than youths
with less prior involvement with attorneys and courts.

Concerning the interactive component, opinions about a
youth’s capacities to have waived Miranda rights at the time
of interrogation typically require not only consideration of
the youth’s capacities, but also the circumstances of the in-
terrogation itself. For example, a youth with marginal ca-
pacities for understanding the warnings at the time of an
evaluation may have been far less able to comprehend them

at the time of police questioning, depending on how the
Miranda warnings were given (e.g., in a cursory fashion,
or if a youth with serious reading deficits was expected to
read them). Examples of other interrogation circumstances
(Grisso, 1998a) that might be relevant because they could
influence the youth’s capacities to attend to, understand, and
appreciate the significance of the Miranda warnings include,
for example:

• The length of time the youth was held in isolation prior to
questioning.

• Physical conditions of the holding cell.

• Whether the youth was provided food and other necessities.

• Whether parents were present and were capable of offer-
ing advice.

Assessment Methods

Current guidelines (Grisso, 1998a; Schwartz & Rosado, 2000)
suggest that evaluations for juveniles’ capacities relevant for
questions of valid waiver of Miranda rights should involve
extensive investigation of the circumstances of the police
questioning, including information from police records, from
the youth, and from the youth’s parents (even if they were not
present, because they often can provide information about the
youth’s psychological condition during the days preceding the
arrest). Clinical and developmental assessment is needed to
describe the youth’s psychological and mental health status in
relation to the causal component of the evaluation. Psycho-
logical testing, especially intelligence testing, will usually be
used to assist in this description.

The functional component requires a direct assessment of
the youth’s ability to understand the Miranda warnings and
their significance. This will not necessarily describe what the
youth knew or was able to understand at the time of police
questioning, but knowing the youth’s current ability to un-
derstand the warnings is a prerequisite to making such infer-
ences. This part of the assessment can be done by interview.
However, specialized tools for this purpose (Grisso, 1998b)
allow for objective scoring and comparison of the youth’s
scores to those of a large sample of youths and adults.

Of concern in this area of assessment is its current reliance
on one substantial research project (Grisso, 1981, 1998a) for
its methods and normative data. Further research is needed to
replicate its findings, provide greater evidence for validity of
the measures that it produced, and develop more sophisti-
cated methods for integrating assessment data to address the
complex retrospective question of youths’ capacities to have
provided valid waiver of Miranda rights.
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FUTURE ADVANCES IN FORENSIC ASSESSMENTS
IN DELINQUENCY CASES

As the twentieth century drew to a close, there was evidence
that this field would be seeing significant research in several
areas that could have an impact on the quality of forensic
assessments in delinquency cases. Four of those areas are
briefly reviewed here, representing one topic from each of the
preceding sections of this chapter: (a) mental health needs of
delinquent youth; (b) adolescent psychopathy, related to risk
assessment; (c) adolescents’ adjudicative competence; and
(d) systems issues in evaluation services to juvenile courts.

Identifying Mental Health Needs of Youths
in the Juvenile Justice System

The 1990s was a “get tough” era in juvenile justice law and
policy. As noted earlier, many states changed their laws to
identify public safety, accountability, and punishment, not the
best interests of youth, as the primary objectives of their ju-
venile justice systems. Dramatic and extreme swings in so-
cial policy, however, often produce a reaction. As the 1990s
closed, there was significant evidence for a counteraction
among juvenile advocates who sought to moderate the juve-
nile justice system’s new, punitive objectives. This took the
form of increased concern about the mental health needs of
youths in the juvenile justice system.

This concern was fueled by preliminary evidence from re-
search studies (e.g., Otto et al., 1992; Teplin et al., 1998) that
the prevalence of mental disorders among youths entering the
juvenile justice system was very high (compared to the general
population) and that it was rising. The cause of this increase
has been unclear, but it may have been influenced by (a) in-
creased trauma in high-crime neighborhoods during the wave
of juvenile violence in the early 1990s; (b) new juvenile laws
that inhibited discretionary diversion of mentally disordered
youths from the courts to mental health services; and/or, (c) in
many communities, a deterioration of inpatient and commu-
nity mental health services for youths during the 1990s.

As the century came to a close, federal agencies (e.g., Office
of Juvenile Justice and Delinquency Prevention) and private
foundations (e.g., the John D. and Catherine T. MacArthur
Foundation) began to fund a number of new initiatives that
were intended to address this issue. Chief among their objec-
tives were:

• Better estimates of the degree and types of mental health
and substance abuse needs of youths in pretrial detention
and posttrial custody.

• The development of more valid and reliable methods for
screening and thus identifying youths with these special
needs.

• Improving mechanisms for responding to those needs
with effective intervention.

Clinicians may expect a significant increase in information in
these areas over the next decade, as well as the appearance of
new screening and assessment methods for use specifically in
delinquent populations for identifying their mental health and
substance abuse needs.

Child and Adolescent Psychopathy

The 1990s produced a small explosion of research reports on
theories, measurements, and empirical evidence for psy-
chopathy in children and adolescents. Considerably more re-
search on this topic will appear in the next decade. Clinicians
who perform evaluations in delinquency cases must be pre-
pared to review and respond to it because it will have signifi-
cant implications for assessments of risk of violence as well
as questions of amenability to rehabilitation.

Psychopathy as a personality type was proposed by
Cleckley (1976) and then operationalized and studied exten-
sively in the 1980s and 1990s by Hare and a number of his
colleagues (Hart & Hare, 1997 for a review; also see the chap-
ter by Hemphill & Hart). Psychopathy is a particularly impor-
tant personality construct in forensic psychology. Adults who
possess its two main sets of characteristics—a cluster of “an-
tisocial” markers together with a second cluster of “callous/
unemotional” traits that distinguish the psychopathic individ-
ual from other antisocial types—make up only a minority of
adult criminals. However, psychopathic individuals tend to be
the more frequently violent and more persistent offenders in
society and are also the least amenable to interventions in-
tended to reduce recidivism. As measured by the Psychopathy
Checklist–Revised (Hare, 1991), psychopathy has been
shown to be one of the most important and reliable factors in
identifying adults at high risk of violent behavior.

It is no surprise, therefore, that the concept eventually
began to be studied in children and adolescents by researchers
seeking possibilities for early identification of individuals at
high risk for developing psychopathy. The search was fueled
by parallel findings in criminology and clinical developmen-
tal psychology in the 1980s. For example, evidence was
mounting that a relatively small percentage of youths who
have delinquent histories in adolescence continue their of-
fending in adulthood, and that those who persisted began their
offending prior to adolescence (e.g., Elliott, 1994; Elliott,
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Huizinga, & Morse, 1986; Moffitt, 1993). Might these youths
become tomorrow’s psychopathic adults? And can they be
identified sufficiently early to alter the course of their person-
ality development?

Research on this question in the 1990s was stimulated by
the development of several research measures for identifying
psychopathic-like characteristics among children and adoles-
cents: the Psychopathy Checklist: Youth Version (Forth,
Kosson, & Hare, 1997), the Psychopathy Screening Devise
(Frick et al., 2000; Frick, O’Brien, Wootton, & McBurnett,
1994), and the Childhood Psychopathy Scale (Lynam, 1997,
1998). Theories were developed regarding the potential rela-
tion of psychopathy to childhood disorders such as ADHD
and conduct disorder (e.g., Frick, 1998a, 1998b; Lynam,
1996), and research evidence testing these theories began to
accumulate.

This area of research shows promise but must develop
much further before it provides a resource for forensic exam-
iners in delinquency cases. Currently, researchers are work-
ing to resolve a number of methodological problems, such as
difficulties in examining the relation between psychopathic
characteristics and diagnostic conditions (e.g., conduct disor-
der) when measures of the two constructs have similar item
content (Burns, 2000; Frick, Bodin, & Barry, 2000). Other is-
sues pertain to potential problems in the application of an
“adult” personality construct to youths who are still under-
going developmental change (Seagrave & Grisso, in press).
For example, some behavioral characteristics that define
psychopathy—such as risk taking, impulsiveness, and self-
centeredness—bear a similarity to many “normal” though
developmentally transient behavior tendencies among ado-
lescents. Before knowing the meaning of adolescents’ scores
on psychopathy scales, we need evidence from longitudinal
studies that those scores are indeed related to enduring
psychopathic traits in adulthood. If the evidence is positive,
clinicians may find a number of uses for measures of psy-
chopathy in delinquency cases (e.g., violence risk assess-
ment, or identification of youths who may be less amenable
to rehabilitation in the juvenile justice system).

Adjudicative Competence

Late in the 1990s, researchers at several centers in the United
States were at work on substantial projects to increase our
knowledge of youths’ capacities associated with competence
to stand trial. The most ambitious of these projects began with
a volume of conceptual papers, commissioned by the John D.
and Catherine T. MacArthur Foundation, that provided the
groundwork for future work in this area (Grisso & Schwartz,
2000). That initiative is continuing with a study currently

being performed by the MacArthur Research Network on
Adolescent Development and Juvenile Justice. The study
compares 1,000 youths and 500 adults on measures of abili-
ties related to adjudicative competence, especially their
decision-making capacities in legal contexts. The project will
provide information for both policy and practice, including
specialized measures and norms that will be useful in clinical
forensic evaluations of youths’ competence to stand trial.

Systemic Issues Influencing Forensic Evaluations
in Delinquency Cases

As noted earlier, there has been an absence of organizational
support for clinicians who perform forensic evaluations in
delinquency cases and a lack of information on models for
the delivery of those services. This contrasts with the fact that
in the past decade, clinical and forensic services for youths in
the juvenile justice system have suddenly become the focus
of public attention, new governmental initiatives, and profes-
sional interest within forensic psychology.

The quality of forensic evaluations depends on many fac-
tors, including a theoretical and research foundation, the de-
velopment of appropriate assessment methods, and adequate
professional training. But ultimately, the quality of forensic
evaluations cannot rise higher than the organizational sys-
tems in which they are performed. Currently, we have almost
no meaningful knowledge of the organizational structure of
juvenile courts’ forensic evaluation services. We know that
many juvenile courts have court clinics, but we do not know
specifically where they are, how they are organized and fi-
nanced, how they are staffed, what they do, and how well they
function. We have no models for forensic evaluation services
in juvenile courts, no established standards for their delivery
in delinquency cases, and no criteria for professional compe-
tence to perform these evaluations. In short, we have virtually
no systematic knowledge about the actual delivery of forensic
evaluations in delinquency cases in the United States.

Research is advancing at a rapid pace toward improving
the conceptual and methodological foundation for practice in
this area. But it will be of little value if we do not pay ade-
quate attention to the study of the organizational systems in
which our juvenile forensic evaluations are performed. In
contrast to the other three areas of research reviewed above,
there is, as yet, no research on the horizon to fill this need.
Thus, to improve forensic evaluations in delinquency cases,
the most urgent call for research might be made not to clini-
cians and the developers of assessment methods, but to re-
searchers who identify current methods for the delivery of
mental health services, evaluate their effectiveness, and study
the evolution of accepted standards of practice.
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A confession serves as a strong source of evidence against a
defendant in a criminal trial. Once offered into evidence, it is
extremely difficult for defense counsel to overcome the im-
pact a defendant’s inculpatory statements might have on a
judge or jury. If left unchallenged, the defendant’s confession
is highly influential on the trial outcome. In many cases, a
confession serves as the single most influential factor in lead-
ing the trier of fact to reject the attorney’s defense strategy
and render a verdict of guilty. Sometimes, impairments in the
defendant’s functioning compromise the defendant’s abilities
relevant to the confession process. In this chapter, we con-
sider two major psycholegal issues related to confessions
given by those arrested for crimes.

First, we focus on the origins of the Miranda rights and
subsequent case law. Legal issues related to assessing the
ability of individuals, especially those of special populations,
to waive their rights are reviewed. We describe methodologi-
cal approaches to the assessment of comprehension of
Miranda rights. We review empirical research on the ability
of suspects to make knowing, intelligent, and voluntary
waivers of their constitutional rights, along with appropriate
methodology for forensic psychologists to use in evaluating
such cases. Methodology is considered in light of relevant

ethical issues and limits of testimony. In the second section,
we address issues related to false confessions. That is, we
consider inculpatory statements made by defendants that may
not be trustworthy. We review relevant case law on the ad-
missibility of such testimony, and we discuss the strengths
and limitations inherent in presenting expert opinions on this
topic in a court of law. We describe empirical research on
false confessions and assessment methodology for evaluating
the trustworthiness of confessions.

EVALUATING THE VALIDITY OF MIRANDA
RIGHTS WAIVERS

Constitutional Law and the Miranda Warning

A defendant’s confession often serves as the most persuasive
evidence in criminal trials, and it is particularly influential
when it serves as the sole or primary source of evidence of-
fered by the prosecution. When a suspect is placed under ar-
rest or is given the impression that he or she is not free to
leave, police officers are expected to read the Miranda warn-
ing. The constitutional basis for the Miranda warning and the
conditions for a valid waiver of the Miranda rights were
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stated by the U.S. Supreme Court in Miranda v. Arizona
(1966) and affirmed in Dickerson v. U.S. (2000).

The Evolution of the Miranda Warning

The concept that the courts should play a primary role in en-
suring the constitutional rights of defendants in criminal
cases evolved gradually. At first, the U.S. Supreme Court
ruled that physical brutality could not be used as a means to
extract a confession from a suspect. In Brown v. Mississippi
(1936), the Court reviewed a trial transcript in which police
officers testified, “they had seized him [the African American
suspect], and with participation of the deputy they hanged
him by a rope to the limb of a tree, and having let him down,
they hung him again, and when he was let down the second
time, and he still protested his innocence, he was tied to a tree
and whipped, and still declined to accede to the demands that
he confess. . . . [The next day he was] again severely
whipped . . . and the defendant then agreed to confess.” The
Court ruled that convictions based solely on confessions
demonstrated to be extorted by police officers through “bru-
tality and violence” represented a violation of the due process
clause of the 14th Amendment. In a decision that clearly in-
dicated that confessions could no longer be physically co-
erced, the Court opined, “the rack and torture chamber may
not be substituted for the witness stand.”

In Spano v. New York (1959), the U.S. Supreme Court ex-
tended the concept of coercion to include not only physical
brutality, but psychological pressure as well. The Court ac-
knowledged the conflict that exists between society’s need
for prompt and effective law enforcement versus protecting
the rights of all individuals from violation by “unconstitu-
tional methods of law enforcement.” The Court indicated that
not only do police officers enforce the law, they “must obey
the law” as well. It argued that coercive methods may not
only encourage “untrustworthy” confessions, but “in the end
life and liberty can be as much endangered from illegal meth-
ods used to convict those thought to be criminals as from the
actual criminals themselves.” Among the factors the Court
cited in overturning the petitioner’s conviction were that his
“will was overborne by official pressure, fatigue and sympa-
thy falsely aroused.”

In 1964, the Court considered Esobedo v. Illinois, in which
the defendant had requested to consult his attorney during the
course of police interrogation. Despite several such requests,
the suspect and his retained lawyer were not provided the op-
portunity to meet until the confession was obtained. The Court
opined that the “petitioner had become the accused, and the
purpose of the interrogation was to ‘get him’ to confess his
guilt despite his constitutional right not to do so,” in violation

of the 6thAmendment.Acknowledging that many confessions
occur between the time of arrest and indictment, this time pe-
riod “points up its critical nature as a stage when legal aid and
advice are surely needed.” In a strongly worded opinion, the
Court stated, “The right to counsel would indeed be hollow if
it began at a period when few confessions were obtained.”
Going further, it argued, “No system of criminal justice can, or
should, survive if it comes to depend for its continued effec-
tiveness on the citizens’ abdication through unawareness of
their constitutional rights.” These and other earlier opinions
set the stage for the Miranda case that was to follow.

Miranda v. Arizona (1966) resolved four separate criminal
appeals, all questioning the role of the 5th Amendment to the
Constitution (the right against compelled self-incrimination) in
the context of interrogation of a criminal suspect in police cus-
tody. Because Miranda was the lead case of the four, the case
took on the defendant’s name. Ernesto Miranda, an indigent de-
fendant, had been convicted by an Arizona jury of kidnapping
and rape on the basis of a signed confession given to Phoenix
police officers. He was interrogated for two hours, without a
lawyer present. The other three defendants experienced similar
interrogations in the states of New York, California, and
Missouri. The conviction of the California murder defendant
already had been overturned by the California Supreme Court
because there was no evidence that the defendant had been
advised of his right to counsel and his right to remain silent.

In Miranda v. Arizona (1966), the U.S. Supreme Court af-
firmed the California Supreme Court’s ruling, and it reversed
the convictions of Ernesto Miranda and the other defendants.
In his opinion, Chief Justice Warren wrote that the case raised
questions “which go to the roots of our concepts of American
criminal jurisprudence: the restraints society must observe
consistent with the federal Constitution in prosecuting indi-
viduals for crimes.” The Court ruled that any statement by a
criminal suspect stemming from a custodial police interroga-
tion would be presumed involuntary and inadmissible unless
police detectives provided the suspect with four warnings
to remind the defendant of his or her constitutional rights:
(a) the right to remain silent; (b) statements made by the sus-
pect may be used as evidence in court against the suspect;
(c) the right to an attorney during and after the interrogation;
and (d) the right to a court-appointed attorney, if the suspect
cannot afford one. The Court also ruled that a defendant may
waive his or her rights, provided the waiver is made know-
ingly, intelligently, and voluntarily. 

Concern about Coerced Confessions

In its Miranda decision, the Court noted that the advent
of modern custodial police interrogations raised increased
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concern about coerced confessions (no claims of police coer-
cion were made in the four cases before the Warren Court).
Custodial police interrogations, by their very nature, isolate
and pressure the suspect. Thus, custodial interrogations, even
without physical or other coercive strategies, were construed
by the Court as exacting a heavy toll on individual liberty. In
its decision, the Court quoted from Criminal Interrogation
and Confessions (Inbau & Reid, 1967), a police training man-
ual for eliciting confessions. The manual offers physical and
verbal interrogation suggestions for obtaining confessions.
With respect to the physical section, interrogators are advised
to dress in civilian clothing, use a small soundproof room re-
moved from familiar sights and sounds, leave the room bare
of telephones and décor, furnish the room sparsely with arm-
less straight-backed chairs and a desk, and include a one-way
mirror in the room’s design. Officers are advised to periodi-
cally invade the suspect’s personal space, adding loss of per-
sonal control to the social isolation and sensory deprivation of
the room. Other suggested strategies include nonexcessive use
of restraint and nonexcessive deprivation of food and sleep.
The Court concluded that the coercion inherent in custodial
interrogations blurred the line between voluntary and involun-
tary statements because it heightened the risk of the individ-
ual’s being denied the privilege against self-incrimination
(from the Rehnquist opinion in Dickerson v. U.S., 2000).

Recent Developments in Constitutional Law

Attempts to Overturn Miranda

The U.S. Congress attempted to overrule Miranda in 1968.
Congress passed a law, 18 U.S.C. 3501, allowing for a case-
by-case “totality of circumstances” test of whether a confes-
sion was voluntary. The law essentially returned interroga-
tion procedures to the pre-Miranda era. That is, under 18
U.S.C. 3501, the Miranda warning was not required. In the
pre-Miranda era, courts often considered elements of what
eventually became the Miranda warning, but courts had the
latitude to consider other factors and their rulings were not
bound by the contents of the Miranda warning. Confessions
were not presumed involuntary if the Miranda warning was
not delivered prior to interrogation. Because of the relation-
ship between the legislative powers of Congress and the judi-
cial powers of the Supreme Court, the new law, 18 U.S.C.
3501, could be upheld only if successful legal challenges
were made to Miranda.

In 1975, U.S. v. Crocker held that 18 U.S.C. 3501 governed
the admissibility of confessions in federal court. Despite
the ruling, 3501 generally was ignored in federal cases
until many years later, when it was used as a basis for the

Dickerson v. U.S. challenge to Miranda. On June 26, 2000,
the U.S. Supreme Court upheld Miranda in Dickerson on a
7-to-2 vote, stating that Miranda had “become embedded in
routine police practice” without causing any measurable
difficulty for prosecutors or law enforcement officers. The
ruling also affirmed that Congress could not pass laws that
contravened Supreme Court decisions.

Dickerson v. U.S.

Dickerson v. U.S. (2000) overturned a February 8, 1999, rul-
ing by the U.S. Court of Appeals for the Fourth Circuit. The
court had attempted to narrow the relevance of the Miranda
warning for federal law enforcement officials. It ruled that
confessions obtained voluntarily by federal law enforcement
officials may not be suppressed simply because a defendant
was not given the Miranda warning. In her opinion, Judge
Karen Williams said that Miranda was a rule of law, not a
constitutional requirement. The Fourth Circuit found that 18
U.S.C. 3501 was passed by Congress to reinstate a rule that
had been in effect for 180 years before Miranda, specifically,
that statements by suspects could be used against them, pro-
vided they were voluntary. Voluntariness was to be judged on
a case-by-case basis. Had the U.S. Supreme Court not over-
turned the Fourth Circuit, 18 U.S.C. 3501 would have applied
to federal cases in Maryland, North Carolina, South Carolina,
Virginia, and West Virginia. Even if all federal jurisdictions
overturned Miranda, the states would have remained bound
by Miranda because the law at issue applied only to federal
officials.

In Dickerson v. U.S., Chief Justice Rehnquist (who, for
over 25 years, made statements about Miranda’s lack of a
clear constitutional foundation) wrote, “Whether or not we
would agree with Miranda’s reasoning and its resulting rule,
were we addressing the issue in the first instance, the princi-
ples of stare decisis weigh heavily against overruling it now.”
The court held that stare decisis (to let stand that which
was decided), a doctrine that typically is of limited applica-
tion to constitutional law, required the Court to defer to the
Miranda precedent. The Court argued that Miranda was
more straightforward than pre-Miranda procedures. Chief
Justice Rehnquist wrote, “Miranda, being a constitutional de-
cision of this court, may not be in effect overruled by an act
of Congress, and we decline to overrule Miranda ourselves.”

The impact that the Miranda decision has had on law en-
forcement has been debated since the decision was issued in
1966. Many warned that the consequences of reminding
suspects about their constitutional rights would significantly
reduce the rate of confessions and, ultimately, the rate of
convictions. Leo (2001a, 2001b) reviews a series of impact
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studies assessing the overall effects of the requirement that
Miranda rights be provided on the criminal justice system.
He concludes that it has had a very limited impact, either pos-
itive or negative.

Totality of Circumstances Approach

A totality of the circumstances approach examines all of the
circumstances surrounding an alleged Miranda violation; it
prohibits either validating or invalidating a waiver based
solely on a single factor (e.g., age or intelligence of the de-
fendant). Early cases suggested that the suspect’s back-
ground, experience, and conduct (Johnson v. Zerbst, 1938)
were factors worthy of consideration. Coyote v. U.S. (1967)
provided a list of characteristics to be considered in determin-
ing the capacities of suspects to waive Miranda rights
(i.e., age, intelligence, education, amount of prior contact
with police officers, conduct, physical conditions, and back-
ground). Courts usually do consider factors such as level of
education, IQ, language ability, literacy, age, mental illness,
and experience with the police and the court system (Frumkin,
2000, Grisso, 1998b; Oberlander, 1998; Oberlander &
Goldstein, 2001).

Courts also consider factors such as who was present at
the interrogation, the physical arrangements of the interroga-
tion, police strategies for interrogation, number of times the
Miranda warning was given, method of delivery (e.g.,
silently, aloud, from a wall poster, from a piece of paper or
small card, read by a law enforcement officer, read by the
defendant, read together), time elapsed between the warning
and the interrogation, and the methods law enforcement offi-
cers used to assess the suspect’s comprehension of the warn-
ing (e.g., no methods, signing an acknowledgment that the
warning was given, inquiring whether the suspect waives
each element of the warning, waiving each element in writ-
ing, paraphrasing each element of the warning; Grisso, 1986;
Oberlander, 1998; Oberlander & Goldstein, 2001).

Other Relevant U.S. Supreme Court Cases

Since Miranda (1966), other U.S. Supreme Court cases have
tended to narrow the scope of an involuntary waiver of
Miranda rights. For example, in Colorado v. Connolly
(1986), the Court held that a waiver was voluntary as long as
it was not the product of coercive police activity. Connolly
involved a defendant who followed the “voice of God” in
confessing to a murder. A psychiatrist testified that the defen-
dant had a psychosis that interfered with his ability to make a
rational and free choice to confess. The lower court found the
waiver invalid, but the Supreme Court reversed the ruling,

stating that a waiver need not be the product of free will to be
voluntary. The Court ruled that significant mental impairment
does not automatically render a waiver and confession in-
valid; an invalid confession must be the direct result of police
conduct. In most subsequent state cases, coercion was inter-
preted to mean only physical coercion (Oberlander, 1998;
Oberlander & Goldstein, 2001). However, some cases recog-
nized psychological coercion (e.g., Blackburn v. Alabama,
1960).

When Is Miranda Relevant?

Law enforcement officers question suspects in a variety of
ways. They might ask casual questions in community set-
tings; they might ask semiformal questions in a suspect’s
home or on the way to the police station; they might record a
formal videotaped statement at police headquarters (fre-
quently after a verbal statement has been given by the defen-
dant under conditions in which a formal record is not made).
Any of these encounters might lead to a confession, but not
all of them require a Miranda warning. The warning is re-
quired when a suspect is questioned while in police custody
(Grisso, 1998b) and when the police detectives intend to use
the confession as evidence (Oberlander, 1998; Oberlander &
Goldstein, 2001). Custody typically involves formal arrest,
but states define it subjectively, usually using the reasonable
person standard.

The Reasonable Person Standard

The benchmark of the reasonable person standard is whether
a reasonable person would know or might believe that he or
she was in custody. Factors contributing to a “custodial situ-
ation” include time elapsed between arrest and confession,
whether the confession was made between arrest and arraign-
ment, and whether the defendant knew he or she was a sus-
pect. Additional factors include whether the defendant knew
the nature of the charge and whether the defendant realized a
statement was not required (Grisso, 1981, 1998b). Other fac-
tors include whether the suspect was questioned in familiar or
neutral surroundings or at a police station, the duration of the
interrogation, the degree of physical restraint placed on the
suspect, the number of law enforcement officers present, and
whether the interview was aggressive or formal (Grisso,
1998b).

Grisso (1998b) described other extensions from case law
(e.g., West v. U.S., 1968), including time spent in a holding
cell prior to interrogation, the physical condition of the hold-
ing cell, the presence of other incarcerated persons, whether
the suspect was provided food and other necessities, and
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behaviors of law enforcement officers that might be inter-
preted as an attempt to instill fear. In New York (People v.
Rodney P., 1967) and Texas (Orozco v. Texas, 1969), a person
is in custody if police officers offer the impression that the
individual they are questioning is not free to leave. Such an
impression can be given when police detectives watch the
suspect dress before accompanying him or her to the police
station (implying that he or she might escape if not observed)
or if police officers do not permit the suspect to drive there in
his or her own vehicle. 

If a suspect confesses prior to being taken into police cus-
tody, the validity of the confession depends on a number of
factors: whether the confession was spontaneous (i.e., not
elicited by police detectives’ questions), whether questions
were directed toward obtaining a confession, whether the
suspect subsequently was taken into custody, and whether
procedural requirements subsequently were followed (e.g.,
providing the warning, obtaining a waiver, asking the suspect
to repeat the confession; Grisso, 1998b). If a suspect offers a
spontaneous confession or volunteers to remain in police cus-
tody, or if the police detectives do not expect the prosecutor
to use the confession as evidence, then Miranda does not
pertain (Oberlander, 1998; Oberlander & Goldstein, 2001).

Jurisdictional Versions of the Miranda Warning

Although Miranda established and Dickerson affirmed the re-
quired content of the warning, the actual wording of the
Miranda warning varies within and across jurisdictions.
The complexity of the language differs, with most jurisdic-
tions using simpler language than that used in the 1960s and
1970s. For example, most jurisdictions use the word “ques-
tioning” in place of “interrogation,” “talk” instead of “con-
sult,” and “lawyer” rather than “attorney.” Most jurisdictions
also use non-English versions when necessary.

The original Miranda ruling set forth the four prongs of
the warning (see above). Most jurisdictions have added a fifth
prong, specifically stating that the defendant has the right to
stop the police interrogation at any time to ask for an attorney
(Oberlander, 1998; Oberlander & Goldstein, 2001). A warn-
ing that typifies more modern versions (from the Chelmsford,
Massachusetts, Police Department) appears below. Words
appearing in italics are often absent in simplified versions: 

• You have the right to remain silent.

• Anything you say can be used against you in court.

• You have the right to talk to a lawyer for advice before we
ask you any questions and to have him with you during
questioning.

• If you cannot afford a lawyer, one will be appointed for
you before questioning if you wish.

• If you decide to answer questions now without a lawyer
present, you will still have the right to stop answering at
any time until you talk to a lawyer.

Some versions contain remnants of earlier language in warn-
ings, such as “court of law” rather than “court.” No research
has been conducted to determine if the simplified language or
the inclusion of the fifth component facilitates comprehen-
sion (however, see Oberlander, Goldstein, & Grisso, 2002),
nor have there been any legal challenges to the constitution-
ality of either including or excluding the fifth component (or
any other supplementary information).

Case Law Developments for Juveniles 

Developments in Miranda procedures have focused on spe-
cial populations, as reflected in People v. Higgins (1993). In
this case, the court mandated that police detectives do “some-
thing more” than a rote reading and explanation of rights in
special circumstances. Special populations include children
and adolescents, individuals with mental illness, those with
mental deficiencies, and individuals with organic impair-
ment. Most empirical research on special populations has fo-
cused on juveniles and individuals with cognitive limitations. 

Extending Miranda Protections to Juveniles

Miranda originally applied only to adults. Its protections were
extended to adolescents in Kent v. U.S. (1966) and In re Gault
(1967). The U.S. Supreme Court did not directly apply the re-
quirements of Miranda v. Arizona (1966) to juvenile proceed-
ings, but it assumed its applicability in Fare v. Michael C.
(1979). Prior to the 1960s, the only case to consider the due
process right of juveniles was Haley v. Ohio (1948), wherein
the Court concluded that a coerced juvenile confession could
not be used. The Kent and Gault cases affirmed that 5th
Amendment (protection against self-incrimination) and 14th
Amendment (due process) protections applied to juveniles at
all stages of delinquency proceedings. Thereafter, cases soon
emerged questioning the capacities of juveniles to compre-
hend their Miranda rights and to waive their rights voluntarily,
knowingly, and intelligently.

In People v. Lara (1967), the Court distinguished be-
tween “knowing” and “intelligent,” explaining that an ado-
lescent defendant might not “fully comprehend the meaning
of the effect of the waiver.” In Fare v. Michael C. (1979), a
16-year-old defendant offered a confession without a waiver
and asked to speak with his probation officer instead of his
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attorney. In this case, the U.S. Supreme Court extended the
“totality of circumstances” standard to adolescent cases.
People v. Lara (1967), West v. U.S. (1968), and Fare v.
Michael C. (1979) ruled that adolescent status did not auto-
matically invalidate a waiver of Miranda rights, but the
Court recognized that adolescents, as a class, were at greater
risk than adults for deficits in intelligence and functioning
relevant to the standard for a valid waiver (see Grisso,
1998b; a comprehensive review of legal cases related to ju-
veniles’ waiver of Miranda rights is found in Feld, 2000).

The Interested Adult

In Gellegos v. Colorado (1962), the U.S. Supreme Court
found that adult advice might help ensure the voluntariness of
youthful suspects’ confessions. In Gellagos, the Court found
that the advice of a lawyer, adult relative, or friend might ob-
viate effects of adolescent immaturity, putting the adolescent
“on a less unequal footing” with interrogators. Following the
lead of Gellagos, many state legislatures and courts (e.g.,
Commonwealth v. Roane, 1974) added a procedural require-
ment that provided juveniles with a higher level of protection
during interrogation than adult suspects were afforded. Law
enforcement officers were required to provide the youth with
the opportunity for contact with an adult (a parent, guardian,
or other adult) prior to a waiver of Miranda rights. The adult
became known as the interested adult, whose job it was to
provide the youth with consultation about the desirability of
a waiver prior to interrogation. The requirement was intended
to reduce the risk of invalid waivers and confessions among
juveniles (Grisso, 1981, 1998b). 

The interested adult need not be the youth’s parent, but
must be an interested party. For example, Commonwealth v.
MacNeill (1987) held that a grandfather was sufficiently in-
terested; Commonwealth v. Guyton (1989) held that a minor,
such as an older sibling, could not satisfy the interested adult
requirement; Commonwealth v. a Juvenile (1989) held that an
employee of the Department of Youth Services could not
serve as an interested adult. Some states have taken exception
to the interested adult requirement, expressing concern that it
unnecessarily restricts the prosecution of sophisticated or
repeat juvenile offenders (Grisso, 1981).

Although most states require the opportunity for consulta-
tion with an interested adult, the adult is not empowered to
make decisions for the adolescent (Grisso, 1998b). Based on
Kent and Gault, adolescents have legal autonomy, indepen-
dent of parents or guardians, for waiving Miranda and
making other legal decisions in delinquency proceedings. At-
torneys also should not waive Miranda rights for adolescent
clients (Grisso, 1998b). However, regardless of adolescents’
autonomous legal role in waiving Miranda rights, courts

have been reluctant to invalidate waivers based on the type or
quality of adult advice. For example, in Commonwealth v.
Philips (1993), the court rejected the notion that a parent who
fails to tell the child not to talk, who advises the child to tell
the truth, or who fails to seek immediate legal assistance is a
“disinterested adult.” 

Research showed that although the absence of opportunity
for consultation with an interested adult sometimes invali-
dates a youth’s waiver and confession, the presence of an
interested adult does not guarantee the waiver’s validity
(Grisso, 1998b). The interested adult might be anxious, fear-
ful, confused, or mentally incapacitated at the time of the
consultation and, thus, be unable to provide guidance for a
knowing, intelligent, and voluntary waiver. The interested
adult procedure does not necessarily result in more adoles-
cent refusals to waive Miranda. Parents often assume an
authoritative or disciplinary role in the presence of law
enforcement officers, not a role of legal advocacy. They en-
courage their children to tell the truth and accept responsibil-
ity for what might have happened, but not for reasons of legal
strategy. In doing so, they effectively offer advice, directly or
indirectly, to the child or adolescent to waive Miranda rights.
Grisso (1981) and Grisso and Ring (1979) found that parents
often believe they should pressure their arrested children to
cooperate with law enforcement officers. In many parent-
adolescent consultations, parents offered no advice about
waiver of Miranda rights (70% failed to do so in Grisso and
Ring’s study, 1979). In fact, there was silence between par-
ents and adolescents during most consultations (66% did not
exchange words in that same study). When advice was given,
it favored waiving rights by a ratio of 3 to 1.

Most states have an age threshold for requiring the presence
of an interested adult (usually set between 14 and 16 years).
Because of their relative maturity, older adolescents typically
are viewed as having little or no need for consultation. Courts
have not interpreted age cutoffs as implacable, however. In
Commonwealth v. King (1984), the court held that a waiver by
a young adolescent was valid, despite a lack of parental con-
sultation, because the adolescent was “capable and mature”
and “two weeks earlier had exercised his right to remain
silent.” In most jurisdictions, the interested adult requirement
applies only to the rendering of Miranda rights. Police detec-
tives are not required to provide the adult with an opportunity
to be present during the interrogation or confession.

Case Law Developments for the Mentally Retarded

Courts historically have recognized that confessions of men-
tally retarded individuals might be invalid. In Ford v. State
(1897), the Supreme Court of Mississippi ruled invalid the
confession of an individual who was “not bright.” Ford’s
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employer testified, “He is going to give you the answer you
desire. If you want a ‘yes,’ he will give it to you; and if you
want a ‘no,’ he will give you that” (see Fulero & Everington,
1995, for a complete description of the case). Based on the
“knowing” component, U.S. ex rel. Simon v. Maroney (1964)
held that a mentally retarded client was presumed incompe-
tent, even though police officers stated the warnings clearly
and properly. 

Mental retardation is not synonymous with invalidity of a
waiver. In People v. Williams (1984), although the defendant
was mentally retarded and organically impaired, the court
ruled that a waiver was valid because the detective para-
phrased and explained the warning. In this New York case,
the court stated that it is the responsibility of neither the po-
lice detectives nor the prosecutor to provide a legal education
for those under arrest. The defendant does not need to under-
stand the advantages of remaining silent, how statements can
be used in court, or the advantages of having an attorney.
Simply stated, defendants must possess only a minimal or
concrete understanding of the Miranda warning.

Methods for Delivering the Miranda Warning
and Obtaining Confessions

Grisso (1998b) described a wide variety of methods for de-
livering the warning, including reciting it carefully and
slowly, delivering it in a rapid and rote fashion, reciting the
warning and then placing a written form in front of the sus-
pect, giving only a written version without a verbal render-
ing, asking the suspect to read it aloud, giving an explanation
of the warning, and having the suspect explain what it means.
The degree of documentation in investigation records of
Miranda delivery methods, methods of discerning compre-
hension, and the suspect’s statements relevant to comprehen-
sion varies across and within jurisdictions (Oberlander, 1998;
Oberlander & Goldstein, 2001). The court weighs the neces-
sity of careful procedures on a case-by-case basis. In State v.
Prater (1970), the court ruled that the suspect understood his
rights because of his extensive arrest history and repeated ex-
posure to police arrest procedures. The suspect’s familiarity
with police proceedings meant that the hasty and incomplete
reading of the rights by officers did not invalidate the wavier. 

Courts have addressed the degree to which law enforce-
ment officers can use ploys to encourage confessions. Com-
monwealth v. Meehan (1979) and Commonwealth v. Mandile
(1986) addressed whether a confession given subsequent
to police inducement was valid. Both rulings held that
promises and other inducements are included in the totality
of circumstances. In both cases, the court allowed officers to
suggest it would be better for the suspect to tell the truth be-
cause it would indicate a degree of cooperation. The court

prohibited, however, expressed or implied assurances that a
statement would aid the defense or result in a reduced sen-
tence. Rulings on police detectives’ questioning tactics are
not consistent, however. In State v. Jackson (1983), the
North Carolina Supreme Court ruled that the confession was
valid even though the police had misled Jackson by citing
nonexistent evidence. Jackson was led to believe that the
victim’s blood was on his pants, his shoes matched foot-
prints at the crime scene, his fingerprints were found on the
murder weapon, and an eyewitness saw him. The court ruled
that Jackson’s confession was valid because he was not
physically restrained, offered leniency, or threatened. In con-
trast, in People v. Higgins (1993), the court ruled that a
suspect’s waiver was not knowing, intelligent, or voluntary
because the police detectives had misrepresented informa-
tion when they deceived him, stating, for example, that his
fingerprints were found at the crime scene.

Because of concern about the likelihood that particularly
suggestible, but innocent, suspects might give false confes-
sions, courts have placed limitations on police methods for
obtaining confessions. Colombe v. Connecticut (1961) ruled
that there is no absolute standard, but a coerced confession
should be based on police misconduct (e.g., the use of physi-
cal force or assault, prolonged isolation of the suspect, depri-
vation of food or sleep, threats of harm or punishment, or
promises of immunity or leniency; see also, Kassin, 1997).
Case law limitations on police conduct are not as restrictive
as proponents of defendants’ rights would like, however.
Police manuals for eliciting confessions describe the use of a
broad spectrum of techniques, some of which are similar to
those described in Colombe (Aubry & Caputo, 1980; Inbau,
Reid, & Buckley, 1986; MacDonald & Michaud, 1987;
O’Hara & O’Hara, 1981). 

Research Relevant to Miranda Comprehension

Research on Miranda comprehension has focused on individ-
ual factors cited in case law as relevant to a lack of compre-
hension. These include age, socioeconomic status, experience
with the legal system, intelligence, education, and literacy.
There is no single individual factor or circumstance that, per
se, obviates comprehension in the eyes of the court. Courts
decide comprehension on a case-by-case basis. Because of
this iterative approach, it is impossible to weigh any one vari-
able or cutoff score as particularly influential on judicial de-
cisions of Miranda comprehension (Grisso, 1981). 

Research on Miranda comprehension has focused on the
“knowing” and “intelligent” requirements for a valid waiver
of these rights. “Knowing” is reflected in an understanding of
the words and phrases of the warning or an ability to read the
warning (if administered by police detectives in written
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form). It also includes the ability of the suspect to understand
the language, especially if English is not his or her first lan-
guage. “Intelligent” is interpreted as the defendant’s ability to
appreciate and apply the rights to the custodial situation and,
in some jurisdictions, to comprehend the inalienable quality
of rights (Frumkin, 2000; Oberlander, 1998). Because of dif-
ficulty objectively defining or establishing the use of physical
or psychological coercion during an interrogation, little re-
search has been conducted on the issue of “voluntariness” of
confessions. In part, the difficulty lies in the lack of corrobo-
rative evidence of coercion. It is highly unlikely that an audio-
or videotape exists of interrogators physically threatening or
assaulting the suspect; rather, suspects may claim they were
coerced, and police officers vehemently deny employing any
form of coercion. Forensic psychologists are not in position to
offer opinions about the accuracy of these assertions, but in
many cases it is possible to examine abilities related to the
“trustworthiness” of confessions. There is a relationship be-
tween the legal construct of the voluntariness of a confession
and the construct of the “trustworthiness” or credibility of a
confession (see below for further information).

Children and Adolescents

The courts have avoided specific age cutoffs for Miranda
comprehension. However, case law suggests that courts are
more likely to find that adolescents under age 13 lack com-
prehension (Grisso, 1981, 1986; for additional information
on this topic, see the chapter by Grisso in this volume). Ado-
lescent cases of Miranda comprehension have involved
youths from ages 7 to 19. In his research, Grisso (1981)
found that understanding of Miranda was generally inade-
quate among juveniles age 12 or below and more variable in
the 13- to 15-year-old age range. Despite their better under-
standing, Grisso still found a high degree of variability in
adolescents age 16 or older. Because of high variability
within age groups, Grisso found that age was limited in its
ability to guide Miranda comprehension decisions. Although
preteens had poorer comprehension, there was a plateau at
age 14. Above 13 years, age alone ceased to account for indi-
vidual differences in understanding. Above 13, age was a bet-
ter predictor of understanding when it was combined with
level of intelligence.

Adult Comprehension of Miranda Rights

Grisso (1981) questioned whether the plateau in comprehen-
sion scores between ages 14 and 16 carried through to adult-
hood. Using the same Miranda instruments, he evaluated

adult offenders sent to a halfway house during or after pro-
bation. He also studied a smaller sample of nonoffender
adults matched for age and IQ. Data were obtained on the
number of prior arrests for felonies, misdemeanors, and total
arrests for the offender group. When compared to juveniles
(Grisso, 1981), adults more frequently obtained perfect
scores on the Miranda instruments. That is, “most of the
differences between juveniles and adults occurred on
Warning II (use of incriminating information in court) and
Warning III (right to counsel before and during interroga-
tion)” (p. 100). Few differences existed between the offender
and nonoffender groups. When age was statistically con-
trolled, nonoffenders performed significantly better than of-
fenders on a comprehension measure of Miranda vocabulary
(CMV; the measures are described below), suggesting that
experience with the criminal justice system did not translate
into a greater understanding of the vocabulary contained in
the warnings. Grisso found that when other factors were
statistically controlled, “differences among adults in under-
standing of Miranda warnings are related primarily to differ-
ences among them in general intellectual functioning”
(p. 101). He found that “those offenders with a large number
of felony arrests (a great deal of police or court experiences)
do acquire a greater understanding of the Miranda warnings
than do nonoffenders or less experienced offenders” (p. 102).
In comparing juveniles to adults, Grisso concluded that com-
prehension (CMR) scores were higher at all adult ages and at
every IQ level. The scores of 16-year-olds were not signifi-
cantly different from those of 17- to 22-year-olds. However,
they were significantly lower than those individuals 23 years
of age and older.

IQ, Academic Achievement, and Reading Ability
as Moderators of Comprehension

Despite court rulings that no particular IQ score can serve as
the sole indicator of invalid comprehension of Miranda,
Grisso (1981) found a relationship between judicial decisions
and IQ scores of juveniles. Almost all cases involving a lack
of comprehension of Miranda involved juveniles with IQ
scores below 75. Grisso’s results also suggested that the
courts might overestimate the capacities of youth in the 75 to
80 IQ range. Even among adolescents with IQs between 80
and 100, the probability of adequate understanding in 14- to
16-year-old youths was between 40% and 50%. 

Reading skills and reading comprehension are especially
relevant to Miranda comprehension when the warning is ad-
ministered by asking the suspect to read it. For many persons
with mental deficiencies, the vocabulary and syntax of the
Miranda warning are above their reading and comprehension
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levels (Fulero & Everington, 1995). In 1977, the Fry read-
ability analysis placed the typical Miranda warning at the
seventh-grade level of reading ability (Fulero & Everington,
1995). Though more simplified versions of the warning
might be at a lower grade level, it is unlikely (in part because
of interjurisdictional differences) that most warnings are at a
third-grade level, the average reading level of a defendant
with diagnosable mental retardation.

Cases involving grade level and reading ability are rele-
vant in two ways. Placement in a special education classroom
for mentally retarded children has served as evidence of low
intelligence (State v. Toney, 1976). In contrast, a few cases
cited reading comprehension scores at a fifth-grade level or
higher as evidence of adequate understanding (Common-
wealth v. Youngblood, 1973; United States ex rel. Simon v.
Maroney, 1964).

Familiarity with the Criminal Justice System
as a Moderator of Comprehension

The courts have considered a youth’s prior experience with
the juvenile justice system as a factor when deciding
Miranda comprehension. In some cases, extensive prior ex-
perience has negated the importance of carefully reviewing
the warning (In re Morgan, 1975; State v. Prater, 1970).
Despite these court decisions, Grisso (1981) found no simple
relationship between indices of prior experience and under-
standing of Miranda. He hypothesized that the emotionally
arousing conditions of being arrested might interfere with
incidental learning of the warning’s content. He further
hypothesized that although repetition might lead to familiar-
ity, familiarity does not guarantee understanding.

Race and Socioeconomic Status as Moderators
of Comprehension

Grisso (1981) reported a relationship between race and poor
comprehension at low IQ levels (below approximately 80 to
90), with Blacks obtaining lower understanding scores than
Caucasians. Racial differences were insignificant at higher
IQ levels. Grisso also found that impoverished Caucasians
with felony experience showed better understanding of
Miranda than impoverished Blacks with felony experience.
Overall scores of understanding were poorer for lower-
socioeconomic Caucasians than for lower-socioeconomic
Blacks, even within the same IQ range. The courts have
not considered socioeconomic status or race as relevant fac-
tors when making judicial determinations about Miranda
comprehension.

Forensic Evaluation of Miranda Rights Waivers

Based on the recommendations of Grisso (1981, 1998b) and
Frumkin (2000), the evaluator of an examinee’s Miranda
waiver’s validity should conduct a clinical interview for his-
torical factors relevant to the case and a specific interview
focusing on the circumstances of the arrest and confession.
Assessment data, if relevant to hypothesized impairments,
should include the client’s level of intellectual functioning
and academic achievement. Personality assessment mea-
sures and symptom or diagnostic checklists often are used
when mental illness or personality variables may have influ-
enced suggestibility or deference to authority. Specific mea-
sures of Miranda comprehension are often used, but some
evaluators prefer to gather Miranda comprehension data
through semistructured interview methods that use specific
measures only as a guideline (see Frumkin, 2000; Grisso,
1998b; and Oberlander & Goldstein, 2001, for an analysis of
the tension between external and internal validity in Mi-
randa comprehension evaluations). Records relevant to
the evaluation should be reviewed, and specific attention
should be paid to records documenting previous Miranda
comprehension.

Methodology

The first step in the evaluation process is gathering relevant
records. Records should include a copy of the signed
Miranda waiver form and any related documentation or de-
scriptive information of how, when, and how many times the
Miranda warning was delivered. The actual waiver form
signed by the defendant must be reviewed to determine the
wording and sentence length used in the relevant jurisdiction.
The evaluator also should obtain any existing transcripts or
audio/video recordings of the interrogation (Frumkin, 2000;
Grisso, 1998b). Complete records relevant to the Miranda
warning process are rare, especially those documenting the
first administration of the warning. However, law enforce-
ment officers’ depositions sometimes clarify how many times
the warning was given and under what circumstances
(Frumkin, 2000). Arrest records, records documenting the
procedures for delivering Miranda, and confession tran-
scripts also aid in evaluations of Miranda comprehension.
Other relevant records include prior psychological assess-
ment data (such as past IQ scores and educational achieve-
ment scores), school records relevant to grade level and
academic performance, records of prior criminal justice in-
volvement, court clinic and probation reports relevant to
intellect or prior arrest history, and relevant medical and
mental health records.
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In gathering information about the Miranda warning used
in the suspect’s jurisdiction, the evaluator should be aware of
the periodic use of non-English versions of the warning. If
Miranda was delivered in a non-English form, the evaluator
should be fluent in that language, should refer the retaining
attorney to the services of an evaluator who is fluent in that
language (and qualified to conduct the evaluation), or should
retain the services of a certified court interpreter. The evalua-
tor should determine if the language used in the Miranda
warning is consistent with the language or dialect used by the
defendant. For example, a Mexican American defendant who
speaks Spanish might not understand some of the words used
in a Spanish-language warning written for individuals origi-
nating from Puerto Rico. In cases of non-English-speaking or
bilingual clients, the evaluator also should clarify in which
language the confession was given, the language in which it
was recorded and signed, and whether the law enforcement
officer interviewing the defendant was fluent and used the
relevant language or dialect.

Interviewing the Defendant

Informed consent, the first step prior to interviewing the
defendant, requires a specific description of the purpose of
the evaluation and the lack of confidentiality that will apply if
the defendant consents to participate.As in all forensic assess-
ments, the informed consent procedure (what the examiner
told the defendant, as well as the defendant’s attempts to para-
phrase this information) should be carefully documented.
However, in cases involving the assessment of Miranda rights
waivers, this procedure takes on additional significance. The
forensic psychologist tells the defendant that anything he or
she says during the assessment potentially will appear in the
report and/or be discussed during testimony. Similarly, the de-
fendant is warned that all notes on this issue might be discov-
erable and, consequently, opposing counsel would see them.
The defendant is told that anything he or she says on this issue
will not be confidential. Questions sometimes are raised dur-
ing expert testimony about the similarity between comprehen-
sion of a waiver of Miranda rights and comprehension of the
limits of confidentiality in forensic evaluations. The evaluator
should be prepared to address the similarities and differences
in the content of the information, the requirements of the de-
fendant, the methods in which the information was delivered,
and the role of defense counsel.Akey difference, for example,
is the defendant’s access to consultation with defense counsel
prior to agreeing to a forensic evaluation, compared to the fre-
quent lack of legal representation or access to defense counsel
prior to waiving Miranda rights.

After consent is obtained, evaluators usually begin with a
clinical interview. The interview should focus on gathering

data regarding the defendant’s understanding of the warning
at the time of interrogation and arrest, not at the time of the
evaluation interview. Incarcerated defendants often spend a
considerable amount of time discussing their case with other
inmates (as well as with “jailhouse lawyers”). They may have
acquired information from their own attorneys regarding the
nature and content of the Miranda warnings. The forensic
psychologist must distinguish between pre- and postincarcer-
ation knowledge, and identify the defendant’s learning while
incarcerated and awaiting trial. 

The purpose of interviewing the defendant is to (a) obtain
relevant background information; (b) locate sources of cor-
roborative data (e.g., schools attended by the defendant, prior
places of employment, records of prior hospitalizations);
(c) assess the defendant’s psychological functioning; (d) ob-
tain the defendant’s account of what transpired before and
during the interrogation; and (e) specifically assess his or her
comprehension of Miranda rights (Frumkin, 2000; Grisso,
1998b; Oberlander, 1998; Oberlander & Goldstein, 2001).
Relevant background information includes educational,
medical, mental health, and prior arrest data (Grisso, 1981;
1998a, 1998b). A history of substance use and abuse might be
relevant if the defendant was intoxicated at the time of inter-
rogation (Frumkin, 2000). 

Psychological Assessment

Psychological assessment measures usually are chosen on the
basis of reasonable hypotheses concerning specific impair-
ments. Because they may serve as indicators of comprehen-
sion, most evaluations include assessments of intellectual
functioning and educational achievement. In addition, case-
specific information generates further hypotheses to guide
the selection of additional psychological assessment in-
struments. Neuropsychological or neurological evaluations
sometimes are appropriate to determine whether organic
conditions interfered with the defendant’s functioning dur-
ing the interrogation and confession process. Consultation
should be sought when indicated with known experts or by
consulting such sources as the American Board of Profes-
sional Psychology directory of Board Certified Psychologists
(www.abpp.com). The amount of psychological assessment
often depends on the amount of background documentation
available, and, the recency of past assessments. Also, addi-
tional hypotheses may arise during the clinical interview
process that alter the focus of the assessment phase.

Assessment of Malingering

Defendants sometimes malinger symptoms of mental retarda-
tion or mental illness in an attempt to convince the examiner
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and court that, at the time the Miranda warning was given,
impairments interfered with the ability to give a knowing and
intelligent waiver. Sometimes a review of the defendant’s
presentation in comparison to prior records yields data rele-
vant to the issue of possible malingering. When the data are
less clear, evaluators frequently use specific assessment mea-
sures to address the issue of malingering. For example, if a
defendant malingers mental retardation, it is helpful to ad-
minister a cognitive-based forensic malingering instrument,
such as the Validity Indicator Profile (Frederick, 1997).
Scores on standardized intelligence tests obtained during
the evaluation may be compared to school achievement or
reading test scores administered prior to the crime to assess
consistency.

To assess the possibility that the defendant might be ma-
lingering symptoms of mental illness, it is useful to observe
the pattern of symptoms or reported symptoms in terms of
their diagnostic integrity, to inquire about “foible” or nonsen-
sical symptoms (as an initial clinical screening), and to see
whether the defendant is willing to endorse symptoms that
have no relationship to the mental illness(es) of concern. The
defendant’s reported pattern of symptoms should be com-
pared to records and other historical data concerning mental
health history. It often is helpful to refer to validity indices on
symptom checklists or personality inventories and to exam-
ine the pattern of clinical scores to determine whether they
support the defendant’s presentation. Specific forensic mea-
sures, such as the Structured Interview of Reported Symp-
toms, are widely used to assess malingering of symptoms of
schizophrenia (Rogers, 1992; see the chapter by Rogers &
Bender in this volume for a discussion of methods used to as-
sess malingering and defensiveness for a range of forensic
issues).

If a determination has been made that the defendant is ma-
lingering, the examiner should not terminate the evaluation.
Resnick (1997) and Rogers, Sewell, and Goldstein (1994)
emphasize that malingering falls on a continuum. That is,
while some individuals may totally fabricate symptoms
of mental retardation or mental illness, others may attempt
to falsely attribute a claim of a lack of understanding of
Miranda rights to symptoms that may be present, but at a
level insufficient to account for the claimed deficits. Malin-
gering and exaggeration in a forensic context is seen by
forensic psychologists as an attempt to cope or make the best
out of a threatening, negative situation and not necessarily as
an aspect of an antisocial personality (Rogers, Sewell, &
Goldstein, 1994; Rogers, Salekin, Sewell, Goldstein, &
Leonard, 1998). Braginsky and Braginaski (1970) and
Resnick (1993) report that the mentally retarded are capable
of appearing more severely impaired if it would enhance
their chances of obtaining desirable goals. As such, evidence

of malingering does not, by itself, preclude the possibility of
the coexistence of symptoms of mental defects or deficits
(Otto, 2001).

Measures and Procedures Specific
to Miranda Comprehension

Grisso’s original research (1981) focused on the ability of
juveniles to make knowing, intelligent waivers of their
Miranda rights. To conduct an objective study, Grisso de-
signed four instruments to evaluate juveniles’ comprehension
of the Miranda warning, instruments that also were used to
assess adults’ comprehension of the warnings. Use of these
instruments is considered by many to be an integral part of
any competence evaluation of juveniles or adults to waive
their Miranda rights. Grisso (1998a) provides guidelines for
administration and scoring and discusses issues of internal
and external validity. He describes the intended uses of the
instruments, with recommendations for data interpretation.

• Comprehension of Miranda Rights (CMR) requires the de-
fendant to paraphrase each element of the Miranda warn-
ing, assessing general comprehension. 

• Comprehension of Miranda Rights–Recognition (CMR-R;
also referred to in Grisso, 1981, publication as Compre-
hension of Miranda–True-False), asks the defendant to
identify statements that are the same as or different from
the elements of the warning. This instrument provides in-
formation on whether defendants can recognize the mean-
ing of their rights.

• Comprehension of Miranda–Vocabulary (CMV) asks for
definitions of six words used in the warning to assess, in
part, where confusion about rights may have originated.

• Function of Rights in Interrogation (FRI) uses hypotheti-
cal police interrogation vignettes, accompanied by pic-
tures, to determine whether the defendant understands the
function of rights in the context of arrest and interrogation. 

Grisso conducted his research on specific population samples
in St. Louis County, Missouri. The version of the Miranda
warning used in his instruments is based on the wording used
in that jurisdiction. The actual waiver used with each defen-
dant will vary in terms of vocabulary, sentence length, and
reading level. Grisso describes several recommended meth-
ods to accommodate the administration of the measures to in-
tegrate the actual Miranda wording used in the defendant’s
jurisdiction. The Grisso instruments serve as a useful tool to
compare a defendant’s comprehension of the actual rights he
or she waived to the norms developed by Grisso.

A revised version of the first three instruments is in devel-
opment, along with a fifth instrument, Perceptions of Coercion
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in Holding and Interrogation Procedures (P-CHIP). The
P-CHIP asks the defendant to specify the likelihood that he
or she might offer a true or false confession under various
circumstances (Oberlander, Goldstein, & Grisso, 2002). The
researchers are currently updating norms for all five instru-
ments. Norms will be based on a larger and more diverse pop-
ulation sample than the Grisso, 1981, data.

If records indicate that the defendant was asked to read the
Miranda warning silently or aloud, and sometimes even when
the defendant was not asked to do so, the evaluator might also
wish to ask the defendant to read the warning. The evaluator
records how long it takes the defendant to read the warning,
whether the defendant reads poorly or is illiterate, and
whether poor reading skills might have altered the meaning of
the warning by omitting or changing words (Frumkin, 2000;
Grisso, 1998b; Oberlander, 1998; Oberlander & Goldstein,
2001). Independent measures of reading level should be used
to corroborate the performance of the defendant.

For juvenile defendants who waive Miranda in consulta-
tion with an interested adult, the evaluation usually includes
an interview of the adult. This interview focuses on the
adult’s account of the consultation and the Miranda warning
process (if the adult was present during the warning). Usu-
ally, the interested adult is given an independent Miranda
warning; however, the adult might not have been present
when the juvenile was given the warning. If an appropriate
referral is made, a more complete assessment of the adult
might be indicated if there is concern regarding mental retar-
dation, mental illness, or other problems that may have
impaired the adult’s ability to provide consultation to the
juvenile (Grisso, 1981, 1998b; Oberlander, 1998; Oberlander
& Goldstein, 2001).

Establishing a Causal Link between Impairments
and Miranda Comprehension

Data interpretation is the phase in which the evaluator con-
siders whether the full range of evaluation data support a
connection between impairments in the defendant’s function-
ing and deficits in Miranda comprehension. First, let us ex-
amine cases where deficits seem causally linked to a legally
relevant factor. If the interview and assessment data relevant
to Miranda comprehension are consistent with what might be
expected from school and other relevant records, and if ma-
lingering or exaggeration is ruled out, it is helpful to the court
to offer a descriptive explanation of the poor performance.
Interview data, data from records or collateral contacts, and
psychological assessment data usually help establish reasons
for the defendant’s impairments in Miranda comprehension.
The deficits in Miranda comprehension should be described

with clarity and specificity. A defendant might have compre-
hended some of the rights in the warning, but not others. The
nature and extent of poor comprehension or partial compre-
hension should be described based on data. 

It is usually helpful to specify why malingering or exag-
geration were ruled out, and why a clinical (and legally rele-
vant) explanation seems more compelling as a causal link.
Providing data-based information in a scientifically sound
but descriptive format enhances the likelihood that the fact
finder will find the report data useful, necessary, and relevant
to a legal determination about the validity of the waiver. In
some cases, the evaluator will write a report that is not favor-
able to a potential legal determination of the validity of the
Miranda waiver. The evaluator should be equally careful in
providing descriptive data in support of the conclusions, ex-
plaining why legally relevant causal links do not appear to be
clinically compelling. 

Expert Testimony, Standards of Practice,
and Ethical Issues

Testimony should describe how informed consent was ob-
tained and any difficulties in obtaining it. The sources of data
relied on, the methods used, and an explanation of the link
between data and conclusions should be included in the testi-
mony. An unbiased summary of relevant records should be
presented along with descriptions of interviews conducted
with third parties. Results specific to Miranda comprehen-
sion should be presented as they relate to the ability of the de-
fendant to comprehend each right contained in the warning.
Results of psychological assessment data (if relevant) and in-
formation from records and collateral contacts should be de-
scribed in enough detail to illustrate the link (if any) between
these data and poor or partial Miranda comprehension. The
data should be described in a manner that is readily under-
standable to the trier of fact and all parties to the proceedings.
The court makes the legal determination of whether rights
were waived knowingly, intelligently, and voluntarily. The
degree to which the evaluator’s opinion approaches the
ultimate issue is a question of professional judgment and
sometimes is influenced by judicial expectations favoring or
overruling such testimony. (Some would argue that ultimate
issue testimony is a question of ethics; see the chapter by
Weismann & DeBow in this volume.) 

An Illustrative Case

Aaron Wilson, a 19-year-old African American man, was ar-
rested approximately one month before the referral. (All
identifying information has been altered.) He was accused of
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robbery in the first degree and criminal possession of a
weapon. According to his attorney, Aaron was in special edu-
cation classes throughout his school career. It was reported
that he was unable to read and write, and he had a long-
standing diagnosis of fetal alcohol syndrome. Because of his
background and his difficulty in communicating with his
attorney, it was requested that I (A. M. Goldstein) evaluate
his ability to make a knowing and intelligent waiver of his
Miranda rights.

Aaron was seen for two sessions at the Bronx County Jail
over a period of approximately eight hours. In addition to
interviews focusing on his background and history, the cir-
cumstances under which the statement was obtained, and his
understanding of his constitutional rights as expressed in the
Miranda waiver used in his jurisdiction, a battery of tests
was administered to him: the Wechsler Adult Intelligence
Scale III (WAIS-III), Wide Range Achievement Test 3
(WRAT-3), Symbol Digit Modalities Test, Bender-Gestalt,
and the four instruments developed by Grisso (1981) de-
scribed in this chapter. Copies of the following documents
were reviewed: the indictment, the defendant’s record of prior
arrests and convictions, the defendant’s statement, school
records, records from the Office of Family and Children’s Ser-
vices, home assistance reports, mental health crisis team inter-
vention records, and two prior trial competency evaluations.
His father was interviewed as well.

Records consistently indicated a long-standing history of
“learning disability and intellectual impairment.” In the first
grade, Aaron was diagnosed with Mild Mental Retardation
and placed in a special education class. He repeated both the
second and fifth grades. Teacher notes frequently referred to
his inability to follow simple instructions, his problems fo-
cusing attention, his distractibility, and his difficulty recalling
what he had been told. Psychological testing at age 14 with
the Stanford Binet found an IQ of 57, and his Vineland Adap-
tive Behavioral Scale scores ranged from 46 to 54. Educa-
tional evaluations resulted in scores significantly below grade
level. Psychological assessment records reflected his “lack of
critical thinking skills” at age 17 and a need for continued
special educational services to improve his receptive lan-
guage abilities. Fetal alcohol syndrome was included in the
diagnoses.

Records from the Office of Family and Children’s Ser-
vices reflected that both parents were substance abusers and
that his mother “ingested alcohol throughout her pregnancy.”
When seen by the mental health crisis team two weeks prior
to his arrest, it was reported that “Aaron was noncommunica-
tive and did not appear to understand the questions posed to
him. To those questions which he was able to give answers,
Aaron responded with simple yes or no.” He was described as

highly anxious, agitated, and confused. Two psychiatrists
who had evaluated his fitness for trial reported that he
appeared to be “borderline retarded.”

His father revealed that both he and his common-law wife
were heroin users throughout her pregnancy with their son. In
addition, he recalled that Aaron’s mother had constantly
abused alcohol before, during, and immediately after her
pregnancy. He confirmed that his son had been diagnosed
with the symptoms of fetal alcohol syndrome and “brain
problems” and that he had been placed in special education
classes throughout his school career. In addition, his father
explained that his son had been placed on Ritalin approxi-
mately eight years before “to make him calm down.” He re-
called that although the prescription had run out two weeks
before his son’s arrest, it had not been renewed because of
difficulty with the family’s health insurance. According to the
father, his son had become hyperactive, anxious, and unable
to concentrate.

Aaron was unable to provide informed consent to partici-
pate in this assessment. Although several attempts were made
to explain the purpose of this assessment and the limits of
confidentiality (using simple language), he could not meaning-
fully paraphrase the information. The assessment continued
with authorization from his attorney. Aaron was frequently
distracted by outside noise and movements and appeared
highly agitated and anxious. During the interview, he had dif-
ficulty providing a meaningful, logical, sequential history. He
believed he had attended “private schools” for his earliest
grades, but was unable to recall the names of these schools.
He explained that he left school in the eighth grade because
“I was roaming the streets too much.” He reported that he
never worked because “I can’t fill out an application. I never
picked up a book to read.”

When asked what rights the police had read to him, Aaron
stated, “They didn’t give me none.” When asked what rights
he should have been provided, he stated, “the lineup.” He was
again questioned about which rights he was aware of, and he
responded, “I’m trying to think. It means to stay out of trou-
ble?” When asked what the police officers on television say to
someone they are arresting, he stated, “You’re going to jail.”
He could not spontaneously offer any of the Miranda rights.

Aaron was read the waiver on which he had printed his
name. He explained that the right to remain silent means
“The police don’t want you to ask them no questions and they
want you to be quiet and say nothing and to just sit down until
they’re ready for you.” Regarding the use of his statements in
court, he believed it meant “Anything that you say, your
lawyer writes down and he’ll tell the judge.” Regarding the
right to an attorney during interrogation, he first indicated, “I
don’t know what that means.” He added, “It means you talk
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to your lawyer and tell him what happened or you tell the po-
lice what happened. Then my lawyer goes to court and he
tells the judge what I said or when he calls him on the phone.”
Several times during both evaluation sessions, he expressed
his belief that “The police will help you by putting you back
on the right track.” With regard to being assigned an attorney
if he could not afford one, he explained, “If I can’t pay for
one, somebody will be your lawyer to help you with your
case and help you out.” Later, when asked if he could have
had a lawyer present during interrogation, he stated, “No, I
don’t have that kind of money. I get one in court.”

On the WAIS-III, Aaron obtained Verbal and Performance
IQs of 63 and 59, respectively. His Full Scale IQ was 58.
Similar scores were obtained on the indices that comprise this
instrument (Verbal Comprehension was 68; Perceptual Orga-
nization was 64; Working Memory was 57; and Processing
Speed was 68). His scores on the Vocabulary, Comprehen-
sion, Digit Span, and Information subtests fell between the
first and second percentiles. He experienced difficulty defin-
ing relatively simple words, such as “penny” (“It’s brown”).
His scores on the WRAT-3 were consistent with those ob-
tained on the WAIS-III. Reading, Spelling, and Arithmetic-
grade equivalent scores fell within the first grade level and
below the first percentile. On the Bender-Gestalt, he made
nine errors using the Hutt and Briskin scoring system (five er-
rors or more generally is accepted as suggesting the possibil-
ity of organic impairment). On the Symbol Digit Modalities
Test, he completed 22 items (the completion of 38 items or
fewer for a person his age would strongly suggest the pres-
ence of neurological impairment). These scores were highly
consistent with his school records. Because the past diagno-
sis of fetal alcohol syndrome and its effects on his function-
ing were well documented, no further neuropsychological
testing was administered.

On the Grisso (1981) instruments, Aaron’s performance
was consistent with scores obtained by those with similar lev-
els of intellectual functioning. On the CMR instrument, re-
quiring him to paraphrase the St. Louis County version of the
Miranda rights, he obtained a score of 1 out of a possible 8.
On the CMR-V, the measure requiring him to define six
words contained in that version of the waiver (four words are
identical to the waiver he signed), his score was 2 out of a
possible 12. On the CMR-R, which evaluated his ability to
recognize the similarity between each right and three related
sentences, his score was 8 out of a possible 12. On the FRI,
the instrument in which he was shown a series of pictures and
asked questions designed to elicit his understanding of legal
situations, his score fell significantly below the mean.

Aaron’s understanding of each right was highly consistent
across all four measures. In addition, when questioned with

the actual version of the waiver he had been given, his com-
prehension (or lack thereof) of each right was highly consis-
tent with his performance on the Grisso instruments. This
assessment revealed that he did not understand the right to
remain silent, nor did he comprehend that anything he told
the police detectives (or his lawyer) might be used as
evidence against him in court. He did not comprehend the
confidential nature that existed between him and his attorney.
Although he initially understood that if he could not afford a
lawyer, one would be assigned by the court, he later stated, “I
don’t have that kind of money [to get an attorney during in-
terrogation].” Thus, he believed that a lawyer would be
appointed only after his case was placed on the court docket.

Based on the multiple sources of data, it is clear that Aaron
was mildly mentally retarded. Impairments were found in his
vocabulary, his ability to express himself, and in his overall
judgment and reasoning. He had difficulty concentrating and
paying attention, and his thinking was overly concrete and
simplistic. His responses to questions were poor regarding his
comprehension of the specific Miranda warning that he was
read. His scores on tests objectively evaluating his under-
standing of these rights were low. There was a link between
his poor comprehension of the Miranda warning and his cog-
nitive limitations. Based on the correspondence between past
records of his functioning and his current functioning, malin-
gering was ruled out as a possible explanation for his deficits
in Miranda comprehension. The assessment raised questions
about the impact of his poor understanding of these rights on
his ability to have made a knowing and intelligent waiver of
his constitutional rights at the time of arrest.

EVALUATING THE VALIDITY OF CONFESSIONS

A psycholegal issue infrequently addressed in forensic prac-
tice is the trustworthiness or validity of a defendant’s confes-
sion. Among the reasons that minimal attention has been paid
to this topic are: (a) the issue of admissibility of such testi-
mony; (b) the lack of a “profile” or “syndrome” of those likely
to proffer false inculpatory statements; and (c) court decisions
that have narrowed the application of the constitutional rights
delineated in Miranda v. Arizona (1966). This section consid-
ers the significance of confessions in a criminal trial, the re-
ported frequency of false confessions, why defendants may
confess to a crime they did not commit, and models for the as-
sessment of those issues related to untruthful confessions.

Crane v. Kentucky

The U.S. Supreme Court ruled in Crane v. Kentucky (1986)
that jurors are entitled to hear any evidence regarding the
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possible lack of truthfulness of a confession. The Court stated
that such evidence might assist the trier of fact in deciding
how much weight to give the confession in its deliberations.
It ruled “Evidence about the manner in which a confession
was secured, in addition to its bearing on voluntariness, often
bears on its credibility, a matter that is exclusively for the jury
to assess.” 

In Crane v. Kentucky, a 16-year-old defendant had been
convicted of murder committed during the course of a rob-
bery. The defendant had given an inculpatory statement to the
police detectives. Prior to trial, his attorney moved to sup-
press the confession. However, following a pretrial hearing in
which the validity of the Miranda waiver was considered, the
judge ruled that the confession was voluntarily obtained and
the motion was denied. During trial, the court ruled as inad-
missible testimony that might indicate that the methods used
during interrogation and the length of the interrogation
process encouraged a false confession. Among the claims
made by the defendant were that he was badgered into mak-
ing a false confession and that his requests to telephone his
mother were denied. It was also claimed that he was sur-
rounded by as many as six police officers at a time and that
interrogation continued in a windowless room for a pro-
tracted period of time. The trial court ruled that this issue was
related solely to the question of voluntariness, previously de-
cided by the court, and was, therefore, inadmissible. The
Kentucky Supreme Court upheld this decision. 

In considering this case, the U.S. Supreme Court ruled, 

The physical and psychological environment that yielded a con-
fession is not only relevant to the legal question of volun-
tariness, but can also be of substantial relevance to the ultimate
factual issue of the defendant’s guilt or innocence, especially in
a case . . . where there apparently was no physical evidence to
link the petitioner to the crime.

Consequently, the court drew a clear distinction between
the determination of the voluntariness of a confession and
whether that confession is a truthful one. The defendant is,
therefore, entitled to offer evidence that goes to the trustwor-
thiness of a confession.

The Significance of Confessions

When introduced at trial, a confession tends to be evaluated by
a jury as providing the clearest sign of a defendant’s guilt. Con-
fessions have been described as valuable legal and psycholog-
ical commodities (Driver, 1968) that, once offered, make it
difficult for a defendant to purge himself or herself of guilt.
Kassin (1997, p. 221) described a confession as “a prosecutor’s
most potent weapon.” He cited McCormick (1972, p. 316) who

contended that when a confession is introduced into evidence,
“[it] makes the other aspects of a trial superfluous.” In their re-
search, Kassin and Neumen (1997, p. 481) found support
for the belief that “confessions are devastating to a defen-
dant.” Similarly, Kassin and Sukel (1997, p. 42) found that
“confession evidence is inherently prejudicial.” According to
Wrightsman and Kassin (1993), confessions are given in ap-
proximately 50% of criminal cases. They report that approxi-
mately 20% of these confessions are eventually challenged in
court. Similarly, Gudjonsson (1992) indicated that retractions
of confessions are relatively common occurrences.

Reported Frequency of False Confessions 

For several reasons, it is difficult to reliably measure the rate
of false confessions. Defendants may claim to have given an
untrue confession to avoid responsibility for their criminal
acts. The “proof” of a false confession is typically established
by physical evidence of innocence (e.g., DNA testing) in the
presence of a confession or by the subsequent arrest of an-
other person who admits committing the same crime (with
accompanying physical evidence to support the new confes-
sion). The lack of a “clearinghouse” for gathering such infor-
mation makes accurate data impossible. 

Borchard (1932) identified “several cases” involving false
confessions among 64 defendants found innocent by ir-
refutable evidence. Kalven and Zeisel (1966) reported that of
all cases that proceed to trial, confessions are recanted in 20%
of cases. Of 70 British cases involving wrongful imprison-
ment, Brandon and Davies (1973) reported that the most
common factor related to their release was false confessions.
Bedau and Radelet (1987) reviewed 350 death penalty con-
victions in which miscarriages of justice were involved; they
reported that 49 cases involved false confessions. Of 205
cases involving wrongful imprisonment, 8% involved false
confessions, according to Rattner (1988). Estimates of false
confessions range from fewer than 35 per year (Cassell,
1996a, 1996b) to as high as 600 per year in the United States
(Huff, Rattner, & Sagarin, 1986). Kassin and McNall (1991)
estimated the rate of false confessions falls between fewer
than 30 to 60 per year. Gudjonsson and Sigurdsson (1994) re-
ported that 12% of offenders they surveyed in Iceland
claimed to have provided false confessions. Ofshe (1989),
Gudjonsson (1992), Leo (1992), Wrightsman and Kassin
(1993), Ofshe and Watters (1994), and Scheck, Neufeld, and
Dwyer (2000) provide case examples of false confessions by
innocent individuals, some of which resulted in executions
for crimes they did not commit. A detailed case history in-
volving an allegedly false confession in a military court mar-
shall is described by Talmadge (2001).
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Why Defendants May Provide a False Confession

Münsterberg (1908), frequently credited with founding the
field of forensic psychology (see the chapter by Goldstein in
this volume), wrote that it is a misconception to believe
that false confessions do not occur. He acknowledged the
common sense belief that, “It would be inconceivable that
any man who was innocent . . . should claim the infamy of
guilt” (p. 142). He proposed a wide range of hypotheses for
reasons someone might confess to a crime for which they are
innocent. Münsterberg cited as reasons for false confessions
such factors as “a weak mind,” threats, promises, social mo-
tives, fatigue, “passive yielding,” fear, dissociation, depres-
sion, and suggestibility. Much of the research conducted
since Münsterberg’s original thesis tends to confirm these
hypotheses, as well as other factors, as contributing to false
confessions.

Factors associated with false confessions may be divided
into three major categories: situational, related to the demands
of the interrogation process itself and the difficulty defendants
may have in coping with the pressures of interrogation; intel-
lectual, related to the defendant’s cognitive abilities, including
judgment, suggestibility, and naïveté; and personality, related
to such traits and characteristics as acquiescence to authority.

Situational Factors Contributing to False Confessions

Inbau et al. (1986) suggested a nine-step strategy for con-
fronting a suspect: (a) Confront the suspect with his or her
guilty actions; (b) develop psychological “themes” that help
the suspect justify or excuse the crime; (c) interrupt all state-
ments of denial by the suspect; (d) overcome the suspect’s
factual, moral, or emotional objections to the charges (e.g.,
reframe the crime so that the suspect will find it more accept-
able to admit guilt); (e) ensure that passive suspects pay at-
tention; (f) express sympathy and understanding when urging
the suspect to tell the truth; (g) offer face-saving alternative
explanations for the suspect’s actions; (h) encourage the sus-
pect to give a detailed account of the crime; and (i) convert
the suspect’s account to a full written confession (which has
been interpreted as convincing a reluctant suspect to sign a
written confession). 

Kassin (1997) summarized the specific ploys of interroga-
tion described by Inbau and colleagues (1986) in more psy-
chologically oriented terms and methodology. These ploys
include maximization, minimization, communicating implied
threats or promises, and using negative and positive incen-
tives. Maximization includes overstating the seriousness of
the offense or charge, confronting the suspect with exagger-
ated or false evidence, and blaming the suspect for all troubles

in life. Minimization includes understating the magnitude of
the offense or charge, offering a face-saving story reconstruc-
tion, and offering statements of tolerance for the suspect’s ac-
tions. Communicating implied threats or promises includes
implying leniency or immunity and using scare tactics to in-
timidate a suspect. Negative incentives include telling the sus-
pect that the longer he or she denies committing the crime, the
longer the interrogation will continue; yelling at the suspect
whenever a denial is expressed; and blaming the suspect for
destroying family or religion by lying about a crime. Positive
incentives include offers of sympathy or friendship, offering
praise for the suspect’s incriminating statements, and offering
tangible rewards (e.g., food, soda, cigarettes) for discussing
the crime.

Such strategies are designed to play on the weaknesses of
defendants and to break down their resistance. In some cases,
the strategies might lead to false confessions. In fact, in
Miranda v. Arizona (1966), the Court opined that these and
similar methods advocated by Inbau and Reid (1967) might
result in involuntary confessions that might raise questions
regarding their “inherent trustworthiness.” Inbau et al. (1986)
contend that this is a valid approach to interrogation because
it is possible to distinguish between true and false denials
using verbal and nonverbal cues. Despite this assertion, em-
pirical evidence suggests that people are poor judges of truth
and deception (Ekman & O’Sullivan, 1991; Kassin, 1997).
Kassin and Fong (1999) found that those who underwent
training to distinguish between true and false confessions
were less able to do so than those without such training (de-
spite expressing a greater degree of confidence in their ability
to do so).

Many interrogation techniques are designed to frighten
suspects, and their effects are not limited solely to those who
are guilty of a crime. The nature of the interrogation process
is such that police pressure, persuasiveness, overzealous
questioning, browbeating, ignoring contradictory evidence,
and fear of confinement may serve to encourage false confes-
sions (Gudjonsson, 1992). The source of a false confession
may be related to the defendant’s “perceived inability to cope
with the police interrogation” (p. 78). Gudjonsson wrote,
“Confessing behavior [is linked] primarily with the suspect’s
ability to cope with pressure, rather than their tendency to
give in to leading questions per se” (p. 157). Similarly,
Wrightsman and Kassin (1993) emphasized the inability of
suspects to cope with interrogation as a factor contributing to
false confessions. Grisso (1981, 1986) believes that those
who have a poor capacity to resist police pressure during in-
terrogation may comply with demands for a confession to
avoid jail. Despite the significance of the demands of the in-
terrogation process, “false confessions can occur, even in the
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absence of any obvious interrogation pressure” (Gudjonsson,
1992, p. xi).

Because confessions are typically obtained “behind closed
doors,” Leo (2001a, 2001b) recommends that videotaping of
interrogations be mandatory. By memoralizing the interroga-
tion, questions regarding suggestions, pressure, and subtle
promises and threats might be more validly addressed.

Intellectual Factors Contributing to False Confessions

According to Shaw and Budd (1982), mentally retarded indi-
viduals have a stronger need to please others, especially those
they identify as authority figures. They are more likely to
demonstrate acquiescent behavior by providing socially de-
sirable responses to comply with the demands of others.
Parry (1987) discussed mental impairments as factors con-
tributing to involuntary confessions. Gudjonsson (1992) as-
sociated low intelligence with increased suggestibility, a
factor he cited as contributing to false confessions. Similarly,
Wrightsman and Kassin (1993) reported that low intelligence
is a factor related to untruthful confessions.

Everington and Fulero (1999) found increased levels of
suggestibility in the mentally retarded. They were more likely
to respond to suggestive questions and were likely to modify
their answers when requested to do so. Research on individu-
als with mental deficiencies (e.g., mental retardation) indi-
cates that they are more likely to respond to leading questions
containing false or misleading information (Perlman, Ericson,
Esses, & Isaacs, 1994). They have a strong desire to please
others, particularly authority figures (Ellis & Luckasson,
1985). Yes/no questions raise the likelihood of response biases
in mentally deficient individuals (Sigelman, Budd, Winer,
Shoenrock, & Martin, 1982), and the tendency to acquiesce is
so powerful that even absurd questions yield affirmative an-
swers (Sigelman, Budd, Spanhel, & Shoenrock, 1981).

The relationship between intelligence and suggestibility is
a critical one in evaluating the validity of a confession. The
work of Gudjonsson (1984, 1989, 1991) revealed significant
differences in IQ and suggestibility between alleged false
confessors and resisters in criminal trials. Alleged false con-
fessors were found to have lower IQ and were more sug-
gestible than were resisters, with a greater magnitude of
difference in suggestibility scores than IQ scores. Clare and
Gudjonsson (1993) found that individuals with a Full Scale
IQ in the range of 57 to 75 were more suggestible than indi-
viduals with an average IQ because they were much more
susceptible to leading questions. In addition, they confabu-
lated more, and such individuals were more acquiescent.
Individuals with low IQ may be more likely to offer confes-
sions, regardless of their truth.

Personality Factors Contributing to False Confessions

A suspect’s personality traits and characteristics may con-
tribute to a false confession. However, whether these traits
prompt an untrue confession depends greatly on the demands
of the interrogation situation itself. Typically, personality fac-
tors cannot be considered in isolation from the interrogation
process. Gudjonsson (1992) hypothesized that unresolved
childhood conflicts (related to such factors as self-image, the
need to please, and poor coping skills) might lay the founda-
tion for personality characteristics likely to produce a
false confession. He described a number of personality
traits that may be associated with false confessions: the need
for approval, the need to please, and the need to avoid un-
pleasant conflicts, including susceptibility to self-criticism.
Wrightsman and Kassin (1993) described similar factors, in-
cluding the need to avoid controversy, suggestibility, and
acquiescence when interrogated. Also associated with the
likelihood of conforming to the demands of the interrogator
are low self-esteem, anxiety proneness, feelings of power-
lessness, need to fulfill role expectations, fear of negative
evaluations and social disapproval, uncritical obedience to
authority, and lack of assertiveness (Gudjonsson, 1992). Leo
and Ofshe (1998) wrote that increased anxiety associated
with interrogation may serve to increase the likelihood of an
invalid confession. Shuy (1998) argued that the need for self-
aggrandizement may contribute to a false confession. Ofshe
(2000) opines that people confess as a means of coping with
a threatening situation, seeing the confession as the best op-
tion available.

Other Factors Associated with False Confessions

Bedau and Radelet (1987) reported cases of false confessions
designed to impress a girlfriend and to hide the fact that, at
the time of the crime, the suspect was sexually intimate with
another woman. Gudjonsson (1992) cited mental illness, re-
cent bereavement, and language difficulties as factors that
may affect the ability of the suspect to cope with interroga-
tion pressures. Similarly, he cited age, lack of experience
with the police, memory impairments, locus of control, and
tendencies to confabulate as relevant factors to consider. The
need to protect another individual from being accused of the
crime may be a reason for providing an untruthful confession
(Gudjonsson & Sigurdsson, 1994). Kassin and Fong (1999)
cited the desire “to go home” as a possible motivating factor
contributing to a false confession. Wrightsman (2001) be-
lieves some false confessions may be offered “by a desire for
publicity or by generalized guilt or they may reflect some
form of psychotic behavior” (pp. 143–144). A summary of
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police interrogation’s methods and strategies that may con-
tribute to false confessions can be found in Leo (2001b).

Types of False Confessions

The mere fact that a defendant recants a confession or chal-
lenges its veracity does not necessarily make the confession
false (Wrightsman, 2001). However, for those that are un-
truthful, three types of false confessions have been identified
(Kassin & Wrightsman, 1985; Wrightsman & Kassin, 1993).
These three models, based on theories of attitude change as
well as on anecdotal cases, attempt to explain reasons sus-
pects offer false confessions. Others working in this area, in-
cluding Gudjonsson (1992) and Shuy (1998), have cited
these models in their work. Although these models of false
confessions imply three distinct categories, for an individual
defendant, they sometimes overlap (Gudjonsson, 1992).

Voluntary False Confessions

Voluntary false confessions are offered willingly, free from
external pressure from interrogators. Often, such individuals
have seen a crime on television or read about it in the news-
paper and voluntarily go to the police station to confess. Fre-
quently, these false confessions are motivated by a desire for
publicity or may represent a need to reduce guilt from other
real or imagined prior transgressions. A confession may be
symptomatic of an underlying psychosis, and, at times, the
person confessing may be truly convinced of his or her guilt.
Some individuals may offer voluntary false confessions to
protect others from being blamed for the crime. As discussed
by Gudjonsson (1992), it is unclear how readily police detec-
tives can recognize a voluntary false confession.

Coerced-Compliant False Confessions

Coerced-compliant confessions are given by suspects who
are aware of their innocence, but, for a number of reasons, are
unable to withstand the pressure of interrogation. As de-
scribed by Wrightsman (2001), confessions may be given “to
escape further interrogation, to gain a promised benefit, or to
avoid threatened punishment” (p. 144). The suspect is aware
that he or she did not commit the crime to which the confes-
sion is given. Their compliance behavior is “a means of cop-
ing with the demand characteristics including the perceived
pressure of the situation” (Gudjonsson, 1992, p. 228). 

Such individuals may have partial or full recognition of the
consequences of their confessions. However, frequently, they
may believe “that somehow the truth will come out later or
that the solicitor will be able to rectify their false confession”

(Gudjonsson, 1992, p. 228). One of the authors (Goldstein)
had a case in which a woman found to be both highly sug-
gestible and very naïve may have provided a false confession
based on police pressure. After several hours of interrogation,
during which time she denied involvement in a conspiracy to
commit murder, she “confessed” so that she could return
home to care for her young child and avoid incarceration
“with tough ladies who will definitely enjoy a new piece of
meat.” Her concern for the well-being of her child, her fear of
being brutalized by other inmates, and the promises made to
her by police detectives that they would quickly get things
straightened out and allow her to return home, contributed to
her suspension of judgment and her decision to confess to a
crime that she claimed that she did not commit. Another de-
fendant, who was found to be somewhat mentally slow, con-
fessed to two murders, having been convinced of the futility
of his protestations of innocence. He claimed that he had pur-
posely provided inaccurate details regarding the crimes, be-
lieving that he would later sue the police for “entrapment” and
brutality. In this case, there was no physical evidence tying
the defendant to the crime itself. He believed that his attorney
would “straighten things out later.” (See Johnson & Hunt,
2000, for a description of a case of a 13-year-old involving his
ability to waive Miranda rights, as well as the likelihood that
he gave a false confession.)

Coerced-Internalized False Confessions

With prolonged interrogation and pressure, some innocent
suspects gradually begin to adopt the fact pattern presented
by interrogating officers. They do so despite a lack of mem-
ory regarding details of the offense. They begin to question
their judgment and may be quick to adopt suggestions that
they have “repressed” details of the crime, allowing them to
endorse those details provided to them by interrogators. As
described by Gudjonsson and MacKeith (1982), such confes-
sions tend to come from passivity, self-doubt, and “memory
distrust.”

Implications for Forensic Assessment and Testimony
Regarding False Confessions 

Forensic psychologists may be asked to evaluate defendants’
allegedly false confessions. As discussed in the first section of
this chapter, this represents a different referral question, both
legally and psychologically, from assessing the validity of a
defendant’s Miranda waiver. Although Miranda rights may
have been validly waived, questions may remain regarding
the trustworthiness of the confession. Referrals cover a broad
spectrum of concerns about the defendant’s functioning and
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its relevant to the likelihood that he or she might have given a
false confession.

Experts are not in a position to offer an opinion on
whether a defendant’s confession is, indeed, a false one;
clearly, such an ultimate opinion should be left to the trier of
fact to determine. However, forensic psychologists can eval-
uate factors associated with providing false confessions:
overall intelligence, judgment, tendencies to suspend critical
thinking, decision-making abilities under stress, the capacity
to cope with pressure (especially that associated with interro-
gation), tendencies to acquiesce to the demands of those
identified as authority figures, and the need to please others
and avoid criticism and conflict. A common topic for this
type of assessment is the role psychotic symptoms (including
delusions) and underlying feelings of guilt might have played
in affecting cognitive skills and judgment. Forensic psy-
chologists might evaluate suggestibility (as a personality
construct and as an interactive process), a major factor hy-
pothesized to contribute to false confessions. 

Interview of Defendant

All evaluations on issues related to false confessions should
include interviews of the defendant. A detailed background
history provides a sense of the defendant’s overall mental
state and reveals sources of corroborating records to establish
the defendant’s credibility. In addition, instances of marked
suggestibility and/or acquiescence to authority figures that
predate the confession may serve as real-life validation of
traits or characteristics that would contribute to a false con-
fession. For example, in one case, a defendant claimed that
she had been coerced by the police into signing a statement
admitting to a serious felony that she claimed she had not
committed. A review of her background found that on a num-
ber of occasions, she had been “talked into” making deci-
sions not in her best interests or contrary to her intended
plans: She had gone to a physician for birth control pills, but
was talked into a tubal ligation; on another occasion, she
closed a successful business for fear of offending a close
friend she respected. In reviewing the assessment data, the
evaluator must consider the defendant’s rendition of the rea-
sons a confession was given and is being challenged as false.

Third-Party Sources

School, employment, and mental health records, along with
interviews of others familiar with the defendant, are fre-
quently a valuable source of corroborative information. (A
discussion of the use of such sources of data can be found in
the chapter by Heilbrun, Warren, & Picarello in this volume.)

A review of the video- or audiotape of the interrogation (if
one exists) may serve as an essential source for both framing
questions to ask the defendant and determining the source of
some details in the confession (however, the defendant may
have first given a statement “off-camera” and may merely be
repeating what he or she had stated earlier). Instances of the
defendant “giving in” to the demands of others, naïveté,
suggestibility, and examples of a need to please or to avoid
criticism represent relevant data to consider in conducting
such examinations. Similarly, descriptions of the defendant
as headstrong, stubborn, a leader, and self-assertive are of
equal relevance.

Psychological Testing

If cognitive limitations are suggested, a full intellectual as-
sessment is indicated. In addition, neuropsychological testing
focusing on executive decision making may be relevant
should there be issues related to neuropsychological impair-
ments. The specific tests and forensic assessment instruments
must be determined on a case-by-case basis. There is no
established battery for conducting such assessments. Per-
sonality testing, especially with well-validated instruments
(Minnesota Multiphasic Personality Inventory 2, Personality
Assessment Inventory), may contribute to an understanding
of the defendant’s traits, characteristics, self-image, and cop-
ing skills. These factors may be relevant in considering those
characteristics unique to the defendant that may have con-
tributed to a false confession.

An instrument of potential value is a suggestibility
measure such as the Gudjonsson Suggestibility Scale
(Gudjonsson, 1984, 1987). Defendants are read a narrative
paragraph describing a fictitious crime and are asked to recall
as much as they can about the story, both immediately and
after approximately 50 minutes. Questions are then asked of
the defendant, most of which are “subtly misleading.” Even if
questions are answered correctly, the defendant is informed
that a number of errors have been made and that the questions
must be asked again and he or she should try to answer them
more accurately. Changes in answers are recorded along with
the degree to which defendants give in to the misleading
questions. A Total Suggestibility score is obtained. The re-
sults of this measure, in the context of a multimodal assess-
ment, sometimes provide useful data regarding the existence
of suggestibility as a long-standing characteristic of the
defendant.

The relevance of psychological assessment measures de-
pends on their relationship to hypothesized characteristics of
the defendant that might be related to a tendency to offer a false
confession. Reasonable hypotheses are formed by reviewing
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records, interviewing relevant collateral contacts, consulting
with defense counsel and other individuals with knowledge of
the defendant’s functioning in legal settings, and observa-
tional and interview data. Psychological testing tends to be
standard practice in evaluations of abilities related to the trust-
worthiness of confessions, but sometimes, relevant variables
of concern are sufficiently documented in records or suffi-
ciently apparent in observational and interview data. (Even in
those cases, assessment data might be used to bolster conclu-
sions or to ensure sufficient reliance on multiple sources of
data.) Relevant variables should be described in reports and
linked (either clinically or in response to hypothetical ques-
tions) to the defendant’s functioning at the time the confession
took place.

Summary

Although forensic psychologists, like those in other profes-
sions, are not in a position to offer the opinion that a specific
confession is untruthful, they can evaluate situational, intel-
lectual, and personality characteristics that might have
“pushed” a suspect into providing a false confession. It
clearly is up to the trier of fact to determine if the expert’s
findings and testimony are credible and relevant when they
determine how much weight to give the defendant’s inculpa-
tory statement. Crane v. Kentucky (1986) permits testimony
bearing on the credibility of the defendant’s confession. In
conducting these assessments and in the provision of testi-
mony, theoretical and empirical knowledge of why people
provide false confessions, knowledge of models of false
confessions, and familiarization with appropriate assessment
methodology are required as part of the field’s standard
of care.

CONCLUSION

The validity of Miranda rights waivers carries legal signifi-
cance because a confession typically is viewed as highly per-
suasive evidence. The validity of the waiver is especially
legally relevant when the prosecution expects to offer the
confession as a primary or sole source of evidence to convict
the defendant. Convictions can result from both illegally ob-
tained confessions as well as confessions that are unreliable.
Both Miranda comprehension and confessional competence
are significant forensic assessment issues. The behavioral sci-
ences offer theories, assessment methods, and methods for
analyzing the significance of individual variables in assessing
abilities related to Miranda comprehension, the validity of

waivers, and the trustworthiness of confessions. Forensic
psychologists who conduct assessments of the validity of
Miranda waivers and factors that may have contributed to
false confessions are encouraged to familiarize themselves
with jurisdictional concerns. These include factors such as
the nature of the Miranda warning used in local jurisdictions,
common interrogation practices in local jurisdictions, and
idiosyncratic rulings in binding case law relevant in specific
regions.

In recent years, the U.S. Supreme Court frequently has
been closely divided on rulings addressing 5th, 6th, and 14th
Amendment rights. Where discretion is permitted, judicial
approaches to cases involving competence to waive Miranda
and the credibility of confessions have been more conserva-
tive in the past decade than in previous decades. When there
are changes in the composition of the Court, these authors an-
ticipate that significant changes may occur in Court decisions
focusing on these issues. When case law changes in signifi-
cant ways, forensic assessment methodology sometimes
must be revised to address legally and clinically relevant
standards cited in rulings. Forensic psychologists conducting
assessments in these areas must keep abreast of the latest
state and U.S. Supreme Court decisions to conduct legally
relevant evaluations.
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Competence to stand trial has been termed “the most signif-
icant mental health inquiry pursued in the system of crimi-
nal law” (Stone, 1975, p. 200). According to Steadman,
Monahan, Hartstone, Davis, and Robbins (1982), 25,000 de-
fendants were evaluated for trial competency in the United
States in 1978, and 6,500 were hospitalized as incompetent to
stand trial. Hoge, Bonnie, Poythress, and Monahan (1992)
estimated that pretrial competence evaluations are sought in
2% to 8% of all felony cases. LaFortune and Nicholson
(1995) reported that judges and attorneys estimate that com-
petency is a legitimate issue in approximately 5% of criminal
cases, although only two-thirds of these defendants whose
competency is questionable are actually referred for formal
competency evaluations. With deinstitutionalization of men-
tally ill persons, concern has been expressed about the “crim-
inalization” of the mentally ill (Teplin, 1994). The proportion
of patients in public psychiatric hospitals who have been
committed by criminal courts has significantly increased
(Linhorst & Dirks-Linhorst, 1997). Cooper and Grisso

(1997) noted the possibility that findings of incompetence or
referrals for inpatient competence evaluations have become a
mechanism for committing mentally ill persons who would
otherwise not be provided inpatient care.

Trial competency is a legal construct rooted in English
common law. Wulach (1980) identified four major legal
rationales for trying only competent defendants. First, the
accuracy of the proceedings demands the assistance of
the defendant in acquiring the facts of the case. Second,
due process depends on defendants’ ability to exercise
their rights, including the rights to choose and assist legal
counsel, confront their accusers, and testify in their own
behalf. Third, the integrity and dignity of the process is
undermined by the trial of an incompetent defendant, both in
terms of its inherent morality and its outward appearance.
Finally, the objectives of punishment are not served by
sentencing a defendant who fails to comprehend the pun-
ishment and the reasons for imposing it. According to
Bonnie (1992), the dignity, reliability, and autonomy of the
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legal process itself precludes adjudication of incompetent
defendants.

This chapter begins with a discussion of the legal frame-
work of competence to stand trial. Conceptual formulations
of these legal standards that have been developed to guide
psychological assessments of trial competence are then con-
sidered. The empirical literature on variables relevant to
competence is reviewed. Evaluation issues, including clinical
approaches, competence assessment instruments, psycholog-
ical testing, and report issues, are covered. Trial competence
issues posed by special populations are reviewed. Finally,
dispositional issues, such as competency assistance, treat-
ment of incompetent defendants, prediction of restorability,
and the issue of permanently incompetent defendants, are
summarized.

LEGAL FRAMEWORK

Early History

The earliest foundation of the legal construct of competence
to stand trial may be the common law prohibition against tri-
als in absentia. Just as a criminal defendant has the basic right
to be physically present at trial to confront his or her accusers,
a defendant must be mentally present, or aware enough of the
legal situation to meaningfully confront his or her accusers.
In tracing the legal roots of trial competency, Melton, Petrila,
Poythress, and Slobogin (1997) discussed the practice of
seventeenth-century English courts in determining whether
defendants who stood mute and did not enter a plea at trial
were “mute of malice” or “mute by visitation of God.” (p. 120)
The former were subjected to placement of increasingly heavy
weights on their chests to force a plea. Those considered
mute by visitation of God (the deaf, the mute, and later, the
lunatic) were not expected to enter a plea. This thinking
evolved in the eighteenth century, as reflected by Frith’s Case
(1790), in which the court delayed trial until such time as the
defendant, “by collecting together his intellects, and having
them entire, he shall be able so to model his defense and to
ward off the punishment of the law” (p. 121).

English common law has influenced the development of
American criminal law, including the concept of competency.
Federal case law linking trial competency to the U.S. Consti-
tution began with the 1899 Court of Appeals case of Youtsey
v. United States. Youtsey had been tried and convicted of em-
bezzlement after an initial delay of several months, during
which he had been physically and mentally unable to appear,
due to epilepsy. The court denied his lawyer’s motion for an
additional continuance, to be based on expert testimony that
the epilepsy had resulted in severe memory impairment that

prevented the defendant from providing counsel with infor-
mation about “many of the vital transactions covered by said
indictment which ought to be personally within his knowl-
edge” (p. 939). The Sixth Circuit Court of Appeals reversed
the conviction and remanded the case for retrial and for a
hearing on Youtsey’s competency. The Court of Appeals
based this finding on evidence that the memory and mind of
the defendant were impaired before and during the trial, that
epilepsy is progressive, and that it was “doubtful whether the
accused was capable of appreciating his situation, and of in-
telligently advising his counsel as to his defense, if he had
any” (p. 947).

Competency Defined

The U.S. Supreme Court, in Dusky v. United States (1960),
established the minimal constitutional standard for competency
to stand trial. The Court ruled that competency to stand trial
is based on whether the defendant “has sufficient present abil-
ity to consult with his lawyer with a reasonable degree of ratio-
nal understanding—and whether he has a rational as well as
factual understanding of the proceedings against him” (p. 789).

The characteristics of a competent defendant were further
articulated in the 1961 case of Wieter v. Settle:

(1) that he has mental capacity to appreciate his presence in rela-
tion to time, place and things; (2) that his elementary mental
processes be such that he apprehends (i.e., seizes and grasps with
what mind he has) that he is in a Court of Justice, charged with a
criminal offense; (3) that there is a Judge on the Bench; (4) a
Prosecutor present who will try to convict him of a criminal
charge; (5) that he has a lawyer (self-employed or Court-
appointed) who will undertake to defend him against that charge;
(6) that he will be expected to tell his lawyer the circumstances,
to the best of his mental ability, (whether colored or not by men-
tal aberration) the facts surrounding him at the time and place
where the law violation is alleged to have been committed; (7)
that there is, or will be, a jury present to pass upon evidence ad-
duced as to his guilt or innocence of such charge; and (8) he has
memory sufficient to relate those things in his own personal
manner:—such a person from a consideration of legal standards,
should be considered mentally competent to stand trial under
criminal procedure, lawfully enacted. (pp. 321–322)  The Court
laid out functional criteria for determining competence, and it
clarified that mental illness does not necessarily mean that a
defendant lacks the mental faculties required to stand trial.

Basis for Raising the Issue of Competence

In the 1966 case of Pate v. Robinson, the U.S. Supreme Court
held that a trial judge must raise the issue of competency if
either the court’s own evidence, or that presented by the
prosecution or defense, raises a “bona fide doubt” about
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the defendant’s competency. In Drope v. Missouri (1975), the
Court clarified that evidence of the defendant’s irrational be-
havior, demeanor at trial, and any prior medical opinion on
competence to stand trial are relevant to determining whether
further inquiry is required.

Amnesia and Competence

The tendency of federal courts to articulate functional criteria
for determining competence to stand trial continued in the
case of Wilson v. United States (1968). The court upheld the
conviction of a man who sustained head injuries in an acci-
dent in the course of a high-speed chase by police and was
therefore amnesiac for the offenses. However, the court re-
manded the case for more extensive posttrial findings on the
issue of whether amnesia deprived the defendant of a fair trial
and effective assistance of counsel. Six factors were articu-
lated to assist the trial court in determining whether the fair-
ness and accuracy of the proceedings had been compromised
and the conviction should be vacated:

1. The extent to which the amnesia affected the defendant’s
ability to consult with and assist his lawyer. 

2. The extent to which the amnesia affected the defendant’s
ability to testify in his own behalf. 

3. The extent to which the evidence in suit could be extrinsi-
cally reconstructed in view of the defendant’s amnesia.
Such evidence would include evidence relating to the
crime itself as well as any reasonably possible alibi.

4. The extent to which the Government assisted the defen-
dant and his counsel in that reconstruction.

5. The strength of the prosecution’s case. Most important
here will be whether the Government’s case is such as to
negate all reasonable hypotheses of innocence. If there is
any substantial possibility that the accused could, but for
his amnesia, establish an alibi or other defense, it should
be presumed that he would have been able to do so.

6. Any other facts and circumstances which would indicate
whether or not the defendant had a fair trial (pp. 463–464). 

The court’s reasoning in the Wilson case not only illustrates
the functional, situation-specific analysis demanded by deter-
mination of competency; it also emphasizes that the finding
of competency is a legal decision designed to ensure the fair-
ness and accuracy of court proceedings.

Competence to Waive Rights 

Implicit in the competency of a defendant to participate in
proceedings to resolve criminal charges against him or her is
the capacity to waive certain rights. 

Competence to Plead Guilty

Over 90% of criminal cases in the United States are resolved
by pleas of guilty, often the result of plea bargaining. The
competency of defendants to plead guilty involves the waiver
of the right to a jury trial, of the right to confront one’s ac-
cusers, and of the privilege against self-incrimination. This
issue was considered by the U.S. Court of Appeals case of
Sieling v. Eyman (1973). The court held that competency to
stand trial and competency to plead guilty are not necessarily
identical, and that, to the extent that they differ, there is a
higher standard for competency to waive constitutional rights
and to plead guilty than for competency to stand trial. The
court adopted the following standard: “A defendant is not
competent to plead guilty if mental illness has substantially
impaired his ability to make a reasoned choice among alter-
natives presented to him and to understand the nature of the
consequences of his plea” (p. 215). 

However, the majority of the circuits have concluded that
the standard of incompetence to plead is the same as the stan-
dard of incompetence to stand trial (Allard v. Hedgemoe,
1978).  The Allard court agreed that the waiver of rights and
the plea of guilty need to be closely examined, but suggested
that the capacity to make such decisions be considered part of
the Dusky standard.

In an earlier federal court decision (North Carolina v.
Alford, 1970), the court had ruled in a capital case that defen-
dants may waive their right to trial and plead guilty even if
they deny their guilt. The court focused on the logic of
Mr. Alford’s reasoning in choosing to enter a guilty plea to a
murder he stated he did not commit.

Competence to Waive Counsel

The Supreme Court ruled in Westbrook v. Arizona (1966) that
a competency to stand trial hearing was not sufficient to de-
termine defendants’ competence to waive their constitutional
right to the assistance of counsel and to conduct their own de-
fense. In the 1975 case of Faretta v. California, the Supreme
Court noted that waiver of counsel must be knowing and in-
telligent, but defendants’ ability to represent themselves has
no bearing on their competence to choose self-representation.

Godinez v. Moran

The 1993 U.S. Supreme Court case of Godinez v. Moran con-
sidered in detail the issue of waiver of rights in the context of
trial competency. The facts of the case are important to con-
sider in view of the significance of this landmark decision.
Moran killed two people in a bar and removed the cash
register. Several days later, he shot and killed his former wife,
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shot himself in the abdomen, and attempted to slit his wrists.
Two days after the latter incident, Moran summoned police to
his hospital bed and confessed to the killings. He was charged
with capital murder and found competent to stand trial.
Nearly three months later, he appeared in court and stated
that he wanted to discharge his attorneys and plead guilty,
primarily to prevent the presentation of mitigating evidence
at sentencing. 

Based on the prior competency evaluations and the court’s
inquiry of the defendant on the record, the trial court ruled
that Moran knew the consequences of entering a guilty plea
and could intelligently and knowingly waive his right to
counsel. The competency evaluations had noted the pres-
ence of depression that affected the defendant’s motivation
to actively work with counsel in his defense. The court record
noted that Moran was taking medication, but did not in-
clude an inquiry regarding the type, dosage, or effect on the
defendant.

Moran was sentenced to death. When the defendant later
sought postconviction relief, the trial court held an eviden-
tiary hearing. Testimony indicated that he had been pre-
scribed phenobarbitol, Inderal, Vistaril, and Dilantin at the
time of the court proceedings, and that these medications had
a “numbing” effect on him. The trial court rejected the claim
that he had been mentally incompetent to represent himself. 

The Ninth District Court of Appeals reversed the lower
court rulings and concluded that due process required the trial
court to determine Moran’s competency prior to accepting
his decisions to waive counsel and plead guilty. The court
also held that the standard for competency to waive counsel
or plead guilty is not the same as the standard for competency
to stand trial. Rather, competency to make these decisions re-
quires the capacity for reasoned choice among the available
alternatives.

The U.S. Supreme Court reviewed the appellate court’s
decision and held that the competency standard for pleading
guilty or waiving the right to counsel is the same as the Dusky
standard for competency to stand trial.  In reaching this deci-
sion, the Court reasoned that the defendant has to make a
number of complicated decisions during the course of a trial,
and that a separate, higher standard is not necessary to deter-
mine whether he has the capacity to make the decision to
waive counsel. The Court acknowledged: 

In addition to determining that a defendant who seeks to plead
guilty or waive counsel is competent, a trial court must satisfy it-
self that the waiver of his constitutional rights is knowing and
voluntary. . . . In this sense there is a ‘heightened’ standard for
pleading guilty and for waiving the right to counsel, but it is not
a heightened standard of competence. (p. 2687)

The concurring opinion suggests that the Dusky competence
standard should not be viewed too narrowly, as a defendant
must be competent throughout the proceedings, from arraign-
ment to pleading, trial, conviction, and sentencing, and
whenever the defendant must make a variety of decisions
during the course of the proceedings. 

Although the Supreme Court did not articulate a separate
standard for competence to waive counsel or plead guilty,
Justice Thomas in the majority opinion acknowledged that
“psychiatrists and scholars may find it useful to classify the
various kinds and degrees of competence.” Felthous (1994)
noted that the Court “did not forbid legislatures, courts, attor-
neys and mental health witnesses from addressing de facto
those abilities that are embodied in decisions about compe-
tency to waive counsel and to make one’s own defense”
(p. 110). Melton et al. (1997) speculated that Godinez v.
Moran may well increase the level of competency evaluators
and judges associate with competency to stand trial, as trial
competency includes competency to waive counsel.

The Standard of Proof

In 1996 (Cooper v. Oklahoma), the U.S. Supreme Court re-
viewed the requirement of Oklahoma that a defendant prove
incompetence by clear and convincing evidence, rather than
the lower standard of preponderance of the evidence. The
Court ruled unanimously that to impose the higher stan-
dard of clear and convincing evidence violated due process
by allowing “the State to put to trial a defendant who is
more likely than not incompetent.” The Court termed the
consequences of an erroneous competency determination in
Cooper’s case “dire,” impinging on his right to a fair trial. In
contrast, the consequence to the state of an erroneous finding
of incompetence when a defendant is malingering was
termed “modest,” as it is unlikely that even an accomplished
malingerer could “feign incompetence successfully for a pe-
riod of time while under professional care” (p. 1382). The
Court affirmed the importance of competence to stand trial,
stating that “the defendant’s fundamental right to be tried
only while competent outweighs the State’s interest in the
efficient operation of its criminal justice system” (p. 1383). 

Mental Retardation

The U.S. District Court for the Western District of Louisiana,
in United States v. Duhon (2000), emphasized the ability to
make decisions in rejecting the opinion of hospital forensic
examiners that a mentally retarded defendant was competent
to stand trial. The court ruled that the defendant’s factual un-
derstanding of the proceedings, after hospital staff taught him
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to memorize and retain some information, was insufficient.
Rather, the defendant lacked the ability to consult with an at-
torney with a reasonable degree of rational understanding, to
otherwise assist in his defense, and to have a rational under-
standing of the proceedings. 

Competency to Refuse the Insanity Defense

Federal appeals courts have considered the issue of a defen-
dant’s competency to refuse an insanity plea, separate from
the issue of competency to stand trial. The prevailing view
was articulated in Frendak v. United States (1979). The court
held that a trial judge may not impose a defense of insanity
over the defendant’s objections if a competent defendant in-
telligently and voluntarily decides to forgo a defense of in-
sanity. An earlier case, Whalem v. United States (1965), did
provide that a trial judge may impose an insanity defense
when the defense would be likely to succeed, but it was over-
turned by United States v. Marble (1991) and is not followed
in most jurisdictions. If it appears that competency to waive
an insanity defense may be an issue in a given case, it is pru-
dent for the evaluator to address it as part of the trial compe-
tency evaluation. 

Case Law on Treatment of Incompetent Defendants 

A final group of cases addresses the issue of treatment of de-
fendants found incompetent to stand trial.

Length of Commitment

In Jackson v. Indiana (1972), the U.S. Supreme Court re-
viewed the commitment of a deaf mute who had been found
incompetent to stand trial on two charges of robbery. He had
been ordered to be hospitalized until he became competent,
even though the treatment staff did not believe he would ever
learn the communication skills necessary to stand trial. The
Court ruled that incompetent defendants can be hospitalized
only for the “reasonable” period of time necessary to de-
termine whether there is a substantial probability that com-
petency can be attained in the foreseeable future. The Court
also held that continued commitment could be justified only
on the basis of progress toward the goal of competency
restoration. If these conditions could not be met, then the
Court considered the alternatives to be releasing the defen-
dant or initiating civil commitment proceedings.

More recently, in United States v. Duhon (2000), the U.S.
District Court for the Western District of Louisiana ordered
the release of a mentally retarded defendant who was not

dangerous to any persons or property and would never
achieve trial competency. 

Involuntary Medication

The issue of involuntary medication of defendants during
trial was addressed by the U.S. Court of Appeals in a case
heard twice, United States v. Charters. In 1987, the court
held that forced administration of psychotropic medication
to an incompetent defendant requires a separate judicial
decision, using the substituted judgment/best interests
standard. In 1988, the court en banc endorsed a reasonable
professional judgment standard, with the availability of
judicial review. The Charters case was not appealed to the
U.S. Supreme Court in light of the Court’s 1990 decision in
Washington v. Harper. In this prison case, the Court held
that the reasonable professional judgment review of
involuntary medication in the treatment of prisoners was
constitutional.

The U.S. Supreme Court did consider the issue of invol-
untary administration of psychotropic medication of pretrial
detainees in the case of Riggins v. Nevada (1992). Riggins
argued that continued administration of medication was an
infringement on his freedom, and that drug effects on his
mental state during trial would deny him due process by not
allowing him to show the jurors his true mental state as part
of his insanity defense. The trial court found Riggins com-
petent and denied his motion to suspend administration of
psychotropic medication during his murder trial. He was
subsequently convicted and sentenced to death. The U.S.
Supreme Court reversed Riggins’s conviction and extended
the Washington v. Harper (1990) ruling on the right to
refuse medication, absent an “overriding justification and a
determination of medical appropriateness” (p. 1815), to pre-
trial detainees. Once the defendant stated that he wanted his
medication discontinued, the state had to “establish the need
for Mellaril and the medical appropriateness of the drug”
(p. 1815). This could have been established by showing that
the medication was essential for the defendant’s safety or
the safety of others, or that the state could not obtain an ad-
judication of “guilt or innocence with less intrusive means”
(p. 1815).

The case law regarding treatment of incompetent defen-
dants appears to attempt to balance the liberty interests and
due process concerns of a defendant who has not been con-
victed of a crime with the state’s interest in a fair and accurate
adjudication of criminal cases. Involuntary treatment of in-
competent defendants is permissible as long as treatment is
likely to restore the defendant to competence and there is no
less intrusive means to do so. 
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Statutory Criteria for Competency to Stand Trial

Although the Dusky case established the minimal constitu-
tional standard for competency to stand trial, states are per-
mitted to expand on this standard. Statutory criteria for the
determination of trial competency vary across states, and
some states, such as Michigan, Florida, and Utah, have elab-
orated on the Dusky standard. For example, the Utah statute
(described by Skeem & Golding, 1998) mandates that exam-
iners address the defendant’s present capacity to comprehend
and appreciate the charges against him or her, disclose to
counsel pertinent facts and states of mind, comprehend and
appreciate the range and nature of possible penalties that may
be imposed, engage in reasoned choice of legal strategies and
options, understand the adversary nature of the proceedings,
manifest appropriate courtroom behavior, and testify rele-
vantly, if applicable. It also mandates consideration of the
impact of mental disorder or mental retardation on the defen-
dant’s relationship with counsel, and of the effect of any
psychoactive medication currently being administered on the
defendant’s demeanor and affect and ability to participate in
the proceedings. 

THE CONCEPTUALIZATION OF COMPETENCY
TO STAND TRIAL

The legal doctrine of competency to stand trial has been the
subject of conceptual analysis regarding its meaning and ap-
plication to psychological assessment and legal decision
making. For example, Roesch and Golding (1980), in dis-
cussing the assessment of competency to stand trial under the
Dusky standard, phrased the question as “whether or not this
defendant, facing these charges, in light of the existing evi-
dence, will be able to assist his attorney in a rational manner”
(pp. 18–19). They further noted: “Testimony about mental
and physical illnesses is relevant, but only insofar as it speaks
to the functional ability of a defendant to reasonably under-
stand and assist in his/her own defense. Defendants are not
expected to be amateur lawyers, nor paragons of mental
health, nor admirers of and true believers in the criminal jus-
tice system” (p. 23). 

Grisso (1986) reiterated that a defendant’s competence de-
pends on the seriousness and complexity of the charges, on
what is expected of the defendant in the given case, on the
client’s relationship with the attorney, on the attorney’s skill,
and on other interactive factors. This focus on the functional,
individual, and situation-specific nature of competency to
stand trial is a natural extension of the case law. 

More recently, Bonnie (1992) proposed a two-pronged
model of competence to stand trial from a theoretical

perspective. The first dimension, foundational competence,
or competence to assist counsel, consists of (a) the capacity to
understand the charges, the purpose of the criminal process,
and the adversary system, particularly the role of the defense
attorney; (b) the capacity to appreciate one’s situation as a de-
fendant in a criminal prosecution; and (c) the ability to rec-
ognize and relate pertinent information to counsel concerning
the facts of the case. This dimension meets the societal need
to maintain the dignity of the proceedings and the reliability
of the outcome. The second dimension proposed by Bonnie is
decisional competence, the capacity to make whatever deci-
sions a defendant is required to make to defend himself or
herself and/or to resolve the case without a trial. These deci-
sions may include waiver of constitutional rights, such as the
right to confront one’s accusers at trial, the right to counsel,
and the right to a trial by jury.  Bonnie noted that the capacity
to make decisions may require reassessment at decision
points throughout the proceedings, and that assessment of
competence at any one point is, in this respect, provisional. 

Bonnie (1992) also referred to the literature on competen-
cies in other legal contexts as relevant to assessing decisional
competence. For example, Grisso and Appelbaum’s (1995)
conceptualization of an individual’s competency to consent to
treatment involves four levels: the ability to (a) communicate
a preference, (b) understand relevant information about a par-
ticular decision, (c) appreciate the significance of that infor-
mation to his or her own case, and (d) rationally manipulate or
weigh information in reaching a decision. Understanding in-
formation does not necessarily enable individuals to apply that
information to their situations in a rational manner to make in-
telligent decisions.

EMPIRICAL LITERATURE

Studies of Attorneys

Because competency to stand trial is a legal concept, it is use-
ful to start with the literature on attorneys’ views and prac-
tices regarding potentially incompetent defendants. Berman
and Osborne (1987) surveyed 20 attorneys who questioned
their clients’ competence. They found that attorneys reported
a broader range of problematic behaviors in terms of compe-
tence than did clinicians.

Hoge et al. (1992) conducted structured interviews of
attorneys in a public defender office regarding 122 ran-
domly selected felony cases resolved in a six-month period.
The attorneys had doubted competence at some point in
nearly 15% of these cases, but they referred only about half
of those defendants for competency evaluations. Attorneys
chose not to refer their clients for evaluations for three basic
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reasons: (a) Their clients were unlikely to be considered in-
competent due to the low threshold for competency findings;
(b) there were limited resources for such evaluations; or (c) a
finding of incompetence might not be in the best interest of
the client. Attorneys were more likely to express doubts
about competence when clients were rejecting of their advice
or unusually passive in making decisions about their defense.

In a series of three studies, Poythress, Bonnie, Hoge,
Monahan, and Oberlander (1994) reviewed 200 felony and
misdemeanor cases, 92.5% of which were resolved by plea,
and 200 felony and misdemeanor cases resolved by trial, and
then interviewed attorneys and clients in 35 recently closed
felony cases.  Although attorneys doubted the competence of
8% to 15% of their clients in felony cases and 3% to 8% of
their clients in misdemeanor cases, only 20% to 45% of these
clients were referred for competency evaluations. Attorneys’
doubts about competence were based on the degree of the
client’s helpfulness in developing the facts of the case, par-
ticularly when lack of helpfulness was perceived to be due to
impaired ability rather than to intentional unwillingness.
Attorneys also were more likely to express doubts about
clients who faced serious charges, who were unusually pas-
sive, or who tended to reject the attorneys’ advice. Attorneys
reported spending significantly more time on the case in total
and directly with the client when they had concerns about the
client’s competence. They also tended to consult with other
attorneys and with clients’ relatives or significant others in
cases of doubted competence. These studies highlight the in-
teractive, situation-specific nature of competence to stand
trial and the importance of involving attorneys in the process
of competency assessment. 

Clinical Studies

Nicholson and Kugler (1991) conducted a meta-analysis of
30 studies of competent and incompetent criminal defen-
dants. An average of 30% of the defendants evaluated were
considered incompetent to stand trial by the forensic exam-
iner. Incompetent defendants performed significantly worse
on competency assessment instruments assessing legally rel-
evant, functional abilities. The magnitude of the relationship
between incompetence and performance on the Compe-
tency Screening Test (�.37), the Georgia Court Competency
Test (�.42), the Competency Assessment Instrument (�.52)
and the Interdisciplinary Fitness Interview (�.42) far ex-
ceeded the relationships found for traditional psychological
tests, such as intelligence tests (�.16), and scales F, 6, and
8 on the Minnesota Multiphasic Personality Inventory (.08).
(These instruments are fully reviewed in Competence
Assessment Instruments section of this chapter.) The greater

effectiveness of the competency assessment instruments is
particularly noteworthy because these were validation stud-
ies of these instruments, in which competency status was the
criterion and the examiners did not have access to the results
of the competency assessment instruments in forming their
opinions. In contrast, the results of the traditional psycholog-
ical tests had often been considered in forming opinions
about competency. Even with the lack of independence
between the traditional test results and the competency
criterion, the traditional tests produced correlations of small
magnitude.

Nicholson and Kugler (1991) also found that incompetent
defendants were more likely to have a psychotic diagnosis,
although only half of the defendants with a psychotic diagno-
sis were found incompetent. Symptoms of major psycho-
pathology, including delusions, hallucinations, impaired
memory, impaired thought or communication, and disturbed
behavior, significantly differentiated incompetent from com-
petent defendants. Older defendants, those with a prior his-
tory of psychiatric hospitalization, and defendants without a
prior legal history were more apt to be found incompetent.
The severity of the offense was more strongly related to the
decision to refer defendants for competency evaluations than
it was to an actual finding of incompetence. 

The finding of an approximately 30% rate of incompe-
tence in defendants referred for evaluation over the 25 years
of studies reviewed by Nicholson and Kugler (1991) is con-
sistent with the findings of Warren, Rosenfeld, Fitch, and
Hawk (1997). These investigators reviewed data from Ohio,
Michigan, and Virginia from 1987 to 1988 and discovered
rates of incompetence of 29%, 18%, and 13%, respectively.
The greater incidence of incompetence findings in Ohio
most likely is related to the regional, outpatient system of
providing competence evaluations, which leads to a greater
percentage of defendants charged with public order offenses,
and a greater percentage of defendants diagnosed with schiz-
ophrenia, referred for competency evaluations. In all three
states, a significantly greater likelihood of incompetence
findings occurred in cases of public order offenses; defen-
dants charged with sexual offenses or homicide were less
likely to be found incompetent. Defendants diagnosed with
schizophrenia, organic disorders, other psychotic disorders,
and affective disorders were significantly more likely to be
considered incompetent.

In a study of 1436 defendants referred for competency
evaluation to a federal medical center, Cochrane, Grisso, and
Frederick (2001) found a 19% rate of incompetence opinions.
When diagnosis was controlled, there was no significant dif-
ference in rates of incompetence opinions between categories
of offense. It appears that diagnosis, not category of offense,
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is related to the incidence of incompetence, and that the
prevalence rate for various diagnoses may differ among of-
fense categories. Consistent with the literature, the diagnoses
most closely associated with incompetence were psychotic
disorders, affective disorders, and mental retardation.

Systems Issues 

Warren et al. (1997) reported a decreased likelihood of in-
competence findings when evaluations were performed on an
inpatient rather than outpatient basis in Virginia. However,
they did not indicate whether defendants evaluated on an in-
patient basis also received treatment so that their mental
states improved over the course of the evaluation period. In
contrast, Nicholson and Kugler (1991), in their review, found
a slightly greater rate of findings of incompetence in inpatient
than outpatient settings: 32.2% versus 25.8%, respectively.
Correlations between competency status and defendant char-
acteristics were similar across both settings.

Grisso, Cocozza, Steadman, Fisher, and Greer (1994) sur-
veyed the 50 states and District of Columbia regarding sys-
tems of service delivery for pretrial forensic evaluations. A
typology of the states’ systems was developed that allowed
classification of 43 states. Ten states were classified as tradi-
tional in providing most pretrial evaluations in an inpatient
setting, using public mental health funds and multidiscipli-
nary staff, with secondary reliance on outpatient evaluations.
Nine states relied on private practitioners performing outpa-
tient evaluations on a case-by-case basis, financed by court or
criminal justice funds. Eleven states had a community-based
system of local outpatient mental health facilities or court
clinics funded primarily by mental health dollars. In five
states, classified as modified traditional, most evaluations
were conducted at centralized mental health facilities, but on
an outpatient basis. The eight states with a mixed model had
a balance of outpatient evaluations funded by court or mental
health funds and inpatient evaluations funded by state mental
health funds. No data about these different delivery systems
were presented.

EVALUATION ISSUES

Grisso (1988) published a practice manual outlining five ob-
jectives for competency evaluations. On a functional level,
the defendant’s strengths and weaknesses in terms of specific
legal abilities should be directly assessed. A causal analysis
focuses on the most plausible explanation for any observed
deficits, based on clinical observations and data. The interac-
tive objective of a competency evaluation is concerned with

assessment of the significance of deficits in light of the de-
mands of the case. The opinion about the ultimate legal issue
of competency to stand trial is the conclusory objective.
For the defendant who is likely to be found incompetent,
assessment of the potential for remediation of deficits and
recommendations for treatment constitutes the prescriptive
objective of the evaluation.

There is some controversy about giving a conclusory
opinion about the ultimate legal issue. Grisso (1988) does not
recommend giving a conclusory opinion, but he acknowl-
edges that there are jurisdictions in which the examiner
is permitted or required to give an ultimate opinion about
competence.

Although apparent deficits in knowledge and reasoning
about one’s legal situation trigger concerns about compe-
tence, the issue of competence is not only a functional, but a
capacity issue as well. Apparent difficulties with competence
may be a function of lack of information, failure of an attor-
ney to spend sufficient time in counseling an understandably
anxious defendant, or malingering. To conclude that a defen-
dant lacks present capacity to proceed with the case requires
a thorough assessment of relevant psychological conditions.
Therefore, evaluation of competence to stand trial requires
two levels of assessment. First, the psychologist assesses the
defendant’s understanding of his or her legal situation and
ability to make decisions about it, through interview, use of
competency assessment instruments, review of prosecutor’s
information, and input from defense counsel about doubts re-
garding competence. Second, relevant psychological condi-
tions are assessed through self-report, clinical observation,
third-party information, and psychological testing of cogni-
tive functioning, psychopathology, and response sets, espe-
cially malingering.

Competence Assessment Instruments

Competency to Stand Trial Assessment Instrument
and Competency Screening Test 

Lipsitt, Lelos, and McGarry (1971; Laboratory of Commu-
nity Psychiatry, 1974) made the first systematic attempt to
structure the assessment of competence to stand trial. The
Competency to Stand Trial Assessment Instrument (CAI) is a
rating scale for considering 13 functions related to the ability
to proceed in a self-protective manner. The functions were
derived from appellate cases, the legal literature, and the clin-
ical and courtroom experience of the multidisciplinary team
that developed the instrument. The handbook provides illus-
trative questions and clinical examples to use in rating the de-
gree of incapacity on each of these functions. However, there
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is no standardized administration or well-defined rules for
making ratings. The CAI primarily assesses the competence
to assist counsel, or knowledge, aspect of competence. There
has been little research on this instrument, although studies
indicate high levels of interrater reliability (.87 to .90) and
significant correlations between competency status and over-
all ratings (Nicholson & Kugler, 1991). In practice, the CAI
has been used as an interview guide rather than a psychome-
tric instrument (Schreiber, 1978). The major contribution of
the CAI has probably been its early impact on educating clin-
icians about the concept of competence to stand trial and
guiding their assessments along legally relevant lines.

The Competency Screening Test (CST) is a sentence com-
pletion test with 22 sentence stems that suggest various case
scenarios. Responses to each item are scored on a 0 to 2 range
based on defined criteria, and a cutoff score of 21 has been es-
tablished to suggest incompetence. Interscorer reliability has
been reported to be excellent, ranging from .88 to .95, and
classification accuracy has been reported to be 71% to 84%
(Nicholson, Robertson, Johnson, & Jensen, 1988). These in-
vestigators found a high false-positive rate of 76%; that is, of
the 46 defendants classified as incompetent by the instrument,
35 were actually considered competent by hospital staff. But
there was a low, 3.5% false-negative rate, as only 3 of 86 de-
fendants classified as competent by the CST were actually
considered incompetent. Therefore, in this sample, with the
relatively low base rate of 10% incompetent, the CST ap-
peared to function well as a screening measure, in that few de-
fendants who were actually incompetent were screened out
from a full competency assessment.

Nicholson and Kugler (1991) reviewed 11 studies of the
CST and report a significant mean weighted correlation
(�.37) between the measure and findings of incompetence.
However, Bagby, Nicholson, Rogers, and Nussbaum (1992)
found there was little stability in factor structure across stud-
ies for the CST, making it difficult to determine just what
aspects of competency this instrument measures. The Bagby
et al. study appears to be the last major research published
on the CST (Cooper & Grisso, 1997). However, aspects of
its methodology are reflected in the development of the
MacArthur instrument, discussed below.

The Interdisciplinary Fitness Interview

Golding, Roesch, and Schreiber (1984) developed the Inter-
disciplinary Fitness Interview (IFI) to assess symptoms of
psychopathology and to assess understanding of legal con-
cepts and functions through a joint interview by a psycholo-
gist and a lawyer. Each legal item is rated on a 0 to 2 scale for
capacity and for relevance or importance. Symptoms of

psychopathology are rated as present or absent and for signif-
icance. An overall rating of fit or unfit, and a rating of confi-
dence in that judgment, are made. The potential strength of
the instrument lies in its attempt to assess the defendant’s
functioning in the context of the anticipated demands of his
or her particular legal situation. Preliminary data found 95%
agreement among the IFI interviewers on opinions regarding
competence, and substantial interrater reliability on most of
the psychopathology items. Golding (1993) developed the
Interdisciplinary Fitness Interview–Revised (IFI-R) in the
context of a large-scale study of competency reports (Skeem,
Golding, Cohn, & Berge, 1998), but empirical studies of
the instrument itself have not yet been published. The IFI-R
is a promising interview guide that tailors the assessment to
the individual case, ensures lawyer input, and highlights
the connection between psychopathology and psycholegal
impairment.

Fitness Interview Test

Roesch, Webster, and Eaves (1984) developed the Fitness
Interview Test (FIT), a Canadian interview schedule similar
to the CAI and the IFI. It contains items focused on legal is-
sues and on assessment of psychopathology. McDonald,
Nussbaum, and Bagby (1991) reported a high degree of cor-
respondence between FIT ratings and legal decisions about
competence, but the legal decisions were not independent of
the FIT ratings. Bagby et al. (1992) found that factor analy-
ses of the FIT legal items failed to yield a stable factor
structure across samples, most likely due to the uniformity
of item content. The FIT legal items appear to be fairly
unidimensional and may not assess multiple aspects of
competence. Moreover, the lack of concrete definitions for
rating the items may lead to generalization of ratings across
items. The Fitness Interview Test–Revised (FIT-R) has sub-
sequently been tested on groups of Canadian defendants re-
ferred to an inpatient setting for competency evaluation.
Zapf and Roesch (1997) reported that the FIT-R demon-
strated perfect sensitivity and negative predictive power as a
screening instrument in a study of 57 male defendants.
Based on the FIT-R, 82% of the defendants who were
clearly fit to stand trial would have been screened out before
being remanded for a lengthy inpatient competence evalua-
tion. Whittemore, Ogloff, and Roesch (1997) analyzed re-
sponses of a similar sample to the FIT-R and to FIT-R items
that address ability to make a guilty plea. They suggested
the need for a stage-specific approach to forensic compe-
tency assessment, with specialized instruments designed to
assess the legal issues of competency at various stages of
the proceedings.
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Computer-Assisted Determination of Competency
to Proceed 

The CADCOMP is a computer-administered interview, with
over 200 questions pertaining to history, demographics, the
day of the crime, behavior since arrest, psycholegal ability,
and psychopathology (Barnard et al., 1991, 1992). The initial
study found a correlation of .55 between competency judg-
ments based on the CADCOMP and competency judgments
based on interview by a forensic examiner, with agreement in
88% of the 50 cases. This is consistent with the level of pre-
dictive validity reported for other competency assessment
instruments in the literature. The second study analyzed 18
conceptually developed scales from the CADCOMP, using
the data obtained from incompetent defendants treated in the
same inpatient setting who were either restored to competency
or persistently incompetent. The scales most predictive of
competency opinions reflect lack of knowledge of the adver-
sarial process, lack of appreciation of appropriate courtroom
behavior, prominent psychotic features, and cognitive impair-
ment. The two scales thought to measure relationship with at-
torney did not significantly correlate with competency status,
perhaps because the defendants in this hospitalized sample did
not have an active relationship with their attorney. The only
scales measuring historical variables that significantly corre-
lated with incompetence were criminal history, in a negative
direction, and childhood/educational problems, in a positive
direction. The defendants restored to competency endorsed
more items reflective of substance abuse and antisocial fea-
tures, whereas the unrestored defendants were more likely
to have a history of educational problems and/or persisting
impairment in thinking, perception, and legal ability. This in-
strument is recommended for research use, although it does
provide a standardized database for assessing competence.

Georgia Court Competency Test

The GCCT was developed by Wildman et al. (1978). It is
unique in its use of a courtroom drawing as a reference point
for 12 questions about the physical positions and functional
roles of court participants in a trial. It also consists of five
questions about the defendant’s charge(s) and defense. The
GCCT takes approximately 10 minutes to administer. Initial
findings indicated reliability of .79 across two examiners and
scorers on two different administrations, and classification
accuracy of 68% to 78%. Nicholson et al. (1988) revised the
GCCT to create a Mississippi State Hospital version (GCCT-
MSH), which has been subjected to further research. They
added four questions about the defendant’s knowledge of
courtroom proceedings, changed the weights of some items,

and clarified scoring, but they did not change the total or cut-
off score. Nicholson et al. reported excellent interscorer reli-
ability (r � .95). Classification accuracy was 81.8%, with a
false-positive rate of 67.7% but a false-negative rate of only
3.8%. Classification and false-positive rates improved when
the interval between testing and examiner assessment was
less than the average time of two weeks. The study found that
the GCCT-MSH compared favorably to the CST in this set-
ting, even though the base rate of incompetence findings was
only 10%. Nicholson and Johnson (1991) found that the
GCCT or GCCT-MSH was the strongest predictor of compe-
tency decisions on an inpatient unit, and that the GCCT did
not correlate highly with diagnosis. However, all of the vari-
ables combined accounted for a relatively small proportion of
the variance in competency findings. A factor analytic study
(Bagby et al., 1992) of the CST, the FIT, and the GCCT-MSH
found that only the GCCT-MSH yielded stable, independent
factors: general knowledge, courtroom layout, and specific
legal knowledge. The investigators noted, however, that the
GCCT-MSH does not appear to address ability to consult
counsel and assist in one’s defense in a comprehensive or
conceptually reliable way.  

The Competence Assessment for Standing Trial
for Defendants with Mental Retardation 

The CAST-MR was developed by Everington and Luckasson
(1992) to assess knowledge of basic legal concepts, skills to
assist defense, and understanding of case events in mentally
retarded defendants. Knowledge of basic legal concepts is as-
sessed through 25 multiple choice questions, with three re-
sponse options, measuring knowledge of basic legal terms.
Skills to assist defense are measured by multiple choice ques-
tions about hypothetical situations the defendant may face in
the course of criminal proceedings; there are three courses of
action from which the defendant chooses for each situation.
The final section of the test consists of 10 open-ended ques-
tions about the defendant’s case, designed to measure his or
her understanding of case events. Responses are rated on a
numerical scale, with rating criteria defined in the manual.
Initial studies of reliability and validity were conducted on
group home residents with mental retardation and four groups
of defendants at the pretrial level: “normal” defendants, de-
fendants with mental retardation who were not referred for
competence evaluation, defendants with mental retardation
evaluated as competent to stand trial, and defendants with
mental retardation evaluated as incompetent to stand trial
(Everington, 1990). These initial studies produced high levels
of internal consistency for the three sections of the test, com-
parable to those obtained with the CST and the GCCT-MSH.
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A second validation study was conducted with mentally
retarded defendants ordered for evaluation to the regional
outpatient forensic centers in Ohio (Everington & Dunn,
1995). Of the 35 defendants, 15 were considered competent
and 20 incompetent by the examiners, who completed their
evaluation reports prior to the CAST-MR administration. The
12 of 15 “competent” defendants administered the Wechsler
Adult Intelligence Scale–Revised (WAIS-R) as part of the
evaluation had an average IQ of 66, whereas the 19 of 20 “in-
competent” defendants given the WAIS-R had an average IQ
of 57, a significant difference. Social workers trained by the
investigator to administer and score the Understanding Case
Events Section of the CAST-MR, using tapes of mentally re-
tarded inmates, produced interrater reliability of 87% on
average. Total scores and scores on each of the scales were
significantly higher for the competent group than for the in-
competent group. All CAST-MR scores were significantly
correlated with IQ, but the discriminant function yielded a
stepwise function for IQ and the Understanding Case Events
score, suggesting that this section of the test contributes to as-
sessment of competence, independent of intelligence. Agree-
ment between CAST-MR results and examiners’ opinions
was 70% to 80%, with one less-experienced examiner
producing four of the seven disagreements. This instrument
contributes legally relevant data and norms to the assessment
of mentally retarded or otherwise cognitively impaired
defendants.

The MacArthur Competence Assessment
Tool–Criminal Adjudication

Otto et al. (1998) developed this competency assessment in-
strument from a more extensive research instrument, the
MacArthur Structured Assessment of the Competencies of
Criminal Defendants (MacSAC-CD). The MacSAC-CD had
been designed to investigate Bonnie’s (1992) theory of
competence, to assess capacity rather than merely current
knowledge, and to provide quantitative measures of distinct
competence-related abilities, such as reasoning (Hoge et al.,
1997). The MacSAC-CD was found to distinguish between
competent and incompetent defendants and to reflect changes
in competence status. It correlated positively with clinical
judgments, and negatively with measures of psychopathol-
ogy and impaired cognitive functioning. On the MacSAC-
CD, significant impairments in competence-related abilities
were found in about half of defendants with schizophrenia,
but there was substantial overlap in scores obtained by defen-
dants with schizophrenia and those without mental illness.
Hallucinations and delusions were associated with impair-
ment in defendants with affective disorders, and conceptual

disorganization was associated with competency impairment
in defendants with schizophrenia as well as those with affec-
tive disorders.

The MacArthur Competence Assessment Tool–Criminal
Adjudication (MacCAT-CA) is an abbreviated, clinical ver-
sion of the research instrument. It also attempts to measure the
ability to understand information related to law and adjudica-
tory proceedings, and the ability to reason about specific
choices that confront a defendant in the course of adjudication.
The Understanding and the Reasoning scales each contain
eight items that are based on a hypothetical legal scenario. The
Appreciation scale taps the ability to appreciate the meaning
and consequences of the proceedings in the defendant’s own
case, through six items that refer to the specific legal situation.

The initial validation study of the MacCAT-CA was based
on 729 felony defendants between 18 and 65 years of age, in
eight states, who spoke English and had a prorated WAIS-R IQ
of at least 60. Three groups were tested: untreated defendants
in jail, defendants in jail receiving mental health treatment but
not referred for competency evaluations, and recent admis-
sions to forensic psychiatric units who had been adjudicated
incompetent to stand trial. The study found good internal con-
sistency for the three measures and very good to excellent
interrater reliability. The MacCAT-CA correlated nega-
tively with measures of psychopathology, including the Brief
Psychiatric Rating Scale and the MMPI-2 Psychoticism scale,
and correlated positively with the measure of cognitive func-
tioning, the WAIS-R prorated IQ. Differences between com-
petent and incompetent defendants on the MacCAT-CA were
comparable to those obtained on the CSTand the GCCT-MSH.

The effect sizes for the Reasoning and Appreciation scales
were more robust than those for the Understanding scale. The
strength of the Reasoning and Appreciation scales lies in the
assessment of different aspects of competence, relevant to
decisional competence, and not tapped by the Understanding
scale or by most other competency assessment instruments.
However, the unique contribution of the Reasoning Scale
may be somewhat limited by the hypothetical rather than
case-specific nature of the items on which it is based. The au-
thors note that the MacCAT-CA does not include measures of
response set, and that the possibility of malingering needs to
be assessed through other methods. They advocate for the
clinical use of the MacCAT-CA in the context of a compre-
hensive competency evaluation.

The Evaluation of Competency to Stand Trial–Revised

Rogers, Grandjean, Tillbrook, Vitacco, and Sewell (2001)
reported on the early development of a currently unpub-
lished instrument, the Evaluation of Competency to Stand
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Trial-Revised (ECST-R). The goal of the instrument is to ad-
dress systematically both aspects of the Dusky standard, ra-
tional understanding and ability to consult with counsel, and
to assess feigned incompetency in a standardized manner.
Preliminary research suggests that the instrument may poten-
tially contribute to competence evaluation by assessing ratio-
nal abilities as they relate to defense counsel and legal
proceedings in the defendant’s own case rather than hypo-
thetical cases.

Summary

In general, the interview-based instruments, such as the CAI,
the IFI and IFI-R, the FIT and FIT-R, and the CADCOMP,
appear to be useful in structuring competency evaluations to
include assessment of specific aspects of knowledge-based
competence. In addition, the IFI and the IFI-R introduce
lawyer input and emphasize the relationship between psy-
chopathology and psycholegal impairment. Other instru-
ments, such as the CST, the GCCT-MSH, the CAST-MR, and
the MacCAT-CA, yield scores with norms and psychometric
properties important for research and for more standardized
assessment. The MacCAT-CA shows some promise in con-
tributing incremental validity to a competency evaluation
by measuring the understanding and reasoning underlying
decisional capacity, an aspect of competence not com-
prehensively tapped by instruments that assess primarily
knowledge-based competence. Nicholson and Kugler (1991)
concluded from their meta-analysis that structured interviews
or standardized instruments increase examiner reliability in
competency assessment.

Role of Psychological Testing

Although competency assessment instruments focus on func-
tional aspects of competency to stand trial, they do not truly
measure capacity or whether there is an underlying condition
that actually causes a defendant to appear to function poorly
in areas relevant to the adjudication of a criminal case.
Psychological testing is particularly helpful in objectively as-
sessing whether displayed deficits are genuine or malingered;
the product of mental retardation; associated with cognitive
deficits due to traumatic brain injury, brain disease, or demen-
tia; or caused by mood or psychotic disorders. Whereas com-
petency assessment instruments identify possible impairments
in competency-related functions, traditional psychological
tests may clarify the cause of these potential impairments.

Nestor, Daggett, Haycock, and Price (1999) found signifi-
cant differences on tests of verbal reasoning, episodic mem-
ory, and social judgment between competent and incompetent

defendants. Such neuropsychological data can establish a
causal link between observed deficits in competence func-
tions and underlying cognitive disorders. For mentally re-
tarded defendants, Everington and Dunn (1995) found a
high correlation between WAIS-R IQ and performance on
the knowledge-based competency scales of the CAST-MR.
Nicholson and Kugler (1991) found small but significant cor-
relations for scales F, 6, and 8 of the MMPI-2 and for IQ with
findings of incompetence.

Psychological testing can objectively evaluate the proba-
bility of malingering of cognitive deficits motivated by the
goal of being found incompetent to avoid prosecution. A
number of measures have been developed to assess the ma-
lingering of cognitive difficulties, including the Validity Indi-
cator Profile (Frederick, 1997) and the Recognition Memory
Test (Warrington, 1984).  Particularly promising in assessing
the malingering of memory difficulties is the Test of Memory
Malingering, which has been reported to have levels of sensi-
tivity of 96% to 98% and specificity of 100% (Rees,
Tombaugh, Gansler, and Moczynski, 1998). The MMPI-2 is
widely used in forensic cases to assess malingering, particu-
larly of psychosis, and to provide an actuarial measure of
symptom patterns associated with particular classes of psy-
chopathology (Pope, Butcher, & Seelen, 2000). (See the
chapter by Rogers & Bender in this volume for a discussion
of the assessment of malingering.)

Competency assessment instruments have not been de-
signed to measure response set and generally possess face va-
lidity, making them vulnerable to malingering. In an attempt
to overcome this problem, Gothard, Rogers, and Sewell
(1995) developed an Atypical Presentation Scale for the
GCCT, consisting of eight questions, varying in level of
bizarreness. Pretrial defendants evaluated as competent, in-
competent, or suspected malingerers were administered the
test. A control group of sentenced inmates and a group of
sentenced inmates instructed to feign incompetence, both
without histories of psychiatric treatment or findings of in-
competence, were also tested. The simulators and suspected
malingerers scored significantly below the control, compe-
tent, and incompetent groups on the GCCT, and scored sig-
nificantly above these groups on the Atypical Presentation
Scale. These results confirm that individuals with experience
in the criminal justice system can modify their responses to a
face-valid competency assessment instrument such as the
GCCT. However, the specificity and sensitivity of cutoff
scores in differentiating malingerers from incompetent de-
fendants on the GCCT was found to be low. Classification
accuracy for the Atypical Presentation Scale was 90% overall
and 82.6% in distinguishing malingerers from the incompe-
tent group, but this result requires cross-validation.
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Gothard, Viglione, Meloy, and Sherman (1995) reported
on the administration of the Structured Interview of Reported
Symptoms (SIRS; Rogers, Bagby, & Dickens, 1992), a mea-
sure of malingering, to these same groups. They found that
the SIRS criterion of three or more elevations on the primary
scales produced a 97.8% hit rate for detection of malingering.
The investigators suggested that a total GCCT score of less
than 60, endorsement of items on the Atypical Presentation
Scale, and an unexpected pattern of correct and incorrect re-
sponses based on item difficulty are promising approaches to
assessment of malingering of incompetence. However, they
caution that the assessment of malingering requires a com-
prehensive, multimethod assessment, including the SIRS, the
MMPI-2, and measures of malingering of cognitive deficits
when appropriate. 

Rogers, Grandjean, Tillbrook, Vitacco, and Sewell (2001)
recommend the clinical use of the GCCT, without cut scores,
as a screening instrument to identify potential competency
deficits and potential feigning for further evaluation.

Competency Reports

Skeem, Golding, Cohn, and Berge (1998) noted that the liter-
ature tends to base the quality of competency reports on the
high rate of concordance between examiners’ opinions and
court findings, and the generally favorable views of compe-
tency reports by judges. However, this approach does not
address professional standards, such as the nature and relia-
bility of the reasoning presented, and the way competency is
operationalized in reaching the psycholegal opinion. 

Skeem et al. (1998) analyzed 100 competency reports com-
pleted by examiners on 50 defendants, primarily on an outpa-
tient basis. A coding manual was developed for 11 global
psycholegal domains and 31 subdomains, and for 9 categories
of symptoms of psychopathology, based on the IFI-R. The re-
ports were coded for documentation of statutory criteria, the
demands of the defendant’s specific legal situation, substanti-
ation of diagnosis, medication issues, possible malingering,
use of psychological testing, and disclosure regarding the
purpose and confidentiality of the evaluation. In 53% of the
reports, the examiners opined that the defendant was in-
competent to stand trial. Most reports addressed the de-
fendant’s appreciation of the charges and proceedings, but
decisional abilities were addressed relatively infrequently.
For example, only 12% of reports addressed the implications
of a guilty plea, even though all of the defendants who re-
turned to court engaged in plea bargaining. Although most
reports adequately supported clinical findings, they generally
did not link psycholegal deficits to symptoms of psy-
chopathology. Examiners agreed in 82% of the cases on the

defendant’s global competence. However, they agreed only
an average of 25% of the time about the particular psychole-
gal impairments on which the global opinions were based.
Competency assessment instruments were rarely used, and
the results of psychological testing were linked to opinions
about competence in fewer than half of the cases in
which testing was employed. Few examiners contacted the
defendant’s attorney or reviewed treatment records for the
evaluation.

Skeem and Golding (1998) formulated recommendations
for examiners based on the findings of this research. First,
they recommend that examiners address key psycholegal
abilities and consider the demands of the case, particularly in
terms of the decisions the defendant will be expected to
make. All defendants must choose a plea and must decide
whether to plead guilty. Their ability to make decisions that
involve the waiver of other constitutional rights, such as the
right to counsel, the right to a jury trial, and the right to tes-
tify, must be considered as well. When other decisions about
strategy, such as proceeding with the insanity defense, are an
issue, the capacity to make a knowing and intelligent deci-
sion about this specific issue must be addressed. Because it is
sometimes difficult to predict the decisions a defendant may
face, the authors recommend noting which decisions were
directly assessed and the level of ability the defendant
displayed in considering those specific decisions. For defen-
dants on psychotropic medication, the effect of the medica-
tion on the defendant’s demeanor and awareness, and
changes in mental state from his or her mental state at the
time of the offense, should be noted.

Second, Skeem and Golding (1998) recommend provid-
ing psycholegal reasoning to support conclusions about the
defendant’s psychopathology, specific psycholegal abilities
and impairments, and the relationship, if any, between psy-
chopathology and deficits in competence. Reports should
contain the facts and reasoning underlying the opinion in de-
tail sufficient for the judge to understand the basis for the
opinion and make an independent finding. 

Third, the authors recommend the use of third-party infor-
mation, competency assessment instruments, and targeted
psychological testing. Third-party information should be ob-
tained from legal and mental health records. Defense counsel
provide critical input regarding legal concerns about the de-
fendant’s competence, including the likely demands of the
case and the defense strategy, the attorney-client relationship,
and the attorney’s skill and experience in working with men-
tally disordered defendants. Competency assessment instru-
ments structure the assessment of psycholegal strengths
and weaknesses and contribute to interexaminer reliability.
Traditional psychological testing should be used to address
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specific concerns raised by the evaluation. Test results should
be discussed in terms of whether they are indicative of under-
lying psychological conditions that can account for observed
impairments in the defendant’s psycholegal functioning.

TRIAL COMPETENCY IN SPECIAL POPULATIONS

Three special populations of defendants with potential com-
petence disabilities—those with psychosis, with mental
retardation, and with severe hearing and communication im-
pairments—have been discussed in the literature. (For dis-
cussion of a fourth special population, juvenile defendants,
see the chapter by Grisso in this volume.) 

Psychosis

Nicholson and Kugler’s (1991) meta-analysis found signifi-
cant correlations between symptoms of psychosis and find-
ings of incompetence, of a magnitude exceeded only by the
correlation between competency assessment instruments and
competency status.  The correlations between incompetence,
on the one hand, and psychosis, delusions, hallucinations,
and disturbed behavior, on the other, ranged from .25 to .45.
Psychotic symptoms, although not synonymous with incom-
petence, contribute significantly to consideration of the ca-
pacity of the defendant to proceed to trial. 

Goldstein and Burd (1990) published a review of the case
law on the role of delusions in trial competency and the clin-
ical implications of this body of law for competency evalua-
tion. They reported that delusional defendants may appear to
have a rational and factual understanding of the proceedings
against them, and they may appear to demonstrate the ability
to consult rationally with their attorneys, during a cursory,
structured interview. However, a thorough assessment is
often required before delusional thinking surfaces, and
the impact of such thinking on trial competency needs to be
explored fully. Delusions may directly interfere with the
defendant’s perception of the nature and objectives of the
proceedings and with the ability to assist in his or her de-
fense. For example, the New Hampshire Supreme Court in
State v. Champagne (1985) noted that the defendant could ac-
curately answer simple yes-no questions about the proceed-
ings, but if “the questioning proceeded at any length . . . the
defendant’s delusions and loosening of association took over,
so that his first answer would not be a reliable indicator of his
thinking” (p. 1247). The court ruled that, although the defen-
dant understood the roles of various court personnel, the role
of the jury in determining guilt or innocence, and the charges
against him, he was incompetent to stand trial. His paranoid

delusions impaired his “ability to communicate meaningfully
with his lawyer so as to make informed choices regarding
trial strategy” (p. 1245) and “so imbued the defendant’s
thought processes that he could not rationally understand the
nature of the proceedings against him” (p. 1246).  This case
and others reviewed by the authors emphasize the importance
of a comprehensive evaluation to assess the impact of delu-
sions on trial competency, competency to waive counsel, and
competency to waive the insanity defense. 

Goldstein and Burd (1990) further noted that competency
assessment of psychotic defendants requires consideration of
the likelihood of deterioration in the defendant’s mental state
prior to the resolution of the case, factors likely to precipitate
deterioration, and possible signs of such deterioration. Other
cases cited by the authors (e.g., State v. Hahn, 1985; Pride v.
Estelle, 1981) have reinforced the need for inquiry into the
defendant’s education, literacy, background, prior court ex-
perience, and psychiatric treatment history and for psycho-
logical testing in competency assessment. 

Mental Retardation

The development of the CAST-MR by Everington and
Luckasson (1992) illustrates the particular challenge of deter-
mining whether mentally retarded defendants are competent
to proceed with their criminal cases. Bonnie (1990) reported
that mentally retarded defendants constitute 2% to 7% of
competence evaluation referrals, but that as many as half of
mentally retarded defendants are not referred for competence
evaluation. Everington and Dunn (1995) found that 57% of
35 mentally retarded defendants referred for competency
evaluations to outpatient forensic centers in Ohio were con-
sidered incompetent to stand trial.

Cochrane, Grisso, and Frederick (2001) reviewed litera-
ture reporting a 12% to 36% rate of incompetence among
mentally retarded defendants referred for competency evalu-
ation. Their own study of 1436 defendants referred for com-
petency evaluation to a federal medical center found that of
the 33 mentally retarded defendants evaluated, 30% were
considered incompetent to stand trial.

In a Canadian study, Ericson and Perlman (2001) com-
pared developmentally disabled adults (IQ 50–75) with
non-disabled adults on knowledge of 34 legal terms. The
developmentally disabled adults scored significantly lower
on conceptual understanding of all terms except police offi-
cer. The concept of guilty was not understood by 45% of the
disabled group. Only 8 of the 34 terms were reasonably un-
derstood by at least 75% of the developmentally disabled
adults. In addition, there were discrepancies of approxi-
mately 20% between subjects’ report of familiarity with
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concepts and their actual understanding of the concepts. Dis-
abled subjects frequently reported familiarity with a term
when they clearly did not understand what it meant. This re-
sult is consistent with other findings in the literature indicat-
ing that mentally retarded individuals are likely to acquiesce
rather than report they do not know information, particularly
to authority figures. The authors recommend the use of open-
ended, rather than yes-no questions, in assessing the compe-
tency of developmentally disabled defendants, and the use of
language appropriate to their level of understanding to facili-
tate participation in court proceedings.

In assessing the competence of mentally retarded defen-
dants, Appelbaum (1994) recommended techniques such as
confrontational questioning to assess the defendant’s ability
to withstand cross-examination. Observation of defendants
in court or in consultation with their attorneys provides rele-
vant information about their strengths and weaknesses in
handling these situations. Appelbaum also recommended
providing simple explanations of legal concepts to assess the
mentally retarded defendant’s ability to understand and re-
member newly presented information over the course of the
evaluation.

Speech and Hearing Impairment

The special case of the deaf defendant is epitomized by
Theon Jackson, the defendant in Jackson v. Indiana (1972),
who was indefinitely committed as incompetent to stand trial
with virtually no likelihood of becoming competent. 

Vernon, Steinberg, and Montoya (1999) presented data on
28 deaf defendants charged with murder and referred for
evaluations to assist in trial or treatment planning. Twenty-
eight percent had been psychiatrically hospitalized in the
past, and an additional 32% had been treated as outpatients.
Fifty percent of the defendants were diagnosed with antiso-
cial personality disorder and had prior criminal histories, and
64% had a history of substance abuse. The average IQ of
the group was 100.7, but more than half had indications of
neurological impairment associated with the underlying eti-
ology of deafness and of violent behavior. Fewer than half
were proficient in American Sign Language (ASL). 

Of these 28 defendants, 18 were convicted or pled guilty;
three were found incompetent to stand trial due to mental ill-
ness. Although five were released because of linguistic in-
competence or failure to give the Miranda warning in a
manner comprehensible to the deaf defendant, the evalua-
tors reported that 13 of the defendants were linguistically in-
competent to stand trial or sufficiently limited linguistically
that a strong case could have been made for their incompe-
tence. Vernon et al. (1999) discussed particular conceptual

difficulties with trial competence for deaf defendants, who
may be illiterate, have a poor understanding of sign language,
have considerable information gaps, and may never have
developed a formal language system. 

Practitioners not competent in sign language need to use
interpreters, preferably those with legal interpreting certifi-
cates, in conducting competency evaluations of deaf defen-
dants. Vernon et al. (1999) reported that there are few formal
signs for most legal concepts and vocabulary used in court
proceedings. Therefore, a team of interpreters is often nec-
essary in court, so that one interpreter can translate from
English to ASL, and a second from ASL to the defendant’s
own idiosyncratic “language” of gestures, signs, and mime.

Wood (1984) reviewed case law relevant to the efforts of
courts to protect the rights of deaf suspects to understand
criminal proceedings, with a particular emphasis on sign
language interpreting, and including a model statute. The
National Center for Law and Deafness (1992) has published
a guide to legal rights for deaf and hard-of-hearing people.

INTERVENTIONS FOR COMPETENCE DEFICITS

Although this chapter primarily addresses assessment of
competence to stand trial, some brief remarks on the restora-
tion of competence and handling of competence deficits are
relevant.

Competency Assistance

The theory of competency assistance, articulated by Keilitz,
Monahan, Keilitz, and Dillon (1987), is consistent with the
view of competency as a situational and fluid concept, depen-
dent on factors such as the demands of the defendant’s own
case. They note a number of provisions, short of a finding of
incompetence, that are used to enhance defendants’ ability to
understand the proceedings and to assist in their defense.

Interpreters for defendants who are deaf or hearing im-
paired or not facile in English are broadly mandated. Contin-
uation of psychotropic medication to maintain competence
is allowed by law with some safeguards (e.g., Riggins v.
Nevada, 1992). Keilitz et al. (1987) reported that some courts
permit counsel to proceed with defenses that do not require
the assistance of incompetent defendants, such as insuffi-
ciency of the indictment, statute of limitations, and double
jeopardy. In some states, defense counsel may request
“innocence-only trials,” in which the court hears evidence
and decides whether charges should be dropped. 

In a mail survey of judges, Keilitz et al. (1987) found that
most judges estimated that fewer than 10% of the criminal
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defendants in their courts presented with suspected “trial dis-
abilities” (sensory and communication problems, mental ill-
ness, mental retardation, learning disabilities, or epilepsy).
The judges reported making a number of accommodations
to assist such defendants. They might appoint defense
lawyers with experience working with trial-disabled defen-
dants or allow a “support person” to sit at the defense table. A
guardian ad litem might be appointed. Judges were willing to
schedule hearings at less hectic times of the day, to take a
more tolerant approach to aberrant behavior in the courtroom,
and to conduct the proceedings with simpler language and at
a slower pace. Judges also reported that they would allow tes-
timony about the defendant’s difficulties at trial, if relevant.

The notion of competence assistance is also consistent
with the recommendations of the court in Wilson v. United
States (1968). For amnesiac defendants, the court suggested
that providing additional discovery information to the de-
fense might assist in the reconstruction of events at the time
of the offense and increase the likelihood that the defendant
could proceed with the case. 

Research by Poythress et al. (1994) indicates that attor-
neys who doubt their clients’ competence but do not seek
competence evaluations use compensatory strategies to facil-
itate their clients’ competent participation in the proceedings.
These accommodations include spending more time with the
client, involving family members in decision making, modi-
fying their approaches to consulting with clients to minimize
impairments, and consulting other attorneys for advice. 

As part of the competency evaluation report, the evaluator
might consider making specific recommendations to enhance
the competency of defendants who appear marginal in their
capacity to proceed. When defendants with paranoid psy-
chopathology have difficulty working with a particular attor-
ney, it may be possible to tactfully recommend a change in
court-appointed counsel. A referral for supportive counseling
for an anxious, otherwise competent defendant awaiting trial
may enhance his or her ability to work actively with counsel.
It may be prudent to raise the possibility that a defendant with
a history of deteriorating under stress or discontinuing treat-
ment may require an updated competence evaluation if he or
she appears to deteriorate before the case is resolved. 

Similarly, given the comprehensive view of competence
to stand trial articulated in Godinez v. Moran (1993), it may
be critical to include a cautionary statement about the need
for reevaluation should a trial-disabled defendant face an un-
foreseen complication in the proceedings (such as an attempt
to waive the right to counsel or a supplementary indictment
for a more serious or complex charge). This is consistent with
the notion raised by Whittemore et al. (1997) about a “stage-
specific” approach to competency assessment.

Predicting Competency Restoration

In some jurisdictions, the prediction of a defendant’s restora-
bility to competence is mandated at the time of evaluation;
other jurisdictions, including the federal system, allow for a
trial of treatment to determine whether the defendant is likely
to become competent to stand trial. In Jackson v. Indiana
(1972), the U.S. Supreme Court ruled that an incompetent
defendant cannot be committed longer than “a reasonable
period of time necessary to determine whether there is a
substantial probability that he will attain the capacity in the
foreseeable future” (pp. 737–738). 

The literature on competency restoration indicates that
most defendants are restored to competency. Cuneo and Brelje
(1984) reported a restoration rate of 74% within one year.
Restoration rates of 95% after an average of two months were
reported by Nicholson and McNulty (1992), and of 90% after
a mean stay of over 280 days (Nicholson, Barnard, Robbins,
& Hankins, 1994). Carbonell, Heilbrun, and Friedman (1992)
reported about 62% of incompetent inpatients had been re-
stored after three months of treatment. None of these investi-
gators were able to develop prediction models that improved
on predictions that all incompetent defendants would be re-
stored to competence. Because psychosis correlates highly
with findings of incompetence, assessments do not carefully
distinguish between psychotic symptoms and psycholegal
impairments, and competency treatment programs rely pri-
marily on treatment with psychotropic medication, predicting
restorability often becomes a matter of predicting response to
antipsychotic medication (Golding, 1992).

Given the low base rate associated with failure to be re-
stored to competence, it is probably most accurate to predict
that all psychotic defendants will be restored to competence.
Carbonell et al. (1992) recommended a “demonstration
model” with a period of varied treatment for all incompetent
defendants until competency appears to have been restored or
until it seems reasonably clear that competency will not be
restored in the foreseeable future. However, there are a small
number of incompetent defendants with major, irreversible
cognitive disorders, such as dementia or moderate mental
retardation, for whom it may be reasonable to predict unre-
storability without an attempt at treatment designed for com-
petency restoration.

Treatment of Incompetence

Descriptions of treatment programs in the literature de-
scribe hospital-based treatment consisting primarily of psy-
chotropic medication and didactic programming focused on
knowledge-based competence. A program in Ohio described
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by Davis (1985) was unique in its focus on individually tai-
lored treatment plans “to address the actual reasons the per-
son was found to be incompetent” (p. 269). Davis noted that
“when the patient is restored (or not restored) to competency,
the treatment plan serves as the basis for a functional report
to the referring court” (p. 269). Defendants were assigned to
different didactic and problem-solving groups based on their
level of functioning and the areas of deficits in competence
they displayed. Some defendants received primarily individ-
ual treatment. Patients participated in mock trials to apply
information they learned and to allow assessment of their
ability to generalize their understanding of these concepts.
Brown (1992) described a didactic program in Illinois with
seven modules: written information, videotaped vignettes,
simulated dialogue between defense attorney and defendant,
simulated courtroom proceedings and role play, a videotaped
presentation by an experienced public defender on the topic
of working with a defense attorney, and short tests.

Siegel and Elwork (1990) conducted an experimental
study of a competency treatment program, consisting of a di-
dactic component using a videotape and courtroom model
and problem-solving groups.  The control group saw video-
tapes about humor in psychotherapy and participated in
groups dealing with general mental health concerns. The
treatment and control groups were matched for initial scores
on the CAI. They differed significantly on the posttest CAI,
as the control group did not improve, whereas the experi-
mental group improved significantly on 10 of 11 elements of
the measure. Forty-five days after the posttest, staff had inde-
pendently assessed as competent 43% of the experimental
group but only 15% of the control group. Higher scores on
the CAI posttest were significantly correlated with hospital
staff assessment of competence.

Other reports in the literature indicate that restoration of
competence requires an average of four to six months of hos-
pitalization (Bennett & Kish, 1990; Rodenhauser & Khamis,
1988). Beckham, Annis, and Bein (1986) reported that 14%
of defendants restored to competence over a two-year period
deteriorated and required rehospitalization prior to resolution
of their cases. Decrease in medication at the time of hospital
discharge to return to pretrial detention and more serious
charges were associated with rehospitalization. The failure of
defendants with more serious charges to remain competent
after discharge may be due to the greater stress, the greater
demands for participation by the defendant in the defense,
and the greater incentive to malinger associated with serious
charges. Ladds, Convit, Zito, and Vitrai (1993) reported on
the outcomes of cases for defendants who had been restored
to competence with the assistance of forced medication.
They found no adverse effect of forced medication on the

resolution of these defendants’ cases, either in terms of nego-
tiating a favorable plea bargain or prevailing at trial on an
insanity defense, when compared to defendants who had
voluntarily accepted treatment with medication.

Some jurisdictions (e.g., Ohio) permit court-ordered treat-
ment for competency restoration in the community. This op-
tion is used for a small number of defendants who do not pose
a risk to self or others in the community, consent to treatment,
and can be provided, or have, a stable residential placement
and community support system.

Permanently Incompetent Defendants

Morris and Meloy (1993) reviewed the legal options for
implementing the limitation on competency restoration
commitment established by Jackson v. Indiana (1972). They
summarized data on permanently incompetent criminal de-
fendants confined in California hospitals.  These defendants
had been confined on average for over four years after being
adjudicated as permanently incompetent and eligible for spe-
cial conservatorship due to dangerousness by reason of a
mental disorder. These defendants had already been hospital-
ized for up to three years prior to conservatorship in failed at-
tempts to restore them to competence. Ninety-three percent
of the sample studied were diagnosed with schizophrenia or
schizoaffective disorder, and 64% had a history of substance
abuse. Mental retardation and organic brain syndrome were
virtually nonexistent in this sample, and personality disorders
were diagnosed in only 7%. The statute provided that these
defendants could be held under conservatorship only if found
to represent a substantial danger of physical harm to others
beyond a reasonable doubt. However, in only 26% of the
cases had the defendant committed more than two violent
acts in the hospital before conservatorship was granted and
also committed a violent act afterwards. Morris and Meloy
concluded that the Jackson case has been circumvented in
many jurisdictions by statutory provisions that permit civil
commitment of permanently incompetent defendants using
criteria different from those applied to other civil patients.

CASE EXAMPLE

This vignette illustrates several points that have been made
throughout this chapter. First, it demonstrates that compe-
tence to stand trial goes beyond foundational competence and
encompasses, in addition, rather complex issues of decisional
competence, as described by Bonnie (1992) and implicit in
Godinez v. Moran (1993). Second, it emphasizes the fluid na-
ture of competence, in terms of the specific legal situation
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and demands placed on the defendant, and changes over time
in his or her capacity to meet these situational demands.
Third, it raises medication issues discussed in Riggins v.
Nevada (1992) and by Skeem and Golding (1998). Fourth, it
demonstrates the need for forensically relevant assessment
techniques, including input from defense counsel, third-party
information, competency assessment instruments, and tar-
geted use of traditional psychological testing. Fifth, this case
exemplifies the need to specifically address the relationship
between symptoms of psychopathology and psycholegal
deficits in assessing competence to stand trial. Finally, this
case reflects the course of competency restoration of a hospi-
talized incompetent defendant.

Jason, a single man in his early 20s with a ninth-grade ed-
ucation, is charged with felony assault of a hospital worker.
The offense occurred while he was civilly committed and had
just been informed that the court had ordered forced medica-
tion. Jason first developed symptoms of schizophrenia at age
18. He became religiously preoccupied and secluded himself
in his room, where he wrapped himself in sheets, prayed,
laughed, and talked to himself, and stated that Jesus talked to
him. He also developed delusional thinking about the involve-
ment of family, friends, and neighbors in drug activity, pros-
titution, the Mafia, and the Masons. He repeatedly refused
treatment and became aggressive toward his family, leading
to treatment in hospitals, where he refused medication and
was combative and threatening with treatment staff. Shortly
before the hospitalization leading to the alleged offense, he
had traveled to Washington, D.C., and was hospitalized there
after he attempted to meet with the president to discuss drug
policy. Jason was evaluated at three different points in time
regarding his competence to stand trial in this case. 

Competency Evaluation #1

One month after the alleged offense, Jason was seen in the
jail, where he was refusing psychotropic medication. He at-
tributed his recent civil commitment to a conspiracy by his
parents and the Mafia. He reported that he was hearing the
voice of God. His thoughts were disjointed and illogical. He
reported bizarre physical symptoms that he attributed to psy-
chotropic medication administered to him in the past. He was
agitated and hypervigilant, constantly scanning his environ-
ment in a threat-sensitive manner. He was preoccupied with
the president and high government officials who were some-
how involved in his predicament. He was insistent that he did
not have a mental illness and stated that doctors exaggerate
because they are desperate for a job. 

Jason gave an account of the alleged offense that was
factually consistent with the reports of witnesses and

investigating officers. He accurately named the charge he
faces and the approximate sentence he would receive if con-
victed. He stated that he could also be sent to a psychiatric
hospital. When asked if he had an attorney, he produced his
attorney’s card. He did not know when he returned to court or
the next step in the proceedings. When asked if anyone was
against him in court, he initially named the victim, whom he
referred to as “one of the prosecuting people.”  He then stated
that “the whole court” is against him: “all the Mafia.” He
stated that his attorney should defend him based on the drugs
he was given, which made him appear mentally ill. When
asked about plea options, he became increasingly agitated
and his speech became incoherent.  It was not possible to ad-
minister any formal assessment instruments.

Although Jason had some understanding of the charge he
faces and the factual basis for the charge, his thinking about
court proceedings and the way his attorney could defend him
was based on his delusional system. He quickly became agi-
tated and irrational when attempts to discuss plea options and
defense strategies were made. He is likely to become simi-
larly agitated when his attorney attempts to counsel with him
and when he is confronted with information in court that is
inconsistent with his delusional beliefs. His disordered think-
ing would prevent him from testifying relevantly and from
responding in a realistic, rational manner when evidence is
presented against him.  The examiner gave the opinion that
Jason lacked the capacity to appreciate the nature and objec-
tives of the proceedings against him, to assist his attorney in
his defense, and to make decisions about his case in a know-
ing and intelligent manner, due to symptoms of his untreated
mental illness. Jason was found incompetent to stand trial
and committed to a hospital, with a court order for involun-
tary administration of medication.

Competency Evaluation #2

After a period of treatment with antipsychotic medication
and didactic groups about court proceedings, the hospital no-
tified the court of the opinion that Jason was now competent
to stand trial. A second competency evaluation was ordered
at the request of the defense attorney. The attorney expressed
the concern that “Jason knows who sits where and what they
do” in court, but that she could not reason with him about de-
fense strategy. During this second evaluation, Jason entered
the interview room with a Bible, a stack of newspaper clip-
pings, and writings of biblical verses that he described as
“evidence.” He spoke in a pressured manner about his beliefs
that he had been hospitalized by a number of people who
wished to discredit him so that he could not be a potential
witness against them in drug cases. He produced newspaper
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clippings about surveys of gang activity and prosecution of
drug dealers that he said supported his position.

Jason was administered an intellectual screening measure,
on which he scored in the low-average range of intelligence.
He was administered the MMPI-2 as an objective measure of
response set to the evaluation and of psychopathology. He at-
tended well to the lengthy inventory a few items at a time, but
he often interrupted testing to talk excitedly about the “evi-
dence” he had gathered for his case. He insisted on finishing
the test, but he took twice as long as the average person to do
so. The results indicate that the defendant was able to under-
stand the item content and respond in a consistent fashion.
The validity profile is not consistent with overreporting or ex-
aggeration of symptoms, and this data, considered in light of
the history of his symptomatology, provide a basis to rule out
malingering to avoid prosecution. Elevations on the clinical
scales are consistent with persecutory thinking, suspicious-
ness, feelings of alienation from others, aggressiveness,
hypersensitivity, and hypervigilance. Contrary to the defen-
dant’s insistence that his beliefs are true and that he is not
mentally ill, the MMPI-2 results are consistent with psy-
chopathology of a paranoid nature.

Although Jason knew the charge he faces, his account of
events at the time of the offense was delusional and tangen-
tial. He proposed that his attorney argue self-defense at trial,
based on the “evidence” from newspaper clippings that oth-
ers had been charged with drug activity and had him hospi-
talized to discredit him as a potential witness against them.
With some difficulty, the examiner was able to refocus Jason
to discuss the seriousness of the charge, and he reported
the maximum sentence correctly before stating, “I should
be able to not go to jail.  Somebody should investigate my
case. A lot of police are crooked.” He could define plea
options, although he did not have a thorough understanding
of their ramifications. He had a good understanding of the
adversarial nature of court proceedings and the roles of
court participants in general. However, he frequently became
irrational as he discussed his own case and his theory of
defense.

The MacCAT-CA was administered to Jason. On the
Understanding and Reasoning sections, he earned scores
indicative of minimal to no impairment. However, on the
Appreciation section, based on his own legal situation, his
score was indicative of clinically significant impairment. He
felt that he would be less likely to be treated fairly by the
legal system “because of what I know about what’s going
on,”  and more likely to be found guilty “because somebody
wants me out of the way—because I’m a crimp in someone’s
game.” He refused to discuss the question about his likeli-
hood of plea bargaining with anyone other than his attorney.

However, his attorney had expressed concerns about the in-
ability of the defendant to reason about defense strategy.

It was the opinion of the examiner that Jason understood
the seriousness of the charge and the allegations underlying
it. He was aware of the adversarial nature of court proceed-
ings and the plea options available to a defendant. However,
he could not articulate the benefits and disadvantages of var-
ious plea options.  In responding to questions about a hypo-
thetical defendant, he could make decisions in a rational
manner. In discussing his own case, he felt that he would be
treated less fairly than the average defendant. He proposed an
irrational defense strategy based on his long-standing delu-
sions, and he had difficulty focusing on relevant aspects of
the case due to disordered thinking and agitation. His attor-
ney reported that she could not reason with him in making
decisions about defense strategy. It was the opinion of the ex-
aminer that he had some understanding of the nature and ob-
jective of the proceedings against him, but that he lacked the
capacity to assist in his defense and to make necessary deci-
sions in a knowing and intelligent manner.

Competency Evaluation #3

After several more months of treatment, the hospital again
approached the court with the opinion that Jason was compe-
tent to stand trial, and a third evaluation was ordered. Jason
was calmer and less overtly delusional. He still did not be-
lieve that he is mentally ill, but he expressed an understand-
ing of how others could perceive him this way. He stated that
he was willing to continue to take the medication he had been
prescribed if it would help him proceed with the case and be
discharged from the hospital. He did not become agitated,
and his thinking was not tangential and irrelevant as before.
He reported that he had been meeting individually with his
community case manager, who had explained the likely out-
comes of plea alternatives, particularly as they related to his
goal of returning to the community and planning a future for
himself. He was better informed and displayed the ability to
weigh defense options in a self-serving manner. He had ruled
out the possibility of pleading not guilty because he had com-
mitted the act and “people saw this.” He had also abandoned
his theory of self-defense. Although he remained interested in
having his suspicions about the Mafia and drug dealers inves-
tigated, he no longer viewed this as relevant to his case or
as the basis for a defense. He was willing to consider the
insanity defense because the emotional turmoil he was expe-
riencing at the time of the offense overcame his religious
prohibitions against harming another. He identified the ad-
vantages of an acquittal by reason of insanity as avoiding a
felony conviction, which could limit his employment options
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and his rights. He stated that he could remain under the juris-
diction of the court longer if found insane than if he pled
guilty, but he could avoid a prison sentence and the disadvan-
tages of a felony conviction with an insanity acquittal. Jason
expressed confidence in his attorney and an eagerness to dis-
cuss his options further with her. The Appreciation scale of
the MacCAT-CA was readministered, and he scored in the
minimal/no impairment range.

Jason’s demeanor was less hypervigilant, anxious, and
threat-sensitive on psychotropic medication than it was in his
unmedicated state at the time of the offense. The dose of
medication he was prescribed did not cause blunted affect or
awareness, and it contributed to a considerable improvement
in his cognitive capacities. Because he was initially evaluated
close in time to the offense, in an untreated state, it is possi-
ble to reconstruct for the trier of fact his mental state at that
time and to point out the difference between his current de-
meanor and his condition at the time of the offense.

SUMMARY

Competence to stand trial is a constitutional prerequisite to
adjudication of criminal cases and essential to preserving the
fairness, accuracy, dignity, and autonomy of criminal pro-
ceedings. Psychologists are called on to address the issue of
competence more often than any other issue in criminal law.
Increasingly, case law developments and psychological for-
mulations of the concept of trial competence have focused on
not only the knowledge-based or foundational aspects of
competence, but the decisional aspects as well. Competency
assessment instruments, multiple sources of data, the rela-
tionship between psycholegal impairments and symptoms of
psychopathology, and the fluid nature of competency across
time and across specific case demands are all aspects of the
evaluation of trial competence. Treatment, the needs of spe-
cial populations, competency assistance strategies, and the
problem of the permanently incompetent defendant highlight
the complexity of the issue. Psychology makes a significant
contribution to the understanding of trial competence through
the development of measures, theoretical and empirical re-
search, assessment and treatment, and consultation with
courts and attorneys.
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Peter Gordon was 4 years old when his parents returned from
the hospital with his newborn sister, Karen. Highly sensitive
to issues of “sibling rivalry,” his parents had carefully pre-
pared Peter for his new role as “big brother.” He was included
in the process of choosing her name and buying furniture for
her room and had accompanied his mother to the obstetrician
on several occasions to watch his sister’s development on ul-
trasound. Within days of her arrival at home, Peter had ac-
cepted her presence and spent much of his time watching her
asleep in her crib. Apparently, Peter had no difficulty adjust-
ing to this major change in his life, showing no signs of re-
sentment, rivalry, or anger toward Karen. For more than five
months, he helped his parents care for her (as much as a child
his age could assist). He was a warm, caring, sensitive
brother. He accepted Karen as part of the family and was
clearly proud of his sister. 

One night, Peter’s father rented a videotape of Peter Pan.
He and his parents watched the movie and Peter seemed en-
grossed in the film, no doubt because of its content and be-
cause of the shared name with the central character. When it
was over, Peter went to sleep. Shortly thereafter, his parents
retired for the evening. Two hours later, Peter entered their
bedroom in a highly agitated, anxious state. Through his
tears, he explained to his parents that he had awoken, entered

Karen’s room, opened the window, and had taken her out of
her crib. Influenced by Peter Pan, Peter decided that his sis-
ter could fly and, acting on this belief, he carried Karen to the
window, held her outside, and then let her go. Her parents
found Karen dead in the bushes beneath her window. The po-
lice arrived, conducted a preliminary investigation, and left.
Peter was never charged with the homicide of his sister. 

Peter had purposefully opened the window and let go of his
sister, causing her to fall three stories to her death. In this hy-
pothetical case, law enforcement and Peter’s parents con-
cluded that because of his age, Peter’s state of mind was such
that he had not intended to cause her death. Rather, he actually
believed that his sister would take flight as he had just seen in
the movie. Moreover, there is good empirical evidence to sug-
gest that 4-year-olds do not cognitively understand the con-
cept of death as the complete biological termination of life.
Thus, there is a question concerning whether any child of 4
can genuinely intend to cause death.

Undoubtedly, most people reading this chapter would
agree that although Peter’s action resulted in his sister’s death
and that Karen was both wronged and harmed, Peter was not
a morally responsible agent. Causal and moral responsibility
are clearly distinct. As former U.S. Supreme Court Justice
Oliver Wendell Holmes famously said, even a dog knows the
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difference between being stumbled over and being kicked,
although the resulting injury may be the same. Moral respon-
sibility depends crucially on the mental state with which a
person acts. The evaluation of mental states is therefore cen-
tral to culpability assessment in the criminal law.

Defenses focusing on a defendant’s mental state when he
or she committed a crime are retrospective in nature. Unlike
traditional clinical assessments, which usually are concerned
with present functioning, forensic evaluations focus on a de-
fendant’s alleged actions and mental states (cognitive and/or
volitional) that may have occurred days, weeks, months, and,
in some instances, years earlier. The forensic expert must
“reconstruct” a past mental state to assist the trier of fact’s
assessment of criminal culpability and, consequently, the
ultimate disposition of the case.

In this chapter, we first consider the basic doctrines of
criminal liability, with special attention to mental state issues
that are relevant to culpability, such as the negation of mens
rea, provocation/passion, extreme mental or emotional distur-
bance, voluntary and involuntary intoxication, imperfect self-
defense, and duress. We emphasize the history of the insanity
defense, including its development, changes, and recent re-
forms. Next, we review ethical issues and conflicts that arise
when clinicians conduct retrospective forensic mental state
evaluations. We then describe a generic model for conducting
forensic assessments, with specific application to evaluating
defendants’ mental states at the time of the offense.

DOCTRINES OF CRIMINAL LIABILITY

There is a lively debate about whether forensic assessments
require evaluators to understand the legal questions a case
raises, including issues concerning criminal liability that
prompted the evaluation. Nonetheless, the vast majority of
lawyers and forensic psychologists and psychiatrists believe
that the expert’s knowledge of the legal questions will help
the evaluator provide the fullest possible relevant evidence. 

In brief, criminal guilt is established if the prosecution can
prove all the definitional criteria of the crime charged—the
so-called elements of the crime, including any requisite men-
tal state element. A defendant will be found not guilty of a
crime if either the prosecution is unable to prove all the ele-
ments beyond a reasonable doubt or an affirmative defense is
established. The state may, in its discretion, place the burden
of persuasion for affirmative defenses on either the prosecu-
tion or the defense. (The most accessible one-volume treatise
that covers the substantive and procedural issues is Dressler,
2001.) Forensic evaluations may provide relevant, probative
evidence concerning claims that a mental abnormality

negated a mental state element of crime or if the abnormality
helps establish an affirmative defense. The evaluator must
understand the meaning of mental state elements and excuses
and the effect mental abnormality may have on claims about
both. Let us therefore consider the requirements for criminal
guilt in detail.

A typical criminal statute includes a conduct element (the
prohibited act) and a mental state element, the mens rea, such
as purpose or knowledge, with which the defendant must
have acted. Some crimes are defined also to require further
elements, such as the presence of a specific circumstance or a
result. Consider, for example, the following crime: the inten-
tional killing of a federal officer in the pursuit of her official
duties. The conduct element is killing behavior of any type
(e.g., shooting, knifing, poisoning, bludgeoning). The cir-
cumstance elements are that the victim must be a human
being, a federal officer, and in the pursuit of official duties.
The mental state elements are that the person must intention-
ally engage in killing conduct toward a person, with at least
knowledge that the person being killed is a federal officer in
pursuit of her official duties. The result element is that the
person is actually killed (otherwise, conviction for attempted
homicide only is possible). If the prosecution is able to prove
all these elements beyond a reasonable doubt, criminal liabil-
ity is established prima facie.

Even if all the elements of the crime are proved beyond a
reasonable doubt, the defendant can still avoid liability by rais-
ing a partial or complete affirmative defense. In essence, an
affirmative defense is a claim that the reason the defendant
violated the criminal law and is prima facie guilty should,
nonetheless, exonerate him or her.Affirmative defenses can be
either justifications or excuses. A justification obtains if the
otherwise wrongful conduct was objectively right, or at least
permissible, under the specific circumstances. The defendant
is a fully responsible agent in such cases, but is exonerated be-
cause he or she did the right thing in this situation. Self-defense
against a wrongful aggressor is the classic example. Inten-
tional harming is right, or at least permissible, if it is done by
an innocent agent defending against what he or she reasonably
believes to be imminent, wrongful aggression.

An excuse obtains if the defendant’s conduct was objec-
tively wrongful, but the defendant was not a responsible
moral agent and, therefore, not blameworthy. Briefly put, the
excuses identify situations in which (a) the agent lacked
the general capacity for rationality, to be guided by reason; or
(b) the agent acted under compulsion, such as a threat of
death. Legal insanity and duress are classic examples of ex-
cuses. Suppose, for example, that a citizen suffering from a
severe mental disorder has the delusional belief that a federal
officer, apparently in pursuit of her official duties, is, in fact,



Doctrines of Criminal Liability 383

part of a homicidal conspiracy to kill her. She kills the officer
in the delusional belief that she needs to do so to save her
own life. In such a case, the defendant’s conduct is wrong—
there is no justification for killing the officer—but her non-
culpable irrationality marks her as a nonresponsible agent
who does not deserve blame and punishment. The border be-
tween justification and excuse is not always so clear, but the
distinction is very useful. With few exceptions, forensic eval-
uations will be more useful to assess excuse claims.

The term mens rea is often used in discussions of criminal
liability, but the term has different meanings that may con-
fuse forensic evaluators. Most specifically and traditionally
conceived, mens rea refers to the specific mental state ele-
ment that the definition of a crime requires. For example, one
traditional definition of murder is the intentional killing of a
human being. In this definition of murder, the intent to kill is
the mens rea required. To be convicted of this offense, the
prosecution must prove beyond a reasonable doubt that the
defendant intended to cause death. A defendant who kills an-
other person intentionally because he or she delusionally be-
lieves that he or she is threatened with death, surely kills with
intent and thus acts with the requisite mens rea for murder.
Sometimes, however, the term mens rea is used more broadly
and loosely as a synonym for blameworthiness in general.
Used this way, any legal claim concerning culpability or
blameworthiness by definition concerns mens rea. Thus, for
example, claims about required elements other than mental
state elements and about affirmative defense claims are also
relevant to mens rea in the broad sense. Thus, in the case of
the hypothetical delusional self-defender, she may be excul-
pated because she is legally insane, even though she did in-
tend to kill. Because she was not culpable, she may be said to
lack mens rea in the broader sense. It is crucial to keep the
two meanings of mens rea distinct and not to confuse the
broader meaning with any specific legal doctrine. 

The Act Requirement and Automatism

All crimes include a conduct element, an act that the defen-
dant performs. This is often referred to as a “voluntary” act,
which means simply that the defendant’s bodily movement
that caused the social harm was intentional and not per-
formed in a state of significant dissociation. For example, if a
stronger person pushes the hand of another person who is
carrying a knife toward a vital organ of a victim who is killed
by the knife wound, or if a person carrying a knife suffers
from an unforeseen movement of his or her hand produced
by a neurological disorder and thereby kills a victim, the
person carrying the knife has not acted at all. His or her bod-
ily movement in each case caused a death, but the bodily

movement was not an intentional act and the person will not
be guilty of homicide. In addition, conduct committed in a
state of substantial dissociation, such as somnambulism, does
not satisfy the act requirement. Such conduct is more “actish”
than the previous examples. That is, it appears more inten-
tional and goal-directed, but the law does not consider disso-
ciated conduct as “voluntary” for the purpose of satisfying
the act requirement. Such cases of dissociation often are cat-
egorized under the rubric “automatism.” Some jurisdictions
treat claims arising from automatism as affirmative defenses,
but they are more commonly considered denials of the act
requirement that is part of the definition of every crime.
Forensic psychological evaluations may be helpful in
assessing whether a defendant acted in a state of substantial
dissociation.

Mens Rea and Mens Rea Defenses

The agent’s fault is a necessary precondition for criminal
blame and punishment. The mental state with which an act is
performed is a crucial criterion by which morality and the
criminal law identify an agent’s fault for causing a social
harm because mental states indicate an agent’s attitude to-
ward the harm and the rights and interests of fellow citizens.
For example, violating another’s rights by harming the victim
intentionally is morally far more blameworthy than causing
the same harm accidentally.

Over the centuries, criminal law has developed a large and
often bewildering number of mens rea terms. Most, however,
are encompassed by one of the four mens reas the Model
Penal Code uses (American Law Institute [ALI], 1962): pur-
pose, knowledge, recklessness, and negligence. A prohibited
act or result is done with purpose if the act or result is the
agent’s conscious object. Knowledge means that the agent is
actually aware of some prohibited circumstance, such as that
the substance he or she possesses is controlled, or is practi-
cally certain that some prohibited result will occur as a result
of his or her action. Recklessness means that the agent is con-
sciously aware of a great and unjustifiable risk of a social
harm that the agent has created. Negligence means that the
agent is not aware of a substantial and unjustifiable risk that
he or she created, but that the agent reasonably should be
aware of the risk. 

The Model Penal Code’s specific mens rea terms and the
common law specific mens rea terms such as “intent” virtu-
ally always have ordinary language, commonsense, narrow
meanings. To intend to do an act or to achieve a result, for
example, means only that it is the defendant’s purpose, his
or her conscious object, to do that act or to achieve that
result. These terms assume that the agent has reasonably
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intact consciousness, but that is a narrow, implicit limitation
on ordinary language meanings. Mens rea terms do not in-
clude broader requirements, such as the ability to act ratio-
nally or the ability to comprehend the duty to obey the law.
When they are morally and legally relevant, these broader
considerations are raised by the affirmative defenses, to be
discussed below.

Even if the defendant is suffering from a major mental dis-
order and acts for entirely bizarre reasons, mens rea will be
present if the defendant performed the prohibited act or
achieved the prohibited result intentionally or with any other
mens rea properly understood. Thus, a delusional defendant
who kills in response to the psychotic and mistaken but hon-
est belief that his or her life is in danger kills intentionally
and is prima facie guilty of murder. There are various doctri-
nal means to avoid prima facie guilt by denying that mens rea
existed, such as mistake of fact, but claims that mental ab-
normality or intoxication negated mens rea are the primary
contexts in which a forensic psychological evaluation con-
cerning mens rea may be helpful.

Mental Abnormality and Mens Rea

A defendant may claim that he or she lacked a required men-
tal state element because the agent suffered from a mental
abnormality at the time of the crime. The use of mental ab-
normality evidence to cast reasonable doubt on the presence
of mens rea is often referred to as “diminished capacity.”
Forensic evaluators should be aware, however, that such use
of mental abnormality evidence is indistinguishable from the
use of any other type of relevant, probative evidence admit-
ted to cast doubt on the prosecution’s prima facie case. This
form of diminished capacity evidence is not an independent
defense that requires a special name and it is certainly not an
affirmative defense. About half the states in the United States
and U.S. federal law permit the defendant to introduce evi-
dence of mental abnormality to negate mens rea, but for var-
ious reasons, most jurisdictions place substantial limitations
on the admissibility of such evidence. There is reason to be-
lieve that such limitations are unfair, but the U.S. Supreme
Court has never held that criminal defendants have an unlim-
ited right to introduce relevant evidence of mental abnormal-
ity to cast reasonable doubt on the presence of a required
mens rea.

The term diminished capacity often leads to confusion
when it is used to refer to claims about the negation of mens
rea. The prosecution must prove that a mens rea is formed in
fact, not that the defendant had the capacity to form the mens
rea. The capacity to form mens rea and actual formation of
mens rea are logically related because the latter cannot exist

without the former. But evaluators must remember that the
precise legal question is whether mens rea was formed in
fact, and they should not claim that the defendant lacked the
capacity to form a mens rea when it is apparent that mens rea
was formed in fact. In addition, the term often creates confu-
sion between the use of mental abnormality evidence to
negate mens rea and the use of such evidence to establish a
genuine partial or complete excusing condition. These two
entirely different types of claims must be kept distinct.

Experienced clinicians will recognize that mental disor-
ders may give defendants bizarre reasons to act or to form be-
liefs, but even severe mental disorder is seldom inconsistent
with a person’s ability to act with intent or knowledge nar-
rowly conceived. On occasion, of course, mental abnormality
may negate some mens reas. Perhaps the most common ex-
ample is the requirement of premeditation necessary in some
jurisdictions to convict a defendant who kills intentionally of
first-degree murder. Premeditation roughly means that the
defendant has actually thought about the intentional killing in
advance. For example, if a defendant acts on the spur of the
moment in response to a command hallucination or a delu-
sion, the defendant simply does not premeditate on that occa-
sion. Note, however, that there may be no reason to believe
that the defendant lacked the general ability to premeditate
and that such psychotic reasons to kill are entirely consistent
with the formation of intent to kill. 

For another example, suppose a person with a severe men-
tal disorder becomes disoriented on a cold night, cannot find
his way home, and breaks into a building simply to keep
warm. If the police capture our hapless wanderer, he might be
charged with burglary, which requires the intent to commit a
felony inside the building, such as theft, in addition to the in-
tent to break in. In this case, evidence of mental disorder will
reinforce the credibility of the defendant’s claim that he never
meant to steal, but entered the home only to keep warm. Note
that in this case, the defendant does not lack the capacity to
form the intent to steal; he simply did not form that intent on
this occasion. Rather, he acted for a perfectly rational reason
under the circumstances: to avoid exposure. But evidence of
his mental disorder and consequent disorientation surely will
support his claim that he never formed the intent to steal.

Intoxication and Mens Rea

Evidence of intoxication may be used to negate mens rea.
If the defendant was voluntarily intoxicated at the time of
the crime, most jurisdictions will allow the defendant to
admit evidence of such intoxication. “Voluntary” intoxica-
tion means that the defendant intentionally introduced into
his or her body a substance the defendant knew or ought to



Doctrines of Criminal Liability 385

have known was an intoxicant. Virtually all jurisdictions that
permit the introduction of voluntary intoxication evidence for
the purpose of negating mens rea also place substantial and
often technical limitations on admission. Moreover, acting
wrongly while intoxicated is per se unreasonable, so volun-
tary intoxication evidence can never be used to negate the
mens rea of negligence. The U.S. Supreme Court has upheld
the constitutionality of a state statute that totally excluded ev-
idence of voluntary intoxication to negate mens rea, even in
cases in which the evidence is clearly relevant and probative
(Montana v. Egelhoff, 1996). Although the fairness and wis-
dom of total exclusion is debatable, a minority of jurisdic-
tions exclude voluntary intoxication altogether. 

The rules for admitting evidence of so-called involuntary
intoxication to negate mens rea are somewhat more permis-
sive because, in contrast to cases of voluntary intoxication, the
defendant is not responsible for becoming intoxicated. In gen-
eral, involuntary intoxication occurs if the defendant (a) was
forced to become intoxicated; (b) innocently and unknow-
ingly consumed an intoxicant; (c) consumed an intoxicant
pursuant to medical advice; or (d) became vastly more intoxi-
cated than was reasonably predictable, given the amount of in-
toxicant consumed and the defendant’s known susceptibility.
Although cases of involuntary intoxication are relatively in-
frequent, it appears that defendants may use evidence of such
intoxication to negate any mens rea except negligence. Invol-
untary intoxication can sometimes support a complete excuse,
which is discussed next.

Once again, experienced clinicians will recognize that
most intoxication does not prevent a defendant from acting
with mens rea. Intoxicants may impair judgment, increase
impulsivity, and the like, but in the vast majority of cases,
they do not prevent an agent from acting intentionally or with
other mens reas. On occasion, intoxication may be suffi-
ciently extreme to cause unconsciousness or blackout. Al-
though the defendant may appear to act purposefully, mens
rea is not present in fact because consciousness is grossly im-
paired. Assuming that evidence of such intoxication is admis-
sible at all, negation of some mens rea may therefore result.
On other occasions, intoxication may not impair the general
ability to form mens rea, but evidence of intoxication may
support the credibility of a claim that mens rea was not pre-
sent. For example, consider again the case of the mentally
disordered and disoriented agent who breaks in to another’s
home to get warm. Now assume that intoxication produces
the disorientation. Evidence of intoxication increases the
credibility of the defendant’s claim that he broke in to keep
warm and not with the intent to commit a felony in the home.
If this claim is believed, the defendant may be convicted of
criminal trespass (if the jurisdiction has such a crime), but

may not be convicted of burglary because the mens rea for
the more serious crime—the intent to commit a felony in the
home—is lacking.

Affirmative Defenses: Excuses

We have seen that the theoretical basis for excusing a defen-
dant is either that the defendant lacked the capacity for ratio-
nality or that the defendant was compelled to act. Doctrinally,
the criminal law applicable to adults and older juveniles ac-
cepts only two full, clear excuses that exonerate because the
defendant is not blameworthy: legal insanity and duress.
Other excuses, such as infancy, mistake, entrapment, and the
statute of limitations, either do not apply to adults (or older
minors), deny prima facie guilt rather than general blame-
worthiness, are not clearly an excuse, or do not exonerate
because the defendant is blameless. There are a few other ex-
cuses, but they are either so archaic or so rare that they do not
warrant discussion here.

Legal Insanity

The common law tests or statutes that define legal insanity
vary across jurisdictions. Expert evidence is usually crucial
in insanity defense cases, but strictly speaking, it is not re-
quired. Most insanity defense statutes require that, at the time
of the crime, the defendant must have suffered from a mental
disorder or defect and that, as a result of the mental abnor-
mality, the defendant also suffered from a defect of cognition,
a defect of reasoning. Some tests also excuse a defendant
who suffers from a defect of control capacity, the ability to
control one’s conduct, even if cognition is relatively intact.
The ALI’s (1962) Model Penal Code test for legal insanity is
a useful example because it includes all the features just de-
scribed. The test provides: “A person is not responsible for
criminal conduct if at the time of such conduct as a result of
mental disease or defect he lacks substantial capacity either
to appreciate the criminality [wrongfulness] of his conduct or
to conform his conduct to the requirements of law” (Model
Penal Code, Sec. 4.01(1), 1962).

Note that mental abnormality alone does not excuse ac-
cording to any standard of legal insanity. It must also cause
the further condition of incapacity to appreciate the wrong-
fulness of one’s actions or to control one’s conduct, which are
the genuine excusing conditions. The requirement of mental
abnormality is included as a relatively gross and verifiable
condition that supports the claim that the requisite incapacity
was also present. The terms of the test are not self-defining.
How much capacity must be lacking is a legal, normative
standard that can vary from jurisdiction to jurisdiction and
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intertemporally within a jurisdiction according to social,
political, and legal conditions. In recent years, the control or
volitional standard has been attacked on the ground that it is
difficult and perhaps impossible validly to assess control ca-
pacity independent of cognitive or rationality defects. As a
result, only a minority of U.S. jurisdictions include a control
or volitional test. A comprehensive consideration of the in-
sanity defense follows in the next section of this chapter.

Involuntary Intoxication

The rules permitting an involuntarily intoxicated defendant
to be excused are strict. In effect, the intoxication must
cause a mental abnormality that creates a condition that
meets the standard for legal insanity. Indeed, in most juris-
dictions, the language for the involuntary intoxication excuse
test is the same as the language used to define legal insanity,
except that the cause is intoxication rather than mental dis-
order or defect. Thus, even if the involuntarily intoxicated
defendant would not have committed the crime but for the
intoxication, the defendant will be excused only if he or she
is in effect legally insane.

Although this rule may seem harsh, reflection shows that
it is sensible. Many nonculpably caused conditions, such as
stress or fatigue, may compromise a person’s rationality and
predispose him or her to criminal conduct that the agent
would not otherwise do. Nevertheless, no excusing condition
obtains unless the diminution in rationality meets the stan-
dard for full excuse exemplified by the insanity defense. Peo-
ple with diminished rationality are still expected to use their
reason to avoid criminal conduct, even if it is harder for them
to do so than for those without diminished rationality. The
same reasoning applies when the cause of diminished ratio-
nality is involuntary intoxication. Any mitigation of responsi-
bility in such cases must occur at sentencing, discussed
below, because no jurisdiction in the United States has a doc-
trinal generic partial excuse or specific partial excuse for in-
voluntary intoxication.

Duress

Duress as an excuse obtains if another person threatens the
defendant with death or serious bodily harm unless the de-
fendant does something even worse. So, for example, if a
desperado threatens to kill an agent unless that person kills
two innocent people, duress will obtain if a person of reason-
able firmness would have yielded to the threat (ALI, 1962,
Model Penal Code, Sec. 2.09(1)). The crucial reasonable
firmness criterion is a moral, objective standard. The law is
not concerned with the particular defendant’s subjective

psychological reaction. Duress will obtain whether the defen-
dant was terrified or “cool” when acceding to the threat, as
long as a person of reasonable firmness would have done so
under the circumstances. Note that a threat of death or griev-
ous bodily harm is usually required. The law assumes that a
person of “reasonable firmness” will not yield to lesser phys-
ical threats or to psychological threats. Because the duress
standard is largely objective, forensic evaluations usually
have less relevance in cases raising this excuse.

Partial Excuse Defenses

Irrationality and compulsion are matters of degree. There-
fore, in principle, some abnormal or threatened defendants
may appear to deserve a partial excuse, even if all the ele-
ments can be proven and no full excuse can be established.
Nonetheless, the criminal law has not adopted, in any juris-
diction, a generic partial excuse that applies to all offenses,
that reduces the defendant’s degree of culpability, and that is
adjudicated at trial. No U.S. jurisdiction has a partial affirma-
tive defense based on mental abnormality that may be termed
“diminished capacity.” The criminal law has adopted some
specific mitigating doctrines that operate in effect as “partial”
excuses, but these have limited scope. The most important is
a set of doctrines that reduce a homicide that would otherwise
be deemed murder to the lesser crime of manslaughter.

Provocation/Passion

The common law’s provocation/passion doctrine is used in
most jurisdictions. An intentional killing that would other-
wise be murder is reduced to voluntary manslaughter if the
defendant killed while subjectively in the “heat of passion” as
the result of a provocation that would have caused a reason-
able person to be in such a state. So, for example, a person en-
gaged in mutual combat who was inflamed and intentionally
killed his or her opponent would be guilty only of voluntary
manslaughter. Although the rationale for the mitigation is
contested, the most convincing explanation is that the defen-
dant’s rationality is compromised (but not entirely disabled)
by the passion, and the passion is not fully the defendant’s
fault because it was aroused by a provocation that would
have inflamed an objectively reasonable person. Thus, the de-
fendant is partially excused through a doctrinal formula that
reduces the degree of crime. 

Although provocation/passion operates as a partial excuse
and appears to be an affirmative defense, the U.S. Supreme
Court has held that if provocation/passion is part of the prima
facie definition of voluntary manslaughter, the prosecution
must prove the absence of provocation/passion beyond a
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reasonable doubt in cases in which the issue is raised
(Mullaney v. Wilbur, 1975). Forensic evaluations seldom are
necessary in provocation/passion cases because provocation
is a moral, objective standard and thus not a matter of psy-
chological expertise. Assessing whether a defendant was in-
flamed is a commonsense factual determination that is well
within the ken of laypeople. In recent years, some jurisdic-
tions have softened the reasonable person standard, allowing
the hypothetical reasonable person to be endowed with some
of the characteristics of the accused, such as sex. To date,
however, no American jurisdiction has been willing to endow
the reasonable person with a mental abnormality. 

Extreme Mental or Emotional Disturbance

The provocation/passion doctrine arguably is too narrow, pro-
viding mitigation to too few deserving defendants charged
with murder. Consequently, a minority of jurisdictions have
adopted the Model Penal Code’s similar but broader “extreme
mental or emotional disturbance” doctrine to reduce murder to
manslaughter. The Code provides that criminal homicide con-
stitutes manslaughter when

a homicide that would otherwise be murder is committed under
the influence of extreme mental or emotional disturbance for
which there is reasonable explanation or excuse. The reasonable-
ness of such explanation or excuse shall be determined from the
viewpoint of a person in the actor’s situation under the circum-
stances as he believes them to be. (ALI, 1962, Model Penal
Code, Sec. 210.3(1)(b).)

Extreme emotional disturbance is a legal concept rather
than a psychiatric diagnosis. It is even more clearly a partial
excuse than provocation/passion because defendants who
satisfy the criteria clearly have diminished rationality. Once
again, because there is reasonable explanation or excuse for
the disturbance, it is not fully the defendant’s fault that he or
she is in such a state. In recognition that this doctrine is really
a partial excuse, some jurisdictions formally treat extreme
emotional disturbance as a partial affirmative defense and
place the burden of persuasion on this issue on the defense,
a practice the Supreme Court has declared constitutional
(Patterson v. New York, 1977). In some of the jurisdictions
that have adopted extreme emotional disturbance, evidence
of mental abnormality may constitute a reasonable explana-
tion or excuse. For example, this doctrine may apply in
murder prosecutions in which the defendant suffers from a
stressful condition such as “battered woman syndrome” that
does not create sufficient abnormality to satisfy a complete
insanity defense (see the chapter by Follingstad in this vol-

ume). In some jurisdictions, such as Kentucky, the court has
identified specific requirements for the “triggering events”
and “controllable” reactions (Drogin, 1999). Forensic psy-
chological evaluations may be helpful in assessing extreme
emotional disturbance when mental abnormality may have
produced the disturbance.

A Digression Concerning “Twinkies”

In an infamous case, a defendant who intentionally killed the
popular mayor of San Francisco and an also popular city su-
pervisor was charged with murder. He was convicted only of
manslaughter, however, even though there had been no objec-
tively adequate provocation and the homicides were inten-
tional and carefully planned. The means used to reduce the
degree of conviction was a highly unusual doctrine adopted
by the California Supreme Court that allowed reduction from
murder to manslaughter if an intentional, unprovoked killer
was unable to comprehend his duty to govern his conduct ac-
cording to the law. At trial, the defendant introduced evidence
that he was suffering from depression at the time of the homi-
cides and that his mood disorder was potentiated by the inges-
tion of large amounts of sugary junk food. The defendant was
then making a routine extreme emotional disturbance-like
claim in California and there was no independent Twinkies
defense. The California legislature later abolished the doc-
trine the defendant used.

“Imperfect” Self-Defense

Some jurisdictions reduce the degree of homicide liability
from murder to manslaughter if the defendant acted in so-
called imperfect self-defense; that is, if a defendant honestly
(subjectively) but unreasonably believes that he or she is in
deadly danger and kills. The defendant is not justified, be-
cause the belief in the need to use deadly force is unreason-
able. The defendant is not excused for the same reason: The
ethical lapse in forming and acting on an unreasonable belief,
albeit an honest one, is sufficient to hold the defendant crim-
inally responsible. Because his or her belief is honest, how-
ever, some jurisdictions are unwilling to hold the defendant
fully responsible for murder. In those jurisdictions that do
adopt “imperfect” self-defense, the unreasonable but honest
mistake appears to operate as a partially excusing condition. 

New syndromes may explain why a defendant formed an
honest but unreasonable belief. Forensic evaluation may be
helpful to assess the honesty of a defendant’s belief if mental
abnormality is the reason the defendant formed the belief, but
whether the belief is reasonable is a moral and legal, objec-
tive standard.
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Sentencing Practices

Mitigating excusing conditions are routinely taken into ac-
count, either formally or informally, at the time of sentenc-
ing. For example, capital punishment statutes commonly
incorporate the presence of mental disorder at the time of the
crime as a mitigating factor and the U.S. Constitution com-
pels the admission at capital punishment proceedings of any
possible mitigating evidence, even in the absence of statutory
authorization (Lockett v. Ohio, 1978; see the chapter by
Cunningham & Goldstein in this volume).

In jurisdictions that do not have explicit sentencing guide-
lines, presentencing reports contain and sentencing judges
frequently consider a wide range of factors that may bear on
the convicted defendant’s degree of responsibility and appro-
priate punishment. For example, although federal sentencing
guidelines call for fixed or determinate sentences, judges are
sometimes permitted to make downward departures from the
guidelines based on factors related to diminished rationality
that suggest reduced culpability. For example, a federal judge
may consider at sentencing for a nonviolent crime a defen-
dant’s mild mental retardation because low intelligence may
affect the defendant’s judgment, decision making, and acqui-
escent role in the offense. Forensic psychological evaluations
clearly will be helpful in assessing for sentencing whether a
mitigating factor, such as mental abnormality or mental retar-
dation, was present at the time of the crime.

An Illustrative Extreme Emotional Disturbance Case 

When he retired from the Smithtown Police Department after
33 years of service, Harry D’Amato looked forward to trav-
eling with his wife of 40 years and enjoying time with his
grandchildren. As a police officer, he had an undistinguished
career, never rising above the rank of patrol officer. He had
earned no commendations, nor had he ever been the subject
of civilian complaints or lawsuits. Mr. D’Amato was a quiet,
shy man who rarely expressed his feelings or thoughts. Soon
after his retirement, he found that he had too much time on
his hands and took a job as an armed security guard for an
armored car company. Shortly thereafter, his plans for the
future began to unravel.

His wife experienced shortness of breath and chest pains
and refused to see a physician. One night, she suffered a
stroke, leaving her partially paralyzed, her speech slurred,
and, for the most part, confined to a wheelchair. However, the
D’Amatos continued with their tradition of weekly bus trips
to a casino to gamble, finding it a relief as well as a distrac-
tion. Approximately one month after his wife’s stroke,
Mr. D’Amato’s armored car was held up at gunpoint while

parked outside a bank. One robber pointed a gun at the head
of one of the guards and another demanded that Mr. D’Amato
open the door to the truck. When he hesitated, he was pistol-
whipped across the shoulder, causing injuries that later re-
quired surgery. Claiming that he feared for his partner’s life,
Mr. D’Amato complied with the demand that he open the
truck door, and the robbers escaped with over $400,000.
They were never captured. 

Mr. D’Amato was fired because the company insisted that
the policy was never to open the door and that Mr. D’Amato
should have driven away, despite the threat by the robbers
that they would kill the other guard. Mr. D’Amato felt be-
trayed and depressed and never sought employment again.
He began psychiatric treatment and remained in therapy and
on antidepressant medication until three weeks before the
crime he was soon to commit. His diagnosis was posttrau-
matic stress disorder. 

Around the same time he was fired, Mr. D’Amato’s oldest
son separated from his wife. The former daughter-in-law re-
ceived custody of the D’Amatos’ grandchildren and began to
withhold visitation from the D’Amatos whenever child sup-
port payments were missed—a frequent occurrence. To see
their grandchildren, Mr. D’Amato made the past due pay-
ments for his son. When his son was arrested for possession
of a controlled substance with intent to sell, Mr. D’Amato re-
tained the services of an attorney, remortgaging their home.
When a gambler threatened his son because of a failure to pay
for his gambling debts, Mr. D’Amato again came to the fi-
nancial rescue.

Approximately two months later, an FBI agent appeared at
the D’Amatos’ door to question him about his involvement in
the armored car robbery. Mr. D’Amato was shocked that he
was a suspect because he had been a police officer for most of
his life and he vehemently denied involvement. For the next
four years, investigators returned repeatedly to question him.
Through others, he learned that his bank records had been ex-
amined and neighbors and friends had been interviewed to
learn if there were changes in his spending habits.

Neighbors noticed that the D’Amatos had increased their
consumption of alcohol. Friends observed changes in
Ms. D’Amato, including becoming more irritable and con-
stantly criticizing and humiliating her husband in front of oth-
ers. She refused to continue the weekly trips to the casino and
her husband remained home to care for her. They purchased a
new, motorized wheelchair, but it arrived damaged and, after
a two-month wait, the replacement part arrived defective.
Consequently, Mr. D’Amato had to push her wheelchair, a
task made more difficult by his worsening emphysema. 

On the day of the crime, Mr. D’Amato awoke and did the
laundry (typically, there were at least two a day because of
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his wife’s incontinence), brought her coffee (which she com-
plained was too weak, “Just like you”), and read the newspa-
per. At 10 A.M., he left to buy beer and wine at the liquor
store. Upon returning to his car, he found a young police of-
ficer writing a parking ticket. He explained that he was a re-
tired police officer and showed his honorary badge, expecting
that the ticket would be invalidated. Instead, the police officer
said, “Too bad, old man,” turned his back, and walked away.

Upon returning home, he told his wife what had happened.
She berated him for “being such a loser. You can’t do any-
thing right; you can’t even get out of a parking ticket.” About
this time, his eldest son entered the house. Ms. D’Amato had
called him, complaining that his father was “a lousy drunkard
who had abused her.” To avoid a confrontation, Mr. D’Amato
walked outside, but his son followed him. Mr. D’Amato reen-
tered the house to get away, but his son followed behind him.
Mr. D’Amato retreated to his bedroom and locked the door.
He sat on his bed. Ten minutes later, he left the room with his
two service weapons, walked down the stairs into the living
room, a gun in each hand. He pointed the guns at his wife and
son and pulled the triggers, killing both. He then called the
police, told them what had happened, and waited for them to
arrive.

Mr. D’Amato’s defense attorney asked that he be evalu-
ated regarding his mental state at the time of the crime. She
provided employment records from the Smithtown Police
Department, police and FBI reports regarding the armored
car robbery, medical and mental health records for both
D’Amatos, a copy of Mr. D’Amato’s call to the police re-
porting the homicide, and other documents. During three
evaluation sessions, the forensic psychologist interviewed
Mr. D’Amato and administered a battery of psychological
tests. He also interviewed neighbors and the D’Amatos’
daughter.

Mr. D’Amato’s daughter recalled that her father had
stopped taking his antidepressant medication one month be-
fore the crime “to save money.” Neighbors indicated that his
wife had acted in increasingly degrading ways toward him in
recent months, but that he would remain silent and not argue
back. Other records confirmed that in his 33 years as a police
officer, no charges or complaints had been filed against him.
The details of the armored car robbery also were consistent
with his recollections.

When arrested, Mr. D’Amato had told the police, “I shot
both of them. I watched them bleed to death. I am a man and
I did what I had to do. I put my wife out of her misery and my
son was no good. I don’t have the nerve to shoot myself.” A
police investigation report indicated that when he returned
home from the liquor store, his son “wanted him out of the
house because he was not taking care of his wife. He went

upstairs to get his guns and shot both in the head.” He re-
ported, “My wife was going to give him all of the money. I
don’t know why I snapped.”

When interviewed, Mr. D’Amato presented details to the
forensic psychologist similar to those he reported to the police.
He recalled the police officer’s reaction of “disrespect” and his
wife’s response: “She mutilated me. It just got under my skin
and I walked away.”According to Mr. D’Amato, when his son
entered the house, “He took my beer and told me he was taking
the house from me.” When he walked upstairs “to get away
from all of this,” he reported “thinking and thinking. I can’t
take this anymore. I thought I’m going to kill myself because
of all the abuse and my son. I’m shaking. I get the guns and I’m
sitting there and I don’t know—I just snapped. I was in tears,
shaking. I walk in and shot my wife and son. I don’t know why
I’m doing it.”

Testing demonstrated that Mr. D’Amato’s was preoccu-
pied with his physical illness and suffered from both fatigue
and underlying depression. Depression affected his lack of
purpose and his precarious sense of identity, his actions at the
time of the crime, and his realistic concerns about the future.
He was found to be a passive, dependent person, seeking sup-
port and encouragement from others. He was preoccupied
with what others thought about him and vulnerable to fears of
desertion and separation. Prone to episodes of distress, anxi-
ety, and depression, he tended to deny rather than to face con-
flicts and difficulties. Feelings of self-pity and complaining
occasionally broke through, but, in general, his need to main-
tain a “stiff upper lip” dominated his day-to-day emotional
functioning. He was extremely vulnerable to psychological
stress, and he lacked the coping skills necessary to appropri-
ately handle emotional situations and crises as they arose in
his life. He did not exhibit tendencies toward exaggerated or
malingered symptoms of emotional disturbance.

The evaluator concluded that Mr. D’Amato’s physical and
emotional condition markedly deteriorated following the ar-
mored car robbery. He had been physically attacked and hu-
miliated by the perpetrators and, of greater significance, he
felt further humiliated and degraded when he found himself
to be a suspect in this crime. Following this incident, he re-
lied increasingly on alcohol to block feelings of depression,
anxiety, and resentment. Feelings of worthlessness and the
perception that he was no longer a person to be respected
became constant. He perceived his wife as unsupportive, crit-
ical and unsympathetic, withholding of her love, and control-
ling in her refusal to travel. His intense needs for approval,
appreciation, and respect went unanswered.

The evaluator identified three precipitating emotional
“triggers” for the crime. Any of these may have been suffi-
cient to stir up feelings that substantially compromised
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Mr. D’Amato’s judgment, rational thinking, and behavioral
controls. The parking summons he received from a “fellow”
police officer the morning of the crime reinforced his feelings
of inadequacy, worthlessness, and lack of respect. His wife’s
reaction to this event further increased his feelings of humil-
iation, frustration, and lack of status. His son’s lack of grati-
tude and his behavior (taking his beer, accusing him of not
caring for his wife, and threatening to take away his home)
represent the culminating precipitant of the homicides. The
opinion was that Mr. D’Amato had acted on a wide array of
feelings at the moment of the crime: resentment, humiliation,
depression, degradation, hopelessness, and rage. As a result
of his underlying personality structure, his past experiences,
and the identified precipitating factors, his emotions seri-
ously compromised his reasoning ability.

The prosecutor received a copy of the results of this
evaluation. Based on plea negotiations, Mr. D’Amato agreed
to enter pleas of guilty to two counts of manslaughter. In
essence, this outcome is the same as if he had stood trial and
had been found to have committed the crimes while under the
influence of extreme emotional disturbance. 

THE INSANITY DEFENSE

Although state and federal standards for legal insanity vary
among jurisdictions and over time, all standards require a
mental disease (mental illness) or a mental defect (e.g., men-
tal retardation, organic brain impairment) as a prerequisite for
an insanity defense. This condition must, in turn, create a gen-
uine excusing condition that was operative at the time of the
offense. A finding of not guilty by reason of insanity (NGRI)
relieves the defendant of all culpability for his or her criminal
conduct, but in all jurisdictions, the acquitted defendant may
be committed to a hospital for evaluation and further deten-
tion and treatment if the defendant remains dangerous.

In general, the public tends to overestimate the frequency
with which the insanity defense is invoked. Although esti-
mates vary, Silver, Cirincione, and Steadman (1994) found
that fewer than 1% of jury trials in the eight states they sur-
veyed involved this defense. Of those cases in which an in-
sanity defense was invoked, approximately 25% ended with
a finding of NGRI (Golding, Skeem, Roesch, & Zapf, 1999).
Over 70% of insanity acquittals have resulted from plea bar-
gaining or similar arrangements rather than through jury tri-
als (Melton, Petrila, Poythress, & Slobogin, 1997). A large
proportion of those persons found NGRI have been under
some form of mental health supervision, including involun-
tary commitment, prior to the crime. In a retrospective study
of NGRI acquitees in British Columbia, 78.7% had at least

one prior psychiatric hospitalization (Golding, Eaves, &
Kowaz, 1989). Golding and his colleagues found that over
half of those charged with the crime for which they were
found to be NGRI had been discharged from a mental hospi-
tal within one year of the crime.

Historical Overview

The insanity defense is ancient. There are indications of dif-
ferent forms of insanity defenses, albeit somewhat crude, ex-
tending back to the thirteenth century in England. One of the
early concepts involved the so-called wild beast test, based
on the belief that individuals who had no more control over
their behavior than a wild beast should not be held responsi-
ble for their behavior. By the eighteenth century, however,
the early tests for legal insanity focused on the defendant’s
reason and knowledge of right and wrong (Walker, 1968). 

The modern approach to legal insanity began in 1843 in
England with M’Naghten’s Case. (Although there are numer-
ous spellings cited in the legal and psychological literature
about M’Naghten, we use the one that appears in the original
case report.) Misunderstanding of the factual and legal back-
ground is common, but the following description is taken
from the case itself and from the leading historical account
(Moran, 1981). Daniel M’Naghten had an extensive delu-
sional system that included the belief that members of the
governing Tory Party were persecuting him and wished to
murder him. He traveled to London and attempted to kill the
Tory Prime Minister, Sir Robert Peele, but instead mistakenly
killed Peele’s secretary, Edward Drummond. M’Naghten had
the resources to pay for an excellent defense and raised the
issue of legal insanity. The standard under which he was tried
was quite similar to the famous test for legal insanity—
whether the defendant knew right from wrong—that bears
his name. M’Naghten was found NGRI. A public outcry fol-
lowed because many thought the verdict represented a threat
to public safety. Queen Victoria herself was concerned be-
cause she had been the victim of assassination attempts and
in one case, her attacker had been acquitted by reason of in-
sanity. As a result of the reaction to M’Naghten’s acquittal,
the House of Lords met to debate the case and the insanity de-
fense in general. The English judiciary was invited to attend
to answer questions the Lords put to them concerning legal
insanity. The so-called M’Naghten rule was an answer by the
Lord Chief Justice to two of the questions.

The M’Naghten standard holds

that to establish a defense on the ground of insanity, it must be
clearly proved that, at the time of the committing of the act, the
party accused was labouring under such a defect of reason, from
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disease of the mind, as not to know the nature and quality of the
act he was doing; or, if he did know it, he did not know he was
doing what was wrong.

This test follows the general format described above, which
requires that a mental abnormality be present, which creates
a further excusing condition. Thus, M’Naghten speaks first of
a defect of reason resulting from a mental disease that causes
the defendant not to know either the nature and quality of the
act or its wrongfulness. Knowledge of the nature and quality
of the act is not a self-defining standard; it requires interpre-
tation. It could be understood narrowly or broadly. Extreme
cases that meet the standard on even the narrowest reading
may be clear, but they are also infrequent. For example, a de-
fendant who strangled a victim to death but genuinely be-
lieved that he or she was squeezing a lemon did not know the
nature and quality of the act according to any standard of
knowledge. Similarly, a defendant who beheaded someone
because the defendant thought that it would be humorous to
watch that person awaken the next morning and search for
her head also does not know the nature and quality of the act.

Many cases are not so clear, however. Assume that a de-
fendant delusionally believes that killing a public figure will
produce peace on earth and assassinates the public figure. In
one sense, the defendant does know what he or she is doing:
The defendant intentionally kills a human being by know-
ingly using a deadly weapon and fully appreciates the
meaning of biological death. On the other hand, the reasons
for action are grossly out of contact with reality and, conse-
quently, in a broader sense, the defendant does not know
what he or she is doing. How knowledge of the nature and
quality of the act should be interpreted is a social, moral, and
ultimately legal question.

The second prong of M’Naghten refers to the inability to
appreciate the wrongfulness of the action. There is continuing
debate about whether this refers to legal or moral wrongful-
ness. For example, suppose a defendant knew that the act was
legally wrong, that is, legally prohibited, but also believed that
the act was morally justified because of some delusional be-
lief. Should such a defendant be considered legally insane or
not? The more common interpretation is moral wrongfulness,
the inability to understand that the act offended the mores of
society.

M’Naghten is an almost exclusively cognitive standard. It
does not consider broader variables, such as impulse control.
The M’Naghten rule was rapidly and widely adopted in the
United States after its adoption in English law.

Toward the end of the nineteenth century, questions arose
regarding a volitional or control component. Several states in
the United States adopted a so-called irresistible impulse test

in addition to the M’Naghten test. No jurisdiction adopted
solely a control or volitional test. So-called irresistible im-
pulse tests addressed the strength of an impulse or desire to
do a particular act, even if the defendant knew that it was
wrong. Control tests address criminal behavior influenced by
disorders of impulse control, and apparently, actions that
were based on delusional beliefs but that did not meet the
M’Naghten standard.

For example, suppose a defendant had a history of com-
mand auditory hallucinations and complied reluctantly with
voices he heard that urged him to cut his throat and, later, to
chop off his penis. Assume that three years later, the voices
urged him to kill his mother. He resisted these command hal-
lucinations for hours, but finally complied. He reveals that he
knew at the time he fired his weapon that taking his mother’s
life was wrong, both legally and morally. When he pulled the
rifle’s trigger, he was aware that he was taking her life, and he
intended to do so. Yet, he claims that he could not stop him-
self from following these very powerful command auditory
hallucinations. Under the irresistible impulse test, legal con-
sideration would be given to his alleged inability to resist the
demands of the command hallucinations. Notice, too, that the
reason he takes his mother’s life—compliance with voices
telling him to do so—is also grossly out of touch with reality.
Thus, the defendant might be legally insane under a broad
reading of the M’Naghten test.

The difficulty with the irresistible impulse test is that there
has been little attempt to define exactly how strong an im-
pulse or desire must be to be considered irresistible. What, in
fact, is the difference between an irresistible impulse and an
unresisted impulse, between one that a person could not con-
trol and one that the person simply did not control, and how
do we know which it was? Indeed, no reliable and valid test
exists to assess this question.

A number of states informally adopted the concept of the
“policeman at the elbow test,” using as the criterion whether
someone would have committed this act had there been a po-
lice officer standing next to him or her. Although the test ap-
pears to be a commonsense means to evaluate the strength of
a desire, the question is, how could this be determined? A
valid answer is unlikely to result from merely asking a defen-
dant during the course of the evaluation whether the presence
of a police officer would have deterred the offense. More-
over, if an agent would commit a crime with a police officer
at his or her side, there may very well be some deeply irra-
tional motivation for the action that might satisfy a cognitive
standard for legal insanity.

The irresistible impulse standard did not gain great popu-
larity, most likely because it was difficult to evaluate. Most
states were left with a rather strict cognitive standard, that is,
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with a test for legal insanity that defines knowledge narrowly
rather than broadly. Some critics believe that this standard
will unfairly convict a large number of defendants with men-
tal disorders who commit criminal acts that they narrowly
know are wrong and, yet, believe that they need to commit
based on a delusional belief. Many agree with this criticism,
but claim that the proper response is not adoption of a control
test, but rather an expansive reading of the cognitive stan-
dard. Furthermore, empirical evidence suggests that defen-
dants grossly out of touch with reality are likely to be found
NGRI, even if the cognitive test is formally narrow.

With the advent of psychoanalytic thinking and the expan-
sion of psychoanalytic theories from the consulting room into
the courtroom in the 1940s and 1950s, a number of important
jurists became convinced of the need for a new, more flexible
standard for criminal responsibility. In 1954, the influential
Chief Judge of the U.S. Court of Appeals for the District of
Columbia, David Bazelon, authored the opinion in Durham v.
United States. Judge Bazelon wrote that there was a need to
extend the widest possible latitude to expert evaluation and to
expert testimony. The following broad standard for legal in-
sanity was adopted: “An accused is not criminally responsi-
ble [legally insane] if his unlawful act was the product of a
mental disease or defect.” This test was similar to the rule in
only one other jurisdiction, New Hampshire, and it applied
only in federal trials in the District of Columbia. Neverthe-
less, the Durham rule was fashioned by an influential court
and it had an enormous impact on insanity defense theorizing
and scholarship.

Initially, the Durham rule appeared to be sound innovation
because it seemed to expand the range of mental health input
in insanity defense cases. But the standard was based on a
number of implicit, incorrect assumptions. For example, it in-
accurately assumes that mental health professionals will agree
concerning what constitutes a mental disease or defect. There
is also little agreement on whether a criminal act is a “product”
of mental illness. That is, the implicit assumption that experts
could agree about when there was a direct causal link between
a particular mental disorder and a specific criminal action was
erroneous. In fact, expert disagreement was common.

Different experts use different criteria for determining
whether a particular act is “caused by” a particular mental
disorder. In actual practice, experts’ concept of “product”
ranged from considering a person’s entire life history as a
possible motivator for the crime to a narrow “but for” defini-
tion, which is simply whether the crime would have been
committed if the mental disorder had not been present. Under
the Durham standard, large numbers of people were being
found NGRI based on loose conceptions of an underlying
mental illness and an even looser conception of product.

In McDonald v. United States (1962), the federal District
Court for the District of Columbia tried to ameliorate such
difficulties. McDonald attempted to restrict the definition
of mental disease or defect to “any abnormal condition of
the mind which substantially impairs mental or emotional
processes and substantially impairs behavioral controls.”
Under the McDonald definition, only those mental illnesses
that “substantially impaired behavioral controls” could be
considered the basis for an insanity defense. Such impair-
ment could be demonstrated either by the general definition
of the defendant’s illness or from the specific manifestations
of that illness. McDonald tightened the definition of mental
disorder, but it did not further clarify the concept of product,
and the courts were never able to clarify product successfully.

In the decade following Durham, courts were dissatisfied
with the influence of mental health professionals in insanity
defense cases. For example, a psychiatrist would render an
opinion that a defendant’s crime was the product of a mental
illness, and the trier of fact (the judge or jury) would merely
rubber-stamp that conclusion. There was growing concern on
the part of many judges that experts were usurping the role of
the trier of fact. Therefore, in Washington v. United States
(1967), the U.S. District Court held that mental health pro-
fessionals would no longer be permitted to render opinions
regarding the causal connection between the mental illness
and the specific criminal behavior. They could describe only
the development of the mental illness and the adaptation of
the individual to that illness, and they could state whether the
person was suffering from that mental illness at the time
of the offense. Thus, mental health professionals were not
allowed to address the so-called ultimate issue, namely,
whether the behavior in question was “caused” by the mental
illness. This is a legal question, and the role of answering it
was reserved solely for the judge or jury.

Even with the restrictions imposed on the Durham stan-
dard by both McDonald and Washington, there was still dis-
satisfaction with the operation of the product test. In United
States v. Brawner (1972) the Federal Court of Appeals in
the District of Columbia overruled Durham and substituted
the ALI’s Model Penal Code rule in the federal courts for the
District of Columbia. Brawner also adopted the rule that evi-
dence of mental abnormality could be used to negate the
mens rea required by the definition of the offense, but it
placed a highly technical restriction on the introduction of
such evidence.

The Model Penal Code rule, like all other insanity de-
fense tests, requires the presence of a mental disease or
defect and contains both a cognitive and a control compo-
nent. M’Naghten and previous control tests treated the dis-
ability resulting from mental abnormality as an all-or-none,
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absolute matter. The Model Penal Code test, however, re-
quires only that the disease cause a “lack of substantial ca-
pacity to appreciate the criminality [wrongfulness] of one’s
conduct or to conform one’s conduct to law” (italics added).
This change responded to arguments that the effect of mental
abnormality is a matter of degree and that all-or-none lan-
guage hampered the usefulness of expert testimony. In the
cognitive component, the ALI used the word “appreciate”
rather than “know” to signal that legal sanity required more
than simply abstract knowledge of legal rules or moral stan-
dards. The defendant also had to understand the significance
and consequence of his or her actions to be found legally
sane. The ALI offered jurisdictions alternative terms to char-
acterize the object of the defendant’s required appreciation:
“wrongfulness” and “criminality.” The ALI was responding
to differences among the jurisdictions with extant cognitive
tests concerning whether substantial lack of appreciation of
criminality or of wrongfulness should be required. The ALI
recognized that, in most cases, which term was used might
not make a difference, but in some it would, and the ALI left
this open.

In a subsection of the mental responsibility section
(4.01(2)), the ALI standard provides that mental disease or
defect does not include an “abnormality manifested only by
repeated criminal or otherwise antisocial conduct.” The pur-
pose of this language was to exclude psychopathy as a disor-
der that might support a valid insanity defense because many
thought this condition not valid and many others thought that
it was not a condition suitable for hospital treatment. As ex-
perienced clinicians know, however, psychopathy (as defined
by Cleckley, 1941, and operationalized by Hare, 1998) is dif-
ferent from antisocial personality disorder (APD; see Chap-
ter 6). The latter had not been defined in 1962 when the
Model Penal Code test was published, and many APD suffer-
ers are not psychopaths. Nonetheless, most current observers
and commentators believe that APD fits within the exclusion
originally applied to psychopathy.

The ALI standard was extremely influential. Prior to the
trial of John Hinckley Jr. for the attempted assassination of
President Reagan and others (United States v. Hinkley, 1982),
the majority of states that had reformed their insanity defense
test since the publication of the ALI test and all but one
U.S. Courts of Appeals had adopted the ALI rule. But, after
Hinckley was found NGRI under an ALI test, there was a
near universal reversal of the trend to adopt that test.

Many believed that Hinkley’s deeply unpopular acquittal
resulted from the application of the control prong of the
ALI test. Consequently, there was a legal backlash against
control tests, but the test used may have played a lesser role
in Hinckley’s acquittal than did a procedural rule concerning

the burden of persuasion. Hinckley was charged with at-
tempted homicide under both federal law and the local law of
the District of Columbia. Although Hinkley could have
been tried in both jurisdictions, the cases were consolidated
and tried only in the federal court, which applied the substan-
tive and procedural rules then applicable in the federal courts
in the District of Columbia. Although the U.S. Constitution
requires the prosecution to prove all the elements of a crime
beyond a reasonable doubt, jurisdictions can constitutionally
place the burden of persuasion for affirmative defenses such
as legal insanity on either the prosecution or the defense. The
then applicable rule in the federal courts in the District of
Columbia was that the prosecution had to prove that the
defendant was legally sane beyond a reasonable doubt.

The prosecution put on a strong case, but Hinckley was
defended by excellent lawyers and retained fine expert wit-
nesses. As a result, he was able to introduce substantial cred-
ible testimony that was consistent with legal insanity. Even if
the jury believed that it was more likely than not or even
highly likely that Hinckley was legally sane, confronted with
such substantial evidence consistent with insanity, it would
have been nearly impossible for the prosecution to prove “be-
yond a reasonable doubt” that Hinckley was sane. For this
reason, Hinckley would probably have been found NGRI ac-
cording to any test for legal insanity. Nonetheless, the control
prong of the test was “blamed.” (A summary of the trial tran-
script and an analysis of the Hinckley case can be found in
Low, Jeffries, & Bonnie, 1986.)

Insanity Defense Reform

The ensuing debate about legal insanity in the wake of
Hinckley led to hearings about reform of the insanity defense in
many state legislatures and the U.S. Congress. Many profes-
sional organizations took specific positions: The American
Medical Association urged abolition of the insanity defense;
the American Bar Association and the American Psychiatric
Association proposed retention, but deletion of a control test.
TheABAalso recommended placing the burden of persuasion
on the defendant.TheAmerican PsychologicalAssociation did
not take an official position, but contended that necessary em-
pirical data were lacking and that more research was needed.

The American Psychiatric Association recommended abo-
lition of a control test because, it claimed, there was insuf-
ficient clinical and scientific knowledge to permit accurate
evaluation and consequent informed expert opinion about
whether defendants could control themselves. Critics claimed,
in response, that there was equally insufficient clinical and sci-
entific knowledge to accurately identify the inability to appre-
ciate the wrongfulness of conduct. This criticism was apt, but
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failed to recognize a crucial distinction. The assessment of an-
other’s understanding, intentions, and reasons for action is a
commonsense skill that virtually all people have to some de-
gree because successful human interaction is impossible with-
out it. Furthermore, trained clinicians are particularly skillful
at discovering a person’s reasons for action. Then, the jury can
decide if sufficient lack of appreciation of wrongfulness was
present. In contrast, assessing whether people can control
themselves is a much less developed skill and we know much
less about this. Thus, there is reason to make the distinction.
TheAmerican PsychiatricAssociation also recommended that
mental illness must refer to a severe mental illness, further de-
fined as one that substantially and demonstrably impairs per-
ception and judgment.

Most legislatures, including the U.S. Congress, that con-
sidered insanity defense reform in the wake of Hinckley,
abolished the control test. The federal Insanity Defense Re-
form Act, 18 U.S.C. Sec. 17 (1984), now applicable in all
criminal trials in federal courts, is representative. It provides
that it is 

an affirmative defense to a prosecution under any Federal statute
that, at the time of the commission of the acts constituting the
offense, the defendant, as a result of severe mental disease or de-
fect, was unable to appreciate the nature and quality or the wrong-
fulness of his acts. Mental disease or defect does not otherwise
constitute a defense.

The Act also placed the burden of persuasion on the de-
fendant to prove legal insanity by clear and convincing
evidence, a standard more rigorous than the civil law “pre-
ponderance of the evidence” standard, but less rigorous than
proof beyond a reasonable doubt. 

The federal test is strictly cognitive and modifies the tradi-
tional M’Naghten rule in two ways. The mental abnormality
must be severe. This is a more restrictive requirement than
the wording of M’Naghten, but in practice, it will not be re-
strictive because defendants without severe mental disorder
seldom succeed with the insanity defense. Second, the test
substitutes the broader term “appreciate” for “know.” In sum,
the federal test eliminates a control standard, but its cognitive
standard is a bit more forgiving than M’Naghten.

There were other noteworthy features of the Act. It pro-
hibits mental health professionals from rendering an opinion
on the ultimate legal issue. That is, professionals may provide
a complete clinical and scientific evaluation of the defendant’s
mental state, but the professional may not offer a conclusion
about whether the defendant is legally insane. This is a legal
question that is reserved for the trier of fact. The Act also
establishes parity between psychologists and psychiatrists in

conducting mental state evaluations. Finally, the Act excludes
any partial affirmative defense based on mental abnormality,
but all federal courts that have interpreted the Act have also
concluded that it does not prohibit the introduction of evi-
dence of mental abnormality to negate mens rea (e.g., United
States v. Pohlot, 1987).

In addition to those jurisdictions that limited their insanity
defense tests by eliminating a control standard, five states—
Idaho, Kansas, Montana, Nevada, and Utah—abolished the
insanity defense and now permit introduction of evidence of
mental disorder solely for the purpose of negating mens rea.
(The Nevada Supreme Court held later that abolition of the
insanity defense was unconstitutional.) Because even severe
mental disorder rarely negates mens rea, in such jurisdic-
tions, a defendant will be convicted even if the defendant was
grossly out of touch with reality and committed the crime as
a result of psychotic perceptions and beliefs.

Prior and subsequent to Hinckley, some jurisdictions at-
tempted to take account of a defendant’s mental disorder at
the time of the crime by providing for a further verdict,
“guilty but mentally ill” (GBMI). A substantial minority of
states have now adopted this verdict in addition to, and not as
a substitute for, the insanity defense. A defendant will be
found GBMI if the defendant was criminally responsible for
the crime but suffered from a mental disorder. GBMI defen-
dants are fully culpable and may be sentenced to prison for
the full term for the crime charged. That is, unlike the insan-
ity defense, the GBMI bears no relationship to a defendant’s
blameworthiness for the crime. Indeed, a GBMI defendant
may be put to death according to two jurisdictions that ad-
dressed this question (People v. Crews, 1988; State v. Wilson,
1992). At the sentencing judge’s discretion, the GBMI con-
vict may be sent to a hospital for treatment, but judges can
order this disposition in appropriate cases without a GBMI
verdict and prisons can transfer to hospitals disordered in-
mates who cannot be treated adequately in prison. Thus, the
verdict is unnecessary to guarantee that convicts with mental
disorders receive treatment. In fact, there is typically no re-
quirement that a GBMI prisoner receive any psychiatric or
psychological treatment at all (beyond that treatment that
must be provided to any disordered inmate). If the GBMI
convict is hospitalized and is treated successfully or hospital-
ization is not useful or necessary, the convict will be returned
to prison to complete the balance of the prison sentence.

Virtually all commentary concerning the GBMI verdict
has been scathingly negative for the reasons suggested: The
verdict is unrelated to criminal responsibility, and it does not
guarantee any special psychiatric treatment. In other words, it
is of dubious value. In addition, it may confuse juries or offer
them an illegitimate compromise in cases in which they
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believe the defendant is legally insane but they fear the con-
sequences of an insanity acquittal. 

Effects of the Reforms

There have been many reforms in the wake of Hinckley, but
what has been their actual effect in insanity defense trials?
Fulero and Finkel (1991) examined whether the prohibition
on ultimate opinion testimony accounted for any variance in
the outcomes of trials in which insanity was raised as a de-
fense. They examined diagnosis-only testimony, penultimate
testimony (the elements that define the ultimate issue), and
ultimate issue testimony (the legal decision to be made by the
sentencer: insane or not insane). Results indicated that a neg-
ligible percentage of the variance in outcome was accounted
for by prohibition on rendering ultimate issues.

Finkel and his colleagues also studied the effects of differ-
ent insanity standards on mock jurors. Finkel, Shaw, Bercaw,
and Koch (1985) presented mock jurors with a scenario and
asked them to render a verdict based on M’Naghten,
M’Naghten plus irresistible impulse, ALI, Durham, and wild
beast tests. There were no significant differences in the rates
of acquittal based on which legal standard was used. Finkel
(1989) also studied the effects of the Insanity Defense Re-
form Act and found that the application of this standard did
not affect acquittal rates either. 

These studies tend to suggest that the actual legal standard
appears to have little effect on the outcome of jury delibera-
tions. Jurors tend to proceed on their “commonsense notions”
of what constitutes insanity and how the defendant should act.
On the other hand, Steadman et al. (1993) found that some re-
forms produced significant change. For example, shifting the
burden of persuasion on legal insanity from the state to the de-
fendant reduced the rate of successful insanity pleas.

There has been continuing controversy about the length of
time a defendant found NGRI can be committed. Most juris-
dictions either limit the permissible commitment term to the
maximum prison term the defendant might have received if
convicted of the crime, or provide for indefinite commitment
with periodic review. In 1983, in Jones v. United States, a
person found NGRI challenged indefinite commitment as un-
constitutional. Jones held that indefinite commitment was
constitutional because the NGRI acquitee was not culpable,
and thus the length of commitment bore no rational relation-
ship to the potential prison term for the crime charged. The
Court wrote that it was reasonable to presume that both dan-
gerousness and mental illness continued because the crime
charged had been proven beyond a reasonable doubt and suf-
ficient mental illness to support an insanity acquittal had been
established by a preponderance of the evidence.

In Foucha v. Louisiana (1992), the Court addressed the
criteria for continued commitment of an individual who had
been found NGRI. Foucha continued to suffer from a person-
ality disorder but no longer had symptoms of the mental ill-
ness (schizophrenia) that served as the diagnostic basis for
his insanity acquittal. He continued to be regarded as danger-
ous by virtue of his severe personality disorder. The Court
ruled that because Foucha no longer suffered from a suffi-
cient mental disorder, he could not be held in a mental hospi-
tal as an insanity acquitee and would have to be released even
though he was still potentially dangerous. Although there was
a strong dissent, the holding makes sense. The justification
for commitment after an insanity acquittal is that the defen-
dant is both not responsible because mental disorder contin-
ues and still dangerous. If the defendant is not dangerous,
there is no need for preventive detention. If the defendant is
no longer substantially disordered, the defendant is no longer
not responsible, and this justification for preventive detention
also ends.

ETHICAL ISSUES IN EVALUATION OF MENTAL
STATE AT THE TIME OF THE OFFENSE

Informed Consent

The “Ethics Principles of Psychologists and Code of Conduct”
(American Psychological Association [APA], 1992) requires
those providing psychological services to offer the client “ap-
propriate information beforehand about the nature of such
services and appropriate information later about results and
conclusions” (p. 1600). Obtaining informed consent is partic-
ularly important before performing mental state evaluations in
criminal cases because the purpose of the evaluation is legal,
not therapeutic. Thus, at a minimum, the evaluator should in-
form the defendant in a criminal responsibility evaluation of
the nature of the evaluation, the lack of confidentiality in the
assessment, to whom the results of the evaluation will be re-
vealed, and how the results may be used. In essence, inter-
viewing a defendant regarding the circumstances and details
of a crime often provides a more thorough and potentially
damaging statement than confessions obtained by police
investigators.

In some states, if an expert is retained by a defense attor-
ney and reaches a conclusion that is not helpful to that defense
attorney, the negative opinion is shielded by attorney-client
privilege and need not be revealed to the prosecution (e.g.,
State vs. Pratt, 1979; United States vs. Alvarez, 1975). On the
other hand, several states have ruled that once a psychiatric
issue is raised, then the defendant has, in essence, waived
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attorney-client privilege and the results of an evaluation are
available to the government (e.g., Edney vs. State, 1977;
Noggle vs. Marshall, 1983). If the government has retained
the expert, on the other hand, any material that would be of
material assistance to the defense must be revealed. Finally, if
the evaluation is court-ordered, no privilege exists, and the re-
sults of the evaluation must be available to all concerned par-
ties (i.e., the prosecution, the defense, and the judge).

The “Specialty Guidelines for Forensic Psychologists”
(Committee on Ethical Guidelines for Forensic Psycholo-
gists, 1991) expands on the need to obtain informed consent.
Once it is obtained, “The psychologist may not use the eval-
uation work product for other purposes without explicit
waiver to do so by the client or the client’s legal representa-
tive” (pp. 659–660). For example, if the expert is retained to
evaluate a defendant’s trial competence, that psychologist
may not use the data from that assessment to address issues
related to the validity of a Miranda rights waiver, an insanity
defense, or the risk of future dangerousness. In Estelle v.
Smith (1981), the U.S. Supreme Court held that the findings
or data from forensic evaluations performed to determine
trial competence could be used only for that purpose. To use
such findings to address other legal issues, such as whether a
defendant should be executed, would represent a violation of
the defendant’s 5th and 6th Amendment rights, unless he or
she competently waived those rights. The scope of informed
consent is a complex issue and the clinician doing a forensic
assessment must know the law in the state or federal jurisdic-
tion in which he or she is practicing.

Although written informed consent is an ideal in criminal
cases involving assessment of insanity or other mental state
issues, many defendants are too guarded, suspicious, and mis-
trustful to sign such a document. In such cases, discussion of
the consent issues should be included in the body of the final
report, including consideration of the reasons why the exam-
iner believed that the defendant was competent to give the
informed consent, despite the refusal to sign the form.

Obtaining informed consent from criminal defendants is
good forensic practice, and several recent court decisions are
critical of mental health professionals who do not do so. For
example, in Department of Youth Services v. a Juvenile
(1986), the court ruled that it was reversible error to permit
testimony by a psychiatrist who had interviewed a juvenile
without warning the youth in advance that their conversa-
tions were not confidential and could be used against him in
a commitment extension proceeding. Even though no actual
communications from the juvenile were disclosed at trial, the
doctor rendered a diagnosis based partially on conversations
with the youth that were not preceded by any warnings. The

court granted a new trial, citing “a substantial risk of a mis-
carriage of justice.”

Evaluation, Diagnosis, and Intervention

The provision of the APA “Ethical Principles” (1992) that
deals with evaluation, diagnosis, and intervention in a profes-
sional context states that the information and techniques used
should be “sufficient to provide appropriate substantiation for
findings” (p. 1603). This section is applicable to forensic
evaluations concerning a criminal defendant’s mental state.
Forensic evaluators must therefore be careful to include all
materially relevant sources of data before reaching an opin-
ion. For example, ethical questions about the sufficiency of
the foundation for the opinion would be raised in most cases
of criminal responsibility evaluations if a psychologist were
to base his or her findings solely on a clinical interview rather
than relying on multiple sources of data. At the least, such
a skimpy foundation would be a fertile ground for cross-
examination of the expert.

The “Specialty Guidelines for Forensic Psychologists”
(Committee on Ethical Guidelines for Forensic Psycholo-
gists, 1991) urges psychologists to be cautious regarding the
reporting of statements and conclusions that may not be rele-
vant to the issue at hand. If, for example, a defendant, in the
course of such an examination, tells the expert about other
crimes he or she has committed, the psychologist, under most
circumstances, should not include that material in a report.
The psychologist often is not in a position to judge what may
be legally admissible and therefore needs to exercise great
caution in the reporting of statements made by the defendant. 

Professionalism

The APA “Ethical Principles” (1992) provision concerning
professionalism, which states that psychologists working in a
given area should have “appropriate knowledge of and com-
petence in the areas underlying such work” (p. 1610), also
applies in forensic cases. For example, an examining psy-
chologist who believes that organic impairment may be of
relevance in a case should not perform a comprehensive
neuropsychological assessment unless he or she has been
properly trained in this type of evaluation. Several recent ap-
pellate decisions have required such specialized knowledge
as the basis for expert opinion in appropriate cases. In Fred-
erick v. Oklahoma (1995), a conviction was reversed on ap-
peal because the trial court had failed to appoint an expert
with specific experience in multiple personality disorder.
Doe v. Superior Court (1995) reversed a conviction because
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the expert witness did not have expertise concerning battered
spouse syndrome and posttraumatic stress disorder. Locating
experts who have been evaluated by peer review and oral ex-
amination may be facilitated by consulting such sources as
the American Board of Professional Psychology directory of
ABPP Board Certified Psychologists (www.abpp.com).

Multiple Sources of Data

The “Specialty Guidelines for Forensic Psychologists” (Com-
mittee on Ethical Guidelines for Forensic Psychologists,
1991) urges the forensic psychologist to use a variety of inde-
pendent data sources. This is usually necessary to perform a
valid retrospective mental state examination in criminal
cases. The only direct source of the defendant’s mental state at
the time of the crime is the defendant’s self-report. However,
the validity of such reports can be compromised by errors in
memory, rationalization and other defense mechanisms, ma-
lingering, and exaggeration, as well as numerous other fac-
tors. Therefore, when it is feasible to do so, the expert should
attempt to corroborate the defendant’s self-report by examin-
ing police, hospital, and jail records and obtaining the obser-
vations of family members, friends, neighbors, coworkers, or
other observers who may have had the opportunity to observe
the defendant at or near the time of the crime.

The “Specialty Guidelines for Forensic Psychologists”
(Committee on Ethical Guidelines for Forensic Psycholo-
gists, 1991) states, “When forensic psychologists seek data
from third parties, prior records, or other sources, they do so
only with the prior approval of the relevant legal party or as a
consequence of an order of a court to conduct the forensic
evaluation” (p. 662). Clearly, then, one does not seek such
third-party information without the knowledge of the defen-
dant or the defendant’s legal representative, unless the evalu-
ation is being conducted under court order.

The Ultimate Issue

There is considerable debate about whether a testifying men-
tal health professional should offer an opinion on the ultimate
legal issue, such as whether a defendant was legally insane or
whether a particular mens rea was formed in fact. As lawyers
and most forensic psychologists and psychiatrists recog-
nize, these are not psychological or psychiatric issues, but in
most jurisdictions, experts are allowed to offer such opinions.
Nonetheless, some jurisdictions do not permit such testi-
mony—reserving such questions purely for the trier of fact—
and some experts believe that they should not offer such
opinions, even if the law of the jurisdiction permits them to

do so. Some suggest that in forensic cases, mental health pro-
fessionals should do no more than describe, in the richest
possible detail, the behavior that has been observed or in-
ferred from the evaluation, including what the defendant per-
ceived and believed. They take the position that testimony on
the ultimate issue exceeds the professional’s expertise and
tends to confuse jurors and to usurp the jury’s function
(Morse, 1999). Others contend that such a position is flawed
for two reasons. 

First, in many cases, the exclusion of ultimate opinion tes-
timony is useless because the ultimate legal conclusion may
be logically entailed by a full behavioral description. For ex-
ample, consider a jurisdiction that employs a cognitive “ap-
preciation of wrongfulness” test for legal insanity and that
permits an insanity defense in cases of so-called deific de-
cree, that is, cases in which the defendant claims that God
commanded the defendant to do the deed. In such a case, if
the evaluator testifies that the delusional defendant believed
that God commanded the deed, this is tantamount to the con-
clusion that the defendant could not appreciate the wrongful-
ness of his or her conduct. Therefore, why prevent the expert
from drawing the obvious inference? There is much force to
this argument, but if the inference is sufficiently obvious, in-
deed, if it is logically entailed (assuming that the evidence is
credible), why does the trier of fact need the expert’s help?
Moreover, many cases will not be so clear, either because the
facts are more contested or because the legal conclusion to be
drawn from those facts is not obvious.

A second, possibly more troubling objection to the exclu-
sion of ultimate issue testimony is the potential practical out-
come when a mental health professional refuses to address an
ultimate issue such as legal insanity. What if the expert states
that it is unethical or goes beyond the bounds of his or her
competence to offer an opinion on this issue? Some courts
may then turn to less competent, less ethical experts, who
may offer an opinion on this issue without adequate empiri-
cal verification. Whether this happens frequently or rarely is
an empirical issue for which the data are lacking.

In the best of all possible worlds, perhaps mental health
professionals should not address ultimate legal issues. Legis-
lators, judges, and attorneys should be persuaded to this posi-
tion through a process of ongoing education. For the present,
however, experts are allowed to offer such testimony in vir-
tually all jurisdictions and lawyers and judges expect them to
do so. When doing so however, they should be confident that
there is an ample empirical basis for those opinions. The next
section of this chapter considers the procedures that should
be used when conducting evaluations of a defendant’s mental
state at the time of a crime.
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FORENSIC ASSESSMENT PROCEDURES
TO EVALUATE MENTAL STATE AT THE TIME
OF THE OFFENSE

A Model for Evaluating Mental State at the Time
of the Offense

We propose a hypothesis-generating and testing model in
which multiple sources of data ordinarily should be used to
evaluate a defendant’s mental state at the time of the offense
(MSO). A given source of data (e.g., clinical interview, his-
tory taking, psychological testing, review of prior psychiatric/
psychological records) gives rise to a hypothesis or series of
hypotheses. Confirmation by numerous sources of data will
strengthen confidence in the validity of a hypothesis, and only
those hypotheses verified across data sources should be the
basis for the final assessment and opinion. Heilbrun (2001)
presents a detailed description of the process of data collec-
tion from multiple sources.

The evaluator should note inconsistencies across data
sources and should appropriately qualify any conclusions for
which there are inconsistent or missing data. Such procedures
result in more credible opinions, indicate the evaluator’s in-
tegrity, and are required byAPA’s 1992 “Ethical Principles.” If
inconsistency is found across different sources of data, how-
ever, this should be noted in the conclusion, so that the conclu-
sion will be appropriately qualified in terms of the data that
are missing or inconsistent. Not only will this result in opin-
ions with far more credibility and integrity for the forensic
psychologist conducting such forensic assessments, it is a re-
quirement of the “Ethical Principles” (APA, 1992). For exam-
ple, suppose a defendant charged with assault with a deadly
weapon has an extensive history of psychiatric hospitaliza-
tion, which the expert has reviewed prior to the assessment. A
hypothesis the history raises is whether the past mental disor-
der appears relevant to the MSO. The examiner would first
have to review those behaviors documented in the psychiatric
records to determine the typical behavior of the defendant
when he or she demonstrated signs of the mental disorder. Do
the hospital records and history reveal that the person was ag-
itated, withdrawn, assaultive, fearful, delusional, or halluci-
nating when he or she was acutely ill? Once a coherent picture
of this individual’s behavior while overtly mentally ill is
gained, the evaluation would use these impressions as a basis
for interviews with family, friends, witnesses, and arresting
police officers. A focus of the interview is to ascertain whether
the behaviors typically associated with the defendant’s mental
disorder were present or absent at the time of the offense.

For example, a defendant is charged with assault with a
deadly weapon. He has had an extensive history of psychiatric

hospitalization. A hypothesis to be examined is whether the
mental disorder with which the defendant had been diagnosed
prior to the crime bears any causal relationship to the offense.
The examiner should first review psychiatric records to deter-
mine the range of symptoms the defendant demonstrated dur-
ing acute phases of his mental illness. As another example,
suppose that a defendant has an established history of severe
mental disorder, characterized by his huddling in a corner,
preoccupied, withdrawn, and fearful. Suppose, further, that
his behavior at the time of the offense was described by a
number of witnesses as highly intentional, purposeful, and
goal-directed. In this circumstance, the examiner would have
to question whether the signs and symptoms of the previous
mental disorder were consistent with the criminal behavior. In
the case described, the examiner might conclude, if this in-
consistency existed, that although the defendant had a history
of mental disorder, the behavior demonstrated at the time of
the offense did not appear to be consistent with the manifesta-
tions of that disorder in this particular defendant. This could
result in findings suggesting that the defendant was, despite
the mental disorder, criminally responsible or that there were
not enough data available to render an opinion on criminal
responsibility.

For a final example, assume that a defendant is charged
with having defaced a church and having attempted to sacri-
fice her son by placing him in a hot oven. Assume further that
the defendant has a psychiatric history characterized by a per-
sistent history of delusions and hallucinations that cause her
to believe that she has a specific mission to destroy certain es-
tablished religions and to make sacrifices as evidence of her
commitment to her own religious beliefs. The relationship
between her irrational thinking and the criminal conduct is
clearer than in the prior case. If the same defendant attempted
to rob an individual at gunpoint, however, it is unlikely that
her delusional religious beliefs were related to armed rob-
bery. It must be emphasized that the presence of an active
mental illness does not necessarily mean that irrational be-
liefs or feelings symptomatic of mental illness motivated the
criminal behavior.

The “multiple data source approach” implies that forensic
evaluations usually should not overgeneralize from a single
data source, but should integrate findings from multiple
sources. Failure to integrate sources of data frequently occurs
when psychologists who do not have forensic training ad-
minister a battery of psychological tests, observe a particular
degree of impairment on testing, and conclude without fur-
ther information that the impairment must have been present
at the time of the alleged offense. Valid forensic opinions
rarely can be based solely on interviews and psychological
test results.
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In light of recent court decisions, forensic examiners
should adopt what might be described as a standard of care in
conducting an assessment of criminal responsibility. Several
courts, in fact, have recognized what appropriate forensic
evaluation entails. They have noted that traditional clinical
psychiatric and psychological evaluations often do not meet
the requirements of valid forensic assessments and have crit-
icized experts who depend exclusively on clinical assessment
to form forensic opinions (e.g., Illinois v. Smith (1984);
Strozier v. Georgia (1985)).

Opinions based on consistent data sources also protect the
forensic expert from potentially harmful cross-examination
in which opposing counsel confronts the witness with proce-
dures or activities that the examiner “didn’t do but should
have done.” Ziskin and Faust (1988) provide a compelling se-
ries of questions that an aggressive attorney may use to un-
dercut expert testimony. Though Ziskin’s material renders
many experts quite fearful of testifying, the consistency
across data approach, in which psychological observations
and inferences are confirmed by other behavioral data, may
effectively defuse such an attack. Faust (1990) concedes that
integrating multiple sources of data and qualifying conclu-
sions in light of inconsistent data would significantly reduce
the criticisms of expert testimony as described by Ziskin and
Faust (1988).

Structure of the Examination of Mental State at the
Time of the Offense

Both the questions asked by the expert and the answers given
by the defendant should be memorialized. Defendants’ actual
words take on additional significance when they are asked
about details of the offense and their state of mind at the time
of the crime. Paraphrasing or summarizing the defendant’s
responses may lead to an opinion, report, and testimony that
does not accurately reflect the defendant’s actual state of
mind at the time of the offense. When the trier of fact evalu-
ates the defendant’s mental state according to the legal
criteria in question, the trier should consider, insofar as it is
possible, the defendant’s own words. Indeed, to ensure
optimal accuracy and to permit the trier of fact to make an
independent judgment, some forensic clinicians recommend
audiotaping or videotaping all interviews with the defen-
dant. Reviewing collateral information will serve not only
to confirm information obtained by interview, but also to
provide some sense of the defendant’s veracity regarding
“facts” that can be easily confirmed (e.g., prior arrest and
convictions).

Any disparity between the defendant’s present behavior
and behavior claimed to have been evidenced at the time of

the crime must be explored. The following factors, among
others, may contribute to such differences: (a) spontaneous
change in clinical condition; (b) psychotropic medication;
(c) significant alterations in the defendant’s level of stress;
(d) distortion, whether conscious or unconscious, of the de-
fendant’s memory and perceptions of the incident; and (e) ed-
ucation by others about possible criminal defenses and how
to present a picture of those mental states in which culpabil-
ity might be reduced or avoided.

Because a defendant’s condition can change substantially
between the time of the crime and the time of the evaluation,
the evaluation should be done as soon as possible after the al-
leged crime. Memory is likely to be better and the opportu-
nity for distortion is reduced. In addition, the defendant is
less likely to have been educated by attorneys or fellow in-
mates about how to present himself or herself to the forensic
psychologist. Unfortunately, the timing of the evaluation is
seldom under the expert’s control, and all too often substan-
tial time elapses between the crime and the evaluation.

Demographic Data

A comprehensive criminal responsibility assessment and the
resulting report should consider demographic information.
The defendant’s date of birth, age, birth order, place of birth,
religion, marital status, occupation, race, and present living
arrangement need to be obtained during the interview and
confirmed. In the report, a listing of the charges should be
included.

Material Reviewed

The documents reviewed (e.g., school, employment, military,
hospital), the people interviewed. (e.g., family, friends, em-
ployers, police officers), and all the records related to the
crime (e.g., police reports, witness statements, jail records)
should be listed and considered.

Informed Consent

The confidentiality/privilege waiver is essential on ethical
grounds and to avoid judicial limitation of expert testimony.
In the absence of a written waiver, the examiner’s notes and
the final report should contain a detailed description of the
waiver procedure, preferably using the defendant’s own
words. The description should include documentation of the
defendant’s understanding of the lack of confidentiality in the
examination, to whom the results of the examination will be
disclosed, and under what circumstances.
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Statement of Facts

The records and the interviews with third parties need to be
summarized. Such data put in context observations of the de-
fendant’s behavior made by others and may provide documen-
tation about whether bizarre behavior, if observed, might be
attributed to drug or alcohol intoxication. Interviewing third
parties frequently provides information requiring follow-up
questions of the defendant. (See the chapter by Heilbrun,
Warren, & Picarello in this volume for more information on
the use of third parties in forensic evaluations.)

Defendant’s Version of Offense

The defendant’s own words are critical accurately to describe
his or her MSO. Sensitive questions regarding the crime itself
should usually be asked only after sufficient rapport and trust
are established and thus are generally best deferred until the
second or third evaluation session, after nonthreatening in-
formation has been obtained. As discussed in the introduction
to this section, the defendant’s own words should be carefully
memorialized and should serve as the basis for addressing
this issue in the report and in testimony.

The examiner usually should ask open-ended questions.
The defendant should initially be encouraged to provide an
uninterrupted account of the events leading up to and includ-
ing the crime. The expert can then ask the defendant to repeat
his or her recollection of the events and other necessary and
appropriate clarifying questions. To provide a valid, persua-
sive report and testimony, the expert should try to resolve any
vagueness or lack of clarity in the defendant’s version. The
examiner must investigate especially carefully discrepancies
between various versions provided by the defendant, includ-
ing statements made by him or her to the police or to other
third parties. 

In the most general sense, the crucial issue in all mental
defense cases is why the defendant committed the criminal
offense. Therefore, special attention should be given to the
defendant’s thoughts, feelings, and perceptions at the time of
the offense, and any attempts the defendant made to refrain
from the criminal act. Questions such as the following may
elicit such data: “You said that you had felt this way before
but never did anything like what you’re accused of. What was
there about this situation that was different? Why did you kill
him now?” Rogers (1984) also suggests that the expert
should gather information from the defendant regarding his
or her behavior in the week preceding the offense and im-
mediately following the crime. Information concerning a
person’s mental state at times close to the time in question is

typically more valid evidence of the MSO than behavior
more temporally distant. 

Behavior in Jail

The defendant’s behavior in jail should be considered be-
cause it may provide evidence concerning mental state at the
time of the crime. For example, a review of jail records may
disclose that the defendant decompensated in jail, suggesting
that perhaps the defendant was not psychotic prior to arrest.
The examiner should consider whether the defendant re-
quested psychiatric consultation, whether the defendant’s
behavior came to the attention of the medical or psychiatric
personnel in the jail, whether a forensic placement was made,
whether psychotropic medication or other treatment was pro-
vided, and whether a diagnosis was made. Perhaps most im-
portant, the examiner should evaluate and report whether the
defendant’s behavior in jail is consistent with the behavior
documented in the previous section, taking into account the
effect of the jail environment.

Description of the Defendant’s Mental Status at the Time
of the Evaluation

This should include such dimensions as appearance, be-
havior, orientation, attention, perception, memory, affect,
speech, and the presence of delusions, hallucinations, and
homicidal and suicidal ideation. The forensic psychologist
should evaluate the defendant’s present judgment, indica-
tions of toxicity, insight, and impulse control.

Social and Medical History

The social history can be obtained from the defendant. The ex-
pert should note consistencies or inconsistencies between the
defendant’s self-report and history obtained from interviews
with family and friends. When considering the defendant’s
early childhood, the nature of family interactions, punishment
for misbehavior (including child abuse of all types), intactness
of the family, major events, illnesses, and injuries, and school
performance should be documented.

A consideration of the defendant’s adolescent years may
include academic performance and behavior in school, sexual
development, identity issues, drug and alcohol use, nature of
peer interactions, and jobs held. A section on young adulthood
might describe the nature of the defendant’s interpersonal re-
lationships, employment history, and military service, if any. 

A section on adulthood should include marital history, fur-
ther education, vocational, military and religious history, and
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any history of drug and alcohol dependence or abuse. The ex-
aminer should document the defendant’s criminal and med-
ical history, with special attention to medical conditions that
might affect psychological functioning. The preceding rec-
ommendations are rather general, but deciding on which
areas to focus in taking a medical and social history should be
made on a case-by-case basis.

Psychological Testing

Psychological testing with traditional clinical tests (e.g.,
Minnesota Multiphasic Personality Inventory 2 [MMPI-2],
Wechsler Adult Intelligence Scale III [WAIS-III]), with
forensic assessment instruments (e.g., Rogers Criminal Re-
sponsibility Assessment Inventory, Rogers, 1984) and foren-
sically related tests (e.g., Structured Interview of Reported
Symptoms, Rogers, 1992; Validity Indicator Profile, Freder-
ick, 1997, and see the chapter by Rogers & Bender in this vol-
ume; Hare Psychopathy Checklist Revised, Hare, 1991, and
see Chapter 6) frequently provide valuable information. (One
of the coauthors of this chapter, Morse, believes that psycho-
logical tests of any kind are rarely if ever valid for legal pur-
poses and that using them for these purposes is a waste of
resources and potentially a source of confusion. However, he
recognizes that this is a minority view among forensic psy-
chologists. Most experts, including Goldstein and Shapiro,
believe that when used judiciously and when inferences from
test data are conservatively made and are verified by corrobo-
rative, real-life data, they can be of significant value as part of
the overall assessment process.)

It must be emphasized that psychological tests provide
information about the defendant’s functioning at the time
the tests were administered. They do not directly provide in-
formation regarding the defendant’s behavior at the time of
the crime. Testing may, nonetheless, suggest enduring intel-
lectual, neurological, and psychological traits, characteristics,
and behavior patterns that are relevant to an understanding
of the defendant in general and to those factors that may be
relevant to the defendant’s MSO. The choice of tests to ad-
minister depends on the specific characteristics of the defen-
dant and the specific case, but any test employed should
conform to Standards for Educational and Psychological
Testing (American Educational Research Association, Amer-
ican Psychological Association, & National Council on Mea-
surement in Education, 1999).

Malingering is always a possibility in forensic practice
and, in addition to reviewing collateral information, the ex-
aminer may want to administer objective, forensically related
instruments designed to assess malingering. For example, the

Structured Interview of Reported Symptoms (SIRS; Rogers,
1992) may help disclose malingering if the defendant claims
or demonstrates symptoms of schizophrenia. The Validity
Indicator Profile (Fredrick, 1997) may be appropriate if the
defendant claims to have cognitive impairment, including
symptoms of mental retardation and memory disturbances.
(See Chapter 7 for a discussion of these and other instruments
designed to evaluated malingering and exaggeration in a
range of psycholegal contexts.)

Malingering falls on a continuum (Resnick, 1997; Rogers,
Sewell, & Goldstein, 1994) from purely feigned symptoms
of mental defects or mental illnesses to the exaggeration of
actual symptoms of an underlying mental disorder. A deter-
mination that the defendant may be malingering or exag-
gerating symptoms should not terminate the evaluation.
Malingering and the presence of an authentic mental disorder
are not mutually exclusive (Otto, 2001). Defendants with
actual mental illness may exaggerate their claimed symptoms
to avoid or lessen criminal responsibility (Braginsky &
Braginsky, 1967; Resnick, 1997). In a forensic context,
malingering is most frequently interpreted by forensic psy-
chologists as an attempt to cope with a threatening, negative
situation, not necessarily as an aspect of an antisocial person-
ality (Rogers, Sewell, & Goldstein, 1994; Rogers, Salekin,
Sewell, Goldstein, & Leonard, 1998). As such, the pres-
ence of signs of malingered or exaggerated symptoms of a
mental disorder by itself, does not necessarily exclude the
possibility that the defendant was mentally ill at the time of
the crime.

The expert should consider using the Rogers Criminal Re-
sponsibility Assessment Scales (R-CRAS; Rogers, 1984). It
contains 25 “variables” on which the clinician rates the relia-
bility of the defendant’s presentation and possible malinger-
ing, the presence or absence of organic impairment, mental
retardation, and various symptoms of mental illness, and
whether there is evidence of either cognitive impairment or
loss of behavioral control at the time of the alleged offense—
all relevant factors in considering insanity as defined in the
ALI statute. Four additional “variables” are provided for
the GBMI standard and one other for the M’Naghten stan-
dard, for use in jurisdictions employing those statutes. The
variables of the R-CRAS are rated on a 4 to 6-point scale.
Rogers emphasizes that third-party sources of data should be
consulted or considered in using the R-CRAS. Rogers then
provides criteria-based decision models that the clinician
completes to address the issue of criminal responsibility for
the ALI, GBMI, and M’Naghten standards. Each criterion
must be answered yes, no (to a reasonable degree of medical
or scientific certainty) or no opinion. If all of the specified
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criteria are fulfilled, the conclusion is reached that the legal
standard is met. 

The R-CRAS was subjected to a series of tests of both
interrater and test-retest reliability. There was moderate test-
retest reliability for individual variables. In a sample of
25 cases, Rogers, Dollmetsch, and Cavanaugh (1981) found
a correlation coefficient of .82. Rogers, Wasyliw, and
Cavanaugh (1984), in the same size sample, found a kappa of
.93; and, in a 30-case study, Rogers, Seman, and Wasyliw
(1983) found perfect agreement, a kappa of 1.00. However,
Phillips, Wolf, and Coons (1988), in 66 cases, found a signif-
icantly lower kappa of .45. It should be noted that the studies
by Rogers and his colleagues cited here involved experienced
clinicians; no such information is reported on the experience
of those clinicians that competed the R-CRAS in the Phillips
et al. survey. As Melton et al. (1997) suggest, “the reliability
of insanity opinions may be quite respectable under certain
conditions—namely, among clinicians with forensic training,
working in a hospital or clinic setting where similar concepts
and approaches may be shared, with no a priori allegiance to
either party” (p. 230). 

Rogers and his colleagues (Rogers, Wasyliw, et al., 1984)
investigated both construct and criterion-related validity
using seven different research sites. With skilled forensic ex-
aminers in a two-stage discriminant analysis, Rogers found
extremely divergent symptom patterns between insane and
sane defendants. Rogers, Cavanaugh, Seman, and Harris
(1984) found 97% agreement between the conclusions
reached as to sanity on the R-CRAS completed by trained ex-
aminers and the same finding reached by triers of fact; agree-
ment regarding insanity was somewhat lower, at 70%.

More recent work by Rogers and Sewell (1999) consid-
ered two questions: whether R-CRAS variables accurately
classified decision variables, and whether predicted relation-
ships between individual variables and the resulting discrim-
inant function were observed. In reference to the first issue,
few errors were observed when the discriminant models were
implemented; for the second issue, correlations were consis-
tent with the predicted relationships. 

Although Rogers developed the R-CRAS to provide an
empirically based, quantifiable approach to evaluating insan-
ity in MSO assessments, the degree to which this instrument
has succeeded in accomplishing this goal has been debated. A
detailed critique of the R-CRAS can be found in Golding,
Skeem, Roesch, and Zapf (1999) and Melton et al. (1997).
However, the use of this tool requires evaluators to consider
multiple data sources, to include relevant behavioral and
legal criteria, and to address the issue of malingering—all in
a systematic fashion. As such, when used as part of an over-
all assessment of the issue of insanity, the R-CRAS can

provide additional information for the mental health profes-
sional to consider in forming an opinion.

An Illustrative Insanity Case

Maria Lopez, a 34-year-old immigrant from Brazil, killed her
four children by stabbing them to death. The referral question
was whether she was legally insane when she killed them.

Ms. Lopez’s husband, parents, and neighbors described
her as a loving, caring parent. Deeply religious, she attended
church regularly. Although many people thought she was
somewhat overprotective of her four children, she was an un-
doubtedly responsible parent. She worked the night shift as a
housekeeper for a large hotel, and her husband was employed
during the day. The children, ages 11, 9, 8, and 6, were thus
rarely left home without parental supervision. 

Ms. Lopez’s behavior began to change approximately two
years before her arrest. She became increasingly withdrawn,
depressed, and even more concerned about her children’s
well-being. She sent her oldest daughter, then age 9, to a sum-
mer day camp program in her neighborhood. After two weeks
of the program, she reported to the police her suspicions that
her daughter’s 21-year-old male counselor had repeatedly
sexually molested her daughter at the camp. But her daugh-
ter, Mary, denied abuse of any kind by anyone at any time.
The child’s pediatrician found no signs of sexual abuse. A
thorough investigation, including interviews of other chil-
dren, their parents, camp employees, and Mary’s counselor,
led police detectives to conclude that this was a ground-
less accusation and charges were never filed. Nonetheless,
Ms. Lopez held firmly to her belief that her daughter had
been sexually violated. Her concern for her daughter in-
creased along with additional worries for the general safety
of all of her children. She withdrew Mary from the program
and, throughout the summer, kept her close to her at all times.

When school began in late August, Ms. Lopez appeared to
be somewhat less anxious and preoccupied. But the change in
her condition lasted for only a month. She became concerned
that Mary was abusing drugs. Although she neither witnessed
Mary’s use of drugs nor found drugs in the home, Ms. Lopez
became increasingly more watchful of her daughter. Mary
was forbidden to leave the home unaccompanied by a parent
or by her aunt, and friends were not allowed into their home.
Mr. Lopez believed that his wife’s suspicions were ludicrous
in light of Mary’s age, personality, and Ms. Lopez’s constant
presence when Mary was not attending school.

At this point, her parents and husband believed that
Ms. Lopez required psychiatric help. She agreed to be seen at
a local mental health clinic.After an evaluation by the staff, she
was placed on antidepressants and antipsychotic medications
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and was scheduled for weekly psychotherapy sessions. Al-
though she continued to maintain the belief that her daughter
had been abused and that all of her children were in poten-
tial danger of becoming addicted to drugs, her mood im-
proved modestly. Eventually, she started to voice concerns
that her husband no longer cared for her, that he was having
an affair, and that his lack of “morality” would affect the chil-
dren. Despite changes in medication, her delusions remained
unaltered. For the next nine months, she attended sessions
regularly, sometimes with her husband, and she took her
medication as prescribed.

During the last week of May, Ms. Lopez began to believe
that Mary had been giving drugs to the youngest child, Paul,
then age 8. In addition, she told relatives, teachers, and neigh-
bors about her concern that all her children would eventually
become addicted and that her two daughters would turn to
prostitution to support their habit. Her depression deepened
and she became withdrawn and frightened again. Two weeks
later, her husband found empty prescription bottles in the
medicine cabinet and realized that his wife had stopped tak-
ing her medications. He arranged for her to be seen by the
psychiatrist the next morning. 

Mr. Lopez left for work at 6 A.M.; his wife and children were
sleeping in their bedrooms. He reminded her of her appoint-
ment that morning at the clinic and she assured him that she
would call him at work on returning home. When he did not
hear from her by 11:30 A.M., he became concerned. By 1 P.M.,
he left work to drive home to check on his wife. He discovered
her in bed, unconscious but still alive. She had cut both her
wrists and had burn marks on her lips and chin. Mr. Lopez im-
mediately called for an ambulance, and then discovered all
four children dead, each in their beds with their throats cut.

Following surgery, Ms. Lopez spoke with the police
about what happened after her husband had left for work. In
a 15-page statement, she admitted cutting each child’s throat
and then cutting her wrists in a suicide attempt. When the
cuts failed to bleed as heavily as she had hoped, she went to
the kitchen, removed a bottle of lye drain opener from under
the sink, and drank half of its contents. According to her
statement, she took her children’s lives so that all five of
them could be safely in heaven together.

At the request of her attorney, a forensic psychologist
evaluated Ms. Lopez three days after her arrest at a forensic
unit at a county medical center. She had difficulty speaking
because of permanent damage to her vocal cords and esopha-
gus from the lye. She was severely depressed, begging con-
stantly that her restraints be removed so that she could kill
herself and be reunited with her children. 

The retained forensic expert evaluated Ms. Lopez on three
separate occasions. A general background history was taken

and her current mental status was assessed. She was inter-
viewed in detail regarding her recollection of the events lead-
ing up to the crime as well as her memories of the crime itself.
The M’Naghten statutory definition of insanity employed in
the state in which the crime occurred determined the focus of
the evaluation. A central concern of the evaluation was there-
fore her thoughts at the time of the crime, particularly as they
related to her ability to comprehend and appreciate the nature
and consequences of her actions and her awareness of the
wrongfulness of taking her children’s lives.

A battery of psychological tests was administered, includ-
ing the WAIS-III, MMPI-2, and SIRS. The WAIS-III was
chosen to assess her overall cognitive abilities and especially
to determine if the presence of psychiatric symptoms might
have impaired her judgment and reasoning as well as her
ability to concentrate and focus her attention. To evaluate her
personality dynamics and for general diagnostic purposes,
the MMPI-2 was selected. The SIRS was administered to
evaluate the genuineness of the symptoms of schizophrenia
she demonstrated.

Interviews were conducted with her parents, her husband
and sister, and with one of her children’s teachers. Police re-
ports of her earlier suspicions of sexual abuse of her daughter
and the subsequent police investigation were examined, as
were all treatment records from the mental health clinic
where she had been seen. Records from her pharmacy were
also reviewed.

When interviewed, Ms. Lopez tearfully explained that she
knew that her children were in danger from all those around
them. She believed that her older daughter was a drug-
addicted prostitute who had forced her younger siblings to try
drugs and that they, too, would soon become addicted. She
felt helpless to protect them from this terrible fate. In addi-
tion, she thought her husband was an immoral, irresponsible
person who would not look after her children if she commit-
ted suicide. She understood that no one believed her claims,
including the staff at the clinic, the police, the pediatrician,
the teachers, and the summer camp personnel. She believed
the children were still in a condition of “grace in the eyes of
God” because they were so young. She also believed that if
she took their lives and then her own, the children would be
saved and all five would be reunited in heaven. Her children
would be in a state of eternal bliss, free from contamination
by the living world, and she would be forever free of her de-
pression and constant worry.

Prior to the crime, the clinic had diagnosed Ms. Lopez as
demonstrating symptoms consistent with major depression
with psychotic features. Treatment records were replete with
her claims that her children were in danger of being “cor-
rupted,” and all people interviewed reported that she had
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expressed similar concerns to them. Her recollections of the
crime were consistent with police investigative reports and
with the statement she gave to investigators. The psycho-
logical tests disclosed that she had psychotic symptoms re-
flecting underlying delusions, numerous phobias, and severe
depression accompanied by suicidal ideation. Moreover, the
tests also indicated that she distrusted others, seeing herself
as weak and a victim. No indications of malingering or exag-
geration appeared on the SIRS.

Based on the entire assessment, the examiner con-
cluded that at the time of the crime, Ms. Lopez was actively
psychotic—depressed and delusional—and that the homi-
cides were motivated by her confused, psychotic thinking.
She genuinely believed that she was saving each of them
from corruption and sin, thereby protecting them and ensur-
ing them a continuous state of safety and bliss. Her serious
mental illness prevented her from rationally evaluating her
beliefs and considering alternative actions. She did not ap-
preciate the wrongfulness of her behavior at the moment she
killed her four children. Her actions were motivated by delu-
sional reasons because she saw their deaths as the only way
of ensuring their physical and moral safety, guaranteeing
them entry into heaven. For Ms. Lopez, death was equated
with heaven and God’s wishes rather than an end of life.
Rather than killing her children, she believed she was saving
each of them from further abuse so that they would be to-
gether forever under the protection of God in a world without
evil. She was unable to consider the legal prohibitions
against homicide and thought that her actions were the moral
thing to do.

An evaluation the prosecutor requested yielded similar
conclusions concerning Ms. Lopez’s mental state at the time of
the crime. Consequently, the prosecution and defense agreed
that Ms. Lopez was not criminally culpable for the deaths of
her children. The prosecution therefore did not contest her plea
of Not Responsible by Reason of Mental Disease or Defect,
which is the equivalent of being found legally insane by a
judge or jury.

SUMMARY

It has been written, “Great dissatisfaction regarding . . . the
issue of insanity in criminal cases and the results thereof is
being expressed on all sides. The layman claims that sane
men are escaping responsibility for their crimes on the plea
of insanity by reason of the venality of experts.” This view-
point appeared in a journal in 1912 (Keedy), but remains a
popular one today. We have attempted to address this and the
broader issue of all mental states from historical, ethical, and

practice perspectives. This chapter described the theory and
doctrines of mental state defenses to criminal liability. We
considered a range of mens rea defenses, including extreme
mental or emotional disturbance and so-called diminished
capacity, and legal insanity. A judge or jury may conclude
that a defendant is legally totally lacking in culpability for his
or her actions (e.g., legal insanity), that the defendant was
partially responsible for his or her actions (e.g., finding a
homicide defendant guilty of a lesser charge because the de-
fendant killed in a state of extreme emotional disturbance for
which there is a reasonable explanation or excuse), or that a
defendant is fully guilty of a lesser crime (e.g., because the
mens rea required by the definition of a more serious offense
was lacking).

To assist the judge or jury in cases that raise mental state de-
fenses, forensic psychologists should do careful evaluations
and present evidence that is persuasive, well-documented, and
thorough, and meets the standard of care in the field. Ethical,
competent forensic psychological assessments may provide
the trier of fact with relevant, probative information that
would not otherwise be available and that may assist the trier
of fact in determining whether and to what degree the defen-
dant deserves punishment.

Our society and legal system are based on the principle of
fairness, including the moral foundational belief that people
should be legally punished only if they deserve punishment
because they are blameworthy. Mental state defenses are
complete or partial denials of blameworthiness. When defen-
dants raise such defenses in bizarre cases or when the victim
is a public figure, acquittal by reason of insanity or conviction
for less serious offenses often leads to public outcry against
such defenses. The acquittal of John Hinckley Jr. for the at-
tempted murder of President Reagan and the conviction of
Dan White only for manslaughter for killing San Francisco
mayor George Moscone and Supervisor Harvey Milk—the
infamous “Twinkies” case—are examples of cases that lead to
public hostility and calls for abolition or reform, as was true in
1912. Desert is so fundamental to punishment, however, that
a just society cannot fairly abolish mental state defenses.
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The death penalty is an ultimate and irrevocable sanction. For
this reason, the U.S. Supreme Court has determined that
“death is qualitatively different from a sentence of imprison-
ment, however long” (Woodson v. North Carolina, 1976), and
warrants a “greater degree of reliability” (Lockett v. Ohio,
1978) in its application. The clinical skills and empirical
expertise of forensic psychologists may be sought at a
number of junctures in capital litigation. These include the
forensically familiar functions of pretrial and guilt phase
evaluations regarding various competencies (e.g., ability to
waive Miranda rights, fitness for trial), as well as mental state
at the time of the offense. More unique to capital cases, how-
ever, forensic psychological evaluations often address sen-
tencing issues. That is, they focus on those factors that may

assist the trier of fact in determining whether the defendant is
to live or die.

Forensic psychologists may be consulted posttrial as well.
Years following a death penalty sentence, psychologists may
be called on at postconviction proceedings or federal habeas
review to examine the sufficiency of the pretrial mental
health evaluations and trial testimony. When a death row in-
mate elects to waive appeals, psychological consultation may
be sought regarding the inmate’s competency to make this
determination. Finally, forensic psychologists may be asked
to evaluate a death row inmate’s competency to be executed. 

In capital cases, experts frequently testify regarding the
presence of mitigating and aggravating factors that may
provide information about the defendant’s background or
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circumstances of the crime that would influence the sentence
the defendant is to receive. Frequently included in such eval-
uations is an assessment of the risk of future violence should
the defendant receive a sentence less than death. These sen-
tencing determinations constitute the major focus of this
chapter. We consider the nature and structure of capital trials,
facts about the death penalty, landmark U.S. Supreme Court
decisions relevant to the capital cases, ethical issues, the
nature of assessments in capital cases including violence risk
assessment, and testimony in such cases.

THE NATURE AND STRUCTURE OF
CAPITAL TRIALS

A homicide is committed. At the time of the crime, the defen-
dant is 20 years of age and living in a halfway house for those
recently discharged from a mental hospital. He had stopped
taking his medication weeks before the crime and others
report that he had returned to drug use, abusing crack and
marijuana on a daily basis. He is charged with having mur-
dered a 9-year-old girl, a next-door neighbor, by strangling
her. It is alleged that prior to killing the girl, he had raped her
and burned her body with cigarettes. It is believed that he
took her life so that she could not report the crime. 

Because of the horrific facts surrounding this crime, the
prosecutor is weighing the possibility of declaring this to be a
capital case. In each of the 38 states that have death penalty
statutes, as well as in federal and military jurisdictions, there
is a list of “special circumstances” that, if established by the
judgment of the trier of fact (the judge or jury), might result
in the defendant being sentenced to death. In a sense, the
presence of one or more of these aggravating factors, which
vary from jurisdiction to jurisdiction, would make the defen-
dant more blameworthy than he might otherwise be in a
“simple” homicide.

In this hypothetical case, the prosecutor may claim that a
number of aggravating factors exist. Among those that might
be alleged are the age of the victim; the depraved indifference
shown by the defendant by burning her body with cigarettes
and purposefully causing her pain incremental to death; that
the murder took place in the commission of another felony
(i.e., rape); that the murder was committed to prevent the vic-
tim from testifying against him; and a high likelihood of fu-
ture violent behavior should the defendant receive a sentence
other than death. Depending on the jurisdiction, the prosecu-
tor has a specific period of time to reach a decision as to
whether to formally pursue the death penalty. Prosecutors are
granted considerable “guided” discretion as to whether a
murder under special circumstances becomes a capital case.

At this stage in the process, the defense attorney has the
job of convincing the prosecutor that death is not an appro-
priate punishment in this case. Experts may submit prelimi-
nary reports at the request of the defense attorney, who will,
in turn, meet with the prosecutor to either dissuade him or her
from seeking the death penalty or to reach a plea bargain
prior to trial, thus avoiding a capital trial in which the defen-
dant’s life is at stake. Again, each jurisdiction has its own set
of specific circumstances (defined by legislators in each state
and by Congress on the federal level) that, if found by the
trier of fact to be present, might result in a verdict other than
death. These factors, designed to encourage jurors to grant
leniency, are referred to as statutory mitigating factors. In
this case, a number of such mitigators may be claimed to
exist: The defendant was mentally ill at the time of the crime
(but not rising to the level of a defense against the charges);
the defendant’s use of drugs at the time of the crime impaired
his judgment and impulse control (but not rising to the level
of a defense against the charges); and the defendant has no
prior record of violence and does not present a risk of future
dangerousness. In addition, every jurisdiction allows the
defense to present any evidence related to the defendant’s
background and circumstances of the offense that may be
considered by the trier of fact as mitigation in reaching the
verdict. The nonstatutory mitigating factors in this case
might include the defendant’s history of mental illness; his
history of both physical and sexual abuse as a child; that,
weeks before the crime, he discontinued use of the psy-
chotropic medications prescribed for him; and that the
halfway house staff failed to recognize and treat his decom-
pensation over the two weeks preceding the crime.

Assuming that the prosecutor decides to actively pursue
the death penalty, experts will be retained by the defense to
evaluate the defendant for the presence of possible statutory
and nonstatutory factors. If there is a trial, it is bifurcated;
that is, there are essentially two trials. First, a guilt-innocence
trial occurs to determine if the defendant is guilty of a capi-
tal offense. The defense attorney may use an emotional dis-
turbance defense such as insanity or extreme emotional
disturbance (see the chapter by Goldstein, Morse, & Shapiro
in this volume). Only if the defendant has pled guilty or is
found guilty of a capital offense does a sentencing proceed-
ing take place. In part, a bifurcated trial permits evidence to
be admitted during the sentencing phase that, if admitted
during the guilt phase of the trial, might be found to be prej-
udicial or irrelevant. Depending on the jurisdiction, this sen-
tencing trial may continue before the guilt phase jury or may
be heard by the trial judge or a panel of judges who deter-
mine whether the defendant is sentenced to death or a capi-
tal life prison term.
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At the sentencing phase of the trial, the defense introduces
evidence, often by way of expert testimony, that one or more
mitigating factors exist. The prosecutor introduces evidence
as to presence of one or more aggravating factors and may
call rebuttal experts to respond to the testimony of the de-
fense witnesses. Assuming there is a jury, they are then in-
structed as to how to weigh the aggravating against the
mitigating factors. The consideration of how these factors are
balanced varies across jurisdictions.

In federal death penalty cases, for example, each juror
must find (beyond a reasonable doubt) that one or more ag-
gravating factors exist. A finding with respect to any aggra-
vating factor must be unanimous. If none is found, the
defendant receives a sentence other than death. If found, the
jury must then decide whether one or more mitigating factors
exist. Unanimity is not required to establish the presence of
mitigating factors, which are established by a preponderance
of the information. If only one juror believes a mitigator
exists, it is considered to be present. The Federal Criminal
Code and Rules then instructs:

The jury, or if there is no jury, the court, shall consider whether
all the aggravating factor or factors found to exist sufficiently
outweigh all the mitigating factor or factors found to exist to jus-
tify a sentence of death, or, in the absence of a mitigating factor,
whether the aggravating factor or factors alone are sufficient to
justify a sentence of death. Based upon this consideration, the
jury by unanimous vote, or if there is no jury, the court, shall rec-
ommend whether the defendant should be sentenced to death, to
life imprisonment without the possibility of release or some
other lesser sentence. (18 § 3593 (e))

In federal court, and in some states, a “hung jury” is equiv-
alent to a finding of a sentence other than death. There are
numerous variations in this across the states. In some, not all
jurors must agree on the death penalty; in others, a hung jury
leaves the decision of sentencing to the judge. In some states,
if the aggravating factors outweigh the mitigating factors, the
jury must impose a sentence of death. In some states, a judge
may overrule a jury’s verdict and impose a sentence of death
over their recommendation of a life sentence. A recent U.S.
Supreme Court decision, Ring v. Arizona (2002), declared
death penalties imposed by judges rather than juries uncon-
stitutional. Citing Apprendi v. New Jersey (2000), the Court
reasoned that a judge may not make a finding that is higher
than a defendant’s sentence beyond the maximum as this
would amount to an additional conviction. A death sentence
imposed by a judge violates the Constitutional right to a trial
by jury according to Ring.

When fully litigated, death sentences in state courts are
followed by state and federal direct appeals, and subse-

quently by state postconviction petitions and federal habeas
review. The state appellate process at both the direct appeal
and postconviction stages is critically important, as injustices
not raised in state petitions likely will be forfeited in federal
court. To further explain, the direct appeal process raises and
considers legal errors that may have occurred during trial.
Postconviction proceedings also examine these issues but, in
addition, investigate ineffective assistance of counsel, prose-
cutorial misconduct, juror misconduct claims, and other mat-
ters that may have come to light after the trial. Postconviction
and habeas review are important protections against mis-
carriage of justice in capital litigation, as demonstrated by
federal habeas courts finding uncorrected error and subse-
quently vacating the death sentences in a substantial propor-
tion of capital cases (Justice Stevens, dissent, Murray v.
Giarratano, 1989, at p. 13).

FACTS AND FIGURES

Because statistics regarding those on death row and those
executed change frequently, it is not possible to present the
most up-to-date figures in this chapter. The reader is re-
ferred to the Death Penalty Information Center Web site
(www.deathpenaltyinfo.org) for the most recent statistics on
this topic. Also at that site are state-by-state policies on the
death penalty.

As of December 2001, 38 states have capital punishment
statutes. In addition, the death penalty is applicable in U.S.
Federal Court as well as in U.S. Military Court. Thirteen
jurisdictions do not have capital punishment statutes: Alaska,
District of Columbia, Hawaii, Iowa, Maine, Massachusetts,
Michigan, Minnesota, North Dakota, Rhode Island, Vermont,
West Virginia, and Wisconsin (Death Penalty Information
Center, 2001).

Death Row Population

There are currently a large number of capital cases in various
stages of litigation, including over 3,700 inmates on death
row nationwide (NAACP Legal Defense Fund, 2001). Over
98% of this death row group are male. Two percent of those
awaiting execution were juveniles at the time they commit-
ted their capital offense. Since 1986, there has been a 208%
increase in the number of inmates on death row (Death
Penalty Information Center, 2001). Of course, death row in-
mates do not represent the universe of capital cases. Many
capital cases are pled out prior to trial, and others may con-
clude with an acquittal, a finding of guilt to a lesser charge,
or a sentence to a capital life term in prison rather than death.
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This total also does not include capitally charged defendants
who are awaiting trial.

Executions

Since 1976, when the death penalty was found to be consti-
tutional and reinstated, 749 individuals have been executed
(all figures are as of December 16, 2001). By far the most
common means of execution is by lethal injection (36 states,
U.S. Military, U.S. Government), followed by electrocution
(10 states), gas chamber (5 states), hanging (3 states), and
firing squad (2 states). Only two states using other execution
methods do not provide lethal injection as an alternative.
Texas has had the most executions (256), followed by
Virginia (83), Florida (51), Missouri (53), and Oklahoma
(48). Eighteen states have conducted fewer than 10 exe-
cutions. Most executions have occurred in the South (609),
followed by the West (58), Midwest (79), and Northeast
(3; Death Penalty Information Center, 2001). Lifton and
Mitchell (2000) present a detailed review of the history of
methods of execution, including problems associated with
each, as well as detailing the history of the death penalty from
its appearance in the Code of Hammurabi, Mosaic law, and
the Draconion Code to the present time.

Since the first U.S. execution in 1790, 340 federal inmates
have been put to death. In the twentieth century, approxi-
mately 6% of federal executions have been of minority de-
fendants (Death Penalty Information Center, 2001).

Race and the Death Penalty

Of those executed since 1976 (as of October 2001), 55%
were White, 36% were Black, 7% were Latino/Latina, and
2% were Native American or Asian. It is notable that of
those executed for interracial murders, 169 involved Black
defendant and White victim, and 11 involved White defen-
dant and Black victim. Related to this statistic is the finding
that 81% of capital cases involve White victims, although
nationally, 50% of murder victims are White (Death Penalty
Information Center, 2001; NAACP Legal Defense Fund,
2001).

Women and the Death Penalty

As of April 1, 2001, 56 women are on death row, awaiting
execution, representing fewer than 2% of the total death row
population. Since 1976, it is reported that seven women have
been put to death for capital murder (Death Penalty Informa-
tion Center, 2001).

Juveniles and the Death Penalty

At present, 23 states allow the death penalty for those who
committed capital murder when they were less than 18 years
of age. As of December 2001, 82 inmates who are awaiting
execution were sentenced to death as juveniles, approxi-
mately 2% of the death row population. All of them are male
and 66% are minority group members (NAACP Legal
Defense Fund, 2001). Since 1976, 18 men have been exe-
cuted for crimes they committed as juveniles (Death Penalty
Information Center, 2001).

The Mentally Retarded and the Death Penalty

As we discuss in the next section, the U.S. Supreme Court
(Atkins v. Virginia, 2002) ruled that it is a violation of the
Constitution to execute the mentally retarded. The Court in-
dicated that each state legislature has the “task of developing
appropriate ways to enforce the restriction upon the execu-
tion of sentences.” Prior to this decision, two states and the
federal government had prohibited the execution of those
with mental retardation. It is estimated that since 1976, 35
mentally retarded inmates were executed (Death Penalty In-
formation Center, 2001). When this decision was made, ap-
proximately 200 or more defendants with mental retardation
were on death row awaiting execution (The New York Times,
June 21, 2002).

CASE LAW AND THE DEATH PENALTY

Most challenges as to the constitutionality of the death
penalty focus on issues related to the 8th Amendment to the
U.S. Constitution, specifically, the “cruel and unusual pun-
ishments” clause. U.S. Supreme Court cases frequently ad-
dress questions of whether the death penalty itself violates
this cause, whether a specific provision of a state’s statute on
capital punishment is unconstitutional, and whether the
method or procedures used in executing the condemned vio-
lates this clause. According to Latzer (1998), this clause was
adopted from the English Bill of Rights of 1689, developed
as a response to the torture, cruelty, and brutality directed
against rebels revolting against King James II.

To prohibit such practices in the United States, the authors
of the Constitution included the cruel and unusual punish-
ments clause. Although Latzer (1998), an 8th Amendment
scholar, argues that this clause “was not intended to abolish
capital punishment” (p. 2), at least two late-twentieth century
Justices (Brennan and Marshall) disagree. Latzer cites the 5th
Amendment’s language: “No person shall be held for a
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capital or otherwise infamous crime, unless on a presentation
or indictment of a Grand Jury.” He also refers to the use of the
phrases “life or limb” and “life, liberty or property” contained
in the 5th Amendment to support his position. He believes
that the 8th Amendment was intended, in part, “to forbid the
infliction of more pain than was necessary to extinguish life.”
Latzer reports that in the 1800s, the few cases decided by the
Court on the death penalty addressed how it was to be carried
out, rather than whether capital punishment itself was con-
stitutional. Specifically, the first case on the cruel and unusual
punishments clause (Wilkerson v. Utah, 1879) unanimously
ruled that a sentence of death by public shooting was
constitutional. In 1890, the Court again unanimously held
that the use of the electric chair by New York was not a
violation of the 8th Amendment (In re Kemmler), stating,
“Punishments are cruel when they involve torture or a linger-
ing death” (cited by Latzer, 1998, p. 2).

Furman v. Georgia

The first U.S. Supreme Court case to hold that capital punish-
ment was a violation of the cruel and unusual punishments
clause was Furman v. Georgia (1972), decided by a 5 to 4 vote.
(At the same time, the Court struck down the Texas death
penalty procedure statute in a companion case, Branch v.
Texas, 1972.) In Furman, each Justice wrote an opinion. The
opinion for the Court (per curriam opinion) was unsigned. In
concurring opinions, two Justices, Brennan and Marshall, held
that capital punishment, per se, represents cruel and unusual
punishment. Justice Marshall wrote that it “violates the Eighth
Amendment because it is morally unacceptable to the people
of the United States at this time in their history.” However,
seven Justices did not object to the death penalty itself as
unconstitutional, but rather, in concurring and dissenting
opinions, indicated their disapproval of the lack of specific
guidelines for indicating when a judge or jury should impose
the death penalty and, consequently, its arbitrariness. Justice
Douglas wrote that the current system granted “uncontrolled
discretion” to judges and juries as to whether a defendant is to
live or die: “People live or die, dependent on the whim of one
man or of 12.”

The death penalty statutes of Georgia and Texas were de-
scribed as “capricious” (Brennan) and compared to a “lottery
system” and to “being struck by lightening” (Stewart). Jus-
tice Douglas described it as discriminatory, “[applied] selec-
tively to minorities . . . , who are outcasts of society, who are
unpopular, but whom society is willing to see suffer,” and as
imposed upon those who are “poor and despised, and lacking
in political clout, or if he is a member of a suspect or unpop-
ular minority, and saving those who by social position may be

in a more protected position.” A deeply divided court left
room for future, rewritten capital statutes that would eventu-
ally satisfy all but two of the Justices as to their constitution-
ality. But, as of 1972, the Court found capital punishment to
be unconstitutional.

Woodson v. North Carolina

In an effort to overcome the objections of arbitrariness stated
in Furman, 35 states rewrote their death penalty statutes
(Latzer, 1998). One such attempt was that of North Carolina.
To avoid the issue of prejudice in capital sentencing, their
revised statute made all first-degree murder convictions pun-
ishable by death. No discretion was granted to the judge or
jury in such cases. The Court rejected this sentencing scheme
by a 5 to 4 vote in Woodson v. North Carolina (1976). It
viewed North Carolina’s statute as having “simply papered
over the problem of unguided and unchecked jury discretion”
raised in Furman.

North Carolina had defined murder in the first degree as
murder “which shall be perpetuated by means of poison, lying
in wait, imprisonment, starving, torture, or by any other kind
of willful, deliberate and premeditated killing” or murder com-
mitted during the commission of a felony. For anyone found
guilty of such a crime, the death sentence was to be mandatory.
The Court cited “the rejection of the common-law practice of
inexorably imposing a death sentence upon every person con-
victed of a specified offense.” The opinion, authored by Justice
Stewart, emphasized the failure to permit a sentencing process
that would individualize those factors that should be consid-
ered before “fixing the ultimate punishment of death.” In
Woodson, it was clear that the Court would be satisfied only by
a sentencing scheme that would permit consideration of “rele-
vant facets of the character and record of the individual of-
fender or the circumstances of the particular offense.”

Gregg v. Georgia

Georgia’s revised capital sentencing statute met a more
positive fate than did North Carolina’s. Both cases were
decided on the same day (Latzer, 1998). By a 7 to 2 vote
(Justices Brennan and Marshall dissenting), the Court ac-
cepted Georgia’s capital sentencing scheme, which called for
established procedures as a method to prevent the arbitrari-
ness and capriciousness cited in Furman. In Gregg v. Georgia
(1976), the Court accepted as constitutional that state’s
requirement that at least one aggravating factor must be es-
tablished beyond a reasonable doubt before a defendant
could be sentenced to death. It permitted the defense to intro-
duce mitigating “facts or circumstances” to be considered by
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the jury prior to sentencing. Finally, the Court accepted the
structure of Georgia’s capital trial, a bifurcated one, in which
the sentencing phase follows only if the defendant is con-
victed of capital murder.

According to the decision authored by Justice Stewart, at
the sentencing phase, “The defendant is accorded substantial
latitude as to the types of evidence that he may introduce.” The
judge is to consider or instruct the jury that attention must be
given to “any mitigating circumstances or aggravating cir-
cumstances otherwise authorized by law and any of [10] statu-
tory aggravating circumstances which may be supported by
the evidence.” In this way, the trier of fact was “given adequate
information and guidance” to reach an appropriate, fair sen-
tence. In addition, the statute called for an appellate review
process designed to focus on the appropriateness of the death
penalty as punishment in each specific case. Specifically, in
each death sentence case, the Supreme Court of Georgia
would consider “Whether the sentence of death is excessive or
disproportionate to the penalty imposed in similar cases, con-
sidering both the crime and the defendant.” This concept even-
tually became known as a proportionality review.

In Gregg, a concurring opinion authored by Justice White
(joined by Justices Burger and Rehnquist) acknowledged that
“Imposition of the death penalty is surely an awesome re-
sponsibility for any system of justice and those who partici-
pate in it. Mistakes will be made and discriminations will
occur which will be difficult to explain.” Gregg served as the
model statue for other states seeking to write constitutionally
acceptable death penalty legislation.

Coker v. Georgia

Ehrlich Anthony Coker escaped from a correctional institu-
tion where he was serving a sentence for murder, rape, kid-
napping, and aggravated assault. He broke into a home,
threatened a married couple with a “board” and a knife, took
the husband’s money and car keys, and then raped the wife.
He took the rape victim with him in the car; she escaped and
notified police. When arrested, Coker was charged with a
number of crimes, including rape. He was tried, found guilty
of the charges, and under the provisions of Gregg, a jury sen-
tenced him to death for rape (after considering his prior con-
viction for murder as well as whether the rape was committed
while in the course of committing another felony).

In Coker v. Georgia (1977), the Court concluded that “a
sentence of death is grossly disproportionate and excessive
punishment for the crime of rape and is thereby forbidden by
the Eighth Amendment as cruel and unusual punishment.” In
this opinion, authored by Justice White (in a 7 to 2 vote), the
Court indicated that it “did not discount the seriousness of

rape as a crime,” acknowledging that “Short of homicide . . .
[rape] is the ‘ultimate violation of self.’” However, the Court
opined that “rape does not involve the taking of a life,” and
“Life is over for the victim of the murderer; for the rape
victim, life may not be nearly so happy as it was, but it is not
over and normally is not beyond repair.”

Lockett v. Ohio

Sandra Lockett was found guilty of capital murder in Ohio, a
state in which she was limited in her ability to introduce
mitigating evidence during the sentencing phase of her trial to
those factors specifically described in Ohio’s death penalty
statute. She challenged the constitutionality of this limitation,
in part, arguing that she was deprived of the opportunity to
fully inform the jury as to those factors that they may have con-
sidered that would have returned a penalty other than death.

In Lockett v. Ohio (1978), by a 6 to 2 vote, the Court held
that the sentencer could “not be precluded from considering
as a mitigating factor, any aspect of the defendant’s character
or record and any circumstances of the offense that the
defendant offers as a basis for a sentence of less than death.”
In the opinion, authored by Chief Justice Burger, Woodson’s
requirement for “individualized sentencing” was cited. He
wrote, “We are satisfied that this qualitative difference be-
tween death and other penalties calls for a greater degree of
reliability when the sentence of death is imposed.”

Consequently, a defendant in a capital case cannot be
limited in the type of mitigation he or she offers during the
penalty phase of the trial. Any information regarding the de-
fendant’s background, as a child or as an adult, could be
considered relevant. Thus, factors such as a history of child-
hood trauma (e.g., physical or sexual abuse), verbal abuse,
exposure to drugs and alcohol, neglect and abandonment,
undiagnosed or misdiagnosed conditions (e.g., mental retar-
dation, emotional disturbance, learning disability, attention
deficit/ hyperactivity disorder), gang or cult membership, or
witnessing a death of a family member or friend could be
considered nonstatutory mitigation. In addition, any circum-
stances related to the crime could be considered mitigat-
ing. Such nonstatutory factors as the minor role played by
the defendant in the crime, his or her suggestibility or ac-
quiescence to authority, perceived coercion, a sense of des-
peration based on real or imaginary beliefs, or a need for
self-perceived moral retribution could be introduced as non-
statutory mitigators. Lockett requires defense attorneys and
forensic psychological and psychiatric experts to explore all
avenues of mitigation because the factors that can be intro-
duced are not limited to those specifically delineated by
statute.
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Eddings v. Oklahoma

At the time of the crime, Monty Lee Eddings was 16 years of
age and had run away from home with several younger com-
panions in his brother’s car. The youths were stopped by Offi-
cer Crabtree of the Oklahoma Highway Patrol. As the officer
approached the car, Eddings shot him to death. Eddings was
tried as an adult and convicted of capital murder. During the
penalty phase of this trial, he offered evidence of “a turbulent
family history, of beatings by a harsh father, and of serious
emotional disturbance.” The judge “as a mater of law” refused
to consider this evidence. Eddings challenged this ruling as a
violation of his 8th and 14th Amendment rights.

In a 5 to 4 decision, the Court held that Eddings’s death
sentence had been imposed without “individualized consid-
eration of mitigating factors.” Justice Powell, writing for the
Court in Eddings v. Oklahoma (1982), opined that although
the sentencer can decide how much weight to give a mitigat-
ing factor, if any, a judge cannot exclude a mitigating factor
from consideration: “The evidence of a difficult family his-
tory and of emotional disturbance . . . should have been duly
considered in sentencing.” Eddings permits the introduction
of any evidence regarding a capital defendant’s family his-
tory and background as mitigation. Consequently, experts
must make detailed inquiries into a defendant’s past history,
considering any and all potential areas of focus.

Barefoot v. Estelle

Thomas Barefoot was convicted of the murder of a police
officer in Texas. During the sentencing phase of his capital
trial, the jury considered, as required under Texas statute,
“whether there is a probability that the defendant would com-
mit criminal acts of violence that would constitute a continuing
threat to society,” an aggravating factor, which if established,
might result in the imposition of death. Two psychiatrists testi-
fied, in response to a series of hypothetical questions, that such
a probability did exist. Neither psychiatrist had personally ex-
amined the defendant, nor had they requested an opportunity to
do so. Barefoot petitioned the Court, challenging the testimony
of these experts on a number of grounds, including the lack of
scientific basis to their opinions.

In Barefoot v. Estelle (1983), a 6 to 3 decision, the Court
opined, “The suggestion that no psychiatrist’s testimony may
be presented with respect to a defendant’s future dangerous-
ness is somewhat like asking us to disinvent the wheel.”
Although acknowledging that such predictions may lack a
sense of specificity, Justice White wrote that through cross-
examination and rebuttal testimony of other experts, such
opinions can be “countered not only as erroneous in a partic-

ular case, but also as generally so unreliable that it should be
ignored.” In addressing an amicus brief submitted by the
American Psychiatric Association (1983) questioning the
validity of opinions on future dangerousness, the Court again
questioned whether “the factfinder and the adversarial system
will not be competent to uncover, recognize, and take due
account of its shortcomings.” Also, the Court opined that
there are psychiatrists with opposing views on this issue other
than those presented in the amicus brief.

No fault was found with the experts’ responses to hypo-
thetical questions in this capital case, though this practice has
been criticized in the forensic literature (Appelbaum, 1984;
Davis, 1978; Green, 1984; Leong, Weinstock, Silva, & Eth,
1993). One psychiatrist, James Grigson, described Barefoot,
to whom he had never spoken, as falling “within the ‘most
severe category’ of sociopaths (on a scale of one to ten,
Barefoot was ‘above ten’).” Dr. Grigson testified that
“whether Barefoot was in society at large or in a prison soci-
ety there was a ‘one hundred percent and absolute’ chance that
Barefoot would commit future acts of violence that would
constitute a continuing threat to society” (Justice Blackmun,
dissent, at 1121). Dr. Grigson further testified that he was un-
familiar with studies demonstrating the inherent unreliability
of psychiatric predictions of future dangerousness, but stated
that those holding such opinions represented a “small minor-
ity group” of psychiatrists. Although a plurality of the Court
apparently accepted Dr. Grigson’s methodology, in July 1995,
Dr. Grigson was expelled from the American Psychiatric As-
sociation for a pattern of similar conduct in death penalty
cases (as described by J. Beck, 1996).

Justice Blackmun’s dissenting opinion is of interest to
forensic psychologists and psychiatrists involved in and fa-
miliar with the field of risk assessment research. He wrote
that research demonstrates that “Psychiatric predictions of
future dangerousness are not accurate; wrong two times out
of three,” citing the work of John Monahan (see the chapter
by Monahan in this volume) and the writings of Stephen
Morse (see Chapter 20). In addition, he opined: “In a capital
case, the specious testimony of a psychiatrist, colored in the
eyes of an impressionable jury by the inevitable untouchabil-
ity of a medical specialist’s words, equates with death itself.”
Justices Marshall and Brennan also authored a dissent in
this case.

The Court held that testimony on the issue of future risk of
violence was constitutional. Consequently, forensic psychol-
ogists and psychiatrists are permitted to testify on this issue
both for defense and prosecution attorneys, as well as be
called as rebuttal witnesses to examine the opinions reached
by opposing experts and place such testimony in a more
scientific context.
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Skipper v. South Carolina

Ronald Skipper was convicted of capital murder and rape.
During his sentencing hearing, the state introduced evi-
dence of prior aggressive acts, including sexually assaultive
behavior. In mitigation, the defendant presented testimony
from his grandmother, mother, former wife, and sister. The
defendant testified that during a prior period of incarceration,
he had obtained his high school diploma and, if given a life
sentence, he intended to work to contribute money to his
family. Skipper attempted to introduce testimony from two
prison guards and a regular visitor that he had “made a good
adjustment” in jail during the seven and a half months
between the time of his arrest and trial. The trial judge
precluded him from doing so, ruling that such testimony
would be irrelevant and inadmissible, stating, “‘Whether
[petitioner] can adapt or not adapt’ was ‘not an issue in this
case.’” Skipper challenged the decision to exclude such miti-
gating testimony as a constitutional error.

In Skipper v. South Carolina (1986), the Court unani-
mously held that the exclusion of the testimony of the jailer
and visitor denied Skipper the right to inform the sentencer of
“all relevant evidence in mitigation of punishment.” Justice
White wrote that there was little dispute that testimony re-
garding the defendant’s ability to adapt to incarceration
might serve “as a basis for a sentence less than death.” The
role of the forensic expert in evaluating the adaptability of a
defendant to a sentence of less than death may be a signifi-
cant focus of a sentencing assessment. As the Court held,
“Consideration of a defendant’s past conduct as indicative of
his probable future behavior is an inevitable and not undesir-
able element of criminal sentencing.”

Ford v. Wainwright

Following the imposition of the death penalty, defendants are
typically placed on an ultrasecure unit of a prison (i.e., death
row) while awaiting the results of state and federal appeals (if
they were filed). The conditions of confinement on such units
can be highly stressful. The defendant is usually single-celled
and permitted out of the cell for only short periods of time
each day. The stress associated with waiting for the outcome
of appeals, and eventually one’s own impending execution
(with the uncertainty of last-minute stays and commutations
of sentence) adds to the underlying stress experienced by
those who may have been emotionally damaged and dis-
turbed before sentencing. Some death row inmates become
psychotic or exhibit an exacerbation of psychotic symptoms
during their tenure on death row. Consequently, it is not sur-
prising that challenges have been filed as to the constitution-

ality of executing defendants who may demonstrate severe
thought disorders.

Alvin Bernard Ford had been convicted of capital murder
in Florida. Although no evidence of a mental illness or
incompetence was noted at the time of the offense, at trial, or
at sentencing, he began to “manifest changes in behavior”
while awaiting execution. Experts reported his “pervasive
delusion that he has become the target of a complex conspir-
acy, involving the Klan . . . designed to force him to commit
suicide.” He integrated the prison guards into his delusional
system, believing that they were “killing people and putting
the bodies in concrete enclosures used for beds.” With regard
to his death sentence, Ford acknowledged, “I know there is
some sort of death penalty, but I’m free to go whenever I
want, because it would be illegal and the executioner would
be executed.” Further, he believed, “I can’t be executed be-
cause of the landmark case.” Ford petitioned the Court that it
would be a violation of the cruel and unusual punishments
clause to execute him because of his incompetence.

In Ford v. Wainwright (1986), the Court (by a 5 to 4 vote)
addressed this issue. Citing British common law, Justice
Marshall, noted that “executing a prisoner who last lost
his sanity . . . has been branded ‘savage and inhuman.’”
Although the reasons underlying this principle were unclear,
Justice Marshall proposed religious, humane, general deter-
rence, and the belief that “madness is its own punishment”
as factors contributing to this long-held belief. In addition,
the Court noted that of the states having death penalty legis-
lation at the time, 26 statutes explicitly barred the execution
of the “insane.” (The Court’s use of the term “insane” con-
notes a condition related to incompetence to be executed
rather than the traditional meaning, related to mental state at
the time of the offense defense, as described in the chapter
by Goldstein, Morse, & Shapiro in this volume.) No clear
standard is stated by the Court to define those criteria associ-
ated with competence to be executed. Justice Powell, in a
concurring opinion, wrote “that the Eighth Amendment for-
bids the execution only of those who are unaware of the pun-
ishment they are about to suffer and why they are to suffer
it.” As a result of this ruling, mental health experts may be
called on to evaluate whether a death row inmate is compe-
tent to be executed.

Stanford v. Kentucky

Kevin Stanford, a 17-year-4-month-old defendant, and his
accomplice raped and sodomized 20-year-old Barbel Pool.
Stanford then shot Pool in the face and head. He was found
guilty of capital murder. (In a companion case, Heath Wilkins
was 16 years 6 months of age when he and an accomplice
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murdered a clerk in a store during a robbery, and was also
convicted of capital murder.) Stanford argued that it was a
violation of the cruel and unusual punishments clause of the
8th Amendment to impose the death penalty on those who
were juveniles when they committed their murders.

In a 5 to 4 vote, the Court held that it was not a constitu-
tional violation to impose death on juveniles. The Court’s
opinion in Stanford v. Kentucky (1989), written by Justice
Scalia, denied the petitioners’ arguments that the execution of
juveniles was contrary to the “evolving standard of decency
that marks the progress of a maturing society.” As evidence
that such a standard was not clearly established, the Court
cited the 19 states at the time that had set no minimum age in
their capital statutes. Arguments that focused on the mini-
mum age (i.e., 18 or more) established for voting and drink-
ing were rejected as well. The Court stated, “It is . . . absurd
to think that one must be mature enough to drive carefully, to
drink responsibly or to vote intelligently, in order to be
mature enough to understand that murdering another human
being is profoundly wrong.” In addition, the Court opined
that these minimum age requirements serve merely to reflect
the belief that most people who are underage are insuffi-
ciently responsible to drive, drink and vote, without “individ-
ualized maturity tests” for each driver, drinker, or voter. The
criminal justice system, and capital sentencing specifically,
though, provides “individualized testing . . . [as] a constitu-
tional requirement.” Stanford, therefore, established the min-
imum age of death penalty eligibility as 16, although states
can elect to set a higher age standard.

Atkins v. Virginia

Over the last decade, there has been a marked shift in public
sentiment regarding execution of the mentally retarded; the
majority of those surveyed no longer favors execution of
those with mental retardation. In two landmark cases the U.S.
Supreme Court addressed this issue, and reached differing
majority opinions in each (Atkins v. Virginia, 2002; Penry v.
Lynaugh, 1989).

Justice O’Connor, writing for the Court in Penry v.
Lynaugh (1989), rejected the notion of a national consensus
against execution of the mentally retarded, in part, stating
that only two state statutes authorizing capital punishment
forbade the execution of those with mental retardation. The
Court, in a 5 to 4 vote, reasoned that if defendants were “pro-
foundly or severely retarded and wholly lacking the capacity
to appreciate the wrongfulness of their actions,” they would
most likely avoid conviction by the protection afforded by
the insanity defense. Although there were no constitutional
barriers to executing those with mental retardation, Justice

O’Connor wrote: “The sentencing body must be allowed to
consider mental retardation as a mitigating circumstance in
making individual determination whether death is appropri-
ate in a particular case.”

Because Penry’s sentencing jury did not have an instruc-
tion to consider nor a mechanism to give effect to his mental
retardation and history of abuse as mitigating factors in mak-
ing a sentencing determination, he was granted a second
penalty trial. He was again sentenced to death, but the U.S.
Supreme Court issued a stay of execution, agreeing to exam-
ine whether in the second penalty phase, the new jury in-
structions permitted fair consideration of Penry’s mental
retardation. In Penry v. Johnson (2001), Justice O’Connor
wrote, in a 6 to 3 decision, that the instructions provided to
the jury were flawed such that a “reasoned moral response” to
the mitigating evidence could not be made. A third penalty
phase was ordered.

In Atkins v. Virginia (2002), the Court reversed itself,
forbidding the execution of the mentally retarded, declar-
ing it to be a violation of the Constitution. The petitioner,
Daryl Renard Atkins, armed with a semiautomatic hand-
gun, abducted Eric Nesbitt, robbed him, drove him to an
automatic teller machine and forced him to withdraw addi-
tional funds. He took him to an isolated location, shot him
eight times, killing him. Atkins was convicted of abduc-
tion, armed robbery, and capital murder and was sentenced
to death. A forensic psychologist testified that Atkins had a
Full Scale IQ of 59 and was “mildly mentally retarded,”
based on interviews with third parties and on school and
court records.

Writing for the majority in a 6 to 3 decision, Justice
Stevens referred to the “dramatic shift in state legislature
landscape” since the initial Penry decision. When Penry was
decided in 1989, two states prohibited the execution of the
mentally retarded. Since then, 16 additional states have en-
acted such legislation. Justice Stevens wrote, “It is not so
much the number of these states that is significant, but the
consistency of the direction of change.” In an environment
supportive of anticrime legislation, the action of these states
“provides powerful evidence that today our society views
mentally retarded offenders as categorically less culpable
than the average criminal.” The Court reasoned, “Mentally
retarded defendants in the aggregate face a special risk of
wrongful execution,” raising questions of “reliability and
fairness of capital proceedings . . .” in such cases. States were
given the task of establishing “ways to enforce the consti-
tutional restriction upon its execution of sentences.” In a dis-
senting opinion, Justice Scalia questioned whether 18 of the
38 states (47%) barring execution of the mentally retarded
represents a national consensus. In addition, he opined that
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symptoms associated with mental retardation “can be readily
feigned.”

The implications of Atkins v. Virginia for forensic practice
are clear. Defendants in capital cases are likely to raise ques-
tions regarding sub-average intellectual functioning, requir-
ing objective evaluations of their intellectual functioning.
Post-conviction assessments will be required to assist courts
on ruling on the validity of claims of mental retardation for
those on death rows awaiting execution.

ETHICAL ISSUES IN DEATH
PENALTY ASSESSMENT

The U.S. Supreme Court stated in Woodson v. North Carolina
(1976) that death is different. It is irrevocable. Mental health
professionals retained to participate in any phase of a capital
case (whether pretrial, guilt, or penalty phase, appeals process,
or assessments of competence to be executed), face profound
professional, ethical, and moral choices and responsibilities.
Although the American Psychological Association’s (APA)
“Ethical Principles of Psychologists and Code of Conduct”
(1992) guide psychologists’ conduct in all professional rela-
tionships and activities, its import takes on additional signifi-
cance in capital cases. Similarly, the expert in a capital case
may be faced with legal-ethical conflicts not unlike those
encountered in other forensic activities. In capital cases, how-
ever, the choices made by the forensic psychologist or psychi-
atrist literally may have life-or-death implications. Following
the professional code of ethics in both letter and spirit (and
consulting with informed colleagues) in capital cases is the
only way to serve all parties: the defendant, the retaining
attorney, the sentencer, your profession, and yourself.

Of particular ethical concern in capital cases are issues
related to competence, whether psychologists should conduct
assessments for the prosecutor, heightened implications of
informed consent, and whether psychologists should be in-
volved in assessing and restoring competence for execution.
The limitations and problems with testimony related to future
dangerousness are addressed in the risk assessment section
later in the chapter.

Competence

In their chapter on forensic ethics in this volume, Weissman
and DeBow eloquently advance an essential point: Following
the ethical code and guidelines of the profession promotes the
highest levels of professional competence. In no situation is
professional competence more important than in death
penalty cases. Some time ago, one of the present authors

(A. M. Goldstein) received a call from a psychologist who
had recently been retained in a capital case. The psychologist
wanted to view a tape of an expert offering trial testimony be-
fore she began her assessment. When asked what the aggra-
vating factors were in this specific case, the psychologist did
not recognize that concept. The psychologist then readily
admitted that she had never performed any forensic work be-
fore, nor had she taken postdoctoral training in forensic psy-
chology. Most troubling were her beliefs that “I’m a licensed
clinical psychologist, so that’s not a problem,” and “I don’t
see any ethical issues in taking on this case.” Simply stated,
capital defendants are not guinea pigs for those without ex-
tensive training and experience in forensic psychology. When
working in the criminal legal arena, experts need to be famil-
iar with the need to obtain informed consent; the nature of
special populations (often minorities); the legal standards
controlling the focus of the assessment, the content of report,
and the nature of expert testimony; specialized methodology,
including forensic assessment instruments and forensically
relevant instruments; limitations of tests and expert opinions;
the requirement for sufficient data on which to base an opin-
ion; and the imperative to present findings in a thorough,
objective fashion. These prerequisites are described in gen-
eral terms in APA’s code of ethics and somewhat more
specifically in the “Specialty Guidelines for Forensic Psy-
chologists” (Committee on Ethical Guidelines for Forensic
Psychologists, 1991).

Should Experts Offer Sentencing Testimony for
Prosecutors in Capital Cases?

When retained by the prosecution in the guilt phase of a cap-
ital case, a forensic psychologist is most likely to be a poten-
tial rebuttal witness regarding the defendant’s mental state at
the time of the offense. It is difficult to make a case for any
ethical prohibitions regarding testifying to a defendant’s fail-
ure to meet the criteria of insanity in a capital trial. Although
the stakes are higher (making the defendant eligible for capi-
tal sentencing), experts frequently appear as rebuttal witness
in such cases without criticism of having violated the code of
ethics.

Alternatively, the forensic psychologist may be retained by
the state to potentially testify as to the presence of aggravating
factors and absence of mitigating factors during the sentenc-
ing phase. It is equally as difficult to raise ethical objections
regarding this role. (We distinguish between ethical stan-
dards, a professional code of conduct, and moral positions, at-
titudes based on personal beliefs and ideals). As stated by
Bonnie (1990), “It would seem that clinical participation in
capital cases [in general] is, in principle, no more or less
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problematic than forensic participation in any criminal cases”
(p. 76). If experts refuse to conduct such assessments for the
prosecutor, “the legal system would be deprived of evidence
that is often essential to fair and reasonable administration of
the law in capital cases” (p. 68). In addition, we contend that
declining to participate may implicate a lack of objectivity on
the part of the expert. Opinions are not based on the “side” re-
taining the expert, but rather, rely on the data, objectively con-
sidered. Objectivity is as important in capital cases as it is in
any forensic assessment (Goldstein, 2001). In refusing to con-
duct an assessment, the defendant may be deprived of an ob-
jective, fair evaluation that could establish mitigating factors
as well. The court, in turn, would be deprived of balanced tes-
timony. Bonnie believes that although there is no ethical
prohibition against being retained by the state, experts should
decline to do so if “moral scruples” interfere with objectivity,
tainting the fairness of the assessment process. Goldstein
(2002) describes circumstances in which an expert may de-
cline to participate in a forensic evaluation. Most involve
situations in which the expert’s objectivity may become
clouded for personal or moral reasons.

The Team Approach

Virtually all forensic consultations that are “retained” by a
party to the litigation present special ethical challenges (see
the chapter by Weissman & DeBow in this volume). Notable
among these are overidentifying with and subsequently advo-
cating for the retaining party’s desired outcome, rather than
simply for the data. The group activity of a death penalty case
creates a particularly fertile ground for this overidentifica-
tion. To explain, the complexity of death penalty cases
requires the participation of a group of professionals. At least
two attorneys are appointed to represent the defendant, and
the state also employs a panel of prosecutors. Both guilt-
phase and sentencing-phase investigators routinely are in-
volved, as well as support staff. Additionally, experts in
various disciplines may contribute to the case analysis. The
necessary joint involvement and interaction of this group,
though, can contribute to group identification and group con-
formance. The defense or prosecuting attorneys may foster
these group processes by referring to their own respective
collection of investigators, support staff, and experts as a
“team.” When combined with the intense advocacy that
characterizes the stances of both defense and prosecution lit-
igators, “team” psychology can represent a hazard to the
professional integrity of any who are involved in the case
(Goldstein, 2001). Psychologists must be continuously vigi-
lant of these influences—and draw clear boundaries for them-
selves as independent and objective professionals who may

incorporate the information generated by the team, but are not
team members.

Informed Consent

In Estelle v. Smith (1981), a Texas judge had requested that a
psychiatrist (the same individual referred to previously in
Barefoot v. Estelle, 1983) evaluate a capital defendant’s com-
petence for trial. Following a 90-minute evaluation, the psy-
chiatrist testified that the defendant was competent; the guilt
phase concluded with a finding of guilt and the trial pro-
ceeded to the penalty phase. Without additional contact with
the defendant, the psychiatrist was called by the prosecutor
and testified at sentencing as to defendant’s lack of “regard
for another human being’s property or their life” and that as a
“very severe sociopath,” the defendant was not amenable
to treatment. The jury found that the defendant was a future
danger, an aggravating factor in Texas capital cases, and
imposed a sentence of death. The U.S. Supreme Court
reversed, holding that the defendant should have been in-
formed that the results of the initial assessment for trial com-
petence might be used against him during the sentencing
phase of his trial (and that his attorney must be notified as
well). The Court reasoned that a capital defendant has a right
to exercise his 5th Amendment privilege and decline to par-
ticipate. This decision serves to emphasize the ethical princi-
ple for psychologists that “clients” must be informed of the
nature and purpose of the assessment, as well as the lack of
confidentiality that will apply should the defendant agree to
participate. This warning is consistent with the principle that
psychologists also consider the rights of those with whom
they work. Appelbaum (1981) discussed the implication of
Estelle for the ethical practice of psychiatrists.

Issues of informed consent in death penalty cases extend
beyond simple warnings, though. Even an interview of a de-
fendant by a defense-retained mental health expert as part of a
capital sentencing evaluation may have significant impact on
the defendant’s 5th and 6th Amendment rights. Depending on
the jurisdiction, such an interview of the defendant may
trigger access to the defendant by a state-retained expert
who would not otherwise have been allowed this access (for
an analysis of applicable federal statutes and case law, see
U.S. v. Beckford, 1997). Similarly, if the defense-retained
psychologist interviews the defendant regarding the capital
offense or prior unadjudicated conduct, this may open the
door to a state-retained expert inquiring about the same
matters. Forensic psychologists have an obligation to be
aware of how their activities may impact on the civil rights of
those they evaluate, and direct their own conduct so that these
rights are not diminished (Committee on Ethical Guidelines
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for Forensic Psychologists, 1991). Thus, it is critically impor-
tant to discuss with defense counsel the implications of evalu-
ating the defendant, and the content of such an interview.

These discussions should educate defense counsel regard-
ing how the presence or absence of evaluation access or data
may impact on the expert’s role or conclusions. For example,
should the defense determine not to make the defendant
available for evaluation by the State, the defense-retained
psychologist may function as a teaching rather than evaluat-
ing witness. (See discussion of roles of expert witnesses later
in chapter.) In discussions regarding interview content,
defense counsel should be appraised that the defendant’s
account of thoughts, feelings, and actions at the time of the
capital offense are likely to be of fundamental importance in
asserting diminished capacity, extreme emotional distur-
bance, or other grossly aberrant “mental state” as a mitigating
factor at sentencing. If such assertions are not contemplated,
however, the defendant’s description of the capital offense
may have little bearing on the sentencing evaluation findings.
Specifically, the defendant’s account of the crime provides
little to no information, beyond what can already by gleaned
from offense reports, regarding the adverse developmental
factors and experiences that typically comprise the large por-
tion of mitigating evidence at sentencing. (See discussion of
mitigation later in chapter.) In most instances, the violence
risk assessment at capital sentencing is also not compromised
by the absence of the defendant’s “confession” to the
evaluator—particularly since the context of the assessment is
prison or old age parole. (See discussion of risk assessment
later in chapter.)

State-retained experts have additional obligations beyond
notifying the defendant of their state-retained role and the in-
tended purpose of the evaluation. A state-retained expert
must verify that defense counsel is aware of the pending eval-
uation, the agreed-on parameters of any interview regarding
the capital offense or unadjudicated conduct, and how the
evaluation will be memorialized. State-retained experts
should take care in building rapport and using empathy in
capital sentencing evaluations, as the combination of these
techniques and the expert’s professional identification as a
psychologist may contribute to a misplaced anticipation of
benevolence and a setting-aside of the initial interview warn-
ings (Showalter, 1990).

As a result of restricted access to the defendant, limi-
tations on interview content, or a “teaching” rather than
“examining” witness role (see discussion of roles later in this
chapter), the psychologist may lack complete evaluation
findings specific to the defendant. Although some opinions
may be presented with an “incomplete data set,” ethical stan-
dards limit testimony to what is supported by the data, and

further require that the trier of fact be informed regarding the
limitations of opinions.

Should Experts Offer Testimony Regarding Competence
to Be Executed?

Ford v. Wainwright (1986) requires that a defendant be com-
petent as a prerequisite to execution, and experts may be
asked to conduct forensic assessment focusing on this psy-
cholegal issue. If a finding of competence is made, the conse-
quence will be the execution of the defendant. Questions are
raised as to whether participation in these evaluations is ethi-
cal. As stated by Leong et al. (1993), “When evaluating an
inmate’s competence to be executed, is the finding of the ele-
ments of competence tantamount to active participation in
the actual death penalty process?” (p. 43).

Bonnie (1990), in addressing this issue, finds no easy
answer. Consistent with his position on conducting any
forensic capital assessment, a major factor for him is the
moral scruples of the expert, making this a personal rather
than an ethical question. However, Bonnie reasoned that if
one’s personal beliefs are such that they might interfere with
conducting an objective assessment, then the issue becomes
an ethical one. Under such circumstances, declining to par-
ticipate in the evaluation would be the ethical response. In ad-
dition, Bonnie argued that if the expert conducts execution
competency evaluations, the findings may “promote in-
formed legal decision making and therefore seem more
analogous to participation in the trial process than to admin-
istration of a lethal inject” (p. 80). He opined that participa-
tion in such assessments is not ethically prohibited.

Brodsky (1990) commented on the vagueness of the crite-
ria used to assess competence for execution and the lack of
objective instruments or tools to include in the evaluation
process. He stated, “The vaguer the goals and criteria are for
any given task, the more likely the clinician is to utilize her or
his own values” (p. 92). Under such conditions, refusing to
conduct these evaluations is neither an act of petulance, nor
does it represent avoidance of a societal responsibility:
“Rather, it is in part a respect for their own diminished
objectivity” (p. 92, emphasis added).

Leong and colleagues (1993) found no ethical consensus
on this topic, but pointed out that if experts refrain from con-
ducting these evaluations, “an ‘insane’ prisoner could face
execution illegally” (p. 43). Ferris (1997) differentiated that
although the participation of psychiatrists in these assess-
ments is not considered unethical, it is ethically unacceptable
to provide treatment to restore competence when the sole
purpose to do so is to permit an execution to proceed.
A. Freedman and Halpern (1999) offered another view.
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Disagreeing with the position adopted by the American Med-
ical Association (1995), they argued that participation in
competence to be executed evaluations “is unethical because
it gives the medical profession a decisive role with respect to
the final legal obstacle to execution” (p. 630).

In a study of psychiatrists’ attitudes toward participat-
ing in a range of death penalty assessments, Leong, Silva,
Weinstock, and Ganzini (2000) reported, “There was little
agreement among forensic psychiatrists about the acceptabil-
ity of capital punishment or the role of psychiatrists in capi-
tal cases” (p. 428). Only 8.5% believed that is unethical to
participate in any phase of a capital case. They reported that
“22.3 percent felt that pretrial or trial competence evaluations
were ethically permissible, but competence for execution
evaluations were not” (p. 428). The views of forensic psychi-
atrists on the ethicality of involvement in various phases of
capital cases were associated with their attitudes on the ethi-
cal permissibility of capital punishment, but were not totally
determinative.

Should Experts Provide Treatment to Those Found
Incompetent to Be Executed?

As stated by Leong et al. (1993), “If a condemned prisoner is
determined to be incompetent to be executed, is treating the
mental disorder in an attempt to restore that person’s compe-
tence actively participating in the death penalty process?”
(p. 43). Ferris (1997) answered this question in the affirmative.
He cited the American Medical Association’s (1995) statement
that providing such treatment is ethically unacceptable (unless
“to relieve extreme suffering”; p. 747). He argued, “Almost
without exception, treatment that restores or maintains com-
petence to be executed clearly assists the executioner at the con-
demned patient’s expense . . . [and] it should be ethically
proscribed” (p. 747). Despite ethical prohibitions against doing
so, it is interesting to note that Leong et al. (2000) found that
46.4% of the forensic psychiatrists they surveyed believed that
the condemned should receive treatment to restore competence.

Bonnie (1990) viewed this question as a complex one,
with no single answer. Those who believe that it is never per-
missible to provide such treatment base their opinion on the
assumption “that death is always the greater harm, and that
treatment to restore competence therefore offends the clini-
cian’s ethical duty to avoid harm in all cases” (p. 83). In some
cases, the condemned may have indicated, in a living will, a
desire to have competence restored, preferring death to a life
of untreated mental illness. Under such circumstances,
Bonnie argued that it may be ethical to treat those who have
made it known that they want to be treated. If no preference
is known, Bonnie asserted that it is permissible to assume that

no treatment would be wanted by the condemned under the
circumstances. In light of a prisoner’s “unequivocal prefer-
ence for life, I see no way to justify treating the patient on the
ground that it is beneficial to him” (p. 85).

Even if a defendant indicates a preference for death in
accepting treatment to restore competency to be executed, this
election may not represent a rational choice—given that the de-
fendant is mentally ill. Further, such an election may be a reac-
tion to the arduous conditions of confinement on death row—
and thus be less than fully voluntary (Brodsky, 1990). These
complicating factors, related to informed consent, further add
to the dilemmas faced by experts in addressing this issue.

THE NATURE OF FORENSIC ASSESSMENTS IN
CAPITAL CASES

Pretrial Evaluations

Although detailed discussion of evaluations of various com-
petencies and mental state at time of offense is beyond the
scope of this chapter, several issues have particular implica-
tions in death penalty cases. (For a comprehensive discussion
of these topics, see the chapters by Oberland, Goldstein, &
Goldstein; Stafford; and Goldstein, Morse, & Shapiro all in
this volume). First, the complexity and issues integral to cap-
ital cases may call for the defendant to possess greater capac-
ity to understand and assist than is required in other criminal
prosecutions. Adequate assessment of trial competency then
requires consideration of the intersection of the abilities of
the defendant in the face of the situational demands of the
specific context (Grisso, 1986). In addition, a period of weeks
and even months of jury selection precedes some capital tri-
als. The entire process of a bifurcated trial may take addi-
tional weeks or months, during which time the defendant is
expected to be present and attentive to courtroom proceed-
ings and tolerate the stress of having his or her life hanging in
the balance. These factors must be considered in conducting
fitness-for-trial assessments in capital cases.

Second, a finding of competency to stand trial in a capital
case may ultimately have more profound applications than is
superficially apparent. A defendant’s waiver of counsel, re-
fusal to cooperate with a psychological evaluation, guilty
plea in the absence of a sentencing agreement, election of
whether to testify, acceptance of trial strategy, failure to dis-
close mitigating history, courtroom behavior, and other im-
portant decisions are likely ultimately to be viewed through
the lens of the competency findings.

Third, inquiry into mental state at time of the offense may
be determined to have effectively waived the defendant’s 5th
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Amendment rights. There is thus the potential that this infor-
mation may be introduced at sentencing regarding the defen-
dant’s risk of future violence or to address other aggravating
assertions. For this reason, forensic psychologists generally
should avoid assessment of both guilt-phase and sentencing-
phase psycholegal issues in the same capital case, and should
thoroughly discuss with defense counsel the implications of
dual assessments before they are undertaken.

Evaluation Parameters

Either the defense or the prosecution may request psycholog-
ical evaluations for capital sentencing. Regardless of who is
requesting the consultation, the assessment is likely to in-
volve one or both of the two primary psycholegal issues at
this stage:

1. What factors are present that may be relevant to mitigation
and aggravation?

2. What is the likelihood that the defendant will commit acts
of serious violence in the future?

Conceptualizations and research integral to these two pri-
mary psycholegal issues at capital sentencing are briefly re-
viewed in the sections that follow. Before that discussion, it is
acknowledged that mitigation and violence risk assessment
do not encompass the entirety of considerations before the
court at capital sentencing. The nature and circumstances of
the offense, as well as various aggravating factors, are also
aspects of death penalty determinations. The features of the
offense, criminal history of the defendant, and the presence
of any aggravators, however, typically represent factual de-
terminations or social values—where psychologists possess
no special expertise (Melton, Petrila, Poythress, & Slobogin,
1997). Mitigation and violence risk assessment, in contrast,
represent arenas where important empirical findings can be
brought to bear to assist the court in making more scientifi-
cally informed determinations.

Evaluation of Mental State at the Time of the Offense

Capital murder trials often involve heinous behavior on the
part of the defendant. The violence of the crime, how the
murder occurred, and other “special circumstances” were
likely among the factors considered by the prosecutor in
determining to track a case as a murder for which the death
penalty is sought. Typically, the prosecutor has a high degree
of confidence that the defendant will be found guilty, justify-
ing the outlay of time and money necessary to prosecute such

a case. The evidence against the defendant is often close to
irrefutable. Consequently, it is not surprising that defense at-
torneys often functionally stipulate to their client’s guilt, in
part to avoid inflaming a jury by presenting an argument for
innocence that cannot be supported. The hope is that the sen-
tencer’s perceptions of the attorneys’ candor and goodwill
may carry over into the penalty phase, thereby increasing the
likelihood of a sentence of less than death. As one death
penalty defense attorney aptly phrased: “A death penalty case
involves a crime that deserves severe punishment and a per-
son who merits mercy” (Popkin, 2000).

At times, however, the evidence may not be so ironclad
and the attorney may attempt to offer a defense during the
trial phase. In some cases, there may be questions regarding
the defendant’s mental state at the time of the offense (MSO).
In these cases, the attorney may raise the defenses of dimin-
ished capacity or extreme emotional disturbance (if they exist
in that jurisdiction) or may raise an insanity defense, as de-
scribed in the chapter by Goldstein, Morse, and Shapiro in
this volume. The same methodology would be used in capital
MSO cases as are employed in noncapital cases where the
mens rea of a defendant is at question.

Mitigation in Capital Cases

The U.S. Supreme Court in Lockett v. Ohio (1978) described
mitigation at capital sentencing as including: “any aspect of a
defendant’s character or record, or any of the circumstances
of the offense that the defendant proffered as a basis for a sen-
tence less than death.” What may be considered mitigating,
then, is extraordinarily broad and multifaceted.

Central to many of these potential mitigating factors is the
concept of moral culpability, or what the U.S. Supreme Court
in Woodson v. North Carolina (1976) characterized as “the
diverse frailties of humankind.” The concept of moral culpa-
bility begins with a recognition that is fundamental to psy-
chology as a science: that human beings and their choices are
shaped and influenced by their genetic, neurological, intellec-
tual, developmental, psychological, interpersonal, educa-
tional, cultural, and community histories (Cunningham &
Reidy, 2001). It follows that the degree of “blameworthiness”
of an individual for criminal or even murderous conduct may
vary depending on what factors and experiences shaped,
influenced, and compromised that choice. In other words,
although equally criminally responsible, capital defendants
may vary in their moral culpability and, ultimately, in their
blameworthiness.

The distinction between criminal responsibility and moral
culpability is an important one. As a psycholegal issue,
criminal responsibility involves guilt-phase considerations



The Nature of Forensic Assessments in Capital Cases 421

TABLE 21.1 U.S. Department of Justice Model: Risk Factors for
Violence and Delinquency in the Community

Conception to Age 6 Age 6 through Adolescence

• Perinatal difficulties. • Extreme economic deprivation.
• Family history of criminal • Community disorganization and

behavior and substance abuse. low neighborhood attachment.
• Parental attitudes favorable • Parental attitudes favorable 

toward, and parental involvement toward, and parental involve-
in, crime and substance abuse. ment in, crime and substance

• Minor physical abnormalities. abuse.
• Family management problems. • Availability of firearms.
• Family conflict. • Media portrayals of violence.
• Brain damage. • Family management problems.

• Family conflict.
• Early and persistent antisocial 

behavior.
• Academic failure.
• Lack of commitment to school.
• Alienation and rebelliousness.
• Association with peers who  

engage in delinquency and 
violence.

• Favorable attitudes toward 
delinquent and violent behavior.

• Constitutional factors (e.g., low 
intelligence, hyperactivity, 
attention-deficit disorders).

Source: Adapted from “Guidelines for Implementing the Comprehensive
Strategy for Serious, Violent, and Chronic Juvenile Offenders” by U.S.
Department of Justice, Office of Justice Programs, Office of Juvenile Justice
and Delinquency Prevention (June 1995).

of wrongful awareness, purposeful behavior, and volition. In
contrast, moral culpability implicates sentencing-phase is-
sues of formative and situational influences and associated
risk factors for adverse outcomes (e.g., Eddings v. Oklahoma,
1982; Penry v. Lynaugh, 1989). Unless carefully attuned to
these subtle but important differences, the forensic psycholo-
gist may answer the wrong psycholegal issue at capital sen-
tencing (Cunningham & Reidy, 2001).

An obvious tension is present at capital sentencing be-
tween the perspective of the defense and that of the prose-
cution regarding moral culpability. The defense theory at
sentencing is typically deterministic, embracing the view that
biopsychosocial factors underlie violent criminal behavior,
and applying associated risk factors present in the defen-
dant’s life to the analysis of his or her moral culpability. In
contrast, the perspective advanced by the prosecution empha-
sizes the operation of willful choice, asserting that “a defen-
dant’s crime stems entirely from his evil makeup and that he
therefore deserves to be judged and punished exclusively on
the basis of his presumably free, morally blameworthy
choices” (Haney, 1997, p. 1459).

It is not surprising, in light of the divergent sentencing the-
ories of the defense and prosecution, that a psychologist is
more likely to be called by the defense to testify regarding
both the defendant’s history and the empirical research rele-
vant to the impact of these factors. The role of a psychologist
retained by the state is more likely to entail potential rebuttal
testimony regarding the observations or conclusions of the
defense-retained expert.

How Empirical Findings Illuminate Mitigation

The importance of investigating a wide range of factors in
evaluations of mitigation at capital sentencing is supported
by a number of lines of research: (a) investigations of the re-
lationship of risk and protective factors to criminal violence
in the community; (b) reports on death row samples; (c) stud-
ies reporting the effects of various adverse developmental ex-
periences and contexts; and (d) research on the relationship
of mental disorders to disrupted development and criminal
outcome. The factors identified in these areas of research can
be employed as an outline of factors to explore in a compre-
hensive mental health evaluation of mitigation at capital sen-
tencing (see Cunningham & Reidy, 2001). These each are
summarized briefly below.

First, the U.S. Department of Justice (DOJ) has sponsored
research on risk and protective factors associated with
chronic delinquency and serious violence in the community.
A 1995 DOJ summary details these risk factors by develop-
mental age (see Table 21.1). Consistent with the conceptual-

izations of Masten and Garmezy (1985), DOJ researchers
assert that the outcomes of adolescents and young adults re-
flect the interaction or balancing of risk and protective
factors.

Research findings regarding risk factors for youth violence
in the community are expanded by Hawkins et al. (2000),
who report on the analysis of longitudinal data, research re-
ports, and 66 published studies. Table 21.2 summarizes the
individual, family, school, peer-related, and community/
neighborhood categories of risk factors identified in this
DOJ-sponsored report. These risk factors are described as
having a cumulative impact on the likelihood of violence by
early adulthood.

Other DOJ-sponsored longitudinal studies have found a
disproportionate incidence of arrest and violence among
teens and young adults who suffered maltreatment during
childhood (Kelley, Thornberry, & Smith, 1997; Widom,
2000). Similarly, Thornberry (1994) found that hostility, ob-
served violence, and personal violent victimization within
the family had a cumulative risk impact on violence rates.
Other prestigious governmental publications (e.g., U.S. De-
partment of Health and Human Services, 1999), also detail
ways that neglect and traumatic experience may deflect the
developmental trajectory.
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Government-sponsored research and publications relevant
to mitigation conceptualizations are emphasized for two
reasons. First, these research summaries are quite comprehen-
sive and reflect the involvement of researchers of substantial
stature. Second, the origins of the research almost entirely in-
sulate the findings from being ridiculed as an “abuse excuse.”

A second source of empirical guidance in capital sentenc-
ing mitigation evaluations is provided by descriptions of
death row samples. This research has been critically re-
viewed and summarized by Cunningham and Vigen (in
press). As reflected in Table 21.3, clinical evaluations of
death row inmate samples have revealed a significant inci-
dence of intellectual limitations, poor academic achievement,
psychological disorders, neurological insult and neuropsy-
chological findings, family-of-origin histories of child mal-
treatment and abuse, parental substance dependence, and
preincarceration substance dependence. These represent fac-
tors that adversely affect development and may be of mitigat-
ing significance to the court.

Third, comprehensive capital sentencing evaluations are
supported by empirical literature on the broadly disruptive
effects and resultant vulnerabilities associated with numerous
adverse developmental factors. For example, the likelihood
that a young male will engage in criminal activity doubles if
he is raised without a father and triples if he lives in a neigh-
borhood with a high concentration of single-mother house-
holds (Hill & O’Neil, 1993). Further, it is notable that 72% of

adolescent murderers grew up without fathers (Cornell,
Benedek, & Benedek, 1987), and 70% of juveniles in state
reform institutions grew up in a single or no-parent context
(Beck, Kline, & Greenfield, 1988). Other adverse develop-
mental factors include having a teenage mother, receiving
inadequate parental supervision and limit setting, being
estranged from peers, observing community violence, mod-
eling on corruptive family members, and being personally
victimized (Cunningham & Reidy, 2001). Goldstein and
Goldstein (in press) discuss the role of various childhood
traumas as mitigating factors in capital cases.

Fourth, the presence of a mental disorder can be relevant
as a risk factor for a defendant’s involvement in violent be-
havior in the community (Showalter, 1990; Swanson, Holzer,
Granju, & Jono, 1990). Detailing the vulnerabilities, such as
substance dependence and inadequate social supports, which
are associated with many psychological disorders can be im-
portant in explaining the psychological and behavioral pro-
gression that culminated in the capital offense (Haney, 1995).

Practical Components of Mitigation Assessments

The range of biopsychosocial factors that should be con-
sidered in a capital mitigation evaluation is arguably broader
than in any other type of forensic assessment (Cunningham &
Reidy, 2001; Liebert & Foster, 1994; Norton, 1992; Stetler,
1999). Indeed, the U.S. Supreme Court in Eddings v. Okla-
homa (1982) held that at capital sentencing, the trial court
cannot refuse to consider any mitigating information. Thus,
forensic psychologists conducting mitigation evaluations are
screening for any factors that might adversely affect physical,
cognitive, neuropsychological, psychological, interper-
sonal, social, academic, vocational, civic, and moral develop-
ment, as well as for positive behavior contributions that might
be viewed as having some balancing value in the weighing of
moral blameworthiness. Accordingly, the evaluation com-
ponents are unusually comprehensive and thorough.

Assuming that the defendant submits to evaluation, direct
interviews should elicit a comprehensive and highly detailed
anecdotal multigenerational biopsychosocial history. Descrip-
tions of specific events, particularly traumatic experiences,
can assist the court in understanding the emotional realities of
the defendant’s childhood. Obtaining a history in this compre-
hensive detail routinely requires 8 to 20 hours of interview
with the defendant, exclusive of any psychological testing.
Not infrequently, a collateral benefit of extended and repeated
interviewing is increased disclosure—an important counter to
the tendency of defendants and their families to minimize or
conceal mitigating information (Cunningham & Reidy, 2001;
Dekleva, 2001).

TABLE 21.2 U.S. Department of Justice Model: Predictors of
Youth Violence

Individual Psychological Factors School Factors
• Hyperactivity, concentration • Academic failure.

problems, restlessness, and • Low bonding to school.
risk taking. • Truancy and dropping out

• Aggressiveness. of school.
• Early initiation of violent behavior. • Frequent school transitions.
• Involvement in other forms of Peer-Related Factors

antisocial behavior. • Delinquent siblings.
• Beliefs and attitudes favorable to • Delinquent peers.

deviant or antisocial behavior. • Gang membership.
Family Factors Community and Neighbor-
• Parental criminality. hood Factors
• Child maltreatment. • Poverty.
• Poor family management practices. • Community disorganization.
• Low levels of parental involvement. • Availability of drugs and
• Poor family bonding and firearms.

family conflict. • Neighborhood adults
• Parental attitudes favorable to involved in crime.

substance use and violence. • Exposure to violence
• Parent-child separation. and racial prejudice.

Source: From “Predictors of Youth Violence” by J. D. Hawkins, T. I.
Herrenkohl, D. P. Farrington, D. Brewer, R. F. Catalano, T. W. Harachi, and
L. Cothern. U.S. Department of Justice, Office of Justice Programs, Office of
Juvenile Justice and Delinquency Prevention (April 2000).
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The history provided by the defendant should be con-
firmed, whenever possible, by third parties and records (see
the chapter by Heilbrun, Warren, & Picarello in this volume).
Additionally, there may be important history that the defen-
dant does not recall or has failed to report. For this reason, it
is customary in capital mitigation evaluations for extensive
interviewing of family, teachers, health-care providers, and
other third parties to occur. These may be directly obtained
by the psychologist; alternatively, the psychologist may rely
on interview summaries detailed by social workers, investi-
gators, or mitigation specialists.

The extent of record retrieval and review is uniquely com-
prehensive in capital mitigation evaluations. Not uncom-
monly, efforts are made to recover virtually all records
associated with a defendant’s life (i.e., medical, mental
health, social service, academic, juvenile, military, criminal).

Neuropsychological and neurological consultations are in-
dicated in most capital cases. This recommendation is based
on two primary rationales. First, should neuropsychological
deficits or neurological disorder be identified, this brain dys-
function and its potential association with violent acts may be
a significant mitigating factor in a jury’s deliberation. Second,
there is a growing body of research that identifies brain dys-
function as a risk factor for serious violence. For example, a
disproportionate incidence of neurological abnormalities has
been found among murderers and violent felons (Blake,
Pincus, & Buckner, 1995; Langevin, Ben-Aron, Wortzman,
Dickey, & Handy, 1987; Martell, 1992). Six studies of death
row samples reported a notable incidence of neurologi-
cally significant histories among these condemned inmates
(Cunningham & Vigen, 1999; Evans, 1997; Freedman &
Hemenway, 2000; Frierson, Schwartz-Watts, Morgan, &
Malone, 1998; Lewis et al., 1986, 1988).

As the expert gathers a comprehensive biopsychosocial
history, other factors or potential disorders may be identified
that warrant referral for more specialized consultation. Con-
sultations may be indicated in neuroradiology, endocri-
nology, mental retardation, psychobiology, toxicology,
psychopharmacology, genetics, learning disabilities, addic-
tion medicine, community violence, and other highly special-
ized areas of expertise.

Personality testing in capital sentencing evaluations re-
mains controversial (Cunningham & Reidy, 2001). Propo-
nents of personality testing note that these techniques often
increase the richness of the evaluation, illuminate the defen-
dant’s response style, allow for systematic comparisons with
norm groups (imparting objectivity to the process), and aid in
diagnostic and psychodynamic formulations. Additionally,
the incidence of psychological disorders among murderer
defendants (Blake et al., 1995; Yarvis, 1990) as well as death

row inmates (Cunningham & Vigen, in press) suggests that
careful screening for major psychological disorders could be
important to mitigation considerations.

Opponents to routine personality assessment in capital
sentencing evaluations express concerns that these tests (a)
have not been well-normed on a prison or capital defendant
population; (b) generate profiles that routinely change over
time (Clements, 1996; Craig, 1996); (c) are only inferentially
related to mental state at time of offense; (d) are likely to
reveal maladaptive personality traits but without providing
information on etiology or formative developmental experi-
ences; (e) are not predictive of long-range prison violence
(Cunningham & Reidy, 1998a, 1998b, 1999; Kennedy, 1986;
Reidy, Cunningham, & Sorensen, 2001; Zager, 1988); and
(f) are subject to mischaracterization and ridicule in the ad-
versarial climate of a capital trial. Forensic psychologists are
encouraged to carefully consider these contrasting positions
and how these intersect with the referral questions and defen-
dant history in a specific case. Arguably, these issues are
germane to informed consent as well.

VIOLENCE RISK ASSESSMENT IN CAPITAL CASES

Formal and widespread consideration of the future violence
risk of a capital defendant in assessing the death penalty was
initiated in the aftermath of Furman v. Georgia, as previously
described. This 1972 Supreme Court decision held that the
death penalty as it was then being practiced in the United
States was unconstitutional. As state death penalty statutes
were narrowed and particularized to comply with Furman,
the Texas legislature crafted a special issue: “Is there is a
probability that the defendant will commit criminal acts of
violence that would constitute a continuing threat to soci-
ety?” (Texas Code of Criminal Procedure 37.071.2). This
statute was affirmed by the U.S. Supreme Court in Jurek v.
Texas (1976) and subsequently adopted by Oregon. Rather
than a necessary jury finding in returning a death verdict,
most jurisdictions (21 states) allow for future dangerousness
to be considered as a statutory aggravator at capital sentenc-
ing (McPherson, 1996). Future dangerousness has come to be
a routine allegation as a nonstatutory aggravator in federal
capital prosecutions. Between January 1, 1995, and May 10,
2001, future dangerousness was alleged against 129 of 154
(84%) federal capital defendants in notices of aggravating
circumstances (M. O’Donnell, personal communication,
May 17, 2001).

Interest in the likelihood that a capital defendant will ex-
hibit serious violence is not restricted to the prosecution. The
defense may introduce evidence that the defendant will make
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a positive adjustment to prison for the jury’s consideration as
a mitigating factor, as provided by Skipper v. South Carolina
(1986).

Even when not overtly argued by the state or the defense,
the future dangerousness of capital offenders appears to
be a primary concern to capital jurors (Blume, Garvey, &
Johnson, 2001; Bowers & Steiner, 1999; Costanzo &
Costanzo, 1992; Geimer & Amsterdam, 1988; Sandys, 1991).
In fact, jurors tend to overestimate the likelihood of future vi-
olence of those inmates they have sentenced to death, as well
as for sentences other than death (Marquart, Ekland-Olson, &
Sorensen, 1989; Sorensen & Pilgrim, 2000).

Common Errors in Violence Risk Assessment at
Capital Sentencing

The involvement of mental health professionals in predic-
tions of future dangerousness in capital sentencing has been
among the most controversial in the arena of risk assessment
(Cunningham & Reidy, 1998b, 1999; Ewing, 1983; Leong
et al., 1993; Worrell, 1987). Too commonly, this participation
has been accompanied by notoriously defective risk assess-
ment methodology and testimony that grossly overestimated
both the likelihood of serious prison violence and the accu-
racy of the prediction (Barefoot v. Estelle, 1983; Cunningham
& Reidy, 1999; Estelle v. Smith, 1981). Cunningham and
Reidy described common errors in violence risk assessment
and associated mental health expert testimony at capital sen-
tencing (see Table 21.4). Of these common errors, three are
particularly noteworthy.

First, mental health experts continue to neglect the domi-
nance of context in their capital violence risk assessments,
using factors from community-based literature that are either

pervasively present in an incarcerated population or have not
been demonstrated to be predictive in a prison context. This
neglect of context persists even though multiple authorities
(Hall, 1987; Monahan, 1981; Shah, 1978) have concluded
that risk is always a function of context. Further, factors
that are associated with violence in the community do not
demonstrate the same relationship with prison violence
(Alexander & Austin, 1992; Cunningham & Reidy, 1998a,
1998b, 1999, in press; National Institute of Corrections,
1992; Reidy et al., 2001).

Second, many psychologists remain ignorant of or fail to
rely on base rate data regarding the frequency of serious vio-
lence in prison in making violence risk assessment regarding
particular defendants. Shah (1978) described this problem
over 20 years ago, noting that even forensic clinicians tend to
ignore base rates in the face of specific information or when
confronted with a specific individual.

Third, many mental health experts continue to attach un-
substantiated violence risk implications to antisocial per-
sonality disorder (APD) or related diagnostic formulations,
concluding that such conditions create a high probability
that the defendant will seriously assault or kill someone in
prison. Such assertions are not supported by empirical data—
hardly surprising given the 49% to 80% prevalence rate of
APD among American prison inmates (Cunningham &
Reidy, 1998a; Meloy, 1988; Widiger & Corbitt, 1995). Addi-
tionally, the weaknesses of APD as a diagnostic construct are
quite problematic in a life-or-death determination (Cunning-
ham & Reidy, 1998a). Concerns regarding applications of
APD to capital risk assessment are not a recent development.
The 1984 Report of the Task Force on the Role of Psychia-
try in the Sentencing Process (Halleck, Applebaum, Rappe-
port, & Dix, 1984) concluded: “Given our uncertainty
about the implications of the finding, the diagnosis of so-
ciopathy or antisocial personality disorder should not be
used to justify or to support predictions of future conduct”
(p. 25).

In the more recent versions of this type of testimony, the
Psychopathy Checklist–Revised (PCL-R; Hare, 1991) have
been used to identify the defendant as a “psychopath,” again
with an explanation that this condition is predictive of serious
prison violence. Such terminology, even apart from the
unsubstantiated institutional risk predictions, has grave
implications (see the chapter by Hemphill & Hart in this vol-
ume). Introduction of the profoundly pejorative label psy-
chopath into a death penalty sentencing consideration may
equate with a sentence of death (Barefoot v. Estelle, 1983
[dissent at 916]; U.S. v. Barnette, 2000). Balancing the con-
siderable potential of this label to confuse and mislead the
court would seem to require a substantial body of empirical

TABLE 21.4 Common Errors in Violence Risk Assessment at
Capital Sentencing

[Image not available in this electronic edition.]



426 Sentencing Determinations in Death Penalty Cases

research demonstrating the predictive validity of psychopa-
thy specific to the gender and ethnicity of the defendant, as
well as the institutional context of American prisons. Such
empirical support does not exist.

The PCL-R has not been demonstrated to reliably predict
serious violence in American prisons, among minorities and
women, and or on old-age parole (Cunningham & Reidy,
1998a, 1999; Edens, 2001; Edens, Petrila, & Buffington-
Vollum, in press; Freedman, 2001; Reidy et al., 2001). The
Violence Risk Appraisal Guide (Quinsey, Harris, Rice, &
Cormier, 1998), Sex Offender Appraisal Guide (Quinsey
et al., 1998), and HCR-20 (Webster, Douglas, Eaves, & Hart,
1997) suffer from a similar lack of empirical support for their
ability to reliably assess the risk of serious violence in
American prisons (see the chapter by Monahan in this vol-
ume). Particularly in the capital sentencing arena, there is a
clear ethical imperative to bridle the enthusiasm of embrac-
ing the PCL-R (or other risk assessment instruments) with
scrutiny of the empirical support for its application in a spe-
cific context with a particular population.

Current Methodology of Capital Risk Assessments

The methodology and empirical data that can be applied in
performing reliable violence risk assessments on capital de-
fendants have been extensively described (Cunningham &
Reidy, 1998b, 1999, 2001, in press; Reidy et al., 2001).
Cunningham and Reidy (2001) summarized that long-range
assessment of the probability of future serious violence is
most reliable when:

• The risk estimate relies on the past pattern of conduct dis-
played by the individual in a similar context (Morris &
Miller, 1985).

• The risk assessment is anchored to the base rate of vio-
lence for the group to which the individual most closely
corresponds, and is then conservatively individualized
(Hall, 1987; Monahan, 1981; Morris & Miller, 1985).

• The final risk estimate is adjusted for risk management or
violence prevention/reduction procedures that could be
applied (Heilbrun, 1997; Serin & Amos, 1995).

These three fundamental tenets are described below.

Past Pattern

A past pattern of behavior can be reliably predictive of future
behavior, assuming that sufficient behavior has been exhib-
ited to form a pattern and the context of prediction is suf-
ficiently similar (Morris & Miller, 1985). In a violence risk

assessment at capital sentencing, then, detailed information
regarding the defendant’s history of serious violence during
his pretrial confinement as well as past incarcerations can be
quite important. The presence or absence of a record of seri-
ous violence during any past prison sentences is particularly
relevant, as this context most closely approximates that of the
pending capital life term. The circumstances and context of
past institutional violence also may be illuminating. Specific
descriptions of prior confinements (i.e., security level and
celling arrangement; disciplinary write-ups; any prison gang
affiliation; out-of-cell activities; involvement in work, aca-
demic, treatment, or religious programming; visitation con-
tacts; and inmate and staff interactions) often provide
additional perspectives regarding both the defendant’s ad-
justment to confinement and the correctional staff’s appraisal
of whether the defendant was disproportionately at risk for
serious violence.

Base Rate Anchors

In the absence of a prior history of prison incarceration or
serious violence in jail pretrial, the most reliable anchor for a
violence risk assessment at capital sentencing involves the
application of relevant base rates. This methodology of
applying group data to individual risk assessment has well-
established empirical support. Group statistical data have
repeatedly been demonstrated to enhance the reliability of
violence risk assessments (Hall, 1987; Monahan, 1981, 1996;
Morris & Miller, 1985; Serin & Amos, 1995), including the
violence risk of capital offenders (Cunningham & Reidy,
1998b, 1999, 2001; in press; Reidy et al., 2001). Monahan
(1981, 1996) concluded that knowledge of the violence rate
in the respective group is the single most important piece of
information necessary to make an accurate risk assessment of
a particular individual.

Many of the studies that provide base rate anchors for cap-
ital risk assessments (see Table 21.5) have used “natural ex-
periments” involving capital inmates who were removed
from death row by commutation, retrial, or plea agreement.
As Table 21.5 reflects, the overwhelming majority of capital
offenders do not have records of serious prison violence. This
finding is broadly consistent—despite differences in the
decade of follow-up, applicable capital statute, and/or geo-
graphic location. Cumulative incidence of violent prison mis-
conduct in the general prison population for former death row
inmates across follow-up periods of 2 to 53 years varied from
0% to 31%. This range, however, obscures the striking simi-
larity in number of outcome frequencies. For example, ap-
proximately two-thirds of former death row inmates were
never confined in administrative segregation in samples from
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both Texas (Marquart et al., 1989) and Indiana (Reidy et al.,
2001). Similarly, just over two-thirds of the nationwide
sample of Furman commutees were never written up for
assaultive conduct. Twenty percent of former death row in-
mates in Indiana had no disciplinary write-ups of any
sort during follow-up in the general prison population that
averaged 9 years (Reidy et al.), compared to 27% of former
death row inmates and 22% of life-sentenced capital
offenders during follow-up in Texas that averaged 7 years
(Marquart et al.).

Having the sobering experience of being sentenced to
death does not represent a satisfactory explanation of the low
rate of serious prison violence among former death row in-
mates. The frequency of prison violence among capital of-
fenders who were sentenced at trial to a life prison term is
quite similar to that of former death row inmates (Marquart
et al., 1989, 1994). Similarly, rates of prison violence among
convicted murderers sentenced to death, life-without-parole,
and life-with-parole have been found to be remarkably con-
sistent (Sorensen & Wrinkle, 1996).

Sorensen and Pilgrim (2000) have recently substantially
augmented the statistical support for these base rate estimates

in their report of the rate of serious prison violence among
6,390 murderers in the Texas prison system (see Table 21.6).
From this data, Sorensen and Pilgrim extrapolated the proba-
bility of serious institutional violence across a 40-year prison
term, predicting a prevalence rate of .164. Violence rates
among the capital murderers in this sample were lower (not

TABLE 21.5 Assaultive Rule Violations of Former Death Row Inmates and Comparison Inmates

TABLE 21.6 Violent Acts Committed by 6,390 Incarcerated
Murderers, January 1990 through March 1999

Yearly Rate per Percentage of
Violent Acts 1,000 Inmates Inmates Involved

Against guards
Aggravated assault 1.1 .5

Against inmates
Homicide 0.2 .1
Assault with a weapon 12.1 4.4
Fight with a weapon 10.6 4.2
Other violence 0.4 0.2

Total Rate/Percentage 24.4 8.4

Total Frequency 711 536

Source: From “An Actuarial Risk Assessment of Violence Posed by Capital
Murder Defendants” by J. R. Sorensen and R. L. Pilgrim, Journal of Crimi-
nal Law and Criminology, 90, p. 1262 (2000).

[Image not available in this electronic edition.]



428 Sentencing Determinations in Death Penalty Cases

significantly) than in the noncapital murderer sample. The
extraordinary number of inmates followed in this study
allowed for identification of a limited number of variables
that served to raise or lower the risk of serious prison vio-
lence relative to the overall group risk (see Table 21.7).
Depending on the specific predictive factors in a given case,
the probability of serious violence across a 40-year prison
term could range from .02 to over .50. Consistent with other
findings regarding prison violence (Cunningham & Reidy,
1998b, 1999; Harer, 1992), Sorensen and Pilgrim found that
the probabilities decreased as the severity of the violence
increased. For example, they estimate that the likelihood of
an aggravated assault on a correctional officer by an incarcer-
ated murderer is .01, and an inmate killing another inmate is
.002 across a capital life term.

Base rates of the incidence of institutional violence among
capital offenders and murderers in the general population of
maximum-security prisons represent important anchoring
points in performing a violence risk assessment of a capital
defendant. Other relevant base rates include (a) the frequency
of serious violence in specific correctional settings; (b) inmate
and staff homicide nationally and in the particular department
of correction; (c) disciplinary infraction rates of long-term in-
mates; and (d) prison disciplinary infractions as a function of
age of the inmate (Cunningham & Reidy, in press).

Conservative individualization of base rates examines
various factors that might serve to modestly raise or lower the
risk as compared to the relevant group anchor such as age of
inmate, continuing availability of community supports and
visitation, history of employment in the community, prior
responses to structured environments, and psychological dis-
order. In a similar vein, Rogers (2000) described the need for
mental health experts conducting fair and balanced risk as-

sessments to describe both risk and protective factors, as well
as mediator or moderator effects in a particular context. It is
cautioned that before identifying a particularizing factor as
operative, the incidence of that factor in the inmate group
providing the anchoring base rate of violence risk must be
considered. As described above, APD as well as a number of
other factors that might be related to risk of violence in the
community are so pervasively represented among prison in-
mates that they lose any predictive value in that setting.

Risk Management

As risk of violence is always a function of context (Hall,
1987; Monahan, 1981; Quay, 1984), consideration of what
modifications in context or risk management procedures
might be brought to bear to reduce the likelihood of violence
is a critically important step in violence risk assessments at
capital sentencing (Cunningham & Reidy, 1999, in press;
Heilbrun, 1997; Serin & Amos, 1995). Such risk manage-
ment procedures may include psychotropic medications;
counseling or other treatment of psychological disorders;
programming and psychoeducational services, such as anger
management; academic/work activities; classification and
celling procedures; and modifications in confinement, includ-
ing both psychiatric and supermaximum units.

The availability of supermaximum confinement in virtu-
ally all prison systems is a particularly critical variable to
consider in violence risk assessment at capital sentencing.
These ultra-high-security units are typically characterized by
intensive staffing, increased inmate observation, single-
celling, in-cell meals, controlled movement, and shackling of
inmates when outside of the cell. Under such conditions, op-
portunities for serious violence toward others are profoundly
limited. Consequently, inmates who are viewed as being a
disproportionate risk of serious violence toward staff or other
inmates can be confined in a context that minimizes that risk
(Cunningham & Reidy, 1999, in press).

Challenges to Group Statistical Data

Challenges to the application of group base rates to the vio-
lence risk assessment of a specific capital defendant have
primarily involved assertions that such “group” data is insuf-
ficiently individualized—as compared to “individualized” as-
sessments that rely on clinical factors or testing (Cunningham
& Reidy, in press). Cunningham and Reidy asserted that the
distinction between individualized as opposed to group meth-
ods is a false dichotomy, reflecting a fundamental misunder-
standing of the nature of risk assessment and, more broadly,
of psychology as a science. They explained: “Simply stated,

TABLE 21.7 Predicted Probability of Serious Violence among
Incarcerated Murderers across a 40-Year Prison Term

Predicted Predicted Proportional
Predictor Variable Probability Change

All factors held constant .164

Capital offense characteristics
Robbery or burglary .074
Multiple murder victims .056
Attempted murder .040

Prison gang membership .104
Prior prison term .053
Age

Less than 21 .055
26–30 .072
Over 35 �.144

Source: Adapted from “An Actuarial Risk Assessment of Violence Posed by
Capital Murder Defendants” by J. R. Sorensen and R. L. Pilgrim, Journal of
Criminal Law and Criminology, 90, p. 1262 (2000).
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there is no individualized assessment of a particular person
that does not rest on group data of one sort or another. . . .
Psychology exists as a science because it provides a database
regarding the behavior of groups of individuals, that is sys-
tematically and reliably obtained using the scientific
method.” Subjective experience and informal case study have
a role in professional expertise, yet the vast body of scientifi-
cally derived expert knowledge in psychology consists of
published observations and research on various groups of an-
imals and individuals. Scientific expertise in psychology,
then, consists principally of knowledge about this group-
derived data. Sound evaluation, treatment, or behavioral
prediction regarding a specific defendant relies on these col-
lective observations and research data from a specified
context. Even though there are always ways in which the
individual varies from the group, the group experience re-
mains relevant because important characteristics are shared.

Violence risk assessment also fundamentally relies on the
accumulation of group data that are then applied to a given in-
dividual. Cunningham and Reidy (in press) explained that at
the point that group data are applied to a particular person, the
methodology becomes individualized. Regardless of whether
the violence risk assessment method is clinical (interview/
testing), past behavioral pattern, or actuarial (group statisti-
cal), conclusions offered by an expert about a particular indi-
vidual are purported to be reasonably and reliably inferred
from group data. The various risk assessment methods simply
group individuals in different ways (i.e., personality charac-
teristics, diagnosis, historical variables, test scores, behavior
patterns, or incarcerating offense). As Cunningham and Reidy
framed it: “The question then is not whether individualized
risk assessment will be based on group data, whether applied
by an uninformed jury or expert testimony. Instead the issue is
whether the grouping provides empirically sound group data
regarding the likelihood of prison violence.” At this stage of
capital violence risk assessment research, no interview-based
personality variable, personality testing profile, or risk assess-
ment instrument has been demonstrated to reliably predict se-
rious prison violence. Thus, reliance on these methods is
without empirical support and does not represent a meaning-
ful method of grouping capital offenders for capital risk as-
sessment purposes. By contrast, there are consistent group
data from both capital samples and general inmate popula-
tions that can be meaningfully brought to bear in estimating
the probabilities of violence of varying severity for a particu-
lar capital inmate.

A second challenge to the application of group statistical
data at capital sentencing, as described by Cunningham and
Reidy (in press), involves an assertion that the defendant does
not match the reference group in some fashion. The appropri-

ateness of generalizing from a given group statistical finding
to an individual case is always an important consideration in
applying this methodology. Operationally, this consideration
involves weighing whether the common characteristics are
sufficiently similar to provide meaningful inference, despite
the inevitable unique features of the individual case. Cunning-
ham and Reidy explained: “The critical issue is not the pres-
ence of some unique features in the instant appraisal, rather
whether there is sufficient commonality in the characteristic of
interest for the general research to accurately generalize to the
specific case. All applications of scientific data involve this
generalizing from broader research to the specific case.”
There is reason to believe that group data on the institutional
violence frequencies of capital offenders generalize well to
most capitally charged defendants. Base rates of violence
among capital offenders in a general prison population have
reflected remarkable consistency across varying correctional
settings, capital statutes, and periods of the past century—in-
dicative of a very robust finding with broad generalization to
current correctional experiences.

EXPERT TESTIMONY IN CAPITAL CASES

Evaluating or Teaching Witness Testimony

Most commonly, capital sentencing assessments and testi-
mony are based on extensive interview of the defendant, in-
terviews of third parties, and review of extensive records.
These methods and the associated testimony obviously are
highly individualized to the specific defendant. This role we
characterize as an evaluating witness. There are instances,
however, when the defendant does not submit to interview or
when the referral question is restricted to describing research
findings on the risks associated with various adverse experi-
ences. Alternatively, the forensic psychologist might be
asked to describe reliable capital risk assessment methodol-
ogy and the associated group statistical findings so that the
jury can undertake this function in a more fully informed
fashion. These latter roles we identify as teaching witnesses.
Teaching witnesses may not operate entirely insulated from
case-specific information, but instead, may offer limited par-
ticularization on the basis of records review, interviews of
third parties, review of investigation summaries or chronolo-
gies, trial testimony of lay witnesses, and/or hypotheticals. In
the absence of direct interview, application of research find-
ings to the defendant is necessarily more tentative. At the
same time, defendants need not waive their 5th Amendment
rights before psychology can illuminate important aspects of
the court’s considerations.
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An Example of Evaluating Witness Testimony

The defendant was 20 years of age at the time of the crime.
He was charged with the gangland-style execution of the
owner of a pizzeria. He confessed that he shot the victim to
death at the request of an older man, someone who had
befriended him while he was serving time in prison for auto
theft. He described this man as a member of organized crime
who would “look out for him.” The defendant consistently
denied any knowledge as to why his “friend” wanted the
victim dead.

The defendant was cooperative with the forensic expert.
He was interviewed on several occasions regarding his
background, history, and the circumstances of the crime. A
comprehensive battery of tests was administered, including
tests of cognitive functioning, neuropsychological screening
instruments, personality measures, and tests to evaluate
malingering. (Based on his performance on the Wechsler
Adult Intelligence Scale-III (Wechsler, 1997) and on neuro-
psychological screening tests, a neuropsychologist was
retained by defense counsel.) School records, prior psycho-
logical and psychiatric assessments, prison and current jail
records, and documents related to this case were reviewed. In
addition, interviews were conducted with his former girl-
friend, his brother, mother, father, stepmother, and half-sister.

Based on this evaluation, it was opined that his relation-
ship with this older man (who was never charged with this
crime) was related to his father’s neglect and coldness
throughout his childhood and adolescent years. The father
had abandoned the family, and was both emotionally de-
tached from his son and highly critical of him. As a result,
his need to please and gain his father’s acceptance became
paramount. His father was or pretended to be a mobster,
low-level at best, dropping the names of organized crime
figures in an effort to impress those around him. His son
began to idolize both his father and those associated with
organized crime. His mother became deeply depressed,
blaming the father for all of the family’s difficulties. Neither
she nor his father made any meaningful attempts to control
or seek treatment for their son, who, shortly after their sepa-
ration, began to miss school, regularly abuse marijuana
(soon graduating to more serious drugs), and act out. The
defendant’s older brother died from a drug overdose; an
older sister became highly promiscuous (bringing male
friends home and taking the defendant with her on “dates”);
and another older brother became addicted to drugs as well.
The defendant had an undiagnosed severe learning disability
and attention-deficit/hyperactivity disorder. At the time of
the crime, data suggest that the defendant was high on alco-
hol and heroin, further impairing his judgment and decision-

making abilities. He feared for his own life, as well as the
lives of his mother and sister. This and similar evaluating
witness testimony may provide both detailed historical
information and psychological insights to assist the consid-
erations of the sentencer. Although not an excuse for the
crime, such testimony may provide perspectives and/or
explanations as to how forces other than pure “evil” shaped
the defendant’s behavior.

An Example of Teaching Witness Testimony

The defendant, age 32, was accused of murdering a competing
drug dealer. He was charged in federal court with conducting
a continuous criminal enterprise, a special circumstance qual-
ifying a homicide for capital consideration. This individual
had a long history of incarceration, beginning approximately
four months after his mother’s death (he was 19 years of age
at the time of her death). Consistent with his past refusal to co-
operate with mental health professionals while in prison, he
refused to participate in any psychological or psychiatric as-
sessment or interview related to the penalty phase of his capi-
tal trial.

His mother was a long-term heroin addict. She developed
chronic kidney failure when the defendant was 4 years old.
Her contact with social service and public assistance agen-
cies, as well as hospital records documented her role as a
mother. As a child, he and his older brother were neglected,
physically and verbally abused, and exposed to violence on a
regular basis. They witnessed their mother inject heroin and
overdose on a number of occasions. Once, the defendant
found her syringe taped under a sink, and to protect her, he
discarded it. When she discovered it missing, she injected him
with water as punishment. Records documented these and
other incidents of a continuous, highly traumatic nature. (It
was unclear why he was never removed from the home.) On
another occasion, his mother did not return home for four days
after receiving her social service check. The defendant and his
brother were left unattended, locked in their apartment (they
were squatters, without electricity). The 6-year-old brother
mixed flour with water in an attempt to make pancakes. For
syrup, he found a discarded jelly jar in the garbage and mixed
it with water. When the mother returned home, she beat both
children for using the flour without her permission.

The expert interviewed aunts and cousins. They corrobo-
rated the records and supplied other examples of the trau-
matic events the defendant and his brother experienced as
children (the older brother was serving a life sentence for
murder). Testimony focused on the effects of these traumas
on adult development, citing the professional literature ex-
tensively. No connection was made with the circumstances of
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the offense, and the limits of the testimony were discussed.
This testimony had, as its major objective, educated the jury
as to how a child can be affected by these incidents such that
moral development, judgment, empathy, and impulse control
may be significantly impaired.

OTHER CAPITAL CASE ASSESSMENTS

State Postconviction and Federal Habeas Cases

The involvement of psychologists at state postconviction or
federal habeas is most often part of a claim of ineffectiveness
of counsel. In such cases, the defense may have failed to
comprehensively investigate the capital defendant’s biopsy-
chosocial history and/or neglected to obtain scientifically
sound risk assessment consultation. The assistance of a psy-
chologist may be sought to analyze the mitigation and risk
assessment evidence that was presented at the capital sen-
tencing trial in light of research perspectives available at the
time of trial, as well as records, third-party interviews, and
defendant evaluations generated prior to or since sentencing.
These consultations and the associated analysis may range
from review of transcripts, records, and investigation sum-
maries to a full mitigation and risk assessment workup. On
the basis of these findings, the psychologist may be asked
to opine on the adequacy and accuracy of the sentencing
phase evidence and arguments, as well as detail history and
research that could have been presented at sentencing and
discuss its relevance. These findings and conclusions typi-
cally are initially presented in the form of a detailed affidavit,
but may be followed by testimony at an evidentiary hearing.

Competence to Waive Appeals

Appellate review acts to delay imposition of the death
penalty and can result in retrial of the guilt and/or sentencing
phase or other relief. A waiver of appeals in this context
effectively represents volunteering for execution—and thus
an abandonment of the self-preservation motivation exhib-
ited by most rational human beings. This phenomenon has a
disturbing incidence among death row inmates. As many as
89 of 707 (12.5%) executions in the United States between
1977 and April 2001 involved “volunteers” who had dropped
their appeals (Amnesty International, 2001). Many of these
volunteers were described as having a history of mental ill-
ness. Although an election to waive appeals may ultimately
be found to be rational (see Gilmore v. Utah, 1976), it is
likely to be subjected to some scrutiny. As Richards (1995)
described:

Because a lack of information and misinformation may have
such grave consequences in the capital context, because capital
defendants are likely to be suffering from mental health prob-
lems, because they must make their decisions in a coercive
atmosphere, and because they may vacillate in their decisions to
seek death, lawyers should take protective measures against
accepting a decision to seek death made in error. (p. 155)

One such protective measure is a referral for psychologi-
cal evaluation of competency to waive an appeal. In any
waiver evaluation, psycholegal elements of knowing, intelli-
gent, and voluntary should be explored. In a death row
context, however, two influences have particular potential to
adversely impact on a waiver election.

First, the potential for mental disorder to influence a deci-
sion to forgo appeals must be carefully assessed. A number of
clinical studies on death row samples have demonstrated sig-
nificant rates of psychological disorder among this population
(see Table 21.3). The implications for a diagnosis of depres-
sion in competency to waive appeals are obvious. The depres-
sive experience of feelings of hopelessness and futility may
result in the death row inmate not accurately perceiving the
chances of eventually securing relief from a death sentence.
Conscious and unconscious suicidal ideation can be expressed
through volunteering for death via waiver of appeals. Reduced
efficiency of thought and impaired problem solving also have
the potential to adversely impact waiver decision making.

Second, it is important to explore the conditions of death
row confinement, which are often extraordinarily adverse
in terms of social isolation, severely restricted activity, and se-
curity procedures. To illustrate from survey data summarized
by Corrections Compendium (“Death Row,” 1999), in 35 of
37 jurisdictions, death row inmates are housed in individual
cells. In 18 of these jurisdictions, death row inmates average
less than an hour of activity outside of their cells each day, and
in five other jurisdictions, daily out-of-cell time is less than
three hours. Noncontact visitation is the norm for death row in
21 of 37 jurisdictions. Although there is some variability in
policy from state to state, death row conditions nationally are
characterized by “rigid security, isolation, limited movement,
and austere conditions” (Lombardi, Sluder, & Wallace, 1997,
p. 3). Not surprisingly, there is evidence that these bleak con-
finement conditions impact the psychological adjustment of
death row inmates, most of whom spend many years in this
status (Cunningham & Vigen, in press). Some inmates may
find the sustained isolation and chronic deprivation of years of
solitary confinement to be so psychologically painful that the
escape of death appears preferable. Under these conditions, a
waiver of appeals may reflect some degree of environmen-
tal coercion, rendering the waiver less than voluntary. As
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discussed by Brodsky (1990), inmates may not recognize that
if an appeal is successful and the death sentence is reversed, a
life sentence spent in general population affords more “free-
dom” than their current status on death row.

Competence to Be Executed

As previously described, evaluations of competency to be ex-
ecuted remain ambiguous, controversial, and ethically com-
plex (Bonnie, 1990; Brodsky, 1990; Deitchman, Kennedy, &
Beckham, 1991; Mossman, 1992; Salguero, 1986). Ford v.
Wainwright (1986) did not articulate a singular standard for
the assessment of this competency, although Justice Powell,
in a concurring opinion, asserted that the essential construct
was whether the inmate was aware of the impending execu-
tion and the reasons for this execution.

In the absence of clear standards by the Court, states vary
in statutes and degree of guidance regarding how compe-
tency to be executed is defined and practically expressed.
This creates a context of ambiguity for forensic psychologists
undertaking these examinations. Some additional guidance,
though, is provided by the majority opinion in Ford, which
identified a number of miscarriages of justice that are trig-
gered when a prisoner is unaware of the nature of or reason
for a pending execution. These include an absence of retribu-
tion value, an inability of the inmate to prepare for death in
coming to terms with conscience or deity, the experience
of fear and pain without understanding, and the diminished
dignity of society.

The underlying rationales provided by the majority point
to “awareness” being more than rote assent, and instead,
extending to the ability to act on that understanding. An
aspect of this ability to act arguably involves a capacity to
assist appellate counsel, to “recognize or understand any fact
which might exist which would make the punishment unjust
or unlawful, . . . [and] the ability to convey such information
to counsel or the court” (American Bar Association, 1986,
p. 290).

Heilbrun (1987) summarized these competency prongs as
“understand,” “assist,” and “prepare.” Subsequently, three
tasks have been proposed as components of competency for
execution: “(1) understanding the nature of capital punish-
ment and the reasons for its imposition, (2) assisting counsel
in ongoing collateral appeals, and (3) spiritually and psy-
chologically preparing for death” (Heilbrun, Radelet, &
Dvoskin, 1992, p. 599).

Heilbrun (1987) and others (Heilbrun & McClaren, 1988;
Small & Otto, 1991; Winick, 1992) have proposed essential
components of competency to be executed evaluations.
These include (a) disclosure of the purpose of the evaluation;

(b) multiple evaluation contacts with the inmate; (c) specific
inquiry regarding the pending execution, including any
preparations made by the inmate; (d) comprehensive assess-
ment of psychopathology, cognitive functioning, personality,
and symptom exaggeration/minimization; (e) third-party
interviews to obtain historical and descriptive information;
and (f) a conducive assessment context.

SUMMARY

Forensic psychologists can contribute at many junctures to
a higher degree of reliability than currently is being realized
in capital litigation. This aspiration, however, is dependent
on experts bringing the highest standards of professionalism
to bear in this complex and demanding arena of practice.
In practical terms, professionalism in capital evaluations in-
volves the same four components that are present in any
forensic psychology consultation. However, they take on a
special imperative when death is at stake:

1. Clear recognition of the relevant psycholegal issues, in-
cluding the implications of the evaluation methods and
findings.

2. Unwavering adherence to ethical standards, including
informed consent, objectivity, and advocating for the data.

3. Assessment methods that are both relevant to the issue in
question and comprehensive in application.

4. Familiarity and reliance on the best empirical data and
research perspectives.

This chapter has attempted to provide both a broad orien-
tation and specific direction to more expert, more ethical, and
more scientifically informed practice in forensic psychology
contributions to death penalty litigation.
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SCOPE OF THE PROBLEM

The determination of whether sexual abuse of a child has oc-
curred is a complex problem. Accurate estimates on true and
false cases of child sexual abuse evade researchers. The child
victim is typically the only witness to the crime, medical ev-
idence usually is absent, behavioral symptoms can result
from other events or causes, and admission by the perpetrator
is unusual (Myers, 1998). The research community has been
polarized over whether child victims of sexual abuse or non-
victims are grossly misidentified, to what degree children
are suggestible, and which type of error (i.e., false-positive
or -negative) creates the greatest harm (Ceci & Friedman,
2000; Lyon, 1999).

The scientific and clinical communities are in agreement
that professionals who assess allegations of child sexual
abuse should not assume cause-and-effect associations be-
tween a single aspect of behavior (e.g., behavioral or emo-
tional symptoms, interactions with anatomically detailed

dolls, drawings with genitalia, one statement) and the occur-
rence or nonoccurrence of a sexual abuse event (Kuehnle,
1998c), nor rely solely on their subjective observations (Ceci,
Loftus, Leichtman, & Bruck, 1994; Leichtman & Ceci, 1995).
To meet the challenge presented by these complex cases, the
scientist-practitioner model has been proposed by Kuehnle
(1998b) for evaluating child sexual abuse allegations. This
model bases conclusions regarding the issue of child sexual
abuse on empirically established relationships between data
and the behavior of interest, rather than on subjective opin-
ions. Using empirically derived information, the scientist-
practitioner defines child sexual abuse as a life event rather
than as a clinical syndrome, relies on base rates of behavior
for distinguishing and understanding differences between
nonsexually abused and sexually abused children, and con-
siders issues of instrument sensitivity and specificity when
using assessment protocols and tools. To address the critical
issues in child sexual abuse evaluations, this chapter looks to
two sources for information: published research and the law.
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Definition of Child Sexual Abuse

Across states, there is great diversity in definitions of child
abuse and neglect. There also is sufficient vagueness in many
of the child maltreatment definitions in state statutes to raise
constitutional questions regarding violations of due process
(see Melton, Petrila, Poythress, & Slobogin, 1997). Legal and
research definitions of child sexual abuse generally require
two elements: sexual activities involving a child and an
abusive situation (see Finkelhor, 1994, for comprehensive re-
view). Definition of family, the role of the culture, intention-
ality of the acts, and discrepancy in age/power are factors that
complicate attempts to define child sexual abuse, as well as
all forms of child maltreatment (National Research Council,
1998). All states identify children as incompetent to consent
to sexual activity with adults; the majority of states identify
the age of consent as 18 (Myers, 1997a). Illegal sexual inter-
actions, for which children do not have the maturity to pro-
vide consent, include activities of contact and noncontact,
such as fondling of genital areas, oral sex, intercourse, expo-
sure to indecent acts, sexual rituals, or involvement in child
pornography.

Although some states define the term sexual abuse in their
criminal statutes, other states do not but, instead, define sex-
ual abuse by reference to their penal code sections dealing
with rape, incest, and sexual battery. Child-on-child sex is not
defined as sexual abuse in the majority of state statutes. The
professional literature defines child-on-child sexual abuse as
sex forced on one child by another, regardless of age differ-
ence, and any sexual activity between children who differ by
a minimum of three to five years in age.

Incidence and Prevalence

An analysis of maltreatment cases from 1991 to 1998 found
child sexual abuse reports declined 26% and substantiated
cases declined 31% (Jones & Finkelhor, 2001). Because
other forms of child maltreatment do not match the decline in
sexual abuse cases, the reasons for this trend are unclear.
Jones and Finkelhor conclude that it cannot be determined at
this time whether the change is because of an actual decrease
in the incidence of child sexual abuse, a change in reporters’
behavior, or policy and program changes in child protection
agencies.

Currently, there are over 3 million children in the United
States reported to state child protection services as alleged
victims of physical, sexual, and emotional abuse, and neglect
(U.S. Department of Health and Human Services, 2000;
Wang & Harding, 1999). Approximately 1 million of these re-
ports are substantiated; 12% of the substantiated cases

involve child sexual abuse. There is wide agreement that these
incidence figures do not represent accurate estimates. Based
on a comparison with retrospective research figures, some
studies suggest that national incidence figures may represent
fewer than one-third of all occurring cases of maltreated chil-
dren in the United States (Finkelhor, 1994; Kalichman, 1993).

Factors that suggest national incidence figures represent
an underestimate of child sexual abuse victims include the
exclusion of child-on-child sexual abuse data, as well as vic-
tims’ and professionals’ underreporting. For example, profes-
sionals who were legally mandated to report known cases or
suspicions of abuse and neglect failed to report approxi-
mately 40% of the alleged child sexual abuse cases they en-
countered (Sedlak, 1991). In another study, approximately
33% of the licensed psychologists surveyed believed that
safeguarding the process of therapy was an important factor
in deciding whether they would report abuse, despite manda-
tory reporting laws (Kalichman & Craig, 1991). Affecting
child victims’ disclosures are factors such as the child’s rela-
tionship with the perpetrator, the characteristics of the sexual
abuse, and the reaction of his or her mother. In several stud-
ies, in over half of the cases in which there was strong
evidence of sexual abuse and no disclosure by a child to state
investigators, the child had a disbelieving mother (Chaffin,
Lawson, Selby, & Wherry, 1997; Elliott & Briere, 1994;
Lawson & Chaffin, 1992). Other studies showed that the
more closely related the child was to the perpetrator, the more
intrusive the sexual acts, and the longer the child experienced
the abuse, the less likely the child was to disclose (Arata,
1998; Gomes-Schwartz, Horowitz, & Cardarelli, 1990).

Reports that are determined to be false allegations com-
pose an undetermined percentage of the 2 million unsubstan-
tiated cases reported to state child protection services. Some
research findings suggest that the rate of false sexual abuse
allegations ranges from approximately 6% to 8% (Faller,
1991; Jones & McGraw, 1987), but experts have argued that
this estimate is misleadingly low (Ceci & Bruck, 1995), and
a more accurate estimate is 23% to 35% when other compre-
hensive criteria is included in the approximation (Poole &
Lindsay, 1997). Lower estimates of false allegations are
based on intentional lying as the sole criterion, whereas the
higher estimates are based on both intentional lying and sug-
gestive questioning. Poole and Lindsay proposed that a more
appropriate label for these higher estimates would be false
“suspicions” rather than false “allegations.”

Risk Factors for Child Sexual Abuse

Children are at increased vulnerability to be entrapped by
sexual abusers when they live in a home where parents’
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abilities to nurture and supervise are substantially compro-
mised by violence, substance abuse, poverty, and single-parent
status (Sedlak & Broadhurst, 1996). Child maltreatment
and parental substance abuse are strongly associated
(Emery & Laumann-Billings, 1998; Hawley, Halle, Drasin, &
Thomas, 1995), as are child maltreatment and poor family or
peer relationships (Fergusson, Lynskey, & Horwood, 1996;
Fleming, Mullen, & Bammer, 1997). In a retrospective study
conducted by Fleming et al., the variables significantly associ-
ated with intra- and extrafamilial child sexual abuse were
co-occurring intrafamilial physical abuse, social isolation,
absence of someone to confide in, mother’s death, and parent
alcoholism. In one analysis, physical or sexual child abuse
was found to occur concurrently in 30% to 70% of two-
parent families in which there was spouse abuse (Straus,
Gelles, & Steinmetz, 1980). In another study of a centralized
Army database, the risk of child abuse was twice as great in
families with a report of spouse abuse, compared to other
families (Rumm, Cummings, Krauss, Bell, & Rivara, 2000).

Risk factors associated with increased vulnerability for
child sexual abuse also include early sexual maturation in
girls (Fergusson & Mullen, 1999), and emotional and physi-
cal disabilities (Sobsey, Randall, & Parrila, 1997; Sullivan &
Knutson, 1998). The peak in abuse reports occurs at ages 10
and 11 (Anderson, Martin, Mullen, Romans, & Herbison,
1993; Finkelhor & Baron, 1986). However, it is likely that in-
cidents of abuse during the preschool years are most likely to
be underreported (Fergusson & Mullen, 1999).

Legal Aspects

Currently, child maltreatment reporting laws are in effect in
all 50 states and, in most states, criminal penalties for failure
to report known or suspected cases of child maltreatment
have been established (Finlayson & Koocher, 1991). Al-
though in all states, professionals have a duty to report sus-
picions of child maltreatment, the U.S. Supreme Court has
determined that states do not have a duty to rescue a child
from maltreatment. In DeShaney v. Winnebago County
(1989), Chief Justice Rehnquist’s majority opinion stated that
the purpose of the 14th Amendment’s due process clause
“was to protect people from the State, not to insure that the
State protected them from each other.”

Child sexual abuse cases may be litigated across a variety
of legal venues, including criminal and civil courts. Civil
court proceedings may involve dependency, termination of
parental rights, child custody, and civil proceedings litigated
by victims for monetary damages. The courts’ motivations
for determining guilt or innocence differ, as do their stan-
dards for burden of proof. For example, the criminal court’s

motivation is to punish the guilty and requires the highest
standard (i.e., “beyond reasonable doubt”). Civil courts’ mo-
tivations are variable (e.g., best interests, protection, dam-
ages) and require a lesser burden of proof.

THE MEANING OF SYMPTOMS

Child sexual abuse is an event or a series of events, not a psy-
chiatric disorder. The view of sexual abuse as a trigger that
sets off an internal process in the child that surfaces as pre-
dictable behavioral and emotional symptoms does not have
an empirically based foundation. When sexual abuse is con-
ceptualized as a discrete clinical syndrome, evaluators may
inappropriately identify test data and symptoms to support
their identification and placement of a child in a fictional ho-
mogeneous group labeled “sexually abused children”
(Kuehnle, 1998b). Unlike symptom patterns of psychiatric
disorders, the potential symptoms that sexually abused chil-
dren may exhibit vary significantly (Kendall-Tackett,
Williams, & Finkelhor, 1993; Kuehnle, 1998a). The broad
range of behaviors exhibited by child victims is associated
with personality differences, personal interpretation of the
event, identity of the perpetrator, characteristics of the sexual
acts, co-occurring forms of family violence, family stability,
and the parents’ response following disclosure.

Patterns of Normative Behavior

If the manifestation of specific behaviors is to be addressed in
the identification of children who have experienced sexual
abuse, the rate at which these specific behaviors appear in a
nonsexually abused group also must be considered. One in-
formation source is Achenbach’s (1991) Child Behavior
Checklist normative data on 1,300 children from the general
population. These data indicate that behavior problems are a
part of normal children’s development, with high percentages
of preschool- and elementary school-age children in the gen-
eral population exhibiting problems such as nightmares,
sudden changes in mood, poor concentration, fearfulness,
disobedience, and temper tantrums. Throughout children’s
development, major types of anxieties arise, including fears
of injury, parental separation, being alone, robbers, and imag-
inary creatures (Reed, Carter, & Miller, 1992).

A range of sexual behaviors is demonstrated by children
within the general population, including (a) penile and cli-
toral erections by fetuses in utero; (b) masturbation to orgasm
by children 8 months of age and older; (c) frequent massag-
ing of genitals and rubbing bodies against furniture, toys, and
other objects by infants and toddlers (see Kelley & Byrne,
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1992); (d) comparing one’s body and touching other chil-
dren’s bodies by preschoolers; and (e) playing games that in-
volve sexual exposure by school-age children (Freidrich,
1998). The most commonly occurring sexual behaviors ob-
served by preschool teachers include limited looking at and
touching by preschoolers of each other’s genitals, simulated
sexual intercourse, and drawing genitalia (Davies, Glaser, &
Kossoff, 2000). Conversely, children inserting anything into
another child or engaging in oral-genital contact is rarely ob-
served. Retrospective research conducted by Ryan and her
colleagues suggests that presumably nonsexually abused pre-
pubescent children engage in a wide range of sexual behav-
iors with peers (Ryan, Miyoshi, & Krugman, 1988, cited in
Ryan, 2000). Prior to age 12 years, these behaviors rarely
(fewer than 5%) involve more intrusive sexual acts (i.e.,
oral/genital contact, penetration during mutual masturbation,
vaginal penetration, and anal penetration). Other research,
using parent observation compared to teacher observation in-
dicates a lower occurrence of all types of sexual behaviors
in presumably nonsexually abused children under the age of
12 years (Fitzpatrick, Deehan, & Jennings, 1995; Friedrich
et al., 1992).

Symptoms Demonstrated by Sexually Abused Children

A review of 45 studies by Kendall-Tackett et al. (1993) found
that sexually abused children show more emotional and be-
havioral symptoms than nonsexually abused children, with
abuse accounting for 15% to 45% of the variance. However,
sexually abused children do not show a higher symptom pat-
tern or occurrence of Posttraumatic Stress Disorder (PTSD)
than physically abused and nonmaltreated psychiatrically
hospitalized children (Deblinger, McLeer, Atkins, Ralphe, &
Foa, 1989). Children who experience multiple types of mal-
treatment (e.g., physical and sexual abuse) demonstrate in-
creased risk for long-term psychological problems compared
to children who have experienced only one type of abuse
(Shipman, Rossman, & West, 1999). Consistent with research
findings on the biological effects of prolonged stress, children
experiencing multiple forms of maltreatment show psycho-
biological effects, including dysregulated cortisol, elevated
catecholamine levels, and indications of immunilogical prob-
lems (see Trickett & Putnam, 1998). Interestingly, children
victimized by other children manifest emotional and behav-
ioral problems that are not significantly different from those
symptoms exhibited by children sexually abused by adults
(Shaw, Lewis, Loeb, Rosado, & Rodriguez, 2000).

Over the past decade, researchers have started to shift the
focus from a view that all child sexual abuse victims manifest
adjustment problems, to the identification of factors that may
vary the experience of sexual abuse. Because a substantial

percentage of sexually abused children (21% to 49%) are
asymptomatic, with only 10% to 25% showing increased
symptoms over a two-year postabuse period (Kendall-
Tackett et al., 1993), factors that may ameliorate or exacer-
bate the impact of abuse on the child are under investigation
(Mannarino & Cohen, 1996; Masten, Best, & Garmezy,
1990). Preliminary evidence indicates that sexually abused
children’s postabuse functioning is related to external and in-
ternal factors, such as the manner in which the abuse is dis-
closed, the abuse experience, social supports, and coping
strategies. Nagel and her colleagues found that children who
intentionally disclosed their abuse, compared to those whose
disclosure was unintentional, reported more anxiety and
coping problems at a one-year follow-up (Nagel, Putnam,
Noll, & Trickett, 1997). Other researchers have found that
children who are abused by fathers and experience abuse that
includes intercourse and physical violence have the poorest
long-term outcome (Browne & Finkelhor, 1986; Wyatt &
Newcomb, 1990).

Further research has shown that only a modest amount of
outcome variability appears to be directly attributable to
characteristics of the specific abuse incidents because other
intervening variables are powerful mediators of outcome.
The strongest of these mediators are social support and
coping strategies (Everson, Hunter, Runyan, Edelsohn, &
Coulter, 1989; Runtz & Schallow, 1997; Spaccarelli, 1994).
Preliminary findings support a mediational model in which
coping strategies play a role in the transition from abuse and
abuse-related stresses to symptomatic outcomes (Chaffin,
Wherry, & Dykman, 1997). There is robust evidence show-
ing that the more self-blaming the attributions and negative
perceptions held by the child, the greater the risk of long-term
negative outcomes (Mannarino, Cohen, & Berman, 1994).
Chaffin and his colleagues found each of four identified
coping strategies (i.e., avoidant, internalized, angry, and
active/social) had a unique set of abuse characteristics,
abuse-related environmental characteristics, and behavioral
symptoms associated with it. Fewer behavioral problems but
greater sexual anxieties were associated with the use of
avoidant coping strategies; increased guilt and PTSD hyper-
arousal symptoms were linked with internalized strategies;
and a wide range of behavior and emotional problems were
associated with anger strategies. The active/social coping
was the only strategy not associated with symptoms; how-
ever, neither was it associated with measured benefits.

Psychosexual problems are considered the strongest and
most specific effects and one of the most treatment-resistant
sequelae of sexual abuse (Cosentino, Meyer-Bahlburg,
Alpert, Weinberg, & Gaines, 1995; Finkelhor & Berliner,
1995; Friedrich, 1998). In a normative study of over 2,000
subjects, Friedrich (1998) found sexual abuse was the best
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predictor of sexual acting-out and sexually precocious behav-
ior. Family sexuality, involving the child’s recurrent visual
exposure to sexual material and activity, was the second
best predictor. Some studies report low maternal support as-
sociated with higher levels of female victims’ sexually inap-
propriate behaviors (Leifer, Shapiro, & Kassem, 1993).
There also may be a “dose” effect, with unusually high levels
of sexualized behaviors in children linked to more intrusive
sexual abuse, force or threats of harm, and a greater number
of abusers (Friedrich et al., 1992; Friedrich, Urquiza, &
Beilke, 1986).

Preliminary findings also show links among different
types of deviant sexual behaviors, factors within the family,
and factors embedded within the abuse. Hall, Mathews, and
Pearce (1998) found four variables to emerge as the most pre-
dictive of whether a sexually abused child would sexually act
out with others: (a) sexual arousal during the sexual abuse,
(b) the perpetrator’s use of sadism during the abuse, (c) a his-
tory of physical abuse, and (d) a history of emotional abuse.
Other abuse-specific variables related to children’s sexual be-
havior problems were (a) being groomed by the perpetrator,
(b) watching the perpetrator in sexual acts, and (c) being ac-
tively involved in the sexual abuse. However, in contrast to
previous research (Browne & Finkelhor, 1986; Wyatt &
Newcomb, 1990), physical intrusiveness of the sexual acts,
the duration of the abuse, and the child’s relationship to the
offender were not related to victim’s psychosexual problems.
Furthermore, whereas sexual arousal during abuse was asso-
ciated both with children whose sexually deviant behavior
was solely self-focused and children whose sexualized be-
havior was directed toward others, experience of sexual
sadism was associated only with the latter group of children.
Although significant variability (i.e., 7% to 90%) in numbers
of children exhibiting aberrant sexualized behaviors are
found in the literature (Kendall-Tackett et al., 1993), this
variability may be partially accounted for by the method-
ological weaknesses impacting this research, including con-
founded variables and inconsistency in the definitions of
sexual behavior problems (see Briere, 1992).

Child Sexual Abuse Accommodation Syndrome

Based on his clinical observations, Summitt (1983) sug-
gested that sexual exploitation of children has consistent,
predictable, and deleterious effects, purporting that a set of
five symptoms and behaviors consistently occur together
(i.e., secrecy, helplessness, accommodation, delayed uncon-
vincing disclosure, and retraction) following the sexual abuse
of a child. He coined the term “child sexual abuse accommo-
dation syndrome” (CSAAS) to describe this pattern of symp-
toms. Although Summitt (1992) never intended CSAAS to be

used as a diagnostic tool, some professionals have used it to
argue that when an alleged child victim exhibits these symp-
toms, the occurrence of sexual abuse can be determined. The
CSAAS symptom pattern has not been supported by re-
search, however. As noted by Chaffin et al. (1997), sexual
abuse is not an experience leading in some simple and direct
manner to a single symptom or syndrome.

Legal Aspects

In child sexual abuse cases, behavioral syndrome testimony
is highly controversial, and appellate court decisions on its
admissibility have been contradictory. Mason’s (1998) re-
view of 122 appellate court decisions between 1980 and
1990 revealed that the characteristics specified as indicators
of child sexual abuse by expert witnesses in these cases
varied widely, demonstrated a number of critical contradic-
tions, and produced an imprecise behavioral profile. Al-
though some courts have allowed testimony on various
permeations of child sexual abuse syndrome, other courts
have disallowed such testimony. Courts have been divided
on whether to specifically allow testimony on CSAAS
(Levine & Battistoni, 1991; Mason, 1995; Richardson, Gins-
burg, Gatowski, & Dobbin, 1995). A number of cases involv-
ing CSAAS testimony have been overturned (e.g., Hadden v.
State, 1997; State v. Michaels, 1993).

As reported by Myers (1997a) CSAAS testimony primar-
ily has been admitted in criminal cases as rebuttal testimony
when the child’s behavior has been portrayed by the defense
as unrepresentative of an experience of sexual abuse (e.g.,
Davenport v. State, 1991). The most frequent use of this type
of CSAAS testimony is to explain factors such as delayed
disclosure (e.g., State v. Gokey, 1990), a child’s recantation
(e.g., People v. Gallow, 1991), or other behaviors exhibited
by the child that might lead a jury to doubt the evidence pre-
sented by the prosecutor (e.g., State v. Reser, 1989). This type
of testimony is most likely to be allowed if the expert indi-
cates that such behaviors are consistent with and could indi-
cate sexual abuse, while also acknowledging other possible
causes (e.g., State v. Roenfeldt, 1992). However, courts gen-
erally have not allowed CSAAS testimony to be introduced
by prosecutors to suggest that a child who displays these
symptoms is a victim of sexual abuse.

MEMORY

The survival of memories through long-term storage, the
influence of traumatic memories on later behavior, and the
recollection or repression of memories continue to be inves-
tigated. As noted by Howe (2000), within these three areas
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there exist science and pseudoscience, both of which may be
presented as fact in the legal arena.

Early Memory

Although scientific investigation indicates that some form of
immature memory is present in utero (DeCasper, Lecanuet,
Busnel, Granier-Deferre, & Maugeais, 1994), without current
technology to conduct more sophisticated research on fetus
memory, one cannot surmise that infants’ retention of prena-
tally exposed auditory stimuli for several hours after birth
“is equivalent to remembering one’s life events in utero”
(Howe & Courage, 1997a). Whereas 2-month-old infants
demonstrate little retention after three days (Greco, Rovee-
Collier, Hayne, Griesler, & Early, 1986), some meaningful
(i.e., causally organized) compared to nonmeaningful (i.e.,
randomly organized) event sequences can be remembered by
11- and 12-month-old infants for up to three months (Howe &
Courage, 1997b; Mandler & McDonough, 1995) and by 13- to
21-month-old toddlers for over eight months (Bauer, 1996;
Bauer, Hertsgaard, & Dow, 1994). Emerging research indi-
cates that unique, distinctive, and personally consequential
experiences, in contrast to whether the experiences were
positive or negative, are well remembered for periods of up to
six years during childhood (Conway, 1996; Fivush &
Schwartzmueller, 1998; Howe, 1997).

Impact of Stress on Memory

Current research findings are inconsistent regarding the im-
pact of stress on children’s memory (see Davies, 1993, for
review). Physiological and psychological stress trigger inte-
grated activity of the neural and neuroendocrine systems,
which may either create a failure to remember or enhance
memory (Gold & McCarty, 1995). Researchers continue to
argue over whether memories for traumatically stressful
events are processed in a substantially different way than for
nontraumatic stressful events (Alpert, 1995; Hembrooke &
Ceci, 1995; Howe, Courage, & Peterson, 1994; Whitfield,
1995). According to Howe (2000), memories for traumatic
events appear to adhere to the same principles as memories
for less salient events, and will endure to the extent that they
remain unique and distinctive against a background of other
experiences. Quas et al. (1999) also conclude that their re-
sults, in conjunction with other findings, “suggest that stress-
ful and traumatic memories tend to be governed by similar,
general age-related mechanisms that dictate whether early
childhood experiences will be remembered in the long term”
(p. 258). Van der Kolk and his colleagues propose a different
model, suggesting that when children are confronted with

trauma, they (a) are unable to process the information,
(b) employ the defense mechanism of dissociation, and
(c) compartmentalize the unintegrated memory, which con-
sists mainly of sensory perceptions and affective states (van
der Kolk & Fisler, 1995; van der Kolk & van der Hart, 1991).

Other models suggest physiological components associ-
ated with traumatic stress and memory problems (Bremner,
Krystal, Southwick, & Charney, 1995). Bremner and his col-
leagues propose that traumatic stress creates abnormalities in
the functioning of brain regions involved in memory, which
is revealed in lower left hippocampal volume in survivors of
child physical and sexual abuse. Currently, researchers con-
tinue to search for a clear understanding between stress and
memory and note that intensity and chronicity may not be
solely responsible for the impact of stress on memory
processes. Rather, these factors may interact with indi-
vidual differences (Cicchetti, Rogosch, Lynch, & Holt, 1993;
Goodman & Quas, 1997).

Development of Autobiographical Memory

Several theories exist regarding the development of auto-
biographical memory (i.e., memory accessible to conscious
recollection) and the discontinuation of infantile amnesia.
Sociolinguistic theory views autobiographical memory as
based on the development of sophisticated language-based
representational skills, which allow memories to be retained
and organized around a chronological life history (Fivush &
Schwartzmueller, 1998; Nelson, 1993). The language skills
necessary for autobiographical memory are thought to be in-
complete until the late preschool years. Conversely, other
theorists (Howe & Courage, 1997a) posit that a sense of self
is fundamental to the development of autobiographical mem-
ory and serves as a referent around which personally experi-
enced events can be organized in memory. Howe and
Courage note that what appears to assist memory is the
change in the personalization of the event: There is a shift
from a memory of an event that happened to an event that
happened to oneself. Although the cognitive self begins to
appear around 18 to 24 months of age, it may not be suf-
ficiently developed to support autobiographical encoding
until later.

There is little scientific support that memories from the
first two years of life can be consciously recollected later in
child- or adulthood as experiences that happened to oneself.
Although currently, there is no consensus about why early
memories are not recalled later in development, researchers
are generally suspicious of memories reported by older chil-
dren and adults that predate an individual’s third birthday.
Although there is preliminary evidence that children’s
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memories, compared to adults’ memories, may fade more
quickly, if events are personally significant and repeatedly re-
hearsed through questioning and cuing, such memories are
less likely to be lost (Hudson, 1990; see Melton et al., 1995).

Legal Aspects

The courts have been skeptical about whether young children
when testifying can be truthful and have the cognitive and
mental skills necessary to give reliable, trustworthy testi-
mony. Some state laws presume a child above a certain age is
competent and only require an inquiry into competency when
the child is under the specified age. However, many states
have now moved to eliminate the need for special procedures
to qualify a child witness. They have adopted the approach of
the Federal Rules of Evidence 601, according children the
same presumptive competence as other witnesses; proper
understanding rather than age is the basis of competency
(State v. Allen, 1994; State v. Stewart, 1994; State v. Pham,
1994). The legal test of a child’s competency in most juris-
dictions derives from Wheeler v. United States (1895), where
the U.S. Supreme Court upheld the testimonial competence
of a 5-year-old in a murder case. Based on this case, a child of
any age who possesses the following capacities may testify:
(a) appreciate the difference between truth and falsehoods;
(b) understand the obligation to tell the truth; (c) accurately
perceive and recall the events witnessed; and (d) relate facts
accurately (see Myers, 1997a). Thus, determining whether a
child is competent to testify must be based on objective facts,
rather than on the believability of the child’s allegation.

To justify a competency hearing, the Federal Victims of
Child Abuse Act (1990) requires a written motion and affi-
davit from the defense setting forth the reasons, apart from
the age of the child, for the hearing. The defense must use
age-appropriate questions, and questions must be related
solely to competency and not trial issues. The U.S. Supreme
Court, in Kentucky v. Stincer (1987), upheld the decision that
a defendant does not have a constitutional right to be present
at a competency hearing.

SUGGESTIBILITY

Because memory for experience is reconstructive, with auto-
biographical recall filtered through one’s current beliefs,
knowledge, expectations, and motivations (see Howe, 2000),
memory is subject to suggestibility and the construction of in-
accurate recollections (see Brainerd & Reyna, 1996; Bruck &
Ceci, 1995). Although true memories survive longer than
fictitious memories that are based on misinformation, false

memories survive across extended time intervals (Poole &
White, 1993). These findings have been obtained for
preschoolers as well as for older children (see Bruck, Ceci, &
Hembrooke, 1998).

Suggestibility generally refers to errors that arise when
children are exposed to information that is false or to social
pressures that encourage particular types of answers (Ceci &
Bruck, 1993). There is strong disagreement over the degree
to which young children are suggestible and the extent to
which their suggestibility may lead to false allegations of
sexual abuse. However, researchers are in agreement that if
adults do not do anything to usurp the memories of children
or pressure children for certain answers, even very young
preschool children can provide highly accurate accounts of
their prior experiences.

Children’s exposure to false information can interfere
with their source monitoring (i.e., the process of identifying
the origin of one’s knowledge). Source monitoring deficien-
cies entail difficulty in distinguishing between events that
happened and events one merely thought about or heard dis-
cussed. Young children are more likely than older children
and adults to have difficulty determining whether they have
obtained information from their own experiences or from
other sources (Poole & Lindsay, 1995). Children’s source
monitoring scores are found to predict suggestibility even
after individual differences in recall and acquiescence are sta-
tistically partialled out (Poole & Lindsay, 1997). Several re-
searchers have focused their efforts on the development of a
suggestibility scale to find a standardized tool to measure in-
dividual differences in suggestibility of preschool children
(Endres, Poggenpohl, & Erben, 1999; Scullin & Ceci, 2000).
Validation research continues to progress on these new tools.

Accuracy of Memories

Research on children’s disclosures of sexual abuse during in-
terviewing supports two competing perspectives: recounting
past events is enhanced by adult questions; and recounting
past events is interfered with by adult questions, especially
if the questioning introduces suggestive false information
(Snyder, Nathanson, & Saywitz, 1993). Research findings
consistently show that when certain conditions are met
(e.g., neutral interviewer, open-ended questioning, absence of
repeated suggestive interviewing, and no induction of a
motive for the child to make a false report), even very
young preschool-age children’s recall is highly accurate, al-
though limited in the number of details (Baker-Ward,
Gordon, Ornstein, Larus, & Clubb, 1993; Parker, Bahrick,
Lundy, Fivush, & Levitt, 1999). Research has consistently
demonstrated that although preschoolers generally recall less
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information than older children, the proportion of accurate
statements in the free recall reports of children does not vary
with age (Goodman, Hirschman, Hepps, & Rudy, 1991).
When children are asked open-ended questions, the informa-
tion narrated is usually accurate because their memory is
most likely to be based on their own experiences. However,
open-ended questions can elicit inaccurate reports if a child
has incorporated repeated misinformation into his or her
memory (Leichtman & Ceci, 1995).

External and Internal Variables

External interview factors, such as repetitious questioning
(see Fivush & Schwarzmueller, 1995; Poole & White, 1995),
the interviewer’s style (Carter, Bottoms, & Levine, 1996;
Goodman, Bottoms, Schwartz-Kenney, & Rudy, 1991;
Lepore & Sesco, 1994; Tobey & Goodman, 1992), and bias
(see Ceci & Bruck, 1995) are important factors that may in-
crease children’s suggestibility. When interviewers ask nu-
merous specific questions, and the format involves yes-no
question pairs (i.e., a yes-no question followed by a request
to describe the event: “Did Uncle Joe . . . ?”; “Tell me
about that”), children’s performance can be compromised
(Peterson & Bell, 1996; Peterson & Briggs, 1997; Poole &
Lindsay, 1995). Repeating closed-ended or specific questions
also tends to elicit inconsistency and speculation by children
(Poole & White, 1991, 1993). Further complicating the eval-
uation of children’s statements is the inaccuracy of inter-
viewers’ recollection of how information has been elicited
from the child. For example, mothers who interviewed their
4-year-old children about a structured play activity, which the
mothers did not observe, had difficulty recalling whether
their children’s statements were prompted or spontaneous
and whether specific utterances were spoken by themselves
or their children (Bruck, Ceci, & Francoeur, 1999).

Although researchers have made progress in identifying
external interview variables that are associated with chil-
dren’s suggestibility, less is understood about other external
factors and internal characteristics of children that create in-
dividual differences in children’s susceptibility to sug-
gestibility (Bruck, Ceci, & Melnyk, 1997; Eisen, Goodman,
Qin, & Davis, 1998). These less understood variables are
thought to include constitutional (e.g., temperament), social
(e.g., attachment), emotional (e.g., self-confidence), and
cognitive (e.g., language) factors. Significant correlations
between measurements of temperament (i.e., approach-
withdrawal and adaptability) and children’s memory for
stressful medical procedures have been found (Ornstein,
Sharpiro, Clubb, Follmer, & Baker-Ward, 1997). Preliminary
research further suggests a link between children’s secure

attachment (Elicker, Egland, & Sroufe, 1992) and good
parent-child communication (Clarke-Stewart, Thompson, &
Lepore, 1989) with resistance to suggestibility. Children of
parents characterized by a more dismissing avoidant attach-
ment style show heightened suggestibility and make more
commission errors to specific and misleading questions
(Goodman, Quas, Batterman-Faunce, Riddlesberger, & Kuhn,
1997; Quas et al., 1999). Further, children’s self-confidence is
inversely related to suggestibility, with high-confidence
children showing greater resistance to suggestibility (Vrij &
Bush, 1998).

The most robust internal factor associated with sug-
gestibility is the age and developmental level of the child.
Young preschoolers (i.e., ages 3 and 4) are most vulnerable
to suggestive interviewing, while 6- and 7-year-old children
show significant increases in resistance to misinforma-
tion (Ceci & Bruck, 1993). The age at which children reach
adult levels of resistance is debated, with some studies find-
ing children as young as 10 showing this level of resistance
(Saywitz & Dorado, 1998) and other research finding early
adolescence as the marker (Warren & Lane, 1995).

Areas of Research and Issues of Ecological Validity

Researchers have attempted to address the question of
children’s suggestibility through three primary classes of re-
search on children’s memories and vulnerabilities to mislead-
ing information (see Ceci, Crossman, Gilstrap, & Scullin,
1998). The primary areas of study on children’s memories,
which are identified as having ecological validity, involve
(a) real or imagined personal experiences not involving body
contact by another person, (b) events involving nongenital
body contact, and (c) events involving genital and other body
contact.

Research on children’s memories for real or imagined
personal experiences involves repeated presentations of
misinformation about events that have never occurred; this
misinformation is repeated across multiple interviews. The
fictitious events in these studies do not involve the child’s
physical contact by an adult. Findings suggest that when chil-
dren are repeatedly provided inaccurate information about
the occurrence of a fictitious event and instructed to think
about whether the event occurred, children are at increased
risk to report occurrence. For example, children ages 4 to 6
years were repeatedly presented with several real and ficti-
tious events and asked to think about whether the events had
occurred. The false events included experiences such as
whether the children had ever gotten their “finger caught in a
mousetrap and had to go to the hospital to get the trap off.”
Interviewer directions to the children were: “Think real hard,
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and tell me whether this ever happened to you.” False narra-
tives for at least one fictitious event were provided by more
than half of the children; one-fourth produced false accounts
for the majority of the fictitious events; and over one-fourth
of the false narrators refused to acknowledge that the ficti-
tious events had not really happened after they were de-
briefed (Ceci, Crotteau, Smith, & Loftus, 1994). In another
study, rather than simply directed to think about whether they
had ever experienced an event, children were told real and
fictitious events had happened to them. They were instructed:
“Make a picture of it in your head and think real hard about
each thing for a minute” (Ceci, Loftus, et al., 1994). The per-
centage of fictitious events that the children narrated remem-
bering increased from 29% at the first session to 43% at the
twelfth session.

Further investigations show that prior to misleading inter-
views, when children are presented misinformation that neg-
atively stereotypes an adult or offers a negative opinion, they
are at heightened risk to provide inaccurate information to
misleading questioning about the identified individual.
For example, 46% of the 3- and 4-year-old children who
were presented negative information about an individual
named Sam Stone provided inaccurate negative information
about this individual after four misleading interviews over a
10-week period (Leichtman & Ceci, 1995). In the combined
stereotyped information and suggestive interview group,
21% of the 3- and 4-year-olds and 11% of the 5- and 6-year-
olds continued to maintain that they saw Sam Stone do the
fictitious misdeeds even after their statements were chal-
lenged. In all experimental groups, the error rates of younger
children were significantly higher than the error rates of older
children. Further, the children who were not provided the
pre- or postevent misleading information were highly accu-
rate in their recounts of the identified event. In another study,
when the interviewer asked 4- to 6-year-old children several
misleading questions followed by accusatory statements
(e.g., “He wasn’t supposed to do that . . . that was bad”), the
children’s errors increased and they endorsed more biased
interviewer interpretations of the events (Lepore & Sesco,
1994).

Researchers have studied the effects of combining sugges-
tive questions with social pressures identified from inter-
views, such as those used in the McMartin Preschool case
(Garven, Wood, Malpass, & Shaw, 1998). These social pres-
sures include (a) other people (e.g., informing the child
that other children had already told); (b) positive conse-
quences (e.g., giving praise or approval); (c) negative con-
sequences (e.g., criticizing a child’s statement); (d) already
answered (e.g., repeating a question the child had already an-
swered); and (e) inviting speculation (e.g., telling the child to

speculate on what might have happened). Fifty-eight percent
of the 3- to 6-year-old children who experienced misleading
questions combined with social pressures made one or more
false reports. However, only 17% of the children who solely
experienced misleading questions (designed to induce false
allegations about an observed adult) made false reports after
a single interview occurring one week after the event. In a
follow-up article, Garven and her colleagues found a 35%
and 52% false claims rate for children who experienced mis-
leading questions combined with social pressures, in contrast
to 13% to 15% when only misleading questions were used
(Garven, Wood, Malpass, & Shaw, 2000). False claims in-
cluded that the adult had kissed the child on the nose or tick-
led the child’s tummy.

Researchers posit that children may be more resistant to
misleading information about an event if the event involves
the child’s own body (e.g., pediatric examinations). Research
on children’s memories for events involving body touch en-
tails repeated presentations of misinformation about events
that have involved the child’s physical contact by an adult.
When children are repeatedly provided misinformation about
who touched them, how they were touched, and what their re-
action to the touching had been, the length of delay between
the actual event and the misleading interview increases chil-
dren’s risk to provide inaccurate information. For example,
3- and 6-year-old children were interviewed immediately
after a pediatric examination, one week postexam, and three
weeks postexam (Baker-Ward et al., 1993). The younger the
child, the higher the number of omissions for factual details
to open-ended questions and the poorer the resistance to mis-
leading questions after a short time delay. At the three weeks
postexam interview, the number of errors (i.e., commissions
and omissions) increased for both age groups. However, both
age groups were resistant to misleading information about
the identity of the individual who performed their physical
examination.

In another study, incorporating a longer time delay,
5-year-old children were examined by a male pediatrician
and given a polio vaccine and a Diphtheria-Pertussis-Tetanus
inoculation (Bruck, Ceci, Francoeur, & Barr, 1995). The chil-
dren were immediately presented misleading information
and then interviewed one week later. Results indicated that
children’s reports were not significantly influenced by one
suggestive feedback intervention. However, following four
misleading interviews at one-year postvisit, 40% of the chil-
dren given misleading information made errors in their narra-
tions, including errors in the identity of the person who gave
them the shot (i.e., doctor or research assistant). In another
study, 3- to 7-year-old children were presented misleading in-
formation and immediately interviewed after their visit to a
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pediatric nurse for inoculations (Goodman, Hirschman, et al.,
1991). The children were reinterviewed one year later. When
immediately interviewed, older children were more accurate
than the younger children, and they made fewer omission and
commission errors. During the course of the year following
the visit, the amount of accurate information in the children’s
free recall declined for all ages. In the delayed interview,
children’s inaccuracy increased when they were asked spe-
cific questions and when presented with suggestions embed-
ded in misleading questions. These findings suggest that
when older preschool children actually experience a salient
event (pediatric examination) and are questioned a short time
after the event, even if provided one session of misleading in-
formation, they can be very accurate in their recall. However,
the younger the child or the longer the length of delay be-
tween the event and the suggestive questioning, the higher
the risk for providing inaccurate information.

Because children may be more resistant to being misled
about negative experiences related to sexual abuse activities,
researchers have sought out medical procedures that provide
the greatest ecological validity for addressing this question. A
number of researchers have attempted to address ecological
validity by studying children’s suggestibility following exam-
inations involving genital contact. For example, Eisen et al.
(1998) studied 3- to 5-year-olds, 6- to 10-year-olds, and 11-
to 15-year-olds hospitalized for a five-day abuse assessment.
All children received a medical checkup; an anogenital ex-
amination and swab for culture; and, on day 5, an interview,
which included misleading and other suggestive questioning.
Results showed that 3- to 4-year-olds made commission er-
rors when answering 40% of the misleading abuse-related
questions (e.g., “The doctor did not have any clothes on, did
he?”); however, these errors were made by only 21% of the
children. Six- to 10-year-old children made errors in answer-
ing 16% of the misleading abuse-related questions, and 11- to
15-year-olds erred on 9% of the abuse-related questions.
These findings support previous results, which show that the
younger the child, the greater his or her susceptibility to mis-
leading information. Unfortunately, this research fails to
demonstrate whether the sexual abuse experience increases
or decreases suggestibility to misleading abuse-related ques-
tions because the researchers’ results did not distinguish
among physically abused, sexually abused, and neglected
children.

The examination of memory following a stressful and
painful medical procedure, voiding cystourethrogram fluo-
roscopy (VCUG), has been the focus of several studies. This
procedure involves the child lying on an examination table
(some children must be strapped or held down), being
catheterized through the urethra, having the bladder

filled with a contrast medium, and the child instructed to
void. X-rays are taken throughout the VCUG. In one study,
3- and 6-year-old children administered a VCUG were inter-
viewed after one-, three-, and six-week delays (Merritt,
Ornstein, & Spicker, 1994). During the interviews, the chil-
dren demonstrated low omission and commission errors in
the identification of event features, suggesting that the
salience of the target event has an important impact on mem-
ory. However, younger age was again inversely related to in-
creased suggestibility. Goodman, Quas, et al. (1997) found
similar results in a study using the VCUG procedure, with
20% of the 3- to 4-year-old children assenting to misleading
abuse-related questions (e.g., “Did the doctor kiss you?”).

In one unique study, the long-term memory of 3- to 13-
year-old children was investigated for their earlier VCUG
experience (Quas et al., 1999). The memory interview was
divided into four sections: free recall, anatomically detailed
doll and props demonstration, direct questions, and false-
event questions. Interview delays of less than 36 months
were categorized as short delays (M � 24 months) and delays
of 36 months or longer were categorized as long delays (M �
51 months). During the interview, none of the nine children
who were 2 years old at the time of the VCUG provided in-
formation that showed a clear memory of the procedure. Half
of the 3-year-old children provided information that indi-
cated they had a clear memory of the procedure. By age 5, the
majority of children remembered their VCUG experience.
Age at VCUG predicted whether children remembered the
procedure and how much information they provided but not
the accuracy of their answers to direct questions. Compared
to children interviewed after delays of three years or more,
children interviewed after shorter delays provided a greater
amount of correct information. However, longer delays were
not associated with greater inaccuracies in children’s memo-
ries or with heightened suggestibility. Results on the asso-
ciation between children’s stress (e.g., fear and upset) and
accuracy of reports were mixed. The type of memory ques-
tion (e.g., free recall, misleading) and the point of measure-
ment of children’s emotional reactions (e.g., before, during,
after) may have different implications for memory. Regard-
ing suggestibility, almost half of the 40 children questioned
made some type of false affirmation that a fictitious event
(i.e., nose test) had occurred. Three- to 5-year-old children
scored significantly higher on the false report measures com-
pared to children over age 6.

Legal Aspects

Over the past decade, research on children’s memories
has been driven by issues raised in a number of legal cases
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receiving high media attention (e.g., State v. Fuster, 1985
[Country Walk]; State v. Kelly, 1991–1992 [Little Rascals];
State v. Michaels, 1988, 1993, 1994 [Wee Care]; State v.
Buckey, 1990 [McMartin]) regarding the accuracy and relia-
bility of children’s allegations of sexual abuse (see Ceci &
Bruck, 1995). Within the past decade, appellate courts have
overturned the convictions of a number of individuals ac-
cused of child sexual abuse (Commonwealth v. LeFave, 1998;
State v. Michaels, 1993) because evidence was largely based
on the testimony of children whose reliability was deter-
mined to be compromised by suggestive interviewing tech-
niques and improper expert testimony admitted at trial.
Submitted in the Michaels appeal was an amicus brief on
suggestibility (Bruck & Ceci, 1995) written by the Commit-
tee of Concerned Social Scientists and signed by 43 memory
researchers. In addition to the decision to reverse Michaels’s
conviction, the appellate court ruled that if the state de-
cided to retry Michaels, the trial judge should hold a pretrial
hearing to determine if the interviewing had so seriously
tainted the children’s memories that their out-of-court state-
ments and in-court testimony should be inadmissible at trial
(State v. Michaels, 1994). An appeal to the New Jersey
Supreme Court was filed and the appellate court decision was
upheld in favor of pretrial taint hearings (see Myers, 1997a,
for a review).

STRUCTURING THE INTERVIEW

The informativeness of interviews with child victims is strongly
influenced by the skill and expertise of the interviewers and . . .
skillful interviewers can make children into reliable and invalu-
able informants. (Lamb, Sternberg, & Esplin, 1998, p. 815)

When structuring an interview, the evaluator must consider a
range of hypotheses (see Kuehnle, 1996) and base his or her
interview strategies on an empirical foundation. The failure
to remain open to alternative hypotheses can pose serious
risks to producing scientifically sound conclusions (Dawes,
1991). For example, if the interviewer holds only one hy-
pothesis about an event, and the hypothesis is correct, it can
lead to high levels of accurate recall by young children; how-
ever, if the hypothesis is incorrect, it can lead to high levels of
inaccurate recall. In designing a sound interview, the evalua-
tor must consider five central factors that are found to
strongly affect children’s capacity as witnesses: (a) children’s
tendency to be reticent and generally uncommunicative with
unfamiliar adults; (b) children’s familiarity with being tested
by adults (e.g., “What is the name of this animal?”) but
lack of familiarity with adults treating them as sources of

information that are unknown by the adult; and, compared to
adults, children’s (c) poorer linguistic skills, (d) poorer mem-
ory for events, and (e) tendency to forget information more
quickly (Lamb, Sternberg, & Esplin, 1994). Furthermore, the
passage of time must also be considered, in that time can af-
fect both memory and suggestibility (Lamb et al., 1998).

There is consensus among researchers that audiotaping or
videotaping the interview is the most accurate method of
recording the specific questions and answers. Most research-
based guidelines and recommendations for interviewing al-
leged sexually abused children also form a consensus for the
structure and sequence of interview steps (American Profes-
sional Society on the Abuse of Children, 1996; Kuehnle,
1996; Lamb et al., 1994, 1996; Poole & Lamb, 1998;
Raskin & Yuille, 1989). These steps include: (a) development
of rapport, (b) assessment of the child’s ability to answer
questions and provide details, (c) identification of ground
rules for the interview, (d) interview practice on non-abuse-
related questions, (e) introduction of the sexual abuse topic
beginning with open-ended questions, and (f) interview clo-
sure. Despite these recommendations, many interviewers do
an inadequate job of building rapport or addressing the inter-
view ground rules (Lamb et al., 1996). Many also progress
prematurely to specific questions and rely heavily on specific
and yes-no questions (Warren, Woodall, Hunt, & Perry, 1996;
Wood, McClure, & Birch, 1996).

Building Rapport

When interviewing children, physical surroundings should
not be distracting or confusing. In developing rapport, the
goal is to build a comfortable and safe atmosphere that will
allow the child to talk openly and without fear of judgment or
criticism (Sattler, 1998). Although there is an absence of
research on the specific linkage of rapport to more com-
plete and accurate free recall, studies on interviewer style
indicate that condescending or disinterested interviewers ob-
tain increased inaccurate information from the children inter-
viewed (Geiselman, Saywitz, & Bornstein, 1991).

Development of rapport begins with introducing oneself
to the child and discussing neutral topics that are appropriate
for the child’s age. Interviewers should be relaxed, convey in-
terest in what the child has to say, and not dominate the con-
versation with questions (see Poole & Lamb, 1998). Specific
techniques for personalizing the interview and communicat-
ing empathy without suggesting to the child that the alleged
event has occurred include using the child’s name, giving the
child undivided attention, timing questions and comments
appropriately, and repeating the child’s last comment when
moving to a follow-up question (Fisher & Geiselman, 1992).
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In light of the problems with interviewers not fully develop-
ing or prematurely terminating this phase, Sternberg and her
colleagues (1997) developed a specific script for the rapport-
building phase of their interviews.

The presentation of treats or gifts to children preceding or
following a sexual abuse interview is controversial. Inter-
viewers who engage in this practice may be criticized and ac-
cused of manipulating children’s responses to questioning.
However, empirical data are not available to establish
whether providing children with candy, cookies, or toys en-
hances, interferes with, or has no effect on the accuracy or
completeness of their narrations. Empirical data are also ab-
sent on the facilitating or interfering effect of manipulatives
(e.g., paper, crayons, clay) used to assist the interviewer in
maintaining children’s alertness and attention to the forensic
interview.

Assessment of the Child’s Ability to Answer Questions
and Provide Details

To acquire the most accurate and developmentally detailed
information and to minimize the chance that the child will
impeach himself or herself, the evaluator must determine the
linguistic competency of the child. This determination rests
on developmental information obtained about the child, ob-
servation of the child, and knowledge of child development
research. It is generally accepted practice to acquire a devel-
opmental history before the interview rather than conduct a
blind interview (Hewitt, 1999). A developmental history is
helpful for the selection of appropriate interview procedures
and placement of the child’s answers in a developmental con-
text (Saywitz & Camparo, 1998). Knowledge of the child’s
developmental level may allow the evaluator to plan ahead
and structure some preliminary nonleading questions. Be-
cause misinformation provided to interviewers prior to an
interview can influence their questions and lead to increased
errors of commission by some children (White, Leichtman,
& Ceci, 1997), interviewers must be cautious in formulating
their questions.

There is little research to support that blind inter-
viewing eliminates leading questions. Although an inter-
viewer may be blind to the variables associated with the child
and alleged abuse, the interviewer may still ask inappropriate
questions due to a limited knowledge of the child’s develop-
mental needs and limitations. However, a thorough knowledge
of child development does not ensure that the evaluator,
whether blind or informed, will conduct an adequate interview.

Regardless of the court’s need for specific facts, chil-
dren should not be asked questions during the substantive
interview requiring answers of specific facts unless the child

is developmentally competent to do so. For example, young
children may provide inconsistent and inaccurate answers to
questions regarding frequency or point in time of an event be-
cause they lack the capacity to answer these questions. Prior
to 6- or 7-years of age, children cannot count events that are
abstract and do not have discrete boundaries (e.g., “How
many pieces of candy did you eat yesterday?” versus “How
many pieces of candy is this?”), and cannot determine that
something happened before or after something else (Saywitz,
1995). The evaluator needs to assess not only linguistic com-
petency but also the child’s linguistic style to frame questions
that match each child’s idiosyncratic use of language (e.g.,
penis, dick, pee pee) and to determine the child’s names for
the important people in his or her life. Prior to the age of 8,
children may confuse unfamiliar words with words that
sound familiar; prior to the age of 10, children have difficulty
reporting events in chronological order (Saywitz, 1995). To
assess whether children possess the skills necessary to an-
swer specific forensic interview questions such as dates,
times, locations, and physical descriptions, the evaluator can
ask the child to identify the current season, date, and time;
city and state where the child lives; and race, age, and height
of the evaluator (Saywitz & Camparo, 1998).

Although the use of anatomical drawings to prompt the la-
beling of body parts provides the interviewer with the child’s
words for these parts and functions, the timing of this inquiry
is debated. Interviewers who ask for genital labels early in the
interview can be criticized for suggesting sexual themes
(Poole & Lamb, 1998). It is argued that the use of sexual
words may direct the child’s conversation, and therefore,
drawings should be presented to the child only after a disclo-
sure. Currently, there is little research to show how risk of
false reports may increase with the use of these anatomical
props when children have been exposed to misinformation in
earlier interviews. One preliminary investigation found that
12% of 3- to 6-year-old child subjects falsely reported touch-
ing on their buttock, and 7.5% falsely reported touching of
their genitals when the interviewer pointed to the body
part and asked specifically about touching (Steward &
Steward, 1996). However, none of the children falsely re-
ported touching of their buttock or genitals when simply
shown an anatomical drawing and not verbally queried about
touching.

To document legal competence at the time of the interview
and to aid the court in future determinations of admissibility
of the interview evidence, children’s understanding of truth
and falsehood may be directly addressed during this phase of
the interview (Myers, 1998). To establish this competency,
children must demonstrate their understanding of truth and
lies through identification or definition of these concepts.
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Although it is not until the age of 10 that most children can
explain the difference between truth and lies, by age 4, chil-
dren can identify if a statement is truthful. Although most
4-year-olds know that a lie is wrong, they have more diffi-
culty identifying if a statement is a lie. It is not until age 7 that
most children can define the term “truth” (Lyon & Saywitz,
1999). Based on these developmental findings, the evaluator
should use identification questions (e.g., present interviewee
with a picture depicting two children with a car on the table
between them; one child says the object is a car, the other
child says the object is a horse, and the interviewee is asked
which child is telling the truth) rather than definition ques-
tions (“What does it mean to tell the truth?”) with children
under the age of 8.

Unfortunately, researchers have shown that children who
correctly answer truth/lie questions are not more accurate or
less suggestible than same-age peers who are unable to do so
(Huffman, Warren, & Frazier, 1997; Pipe & Wilson, 1994).
Therefore, truth/lie discussions may have limited value be-
cause children’s provision of inaccurate information is often
based on a misunderstanding of the questions or a failure in
their ability to grasp the source of their knowledge. Current
competency procedures do not address some of these primary
reasons why children misreport events (Poole & Lamb,
1998).

Establishment of the Ground Rules for the Interview

Because the forensic interview setting and tasks are complex
and unfamiliar, children may display comprehension prob-
lems based on the following assumptions and social behav-
iors: (a) Children assume that adults’ dialogue is sincere and
reliable; (b) children perceive adults to be trustworthy con-
versational partners who would not intentionally deceive
them; (c) children consider adults to be highly credible
sources of information who know more than they know;
and (d) children acquiesce to adults’ leading questions to
please, avoid anger, or protect themselves from humiliation
(Saywitz & Moan-Hardie, 1994). Prior to beginning the sub-
stantive segment of the interview, school-age children benefit
from instructions on ground rules that address these assump-
tions and social tendencies, including instructions to (a) tell
only what happened; (b) admit lack of knowledge rather than
guess; (c) remember that the interviewer was not present dur-
ing the event of focus; (d) correct the interviewer when he or
she misstates the facts; (e) not think they made a mistake if
the interviewer asks a question more than once; and (f) tell all
the details they can remember, even the ones that they think
are unimportant (Reed, 1996). Strategies for enhancing chil-
dren’s resistance to suggestibility are less effective with

preschool-age children, especially with children under the
age of 5 (Saywitz, Geiselman, & Bornstein, 1992).

Practice Interview on Non-Abuse-Related Questions

The purpose of the practice interview is to encourage the
child to volunteer elaborated narratives so that the inter-
viewer can minimize the use of specific queries when
questioning the child about the alleged abuse (Sternberg et
al., 1997). There are a number of experimentally derived
protocols that assist the interviewer in training children to
elaborate their narratives (Lamb et al., 1994; Saywitz &
Snyder, 1996; Saywitz, Snyder, & Lamphear, 1996; Saywitz,
Snyder, & Nathanson, 1999). The core components of these
protocols include instructing the interviewer to identify a re-
cent event that the child experienced and ask a sequence of
questions that probe for details, such as (a) “Think hard and
tell me what happened from the time you got up that morning
until [some incident that occurred that same day]”; (b) “Then
what happened?”; (c) “Tell me everything that happened after
[another event that occurred that same day]”; (d) “Tell me
more about [another incident mentioned by the child occur-
ring on that same day].” Children typically are instructed to
tell the interviewer details regarding everything they remem-
ber and to include things that they think may be unimportant
(Poole & Lamb, 1998).

A mnemonic device developed by Saywitz (1995;
Saywitz & Geiselman, 1998) in her protocol (narrative elab-
oration technique) involves presenting children with five
cards showing simple drawings representing categories of
participant, setting, action, conversation, and affective state.
With the cards as reminders, the child practices narrating de-
tails from each category when describing routine activities.
After practicing on nonabuse events, the child is asked to de-
scribe the event under investigation while using the cards as
mnemonic aides. Saywitz and Goodman (1996) found that
school-age children trained in this technique provided 53%
more accurate information in a free recall narrative of a past
nontraumatic event compared to children in the control
group, who received no training.

Introduction of the Sexual Abuse Topic through
Open-Ended Questions

The substantive part of the interview begins when the inter-
viewer transitions to the target topic. Poole and Lamb (1998)
suggest using a transition statement, such as “Now that I
know you a little better, it’s time to talk about the reason that
you are here today. Tell me the reason you came to talk to me
today” (p. 134). The goal is to introduce the subject of abuse
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without verbalizing the allegation to the child, naming a par-
ticular suspect, projecting adult judgments onto the alleged
event, or implying that the child has been harmed (Pence &
Wilson, 1994). In a study by Sternberg et al. (1997), 96% of
alleged victims of child sexual abuse who had previously dis-
closed their abuse to someone other than a child protection
investigator disclosed their abuse to an investigator when
asked the following prompt: “Now that we know each other a
little better I want to talk about the reason you are here today.
I understand that something may have happened to you.
Please tell me everything that happened, every detail from
the very beginning to the very end” (p. 1146). These children
had been previously trained in answering open-ended ques-
tions to non-abuse-related questions.

When asked open-ended questions, children’s accounts
may be very brief and not produce sufficient information on
which the evaluator can draw conclusions regarding the alle-
gation of sexual abuse. As a result, the interviewer may intro-
duce more focused questions. However, as noted by Poole
and Lindsay (1998), children’s accuracy declines as ques-
tioning moves from free recall (e.g., “Please tell me every-
thing that happened, every detail from the very beginning to
the very end”) to more focused questions (e.g., “Tell me what
the room looked like”), to questions about a specific detail
(e.g., “What color was the bedspread?”), or to questions that
offer the child limited options (e.g., yes-no, multiple choice).

Lamb, Hershkowitz, Sternberg, Epslin, et al. (1996) found
that child protection investigators who were not trained in the
open-ended interview methods yielded an average of six de-
tails to the investigator’s first invitation for substantive
information. After training, these same child protection in-
vestigators’ first substantive question yielded an average of
91 details from the children in the open-ended introduction
condition (Sternberg et al., 1997). However, Sternberg and
her colleagues also found that after the trained interviewers
posed their first open-ended substantive question, they re-
verted back to more focused questions, suggesting the need
for the trainers to script further open-ended questions. These
findings are consistent with previous research showing that
interviewers seldom use the open-ended invitations recom-
mended (Lamb, Hershkowitz, Sternberg, Boat, & Everson,
1996; Warren et al., 1996).

Currently undergoing field-testing is a scripted interview
protocol developed by researchers at the National Institute
of Child Health and Human Development, which includes a
sequence of nine nonsubstantive and substantive phases.
This protocol uses the widely accepted funnel approach, in
which interviewers begin with open-ended questions, pro-
ceed to more direct questions with caution, and then move
the interview back to open-ended probes that again elicit

narrative information. Preliminary findings indicate that
child protection interviewers using the detailed protocol to
assist them, compared to investigators who improvise, re-
trieve more information using open-ended questions, con-
duct better-organized interviews, follow focused questions
with open-ended probes (pairings), and avoid more poten-
tially dangerous interview practices (Lamb et al., 1998).

Legal Decisions

Expert testimony on the credibility of the child victim has
been found to be reversible error by many state courts (e.g.,
State v. Harris, 1991; State v. Batangan, 1990) and the U.S.
Supreme Court (United States v. Azure, 1986). Testimony has
been disallowed because mental health professionals have no
specialized training in detecting the truthfulness of children.
However, in limited circumstances, when the defense opens
the door by questioning the credibility of the victim’s testi-
mony, credibility presented by the prosecution may be admit-
ted as rebuttal testimony in some jurisdictions (e.g., State v.
Bellotti, 1986).

The courts’ responses to whether the interviewer should be
blind as to the variables associated with the alleged victim
and the abuse event have been mixed. In one case (Idaho v.
Wright, 1990), a sexual abuse conviction was overturned on
the grounds that the physician who testified was provided in-
formation that created a “preconceived idea” of what the
child would disclose to him. In Idaho v. Wright, the U.S.
Supreme Court also engaged in its most extensive analysis of
factors to consider when evaluating whether hearsay state-
ments of an alleged child victim bear adequate indicators of
reliability to justify admission. Acceptable criteria of reli-
ability for hearsay exceptions are based on factors related to
the alleged victim, the disclosure, and the interview (cited in
National Center for the Prosecution of Child Abuse, 1993).
The alleged victim factors have included (a) child’s statements
were spontaneous (e.g., United States v. Ellis, 1991); (b) legal
competency of the child (e.g., State v. Oliver, 1991); (c) men-
tal state of the declarant (e.g., George v. State, 1991);
(d) motives of the declarant and witness to speak truthfully
(e.g., State v. Lanam, 1990); (e) no motive of the declarant or
witness to fabricate (e.g., Idaho v. Wright, 1990); (f) relation-
ship between the victim and the declarant (e.g., State v. Oliver,
1991); and (g) victim was reluctant to speak to men about the
incident (e.g., State v. Bellotti, 1986). Factors related to disclo-
sure include (a) statements were made immediately after the
incident (e.g., State v. Gill, 1990); and (b) the story was
unique and plausible and would not have been in the experi-
ence of the young victim (e.g., George v. State, 1991). Factors
related to the interview and the child’s behavior during the
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interview include (a) children were interviewed separately
(e.g., State v. Carver, 1986); (b) statements were not the prod-
ucts of extensive interrogation with leading questions (e.g.,
State v. Gill, 1990); (c) victim used age-appropriate terminol-
ogy (e.g., State v. Denning, 1991); (d) victim did not agree
with everything the questioner asked (e.g., United States v.
Ellis, 1991); and (e) victim’s testimony was consistent, or any
inconsistencies can be easily explained (e.g., Idaho v. Wright,
1990). As noted by Myers (1998), there are problems inherent
to applying lists of criteria to children who vary in cognitive
ability, personality, coping style, and personal experience (see
Kuehnle, 1996, for review of an indicator criteria approach to
evaluating allegations of sexual abuse).

Although the testimony of a sexual abuse victim is suffi-
cient to support conviction (e.g., Davis v. State, 1996), chil-
dren’s in-court testimony is an area of further concern for the
courts. Child hearsay statutes frequently require that the child
either testify at trial or be found to be “unavailable” to testify
before nontraditional hearsay evidence may be introduced.
Reasons for “unavailability” include (a) refusal to testify,
(b) lack of memory, (c) incapacity, (d) mental disability,
(e) physical illness, and (f) death (Myers, 1998). Some courts
have ruled unavailability to include the child’s inability to
communicate to a jury (e.g., State v. Giles, 1989) or experi-
encing trauma from testifying that would result in substantial,
long-term emotional or psychological harm (e.g., People v.
Newbrough, 1986; Thomas v. People, 1990).

There is concern about inflicting further psychological
harm on the child by subjecting him or her to the stress of re-
peating the experience of abuse in a courtroom with the al-
leged abuser present (Berliner & Barbieri, 1984). Several
strategies have been developed by different states to prevent
having a child testify in open court. One strategy developed
by the state courts and approved by the U.S. Supreme
Court is to introduce evidence through hearsay testimony by
a mental health professional, teacher, police officer, or child
protection investigator who repeats the out-of-court state-
ments. Certain hearsay statements made for purposes of
obtaining treatment or a diagnosis have been ruled to be suf-
ficiently reliable to be admitted into evidence (e.g., People v.
Meeboer, 1992; see Myers, 1997b). Although most court de-
cisions have involved patient-physician communication,
children’s statements to other mental health professionals
have been admitted if the basis supporting the exception (i.e.,
statement pertinent to diagnosis or treatment) is present (e.g.,
Morgan v. Foretich, 1988; McClain v. State, 1996). A child’s
videotaped statements may also be admissible under excep-
tions to the hearsay rule (see Myers, 1997a).

A second strategy to protect the child from testifying in
criminal court is to allow the closed-circuit testimony of the

child, with only the judge, defense attorney, and prosecuting
attorney present. This strategy was upheld in a 1990 U.S.
Supreme Court ruling that found closed-circuit testimony of
a child witness in a sexual abuse case did not deprive the de-
fendant of his 6th Amendment right to confront witnesses
against him (Craig v. Maryland, 1990). A third strategy is the
placement of a one-way screen in front of the defendant so
that the child cannot see the defendant while testifying. How-
ever, the U.S. Supreme Court overturned a guilty verdict in
an Iowa case using this strategy, ruling that the necessity of
protecting the victims of sexual abuse did not outweigh a de-
fendant’s 6th Amendment constitutional right to confront his
accusers face-to-face (Coy v. Iowa, 1988).

ASSESSMENT TOOLS

If assessment tools are used in the evaluation of sexual abuse,
a specific instrument should be used only if it can provide
validity that adds to the predictive accuracy of existing meth-
ods. This section covers the research on three of the most fre-
quently used tools: anatomical dolls, projective instruments,
and drawings.

Anatomical Dolls

Anatomical dolls have been widely used as an assessment
tool by professionals who evaluate child sexual abuse allega-
tions, despite the absence of uniform guidelines and standard-
ized procedures for their use (Conte, Sorenson, Fogarty, &
Rosa, 1991; Kendall-Tackett & Watson, 1992). Normative
and comparative research that has focused on nonsexually
abused and sexually abused children’s play with anatomical
dolls has been plagued with methodological problems
and produced inconsistent findings (Ceci & Bruck, 1993;
Koocher et al., 1995). When differences have been found in
the doll play of nonabused and sexually abused children, it is
undetermined whether they reflect abuse status, exposure to
previous questioning about sexual activity, or other family
circumstances (Poole & Lamb, 1998). For example, in one
study, 50% of the mothers of presumably nonsexually abused
children perceived their child to be more sexually focused
after a single interview with the anatomical dolls (Boat, Ever-
son, & Holland, 1990). There is robust data that children’s
play with anatomical dolls cannot be validly used as a com-
ponent in a sexual abuse evaluation because it does not pro-
vide validity that adds to the predictive accuracy of existing
methods (Wolfner, Faust, & Dawes, 1993).

There is disagreement among researchers regarding the
use of anatomical dolls to assist children in their narration of
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sexually abusive events. Some findings indicate that the
anatomical dolls do not enhance the narrations of children and
may even diminish the number of details reported (Lamb,
Hershkowitz, Sternberg, Boat, et al., 1996) or increase the
number of false statements elicited during children’s inter-
views (Bruck, Ceci, Francoeur, & Renick, 1995; DeLoache &
Marzolf, 1995; Steward & Steward, 1996). For example,
Bruck and her colleagues (1995) studied 3-year-old children’s
memory for a physical examination, with half of the children
also experiencing a genital examination. Errors of omission
were high, with 50% of the genitally examined children fail-
ing to indicate they were touched on their genitals when inter-
viewed. Although use of anatomical dolls did not reduce
errors of omission, it appeared to increase errors of commis-
sion, with 60% of children in both genital exam and nongeni-
tal exam groups falsely indicating genital insertions and using
the dolls in a sexualized manner. In contrast, anatomical dolls
paired with a directed question appeared to assist disclosures
of genital touching during a physical examination in slightly
older children (Saywitz, Goodman, Nicholas, & Moan, 1991).
Saywitz and her colleagues studied 5- and 7-year-old girls
who were either given a scoliosis examination or a medical ex-
amination, including an examination of the child’s genitals.
Results showed that to the free recall question “What did
the doctor do?”, only 22% of the genitally examined girls dis-
closed that they were touched on their vagina and 11%
disclosed that they were touched on their anus. Of the nongen-
itally examined girls, none falsely claimed to have been
touched in the genital area when asked free recall questions.
However, when the interviewer pointed to the vagina or anus
on the doll, 86% of genitally examined girls disclosed vaginal
touching to the interviewer’s direction question “Did the doc-
tor touch you here?” and 3% of the nongenitally examined
girls falsely claimed vaginal touch. Additionally, 69% of gen-
itally examined girls disclosed anal touching to the inter-
viewer’s direct question, and 6% of the nongenitally examined
girls falsely claimed anal touch. These research results suggest
that children who are touched on their genitals are at height-
ened risk not to disclose these events unless asked directly.
Moreover, although dolls may assist older children, younger
preschool-age children are at increased risk of making errors
of commission when asked to use anatomical dolls to describe
the genital touching they experienced. Poole and Lamb (1998)
caution interviewers to be aware that the gains they achieve by
using the dolls can easily be outweighed by questions regard-
ing the reliability of the children’s reports.

Projective Tests

Although some forensic evaluators maintain that pro-
jective techniques are useful for detecting child sexual abuse

(Oberlander, 1995), the validity of these techniques for distin-
guishing sexually abused from nonsexually abused children
has not been established (Lilienfeld, Wood, & Garb, 2000).
As would be expected, based on the symptom heterogeneity
and variability of individual personalities within the popula-
tion of sexually abused children, comparison research using
the Rorschach Comprehensive System or children’s drawings
(e.g., House-Tree-Person, Human Figure Drawing) to differ-
entiate sexually abused and nonsexually abused children have
reported inconsistent differences between these two groups
(Friedrich et al., 1992; Hibbard, Roghmann, & Hoekelman,
1987; Leifer, Shapiro, Martone, & Kassem, 1991; Palmer
et al., 2000; Shapiro, Leifer, Martone, & Kassem, 1990;
Sidun & Rosenthal, 1987; Zivney, Nash, & Hulsey, 1988).

Although West (1998) concluded from her meta-analysis
of 12 studies that projective techniques have the ability to
discriminate between sexually abused and nonsexually
abused children, there were major flaws in West’s analysis
and conclusions (Garb, Wood, & Nezworski, 2000a, 2000b).
In contrast to West’s findings, a meta-analysis of 47 studies
found the use of projective techniques for detecting child sex-
ual abuse to have little support (Lilienfeld et al., 2000).

Genitalia on Human Figures

The use of children’s drawings depicting humans with geni-
talia is endorsed by some professionals as having utility in
the identification of child sexual abuse victims (American
Academy of Child and Adolescent Psychiatry, 1997; Burgess
& Hartman, 1993). However, research indicates that genitalia
drawn on human figures is a low-frequency behavior and is
not found to be sensitive or specific to sexually abused chil-
dren (see Kuehnle, 1996, for a review). With the absence of
normative data, it is unknown what nonsexually abused and
sexually abused children generally draw when given these
drawing tasks. Furthermore, it is undetermined how ques-
tioning children about sexual abuse may influence their
drawings. Because allegations of sexual abuse prompt ques-
tions about sexuality, this type of questioning may influence
the content of both nonabused and abused children’s draw-
ings (Poole & Lamb, 1998).

Focused Drawings

The use of focused drawings has also been investigated as a
source of eliciting further details from children during their
interview. For example, following a verbal statement dis-
closing sexual abuse, the child is asked to draw a picture of
his or her abuse. Psychometric properties (e.g., reliability,
validity) are not pertinent because the evaluator does not in-
terpret the symbolic meaning of the drawing; rather, the
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child describes the drawing. Several studies have found that
when nonsexually abused children are asked to draw an
event they have recently experienced and to narrate their
drawings, older children (i.e., 5- to 10-year-olds) narrate sig-
nificantly more information when they draw compared to
their peers who do not draw (Butler, Gross, & Hayne, 1995;
Gross & Hayne, 1998, 1999). The error rates are also com-
parable for both drawers and nondrawers. However, the
drawing advantage is smaller for 3- and 4-year-olds, and in
another study, the advantage for 5- and 6-year-olds was not
replicated over a one year time delay (Salmon & Pipe,
2000). Further research is needed to determine whether there
is a greater benefit in using drawings of the event as prompts
for a narrative in comparison to nonsuggestive questioning.
Also unknown is the risk for increases in omission or com-
mission errors.

Legal Aspects

Current accepted practice in conducting evaluations of child
sexual abuse allegations is to avoid using the dolls or draw-
ings as a “test” for “diagnosing” sexual abuse (American Pro-
fessional Society on the Abuse of Children, 1996; Koocher
et al., 1995; Kuehnle, 1996). However, the courts have been
largely unwilling to use ethical norms when addressing the
threshold reliability requirements for expert testimony (see
Shuman & Greenberg, 1998). The  legal and professional dis-
putes regarding the types of testimony that may be offered on
direct and cross examination continue to be addressed by nu-
merous scholars (Berliner, 1998; Kovera & Borgida, 1998;
Myers, 1996).

SUMMARY

Academic and clinical professionals have yet to agree on ex-
actly what factors should be considered and how they should
be weighed when forming an opinion in a specific child sex-
ual abuse case. The event of sexual abuse interacts with a
complex matrix of personality and family factors, which elic-
its a wide variety of reactions rather than a syndrome or
group of predictable symptoms. Research is robust in show-
ing an association between children’s aberrant sexualized be-
havior and experiences of sexual abuse or exposure to a
highly sexualized environment; however, all other symptoms
and behaviors are nonspecific and consistent with a variety of
other disturbing life experiences and stressors.

Reliance on the presence or absence of specific state-
ment components to confirm or negate whether a child is a
victim of sexual abuse is also problematic. Developmental
limitations, personality factors, family and cultural contexts,

characteristics of the abuse, interviewing techniques, and
other factors may affect children’s narration of the abuse al-
legation. Furthermore, some children, especially those who
are very young, are susceptible to pre- and postevent sug-
gestions and misinformation. External variables, including
repetitious questioning and interviewer’s style and bias, may
increase children’s suggestibility, and internal factors such as
children’s temperament, attachment, and self-confidence also
appear to influence suggestibility.

Although there does not exist a single standardized inter-
view protocol consistently used by experts, there is agreement
regarding the components of a soundly structured interview.
The scientific community continues to work on the devel-
opment of interview protocols to increase the quantity and
quality of children’s narration of events when sexual abuse is
alleged.

The search for ways to accurately distinguish sexually
abused from nonsexually abused children has included exam-
ining the diagnostic potential of anatomical doll play, projec-
tive tests, and children’s drawings. Research has not found
these instruments or techniques to show specificity to sexual
abuse. Projective tools, including projective tests, drawing
tasks, and doll play, do not discriminate sexually abused from
nonsexually abused children. Children’s drawing of genitalia
has shown sensitivity to sexual abuse trauma, but these draw-
ings are not specific to trauma caused by sexual abuse.

When providing information to the legal system, the eval-
uator must be cautious and make statements that can be
supported by scientific data. In writing an evaluation or testi-
fying to whether abuse has occurred, experts may want to
take the approach of addressing the various possible explana-
tions for and the weight to be accorded to a child’s statements
and behaviors. This can be accomplished through the genera-
tion of multiple hypotheses (see Kuehnle, 1996), with factors
presented that both support and weaken a given hypothesis.
Using this approach, professionals are able to provide educa-
tion to the court about the complexity regarding the current
state of knowledge and each individual case.
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Throughout much of the twentieth century, legal and mental
health professionals have been searching for ways of dealing
with individuals who repeatedly commit sexual offenses. In
particular, those who offend against children have been
among the most feared, and often most despised, of preda-
tors. Their crimes are viewed as aberrant in the extreme, and
society has vacillated between treating them as criminals and
treating them as mental patients. In recent decades, intense
scrutiny has been focused on the adjudication and treatment
of sex offenders. During the 1990s, the sex offender popula-
tion increased faster than any other contingent of violent
criminals, with the exception of drug offenders (La Fond,
1998). This spurred legislatures in many jurisdictions to
authorize unique combinations of procedures under both
criminal and civil law. These included lengthy, mandatory
sentences for sex-related crimes, requirements that sex of-
fenders register with authorities following release from incar-
ceration, community notification when a sex offender moves
into a neighborhood, the imposition of lifelong periods of
probation, and the pursuit of civil commitment after prison
terms have expired (Bumby & Maddox, 1999).

Forensic psychologists are increasingly being called on to
evaluate sex offenders in both the civil and criminal arenas.
Evaluations typically focus on understanding the offender’s

psychopathology, establishing treatment and management
needs, and/or predicting the likelihood that the individual
will reoffend. This chapter begins by providing a legal and
historical context for these evaluations and proceeds to dis-
cuss issues of evaluating the sex offender’s mental abnormal-
ity and assessing and managing the risk for recidivism. It
concludes with some special attention to the pragmatic and
ethical issues of providing testimony about evaluation results
as well as future directions for psychologists involved in this
area of forensic assessment.

SEX OFFENDER STATUTES

Sexual Psychopath Laws

Early in the twentieth century, sex offenders were primarily
the object of blame and punishment rather than treatment
(Brakel & Cavanaugh, 2000). During the 1930s, society
began turning increasingly to the medical community in
search of explanations for criminality. In 1936, Dr. James
Pritchard coined the term “moral insanity” to refer to those
individuals who appeared to lack any well-formed con-
science, although otherwise seeming perfectly normal. If
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sexually deviant behavior was, in fact, a type of mental ill-
ness, it surely could be treated. In a rare show of consensus,
the medical community, the news media, and the anxious
public optimistically converged on the idea that these aberra-
tions could be diagnosed and treated by psychiatrists (Lieb,
Quinsey, & Berliner, 1998).

The first of the sexual psychopath laws, allowing for
the commitment of sexual offenders to treatment facilities,
was passed in Michigan in 1937. Although that particular
Michigan law was ultimately ruled unconstitutional by the
Michigan Supreme Court, it was followed quickly by similar
legislation in Illinois in 1938 and both California and
Minnesota in 1939. The Minnesota statute soon reached the
U.S. Supreme Court, where it was deemed constitutional.
The Justices ruled that the Minnesota law sufficiently nar-
rowed the class of persons to whom it could be applied to
those who demonstrated “an utter lack of power to control
their sexual impulses and . . . are likely to attack or otherwise
inflict injury, loss, pain, or other evil on the objects of their
uncontrolled or uncontrollable desires” (Minnesota ex rel
Pearson, 1940, p. 273).

Sexual psychopath statutes were considered to be enlight-
ened, scientific, and humane, and spread quickly throughout
the country. By the mid-1960s, 26 states had enacted such
legislation (Lieb et al., 1998). Jurisdictions varied widely in
regard to persons included in the scope of the statutes, some
limiting the law to the most violent rapists, others covering
nonviolent, noncontact offenders such as voyeurs. A few
states enacted laws aimed at postconviction commitments
and/or indeterminate sentences; however, most mandated
treatment programs in lieu of criminal incarceration. Many
statutes included some mechanism for transferring unsuitable
treatment candidates to prison settings. However, sex offend-
ers committed for treatment were usually released much
sooner than if they had received prison time (La Fond, 1998).
By the mid-1960s, California was sending the largest number
to treatment of any jurisdiction, committing approximately
800 per year (Brakel & Cavanaugh, 2000). Minnesota also
had an active program, committing about 15% of their poten-
tially eligible offenders from 1939 until 1969 (Janus, 2000).

By the late 1970s, the pendulum of public opinion was
clearly swinging. Citizens began losing faith in the efficacy
and inherent humanitarianism of psychiatric treatments for
offenders generally and for sex offenders in particular. By the
mid-1980s, opposition to the sexual psychopath statutes had
been voiced by the American Bar Association, the Group for
the Advancement of Psychiatry, and the President’s Commis-
sion on Mental Health (Brakel & Cavanaugh, 2000). Only
five states (Massachusetts, Nebraska, New Jersey, Oregon,

and Washington) were still applying these laws with any
frequency by 1985.

Registration and Community Notification

Along with the enactment of sexual psychopath laws, the
1930s saw the initiation of statutes requiring released sex of-
fenders to register with community law enforcement authori-
ties. Over the years, courts found this to be a reasonable
measure in the interest of protecting the public at the very
small expense to civil liberties (Lieb et al., 1998). In 1994,
the U.S. Congress passed the Jacob Wetterling Crimes
Against Children and Sexually Violent Offender Registration
Program, under which states were required to create a system
of registries for released sex offenders or risk forfeiting 10%
of their federal crime prevention funding. The law further
strengthened the registration program by mandating that reg-
istration continue for life, with addresses to be verified every
90 days. By the mid-1990s, all states had sex offender regis-
tration programs in place, with approximately 185,000 sex
offenders registered nationally (Lieb et al., 1998).

An additional step was taken by the state of Washington in
1990 with the enactment of the first community notification
statute. However, this practice was not widely used or publi-
cized until July 1994, when 7-year-old Megan Kanka was
brutally raped and murdered in her quiet New Jersey neigh-
borhood. Following the tragedy, it became known that the
perpetrator was a twice-convicted sex offender, living with
two other convicted sex offenders, across the street from the
Kanka family, unbeknownst to anyone in the neighborhood.
Approximately three months later, the New Jersey legislature
passed a community notification statute, which has become
known as “Megan’s Law.” In 1996, Congress amended the
Jacob Wetterling Act to include the major provisions of
“Megan’s Law.” This amendment mandated the states to re-
lease information relative to a released sex offender as
deemed necessary to protect the public.

Community notification acts have withstood legal chal-
lenges in both Washington and New Jersey with relatively
minor alterations. Studies to date of the effectiveness of
these laws are primarily composed of surveys of law enforce-
ment agencies and policymakers who generally report
great satisfaction but provide only anecdotal evidence as to
results (Zevitz, Crim, & Farkas, 2000). As yet, no hard data
exist demonstrating the effectiveness of community notifica-
tion laws in reducing recidivism (Quinsey, Harris, Rice, &
Cormier, 1998).

Critics of the notification laws decry the weakening of
civil liberties protections, arguing that the laws discourage
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sex offenders from seeking rehabilitation, create a false sense
of community security, waste funds that might otherwise be
devoted to treatment and prevention programs, and may lead
to vigilantism (Lieb et al., 1998). In one survey in which of-
fenders subject to notification were interviewed, Zevitz et al.
(2000) found that over half reported problems with exclusion
from residence, ostracism by neighbors and acquaintances,
threats and harassment, emotional harm to family members,
and loss of employment. However, a very small percentage
reported actual physical attacks. Verification with law en-
forcement agencies in Wisconsin, Washington, Oregon, and
New Jersey revealed that fewer than 1% of sex offenders sub-
ject to community notification reported subsequent physical
attack or property damage.

Sexually Violent Predator Statutes

In 1989, a particularly horrendous sex crime in the state of
Washington breathed new life into the idea of committing
violent sex offenders to treatment programs. Earl Shriner, a
repeat violent sex offender who had failed to qualify for
commitment under Washington’s sexual psychopath law,
raped a 7-year-old boy, cut off his penis, and left him to die.
Although amazingly, the child survived, broad publicity
regarding the brutality of the crime incensed the community
and motivated legislators to immediate action.

The next year, the state of Washington enacted the first of
a second generation of sex offender civil commitment
statutes. Known as sexually violent predator (SVP) statutes,
these laws differed from the earlier version in that commit-
ment was generally applied after a term of incarceration was
completed rather than in lieu of imprisonment. They also dif-
fered from more traditional civil commitment statutes in that
neither a serious mental illness nor a recent dangerous act
was a prerequisite. Whereas the usual civil commitment of
the mentally ill was short term and reviewed frequently, SVP
commitments were envisioned as long-term containment. In
many instances, nothing recognizable as treatment was in
place at the time of commitment (La Fond, 1998).

By the turn of the twenty-first century, 16 states had en-
acted SVP laws and 16 more had proposed legislation toward
this end (Janus & Walbek, 2000). Criteria for commitment
typically included a past course of harmful conduct, some
current “disorder” or “abnormality,” and a finding that future
risk is connected to that disorder or abnormality (Janus,
2000). Procedures for implementing the laws varied from
jurisdiction to jurisdiction. For example, Pennsylvania estab-
lished a Sexual Offender Assessment Board to decide which
cases would be pursued for commitment. Oregon and Texas

constructed their own Sex Offender Risk Assessment scales,
and Minnesota developed an actuarial device to measure
and compare levels of risk, the Minnesota Sex Offender
Screening Tool–Revised (MnSOST-R) (Epperson, Kaul, &
Hasselton, 1998), widely adopted in other areas of the
country. The Texas statute specifically requires testing for
psychopathy, and Texas enacted a law allowing for only out-
patient commitment.

Jurisdictions generally limited their commitments to a
small percentage of sexual offenders released from custody.
Statutes were intended to apply to the highest-risk offenders,
due in part to the high cost of these programs. Minnesota, for
example, estimated it cost approximately $100,000 per of-
fender simply to complete the court process. Figures from
various states on the cost of maintaining one offender in an
inpatient setting ranged from $60,000 to $128,000 per year
(Janus & Walbek, 2000). The vast majority of jurisdictions
screen out over 90% of their sex offender population from
consideration for commitment. Nonetheless, figures from the
fall of 1999 indicated that 630 sex offenders in the United
States resided in treatment facilities under SVP statutes
(Brakel & Cavanaugh, 2000).

In addition to civil commitment, states pursued other av-
enues to contain high-risk sex offenders. Arizona, for exam-
ple, developed a system of lifetime probation, covering a
much larger percentage of offenders than would qualify for
civil commitment. In 1997, California was the first state to
enact legislation requiring the administration of antiandrogen
medications to probated sex offenders, and several other
states followed (Lieb et al., 1998).

Kansas v. Hendricks

Early in the 1990s, constitutional challenges to SVP laws
began to mount, and those involved knew it was only a mat-
ter of time until one of them reached the U.S. Supreme Court.
In 1996, the Supreme Court granted certiorari in the case of
Kansas v. Hendricks and subsequently issued a final ruling in
June of 1997.

The Kansas act under challenge allowed for the postincar-
ceration civil commitment of “any person who has been con-
victed of or charged with a sexually violent offense and who
suffers from a mental abnormality or personality disorder
which makes the person likely to engage in the predatory acts
of sexual violence” (Kansas v. Hendricks, 1997, p. 2077).
Leroy Hendricks, the defendant, had a lengthy history of bru-
tally molesting children. He testified in court that he agreed
with his diagnosis of pedophilia and admitted that he contin-
ued to harbor sexual desires for children.
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The Court ruled on a number of legal issues relevant to
SVP statutes generally. They were persuaded that the statute
was, in fact, civil and not criminal and, therefore, did not
violate defendants’ due process rights. They also concluded
that it violated neither the double jeopardy nor ex post facto
clauses of the federal Constitution.

Of greatest significance to the forensic evaluator were po-
sitions taken by the Court regarding diagnoses and treatment
requirements. The ruling denied Hendricks’s contention that
some mental illness was a necessary prerequisite for civil
commitment and accepted, as sufficient, the Kansas require-
ment for a “mental abnormality” or “personality disorder.”
Writing for the majority, Justice Thomas stated:

Contrary to Hendricks’ assertion, the term “mental illness” is de-
void of any talismanic significance. Not only do “psychiatrists
disagree widely and frequently on what constitutes mental ill-
ness,” Ake v. Oklahoma, 470 U.S. 68 (1985), but the Court itself
has used a variety of expressions to describe the mental condi-
tion of those properly subject to civil confinement. (Kansas v.
Hendricks, 1997, p. 2080)

The Court went on to refute Hendricks’s contention that
treatment was an essential element in any civil commitment.
Justice Thomas wrote:

Accordingly, the Kansas court’s determination that the Act’s
“overriding concern” was the continued “segregation of sexually
violent offenders” is consistent with our conclusion that the Act
establishes civil proceedings, . . . especially when that concern is
coupled with the State’s ancillary goal of providing treatment
to those offenders, if such is possible. While we have upheld
civil commitment statutes that aim both to incapacitate and
to treat, . . . we have never held that the Constitution prevents
the State from civilly detaining those for whom no treatment
is available, but who nevertheless pose a danger to others.
(p. 2084)

THE ISSUE OF DIAGNOSIS

Who Can Be Civilly Committed?

For the past two centuries, our government has allowed per-
sons to be involuntarily committed to treatment facilities
either under parens patriae authority or under the auspices of
police power. Parens patriae commitments were generally
limited to those who were unable to make decisions for them-
selves or otherwise unable to care for their own basic needs.
Historically, such hospitalizations usually required some

combination of mental illness and treatment need. However,
the parens patriae model is rarely, if ever, applicable to
repeat sexual offenders.

The second type of commitment, that conducted under po-
lice power, also requires the presence of a mental disorder
and cannot be used simply as preventive detention (La Fond,
1998). Mental disorder is considered to be an essential limit-
ing and justifying factor (Janus, 2000). Over the past 50
years, courts often have sought some abnormality that would
result in the individual having impaired control over his or
her behavior. However, the nature of the disorder involved in
a police power commitment often is defined more in terms
of the danger posed than the precise nature of the mental
incapacity.

Legal versus Clinical Mental Disorder

Both legal and clinical scholars have noted that terminology
describing mental conditions means different things to legal
authorities than to mental health professionals (E. Campbell,
1990; Datz & MacCarthy, 1989; Gerard, 1987; A. Greenberg
& Bailey, 1994; Moore, 1984; Prentky & Burgess, 2000;
Schopp & Quattrocchi, 1995; Schopp & Sturgis, 1995;
Slovenko, 1984). When appearing in legal treatises, appella-
tions such as “mental disease” and “personality disorder” be-
come more statutory categories than clinical diagnoses.
Some mental health professionals contend that, when applied
to sex offenders, the term mental abnormality should sim-
ply refer to one of the paraphilias outlined in the Diagnos-
tic and Statistical Manual of Mental Disorders (DSM-IV;
American Psychiatric Association, 1994; see Becker &
Murphy, 1998). Others argue that it is the prerogative of the
trier of fact and not the clinician to determine which condi-
tions will form an adequate basis for commitment (Melton,
Petrila, Poythress, & Slobogin, 1997).

Some evaluators have attempted to tell the court directly
how a diagnostic term translates into a legal one, as in a re-
cent Kansas case regarding a sexual predator. Specifically,
the psychologist testified that exhibitionism alone would not
be enough to find an individual is a sexual predator under the
statute. However, in the psychologist’s opinion, the defen-
dant should be classified as a sexual predator due to his
combination of Antisocial Personality Disorder and exhibi-
tionism (In the Matter of the Care and Treatment of Michael
T. Crane, 2000).

Although most forensic psychologists are careful to allow
the courts to define statutory terms for themselves, courts
nonetheless rely heavily on mental health testimony in doing
so (Conroy, 2000), leading to conflicting results. One court
may rule that Antisocial Personality Disorder is not a mental
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disease or defect (U.S. v. Bilyk, 1994); another may reach
the opposite conclusion (Parrish v. Colorado, 1996). In lieu
of reviewing testimony, courts may review documents
published by professional organizations, most notably the
DSM-IV or DSM-IV-TR (American Psychiatric Association,
2000), in their search for explanations. In the case of U.S. v.
Murdoch (1996), one of the justices of the U.S. Ninth Circuit
consulted the DSM-IV directly and concluded that Personal-
ity Disorder Not Otherwise Specified “comports with the
general connotation of a ‘disease or defect’ in that it is neither
a temporary condition nor a chosen way of responding
but rather a systemic, impairing psychiatric abnormality”
(p. 480). Perhaps, as Friedland (1999) noted, “removing the
anchor of psychiatry in determining legal meaning all too
often leaves no viable alternative meaning” (p. 139).

Mental Abnormality or Personality Disorder

With the exception of a paraphilia or substance abuse disor-
der, a serious Axis I diagnosis in a sex offender is rare
(Barbaree & Marshall, 1998; Hanson & Bussiere, 1998).
The most common diagnoses are substance abuse, a para-
philia, or a personality disorder. These diagnoses are based
almost entirely on observable, quantifiable behavior. For ex-
ample, someone who is at least 16 years of age, has mo-
lested a child on more than one occasion over a six-month
period, and has experienced a resulting dysfunction or im-
pairment (e.g., incarceration) qualifies for the diagnosis of
pedophilia. It has been suggested that diagnoses such as this
are more psychosocial than biomedical (Winick, 1998).
Harris, Rice, and Quinsey (1998) contend that Antisocial
Personality Disorder is most accurately described as neither
a mental illness nor a mental disorder, but rather as a pattern
of aberrant behavior. The Kansas statute, upheld by the
Supreme Court in Hendricks, specifically recognized that
most SVPs have Antisocial Personality Disorder and are not
amenable to the treatment modalities used to treat mental
illness (Cornwell, 1998). During the court proceedings, the
state admitted that the defendant did not have any mental
illness.

Courts historically have had difficulty grappling with the
concept of personality disorder as presented by the mental
health community (Conroy, 2000). In the highly publicized
case of Foucha v. Louisiana (1992), the U.S. Supreme Court
appeared to decide that Antisocial Personality Disorder was
not a mental illness; however, the opinion was somewhat
murky and lacked extensive explanation. Subsequent deci-
sions, such as Hendricks, appear to reach differing conclu-
sions. Although much mental health testimony has been
recorded explaining the personality disorder construct, it has

generally failed to clarify the issue and, in some cases, has
obfuscated it.

A major part of the difficulty may arise from the propen-
sity to confuse a discriminative with a causative category
(Schopp, Scalora, & Pearce, 1999). A discriminative cate-
gory is merely a group of people who evidence a particular
behavior, whereas a causative category is a group of people
evidencing a behavior caused by a common factor. Simply
including personality disorders under the large umbrella of
mental disorders—the same umbrella that shades schizo-
phrenia, bipolar disorder, and dementia—may imply that
there is some definable entity, distinct from the behaviors
themselves, causing the individual to have symptoms (as in
certain viruses causing flu symptoms). However, to date, sci-
ence has identified no such entity.

Hendricks and the Issue of Control

Leading authorities in the field of risk assessment have ques-
tioned the necessity of considering psychopathology as cen-
tral to an evaluation of risk (Lieb et al., 1998). However, the
legal community has long relied on some type of “control in-
capacity” as the legitimizing principle in civil commitments
or other nonpunitive restrictions on individual liberties
(Janus, 2000). Specifically, in Kansas v. Hendricks (1997),
Justice Thomas wrote: “A finding of dangerousness, standing
alone, is ordinarily not a sufficient ground upon which to jus-
tify indefinite involuntary commitment” (p. 2080).

The U.S. Supreme Court found the Kansas SVP statute
constitutional precisely because of what they judged to be its
narrow focus. Commitment required some “factor,” beyond
simply the sexual offenses, that served to define and limit the
class of persons who may be committed and to justify dealing
with their behavior as something other than a criminal justice
matter. The Court went on to describe the obligatory “factor”
as an entity that must significantly impair the individual’s abil-
ity to exercise control over his or her behavior in some domain:

The Kansas Act is plainly of a kind with other civil commitment
statutes: It requires a finding of future dangerousness, and then
links that finding to the existence of a “mental abnormality” or
“personality disorder” that makes it difficult, if not impossible,
for the person to control his dangerous behavior. The precom-
mitment requirement of a “mental abnormality” or “personality
disorder” is consistent with the requirements of these other
statutes that we upheld in that it narrows the class of person eli-
gible for confinement to those who are unable to control their
dangerousness. (Kansas v. Hendricks, 1997, p. 2080)

Even the dissenting Justices conceded: “Hendricks’ abnor-
mality does not consist simply of a long course of antisocial
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behavior, but rather it includes a specific, serious, and highly
unusual inability to control his actions” (pp. 2088–2089). No
less than 17 times in Hendricks does the Court reiterate the
central importance of some factor that impairs volition. No
alternative paradigm is suggested.

In a subsequent test of the Kansas SVP statute, the Kansas
Supreme Court reinforced the requirement that volitional im-
pairment be proven. During an SVP commitment hearing, a
lower court judge had instructed the jury that the prosecution
need not prove the defendant could not control his behavior,
but only that his mental abnormality or personality disorder
made it more likely that he would reoffend. The Kansas
Supreme Court reversed and remanded, saying, “A commit-
ment under the Sexually Violent Predator Act is unconstitu-
tional absent a finding that a defendant suffers from a volitional
impairment rendering him or her dangerous beyond his or her
control” (In the Matter of the Care and Treatment of Michael T.
Crane, 2000, p. 286). The following year, the Arizona Court of
Appeals ruled the Arizona Sexually Violent Persons Act to be
unconstitutional because it did not require volitional impair-
ment as mandated by Hendricks (In re Leon G., 2001). The
U.S. Supreme Court heard the Crane case on appeal and ruled
that proof of some “lack of control” was necessary for a civil
commitment (Kansas v. Crane, 2002). However, many ques-
tions were left open, including a definition of “control” and the
degree to which control must be impaired. Given the continued
controversy on interpreting the role of volition, it is unlikely
this ruling will put the issue to rest.

The concern over impaired volitional abilities is not new;
in fact, it has been central to court rulings on the exercise of
police power in civil commitment hearings for the past 50
years (Janus, 1998). Beyond insisting on its importance, how-
ever, courts have provided little guidance as to what consti-
tutes volitional impairment. Nonetheless, attorneys seeking
testimony regarding a personality disorder in relation to sex-
ually violent predators clearly are seeking testimony about
some factor that would impair control (Schopp et al., 1999).

Given the vagueness of the legal conceptualization of im-
paired volition and the paucity of scientific evidence regard-
ing entities that would so impair an individual, it is doubtful
a forensic psychologist should or could testify with any de-
gree of clinical certainty that a diagnosis of personality dis-
order or paraphilia or even substance abuse would make it
impossible or nearly impossible for an individual to control
his or her behavior. Even the authors of the DSM-IV-TR
(2000) include the following caveat:

The fact that an individual’s presentation meets the criteria for a
DSM-IV diagnosis does not carry any necessary implication re-
garding the individual’s degree of control over the behaviors that

may be associated with the disorder. Even when diminished con-
trol over one’s behavior is a feature of the disorder, having the di-
agnosis in itself does not demonstrate that a particular individual
is (or was) unable to control his or her behavior at a particular
time. (p. xxxiii)

Perhaps a decision as to the impact of any mental abnormal-
ity or personality disorder on a person’s capacity to exercise
free will should rightfully be left to the trier of fact.

RISK ASSESSMENT OF SEX OFFENDERS

The assessment of risk and the prediction as to whether
a specific individual is apt to reoffend have been areas
fraught with controversy for many years. High rates of
“false-positive” predictions have been recorded even when
evaluators were attempting only to predict any criminal of-
fense and not that it be specifically violent or specifically
sexual. In 1983, the American Psychiatric Association sub-
mitted an amicus curiae brief to the U.S. Supreme Court in
the case of Barefoot v. Estelle, acknowledging that when
members of their organization made predictions about future
dangerousness, they were likely wrong two out of three
times. Not withstanding the evidence presented, the Justices
ruled that psychiatrists could continue to testify in this regard
because they were not always wrong, they were only wrong
most of the time.

Since the Barefoot case, a whole new generation of risk
assessment research has emerged, providing additional tools
to improve the accuracy of predictions. However, the advent
of SVP statutes has increased the difficulty faced by evalua-
tors. Most sex offender commitment laws focus only on re-
peat sexual offenses and not on criminal offenses in general
(Janus, 1997). Variables that predict general recidivism or
violent recidivism may not be applicable to prediction of
exclusively sexual reoffending (Hanson & Bussiere, 1998;
Hanson, Scott, & Steffy, 1995; Rice & Harris, 1997). There-
fore, the task becomes exceedingly complex and requires a
highly sophisticated knowledge of the research literature.

The Problems Associated with Clinical Prediction

The term “clinical prediction” is generally applied to an eval-
uation in which the clinician relies exclusively on very tradi-
tional methods combined with his or her own anecdotal
experience and clinical wisdom. This method may include in-
terviews, an assessment of clinical presentation, a review of
case files, and the application of broad testing batteries, not
specifically designed for the purpose at hand.
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As early as 1954, Meehl compared this type of prediction
with predictions made using actuarial methods and found it
to, be inferior. More recent studies, including large meta-
analyses, have confirmed his conclusion that actuarial ap-
proaches are generally more accurate than clinical judgment
(Grove & Meehl, 1996; Hanson & Bussiere, 1998; Janus &
Meehl, 1997; Mossman, 1994). Karl Hanson (1998) de-
scribed a meta-analysis of 10 studies (N � 1,453) in which
the predictive accuracy of clinical judgments regarding sex
offender recidivism yielded a correlation of r � .10. This was
small compared to even a single item from the record (prior
sexual offenses), which yielded a correlation of r � .19. One
of the problems identified by Hanson was clinicians’ reliance
on certain factors that research indicates are not predictive.
For example, commonly used clinical factors such as general
psychological maladjustment, low self-esteem, a history of
being sexually abused as a child, and denial of one’s offense
all yielded a correlation close to zero in regard to recidivism
(Hanson, 1998).

Despite evidence of its flaws, courts have largely contin-
ued to admit testimony from mental health professionals
about risk assessments based solely on clinical judgment.
(For a comprehensive discussion of this issue, see the chapter
by Meloy in this volume.) As a result, courts have been
schooled in numerous beliefs that do not stand up to scientific
scrutiny. For example, in surveying the judiciary, Bumby and
Maddox (1999) found that over two-thirds of judges believed
that one of the main reasons sex offenders abuse others is be-
cause they were sexually abused as children. Because the
courts have not always acted as effective gatekeepers in this
area, it becomes incumbent on the profession to carefully
scrutinize its own practices and to educate the court regarding
the science in the field.

The Use and Abuse of Sex Offender Profiles

Another belief commonly held in the community is the exis-
tence of a sex offender profile, that is, a set of clearly identi-
fiable characteristics of persons who commit sex crimes. Of
the judges surveyed by Bumby and Maddox (1999), 47.6%
believed mental health professionals had the ability to pre-
sent such a profile to the court.

It is not unusual for attorneys to ask whether the
Minnesota Multiphasic Personality Inventory-2 (MMPI-2)
profile of a specific defendant demonstrates that the person is
or is not a sex offender. In fact, research has not yielded a pro-
file specific to sex offenders, nor to any particular category of
such offenders. MMPI-2 profiles do not successfully differ-
entiate sex offenders from other criminal or mental health
populations (Becker & Murphy, 1998; Levin & Stava, 1987;

Murphy & Peters, 1992). Edens (2001) described a case in
which the PCL-R was used to support expert opinion that the
defendant was not a sex offender.

Data based on profiles of identified groups may prove use-
ful in researching personality constructs and in determining
whether an individual exhibits the symptoms of a certain psy-
chopathology. However, it is misleading to use such data to
establish that a particular individual has engaged in a specific
type of behavior. It is one thing to consider a defendant’s state
of mind at the time of a crime and quite another to establish
whether the person actually committed the crime in question.
The case of New Jersey v. Cavallo (1982) is illustrative of
this point. Two defendants were indicted for abduction,
sodomy, private lewdness, and rape. The defense proffered
the testimony of a psychiatrist, who proposed to testify that
defendant Cavallo simply did not have the traits of a rapist.
The testimony was excluded by the trial judge as more preju-
dicial than probative. On appeal, the Supreme Court of New
Jersey affirmed, stating:

that defendants have not met their burden of showing that the
scientific community generally accepts the existence of identifi-
able character traits common to rapists. They also have not
demonstrated that psychiatrists possess any special ability to dis-
cern whether an individual is likely to be a rapist. Until scientific
reliability of this type of evidence is established, it is not admis-
sible. (Monahan & Walker, 1998, p. 444)

In the intervening years, no sex offender classification sys-
tems or psychometric instruments for profiling sex offenders
have been developed (Prentky & Burgess, 2000). Federal
courts have continued to reaffirm that mental health experts
are not allowed to testify as to whether a defendant could
or could not have committed the crime at issue (U.S. v.
Robinson, 2000). Thus, it is incumbent on the forensic psy-
chologist to take great care not to imply that any personality
characteristics found are probative in establishing whether
any individual committed or did not commit a specific of-
fense or types of offenses.

The Rise of Actuarial Prediction

A growing awareness in the scientific community of the inad-
equacy of much information being given to the courts regard-
ing risk spurred a plethora of studies in recent decades aimed
at establishing solid actuarial predictors of recidivism. Re-
search specifically directed toward sex offenders generated
one of the largest bodies of data (Quinsey & Lalumiere,
1996). In addition to the investigation of individual risk fac-
tors, a number of instruments were developed that have
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shown promise on cross-validation (Rice & Harris, 1997).
Some prominent researchers argue that the science is suffi-
ciently developed to form the basis for social policy:

The quantitative information necessary to inform the debate
about civil commitment laws is thus readily available. We need
not be satisfied with an unsatisfactory answer to a primitive
question such as whether prediction “works” but, rather, what
ratio of hits to false alarms is desirable. The accuracy that actu-
arial instruments can achieve in predicting violent and sexual re-
cidivism is comparable to many other areas in which predictions
are commonly made, such as predicting hurricanes, and is more
than sufficient to make a large contribution to public safety.
(Lieb et al., 1998, p. 95)

The Highest Correlates of Sex Offender Recidivism

A number of individual factors have proven to correlate with
recidivism in sexual offenders across studies and over time,
and these have been especially helpful in identifying the
highest-risk offenders. Researchers have generally found that
variables predictive of sex offender recidivism are not identi-
cal to those predictive of other types of criminal reoffending
(Hanson & Bussiere, 1998; Rice & Harris, 1997).

History. One of the most consistent and robust predic-
tors of the propensity to reoffend is a history of criminal
offenses generally and sexual offenses in particular (Boer,
Wilson, Gauthier, & Hart, 1997; Epperson et al., 1998;
Hanson, 1998; Harris et al., 1998; Prentky, Knight, & Lee,
1997). If one’s predictions are to be limited to future sexual
crimes, a history of these specific crimes is most predictive
(Quinsey, Rice, & Harris, 1995). Within that history, an iden-
tifiable pattern of sexually deviant interests has been found to
be specifically related to sexual reoffending. Such interests
may be assessed using phallometric devices (Barbaree &
Marshall, 1989; Freund & Watson, 1991) or by examining
social histories for evidence of a wide array of victims, deviant
victim choices, and unusually deviant activities (Hanson,
1998; Lieb et al., 1998). In terms of victim choice, evidence of
deviance is generally defined as victims who are extrafamilial
or complete strangers, victims much younger than the perpe-
trator, and male victims (Hanson, 1998; Hanson & Bussiere,
1998; Harris et al., 1998; Quinsey & Maguire, 1986; Prentky
et al., 1997).

Treatment Compliance. A failure to cooperate with
law enforcement authorities or treatment providers may
be indicative of reoffense potential. For example, a history
of conditional release violation is included in four of the
more widely used actuarial instruments (Boer et al., 1997;

Epperson et al., 1998; Quinsey, Harris, et al., 1998). A history
of treatment refusal or withdrawal from treatment also corre-
lates with recidivism in a number of studies (Epperson et al.,
1998; Hanson, 1998; Hanson & Bussiere, 1998; Hanson &
Harris, 1998). This should not, however, be interpreted
simply as not receiving treatment increases risk; nor should
the conclusion be drawn that the treatment itself is effec-
tively curtailing further offenses. Rather, the data focus on re-
fusal to accept or withdrawing from treatment that is made
available.

Substance Abuse. The abuse of drugs or alcohol has
been found to be highly predictive of criminal recidivism in
general (Gendreau, Little, & Goggin, 1996). It has been in-
cluded in a number of actuarial instruments designed to as-
sess sex offender risk (Boer et al., 1997; Epperson et al.,
1998; Quinsey, Harris, et al., 1998). However, in what is
probably the largest meta-analysis of recidivism predictors in
sex offenders conducted to date, substance abuse was not
among the highest correlates (Hanson & Bussiere, 1998). To
determine whether substance abuse is a significant risk factor
in an individual case may require a careful examination of the
individual’s offenses. If the person’s pattern of aberrant be-
havior is somehow triggered by drugs or alcohol, such usage
would elevate risk. On the other hand, there are offenders
who commit sex crimes only when sober, despite a history of
alcoholism or drug abuse. In such cases, it would be difficult
to opine that the history of substance abuse in itself raises
their level of risk.

Psychopathology. In general, neither personality vari-
ables nor the major psychopathologies have been found to
predict risk in sex offenders. One exception is psychopathy,
that is, psychopathy as conceptualized by Cleckley (1941)
and Hare (1993), not what the DSM-IV-TR outlines as Anti-
social Personality Disorder (APD). APD is a much broader
construct, one that can be applied to the majority of individu-
als with a substantial criminal history. APD is primarily de-
fined in behavioral terms; psychopathy also requires an array
of personality traits, such as grandiosity, superficial charm,
egocentricity, insincerity, shallow affect, a lack of empathy,
and a propensity to manipulate other people.

As measured by the Psychopathy Checklist–Revised
(PCL-R; Hare, 1991), psychopathy has proven to be a partic-
ularly robust predictor of future violent behavior (Hart, 1998;
Hemphill, Hare, & Wong, 1998; Salekin, Rogers, & Sewell,
1996). In addition to general criminal behavior, it has also
been effective in predicting future sexual violence (Hanson,
1998; Hanson & Bussiere, 1998; Prentky et al., 1997). Some
states (e.g., Texas) formally require testing for psychopathy
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under their SVP commitment laws. One difficulty in using
psychopathy as a predictor of violence (sexual or otherwise)
is a misunderstanding on the part of the courts that it can be
equated with APD. Expert witnesses have on numerous occa-
sions reinforced this thinking by applying the empirical data
on psychopathy and risk to anyone who met the DSM-IV cri-
teria for APD (Hare, 1998; Ogloff & Lyon, 1998). This would
be an egregious error resulting in serious overprediction of
risk. In the prison system alone, up to 80% of the population
may qualify for a diagnosis of APD, but less than a third of
these individuals would meet the criteria for psychopathy
(Cunningham & Reidy, 1998).

Offense Type. Some differences have been found in
prediction of recidivism for child molesters versus rapists.
These have been significant enough for some authorities to
suggest developing different actuarial instruments for the two
groups (Lieb et al., 1998). In general, rapists are more crimi-
nally versatile. Although they may be at high risk for criminal
recidivism, it is difficult to predict whether their crime will be
sexual in nature (Quinsey, 1984). Child molesters, on the
other hand (particularly those with male victims), may be to-
tally focused on a single type of offense (Hanson & Bussiere,
1998). Even in the area of psychopathy, elevated PCL-R
scores are much more predictive for rapists than for child mo-
lesters (Rice & Harris, 1997). In evaluations of chronic child
molesters who have no other criminal record, it is relatively
rare to encounter PCL-R scores in the psychopathic range.
However, this does not mean that the offender does not pre-
sent a high risk to this very specific population.

Although significant and consistent across numerous
studies, the actual predictive value of each indicator alone is
relatively small. Hanson (1998) noted that correlation coeffi-
cients of the strongest single variables range from r � .11 to
r � .32. For such analysis to be of value, the psychologist
needs to examine an array of factors.

Static versus Dynamic Predictor Variables

Researchers have generally divided variables thought to be
predictive of future risk into two categories: static and dy-
namic (Bonta, Law, & Hanson, 1998; Hanson & Harris,
1998; Quinsey et al., 1995). Static variables are fixed and un-
changing (e.g., number of past offenses, age at first offense),
whereas dynamic variables may fluctuate or be amenable to
intervention (e.g., anger, availability of social support sys-
tems). Dynamic predictors are then further subdivided into
stable and acute. The more stable dynamic variables are those
that may change over time (e.g., deviant sexual preferences,
substance abuse), whereas acute dynamic variables may

change from day to day or moment to moment (e.g., sexual
arousal, drunkenness). To date, much of the research on sex
offender recidivism has focused primarily on static pre-
dictors. The major scales developed for this purpose are
composed almost entirely of static variables. Those dynamic
variables that have been investigated have been mainly very
stable ones, such as personality disorders and deviant sexual
preferences (Hanson & Harris, 1998).

Although the well-researched static variables (such as
number and type of victims and prior conditional release vio-
lations) can be very helpful in predicting long-term recidi-
vism potential, they tell us little about the imminence of risk,
nor are they useful in the measurement of change. Research
on static factors provides no guidance to the probation staff
attempting to predict when an offender is at greatest risk and
may warrant additional restrictions. Rather, clinicians are
seeking information about dynamic changes that may occur
during treatment that can be demonstrated to correlate with
reduced recidivism. Symptoms of traditional psychopathol-
ogy or limited ability to cope with stress may not predict
long-term risk, but it is entirely possible they may contribute
to an increased level of risk in the immediate future (Bonta
et al., 1998). A better understanding of these issues could
assist those monitoring offenders on an ongoing basis. Sug-
gestions for dynamic variables to be explored have included
intimacy deficits, attitudes tolerant of sexual offending, gen-
eral self-regulation, negative social influences, negative
mood, current substance abuse, anger control problems, and
victim access (Hanson & Harris, 1998; Seidman, Marshall,
Hudson, & Robertson, 1994).

Hanson and Harris (2000) have published preliminary
findings on a scale designed specifically to measure dynamic
variables and assess their relationship to risk of recidivism.
The Sex Offender Need Assessment Rating (SONAR) has
yielded some early positive results. It is composed of five
stable dynamic variables (intimacy deficits, negative social
influences, attitudes tolerant of sexual offending, sexual self-
regulation, and general self-regulation) and four more acute
markers (current substance abuse, negative mood, anger, and
victim access). Research thus far suggests that general self-
regulation (e.g., impulsivity, poor behavioral controls) may
be the strongest predictor, followed by sexual self-regulation,
attitudes tolerant of sexual offending, and negative social in-
fluences. Further analysis found the overall SONAR score to
be moderately accurate in distinguishing recidivists from
non-recidivists (Hanson & Harris, 2001).

Overall, sufficient data on static variables have been col-
lected and studies replicated to provide a solid basis on
which to formulate predictions of long-term risk. Dynamic
variables clearly play a crucial role in prediction and are
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particularly valuable in the day-to-day management of risk.
However, much more research in this area is needed before
definitive conclusions can be drawn.

Adjusting Actuarial Predictions

Given the poor track record of using clinical judgment alone
to conduct risk assessment, no authority in the field is likely
to recommend using it as the primary predictive tool. Some
suggest eliminating it altogether and relying solely on actuar-
ial formulas. Quinsey and his colleagues (Quinsey, Harris,
et al., 1998) have adamantly defended pure actuarial predic-
tion, saying that currently available actuarial methods are too
good to risk contaminating them with clinical judgments.
(See the chapter by Meloy in this volume for additional dis-
cussion of this topic.)

Others, however, have taken a more moderate position,
believing that applying clinical judgment to some degree is
unavoidable (Grove & Meehl, 1996; Hanson, 1998). They
argue that factors found to be empirically validated predictors
still account for only less than half the variance in most risk
assessments. Dynamic variables have not been well re-
searched, yet few would argue they are not significant. Issues
unique to a specific case may merit attention (e.g., a physical
disability, a direct threat, a unique social circumstance, a
major mental illness clearly related to past offenses). From
this perspective, actuarial predictions could act as screening
devices and serve to anchor the risk assessment. However,
in making adjustments, the clinician should establish com-
pelling reasons to do so and avoid the use of factors that have
been demonstrated insignificant as predictors.

Problems Establishing Base Rates

Most risk assessments begin by establishing a base rate
against which to compare the particular offender. If one is to
conclude that the individual is at low, moderate, high, or ex-
tremely high risk to reoffend, it is generally in comparison to
the base rates for reoffending in the particular category. How-
ever, this becomes a daunting task when considering sex
offenders. In a landmark review of the literature, Furby,
Weinrott, and Blackshaw (1989) found reported base rates
for sexual reoffending ranging from 0% to 50%. The general
public commonly believes that recidivism for sex offenders
approaches 100%. However, a review of Bureau of Justice
statistics from 1992, 1993, and 1995 indicates no higher rate
of parole violations than among other offenders (Heilbrun,
Nezu, Keeney, Chung, & Wasserman, 1998). Conservative
estimates, based on reconvictions over a five-year period, in-
dicate an overall recidivism rate for sex offenders of 13.4%,

with an 18.9% rate for rapists and 12.7% for child molesters
(Hanson & Bussiere, 1998).

The reasons for the wide range of base rates recorded in
the literature are complex and need to be kept in mind while
reviewing that literature (Prentky & Burgess, 2000). The very
term “sex offense” is imprecise, often used to refer only to of-
fenses with stranger victims (Lieb et al., 1998). However,
when incest offenses are included, the overall rate of reof-
fending is lower (Barbaree & Marshall, 1988). Some data in-
clude any reoffense by a sex offender in the recidivism rate;
others count only those offenses that are sexual. If only of-
fenses of a sexual nature are included, the rate is significantly
reduced, particularly for rapists, who are apt to be more crim-
inally versatile (Harris et al., 1998). Other statistics refer only
to violent offenses or only to contact offenses. A significant
number of offenses that involve sexual violations are sub-
sequently plea-bargained down to charges that make no
mention of sexual offending. The problem comes when at-
tempting to compare the various data sets.

Base rates for sexual offense recidivism may be predi-
cated on conviction for a new sexual offense, conviction for
any new offense, arrest for one or both, parole or probation
violation, or other reason to believe a reoffense has occurred.
Some argue that a conviction is the most solid event on which
to base the analysis. However, it is generally agreed that sex
offenses are grossly underreported (Furby et al., 1989). Past
research has demonstrated that chronic sex offenders fail to
be apprehended for a sizable proportion of their crimes
(Abel, Becker, Mittelman, Cunningham-Rathner, Rouleau, &
Murphy, 1987; Doren, 1998). Barbarbee and Marshall (1988)
estimate that the recidivism rate for sexual offenders is 2.5
times higher if unofficial sources of information are included.

The time frame on which a recidivism rate is based is es-
pecially critical when studying sex offenders. Most studies
are based on research that is time limited, resulting in the ma-
jority of follow-up periods being five years or less. However,
sex offenders tend to spread their aberrant activities over
longer periods of time than other offenders (Harris et al.,
1998). Sex offenders have been known to receive their first
new conviction 20 to 28 years after the original offense, and
a significant number reoffend after their first five years in the
community (Hanson, Steffey, & Gauthier, 1993). Rapists re-
offend more in the earlier years, resulting in a higher base
rate for rape if studies of five years or less are used (Doren,
1998). Prentky et al. (1997) suggest that, if long-term projec-
tions were made, the rate of recidivism for child molesters
would surpass that for rapists and be as high as 52%.

Finally, in examining the literature on base rates, it is
important to consider whether the investigator relied on
cumulative frequencies or survival analysis. Cumulative
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frequencies simply count the number of offenders who have
or have not recidivated as of a specific time. Survival analy-
sis, however, allows the researcher to consider the actual time
at risk or exposure time (Doren, 1998; Hanson, 1998; Prentky
et al., 1997). Given that some offenders will be reincarcerated
shortly after release and others will remain in the community
for a considerable period of time, survival analysis will yield
different base rates than will the more traditional cumulative
frequencies, and the two methods will not yield compara-
ble data.

Perhaps, then, it is impossible to agree on a base rate for
sexual reoffending, even if rapists, child molesters, and incest
offenders are considered separately. Even if a number were
established, it would be difficult to come to agreement on its
meaning. Therefore, great caution should be exercised in
quoting such base rates in the legal forum.

The Use of Forensic Specialty Instruments

Traditional psychological tests and test batteries often have
limited value in the forensic arena. They are not designed to
answer the specific questions posed by most courts and, thus,
may tempt the evaluator to overinterpret the profiles. They
also may yield a plethora of information not relevant to the
question at hand and risk unnecessary invasion of privacy.
Over the past decade, a number of forensic specialty instru-
ments (also called forensic assessment instruments or FAIs)
have been designed specifically to answer commonly posed
psycholegal questions. An array of measuring devices is now
available to address a variety of civil and criminal competen-
cies, criminal responsibility, and malingering. Instruments
have been developed to measure both violence risk generally
and sexual offense risk in particular.

The Development of Instruments to Assess Risk

Early efforts by the mental health community to scientifically
assess risk generally took the form of establishing base rates
for various diagnostic groups (Grisso & Appelbaum, 1992;
Swanson, Holzer, Ganju, & Jono, 1990). This was quickly
refined to looking at specific symptoms rather than broad
categories (Monahan & Steadman, 1994). Researchers recog-
nized that to make the most accurate predictions, it would be
necessary to examine variables outside the clinical arena. A
Canadian team began to examine data amassed over many
years at a secure facility housing violent, chronic offenders
(Harris, Rice, & Quinsey, 1993). The researchers considered
a wide variety of variables gleaned from the literature and
from personal experience and applied stepwise discriminant
analysis to determine which variables possessed the greatest

predictive power. The 12 variables that contributed most
to the equation were then weighted and formed into the orig-
inal Violence Prediction Scheme (Webster, Harris, Rice,
Cormier, & Quinsey, 1994). Although factors from the of-
fenders’ criminal histories were included, predictions made
from the instrument proved superior to predictions made
from history alone (Quinsey, Harris, et al., 1998).

Further refinements came in targeting specific groups of
offenders for prediction. Sex offenders were among the first
to inspire the development of separate instruments. Not all of
these were designed to be administered by clinicians. Rather,
several were constructed to be completed by case managers
and probation officers from information readily available in
most correctional files.

With more actuarial tools becoming available, it became
important to have an easily understood method of comparing
the various instruments for particular purposes. One of the
most valuable statistical tools for this purpose is the Receiver
Operating Characteristic curve (ROC; Mossman, 1994). Put
simply, the ROC of a specific predictor may range from 0.50
(indicating it is equivalent to chance) to 1.00 (indicating per-
fect prediction). The ROCs of the more valid instruments
currently in use are often in the 0.70 range, indicating that use
of the tool would result in a prediction significantly better
than chance but less than perfect. The ROC provides a simple
method of comparing one instrument with another. It is also
possible for a single instrument to have different ROCs for
different populations. For example, it might predict general
violent recidivism better than it predicts sexual reoffending in
particular. Finally, ROCs are particularly useful in domains
where accurate base rates are not available.

Specific Instruments for Use with Sex Offenders

As reviewed by Salekin et al. (1996), the instrument currently
demonstrating the strongest positive predictive power for
violent recidivism in general is the PCL-R. In the arena of
sexual offenses, it is a much stronger predictor of reoffending
for rapists than for child molesters (Rice & Harris, 1997). Its
use, however, requires not only clinical skill, but specialized
training. Many of the items on their surface appear very sub-
jective, and the developer emphasizes that all reliability data
were gathered with specially trained examiners (Hare, 1991).
Untrained examiners take the risk of presenting inaccurate
data to the court.

The Violence Risk Appraisal Guide (VRAG), the final
version of the Violence Prediction Scheme, was designed by
researchers in Ontario to assess violent offenders in an effort
to predict future risk (Quinsey, Harris, et al., 1998). It is
composed of 12 static variables, the single, most heavily
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weighted, being the PCL-R score. It should be emphasized
that the instrument was normed on a population of inmates
with a significant history of violence. Although it has been
used with sex offenders, it is a better predictor of violent
recidivism in general (ROC � .76) than of sexual reoffending
in particular (ROC � .62; Harris et al., 1998).

Based on studies applying the VRAG to sexual offenders,
the developers concluded that the sex offender population re-
quired a more specific instrument. Sexual deviance has
been demonstrated to be predictive of sexual reoffending
(Hanson & Bussiere, 1998), a factor not included on the
VRAG. The penile plethysmograph is designed to measure
physiological responses to deviant and nondeviant sexual
stimuli. A number of studies support its usefulness in identi-
fying high-risk pedophiles (Barbaree & Marshall, 1988;
Freund & Watson, 1991; Lalumiere & Harris, 1998). Evi-
dence suggests plethysmographic data can be particularly
strong predictors when combined with psychopathy (Rice,
Harris, & Quinsey, 1991; Serin, Mailloux, & Malcolm,
2001). With these factors in mind, the research group devel-
oped the Sex Offender Risk Appraisal Guide (SORAG). This
is a 14-variable actuarial device, which includes most of the
VRAG factors, but adds a plethysmographic assessment
(Quinsey, Harris, et al., 1998). Initial results appeared
promising. However, on cross-validation, the SORAG per-
formed only marginally better that the VRAG in predicting
sexual offender recidivism (Rice & Harris, 1997). Work is
still being done to refine the instrument.

One additional clinical tool in the armamentarium is the
Sexual Violence Risk-20 (SVR-20; Boer et al., 1997). It is
best characterized as a set of guidelines or a checklist rather
than an actuarial instrument. Although it is possible to calcu-
late an additive score, the number does not correspond to any
specific level of risk. The instrument encompasses 20 factors
in three domains: psychosocial adjustment, sexual offending,
and future plans. Rather than an application of statistical
equations, it is derived from a broad review of the profes-
sional literature and includes some dynamic as well as static
factors. A formal test manual is commercially available. A
number of the factors are consistent with those found on
other instruments and have strong support in the empirical lit-
erature (e.g., psychopathy, sexual deviance, past supervision
failures). However, others on the list (e.g., being the victim of
child abuse, denial/minimization of one’s offense) have not
been found to correlate strongly with recidivism (Hanson &
Bussiere, 1998).

Two of the most widely used sex offender risk assessment
measures are not clinical, do not require interviewing the de-
fendant, and are designed to be completed by case manage-
ment personnel. The Static 99, developed by Hanson and

Thornton (2000), is actually a refinement and combining of
two previous instruments, the Rapid Risk Assessment for
Sex Offense Recidivism (RRASOR) (Hanson, 1998) and
the Structured Anchored Clinical Judgment (SACJ-Min) (Gru-
bin, 1998). It is designed to measure long-term risk potential
and, true to its name, is composed of ten static variables, in-
cluding items such as number of prior sexual offenses, contacts
with male victims, and prior nonsexual assaults. The Min-
nesota Sex Offender Screening Tool– Revised (MnSOST-R) is
a similar device (Epperson et al., 1998), although it does in-
clude four variables the developers describe as institutional/
dynamic. These are institutional disciplinary record, substance
abuse treatment, sex offender treatment, and age at time of re-
lease. Users should note that the MnSOST-R is very different
from the original MnSOST and has much greater empirical
support.

Opinions as to the utility of these instruments and the wis-
dom of their use in clinical settings vary. Some consider them
to be only experimental, with such limited reliability and va-
lidity data as to meet neither ethical nor legal standards for use
in court (T. Campbell, 2000). Others argue that risk assess-
ments must be done and practitioners should contribute the
best information they have to assist the trier of fact (Boer et al.,
1997). While not unequivocal, on-going research has contin-
ued to demonstrate that the VRAG, SORAG, RRASOR, Static
99, and MnSOST-R provide data valuable to the conduct of
risk assessment both for sex offenders and general violent re-
cidivists (Barbaree, Seto, Langston, & Peacock, 2001). Surely,
caution and careful explanation are always the rule of thumb.

One important function of the currently available tech-
niques might be screening offenders into risk groups for fur-
ther assessment. Most states with active SVP programs are
invested in selecting the offenders who present the very high-
est level of risk to the community. No state currently commits
more than 15% of those potentially eligible (Epperson et al.,
1998). To accomplish the triaging task, most states use some
tiered level of risk rather than identifying specific crimes or
types of offenders. Current actuarial instruments can provide
a scientific foundation to this ranking process. Evidence sug-
gests they are most accurate at the very highest and lowest
levels of risk. For example, developers of the VRAG have
demonstrated that scores are linearly related to the likelihood
of recidivism (Quinsey, Harris, et al., 1998; Rice & Harris,
1997). They did this by dividing their sample of offenders
into nine groups based on VRAG scores (each group divided
by eight points). The overall ROC for prediction of violent
recidivism was .76. However, in a seven-year study, all of
those in the highest-scoring group reoffended and no one in
the lowest group did, suggesting that at the extreme ends pre-
dictions can be very accurate.
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Collateral Information Databases

Whether the evaluator is relying on a specific instrument or
examining individual risk factors, a solid base of collateral
information is essential to valid assessment. Offenders in
general, and sex offenders in particular (Barbaree, 1991),
often deny and minimize their offense conduct and should
not be relied on as the primary or sole source of information.
The PCL-R manual is extremely clear that ratings “should
NOT be made in the absence of adequate collateral informa-
tion” (Hare, 1991, p. 6). Some jurisdictions (e.g., Colorado,
Tennessee) have standards/guidelines to be followed by eval-
uators that may mandate examining specific pieces of collat-
eral information.

Sex offenders constitute a very heterogeneous group. An
adequate database needs to be broad in scope and multidisci-
plinary in nature. It must include general criminal history, in
addition to sexual offenses. It should extend to a variety of
functional domains, including sexual deviance, interpersonal
relationships, past treatment, and biological functioning (e.g.,
the possibility of neurological damage). It is not unusual for
attorneys, courts, and correctional agencies to misunderstand
what collateral information is needed and provide only
mental health records.

A starting point for record review is often the correctional
files. However, as many familiar with such documents can
attest, their quality and accuracy is quite variable. Details
contained in such files should be cross-referenced. It is also
possible that, unless otherwise specified, information pro-
vided in a case management report or progress report is simply
derived from an interview with the offender. Preincarceration
information is also essential. Sources for such data may in-
clude pre/postsentence investigations (PSIs), police reports,
victim statements, and reports from probation/parole officers.
Mental health records should include any treatment or evalu-
ation received, whether in an institution or in the community.
Given sufficient time and availability, interviews with
sources familiar with the offender can be enlightening.

Special Populations

Women

The population that is the focus of sexual predator evaluations
is primarily adult males, and research described in this chapter
deals almost exclusively with this group of offenders. Females
who perpetrate against children constitute a very small per-
centage of the sex offender population (Green & Kaplan,
1994). Only recently has the research community considered
women who perpetrate sexual abuse on children, and, to date,
only a handful of uncontrolled studies and case descriptions

have been produced (Grayston & DeLuca, 1999; Wakefield &
Underwager, 1991).Available data do suggest that female per-
petrators victimize children with whom they have an ongoing
relationship and for whom they are often a primary caregiver
(Rudin, Zalewski, & Bodmer-Turner, 1995). In contrast to
males, female sex offenders generally have an accomplice,
most commonly a male (Grayston & DeLuca, 1999; Solomon,
1992). In this relationship, they often take the role of passive
partner, observing and failing to intervene, as opposed to ac-
tively participating (Green & Kaplan, 1994). To date, no spe-
cific instruments have been validated to assess this population
and much more research is needed.

Juveniles

Recent studies have demonstrated that juvenile sex offenders
differ in significant ways from adults, and much of the re-
search on assessment of adults may not apply. It is difficult to
predict the potential for recidivism in this group, particularly
if one is trying to make a prediction stretching into adulthood.
More so than with adults, sexual offending among juveniles
may be part of a more pervasive pattern of delinquency.
Juvenile sex offenses may be more predictive of nonsexual
reoffending than of future sex crimes (Rasmussen, 1999).
Recent years have seen the development of an extensive liter-
ature on the etiology, assessment, and treatment of sexual of-
fending among adolescents (Becker & Hunter, 1997; Bourke
& Donohue, 1996; Marshall, 1996; Pithers & Gray, 1998).
The Joseph J. Peters Institute (JJPI)-Maine Juvenile Sex
Offender Assessment Protocol (JSOAP) is an actuarial instru-
ment currently under development to assess risk in juvenile
sex offenders prior to treatment and at the time of discharge
(Prentky, Harris, Frizzell, & Righthand, 2000). Initial studies
using the youth version of the PCL-R (PCL-YV) indicate that
psychopathy may have much the same implications for juve-
nile sex offenders as it does for adults (Gretton, McBride,
Hare, O’Shaughnessy, & Kumka, 2001). This can be particu-
larly significant when PCL-YV scores are used in conjunction
with results from testing with the penile plethysmograph.

The issues surrounding sexual offending among juveniles
are complex and merit discussion well beyond the scope
of the present chapter. The national Office of Juvenile Jus-
tice and Delinquency Prevention maintains a Web site
(www.ojjdp.ncjrs.org) that includes an extensive, and fre-
quently updated, bibliography of resources in this area.

Ethnic Minorities

There is always a concern about applying test instruments or
predictor variables across cultures without careful validation.
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In the case of specialty instruments to assess risk among
sex offenders, the majority (e.g., PCL-R, VRAG, SORAG,
Static 99) were originally developed in Canada, using pop-
ulations primarily White and male (Salekin et al., 1996).
The PCL-R is probably the most well-established of these
instruments, with a research base in Europe as well as
North America. Yet the database for African American and
Hispanic populations remains small. Cross-cultural research
has uncovered cultural differences in mean PCL-R scores as
well as prevalence rates (Cooke, 1996, 1998). However, on
the key variable of prediction of violent recidivism, the in-
strument appears to predict across cultures, although the
magnitude of the prediction may vary (Hemphill et al., 1998;
Kosson, Smith, & Newman, 1990). Less research is available
on the newer instruments specifically designed for the assess-
ment of sex offenders. Therefore, there is general agree-
ment that clinicians need to carefully access the relevant
database before selecting assessment strategies for minority
populations.

RISK MANAGEMENT WITH SEX OFFENDERS

Managing and reducing risk in any clinical population gener-
ally means assessing treatment needs. The lay public tends to
believe that providing some kind of therapy to a sex offender
will reduce the risk to the community, a belief shared by
many judges (Bumby & Maddox, 1999). Few comprehensive
studies have been conducted evaluating the actual impact of
sex offender treatment programs on subsequent recidivism.
The data that were collected and analyzed over the past 20
years tended to support the premise that treatment had a mod-
est, but positive effect (Hall, 1995). However, further analy-
sis of these data raised serious questions as to the validity of
this conclusion (McConaghy, 1999; Rice & Harris, 1997). It
is currently the general consensus among prominent re-
searchers that there is no solid evidence that any particular
treatment is effective in reducing overall sex offender re-
cidivism (Barbaree, 1999; Furby et al., 1989; Hanson &
Bussiere, 1998; Harris et al., 1998). As Prentky and Burgess
(2000) noted, “At the present time, the most informed and
dispassionate conclusion must be that we simply do not know
what percentage of the aggregated (highly heterogeneous)
population of sex offenders can return to a nonoffending
lifestyle through treatment” (p. 217).

Methodological Problems in Evaluating Treatment

One of the primary problems in demonstrating treatment
effectiveness is poor controls in those studies conducted. It

would be ethically questionable to randomly deny potentially
effective treatment to sex offenders who request it and then
release them to the community. Therefore, individuals who
refuse to participate or drop out of treatment programs often
are used as controls. However, such studies may do little
more than separate the more motivated, prosocial offenders
from their less motivated counterparts and say little about the
effectiveness of the program being evaluated. Researchers at
Atascadero State Hospital in Atascadero, California are in the
process of conducting one of the more carefully controlled
longitudinal evaluations of a treatment program. Preliminary
results suggested that specific treatment effects may ulti-
mately be demonstrated (Marques, Day, Nelson, & West,
1994). However, it is still too early to draw conclusions.

A second methodological issue limiting many program
evaluations is sample selection. Past research has tended to
confirm the risk principle of offender treatment; that is, treat-
ment is much more apt to be effective in reducing recidivism
in higher-risk offenders (Bonta, Wallace-Capretta, & Rooney,
2000). Among offenders in general, some studies indicate
that intensive services for those in a low-risk group may
actually increase the potential for recidivism (Andrews,
Bonta, & Hoge, 1990). However, the public is often hesitant
to put high-risk offenders in less restrictive programs (Lieb
et al., 1998). Well-funded treatment programs with research
components are often very selective, admitting only those
who are nonviolent, motivated, and evidencing no additional
problems such as mental illness or substance abuse. 

Another issue to be considered is the criteria used to mea-
sure recidivism. The Atascadero study seeks to combine
actual convictions with carefully defined charges and accusa-
tions (Marques, 1999); however, this approach requires very
broad record acquisition and review. One criterion clearly
demonstrated to be ineffective as a predictor of recidivism is
program behavior and the achievement of within-program
goals (Barbaree & Marshall, 1998; Rice et al., 1991). In fact,
several studies suggest that ratings of success by program
clinicians may actually be inversely related to avoidance of
reoffending (Quinsey, Khanna, & Malcolm, 1998; Seto &
Barbaree, 1999).

Perhaps one of the most frustrating aspects of sex offender
treatment evaluation is the tendency of researchers to lump
all sex offenders together. Perhaps a more appropriate ques-
tion than What works? is What works for which offenders?
For example, data obtained thus far in the Atascadero
study suggest a number of differences in program response
between rapists and child molesters (Marques, 1999). An
important personality variable to consider in measuring treat-
ment outcome is psychopathy. Up to now, no one has demon-
strated a treatment modality effective in reducing violence
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potential in this group. At least one study would suggest that
incorporating them into the traditional therapeutic commu-
nity may actually exacerbate this potential (Rice, 1997). Yet
sex offender programs are only now beginning to analyze
outcome data for psychopathic offenders separately. In short,
it is essential that anyone planning to testify regarding re-
search on sex offender treatment outcome examine carefully
the methods used in research that forms the basis for that
testimony.

Specific Treatment Modalities 

Given currently available research results, it would be accu-
rate to say that there is no evidence that any particular treat-
ment modality will reduce the probability of sex offender
recidivism. However, given the plethora of methodological
difficulties with outcome research on sex offender treatment,
it would be inaccurate to say that treatment has been proven
ineffective with this population. Clinicians cannot simply ig-
nore treatment needs until more is known, so it is important
for anyone working in the field as evaluator or treatment
provider to be familiar with what is known about the various
modalities.

Organic Interventions

Although psychosurgery and physical castration have been
considered to curb sexual reoffending, it is unlikely either
will be widely used in our society. Therefore, this discussion
concentrates on medications. Beginning with California in
1997, a number of states have chosen to require probated sex
offenders to accept such treatment.

As early as the 1940s, researchers were experimenting
with progesteronal hormone compounds to reduce sexual dri-
ves. In 1960, experiments began in Europe with cyproterone
acetate (CPA) and were followed in the 1970s by studies of
medroxyprogesterone (MPA) at Johns Hopkins. MPA has
since been approved for use in the United States.

The concept behind hormonal treatments for sex offenders
is to reduce levels of circulating progesterone to control
serum levels of testosterone, thereby reducing the sexual
drive. Evidence has emerged that such treatment can effec-
tively reduce overall sexual behavior (Bradford, 1990;
Marshall, 1993). There is even some support for a reduction
in recidivism among child molesters who comply with treat-
ment (Harris et al., 1998). However, it must be remembered
that hormonal treatment does nothing to change the object of
one’s attraction, only the intensity of the drive. There is little
evidence that the majority of sex offenders have exaggerated
sexual drives (Rosler & Witztum, 2000).

A major problem with hormonal treatments developed
thus far is that compliance is relatively rare. The drugs have
numerous unpleasant side effects, including weight gain,
fatigue, headaches, reduction in body hair, depression, and
gastrointestinal problems (Miller, 1998). Less common, but
more serious side effects reported have been diabetes
(Bradford, 1985; Emory, Cole, & Meyer, 1992), infertility,
and feminization (Kravitz et al., 1995). Effectiveness of treat-
ment can also be reversed by the ingestion of testosterone or
anabolic steroids. 

Some recent research has focused on the gonadotropin-
releasing hormone. In rare cases, it can induce severe hypo-
gonadism and some reduction in normal sex drive is often
noted. It is considered promising by some, but still in the
early research stage (Rosler & Witztum, 2000).

Finally, selective serotonin reuptake inhibitors (SSRIs)
have been used in treating sex offenders. Serotonin, a neuro-
transmitter, has been associated with depression and obsessive-
compulsive thinking. There is some evidence that it may
function to reduce excessive sexual fantasies, which may curb
reoffending (Federoff, 1993). However, research has been lim-
ited, and studies to date are primarily retrospective (D. Green-
berg & Bradford, 1997).

The Penile Plethysmograph

The plethysmograph provides a mechanical measurement of
penile tumescence in response to deviant and nondeviant
sexual stimuli. Proponents of its use as a treatment adjunct
believe the therapist needs to know the reality of a sex of-
fender’s deviant thinking, and some objective measure is
essential due to the denial and underreporting common
among sex offenders (Dutton & Emerick, 1996). It may fur-
ther be useful in monitoring changes in sexual preference
over time. Its inclusion in therapy was endorsed by the Asso-
ciation for the Treatment of Sexual Abusers (ATSA, 1993),
the primary national organization for those engaged in the
treatment of sex offenders. In 1995, the guidelines were re-
vised to exclude the use of visual stimuli. ATSA does caution,
however, that the plethysmograph should not be used in place
of other treatment techniques and is not infallible and can be
faked (Quinsey & Carrigan, 1978). More recent research in-
dicates greater potential for faking with repeated use (Harris
et al., 1998). Data on its actual effectiveness as an adjunct to
treatment remain primarily anecdotal. The critics of plethys-
mography point out the lack of standardization of stimuli and
procedures, the lack of uniform training requirements for
plethysmographers, the variability in data interpretation,
and the lack of norms for subgroups of sexual offenders
(Prentky & Burgess, 2000).
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The Polygraph

Commonly known as the lie detector, the polygraph is an-
other mechanical device recommended by ATSA (1993) as
an adjunct to treatment. It serves a purpose similar to the
plethysmograph: to encourage historical disclosure, validate
self-report, monitor progress, and break down denial. In a
survey of 732 probation and parole offices throughout the
country, English (1998) found that approximately 10% re-
quire regular polygraphs for sex offenders under supervision.
However, here again, evidence as to its actual effectiveness in
reducing recidivism is primarily anecdotal.

If the polygraph is to be used in treatment, some arrange-
ment must be made to safeguard 5th Amendment rights. In
some jurisdictions, limited immunity agreements are em-
ployed. However, prosecutors often oppose this approach due
to potential impact on future prosecutions.

Cognitive-Behavioral Therapy (CBT)

Clinicians engaged in the treatment of sexual offenders have
generally abandoned the more humanistic, psychodynamic,
and insight-oriented approaches. Behavioral therapy (classi-
cal and operant conditioning techniques) alone has not
proven effective either. In recent years, cognitive-behavioral
therapy (CBT) has become the preferred modality (ATSA,
1993). In 1987, Gendreau and Ross reviewed a number of
studies and early meta-analyses regarding the effectiveness
of specific treatment modalities for offenders generally. With
reduction in recidivism as the criterion, they found the largest
effect sizes for behavioral and cognitive-behavioral ap-
proaches both with juveniles and adults.

For all the reasons noted in the discussion of methodolog-
ical problems, a solid demonstration of treatment effective-
ness with sex offenders has proven elusive. Initial studies
using CBT in an effort to reduce recidivism showed promis-
ing treatment effects, particularly when the relapse preven-
tion model was used (Hall, 1995; Hildebran & Pithers, 1992).
However, later studies and data analyses called these results
into question (Marshall & Anderson, 1996; McConaghy,
1999). Individual program evaluations often yielded positive
but confusing results. For example, the Vermont Treat-
ment Program for Sexual Aggressors found that rapists pro-
vided CBT had lower rates of reoffense (Freeman-Longo &
Knopp, 1992). However, Marshall, Jones, Ward, Johnston,
and Barbaree (1991) found the modality more effective for
child molesters.

Marques (1999) remains actively engaged in collect-
ing and analyzing longitudinal follow-up data on the CBT
sex offender program at Atascadero. Results may provide

additional data. Until then, it may be best to say that CBT is
effective for some sex offenders some of the time.

The Containment Approach

As defined and investigated by English (1998), the contain-
ment approach involves using all available resources, both
clinical and correctional, to assure the safety of the commu-
nity and hold the sex offender fully accountable while in the
community. It is interdisciplinary and interagency by nature.
It involves specially trained case managers and treatment
providers coordinating myriad conditions placed on the of-
fender. These may include such requirements as counsel-
ing, approved employment, residency restrictions, curfews,
polygraphs, random searches, and electronic monitors. Con-
ditions are enforced by a broad array of short-term and inter-
mediate sanctions. Confidentiality among those enforcing the
conditions, including treatment providers, is commonly
waived.

Advocates of the containment model are generally enthu-
siastic. Parole/probation departments using it report positive
results. However, hard data demonstrating those results are
still lacking.

PRESENTING EXPERT TESTIMONY

A forensic psychologist might be called to appear in court
either because he or she has evaluated a specific sex offender
or because the court simply wants to know what scientific
findings might be helpful in reaching a decision in some re-
lated matter. In either case, the expert is there to lend exper-
tise needed to assist the trier of fact. That assistance should
take the form of the most valid, most reliable, most relevant
scientific data or techniques the field has to offer. That is the
criterion that should distinguish an expert, professional opin-
ion from the personal opinion of an individual with numerous
degrees and licenses.

Many jurisdictions now rely on criteria developed in
Daubert v. Merrell Dow Pharmaceuticals (1993) to deter-
mine the admissibility of evidence to be offered by an expert.
Under Daubert, evidence should be evaluated as to whether
(a) the theory or technique on which it is based has been
tested; (b) the data have been peer-reviewed and published;
(c) there is a known or potential error rate; and (d) there is
evidence of acceptance in the relevant scientific community.
It has become increasingly common for formal Daubert
hearings to be conducted prior to the actual sex offender
commitment proceedings to determine which experts will be
allowed to testify and what specific data will be admitted into
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evidence. For example, in the U.S. v. Robinson (2000), the
court subpoenaed Dr. Gene Abel to testify regarding how the
Abel Assessment for Sexual Interest met each of the four
Daubert criteria before allowing the expert witness to present
results to the jury.

In the arena of sexual predator assessment, a number of
variables have been heavily researched and are consistently
predictive across studies. Data have clearly been published
and peer-reviewed. An actuarial instrument would also have
the advantage of an established error rate. Of course, it would
be incumbent on any expert to make certain the variables or
instrument selected truly matched the individual or situation
involved. There is also the ethical obligation to honestly and
clearly acknowledge the limits of the data and our expertise.
Although research has advanced by leaps and bounds in re-
cent years and our predictive ability is well beyond chance
and better than a simple historical review, we are nowhere
near the 95% certainty mark some jurisdictions now seek.

The professional literature in the field of sex offender
evaluation is vast and changing rapidly. Errors in earlier
studies are being uncovered and prominent experts are ad-
justing their views to accommodate the new knowledge. Any
psychologist proffering himself or herself as an expert to the
court owes it to the trier of fact to have the most current
information available. What is published in books and jour-
nals often is outdated before the presses are cold. To feel
secure in one’s expertise, it is good practice to visit the In-
ternet and bookmark key Web sites. Establishing contact/
correspondence with important researchers can serve as an
additional aid.

SPECIAL ETHICAL CONCERNS

A psychologist performing forensic services needs to be fa-
miliar with the general code of ethics established for practice
by the American Psychological Association (APA, 1992), as
well as the “Specialty Guidelines for Forensic Psychologists”
(Committee for Ethical Guidelines for Forensic Psycholo-
gists, 1991). However, the area of sexual offenders presents
several recurrent dilemmas for the evaluator and for the treat-
ing professional.

Ethical Issues for the Evaluator

Three areas of ethical concern commonly arise in the assess-
ment of risk in the case of a sex offender. The first revolves
around records, as an adequate, well-verified record is essen-
tial to the endeavor. Truly complete, consistent documents
are rarely available. It is incumbent on each evaluator to

decide when documentation is totally inadequate and the task
should be declined, absent further information. Even when
reasonably extensive information is provided, the evaluator
must carefully assess its accuracy and reliability and not as-
sume that what is contained in an official document is truth.
The evaluator must then decide whether only convictions for
sexual offenses will be taken into account in reaching con-
clusions, or whether arrests, charges later reduced, or accusa-
tions will also be weighed in the equation. If uncertain, but
very important information is relied on, the evaluator must
make this clear in all reports and testimony.

A second critical issue involves adequate notice to the per-
son being evaluated. Unlike many other forensic evaluations,
sexual predator assessments often are conducted to assist a fa-
cility in the process of deciding whether to file a commitment
petition or to go forward with some type of conditional re-
lease. In such instances, when no formal proceedings have
been initiated, it is unlikely the offender will have an attorney
appointed. Nonetheless, ethical guidelines indicate that the
individual is entitled to seek legal counsel prior to the evalua-
tion. Therefore, it is essential that the person be notified of the
pending evaluation and its potential consequences well in ad-
vance. Such notice should be negotiated with the institutional
contractor before the clinician agrees to the evaluation.

A final ethical consideration is disclosure of information.
In some circumstances (e.g., court order or statutory require-
ment), the person being evaluated is not required to consent
to the evaluation. However, he or she nonetheless is entitled
to full disclosure regarding the purpose of the evaluation, its
possible consequences, and what parties will have access to
any information gleaned by the evaluator. Those evaluated
should also be informed if the assessment is to be completed
solely from the record should they decline to participate.

Ethical Issues for the Treatment Provider

If a psychologist is to function as a treatment provider for a
sex offender released on some condition, several issues need
to be clarified prior to initiating treatment. The first regards
the boundaries of confidentiality—if any, in fact, exists.
Under a containment model, the expectation may be that the
therapist have complete, open communication with other
members of the interdisciplinary team, including probation
officers and representatives of the district attorney’s office.
Other arrangements may leave intact some confidentiality, but
require the therapist to report any number of undesirable be-
haviors, ranging from an additional offense to drinking a beer.

Treatment providers need to know if they are expected to
play a dual role as therapist and ongoing risk assessor. Will
they be expected to return to court at some time and report



480 Evaluation of Sexual Predators

not only whether the individual has attended counseling ses-
sions and completed assignments, but what progress has been
made in terms of a reduced level of risk? The latter role is
best avoided, not only because of the conflict of interest, but
because the field currently lacks the appropriate scientific
tools to measure change in level of risk.

Finally, treatment providers should know whether there is
an expectation that therapy will be continued indefinitely re-
gardless of outcome. If the clinician determines further ther-
apy will be nonproductive or even counterproductive, it is
important to know the consequences of terminating it.

FUTURE DIRECTIONS

Research in the field needs to investigate the additional dy-
namic variables that may predict reoffending on a more im-
mediate basis. More longitudinal data need to be gathered on
effectiveness of various interventions over the long term and
with more clearly defined and circumscribed populations. No
treatment approaches have yet been devised to successfully
rehabilitate the psychopathic offender. Collaboration among
practitioners serving a diversity of populations is critical both
for instrument development and program evaluation. To ac-
complish these tasks requires participation not only of large
research institutions but of individual practitioners who are
evaluating the work they do.

To facilitate productive communication between the legal
and mental health communities, interdisciplinary training
will be essential. Clinicians cannot continue to assume that
terms they use with colleagues on a daily basis (e.g., mental
illness) carry the same connotation in a court of law. In pro-
viding reports and testimony, psychologists must become
more mindful of their educative function, conveying an un-
derstanding of psychology as a science rather than an art. The
APA/ABA conference in Washington, D.C. held in the fall of
1999 laid the foundations for ongoing productive dialogue. It
is hoped that this dialogue will continue in national, regional,
and local forums.

Forensic psychologists need to become involved on the
policymaking level. Most clinicians with expertise in dealing
with sex offenders are at least somewhat dismayed by current
statutes and recent court decisions. These experts often have
knowledge and experience that could contribute to better so-
lutions, if provided early in the policymaking process. For
this to happen it will become increasingly important for psy-
chologists engaged in therapeutic jurisprudence to organize
and communicate on a local as well as national level, in-
creasing awareness and developing agendas for the twenty-
first century.
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The serious social problem of wife battering too often culmi-
nates with the killing of one of the partners in the relation-
ship. Although the person killed often is the wife, abusive
men also are killed at times by the women, who claim that
they were defending themselves at the time of the death.
These cases very frequently result in murder charges against
the women, who must provide evidence that they killed in
self-defense. Professionals in both mental health and legal
arenas have tried to determine why so many of these cases re-
sult in charges against the battered women who, on the face
of it, seem to be the “victims.” Because the facts of these
cases often appear to deviate from traditional conceptions of
self-defense, the cases are not dismissed. At the trials, the
legal strategy for the defense often has been to provide social
science evidence to explain how the experience of battered
women actually fits within the standards for self-defense.

Twenty years after the first writings about battered
women, there is a vast amount of literature on this topic.
However, when information about battered women was first
applied to criminal cases, the field was in its infancy. Thus, it
was the initial conceptualization of battered women’s experi-
ences, labeled the battered woman syndrome (Walker, 1979,
1984), that shaped the criteria by which judges determined

admissibility and that provided the “scientific evidence”
about battered women that informed appellate court review
of these decisions. Unfortunately, almost all court decisions
and legal commentary have centered around this one formu-
lation of battered women’s experiences, which has greatly
limited the applicability of social science research to this
issue. This is especially important in light of that fact that se-
rious problems have been raised with regard to the validity of
the battered woman syndrome, even though it has experi-
enced widespread acceptance by the courts.

The battered woman syndrome has taken a linear path in
the extent of its usage and the frequency of its admissibility
in forensic settings, but a curvilinear path in terms of legal
and psychological scholars’ views of the appropriateness of
its use. When evidence about a phenomenon called the bat-
tered woman syndrome, said to be present in women who
were abused by intimate men in their lives, first appeared in
court cases in which the woman had killed or injured the
man, U.S. courts were reluctant to admit such testimony.
Once a small number of jurisdictions allowed experts to sup-
ply information about battered woman syndrome and, at
times, apply the syndrome to specific cases, there was a
relatively quick reversal of sentiment in courts around the
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country. The courts began to embrace such testimony as
enlightened. Thus, the trajectory of the admissibility of bat-
tered woman syndrome has been steep, as seen by the con-
cept’s rise from obscurity to broad-scale acceptance across
most jurisdictions.

The use of the battered woman syndrome has been pro-
pelled by legal practitioners and mental health professionals
who, in contrast to many legal scholars, believe “The body of
relevant scientific and clinical knowledge in the scholarly lit-
erature strongly supports the validity of considering battering
as a factor in the reactions and behavior of victims of domes-
tic abuse” (Gordon, 1998, p. 312). Mental health profession-
als tend to view testimony about battering and its effects as
relevant in trials of battered women who are defendants.
However, exactly how the battered woman syndrome, a
clinical-psychological construct, fits within legal theories and
concepts is often poorly understood and explicated by mental
health practitioners.

Although certain jurisdictions historically have held that
the battered woman syndrome did not fulfill various rules of
evidence, and although there have been occasional dissenting
voices amid the enthusiasm for battered woman syndrome
testimony, only in more recent years has dissatisfaction re-
garding the use of battered woman syndrome evidence in
court cases been voiced more strongly and more frequently.
This dissatisfaction has come not only from legal analysts,
who have been concerned about the use of syndrome de-
fenses in general and the scientific validity of the concept in
particular, but also from some advocates for battered women.
Many of these advocates have come to believe that the bat-
tered woman syndrome has not been as effective in securing
desired outcomes as had been expected. In addition, they cur-
rently fear that there have been ironic consequences of pro-
moting the use of this type of evidence, in that some women,
in subsequent criminal and civil court cases, have had fea-
tures of the battered woman syndrome used against them.
Thus, while the use of battered woman syndrome evidence
was initially greeted with applause by advocates for battered
women and at least neutral acceptance by the courts, the
efficacy, validity, and appropriateness of introducing this
syndrome into court cases have now come to be seriously
questioned.

Although legal commentators have been more accepting
of certain uses of battered woman syndrome than other, more
exotic syndromes that have found their way into the legal
arena, many legal scholars (e.g., Faigman, 1996; Mosteller,
1996) are concerned that syndrome evidence has influenced
outcomes in controversial cases in a way that “displays the
[law’s] wishful desire to come to the correct political
outcome” (Faigman, 1996, p. 821) rather than holding to

well-established evidentiary rules. Echoing this concern,
Slobogin (1998) warned that this trend could lead to mental
health professionals, rather than time-proven legal principles,
dictating legal policy.

Before developing the numerous issues that need to be
addressed regarding testimony about battered woman syn-
drome, it is important to state that the task of representing
battered women in criminal and civil cases is, and will re-
main, a difficult, challenging, and important one. Even those
commentators who criticize the use of battered woman
syndrome in court recognize the serious social problem of
domestic violence and the need for the most appropriate rep-
resentation of battered women who come into contact with
the legal system. Therefore, the concerns and critiques dis-
cussed in this chapter focus on the uses and validity of the
battered woman syndrome specifically and do not question
the need for the vigorous defense of battered women who
have killed their partners or vigorous representation of bat-
tered women in divorce and custody cases. Over and over
again, legal analysts and mental health professionals ac-
knowledge that information about the nature and existence
of domestic violence often needs to be part of the context of
a case. No debate exists over recognizing the need for full
knowledge of a case to inform those who represent the com-
munity in making judgments about personal responsibility
and culpability. However, at issue is whether making such
judgments is best, or more appropriately, or most accurately,
or most validly accomplished through the use of battered
woman syndrome evidence in the courtroom. If the battered
woman syndrome is not explicitly used as a concept, there
needs to be further discussion as to what information about
battered women should be admissible and where it might be
relevant to legal issues.

HISTORY OF THE USE OF BATTERED WOMAN
SYNDROME IN FORENSIC CASES

While the use of the battered woman syndrome has been far-
reaching since its introduction, most testimony about the syn-
drome has been heard in criminal courts. Most typically, this
evidence has been proffered to support some aspect of the de-
fense of a woman who has been charged with harming (often
killing) her abusive partner. In fact, Downs (1996) stated that
introduction of the battered woman syndrome in these cases
has become the predominant method of defending battered
women who have killed or assaulted their partners or com-
mitted other crimes, and that the battered woman syndrome is
considered the most successful syndrome in the history of the
courts in terms of its acceptance as evidence.
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At the same time that the social problem of wife abuse
began filtering into the general public’s awareness, there was
a concomitant recognition within the legal profession that
battered women might not have been represented appropri-
ately in criminal cases, in that the defense of these women
often did not take into account their experience at the hands
of their abusers. Especially compelling was the notion that
the battered woman’s ultimate aggressive action toward the
man may have been precipitated by his physical aggression at
the time of the incident or even by his prior aggression, set-
ting the stage for her to expect serious harm at the time she
killed or injured him.

Because the plight of battered women was horrifying to
many, early defense strategies often were geared toward
making the woman a sympathetic character. As a way to ac-
complish this, while also trying to relieve the woman from
culpability for her actions, early strategies of defense pre-
sented the woman as insane, or at least as temporarily insane,
at the time she killed him and attributed this mental state to
the terrifying experiences she suffered at her abuser’s hands.
A few of these defenses resulted in acquittals, probably be-
cause of the jury’s desire to demonstrate that they empathized
with the battered woman’s circumstances, rather than be-
cause the woman’s case clearly fit the legal requirements of
the insanity defense. A successful insanity defense in the
1970s and 1980s typically involved meeting a stringent stan-
dard wherein the person needed to have a cognitive impair-
ment due to a mental disease or defect such that the person
either literally would not have known what he or she was
doing, or would not have known that what he or she did was
wrong. Few battered women would have been able to fully
meet this level of required mental impairment then, and few
would meet this stringent cognitive impairment standard
today.

The main reason defense attorneys did not immediately
embrace the seemingly more plausible strategy of self-
defense over the insanity defense in battered women’s cases
was that the facts of the cases often did not fit easily into the
traditional concept of self-defense. (See Gillespie, 1989, for a
discussion of the development of self-defense law as arising
from a model of confrontation between two males, either
from the standpoint of sudden attack, e.g., robbery, or a fight
between strangers that takes on serious and/or deadly over-
tones.) Across states, the requirements for a killing to be con-
sidered justifiable due to self-defense typically include (a) a
reasonable perception that the person was faced with a situa-
tion likely to result in death or grievous bodily injury; (b) a
reasonable perception that the threatened harm was imme-
diate or imminent; (c) that the person engaging in self-
defense was not responsible for provoking the confrontation;

and (d) that the person used only force necessary to end the
attack and used force comparable to that which was directed
at the person. A number of states include some variation of
the requirement that, to claim self-defense, the person con-
sidered avenues to escape but perceived no opportunities for
retreating from the dangerous situation without using force.
Slobogin’s (1998) analysis of the courts’ change in attitudes
toward admissibility of the battered woman syndrome con-
cluded that the initial resistance was due to the apparent dis-
crepancy between the requirement in self-defense that the
killing was necessary to prevent death or grievous bodily
injury and the facts surrounding numerous battered women’s
cases. In many, the killings occurred at times other than when
the batterer was directly assaulting her.

Many writers have suggested that a high proportion of
these cases have been “nonconfrontational,” meaning that the
now deceased abuser was not engaging in the act of physi-
cally assaulting the woman at the time she killed him. For
example, the specific facts might show that (a) the woman
killed him around the time of an assault but not when he was
in the act of assaulting her; (b) she was responding and react-
ing to his threats of harm; (c) she seemed to use force far
beyond what would be required to disable a person from
attacking further; or (d) she reported believing that her life
was in imminent danger at the time, although, objectively to
strangers, this belief may not seem to be clearly supported
from the overt facts of the situation.

Maguigan (1991) has challenged the view that many bat-
tered women have killed during nonconfrontational situa-
tions. She reviewed hundreds of appellate court decisions and
determined that approximately 75% of the cases more closely
fit the description of confrontational situations. She also
extrapolated from appellate-level decisions that cases that
are appealed are likely to contain proportionally more non-
confrontational cases due to their controversial nature and
increased likelihood of resulting in a guilty verdict. Thus,
Maguigan suggested that cases that are not appealed are even
more likely to involve situations that fit a self-defense context
in which the woman reacts to a confrontation/attack by her
partner, potentially fitting well within the requirements for
claiming self-defense.

Even in cases in which the battered woman responded
with force to a direct attack by the abuser, the contextual
knowledge about her experience of abuse at the man’s hands
is still typically considered necessary to enhance jurors’ un-
derstanding that the woman’s response was reasonable. For
example, information about a battered woman’s experiences
might clarify why the woman interpreted the abuser’s actions
as implying imminent danger or a particular level of danger,
or how her history with him would explain her perception
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that she had no means of escape or retreat, or how her per-
ception of the man’s dangerousness would seem reasonable
based on her history with him. Over time, support for and ad-
vocacy of battered women appears to have influenced the
courts to consider self-defense in these cases in a more sub-
jective light (Mosteller, 1996), making testimony about their
experience of being physically abused, and their expectations
that such experiences give rise to, more relevant.

The first time battered woman syndrome evidence was
presented in an actual case appears to be Lenore Walker’s tes-
timony in a criminal trial in Montana in 1977 (as reported by
Walker, 1989). This case took place before she had published
her major thesis about battered woman syndrome in her 1979
and 1984 books. In ensuing cases, other advocates for bat-
tered women, whether legal practitioners or mental health
professionals, believed that the purpose of introducing
battered woman syndrome testimony was to supplement the
justifiability of the self-defense claim. Faigman (1986) de-
scribed the inclination to use battered woman syndrome evi-
dence as an effort to “use social science research on battered
woman syndrome to bring [the women] within the bounds of
self-defense doctrine” (p. 335). This was especially pertinent
in those cases where battered women’s ultimate aggressive
reactions toward their abusive partners did not clearly fit the
traditional elements of self-defense.

Walker’s (1979, 1984) introduction of the new concept of
battered woman syndrome suggested that battered women, as
a result of physical abuse, experience specific psychological
sequelae. Subsequently, Walker and other mental health pro-
fessionals have used the proposed psychological reactions to
abuse as a way to explain a range of ensuing behaviors by
these women. These behaviors include the battered women’s
perception of danger, their decision to remain with their abus-
ing partners, their belief that they are trapped with no alter-
native but to kill the partner, and the killing of the partner
during what appears to be a nonconfrontational period rather
than during a direct confrontation. To this day, the direct
causal connections between particular psychological features
of battered woman syndrome and particular behaviors of bat-
tered women have never been empirically established, but
instead remain theoretical and conceptual in nature.

The major elements of the battered woman syndrome that
Walker (1979, 1984) proposed were the cycle of violence the-
ory and learned helplessness (although she did postulate the
existence of other psychological reactions, such as depres-
sion and low self-esteem). The theory of the cycle of violence
purports that physical aggression follows a predictable pat-
tern. Initially, tension in the batterer mounts over time, which
is evident to the man’s partner. (The theory does not,
however, specify a period of time for the buildup in tension.)

Following the increase in tension, the theory proposes, an
acute aggressive incident occurs that serves to discharge the
buildup of tension. The acute aggressive incident is thought
to be followed by a period of tension reduction, with possibly
a “honeymoon” phase of loving contrition as an accompani-
ment. Walker believes the importance of this cycle is that bat-
tered women remain in constant fear during the period of
mounting tension due to their expectation that violence will
recur.

Based on Seligman’s (1975) theory of learned helpless-
ness, Walker (1984) proposed that the psychological experi-
ence of helplessness was present in battered women after
they had been in aggressive environments that they could nei-
ther control nor easily predict. This experience of help-
lessness was predicted to render them passive and unable to
initiate escape attempts from the situation. Walker believes
learned helplessness explains why battered women may be
incapable psychologically of leaving the abusive relation-
ship. Thus, Walker’s proposed battered woman syndrome
would have implications for the reasonableness of battered
women’s perception of danger and for promoting jurors’
understanding of why battered women remain in the abusive
relationship.

ADMISSIBILITY OF BATTERED WOMAN
SYNDROME AS RELATED TO SELF-DEFENSE
IN COURT CASES

The first case in which higher courts debated whether the bat-
tered woman syndrome met evidentiary requirements for
admissibility was the criminal case of Ibn-Tamas v. United
States in 1979. This attempt to introduce the battered woman
syndrome as evidence was unsuccessful, even through two
appellate-level reviews. (The first appeal was an effort to
overturn the trial judge’s ruling that the expert was not quali-
fied; the second appeal attempted to overturn the ruling that
there was no evidence to show that the methodology of the
information was generally accepted by the scientific commu-
nity, i.e., that the battered woman syndrome did not meet the
Frye standard.) A Washington case (State v. Wanrow, 1977)
two years earlier addressed the standard by which jurors
should judge whether a battered woman acted reasonably,
although no battered woman syndrome testimony was intro-
duced. The Supreme Court of Washington ruled that a bat-
tered woman was entitled to have the jury determine whether
her actions were reasonable from a subjective standpoint,
(i.e., based on her own perceptions of the situation, which
would be influenced by her prior experiences with the
abuser). That is, a subjective viewpoint was employed rather
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than the traditional objective viewpoint of whether the aver-
age reasonable person would have perceived the situation as
imminently dangerous, thus justifying the self-defensive
aggressive response.

Blowers and Bjerregaard (1994) reported that battered
woman syndrome evidence was initially rejected for a num-
ber of evidentiary reasons, including: (a) that it was not rele-
vant to the case (People v. White, 1980; State v. Thomas,
1981); (b) that it was not sufficiently reliable as scientific in-
formation (Ibn-Tamas v. United States, 1983); and (c) that it
was not beyond the ken of the average juror’s knowledge
(Mullis v. State, 1981; State v. Thomas, 1981). However, the
courts were more likely to rule that battered woman syn-
drome was inapplicable to a particular case, rather than con-
cluding that battered woman syndrome evidence did not meet
other evidentiary requirements (Blowers & Bjerregaard,
1994). Surprisingly, only in 15 of 72 cases reviewed by
Blowers and Bjerregaard did the courts consider the scientific
methodology of battered woman syndrome or its acceptance
in the general scientific community. And only in some early
cases did the courts rule that scientific acceptance of the bat-
tered woman syndrome was not established or that the syn-
drome was still controversial (e.g., Burhle v. State, 1981).
“After 1985, only one court ruled that the state of the art was
not sufficiently developed” (Blowers & Bjerregaard, 1994,
p. 551).

Blowers and Bjerregaard’s (1994) review suggested that
although battered woman syndrome evidence has been
steadily admitted through case law and appellate review, the
type of testimony that the different jurisdictions have allowed
varies widely and the criteria for determining the admissi-
bility of battered woman syndrome testimony have lacked
uniformity. The relevance of battered woman syndrome evi-
dence has usually been assessed in light of whether the infor-
mation will help the trier of the fact assess the reasonableness
of the battered woman’s actions. A few rulings have allowed
the relevance of battered woman syndrome testimony to be
extended to the woman’s actions after the killing or to the
credibility of the battered woman’s testimony.

Once the battered woman syndrome passes the relevance
requirement for evidence by the courts, the role and scope of
expert witness testimony appears to vary. There have been
few cases in which the appellate review determined that ju-
rors did not need an expert to help them understand the bat-
tered woman syndrome to make the requisite judgments
facing them (e.g., whether the defendant felt remorse,
whether the defendant was experiencing reasonable fear, and
whether the defendant killed in self-defense). Experts’ quali-
fications were rarely the evidentiary issue around which ad-
missibility of battered woman syndrome testimony centered.

Blowers and Bjerregaard (1994) reported that the allowed
scope of testimony ranged significantly across jurisdictions
to include: characteristics of battered women, typical patterns
of abuse, myths regarding battering relationships, “diagno-
sis” of the defendant as a battered woman, and opinion as to
the defendant’s state of mind at the time of the killing. How-
ever, testimony as to the defendant’s state of mind has been
limited in some jurisdictions because those courts viewed an
expert’s opinion that the battered woman syndrome influ-
enced a defendant’s state of mind as tantamount to giving the
ultimate opinion (which the courts viewed as the province of
the trier of the fact). In addition, some courts have deter-
mined that battered woman syndrome testimony may not be
used (a) to give an opinion on whether the woman was justi-
fied in killing the man (State v. Kelly, 1984); (b) to support the
notion that the shooting was a direct result of experiencing
the battered woman syndrome (Commonwealth v. Craig,
1990); nor (c) to give an opinion that the woman’s responses
were reasonable (Commonwealth v. Miller, 1993; Motes v.
State, 1989; State v. Koss, 1990).

Today, despite the concerns of a number of legal scholars,
most jurisdictions permit testimony in criminal court about
battered woman syndrome and “a number actually guarantee
its legitimacy through legislation” (Slobogin, 1998). Twelve
states provide for battered woman syndrome testimony by
statutory law. In 1992, President George Bush signed the Bat-
tered Women’s Testimony Act, which specifically authorized
a study of this type of testimony and required training mate-
rials to be developed to assist the courts (Posch, 1998). This
Act also strongly encouraged state officials to accept battered
woman syndrome testimony based on a recognition that
many women are victims of physical violence.

ADDITIONAL USES OF BATTERED WOMAN
SYNDROME IN COURT CASES

The battered woman syndrome has been used for purposes
beyond supporting the claim of self-defense. This syndrome
testimony has been admitted as relevant evidence into a
broad range of criminal cases (Coughlin, 1994): fraud (State v.
Lambert, 1984); drug running (United States v. Johnson,
1992); child abuse (Loggins, 1992); child homicide (State v.
Bordis, 1992); and homicide of an adult other than the bat-
terer (Neeley v. State, 1985). As part of the defense in these
criminal cases, battered woman syndrome testimony has
been offered to accomplish one of three things: (a) to bolster
the woman’s claim that she engaged in a criminal act under
the duress/coercion of her abusive partner; (b) to support the
notion of mitigation for the woman at the time she pleads
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guilty; or (c) to bolster a claim of diminished capacity in the
sentencing phase of a case.

A review of cases in which battered woman syndrome tes-
timony has been offered suggests that legal practitioners have
creatively used this evidence even when general acceptance
for using battered woman syndrome testimony in these ways
has not existed. In addition, the specific links between this
evidence and the function of the testimony have not always
been clearly spelled out. For example, the syndrome has been
introduced to support an insanity plea (e.g., State v. Felton,
1983), even though this evidence was initially conceptual-
ized as a way to explain that the battered woman’s action was
not the product of insanity at the time she killed her part-
ner, but rather a response born out of terror, helplessness,
and fear.

Battered woman syndrome evidence has been used in
postconviction relief hearings to support the contention that a
battered woman received ineffective assistance of counsel.
This applied specifically for cases in which the woman’s his-
tory of being physically abused would have been relevant to
her criminal trial, but the attorney of record did not pursue
this aspect of the case or introduce evidence concerning the
impact of the battering on the woman. Battered woman syn-
drome documentation has also been presented to parole
boards and governors to request mitigation or clemency of
battered women’s sentences in light of their experiences as
victims. In addition, battered woman syndrome testimony is
finding its way more frequently into family court, where it
has been deemed to have applicability to some divorce and
custody cases. (However, as will be discussed below, the in-
troduction of battered woman syndrome evidence in these
cases often has been to the detriment of battered women.)
Most recently, there have been some examples of personal in-
jury claims by battered women against their former partners
(Kohler, 1992).

In an unusual turnaround, battered woman syndrome evi-
dence has been introduced into prosecutors’ cases against
men who have physically abused their wives, although, in
these instances, it is usually directed toward explaining some
inconsistency in the woman’s behavior, such as a retraction
of an earlier statement in which she claimed she was harmed
by her partner.

MAJOR LEGAL ISSUES IN THE USE OF BATTERED
WOMAN SYNDROME

Although there has been widespread admission of battered
woman syndrome evidence in state courts and the uses of
the syndrome continue to expand, many problems exist with

respect to the actual validity of this syndrome as it has been
historically defined and used in court. The major legal issues
discussed below are aimed at the battered woman syndrome
as currently conceptualized rather than at the general realm of
knowledge about domestic violence that may prove to be rel-
evant for and applicable to battered women’s cases.

Problem in Defining and Designating Who Is a
Battered Woman

Several years ago, while preparing to conduct a workshop on
the use of the battered woman syndrome in criminal cases, I
noticed that both legal and mental health writings used the
terms “battering” and “battered woman” as if there were con-
sensus about their meanings. However, my review of the lit-
erature revealed no specific research standards or empirical
threshold markers that defined these terms. The lack of defin-
ition makes it difficult to know at what point interpersonal
aggression becomes “abuse,” when abuse becomes “batter-
ing,” how much battering one has to endure to be considered
a “battered woman,” and when and how being a battered
woman results in battered woman syndrome.

Typically, the literature on battering offers vague descrip-
tions of interpersonal experiences that include, but are not
confined to, repeated physical aggression on the woman by
her partner. This literature entirely skirts the question of how
much and what type of physical aggression is necessary to
warrant labels of abuse or battering. Some authors, such as
Walker (1979), dealt with the definitional problem by arguing
that any physical aggression constitutes battering, which
would mean that a woman whose husband grabbed her arm
two times and a woman who is repeatedly beaten and terror-
ized would both be considered “battered.” (Walker considers
a woman to be battered who has been through the battering
cycle at least twice.) Egregious cases would be easy to iden-
tify, but physical abuse can range widely. Remarkably, given
the history and prevalence of these concepts, there is no
empirical or conceptual consensus about what types and
frequencies of physical aggression constitute abuse and
battering.

Adding to the definitional murkiness, some descriptions in
the literature define abuse as consisting of psychological mal-
treatment as well, implying that the presence of psychologi-
cal abuse alone might qualify a woman as battered. Walker’s
(1979) definition of a battered woman, for example, specifi-
cally includes nonphysical types of abuse: “A battered
woman is a woman who is repeatedly subjected to any force-
ful physical or psychological behavior by a man in order to
coerce her to do something he wants her to do without any
concern for her rights” (p. xv). Thus, Walker’s definition left
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open the possibility that battered woman syndrome could re-
sult from psychological abuse without accompanying physi-
cal violence (Walker, 1983). The broadening of the concept
of abuse to include psychological forms and the stretching of
the concept of battering to include low-frequency, mild ag-
gression might have value from a political, therapeutic, or ad-
vocacy standpoint, but has undermined attempts to precisely
define core terms in the field, which is necessary if this infor-
mation is presented as scientifically credible in other arenas.

Many writers in the field have argued that the very attempt
to define aggression, abuse, battering, and the battered
woman syndrome from an objective-empirical perspective is
misguided and an affront to the subjectivity of the battered
woman’s experience, which they argue should be the stan-
dard by which abuse is judged and defined. Walker (1979),
for one, has stated that battered women themselves are the
best judge of whether or not they are being battered. From
this subjective point of view, each individual determines
when she believes aggression becomes abuse, abuse becomes
battering, and battering turns her into a battered woman.
Although the sensibility of a psychotherapist and woman’s
advocate shines through this viewpoint, neither the sensibil-
ity of a researcher seeking conceptual clarity nor that of a
forensic expert seeking to offer well-defined constructs to
assist the court in its decision making is advanced.

Leaving aside the self-serving reasons for which some
women might define themselves as battered, or contrarily, the
many reasons for which truly battered women would define
themselves otherwise, trusting the definition of core con-
structs to the frailties of personal, idiosyncratic interpretation
has yielded only conceptual chaos. Now, more than 20 years
after the birth of these concepts, the question of who is a bat-
tered woman has never been resolved or even seriously con-
sidered in terms of empirically based definitions. Research
studies cited in court have included women with strikingly
varied abuse histories. Remarkably, Walker’s (1979) subjec-
tive definition is “the most widely accepted definition of a
battered woman” (Archer, 1989), even though there is no
empirical basis for it.

Problem with Conceptualization of the Battered
Woman Syndrome

Most references addressing the battered woman syndrome,
whether psychological or legal, cite Walker (1979, 1984) as
the source for the conceptualization of the syndrome. This is
unfortunate, because although Walker’s pioneering efforts
were important for focusing attention on the plight of bat-
tered women, there has been extensive research since then
that has rarely been acknowledged or applied to legal cases.

Rather, the desire to have a “defined” syndrome as a way of
conceptualizing battered women’s experiences seems to have
fueled the reliance on the earliest ideas proposed by Walker.

Based on her clinical observations, Walker (1979) de-
scribed the characteristics and psychological sequelae she
perceived as evident in battered women. Anecdotally, she
listed the common characteristics as follows: low self-
esteem; a tendency to underestimate her abilities; traditional-
ist attitudes about sex roles; acceptance of responsibility for
the batterer’s actions; guilt, but denial of the terror and anger
she feels; a passive approach presented to the world, but hav-
ing the strength to manipulate her environment enough to
prevent further violence and being killed; severe stress reac-
tions with psychophysiological complaints; use of sex as a
way to establish intimacy; and a belief that no one will be
able to help her resolve her predicament. Walker also applied
the concept of learned helplessness to battered women at this
time, but concluded that the small sample of women did not
allow for a conclusion that the women were depressed.
Walker also reported that the women exhibited less anxiety
than she had expected to find. This first treatise was also the
source for Walker’s introduction of the cycle theory of vio-
lence, wherein she postulated a tension-building stage, fol-
lowed by an acute battering incident, and ending with a phase
consisting of contrite and/or loving behavior. The stages or
phases were hypothesized to repeat themselves over the
length of the relationship.

Walker’s (1984) next book, The Battered Woman Syn-
drome, furthered her original ideas and included some data.
She attempted to differentiate which characteristics previ-
ously attributed to battered women could be potential suscep-
tibility factors (i.e., those that would interfere with a
woman’s ability to stop the batterer’s abuse) from those char-
acteristics that were likely to be psychological sequelae of the
physical abuse. Walker suggested that susceptibility factors
for experiencing abuse were traditional sex-role socializa-
tion; repeated sexual molestation and assault as a child; being
a member of a violent family; and experiencing “critical or
uncontrollable” events in childhood. What needed to be dis-
tinguished further, however, was whether the potential psy-
chological sequelae of the susceptibility factors could explain
the current psychological symptoms that Walker was hypoth-
esizing to be the results of being a victim of physical abuse.
Unfortunately, the data Walker presented in this book did not
provide adequate support for her suggested syndrome (see
Downs, 1996, and Faigman, 1986, for critiques of Walker’s
investigations).

Walker’s (1984) data indicated that battered women’s
scores on measures showed that they were less traditional
in their sex-role socialization than college females; they
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believed they had a great deal of control over what happened
to them; they did not strongly believe that their lives were
chiefly controlled by powerful others; they possessed
stronger and more positive self-perceptions than other
women or men in general; and they did not espouse a consis-
tently pessimistic view of the world. Walker’s comparison of
women still in a battering relationship with women who were
out of an abusive relationship ironically found that women
out of the relationship often showed more negative symp-
toms than the women still being abused (e.g., more depres-
sion, more problems with learned helplessness in the present,
more likely to see themselves as controlled). Although the
overall group had scores above a normative cutoff score for
high risk for depression, a number of factors other than abuse
appeared to be affecting depression (e.g., employment status,
marital status), and there were no community control groups
to help clarify the findings.

Walker’s (1984) sample also did not provide good support
for the idea that battering is a cyclical phenomenon, as only
65% of the women reported a tension-building phase and
only 58% reported a contrition phase. Extrapolation of this
data suggests that only a minority of cases would report the
three phases suggested by Walker (1979). The lack of con-
firming data is important because it is from the cycle of vio-
lence that the “psychological sequelae that constituted a large
part of battered woman syndrome” are hypothesized to arise
(McMahon, 1999, p. 27). In forensic cases, the cycle of vio-
lence has served to explain the woman’s reactions when a
time gap existed between the aggressive actions or threats of
the batterer and the battered woman killing her partner
(McMahon, 1999). The cycle of violence was advanced by
Walker as “the ‘psychological link’ for the battered woman
between the two temporally distinct events” (McMahon,
1999, p. 27).

Because admissible testimony in the courtroom about bat-
tered women has almost exclusively relied on the battered
woman syndrome as conceptualized by Walker (1979, 1984),
the cycle of violence and learned helplessness have been the
two aspects of the syndrome most often put forth as links
between battered women’s experience of abuse and their sub-
sequent actions. Thus, when researchers or legal commenta-
tors have addressed battered woman syndrome evidence,
Walker’s conceptualization is the one that has been analyzed,
whereas the greater field of information about battered
women is rarely tapped. Also, the battered woman syndrome
has rarely been analyzed for its reliability or applicability in
appellate reviews beyond the factors of the cycle of violence
and learned helplessness.

Schuller and Vidmar (1992) investigated the bases on
which judicial decisions have admitted battered woman

syndrome testimony into evidence. They concluded that there
was no evidence to suggest that all abusing relationships go
through the proposed cycle of violence and that the lack of a
time frame for the proposed cycle makes it fairly impossible
to either stringently assess this proposed phenomenon or
identify its existence. In reviewing the literature regarding
the characteristics of the battered woman syndrome, Schuller
and Vidmar also reported that there was no empirical verifi-
cation of the reliability of the hypothesized psychological
symptoms as existing across all victims of battering or reli-
ably occurring as a result of the battering. Regarding learned
helplessness, McMahon (1999) observed that Walker’s own
conceptualization of it has changed several times, such that it
is difficult to know the current definition of learned helpless-
ness as applied to battered women’s cases and as applied to
the syndrome itself. Even so, most references to battered
women’s learned helplessness in criminal trials emphasize
Walker’s (1979, 1984) earliest references to extreme passiv-
ity on the part of battered women, a phenomenon that has not
been well supported in the ensuing research literature (see
below).

Aside from Walker’s descriptions, the only other concep-
tual attempts to define what might constitute a battered woman
syndrome were by an author, writing as Douglas in 1987 and
later as M. Dutton (1992). It is interesting to note that, al-
though these sources are at times given nodding reference in
legal sources, these more fully developed and organized pic-
tures of the battered woman syndrome are mentioned only in-
frequently. Douglas’s (1987) chapter on the battered woman
syndrome proposed a more specific defi nition of particular
characteristics and effects of abuse on battered women. She in-
cluded the following aspects: (a) traumatic effects of victim-
ization by violence, (b) learned helplessness deficits from
violence and others’ reactions to it, and (c) self-destructive
coping responses to the violence. The self-destructive coping
responses were reported as an idealization of the abuser, denial
of danger, and suppression of anger. M. Dutton (1992) later
pooled her ideas on battered women in a book but did not use
the term battered woman syndrome. Rather, she presented a
systematic view of proposed psychological effects of abuse.
Dutton organized the effects of battering as: (a) changes in
cognition, such as cognitive schemas, self-esteem, expecta-
tions, self-efficacy, attributions, perceptions; (b) psychological
distress and/or dysfunction, such as fear, anger, depression, al-
cohol or drug abuse; and (c) disturbances in relationships
above and beyond the abusive relationship, such as difficulty
trusting or fear of intimacy.

M. Dutton (1992) was clear to state that not all battered
women experience the same psychological effects of abuse
and do not all react similarly to the abuse experience. In
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addition to the vast number of symptoms she proposed bat-
tered women could develop, Dutton recognized that there
were many potential mediators of psychological effects from
battering, which could include vulnerability factors, personal
resources, institutional responses, social support, other as-
pects of the abusive relationship, the presence of concurrent
stressors, and the severity of the abuse. Dutton’s opinion that
battered women do not develop the same symptoms in re-
sponse to physical abuse implies that developing a syndrome
that reliably classifies battered women is a daunting task.

Because the focus unfortunately has been to identify a par-
ticular syndrome associated with battering, the considerable
research investigating the effects of battering has never been
cited in court cases, commentaries, or appellate reviews.
However, for the mass of research to be usable, a systematic
approach to understanding the quality of individual studies,
to reconciling conflicting results, and to organizing the find-
ings into a coherent body of knowledge may be necessary.
Additionally, the available research is not without problems.
One of the difficulties plaguing the field is that the research
often has been conducted in a piecemeal fashion. Researchers
may investigate only one or a limited number of factors, ren-
dering an understanding of the relationship among these vari-
ables impossible to know. If these relationships were known,
we might have a comprehensive picture identifying correla-
tional as well as causal factors. Conducting sophisticated,
well-validated research also has been difficult to accomplish
due to the problems inherent in this type of research. Dif-
ficulties include identifying the most appropriate and rep-
resentative sample; finding appropriate control samples;
partialling out confounding factors (e.g., prior victimization,
marital distress, socioeconomic status); having confidence
that the variable assessed was validly measured; and using
the most appropriate methodology for understanding the in-
terrelationships of the myriad factors along with potential
mediating and moderating factors.

Due to these impediments, no single investigation or se-
ries of investigations has been able to thoroughly and compe-
tently answer the question of whether empirical support
exists for the battered woman syndrome as conceptualized by
Walker (1979, 1984). However, the study that came closest to
assessing the validity of some of the major proposed sequelae
for battered women (as garnered from a wider sampling of re-
search) was conducted by D. Dutton and Painter (1993).
These researchers assessed the presence of trauma symptoms
over time, deficits in self-esteem, and traumatic bonding, and
claimed that they identified the three targeted sequelae as co-
existing for at least six months in their participants. Because
the characteristics appeared to be related to each other, the
authors believed the interrelationships suggested a syndrome.

More typically, articles about battered women assess whether
particular elements of Walker’s proposed syndrome appear to
be accurate representations of the battered woman’s experi-
ence. Researchers’ expansions or modifications of Walker’s
early conceptualization have also contributed to the evolving
body of knowledge about women’s reactions and responses
to physical abuse.

The literature review below has been organized to aid the
reader in determining whether support exists for major cate-
gories of proposed psychological sequelae for women who
have been battered. Overall, studies typically found that an
investigated variable was present in some portion of the bat-
tered women who made up the sample, although not unani-
mously. Some studies even found that a higher proportion of
battered women exhibited the psychological variable or ex-
hibited the symptom at a higher level than did women in a
control or comparison group. More important, a consistent
finding was that many of the proposed psychological symp-
toms and effects were more likely to be found in women who
had experienced the most severe and most frequent physical
abuse. (This finding might be useful for narrowing the defin-
ition of battered women to those with more severe types of
force and more frequent abusive incidents directed toward
them.)

Cycle of Violence

There is a paucity of support for the cycle of violence theory.
Walker’s (1984) data did not provide convincing evidence for
this factor as a consistent pattern in abusive relationships.
The only study to investigate this more closely was con-
ducted by D. Dutton and Painter (1993). They claimed that
intermittency of the abuse was the most significant factor
for predicting distress and psychological symptoms in the
women, rather than the predictability or cycling of abusive
incidents. Hence, it may be the intermittency of the abuse that
should be investigated further.

Posttraumatic Stress Disorder

Numerous researchers have assessed whether battered
women in their samples qualified for posttraumatic stress dis-
order (PTSD; Astin, Lawrence, & Foy, 1993; Houskamp &
Foy, 1991; Kemp, Green, Horvanitz, & Rawlings, 1995;
Khan, Welch, & Zillmer, 1993; Vitanza, Vogel, & Marshall,
1995). Estimates have varied from 45% to 84%, and PTSD in
battered women has most often been identified in women
who had experienced more severe abuse, who had perceived
that their lives were threatened, and who had experienced
sexual abuse in the physically abusive relationship. Other
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researchers have documented the presence of specific criteria
of PTSD in the women (e.g., reexperiencing the trauma;
Finkelhor & Yllo, 1985; Hilberman & Munson, 1977–1978).
Some researchers have advocated using PTSD as the clinical
framework for understanding battered women’s psychologi-
cal aftereffects (e.g., Roth & Coles, 1995); others have
argued that PTSD is inadequate as a framework for concep-
tualizing the long-term sequelae of interpersonal violence
(e.g., Herman, 1992b). Researchers have pointed to a broader
range of symptoms than those accounted for by PTSD that
appear to be associated with interpersonal violence (e.g.,
Pelcovitz et al., 1997). Herman (1992a) also suggested that
the psychological sequelae involve more characterological
disturbances and include the following range of symptoms:
somatization, dissociation, affect disturbance, relationship
changes, impact on identity, and repetition of harm. Even so,
battered women who are more severely abused appear to be
at greater risk for developing PTSD.

Learned Helplessness

The data on the existence of learned helplessness in battered
women have been contradictory. Learned helplessness was
not present in battered women in the vast majority of studies
investigating some form of this variable, although the way it
was defined in particular studies appeared to potentially
influence whether researchers believed that their findings
corroborated the idea that battered women exhibit learned
helplessness. The way learned helplessness has been intro-
duced in court cases as relevant to battered women’s cases
appears to be negated by the following studies (representing
a range of the ways learned helplessness has been defined):
Bowker (1983) reported that battered women sought a wide
range of helping sources that increased as the abuse became
more intense and prolonged; Gondolf and Fisher (1988)
found that help seeking increased as abuse increased in
severity; Khan et al.’s (1993) analysis of Minnesota Multi-
phasic Personality Inventory (MMPI) data did not support
the model of dependent, passive women; and Campbell,
Miller, Cardwell, and Belknap (1994) found that battered
women generated more potential solutions to relationship
problems than nonbattered women.

Low Self-Esteem

The initial conceptualization of battered women as exhibiting
low self-esteem has resulted in some variable findings, but
the concept is mostly supported. Aguilar and Nightingale
(1994), Cascardi and O’Leary (1992), Dutton and Painter
(1993), Frisch and MacKenzie (1991), and Mitchell and
Hodson (1983) all found lower levels of self-esteem in

abused women than in nonabused women, although whether
this is a direct result of being abused is unknown.

Depression

The presence of depression in battered women seems well
supported (Cascardi & O’Leary, 1992; D. Dutton & Painter,
1993; Gleason, 1993; Mitchell & Hodson, 1983), but the
findings are not universal. Where physical violence is fre-
quent, severe, and results in serious consequences, depres-
sion is more likely to occur (Cascardi & O’Leary, 1992;
Kemp, Rawlings, & Green, 1991; Shields & Hanneke, 1983).
However, other factors also appear to influence whether bat-
tered women experience depression, including a history of
depression, deficient self-reinforcement, loss of sources of
reinforcement, and realistic assessments of the relationship
(Sato & Heiby, 1992). Unfortunately, this research has not
partialled out many potentially confounding factors for
depression in battered women.

Self-Blame

The presence of self-blame in battered women is not well
supported by research findings. Studies typically indicate that
only a small percentage of battered women blame themselves
for the violence in the relationship (Cascardi & O’Leary,
1992; Holtzworth-Munroe, 1988). And women are even less
likely to blame themselves as physical abuse increases in
frequency and severity (Frieze, 1979).

Psychopathology

General distress and psychopathology are found in battered
women samples. For example, more severely battered women
had increased rates of suicidal behavior (Vitanza et al., 1995)
as well as psychopathology as defined by standard diagnostic
classifications (e.g., Gleason, 1993; Kemp et al., 1991). How-
ever, some studies suggesting that psychopathology was
widespread among battered women lacked appropriate con-
trol groups. Kemp et al. (1991) and Khan et al. (1993) sup-
ported their contention of increased psychopathology in
battered women by citing elevations on the MMPI as evidence
of psychopathology. However, Rosewater (1988) has cau-
tioned clinicians in their interpretations of battered women’s
MMPIs due to the difficulty of determining whether eleva-
tions suggest psychopathology predating abuse, psycho-
pathology resulting from abuse, or posttraumatic effects of the
battering that would not support a diagnosis of psychopathol-
ogy. McMahon (1999) viewed Gleason’s (1993) evidence of a
higher prevalence of mental disorders in battered women as
partial support for the existence of the battered woman
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syndrome. The knowledge that battered women seem to have
more mental disorders, however, still leaves us uncertain as to
what this fact actually means for the existence of the battered
woman syndrome due to the lack of specificity of the pro-
posed effects of battering and the lack of causal connections
between the disorders and being battered.

Interpersonal Disturbance

Interpersonal disturbance due to battering (Dutton, 1992) or
trauma (Herman, 1992a) was not well supported by the
research data (Kemp et al., 1995); rather, research results
tended to find no results or opposite results with periodic ex-
ceptions. Sato and Heiby (1992) concluded that their sample
of battered women had adequate social support, even for
those women experiencing fairly high levels of violence.
Warren and Lanning (1992) did not find differences between
battered women and others seeking services at a mental
health center in terms of desire to make social contact or to
have others initiate contact with them, although neither group
was highly social. Finn (1985) and Star (1978) found that bat-
tered women were more social than their control group. How-
ever, Star, Clark, Goetz, and O’Malia (1979) reported that
battered women had a greater tendency to withdraw and
avoid interpersonal contact.

Cognitive Disturbances

Some cognitive disturbances (e.g., memory difficulties) have
been identified in some battered women and have been cited
as criteria for PTSD. However, no study has established how
cognitive disturbances are related to or result from battering.
In contrast, Vitanza et al.’s (1995) study found that “cognitive
failure” had no relationship or only a modest relationship with
intrusive thought and avoidance scores, which are criteria for
PTSD.

Traumatic Bonding

Only one well-conducted study examined the concept of
traumatic bonding (Dutton & Painter, 1993). The authors
found high rates of heightened paradoxical attachment (i.e.,
increased attachment in the face of negative treatment) in
their sample, but whether this finding is a direct result of the
battering has not been conclusively established.

Other Variables

There are insufficient data on the following variables to
suggest any conclusions as to whether they develop as a re-
sult of battering: shame, dependency, psychological stress,

self-destructive coping responses, panic attacks, emotional
lability, and dissociation.

As can be seen by this brief review, not only is there
no clear conceptualization of which variables/characteristics/
effects specifically constitute the battered woman syndrome,
but the research to date does not consistently support the
psychological effects originally conceptualized.

Problem with Determining Whether the Psychological
Sequelae of the Battered Woman Syndrome Actually
Constitute a Syndrome

The question at hand is whether there is enough support for
the battered woman syndrome to be established as a bona fide
syndrome. Morse (1998) stated, “A syndrome, in medical ter-
minology, is the collection or configuration of objective signs
(e.g., fever) and subjective symptoms (e.g., pain) that to-
gether constitute the description of a recognizable pathologi-
cal condition” (p. 364). When used in relation to behavioral
conditions, the term syndrome implies that there is a patho-
logical entity that comprises psychological phenomena that
co-occur, that can be validly demonstrated to jointly com-
prise this entity, and that arise from a particular etiological
cause. Schopp, Sturgis, and Sullivan (1994) stated that “a
psychological syndrome is a clinically significant pattern of
impaired psychological functioning” (p. 93). A number of
Morse’s points regarding syndromes in general will be used
for this discussion.

Defining a syndrome by noting a number of symptoms
that occur simultaneously and lead to the designation of a
pathological condition is the first step. In designating behav-
ioral syndromes, the process has usually occurred backwards
from the medical precedents for defining syndromes. Rather,
a common experience is identified and an investigation deter-
mines whether similar symptoms or effects are present in
those who experienced the event(s). That is, individuals are
noted to have undergone a similar experience (e.g., battering,
sexual abuse as a child, participation in the Gulf War), and
ensuing investigations determine post hoc whether the indi-
viduals exhibit similar psychological characteristics. This
post hoc research strategy has certainly been the predominant
mode of collecting data on battered women, mostly due to
their identification as they require medical, psychological,
and legal services, but also because longitudinal studies in-
vestigating the psychological well-being of vast numbers of
the general population do not exist to allow for pre- and post-
battering data to be compared.

If there is strong evidence to descriptively support concur-
ring psychological phenomena as constituting a syndrome,
the next step is to determine whether the syndrome is valid
(Morse, 1998). Individuals with battered woman syndrome
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should be qualitatively and quantitatively different on a clus-
ter of relevant psychological variables to demonstrate that
this entity is uniquely different from other psychological en-
tities. This type of validity has not been investigated or estab-
lished for the battered woman syndrome (Schopp et al.,
1994). Psychological results of battering have not been
demonstrated to be uniquely different from the psychological
results arising from other severe stressors or traumas. PTSD
or even Herman’s (1992a) more inclusive complex PTSD in
battered women parallel the psychological symptoms result-
ing from a wide variety of other traumatic experiences (e.g.,
childhood sexual abuse).

By definition, a syndrome is pathological (Morse, 1998).
The battered woman syndrome has never been designated as
a diagnostic category as defined by the Diagnostic and Sta-
tistical Manual of Mental Disorders, fourth edition, text revi-
sion (DSM-IV-TR; American Psychiatric Association, 2000),
although some authors (e.g., Regehr, 1995) have suggested
that certain characteristics of the syndrome could be sub-
sumed under the diagnostic category of PTSD. The ambiva-
lence of professionals and advocates has been evident in
deciding whether to label battered women as pathological as
a result of the abuse. On one hand, advocates for battered
women believe professionals and laypersons need to under-
stand the serious impact of battering in terms of the signifi-
cant psychological and physical injuries to them. On the
other hand, advocates do not want battered women to be
viewed as impaired and dysfunctional, but rather as individu-
als responding as best they can to a terrorizing life experi-
ence. The debate on whether battered women are normal and
just experiencing pathological but transitory reactions to hor-
rible life conditions or are psychologically impaired as a
result of experiencing these horrible conditions remains un-
decided. As will be discussed later, whether the battered
woman syndrome results in or rises to the level of a patho-
logical psychological state that can impact/impair/affect the
woman’s actions at the time she commits an unlawful act has
been debated vigorously.

Once the validity of a syndrome is established, classifica-
tion rules are required for determining when an individual
possesses a particular syndrome (Morse, 1998). The discus-
sions surrounding battered woman syndrome have not clari-
fied whether all battered women should exhibit all of the
proposed effects or whether battered women have battered
woman syndrome by virtue of exhibiting some of the charac-
teristics. Also at issue is whether battered women, as a group,
can be said to have battered woman syndrome on the basis of
some of the women exhibiting all of the symptoms, or even
when some of the battered women exhibit some of the symp-
toms. No studies to date have assessed whether professionals

could reliably “diagnose” a sample of women as suffering
from battered woman syndrome. Mosteller (1996) spoke to
the importance of this issue, stating that “consistent, stable,
and well-defined group behavior—perhaps not a ‘syndrome’
but at least ‘group character’—must exist in response to a set
of conditions assumed or proven to be present in the case”
(p. 473).

Courts have wrestled with this classification issue. Juris-
dictions have differed as to whether an expert is allowed to
conclude that a defendant belongs to the class of persons ex-
hibiting battered woman syndrome (e.g., the court in State v.
Hennum, 1989, ruled that the expert was not allowed to clas-
sify the woman in this way, the court in State v. Steel, 1987,
ruled that this was acceptable). Some jurisdictions have
allowed an expert to testify only in general about battered
women; some have only allowed testimony specific to the
particular battered woman. Others have allowed a combina-
tion, in which the expert is permitted to determine whether
the woman actually appears to fit the characteristics or has
the history that allows her to be classified as a battered
woman.

Problems with Syndrome Evidence in General

Once a syndrome is reliably and validly established, how this
information is applied to legal issues becomes the next step to
consider. Mosteller (1996) has grappled with the issues of
introducing evidence about syndromes into criminal trials
and, more specifically, discussed these issues in relation to
the battered woman syndrome.

There are three major ways in which evidence about syn-
dromes or “group character” have been used in criminal cases
to date (Mosteller, 1996). First, the existence of a constella-
tion of symptoms has been used to support the contention that
certain actions (crimes) have occurred. Examples of this
would be the introduction of rape trauma syndrome or child
sexual abuse accommodation syndrome as evidence that a
rape or sexual abuse of a child had occurred. Proving that
certain behaviors occurred from the presence of psycho-
logical symptoms in a person makes the verifiability of this
conclusion a paramount issue. Whether a conclusion of this
type could or should actually be derived from this type of
data, no matter how extraordinarily carefully derived, is
highly questionable. Used in this manner, a constellation of
symptoms/characteristics would have to be an exceedingly
reliable and accurate indicator that a specific action, and no
other, could be the cause of the symptoms. The many postu-
lated effects of being battered and the many hypothesized
characteristics of the women postbattering have been too
amorphous and potentially multidetermined to allow for a
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reliable conclusion that certain symptoms in women are evi-
dence of battering. Only some of the specific content of cer-
tain symptoms might possibly suggest a link between the
symptoms and battering (e.g., intrusive thoughts regarding
battering incidents, content of nightmares). Mosteller argued
that syndrome evidence that is used to argue backwards that
a criminal action was committed “must be of the highest
quality and should satisfy the standard set out in Daubert v.
Merrell Dow Pharmaceuticals, Inc. Here the difficulty of the
scientific task is the greatest, and the impact of misguided ex-
pert evidence, in terms of potential prejudice, can be the most
devastating” (p. 468). A cluster of symptoms that have not re-
liably discriminated diagnostically between groups should be
viewed as dangerous and biasing if the syndrome evidence
was presented to establish that a particular etiology/event
was the only possible reason for the symptoms to exist.

The second way that group character evidence (i.e., syn-
drome evidence) has been used is for the purpose of es-
tablishing credibility or rebutting attacks on credibility
(Mosteller, 1996). When the courts determine that the intro-
duction of particular testimony for correction or bolstering is
advisable, they assume that, without this evidence, mis-
perceptions could prejudice the decision making of the
jury/judge and, thus, result in an unfair outcome. An example
of admitting syndrome testimony to rebut an attack on a wit-
ness’s credibility is testimony about rape trauma syndrome
explaining why a woman might have delayed reporting a rape
or why she was not hysterical in the emergency room. This
testimony would be introduced after the lawyer for a defen-
dant highlighted these facts to imply that the woman’s claim
of rape was a lie.

Although testimony regarding the battered woman syn-
drome has definitely been introduced for corrective and reha-
bilitative functions, it has also been introduced proactively to
address (i.e., correct) preestablished erroneous attitudes and
beliefs that the trier of the fact is presumed to hold. A number
of research studies have demonstrated that the knowledge
and attitudes of laypersons are, at times, significantly differ-
ent from those of experts/advocates in the field of domestic
violence (e.g., Dodge & Greene, 1991; Greene, Raitz, &
Lindblad, 1989). Because these discrepancies imply that cer-
tain information about battered women is not common
knowledge for laypersons (i.e., beyond the ken of the jurors),
some courts have allowed testimony about the battered
woman syndrome or about research pertaining to battered
women to prevent jurors from basing their decisions on mis-
conceptions. For example, the court in State v. Koss (1990)
did allow battered woman syndrome testimony for this rea-
son, but the court in Commonwealth v. Dillon (1989) did not.
Specifically, testimony as to why a battered woman does not

leave an abusive relationship falls into the category of cor-
recting myths or misinformation that may be common among
jurors. When experts address specific issues regarding bat-
tered women, such as why they remain in the violent rela-
tionship, information about group behavior of battered
women is often available and applicable to a case without
requiring the expert to establish that the defendant exhibits
battered woman syndrome.

Establishing the reasonableness of a person’s actions or
perceptions in light of a particular legal standard is a third use
of group character testimony (Mosteller, 1996). There have
been cases involving battered women in which the eviden-
tiary testimony consisted of a combination of data about
battered women in general to address myths, as well as an
analysis of the woman’s unique battering history to address
the reasonableness of her perceptions. An analysis of the in-
dividual woman’s overall experience in the battering rela-
tionship by an experienced clinician might provide evidence,
for example, to support the reasonableness of her perception
of danger in the particular incident in which she killed the
man. A historical perspective of the violent relationship
might establish that the violence escalated in recent months
such that woman began to fear for her life.

Mosteller (1996) believes that battered women’s cases
that require restoration of credibility or proactive use of evi-
dence often do not require the establishment of the battered
woman syndrome to do so. Mosteller also believes that the
courts would not require an exceptionally high standard of
scientific exactitude before admitting testimony into evi-
dence that addresses the woman’s credibility regarding the
reasonableness of her actions. On the other hand, he argues
that expert testimony on whether the woman believed she
faced imminent danger is testimony about the ultimate ques-
tion, which is typically the province of the jury or judge. If
testimony suggests that the woman, by virtue of experiencing
battered woman syndrome, had particular perceptions or re-
actions bearing on the reasonableness of her conduct at the
time of the killing, Mosteller believes that more stringent
tests of science should be placed on the admissibility of this
type of testimony. When the ultimate question of the reason-
ableness of the woman’s actions is viewed through the filter
of battered woman syndrome, the necessity for the concept to
be scientifically valid and predictive becomes paramount.
Mosteller lists the following questions as the crux of the
issue:

First, what are the precise, rather than the general, dimensions of
that social reality, that syndrome? Is there a precisely defined
syndrome that establishes a causal relationship between the
pattern of abuse suffered by the defendant, her psychological



498 Battered Woman Syndrome in the Courts

reactions, and her perceptions or subsequent conduct? Second, to
what degree are experts able to diagnose a woman as “suffering
from” or fitting within the precisely defined syndrome? (p. 481)

Mosteller (1996) perceives several biases inherent in
expert testimony of the battered woman syndrome, thus
increasing the salience that this syndrome be scientifically
verifiable. An expert testifying that a woman is similar to
other battered women may enhance her credibility as a
defendant while simultaneously, and possibly unfairly, label-
ing the deceased man as a villain, even in circumstances
where the expert is unable to independently establish the
accuracy of the reported history. Credibility may be automat-
ically enhanced for a defendant if jurors conclude that her
experience must be believable if others have experienced
similar phenomena. Another potential bias may occur when a
judge allows an expert to testify on the reasonableness of a
defendant’s conduct as a jury is exposed to an expert essen-
tially casting a “not guilty” vote, which could, in turn, influ-
ence their own decision making.

Problem with Placing the Battered Woman Syndrome
within the Context of Legal Defenses of Justification
versus Excuse

Whether battered woman syndrome evidence provides a jus-
tification or an excuse for the actions of the defendant has
provoked much controversy among legal commentators,
even when the woman claims that she acted in self-defense or
under duress. The rationale for putting forth such affirmative
defenses is to claim that the reason the defendant violated the
criminal law exonerates her, because the woman is not dis-
puting that she engaged in the action (Morse, 1998). Thus, in
the eyes of justice, her actions will need to be justified or
excused for her to avoid punishment.

The distinction of justification versus excuse is an im-
portant one for the appropriateness of introducing evidence.
Justification for an action indicates that the person was fully
responsible (i.e., mentally competent) when committing the
actions for which he or she has been charged with a criminal
offense. However, the person deserves to be exonerated be-
cause the conduct, typically considered wrongful, was per-
missible under the circumstances or was appropriate for the
particular situation (e.g., killing when one’s life is threat-
ened; Morse, 1998). In contrast, an excuse for a person’s con-
duct indicates that the person is not responsible for his or her
actions because the person cannot be considered a responsi-
ble moral agent at the time of the action (e.g., being an in-
fant or being legally insane; Morse, 1998). Therefore, the

question to be considered is whether battered woman syn-
drome evidence is intended to support the contention that the
woman’s actions were permissible or the contention that the
experience of being a battered woman rendered her inca-
pable of being a responsible moral agent. (See Morse, 1998.)

The courts have chosen to confine evidence about the bat-
tered woman syndrome within a justification scenario (i.e.,
claims of self-defense). No courts have knowingly or inten-
tionally established a battered woman syndrome defense cre-
ating an excuse for a woman to engage in deadly force toward
her partner, acting in response to the psychological reactions
to battering, irrespective of whether she perceived herself to
be in danger at the time. Based on the appellate court deci-
sions to date, consensus exists that evidence that a woman
was battered or that she exhibited the battered woman syn-
drome may not provide an “excuse” for her actions. In addi-
tion, evidence of this type must be linked to the elements of
self-defense.

Even though the courts have limited battered woman syn-
drome evidence within a justification framework, Morse
(1998) has suggested that some of the more controversial
cases (usually involving nonconfrontational killings where
even imminence requirements have been loosened) have
pushed the use of the syndrome into the realm of excuse de-
fenses. Strong opinions have been voiced on both sides of the
legal argument as to whether there should be an expansion of
battered woman syndrome evidence beyond how it has been
currently allowed. Advocates for battered women (e.g.,
Bradfield, 1998; Cipparone, 1987; Kaser-Boyd & Balash,
1993; Rosen, 1986) believe that expanding the use of the syn-
drome to incorporate the concept of excuse for these women
would reflect our awareness of their dilemmas and realities.
In contrast, many legal scholars (Faigman, 1986; McMahon,
1999; Morse, 1998, Mosteller, 1996) are concerned that our
concepts of responsibility for upholding certain social stan-
dards will be eroded.

Coughlin (1994) fears that allowing excuse defenses for
women, unique from those permitted for men, will perpetrate
the view that women are deficient persons incapable of regu-
lating their own behavior when placed in difficult circum-
stances. Coughlin views using the battered woman syndrome
in defenses providing an excuse as paralleling the “marital
coercion doctrine,” which historically viewed a woman as
blameless for crimes committed (a) under the coercion of her
husband, (b) at his request, or (c) merely in his presence. This
prior doctrine perceived women as not acting as free agents
and as not having the capacity for rational choice. Coughlin
writes, “Criminal law has been content to excuse women
for criminal misconduct on the ground that they cannot be
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expected to, and, indeed, should not, resist the influence ex-
erted by their husbands” (p. 5). Coughlin believes that under
the old doctrine of marital coercion, women were viewed as
deserving of sympathy rather than condemnation and that the
decision to excuse, rather than punish, followed from that ori-
entation. As a parallel, she suggests that the current concep-
tualization of the battered woman syndrome presents women
as psychologically disabled and impaired, thus implying that
their behavior should be excused. The danger, Coughlin
argues, lies in continuing the view that women are not self-
reliant and not self-determined, which is likely to influence
courts to impose restraints and special (negative) conditions
on women in family or civil court.

Problem with Clarifying the Uses of and Purposes for
the Battered Woman Syndrome in the Courtroom

Reviewing literature that is both supportive of and antagonis-
tic toward the use of battered woman syndrome evidence can
only result in the conclusion that there is no consistency in
the way commentators, analysts, professionals, and advo-
cates believe this syndrome should most appropriately be ap-
plied. First of all, confusion is evident as to what is allowable
or appropriate courtroom evidence of battered woman syn-
drome. Almost any information about battered women and
their plight (e.g., why battered women do not leave the abu-
sive relationship, reasonableness of the woman’s actions) has
variously been placed under the label of battered woman
syndrome.

Second, commentators, analysts, and advocates writing
about battered woman syndrome may differ markedly in their
views from practitioners dealing with the actualities of de-
fending a battered woman. A strict analysis of legal principles
applied to this syndrome may seem alien to the defendant’s
attorney piecing together relevant evidence for the case. On
the other hand, however, advocates who support a fairly un-
limited expansion of this evidence may be unaware of, or at
least less concerned about, the legal constraints and limita-
tions that courts impose and the historical and noteworthy
principles on which evidence laws have been founded.

Third, the battered woman syndrome’s introduction into
specific cases has been accomplished for such a variety of
purposes that the exact purpose for using this evidence is
unclear. Is the evidence intended to specifically support ele-
ments of self-defense, or to explain aspects of the defendant’s
life to make her seem more sympathetic to the jury, or to
bolster the woman’s credibility by having an expert support
her perceptions? Schopp et al. (1994) presented a cogent
argument to suggest that the cited aspects of battered

woman syndrome (e.g., cycle of violence, learned helpless-
ness, depression, lowered self-esteem) are most likely to
create a picture of a woman in distress rather than to produce
a coherent causal link between the syndrome and the ele-
ments of self-defense. These same authors argued that the
extended history of abuse a woman experienced, in and of
itself, goes much further to support the reasonableness of
her belief that she reacted to perceived immediacy of a
threat from her partner when killing him than does testimony
about the battered woman syndrome per se. (See Follingstad,
1996, for a detailed discussion of the aspects of a battered
woman’s experience that may be relevant to elements of self-
defense.)

Fourth, the courts create confusion as to the purpose
of battered woman syndrome evidence when they differ in
their rulings on the content about which experts can testify.
For example, courts that permit an expert to testify about bat-
tered woman syndrome only in general may unintentionally
grant credence to the defendant’s testimony as to her “bat-
tered woman” status without any outside confirmation or re-
quirement of a demonstration that this classification fits the
defendant. Courts have come down on different sides of evi-
dentiary rules for allowing the testimony to be introduced and
for the purpose for the testimony (e.g., to address reasonable-
ness of the actions, credibility, why the woman remained in
the violent relationship).

Evidence about battered woman syndrome has sometimes
been used as a backdoor route for introducing evidence about
past abusive incidents other than what happened specifically
at the time of the killing. This legal strategy has been used
when direct introduction of violent behavior historically
committed by the deceased (whether directed toward the
woman or toward other individuals) has not been permitted
due to the court’s determination that such testimony is preju-
dicial and biasing. However, some commentators (e.g.,
Faigman, 1986) believe that the man’s violent history,
especially in relation to the woman, would provide a more
understandable picture of the woman’s experience and her
perception of danger. Faigman believes that the man’s violent
history would be the crucial information on which jurors
could, in turn, base their decision as to the reasonableness of
the woman’s actions, rather than trying to make an indirect
link between battered woman syndrome and the woman’s
ensuing behavior. Because some new federal evidence rules
designed specifically to address sex offenses (which are fre-
quently characterized as private incidents occurring in an
ongoing relationship where the person has some control over
the victim) have allowed evidence of prior behavior to be
introduced (Fingar, 1996), Posch (1998) recommended that
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similar rules allowing evidence of past instances of physical
violence should be admitted into evidence, thus eliminating
the need to use battered woman syndrome testimony in these
cases.

Potential Negative Effects of Introducing Evidence
on the Battered Woman Syndrome

Initial criticisms of the use of battered woman syndrome in
court cases were leveled by legal commentators. Some recent
critiques have been written by feminist scholars (e.g., Posch,
1998). Because testimony about battered woman syndrome
has typically portrayed the woman as suffering from a psy-
chological condition/impairment that has had an impact on
her final act of killing or her inability to leave the abusive re-
lationship, numerous writers have expressed concern that the
women are portrayed as weak, helpless, and pathological
(e.g., Browne, 1987; Posch, 1998). Coughlin (1994) states,
“The defense itself defines the woman as a collection of men-
tal symptoms, motivational deficits, and behavioral abnor-
malities; indeed, the fundamental premise of the defense is
that women lack the psychological capacity to choose lawful
means to extricate themselves from abusive mates” (p. 7).
For example, postulating that battered women exhibit learned
helplessness pathologizes battered women by determining
that they are incapable of engaging in actions to help them-
selves. This concept has been used to conclude that, as a re-
sult of the battering experience, these women are “unable to
think clearly,” suffer “emotional paralysis,” and possess the
“delusion that things will improve” (Schopp et al., 1994,
p. 70).

Attempting to establish the reasonableness of the defen-
dant’s actions based on the man’s abusive experiences may
backfire because of the portrayal of battered women’s mental
state as defined by the battered woman syndrome: “Expert tes-
timony regarding depression, decreased self-esteem, learned
helplessness, or other psychological characteristics of the de-
fendant does not show the defendant’s ‘reasonableness’”
(Schopp et al., 1994, p. 87). The portrait of the woman as psy-
chologically impaired appears incompatible with establishing
her as capable of making reasoned and reasonable decisions
regarding the imminence and potential severity of an attack.

The uses of the battered woman syndrome in court have
spanned over a number of apparent purposes that have
intended to (a) engender sympathy for the woman based on
the psychological sequelae she experiences as a result of the
abuse; (b) aid the trier of fact in understanding how the res-
ulting psychological sequelae from the syndrome distort and
impair the woman’s perceptions, abilities, and volition (e.g.,
to leave the abusive relationship); and yet (c) have the judge

or jury not view the syndrome and its effects as a disorder
that interferes with her ability to make a reasonable decision
about the need to defend herself. Those making judgments
about a battered woman’s case are likely to find it difficult to
believe that the woman, by definition, is impaired and expe-
riences distortion in very specific and particular areas but is
unaffected in parallel cognitive mechanisms that govern
other specific and particular areas. Rather than demonstrating
that the woman made reasonable interpretations and deci-
sions, using battered woman syndrome evidence usually re-
quires that “the defense concedes that the woman’s conduct
was unreasonable, but then excuses her from criminal liabil-
ity if she can prove that she was a passive, obedient wife
whose choices were determined not by her own exercise of
will, but by the superior will of her husband” (Coughlin,
1994, p. 50).

Cornia (1997) raised the concern that the portrayal of bat-
tered women in criminal cases as irrational and/or mentally
defective to suggest their behavior should be excused will be
carried over into family and civil courts. This portrayal may
be useful in criminal court to engender sympathy for the
woman and to suggest that her behavior should be excused;
however, the same portrayal has been used in other legal con-
texts to the detriment of battered women (e.g., child custody
battles, child abuse cases; Cornia, 1997). If the battered
woman syndrome paints women as irrational and/or lacking
in self-control, their credibility in family court proceedings,
after their status as battered women has been established, is
automatically reduced.

Because battered women have been known to recant prior
statements regarding the batterer’s violence toward them,
battered women have been portrayed as incapable of telling
the truth (Carnahan v. State, 1997; Hawks v. State, 1996;
State v. Griffin, 1988). Women who have been abused may be
at a serious disadvantage in having to prove their fitness as
parents, rather than having fitness assumed unless proven
otherwise. For example, one court already decided that the
existence of battering in a household where children live con-
stitutes child neglect (In re Heather, 1996). Parental unfitness
may be assumed by the court due to testimony that a woman
who was battered in the past would be likely to choose an
abusive partner in the future (In re John V., 1992; In re
Ranker, 1996). One court even allowed general testimony
regarding battered woman syndrome that alleged that some
battered women have been known to abuse their children
(State v. Stevens, 1997). Thus, the portrayal of battered
women as not responsible for their behavior or behaving in
unreasonable ways due to debilitating effects of the battering
has not only been questioned as an accurate portrayal for self-
defense cases, but poses dangers due to a backlash in other
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legal arenas where battered women are perceived as possess-
ing a permanent disabling psychological condition.

ASSESSMENT ISSUES FOR BATTERED WOMEN’S
LEGAL CASES

Clinicians involved in battered women’s court cases must
first determine the specific legal question to be answered. In
criminal cases, the legal question may be to determine the
woman’s mental status at the time of the offense (MSO),
when she killed or injured her partner, similar to a determi-
nation of criminal responsibility. If the MSO evaluation is
specific to a claim of self-defense, then information must be
collected in line with elements of self-defense. An insanity
defense requires a different approach, addressing the ele-
ments of insanity for the particular statute of each state.
When diminished capacity is being claimed or the defen-
dant’s attorney believes the concept of duress might apply to
her case, the legal question becomes the determination of the
woman’s intent or ability to form a particular intent to com-
mit a crime. Other legal questions for criminal cases could
involve the defendant’s credibility or require information to
be gathered to address myths or misconceptions regarding
battered women so that these issues do not cloud the factual
picture of the case. In civil cases, the likely assessment ques-
tions focus either on a determination of how a woman’s
experiences as a victim of abuse have affected her (e.g., es-
tablishing psychological damages for a civil tort case or
demonstrating the impact of abuse on a woman in a divorce
and/or custody case) or a determination of how battering ex-
periences did not affect a battered woman (e.g., why she is
not automatically deemed unfit as a parent).

Because many of the legal questions are familiar to foren-
sic practitioners, the issue to address becomes how these
evaluations might be different from typical evaluations for
forensic purposes. Thus, these ideas for assessment are
specifically geared for determining how a history of being
battered affects these particular evaluations. For those un-
familiar with evaluations of criminal responsibility, MSO,
diminished capacity, duress, psychological damages in tort
cases, and divorce/custody cases, the reader is advised to
consult sources specific to these forensic topics as well as
corresponding chapters in this volume.

As a general rule, clinicians venturing into these cases
should be thoroughly familiar with the vast body of literature
regarding battering, rather than relying on the narrow and
now controversial battered woman syndrome. The body of
literature is useful for understanding what psychological
factors are consistently related to battering experiences,

remaining in abusive relationships, motivations for using
physical force, and psychological coercion. However, famil-
iarity with this literature should be cautiously translated into
general testimony about battered women, as this chapter has
noted the difficulty of proving that all battered women re-
spond in one way to battering.

The most important methodology for approaching bat-
tered women’s cases is likely to be a thorough and informed
individual evaluation. The informed clinician, aware of the
literature to date, is able to ask more pertinent questions,
probe more effectively, and bring aspects to light that the
woman might not have known to raise as significant. The
thorough evaluation implies that the woman is interviewed,
observed, and given appropriate psychological testing at the
same time that pertinent records (e.g., medical, police) are re-
viewed, other relevant persons are interviewed as to their
knowledge, and clinical information is assessed for consis-
tency and credibility of the information. The individual eval-
uation allows for an understanding of the specific battered
woman’s experience, which informs her perceptions, deci-
sions, choices, and beliefs. And this type of evaluation is
most likely to produce information that is usable for battered
women’s cases.

Studies that have investigated psychological testing of
battered women have cautioned clinicians in making inter-
pretations (e.g., Rosewater, 1988; Strauss, 1996). In the ab-
sence of any comparison psychological testing prior to the
woman being battered, the appropriate meaning of elevations
on general measures of psychopathology may be difficult to
ascertain (e.g., Rosewater, 1988). The unanswered question
is often whether the woman exhibited the particular psycho-
logical symptoms or disturbances prior to the battering,
whether pathology developed over time while the woman
was in the abusive relationship, or whether symptoms devel-
oped directly as a result of the battering. However, deducing
the woman’s responses to a standard objective measure of
psychopathology is often necessary for understanding the
extent of her psychological distress, and in the case of the
MMPI-2, there is a PTSD scale that can be used (the Keane
PTSD Scale; Keane, Malloy, & Fairbank, 1984; Schlenger &
Kukla, 1987), although it was normed on Vietnam veterans.
The Personality Assessment Inventory (PAI), a general mea-
sure of psychopathology, also has a unique scale measuring
PTSD. A number of measures of trauma symptoms (e.g.,
Trauma Symptom Inventory [TSI], Briere, Elliott, Harris, &
Cotman, 1995; Modified Fear Survey III, Resick, Veronen,
Calhoun, & Kilpatrick, 1986; Crime-Related PTSD, Saun-
ders, Arata, & Kilpatrick, 1990) could be administered twice
to the woman, asking for her best recollection of whether she
exhibited particular symptoms prior to being abused as well
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as her current state of functioning. Although this method is
suspect due to the ease with which a person can manipulate
data if there is a motivation to do so, a report of the woman’s
general functioning and even information about specific
symptoms can be obtained through independent collateral
interviews with individuals who knew the woman well be-
fore the abusive relationship. The comparison of women’s
responses and collateral interview information can be used
as one means of determining general credibility of the
woman’s report of symptoms. Also, more obvious measures
of trauma symptoms can be compared with the PTSD scale
on the MMPI-2, which consists of more subtle items. The
TSI has three validity scales that assess consistency and
overreporting of unlikely symptoms for assessing credibility
of the data.

Although normed measures may be useful to suggest psy-
chological effects due to battering, much of the information
needed to answer legal questions requires development
through an interview. For example, Follingstad (1996) de-
tailed the types of information a clinician needs to elicit from
a battered woman that would be useful to support various
elements of self-defense. To obtain evidence that a battered
woman was under duress at the time she committed a crime,
both a general propensity to be dominated in addition to a
very careful enumeration via interview of her thought
processes, actions, and beliefs at the time of the crime are
necessary.

A careful and thorough compilation of the abuse history is
necessary for any case. Most commentators who have ques-
tioned using the battered woman syndrome for battered
women’s cases have endorsed the inclusion of the woman’s
history of abuse in the facts introduced in court cases. The
full explication of the battered woman’s experience should be
included when it appears relevant to understanding her per-
ceptions regarding imminent danger at the time she killed her
partner, the reasons she remained in the abusive relationship,
her attempts to escape or use other resources, and her lack of
alternatives to the actions in which she engaged. The abuse
history can be elicited through a combination of interviewing
and measures, such as Dutton’s (1992) Abusive Behavior
Observation Checklist, Attribution Questionnaire, Appraisal
of Violent Situation measure, and Response to Violence
Inventory. However, measures of this type provide restricted
information and invariably are incomplete, thus necessitating
a thorough interview. Further probing and clarification could
occur as follow-up to these questionnaires. Tolman’s (1989)
Psychological Maltreatment of Women Inventory is a begin-
ning step regarding assessment of psychological aggression,
although this measure needs to be viewed as self-report sub-
ject to interpretation and bias with obvious face content like

any others requiring a person to report on an intimate’s
behavior toward him or her. The physical abuse history pos-
sibly can be corroborated by medical and police records as
well as by independent interviews with family and/or friends.

CONCLUSIONS AND FUTURE DIRECTIONS

The focus of this chapter has been to review the validity and
applicability of the battered woman syndrome to legal cases
with the purposes of determining the current state of the art
and of ascertaining directions for the future. Commentators
and analysts of this syndrome’s use in court have not been
unsympathetic to the plight of battered women, nor have
they argued that battered women do not experience effects,
whether physical, psychological, or social, from the abuse.
Rather, an important issue for this chapter has been whether
there is a specific and distinct syndrome that consistently
reflects the psychological sequelae of battered women’s
experience, and, if so, whether the syndrome has specific
application to forensic cases. This critique did not apply to
other potentially relevant and valid research about battered
women and their experience that could inform certain as-
pects of their court cases. In fact, Gordon (1998) pointed out
that the term battered woman syndrome does not adequately
reflect the breadth or nature of current knowledge concern-
ing battering and its effects. But before considering whether
there are other ways to use social science research regarding
battering in valid and appropriate ways, the confusion sur-
rounding the use of the battered woman syndrome needs to
be confronted and decisions regarding its use need to be
made.

The careful analyses of the problems surrounding the bat-
tered woman syndrome as a concept, irrespective of whether
it is a useful explanatory mechanism for court cases, have
shown that it is difficult to conclude anything other than that
the syndrome is virtually unsupportable as a well-defined and
valid concept. The definition of who might be liable to de-
velop this syndrome is still not clarified, leaving advocates as
well as analysts uncertain as to when to define a woman as
a battered woman. The criteria that would be required to be
present in a battered woman before she could be said to be
experiencing battered woman syndrome have neither been
clearly specified nor have they received clear empirical sup-
port. Attempts to define battered woman syndrome have had
different foci, including abuse patterns, hypothesized psy-
chological sequelae, and susceptibility factors. It is also
unclear whether factors influencing the development of this
particular syndrome as well as the effects of those factors
equally constitute the syndrome.
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The battered woman syndrome appears to fail all tests of a
true syndrome: specific criteria are lacking; the required eti-
ology is unclear; the syndrome does not explain why some
women develop symptoms and others do not; it is unclear
whether all women with the syndrome would exhibit all of
the suggested characteristics; it is difficult for the syndrome
to prove that the present symptoms are uniquely different
from related entities (i.e., would not have been produced by
other sources); and it has not been established that profes-
sionals can reliably “diagnose” women as suffering from bat-
tered woman syndrome.

In addition to definitional problems, the validity of various
purported aspects/characteristics/symptoms of the battered
woman syndrome varies in the research literature from un-
supportable to probable. Walker’s (1979, 1984) research on
the battered woman syndrome, on which most legal cases
have relied, has been criticized as not only consisting of ques-
tionable methodology (thus calling any results into question),
but also as not supporting her own hypothesized syndrome.
My review of the effects hypothesized by Walker, as well as
by Dutton (as Douglas in 1987; M. Dutton, 1992), as com-
prising the effects of battering shows that a number of factors
are unsupported by current research, some have contradic-
tory findings, and some have more promising results. How-
ever, even among the effects that appear better supported by
the data, the results are not consistent or unanimously found
among research participants labeled as battered women, who
actually vary greatly in their abuse histories. The relationship
between greater severity and higher frequency of violence
with a greater likelihood of psychological symptoms seems
to be the important relationship for predicting effects of bat-
tering such as PTSD and depression. This illustrates that the
way battering is defined in a research study may influence
whether psychological sequelae are identified.

It may, in fact, be naïve, or even futile, to attempt to estab-
lish a single pattern of responses and symptoms subsequent
to the experience of battering. Battering itself can range
widely in terms of patterns, frequency, and severity, and ex-
pecting that the responses and reactions of a battered woman
can be clearly, directly, and consistently predicted is likely to
result in disappointment. But even more important, it is
highly unlikely that the same pattern of symptoms lead to the
same specific behaviors in all battered women. Even if the
psychological sequelae of being battered could be succinctly
described and ensuing research subsequently verified the ex-
istence of these symptoms, we still would be hard pressed to
demonstrate that the psychological symptoms inevitably lead
to specific behaviors by the women. As Faigman (1986)
stated, “Researchers have not . . . convincingly demonstrated
that the battering experience gives rise to a single distinctive

behavior pattern” (p. 644). Thus, even psychological symp-
toms that have been noted in a high proportion of women
who have been severely and frequently abused (e.g., PTSD
and depression) are unlikely to specifically predict how the
woman will behave in relation to the battering man. No one
has ever suggested that exhibiting trauma symptoms, for ex-
ample, will result in all women using force against the abuser
when they feel threatened.

The two factors cited as important by Walker (1979, 1984)
for understanding the battered woman defendant’s behavior
were the cycle of violence and learned helplessness, both of
which have not been well supported empirically. In addition,
the cycle of violence has been considered by numerous
commentators to be so flexible and limitless (i.e., no time in-
tervals are ever specified) as to be useless for predicting be-
havior. Because of these increasing criticisms of the battered
woman syndrome, many legal commentators now take the
stance that this syndrome, especially in its current poorly
conceptualized and validated state, is not relevant to rigorous
application of the self-defense claim (e.g., Schopp et al.,
1994). Rather, Maguigan (1991), in her analysis of appellate
court decisions, concluded that “existing substantive law and
related evidentiary and procedural rules are defined in a way
consistent with the self-defense claims of battered women
who kill” (p. 458) without needing the battered woman syn-
drome as a mechanism for explaining their behavior.

The positive news is that most analysts who eschew the
use of battered woman syndrome do not see it, or its hypoth-
esized elements, as necessary components for defending a
battered woman. If an attorney is working to establish that a
battered woman acted in self-defense, her history of abuse by
the man may be more convincing evidence to increase the
jury’s understanding of the woman’s fear of him than an ex-
pert’s representation of the cycle of violence, which may or
may not fit well with the woman’s experience. The woman’s
unique experiences, explicated in detail to the jurors, may
provide the link between certain cues at the time of the killing
and her perception of imminent danger.

If diminished capacity or insanity are the issues at stake
rather than self-defense, then a clinical assessment of the
woman, her psychological symptoms, and the impact of these
symptoms on her behavior would be relevant to her defense.
It is more important to demonstrate which symptoms each
woman exhibits and how these specific symptoms influenced
her behavior, rather than introducing general information
about battered women that may or may not apply.

Those who believe that the experience of being battered
should rise to the level of an excuse for a battered woman’s
behavior might wish to reconsider this idea. Advocates pre-
sent mixed views as to whether they endorse the idea that a
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history of battering creates psychological impairment that af-
fects the woman’s perceptions, beliefs, and actions when she
kills the abuser. Even more controversy is apparent regarding
whether the battered woman’s existence in an egregious situ-
ation should, in and of itself, be taken into consideration in a
criminal case if it does not directly apply to a particular claim
of defense. It is understandable that sympathy for battered
women’s plight has influenced some to take the stance that an
aggressive act in response to a long-term and brutal history of
aggression should not be severely punished. However, the
courts are unlikely to broaden the use of evidence in this way
uniquely for battered women, as precedents over time indicate
that our system of law consistently supports the premise that
persons must employ mechanisms other than reciprocal or re-
taliatory aggression to handle maltreatment by others.

Numerous legal analysts, as well as some advocates, now
believe that moving away from using battered woman syn-
drome represents a positive step both for battered women’s
cases and for a view of women as competent, rational beings.
Initially, the shift from the defense of insanity/diminished ca-
pacity to self-defense for battered women was guided by the
perception that these women were acting “reasonably” by re-
sponding with force in situations they accurately perceived as
dangerous. However, battered woman syndrome implied that
the women, due to helplessness, terrorized states, and depres-
sion, were incapable of employing reason, which seemed to
conflict with the idea that the women reasonably defended
themselves against life-threatening violence. Thus, those
currently recommending the elimination of battered woman
syndrome as the structure around which information about
battered women is introduced contend that their stance is in
line with viewing these women as exercising reason and
responsibility.

If we move away from using battered woman syndrome as
a mechanism for organizing information and addressing legal
issues regarding battered women, what remains? Most com-
mentators believe that certain data about battered women are
still applicable in ways that inform aspects of battered
women’s cases without requiring the use of battered woman
syndrome, with its conceptual, definitional, and validity
problems. Myths and misconceptions about battered women
(as documented by Dodge & Greene, 1991; Greene et al.,
1989; and noted by many other authors) continue to require
“correction” by experts who can cite relevant research. Re-
search findings that enlighten misperceptions and are perti-
nent to elements of legal defenses should still be admitted
into battered women’s cases. As a guideline, Faigman (1986)
offered a standard for this type of evidence: “In battered
woman cases, the court should at a minimum ensure that
the evidence is genuinely relevant to a material aspect of the

self-defense claim and that the researcher offering to testify
has correctly applied the methodology of the general field of
clinical psychology” (p. 350).

Support from commentators (e.g., Schopp et al., 1994) is
fairly unanimous regarding introduction of the pattern of
abuse the woman endured as directly relevant to these cases.
Faigman (1986) made a convincing case for working toward
an expansion of the evidence allowed into battered women’s
cases. He purported that to “understand the context in which
the woman acted is essential to understanding the reasonable-
ness of her act” (p. 644). Downs (1996) echoed this sentiment,
stating his belief that judges and juries need to understand that
battered women experience life circumstances and pressures
that are out of the ordinary. Maguigan (1991) also thought that
admitting evidence regarding the abuse history would maxi-
mize information for jurors about the “social context of the act
of the defendant whose case they must decide” (p. 459). Thus,
evidence of the man’s violent disposition when he was alive,
the narrowing of the woman’s perceived and/or realistic alter-
natives over time, and corroboration of information regarding
the man’s dangerousness would all be relevant as to the
woman’s reasonableness of expected harm.

All of the suggested directions—moving away from using
battered woman syndrome testimony, promoting admissibil-
ity of evidence of the violence history, allowing testimony as
to valid research on relevant aspects of battered women’s
cases—would be likely to influence the courts to consider
this issue on a case-by-case basis. Although some might fear
that this would represent a step backward as to how these
cases are tried, this does not have to be the case and, in fact,
parallels the process of all court cases. Where specific rele-
vant and valid research was applicable, the court could admit
testimony it considered necessary for the jury to understand
the context of the woman’s perceptions and decision making.
There would no longer be generic assumptions of battered
women’s psychological impairments and incapability applied
to all battered women; this may prevent those assumptions
from being generalized to family and civil court. Addition-
ally, the expert testimony given in these cases would appear
more credible, because it would not be coming from a per-
ceived advocacy position based on a shaky conceptualization
and data, but would be derived from relevant and sound psy-
chological information.
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One of the great paradoxes of human existence is that most
interpersonal violence occurs between people who are at-
tached or bonded to each other. Proximity seeking toward an-
other and acute distress when unpredictably or permanently
separated, the empirical components of attachment, appear to
be the most fertile territory for physical combat. This is an as-
sociation filled with irony, reminding one that the tendency to
“debasement in the sphere of love” (Freud, 1912, p. 177) is a
widely observed phenomenon.

Violent attachments (Meloy, 1992) are not lost in the
commonsense behavior of those professionals charged with
risk managing violent individuals: Judges are most likely to
issue protection or restraining orders to prevent domestic vi-
olence; homicide detectives first suspect sexually or affec-
tionately intimate members of the victim’s kinship network
when investigating a murder; and child abuse as a form of in-
terpersonal violence has received an enormous amount of
publicly funded legal, clinical, and research attention during
the past quarter-century.

The clinical and forensic investigation of the relationship
among attachment, violence, and criminality is quite recent
and very promising. In this chapter, I summarize and high-
light this situation, argue for its relevance on the basis of

clinical and empirical evidence in two emerging areas of
criminality, develop theoretical links to other areas of foren-
sic knowledge, and suggest directions for both future forensic
research and practical applications.

THE ORIGINS OF ATTACHMENT THEORY
AND RESEARCH

Attachment is a biologically rooted, species-specific behav-
ioral system that, when activated, maintains close proximity
between a child and his or her caretaker. It was first proposed
and investigated by John Bowlby, James Robertson, and
Mary Ainsworth at the Tavistock Clinic in London following
World War II (Ainsworth & Bowlby, 1954; Bowlby, 1953;
Robertson & Bowlby, 1952). Attachment behaviors are evi-
dent in both birds and mammals, but are generally absent in
reptiles. Individuals with reptiles as pets often misinterpret
their thermotropic (heat-seeking) behavior as an emotion re-
lated to attachment or bonding and project on the animal their
own affectionate feelings.

John Bowlby was the fourth child born to a London sur-
geon and a country parson’s daughter. He was trained as a
child psychiatrist and joined the British Psychoanalytic
Society at a time when there was great turmoil between the
followers of Melanie Klein and those of Anna Freud.
Bowlby’s personal analyst was Joan Riviere, and one of his

This chapter was supported by a grant from Forensis, Inc.
(www.forensis.org).
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supervisors was Klein. Troubled by the dogmatism of psy-
choanalysis at the time, its extrapolations from the couch to
the crib, and its dismissive attitude toward empirical investi-
gation of normal development, Bowlby’s long-standing inter-
ests in Darwinism led him to the new science of ethology.
This provided him with a truly scientific framework within
which to reformulate his psychoanalytic knowledge. Attach-
ment theory began (Holmes, 1995).

The origins of attachment theory are found in three psycho-
analytic papers (Bowlby, 1958, 1960, 1961) which were later
expanded into Bowlby’s trilogy of books: Attachment (1969),
Separation (1973), and Loss (1980). The early papers empha-
sized three findings: (a) There is a primary attachment
between mother and child that is “hard-wired” and whose evo-
lutionary purpose is to protect the infant from predators;
(b) anxiety is an affective response to either separation from a
loved one or external threat; and (c) infants and children expe-
rience grief when they experience loss. Although these postu-
lates are accepted by most contemporary psychologists, they
were revolutionary during their time because they challenged
the primacy of sexuality in development and emphasized the
impact of evolution and biology on personality. Attachment
theory was an interpersonal theory of mind that stressed an
essential harmony between mother and child unless it was
disturbed. Bowlby unified the psychoanalytic world against
him for nearly 20 years; he began to achieve a rapprochement
only after his appointment as Freud Memorial Professor of
Psychoanalysis at University College in London, an appoint-
ment now held by his heir-apparent, Peter Fonagy.

Mary Salter Ainsworth, a Canadian psychologist who
studied at the University of Toronto, accompanied her hus-
band to London in 1950 and answered a job advertisement in
the London Times for a research position investigating the
impact of maternal separation on personality development.
This serendipitous event changed her life, and she collabo-
rated with Bowlby for many years to come. She left for
Africa with her husband in 1953 and conducted the first em-
pirical study of normal attachment among 26 families with
unweaned babies in Uganda. It was here that she began to
validate Bowlby’s ethological theory of attachment and also
the importance of maternal sensitivity in attachment quality.
The genesis of secure and insecure attachment can be found
in the “Ganda data” (Ainsworth, 1967).

While mulling over the findings from Africa, Ainsworth
began a second observational study with 26 families after she
relocated to Baltimore in 1963. She collected 72 hours of data
during home visits that spanned the first year of the new-
borns’ lives. These meticulous narratives documented the
difficulties some mothers had responding to their baby’s
cues, and the interactions in the first quarter of observation

predicted the nature of the mother-infant relationship in the
last quarter. The Baltimore work also led to the formulation
of the “Strange Situation,” a 20-minute contrived naturalistic
experiment that examined attachment and exploration under
minimal and maximal stress. Mother and baby would play, a
stranger would enter the room, mother would leave briefly
and then return. The various stages of this experiment al-
lowed Ainsworth to discern differences in the infants’ re-
union behavior with their mother. Most of the infants were
immediately soothed by their mother’s return and quickly re-
sponded to her nurturing. A few, however, were very angry,
cried and wanted contact, but would not cuddle and accept
the nurturing. They were markedly ambivalent. Others would
dismiss and ignore the mother even if they searched for her
until she returned. They were avoidant. Robertson (1953) had
documented similar behaviors in his film, A Two Year Old
Goes to Hospital, and Harlow (1961) had noticed similar
patterns in some monkeys. The Baltimore studies are remem-
bered for the development of the Strange Situation clas-
sification system, which identified three attachment styles:
secure, avoidant, and ambivalent/resistant (Ainsworth, Blehar,
Waters, & Wall, 1978).

THE PSYCHOBIOLOGY OF ATTACHMENT

Secure or normal attachment assures proximity of the child to
the attachment figure, usually the mother. Smiling, vocaliz-
ing, and approaching are signaling behaviors that communi-
cate a desire on the part of the child for interaction; other
behaviors, most notably crying, are aversive events for the
mother and bring her close to the child to terminate them, a
negative reinforcement for both caregiver and child through
the alleviation of their mutual distress.

From an evolutionary perspective, attachment behavior
ensures the survival of the child by protecting him or her
from predators. Although Bowlby (1969) originally empha-
sized survival of the species as the goal of attachment, con-
temporary evolutionary thinking has refocused on the
reproductive fitness of the child if he or she grows up, thus in-
creasing the probability that the genes of the individual will
survive into the next generation. If the child is eaten, a seem-
ingly universal and unconscious fear that has sparked both in-
tellectual curiosity (Freud, 1919) and enormous cinematic
success (Jaws), there will be no future children.

Attachment as a Behavioral System

Attachment is a species-specific system of behaviors that
leads to certain predictable outcomes through organization. It
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can “goal-correct,” depending on the behavior of the care-
giver. My dog Rubin shows this very clearly. If I call him
from a distance, he begins running toward me; if I move from
my original location, he will adjust the vector of his approach
to most efficiently arrive next to me. His goal—proximity to
his caretaker—does not change but his adaptation is fluid.
This is theory based on a control-systems perspective
(Ashby, 1956). Bowlby (1969) emphasized that the goal is
not the object, but rather behavioral homeostasis: optimal
distance from the caregiver. The attachment system is acti-
vated in many contexts, two of which are danger and stress.
If the child is hungry, in pain, or ill, he or she will approach
the caretaker; if the child is threatened by a stranger, he or she
will also approach the caretaker.

Biology and Attachment

There is a growing body of research indicating that attach-
ment behavior is influenced by and causes changes in various
biological mechanisms. Hofer (1995; Polan & Hofer, 1999)
has made significant contributions in his study of rat pups in
his laboratory. For example, milk and other nutrients reduce
the rate of calling behavior of the pups for their mother due to
the stimulation of intraoral sensory receptors, an effect that is
mediated by endogenous opioids. This connects attachment
behaviors organized around suckling to less vocalization
during comforting, and strengthens the association between
oral ingestive behavior and the formation of a bond. In other
research, human infants who appear stressed during
Ainsworth’s Strange Situation are likely to exhibit increases
in measurable cortisol levels in saliva (Nachmias, Gunnar,
Mangelsdorf, Parritz, & Buss, 1996). Individual differences
in infant temperament, a largely heritable characteristic,
show distinct physiological markers when the infant is dis-
tressed in the Strange Situation, which likely influence at-
tachment behavior and attachment classification (Fox &
Card, 1999). Based on a growing body of empirical evidence,
Fisher (1998) theorized that the primary neuroregulators of
attachment in humans are the hormones oxytocin and vasso-
pressin, what she has termed the “cuddly chemicals.” She has
developed a model of three relatively independent, evolu-
tionarily evolved psychobiological systems that regulate be-
haviors related to lust, attraction, and attachment.

Emotion and Cognition

Bowlby (1979) was very clear on the importance of emotions
in relation to attachment. He observed that the most intense
emotions arise during the formation, maintenance, disrup-
tion, and renewal of attached relationships: “Threat of loss

arouses anxiety and actual loss gives rise to sorrow; whilst
each of these situations is likely to arouse anger. The unchal-
lenged maintenance of a bond is experienced as a source of
joy” (p. 130). The evolutionary purpose of emotion in rela-
tion to attachment is that humans actively work to maintain a
bond to another due to the pleasure it brings, which, in turn,
enhances their reproductive fitness or success: their likeli-
hood of mating. Emotions serve as conscious regulators of at-
tachment behavior, and when conditioned in a secure context
as an infant, provide a template for approach and avoidance
behavior in adulthood.

Cognitions have played an increasingly complex role in
the development of attachment theory and research. Bowlby
(1969) originally proposed that cognitions, which he referred
to as “internal working models” or “representational models,”
were derived from actual experience of the self, the caretaker,
and the environment. They also serve a regulatory function,
and are active motivational schematas that internally repre-
sent the external world, more or less accurately, and predict
future interpersonal experience. When the child is operating
from a secure base, internal working models can be adap-
tively updated with new experience. “Defensive exclusion,”
however, may be used to ward off perceptions, feelings, and
thoughts that provoke anxiety or suffering. Bowlby’s rethink-
ing of the psychoanalytic term “defense” is broader and more
active than the Freudian construct; it postulates that children,
because of the frequency and intensity of their attachment
arousal, are especially vulnerable to defensive exclusion. A
consequence is that different and incompatible sets of inter-
nal working models may begin to operate that, in themselves,
may cause contradictory behavior and maladaptation later in
life: for example, the conscious idealization of a mother by a
criminal, who was, in fact, severely neglected by her, and
subsequently as an adult has become a serial rapist. As
Bowlby wrote in 1979:

The more details one comes to know about the events in a child’s
life, and about what he has been told, what he has overheard and
what he has observed but is not supposed to know, the more
clearly can his ideas about the world and what may happen in the
future be seen as perfectly reasonable constructions. (p. 23)

Bowlby’s work on cognitions drew from his psychoana-
lytic training and is somewhat convergent with contemporary
object-relations theory (Fonagy, 1999c). It was also heavily
influenced by George Herbert Mead’s (1934) symbolic inter-
actionism and the social psychologists Kurt Lewin (1933)
and Fritz Heider (1958). Fonagy’s (1999b) work on “mental-
izing” and the reflective capacity is an important extension of
the role of thought and feeling in attachment. He has been
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able to empirically measure the parent’s capacity to mentally
represent the child as a whole, real, and meaningful human
being, and has shown its causative impact on the child’s se-
cure or insecure attachment behavior.

Attachment and Exploration

There is an exploratory behavioral system that is biologically
based and complements attachment. When a child feels se-
cure, what Ainsworth (1963) called a secure base from which
to explore, the attachment system is not activated and the
child can go forth and gather new information about how the
world works. This dynamic equilibrium is mutually inhibit-
ing; when there is a threat or a potential hazard, exploratory
behavior will diminish or cease altogether as the attachment
system activates. Empirical research has demonstrated that
the infant’s belief that the mother will be available when
needed enhances exploration (Sorce & Emde, 1981). In sev-
eral studies (Ainsworth & Wittig, 1969; Carr, Dabbs, & Carr,
1975), the mother’s physical or psychological presence was
experimentally manipulated, producing data that strongly
supported the theoretical association between maternal avail-
ability and infant exploration, what Ainsworth referred to
as an “attachment-exploration balance” (Ainsworth, Bell, &
Stayton, 1971).

Attachment and Fear

Although fear is evoked when there is a real threat, there
appears to be a fear behavioral system that initiates attach-
ment seeking when danger is likely. Bowlby (1973) called the
stimuli that trigger this system “natural clues to danger.” He
included such things as high places, darkness, loud noises,
aloneness, and sudden looming movements. These clues are
not inherently dangerous, but provoke attachment behaviors
that, in turn, diminish fear if the caretaker is accessible. These
clues are distinguishable from other objects that provoke fear
that are inherently dangerous to infants, such as poisonous
and predatory creatures (some spiders, snakes, and large
mammals). The infant’s capacity to experience fear in all of
these situations is an evolutionarily adaptive trait that con-
tributes to its survival and eventual reproductive success. 

Attachment and Socialization

Individuals in the company of others are much less likely to
be killed by predators (Eisenberg, 1966). In addition, there
are other important survival advantages to spending time
with people, including food gathering, building shelters,
learning, and finding a mate. Affiliative or social behavior,

however, is not attachment, although it does appear to be a
behavioral system that is activated under certain circum-
stances. Children, for example, engage in more playful activ-
ity with their peers when their attachment to a primary
caretaker is secure (Bowlby, 1969). Harlow (1969) showed,
moreover, that monkeys reared with their mother but without
peers were subsequently impaired in their adult social, mat-
ing, and parenting behavior. Bowlby understood affiliation as
a broader concept than attachment, the former covering all
“friendliness and goodwill, of the desire to do things in the
company of others,” but without the object specificity of
attachment (p. 229).

Attachment and Caregiving

There also appears to be a biologically based caregiving sys-
tem that protects the child and works in concert with attach-
ment. When caregiving is activated by the parent, the child’s
attachment seeking is unnecessary and deactivated. When the
child is an infant, the chief caregiving behavior is retrieval.
Exploratory behavior is also enhanced if caregiving is acti-
vated. Cassidy (1999) noted that a child exploring a park will
cover much more territory if the mother actively follows.
Caregiving is activated by a variety of internal (hormones,
beliefs, fatigue states, emotions, and attachment style of the
mother) and external clues (familiarity of the environment,
presence of danger, and behavior of the infant). Cassidy pro-
posed that soothing also facilitates caregiving by ensuring the
monitoring of potential or real dangers to the child; for in-
stance, continued holding of the child after his or her distress
subsides may reveal a splinter in the child’s finger.

Attachment Behavior and the Attachment Bond

Attachment behavior is not the same as a bond to another per-
son. Empirical research has substantiated that attachment
behavior exists throughout the human life cycle, and early at-
tachment experiences predict to a certain degree later attach-
ment expectancies and behaviors (Cassidy & Shaver, 1999).
Crowell, Fraley, and Shaver (1999) caution, however, that
measurement of attachment across methods (interview versus
self-report) and domains (parent versus romantic partner)
produces different correlations, averaging r � .39 and r � .31,
respectively. Ainsworth (1989) described six criteria for an
attachment bond: (a) it is persistent; (b) it involves a specific
person; (c) it is emotionally significant; (d) proximity with
the person is wished for and sought; (e) distress is felt when
there is involuntary separation; and (f) the relationship brings
security and comfort. Although activation of the attachment
behavioral system is situational, and often initiated by an
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internal or external threat, an attachment bond exists over
time and can be inferred, but not observed.

The importance of this distinction is clear if we assume,
for a moment, that there is no distinction. Then we would
wrongfully conclude that a child who fearfully clings to his
or her mother is securely bonded to her; a child who has lost
his or her mother and temporarily seeks comfort from a
stranger is bonded to the stranger; and a child who confi-
dently plays with another child in the presence of his or her
mother, but does not seek her comfort, is not bonded to her.
The difference is even more apparent when we turn to abnor-
mal or pathological attachments. Paradoxically, the absence
of a secure bond activates the attachment behavioral system
in unusual, strange, and sometimes dangerous ways.

PATHOLOGIES OF ATTACHMENT

Two pathological forms of attachment were first discovered
by Ainsworth et al. (1978) in the Strange Situation. The
avoidant infants (Type A) were exploratory without paying
attention to mother’s location, were minimally distressed
when she left, and largely ignored her when she returned.
The secure infants (Type B) competently expressed their
needs and accepted maternal care. The ambivalent/resistant
infants (Type C) had difficulty separating from their mother
and exploring or playing in the environment, were also very
distressed when mother left, but could not “settle in” with
her when she returned. Separation distress did not distin-
guish secure from insecure (avoidant or ambivalent) infants;
all three groups evidenced such distress to one degree or an-
other. The reunion behaviors most clearly demarcated the
groups.

These three forms of attachment behavior worked well in
research for many years and were used to successfully test
the hypothesis that attachment types were generally stable
from childhood to adulthood (Goldberg, Muir, & Kerr, 1995).
There were always some subjects, however, who could not be
classified, especially in research with clinical samples. Main
and Solomon (1986, 1990) subsequently developed criteria for
a fourth type: disorganized/disoriented attachment (Type D).
These infants had no organized strategy for managing arousal
during the activation of their attachment behavioral system
while seeking comfort and security. Behaviors included
apprehensiveness, helplessness, depression, unexpected al-
terations in approach or avoidance toward mother, prolonged
“freezing,” and psychomotor slowing. Cortisol levels re-
mained significantly elevated and higher than other, more
organized attachment types, whether secure or insecure
(Spangler & Grossman, 1993). 

Disorganized attachment in infants has been associated
with severe maternal psychosocial problems, including de-
pression, history of violence or abuse, inpatient psychiatric
history, and the mother’s own abuse of the infant (Lyons-
Ruth, Repacholi, McLeod, & Silva, 1991). By 6 years of age,
disorganized attachment often becomes controlling behavior
toward the mother, either caregiving or coercive, and this role
reversal is often accompanied by childhood aggression and a
disparity between verbal and performance IQ (Lyons-Ruth
et al., 1991). It appears strongly related to diagnoses of oppo-
sitional defiant disorder, conduct disorder, and other exter-
nalizing problems in childhood (Lyons-Ruth, 1996). Most
interestingly, disorganized attachment in infants is reliably
predicted by the mother’s lack of resolution of a previous
loss or trauma, measured before the birth of the child (van
Ijzendoorn, 1995). For example, a mother who suffered from
posttraumatic stress disorder due to chronic physical abuse
by her ex-boyfriend is at great risk to raise a child who evi-
dences disorganized attachment within the first few years of
life. Main and Hesse (1990) theorized that this intergenera-
tional transmission of attachment is related to frightening or
frightened parental behavior and may be a product of dissoci-
ation in the parent. Other psychiatric disorders in parents may
also be strongly related to risk of disorganized attachment in
infants (Lyons-Ruth, 1996).

Models of adult attachment have been developed by Hazan
and Shaver (1987), Main, Kaplan, and Cassidy (1985), and
Bartholomew (1990, 1994, 1997). The latter’s work is most
promising because it is consistent with earlier infant and child-
hood theories of attachment, further delineates avoidant strate-
gies, and incorporates an object- and self-representational
perspective. It contains three pathological types:

1. Preoccupied individuals have a negative perception of
self and a positive perception of others. Attachment be-
haviors and internal regulation of arousal have been con-
ditioned by inconsistent parenting in childhood. They
blame themselves for a lack of love and appear to be very
dependent in their attempts to gain others’ approval and
acceptance.

2. Fearful individuals have a negative perception of both self
and others and avoid close contact, usually due to a history
of rejecting or unresponsive parents. Others are viewed as
uncaring due to the fearful individual’s unlovable nature.
Although they desire acceptance, they fear rejection.

3. Dismissing individuals have a positive perception of self
and a negative perception of others. They have managed
rejecting or unresponsive parents by distancing and be-
coming self-reliant, inoculating themselves against the
devaluation they have learned to expect.
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Bartholomew has used a circumplex model of interper-
sonal behavior to validate her attachment prototypes along
dimensions of control and affiliation (Bartholomew &
Horowitz, 1991). There has also been substantial research
on both concurrent and predictive validity of her model
(Bartholomew, 1997). The fourth type of adult attachment
pathology, which is not included in her model, is the disorga-
nized individual. Although research with such adults is lim-
ited, it appears closely associated with severely disturbed
clinical and forensic samples of individuals (Fonagy, 1999b).

These four adult attachment pathologies—preoccupied,
fearful, dismissing, and disorganized—are becoming keys to
unlocking the raison d’être for violent attachments.

ATTACHMENT AND VIOLENCE

Although there have been many models proposed for classi-
fying violence, converging lines of theory and empirical
research have divided violence into two modes: predatory
(instrumental, premeditated, attack) and affective (impulsive,
reactive, defensive). Labels have varied, but the underlying
characteristics have been similarly described and, in some
cases, measured by different research groups (Barratt,
Stanford, Felthous, & Kent, 1997; Cornell et al., 1996;
Meloy, 1988, 1997; Raine et al., 1998). Predatory violence is
planned, purposeful, and emotionless, with absent autonomic
arousal. Affective violence is a reaction to a threat, accompa-
nied by anger and fear, and involves high levels of autonomic
(sympathetic) arousal. The evolutionary basis of predatory
violence is hunting; affective violence is rooted in a protec-
tive and defensive response to an imminent threat. Both serve
reproductive success and genetic viability. In other words,
our ancestors thousands of years ago were adept at both
predatory and affective violence (more so than their neigh-
bors who did not survive to reproduce and raise their young).

Research on attachment and violence during the past
decade has largely focused on intimate partner, or domestic,
violence. There has been limited research on attachment
and violent criminality. The discoveries are new and very
promising.

Intimate Partner Violence

In July 2000, the U.S. Department of Justice published find-
ings from the National Violence Against Women Survey con-
cerning the extent, nature, and consequences of intimate
partner violence (Tjaden & Thoennes, 2000). Risk factors as-
sociated with intimate partner violence were discerned using
logistic regression on separate samples of women (N � 4,896)

and men (N � 5,056). The strongest predictor of victimiza-
tion by an intimate partner for both men and women was phys-
ical assault as a child by a caretaker. Other predictors included
unmarried (but cohabitating) status, African American race,
verbal abuse by the partner, jealousy or possessiveness, and
educational or racial disparities between the partners. The au-
thors wrote, “Violence perpetrated against women by male
partners is part of a systematic pattern of dominance and con-
trol, or what some researchers have called ‘patriarchal terror-
ism’ ” (p. 34). Despite the merit of these empirical findings,
attachment theory, even the word attachment, was never used
throughout this study. Instead, the authors chose to interpret
their findings in a narrower feminist sense, which begs the
question: IfAmerican society is suffused with “patriarchal ter-
rorism,” why is it that most men do not assault their intimate
partner?

I think the psychosocially deeper and more comprehen-
sive answer to this question is that most men form secure at-
tachments. The ones who are not capable of forming such
attachments are at greatest risk for intimate partner violence.
Research continues to accumulate that empirically supports
the general hypothesis that insecure attachments are sig-
nificantly associated with, and in some cases intergenera-
tionally predict (Adamson, 1998), intimate partner violence
(Holtzworth-Munroe, Stuart, & Hutchison, 1997). Most stud-
ies have focused on the male’s attachment pathology (Dutton,
1995a), but some recent studies indicate that securely at-
tached individuals are more likely to form sexual pair bonds,
devoid of violence, with each other. The sexual intimates of
insecurely attached individuals, on the other hand, are also
likely to have a history of insecure attachment, thus embark-
ing on a pathogenic dance that is at greater risk of violence
(Babcock, Jacobson, Gottman, & Yerington, 2000; Irwin,
1999). Birds of a feather appear to flock together. Tjaden and
Thoennes (2000) also found that intimate partner violence
was highest among homosexual males and lowest among
homosexual females, an important point of reference that
underscores the biological propensity of men to be more vio-
lent than women regardless of their target. Such findings
also contradict the argument that any psychopathology, in-
cluding attachment, in the (usually) female victim of domes-
tic violence is irrelevant to understanding the violence, and is
nothing more than “blaming the victim.” Attachment pathol-
ogy in the male perpetrator of domestic violence also appears
to be a more stable correlate than any one specific person-
ality disorder (Tweed & Dutton, 1998; Waltz, Babcock,
Jacobson, & Gottman, 2000).

Several researchers and their colleagues dominate the work
in this area, and despite different foci, each has shaped scien-
tific thinking about intimate partner violence and attachment.
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Kesner conducted two studies (Kesner, Julian, & McKenry,
1997; Kesner & McKenry, 1998) drawing on Bowlby’s (1984)
notion that intimate violence may be a product of maladaptive
anger to keep the partner from separating. In his first study of
violent male spouses (Kesner et al., 1997), he found that at-
tachment variables served as unique predictors of male inti-
mate violence: (a) the male’s recollection of his relationship
with his mother (a perceived deficiency in love and caring),
and (b) his perceived relationship support from his spouse. In
his second study (Kesner & McKenry, 1998) of heterosexual
couples, he found that attachment factors of both the male and
female partners were unique predictors of male violence;
specifically, the males were more fearfully attached and less
secure, and their female partner had more of a dismissing at-
tachment and were less secure. He wrote, “The anger that acts
to communicate fear of separation in the secure relationship
intensifies into violent behavior by the fearful individual in a
gross escalation of this anger” (p. 429). Concurrent life stres-
sors failed to predict violence. Kesner’s work empirically sup-
ports the importance of a negative maternal transference in
male batterers and the contribution to the violence of the vic-
tim’s insecure attachment, and also emphasizes the affective,
rather than predatory, mode of violence in the couples whom
he has studied.

Downey and her colleagues have made similarly impor-
tant contributions. In two recent papers (Downey & Feldman,
1996; Downey, Feldman, & Ayduk, 2000), she has studied
“rejection sensitivity” as predictive of male violence toward
romantic partners. Defining her construct as “the disposition
to anxiously expect, readily perceive, and intensely react to
rejection by significant others” (p. 45), Downey has shown
that it is a vulnerability factor for two maladaptive styles of
coping with intimacy: fearful avoidance of such an intimate,
and a preoccupied search for an unconditionally supportive
intimate. The latter style predicted relationship violence, usu-
ally affective, in a large nonclinical sample of college males
(Downey et al., 2000). Rejection sensitivity (what Gabbard,
1989, termed “hypervigilant narcissism”) may be an impor-
tant personality trait that is a product of insecure attachment.
In a related study, Oderberg (1995) found in a sample of
college undergraduates that witnessing parental violence as a
child was positively associated with insecure attachment as
a young adult. 

Dutton (1995a, 1998) and his colleagues have made enor-
mous contributions to our understanding of domestic vio-
lence. Their discoveries have emerged along three lines of
research: the etiology of intimate violence; the perpetuation
of intimate violence (in particular, the reasons why a victim
stays in the abusive relationship); and typologies of inti-
mately violent men.

Dutton’s work is unique among these researchers because
he has used both attachment and object-relations theories to
propose hypotheses concerning batterers, developed instru-
ments when needed to measure his hypotheses, and then
tested them on various samples of batterers in treatment pro-
grams and in prisons around Vancouver, Canada. He has
shown that the etiology of battering is not simply child abuse
of the batterer when he was a young boy. Instead, shaming of
a child by a caretaker, witnessing violence directed toward
the self or mother, and insecure attachment (fearful or preoc-
cupied) form a triad that predicts battering as a adult (Dutton,
1999). All contribute to the formation of a borderline person-
ality organization (Kernberg, 1984) that stimulates an “inti-
macy anger” when in a relationship. This largely impulsive
group of batterers are prone to experience rejection anxiety,
which is quickly converted into abandonment rage when loss
is imminent and is then violently expressed to diminish ten-
sion (Dutton, 1994, 1995a, 1995b, 1995c). His empirical
findings using various predictive statistical models have val-
idated his etiological theories (Dutton, 1998).

The continuation of violence by the batterer, largely
through the inability of the victim to leave the relationship,
led Dutton and his colleagues to apply the theory of traumatic
bonding to such phenomena. Drawing on the social psychol-
ogy hypothesis of a traumatic bond that forms between hos-
tage and hostage taker, the so-called Stockholm Syndrome,
he and his student (Painter & Dutton, 1985) posited that
reinforcement mechanisms interact with extreme power dif-
ferentials to constitute traumatic bonding. For example, both
intermittent punishment (the onset of violence) and nega-
tive reinforcement (the termination of violence) can further
cement the relationship. In a subsequent study (Dutton &
Painter, 1993), their hypothesis was empirically tested and
demonstrated that 55% of the variance in their attachment
measure of female victims six months after separation was
accounted for by the traumatic bonding variables. They em-
phasized the prolonged effects of abuse and dismissed
other, more static, theories of female victimization, such as
masochism.

Another area in which Dutton has made important contri-
butions is the development of a typology for batterers.
Drawing on the earlier work of Hamberger and Hastings
(1986) and Holtzworth-Munroe and Stuart (1994), which
identified three subgroups of batterers—the generally violent/
antisocial, dysphoric/borderline, and family only/overcon-
trolled—his work has refined our understanding of the first
two groups. Dutton (1998) has referred to the dysphoric/
borderline group of batterers as the “abusive personality.”
Characteristics of this subgroup include a fearful attachment
style, borderline personality organization, chronic anger, and
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impulsivity. They are withdrawn, asocial, moody, hyper-
sensitive to slights, volatile, reactive, and oscillate rapidly
between indifference and rage. The modal Diagnostic and
Statistical Manual of Mental Disorders (DSM-IV; American
Psychiatric Association, 1994) diagnosis appears to be bor-
derline personality disorder. Saunders (1992) referred to
them as the Type 3, Emotionally Volatile group. I earlier de-
scribed the etiology of this group, which appear to make up
25% of batterers in treatment. Their violence is affective
rather than predatory.

The generally violent/antisocial group is the most psycho-
pathic of the batterers. Although psychopathy has yet to be
directly measured in a study of spousal batterers, this
group tends to elevate on the Antisocial, Narcissistic, and
Aggressive-Sadistic scales of the Millon Clinical Multiaxial
Inventory II (MCMI-II; Millon, 1981). They are also more se-
verely physically violent, are narcissistically entitled, and ma-
nipulative. In contrast to the dysphoric/borderline group, they
exhibit low levels of depression and anger. Their abuse of
drugs and alcohol is frequent, and they are more violent out-
side the home than other groups. They also represent approxi-
mately 25% of batterers (Holtzworth-Munroe & Stuart, 1994).
They have moderate marital satisfaction, but fail to achieve
any sense of relationship reciprocity or whole-object related-
ness to their partner (in analytic terms, she remains a selfobject
or part-object). Most interestingly, their violence is predatory
(instrumental): planned, purposeful, and emotionless. Their
attachment pathology, however, appears to be preoccupied,
but not fearful. Although at first blush, this appears contradic-
tory, and one would expect a dismissive attachment style,
Tweed and Dutton (1998) note that such an attachment pattern
would not motivate a high investment in a troubled relation-
ship nor an ongoing effort to use violence to control a partner.
What appears to be present is, instead, a preoccupation with
attaining a relationship in which the psychopathic batterer
dominates and controls his partner. Measurement of psy-
chopathy in a future study of batterers will clarify this issue.
The severe psychopath—individuals that score �30 on the
Psychopathy Checklist–Revised (PCL-R; Hare, 1991)—may
be relatively infrequent among spousal batterers because all of
his relationships are generally fleeting. Without any capacity
to attach or bond, he moves on to another sexual object, en-
gaging in a pattern of search polygyny (Meloy, 1992, 2000b)
that precludes any sustained effort to control a noncompliant
mate. The batterers in Dutton’s instrumental group are likely
to be significantly more psychopathic than his impulsive
group, but may not be severe psychopaths.

Gottman and Jacobson (Gottman et al., 1995) have di-
rected their research efforts toward understanding and treat-
ing marital violence for a number of years, and have likewise

made enormous contributions. Most recently, they have vali-
dated the three types of batterers, which they call generally
violent, pathological, and family only (Waltz et al., 2000), the
typology originally proposed by Holtzworth-Munroe and
Stuart (1994). Although the first two groups did not differ on
personality disorder—both elevated on the borderline and
antisocial scales of the MCMI-II—the types differed as pre-
dicted on the frequency of their emotionally abusive behav-
ior, their history of witnessing parental violence, attachment
pathologies, jealousy, and presence of chemical abuse. (The
authors also noted the high overlap between these scales on
the MCMI-II and their correlation of 0.64. The MCMI-III,
however, shares only 18% of items between these two scales,
suggesting further research may benefit by using the latter
measure.) The generally violent men were dismissing and
avoidant, whereas the pathological men were preoccupied
and ambivalent. The “family-only” batterers showed a “com-
pulsive care-seeking” attachment style.

Their most compelling work, moreover, has been in the
area of physiology, emotional regulation, and marital vio-
lence. In an earlier study which received considerable atten-
tion, Gottman et al. (1995) recruited a sample of couples with
maritally violent histories and measured their physiology in
the laboratory while the pair engaged in conversations about
highly conflicted issues in their relationship. They identified
two groups: Type I batterers (�20% of their sample) demon-
strated heart rate decreases during intimate conflict; Type II
batterers demonstrated heart rate increases. They referred to
the former as “vagal reactors,” in reference to the vagus nerve,
which, when activated, reduces autonomic arousal. This group
was also more likely to be generally violent and antisocial,
and had scale elevations on the MCMI-II for Antisocial and
Aggressive-Sadistic behavior. Although they did not measure
psychopathy, nor discuss it in this study, their findings were
highly consistent with the autonomic hyporeactivity that has
been documented in psychopaths for decades, particularly in
aversive circumstances (Meloy, 1988). Low resting heart rate
is also one of the most replicated physiological findings
among adolescent delinquents, and is a measurable aspect of
the chronic cortical underarousal seen in habitual criminals
(Raine, 1993). Most interestingly, during long-term follow-
up, none of the women married to these men had left them.

Babcock et al. (2000) further advanced their work in a
study that integrated attachment pathology as an “index of
emotional regulation” (p. 392) and the function of violence in
marital relationships. They viewed insecure attachment
along a dimension of deactivation (dismissing) versus hyper-
activation (preoccupied) attentional systems that serve to
regulate affect during stress. They showed, first of all, that
violence was most likely to occur in an insecure attachment



Attachment and Violence 517

according to the Adult Attachment Interview (AAI; Main &
Goldwyn, 1984).

The AAI is a semistructured interview about childhood at-
tachment experiences that has been refined and expanded
over the past 15 years (Main & Goldwyn, 1994) but has yet
to be published. Extensive training is required to use the in-
strument. The narrative of the interview is transcribed and
scored according to three criteria: (a) the coder’s assessment
of the subject’s childhood experiences; (b) the language used
by the subject during the interview; and (c) the individual’s
ability to give an integrated and credible account of his or her
experiences as a child. Two sets of scales, Parental Behavior
and State of Mind, result in the assignment of the subject to
one of three major classifications: secure, dismissing, or pre-
occupied. Individuals may also be classified as “unresolved”
(what I have termed “disorganized” in this chapter) and
“cannot classify.” The AAI is the gold standard for assess-
ment of attachment (Crowell et al., 1999).

Babcock et al. (2000) further demonstrated two functional
patterns of intimate partner violence that were tied to both at-
tachment pathology in the male and triggering behavior in the
female. The dismissing batterers were most likely to use vio-
lence instrumentally (a predatory mode) to control the behav-
ior of their spouse. This subgroup also had the most extensive
antisocial traits and were likely the most psychopathic of
their types; although, once again, psychopathy was not di-
rectly measured. They were also most likely to be violent
when the spouse became defensive during an argument. The
preoccupied batters were most likely to use violence expres-
sively (an affective mode) to regulate affect in their interac-
tion with their spouse. They were most likely to be violent
when she attempted to withdraw during an argument. Both
attachment pathologies tended to be more domineering than
the secure husbands. The researchers hypothesized that the
dismissing batterers used a controlling and distancing style of
interaction to get what they wanted, whereas the preoccupied
batterers were remarkable for their inability to use distancing
and disengage from conflict: When their spouse withdrew,
they perceived imminent abandonment, and their anger esca-
lated into dysregulated fury and violence.

Holtzworth-Munroe and her colleagues (Holtzworth-
Munroe & Stuart, 1994) have been the undisputed leaders in
the formulation of a reliable and valid overall batterer typol-
ogy. Their theory is an intrapersonal one, focusing on the pre-
disposing and precipitating factors within the batterer that
contribute to his violence.

Following a review of the existing research, Holtzworth-
Munroe and Stuart (1994) theorized that batterers could be
categorized along three descriptive dimensions: (a) the sever-
ity and frequency of marital violence, (b) the generality of

violence, and (c) the batterer’s psychopathology or person-
ality disorder. This dimensional approach yielded three
types previously mentioned: the family-only batterers, the
dysphoric-borderline batterers, and the generally violent-
antisocial batterers. They further proposed a developmental
course for the three types, which included both historical (e.g.,
genetic and prenatal factors, violence in the family of origin)
and proximal correlates (e.g., attachment style, dependency,
hostility toward women, social skills). They built predictions
for their model based on their proposed types and risk factors.

One hundred and two men were recruited from the com-
munity to test their model (Holtzworth-Munroe, Meehan,
Herron, Rehman, & Stuart, in press), selected on the basis of
a wide range of violence toward their spouse. Two nonviolent
comparison samples were also recruited (distressed and not
distressed). When they completed their analyses of both their
dependent and independent variables, their three predicted
subgroups emerged, along with a fourth group. The sub-
groups generally differed along their three descriptive dimen-
sions and their proposed developmental risk factors. One
independent research group has also found three subgroups
that closely fit the Holtzworth-Munroe and Stuart typology
(Hamberger, Lohr, Bonge, & Tolin, 1996).

The fourth unpredicted cluster was labeled the “low-level
antisocial” group. These men appear to fall within an inter-
mediate range on a number of variables between the family-
only and the generally violent-antisocial groups. Holtzworth-
Munroe (2000) argued that the family-only group in their
community sample probably represents the young, newlywed
couples where low levels of aggression are almost normative
(O’Leary et al., 1989). These men, however, did not differ on
measures of attachment or psychopathology from the non-
violent but distressed comparison group. It may be that their
violence is socioculturally based, rather than rooted in any
psychological abnormalities.

Holtzworth-Munroe (2000) also proposed a condensing of
her three descriptive dimensions into two: an antisocial con-
tinuum (measurement of psychopathy would work best here)
and a borderline continuum (perhaps a measure of borderline
personality organization) to account for the severity of vio-
lence and the degree of attachment pathology, respectively.
She also emphasized the dynamic, rather than static, nature of
spousal violence, and endorsed, at least in theory, the appli-
cation of predatory versus affective modes of violence in de-
marcating the behavior of the generally violent-antisocial
from the borderline-dysphoric batterer.

Fonagy (1999c) and his colleagues have charted exciting
new territory in our understanding of violent attachments and
the psychology of the self. Approaching attachment theory
from the perspective of psychoanalysis, their theoretical and
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empirical work has focused on the “mentalizing” function
and the reflective self, the capacity of an individual to recog-
nize subjective states and the subjectivity, or inner states, of
others. This is the experience of oneself and others as having
wishes, feelings, thoughts, desires, beliefs, and expecta-
tions—in short, an “intentionality” that is motivated by an
internal psychology. Fonagy’s work is a deepening and
broadening of Bowlby’s (1961) early theory on internal
working models that, in essence, posits that the absence of a
theory of mind (a theory of self) is a fundamental cause of in-
security of attachment and, in certain cases, intimate vio-
lence. As Fonagy (1999a) wrote:

The child finds himself in the caregiver’s mind as an intentional
being motivated by mental states, beliefs, and desires. This rep-
resentation is internalized as the core of the psychological self.
Thus, the realization of subjectivity might be more accurately
stated: “My caregiver thinks of me as thinking, therefore I exist
as a thinker.” (pp. 12–13)

Fonagy has empirically tested his theory in a number of
ways. Fonagy, Steele, Moran, Steele, and Higgitt (1991)
found that the capacity for caregivers to reflect on mental
states in themselves and others when describing their own
childhood predicted their children’s security of attachment.
Reflective self ratings were reliable (r � .80) and provided a
good prenatal prediction of their child’s behavior in the
Strange Situation experiment. Highly reflective parents were
three or four times more likely to have secure children than
low-reflective parents. In another study, Fonagy, Steele,
Steele, Higgitt, and Target (1994) factored in social depriva-
tion of the mother (single parent, living in overcrowded con-
ditions, unemployed father, low income, etc.) to see if it
would affect the impact of the reflective self on secure at-
tachment. It did not. The deprived mothers with a capacity to
fully represent and reflect on themselves and others all had
securely attached infants, and virtually all of the deprived
mothers who could not reflect had insecure infants. In a third
study, children securely attached in infancy were more likely
to cognitively understand the affective states in others at
5 years of age when compared to insecurely attached children
(Fonagy, Redfern, & Charman, 1997).

The psychoanalytic basis of Fonagy’s work is that chil-
dren find themselves in the mind of their caretaker, and the
psychobiological vehicle for this discovery is a loving and
secure attachment. When this is not available, when, for in-
stance, the parent is constantly angry at or even hates the
children, the children’s contemplation of the parent’s feelings
toward them is intolerable. Therefore, they do not think of
themselves; rather, they internalize the hateful, perhaps

persecutory mental representations of the parent. These hate-
ful introjects then become a source of emotional volatility
and turmoil in subsequent attachments throughout their life,
as they continuously project them onto their intimates as a
means of evacuating and controlling them. These individuals
are clinically observed as impulsive, emotionally unstable,
and prone to violence toward self and others; the diagnosis
is often borderline personality disorder. Fonagy (1999a) has
emphasized the importance of trauma and disorganized at-
tachment in the genesis of such a personality disorder.

Although Fonagy’s (1999b) theory of male violence to-
ward female intimates has yet to be empirically tested, it is an
elegant conceptual extension of his other work. The frequent
childhood abuse and shaming of the male (Dutton, 1998)
when he is little is managed by refusing to acknowledge his
caretaker’s thoughts about him and his wish to harm him. The
lack of safety with his caretaker continuously triggers his at-
tachment behavioral system, which is responded to with ne-
glect or abuse. The nascent mentalizing stance in the child is
disavowed, and under the combined pressure of needing
comfort and escaping abuse from the same person, he dis-
rupts his capacity to represent the mental states of himself
and others. People become objects or bodies, rather than
whole, real, and meaningful individuals. A failure of mental-
izing also causes a moral disengagement for four reasons:
(a) Individuals without a well-established sense of them-
selves have no sense of personal agency; (b) they cannot an-
ticipate the psychological consequences of their actions on
others; (c) others are treated as objects; and (d) rationaliza-
tion and minimization (plausible but false fluidities of think-
ing) are more prominent (Fonagy, 1999a). Violence toward
the intimate results from a maladaptive escalation of anger to
keep the partner from neglecting or abandoning, as well as an
overwhelming need to control the other so that intolerable
self states can be projected (or projectively identified) into
her. One 26-year-old male who killed his estranged wife told
me, “I didn’t know what to feel. I was in a rage and also
numb. I needed to shoot the pain . . . I killed the woman I
loved.” A 38-year-old male who sexually assaulted and killed
a 12-year-old girl told me that his father would always say to
him, “The best part of you got spilled on your mother’s bed-
sheets.” These devaluing and hateful self and other represen-
tations constantly oscillate between two insecurely attached
partners who attempt to manage, often unsuccessfully, a
volatile interpersonal space.

Violence and Criminality

The research on attachment and other forms of criminal vio-
lence is much more limited than the intimate partner
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research. Antisocial personality disorder (DSM-IV), or con-
duct disorder in adolescence, appears to be associated with
dismissing or disorganized attachment pathology. Allen,
Hauser, and Borman-Spurrell (1996) found that both patholo-
gies predicted criminality in a sample of adolescents 10 years
after their attachment was measured. This prospective study
compared adolescents who were psychiatric inpatients with a
group of high school students. Derogation of attachment (dis-
missing) and lack of resolution of trauma (disorganized) were
the best predictors, and did so when psychiatric hospitaliza-
tion was controlled as a confounding variable. Likewise,
Rosenstein and Horowitz (1996) found in a small sample of
conduct disordered adolescents (N � 7) that most were clas-
sified as dismissing and none were classified as unresolved
(disorganized). Fonagy et al. (1996) found that most paranoid
and antisocial personality disordered adults in a nonrandom
sample were classified as disorganized, with clearly unre-
solved trauma, when a four-category system of attachment
classification was used. 

The most compelling theory and supportive empirical
findings concerning pathological attachment as a risk factor
for violence and criminality have been advanced by Fonagy
(1999a; Fonagy et al., 1997). In a small study comparing
prison inmates, psychiatric patients, and controls (Levinson &
Fonagy, cited in Fonagy, 1999a) using the AAI, the vast ma-
jority of the prisoners were classified as either dismissing
(36%) or preoccupied (45%). Although 82% of psychiatric
patients were disorganized, only a minority of prisoners were
disorganized (36%). However, most of the prisoners had
been physically or sexually abused, and neglect was also
prevalent. Anger was highest among the prisoners, and their
reflective function was lowest among the three groups. Re-
flective function among the violent prisoners, as measured by
index offense, was significantly lower than among the non-
violent prisoners.

Fonagy (1999a) argued that these findings, although only
a pilot study, support the theory that weak bonding and the
dismissal of objects is a risk factor for violent criminality, a
relatively consistent finding over the past 50 years (Bowlby,
1958; Meloy, 1992); more important, “criminal behavior may
be seen as a socially maladaptive form of resolving trauma
and abuse. Violent acts are committed in place of experienced
anger concerning neglect, rejection, and maltreatment. Com-
mitting antisocial acts is facilitated by a nonreflective stance
toward the victim” (Fonagy, 1999a, p. 64).

This thinking is in accord with other work concerning dis-
organized, traumagenic attachment in infants and the emer-
gence of coercive and aggressive behavior in later childhood
(Lyons-Ruth, 1996). It usefully extends it into the object rep-
resentations of the violent criminal. But it does not account-

for the prominence of dismissing attachment pathology
among criminals, likely related to the construct of psychopa-
thy, that may instead have its roots in a temperament-
environmental misfit that leads to avoidant strategies by both
mother and child (Shaw & Bell, 1993). It also does not leave
room for the possibility that a constitutional defect in the capac-
ity to bond may exist in the child, and despite heroic efforts by
the securely attached parents to stimulate a bond, nothing works.

In the domain of attachment and violent criminality we are
left with intriguing theory, very little research, and some ten-
tative findings: (a) Insecure attachment is a risk factor for vi-
olent criminality; (b) secure attachment may be a protective
factor against violent criminality, particularly when the child
is raised in a deprived economic or social environment
(Klevens & Roca, 1999; Marcus & Gray, 1998); (c) the re-
flective function may be an important mediating variable for
understanding affective violence in particular; and (d) dis-
missing and disorganized pathologies of attachment may
correlate with constitutional and traumagenic pathways to
violent criminality, respectively.

NEW AVENUES OF FORENSIC RESEARCH
AND APPLICATION

If we conceptualize attachment pathologies as lying on a con-
tinuum between hyperarousal (the preoccupied type) and
hypoarousal (the dismissive type), and see this autonomic ac-
tivation or deactivation (whether acquired or inherited) as
being related to both attention and emotion (Babcock et al.,
2000), two intriguing new areas of forensic research and ap-
plication become apparent: understanding the nature and dy-
namics of stalking and psychopathy.

Stalking: The Preoccupied Crime

Stalking is an old behavior but a new crime (Meloy, 1999).
First codified in California in 1990, stalking laws now exist
throughout the United States, Canada, Great Britain,
Australia, and New Zealand. Typically defined as “the
willful, malicious, and repeated following and harassing of
another that threatens his or her safety” (Meloy & Gothard,
1995, p. 259), stalking victimization affects a large propor-
tion of both the adult and adolescent populations.

Stalking laws typically have three elements: a pattern of
unwanted pursuit, a credible threat, and the induction of rea-
sonable fear in the victim. In California, the current stalking
law reads as follows (Penal Code Section 646.9):

Any person who willfully, maliciously, and repeatedly follows or
harasses another person and who makes a credible threat with the
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intent to place that person in reasonable fear for his or her safety,
or the safety of his or her immediate family, is guilty of the crime
of stalking.

Although the law is new, Mullen, Pathé, and Purcell
(2000) note that the first attempt to prosecute stalking behav-
ior was brought before the English court in Dennis v. Lane in
1704. Dr. Lane, a physician, engaged in an unwanted pursuit
of Miss Dennis. During the course of his stalking, he as-
saulted two parties, a man accompanying Miss Dennis on a
trip and a barrister who had escorted her to London. He was
eventually ordered to pay 400 pounds as security to ensure
the peace. The eventual outcome of the case is unknown.

At the end of the twentieth century in the United States, it
appears that 8% of adult women and 2% of adult men will be
stalked some time in their life (Tjaden & Thoennes, 1997);
approximately 25% of college-age students will be victim-
ized by stalking behaviors, although most incidents do not
arise to the level of criminal activity (McCann, 2001).

Stalking and violence are closely allied. Rates of violence
are disturbingly high, usually directed toward the target of the
stalking. They range from 25% to 40%, but they typically
exceed 50% when there has been a prior sexual intimacy
between the stalker and his or her victim (Meloy, in press).
The nature of the stalking violence is also being studied. In
most cases of “private” stalking in which there has been a pre-
vious known relationship, the violence is affective: Victims
are pushed, shoved, grabbed, choked, slapped, punched, fon-
dled, or their hair is pulled. There is typically no weapon used.
In cases of “public” stalking, in which the target is a public
figure such as a celebrity or politician, the violence is preda-
tory: Victims are attacked with a weapon, usually a firearm,
after a lengthy period of obsessive thought, dysphoric rumi-
nation, planning, and approach (Fein & Vossekuil, 1999;
Meloy, 1999; 2001). Mark David Chapman, the assassin of
John Lennon, traveled from Hawaii, where he was living, to
New York City and back, only to return again in December
1980 to carry out his killing. He made himself known to the
doormen at the Dakota Building as a fan of Lennon over
the course of a number of days and actually got Lennon’s au-
tograph on a compact disk before he murdered him later that
evening by shooting him in the back using a .38 caliber
revolver (Jones, 1992).

Meloy (1989, 1992) first proposed that stalking may be a
pathology of attachment in relation to unrequited love and the
wish to kill. His clinical and theoretical assertion was largely
based on the obsessive nature of the cognitions and the labil-
ity and intensity of the affect apparent in the rejected (either
in fantasy or reality) individual. Kienlen, Birmingham,
Solberg, O’Regan, and Meloy (1997) were the first to

observe and document two empirical findings that strongly
suggested attachment pathology in stalking cases. In a small
sample of incarcerated stalkers in a Missouri prison, the ma-
jority had lost a primary caretaker in childhood and had had a
major loss, usually a personal relationship, in the six months
preceding the onset of stalking. The researchers proposed
that these two findings respectively predisposed and precipi-
tated the criminal behavior. Although Meloy (1996, 1999)
focused on a preoccupied attachment style among stalkers in
subsequent writings, Kienlen (1998) reported case examples
and theory consistent with a variety of attachment patholo-
gies among stalkers.

The preoccupied, hyperaroused nature of stalkers has been
supported by several negative findings. Most individuals who
stalk are not antisocial personality disordered (Meloy et al.,
2000), and the psychopathic stalker is a rare event (Meloy,
1999). These empirical findings are consistent with the hy-
pothesis that chronically emotionally detached individuals
who evidence a “dismissing” attachment would not waste
their time stalking someone; they do not form an enduring,
meaningful emotional bond with another. Instead, they ma-
nipulate, exploit, and then dispose of their objects. It is also
consistent with findings I described concerning the surpris-
ingly preoccupied attachment pathology among some anti-
social batterers (Tweed & Dutton, 1998); they are probably
not psychopaths.

More recent studies continue to verify the hyperaroused,
preoccupied pathology of individuals who stalk prior sexual
intimates. Mechanic, Weaver, and Resick (2000) found in a
large sample of battered women that emotional and psycho-
logical abuse in the relationship were strong predictors of
postrelationship stalking, even when the effects of physical
violence were controlled. They wrote, “It appears that one
function of pursuit-oriented behaviors, of which stalking is a
particularly virulent form, is to regulate attachment and prox-
imity seeking via coercive control strategies” (p. 70). Others
have found that attachment disturbances (preoccupied and
fearful) are related to jealousy, following, surveillance, and
separation behaviors (Dutton, Saunders, Starzomski, &
Bartholomew, 1994; Guerrero, 1998; Holtsworth-Munroe
et al., 1997). Research among college students is promising.
Langhinrichsen-Rohling, Palarea, Cohen, and Rohling (2000)
found in a large sample of undergraduates that unwanted
pursuit behaviors were significantly predicted by an ex-
partner who was anxiously and insecurely attached and evi-
denced higher levels of “possessive” and “dependent” love.
These latter terms concerning “love styles” have recently
played a role in the research of Cupach and Spitzberg
(1998), who have made important contributions to our un-
derstanding of “obsessive relational intrusion,” a typically
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nonviolent and less severe form of stalking, among college
students.

Love styles were first proposed by Lee (1976) and mea-
sured by Hendrick and Hendrick (1986). A secondary style,
called “mania,” blends eros (passion and romance) and ludus
(game playing and exploitation); it is possessive, dependent,
and addictive. In a large study of undergraduates, Spitzberg
(2001) found that both a preoccupied attachment pattern and
manic love had small but significant associations with some
of the obsessively intrusive tactics of relational pursuit,
specifically, physical threats and hyperintimacy (unwanted
messages, intruding on interactions with others, monitoring,
exaggerated affection).

This new area of forensic research—stalking as a pre-
occupied crime—is important because of the high rates of
violence associated with it, its prevalence in society, its rela-
tionship to domestic violence, and accumulating evidence
that it is a chronic behavior for which a hyperaroused, preoc-
cupied attachment pathology may be central. Empirical
studies, however, that directly measure the attachment
pathologies of samples of convicted stalkers, both men and
women, have yet to be done.

Psychopathy: The Dismissive Criminal

At the other end of a hypothetical attachment continuum is
the underaroused, affectively avoidant, chronically emotion-
ally detached individual. This dismissing attachment pathol-
ogy, in its most extreme and virulent form, is likely found
in the psychopath. A plethora of research during the past
20 years has shown the construct of psychopathy—a constel-
lation of behaviors and traits (Hare, 1991)—to be both
reliable and valid, particularly as a predictor of violent crim-
inality (Millon, 1998). Psychopaths, when compared to other
nonpsychopathic criminals, are more frequently and severely
violent, are more likely to target strangers, engage in both af-
fective and predatory violence, perpetuate violent criminal
acts for a longer period of time across their life span, and are
often found among the most feared and unpredictable offend-
ers: those who commit sexually sadistic acts and serial sexual
homicides (Meloy, 2000a, 2000b).

Curiously, there are no published studies that have directly
measured psychopathy (Hare, 1991) and attachment (using
the AAI or other direct self-report measures) in samples of
male inmates, despite the work cited earlier concerning the
externalizing, disruptive, and controlling behavior found in
children and adolescents with various attachment patholo-
gies, and the chronic cortical underarousal found in habitual
criminals (Raine, 1993). There has, however, been work in
two related areas. Gacono and Meloy (1994) found in a

number of antisocial samples—including children, adoles-
cents, and adults—that a Rorschach measure of attachment,
the texture response, was significantly less frequent than in
normal samples. As degree of psychopathy increased across
these subjects, the frequency of the texture response de-
creased. Meloy (1988) described this measure, which in-
volves the perception of a tactile quality to the inkblot, as a
somatosensory analog for early skin contact with the mother,
the primary vehicle of affectional relatedness for the infant
and perhaps the corporal genesis of secure attachment.

Attachment and psychopathy have been measured among
female inmates. Both Strachan (1993) and Taylor (1997)
found that a dismissive attachment pathology, inferred by the
voluntary relinquishment of their children, significantly cor-
related with psychopathy in samples of incarcerated women,
even when other confounding variables, such as drug abuse
and prostitution, were controlled. On the other side of this
coin is the finding by Raine, Brennan, and Mednick (1997)
that birth complications and maternal abandonment during
the first year of life were significant predictors of early-onset
violent criminality in their adult male offspring.

This new area of forensic research, the psychopath as a
dismissive criminal, is important because of his high rates of
violence and the chronic, nonviolent destruction he causes
through dominance, manipulation, and exploitation of
others—despite his apparent conscious disavowal of any
need for affectional relatedness, a striking paradox. Attach-
ment theory also can bring to the psychopathy research an
empirically based, psychobiologically informed construct
that may help complete the unfinished patchwork quilt that
best describes the current findings within the neurobiology of
the psychopath (Millon, 1998). For example, I would hy-
pothesize that a dismissing attachment pathology may be in-
herited in some cases, rather than acquired through parental
abuse, neglect, or an unreflective parent, a possibility hereto-
fore unacknowledged among attachment researchers. Testing
of this hypothesis may contribute to our fuller understanding
of the exact nature of heritability of psychopathy. Another
intriguing area of investigation is the role that deficiencies in
vasopressin and oxytocin, two hormones apparently related
to attachment (Fisher, 1998), may play in the biology of psy-
chopathy, two biochemicals unexplored by psychopathy re-
searchers. This might help us understand the psychopath’s
lack of empathy and enormous capacity for cruel aggression.

CONCLUSION

It may become an empirically grounded truism, years from
now, that attachment pathology is a centrally necessary, but
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alone insufficient, component to explain violence: whether it
is the hyperaroused, preoccupied attachment pathology of
stalking behavior that often results in affective violence, or
the hypoaroused, dismissive attachment pathology of the
psychopath that often results in predatory violence. In a more
applied context, violent attachments and their measurement
through the use of reliable, valid, and normed forensic instru-
ments, none of which currently exist, may become de
rigueur, a standard of practice requirement, for the forensic
psychologist of the future. Current research is certainly light-
ing the way.
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In this chapter, I consider first why and in what ways law is
concerned with anticipating violence and how evidence in
the form of violence risk assessment is legally evaluated. I
then contrast clinical and actuarial methods of risk assess-
ment and address key issues and controversies pertinent to
each. Finally, I survey ways in which clinical or actuarial
estimates of violence risk are best communicated to legal
decision makers.

VIOLENCE RISK ASSESSMENT: LAW AND POLICY

Substantive Issues

Concerns about whether violence risk assessments offered by
psychologists and other mental health professionals were
“good enough” to incorporate into mental health law and pol-
icy, once a staple of commentary in the field (e.g., Ennis &
Litwack, 1974), now seem quaintly dated. Courts across the
country and, in particular, the U.S. Supreme Court, answered
with a resounding no the question Does a reliance on clinical
predictions of violence invalidate an otherwise valid law?
Consider just two of the many cases relevant to this point.

In 1978, Thomas Barefoot was convicted of the capital
murder of a police officer. At a separate sentencing hearing,
the same jury considered the two questions put to it under the
Texas death penalty statute, namely, (a) whether the conduct
causing the death was “committed deliberately and with

reasonable expectation that the death of the deceased or an-
other would result” and (b) whether “there is a probability
that the defendant would commit criminal acts of violence
that would constitute a continuing threat to society.” The
jury’s affirmative answer to both questions required the im-
position of the death penalty. In Barefoot v. Estelle (1983),
the Supreme Court considered the constitutionality of using
clinical predictions of violence for the purpose of determin-
ing whom to execute. In an opinion upholding the Texas
statute, Justice White wrote:

It is urged that psychiatrists, individually and as a group, are
incompetent to predict with an acceptable degree of reliability
that a particular criminal will commit other crimes in the future
and so represent a danger to the community. . . . The suggestion
that no psychiatrist’s testimony may be presented with respect
to a defendant’s future dangerousness is somewhat like asking
us to disinvent the wheel. In the first place, it is contrary to our
cases . . . and if it is not impossible for even a lay person sensibly
to arrive at that conclusion, it makes little sense, if any, to submit
that psychiatrists, out of the entire universe of persons who might
have an opinion on the issue, would know so little about the sub-
ject that they should not be permitted to testify. (pp. 896–897)

The next year, in Schall v. Martin (1984), the Supreme
Court upheld a New York statute that authorized pretrial
detention, without probable cause, of an accused juvenile
delinquent based on a finding that there was a “serious risk”
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that the juvenile “may before the return date commit an act
which if committed by an adult would constitute a crime.”
The district court had invalidated the statute after reviewing
the research literature and concluded that “no diagnostic
tools have as yet been devised which enable even the
most highly trained criminologists to predict reliably which
juveniles will engage in violent crime,” and the Second Cir-
cuit had affirmed. In reversing the Second Circuit, Justice
Rehnquist, writing for six members of the court, stated:

Appellees claim, and the district court agreed, that it is virtually
impossible to predict future criminal conduct with any degree of
accuracy. . . . The procedural protections are thus, in their view,
unavailing because the ultimate decision is intrinsically arbitrary
and uncontrolled. Our cases indicate, however, that from a legal
point of view there is nothing inherently unattainable about a
prediction of future criminal conduct. Such a judgment forms an
important element in many decisions, and we have specifically
rejected the contention, based on the same sort of sociological
data relied upon by appellees and the district court, “that it is
impossible to predict future behavior and that the question is so
vague as to be meaningless.” (pp. 278–279)

Little has changed since Barefoot and Schall. In Kansas v.
Hendricks (1997), the Supreme Court upheld a civil means of
lengthening the detention of certain criminal offenders
scheduled for release from prison. Kansas’s Sexually Violent
Predator Act established procedures for the civil commitment
to mental hospitals of persons who may not have a major
mental disorder, but who have a “mental abnormality or per-
sonality disorder” (in Hendricks’s case, pedophilia) that
makes them “likely to engage in predatory acts of sexual
violence” (p. 350). A mental abnormality was defined in the
Act as a “congenital or acquired condition affecting the emo-
tional or volitional capacity which predisposes the person to
commit sexually violent offenses in a degree constituting
such person a menace to the health and safety of others”
(p. 352). The language of the Act implies the need for a
violence risk assessment to determine which individuals
meet the defined standards. In upholding Hendricks’s civil
commitment under the Act, the Supreme Court emphasized
two specific facts of the case: Hendricks’s own admission of
his uncontrollable urges and a risk assessment predicting
high risk. The Court noted:

Hendricks even conceded that, when he becomes “stressed out,”
he cannot “control the urge” to molest children. This admitted
lack of volitional control, coupled with a prediction of future
dangerousness, adequately distinguishes Hendricks from other
dangerous persons who are perhaps more properly dealt with
exclusively through criminal proceedings. (p. 360)

Not only courts, but also professional organizations have
concluded that predictions of violence are here to stay. For
example, the American Bar Association’s Criminal Justice
Mental Health Standards (1989) recommended that a person
acquitted of a violent crime by reason of insanity be commit-
ted to a mental hospital if found to be currently mentally ill
and to present “a substantial risk of serious bodily harm to
others” (Standard 7-7.4). The American Psychiatric Associa-
tion’s (1983) model state law on civil commitment included
the involuntary hospitalization of persons with mental disor-
der who are “likely to cause harm to others” (p. 672). Like-
wise, the guidelines for involuntary civil commitment of the
National Center for State Courts (1986) urged that

Particularly close attention be paid to predictions of future
behavior, especially predictions of violence and assessments of
dangerousness. Such predictions have been the bane of clini-
cians who admit limited competence to offer estimates of the
future yet are mandated legally to do so. [However,] such pre-
dictions will continue to provide a basis for involuntary civil
commitment, even amid controversy about the scientific and
technological shortcomings and the ethical dilemmas that sur-
round them. (p. 493)

Now that the Supreme Court clearly has rejected constitu-
tional challenges to risk assessment, tort law frames the legal
questions asked of violence prediction (Monahan, 1993).
Tarasoff v. Regents of the University of California (1976) is
the landmark case in this area. Initially the subject of vilifica-
tion by mental health professionals, the California Supreme
Court’s holding in Tarasoff, that psychotherapists who know
or should know of their patient’s likelihood of inflicting in-
jury on identifiable third parties have an obligation to take
reasonable steps to protect the potential victim, has become a
familiar part of the clinical landscape. Although a few state
courts have rejected Tarasoff and others have limited its
scope, most courts addressing the issue have accepted the
essence of the “duty to protect,” and several have expanded
that duty to include nonidentifiable victims (Appelbaum,
1988). The duty to protect, in short, is now a fact of pro-
fessional life for nearly all American clinicians and, po-
tentially, for clinical researchers as well (Appelbaum &
Rosenbaum, 1989; Monahan, Appelbaum, Mulvey, Robbins,
& Lidz, 1994).

Evidentiary Issues

The evidentiary test for the admissibility at trial of expert
psychological testimony on violence risk assessment was
given by the U.S. Supreme Court in Daubert v. Merrell Dow
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Pharmaceuticals (1993). Many American state courts, where
the vast majority of psychological and psychiatric testimony
is offered, have adopted the Daubert standard (although not
all state courts have done so, California, Florida, and New
York being notable exceptions). For illustrative purposes,
I rely on one representative case from a state that has adopted
the Daubert standard, E.I. du Pont de Nemours & Co. v.
Robinson (Tex. 1995) to frame the discussion. In Robinson,
the Supreme Court of Texas specified six factors “that a trial
court may consider in making the threshold determination of
admissibility” (p. 557). My evaluation of the points at issue
follow these six factors (see also Monahan, 2000). 

The Extent to Which the Theory Has Been Tested

As described below, at least seven empirical studies conducted
since the 1970s have tested the proposition that psychologists
and psychiatrists have greater-than-chance accuracy at pre-
dicting violent behavior toward others in the open community.
Many additional studies have tested the proposition that
psychologists and psychiatrists have greater-than-chance
accuracy at predicting violence toward others within closed
institutions (e.g., McNiel, Sandberg, & Binder, 1998).

Reliance on the Subjective Interpretation of the Expert

The American Bar Association published the National
Benchbook on Psychiatric and Psychological Evidence
and Testimony (1998). The Benchbook is directed to state
and federal judges and explicitly “designed to aid decision-
making . . . regarding admissibility of evidence” (p. iii).
While acknowledging that subjective clinical interpretations
often play a role in predictions of violence, the Benchbook
concludes:

Despite recent commentary indicating that clinicians are better at
addressing possible risk factors and probabilities than providing
definitive predictions of dangerousness, courts have remained re-
luctant to totally exclude such [clinical] evidence, in part, perhaps,
because courts are ultimately responsible for making these deci-
sions and though the information may remain open to challenge, it
is the best information available. The alternative is to deprive fact
finders, judges and jurors of the guidance and understanding that
psychiatrists and psychologists can provide. (p. 49)

Subject to Peer Review and Publication

All seven empirical tests of the ability of psychologists and
psychiatrists to clinically assess risk of violence in the com-
munity have been published. Five have been published in

peer-reviewed scientific journals rather than in books or
student-edited law reviews, including the most methodologi-
cally sophisticated study (Lidz, Mulvey, & Gardner, 1993),
which was published in the Journal of the American Medical
Association.

Potential Rate of Error

No one questions that the state of the science is such that the
prediction of violence is subject to a considerable margin of
error. But in acknowledging this error rate, the American Bar
Association’s National Benchbook on Psychiatric and Psy-
chological Evidence and Testimony (1998) nonetheless
stated:

While the frustration with psychiatry and psychology from a
legal standpoint centers on the certainty or lack thereof with
which mental health experts speak to the ultimate issues in a case
(for example, dangerousness . . . ), this frustration should not
lead courts to reject all such input, but rather should encourage
courts to recognize the proper role and limitations of expert evi-
dence and testimony in the courtroom. (pp. 47–48)

General Acceptance in the Relevant Scientific Community

The best-known recent study of the validity of clinical pre-
dictions of violence, Lidz et al. (1993), concluded: “What
this study [shows] is that clinical judgment has been under-
valued in previous research. Not only did the clinicians pick
out a statistically more violent group, but the violence that the
predicted group committed was more serious than the acts of
the comparison group” (p. 1010). Likewise, a critical analy-
sis of existing risk assessment research (Mossman, 1994)
reached this measured judgment: “This article’s reevaluation
of representative data from the past 2 decades suggests that
clinicians are able to distinguish violent from nonviolent pa-
tients with a modest, better-than-chance level of accuracy”
(p. 790).

Nonjudicial Uses of the Theory or Technique

Violence risk assessment not only permeates the legal system
but is a significant component of general clinical practice in
the mental health fields.As McNiel (1998) stated, “Clinical as-
sessment of violence potential and management of aggressive
behavior are routine components of contemporary practice in
psychiatric emergency rooms and inpatient units” (p. 95).

There are no post-Daubert U.S. Supreme Court cases on
the admissibility of clinical violence risk assessment. There
has however, been much post-Daubert commentary on this
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issue in the legal and scientific literatures. Virtually all of
this commentary suggests that testimony by a qualified ex-
pert regarding a properly conducted clinical violence risk
assessment will remain admissible as evidence. For example,
the American Bar Association’s National Benchbook on Psy-
chiatric and Psychological Evidence and Testimony (1998)
concluded:

Even given the underlying uncertainties and discrepancies
within the psychiatric and psychological communities, psychia-
trists and psychologists—through their education and experi-
ences—acquire special information and skills that are beyond
that of the lay community to better understand and interpret
human behavior (normal and abnormal). Thus, in many in-
stances the knowledge of psychiatrists and psychologists can
assist factfinders in understanding and interpreting human be-
havior within a legal context. (p. 47)

Likewise, a leading professional work in this area (Melton,
Petrila, Poythress, & Slobogin, 1997) stated:

Some critics might argue that much of the empirical and clinical
analysis [of violence prediction] relies on “face valid” factors
that lay decisionmakers, applying common sense, could use to
reach the same judgments. We disagree. Although the implica-
tions of some factors are evident on their face . . . laypersons will
not be as familiar with or be able to interpret as well other types
of factors. . . . Such informed testimony can help prevent the
courts from reaching inappropriate conclusions based on stereo-
typical views of “psychopaths” or “schizophrenics” and may
thus facilitate more disciplined and humane dispositions by
judges and juries. (pp. 292–293)

THE PROCESS OF CLINICAL RISK ASSESSMENT

Mulvey and Lidz (1985) have argued that to study the
outcome of clinical prediction before studying the process
of clinical prediction is to “put the cart before the horse”
(p. 213). They stated:

It is only by knowing “how” the process occurs that we can
determine . . . the strategy for improvement in the prediction of
dangerousness. Addressing this question requires systematic in-
vestigation of the possible facets of the judgement process that
could be contributing to the observed low predictive accuracy.
(p. 215)

Along these lines, Segal,Watson, Goldfinger, andAverbuck
(1988a, 1988b) observed clinicians evaluating over 200 cases
at several psychiatric emergency rooms. Observers coded
each case on an 88-item index referred to as Three Ratings
of Involuntary Admissibility (TRIAD). Global ratings of

patient “dangerousness” were completed by each clinician.
TRIAD scores correlated highly with overall clinical ratings of
dangerousness:

Symptoms most strongly related to [clinical judgments of] dan-
ger to others in our sample were irritability and impulsivity, but
there were also consistent moderate associations with formal
thought disorder, thought content disorder, and expansiveness as
well as weaker but consistent significant correlations with im-
paired judgment and behavior and inappropriate affect. (1988b,
p. 757)

Similarly, Menzies and Webster (1995) studied the clinical
decision-making process regarding risk for a large group of
Canadian mentally disordered offenders. They concluded
that “previous violence, alcohol use, presentation of anger
and rage, lack of agreeability, and tension during the inter-
views were the main contributors to the resulting decisions”
(p. 775).

In the research program of Mulvey and Lidz (1985; Lidz,
Mulvey, Apperson, Evanczuk, & Shea, 1992), observers
trained in speedwriting recorded interviews between clini-
cians and patients admitted to a hospital’s psychiatric emer-
gency room. Clinicians later completed ratings of current and
chronic dangerousness in the community. A patient’s history
of violence was the best single predictor of clinician ratings;
patient hostility and the presence of serious disorder also cor-
related highly with clinical ratings of current dangerousness.
In addition, explicit judgments of the likelihood of future vi-
olence were rarely found in actual practice, with this conclu-
sion instead embedded in other decisions about clinical care.

THE OUTCOMES OF CLINICAL
RISK ASSESSMENT

Early research on the accuracy of clinicians at predicting
violent behavior toward others was reviewed by Monahan
(1981). Five studies (Cocozza & Steadman, 1976; Kozol,
Boucher, & Garofalo, 1972; Steadman, 1977; Steadman &
Cocozza, 1974; Thornberry & Jacoby, 1979) were available
as of the late 1970s. The conclusion of that review was:

Psychiatrists and psychologists are accurate in no more than one
out of three predictions of violent behavior over a several-year
period among institutionalized populations that had both com-
mitted violence in the past (and thus had high base rates for it)
and who were diagnosed as mentally ill. (pp. 47–49)

Only two studies of the validity of clinicians’ predictions
of violence in the community have been published since
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that time (for reviews, see Blumenthal & Lavender, 2000;
Monahan, 2001). Sepejak, Menzies, Webster, and Jensen
(1983) studied court-ordered pretrial risk assessments and
found that 39% of the defendants rated by clinicians as hav-
ing a medium or high likelihood of being violent to others
were reported to have committed a violent act during a two-
year follow-up, compared to 26% of the defendants predicted
to have a low likelihood of violence (p. 181, note 12), a sta-
tistically significant difference, but not a large one in absolute
terms.

More recently, researchers have shown a renewed interest
in the topic of clinical prediction. For example, Lidz et al.
(1993), in what is surely the most sophisticated study pub-
lished on the clinical prediction of violence, took as their sub-
jects male and female patients being examined in the acute
psychiatric emergency room of a large civil hospital. Psychi-
atrists and nurses were asked to assess potential patient vio-
lence toward others over the next six-month period. Violence
was measured by official records, patient self-report, and the
report of a collateral informant in the community (e.g., a fam-
ily member). Patients who elicited professional concern re-
garding future violence were found to be significantly more
likely to be violent after release (53%) than were patients
who had not elicited such concern (36%). The accuracy of
clinical prediction did not vary as a function of the patient’s
age or race. The accuracy of clinicians’ predictions of male
violence substantially exceeded chance levels, both for pa-
tients with and without a prior history of violent behavior. In
contrast, the accuracy of clinicians’ predictions of female vi-
olence did not differ from chance. Although the actual rate of
violent incidents among discharged female patients (46%)
was higher than the rate among discharged male patients
(42%), the clinicians had predicted that only 22% of the
women would be violent, compared with predicting that 45%
of the men would commit a violent act. The inaccuracy of
clinicians at predicting violence among women appeared to
be a function of the clinicians’ serious underestimation of the
base rate of violence among mentally disordered women
(perhaps due to an inappropriate extrapolation from the great
sex differences in rates of violence among persons without
mental disorder).

McNiel and Binder (1991) report research predicting
inpatient violence (rather than violence in the community).
They studied clinical predictions that patients would be vio-
lent during the first week of hospitalization. Of the patients
whom nurses had estimated had a 0% to 33% probability of
being violent on the ward, 10% were later rated by the nurses
as having committed a violent act; of the patients whom
nurses had estimated had a 34% to 66% chance of being vio-
lent, 24% were later rated as having committed a violent act;

and of the patients whom nurses had estimated had a 67% to
100% chance of being violent, 40% were later rated as hav-
ing acted violently.

ACTUARIAL RISK ASSESSMENT

The general superiority of statistical over clinical risk assess-
ment in the behavioral sciences has been known for almost
half a century (Grove, Zald, Lebow, Snitz, & Nelson, 2000;
Meehl, 1954; Swets, Dawes, & Monahan, 2000). Despite
this, and despite a long and successful history of actuarial risk
assessment in bail and parole decision making in criminology
(Champion, 1994), there have been only a few attempts to
develop actuarial tools for the specific task of assessing risk
of violence to others among people with mental disorder
(for reviews, see Borum, 1996; Douglas & Webster, 1999;
Monahan & Steadman, 1994). For example, Steadman and
Cocozza (1974), in an early study of mentally disordered
offenders, developed a Legal Dangerousness Scale based on
the presence or absence of a juvenile record and a conviction
for a violent crime, the number of previous incarcerations,
and the severity of the current offense. This scale, along with
the patient’s age, was significantly associated with subse-
quent violent behavior. Likewise, Klassen and O’Connor
(1988) found that the combination of a diagnosis of substance
abuse, prior arrests for violent crime, and young age were
significantly associated with arrests for violent crime among
male civil patients discharged into the community. (A discus-
sion of risk assessment of sexually violent “predators” can be
found in the chapter by Conroy in this volume.)

The Violence Risk Appraisal Guide

More recently, the Violence Risk Appraisal Guide (VRAG;
Harris, Rice, & Quinsey, 1993; Quinsey, Harris, Rice, &
Cormier, 1998; Rice & Harris, 1995) was developed on a
sample of over 600 men from a maximum-security hospital
in Canada, all charged with a serious criminal offense. Ap-
proximately 50 predictor variables were coded from institu-
tional files. The criterion was any new criminal charge for a
violent offense, or return to the institution for a similar act,
over a time at risk in the community that averaged approxi-
mately seven years after discharge. A series of regression
models identified 12 variables for inclusion in the VRAG, in-
cluding the Hare Psychopathy Checklist–Revised (PCL-R;
Hare, 1991), elementary school maladjustment, and age at
the time of the offense (which had a negative weight). When
the scores on this actuarial instrument were dichotomized
into high and low, the results were that 55% of the group



532 Violence Risk Assessment

scoring high committed a new violent offense, compared
with 19% of the group scoring low.

The HCR-20

Douglas and Webster (1999) reviewed ongoing research on a
structured clinical guide that can be scored in an actuarial
manner to assess violence risk, the “HCR-20,” which con-
sists of 20 ratings addressing historical, clinical, and risk
management variables (Webster, Douglas, Eaves, & Hart,
1995). Douglas and Webster also reported data from a retro-
spective study with prisoners, finding that scores above the
median on the HCR-20 increased the odds of past violence
and antisocial behavior by an average of four times. In an-
other study with civilly committed patients, Douglas, Ogloff,
Nicholls, and Grant (1999) found that during a follow-up of
approximately two years after discharge into the community,
patients scoring above the HCR-20 median were 6 to 13
times more likely to be violent than those scoring below the
median.

The MacArthur Violence Risk Assessment Study

As a final illustration of the use of actuarial approaches to im-
prove the prediction of violence, the MacArthur Violence
Risk Assessment Study (Monahan et al., 2001) assessed a
large sample of male and female acute civil patients at sev-
eral facilities on a wide variety of variables believed to be re-
lated to the occurrence of violence. The risk factors fall into
four domains. One domain, dispositional variables, refers to
the demographic factors of age, race, sex, and social class, as
well as to personality variables (e.g., impulsivity and anger
control) and neurological factors (e.g., head injury). A second
domain, historical variables, includes significant events ex-
perienced by subjects in the past, such as family history, work
history, mental hospitalization history, history of violence,
and criminal and juvenile justice history. A third domain,
contextual variables, refers to indices of current social sup-
ports, social networks, and stress, as well as to physical as-
pects of the environment, such as the presence of weapons.
The final domain, clinical variables, includes types and
symptoms of mental disorder, personality disorder, drug and
alcohol abuse, and level of functioning. Community violence
is measured during interviews with the patients and with a
collateral conducted postdischarge in the community, as well
as from a review of official records. Data are available for
two time periods: the first 20 weeks after discharge and the
first year after discharge.

Because this is the largest study of its kind yet undertaken,
I consider it in some detail. First, I address a number of risk

factors for violence (Kraemer et al., 1997) on their own
merits, and then consider the risk factors in combination.

Variables are highlighted here based on their clinical and
theoretical prominence in the field of violence risk assess-
ment. Variables considered include both those that have long
been considered in the criminological literature to be prime
risk factors for violence, as well as those whose status as im-
portant risk factors for violence has been advanced by
clinicians.

Sex

Findings from the MacArthur research that men are no more
likely to be violent than women over the course of the one-
year follow-up differ dramatically from results generally
found in the criminological literature, but not from findings
of other studies of men and women with a mental disorder.
Although the overall prevalence rates are similar for women
and men, there are some substantial sex differences in the
quality and context of the violence committed. Men are more
likely to have been drinking or using street drugs and less
likely to have been adhering to prescribed psychotropic med-
ication prior to committing violence. Women are more likely
to target family members and to be violent in the home. The
violence committed by men is more likely to result in serious
injury (requiring treatment by a physician) than the violence
committed by women.

Prior Violence and Criminality

The MacArthur data suggest quite clearly that, regardless of
how the measure is obtained, prior violence and criminality
are strongly associated with the postdischarge violent behav-
ior of psychiatric patients. 

Childhood Experiences and Violence

Although prior physical abuse as a child was associated with
postdischarge violence, prior sexual abuse was not. Patients’
reports of deviant behaviors by fathers and mothers, such as
excessive alcohol and drug use, were associated with in-
creased rates of postdischarge violence; having lived with ei-
ther the father or the mother prior to age 15 was associated
with a decreased rate of violence. 

Neighborhood Context

The MacArthur findings suggest that research efforts aimed at
assessing violence risk among discharged psychiatric patients
may benefit from specifying a role for the neighborhood
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contexts into which patients are discharged, in addition to
measuring their individual characteristics. That is, violence
by persons with mental disorders may be, in part, a function
of the high-crime neighborhoods in which they typically re-
side. The association between race and violence, for example,
was rendered insignificant when statistical controls were ap-
plied to the crime rate of the neighborhoods in which the pa-
tients resided.

Diagnosis

The presence of a co-occurring diagnosis of substance abuse
or dependence was found to be a key factor in the occurrence
of violence. A diagnosis of a major mental disorder was asso-
ciated with a lower rate of violence than a diagnosis of an
“other” mental disorder, primarily a personality or adjust-
ment disorder. Further, within the major mental disorders, a
diagnosis of schizophrenia was associated with lower rates of
violence than a diagnosis of depression or of bipolar disorder,
as several other studies have found (e.g., Gardner, Lidz,
Mulvey, & Shaw, 1996; Quinsey et al., 1998).

Psychopathy

Despite the low base rate of psychopathy per se, as measured
by scores on the Hare Psychopathy Checklist: Screening Ver-
sion (PCL-SV; Hart, Cox, & Hare, 1995) among the civil
psychiatric patients studied, limited traits of psychopathy and
antisocial behavior were predictive of future violence. The
PCL-SV added incremental validity to a host of covariates in
predicting violence, including recent violence, criminal his-
tory, substance abuse, and other personality disorders. How-
ever, most of the PCL-SV’s basic and unique predictive
power is based on its “antisocial behavior” factor, rather than
the “emotional detachment” factor.

Delusions

The MacArthur data suggest that the presence of delusions
does not predict higher rates of violence among recently dis-
charged psychiatric patients. This conclusion remains accurate
even when the type of delusions and their content (including
violent content) is taken into account. In particular, the much
discussed findings of a relationship between threat/control-
override delusions and violence (Link & Stueve, 1994) were
not confirmed in the MacArthur study. On the other hand, non-
delusional suspiciousness—perhaps involving a tendency to-
ward misperception of others’ behavior as indicating hostile
intent—does appear to be linked with subsequent violence and
may account for the findings of previous studies.

Hallucinations

Although command hallucinations per se did not elevate
violence risk, if the voices commanded violent acts, the like-
lihood of their occurrence over the subsequent year was
significantly increased. These results should reinforce the
tendency toward caution that clinicians have always had
when dealing with patients who report voices commanding
them to be violent.

Violent Thoughts

The MacArthur results indicate that when patients report vio-
lent thoughts during hospitalization, there is indeed a greater
likelihood that they will engage in violent acts during the first
20 weeks and during the year following discharge. It was
especially increased for patients who continued to report
imagined violence after discharge.

Anger

Patients with high scores on the Novaco Anger Scale
(Novaco, 1994) at hospitalization were twice as likely as
those with low anger scores to engage in violent acts after
discharge. The effect, although neither highly predictive nor
large in absolute terms, was statistically significant.

A few of the variables from the MacArthur Study exam-
ined here were quite predictive of violence, as expected (e.g.,
prior violence). Contrary to expectations, other variables were
found not to be risk factors for violence at all in our sample
(e.g., delusions, schizophrenia). Most criminological and
clinical variables we examined, however, had a complex rela-
tionship to violence. The complexity of the findings reported
here underscores the difficulty of identifying main effect or
univariate predictors of violence: variables that are across-
the-board risk factors for violence in all populations. This
complexity is no doubt one of the principal reasons why clin-
icians, relying on a fixed set of individual risk factors, have
had such difficulty making accurate risk assessments. It sug-
gests the need to take an interactional approach to violence
risk assessment, such that the same variable could be a posi-
tive risk factor for violence in one group, unrelated to violence
in another group, and a protective factor against violence in a
third group. Such an interactional strategy for violence risk
assessment is the one adopted in the MacArthur Study.

Risk Factors in Combination

The MacArthur Study developed what the researchers called
an iterative classification tree, or ICT. A classification tree
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approach to violence risk assessment is predicated on an
interactive and contingent model of violence, one that allows
many different combinations of risk factors to classify a per-
son as high or low risk. Whether a particular question is
asked in any clinical assessment grounded in this approach
depends on the answers given to each prior question by the
person being evaluated. Based on a sequence established by
the classification tree, a first question is asked of all persons
being assessed. Contingent on the answer to that question,
one or another second question is posed, and so on, until each
person is classified into a category on the basis of violence
risk. This contrasts with the usual approach to actuarial risk
assessment, in which a common set of questions is asked of
everyone being assessed and every answer is weighted and
summed to produce a score that can be used for purposes of
categorization.

The first test of the ICT method (Steadman et al., 2000)
focused on how well the method performed in making vio-
lence risk assessments under ideal conditions (i.e., with few
constraints on the time or resources necessary to gather risk
factors). For example, the risk factor that most clearly differ-
entiated high-risk from low-risk groups was the PCL-SV
(Cox, Hart, & Hare, 1995). Given that the full Hare PCL-R
requires several hours for data gathering and administration
(the Screening Version alone takes over 1 hour to administer),
resource constraints in many nonforensic clinical settings
will preclude its use. Monahan et al. (2001) sought to in-
crease the utility of this actuarial method for real-world
clinical decision making by applying the method to a set of
violence risk factors commonly available in clinical records
or capable of being routinely assessed in clinical practice.
Results showed that the ICT partitioned three-quarters of a
sample of psychiatric patients into one of two categories with
regard to their risk of violence toward others during the first
20 weeks after discharge. One category consisted of groups
whose rates of violence were no more than half the base rate
of the total patient sample (i.e., equal to or less than 9% vio-
lent). The other category consisted of groups whose rates of
violence were at least twice the base rate of the total patient
sample (i.e., equal to or greater than 37% violent). The actual
prevalence of violence within individual risk groups varied
from 3% to 53%.

Finally, rather than pitting different risk assessment mod-
els against one another and choosing the one model that ap-
pears “best,” Monahan et al. (2001) adopted an approach that
integrates the predictions of many different risk assessment
models, each of which may capture a different but important
facet of the interactive relationship between the measured
risk factors and violence. Using this multiple models ap-
proach, these researchers ultimately combined the results of

five prediction models generated by the ICT methodology.
By combining the predictions of several risk assessment
models, the multiple models approach minimizes the prob-
lem of data overfitting that can result when a single “best”
prediction model is used. As important, this combination of
models produced results not only superior to those of any of
its constituent models, but superior to any other actuarial
violence risk assessment procedure reported in the literature
to date. Monahan et al. (2001) were able to place all patients
into one of five risk classes for which the prevalence of vio-
lence during the first 20 weeks following discharge into the
community varied between 1% and 76%, with an area under
the Receiver Operating Characteristic curve (Swets et al.,
2000) of .88.

THE CLINICAL ADJUSTMENT OF
ACTUARIAL ESTIMATES

Should the kinds of actuarial risk assessment described be
used to supplant clinical judgment of violence risk? Or is
actuarial risk assessment best considered a tool, a very pow-
erful tool, to support the exercise of clinical judgment
regarding violence risk? The question is not easily or unam-
biguously answered.

The group that developed the VRAG addressed the issue
of whether, and to what extent, the results produced by such
an instrument should be subject to “adjustment” by clini-
cians. Interestingly, their answer has evolved over time. In
1994, Webster, Harris, Rice, Cormier, and Quinsey stated: 

If adjustments are made conservatively and only when a clini-
cian believes, on good evidence, that a factor is related to the
likelihood of violent recidivism in an individual case, predictive
accuracy may be improved. (p. xx; emphasis in original) 

Four years later, however, Quinsey et al. (1998) had a change
of heart:

What we are advising is not the addition of actuarial methods to
existing practice, but rather the complete replacement of existing
practice with actuarial methods. This is a different view than we
expressed in Webster et al. (1994), where we advised the practice
of adjusting actuarial estimates of risk by up to 10% when there
were compelling circumstances to do so. . . . We no longer think
this practice is justifiable. Actuarial methods are too good and
clinical judgment too poor to risk contaminating the former with
the latter. (p. 171)

Others in this field, although strongly approving of the use
of actuarial instruments in violence risk assessment, have
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taken a more sanguine view of allowing clinicians to review
and, if they believe necessary, to revise actuarial risk esti-
mates. Hanson (1998), for example, has stated that “it would
be imprudent for a clinical judge to automatically defer to
an actuarial risk assessment” (p. 53), and Hart (1998) has
written, “Reliance—at least complete reliance—on actuarial
decision making by professionals is unacceptable” (p. 126).

Two primary reasons are given in support of allowing
clinicians the option to use their judgment to revise actuarial
violence risk assessment estimates. The first reason can be
termed questionable validity generalization and the second
rare risk or protective factors.

Questionable Validity Generalization

The VRAG was constructed and cross-validated on a sample
that consisted entirely of male forensic patients who were
predominantly White Canadians. The instrument has impres-
sive validity in predicting violence among people with these
attributes. But does that validity generalize—at least, does it
generalize as impressively—when the instrument is used to
assess the violence risk of women, or of civil psychiatric
patients, or of people of African ancestry, or of people (of
either sex and whatever race and legal status) from the United
States? This is a question of validity generalization (Cook &
Campbell, 1979). Likewise, the ICT generated by the
MacArthur Violence Risk Assessment Study was constructed
and bootstrapped on a sample that consisted of White,
African American, and Hispanic civilly hospitalized patients
from the United States, who were between 18 and 40 years
old. Is the considerable predictive validity of the ICT gener-
alizable to people of Asian ancestry, or to forensic patients, or
to people in Canada, or to people who are less than 18 or
more than 40 years old, or to the emergency room assess-
ments of persons who have not recently been hospitalized?
The predictive validity of these two instruments may well
generalize widely. Yet, there comes a point at which the sam-
ple to which an actuarial instrument is being applied appears
so fundamentally dissimilar to the sample on which it was
constructed and originally validated (e.g., using the VRAG
on the kinds of patients studied in the MacArthur research, or
using the ICT on the kinds of offenders studied in the VRAG
research) that one would be hard pressed to castigate the
evaluator who took the actuarial estimate as advisory rather
than conclusive.

Rare Risk or Protective Factors

The second reason often given in defense of allowing a clini-
cian the option to review and revise actuarial risk estimates is

that the clinician may note the presence of rare risk or protec-
tive factors in a given case, and that these factors—precisely
because they are rare—will not have been properly taken into
account in the construction of the actuarial instrument. This
issue has been termed broken leg countervailings by Grove
and Meehl (1996, following Meehl, 1954). The story is simple:
A researcher has developed an actuarial instrument that pre-
dicts with great accuracy when people will go to the movies,
and the instrument yields an estimate of .80 that a given indi-
vidual, Professor Smith, will go to the movies tomorrow. But
the researcher then learns that Professor Smith has just broken
his leg and is immobilized in a hip cast. “Obviously, it would
be absurd to rely on the actuarial prediction in the face of this
overwhelmingly prepotent fact” (p. 307). Grove and Meehl
call the countervailing of actuarial risk estimates by rare events
“one of the few intellectually interesting concerns of the antis-
tatistical clinicians” (p. 307), but they are skeptical about its
applicability to areas such as violence risk assessment. In the
broken leg story, they state, there is “an almost perfectly reli-
able ascertainment of a fact [a broken leg] and an almost per-
fect correlation between that fact and the kind of fact being
predicted [going to the movies]. Neither one of these delight-
ful conditions obtains in the usual kind of social science pre-
diction of behavior from probabilistic inferences” (p. 308).

In the context of actuarial instruments for assessing vio-
lence risk, the most frequently mentioned “broken leg” is a
direct threat, that is, an apparently serious statement of inten-
tion to do violence to a named victim. Assuming that most
minimally rational people who do not want to be in a hospital
can consciously suppress the verbalization of such intentions
while they are being evaluated, direct threats are presumably
rare, and for that reason will not emerge as items on an actu-
arial instrument. Yet, as Hart (1998) states, “Does it matter at
all what an offender’s total score is on the VRAG, how many
risk factors are present or whether he scores above a specific
cut-off, if he also expresses genuine homicidal intent?”
(p. 126). Similarly, Hanson (1998), in the context of predict-
ing violence among sex offenders, has taken this position:
“Although I am aware of no study that has examined the
relationship between behavioral intentions and sexual
offense recidivism, it would be foolish for an evaluator to
dismiss an offender’s stated intention to reoffend” (p. 61).

Grove and Meehl (1996) no doubt would respond that the
“genuineness” of homicidal intent, or whether an offender
has actually “stated” his or her intention to reoffend, cannot
be determined with anything like the reliability of assessing
whether a leg is broken. Even if it could, the relationship be-
tween stated intention to be violent and violent behavior is
much more tenuous than the relationship between being put
in a body cast and going out to the movies.
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Consider the example of delusions. The MacArthur Study
found that the presence of delusions was not generally a risk
factor for violence (see previous text). Yet, Appelbaum,
Robbins, and Monahan (2000) have cautioned against ignor-
ing delusions in a given case:

Even on their face, [these data] do not disprove the clinical wis-
dom that holds that persons who have acted violently in the past
on the basis of their delusions may well do so again. Nor do they
provide support for neglecting the potential threat of an acutely
destabilized, delusional person in an emergency setting, in which
the person’s past history of violence and community supports are
unknown. (p. 571)

It may be instructive in thinking about this difficult issue,
as it has been in thinking about other topics in this area
(Monahan & Steadman, 1996), to analogize violence predic-
tion to weather prediction. The National Weather Service
(NWS) routinely collects data on risk factors (e.g., baromet-
ric pressure) known to be predictors of one or another type of
weather. This information is analyzed by computer programs
that yield what the NWS refers to as “objective” (what would
here be called actuarial) predictions of various weather
events. These predictions are given at regular intervals to
meteorologists in local areas. The local meteorologists, who
refer to the actuarial estimates as “guidance, not gospel,” then
review and, if they believe necessary, revise them. For exam-
ple, a local meteorologist might temper an objective predic-
tion of “sunny and dry” for the forecast area if he or she
looked out the window and saw threatening clouds approach-
ing. A “subjective” (what would here be called clinical)
prediction is then issued to the media.

Weather forecasting is one area in which the clinical re-
view and revision of actuarial risk estimates has been empir-
ically studied (for others, see Grove & Meehl, 1996; Quinsey
et al., 1998). Clinical involvement actually increases, rather
than decreases, predictive accuracy in the meteorological
context. The clinically revised predictions of temperature and
precipitation are consistently more valid than the unrevised
actuarial ones (Carter & Polger, 1986).

Will clinical review and revision increase the validity of
actuarial predictions of violence, as it increases the validity
of actuarial predictions of the weather? Reasonable people
will differ on the aptness of the weather analogy. As with va-
lidity generalization, the advisability of allowing clinicians to
take into account rare risk or protective factors is ultimately
an empirical question. It would be invaluable to make a care-
ful study of (a) how often, when they review actuarial risk
estimates, clinicians feel it necessary to revise those estimates;
(b) why clinicians feel it necessary to revise the actuarial
estimates (e.g., the specific reason that the validity of the

actuarial instrument is believed not to generalize, or the spe-
cific rare risk or protective factor that is believed to be pre-
sent); and (c) how much clinicians want to revise actuarial
risk estimates. Pending such research, I believe that actuarial
instruments (including, among others, the multiple ICT pre-
sented here) are best viewed as “tools” for clinical assess-
ment (cf. Grisso & Appelbaum, 1998)—tools that support,
rather than replace, the exercise of clinical judgment. This re-
liance on clinical judgment, aided by an empirical under-
standing of risk factors for violence and their interactions,
reflects, and in my view should reflect, the standard of care at
this juncture in the field’s development.

RISK COMMUNICATION

Risk communication as an essential adjunct to risk assess-
ment is an issue that will become increasingly salient in the
future (Monahan & Steadman, 1996). After a clinician—
perhaps with the assistance of an actuarial risk device—has
made an estimate of the likelihood of harm that a person rep-
resents, how is the clinician to communicate this information
to decision makers? “Risk communication” has been defined
by the National Research Council (1989) as:

an interactive process of exchange of information and opinion
among individuals, groups, and institutions; often involves mul-
tiple messages about the nature of risk or expressing concerns,
opinions, or reactions to risk messages or to legal and institu-
tional arrangements for risk management. (p. 322)

For example, in the United States, most states have adopted
the language of the California “dangerousness standard”: that
to be admitted to a mental hospital against his or her will, a
person must be mentally disordered and “dangerous to self or
others.” But some states refer to the “likelihood” that the in-
dividual will cause “serious harm.” The National Center for
State Courts (1986) spoke of “predictions of violence,” and
the American Bar Association (1989) made reference to “a
substantial risk of serious bodily harm to others.” Finally, one
influential court decision phrased the issue in terms of a
“probability” of future harm (Cross v. Harris, 1969).

Dangerousness, likelihood, risk, and probability, there-
fore, often have been used fungibly to refer to the level of un-
certainty of undesirable outcomes that may occur if some
persons with mental disorder are left at liberty. However, the
extensive literature in the area of risk perception and behav-
ioral decision theory has uncovered many subtle and anom-
alous effects that suggest that these various terms may not be
fungible. They may, in fact, have differential effects on the
judgments that are rendered by clinicians and courts.
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Although there is a great deal of research on the communi-
cation of some risks (e.g., risk of disease or environmental
damage; National Research Council, 1989), research on the
communication of violence risk is in its infancy. Two recent
studies by Heilbrun and colleagues addressed clinicians’prac-
tices and preferences in this area. Heilbrun, Philipson,
Berman, and Warren (1999) found that clinicians were reluc-
tant to employ numerical probabilities in communicating risk
estimates. Clinicians stated a number of reasons for this reluc-
tance, ranging from their view that “the state of the research
literature doesn’t justify using specific numbers” to “I don’t
want to be held accountable for being that precise.” Heilbrun,
O’Neill, Strohman, Bowman, and Philipson (2000) presented
experienced psychologists and psychiatrists with vignettes
that varied in their method of risk communication. There were
virtually no significant differences between the disciplinary
groups. Clinicians tended to prefer categorical risk communi-
cation (high/moderate/low-violence risk) and risk communi-
cation that had explicit implications for risk management. In
this regard, McNiel and Binder (1998) compared how clini-
cians’ categorical assessments of the violence risk presented
by newly admitted psychiatric patients compared with their
probabilistic assessments. They found that clinical designa-
tions of low, medium, and high risk that the patient would be
violent in the next week (if not admitted to the hospital) corre-
sponded to mean clinical probability estimates of 29%, 64%,
and 76%, respectively.

In a study by Slovic and Monahan (1995), adults were
shown hypothetical stimulus vignettes describing mental pa-
tients and were asked to judge (a) the probability that the
patient would harm someone else; (b) whether the patient
should be categorized as “dangerous”; and (c) whether coer-
cion should be used to ensure treatment. Probability and dan-
gerousness judgments were systematically related and were
predictive of the judged necessity for coercion. However,
judged probability was strongly dependent on the form of the
response scale, suggesting that probability was not repre-
sented consistently and quantitatively in the subjects’ minds.
For example, one response scale for expressing the probabil-
ity of harm went from 0% to 100% in 10% increments. An-
other response scale went from “less than 1 chance in 1,000”
to “greater than 40%.” Judgments about the probability of vi-
olence were much higher using the first response scale than
using the second. In a second study, Slovic and Monahan
(1995) replicated these findings with experienced forensic
clinicians as subjects.

Slovic, Monahan, and MacGregor (2000) continued this
line of research. Forensic psychologists and psychiatrists
were shown case summaries of patients hospitalized with
mental disorder and were asked to judge the likelihood that

the patient would harm someone within six months after
discharge from the hospital. They also judged whether the pa-
tient posed a high risk, medium risk, or low risk of harming
someone after discharge. This studies replicated, with real
case summaries as stimuli, the response-scale effects found
by Slovic and Monahan (1995). Providing clinicians with re-
sponse scales allowing more discriminability among smaller
probabilities led patients to be judged as posing lower proba-
bilities of committing harmful acts. This format effect was
not eliminated by having clinicians judge relative frequencies
rather than probabilities or by providing them with instruc-
tion in how to make these types of judgments. In addition,
frequency scales led to lower mean likelihood judgments
than did probability scales. But, at any given level of likeli-
hood, a patient was judged as posing higher risk if that likeli-
hood was derived from a frequency scale (e.g., 10 out of 100)
than if it was derived from a probability scale (e.g., 10%).
Similarly, communicating a patient’s dangerousness as a rel-
ative frequency (e.g., 2 out of 10) led to much higher per-
ceived risk than did communicating a comparable probability
(e.g., 20%). The different reactions to probability and fre-
quency formats appear to be attributable to the more fright-
ening images evoked by frequencies.

Clearly, it makes no clinical or policy sense to keep
twice as many people in the hospital when their risk of vio-
lence is characterized as “20 out of 100” than when it is
characterized as “20%.” If the individual communicating in-
formation about violence risk believes that patients
“should” be hospitalized for longer periods of time, our data
suggest that one way to accomplish this goal is to commu-
nicate violence risk in terms of frequencies rather than in
terms of probabilities. Indeed, an intuitive grasp of this find-
ing may explain why advocates for longer hospital stays
frame their arguments in terms of frequencies rather than
probabilities. For example, Torrey and Zdanowicz (1998)
write that “approximately 1,000 homicides a year are com-
mitted nationwide by seriously mentally ill individuals who
are not taking their medication,” and not that the annual
likelihood of being killed by such an individual is approxi-
mately .0000036 (i.e., 1,000 out of 273 million Americans
will die in this manner each year). These advocates are quite
open about their motivation: They want to frighten the gen-
eral public about violence by people with mental disorder,
in the hope that this fear will translate into increased fund-
ing for mental health services (Satel & Jaffe, 1998). The use
of frequencies rather than probabilities may promote the de-
sired fear arousal.

Can we give any advice to the risk communicator who is not
an advocate for one outcome or action over another, but rather
desires to present the decision maker with an “objective” or
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“unbiased” estimate of violence risk? I offer two possibilities.
Our findings suggest that probabilities and frequencies each
come with a complex set of advantages and disadvantages as
formats for communicating violence risk. Neither is inherently
superior to or less susceptible of bias than the other. One op-
tion, therefore, is that clinicians employ multiple formats for
communicating violence risk. For example, a risk communi-
cation might read: “Of every 100 patients similar to Mr. Jones,
20 are expected to be violent to others. In other words,
Mr. Jones is estimated to have a 20% likelihood of violence.”
If multiple formats were used in violence risk communication,
the biases associated with any given risk communication for-
mat might, at least to some (unknown) extent, cancel each
other out. In addition, the possibility of strategic behavior in
choosing a risk communication format that promoted a fa-
vored policy outcome would be reduced if the risk communi-
cator was instructed to use multiple formats rather than to
select a single one.

A second option was suggested by Monahan and Steadman
(1996). They analogized violence prediction to weather pre-
diction, as practiced by the NWS. Whereas the risk of some
common meteorological events, such as precipitation, is com-
municated using a probabilistic format (e.g., 40% chance of
rain), the risk of rarer and more severe events, such as torna-
does and hurricanes, is communicated using a categorical
format (e.g., a hurricane “watch” or a tornado “warning”).
Monahan and Steadman give illustrative examples of categor-
ical violence risk communications, ranging from low violence
risk (“Few risk factors are present. No further inquiry into
violence risk or special preventive actions are indicated”) to
very high violence risk (“Many key risk factors are present.
Enough information is available to make a decision. Take pre-
ventive action now; e.g., intensive case management or treat-
ment, voluntary or involuntary treatment, and warning the
potential victim”). Of course, the decision maker who received
such a categorical communication would also have to be in-
formed about what behaviors constituted violence, what time
period was at issue, what specific risk factors were present, and
what cutoff scores were used to generate the risk categories.
Note that Heilbrun, Philipson, et al. (1999) found that both
psychologists and psychiatrists preferred a categorical format
for communicating risk, especially when the risk communica-
tion was coupled with prescriptions for risk management (as in
the above examples from Monahan & Steadman).

CONCLUSION

The future of violence risk assessment is likely to see more
precise depictions of which specific risk factors are associ-
ated with violence in which specific types of people. Violence

risk assessment is likely to continue to move strongly in an
actuarial direction, including the introduction of the first
violence risk assessment software (Monahan et al., 2001).
Increased attention is likely to be given to how estimates of
risk are best communicated to those who have to make deci-
sions based on them, and to how risk, once communicated, is
clinically managed (Monahan & Appelbaum, 2000).
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For many years, clinical practitioners have been involved in
forensic services without the benefit of specialized training or
expertise. Not surprisingly, forensic specialists criticize their
work, pointing to their lack of specialized knowledge about
forensic populations, legal issues, and forensic techniques.
This same complaint can be leveled against forensic special-
ists who are untrained in the laws that directly affect their
practice and the ways in which those laws are intended to in-
fluence forensic services. Unfortunately, it is fairly common
to hear from forensic practitioners that they never studied law
as part of their graduate training and still do not consider it
critical to their work. This chapter makes the case that a
knowledge of law and policy is critical to forensic work and
explains how that knowledge can positively affect forensic
practice and research.

Because of the breadth of activities subsumed under
forensic practice (e.g., consultation, assessment, testimony,
treatment, administration, and policy drafting), this chapter
focuses on the two most visible of these activities: forensic
assessment and testimony, using them as examples for larger

points about the importance of law and policy to forensic
psychology. The main body of the chapter considers the crit-
ical points in the interaction between law, policy, and foren-
sic assessment and testimony. The conclusion to the chapter
discusses the implications of these interactions for forensic
clinical practice and policy.

CRITICAL POINTS IN THE INTERACTION
BETWEEN LAW, POLICY, AND
FORENSIC PRACTICE

The most basic interaction of law and policy with forensic
practice is that of defining what the law, the legal system,
and legal actors expect from forensic practitioners. This in-
volves policy choices within the legal system. When legis-
lators create laws such as one allowing for the commitment
of violent sexual persons, lawmakers are making a policy
decision about how to handle persons who suffer from a
mental abnormality, what professionals may be involved in
that legal process, and what specific roles forensic practi-
tioners must and may play. Such policy decisions are also
made at other points in the legal system. For example, the
federal and state judiciaries, which are responsible for de-
veloping, approving, and implementing the rules of evi-
dence in their respective jurisdictions, are responsible for

Some of the examples used to support the arguments made in this
chapter have been drawn from our prior writings (Krauss & Sales,
1999, 2000, 2001; Shuman & Sales, 1998, 1999a, 1999b; Tor &
Sales, 1994).
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deciding what evidentiary standards and thresholds will
have to be met for a psychologist to be permitted to provide
expert testimony in a case. We will return later in this
chapter to a detailed consideration of the implications of the
particular rules chosen for the admissibility of proffered
forensic testimony.

Assigned Role as a Forensic Expert

Perhaps the most important and basic policy decision the law
has made regarding the use of forensic psychologists in court
cases is to allow them to serve current or prospective litigants
or courts in one of four roles:

1. Consultant.

2. Expert witness providing adjudicative testimony.

3. Expert witness providing educational testimony.

4. Expert witness providing legislative testimony.

Understanding these roles is critical because the assigned
role can affect the validity and/or the appropriateness of the
forensic service. Understanding policy is critical because it
affects the ability of forensic psychologists to provide their
services and circumscribes the way in which those services
can be utilized. Ironically, research on psychologists abilities
to influence policy and the best means to create such influ-
ence is still in its infancy (Wursten & Sales, 1992).

In a consulting role, forensic practitioners are asked to in-
form clients about how specific psychological knowledge,
experience, and information that may be beneficial to the
client’s interaction with the legal system. For example, a
forensic practitioner in a consulting role to an attorney might
be asked by the client how to select a jury favorable to their
case or what questions the attorney may want to ask an op-
posing psychological expert during depositions or trial. Legal
policies have allowed for the use of psychologists as jury
consultants, who can sit at the attorney’s table in the court-
room, provide questions for the attorney to ask of prospective
jurors, and/or offer insights for the attorney to use to accept
or reject prospective jurors. But such policies can change and
have changed in some courts with an attorney’s right to ques-
tion jurors (and hence effectively use jury consultants) being
severely limited or eliminated (Suggs & Sales, 1981).

In contrast, forensic experts retained to offer adjudicative
testimony will focus their attention on providing expert testi-
mony concerning a specific individual or fact to aid the jury
(if there is one) or the judge (when no jury is empanelled).
For example, such testimony might focus on the defendant’s
mental state at the time of the crime, whether the defendant is
competent to stand trial, or the most appropriate custody

arrangement in a contested child custody proceeding. The
role of expert proffering adjudicative testimony is likely the
one with which forensic practitioners are most familiar, and it
will serve as the main focus of the rest of this chapter. In such
a role, the court will be judging the admissibility of the prof-
fered testimony, which places preparatory obligations on the
expert that differ from those imposed on the consulting ex-
pert. Legal policy in this role, and in the next two roles, fo-
cuses on whether and under what standards will forensic
psychologists be allowed to present such testimony. As noted
earlier, we will consider these legal policies in greater detail
later in this chapter.

Forensic practitioners also provide educational testimony
to courts. Such testimony is typically offered to educate the
jury so that they can improve their decision making on a par-
ticular issue in the trial. For example, an educational witness
on the fallibility of eyewitness identifications would help the
jury understand the scientific reasons why any eyewitness’
testimony should not be automatically accepted, while the
same witness serving in an adjudicative role would testify as
to whether a particular eyewitness in a case was likely to have
been accurate in his or her identification. The law has adopted
a policy of allowing such testimony to aid the jury in its task,
with a specific limitation that such testimony cannot invade
the province of jury. Stated another way, educational experts
cannot tell the jury that which jurors already should know or
are likely to know. But it is not a great leap for some jurisdic-
tions to rule that certain kinds of educational expert testi-
mony, for example on the ability of eyewitnesses, would
be barred. Indeed, this has occurred in a number of states.
The import for this discussion should be obvious: Change
the legal policy and specific wording of the law, and you
change the ability to use psychological expertise, or the shape
of the expert’s services within the legal context.

Finally, forensic experts asked to provide legislative testi-
mony in court cases are typically being requested to address
the social facts that will influence whether a particular law is
constitutional. For example, when the U.S. Supreme Court in
Brown v. Board of Education (1954) was asked to determine
whether separate public education was unequal for the races
and violated the U.S. Constitution, the Court turned to psy-
chological experts to provide testimony about the impact
that educational segregation had on children. In this case,
Kenneth Clark, a social psychologist, offered expert testi-
mony detailing the harmful effects of segregation based on
studies he performed on segregated and desegregated ele-
mentary school students.

If the expert provides legislative testimony, the use of
nomothetic science (i.e., based on group data) would be ap-
propriate to answer the court’s questions, while the provision
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of adjudicative testimony based on nomothetic data without
idiographic information (i.e., based on individual data) would
more likely be ruled inadmissible. Thus, the role that the
forensic expert is assigned affects the forensic services being
requested, and the approach and information that the expert
should offer to fulfill their role obligations. Other legal and
policy issues and lessons here are very similar to those dis-
cussed under adjudicative testimony and will not be repeated.

LEGAL QUESTIONS AND DEFINITIONS

Once the role of the expert is determined, law and policy af-
fects specific aspects of the forensic service being requested.
This presents unique problems for forensic practitioners who
do not understand the dependence of forensic practice on law.
When psychologists are asked to provide psychological as-
sessments and testimony in court, their services must often
address legal questions and constructs that are defined in
the law, but which do not directly correspond to psychologi-
cal constructs, assessment instruments, and nomenclature
(Anderer, 1990; Grisso, 1986; Marson, Schmitt, Ingram, &
Harrel, 1994; Melton, Petrila, Poythress, & Slobogin, 1997).
For example, in the criminal context, the legal definition of
“insanity” does not reflect any particular mental illness or
diagnosis. The current federal statute defines legal insanity
as: “At the time of the commission of the acts constituting the
offense, the defendant, as a result of severe mental illness or
defect, was unable to appreciate the nature and quality or the
wrongfulness of his acts. Mental disease or defect does not
otherwise constitute a defense” (18 USC 4242).

Under the federal formulation, there is no specification
about the type of mental disorder that the defendant must be
suffering from other than it must be “severe.” Does “severe”
refer to solely Axis I conditions? To solely psychotic condi-
tions? Does it include personality disorders? Or, will any dis-
order that is significantly impairing qualify? Similarly, the
exact level of relationship between the mental disorder and
the defendant’s inability to “appreciate the nature and quality
or the wrongfulness of his acts” is also not specified in the
statute. Does the mental illness have to be the sole cause of
the defendant’s inability “to appreciate his acts,” the primary
cause, or a major cause? Likewise, definitions of “appreci-
ate,” “nature and quality,” and “wrongfulness” are not con-
tained within the statute or within the code, and are subject to
a variety of different interpretations by practitioners and by
the courts. Consequently, diagnosing a defendant as “psy-
chotic,” “paranoid schizophrenic,” or as a “borderline” does
not answer the question of whether the defendant is legally
insane (see the chapter by Stafford in this volume).

Analogously, the determination of mental illness does not
directly substitute for a decision about legal competency or
incompetency (Appelbaum & Grisso, 1995a; Grisso, 1986;
Marson et al., 1994; Melton et al., 1997). In Appelbaum’s and
Grisso’s (1995a, 1995b, 1995c) study of the competency of
the mentally ill to make treatment decisions, for instance,
they found that over 50% of schizophrenics and 76% of those
considered to be clinically depressed were judged legally
competent to make hypothetical treatment decisions.

The broader lesson to be learned from this discussion is
that as the explicit wording of the law changes, forensic prac-
titioners are required to change their forensic practice. It is
understandable then why forensic practitioners who are un-
trained in the law have ignored the importance of subtle shifts
in legal language over the years. Not surprisingly, the major-
ity of psychological diagnoses and assessment instruments
were not designed to address legal questions because if they
were so intended they would have to be constantly reconcep-
tualized and revalidated based on the policy decisions of the
legislature and judiciary.

In addition to the lack of legal training, there are two other
possible explanations that could account for this dilemma.
First, the disjuncture between law and forensic practice may
occur because forensic practitioners are not engaging in the
development of appropriate forensic assessment approaches.
But this potential problem can only occur if the law is clear
about what it expects in its legal standard, and what it wants
from the expert, which leads us to the second explanation.
Legal standards often offer very limited guidance in defining
the appropriate testable components of a standard and what a
specific forensic assessment should entail. We refer to this as
the problem of operationalization.

Operationalizing the Legal Question and Rule into
Psychological Constructs and Methods

For example, how should we operationalize a forensic assess-
ment for a child custody hearing? The legal standard in all
states is “what is in the best interests of the child” (BIC). The
Uniform Marriage and Divorce Act (Uniform Marriage &
Divorce Act 402, amended 1973) suggests that in determining
the BIC, the court should consider: (a) the wishes of the child’s
parent or parents with respect to custody; (b) the wishes of the
child as to his or her custody; (c) the interaction and interrela-
tionship of the child with his or her parents, his or her siblings,
and any other person who may significantly affect the child’s
best interest; (d) the child’s adjustment to home, school, and
community; and (e) the mental and physical health of all indi-
viduals involved. Although the UMDA has not been adopted
by most jurisdictions in unaltered form (Schneider, 1991), its
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factors are used by a majority of jurisdictions explicitly in their
child custody statutes and implicitly in their judicial determi-
nations (Melton et al., 1997; Rohman, Sales, & Lou, 1990).
Many jurisdictions have added a number of other factors to
some or all of the UMDA requirements, such as the identifica-
tion of the primary caretaker or the psychological parent, the
moral fitness of the parents, and the parent’s ability to provide
food and clothing (Miller, 1993; see the chapter by Kovera,
Dickinson, & Cutler in this volume).

As a consequence of the widespread variations in the BIC
standard from jurisdiction to jurisdiction, there is a multitude
of different BIC standards. It is not clear, for example, if the
BIC standard is referring to a child’s short-term or long-term
psychological adjustment, a child’s emotional adjustment, a
child’s school performance, a child’s self-report of happiness,
the stability of the child’s family, the quality of a child’s
interaction with his parents or other significant individuals,
all of these things, or some combination of these factors
(Bricklin & Elliot, 1995; Kelly, 1993; Rohman et al., 1990;
Sales, Manber, & Rohman, 1992). We return to the impor-
tance of this observation later in this chapter.

Furthermore, in each jurisdiction, final custody decisions
are made by some implicit, unspecified judicial weighing and
balancing of that jurisdiction’s particular statutory criteria.
This inexact judicial balancing between and within jurisdic-
tions has led to wide variance in the factors that judges use to
make child custody decisions. It has also resulted in wide
variance in final adjudications (Grisso, 1986; Melton et al.,
1997; Reidy, Silver, & Carson, 1989; Rohman et al., 1990;
Sales et al., 1992). Thus, despite the frequency with which
psychologists perform these evaluations and testify in court,
standardized procedures for conducting these evaluations can
be problematic when the same procedure is used in different
jurisdictions.

Without definitional specificity, it is not possible to effec-
tively measure and study the legal construct using psycho-
logical techniques. In other words, the lack of an operational
definition prevents forensic evaluators and forensic re-
searchers from developing valid measurement techniques,
valid standardized assessment instruments, and valid sum-
maries of the existing research in the field (see Krauss &
Sales, 2000 for a extensive examination of this issue with re-
gard to the BIC).

Moreover, many scholars argue that a complete translation
and operationalization of legal concepts into psychological
constructs may not be possible, because legal decisions nec-
essarily involve a value and normative judgment by the court,
which no mechanical psychological formulation can ever ap-
proximate (Grisso, 1986). Following this logic, a standard-
ized assessment instrument can never replace the traditional

hearing process because the judge, not the forensic practi-
tioner, must decide at what level a psychological state or set
of behaviors becomes sufficiently impaired to warrant a cer-
tain legal outcome. This does not mean, however, that the at-
tempted operationalization and objective measurement of
legal standards is useless. Rather, it means that this measure-
ment process should be viewed as a way to enhance and in-
form judicial decision making in most cases, rather than as a
substitute for the judicial or jury decision. Ironically, the law
allows for such “ultimate issue” testimony by psychologists
in all cases but insanity. For example, Federal Rules of
Evidence 704(b) states: “No expert witness testifying with
respect to the mental state or condition of a defendant in a
criminal case may state an opinion or inference as to whether
the defendant did or did not have the mental state or condi-
tion constituting an element of the crime charged or of a de-
fense thereto. Such ultimate issues are for matters for the trier
of fact alone.”

Returning to our first explanation of why a disjuncture ex-
ists between law and forensic psychological practice (apart
from a lack of legal education on the part of the psycholo-
gists): It can occur because forensic practitioners are not en-
gaging in the development of appropriate forensic assessment
approaches. Why do we see this as an important forensic psy-
chology law and policy issue? The answer is that even if a
more operationalized legal standard, such as the best interest
of the child standard, could be formulated, it is not clear that
psychologists would be able to overcome a number of techni-
cal assessment problems associated with performing such
evaluations and providing valid expert clinical opinion testi-
mony. For example, a substantial difficulty associated with
child custody evaluations is that such assessments necessarily
involve a future prediction. Consequently, psychologists are
commonly called on to forecast how a particular child is likely
to be psychologically adjusted several years post-divorce
based on many complex factors and interactions.

A variety of research suggests that psychologists as a
group may be particularly inaccurate in making future behav-
ioral predictions and may even be more inaccurate than lay
persons (Grisso, 1986; Melton et al., 1997). For instance,
clinical opinion predictions of an individual’s future danger-
ousness have been demonstrated to be inaccurate a substan-
tial percentage of the time (Monahan & Steadman, 1994).
Further exacerbating this problem, is the fact that psycholog-
ical research also demonstrates that psychologists are not
generally perceived by the court or by judges as being inac-
curate in making these judgments (Krauss & Sales, 2001). As
a result, the potentially inaccurate and unscientific predic-
tions offered by psychologists in this context as well as in
other forensic contexts are likely to have a substantial effect
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on the final decisions of judges and juries without improving
their accuracy (see the chapter by Meloy in this volume).

This example exemplifies many of the policy decisions
that lawmakers engage in when dealing with forensic practi-
tioners. Lawmakers presume the expertise of forensic practi-
tioners in all forensic topics. They assume that the forensic
practitioners will provide information that is directly appro-
priate to the legal question in issue. They believe that the in-
formation will allow the trier of fact to make better decisions,
and that it is better to allow in forensic information for con-
sideration and subsequent evaluation by the trier of fact than
to exclude it. Such simplistic policy assumptions rarely aid
decision making, society, or forensic professionals, nor do
they promote the development of rigorous and better forensic
practice. Without programmatic input from forensic practi-
tioners and scientists to the policy process, laws will continue
to be written and used in a manner that is unlikely to help pro-
mote improved forensic practices.

Despite this pessimistic perspective, there are some appro-
priate guideposts for improving the quality of forensic ser-
vice to the law. The initial step must be to identify the legal
question or questions that the forensic expert is asked to
evaluate and to define the terms that the law is using in its
question. For example, in the area of guardianship (a legal
mechanism whereby the court can impose a substitute deci-
sion maker, known as the “guardian,” on a person, known as
the “ward,” who is incapacitated to make personal or finan-
cial decisions), a growing number of states have adopted
statutes that emphasize a ward’s actual behavioral or func-
tional inabilities or incapacities. Functional guardianship
statutes, therefore, focus on what actions and behaviors a
ward may not be able to perform, rather than solely on what
conditions a potential ward suffers from or the potential
ward’s capacity to make “reasonable” decisions. Functional
statutes list crucial, specific activities of daily living and fi-
nancial management in their statutory definitions (Nolan,
1984; Tor & Sales, 1994). A typical guardianship statute of
this type would specify that individuals not able to meet es-
sential requirements for physical health and safety are those
individuals who are incapable of undertaking actions neces-
sary to provide health care, food, shelter, clothing, personal
hygiene, and other care without risk of serious physical in-
jury (DC code 21-2011 (16)).

This type of law is asking a forensic evaluator to deter-
mine how effectively a proposed ward performs concrete,
everyday skills in his or her actual environment (Tor, 1993;
Tor & Sales, 1994). Functional skills are the manifest abili-
ties or inabilities that underlie the need for a legal guardian.
Mental illness and physical disability might increase the
probability that individuals cannot perform important life

activities, but these conditions, by themselves, do not neces-
sitate that these tasks and activities cannot be adequately ac-
complished. Thus, an appropriate evaluation would have to
consider both the proposed ward’s decision-making behav-
iors for specific tasks and the potential causes for those be-
haviors. It is possible and likely, therefore, that a proposed
ward could be found to be incapable of performing some spe-
cific tasks, but not others. For example, a proposed ward
could be unable to obtain adequate health care, but could be
able to provide for his or her shelter, clothing, and hygiene
(Krauss & Sales, 1997).

Explicitly identifying and defining the legal question to be
assessed and understanding the specific components of the
question will allow forensic practitioners to offer more fo-
cused, pragmatic, and empirically valid opinions about a
potential ward’s abilities. Such functional guardianship crite-
ria could and should also lead to the development of specific
assessment instruments that are designed to incorporate the
skills contained within guardianship statute, and these new
assessment instruments should more reliably and validly
measure these legal criteria. This, in turn, should lead to
more accurate expert opinions that are at least partially based
on an objective instrument rather than a practitioner’s sub-
jective beliefs about incapacitation. (We will return to the
distinction between subjective clinical opinion and objective
scientifically derived information later.) Scores that signify a
statistically significant deviation from the norm for an age
group—cut-off scores—could potentially be calculated for
the different skills pertinent to guardianship. This informa-
tion could be used to aid in determining both the severity of
a deficit and at what levels a deficit might warrant guardian-
ship (Krauss & Sales, 1997).

The danger of not seeking to achieve this level of preci-
sion in the forensic task is that the practitioner, as an expert,
can provide the attorney and the court with clinically inap-
propriate or legally irrelevant information. Returning to BIC
standard, for example, some commentators have noted that
there exists some statutory child custody criteria that a psy-
chologist has no expertise in evaluating. Consider a state that
includes the moral fitness of the parents or financial capabil-
ity in its child custody statutes. Some have argued that a psy-
chologist should not offer expert opinions regarding these
factors (Grisso, 1986; Otto & Butcher, 1995). As to the latter,
the majority of statutory child custody criteria (i.e., the men-
tal health of the parents and child; the child’s wishes; the
child’s adjustment to home, school, and community; and the
relationship between the child, the parents, and siblings), all
seem to highlight areas in which psychological assessment
might be useful (Clark, 1995; Gindes, 1995; Oberlander,
1995). Unfortunately, the various child custody statutes, the
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courts, forensic practitioners, and psychological science,
have not been able to specify how these different factors
should be assessed and weighed by psychologists or on
which of these specific factors psychologists have expertise
to offer opinions. To pretend before the court that experts
have expertise relevant to a legal question when they do not
denigrates both the forensic profession and the legal process.

JUDICIAL SCRUTINY OF, AND GATEKEEPING
FOR, SUFFICIENT QUALITY IN
FORENSIC TESTIMONY

The law and legal policy have a complex interaction with
forensic practice. Each of these layers of interaction provide
important lessons and challenges for forensic practice. To
fully unpack each of these interactions requires that we ask
and answer questions such as why did the legal decision mak-
ers choose to consider this a question that requires expert
input? If expert input is allowed, then why did legal decision
makers select to use certain approach and standards that de-
termine who is an acceptable expert and what is the accept-
able scope of testimony? Is the policymaker searching for
some independent verification of the wisdom of their selec-
tion of an approach and rules? If so, what is the verification
procedure?

In this section of the chapter, we address these concerns by
presenting an example of a policy decision by the federal ju-
diciary with regard to the standards for admitting expert tes-
timony into the federal courts. We limit our discussion to
forensic practice and law concerns, leaving the legal policy
implications for the concluding section of this chapter.

Even if the appropriate forensic assessment procedures
were used, it is one of the primary legal actors, the judge,
who must, according to the rules of evidence, decide whether
to admit the proffered forensic testimony (i.e., testimony that
is offered). Indeed, it is important to recognize that the courts
(i.e., judges) are not supposed to rely on the forensic evalua-
tors self-assessment as to the quality of their testimony.

Federal and state law has adopted complex rules that the
judge is supposed to apply to proffered testimony to ensure
that it has sufficient evidentiary reliability to be considered
by the trier of fact. If the judge determines during the evi-
dentiary admissibility hearing for this testimony that the
forensic evaluator’s proposed testimony is not sufficiently
reliable, the court will preclude it from being entered into
evidence. Thus, when considering the relationship of foren-
sic assessment and testimony to law and policy, it is critical
that forensic practitioners know what criteria the court
will use in judging their work. Not to do so can lead to

their proffered testimony being excluded, and their forensic
work being of little to no value to their clients (e.g.,
attorney, litigant).

The Federal Rules of Evidence (FRE) govern the admissi-
bility of evidence, expert testimony, and scientific evidence
in the federal courts and in many state courts, with 38 states
having crafted their own state evidentiary requirements based
on these rules (Imwinkelreid, 1994). Under the FRE, scien-
tific or nonscientific evidence is admissible if it is relevant
and not prejudicial (FRE 401 & 403). Relevant evidence is
any evidence that makes a fact in issue more or less probable
while nonprejudicial evidence is evidence which is more pro-
bative than it is prejudicial. For example, overly gruesome
pictures of a murder victim are not generally allowed into ev-
idence when the brutality of the crime is not an issue. Courts
have assumed that the admission of such evidence will cause
the trier of fact to place undue weight on this evidence in de-
termining a verdict or a sentence rather than basing its judg-
ment on other more relevant evidence.

Under the FRE, individuals presenting expert testimony
and scientific evidence have been granted broader leeway in
presenting their testimony than fact witnesses. Experts are al-
lowed to offer opinions concerning behavior they have not
directly observed and to offer opinions not based on other-
wise admissible evidence (see FRE 702 & 703). For example,
experts may incorporate inadmissible hearsay evidence.
Hearsay evidence is a statement in court by a party about the
statement of an out-of-court party that is introduced to prove
the truth of the out-of-court statement. Such proffered testi-
mony is generally inadmissible in court due to its unreliabil-
ity because the originator of the statement is not available for
questioning or cross-examination.

The FRE and the courts, however, have placed additional
evidentiary constraints on the admission of expert testimony
because it is believed that jurors lack the requisite ability
to make an intelligent evaluation of the credibility of this
evidence and, as a result, may place excessive weight on it
regardless of its veracity (Strong, 1995; Daubert v. Merrell
Dow Pharm. Inc., 1993). Prior to 1993, a wide variety of
standards were used to adjudicate the admissibility of expert
testimony presenting scientific evidence (Strong, 1995). The
most commonly used of these tests was the Frye test, which
was based on a 1923 Washington District of Columbia Cir-
cuit Court case concerning the admission of an interpretation
of an early polygraph test (Frye v. United States, 1923). The
Frye court ruled that expert testimony on novel scientific ev-
idence is admissible if it is “sufficiently established to have
gained general acceptance in the particular field to which it
belongs.” Under this standard, mainstream scientific theories,
evidence, and information was deemed admissible, while
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new or novel evidence would be judged inadmissible unless
the field as a whole had generally accepted it.

In Daubert v. Merrell Dow Pharmaceutical Inc. (1993),
the U.S. Supreme Court based on their interpretation of
Federal Rule of Evidence 702, held that “evidentiary reliabil-
ity” was the major concern in determining the admissibility
of expert, scientific testimony and that this standard, not
Frye’s “a general acceptance within its field” standard, con-
trolled the admissibility of scientific testimony. The Court
also concluded that the explicit language and history of FRE
702 suggested specific relevancy and reliability determina-
tions as prerequisites to the admission of expert scientific tes-
timony. The Court explained that under the FRE the trial
judge is responsible for acting as a gatekeeper in deciding
whether to admit scientific evidence. Note that under the
Frye general acceptance test the trial judge is also responsible
for determining whether novel scientific evidence is admissi-
ble at trial. Yet unlike Daubert, under the Frye standard, the
scientific community more accurately acts as the gatekeeper
of the admissibility of scientific evidence because general ac-
ceptance test is commonly met by testimony from members
of the appropriate scientific community. As a consequence,
Frye allows greater discretion to the scientific community to
determine what science is admissible in the courtroom, when
compared to Daubert.

Through FRE 104(a), the trial judge is required to make a
two-prong preliminary admissibility determination prior to
the presentation of the expert testimony at trial. The judge
must determine whether the reasoning or methodology un-
derlying the expert testimony is scientifically valid (i.e., evi-
dentiary reliable) and whether that reasoning or methodology
can be applied to the facts of the case (i.e., relevant).

This admissibility decision is not a simple one. To meet
the implicit evidentiary reliability requirements of FRE 702,
the U.S. Supreme Court in Daubert explained that the trial
judge must examine the scientific basis and the scientific va-
lidity of the proffered evidence, and evaluate whether it “as-
sists the trier of fact” to “understand or determine a fact in
issue.” The Court suggested that these requirements are only
met when: (a) the proffered expert scientific testimony has
bearing on a factual dispute in the case, and (b) the expert tes-
timony effectively links the scientific evidence to the facts in
the case in such a way that it aids the jury in its decision mak-
ing. The former of these two requirements appears to be a
general relevancy concern (i.e., is the expert testimony on the
scientific evidence related to an important fact in the case?),
while the latter requirement is a more specific aspect of rele-
vancy that is best described as an issue of fit between the sci-
entific evidence and specific facts of the case (i.e., will the
expert testimony on scientific evidence help the jurors to

resolve or understand specific facts of the case?). The Court
referred to this latter requirement as the helpfulness standard.

Many lower courts have ignored this linking or fit require-
ment, and appear to treat relevance and reliability as discrete
constructs and standards or subsume fit under relevance (see
generally, Moore v. Ashland, 1998). The Supreme Court’s dis-
cussion of the helpfulness standard in Daubert suggests that
the lower courts’ interpretation is suspect. The Supreme Court
stated that FRE 702’s “helpfulness standard requires a valid
scientific connection to the pertinent inquiry as a precondition
to admissibility” (Daubert, p. 2796). This language implies
that reliability must be determined in specific reference to the
legal question that the proffered expert testimony is going to
address. As the Court noted: “The consideration has been
aptly described as one of ‘fit’ ” (Daubert, p. 2796) between the
science and the legal question. Only if the fit exists can
the judge be certain that the proffered testimony will “assist
the trier of fact” as FRE 702 demands. The importance of this
interpretation cannot be overemphasized. Science that is only
generally within the broad area of legal concern in the trial
would be irrelevant because it would not meet the helpfulness
standard’s requirement of fit.As the court noted: “. . . scientific
validity for one purpose is not necessarily scientific validity
for other, unrelated purposes” (p. 2796).

Evidentiary Reliability, Relevance, and Fit in
Forensic Practice

How would the Daubert scientific admissibility standard
apply to the psychological research underlying experts’ testi-
mony on the best interest of the child standard? Different re-
search findings related to children and parenting would fare
differently under Daubert’s reliability, relevancy, and help-
fulness framework. For instance, expert testimony on the best
interest of a particular child based on psychological research
might meet the reliability requirements of the Daubert stan-
dard but fail its relevancy considerations and consequently be
determined inadmissible. For example, research has consis-
tently demonstrated that the physical abuse of children by
their parents leads to poor post-divorce adjustment for these
children. More specifically, continued contact with the abus-
ing parent has been linked to poor post-divorce adjustment
for the children (Buchanan, Maccoby, & Dornsbusch, 1991;
Camera & Resnick, 1988; Johnston, 1996; Johnston, Kline, &
Tschann, 1989; Peterson & Zill, 1986). This robust finding,
however, would be irrelevant in a case in which there are no
substantiated allegations of abuse. Expert testimony detailing
this research would not be relevant or helpful to the trier of
fact because this testimony would not aid the judge in deter-
mining the best custodial arrangement for a child who has not
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suffered physical abuse. Consequently, even if this type of
testimony is offered, the judge would be likely to rule it inad-
missible under the Daubert standard.

This example is an easy case for determining the irrele-
vancy and unhelpfulness of expert testimony based on the
scientific research. A more difficult Daubert analysis is pre-
sented by expert testimony based on most psychological re-
search on post-divorce adjustment of children. This research
highlights what might not be in a particular child’s best inter-
est, but rarely suggests which of several custodial arrange-
ments would be in a child’s best interest. The pathology or
poor adjustment focus of child custody research does little
to answer the question of what type of arrangement would
maximize a child’s positive post-divorce adjustment. A strict
Daubert relevancy and helpfulness (fit) analysis might find
almost all expert testimony relying on this research as inad-
missible even though it is reliable, because the testimony
does not aid the trier of fact to determine what would be in
the best interest of a particular child. For further discussion of
this issue and other problems with the present BIC standard,
see Krauss and Sales (2000).

The Daubert opinion suggests that the relevancy of expert
testimony on scientific evidence is only determined if it is first
found to be reliable, but for purposes of analytic precision
we assume that research and testimony may appear relevant
while being unreliable. Other expert testimony based on re-
search findings on the post-divorce adjustment of children
would likely meet the relevancy requirement of the Daubert
standard, but would likely fail the reliability considerations of
this standard. An example of relevant but unreliable research
relating to the best interest of the child standard are experi-
ments demonstrating the superiority of joint legal custody
arrangements (i.e., those in which both parents share the abil-
ity to make important legal decisions for their children, usu-
ally accompanied by visitation with both parents) over all
other custodial possibilities for children of divorce. Many
early research studies on post-divorce adjustment of children
found that joint legal custody arrangements led to better out-
comes for these children (Bricklin, 1995; Sales et al., 1992).
Consequently, this finding would be relevant to any decision
based on the best interest of the child standard. If almost all
children have better adjustment in joint legal custody arrange-
ments it would be useful for the trier of fact to use this infor-
mation to determine the best custodial arrangement for a
particular child. Judges would likely use this expert testimony
to lean toward joint legal custody in most cases. In fact, be-
cause of this research, many states made joint legal custody
the presumptive arrangement in child custody determinations,
and in these states judges are only allowed to deviate from this
de facto arrangement when one party makes an adequate

showing that joint custody will be ineffective (Bricklin, 1995;
Kelly, 1993). However, the superiority of joint legal custody
arrangements over other custodial arrangements has not been
demonstrated to be a reliable research finding. Studies, using
more varied populations, have not demonstrated similar re-
sults to the earlier studies (Bricklin & Elliot, 1995; Buchanan
et al., 1991; Kline, Tschann, Johnston, & Wallerstein, 1989;
Maccoby, Buchanan, Mnookin, & Dornsbusch, 1993; Sales
et al., 1992). It turns out that the early studies used populations
that were highly educated, had high socioeconomic status,
and chose (rather than had the court award) a joint legal cus-
tody arrangement. As a consequence, expert testimony sug-
gesting that joint legal custody is superior to other custodial
arrangements in all or most cases would likely fail the relia-
bility component of Daubert, and therefore be inadmissible.

In contrast, some research results concerning the post-
divorce adjustment of children appear, at first glance, to meet
the relevancy, reliability, and helpfulness aspects of the
Daubert’s standard, and therefore, expert testimony based on
this research would be admissible. For instance, a number of
different studies have demonstrated that children with high-
conflict parents who are placed in joint legal custody
arrangements and believe that they are caught between the
parents have poorer post-divorce adjustment than others
(Buchanan et al., 1991; Johnston, 1996; Johnston et al., 1989;
Maccoby et al., 1993). It is theorized that the continued con-
tact between the high-conflict parents, necessitated by joint
legal custody arrangements, causes the children to continu-
ally act as mediators between the two parents. This continued
mediation is extremely stressful for the child and leads to ad-
justment difficulties. Several different researchers using large
samples and variable population groups have reported similar
results. This research would be relevant in a situation in
which an expert was proffering expert testimony concerning
an appropriate custodial arrangement for a child with high-
conflict parents. It would aid the trier of fact in assessing
what custodial arrangement would be in this child’s best in-
terest, and in this case would suggest that a joint custody
arrangement might not be appropriate. The research on this
finding also appears to be fairly reliable or scientifically valid
(Krauss & Sales, 2000; but see Kelly, 1993).

PROBLEMS WITH TRYING TO USE THE LAW
TO GUIDE FORENSIC EVALUATIONS
AND TESTIMONY

Although knowledge of the law can be critical to planning for
one’s forensic service to a client, the law, including the opin-
ion in Daubert, can often leave forensic practitioners
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frustrated and uncertain how their work and testimony will
fare in court. We address a number of these problems in this
section.

Vagaries in Applying Daubert’s
Pragmatic Considerations

When is proffered scientific expert testimony reliable (i.e.,
valid) for the legal purpose it was intended? The U.S. Supreme
Court in Daubert suggested criteria to aid the trial judge in
determining both the evidentiary reliability (or scientific va-
lidity) of expert scientific testimony and the admissibility of
expert scientific testimony (see the chapter by DeBow in this
volume). The pragmatic considerations include: (a) whether
the proffered scientific evidence is testable and has been
tested; (b) whether the proffered scientific evidence has
been published and subject to peer review; (c) whether
the proffered scientific evidence is generally accepted within
the appropriate scientific community (which is similar to the
“general acceptance” test that was originally announced in
Frye to determine the admissibility of novel scientific evi-
dence); (d) whether the proffered scientific evidence has a
known error rate and whether there is a probability that using
the evidence will result in an error; and (e) whether the court
should include any other factors in its assessment of the prof-
fered scientific evidence that might indicate the evidentiary re-
liability of the scientific information. Unfortunately, the Court
did not provide guidelines on how these criteria should be used
by a trial judge to determine admissibility of scientific evi-
dence, how many of these considerations need to be met for
scientific evidence to be admitted, how these considerations
should be weighted in reaching a decision, nor how these con-
siderations should be applied to the evidence presented in the
original Daubert case (Moore v. Ashland Chemical, 1998).

Not surprisingly, the application and use of Daubert’s
pragmatic considerations might lead to varying admissibility
decisions even when applied to research judged to be reli-
able, relevant, and helpful in the previous section. When
these considerations are applied to expert testimony based on
psychological research on the best interest of the child stan-
dard, for example, it is clear that the admissibility of the
testimony under Daubert is wholly dependent on which reli-
ability concerns are applied by the judge, how they are
weighted by the judge, and how strictly judges adjudicate the
fit of the evidence to the legal question.

To illustrate this point, if only two of Daubert’s pragmatic
considerations (whether the proffered information has been
tested and whether the proffered information has been pub-
lished or subject to peer review) are applied by trial court
judges to expert testimony documenting that joint custody in

high-conflict families may cause poor adjustment for the
children post-divorce, it is not readily apparent if this expert
testimony should be admitted or excluded under these con-
siderations. On one level, the psychological research on the
relationship between joint custody and high-conflict families
meets the requirements of both reliability considerations.
This research conclusion has been empirically tested and has
been subject to peer review. Research on multiple popula-
tions samples has demonstrated similar results, and different
research groups have published this finding in peer review
journals (Buchanan et al., 1991; Johnston, 1996; Johnston
et al., 1989; Maccoby et al., 1993). Consequently, a trial court
judge might admit this expert testimony as meeting the
Daubert standard. More generally, a similar level of judicial
analysis might lead to the admission of expert testimony on a
variety of different forensic topics, such as clinical predic-
tions of future dangerousness, competency to execute a will,
competency to be executed, and so on.

Yet, under a more strict analysis by trial court judges, ex-
pert testimony based on this research may not satisfy reliabil-
ity or helpfulness concerns. Expert testimony on the best
interest of a particular child is rarely limited to presenting
the research on the relationship between high conflict and
joint custody. Rather, the expert testimony usually offered in
these cases concerns placement opinions in specific cases.
The ability of forensic experts to: (a) assess in specific cases
the level of conflict between two parents; (b) assess in spe-
cific cases how “caught between their parents a child or chil-
dren feel”; (c) predict accurately in specific cases which
children would be better served by custody arrangement
other than joint custody; and (d) predict accurately in specific
cases which alternative of several custody arrangements
would maximize a child’s best interest or children’s best in-
terest, is unknown. Expert testimony on the best interest of
the child standard rarely suggests that one type of custodial
arrangement (i.e., joint custody) would not be good for a par-
ticular child. The expert testimony commonly proffered in
these cases goes on to propose which particular type of cus-
todial placement would be in the child’s best interest. To date,
no empirical research has been performed nor has any study
been published that scientifically evaluates any of the four
concerns noted previously. Under this more exacting exami-
nation, expert testimony concerning specific placements for a
child based on research showing a relationship between joint
custody and high-conflict parents would be inadmissible be-
cause it failed to meet these two Daubert reliability concerns.

Furthermore, if the Daubert pragmatic reliability consid-
eration (d), (i.e., whether there is a known error rate to the
proffered information and whether there is a probability that
using the proffered information will result in an error), is



552 Forensic Psychology, Public Policy, and the Law

added to the judicial Daubert assessment, the appropriate ad-
missibility decision becomes even more variable. Assume for
the sake of argument that the expert testimony on the rela-
tionship between joint custody and high-conflict parents
passes the first two Daubert pragmatic considerations (i.e., a
less stringent analysis by the trial court judge of the empirical
testing concern and the peer review concern). The exact error
rate associated with making best interest decisions based on
the relationship between joint custody, high-conflict parents,
feeling “caught in the middle,” and poor post-divorce adjust-
ment is unknown and likely variable. The error rate will de-
pend on three criteria:

1. The research sample chosen. Although the research docu-
menting this relationship has been completed on a variety
of different population samples, it is safe to surmise that
while all the research found a statistically significant link
between these factors the exact numerical correlation var-
ied widely.

2. Whether the decision is an individual or group prediction.
An error rate associated with a group prediction is likely
to be much smaller than the error rate associated with try-
ing to make a prediction in a single case. For example, the
error rate associated with a prediction of the mean score
on administration of the SATs is considerably smaller than
the error rate associated with the prediction of one indi-
vidual’s score during that same administration.

3. The exact definition of error rate. In scientific writing and
research, error rate has no uniform definition. It can mean
false positive rate, which is the percentage of false posi-
tives (the percentage of individuals who were predicted to
have a certain outcome who failed to have that outcome)
divided by the combination of true negatives (the per-
centage of individuals who were predicted not to have an
outcome and who did not have that outcome) and false
positives; percent false positives, which is the percentage
of false positives divided by the combination of true pos-
itives (the percentage of individuals predicted to have an
outcome who actually did have that outcome) and false
positives; or any number of different possibilities that
may vary greatly even within one research sample (Hart,
Webster, & Menzies, 1993).

Even if a consistent error rate for decisions based on this
research could be calculated and accepted, it would not end
the problems inherent for trial court judges in making appro-
priate Daubert admissibility decisions, nor would it provide
sufficient guidance to forensic experts on what they should
do to help their client and the court most. Assume that the

error rate for decisions based on this psychological testimony
and research was 27 percent. The Daubert standard offers no
guidance to trial court judges at what point an error rate ex-
ceeds what is acceptable for this pragmatic reliability consid-
eration. Some trial court judges might decide that a 27% error
rate is too high while other trial court judges might find that
the 27% error rate is acceptable. Additionally, even if a trial
court judge finds the 27% error too high, the Daubert standard
gives no indication how trial court judges should balance this
finding against pragmatic reliability considerations (a) and
(b). On the one hand, some trial court judges might decide that
since the expert testimony on the relationship between joint
custody and high-conflict families passed (a) testability and
(b) peer review, that these considerations overshadow the fail-
ure of the expert testimony to pass (d) error rate, and there-
fore, the testimony should be admitted. On the other hand,
other trial court judges might adjudicate that the failure of the
expert testimony concerning joint custody and high-conflict
parents to meet consideration (d), error rate, necessitates that
the expert testimony be inadmissible even though it met the
requirements of (a) and (b).

As can be seen from this example, the Daubert relevance,
reliability, and helpfulness framework offers no guidance to
forensic practitioners or judges on how to apply its compo-
nents. Even if trial court judges apply only a few of the prag-
matic reliability considerations to what appears to be relevant,
reliable, and helpful expert testimony on the best interest of
the child standard, there will be immense variation among
judges in final admissibility decisions on this testimony.
Under the present conceptualization of the Daubert standard,
eventual admissibility decisions will be a product of the what
scientific information the forensic expert offers during the tes-
timony, the pragmatic reliability considerations chosen by the
judge to evaluate that testimony, the manner in which the
judge weighs the different chosen reliability considerations,
and the level at which the judge attempts to fit the science to
the legal question.

Liberal Admissibility Thrust of the Federal
Rules of Evidence

One reason that the law may not provide adequate guidance
to forensic experts can be traced to the “liberal admissibility
thrust” of FRE 702. In Daubert, the Court explicitly ac-
knowledged that the FRE “. . . allow district courts to admit a
somewhat broader range of scientific testimony than would
be admissible under Frye. . . .” (p. 2795). Yet, a careful read-
ing of the case can appropriately lead to the opposite conclu-
sion and confusion on the part of forensic experts and trial
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judges about how to correctly apply FRE 702. If FRE 702 is
more liberal than Frye then should not more expert testimony
be admissible? If yes, then forensic experts should not have
to be concerned with scientific validity if there is a general
acceptance by other forensic scholars of the forensic clinical
approach they are using. Yet, if that is the case, then why is
the Frye standard only one of a number of pragmatic consid-
erations that the Court listed? A resolution of this apparent
inconsistency is that the drafters of the FRE only intended
FRE to be more liberal in the case where good science could
be admitted into court, even though it was not yet generally
known to the relevant scientific community, and therefore,
was not yet generally accepted by it.

This explanation does not suggest that the rules govern-
ing the admissibility of expert scientific testimony will
allow more testimony to be admitted into court. Specifically,
the framework for analyzing and admitting scientific evi-
dence announced in Daubert, using reliability (i.e., scientific
validity of the proffered expert testimony), relevancy (i.e.,
does the proffered expert testimony speak to the legal ques-
tion being addressed), and helpfulness (i.e., how well does
the science fit the question being addressed) also introduces
the possibility that a Daubert analysis by the trial court
judge might easily lead to the exclusion of expert scientific
testimony that would have been admitted under Frye. Thus,
depending on the science presented in a case, and the
trial judge’s selection and weighting of pragmatic consider-
ations to this science, the Daubert scientific admissibility
standard might be a more or less strict admission rule than
the previously used “general acceptance” standard, despite
the Court’s assertion of the rule’s more liberal thrust. Once
again, the forensic expert and the judge are left without a
clear a priori set of guidelines to direct their professional
behavior.

Further complicating this already confusing situation is
the relationship between Daubert’s expert testimony ad-
judication framework, state rules of evidence, and these
frameworks’ relationship to all forms of expert testimony. Al-
though a majority of states have relied on the FRE in drafting
their evidence code and laws, no state courts are bound by the
Daubert decision because it involves the interpretation of ev-
identiary rule and not a constitutional issue (Shuman & Sales,
1999b). Because of these discrepancies, it is imperative that
psychologists working in the court system know which rule
applies in their own jurisdiction, and how that rule has been
interpreted and implemented with respect to psychological
expert opinion testimony. Knowing the appropriate jurisdic-
tional rule will allow the forensic expert to more accurately
gauge how his or her testimony will be evaluated by the

court, and whether it is likely to be admitted in a particular
case.

Applying Daubert to Nonscientific Clinical Testimony

Prior to and post-Daubert, some courts made a distinction be-
tween expert clinical opinion testimony and expert testimony
based on scientific evidence. For example, in both State v.
Flanagan (Fla. 1993) and People v. McDonald (Cal. 1984),
the state courts have explicitly held that expert clinical opin-
ion testimony does not have to meet scientific evidence ad-
missibility standards to be admitted at trial (e.g., Frye or
Daubert). These courts have assumed that jurors will accord
expert clinical opinion less deference than that given to ex-
pert testimony based on scientific evidence in reaching deci-
sions, and thus there is not the need for a judge to scrutinize
the proffered clinical testimony as rigorously. The jurors will
do that when assessing the credibility of the expert testimony.

Immediately following Daubert, other state courts adopted
an intermediate position in applying Daubert to expert testi-
mony (see Moore v. Ashland, 1998, for a review of different ju-
risdictions policies). These courts applied a modified Daubert
standard to both clinical opinion testimony and ‘softer’ scien-
tific testimony, by applying some but not all of the Daubert
criteria to determine the admissibility of the proffered evi-
dence or by creating new criteria to assess the reliability of the
proffered information (Moore v. Ashland, 1998). For example,
under the Texas scientific evidence admissibility standard, the
appropriate Daubert questions for clinical opinion testimony
are: (a) whether the field of expertise is a legitimate one;
(b) whether the subject matter of the expert’s testimony is
within the scope of that field; and (c) whether the expert’s tes-
timony properly relies upon and/or utilizes the principles
involved in the field (State v. Nenno, 1998).

In 1999, the U.S. Supreme Court in Kumho v. Carmichael
(1999) weighed in on this issue, ruling that the reliability
standard announced in Daubert applies to all expert testi-
mony regardless of whether it is scientific expert testimony or
clinical opinion expert testimony. The Court clarified that the
trial judge must find that the expert testimony reliable and
relevant to admit the expert testimony at trial, and that some,
all, or none of the factors mentioned in the Daubert case may
be relevant in making this adjudication. The broad discretion
allowed to federal trial court judges to admit expert testimony
still leaves the admissibility of clinical opinion expert testi-
mony unclear even after Kumho.

A trial court judge, following Kumho, could weakly apply
the Daubert admissibility standard by not applying any of the
reliability factors mentioned in the Daubert case to the
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proffered testimony, and admit clinical opinion expert testi-
mony simply because other experts in the field commonly
offer similar testimony. In contrast, a trial court judge could
more stringently apply the Daubert admissibility standard by
applying one or more of the factors mentioned in Daubert to
the proffered testimony, and conclude that clinical opinion
expert testimony is too unreliable to be admitted.

Part of the reason that Daubert and Kumho has not helped
to predict admissibility for clinical testimony is that it is dif-
ficult to nearly impossible to directly translate some of the
Daubert pragmatic considerations to clinical testimony. For
example, Kumho does not answer the question of how to as-
sess the evidentiary reliability of expert information when
there is no science to support it. If anything, Kumho con-
founds the question in two ways. First, it encourages forensic
experts to use Daubert’s pragmatic considerations, devel-
oped to assess scientific information, to assess which nonsci-
entific information they will offer to the court. Second, it
requires the court to judge that nonscientific information ac-
cording to criteria that cannot be logically applied. How can
the courts apply Daubert’s concern with judging the error
rate of the proffered science to clinically-based testimony?
Simply stated they cannot. And what does peer review mean
for more clinically based writings or case studies? In science,
peer review suggests a level of agreement on the validity of
the science, but what does this mean with respect to more
clinically based writings or case studies? Peer review may
suggest that it presents an interesting idea, but not necessarily
a valid one. It may mean that the ideas agree with those of the
journal’s consulting reviewers and the editor, which at best is
a judgment about the writing’s reliability and consistency
with the views of other practitioners, and not a judgment
about its scientific validity. Moreover, because Daubert’s
concerns with testability, publication, and error rates have lit-
tle relevance beyond science, courts assessing nonscientific
clinical experts are left with little guidance on how to evalu-
ate such testimony other than the Frye standard, “general ac-
ceptance” test. This lack of guidance for judges may result in
the admissibility of testimony that is professionally reliable
but invalid. Or, courts could exclude the proffered informa-
tion because it could not meet the threshold set by Daubert’s
pragmatic considerations, and lose information that repre-
sents “best clinical practices.”

Deference to Trial Court Admissibility Decisions

The problem is further compounded by the U.S. Supreme
Court’s decision in General Electric v. Joiner (1997). Joiner
opines that absent an “abuse of discretion,” appellate courts
should not second guess the admissibility decisions of trial

courts, and that trial courts do not have to use the Daubert
pragmatic considerations in their admissibility decision mak-
ing. The result is likely to be wide variability in admissibility
decisions for some time to come, which will result in “forum
shopping” by attorneys for the best place to bring cases and
little guidance for the forensic expert. Forum shopping is
likely to be encouraged, at least in some cases, because liti-
gants and attorneys will seek to bring lawsuits in jurisdictions
that have previously admitted expert testimony similar to that
which they would likely proffer, and avoid bringing lawsuits
in jurisdictions in which such expert testimony has previ-
ously been adjudicated inadmissible.

Combining Nonscientific Clinical and
Scientific Testimony

A final conundrum facing forensic experts is whether and how
much to use scientific information in their presentation. Foren-
sic experts can present: (a) opinions based on clinical judg-
ments because there is no scientific research available on the
issue; (b) opinions based on clinical judgments, even though
there is scientific research available on the issue; (c) the results
of scientific research, coupled with opinions based on clinical
judgments when asked for opinions that go beyond the actual
results of that research; and (d) the results of scientific research.
These scenarios present interesting challenges for both the ex-
pert trying to decide how to frame their testimony and to courts
trying to decide whether to admit the proffered testimony.

Scenarios (a) and (b) place the forensic experts at risk of
not being able to testify in the federal courts and most state
courts because the lack of science could be used to prove a
lack of evidentiary reliability in their proffered testimony.
Only two states have explicitly rejected this approach, opting
for an admissibility rule that favors the use of pure clinical
opinion (Logerquist v. McVey (Ariz. 2000); Kuhn v. Sandoz
Pharmaceuticals (Kan. 2000)). Scenarios (c) and (d) present
equal problems for forensic experts. This is because of dilem-
mas posed by research on nomothetic data being used for id-
iographic explanations and predictions, and because of the
problems posed by the current state of development of foren-
sic assessment instruments. We will use the best interest of
the child standard to explore these latter two issues.

Even if an assessment instrument could be developed that
effectively predicted an agreed upon definition of best inter-
est of the child standard, or accurately predicted one or more
of a jurisdiction’s best interest of the child standard’s factors,
it is not clear that this assessment instrument would greatly
improve child custody decision making in a particular case.
The scientific basis of both actuarial prediction and standard-
ized assessment instruments is nomothetic or group data.
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Both of these methods’ reliance on group data cause them to
be ineffective or subject to large degrees of bias and error
when they are used to determine the behavior of an individ-
ual, even if the instruments were able to achieve a high level
of scientific reliability and validity. For example, an ex-
tremely good psychological assessment instrument might ob-
tain a .50 correlation with a specified outcome variable. This
only indicates that the assessment instrument is capable of
explaining 25% of the variance associated with the outcome.
Another way of saying this is that the scientist is unable to de-
termine what relates to changes more than half the time in the
outcome variables. Any individual prediction based on this
instrument is likely to be extremely inaccurate (i.e., the
child’s adjustment could be affected by the 75% of variance
not explained by the assessment instrument). Furthermore, in
any individual prediction, there is also a significant chance
that some attribute specific to the case (e.g., a supportive
school teacher who the child identifies with will greatly
improve a child’s functioning) will not be included in or mea-
sured by the assessment instrument, and consequently, the
results of instrument will be faulty.

Given the importance of child custody decisions, the com-
plexity of the factors that are likely to contribute to a suc-
cessful custody prediction, and the low probability that an
assessment instrument or actuarial prediction will be able to
accurately determine outcomes in individual cases, indicates
that these instruments should play a very limited role in the
custody decision-making process. If the forensic expert at-
tempts to use such an instrument in his or her evaluation, the
proffered testimony could be rejected for failing to pass the
Daubert pragmatic criterion of helpfulness (fit).

This hypothetical discussion of an effective actuarial as-
sessment is somewhat inaccurate. Not only is it unlikely that
an assessment instrument that achieves a 0.50 correlation
with positive child postdivorce adjustment will be developed,
but it is also unlikely that such an instrument, if developed,
would be used exclusively to determine custodial arrange-
ments. The actuarial assessment would probably also be
combined with other forms of data (interviews, observations,
and other collateral data) to reach a decision concerning cus-
todial placement. It has not been determined if a mixed actu-
arial assessment evaluation would achieve greater or lesser
predictive accuracy than an exclusively actuarial-based pre-
diction. But these observations do not change the importance
or accuracy of our prior point.

Even if a valid assessment instrument existed, would prac-
ticing clinicians actually use it? Practitioners have shown an
amazing propensity to ignore research findings that might
improve the quality of their child custody assessments. The
widespread use of both the MMPI-2 and the Rorschach,

which have little identifiable relationship to the most central
of child custody issues, highlights the lack of knowledge of
many practicing clinicians in this regard.

A multitude of different instruments have been used to
assess aspects of parents, children, and their interactions
thought to be pertinent to child custody evaluations, but these
instruments were not intended to lead the practitioner to a
final opinion nor were they designed to specifically address
statutory child custody criteria. For a recent review of these
various instruments, see Hyjulien, Wood, and Benjamin
(1994) and the chapter by Kovera, Dickinson, and Cutler in
this volume. Partly as a result of the limitations of these in-
struments and the existing psychological research, two foren-
sic assessment instruments have been created exclusively for
use in child custody evaluations. These instruments are:
(a) the Bricklin Scales (Bricklin Perceptual Scale, Parent Per-
ception of Child Profile, Perception of Relations Test, and
Parent Awareness Skills Survey), which assess various be-
haviors and attitudes of parents and children that are relevant
to child custody decisions; and, (b) the Ackerman-Schoen-
dorf Scales for Parent Evaluation of Custody (ASPECT)
which is a rating scale designed to assess parental fitness in
custody evaluations (Ackerman & Schoendorf, 1982; Brick-
lin, 1995; Otto & Butcher, 1995). In addition to assessment
instruments, a number of different interview techniques have
been suggested by MHPs for use in child custody dispute res-
olution. For instance, Schultz, Dixon, Lindenberger, and
Ruther (1989) have proposed a semistructured interview. At
present, there is no evidence that such interviews improve the
quality of child custody evaluations.

Even though the Bricklin Scales and the Ackerman-
Schoendorf Scales were explicitly designed for use in the
child custody context, recent surveys of practicing clinicians
have indicated that these instruments are not often used in
child custody evaluations (Ackerman & Ackerman, 1997;
Bricklin, 1995). In fact, clinicians most commonly adminis-
ter the MMPI-2 and the Rorschach to parents for child cus-
tody evaluations (Ackerman & Ackerman, 1997; Keilin &
Bloom, 1986; Reidy et al., 1989).

Although the Bricklin scales and the ASPECT were cre-
ated to assess child custody issues, they have been criticized
for their lack of validity (i.e., their ability to measure what
they purport to measure) (Otto & Butcher, 1995; and see the
chapter by Kovera, Dickinson, & Cutler in this volume). This
criticism is not surprising considering that there is no legally
clear definition of the best interest of the child standard nor
any standardized custody criteria from jurisdiction to juris-
diction. Without the development of one or several explicit
outcome variables based on the BIC, it is not possible to cre-
ate an assessment instrument that has scientific validity. In
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other words, it is impossible for psychologists to accurately
and validly measure or assess an idea (i.e., the child’s best
interest) that has no clear definition or functionally specific
outcome.

The result is that the forensic expert can be challenged on
the validity of the forensic assessment instrument used and
the proffered testimony likely will be rejected under the
Daubert test in most jurisdictions.

CONCLUSION

What are overarching lessons to be learned about forensic psy-
chology’s interdependence with law and policy? The most im-
portant lesson is that forensic psychologists have the potential
to significantly influence the legal process and legal outcomes.
For example, in regard to litigation, empirical research on ex-
pert testimony and juror and mock juror decision making has
demonstrated that psychological expert testimony strongly af-
fects final outcomes when it is presented on: (1) the fallibility
of eyewitness identifications (e.g., Cutler, Penrod, & Dexter,
1989; Fox & Walters, 1986; Hosch, Beck, & McIntrye, 1980;
Loftus, 1986; Wells, 1986; Wells, Lindsay, & Tousignant,
1980; and see the chapter by Borum, Super, & Rand in this
volume); (2) clinical syndromes (i.e., battered wife, rape
trauma, child sexual abuse, and repressed memory) (Brekke &
Borgida, 1988; Brekke, Enko, Clavet, & Seelau, 1991; Ewing,
1987; Gaboras, Spanos, & Joab, 1993; Kovera, Gresham,
Borgida, Gray, & Regan, 1997; Schuller & Vidmar, 1992;
Walker, 1990; and see the chapter by Conroy in this volume
but see Finkel, Meister, & Lightfoot, 1991; Follingstad et al.,
1989, for evidence of an indirect effect of expert testimony on
juror decisions); (3) insanity (Greenberg & Wursten, 1988;
Rogers, Bagby, & Chow, 1992; Rogers, Bagby, Crouch, &
Cutler, 1990); and (4) future dangerousness of a defendant
(e.g., Krauss & Sales, 2001; Morier, 1987; and see the chapter
by Meloy in this volume). The potential for such influence car-
ries a special ethical and moral burden for forensic practition-
ers to provide quality service that represents the state of the
field. To do less comprises and denigrates both the profession
and the legal process.

Forensic practitioners need to carefully scrutinize, and in
some cases modify, their professional behavior. Initially, they
must understand their role in the eyes of the law (e.g., con-
sulting to an attorney or the court, providing adjudicative tes-
timony, providing educational testimony). Different roles
bring different responsibilities, which can translate into dif-
ferent tasks to be performed at different levels of confidence.
Once the role is identified and understood, the forensic expert
must understand the legal questions and definitions that he or

she will be asked to address. These questions influence how
experts operationalize their task and should lead to clear
boundaries for what they tell their client they can do for them
both outside and inside the courtroom.

This work requires a sophisticated analysis of the sub-
tleties of legal analysis. There are numerous jurisdictional dif-
ferences in the law affecting forensic services as well as in the
law admitting expert testimony (Sales & Miller, 2001). Foren-
sic experts need to evaluate what information they intend to
proffer to the court in light of the specific jurisdiction’s rules.
They must critically evaluate the appropriateness of their pro-
posed forensic work to the legal questions they are being
brought in to address (i.e., relevance and fit in proffered expert
testimony), or to the forensic services that prompted the refer-
ral. Experts must also critically evaluate any science that they
propose to use in their testimonial work because the courts are
likely to carefully scrutinize the validity (evidentiary reliabil-
ity) of this information. This admonition is less relevant from
the law’s side for forensic services provided outside of the
courtroom. For example, in court-mandated therapy provided
to offenders, the law has not yet required the use of empiri-
cally validated treatments. Even in these situations, forensic
psychologists should strive to provide those services that
reflect the best of psychological science and practice (Schopp,
Scalora, & Pearce, 1999). Part of this evaluative process
requires forensic psychologists to understand the limits of
psychological knowledge for specific forensic services.
Returning to an example noted earlier in regard to forensic
testimony, using nomothetic data to address idiographic ques-
tions carries special responsibilities to explain to the attorney
and the court the limits of this information and how other parts
of the forensic clinical assessment allow the expert to ethi-
cally reach conclusions about a specific person. Use of foren-
sic assessment instruments can be part of this forensic clinical
process, but these instruments must be carefully selected and
evaluated because they often lack validation data to support
their use to address specific legal questions.

Ultimately, forensic psychologists must acknowledge ex-
actly what they can legitimately provide in legal settings
and the limits of those services. For example, in regard to
forensic testimony, although forensic experts can testify as
to the ultimate legal issue on most forensic issues (e.g., need
for a guardianship, whether the testator was competent at
the time he signed the will) in most jurisdictions (federal
and state), they should avoid doing so unless they can be
confident in their conclusion. If forensic experts were will-
ing to limit themselves to the role of specialized investigator
and expert factual witness for the court, they might well im-
prove the validity of forensic service and testimony. Outside
of the courtroom, this admonition suggests that forensic
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psychologists should clearly inform legal actors of the clin-
ical implications of their services for the law. For example,
forensic therapists who provide court-mandated therapy to
juvenile offenders should clearly inform the court of the
outcomes likely to ensue from such dispositions (e.g., re-
cidivism rates for different subpopulations with different
presenting problems undergoing different therapeutic regi-
mens). Not to do so encourages or at least allows the law to
inappropriately evolve based on false assumptions by legal
decision makers. Thus, it is important to understand the dis-
tinction the law draws between science and clinical art and
opinion, and the ways this distinction plays out in different
jurisdictions for different types of forensic services. When
integrating information for forensic clinical decisions, ex-
perts must be able to identify and differentiate the psycho-
logical facts, psychological inferences, and psychological
opinions that they are drawing upon and making.

As to forensic psychology’s interdependence with policy,
there are five major policy lessons that ensue from the previ-
ous discussion:

1. Although the law is partially based on normative legal
concerns and considerations (e.g., adhering to the U.S. Con-
stitution), empirical, political, social, and moral concerns and
considerations also greatly affect the direction and form pol-
icy will take in our country. Part of the reason for this is that
normative legal constraints on policy formation and revision
are relatively small. Whenever policymakers create a law
to address the concerns of forensic psychologists (e.g.,
guardianship for mentally incapacitated adults; provision of
treatment services to delinquent juveniles), constitutional
(i.e., normative) issues rarely arise, and where they do (e.g.,
the constitutionality of civilly committing sexual predators
after release from prison) the courts often determine that
these policy initiatives do not run afoul of the legal norms
(e.g., see Kansas v. Hendricks, 1997). Thus, one of the essen-
tial lessons that forensic psychologists must keep in mind in
regard to forensic psychology’s interdependence on policy is
that policymakers have enormous latitude in crafting societal
responses to many mental health problems. If forensic psy-
chologists as experts do not attempt to influence and shape
this policy development, it can result in inappropriate policy
formation with such policies forcing forensic psychologists
to participate in the legal system in ways for which they are
not well trained or suited (e.g., performing order maintenance
rather than therapeutic functions in institutions) (Sales &
Shah, 1996).

2. Policymaker discretion extends beyond creating laws to
address myriad psychologically related topics. It also includes
deciding who should be involved in implementing the policy

reflected by the law. We have already witnessed the fight for
inclusion of psychologists in health insurance (Dorken,
1983). A similar issue is still of concern in the forensic arena
today. Policymakers in the legislatures and administrative
agencies (e.g., states’departments of mental health; states’de-
partments of corrections) have the latitude to select which
forensic mental health professionals must and may fill, or may
not fill, particular roles in the legal process and the specific re-
sponsibilities these professionals will have when filling a role.
Where policy choices are made based on the training and ex-
pertise of the forensic professional, rather than on the turf bat-
tles between disciplines (e.g., psychiatry versus psychology),
clients typically win. It is important that forensic psycholo-
gists recognize the extent to which their participation in the
forensic arena will partially depend on decisions made by pol-
icymakers who may be unaware of the skills that forensic psy-
chologists can bring to the legal setting. It is up to the forensic
community to educate policymakers about the appropriate fit
between forensic services, forensic practitioners, and the legal
system’s needs.

3. Even where forensic psychologists are recognized as
potentially appropriate service providers under a specific law,
these psychologists are still dependent on policy because
policy makers select the standards the law will use for gate-
keeping which particular professionals within the larger dis-
ciplinary group can provide the particular forensic service in
the given circumstance. We discussed an example of this ear-
lier in our consideration of Daubert and Kumho, and how
these cases can affect whether a forensic expert is admitted to
testify in the federal courts and the majority of state courts.
The choice of the particular standard selected by the U.S.
Supreme Court to guide the federal courts is to some extent
arbitrary and reflects a policy decision. Indeed, a number of
states have opted away from these standards, applying differ-
ent ones to decisions of admissibility of expert testimony in
their states (e.g., Logerquist v. McVey, 2000, applying to the
Arizona state courts). Thus, even where forensic psycholo-
gists are empowered to participate under the law, individual
forensic practitioners may not be able to meet the threshold
standards for participation because of lack of specific training
or other criteria imposed by the policymakers who created
the law. The policy lesson here is that the forensic community
either needs to influence the policymaker’s gatekeeping stan-
dards; or provide sufficient education, training, or experien-
tial opportunities to help forensic practitioners have the
requisite skills to meet the gatekeeping standards.

4. Policymakers also create standards that can circum-
scribe what services can be offered and how they can be ap-
plied. The example given in our earlier discussion of forensic
assessment and testimony is the legal standard for child
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custody determinations. By setting the standard for these de-
terminations, the policymaker dictates how relevant particu-
lar types of forensic psychological services will be to the law.
Beyond specifying the particular questions forensic services
must address, policy also specifies the practice context in
which that service will occur. For example, policymakers can
specify how much confidentiality is due to the patient; who
must be notified of certain client behaviors; and whether cer-
tain therapies are permissible and under what conditions
(e.g., aversive therapies) (Sales & Miller, 2001). Moreover,
policy and policymakers have an enormous range of power
over forensic practice, and thus the interdependence of foren-
sic psychological services with policy should not be ignored.
Knowing the law can help one practice competently, and
ultimately improve the administration of the law and the de-
livery of services to individuals who are involved in the legal
system. Understanding policy also can help forensic psychol-
ogists intercede in the policy-making arena so that forensic
services are utilized more effectively.

5. Not all policy is legally created. Forensic psychologists
also are responsible for the creation of both de facto (by cus-
tom) and de jure (by rule) policies. For example, the decision
to rely on intuitive judgments without scientific validation is
a de facto policy underlying forensic clinical practice for
decades. Today, however, such practices are being seriously
scrutinized by the law, at least in regard to the admissibility
of expert testimony, and some scholars argue for the exten-
sion of that scrutiny to other forensic clinical services
(Schopp et al., 1999). Conversely, rigorous forensic clinical
science and thinking can offer to the law possible solutions to
some vexing and protracted legal problems (e.g., Ashford,
Sales, & Reid, 2001; Boeschen, Sales, & Koss, 1998). The
goal, therefore, should not be for forensic psychology to be
dependent on law and policy, but for each side to be interde-
pendent with the other.
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Therapeutic jurisprudence is an innovative, interdisciplinary
field that brings together law and the social sciences by
studying the role of law as a therapeutic agent. Therapeutic
jurisprudence (TJ) acknowledges that law is a social force
with inevitable effects on the mental health and psychologi-
cal functioning of the people it affects (Stolle, Wexler,
Winick, & Dauer, 1997). Slobogin (1995) defined TJ well
when he wrote that it uses social science to “study the extent
to which a legal rule or practice promotes the psychological
and physical well-being of the people it affects” (Slobogin,
1995, p. 767).

Therapeutic jurisprudence recognizes that legal rules,
procedures, and actors are social forces that intentionally or
unintentionally often produce therapeutic or antitherapeutic
consequences. Its explicit goals are to maximize these thera-
peutic consequences and minimize any antitherapeutic effects.
It therefore focuses on individuals’ psychological and emo-
tional well being and welfare. This focus frequently results in
suggestions for applying or reforming laws and legal proce-
dures in ways that achieve more therapeutic outcomes (Stolle
et al., 1997). TJ focuses not only on the effects of substantive
legal rules but also on the effects of legal procedures. It also
evaluates the behavior of legal actors, including attorneys,
judges, probation officers, and police officers (Ramirez, 1998).

The term therapeutic outcome is used somewhat broadly
and is purposefully vague, to allow for further discussion and

research. However, it usually refers to psychological well-
being and may encompass the reduction of stress, anxiety, or
agitation. Laws, legal procedures, and legal actors can be ther-
apeutic for individuals when they encourage or foster certain
functional behavior or attitudes. The most dramatic example
may occur when the legal system provides an incentive struc-
ture to induce a drug-addicted person to pursue a course
of substance abuse treatment and the individual thereafter
achieves a successful treatment outcome. Other examples,
however, may include empowering formerly victimized indi-
viduals or helping other individuals become more responsible.
For example, the law and lawyers can help domestic violence
victims abandon learned helplessness and gain greater voice
and autonomy, can assist in reframing an individual’s overly
negative, dysfunctional cognitive beliefs (about self) through
proper attribution of blame and responsibility (to someone
else), and can encourage criminal offenders to accept appro-
priate responsibility for their actions and develop genuine re-
morse and a desire to reform.

When it emerged, around 1990, TJ originally focused on
using its unique perspective and insights solely to propose
changes to existing laws (Stolle, 2000). However, its ap-
proach was quickly expanded and it began to be used to eval-
uate ways in which existing laws and procedures might be
more therapeutically applied or administered (Stolle et al.,
1997; Wexler, 1996). TJ has been applied to suggest more
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therapeutic ways in which lawyers can interact with their
clients (Winick, 1998, 1999, 2000). While some TJ scholar-
ship has focused on trial courts (Schma, 2000), recent publi-
cations have also applied it to appellate courts (Des Rosiers,
2000) and the role of judges in dealing with litigants and
criminal defendants (Chase & Hora, 2000; Merrigan, 2000).
It is now equally relevant to legal reform; legislative efforts;
appellate courts’ opinions; methods and strategies; and the
work of judges, police officers, and probation officers. Thus,
the insights of therapeutic jurisprudence can lead to propos-
als for new laws, for changes in the way judges, lawyers, and
other legal actors interact with others; and for changes in the
processes by which existing laws are administered, applied,
and enforced.

Schopp (1999) outlined the history of the development of
TJ. The concept appeared in the late 1980s to identify com-
mon features of a small but emerging approach to mental
health law. At the time, it was becoming obvious that legal
institutions dramatically influenced the psychological well-
being of the people they affected. Mental health law was rel-
atively stable. Mental health law experts had balkanized into
several groups of clinicians, academics, and lawyers working
toward different agendas. Against this backdrop, TJ emerged
with the goal of integrating and reinvigorating mental health
law and providing a truly interdisciplinary approach to men-
tal health law issues.

Because the TJ perspective originated in the area of men-
tal health law, its first applications focused on traditional
mental health topics: the insanity plea, civil commitment, the
right to refuse mental health treatment, and competence to
stand trial. However, its scope rapidly broadened to include
“quasi” mental health law. Thus, it was applied to evaluate
laws involving individuals with mental health issues, includ-
ing sex offender notification statutes and outpatient civil
commitment laws for pregnant substance abusers. Subse-
quently, it was applied to many substantive areas of the law:
correctional law, criminal law, family law, juvenile law, dis-
ability law, labor and employment law, health law, evidence
law, personal injury law, contract law, commercial law, and
probate law (Wexler & Winick, 1996). It has also been ap-
plied to the legal profession (Elwork & Benjamin, 1995), me-
diation, and alternative dispute resolution (Schneider, 2000).
Therefore, TJ is no longer simply a new way to evaluate law
applicable to mentally disabled or mentally disordered indi-
viduals; it is equally relevant to the legal problems of psy-
chologically “normal” individuals and to numerous legal
matters in which emotional or psychological concerns may
not be initially apparent.

TJ relies on empirical and clinical social science research
to determine what may be, and what may not be, therapeutic.

Thus, it builds on existing empirical research (e.g., McGuire,
1995; Tyler, 1992) and, in some cases, calls for additional
empirical work to be conducted to assess whether its pro-
posed reforms are, indeed, therapeutic or antitherapeutic.
Finally, it requires empirical research in those areas of law
that are devoid of empirical data regarding their psychologi-
cal consequences on individuals.

TJ has become international in scope. It has been em-
ployed to evaluate laws and legal processes in Canada (Des
Rosiers, 2000), the United Kingdom (Carson, 1995; Carson
& Wexler, 1994; Ferencz & McGuire, 2000), Australia
(Birgden & Vincent, 2000; Magner, 1998), South Africa
(Allan & Allan, 2000), and New Zealand (Levine, 2000).
Finally, because it signals a shift from an exclusive focus on
legal rights, autonomy, separation, argument, and competi-
tion (Wexler, 1999c, 2000) to therapeutic concerns, prevent-
ing legal difficulties, and solving legal problems creatively
(Daicoff, 2000), TJ has been hailed as a philosophically sig-
nificant development in law.

This chapter first examines how laws can be applied and
legal practice conducted in a more therapeutic manner.
Then, it discusses therapeutic aspects of judges’ actions and
judicial opinions. It then explores common philosophical
and ethical issues raised by the practice of therapeutic ju-
risprudence. Finally, it asserts the leadership role of thera-
peutic jurisprudence in a larger movement viewing law as a
healing profession.

APPLYING THE LAW THERAPEUTICALLY

The application of therapeutic jurisprudence to substantive
law has primarily taken two forms. First, TJ suggests changes
to the lawyer-client relationship that produce more therapeu-
tic outcomes for clients. This is discussed next as “therapeu-
tic lawyering.” Second, TJ suggests ways in which laws
might be changed, administered, or applied differently to en-
hance their therapeutic consequences. Specific applications
of therapeutic jurisprudence to various types of legal cases
are discussed.

Therapeutic Lawyering

In Litigation

Winick (2000), one of the founders of therapeutic jurispru-
dence, has considered how lawyers can interact with clients
in ways that are more therapeutic. For example, he explains
that attorneys can ameliorate the stress of litigation for
clients by coaching clients through the trial process, role
playing, formulating responses to potential questions, raising
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objections, slowing down or accelerating the pace of the trial
process, being present when a decision is reached, explaining
the results of a decision, being a good listener, ensuring that
the client’s story is told during the process, and generally
monitoring the emotional state of the participants during the
process. He describes a number of specific actions a lawyer
can take to provide emotional support and prevent antithera-
peutic consequences for a client, during difficult portions of
litigation. For example, during a deposition in which the
client is being questioned, the client may receive cues from
the lawyer if the lawyer sits closer to the client than would
normally be comfortable. In addition, such action may reduce
the client’s perception that the interactions are limited to the
client and opposing counsel and enhance the perception that
the lawyer is more involved and visible. Instead of having the
client wait alone for the judge’s or jury’s decision, the lawyer
may reduce the emotional stress of this process for the client
by remaining with the client. It may also be therapeutic for
the lawyer to be present with the client when the decision is
presented to explain what it means, frame it positively, and
assist with any strong emotional responses.

The Integration with Preventive Law

In a series of articles, a number of authors explored the inte-
gration of therapeutic jurisprudence with the longstanding
approach to lawyering known as preventive law (Patry,
Wexler, Stolle, & Tomkins, 1998; Stolle, 1996, 1997; Stolle &
Wexler, 1997; Stolle et al., 1997; Stolle, Wexler, & Winick,
2000). Preventive law focuses on predicting legal disputes
and avoiding, preventing, or minimizing them before they
occur (Hardaway, 1997). Stolle and his colleagues (1997) ar-
gued that traditional techniques of preventive law, such as
having clients undergo “legal check-ups” to diagnose and in-
tervene early in potential legal problems, could be enhanced
if they were implemented with a therapeutic eye. In turn, they
argued that TJ, as a primarily theoretical and philosophical
endeavor, could benefit from the practical, concrete, and
skills-oriented tools of preventive law.

The integration of these two disciplines resulted in a num-
ber of specific suggestions for therapeutic lawyering. For ex-
ample, a therapeutically oriented preventive lawyer would
consider, when working with an elderly couple, that certain
aspects of the clients’ situation contain therapeutic dimen-
sions. In particular, being labeled “elderly” can have a nega-
tive impact on their self-image. Health maintenance is likely
to become a future concern. The couple’s need to direct the
distribution of their assets upon their deaths may raise thera-
peutic issues. If the couple is currently caring for the wife’s
mother because she has Alzheimer’s disease, then they will

need resources to care for her in the future. There is a distinct
possibility that the wife has an increased risk of developing
this disease, and the couple may need resources to care for
the wife in the future. The lawyer would raise these concerns
in a sensitive and respectful manner, being aware of how psy-
chologically difficult it may be for the couple to acknowledge
and plan for them (Stolle et al., 1997).

A therapeutically oriented preventive lawyer, working
with this same elderly couple, would also point out concerns
raised by the couple’s intentions regarding their wills. Sup-
pose the couple wants to leave their assets to their children,
but think that their third child, who has a severe alcohol and
drug problem, will spend his inheritance less wisely than will
their two other children. Most lawyers would simply suggest
putting the third child’s share in trust. If the clients agree,
there would be no further discussion. However, the TJ/pre-
ventive lawyer would take legal consultation a step further.
The attorney would discuss the potentially negative psycho-
logical and emotional consequences of treating the children
differently. Such an arrangement can foster resentment be-
tween the children and erode their relationships, or it may re-
sult in the third child feeling less loved by the parents than
the others (Patry et al., 1998; Stolle et al., 1997). In some
cases, such disparate arrangements might result in the third
child bringing legal action to contest the will (Patry et al.,
1998). The lawyer would openly discuss the psychological
impact of such legal action with the clients. The couple could
then consider ways of ameliorating the negative emotional
consequences of their decisions or, at least, make truly in-
formed decisions about what legal action to take (Stolle
et al., 1997). For example, the clients might discuss their
wills with their children, or might draft a letter to their chil-
dren explaining the disparate treatment of them in their wills,
a statement that would be read after their parents’ deaths.

A therapeutically oriented preventive planning approach
can minimize antitherapeutic consequences of legal docu-
ments and legal actions for clients with HIV/AIDS, who
often have significant psychological concerns (Stolle et al.,
1997; Winick, 1998). The lawyer would be sensitive to the
client’s own grief process and the possibility that the client
has strained or alienated relationships with family members.
The attorney would consider that such a client might benefit
psychologically from the sense of control that can result from
legal planning for death. The lawyer would also consider that
individuals close to the client who can serve as surrogate
health-care decision makers may also be experiencing grief,
suggesting the need to identify secondary or tertiary decision
makers. In cases like this, the lawyer’s sensitivity to and abil-
ity to discuss psychological concerns specific to the client’s
situation would be invaluable (Winick, 1998).
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Psycholegal Soft Spots

Winick (1999) explained that the therapeutically oriented
preventive lawyer should be able to identify the client’s psy-
chological and emotional needs, the effects of lawyer-client
interactions on the client’s well-being, and “psycholegal soft
spots”—areas “in which certain legal issues, procedures, or
interventions may produce or reduce anxiety, distress, anger,
depression, hard or hurt feelings, and other dimensions of
[emotional] . . . well-being” (Winick, 1999, p. 252). Psy-
cholegal soft spots often represent potential difficulties. They
challenge the attorney to devise means to reduce the unin-
tended antitherapeutic effects of legal action. For example,
leaving an inheritance to one child outright and to the other
child in trust, no matter how legally appropriate, is likely to
foster resentment and alienation between the two heirs. The
TJ oriented lawyer might take steps to reduce or minimize
such unintended negative emotional consequences (Stolle
et al., 1997). On the other hand, psycholegal soft spots may
present the attorney with an opportunity to serve a therapeu-
tic function. Lawyers frequently have opportunities to make
statements to clients or litigants that promote the individual’s
psychological or emotional well-being. This latter type
of psycholegal soft spot is optional, while the former type of
psycholegal soft spot represents an issue that the lawyer
should not ignore. To practice TJ/preventive law, lawyers
must educate themselves regarding potential psycholegal soft
spots presented by various clients and/or legal problems.

For example, elderly clients may present developmental,
end-of-life concerns, health concerns, and delicate extended
family relationships. Clients with cancer or HIV/AIDS are
likely to have needs relating to the dying process, the emo-
tional stages of grief, and family relationships. Personal in-
jury clients are likely to present anger, depression, a desire
for revenge, and a need for the opportunity to “tell their
story” and be “heard.” Domestic violence victims are likely
to need understanding, support, and improved, self-esteem,
and may have ambivalent feelings toward the offender. Alco-
hol or drug dependent clients are likely to engage in denial,
rationalization, and resistance and may be likely to relapse.
These potential emotional or therapeutic issues constitute
psycholegal soft spots relevant to the lawyer’s representation
of the client. They suggest that different courses of legal ac-
tion may have vastly different therapeutic or antitherapeutic
potential. After consideration and discussion of these issues,
the lawyer and client can then choose the course of action that
is most likely to have the desired therapeutic outcome.

The TJ/preventive lawyer considers not only legal and eco-
nomic issues presented by clients and legal matters, but also
the personal goals, values, relationships, and psychological

states of the individuals involved. A consideration of these is-
sues allows the lawyer to better assess and evaluate the desir-
ability of various legal actions. Stolle and his colleagues argue
that this allows the lawyer to render superior legal advice.
They also assert that the result of such an integrated approach
is a superior set of legal documents (e.g., wills, trusts, health
care directives, living wills) or legal strategies for action min-
imizing the potential for antitherapeutic outcomes for the
client (Stolle et al., 1997).

Emphasis on Human Relationships or Development

TJ recognizes and emphasizes the continuity of relationships
between parties to litigation and the desirability of the liti-
gant’s continued personal development after the court
process (Des Rosiers, 2000). A therapeutically oriented
lawyer is likely to discuss with a client the consequences of
various alternative courses of action upon his or her relation-
ships with others. The lawyer is likely to explicitly recognize
that the client’s well-being may be affected by the condition
of his or her relationships. Thus, the lawyer and client to-
gether may seek to avoid legal actions that vindicate the
client’s legal rights but simultaneously decimate the client’s
important relationships.

The lawyer may formulate plans for action that foster the
client’s personal development and well-being. For example,
a conditional release (or probationary) plan that is developed
by the criminal defendant and lawyer together is likely to be
more effective and more often adhered to by the client, than
a plan that is devised by the lawyer alone or judge and im-
posed on the client by the court (Wexler, 1993, relying on
Meichenbaum & Turk, 1987). This is due to the importance
of the client’s “active involvement in negotiating and design-
ing the . . . program,” which is an insight gained from a
TJ approach applying social science research findings re-
garding medical treatment compliance to criminal sentencing
(Wexler, 1993, p. 165). Involving the client in designing the
plan also maximizes the client’s sense of autonomy and per-
sonal investment in the plan. This not only increases the
likelihood of compliance with the plan, but may foster the de-
velopment of the client’s personal responsibility and maturity
as well.

Similarly, Winick (1995) has criticized the application of
the label of “mentally incompetent,” to individuals who are
found legally incompetent to stand trial. He considers this
determination to be potentially detrimental to their personal
development. He asserted that the label has antitherapeutic
effects in that it can stigmatize individuals, damage their
self-concept, erode their sense of internal control, diminish
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their intrinsic motivation, increase their tendency to “self-
handicap,” and result in a self-fulfilling prophecy effect
(p. 31).

Psychological Sophistication of the Therapeutic Lawyer

Consideration of the emotional and psychological dimen-
sions of legal matters raises a question as to whether formal
training in psychology is necessary to practice law therapeu-
tically. Winick (1999) asserted that a therapeutically oriented
lawyer need not be trained in psychology to be effective.
However, he asserted that such a lawyer must possess suffi-
cient psychological sophistication and understanding of basic
interpersonal and intrapersonal dynamics to identify psy-
cholegal soft spots and other emotional concerns inherent in
legal matters.

In addition, Winick observed that lawyers practicing TJ
or therapeutically oriented preventive law must “have a
heightened sensitivity to the psychological dimensions of
the attorney-client relationship” (Winick, 1998, p. 330).
Silver (1999) noted that they must be aware of and able to
handle transference and antitransference dynamics in the
attorney-client relationship. Winick (1998) also asserted that
they must be able to convey empathy to their clients. Empa-
thy is central in creating the therapeutically oriented lawyer-
client relationship. Empathy is critical if a client is exhibiting
denial of or resistance to a particular situation (e.g., his or her
own death, or dependence on drugs or alcohol). 

Winick (1998) has extensively examined the lawyering
issues inherent in working with clients who are nearing
death. Services frequently include preparing advance direc-
tive instruments, such as living wills, health-care proxies,
mental health-care and hospitalization proxies, and nursing
home admission proxies. He noted that such clients are par-
ticularly likely to experience denial and resistance regarding
the dying process. As a result, they are likely to resist or
avoid preparing these important and valuable legal docu-
ments. He references clinical wisdom from Tomb (1995)
and Othmer (1994) when working with such clients. Specif-
ically, he advises the lawyer to be “supportive, empathic,
warm, and attentive” (Winick, 1998, p. 335, citing Tomb,
1995, pp. 102–105) and noted the possible efficacy of clini-
cal management techniques for handling denial, including
“bypassing, reassurance, distraction, confrontation, and in-
terpretation” (Winick, 1998, p. 335, citing Othmer, 1994,
pp. 83–88). While recognizing that attorneys may not be
trained to utilize all of these techniques, he argued that at
least some of these measures could be employed without so-
phisticated psychological training.

Specific Applications of Therapeutic Jurisprudence
in Criminal, Personal Injury, Employment,
and Family Law

The following section describes selected applications of
TJ to various areas of criminal and civil law. Within civil
law, TJ as applied to tort law, employment law, and family
law is emphasized. Therapeutic jurisprudence has also been
applied to other civil areas, including law relating to the
psychotherapist-patient relationship (Levine, 1993; Shuman,
1993), the right to refuse mental health treatment (Winick,
1996), contract and commercial law (Harrison, 1994), nurs-
ing law (Kjervik, 1999), and law relating to sexual abuse or
battery (Feldthusen, 1993).

Criminal Law

Therapeutic jurisprudence has been applied to many areas of
criminal law. It has been useful in proposing laws and legal
processes designed to reduce recidivism (Wexler, 1999b) and
in assessing the therapeutic and antitherapeutic potential of
sex offender laws (Birgden & Vincent, 2000; Gould, 1998;
Kaden, 1998; Klotz, 1996; Klotz, Wexler, Sales, & Becker,
1992; Schopp, 1995), the federal sentencing guidelines
(Gould, 1993), victims’ rights (Wiebe, 1996), the role of the
criminal defense attorney (Winick, 1999), the insanity de-
fense (Perlin, 1996), and law relating to the competency to
stand trial (Barnum & Grisso, 1994; Winick, 1996).

Wexler (1999b), one of the founders of therapeutic ju-
risprudence, applied a TJ approach to criminal law by
proposing that criminal sentencing incorporate psychological
principles relating to relapse prevention and treatment
compliance. Previously, Wexler (1993) had noted that
Meichenbaum and Turk’s (1987) research in the health-care
area indicates that patients are more likely to comply with
medical treatment plans when they are engaged in a “respect-
ful dialogue,” family and friends are involved in the plan, a
behavioral contract is signed, a public commitment is made
by the patient, and the patient is presented with “mild anti-
arguments” regarding his or her probable compliance
(Wexler, 1999b, p. 1031, citing Meichenbaum & Turk, 1987,
p. 176). He also argued that these compliance-enhancing
techniques could be applied to the probation setting in order
to improve criminal defendants’ rate of compliance with the
terms of probation (Wexler, 1993).

Second, Wexler examined recent research on “what
works” in rehabilitation programs for criminals, which found
that cognitive-behavioral programs are the most successful
(McGuire, 1995). Cognitive-behavioral programs contain
concrete, behavioral or skills-oriented components, including



566 Therapeutic Jurisprudence

the development of abilities designed to increase offenders’
cognitive self-awareness (Wexler, 1999b, citing McGuire,
1995). They also resemble relapse prevention programs
designed to increase self-control and reduce impulsive be-
havior. Offenders are taught to develop awareness of their
problem, identify alternative courses of action, plan a course
of action, and anticipate the consequences of that proposed
course of action upon themselves and upon others. Wexler ar-
gued that the psychological research demonstrating the effi-
cacy of such programs suggested their explicit incorporation
into criminal sentencing and probation conditions in order to
reduce criminal recidivism.

Wexler also noted that the Vermont correctional system
uses similar, cognitive-behavioral programs and that courts in
south Wales order probationers to engage in similar programs.
However, Wexler (1999b) suggested that the psychological
principles found in Meichenbaum and Turk’s (1987) and
McGuire’s (1995) work should be more universally applied,
by courts sentencing offenders or establishing conditions of
probation. For example, courts could require offenders to pre-
pare and submit a relapse prevention plan and incorporate the
plan into the terms of their probation; family, friends, and
other community members could be involved in the plan
preparation process; a community conference with the of-
fender and the offender’s family, friends, and other commu-
nity members could be held; and the court could engage the
offender in a dialogue about the proposed plan (including
presenting mild antiarguments to the plan and allowing the
offender to respond to them). This approach incorporates
the need for the offender to have a “voice” during the plan
development process and to develop a sense of authorship
of that plan. It also respects and incorporates the other psy-
chological principles described by Wexler earlier.

As described, the integrated practice of preventive law
and TJ requires the lawyer to identify and deal effectively
with psycholegal soft spots. For example, psycholegal soft
spots arise when a criminal defense attorney’s client is a
chronic substance abuser whose criminal difficulties stem
from his or her addiction. Because of the addiction underly-
ing the criminal problems, the criminal defense attorney
should attempt to facilitate the defendant’s recovery from the
underlying addictive problem. This defendant has specific
needs or concerns, including the possibility of relapse, the
need for addiction relapse planning, denial of the addiction,
resistance to giving up the addiction, and psychological dis-
tress resulting from having been arrested. The psychologi-
cally minded criminal defense attorney can be more effective
in plea bargaining and in the sentencing process because he
or she will incorporate advance planning for these psychole-
gal soft spots (Winick, 1999).

Further, the client is likely to have developed a relationship
of greater trust with a therapeutically oriented preventive
lawyer because of his or her understanding of the emotional
aspects of the client’s problem. Because of this greater level of
trust in the attorney, the client may be more likely to commu-
nicate and cooperate with the attorney, follow the attorney’s
advice, focus on his or her psychological well-being, and ulti-
mately resolve his or her problem. In addition to the psycho-
logical benefits of a therapeutic approach to the client, there
may be legal advantages as well. For example, many courts
are allowing reduced sentences (i.e., downward departures
from federal sentencing guidelines) for criminal defendants
when there is evidence of true postoffense rehabilitation of
the offenders (Winick, 1999).

Schopp (1999) applied therapeutic jurisprudence to the
proper treatment of sex offenders. Current legal interven-
tions for sex offenders include enhanced criminal sentences,
voluntary and involuntary treatment programs, community
notification programs, surgical and chemical castration, and
civil commitment. The common goal is to prevent recidi-
vism. Schopp asserted that a therapeutic analysis of sex
crimes would have multiple goals. In particular, a TJ ap-
proach would seek to promote victim well-being by reduc-
ing offender recidivism, promoting offender well-being,
avoiding undermining other aspects of the law that tend
to deter or prevent sex crimes, and respecting principles of
justice.

Schopp also asserted that a TJ approach would produce a
research agenda for empirical work. In the context of sex of-
fenders, future research should assess: the effect of various
current legal interventions on offenders’ recidivism; whether
these interventions are more successful if voluntary or invol-
untary; the effect of these interventions on other crimes such
as assault and homicide; the effect of these interventions on
the victim’s recovery process; and how these interventions
affect the efficacy of concurrent empathic or cognitive-
behavioral modes of psychological treatment of the offenders
(Schopp, 1999). Future empirical research in this area would
then identify variables that affect the answers to these ques-
tions, such as “diagnosis, age, intelligence, substance abuse,
type of prior offense, . . . [and] social structure” (p. 602).
Using this empirically derived information, the therapeuti-
cally oriented lawyer could then choose the psychologically
optimal legal intervention for the specific sex offender at
hand.

Personal Injury Law

TJ has been applied to tort law to assess the therapeutic
value of an apology (Shuman, 1994, 2000), to evaluate the



Applying the Law Therapeutically 567

therapeutic effect of various legal tests for liability (Shuman,
1992), and to evaluate the therapeutic potential of the United
States’ system of compensating individuals for personal in-
juries (Shuman, 1994). For example, it has been used to crit-
icize no-fault insurance laws relating to personal injury
losses (Shuman, 1994). Because no-fault systems separate re-
sponsibility for compensation from responsibility for harm
and eliminate decisions about responsibility for the accident,
the wrongdoer is never adjudicated to be “at fault.” The party
who ultimately pays for the plaintiff’s loss is an impersonal
third party, the defendant’s insurance company. As a result,
this law deprives plaintiffs of a sense of satisfaction and de-
prives wrongdoers of an opportunity to accept personal re-
sponsibility for their actions.

Shuman also investigated the therapeutic or antitherapeu-
tic effects of bringing a personal injury claim. Although he
noted the antitherapeutic effects of prolonged litigation, he
argued that litigation might actually be neutral or therapeutic
for tort claimants, rather than antitherapeutic, because he as-
serted that pursuing litigation against the wrongdoer does not
necessarily prolong the plaintiff’s illness or injury. In addi-
tion, he observed that blame might actually be therapeutic for
some plaintiffs; in some cases, plaintiffs benefit from legally
establishing another’s fault for or contribution to their injury.
For example, blaming yourself for injuries from in utero ex-
posure to DES is antitherapeutic for the injured person. It
may foster low self-esteem, harsh self-criticism, and depres-
sive thinking in the injured person. In contrast, bringing a
lawsuit and legally establishing another’s fault for these in-
juries may be beneficial for such a plaintiff (Shuman, 1994).

Shuman also explored the effects of litigation on grief res-
olution. Litigation may facilitate or suspend the plaintiff’s
process of resolving the loss caused by the personal injury.
For example, in wrongful death actions, litigation can inter-
rupt or stall the process of grieving if it focuses too long on
the cause of or responsibility for the death. On the other hand,
litigation may facilitate the grief process if it assists the sur-
vivors in understanding the events leading to the death, or
fulfills their sense of duty to the deceased person, and is
begun and concluded shortly after the death (Shuman, 1994).

Finally, the importance of an apology in tort law has been
recognized (Keeva, 1999; Shuman, 2000). This emerging
focus on apology is consistent with a TJ approach to tort law
(Shuman, 2000). Shuman (1994, p. 460) asserted, “a mean-
ingful apology may advance the plaintiff’s emotional healing
more effectively than an award of damages for the intangible
portion of the loss.” The plaintiff receiving an apology from
the defendant may experience vindication, satisfaction, and a
reduction in negative emotions. These effects may assist the
plaintiff in resolving his or her feelings about the injury. The

defendant may undergo personal development as a result of
apologizing if he or she experiences genuine shame and re-
morse (Scheff, 1998). The defendant may also develop a
greater capacity for empathy through apologizing. The rela-
tionship between the parties (if ongoing) may, furthermore,
improve as a result of the apology.

Schma (2000) noted that, in medical malpractice cases,
some insurance companies prohibit the insured physicians
from contacting the plaintiffs, because an apology by the
defendant physician could be admissible in court and viewed
as an admission of fault. However, Schma (2000, p. 4) ob-
served that this practice deprives the plaintiffs of what they
“may want most” and denies the physician the opportunity
to resolve the incident in his or her mind and “return to pro-
ductive work.” Schma concluded that, because the law
forces the physician “into a position of denial” (p. 4) more
malpractice suits are likely to be filed against the doctor in
the future. In this situation, an apology can have positive
psychological effects on both defendant and plaintiff.

Empirical research on lawyers suggests that attorneys may
tend to underestimate the value of a sincere apology in a civil
lawsuit. According to one empirical study, lawyers tend to as-
sess various legal outcomes on the basis of the economic
value received by the plaintiff (Korobkin & Guthrie, 1997).
In contrast, nonlawyers are more influenced by noneco-
nomic, psychological factors, such as the degree of remorse
and public apology demonstrated by the defendant. Thus, the
therapeutically oriented lawyer should be alert to his or her
possible predisposition to seek monetary damages rather than
an apology.

Employment Law

Therapeutic jurisprudence has been applied to employ-
ment law in many areas, including the Americans with Dis-
abilities Act (Daly-Rooney, 1994; Dorfman, 1993–1994;
Perlin, 1993–1994), sexual harassment and discrimination
(Daicoff, 1999), the military’s policy towards homosexuality
(Kavanagh, 1995), labor arbitration law (Abrams, Abrams, &
Nolan, 1994), and workers’ compensation law (Lippel,
1999). For example, Daly-Rooney explored the antitherapeu-
tic aspects of the Americans with Disabilities Act’s provision
permitting confidentiality of employee claims made pursuant
to the Act. She argued that confidentiality deprives the em-
ployee’s coworkers of an opportunity to assist in designing
and implementing reasonable accommodations for the em-
ployee’s disability. She observed that coworker assistance
and participation in accommodation plans reduces resent-
ment toward the accommodated employee and increases
social support for the accommodation and the accommodated
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employee (Daly-Rooney, 1994). Therefore, she argued, it
could be most therapeutic for a disabled employee to waive
confidentiality and include his or her coworkers in the
process of fashioning his or her accommodations.

TJ has also been applied to the U.S. military’s policy on
homosexuality of “Don’t ask, don’t tell” (Kavanagh, 1995).
Kavanagh analyzed this policy and concluded that its effect
was to isolate gay service members from their coworkers and
indirectly decrease their emotional well-being. This policy is
often referred to as “Don’t ask, don’t tell, and don’t pursue.”
First, the armed services no longer require applicants to dis-
close whether they are homosexual or bisexual (Don’t ask).
Second, the military will not discharge homosexual members
unless homosexual conduct is engaged in, but making a state-
ment that one is homosexual or bisexual is deemed to be “ho-
mosexual conduct.” Thus, a member of the armed forces who
states that he or she is gay or bisexual can be discharged from
military service (Don’t tell). Third, no investigations or in-
quiries will be conducted solely to determine a member’s
sexual orientation (Don’t pursue). Kavanagh asserted that
this policy is antitherapeutic for gay service members be-
cause it requires them to avoid disclosing their sexual orien-
tation. To avoid such disclosure, they must constantly engage
in deception. They cannot discuss any activities that would
suggest that they are engaging in homosexual acts. For ex-
ample, they cannot discuss with whom they spent the week-
end, from whom they are receiving a phone call, and so on.
This sets them apart from their colleagues. It forces them to
remain emotionally distant, isolated from their coworkers.
This reduces the social support available to gay service
members, results in constant strain and tension, and lowers
their self-esteem because they must be deceptive (Kavanagh,
1995).

Family Law

Family law, including divorce and child custody law, is
particularly appropriate for a therapeutic jurisprudence
analysis. A TJ analysis has been applied to family law gener-
ally (Anderer & Glass, 2000; Armstrong, 1999; Babb, 1997;
Maxwell, 1998), unified family courts (Babb, 1998), child
welfare proceedings (Brooks, 1999), divorce (Bryan, 1999;
Tesler, 1999a, 1999b), domestic violence (Paradine, 2000;
Simon, 1995), domestic violence courts (Fritzler & Simon,
2000a), teen court (Shiff & Wexler, 1996), and legal plan-
ning for unmarried committed individuals (Robbennolt &
Johnson, 1999).

For example, Maxwell reviewed empirical research re-
garding the effects of divorce on children. She asserted that
this research revealed that children of divorced parents suffer

significantly more emotional, behavioral, and academic
problems than do children of married parents. These difficul-
ties included: greater depression and anxiety; lower self-
confidence; lower grades and standardized test scores; and
more antisocial and self-destructive behavior (e.g., drug
abuse, aggression, delinquency, and promiscuity). She also
asserted that previous empirical research pointed to three
factors as the most important predictors of problems for post-
divorce children: “instability in the child’s life, interparental
conflict, and an absence, at least temporarily, of effective
parenting” (Maxwell, 1998, pp. 163–164). She explored
whether a TJ/preventive law approach could ameliorate or
minimize these factors.

Maxwell evaluated three recent changes to divorce law,
which were designed to mitigate the negative consequences
of divorce on children: (a) an emphasis on the best interests
of the child; (b) joint custody; and (c) divorce mediation. Ac-
cording to Maxwell (1998), joint custody and divorce media-
tion did have some therapeutic effects, but in some ways all
three legal reforms fell short of their intended goals. For ex-
ample, the “best interests” standard, which was intended to
focus on the effects of divorce on children, is too vague to
provide meaningful guidance to judges. Joint custody, which
was in part designed to increase the noncustodial parent’s
(e.g., usually the father’s) involvement with the children, did
not necessarily do so. Because it was not linked to physical
custody, it became simply a legal label that did not necessar-
ily increase the amount of time fathers spent with their chil-
dren. Finally, divorce mediation, which was expected to
prevent postdivorce interparental conflict and promote
parental cooperation, did not necessarily do so.

However, because it gave both parents equal decision-
making power over their children’s lives, joint custody did
prevent fathers from dropping out of their children’s lives en-
tirely. With joint custody, fathers were less likely to stop vis-
iting or providing financial support for their children. This
fostered fewer feelings of rejection and abandonment in the
children and maintained the children’s economic standard of
living, improving their postdivorce emotional and financial
stability (Maxwell, 1998).

Divorce mediation did afford fathers greater participation
in, control over, and satisfaction with the divorce process.
Because of this, they were more likely to comply with the
terms of the custody and support agreements. Also, mothers
were more likely to receive the child support awards they
wanted. Therefore, according to Maxwell (1998), divorce
mediation and joint custody had certain therapeutic effects on
the children of divorced parents.

Maxwell theorized that therapeutically oriented preven-
tive lawyers could educate clients about the negative effects
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of instability, interparental conflict, and ineffective parenting.
She also stated that lawyers could craft divorce agreements
that attempt to minimize these three conditions. For example,
if the divorce agreement mandates interparental conferences
about the children twice a week, without the child’s presence,
the child should suffer less from interparental conflict
(Maxwell, 1998).

Anderer and Glass based a therapeutic approach to family
law on a stage theory of the development of relationships.
They observed that the law might have salutary or detrimen-
tal effects at each stage of the relationship. First, they as-
serted that all relationships proceed through several stages,
from “Pre-Relationship,” through “Relationship,” to “Post-
Resolution.” Troubled relationships undergo a “Problem”
stage during which lawyers and mental health professionals
are consulted. The troubled relationship then moves into a
“Break” stage and proceeds into a period of formal “Legal In-
volvement.” “Resolution” follows and is accompanied by an
agreement or court order. Issues of implementation raised in
“Post-Resolution” ensue (Anderer & Glass, 2000).

These authors argued that lawyers, judges, and mental
health professionals could prevent problems in all of these
stages. For example, in the Pre-Relationship stage, prenuptial
agreements, parenting classes, conflict resolution skills train-
ing, and premarital counseling can serve a preventive and
therapeutic function. In the Legal Involvement stage, psycho-
logical evaluations can have therapeutic or antitherapeutic
effects on the family. On the positive side, psychological test-
ing and evaluations of the parents prepared for court use can
provide a “reality check” that helps the parents realistically
assess their own and the other’s strengths and weaknesses,
sometimes for the first time. Other aspects of the process can
be less therapeutic. For example, the process of obtaining a
court order and appealing it may be unavoidably adversarial,
which in turn might be antitherapeutic (Anderer & Glass,
2000).

During the Legal Involvement stage, the ability of the par-
ties to resolve conflicts dictates which issues must be decided
by a third-party decision maker (e.g., a judge) and which can
be mediated between the parties. For example, one couple
who lived in different states could not agree on custody, but
once the judge decided custody, they could mediate the rest
of their concerns. Some couples may be negotiating issues
themselves reasonably well, and thus the lawyers should
draft a brief settlement agreement. Such an agreement would
leave the details to be worked out between the parties, en-
couraging the development of a cooperative partnership be-
tween them. Others may have such an inability to agree that
every detail must be spelled out in a formal, highly structured
settlement agreement (Anderer & Glass, 2000).

Finally, a therapeutic jurisprudence analysis of the con-
tractual terms used in settlement agreements can enhance the
effectiveness of such agreements. For example, the custody
language used in a settlement agreement can have a dramatic
emotional impact on divorcing spouses. Some may respond
favorably to “shared” and very unfavorably to the words “pri-
mary” or “sole.” Others may object to the term “shared” and
thus it is best omitted (Anderer & Glass, 2000). Finally,
Anderer and Glass identified a need for future empirical re-
search to determine whether a TJ approach results in better
legal and emotional outcomes for divorcing spouses.

An innovative therapeutic jurisprudence approach to
family and divorce law is embodied in several recent devel-
opments in family law, including unified family courts
(Anderer & Glass, 2000; Babb, 1998) and collaborative
divorce (Tesler, 1999a, 1999b). Unified family courts
attempt to coordinate the resolution of different legal issues
related to the same family (Chase & Hora, 2000). These
courts attempt to consolidate matters such as juvenile delin-
quency, child abuse or neglect, guardianship of children,
divorce, paternity, child support, and domestic violence, that
otherwise would be handled by different courts. This unified
approach is intended to provide a more positive psychologi-
cal outcome for the family as a whole.

In a series of articles, Tesler (1999a, 1999b, 1999c) intro-
duced collaborative divorce as a method of resolving divorce
and child custody disputes without the necessity of litigation
and the courts. According to Tesler, this approach “was the
inspiration of a single disgusted family lawyer (Stuart Webb)
practicing in Minneapolis” (Tesler, 1999b, p. 199). It was
quickly adopted by practicing family lawyers who were seek-
ing a better, more economic way for their clients to resolve
their differences. Tesler (1999a) explained that the linchpin
of the collaborative model is that both lawyers are contractu-
ally bound to withdraw from representing their respective
clients if the collaborative process breaks down and the par-
ties resort to litigation. This contrasts with the usual model,
where the attorneys collect a fee whether the parties settle
their differences outside of court or litigate. Attorneys in this
position often have the attitude that they “win either way” be-
cause they collect their fee regardless of how the legal prob-
lem is resolved. In contrast, the collaborative model aligns
the self-interest of the attorneys and the clients. By doing so,
it dramatically improves the incentive of the lawyers to reach
a settlement (Tesler, 1999a, 1999b).

In a collaborative divorce process, the lawyer first as-
sesses, with the client, the appropriateness of the client for a
collaborative process. Tesler (1999a) asserts that the client
must be able to identify his or her negative emotions (what
Tesler refers to as the client’s “shadow self”), effectively
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manage them, and negotiate with honesty and in good faith
with his or her spouse. Second, the process occurs through
a series of four-way meetings between the lawyers and
the spouses, in which the lawyers create a collaborative
atmosphere through ground rules, guidelines for interaction,
and consequences of inappropriate behavior by a participant
(which can include halting the process temporarily, calling
a recess, or even terminating the process) (Tesler, 1999a).
These four-way meetings are combined with other, two-way
meetings between each lawyer and client and between the
two lawyers to discuss the progress of the process (Tesler,
1999a).

According to Tesler (1999b), the advantages of collabora-
tive divorce law are that it is often quicker and less costly for
the parties (Kelly, 1990), but most importantly, it facilitates a
collaborative process, encouraging each party to interact with
others in a cooperative manner. This can foster the beginning
of a better, collaborative, problem-solving relationship be-
tween the spouses. Tesler explained, “Collaborative Law
melds vigorous attorney advocacy and advice with a very so-
phisticated dispute resolution process that, at its best, engages
the highest intentions and creativity of the participants”
(Tesler, 1999b, pp. 203–204). It has on occasion resulted in
acts of spontaneous generosity or reconciliation on the part of
divorcing spouses. Its reduction of the vengeful behavior, ag-
gression, unproductive blaming, posturing, and intense con-
flict that is often found in traditional divorces is certainly
therapeutic for children of the marriage and may be therapeu-
tic for the spouses themselves.

THERAPEUTIC JUDGING

Judges have studied therapeutic jurisprudence enthusiasti-
cally (Schma, 2000). At the 1996 meeting of the National
Association for Court Management, the need for judges to
become “more therapeutic” in outcome was cited as one of
the top 10 issues facing courts (p. 5). Schma observed that
courts are moving toward a problem-solving approach to
judging. Therapeutic jurisprudence is being formally recog-
nized as relevant for judging. For example, a Trial Court Per-
formance Standard explicitly charges trial courts with re-
sponding to “realities that cause [their] . . . orders to be
ignored” (p. 5, citing Trial Court Performance Standard 3.5
of the Commission on Trial Court Performance Standards).
The Conference of Chief Justices (Resolution 22) and the
Conference of State Court Administrators (Resolution 4)
jointly adopted a resolution in August 2000 that specifically
labeled courts utilizing therapeutic jurisprudence principles
(such as drug treatment courts) as “problem solving courts

and calendars.” This resolution also clearly encouraged the
expansion of the principles and methods of such TJ courts
into other courts in the state court systems. Therapeutic judg-
ing involves a greater focus on the process rather than the
outcome, endorses different roles and functions for judges,
and suggests different judicial tools than those traditionally
used by the courts in disposing of cases.

Emphasis on Judicial Process Rather than Outcome

TJ places a greater emphasis on the process of adjudication
than on its outcome (Des Rosiers, 2000). This emphasis on
process results from its focus on the psychological conse-
quences of litigation for participants. In particular, TJ utilizes
insights gained from “procedural justice” research, which
found that litigants value the opportunity to participate in
decision-making processes (Tyler, 1992). Procedural justice
discovered, through empirical research of litigants’ satisfac-
tion with the litigation process, that participants’ satisfaction
with and assessment of the fairness of lawsuits depended less
on the win/lose outcome. It depended more on three intangi-
ble factors: (a) being given the opportunity to be heard;
(b) being treated with respect and dignity; and (c) perceiving
the authority figures as being trustworthy. Trustworthiness,
which may be the strongest factor contributing to litigants’
perception of fairness, is enhanced when the judge explains
the reasons for his or her decision and appears to be con-
cerned about the litigants’ welfare (Tyler, 1992). However,
having the judge simply listen to the litigants tell their story
is likely to be therapeutic and is likely to enhance the liti-
gants’ perception of the fairness of the judicial process (Des
Rosiers, 2000; Tyler, 1992).

Consistent with procedural justice findings, Paradine
found that female domestic violence victims measured suc-
cess of a legal intervention on the basis of “how they were
treated as people, what was said to them, how it was said, . . .
how carefully they were listened to, . . . [and] whether the law
helped them to feel safer” (Paradine, 2000, p. 45). Legal ac-
tors who appeared cold and distant or who ignored, ridiculed,
dismissed, or misunderstood the victims were perceived neg-
atively, even when the legal outcome was objectively suc-
cessful. Therefore, a TJ analysis suggests that the litigation
process and the listening abilities of judges are critically
important to litigants.

Therapeutic jurisprudence may also be relevant to the out-
come of litigation, however. It has been applied to constitu-
tional law to argue that the Canadian Supreme Court’s 1998
appellate opinion on the majority/minority dispute between
Canada and Quebec had a therapeutic effect (Des Rosiers,
2000). Des Rosiers asserted that this legal outcome was
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therapeutic because both sides applauded the decision and a
sense of “relief and peace” (p. 54) emerged afterward.
Specifically, the court used a TJ approach, first by viewing
the dispute as one between two parties with a continuous,
long-standing relationship rather than a one-time legal deci-
sion. Second, the court acknowledged the complexity and
ambiguity of the problem before it, gave a voice to the mi-
nority losing party, suggested a creative solution for an on-
going negotiation between the parties, and refrained from
casting the losing party as blameworthy.

Wexler (2000) expanded this concept. He argued that
courts could utilize therapeutic jurisprudence to fashion
remedies and issue opinions that lessen contentiousness and
promote harmony and dialogue. He suggested that, through
the careful drafting of legal doctrine, appellate opinions, and
legal remedies, courts can be more sensitive to the emotional
consequences of their actions on the parties and thereby fos-
ter the development of better outcomes and legal rules.

Different Role for Judges and Other Legal Actors

Therapeutic jurisprudence’s greater emphasis on process
places a greater emphasis on the role of judges, lawyers, and
other legal personnel as listeners. Des Rosiers (2000, p. 54)
asserted that therapeutically oriented judges function less as
evaluators and more as “process-oriented listeners, transla-
tors, educators, and . . . facilitators.” For example, the judicial
role of drug treatment court judges (whose work is intended
to be explicitly therapeutic) changed from that of a “de-
tached, neutral arbiter to the central figure in [a] . . . team,
which is focused on the participants’ sobriety and account-
ability” (Chase & Hora, 2000, p. 12). The judge in this setting
is “both a cheerleader and stern parent” who rewards compli-
ance and metes out consequences for noncompliance (p. 12).
Rottman (2000, p. 25) described a therapeutically-oriented
judge’s role as that of a “sensitive, empathic counselor”
rather than a “dispassionate, disinterested magistrate.”

Therapeutic jurisprudence also investigates the therapeu-
tic potential of the particular “words, attitudes, and personal
responses” of legal actors in legal procedures (Paradine,
2000, p. 40). Paradine applied a therapeutic approach to do-
mestic violence cases. First, she noted that victims’ feelings
and decisions undergo a complex series of changes before a
permanent solution to the violence is found. As a result, she
argued that legal actors may need to be sensitive to victims’
emotions and coping strategies, which may include denial,
love for the perpetrator, hope for the relationship, and love
of children and home. She asserted that empathy, which in-
cludes “the process of meeting a survivor where she is rather
than where we might wish her to be” (pp. 45–46), can have

a therapeutic effect on survivors of domestic violence.
Paradine repeatedly makes the point that a lawyer’s de-
monstrated understanding of the complexity of a victim’s
emotions and decisions facilitates the victim’s resolution
process. In contrast, a lawyer’s or judge’s insistence that the
victim be completely finished with the relationship, or (at
the other extreme) their agreement with the victim’s denial
and justification, can be antitherapeutic. For example, one
lawyer told a victim that the perpetrator was behaving
poorly because he “still loves you,” at a time when she said
she most needed to hear, “You don’t have to put up with that
behavior” (p. 44).

Broader Range of Judicial Tools: Specialized Courts

The most well-known application of therapeutic jurispru-
dence to judging is found in the specialized court movement.
Specialized courts were established specifically to deal with
psychology-laden issues, such as domestic violence, drug
and alcohol addiction, and mental health issues (Rottman,
2000). Their goal is to provide improved outcomes for indi-
viduals with “underlying social and emotional problems”
(p. 22). Instead of meting out traditional justice in the form of
fines or sentences, these courts employ an interdisciplinary,
problem-solving approach, utilizing knowledge gained from
psychology and mental health.

For example, one specialized court dealing with domestic
violence cases was explicitly founded on the principles of
therapeutic jurisprudence, restorative justice, and preventive
law (Fritzler & Simon, 2000a, 2000b). Its goals are to hold
the offender accountable, ensure the safety of victims and
children, and improve victim satisfaction with the judicial
process (Fritzler & Simon, 2000a). This is accomplished by
coordinating the work of the courts, police, corrections offi-
cers, probation officers, and victims’ advocates.

Hora and Schma have written at length about the success of
drug treatment courts (Hora & Schma, 1998; Hora, Schma, &
Rosenthal, 1999). Disenchanted with the existing mecha-
nisms for dealing with drug and alcohol addicted criminal
defendants, judges conceived of a specialized, interdiscipli-
nary court for defendants with an alcohol or other substance
abuse problem (Hora et al., 1999). The first such court was
established in Miami, Florida, in 1989. Hora and her col-
leagues explained that, in these courts, the judge functions as
an involved person in the defendant’s recovery program.
There is accountability of the defendant to the judge (via reg-
ular, frequent court appearances), mandated substance abuse
treatment and therapy, and judicial understanding of and
use of the empirical and clinical knowledge about alco-
holism and substance abuse. The judge functions as part of an
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interdisciplinary team, including treatment providers, to cre-
ate a plan for the defendant. The approach is nonadversarial
and explicitly focused on the biopsychosocial aspects of the
defendant’s condition.

The results of these courts have been dramatic. Hora and
her colleagues reported that: “From 1989 to 1993, Miami’s
drug court placed over 4,500 offenders into court-supervised
treatment. By 1993, two-thirds had remained in treatment
(1,270) or graduated (1,700). Among graduates, the re-arrest
rate one year later was less than 3 percent, compared to 30 per-
cent for similar drug offenders who did not go through drug
court” (Hora et al., 1999, p. 456). Hora also observed that drug
treatment court judges have greater interest in judging and
greater satisfaction with their work because of its positive,
beneficial effect on defendants (Chase & Hora, 2000).

PHILOSOPHICAL AND ETHICAL ISSUES

The TJ approach to law has raised a number of issues. First,
we must define what constitutes a “therapeutic” effect. Sec-
ond, the lawyer must assess how to present therapeutic con-
cerns to the client. Third, we must determine how to resolve
conflicts where a particular legal action might be therapeutic
to one individual but antitherapeutic to another. Fourth, one
must make the difficult determination of the relative impor-
tance of therapeutic concerns compared to legal rights or in-
dividuals’ autonomy, particularly when they conflict. Each of
these concerns has generated a lively debate and discussion,
which continues to be refined (Kress, 1999; Schopp, 1999;
Slobogin, 1995). Not all lawyers may be prepared to practice
law therapeutically. Finally, the role of psychologists in the
practice of therapeutic jurisprudence should be explored.
Each of these concerns is discussed.

Defining What Is “Therapeutic”

Slobogin (1995) and Schopp (1999) observe that what consti-
tutes a “therapeutic” consequence can be defined differently.
For example, one could seek psychological contentment, the
absence of distress or psychopathology, social adjustment,
occupational health, fulfillment of one’s goals, autonomy,
maximal insight, or self-actualization. Therapeutic jurispru-
dence itself does not define what is therapeutic (Schopp,
1999), thus allowing individualized definitions to develop.
Kress (1999) recommends, however, that a therapeutic ju-
risprudent should be explicit about his or her concept of what
is therapeutic. At the least, a therapeutically oriented lawyer
should discuss with his or her client their respective defini-
tions of therapeutic effect, to avoid misunderstandings.

Therapeutic Jurisprudence and Zealous Advocacy

Some lawyers are convinced that their duty to be a “zealous
advocate” for their client requires them to pursue the client’s
wishes or goals, rather than suggesting different courses of
action. This approach has been described as a neutral parti-
san, hired gun, zealous advocate, or objective approach to
lawyering (Daicoff, 1998). The lawyer functions as a means
to accomplish the client’s ends. Because of this approach,
some attorneys assert that it is inappropriate for them to raise
therapeutic issues with their clients (Stolle et al., 1997).
However, some versions of the lawyers’ ethics codes strongly
encourage lawyers to raise extra-legal concerns, such as ther-
apeutic outcomes, with clients. Thus, there is support in the
formal codes of legal ethics for attorneys who wish to include
therapeutic concerns in their representation of clients.

Further, adopting an exclusive, zealous advocate approach
can actually have antitherapeutic consequences. For exam-
ple, Anderer and Glass (2000) observed that, often, clients
seeking a divorce enter the lawyer’s office with an aggres-
sive, adversarial attitude toward their spouse. The lawyer
who simply agrees with the client and becomes invested in
vanquishing the other party may disserve the client and oth-
ers. Maintaining and fostering the client’s anger toward his
or her spouse in this way may have emotional costs for
the client. Further, interparental aggression and conflict are
associated with negative effects on children’s well-being
(Maxwell, 1998). Certainly, if the client insists on such a
course of action after an open discussion with the lawyer of
its potential emotional costs, then the lawyer should respect
the client’s wishes. But, according to Stolle and his col-
leagues, the lawyer should not accept the client’s wishes
without first offering professional guidance, even when
that guidance includes an analysis of the emotional conse-
quences of the client’s proposed course of action. In fact, the
lawyer may have a duty to provide such guidance (Stolle
et al., 1997).

Therapeutic to Whom?

Another important issue raised by Slobogin is: To whom does
TJ seek to be therapeutic? He noted that a rule might be ther-
apeutic for some and potentially antitherapeutic for others
(he refers to this as “external balancing,” Slobogin, 1995,
p. 789). Certainly, when a lawyer is representing an individ-
ual client in a particular legal matter, such as defending a
criminal action or bringing a civil lawsuit, the lawyer may
initially seek therapeutic consequences for that client alone.
However, when other individuals will be affected by the at-
torney’s work (such as drafting a will, representing the client



Philosophical and Ethical Issues 573

in a child custody and divorce action, or assisting the client to
solve a dispute with his or her employer), the lawyer and
client might well consider the effects of the legal representa-
tion on others. For example, they might mutually agree to
seek the most therapeutic consequences for the client’s fam-
ily, children, or employment relationship, rather than simply
for the client alone.

The dilemma of external balancing is likely to arise most
often in what can be thought of as areas of law that involve
relationships, or “relationship law.” Relationship law in-
cludes contract law, family law, employment law, partner-
ship law, trusts and estates, and some forms of small
business law.

An example is found in child custody law. In a child cus-
tody dispute, traditional lawyers are likely to focus on the
client’s demands. This may or may not coincide with what is
most therapeutic for the children. For example, both parents
may desire joint custody, and joint custody may be most ther-
apeutic for them, but such an arrangement may be anti-
therapeutic for the children, due to the instability of the
arrangement (having two homes). In other situations, one
legal action may be therapeutic for all individuals involved.
For example, if there is domestic interspousal violence in the
home, the action of removing the abusive parent from the
home may be the most therapeutic action for both the parents
and the children. In cases of conflicts, the lawyer and client
may have a variety of choices for the ultimate goal of the
legal representation (e.g., what the client wants or what is
most therapeutic for the client, his or her children, or his or
her ex-spouse).

Employment law and other civil litigation may raise the
issue of whether therapeutic outcomes should be sought for
the client alone, or for both the client and the opposing party.
Doing the latter can be complex. For example, it may indeed
be therapeutic for a plaintiff in a sexual harassment lawsuit
against his or her employer to prevail in the legal action. It
may represent empowerment of the plaintiff or appropriate
assertiveness on his or her part. It may not be the most posi-
tive or pleasant outcome for the employer, but there may be
long-term therapeutic consequences for the employer who
loses the lawsuit, becomes educated about legal and appro-
priate workplace behavior, and reforms (Daicoff, 1999). On
the other hand, there can be antitherapeutic consequences if
the plaintiff prevails. If the plaintiff wins, then the plaintiff
may feel self-satisfied and ignore real needs to change him-
self or herself because he or she believes the employer was
entirely at fault.

Again, TJ does not attempt to resolve the question of exter-
nal balancing. Rather, it simply suggests that legal actors con-
sider the various therapeutic and antitherapeutic consequences

of particular legal actions on all individuals involved, when
making decisions about what legal action to take.

Conflicts between Therapeutic Values and Other Values

Perhaps the most well-explored challenge for therapeutic ju-
risprudence is the criticism that TJ does not provide a method
for “choosing among competing values or of balancing other
values [such as legal rights and duties] against therapeutic
values” (Behnke & Saks, 1998, pp. 980–981). It does not dic-
tate whether to promote therapeutic values or recognize legal
rights (e.g., constitutional rights), when to do both would be
impossible and the values are in conflict. However, Wexler
and Winick consistently assert that therapeutic considerations
should not trump other considerations, such as justice, legal
rights, due process, individual autonomy, integrity of the
fact-finding process, community safety, efficiency, and econ-
omy (Stolle et al., 1997; Wexler & Winick, 1996). 

Slobogin’s example of the conflict between therapeutic
values and traditional legal rights involves an individual di-
agnosed with schizophrenia. Suppose that empirical research
shows that an adversarial civil commitment process will be
antitherapeutic for this individual. However, the individual is
entitled to constitutional rights to counsel, rights to confront
witnesses, and other quasicriminal setting rights that tend to
make the process adversarial. Slobogin (1995) noted that TJ
fails to decide whether the therapeutically oriented lawyer
should promote a therapeutic process for the client or protect
the client’s entitlement to these constitutional rights, due
process rights, and autonomy (even though to do so may be
antitherapeutic). Another example is found in the context of
divorce and child custody law. One spouse may choose to re-
linquish some of his or her legal rights (e.g., forego a claim
for alimony or child support) and avoid a bitterly litigated
fight, in order to facilitate compromise, settlement, and an
improved emotional climate of cooperation between the par-
ents. Such an improved, cooperative climate may be thera-
peutic for the spouses and the children (Maxwell, 1998),
but does not maximize the client’s legal rights and financial
entitlements.

Kress (1999) responded to this criticism by concluding
that TJ alone cannot resolve such conflicts, nor should it.
Instead, Wexler and Winick (1996) explain that it simply pro-
poses first that legal actors be sensitive to the therapeutic or
antitherapeutic consequences of various legal actions. Sec-
ond, it seeks to minimize antitherapeutic consequences and
enhance therapeutic consequences, without subordinating
due process and other justice values. Third, it recommends
that when legal rights and therapeutic consequences can be
harmonized, they should be (Wexler & Winick, 1996).
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Kress (1999) observed that one method for resolving such
conflicts between constitutional rights and therapeutic goals
is to view therapeutic aims as being the ultimate purpose of
all law. Under this perception, law’s purpose is to improve
the mental health of those subject to it. Thus, where legal
(e.g., constitutional) rights would be antitherapeutic, such
rights should not be afforded. Kress observed that another
method for resolving the conflict is by referring to one’s
own personal belief system. Each individual may make an
individual, moralistic, ethical decision as to which of these
two competing values is most important. However, this latter
mode of resolving the conflict depends on one’s own personal
morality, or “normative theory” (p. 588). Kress asserts that TJ
alone cannot resolve conflicts between therapeutic values and
other values, but TJ combined with a normative theory (such
as an individual’s belief system, ethics system, or morality)
can adequately resolve this conflict. Further, for clients who
can make competent decisions, the ultimate answer to these
concerns lies in the client’s right to make an informed deci-
sion, after being presented with the various options, possible
legal outcomes, and their potential therapeutic and antithera-
peutic consequences. This client can be the final decision
maker as to the appropriate course of legal action. The thera-
peutically oriented lawyer simply provides the client with in-
formation as to his or her legal entitlements as well as the
emotional consequences or impact of different options. With
this information, the client should be able to make an inde-
pendent, informed decision as to how to proceed.

In conclusion, therapeutic jurisprudence’s position that
therapeutic concerns should not outweigh other concerns,
such as justice, is important. It responds directly to criti-
cisms that it embodies an unwanted form of paternalism
(Slobogin, 1995) that tramples on individuals’ legal rights or
that it “seduce[s] . . .” one “into slighting autonomy values”
(p. 788). However, where therapeutic aims and legal rights
collide, other theories (such as personal morals and beliefs)
must be employed to resolve the resulting conflict.

Philosophical Analyses of Therapeutic Jurisprudence

Kress extensively analyzed the criticism that TJ is simply
“old wine in new bottles,” because it is a form of utilitarian-
ism, or “consequentialism” (Kress, 1999, p. 558). In this
view, therapeutic jurisprudence’s goal is to create the most
good by maximizing mental health. It may seek the most
good for one client, for the client and his or her family,
friends, and community, or for the greatest number of people.
However, because TJ does not elevate therapeutic outcomes
over legal rights, Kress argued that it is not truly utilitarian
(i.e., consequentialist) but is really a hybrid theory that inte-

grates therapeutic concerns with more rights-based (i.e., de-
ontological) concerns. Finally, he noted that, unlike tradi-
tional utilitarianism, TJ defines mental health as an intrinsic
good or an end in itself.

Schopp (1999) also addressed several criticisms leveled
at therapeutic jurisprudence. He concluded that TJ does
not concern itself with whether therapeutic outcomes are de-
sirable in legal matters. Instead, TJ assumes that we are
motivated to provide therapeutic outcomes for individuals
interfacing with the law. It then focuses on identifying ways
that laws, legal processes, and legal actors can be more ther-
apeutic, on finding empirical research that sheds light on the
emotional consequences of law, and on proposing agendas
for empirical research on the therapeutic or antitherapeutic
effects of various legal measures. In Schopp’s words, TJ gen-
erates instrumental prescriptions or hypothetical imperatives
(e.g., if one values therapeutic outcomes, then this is how one
should behave); it is normatively neutral and thus does not
generate principled prescriptions (e.g., it does not advocate
that we must value therapeutic outcomes). Freed of the de-
bate over whether or not law should promote psychological
well-being, TJ focuses squarely on its greatest contribution to
the field: a research program that promotes “increasingly in-
terdisciplinary analyses integrating subtle legal analysis with
sophisticated empirical inquiry” (Schopp, 1999, p. 601).

Finally, Schopp (1999) concluded that, through the empir-
ical questions it raises and explores, TJ would require society
to resolve certain conflicts. For example, in the sex offender
context, suppose that a TJ approach leads to empirical studies
demonstrating that sex crime recidivism can be reduced and
victim well-being promoted by severe punishment and cruel
treatment of offenders. Then, society will be forced to decide
explicitly which is most important (e.g., whether it wants to
maximize victim well-being at the expense of offenders’
constitutional rights). Schopp predicted that such societal
decisions would become more evident as TJ becomes more
widespread.

Therapeutic Jurisprudence and Lawyer Personality

Therapeutic jurisprudence acknowledges that it may not be
the appropriate approach for all legal matters, all clients, or
all lawyers. There are certainly clients who, when presented
with therapeutic considerations, will choose to ignore them.
Some legal matters may not lend themselves to a TJ analysis
(e.g., regulatory compliance matters such as the calculation
of federal income taxes owed on the sale of real estate or the
proper method of federal income tax depreciation on an item
of depreciable property). Finally, empirical research on the
personality characteristics of lawyers indicates that many
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attorneys may be ill-suited to practice law therapeutically be-
cause of an insensitivity to emotional concerns (Daicoff,
1997, 1999).

Empirical data on the “lawyer personality” revealed that
most lawyers had a low interest in interpersonal and emo-
tional concerns as children. As prelaw students they preferred
interpersonal dominance and avoided abasement and defer-
ence to others, and as law students and lawyers they preferred
styles of decision making that emphasized rational, logical
analysis over emotional and relational concerns (Daicoff,
1997). One of these decision-making styles is Gilligan’s
(1982) “rights orientation,” which focuses on “rights, rules,
independence, objectivity, fairness, and freedom from others’
interference” (Daicoff, 1997, p. 1400). The opposite dimen-
sion, the “ethic of care,” focuses on relationships, interper-
sonal harmony, emotions and needs, and preventing harm.
Compared to a rights orientation, the ethic of care was less
often endorsed by lawyers (Jack & Jack, 1989; Weissman,
1994) and was discouraged or extinguished in law school
(Janoff, 1991).

Another decision-making style is the Thinking/Feeling
dimension of the Myers-Briggs Type Indicator (Richard,
1994). There is an extremely consistent finding that male and
female law students (Natter, 1981) and lawyers (Richard,
1993, 1994) overwhelmingly preferred “Thinking” to “Feel-
ing” as a decision-making style on the Myers-Briggs Type
Indicator. These results suggest that a subset of attorneys,
specifically those with an ethic of care, a Feeling preference,
or other interpersonally oriented traits, will be particularly
adept at practicing TJ. They may more readily identify thera-
peutic concerns, acquire interpersonal sensitivity and skills,
and learn to act therapeutically (Daicoff, 1999). Further, it
suggests that nonlawyers may be best suited to teach attor-
neys these important interpersonal and psychological skills
(Daicoff, 1998). Finally, research suggesting a link between
psychological distress among lawyers and the atypical traits
of an ethic of care (Weissman, 1994) and a Feeling prefer-
ence (Richard, 1994) further underscores the importance of
TJ practice for those in the legal profession with these hu-
manistic traits (Daicoff, 1999).

The Role of Psychologists in TJ Practice

Certainly lawyers are neither well-suited nor trained to
practice psychology. Therefore, to practice therapeutic ju-
risprudence effectively, most lawyers rely on the research,
insights, and skills of psychologists and other mental health
professionals. Psychologists may have several roles in the
practice of therapeutic jurisprudence. First, lawyers need
social science research and knowledge to learn more about

the psychological concerns that may be involved in the legal
problems that their clients present. Second, lawyers may
need psychologists to function as consultants in various
cases to assist the lawyer in identifying the therapeutic and
nontherapeutic aspects of various legal outcomes and pro-
cesses, to identify psycholegal soft spots, and to assess the
psychological impact of various strategies. Third, lawyers
and psychologists may form a collaborative team to assist
the client as legal representation proceeds. Some lawyers
routinely refer their clients to psychologists for therapy as an
adjunct to legal representation, particularly in divorce and
substance-abuse-related criminal cases. However, this is
done simply as a referral or suggestion; whether or not to
enter therapy and the choice of therapists remain the client’s
decision. In sum, psychologists should have a greater level
of involvement in TJ-managed cases, as compared to more
traditional approaches to legal representation.

If the interdisciplinary team approach is taken in a case, it
may be beneficial to ask the client to execute limited waivers
of confidentiality for the lawyer and psychologist. This al-
lows the lawyer and psychologist to collaborate and agree on
the most appropriate (i.e., therapeutic) legal actions to take in
the client’s case. The client may or may not be involved in all
of these team discussions; however, the ultimate decisions as
to what legal actions to take belong to the client.

THERAPEUTIC JURISPRUDENCE AND
RELATED PERSPECTIVES

TJ is one of the largest and most important parts of an emerg-
ing trend toward a more humanistic or therapeutic form of
law. This trend, or movement, is evident in legal scholarship,
in judges seeking more satisfactory outcomes for adjudicated
cases, in practicing lawyers seeking more effective ways to
serve clients, in police forces, in social scientists’ work, and
in legal education (Daicoff, 2000). Examples of this move-
ment are found in the United States, Canada, the United
Kingdom, Australia, New Zealand, Austria, and in a variety
of legal areas, including corporate law, estate planning, AIDS
law, criminal law, juvenile justice, domestic violence, drug
and alcohol offenses, divorce law, medical malpractice, con-
stitutional law, appellate practice, police practices, tort law,
employment law, and mental health law.

This approach has garnered various names, including
therapeutic jurisprudence, creative problem solving (Barton,
1998; Cooper, 1998), “theralaw” (Stempel, 1999, p. 853),
holistic justice, and the “comprehensive law movement”
(Daicoff, 2000, p. 467). Despite different names for this broad
movement toward law as a healing or helping profession,
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the concept is the same. It consists of a family of related
approaches, including therapeutic jurisprudence, preventive
law, therapeutically oriented preventive law (Stolle et al.,
1997), restorative justice (Umbreit, 1988), specialized “prob-
lem solving” (TJ) courts (e.g., drug treatment courts [Hora
et al., 1999], domestic violence courts [Fritzler & Simon,
2000a], and mental health courts), creative problem solving
(Barton, 1998; Cooper, 1998), collaborative (divorce) law
(Tesler, 1999a), holistic justice (Katz, 2000), procedural
justice (Tyler, 1992), transformative mediation (Bush &
Folger, 1994), law and socioeconomics (Harrison, 1999), and
affective lawyering (Mills, 2000). In lectures, Winick has
suggested that the subdisciplines of the movement are as alike
as the members of a large family and yet are as distinctive and
individual as brothers, sisters, fathers, mothers, aunts, uncles,
grandparents, and cousins. Certainly, the subdisciplines
qualitatively differ. Specifically, some of the subdisciplines
are broad, philosophical approaches to law and lawyering,
or “lenses” through which legal tools and processes can be
evaluated. Others are tools of the trade, or concrete legal
processes that can be used to achieve specific outcomes.

Bridges or links between many of the subdisciplines of the
greater movement have formed. For example, the similarities
and relationships between TJ and restorative justice; TJ and
preventive law; TJ and collaborative law; creative problem
solving and preventive law; TJ and specialized courts; and
TJ, restorative justice, and preventive law are well-known
(Daicoff, 2000; Fritzler & Simon, 2000a; Scheff, 1998;
Schopp, 1998; Stolle et al., 1997). Notably perhaps, TJ ap-
pears to be a unifying discipline, facilitating the collaboration
and synthesis of the subdisciplines of the movement.

The subdisciplines intersect at two points. First, all of these
developments seek to improve, restore, or maintain the psy-
chological or mental well-being of the individuals involved,
while solving the legal problem at hand. Each explicitly fo-
cuses on the emotional, psychological, or mental conse-
quences of various legal actions on people, relationships, and
communities. For example, restorative justice principles
focus on the emotional needs of the individuals involved in
domestic violence. It recommends that victims have input into
the legal proceedings, that the state restore victims to their for-
mer condition through compensation and economic and social
support, and that victims receive varied support to become in-
dependent. To improve offenders’ well-being, restorative jus-
tice proposes that offenders be held accountable, required to
make amends, required to participate in rehabilitation pro-
grams, and reintegrated into the community. Finally, restora-
tive justice involves and relies on the community in assisting
the victim, the offender, and their family through the process
of solving the problem (Fritzler & Simon, 2000a).

Second, all of these approaches explicitly consider concerns
in addition to the parties’ strict legal rights and entitlements. In
informal conversation, Tesler has called this characteristic a
“rights plus” approach. Relevant extralegal concerns in-
clude the parties’emotional states, resources, needs, strengths,
weaknesses, values, beliefs, morals, relationships, and priori-
ties. These may not override the parties’ legal rights, but they
are included in the analysis of the legal problem.

Because of this extralegal focus and therapeutic goal,
these approaches are frequently collaborative, nonadver-
sarial, and nongladiatorial. Interactions between judges,
lawyers, and nonlawyers are also often less hierarchical and
reflect a more equal division of power. For example, the
lawyer and client are more likely to work as equal partners to-
gether toward a mutually agreed-upon outcome. The attorney
or judge is less likely to act as an ultimate adjudicator or de-
tached, authoritative professional with greater power, wis-
dom, status, and knowledge than the client. However, where
aggressive litigation is appropriate, such as in domestic vio-
lence cases where the abuser is intractable, most of these ap-
proaches would continue to employ a traditional, adversarial
stance.

The breadth of and popular interest in this burgeoning
movement are growing. It remains to be seen whether thera-
peutic jurisprudence will become the overarching, “um-
brella” theory for the broader movement, but it is certainly
poised at its epicenter. As the movement coalesces and gains
visibility, TJ will continue to be one of its elder statesmen. In
large part thanks to therapeutic jurisprudence, the twenty-first
century promises to be an exciting, dynamic, and transforma-
tive time for law, lawyering, judging, and the legal profession
in general.
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child custody cases, 189
of cognitive abilities (see Cognitive impairment, feigned (assessing))
conceptual issues, 109–112
continuum of, 401
criminological model, 111
defensiveness, 110, 111, 118–119, 189
definite vs. probable, 124
definitions, 109–110, 120
empirical issues:

basic designs, 112–113
bootstrapping comparisons, 113
differential prevalence comparison, 113
incremental validity, 113–114
known-groups comparison, 113
simulations design, 113

explanatory models of, 110–111
harassment/discrimination, 271
intuitional perspective, 110
measures, 114–118
of mental disorders, 112, 114–118
Miranda comprehension, 344–345
misassumptions about, 111–112
pathogenic model, 111
perspectives of, in forensic context, 110
Test of Memory Malingering (TOMM), 126, 189

Massachusetts Youth Screening Instrument, 321
Mattis Dementia Rating Scale, 303
Medication, involuntary, 363
Memory(ies), 10–11, 149–160, 214, 441–447

accuracy of, 443–444
autobiographical, 442–443
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early, 442
ecological validity areas, 444–446
for events, 152–155
external/internal variables, 444
eyewitness, 10–11, 149
imagination and, 155
impact of stress on, 442
legal aspects, 443, 446–447
misinformation effects, 153
for people, 155–158

misidentification example (Brewster case), 150–152
process of lineup identification, 157–158
variables affecting identification accuracy, 156–157

planting false childhood, 153–155
research areas, 444–446
scientific model for eyewitness evidence, 149–150
suggestive procedures, 155

Mens rea and mens rea defenses, 383–384
Mental abnormality and mens rea, 384
Mental disabilities under ADA, 281–286
Mental disorder(s):

delinquency and, 320, 323
legal vs. clinical, 466–467
malingering of (detection strategies), 112, 114–118
in parents, 193–195
in sexual predators, 466–467

Mental disturbance, extreme (as legal defense), 387, 388–390
Mental retardation:

competence to stand trial, 362–363, 372–373
confessions and (case law developments), 340–341
death penalty, 410

Mental status exam, 223–224, 303
Millon Adolescent Clinical Inventory (MACI), 320, 321
Millon Clinical Multiaxial Inventory (MCMI/MCMI-II/MCMI-III), 44–45,

92, 93, 190, 242
intimate partner violence, 516
malingering, 115
psychopathy, 91

Mini-Mental State Examination (MMSE), 303, 307
Minnesota Multiphasic Personality Inventory (MMPI/MMPI-2):

child custody, 190, 555
criminal responsibility, 401
delinquency, 320, 321
false confessions, 353
high-risk occupations, 138
malingering/defensiveness, 113, 115–116, 118–119
personal injury, 44, 242, 243
psychopathy assessment, 91, 92, 93, 98
substituted judgment, 304

Minnesota Sex Offender Screening Tool–Revised (MnSOST-R), 474
Miranda warning. See Confessions
Multidimensional Functional Assessment Questionnaire (MFAQ), 307

NEO-Personality Inventory-Revised (NEO-PI-R), 143
Nonscientific clinical testimony:

applying Daubert to, 553–554
combining with scientific testimony, 554–556

Novaco Anger Scale, 533

Occupations, high-risk (forensic assessment for), 10, 133
assessment methods, 137–139, 142–143
communicating results, 139–140
ethical issues, 133–135
fitness-for-duty evaluations, 140–144

identifying job-related abilities, 137, 142
law enforcement officer, psychological domains for effective functioning

as, 142
legal issues, 135–136, 140–141
obtaining consent, 137, 142
practice issues, 136–137, 142
preemployment screening, 135–140
psychological interview, areas of inquiry, 139
suitability analysis, 139

Opportunity (risk factor for delinquency), 323
Opportunity harassers, Oncale decision and, 274

Parent Awareness Skills Survey (PASS), 189, 190
Parent-Child Relationship Inventory, 190
Parenting:

child development and, 192–196
custody disputes (see Child custody cases)
mental disorder in parents, 193–195

Parenting Stress Index (PSI), 189
Parent Perception of Child Profile, 189
Paulhus Deception Scales (PDS), 119, 189
Peers (risk factor for delinquency), 323
Penile plethysmograph, 477
Perception of Relationships Test (PORT), 189, 190
Perceptions of Disorder (POD) instrument, 306
Performance curve, 122–123
Personal injury litigation, 12, 44–46, 215–216, 233, 566–567

case example, 44–46
civil trial process, 236–238
deposition of expert, 250
discovery process, 238–239, 248–250
ethics and, 44–46, 242
evaluation model, 45, 241
examination process, 241–248
future damages, estimating, 216
informed consent, 242
instruments, 242–244
interviews:

collateral, 247
outline, 246
plaintiffs, 244–245, 246

professional roles, 234–235
psychological trauma, 215–216
results/report, 247–248, 249
rules of civil procedure, 235–236, 239–240
site observation, 247
testimony, 248–256
therapeutic jurisprudence and, 566–567
tort law, 233–240

Personality:
delinquency and, 321, 323
measures of, substituted judgment, 304

Personality Assessment Inventory (PAI), 92–93, 117, 138
Personality disorders:

categorical vs. dimensional models of, 99–100
comorbidity with acute mental disorder, 100
complexity of symptomatology, 100
high prevalence of, 100
sexual predators and, 467

Policy, public, 18, 543–560
applying Daubert to nonscientific clinical testimony, 553–554
combining nonscientific clinical and scientific testimony, 554–556
critical points in interaction between law, policy, and forensic practice,

543–545
deference to trial court admissibility decisions, 554
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five major lessons, 557–558
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548–550
legal questions and definitions, 545–548
liberal admissibility thrust of the FRE, 552–553
problems with trying to use law to guide forensic evaluations and

testimony (Daubert), 550–556
vagaries in applying Daubert’s pragmatic considerations, 551–552

Polygraph, 478
Portland Digit Recognition Test (PDRT), 110, 124–125
Posttraumatic stress disorder (PTSD):

battered woman syndrome and, 493–494
in children (see Childhood trauma)
diagnosis in personal injury cases, 48
differential symptomatology, anxiety states, 211–212

Preoccupied individual (attachment pathology), 513, 519–521
Preventive law and therapeutic jurisprudence, 563
Privacy issues, misunderstanding of, 40
Privilege, 40
Problem Oriented Screening Instrument for Teenagers, 321
Product of professional relationship, 5
Professional accountability, 6
Profiles, sex offender (use/abuse of), 469
Prognosis, 245
Proof:

interdisciplinary misunderstandings regarding standards of, 37
level of, 5–6

Psychopathy Checklist (PCL/PCL-R/PCL-SV), 74–75, 87, 93–102
capital cases (violence risk assessment), 425
child custody evaluations, 189
criminal responsibility evaluations, 401
criteria list, 94
intimate partner violence, 516
items/factors in, 93, 94
revised version (PCL-R), 74–75, 93–94
screening version (PCL-SV), 74–75, 94–95, 102, 533
sexual predators, 469, 471, 473, 474, 475
stability of scores, 101–102
violence risk assessment, 531, 533

Psychopathy/psychopathology, 9–10, 87
areas for future research, 101–103
assessment issues/procedures:

association among procedures, 97
expert rating scales, 93–95
method-function match, 89
method-mode match, 89–90
precision of measurement, 96–97
self-report questionnaires and inventories, 91–93
structured diagnostic interviews, 90–91

battered woman syndrome and, 494–495
categorical vs. dimensional models of personality disorder, 99–100
causal role, 100–101
in childhood and adolescence, 95–96 (see also Juvenile delinquency

cases)
clinical features, 88
comorbidity (of personality disorder) with acute mental disorder, 100
complexity of personality disorder symptomatology, 100
cultural groups and, 97–98
diagnostic issues, 88–89, 101
dismissive criminal (attachment pathology), 521
high prevalence of personality disorder, 100
as legal concept, 95

nature of, 88–90
practice recommendations, 98–101
testing for (substituted judgment assessment), 304
training, 98–99
trauma as developmental, 212–213
and violence risk, 96
violence risk and, 533

Psychosis, competence to stand trial and, 372

Race:
death penalty and, 410
delinquency and, 320
discrimination and harassment research, 267–268
ethnic minorities as sexual predators, 475–476
Miranda comprehension and, 343

Rapid Risk Assessment for Sex Offense Recidivism (RRASOR), 474
Receiver Operating Characteristics curve (ROC), 473, 474
Revised Behavior Problem Checklist, 321
Risk assessment/management:

sex offenders, 468–478
violence (see Violence risk)

Risk communication, 536–538
Risk factors:

child sexual abuse, 438–439
delinquency, 322, 323–324, 421

Roberts Apperception Test, 225
Rogers Criminal Responsibility Assessment Inventory (R-CRAS), 401, 402
Rorschach, 190, 242, 452, 555

School problems (risk factor, delinquency), 323
SCID-II, 90, 91
Secondary gain, 110
Self-blame, battered woman syndrome and, 494
Self-defense:

battered woman syndrome and claim of, 488–490
“imperfect,” 387

Self-report questionnaires and inventories, psychopathy, 91–93
Sentence Completion techniques, 224
Sentencing practices, 388. See also Capital cases
Sexual abuse of children. See Child sexual abuse
Sexual harassment, 261–262. See also Employment

discrimination/harassment
evolution of hostile environment claims, 262
harassment/hostility, 264–265
research, 266–267

Sexual orientation:
child custody and, 183
harassment/hostility, 264–265
therapeutic jurisprudence and, 568

Sexual predators, evaluation of, 16–17, 463, 566
civil commitment, 466
diagnosis issues, 466–468
ethical concerns, 479–480
future directions, 480
Hendricks and issue of control, 467–468
instruments, 471, 473–474
legal vs. clinical mental disorder, 466–467
mental abnormality or personality disorder, 467
risk management, 476–478
risk/recidivism assessment, 468–476

base rates, 472–473
child molesters vs. rapists, 471
clinical vs. actuarial prediction, 468–470, 472
collateral information databases, 475
history, 470
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psychopathology, 470–471
static vs. dynamic predictor variables, 471–472
substance abuse, 470
treatment compliance, 470
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ethnic minorities, 475–476
juveniles, 475
women, 475

statutes:
Kansas v. Hendricks, 465–468
registration and community notification, 464–465
sexually violent predator statutes, 465
sexual psychopath laws, 463–464

testimony, 478–479
therapeutic jurisprudence and, 566
treatment modalities:

cognitive-behavioral therapy (CBT), 478
containment approach, 478
organic interventions, 477
penile plethysmograph, 477
polygraph, 478

treatment provider issues, 479–480
Social contexts of delinquency, 321–322, 323
Socialization, attachment and, 512
Social psychologists with specialty in legal psychology, 22
Sociological jurisprudence, 56
SONAR (Sex Offender Need Assessment Rating), 471
SORAG (Sex Offender Risk Appraisal Guide), 474, 475
Speech and hearing impairment and competence to stand trial, 373
Stalking, 519–521
Stress:

chronic vs. traumatic (harassment/discrimination cases), 271
impact of on memory, 442
posttraumatic (see Posttraumatic stress disorder (PTSD); Trauma)

Structured Anchored Clinical Judgment (SACJ-Min), 474
Structured diagnostic interviews, psychopathy, 90–91
Structured Interview of Reported Symptoms (SIRS), 110, 113, 117–118, 401
Suboptimal effort, 110
Substance abuse:

alcohol screening instrument (substituted judgment), 304
delinquency and, 323
disorders (and ADA), 283–284
intoxication and mens rea, 384–385
involuntary intoxication, 386
sexual predators and, 470
third-party information, and assessment of, 75

Substituted judgment cases, 13, 301
competence domains:

decision-making/communicating capacity inquiry, 308
disorder/disability inquiry, 307–308
functional capacity inquiry, 308

for future judgment, 306–308
for present judgment, 304–306
for prior judgment, 301–304

Suggestibility, 443–447
Suicidal workers: danger to self issues, 283
Symptom Checklist 90–Revised, 242
Symptom validity testing (SVT), 122
Syndrome evidence, problems with (in general), 496–498

Testimony, forensic, 8–9, 55
ADA cases, 294
capital cases, 429–430

combining nonscientific clinical and scientific testimony, 554–556
on competence to confess, 346
cross-examination, 61
disclosing basis for opinion, 61–62
effective practice of, 62–65

discrediting the expert, 63
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impeaching the expert, 64
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judicial scrutiny of, and gatekeeping for, sufficient quality in, 
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trial testimony, 250–256

proper basis for expert opinion, 61
proper subjects for expert testimony, 59
qualification as expert, 58–59
reasons for special rules for experts, 59
sex offender cases, 478–479
sworn testimony, 60
ultimate issue rule, 62
voir dire, 61

Test of Memory Malingering (TOMM), 126, 189
Thematic Apperception Test (TAT), 189, 225
Theralaw, 575
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Therapeutic judging, 570–573
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applications of, 565–570
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ethical issues, 572–575
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lawyering, 562–565
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philosophical analyses of, 574
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Therapeutic outcome, 561
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Third-party information (TPI), 9, 69

childhood trauma assessment, 220–221
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custody evaluations, 191
ethics on using, 77
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Ultimate issue rule, 62
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Handbook of Psychology Preface

Psychology at the beginning of the twenty-first century has
become a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field. 

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology. 

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that define the
fields they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective fields. Third, for psychologists seeking
to become conversant with fields outside their own specialty

ix
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature. 

The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER

Tampa, Florida
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Stability and Change in Industrial
and Organizational Psychology
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Handbooks Past and Present

In the mid-1970s Marvin D. Dunnette edited the first hand-
book of industrial and organizational psychology (Dunnette,
1976). This prodigious work brought together the writings of
the leading scholars in the field under one cover and acted as a
foundation and guide for the field for the next 15 years. In the
early 1990s Dunnette did it again. The second edition, edited
by Dunnette and Leaetta M. Hough, maintained the same high
quality of the first but expanded significantly from one to four
volumes, each approximately 800 pages (Dunnette & Hough,
1990, 1991, 1992, 1994, vols. 1–4, respectively). The defini-
tive reviews and even visionary statements targeted virtually
all areas of industrial and organizational psychology and
again set the standards for the field.

Knowing the standard to which we would be inevitably
compared, we undertook the task of editing the present volume
with great trepidation. Ours was a more modest and somewhat
different objective. As a single volume nested within a hand-
book for all of psychology, our purpose was to provide the
depth and breadth that would capture the domain of industrial
and organizational psychology in a way valuable for scholars
and students in that field domain; however, we also strove to
create a volume to which those outside the field could turn in
order to gain an appreciation of the latest thinking in this area
of interest. To accomplish these purposes, we have again as-
sembled a collection of leading scholars in the field. We asked
them to describe the work in their area, but to do so in a way
that would speak to both those inside and outside the field; we

believe they did this very well—and did it in such a way that
this volume can serve as a sequel to the handbook of the 1990s,
informing and guiding industrial and organizational psychol-
ogy in the early part of the twenty-first century.

What follows begins by addressing the field of industrial
and organizational psychology as a whole and describing
some of the major accomplishments and new directions that
have occurred since the publishing of the Dunnette and
Hough handbook. After some discussion of our discipline
and advancements in this field, we turn to a preview of indi-
vidual chapters.

Industrial and Organizational Psychology:
Overarching Models

Industrial and organizational psychology is the study of
human behavior in organizations; the behaviors of interest
contribute to either the effectiveness of organizational func-
tioning, the satisfaction and well-being of those who populate
the organizations, or both. These behaviors and the people
who exhibit them exist in a dynamic open system (Katz &
Kahn, 1978). Behaviors observed in the present are influ-
enced by past behaviors and conditions, as well as by the an-
ticipation of future ones. Individuals are systems nested
within other systems—such as teams and work groups—that
are nested under larger organizational systems. All of these
systems are open to the outside through connections to fam-
ily members, customers, and multiple other potential sources
of influence on organizational members’ behavior.



2 Stability and Change in Industrial and Organizational Psychology

Open Systems

Although open systems models capture the complexities of a
psychology bound by the context in which the behaviors
occur, the field of industrial and organizational psychology
has—for the most part—constrained its domain to that of the
interface between individuals and their environments, where
that environment is physical (tasks, jobs, working conditions,
organizational structures) or social (superiors, subordinates,
peers). Furthermore, the beliefs, feelings, and behaviors of
interest within that domain are limited to those for which
there is some reason to believe that understanding them will
enhance our ability to influence organizational effectiveness
or individual well-being.

Fit

Underlying the psychological focus on individuals in organi-
zational settings is the implicit assumption that both the orga-
nization and the individual are best served when there is a
good fit between the goals, expectations, and conditions of or-
ganizations (e.g., jobs) with the characteristics of the people
in them. From a prescriptive viewpoint, there are many ways
to obtain a good fit. One is to consider organizations and peo-
ple as relatively fixed entities. From this position, characteris-
tics of each entity are assessed and the match is accomplished
through selection—selection of people by organizations or
organizations by people. The second option to obtain fit is
to modify either or both of the two domains. In the case
of changing people, training and development are primary
mechanisms. Job design, organizational development, organi-
zational design, or policies and practices related to goals,
work rules, and other factors are relevant for changing organi-
zations. For any particular case, multiple factors influence the
fit, and the fit is a dynamic interaction between people and the
organization, with each influencing the other over time. In ad-
dition, of course, while efforts at producing good fit are un-
derway, both the individual and the organization are subject to
evolutionary forces outside of the control of either the leaders
of an organization or those whom they trust as advisors.

For much of industrial and organizational psychological
research, the person-organization (P-O) fit has been implicit.
In the last decade, considerably more effort has been devoted
to developing it explicitly. The P-O model posits that a fit be-
tween applicants’personal characteristics and attributes of the
organization contributes in important ways to individual per-
formance and retention, as well as to organizational effective-
ness. One way to demonstrate support for the P-O model is to
find interactions between applicants’ personal characteristics
and organizational attributes. For example, Cable and Judge

(1994) showed that a fit between applicants’ personality and
pay system characteristics enhanced the prediction of pay
preferences and job attractiveness over and above the main ef-
fects of pay system characteristics themselves. Gustafson and
Mumford (1995) found that individuals’personality predicted
job satisfaction and performance better when the type of
job situation was taken into account, supporting a P-O fit
interpretation.

An important issue with P-O fit is how to conceptualize and
measure it. Kristof (1996) pointed out that there has been con-
siderable confusion on this issue. For example, P-O fit may be
conceived of as person-environment congruence that con-
founds P-O fit with person-vocation and person-job fit. Also,
fit has been measured directly by obtaining a single judgment
of congruence between applicant and organizational charac-
teristics and indirectly by getting independent judgments of
person and organization characteristics and then assessing the
similarities and differences. Finally, for the indirect approach,
various indexes of fit are of course possible. Edwards (1994)
provided a useful discussion of fit indexes and recommended
a polynomial regression approach to overcome certain mea-
surement problems. However, subsequent analysis (Kristof,
1996; Schneider, Goldstein, & Smith, 1995) has shown that
this method poses some limitations as well.

The most compelling theoretical approach to modeling
P-O fit is the attraction-selection-attrition (ASA) model
(Schneider, 1987). Those who advocate this approach argue
that individuals are attracted to organizations whose members
are similar to them in relation to personality, values, and other
attributes. Organizations in turn find attractive and are more
likely to select those who possess knowledge, skills, and abil-
ities similar to the ones that their organizational members
possess. After they have been offered a job, those more simi-
lar are more likely to accept the job and are also more likely to
be successfully socialized into the organization. Over time,
those who do not fit well are more likely to leave—either on
their own accord or because of problems on the job. Thus, the
continuous process of attraction, assimilation, and attrition
over time creates a force toward a fit between the people
employed in the organization at any one time and the needs
and expectations of that organization. The process is a less-
than-perfect one in the sense that it does not create a perfect fit
between all employees, their work, and those with whom they
work, but it does create a force toward fit.

An important component of ASA theory is the gravita-
tional hypothesis; this hypothesis posits that over time, peo-
ple will gravitate to organizations that have values, attitudes,
and so on that are similar to theirs. Empirical tests of this
hypothesis have shown some support. For example, Wilk,
Desmarais, and Sackett (1995) found that general cognitive



Industrial and Organizational Psychology in the 1990s 3

ability is a good predictor of movement to jobs of higher or
lower complexity 5 years later. 

Schneider et al. (1995) provided an update on ASA re-
search and thinking. Regarding personnel selection in the
ASA context, these authors point out that if P-O fit is to be
considered important, organizational diagnosis should be in-
cluded in the job analysis strategy and that personality is
likely to be a useful predictor of turnover and job perfor-
mance because of the positive individual and organizational
outcomes associated with homogeneity. Schneider et al.
(1995) also argued that organizational homogeneity in per-
sonality, attitudes, and values is usually good early in the life
of an organization because of its positive effect on coopera-
tion and communication; however, such homogeneity over
time may lead to an inability for the organization to adapt to
changing external environments. 

On balance, as organizational flexibility in effectively
using employees is increasingly required (e.g., more move-
ment of organization members from job to job or task force to
task force), the P-O fit model may be more relevant compared
to the person-job match strategy (e.g., Kristof, 1996) of the
past. We think that both models will continue to have merit. 

Aptitude-Treatment Interaction

Using Gough’s (1957) terminology, in which aptitude repre-
sents individual difference characteristics of people and
treatment is broadly defined as situations encountered by
people (job characteristics, working conditions, supervisors,
performance goals, etc.), John Campbell (1999) cogently ar-
gued that all industrial and organizational psychology is cap-
tured by aptitudes, treatment, and their interaction. In almost
all cases, the dependent variables important to the field can be
captured by individual, work group, or team performance;
withdrawal behaviors such as absenteeism, turnover, or lack
of attention to work; self-evaluation of the job or facets of the
work setting (e.g., job satisfaction); or self-evaluation of fair
treatment at work. Constructs that fall into either the aptitude
domain, the treatment domain, or both are always invoked,
and the task becomes that of measuring these constructs
validly and explaining observed relationships by attempt-
ing to account for or control variability in constructs other
than the ones of interest that would provide alternative expla-
nations for observed covariation. 

Almost all past and present work in industrial and organiza-
tional psychology falls squarely within the aptitude-treatment
interaction model. It has served industrial and organizational
psychology well in the past and will (in our opinion) continue
to do so—with one caveat. How it does so is relatively clear
when conditions and personal characteristics are relatively sta-

ble; however, the more we attempt to incorporate dynamic
open systems properties into our work, the less clear is the guid-
ance of the model. In many cases, we have remained within the
model and simply treated our research and practice using its
principles and acting as if people and situations were stable. In
other cases, we treat continuous dynamic conditions as discrete
events and use these events as means of dealing with time in a
dynamic sense—sometimes without a very clear idea about
scaling properties of the links between the discrete events over
time.

INDUSTRIAL AND ORGANIZATIONAL
PSYCHOLOGY IN THE 1990S

The chapters contained in this book represent the central con-
tent areas of industrial and organizational psychology. A
comparison of the domain of issues addressed with earlier
handbooks in the field shows a great deal of overlap; work
continues in most of the same areas as before. Yet such a
comparison underestimates change and progress. It does so
because the events of change are more specific and idiosyn-
cratic than the broad domains that come to represent most
subdisciplines of the field. Furthermore, some of the more in-
novative work often does not fit neatly into one content do-
main; rather, it spans several. Therefore, before describing
the content of this volume, we introduce some of the works of
the 1990s that we believe have been particularly important
for advancing the field of industrial and organizational psy-
chology, but was not an explicit topic for any single chapter.
In doing this, we have clustered this work into research that
falls squarely within the aptitude-treatment model (advances
by elaboration) and research that has wrestled with the open
systems characteristics of human behavior in organizations,
in turn placing some strains on working within the aptitude-
treatment framework (advances through extension). 

Advances by Elaboration

Models of Job Performance

A central behavior of concern in industrial and organizational
psychology is that of individuals’ performance on their jobs.
Job performance is often the criterion that industrial and or-
ganizational psychologists attempt to predict from knowl-
edge of characteristics of the performer and of the conditions
under which the job is performed. Although it is appealing to
think of performance as a unidimensional construct that
varies along a single dimension from good to bad, the con-
struct is rarely (if ever) that simple. Rather, job performance
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is a complex, multidimensional criterion, and addressing the
criterion problem is a highly important endeavor. 

In the 1990s Campbell observed that although job perfor-
mance plays a central role in much of industrial and organi-
zational psychology, little had been done to develop a
comprehensive theory of what is meant by job performance.
He and his colleagues addressed this issue by explicating the
latent variables that best characterize the performance re-
quirements of (ideally) all jobs associated with work. They
(Campbell, Gasser, & Oswald, 1996; Campbell, McCloy,
Oppler, & Sager, 1993) identified eight dimensions (e.g.,
Core Technical Proficiency; Oral and Written Communica-
tion; Supervision and Leadership) that they felt captured all
important performance factors across the domain of jobs.
Five of the eight latent performance constructs emerged con-
sistently in the Project A research (a large-scale selection and
classification study conducted in the U.S. Army to be de-
scribed in the next section; Campbell & Knapp, 2001) across
a large number of jobs studied in this research program. 

This type of criterion model is important because it makes
possible the scientific study of predictor-construct/job-
performance-construct links. For personnel selection espe-
cially, but more broadly for other areas of industrial and
organizational psychology (e.g., training, job design inter-
ventions, etc.), a taxonomy of performance helps organize
accumulating research findings according to the effects of in-
dependent variables on individual criterion performance con-
structs. Findings from Pulakos, Borman, and Hough (1988)
and McCloy, Campbell, and Cudeck (1994) confirm the use-
fulness of this research direction. Pulakos et al. found very
different patterns of personality predictor-criterion relations
across three different performance constructs, and McCloy
et al. found that cognitive ability predicted a declarative
knowledge criterion construct, whereas certain personality
predictors were linked to a motivation-related criterion.

During the 1990s, other work continued by extending the
typical model of searching for predictors of standard perfor-
mance criteria—typically ratings of job performance. Work
begun by Hunter (1983) using meta-analyses of relationships
between cognitive ability, job knowledge, task proficiency,
and overall performance ratings continued to show that cog-
nitive ability had a direct effect on the acquisition of job
knowledge. In his path model, performance ratings were a
function of both knowledge and proficiency. Schmidt,
Hunter, and Outerbridge (1986) added job experience to this
model, and Borman and his colleagues (Borman, White, &
Dorsey, 1995; Borman, White, Pulakos, & Oppler, 1991)
added personality factors, behavioral indicators (e.g., number
of disciplinary actions), and rater-ratee relationship factors to
the mix. Each of these factors significantly increased the

variance accounted for in performance ratings. These studies,
along with others, have helped identify the factors and cues
that supervisors use when making summary overall perfor-
mance judgments, and such research helps us to understand
better the job performance construct and certain critical an-
tecedents of performance. 

Project A: The U.S. Army Selection
and Classification Research

From 1982 through 1994, the U.S. Army Research Institute
and a consortium of private research firms conducted perhaps
the largest-scale personnel research project ever attempted
(Campbell & Knapp, 2001). The acknowledgment section
of the final technical report listed 366 persons who worked
on the project at one stage or another. The majority were in-
dustrial and organizational psychologists.

Project A (1982–1989) and the follow-up, the Career
Forces Project (1990–1994), involved two major validation
samples—one concurrent and one predictive. The Project A
concurrent sample allowed for the evaluation of the validities
of a wide range of predictor measures against the job perfor-
mance of military personnel during their first tour of duty. A
second longitudinal sample provided validation results for
these same predictors against performance in training pro-
grams, first-tour job performance, and second-tour perfor-
mance as a noncommissioned officer (NCO) supervisor. To
provide an idea of the magnitude of these validation efforts,
approximately 9,500 soldiers participated in the first-tour
concurrent validation study; roughly 45,000 recruits were
tested at the beginning of the longitudinal validation re-
search. Criterion data were collected on about 30,000 at the
end of training, 10,000 during this cohort’s first tour, and
1,500 during their second tour. 

The experimental predictor test battery included measures
of an incredibly wide variety of individual differences. De-
velopment of the tests was driven by job analyses of a repre-
sentative sample of 21 enlisted jobs (most of which had
civilian counterparts). The predictor battery included mea-
sures of general and specific cognitive abilities, perceptual
and psychomotor abilities, personality, vocational interest,
and biographical information.

Criterion measures were extensive as well. For first-tour
performance, researchers administered end-of-training mea-
sures, work sample and job knowledge tests, peer and super-
visor ratings on Army-wide and job-specific dimensions, and
administrative measures such as disciplinary actions and
awards or commendations. For second tour, all of these
measures were administered along with peer and supervi-
sor ratings on special leadership dimensions, a situational
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judgment test, and supervisory role-play exercises. A more
extended description of these contributions can be found in
the recently released book on Project A and the Career Forces
Project (Campbell & Knapp, 2001).

The preceding provides a feel for the magnitude of the
data collections and the effort put forth on the predictor and
criterion development as well as validation of the measures;
all of this was critical for the project to meet its objectives.
More important for the science of personnel selection and
classification were the substantive contributions derived
from the project’s analyses and results. 

First, for both the individual differences predictor and the
job performance criterion domains, the emphasis on latent
variables and latent structure rather than methods (e.g., rat-
ings) or particular measures (e.g., a biodata survey) was highly
important for generalizing results. The strategy was extremely
successful in specifying job performance as reflecting a con-
sistent five-factor structure (core technical proficiency, gen-
eral soldiering proficiency, effort and leadership, personal
discipline, and physical fitness/military bearing). Each of the
factors was represented by multiple methods. For example, ef-
fort and leadership had as components number of administra-
tive awards and certificates, the Army-wide rating factor,
technical skill and effort, and the job-specific rating overall
composite. This performance model was confirmed for multi-
ple jobs in the first-tour sample, and a similar model was de-
rived and confirmed for the second-tour NCO sample.Also, on
the predictor side exploratory and subsequent confirmatory
factor analyses identified latent variables in each of the do-
mains represented (e.g., perceptual abilities, personality).

Especially important for the science of personnel selec-
tion, the different performance latent variables were related
to different combinations of and individual predictor latent
variables in theoretically meaningful ways. General cognitive
ability was the primary predictor of the two technical profi-
ciency performance factors, whereas some of the personality
constructs were more predictive of the personal discipline
and physical fitness/military bearing constructs. These em-
pirical results support Campbell’s taxonomy of performance,
with constructs widely relevant to the population of jobs. As
mentioned in a previous section, this specification of perfor-
mance constructs should encourage accumulation of research
findings according to the effects of individual differences and
other organizationally relevant variables on individual per-
formance constructs (e.g., Campbell et al., 1993).

Second, if anyone still believed that job performance
could be captured by a single dimension, sometimes termed
the ultimate criterion, that notion was laid to rest in Project A.
Different criteria and different criterion measures were nec-
essary to adequately capture the performance space. For

example, work sample and job knowledge tests measured
maximum performance on elements of job performance that
were primarily a function of human abilities, whereas ratings
tapped components that were more motivationally driven.
None of these measures was more ultimate than any other;
each was important and appropriate for measuring a particu-
lar aspect of job performance. 

Third, Project A research confirmed the results that gen-
eral cognitive ability is a robust predictor of job performance
across jobs (Schmidt & Hunter, 1998). However, the results
also showed that—with a wide range of predictor and crite-
rion variables selected to capture the heterogeneity in both
domains across jobs—differential prediction across jobs was
relatively strong. This finding provides another example of
how research can increase our understanding of individual-
differences/job-performance linkages by identifying specific
criterion constructs rather than working with the overall job
performance construct.

Thus, the Project A research program provided industrial
and organizational psychologists with an unprecedented op-
portunity to study relationships between a broad array of in-
dividual differences and job performance constructs. Perhaps
most noteworthy was the specification of job performance,
resulting in a replicable multidimensional model of perfor-
mance. This depiction of performance coupled with a combi-
nation concurrent and predictive validity design allowed
researchers to learn a considerable amount about specific
linkages between the individual differences and each one of
these performance constructs. 

Development of the Occupational Information
Network (O*NET)

A major contribution of industrial organizational psychology
to human behavior at work has been in the form of tax-
onomies and structures for describing the world of work.
However, as the world’s economy has matured and shifts
in the kind of work being performed have occurred (in devel-
oped countries in particular), it became increasingly clear
that there was a need for new systems for characterizing
work and the demands it places on people and organizations.
The system that best described jobs in place was that of the
Dictionary of Occupational Titles. In it, jobs were located in
a three-dimensional space defined by the human characteris-
tics needed to perform the job, the way in which data were
handled in the job, and the physical characteristics of the
job (i.e., People x Data x Things). A coding system based
on the descriptive taxonomy located thousands of jobs
within the space and was extremely useful for estimating
what was needed to perform particular jobs (skills, abilities,
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educational requirements, etc.), and how those jobs fit into
families of similar jobs. 

In the early 1990s, the U.S. Department of Labor con-
vened a panel of industrial and organizational psychologists
to plan the development of a database that would eventually
replace the Dictionary of Occupational Titles as the primary
information source for jobs in the U.S. economy. This panel
designed a plan for a content model that could describe jobs
according to both person and job requirements (Advisory
Panel for the Dictionary of Occupational Titles, 1993;
Campion, Gowing, Lancaster, & Pearlman, 1994). 

The content model is depicted in Figure 2.1. The idea was
to build taxonomies of descriptors in each of these areas
and then to score each target occupation on each of the de-
scriptors. As an example, in the abilities domain, the plan was
to develop a comprehensive model of all abilities relevant to
work and then to get ratings for an occupation on each of the
abilities regarding how much each ability was required to ac-
complish work in that occupation. After the ratings were
obtained for every descriptor in the content model—the oc-
cupation’s ability, skill, generalized work activity, and so
forth—requirements would be numerically defined, making
possible a variety of practical applications. In fact, the ulti-
mate goal was to obtain content model ratings on all occupa-
tions in the U.S. economy to make the O*NET maximally
useful. Anticipated applications included (a) supporting edu-
cational policy and skill standards, (b) informing school-to-
work transitions, (c) helping dislocated workers find jobs,
(d) helping employers select employees, (e) identifying job
families, (f ) linking job requirements to disability or medical
standards, (g) identifying training needs for target occupa-
tions, (h) developing wage and salary systems, and (i) serving
as input dimensions for performance appraisal systems. 

The content model descriptors have been developed
(Peterson, Mumford, Borman, Jeanneret, & Fleishman, 1999;
Peterson et al., 2001). The taxonomies in most of the domains
build upon earlier model development efforts. For example,
the abilities model is based on Fleishman’s research on
the Functional Job Analysis System (F-JAS; Fleishman &
Mumford, 1988). The skills taxonomy borrows from the work
done on the Secretary of Labor’s Commission on Achieving
Necessary Skills (SCANS; Peterson, 1992) project and from
the National Skill Standards Board. The generalized work ac-
tivities model took as a starting point job components emerg-
ing from work on the Position Analysis Questionnaire
(McCormick, Jeanneret, & Mecham, 1969), and supervisory
dimensions represented in several models of supervisory be-
havior, including those of Hemphill (1960), Mitchell (1978),
and Borman and Brush (1993). Finally, the work styles
dimensions were derived from a view of personality that

collapse the dimensions of personality into five primary ones,
referred to as the “Big Five” (Goldberg, 1990), and from work
Guion and colleagues (e.g., Raymark, Schmit, & Guion, 1997)
did to develop a personality-related job analysis survey.

Two additional features of the O*NET content model and
database reinforce its flexibility and overall usefulness. The
first is that with so many different types of descriptors (i.e.,
skills, abilities, work activities, etc.), multiple windows to the
world of work are available to the user. Different applications
are likely to require different sets of descriptors, and this
condition can be met with O*NET. Second, the content
model is organized hierarchically so that users can enter the
database at the level appropriate for their applications. At the
most specific levels the user can obtain fine-grained occupa-
tional information. If more general information about occu-
pations is required, users can enter the database at a more
generic, aggregated level. Additionally, O*NET provides a
common nomenclature for describing different jobs. The
cross-job descriptors essentially place all jobs on the same
metric, thus avoiding the necessity to develop a new descrip-
tive system for each job. 

Work is continuing to refine the descriptors and obtain job
incumbent ratings on as large a population of occupations as
possible. The hope is that the O*NET database will become
sufficiently populated such that all of the applications de-
scribed previously can be realized. 

Advances Through Extension

Project A and O*NET both represent large-scale develop-
ments in industrial and organizational psychology that were
incremental advances in thinking or practice. In some sense
they were new solutions to traditional problems historically
addressed by the field. In this section we highlight break-
throughs that might be characterized as extending into new
directions for the field. We shall begin with what is often re-
ferred to as the levels issue.

Levels of Analysis

The historical focus of theory and practice in our field has
been the individual. Indeed, many early industrial psycholo-
gists thought of themselves as differential psychologists whose
attention was focused primarily on individual differences in
knowledge, skills, abilities, and other attributes that were then
related to critical behavior in organizational settings.

As industrial and organizational psychology attempted to
deal with the broader organizational environment in which in-
dividuals are imbedded to include work teams and larger units,
it became necessary to recognize that important behavioral
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constructs occur at different levels in the organization. The
multilevel nature of the relevant behavioral phenomena raised
many conceptual and measurement issues. Some constructs
are meaningful at multiple levels, and the nature of the mean-
ing must be carefully specified.

Consider the case of cognitive ability. At the individual
level, cognitive ability is a construct that represents a person’s
ability to accomplish some specified domain of behaviors.
However, if cognitive ability is considered at the team or
group level, it also may be meaningful, such as the case in
which there might be interest in the level of cognitive ability of
members of a classroom or a team in a team-based organiza-
tion. Yet at the team level, each individual possesses some
level of cognitive ability and the members are likely to differ
in it. Assuming they do differ, what best represents team abil-
ity? Is it the average of all members, the ability level of the
highest member, the lowest? The answer to this question is not
clear. What is clear, however, is that variance among team
members which had no analogue at the individual level exists
at the team level and cannot be ignored. The best representa-
tion of team cognitive ability will depend on the theory in
which its use is imbedded. Thus, if team ability is something
that is to be related to performance on a task in which all
members can put forth their own ideas, work relatively au-
tonomously, and pool their work, then the average of all mem-
bers may be appropriate. If, however, the task is one in which
a good idea from one team member can carry the team, then
the cognitive ability of the brightest member may be more
appropriate.

The previous example was one in which the construct could
have meaning at both the team and the aggregate level. In other
cases, constructs are only meaningful at one level even though
multiple levels are involved. Returning to teams, individuals
comprise teams and have individual-level characteristics, but
some constructs only occur at the team level. Cooperation is
one of these constructs. Individuals can create conditions of
cooperation that vary from low to high, but cooperation is a be-
tween-person phenomenon. Thus, as levels are introduced,
how behavior is observed, measured, and studied when con-
sidered as activity embedded in multiple levels requires a
perspective different from that taken by industrial and organi-
zational psychology in its early development.

Increasingly—by chance or by design—people work in
groups or teams. This level of analysis enjoys great status in
the field today. Although the literature on social collectives—
like that on groups—is well developed and has been evident
for some time (e.g., Forsythe, 1999; McGrath, 1984), the re-
search on work groups and teams represents a distinct break-
through because it has integrated group dynamics with task
work, work flow, and work procedures. This literature is well

represented in this volume and details the distinction between
what might be called individual-in-team behavior (i.e., as a re-
sult of the social forces operating on an individual in a social
context) from truly team-level phenomena (Klimoski &
Zukin, 1999; see chapter by Kozlowski & Bell in this volume).

Although they are less common in today’s scholarship, still
other levels of description have found favor. At a macrolevel,
a number of investigators have found it important and use-
ful to acknowledge and measure societal-level phenomena.
Arguably, these phenomena represent both the context that the
worker (or applicant) experiences and the environment in
which the organization must operate. Similarly, macroforces
stemming from developments in popular culture (including the
entertainment media) and the educational system are known to
affect parameters of interest to those doing research on person-
nel selection, recruiting, training, or work motivation. Indeed,
even specific trends in industry sectors (e.g., consumer prod-
ucts, transportation) can represent a contextual (boundary con-
dition) or might be transformed into a variable of interest.

This trend to use alternative levels of analysis has several
implications; two are noted here. The first is the need for speci-
ficity. As never before, researchers are required to be clear
about the levels in which they are interested and the ones to
which they wish to generalize.Aversion of this point is the pos-
sibility that we may get the best models or the best prediction if
we presume that more than one level is operative to produce an
outcome of interest. Thus, Hofmann and Stetzer (1996), in at-
tempting to understand workplace safety, found—as tradition
would have it—that individual differences were important in
the prediction of unsafe behaviors. But it was also true that the
safety behavior of the supervisor (e.g., wearing safety gear) and
the risk-taking norms of the work group were involved. Be-
cause these different aspects of the problem are usually inter-
twined, one must think not only of the effects of multiple but
also those of interpenetrating levels. Similarly, Zaccaro and
Klimoski (2001) chose to focus on senior organizational lead-
ership as a way of capturing the effects of individual and exec-
utive team factors on the organizational level of functioning,
but they also recognized that phenomena at that level would
have first- (e.g., structural design) and second-order (e.g.,
communications-information flow) effects.

A second implication is the need for the clear articulation
of explanatory mechanisms—that is, we must specify the
processes that we believe are operating. Clearly, when char-
acterizing individuals, we can and often do invoke subcogni-
tive (e.g., habitual), cognitive, and affective processes. It is
also likely that these processes will be relevant at most higher
levels of analysis. For example, the behavior of organizations
is largely the result of sets of individuals for whom such
processes are controlling. The challenge, however, lies in
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deciding when to move up the level of analysis to attend to
other processes. Alternative processes include interpersonal
(dyad and team), social (group and team), informational
(team and organization), and political (team, organization, or
interorganization) ones. 

A Renewed Interest in Viewing Workers as Individuals

Earlier in this chapter, we characterized the field of industrial
and organizational psychology as one that is concerned with
the satisfaction and well-being of those who populate work
organizations; yet some people might argue the point. This is
because many in the field historically have adopted the per-
spective of an organization’s management in their approach
to the framing of research questions or to practice (see histor-
ical treatments by Katzell & Austin 1992; Schmitt &
Klimoski, 1991). However, during the 1990s there was a
great deal of interest in issues and questions that are or could
be framed in terms of the needs and expectations of the indi-
vidual as an applicant or as an employee. 

To illustrate, several investigators have attempted to model
the forces affecting the organizational entry process whereby
an individual becomes an applicant and then as an applicant
decides to accept an offer made by the organization (e.g.,
Rynes, Bretz, & Gerhart, 1991). Others have focused on the
dynamics of the first few days, weeks, or months on the job as
they are experienced by the new employee. Guided by the
seminal ideas of Louis (1980), researchers have concentrated
on the way individuals make sense of the new environment by
both passive and active means (e.g., Ashforth, Saks, & Lee,
1998; Morrison, 1993). At times the issue has been framed
relative to learning (Ostroff & Kozlowski, 1992) or alterna-
tively, one of understanding how a new hire comes to adopt an
organizational identity (Albert, Ashforth, & Dutton, 2000).
These notions are evidenced in the chapters in this volume on
recruitment, culture and climate, and motivation.

We have seen that as part of this focus on the individual,
scholars have placed a special emphasis on issues of fairness
and social justice in the workplace—often associated with
what has come to be called the psychological contract
(Morrison & Robinson, 1997; Robinson, 1996; Rousseau,
1995). Indeed, perceived fairness is often linked to the devel-
opment of trust in the workplace. It is not surprising that mod-
eling trust, its antecedents, and its consequences has become a
major theme in the literature. Investigators have sought out
parsimonious and powerful explanatory mechanisms for un-
derstanding how individuals self-regulate in the workplace
(Kramer & Tyler, 1996). Finally, those studying leadership
processes also have contributed to this literature on the devel-
opment of trust—especially in the context of the socialization

of newcomers (Liden, Wayne, & Stilwell, 1993). Fairness and
trust are covered in some detail in this volume in chapters
addressing such issues as motivation, stress, job attitudes, and
organizational development.

The theme of the individual’s point of view has also been
woven into recent treatments of the effects of various person-
nel practices. These include applicant testing (e.g., Gilliland,
1993; Ployhart & Ryan, 1998), training (Colquitt, LePine, &
Noe, 2000), performance standards (Bobko & Colella, 1994),
affirmative action programs (Kravitz & Klineberg, 2000) and
layoff policies (Wanberg, Bunce, & Gavin, 1999). In these
and in other papers like them, it is the worker’s view that is
being made salient and is the focus of attention. Such issues
discussed in this volume’s chapters on personnel selection,
diversity, and job performance. 

Finally, it would be appropriate to include in our character-
ization of this trend to viewing the worker’s needs and inter-
ests as important by pointing out what appears to be renewed
attention to work associated with empirically derived models
of career patterns and career management (e.g., Hall &
Mirvis, 1995; London, 1995), research on the interface be-
tween work and family (e.g., Zedeck, 1992), or research on
workers’daily lives (Hage, 1995). In this volume, these topics
are addressed in chapters on training, culture and climate,
careers, and organizational development and change.

Methods, Models, and Theories

The 1990s began with continued frequent use of studies em-
ploying meta-analytic techniques for summarizing multiple
data sets in which covariation between the same variables was
employed. In 1992, Schmidt went so far as to argue that meta-
analysis was likely to provide all of the knowledge needed
about relationships between variables in industrial and orga-
nizational psychology (Schmidt, 1992). The only reason for
conducting original studies (according to this view) would be
to supply meta-analysts with the data needed to establish
the scientific findings regarding the variables. Meta-analytic
work is certainly valuable for summarizing research findings,
but the importance of individual studies in their own right is
not diminished and continues to be demonstrated.

To provide a brief summary of the role of meta-analysis
in industrial and organizational research, we did a search of
the literature in the leading journals of the field and found
119 meta-analytic studies conducted since 1992. These studies
are summarized in Table 1.1.As can be seen, the largest number
of studies involved the job performance construct. Examples of
findings include point estimates for links between job perfor-
mance and role ambiguity and conflict, supervisory expecta-
tions, job experience, feedback interventions, homogeneity of
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work teams, and the purpose of the job performance ratings. A
count of studies linking job performance and each of the other
seven categories in Table 1.1 shows three with leadership con-
structs, one with turnover, seven with goal theory or other
motivation-related variables, three with ethnic group or gender,
four with job satisfaction or organizational commitment, and
27 with various selection predictors such as the interview, bio-
data, and personality constructs. We counted 18 meta-analyses
summarizing relations between personality predictors and job
performance constructs.

The next largest number of studies involve relations
between selection predictors and—in the vast majority
of cases—job performance. As mentioned previously,
personality-performance linkages received by far the most at-
tention. The third largest number of studies summarize rela-
tions between job satisfaction or organizational commitment
and constructs such as flexible work schedules, vocational
interest congruence, and job level. Regarding other categories,
two are with leadership constructs, three are with turnover,
three are with goal theory and motivational constructs (e.g.,
participation in decision making), two are with selection pre-
dictors, and two link job satisfaction with gender.

Correlations between goal theory or other motivation-
related constructs and several other constructs have also been
summarized using meta-analysis. The vast majority of these
relations have been between motivation constructs (e.g., par-
ticipation in decision making, task involvement, or expectancy
variables) and job performance or job satisfaction.

Meta-analyses involving ethnic group and gender are the
fifth most numerous. In this category, relationships have been
studied with such variables as cognitive ability, job perfor-
mance and satisfaction, leadership effectiveness, and negoti-
ation outcomes.

As shown in Table 1.1, nine meta-analyses involving
turnover have appeared in the literature from 1992 to 2001.
Four of these meta-analyses examined relations between
turnover and job satisfaction or organizational commitment.
Leadership constructs were included in eight additional

meta-analyses. Overall leadership effectiveness, as well as
specific constructs such as initiating structure, consideration,
and leader-member exchange have been linked primarily to
job performance and job satisfaction. Finally, four studies in-
volving training (e.g., managerial training and cross-cultural
training) have related training to performance outcomes.

The purpose of this exercise was to demonstrate the
breadth of meta-analytic activity in industrial and organiza-
tional psychology. Clearly, the method has been useful for
better informing us about covariation among primary vari-
ables of interest in the field. As with any method, however,
there is need for caution—particularly as it relates to the need
to recognize that a number of subjective calls must be made
when using the method. Of particular importance is the need
to be aware of overcorrection for unreliability in circum-
stances under which reliability may be underestimated
(Murphy & DeShon, 2000). 

As important as meta-analysis may be for cumulating data
across multiple samples, perhaps its major contribution in the
long run is the use of the method for model testing and also
its role in a shift away from a singular reliance on statistical
significance testing (Schmidt, 1996). For example, Hom,
Caranikas-Walker, Prussia, and Griffeth (1992) combined
meta-analyses with structural equation modeling to validate a
model of turnover presented earlier by Mobley, Griffeth,
Hand, and Meglino (1979) and to compare it to two other
models. Similarly, Colquitt et al. (2000) employed meta-
analytical techniques to test hypotheses about cognitive and
motivational predictors of training outcomes in ways that
combined the power of meta-analysis for estimating popula-
tion relationships from multiple studies along with the ability
to develop theoretically informed models that could then be
evaluated. Thus, meta-analysis and other major methodolog-
ical advances such as hierarchical linear modeling (HLM),
structural equation modeling (SEM), and confirmatory factor
analysis (CFA) are having a positive effect on the field at the
interface between theory and data. When used appropriately,
the methods require that the investigators carefully specify
the theory underlying their empirical work and then construct
models that fit the theory. The data are then compared to the
models and judgments are made about the degree of fit be-
tween the data and the theoretical models. 

All of the previously mentioned methods of model testing
involve data gathered from observations of human behavior.
Other modeling techniques exist that use computer models to
test assumptions from theories that have been informed by
observations of behaviors at work. These models, called
computational models, are frequently used in the cognitive
sciences and in the organizational sciences but rarely appear
in the industrial and organizational psychology literature

TABLE 1.1 Summary of Meta-Analysis Content in Industrial and
Organizational Psychology, 1992–2001

Content Category Number of Meta-Analyses

Job performance 62
Leadership 8
Turnover 9
Goal theory and motivation 13
Ethnic group and gender 11
Job satisfaction and organizational 22

commitment
Selection predictors 35
Training 4
Miscellaneous 17
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(Hulin & Ilgen, 2000). One model (WORKER) developed for
addressing withdrawal behaviors at work is grounded in the
extensive literature on absenteeism, turnover, tardiness, and
other withdrawal behaviors and is extremely valuable for in-
forming us about interactions among key variables over time
that neither theory nor empirical observations are likely to
uncover on their own (Hanisch, Hulin, & Seitz, 1986). A re-
cently published book, edited by Ilgen and Hulin (2000), of-
fers a number of illustrations of ways in which computational
modeling can and should be added to the growing trend to-
ward model testing in our field. With this and other statistical
model testing methods that are now available, there is a
strong trend toward better integrating theory with data in in-
dustrial and organizational psychology.

Strategic Human Resource Management

Another major shift in thinking in the field of industrial and
organizational psychology relates to the recognition that
much of what we do as a field relative to scholarship and
practice must be framed in terms of the business case; al-
though this has always been true to some extent (for practi-
tioners at least), it is increasingly recognized that our theories
and models need to add value in the view of society for us to
have the luxury of pursuing our scholarship. Moreover, be-
cause numerous other fields of endeavor are competing for
such respect (and for the resources that follow), our contribu-
tions must do well in the marketplace for useful ideas. 

As a term, strategic HRM (human resource management)
has been around for a relatively short period of time (Devanna,
Fombrum, & Tichy, 1981; Lengnick-Hall & Lengnick-Hall,
1988; Wright, 1998). However, several of the concepts under-
lying it have a bit of a history. For example, notions of utility in
personnel selection (Brogden, 1949) were created more than
50 years ago to show how and when a selection device would
demonstrate value in improving the quality of the workforce
over what was currently the case. Similarly, the logic of utility
and cost/benefit analysis have become the basis for assessing
the value of any intervention affecting the organization’s so-
called human capital (see chapter by Boudreau & Ramstad in
this volume). What is somewhat different, however, is that the
unit of analysis is not just the pool of applicants or a personnel
initiative (e.g., a new training program), but rather that of the
organization. In short, the problematic of HRM is one of en-
suring that the organization as a whole is well served as it at-
tempts to succeed in the larger marketplace, including the
global arena.

More specifically, Wright and McMahan (1992) define
strategic HRM as “the pattern of planned human resource

deployments and activities intended to enable the firm to
achieve its goals” (p. 298). In this regard, several contempo-
rary writers are interested in modeling how the management
of human resources can contribute to such things as matching
personnel activities to business strategies, forecasting man-
power needs (given certain strategic objectives), or finding
ways to align personnel practices to strategy and structure
(e.g., Boxall, 1998; Lepak & Snell, 1998, Taylor, Beechler, &
Napier, 1996). Still others attempt to deal with the implica-
tions of restructuring, downsizing, and mergers or acquisi-
tions (e.g., Gratten, Hailey, Stiles, & Truss, 1999). Finally,
writers in this area are attempting to address the issue of met-
rics and measurement systems that will reveal the HR contri-
butions to company performance (e.g., Rogers & Wright,
1998). It is also worth noting that this trend has promoted the
need for and the use of the multilevel and dynamic modeling
approaches described briefly in an earlier section as the firm,
its policies and practices, and employees’ reactions to these
policies and practices are involved (e.g., Shaw, Delery,
Jenkins, & Gupta, 1999).

Taking a strategic perspective has allowed practitioners in
our field to relate in meaningful ways what they do profes-
sionally to the most senior organizational leaders. Not only
are they able to better empathize with their clients, but they
are also capable of making a business case for what they do.
When they accomplish this goal, there is a greater likelihood
that the research and findings of industrial and organizational
psychologists will be given the same credibility and weight
as is given to the work of consultants with backgrounds in
other fields such as engineering and economics.

In fact, the field of industrial and organizational psychol-
ogy is often referred to as an applied science. Its members are
often described as scientist-practitioners. In this regard, we
feel that professional practice should be based on good theo-
ries, models, and data. At the same time, however, all good
theories must be grounded in organizational realities. Thus,
unlike many other social sciences (e.g., economics), we hold
ourselves accountable for (and take some pride in) being able
to make valid predictions (rather than merely descriptions or
postdictions) relative to the impact of our interventions or
recommendations. Moreover, we seek to modify our models
in light of prediction errors.

Chapters Comprising This Handbook 

The remainder of this volume contains 22 chapters on spe-
cific topics in industrial and organizational psychology. The
first eight chapters address the nature of work and behavior at
work that typically is described as personnel psychology.
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They are followed by six chapters that address organizational
psychological issues of motivation, attitudes, teams, and cus-
tomer relations. From these discussions, we turn to issues of
the organizational, work, and social environment that influ-
ence behavior in the present environment and over a career.

In the chapter on job analysis, Sackett and Laczo (this vol-
ume) point out that many choices must be made before con-
ducting this critical first step in the vast majority of our
industrial and organizational interventions. Such choices as
whether the job analysis should be general or more fine-
grained, focused on job activities or worker attributes, and so
forth must of course align with the purpose of the job analy-
sis. These authors also provide excellent sections on some
contemporary hot topics—most notably, competency model-
ing, cognitive task analysis, and strategic job analysis.

Motowidlo (this volume) provides a carefully crafted def-
inition of the job performance construct—“the total expected
value to the organization of the discrete behavioral episodes
that an individual carries out over a standard period of time.”
This definition implies that performance is behavior, not
results—a distinction also made several years ago by Camp-
bell (Campbell, Dunnette, Lawler, & Weick, 1970). The au-
thor reviews in detail Campbell’s recent theory of job
performance (briefly noted earlier in this chapter) and other
attempts to define elements of the performance space (e.g.,
contextual performance and organizational citizenship be-
havior). It is important to note that Motowidlo describes a
model in which knowledge, skill, motivation, and habits are
the direct determinants of job performance. These variables
are in turn determined primarily by individual differences
and by training and development opportunities. This model
provides a rich theoretical framework for our field’s most im-
portant independent variables and job performance.

To illustrate how much the area of recruitment has grown
in the last 25 years, Rynes and Cable (this volume) point out
that in the first Handbook of Industrial and Organizational
Psychology (Dunnette, 1976), less than one page was de-
voted to recruiting (Guion, 1976). Coverage in the 1991
Handbook increased to a full chapter (Rynes, 1991), and the
last 10 years have seen still more research activity. In this
highly informative review, Rynes and Cable make a strong
case for the increasing importance of recruitment as a corpo-
rate strategy; attracting and retaining people—especially for
key positions—is critical for gaining competitive advantage
in our global economy. Also covered in this chapter is re-
search on recruitment sources (e.g., Web sites), affirmative
action, applicant reactions to selection procedures, vacancy
characteristics (e.g., pay and benefits), and social processes
related to recruitment. Finally, these authors also look to the

future by calling for recruiting research to move beyond the
individual level of analysis and instead to aggregate results to
the organizational level and study cross-organizational dif-
ferences in recruiting practices.

Schmitt, Cortina, Ingerick, and Wiechmann (this volume)
present a comprehensive model of personnel selection that has
as components individual differences (e.g., ability, personal-
ity), mediators (e.g., job knowledge, motivation), perfor-
mance, and individual and organizational distal outcomes
(e.g., customer satisfaction, withdrawal behavior, social res-
ponsibility). It is becoming evident (and very well docu-
mented in this chapter) that declarative knowledge, procedural
knowledge and skill, and motivation mediate relationships
between individual differences and job performance. But the
authors go beyond this general observation to discuss specific
links. For example, cognitive ability is the primary predictor
of declarative knowledge; perceptual speed and psychomotor
ability are the primary predictors of procedural knowledge and
skill; and personality is the primary predictor of elements of
motivation. Schmitt et al. also differentiate between compo-
nents of job performance, separating task and contextual
performance (Borman & Motowidlo, 1997), but also intro-
ducing the construct of adaptive performance (Pulakos,
Arad, Donovan, & Plamondon, 2000) to the mix. These
distinctions are likely to be quite important for providing dif-
ferential predictions for the individual-differences/mediator-
variables/job-performance relations. Finally, the authors
provide a concise, focused review of our predictor domains,
including physical abilities, job experience, personality, bio-
data, and the interview.

Fritz Drasgow (this volume) provides an illuminating re-
view of research on human abilities—especially in relation to
job performance. He first discusses the major approaches to
studying intelligence: factor-analytic research, information-
processing approaches, and neuropsychological research. The
author then draws on his own work with situational judgment
tests (SJTs, tests that present difficult real-world situations
and ask test takers to select the most effective response in a
multiple-choice form) to suggest that constructs such as social
intelligence or tacit knowledge as measured by SJTs might be
employed to provide incremental validity beyond general
cognitive ability in predicting job performance. These con-
structs and related personality variables appear to predict the
contextual performance (e.g., supporting and helping other
individuals in the organization or the organization itself, vol-
unteering for assignments and putting forth extra effort) com-
ponent of job performance—a component shown to be
important beyond task performance for contributing to over-
all performance (e.g., Motowidlo & Van Scotter, 1994).
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Hough and Furnham (this volume) review the burgeoning
literature on personality and the prediction of job perfor-
mance. These authors make a good case for increasing the sci-
entific understanding of personality-performance links by
evaluating relations between relatively specific performance
constructs and individual components of job performance.
They also discuss alternative methods for measuring personal-
ity, including the use of biodata, others’ reports or descriptions,
computerized assessment, and genetic testing. Their position
on the slanting of responses or faking in a personnel selection
context is that response distortion is not likely to affect valid-
ity substantially, although there is considerable disagreement
on this topic (e.g., Rosse, Stecher, Miller, & Levin, 1998).

The approach to training offered by Kraiger (this volume)
reflects the major ways in which this area has been treated in
both theory and practice. Thus, training does involve both in-
struction and learning. However, it also is embedded in at-
tempts to change the organization. In addition to detailing
these distinctions, the chapter goes on to highlight key issues
in measurement that must be resolved if we are going to
make great strides in this area. 

In their excellent chapter on utility, Boudreau and
Ramstad (this volume) go well beyond a review of cost-ben-
efit analysis and thinking. These authors argue that industrial
and organizational psychology must become more strategic
to influence human resource decisions before such decisions
are made rather than justify interventions after the fact. They
observe that there often exist in organizations key jobs that
can create uniqueness and competitive advantage; and that
these jobs are not necessarily the highest paid (e.g., trash
sweepers at Disney World and repair technicians at Xerox).
An implication of this chapter is that utility analysis should
broaden from a rather esoteric technical topic to include an
examination of all links between investments in industrial
and organizational and in human resources (HR) programs
and individual and organizational effectiveness.

Extensive literatures on work motivation and job satisfac-
tion are reviewed and organized in models that provide ex-
cellent frameworks for identifying major themes and
pointing out gaps in our current knowledge. A chapter is de-
voted to each topic. Terence R. Mitchell and Denise Daniels
(this volume) identify eight theoretical motivational posi-
tions (expectancy theory, self-efficacy, goal setting, moods
and affect, need theories, dispositions, reinforcement theory,
and justice). For each position, they review the progress to
date and suggest new directions. All these positions are intro-
duced within an overarching model that provides an excellent
means for seeing the relationships among them. Hulin and
Judge (this volume), in their treatment of job satisfaction,
also provide models that depict the nature of various posi-

tions on job satisfaction. They use these models to show what
has been found in the past, to discuss what we now know, and
to discuss some of the controversies that have been raised re-
garding the nature of job satisfaction and its covariation with
important behaviors at work. 

Avolio, Sosik, Jung, and Berson (this volume) do an ex-
cellent job of summarizing the many crosscurrents in the field
of organizational leadership. To their credit, they are also able
to provide a synthesis around what they term a full-range the-
ory of leadership. Although it remains to be seen if their ap-
proach will satisfy all of our needs, it does offer a very useful
way to consider leadership as simultaneously an input,
process and output phenomenon—one that has been concep-
tualized as operating at several levels of analysis (e.g., dyad,
team, unit, firm, and even nation-state). It also is interest-
ing to note that the piece reflects the efforts of four genera-
tions of scholars who were able to find some common ground
in producing this chapter in spite of the extensive and com-
plex literature that exists. 

Although the interplay between theory and practice can be
found in several chapters, it is a major theme for Austin and
Bartunek (this volume) on organizational development. The
authors effectively show how theories of organizations and
theories of change combine to affect practice and the likeli-
hood of favorable outcomes. They also go on to show how
important it is to integrate knowledge from the field if we are
going to have truly grounded theories of organizational dy-
namics and planned change. 

A topic that has enjoyed rapid development in the last
decade or so is that of work teams and groups. Perhaps this
phenomenon was due to a high level of funding for basic and
applied research in the United States by the military that has
a great need to know about creating and managing effective
command and control or action teams. It may have also been
a result of a shift toward teams as a design solution for creat-
ing effective and adaptable work organizations. In any event,
we in the field of industrial and organizational psychology
are now able to understand more than ever before just how
and why work teams and groups function and can be made
more effective. It is also fortunate that we have such a good
summary of these developments in the chapter by Kozlowski
and Bell (this volume). This chapter offers a unique multi-
level perspective on how individuals, dyads, and teams func-
tion as nested systems. A signature feature of this chapter is
the authors’ treatment of applied problematics (like staffing
and training of teams) within a conceptual framework that
has been extensively informed by research. 

Ryan and Ployhart (this volume), in their chapter about cus-
tomer service behavior (CSB), use an innovative contingency
approach to understanding, predicting, and influencing CSB.
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Their argument is that the specific customer service situation
will often influence the effectiveness of different types of
CSB. The authors define the CSB situation along a number of
dimensions, including intangibility (e.g., giving a haircut is
low, providing financial advice is high) and standard versus
customized service required. In fact, Ryan and Ployhart pro-
vide tables that present research questions for each of several
industrial and organizational areas (e.g., job performance, se-
lection, climate and attitudes, etc.) under different situational
CSB conditions. Thus, for selection, for example, a research
question is Will cognitive ability and job knowledge be better
predictors of customer service performance in customized ser-
vice situations than in standard service situations? The au-
thors also review research on the selection of customer service
employees; service climate in organizations; mood, emotions,
and CSB; the training and socialization of CSB; and the design
of customer service jobs.

Wayne F. Cascio (this volume) turns attention to a number
of factors that a global economy and its effect on the rapid
pace of change are likely to have on research topics in indus-
trial and organizational psychology as well as on its practice.
Relying heavily on case studies and best practices reported in
the organizational literature, Cascio provides a number of ex-
amples of how corporations have adjusted staffing, training,
and motivational practices to respond to rapid change, glob-
alization, a multicultural workforce, and other factors that
play a major role in work at the beginning of the twenty-first
century.

In the chapters about performance and job analysis, the
authors deal with the measurement and description of jobs
and work. In these cases, the work setting is—for the most
part—taken as a given. In the chapter on work design,
Frederick P. Morgeson and Michael A. Campion (this vol-
ume) return again to the nature of work but do so from the
standpoint of designing work—particularly as it influences
work motivation. They present a number of different per-
spectives on the design of work and examine the impact of
social and structural factors on work. They also pay particu-
lar attention to the distinction between the physical nature of
work and the perceptions of that work from the standpoint of
the person who occupies the work role. Issues of measure-
ment as well as those of the content of work are discussed. 

The issue of work place stress has never been more salient
than it is currently. Because of the terrorist attacks on
September 11, 2001; the anthrax scares; and the widespread
economic recession, more individuals in the United States and
elsewhere are under more work-related stress than they have
been in recent memory. Thus, it is important that we are able
to offer in this volume such a fine chapter by Sonnentag and
Frese (this volume) on stress in organizations. This chapter

reports on many large-scale studies from a variety of nations,
thus ensuring that the conclusions offered are reliable and
generalizable.

Although many of the chapters deal with behaviors that
are anchored in particular organizational processes such as
selection or training, Connelly and Ordóñez (this volume) ex-
amine the process of decision making, a process that deals
with multiple content areas and applies across the board in
almost every organizational setting. They present basic theo-
retical views of how inferences are made and then turn to pre-
dictions of behavioral choices. There is high agreement that
such choices are guided by judgments about preferences held
by the decision maker, yet a number of different theories have
been proposed to explain how these preferences are derived
and how they affect judgments. The authors review work on
these different theories and discuss their impact for under-
standing decision making in organizations. 

Greenhaus (this volume) provides the only chapter that
takes employees’ perspectives on work over the entire life
span of work. He begins by focusing on the meaning of ca-
reer success and then examines the nature of success for
women and for men as they perform multiple roles both on
and off the job. Attention is directed at changes within the
person over time and at organizational interventions, such as
training, career transitions, and providing mentors, to en-
hance the likelihood of career success. He provides an exten-
sive review of a large and diverse literature. 

William Howell (this volume) first provides a highly in-
teresting history of HF/E (human factors and ergonomics).
He also covers a variety of professional issues in HF/E, in-
cluding graduate school training, research and practice
issues, and job settings for HF/E types. In addition, Howell
summarizes the content of the HF/E field, reviewing topics
such as mental workload, situational awareness, and com-
puter-supported cooperative work. Finally, he closes the
chapter with a description of a new movement in HF/E that is
challenging the traditional strongly cognitive perspective.
The ecological approach emphasizes field observations and
understanding systems in vivo; according to Howell, this ap-
proach is likely to help bring HF/E and industrial and organi-
zational psychology closer together.

The issue of levels is made a major theme in the chapter
by Ostroff, Kinicki, and Tamkins (this volume). The authors
rightly point out that culture has been treated at the organiza-
tional level, whereas climate has been viewed as both an
individual- and organizational-level construct. As they argue,
however, it is the individuals as members of a work organiza-
tion that create and define both culture and climate. The au-
thors offer a unique and valuable way to show how the field
indeed must simultaneously treat these constructs at more
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than one level, yet link them through the notion of emergent
properties.

Diversity in the workforce is even more critical than it
was in the past for effective organizational functioning, as
we begin the twenty-first century. It is a condition in which
many industrial and organizational psychologists have been
involved for some time—both in building theories of behav-
ior related to diversity issues and in developing employment
practices that foster diversity. In their chapter on diversity,
Alderfer and Sims (this volume) accept the position that un-
derstanding diversity effects is critical to effective organiza-
tions, but they argue that much of the research that has been
conducted in the past fails to consider the complexities of
understanding diversity—largely because researchers fail to
consider the impact of their own race, ethnicity, gender, and
so on as they relate to the study of diversity. Alderfer and
Sims consider the notion that we all bring our own theories
of diversity to any setting; moreover, when we study behav-
ior in the workplace, those we study are reacting to our race,
ethnicity, gender, etc., in ways that influence what we ob-
serve. Rarely are these factors taken into account. Alderfer
and Sims address such issues in detail as they critique diver-
sity research in the field and suggest ways to approach diver-
sity in the future.

In sum, the chapters of this volume are meant to provide
exposure to the domain of industrial and organizational psy-
chology and to describe the material in a way that is useful for
first-time readers and for those whose own work is more fo-
cused on our own field. It is expected that some will read the
whole volume, whereas others will turn only to particular
chapters that address their concerns. The authors have written
the chapters so that each chapter can stand alone. We trust that
the volume will serve readers across the spectrum of knowl-
edge about industrial and organizational psychology.

REFERENCES

Advisory Panel for the Dictionary of Occupational Titles. (1993).
The new DOT: A database of occupational titles for the twenty-
first century. Washington, DC: U.S. Department of Labor,
Employment and Training Administration. 

Albert, S., Ashforth, B. E., & Dutton, J. E. (2000). Special topic
forum on organizational identity and identification. Academy of
Management Review, 25, 113–121. 

Ashforth, B. E., Saks, A. M., & Lee, R. T. (1998). Socialization
and newcomer adjustment: The role of organizational context.
Human Relations, 51, 897–926.

Bobko, P., & Colella, A. (1994). Employee reactions to performance
standards. Personnel Psychology, 47(1), 1–30.

Borman, W. C., & Brush, D. H. (1993). Toward a taxonomy of
managerial performance requirements. Human Performance, 6,
1–21.

Borman, W. C., & Motowidlo, S. J. (1997). Task performance and
contextual performance: The meaning for personnel selection
research. Human Performance, 10, 99–109.

Borman, W. C., White, L. A., & Dorsey, D. W. (1995). Effects of
ratee task performance and interpersonal factors on supervisor
and peer performance ratings. Journal of Applied Psychology,
80, 168–177.

Borman, W. C., White, L. A., Pulakos, E. D., & Oppler, S. H. (1991).
Models of supervisory job performance ratings. Journal of
Applied Psychology, 76, 863–872.

Boxall, P. (1998). Achieving competitive advantage through human
resource strategy: Toward a theory of industry dynamics. Human
Resoruce Management Review, 8(3), 265–288. 

Brogden, H. E. (1949). When testing pays off. Personnel Psychol-
ogy, 2, 171–183.

Cable, D. M., & Judge, T. A. (1994). Pay preferences and job search
decisions: A person-organization fit perspective. Personnel Psy-
chology, 47, 317–348.

Campbell, J. P. (1999). The definition and measurement of perfor-
mance in the new age. In D. R. Ilgen & E. D. Pulakos (Eds.), The
changing nature of performance (pp. 399–430). San Francisco:
Jossey-Bass.

Campbell, J. P., Dunnette, M. D., Lawler, E. E., & Weick, K. E.
(1970). Managerial behavior, performance, and effectiveness.
New York: McGraw-Hill.

Campbell, J. P., Gasser, M. B., & Oswald, F. L. (1996). The substan-
tive nature of performance variability. In K. R. Murphy (Ed.), In-
dividual differences and behavior in organizations (pp. 258–299).
San Francisco: Jossey-Bass.

Campbell, J. P., & Knapp, D. J. (Eds.). (2001). Exploring the
limits in personnel selection and classification. Mahwah, NJ:
Erlbaum.

Campbell, J. P., McCloy, R. A., Oppler, S. H., & Sager, C. E. (1993).
A theory of performance. In N. Schmitt & W. C. Borman (Eds.),
Personnel selection in organizations (pp. 35–70). San Francisco:
Jossey-Bass.

Campion, M., Gowing, M., Lancaster, A., & Pearlman, K. (1994).
United States Department of Labor Database of Occupational
Titles reinvention project: DOT transition team final report.
Washington, DC: U.S. Office of Personnel Management.

Colquitt, J. A., LePine, J. A., & Noe, R. A. (2000). Toward an inte-
grative theory of training motivation: A meta-analytic path
analysis of 29 years of research. Journal of Applied Psychology,
85, 678–707.

Devanna, M., Fombrum, N., & Tichy, N. (1981). Human resources
management: A strategic perspective. Organizational Dynamics,
10(Winter), 51–67.

Dunnette, M. D. (1976). Handbook of industrial and organizational
psychology (1st ed.). Chicago: Rand McNally.



References 15

Dunnette, M. D., & Hough, L. M. (Eds.). (1990). Handbook of
industrial and organizational psychology (2nd ed., Vol. 1). Palo
Alto, CA: Consulting Psychologists Press. 

Dunnette, M. D., & Hough, L. M. (Eds.). (1991). Handbook of
industrial and organizational psychology (2nd ed., Vol. 2). Palo
Alto, CA: Consulting Psychologists Press. 

Dunnette, M. D., & Hough, L. M. (Eds.). (1992). Handbook of
industrial and organizational psychology (2nd ed., Vol. 3). Palo
Alto, CA: Consulting Psychologists Press. 

Dunnette, M. D., & Hough, L. M. (Eds.). (1994). Handbook of
industrial and organizational psychology (2nd ed., Vol. 4). Palo
Alto, CA: Consulting Psychologists Press.

Edwards, J. R. (1994). The study of congruence in organiza-
tional behavior research: Critique and a proposed alternative.
Organizational Behavior & Human Decision Processes, 58, 51–
100.

Fleishman, E. A., & Mumford, M. D. (1988). The ability rating
scales. In S. Gael (Ed.), Handbook of job analysis for business,
industry, and government (pp. 917–935). New York: Wiley.

Forsythe, D. R. (1999). Group dynamics (3rd ed). Belmont, CA:
Wadsworth.

Gilliland, S. W. (1993). The perceived fairness of selection systems:
An organizational justice perspective. Academy of Management
Review, 18, 694–734.

Goldberg, L. R. (1990). An alternative “Description of personality”:
The Big-Five factor structure. Journal of Personality and Social
Psychology, 59, 1216–1229. 

Gough, H. G. (1957). The California psychological inventory man-
ual. Palo Alto, CA: Consulting Psychologists Press. 

Gratton, L., Hailey, H., Stiles, P., & Truss, C. (Eds.). (1999). Strate-
gic human resource management. New York: Oxford University
Press.

Guion, R. (1976). Recruiting, selection, and job placement. In M. D.
Dunnette (Ed.), Handbook of industrial and organizational
psychology (pp. 777–828). Chicago: Rand McNally.

Gustafson, S. B., & Mumford, M. D. (1995). Personal style and
person-environment fit: A pattern approach. Journal of Voca-
tional Behavior, 46, 163–188.

Hage, J. (1995). Post industrial lives: New demands, new prescrip-
tions. In A. Howard (Ed.), The changing nature of work (pp. 485–
512). San Francisco: Jossey-Bass.

Hall, D. T., & Mirvis, P. H. (1995). Careers as lifelong learning. In
A. Howard (Ed.), The changing nature of work (pp. 323–361).
San Francisco: Jossey-Bass. 

Hanisch, K. A., Hulin, C. L., & Seitz, S. T. (1996). Mathematical/
computational modeling of organizational withdrawal processes:
Benefits, methods, and results. In G. Ferris (Ed.), Research in
personnel and human resources management (Vol. 14, pp. 91–
142). Greenwich, CT: JAI Press.

Hemphill, J. K. (1960). Dimensions of executive positions. Columbus:
Ohio State University, Bureau of Business Research.

Hofmann, D. A., & Stetzer, A. (1996). A cross level investigation of
factors influencing unsafe behaviors and accidents. Personnel
Psychology, 49, 307–340.

Hom, P. W., Caranikas-Walker, F., Prussia, G. E., & Griffeth, R. W.
(1992) A meta-analytical structural equations analysis of a model
of employee turnover. Journal of Applied Psychology, 77, 890–
909.

Hulin, C. L., & Ilgen, D. R. (2000). Introduction to computational
modeling: The good that modeling does. In D. R. Ilgen & C. L.
Hulin (Eds.), Computational modeling of behavior in organiza-
tions (pp. 3–18). Washington, DC: American Psychological
Association Press. 

Hunter, J. E. (1983). A causal analysis of cognitive ability, job
knowledge, job performance and supervisor ratings. In F. Landy,
S. Zedeck, & J. Cleveland (Eds.), Performance measurement
and theory (pp. 257–266). Hillsdale, NJ: Erlbaum. 

Ilgen, D. R., & Hulin, C. L. (Eds.). (2000). Computational modeling
of behavior in organizations. Washington, DC: American Psy-
chological Association Press. 

Katz, D., & Kahn, R. L. (1978). The social psychology of organizing
(2nd ed.). New York: Wiley.

Katzell, R. A., & Austin, J. T. (1992). From then to now: The devel-
opment of industrial and organiztional psychology in the U.S.A.
Journal of Applied Psychology, 77, 803–835.

Klimoski, R., & Zukin, L. (1999). Selection and staffing for team
effectiveness. In E. Sundstrom (Ed.), Supporting work team
effectiveness (pp. 63–94). San Francisco: Jossey-Bass. 

Kramer, R. M., & Tyler, T. R. (1996). Trust in organizations.
Thousand Oaks, CA: Sage

Kravitz, D., & Klineberg, S. (2000). Reactions to two versions of
Affirmative Action among whites, blacks, and hispanics. Journal
of Applied Psychology, 85, 597–611.

Kristof, A. L. (1996). Person-organization fit: An integrative review
of its conceptualizations, measurement, and implications. Per-
sonnel Psychology, 49, 1–50.

Lengnick-Hall, C. A., & Lengnick-Hall, M. (1988). Strategic human
resource management: A review of the literature and a proposed
typology. Academy of Management Review, 13(3), 454–470.

Lepak, D. P., & Snell, S. A. (1998). Virtual HR: Strategic human
resource management in the 21st century. Human Resource
Management Review, 8(3), 215–234. 

Liden, R., Wayne, S., & Stilwell, D. (1993). A longitudinal study on
the early development of leader-member exchanges. Journal of
Applied Psychology, 78(4), 662–674.

London, M. (Ed.). (1995). Employees, careers and job creation. San
Francisco: Jossey-Bass.

Louis, M. R. (1980). Surprise and sensemaking: What newcom-
ers experience in entering unfamiliar organizational settings.
Administrative Science Quarterly, 25, 226–251. 

McCloy, R. A., Campbell, J. P., & Cudeck R. (1994). A confirmatory
test of a model of performance determinants. Journal of Applied
Psychology, 79, 493–505.



16 Stability and Change in Industrial and Organizational Psychology

McCormick, E. J., Jeanneret, P. R., & Mecham, R. C. (1969). The
development and background of the Position Analysis Question-
naire (PAQ) (Tech. Rep. No. 5). West Lafayette, IN: Purdue
University, Occupational Research Center. 

McGrath, J. (1984). Groups: Interaction and performance.
Englewood Cliffs, NJ: Prentice Hall. 

Mitchell, J. L. (1978). Structured job analysis of professional and
managerial positions. Unpublished doctoral dissertation, Purdue
University, West Lafayette, IN. 

Mobley, W. H., Griffeth, R. W., Hand, H. H., & Meglino, B. M.
(1979). Review and conceptual analysis of the employee
turnover process. Psychological Bulletin, 86, 493–522.

Morrison, E. W. (1993). Longitudinal study of the effects of infor-
mation seeking on newcomer socialization. Journal of Applied
Psychology, 35, 1036–1056. 

Morrison, E. W., & Robinson, S. L. (1997). When employees feel
betrayed: A model of how psychological contract violation
develops. Academy of Management Journal, 22, 226–256. 

Motowidlo, S. J., & Van Scotter, J. R. (1994). Evidence that task
performance should be distinguished from contextual perfor-
mance. Journal of Applied Psychology, 79, 475–480.

Murphy, K. R., & DeShon, R. (2000). Inter-rater correlations do not
estimate the reliability of job performance ratings. Personnel
Psychology, 53, 873–900.

Ostroff, C., & Kozlowski, S. W. J. (1992). Organizational socializa-
tion as a learning process: The role of information acquisition.
Personnel Psychology, 45(4), 849–874. 

Peterson, N. G. (1992). Methodology for identifying SCANS compe-
tencies and foundation skills. Washington, DC: American Insti-
tutes for Research. 

Peterson, N. G., Mumford, M. D., Borman, W. C., Jeanneret, P. R., &
Fleishman, E. A. (Eds.). (1999). The occupation information
network (O*NET). Washington, DC: American Psychological
Association.

Peterson, N. G., Mumford, M. D., Borman, W. C., Jeanneret, P. R.,
Fleishman, E. A., Levin, K. Y., Campion, M. A., Mayfield,
M. S., Morgeson, F. P., Pearlman, K., Gowing, M. K., Lancaster,
A. R., Silver, M. B., & Dye, D. M. (2001). Understanding work
using the Occupational Information Network (O*NET): Impli-
cations for practice and research. Personnel Psychology, 54,
451–492.

Ployhart, R. E., & Ryan, A. M. (1998). Applicants reactions to the
fairness of selection procedures: The effects of positive rule vio-
lations and time of measurement. Journal of Applied Psychol-
ogy, 83, 3–16.

Pulakos, E. D., Arad, S., Donovan, M., & Plamondon, K. (2000).
Adaptability in the workplace: Development of a taxonomy
of adaptive performance. Journal of Applied Psychology, 85,
612–624.

Pulakos, E. D., Borman, W. C., & Hough, L. M. (1988). Test valida-
tion for scientific understanding: Two demonstrations of an

approach to studying predictor-criterion linkages. Personnel
Psychology, 41, 703–716.

Raymark, P. H., Schmit, M. J., & Guion, R. M. (1997). Identifying
potentially useful personality constructs for employee selection.
Personnel Psychology, 50, 723–736.

Robinson, S. L. (1996). Trust and breach of the psychological con-
tract. Administrative Science Quarterly, 41, 574–599.

Rogers, E. W., & Wright, P. M. (1998). Measuring organizational
performance in strategic human resource management research:
Problems, prospects, and performance information markets.
Human Resource Management Review, 8(3), 311–331.

Rosse, J. G., Stecher, M. E., Miller, J. L., & Levin, R. A. (1998). The
impact of response distortion on preemployment personality
testing and hiring decisions. Journal of Applied Psychology,
83(4), 634–644.

Rousseau, D. (1995). Promises in action: Psychological contracts
in organizations. Newbury Park, CA: Sage.

Rynes, S. L. (1991). Recruitment, job choice, and post-hire conse-
quences: A call for new research directions. In M. D. Dunnette &
L. M. Hough (Eds.), Handbook of industrial and organizational
psychology (2nd ed., Vol. 2, pp. 399–444). Palo Alto, CA: Con-
sulting Psychologists Press.

Rynes, S. L., Bretz, R. D., & Gerhart, B. (1991). The importance of
recruitment in job choice: A different way of looking. Personnel
Psychology, 44, 487–521.

Schmidt, F. L. (1992). What do data really mean? Research find-
ings, meta-analysis, and cumulative knowledge in psychology.
American Psychologist, 47, 1173–1181. 

Schmidt, F. L. (1996). Statistical significance testing and cumulative
knowledge in psychology: Implications for training researchers.
Psychological Methods, 1, 115–129.

Schmidt, F. L., & Hunter, J. E. (1998). The validity and utility of se-
lection methods in personnel psychology: Practical and theoreti-
cal implications of 85 years of research findings. Psychological
Bulletin, 134(2), 262–274. 

Schmidt, F. L., Hunter, J. G., & Outerbridge, A. N. (1986). Impact of
job experience and ability on job knowledge, work sample per-
formance, and supervisory ratings of job performance. Journal
of Applied Psychology, 71, 431–439. 

Schmitt, N., & Klimoski, R. (1991). Research methods in human
resources management. Cincinnati, OH: South-Western. 

Schneider, B. (1987). The people make the place. Personnel Psy-
chology, 40, 437–453. 

Schneider, B., Goldstein, H. W., & Smith, D. B. (1995). The attrac-
tion, selection and attrition framework: An update. Personnel
Psychology, 48, 747–773.

Shaw, J. D., Delery, J. E., Jenkins, G. D., & Gupta, N. (1999). An
organizational level analysis of voluntary and involuntary
turnover. Academy of Management Journal, 41(5), 511–525.

Taylor, S., Beechler, S., & Napier, N. (1996). Toward an integrative
model of strategic international human resource management.
Academy of Management Review, 21(4), 959–985.



References 17

Wanberg, C. R., Bunce, L. W., & Gavin, M. B. (1999). Perceived
fairness in layoffs among individuals who have been laid off: A
longitudinal study. Personnel Psychology, 52(4), 59–84. 

Wilk, S. L., Desmarais, L. B., & Sackett, P. R. (1995). Gravitation
to jobs commensurate with ability: Longitudinal and cross-
sectional tests. Journal of Applied Psychology, 80, 79–85.

Wright, P. M. (1998). Introduction: Strategic human resource man-
agement research in the 21st century. Human Resource Manage-
ment Review, 8(3), 187–191.

Wright, P. M., & McMahan, C. C. (1992). Theoretical perspectives
for strategic human resource management. Journal of Manage-
ment, 18, 295–320.

Zaccaro, S., & Klimoski, R. J. (Eds.). (2001). The nature of organi-
zational leadership. San Francisco: Jossey-Bass.

Zedeck, S. (1992). Work, families, and organizations. San Francisco:
Jossey-Bass.





PA RT O N E

PERSONNEL PSYCHOLOGY





CHAPTER 2

Job and Work Analysis

PAUL R. SACKETT AND ROXANNE M. LACZO

21

OVERVIEW: JOB ANALYSIS REQUIRES
MANY CHOICES 22
Activity Versus Attribute 22
General Versus Specific 22
Qualitative Versus Quantitative 22
Taxonomy-Based Versus Blank Slate 22
Observer-Based Versus Informant-Based 22
KSA Versus KSAO 23
Single Job Versus Job Comparison 23
Descriptive Versus Prescriptive 23

JOB ANALYSIS METHODS MUST ALIGN WITH PURPOSE:
ONE SIZE DOES NOT FIT ALL 23

FROM THE DICTIONARY OF OCCUPATIONAL TITLES
TO THE O*NET 25

JOB ANALYSIS FOR IDENTIFYING PERSONALITY
DIMENSIONS RELEVANT TO
JOB PERFORMANCE 27

COMPETENCY MODELING 28
COGNITIVE TASK ANALYSIS 31
STRATEGIC JOB ANALYSIS 33
ACCURACY IN JOB ANALYSIS 34
CONCLUSION 35
REFERENCES 35

Job analysis is a broad term commonly used to describe a
wide variety of systematic procedures for examining, docu-
menting, and drawing inferences about work activities,
worker attributes, and work context. In light of recent work-
place changes that de-emphasize traditional conceptions of
rigidly defined jobs, the broader term work analysis is some-
times advocated (Sanchez & Levine, 1999). We see the tools
and techniques developed under the job analysis label as
applicable to changing work structures, and the use of the
term job analysis is not meant to convey a narrow focus on
rigidly prescribed jobs. 

There has been criticism in recent years of job analysis as
an outdated concept; our sense is that that criticism is based
on one narrow purpose of job analysis—namely, the formal-
ization of job duties through a written job description, result-
ing in a rigid prescription of job duties. Job analysis is
generally viewed within Industrial and Organizational (I/O)
psychology as a foundational activity carried out to support
some organizational activity requiring job information (e.g.,
developing a selection system, designing a training program).
That jobs are becoming more flexible and less prescribed
does not negate or even reduce the need for the work of I/O
psychologists in these domains, and we see no reduction in
the need for or importance of job analysis in the work of I/O
psychologists.

In this chapter we open with a conceptual overview of the
range of choices facing the individual conducting a job analy-
sis. We do not attempt to detail the extensive array of available
job analytic techniques; Gael’s (1988) two-volume handbook
remains the most detailed available source of information;
Harvey (1991) and Sanchez and Levine (2001) are other
handbook chapters on the topic. We then discuss a set of top-
ics that reflect important changes and challenges to job analy-
sis that have emerged over the last decade. This discussion is
of necessity selective; we cannot review all job analysis re-
search in the space available here. The first topic is the devel-
opment of the Occupational Information Network (O*NET;
Peterson, Mumford, Borman, Jeanneret, & Fleishman, 1999),
a comprehensive job analysis system designed to replace the
Dictionary of Occupational Titles (DOT; U.S. Department of
Labor, 1991). It represents a major effort to develop a com-
prehensive and flexible set of job descriptors. Second, we
discuss the growing trend toward the incorporation of person-
ality variables in job analysis, paralleling the growth of inter-
est in personality within the field of I/O psychology overall.
Third, we examine the growth of competency modeling,
which is often presented as an alternative to or replacement
for job analysis. Fourth, we review developments in the field
of cognitive task analysis, which involves efforts to under-
stand unobservable cognitive processes. Fifth, we examine
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the growth of strategic job analysis, which focuses on analy-
sis for changing job situations and projections about work in
the future. Sixth (and finally), we discuss recent develop-
ments focusing on the topic of sources of inaccuracy in job
analysis.

OVERVIEW: JOB ANALYSIS REQUIRES
MANY CHOICES

When one encounters job analysis for the first time, one often
confronts a seemingly bewildering array of methods and
techniques. They vary on a number of dimensions that we
briefly outline here to set the stage for a discussion of why
and how choices are made among these techniques.

Activity Versus Attribute

Perhaps the most fundamental distinction in job analysis is
that between a focus on the activities performed by the
worker and a focus on the attributes contributing to success-
ful performance of these activities. A focus on activities is
sometimes labeled work-oriented and involves an examina-
tion of the tasks or behaviors performed on the job. A focus
on attributes is sometimes labeled worker-oriented and in-
volves an examination into characteristics (e.g., knowledges,
skills, abilities) that contribute to successful job performance.
Some techniques focus solely on activities (e.g., task inven-
tory approaches), whereas others focus solely on attributes
(e.g., Fleishman’s Ability Requirements Scale; Fleishman,
Quaintance, & Broedling, 1984). Other approaches incorpo-
rate separate analyses of both activities and attributes, fol-
lowed by some process for linking activities and attributes
(i.e., determining which attributes contribute to the perfor-
mance of which activities). Thus, the choice can be made to
focus solely on activities, to focus solely on attributes, or to
incorporate both in the analysis. 

General Versus Specific

In either activity- or attribute-oriented job analysis, decisions
have to be made as to level of detail and specificity needed.
For example, job activities of a child welfare caseworker can
be described in highly specific terms (e.g., interviews child to
determine whether the child is being physically or sexually
abused), in moderate specific terms (e.g., conducts inter-
views), or in very general terms (e.g., gathers information
verbally). All three of these activities do indeed describe the
job: It is not that one is more correct than another is. The
degree of detail needed may vary from one application to

another, and thus a critical decision to be made in any job
analysis application is the determination of the position on
the specificity-generality continuum that is most appropriate. 

Qualitative Versus Quantitative

A job can be described qualitatively, as in the case of a narra-
tive description of job duties, or quantitatively, as in methods
that involve numeric evaluations on a fixed set of scales.
For example, one standardized job analysis questionnaire,
the Position Analysis Questionnaire (PAQ; McCormick &
Jeanneret, 1988), involves rating the degree to which 187
statements are descriptive of the job in question. Thus, the
same job can be described qualitatively via a narrative or a list-
ing of job activities, attributes, or both, or it can be described
quantitatively as a profile of rating on the 187 PAQ items (or a
smaller set of dimensions derived from these 187 items).

Taxonomy-Based Versus Blank Slate

Quantitative approaches to job analysis, as introduced in the
previous section, can make use of preestablished taxonomies
of job characteristics; alternatively, they may be developed
without the use of such taxonomies. As noted previously, the
PAQ is one example of a taxonomy-based approach, working
at the level of relatively general work activities applicable
across a broad range of jobs. An example at the level of job
attributes is the Fleishman Ability Requirements Scales; with
these scales, jobs can be rated regarding how much each of 52
abilities is needed for job performance. In contrast are ap-
proaches that use observers or informants (e.g., incumbents
or supervisors) to generate lists of job activities or attributes;
after they are developed, such lists may be rated on time
spent, criticality, or other dimensions as a means of narrow-
ing the list to the most critical activities or attributes. Because
these blank slate approaches develop activity-attribute lists
for specific jobs or job families, they have the potential for a
higher degree of detail and specificity than do taxonomy-
based approaches.

Observer-Based Versus Informant-Based

Information about work activities and attributes is sometimes
obtained via direct observations of the work by a trained job
analyst, who then distills these observations into qualitative
descriptions or quantitative evaluations of work activities
or attributes. In other circumstances, information comes di-
rectly from informants—most commonly job incumbents or
their direct supervisors—who may be asked to list job activi-
ties and attributes or to evaluate activities and attributes on a
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variety of scales (e.g., the frequency with which an activity is
performed or the criticality of an attribute to effective job
performance). The use of multiple informants (at times hun-
dreds or thousands of incumbents) permits the examination
of consistency in responding and the identification of clusters
of respondents with differing patterns of work activities. 

KSA Versus KSAO

There is a long tradition of focusing on knowledges, skills,
and abilities (KSAs) in conducting attribute-oriented job
analysis. This perspective is seen by some as limiting in that
it does not include other personal characteristics linked to job
performance or valued by the organization, such as personal-
ity traits, attitudes, and values. Adding other personal char-
acteristics to the KSA acronym allows a broader range of
attributes to be included in the picture of the job that emerges
from the analysis. Broadening job analysis to incorporate the
full range of these other characteristics is one hallmark of
techniques labeled competency modeling, which have gained
in popularity recently and are viewed by some as supplanting
traditional job analysis; we treat competency modeling in
detail later in this chapter.

Single Job Versus Job Comparison

In some applications, the focus is on a single job, as in the case
of an assignment to develop a selection system for an entry-
level firefighter. In other cases, the focus is on documenting
similarities and differences between jobs or positions. Exam-
ples include comparing jobs within an organization to deter-
mine whether multiple jobs can be treated as the same for some
given purpose (e.g., can the same selection system be used for
multiple job titles?), documenting job similarity across firms
for purposes of transporting some HR system (e.g., can a se-
lection system developed in one firm be used in another?), and
examining commonalities and interrelationships among jobs
in a firm for internal staffing purposes (e.g., promotions, career
ladders).

Descriptive Versus Prescriptive

There is a long tradition of viewing job analysis as a set of
methods for describing a job as currently constituted. Also
worthy of recognition, however, are a variety of situations in
which the goal is to be prescriptive rather than descriptive.
Examples include scenarios in which the work of one or more
expert performers is studied with the goal of prescribing pro-
cedures to be followed by others or prescriptions about activ-
ities or attributes for an about-to-be-created job that does not

currently exist. Strategic job analysis (discussed later in this
chapter) is also an example of a job analysis technique used
for the purpose of forecasting future job requirements.

JOB ANALYSIS METHODS MUST ALIGN WITH
PURPOSE: ONE SIZE DOES NOT FIT ALL

Any given job analysis application can be classified in terms
of the previously outlined categories. Note that these choices
are not orthogonal. In some cases, a decision about one vari-
able constrains choices on others. The KSA versus KSAO dis-
tinction, for example, comes into play only if one has chosen
to conduct an attribute-oriented job analysis rather than solely
an activity-oriented analysis. As another example, the qualita-
tive versus quantitative distinction may be a choice when
one’s objective is the analysis of a single job; when compar-
ing multiple jobs, however, a quantitative approach is a vir-
tual necessity. If, for instance, each of 50 jobs is described in
terms of a profile of ratings of attribute requirements using a
common set of attribute requirement scales, the comparison
of various jobs is manageable, which it would not be if 50 sep-
arate qualitative analyses had been conducted.

One set of key points we wish to emphasize early in this
chapter is that job analysis is not a mechanical, off-the-shelf,
routine activity. Neither is it a one-size-fits-all activity, in
which a single type of job analysis data, after data are ob-
tained, can be used to support virtually any human resource
activity. Clearly inappropriate is the position that one can
identify a preferred job analysis method and apply it to any sit-
uation. We believe that these points are not well appreciated,
and we develop in the following discussion a series of exam-
ples to illustrate the complexities of job analysis and the need
for careful professional judgment in the choice of a job analy-
sis method for a particular application.

The first example, dealing with the theme of generality
versus specificity in the choice of the job descriptor, involves
a job analysis of the job psychologist as described by Sackett
(1991). A dispute had arisen as to whether different specialties
within psychology—clinical, counseling, I/O, and school—
were similar enough that a common licensing exam was ap-
propriate for these four specialties. The Educational Testing
Service (ETS) was commissioned to conduct a comparative
job analysis of these four areas (Rosenfeld, Shimberg, &
Thornton, 1983). An inventory of 59 responsibilities and 111
techniques and knowledge areas was designed and mailed to
a carefully selected sample of licensed psychologists. The
study found a common core of responsibilities among all four
specialties and chided various practice areas for emphasizing
the uniqueness of their own group.
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We assert that a survey instrument could have been de-
signed that would have produced different results. The more
general the data collected, the more likely it is that jobs will
appear similar; conversely, the more specific the inventory
items, the greater the apparent differences among jobs. The
art of job analysis lies in determining a level of specificity that
meets the purposes of the particular job analysis application.
Consider some of the statements comprising the ETS
inventory. Responsibility 1 is Conduct interviews with client-
patient, family members, or others to gain an understanding
of an individual’s perceived problem. This item is endorsed by
a high proportion of respondents from all specialties, yet it
can mean dramatically different things—from interviewing
a corporate executive to gain insight into an organization’s
incentive pay plan to interviewing a 7-year-old suspected
victim of child abuse. More examples include Observe the be-
havior of individuals who are the focus of concern and For-
mulate a working hypothesis or diagnosis regarding problems
or dysfunctions to be addressed. Again, these items can refer
to dramatically different activities. More to the point, given
that the purpose of the job analysis was to support the creation
of one or more licensing exams, these areas can require dif-
ferent skills, abilities, training, and experience. By being
more specific and rephrasing Responsibility 1 as multiple
tasks (interview business clients, interview adult patients, in-
terview children), the chances of concluding that the jobs are
different increase. By getting even more general (gather in-
formation verbally), the chances of concluding that the jobs
are similar increase. Each of these levels of specificity present
information that is true. However, the question of which level
of specificity is appropriate depends on the purpose for which
the information is being collected.

A second example, also from Sackett (1991), illustrates
that one may reach different conclusions if different cate-
gories of job descriptors are chosen (e.g., focusing on job
activities vs. focusing on abilities required for job perfor-
mance). In a multiorganization study of bank teller and cus-
tomer service jobs (Richardson, Bellows, Henry, & Co.,
1983), a 66-item activity questionnaire (e.g., cashes savings
bonds, verifies signatures, types entries onto standardized
forms) and a 32-item ability requirement questionnaire (e.g.,
ability to sort and classify forms, ability to compute using dec-
imals, ability to pay attention to detail) were administered.Al-
though the vast majority of incumbents held the title paying
and receiving teller, 20 other job titles were found (e.g., new
accounts representative, customer service representative,
drive-in teller, safe deposit custodian). The issue was whether
these 20 jobs were sufficiently similar to the job of paying and
receiving teller that a selection test battery developed for the
paying and receiving tellers could also be used for the other

jobs. A correlation between each job and the paying and re-
ceiving teller was computed, first based on the activity ratings
and then based on the ability ratings. In a number of cases, dra-
matically different findings emerged. The new accounts repre-
sentative, customer service representative, and safe deposit
custodian correlated .21, .14, and .09, respectively, with the
paying and receiving teller when the jobs were compared
based on similarity of rated activities. These same three jobs
correlated .90, .92, and .88 with the paying and receiving teller
when comparing the jobs based on similarity of rated ability
requirements. Thus, the use of different job descriptors leads
to different conclusions about job similarity. Conceptually,
one could argue that for purposes of developing an ability test
battery, the ability requirements data seem better suited. If
data on these same jobs were being collected to determine
whether a common training program for new hires was feasi-
ble, one might argue that the activity data seem better suited.
The question Which jobs are sufficiently similar that they can
be treated the same? cannot be answered without information
as to the purpose for which the jobs are being compared.

As a third example, consider one additional aspect of the
choice of the job descriptor—namely, the nature of the data to
be collected about the descriptor chosen. It is common to ask
job experts to rate the importance of each job component.
However, importance can be conceptualized in a number of
ways, three of which are discussed here. Using abilities as an
example, one approach to importance is in terms of time:
What proportion of total time on the job is spent using the
ability in question? A second approach examines contribution
to variance in job performance: To what extent does the abil-
ity in question contribute to differentiating the more success-
ful employees from the less successful ones? A third approach
is in terms of level: What degree of a given ability is needed
for successful job performance? Conceptually, it is clear that
these three can be completely independent. The abilities that
are used most frequently may be possessed by virtually all in-
cumbents and thus not contribute to variance in job perfor-
mance. A given ability may contribute equally to variance in
job performance in two jobs, yet the level of ability needed
may differ dramatically across the jobs. Thus, even if it were
agreed that abilities required is the appropriate job descriptor
for a particular application, operationalizing ability as impor-
tance, frequency of use, contribution to variance in perfor-
mance, or level required can lead to different conclusions.

The use of one operationalization of importance when an-
other seems better suited is found in Arvey and Begalla’s
(1975) examination of the job of homemaker. They compared
the PAQ profile for the position of homemaker with each of
the large number of profiles in the PAQ database. These com-
parisons were made to determine which jobs were amenable
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to entry by homemakers. Jobs most similar in PAQ profiles
were patrolman, home economist, airport maintenance chief,
and kitchen helper; a number of supervisory positions fol-
lowed closely (electrician foreman, gas plant maintenance
foreman, fire captain) in the list of the 20 most similar posi-
tions. Arvey and Begalla note that a major theme running
through many of the occupations listed was a troubleshooting
emergency-handling orientation.

Based on this list of most similar occupations, it is not
clear that the goal of identifying jobs amenable to entry by
homemakers was met. Arvey and Begalla note this potential
problem and interpret their findings with appropriate caution.
The rating scales used in the PAQ typically reflect time spent.
We would hypothesize that different patterns of similarity
would be found if level required rather than time spent were
used to rate items. Conceptually, level required seems better
suited to the tasks of identifying jobs amenable to entry by
homemakers. Jobs very similar in the amount of time spent
on the PAQ dimension processing information may be very
different in the level of information processing involved. 

In sum, careful alignment of the needs of a specific job
analysis application with the various choices made in con-
ducting job analysis is at the heart of successful job analysis.
We turn now to a discussion of a variety of recent develop-
ments in job analysis.

FROM THE DICTIONARY OF OCCUPATIONAL
TITLES TO THE O*NET

For decades the DOT was the most comprehensive source of
occupational information available, containing information
on over 12,000 jobs. However, as Dunnette (1999) noted, a
number of features limited its usefulness, including (a) a
focus on occupation-specific narrative information, thus lim-
iting the opportunities for cross-job comparison; (b) a focus
on tasks rather than on worker attributes; and (c) difficulties
in keeping the information current due to the time and ex-
pense involved in updating job information. In the early
1990s an advisory panel was constituted to review the DOT.

In 1993 the Advisory Panel for the Dictionary of Occupa-
tional Titles (APDOT) released its final report, offering a de-
tailed blueprint for a replacement for the existing DOT
(APDOT, 1993). They offered a number of recommenda-
tions, including (but not limited to) recommendations that the
DOT should cover all occupations in the U.S. economy, that
a single occupational classification system should be used,
that structured job analysis questionnaires be the primary
strategy for data collection, and that a flexible, automated,
readily accessible database be created.

Two additional recommendations will be singled out here
as of exceptional importance. The first is that the information
to be obtained about each occupation should be based on what
APDOT called its Content Model. The content model calls for
collecting broad information about each occupation, falling
into four categories: (a) worker attributes, including aptitudes,
occupation-specific knowledge and skill, and personal quali-
ties; (b) work context, including information about the organi-
zational context (such as organizational culture) and the work
context (such as physical working conditions); (c) labor mar-
ket context, including future employment prospects for the
occupation; and (d) work content and outcomes, including
tasks performed, services rendered, and products produced.

Within this Content Model, the worker attributes category is
of particular importance because it reflects APDOT’s recom-
mendations as to the basis for content-oriented occupational
clustering. Of particular interest is a set of five descriptors that
APDOT offered as an approximate hierarchy from generality
to specificity:

1. Aptitudes and abilities, including cognitive, spatial-
perceptual, psychomotor, sensory, and physical abilities.

2. Workplace basic skills, defined as developed abilities
required to some degree in virtually all jobs, including read-
ing, writing, and arithmetic. APDOT acknowledged the
close relationship of these to the aforementioned aptitude-
ability category.

3. Cross-functional skills, defined as developed generic
skills required across broad ranges of jobs. Examples in-
clude information gathering, negotiating, and organizing
and planning.

4. Occupation-specific skills, defined as ability to perform
activities that are relatively job specific, such as reading
blueprints, repairing electrical appliances, and operating a
milling machine.

5. Occupation-specific knowledge, defined as understanding
of facts, principles, processes, and methods specific to a
particular subject area. Examples include knowledge of
patent law, knowledge of financial planning, and knowl-
edge of spreadsheet software.

Pearlman (1993), a member of APDOT, argues persua-
sively for the adoption of the APDOT content model in ad-
dressing questions about skill requirements. He notes that the
term skills is used by different people to refer to virtually
every category within the worker attributes section of the
content model. Pearlman labels the skills literature a verita-
ble Tower of Babel, with the term skills used to refer to every-
thing from basic abilities to workforce basic skills to
cross-functional generic skills to occupation-specific skills.
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In many cases, the term is extended to what the content
model calls personal qualities, such as responsibility, socia-
bility, and honesty. Thus, the adoption of the terminology of
the content model would permit progress to be made by en-
suring that there is a common understanding when talking
about closing the skills gap or setting skill standards.

It is significant that rather than choosing among these
different levels of attribute requirements, APDOT called for
obtaining information about attribute requirements at each
of these levels; this leads to the second APDOT recommenda-
tion’s being singled out as of particular importance—namely,
that the information about occupations be detailed and the
database be sufficiently flexible to permit differentiation and
clustering of occupations based on user needs. Thus, APDOT
recognized the key point that purpose must drive occupational
clustering and that if the DOT is to meet multiple purposes,
then information about attribute requirements must be avail-
able at multiple levels and user-specific clustering must be
available.

Ideally, an occupational database could be developed that
would permit infinite flexibility in occupational clustering. A
user could identify the set of descriptors that meet the purpose
at hand and generate occupational clusters based specifically
on the chosen set of descriptors. A counselor working with an
individual job seeker could choose a set of descriptors that
reflect the skills, experience, education, and interests of the job
seeker and identify the occupations with requirements that
closely match the job seeker. An educational institution pro-
viding training in particular skills could identify occupations

requiring those skills. An employer considering eliminating a
particular job could identify jobs with similar requirements to
determine whether redeployment is a viable alternative to
downsizing. The ongoing development of the O*NET reflects
continuing efforts to bring this ideal to reality.

An extensive program of research that refined the APDOT
Content Model and developed and evaluated an extensive se-
ries of job analysis questionnaires to tap each component of
the model is described in a book summarizing the O*NET
research, edited by Peterson et al. (1999). Figure 2.1 presents
the O*NET Content Model that served as the organizing
blueprint for the program of research.

The O*NET research illustrates many of what we view as
the crucial issues in job analysis highlighted in the opening
section of this chapter. The O*NET researchers developed
nine separate questionnaires to assess abilities, skills, knowl-
edges, training and education requirements, generalized work
activities, work context, organizational context, occupational
values, and work styles. They recognized the central premise
that the purpose of job analysis drives the information
needed; thus, in order to serve multiples purposes a wide
range of types of information was needed. They also recog-
nized the importance of the differing scales on which job
activities and attributes could be rated; thus, they gave careful
attention to the choice of the rating scales used for each ques-
tionnaire. For example, skills were evaluated on three scales:
level needed, importance, and need for the skill at point of job
entry. This approach thus permitted the user to determine
which descriptor best fits the needs of a particular application.

Figure 2.1 O*NET content model. From Peterson et al. (1999), p. 25. Copyright © 1999 by the American Psychological
Association. Reprinted with permission. [

[Image not available in this electronic edition.]
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For each of the nine questionnaires listed previously, data
from multiple incumbents in each of roughly 30 occupations
were obtained. For each questionnaire, interrater agreement
was examined, as was the factor structure of the questionnaire
items. Agreement between incumbents and job analysts was
examined for some of the questionnaires.Across the nine ques-
tionnaires, over 300 pieces of job information were collected;
the separate factor analyses of each questionnaire produced a
total of 38 factors. These 38 were used as to basis for cross-
domain comparison; a second-order factor analysis of these
38 factors produced four factors: management-achievement,
manual-physical, office work, and technical versus interper-
sonal. Thus, an occupation can be characterized at varying
levels of detail: 300 individual ratings, 38 first-order factor
scores, or 4 broad second-order factor scores.

All of this information is contained in a relational database
that is accessible to the general public at http://www.online.
onetcenter.org. The system has considerable flexibility. One
can start with a skill or ability profile and find occupations
matching the profile; alternately, one can start with an occu-
pation and find occupations with similar characteristics.

Several comments about O*NET are in order. First, be-
cause of the overarching interest in comparing occupations,
the O*NET focuses on job information that is applicable
across occupations rather than on occupationally specific in-
formation (e.g., detailed task information). In addition, it uses
an occupational classification system that results in 1,122
occupations, as opposed to the roughly 12,000 occupational
groupings in the DOT; thus, the information is relatively gen-
eral. It is certainly possible that work within a given occupa-
tion varies in important ways in any single organization from
the occupational profile for the occupation contained in the
O*NET, and individual organizations or individuals using
O*NET might for a variety of purposes wish to examine
similarities and differences between O*NET ratings and
firm-specific ratings. Some of the individual items reflect fea-
tures that surely vary across organizations (e.g., the work val-
ues item workers on this job have coworkers who are easy to
get along with).

Second, the O*NET remains a work in progress. As de-
scribed previously, only a small number of occupations have
been thoroughly examined. Although the current O*NET
data base does contain ratings of 1,122 occupations on sev-
eral content domains, only about 30 have been thoroughly
examined. The ratings of the bulk of the occupations were
rated by job analysts based on written job information. We
are concerned that analysts may have relied in part on job
stereotypes in the absence of sufficient job detail, and thus
that the ratings reflect raters’ implicit theories about the struc-
ture of work. These caveats aside, the O*NET does represent

a major achievement in its design of a comprehensive frame-
work for conceptualizing occupational information.

JOB ANALYSIS FOR IDENTIFYING PERSONALITY
DIMENSIONS RELEVANT TO JOB PERFORMANCE

The well-documented revival of interest in personality as a
determinant of job performance within I/O psychology has
also had an impact on job analysis. At least one commentator
(Jackson, 1990) has posited that the failure to incorporate
personality in the scope of job-analytic efforts was an impor-
tant contributor to the long period of dormancy in the use of
personality measures. We discuss here a variety of ways in
which personality variables have recently been incorporated
into job-analytic work.

The first is the use of a job-analytic tool to directly evaluate
the job relevance of each dimension within a multidimensional
instrument. As an example, the well-known Neuroticism,
Extraversion, Openness Personality Inventory (NEO-PI) has
an instrument labeled the NEO Job Profiler (Costa, McCrae, &
Kay, 1995). The NEO-PI has six subdimensions for each of the
Big Five personality dimensions, resulting in a total of 30 sub-
dimensions. The NEO Job Profiler lists and defines each sub-
dimension, and each is rated separately on a dichotomous job
relevance scale; the relevant dimensions are then rated on a
desirability-undesirability continuum. This approach thus rep-
resents direct ratings of the relevance of personality dimen-
sions for the job in question.

The second approach is also linked to a specific personality
instrument but involves rating whether job behaviors that have
been linked to the personality dimensions of interest are part of
the job in question. An example of this approach is the use of a
behavioral rating form linked to the Personnel Decisions Inter-
national Employment Inventory (EI; Paajanen, Hansen, &
McClellan, 1993). The EI measures factors in the domain of
dependability, responsibility, and conscientiousness.An exten-
sive list of work behaviors reflecting manifestations of these
factors was developed, and ratings of the relevance of those be-
haviors for the job in question help determine the applicability
of the EI to the situation at hand. This behavioral rating form is
also used for criterion development purposes: The subset of
behaviors rated by managers as relevant to the target job be-
come the basis for a criterion instrument with which supervi-
sors rate employees on each of the behaviors. Thus, for
criterion-related validation purposes the EI is correlated with
rating on a job-specific set of behaviors initially rated as rele-
vant to the situation. In sum, the first approach involves direct
rating of the relevance of personality dimensions; the second
approach outlined here involves ratings by managers of the
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relevance of job behaviors that have been linked by researchers
to the personality dimensions measured by the EI.

A third example is the work of Raymark, Schmit, and
Guion (1997) on development of the Personality-Related
Position Requirements Form (PPRF), which also involves the
rating of specific job behaviors that are then linked to person-
ality dimensions. The distinction we make here is that this
work is not designed to support a specific personality measure;
rather, it is a general approach to identifying the personality
characteristics relevant to a job. Raymark et al. describe a mul-
tistage research process resulting in a set of 12 personality di-
mensions, hierarchically structured under the Big Five.Alarge
sample of psychologists made ratings linking a large set of
behaviors to these dimensions. The result is a 107-item be-
havioral rating form from which the relevance of each of the
12 personality factors can be inferred. Raymark et al. docu-
ment that this form does reliably differentiate between various
occupations. They acknowledge that the question yet unan-
swered is whether those personality dimensions identified as
relevant are indeed more predictive of job performance than
are the less relevant dimensions. Another example of this
approach—namely, the use of behavior ratings, which are then
linked to personality dimensions—is the O*NET work under
the rubric of work styles (Borman, Kubisiak, & Schneider,
1999).

The examples used here all involve what we termed in the
initial section of this chapter taxonomic as opposed to blank
slate approaches to job analysis. As noted there, blank slate
approaches are job specific and involve using various mech-
anisms to produce lists of important job activities, job attrib-
utes, or both. Many applications such as personnel selection
work involve obtaining both and then using subject matter
expert (SME) judgments to link activities and attributes. It is
common for such a linkage process to also be used to infer
the importance of various job attributes, where attribute im-
portance is a function of the number and importance of the
activities to which attributes are linked. To the extent that a
traditional KSA framework is adopted, such a process will
not include personality characteristics among the relevant job
attributes. If a broader KSAO framework is adopted, care-
fully defined personality characteristics can become part of
the set of job attributes under consideration; much applied
work now does so. We offer as a cautionary note the observa-
tion that it is critical to describe all activities at the same level
of detail and specificity if one wishes to infer relative
attribute importance from linkages to activities. The tradition
of detailed KSA analysis means that it is likely that cogni-
tively loaded work activities are described in considerable
detail. In some settings we see softer, less cognitively loaded
aspects of work described at a higher level of generality. If,

using a simplified example, the activity adds, subtracts, mul-
tiplies, and divides whole numbers is written as four separate
task statements, but the activity responds to inquiries from
coworkers, customers, and media representatives is written
as a single summary statement, a conclusion about the rela-
tive importance of cognitively loaded versus less cognitively
loaded attributes is likely to be drawn that is different from
the one that would be drawn if the same level of detail is used
for both domains. 

In sum, a variety of approaches have emerged that in-
corporate personality factors into job analysis. The relative
merits of direct judgments of personality dimension impor-
tance versus approaches that involve judgments about job
behaviors, from which inferences about relevant personality
dimensions are drawn, remains an interesting issue not
resolved at present.

COMPETENCY MODELING

Easily the most visible change in the analysis of work in the
last decade is the rise of a variety of approaches under the
rubric competency modeling. The origins of the competency
modeling approach to job analysis can be traced back to
an article that first proposed the use of competencies in or-
ganizational settings (McClelland, 1973). Titled “Testing
for Competence, Not Intelligence,” the paper posited that
intelligence was not related to job performance and that a
wide range of characteristics—labeled competencies—could
be identified that differentiated between superior and average
performers. Barrett and Depinet (1991) document the wide
range of errors in McClelland’s paper, including mischarac-
terizing the research linking cognitive ability to job perfor-
mance and failing to acknowledge the wide array of measures
of constructs other than cognitive ability used in employment
settings. Despite its serious shortcomings, the paper was
quite influential; McClelland and a variety of coworkers con-
tinued to develop the notion of competencies (Boyatzis,
1982; Spencer & Spencer, 1993).

More recently, the assertion that task-based approaches are
unable to capture the changing nature of work has strength-
ened the call for competency-based systems in organizations
(Lawler, 1994). Although the practice of competency model-
ing has become widespread—often as a replacement for job
analysis—the field of I/O psychology has certainly not led the
charge (Schippmann et al., 2000). Until the results of a recent
Society for Industrial and Organizational Psychology (SIOP)
task force project comparing competency modeling and job
analysis were published (The Job Analysis and Competency
Modeling Task Force; Schippmann et al., 2000), attempts to
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meaningfully distinguish between the two general methods of
analyzing jobs were few. In addition, despite the current pop-
ularity of competency modeling in organizations, consistent
definitions of the term competency do not exist, and even au-
thorities in the field are unable to arrive at a clear meaning of
the term (Schippmann et al., 2000).

In general, competency modeling refers to the practice of
identifying the characteristics or attributes that are needed for
effective performance on the job—specifically, those character-
istics held by exceptional performers (DuBois, 1999).Although
these characteristics or competencies typically consist of the
well-known KSAs, other authors also include such variables as
motives, traits, or attitudes (e.g., Spencer & Spencer, 1993).
Elsewhere, competencies are defined as the actual behaviors
that distinguish superior performers from poor performers
(Dalton, 1997).Acompetency model ideally consists of a set of
competencies that have been identified as necessary for suc-
cessful performance, with behavioral indicators associated with
high performance on each competency specified to illustrate
successful performance on that competency.

A number of issues are associated with the competency
modeling approach to analyzing jobs. First is the notion that
competency modeling is a replacement for traditional forms
of job analysis. The problem with this line of thought is the
misguided assumption that job analysis methodologies pur-
port to identify only the tasks and activities associated with a
job and fail to assess the personal characteristics and attrib-
utes associated with success on the job (e.g., Spencer &
Spencer, 1993). This assertion is simply incorrect; examples
of worker-oriented job analysis focusing on worker attributes
abound, as has been illustrated throughout this chapter. 

A second problem is the lack of clarification of what the
term competency actually refers to. For example, in a recent
book detailing the practice of competency modeling, Lucia
and Lepsinger (1999) offer examples of the competencies re-
quired for various positions. For a sales consultant, compe-
tencies included communication skills, product knowledge,
computer literacy, sociability, self-confidence, mental agility,
and analytical skills, to name a few. Although some of these
competencies refer to personality characteristics (e.g., socia-
bility), it is difficult to differentiate many from the KSAs
studied in a typical job analysis (e.g., product knowledge,
computer literacy). In addition, competencies reflecting
personality characteristics such as sociability are certainly
included in KSAO approaches to job analysis. Finally, many
competencies that appear throughout the literature and in
competency models are ill-defined concepts with no clear
meaning (e.g., the meaning of a competency such as vision-
ing; Pearlman & Barney, 2000). Pearlman and Barney (2000)
also add that any deficiencies in the meaning of a competency

will translate into deficiencies in selection tools (or other-
wise) that make use of those constructs. Thus, the meaning
and definition of individual competencies require further
clarification before they can be accurately measured and put
into use in organizations.

Finally, until recently there has been a general failure to
meaningfully distinguish between competency modeling and
job analysis. Lucia and Lepsinger (1999) identify two major
goals of competency modeling: the identification of the skills,
knowledge, and characteristics required to do the job and the
identification of behaviors related to success on the job. It is
unclear how these particular goals differ from those of a typi-
cal job analysis. Lucia and Lepsinger also identify a number
of business needs that competency models can address—for
example, clarifying expectations, hiring the best people, and
maximizing productivity. Again, it is difficult to imagine that
these particular needs cannot be addressed via job-analytic
procedures. Lastly, Lucia and Lepsinger outline the benefits
of using competency-based HR systems. For example, they
propose that in selection systems, competency models can
help provide a complete picture of the job requirements; for
succession planning, competency models clarify the skills,
knowledge, and characteristics required for the job. These
benefits parallel the benefits of using job analysis to enhance
HR systems. Thus, despite the increasing reliance on compe-
tency modeling in organizations, it is doubtful that the process
represents something unique from what most people cur-
rently think of as job analysis.

Basing their conclusions on a review of the literature and
interviews with experts in the field, Schippmann et al. (2000)
attempted to clarify the distinction between the two ap-
proaches. Their report identified 17 variables on which com-
petency modeling and job analysis could be compared, and
they rated each variable according to the level of rigor at
which they were practiced. These variables are summarized
in Table 2.1. The first 10 variables represent evaluative, front-
end activities that can be expected to influence the quality of
the inferences to be drawn from the resulting analysis. Job
analysis was seen as demonstrating more rigor on every eval-
uative criterion, with the exception of establishing a link to
business goals and strategies. The final seven variables are
meant to be nonevaluative and focus on the uses of the re-
sulting information and the type of characteristics investi-
gated. In this case, job analysis was generally rated as less
rigorous than was competency modeling, except for the focus
on technical skills and the development of selection and deci-
sion applications.

Although they provide a useful comparison of the two
methodologies, the variables listed in Table 2.1 can be dis-
tilled into a smaller number of dimensions that represent the
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TABLE 2.1 Level of Rigor Comparison: Competency Modeling Versus
Job Analysis

Variable

Evaluative criteria
1. Method of investigation and data collection.b

2. Type of descriptor content collected.b

3. Procedures for developing descriptor content.b

4. Level of detail of descriptor content.b

5. Linking research results to business goals.a

6. Extent of descriptor content review.b

7. Ranking or prioritizing of descriptor content.b

8. Assessment of reliability of results.b

9. Retention criteria for items and categories.b

10. Documentation of research process.b

Nonevaluative criteria
1. Focus on core competencies.a

2. Focus on technical skills.b

3. Organizational fit versus job match.a

4. Focus on values and personality orientation.a

5. Face validity of content.a

6. Training and development applications.a

7. Selection and decision applications.b

Note. Taken from Schippmann et al. (2000).
aRated more rigorous for competency modeling. 
bRated more rigorous for job analysis.

most fundamental differences between competency model-
ing and job analysis. These dimensions are breadth of analy-
sis, unit of analysis, type of characteristic studied, general use
of data, and methodological rigor. Each dimension is dis-
cussed in the following paragraphs.

The first major dimension on which competency modeling
and job analysis differ concerns the completeness of the re-
sulting picture of a job. As mentioned previously, the primary
purpose of competency modeling is to identify those charac-
teristics that differentiate superior from average performers
(Spencer & Spencer, 1993); thus, it focuses on attributes rather
than activities, whereas job analysis may focus on either or
both. More crucially, when job analysis focuses on attributes,
the goal is commonly to present a complete picture of job
requirements.

Second, competency modeling generally focuses on any at-
tribute that is related to performance, and as such it includes the
full range of KSAOs; thus, it is indistinguishable in its domain
coverage from worker-oriented job analysis with a KSAO
focus. Job analysis—depending on the methodology—can be
work-oriented, focusing on the tasks and activities involved in
a job; it can be worker-oriented, focusing on the KSAs neces-
sary to perform the job (and therefore is broader than
competency modeling); or it may incorporate elements of both
approaches.

Third, the unit of analysis for a competency model can
vary from a single job to an entire organization. When the
focus is on a single job or job family, the differences between

competency modeling and traditional job analysis are much
smaller. However, the notion of an organization-wide compe-
tency model is something conceptually very different. Any
set of characteristics relevant across an entire organization is
of necessity quite broad. Specifying a set of attributes valued
across the organization is typically an attempt to specify what
the organization will value and reward. Note the future tense:
The specification of what the organization will value and re-
ward is often part of an attempt at organizational change. The
set of attributes specified in the competency model may not
come from an analysis of the attributes of current employees,
but rather may reflect top managers’ vision as to what will be
valued and rewarded in the future.

For example, one large organization offered an organization-
wide competency model including the following 10 compe-
tencies: business awareness, communication, teamwork,
resilience, influencing others, critical thinking, managing con-
flict and change, results orientation, innovation, and functional
excellence. We do not identify the organization in order to make
a point about the generic nature of such models: We challenge
the reader to make any inferences as to what kind of organiza-
tion this is. Note what a model of this sort does. The intent is
that all subsequent human resource activities be designed with
this model in mind; thus, these characteristics would be incor-
porated in performance appraisal systems and selection sys-
tems. A characteristic such as teamwork can be given greater
emphasis in the evaluation of current employees or in the selec-
tion of future employees than was the case in the past. Note that
what is commonly viewed as doing one’s job is relegated to a
catchall competency—namely, functional excellence; thus, the
organization is emphasizing that a set of features broader than
simply excellence in the performance of prescribed job tasks is
to be valued and rewarded. In short, when the term competency
modeling is used to refer to an organization-wide model rather
than to a job-specific model, the differences from traditional job
analysis are much more than semantic. 

Fourth, and following from the previous point, compe-
tency modeling is more prescriptive or future-oriented than is
job analysis, often emerging from espoused firm values or
from the beliefs of senior managers and based on inferences
about future work requirements (Dalton, 1997; McLagan,
1997). Job analysis is commonly (but not necessarily) de-
scriptive in nature, providing a picture of the job as it is con-
stituted at a particular point in time. This distinction is
encapsulated by the greater focus in competency modeling
on linking research results to business strategy as outlined in
Table 2.1. More specifically, competency modeling has a
greater focus than does job analysis on the integration of the
desired qualities of individuals with organizational strategies
and goals—and in using this information to inform human
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resources (HR) systems (DuBois, 1999; Lucia & Lepsinger,
1999; McLagan, 1997). 

Finally, competency modeling and job analysis can differ
greatly on the level of methodological rigor and validation
that each entails. There is no intrinsic reason that the two must
differ, but in practice the differences are often substantial.
Traditional job analysis commonly involves multiple meth-
ods, careful selection of SMEs, documentation of the degree
of agreement among multiple informants, and links between
attributes and activities to support hypothesized attribute
requirement. Although some descriptions of competency
modeling procedures reflect similar rigor (e.g., Spencer &
Spencer, 1993), in other instances the focus is on the speed
with which a set of competencies can be identified, such as
asking managers to check what they believe to be relevant
attributes from a preset list (e.g., Mansfield, 1996).

So what is competency modeling? Despite all of the hype
surrounding the practice of competency modeling in organi-
zations, it appears to be a form of worker-oriented job analy-
sis that focuses on broader characteristics of individuals and
on using these characteristics to inform HR practices. As
such, it is inappropriate to proclaim that competency model-
ing is a replacement for job analysis because each approach
has a different focus, and the appropriateness of either
methodology should depend on the purpose of the analysis
(Cronshaw, 1998). This point leads to the question of what
value competency modeling has for organizations. To some
extent, the second set of nonevaluative variables in Table 2.1
addresses this question. First, competency modeling attempts
to identify variables related to overall organizational fit and
to identify personality characteristics consistent with the or-
ganization’s vision (Schippmann et al., 2000). Second, com-
petency modeling has a high degree of face validity to the
organization and can be written in terms that managers in the
organization understand. Taken together, these two factors
may explain why managers are more excited today about
competency modeling than they are about job analysis.

Ideally, an integration of the rigor of traditional job analy-
sis with the broad focus of competency modeling can be
achieved. Although we have emphasized in various places in
this chapter the broadening of job analysis from a KSA focus
to a KSAO focus, the data presented by Schippmann et al.
show that the typical job analysis effort today remains fo-
cused more heavily on technical skills than on personality
characteristics and values. Competency modeling’s broader
KSAO focus is certainly consistent with the movement in I/O
psychology over the last decade to incorporate noncognitive
variables more heavily in our research and practice. I/O psy-
chologists also should be more attentive to the need for offer-
ing timely solutions to organizations. Competency modeling

practice makes clear the need for less time-consuming job
analysis procedures. As other commentators have noted
(Guion, 1998), in some settings—particularly job analysis for
personnel selection—job analysis is done largely for pur-
poses of legal defensibility: Rigor and detail become ends
in themselves. That extraordinary detail is needed to meet
legal requirements in such instances should not spill over
into the notion that all job analysis is a 6-month process.
As always, the purpose of job analysis should remain in the
forefront.

COGNITIVE TASK ANALYSIS

The term cognitive task analysis (CTA), sometimes referred
to as cognitive job analysis, has been defined in various ways
and is associated with numerous methodologies. Generally,
CTA refers to a collection of approaches that purport to iden-
tify and model the cognitive processes underlying task per-
formance (Chipman, Schraagen, & Shalin, 2000; Shute,
Sugrue, & Willis, 1997), with a particular focus on the deter-
minants of expert versus novice performance for a given task
(Gordon & Gill, 1997; Means, 1993). Although the term CTA
first emerged in the late 1970s, the field has grown substan-
tially in the last decade, and some authors seem to have for-
gotten that most methodologies are adapted from the domain
of cognition and expertise (see Olson & Biolsi, 1991, for a re-
view of knowledge representation techniques in expertise).
Instead, CTA is sometimes treated as if it evolved entirely on
its own (Annett, 2000). The value added for CTA is not that
it represents a collection of new activities for analyzing per-
formance, but that it represents the application of cognitive
techniques to the determination of expert versus novice per-
formance in the workplace, facilitating high levels of knowl-
edge and skill (Lesgold, 2000).

CTA is often contrasted with behavioral task analysis.
Whereas the former seeks to capture the unobservable
knowledge and thought processes that guide behavior (i.e.,
how people do their jobs), the latter seeks to capture observ-
able behavior in terms of the actual task activities performed
on the job (i.e., what people do on their jobs). Proponents of
CTA claim that due to the increasing use of technology in the
workplace, jobs are becoming increasingly complex and
mentally challenging, necessitating a more cognitive ap-
proach to the analysis of job tasks (e.g., Gordon & Gill, 1997;
Ryder & Redding, 1993; Seamster, Redding, & Kaempf,
2000); thus, it is believed that task analysis methodologies
may be inadequate procedures for capturing how people per-
form in jobs that require cognitive skill. However, separating
the unobservable cognitive functions of a job from the
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observable behavioral functions of jobs may limit the useful-
ness of the overall analysis, and both types of information are
often necessary for a complete understanding of the tasks
involved (Chipman et al., 2000; Gordon & Gill, 1997; Shute
et al., 1997). Therefore, rather than be considered a replace-
ment for task analysis approaches, CTA should be considered
a supplement because neither method alone may be able to
provide all of the information necessary for analyzing how an
individual performs his or her job (Ryder & Redding, 1993). 

At the same time, situations probably exist in which CTA is
not necessary for fully understanding task performance. Be-
cause approaches to CTA are generally time-consuming,
labor-intensive, and expensive endeavors (Potter, Roth,
Woods, & Elm, 2000; Seamster et al., 2000), it would be wise
to first consider the nature and purpose of the analysis before
choosing a CTA methodology over a different job analysis
methodology.Although most examples of CTAhave been con-
ducted for highly complex jobs (e.g., air traffic controllers, air
force technicians; Means, 1993), some investigations have
been conducted for more commonplace jobs outside of the
military domain (e.g., Mislevy, Steinberg, Breyer, Almond, &
Johnson, 1999, for dental hygienists; O’Hare, Wiggins,
Williams, & Wong, 1998, for white-water rafting guides;
Hoffman, Shadbolt, Burton, & Klein, 1995, for livestock
judges). It is easy to imagine the application of CTA tech-
niques to any job that requires some degree of decision-
making or cognitive skills; again, however, such analysis may
not be necessary in order to gain an understanding of what
constitutes effective performance.

As with traditional types of job analysis, CTA methodolo-
gies abound, and although they share the common goal of un-
derstanding the cognitive processes that underlie performance,
there is little comparative information available as to which
methods are appropriate under different circumstances and for
different job settings (Chipman et al., 2000). (Seamster et al.,
2000, do provide suggestions for which methods are appropri-
ate for different skill domains.) In addition, there appears to be
no evidence that any single approach is useful across all do-
mains (Schraagen, Chipman, & Shute, 2000), or that different
methods will result in the same data (Gordon & Gill, 1997);
thus, the use of multiple approaches with multiple experts
would likely yield the most meaningful information (Potter
et al., 2000). Chipman et al. (2000) suggest that the following
issues should be taken into consideration when choosing a CTA
methodology: the purpose of the analysis, the nature of the task
and knowledge being analyzed, and the resources available for
conducting the analysis, including relevant personnel.

Some of the more common CTA techniques include PARI
(prediction, action, results, interpretation), DNA (decompose,
network, and assess), GOMS (goals, operators, methods, and

selection), and COGNET (cognition as a network of tasks).
Examples of techniques borrowed from the domain of exper-
tise include interviews and protocol analysis. Information on
these and other procedures is available in Hoffman et al.
(1995); Jonassen, Tessmer, and Hannum (1999); Olson and
Biolsi (1991); and Zachary, Ryder, and Hicinbothom (1998).

Because the use of CTA as a job-analytic technique is rel-
atively recent, a number of issues have yet to be resolved.
First, for someone new to the field of CTA, there is little doc-
umented information available concerning how to actually
perform the different techniques, making replication difficult
(Shute et al., 1997). In addition, the procedures are somewhat
complex and difficult (Gordon & Gill, 1997), are not refined
to the extent that standardized methods exist (Shute et al.,
1997), and require that the analyst become familiar with the
technical details of the particular domain being studied
(Means, 1993). Thus, the amount of time and effort required
by each individual involved in the analysis and the lack of
information on how to conduct a CTA potentially limits the
usefulness of the procedures in operational settings. This lim-
itation is evidenced by the limited number of CTAs that are
being performed by a relatively limited number of persons
who are generally experienced in the domain of cognitive
science (Seamster et al., 2000). 

Second, there is little information available on how to use
the data collected during a CTA—specifically, on how to go
from the data to a solution, such as the design of training
programs or other systems within organizations (Chipman
et al., 2000; Gordon & Gill, 1997). The large quantity of data
generated by a CTA makes development of a design solution
even more difficult (Potter et al., 2000). 

Third, there is a lack of information on the quality of the
data gleaned from CTA techniques. Thus, researchers need to
assess the relative strengths and weaknesses of the different
techniques to determine the conditions under which the use of
each technique is optimal—and finally, to assess the reliabil-
ity and validity of the different techniques. Reliability could
be assessed by comparing the results of different analysts
using the same procedures, and validity assessment would in-
volve comparing the results of multiple experts using multi-
ple procedures (Shute et al., 1997). The lack of this kind of
information is probably a result of the intensive nature of the
data collection process.

To conclude, CTA represents an intriguing way of analyz-
ing jobs. However, the lack of information available con-
cerning the relative merits of different methodologies for
conducting CTA limits applicability at present. An interesting
area that is gaining in study is the application of CTA
methodologies to team tasks and decision making to deter-
mine the knowledge shared by team members and how it is
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used to elicit effective performance (e.g., Blickensderfer,
Cannon-Bowers, Salas, & Baker, 2000; Klein, 2000). 

STRATEGIC JOB ANALYSIS

Traditional forms of job analysis generally assume that the
job is a static entity, and SMEs are generally chosen based on
the assumption that they have experience with or knowledge
of the job in question. However, due to changing jobs and or-
ganizations, some would argue that the notion of a static, un-
changing job may no longer be appropriate. In addition, new
jobs are being created all the time—partially a result of
downsizing, globalization, and the increased use of computer
technology (Schneider & Konz, 1989). Thus, the use of
SMEs with prior knowledge and experience may not be pos-
sible (Sanchez & Levine, 1999), and new methods of deter-
mining the tasks and abilities required on future jobs become
necessary. The goal of strategic job analysis is to determine
the tasks that will be performed and the abilities required for
effective performance in jobs (that may or may not currently
exist) as they are expected to exist in the future (Schneider &
Konz, 1989). Strategic job analysis therefore represents a
shift from descriptive job analysis (what is currently done on
the job) to predictive job analysis (what will be done on the
job in the future; Cronshaw, 1998). 

Few empirical examples of strategic job analysis currently
exist (e.g., Arvey, Salas, & Gialluca, 1992; Bruskiewicz &
Bosshardt, 1996), and most working examples in the literature
are based upon personal business experience or suggestions
about what might constitute effective forecasting techniques
(Pearlman & Barney, 2000; Sanchez, 1994; Sanchez &
Levine, 1999; Schneider & Konz, 1989). Arvey et al. (1992)
suggested that existing relationships between task- and
ability-based job-analytic information could be used to pre-
dict the skill requirements of future jobs, assuming a stable
covariance structure of task-ability matrices that adequately
captured the domain of skills and abilities to be forecasted.
They found that if only a limited number of tasks were known,
future skill requirements could be forecasted based on current
knowledge about which tasks predicted which abilities. How-
ever, as Arvey et al. point out, the ability to forecast future job
requirements does not assure that those skills or abilities will
actually be essential to that job.

Using a very different methodology, Bruskiewicz and
Bosshardt (1996) compared job-analytic ratings made by a
group of SMEs involved in creating a new position (immedi-
ately prior to when the position was filled) to ratings made by
a group of incumbents who had been working in the new po-
sition for 9 months. High levels of agreement between SMEs

and incumbents were found, and SMEs with more direct ex-
perience in the job design process provided ratings most sim-
ilar to those of incumbents. However, because those SMEs
were directly involved in the redesign process, it is likely that
they were completely familiar with what the job would entail
and thus were not providing a true predictive forecast. A more
informative study would have involved SMEs completing
two concurrent job analysis questionnaires prior to being in-
formed that they would be involved in the redesign process—
one for the job as it existed prior to redesign and one for the
job as they would forecast it to exist in the future. After the
redesign process, incumbent ratings of the job as it currently
existed could be gathered and compared to the previous SME
forecasts to assess the accuracy of their predictions. 

Although empirical analyses of strategic job analysis are
few in number, prescriptive information is provided in the
literature. Group discussion techniques are the most com-
monly recommended methodology for conducting a strategic
job analysis (Pearlman & Barney, 2000; Sanchez, 1994;
Sanchez & Levine, 1999; Schneider & Konz, 1989). These
techniques generally involve bringing together a group of
SMEs (e.g., incumbents, managers, strategy analysts) and
brainstorming about the expected task and ability require-
ments of future jobs. SMEs may be asked to identify possible
organizational or environmental conditions that could affect
future jobs (e.g., changing labor markets, technology, demo-
graphics, political or economic trends; Sanchez & Levine,
1999; Schneider & Konz, 1989), to think about what aspects
of jobs are the most likely to change and what skills or at-
tributes are important to those aspects (Pearlman & Barney,
2000), or to visualize how future tasks might be performed—
particularly in consideration of likely technological change
(Sanchez & Levine, 1999).

Although a seemingly useful tool for the development of
business strategy and the prediction of future human resource
functions, strategic job analysis represents a relatively new
field of study and many issues have yet to be resolved. Al-
though the group discussion techniques listed previously are
reportedly in use by the authors, no evidence exists as to their
utility as forecasting tools; thus, a primary concern lies in
assessing the validity of strategic job analytic information—
namely, how to accurately examine and describe existing jobs
in the future or jobs that do not currently exist (Cronshaw,
1998; Schneider & Konz, 1989). Because the world of work
has undergone so many changes in recent years (e.g., see
Howard, 1995), the possibility of even more change in the
future is likely, making it a difficult task to accurately predict
variables that may affect how work and jobs will be conceived
of or the skills and abilities that will be required for future
jobs. If future predictions can be shown to be valid predictors
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of actual requirements and activities, it would be possible to
defend the development of (for example) selection systems
based on this kind of information (Schneider & Konz, 1989).
However, until more empirical evidence for the validity of
strategic job analytic information is obtained, the usefulness
of the method cannot be determined.

A second point to be made is that some of the activities
described under strategic job analysis are activities that any
competent job analyst could be expected to perform. For ex-
ample, it is reasonable to expect that a job analyst would
inquire about the future of a target job—particularly if that
job had recently changed or could be expected to change in a
predicable way. A third potential concern lies in determining
who the most accurate judges of future skills and abilities are.
As with traditional forms of job analysis, the best practice
would likely be to gather information from as many sources
as possible (e.g., Schneider & Konz, 1989). Finally, it is also
possible that techniques other than group discussion may be
useful ways to gather information for the future. For exam-
ple, CTA techniques may be useful for forecasting jobs that
involve complex tasks or technical skills. Clearly, the empha-
sis on changing work structures and processes means that
strategic job analysis will continue to be a significant activity. 

ACCURACY IN JOB ANALYSIS

Morgeson and Campion (1997) presented an important chal-
lenge to the field with a provocative article that drew on a
wide variety of literatures in setting forth a framework that
identified 16 potential social and cognitive sources of inaccu-
racy in job analysis. The word potential is critical; in many
cases the authors were making a conceptual argument that a
potential source of inaccuracy is feasible rather than offering
documentation of actual effects. Morgeson and Campion
suggested that researchers have largely ignored issues of ac-
curacy; given the central role of job analysis as a foundational
activity for much of the work of I/O psychologists, they be-
lieve that this inattention is a serious problem. We provide an
overview of Morgeson and Campion’s sources of inaccuracy
and offer a variety of comments.

We do not develop here all 16 of the themes in the Morge-
son and Campion work. The 16 are grouped into four broader
categories; we offer exemplars from each category. The first is
social influence processes, which largely apply in settings in
which job analysis judgments are made in groups rather than
by individuals. If group consensus is required, pressures for
conformity may be a source of bias; if a group product is re-
quired, the lack of individual identifiability may diminish mo-
tivation to devote attentional resources to the task. The second

is self-presentation processes, involving impression manage-
ment, social desirability, and demand effects. Concerns about
incumbents’ inflating the importance of their jobs are a long-
standing concern and result in the common practice of using
multiple sources of job analysis information. The third is
limitation in the information-processing systems of respon-
dents. Demands for large numbers of ratings or for fine
differentiations among job characteristics may result in infor-
mation overload, which may be resolved by some heuristic
process to simplify the rating task. The final source is bias in
information-processing systems, with examples including ex-
traneous effects of features such as respondent job satisfaction
or dissatisfaction.

We offer a number of comments on these issues.At the fore-
front is the fundamental issue of the criterion for job analysis
accuracy: How would we know whether an analysis is accurate
or inaccurate? One argument is that one draws conclusions
about job analysis accuracy from the outcomes of the HR sys-
tem or program developed on the basis on the job analysis
(Sanchez & Levine, 1999). If the job analysis is used to select
predictors and the predictors prove to exhibit criterion related
validity, then one uses these consequences to infer that the
job analysis was accurate. This is not fully satisfactory—for
example, one would never know whether an important predic-
tor was excluded from the validation study due to an omission
in the job analysis. Note also that in a number of instances there
is not an external criterion of HR system effectiveness on
which to draw. In some applications—as in the reliance on
content-oriented evidence of selection system validity—the
job analysis information itself is the evidence on which one’s
conclusion about the selection system rides.

Harvey and Wilson (2000) address the problem of job
analysis accuracy by arguing that the term job analysis should
be restricted to documenting observable work activities. The
verification of incumbent information about work activities by
job analysts permits conclusions to be drawn about job analy-
sis accuracy. They propose job specification as the term for the
process of making inferences about job attributes. We agree
that the documentation of work activities is more straight-
forward and amenable to independent verification than is the
process of making inferences about required job attributes. We
note, however, that job analysis is broadly used as an umbrella
term for a wide range of activities involving the systematic
study of work, including both activities and attributes, and we
do not view restriction of the use of the term as viable.

We see considerable value in the perspective taken by
Guion (1998). Guion posits that job analysis is not science: It
is an information-gathering tool to aid researchers in decid-
ing what to do next. It always reflects subjective judgment.
With careful choices in decisions about what information to
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collect and how to collect it, one will obtain reliable and use-
ful information. Careful attention to the types of issues raised
by Morgeson and Campion can increase the likelihood that
useful information will result from job analysis. But we do
not see an available standard for proving the accuracy of a job
analysis. The documentation of one’s choices and the use of
sound professional judgment in job analysis decisions is the
best that can be expected.

CONCLUSION

Job analysis has long been an important foundational tool for
I/O psychologists. The last decade has seen more significant
new developments than has been the case for several
decades. The content model underlying the O*NET reflects a
major effort toward a comprehensive model of job and
worker characteristics, and it represents a highly visible man-
ifestation of the notion that multiple purposes require multi-
ple types of job information. I/O psychology’s rediscovery of
personality has led to the development of a variety of dedi-
cated tools for identifying the personality requirements of
jobs and has led to a broadening of the traditional KSA
framework to include personality characteristics under the
KSAO rubric. The business world’s embracing of compe-
tency modeling reflects a change in the way organizations
view job information; the challenge is to meld the breadth
and strategic focus of competency modeling with the rigor of
traditional job analysis methods. Cognitive task analysis is
the subject of considerable research, with the jury still out as
to feasibility and value of widespread I/O applications.
Strategic job analysis may become a more important tool as
organizations look increasingly towards the future. As work
and organizations continue to change, we look forward to
continuing developments in job and work analysis.
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Studies of personnel practices and programs designed to im-
prove human work performance have used a wide variety of
criterion measures, including supervisory ratings, productivity
indexes, absenteeism, turnover, salary, and promotion. Al-
though all of these measures might be presumed to reflect per-
formance—at least to some degree—there has been very little
discussion about the conceptual status of the underlying per-
formance construct itself. Over the last 20 years, however,
researchers have been paying more and more attention to con-
ceptual issues at the root of the so-called criterion problem (see
Austin & Villanova, 1992, for a detailed analysis of historical
trends). The past decade in particular saw an increasingly ener-
getic literature on the behavioral content of job performance
and its causal antecedents (e.g., Borman & Motowidlo, 1993;
Campbell, 1990; Campbell, Gasser, & Oswald, 1996; Organ,
1997; Sackett, 2002; Schmidt & Hunter, 1992; Van Dyne,
Cummings, & Parks, 1995; Viswesvaran & Ones, 2000).

This chapter builds upon ideas developed over the past
20 years or so to present a formal definition of job performance
that incorporates explicit and fully articulated assumptions
about the conceptual meaning of variation in the performance
construct. Then it reviews some current efforts to define the
behavioral content and antecedents of job performance.

WHAT IS JOB PERFORMANCE?

A Definition

A definition of job performance should be useful for the
full range of strategies and interventions that the field of

industrial and organizational (I/O) psychology might utilize
to improve human performance in work organizations.
Many of these strategies involve recruitment and selection,
training and development, or motivation. In addition, other
strategies that might involve removing constraints that
prevent individuals from contributing to organizational objec-
tives and providing individuals with enhanced opportunities
for organizational contributions could also affect perfor-
mance directly. Thus, a definition of performance should
allow for variation attributable to differences in (a) traits mea-
sured in selection programs, (b) participation in training and
development programs, (c) exposure to motivational inter-
ventions and practices, and (d) situational constraints and
opportunities.

Job performance is defined as the total expected value to
the organization of the discrete behavioral episodes that an
individual carries out over a standard period of time. This de-
finition is a slightly revised version of the definition of per-
formance we presented in a previous publication in
connection with a theory of individual differences in task and
contextual performance (Motowidlo, Borman, & Schmit,
1997). One important idea in this definition is that perfor-
mance is a property of behavior. In particular, it is an aggre-
gated property of multiple, discrete behaviors that occur over
some span of time. A second important idea is that the prop-
erty of behavior to which performance refers is its expected
value to the organization. Thus, the performance construct
by this definition is a variable that distinguishes between
sets of behaviors carried out by different individuals and
between sets of behaviors carried out by the same individual
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at different times. The distinction is based on how much the
sets of behaviors (in the aggregate) are likely to contribute to
or detract from organizational effectiveness. In a word, vari-
ance in performance is variance in the expected organiza-
tional value of behavior.

Performance Refers To Behavior

Behavior, performance, and results are not the same. Behavior
is what people do. Performance is the expected organizational
value of what people do. Results are states or conditions
of people or things that are changed by what they do in
ways that contribute to or detract from organizational effec-
tiveness. Therefore, results are the route through which an in-
dividual’s behavior helps or hinders an organization in
reaching its objectives, which is what makes it appealing to
focus on results when considering individual performance.

There are two conceptual and practical advantages, how-
ever, to tying the performance construct to an individual’s
behavior rather than to the results of that behavior. First,
states or conditions of things or people that are changed by
an individual’s behavior are also often affected by other
factors not under the performer’s control. This argument pre-
sumes a distinction between two types of situational con-
straints and opportunities. One type affects the probability
that people will carry out behaviors that are expected to help
or hurt the organization. This type is a determinant to job per-
formance as defined earlier. Situational factors of this type
make it either easier or more difficult for people to carry out
actions that have the potential to contribute to or detract from
organizational effectiveness by directly interfering with or
facilitating behavioral responses. For example, availability
of appropriate tools or raw materials will affect the proba-
bility that people perform behaviors that involve using those
tools to operate on the raw materials in order to produce
organizational goods and services; however, a second type of
situational constraints and opportunities affects valued orga-
nizational results without necessarily affecting individuals’
performance behaviors. For instance, economic factors and
market conditions can have direct effects on sales volume
and profitability without necessarily constraining or facilitat-
ing individual performance behaviors involved in the pro-
duction of goods and services. Thus, although situational
opportunities and constraints that affect an individual’s be-
havior are viewed as determinants of job performance, situa-
tional opportunities and constraints that affect only the
results of an individual’s behavior are not viewed as determi-
nants of job performance.

Second, if psychology is a science of behavior, and if
psychologists want to understand and manage job perfor-
mance, we are probably best off to construe performance as

a behavioral phenomenon. Defining performance according
to properties of behavior instead of results of behavior al-
lows us to develop an understanding of the psychological
processes that govern selection, training, motivation, and fa-
cilitating or debilitating situational processes; it also allows
us to apply most fruitfully psychological principles to the
management of these processes. 

From one perspective, work behavior is a continuous
stream that flows on seamlessly as people spend time at work.
During the course of an 8-hour workday, however, people
do many things that neither help nor hinder the accomplish-
ment of organization goals. Such behaviors have no effect on
their performance. Thus, streams of work behavior are punc-
tuated by occasions when people do something that does
make a difference in relation to organizational goals; these
are the behavioral episodes that make up the domain of job
performance.

This raises the question of how the beginnings and end-
ings of behavioral episodes in the performance domain might
be identified so that performance episodes can be distin-
guished from the rest of the behavioral stream that is not rel-
evant for organizational goals. Studies by Newtson and his
colleagues (Newtson, 1973; Newtson, Engquist, & Bois,
1977) support the idea that when people observe an individ-
ual’s behavior, they naturally segment it into discrete units to
process social information. Newtson et al. (1977) argued that
people perceive behavior as a series of coherent action units
separated by break points that define their beginnings and
endings. Furthermore, perceivers can generally agree where
the break points are, although there is some flexibility about
their location in the behavioral stream—depending in part on
perceivers’ purposes and situational factors.

In the realm of personnel research more directly, coherent
units of action can be isolated from continuous streams of
work behavior through the application of some methods of
job analysis. For example, the task inventory procedure iden-
tifies specific tasks that make up a job and estimates the extent
to which incumbents are involved in executing them. Task
statements included in such inventories describe activities
that are discrete units of work with identifiable beginnings
and endings (McCormick, 1979). For instance, an inventory
of tasks for a metal machinist’s job might include statements
such as the following: interpret engineering drawings, drill
center holes, adjust cutting tools and machine attachments,
grind tools and drills to specifications, and calibrate mechan-
ical or electronic devices (McCormick, 1979, p. 136).

The critical incident technique is another job analysis
method that can be used to identify coherent action units in the
stream of work behavior. Critical incidents are examples of par-
ticularly effective or ineffective behavior in a circumscribed
sphere of activity (Flanagan, 1954; McCormick, 1979),
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which—for our purposes—is work activity. Three examples
of critical incidents drawn from an analysis of police officer
jobs (Dunnette & Motowidlo, 1976, p. 92) are shown below:

After an officer became aware that a dangerous intersection had
no traffic control devices and that a high hedge was obstructing
the view, he took it upon himself to contact the traffic engineers
to have signs posted and the owner of the hedge to have it cut
(effective).

The officer took a gun away from a woman in a domestic dispute
but gave it back to her before her husband had left, so that she
had it reloaded as her husband was leaving (ineffective).

At a propane gas tank leak, the officer requested cars to block
specific intersections. He then shut down two nearby companies
and began evacuating the area, all without receiving orders from
his supervisor (effective).

Performance Is the Expected Organizational
Value of Behavior

Performance refers only to behaviors that can make a difference
to organizational goal accomplishment. The performance do-
main embraces behaviors that might have positive effects and
behaviors that might have negative effects on organizational
goal accomplishment. Thus, behavioral episodes in the perfor-
mance domain for any given individual might have varying
expected values for the organization that range from slightly
to extremely positive for behaviors that can help organiza-
tional goal accomplishment and from slightly to extremely
negative for behaviors that can hinder organizational goal ac-
complishment.

Because performance behaviors have varying positive or
negative consequences for the organization, behaviors like
those described in critical incidents are better candidates for
the performance domain than are behaviors like those de-
scribed in task activity statements. Activity statements in task
inventories can be extremely useful for analyzing a job ac-
cording to the degree to which incumbents are involved with
various tasks and for providing detailed reports of precisely
what incumbents have to do in order to satisfy the demands of
their jobs. What they do not typically provide, however, is spe-
cific information about how incumbents might do these tasks
in ways that contribute to or detract from the accomplishment
of organizational goals. A machinist who has a sophisticated
understanding of engineering symbols and takes the time to
understand important details of engineering drawings proba-
bly contributes more to organizational goal accomplishment
than does a machinist who has only a cursory understanding of
engineering symbols and impatiently scans them only superfi-
cially. Both can be said to be executing the task, which is to in-
terpret engineering drawings, but one executes it in a way that

is more organizationally valuable because it is more likely to
yield correct interpretations of the drawings.

Conversely, critical incidents describe work behaviors that
are particularly effective or ineffective. As seen in the exam-
ples of police officer performance, they do capture essential
behavioral features that differentiate degrees of contribution
to organizational goal accomplishment. Thus, they are close
analogues to the behavioral episodes that comprise the do-
main of job performance.

The notion of a behavioral performance domain that in-
cludes behavioral episodes of varying organizational value,
all performed by the same individual over some period of
time, echoes Kane’s (1986) concept of a performance distri-
bution. His approach to performance distribution assessment
acknowledges that situational changes can affect an individ-
ual’s motivation or opportunity to perform with the result that
the individual works at varying levels of effectiveness at dif-
ferent times during the course of the performance period.
Borman (1991) illustrated how the shape of the distribution
of these performance episodes over time can yield useful in-
formation beyond just an individual’s typical performance
level. Two performers may have exactly the same modal per-
formance level, but if one performs close to his or her mini-
mum level most of the time and the other performs close to
his or her maximum level most of the time, these differences
may imply diagnostically useful differences in ability and
motivation.

Sackett, Zedeck, and Fogli (1988) raised some similar is-
sues in a study of relations between measures of typical and
maximum performance in a sample of supermarket cashiers.
They measured typical cashier accuracy by unobtrusively
measuring number of errors (cashier slip voids) per shift over
a 4-week period. They also unobtrusively measured typical
cashier speed over the same period as mean number of items
processed per minute. To measure maximum speed and max-
imum accuracy, they developed a work sample simulation
consisting of shopping carts with a standard set of grocery
items to be checked out. Cashiers were asked to do their
best in checking out the standard grocery carts and asked
to place an equal emphasis on speed and accuracy. Sackett
et al. found that speed on the job correlated .14 with speed
in the job simulation in a sample of new hires and .32 in a
sample of current employees. They also found that accuracy
on the job correlated .17 with accuracy in the job simulation
in a sample of new hires and .11 in a sample of current
employees. They concluded that measures of maximum
performance are not necessarily highly related to measures of
typical performance and that it is inappropriate to treat them
as interchangeable. 

It should be noted, however, that maximum performance
in a job simulation like the one used by Sackett et al. (1988)
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is not the same thing as maximum performance on the job
during any particular performance period, as described in
Kane’s (1986) model of performance distribution assess-
ment. Maximum performance in a job simulation may repre-
sent an upper limit on actual job performance, but maximum
performance on the job could well be substantially below that
upper limit, depending on situational job factors that con-
strain motivation and opportunity. Correlations between per-
formance in a job simulation and typical performance on the
job reported by Sackett et al. (1988) were not strong enough
to argue that maximum performance measured on a simula-
tion is a good substitute for typical performance measured
on the job. The strength of the relation between maximum
performance on the job and typical performance on the job,
however, remains an open question.

The definition of performance as expected behavioral
value over a standard period of time is fully consistent with
assumptions argued by others that an individual’s perfor-
mance can vary over time with changes in motivational fac-
tors and situational constraints. Nothing in the definition
denies that it might be interesting and important—both con-
ceptually and practically—to study differences in individual
distributions of performance episodes (Kane, 1986) and typi-
cal versus maximum performance levels of individuals over
time (Sackett et al., 1988). However, the expected behavioral
value definition of performance does not take distributional
differences into account when scaling the total expected
value of behaviors carried out over the course of the perfor-
mance period.

Moreover, this definition of performance does not con-
flict with arguments on either side of the debate about dy-
namic criteria (Austin, Humphreys, & Hulin, 1989; Barrett,
Caldwell, & Alexander, 1985). The total expected value of
an individual’s behavior could change idiosyncratically and
systematically from one performance period to another
(Hofmann, Jacobs, & Gerras, 1992; Ployhart & Hakel, 1998),
but the extent to which this happens is an empirical issue, not
a definitional one.

As has been mentioned, a behavior’s effects on organiza-
tional effectiveness are carried through the changes it brings
about in the states or conditions of things or people that repre-
sent favorable or unfavorable organizational consequences.
Thus, the value of a behavior is determined by its favorable or
unfavorable organizational consequences. However, the same
behavior can be successful in yielding a favorable organiza-
tional outcome on some occasions but not on others, depend-
ing on situational factors that share causal influence on the
outcome and that are independent of an individual’s behavior.

The value of a behavior to the organization does not de-
pend on the actual outcome of that behavior when carried out

on any one occasion by any one individual. It does depend on
the expected outcomes of that behavior if it were to be re-
peated over many occasions by many individuals. This point
is similar to one of Organ’s (1997) definitional requirements
for organizational citizenship behavior (OCB):

Finally, it was required that OCB contain only those behaviors
that, in the aggregate, across time and across persons, contribute
to organizational effectiveness. In other words, not every single
discrete instance of OCB would make a difference in organiza-
tional outcomes; for example, I might offer help to a coworker
that actually turns out to be dysfunctional for that person’s per-
formance, but summated across the categories of relevant behav-
iors, the effect would be positive. Or, if you will, lots of people
who frequently offer help to coworkers will contribute to the
effectiveness of the organization (p. 87).

The expected organizational value of a behavioral episode
can be defined more formally in language borrowed from
expectancy theory (Vroom, 1964) in terms of (a) its instru-
mentality for organizational outcomes and (b) the degree to
which these outcomes have positive or negative valence
for the organization. Thus, expected organizational value of
a behavior is like the concept of valence in expectancy
theory. It is the product of the instrumentality of a behavior
for a relevant organizational outcome times the valence of
that outcome for the organization, with these products
summed over all such relevant organizational outcomes of
the behavior. 

Defining a behavior’s value according to its expected
results instead of according to its actual results makes it pos-
sible to assess individual performance by observing an indi-
vidual’s behavior without requiring information about the
consequences of that behavior. This approach is convenient
because behavioral consequences might not become known
for days, weeks, or even years after the behavior is carried
out. After organizationally valuable behaviors are identified,
it also becomes sensible to develop selection systems, train-
ing programs, motivational interventions, and adjustments
for situational constraints to encourage people to carry such
behaviors out more frequently, even though the behaviors en-
couraged by these means will not yield organizationally
valuable outcomes with perfect consistency. The same kinds
of personnel practices can also aim to discourage people from
carrying out behaviors that have negative organizational
value because they are expected to yield unfavorable organi-
zational consequences. This argument assumes, of course,
that such positively and negatively valued behaviors can be
identified with the level of specificity necessary to guide the
development and implementation of effective personnel
programs and practices.
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BEHAVIORAL DIMENSIONS OF
JOB PERFORMANCE

Definitions of categories or dimensions of behavior that make
up the performance domain must begin with some notion
of behaviors that are organizationally valued either positively
or negatively. Consequently, the problem of identifying
behaviors that have positive or negative expected value for
the organization is closely tied to the problem of developing a
taxonomic structure of the performance domain. Viswesvaran
and Ones (2000) reviewed several taxonomic models of per-
formance and discussed some of the similarities and differ-
ences between them. Different taxonomies are probably most
useful for different purposes and no one way to slice up
the behavioral domain is likely to be most useful overall
(Coleman & Borman, 2000). The definition of performance
offered in this chapter does not necessarily favor any one tax-
onomy over another as long as they can identify categories or
dimensions that consist of behaviors believed to have positive
or negative expected valued for the organization. To illustrate
how different kinds of behavioral dimensions or clusters can
be extracted from the performance domain, the paragraphs
that follow describe a few of the taxonomic models that are
currently being discussed in this literature.

Campbell’s Multifactor Model

Campbell (1990) defined eight behavioral dimensions of per-
formance that he claimed “are sufficient to describe the top of
the latent hierarchy in all jobs in the Dictionary of Occupational
Titles. However, the eight factors are not of the same form.They
have different patterns of subgeneral factors, and their content
varies differentially across jobs. Further, any particular job
might not incorporate all eight components” (Campbell, 1990,
p. 708). The eight factors appear in the following list:

1. Job-specific task proficiency: How well someone can do
tasks that make up the core technical requirements of a job
and that differentiate one job from another.

2. Non-job-specific task proficiency: How well someone can
perform tasks that are not unique to the job but that are
required by most or all jobs in an organization.

3. Written and oral communications: How well someone can
write or speak to an audience of any size.

4. Demonstrating effort: How much someone commits to job
tasks and how persistently and intensely someone works
at job tasks.

5. Maintaining personal discipline: How much someone
avoids negative behavior such as alcohol abuse, rule
breaking, and absenteeism.

6. Facilitating team and peer performance: How well some-
one supports, helps, and develops peers and helps the
group function as an effective unit.

7. Supervision: How well someone influences subordinates
through face-to-face interaction.

8. Management and administration: How well someone per-
forms other, nonsupervisory functions of management
such as setting organizational goals, organizing people
and resources, monitoring progress, controlling expenses,
and finding additional resources.

Campbell did not specifically mention examples of behav-
ioral episodes with varying levels of expected organizational
value. It is not difficult, however, to imagine what they might
be from the definitions he provided for the behavioral cate-
gories. For example, in the first dimension (job-specific profi-
ciency), behaviors that represent quick, error-free task
execution would carry positive expected value, and—at the
other end—behaviors that represent very slow or incomplete
task execution would carry negative expected value. Simi-
larly, in the sixth dimension (facilitating peer and team perfor-
mance) behaviors that represent generous help and support for
coworkers in need would carry positive expected value and
behaviors that represent indifference toward coworkers in
need, or hostile and hurtful acts toward coworkers would carry
negative expected value. Thus, performance in each of the be-
havioral areas described in Campbell’s model can be defined
according to the expected values of all the behaviors that fall
under the same behavioral category. For example, perfor-
mance on the factor job-specific task proficiency can be de-
fined as the sum of the expected values of all behaviors related
to job-specific task proficiency that an individual carries out
over some standard period of time.

Task Versus Contextual Performance

Borman and Motowidlo (1993) distinguished between task
performance and contextual performance out of concern that
research and practice in the area of employee selection tended
to focus only on a part of the performance domain and tended
to exclude or downplay another part that is also important for
organizational effectiveness. To explain how these two parts
of the performance domain differ, we suggested that the part
that tended to be most frequently recognized and targeted by
selection research and practice refers to activities like those
that usually appear on formal job descriptions. We called it
task performance and suggested that it might take either of
two forms. One involves activities that directly transform raw
materials into the goods and services that are the organiza-
tion’s products. Such activities include selling merchandise
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in a retail store, operating a production machine in a manu-
facturing plant, teaching in a school, performing surgery in a
hospital, and cashing checks in a bank.

The second form of task performance involves activities
that service and maintain the technical core by replenishing
its supply of raw materials, distributing its finished products,
or providing important planning, coordination, supervising,
or staff functions that enable it to function effectively and
efficiently. When these task activities are performed effec-
tively, they are behavioral episodes with positive expected
organizational value because they facilitate the production of
organizational goods and services. When performed ineffec-
tively, however, they can have negative expected value be-
cause they might hinder the production of organizational
goods and services. Thus, the domain of task performance in-
cludes behavioral episodes that represent task activities that
are performed well and behavioral episodes that represent
task activities that are performed poorly, with corresponding
variability in their expected organizational value.

We argued that the part of the performance domain that
was relatively ignored in selection research is also organiza-
tionally valuable, but for reasons different from those that ex-
plain the organizational value of task performance. We called
it contextual performance because we defined it in terms of
behavior that contributes to organizational effectiveness
through its effects on the psychological, social, and organiza-
tional context of work. Individuals can contribute through the
context of work in several different ways. 

One way is by affecting other individuals in the organization
so that they become more likely to carry out organizationally
valuable behaviors themselves. For instance, to the extent an
individual’s actions promote positive affect in others, defuse
hostilities and conflict, and encourage interpersonal trust, such
actions will have positive expected organizational value be-
cause their effects on the social context of work improve inter-
personal communication and cooperation and make it easier to
coordinate individuals’ efforts on interdependent tasks. To the
extent actions that show unusual dedication to the task or orga-
nization are modeled by others who become inspired to behave
similarly themselves, such actions will have positive expected
organizational value because their effects on the psychological
context of work motivate others to exert greater effort in the
service of organizational objectives. Effects like these on pat-
terns of interpersonal interaction and task motivation spread
from the individual level to the group level as they affect group
characteristics such as cohesiveness, teamwork, and morale
that govern individual behavior within groups and conse-
quently affect group members’ performance. They can also
spread more generally to the organizational level through

effects on organization-wide norms, culture, and climate that in
turn can affect individuals’ performance broadly throughout
the organization.

Another way to contribute through the context of work is by
increasing the individual’s own readiness to perform organiza-
tionally valuable behaviors. Things people do to develop their
own knowledge and skill, for example, have positive expected
organizational value because enhancements in knowledge and
skill should improve their performance in areas related to the
enhanced knowledge and skill. Similarly, actions such as con-
suming alcohol or drugs at work have negative expected value
because they diminish an individual’s readiness to perform ef-
fectively. Other actions such as actively resisting the debilitat-
ing effects of stressful work situations, adapting flexibly to
changing work demands, and taking the initiative to carry out
organizationally valuable actions instead of just responding
passively to situational demands also fall under the category of
behaviors that have positive expected value because of their ef-
fects on an individual’s readiness to contribute to organiza-
tional objectives.

A third way to contribute through the context of work is
through actions that affect the organization’s tangible re-
sources. For instance, actions such as cleaning up the confer-
ence room after a meeting, using personal resources such as
the family automobile or computer for organizational busi-
ness, and conserving electricity by shutting off lights when
leaving an office all have positive expected value because of
their effects on tangible aspects of the organizational context.
At the other end, actions such as theft, sabotage, and waste or
destruction of organizational resources or facilities have neg-
ative expected value also because of their effects on tangible
aspects of the organizational context.

These three broad forms of contextual performance em-
phasize different features of the psychological, social, and
organizational context of work. The first one focuses on con-
textual elements in the form of psychological states of other
individuals and related characteristics of groups and the
organization as a whole. Behaviors that affect these psycho-
logical states and corresponding group or organizational
characteristics have positive or negative expected value
because they affect the likelihood that other individuals will
carry out actions that contribute to organizational effective-
ness. The second one focuses on contextual elements in the
form of an individual’s own readiness to contribute. Behav-
iors that affect an individual’s own readiness have positive or
negative expected value depending on whether they increase
or decrease the likelihood that the individual will carry out
subsequent actions that contribute to organizational effec-
tiveness. The third one focuses on contextual elements in the
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form of tangible organizational resources. Behaviors that af-
fect these elements have positive or negative expected value
depending on whether they preserve or squander organiza-
tional resources.

Borman and Motowidlo (1993) described five types of
contextual activities: volunteering to carry out task activities
that are not formally a part of the job; persisting with extra
enthusiasm or effort when necessary to complete own task
activities successfully; helping and cooperating with others;
following organizational rules and procedures even when
personally inconvenient; and endorsing, supporting, and
defending organizational objectives (Borman & Motowidlo,
1993). Although these behavioral descriptions mention only
behaviors likely to have positive organizational value, we in-
tended that they would also include behaviors that have neg-
ative organizational value. This idea was made explicit where
Borman and Motowidlo (1993) wrote

On the other hand, it is clear that organizational behavior at
the low end of these (contextual) dimensions can be very trou-
blesome for organizations. Employees who ignore standard
procedures when personally inconvenient, rebel against reason-
able organizational rules, consistently question supervisors’ judg-
ment, or deride the organization to fellow employees and persons
outside the organization definitely contribute to problems and can
seriously undermine organizational effectiveness. (p. 94)

Coleman and Borman (2000) empirically refined our orig-
inal five-factor taxonomy of contextual performance. They
reviewed behavioral patterns that were mentioned in our
original taxonomy, in discussions of organizational behavior
(Organ, 1988) and prosocial organizational behavior (Brief &
Motowidlo, 1986), and in our model of soldier effectiveness
(Borman, Motowidlo, & Hanser, 1983) and decomposed the
patterns into 27 different behavioral concepts. They had
expert judges categorize the 27 concepts according to their
behavioral content and through factor analysis, multidimen-
sional scaling analysis, and cluster analysis of their judg-
ments identified underlying dimensions that they labeled
interpersonal support, organizational support, and job-task
conscientiousness.

Borman, Buck, et al. (2001) reported further refinements
to the three-dimensional model developed by Coleman and
Borman (2000). They started with 5,000 examples of job per-
formance that were collected over the years in 22 studies by
researchers at Personnel Decisions Research Institutes. They
culled out about 2,300 examples of contextual performance
and sorted them into the three dimensions developed by
Coleman and Borman. Then they redefined the three cate-
gories (and relabeled one) based on the types of examples

that ended up in each category. The revised category defini-
tions follow:

• Personal support: Helping others by offering suggestions,
teaching them useful knowledge or skills, directly per-
forming some of their tasks, and providing emotional sup-
port for their personal problems; cooperating with others
by accepting suggestions, informing them of events they
should know about, and putting team objectives ahead of
personal interests; showing consideration, courtesy, and
tact in relations with others as well as motivating and
showing confidence in them.

• Organizational support: Representing the organization fa-
vorably by defending and promoting it; expressing satis-
faction and showing loyalty by staying with the organization
despite temporary hardships; supporting the organization’s
mission and objectives, complying with organizational rules
and procedures, and suggesting improvements.

• Conscientious initiative: Persisting with extra effort de-
spite difficult conditions; taking the initiative to do all that
is necessary to accomplish objectives even if not normally
parts of own duties and finding additional productive work
to perform when own duties are completed; developing
own knowledge and skills by taking advantage of oppor-
tunities within and outside the organization using own
time and resources.

Again, although these definitions mention only effective
behaviors, the categories are meant to include ineffective
behaviors as well. In fact, the computerized adaptive rating
scales developed by Borman, Buck, et al. (2001) to measure
these dimensions of contextual performance specifically in-
clude behaviors intended to represent four levels of effective-
ness: very effective, effective, somewhat ineffective, and
very ineffective.

The defining difference between task and contextual
performance lies in the reason behaviors in each domain
have some level of positive or negative expected value for the
organization. The reason is either a contribution to organiza-
tional goods and services or a contribution to the psycholog-
ical, social, and organizational context of work. Some
behaviors, however, can have expected value for both rea-
sons, which complicates efforts to assign behaviors to one
category or the other. Some behaviors can directly help or
hurt the production of goods and services, thereby contribut-
ing to task performance; the same behaviors can simultane-
ously help or hurt the social, organizational, or psychological
context of work, thereby contributing also to contextual per-
formance.
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Behaviors listed in the definitions of contextual perfor-
mance dimensions are meant to be prototypical of the kinds
of behaviors that would have expected value for maintaining
or enhancing the psychological, social, and organizational
context of work. Their implications for task performance are
also sometimes readily apparent, however, especially in the
conscientious initiative dimension. Behaviors such as persist-
ing with extra effort despite difficult conditions and taking the
initiative to do all that is necessary to accomplish objectives
contribute to an individual’s contextual performance partly
because—when observed by others in the organization—they
can serve as models that inspire others to behave similarly.
They can also help to establish and reinforce norms that
support and encourage such behaviors. At the same time, of
course, the same acts can enhance the performer’s own
production of organizational goods and services, thereby con-
tributing to his or her task performance. Then task perfor-
mance can be defined as the total expected value of an
individual’s behaviors over a standard period of time for the
production of organizational goods and services. Contextual
performance can be defined as the total expected value of an
individual’s behaviors over a standard period of time for main-
taining and enhancing the psychological, social, and organiza-
tional context of work. These definitions acknowledge that
some behaviors might have consequences both for producing
goods and services and for maintaining and enhancing the psy-
chological, social, and organizational context of work.

If there are no other reasons a behavior might have posi-
tive or negative organizational value besides those behind the
distinction between task and contextual performance, behav-
iors covered by these two dimensions combined exhaust the
domain of job performance. If Campbell’s (1990) multifactor
model can describe the latent structure of all jobs, by impli-
cation it too covers the entire domain of job performance.
This means that the two taxonomic frameworks refer to the
same domain of performance behaviors. The difference be-
tween them is in how the behavioral domain is partitioned.
Campbell’s model seems to divide behaviors primarily
according to their content. The distinction between task
performance and contextual performance divides behaviors
according to their organizational consequences, recognizing
that some behaviors might have implications for both kinds
of consequences. 

Organizational Citizenship Behavior

According to Organ (1997), ideas about organizational citi-
zenship behavior developed from his conviction that job
satisfaction affected “people’s willingness to help colleagues
and work associates and their disposition to cooperate in

varied and mundane forms to maintain organized structures
that govern work” (Organ, 1997, p. 92). His student, Smith
(Smith, Organ, & Near, 1983), tried to define specific behav-
iors that reflected this willingness and disposition by asking
managers to describe things they would like their subordi-
nates to do but that they could not require subordinates to do
by force, offers of rewards, or threats of punishment. By ask-
ing what managers would like their subordinates to do, Smith
et al. seemed to be focusing on behaviors that would have
positive expected value for the organization. These inter-
views produced 16 behavioral items. Another sample of man-
agers rated a subordinate by indicating the degree to which
each item characterized the subordinate. Factor analysis pro-
duced one factor that was interpreted as altruism (highest
factor loadings for the items Helps others who have been
absent, Volunteers for things that are not required, and Helps
others who have heavy workloads) and another that was in-
terpreted as generalized compliance (highest factor loadings
for the items Does not take extra breaks, Does not take un-
necessary time off work, and Punctuality).

Organ (1988) defined organizational citizenship behavior
as “individual behavior that is discretionary, not directly or
explicitly recognized by the formal reward system, and that
in the aggregate promotes the effective functioning of the
organization” (Organ, 1988, p. 4). He proposed another set
of dimensions of such behaviors that included altruism, con-
scientiousness, sportsmanship, courtesy, and civic virtue.
Podsakoff, MacKenzie, Moorman, and Fetter (1990) devel-
oped an instrument that came to be widely used to measure
these five dimensions. It includes items such as Helps others
who have been absent and Helps others who have heavy work
loads for altruism; Attendance at work is above the norm and
Does not take extra breaks for conscientiousness; Consumes
a lot of time complaining about trivial matters (reversed) and
Always focuses on what’s wrong, rather than the positive side
(reversed) for sportsmanship; Takes steps to try to prevent
problems with other workers and Is mindful of how his or her
behavior affects other people’s jobs for courtesy; and Attends
meetings that are not mandatory but are considered impor-
tant and Attends functions that are not required, but help the
company image for civic virtue.

More recently, Organ (1997) acknowledged conceptual
difficulties associated with definitional requirements that
organizational citizenship behaviors are discretionary and
not formally rewarded. He redefined organizational citizen-
ship behavior according to the definition that Borman
and Motowidlo (1993) suggested for contextual perfor-
mance: “contributions to the maintenance and enhancement
of the social and psychological context that supports task
performance” (Organ, 1997, p. 91). However, this revised
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definition has been largely ignored by researchers in this area
who persist in using Organ’s (1988) original definition of or-
ganizational citizenship behavior and instruments developed
to measure the construct according to its original definition.

LePine, Erez, and Johnson (2002) conducted a meta-analy-
sis to determine whether the five dimensions of organizational
citizenship behavior were empirically distinct. They concluded
that relations between these dimensions at the population level
are generally about as high as their reliability estimates. This
finding calls into question the common practice of drawing
conclusions about different aspects of organizational citizen-
ship behavior. It also suggests that organizational citizenship
behavior might best be viewed as a multidimensional latent
variable (Law, Wong, & Mobley, 1998)—perhaps inter-
pretable as either a trait or state reflecting “willingness to help
colleagues and work associates and their disposition to cooper-
ate” (Organ, 1997, p. 92). LePine et al. note, however, that an
alternative explanation for their meta-analytic findings might
be that the common variance in different dimensions of organi-
zational citizenship is halo error. This possibility would sug-
gest that although dimensions of organizational citizenship
might not be distinguishable by currently available measures,
they might still be conceptually distinguishable and perhaps
empirically distinguishable too if effects attributable to halo
can be controlled.

The literature on organizational citizenship behavior is
rich and extensive enough to have stirred up some intriguing
conceptual questions because different researchers defined,
interpreted, and measured the concept in different ways at
different times. These questions pose several interesting defi-
nitional challenges. First, does organizational citizenship
behavior refer only to behaviors that have positive expected
value for the organization, as implied in its early definition
(Smith et al., 1983) and in discussions that distinguish it from
behaviors with negative expected value such as anticitizen-
ship behaviors (Podsakoff & MacKenzie, 1997) and counter-
productive behaviors (Sackett, 2002)? Or does it also include
behaviors with negative expected value, as implied by the in-
clusion of behavioral items that are scored in reverse for orga-
nizational citizenship behavior in instruments such as the one
developed by Smith et al. (1983; Takes undeserved breaks and
Great deal of time spent with personal phone conversations)
and the one developed by Podsakoff et al. (1990; e.g., Tends to
make mountains out of molehills and Is the classic squeaky
wheel that always needs greasing)? Second, is organizational
citizenship behavior best viewed as a multidimensional latent
variable that is represented by the common variance shared by
its various dimensions and that reflects either (a) something
like agreeableness and the dependability components of con-
scientiousness or (b) a motivational state elicited by organiza-

tional conditions that affect feelings of satisfaction or equity?
Or is it the aggregated sum of those dimensions? Or is it just a
useful classification label for conceptually distinct dimen-
sions of behavior such as altruism, conscientiousness, and so
on? Third, is it best defined as discretionary and not formally
rewardable? Or is it best defined as equivalent to contextual
performance in these respects?

Many of the behaviors subsumed under the label organi-
zational citizenship behavior resemble behaviors embraced
by our definition of contextual performance. If the concept of
organizational citizenship behavior is identical to the concept
of contextual performance, the expected behavioral value de-
finition of contextual performance should apply equally well
to organizational citizenship behavior. The unsettled ques-
tions raised in this literature, however, make it doubtful that
all researchers who work in this area would agree that orga-
nizational citizenship behavior is the total expected value of
an individual’s behaviors (including behaviors with both pos-
itive and negative expected values) over a standard period of
time for maintaining and enhancing the psychological, social,
and organizational context of work.

Organizational citizenship behaviors are also represented
in Campbell’s (1990) multifactor model. If they include only
behaviors with positive expected value, such behaviors
would be included at the top ends of Campbell’s dimensions,
demonstrating effort, maintaining personal discipline, and
maintaining team and peer performance, which appear espe-
cially likely to include behaviors motivated by willingness to
help and cooperate. 

Counterproductive Behavior

Organizational citizenship behavior poses an especially in-
teresting contrast to organizationally dysfunctional forms of
behavior such as antisocial behavior (Robinson & O’Leary-
Kelly, 1998), incivility (Andersson & Pearson, 1999), with-
holding effort (Kidwell & Bennett, 1993), deviant workplace
behaviors (Robinson & Bennett, 1995), and counterproduc-
tive behavior (Sackett, 2002). The contrast is between behav-
iors that are carried out to help and cooperate (and have
positive expected organizational value) and behaviors that
are carried out to hurt and hinder (and have negative expected
organizational value). Some efforts to define or identify the
content of such dysfunctional organizational behaviors are
reviewed briefly in the following discussion. 

Robinson and O’Leary-Kelly (1998) studied correlates of
antisocial behavior at work with an instrument that asked
people to rate the extent to which—over the past year—they
“damaged property belonging to (their) employer, said or did
something to purposely hurt someone at work, did work
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badly, incorrectly, or slowly on purpose, griped with cowork-
ers, deliberately bent or broke a rule(s), criticized people at
work, did something that harmed (their) employer or boss,
started an argument with someone at work, and said rude
things about (their) supervisor or organization” (p. 662).

Andersson and Pearson (1999) distinguished incivility
from other forms of interpersonal mistreatment such as anti-
social behavior, deviant behavior, violence, and aggression
by defining it as “low-intensity deviant behavior with am-
biguous intent to harm the target, in violation of workplace
norms for mutual respect. Uncivil behaviors are characteris-
tically rude and discourteous, displaying a lack of regard for
others” (p. 457). Some examples of incivility are sending a
nasty or demeaning note, treating someone like a child, un-
dermining someone’s credibility in front of others, neglecting
to greet someone, interrupting someone who is speaking,
leaving trash around for someone else to clean, and not
thanking someone who exerted special effort (Pearson,
Andersson, & Porath, 2000).

Kidwell and Bennett (1993) argued that the common ele-
ment underlying behavioral patterns characterized as shirking,
social loafing, and free riding is propensity to withhold effort.
They distinguished this propensity from providing extra effort,
which is part of the concept of organizational citizenship be-
havior, by suggesting that although providing extra effort
might not be enforceable through formal contracts or obliga-
tions, withholding effort generally is sanctioned by such formal
contracts. Thus, providing extra effort might be seen as an ex-
ample of extrarole behavior, but withholding effort would be an
example of negatively valued in-role behavior.

Robinson and Bennett (1995) defined employee deviance as
“voluntary behavior that violates significant organizational
norms and in so doing threatens the well-being of an organiza-
tion, its members, or both” (p. 556). They collected critical
incidents describing things people did that were thought to be
deviant or wrong from a sample of 70 research participants.
Another sample of research participants rated the similarity
of incidents to a target behavior. Multidimensional scaling
yielded a two-dimensional solution that finally produced a ty-
pology with four categories of workplace deviance: production
deviance (e.g., leaving early, taking excessive breaks, inten-
tionally working slow, wasting resources), property deviance
(e.g., sabotaging equipment, accepting kickbacks, lying about
hours worked, stealing from company), political deviance
(e.g., showing favoritism, gossiping about coworkers, blaming
coworkers, competing nonbeneficially), and personal aggres-
sion (e.g., sexual harassment, verbal abuse, stealing from
coworkers, endangering coworkers).

Perhaps the most general and inclusive term to describe
organizationally dysfunctional behaviors such as these is

counterproductive behavior, which—according to Sackett
(2002)—“refers to any intentional behavior on the part of the
organizational member viewed by the organization as con-
trary to its legitimate interests.” Based on results of Gruys’
(1999) dissertation, Sackett enumerated 11 categories of
counterproductive behaviors: theft, destruction of property,
misuse of information, misuse of time and resources, unsafe
behavior, poor attendance, poor quality work, alcohol use,
drug use, inappropriate verbal actions, and inappropriate
physical actions. Sackett argued that empirical evidence from
several sources converges on the possibility of a general factor
of counterproductive behavior and accordingly suggested that
a hierarchical factor model might well represent patterns of
covariation in the occurrence of counterproductive behaviors.
This hierarchical model would have a general factor, group
factors below it, and specific factors such as theft, absence,
and safety below them.

As mentioned, Sackett’s (2002) definition of counterpro-
ductive behaviors includes the requirement that such behav-
iors are intentional. If this stipulation means including only
behaviors that people carry out deliberately to hurt other indi-
viduals or the organization at large, it rules out behaviors that
have negative effects that were not intended, such as acciden-
tal behaviors and behaviors that have negative effects because
well-intentioned performers lacked the knowledge or skill
necessary to carry them out effectively. Defining counterpro-
ductive behaviors as necessarily intentional pits the concept
squarely against the motivational basis for organizational citi-
zenship behavior in willingness to help and disposition to co-
operate. Although the motivational antecedents of the two
performance domains might seem to be opposites of each
other, however, some organizational citizenship behaviors
such as helping others who have been absent and helping
others who have heavy work loads are not obviously the oppo-
site of some counterproductive behaviors such as theft and ab-
senteeism. This makes it important and interesting to ask
whether it makes better sense to define organizational citizen-
ship behavior and counterproductive behavior as opposite ends
of the same dimension or as entirely separate dimensions.

Counterproductive behaviors are represented at the bottom
ends of both task performance and contextual performance.
They are distinguished from other (dysfunctional) behaviors
at the bottom ends of these dimensions by the requirement that
counterproductive behaviors are intentional. Task and contex-
tual performance also refer to mindless or accidental behav-
iors that have negative expected value as well as behaviors
carried out with the intention of having a positive effect
on productivity or the work context but that end up having
negative expected value because the individual is deficient in
the task-specific or contextual knowledge or skill necessary
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for executing an effective behavior. Similarly, counterproduc-
tive behaviors are probably represented at the bottom of all
eight of Campbell’s (1990) performance dimensions, al-
though the dimension maintaining personal discipline is
likely to be especially well saturated with counterproductive
behavior (Sackett, 2002).

Accepting the twin requirements in Sackett’s (2002) defi-
nition that counterproductive behaviors are both intentional
and contrary to the organization’s interests, counterproduc-
tive performance could be defined as the total expected value
to the organization of behaviors that are carried out over a
standard period of time with the intention of hurting other in-
dividuals or the organization as a whole and that have nega-
tive expected organizational value.

The General Performance Factor

Reporting results of a meta-analytic study of correlations be-
tween performance ratings, Viswesvaran, Schmidt, and Ones
(1996) concluded that there is a general factor in supervisory
performance ratings that is independent of halo; they suggest
that this factor explains 49% of the total variance in the ratings.
One explanation they offer for the general factor is that all di-
mensions of job performance are probably determined in part
by general mental ability and conscientiousness. Then the
common variance across performance dimensions that is the
general factor would represent that portion of the total vari-
ance in performance that is attributable to general mental abil-
ity and conscientiousness.

Although the primary focus in the study reported by
Viswesvaran et al. (1996) was on testing for a general factor,
Viswesvaran and Ones (2000) noted that arguing for a gen-
eral factor of job performance does not preclude specific fac-
tors of job performance in addition. In fact, they proposed a
hierarchical model with a general factor at the top, group
factors below it, and more specific factors below them. If
the general factor reflects primarily the joint operation of
conscientiousness and cognitive ability, each of the group
and specific factors would represent other sets of common
antecedents—perhaps reflecting the operation of different
traits, participation in training and development opportuni-
ties, exposure to motivational interventions, situational op-
portunities and constraints, or any combination of these.

Structuring the performance domain according to covari-
ance between performance dimensions essentially identifies
performance factors according to commonalities in their an-
tecedents. This strategy for slicing up the behavioral content
of the performance domain is different from a strategy like
Campbell’s (1990) that appears to be based only on similarity
of behavioral content within dimensions and from a strategy

like that followed by Borman and Motowidlo (1993) that dis-
tinguishes between task and contextual performance on the
basis of their consequences or reasons for their positive or
negative expected organizational value. 

ANTECEDENTS OF JOB PERFORMANCE

Several theoretical and empirical reports published over the
past 20 years presented causal models of performance that
explain relations between basic traits such as cognitive abil-
ity and personality and job performance in terms of interven-
ing variables such as knowledge, skill, and sometimes other
variables that are also presumed to mediate effects of basic
traits on performance. Hunter (1983) reported one of the first
accounts of this sort. It was a meta-analysis based on a total
sample of 3,264 cases that examined relations between cog-
nitive ability, job knowledge, work sample performance, and
supervisory ratings of job performance. Average correlations
across the studies in his meta-analysis supported a model that
has direct causal paths from ability to both job knowledge
and work sample performance, a direct path from job knowl-
edge to work sample performance, and direct paths from both
job knowledge and work sample performance to supervisory
ratings of performance. It is important to note that the effect
of ability on knowledge was substantially stronger than
was its effect on work sample performance, and it had no ef-
fect on supervisory ratings except through its effects on job
knowledge and work sample performance. If work sample
performance can be construed to be a measure of job skill
(Campbell et al., 1996), and if supervisory ratings measure per-
formance on the job, Hunter’s results show that ability directly
affects job knowledge and skill and that it affects job perfor-
mance only through its effects on knowledge and skill.

Schmidt, Hunter, and Outerbridge (1986) added job expe-
rience to the variables tested by Hunter (1983). Using data
from four of the studies that were included in Hunter’s meta-
analysis, they showed that besides ability, experience also has
a direct affect on job knowledge and a smaller direct effect on
job sample performance. There were no direct effects of ex-
perience on supervisory ratings. Thus, both experience and
ability have a substantial direct effect on knowledge and
smaller direct effects on skill as measured through work sam-
ple performance, and neither variable affects job perfor-
mance as measured by supervisory ratings except through
their effects on job knowledge and skill.

Borman, White, Pulakos, and Oppler (1991) added two per-
sonality variables, dependability and achievement orientation,
and two related outcome variables, number of awards and
number of disciplinary actions, to the set of variables that
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Hunter (1983) analyzed. Correlations between these variables
in nine military jobs supported a causal model in which ability
affected knowledge, knowledge affected skill, and skill
affected job performance. Neither ability nor knowledge had
direct or other indirect effects on job performance. In addition,
dependability had direct effects on knowledge, number of
disciplinary actions, and job performance. Achievement
orientation had direct effects on number of awards and job
performance.

Campbell (1990) and his associates (Campbell et al.,
1996; Campbell, McCloy, Oppler, & Sager, 1993) presented
a theory of performance that formalized relations found by
Hunter (1983) and Borman et al. (1991) between ability, job
knowledge, skill, and job performance. They argued that
there are three direct determinants of job performance: de-
clarative knowledge, procedural knowledge and skill, and
motivation. Declarative knowledge is knowledge of facts,
principles, and procedures—knowledge that might be mea-
sured by paper-and-pencil tests, for example. Procedural
knowledge and skill is skill in actually doing what should be
done; it is the combination of knowing what to do and actu-
ally being able to do it. It includes skills such as cognitive
skill, psychomotor skill, physical skill, self-management
skill, and interpersonal skill and might be measured by simu-
lations and job sample tests.

Motivation is the combination of choice to exert effort,
choice of how much effort to exert, and choice of how long to
continue to exert effort. Individual differences in personality,
ability, and interests are presumed to combine and interact
with education, training, and experience to shape declarative
knowledge, procedural knowledge and skill, and motivation.
Thus, individual differences in cognitive ability and person-
ality should have only indirect effects on performance medi-
ated by knowledge, skill, and motivation.

Motowidlo et al. (1997) presented a theory of individual
differences in job performance that also incorporates this idea.
The theory divides job performance into task performance and
contextual performance (Borman & Motowidlo, 1993) and
predicts that cognitive ability is a better predictor of task per-
formance, whereas personality variables such as extraversion,
agreeableness, and conscientiousness are better predictors of
contextual performance. Knowledge, skills, and work habits
are intervening variables in the theory and are learned through
experience as basic tendencies in ability and personality inter-
act with external influences in the environment. One set of
knowledge, skills, and habits is presumed to directly affect task
performance, and a different set of knowledge, skills, and
habits is presumed to directly affect contextual performance.
Thus, the theory predicts that cognitive ability is associated
more with technical knowledge and skill and that personality

characteristics are associated more with contextual knowledge
and skill, which include some forms of interpersonal knowl-
edge and skill. Borman, Penner, Allen, and Motowidlo (2001)
reviewed evidence showing that the personality constructs of
conscientiousness and dependability correlate more highly
with contextual performance than with task performance.

These empirical and theoretical statements argue that cog-
nitive ability, experience, and conscientiousness affect job
performance primarily through their effects on knowledge
and skill—especially knowledge. Schmidt and Hunter (1998)
summarized research in this area by concluding that ability is
related to job performance because more intelligent people
learn job knowledge more quickly and more thoroughly, ex-
perience is related to job performance because more experi-
enced people have had more opportunity to learn job-relevant
knowledge and skill, and conscientiousness is related to job
performance because more conscientious people “exert
greater efforts and spend more time ‘on task’ ” (p. 272). Thus,
if cognitive ability, experience, and conscientiousness are all
determinants of job knowledge and skill, three different
causal mechanisms seem to be involved. Capacity for learn-
ing is the causal mechanism for effects of ability, opportunity
to learn is the causal mechanism for effects of experience,
and motivation to learn is the casual mechanism for effects of
conscientiousness.

Causal mechanisms associated with ability, experience,
and conscientiousness are implicated in the acquisition and re-
tention of all kinds of knowledge and skill. However, another
causal mechanism that involves interpersonally oriented
personality factors may be associated only with knowledge
and skill that reflect patterns of behavior consistent with the
personality factors. This causal mechanism involves a
match between knowledge content and interpersonally ori-
ented personality factors. When the most effective response to
a situation is one that represents high levels of a particular per-
sonality trait, people high on that trait are more likely to know
how to deal with the situation. For instance, highly aggressive
people will tend more than will less aggressive people to be-
lieve that aggressive responses are often appropriate and ef-
fective ways of handling various social situations. Thus, for
social situations in which aggressive responses actually are
most appropriate or best by some criterion of effectiveness,
aggressive people will know better how to handle such situa-
tions effectively.

Thus, the fourth mechanism suggested here is knowledge
is gained through dispositional fit. It involves three compo-
nents. First, people harbor beliefs about the best way to han-
dle difficult social situations, and these beliefs tend to be
consistent with their basic traits. Second, work situations
differ in the degree to which they demand responses that
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reflect some level of a given trait. Third, when a person’s be-
lief about the best response to a situation agrees with the type
of response actually required in that situation for maximum
effectiveness, the person essentially has more knowledge
about how that situation should be handled because his or her
beliefs are correct. 

This fourth causal mechanism implies that different do-
mains of knowledge and skill (and therefore different behav-
ioral dimensions of job performance) are influenced by
different personality characteristics. Thus, to test effects of
these personality characteristics on knowledge, skill, and per-
formance, it is necessary to isolate a behaviorally homoge-
neous dimension of job performance and specific domains of
knowledge and skill that are related to it. 

Schmit, Motowidlo, DeGroot, Cross, and Kiker (1996) ac-
complished this task in a study of relations between customer
service knowledge, customer service performance, and extra-
version in a sample of 160 sales associates in a chain of retail
stores. Customer service knowledge was measured through a
situational interview that asked sales associates how they
would handle various difficult situations with customers, and
customer service performance was measured through sup-
ervisory ratings. They found that extraversion correlated
.32 ( p � .05) with knowledge and .24 ( p � .05) with perfor-
mance. Knowledge correlated .32 (p � .05) with performance.
Hierarchical regressions testing the incremental validity of
extraversion and knowledge showed that knowledge ex-
plained 6.6% of the incremental variance in performance
after extraversion, but extraversion explained only 1.8% of
the incremental variance in performance after knowledge.
These results provide preliminary evidence that extraversion is
related to customer service knowledge and that much of its
effect on customer service performance is mediated by
knowledge.

Motowidlo, Brownlee, and Schmit (1998) extended the
study by Schmit et al. (1996) by testing a wider array of per-
sonality variables and by including measures of ability, experi-
ence, and customer service skill in addition to customer service
knowledge and performance in another sample of retail store
associates. They collected measures of agreeableness, extra-
version, conscientiousness, and neuroticism with the NEO.
Five Factor Inventory and cognitive ability with the Wonderlic.
They measured customer service knowledge through six situa-
tional interview questions that asked how the store associates
would handle difficult customer situations. Moreover, they
measured customer service skill through role-play simulations
that required store associates to deal with a difficult customer
(role-played by a researcher) in three of the situations described
in the interview questions. Finally, they collected ratings of
customer service performance from supervisors.

Correlations between relevant variables were submitted to
a path analysis in which the order of causal precedence was
presumed to be the following: first, personality, ability, and
experience as the exogenous variables; second, knowledge;
third, skill; and fourth, performance. Results showed signifi-
cant paths (a) from extraversion, ability, and experience to
knowledge; (b) from ability, experience, neuroticism, and
knowledge to skill; and (c) from skill to performance. These
results confirm findings reported by Schmit et al. (1996) and
provide further support for the prediction that extraversion
affects job performance (i.e., customer service performance)
through its effects on job knowledge.

SUMMARY

Job performance was defined in this chapter as the total ex-
pected value to the organization of the discrete behavioral
episodes that an individual carries out over a standard period
of time. This definition makes allowance for sources of vari-
ance that stem from individual differences in stable traits,
participation in training and development programs, and
exposure to motivational interventions; it also allows for sit-
uational factors that directly facilitate or constrain actions
that might have positive or negative value for the organiza-
tion. It does not, however, make allowance for effects of
other types of situational factors that affect only organiza-
tionally relevant outcomes without affecting performance
behaviors that are also partial causes of such outcomes. Thus,
this definition offers a single construct of performance that
should be useful for psychological research and practice in
the areas of employee selection, training, motivation, and the
management of situational opportunities and constraints.

Besides allowing the performance construct to be broken
down into different sources of variance corresponding to dif-
ferent strategies for organizational intervention, the defini-
tion also allows the performance domain to be divided into
different behaviorally homogeneous categories or dimen-
sions. The performance literature includes examples of very
different bases for identifying interesting and important be-
havioral dimensions of performance, such as manifest
behavioral content (Campbell, 1990), organizationally rele-
vant consequences (Borman & Motowidlo, 1993), motiva-
tional antecedents (Organ, 1988; Sackett, 2002), or other
antecedents such as ability and personality traits (Viswesvaran
et al., 1996). No single taxonomic structure is likely to prove
best for all purposes, and the performance definition presented
here does not favor any one over others—provided they can
identify differences between behavioral episodes in the
performance domain.
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Empirical and theoretical reports in the performance liter-
ature are converging on an overall model of performance that
identifies variables such as knowledge, skill, motivation, and
habits as direct determinants of the expected value of an indi-
vidual’s behaviors over time. Knowledge, skill, and habits
are presumably jointly determined by individual differences
in stable traits and by training and development opportuni-
ties. Motivation is presumably jointly influenced by stable
traits, by situational factors, and perhaps by training and de-
velopment opportunities as well.

If ability, experience, and conscientiousness affect job per-
formance through their effects on job knowledge, the mecha-
nisms through which this happens might involve capacity,
opportunity, and motivation to learn. A fourth mechanism—
knowledge through dispositional fit—might explain how
some interpersonally oriented personality characteristics such
as extraversion affect relevant behavioral dimensions of job
performance through their effects on relevant types of job
knowledge. This idea implies that effects of at least some sta-
ble traits on job performance can only become fully under-
stood when specific types of knowledge and specific relevant
behavioral dimensions of job performance are identified.

More generally, identifying behaviorally homogeneous
dimensions of job performance makes it possible to identify
traits that might be differentially correlated with different
parts of the overall performance domain (e.g., Borman et al.,
2001; Campbell, 1990; Viswesvaran & Ones, 2000). But it
also makes it possible to study potentially important differ-
ences in motivation and learning processes that might govern
different parts of the performance domain and to study dif-
ferent kinds of situational opportunities and constraints that
affect performance behavior as well. In sum, defining job
performance according to the expected value of behavior and
identifying behaviorally homogeneous dimensions of perfor-
mance lets I/O psychologists explore the possibility that
many of the antecedents of performance might vary across
different behavioral dimensions and that psychological
processes that involve stable individual differences, learning,
motivation, and situational constraints might be different for
different behavioral dimensions of performance.
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The study of recruitment as an academic pursuit has increased
dramatically over the past 25 years. In the first edition of the
Handbook of Industrial & Organizational Psychology, the
topic of recruitment filled less than a page (Guion, 1976). By
the second edition, it had expanded to 45 pages (Rynes, 1991).

Despite all the research activity between 1976 and 1991,
the substantive findings produced by these efforts were rather
modest. For example, research consistently showed that cer-
tain recruiter characteristics were reliably associated with ap-
plicant impressions of recruiter effectiveness. However, these
impressions did not seem to matter to applicants’ actual job
choices (Taylor & Bergmann, 1987)—particularly after va-
cancy characteristics (e.g., pay) were taken into account
(Rynes & Miller, 1983). Similarly, research on recruitment
sources suggested that modest improvements in employee
retention might be obtained by recruiting primarily through
informal sources, particularly employee referrals. However,
research on other posthire outcomes (e.g., performance)
showed no consistent patterns, and almost no research exam-
ined the effect of sources on prehire outcomes such as quality
of the applicant pool or job acceptance rates.

In addition to these modest empirical findings, pre-1990s
recruitment research was also restricted by a narrow range of
research questions and an almost exclusive concentration on
the individual level of analysis. In combination, these features

left many of the most important questions about recruitment
unanswered—such as whether recruitment effectiveness can
be improved through recruiter selection or training, how to
attract applicant populations other than graduating college
students, and whether recruitment practices that work for
high-paying, high-status firms also work for firms with the
opposite characteristics.

The purpose of this chapter is to assess the progress that has
been made since publication of the last handbook and to make
recommendations for the next decade of recruitment research.
We organize our review around the model for future recruit-
ment research suggested by Rynes in the 1991 Handbook
(reproduced here in Figure 4.1). Generally speaking, this
model suggested that future researchers place increased
emphasis on the broader context in which recruitment occurs,
the interdependencies between different phases of the recruit-
ment process, and the potential trade-offs between quantity
and quality in recruitment outcomes.

RECRUITMENT CONTEXT

Prior to the 1990s, the vast majority of recruitment research
had been conducted at the individual level of analysis, either
in campus placement offices or within the confines of a single
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organization. As a result, considerable leaps of faith were re-
quired in order to translate research findings into recommen-
dations for organizational recruitment. Although research at
individual or dyadic levels can provide clues about possible
higher-level processes and outcomes, it cannot be assumed
that phenomena at the microlevel translate directly into
similar effects at the organizational level (Klein, Dansereau, &
Hall, 1994; Rousseau, 1985). Thus, moving to higher lev-
els of analysis is necessary in order to provide relevant an-
swers to many important recruitment and staffing questions
(Rynes & Barber, 1990; Schneider, Smith, & Sipe, 2000;
Taylor & Collins, 2000).

For these reasons, Rynes (1991) recommended that future
research focus more on the context in which recruitment
occurs. Although Figure 4.1 includes three contextual
features presumed to be relevant to recruitment, only one—
organizational characteristics—has received sustained atten-
tion over the past decade.

Organizational characteristics are important to the study
of recruitment for several reasons. First, many applicants are
at least as concerned about picking the right organization as
about choosing the right job. For example, previous research
has shown that organizational characteristics such as loca-
tion, size, or industry are sometimes used as prescreens be-
fore specific vacancy characteristics are ever considered
(e.g., Barber & Roehling, 1993; Turban, Campion, & Eyring,
1995). Second, the human resource (HR) strategy literature
has shown that organizations tend to evolve relatively unique

bundles of HR practices that can have important influences
on the overall climate of an organization as well as on the
way specific job attributes (such as pay) are administered and
interpreted (e.g., Delery & Doty, 1996; Schuler & Jackson,
1987). Third, it is not at all clear that recruitment practices
that are effective for some types of organizations (e.g., the
use of informal recruitment sources and stock options by
high-growth companies) will be equally effective when used
by organizations with different characteristics.

Fortunately, psychologists’ knowledge of recruitment
practices at the organizational level has improved somewhat
over the past decade. Three different types of studies have
contributed to our knowledge. First, a limited number of
studies have demonstrated that differences in organizational
characteristics are reliably associated with differences in re-
cruitment practices. Second, studies from the strategic HR
literature have suggested that differences in HR practices (in-
cluding recruitment) are associated with reliable differences
in organizational performance. Third, some research has ex-
amined how a number of organization-level characteristics
are associated with applicant reactions and intentions.

Turning to the first issue, Barber, Wesson, Roberson, and
Taylor (1999) found that larger organizations were more
likely than were smaller ones to use dedicated HR staff for re-
cruitment, provide training for recruiters, initiate recruitment
further in advance of hiring, allow applicants more time to
accept positions, use campus placement offices, and use more
screening devices (particularly drug tests). In addition,

Figure 4.1 Model for future recruitment research. From Rynes (1991, p. 430).
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Rynes, Orlitzky, and Bretz (1997) found differences in the
extent to which organizations recruit new college graduates
versus experienced workers. Specifically, organizations
recruited larger proportions of experienced workers (rather
than new graduates) to the extent that they were growing
rapidly and had short-term staffing strategies, older work-
forces, and less dynamic business environments.

Of course, simply knowing that different types of organi-
zations pursue different kinds of recruitment practices does
not indicate whether certain practices are generally more
effective than others or (alternatively) whether effectiveness
depends on fit with other features of the environment. A num-
ber of studies have examined this question with respect to
HR practices in general, but none has focused closely on
organizational recruitment.

For example, Huselid (1995) showed that two factors rep-
resenting high-performance HR practices were associated
with organizational profitability 1 year later. However, the
only recruitment-related variable in this study was the orga-
nizational selection ratio, which may not be a recruitment
practice at all, but rather a proxy for (or outcome of) com-
pany visibility or reputation. Moreover, the Huselid study did
not investigate the independent effects of the selection ratio,
but rather combined it with three other items into an em-
ployee motivation factor. In contrast, Delaney and Huselid
(1996) did examine the separate effects of a number of HR
practices (including selection ratios) on managerial percep-
tions of organizational performance. However, they found no
effects for selection ratio. Finally, Terpstra and Rozell (1993)
found a correlation between organizational profits and evalu-
ation of recruitment source effectiveness, although causal in-
terpretation is ambiguous. Thus, although the literature on
linkages between general HR practices and organizational
performance has grown rapidly in recent years, it is fair to say
that recruitment practices have not figured prominently in
this body of work.

The third contribution to organization-level research
comes from studies that have examined the relationships be-
tween organization-level characteristics (particularly image
or reputation) and applicant attraction. Two early studies
(Gatewood, Gowan, & Lautenschlager, 1993, and Turban &
Greening, 1996) showed that corporate image was associated
with student perceptions of organizational attractiveness and
propensity to apply for jobs. However, these findings still left
three important questions: (a) What are the components of
organizational image, (b) to what extent can this image be
modified in the eyes of job seekers, and (c) why does image
matter to job seekers?

Turning to the first question, Gatewood and colleagues
(1993) examined two kinds of image: overall corporate image

(i.e., reactions to company name alone) and recruitment
image (reactions to corporate employment advertisements).
These two measures were found to correlate moderately with
one another (r � .45), as well as heavily with company fa-
miliarity to applicants (r � .95 for overall image and r � .51
for recruitment image). In addition, Gatewood et al. applied
multidimensional scaling to students’ reactions to actual job
advertisements. This analysis suggested that there were three
dimensions to corporate recruiting image: total information
in the advertisement, emphasis on telecommunications and
technology, and general information about the company.
Only the first of these dimensions was found to correlate sig-
nificantly (r � .96) with overall recruitment image, suggest-
ing that recruitment image may be bolstered by the provision
of more information in advertisements.

Turban and Greening (1996) also found that student assess-
ments of corporate reputation were rather closely associated
with familiarity. Specifically, they reported that measures of
organizational familiarity obtained from one sample of college
students correlated .52 with reputation and .49 with organiza-
tional attractiveness in other student samples. In addition, they
assessed the extent to which corporate social performance
(CSP) was associated with college seniors’ ratings of company
reputation and attractiveness. Correlations ranging from .15 to
.25 were found between student assessments of company
reputation and the CSP dimensions (e.g., community and
employee relations). Both reputation and attractiveness as an
employer were also correlated with organizational profitabil-
ity (r � .25 and .23, respectively). After controlling for
company assets and profitability, CSP explained an additional
7% of the variance in student assessments of company attrac-
tiveness.

Cable and Graham (2000) used three different method-
ologies to assess the predictors of corporate reputation
among job seekers. First, using verbal protocol analysis of
student reactions to job descriptions, they found four topics
that stimulated the most discussion about reputation: indus-
try, opportunities for growth, organizational culture, and
company familiarity. Second, policy capturing confirmed the
effect of these variables on reputation, but also showed that
profitability (� � .26) and pay level (� � .16) affected repu-
tation judgments. Finally, they conducted a two-stage field
survey, separated by 3 weeks. In the first phase, subjects
evaluated six organizations with respect to their familiarity,
perceived career opportunities, industry, organizational
culture, profitability, and pay level. Three weeks later, sub-
jects gave overall reputational assessments for the six com-
panies. Simple correlations and regressions of reputation
measures on earlier dimensional assessments produced the
following results: profitability (r � .73, � � .49), industry
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(r � .55, � � .16), and familiarity (r � .49, � � .11). Two
other variables that had large simple correlations—opportu-
nities for growth (r � .55) and organizational culture (r �

.59)—had almost no association with reputation (� � .08 and

.04, respectively) after profitability, industry, and familiarity
were taken into account.

The second unanswered question—whether firms can
change their recruitment images—has not been directly as-
sessed via field experiments. However, the preceding studies
seem to suggest that the most feasible route for improving
corporate recruitment image may be to increase applicant
familiarity by providing more information. For example,
Gatewood et al. (1993) found that recruitment image was
strongly related (r � .96) to the total amount of information
provided in employment advertisements, and that recruit-
ment image explained more variance in students’ self-
reported propensities to apply than did overall corporate
reputation. Similarly, Turban and Greening (1996) found that
student familiarity was higher for companies that recruited
on campus, provided materials to the campus placement of-
fice, or both. Finally, Cable, Aiman-Smith, Mulvey, and
Edwards (2000) showed that companies’ recruitment images
can be affected not only by recruitment advertisements, but
also by product or service advertisements. For example,
students who were most influenced by product advertising
tended to overestimate the amount of risk-taking in the
corporate culture and to underestimate the degree of rules
orientation.

Thus, previous results suggest that application behaviors
may be positively influenced by mere provision of greater in-
formation. However, there are at least three important caveats
to this tentative conclusion. First, none of the studies has ex-
amined actual application behaviors, but rather perceptions
of organizations or self-reported propensities to apply for
jobs. Second, there have been no field experiments to demon-
strate the effects of modified advertisements on quantity or
quality of applications to specific, real organizations. Third,
most of the research on organizational image has restricted it-
self to organizations that are already familiar to most people.
This may be an important boundary condition because it is
not clear that unknown organizations will reap the same ben-
efits from advertising as do firms that are already familiar to
applicants (Barber, 1998). Indeed, a recent study by Cable
and Turban (in press) showed that the amount of information
that individuals retained from recruitment advertisements
was moderately correlated (r � .22) with their familiarity
with the organization to begin with.

Finally, few studies have sought to determine why organi-
zational image or reputation might influence application
decisions. However, several reasons for expecting such a
linkage have been advanced. First, social identity theory

(Ashforth & Mael, 1989) suggests that people seek to associ-
ate themselves with organizations that enhance their self-
esteem. Thus, job seekers may pursue high-reputation
companies to bask in such organizations’ reflected glory or to
avoid the negative outcomes (e.g., lowered self esteem)
incurred from working for employers with a poor image
(Ashforth & Kreiner, 1999; Dutton, Dukerich, & Harquail,
1994). Second, a positive reputation may signal that an orga-
nization is likely to provide other desirable job attributes,
such as high pay and strong opportunities for career growth
and development (Rynes, 1991). Finally, a positive reputa-
tion may make applicants more receptive to whatever infor-
mation an organization provides (Barber, 1998).

In the most direct examination of these hypotheses to date,
Cable and Turban (in press) observed the reactions of 368
subjects to job postings that manipulated company reputa-
tion, pay level, and human resource philosophy. Company
reputation was manipulated by producing advertisements for
one high- and one low-reputation firm (as assessed by For-
tune rankings and an independent student sample) in each of
four industries. Results suggested that company reputation
influenced subjects’ perceptions of specific job characteris-
tics (thus supporting signaling theory), as well as their ex-
pected pride from becoming an organizational member
(supporting social identity theory). In addition, the impact of
reputation on application likelihood was partially mediated
by perceptions of job characteristics and completely medi-
ated by expected pride from membership. Finally, subjects
were willing to pay a premium (in the form of lower salaries)
to join companies with positive reputations. This relation-
ship, too, was mediated by the pride that individuals expected
to attain through membership.

In summary, the past decade has begun to shed light on the
relationships between organizational characteristics, recruit-
ment practices, and applicant attraction. The most important
conclusions from this body of research involve the impor-
tance of industry, organizational familiarity, and financial
profitability to organizational image and also involve the im-
portance of organizational image to applicant attraction. On
the other hand, considerable work remains to be done. For
example, few definitive recommendations for organizational
practice can be offered, although a tentative suggestion to
increase information provision, general marketing, and
familiarity as ways of improving image can be provided. In
addition, almost no research exists to indicate whether certain
practices work better in some types of organizations than
they do in others. For many of these questions, different types
of methodologies (such as field experiments or cross-level
surveys) will be required. Because similar methodological
issues apply to several of the sections that follow, they are
discussed in greater detail later in the chapter.
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RECRUITMENT ACTIVITIES AND PRACTICES

Prior to 1990, three aspects of recruitment had received con-
siderable research attention: recruiters, recruitment sources,
and realistic job previews (RJPs). However, it was suggested
that other recruitment practices were also likely to have an ef-
fect on recruitment processes and outcomes—particularly the
attractiveness of vacancy characteristics, the stringency of
selection standards, and administrative procedures other than
RJPs (e.g., recruitment timing and expenditures). Post-1990
research in each of these areas is reviewed in the following
sections.

Recruiters

Pre-1991 research on recruiters had clearly established links
between applicants’ perceptions of recruiter traits (especially
positive affect and enthusiasm) and their perceptions of the
organization itself (e.g., job attractiveness, treatment of em-
ployees). However, nearly all such findings were generated
immediately after initial campus interviews, using a single
questionnaire to ask about recruiter characteristics, job at-
tractiveness, expectancies of receiving an offer, and inten-
tions of further job pursuit. As such, nearly all findings were
subject to concerns about demand characteristics and com-
mon method variance.

In addition, there were reasons to doubt the strength and
duration of the observed effects. For example, in the only
longitudinal recruitment study prior to 1991, Taylor and
Bergmann (1987) found that recruiter effects on applicant
evaluations vanished after the campus interview stage. Simi-
larly, Rynes and Miller (1983) and Powell (1984) found that
recruiter effects faded to insignificance after vacancy charac-
teristics were taken into account. These findings caused
Rynes (1991) to conclude that “recruiters probably do not
have a large impact on actual job choices” (p. 413).

Much of the recruiter research conducted since 1991 has
validated earlier findings. For example, several studies have
reconfirmed that there are moderate correlations between
applicants’ perceptions of recruiter characteristics following
initial campus interviews and broader assessments of organi-
zational characteristics (e.g., Goltz & Giannantonio, 1995;
Turban & Dougherty, 1992). Similarly, additional research
on recruiter demographic characteristics has continued to
find weak, conflicting, or nonexistent effects of gender or
race on overall applicant impressions (Maurer, Howe, & Lee,
1992; Turban & Dougherty, 1992).

However, a few studies have changed researchers’ inter-
pretation of earlier findings or added depth with respect to
knowledge of interviewer behaviors and their effects on
applicants. For example, a study by Rynes, Bretz, and

Gerhart (1991) suggested a role for recruiters in applicants’
job search and choice decisions that was somewhat larger
than that suggested by the pessimistic conclusion drawn in
the earlier Handbook chapter. Rynes et al. used structured,
longitudinal interviews to discover how job seekers deter-
mine whether an organization provides a good fit to their
wants and needs. Content analysis of interview responses
suggested that although perceived job and organizational
attributes were the major determinants of perceived fit,
recruiters and other organizational representatives were the
second-most important. In addition, recruiters were also
associated with changes in many job seekers’ assessments
of fit over time—16 of 41 individuals mentioned recruiters
or other corporate representatives as reasons for deciding
that an initially favored company was no longer a good
fit, whereas an identical number mentioned recruiters as a
reason for changing an initial impression of poor fit into a
positive one.

Another question that has received attention since the last
review is whether—or how—recruiter training affects re-
cruiter behaviors and applicant reactions. Prior to 1991, the
only study to include recruiter training as an independent
variable found no relationship between training and applicant
impressions (Taylor & Bergmann, 1987). Since then, two
studies (Connerley, 1997; Stevens, 1998) have addressed the
issue in greater detail.

Based on content analysis of 39 tape-recorded campus in-
terviews, Stevens (1998) found distinct differences in the
interview behaviors of trained versus untrained recruiters.
Specifically, relative to untrained recruiters, trained recruiters
were more likely to begin the interview with a preamble,
spend less time discussing non-task-related topics, stick more
closely to a standard script sequence (establishing rapport,
asking questions, taking questions from applicants, dis-
engagement), and asked more screening-oriented questions.
In addition, trained recruiters were perceived by applicants to
be better prepared and more professional than were untrained
recruiters. However, there were no effects on applicants’ in-
tentions to accept job offers after preinterview impressions
were taken into account (although the small sample size
needs to be kept in mind). Connerley (1997) also found that
trained recruiters were perceived by applicants to have sig-
nificantly higher interpersonal effectiveness (r � .11) and
overall effectiveness (r � .14), although she did not test the
effects of training on intentions to accept an offer.

Stevens’ (1998) finding that trained interviewers tend to
ask more screening-oriented questions is interesting in light
of previous speculation that applicants may be differentially
affected by recruitment- versus selection-oriented interviews
(Rynes, 1989). At least two studies have directly addressed
this question. In a field study of post-campus-interview
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reactions, Turban and Dougherty (1992) found that recruiters
who focused mostly on recruitment (as opposed to selection)
created more positive impressions among applicants and
were less likely than were selection-oriented recruiters to be
perceived as intimidating. In addition, Barber, Hollenbeck,
Tower, and Phillips (1994) and Stevens (1998) found that
applicants received and absorbed more information from
recruitment-oriented recruiters than from selection- or dual-
oriented ones.

Despite these positive effects of recruitment focus on ap-
plicant’s feelings about recruiters, Turban and Dougherty
(1992) found that the jobs associated with recruitment-
focused interviews tended to be viewed as less attractive than
they did when recruiters were focused more evenly on recruit-
ment and selection. Similarly, Barber, et al. (1994) found that
applicants were less likely to drop out of the applicant pool
when recruiters used a combined recruitment-plus-selection
approach rather than a recruitment-only approach. Thus, at
least two studies (although not Stevens, 1998) suggest that re-
cruiters who do not balance recruitment selling with applicant
screening may have the unintended effect of devaluing their
vacancies in applicants’ eyes.

Finally, Connerley and Rynes (1997) conducted a field
survey to determine whether various types of organizational
support for recruitment (e.g., preinterview training, recruit-
ment feedback, and rewards) were associated with recruiters’
self-perceptions of recruiting effectiveness and applicants’
perceptions of recruiter effectiveness. Regression analyses
suggested that none of the forms of organizational support in-
fluenced recruiters’ (n � 252) perceptions of their effective-
ness. Rather, recruiter self-perceptions of effectiveness were
associated most closely with their self-perceptions of inter-
personal skills (� � .52), amount of prior recruitment experi-
ence (� � .28), and self-perceived toughness in screening
candidates (� � .13).

On the applicant side (n � 1,571), two organizational
support activities were weakly associated with applicants’
perceptions of recruiter effectiveness: preinterview support
activities (� � .10) and hours of training (� � .05). In addi-
tion, applicants found recruiters who provided more infor-
mation to be less effective (� � �.10), suggesting again that
too much of a selling focus may be detrimental to applicant
perceptions.

Recruitment Sources

Prior to the last Handbook, research on recruitment sources
had focused almost exclusively on relationships between
sources and posthire outcomes, particularly performance
and turnover. The most widely reported finding at that time

was that employees recruited through informal sources—
particularly referrals—appeared to have higher rates of job
survival. In contrast, findings with respect to performance
and other dependent variables were highly variable across
studies.

Since the last Handbook, one study (Kirnan, Farley, &
Geisinger, 1989) has supported the finding of higher job
survival rates for employees recruited through informal
sources. However, two other studies (Werbel & Landau,
1996; Williams, Labig, & Stone, 1993) found no differences
between recruitment source and turnover.

With respect to job performance, recent studies have been
just as mixed as earlier research. For example, Kirnan et al.
(1989) found no relationship between recruitment source and
insurance sales performance, and Williams et al. (1993) found
no relationships between source and nursing performance.
On the other hand, Blau (1990) reported higher performance
among bank tellers hired through direct application, whereas
Werbel and Landau (1996) found that insurance agents re-
cruited through college placement were higher performers
than were those hired through newspaper ads.

Also unresolved at the time of the last Handbook were the
underlying mechanisms behind source-outcome relationships
(where observed). Two potential explanations had been of-
fered: (a) the realistic information hypothesis, which pro-
poses that some sources provide more or better information
to applicants, and (b) the prescreening or individual differ-
ences hypothesis, which suggests that different sources
attract applicants with differing qualifications and other out-
come-related attributes.

Some recent source research has been devoted primarily
to testing these two hypotheses. In general, this research sug-
gests that different sources indeed produce applicants with
different individual characteristics, job-related information,
or both. For example, Kirnan et al. (1989) found that referrals
produced applicants with higher scores on an empirically val-
idated application blank. They also found that women and
minorities were disproportionately attracted through formal
sources, whereas White males had disproportionate access to
referrals. Both Williams et al. (1993) and Griffeth, Hom,
Fink, and Cohen (1997) found that different recruitment
sources produced nursing applicants with both differing qual-
ifications and different degrees of knowledge about the job.
Blau (1990) found that walk-in bank tellers had ability scores
higher than those of applicants from other sources and that
referrals had more realistic information about the job. Werbel
and Landau (1996) found that insurance agents hired through
college placement offices were younger and better educated
than were those from other sources and that referrals had less
realistic expectations than did walk-ins or agency hires.
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Finally, Vecchio (1995) reported that different sources sys-
tematically produce applicants with different racial, gender,
educational, and income characteristics. 

Although most studies have found at least some source-
related differences in applicant characteristics, information,
or both, the specific nature of those relationships tends to
vary widely across studies. In addition, although such differ-
ences are consistent with hypotheses that realism or individ-
ual differences mediate observed relationships between
sources and posthire outcomes, their mere existence is not
sufficient to establish intermediary processes. Rather, direct
tests of mediation are necessary.

Recent tests of mediation have not been strongly support-
ive of either the individual differences or the realistic infor-
mation hypothesis. For example, neither Werbel and Landau
(1996) nor Williams et al. (1993) found any support for me-
diating effects of qualifications and prehire knowledge on
posthire outcomes. Moreover, although Vecchio (1995) did
not directly test for mediator effects, he did find that source-
related differences in affective outcomes remained even after
he controlled for individual differences. Griffeth et al. (1997)
did find a mediating effect of realism on posthire affective
outcomes but did not assess job performance.

Finally, at least two studies have found that source-related
individual differences tend to be larger within applicant pools
than they are among new hires (Kirnan et al., 1989; Williams
et al., 1993). This finding suggests that observed source
effects are likely to be attenuated posthire, presumably
because the best individuals are hired from within each
source. As a result, both Kirnan et al. (1989) and Williams
et al. (1993) caution against placing too much emphasis on
source per se as a predictor of posthire outcomes.

Overall, the relatively weak and inconsistent findings
for source-outcome processes and relationships have led
researchers to recommend that future source research focus
more on prehire outcomes (Barber, 1998; Rynes, 1991;
Werbel & Landau, 1996; Williams et al., 1993). An example
of such research is provided by Kirnan et al. (1989), who
found that informal sources produced higher job offer and
acceptance rates than did formal sources.

The recent discovery of complexities in source usage sug-
gests that source research may have to become more sophis-
ticated if reliable effects are to be detected. For example,
many applicants appear to use multiple sources to identify
their future employers (Vecchio, 1995), and results can vary
widely depending on how multiple-source cases are coded
or classified (Williams et al., 1993). In addition, the same
source can be used in very different ways. For example, com-
panies can passively wait for individuals to apply via their
Web sites, or they can actively solicit applications by raiding

internal company directories or responding immediately to
hits from applicants at targeted universities or competing
employers.

These considerations suggest that prior operationaliza-
tions of source (usually 1 for the primary source and 0 for all
others) have probably been seriously deficient. What may be
more important than the source per se is how much support
and information accompanies source usage or the extent to
which a source embeds prescreening on desired applicant
characteristics. Overall, the weak and inconsistent prior re-
sults combined with the considerable variance in how differ-
ent firms use the same source, suggest that little progress will
be made by conducting research as usual.

Administrative Procedures

As with recruiters, administrative practices are believed to be
capable of affecting job applicants in one of two ways: Either
they signal something about the company’s broader charac-
teristics (e.g., efficiency, profitability), or they influence
applicants’ expectations of receiving job offers (Rynes,
Heneman, & Schwab, 1980). At the time of the last Hand-
book, the study of administrative practices had been over-
whelmingly dominated by studies of RJPs. Since that time,
there has been a marked drop-off in RJP studies and a con-
siderable increase in studies of applicant reactions to affirma-
tive action policies and employer selection procedures.

Realistic Job Previews

Most early RJP research assessed the effects of RJPs on
posthire outcomes. This approach was seriously deficient
from a recruitment perspective, given the possibility of ad-
verse applicant self-selection in the face of more (and usually
more negative) information. Thus, Rynes (1991) recom-
mended that subsequent RJP research focus more explicitly
on applicant attraction. In addition, it was suggested that
future research pinpoint the types of applicants most strongly
affected by RJPs because it seemed plausible that the appli-
cants most likely to withdraw on the basis of negative infor-
mation would be those with the most options (e.g., Rynes
et al., 1991).

As far as we know, only one study (Bretz & Judge, 1998)
has attempted to investigate this question, using both experi-
mental and field methodologies. However, in the experimen-
tal portion, examination of the experimental stimuli suggests
that the authors actually manipulated the attractiveness of job
attributes (e.g., “expectations are high but will be recognized
when these expectations are met” vs. “expectations are high,
and you can expect to be criticized for poor performance but
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seldom praised for good performance,” p. 332) rather than
the realism of information provided about a given attribute. A
slightly different type of confound applies to the field portion
of this research, in that applicants were simply asked to report
how much negative information they had received about each
company early in the recruitment process. Negative informa-
tion received would be expected to be a function of at least
two properties: actual job and organizational attractiveness
and degree of honesty or accuracy in portraying those attrib-
utes. As such, the study does not appear to be a true test of
the relationships between realism, applicant attraction, and
applicant characteristics.

A recent meta-analysis by Phillips (1998) found an
average correlation of �.03 between RJPs and applicant
withdrawal. Although this relationship was statistically sig-
nificant due to the large number of subjects involved (N �

6,450), it is clearly not a large effect. Nevertheless, these re-
sults do suggest that there are not likely to be large with-
drawals from recruitment pools as a consequence of more
realistic information. With respect to other outcomes, Phillips
reported that RJPs correlated �.06 with voluntary turnover,
�.05 with all types of turnover, �.01 with job satisfaction,
.01 with organizational commitment, and .05 with job perfor-
mance. Given these modest findings, we do not see RJPs as a
major priority for future recruitment research.

Affirmative Action

A number of general patterns have begun to emerge from re-
cent research on applicant reactions to various types of affir-
mative action (AA) policies (for a more complete review,
see Kravitz et al., 1997). Perhaps the most consistent
(though hardly surprising) finding from this research is that
applicant reactions to AA tend to depend on one’s demo-
graphic status. Specifically, African Americans tend to have
the most favorable views toward AA, followed by women
and to a lesser extent, Hispanics (e.g., Barber & Roehling,
1993; Highhouse, Stierwalt, Bachiochi, Elder, & Fisher,
1999; Kravitz & Klineberg, 2000; Truxillo & Bauer, 1999).
In short, AA is most popular with likely beneficiaries and
least popular with White males. It should be noted, however,
that although reactions to AA tend to vary by gender and
ethnicity, reactions to discriminatory questions (e.g., about
age, marital status, gender, or ethnicity) appear to be consis-
tently negative (Saks, Leck, & Saunders, 1995).

Ethnic differences in reactions to AA have been explained
in terms of both self-interest and justice theories, with per-
ceived unfairness mediating many of the observed relation-
ships between ethnicity and applicant reactions (Heilman,
McCullough, & Gilbert, 1996; Kravitz & Klineberg, 2000).

Other individual-level mediators of reactions to AA include
perceptions of workplace discrimination, personal experi-
ences with discrimination, and political orientation—
especially among Whites (Kravitz & Klineberg, 2000).

Minimizing negative reactions to AA policies is very im-
portant because such reactions have been associated with
negative outcomes for both beneficiaries and nonbeneficia-
ries alike (at least in experimental research). For example, ex-
perimental beneficiaries of AA have been found to suffer
from lower self-esteem (Heilman, Lucas, & Kaplow, 1990)
and reduced perceptions of competence by others (Heilman,
Block, & Lucas, 1992), while nonbeneficiaries have reported
reduced enthusiasm for work, diminished organizational
attractiveness, and a reduction in prosocial behaviors (e.g.,
Heilman et al., 1996; Truxillo & Bauer, 1999).

Because of these potentially negative outcomes, it is use-
ful to know whether reactions to AA depend on the specific
types of plans utilized as well as the rationalizations for em-
ploying them. On this issue, Whites have been found to react
less negatively to tie-breaker plans than to preferential-
treatment AA plans, whereas Blacks and Hispanics react in
the opposite fashion (Kravitz & Klineberg, 2000). AA also
appears to raise fewer concerns when merit is emphasized as
central to the decision-making process (Heilman, Battle,
Keller, & Lee, 1998) and when various rationales are pro-
vided for AA adoption (e.g., the need to make up for past
discrimination or to account for test score unreliability;
Heilman et al., 1996; Truxillo & Bauer, 1999).

Another finding is that in the absence of explicit informa-
tion about a company’s selection procedures, nonbeneficia-
ries of AA (i.e., White males) tend to make unfavorable
assumptions about the fairness of selection procedures (e.g.,
to assume that they are more qualified than are beneficiaries
or that merit was not considered in the decision; Heilman
et al., 1996; Heilman et al., 1998). Thus, researchers recom-
mend that employers think carefully about the messages they
wish to transmit concerning their AA programs and that they
not leave interpretation to applicant imaginations (Kravitz &
Klineberg, 2000; Truxillo & Bauer, 1999).

Selection Procedures

Since publication of the last Handbook, there has been a
dramatic increase in research examining applicant reactions
to a wide variety of selection procedures (e.g., Campion,
Palmer, & Campion, 1997; Murphy, Thornton, & Prue,
1991; Sackett & Wanek, 1996). However, by far the most
research has been conducted on reactions to cognitive ability
tests—often with a secondary purpose of determining
whether there are racial differences in such reactions



Recruitment Activities and Practices 63

(e.g., Chan & Schmitt, 1997). A recent review of this litera-
ture located at least 40 such studies conducted between 1985
and 1999 (Ryan & Ployhart, 2000). 

The most common theoretical framework for analyzing
applicant reactions has been justice theory (e.g., Gilliland,
1993). Studies conducted in this tradition have (not surpris-
ingly) found substantial correlations between perceived fair-
ness of selection procedures, overall perceptions of the selection
process, and perceived organizational attractiveness. However,
most of these studies have employed cross-sectional research
designs and used questionnaires with strong demand character-
istics (e.g., self-report items concerning perceived justice of
selection procedures followed by items concerning organiza-
tional attractiveness). Moreover, available evidence suggests
that these differences have little impact on applicant behaviors
such as withdrawal from the selection process or rejection of job
offers (e.g., Ryan, Sacco, McFarland, & Kriska, 2000).

In combination, previous findings and the characteristics
of previous research raise serious questions about how much
additional effort to invest in this area. Although Ryan and
Ployhart (2000) make a number of well-reasoned suggestions
for future research, they argue (and we agree) that the top pri-
ority must be to show that any of these differences in per-
ceived justice are important enough to affect any applicant
behaviors of practical interest. Without such evidence, little
is likely to be gained from further examinations of correla-
tions between race, perceived justice, and organizational
attractiveness.

Vacancy Characteristics

Because vacancy characteristics such as pay and benefits are
important to applicants and potentially manipulable by em-
ployers, Rynes (1991) argued that they should be studied
more directly as part of recruitment research. Several studies
responded to this call. For example, Barber and Roehling
(1993) used verbal protocol analysis to examine which of 10
attributes were attended to most heavily in hypothetical deci-
sions to apply to companies. Results showed that participants
paid the most attention to location, salary, benefits, and at-
tributes that were extreme or unusual in some way.

Cable and Judge (1994) used policy capturing to examine
students’ reactions to multiple pay and benefits preferences.
In general, they found that participants preferred high pay
levels to low ones, individually based pay to team-based pay,
fixed pay to variable pay, and flexible benefits to fixed. How-
ever, they also found that these preferences were stronger for
some types of individuals than for others. For example, mate-
rialistic applicants placed greater emphasis on pay level than
did low materialists, and individuals with high self-efficacy

placed greater value on individualistic pay than did those
with low self-efficacy.

Trank, Rynes, and Bretz (2002) used attribute importance
ratings to determine whether college students with different
levels of academic achievement (test scores and grade point
average or GPA) and social achievement (leadership and
extracurricular activities) place differential importance on
various job and organizational characteristics. Results sug-
gest that in general, students with high ability and achieve-
ment place relatively greater importance on interesting
and challenging work than do other students. However, on
many other attributes, students with high academic achieve-
ment appeared to have different preference patterns from
those with high social achievement. For example, students
with high social achievement placed more importance on
high pay level than did low achievers, whereas those with
high academic achievement placed less importance on this
factor. More generally, high social achievers placed more im-
portance on extrinsic rewards, expected to spend less time
with their first employer, and expressed stronger tendencies
toward self-employment than did high academic achievers.
Finally, high achievers of both types were less attracted to
job rotation and cross-functional career paths than were low
achievers.

Konrad and colleagues (Konrad, Corrigall, Lieb, &
Ritchie, 2000; Konrad, Ritchie, Lieb, & Corrigall, 2000) con-
ducted two meta-analyses of gender differences in job at-
tribute preferences. One meta-analysis included 31 studies of
managers and business students, whereas the other examined
242 samples from a broad range of ages and settings. Al-
though some gender differences in attribute preferences were
observed, the authors concluded that these differences were
not large enough to be important determinants of women’s
lower employment and earnings status.

In the only field study of vacancy characteristics and ap-
plicant attraction over the past decade, Williams and Dreher
(1992) examined a variety of relationships between the com-
pensation systems of 352 banks and their relative success in
applicant attraction. As would be expected, pay levels were
positively related to job acceptance rates. However, contrary
to expectations, high pay levels were positively associated
with the time required to fill vacancies and not at all associ-
ated with applicant pool size. Further investigation of these
surprising results suggested that the banks tended to use pay
in reactive fashion, such that higher pay or benefit levels
often reflected prior difficulties in attracting workers. Thus,
rather than treating pay and benefit levels as strategic deci-
sions that persist over time, the organizations in that study
treated them as attributes to be tinkered with in response to
ad hoc changes in labor supply.
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Although many details remain to be discovered, it seems
quite safe to conclude that pay level is at least moderately
important in most applicants’ job choices. In addition, other
forms of pay (e.g., contingent pay increases, benefits) are also
important—perhaps increasingly so as they become more
variable across employers (Heneman, Ledford, & Gresham,
2000) and more volatile over time (e.g., the value of stock
options). Further advances await more explicit examination
and more sophisticated methodologies. 

Selection Standards and Applicant Quality

Early research showed that one of the main sources of flexibil-
ity in applicant attraction involves the raising or lowering of
selection standards as workers become more—or less—avail-
able (e.g., Malm, 1955; Thurow, 1975). By broadening appli-
cant pools and loosening selection standards as labor markets
tighten, most employers are generally able to fill most of their
vacancies. However, because changes in recruitment pools and
hiring standards may have implications for subsequent pro-
ductivity as well as immediate attraction (Dreher & Sackett,
1983), it is crucial to assess the quality of individuals attracted
under various recruitment and selection procedures.

The 1990s produced the tightest U.S. labor market in
decades, a change that undoubtedly led to broadened appli-
cant pools and reduced selection standards in many organiza-
tions. Yet despite calls for updated research on this topic
(Rynes, 1991), none has been forthcoming. In part, we sus-
pect that this paucity of research is due to the legal sensitivi-
ties of conducting research in this area (see Boehm, 1982). In
addition, research at the organizational level is hampered by
the fact that most organizations use different selection crite-
ria and thus cannot be compared on anything other than sub-
jective assessments of screening rigor or selection ratios
(which are probably confounded with organizational visibil-
ity and image). Thus, the most promising sites for such
research may be multibranch organizations with similar types
of work but with selection criteria that perhaps vary in strin-
gency across locations (e.g., consulting firms or the military). 

RECRUITMENT PROCESSES

A case can be made that the recruitment literature has more than
enough studies demonstrating that recruiters, sources, or realistic
previews are sometimes related to both pre- and post-hire out-
comes. What is missing is a clear understanding of why, and
under what conditions, such relationships are likely to emerge.
Thus, the time has come to pay closer attention to the design and
measurement issues necessary to isolate recruitment processes.
(Rynes, 1991, p. 437) 

As shown in Figure 4.1, the previous Handbook suggested
six processes in need of additional research: applicant
self-selection, time-related processes, information-related
processes, interactive processes, individual differences,
and posthire adjustment. Not surprisingly, progress across
these areas has been uneven, with the greatest amount of
attention paid to individual differences (in the form of
person-organization fit). We now review recent findings with
respect to the first five (i.e., prehire) processes, plus a short
section on social processes. Posthire processes are not
reviewed due to space limitations and extensive coverage in
previous reviews.

Applicant Self-Selection

At the time of the last Handbook, one major unresolved issue
was whether the modest posthire benefits of RJPs might be
nullified by increases in the numbers of those self-selecting
out, thereby raising the costs of generating sufficiently large
applicant pools and job acceptances. As indicated earlier, a
recent meta-analysis suggests that this is not the case
(Phillips, 1998). However, an equally if not more important
question concerns the quality of those who self-select out in
the face of more accurate (and usually more negative) RJP
information. If higher quality applicants—who presumably
have more market alternatives—are disproportionately dis-
suaded by the provision of negative information, then the
modest posthire benefits of higher retention might be gained
at the expense of losing more qualified new hires.

Direct evidence on this question is lacking in the RJP lit-
erature. However, indirect evidence suggests that negative
recruitment features in general (e.g., unattractive job attrib-
utes, unfriendly recruiters, recruitment delays) are evaluated
more critically by higher quality applicants. For example,
Bretz and Judge (1998) found that higher quality job seekers
(as measured by quantity and quality of work experience,
academic achievement, and extracurricular activities) at-
tached greater weight to negative information communicated
early in the recruiting process than did less qualified appli-
cants. Rynes et al. (1991) found that students with higher
grades were more likely to withdraw from the recruitment
process after organizational delays and also were more likely
to make negative attributions about the organization (rather
than about themselves) in explaining the delay. Similarly,
after controlling for a variety of other applicant characteris-
tics, Connerley and Rynes (1997) found that students with
higher grades generally perceived recruiters to be less effec-
tive. On the other hand, some evidence suggests that negative
judgments are tempered for those with greater previous work
experience (Bretz & Judge, 1998; Rynes et al., 1991).
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As with research on vacancy characteristics and selection
standards, ascertaining the effects of RJPs on the quantity
(and especially the quality) of applicants generated is likely
to be most convincingly pursued via field experiments or in
cross-sectional research in organizations with multiple sites
and relatively standardized recruitment and selection proce-
dures. Without standardized procedures, assessment of ap-
plicant quality (and quality-related self-selection) is nearly
impossible.

Time-Related Processes

Both organizational recruitment and individual job search are
processes that occur over time; this raises the possibility that
variables such as early-versus-late search start and timeliness
of follow-through will influence both the quantity and quality
of applicants attracted at various stages. Thus, the previous
Handbook recommended that recruitment researchers exam-
ine timing effects in markets with clearly defined recruitment
cycles (e.g., college recruitment), as well as possible order
effects (e.g., recency, contrast) on applicant evaluations of
vacancies (e.g., see Soelberg, 1967).

Although recent research has not examined these precise
questions, several studies have examined time-related recruit-
ment processes. For example, in their study of how applicants
determine their fit with various organizations, Rynes et al.
(1991) inadvertently discovered that delays between recruit-
ing phases were a fairly important cause of applicants’ drop-
ping companies from further consideration. Specifically, 50%
of the students in their sample turned down at least one site
visit due to late timing. However, in contrast to earlier find-
ings (e.g., Arvey, Gordon, Massengill, & Mussio, 1975;
Sheppard & Belitsky, 1966), applicants who were most likely
to lose interest in specific companies due to delays were those
who tended to have the most employment alternatives. This
difference is almost certainly due to the fact that Arvey et al.
(1975) and Sheppard and Belitsky (1966) studied noncollege
populations who typically do not have the luxury of choosing
among multiple organizations but rather have to find their
own alternatives in sequential fashion. With respect to college
recruitment, however, the message seems clear: Not only do
delays between recruitment phases lose applicants, but they
are likely to cost the most sought-after applicants.

Another focus of recent research is whether and how
applicants’ information-seeking processes change over time.
Blau (1994) found support for two stages of search among
a sample of diverse job seekers: a preparatory phase during
which job seekers generated possible alternatives and an
active phase during which they actually applied for vacan-
cies and sought more detailed information. Similarly, a

longitudinal study of college and vocational school students
by Barber, Daly, Giannantonio, and Phillips (1994) showed
that job seekers narrowed the field of considered options
over time, investigated more deeply into the characteristics
of those options, and switched their emphasis from formal
to informal sources of information. Both these studies
support earlier work by Rees (1966), Soelberg (1967), and
Osborn (1990), all of whom suggested that periods of
expansive, general search (called extensive search by Rees)
tend to be followed by narrower, more detail-oriented inten-
sive search.

Finally, Powell and Goulet (1996) found that applicants’
postinterview intentions were relatively good predictors of
their subsequent behaviors (e.g., acceptance of second inter-
views and job offers), even after controlling for number of
other offers and number of previous turndowns. This finding
somewhat reduces concerns about the common practice of
assessing applicants’ behavioral intentions at early phases of
the recruiting process without following them through to
ultimate decisions.

Social Processes

Barber, Daly, et al.’s (1994) finding that informal sources
(e.g., friends and relatives) play a large role in the active
phase of job search draws attention to the highly social nature
of the job choice process. Social processes in job search
and choice have been discussed in considerable detail by
Granovetter (1974) and more recently by Kilduff (1990).
Specifically, Kilduff found that master’s of business adminis-
tration (MBA) students were disproportionately likely to in-
terview with the same companies as were those students they
perceived to be similar to themselves or who were viewed
as personal friends, even after controlling for similarities in
job preferences and academic concentration. Additionally,
several authors have shown that social referral processes are
often correlated with demographic characteristics such as
gender or race and that these differences have consequences
for subsequent search and choice outcomes (e.g., Kirnan
et al., 1989; Leicht & Marx, 1997).

The relatively heavy emphasis on social relationships that
emerges from field research suggests a number of recruiting
tactics for organizations. For example, in campus recruiting,
the importance of social ties suggests the likely effectiveness
of strategies that build an ongoing campus presence and that
provide high-quality internship experiences that cause in-
terns to spread the word about the company upon their return
to campus. Indeed, recent surveys of practice suggest that
organizations have in fact been placing more emphasis on
these tactics in recent years (e.g., Thornburg, 1997).
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Information-Related Processes

Two issues have received the bulk of attention with respect to
the way applicants process information: how applicants make
judgments about unknown attributes on the basis of known
characteristics (signaling) and the effects of initial applicant
beliefs on subsequent actions, beliefs, and decisions. Turning
to the first question, earlier research had clearly established
that applicants tend to use recruiter characteristics as signals
of broader organizational characteristics (Harris & Fink,
1987) as well as expectations of receiving an offer (Rynes &
Miller, 1983). However, little work had been done to deter-
mine how known job and organizational attributes influence
applicants’ beliefs about attributes that are more difficult to
discover.

To address this deficiency, Barber and Roehling (1993)
used verbal protocol analyses (VPA) to examine how appli-
cants made inferences about a variety of job characteristics.
In the unprompted condition in which subjects simply talked
through their reactions to various job descriptions, industry
and firm size were the most common sources of inferences
about more specific job characteristics. In the prompted con-
dition (in which subjects were asked directly to estimate job
challenge, responsibility, etc.), job title and industry were
used most often to make inferences about job challenge and
responsibility, salary was used to make inferences about
work hours, and firm size and benefits were used to make
inferences about job security.

Rynes et al. (1991) used interviews with actual job seekers
to determine how they made inferences from various recruit-
ment experiences. They found that delays in recruitment
processes were common sources of inferences about organi-
zational (in)efficiency and influenced job seekers’ expecta-
tions of receiving a job offer. They also found that some
candidates interpret the number of women and minorities met
during site visits as indicative of organizational attitudes
toward diversity. Finally, they found considerable individual
differences in the extent to which job seekers viewed recruit-
ment practices as reflective of broader organizational charac-
teristics. Specifically, recruitment practices were more likely
to be viewed as representative of the company when job
seekers had less previous experience, when recruiters were
not from the HR department, and when the practices were
experienced on the site visit rather than during the campus
interview. 

Other information-processing studies have examined how
early impressions or beliefs of job applicants affect their job
search behaviors and subsequent impressions or choices.
Although this issue has been rather widely studied on the
recruiter side of the process (under the rubric of self-fulfilling

prophecies; e.g., Dipboye, 1982), it has rarely been investi-
gated with respect to applicants. However, Stevens (1997)
recently conducted such an investigation, using information
from 106 pre- and postinterview surveys and 24 audiotaped
campus interviews. Similar to findings from the recruiter side
(e.g., Dougherty, Turban, & Callender, 1994; Phillips &
Dipboye, 1989), she found that applicants with more positive
prior beliefs about an organization were more likely to
use positive impression management techniques and to ask
positive-leaning questions designed to produce favorable
information about the organization.

Stevens also found that applicants’ impressions of re-
cruiters were positively correlated with their impressions of
the organization and that perceptions of recruiters partially
mediated relationships between preinterview and postinter-
view job beliefs. It is interesting to note that applicants who
expected to receive job offers evaluated recruiters more pos-
itively even though objective coding of the interviews did not
reveal more positive recruiter behaviors. Based on the overall
pattern of results, Stevens (1997) speculated that one of the
reasons for the relatively modest impact of recruiters on job
choice is that for many applicants, the likelihood of job
acceptance may be substantially determined before formal
recruitment activities begin.

Interactive Processes

A second aspect of self-fulfilling prophecies concerns inter-
active effects, or the impact that preinterview impressions of
one party to the interview (e.g., recruiters) can have on the
other party (e.g., applicants). To investigate this possibility,
Liden, Martin, and Parsons (1993) had college students play
the role of interviewee in interviews in which the recruiter
was either warm or cold, as manipulated via eye contact
and smiling. Independent judges then rated applicants’
verbal and nonverbal behaviors. As predicted, overall results
showed that applicants interviewed by warm recruiters
displayed more effective verbal and nonverbal behaviors in
return (see also Dougherty et al., 1994). However, Liden
et al. (1993) also found that high self-esteem applicants were
barely affected by recruiter behaviors, whereas low-self-
esteem individuals were significantly affected on both verbal
and nonverbal behaviors.

In an interesting twist on the more common attempt to
examine how recruiter behaviors influence applicants,
Stevens (1997) evaluated whether applicants’ behaviors had
any discernible impact on recruiters. In an analysis of 24 au-
diotaped campus interviews, she found that applicants’ use of
positive confirmatory questioning about the company did not
cause recruiters to answer questions in more positive ways.
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In fact, when applicants asked more positive questions and
had more positive prior beliefs about the job and company,
interviewers were rated as both less personable and less
informative by outside observers. The author attributed this
result, which generally differs from findings with respect to
recruiter influences on applicants (Dougherty et al., 1994;
Phillips & Dipboye, 1989), to applicants’ lesser degree of
control over the course and direction of the employment
interview.

Individual Differences and Person-Organization Fit

Although research on the role of vacancy characteristics has
lagged over the past decade, research on the topic of person-
organization (P-O) fit has flourished. The P-O fit literature
differs from the vacancy characteristics literature at least
three ways. First, the vacancy characteristics literature pri-
marily focuses on the main effects of various job attributes in
applicant decisions (e.g., whether fixed pay is generally pre-
ferred to variable pay). In contrast, the concept of fit implies
an interactive process whereby certain attributes are assumed
to be attractive to some applicants but unattractive or less
attractive to others. Second, the vacancy characteristics liter-
ature tends to focus primarily on job attributes (pay, cowork-
ers, career path, type of work), whereas the P-O fit literature
tends to focus on organizational attributes (e.g., size, loca-
tion, or culture). Third, the fit literature has tended to focus
relatively more on subjectively construed attributes, such as
values and beliefs (e.g., Chatman, 1991; Meglino, Ravlin, &
Adkins, 1989).

The increase in P-O fit research makes sense in light of a
number of trends in the broader environment. For example,
diversity in HR systems—particularly compensation systems
and work schedules—has increased noticeably over the past
decade (Heneman et al., 2000; Levering & Moskowitz, 2001)
and thus made fit a more salient issue. Additionally, research
on P-O fit among current employees (as opposed to job
seekers) has shown that a wide variety of positive outcomes
(e.g., employee satisfaction, retention, and performance) cor-
respond with higher levels of congruency or fit (Chatman,
1991).

Early fit research was mostly experimental (e.g., Bretz,
Ash, & Dreher, 1989), with researchers maintaining tight
control over extraneous factors while trying to determine
whether P-O fit played any role in individuals’ job choice de-
cisions. For example, using a policy capturing design, Judge
and Bretz (1992) showed that most individuals prefer organi-
zations that display fairness, concern for others, high
achievement, and honesty (i.e., main effects). However,
they also found that individuals’ primary value orientations

interacted with organizational characteristics such that indi-
viduals were relatively more interested in firms with values
similar to their own.

Turban and Keon (1993) examined how self-esteem and
need for achievement moderated the effects of organizational
characteristics on attraction to hypothetical organizations.
They found that in general, most applicants preferred decen-
tralized organizations and performance-based pay to central-
ized organizations and seniority-based pay. However, they
also found that preferences for performance-based pay and
organizational size varied with differences in subjects’ need
for achievement.

As noted earlier, Cable and Judge (1994) built on these re-
sults in a policy-capturing study that examined how personal-
ity traits are related to multiple pay and benefits preferences.
They found that subjects generally preferred certain types of
pay systems (e.g., high pay levels, individual-based pay), but
also that certain types of applicants placed greater emphasis
on particular pay attributes (e.g., individuals with high self-
efficacy placed greater value on individualistic pay).

Although experimental studies provide advantages of
tight control and clear causality in studying fit, they also pre-
sent limitations (Schwab, Rynes, & Aldag, 1987). Such limi-
tations include the use of hypothetical jobs and choices,
demand characteristics (e.g., researchers choose which job
attributes are manipulated and which individual differences
are measured), and lack of contextual fidelity in relation to
real labor markets (e.g., subjects sometimes evaluate dozens
of scenarios in one sitting).

Fortunately, there have also been a number of field studies
of fit over the past decade. For example, Rynes et al. (1991)
employed structured interviews with real job seekers to find
out how they assessed their fit with various companies at two
points during the job search. The most commonly mentioned
determinants of fit included general company reputation, atti-
tude toward the product or industry, perceived status of the
job seeker’s functional area in the company, training and
career opportunities, geographic location, and popular press
reports. A comparison with the earlier section on organiza-
tional image in this review reveals a general similarity be-
tween elements associated with fit and those associated with
image. In addition, about a third of the job seekers in Rynes
et al. also mentioned the behaviors of recruiters and other
company representatives as indicators of good or poor fit.

Cable and Judge (1996) conducted another field study that
examined job seekers’ subjective P-O fit perceptions and the
sources of those perceptions. Results revealed that P-O fit
perceptions were predicted by perceived values congruence
and that job seekers placed substantial weight on P-O fit
relative to other job and organizational attributes (e.g., pay,
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location) when choosing jobs. Results from this longitudinal
study also extended previous research on the P-O fit construct
by demonstrating that job seekers’ subjective fit perceptions
mediated the effect of perceived values congruence on job
choice intentions and subsequent work attitudes.

Judge and Cable (1997) examined the dispositional basis
of job seekers’ organizational culture preferences and also in-
vestigated how these preferences interact with organizational
cultures to affect applicant attraction. Results suggested that
the Big Five personality traits (conscientiousness, extraver-
sion, emotional stability, agreeableness, and openness to ex-
perience; Barrick & Mount, 1991) were generally related to
hypothesized dimensions of culture preferences. Analyses
also indicated that both objective P-O fit (congruence be-
tween applicant preferences and the recruiting organization’s
reputed culture) and subjective fit (applicants’ direct assess-
ments of fit) were related to organization attraction.

Saks and Ashforth (1997) examined job seekers’ subjec-
tive perceptions of P-O fit, focusing on the role of infor-
mation sources and self-esteem. This longitudinal study
showed that P-O fit was not related to self-esteem but was
related to the number of formal information sources used
(e.g., newspaper advertisements, campus recruiters). This
study also suggested that although subjective P-O fit and sub-
jective person-job fit are correlated (r � .56), they are distinct
constructs (see Kristof-Brown, 2000, for similar evidence
from the recruiter side).

In evaluating the recent research on P-O fit in recruitment,
it is clear that several advances have been made since the
previous Handbook. For example, researchers have demon-
strated that many different organizational attributes can be
associated with applicants’ impressions of fit, including
size, geographic dispersion, values, culture, and pay systems.
However, one potential problem with fit research to date is
that almost all psychological characteristics of applicants
(e.g., personality characteristics, values) have been found to
be associated with preferences for like-measured orga-
nizational attributes. The fact that nearly all investigated
characteristics have yielded evidence of fit raises questions
about the truly critical dimensions of fit that actually drive
job choices.

Although published studies have all found at least some
evidence of interactions or fit in applicant impressions, it is
important to remember that most have found even larger
main effects for such variables as pay level, performance-
based pay, individual- rather than team-based pay, flexible
benefits, fair treatment, concern for others, and achievement
orientation. Thus, on many attributes, organizations may
be well-advised to think at least as much in terms of best
practices as of fit. On the other hand, there are clearly some

organizational characteristics that are evaluated significantly
differently by different types of applicants (e.g., organiza-
tional size; Barber et al., 1999).

Recent research has also provided information about re-
sults to be expected using different measures of fit (Kristof,
1996). For example, subjective holistic measures of fit gener-
ally do a better job of predicting outcomes than do direct
measures of fit, which are typically calculated as difference
or distance scores between organizational and applicant
characteristics on multiple dimensions. This finding is not
all that surprising, given that subjective perceptions of fit
(a) are measured from a single source; (b) do not suffer from
the same degree of unreliability as difference scores; and
(c) are global estimates of total organizational fit and thus
are broader than any one set of organizational factors that
researchers might measure.

Still, the fact that objective measures of fit are not as pre-
dictive as subjective ones appears to place limits on organi-
zations’ ability to predict or influence fit on the basis of
objective practices and characteristics. Moreover, from a re-
search perspective, current measures of subjective fit often
tread dangerously close to other, better-established constructs
such as attractiveness, expected utility, or job satisfaction
(when applied to current employees). Thus, to the extent that
future fit research relies on subjective perceptions, fit re-
searchers should be required to demonstrate the discriminant
validity of the various fit constructs (e.g., P-O and P-J).

Finally, investigations of fit have moved from experi-
mental studies to studies of actual job seekers making real
choices. Thus, research in this area has moved beyond demon-
strating that P-O fit can affect job seekers’ reactions to paper
organizations, to showing how actual job seekers acquire and
utilize fit perceptions during the job search process. However,
to continue this trend toward generalizability, it is important
for future P-O fit research to move beyond college students,
who comprise the vast majority of subjects in this area to date.
In addition, it will be important to minimize the demand char-
acteristics associated with most fit research so that the dimen-
sionality of fit—as well as the critical incidents that trigger fit
perceptions—arise more directly from job seekers’ own lan-
guage and experiences than from researchers’ assumptions
(for examples from the recruiter side, see Bretz, Rynes, &
Gerhart, 1993, and Kristof-Brown, 2000).

To summarize, over the past decade, research on recruit-
ment and applicant attraction has made progress in a number
of areas (Table 4.1). Because some of the conclusions in
Table 4.1 are more tentative than others are, the reader is en-
couraged to return to earlier sections of the chapter for infor-
mation about the nature of the evidence underlying each
conclusion.
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Organizational Characteristics
Location, size, and organizational image are important factors in job
seekers’ application decisions.

Organizational reputation or image is highly correlated with organizational
familiarity and moderately correlated with profitability and industry.

Organizational image appears to be important to applicant decisions both
because it sends signals about more specific job attributes and because it
influences expected pride from membership (social identity).

The most likely routes to improving organizational image are to improve
familiarity and to increase the amount of information available to applicants.

Recruiters and Other Organizational Representatives
Recruiters can make a difference to applicants’ job choices, particularly
at the extremes of recruiter effectiveness. However, recruiter effects are
typically overshadowed by job and organizational attributes.

Line recruiters and representatives met on site visits are more influential
(in either direction) than staff recruiters and representatives met on campus.

Applicants regard trained recruiters as somewhat more effective than
untrained ones, although the effects on job choices are probably not large.

Trained recruiters are more likely to follow a standardized protocol in
interviews and to ask more screening-related questions. Thus, they are
probably likely to produce more valid selection decisions.

Although applicants like recruiters who spend more time recruiting than
selecting, attraction to the job itself may suffer if recruitment is
overemphasized relative to selection.

Recruitment Sources
Results are very inconsistent across studies. Even the strongest conclusion
from pre-1991 research—that informal sources are superior to formal ones
in terms of posthire outcomes—appears to be open to question.

Sources differ in terms of the types of applicants they produce and the
amount of information they appear to provide. However, the precise nature
of these differences varies across studies.

Individuals often use more than one source in locating and applying for
jobs. The typical practice of coding only one source is problematic and
can have a substantial effect on study results.

The same source (e.g., the Internet) can be used in very different ways by
different employers. Thus, the types of applicants attracted and the amount
of information associated with the same source can also vary dramatically
across employers.

White males still have better access than other groups to informal sources
of referral.

Realistic Job Previews (RJPs)
RJPs are associated with consistent, but very small, increases in employee
retention.

RJPs do not appear to cause greater applicant self-selection out of the
application process. The issue of whether different types of employees 
self-select as a result of RJPs remains unexamined.

Affirmative Action Policies
In general, AA policies are perceived positively by those who might benefit
from them, and negatively by White males.

Negative reactions to AA can be minimized by placing a strong emphasis
on merit (e.g., AA as tie-breaker policies) and explaining the reasons
behind the policy.

Selection Procedures
Applicant reactions to selection procedures can be explained largely in
terms of perceived fairness or justice.

In general, applicants appear to accept the use of cognitive ability tests in
selection.

Although there are sometimes differences in perceived test fairness across
demographic groups, there is little evidence that the use of testing causes
job seekers to drop out of applicant pools.

Vacancy Characteristics
Pay and benefits are of at least moderate importance in job choice. However,

importance varies across individual and market characteristics.

In general, college students prefer high pay levels, pay raises based on
individual rather than team performance, fixed rather than variable pay,
and flexible rather than fixed benefits.

Job challenge and interesting work appear to be particularly important to
students who have exhibited high academic and social achievement.

High pay levels, strong promotion opportunities, and performance-based
pay are relatively more important to students with high levels of social
achievement (e.g., extracurriculars and offices).

High academic achievers (high GPA and test scores) are more attracted by
commitment-based employment philosophies than are high social achievers.

Organizations appear to modify vacancy characteristics in reactive rather
than strategic fashion, thus limiting potential recruitment effectiveness.

Applicant Quality & Self-Selection
High-quality applicants (as assessed via grades and number of job offers)
generally appear to be more critical of recruiting practices (e.g., recruiters
and recruiting delays). However, those with greater work experience may
be slightly more forgiving.

Time-Related Processes
In campus recruiting contexts, delays between recruitment phases can
cause significant dropout from applicant pools. Dropout will probably be
most severe among applicants with the most opportunities.

In other types of labor markets, dropout may be heaviest among those who
need immediate employment.

Applicants appear to go through two phases of job search: (a) a broad,
exploratory phase in which general information is sought mostly through
formal sources, and (b) a more focused stage in which informal sources
are increasingly used to gain detailed information about a small subset of
identified alternatives.

Social Processes
Social referrals are still unequal by race and gender, and they have effects
for employment outcomes.

Job seekers’ social networks explain variance in job choices over and above
general preferences and specific academic preparation.

Information-Related Processes
Recruiter characteristics are often used to make inferences about
organizational and job characteristics and likelihood of receiving an offer.

Organization-level characteristics, particularly size and industry, are used to
make inferences about more specific vacancy characteristics.

Applicants’ preinterview beliefs about organizations affect their interview
performance and impressions. Applicants with positive pre-interview beliefs
exhibit more positive impression management behaviors, ask more positive
confirmatory questions, and perceive recruiter behaviors more positively.

Interactive Processes & Self-Fulfilling Prophecies
Recruiter behaviors (particularly warmth) have a clear effect on applicant
interview performance. Applicant behaviors have much less effect on
recruiter behaviors, suggesting that recruiters have much more control over
interview processes and outcomes than do applicants.

Individual Differences and Person-Organization (P-O) Fit
Although there are some organizational characteristics that are widely
favored by most job seekers (e.g., fairness, high pay), the strength—and
sometimes direction—of preferences varies according to individual
differences in values, personality, or beliefs.

Recruiters and other organizational representatives are often mentioned as
sources of applicant beliefs about P-O fit.

Some of the main determinants of perceived P-O fit are the same as factors
influencing perceived organizational image.

Subjective holistic measures of fit produce better predictions than
objective, multiattribute estimates of fit.

P-O fit and person-job fit are moderately to highly related, yet conceptually
distinct, constructs.

TABLE 4.1 Tentative Conclusions from the Past Decade of Recruitment Research



70 Recruitment Research in the Twenty-First Century

Organizational Characteristics
Examination of best practice versus contingency models of relationships
between recruiting practices and organization-level outcomes (e.g., do the
same types of practices work for organizations with negative versus
positive images? for unknown versus well-known organizations?).

Cross-level research on the impact of recruitment practices on employee
characteristics and organizational outcomes.

Field experiments on the effectiveness of attempts to improve organizational
recruitment image (or to establish an image where none currently exists).

Examination of recruitment strategies and philosophies (e.g., how are
decisions about recruitment practices made? To what extent are recruitment
decisions strategic versus reactive? Are strategic approaches to recruitment
more successful than reactive ones?).

Recruitment Sources
Effectiveness of new or growing sources of recruits, including company
Web sites, temporary employment agencies, talent auctions, “raids” of
competitors, and rerecruiting of former employees.

Effects of rewarding current employees with cash or prizes for successful
applicant referrals.

Process examinations of results from different ways of using the same
source (e.g., the huge variations in Internet recruiting practices).

Applicant Reactions to Selection Procedures
Examine new or emerging selection procedures such as Web quizzes,
personality inventories, and lotteries as (sometimes disguised) prescreen-
ing. and recruitment techniques.

Examine “distance recruiting” via technologies such as videoconferencing.

Shift emphasis from perceived fairness of procedures to impressiveness of
procedures (e.g., can creative selection devices be used to attract, as well as
screen, high-quality employees?).

Vacancy Characteristics
Examine effects of short-term monetary incentives (e.g., “exploding”
offers, signing bonuses) on posthire outcomes.

Effects of salary compression and inversion caused by increased external
hiring.

Effects of increasing individualization of recruiting packages (e.g., flexible
benefits, alternative work schedules).

Field experiments and organization-level examinations of changes or
variations in vacancy characteristics.

Updated research on preferences for variably pay, especially stock
ownership and options.

Time-Related Processes
Effects of recent timing trends in recruitment, such as: earlier college
recruiting cycles, exploding offers, reduced cycle time for extending
offers, extending offers years in advance of college graduation, and so on.

Examine relationships between recruitment timing and applicant pool size
and quality.

Social Processes
Explore effects of recruiting entire teams of employees (e.g., entire
graduating classes from key programs) or using corporate acquisitions as
recruitment devices.

Explore ways to make referrals a more effective source for women and
minorities.

Individual Differences and Person-Organization Fit
Conduct more process-oriented fit research with fewer demand
characteristics to examine the most critical dimensions of fit.

Examine fit issues with respect to cognitive ability (in addition to more
traditional fit research on personality and values).

TABLE 4.2 Areas for Future Recruitment Research

MOVING TOWARD THE FUTURE

In Table 4.2, we make suggestions for future research in a
number of specific areas. However, we use this last section of
the text to address some of the more general substantive and
methodological needs in recruitment.

Substantive Issues

One important factor that has received little attention to this
point is that there have been many dramatic changes in
the practice of recruitment over the past decade (Taylor &
Collins, 2000). Technological advances and the tightest labor
market in decades have combined to dramatically alter
the range of tactics organizations use to attract new talent
and that individuals use to seek new employers. These de-
velopments remain almost completely uninvestigated by
researchers.

Many of the shifts in recruitment practices have resulted
from rounds of corporate downsizing and the subsequent
weakening of internal labor markets (Cappelli, 1999). In tra-
ditional internal labor markets, employees are brought into

organizations through a small number of entry-level jobs and
then are promoted up through a hierarchy of increasingly re-
sponsible (and lucrative) positions. In recent years, however,
high-level jobs have not been restricted to internal candi-
dates, and new employees have been hired from the outside at
virtually all levels. Although downsizing and the weakening
of internal promotion channels initially put employees at a
distinct disadvantage relative to employers, these same prac-
tices also weakened employee loyalty and trust in manage-
ment. Consequently, as labor markets began to tighten,
employers suddenly found themselves in an unenviable
position.

The loosening of ties between employers and employees
has created new forms of labor exchange that behave much
more like financial markets than like conventional labor mar-
kets (Cappelli, 1999; Useem, 1999). Consider this recent
description of labor markets by Pink (1998, p. 87):

As more and more people declare free agency, a genuine
market—with brokers, exchanges, and an evolving set of rules—
is emerging for their talent . . . If you think of yourself as talent
and you’re looking for an agent, you need to meet the people at
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MacTemps Inc.—they can help you manage your career. If you
think of yourself as a stock and you’re looking for a broker, you
need to meet the people at M-Squared—they can help you get a
good price. And if you think of yourself as an investor and you’re
looking to put some money into the human-capital market, you
need to meet the people at IMCOR—they can help you devise an
investment strategy.

In comparison with earlier practices, these new forms of
labor exchange are characterized by shorter-term relation-
ships between employers and employees, more explicit
fixed-duration contracts, and better market information—
particularly for job seekers (Useem, 1999). The amount of
salary information available to job seekers has exploded in
recent years—not only in general but also in very specific
terms (e.g., Korn Ferry will put an explicit valuation on
potential clients’ skills and experience).

As a result of these changes, the recruitment of new em-
ployees has increasingly involved monetary incentives—
both to prospective hires and to those who identify and
recruit them. Current employees are often paid large finders’
fees for successful referrals, and the amount of money spent
on executive recruiters more than doubled in the mid-1990s
(Useem, 1999). New hires are offered large signing bonuses,
stock options, and salaries that sometimes far exceed those of
current employees with many years of experience. Individu-
als post their resumes in so-called human talent auctions on
Monster.com, selling their services to the highest bidder.

These trends raise important questions about the types of
employees likely to be attracted through such practices. For
example, in 1971, Lawler wrote the following summary of
research on individual differences in pay importance: “The
employee who is likely to value pay highly is a male, young
(probably in his twenties); he has low self-assurance and high
neuroticism; he belongs to few clubs and social groups; he
owns his own home or aspires to own one and probably is a
Republican and a Protestant.” More recently, Cable and
Judge (1994) found that high importance of pay level was as-
sociated with materialism and risk-seeking, and Trank and
colleagues (2002) found a correlation between the impor-
tance of high pay and the tendency to be less committed to
particular employers. Clearly, additional research examining
individual differences in the attractiveness of different forms
of pay would be useful. For the moment, however, available
evidence suggests caution in placing too much emphasis on
up-front, noncontingent high pay levels in attracting and
retaining employees. 

Another change in the practice of recruitment is that there
has been a dramatic relaxation of historical (but tacit) no-raid
agreements. Corporate recruiters are increasingly acting like
external search firms, hacking into the internal directories of

competitors and raiding their employees (Kuczynski, 1999;
Useem, 1999). These practices—combined with increased
Internet surfing by currently employed individuals—are
moving labor markets toward a world in which “employees
keep their credentials in play more or less constantly. . . . (be-
coming) active yet passive lookers, perhaps content with
their station in life but always on the watch for that dream
job” (Useem, 1999, 74).

The long-term impact of all these changes has yet to be
examined, but clearly should be. For example, studies of
Internet recruiting should be incorporated into increasingly
complex studies of recruitment sources that take into account
multiple source usage by applicants, as well as the multiplic-
ity of ways that different employers use the Internet for re-
cruiting. Similarly, studies of emerging compensation issues
associated with recruitment (e.g., exploding offers, signing
bonuses, salary compression) are some of the most important
questions to be studied in the area of vacancy characteristics.

In addition to the numerous developments in recruitment
practice, the other major understudied area involves recruit-
ment decision making in organizations. With only a few ex-
ceptions (e.g., journalistic case studies such as Nakache,
1997, or organization-level surveys such as Barber et al.,
1999; Rynes & Boudreau, 1986; Rynes et al., 1997), we
know very little about how or why particular recruitment de-
cisions are made in organizations. We therefore do not know
the extent to which organizational decision makers actually
pursue the steps necessary to develop a recruitment strategy
(e.g., Breaugh, 1992) or—if they do—the extent to which
such plans are derailed by the frenetic pace of change in
external labor markets.

In order to conduct research that is meaningful to practice,
it seems essential to know how such decisions are being
made and whether differences in decision strategies are as-
sociated with differences in recruiting success (see also
Breaugh & Starke, 2000, and Taylor & Collins, 2000).
Although the prescriptive literature suggests that proactive
strategies are likely to be associated with greater recruiting
success, it also appears that a high degree of adaptiveness is
required because of the increasing turbulence in external
labor markets. Thus, future studies of the effectiveness of dif-
ferent combinations of fixed strategy and flexible responsive-
ness would be useful.

Methodological Issues

For the past decade, nearly all reviewers of the recruitment
literature have concluded that recruitment researchers need to
augment their traditional focus on individual reactions with
research at higher levels of analysis (e.g., Barber, 1998;
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Breaugh & Starke, 2000; Rynes & Barber, 1990). In fact,
Taylor and Collins (2000) suggest that shifting to a much
higher proportion of organization-level research (roughly
70% organizational, 30% individual) is the single most im-
portant step for increasing the relevance of recruitment re-
search to practice: “Such a shift would allow researchers to
examine recruitment practices across a population of organi-
zations, permitting the assessment of context as a determi-
nant of the kinds of practices implemented, and providing
opportunities to assess the practice effects on organization
level outcomes” (pp. 324–325).

However, as earlier organization-level research has
shown, attributing causality, accurately apportioning vari-
ance across predictors, and determining the actual processes
by which organizational practices such as recruitment are
associated with organization outcomes is a difficult business
(e.g., March & Sutton, 1997). Therefore, in addition to
increasing the number of cross-sectional, organization-level
surveys, the implementation of more complex designs is also
highly desirable.

One important step for increasing our understanding of
organization-level processes would be to use cross-level (not
just organization-level) research. Schneider and colleagues
(2000) suggest that one particularly fruitful cross-level de-
sign would be to examine the links between organizational
differences in staffing practices and aggregate individual per-
formance because “most managers of organizations are unin-
terested in which of the people on the shop floor are superior
(the traditional individual differences focus); rather, the
concern is for the aggregate of the shop floor workers”
(pp. 110–111).

Such studies can best be done through experimental or
quasi-experimental research in which organizational or sub-
unit differences in recruitment practices are subsequently
related to differences in aggregated individual performance.
Such designs make most sense and are most likely to be
interpretable when the organizations and types of work in-
volved are at least reasonably similar, as in different locations
of the armed forces or large consulting firms. Although a full
discussion of cross-level issues is beyond the scope of this
chapter, we refer readers to the excellent discussion of cross-
level issues in a highly related area (selection; Schneider
et al., 2000) as well as more general discussions of cross-level
issues (e.g., Klein & Kozlowski, 2000; Rousseau, 1985).

In addition to cross-level research, supplementing cross-
sectional organizational research with longitudinal data
could help ameliorate problems of questionable causality
(e.g., see Huselid, 1995). Another valuable supplement to
organization-level research would be to get participants’
reactions to puzzling findings after results have been

obtained. A good example of this approach can be found in
Williams and Dreher (1992), who did follow-up surveys to
evaluate alternative explanations and to clarify the most
likely direction of causality.

Another important methodological need in several areas
of recruitment research—particularly organizational image
and P-O fit research—is to reduce the demand characteristics
present in most research. For example, it has become increas-
ingly common for researchers to measure subjects on some
well-known personality or values instrument (such as the
Neuroticism, Extraversion, Openness Personality Inventory
or the Organizational Culture Profile; O’Reilly, Chatman, &
Caldwell, 1991) and then correlate individual difference
scores with subjects’ perceptions of the desirability of various
organizational characteristics (e.g., openness, participative
management, or achievement orientation). Although such
studies almost always confirm at least some of the hypothe-
sized relationships, the demand characteristics associated
with this approach beg the question of whether personality is
in fact one of the most important individual differences for
predicting or explaining fit.

Therefore, we strongly recommend an increase in basic
descriptive research and inductive theory building as opposed
to the present near-monopoly of deductive testing of individ-
ual difference models generated in other subfields of I/O psy-
chology (particularly selection). In calling for more inductive
and process-oriented research, we echo Cooper and Locke’s
(2000) arguments that the failure to closely study phenomena
in field settings before moving to deductive hypothesis testing
is a major cause of perceived research irrelevance: 

You cannot build a sensible theory without facts. Theory build-
ing should be an inductive process. You should start by gathering
facts pertinent to the issue you want to study from observation of
reality. . . . It is no wonder that practitioners almost never read the
academic literature. Aside from the jargon and mind-numbing
statistics, the theories developed may have very little to do
with the real world or, if they do, may deal with such minute
segments of it that it is not worth the manager’s time to study
them. (pp. 340–341)

CONCLUDING REMARKS

Recent advances in technology and the growing intensity of
market competition have elevated recruitment to a preemi-
nent role in organizational struggles for competitive advan-
tage. After many years of taking a backseat to other areas of
I-O and HR, applicant attraction now has central billing in
many companies’ strategic portfolios. In fact, in a recent
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survey of worldwide executives by Andersen Consulting
(now Accenture), 80% said that attracting and retaining peo-
ple will be the number one force in business strategy by the
end of the decade (Byrne, 1999). Even if labor shortages ease
in the future, increasing recognition of the economic value of
hiring the best possible people will continue to keep recruit-
ment at the forefront of corporate strategy—particularly for
key positions.

It is interesting, however, that the same forces that have
led to an increased emphasis on recruitment are likely—in
the longer run—to place even more pressure on employee
retention. Economic theory suggests that in a world of perfect
competition, perfect information, perfect information pro-
cessing, and perfect mobility, the ability of recruitment to
influence applicants’ judgments would be severely limited
(Rynes et al., 1980). Rather, choices to join and leave organi-
zations would be made almost exclusively on true character-
istics of the jobs and organizations themselves.

As technological advances, changing recruitment norms,
and flexible work arrangements increasingly chip away at
past market imperfections, the opportunities to influence ap-
plicants through such practices as advertising, signaling, and
timing are reduced. In addition, the decline of internal labor
markets, the reduction of employment loyalties, the growing
feasibility of telecommuting, and the increasing frequency
with which workers switch jobs all suggest that if the expec-
tations of newly attracted workers are not met, they will soon
be lost to competitors.

Thus, the attraction of new workers—but even more so,
their retention—is increasingly likely to rest on the true
characteristics of jobs and organizations rather than on
recruitment hype or the relatively strong job-seeking inertia
formerly generated by protected internal labor markets. In
such a world, recruitment is probably best thought of as
merely the price of admission to play in a much bigger and
more difficult quest for competitive advantage through peo-
ple. Still, although recruitment is only the first phase of the
new talent game, failure to win at it is increasingly likely to
result in elimination from the entire tournament. 
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PERFORMANCE MODEL

Our model begins with the notion that there are two major
individual difference determinants of performance: can-do
and will-do factors. This notion underlies most of the history
of industrial/organizational (I /O) psychology, if not of psy-
chology in general. In the performance domain itself, this
distinction is often referred to as the difference between max-
imal (can-do) and typical (will-do) performance. The can-do
factors include what has been referred to as g (general cogni-
tive capacity), and lower order abilities (e.g., spatial percep-
tion, math and verbal abilities, reasoning, etc.). The relative
importance of g and the existence and number of lower
order ability factors has been debated for most of the past
century (Carroll, 1993; Murphy, 1996; Spearman, 1927).
Also included in the can-do category are physical abilities
(e.g., manual dexterity, strength, coordination, stamina).

Fleishman’s taxonomy of physical ability and his measures
(Fleishman & Reilly, 1992) have dominated this area of re-
search within the personnel-selection arena (J. C. Hogan,
1991). Another can-do characteristic is the experience an indi-
vidual brings to a job. While not an ability in the traditional
sense, the experience that an individual brings to a job sit-
uation certainly contributes to his or her competent handling
of that situation. Job experience has played a central role in
various theories of job performance (Borman, White, Pulakos,
& Oppler, 1991; Campbell et al., 1993; Schmidt, Hunter, &
Outerbridge, 1986). Recent attempts to clarify the meaning
and importance of job experience (Quinones, Ford, &
Teachout, 1995) should help to enhance our understanding of
the manner in which experience affects performance either
directly or through mediators, as is suggested by our model.

The will-do factor in our model is represented by personal-
ity and integrity. In the last decade, the interest in personality
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determinants of performance is obvious to anyone reading the
journals that publish personnel-selection research. This re-
newed interest began with the meta-analysis published by
Barrick and Mount (1991) establishing conscientiousness as a
valid predictor of performance across job situations and estab-
lishing other of the Big Five dimensions as valid predictors in
some circumstances. Many I/O researchers (e.g., Hogan &
Roberts, 1996; Hough, 1998a) believe that the Big Five do
not represent an all-inclusive taxonomy of personality. Often,
constructs such as the need for achievement are found to be par-
ticularly predictive of performance. In many jobs, a sense of
integrity has been found to be relevant to our understanding of
counterproductive behavior (Ones, Viswesvaran, & Schmidt,
1993). In any case, conscientiousness, need for achievement,
and integrity are all motivational in nature and therefore belong
among the will-do factors.

Finally, it is important to note that can-do and will-do
factors are often thought to interact to determine perfor-
mance. That is, one must be both able and motivated to per-
form well, and if either of these characteristics is low or
absent, performance will be inadequate. For a variety of rea-
sons discussed later in this chapter, such interactive hypothe-
ses are often not supported. In any event, we have ample
evidence of the importance of both factors in the determina-
tion of performance.

The can-do and will-do variables are thought to lead to
declarative knowledge (knowledge about facts and things),
procedural knowledge or skill (knowing how to do some-
thing as well as what to do), and motivation (a combination
of three choices: what to do, how much energy to expend on
the activity, and how long to continue expending energy).
Viewing these three variables as mediators of the individual
difference-performance relationship is consistent with the
Campbell et al. (1993) theory.

Performance is behavior that is a direct function of
declarative and procedural knowledge and motivation. Our no-
tions about performance include the major performance
dimensions specified by Campbell et al. (1993), but we have
grouped them into task proficiency, contextual behavior, and
adaptive performance. The distinction between task profi-
ciency and contextual behavior is consistent with work that in-
dicates that these two major dimensions of work behavior are
conceptually and empirically distinct (Borman & Motowidlo,
1993, 1997; Motowidlo, Borman, & Schmit, 1997). Task profi-
ciency involves those behaviors that contribute to the technical
core of the organization. Additionally, they tend to be role-
prescribed and built into the formal reward structure. Contex-
tual work behavior supports the environment in which the
technical core must function, rather the technical core itself. In-
terest in several of the aspects of contextual behavior that are

listed in Figure 5.1 have generated significant bodies of litera-
ture (e.g., team effectiveness, Hackman, 1991; organizational
citizenship behavior, Podsakoff & MacKenzie, 1997; customer
service, Schneider & Bowen, 1995). Adaptive performance can
be defined as the proficiency with which employees self-
manage novel work experiences (London & Mone, 1999).
Adaptive performance is considered separately because it
appears to be an important part of job performance that does not
fit neatly into either the task performance or the contextual per-
formance categories (Pulakos, Arad, Donovan, & Plamondon,
2000).

Individual job performance and performance aggregated
over individuals has a variety of outcomes, both individual
and organizational. The introduction of the notion that perfor-
mance can be aggregated and that outcomes include organi-
zational level variables as well as individual variables means
that our research must consider levels of analysis issues
(Klein & Kozlowski, 2000). A significant body of such litera-
ture has been generated in the last decade (see Schneider,
Smith, & Sipe, 2000, for a review). Some of the variables in
the last column of Figure 5.1 can be both individual and
organizational. Such is the case for productivity measures.
Customer satisfaction is almost always an aggregated or
organizational-level variable, although there might be cases
in which organizational members serve a single client and an
individual level of analysis without aggregation is appropri-
ate. Withdrawal and counterproductive behaviors could be
treated as individual or organizational. Litigation and social-
responsibility measures are likely to be organizational.

Figure 5.1 represents some familiar ideas and variables.
For example, the individual difference constructs mentioned
have been studied by psychologists for most of the last
century, as has the construct of job performance (Austin &
Villanova, 1992). Distinctions among knowledge compo-
nents, performance dimensions, and organizational-level in-
dices of performance are notions that are relatively new to the
personnel-selection literature and did not appear in literature
reviews similar to this one even a decade ago (Guion, 1991).
More recent reviews (Hough & Oswald, 2000) reflect these
trends. This figure and our preceding discussion of it repre-
sent an outline of the issues we address in this chapter. 

Theories of Job Performance and Job Analysis

Figure 5.1 is presented as a general model of job perfor-
mance. Models of job performance in specific work situa-
tions may involve only portions of Figure 5.1 and will almost
always include more detail about the nature of the can-do and
will-do of the job (often referred to as knowledge, skill, abil-
ity, and other requirements, or KSAOs) and the performance
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domains relevant to the job under consideration. These mod-
els of job performance are constructed based on reviews of
the literature, the experience of the I/O psychologist, and a
formal job analysis. A job analysis involves the specification
of the work behaviors required of job incumbents and hy-
potheses about the KSAOs required to perform those work
behaviors. The work involved in a thorough job analysis is
time consuming and expensive. This work is described well
in a variety of sources (Goldstein, Zedeck, & Schneider,
1993; Schmitt & Chan, 1998). A detailed job analysis may be
necessary when litigation is a possibility (Varca & Pattison,
1993) or when one is trying to document that selection
procedures constitute a representative sample of the domain
of work behavior (i.e., they are content valid). However,
aspects of these detailed analyses may be unnecessary if
the researcher can abstract from previous such analyses the
basic structure of work and its attendant KSAO requirements.
This abstraction is one of the basic components of science—
parsimony. The most significant recent development in job
analysis is the development of such an abstraction by the U.S.
Department of Labor in the form of the Occupational Infor-
mation Network, or O*NET. 

O*NET represents an extremely rich source of accumu-
lated information about a broad range of jobs. It provides lists
of job tasks and related KSAOs (categorized as broad occu-
pational requirements, worker requirements, and worker
characteristics) as well as the level and importance of the
KSAOs required for most major jobs in our economy. In ad-
dition, experience, educational, and licensing and certifica-
tion requirements as well as occupational characteristics are
specified for most jobs. Much of the work involved in form-
ing a basic model of performance on these jobs can be done
by consulting this computerized database. The need for
extensive new job analyses in specific situations should be
minimal. Long-term and consistent updating of this database
is essential, particularly given reports that some jobs as tradi-
tionally structured no longer exist (e.g., see Bridges, 1994).
Traditional employment arrangements have been changed as
a function of outsourcing, the use of temporary employees,
and the creation of individual career paths (Hall, 1996). One
important research effort might involve the documentation
of such changes and the implications for various aspects of
the content model underlying the O*NET. The O*NET data-
base is the result of many different streams of accumulated

Individual Differences Mediators Performance Distal Outcomes
(Individual and
Organizational)

Productivity
   Efficiency
   Effectiveness

Customer Satisfaction

Withdrawal Behavior and
Counterproductive Behavior
   Turnover
   Absenteeism
   Theft
   Violence
   Safety and Accidents

Litigation and
Social Responsibility

Task Proficiency
   Job Specific
   Nonjob Specific

Contextual Behavior
   Demonstrating Effort
   Personal Discipline
   Facilitating Peer and
     Team Performance

OCBs
Customer Service 

Can Do
g
Lower-order Abilities
Physical Ability
Experience

Declarative Knowledge
   Technical Job Knowledge

Procedural Knowledge
   Skill 

Will Do
   Personality
   Integrity

Motivation
   Direction
   Intensity
   Duration

Adaptive
Performance

Figure 5.1 Model relating individual differences, mediators, performance, and distal outcomes.
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research data and represents a significant integrative effort
that should prove widely useful (Peterson, Mumford,
Borman, Jeanneret, & Fleishman, 1999). 

To study the changing nature of work, researchers need
measures of work that are valid, comprehensive, and applic-
able across different contexts. We have measures focused on
specific task activities (Fleishman & Quaintance, 1984),
motivational properties of jobs (Hackman & Oldham, 1980)
and the ergonomic and biological requirements of work
(Grandjean, 1980). Each of these approaches risks overlook-
ing aspects of work considered important from other per-
spectives. Campion and Thayer (1985) presented the
Multimethod Job Design Questionnaire, which integrated
four more-specific approaches (motivational, mechanistic,
biological, and perceptual-motor) to the measurement of
work. This instrument has proven useful in a variety of con-
texts (Campion & McClelland, 1993; Wong & Campion,
1991). Recently, Edwards, Scully, and Brtek (1999) have
evaluated the psychometric and factorial nature of the instru-
ment. Tests of the a priori 4-factor structure were not encour-
aging, but a 10-factor structure was interpretable and
subscales based on this factor solution were reasonably reli-
able in all but two cases. Further, each of the 10 scales in-
cluded items that belonged to one of the four major factors
(with the exception of a single item on one scale). Because of
its multidisciplinary nature, this instrument may provide a
relatively efficient means to track changes in jobs. A similar
effort to develop generalized work activities is reported by
Jeanneret, Borman, Kubisiak, and Hanson (1999).

THE NATURE OF PERFORMANCE

Until 10 or 15 years ago, I/O psychology had a tendency to
focus on predictors of performance to the exclusion of perfor-
mance itself, in spite of numerous pleas to attend better to the
so-called criterion problem (Campbell, 1990; Dunnette, 1963;
Wallace, 1965). Appreciation of the need to better understand
the performance side of the equation prior to consideration of
the predictor side has increased, thanks in part to some influ-
ential sources (Austin & Villanova, 1992; Binning & Barrett,
1989; Campbell, 1990). Consistent with this concern regard-
ing the nature of performance and much recent research, we
discuss the differences between task and conceptual perfor-
mance. We also discuss the possibility of a third major perfor-
mance dimension: adaptive performance.

Why focus on the task–contextual performance distinc-
tion? One reason for this choice was the attention paid to con-
textual performance versus task performance in recent years
(Conway, 1999; Motowidlo & Van Scotter, 1994; Van Scotter

& Motowidlo, 1996). Many recently discussed aspects of per-
formance fall relatively neatly into the contextual category
(e.g., prosocial organizational behaviors, Brief & Motowidlo,
1986; organizational spontaneity, George & Brief, 1992; or-
ganizational citizenship behaviors, Organ, 1988). Finally, re-
search has found that behaviors classified as contextual are
predicted by different variables than are behaviors classified
as task related (Motowidlo & Van Scotter, 1994).

Why include adaptive performance? Adaptive perfor-
mance has also received attention in the last couple of years
(Pulakos et al., 2000; Ilgen & Pulakos, 1999), and with good
reason. Although the task-contextual distinction describes
well the day-to-day activities in most job settings, there exists
an overarching concern about the dynamic nature of today’s
workplace and the attributes needed to negotiate the fluctua-
tions associated with it (Bridges, 1994; Ilgen & Pulakos,
1999). That is, both task-related and contextual requirements
may change on a regular basis, and the successful employee
may be the one who identifies these changes and possesses
the KSAOs necessary to modify behavior accordingly. With-
out some consideration of adaptive performance, some theo-
reticians and researchers believe, any model of performance
becomes too static to represent the vagaries and exigencies of
the modern workplace (Pearlman & Barney, 1999).

Task Performance

Every definition of job performance includes the notion
of task performance or proficiency. For Katz and Kahn (1978),
these are role-prescribed behaviors. For Campbell (1990),
these are core tasks. For Borman & Motowidlo (1993), these
are the tasks that involve or maintain the technical core. We
focus on the approach suggested by Borman and Motowidlo
(1993). Task-related behaviors contribute to the technical core
of the organization. Additionally, although they tend to be
role-prescribed (as in Campbell’s notion of job-specific task
proficiency) and built into the formal reward structure, they
are not necessarily so.

The term technical core is used here a bit loosely.
The technical core, as defined by Borman and Motowidlo
(1993), involves the transformation of raw materials (ma-
chine parts, stitches, unenlightened students) into organiza-
tional products (machines, closed wounds, less unenlightened
students). As can be seen from these examples, the term raw
materials is not restricted to pig iron and rolls of fabric. Raw
materials are those that are to be manipulated in some fashion
to become whatever it is that the organization in question
produces, and any behaviors that contribute, either directly or
indirectly, to the manipulation process are labeled task re-
lated. As another example, the technical core of managerial
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jobs may involve the need to transform people through con-
flict resolution or efforts to motivate.

Task-related behaviors are typically predicted well by abil-
ity and experience-related individual differences (Hunter &
Hunter, 1984; Schmidt, Hunter, Outerbridge, & Goff, 1988),
and less well by dispositional sorts of variables (Cortina,
Goldstein, Payne, Davison, & Gilliland, 2000). Task-related
behaviors have also been shown to relate to scores from struc-
tured interviews (McDaniel, Whetzel, Schmidt, & Maurer,
1994), biodata forms (Rothstein, Schmidt, Erwin, Owens, &
Sparks, 1990), and a variety of other types of predictors. In
the latter cases, the predictability would likely result from the
fact that these predictors index ability or experience.

It is task-related performance on which we have tradition-
ally focused our attention. The reason for this is unclear, al-
though it may be a result of the fact that traditional job analyses
based on task statements are less likely to uncover contextual
behaviors (Borman & Motowidlo, 1993). Regardless of the
cause of this omission, both the changing nature of work and,
perhaps relatedly, a realization that most jobs are composed of
more than task-related behaviors have forced us to consider
contextual aspects of performance.

Contextual Performance

Borman and Motowidlo (1993) explain that contextual
behaviors support the environment in which the technical
core must function, rather than the technical core itself. Con-
textual behaviors also differ from task-related behaviors in
that contextual behaviors are likely to be constant across
jobs, whereas task-related behaviors vary. Examples of con-
textual behaviors are persisting with enthusiasm and extra ef-
fort, volunteering to carry out activities that are not part of
one’s formal job, and following organizational rules and pro-
cedures even when they are personally inconvenient. Such
behaviors are less likely to be role-prescribed and less likely
to be built into a formal reward structure than are task-related
behaviors. Nevertheless, they are crucial to organizational
functioning.

Van Scotter and Motowidlo (1996) further distinguished
between two aspects of contextual performance: job dedica-
tion and interpersonal facilitation. Job dedication behaviors
are those that include “self-disciplined, motivated acts,”
whereas interpersonal facilitation includes “cooperative,
considerate, and helpful acts” (p. 525). These authors found
that although many of the variables that predict task perfor-
mance also predict job dedication, the same could not be said
of interpersonal facilitation. Conway (1999) also found
evidence that job dedication and interpersonal facilitation
were distinct, although he also found that the nature of this

distinction may vary across jobs and across information
source (e.g., supervisors vs. peers).

Kiker and Motowidlo (1999) found that task and contex-
tual performance combined both additively and multiplica-
tively to influence reward decisions such that, although both
were helpful, interpersonal effectiveness paid off more for
technically effective people than for technically ineffective
people. This study indicates the differential use of informa-
tion on these two aspects of performance by organizational
decision makers. Overall, the available evidence suggests
that the nature and determinants of task-related and contex-
tual performance differ, and that each may be an important
determinant of a variety of organizational outcomes.

Adaptive Performance

Many (perhaps most) of today’s jobs require versatility and
tolerance for ambiguity in addition to whatever individual
tasks they involve. In the most comprehensive treatment of
adaptive performance to date, Pulakos et al. (2000) developed
an eight-factor taxonomy of adaptive performance. The eight
factors were (a) handling emergencies or crisis situations,
(b) handling work stress, (c) solving problems creatively, (d)
dealing with uncertain and unpredictable work situations, (e)
learning work tasks, technologies, and procedures, (f) demon-
strating interpersonal adaptability, (g) demonstrating cultural
adaptability, and (h) demonstrating physically oriented adapt-
ability. It should be noted that these dimensions are not sug-
gestive of the technical core for most jobs; nor do they appear
to be redundant with either the job-dedication or interper-
sonal-facilitation aspects of contextual performance (al-
though there is sure to be some overlap). Thus, the suggestion
that such behaviors be added to any conceptualization of job
performance is not unfounded.

Although the concept of adaptive performance is too new
to have generated a great deal of research, it is possible to
speculate as to the nomological net in which it is likely to
exist. First, cognitive ability might predict some (e.g., learn-
ing new tasks) but not other (e.g., cultural adaptability)
dimensions of adaptive performance (Pulakos et al., 2000).
Second, dispositional variables might play an important role
in the prediction of adaptive performance (LePine, Colquitt,
& Erez, 2000). Among the leading candidates would be vari-
ables such as behavioral flexibility, emotional stability, and
situational awareness. Third, studies similar to Conway
(1999) and Kiker and Motowidlo (1999) might show that
dimensions of adaptive performance contribute to the predic-
tion of overall ratings of performance and to reward decisions
over and above task-related and contextual performance.
Adaptive performance may also be particularly modifiable by
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training or situational differences (Chan, 1997). Adaptive
performance might be shown to predict long-term organiza-
tional effectiveness in ways that contextual and task-related
performance do not. All these statements represent hypothe-
ses at this point; we do not believe there exists convincing
evidence that adaptive performance and its correlates are dis-
tinguishable from task and contextual performance.

Summary

We have discussed three aspects of job performance: task-
related performance, contextual performance, and adaptive
performance. Each should provide a unique contribution to
the prediction of organizational effectiveness. For example,
the employees in a given organization may be exceptional with
regard to the technical core of the organization, but if they fail
to cooperate with one another, or if they are unwilling to ex-
pend extra effort at crucial times, organizational effectiveness
will suffer. Likewise, high levels of task-related performance
without adaptive performance may result in stagnation over
time, or in an inability to cope with changing circumstances,
thus leading to deterioration of organizational effectiveness
in the long term. It seems reasonable to posit that only when all
three aspects of performance are emphasized is effectiveness
optimized. Finally, and most important for selection research,
is the possibility that these different performance dimensions
have different individual difference determinants.

PROXIMAL ANTECEDENTS OF PERFORMANCE:
DECLARATIVE KNOWLEDGE, PROCEDURAL
KNOWLEDGE AND SKILLS, AND MOTIVATION

Campbell and colleagues (Campbell, 1990, 1999; Campbell
et al., 1993) identified three proximal determinants of job per-
formance: (a) declarative knowledge, (b) procedural knowl-
edge and skills, and (c) motivation. Consistent with the model
formulated by Campbell and colleagues, we propose that
these variables mediate the effects of more distal can-do (i.e.,
abilities) and will-do (i.e., dispositional traits) individual dif-
ferences on performance. In this section, we (a) define declar-
ative knowledge, procedural knowledge and skills, and
motivation; (b) discuss how these variables may influence dif-
ferent dimensions of performance (task, contextual, and adap-
tive performance); and (c) review the measurement of these
variables, including new approaches to their assessment.

Definitions of the Variables 

Declarative knowledge is knowledge about facts and things
(Campbell, 1990). As noted by Campbell, examples of
declarative knowledge include knowledge of facts, principles,

goals, and self. In the context of Campbell and colleagues’
model of performance, declarative knowledge consists of
knowledge of performance-relevant tasks and behaviors.
Similar to cognitive ability, declarative knowledge can be con-
ceived as a hierarchical arrangement of knowledges at differ-
ing levels of specificity. For example, declarative knowledge
can be decomposed by occupation or job, by performance di-
mension (i.e., Motowidlo et al., 1997), by task, and so on, as is
typically done in a job analysis. Additionally, the amount of
declarative knowledge one possesses is different from the
manner in which that knowledge is organized in memory (i.e.,
mental models–knowledge structures; Dorsey, Campbell,
Foster, & Miles, 1999). Declarative knowledge is therefore
best viewed as a multifaceted construct reflecting both the
amount and structure of one’s knowledge.

Procedural knowledge and skills consist of the knowledge
and skills necessary to perform various activities (Campbell,
1990). Procedural knowledge and skills are differentiated
from declarative knowledge in that the former pertain to the
processes underlying relevant performance behaviors (i.e.,
how to do things). Procedural knowledge and skills are not
limited to cognitive processes and can include psychomotor,
physical, self-management, and interpersonal processes as
well (Campbell, 1990). In short, procedural knowledge and
skills will reflect the task domain from which they are acquired
and (subsequently) applied.

As defined by Sternberg and colleagues (Sternberg,
Wagner, Williams, & Horvath, 1995) tacit knowledge, a
component of practical intelligence (Sternberg et al., 2000),
is similar to Campbell’s conceptualization of procedural
knowledge and skills. However, tacit knowledge differs from
Campbell’s definition in that it is closely tied to a given work
context and is acquired through an individual’s personal
experiences (i.e., self-learning), rather than through formal
training or education. Hence, tacit knowledge reflects an
individual’s aptitude more so than it does his or her level of
achievement (Borman, Hanson, & Hedge, 1997).

As defined by Campbell (1990), motivation represents the
combined effect of three choice behaviors, which are (a) the
choice to expend effort, (b) the choice of level of effort to ex-
pend, and (c) the choice to persist in the expenditure of that
level of effort. Campbell’s definition is consistent with the
emphasis of much of the motivational theory and research
conducted during the 1960s and 1970s on choice processes
(i.e., volition). However, despite its central importance to
many work-related behaviors, there is currently no single,
commonly agreed upon conceptualization of motivation
(Kanfer & Heggestad, 1997). The proliferation of motiva-
tional theories and the absence of integrative frameworks re-
lating distal traits to motivational variables have been
fundamental roadblocks to furthering our understanding of
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motivation and its influence on workplace behaviors (Kanfer,
1990; Locke & Latham, 1990).

Nevertheless, recent advances in understanding motivation
have been made, particularly from an individual-difference
perspective, and can be summarized as follows. First, motiva-
tion encompasses both distal (goal-setting) and proximal (self-
regulation; Kanfer, 1990; Kanfer & Ackerman, 1989)
processes. These processes operate sequentially, varying in
their proximity to outcome variables such as performance and
satisfaction. Second, motivation represents a constellation
of traits and skills, such as the taxonomy proposed by Kanfer
and Heggestad (1997, 1999). In their framework, Kanfer and
Heggestad posit that motivation consists of stable, trait-based
individual differences such as achievement, motivation,
and anxiety, which in turn (combined with task and environ-
mental conditions) influence more proximal self-regulatory
skills such as motivational and emotional control. The con-
structs comprising this constellation will differ in terms of
both their content (goal orientation, self-efficacy) and their
stability (trait vs. state). For example, as suggested by Kanfer
and Heggestad, motivational skills will tend to be domain spe-
cific and malleable (to some degree). Hence, motivational
skills exhibit the same properties as self-efficacy, in that they
are context dependent and amenable to learning and environ-
mental contingencies. Kanfer and Heggestad’s (1997)
taxonomy has received initial empirical support (Kanfer &
Ackerman, 2000).

Antecedents and Outcomes

Within Campbell and colleagues’ model (Campbell, 1990,
1999; Campbell et al., 1993), the components (or dimen-
sions) of performance are a joint function of individual dif-
ferences in declarative knowledge, procedural knowledge
and skills, and motivation. This section briefly reviews sup-
port for these hypothesized linkages.

Declarative knowledge and procedural knowledge are de-
termined by different ability constructs (Ackerman, 1987).
These ability constructs can be classified into three cate-
gories: (a) general intelligence (i.e., cognitive ability),
(b) perceptual speed, and (c) psychomotor abilities (Kanfer &
Ackerman, 1989). To these constructs some researchers might
add practical intelligence, if it is not reflected in traditional
measures of general intelligence. Practical intelligence may
contribute to the acquisition of knowledge and skills (i.e.,
tacit knowledge) independent of general intelligence in a va-
riety of performance contexts (see Sternberg et al., 2000), al-
though this point is sharply disputed by others (Schmidt &
Hunter, 1993). More data should be provided on the nature of
practical intelligence and how it relates to both performance
and measures of more traditional constructs.

In brief, research demonstrates that declarative knowledge
is better predicted by cognitive ability, while procedural
knowledge and skills more strongly reflect perceptual speed
and psychomotor abilities (Kanfer & Ackerman, 1989;
McCloy, Campbell, & Cudeck, 1994). However, much of this
research has been conducted within the context of skill ac-
quisition involving very technical, cognitively demanding
tasks, and the results may not generalize to other perfor-
mance domains. Hence, there is a need to consider the type of
knowledge and skill (i.e., technical, interpersonal, etc.), be-
cause the knowledge and skill in question will be differen-
tially predicted by certain kinds of traits (Motowidlo et al.,
1997). For example, dispositional traits will be more highly
predictive of knowledge and skills involving interpersonal
relationships or interacting with others (i.e., social skills),
whereas cognitive ability might better predict technical
knowledge and skills related to the tasks performed.

Motivation is related to stable, dispositional traits, such as
conscientiousness (McCloy et al., 1994), achievement moti-
vation (Kanfer & Heggestad, 1997; McCloy et al., 1994),
emotional stability (Kanfer & Heggestad, 1997), and goal
orientation (Ford, Smith, Weissbein, Gully, & Salas, 1998).
Furthermore, motivation encompasses more state-like or
proximal motivational process variables, such as task-specific
self-efficacy and goal-setting, which mediate the influence of
distal dispositional traits on performance (Gellatly, 1996;
Phillips & Gully, 1997). Predictors of self-efficacy are not lim-
ited to dispositional variables, because cognitive ability ap-
pears to be positively related to self-efficacy (Phillips & Gully,
1997). However, this relationship may not be causal, but due
to overlapping variance that cognitive ability shares with
some of the stable, dispositional traits (i.e., achievement moti-
vation, locus of control) that contribute to efficacy percep-
tions. The latter argument is consistent with the work of
Ackerman (Ackerman & Heggestad, 1997) demonstrating
that cognitive, dispositional, and interest traits can be clus-
tered into trait complexes consisting of a mixture of both cog-
nitive and noncognitive traits.

Additionally, declarative knowledge, procedural knowl-
edge and skills, and motivation can influence each other.
For example, in the context of skill acquisition, declarative
knowledge is considered a precursor to procedural knowledge
and skills (Kanfer & Ackerman, 1989). However, experts’ in-
ability to verbalize the procedures behind successful task
completion (i.e., Langer & Imber, 1979) would seem to con-
tradict this point. Further, motivational processes can impact
the acquisition (and hence the quality) of declarative knowl-
edge and procedural knowledge and skills, by shifting limited
cognitive resources away from skill acquisition and towards
self-regulatory activities (Kanfer & Ackerman, 1989). There
is evidence (i.e., DeShon, Brown, & Greenis, 1996), however,
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that self-regulatory activities may not demand major cogni-
tive resources, and may thereby be detrimental to skill acqui-
sition.Apossible explanation for this finding is that individual
differences in motivational control skills ameliorate the dele-
terious effects of self-regulatory activities, such that individu-
als high on these skills are able to successfully minimize the
negative influence of self-regulatory activities on perfor-
mance, whereas individuals low on such skills cannot.

In terms of their influence on job performance, declarative
knowledge, procedural knowledge and skills, and motivation
have been demonstrated by research to be direct determinants
of performance, and to mediate the effects of distal traits such
as cognitive ability and dispositions (Borman et al., 1991;
McCloy et al., 1994; Schmidt et al., 1986). However, these
models (with the exception of McCloy et al.) employed mea-
sures of overall performance. If the different performance
dimensions described previously are differentially predicted
by different sets of variables (Campbell et al., 1993;
Motowidlo et al., 1997), it is important to consider the varying
effects certain combinations of these determinants will have on
different dimensions of performance. In short, it seems con-
ceptually reasonable that declarative knowledge, procedural
knowledge and skills, and motivation seem to combine in dif-
ferent ways to influence a given dimension of performance, but
more research on various aspects of performance and their
ability, knowledge, and motivational components is needed.

As described above, the types of knowledge and skills
(and motivation) that are most predictive of a certain dimen-
sion of performance will largely depend on the nature of the
performance domain (Motowidlo et al., 1997). For example,
an individual’s social skills (i.e., procedural knowledge and
skills related to interpersonal relationships and social interac-
tions) will be more predictive of contextual performance
whereas an individual’s technical knowledge and skills will
better predict his or her task performance. Similarly, self-
knowledge and emotional-control skills might be more highly
predictive of adaptive performance behaviors. Currently,
evidence for these suppositions is indirect or theoretical
(Borman & Motowidlo, 1993; Motowidlo & Van Scotter,
1994). Future research modeling these effects will greatly
contribute to our understanding of the components of perfor-
mance and their immediate determinants. Examples of such
research as it relates to the modeling of the effects of distal
dispositional traits on performance include Gellatly (1996)
and Barrick and Mount (1993).

Additionally, the effects of these determinants on perfor-
mance may not always be direct. For example, motivation
has traditionally been viewed as a moderator of the influence
of ability determinants of performance. However, research
tends not to find significant evidence for such an interaction
(Sackett, Gruys, & Ellingson, 1998). This could be due to the

general confusion regarding the conceptualization of motiva-
tion. Furthermore, it could reflect the fact that many of these
studies have used distal dispositional variables (i.e., consci-
entiousness), rather than more proximal motivational con-
structs such as self-efficacy, goal-setting, or motivational
skills, as indicators of motivation.

Measurement

Traditional measurement strategies for assessing declarative
knowledge, procedural knowledge and skills, and (to a lesser
extent) motivation include job-sample tests and simulations, sit-
uational judgment inventories, job-knowledge tests, and struc-
tured interviews. Within the past decade, research involving
these approaches has continued to yield information on their pre-
dictive relationship with performance (i.e., McDaniel, Bruhn
Finnegan, Morgeson, Campion, & Braverman, 2001; McDaniel
et al., 1994), subgroup differences compared to traditional cog-
nitive ability tests (Clevenger, Pereira, Wiechmann, Schmitt, &
Schmidt Harvey, 2001), and the nature and consequences of ap-
plicant reactions (Chan & Schmitt, 1997; Rynes & Connerly,
1993).

Although largely post hoc, more and more attention is
being paid to the construct validity of these approaches, par-
ticularly that of structured interviews and situational judg-
ment tests (Cortina et al., 2000; Huffcutt, Roth, & McDaniel,
1996; Ployhart & Ryan, in press). In general, job-sample tests
and job-knowledge tests are more indicative of maximal than
typical performance (Schmitt & Chan, 1998). Hence, test
scores are not likely to reflect an individual’s motivation
(Sackett, Zedeck, & Fogli, 1988). Conversely, interviews ap-
pear to reflect both can-do and will-do determinants of per-
formance (Huffcutt et al., 1996). Ployhart and Ryan recently
validated a construct-oriented approach to the development
of situational judgment tests that may serve as a model for
future research in the assessment of the construct validity of
structured interviews.

Mental models–knowledge structures and cognitive
task–verbal protocol analysis represent two nontraditional ap-
proaches to measuring declarative knowledge and procedural
knowledge and skills. Mental models–knowledge structures
represent an organized set of domain-level knowledge that
can be activated to describe, predict, and explain behavior
(Marshall, 1993). Within I/O, mental models–knowledge
structures have been applied to the study of teams and training
outcomes. For recent treatments of mental models and teams,
see Kraiger and Wenzel (1997) or Langan-Fox, Code, and
Langfield-Smith (2000).

Mental models–knowledge structures have also been used
as measures of training effectiveness (Kraiger, Ford, & Salas,
1993). Of interest to the Campbell et al. (1993) model, there
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is evidence that training interventions lead to changes in
trainees’ knowledge structures, and that more highly devel-
oped knowledge structures are positively related to posttrain-
ing task performance (Dorsey et al., 1999; Kraiger &
Wenzel, 1997). Furthermore, knowledge-structure assess-
ments have low to moderate correlation with traditional de-
clarative-knowledge tests (Dorsey et al.). These findings
suggest that, rather than being an alternative measure of de-
clarative knowledge, knowledge-structure assessments actu-
ally measure aspects of an individual’s knowledge, such as
organization, differently than do traditional declarative-
knowledge tests (Kraiger & Wenzel, 1995). This unique vari-
ance might reflect higher levels of knowledge acquisition,
such as expertise (Kraiger et al., 1993), and could add incre-
mental validity to the prediction of task performance. As ev-
idenced by the lack of convergent validity among different
approaches to measuring knowledge structures (Dorsey
et al., 1999), more research is needed in differentiating be-
tween the method and content of knowledge-structure assess-
ments (Kraiger et al., 1993).

An extension of traditional task-analysis techniques,
cognitive task analysis (CTA) yields information about the
knowledge, thought processes, and goal structures that
underlie observable performance (Chipman, Schraagen, &
Shalin, 2000). Cognitive task analysis emphasizes the
multidimensional nature of job performance and job exper-
tise by making explicit the knowledge and cognitive require-
ments of effective performance (Dubois & Shalin, 2000). As
such, CTA holds promise for advancing theoretical under-
standing of job expertise and knowledge, as well as (more
practically) the development of job knowledge and job-
sample tests (Dubois & Shalin, 1995, 2000). For a recent
treatment of cognitive task analysis and its application to
work contexts, including team-based environments, see
Schraagen, Chipman, and Shalin (2000).

Verbal protocol analysis (VPA) methods are based on the
proposition that verbal protocols are observable behaviors of
cognitive processes (Ericsson & Simon, 1993). Verbal proto-
col analysis methods are a set of techniques, in addition to
structured interviews and critical incidents, for assessing
cognitive processes employed during decision making and
task performance. Within I/O, VPA has been applied to the
investigation of cognitive processes in performance ap-
praisals (Martin & Klimoski, 1990), problem solving and
strategy formation (Ball, Langholtz, Auble, & Sopchak,
1998), questionnaire responding (Barber & Wesson, 1998),
and applicant job-search decisions (Barber & Roehling,
1993). For an overview of VPA methods and their validity,
see Ericsson and Simon (1993).

These nontraditional measurement strategies have yet to
be widely applied in personnel-selection research. However,

they reflect a shift away from the behavioral emphasis on
which traditional predictor- and criterion-measurement ap-
proaches (and not coincidentally, the theories and models
they support) have been almost exclusively based. As such,
these approaches hold promise for furthering our understand-
ing of the nature of job performance and its determinants
(Campbell et al., 1993; Campbell, Gasser, & Oswald, 1996;
Schmitt & Chan, 1998).

Summary

The purpose of this section was to discuss and review
research related to the three proximal determinants (declara-
tive knowledge, procedural knowledge and skills, and moti-
vation) of job performance proposed by Campbell and
colleagues (Campbell, 1990, 1999; Campbell et al., 1993).
Future research addressing these determinants is needed, par-
ticularly with respect to fully delineating the nature and set
of constructs associated with motivation. The fact that
performance is a function of the joint influences of declara-
tive knowledge, procedural knowledge and skills, and moti-
vation has important implications for prediction and
measurement. How individual differences on these determi-
nants combine to influence the different dimensions of per-
formance has not been explicitly specified, even within
Campbell and colleagues’ model. The way in which these de-
terminants combine (i.e., additive, compensatory, etc.) to pre-
dict performance, and the weights associated with each of the
determinants (e.g., Murphy & Shiarella, 1997) raise both
theoretical and practical considerations, not the least of
which is the validity of selection decisions.

INDIVIDUAL DIFFERENCE CORRELATES
OF KNOWLEDGE, MOTIVATION,
AND PERFORMANCE

Not much validation work has considered knowledge and
motivation explicitly as mediators of KSAO-performance
relationships. Most such research has simply assessed
the KSAO-performance relationship directly or ignored the
distinction between individual differences and mediators.
The results of these more traditional studies of KSAO-
performance relationships are summarized in this section.

Cognitive Ability

Another recent meta-analysis (Schmidt & Hunter, 1998) has
reconfirmed the finding that cognitive ability measures are
among the most valid predictors of job performance across
all job situations. Nevertheless, the use of these measures
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remains controversial (Neisser et al., 1996) mostly because
of their sizable subgroup differences. Partly in response to
these differences and to new research findings, and partly be-
cause of a belief that cognitive ability or intelligence has been
too narrowly defined, new theories of intelligence have been
formulated and investigated. 

Hierarchical models of intelligence (Spearman, 1927)
posit the existence of a single general factor g, collectively
defined by different specific ability factors. A contemporary
hierarchical model is described by Carroll (1993). Citing the
results of a large number of factor-analytic studies, Carroll
describes three levels of specificity. At the most general level
is g. The second level consists of seven broad abilities: fluid
intelligence, crystallized intelligence, auditory perception,
memory ability, retrieval ability, visual perception, and cog-
nitive speediness, and each of these broad abilities can be fur-
ther subdivided into more specific abilities. Murphy (1996)
has argued that hierarchical models suggest that general ver-
sus specific ability constructs can be used for different pur-
poses. The single general factor may be all that is needed if
we want only a parsimonious prediction of performance.
Ree, Earles, and Teachout (1994) have demonstrated that
specific abilities that are relatively independent of g provide
no incremental predictive contribution when related to job-
relevant criteria. However, if the researcher wants to under-
stand and explain performance, then the ability to link
specific abilities at the lower levels of a theory of intelligence
to performance helps describe the nature and content of the
tasks performed by the individual.

Three other theories of intelligence have received attention
in the broader psychological literature. Naglieri and Das
(1997) have presented a neuropsychological theory of intelli-
gence that posits three major functional areas of intelligence:
planning, attention, and simultaneous or successive informa-
tion processing. Given the interest in information processing
in some areas of I/O psychology, it is somewhat surprising
that this theory and the authors’ operationalizations of these
concepts have gained no attention in the personnel-selection
area. Gardner (1999) posits a number of intelligences, includ-
ing the traditional linguistic, spatial, and mathematical di-
mensions in addition to interpersonal and intrapersonal
dimensions, claiming that different dimensions have been im-
portant to different cultures at different times. Gardner’s in-
terpersonal and intrapersonal dimensions also seem similar to
some aspects of emotional intelligence (Mayer, Salovey, &
Caruso, 2000), another concept that has been discussed by
those who seek to broaden the concept of intelligence beyond
the traditional verbal and mathematical components.
Gardner’s dimensions of intelligence include more than what
we usually identify as intelligence, but not many personnel-

selection researchers would deny the importance of many
of his dimensions (e.g., interpersonal) in job performance.
Sternberg (2000) divides intelligence into three major
areas. The componential part of intelligence is composed of
problem-solving abilities; the contextual component involves
an understanding of how to modify or adapt to a situation
or select a new environment; and the experiential component
relates to the manner in which individuals can use their
past experience in problem solving. Perhaps Sternberg’s
greatest influence on personnel selection is his notion of prac-
tical intelligence (Wagner, 2000), which appears central to
most situational judgment measures that have become popu-
lar and useful selection tools (Clevenger et al., 2001). The
constructs measured by situational judgment measures are not
clear. Some (Schmit, Motowidlo, DeGroot, Cross, & Kiker,
1996) have argued that they are measures of job knowledge
related to the way interpersonal or administrative situations
are handled in a given organizational context. With the excep-
tion of the situational judgment test, these alternate views of
intelligence have had minimal impact on personnel selection.

In sum, general cognitive ability measures are valid pre-
dictors of supervisory ratings (usually overall performance or
a summed composite of dimensional ratings). Whether addi-
tional cognitive factors provide incremental validity is, in
part, a function of how broadly or narrowly one defines cog-
nitive ability and job performance. Efforts continue, with
minimal success (Bobko, Roth, & Potosky, 1999; Sackett,
Schmitt, Ellingson, & Kabin, 2001), to minimize subgroup
differences in personnel-selection measures. These differ-
ences are mostly a function of the use of measures of cogni-
tive ability or of constructs closely related to cognitive ability,
such as paper-and-pencil measures of job knowledge. In an
interesting departure from the usual individual-level analysis
of predictor-criterion relationships, Neuman and Wright
(1999) showed that aggregated measures of team cognitive
ability were related much better to team job performance than
were individuals’ cognitive ability and job performance.

Physical Ability

Most of what we know about physical ability derives from the
work of Fleishman and his associates (Fleishman & Reilly,
1992) and J. C. Hogan (1991). Hogan provides data indicat-
ing that measures of physical ability are valid in a wide vari-
ety of contexts, but that there are large mean differences in
physical-ability measures across gender groups and that va-
lidities within gender groups are often near zero. These re-
sults, along with concerns regarding requirements of the
Americans with Disabilities Act (ADA), have dampened
enthusiasm for the use of physical-ability measures. The
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procedure described by Good, Maisel, and Kriska (1998) to
set the cutoff score for the use of a visual acuity test might be
helpful in providing defensible means of using physical-abil-
ity tests. Psychomotor ability, which implies the use of a com-
bination of cognitive, sensory, and muscular activity, has not
been widely studied in the selection context usually because
of the difficulty of developing appropriate instrumentation.
Ackerman and Cianciolo (1999) provide an innovative com-
puterized touch panel to measure psychomotor abilities. They
provide initial evidence of the construct- and criterion-related
validity of these measures and discuss the challenge associ-
ated with the development of dynamic versus static versions
of this test.

Experience

Experience in a job like the one for which an applicant is
being considered should be a reasonable proxy for both the
can-do and will-do factors believed to be important for job
success, and Rynes, Orlitzky, and Bretz (1997) present evi-
dence that employers evaluate experienced hires versus inex-
perienced college graduates more favorably on a wide variety
of dimensions. Most previous studies have operationalized
experience as years on a job, position, or organization (see
McDaniel, Schmidt, & Hunter, 1988, for a meta-analysis of
the validity data). Quinones et al. (1995) have maintained
that research has found mediocre results for the validity of
job-experience variables because experience is often mea-
sured inappropriately. In the framework they provide, experi-
ence is measured at three different levels of specificity (task,
job, and organization) and in three different modes (type,
amount, and time). Job tenure is only one of the resulting
nine types; we have very little data on the other eight types.
In a performance model, it is important to specify the nature
of the work experience and how it relates to some potential
aspect of the job-performance domain. Tesluk and Jacobs
(1998) provide an elaboration of this idea about experience
that should generate additional research on experience-
performance relationships that will enhance the utility of job-
experience measures.

Motivational and Noncognitive Traits

The 1990s gave rise to a new interest in the use of personality
and motivational characteristics in personnel selection, begin-
ning with the meta-analysis by Barrick and Mount (1991)
indicating that personality, especially measures of conscien-
tiousness, was a valid predictor of job success.Asecond major
factor stimulating further work on personality has been the
contention of personality theorists that the myriad of available

personality measures and constructs can be reduced to the Big
Five: Conscientiousness, Neuroticism, Extraversion, Agree-
ableness, and Openness to Experience (Digman, 1990). Sub-
sequent reviews of the personality literature in personnel
selection (Hogan & Roberts, 1996; Hough, 1998b) have indi-
cated that the Big Five may be too broad; that is, that signifi-
cant increments in understanding can be achieved by
considering additional narrower personality characteristics.
Some empirical research supports this contention. Frei and
McDaniel (1998) and Mabon (1998) provide support for a
customer service orientation measure, as does the research by
Hogan and colleagues (Hogan & Hogan, 1995). Siebert,
Crant, and Kraimer (1999) provide evidence of the impor-
tance of a proactive personality in predicting career success,
and Judge, Erez, and Bono (1998) point to the importance of a
positive self-concept in predicting job performance. Hogan
and Shelton (1998) present evidence for the importance of self
presentation and social skills in job success and argue for
seven personality dimensions. One factor that seems to be
common to several of these studies was similar to achieve-
ment motivation, which Conway (2000) also found to be an
important factor in managerial success.

Several other studies of the use of personality measures
should be noted. Tett, Jackson, Rothstein, and Reddon (1999)
present evidence that attention to the hypothesized direction
of the relationship between personality and performance cri-
teria provides significantly larger estimates of the validity of
personality. Sackett et al. (1998) did not find evidence for an
interaction between personality and ability in the prediction
of performance. This notion has a long history and is re-
flected in our model of performance (see Figure 5.1). Barrick,
Stewart, Neubert, and Mount (1998) found that aggregated
team-member personality constructs were related to team
performance. Finally, increased concern and attention to the
measurement of contextual performance as described previ-
ously will likely increase the predictive utility of personality
measures (Hogan, Rybicki, Motowidlo, & Borman, 1998).

Concern about the ability to fake personality measures
continues. There is certainly evidence that job applicants can
and do fake (Jackson, Wroblewski, & Ashton, 2000; Rosse,
Stecher, Miller, & Levin, 1998). There is evidence suggesting
that faking has little impact on criterion-related validity
(Hough, 1998a). However, if there are individual differences
in faking, different people will be selected if the best scores
on personality measures are used to make decisions and
attempts to correct for faking or social desirability are suc-
cessful (Ellingson, Sackett, & Hough, 1999; Viswesvaran &
Ones, 1999). James’s conditional reasoning (James, 1998)
represents an innovative approach to personality measure-
ment that may help to remove the effects of social desirability
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as well as provide valid measures of job performance. James
constructed reasoning problems in which respondents were
asked to indicate their justification for an argument. These
justifications were such that they indicated either a need for
achievement or fear of failure, and were scored accordingly.
James reports that the respondents accepted the statement
that they are doing a judgment task and that they had no sus-
picion that the measure was an index of personality. He also
reported impressive validities in the prediction of student
grades among a group of student respondents. As James indi-
cated, the conditional-reasoning approach to personality
measurement should generate an interesting set of research
questions and the potential for substantial improvements in
the measurement of personality if original results replicate
and generalize to other groups, outcomes, and situations.

Biodata, or scored versions of background experiences,
hobbies, or preferences, probably represent alternate sources
of information about motivation and personality. Early ver-
sions of these measures were scored application blanks;
current versions of many biodata instruments are indistin-
guishable in format, and sometimes content, from many per-
sonality instruments (Mumford & Stokes, 1992). Two recent
studies (McManus & Kelly, 1999; Mount, Witt, & Barrick,
2000), however, indicate that biodata measures have incre-
mental validity over that afforded by measures of the Big
Five personality constructs. Another issue central to the study
and use of biodata has been the organizational specificity of
biodata scoring keys. Given the variability in content, scoring
key development, and uses of biodata, it is perhaps not sur-
prising that this research has failed to produce much that is
generalizable other than the fact that biodata appear to be
valid predictors of a variety of performance criteria (Schmidt
& Hunter, 1998). On the other hand, Rothstein et al. (1990)
showed that developing a scoring key with the use of experts
and responses from individuals in multiple organizations re-
sulted in a scoring key whose validity generalized to multiple
organizations. Also, Carlson, Scullen, Schmidt, Rothstein,
and Erwin (1999) demonstrated the generalizability of the
validity of a key developed in one organization to 24 other or-
ganizations. They attributed their success to the development
of a common and valid criterion across organizations, large
sample sizes, and the use of theory in developing items. The
latter focus (on the development of rational scoring keys or
constructs) has continued to receive a great deal of research
attention (Stokes, 1999).

One concern that some (e.g., Pace & Schoenfeldt, 1977)
have expressed about biodata is the potential for differences
in racial or ethnic groups who approach various life and work
experiences from a different cultural perspective. Schmitt
and Pulakos (1998) reported differential response patterns

across racial groups, especially for items related to the
manner in which members of different subgroups reported in-
teracting with other people. 

Measures of Fit

Kristof (1996) has redirected the attention of personnel-
selection researchers to the importance of a fit between indi-
vidual differences and organizational environments. Werbel
and Gilliland (1999) have extended these ideas with hypothe-
ses about three different types of fit and their relationships to
different potential work outcomes. Person-job fit should be
based on ability, personality, and experience measures and
should be most highly related to job proficiency measures
and work innovations. Person-workgroup fit should be based
on interpersonal attributes and ability and should be related to
measures of workgroup effectiveness, unit cooperation, and
interpersonal communication. Person-organization fit should
be based on an analysis of values and needs and should result
in job attitudes and organizational citizenship behaviors.
Some support for these notions has been provided in studies
by Van Vianen (2000) and Chan (1996), but research on fit-
performance relationships of any type is relatively rare.
Given that the objective of finding the right person for a job
is at least the implicit goal of most selection systems, it is
somewhat surprising that these fit hypotheses have not re-
ceived more attention and support (although there may be
significant methodological shortcomings in the research that
has been conducted; Edwards, 2002).

METHODS OF MEASUREMENT

Aside from developments in the constructs measured, the last
several years have seen significant changes in the methods
used to measure those constructs. These changes have re-
sulted from technology and from increased concern about the
reactions of examinees as well as for concerns related to mea-
surement and validity.

Technological Changes

The single most significant change in the method of measure-
ment has been brought about by technology changes. For
the past two decades, various paper-and-pencil tests have
been administered and scored by computer. These simple
page-turners provide a very cost effective and efficient way
to collect test data and, for power tests at least, computerized
tests seem to be equivalent to their paper-and-pencil counter-
parts (Mead & Drasgow, 1993). More recently, the use of
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computer adaptive tests (McBride, 1998) has also become
widespread. Using items whose psychometric characteristics
have been calibrated using item response theory, the com-
puter matches the test item to the best estimate of the exami-
nee’s ability and discontinues testing when the accuracy of
ability estimation does not improve in a useful manner with
the addition of more items. Today, various Web-based assess-
ments are becoming common, and CD-ROM and full-motion
video and sound technology allow the simulation of complex
jobs (e.g., Hanson, Borman, Mogilka, Manning, & Hedge,
1999).

Some of the advantages of computer-based testing are
obvious—for example, standardization, ease of administra-
tion and scoring, and opportunity for increased realism in the
development of test stimuli. However, we have probably not
used this technology to assess constructs that are novel or
not easily assessed in other ways as often as we should if we
are to take full advantage of the technology. Two good exam-
ples of this type of work are the studies by Ackerman and
Cianciolo (1999), who developed a computerized measure of
psychomotor ability that was not possible in paper-and-
pencil form; and Drasgow, Olson, Keenan, Moberg, and
Mead (1993), who developed a computer simulation of
conflict-resolution skills. Some other, similar examples of
the innovative use of computer technology are described in
Drasgow and Olson-Buchanan (1999). The liabilities of
computerized assessments have also been described (Dras-
gow & Olson-Buchanan, 1999; McBride, 1998). Foremost
among these liabilities are the cost and complexities of de-
velopment, and in the case of Web-based testing, the secu-
rity of the test materials and the examinees’ responses.
There remain many important research issues: reliability
and validity of these tests, the incremental utility of these
relatively expensive processes over more traditional test
forms, the relative impact on subgroups who may not have
the same experience with technology (Hoffman & Novak,
1998), the possibility of scoring open-ended computer re-
sponses (e.g., Bejar, 1991), and how to maximize the feed-
back provided to examinees (Schmitt, Gilliland, Landis, &
Devine, 1993).

Interviews

Perhaps because the employment interview is so routinely
used in employee selection at all levels in most organizations,
and because it represents a context for the study of a wide va-
riety of social and cognitive psychological theories (Eder &
Harris, 1999), the interview has received a great deal of
research attention for most of the past century (Wagner,
1949). Recent meta-analyses of interview validity (McDaniel

et al., 1994) have indicated some significant improvement in
the validity and reliability of the employment interview. Most
of these improvements are attributed to the increased use of
structured interviews. Improvements in the interview include
the following. First, consideration of content is important;
that is, questions that are based on the findings of a job
analysis and are demonstrably job related are superior to
unplanned conversational interviews. Second, the same ques-
tions (in-depth, if necessary) should be asked of all candi-
dates to provide a standardized instrument. Third, the use of
rating scales that define good and bad answers to each ques-
tion are helpful. Fourth, interviewer training that specifies
how the interview is to be conducted, provides practice and
feedback with respect to the conduct of the interview, and de-
tails the type of rater errors that can serve to diminish inter-
view reliability and validity can serve to improve the
psychometric quality of interview judgments. Campion,
Palmer, and Campion (1997) have detailed the nature of these
and other improvements in the selection interview and have
examined the research literature on the impact of each. Most
importantly for practice, these authors suggest that any com-
bination of the 15 factors they examined would enhance the
utility of the interview. Also important for employee-
selection practice in this context is the finding that aspects of
interview structure are related to positive outcomes in litiga-
tion (Williamson, Campion, Malos, Roehling, & Campion,
1997).

There is continued research (e.g., Burnett & Motowidlo,
1998; Huffcutt & Roth, 1998) on how interview decisions are
made and what information is being used to make decisions.
There is new interest in the types of constructs measured in
the interview and how that relates to interview validity
(Cortina et al., 2000) and the incremental validity of the in-
terview when it is used along with other measures (Pulakos &
Schmitt, 1996). It would seem that research directed to the
question of what KSAOs are being measured reliably and
validly in the interview (rather than whether the interview
per se is reliable and valid) would provide greater under-
standing and progress in the long term.

Cross-Cultural Research

With the increased globalization of our economy, two re-
search and practice issues have attracted the attention of those
interested in personnel selection. The first issue involves the
selection and success of individuals assigned to company fa-
cilities located in other countries. There is little empirical lit-
erature on expatriate selection (see Black, Mendenhall, &
Oddou, 1991; Ronen, 1989), but that literature points to three
skills: self-skills that relate to the individual’s own capacity to
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maintain his or her mental health and well-being; relationship
skills referring to the person’s ability to develop successful
interactions with persons in the host country; and perception
skills that relate to the expatriate’s ability to perceive and
evaluate the behavior of people in the host country. The tech-
nical competence of the individual to perform his or her as-
signed duties may also play some role. Other variables such
as previous experience with other cultures may be a factor,
but the person’s nonwork life and family adjustment are prob-
ably much more important. The importance of the latter
concerns was reaffirmed in a recent study of expatriate with-
drawal by Shaffer and Harrison (1998).

The second cross-cultural issue that has received some at-
tention is the appropriateness of translations of assessment
devices for use with people who do not speak or write
English (e.g., Budgell, Raju, & Quartetti, 1995). Most of the
research on the adequacy of translations has involved the use
of measures of job attitudes (Ryan, Horvath, Ployhart,
Schmitt, & Slade, 2000). This relatively small body of liter-
ature indicates that some ideas or test items are very difficult,
if not impossible, to translate with the same psychological
meaning even when very thorough back-translation tech-
niques are used. Even when these instruments can be trans-
lated reasonably well, it is important to consider the host
country’s own practices with respect to selection (Levy-
Leboyer, 1994). Clearly, there is a great need for more un-
derstanding of the applicability of our personnel-selection
practices to other cultures. Efforts such as those represented
by the work of Schmit, Kihm, and Robie (2000), in which
the researchers set out to develop an instrument that could be
used globally, should become more frequent and will pro-
vide useful models for research and practice in international
selection.

Reactions to Selection Procedures

In the last decade, personnel-selection researchers have given
increased attention to the reactions of job applicants both to
the tests they are required to take and to the employment
process. This research usually indicates that examinees react
more favorably to procedures they view as job related (e.g.,
Elkins & Phillips, 2000); that they are more concerned about
the outcomes of the selection process than they are about the
process itself (e.g., Bauer, Maertz, Dolen, & Campion, 1998;
Gilliland, 1994); that explanations for the processes em-
ployed result in better reactions than do no explanations
(Horvath, Ryan, & Stierwalt, 2000); and that perceptions of
affirmative action procedures are variable (Heilman, Battle,
Keller, & Lee, 1998). There is a much smaller body of re-
search relating these reactions to various personal or organi-

zational outcomes, and most of this research employs an in-
tention to take a job or recommend the organization to one’s
friends (e.g., Schmitt & Chan, 1999).

The primary source of theoretical hypotheses regarding
the impact of selection procedures on applicant reactions has
been organizational justice theory (Gilliland, 1993). Al-
though empirical research does confirm the importance of
various aspects of procedural justice, it is usually true (as
stated previously) that the outcomes of a selection decision
for the applicant involved often play a much more significant
role in employee perceptions.

Ryan and Ployhart (2000) have provided a very useful and
critical review of the literature on applicant reactions to
employee-selection procedures. They call for improvements
in the measurement of test-taking attitudes and reactions
measures, greater attention to outcomes other than organiza-
tion perceptions or intentions measures, more focus on
individual-difference (including demographic measures) an-
tecedents of test reactions, greater attention to the role of so-
cial information in the selection context, and more
theoretical emphasis in areas other than justice theory. On a
practical level, Schmitt and Chan (1999) provide a series of
suggestions they believe are supported by this research
literature. Both the actual and perceived job-relatedness of
selection procedures should be maximized. The use, devel-
opment, and validation of the procedures should be ex-
plained to the applicants. All staff that deal with applicants
should be trained to treat applicants with respect and cour-
tesy. Applicants should be provided with feedback that is as
timely as possible and feedback that is detailed, providing
suggestions for remedial action if possible, and feedback that
is designed to support the applicant’s self-efficacy. Organiza-
tional personnel should take the time to make sure applicants
understand the selection process and when they will be in-
formed with respect to potential actions and outcomes.
Finally, the entire process should be conducted as applicants
are told it will be, and should be conducted consistently
across applicants.

METHODOLOGICAL ISSUES AND POTENTIAL
MODERATED RELATIONSHIPS

Some of the issues related to methods and moderators have
been covered in other sections of the chapter (e.g., job analy-
sis). Other such issues remain, and it is these on which this
section of the chapter focuses. Specifically, this section in-
cludes a discussion of validation, prediction over time, other
moderators, and performance modeling.
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Validation

Although the term validity is used in many different ways, it
is defined here as the degree to which evidence and theory
support the interpretation of test scores for various proposed
uses of the test (AERA, APA, NCME, 1999). Validation is,
therefore, the compilation of evidence of inferential appro-
priateness. It is important to note that validity is not an at-
tribute of a test, but is instead an attribute of the uses to which
scores from a test are put. For example, cranial circumference
scores from a good measuring tape may be perfectly appro-
priate (i.e., valid) for inferences about age in preadolescents,
but they are likely inappropriate (i.e., not valid) for infer-
ences about one’s capability to deal with complex problem-
solving situations.

The situation in a selection context is often quite compli-
cated because validation involves establishing the connection
between a selection tool and the outcome of interest. This
outcome may be some of the performance constructs dis-
cussed earlier or some of the distal outcomes in Figure 5.1
that will be discussed shortly. This process can involve the
validation of measures of predictor constructs, measures of
criterion constructs, or measures of criterion constructs that
may serve as predictors of some other outcome. Neverthe-
less, the inferences of primary interest in a selection context
are those having to do with criteria, and validation involves
the investigation of the appropriateness of those inferences
regardless of whether they are based on direct measures (e.g.,
work samples) or indirect measures (e.g., cognitive ability).

Although we still speak of content, construct, and
criterion-related validation (Binning & Barrett, 1989), it is
now recognized that there are no different types of validity,
only different strategies for justifying inferences (SIOP,
1987) and different inferences that might be justified (e.g.,
statistical conclusions vs. construct-related conclusions;
Cook & Campbell, 1979). Validation involves theory devel-
opment and testing, and any information about the test or job
in question can contribute to a basis for conclusions regard-
ing test scores (Binning & Barrett, 1989).

With these realizations has come an increased apprecia-
tion of the need to take a more complex view of job perfor-
mance, as described previously (Campbell, 1990). This has,
in turn, led to increased efforts to match particular predictors
to particular aspects of performance. Examples of research
showing differential relationships between different perfor-
mance dimensions and different predictor constructs were
provided earlier in this chapter (e.g., Motowidlo & Van
Scotter, 1994). Additional evidence suggesting a more com-
plex view of validation comes in the form of studies focusing
not on bivariate predictor-criterion relationships but on incre-

mental validity. This is useful from a practical standpoint in
that it allows an examination of contribution over and above
existing selection procedures. Pulakos and Schmitt (1995)
demonstrated the incremental validity of an experience-based
interview over and above cognitive ability in predicting com-
posite performance ratings. McManus and Kelly (1999)
showed that four of the Big Five personality factors predicted
contextual performance over and above a biodata instrument
and that extraversion alone contributed to the prediction of
task-related performance over and above the biodata instru-
ment. Mount et al. (2000) found similarly encouraging
results for the contribution of biodata scores beyond both per-
sonality and cognitive ability.

Consideration of incremental validity can also be useful
from a theoretical perspective. Cortina et al. (2000) showed
that structured interviews contributed to the prediction of
performance over and above both cognitive ability and con-
scientiousness. In addition to the practical implications, these
results refute suggestions that interviews merely are poor
measures of cognitive ability or indirect measures of consci-
entiousness. Goffin, Rothstein, and Johnston (1996) showed
similar results for assessment centers and personality. The in-
cremental validity evidence from these studies informs not
only practice, but also our understanding of commonly used
selection tools.

Finally, although banding is discussed later in the chapter,
it is worth mentioning here that the trend toward taking a
more complex view has also spread to procedures for con-
structing equivalence bands around selection scores. Aguinis,
Cortina, and Goldberg (1998) developed a banding procedure
that takes into account not only predictor reliability, but also
criterion reliability and criterion-related validity. Banding
test scores usually involves consideration of the unintended
consequences of testing (Messick, 1998) or the explicit con-
sideration that more than performance outcomes must be
considered in test use. Taken as whole, the evidence suggests
that our field has taken a much-needed step in the direction of
more complex characterizations of work behavior and mod-
els for predicting it.

Prediction Over Time

The importance of time in models of performance prediction
has been recognized for several years (Henry & Hulin, 1987).
Perhaps the most ubiquitous finding in longitudinal studies of
performance prediction has been the superdiagonal or sim-
plex pattern of correlations in which predictor-criterion rela-
tionships are highest at Time 1 and decrease steadily as the
separation in time between the predictor and the criterion in-
creases (Humphreys, 1960). Among the implications of such
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a pattern is that the rank order of job applicants would change
over time such that the person most likely to perform well to-
morrow may not be the person most likely to perform well
next year.

Ackerman (1987) has suggested that deterioration is not
uniform, but varies with the type of predictor and the consis-
tency of the task on which performance is measured. For in-
consistent tasks, higher order cognitive abilities continue to
predict performance over time. For consistent tasks, the pre-
dictiveness of higher order cognitive abilities deteriorates
substantially over time, whereas the importance of lower
order abilities such as perceptual speed and psychomotor
ability wax in importance.

Keil and Cortina (2001) showed that although deteriora-
tion occurred regardless of task consistency and type of abil-
ity, the deterioration was curvilinear, conforming to a cusp
catastrophe model such as those found in the work of S.
Guastello (Guastello & Guastello, 1998). Ployhart and Hakel
(1998) showed that there were individual differences in per-
formance changes over time, and that the latent growth para-
meters representing these changes were predicted by biodata
scores.

Although this area has a long history, research has been
sporadic. The fact that the inferences involved in personnel
selection are always longitudinal (i.e., using scores today to
predict performance in the future), it is critical that the role
time might play in selection models be examined in much
more detail than it has been in the past.

Moderators

There are, of course, many different potential moderators of
the relationships among individual difference variables, in-
cluding those identified in our model as mediators such as de-
clarative knowledge and motivation, and, on the other hand,
performance and outcomes. We are also cognizant of the re-
search that indicates that most predictors used by personnel-
selection specialists are valid in most contexts in which they
are used (Schmidt & Hunter, 1998). However, validities do
vary in practically significant ways. Our purpose here is
merely to highlight a few factors that have accounted for such
variability in recent research.

Beginning with the individual difference–mediator rela-
tionships, job type seems important to consider as a modera-
tor. Certainly, different individual difference variables should
predict knowledge for different jobs (Campbell et al., 1993).
Similarly, motivation to perform in a job might be predicted
to a different degree by a given individual difference variable
than it is for a different job (e.g., extraversion predicting
motivation to perform in a job with a large social component,

but not predicting motivation in a job with a more typical
social component).

The same might be true for task complexity such that cog-
nitive ability may relate to knowledge and motivation for
complex jobs to a greater degree than it would for simple
jobs, particularly over longer periods of time (Ackerman,
1987). Complexity, of course, has long been recognized as an
important moderator of the cognitive ability–performance
rating relationship (Hunter & Hunter, 1984). Other similarly
functioning moderator candidates might be climate for updat-
ing (Tracey, Tannenbaum, & Kavanagh, 1995) and psycho-
logical contract violation (Robinson & Morrison, 1995).

The mediator-performance relationship might also be
moderated by a variety of factors. We might infer from Bar-
rick and Mount (1993) that autonomy would moderate the re-
lationship between knowledge-motivation and performance,
and this might be particularly true for the more discretionary
aspects of performance. Other candidates that might be per-
ceived are organizational support (Grover & Crooker, 1995),
role conflict and extracurricular demands (Galinsky & Stein,
1990), dynamaticity (Hesketh & Neal, 1999), psychological
contract violation (Robinson & Morrison, 1995), and per-
ceived reasons for contract violation (Turnley & Feldman,
1999).

Finally, there is also likely to be a variety of factors that in-
fluence the relationship between performance and more distal
outcome variables. One obvious example is market condi-
tions, such that low performance is less likely to lead to neg-
ative consequences in a tight labor market than in a looser
market. Likewise, high performers might be more likely to
leave an organization when there are fewer alternatives avail-
able. Also, becoming more important is personal skill devel-
opment (London & Mone, 1999). Those who have taken time
to develop their skills continuously will find it easier to ob-
tain subsequent employment.

Performance Models

Beginning with the work of Hunter (1986), personnel-
selection researchers have also proposed and tested a variety
of increasingly complex performance models. These models
include cognitive and noncognitive measures, mediators, and
both contextual- and task-proficiency measures (e.g.,
Borman et al., 1991; Pulakos, Schmitt, & Chan, 1996). These
models are similar to that depicted in Figure 5.1 and we sus-
pect that there will be many more future attempts to test the-
ories of job performance that include a broader array of
individual difference and contextual variables. Testing these
models usually requires the use of structural equation model-
ing and other multivariate techniques rather than correlation
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and regression analyses, which have usually been the primary
data-analytic tools in selection research.

Summary

In this section, we discussed topics relevant for validity and
validation, prediction over time, and moderators of the rela-
tionships between the classes of variables included in our
model. Obviously, this discussion was selective; there is a
much larger body of such research. We are encouraged by
the increased appreciation of the complexity of relation-
ships among variables relevant for selection reflected in the
consideration of multiple predictors, multiple and specific
criteria, and the boundary conditions within which the rela-
tionships among them operate.

DISTAL OUTCOMES OF THE SELECTION
PROCESS AND EMPLOYEE PERFORMANCE

In this section, we consider relatively distal outcomes associ-
ated with the can-do and will-do variables studied in person-
nel selection. In most cases, these outcomes are the result of
an employee’s behavior rather than the behavior itself, al-
though we realize that, in some cases (e.g., withdrawal and
counterproductive behavior), this distinction does not apply.
Prediction of these distal outcomes using can-do and will-do
measures has often proceeded without consideration of
potential mediators.

Aspects of Productivity

Although the term productivity is used often, its definition has
been far from consistent (Pritchard, 1992). Adding to the con-
fusion is the fact that productivity can be considered at a va-
riety of levels of analysis. For example, Pritchard (1992)
defines organizational productivity as how well an organiza-
tion uses its resources to achieve its goals. Payne (2000)
modified this definition in an attempt to define individual pro-
ductivity as how well an individual uses available resources
to contribute to organizational goals. Payne (2000) goes on to
explain that productivity is a combination of efficiency (ratio
of inputs to outputs) and effectiveness (amount and quality of
output relative to some standard or expectation).

I/O psychologists tend to focus on effectiveness, although
it is usually referred to as job performance (Pritchard, 1992)
or perhaps as productivity. This confusion stems in large
part from a lack of clear delineation among the concepts
of productivity, performance, efficiency, and effectiveness.

Campbell, Dunnette, Lawler, and Weick (1970) provided a
useful distinction between performance and effectiveness,
but that distinction has been largely ignored. Payne (2000)
provided a similar delineation at the individual level of analy-
sis. First, effectiveness is distinguished from performance
through consideration of the value associated with a given
behavior. Specifically, effectiveness is a function of perfor-
mance dimensions (i.e., value-free markers of behavior),
value weights for those dimensions determined by the orga-
nization and its goals, and situational factors. Second, effi-
ciency is the sum of input to (value-free) performance ratios
plus situational factors. Third, productivity is efficiency plus
effectiveness plus any additional situational factors that
might be influential. Finally, organizational productivity is a
function of the productivity of its individuals plus higher
level situational factors.

Thus, in considering productivity as an outcome in a model
of personnel selection, we must consider both efficiency and
effectiveness. Clearly, those employees or components of an
organization that produce more of the behaviors that are
strongly tied to the goals of the organization will be more pro-
ductive. Also, those employees or components that can pro-
duce those behaviors with less input (e.g., time, money,
materials) will be more productive. Those individual, group,
or organizational attributes that increase these behaviors or de-
crease the amount of input required to generate them will con-
tribute to productivity.

Clearly, higher task-related, contextual, and adaptive per-
formance will lead to higher effectiveness (all else equal),
and therefore, higher productivity. This ignores, however, the
weights attached to the different aspects of performance and
the efficiency with which those aspects of performance are
produced. With respect to efficiency, Payne (2000) examined
a new construct called efficiency orientation (EO), which is
defined as “the tendency to approach a task with the goal of
obtaining the most out of the resources used” (p. 23). Those
who tend to approach a task with the intention of maximizing
output given a fixed amount of input, or of reducing input
given a high level of output, are more likely to minimize
input to output ratios, thus making them more efficient. This,
in turn, results in higher individual productivity.

Withdrawal Behavior

In some jobs, the most important aspect of performance is the
presence of the employee. In production jobs that are con-
trolled by an assembly line, in which completion of a task (not
its quality) is of central interest, the most important perfor-
mance variable is whether the worker comes to work and re-
mains at work. In these jobs, tardiness, absenteeism, and
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turnover are often used as the primary outcome or perfor-
mance index. Even for jobs in which the employee has flexi-
bility with respect to where and when he or she does the
required tasks, turnover, absenteeism, and tardiness, broadly
defined, are important. Using these as performance indices
produces a variety of well-known definitional and measure-
ment problems (Johns, 1994). Hulin (1991) has argued that
these variables and others should be considered in the aggre-
gate as measures of a withdrawal construct. Hanisch (1995)
has presented a model that includes organizational, job, and
work withdrawal constructs. Each of these aggregate vari-
ables has multiple, and more specific, behavioral manifesta-
tions. For example, work withdrawal might be indicated by
tardiness, leaving work early, absenteeism, taking long and
unauthorized work breaks, and increased drug abuse. A
worker who cannot withdraw in this manner may strike out at
the organization in other ways such as stealing supplies, filing
grievances, or in extreme cases, in a violent manner. On the
positive side, an engaged worker might display organizational
citizenship behaviors such as organizing parties, cleaning the
workplace, or volunteering for special projects. Attitudinal
correlates of these behaviors include work and organizational
commitment. In the Hanisch (1995) model, individual differ-
ences (values, personality, work attitudes) play a role in mod-
erating the relationship between cognitive and attitudinal
antecedents (e.g., stress, pay inequity, satisfaction) and with-
drawal. Hanisch, Hulin, and Roznowski (1998) reviewed a se-
ries of studies in which this general model was used to predict
withdrawal constructs as a function of sexual harassment, job
attitudes, and organizational commitment. As expected, these
aggregate withdrawal measures are more highly correlated
with various predictors than is usually found with single indi-
cator measures of withdrawal.

This theory of adaptive behavior suggests that researchers
will achieve a greater understanding of such behaviors by
studying them as aggregates rather than as isolated measures
of performance. The theory also suggests that different iso-
lated withdrawal behaviors are a function of the same psy-
chological processes, that they should be correlated, and that
they have a common set of antecedents including individual
difference variables. Although this theory provides a promis-
ing new approach to a set of variables that have proved diffi-
cult to understand and predict, there is not, to our knowledge,
any research that has focused on the use of these variables as
criteria in selection research. 

Harrison and Martocchio (1998), in their excellent review
of the literature on absenteeism, argue similarly with respect
to the time period over which absenteeism is aggregated
in research studies. These authors provide a discussion of
absenteeism theory and empirical research suggesting that

personality and demographic variables are distal long-term
determinants of absenteeism that might determine attitudes
toward attendance at work, organizational commitment,
job satisfaction, job involvement, and social context, which
in turn determine the short-term daily decision to attend
work. They provide a fairly short and simple list of precur-
sors of absenteeism that should be helpful in subsequent se-
lection research in which the major outcome of interest is
attendance.

Counterproductive Behavior

There is a great deal of research in personnel selection on in-
tegrity testing (Ones et al., 1993; Sackett & Wanek, 1996).
Integrity tests are usually paper-and-pencil tests that purport
to identify individuals likely to lie or steal from an organiza-
tion or to present security risks. Sackett and Wanek (1996) re-
ported that validity studies in which theft criteria were used
reported relatively low predictive validity (.09–corrected to
.13). When broader job-performance criteria are used, validi-
ties are substantially better (.27–corrected to .39). The latter
finding is consistent with the notion that some integrity tests
are tapping into a broader conscientiousness factor that is
usually a valid predictor of job performance (Murphy & Lee,
1994).

More recently, discussions of lying or stealing have often
considered these behaviors or negative aspects of perfor-
mance as part of a constellation of counterproductive behav-
iors that includes arson, bribery, blackmail, discrimination,
fraud, violence, sabotage, harassment of coworkers, and even
some forms of whistle-blowing (Giacalone & Greenberg,
1997; Murphy, 1993). Like the withdrawal behaviors dis-
cussed previously, these counterproductive behaviors may be
the result of similar psychological processes. Spector (1997)
argues that these acts may be the result of reactions to frustra-
tion. If this is the case, then, from a personnel-selection per-
spective, it would be most important to identify those
individuals who are most susceptible to frustration and who
are likely to act in an antisocial fashion to that frustration.
Measurement of counterproductive behavior, like measure-
ment of withdrawal behavior, is difficult. Many of these vari-
ables occur rarely; hence we have the usual base-rate problems
in predictive studies (Martin & Terris, 1991). In addition, for
obvious reasons, it is often difficult to identify the persons who
engage in counterproductive behavior (Murphy, 1993).

Even with these problems, there are some promising stud-
ies of several of these behaviors. The work of Fitzgerald and
colleagues (Fitzgerald, Drasgow, Hulin, Gelfand, & Magley,
1997; Magley, Hulin, Fitzgerald, & DeNardo, 1999) has con-
tributed greatly to our understanding of the nature of sexual
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harassment as well its antecedents and outcomes. The use of
background checks has been suggested as a means of detect-
ing violence-prone individuals (Mantell, 1994), although
very little research on their effectiveness exists (Slora, Joy,
Jones, & Terris, 1991). Mantell (1994) suggests a check of
driving records and of military, criminal, and credit history as
well as a series of situational interview questions as means of
identifying violence-prone individuals. Giacalone, Riordan,
and Rosenfeld (1997) provide an analysis of the nature of
sabotage as well as various possible explanations for this be-
havior. Miceli and Near (1992, 1997) have done much to
further our understanding of positive and negative whistle-
blowing, although there are no data of which we are aware
that provide empirical evidence of the relationship between
individual differences and subsequent acts of whistle-
blowing.

Our understanding of this broad range of counterproduc-
tive behavior is only beginning to develop. Given the huge
potential individual, social, and financial costs of some of
these acts, research on this area of work performance is
certainly overdue. Beyond the direct costs of these behaviors,
there are often also unanticipated but significant legal impli-
cations (Ryan & Lasek, 1991).

Accidents and Health and Safety Outcomes

Accidents are indicators of performance, rather than perfor-
mance itself. In addition, most types of accidents occur
rarely; hence we have the same base-rate problem in research
on accidents we did for some of the counterproductive and
withdrawal behaviors noted in the previous section. More-
over, accidents likely have causes (work conditions, machine
malfunction, etc.) other than individual differences. As a con-
sequence, researchers usually focus on predicting and under-
standing unsafe behavior rather than accidents per se. Studies
of accidents have often taken the form of post hoc analysis of
case studies (Kaempf, Klein, Thordsen, & Wolf, 1996), the
analysis of near-miss accidents (Hofmann & Stetzer, 1998),
and the development of checklist measures and observational
techniques to measure a person’s safe behavior (Hofmann &
Stetzer, 1996). All these methods focus on human perfor-
mance in the accident situation as opposed to the occurrence
of the accident itself. However, very few of these research ef-
forts have focused on individual characteristics as determin-
ers of accident behavior as did early efforts (Whitlock,
Clouse, & Spencer, 1963). The focus has been on the design
of the workplace or the safety climate in the organization or
the workgroup (Hofmann & Stetzer, 1996).

The concept of accident-proneness, defined as a quality of
persons with individual difference characteristics that make

them more likely than others to have accidents in any situa-
tion, has received limited support (McCormick & Ilgen,
1985; Whitlock et al., 1963) and little attention in recent
years. A sequential model of the occurrence of accidents pre-
sented by McCormick and Ilgen suggests that individual dif-
ferences should be involved in the perception of an unsafe
situation, our cognitive evaluation of the situation, our deci-
sions to avoid a situation, and our ability to avoid that situa-
tion. With greater understanding and better measurement of
the criterion space (i.e., unsafe behavior), it seems personnel-
selection researchers should rediscover this area of research.

Litigation and Social Responsibility

Over the past three or four decades, personnel selection and
its impact on members of diverse groups have been the sub-
ject of legislation (Civil Rights Acts of 1964 and 1991;
ADA), professional guidelines (AERA, APA, & NCME,
1999; SIOP, 1987), executive orders (e.g., President
Johnson’s executive order 11246 establishing the Office of
Federal Contract Compliance), governmental guidelines
(Uniform Guidelines on Employee Selection Procedures,
1978) and extensive litigation and case law development (for
a review see Sharf & Jones, 1999). These external events
have challenged personnel-selection researchers to reexam-
ine not only the usual validity and reliability issues addressed
in much of this chapter, but also the impact that these mea-
sures have on the opportunities afforded members of diverse
groups in our society. The latter has stimulated a new term,
consequential validity (Messick, 1998), which refers to the
broad set of outcomes that result from use of a selection pro-
cedure in addition to the prediction of some organizationally
relevant criterion.

The research that this external attention generated has
clarified some points. First, tests have not been found to be
psychometrically biased in that predicted outcomes for vari-
ous protected groups do not seem to be lower than actual out-
comes. Second, there are large minority-majority subgroup
differences on some tests, especially cognitive ability tests.
Various attempts to remove these subgroup differences in
measured cognitive ability may serve to diminish subgroup
differences, but large differences in subgroup performance
remain and often produce legally defined levels of adverse
impact on minority groups (Sackett et al., 2001). There is no
general agreement as to how to prevent discrimination or its
past effects. Affirmative-action programs seem to have nega-
tive consequences for perceptions of employees who are
thought to be hired based on group membership rather than
merit (Heilman et al., 1998), although most of this research
has been conducted in the laboratory and does not consider
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similar impact over a long period of time. Affirmative-action
programs do seem to result in employment improvement for
minority groups and women (Kravitz et al., 1997), although
reverse discrimination cases now indicate that race or irrele-
vant class membership criteria cannot be used in selection
decisions.

The results regarding the lack of predictive bias in ability
tests and large subgroup differences in test scores suggest
that overall utility of a selection procedure will be diminished
when tests are not utilized in an optimal manner (Boudreau,
1991). However, studies conducted at the organizational
level (Leonard, 1990; Steel & Lovrich, 1987) do not indicate
a relationship between the proportion of minorities or women
in organizations and organizational efficiency measures. In
an analysis of 3,200 employers in four large metropolitan
areas, Holzer and Neumark (1996) showed little evidence of
substantially weaker job performance among most groups of
minority and female affirmative-action hires. Consideration
of the outcomes related to various human resource interven-
tions including selection at the organizational level has be-
come increasingly common in human resources research
(e.g., Schneider et al., 2000). This research, an increased
sense of the importance of corporate social responsibility
(see the October 1999 issue of the Academy of Management
Journal), and the recognition on the part of many large cor-
porations (Doyle, 2000) that a well-educated, highly diverse
workforce composed of people who have learned to work
productively and creatively with individuals from many
races, religious, and cultural histories are all important to
maintaining organizational global competitiveness. These
trends suggest that personnel-selection researchers need to
broaden the criteria by which they judge individual and orga-
nizational effectiveness. Such broadening may change the
KSAOs we judge to be important for success and may change
the research questions we ask when considering the KSAO-
performance relationships across various subgroups in our
society.

Customer Satisfaction and Loyalty

Considerable attention has been focused in the professional
literature and in the popular media on the need for organiza-
tions to be more sensitive to quality issues and customer sat-
isfaction. In addition, the number and proportion of the
workforce that is directly involved in service to customers
has continued to rise over the past two decades. This in-
creased emphasis on service quality and customer satisfac-
tion has generated some interest in the relationship between
employee behavior and attitudes and customer satisfaction.
In most studies of customer service, the performance

measure is a survey measure administered to customers (e.g.,
Johnson, 1996; Schneider, White, & Paul, 1998). Factor
analyses of these dimensions (Johnson; Schneider et al.) gen-
erally reveal factors related to courtesy or interpersonal treat-
ment, competence, convenience or efficiency, and ability to
resolve problems. Rogg, Schmidt, Shull, and Schmitt (2001)
found that these customer satisfaction indices were also
highly related (�.70) to what they described as an objective
measure of service quality, the number of times a customer
needed to return to have his or her car repaired by auto deal-
erships. The latter index might be preferred by some re-
searchers, but it should be pointed out that sometimes the
employee may not be in complete control of the service ren-
dered; that is, the company’s product is defective in ways that
the employee cannot correct.

Hogan, Hogan, and Busch (1984) report on the develop-
ment and validation of the Service Orientation Index as part
of the Hogan Personality Inventory. A recent meta-analysis
(Frei & McDaniel, 1998) of attempts to measure service ori-
entation as an individual difference predictor of supervisory
ratings included a very large number of studies using this
index. Vinchur, Schippman, Switzer, and Roth (1998) also
provide evidence for the successful prediction of sales perfor-
mance using a wide variety of biodata and personality mea-
sures. Results indicated that the average corrected validity of
these measures was .50 and that service orientation was posi-
tively correlated with conscientiousness, extraversion, and
agreeableness and unrelated to cognitive ability. The work on
effectiveness in sales occupations (Schmitt, Gooding, Noe, &
Kirsch, 1984) is also relevant and usually indicates the im-
portance of personality or motivation variables (Ghiselli,
1973). Selection research in the area of customer service
should be conducted using behavioral measures derived from
customers but also attending to various organizational con-
straints and aids (Schneider, Wheeler, & Cox, 1992).

SOCIETAL AND ORGANIZATIONAL ISSUES

There are a number of larger issues that are affecting selec-
tion practices in organizations, or at least the manner in
which they are examined. On most of these issues, there are
few empirical studies, but we believe that research address-
ing these concerns is needed and will be conducted in the
next several years. The first three of these issues demand that
we attend to levels-of-analysis issues in our research on se-
lection (Klein & Kozlowski, 2000; Schneider et al., 2000).
Both theory and data analyses must be oriented appropriately
to a consideration of variables at individual, group, or organi-
zational levels.
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First, there seems to be an increasing interest in examining
the effect of human resource efforts including selection at the
organizational level. Terpstra and Rozell (1993) represent the
only systematic study of the relationship between specific se-
lection practices and organizational-level measures of perfor-
mance. They reported correlational data supporting the
conclusion that organizations employing relatively greater
numbers of selection practices (e.g., structured interviews,
cognitive ability tests, biodata, and evaluations of recruiting
sources) had higher annual profit, profit growth, and overall
performance. Studies assessing a wider variety of human re-
source criteria and their relationship to organizational out-
comes have become more common (e.g., Huselid, Jackson, &
Schuler, 1997; Shaw, Delery, Jenkins, & Gupta, 1998). Typi-
cally, these studies report statistically significant, but low
(�.10) correlations between these organizational-level vari-
ables. The measures of human resource efforts used in these
studies are often simple, single-item measures and the studies
themselves are usually cross-sectional surveys. Much more
conceptual and empirical work is needed in assessing the im-
pact of selection on organizational performance. 

Second, Johns (1993) has argued that selection re-
searchers must view their efforts as organizational interven-
tions subject to the same mechanisms and processes described
in the innovation-diffusion and implementation literatures
rather than as technical improvements that any rational man-
ager would adopt if he or she understood validity data. Johns
(1993) presents a number of propositions, the central thesis
being that variance in the adoption of psychology-based inter-
ventions is a function of the decision-making frame of man-
agers, the nature of the I/O theory and research presented to
them, and critical events and actors in the external environ-
ment of the adopting organization. Most practitioners will be
able to cite technically meritorious practices that are
not adopted or are modified in inappropriate ways for a variety
of social and organizational reasons. Validation work that
includes assessment and evaluation of the roles of these fac-
tors may prove useful in discerning individual difference-
performance relationships.

Third, there is a trend among organizational scholars to
think of selection as a means to further organizational strate-
gic objectives. Traditionally, the focus in selection research
has been on the match between a person and a job. A common
notion among strategic planners (Snow & Snell, 1993) is to
view selection as a method of staffing an organization with
persons whose KSAOs help effectively implement organiza-
tional strategy. This idea is similar to the job-match focus,
but some believe that selection should or can drive organiza-
tional strategy. If organizations hire a great many innovative
personnel, over a period of time its research and development

efforts may become more important than its production capa-
bilities. If selection is to propel strategy, we may need to
focus on broader KSAOs that indicate an individual’s capac-
ity to adapt to and change her or his environment (Chan,
1997; Pulakos et al., 2000).

Today, many organizations have facilities or markets in
countries throughout the world. This globalization requires
communication among people from different cultures and
frequently the relocation of personnel from one country or
culture to another. Because of the enormous expense associ-
ated with these moves, the selection, training, adaptation, and
repatriation of these international assignees has begun to re-
ceive research attention (Black et al., 1991). The empirical
literature available suggests that previous experience, inter-
personal skills and self-efficacy in dealing with people of di-
verse cultures, nonwork life concerns, and the nature of the
host country’s culture have been found to be critical in expa-
triate adjustment. Certainly, adjustment to other cultures re-
quires a set of nontechnical interpersonal skills that are not
normally evaluated by organizations.

Fifth, many organizations have outsourced parts of their
human resource function including selection in efforts to
downsize. When this happens, the function is often provided
by consultants. When this is the case, it is critical that organi-
zational personnel value the service provided and understand
the manner in which it is to be used. Without adequate imple-
mentation plans and sufficiently committed and trained
personnel, even the best developed assessment center or
structured interview will not be used appropriately and will
undoubtedly fail to contribute what it otherwise might to the
identification of human talent. The impact of outsourcing on
the effectiveness of selection procedures and even the type
and quality of the procedures that are developed has not been
examined.

There are undoubtedly other external societal issues that
influence the capability of personnel-selection researchers in
their attempts to understand and predict employee perfor-
mance. These represent some we believe should or will be
important in the short term.

CONCLUSION

Personnel-selection research has clearly expanded from its
early interest in documenting predictor-criterion relation-
ships. There has been great progress in considering a broader
range of predictors and outcomes and in their measurement.
Sophisticated performance models are being proposed and
tested. The broader social significance of personnel selection
and the reactions of examinees to our procedures are receiving
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greater attention. We believe these are positive trends and
hope that the many questions we posed throughout this chap-
ter will be addressed in the near future.
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Research on intelligence, dating back to Spearman’s 1904
article “‘General Intelligence,’ Objectively Determined and
Measured,” has been an area of keen interest to psychologists
and the general public. Books such as Herrnstein and
Murray’s (1994) The Bell Curve have created controversy,
consternation, and commitment among different constituen-
cies. Few areas of psychology—indeed few areas of scientific
inquiry—have created such intense debate.

This chapter summarizes several areas of research on
intelligence. The first, and probably foremost, area consists
of factor analytic studies investigating the latent structure
of cognitive ability. This line of research dates back to
Spearman and is called the psychometric approach to the
study of intelligence. Some of the most eminent and contro-
versial psychologists of the twentieth century have worked in
this area, including Thurstone, Burt, Guilford, Thompson,
Vernon, and Cattell. In a work of remarkable scholarship,
John Carroll (1993) reanalyzed 461 correlation matrices
from this literature using a single methodology to provide

a coherent and compelling account of the factor analytic
findings.

Information processing approaches to intelligence consti-
tute the second line of research summarized here. This work
is characterized by carefully controlled experimental investi-
gations of how people solve problems. In the psychometric
literature, item responses are often aggregated up to subtest
or total test scores prior to analysis; in contrast, information
processing research often decomposes item responding into
more basic elemental components and processes to under-
stand intelligence.

Neuropsychological approaches to intelligence form the
third area of research summarized in this chapter. Neuro-
psychology attempts to link the brain and behavior and
thereby provide a deeper understanding of intelligence.
Until recently, many of the most important findings in this
area resulted from case studies of individuals with tragic
brain damage. Advances in methods for imaging brain
activity, such as functional magnetic resonance imaging
(fMRI) and positron-emission tomography (PET), allow in-
vestigations of site-specific activation when individuals
solve problems of a particular type. This research is exciting
because it has the potential for connecting what is known
about the latent structure of cognitive ability from psycho-
metric research with the underlying hardware of the brain.

The author is grateful to Walter C. Borman, Lloyd G. Humphreys,
and David Lubinski for their valuable feedback on an earlier draft of
this chapter.
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Factor Fractionation

When considering research on the nature and structure of
intelligence, it is important to keep in mind a point made
by Truman Kelley in 1939 and repeatedly made by Lloyd
Humphreys. Kelley stated that “evidence of existence of a
factor [should] be not cited as evidence that it is important” in
his famous “Mental Factors of No Importance” paper (1939,
p. 141). Humphreys (1962) wrote that “test behavior can
almost endlessly be made more specific, . . . factors [of intel-
ligence] can almost endlessly be fractionated or splintered”
(p. 475). With the advent of confirmatory factor analysis
(CFA; Jöreskog, 1966) and convenient software implementa-
tions such as the LISREL computer program (Jöreskog &
Sörbom, 1996), this problem has been exacerbated. In sam-
ples exceeding a few hundred, CFA can be likened to an elec-
tron microscope in that it can reliably determine the number
of factors that are required to reproduce a correlation matrix,
a number often substantially exceeding that expected on the
basis of substantive theory.

How can researchers avoid extracting and interpreting
“factors of no importance”? In factor analytic studies of test
batteries of the sort pioneered by Thurstone (1938), there
does not appear to be any way to differentiate substantively
important factors from inappropriately splintered factors.
Thus, research of a different kind is needed in which the
pattern of relations with important criterion variables is
examined. When a factor is fractionated, this research asks
whether the newly split factors (a) correlate meaningfully
with other important variables such as job performance,
(b) exhibit a pattern of differential relations with such vari-
ables, and (c) increase our ability to understand and explain
these variables. Vernon (1950) emphasized that “only those
group factors shown to have significant practical value in
daily life are worth incorporating in the picture” (p. 25).
McNemar (1964), Lubinski and Dawis (1992, pp. 13–20),
and Lubinski (2000) further elaborated on the pitfalls of fac-
tor fractionation and the importance of examining the scien-
tific significance of factors.

For example, suppose a large sample completes an algebra
test. It is likely that CFA could be used to demonstrate that a
word-problem factor can be differentiated from a calculation
factor (i.e., a factor determined from items that ask exami-
nees to solve quadratic equations, solve two equations in two
unknowns, etc.). Although statistically separable and likely
to be correlated with performance on tasks requiring mathe-
matical skill, the word-problem factor and the calculation
factor would be highly correlated (probably in excess of .95),
would have very similar correlations with other variables,
and would not have a multiple correlation with any important

criterion variable higher than the simple correlation of the
original algebra test. Thus, there is no reason to fractionate
the original algebra factor.

Intelligence and Performance

In industrial and organizational (I/O) psychology, two of
the most important and often-studied variables are training
proficiency and job performance. A large and compelling lit-
erature shows that intelligence predicts these two important
classes of criterion variables (Humphreys, 1979, 1984; Hunter,
1980).

During the past decade, Borman and Motowidlo (1993,
1997; see also Motowidlo & Van Scotter, 1994) have argued
for differentiating between task and contextual performance.
Essentially, task performance consists of an employee’s per-
formance on the tasks listed on the job description of his or
her job and is related to general cognitive ability (Hunter,
1986). Contextual performance (or, as it is sometimes called,
organizational citizenship behavior; Organ, 1988) has been
defined variously; a recent account (Coleman & Borman,
2000) lists organizational support, interpersonal support, and
conscientious initiative as its main components.

Although it has been argued that there is “not much more
than g” (Ree & Earles, 1991; Ree, Earles, & Teachout, 1994;
see also Herrnstein & Murray, 1994) that is useful when pre-
dicting training proficiency and job performance, enlarging
the criterion space to include contextual job performance
seems likely to increase the range of individual differences
required to predict and understand behavior in the workplace.
Personality, for example, has been found to be an important
predictor of contextual job performance (McHenry, Hough,
Toquam, Hanson, & Ashworth, 1990). What has been vari-
ously labeled as social intelligence, situational judgment, and
tacit knowledge appears to be related to contextual job per-
formance. Therefore, social intelligence is included here as
an element of intelligence, and research relevant both to the
measurement of social intelligence and to the use of social in-
telligence to predict job performance is reviewed.

In sum, this chapter reviews psychometric approaches, in-
formation processing models, and neuropsychological find-
ings concerning intelligence. To avoid spurious proliferation
of intelligence factors, desiderata involving relations with
other important variables are utilized. In this consideration of
relations with other variables, contextual performance is ex-
amined (to the extent that research is available) in addition to
the usual training and task performance variables. To enhance
prediction of this enlarged criterion space, social intelligence
is examined.
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GENERAL MENTAL ABILITY

Psychometric Approaches to Intelligence

During the past century, the psychometric approach to intelli-
gence has been the focus of a tremendous amount of research.
Obviously, it is impossible to provide a comprehensive review
of a century’s research in this chapter. More detail can be found
in Carroll (1993), who provides a fascinating review, summa-
rizing substantive findings, methodological advances, and the
personal perspectives of key figures. In this chapter, the contri-
butions of Spearman, Thurstone, Vernon, Guilford, Cattell, and
Carroll are described.

Spearman

Although Galton, Wundt, and others had studied intelligence
previously, it is probably fair to say that contemporary theo-
ries of intelligence and corresponding methodologies for
research originated with Charles Spearman. Spearman was
an Englishman who studied experimental psychology with
Wundt. After completing his doctorate, Spearman returned to
England and made many important contributions until his
death in 1945.

Substantively, Spearman is best known for his two-factor
theory of intelligence. Actually, this theory postulated two
types of factors, not two factors. The first type is the general
factor, which Spearman labeled g, and the second type con-
sists of specific factors. Spearman used the general factor as
the explanation of why students’ grades in the classics were
correlated with grades in other courses such as math and
music. Indeed, much of Spearman’s research was directed to
documenting the pervasive influence of the general factor.
Specific factors were used to explain why performance in dif-
ferent domains had less than perfect correlations; perfor-
mance in a given domain was influenced by general ability as
well as domain-specific ability.

Spearman believed that general intelligence involved three
fundamental processes, which he called the apprehension of
experience, the eduction of relations, and the eduction of cor-
relates. To educe means “to draw out; elicit” or “to infer from
data; deduce” (Webster’s New World College Dictionary,
1997, p. 432). The legacy of Spearman can be seen in the in-
ductive and deductive reasoning factors found in Carroll’s
(1993) reanalysis of cognitive ability correlation matrices.

Spearman also made important methodological contribu-
tions to the study of intelligence. In his 1904 paper he exam-
ined the “hierarchy of the intelligences” (pp. 274–277) and
provided a means for determining the “intellective saturation”
of a variable, which was defined as the “extent to which the

considered faculty is functionally identical with General
Intelligence” (p. 276). These saturations are essentially factor
loadings; later (Hart & Spearman, 1912) Spearman intro-
duced a method for computing the loadings on a single
general factor.

The law of tetrad differences (Carroll, 1993, attributes this
term to a paper by Spearman & Holzinger, 1925) was intro-
duced to test the two-factor model. Let ri j denote the correla-
tion between tests i and j. Suppose the general factor is the
sole reason that a set of variables have nonzero correlations
and the loading of test i on the general factor is denoted �i .

Then the correlation ri j should equal the product of �i and �j

(plus sampling error). Consequently, for any four variables
the tetrad difference,

Tetrad Difference = r13r24 − r23r14

= (�1�3)(�2�4) − (�2�3)(�1�4)

should differ from zero only due to sampling error. Investi-
gating tetrad differences, to which Spearman devoted great
effort, is akin to the modern analysis of residuals. Computer
programs such as LISREL (Jöreskog & Sörbom, 1996) pro-
vide a matrix of residuals, which are obtained by subtracting
the matrix of correlations reproduced on the basis of the pa-
rameters estimated for a hypothesized model from the origi-
nal correlation matrix.

As described later, subsequent researchers have developed
models of intelligence that incorporate additional factors. In
fact, Spearman’s focus on a single ability may seem odd be-
cause there are measures of so many different abilities cur-
rently available. To provide a perspective for Spearman’s
interest in a single dominant ability (and to illustrate later the-
ories of intelligence), it is instructive to consider the correla-
tions among a set of cognitive ability tests. Table 6.1 presents
the correlations of the 10 subtests that constitute the Armed
Services Vocational Aptitude Battery (ASVAB) along with
their internal consistency reliabilities. These correlations,
provided by Ree, Mullins, Mathews, and Massey (1982),
were obtained from a large sample (2,620 men) and have been
corrected to estimate the correlations that would have been
obtained from a nationally representative sample.

The ASVAB subtests assess a rather wide range of abilities.
Arithmetic Reasoning and Math Knowledge measure quantita-
tive reasoning; Word Knowledge and Paragraph Comprehen-
sion assess verbal ability; General Science is largely a measure
of science vocabulary; Auto-Shop Information, Mechanical
Comprehension, and Electronics Information assess technical
knowledge required for increasingly sophisticated military
occupational specialties; and Numerical Operations and
Coding Speed assess very simple skills (e.g., 7 � 9 � ?) albeit
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TABLE 6.1 Correlation Matrix of ASVAB Form 8A Subtests

Subtest AR MK WK PC GS AS MC EI NO CS

Arithmetic Reasoning (AR) (.90)
Math Knowledge (MK) .79 (.87)
Word Knowledge (WK) .70 .62 (.92)
Paragraph Comprehension (PC) .70 .60 .82 (.80)
General Science (GS) .71 .65 .83 .74 (.84)
Auto-Shop Information (AS) .60 .52 .68 .63 .70 (.88)
Mechanical Comprehension (MC) .69 .64 .67 .64 .71 .75 (.87)
Electronics Information (EI) .68 .61 .76 .69 .78 .79 .75 (.83)
Numerical Operations (NO) .59 .58 .52 .55 .48 .40 .45 .46 na
Coding Speed (CS) .52 .51 .48 .49 .43 .42 .45 .46 .64 na

Note. Internal consistency reliabilities (KR–20) appear in the diagonal within parentheses; internal consistency reliabilities were not computed for speeded tests.

in a highly speeded context. Although it is not surprising
that the quantitative reasoning tests correlate highly (r � .79)
and the verbal tests correlate highly (r � .82), the magnitude
of the quantitative-verbal correlations is surprisingly large
(rs between .60 and .70). Indeed, the quantitative-verbal
correlations are only about .10 to .20 smaller than are the
within-trait correlations. Moreover, the technical tests have re-
markably high correlations with the verbal and quantitative
skills (e.g., Word Knowledge correlates .67 with Mechanical
Comprehension), and even the speeded tests have sizable
correlations with the power tests (all correlations greater
than .40).

Table 6.2 contains the factor loadings obtained when a sin-
gle common factor (i.e., Spearman’s two-factor model) is fit
to the ASVAB correlation matrix using maximum likelihood
estimation as implemented in LISREL (Jöreskog & Sörbom,
1996). Table 6.2 also contains the residuals. Residuals are ob-
tained by using the estimated factor loadings to compute the
fitted correlation matrix (i.e., the correlations expected from
the estimated factor loadings). The fitted correlations are then
subtracted from the observed correlations to produce the
residuals. For example, Table 6.2 shows that the factor load-
ings of Arithmetic Reasoning and Math Knowledge were

estimated to be .83 and .75. For this single common factor
model, the expected correlation is therefore .83 × .75 = .62.

The fitted correlation is then subtracted from the actual corre-
lation, .79 � .62, to obtain a residual of .17, which is shown
in Table 6.2.

As reported in Table 6.2, all of the tests have large load-
ings; the two speeded subtests have loadings of about .6,
whereas the eight power tests have loadings of about .8. Note
the large positive residuals between Arithmetic Reasoning
and Math Knowledge and between Numerical Operations
and Coding Speed and the more moderate positive resid-
uals among the three technical tests. The correlations among
the three verbal tests have been reasonably well modeled
(residuals of .08, .05, and .00) by estimating their loadings as
quite large (.89, .84, and .88). Thus, the general factor in this
solution appears strongly related to verbal ability, with math-
ematical and technical abilities also highly related.

Fit statistics for the solution shown in Table 6.2 indicate
substantial problems. The root mean squared error of approx-
imation (RMSEA; Steiger, 1990) is .19; the adjusted good-
ness of fit statistic is .67; and the nonnormed fit index is .83.
All three of these indices, as well as the matrix of residuals,
indicate that Spearman’s two-factor model is unable to

TABLE 6.2 Factor Loadings and Residuals for Spearman’s Two-Factor Model Fitted to the ASVAB

Factor
Residuals

Subtest Loadings AR MK WK PC GS AS MC EI NO CS

AR .83 —
MK .75 .17 —
WK .89 �.03 �.05 —
PC .84 .01 �.03 .08 —
GS .88 �.02 �.02 .05 .00 —
AS .79 �.06 �.08 �.02 �.04 .00 —
MC .82 .01 .02 �.05 �.05 �.01 .10 —
EI .87 �.04 �.04 �.01 �.04 .01 .10 .04 —
NO .61 .09 .12 �.02 .04 �.06 �.08 �.05 �.06 —
CS .57 .05 .08 �.02 .01 �.07 �.03 �.01 �.03 .30 —



General Mental Ability 111

account for the correlations among the ASVAB subtests. In-
stead, a consideration of the content of the subtests suggests
that four factors are required to describe adequately the cor-
relations in Table 6.1 (i.e., factors representing quantitative,
verbal, technical, and speed abilities).

Nonetheless, it is clear that a single general factor explains
much of the association seen in Table 6.1. In fact, Spearman’s
response to the residuals in Table 6.2 may well have been
“swollen specifics.” That is, Spearman might have argued
that including two measures of a single skill (e.g., Arithmetic
Reasoning and Math Knowledge) in a test battery causes the
quantitative specific factor falsely to appear to be a general
factor.

Thurstone

Louis Leon Thurstone’s (1938) Primary Mental Abilities
monograph stands as a landmark in the study of intelligence.
A total of 218 college students completed 56 tests during five
3-hour sessions. The tests were carefully selected, and de-
tailed descriptions of the items were provided in the mono-
graph. A dozen factors were extracted and rotated, and seven
primary factors were clearly interpretable: spatial, percep-
tual, numerical, verbal relations, word fluency, memory, and
inductive reasoning.

In his study of cognitive abilities, Thurstone made many
methodological innovations that contributed to the develop-
ment of factor analysis. These innovations, developed over a
period of years, were summarized in his Multiple Factor
Analysis (1947) text, which a half-century later continues to
provide a remarkably lucid account of factor analysis. Cen-
tral to his approach was the use of multiple factors, inter-
pretable due to the “simple structure” of factor loadings, to
explain the correlations among a set of tests. To obtain these
interpretable factors in an era when calculations were per-
formed by hand, Thurstone devised a computationally simple

method for extracting factors. He clearly articulated the dis-
tinctions between common variance, specific variance, and
error variance and provided means to estimate a variable’s
communality (i.e., its common variance). When factors are
extracted according to algebraic criteria (e.g., Thurstone’s
centroid method or principal axes), Thurstone maintained
that the resulting factor loading matrix is not necessarily
psychologically meaningful. Consequently, he developed
orthogonal and oblique rotation methods to facilitate inter-
pretation. Simple structure, which Thurstone used to guide
rotation, is now used as the principal model for the relation of
latent (the factors) and manifest (i.e., the tests) variables.

For a battery of psychological tests, it is ordinarily impos-
sible to obtain simple structure when the latent variables are
required to be uncorrelated. For this reason, Thurstone intro-
duced the idea of correlated factors and used such factors
when rotating to simple structure. In LISREL terminology,
Thurstone treated his tests as manifest variables (Xs) and
used exogenous latent factors (�s) to explain the correlations
among the manifest variables. The results of this analysis are
a factor loading matrix (�x in LISREL notation) and a matrix
(�) of factor correlations. Table 6.3 provides the factor load-
ing matrix and residuals obtained by using LISREL to fit four
correlated factors to Table 6.1; the factor correlations are
given in Table 6.4.

Fitting four correlated factors to the ASVAB correlations
shown in Table 6.1 is much more satisfactory. The RMSEA is

TABLE 6.3 Factor Loadings and Residuals for Four Correlated Factors Fitted to the ASVAB

Factor Loadings Residuals

Subtest Q V T S AR MK WK PC GS AS MC EI NO CS

AR .93 —
MK .85 .00 —
WK .92 �.02 �.04 —
PC .86 .03 �.01 .02 —
GS .90 .02 .01 .00 �.03 —
AS .86 �.04 �.07 �.03 �.03 .01 —
MC .85 .06 .06 �.03 �.01 .03 .02 —
EI .91 �.00 �.01 .01 �.01 .05 �.01 �.02 —
NO .85 �.01 .03 �.01 .05 �.04 �.05 .01 �.02 —
CS .75 �.01 .02 .01 .05 �.03 .02 .06 .04 .00 —

Note. Q � quantitative; V � verbal; T � technical; S � speed. Omitted factor loadings were fixed at zero.

TABLE 6.4 Correlations of Four Factors Fitted to the ASVAB

Factor

Factor Q V T S

Quantitative (Q) —
Verbal (V) .83 —
Technical (T) .80 .90 —
Speed (S) .76 .68 .62 —
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.093; the adjusted goodness of fit is .90; and the nonnormed
fit index is .95.

In this formulation of factor analysis, a general factor is not
needed to describe the pervasive relations between manifest
variables (and will not emerge in a factor analysis if�x is spec-
ified to show simple structure) because the factor correlations
in � explicitly model the associations of the latent variables.
Note that the factor correlations shown in Table 6.4 are all
large and positive. Interestingly, Carroll (1993) noted that “an
acrimonious controversy between Spearman and his ‘British’
school, on the one hand, and Thurstone and his ‘American’
school, on the other” (p. 56) arose about the existence of a gen-
eral factor. Carroll feels “fairly certain that if Spearman had
lived beyond 1945, it would have been possible for him and
Thurstone to reach a rapprochement” (p. 56).

It was not until 1957 that Schmid and Leiman showed the
algebraic equivalence of correlated primary factors and a rep-
resentation with a second-order general factor and orthogonal
first-order factors. When viewed from the perspective of
structural equation modeling, it is easy to see that the debate
between advocates of a general factor and advocates of cor-
related primary factors was pointless. When � contains many
large positive correlations between factors, the question is
not whether a general factor exists but rather whether a single
general factor can account for the factor correlations. To
examine this question within the LISREL framework, the
tests can be taken as endogenous manifest variables (Ys); pri-
mary factors are taken as endogenous latent variables (�s);
and the issue is whether paths (in the � matrix) from a single
exogenous latent factor (�, i.e., the general factor) to each �
can account for the correlations between tests loading on
different factors. With a large battery of the sort analyzed
by Thurstone (1938), more than a single general factor may
be required to model adequately the observed correlation
matrix.

Fitting this model to the ASVAB data yields estimates of
paths from the second-order general factor � to the endoge-
nous Quantitative, Verbal, Technical, and Speed factors of
.88, .96, .92, and .73. The factor loading matrix �y is virtu-
ally identical to the factor loading matrix (�x) shown in
Table 6.3. The residuals are also similar, except that rather
large residuals remain between the Quantitative subtests and
Speed subtests. For example, the residual between Math
Knowledge and Numerical Operations was .13. Conse-
quently, the fit statistics dropped slightly: the RMSEA is .11;
the adjusted goodness of fit is .88; and the nonnormed fit
index is .94. These results clearly show that the issue is not
whether a general factor exists, but instead whether a model
with a single general factor can account for the correlations
among Thurstonian primary factors. The models described

by Vernon (1950) and Carroll (1993) suggest that for large
batteries of tests that sample diverse abilities the answer will
ordinarily be negative.

Vernon

Philip E. Vernon, a junior colleague of Spearman, developed
a model that addressed the main weakness of his senior men-
tor. Specifically, the law of tetrad differences fails for the cor-
relation matrix presented in Table 6.1 and for almost any test
battery unless the tests have been very carefully selected so
that their tetrad differences vanish. A theory of intelligence
that satisfactorily describes only some (very carefully se-
lected) sets of tests is not satisfactory, and Spearman was crit-
icized for this problem.

Vernon (1950) acknowledged that “almost any specific
factor (in Spearman’s sense) can be turned into a primary fac-
tor, given sufficient ingenuity in test construction” (p. 133)
and warned against “highly specialized factors, which have
no appreciable significance for everyday life [and] are
not worth isolating” (p. 133). Such factors are sometimes
called eye twitch factors (Charles L. Hulin, personal commu-
nication, August 21, 1977). Instead, Vernon argued that
“factorists should aim not merely to reduce large numbers of
variables to a few components that account for their inter-
correlations, but also to reduce them to the fewest compo-
nents which will cover most variance” (p. 133).

To this end, Vernon (1950) developed the hierarchical
group-factor theory of intelligence illustrated in Figure 6.1.
At the apex is general intelligence, g, which Vernon sug-
gested would account for about 40% of the variance in the
scores of a test battery. Vernon used v:ed and k:m to denote
two “major group factors,” which collectively might explain
approximately 10% of the variance in test scores. The con-
struct v:ed refers to a verbal-educational higher order factor,
which explains the relations among reading comprehension,
logical reasoning, and arithmetic reasoning after partialling
out g, and k:m refers to a major group factor defined by spa-
tial and mechanical abilities. Vernon believed the minor

g

v:ed k:m

Minor group
factors

Specific
factors

Figure 6.1 Vernon’s hierarchical group-factor theory of intelligence.
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group factors (reading comprehension, logical reasoning,
spatial ability, etc.) explained about 10% of the variance in
test scores, and he attributed the remaining 40% to specific
factors and error of measurement.

Vernon’s model in LISREL notation appears very differ-
ent from Thurstone’s simple structure. As shown in Table 6.3,
each test loads on just one factor in an ideal simple structure.
In Vernon’s model, each test would load on the general factor
g (denoted as �1 in LISREL notation); v:ed and k:m would be
latent variables (�2 and �3); the m minor group factors would
be latent variables denoted �4 to �m+3; and all latent variables
would be uncorrelated. A test hypothesized to assess the first
minor group factor within the v:ed domain would have load-
ings estimated on three factors: �1, �2, and �4 (assuming that
the first minor group factor was denoted as the fourth factor).
Although the factors in Table 6.5 are labeled according to
Carroll’s (1993) conceptualization, they illustrate the pattern
of large (in bold) and small (not bold) loadings expected in
Vernon’s model. Note that all tests are expected to load on g;
about half of the tests are expected to load on one of the two
major group factors (Gc); the other tests are expected to load
on the other major group factor (Gf ); and the factors labeled
Verbal, Numerical, Space, and Reasoning play the role of
minor group factors.

An interesting effect is that if the loadings expected to be
small in Table 6.5 are fixed at zero and the bolded loadings
are treated as parameters to be estimated, a program such as
LISREL is unable to obtain a maximum likelihood solution.
Without further constraints, such a pattern of fixed and free
loadings is underidentified (McDonald, personal communi-
cation, December 1, 2000). McDonald (1999, pp. 188–191)
describes the constraints that must be implemented for factor
loadings to be estimable. LISREL 8.30 does not allow such
constraints; instead, CALIS (SAS Institute, 1990) can be
used.

The prepotence of g in Vernon’s model nicely explains the
large correlations among all variables seen in Table 6.1. The
quantitative, verbal, technical, and speed factors apparent
in Table 6.1 would correspond to minor group factors in
Vernon’s model and, as expected, clearly explain much less
variance. The v:ed and k:m major group factors are not obvi-
ous in Table 6.1, presumably because the ASVAB battery of
tests is too limited in scope.

Guilford

Factor fractionation was taken to an extreme in J. P.
Guilford’s (1967, 1985) structure of intellect (SOI) model.
Guilford factorially crossed contents (i.e., the type of infor-
mation processed) with operations (i.e., the mental activity
or process applied to the content) and products (i.e., the
output of the operation) to arrive at SOI abilities. Contents
included visual, auditory, symbolic, semantic, and behavior
categories; operations included evaluation, convergent pro-
duction, divergent production, memory, and cognition; and
products included units, classes, relations, systems, transfor-
mations, and implications (Guilford, 1967, 1985). This three-
way classification can be represented as a cube with 5 rows,
6 columns, and 5 slabs, for a total of 150 primary abilities.

Guilford spent much of his career developing multiple
measures of the various abilities defined by the SOI cube.
Great energy and effort was devoted to this program of re-
search. Carroll (1993) noted that “Guilford must be given
much credit for conducting a series of major factorial studies
in which hypotheses were to be confirmed or disconfirmed
by successive studies in which new tests were continually
designed to permit such testing of hypotheses” (p. 58).

On the other hand, there is much to criticize. For example,
Guilford wrote that “any genuine zero correlations between
pairs of intellectual tests is sufficient to disprove the existence

TABLE 6.5 Carroll’s Factor Loadings for a Correlation Matrix Published by Schutz (1958) After Schmid-Leiman Transformation

Factor

Test g Gc Gf Verbal Numerical Space Reasoning

Word meaning .56 .43 �.01 .53 �.02 .01 �.01
Odd words .62 .44 .02 .50 .03 .00 .01

Remainders .53 .22 .18 �.01 .64 .04 �.01
Mixed arithmetic .56 .25 .16 .02 .62 �.03 .01

Hatchets .50 .01 .35 .01 .01 .58 .00
Boots .49 .00 .36 .00 .00 .58 .00

Figure changes .60 .18 .27 �.02 �.06 .03 .27
Mixed series .65 .21 .26 �.02 .07 .00 .25
Teams .53 .21 .18 .05 .00 �.04 .21

Note. Salient loadings are bolded. g � general intelligence; Gc � crystalized intelligence; Gf � fluid intelligence.
Source: Adapted from Carroll (1993, p. 95).
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of a universal factor like g” (1967, p. 56) and that of “some
48,000 correlations between pairs of tests, about 18% were
below .10, many of them being below zero” (1985, p. 238).
The problem with Guilford’s argument is that eye twitch fac-
tors are unlikely to correlate with other eye twitch factors, so
zero correlations between measures of obscure abilities are
neither surprising nor particularly meaningful. Moreover, as
noted previously, an important desideratum in evaluating
psychometric factors is their practical significance. Research
with broad abilities such as the ASVAB’s verbal, quantitative,
and technical abilities has found that they add little incre-
mental validity to that provided by g when predicting training
performance (Ree & Earles, 1991) and job performance (Ree
et al., 1994); it appears unlikely that the factors identified by
Guilford would meet with more success.

A more fundamental criticism of the SOI model lies in its
factorial combination of content, operation, and product to
characterize human abilities. There is no a priori reason why
the mind should be well described by factorially crossing
these three factors. Indeed, new statistical methodologies
such as hierarchical regression trees (Breiman, Friedman,
Olshen, & Stone, 1984) and neural networks (Freeman &
Skapura, 1992) suggest the need for nonlinear approaches to
understanding complex phenomena.

Cattell

Raymond B. Cattell was a student of Spearman in the 1930s
(Carroll, 1993) and spent most of his career at the University
of Illinois at Urbana-Champaign. In addition to his academic
appointment, Cattell also founded the Institute for Personal-
ity and Ability Testing (IPAT) and made numerous contribu-
tions to the study of personality.

Cattell (1971) described a variety of influences that led to
his (1941, 1943) notions of fluid and crystalized intelligence,
often denoted Gf and Gc. Among these were his considera-
tion of the correlations of Thurstone’s (1938) primary factors,
which he felt revealed more than one general factor, as well
as the different kinds of abilities assessed by culture-fair tests
(i.e., perceptual) and traditional intelligence tests (e.g., verbal
comprehension).

Cattell (1971) wrote that “fluid intelligence shows itself in
successfully educing complex relations among simple funda-
ments whose properties are known to everyone” and that Gf
“appears to operate whenever the sheer perception of com-
plex relations is involved” (p. 98). Thus, Gf reflects basic
abilities in reasoning and related higher mental processes
(e.g., inductive reasoning). On the other hand, crystalized
intelligence reflects the extent of an individual’s base of
knowledge (vocabulary, general information). Cattell wrote

that this crystalized intelligence operates “in areas where the
judgments have been taught systematically or experienced
before” (p. 98).

Cattell (1971) described an interesting mechanism that
explains why cognitive ability tests have large positive corre-
lations. Cattell suggested that individuals are born with
“a single, general, relation-perceiving ability connected with
the total, associational, neuron development of the cortex”
(p. 117). This ability is what Cattell viewed as fluid intelli-
gence. Through experience, individuals learn facts, relation-
ships, and techniques for solving problems. This pool of
acquired knowledge, which depends on opportunity to learn,
motivation, frequency of reward, and so forth, is what Cattell
viewed as crystalized knowledge. Cattell’s investment theory
hypothesizes that “as a result of the fluid ability being
invested in all kinds of complex learning situations, correla-
tions among these acquired, crystallized abilities will also be
large and positive, and tend to yield a general factor” (p. 118).
However, correlations of measures of fluid and crystallized
intelligence will not be perfect because of the various other
factors affecting crystallized intelligence.

Carroll

John B. Carroll (1993) conducted a massive review and re-
analysis of the factor analytic literature. He first compiled a
bibliography of more than 10,000 references and identified
approximately 1,500 “as pertaining to the correlational or
factor analysis of cognitive abilities” (p. 78). Ultimately, 461
data sets were selected on the basis of being well suited to
factor analysis (e.g., at least three tests were included as mea-
sures of each factor that was hypothesized; a reasonable rep-
resentation of factors was included; the sample of individuals
was broad).

One of the problems in comparing factor analytic results
from different researchers lies in their use of different statis-
tical methods. The seriousness of this problem can be seen in
the acrimonious debate between the British and American
researchers. To allow valid comparisons across studies,
Carroll (1993) used a single, consistent methodology, which
he carefully described in his book (pp. 80–101). Exploratory
factor analysis (EFA) provided the fundamental basis for
Carroll’s analysis.

Carroll decided to use EFA to “let the data speak for them-
selves” (p. 82). Because EFA results are often unstable and
sampling variability can play an unacceptably large role
in samples of moderate size (i.e., a few hundred; Idaszak,
Bottom, & Drasgow, 1988), CFA has largely replaced EFA.
However, CFA requires the researcher to specify, prior to
beginning the analysis, the pattern of fixed (at zero) and free
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(to be estimated) factor loadings as well as any higher order
structure. Thus, to use CFA to reanalyze, say, Thurstone’s
(1938) correlation matrix, the researcher would need to spec-
ify the pattern of fixed and free loadings for tests such as
Block-counting, Lozenges, and Flags. The contents of such
tests are not apparent from their names, and the traits they as-
sess are not obvious. Of course, careful consideration of the
contents of each test would allow tentative hypotheses to be
made, but application of CFA to all of Carroll’s 461 sets of
tests would have been incredibly difficult and impossibly
time consuming. Consequently, EFA was the only viable
option for this massive reanalysis.

Carroll’s analysis included some of the most reliable and
trustworthy procedures developed in the long history of EFA.
For example, the number of factors was determined in part by
Montanelli and Humphreys’s (1976) parallel analysis, which
compares the eigenvalues of a correlation matrix (with
squared multiple correlations on the diagonal) to the eigen-
values of a correlation matrix for random data simulating the
same number of people and variables. The parallel analysis
criterion suggests extracting a factor only when the eigen-
value of the real data exceeds the corresponding eigenvalue
of the random data.

Varimax (Kaiser, 1958) was used for orthogonal rotation,
and Tucker and Finkbeiner’s (1981) direct artificial personal
probability function rotation (DAPPFR) was used for oblique
rotation; in my experience, these rotation methods are the
best available. When DAPPFR produced correlated first-
order factors (which Carroll reports was usually the case), the
resulting factor correlation matrix was factor analyzed to
produce second-order factors. When the second-order factors
were also correlated, a third-order factor analysis was per-
formed; no higher order analysis was needed (Carroll, 1993,
p. 89).

When second-order or third-order factors were obtained,
Carroll performed a Schmid-Leiman (1957) transformation.

Carroll (1993) noted that the “Schmid-Leiman transforma-
tion can be thought of as one that redistributes variances from
correlated factors to orthogonal factors” (p. 90) and demon-
strates the equivalence of Thurstonian correlated factors with
Vernon’s hierarchical representation. When a test battery
allowed a third-order analysis, each test obtained a loading
on the third-order factor, loadings on each second-order fac-
tor, and loadings on each first-order factor. Table 6.5, adapted
from Carroll’s (1993, p. 95) Table 3.2, illustrates the end re-
sult of a reanalysis. Note that all nine tests have sizable load-
ings on the general factor g; four tests have moderate-sized
loadings on crystalized intelligence Gc; five tests have mod-
erate loadings on fluid intelligence Gf ; and each test has a
loading on its first-order common factor.

Reminiscent of Vernon’s (1950) hierarchical model shown
in Figure 6.1, Carroll’s (1993) three stratum model is shown
in Figure 6.2. At the apex is general cognitive ability.
Whereas Vernon had two broad factors (v:ed and k:m) at the
second level, Carroll obtained many more; eight of the most
important are shown in Figure 6.2, and several others appear
in Carroll’s Table 15.14 (pp. 620–622). Following Carroll
(see p. 625), the distance between g and each second-order
factor (e.g., Gf ) in Figure 6.2 reflects the approximate
strength of relationship, with shorter distances indicating
stronger association. Table 6.6 lists some of the first-order
factors that define the second-order factors.

The second-order factor most strongly related to g is fluid
intelligence, Gf. It is defined by the first-order factors of
induction, deduction, and quantitative reasoning. Carroll
(1993) stated that it is “concerned with the basic processes of
reasoning and other mental activities that depend only mini-
mally on learning and acculturation” (p. 624).

Also closely related to g is crystalized intelligence, Gc.
Carroll (1993) found many first-order factors related to Gc,
including verbal ability, reading comprehension, and lexical
knowledge. From the first-order factors that Carroll found to

Stratum III
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Figure 6.2 Carroll’s three-stratum theory of intelligence. Adapted from Carroll (1993, p. 626).
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TABLE 6.6 Some First-Order Factors Identified by Carroll (1995)

First-Order Factors

Second-Order Factor Power Factor Speed Factor Misc. Factor

Gf Deduction (.41)
Induction (.57)
Quantitative (.51)

Gc Verbal ability (.49) Reading speed
Reading comprehension
Lexical knowledge (.37)

Memory Memory span (.36) Associative memory (.43)
Free recall memory
Meaningful memory

Visual perception Visualization (.57) Spatial relations (.40) Length estimation
Closure speed (.42)
Flexibility of closure (.45)
Perceptual speed (.37)

Auditory perception Hearing threshold
Speech sound discrimination
Musical discrimination

Retrieval Originality (.40) Ideational fluency (.38)
Naming facility
Word fluency (.43)

Cognitive speed Perceptual speed (.37)
Rate of test taking
Numerical facility (.45)

Processing speed Simple reaction time (.08)
Choice reaction time
Semantic processing speed

Note. Median loadings of tests on the third-order g are provide in parentheses when available.

be related to Gc, this factor could have been labeled Verbal
Ability. Cattell’s (1971) investment theory would predict a
much wider array of first-order factors lying beneath Gc, in-
cluding perhaps science knowledge, mechanical knowledge,
and knowledge of other subjects taught in high school. A
general-knowledge first-order factor did occasionally appear
under Gc.

Actually, the empirical distinction between Gf and Gc was
not sharp and clear in several data sets. Carroll (1993) ob-
tained a second-order factor in some cases that was a combi-
nation of the first-order factors that usually define Gf and Gc,
such as verbal ability, deduction, and quantitative reasoning.
This combination may be the result of inadequately designed
test batteries and the vagaries of sampling. It would be inter-
esting to use CFA methods on these data sets to determine
whether a latent structure that makes a sharp distinction
between Gf and Gc first-order factors fits significantly worse
than does the combination structure obtained by Carroll.

Carroll (1993) also identified a second-order memory fac-
tor. First-order factors lying beneath this second-order factor
include memory span, associative memory, free recall mem-
ory, and meaningful memory. Carroll suggested that the
latent structure of memory has been understudied, noting that

“our database does not include enough information to clarify
the true structure of memory and learning abilities at higher
strata” (p. 605). In their paper “Reasoning Ability Is (Little
More Than) Working-Memory Capacity?!” Kyllonen and
Christal (1990) certainly argued for the importance of mem-
ory, but Carroll found the median loading of memory span
factors on g to be a less promising .36. The distinction be-
tween short term memory and working memory (Engle,
Tuholski, Laughlin, & Conway, 1999)—working memory in-
volves Baddeley’s (1986) central executive—appears to be
the critical distinction.

Visual perception is another second-order factor obtained
by Carroll (1993). First-order factors defining visual percep-
tion include, among others, visualization, spatial relations,
closure speed, and flexibility of closure. Some of these first-
order tests had relatively high median loadings on g (e.g., .57
for visualization, .45 for flexibility of closure, and .42 for clo-
sure speed), suggesting that some of these item types should
be included in a broad test of general cognitive ability.

A rather small number of studies have investigated audi-
tory perception, but Carroll was nonetheless able to identify a
second-order factor for this domain. Prior to the widespread
availability of multimedia computers, research investigating
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auditory perception had been more difficult than factorial
studies of abilities that can be assessed via paper-and-
pencil tests. Multimedia computerized tests of musical apti-
tude (Vispoel, 1999) and other auditory abilities can now be
easily developed and administered, so research in this area is
warranted.

Carroll (1993) found a second-order retrieval factor,
which he described as the “capacity to readily call up con-
cepts, ideas, and names from long-term memory” (p. 612).
The first-order factor found most often beneath retrieval was
ideational fluency. Tests used to assess this construct require
examinees rapidly to list exemplars of some category. For
example, examinees might be given three minutes to write as
much as they can about a given theme, identify objects that
are round, or enumerate things that might happen on an
airplane trip. Another first-order factor in this domain is word
fluency, which can be assessed by tests that give examinees a
few minutes to list words that begin with the letter R, make as
many anagrams as possible from a given word, unscramble
words (e.g., “rabvle” is “verbal”), and so forth. Carroll found
both ideational fluency and word fluency factors to have
fairly large median loadings (.38 and .43, respectively) on g.

The final two second-order factors shown in Figure 6.2
are cognitive speed and processing speed. First-order factors
underlying cognitive speed include perceptual speed (which
also sometimes appears under the second-order visual per-
ception factor), numerical facility (e.g., theASVAB Numerical
Operations test), and the rate of test taking. The second-order
processing speed factor includes first-order factors such as sim-
ple reaction time, choice reaction time, and semantic process-
ing speed. The distance of these second-order factors from g
in Figure 6.2 indicates their relatively weak association with
general cognitive ability.

Summary of the Psychometric Approach

Humphreys (1984, p. 243) defined intelligence as an indi-
vidual’s “entire repertoire of acquired skills, knowledge, learn-
ing sets, and generalization tendencies considered intellectual
in nature that [is] available at any one period of time.” Factor
analytic research has carefully analyzed the latent structure of
this repertoire of knowledge, skills, and problem-answering
strategies; the most important finding lies in the tremendously
important general ability g. A handful of second-order factors
are also necessary to model correlation matrices that show pat-
terns of first-order factors more highly associated than ex-
pected on the basis of a single general factor. Thus, Gf, Gc,
memory, visual perception, auditory perception, retrieval, and
cognitive speed factors are required for adequately describing
the broad structure of the repertoire. Countless first-order

factors can be obtained, but they seem unlikely to explain addi-
tional variance in important workplace behaviors. Instead,
their main use lies in helping to define and understand the
higher order factors.

Cattell (1941) proposed investment theory to explain how
crystalized skills and abilities develop over the life span. He
envisioned Gf as one’s fundamental reasoning capability and
believed that Gc grew as a function of one’s fluid intelligence
and investment of time and energy.

Of relevance to this conceptualization is Tuddenham’s
(1948) comparison of White enlisted men’s intelligence in
World Wars I and II. Using the Army Alpha test of intelli-
gence, Tuddenham reported a gain of about one standard
deviation in test scores over this period. Such an increase
in scores is difficult to explain if the Army Alpha test is
thought to assess fundamental reasoning capacity. The World
War II men averaged about two years more education than
the earlier sample (Tuddenham, 1948), so the increase can
be explained if Humphreys’s definition of intelligence as a
repetoire is used.

Flynn’s (1984, 1987) research is also relevant. The Flynn
effect refers to large gains in intelligence test scores over
time. Flynn compiled longitudinal results from 14 nations
for tests with “culturally reduced content” that assess “de-
contextualized problem solving” (i.e., tests that generally fit
better into the Gf category) and tests with greater verbal con-
tent (i.e., fitting better into the Gc category). Flynn (1987,
p. 185) found “strong data for massive gains on culturally
reduced tests,” and, for nations where such comparisons were
possible, “gains on culturally reduced tests at twice the size
of verbal gains.”

Thus, the view of Gf as one’s inherent reasoning ability is
inconsistent with Flynn’s data (if we are willing to assume
that there has not been a major change in the gene pool in
the past half-century). Instead, Flynn’s findings appear to be
more consistent with Humphreys’s (1984) definition of intel-
ligence as an individual’s repertoire of knowledge, skills, and
problem-solving strategies.

In addition to education, test scores can be affected by
coaching. It is important to note that item types vary in their
susceptibility to coaching. For example, it is difficult to de-
velop effective coaching strategies for some item types
(Messick & Jungeblut, 1981). On tests of verbal ability that
use a synonyms or antonyms format, students must substan-
tially increase their vocabulary to raise test scores, which is
a very difficult task. Messick and Jungeblut reported that
SAT–Verbal scores increase linearly with the logarithm of
time spent studying; based on a variety of regression equa-
tions, they predicted a 7-point gain for 10 hours of SAT-V
preparation, a 20- to 25-point gain for 100 hours of study, and
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a 30- to 35-point gain for 300 hours. Flynn’s (1984, 1987)
results, on the other hand, suggest that tests with culturally re-
duced content are more coachable. Specifically, the simplest
explanation for Flynn’s findings is that one can learn problem-
solving strategies that substantially increase scores on cultur-
ally reduced tests. Indeed, test developers should conduct
coachability studies of new item types to ensure that they are
resistant to easily learned strategies for answering items.

Flynn (1987) concluded that “psychologists should stop
saying that IQ tests measure intelligence” (p. 188). If we ac-
cept Humphreys’s definition, then Flynn’s results provide
compelling evidence that intelligence tests do measure
intelligence, but some test formats are more coachable than
others (i.e., scores are more affected by problem-answering
strategies).

Flynn defined intelligence as “real-world problem-
solving ability” (p. 188), a definition quite different from
Humphreys’s and not within the psychometric mainstream.
What would a test of real-world problem solving look like?
Test development for such an assessment instrument could
begin with interviews of a fairly large number of people who
would be asked to describe situations where they had to solve
important problems; this is essentially Flanagan’s (1954)
method of critical incidents. Test development could then fol-
low the approach described by Motowidlo, Dunnette, and
Carter (1990) and used by Olson-Buchanan et al. (1998). The
resulting test would likely be viewed as a situational judg-
ment test and look much more like the assessments described
later in the section on social intelligence; the test would
not appear similar to the tests that usually define first-order
factors beneath Gf, Gc, or memory.

Information Processing Approaches to Intelligence

Whereas the psychometric approach to the study of intelli-
gence examines covariation among total test scores, the in-
formation processing approach decomposes responses to
individual items into more elemental parts. Performance on
these elemental parts can then be related to traditional
measures of intelligence to identify the specific process or
processes that constitute intelligence.

One of the most influential information processing
conceptualizations is Sternberg’s (1977) componential model
of intelligence. This approach begins with the component,
which is defined as “an elementary information process that
operates upon internal representations of objects or symbols”
(p. 65). Sternberg noted that a “component may translate a
sensory input into a conceptual representation, transform one
conceptual representation into another, or translate a concep-
tual representation into a motor output” (p. 65).

Componential theories consist of two parts. First, the re-
searcher must identify the elemental components required to
perform a task; examples are given later. The researcher must
also identify the processes by which the components are
combined; this is often most easily described by a flowchart.
The goal of the componential theory is to decompose
response time (RT) to an item into its constituent parts;
these parts include the time required to execute each compo-
nent as influenced by the combination rules. For example, an
item response might require a ms for encoding, d ms for re-
sponding, and the lesser of two processing times, b and c.
Thus, response time would be decomposed into RT = a +
min(b, c) + d.

Sternberg (1977) used a within-subject design to estimate
the durations of the components for each respondent. These
estimates are called the component scores. To evaluate a par-
ticular componential model, Sternberg examined the propor-
tion of variance in response times accounted for by the model
for each respondent. In one study, the best-fitting model ac-
counted for 85% of the variance in response times for the
most predictable respondent and 69% of the variance for the
least predictable (the R2 values were apparently not corrected
for capitalization on chance).

To illustrate a componential model, consider an analogy A
is to B as C is to D′, which Sternberg (1977) denoted
(A:B::C:D�). Sternberg’s model begins with encoding
whereby an individual “identifies attributes and values of
each term of the problem” (p. 135). Then, in successive steps,
it is necessary to discover the rule relating A to B, discover
the rule relating A to C, and then form a hypothesis about D′.
Next, the match between a true-false alternative D and the
hypothesized D′ is evaluated, and finally the response is
made. According to this model, the total time needed to solve
the problem should equal the sum of the times needed to
perform each step. Information processing models have been
developed for a variety of tasks, including inductive reason-
ing (Pellegrino, 1985), deductive reasoning (Johnson-Laird,
1985), and verbal reasoning (Hunt, 1985).

Although important from the perspective of basic psy-
chology, attempts to find a specific component that is
strongly associated with intelligence (and that can therefore
be interpreted as the essence of intelligence) have not been
successful. Kyllonen and Christal (1990) wrote,

One of the hopes for this research was that complex cognitive
abilities, such as reasoning ability, would be reducible to more
elementary components, such as the inference component. De-
spite some successes (see Pellegrino, 1985, for a review), in one
important sense this research can be looked upon as a modest
failure. No one component was shown over different studies to
be the essence of reasoning ability. (p. 427)
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Thus, it appears that trying to derive the meaning of intelli-
gence from a componential analysis of item responses can
be likened to trying to learn about beauty by examining the
Mona Lisa with a microscope.

This line of research does provide a detailed answer to the
snide question of “Exactly what does an intelligence test
measure?” Information processing models show that intelli-
gence test items assess a variety of interrelated processes and
mechanisms. However, componential models provide little
insight for understanding workplace behavior because they
view intelligence from a distance that is too close.

Kyllonen and his colleagues have retained an information
processing perspective but view intelligence from a distance
better suited for understanding. The cognitive abilities mea-
surement (CAM) project described by Kyllonen (1994) is
grounded on his “consensus information-processing model”
(p. 310) depicted in Figure 6.3. This model utilizes two long-
term memories, one for procedural knowledge and one for
declarative knowledge. The cognitive processing system re-
trieves information from these systems into working mem-
ory, where it is manipulated and a response is ultimately
generated through the motor processing system. Clearly,
Kyllonen takes a more molar view of intelligence than do the
componential researchers.

Kyllonen and Christal (1989, 1990) suggested that per-
formance on cognitive tasks is primarily a function of four of
the components shown in Figure 6.3: procedural knowledge,
declarative knowledge, cognitive processing speed, and
working memory capacity. Certainly, greater amounts of de-
clarative and procedural knowledge and faster cognitive pro-
cessing should be related to superior performance. Kyllonen
and Christal (1990) speculated that “the central factor is

working-memory capacity. Working memory is the locus of
both declarative and procedural learning . . . , and limitations
in working memory are responsible for the difficulties of
learning new facts (Daneman & Green, 1986) and procedures
(Anderson & Jeffries, 1985)” (p. 392).

Baddeley’s (1986) definition of working memory capacity
as the degree to which an individual can simultaneously store
and manipulate information is central to Kyllonen and
Christal’s (1990) research. This definition was used to de-
velop several tests. For example, in the Alphabet Recoding
test, examinees are given three letters (e.g., GVN is presented
on a first computer-administered screen) and instructed to
move forward or backward a certain number of letters (e.g.,
�2 on the second screen), and then type the answer (IXP).
Interestingly, Kyllonen and Christal (1990) found strong
relationships between their measures of reasoning ability and
working memory capacity, with correlations estimated to be
between .80 and .88 across four studies.

The work of Kyllonen and his colleagues has clear
connections with the psychometric approach and Carroll’s
(1993) three-stratum model. Kyllonen’s measures of rea-
soning ability might form a first-stratum factor lying
beneath fluid intelligence, and his measures of working mem-
ory capacity appear to be related to the second-order memory
factor. However, Baddeley’s (1986) conceptualization of
working memory capacity is different from the digit span and
free recall tests ordinarily used to define memory factors in
psychometric studies in that he describes a central executive
process responsible for controlled attention. Clearly, manipu-
lating information held in short term memory is cognitively
challenging, and if tests of this sort are used to define a
memory factor, it would be expected to be closer to g than
a memory factor defined by tests such as digit span. It would
be interesting to include several working memory capacity
tests in a battery that used inductive, deductive, and quantita-
tive first-order factors to identify second-order fluid intelli-
gence as well as more standard first-order memory factors to
define second-order memory; Kyllonen and Christal’s (1990)
working memory capacity appears to be a combination of Gf
and memory.

Summary of the Information Processing Approach

This line of research has very carefully examined how
people solve various types of questions. In effect, it identi-
fied the molecules of intelligence. Moreover, as illustrated
by Sternberg’s (1977) large proportions of variance
explained, information processing models provide a sub-
stantially complete description of how examinees solve
problems.Figure 6.3 Kyllonen’s (1994) consensus information processing model.
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No single element of the componential models has been
found to be preeminent. Consequently, more recent research
in this area has taken a more molar view. Kyllonen’s model
shown in Figure 6.3, for example, focuses on higher order
constructs such as procedural knowledge, declarative knowl-
edge, and working memory. It provides important insights and
should guide the development of a variety of new tests.

Neuropsychological Approaches

Psychometric researchers view the brain as a black box
whose functioning can be empirically investigated by exam-
ining the covariation in performance across diverse tasks.
In contrast, neuropsychologists explicitly study the brain,
functions of various parts of the brain, and interrelations of
various functions. Although a detailed review of neuropsy-
chological approaches to the study of intelligence is beyond
the scope of this chapter, it is interesting and important to
summarize some of the basic findings about the underlying
hardware of the brain.

Parts of the brain are specialized for particular functions.
In overview, the left side performs verbal information pro-
cessing, and the right side processes visuospatial information
and emotion. As an example of the specialization of the brain,
different areas underlie the production and comprehension of
speech. Paul Broca was a French neurologist who, in the
1860s, noticed that some patients could not produce speech
but were able to understand speech (Banich, 1997). Broca
performed autopsies on deceased patients and found damage
to the left anterior hemisphere. Other patients with damage in
the analogous location of the right hemisphere did not suffer
a loss of fluent speech production (Banich, 1997). This
inability to produce speech is called Broca’s aphasia.

Wernicke’s aphasia, in contrast, consists of loss of speech
comprehension but fluent production of grammatically cor-
rect (but nonsensical) speech. It is caused by damage to the
posterior left hemisphere (Banich, 1997). Again, damage to
the mirror-image side of the right hemisphere does not cause
this deficit.

Based on these anatomical findings, it seems plausible to
hypothesize that the abilities to comprehend speech and pro-
duce speech are distinct and would be separable in carefully
designed psychometric studies. To date, there has been little
formal development of psychometric assessments of either
speech production or comprehension. With the advent of
multimedia computers, assessments of speech comprehension
could be developed in a relatively straightforward manner. Ex-
aminees equipped with headphones could be presented with
audio clips; after listening to the clip, multiple-choice ques-
tions could be presented either as audio clips or as text on the
computer’s monitor.

Speech production is of course critically important in
many occupations; its assessment is typically via unstruc-
tured interviews (or the job talk in academic circles). Com-
puterized assessment of speech production is likely to
become a reality within a few years; speech recognition soft-
ware that converts speech to text (e.g., Dragon Dictate) could
be linked with software used to grade essays (e.g., Page &
Peterson, 1995) to produce virtually instantaneous scores.

Neuropsychological research provides important insights
into our understanding of memory. Cohen (1997) pointed out
that

Memory is not a unitary process. Rather, it must be thought of
as a collection of memory systems that operate cooperatively,
each system making different functional contributions and sup-
ported by different brain systems. Normal memory performance
requires many of the brain’s various systems, which ordinarily
operate together so seamlessly that intuitively appreciating
the separate systems and the distinct contributions of each is
difficult. (p. 317)

For example, working memory is not a unitary system.
Cohen (1997) noted that auditory-verbal working memory
can be severely compromised in some patients while their
working memory for spatial relations and arithmetic remains
perfectly intact. This has implications for developing assess-
ments of working memory capacity; a richer assessment can
be constructed by including items that tap into the different
types of working memory. Although working memory has
several distinct components, they all appear to be situated in
the same part of the brain: the dorsolateral prefrontal cortex
(Cohen, 1997).

Neuropsychological research clearly demonstrates the dis-
tinction between procedural memory and declarative mem-
ory that is part of Kyllonen’s (1994) information processing
model. Originally proposed by Cohen and Squire (Cohen,
1981, 1984; Squire & Cohen, 1984) and further elaborated by
Cohen and Eichenbaum (1993), declarative memory accu-
mulates facts and events and provides the means to learn ar-
bitrary associations (e.g., people’s names, phone numbers); it
is mediated by the hippocampal system, which includes the
hippocampus, the amygdala, and the adjoining cortex. In
contrast, skill acquisition and performance (e.g., riding a
bicycle) are effected by procedural memory. Amnesia is
caused by damage to the hippocampal system and affects de-
clarative but not procedural memory. Thus, it is possible to
teach patients with amnesia new skills; they do not have a
conscious awareness of their recently acquired skills, but
they can perform them (Cohen, 1997).

The executive functions, which “include the ability to plan
actions toward a goal, to use information flexibly, to realize
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the ramifications of behavior, and to make reasonable infer-
ences based on limited information” (Banich, 1997, p. 369),
are also studied by neuropsychologists. Banich noted that
these activities are multifaceted and include the ability “to
create a plan and follow through with it, to adapt flexibly, to
sequence and prioritize, to make cognitive estimations, and
to interact in a socially astute manner” (p. 370). Lezak (1995,
pp. 43–44) provided a vivid description of a once-successful
surgeon who suffered hypoxia as he was having minor facial
surgery. His reasoning ability was spared (he continued
to score high average to very superior on intelligence tests),
but he was utterly unable to plan. He ultimately worked as a
truck driver for his brother; after each individual delivery,
it was necessary for him to call his brother for instructions
about his next destination. The executive functions are typi-
cally compromised by damage to the prefrontal cortex.

In the past, conducting neuropsychological research was
very difficult because it had been limited to observing patients
with brain damage. In many cases, it was not possible to un-
derstand fully the nature and extent of brain damage until an
autopsy was performed following a patient’s death. Recently
developed brain imaging methods have been embraced by
neuropsychologists because they allow direct, immediate
observations of brain functioning. By tracking blood flow,
researchers can see the parts of the brain that are active when
specific activities are performed. PET examines brain activity
via a radioactive agent, and fMRI examines changes in neu-
ronal activity by using a contrast agent to track blood flow.

An example of this research is provided by Duncan et al.
(2000), who used PET to examine brain activity while
research participants performed tasks with high factor load-
ings on g (called high g tasks) and tasks with matching
content but low factor loadings on g (low g tasks). The high
g tasks were associated with increased activity of a specific
area, namely, the lateral frontal cortex. For tasks with verbal
content, the high g task was associated with increased activ-
ity in the left lateral frontal cortex relative to a matching low
g task. In contrast, there was increased activity in both hemi-
spheres’ lateral frontal cortex for tasks involving spatial con-
tent. Duncan et al.’s (2000) study is important because it
found that the brain performed intellectual activities in rela-
tively specific sites, rather than in multiple diffuse areas.

Summary of the Neuropsychological Approach

Until recently, conducting research linking psychometric the-
ories of intelligence with the brain has been difficult if not
impossible. Now PET and fMRI provide methods for imag-
ing that make such research possible. As these methods be-
come more available to researchers, it is likely that many
important studies will be conducted.

Connections with neuropsychology deepen and enrich
our understanding of intelligence. For example, inclusion of
procedural and declarative memories in Kyllonen’s (1994)
model has been shown to have an anatomical justification.
Duncan et al.’s (2000) research has identified specific sites
for reasoning and demonstrates that reasoning about verbal
and spatial material involves different parts of the brain.

The executive functions identified in neuropsychological
research suggest important directions for research by test
developers. Situational judgment tests (discussed later) seem
to provide a means for assessing executive functions, but to
date they have not been developed with this in mind. Meth-
ods for assessing the executive functions are needed, as is
research examining the relation of executive functions and
job performance.

INTELLIGENCE AND PERFORMANCE

Two streams of research are important for understanding the
relation of intelligence and performance. First, the topic of
learning and skill acquisition has been of interest to psy-
chologists since the beginning of psychology as a discipline.
This research has ordinarily utilized laboratory studies of
“subjects” learning relatively narrow tasks. In the other
stream of research, job and training performance have been
related to various measures of intelligence and aptitude in
field studies. Across the entire gamut of predictors of job per-
formance, Schmidt and Hunter (1998) noted that there have
been “thousands of research studies performed over eight
decades and involving millions of employees” (p. 271).

Laboratory Studies of Skill Acquisition

Ackerman’s 1987 literature review and series of experiments
reported in a 1988 article provide a definitive picture of skill
acquisition. Ackerman (1988, pp. 289–290) noted that skill
acquisition is usually described as consisting of three phases
(although different researchers use various terms for the
phases). In the first phase, sometimes termed the declarative
stage, heavy cognitive demands are made on the learner as he
or she begins to understand and perform the task; responses
are slow, and many errors occur. The next phase is sometimes
called the knowledge compilation stage. Here strategies for
performance are developed, and responses become faster and
with fewer errors. Finally, in the procedural stage fast and
accurate responses become highly automatic responses.

Schneider and Shiffrin (1977) defined automatic process-
ing as “activation of a learned sequence of elements in long-
term memory that is initiated by appropriate inputs and then
proceeds automatically—without subject control, without
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stressing the capacity limitations of the system, and without
necessarily demanding attention” (p. 1) and contrasted it with
controlled processing, which “requires attention, is capacity-
limited (usually serial in nature), and is controlled by the
subject” (p. 1). The declarative stage of skill acquisition
requires controlled processing, whereas automatic processing
is used in the procedural stage.

Schneider and Schffrin (1977) and Ackerman (1987,
1988) identified an important characteristic of the task that
affects skill acquisition. Consistent tasks are characterized by
“invariant rules for information processing, invariant compo-
nents of processing, or invariant sequences of information
processing components that may be used by a subject to
attain successful task performance” (Ackerman, 1987, p. 4).
Inconsistent tasks are tasks where invariant rules or compo-
nents do not exist. The key point is that skill acquisition for
consistent tasks goes through the three stages just described
and that the final stage is characterized by automatic process-
ing; inconsistent tasks interrupt this process and always
require controlled processing.

In a series of eight experiments, Ackerman (1988) showed
that human ability requirements differ across the stages of
skill acquisition and across the two types of tasks. Controlled
processing is resource intensive; intelligence, as a measure of
cognitive resources, is strongly correlated with perfor-
mance in the declarative stage of skill acquisition. For
consistent tasks, intelligence becomes less important as per-
formance becomes automated. Perceptual speed, which is
relatively unimportant for controlled processing, becomes
more strongly related to performance during the compilation
stage but ultimately diminishes in importance. When perfor-
mance becomes highly automated, it is primarily influenced
by an individual’s psychomotor ability; psychomotor ability
is much less important for performance in earlier stages that
demand controlled processing. This pattern of relationships
suggests that performance in assembly-line jobs would ini-
tially be related to workers’ cognitive ability, but g would
quickly diminish in importance, and psychomotor abilities
would ultimately determine performance.

In contrast, inconsistent tasks always require con-
trolled processing, and cognitive ability consequently re-
mains highly correlated with performance regardless of
practice. In many managerial and technical jobs, individuals
face continuously changing problems and issues. Here,
Ackerman’s findings imply that general cognitive ability is
always an important determinant of performance.

Intelligence and Performance: Training and Job Criteria

The relation of intelligence and performance on the job and
in training has been studied extensively for much of the

past century. This literature was so vast and the effects of
sampling variability so pernicious that the findings were es-
sentially incomprehensible until statistical methods for ag-
gregation across studies were introduced by Frank Schmidt
and John Hunter in 1977. Their meta-analytic procedure,
which they termed validity generalization, provides a means
for combining results across studies to estimate a population
mean correlation between intelligence (or some other type of
predictor) and a measure of job or training performance. In
addition to minimizing the effects of sampling (because re-
sults of many studies can be combined), validity generaliza-
tion allows corrections for range restriction and unreliability
in job performance ratings. The method also allows re-
searchers to estimate the population standard deviation of
the validity coefficient; that is, after correcting for the effects
of sampling, range restriction, and criterion unreliability, to
what extent does the intelligence–job performance correla-
tion vary across settings? A population standard deviation of
zero implies that the relation of intelligence and job perfor-
mance is invariant across settings and organizations.

In one of the most comprehensive studies, Hunter (1980)
analyzed the results of validation studies of the General Apti-
tude Test Battery (GATB) across 512 jobs. Because of the
rich sample, Hunter was able to partition the jobs into five
levels of complexity and perform analyses separately for
job performance criteria and training performance criteria.
Hunter found that job complexity moderated the relation be-
tween intelligence and performance; as expected, the rela-
tionship was stronger for more complex jobs. Of note, a
substantial association was found for all but the least com-
plex job category (feeding and off bearing). Moreover, the
relation of intelligence and performance was very similar
across both types of criterion measures.

Based on Hunter’s (1980) research, Schmidt and Hunter
(1998) suggested that the best estimate of the correlation of
intelligence and job performance is .51 and that the best esti-
mate of the correlation of intelligence and training perfor-
mance is .56. Note that these estimates assume that the
criterion is measured without error. Moreover, the estimates
assume that there is no prior selection of job applicants; that
is, the correlation estimated is that which would be expected
if a simple random sample of job applicants entered a training
program or was hired for a job of medium complexity.

Schmidt and Hunter’s methodology and substantive find-
ings have been controversial. For example, many individual
studies do not report information about range restriction and
criterion unreliability, so the validity generalization procedure
does not directly correct correlations from individual studies.
Instead, assumed distributions of range restriction and criterion
unreliability are utilized; these distributions represent best
guesses based on the evidence available. Imprecision in the
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assumed distributions may cause the second digit in the
estimates just given to be inaccurate, but the best available
evidence indicates that the correlation of intelligence and
performance in jobs of at least moderate complexity is
approximately .5 for a random sample of job applicants.

It is important to note that empirical studies using intelli-
gence to predict job performance will not obtain correlations
of approximately .5 even when large samples are obtained;
instead, it is much more likely that a correlation of .25 will be
observed. This will occur because job performance is always
measured with error, which will reduce the correlation.
Moreover, there is at least indirect selection on intelligence
due to direct selection on other preemployment proce-
dures (e.g., interviews) used in the hiring process. R. L.
Thorndike’s (1949) report of a study of World War II pilots
remains a landmark in demonstrating the consequences of
selection; because of the war, an entire applicant pool of
1,036 candidates entered a pilot training program (only 136
would have qualified under prewar requirements for admis-
sion). An overall validity of .64 for the selection composite
was observed for this large sample, whereas the validity
computed using only the sample of 136 qualified candidates
was only .18. Unless an organization is willing to hire a sim-
ple random sample of unscreened applicants, validities much
less than R. L. Thorndike’s .64 or Schmidt and Hunter’s
(1998) .51 will be observed.

Intelligence and Performance: More Than g?

Ree and Earles (1991) and Ree et al. (1994) examined the
extent to which specific abilities assessed by the ASVAB
provided validity incremental to that of general cognitive
ability for predicting job and training performance. These re-
searchers used the first principal component from the ASVAB
as their measure of g; they reported that other plausible
methods for estimating g from the ASVAB tests correlated
in excess of .996 with the first principal component. The re-
maining principal components served as the measures of spe-
cific abilities. This partitioning of variance is useful because
the measures of specific variance are orthogonal to the mea-
sure of g and, moreover, because all of the specific variance
is utilized.

Ree and his colleagues first computed the simple correla-
tion between their measure of g and the job or training school
criterion measure and corrected for restriction of range. Next,
the validity of the total test battery was estimated via multiple
regression (with a multivariate correction of restriction of
range), and then the multiple correlation was adjusted for
capitalization on chance. Finally, the difference between the
adjusted multiple correlation and the simple correlation was
computed; it represents the incremental validity provided by

the specific knowledge, skills, and abilities assessed by the
ASVAB.

As a summary of their basic findings, Ree et al. (1994)
reported that the simple correlation of g (corrected for range
restriction and averaging across occupations) with various
measures of job performance was about .42. After a multi-
variate correction for range restriction and correction for cap-
italization on chance, the multiple correlation of the ASVAB
battery with job performance averaged about .44. Thus, the
incremental validity of the specific abilities assessed by the
ASVAB was .02, which led to the remarkable conclusion that
predicting job performance is “not much more than g,” to
quote the article’s title.

There are at least three limitations regarding Ree et al.’s
(1994) conclusion. First, the ASVAB does not provide reli-
able assessments of the various second-stratum factors of
Carroll’s (1993) model depicted in Figure 6.2. Reliable and
valid measures of these factors, as well as important first-
order factors, need to be included in the type of study con-
ducted by Ree et al. Second, Ree et al. considered only
measures of cognitive ability; Schmidt and Hunter (1998)
provided estimates of incremental validity for predicting job
and training performance from other types of measures such
as work samples, integrity tests, and measures of conscien-
tiousness. Incremental validities large enough to have practi-
cal importance were found for several of the measures. Third,
the criterion measures used by Ree et al. might best be de-
scribed as assessments of task performance; measures of
Borman and Motowidlo’s (1993) contextual job performance
were not included.

It appears premature to conclude unequivocally that there
is “not much more than g.” Nonetheless, the work of Ree and
his colleagues as well as numerous other practitioners who
have used test batteries assessing cognitive abilities to predict
task performance demonstrate that a search for incremental
validity in this context is unlikely to be successful. Instead, to
obtain incremental validity, it is probably necessary to use in-
dividual differences outside the cognitive domain to predict
some measure of job behavior other than task performance.

SOCIAL INTELLIGENCE

Lezak’s (1995) report of a surgeon who became a truck driver
needing special assistance despite intact reasoning abilities
demonstrates that more than g is required for successful job
performance. The executive functions summarized by Banich
(1997) suggest several types of assessments that might be re-
lated to job performance. This section addresses the useful-
ness of interpersonal skills or social intelligence as predictors
of performance in the workplace.
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To understand the relation of social intelligence and job
performance, it is important to think carefully about the
aspects of job performance for which incremental validity
might be obtained. In this regard, Borman and Motowidlo’s
(1993) distinction between task and contextual performance
is important. Borman and Motowidlo (1997) argued that

contextual activities are important because they contribute to or-
ganizational effectiveness in ways that shape the organizational,
social, and psychological context that serves as the catalyst for
task activities and processes. Contextual activities include vol-
unteering to carry out task activities that are not formally part of
the job and helping and cooperating with others in the organiza-
tion to get tasks accomplished. (p. 100)

Thus, a major part of contextual performance appears to be
intrinsically social in nature.

Is contextual performance important in the workplace?
Motowidlo and Van Scotter (1994) conducted a study to
address this question. Using a sample of 421 U.S. Air Force
mechanics (which is not a job where one would expect con-
textual performance to be especially salient), Motowidlo and
Van Scotter obtained job performance ratings from three dif-
ferent supervisors. One rated overall job performance; one
rated task performance; and one rated contextual perfor-
mance. Contextual performance was assessed by a 16-item
scale; these items asked supervisors how likely it was that
the mechanic would perform various contextual behaviors,
including “cooperate with others in the team,” “persist in
overcoming obstacles to complete a task,” “defend the super-
visor’s decisions,” and “voluntarily do more than the job
requires to help others or contribute to unit effectiveness”
(p. 477). The ratings of task performance correlated .43 with
overall performance; remarkably, the contextual performance
measure correlated .41 with overall performance. Thus, in a
prototypical blue-collar job, contextual performance and task
performance appear to be equally important components
of overall job performance. Similar results have been re-
ported by Borman, White, and Dorsey (1995); Dunn, Mount,
Barrick, and Ones (1995); Ferris, Judge, Rowland, and
Fitzgibbons (1994); and Werner (1994).

Collectively, these findings show that cooperating with
others and helping coworkers are important in virtually every
job. The extent to which an employee actually enacts such
behaviors appears likely to be a function of both willingness
to help and the capability (a) to recognize situations where
one should help others or defend the organization and (b) to
know what steps to take. These capabilities appear to have a
knowledge component; consequently, social intelligence may
be related to the performance of appropriate behaviors.

Measurement of Social Intelligence

Two distinct conceptual approaches to the measurement of
social intelligence have been taken, although both seem to
have originated with E. L. Thorndike’s (1920) definition of
social intelligence as “the ability to understand and manage
men and women, boys and girls—to act wisely in human
relations” (p. 228). In the first line of research, instruments
explicitly intended as measures of social intelligence were
developed. One of the earliest measures was the George
Washington University Social Intelligence Test developed by
Moss, Hunt, Omwake, and Ronning (1927). The other line of
research consisted of situational judgment tests (SJTs) that
are intended primarily to predict job performance. Early
examples include the How Supervise? test (File, 1945;
File & Remmers, 1948) and the Supervisory Judgment Test
(Greenberg, 1963).

In additional to the conceptual approaches, two tech-
nological approaches have been taken. Until recently, social
intelligence tests and SJTs have utilized a paper-and-pencil
format. In contrast, video assessments have used either a
videotape (Stricker, 1982; Weekley & Jones, 1997) or multi-
media computer (Olson-Buchanan et al., 1998) format.

Explicit Measures of Social Intelligence

Walker and Foley (1973) provided a review of research on
social intelligence during the 50 years following E. L.
Thorndike’s 1920 paper. They noted that the two key ele-
ments of E. L. Thorndike’s definition were “the ability to
(a) understand others and (b) act or behave wisely in relating
to others” (p. 842). They further noted that O’Sullivan,
Guilford, and deMille (1965) viewed social intelligence as
the ability to understand other people’s feelings, thoughts,
and intentions. Walker and Foley also cited Flavell, Botkin,
and Fry (1968) as providing “the single most extensive analy-
sis and investigation of the development of various aspects of
social-cognitive functioning” (p. 844). Flavell et al. argued
that effective social interacting requires five steps. First, an
individual must recognize the existence of other people’s per-
spectives (i.e., an individual needs to realize that others may
perceive a particular situation very differently than he or she
does). Second, the individual must understand the need to
consider other people’s perspectives. Third, the individual
must have the ability to predict how others will perceive a
situation. Fourth is the need for maintenance of perceptions
of others’ perspectives when they conflict with one’s own
views. The last step is the application of this understanding
of others’ views to determine one’s behavior in a particular
situation.
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It is important for social intelligence to exhibit discrimi-
nant validity from other constructs. Unfortunately, Riggio
(1986) noted that “difficulties in assessing social intelligence,
particularly the inability to discriminate social intelligence
from general intelligence, led to the demise of this line of
research” (p. 649). Riggio’s (1986) Social Skills Inventory
represents a more recent attempt to develop a measure of
social intelligence. It utilizes a “typical performance” format
rather than a “maximal performance” format. For example, an
item is “At parties I enjoy speaking to a great number of dif-
ferent people” (p. 652). Thus, distinguishing the Social Skills
Inventory from cognitive ability is unlikely to be a problem;
however, establishing discriminant validity vis-à-vis person-
ality is clearly important.

Riggio (1986) viewed social intelligence as “not a single
entity but, rather, a constellation of many more basic skills”
(p. 650). The Social Skills Inventory includes six of these
more basic skills: emotional expressivity, the ability to com-
municate one’s affect and attitudes; emotional sensitivity, the
ability to “decode others’ emotions, beliefs, or attitudes, and
cues of status-dominance” (p. 650); social expressivity, the
ability to express oneself verbally and initiate conversations;
social sensitivity, the ability to understand others’ verbal
statements and recognize social rules and norms; emotional
control, “the ability to regulate emotional communications
and nonverbal displays” (p. 650); and social control, an indi-
vidual’s social self-presentation skill. Riggio reported high
internal consistency and test-retest reliabilities for his instru-
ment and generally satisfactory results in an exploratory fac-
tor analysis. However, some of the subscales of the Social
Skills Inventory had large correlations with scales of the
16 Personality Factor (16 PF) instrument (Cattell, Eber, &
Tatsuoka, 1970). For example, the Social Control scale corre-
lated .69 with the 16 PF Shy-Venturesome scale and �.78
with the Social Anxiety scale.

Descriptions of emotional intelligence (Goleman, 1996)
sometimes seem similar to social intelligence. Emotional
intelligence has been hypothesized to encompass

a set of conceptually related psychological processes involving
the processing of affective information. These processes include
(a) the verbal and nonverbal appraisal and expression of emotion
in oneself and others, (b) the regulation of emotion in oneself and
others, and (c) the use of emotion to facilitate thought. (Davies,
Stankov, & Roberts, 1998, p. 990)

In a series of three studies, Davies et al. examined a variety of
measures that have been suggested as measures of emotional
intelligence. These measures either had low reliability or,
when reliable, correlated highly with well-known personality

scales. Davies et al. concluded, “The three studies reported
here converge on a conclusion that, as presently postulated,
little remains of emotional intelligence that is unique and
psychometrically sound” (p. 1013).

Situational Judgment Tests

SJTs present descriptions of workplace situations and ask the
respondent how he or she would respond. They are often de-
veloped by interviewing job incumbents and asking about
critical incidents (Flanagan, 1954). Information gleaned from
these interviews is then transformed into the items constitut-
ing an SJT. As a result of this process, the items on SJTs are
viewed as interesting and face valid by job applicants and
employees (Richman-Hirsch, Olson-Buchanan, & Drasgow,
2000; Smither, Reilly, Millsap, Pearlman, & Stoffey, 1993).
McDaniel and Nguyen (2001) provided a summary of the
constructs assessed in SJTs as well as test development
procedures.

McDaniel, Morgeson, Finnegan, Campion, and Braverman
(2001) described the history of SJTs. These authors noted a
flurry of activity in the 1940s but less emphasis during the en-
suing decades. Motowidlo et al.’s (1990) “low fidelity simula-
tion” appears to have reenergized work in this area. Numerous
papers were presented at academic conferences in the 1990s,
although fewer have been published in journals. Particularly
noteworthy is the research by Weekley and Jones (1997);
they reported the development of two SJTs, one for hourly
employees of a discount retailer and the other for employees
of a nursing home organization.

Relation of Situational Judgment Tests
to Job Performance

There has been much research examining the relation of
SJTs to measures of job performance. For example, cross-
validation samples demonstrated that Weekley and Jones’s
(1997) video-based SJTs were substantially related to job per-
formance. In preparation for their meta-analysis, McDaniel
et al. (2001) identified 102 validity coefficients for 39 differ-
ent SJTs based on data from 10,640 research participants.
They then conducted a meta-analysis, correcting for range
restriction and unreliability in measures of job performance.
After these corrections, McDaniel et al. estimated the popula-
tion mean correlation of SJTs with job performance to be .34.

Due to the large number of correlations McDaniel et al.
(2001) identified, they were able to examine the moderating
effect of g on the SJT-job performance relationship. High-g
tests were defined as SJTs with mean correlations with g in
excess of .50; medium-g SJTs had correlations with g
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between .35 and .50; and low-g SJTs had correlations below
.35. McDaniel et al. estimated the mean population validity
of high-, medium-, and low-g SJTs to be .41, .18, and .34.
Although confidence intervals for these point estimates were
not provided, it is unlikely that the high g and low g validities
differ significantly from one another.

The implication of McDaniel et al.’s meta-analysis is that
researchers can build predictive SJTs that are more or less re-
lated to general cognitive ability. Of course, the incremental
validity of an SJT will be greater when it has a smaller corre-
lation with g. In some cases it may be very useful, however,
to construct an SJT with a very large correlation with g. For
example, in a tight labor market, applicant reactions to selec-
tion procedures can be very important. It is unlikely that ap-
plicants for senior executive positions would enjoy taking a
test like the Wonderlic, and consequently they might drop
out of the recruitment process. However, a senior executive
might be intrigued (and hence remain a job candidate) by an
SJT that is fundamentally a cognitive ability test in disguise.
Consistent with McDaniel et al.’s (2001) meta-analysis,
Weekley and Jones (1999) concluded that “SJTs represent a
method and not a construct” (p. 695).

Linking Situational Judgment Tests and
Social Intelligence

Chan and Schmitt (1997) conducted a study that examined
how administration medium affected an SJT’s correlation
with g (and the resulting Black-White score difference). Two
forms of SJTs were developed; the forms had identical con-
tent, but one was administered via paper and pencil, and the
other used a video-based administration. The paper-and-
pencil version was found to correlate .45 with a measure of
reading comprehension, but the correlation for the video ver-
sion was just .05. Particularly noteworthy were the effect
sizes for Black-White differences: �.95 for paper-and-pencil
administration versus �.21 for video presentation. Thus, the
paper-and-pencil form is moderately confounded with g; the
video version is independent of g and may well represent a
pure measure of social intelligence.

Olson-Buchanan et al.’s (1998) video-based SJT had
near-zero correlations with measures of cognitive ability but
predicted overall job performance and managers’ skills at re-
solving conflict in the workplace. Their measures of cognitive
ability also predicted overall job performance but did not sig-
nificantly predict conflict resolution performance.

A hypothesis that explains the pattern of results obtained
by McDaniel et al. (2001) and Olson-Buchanan et al. (1998)
is that high-g SJTs predict job performance, and especially
task performance, because of the strong g-job performance

relationship. On the other hand, low-g SJTs may measure
mainly social intelligence uncontaminated by g; they may
have stronger relations with measures of contextual perfor-
mance because of its fundamental social nature. Clearly, fur-
ther research is needed to understand why both high- and
low-g SJTs have similar validities.

CONCLUSIONS

Psychometric, cognitive, and neuropsychological approaches
to investigating intelligence provide complementary perspec-
tives to this important area of human functioning. Conver-
gent evidence across disciplinary lines greatly strengthens
the confidence of our conclusions.

Carroll’s (1993) three-stratum model depicted in Fig-
ure 6.2 represents a landmark accomplishment in the psycho-
metric study of intelligence. It is a comprehensive elaboration
of Vernon’s (1950) hierarchical model that summarizes and
integrates literally hundreds of factor analytic studies.

Comparing Carroll’s (1993) model to Spearman’s original
theory presented in 1904, it is interesting to see how far re-
search has progressed. Spearman’s theory could adequately
describe a correlation matrix if one test beneath each of the
eight stratum II factors were included; if more than one test
beneath a stratum II (or stratum I) factor were included,
Spearman’s theory is not supported. Nonetheless, for under-
standing performance in the workplace, and especially task
performance and training performance, g is key. As demon-
strated by Ree and his colleagues (Ree & Earles, 1991; Ree
et al., 1994), g accounts for an overwhelming proportion of
the explained variance when predicting training and job
performance.

The information processing models for cognitive ability
test items of Sternberg (1977), Hunt (1985), and others pro-
vided important information about what intelligence tests
measure. Specifically, no one element of these componential
models emerged as the fundamental process of intelligence,
thus suggesting that intelligence should be viewed as a mo-
saic of microprocesses. For understanding and predicting job
behavior, a more macro-level perspective better serves re-
searchers. Kyllonen’s (1994) consensus information process-
ing model provides a useful framework for understanding
performance on cognitive ability tests. His demonstration of
the importance of working memory should influence psy-
chometric researchers. Moreover, computerized assessment
greatly facilitates measurement of time-related phenomena
such as working memory and should allow measures of
working memory to be routinely included in test batteries.
Baddeley’s (1986) research on the structure of working
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memory provides a solid conceptual foundation for develop-
ing test specifications for assessments in this area.

To date, there has been little interaction between re-
searchers with psychometric and neuropsychological per-
spectives. In part, this has been due to the difficulty in
measuring brain activity while performing psychometric
tasks. The recent paper by Duncan et al. (2000) demonstrates
the value of such collaborations.

Research on social and emotional intelligence has had a
dismal history. Measures of these abilities have been found
to be either unreliable or confounded with cognitive ability.
Nonetheless, neuropsychologists (e.g., Wendy Heller, per-
sonal communication, December 3, 2000) can describe indi-
viduals who are unable to keep jobs, who are unable to
remain married, or who are unable to interact appropriately
with others following head injuries despite intact cognitive
abilities. Clearly, important abilities have been compromised
in such individuals, but standard measures of cognitive skills
are insensitive to the consequences of the injuries. Measures
of social intelligence unconfounded with g are needed.

Video-based SJTs may provide the type of assessment that is
needed. It would be fascinating to use PET or fMRI to examine
the locus of brain activity for individuals responding to the two
versions of Chan and Schmitt’s (1997) SJT. One might hypoth-
esize left lateral frontal cortex activity for the paper-and-pencil
SJT because verbal reasoning is used to process the items. In
contrast, the brain may be more active in the right hemisphere
for the video SJT because this is where emotions are processed.
Such results would explain why video-based SJTs have been
found to be unrelated to cognitive ability by Chan and Schmitt
(1997) and Olson-Buchanan et al. (1998).

In conclusion, despite a century of research on intelligence,
much work remains. Is working memory as important as
Kyllonen and Christal (1990) believe? How should assess-
ments of working memory be constructed, and will they add
incremental validity to predictions of important job behaviors?
Will measures obtained from other tasks in the cognitive do-
main add incremental validity? Will video-based assessments
finally provide a means for assessing social intelligence? What
will brain imaging studies find when they examine individuals
answering video-based assessments? Will video-based SJTs
predict contextual job performance better than g? Clearly, in-
telligence research represents an area with many important and
exciting issues as yet unresolved.
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Personality theories and the constructs and measures that stem
from them have significantly influenced the science and prac-
tice of industrial and organizational (I/O) psychology. Our un-
derstanding of the role of personality variables and their effect
on work performance is dramatically greater than it was even
a decade ago. There has been a recent renaissance in the field
of I/O psychology that traces its roots to a greater understand-
ing and use of personality variables (Hough, 2001).

This chapter describes the history of personality theory,
taxonomies, and constructs and their role in I/O psychology.
We also summarize meta-analytic evidence of the criterion-
related validity of personality variables according to predic-
tor and criterion construct, highlighting the usefulness of
personality variables. We describe the evidence related to
variables thought to moderate criterion-related validity, such
as intentional distortion and item frame-of-reference, and we
present methods for incrementing validity. We then turn to
methods and issues of personality measurement, discussing
them according to self-report and self-evaluation, others’
reports and descriptions, objective measures, interviews,
modes of assessment, and cultural and language issues in-

volved in personality assessment. Last, we describe legal is-
sues and relevant evidence related to the use of personality
inventories in the workplace in the United States.

BRIEF HISTORY OF THE ROLE OF PERSONALITY
THEORY AND VARIABLES IN I/O PSYCHOLOGY

Relevance to Theories of Work Performance

The importance of personality variables to the psychology of
work is demonstrated by their prominent role in current theo-
ries of work performance. Although researchers have long
theorized that motivation is a determinant of performance
(e.g., performance is a function of ability � motivation;
see Campbell & Pritchard, 1976), few theorists conceptual-
ized motivation as a personality variable. Theories of work
performance now explicitly incorporate personality variables
as determinants of performance. Earlier models of the deter-
minants of work performance (as measured by supervisory
ratings) included cognitive ability, job knowledge, and task
proficiency (e.g., Hunter, 1983). F. L. Schmidt, Hunter, and



132 Use of Personality Variables in Work Settings

Outerbridge (1986) added job experience and demonstrated
its importance. Borman, White, Pulakos, and Oppler (1991)
expanded upon these models by adding awards, disciplinary
actions, and two personality variables, dependability and
achievement orientation, which are facets of the broad Con-
scientiousness construct in the five-factor model of personal-
ity (Costa & McCrae, 1995a). The Borman et al. (1991)
model accounted for more than twice the variance in job-
performance ratings than the Hunter (1983) model. Summa-
rizing research on the determinants of work performance,
F. L. Schmidt and Hunter (1992) described a causal model in
which general mental ability, job experience, and conscien-
tiousness determine job performance. They concluded that
general mental ability has a major causal impact on the ac-
quisition of job knowledge but that its impact on job perfor-
mance is indirect, whereas conscientiousness has both a
direct effect on job performance and an indirect effect on per-
formance through its influence on the acquisition of job
knowledge. According to Motowidlo, Brownlee, and Schmit
(1998), capacity, opportunity, and motivation to learn are the
causal mechanisms for cognitive ability, experience, and con-
scientiousness, respectively. They speculate that a fourth
causal mechanism involves a match between knowledge con-
tent and interpersonally oriented personality variables. We
certainly agree that such a fourth mechanism is involved in
determining performance.

The early 1990s produced general theories of work perfor-
mance in which a personality variable, conscientiousness,
played a central role in determining performance. In the years
ahead, we are likely to see more personality variables in-
cluded in general models in the form of congruence between
work-content variables and personality (including voca-
tional-interest) variables as well as in models of performance
involving specific job-performance constructs. Such trends
can already be seen in Motowidlo, Borman, and Schmit’s
(1997) theorizing and research on the determinants of con-
textual versus task performance, Motowidlo et al.’s (1998)
work on the determinants of customer service (which involve
more personality variables than conscientiousness), Barrick,
Stewart, and Piotrowski’s (2002) work on the role of extra-
version and conscientiousness variables in the performance
of sales representatives, and Hurtz and Donovan’s (2000)
meta-analyses of personality predictors of job performance
and contextual performance.

Relevance to Theories of Work Adjustment

The importance of personality variables to the psychology of
work is also seen in their role in theories of work adjustment
(e.g., job satisfaction, stability). Holland (1973, 1985), in his
theory of vocational choice that has dominated career and

vocational counseling (Furnham, 2001), described interest
variables as personality variables, suggesting a hexagonal
model of six interest categories, each of which represented a
distinct personality type: Realistic, Investigative, Artistic,
Social, Enterprising, or Conventional (i.e., RIASEC theory).
His theory assumes there are six corresponding kinds of
job environments. He hypothesized that vocational and job
satisfaction, stability, morale, productivity, and achievement
depend on the fit between one’s personality and one’s work
environment (Holland, 1973). 

Similarly, Dawis and Lofquist (1984) incorporated per-
sonality characteristics into their set of needs for various job
rewards (or reinforcers) in their theory of work adjustment.
Their set of 20 needs includes 12 personality characteristics:
Achievement, Activity, Advancement, Authority, Indepen-
dence, Moral Values, Recognition, Responsibility, Security,
Social Service, Social Status, and Variety, all of which readily
fit into the five-factor model of personality (e.g., Extraver-
sion, Emotional Stability, Conscientiousness, Agreeableness,
and Openness to Experience). Dawis and Lofquist argue that
both individuals and jobs can be characterized according to
skills and needs or reinforcers and that work adjustment (per-
formance and satisfaction) is the degree of correspondence or
fit between the individual’s skills and needs and the job’s skill
requirements and reinforcers.

Much of the appeal of Holland’s theory lies in its simple
schema for separately classifying personality and jobs into six
types, as well as its approach to measuring the congruence be-
tween people and jobs in a two-dimensional Euclidean space
(Furnham & Schaffer, 1984). Holland’s six personality types
provide a simple structure of the world of work that yields
manageable information amenable to career planning and
guidance. Equally important is the contribution that person-
ality variables in both the hexagonal (RIASEC) and work-
adjustment models have made to the prediction of occupational
membership, job involvement and satisfaction, training perfor-
mance, and job proficiency (Hough, Barge, & Kamp, 2001).

Relevance of Different Personality Variables
to Different Theories

Comparison of the two research orientations indicates that re-
searchers investigating the usefulness of the Big Five factors
and the RIASEC personality types theorize and focus on dif-
ferent criteria: work performance versus work adjustment. In
an integration and comparison of these two research orienta-
tions, De Fruyt and Mervielde (1997) found that although
there is considerable overlap between the two personality
models, the realistic and investigative types are not well rep-
resented in the Big Five. In later research, they found that Hol-
land’s RIASEC personality types and the Big Five personality
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factors independently contribute to the prediction of two
work-related outcomes—employment status and nature of
employment. RIASEC types were superior in explaining the
nature of employment (jobs that are Realistic, Investigative,
Artistic, Social, Enterprising, or Conventional) whereas two
Big Five variables (Extraversion and Conscientiousness)
were superior in predicting employment status such as em-
ployed or unemployed (De Fruyt & Mervielde, 1999).

Interestingly, in vocational psychology, a hexagon model
of six personality types (i.e., RIASEC) has dominated inter-
est-assessment and research (Rounds, 1995) whereas in per-
sonality psychology, and now in theories of individual work
performance in I/O, the five-factor model reigns as king
(see Goldberg, 1995; Mount & Barrick, 1995; Wiggins &
Trapnell, 1997). In spite of the favored status of the Big Five
in examining the relationships between personality variables
and individual work performance, Holland’s RIASEC types
are emerging as important constructs in theories of team per-
formance (Muchinsky, 1999). 

The Hogans (R. T. Hogan, Hogan, & Roberts, 1996) use
variables from both these interest-based and personality-based
models to predict individual work performance. They first
classify jobs into homogeneous categories using Holland’s
RIASEC and then examine the criterion-related validity coef-
ficients of the Big Five variables. This approach assumes that
job type moderates the validity of Big Five variables for pre-
dicting individual job performance. The use of job type as a
moderator variable is probably a useful approach to examining
the validity of personality constructs in the absence of good
definition and measurement of the criterion space. Much of the
older research on the validity of personality variables used
overall job performance as the criterion, regardless of job
type. Thus, when summarizing validity coefficients of person-
ality constructs from such studies, classifying jobs according
to similar interest patterns and then analyzing validities within
those groups is likely to lead to greater understanding of the
circumstances in which a relationship exists. Grouping jobs
according to similar interest patterns and examining relation-
ships of personality variables with overall job performance is,
however, a surrogate for examining the relationships between
personality variables and performance constructs directly.

Future Directions

In today’s world of work in which the concept of job has lost
much of the meaning it once had, understanding relationships
between personality variables and well-defined work perfor-
mance and adjustment constructs is crucial. It is those rela-
tionships that will endure, even in cases in which particular
job titles or job classifications do not. We need to build theo-
ries explaining such relationships. When meta-analyses are

conducted, correlation coefficients should be summarized
according to well-defined, specific, work-related constructs
rather than overall job performance. Given the dynamic
rather than static nature of many jobs in an information and
service economy and in a more team-oriented workforce,
building our science and our theories on relationships based
only on overall job performance is akin to building a sand
castle out of—and on top of—quicksand.

PERSONALITY THEORIES AND TAXONOMIES
AND THEIR IMPORTANCE TO I/O PSYCHOLOGY

Personality psychology has a rich history, and I/O psycholo-
gists have benefited significantly from its theories and
research. Currently, many personality psychologists adhere
to a dynamic view of the person � situation interaction.
Nonetheless, our thinking about personality-trait variables
focuses on a more static view. For example, our general the-
ories of performance (e.g., that performance is determined by
general cognitive ability, job experience, and conscientious-
ness) are almost exclusively influenced by personality-trait
theory, and in contrast with a dynamic point of view, traits re-
flect a consistency in behavior over time. In this performance
model, although job experience obviously changes with time,
conscientiousness is assumed to exert the same influence
over the course of time. Similarly, practitioners involved in
organizational development, especially team-building activi-
ties, focus on traits. For example, regardless of its Jungian
heritage (and Jung’s theory of collective unconscious), the
Myers-Briggs Type Indicator (MBTI) is typically adminis-
tered to participants involved in team building, with the re-
sults interpreted according to trait theory. 

This almost exclusive focus of I/O psychology on trait the-
ory as well as a static view of the influence of traits is likely to
change. Indeed, it is changing (e.g., G. L. Stewart, 1999). Our
research and theories will undoubtedly become more sophis-
ticated as we incorporate research on dynamic criteria and
investigate longitudinally the relative contributions of the
knowledge and motivational determinants of work perfor-
mance (Hough & Oswald, 2000). For now, however, trait psy-
chology and its concern with taxonomic structure dominate
much of our thinking and research about personality.

Taxonomies of Personality Variables

Taxonomic structures are important. The description of sci-
entific phenomena afforded by taxonomies usually precedes
(and facilitates) their explanation. In I/O psychology, the tax-
onomic structure of personality variables affects the magni-
tude of their relationships with criteria of interest (Hough,
1992; Hough & Ones, 2001; Hough & Schneider, 1996).
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Indeed, conclusions about the usefulness of personality vari-
ables and the nature of the personality-performance relation-
ship depend upon the taxonomic structure used. 

Trait psychologists view personality as consisting of a va-
riety of dimensions on which people differ. There is a seem-
ingly infinite number of ways that individuals can differ, with
more personality theories, variables, and measures emerging
every year. Thus, one of the main research questions trait psy-
chologists must address is What is an adequate taxonomy of
trait variables and more particularly, what is an adequate
taxonomy of trait variables for I/O psychology? Many per-
sonality psychologists (e.g., Digman, 1990; Goldberg, 1995;
McCrae & Costa, 1997; Wiggins & Trapnell, 1997) believe
the quest should end—that the five-factor model is the answer.

Five-Factor Model

The five-factor model has its roots in the so-called lexical hy-
pothesis of Galton (1884), that personality traits are captured
in the words that people use to describe one another and are
thus encoded in dictionaries. Allport and Odbert (1936) ex-
panded Galton’s already lengthy list, and throughout much of
the last half of the twentieth century one of the great research
tasks of personality psychology has been to reduce their list
to a scientifically acceptable number of underlying factors. 

Fiske (1949) was the first to identify five factors from self
and others’ ratings of target persons. Tupes and Christal
(1961/1992), however, were the first to identify a variant
of what we now often call the Big Five. They labeled their
five factors Surgency, Emotional Stability, Agreeableness,
Dependability, and Culture. Norman (1963) confirmed their
findings, concluding that the pattern matrices appeared to
be reasonably good approximations of simple structure
(although intercorrelations among unit-weighted factor com-
posites show that the five factors are clearly not orthogonal—
the intercorrelations typically exceed .30). Today, the Big
Five labels are Extraversion, Conscientiousness, Agreeable-
ness, Neuroticism (also known as Emotional Stability or
Adjustment), and Openness to Experience. Goldberg’s (1990,
1992) list of adjectives for each factor is now considered to
constitute the standard definitions of the Big Five. Costa and
McCrae developed the Neuroticism, Extraversion, Openness
Personality Inventory (NEO-PI; Costa & McCrae, 1992), a
personality inventory that has become widely used to mea-
sure the Big Five. Although they also identified six facets for
each factor (Costa & McCrae, 1995a), there is considerably
less agreement about the structure of personality at the facet
level (Goldberg, 1997). Others have developed measures of
the Big Five as well. (See Block, 1995; Digman, 1990; John,
1990a, 1990b; Schneider & Hough, 1995; and Wiggins &

Trapnell, 1997, for detailed descriptions of the history of the
five-factor model.)

During the last 20 years of the twentieth century, a host of
studies correlated established personality measures with the
NEO-PI (the best known of the Big Five personality inven-
tories) in an effort to demonstrate the overlap between the
inventories and the NEO-PI and thus the comprehensiveness
of the five-factor model. That is, comprehensiveness of the
Big Five can be examined by regressing the NEO-PI onto
scales of other personality inventories. If, across a large num-
ber of other personality inventories, the variance accounted
for by the NEO-PI is high, the Big Five can be argued to be
comprehensive. Examples of the other inventories that have
been compared to the NEO-PI include Gough’s California
Psychological Inventory (McCrae, Costa, & Piedmont,
1993); the California Q-Set (McCrae, Costa, & Busch, 1986),
Cattell’s Sixteen Personality Factor (16PF; Gerbing & Tuley,
1991), the Comrey Personality Scales (Hahn & Comrey,
1994), Edwards Personal Preference Schedule (EPPS;
Piedmont, McCrae, & Costa, 1992), the Eysenck Personality
Inventory (Costa & McCrae, 1995b), the Fundamental
Interpersonal Relations Orientation–Behavior (FIRO-B;
Furnham, 1996b), Holland’s Vocational Preference Inventory
(Costa, McCrae, & Holland, 1984), Holland’s Self-Directed
Search (De Fruyt & Mervielde, 1997), the Learning Styles
Questionnaire (Furnham, 1996b), Jackson’s Personality Re-
search Form (Costa & McCrae, 1988), the Minnesota Multi-
phasic Personality Inventory (MMPI; Costa, Zonderman,
Williams, & McCrae, 1985), Tellegen’s Multidimensional
Personality Questionnaire (Church & Burke, 1994), the
MBTI (Furnham, 1996a), and Wiggins’ Interpersonal Adjec-
tive Scales (McCrae & Costa, 1989). Despite different
theoretical origins, labels, and formats, these studies show
considerable overlap between the different personality inven-
tories and the Big Five as measured by the NEO-PI. 

A summary of this research and many other studies
demonstrates that the five-factor model is robust across
different cultures, languages, types of assessment, rating
sources, genders, and factor extraction and rotation methods,
and that (a) Extraversion and Neuroticism are the most
robust—they were replicated reliably in almost all studies;
(b) Conscientiousness is next most reliably replicated;
(c) there is less evidence for Agreeableness; and (d) Open-
ness to Experience is the least replicable, and its construct va-
lidity is the most controversial (Hough & Ones, 2001). In our
rapidly changing world of work, Openness to Experience
may become one of the more important personality variables
in emerging theories of the determinants of specific perfor-
mance constructs. Much work is needed to refine this con-
struct. One clear bifurcation in Openness to Experience is
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that of the artistic component and the intellectual component.
We urge researchers to consider methods other than factor
analytic methods. 

Criticisms of the Five-Factor Model. The five-factor model
is not without its critics. Highly respected personality psy-
chologists such as Block (1995), Eysenck (1991, 1992),
Loevinger (1994), McAdams (1992), Pervin (1994), Tellegen
(1993), Waller and Ben-Porath (1987), and Zuckerman (1992)
have criticized it severely. In our field, Hough and her
colleagues (Hough, 1997; Hough & Schneider, 1996) and
Paunonen and Jackson (2000) criticize the five-factor model
as not comprehensive. Indeed, a close examination of the arti-
cles cited previously (as well as others in which a Big Five in-
ventory was compared to various well-known personality
inventories) reveals that the following variables are not well
represented in the Big Five: (a) masculinity-femininity, or
what Hough (1992) refers to as rugged individualism (see
Costa et al., 1985; Goldberg, 1990; Paunonen & Jackson,
2000; Saucier & Goldberg, 1998); (b) consideration (see
Tokar, Fischer, Snell, & Harik-Williams, 1999); (c) aggression
and hostility (see Zuckerman, Kuhlman, & Camac, 1988;
Zuckerman, Kuhlman, Joireman, Teta, & Kraft, 1993); (d) im-
pulsivity, sensation seeking, risk taking, and harm avoidance
(seeAshton, Jackson, Helmes, & Paunonen, 1998; Zuckerman
et al., 1988; Zuckerman et al., 1993); (e) social adroitness and
social insight (seeAshton et al., 1998; Detwiler & Ramanaiah,
1996; Schneider, Ackerman, & Kanfer, 1996); (f) religiosity,
devoutness, and reverence (see Goldberg, 1990; Paunonen &
Jackson, 2000; Saucier & Goldberg, 1998); (g) morality, hon-
esty, ethical versus unethical beliefs, and false friendliness
(see Ashton, Lee & Son, 2000; De Raad & Hoskens, 1990;
Paunonen & Jackson, 2000); (h) villainy, monstrousness, and
brute personality (De Raad & Hoskens, 1990); (i) cunning, sly,
deceptive, and manipulative personality (see Paunonen &
Jackson, 2000; Saucier & Goldberg, 1998); (j) conservatism,
orthodoxy, and traditional, down-to-earth personality (see
Ashton et al., 1998; John, 1990a; Paunonen & Jackson, 2000);
(k) prejudice (see Saucier & Goldberg, 1998); (l) egotism,
conceit, and snobbery (see Block, 1995; McCrae et al., 1986;
Paunonen & Jackson, 2000); (m) sensuality, seductiveness,
eroticism, and sexiness (see Paunonen & Jackson, 2000;
Saucier & Goldberg, 1998); (n) frugality, miserliness, and
thriftiness versus materialism (see De Raad & Hoskens, 1990;
Paunonen & Jackson, 2000; Saucier & Goldberg, 1998);
(o) wittiness, humorousness, and amusing personality (see
De Raad & Hoskens, 1990; Goldberg, 1990; Paunonen &
Jackson, 2000); (p) folksiness (see Saucier & Goldberg,
1998); (q) autonomy granted to others (see Pincus, Gurtman,
& Ruiz, 1998); (r) imaginative and aesthetic sensitivity (see
Digman & Inouye, 1986); (s) absorption (see Church & Burke,

1994); (t) positive valence (emotionality), a characteristic
particularly relevant to personality disorders (see Almagor,
Tellegen, & Waller, 1995; Benet & Waller, 1995; Waller &
Zavala, 1993); and (u) negative valence (emotionality), an-
other characteristic particularly relevant to personality disor-
ders (see Almagor et al., 1995; Benet & Waller, 1995; Saucier,
1997; Waller & Zavala, 1993).

In addition to criticizing the Big Five as not being compre-
hensive, Hough, Paunonen, and their colleagues argue that the
Big Five confound constructs, merging variables that are too
heterogeneous and thereby obscuring relationships between
personality variables and criteria of interest (e.g., Ashton,
Jackson, Paunonen, Helmes, & Rothstein, 1995; Hough, 1989,
1992, 1997; Hough, Eaton, Dunnette, Kamp, & McCloy, 1990;
Hough & Schneider, 1996; Jackson, Paunonen, Fraboni, &
Goffin, 1996; Paunonen, 1998; Paunonen, Jackson,Trzebinski,
& Forsterling, 1992; Paunonen & Nicol, 2001; Paunonen,
Rothstein, & Jackson, 1999; Schneider & Hough, 1995). They
argue that understanding the relationships between personality
variables and work-related criteria and our ability to build
meaningful theories are significantly reduced when variables
are collapsed into the Big Five. Hough especially criticizes the
Big Five factor Conscientiousness because it confounds de-
pendability with achievement, as well as the Big Five factor
Extraversion because it confounds sociability with dominance
(surgency). In the European literature, Robertson and Callinan
(1998) also argue that more emphasis needs to be given to the
facet level of the Big Five and the relationship of facets to
different performance criteria.

In spite of the serious criticisms of the five-factor model, it
has provided an important taxonomic structure for organizing
and summarizing relationships between personality variables
and criteria in I/O psychology, advancing our theories and
practice (Hough, 2001). An examination of the meta-analyses
in our journals that involve personality variables reveals the
five-factor model is our personality taxonomy of choice, and
we know more about the determinants of work performance
as a result. For example, Barrick, Mount, and Judge (2001)
reviewed 15 meta-analyses that had summarized criterion-
related validities according to the Big Five. They concluded
that Conscientiousness is a valid predictor regardless of
the criterion measure or occupation, and that Emotional
Stability predicts overall work performance, although it is
less consistently related to specific performance criteria and
occupations. In spite of the importance and contribution of the
five-factor model to our understanding of the determinants of
job performance, there are other personality models and other
methods (besides factor analysis) for developing personality
taxonomies. For instance, circumplex models of personality
have been developed (Plutchik & Conte, 1997). These and
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other approaches, such as the nomological-web clustering
approach described in the next section, have potential for
advancing our understanding of the determinants of work
performance beyond that of the five-factor model.

A Construct Validity Approach to Taxonomic Structure 

Most personality taxonomies, including the five-factor model,
are based on factor analysis of intercorrelations between per-
sonality variables. Hough argues for a nomological-web clus-
tering approach in developing a taxonomy of personality
variables (see Hough & Ones, 2001). She proposes a boot-
strapping, clustering strategy in which personality variables
within a taxon demonstrate the same pattern of relationships
with other variables, including work-related criterion vari-
ables (not just other personality variables). That is, validity of
the taxon is empirically demonstrated through cluster analysis
of the profiles of relationships that target variables have with
other variables. It is a flexible taxonomy that is expected to
change as empirical evidence and theory suggest refinements
to the structure and the taxons.

The origins of the approach lie in Hough and her col-
leagues’ efforts to group personality scales into the Big Five
factors. They found that, although the components or facets
may correlate most highly with their respective Big Five fac-
tor, many facets within a Big Five factor correlate differently
with criteria of interest to I/O psychologists (Hough, 1989,
1992, 1997; Hough et al., 1990; Hough, Ones, & Viswesvaran,
1998). For example, the Big Five factor Conscientiousness is
diverse; two of its facets, achievement orientation and de-
pendability, show different patterns of correlations with other
variables and thus should not be combined into one taxon.
Similarly, affiliation, a facet of the Extraversion factor, should
not be combined with the other facets of Extraversion. When
its profile of relationships with other variables (nomological
web) is compared to the profile of other facets of Extraversion,
affiliation belongs in a separate taxon.

Using this strategy, Hough and Ones (2001) developed an
initial set of working taxons of personality variables. After
reviewing an extensive amount of literature, they indepen-
dently classified existing personality scales into an initial set
of taxons, resolving differences through additional review of
literature. They present a working taxonomic structure of
personality variables and invite others to refine it through
theory and empirical evidence. They argue that a refined set
of taxons will enable researchers and practitioners to under-
stand better the relationships between personality variables
and work-related criteria, to build better theories of work
performance, and to predict more quickly and accurately job
performance that involves new configurations of work and
work circumstances.

Bandwidth Issues

Conflicting Viewpoints

A point-counterpoint exchange in the mid-1990s debated the
merits of broad versus narrow personality traits. Ones and
Viswesvaran (1996a) argued strongly for broader personality
variables, such as Conscientiousness, rather than narrow,
more specific variables, such as Order. They described a
trade-off between the fidelity (measurement precision) and
bandwidth (heterogeneity-homogeneity) of broad versus nar-
row measures. They argued that broad measures typically
result in higher internal-consistency estimates than narrow
measures, and that the more reliable broad measures have
greater criterion-related validity than narrow measures. J.
Hogan and Roberts (1996) argued that the real issue is
whether the bandwidth of the predictor and the criterion
match. Schneider, Hough, and Dunnette (1996) agree that
predictors should match criteria in terms of specificity, argu-
ing that the best criterion-related validities are attained when
researchers use a construct-oriented approach to match pre-
dictors to criteria. The underlying cause for the three sets of
researchers’ different orientations toward broad versus nar-
row predictors is their different focus on broad versus narrow
criteria. Ones and Viswesvaran prefer broad, overall criteria
such as overall job performance and thus almost always pre-
fer broad predictors; whereas J. Hogan, Roberts, Schneider,
Hough, and Dunnette regard both narrow and broad criteria
as important, preferring to focus on the construct relevance of
the predictor (and its components) for the criterion. 

The real issue is how test development and test use should
proceed. Although this issue is not directly addressed in the
bandwidth debate, Hogan and Hough prefer to develop nar-
row measures and then combine relevant measures to form
broader predictor composites for particular prediction situa-
tions (J. Hogan, personal communication, July 12, 2001;
Hough, 2001; see also R. T. Hogan et al., 1996). Goldberg
(1997) and Paunonen and his colleagues (Paunonen et al.,
1999; Paunonen & Nicol, 2001) agree. Ones and Viswesvaran
(2001), on the other hand, prefer development and use of
broad measures, arguing that criteria of interest are broad.
They describe broad measures of this type, which they
label criterion-focused occupational personality scales
(COPS). Examples of some COPS are integrity tests, service-
orientation scales, and managerial potential scales.

Reality and Solution 

Off-the-shelf measures of both narrow and broad variables
are needed. Many applied situations exist in which there are
many incumbents in essentially the same, relatively stable
job and for which there are typically many applicants. In this
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situation, an off-the-shelf broad COPS-type measure may be
practical and all that is needed. 

There are also now many employment situations (and will
be more in the future) in which jobs and assignments are one
of a kind. The world of work is changing; the concept of job is
changing. For these situations, practitioners need off-the-
shelf, narrow measures that can be combined to form broad
predictor composites—composites that are tailored for the
prediction situation. Practitioners need to be able to build pre-
dictor equations for jobs that have unique configurations of
performance constructs; they need to synthesize validities.

For effective prediction in these situations, we need to
have accumulated knowledge about the relationship between
predictors and criteria at a more narrow rather than a broad
construct level. Practitioners need look-up tables (generated
through meta-analyses) showing the relationships between
narrow predictor measures and specific performance con-
structs. We need theories of determinants of performance
constructs that are more specific than overall job perfor-
mance, and that incorporate notions of dynamic criteria and
predictors whose usefulness change over time.

Research of this type is already in the literature. G. L.
Stewart (1999), for example, examined the differential use-
fulness of broad versus narrow traits at different stages of job
performance, finding that two facets of Conscientiousness,
order and achievement, correlated differently with perfor-
mance at different stages of job performance. Not only did
the two facets provide incremental validity beyond Conscien-
tiousness, achievement correlated more strongly with perfor-
mance in the maintenance stage (once the work is learned and
routinized), and order correlated more strongly with perfor-
mance in the transition stage (when work changes and new
tasks must be learned and accomplished). We also need more
meta-analyses, like that of Hurtz and Donovan (2000), that
examine the relationship between personality variables and
contextual performance constructs. We recommend, how-
ever, that facet-level validities, similar to some of the
analyses Borman, Penner, Allen, and Motowidlo (2001) con-
ducted, also be reported. As Paunonen and Nicol (2001) point
out, “it might be only one facet of the Big Five that is entirely
responsible for the criterion prediction or that the Big Five
facets are differentially aligned with the various facets of a
multidimensional criterion” (p. 166). 

Two more examples of current research demonstrate
the usefulness of this approach. In a meta-analysis of the
predictors of job performance for salespeople, Vinchur,
Schippmann, Switzer, and Roth (1998) found more useful lev-
els of validity at the facet level of Conscientiousness—that is,
achievement orientation was a better predictor than Conscien-
tiousness. W. H. Stewart and Roth (2001) meta-analyzed the
relationship between a narrow measure (risk propensity) and

specific criteria (growth versus income goals) for entrepreneurs
as well as the usefulness of the narrow measure for differentiat-
ing entrepreneurs and managers. The narrow measure not only
differentiated between entrepreneurs and managers, it also dif-
ferentiated between entrepreneurs who were growth oriented
versus those who were income oriented. Such research helps
build better theories and helps practitioners build better predic-
tion equations. We need more of this type of research.

VALIDITY EVIDENCE FOR
PERSONALITY VARIABLES

Much of this chapter has focused on evidence and issues of
construct validity of personality variables. Our argument has
been that greater construct validity of our taxonomic structure
of personality variables enhances our understanding and pre-
diction of work-related criteria. We have argued that report-
ing relationships at a narrow or facet level will advance our
theories and models and our use of them. We have also argued
that broad or compound variables can and do increment crite-
rion-related validity when the compound variable consists of
criterion construct-relevant facets.

An important piece of evidence for construct validity is
criterion-related validity. In this section we describe crite-
rion-related evidence of personality variables for predicting
several work performance and work adjustment criteria. We
also describe evidence of incremental validity when person-
ality variables are used in combination with other individual
difference variables, as well as variables (such as measure-
ment method, time of measurement, criterion construct, and
intentional distortion) that moderate, or are often thought to
moderate, validity.

Criterion-Related Validity of Personality Variables

Criterion-related validity studies and meta-analyses of rela-
tionships between personality variables and work-related cri-
teria have grown exponentially in the last decade, and such
research continues unabated. A review of the titles of articles
published during the last few years in the major journals in
our field indicates that the number of studies examining the
relationship of personality variables with criteria is greater
than any other domain of individual difference variables. The
change in focus over the years is striking.

Validities From Meta-Analytic Studies

We summarize meta-analytically-derived validities of several
personality variables (Big Five factors, several Big Five
facets, compound variables, and other personality variables
including social desirability scales) for predicting work-
related criteria. Results are shown in Tables 7.1–7.3. Table 7.1
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154 Use of Personality Variables in Work Settings

TABLE 7.3 Personality Variables and Their Meta-Analyzed Validities for Predicting Work Adjustment Criteria

Job Satisfaction Tenure

Big Five
Emotional Stability r– � .20; �pc � .24 r– � .01; �t � .02

N � 7,658; k � 21; Judge & Bono, 2001a N � 1,495; k � 13; Barrick & Mount, 1991

r– � .24; �pc � .29 r– � .02; �t � .03
N � 24,527; k � 92; Judge, Heller, & Mount, 2002 N � 5,775; k � 12; Salgado, 2000

overall wtd. ave. r– � .23; �pc � .28 r– � .02; �t � .03

Self-esteem r– � .20; �pc � .26
N � 20,819; k � 56; Judge & Bono, 2001a

Agreeableness r– � .13; �pc � .17 r– � .06; �t � .09
N � 11,856; k � 38; Judge, Heller, & Mount, 2002 N � 1,838; k � 15; Barrick & Mount, 1991

r– � �.02; �t � �.03
N � 5,024; k � 9; Salgado, 2000

overall wtd. ave. r– � .00; �t � .00

Extraversion r– � .19; �pc � .25 r– � �.03; �t � �.03
N � 20,184; k � 75; Judge, Heller, & Mount, 2002 N � 1,437; k � 13; Barrick & Mount, 1991

r– � �.06; �t � �.09
N � 6,038; k � 13; Salgado, 2000

overall wtd. ave. r– � �.05; �t � �.08

Openness to Experience r– � .01; �pc � .02 r– � �.08; �t � �.11
N � 15,196; k � 50; Judge, Heller, & Mount, 2002 N � 1,628; k � 12; Barrick & Mount, 1991

r– � .02; �t � .02
N � 4,853; k � 8; Salgado, 2000

overall wtd. ave. r– � �.01; �t � �.01

Conscientiousness r– � .20; �pc � .26 r– � .09; �t � .12
N � 21,719; k � 79; Judge, Heller, & Mount, 2002 N � 2,759; k � 19; Barrick & Mount, 1991

r– � .06; �t � .08
N � 6,083; k � 13; Salgado, 2000

overall wtd. ave. r– � .07; �t � .09

Compound Variables

Internal locus of control r– � .24; �pc � .32
N � 18,491; k � 80; Judge & Bono, 2001a

Generalized self-efficacy r– � .38; �pc � .45
N � 12,903; k � 12; Judge & Bono, 2001a

Note. r– � sample-size weighted mean observed validities; �s � validities corrected for sampling error only; �p � validities corrected for predictor unreliability;
�c � validities corrected for criterion unreliability; �pc � validities corrected for unreliability in both predictor and criterion; �cr � corrected for range restriction
and unreliability in the criterion; �t � corrected for range restriction and unreliability in both predictor and criterion; �a � corrected for range restriction, unreli-
ability in both predictor and criterion, and imperfect construct measurement.

shows meta-analyzed validities of personality variables for
predicting broad work-related criteria: overall job perfor-
mance, overall training success, and overall educational suc-
cess. Table 7.2 shows meta-analyzed validities for predicting
specific work performance criteria: technical proficiency, con-
textual performance (e.g., effort, teamwork, interpersonal fa-
cilitation, organizational citizenship, generalized compliance,
altruism), counterproductive and dysfunctional behavior
(e.g., absenteeism, irresponsible behavior, unlawful behavior,
violence on the job, accidents), customer service, sales effec-

tiveness, creativity, leadership, and combat effectiveness.
Table 7.3 shows validities for predicting work adjustment cri-
teria: job satisfaction and tenure. When possible, we used
Hough and Ones’ (2001) personality taxons to organize the
entries in the tables.

We have several observations about the tables. First, va-
lidities vary within cells, some of which is due to method-
ological differences in the studies. For example, some of the
variation within cells is due to the number and types of cor-
rections made to observed validities. We therefore report the



Validity Evidence for Personality Variables 155

meta-analyzed validities according to type of correction. We
also report the observed validities (sample-size-weighted
mean observed validities) to show the differences in observed
and theoretical values. For each meta-analytic entry we also
report other information that may contribute to variation in
the magnitude of the validities in a cell (e.g., sample size,
number of studies, type of job examined, setting, and specific
criterion construct).

Second, and perhaps more important, the validities of
personality variables vary according to criterion construct.
Although few meta-analyses are conducted at the facet level,
a comparison of the validities of facets reveals interesting
differences at that level as well—some facets from the same
Big Five factor show different patterns of correlations with
criterion constructs. Unfortunately, few meta-analyses have
included facet-level validity analyses, perhaps because re-
searchers more often report validities at a broader vari-
able level. More researchers should report validities at the
facet level, thus enabling meta-analysis of relationships at
that level.

Third, compared to other Big Five variables, Conscien-
tiousness correlates most highly with overall job perfor-
mance, a conclusion similar to that of Barrick et al. (2001).
However, depending upon the job, conscientiousness facets—
achievement and dependability—are differentially important.
For example, dependability correlates .18 with overall job
performance in sales jobs and .03 with overall job perfor-
mance in managerial jobs. A comparison of the levels of va-
lidity for achievement and dependability for managerial jobs
alone reveals that achievement correlates .17 with overall job
performance, whereas dependability correlates .03 with over-
all job performance. 

Fourth, although Conscientiousness correlates most
highly with overall job performance for many jobs, the
validities of other personality variables are often higher for
specific performance constructs. For example, Conscien-
tiousness correlates .05 with leadership in business settings
whereas Extraversion, Openness to Experience, and Emo-
tional Stability correlate .25, .23, and .15, respectively, with
leadership in business settings. Creativity is another criterion
construct for which variables other than Conscientiousness
are better predictors. For example, Conscientiousness corre-
lates 2.11 with creativity, whereas Openness to Experience
correlates .20 with creativity. These findings highlight the im-
portance of understanding the criterion or performance con-
structs to be predicted. 

Fifth, compound variables often show the highest levels of
validity when the criterion is complex. As Hough and Ones
(2001) point out, “when compound variables are formed by
appropriately weighting and combining homogeneous vari-

ables that each correlate with an aspect of the criterion of
interest, validity of the compound variable will be higher
than any of the individual, homogeneous variables” (p. 247).
Ones and Viswesvaran (1998c) summarized Ones’s previous
meta-analyses, showing that true score correlations between
integrity tests and Big Five factors are .42 for Conscientious-
ness, .40 for Agreeableness, .33 for Emotional Stability, .12
for Openness to Experience, and –.08 for Extraversion. Ones
and Viswesvaran (1996b) found that true score correlations
between customer service scales and Big Five factors are .70
for Agreeableness, .58 for Emotional Stability, and .43 for
Conscientiousness. Similarly, Frei and McDaniel (1998)
found that the customer service scales correlate strongly with
Agreeableness, Emotional Stability, and Conscientiousness.
Inspection of the validities of these personality factors pro-
vided in Tables 7.1 and 7.2 indicates that individual Big Five
variables correlate with relevant criteria at a lower level than
the compound variables, and that test developers made wise
choices regarding which variables to include and emphasize
when developing these compound measures.

We also summarized validities within several of the cells
in Tables 7.1–7.3, but urge caution in interpreting the results
for several reasons. (Dr. Frederick Oswald computed the
overall weighted averages shown in Tables 7.1–7.3.) First,
few of the studies within a cell are independent. That is, some
studies are included in multiple meta-analyses in a cell; other
studies are included in only one. The summary values also
confound job types and criterion constructs. For example,
within the Contextual Performance criterion, criteria as di-
verse as altruism and job dedication were included. Within
the Counterproductive and Dysfunctional Behavior criterion,
criteria as diverse as accidents and unlawful behavior were
included. As shown by the range in validities within each
cell, these variables (and likely others as well) appear to mod-
erate validity, making an overall summary less useful.

Validities of Other Personality Variables

Meta-analysis has been applied to the validities of many
personality variables, but obviously not to all, and certainly
not to emerging personality constructs. Meta-analyses ex-
isted for several non–Big Five variables (i.e., violence scales,
drug and alcohol scales, stress tolerance scales, locus-of-
control scales, Type A personality scales, rugged individ-
ualism scales, generalized self-efficacy scales, specific
self-efficacy scales, and social desirability scales), and we
reported the results in Tables 7.1–7.3. Several of the variables
show useful correlations with criteria.

Promising compound variables for which no meta-
analyses exist include core self-evaluation (Judge & Bono,
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2001a, 2001b), proactive personality (Bateman & Crant,
1993; Crant & Bateman, 2000), sociopolitical intelligence
(J. Hogan & Hogan, 1999), and emotional intelligence and
social competence (Goleman, 1998; Mayer, Salovey, &
Caruso, 2000; Schneider, Ackerman, & Kanfer, 1996). We
will see much more of these variables.

Incremental Validity of Personality Variables When
Used in Combination With Other Variables

As the foregoing discussion of compound personality vari-
ables indicates, personality variables can be used in combina-
tion with each other as well as with variables from other
individual difference domains to increase overall predictive
accuracy. Just as theories of performance suggest, the evi-
dence is clear that personality variables improve the overall
validity of prediction (e.g., Borman et al., 1991; F. L.
Schmidt & Hunter, 1998). This is not a surprising finding
given that personality variables do correlate with perfor-
mance criteria but are essentially uncorrelated with cognitive
ability variables (Ackerman & Heggestad, 1997; Hough,
Kamp, & Ashworth, 1993).

Possible Moderator Variables

We have commented on several variables that moderate va-
lidity of personality variables—taxonomic structure, match
between complexity of predictor and complexity of criterion
(assuming construct relevance), stage in work experience or
job tenure (maintenance vs. transition), type of job, and crite-
rion construct relevance (a theoretical link between predictor
and criterion). Two possible moderators not yet discussed are
intentional distortion and item frame-of-reference.

Intentional Distortion

The most frequently expressed concern about factors moder-
ating the validity of self-report personality measures is inten-
tional distortion. The literature is very clear: When instructed
to do so, people can distort their responses to self-report per-
sonality measures in either a positive or negative (especially
a negative) direction, depending upon the instructions. How-
ever, in applied, real-life settings (i.e., nonlaboratory condi-
tions), the majority of the evidence indicates that intentional
distortion exists but is not as serious a problem as suggested
in laboratory settings. As a result, construct- and criterion-
related validity are not affected or are less affected in real-
life, applied settings than in simulated, laboratory settings,
where construct and criterion-related validity are seriously

affected. Meta-analyses of directed-faking studies using
within-subjects designs indicates that compared to their re-
sponses in the honest condition, people change their substan-
tive (e.g., Emotional Stability, Extraversion) personality
scale scores an average of 0.72 standard deviations in the
positive direction when instructed to fake good (Viswesvaran
& Ones, 1999). For between-subjects designs, compared to
scores in the honest condition, scores were 0.60 standard de-
viations higher when instructed to fake good. When in-
structed to fake bad, meta-analyses of directed-faking studies
using within-subjects designs indicates that compared to their
responses in the honest condition, people change their sub-
stantive personality scale scores an average of 1.47 standard
deviations in the negative direction, although in the one study
(N � 23) that included a measure of Extraversion, scores on
that scale actually increased (Viswesvaran & Ones, 1999).
For between-subjects designs, scores were l.67 standard de-
viations lower in the fake-bad conditions. The Viswesvaran
and Ones (1999) meta-analysis also indicates that social de-
sirability scales detect such distortion. In fake-good studies
with a within-subjects design, scores on the social desirabil-
ity scales were 2.26 standard deviations higher in the fake-
good conditions. In fake-bad studies with a within-subjects
design, scores on the social desirability scales were 3.66
standard deviations lower in the fake-bad conditions. 

In real-life applicant settings, distortion is not as severe, es-
pecially when warnings about detection of and consequences
for distortion are included in the administration directions to
applicants. Hough and Ones (2001) examined the effect sizes
of differences between applicant and incumbent personality
scale scores, concluding that distortion in actual applicant set-
tings is not as great as that produced in directed-faking studies.
In one of the largest studies (using 40,500 applicants and 1,700
incumbents), Hough (1998a) found some, but not serious, dis-
tortion. Directions to applicants in her studies had included
warnings about detection and consequences for distortion. A
meta-analysis of the amount of distortion with and without
warnings indicates that warnings reduce distortion about 0.23
standard deviations (Dwight & Donovan, 1998).

A comparison of the effects of intentional distortion on va-
lidity shows that setting (i.e., laboratory settings vs. real-life,
applied settings) moderates the effect of intentional distortion
on validity. Hough (1998a) examined criterion-related validi-
ties of personality scales separately for studies conducted
in laboratory settings versus real-life, applied settings. She
found little, if any, change in criterion-related validity in real-
life, applied settings but dramatic change (lower criterion-
related validity) in laboratory settings. She concluded
that setting moderates criterion-related validity, and that
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criterion-related validity remains intact in real-life applicant
settings. A similar conclusion is appropriate for the effects of
intentional distortion on construct validity of personality
scales. Construct validity is negatively affected in directed-
faking studies (e.g., Ellingson, Sackett, & Hough, 1999), but
not nearly as seriously in real-life applicant settings (e.g.,
Collins & Gleaves, 1998; Ellingson, Smith, & Sackett, 2001;
Ones & Viswesvaran, 1998a). 

These data, plus evidence from meta-analyses of the pre-
dictive criterion-related validities from studies involving ap-
plicants versus incumbents, indicate that (a) validities are
comparable for the two groups (e.g., Ones, Viswesvaran, &
Schmidt, 1993) and (b) intentional distortion is a mythical
moderator variable in real-life business settings. In addition,
although social desirability is related to emotional stability
and conscientiousness (Furnham, 1986; Ones, Viswesvaran,
& Reiss, 1996), meta-analysis establishes that social desir-
ability does not function as a predictor, practically useful
suppressor, or mediator of criterion-related validity of per-
sonality scales (Ones et al., 1996).

Nonetheless, concern persists. Some (e.g., Holden &
Hibbs, 1995; Snell, Sydell, & Lueke, 1999; Zickar, 2001;
Zickar & Drasgow, 1996) argue that traditional measures of
intentional distortion are inadequate or inappropriate, and
some (e.g., Rosse, Stecher, Levin, & Miller, 1998; Zickar,
Rosse, Levin, & Hulin, 1996) argue that the validity coeffi-
cient is an inappropriate index for examining the effects of
distortion on hiring decisions. For a thorough review of these
views, we refer interested readers to Hough and Ones (2001). 

Research about the effects of coaching on personality scale
scores and their validity is likely to advance our understanding
of this area.Alliger, Lilienfeld, and Mitchell (1996) are among
the few who have examined this for personality variables.
They have found that obvious items (items for which the per-
sonality characteristic being measured is obvious) can be dis-
torted without detection by traditional measures of social
desirability; subtle items, however, are resistant to coaching
and distortion.

Some researchers are developing new strategies to reduce
intentional distortion. Bernal, Snell, Svyantek, and Haworth
(1999), for example, developed a hybrid scaling technique
that uses a decoy construct to mislead test takers into thinking
it is the construct of interest to the test administrators, thereby
making it more difficult for people to distort their responses
in the desired way. James (1998) has also developed a new
approach, called conditional reasoning, to measure personal-
ity constructs that produces scales that are resistant to inten-
tional distortion. These approaches are in their infancy and
will undoubtedly receive further research attention.

Frame of Reference Provided in the Item 

Items in personality inventories differ in their frames of refer-
ence, or amount of context that is provided. Some measures
consist simply of adjectives, whereas others consist of items
that are complete sentences. Items that are complete sentences
can be contextualized such that respondents describe them-
selves in a work setting, whereas other items may ask respon-
dents to describe themselves in general. Schmit, Ryan,
Stierwalt, and Powell (1995) compared the criterion-related
validities obtained using general personality items with
validities obtained using items asking about the person in
contextualized work-related settings. The more general items
produced lower validity coefficients than the contextualized
items. Similarly, an adjective form of the Big Five resulted
in lower criterion-related validities than were obtained with
a form consisting of complete sentences (Cellar, Miller,
Doverspike, & Klawsky, 1996). Additional research suggests
that error variances are slightly lower for contextualized
(at-work) items compared to general or noncontextualized
items (Robie, Schmit, Ryan, & Zickar, 2000). Taken together,
these different lines of evidence suggest that the frame of
reference or the context provided in items may increase the
criterion-related validities of personality variables for work-
related criteria.

MEASUREMENT METHODS AND ISSUES

Although stage theories such as Kohlberg’s (1969) theory of
moral development are not out of fashion, we focus on mea-
surement issues involved in operationalizing trait concepts.
We discuss them in terms of self-report and self-description or
self-evaluation, others’ reports or descriptions of the target
person, objective measures, and interviews. We also describe
and evaluate different assessment modes and discuss cross-
cultural factors and their effects on the quality of personality
measurement.

Self-Report, Self-Description, and
Self-Evaluation Measures

Most personality measures that I/O psychologists use are a
combination of self-report and self-description or self-
evaluation—for example, the CPI (Gough, 1996), the Hogan
Personality Inventory (HPI; R. T. Hogan & Hogan, 1992),
and the NEO-PI-R (Costa & McCrae, 1992). This type of
measure is criticized as being susceptible to intentional dis-
tortion. However, one form of self-report, biodata, is at least
potentially verifiable.
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Biodata Measures

Biographical information, or biodata, has a long and illustri-
ous history in psychology. (Readers who want an in-depth
discussion of biodata are referred to Mumford & Stokes,
1992; Stokes, Mumford, & Owens, 1994.) It is a method of
measuring a variety of constructs including cognitive ability,
physical ability, and personality. It is regarded as one of the
best predictors of behavior (F. L. Schmidt & Hunter, 1998).
Only recently, however, has research with biodata been con-
struct oriented. Mumford and Stokes (1992) developed item-
generation procedures that enable test developers to target
personality or other constructs for measurement using
biographical information. Evaluations of biodata scales
generated using Mumford and Stokes’s approach indicate
such scales have construct validity (Mumford, Costanza,
Connelly, & Johnson, 1996), although items that ask the
respondent to recall events that deal with personal relation-
ships, trauma, race, or religion have the potential to be
viewed as invasive (Mael, Connerly, & Morath, 1996).

Others’ Reports, Descriptions, and Observations

Hogan (1991) argues that one of the purposes of self-report
personality measures is to obtain a description of the individ-
ual’s reputation—how the individual is perceived and evalu-
ated by others. Similarly, Gough (1987) suggests that an
important function of self-report personality inventories is to
characterize people according to how others characterize
them. Others’descriptions of the target person are thus impor-
tant, and they have been investigated both as a way of validat-
ing self-assessment (Funder & West, 1993) and for the purpose
of understanding lay theories and lay language when describ-
ing personality (Mervielde, Buyst, & de Fruyt, 1995).

Over the past 20 years a number of replicated findings
have appeared. Correlations between self and others’ ratings
typically range between .30 and .60, with the correlation in-
creasing with acquaintanceship. Funder, Kolar, and Blackman
(1995) tested three hypotheses to explain these findings, con-
cluding that interjudge agreement stems mainly from mutual
accuracy. Some studies have examined how well participants
can estimate their own scores on a test. In one of a long series
of studies, Furnham (1997) demonstrated that participants can
predict reasonably well (r � .50) their Extraversion, Neuroti-
cism, and Conscientiousness scores but that correlations drop
with dimensions such as Openness and Agreeableness. When
individuals’ self-description personality test scores are com-
pared with assessment-center judges’ ratings of the target in-
dividual, scores are consistently and logically correlated with
assessment-center ratings of variables used by business

people (e.g., drive to achieve, intuition, resilience, and inter-
personal sensitivity; Furnham, Crump, & Whelan, 1997).
Studies of others’ratings and descriptions also suggest that the
Big Five dimensions of personality are important dimensions
that people use to structure their perceptions of others
(Digman & Shmelyou, 1996; Mervielde & de Fruyt, 2000).
Other studies have examined the difference in criterion-
related validity of self-ratings versus others’ ratings for pre-
dicting job performance, finding that others’ ratings tend to
have higher validity (Mount, Barrick, & Strauss, 1994; Nilsen,
1995).

Objective Measures

Cattell (1957) defined an objective personality test as any test
that showed reasonable variability, could be objectively
scored, and whose purpose is indecipherable to the subject.
An objective personality measure does not rely on self-report
(either by interview or questionnaire). Instead, it uses
some objective behavior (such as reaction time) to measure
personality.

Cattell and Warburton (1967) compiled an impressive
compendium of more than 800 objective personality and mo-
tivation tests for use in experimental research. Although most
of the interest in objective personality tests has been in the
applied, clinical literature (e.g., Cimbolic, Wise, Rossetti, &
Safer, 1999; L. Schmidt & Schwenkmezger, 1994), we ex-
pect greater I/O interest in the future primarily because of
concern about the effects of intentional distortion. Elliot,
Lawty-Jones, and Jackson (1996), for example, demonstrated
that an objective measure (time taken to trace a circle) of a
personality construct was less susceptible to intentional dis-
tortion than a self-report measure of the same construct. 

Conditional Reasoning Measures

Similarly, intentional distortion is not a problem in condi-
tional reasoning measures. Conditional reasoning measures
are tests in which the individual responds to cognitive ability–
like questions for which there are no correct answers, al-
though, depending upon one’s standing on the characteristic
being measured, there appear to be correct answers (cf.
James, 1998; James & Mazerolle, in press). The primary as-
sumptions are that people rely on reasoning processes, which
are supposedly logical, to justify their behavior and choices
and that people who are high on a personality construct tend
to use different justifications for their behavior than people
who are low on the construct. Scale development requires
identifying the main justifications that people high and low on
the construct use to justify their behavior. The test appears to
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be a reading comprehension test with right and wrong an-
swers. People who are high on the construct choose the sup-
posed right answer—the answer that justifies their preferred
behavior. People who are low on the construct choose a
different right answer—the one that justifies their preferred
behavior. These measures are still in their infancy, and con-
siderable work needs to be done to demonstrate construct va-
lidity of the measures. They do, however, appear promising.

Genetic Testing

With the mounting evidence of the genetic and biological
bases of personality (e.g., Bouchard, 1997; Plomin & Crabbe,
2000; Saudino, 1997; Zuckerman, 1995), we expect greater
interest in and use of genetic testing in the future. As
Matthews and Deary (1998) note: “The architecture of the in-
heritance of personality and biochemical mediators of behav-
ioural consistency will be revealed, not by traditional
behaviour genetics, but by the leads given by molecular ge-
netic studies of personality” (p. 121). Mouth swabs (DNA
testing) may very well replace self-report personality ques-
tionnaires in the next decade, at least in countries where it is
not prohibited by legislation. 

Interview

The interview is the most frequently used method of assess-
ing applicants for jobs. Meta-analyses of the criterion-related
validity of interviews indicate they do correlate with job
performance, with validities equal to .29 for psychological in-
terviews (interviews conducted by psychologists who are
assessing personal traits such as Conscientiousness), .39 for
job-related interviews (interviews that assess past behavior
and job-related information but that are not primarily be-
havioral or situational interviews), and .50 for situational
interviews (interviews that ask the interviewees to describe
what they would do in a hypothetical situation) (McDaniel,
Whetzel, Schmidt, & Maurer, 1994). Depending upon the
amount of structure in the questions asked of the interviewees
and the structure or guidelines provided to interviewers on
how to evaluate the information obtained, meta-analysis
indicates that mean validities range from .20 for the least
degree of structure to .57 for the greatest degree of structure
(Huffcutt & Arthur, 1994). Although these meta-analyses pro-
vide useful information about the validity of interviews, they
provide no information about the constructs measured or
about their construct validity (Hough, 2001). Research aimed
at understanding the validity of the interview for measuring
personality variables suggests the interview is not a good
measure of the Big Five factors (Barrick, Patton, & Haugland,

2000). For the two Big Five factors that correlate with overall
job performance for most jobs, Conscientiousness and Emo-
tional Stability, interviewer ratings correlated only .16 (not
significant) and .17 (n.s.), respectively, with self-ratings of
the same variables. Type of interview—job-relevant, situa-
tional, and behavioral—did not moderate the correlations.
Thus, although the interview is often thought to measure
personality characteristics, the limited evidence that exists
suggests otherwise.

Mode of Assessment

There are many ways in which personality traits can be as-
sessed. By far the most popular method is still the paper-and-
pencil test, on which participants read questions (often
statements about behavior) and respond by marking an
answer. Technological developments have enabled test pub-
lishers to offer computer-administered versions of their
established tests, and computer-administered tests are now
quite common.

Measurement Equivalence

Much research has been undertaken on the structure of vari-
ables measured and the psychometric properties of variables
administered via paper and pencil versus computer. Most re-
search, including meta-analyses, has found highly equivalent
results in structure, means, standard deviations, and correla-
tions as well as near-perfect rank orderings for the two modes
of administration (Bartram & Baylis, 1984; Finger & Ones,
1999; King & Miles, 1995; Richman, Kiesler, Weisband, &
Drasgow, 1999). Moderator-variables analyses indicate that
when paper-and-pencil tests are converted to computerized
tests, administration should allow respondents to backtrack
and change their answers to ensure greater equivalence of
measurement (Richman et al., 1999). Anonymity also ap-
pears to moderate the equivalence of test scores between the
two modes of testing, with greater distortion occurring in the
computerized version when anonymity is lacking (Richman
et al., 1999). Finally, supervision appears to be an important
component in administering a computerized test. Structural
models of personality fit the data from supervised computer-
ized personality tests much better than they fit the data from
the same test when unsupervised (Oswald, Carr, & Schmidt,
2001).

Response Latency

Only a limited number of studies have examined the relation-
ship between response latency and personality variables.
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However, extensive research based on the arousal hypothesis
shows that extraverts trade speed for accuracy (Eysenck,
1967). In addition, the obsessive component of neurosis is as-
sociated with taking longer to respond to most items, espe-
cially those concerned with abnormal behavior. Furnham,
Forde, and Cotter (1998) recorded the time taken by job appli-
cants to complete the Eysenck Personality Profiler (EPP).
They found that (a) a primary factor from Neuroticism corre-
lated with time taken—the more obsessive took more time;
(b) two primary factors from Extraversion were correlated
with time taken—inhibited and submissive people took
longer; (c) five of the seven primary factors from Psychoticism
correlated negatively with time taken—careful, controlled, re-
sponsible, practical, and unadventurous subjects took longer
to complete the questionnaire; and (d) neurotic individuals
who were more obsessive and anxious tended to ponder ques-
tions longer before answering. Using the 60-item Eysenck
Personality Questionnaire–Revised (EPQ-R), Merten and
Ruch (1996) and Merten and Siebert (1997) found a slight
trend for high P(sychoticism), high E(xtraverion), and low
L(ie) scorers to respond more quickly to personality items,
although in general the two studies did not replicate very well,
perhaps because, as they point out, the sample sizes were
small.

These results suggest that response latency may be one
useful unobtrusive measure of personality; item-by-item
analysis (as carried out by Merten & Siebert, 1997) may yield
even more insights into the types of questions that trouble
some personality types. The increasing use of computer-
administered tests, during which response latencies can be
recorded, means that research into unobtrusive measures of
response style will no doubt increase. 

Measures of response latency have also been developed
and touted as potentially superior to traditional measures of
intentional distortion (e.g., Holden & Hibbs, 1995). How-
ever, as Hough and Ones (2001) point out, when only cross-
validated results are examined, measures of response latency
and traditional social desirability scales both correctly iden-
tify approximately the same number of respondents in honest
and fake conditions. Nevertheless, a combination of response
latency and traditional measures of distortion has yielded
more accurate classification than either type used alone
(Dwight & Alliger, 1997). We urge caution in using measures
of response latency to measure intentional distortion because
(a) response time is correlated with familiarity with the job
applied for (Vasilpoulos, Reilly, & Leaman, 2000); (b) as
discussed previously, response latency is correlated with sub-
stantive personality variables such as extraversion, neuroti-
cism, and psychoticism; and (c) speed of response to

personality items may change with coaching and practice
(Hough & Ones, 2001). 

Virtual Reality

In addition to being able to measure response variables, com-
puters are more capable of simulating reality than are other
technologies. An important advantage of virtual-reality tech-
nology is the ability to simulate both hazardous and rare
environments and tasks. According to Aguinis, Henle, and
Beatty (2001), virtual-reality technology provides other ad-
vantages as well. For example, it allows for higher levels of
standardization and structure and thus greater measurement
precision and greater predictive validity than do other
simulation-based techniques, such as role-playing.

Cross-Cultural Issues

Three distinct lines of research characterize the study of
cross-cultural differences in personality. One line of research
examines the taxonomic structure of personality within and
across cultures and languages. A second line of research fo-
cuses on the behavioral correlates of personality variables in
different cultures. A third line of research focuses on the de-
velopment of cross-cultural, construct-equivalent measures
of personality variables. Although cross-cultural psycholo-
gists have a special interest in demonstrating cross-cultural
variability in behavior, personality psychologists seem eager
to demonstrate structural and functional invariance across
cultures.

The first group of studies—those that examine taxonomic
structures across cultures and languages—can be further
divided into two streams of research. One uses responses to
adjectives (or dictionaries of words) to examine personality
structure in different cultures and languages. The other uses
responses to statements on questionnaires. The two strategies
yield different results.

Eysenck and Eysenck (1985) summarized research that
used questionnaires consisting of statements to investigate
the taxonomic structure of personality in different cultures.
They reviewed studies of adults in 24 countries and children
in 10, and concluded that “essentially the same dimensions of
personality emerge from factor analytic studies of identical
questionnaires in a large number of different countries, em-
bracing not only European cultural groups but also many
quite different types of nations. This of course was to be ex-
pected in view of the strong genetic components underlying
those major dimensions of personality” (p. 108). More re-
cently, McCrae, Costa, del Pilar, Rolland, and Parker (1998)
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used factor analytic evidence for Filipino and French transla-
tions of the Big Five NEO-PI to conclude that the five-factor
model is a biologically based human universal, noting other
studies that have replicated the structure of the NEO-PI-R as
translated into Spanish, Portuguese, Italian, Dutch, German,
Croatian, Russian, Hebrew, Japanese, Korean, and Chinese.
Such conclusions have not been unchallenged. Bijnen, van
der Net, and Poortinga (1986), for example, argued that
statistical tests used to judge the similarity of factor structures
are unreliable; even with a randomly generated data set, they
found high levels of similarity between factor structures.
Moreover, although structure may be universal, there may be
small but consistent cross-cultural differences in the level of
traits (i.e., such that individuals in one country are more ex-
traverted than those in another) or in how people complete
personality questionnaires (Kallasmao, Allik, Realo, &
McCrae, 2000).

The stream of research that uses adjectives (the lexical or
natural-language approach) was stimulated by the work of
Digman and Takemoto-Chock (1981). This approach has
often found poor cross-cultural replications (e.g., Di Blas &
Forzi, 1999; De Raad, Perugini & Szirmak, 1997). For exam-
ple, Neuroticism did not emerge in Italian; Openness did not
emerge in Hebrew (although the other four dimensions did);
and in Spain, a seven-dimensional solution seemed necessary
to describe personality parsimoniously. Although these re-
searchers have used somewhat different methods, De Raad
(1998) concluded: 

A study of the various studies participating in the crusade for
cross-lingual personality-descriptive universals makes it clear
that researchers are unlikely to find one and only one canonical,
cross-culturally valid trait structure. . . . Even under relatively
optimal conditions, with congruencies computed after target
rotation, confirmation of Factor V [Openness] is not found in
several languages. (p. 122)

A second approach to studying cross-cultural differences
in personality focuses on the behavioral correlates of person-
ality variables in different cultures and languages. Furnham
and Stringfield (1993), for example, compared personality
(MBTI) and management practice scores in two cultural
groups, finding interesting and predictable differences.
Whereas Extraversion-Introversion was an important corre-
late of managerial appraisal in a Chinese sample, Thinking-
Feeling (from the MBTI) was more relevant in a European
sample. Cross-cultural replications nearly always yield both
similarities and differences, but it remains unclear whether
the latter are due primarily to unique substantive variance

or to errors in measurement (e.g., small samples, poor trans-
lation, cultural differences in response set) because the two
are often confounded.

A third approach involves development of measures that
are cross-culturally equivalent. Schmit, Kihm, and Robie
(2000), for example, involved psychologists from many dif-
ferent cultures in all phases of development and validation of
the Global Personality Inventory (GPI). They utilized psy-
chologists from different cultures to help define the con-
structs and write items, thereby enhancing the probability of
construct equivalence after translation.

Several issues arise when transporting personality mea-
sures across languages and cultures. However, the globaliza-
tion of so many features of life, increasing educational levels,
and the Internet may reduce cultural and linguistic variance,
making the use of personality questionnaires derived in the
West increasingly more applicable in other countries of the
world.

LEGAL ISSUES IN THE UNITED STATES

The Civil Rights Acts (CRA) of 1964 and 1991, the
Americans With Disabilities Act (ADA) of 1990, and the Age
Discrimination in Employment Act (ADEA) of 1967
(amended 1978) have had significant effect on the use of tests
in industry in the United States. Nonetheless, as Sharf and
Jones (2000) point out, “risks from tort liability far exceed
the risks posed by federal statutory civil rights violations in
almost every case” (p. 274).

Age and Civil Rights Acts

The U.S. CRAs of 1964 and 1991 make it illegal to discrimi-
nate against people on the basis of their race, religion, sex,
or national origin, and the ADEA makes it illegal to discrim-
inate against people on the basis of their age. In personnel
selection, discrimination against these protected groups is
examined in terms of adverse impact. Adverse impact is
calculated as the percentage of applicants of one group—for
example, Blacks—who are hired compared to the percentage
of White applicants who are hired. Mean score differences
between the two groups is thus an important determinant of
adverse impact.

Just as the concept of the Big Five has provided an organiz-
ing strategy for summarizing validities of personality mea-
sures, it also provides a strategy for summarizing mean score
differences between protected groups. Hough, Oswald, and
Ployhart (2001) summarized mean score differences of Blacks
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and Whites, Hispanics and Whites, East Asians and Whites,
American Indians and Whites, women and men, and older and
younger adults on a variety of individual difference variables,
including personality constructs. They found minimal differ-
ences between age groups and ethnic or cultural groups at the
Big Five factor level but larger differences between men and
women on Agreeableness and at the facet level of Conscien-
tiousness, and very large differences between men and women
on Rugged Individualism (masculinity and femininity). Given
the small differences in personality scores between ethnic or
cultural groups and age groups and the personality factors that
constitute integrity tests (i.e., Conscientiousness, Emotional
Stability, and Agreeableness), not surprisingly, Ones and
Viswesvaran (1998b) found minimal differences between age
and ethnic or cultural groups on integrity tests, and small dif-
ferences between men and women, with women scoring some-
what (e.g., 0.16 standard deviations) higher than men. Hough,
Oswald, and Ployhart (2001) also compared groups on social
desirability scores, finding that Hispanics, on average, score
somewhat over half a standard deviation higher than Whites.
Incorporating appropriate personality measures in personnel
prediction equations can reduce adverse impact and, as de-
scribed earlier, increase validity.

Americans With Disabilities Act

The ADA prohibits disability-related inquiries of applicants,
and it prohibits a medical examination before a conditional
job offer. The Equal Employment Opportunity Commission
(EEOC) issued its enforcement guidelines for ADA in 1995.
Their guidelines that are applicable to personality testing in
the workplace appear in Hough (1998b). An important con-
clusion is that, although some personality inventories (such
as the MMPI) are considered medical exams because they
were designed to determine an applicant’s mental health,
most personality inventories that are used in the workplace
are not, and thus can be used prior to a conditional job offer.
Nonetheless, employers should examine the personality in-
ventories they use to ensure that the way they are using them
is not prohibited under ADA. Moreover, current legislative
discussions about genetic testing with its potential for identi-
fying diseases and abnormalities may result in legislation that
limits the ability of U.S. employers to use genetic testing to
measure personality characteristics.

SUMMARY AND CONCLUSIONS

Personality variables enhance our theories and understanding
of workplace behavior and performance. Indeed, studies sug-
gest that when personality variables are included, they can

more than double the variance accounted for in supervisory
ratings of overall job performance. Taxonomies of personality
variables have been critically important in enabling re-
searchers to summarize and examine the importance of per-
sonality variables for predicting behavior. Our summary of
the meta-analyses of criterion-related validities of personality
variables indicate that personality variables are useful for pre-
dicting overall job performance; and, for example, when cus-
tomer service, interpersonal effectiveness, and integrity are
important to the job, personality variables become even more
useful for predicting behavior and performance. We also
know that predictive accuracy of personality variables in-
creases when the predictor and criterion are matched in terms
of their complexity and theoretical relevance. For self-report
personality inventories, intentional distortion does not appear
to moderate criterion-related validity in real-life applicant set-
tings. Intentional distortion does, however, moderate validity,
decreasing it dramatically in experimental, laboratory, or sim-
ulated applicant settings. Other moderator variables include
taxonomic structure of the personality variables, type of job,
other- versus self-report, and item frame-of-reference (more
work context appears better). Mode of measurement (i.e.,
paper-and-pencil versus computerized) does not appear to
moderate validity, but more research is needed as computer
administration increases in its user-friendliness and in its
possibilities for innovative measurement.

Globalization of the world’s economies and of the work-
place increases our interest in and concern about cross-
cultural testing. Nonetheless, globalization also reduces the
differences among cultures, increasing the transportability of
many of our personality measures. Indeed, developing coun-
tries may be as eager to import Western ideas and measures
of personality as we are to export them. 

In the years ahead, personality testing in work settings will
be even more prevalent than today. It is likely to be more
objective and more tailored to the situation. These are excit-
ing times for applied personality researchers.
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This chapter covers theory and practice in the area of training
and development. Training and development refer to system-
atic processes initiated by (or at the direction of) the organi-
zation resulting in the relatively permanent changes in the
knowledge, skills, or attitudes of organizational members.
Generally, the term training is reserved for activities directed
at the acquisition of knowledge, skills, and attitudes for
which there is an immediate or near-term application (e.g., an
upcoming promotion), whereas development is reserved for
the acquisition of attributes or competencies for which there
may be no immediate use (Noe, 2002). 

There has been a tremendous surge in training research
over the past 15 years, resulting in exciting new theories and
applications. During the same time, the role and look of train-
ing in applied settings are changing (Bassi, Benson, &
Cheney, 1998). Human resource (HR) advocates see training
as one of several alternatives for ensuring that workers pos-
sess the knowledge and skills to perform their jobs success-
fully, while HR skeptics (often, non-HR stakeholders in
organizations) see training as either as a catchall to solve all
performance problems or a cost center to be controlled or
downsized during lean times.

The role of training and the perceived value of employee
learning are changing. Evidence from benchmarking studies
by the American Society for Training and Development
(ASTD) suggests that organizations are investing more heav-
ily in employee training and development (Van Buren, 2001).
The medium for training continues to shift from traditional
hands-on or instructor-led modes to computer-based forms of

delivery, resulting both in enthusiasm about the possibility
for cost-effective delivery of core knowledge to all employ-
ees and in the onset of highly leveraged partnerships between
traditional training companies and new-economy software
businesses. Finally, the notion of ensuring and leveraging
employees’ competencies has infiltrated newer theories of or-
ganizational change such as learning organizations or knowl-
edge management systems (London & Moore, 1999; Pfeffer
& Sutton, 2000; Tannenbaum & Alliger, 2000). 

The interaction of research and practical developments
makes this a pivotal time in the training and development
field. The dynamics of change and growth call for a solid
conceptual foundation so that theoretical and empirical ad-
vancements continue to have an impact on practice. The ob-
jective for this chapter is to provide a broad overview of
theory and practice in training, with respect to emerging
methods and technologies for ensuring training success. In so
doing, the chapter considers training and development from
three perspectives: training and development as instruction,
as learning, and as organizational change. Finally, specific at-
tention is given to the role of measurement in training and
development.

TRAINING AS INSTRUCTION

Background

In its most literal sense, training is synonymous with instruc-
tion; training is the method by which job-related information
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is conveyed to learners. Thus, it is natural that over the years
researchers and practitioners have been concerned with iden-
tifying optimal instructional strategies, a term that refers to
a set of tools (e.g., job aids or overheads), methods (e.g.,
demonstrations or practice), and content (e.g., critical tasks
or job-relevant competencies) that, when combined, create a
purposeful instructional approach (Salas & Cannon-Bowers,
1997). Generally, researchers interested in training as instruc-
tion have focused either on general principles of learning
(across instructional approaches) or on specific instructional
approaches or methods. 

Early research in the 1950s and early 1960s focused
on general learning principles. Given the predominance of
Skinnerian behavioral learning theories of that era, it is not
surprising that learning principles had a similar stimulus-
response flavor. Much of the research of this era was spon-
sored by the military, set in the laboratory, and focused on the
learning of psychomotor tasks. Many of these learning prin-
ciples were summarized in a classic article by Gagne (1962).
Gagne described a number of learning principles appropriate
for improving the efficiency of military training, including
overlearning tasks to improve retention or transfer, and en-
suring an identical match between elements of training and
conditions of practice in the transfer setting. Notably, Gagne
argued that application of these learning principles was a nec-
essary but not sufficient condition for learning; he called for
more attention to be paid to needs assessment and training
design issues to properly sequence learning events and im-
prove skill acquisition and retention. 

The period from the mid-1960s to the mid-1980s saw not
only a considerable decline in training research, but a change
in emphasis from the study of general learning principles to
the validation of specific instructional approaches. Very
often, these instructional methods were rooted in behav-
iorally based learning paradigms (e.g., Decker & Nathan,
1985; Goldstein & Sorcher, 1974). Authors in the Annual
Review of Psychology regularly decried this research as athe-
oretical, uninspiring, or virtually nonexistent (e.g., Campbell,
1971; Goldstein, 1980; Latham, 1988; Wexley, 1984).
Campbell noted that the sparse empirical work tended to
compare new and old training methods, rather than attempt-
ing to advance our knowledge of needs analysis, instructional
processes, or evaluation. Latham capped this era by noting
that it had almost become a tradition for Annual Review au-
thors to lament the lack of attention to theory and research in-
fluencing practice, and by calling for a return to research on
the psychological and structural variables needed to maintain
what is learned in training on the job.

In contrast, the last 10 to 15 years have seen not only a
resurgence of training research, but also a renewed interest

in the general study of conditions for effective instruc-
tion. In the most recent Annual Review chapter, Salas and
Cannon-Bowers (2001) labeled this period a “decade of
progress,” one that has seen an “explosion” of training re-
search. The focus of study continutes to be specific training
methods, such as dyadic protocols (Arthur, Day, Bennett,
McNelly, & Jordan, 1997; Shebilske, Regian, Arthur, &
Jordan, 1992), training simulators (e.g., Gopher, Weil, &
Bareket, 1994; Jentsch & Bowers, 1998), or computer-
based instruction (e.g., Brown, 2001). However, character-
istics of effective training or instruction have reemerged as
an area of inquiry (see Colquitt, LePine, & Noe, 2000; Noe
& Colquitt, 2002, for reviews). Emerging training methods
will be discussed shortly. The next section reviews research
on training effectiveness because this research has led to
guidelines on designing and implementing effective in-
structional strategies regardless of the specific research
methods.

Training Effectiveness

The rebirth of interest in training research can be traced princi-
pally to three influential papers appearing between 1985 and
1990 (Baldwin & Ford, 1988; Howell & Cooke, 1989; Noe,
1986). The first of these was by Noe, who proposed and later
tested (Noe & Schmitt, 1986) a model of training effectiveness.
Noe’s fundamental thesis was that training success was deter-
mined not only by the quality of training (or the effectiveness of
a specific method), but by interpersonal, social, and structural
characteristics reflecting the relationship of the trainee and the
training program to the broader organizational context. Vari-
ables such as organizational support or an individual’s readi-
ness for training could augment or negate the direct impact of
the training itself. Noe’s original model has been refined
several times, both by other authors (Cannon-Bowers, Salas,
Tannenbaum, & Mathieu, 1995) and by Noe and his col-
leagues (Colquitt et al., 2000); an updated training effective-
ness model is reproduced in Figure 8.1.

As shown in Figure 8.1, learning during training is in-
fluenced by factors both prior to and during the training
itself. As noted previously, specification of these pretrain-
ing influences was one of Noe’s (1986) primary contribu-
tions. Generally, pretraining influences may be categorized
as organizational-level, social- or team-level, or individual-
level influences. Examples of organizational-level pretraining
influences include perceived organizational support for train-
ing and whether training is mandatory or optional. Trainees
may be more motivated to attend training when they see it as
consistent with organizational goals, supported by top man-
agement, and required of all members.
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Figure 8.1 Noe and Colquitt’s revised training effectiveness model. 
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An important social influence is the supervisor, who can
positively or negatively influence trainees’ motivation for
training or their perceptions of the utility of training. Super-
visors can positively influence training outcomes by referring
positively to the training process, by clarifying probable
learning outcomes or how those outcomes will be advanta-
geous to job performance or future development, and by pro-
viding interpersonal or technical support to trainees prior to
and during training. For example, supervisors can provide
backup while workers attend training. Peers or coworkers can
exert a similar social impact on trainees. Often this influence
can be negative, as when peers make derogatory comments
about the training content or the trainer.

Individual-level variables refer to trainees’ readiness for
training as well as their course-specific motivation to learn.
Readiness for training is a general state of preparedness for

training: Trainees should have sufficient cognitive ability to
learn the material; they should have sufficient understanding of
their jobs to see how the tasks, knowledge, and skills covered
in training are relevant to that job; and they should be relatively
free from anxieties and fears about the learning environment
(Noe & Colquitt, 2002). Motivation to learn is evident when
trainees believe that training is relevant and are willing to exert
effort in the learning environment. Motivation to learn may re-
sult from prior successful experiences with similar training
programs or training in general, from generally high self-
efficacy, or from positive influences from organizational-level
and social- or team-level influences. Motivation influences
training effectiveness in three ways: by affecting whether the
employees decide to attend training, by influencing the amount
of effort trainees exert to learn, and by influencing whether
trainees choose to apply skills on the job (Quiñones, 1997).
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Training effectiveness models posit that individual char-
acteristics (including trainability, personality, age, and atti-
tudes) influence training motivation; and, in turn, learning
during training; and later, the transfer of training and job per-
formance. For example, an individual with a mastery orienta-
tion is generally more motivated to learn, and in fact learns
more, than an individual with a performance orientation
(Colquitt & Simmering, 1998; Fisher & Ford, 1998; Phillips
& Gully, 1997). Mastery orientation refers to an individual’s
desire to master or learn the material, the willingness to make
mistakes, and the lack of concern about performing well to
impress others. Other attitudes such as self-efficacy, valence,
job involvement, organizational commitment, and career ex-
ploration have been shown to be related to training motiva-
tion as well (Colquitt et al., 2000; Facteau, Dobbins, Russell,
Ladd, & Kudisch, 1995; Mathieu, Martineau, & Tannen-
baum, 1993; Noe & Schmitt, 1986; Tannenbaum, Matthieu,
Salas, & Cannon-Bowers, 1991).

Work-environment characteristics may influence pretrain-
ing states as well. These characteristics include organiza-
tional climate, managerial support, and organizational justice.
For example, trainees who perceive the work climate to be
supportive are more likely to attend training programs and to
exhibit high levels of motivation to learn (Maurer & Tarulli,
1994; Noe & Wilk, 1993). Perceptions of organizational jus-
tice are related to issues around the assignment of trainees to
training situations. According to the research, trainees hold
more favorable attitudes toward training when they have
input into training design or when they choose to attend train-
ing as opposed to be being assigned to do so (Baldwin,
Magjuka, & Loher, 1991; Hicks & Klimoski, 1987). Addi-
tionally, performance in remedial training is more positive if
trainees perceive the assignment to training as fair or just
(Quiñones, 1995).

In summary, the training effectiveness literature has identi-
fied a number of individual and organizational-level factors
that affect trainees’ motivation and capacity to do well in
training. Researchers in this area have made considerable
progress over the past 15 years and are now able to offer prac-
tical insights and guidelines on the planning and maintenance
of effective training programs (Noe & Colquitt, 2002).

Effective Training Design

Principles of effective training design have been widely
known for more than 40 years. Early research on the acquisi-
tion of motor skills led to the delineation of a number of
learning principles to guide effective design (e.g., Gagne,
1962; McGehee & Thayer, 1961). A number of these princi-
ples are listed in the later section on transfer of training. Since

the advent of modern learning theory rooted in information
processing models (e.g., Newell & Simon, 1972), instructional
designers and industrial/organizational (I /O) psychologists
have expanded their lists of features of an effective instruc-
tional environment to account for multiple modern learning
paradigms (e.g., Cannon-Bowers, Rhodenizer, Salas, &
Bowers, 1998; Gagne & Medsker, 1996). What situations
promote effective learning in training? Initially, adult learn-
ers must be motivated to learn. This may come from per-
ceived utility or applications of the material, internally or
externally determined goal orientation, or a sense of sur-
prise—the training material falls well outside their expecta-
tions (see Dweck, 1986; Noe & Colquitt, 2002; Schank &
Joseph, 1998). Next, for training to be effective, it must cre-
ate or maintain positive expectancies about the utility of the
training, present information that is consistent with the infor-
mation-processing and memory-storage capabilities of learn-
ers, and provide cues that aid in the retrieval or application of
the learned material (Gagne & Medsker, 1996). 

Generally, most effective training methods can be charac-
terized by four basic principles: They present relevant infor-
mation or concepts to be learned; they demonstrate the
knowledge, skills, and abilities to be learned; they provide
opportunities to practice new skills; and they provide feed-
back to trainees during and after practice. Noe and Colquitt
(2002) recently provided a useful list of a number of charac-
teristics of effective training: (a) Trainees understand the ob-
jectives, purpose, and intended outcomes of the training
program; (b) the training content is meaningful and relevant
to job experiences (i.e., examples, exercises, assignments,
etc. are based on job-relevant information); (c) trainees are
provided with learning aids to help them learn, organize, and
recall training content (i.e., diagrams, models, and advanced
organizers); (d) trainees have the opportunity to practice in a
relatively safe environment; (e) trainees receive feedback on
their learning from trainers, observers, peers, or the task it-
self; (f) trainees have the opportunity to observe and interact
with other trainees; and (g) the training program is efficiently
coordinated and arranged.

Despite the advances in the development of principles of
instructional effectiveness and the ongoing introduction of
new innovative instructional methods (e.g., Arthur et al.,
1997), organizations remain dependent on traditional forms
of instruction (e.g., classroom lecture, videos, and case stud-
ies) for the majority of their training (Industry Report, 1997;
Van Buren, 2001). Nonetheless, in contrast to the applied re-
search of 30 to 40 years ago that tended to compare method
to method without much consideration to the underlying
learning paradigms (Campbell, 1971), modern research in
training and instructional psychology is positioned to build
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and test new instructional methods rooted in sound learning
principles and tailored to specific combinations of content,
audience, and training media.

Emerging Training Methods

This section selectively reviews developments in training
methods, including computer-based training, team training,
cross-cultural training, and alternative corporate models of
training delivery. Note that the most popular or prototypical
training methods—lecture and experiential learning—are
not explicitly addressed. The intent is not to review the most
common training methods but those that may shape our un-
derstanding of the processes of instruction and learning
over the next decade. Two excellent examples of ongoing
research and development in training methods are team
training and computer-based training. The tracking of train-
ing trends by ASTD suggests that in the coming years, orga-
nizations intend to deliver more and more training via
learning technologies. Although the anticipated growth of
team training in particular has not been similarly docu-
mented, team training should be in greater demand given the
increasing popularity of self-managed work teams and the
centrality of work teams to methods of managed change in
organizations (Guzzo & Dickson, 1996). Cross-cultural
training and alternative models for corporate training have
received less attention by training researchers, but may be
equally important to organizations competing in the new
digital, global economies.

Computer-Based Training (CBT)

Recent survey evidence suggests a shift away from instructor-
led, classroom training toward learner-centered, technology-
mediated training. For example, Bassi and Van Buren (1999)
predicted that companies would reduce classroom training by
nearly 20% between 1997 and 2000, replacing most of the
traditional forms of training with various forms of computer-
based training (CBT). Computer-based training is the pre-
sentation of text, graphics, video, audio, or animation via
computer for the purpose of building job-relevant knowledge
and skill. Among the most common forms of CBT (and the
focus of this section) are computer-based instruction, com-
puter-aided instruction, multimedia learning environments
(delivered via CD-ROM or desktop systems), intranet- and
Internet-based instruction, Web-based instruction, and more
recently, e-learning. One recent analysis predicted that U.S.
corporations’ spending on Web-based training or e-learning
will grow from $2.2 billion in 2000 to $14.5 billion in 2004
(Brennan & Anderson, 2001).

Additional forms of CBT include intelligent tutoring sys-
tems (e.g., Burns & Parlett, 1991), full-scale simulations
(Salas, Bowers, & Rhodenizer, 1998), and virtual-reality train-
ing (e.g., Steele-Johnson & Hyde, 1997). Common to the first
of these forms are two important characteristics: The training
content and methods of presentation may be customized to the
needs and preferences of the individual trainee; and the learner
can exert influence or control over the content, pace, or style
of training. As Brown and Ford (2002) noted, customization
and learner control are in some senses opposite sides of the
same coin. Customization refers to designers’ efforts to build
training programs that can be adapted based on important
learner characteristics. Learner control represents efforts by
learners themselves to modify the learning environment to
their own purposes. Thus, CBT is designed to be adaptive to in-
dividual learners.

This section focuses on these learner-centered technolo-
gies primarily because of their greater popularity and flexi-
bility in business settings. Organizations are moving toward
greater adoption of learner-centered CBT for several reasons.
The first is greater flexibility; trainees do not have to attend
prescheduled training programs, but can learn when they
want, often just in time as job requirements change. The sec-
ond reason is that organizations anticipate that implementing
CBT can reduce training costs. Although it may be more ex-
pensive to create a CBT program, the expectation is that
higher developmental costs can be recouped through reduced
trainer costs and reduced travel costs associated with sending
employees to training. Interestingly, few studies have docu-
mented sustained cost savings (e.g., Hall, 1997; Whalen &
Wright, 2000), and it is possible that ongoing system mainte-
nance, technical support, and software and hardware up-
grades may offset potential savings in many large-scale CBT
applications.

Regardless of whether, in the long run, the implementa-
tion of CBT results in the anticipated gains in flexibility,
availability, and cost savings, it is easy to imagine that the use
of CBT will become increasingly widespread during the next
decade. Accordingly, two practical questions are (a) how ef-
fective is CBT? and (b) how can the effectiveness of CBT be
maximized?

Perhaps surprisingly, the first question is difficult to an-
swer. Despite literally hundreds of studies comparing
computer-based and instructor-led training (e.g., Simon &
Werner, 1996; Williams & Zahed, 1996), there are few firm
conclusions regarding the relative advantages and disadvan-
tages of CBT. There is some evidence that it reduces training
times for learners (Kulik & Kulik, 1991). Regarding impact on
learning, the most comprehensive review of the literature was
conducted by Russell (1999), who reviewed several hundred
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studies and reported that there was no evidence that online
learning had a negative impact on either student learning or
student satisfaction with courses. Some evidence suggested
that online courses resulted in greater learning. However, the
report and its conclusions have been widely criticized primar-
ily due to the quality of the courses reviewed; very few of the
studies he reviewed presented a fair test of the two instruc-
tional methods.

Consider a prototypical study in which a traditional
instructor-led training course is being adapted for Web-based
training. Prior to putting the course on the Internet, the course
designers must conduct a quick needs assessment to verify the
relevancy of critical knowledges and skills, or collect realistic
examples to be simulated in the course. The course materials
may be updated during the process, and some thought is put
into optimal ways of presenting information on the Web. The
course is then offered on a trial basis to trainees who self-select
into the pilot test. Should the pilot reveal the new CBT course
to be more effective, is there any reason to doubt that, had the
same process been applied to convert a CBT course to class-
room instruction, a similar advantage for the traditional
method would have been found? Consider also issues of indi-
vidual differences for learning environments and the suitability
of different skills to CBT (e.g., calculating interest on a mort-
gage vs. providing performance feedback); it easy to imagine
that there may never be a definitive conclusion reached regard-
ing the superiority of one method over the other.

Consequently, it is not surprising that most scholars agree
that the most powerful influence on learning from instruc-
tional technologies is not the technology itself, but what is
delivered with that technology (Clark, 1994). That is, poorly
designed training will not stimulate and support learning re-
gardless of the extent to which appealing or expensive tech-
nology is used to deliver it (Brown & Ford, 2002). This leads
to the second question: How can CBT be designed to maxi-
mize the effectiveness of training?

Traditionally, this question has been addressed through re-
search on choices of training media (e.g., text vs. graphics) or
on user interfaces (e.g., Krendl, Ware, Reid, & Warren, 1996;
Mayer, Moreno, Boire, & Vagge, 1998). However, a recent
chapter by Brown and Ford (2002) offers an interesting alter-
native perspective on increasing CBT effectiveness. Brown
and Ford noted that in all forms of CBT, the learner is an im-
portant intermediary between training features and training
outcomes. That is, regardless of the instructional feature em-
bedded in the program, it will work only through deliberate
cognitive processing by the learner. Accordingly, they pro-
pose that CBT be designed in such a way that it promotes ac-
tive learning by trainees. Trainees demonstrating active
learning are motivated, mastery-oriented, and mindful.

According to Brown and Ford, learners who are motivated
hold two expectancies: that effort exerted during training will
result in learning, and that learning during training will be use-
ful for achieving valued outcomes back on the job. After
Dweck (1986), a mastery orientation consists of a belief struc-
ture that holds that ability is malleable and mistakes are attrib-
utable to effort. Learners with a mastery orientation will persist
during training, persevering through challenges. In contrast, a
performance orientation consists of beliefs that abilities are
fixed and mistakes are attributable to ability. In a training con-
text, subjects with a performance orientation are less con-
cerned with mastering material and more concerned with
achieving high scores or appearing competent. Mindfulness in-
volves the deliberate, systematic expending of cognitive effort
to evaluate information and integrate it with previous knowl-
edge. Mindful processing suggests that learners actively en-
gage material during the learning process—for example,
reading training materials carefully and expending effort
thinking about the job-related implications of a newly learned
principle.

Brown and Ford (2002) argued that for learner-centered
instructional technologies to be maximally effective, they
must be designed to encourage active learning in participants.
Brown and Ford offered a set of principles and guidelines for
designing CBT rooted in four key thematic areas: (a) design-
ing information structure and presentation to reflect both
meaningful organization (or chunking) of material (e.g.,
Yang & Moore, 1995) and ease of use (e.g., Krendl et al.,
1996); (b) balancing the need for learner control with guid-
ance to help learners make better choices about content and
process (e.g., Tennyson & Elmore, 1997); (c) providing op-
portunities for practice and constructive feedback (e.g.,
Azevedo & Bernard, 1995); and (d) facilitating metacogni-
tive monitoring and control to get learners to be mindful of
their cognitive processing and in control of their learning
processes (e.g., Ford, Smith, Gully, Weissbein, & Salas,
1998; Georghiades, 2000).

In summary, although it appears that CBT will become in-
creasingly popular, there is yet little evidence that suggests it
is either more effective or cost efficient than traditional forms
of training. However, by attending to design principles and
capitalizing on customization and learner control, CBT de-
signers can encourage active learning and more effective
computer-based training.

Team Training

As organizations become more enamored with the use of
self-managed work teams, there has been considerable re-
search by I/O psychologists on both the characteristics of
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effective teams and methods for designing effective team
training (Cannon-Bowers & Salas, 1998; Sundstrom,
McIntyre, Halfhill, & Richards, 2000). The increased popu-
larity of teams in organizations and the special demands of
teams in training suggest the importance of understanding ef-
fective principles for team training.

As in individual-based training, team-training advocates
recommend starting with a needs assessment (or, more specif-
ically, a team-based training needs assessment; e.g., Salas
& Cannon-Bowers, 2000; Schraagen, Chipman, & Shalin,
2000). Salas and Cannon-Bowers recommended the follow-
ing steps for conducting a team-training analysis. Step one is
to conduct a skills inventory to identify job-level tasks, as
well as the team competencies (knowledge, skills, and atti-
tudes) associated with particular tasks (Cannon-Bowers,
Tannenbaum, Salas, & Volpe, 1995). There are two primary
differences between team-training needs assessment and tra-
ditional forms. The first is the recognized importance in team-
training needs analysis of determining interdependencies
among team members and ascertaining what skills are re-
quired to master the coordination requirements present within
team tasks. The second is the focus on identifying the cogni-
tive skills and knowledge needed to interact as a team (e.g.,
knowledge of team-member roles and responsibilities or in-
terpositional knowledge); this is often accomplished through
a team-based cognitive task analysis (see Schraagen et al.). 

Step two is to develop training objectives based on the re-
sults of step one; training objectives should address both
task-work and teamwork skills (after Morgan, Glickman,
Woodard, Blaiwes, & Salas, 1986). Task-work skills are those
needed by team members to perform individual job tasks,
whereas teamwork skills are behavioral, cognitive, and attitu-
dinal skills needed to communicate, interact, and coordinate
tasks effectively with other team members. Examples of
teamwork skills and knowledge include a shared understand-
ing of teammate characteristics and preferences, as well
as common cue-strategy associations (meaning that team
members can execute similar strategic responses to on-the-job
cues or stimuli). In general, training should be sequenced so
that task-work skills are mastered before teamwork skills are
taught (Salas, Burke, & Cannon-Bowers, 2002). 

Step three is to design exercises and training events based
on the objectives from step two. Important to the success of
team training is the opportunity for guided practice during
training (Salas et al., 2002). Guided practice sessions provide
both opportunities to practice new skills and opportunities for
timely constructive feedback. Additionally, there are several
recently developed, team-based strategies that have been
empirically supported (see Cannon-Bowers & Salas, 1998;
Swezey & Salas, 1992). The most popular of these techniques

is team coordination training, sometimes referred to as
crew resource management training. Depending on the un-
derlying paradigm for team effectiveness, team coordination
training focuses either on specific attitudes promoting coop-
eration and team-based activities or on teamwork skills that
facilitate information exchange, cooperation, and coordina-
tion of job-related behaviors (Swezey & Salas; Weiner,
Kanki, & Helmreich, 1993).

Another team-training strategy is cross-training. Based on
shared mental model theory, cross-training attempts to pro-
vide exposure to and practice with other teammates’ tasks,
roles, and responsibilities in an effort to increase shared un-
derstanding and knowledge among team members (e.g.,
Cannon-Bowers, Salas, Blickensderfer, & Bowers, 1998;
Volpe, Cannon-Bowers, Salas, & Spector, 1996). As team
members learn the requirements for successful performance
for other positions, they are better able to provide resources
or support to assist other team members do their jobs. Yet an-
other strategy, guided team self-correction, involves provid-
ing guidance to team members in reviewing team events;
identifying errors and exchanging feedback; making state-
ments of expectations; and, based on revelations during this
self-correction event, developing plans for the future (Smith-
Jentsch, Zeisig, Acton, & McPherson, 1998).

The fourth and final step is to design measures of team
effectiveness based on the objectives set at step two, evaluate
training effectiveness, and use this information to guide fu-
ture team training. Although a review of methods for measur-
ing team effectiveness and team processes is beyond the scope
of this chapter, suffice it to say that evaluation measures
should be related to team objectives and should assess out-
come-oriented constructs such as collective efficacy (e.g.,
Marks, 1999), shared knowledge structures (e.g., Kraiger,
Salas, & Cannon-Bowers, 1995), team situational awareness
(e.g., Stout, Cannon-Bowers, & Salas, 1996/1997), and
shared mental models (e.g., Rasker, Post, & Schraagen, 2000).

Cross-Cultural Training

Of interest to organizations that must send employees to
other countries to conduct business is the topic of interna-
tional training. Cross-cultural training refers to formal pro-
grams designed to prepare persons of one culture to interact
effectively in another culture or to interact more effectively
with persons from different cultures (see Bhawuk & Brislin,
2000, for a major review). Cross-cultural training usually
includes components of awareness or orientation—helping
trainees to be aware of their own cultural values, frameworks,
and mores. Successful cross-cultural training programs
often contain behavioral components as well, providing
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opportunities for trainees to learn and practice culturally
appropriate behaviors (Brislin & Bhawuk, 1999; Landis &
Bhagat, 1996; Triandis, 1995). 

Early forms of cross-cultural training used either lectures
or experiential learning (e.g., Harrison & Hopkins, 1967). In
contrast, more modern techniques make use of demonstrations
or written scenarios that focus on trainees’ understanding of
social cues, cultural differences in values, or strategies for
learning within or assimilating different cultures. These tech-
niques include cultural assimilators (Harrison, 1992), the
contrast-American technique (Stewart, 1966), the cultural
analysis system (Lee, 1966), and cultural self-awareness train-
ing (Kraemer, 1973). The culture assimilator method has
emerged as one of the most valid cross-cultural tools. Trainees
review critical incidents that focus on cultural differences, se-
lect one of several alternative behavioral options, and receive
feedback on the cultural implications of both their preferred
choices and the desired responses. Initial programs were spe-
cific to unique nations (e.g., the Honduras; O’Brien, Fiedler, &
Hewett, 1970), cultures, or subcultures (e.g., the hard-core
unemployed within the United States; Weldon, Carlston, Riss-
man, Slobodin, & Triandis, 1975). A recent exciting advance-
ment is the development of the culture-general assimilator
(Brislin, Cushner, Cherrie, & Yong, 1986; Cushner & Brislin,
1996), which contains more than 100 critical incidents based
on a general model of competencies valuable for multiculture
navigation. Although the method is new, preliminary research
supports the efficacy of the training (see Landis & Bhagat,
1996, for a review).

More generally, several reviews in the early 1990s sug-
gested that across training methods, cross-cultural training is
effective. In a qualitative review of 29 studies, Black and
Mendenhall (1990) found that participants in cross-cultural
training reported improved interpersonal relationships, a re-
duction in their experience of culture shock, and improvement
in their performance on the job.Asubsequent meta-analysis of
21 studies found a positive effect of cross-cultural training on
trainees’ self-development, relationships with host nationals,
adjustment during sojourn, and job performance (Deshpande
& Viswesvaran, 1992).

Alternative Methods for Corporate Training

An increasingly popular strategy for training employees, par-
ticularly managers and technical specialists, is the corporate
university. A corporate university training model extends the
customer base for training beyond current employees and
managers to include stakeholders outside the company, often
vendors, clients, or professional students at a local university.

In addition to presenting a curriculum that emphasizes core
competencies and professional development skills, the cor-
porate university may be responsible for conveying a sense
of corporate culture, teaching cross-functional skills, and
forming partnerships with educational institutions (Meister,
1998). Although the corporate university label connotes off-
site training, the integrated curriculum may be delivered
through a combination of on-site, off-site, and virtual loca-
tions. An early and still prototypical corporate university was
Motorola University; other examples of organizations offer-
ing university training curricula are Cisco Systems, Disney,
Chase Manhattan, and the U.S. Air Force. In a recent survey
of Fortune 500 companies, 84% of 140 responding organiza-
tions indicated that they had implemented or planned to
implement a corporate university. Although the costs of initi-
ating and maintaining such training models may be high,
sponsoring organizations cite a number of practical benefits,
including operating training as a line of business, linking
training to business goals, coordinating all training under one
roof (so to speak), and cutting down cycle time for new busi-
ness development.

The linking of corporate training with mainstream universi-
ties is also a trend in executive education. In order to stay
competitive, organizations are investing continually in the
development and training of their top managers and execu-
tives. Since these same individuals are kept very busy with
the running of their companies, methods must be developed
for providing easy-access, streamlined, or just-in-time train-
ing opportunities. One response has been a greater reliance
on Web-based training or distance learning (e.g., Byrne,
1995). A second strategy is for organizations and universities
to partner together to design short courses customized to
the needs of the company’s executive force (Reingold,
1999). Popular topics in both models include leadership,
entrepreneurship, global management, and e-business.
Perhaps more importantly, individuals attending these cus-
tomized courses have the opportunity to focus for a short time
on business-related problems while they network with their
peers from other geographical locations or divisions within the
company.

Trends such as corporate universities, distance learning,
and specialized executive courses suggest that organizational
training units are continuing to rethink their roles in manag-
ing the education and development opportunities for their
constituents. Accordingly, training professionals are making
an increasing commitment to outsourcing training services
(Noe, 2002). Outsourcing refers to a reliance on an external
supplier to provide traditional in-house services such as train-
ing. The case for outsourcing is that external vendors may be
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able to provide a wider array of training courses more effi-
ciently and less expensively than an in-house training depart-
ment. For example, it may be less practical for a small to
midsize organization to develop a technical support training
program for a few incumbents than it would be to send those
individuals to a course developed, maintained, and delivered
by an outside vendor. From the external vendor’s perspective,
building a large client base enables the vendor to offer more
cost-effective services and encourages the development of
more innovative partnerships and platforms for offering its
curricula. The increasing popularity of outsourcing may cre-
ate concerns about the long-term viability of traditional train-
ing operations. In the short term, it is clear that their growing
influence requires that training professionals must expand
their skill sets to include competencies such as analyzing the
utility of conducting operations internally or externally, iden-
tifying and selecting vendors, negotiating contracts, project
management, vendor management, and database manage-
ment (Noe). 

TRAINING AS LEARNING

A second influential paper sparking the resurgence of interest
in training research was a chapter by Howell and Cooke
(1989) entitled “Training the Information Processor: A Re-
view of Cognitive Models.” The chapter introduced training
research to the field of cognitive psychology. Since training is
about facilitating learning, and a significant strand of cogni-
tive psychology research involves how humans learn, it is
somewhat curious that it took training scholars as long as it
did to connect to this discipline. Howell and Cooke presented
an overview of a generic information-processing/cognitively
based learning model, but did not explicitly address many
implications for training. A subsequent chapter by Lord and
Maher (1991) on cognition in the revised I /O handbook at-
tempted to make more direct linkages between cognitive
psychology research and I /O theories, including training.
However, a monograph on learning outcomes by Kraiger,
Ford, and Salas (1993) and a later chapter by Ford and
Kraiger (1995) were what most directly implicated cogni-
tively based theories of learning for training. Couched as a
training evaluation model, Kraiger et al.’s monograph pre-
sented a typology of learning outcomes, arguing that training
impacts learners in the form of cognitive, behavioral, or af-
fective change.

The effect of this series of papers has been to transform
our perspective on training and development away from the
process by which work-related knowledge, skills, rules, con-

cepts, or attitudes are communicated or emphasized, and
toward an understanding of how learners (i.e., trainees) ac-
quire, organize, master, and generalize this content. As noted
by Ford and Kraiger (1995), this change in perspective holds
several important consequences for planning and facilitating
the learning process. First, the acquisition of knowledge and
skills in training are important but imperfect indicators of
true learning (Schmidt & Bjork, 1992). Acquisition during
training may reflect temporary rather than permanent
changes in knowledge, skills, and behaviors, and trainees
may demonstrate attitudes, knowledge, or on-the-job skills
that were not evident in training. Schmidt and Bjork summa-
rized a number of studies that demonstrate how conditions of
practice may be manipulated to facilitate or hinder later trans-
fer. Specifically, by introducing difficulties for the learner
during practice (e.g., lessening feedback or providing varia-
tion in task stimuli), initial acquisition rates may be de-
creased, but retention and generalization to new tasks may be
increased due to the additional, deeper processing necessary
during practice (Ghodsian, Bjork, & Benjamin, 1997;
Schmidt & Bjork). While this research is directly relevant to
issues of transfer of training discussed later, it also under-
scores the value to training design of understanding how in-
dividuals learn.

Second, learning is multidimensional and may be evident
in cognitive, affective, or behavioral changes (Kraiger et al.,
1993). A taxonomy of learning outcomes in training was pro-
posed by Kraiger et al., then later refined and expanded by
Jonassen and Tessmer (1996/1997) and Kraiger (2002). The
taxonomies categorize broad classes of outcomes—affective,
behavioral, and cognitive—along with specific categories
and outcomes under each class. For example, Kraiger (2002)
identified seven categories of cognitive outcomes: declara-
tive knowledge, structural knowledge, formation of concepts
and procedures, situated problem-solving, ampliative skills,
self-knowledge, and executive control. Examples of specific
outcomes within situated problem-solving include identify-
ing and defining problems and evaluating solutions. 

These modern taxonomies attempt to be more realistic,
explicit, and comprehensive than previous efforts describing
how persons actually learn. Recall your first efforts to master
a word-processing program. You did more than simply learn
word-processing or progress toward a behavioral objective of
typing and formatting a certain number of words within a
prescribed time period or level of accuracy. You may have
needed to be convinced that word processing offered advan-
tages over typing on a typewriter; you may have experienced
a reduction in computer anxiety; you acquired a new vocabu-
lary (e.g., font size and cut and paste); and you memorized,
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practiced, and eventually became fluid in executing key
strokes and mouse-click sequences to copy data, format text,
and load and save files. Each of these experiences represents
a different affective, cognitive, or behavioral outcome.

The implication of understanding training as learning has
not yet been fully explored by training researchers. As will be
noted shortly, researchers are just now beginning to include
multiple measures of learning outcomes in their evaluation de-
signs. The application of learning outcomes to needs assess-
ment and training design (Ford & Kraiger, 1995) may be
equally important but, to date, has been less explored by re-
searchers and practitioners. By understanding the multidimen-
sional nature of learning, better decisions can be made during
the planning and designing of training. For example, if a pre-
liminary needs assessment identifies problem solving as an im-
portant job skill, subsequent cognitive task analyses can
specify the types of problems most commonly encountered and
whether it is more important that trainees be able to identify
problems, generate solution options, or evaluate potential solu-
tions. As instructional designers become more comfortable
with cognitive and affective outcomes, new methods for af-
fecting the motivation, organization, self-monitoring, and
advanced cognitive skills of learners will be proposed and
tested.

A note of warning is also in order. Previously, I have ar-
gued for caution in applying research findings from cognitive
psychology to the training domain (Kraiger, 1995). Consider
the construct of transfer of training. In the I/O literature,
transfer of training refers to “the degree to which trainees
effectively apply the knowledge, skills, and attitudes gained
in a training context to the job” (Baldwin & Ford, 1988,
p. 63). However, to cognitive psychologists, transfer in-
volves “change in the performance of a task as a result of the
prior performance of a different task” (Gick & Holyoak,
1987, p. 10). Thus, learning tasks and transfer tasks are dif-
ferentiated only in terms of similarity or time. There are
other key differences as well: The transfer criterion in I/O is
usually job performance, while it is often speed of learning
(similar tasks) in the cognitive domain; the learning and
transfer domains are very different in the typical training sit-
uation, while they may be very similar in a cognitive psy-
chology study. Finally, transfer tasks are often performed
relatively soon after initial learning tasks in cognitive studies
(rarely more than a week later), while trainees sometimes
wait months or more to apply training to their jobs. Accord-
ingly, if studies from cognitive science suggest that with-
holding feedback from learners facilitates later transfer (e.g.,
Schmidt & Bjork, 1992), then applied research is necessary
to show that the same phenomenon holds in a training appli-
cation before advocating this as a general principle of (real-

world) transfer (Ghodsian et al., 1997). Nonetheless, it is
clear that studies of learning and transfer hold tremendous
potential value for training researchers and that better train-
ing will result from more attention to how and what trainees
really learn.

TRAINING AS ORGANIZATIONAL CHANGE

Transfer of Training

A third influential paper sparking the resurgence of interest in
training research was a 1988 review on transfer of training by
Baldwin and Ford. They positioned transfer of training as an
extension of learning during training and speculated that
transfer failure was a function not only of bad training, but,
like Noe (1986), a function of individual and organizational
factors. Their review was timely because training writers of
the era were suggesting that only 10 to 20% of what is
learned in training is applied to the job (Newstrom, 1986).
Then and now, for training to have impact, training practi-
tioners must plan for transfer.

Formally, transfer of training occurs where there is “effec-
tive and continuing application, by trainees to their jobs, of
the knowledge and skills gained in training—both on and
off the job” (Broad & Newstrom, 1992, p. 6). Inspired by the
theoretical work of Baldwin and Ford (1988), there have
been any number of transfer of training models including
those by Broad and Newstrom, Foxon (1993, 1994), Thayer
and Teachout (1995), Kozlowski and Salas (1997), and
Machin (2002). Foxon’s model emphasizes intentions to
transfer, while Kozlowski and Salas’s distinguishes horizon-
tal and vertical transfer (with the latter referring to general-
ization and application of learned skills to more complex
tasks). Thayer and Teachout’s model emphasizes the role of
transfer climate, while Broad and Newstrom’s and Machin’s
models emphasize transfer interventions at pretraining, train-
ing, and post-training time periods.

Pretraining influences on transfer greatly resemble the
pretraining influences on learning in training effectiveness
models discussed previously. For example, high self-efficacy
and learner motivation prior to training is likely to enhance
later transfer (e.g., Thayer & Teachout, 1995). In the interest
of space, the focus of this section will be on training and
posttraining interventions.

Training Interventions to Improve Transfer

Baldwin and Ford (1988), citing the work of McGehee and
Thayer (1961), argued that specific instructional techniques
will increase initial learning and enhance later transfer. These
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techniques (or learning principles) include (a) using identical
elements (e.g., ensuring the fidelity of the training setting rel-
ative to the work setting; see also Holding, 1991), (b) teaching
general principles (e.g., describing how a principle can be ap-
plied across multiple situations; see also Detterman, 1993), (c)
providing stimulus variability (e.g., varying examples or prac-
tice conditions), and (d) varying conditions of practice (e.g.,
how often trainees practice the tasks; see also Schmidt &
Bjork, 1992).

Consistent with Kozlowski and Salas (1997), transfer may
also be enhanced when trainees develop adaptive expertise
through training (Hesketh, 1997a, 1997b; Smith, Ford, &
Kozlowski, 1997). The probability of transfer increases be-
cause trainees become more adept at recognizing and re-
sponding to novel stimuli across a range of complex tasks and
settings. Ford and Weissbein (1997) suggested three training
design features to build adaptive expertise and improve the
transfer of training: discovery learning, use of error-based
learning, and developing of trainees’ metacognitive skills.

Finally, transfer intentions (Foxon, 1993, 1994) may be
enhanced through the use of in-training, transfer-enhancing
activities including goal setting (Hesketh, 1997a; Stevens &
Gist, 1997), encouraging the development of specific imple-
mentation plans for achieving transfer goals (Gollwitzer,
1999), and relapse prevention, which is a strategy for prepar-
ing trainees to deal with the problematic situations they may
face after training (Marx, 1982).

Posttraining Interventions to Improve Transfer

Baldwin and Ford (1988) proposed that after training, work
environment characteristics may affect transfer outcomes.
One characteristic is the presence of situational constraints
(Hesketh, 1997b). Peters, O’Connor, and Eulberg (1985)
identified potential work constraints as support from one’s
supervisor and peers, opportunity to use one’s knowledge and
skills on the job, and scheduling of activities. Similarly, Ford
and his colleagues identified trainees’ opportunity to perform
trained tasks on the job as a potential deterrent to transfer
(Ford, Quiñones, Sego, & Sorra, 1992; Quiñones, Sego,
Ford, & Smith, 1995/1996). These researchers suggested that
factors such as supervisor attitudes and workgroup support,
and individual characteristics such as trainee self-efficacy
and career motivation may result in trainees’ having differen-
tial opportunities to apply trained skills on the job.

Finally, research by Rouiller and Goldstein (1993) and
Tracey, Tannenbaum, and Kavanagh (1995) suggested that
the organizational support and transfer climate can affect
transfer effectiveness. Organizational support was defined
by Rouiller and Goldstein (1993) as situations or conse-

quences that inhibit or help trainees apply trained skills back
on the job. These include situational cues (prompting appli-
cation at appropriate times) and linking consequences
(including feedback) to performance. Transfer climate is de-
fined in terms of trainee perceptions of supervisor and peer
support for newly learned behaviors. Organizations hoping
to facilitate transfer can ensure that trainees have the oppor-
tunity to perform newly learned skills, that supervisors
understand training goals and encourage transfer attempts,
and that peers and supervisors offer positive feedback and
support for transfer. Research on transfer climate suggests
that climate matters at least in part because of its effects on
trainee characteristics: Facilitating climates increase trainee
focus, motivation, and intentions to transfer (Rouiller &
Goldstein, 1993; Tracey et al., 1995). 

Learning Organizations

An extreme level of organizational support, learning, and
transfer is the transformation to a true learning organization.A
learning organization is one that has an enhanced capacity to
learn, adapt, and grow or change (Gephart, Marsick, Van
Buren, & Spiro, 1996). As detailed by Jeppesen (2002), there
are a number of drivers for organizations to develop the ca-
pacity for rapid learning and internal dissemination of knowl-
edge, including the change from a capital-intensive to a
knowledge-intensive economy; rapid technological innova-
tion; and greater global competition. Perhaps even more criti-
cal in an era of tight labor markets, organizations that provide
better learning and growth opportunities have an advantage
when competing for talented employees (Buckingham &
Coffman, 1999). Note that learning and growth opportunities
are not necessarily synonymous with the provision of formal
training programs. Some companies may offer considerable
training opportunities but are not perceived as positive learn-
ing environments, while other companies that offer less for-
mal training may be perceived as ones with tremendous
opportunities for personal growth (Tannenbaum, 1997).

Gephart et al. (1996) described some of the key features of
learning organizations: a continuous learning environment (in
which employees share knowledge and create or apply new
knowledge through doing their jobs); systems for creating, cap-
turing, and sharing knowledge; encouraging flexibility and ex-
perimentation on the job; and maintaining a learning culture (in
which learning is rewarded and supported by management and
through organizational decision making). Methods for creating
and sharing knowledge include using technology and software
to store and share information; publishing directories or yellow
pages (so to speak) of employee expertise; hiring a chief infor-
mation officer to facilitate the exchange of information within
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the company; allowing employees to take sabbaticals to ac-
quire new expertise; and maintaining on-line resources such as
journals or training manuals (Gephart et al., 1996; Noe, 2002).
Methods for building and maintaining learning cultures in-
clude instituting performance-measurement systems that em-
phasize progress and improvement rather than control and
accountability; establishing organizational infrastructure that
reinforces knowledge and learning through multiple media
choices; scanning inside and outside the organization for new
knowledge and practices; and the use of work teams that em-
phasize collaboration and job sharing (Jeppesen, 2002).

Tannenbaum (2002) suggests that to promote individual
learning, organizations (including true learning organizations)
must diversify their learning portfolios by augmenting formal
training with a commitment to better on-the-job training (OJT)
and more N-of-1 or personalized learning opportunities. Al-
though OJT is often unstructured, unmonitored, and unsup-
ported by modern organizations, it remains one of the primary
means by which employees learn their jobs. In several recent
cross-organizational studies, employees reported that only 10
to 30% of their job-relevant knowledge and skills were ac-
quired through formal job training (Pfeffer & Sutton, 2000;
Tannenbaum, 1997). There are many potential benefits for
OJT, including the use of job experts as instructors, and fewer
expenditures for planning and design and actual training costs.
Yet, the potential impact of OJT may be negated if organiza-
tions fail to provide even minimal support in terms of such
standard operating procedures as identifying needs, setting ob-
jectives, training trainers, and holding OJT trainers and learn-
ers accountable for results. Accordingly, authors such as Noe
(2002) and Rothwell and Kazanas (1990) have provided pre-
scriptions centered on formalizing and providing minimal
structure to previously ill-structured, informal OJT.

Regarding personalized learning, organizations are increas-
ingly asking their members to take greater responsibility for
planning and accomplishing personalized instruction. So-
called self-directed learning works best when job demands are
constantly changing and when members have access to elec-
tronic performance support systems and computer-based train-
ing, receive detailed performance feedback (often through
360-degree systems), and believe the organization supports
and reinforces continual learning.

MEASUREMENT ISSUES IN TRAINING

The roles of needs assessment and training evaluation are
specified in the fundamental instructional systems design
(ISD) model (e.g., Goldstein & Ford, 2001), one that has re-
mained virtually unchanged for more than 30 years. Yet data

suggest that these processes frequently are not routinely fol-
lowed in organizations, and there has been limited theoretical
or empirical work on either topic over the past four decades.
The next two sections address issues regarding needs assess-
ment and training evaluation.

Needs Assessment

The Need for Needs Assessment

With respect to needs assessment, several points are worth
making. Across multiple disciplines, the needs-assessment
process is perceived as an essential starting point in virtually
all instructional design models (e.g., Dick & Carey, 1996;
Goldstein & Ford, 2001; Noe, 2002; Robinson & Robinson,
1995). The second point is that despite the assumed im-
portance of needs assessment, in practice, many training
programs are initiated without it. While research on needs-
assessment practices is not as widespread as research on
training evaluation, available evidence suggests that instruc-
tional designers do not always make use of formal needs-
assessment processes when planning training programs
(Loughner & Moeller, 1998; Saari, Johnson, McLaughlin, &
Zimmerle, 1988; Wedman & Tessmer, 1993). For example,
survey research by Loughner and Moeller indicated that pro-
fessional instructional developers spend, on average, less
than 25% of their time on formal task analysis. Furthermore,
there are no research-based guides for selecting the most ap-
propriate needs-assessment methods given foreknowledge of
the performance problem or anticipated learning outcomes.
The third point is that in contrast to other areas of training,
there is very little ongoing research or theory development
with respect to needs assessment (Salas & Cannon-Bowers,
2001; Tannenbaum & Yukl, 1992).

That said, what should be the role of needs assessment and
what are the future research questions with respect to needs
assessment? Despite an apparent lack of interest in needs as-
sessment by both practitioners and researchers, the process
remains a fundamental, critical first step in planning training.
In fact, research evidence on training effectiveness and trans-
fer of training underscores its importance. As noted earlier,
pretraining motivation for learning in trainees is an important
determinant of training success (e.g., Baldwin & Magjuka,
1997; Colquitt et al., 2000). The adult-learning literature
suggests that learner motivation increases as adults perceive
the training as relevant for daily activities (e.g., Bowden &
Merritt, 1995; Knowles, 1990), so that a thorough needs as-
sessment should be able to both diagnose motivational defi-
ciencies and ensure the relevance of training activities or
clarify trainee expectancies prior to attending training.
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Additionally, research on transfer of training has shown
that organizational climate can either facilitate or hinder
posttraining transfer (Rouillier & Goldstein, 1993; Tracey
et al., 1995). Accordingly, in planning for both training and
later transfer, it would be beneficial to assess initial states of
trainee motivation and organizational support for transfer.
Not only can such an assessment diagnose potential trouble
spots, but also data on frequently performed tasks and obsta-
cles to transfer can be useful for designing interventions for
enhancing trainee motivation and ability to transfer by en-
abling the construction of higher fidelity training simulations.
The critical role of needs assessment was underscored by
Hesketh (1997b), who recommended that traditional training
needs analysis be replaced with a transfer of training needs
analysis, the goal of which is to identify organizational con-
straints to the transfer of training. 

Yet another potential but underutilized benefit from a more
extensive needs assessment is the diagnosis of individual
learning styles. The importance of aptitude by treatment inter-
actions was discussed years ago by educational psychologists
(e.g., Cronbach & Snow, 1977), but has fallen out of favor with
psychologists in general (Sternberg & Grigorenko, 1997) and
has been historically ignored by training researchers (Warr &
Allen, 1998). However, training effectiveness research has re-
newed interest in individual aptitude, attitudes, and personal-
ity characteristics as determinants of training outcomes (e.g.,
Baldwin & Magjuka, 1997; Colquitt & Simmering, 1998;
Martocchio & Judge, 1997; Ree & Earles, 1991). If trainee at-
titudes and personal characteristics are predictive of main ef-
fects in training, it seems logical to explore the interactions of
these states and traits with specific instructional methods.

Of some interest to instructional psychologists has been the
relationship between individual learning styles and learning
success. Learning style refers to an individual preference for
how information is presented or acted upon for purposes of
mastering learning content. Intuitively, matching learner pref-
erences with instructional styles should result inboth more
positive attitudes toward training and greater learner achieve-
ment. In practice, there have been several impediments to
measuring and matching based on preferred learning styles.
First, research evidence generally has not demonstrated the
value of matching styles and instructional methods (Sternberg
& Grigorenko, 1997). Sternberg and Grigorenko have sug-
gested that the absence of reliable, valid learning-style instru-
ments may account for much of the lack of positive research
support. Second, in typical large-scale corporate training en-
vironments, instructional designers may not have the opportu-
nity or resources to design separate training interventions for
each subset of learners. Note, however, that the growing pop-
ularity of various forms of technology-mediated learning

offers the opportunity to tailor learning environments to indi-
viduals (Brown & Ford, 2002). There is some evidence in the
CBT literature that accounting for individual differences is ef-
ficacious. A recent review of technology-based instruction
suggests that trainees differ in preferred levels of learner con-
trol, and that matching desired to actual control may increase
trainee motivation in computer-based learning environments
(Brown, Milner, Ford, & Golden, in press). Accordingly, the
growing popularity of CBT suggests the need to more accu-
rately assess individual learning styles and offer guidance
to learners for choosing appropriate learning interactions.
Regarding Sternberg and Grigorenko’s concerns about the
psychometric quality of state-of-the-art learning-style instru-
ments, recent renewed interest in learning styles coupled with
more rigorous instrument development has resulted in several
reliable, valid assessment tools (Dalton, 1999; Towler &
Dipboye, 2001).

Competency Modeling

One emerging trend among training and development practi-
tioners is the use of competency models to drive training cur-
ricula. A competency is a cluster of interrelated knowledge,
skills, values, attitudes, or personal characteristics that are
presumed to be important for successful performance on the
job (Noe, 2002). In contrast to traditional job analysis,
competency-modeling approaches tend to be more worker
focused than task focused, more closely linked with business
objectives, and more likely to generalize within an organiza-
tion but not across job families (Shippman et al., 2000). De-
termining the competencies for a particular cluster of jobs
may include a formal job analysis, but should also include an
examination of emerging business strategies and a quantita-
tive comparison of the characteristics of highly successful
and less successful job incumbents (Kochanski, 1997). Once
validated, an organization-specific competency model may
be used to design training programs or personal development
plans, 360-degree style performance appraisals, long-term
staffing plans, or screening and selection tools (Noe, 2002).

Given the recent popularity of competency modeling, it is
worth asking whether this approach adds value to the training
operation beyond traditional needs assessment models. Since it
appears that thorough needs assessments are done infrequently
at best, and since I have suggested that some up-front needs as-
sessment is preferable to no needs assessment, the growing use
of competency analyses reflects positively on training practice.
Whether the use of a competency approach provides better de-
sign input than a traditional needs assessment is an empirical
question that has yet to be addressed. Competency-model ad-
vocates prescribe analysis at the organizational, job, and person
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(performance) levels, but then, so did proponents of traditional
needs assessment. Competency models are unique in that they
cluster knowledge, skills, attitudes, and values, whereas the
product of a job analysis would indicate the relative importance
of discrete knowledge, skill, ability, and other requirements
(KSAOs), but not necessarily group them together. However,
at the training-development stage, the competent designer
would make decisions (perhaps with input from incumbents or
analysts) about the grouping of KSAOs for pedagogical rea-
sons. Thus, given the current state of the competency-modeling
literature, the approach is welcome for renewing interest in pre-
training assessment, but has yet to successfully counter con-
cerns that it is nothing more than old wine in new bottles.

Future Research Needs

As noted before, there has been both a lack of research on
needs assessment and a lack of empirically supported guide-
lines to influence needs-assessment choices. Thus, the general
area of needs assessment represents open territory for future
training researchers. Some interesting, practical research
questions are outlined in the following paragraphs.

Traditional approaches to needs assessment (e.g.,
Goldstein & Ford, 2001) specify the requirement to conduct
organizational, job, or task analyses, and person analyses.
Within this framework, some unanswered questions include
the following: Are all three levels of analysis necessary, and
under what conditions is a subset of these analyses acceptable?
In what order should these be carried out? Traditionally, orga-
nizational analyses are recommended prior to job and task
analyses, but could organizational decision makers make bet-
ter decisions about commitment to training if they understand
what tasks are to be trained or exactly what the performance
deficiencies are? How much convergence is there among dif-
ferent constituents (e.g., decision makers, managers, and em-
ployees) with respect to problem identification, and what
methods are optimal for resolving differences in discrepancies
among sources?

Regarding organizational analysis, should the same
processes and sources used to identify training resources be
used to assess climate for transfer? What are useful ways for
assessing and building commitment to training through orga-
nizational analysis? How do prior experiences with training
affect perceptions of the utility of training solutions identified
during training?

Regarding job and task analysis, there are a number of in-
teresting questions pertaining to methods of data collection and
translating information on tasks and individual competencies
into training content. For example, what are the implications
for training design of basing the analysis on current tasks or

KSAOs, as opposed to framing the question in terms of fore-
casted future KSAOs (e.g., Arvey, Salas, & Gialluca, 1992;
Wilson & Zalewski, 1994). What qualifies someone as a
subject-matter expert? Can the characteristic of automaticity
often found in true experts inhibit their ability to explain basic
tasks to job analysts (Ford & Kraiger, 1985)? What are the best
ways of combining traditional forms of job and task analysis,
with their focus on observable behaviors, with new methods of
cognitive task analysis (Ryder & Redding, 1991)? Here, cogni-
tive task analysis refers to procedures for understanding the
mental processing and requirements for job performance—for
example, the roles of decision making and memory aids (see
Dubois, 2002; Schraagen et al., 2000).

Regarding person analysis, topics of interest include iden-
tifying optimal ways of assessing trainee readiness, motiva-
tion to learn, preferred learning styles, mastery orientation,
and performance deficits, and of determining to what extent
these attributes overlap. Recent research has only now begun
to show the links between these individual attributes and train-
ing outcomes, so it is not surprising that less emphasis has
been placed on the development of psychometrically sound
measures or providing evidence of the convergent and dis-
criminant validity of existing measures. Other research ques-
tions pertain to the validity of individual reports of training
needs or trainee readiness. Given that novice learners often
“don’t know what they don’t know” (e.g., Nelson & Leonesio,
1988; Weaver & Kelemen, 1997), what are the best ways of
soliciting employees’opinions on needed training while at the
same time enhancing their interest in upcoming training?

As additional research on needs assessment is conducted,
I /O psychologists will be able to make more practical sug-
gestions enabling organizations planning on training to make
efficient uses of their resources.

Training Evaluation

Historical Patterns

A second major area of training measurement concerns train-
ing evaluation. Since the early 1960s, training programs have
been evaluated in terms of Kirkpatrick’s (1994) four levels
of evaluation. The four levels were originally suggested by
Kirkpatrick in the late 1950s in response to requests from
practitioners for useful techniques for evaluating training pro-
grams. Thus, while the four levels soon assumed model-like
status (see Holton, 1996), they were originally offered as
practical guidelines drawn from Kirkpatrick’s personal expe-
rience. Specifically, Kirkpatrick recommended assessing, in
sequence, the following four outcomes: trainees’ reactions
(how well trainees liked the training), learning (what princi-
ples, facts, or skills were learned), behavior (what were the
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resulting changes in job behavior), and results (what were
the tangible results from training). Kirkpatrick’s four levels
have been characterized as hierarchical, indicating both that
higher levels should not be assessed unless satisfactory re-
sults are achieved at prior levels and that changes at higher
levels are more beneficial to the organization than changes at
lower levels.

Kirkpatrick’s (1976, 1994) four-level hierarchy remains
the standard for evaluation practice. Accordingly, recent sur-
veys of organizations’ evaluation practices have been orga-
nized around the four levels (Twitchell, Holton, & Trott, 2001;
Van Buren, 2001). These surveys found that although most or-
ganizations assess the first level, or reactions to training, fewer
than half measure learning during training, and, depending
on the survey source, only 10–30% measured changes in on-
the-job behavior or performance results. The consistency of
these findings with those of prior surveys (e.g., Catalanello &
Kirkpatrick, 1968) led Twitchell et al. to conclude that “it
would appear that evaluation practices today are not much
more widespread than thirty years ago, except at Level 2”
(p. 96).

Emerging Trends in Evaluation

It is easy to look pessimistically at modern evaluation prac-
tices and believe that, unlike in other areas of training and de-
velopment, nothing much is changing: Training researchers
and practitioners continue to use an atheoretical model
proposed 40 years ago, and the prevalence of behaviorally
based or performance-based evaluation measures remain un-
changed from 30 years ago. However, it can also be argued
that seeds for change in evaluation practices have been sown,
such that we may continue to see growth toward better, more
construct-based evaluation practices in the next decade. 

First, the last decade has seen several thoughtful critiques
of the Kirkpatrick approach (Alliger & Janak, 1989; Alliger,
Tannenbaum, Bennett, Traver, & Shortland, 1997; Holton,
1996; Kraiger, 2002; Kraiger et al., 1993), and the limitations
of this approach are gradually being recognized by both
researchers and practitioners. In brief, criticisms of the
approach are as follows: (a) The approach is largely atheoret-
ical, and to whatever extent that it may be theory based, it is
based on a 1950s behavioral perspective that ignores modern,
cognitively based theories of learning. (b) It is overly sim-
plistic in that it treats constructs such as trainee reactions and
learning as unidimensional. (c) The approach makes assump-
tions about positive relationships between training outcomes
that are not supported by research (see Alliger et al., 1997)
or do not make sense intuitively. For example, Kirkpatrick
argued that trainees cannot learn if they do not like the train-

ing. Although meta-analytic research suggests that trainee
reactions and learning are in fact correlated (Alliger et al.) the
relationship is not that strong. (d) The approach does not ac-
count for the purpose for evaluation; it is not always neces-
sary to move from a level-2 to a level-3 evaluation simply
because that is the next step, but it is important that data col-
lection be conducted with a mind toward how the data may
be useful to the training function. As discussed by Kraiger
(2002), there are generally three purposes for training evalu-
ation: decision making (e.g., deciding whether to keep a
course), feedback (e.g., identifying strengths and weaknesses
of trainers or trainees), and marketing (e.g., using results of
the evaluation to sell the training to other organizations or
future trainees). A more practical approach to evaluation
would recognize that what is to be measured should be
guided by the intended uses of the data, not by what was mea-
sured last.

Second, researchers have begun to appreciate the multidi-
mensional nature of common evaluation targets. For exam-
ple, Warr and Bunce (1995) argued that participant reactions
are not a unitary construct, but a multidimensional one
composed of feelings of affect or satisfaction toward training,
perceived utility, and perceived difficulty. Alliger et al. (1997)
concurred in principle, but suggested that reactions typically
comprise two dimensions—affect and utility. Finally, Morgan
and Casper (2001) administered 32 common-reaction ques-
tions to more than 9,000 trainees and factor-analyzed respon-
dents’ answers. Their analyses suggested that there were six
factors underlying participant reactions to training: satisfac-
tion with the instructor, satisfaction with the training and
administration process, satisfaction with the testing and eval-
uation process, utility of training, satisfaction with materials,
and course structure. A useful practitioner-focused article
that captures the dimensionality of trainee reactions was re-
cently published by Lee and Pershing (1999), who defined
and provided sample questions for 10 dimensions of partici-
pant reactions, including content and program materials, de-
livery methods, instructor, instructional activities, program
time or length, the training environment, and logistics and
administration.

As discussed previously, the multidimensional nature of
participant learning was recognized by Kraiger et al. (1993).
Their typology is not only more consistent with modern
learning theory, but provides greater precision in determining
how trainee learning should be assessed. To date, there have
been relatively few published applications of Kraiger et al.’s
taxonomy, particularly in the applied domain. The use of new
measures proposed in the taxonomy tend to be restricted to
academically focused tests of training methods geared to-
ward learning outcomes in the taxonomy, such as knowledge
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organization (Kraiger, Salas, & Cannon-Bowers, 1995) or
metacognition (Schmidt & Ford, 2001; Toney & Ford, 2001).

Building on an expanded outcomes framework suggested
by Jonassen and Tessmer (1996/1997), Kraiger (2002) has re-
cently proposed an updated taxonomy that is linked explicitly
to training purpose and provides sample measures for each
outcome. For example, under the general learning construct
of “forming concepts and principles,” Kraiger provides five
possible outcomes including “forming concepts” (e.g., iden-
tifying examples of statistical problems that can be solved
using analysis of covariance) and “applying rules” (e.g.,
calculating the sample size necessary to ensure adequate
statistical power in a simple training design). If one of the
strengths of the Kirkpatrick (1994) approach is its simplicity,
then the logical pathways from training purpose to suggested
learning measures in Kraiger may be at the same time equally
straightforward yet more comprehensive.

A third reason for optimism with respect to training eval-
uation is the growing understanding that less rigorous
research designs may still be useful for decision-making pur-
poses. One of the popular reasons provided by training pro-
fessionals that more extensive evaluations (e.g., measuring
changes in on-the-job behavior) are not performed is that
strong experimental designs (i.e., those with pretesting and
control groups) are not possible due to lack of resources, poor
timing, or ethical considerations of withholding treatment
from control group subjects (Twitchell et al., 2001). How-
ever, depending on the use of evaluation information, high
quality, rigorous evaluation designs may not be necessary
(Sackett & Mullen, 1993; Tannenbaum & Woods, 1992). As
Sackett and Mullen noted, evaluation is very often made
merely to determine whether a target performance level has
been achieved (e.g., whether a paramedic is street ready). In
these circumstances, formal evaluation designs may not be
necessary at all, particularly if the researcher has confidence
in the validity of the performance measure. When evaluation
is done for decision-making purposes, true experimental de-
signs may have less power to detect training effects than
weaker preexperimental designs under some conditions
(Sackett & Mullen, 1993). When true experimental designs
are impractical, there are useful alternatives, including
Haccoun and Hamtiaux’s (1994) internal referencing strat-
egy, and the use of reasoned logic based on knowledge of the
measures and the intended impact of training (McLinden,
1995, Sackett & Mullen, 1993). As training practitioners
learn more about how to build the case for training without
having cleanly and absolutely isolated the training, then per-
haps more extensive evaluations will be attempted.

In summary, in many ways the practice of training evalua-
tion looks no different than it did 40 years ago. However, a

growing appreciation of the limitations of old methods, the
emergence of expanded taxonomies of potential measures,
and a new understanding for the value of less rigorous re-
search designs may spark more widespread applications of
purposeful, construct-based evaluation.

FINAL THOUGHTS

Consistent with Salas and Cannon-Bowers (2001), it appears
that the state of training research has never been more active
or as conceptually well founded as it is today.All of this comes
at an opportune time as the training industry itself is evolving
even more rapidly. Successful organizations are investing in-
creasingly more in employee training and development, the
potential if not the very form of instructional delivery is
changing as e-learning explodes, and training and develop-
ment is even becoming an integral mechanism for restructur-
ing organizations. The advancements in theory and research
over the past 15 years should provide the foundation for train-
ing guidelines and principles that will ensure more effective
and more efficient trainee learning maintained over time.
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The beginning of the twenty-first century poses an interesting
paradox for industrial and organizational (I /O) psychology
and strategic human resources (HR) management. Leading
I/O psychology journals, especially in the United States,
have reduced attention to utility analysis at a time when the
quantitative measurement of human capital is receiving un-
precedented attention.

First, the good news: The accounting and management pro-
fessions recognize that traditional corporate measurement
systems must be enhanced to account for intangibles in a
knowledge-based economy (Brookings Institute, 2000;
Canibano, Garcia-Ayuso, & Sanchez, 2000; Lev, 1997).
Strategic HR management writers have noted the importance
of understanding the value of human capital (e.g., Boudreau &
Ramstad, 1999; Lepak & Snell, 1999). Consulting firms
increasingly offer products designed to measure or demon-
strate the relationship between HR programs and financial
value (Fitz-enz, 2000; Grossman, 2000; Stamps, 2000). Yet,
much of this focus is on developing new measures with rela-

tively less attention to frameworks for decision support. As
Boudreau (1998) noted, there is disturbing evidence that fi-
nancial analysts face significant difficulties in using HR mea-
sures (Eccles & Mavrinac, 1995; Mavrinac & Seisfeld, 1997;
Welbourne & Andrews, 1996). Who better than professionals
in I/O psychology to offer solutions drawing on the long her-
itage of measurement development?

Now, the bad news: I/O psychology has largely missed the
opportunity to frame and inform this growing and important
debate. The last decade has actually seen a decrease in atten-
tion to utility analysis, in contrast to the increasing amount of
research in the 1980s and early 1990s that began with the
resurgence of interest prompted by work by Cascio, Schmidt
and their colleagues (Cascio & Silbey, 1979; Schmidt, Hunter,
McKenzie, & Muldrow, 1979). Boudreau’s (1991) review
identified more than 40 studies in the area, including 28 stud-
ies published between 1979 and 1990 focusing solely on the
issue of estimating SDy, the standard deviation of em-
ployee performance in dollars! Since 1991 there has been a
noticeable decrease in attention to utility analysis. For this
chapter, we searched for research since 1991. Articles on
utility analysis have appeared in many outlets, and there has
even emerged a journal entitled Human Resource Costing and

The authors thank Wendy Boswell and Benjamin Dunford for help-
ful assistance in preparing this chapter.
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Accounting, published by the Personnel Economics Institute
in Stockholm, Sweden. Yet, we identified only 13 articles in
Personnel Psychology and Journal of Applied Psychology.

Does this pattern reflect the irrelevance of utility analysis to
I/O psychology and the measurement of human capital and
human resources? We will suggest a different conclusion
based on the convergence between utility-analysis research is-
sues and unresolved strategic HR management issues. These
issues are traditionally addressed by I/O psychology, and cre-
ate an unprecedented opportunity for integrative research that
draws on the best of these fields. However, such integration
requires a new emphasis in utility analysis and I/O psychol-
ogy research, as well as a perspective on HR strategy that bet-
ter encompasses the logic of utility analysis.

The original working title of this chapter was “Cost-Benefit
Analysis for I/O Psychological Interventions.” Typically, such
chapters discuss how to estimate the payoff from I/O interven-
tions, after the fact. We believe that integrating the tools and
paradigms of I/O psychology with emerging models of strate-
gic HR management is much more fundamental than refining
cost-benefit techniques. Such an integration actually suggests
that utility analysis logic may be most valuable in identifying
opportunities for strategic I/O psychology contributions before
interventions are chosen. Thus, this integration will draw heav-
ily upon not only I/O psychology principles, but on elements of
organizational strategy (Porter, 1985) as well; hence the inclu-
sion of “Strategic Industrial/Organizational Psychology” in the
title.

We will review developments in utility analysis research
since 1991, but we will take as a departure point the funda-
mental idea of decision support. Decision support is also a
familiar theme in utility analysis, and has been repeatedly
emphasized (Arvey & Murphy, 1998; Boudreau, 1991;
Boudreau & Ramstad, 1999; Boudreau, Sturman, & Judge,
1994; Cascio, 1996, 2000; Skarlicki, Latham, & Whyte,
1996). Here, we use the framework to highlight the key I/O
and strategy linkages, and to suggest future integrative
research.

Then, we will take a perspective that is more prescriptive,
showing how the logic and methods of utility analysis actu-
ally provide the mechanisms for I/O psychology to become
more strategic, and to assist strategic HR management in be-
coming more operationally rigorous. As it turns out, the ker-
nels of this integration existed in the utility analysis logic all
along, but has been largely unrecognized. We will address the
“criterion problem” in SDy research (Arvey & Murphy, 1998,
p. 161) from a decision-based perspective, as an alternative to
the traditional I/O focus on measurement and statistical
assumptions, and show how the decision-based perspective
reveals opportunities to capitalize on the links between

human capital and organizational success. We will present a
model, HC BRidge (HC BRidge™ is a trademark of the
Boudreau-Ramstad Partnership), that links human capital
and, organizational performance, and show how it suggests
new directions for I/O research on utility analysis estimation,
acceptance, and decision making. We will then address SDy
measurement from the strategic perspective, to show how
SDy addresses a fundamental gap in HR strategy.

UTILITY ANALYSIS AS A DECISION PROCESS:
A REVIEW SINCE 1991

Several authors have described utility analysis research since
1991, each summarizing the basic utility-analysis equation,
the continuing debate regarding measurement, and recent en-
hancements to the utility model (e.g., Cabrera & Raju, 2001).
Although each review took a different approach, they all ar-
rived at a similar conclusion—that a return to the fundamen-
tal process of decision making is essential to advancing the
field.

Boudreau (1991, 1996) proposed that utility analysis mea-
surement was founded on two premises: (a) Measures will
lead to more rational and productive choices about people;
and (b) measures will convince others to support and invest
in HR management programs. Landy (1989) noted that a sig-
nificant gap was the lack of information on how managers ac-
tually use information in making decisions. Boudreau et al.
(1994) suggested that future selection research should focus
on how recruiters, managers, and employees make actual de-
cisions throughout the selection process. Many have sug-
gested that drawing on theories of decision making and
decision processes is key to enhancing the relevance of util-
ity analysis research (Boudreau, 1991, 1996; Highhouse,
1996; Skarlicki et al., 1996). Boudreau and Ramstad (1997)
noted that “metrics are not neutral” because they convey val-
ues, priorities, and an underlying strategic framework, sug-
gesting that the strategic framework used to organize and
articulate measurement linkages was key to understanding
decisions.

The Importance of Decision Science: Talentship

Human resource metrics are commonly evaluated by asking
key decision makers if they like the HR measures, or if the
HR measures seem businesslike. Yet, it would seem rather
ludicrous to assess the financial analysis framework by ask-
ing whether business leaders liked it (in fact, if they miss
their numbers, they are likely to hate it!). Why do HR and I/O
focus so strongly on client opinions about measures, while
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finance focuses on the outcomes of the measures? The
finance profession has created a system that is so logically
connected to important organizational outcomes, and so
clearly able to improve important decisions about financial
capital, that it is an accepted metaphor for the business
organization, even when its message is unpleasant (Boudreau
& Ramstad, 1997). Information is valuable if it improves im-
portant decisions in an uncertain world (Bazerman, 1998;
Bierman, Bonnini, & Hausman, 1991). Similarly, the crucial
outcome of any human-capital information system is its abil-
ity to enhance decisions, in this case decisions about human
capital (Boudreau, 1995). The logic, richness, and relevance
of our frameworks for understanding human capital are the
key. The professional practice of accounting is essential for
organizations, but it is the decision science of finance that
draws on accounting measurements to support decisions
about financial capital. Similarly, the professional practice of
HR management is essential, but the decision science of
human capital will integrate HR management practices and
measures to create a decision framework for talent. We have
coined the term talentship to refer to this emerging decision
science (Boudreau & Ramstad, 2000, 2002). Thus, as finance
is to accounting, so talentship is to HR management. This
chapter will not develop the decision science of talentship,
but we propose to show how I/O psychology and utility
analysis can play a significant role. Later, we will expand on
talentship and the lessons to be learned from established de-
cision sciences. First, we review utility analysis research
using a decision-based perspective.

A Decision-Process Lens

We will organize our review of the utility analysis literature
according to a seven-step decision process: (a) learn, assess,
and sense patterns; (b) identify and gather appropriate data;
(c) analyze and identify key messages; (d) design summaries
and prescriptions; (e) present summaries and prescriptions;
(f ) influence key human capital decisions; and (g) effect exe-
cution and behavior change.

Learn, Assess, and Sense Patterns

This stage reflects how individuals perceive talent issues and
decide to attend to them. In the field, we encounter this as the
inklings that certain talent issues are important: For example,
the HR manager who says, “We seem to be outsourcing all
the work of our nonexempt employees to cut costs, but those
folks are pretty important to our competitiveness, and we can
do a better job of nurturing their contributions internally, than
an outside company. The cost reductions of outsourcing are

tangible, and I can’t demonstrate with numbers, but I think
we’re throwing out the baby with the bath water.” This is a
fertile area for I/O psychology to play a key role in helping to
understand how problems are identified in the first place,
long before data are gathered and models are applied. How
do decision makers learn which patterns to attend to?

There is little research in the utility analysis area per se on
these issues. Research questions would include what cues are
most salient to different organizational decision makers, and
what factors contribute to their decisions to attend to them.
This is important, because the lack of well-accepted para-
digms for human capital decisions probably leads to a wide
variety of attention patterns. For example, some may focus on
cost reduction, whereas others focus on complaints from key
managers; still others take their initial cues from news stories
or reports of best practices. These different starting points may
significantly affect later stages of the process.

A frequently mentioned body of research in this area has to
do with fads, fashions, and the issue of technical versus ad-
ministrative decisions. It has been noted (Boudreau, 1996;
Skarlicki et al., 1996) that the literature on diffusion of new
practices may be useful in understanding the impact of utility
analysis, and we will return to that later. The same literature
may help understand the pre-impact stages of decision mak-
ing. Johns (1993) and Abrahamson (1991, 1996) questioned
the assumption of rational cost-benefit analysis in adopting
innovations, suggesting that such decisions are driven by
fashions and fads. I/O research might fruitfully explore
whether decision makers rely on the imitation of recognized
industry leaders or gurus as their starting point for decisions,
rather than on a rational examination of the decision issue.
Johns’s (1993) technical versus administrative distinction is
also useful, because it suggests why decision makers may
approach human capital through analysis or through opin-
ion, and this significantly affects the information they attend
to. Another rich source of ideas can be found in the persua-
sion literature. Boudreau (1996) noted that persuasion mod-
els (e.g., Perloff, 1993; Petty & Cacioppo, 1984; Quinn,
Hildebrandt, Rogers, & Thompson, 1991; Reardon, 1991)
offer insights into factors affecting the reactions of utility-
analysis receivers and senders. These theories suggest what
variables may affect the cues that are relevant at the early
stages of decisions, and how to predict and influence them.

A fascinating example of this phenomenon can be found
in emerging research on the cognitive processes underlying
the much-touted finding that objective financial measures are
associated with managers’ self-reports of their firms’ num-
bers or patterns of HR practices (e.g., Becker & Huselid,
1998; Huselid, 1995). Recent results indicate that when stu-
dents and managers are told that hypothetical firms have
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strong financial performance, their subsequent estimates of
the prevalence of HR practices are higher (Gardner, Wright,
& Gerhart, 2000). These tantalizing, if preliminary, data sug-
gest how mental maps may affect the prior assumptions of
decision makers, and it seems likely that such mental maps
also affect how decision makers attend to cues that initially
structure their data gathering.

Identify and Gather Appropriate Data: Extensions and 
New Applications of Utility Models

This stage includes deciding what model will guide data
gathering, and the adoption of one model over another.
Today, there are many models available, each implying a par-
ticular array of necessary data. Model design and choice have
received a great deal of attention in the utility analysis lit-
erature. Prior to 1991, the selection utility framework
evolved from a focus on variance explained; to calculating
the expected standardized increase in criterion scores, given
a certain validity and selection ratio; to translating those stan-
dardized values into dollar values, with offsetting costs
(Boudreau, 1991; Schmidt & Hunter, 1998). The selection
utility model was extended to encompass recruitment, em-
ployee flows, financial and economic considerations, labor
market effects on offer acceptance patterns, and so on (e.g.,
Boudreau, 1983; Boudreau & Rynes, 1985). Each embellish-
ment presented new implications for data gathering and
analysis. Perhaps the resulting complexity is a drawback of
utility analysis (Rauschenberger & Schmidt, 1987). We will
return to this issue later. Here, we will summarize the exten-
sions and data requirements of the utility analysis model
since 1991, and then examine the emerging research on the
determinants of choices among decision models.

Extending Utility Models to Downsizing and Internal
Movement. Utility analysis models have been extended to
encompass elements of employee retention and internal
movement. Figure 9.1 depicts the underlying concepts. Tra-
ditional models focused primarily on the quality of employ-
ees hired into a job (the top box of Figure 9.1). Subsequently,
the number of employees leaving the job was included.
Boudreau and Berger (1985) introduced parameters reflect-
ing the number and quality of employees who leave the orga-
nization, suggesting that the workforce at any time is a
function of those retained from before, and those added. This
is shown in the bottom half of Figure 9.1. Each arrow repre-
sents a flow of employees, value, and associated costs. See
Boudreau (1991) and Boudreau and Berger (1985) for de-
tails. They also noted that this concept could be extended by
the consideration of movement between jobs as simultaneous

internal turnover from the source job, and internal selection
to the destination job.

Mabon (1996, 1998) applied this logic to downsizing de-
cisions. He showed that the true value of downsizing depends
significantly on the correlation among pay, tenure, and em-
ployee value. For example, if highly paid employees are also
the most valuable, layoffs designed to maximize cost reduc-
tion with minimum headcount reductions (laying off the
highest paid employees) may have unseen but devastating ef-
fects on overall value. Barrick and Alexander (1991) applied
Markov movement and survival probabilities to account for
employees who leave the work groups that they are selected
into, but do not leave the organization. 

Extending the Utility Model to Reflect Probationary
Hiring. DeCorte (1994, 1997, 1998b) applied the Boudreau-
Berger retention model to a probationary period, during which
acquired employees may be dismissed if performance is not
satisfactory.Applying this model requires that decision makers
estimate the proportion of new hires expected to survive the
probationary period, as well as the costs of training and
maintaining new employees, and the average expected value
of those who survive the probationary period. By assuming
that predictor scores and performance ratings have a linear
bivariate-normal distribution, DeCorte derived the predicted
success rate from the performance cutoff score, and the average
value of the surviving group from the correlation between
performance ratings and selection scores, along with an esti-
mate of the average dollar value of the applicant population.

Figure 9.1 Acquisition, separation, and internal movement utility.
Source: Adapted from Boudreau and Berger (1985).
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Results suggest when unsatisfactory employees can be dis-
missed after probation, the overall attained workforce value
can be enhanced. Paradoxically, the incremental utility of a
more valid selection is lower with a probationary period, be-
cause the probationary period provides the opportunity to cor-
rect selection mistakes from less valid, and presumably less
costly, alternative predictors. This also means that the tradi-
tional selection utility model will overestimate utility when se-
lection mistakes can be systematically corrected through later
dismissal.

DeCorte (1998b) also noted that it is possible to estimate
optimal criterion and test score cutoff levels that can include
both an optimal immediate rejection level and an optimal im-
mediate acceptance level (for those whose initial qualifica-
tions are so high that additional screening is not optimal). The
notion of optimizing rather than simply evaluating results is
intriguing. Rather than using utility models merely to esti-
mate the value of alternatives, decision makers might calcu-
late optimal decision parameters, and then attempt to achieve
them. For example, DeCorte (1998b) noted that one optimal
solution required hiring 66 new employees to eventually end
up with 17, which might at first have seemed an excessive
probationary turnover rate. The utility model used (in this
case, choosing optimization rather than simple evaluation)
determines the kind of data gathered and the decision ap-
proach, again showing the importance of approaching utility
analysis through a decision framework. 

Updating the Classification Problem. In making a
classification decision, one is not merely selecting applicants
for a single position but instead assigning applicants to one
of several different positions. This issue has been discussed
since the early days of utility analysis (Brogden, 1949), but
since 1991 there have been some new developments. Alley
and Darbyk (1995) and DeCorte (1998a) provide methods
to calculate the expected benefits of personnel classification
decisions when it is assumed that selection criteria are
equally correlated and equally valid, that equal numbers are
to be assigned to each classification, and that the jobs are all
equally important. DeCorte (2000a) relaxed the assumptions
of equal validities, equal correlations, and equal assignments,
and added the assumption of an infinitely large applicant set.
Results suggest that the benefits of testing applied to classifi-
cation may be significantly higher than for using tests for
more typical one-position selection. With enhanced comput-
ing power, one can envision optimally combining multiple
predictors to assign applicants among multiple positions.
Labor shortages and flexible roles may mean that classifica-
tion better fits the reality of selection than does the more stud-
ied situation in which applicants are selected for one job. For

example, organizations might systematically consider each
applicant’s most appropriate role, rather than simply the ap-
plicant’s fitness for a particular assignment. Again, the choice
of the decision model fundamentally changes the entire
process.

Utility Analysis for Pay Decisions. The Boudreau and
Berger (1985) acquisition-retention framework has been used
to evaluate pay strategies through their effect on employee
movement. Klass and McClendon (1996) examined the
decision to lead, lag, or match the market. Like Rich and
Boudreau (1987) and Sturman (2000), Klass and McClendon
gathered parameter information from published studies,
and simulated effects on employee-separation and offer-
acceptance patterns. Results for bank tellers suggested that
a lag policy produced higher payoffs, although leading the
market (paying higher than the average) did enhance reten-
tion and attraction of top candidates. The authors noted that
these results did not advocate for a particular pay policy, and
showed how simulated reductions in citizenship behavior
due to low pay might change the results. Boudreau, Sturman,
Trevor, and Gerhart (1999) also examined compensation util-
ity using the Boudreau and Berger model. Like Klass and
McClendon, they simulated effects on retention patterns, but
focused on a different pay element—performance-based
pay. Their simulation, based on earlier results on compensa-
tion and turnover from a large private-sector organization
(Trevor, Gerhart, & Boudreau, 1997), suggested that the pay-
off from performance-based pay is significantly higher when
performance variability has large dollar values, with payoff
actually being negative when applied to low-variability em-
ployee populations. These applications suggest that choosing
to examine pay decisions through the lens of a model of em-
ployee attraction and retention might yield very different
conclusions from an analysis using simply market compensa-
tion comparisons or costs.

Utility Analysis Applied to Training, Quality Circles,
and Employee Day Care. Applications of utility analysis
to decisions other than employee selection, retention, and pay
suggest further embellishments of the utility framework.
Morrow, Jarrett, and Rupinski (1997) estimated the utility of
a variety of training programs and populations in a single or-
ganization over a four-year period. They estimated traditional
utility parameters (e.g., effect size, number trained, duration
of effect, and dollar value of variability in performance),
along with a new parameter designed to reflect the proportion
of relevant job skills affected by a particular training pro-
gram. The study is unique in estimating the utility of many
programs in one organization. Barrick and Alexander (1992)



198 Strategic Industrial and Organizational Psychology and the Role of Utility Analysis Models

found a positive effect of a one-year quality-circle interven-
tion at a large bank in the Midwestern United States, using
utility calculated as the combined effects on turnover, absen-
teeism, and overtime. Kossek and Grace (1990) estimated a
positive utility effect for a day-care center, using reduced
turnover and absence and enhanced public relations.

Some Black Boxes in the Utility Model. Boudreau et al.
(1994) summarized a number of factors that might alter
selection utility values or explain decision-maker reactions to
utility analysis, including (a) existing predictors that will be
retained, when adding new ones (see also Burke & Frederick,
1986; Raju & Burke, 1986); (b) temporal changes in validity;
(c) multidimensionality in criteria that may make performance
ratings used alone less representative of all valued outcomes;
(d) employee movement between positions; (e) multiattribute
criterion definitions; and (f) unacknowledged costs, such as
increased training, pay, or bureaucracy (see also Jones &
Wright, 1992). Russell, Colella, and Bobko (1993) argued for
a strategy-utility link, with examples showing that the timing
of utility benefits may significantly affect their value. For
example, if a start-up organization must show a profit within a
year or go out of business, projected utility gains beyond one
year have little strategic value. Such short time windows can
also be accommodated by increasing the discount rate on fu-
ture returns (Boudreau, 1983), but the more direct decision
link suggested by Russell et al. may be more understandable.

The Confidence Interval and Potential Variability in
Utility Estimates. Sturman’s (2000) computer-simulation
evidence indicated that applying suggested adjustments to the
traditional utility model, in combination, can produce sub-
stantial reductions (sometimes in excess of 90%). He noted
the need to consider the situational context when estimating
utility, and the fact that if line managers or other constituents
are aware of the potential effects of such adjustments, they
may be understandably skeptical about unadjusted utility val-
ues. Variability in utility estimates had been examined prior to
1991 (e.g., Alexander & Barrick, 1987; Rich & Boudreau,
1987), but recently DeCorte (2000b) returned to this issue,
noting that the expected average standardized criterion score
of those selected—traditionally estimated using the selection
ratio and validity coefficient—is actually the limiting case that
assumes infinitely many applicants are available. DeCorte
(1998a, 1998b, 2000b) provided formulas to calculate a point
estimate and confidence interval that reflect a finite number of
applicants. Russell (1998) noted that the typical assumption
that the validation criterion (usually performance ratings)
and the dollar value of employees have a correlation of 1.0 is
likely to be violated (e.g., DeNisi, 1996). Using a correction

formula from McNemar (1962), he showed that even when
observed sample correlations are high, the range of possible
unobserved true correlations can be very large. For example,
the true correlation between employee value and selection-
test scores can range from –0.02 to �1.00, even when the true
correlation between the test scores and performance ratings
is .70 and the true correlation between performance and em-
ployee dollar value is also .70. Becker and Huselid (1992) de-
rived a similar result for regression analysis, showing that a
measured regression coefficient will overstate the true regres-
sion coefficient the higher the predictor correlations and the
lower the reliabilities (p. 230). This suggests that decision
makers and researchers should incorporate wider confidence
intervals into their utility assessments as they consider the risk
and return to I/O intervention investments.

Summary. Recent years have seen new utility analysis
applications, but also new cautions and adjustments. With the
work prior to 1991, a wide array of models and parameters is
available. In one way, this bodes well for future utility analy-
sis applications. The enhanced computing power and mathe-
matical logic of new models, and their application to a wider
variety of HR interventions, suggests that more precise and
sophisticated analysis is feasible for many more decision
makers. On the other hand, the sheer volume of parameters
and models can be daunting to even the most motivated and
informed user. This highlights the importance of understand-
ing the processes that do (and should) guide decision makers
to choose one model or analytical approach versus another.
Little research explains how to improve decision makers’
ability to understand and appropriately choose among this in-
creasing set of options, or when richer utility models are ac-
tually likely to enhance the ultimate human capital decision.
We turn to this issue next.

Identify and Gather Appropriate Data:  The Processes
of Choosing an Analysis Approach

This stage of the process involves choosing which analysis
approach will be used. Each new application, more precise
model, or way to overcome limitations, implicitly or explic-
itly suggests that the prior absence of these embellishments
may explain the failure to use or believe utility analysis re-
sults. This is a different question than the persuasive effect or
acceptance of utility analysis after the model has been ap-
plied and results are presented, which has received much at-
tention that we will discuss later. Here we focus on research
examining why utility analysis is not more widely applied
and reported, and the potential effects at the point at which
decision makers choose what frameworks they will use.
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Macan and Highhouse (1994) surveyed American HR
professionals and psychologists who reported that their man-
agers were seldom aware that HR activities could be justified
in dollar terms, despite their interest in the impact of HR on
the bottom line. Florin-Thuma and Boudreau (1987) pro-
vided an early study that actually examined the views of
managers who had chosen not to implement performance
feedback. They found that managers had underestimated how
far employee performance fell below standards, and thus un-
derestimated the potential insights from analyzing perfor-
mance feedback. After receiving the utility analysis, these
same managers reported finding the results compelling, in
part because they corrected misconceptions about the impact
of the performance problem. Several authors have noted the
persuasive value of involving decision makers in the early
stages of utility-model development. Advocates of multiat-
tribute utility (MAU) approaches, for example, derive key di-
mensions directly from the users (e.g., Roth, 1994; Roth &
Bobko, 1997). How to induce or encourage that involvement
remains relatively unexamined.

Roth, Segars, and Wright (2000) provide one of the most
explicit treatments of the decision to adopt utility models.
They proposed that utility analysis acceptance is affected in
part by processes in the pre-use stage, prior to conducting the
utility analysis. They use image theory to suggest how deci-
sion makers may evaluate analysis approaches according to
their value image (criteria for moral correctness), trajectory
image (the goals of the decision), and strategic image (the tac-
tics for achieving the goals). They note the possible effects of
prior decision-maker experience or success with decision
models, including whether the models match broad screening
criteria such as awareness, confidence, and political or emo-
tional factors. Results from Macan and Highhouse (1994) sup-
port the premise that familiarity with utility analysis affects
impressions of it. This stage of the process remains relatively
unexplored, yet may provide fertile ground for understanding
how to enhance decision quality, and may explain the adoption
patterns of analytical models.

Analyze the Data and Identify the Key Messages:
The Array of Alternatives to Utility Analysis

This stage of the decision process involves applying the
chosen model, analyzing the data as the model directs, and
determining the implications or messages in the analysis.
Certainly, the earlier review of emerging utility model em-
bellishments is relevant here, because those models imply
certain key messages. While attention to developments
regarding utility analysis models is important, decision mak-
ers are now faced with an array of alternatives that goes well

beyond utility analysis models. This growing array of choices
presents an important context as decision makers interpret
the data they gather, and provide a perspective on the advan-
tages and limitations of utility analysis models generally.
In Table 9.1 we summarize the available measurement alter-
natives discussed in this section. We discuss traditional and
utility analysis methods throughout this chapter, so we focus
on the alternatives beginning with the third row of Table 9.1.

Financial Efficiency Measures of Human Resource
Operations. This category includes systems for calculating
the costs of HR programs and HR departments, as well as an
array of various dollar- or time-based ratios for different HR
processes such as staffing, compensation, labor relations, and
so on. These approaches focus on dollar-based indicators of
HR operations, and compare those standardized indicators
across organizations. Perhaps the most visible examples in-
clude products from the Saratoga Institute, as described in the
work of Fitz-enz (1995, 1997). The primary focus is on the
efficient use of resources, as embodied in input-output ratios
such as the time to fill vacancies, turnover rates, turnover
costs, compensation budgets compared to total expenses, and
the like. Some elements of behavioral costing (Cascio, 2000)
also fit into this category (e.g., the cost savings from reducing
turnover or absenteeism). Compared to utility analysis, this
approach can be quite compelling because of its fairly direct
connection to accounting outcomes. Accounting emphasizes
efficiency and cost control, and these approaches can identify
where HR programs can achieve visible cost reductions. The
ability to compare such ratios to those of other organizations
allows HR professionals to identify potential improvement
targets. Compared to utility analysis, this approach has the
advantage of providing a standard approach to gathering and
reporting data (in fact, the Saratoga Institute offers computer
programs that automatically extract information from data-
bases such as PeopleSoft and SAS to produce the standard
ratios). It does not require understanding the bivariate linear-
ity assumptions underlying utility analysis, and it does not
require estimates of the value of employee performance
variability. 

Of course, this is also the drawback, because such
efficiency-focused systems are generally poor at reflecting
implications for the value of employees. It seems likely that
they will create a focus on cost reduction, perhaps rejecting
more expensive alternatives that may have significant pay-
offs beyond their additional costs. For example, cost per hire
can be reduced by cutting the number of selection activities,
but such reductions may well reduce validity and subsequent
workforce quality. In fact, valuable I/O interventions that
show high utility will generally increase the cost-per-hire and



Traditional evaluation of HR
programs

Utility analysis for specific
programs

Financial efficiency measures
of HR operations

HR activity and best practice
indices

Multiattribute utility (MAU)

HR dashboard or balanced
scorecard

Financial statement
augmentation

Financial statement
reconciliation

Intellectual capital and
knowledge management

Causal chain analysis

New-hire skills, trainee
knowledge, changes in
attitudes, turnover levels

Knowledge, skills,
performance assessments,
transformed to dollar values
and offset with estimated costs 

Cost per hire, time to fill,
training costs

“100 Best Companies to
Work For,” human capital
benchmarks

ProMES applied to
HR programs, specific
MAU models built for
particular organizations

How the organization or HR
function meets goals of
“customers, financial markets,
operational excellence, and
learning”

Supplements to annual reports
(e.g., Skandia and ABB);
human capital navigator 

HR accounting, intangible
Asset measurement, “putting
human capital on the balance
sheet”

Patents, networks, information
system investments, knowledge
stocks and flows

Path models linking employee
attitudes to service behavior to
customer responses to profit

Textbooks on experimental
design, as well as research
reports of program effects

Boudreau (1991); Boudreau &
Ramstad (2001, this chapter);
Cascio (2000)

Cascio (2000);
Fitz-enz (1995, 1997)

Becker & Huselid (1998);
Delery & Doty (1996);
Huselid, Jackson, & Schuler
(1997); Ichniowski et al. (1997)

Roth (1994);
Roth & Bobko (1997)

Becker et al. (2001);
Kaplan & Norton (1992)

Skandia Corporation (1996);
Sveiby (1997)

Bassi et al. (2000); Flamholtz
(1999); Lev & Zarowin (1999)

Argote & Ingram (2000);
Crossan et al. (1999);
Hall et al. (2000);
Svieby (1997)

Boudreau & Ramstad (1999);
Rucci et al. (1998);
Schneider et al. (1996)

A rich source of information on program
effects, but statistical results are not easily
translated to reflect organizational goals.
Statistical presentations may be daunting to
many organizational constituents.

Wide array of approaches estimating the payoff
from HR program investments. Useful logic and
rigor, but the complexity and assumptions may
reduce credibility and usefulness.

Compelling explicit dollar-value calculations
and comparisons, but may overemphasize human
capital cost relative to value.

Focus on specific HR activities provides a useful
link to specific actions. Tantalizing results
showing that HR practices correlate with
financial outcome measures. Causal mechanisms
and direction may be unclear, leading to
incorrect conclusions and actions.

Useful method for explicating the underlying value
dimensions. Can incorporate nonlinearities and
non-dollar outcomes. The participant requirements
can be daunting. Generally rely heavily on
self-reported and subjective parameters.

Vast array of HR measures can be categorized.
Balanced scorecard is well known to business
leaders. Software can allow users to drill or
cut HR measures to support their own analysis
questions. Potential for naive users to
misinterpret or misanalyze the information.

Reporting human capital factors with standard
financial statements raises the visibility of HR.
A vast array of human resource and human
capital measures can be reported. The link
between reported measures and organizational
and investor outcomes remains uninvestigated.
Information overload can result without a logic
framework.

Reliance on standard financial statements or
accounting logic may be compelling to financial
analysts. Acknowledges the limitations of
financial analysis to account for human capital.
May be limited in its ability to inform decisions
about HR program investments.

Useful specific focus on both stocks and flows
of knowledge. Multidisciplinary array of
measures may be more credible to those outside
the I/O psychology discipline. Focus on
relationships with financial outcomes may be
compelling. Less informative regarding the
effects of HR programs on intellectual capital,
with recent exceptions (Collins, Smith, &
Stevens, 2001).

Useful logic linking employee variables to
financial outcomes. Valuable for organizing 
and analyzing diverse data elements. Danger of
focusing on one path to the exclusion of other
explanatory variables.
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TABLE 9.1 HR Measurement Alternatives

Measurement Approach Illustrative Measurements References Observations
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time-to-fill. Efficiency-based measures, no matter how finan-
cially compelling, cannot explicitly reflect employee value.
Moreover, such indices provide little guidance as to the asso-
ciations between interventions or practices and outcomes.

Human Resource Activity and Best Practice Indexes.
These approaches directly measure HR activities, such as
merit pay, teams, valid selection, training, and so on, and their
association with changes in financial outcomes, such as profits
and shareholder value creation (e.g., Becker & Huselid, 1998;
Delery & Doty, 1996; Huselid, 1995; Huselid, Jackson, &
Schuler, 1997). As Gerhart, Wright, and McMahan (2000)
have noted, this approach is also reflected in research on the
performance of individual plants or facilities (e.g., Arthur,
1994; Ichniowski, Shaw, & Prennushi, 1997; MacDuffie,
1995; Youndt, Snell, Dean, & Lepak, 1996). It has produced
measurement methods to assess the existence of a particular
combination of HR practices, such as high-performance work
systems, deemed appropriate across a wide variety of organi-
zations (e.g., Pfeffer, 1998). Some results have been striking,
with evidence that increasing sophistication in HR practices
may have very significant associations with ultimate financial
outcomes (Becker & Huselid, 1998). We noted earlier some of
the emerging controversy regarding the reliability of survey
measures of HR practices. However, there is no doubt that
these results have appropriately received significant attention
from both researchers and practitioners. It is also not surprising
to see the emergence of commercial products and their associ-
ated marketing, suggesting that financial performance might
improve by measuring a firm’s HR activities, comparing them
to the activities that have been most strongly associated with fi-
nancial outcomes, and then adjusting the array of activities to
fit this best-practice index. Researchers in this field are gener-
ally quite clear that general causal inferences are not warranted
by much of the existing research (Cappelli & Neumark, 2001).
Still, it seems likely that such best-practice indices offer tempt-
ing alternatives to decision makers and potentially influence
their interpretation of utility analysis data.

Compared to utility analysis, the best-practice approach
more directly incorporates recognizable financial outcomes. In
fact, it can use virtually any financial outcome as a dependent
variable. This approach also better reflects the idea of bundles
of HR practices that work synergistically together (Ichniowski
et al., 1997; MacDuffie, 1995). This is an important limitation
of utility analysis. Yet, to understand these relationships will
require more focused examination of the mediating effects be-
tween interventions and financial outcomes, and how they
vary across organizations (e.g., Gerhart et al., 2000). Later, we
will suggest how utility analysis research might inform these
questions. However, for decision makers faced with demands

to show tangible relationships between HR practices and fi-
nancial outcomes, HR activity indices may seem a much more
direct approach than utility analysis.

Multiattribute Utility (MAU)Analysis. Deficiencies in
dollar-value payoff functions have long been noted, and their
possible omission of the value dimensions of important con-
stituents (e.g, Boudreau, 1991). Dimensions such as diversity
and legal exposure do not appear in utility analysis models,
and might well offset utility gains in certain situations (Roth,
1994; Roth & Bobko, 1997). Multiattribute utility (MAU)
techniques have been proposed to incorporate these additional
attributes into decision models. Generally, MAU involves
identifying a set of important attributes, scaling the attribute
levels so that they can be combined, and then combining them
into an overall index based on the importance of each attribute
to the decision. Utility analysis calculations are often imposed
on existing situations while MAU approaches offer significant
early involvement of decision makers, potentially produc-
ing greater understanding and acceptance of the underlying
logic and eventual decisions. MAU explicates many decision
elements, making them available for study. Such approaches
can also reflect nonlinear relationships, and a large and
diverse array of nonmonetary outcomes, which is difficult in
traditional utility analysis. Systems for implementing MAU
analysis are well known. Roth and Bobko (1997) present an
example of the steps and associated research propositions.

Multiattribute utility approaches may be daunting, be-
cause they require decision makers to define attributes, con-
struct measures, estimate weights and scaling algorithms,
construct the utility functions, and then interpret them to
make the decision. It is also important to note that the value
of MAU analysis hinges on the ability of participants to
understand and articulate the important attribute-outcome
relationships. Utility analysis relies on explicit assumptions
about statistical distributions, linear relationships, and so on
that are not obvious to decision makers. Accordingly, utility
analysis might allow a level of sophistication not attained
with MAU. Thus, MAU analysis draws attention to important
limitations in the outcomes contained in utility analysis
models—the myopia of relying solely on linearity and dollar
values. However, it also points out the importance of assuring
that decision makers have the capacity and mental models to
understand the necessary relationships between attributes
and outcomes. We will return later to the integration of utility
analysis with such mental maps. 

Human Resource Balanced Scorecards or Dashboards.
Kaplan and Norton (1992, 1996a, 1996b) suggested that
traditional “financial-perspective” measures tended to lag
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organizational performance, and proposed to extend organi-
zational measurement systems by adding a “customer per-
spective,” which measures customer satisfaction, market
share, and so on; an “internal-process” perspective, which
measures intermediate value processes such as cycle time,
quality, and cost; and a “learning-and-growth” perspective,
which measures the systems, organizational procedures, and
people that contribute to competitive advantage. It has been
suggested (e.g., Cabrera & Cabrera, 1999) that the results of
HR activities might be linked to elements of such a scorecard
or dashboard. The concept of a balanced scorecard has
achieved great popularity in many organizations, and has
spawned significant organizational efforts to create HR mea-
sures aligned with each of the four perspectives just de-
scribed and to categorize existing HR measures into the four
categories (Becker et al., 2001; Donnelly, 2000). Like effi-
ciency measures and financial statement reconciliation or
augmentation (discussed next), such approaches have the ad-
vantage of tying HR measures to measurement systems that
are familiar to line managers. However, this approach also
shares the drawback of adopting a measurement logic not
specifically developed to deal with human capital and I/O in-
terventions. There are at least two pitfalls in attempts to apply
the scorecard approach to HR measurement: (a) relegating
HR measures to the learning-and-growth category, rather
than integrating the effects of such interventions with strate-
gic outcomes; and (b) applying the four quadrants only to the
HR function, by calculating HR-function financials (e.g., HR
program budgets), customers (e.g., HR client satisfaction sur-
veys), operational efficiency (e.g., the yield rates of recruit-
ment sources), and learning and growth (e.g., the
qualifications of HR professionals). Despite the appearance
of a strategic linkage, both pitfalls lead to measurement sys-
tems with little link to organizational outcomes, and often lit-
tle relevance to key decisions.

The balanced scorecard framework is useful in that it
highlights the importance of intervening variables, such as
HR management I/O psychology processes, in understand-
ing financial success. Scorecards or dashboards are now
commonly augmented by software that allows decision mak-
ers to drill down or cut the data based on a wide variety of
variables, creating cross-tabulations, correlations, and regres-
sion analyses based on the unique preferences of individual
analysts. For example, HR scorecards routinely allow train-
ing costs to be broken down by locations or by course, and
linked to trainee turnover. This array of scorecard analysis
options is impressive, but remains vulnerable to the same
risks of MAU techniques from which they are derived.
Specifically, they provide broad frameworks, leaving deci-
sions about details to the user, which presumes a high-quality

analytical logic among users. If users are not sophisticated,
such approaches risk creating a false sense of expertise about
the connection between talent and strategic success. For ex-
ample, Gascho, Marlys, and Salterio (2000) placed 58 first-
year master’s of business administration (MBA) students in
the role of a hypothetical senior executive of a company that
had implemented the balanced scorecard. Subjects gave per-
formance evaluations to managers in each of two hypotheti-
cal divisions, after viewing different arrays of divisional
performance information. Results suggested that measures
used in common by the two divisions were much more influ-
ential than the division-unique measures developed using the
balanced scorecard. The authors noted that existing tradi-
tional financial measures are already common across units, so
this may suggest that scorecard measures, often designed to
be unique to units, may receive less attention. 

Utility analysis incorporates some elements of scorecards
(e.g., program outcomes related to learning), and may pro-
vide useful logic to guide scorecard users confronted with the
information overload that results from a vast array of analy-
sis options. However, utility analysis research has not ad-
dressed these questions to date.

Financial Statement Augmentation and Reconciliation.
Accounting scholars increasingly suggest that traditional
financial statement ratios are less informative to investors. For
example, Lev and Zarowin (1999, p. 362) present data showing
that “overall results indicate a weakening of the association be-
tween market values and accounting information (earnings,
cash flows, and book values) over the past 20 years.” This pat-
tern was most evident in firms with increasing expenditures for
research and development (R&D), while even high-technology
firms with large but stable R&D investment levels showed far
less decline. Evidence like this has prompted a wide variety of
proposals to augment financial statements with more informa-
tion about intangible assets. In traditional accounting, such ex-
penditures (e.g., the costs of a new organizational design,
training programs, hiring of R&D employees, general R&D)
are subtracted as expenses when they are incurred, even if their
benefits will accrue over time. It has been suggested that finan-
cial reporting might treat such expenditures more like other
assets, such that only a portion of the cost is counted as depre-
ciation in each period and the rest is listed as an asset.Asimilar
argument was first made in human resource accounting more
than 25 years ago, and continues today (see Flamholtz, 1999).
We refer to such approaches as financial statement reconcilia-
tion in Table 9.1, because they attempt to reconcile the differ-
ence between organizational value, as seen through traditional
financial statements, and the financial market valuation of the
organization.
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The desire to put people on the balance sheet, so to speak,
has led to another approach which we call “financial state-
ment augmentation” in Table 9.1. It involves the reporting of
human capital factors alongside traditional financial informa-
tion, including several often-cited examples (e.g., Skandia
Corporation, 1996). Skandia produces more than 100 metrics
in their intellectual capital report (Edvinsson & Malone,
1997), including replacement and acquisition costs, develop-
ment of cross-functional teams, external relationships, infor-
mation technology investments, and adoption of industry
quality standards. As Liebowitz and Wright (1999) note,
many of the measures are quantitative, but many are also very
subjective. As yet, there is no generally accepted method of
reflecting investments in people in financial reports, so it is
up to the user to develop theories about the relationships to
organizational performance. Moreover, these approaches
provide little guidance about the connection between such
augmented financial reports and investor responses. The
focus on firm-level numbers also limits the applicability to
investments in HR programs. Still, because such approaches
acknowledge and augment traditional financial reports, they
are likely to have credibility with those who rely on such
reports.

Existing research in this area consists of policy-capturing
studies with mixed results as to the importance of intangible
factors in the decisions of investment managers (e.g., Bassi
et al., 2000; Eccles & Mavrinac, 1995). We know little about
the mental models used by such analysts to relate reported
human capital numbers to predicted organizational value.
The logic of utility analysis might assist such decision mak-
ers in understanding the connections between human capital
investments and outcomes. The historically rich tradition of
cognitive research in I/O psychology could also be useful in
articulating such mental models. This would require utility
analysis research to change its perspective from estimating
the value of programs, to identifying how the logic of utility
analysis might inform the interpretation of firm-level pat-
terns. Later, we will describe a model to guide the search for
such bridge elements.

Intellectual Capital and Knowledge Management.
The increased attention to intangibles and the associated
importance of R&D have led to increased measurement of
knowledge and intellectual capital (Boudreau, in press;
Dzinkowski, 2000). A recurring theme in this research is the
notion that intellectual capital exists at several levels, such as
individuals, teams, organizations, customers, and external
constituents (Nahapiet & Ghosal, 1998), and that its mea-
surement must incorporate not only the stock (amount that
exists at a particular time) but also the flow (movement from

one period to another) of intellectual capital among these
constituents and across these levels (Argote & Ingram, 2000;
Boudreau, in press; Crossan et al., 1999). Intellectual-capital
models describe useful processes for tracking and measuring
knowledge stocks and flows, but they are generally less in-
formative regarding how I/O practices might enhance them
(although Collins et al., 2001, have explored this). Utility
analysis research could benefit by considering criteria such as
knowledge stocks and flows, and intellectual-capital research
might use utility analysis logic to examine how I/O and HR
programs enhance intellectual capital. Boudreau (in press)
provides a detailed review of knowledge measures.

Causal-Chain Analysis. This approach focuses on mea-
suring the links between HR management programs and
organizational outcomes. Perhaps the best-known example is
the work by Sears, Roebuck & Co., a large U.S. retailer, in
which empirical connections were uncovered among the atti-
tudes of store associates, their on-the-job behaviors, the re-
sponses of store customers, and the financial performance of
the stores (Rucci, Kirn, & Quinn, 1998), based on the general
connections among service, value, and profit (Heskett, Jones,
Loveman, Sasser, & Schlesinger, 1994). This notion has also
been reflected in employee attitude surveys that reflect strate-
gic goals (Schneider, Ashworth, Higgs, & Carr, 1996) and in
the work of scholars studying the connections between HR
practices and manufacturing-plant performance (MacDuffie,
1995). Decision makers find such approaches attractive be-
cause they offer tangible and logical structures and data to
understand the intervening links between interventions and
business outcomes, a feature that is generally lacking in
existing utility models. Even when measurement of every
linkage is not possible, the logic of the connections may be
compelling. Research on reactions to utility models might in-
vestigate whether decision makers apply such mental models.
Moreover, comparisons between empirical outcomes from
causal-chain models and utility analysis may help assess util-
ity accuracy. In turn, the statistical logic of utility analysis can
offer causal-chain research a basis for ensuring that relevant
variables and assumptions are included.

Summary. Decision makers have many tools to define
how they will use, analyze, and interpret data. Each tool has
advantages; some are likely to be more compelling than util-
ity analysis, but there are also significant future research
opportunities in examining how decision processes differ
depending on the approaches used. All of the measurement
methods highlight the need for high-quality logical frame-
works linking investments to outcomes, yet few frame-
works exist. Utility analysis can help articulate the actual or
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perceived links between human capital investments and
organizational outcomes. 

Design Summaries and Prescriptions

How should the results of analyses be presented, and what con-
clusions should be drawn? Boudreau (1983, 1991) suggested
that presentations might include break-even analysis, which
calculates the minimum threshold for one or more parameters
necessary to achieve an acceptable payoff. Florin-Thuma and
Boudreau (1987) presented utility analysis results compared to
the prior estimates of managers, demonstrating where the
model and the prior estimates agreed and diverged. Persuasion
theories suggest useful frameworks and options regarding
communication design (e.g., adopting a position at odds with
that expected by receivers, using credible outside sources, tai-
loring the richness of the message to the involvement and ex-
pertise of the audience, choice of distribution channel, etc.), as
Boudreau (1996) and Skarlicki et al. (1996) have noted. Roth
et al. (2000) suggested some interesting design implications
from image theory, including designs that are explicitly made
compatible with value, trajectory, and strategic images. Macan
and Highhouse (1994) reported that HR managers and I/O psy-
chologists used several methods to present program effects
(e.g., logic and anecdotes; legal issues; total quality, etc.). We
have seen relatively little systematic research in utility analysis
regarding key variables in presentation design. Far more atten-
tion has been given to examining the effects of utility analysis
results, which we discuss next.

Present Summaries and Prescriptions: Utility
Analysis Acceptance

Cascio (1996) suggested that we must focus on commu-
nication if we are to enhance the impact of utility analysis.
Rauschenberger and Schmidt (1987, p. 55) noted that “comm-
unicating utility analysis research to organizational decision
makers is perhaps the most pressing current issue in utility
analysis.” Research on the presentation of utility analysis con-
sists of a few studies of utility analysis acceptance.

The Futility of Utility Analysis? Latham and Whyte
(1994) found that utility analysis actually reduced managers’
reported support for a hypothetical selection program. “These
troubling results have stimulated a great deal of discussion”
(Borman, Hanson, & Hedge, 1997, p. 321), and spurred a re-
cent stream of research addressing user acceptance and reac-
tion to utility analysis, so we review them in detail. The
Latham and Whyte study provided a hypothetical selection
utility analysis to 143 experienced managers. They noted

Mintzberg’s (1975) suggestion that actual managers may un-
deremphasize analytical input, and Johns’s (1993) findings
that technical merit may not always determine the adoption
of HR innovations. The study did not intend to test these the-
ories, and explicitly eschewed formal hypotheses. Instead, it
asked whether managers are more likely to adopt a psycholo-
gist’s recommended selection procedure when that advice is
accompanied by (a) explanations of standard validation pro-
cedures; (b) standard validation plus an expectancy table
based on past experience with another organization; (c) vali-
dation plus utility analysis showing significant financial ben-
efits; and (d) validation plus both expectancy tables and
utility analysis. The experience of a psychologist who deliv-
ered the information (1 year vs. 10 years since receiving a
doctorate) was also varied. Managers responded to an eight-
item scale tapping their confidence in the effectiveness of the
program, ability to justify it to others, and willingness to im-
plement the program. Analyses revealed only one significant
difference—condition c produced significantly lower ratings
than condition a. While this is a tantalizingly counterintuitive
effect, the negative effect of utility analysis was apparently
mitigated by the addition of the expectancy table. No effects
of consultant experience were observed, although for condi-
tion c the more experienced consultant was associated with
preferences that were notably lower than for the inexperi-
enced consultant. The authors noted the artificial setting and
the reliance on textbook explanations of utility analysis.

Potential Motivational Explanations. Whyte and
Latham (1997) replicated the original study, while contrasting
two written hypothetical summaries of validation results that
were stated either to be supported by a psychologist, or to have
come from a hypothetical trusted advisor. A third condition
combined the written summary with a video presentation by
a psychologist recommending utility analysis and the
opportunity to question him (although none chose to do so).
Acceptance and confidence ratings were slightly (but signifi-
cantly) higher with the trusted advisor versus the control con-
dition, but greatly and significantly lower in the expert-utility
condition. Cronshaw (1997), the expert in the study, suggested
this may have reflected perceptions that he was persuading or
selling the intervention, that his actions may have been seen as
coercive or self-motivated, and that these factors may have re-
duced audience commitment. He concluded that “it is not util-
ity analysis per se that imperils I/O psychologists, but the
intemperate way that it is often used” (p. 614). I/O psycholo-
gists have a significant role to play in articulating a strategic
linkage between such investments and organizational out-
comes. Approaching the task through collaboration with busi-
ness leaders seems likely to produce greater perceived
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objectivity and actual contextual rigor, as we will describe
later.

Information Complexity. Carson, Becker, and Henderson
(1998) proposed that information that is easier to understand
will be more persuasive, noting that Latham and Whyte
(1994) confounded length and complexity with utility analy-
sis. Carson et al. replicated the Latham and Whyte experi-
ment with the same validity-only and validity-plus-utility
conditions, but added two simplified explanations of these
conditions. They did not replicate the Latham and Whyte
finding of reduced acceptability in the utility analysis condi-
tion. The simplified utility description not only was easier to
understand, but it received nonsignificantly higher ratings
than the simplified validity-only scenario. A second study
that added a utility scenario describing the derivation of SDy
again failed to replicate the Latham-Whyte findings, but
found that both revised utility-analysis scenarios received
higher acceptability ratings than the Latham-Whyte utility-
and validity-only conditions. Although this is somewhat sup-
portive of simplified utility analysis, Carson et al. (1998)
noted that even the highest ratings achieved in both their
study and Latham and Whyte was below 30 on a scale from 8
to 40. There is much to learn about generating acceptance for
I/O psychology and HR interventions among managers. We
will return to this later.

Effects of Framing. Hazer and Highhouse (1997) pre-
sented 179 managers with a scripted dialogue between an HR
manager and a company president describing utility analysis
for a trial HR program, varying (a) the SDy estimation method
(40% of salary vs. the Cascio-Ramos estimate of performance
in dollars [CREPID]); (b) framing in terms of the loss from
discontinuing versus the equivalent gain by continuing the
program; and (c) HR program as selection versus training.
Managers rated the credibility and usefulness of the informa-
tion. Only the SDy manipulation was significant (although it
accounted for less than 5% of variance), with managers favor-
ing the utility analysis estimating SDy as 40% of salary. A post
hoc test suggested that framing had the usual effect (framing
as cost avoidance resulted in more likely implementation), but
only for those who incorrectly understood how benefits were
calculated. The authors noted that these results are consistent
with some principles of persuasion (e.g., Petty & Cacioppo,
1984), and that they may reflect a number of possible underly-
ing cognitive processes that should be tested further.

Considering Alternative Audiences. Utility analysis
research largely omits the perspectives of constituents other
than HR or line managers, even though financial-management

and HR-accounting research has focused on investors and
shareholders. Perhaps more important, how might utility
analysis affect employees, the recipients of I/O psychology
interventions? Employees seldom decide whether to adopt
programs, but it may well be important that employees under-
stand the logic of program success. For example, suppose the
utility of a training program rests on the effect of training on
employees’ knowledge of customers. Employees may be well
suited to support or refute the connection. While training may
enhance knowledge, which may correlate with sales, employ-
ees may be able to explain why, and thus to enhance both the
accuracy and persuasiveness of utility presentations. More-
over, I/O psychology programs may be more effective if tar-
get employees understand the logic (e.g., “we are training you
in customer knowledge because we have found that it seems
to relate strongly to sales”). Employee line-of-sight (Boswell,
2000) and how it relates to utility analysis remains unex-
plored. Research on applicant reactions to selection proce-
dures and trainee perceptions of the value of training is also
relevant here. Would applicants find testing more palatable, or
trainees find training more motivating, if they knew the logic
that was used to justify them?

Summary. Attention to managerial reactions to utility
analysis is a welcome step toward examining cognitive
processes in utility analysis, rather than attention only to
“mathematical modeling and psychometric measurement”
(Roth et al., 2000, p. 10). Several authors (e.g., Boudreau,
1996; Carson et al., 1998; Macan & Highhouse, 1994;
Skarlicki et al., 1996) have suggested that theories of persua-
sive information processing may provide rich hypotheses,
particularly the concepts underlying dual-process theories that
describe when decisions are made systematically versus pe-
ripherally. Roth et al. (2000) noted the need for clearer con-
structs regarding comprehension, information processing, and
reactions. Thus, cognitive responses have been studied at the
presentation and acceptance stage of the decision process—
but clearly, these cognitive processes are likely to be impor-
tant at all stages. Extending this work to reflect theories of
persuasive communication and message design seems
promising. These same theories could be directed toward a va-
riety of constituents beyond HR and line managers, including
employees, investors, labor organizations, regulatory agen-
cies, and so on. This requires addressing the substantive basis
for reactions to I/O and HR investments. Persuasion theory
may direct our attention to general attributes of the situation,
audience, or message that affect acceptance, but it cannot tell
us the nature of the skepticism that seems to characterize reac-
tions to utility analysis (recall the relatively low acceptance
ratings of Latham and colleagues as well as Carson et al.).
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Researchers will need to better describe the particular mental
maps that managers and others use to connect investments in
I/O and HR practices with organizational success. Essentially,
we need to ask not only “What variables correlate with accep-
tance?” but also “How does the logic of our cost-benefit
analyses compare to the logic of those receiving such analy-
ses?” Answers to this question will help explain not only the
somewhat tepid response of decision makers who are rela-
tively unfamiliar with utility analysis (Carson et al.; Latham &
Whyte, 1994), but also the apparent difficulty in understand-
ing and disbelief in the size of utility analysis results among
those who have used utility analysis (Macan & Highhouse).

Influence Actual Decisions and Behaviors

Very little research exists on how utility analysis changes ac-
tual decisions, program implementations, or other behaviors.
This stage of the decision process is both critical and diffi-
cult to study. This is obviously very different from utility
analysis acceptance, or intentions to adopt hypothetical pro-
grams. Investigating actual decision behaviors of managers re-
quires a much deeper understanding of organizational context.
Florin-Thuma and Boudreau (1987) offered an early attempt
to map the decision processes of managers in a small retail
frozen yogurt shop. They documented the initial decision not
to provide employee feedback (by having employees weigh
each serving). They then gathered serving and inventory data
and compared the managers’estimates of decision attributes to
the empirical results. When entered into the utility equation,
even the managers’ own estimates supported the value of pro-
viding feedback. Even so, managers had significantly underes-
timated the performance deviations (over-speed serving) and
thus the value of feedback to store performance. Their under-
estimate of the problem apparently led them initially to dis-
miss the feedback intervention. Morrow et al. (1997) gathered
utility estimates for several training programs, even those in
an actual organization. They noted that the utility analysis
seemed more acceptable for having been based on assump-
tions suggested by the organization’s leaders, but that ulti-
mately the organization decided against training programs,
even those that had shown returns of more than 100%. They
observed that “training managers, based on the results of the
managerial course evaluations concluded that [the needs of]
individual participants must be considered . . . and the core
curriculum was discontinued” (p. 115).

Thus, we remain largely ignorant about the influence of
utility analysis in organizations, although preliminary results
suggest the value of more study. It may be useful to distin-
guish decisions about HR policies, reflecting the design of
programs (e.g., incentive pay), from those concerning HR
practices, reflecting the actual execution and application

(e.g., whether pay actually varies by performance; Gerhart,
Wright, & MacMahan, 2000; Huselid & Becker, 2000). The-
ories of the diffusion of innovations (e.g., Abrahamson,
1996; Johns, 1993) may also be instructive, suggesting that
HR innovations are affected by fads, fashions, and an admin-
istrative mindset. Research examining actual decisions
would be informative, but it will be difficult to achieve ex-
perimentally controlled use of different decision-support sys-
tems in actual organizations. As an interim step, we would
encourage researchers to collect data on the prior beliefs of
employees and managers about the connections between in-
terventions and organizational outcomes, and then to com-
pare them to the empirical results (e.g., Florin-Thuma &
Boudreau, 1987).

Conclusions

We have proposed a seven-step decision process as a frame-
work for utility analysis research: (a) learn, assess, and sense
patterns; (b) identify and gather appropriate data; (c) ana-
lyze and identify key messages; (d) design summaries and
prescriptions; (e) present summaries and prescriptions; (f) in-
fluence key human capital decisions; and (g) effect execution
and behavior change. Certainly, the legacy of the 1980s has
continued, and steps b and c have received a good deal of atten-
tion, extending utility analysis and applying it to new areas
(e.g., selection with a probationary period; classification, com-
pensation, and employee day care). Perhaps due to repeated
cautions to avoid making utility overly complex and unusable,
we have seen a surge in research to uncover factors that affect
managerial reactions and acceptance, reflecting steps d and e.
We see much less attention to the initial sensing processes that
lead to decision model choices (step a), although there are some
promising frameworks, such as persuasion theory and the
technical-versus-administrative distinction. Finally, only very
limited research addresses the effects of utility analysis or other
decision models on actual decisions and behaviors in organiza-
tions, including constituents other than line managers (steps
f and g).

We have also noted that research examining the effect of
utility analysis on actual decisions has generally focused on
describing acceptance patterns, identifying attributes that en-
hance or detract from the persuasive impact of messages.
This is likely to provide useful general insights into ways to
make utility analysis more convincing or acceptable, but fo-
cusing only on persuasion implies that utility messages are
correct. The accuracy of utility analysis results remains
unclear, as indicated by the continuing debate about the
structure of utility models, and examples of adjustments
that might vastly reduce reported utility estimates (Sturman,
2000).
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Moreover, focusing on persuasion suggests that a crucial
hurdle is to convince others. This assumption is understand-
able. For decades, the profession of HR management has
noted that it lacks respect (Guest & Peccei, 1994; Skinner,
1981), and that pattern persists (Wright, MacMahan, Snell, &
Gerhart, 2001). However, learning how to convince decision
makers may tell us little about the subjective and objective
connections between investments in human capital and orga-
nizational outcomes.

Understanding the connections between HR and strategic
success is key. A recurring theme in all of the decision stages
is that understanding such connections is essential for utility
analysis to achieve greater acceptability and accuracy. Yet, it
is often overlooked that such connections may reveal the un-
derlying logical gaps that justify the skepticism. For exam-
ple, a framework that articulates these connections could
help identify attributes that must be included in MAU analy-
sis. Finally, describing and understanding the connections
between investments in human capital and organizational
success will be necessary to interpret the results of qualitative
research describing actual decisions in organizations. 

What is needed is a rich and reliable framework for making
conceptual connections between talent and organizational
success. These connections are the basis for ensuring not only
that managers understand the importance of HR work, but also
that HR is actually working on things that matter. In short, I/O
psychology must take a more strategic perspective, looking
beyond single HR programs and individual-level outcomes,
and encompassing the strategic processes and outcomes of
the organization (Boudreau & Ramstad, 2001, 2002). We be-
lieve that I/O psychology has much to contribute to strategy,
especially through the lens of utility analysis, and that strategy
provides a valuable alternative perspective for I/O psycholo-
gists and HR professionals. This suggests a perspective that is
more normative than the largely descriptive work that has
been done so far. By examining the development and diffusion
of the most successful decision-support systems in organiza-
tions (e.g., financial and market analysis), we can identify use-
ful principles to guide descriptive research on decision-model
adoption and effects, as well as prescriptive research to make
future utility analysis and human capital decision models
more useful.

LEARNING FROM SUCCESSFUL
DECISION-SUPPORT SYSTEMS

We can enhance human capital measurement by examining
the features of successful decision-support models in other
areas, such as finance. Virtually everyone analyzes organiza-
tions using the logic and measures of finance. This is true even

when analyzing resources such as human capital, as the his-
tory of utility analysis vividly illustrates. As Boudreau and
Ramstad (1998, 2002) noted, the success of financial and mar-
keting systems reflects their fundamental focus on enhancing
decisions about an important resource (financial capital or
customers). In the same way, we have seen that the value of
utility analysis and other HR measurement systems lies in
their ability to enhance decisions about human capital, includ-
ing decisions by employees, managers, and I/O and HR pro-
fessionals. Yet, the answer is not simply to adopt financial
ratios and apply them to HR programs. Rather, the key is to un-
derstand how successful measurement systems have evolved,
and search for general principles.

The Need for a Decision Science for HR: Talentship

Both finance and marketing are decision sciences that
evolved from a professional practice. Marketing evolved as a
decision science from the professional practice of sales. Fi-
nance evolved as a decision science from the professional
practice of accounting. Both sales and accounting are impor-
tant processes. They have professional standards and best
practices, and they produce important data to assess organi-
zational performance. However, accounting and sales do not
in themselves provide a decision science. For example, ac-
counting can provide the numbers that describe the volatility
and return on corporate bonds. However, it is the science of
finance that applies portfolio theory to those numbers, to sup-
port decisions about the appropriate mix of financial instru-
ments to optimize risk and return for an organization, and
about the appropriate deployment of financial capital to in-
vestments. Similarly, the sales process generates important
data on sales of products to particular customers. However, it
is the science of marketing that developed and applies the
theory of customer segmentation and product life cycles to
support decisions about advertising, product placement, and
so on. Finance is the decision science that improves organi-
zational performance by enhancing decisions about financial
capital. Marketing is the decision science that improves orga-
nizational performance by enhancing decisions about cus-
tomer capital.

Today, the field of HR management is characterized by a
strong professional practice. The professional practice of HR
management, supported by a wide variety of research, tools,
best practices, and the like, has evolved significantly over the
past several years, and with it the stature of the HR function
and professionals.Yet, as we have seen, we still lack a decision
framework that connects talent and strategic organizational
value. Utility analysis, and other frameworks from I/O psy-
chology and other social sciences, can form the basis of a de-
cision science for talent that will evolve from the professional
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practice of human resources. We have coined the term tal-
entship to capture the distinction between the decision science
of talent and the professional practice of HR management.
Talentship is to human resources as finance is to accounting
and as marketing is to sales. Talentship is the decision science
that improves organizational performance by enhancing deci-
sions that impact or depend on human capital. Talentship will
build on HR management practices and measures, but it will
go beyond the professional practice to create tools and frame-
works that enhance decisions. Note that the domain of deci-
sions is purposefully broad, including not only decisions made
by I/O psychologists and HR professionals, but also individual
decisions by employees about their own talent (e.g., whether
to take a certain training course or career opportunity), as well
as decisions by line managers regarding the talent under their
stewardship.

Boudreau and Ramstad (1997) suggested that human cap-
ital measurement could learn three important lessons from
the evolution of finance and marketing: (a) Reveal the value
linkages; (b) focus on the constraints; and (c) intangibility
does not prevent measurement.

Reveal the Value Linkages. The first lesson—reveal
the value linkages—is illustrated by Pfeffer’s (1998, p. 359)
suggestion, “ask yourself the last time the finance or con-
troller’s staff, or better yet, internal audit, had to measure its
contribution to the bottom line,” noting that “measurement
systems embody an implicit theory of how the function or the
firm operates” (p. 362). The financial system concentrates on
articulating the links between decisions about financial capi-
tal and organizational outcomes, rather than proposing or de-
fending internal programs recommended by the finance
department. Contrast this with the overwhelming focus of
utility analysis on acceptance by managers, or the value of
particular functional HR programs. Throughout this chapter
we have seen that this focus has left gaps in our ability to
articulate the logical maps between human capital and orga-
nizational outcomes. Although this logic is implied in the
structure of utility analysis models (e.g., rx,y relates variation
in selection attributes to dollar-valued organizational results,
SDy translates variability among employees or applicants
into organizational outcomes), the links that articulate the
connection are generally missing. 

Focus on the Constraints. The second lesson—focus
on the constraints—is rooted in the value of information. The
importance of decisions depends on the value of the resource
being managed. Boudreau and Ramstad (1997) noted man-
agement systems have achieved prominence in different eras
(agriculture, transportation, industrial) in part because they

focused on a constrained resource. For example, the financial
analysis system (e.g., income statements, balance sheets,
etc.) predated the Security and Exchange Commission’s
(SEC’s) regulations in effect today. Johnson and Kaplan
(1987, pp. 6–18) describe how financial models evolved to
provide decision support systems necessary to optimize the
use of a particular resource (money) at a particular time (the
start of the Industrial Revolution). In addition, they show
how financial management systems resulted from the Indus-
trial Revolution’s demand for external capital. Financial
analysis achieved prominence when it did in part because it
dealt with an important constrained resource, at a time when
the knowledge about how to manage that resource was very
rare or nonexistent. Several years later, during the Great De-
pression, the SEC implemented legislation (U.S. SEC Acts of
1933 and 1934) to regulate this information at precisely the
time when capital was most constrained and labor was most
abundant. Boudreau and Ramstad (1997) noted that today or-
ganizations routinely lay off capital by giving it back to
shareholders in the form of stock repurchases. Today’s key
constraint is increasingly organizational talent. We shall
show later how the principle of constraints is important to
future research on SDy.

Intangibility Does Not Prevent Measurement. The
third lesson—intangibility does not prevent measurement—
reflects the synergy between measurement and decision mak-
ing. In marketing, for example, a brand is intangible, residing
primarily in the minds of customers. Yet, organizations sys-
tematically manage their brands with measures such as the
amount and quality of shelf space, customer awareness, re-
peat purchases, and so on. These measures did not precede
the notion of brands. Rather, organizations perceived the gen-
eral value of their brands by informally observing customer
behavior with crude measurement systems. Sales records
might have been organized by sales representative or region,
with one salesperson or region generating higher sales. Over
time, such higher sales might be attributed to advertising in
that region, or to the extra client calls made by the sales-
person. A hypothesis might have evolved to explain this link,
suggesting that customer awareness was a key driver of sales.
Measures of customer awareness would develop and verify
this relationship across many regions and salespeople. Even-
tually, customer awareness was more finely defined to in-
clude brand awareness, and more sophisticated measures
emerged. The give and take between the professional practice
of sales, which generated the data, and the decision science of
marketing, which created the theory of brands, eventually led
to enhancements in both the professional practice and the
decision science, driven by enhanced measures.
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I/O Psychology and Talentship

I/O psychology might find particular optimism in the analogy
to consumer brands, because so much of I/O psychology is
devoted to measuring intangible constructs (e.g., personality,
attitudes, cognitions). The lessons from marketing suggest
that improved measurement will result from a closer synergy
between measures and the decision systems they support. Yet,
I/O psychology, HR management, and utility analysis are at
an early stage in this process, compared to finance and mar-
keting. We have seen tantalizing evidence that familiarity
with utility analysis methods leads to perceptions that they
are less costly and less complicated (Macan & Highhouse,
1994, p. 431). However, we have yet to see a research agenda
specifically building on the potential synergy between mea-
sures and decisions. I/O can contribute to the development of
talentship—the human capital decision science. Utility analy-
sis and the broader field of I/O psychology seem well posi-
tioned to contribute to the development of the measurement
systems that will evolve to address the critical constraint of
this era: human capital. The logic and assumptions of utility
analysis provide one useful framework for defining such sys-
tems. However, this will require that I/O psychology research
and measurement more strongly integrate with principles of
strategic organizational value. Our decision-based review of
the utility analysis literature, and the three lessons from suc-
cessful decision-support systems described here, reveal a
consistent theme: the need to articulate the elements that
bridge human capital and organizational success. An articu-
lated logic reveals the key constraints and provides both the
measures and the logic to clarify the intangible. Next, we de-
scribe a framework that articulates the bridge between human
capital investments and organizational strategic success.

THE STRATEGIC HUMAN CAPITAL BRIDGE 
(HC BRIDGE) FRAMEWORK

Articulating the Links Between I/O and HR Investments
and Organizational Success

Changing the focus of utility analysis research from measure-
ment to strategic value connections requires articulating the
links between I/O interventions and organizational success.
This fundamental dilemma for organizational researchers will
require solutions that go beyond I/O psychology, HR manage-
ment, and utility analysis. Yet, I/O psychology has an impor-
tant role in constructing the framework, and the need for it is
evident in utility analysis research.

Roth et al. (2000) noted that the utility acceptance process
might best be studied through case studies or open-ended

interviews deeply examining prior values, decision processes,
perceptions of costs and benefits, and environmental factors.
We agree that qualitative analysis is promising, and suggest
that research go further, to examine not just acceptance but
decision logic. A framework for articulating and evaluating
the previously held mental maps of decision makers is needed
to assess not only acceptance, but where decision processes
can be improved.

Rauschenberger and Schmidt (1987) recognized the need
for articulation, urging that “the practitioner develop a defin-
ition of utility appropriate for the organizational decision
makers who will be expected to understand and use it,” and
noting that “different organizational decision makers within
the same organization may require different definitions of
utility” (p. 54). Recognizing the perspective of decision mak-
ers is clearly important. However, that should not imply that
the value of our frameworks is judged solely on the basis of
acceptance. The more appropriate focus for I/O psychology
is to discover and articulate a logical framework linking tal-
ent to organizational success that is a useful tool for common
understanding. For example, finance professionals do not
strive merely to have line managers accept their models of
how financial capital relates to business success. Instead,
finance professionals educate their counterparts in a profes-
sionally developed decision science about financial capital.
Similarly, for I/O psychology and HR management, the ulti-
mate goal is to enhance decisions, even if that requires cor-
recting constituents’ understanding of the links between
talent and organization success.

Gerhart, Wright, McMahan, and Snell (2000) suggested
that the interrater reliability of the reported number of HR
practices may be so low as to make existing estimates of the
HR-practice and firm-performance relationship implausible.
Controversy persists (Gerhart, Wright, & MacMahan, 2000;
Huselid & Becker, 2000) regarding how to identify knowl-
edgable respondents and discern how firm size and diversity
affect the ability of decision makers to grasp key relation-
ships. All parties seem to agree on the need to understand the
variables that mediate between HR practices and strategic
success. Morrow et al. (1997) alluded to this when they noted
that “training can have a large [yet] unimportant effect in a
decision-making context. . . . [T]he relevance of the criteria
to the job must be measured and controlled in order for effect
sizes to be comparable in an organizational context” (p. 94).

Our proposal goes beyond assessing the empirical relation
between utility estimates and actual productivity increases
(Schmidt, Hunter, Outerbridge, & Trattner, 1986). Such evi-
dence will benefit from a logical framework to explain the
intervening processes. Our proposal also extends beyond
simply involving recipients in defining utility parameters, or
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identifying the assumptions that will persuade the audience.
Evidence of the value of participation is mixed (Latham,
Erez, & Locke, 1988; Roth et al., 2000), but participation will
be enhanced by more explicitly describing the mental models
used by managers and leaders, and comparing these mental
models to evidence about how HR and I/O investments
actually link to organizational performance. A systematic de-
cision science may actually uncover fallacies in managerial
assumptions (e.g., Florin-Thuma & Boudreau, 1987). Typi-
cally, managers encounter such logic only when they are
being sold on the value of an HR or I/O program. As
Cronshaw (1997) and Latham and Whyte (1994) suggest,
such situations can engender distrust rather than learning.
Human resources and I/O psychology must articulate these
linkages independent of persuasion attempts.

The need for an articulated linking framework is also
apparent in studies that have invoked the idea of a strategic
perspective on utility analysis. The recurring theme is to
“illuminate the middle ground” (Boudreau & Ramstad, 1997)
in ways that are tangible, articulated, and subject to discus-
sion and refutation by key constituents. Cabrera and Cabrera
(1999) proposed that balanced scorecards articulate hypothe-
ses about how the elements of an organization connect to
create value. Jones and Wright (1992) suggested considering
the larger bureaucratic and organizational costs. Russell et al.
(1993) presented several hypothetical examples indicating
how the timing of the returns from I/O interventions may well
affect their strategic value depending on the strategic context,
such as whether an operation is likely to fail with or without
the added value derived from enhanced human capital.

Russell (1998) used the notion of value distance, first sug-
gested in 1967, to capture the number of processes between
individual performance and the customer experience (e.g.,
the toothpaste maker at Proctor & Gamble is very distant,
while the owner-operator of a one-man tailor shop is quite
proximal). Russell correctly observes that value distance
might affect the relevance of correlations based on perfor-
mance ratings, as parameters in calculating the value of I/O
interventions. In fact, we next suggest that articulating this
concept with the benefit of recent work on strategy, business
processes, and value chains from the strategy literature, of-
fers precisely the map for understanding that is currently
lacking. For an illustration of the usefulness of value chains,
see Webb and Gile (2001).

From Black Box to Bridge: The HC BRidge Strategic
Human Capital Framework

An increasingly common theme in strategic HR management
research is the need to reveal what is within the black box, so

to speak, between HR practices and strategic organizational
outcomes (e.g., Becker & Gerhart, 1996; Chadwick &
Cappelli, 1999; Dyer & Shafer, 1999; McMahan, Virick, &
Wright, 1999). Inspired by the tantalizing evidence noted ear-
lier, that HR practices associate with firm-level financial out-
comes, researchers have begun to insert selected intervening
variables into studies of this relationship (e.g., attitudes,
turnover, etc.). We propose that systematic integration of
principles from I/O psychology and strategy research holds
the promise to go to the next step: to move beyond simply ac-
knowledging the black box and instead to articulate and test a
rich and detailed framework of linking elements—in essence,
to move from a black box to a bridge. As we have seen, the
lessons from disciplines such as marketing and finance sug-
gest the importance and power of such frameworks for ad-
vancing theory-building, measurement, and management
influence. We must develop a decision science that specifies
a rich and logical set of connections between talent and
strategic success.

Figure 9.2 contains the model we have proposed to articu-
late business strategies tangibly enough to connect them to
human capital and human resource investments. It is based
on causal-chain analysis and value distance, as it specifies
linking elements between I/O and HR investments and orga-
nizational success. Some of these links have been proposed
before (e.g., Becker & Huselid, 1998; Boudreau, 1998;
Boudreau & Ramstad, 1997; Cascio, 1996; Fitz-enz, 2000).
A more detailed application of the HC BRidge framework to
the strategic challenges of the Internet can be found in
Boudreau, Dunford, and Ramstad (2001). Here, we concen-
trate on the three major anchor points of the framework. 

Impact identifies whether and how elements of strategic
success (e.g., uniqueness, growth, profitability) link with

Figure 9.2 HC BRidgeTM Framework. Source: Copyright 2000 by
Boudreau and Ramstad. All rights reserved. 
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talent pools. We use the term talent pools, rather than jobs, to
focus on contribution rather than administration. For exam-
ple, in a theme park a key talent pool would consist of those
who have significant customer contact. This includes jobs
such as characters and amusement ride hosts, but also in-
cludes store clerks, groundskeepers, and even parking lot at-
tendants. There is no particular job of customer contact, yet
these workers comprise a talent pool whose work collectively
(and perhaps collaboratively) affects customer experience. 

Effectiveness connects HR practices to talent pools. This
anchor point encompasses familiar I/O questions about the
impact of interventions on ability, attitudes, and motivation,
which are subelements of Human Capacity in Figure 9.2.
However, it also articulates whether and how that capacity
produces aligned actions that contribute to the effectiveness
of the talent pool. 

Efficiency links the resources expended to the resulting
HR practices and I/O interventions. As noted previously,
many traditional HR measurement approaches concentrate
primarily on efficiency. Efficiency measures are useful, but
must be embedded within the contexts of impact and effec-
tiveness to avoid misinterpretation. 

HC BRidge and Utility Analysis

The HC BRidge framework clarifies the progress and poten-
tial of utility-model development. Using Figure 9.2, we can
see that early utility analysis work observed a link between
HR practices and aligned actions (e.g., test scores and job
performance ratings) and then extrapolated directly to strate-
gic success by translating into dollar values. Figure 9.2 sug-
gests that this approach provided only limited explanations
regarding how aligned actions create talent pools, which in
turn support key business processes such as quality, speed,
innovation, logistics, and production, which lead to sustain-
able strategic success. It should be no surprise that asking
raters to combine these links in a single translation from per-
formance to dollar values (SDy estimation) has presented a
daunting task, as we will discuss shortly. Modifications of the
early utility model have included embellishments to reflect
additional HR practices (e.g., recruiting, training, retention,
and pay), but utility models generally retained the same logi-
cal leap from an observed performance criterion to dollar val-
ues. For example, adjusting utility estimates in line with
traditional business measurement systems (e.g., financial ad-
justments) recognized the connection but did not articulate
intervening processes. 

Thus, the HC BRidge model suggests untapped opportu-
nities in utility analysis and I/O research, focusing on articu-
lating how HR practices connect to aligned actions and key

business processes. For example, the CREPID SDy estima-
tion process (and others) weighs performance dimensions
according to their perceived importance, but provides little
guidance or investigation into the factors leading to per-
ceived importance. We find that HC BRidge helps experts ar-
ticulate the links among performance dimensions, business
processes, and the value or uniqueness of the organization’s
competitive position. It seems likely that such articulation
will produce utility estimates that are more understandable
and credible to decision makers, and allow a much richer di-
agnosis of managers’ thought processes.

For example, applying the HC BRidge framework to the
case of Encyclopedia Britannica, Boudreau and colleagues
(2001) focused on how talent linked to sources of sustainable
uniqueness on the Internet. This analysis revealed the fallacy
of the typical assumption that Britannica’s future rested
mostly on maximizing the performance of Web technicians,
and purging the organization of so-called old-economy talent
(e.g., door-to-door sales staff ). The Web technician talent
pool, and its associated aligned actions, were indeed im-
portant, but provided no unique source of value. A unique
and competitively differentiating Web experience required
drawing on Britannica’s traditional strength in finding and
presenting distinctive information. Paradoxically, this unique-
ness required elements of the old-economy talent pools, such
as information specialists and former door-to-door salespeo-
ple. Utility analysis of selection tests or training for Web tech-
nicians at Britannica would likely have shown a positive
return, even while failing to acknowledge the combina-
tion of old-economy and new-economy talent necessary to
achieve unique strategic value. This might explain managers’
skepticism, if utility analysis showing significant value from
enhanced selection for Web technicians, but the managers rec-
ognize the simultaneous need to transform their old-economy
talent.

This has fundamental implications for utility analysis and
I/O research. As we have shown, prior utility analysis re-
search has focused primarily on measurement limitations, in-
cluding demographic characteristics of raters or performance
ratings in a single job. Consider how future investigations
might differ if based on a framework like that shown in
Figure 9.2. Researchers would elicit a list of specific talent
pools, specific key business processes affected by those talent
pools, and the specific elements of strategic advantage they
might affect. Reactions to utility analysis might be examined
as a function of the logical connections that are omitted and
included. High utility values may seem unbelievable until a
specific connection between human capacity (e.g., enhanced
knowledge) is traced to its effect on aligned actions (e.g.,
fewer errors), key business processes (e.g., solving customer
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problems the first time), and competitive advantage (e.g.,
unique levels of customer satisfaction). Such an analysis
would also allow I/O researchers to better diagnose the nature
of constituent reactions (some constituents may perceive dif-
ferent links than others) and pinpoint where greater measure-
ment or communication efforts are needed.

Finally, the HC BRidge framework suggests departures
from traditional approaches to I/O interventions. It may be
much more important to identify the most critical talent pools
before focusing on the value of particular programs. Tradi-
tionally, utility analysis—and I/O psychology research more
generally—takes the intervention as the point of departure.
Having identified the intervention, attention focuses on un-
derstanding its effects on employees in a particular job. Yet,
the definition of SDy in utility analysis reveals that variation
in employee value is a key factor in effectiveness, and is in-
dependent of the intervention. Thus, it may be more fruitful
to assess the economic potential of talent first, and then apply
I/O interventions where they can have the greatest strategic
effect. This reverses the traditional approach and elevates the
economic analysis of talent pools to a prominent position.
Training research recognizes the importance of needs analy-
sis, yet training utility analysis is typically seen merely as
evaluation, after the fact. Future research might fruitfully
focus on how to use utility-analysis logic to diagnose the
high-potential opportunities. Those opportunities might be
defined by the relative SDy levels among talent pools, which
brings us to the strategic relevance of SDy.

THE STRATEGIC RELEVANCE OF SDy IN
DEFINING PIVOTAL TALENT POOLS

One can certainly forgive those readers who approach this
section on SDy with trepidation. This parameter—the stan-
dard deviation of employee performance in dollars—has
been the object of significant technical debate and psychome-
tric measurement attention. However, the frequency of SDy
measurement research has recently diminished considerably.
Boudreau (1991) described how pre-1991 research embodied
vigorous debate and attention to measuring SDy, character-
ized as the Achilles’ heel of utility analysis. SDy was very
subjective, whereas other utility elements were more tangi-
ble. It has been suggested (e.g, Arvey & Murphy, 1998;
Boudreau, 1991) that further research on SDy and the logic
used by its estimators may never make utility analysis esti-
mates extremely precise. Boudreau suggested that, lacking an
objective criterion to evaluate SDy estimates, convergence
around one accepted estimation method was unlikely, and
noted how infrequently SDy estimation differences actually
affected the correct decision.

We will review recent SDy research shortly, but first we
propose a different and more strategic perspective suggested
by the HC BRidge framework. As we noted earlier, SDy is of
significant potential value, as a powerful link between I/O
psychology and strategic HR management. This is also gen-
erally true of utility analysis. Demonstrating the point using
SDy is perhaps the strongest test, because traditional SDy re-
search epitomizes the fixation on measurement and parame-
ter definition that has so often limited the relevance of utility
analysis. Thus, here we will redefine the SDy debate to focus
on a seldom-acknowledged issue, yet an issue that is funda-
mental to I/O psychology, HR management, and strategy.
That issue is how to identify the key talent pools—those that
are most critical to organizational success. 

In Figure 9.2, this issue arises in the Talent Pools parame-
ter. This is a critical connection point in linking I/O and HR to
strategic success. Research and practice in business strategy
typically focuses on the model elements above Talent Pools,
defining the elements of strategic success and the business
processes that support it but seldom specifying which talent is
critical and why. Analogously, research and practice in HR
and I/O psychology typically focus on the model elements
below Talent Pools, with theories and measures of HR prac-
tices, resulting human capacity (capability, opportunity, and
motivation), and aligned actions (performance, turnover, or
other behaviors), but seldom evaluating whether they are
strategically the most critical (Boudreau & Ramstad, 2002).
Despite this gap, there is tantalizing evidence to show how
several disciplines could contribute to this issue. I/O psychol-
ogy has long acknowledged that the effect of psychological in-
terventions depends on the target employee population. Larger
SDy values imply greater potential utility because of larger
employee performance variations (Boudreau, 1991). The
issue is also touched upon in the evaluation of jobs in setting
pay policies (higher-paid positions carry greater importance
due to greater responsibility, knowledge, etc.; cf. Milkovich &
Newman, 1999); training evaluation (cf. Kirkpatrick’s 1994
notion that training-intervention effects depend on the link
from reactions to learning to behaviors to results); and in em-
ployee surveys tied to strategic services (e.g., Schneider et al.,
1996).

Yet, average pay, job results, or service levels are clearly not
adequate proxies for employee impact. Logistics experts are
extremely important to Wal-Mart or Federal Express, but less
important to SUN or Cisco Systems; yet all four companies
might employ them at similar market pay levels. Accounts of
unsung heroes in lower-paid jobs abound, including the trash
sweepers at Disney (Boudreau, 1998; Boudreau & Ramstad,
1999), the information specialists at Brittanica.com (Boudreau
et al., 2001), the repair technicians at Xerox (Brown & Duguid,
2000), and the store associates at Sears (Rucci et al., 1998).
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These positions carry low pay, low-complexity job descrip-
tions, and sometimes significant value distance from cus-
tomers. They would probably receive low SDy estimates. Yet
performance differences in such roles can produce pivotal ef-
fects on highly important business processes.

Human resource strategy writers routinely refer to concepts
such as core competencies and key employees (Nonaka &
Takeuchi, 1995; Porter 1996; Prahalad & Hamel, 1990; Treacy
& Wiersema, 1997; Ulrich, 1996), generally noting that core
or key refers to proximity to organizational goals. The emerg-
ing resource-based view suggests that which roles are pivotal
will vary (Teece, Pisano, & Shuen, 1997), particularly with
strategic events (Barnett, Greve, & Park, 1994; Barney, 1992).
Lepak and Snell (1999) addressed this issue specifically, de-
scribing an “HR architecture” differentiated by employee
uniqueness and value; but we have no accepted measures to
differentiate employees by their value. Key employees may
indeed merit different HR treatment, but identifying which
employees are key and why remains elusive. Godfrey and Hill
(1995) noted that many of the critical constructs in emerging
strategy theories remain unobservable. It is precisely this un-
observability that creates a powerful nexus for integrating
principles from I/O psychology, HR management, and strat-
egy. SDy provides a good example.

An overlooked principle in defining key talent is the dis-
tinction between average value and variability in value, some-
thing that utility analysis explicitly recognizes. When strategy
writers describe critical jobs or roles, they typically emphasize
the average level of value (e.g., the general influence,
customer contact, uniqueness, or power of certain jobs). Yet
variation interacts with average importance to determine the
talent where HR practices can have the greatest effect. The HC
BRidge model suggests (Boudreau et al., 2001; Boudreau &
Ramstad, 1997) that roles are pivotal when variability in per-
formance affects critical resources (Barney, 1992) or con-
strained business processes (Porter, 1996). An important
question for I/O and HR strategy is not which talent has the
greatest average value, but rather in which talent pools does
performance variation create the biggest strategic impact.

For example, consider Federal Express’s Asia-Pacific op-
erations. The average strategic value of pilots is very high.
Pilot shortages could potentially halt shipping operations,
pilots are highly paid, and their job description requires high
intelligence and qualifications. Using the HC BRidge frame-
work to connect talent to strategy, it is clear that variation in
pilot performance and among pilot job applicants is relatively
small. The high levels of certification and training required by
law to apply or take a pilot position essentially create a very
narrow distribution. Average impact is high; variability in im-
pact is low. Thus, investments in HR practices to enhance
poor pilot performance would produce little strategic benefit.

Now, consider the couriers at Federal Express Asia-
Pacific. Courier job descriptions traditionally reflect driving
and picking up packages. Performance variation among
couriers is probably much larger than among pilots, in part
because their low pay and relatively low stature means that
they receive much less attention than more visible and strate-
gic talent pools, such as pilots. Variation in driving perfor-
mance may actually be relatively small, but when the courier
role is connected to strategy, it becomes clear that couriers
significantly affect on-time delivery and customer satisfac-
tion. For example, one aligned action (see Figure 9.2)
involved a common customer request: If the courier can wait
just 15 minutes, the customer will have 20 more boxes to
ship. What is the correct action? It depends, of course, on
whether waiting will delay the shipments already collected
enough to miss the deadline to be loaded on the last flight to
the United States. On this performance dimension, couriers
may vary widely, with high-performing couriers and dis-
patchers working together to make more appropriate deci-
sions, and the difference could often be worth thousands of
dollars. The strategic variability in courier performance is
higher than for pilots, but both traditional strategy analysis,
and even SDy estimates based on job descriptions that reflect
only driving, would miss this.

What are the implications for utility analysis, I/O and HR
research, SDy, and strategy? The logic of SDy suggests defin-
ing key human resources, based on performance variation. In
the HC BRidge model, talent pools are composed of pivotal
roles, meaning that organizational outcomes pivot signifi-
cantly on variation in worker quality. Thus, SDy estimation
not only is important to evaluate I/O interventions after the
fact, but is even more important to identify which talent pools
are most important prior to such interventions. I/O psychol-
ogy has typically estimated SDy on single jobs, while HR
strategy has struggled with differential importance across tal-
ent pools. There may be great promise in future research that
actually measures the Impact (see Figure 9.2) of performance
variability across different talent pools, even if such mea-
surements are never used to evaluate an intervention. 

Research on SDy

Research on SDy measurement has continued, strongly re-
flecting questions of accuracy, but more recently emphasizing
how more-accurate SDy estimates might enhance credibility
and influence with decision makers. Arvey and Murphy
(1998) proposed that SDy may not be such a critical parameter,
and questioned the continued investment in SDy estimation re-
search, stating, “Rather than focusing so much attention on the
estimation of SDy, we suggest that utility researchers should
focus on understanding exactly what Y represents” (p. 162),
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supporting our suggestion to better articulate the links be-
tween human capital and organizational value.

Estimating SDy more directly

Researchers have suggested ways to simplify SDy estima-
tion, to tie it more closely to observable performance ele-
ments or to its underlying assumptions. Cesare, Blankenship,
and Giannetto (1994) found that in social services, archival
supervisory job performance and worth ratings were linearly
related (r = .67), supporting a basic utility assumption. Raju,
Cabrera, and Lezotte (1996) developed a utility model in
which performance is viewed as categorical rather than con-
tinuous. Raju, Burke, and Normand (1990) suggested that
more practical SDy estimates might begin with observed per-
formance standard deviations that are then transformed using
subjective estimates of the relative range of performance rat-
ings versus actual employee value, and finally multiplied by
the estimated slope of the employee-performance value func-
tion. They suggest a number of ways to estimate the slope,
such as average salary. Morrow et al. (1997) calculate, this
slope as the “fully-loaded cost of employment including ben-
efits and overhead” (p. 98). Raju et al. (1990) suggested that
shifting subjective judgment from SDy to these two new fac-
tors may enhance the quality of utility analysis estimates,
which has been debated (Judeisch, Schmidt, & Hunter, 1993;
Raju, Burke, Normand, & Lezotte, 1993; Schmidt & Hunter,
1998). However, there is agreement that the performance
transformation requires expert judgment, and the choice of
slope-scaling factors (e.g., compensation, sales, full employ-
ment costs) remains a challenge for which we have little
research and few tools.

Judiesch, Schmidt, and Mount (1992) showed that SDy
estimates were consistent with the proposition that raters
anchor on average value, and estimate the 15th and 85th per-
centiles by multiplying by SDp—the ratio of SDy to average
value. They compared estimated SDp to actual output or
sales, or to proxies obtained from prior research on similar
job titles. After adjustments, the average SDp values from
subjective percentile estimates were similar to the output- or
sales-based estimates, and estimated and output-based rat-
ings correlated at .70. However, SDp is a percentage, not a
dollar value. So, like Raju et al. (1990), Judiesch et al. (1992)
recommended multiplying SDp by an “objective estimate of
average revenue value” (p. 247), proposing taking the ratio of
total payroll for the job divided by total payroll for the orga-
nization, multiplied by total organization revenue, and di-
vided by the number of employees. They noted that while this
is consistent with some labor market assumptions, unique
factors in any particular firm may render this estimate

incorrect, a problem that plagues all estimation based on av-
erage wages. They proposed “allowing senior executives to
adjust the relative value of the job upward or downward if
they judged that relative wages did not accurately reflect the
relative value of jobs” (p. 247). Thus, both approaches rely
on subjective judgments about the value of human capital,
emphasizing the importance of articulating the underlying
mental models, as we noted earlier.

With regard to estimating SDp, Hunter, Schmidt, and
Judiesch (1990) examined jobs for which sales or output quan-
tity was judged to be the primary indicator of value, focusing on
studies with actual output counts or using variability in com-
pensation for jobs judged to have a very strong link between
compensation and sales (attorneys, physicians, and dentists).
They specifically reported findings for a wide variety of routine
blue-collar jobs; routine clerical jobs; crafts (radar mechanics,
cooks, repairpersons, welders, handcrafters, and drillers); life
insurance sales agents; retail and industrial sales; and profes-
sionals. Jobs of higher complexity had higher SDp levels, sug-
gesting that job complexity might provide a simple rule of
thumb for estimating SDp. Hunter et al. (1990) found that sales
jobs had SDp levels far higher than their complexity scores
would indicate, suggesting that “other constructs may be re-
quired for sales jobs” (p. 37). This is correct, as many other fac-
tors may influence the value of performance variation, even in
jobs with objective output measures. For example, salespeople
may achieve high sales at the expense of essential paperwork
that would help improve future products, or production work-
ers may achieve high output at the expense of helping others.
This would lower the actual value of workers achieving high
sales or output, biasing SDp levels upward. Observed sales
might also underestimate SDp if those who achieve low current
sales also alienate customers, affecting future sales. Cesare
et al. (1994) and Judiesch et al. (1992) found that approxi-
mately 50% of the variability in estimated SDp was due to
nonoutput factors or error, so even if estimates converge to-
ward actual values, there is still much to be explained. The
aligned-action element of the HC BRidge model can help artic-
ulate these complexities. Using general rules of thumb (such as
job complexity) has merit, but can be enhanced by better un-
derstanding of the other constructs involved.

Becker and Huselid (1992) proposed measuring SDy by
directly correlating or regressing unit financial performance
on individual performance ratings. Their results from perfor-
mance ratings of 335 retail-store supervisors in 117 locations
suggested that the ratio of SDy to average salary ranged from
74% to 100% of salary. The authors noted that this requires
special conditions in which unit-level outcomes and perfor-
mance appraisals are available (where it may be possible
to forego SDy completely by directly observing how HR
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practices and unit performance relate). They also noted the
dangers of reverse causation and unmeasured factors (e.g., a
downturn in the local economy would lower SDy even with
no change in performance levels and variability), and that
with multiple supervisors per store, SDy based on individual
performance might overstate individual managers’ contribu-
tions. Cesare et al. (1994) found supervisors’ dollar-valued
performance estimates were not related to archival employee
performance ratings, but were correlated with factors such as
the supervisors’ own self-worth estimates. They called for
training raters on what factors to consider. Again, establish-
ing the logical links explaining the relationship between store
outcomes and supervisor performance would be essential to
such training. 

Identifying the Factors That Influence SDy Estimates

A second research theme is how demographic and situational
factors affect SDy estimates. Bobko, Shetezer, and Russell
(1991) varied the anchor sequence (50th, then 85th, and vice
versa) and the frame (faculty members’ leaving versus being
acquired) in a survey of search committee members at uni-
versities. They found that framing affected SDy (calculated
as the difference between the percentile estimates), resulting
in higher SDy values for acquisitions than losses. They
suggested different SDy estimation methods for different
purposes (e.g., selection vs. retention), that “multiple values
of SDy exist, and the choice depends upon the researcher/
practitioner’s purpose in generating a dollar utility estimate”
(p. 184), and that their respondents noted the difficulty of
translating intangible faculty contributions into dollars—all
of which reinforces the need for better articulation of logical
connections, noted earlier. 

Roth, Pritchard, Stout, and Brown (1994) examined what
information judges used to make SDy estimates, and the
judges’ demographic background. Their subjects estimated
the value of employees at the 15th, 50th, 85th, and 97th
performance percentiles, and the variable costs associated
with those percentiles, in a sample of 159 insurance agents,
supervisors, and managers. They found that variable costs in-
creased with the performance percentiles, but that costs as a
percentage of value were higher at lower percentiles. Costs
were 123% of the value of the 15th percentile, suggesting that
15th-percentile employees actually represent a net loss, a rare
finding when subjects estimate only dollar values, not costs.
Subjects rated the importance of 14 factors in their decisions,
giving very similar ratings to all of them, although work per-
formance and initiative were rated significantly higher. This
approach has promise, but little theory or context was avail-
able to guide the choice of factors. Figure 9.2 would suggest

articulating relationships between aligned actions and busi-
ness processes might be an appropriate starting point.

Conclusions

As Boudreau (1991) and recent reviewers (Arvey & Murphy,
1998) noted, we may be no closer to understanding whether
SDy captures variability in employee value, and journal edi-
tors may have tired of such attempts. Even when performance
and output are closely tied, value estimates and actual output
are seldom correlated greater than .70. Observed job-specific
SDy estimates apparently reflect the combined effect of per-
formance in the target job with other factors of production,
suggesting the need to identify other factors and their effects.
Boudreau (1991, pp. 649–650) noted the dangers of focusing
solely on jobs, because similar job titles such as computer
programmer or sales associate may encompass very different
tasks and different relationships to the value-creation systems
of organizations. Hunter et al. (1992, p. 236) suggested that
“in many jobs there is very little relationship between wages
and output for individual employees.” Increasingly, organiza-
tions have broadened pay ranges and job classes, to better re-
ward and motivate employee behaviors beyond traditional
job titles. Job titles become less homogenous, and average
pay for a job title becomes a less specific proxy for value. The
logical link between employee variability and value is the
essential element of SDy. We need more theory and research
on this link.

Research on factors influencing SDy estimates has also pro-
duced intriguing results but the studied factors vary widely,
ranging from salary and performance, to supervising subordi-
nates and community relations, to rater demographic charac-
teristics (Roth, Pritchard, Stout, & Brown, 1994, p. 439).
Raters apparently adopt varying approaches, and researchers
have few frameworks to identify explanatory variables. Future
research might benefit from focusing on the fundamental
question posed by Arvey and Murphy (1998): “understanding
exactly what Y represents” (p. 165), perhaps using linking
models like that shown in Figure 9.2.

FINAL THOUGHTS 

The title of this chapter includes “strategic industrial and or-
ganizational psychology,” perhaps a counterintuitive phrase
for a review of utility analysis. Even I/O psychologists often
find utility analysis research excessively focused on the eso-
terica of models and measurement. Yet we have shown that
utility analysis is inextricably connected to strategic human
capital research. Research that aims to predict and explain
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utility analysis and its effects inevitably confronts the need to
understand the key logical perceptions and processes linking
human capital to sustainable strategic advantage.

Thus, we examined utility models through a decision-
process lens, revealing the value of future research focused
on decision processes, rather than exclusively on refining
models and estimates. This will enhance our understanding
of how and when model enhancements are important. Utility
analysis research risks atrophy without such a research
agenda. Focusing on decisions also revealed that the primary
cognitive task underlying utility analysis is to link invest-
ments in human capital to organizational success. Even the
debate about SDy measurement rests on this fundamental
question.

Hence, we proposed the HC BRidge framework in Fig-
ure 9.2, depicting the elements that bridge investments in
human capital and organizational strategic success. Future re-
search will likely embellish and alter this framework, but we
believe that the fundamental value of this linking logic will be
consistent. The elements of Figure 9.2 are implied in virtually
all utility models, so it may help assess the contribution of fu-
ture utility-model enhancements. Such a framework also pro-
vides a valuable template for research on the cognitive
connections that decision makers must make to link invest-
ments in I/O and HR programs with changes in human
capacity and then with performance and organizational
outcomes. These linkages are central to the task of identifying
key talent, and they reveal new ways in which I/O psychology
may inform HR strategy and vice versa. For example, SDy,
one of the most esoteric of utility parameters, represents a core
concept in identifying which talent is strategically key.

These linking elements, whether represented by the HC
BRidge framework or by the future frameworks that will de-
velop, have implications for many areas of strategic I/O psy-
chology, even beyond utility analysis. I/O processes such as
job analysis, test development, performance measurement,
reward design, and training are significantly important to
strategic success. Utility analysis has long been the sole vehi-
cle for translating I/O programs to strategy. By taking a more
strategic perspective on utility, we actually begin to develop
a more strategic perspective on I/O.

REFERENCES

Abrahamson, E. (1991). Managerial fads and fashion: The diffusion
and rejection of innovations. Academy of Management Review,
16, 586–612.

Abrahamson, E. (1996). Management fashion. Academy of Man-
agement Review, 21(1), 254–285.

Alexander, R. A., & Barrick, M. R. (1987). Estimating the standard
error of projected dollar gains in utility analysis. Journal of
Applied Psychology, 72, 475–479.

Alley, W. E., & Darbyk, M. M. (1995). Estimating the benefits
of personnel selection and classification: An extension of the
Brogden table. Educational and Psychological Measurement,
55, 938–958.

Argote, L., & Ingram, P. (2000). Knowledge transfer: A basis for
competitive advantage in firms. Organizational Behavior and
Human Decision Processes, 82(1), 150–169.

Arthur, J. B. (1994). Effects of human resource systems on manu-
facturing performance and turnover. Academy of Management
Journal, 37(3), 670–687.

Arvey, R. D., & Murphy, K. R. (1998). Performance evaluation in
work settings. Annual Review of Psychology, 49, 141–168.

Barnett, W. P., Greve, H. R., & Park, D. Y. (1994). An evolutionary
model of organizational performance. Strategic Management
Journal, 15, 11–28.

Barney, J. B. (1992). Integrating organizational behavior and strat-
egy formulation research: A resource based analysis. Advances
in Strategic Management, 8, 39–61.

Barrick, M. R., & Alexander, R. A. (1991). Assessing the utility
of stochastic employee movements. Decision Sciences, 22,
171–180.

Barrick, M. R., & Alexander, R. A. (1992). Estimating the benefits
of a quality circle intervention. Journal of Organizational
Behavior, 13(1), 73–80.

Bassi, L. J., Lev, B., Low, J., McMurrer, D. P., & Seisfeld, G. A.
(2000). Measuring corporate investments in human capital. In
M. M. Blair & T. A. Kochan (Eds.), The new relationship:
Human capital in the American corporation (pp. 334–381).
Washington, DC: Brookings Institution.

Bazerman, M. (1998). Judgment in managerial decision making
(4th ed.). New York: Wiley.

Becker, B., & Gerhart, B. (1996). The impact of human resource man-
agement on organizational performance: Progress and prospects.
Academy of Management Journal, 39(4), 779–801.

Becker, B. E., & Huselid, M. A. (1992). Direct estimates of Sdy and
the implications for utility analysis. Journal of Applied Psychol-
ogy, 77(3), 227–233.

Becker, B. E., & Huselid, M. A. (1998). High performance work
systems and firm performance: A synthesis of research and man-
agerial implications. Research in Personnel and Human Re-
source Management, 16, 53–101.

Becker, B. E., Huselid, M. A., & Ulrich, D. (2001). The HR Score-
card: Linking people, strategy and performance. Boston: Harvard
Business School Press.

Bierman, H., Jr., Bonnini, C. P., & Hausman, W. H. (1991). Quanti-
tative analysis for business decisions. Burr Ridge, IL: Richard
Irwin.

Bobko, P., Shetzer, L., & Russell, C. (1991). Estimating the standard
deviation of professors’ worth: The effects of frame and



References 217

presentation order in utility analysis. Journal of Occupational
Psychology, 64, 179–188.

Borman, W., Hanson, M., & Hedge, J. (1997). Personnel selection.
Annual Review of Psychology, 48, 299–337.

Boswell, W. R. (2000). Aligning employees with the organization’s
strategic objectives: Out of line of sight out of mind. Unpublished
doctoral dissertation, Cornell University, Ithaca, New York.

Boudreau, J. W. (1983). Economic considerations in estimating the
utility of human resource productivity improvement programs.
Personnel Psychology, 36(3), 551–576.

Boudreau, J. W. (1991). Utility analysis for decisions in human
resource management. In M. D. Dunnette & L. M. Hough (Eds.),
Handbook of industrial and organizational psychology (Vol. 2,
pp. 621–745). Palo Alto, CA: Consulting Psychologists Press.

Boudreau, J. W. (1995, August). “So what?”: HR measurement as
a change catalyst. Paper presented at the national meeting of
the Academy of Management, Vancouver, British Columbia,
Canada.

Boudreau, J. W. (1996). The motivational impact of utility analysis
and HR measurement. Journal of Human Resource Costing and
Accounting, 1(2), 73–84.

Boudreau, J. W. (1998). Strategic human resource management
measures: Key linkages and the PeopleVANTAGE model.
Journal of Human Resource Costing and Accounting, 3(2), 21–
40.

Boudreau, J. W. (in press). Strategic knowledge measurement and
management. In S. E. Jackson, M. Hitt, & A. S. DeNisi (Eds.),
Managing knowledge for sustained competitive advantage. New
York: Jossey-Bass/Pfeiffer.

Boudreau, J. W., & Berger, C. J. (1985). Decision-theoretic utility
analysis applied to employee separations and acquisitions [Mono-
graph]. Journal of Applied Psychology, 70, 581–612.

Boudreau, J. W., Dunford, B. B., & Ramstad, P. M. (2001). The
human capital impact on e-business: The case of encyclopedia
Britannica. In N. Pal & J. M. Ray (Eds.), Pushing the digital
frontier (pp. 192–221). New York: Amacom.

Boudreau, J. W., & Ramstad, P. M. (1997). Measuring intellectual
capital: Learning from financial history. Human Resource Man-
agement, 36(3), 343–356.

Boudreau, J. W., & Ramstad, P. M. (1999). Human resource metrics:
Can measures be strategic? In P. M. Wright, L. D. Dyer, J. W.
Boudreau, & G. T. Milkovich (Eds.), Research in personnel and
human resources management (Suppl. 4, pp. 75–98). Greenwich,
CT: JAI Press.

Boudreau, J. W., & Ramstad, P. M. (2000, May). “Talentship” and
the Human Capital Value Proposition. Paper presented to the
Center for Advanced Human Resources (CAHRS) Sponsor
Meeting. Cornell University, Ithaca, New York.

Boudreau, J. W., & Ramstad, P. M. (2001). Strategic I/O psychol-
ogy. Professional development workshop presented at the Soci-
ety for Industrial and Organizational Psychology national
meeting, San Diego, CA.

Boudreau, J. W., & Ramstad, P. M. (2002). From “professional busi-
ness partner” to “strategic talent leader”: “What’s next” for
human resource management. CAHRS Working Paper No. 02-
10. Ithaca, NY: Cornell University.

Boudreau, J. W., & Rynes, S. L. (1985). Role of recruitment in
staffing utility analysis. Journal of Applied Psychology, 70,
354–366.

Boudreau, J. W., Sturman, M. C., & Judge, T. A. (1994). Utility
analysis: What are the black boxes and do they affect decisions?
In N. Anderson & P. Herriot (Eds.), Assessment and selection
in organizations: Methods and practice for recruitment and
appraisal (pp. 77–96). New York: Wiley.

Boudreau, J. W., Sturman, M. C., Trevor, C. O., & Gerhart, B. A.
(1999). The value of performance-based pay in the war for talent
(CAHRS Working Paper No. 99-06). Ithaca, NY: Cornell
University.

Brogden, H. E. (1949). When testing pays off. Personnel Psychol-
ogy, 2, 171–183.

Brookings Institute (2000). Understanding intangible sources of
value: Human capital sub group report. Retrieved http://www
.brook.edu/es/research/projects/intangibles/doc/sub_hcap.htm

Brown, J. S., & Duguid, P. (2000). The social life of information.
Boston: Harvard Business School Press.

Burke, M. J., & Frederick, J. T. (1986). A comparison of economic
utility estimates for alternative SDy estimation procedures.
Journal of Applied Psychology, 71, 334–339.

Cabrera, E. F., & Cabrera, A. (1999, August). Strategic utility analy-
sis. Paper presented at the Academy of Management national
meeting, Chicago, IL.

Cabrera, E. F., & Raju, N. S. (2001). Utility analysis: Current trends
and future directions International Journal of Selection and
Assessment, 9(1), 1–11.

Canibano, L., Garcia-Ayuso, M., & Sanchez, P. (2000). Accounting
for intangibles: A literature review. Journal of Accounting
Literature, 19, 102–130.

Cappelli, P., & Neumark, D. (2001). Do “high-performance” work
practices improve establishment-level outcomes? Industrial and
Labor Relations Review, 54(4), 737–775.

Carson, K. P., Becker, J. S., & Henderson, J. A. (1998). Is utility
really futile? A failure to replicate and an extension. Journal of
Applied Psychology, 83(1), 84–96.

Cascio, W. F. (1996). The role of utility analysis in the strategic
management of organizations. Journal of Human Resource Cost-
ing and Accounting, 1(2), 85–95.

Cascio, W. F. (2000). Costing human resources: The financial
impact of behavior in organizations (4th ed.). Cincinnati, OH:
South-Western College.

Cascio, W. F., & Sibley, V. (1979). Utility of the assessment center as
a selection device. Journal of Applied Psychology, 64, 107–118.

Cesare, S. J., Blankenship, M. H., & Giannetto, P. W. (1994). A dual
focus of SDy estimations: A test of the linearity assumption and
multivariate application. Human Performance, 7(4), 235–255.



218 Strategic Industrial and Organizational Psychology and the Role of Utility Analysis Models

Chadwick, C., & Capelli, P. (1999). Alternatives to generic strategy
typologies in strategic human resource management. In P. M.
Wright, L. D. Dyer, J. W. Boudreau, & G. T. Milkovich (Eds.),
Research in personnel and human resource management (Suppl.
4, pp.1–29). Greenwich, CT: JAI Press.

Collins, C., Smith, K. G., & Stevens, C. K. (2001). Human resource
practices, knowledge creation capability and performance in
high technology firms. Unpublished manuscript.

Cronshaw, S. F. (1997). Lo! The stimulus speaks: The insider’s view
on Whyte and Latham’s “the futility of utility analysis.” Person-
nel Psychology, 50(3), 611–615.

Crossan, M. M., Lane, H. W., & White R. E. (1999). “An organiza-
tional learning framework: From intuition to institution.” Acad-
emy of Management Review, 24(3), 522–537.

DeCorte, W. (1994). Utility analysis for the one-cohort selection-
retention decision with a probationary period. Journal of Applied
Psychology, 79(3), 402–411.

DeCorte, W. (1997). Utility analysis for the probationary selection
decision to obtain a fixed quota of successful selectees. Journal
of Organizational Behavior, 18(1), 67–82.

DeCorte, W. (1998a). An analytic procedure to estimate the benefits
of a particular type of personnel classification decision. Educa-
tion and Psychological Measurement, 58(6), 929–943.

DeCorte, W. (1998b). Estimating and maximizing the utility of
sequential selection decisions with a probationary period. British
Journal of Mathematical & Statistical Psychology, 51, 101–121.

DeCorte, W. (2000a). Estimating the classification efficiency of a
test battery. Education and Psychological Measurement, 60(1),
73–85.

DeCorte, W. (2000b). Using order statistics to assess the sampling
variability of personnel selection utility estimates. Journal of
Applied Statistics, 27(6), 703–713.

Delery, J. E., & Doty, D. H. (1996). Modes of theorizing in strategic
human resource management: Tests of universalistic, contin-
gency, and configurational predictions. Academy of Management
Journal, 39, 802–835.

DeNisi, A. S. (1996). Cognitive approach to performance ap-
praisal: A program of research. New York: Routledge.

Donnelly, G. (2000, March). Recruiting, retention and returns. CFO
Magazine, 68–74.

Dyer, L., & Shafer, R. A. (1998). From human resource strategy to
organizational effectiveness: Lessons from research on organiza-
tional agility. In P. M. Wright, L. D. Dyer, J. W. Boudreau, &
G. T. Milkovich (Eds.), Research in personnel and human
resource management (Suppl. 4, pp. 145–174). Greenwich, CT:
JAI Press.

Dzinkowski, R. (2000). The measurement and management of intel-
lectual capital: An introduction. Management Accounting, 78,
32–36.

Eccles, R. G., & Mavrinac, S. C. (1995). Improving the corporate
disclosure process. Sloan Management Review, 36(4), 11–25.

Edvinsson, L., & Malone, M. (1997). Intellectual capital.
Cambridge, MA: Harvard Business School Press.

Fitz-enz, J. (1995). How to measure human resources management.
New York: McGraw Hill.

Fitz-enz, J. (1997). The eight practices of exceptional companies:
How great organizations make the most of their human assets.
New York: Amacom.

Fitz-enz, J. (2000). The ROI of human capital: Measuring the eco-
nomic value of employee performance. New York: Amacom.

Flamholtz, E. G. (1999). Human resource accounting (3rd ed.).
Boston: Kluwer.

Florin-Thuma, B. C., & Boudreau, J. W. (1987). Performance feed-
back utility in a small organization: Effects on organizational
outcomes and managerial decision processes. Personnel Psy-
chology, 40, 693–713.

Gardner, T. M., Wright, P. M., & Gerhart, B. A. (2000). The HR-firm
performance relationship: Can it be in the mind of the beholder?
(CAHRS Working Paper No. 00-02). Ithaca, NY: Cornell
University.

Gerhart, B. A., Wright, P. M., & McMahan, G. C. (2000). Measure-
ment error and estimates of the HR–firm performance relation-
ship: A response to Becker & Huselid. Personnel Psychology,
53(4), 855–873.

Gerhart, B. A., Wright, P. M., McMahan, G. C., & Snell, S. (2000).
Measurement error in research on human resources and firm
performance: How much error is there and how does it influence
effect size estimates? Personnel Psychology, 53(4), 803–834. 

Godfrey, P. C., & Hill, C. W. L. (1995). The problem of unobserv-
ables in strategic management research. Strategic Management
Journal, 16, 519–533.

Grossman, R. J. (2000). Measuring up. HRMagazine, 45(1), 28–35.

Guest, D., & Peccei, R. (1994). The nature and causes of effective
human resource management, British Journal of Industrial
Relations, 32(2), 219–242.

Hall, B., Jaffe, A., & Trajtenberg, M. (2000). Social capital, intel-
lectual capital, and the organizational advantage. Academy of
Management Review, 23(2), 242–266.

Hazer, J. T., & Highhouse, S. (1997). Factors influencing managers’
reactions to utility analysis: Effects of SDy method, information
frame, and focal intervention. Journal of Applied Psychology,
82(1), 104–112.

Heskett, J. L., Jones, T. O., Loveman, G. W., Sasser, W. E., Jr., &
Schlesinger, L. A. (1994). Putting the service-value-profit chain
to work. Harvard Business Review, 72, 164–174.

Highhouse, S. (1996). The utility estimate as a communication
device: Practical questions and research directions. Journal of
Business and Psychology, 11(1), 85–100.

Hunter, J. E., Schmidt, F. L., & Judiesch, M. K. (1990). Individual
differences in output variability as a function of job complexity.
Journal of Applied Psychology, 75, 28–42.

Huselid, M. A. (1995). The impact of human resource management
practices on turnover, productivity, and corporate financial



References 219

performance. Academy of Management Journal, 38(3), 635–
672.

Huselid, M. A., & Becker, B. E. (2000). Comment on Measurement
error in research in human resource decisions and firm perfor-
mance: How much error is there and how does it influence effect
size estimates? Personnel Psychology, 53(4), 835–854.

Huselid, M. A., Jackson, S. E., & Schuler, R. S. (1997). Organiza-
tional characteristics as predictors of personnel practices. Per-
sonnel Psychology, 42, 727–786.

Ichniowski, C., Shaw, K., & Prennushi, G. (1997). The effects of
human resource management practices on productivity: A study
of steel finishing lines. American Economic Review, 87(3),
291–313.

Johns, G. (1993). Constraints on the adoption of psychology-based
personnel practices: Lessons from organizational innovation.
Personnel Psychology, 46, 569–612.

Johnson, H. T., & Kaplan, R. S. (1987). Relevance lost. Boston:
Harvard Business School Press.

Jones, G. R., & Wright, P. M. (1992). An economic approach to con-
ceptualizing the utility of human resource management practices.
Research in Personnel and Human Resources Management, 10,
271–299.

Judiesch, M. K., Schmidt, F. L., & Hunter, J. E. (1993). Has the
problem of judgment in utility analysis been solved? Journal of
Applied Psychology, 78(6), 903–911.

Judiesch, M. K., Schmidt, F. L., & Mount, M. K. (1992). Estimates
of the dollar value of employee output in utility. Journal of
Applied Psychology, 77(3), 234–250.

Kaplan, R. S., & Norton, D. P. (1992, January/February). The bal-
anced scorecard—measures that drive performance. Harvard
Business Review, 70, 71–79.

Kaplan, R. S., & Norton, D. P. (1996a). Using the balanced score-
card as a strategic management system. Harvard Business
Review, January/February, 75–85.

Kaplan, R. S., & Norton, D. P. (1996b). Linking the balanced score-
card to strategy. California Management Review, 39(1), 53–79.

Kirkpatrick, D. (1994). Evaluating training programs: The four
levels. San Francisco: Barrett-Koehler.

Klass, B. S., & McClendon, J. A. (1996). To lead, lag, or match:
Estimating the financial impact of pay level policies. Personnel
Psychology, 49, 121–142.

Kossek, E. E., & Grace, P. (1990). Taking a strategic view of
employee child care assistance: A cost-benefit model. Human
Resource Planning, 13(3), 189–192.

Landy, F. (1989). Psychology of work behavior (4th ed.). Pacific
Grove, CA: Brooks/Cole.

Latham, G. P., Erez, M., & Locke, E. A. (1988). Resolving scientific
disputes by the joint design of crucial experiments by the antag-
onists: Application to the Erez-Latham dispute regarding partic-
ipation in goal setting. Journal of Applied Psychology, 73(4),
753–772.

Latham, G. P., & Whyte, G. (1994). The futility of utility analysis.
Personnel Psychology, 47(1), 31–47.

Lepak, D. P., & Snell, S. A. (1999). The human resource architec-
ture: Toward a theory of human capital allocation and develop-
ment. The Academy of Management Review, 24(1) 34–48.

Lev, B. (1997, February). The boundaries of financial reporting and
how to extend them. Working paper presented at the OECD Con-
ference “Industrial Competitiveness in the Knowledge Based
Economy,” Stockholm, Sweden.

Lev, B., & Zarowin, P. (1999). The boundaries of financial reporting
and how to extend them. Journal of Accounting Research, 37,
353–385.

Liebowitz, J., & Wright, K. (1999). Does measuring know-
ledge make “cents”? Expert Systems with Applications, 17, 99–
103.

Lipe, M. G., & Salterio, S. E. (2000). The balanced scorecard: Judg-
mental effects of common and unique performance measures.
The Accounting Review, 75(3), 283–298.

Mabon, H. (1996, Spring). The cost of downsizing in an enterprise
with job security. Journal of Human Resource Costing and
Accounting, 1, 35–62.

Mabon, H. (1998). Utility aspects of personality and performance.
Human Performance, 11(2/3), 289–304.

Macan, T. H., & Highhouse, S. (1994). Communicating the utility
of HR activities: A survey of I/O and HR professionals. Journal
of Business and Psychology, 8(4), 425–436.

MacDuffie, J. P. (1995). Human resource bundles and manufactur-
ing performance: Organizational logic and flexible production
systems in the world auto industry. Industrial and Labor Rela-
tions Review, 48(2), 197–221.

Mavrinac, S., & Seisfeld, G. A. (1997). Measures that matter: An
exploratory investigation of investors’ information needs and
value priorities. In Enterprise value in the knowledge economy:
Measuring performance in the age of intangibles. Cambridge,
MA: Ernst & Young Center for Business Innovation.

McMahan, G. C., Virick, M., & Wright, P. M. (1998).Alternative the-
oretical perspectives for strategic human resource management
revisited: Progress, problems and prospects. In P. M. Wright,
L. D. Dyer, J. W. Boudreau, & G. T. Milkovich (Eds.), Research
in personnel and human resource management (Suppl. 4,
pp. 99–122). Greenwich, CT: JAI Press.

McNemar, Q. (1962). Psychological statistics. New York: Wiley.

Milkovich, G. T., & Newman, J. M. (1999). Compensation (6th ed.)
Boston: Irwin/McGraw-Hill.

Mintzberg, H. (1975). The manager’s job: Folklore and fact.
Harvard Business Review, 53, 49–61.

Morrow, C. C., Jarrett, M. Q., & Rupinski, M. T. (1997). An inves-
tigation of the effect and economic utility of corporate-wide
training. Personnel Psychology, 50, 91–119.

Nahapiet, J., & Ghosal, S. (1998). Social capital, intellectual capital,
and the organizational advantage. Academy of Management
Review, 23(2), 242–266.



220 Strategic Industrial and Organizational Psychology and the Role of Utility Analysis Models

Nonaka, I., & Takeuchi, H. (1995). The knowledge-creating com-
pany: How Japanese companies create the dynamics of innova-
tion. New York: Oxford University Press.

Perloff, R. M. (1993). The dynamics of persuasion. Hillsdale, NJ:
Erlbaum.

Petty, R. E., & Cacioppo, J. T. (1984). The effects of involvement on
responses to argument quantity and quality: Central and periph-
eral routes to persuasion. Journal of Personality and Social
Psychology, 46, 69–81.

Pfeffer, J. (1998). The human equation. Boston: Harvard Business
School Press.

Porter, M. E. (1985). Competitive advantage: Creating and sustain-
ing superior performance. New York: Free Press.

Porter, M. E. (1996). What is strategy? Harvard Business Review,
74(6), 61–77.

Prahalad, C. K., & Hamel, G. (1990). The core competence of the
corporation. Harvard Business Review, 68, 79–91.

Quinn, R. E., Hildebrandt, H. W., Rogers, P. S., & Thompson, M. P.
(1991). A competing values framework for analyzing presenta-
tional communication in management contexts. The Journal of
Business Communication, 28, 213–232.

Raju, N. S., & Burke, M. J. (1986). Utility analysis. In R. A. Berk
(Ed.), Performance assessment: Methods and applications
(pp. 186–202). Baltimore: Johns Hopkins.

Raju, N. S., Burke, M. J., & Normand, J. (1990). A new approach for
utility analysis. Journal of Applied Psychology, 75, 3–12.

Raju, N. S., Burke, M. J., Normand, J., & Lezotte, D. V. (1993).
What would be if what is wasn’t? Rejoiner to Judiesch, Schmidt,
and Hunter. Journal of Applied Psychology, 78(6), 912–916.

Raju, N. S., Cabrera, E. F., & Lezotte, D. V. (1996, April). Utility
analysis when employee performance is classified into two cate-
gories: An application of three utility models. Paper presented at
the Annual Meeting of the Society for Industrial and Organiza-
tional Psychology, San Diego, CA.

Rauschenberger, J. M., & Schmidt, F. L. (1987). Measuring the eco-
nomic impact of human resource programs. Journal of Business
and Psychology, 2(1), 50–59.

Reardon, K. K. (1991). Persuasion in practice. Newbury Park, CA:
Sage.

Rich, J. R., & Boudreau, J. W. (1987). The effects of variability
and risk in selection utility analysis: An empirical comparison.
Personnel Psychology, 40, 55–84.

Roth, P. L. (1994). Multiattribute utility analysis using the Promes
approach. Journal of Business and Psychology, 9(1), 69–80.

Roth, P. L., & Bobko, P. (1997). A research agenda for multi-
attribute utility analysis in human resource management. Human
Resource Management Review, 7(3), 341–368.

Roth, P. L., Pritchard, R. D., Stout, J. D., & Brown, S. H. (1994).
Estimating the impact of variable costs on SDy in complex situ-
ations. Journal of Business and Psychology, 8(4), 437–454.

Roth, P., Segers, A., & Wright, P. (2000). The acceptance of utility
analysis: Designing a model. Paper presented at the Academy of
Management Annual Meeting, Toronto, Ontario, Canada.

Rucci, A. J., Kirn, S. P., & Quinn, R. T. (1998). The employee-
customer-profit chain at Sears. Harvard Business Review, 76(1),
83–97.

Russell, C. J. (1998). Maybe they shouldn’t believe, or why person-
nel selection is like a peanut butter sandwich: Value distance as
a source of ambiguity in utility estimates. Paper presented at the
national meeting of the Society of Industrial and Organizational
Psychology, Dallas, TX.

Russell, C., Colella, A., & Bobko, P. (1993). Expanding the context
of utility: The strategic impact of personnel selection. Personnel
Psychology, 46, 781–801.

Schmidt, F. L., & Hunter, J. E. (1998). The validity and utility of se-
lection methods in personnel psychology: Practical and theoreti-
cal implications of 85 years of research findings. Psychological
Bulletin, 124(2), 262–274.

Schmidt, F. L., Hunter, J. E., McKenzie, R. C., & Muldrow, T. W.
(1979). Impact of valid selection procedures on work-force
productivity. Journal of Applied Psychology, 64, 609–626.

Schmidt, F. L., Hunter, J. E., Outerbridge, A. N., & Trattner, M. H.
(1986). The economic impact of job selection methods on size,
productivity, and payroll costs of the federal work force: An
empirically based demonstration. Personnel Psychology, 39, 1–
30.

Schneider, B., Ashworth, S. D., Higgs, A. C., & Carr, L. (1996).
Design, validity and use of strategically focused employee
attitude surveys. Personnel Psychology, 49, 695–705.

Skandia Corporation (1996). Power of Innovation—Skandia
Navigator. Skandia’s 1996 Interim Report, 10–11.

Skarlicki, D. P., Latham, G. P., & Whyte, G. (1996). Utility analysis:
Its evolution and tenuous role in human resource management
decision making. Revue Canadienne des Sciences de l’Adminis-
tration, 13(1), 13–21.

Skinner, W. (1981). Big hat, no cattle: Managing human resources.
Harvard Business Review, 59(5), 106–114.

Stamps, D. (2000). Measuring minds. Training, 37, 76–82.

Sturman, M. C. (2000). Implications of utility analysis adjustments
for estimates of human resource intervention value. Journal of
Management, 26(2), 281–299.

Sveiby, K. E. (1997). The new organizational wealth. San
Francisco: Barrett-Koehler.

Teece, D. J., Pisano, G., & Shuen, A. (1997). Dynamic capabilities
and strategic management. Strategic Management Journal, 18,
509–533.

Treacy, M., & Wiersema, F. (1997). The discipline of market lead-
ers. Reading, MA: Addison-Wesley.

Trevor, C. O., Gerhart, B., & Boudreau, J. W. (1997). Voluntary
turnover and job performance: Curvilinearity and the



References 221

moderating influences of salary growth and promotions. Journal
of Applied Psychology, 82(1), 44–61.

Ulrich, D. (1996). Human resource champions. Boston: Harvard
Business Review.

Webb, J., & Gile, C. (2001). Reversing the value chain. The Journal
of Business and Strategy, 22, 13–17.

Welbourne, T. M., & Andrews, A. O. (1996). Predicting the perfor-
mance of initial public offerings: Should human resource man-
agement be in the equation? Academy of Management Journal,
39(4), 891–919.

Whyte, G., & Latham, G. (1997). The futility of utility analysis re-
visited: When even an expert fails. Personnel Psychology, 50(3),
601–610.

Wright, P. M., MacMahan, G. C., Snell, S., & Gerhart, B. A. (2001).
Comparing line and HR executives’ perceptions of HR effective-
ness: Services, roles and contributions. Human Resource Man-
agement, 40(2), 111–123.

Youndt, M.A., Snell, S.A., Dean, J. W., & Lepak, D. P. (1996). Human
resource management, manufacturing strategy, and firm perfor-
mance. Academy of Management Journal, 39(4), 836–867.





PA RT T W O

ORGANIZATIONAL PSYCHOLOGY





225

CHAPTER 10

Motivation

TERENCE R. MITCHELL AND DENISE DANIELS

BACKGROUND 225
Definition 225
The Big Picture 226
Our Coverage 227

MOTIVATION IN THE ORGANIZATIONAL
BEHAVIOR LITERATURE 227
Expectancy Theory 228
Self-Efficacy 229
Goal Setting 231
Hot Theories: Mood, Emotion, Affect 236

Need Theories 238
Dispositions 239
Reinforcement 241
Justice 242
Summary: Overall Perspective 244

DISCUSSION 245
CONCLUSIONS 246
REFERENCES 246

Motivation is a core construct. To understand why people
behave the way they do in organizations, one must know
something about motivation. It is not the only cause of be-
havior or always the most important one, but it is usually part
of the picture. Motivation is a component of most human ac-
tivity, and the literature on the topic is vast. O’Reilly (1991)
in his Annual Review article said that it is the “most fre-
quently researched topic in micro organization behavior”
(p. 431), and Cooper and Robertson (1986) estimated that the
topic of motivation and related issues fills one third of our
journal space. Pinder’s (1998) book is the best overall recent
source on the topic, and recent reviews by Kanfer (1994),
Mitchell (1997), and Ambrose and Kulik (1999) give good
but slightly narrower perspectives.

Given what is available, we have decided to approach this
review with a few clear objectives. First, we cover the moti-
vational landscape. We believe that most major approaches to
the topic have a corner of the truth. Some of the time, or for
some of the people or to some degree the motivational ap-
proach discussed in an article, makes an important contribu-
tion to behavior. On some occasions, people’s needs are key,
or their goals, their friends at work, rewards, or the task at
hand. We cover these different points of view.

Second, we highlight some of the variables that differ-
entiate when, where, and how certain motivational factors
operate. We discuss issues related to time, the extent to
which these motivational mechanisms are malleable or
changeable, and what factors are needed to use these strate-
gies in the workplace. We close with a discussion of the

implications of what we have reviewed for theory, research,
and practice.

BACKGROUND

As an introduction to the concept of motivation, we shall use
a context with which many of us are familiar: the selection
and subsequent performance of graduate students. Universi-
ties often use some sort of cutoff point on standardized test
scores such as the GRE or GMAT to select students. Suppose
a university admits three students who all score from 680 to
690. We then observe their behavior and performance over
time, and we note that (a) the three individuals differ sub-
stantially among each other with an agreed-upon rank order
and (b) each individual has ups and downs as well. Because
ability (as assessed by our standardized tests) is seen as rela-
tively similar for all three students, we are likely to attribute
the variance within and across the three individuals at least
partly to their motivation.

Definition

The previous example points out some important aspects of
motivation. First, motivation varies across and within indi-
viduals. Second, it seems to combine with ability to produce
behavior and performance. Because abilities are often seen as
innate or accomplished through arduous and lengthy training
and development activities, we often view motivation as
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discretionary or willful—something that one chooses to ex-
pend. Pinder’s (1998) initial simple definition is “the energy
a person expends in relation to work” (p. 1), whereas Dowl-
ing and Sayles (1978) maintain that “motivation means an
inner desire to make an effort” (p. 16). Examining what con-
stitutes this “energy” or “inner desire” leads to a more de-
tailed description of motivation.

Most recent authors have associated motivation with three
general psychological processes (Bandura, 1986; Ford, 1992;
Kanfer, 1990; Mitchell, 1982; Pinder, 1998). First, there is an
arousal component. Most researchers see arousal as caused
by a need or desire for some object or state that is at least
partially unfulfilled or below expectation. This discrepancy
initiates action. Second, there is a directional component.
Personal goals are universally seen as providing direction.
Locke (1997) suggested that goal directedness is “a cardinal
attribute of the actions of all living organisms” (p. 376).
Third, there is an intensity dimension. Some needs are more
important than others. Some goals are more difficult to attain
than others.

What are the results of these three processes? In terms of
specific behavior, four things are usually mentioned. First,
motivation focuses attention on particular issues, people, task
elements, and so on. It has a riveting directional aspect.

Second, motivation produces effort. People work harder
when they are motivated. Third, motivation results in persis-
tence. The higher the motivation, the longer we will sustain
our effort. Fourth, motivation results in what we call task
strategies, patterns of behavior produced to reach a particular
goal.

In summary, motivation is an internal set of processes—
what we call a hypothetical construct. It is complex in that it
involves multiple processes and multiple behaviors. It is per-
sonal; different people have different needs and different
things that they think are important. Furthermore, it is goal
directed. Goals (and goal discrepancies) are seen as major
goads to attention and action, whereas goal difficulty and im-
portance are associated with motivational intensity. Goals are
clearly the major psychological mechanism associated with
motivation.

The Big Picture

Given the complexity just described above, some sort of big
picture is necessary as a guide to the rest of this review. Fig-
ure 10.1 presents such an overview. This diagram captures
some, but not all, of the complexity and detail involved in un-
derstanding motivation. It suggests that both individual

Figure 10.1 An overall model of motivation.
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attributes and the context in which one works influence
motivational processes. Abilities and skills combine with moti-
vation and the enabling or limiting aspects of the environment
to produce task-relevant behaviors. Over time and contexts
these behaviors contribute to individual performance.

Some other important distinctions should be mentioned.
First, note that motivation differs from behavior. The psycho-
logical state is motivation; the outcome or result of that state
is behavioral (e.g., effort). Second, note that behavior differs
from performance. The latter is an outside standard that is de-
termined by the organization and usually assessed by others.
Third, note that personal factors and the work setting can in-
fluence behavior either directly or through motivation. For
example, your actual ability can influence your behavior, and
knowledge of your ability can influence your motivation,
which can influence your behavior. Task interdependencies
can influence your actual behaviors as well as your motiva-
tion to engage in these behaviors. Finally, note that behavior
is caused by multiple factors: personal, social, technological,
and contextual. Thus, motivation may play a huge role in de-
termining some behaviors, whereas ability or technology
may be important for others (Ford, 1992).

It is important to point out that motivation is dynamic and
unfolds over time. Motivational processes lead to intentions
that result in behavior. However, the mechanisms driving that
behavior, such as need discrepancies or goal level currently
attained, change over time. Things happen while we are en-
gaged in a particular task (e.g., successes and failures, social
input) that may increase or decrease subsequent motivation
(Kuhl, 1984). People often decide to exert more or less effort
at the moment, while they are involved in an activity, or to
switch to another activity. This “on-line” motivational
process is receiving increased attention in the literature (e.g.,
Frese & Zapf, 1994), and we will cover it in more detail in
our review.

Our Coverage

We made a number of decisions with respect to this review.
First, we wanted to provide broad coverage. Most of the
major theories are reviewed (we have omitted the job design
and social influence—i.e., teams and culture—work because
they are covered in other chapters in this volume). We try to
summarize the prevailing wisdom (mostly through the use of
narrative summaries and meta-analyses, which are available
for almost every topic) and then concentrate on what has
been written in the last few years. Second, our major focus is
on work-related issues and the field of organizational behav-
ior. Finally, as mentioned earlier, we try to highlight dimen-
sions or aspects of motivational topics that help us to sort out

the complexity of when, where, and how a particular factor is
operating or is important.

MOTIVATION IN THE ORGANIZATIONAL
BEHAVIOR LITERATURE

Before we begin our review of motivation in the organiza-
tional behavior literature, we need to provide an organizing
framework for the various theoretical approaches that we
will be discussing. Because there is no agreed-upon integra-
tive theory of motivation (although some have been sug-
gested; e.g., Locke, 1997) and very few middle-range
theories, we consequently have no universally accepted way
of presenting the various approaches to motivation. When
reviewing research for this chapter, we categorized articles
according to the major theoretical positions that they
represented (e.g., goal setting, rewards and reinforcement,
dispositions and traits, etc.). We then began to see some con-
trasts or tensions that were represented. For example, some
theoretical approaches are internal to the individual
(cognitive approaches, dispositional approaches), whereas
others are clearly more external (task design, reinforce-
ment). Some theoretical approaches are more cognitive in
nature (self-regulation, expectancy theory, goal setting,
self-efficacy), whereas others have very little to do with
cognitions (genetic disposition, emotion, affect). Some are
more distal or distant from the immediate causes of action
and reflect one’s accumulated history (e.g., needs). Others
are more proximal or directly associated with behavior
(e.g., goals). The more we looked, the more we realized
that nearly every theoretical approach had an alternative
that was in tension with it. Although these alternative ap-
proaches did not necessarily contradict one another, each
provided a different lens through which to view motivation.
We decided to organize our review around these various
tensions. Figure 10.2 provides a schematic of these contrasts
in the literature.

The first contrast we make is between internally and exter-
nally focused motivational theories. Internally focused theo-
ries can be broken down into those that are more cognitive or
“thoughtful” (including goals, self-efficacy, expectancy) and
those that are not controlled at a cognitive level. The thought-
ful motivational theories differ from one another in terms of
those that are focused on the cognitive processes that occur
before a task is undertaken and those that occur while one is
actually working on a task. We differentiate between these
two theoretical approaches as those that are proactive and
on-line, respectively. In contrast, the nonrational theories can
be distinguished as those that are hot in nature, or more in
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Figure 10.2 Overview of motivation tensions.

the moment (i.e., mood, emotions, affect), compared with
those that are cold and less malleable (i.e., needs, genes,
personality).

At the other end of the spectrum, the external theories of
motivation focus on aspects of the situation that influence the
amount of effort that one is likely to put forth. The external
theoretical approaches can be separated into those that are fo-
cused on the task itself (job design theories, covered else-
where) and those that are focused on the social aspects of the
situation. In this latter category there is a contrast between the
culture and norms of the group (covered elsewhere in this
volume), which create expectations for performance and mo-
tivation, and the perceived fairness of the outcomes that one
receives (a perception that is socially determined). We recog-
nize that these external approaches have an impact on inter-
nal processes. But the reason we differentiate them is that the
focus of the theory is on how these external factors operate on
the person (e.g., job design) rather than the internal state
(e.g., goals).

In this section we review the literature in each of these the-
oretical categories, with particular emphasis on advances that
have been made since Kanfer’s (1990) handbook chapter. For
each theory we review what we know, as well as the new di-
rections that research is taking, and highlight what we do not
yet know as important areas for future research. We begin our
review with those theories that are more internal—that is,
theories focused on the thoughts, feelings, or personality of
the individual. We then move to the external theories of
motivation, which focus on outcomes such as reinforcement
and justice.

The first category consists of theories that are thoughtful:
those that are more internal to the individual and are based on
a cognitive approach to understanding human behavior (see
Figure 10.2). We begin with theories that are more proactive
in that they entail judgments about future performance, in-
cluding expectancy, self-efficacy, and goal setting. We then
move to the more on-line or in-the-moment approaches to
understanding motivation, including control theory, action
theory, and self-regulation.

Expectancy Theory

Expectancy theory is one of the earliest cognitive approaches
to understanding motivation. It was first articulated by Vroom
(1964), who suggested that people tend to make rational de-
cisions about whether to exert effort based on their percep-
tions of whether their effort will lead to outcomes that they
value. The theory is sometimes referred to as VIE theory, ref-
erencing its three major constructs: valence, instrumentality,
and expectancy. Expectancy is a probability assessment re-
flecting an individual’s belief that a given level of effort will
lead to a given level of performance. Instrumentality refers to
the subjective assessment that a given performance level will
result in one or more secondary outcomes, such as pay or pro-
motion. Finally, valence refers to the value that an individual
places on a given secondary outcome. Vroom (1964) argued
that individuals subjectively combine these three constructs,
summing across outcomes, to determine the extent to which
they should exert a particular level of effort. He referred to
this as motivational force.
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What We Know

Many studies have been directed at refining expectancy the-
ory and trying to assess its validity. Much of this research
seems to support Vroom’s (1964) ideas. For example, ex-
pectancy theory has been shown consistently to predict job
effort and occupational choice, accounting for 5% to 30% of
the variance in these criteria (Mitchell, 1997). However, nu-
merous reviews have also highlighted important method-
ological problems associated with the tests of the theory. For
example, the theory relies on an explicit mathematical model
of motivational force, but it is clear that people seldom make
such mental calculations. Perhaps the biggest area of debate
surrounding expectancy theory is whether it should be used
to predict outcomes within subjects or between subjects (see
Pinder, 1998, for a concise review). Although both methods
have provided evidence in support of expectancy theory
(Westaby, 1999), a large majority of the research shows that
the theory predicts outcomes better within subjects than it
does between subjects (see VanEerde & Thierry, 1996).

New Directions

Expectancy theory initially generated a substantial amount of
research and debate, but it is no longer doing so. Its lack of
direct influence on the motivational field today may be attrib-
uted to the rise of other cognitive theories, during what has
been referred to as the cognitive revolution in the field of
organizational behavior (Ilgen, Major, & Tower, 1994). In
particular, the current emphasis on goal setting, self-efficacy,
and self-regulation may have subsumed some of the major
concepts within VIE theory. As Locke and Latham (1990)
pointed out, “In practice, many expectancy measures are
probably equivalent to self-efficacy measures, or at least par-
tially so” (p. 68). It is to the theory of self-efficacy that we
now turn our attention.

Self-Efficacy

The concept of self-efficacy is a relative newcomer to the
field of motivation. It was developed by Bandura (1986,
1997) in the context of his work on social cognitive theory
and defined by Wood and Bandura (1989) as “beliefs in one’s
capabilities to mobilize the motivation, cognitive resources,
and courses of action needed to meet given situational de-
mands” (p. 408). Most of the research on self-efficacy has
focused on one of two things: (a) understanding the mecha-
nisms through which self-efficacy influences performance
and (b) understanding its antecedents in order to know how
better to change self-efficacy (and ultimately performance) in
the workplace.

What We Know

There is substantial research demonstrating a link between
self-efficacy and performance. The results from two separate
meta-analyses indicate that the link between self-efficacy and
performance is strong, with a mean r � .37 in one (Hysong &
QuiÑones, 1997) and r � .38 in the other (Stajkovic &
Luthans, 1998). As Gist and Mitchell (1992) noted, “People
who think they can perform well on a task do better than
those who think they will fail” (p. 183). 

There has been some debate in the literature about
whether self-efficacy truly has a generative component; that
is, does it actually cause high levels of motivation and subse-
quent performance, or are the correlations between self-
efficacy and performance due simply to the fact that people
are pretty good at assessing their own ability levels and pre-
dicting their future performance levels? Chen, Casper, and
Cortina (1999) reported in their meta-analyses that mental
ability and conscientiousness are both related to self-efficacy
(corrected r of approximately .20) and that self-efficacy par-
tially mediates the relationships between ability and consci-
entiousness and subsequent performance. Self-efficacy is
also highly correlated with past performance. Because of
this, Vancouver, Thompson, and Williams (1999) suggested
that perhaps self-efficacy is simply a by-product of past per-
formance that by itself contributes nothing to motivation and
future performance. This issue is difficult to tease out statisti-
cally; examining the effect of self-efficacy on performance
by controlling for past performance may overcorrect for the
problem because self-efficacy is likely to be at least partly re-
sponsible for past performance as well (Bandura, 1997). If all
of the work on the relationship between self-efficacy and per-
formance were correlational in nature, we would be at an im-
passe over how to understand self-efficacy’s role in the
motivational process. However, thanks to the programmatic
research on the Pygmalion/golem effect conducted by Eden
(e.g., 1992) over the past decade, we can present a causal pic-
ture of the effects of self-efficacy on performance.

The Pygmalion effect refers to the idea that communicat-
ing high expectations can improve self-efficacy, which in
turn improves performance. Its opposite is the golem effect,
in which low expectations are communicated and self-
efficacy and performance decrease as a result. Eden and his
colleagues have shown that self-efficacy can be manipulated
and that doing so influences performance (Eden, 1992).
Telling Israeli Defense Force candidates that they would do
well in Special Forces resulted in increases in volunteering
(Eden & Kinnar, 1991); self-efficacy training for the unem-
ployed increased their job-search skills and activities, as well
as the likelihood of finding a job (Eden & Aviram, 1993); and
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having positive expectations for military trainees initially
low in ability raised their self-efficacy and subsequent scores
on a physical fitness test (Oz & Eden, 1994). There have been
two recent meta-analyses of Pygmalion effects. McNatt
(2000) reported an average corrected d (average differ-
ence between experimental and control groups) of .62, and
Kiernan and Gold (1998) reported an average of .76. Both pa-
pers reported that these effects are relatively strong, and both
suggest that men and people in the military are more suscep-
tible than women and nonmilitary subjects.

There are multiple mechanisms through which self-
efficacy works. Those with higher self-efficacy tend to exert
more effort and to persist at a task longer than those with
lower self-efficacy (Bandura, 1997). In addition, self-efficacy
helps individuals focus their attention and reduce distractions
(Kanfer & Ackerman, 1996). Those with higher self-efficacy
tend to choose more difficult goals and commit to those goals
than do low self-efficacy individuals (Locke & Latham,
1990). Self-efficacy may also encourage people to seek feed-
back (Tsui & Ashford, 1994) and to choose more efficient
task strategies (Wood, George-Falvy, & Debowski, 1999).

Because self-efficacy appears to be an important influence
on motivation and performance, quite a bit of research has
focused on understanding its antecedents, as well as on
implementing effective training programs for improving
self-efficacy. Bandura (1982) suggested that self-efficacy is
developed through four mechanisms: enactive mastery, vic-
arious experience, verbal persuasion, and physiological
arousal. More recent research suggests that the effects of
these types of experience on self-efficacy are moderated by
who or what is providing the information, as well as by an in-
dividual’s belief in his or her ability as a state or trait variable.
Parsons and his colleagues found that the self-efficacy of mil-
itary trainees learning to pilot helicopters was strongly influ-
enced by negative peer feedback at the beginning of their
training program, but by the end of the training program it
was more likely to be affected by feedback from the task it-
self and from supervisors (Parsons, Fedor, & Herold, 1999).
Martocchio (1994) showed that people who believe that abil-
ity does not change (trait) have lower self-efficacy and higher
anxiety than do those who view ability as something that can
be acquired with experience (state). In addition, those who
have a state view of ability have higher affect, higher goals,
and higher performance than do those who hold to a trait
view of ability (Tabernero & Wood, 1999). 

Building on these ideas, Stevens and Gist (1997) con-
ducted a study in which they trained MBA students on nego-
tiation skills. They showed that mastery-oriented training
(which assumes a state view of ability and focuses on en-
hancing task competence) led to more skill-maintenance

activities, more planned effort, and more positive affect than
did performance-oriented training (which assumes a trait
view of ability and focuses on demonstrating high task per-
formance). In addition, they showed that mastery training
overcame the effects of initial low self-efficacy; that is, low
self-efficacy subjects in the mastery-oriented training condi-
tion performed at the same level as did their high self-
efficacy counterparts.

New Directions

Three areas of research are relatively new in the self-efficacy
field. First, recently there has been quite a bit of effort to un-
derstand the similarities and differences among self-efficacy
and related constructs. Second, there has been interest in the
concept of group efficacy. Finally, some research has high-
lighted some of the negative effects of high self-efficacy. We
discuss each of the areas next.

Mitchell (1997) pointed out that self-efficacy is similar to
concepts discussed by others using other terms, including
personal agency beliefs (Ford, 1992), personal efficacy
(Gurin & Brim, 1984), capacity beliefs (Skinner, Wellborn, &
Connell, 1990), and perceived competence (Deci, 1980).
Self-efficacy has been differentiated from self-esteem, which
tends to be a stable value judgment that people make about
themselves (Pinder, 1998); and although low self-efficacy on
a given task may influence self-esteem, it does not necessar-
ily do so. Brockner (1988) introduced the idea of task-related
self-esteem, which is similar to the concept of self-efficacy.
Confidence is another construct that has much in common
with self-efficacy. Trafimow and Sniezek (1994) did studies
of performance estimation for items on a general knowledge
test. They found that subjects’ general confidence (a trait
measure) was positively related to their item confidence
(similar to self-efficacy). Some confusion has arisen over the
difference between self-efficacy and expectancy. Both con-
structs are subjective estimates of personal capability, but ex-
pectancy relates to a particular performance level on a given
task, and self-efficacy is broader in that it can cover multiple
performance levels. From a practical perspective, however,
the operational measures for expectancy and self-efficacy are
often indistinguishable. 

More recently, Eden forwarded his conceptualization of
means efficacy, which he defined as a person’s belief in the
tools available to do the job (Eden & Granat-Flomin, 2000).
Eden differentiated means efficacy from self-efficacy in that
the former is based on beliefs about factors external to the in-
dividual, and the latter is more about internal factors (Eden,
1996). He suggested that self-efficacy together with means
efficacy make up a construct referred to as subjective
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efficacy, which is a better estimate of future performance than
is either means efficacy or self-efficacy alone. Self-efficacy
has traditionally been understood to include some component
of means efficacy (cf. Gist & Mitchell, 1992), but this new
distinction between internal and external sources of efficacy
may be useful.

The last constructs we address in this section are role-
breadth self-efficacy (RBSE; Parker, 1998) and global, or
general, self-efficacy (GSE). RBSE is a more global con-
struct than is self-efficacy, which is always related to a given
task. RBSE relates to people’s judgments about their ability
to carry out the broader and more proactive roles on the job
(beyond the technical requirements). Parker (1998) found
that RBSE can be influenced by job-enrichment activities.
GSE is broader yet, in that it assesses people’s beliefs in their
capabilities to perform a wide variety of tasks. It is a more
trait-like, dispositional variable than is self-efficacy (Eden,
1999). At this point, exactly how GSE differs from self-
esteem or other more general constructs is unclear.

A number of researchers have begun examining the con-
cept of group efficacy. Guzzo and his colleagues conducted
an excellent review of the various ways in which group effi-
cacy can be conceptualized and measured (Guzzo, Yost,
Campbell, & Shea, 1993). Like self-efficacy, group efficacy
is consistently related to group performance (Mulvey &
Klein, 1998; Prussia & Kinicki, 1996). In addition to its im-
pact on performance, group efficacy has been shown to pre-
dict job satisfaction and organizational commitment (Riggs
& Knight, 1994) and to moderate the impact of long hours
and work overload on experienced physical and psychologi-
cal strain (Jex & Bliese, 1999). Group efficacy may be a
better predictor of group performance than individuals’ self-
efficacy. Feltz and Lirgg (1998) found that team efficacy was
related to a hockey team’s win record, but individual efficacy
was not. The antecedents of group efficacy appear similar to
those of individual self-efficacy: Enactive mastery, vicarious
experience, and verbal persuasion have all been shown to in-
fluence group efficacy. Group efficacy appears to have its
strongest effects on performance in certain circumstances.
For example, Gibson (1999) found group efficacy to be most
strongly related to performance when there was low uncer-
tainty and high collectivism and when people worked inter-
dependently. More research is needed to understand how
group and individual efficacy interact. That is, what happens
when an individual has a high (low) level of self-efficacy, but
the group has low (high) collective efficacy?

Most of what we have reviewed to this point highlights the
positive impact of efficacy on performance. However, there
are situations in which high self-efficacy or group efficacy
may have a detrimental impact. When initial self-efficacy

estimates are too high and performance does not match ex-
pectations, people tend to become discouraged and use
avoidance strategies (Stone, 1994). Those with high levels of
self-efficacy may be more likely to reject negative feedback
(Nease, Mudgett, & QuiÑones, 1999). This may in turn make
it more likely for them to fall prey to escalation of commit-
ment and have decreased performance (Goltz, 1999). Whyte
(1998) argued that in a group context, overly high group effi-
cacy may be the instigating factor causing groupthink, which
may lead to performance decrements. Gibson and Holzinger
(1998) supported this notion. They found that in some situa-
tions group efficacy was actually negatively related to group
effectiveness. They attributed this unexpected finding to the
way in which they measured group efficacy: namely, by ask-
ing the group to make a collective estimation of efficacy.
They suggest that this measure was likely influenced by
group-induced attitude polarization, in which group mem-
bers’ individual estimates were swayed by the input from
their peers.

Although there are some potential downsides to high lev-
els of self-efficacy and group efficacy, in general the research
supports the idea that efficacy is an important component of
motivation and a strong predictor of performance. Further-
more, research supports the idea that self-efficacy is mal-
leable and provides several demonstrated ways of improving
it. One of the ways in which self-efficacy influences perfor-
mance is through its influence on self-set goals.

Goal Setting

The theory of goal setting is quite easily the single most dom-
inant theory in the field: Over a thousand articles and reviews
have been published on the topic in a little over 30 years
(Mitchell, Thompson, & George-Falvy, 2000). Rather than
reviewing all of this research we focus on the basic premises
of goal setting and then turn our attention to the current areas
of interest and future research directions.

What We Know

Goal setting is based on the idea that most of human behavior
is the result of a person’s consciously chosen goals and inten-
tions. Locke and Latham (1990) provided an excellent and
extensive summary and review of the goal-setting literature.
Their conclusion, backed up by a plethora of persuasive evi-
dence is that goal setting works. Indeed, the research is uni-
form in its verdict that difficult and specific goals result in
higher levels of performance than do easy or vague, “do your
best” goals. In addition to the importance of difficult and spe-
cific goals, the goal-setting research is also clear that several
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other factors are necessary for goal setting to work. First, in
order for goal setting to impact performance, feedback that
enables people to gauge their progress toward goal attain-
ment is required (Erez, 1977). Second, goal commitment is
necessary for a goal to have motivational effects (Tubbs,
1994). Finally, ability and knowledge are important; giving
someone a specific and difficult goal, providing feedback,
and ensuring commitment will not result in increased perfor-
mance if that individual does not have the requisite skills and
abilities to perform the task.

Goal setting influences performance through four mecha-
nisms (Locke, Shaw, Saari, & Latham, 1981). Compared
with those who do not have goals, individuals with goals are
more likely to (a) focus their attention and action toward the
accomplishment of the goal, (b) exert more effort, (c) persist
on tasks even in the face of failure, and (d) develop strate-
gies that aid in accomplishing the goal. More recent research
in the area of goals typically focuses on extending these tra-
ditional findings by understanding the various antecedents
and consequences of goal setting, explicating the various
moderating factors of the goal-performance relationship, and
expanding the application of goal setting to the group level
(Mitchell, 1997).

Research on self-set goals has tried to explain why people
set the goals that they do. This is particularly important to
understand because the evidence shows a linear relationship
between goal difficulty and performance: The more difficult
the goal, the higher the performance level will be as long as
goal commitment remains high (Locke, 1997). Two different
meta-analyses of goal difficulty—Mento, Steel, and Karren
(1987) and Wright (1990)—reported similar effect sizes for
the effects of goal difficulty on performance (d = .58 and .55,
respectively).

An excellent review of the antecedents of goal setting by
Wofford, Goodwin, and Premack (1992) found that the major
determinants of an individual’s goal level were past perfor-
mance and ability. External factors such as providing a perfor-
mance bonus also increase goal difficulty (Wood, Atkins, &
Bright, 1999). After demonstrating that individuals with high
task-specific self-esteem chose more difficult goals under
piece-rate than hourly payment plans, Moussa (1996) con-
cluded that these internal and external factors interact with
each other. In a group context, collective efficacy has also
been shown to influence group goal difficulty (Mulvey &
Klein, 1998). In addition, self-efficacy, expectancy of goal at-
tainment, and task difficulty were the best predictors of an in-
dividual’s goal commitment (Wofford et al., 1992).

The performance consequences of goals are also clear:
Goals increase performance, whether it is individual per-
formance (Locke & Latham, 1990), group performance

(Durham, Knight, & Locke, 1997; O’Leary-Kelly, Martoc-
chio, & Frink, 1994; Wegge, 1999; Weingart, 1992), or orga-
nizational performance (Thompson, Hochwarter, & Mathys,
1997). Pritchard’s PROMES system shows promise as an
application of goal setting principles designed to increase
individual and group performance (Pritchard, 1995). Other
outcomes of goal setting have also been explored. For exam-
ple, Ludwig and Geller (1997) found that participative goals
among pizza delivery drivers not only increased perfor-
mance on a targeted behavior (complete stops at intersec-
tions) but also generalized to other driving behaviors
that had not been targeted (turn signal and safety belt use).
Goals have been used to reduce accidents and improve safety
in the construction industry (Cooper, Phillips, Sutherland, &
Makin, 1994). Brunstein, Schultheiss, and Grassmann
(1998) demonstrated that goals that are congruent with an in-
dividual’s personal dispositions can increase well-being and
life adjustment. Although increased performance is arguably
the most important outcome of goal setting, it is not the only
outcome.

Perhaps the most commonly studied moderator of the
goal-performance relationship is goal commitment. Tubbs
(1994) defined goal commitment as the force or strength of
attachment to a personal goal. Work throughout the early
1990s focused on the appropriate measures of goal commit-
ment (Hollenbeck, Williams, & Klein, 1989; Wright,
O’Leary-Kelly, Cortina, Klein, & Hollenbeck, 1994).

Early goal-setting research assumed that goal commit-
ment was necessary for assigned goals to work (Locke &
Latham, 1990). A meta-analysis by Donovan and Radose-
vich (1998) challenged the moderating role of goal commit-
ment on the relationship between goal difficulty and
performance. Their work found that the interaction effect of
goal difficulty and commitment on performance was low.
However, the number of studies they examined was small
(12), and their work did not capture the perspective over
time. Another meta-analysis (Klein, Wesson, Hollenbeck, &
Agle (1999), using a larger sample (83 studies), found evi-
dence for a stronger moderating effect of goal commitment
on the relationship between goal difficulty and performance
(mean corrected r of .23), and this effect of commitment on
performance was stronger for difficult goals than for easy
goals.

Like the research on goals themselves, the emphasis in
goal-commitment research over the past decade has been on
the antecedents and consequences of goal commitment.
Locke and Latham (1990) suggested that goal commitment
can be strengthened with monetary incentives that are tied to
goal attainment (assuming that the goal is not impossible).
Wright (1992) found this to be the case with easy goals, but
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with difficult goals Wright found that making incentives
dependent on goal attainment actually led to lower commit-
ment (rejection of goal). In contrast, Lee, Locke, and Phan
(1997) found no effect of incentives on commitment. Clearly,
more research is needed in this area to determine what the re-
lationships between commitment and incentives are. In addi-
tion to incentives, the specificity of goals has been examined
as an antecedent of goal commitment. Wright and Kacmar
(1994) found that specific goals were more likely to result in
goal commitment on an anagram task than were vague goals.
Normative information may also influence goal commitment.
Martin and Manning (1995) found performance increases in
high-commitment subjects when they had information that
others performed a task well. In addition, Hinsz, Kalnbach,
and Lorentz (1997) found that using outrageous anchors to
increase self-set goals did not reduce goal commitment.

A couple of studies indicate that individual differences
may influence goal commitment. Hollenbeck et al. (1989)
found that students’ need for achievement and locus of con-
trol influenced their commitment. Barrick, Mount, and
Strauss (1993) found that sales representatives with high con-
scientiousness were more likely to be committed to sales
goals. Situational constraints and leader-member exchange
have also been found to influence goal commitment (Klein &
Kim, 1998). Finally, goal commitment can be impaired if
people are allowed to set their own goals and then are as-
signed goals instead (Austin, 1989).

Task complexity appears to be another moderator of the
goal-performance relationship. For the last two decades
research has been accumulating that indicates that goal ef-
fects are less strong, or even detrimental, to performance on
complex tasks (Wood, Mento, & Locke, 1987). Other re-
search has indicated that goal setting is not as effective when
a task is novel but has a stronger relationship to performance
when a task becomes well learned (Mitchell, Hopper,
Daniels, George-Falvy, & James, 1994). Research by Kanfer,
Ackerman, Murtha, Dugdale, and Nelson (1994) showed that
goals helped performance during spaced practice but hurt
performance during massed practice on their air traffic con-
troller task. One explanation for these various results may
be that the primary mechanisms through which goal set-
ting works—attention, effort, and persistence—may not be
effective for accomplishing tasks that are complex or novel.
In these cases, developing task strategies may be more
effective—working smarter, not harder (Wood & Locke,
1990). Understanding how to use goals to improve strategy is
a newer area of goal-setting research. One lab study found
that the type of goal assigned can influence goal strategy
(Audia, Kristof-Brown, Brown, & Locke, 1996). Another
study showed that goals can help on explicit learning of

complex tasks (DeShon & Alexander, 1996). Finally,
George-Falvy (1996) showed that participatively set goals
may be more effective than assigned goals on complex tasks
because they encourage effective strategy development.

Interest in applying goal setting to the group level has in-
creased dramatically during the past decade. The basic find-
ings in this area are very similar to individual-level goal
setting; a meta-analysis by O’Leary-Kelly et al. (1994) con-
firmed that group goals have a strong and positive effect on
performance. Several studies have shown that more difficult
goals result in higher performance than do easier goals
(Durham et al., 1997; Weingart, 1992). In addition, these
studies found that group goals influence performance through
their effect on effort, planning, and tactics.

As with individual-level goal-setting research, there has
been much attention to the goal commitment construct at the
group level. In particular, research has focused on how goal
commitment is related to group cohesion. In terms of as-
signed goals, Podsakoff, MacKenzie, and Ahearne (1997)
conducted two studies demonstrating that goal acceptance
moderates the relationship between group cohesion and per-
formance. With self-set goals, however, more cohesive
groups are more likely to self-select more difficult goals
(Klein & Mulvey, 1995).

New Directions

More and more recent research in goal setting has been ex-
amining how individual-difference factors such as conscien-
tiousness, goal orientation, and emotion influence the
goal-performance relationship. Several studies have high-
lighted the link between conscientiousness and both self-set
goals and goal commitment (Barrick et al., 1993; Gellatly,
1996), emphasizing that individuals with higher levels of
conscientiousness are more likely to self-select difficult goals
and to be committed to difficult goals.

Numerous recent studies have also focused on the rela-
tionship between one’s goal orientation (as defined by
Dweck, 1986) and performance. Briefly, Dweck (1986) de-
scribed two different goal orientations that people have:
learning-goal-oriented individuals are more concerned with
mastering the task, and therefore set goals related to learning,
whereas performance-goal-oriented individuals are more in-
terested in performing well on the task and therefore self-set
goals related to task outcome, regardless of mastery level.
VandeWalle (1999) reviewed this literature and found that a
learning-goal orientation is related to higher self-set goals,
seeking training, and feedback-seeking behavior. A study by
Harackiewicz, Barron, Carter, Lehto, and Elliot (1997) found
that students with a workmastery achievement motivation
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(i.e., learning-goal orientation) were more likely to adopt
mastery goals and be more interested in course material,
whereas students with competitiveness achievement motiva-
tion (i.e., performance-goal orientation) were more likely to
set performance goals and work-avoidance goals and had less
intrinsic interest in course material. Similarly, Colquitt and
Simmering (1998) found that having a learning-goal orienta-
tion was related to the motivation to learn and to performance
in a management course. Those with a learning-goal orienta-
tion are also more likely to use more complex learning strate-
gies than their performance-goal orientation counterparts
(Fisher & Ford, 1998). In a study where the subjects’ goal ori-
entation was manipulated, those with learning-goal orienta-
tions had higher self-efficacy, self-set goals, and intrinsic
motivation on complex tasks, whereas those with perfor-
mance-goal orientations had higher levels of the same con-
structs on simple tasks (Hoover, Johnson, & Schmidt, 1998).
One potential reason for these effects is that those with
learning-goal orientations tend to see ability as malleable,
whereas those with performance-goal orientations view abil-
ity as immutable (Button, Mathieu, & Zajac, 1996). Other re-
search has demonstrated that viewing ability as malleable
lowers anxiety but leads to increases in self-efficacy, satisfac-
tion, goals, and ultimately performance (Martocchio, 1994;
Tabernero & Wood, 1999).

Although the impact of goal orientation on self-set goals
is clear, their impact on performance is not. Whereas some
studies have found that learning-goal orientations lead to
higher performance (e.g., Tabernero & Wood, 1999; Vande-
Walle, 1999), others have found no difference in perfor-
mance between learning- and performance-goal-oriented
individuals (Hoover et al., 1998), and still others have found
performance-goal-oriented individuals to have higher per-
formance (Harackiewicz et al., 1997). Preliminary evidence
seems to indicate that these disparate findings might be ex-
plained by the type of task: A learning-goal orientation is
more likely to lead to increases in performance when the
task is complex, whereas a performance-goal orientation is
more likely to improve performance if the task is simple
(Winters & Latham, 1996). Regardless of what future re-
search will determine on this issue, it is clear that the study
of individual differences is making its mark in the goal-
setting literature.

Emotions have also been examined recently for their re-
lationship to the goal-setting process. For example, Brun-
stein et al. (1998) conducted two studies using a thematic
apperception test (TAT) to measure students’ need orienta-
tions. They also asked these students to list the goals toward
which they were working. When the students’ goals were
congruent with their need orientations (e.g., focused on task

achievement for students high on need for achievement), the
students had better emotional well-being; incongruency be-
tween one’s goals and need orientation on the other hand
was associated with declining emotional well-being. Antici-
pated emotion and framing also appear to impact the goal-
performance relationship. Roney, Higgins, and Shah (1995)
found that when performance goals on an anagram task were
framed positively (21 out of 25 right), subjects had better
persistence and higher task performance than when the goal
was framed negatively (4 of 25 wrong). Another study of
sales persons’ goals found that anticipated emotions associ-
ated with goal achievement helped predict behavior and
sales (Brown, Cron, & Slocum, 1997). Finally, Brunstein,
Dangelmayer, and Schultheiss (1996) found that individuals’
perceptions of their significant others’ support of personal
goals was positively related not only to goal achievement
but also to relationship satisfaction and mood 1 month later.
An interesting picture of the relationship between affect and
goals is emerging, but we have quite a bit of work to do in
this area fully to understand the various connections be-
tween the goal-setting process and emotion.

The overwhelming evidence for goal setting is positive;
that is, goal setting works to improve performance across a va-
riety of contexts and on numerous tasks (Pritchard, 1995).
However, whereas we know quite a bit about the relationship
between goals and quantifiable task-performance outcomes,
we do not necessarily have a clear picture of the effects of
goals on affect, extrarole behaviors, performance quality,
complex or novel tasks, and interdependent tasks to name a
few. For example, we know that goal achievement can lead to
feelings of satisfaction (Thomas & Mathieu, 1994), but we
know little about the affective consequences of failure to reach
a goal (Pinder, 1998). Research by Brunstein and Gollwitzer
(1996) concluded that failure to achieve goals can lead to low-
ered motivation and performance on future tasks, particularly
if the goal is relevant to the person’s self-definition and if he or
she ruminates on the failure. Some tantalizing research indi-
cates that specific goals in conjunction with bonuses for goal
attainment may have a negative impact on employees’ extra-
role behaviors (Wright, George, Farnsworth, & McMahan,
1993). Incentives can also decrease performance when they
are linked with goals that are viewed as unattainable (Lee
et al., 1997). We know that quantity and quality goals some-
times interfere with each other (Gilliland & Landis, 1992);
however, goals can improve creativity when people work
alone and expect their work to be evaluated (Shalley, 1995).
We know that goals can decrease performance on complex or
novel tasks (Mitchell et al., 1994; Wood et al., 1987), that they
may increase anxiety (Wegge, 1999), that they may hinder co-
operation and decrease performance on interdependent tasks
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(Mitchell & Silver, 1990), and that this effect appears to in-
crease as the group size increases (Seijts & Latham, 2000).
Are there other negative impacts of goals? How do we balance
the clear positive performance outcomes associated with goal
setting with some of these potential downsides? In what situa-
tions are these negative outcomes associated with goal setting
most likely to be observed?Although none of these downsides
are likely to call into question the fundamental findings of goal
setting, these areas of research are worth pursuing to under-
stand more fully the boundary conditions of the theory. There
is still fertile theoretical ground to be explored in the field of
goal setting.

The last issue we address in the area of goals is one that has
received relatively little attention until recent years: What
happens after a person selects a goal and begins working to-
ward it? More than 50 years ago Lewin recognized that there
are two stages to the motivational process: goal setting and
goal striving (Lewin, Dembo, Festinger, & Sears, 1944).
What we have discussed up to now pertains mostly to the first
aspect of this process. Goal setting is by nature forward look-
ing; it anticipates performance levels that are to be achieved in
the future. The goal-striving or in-the-moment aspect of moti-
vation has not been examined in anywhere near the same
depth as has the more proactive and forward-looking goal
setting. This is not to say, however, that it has been ignored.
Several researchers have begun to examine this concept,
though often under different rubrics, including action the-
ory (Wilpert, 1995), control theory (Carver & Scheier, 1990;
Klein, 1989), and self-regulation theory (Kanfer &Ackerman,
1989).Although there is no consensus in the literature on what
to call this active-processing component of goal achievement,
we refer to this body of work as on-line motivation.

On-Line Motivation

Most of the researchers in the area of on-line motivation
focus on the motivational process after a goal has been ac-
cepted. Work by Gollwitzer (1999) and Bargh (1999; Bargh
& Gollwitzer, 1994) suggests that people move toward their
goals by utilizing implementation intentions, or strategies
about when, where, and how goal attainment will be reached.
This concept of implementation intentions appears to be very
similar to the goal-setting mechanism of strategy develop-
ment. Indeed, recent research by Diefendorff and Lord
(2000) shows that there are two outcomes associated with
planning. The first is intellectual—planning leads to con-
scious strategy development; the second is volitional—plan-
ning leads to increased persistence and confidence and
decreased distractibility. Both of these effects are captured in
the concept of implementation intentions. Diefendorff and

Lord also showed that the intellectual effects of planning
occur before the task is undertaken, whereas the volitional
effects are in the moment, frequently in response to changes
in the environment.

Further research on implementation intentions indicates
that they cause action initiation to become automatic when
the appropriate situation arises (Gollwitzer, 1999). That is,
implementation intentions effectively create instant habits, or
automatic scripts, that are called up given the appropriate en-
vironmental prime. It is here that the on-line motivation re-
search appears to diverge a bit from the goal-setting research.
Whereas goal setting assumes that most human behavior is
consciously goal directed, on-line motivational researchers
have found evidence that there is much less under volitional
control than we may realize. Bargh and Chartrand (1999) ar-
gued that most of daily life is driven by nonconscious mental
processes, which free up cognitive capacity for conscious
self-regulation. Wegner and Wheatley (1999) demonstrated
that people perceive behavior to be conscious and willful
more frequently than it actually is. In other words, although
we may believe that much of our behavior is conscious and
goal directed, it is possible that we are really on autopilot
most of the time, behaving in ways that are consistent with
cognitive scripts developed long before the situation we are
currently encountering.

Action and control theorists have emphasized the feed-
back loop process through which people compare their cur-
rent state with their referent standard, or goal (Klein, 1989).
Control theory assumes that when there are discrepancies be-
tween one’s current state and goal, individuals want to re-
solve those discrepancies by moving closer to the goal
(Carver & Scheier, 1990). Consistent with the concept of
implementation intentions, control theories posit the recall
of automatic scripts for frequently encountered situations
(Klein, 1989). When a novel or unexpected situation is en-
countered, however, more conscious cognitive processing
occurs. Work on self-regulation by Kanfer and Ackerman
(1989) proposed that given a fixed amount of cognitive ca-
pacity, performance is likely to decrease when more cogni-
tive processing is required.

Goal-setting theorists have not received control theory
warmly. One of the major areas of disagreement between the
two theories relates to the nature of human beings: Do we
seek to reduce feedback-loop discrepancies as control theo-
rists propose, or are we actively involved in setting goals that
require us to stretch (create discrepancies) as goal-setting
theorists argue? Phillips, Hollenbeck, and Ilgen (1996) found
that most people set positive discrepancies for themselves,
even after a task is well learned. While this finding does not
negate the value that control theory has added to the field, it
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does raise the question of where one’s goals (or referent stan-
dards) come from. Control theorists suggest that people have
goal hierarchies and that goals at one level are determined by
higher order goals, which are in turn determined by yet
higher order goals. Locke (1991) argued that this explanation
simply “pushes the tension-reduction problem back a step
further” (p. 13). 

There do appear to be a few philosophical and method-
ological differences between goal setting and action-control
theory, but they are remarkably similar in much of their
content. Rather than focusing on areas of disagreement
between the two approaches, theoretical development might
be better served if researchers viewed goal setting as applic-
able to the preaction phase of human behavior and parts of
control theory as more applicable to the on-line active pro-
cessing phase of human behavior.

Like the “thoughtful” theories of motivation, those ap-
proaches that we have labeled “not rational” examine moti-
vation from a perspective that is internal to the individual.
Unlike the thoughtful theories, however, this not-rational ap-
proach focuses on who people are (including traits and dispo-
sitions) and what they feel and need, rather than on what they
think and believe. These approaches to motivation are not
irrational in any sense, but they do not emphasize the cogni-
tive approach to understanding human motivation and behav-
ior that marked the theories of the previous section. Within
this not-rational grouping, research can be further subdivided
into “hot” and “cold” categories. The hot theories focus more
on transitory mood states and emotions, which have a more
direct and proximal impact on motivation and performance.
The cold theories emphasize dispositions, genetic traits, and
needs—more stable, indirect, and distal influences on moti-
vation and performance.

Hot Theories: Mood, Emotion, Affect

Before we move into a discussion of what we know about
mood, emotion, and affect, it is important that we define these
terms. We borrow from George and Brief (1996) the defini-
tion of mood as a pervasive and generalized affective state,
which is influenced by situational factors but is not directed
at specific targets. Mood is distinct from emotion, which is
directed at someone or something. Affect, on the other hand,
is generally agreed to include components of both mood and
emotion (Weiss & Brief, in press). Thus, we can think of af-
fect as being a more general term for feelings, and we can
think of mood and emotion as particular kinds of feelings:
The first is a more generalized overall feeling state, and the
second is a more intense feeling that is directed at some
target.

What We Know

Historically, the prevailing paradigm in psychology has
swung back and forth between a cognitive and behaviorist
approach to understanding human behavior. Neither of these
perspectives has done much to encourage research on feel-
ings. Consequently, since the 1930s affect has played a very
minor role in the study of organizational behavior (Pinder,
1998). Recently, however, there have been some hopeful
signs that the study of affect is beginning to take a more
prominent place in our understanding of human motivation. 

In 1996 two major theoretical pieces were published that
served both to focus attention on the underemphasized area
of affect and to provide others with a foundation for future re-
search. The first, Weiss and Cropanzano’s chapter on affec-
tive events theory, proposed a close link between singular,
discrete events on the job and one’s emotions at any given
moment. That is, they suggested that moods and emotions
can and do fluctuate widely in a relatively short span of time
and that this has some important implications for on-the-job
behavior. The second piece, by George and Brief, reviewed
research suggesting that mood can enhance or decrease on-
going motivation.

There is a growing body of literature showing that affect
can influence cognitive processes and performance on some
tasks. For example, positive affect has been shown to im-
prove memory recall (Isen, Shalker, Clark, & Karp, 1978),
improve creativity (Estrada, Isen, & Young, 1997), facilitate
decision making (Staw & Barsade, 1993), increase prosocial
behaviors (George, 1991), encourage coping behavior in the
face of stressful events (Aspinwall & Taylor, 1997), and in-
crease the use of constructive approaches to conflict resolu-
tion (Carnevale & Isen, 1986). Research by Mitchell et al.
(1994) showed that mood influenced self-efficacy judgments
once a task was well learned. Another study demonstrated
that psychological well-being predicts job performance
(Wright & Cropanzano, 2000). Psychological well-being is
defined as an individual’s propensity to feel positive emotion
but not feel negative emotion (Cropanzano & Wright, 1999);
that is, it can be thought of as the propensity for being in a
“good mood.” Finally, research by Erez, Isen, and Purdy
(1999) induced a positive mood in subjects and found a cor-
responding increase in persistence and performance on an
anagram task; this relationship was mediated by an increase
in the subjects’ valence, instrumentality, and expectancy per-
ceptions, suggesting a link between affect and other motiva-
tional constructs.

Weiss and Brief (in press) conducted a review of affect at
the workplace and concluded that for most of the past cen-
tury the study of affect in organizations was equivalent to the
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study of job satisfaction. Job satisfaction includes not only
an affective component (cf. Locke, 1976) but also a belief
component (Weiss, Nicholas, & Daus, 1999). Because job
satisfaction incorporates both feeling and thought, it should
be a better predictor of motivation and performance than a
construct including only one or the other. Indeed, two differ-
ent meta-analyses seem to support this notion. Kraus (1995)
reviewed 88 different studies that examined the link between
attitude and behavior, where attitude is defined as incorpo-
rating affect and belief concepts. He found that attitude con-
sistently predicted future behavior (mean r � .38). Williams,
Gordon, McManus, McDaniel, and Nguyen (2000) reported
a meta-analysis showing that pay satisfaction is positively
related to commitment and performance (r � .37 and .10,
respectively) and negatively related to intent to leave and
turnover (r � �.24 and �.12). Until very recently (cf.
Judge, Thoresen, Bono, & Patton, 2001), however, industrial
and organizational (I/O) psychologists have by and large
dismissed the relationship between job satisfaction and job
performance. Judge et al. attributed this dismissal in large
part to the meta-analysis by Iaffaldano and Muchinsky
(1985) that found a very weak relationship between the two
constructs.

For the apparently weak relationship between job satisfac-
tion and performance, one explanation is that job satisfaction
and task behavior do not correspond in their target and action
elements (Kraus, 1995). That is, job satisfaction is too gen-
eral and global to predict a very specific action such as per-
formance on a given task. Another explanation is that affect
and job satisfaction may predict performance at the individ-
ual, within-persons level but not at the between-persons
level. This is consistent with findings by Fisher and Noble
(2000), who showed that people experience more positive af-
fect than is usual when they are performing better than usual
for them and less positive affect when they are performing
worse than usual for them, and that this is true on a moment-
to-moment basis (i.e., not aggregated over time). Other
explanations are reviewed in Weiss and Brief (in press).
Most of these relate to the levels at which the satisfaction-
performance relationship has been measured. The argument
is that examining the relationship at an aggregate, group level
would be more appropriate and lead to stronger findings. 

A final explanation is forwarded by Judge, Thoresen,
Bono and Patton (2001), who conducted a meta-analysis of
the relationship between job satisfaction and performance on
312 independent samples (combined N � 54,417). Using
newer analysis techniques than those used by Iaffaldano and
Muchinsky (1985), they reported a mean corrected correla-
tion between job satisfaction and job performance of .30.
They suggested that previous findings of a null relationship

between the two constructs were based on limitations in
analyses and on misinterpretation of findings.

The research to date is clear that affect has an influence on
certain kinds of performance and that this influence is both
direct and indirect through the mediating effect of cognitive
motivational constructs. It is also clear that affect has been
understudied. In the next section we look at some areas that
future research on the hot area of affect should explore.

New Directions

One issue that is not well understood relates to the sequence
of events surrounding mood, emotion, motivation, and per-
formance. For example, some research has found that affect
is influenced by and follows performance (Locke & Latham,
1990). Other research has found that affect influences perfor-
mance (e.g., Erez et al., 1999). Most likely there is a recipro-
cal relationship between affect and performance, in which
some types of emotion and mood are more likely to be an-
tecedent to performance-related constructs and other types
are more likely to be consequences of them. Some of the dis-
crepancy in findings in this area may be due to the time frame
used in measuring affect. Weiss and Cropanzano (1996) sug-
gested that the impact of affect is immediate: It influences a
person in the moment. The influence of some kinds of affect
is also much stronger than rational analysis at a given mo-
ment in time (Loewenstein, 1996). Therefore, research that
examines affect and other constructs needs to take a more im-
mediate, moment-by-moment perspective, rather than a cu-
mulative one. The use of experience sampling and mood
diaries (e.g., Weiss et al., 1999) should be encouraged to
tease out some of these relationships.

In general, the research on affect has focused very nar-
rowly on only a few moods and emotions, and most of these
moods and emotions have been positive in nature. A couple
of intriguing studies have examined the influence of negative
affect on work-related outcomes, but these are the exception.
For example, George (1990) found that negative affect was a
stronger predictor than positive affect of whether prosocial
behaviors would be exhibited. Raghunathan and Pham
(1999) showed that different kinds of negative moods led to
different kinds of decision making: Sadness resulted in high-
risk and high-reward preferences, whereas anxiety led to
low-risk and low-reward choices. Recent research has also
begun to examine the links between anger or frustration and
violence on the job. Negative affect is not the only area that
needs to be studied. The negative effects of the expression of
positive emotions are also worthy of future study. A good re-
view by Morris and Feldman (1996) examined some of the
dysfunctional effects of emotional labor and showed that
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when there is a discrepancy between felt and expressed emo-
tion, there can be high personal and social costs. Overall, we
still know little about the motivational influences of a wide
variety of affective states, including envy, fear, guilt, depres-
sion, love, compassion, pride, and gratitude, to name a few.
Future research needs to help us understand the spectrum of
mood and emotion and how these influence both motivation
and performance.

Although we do not know as much about the more tran-
sient hot theories, we do know quite a bit about the more sta-
ble theories of individual difference (i.e., the cold theories),
to which we now turn our attention. At a broad level, individ-
ual differences can be thought of as stable internal character-
istics that make each individual unique in behavior and
attitude (Ozer & Reise, 1994). In this category are both need
theories and dispositional theories. Dispositional theories can
be further divided into those that are affective and those that
are nonaffective. Although affective dispositions are similar
to the hot theories (which, after all, include “affect”), they
differ in that they are more long-term and stable individual
characteristics. In the following section we review what we
know as well as new directions of research for these theories
of individual difference.

Need Theories

What We Know

Most need theorists and researchers agree that needs are an
unobservable force (some category of “wants”) internal to the
person, which creates a tension when the need is not being
met. People try to reduce or eliminate this tension through
some action. Because this tension directs attention, effort, and
persistence, needs are thought to be motivating.

One of the most prominent need theories is Maslow’s
(1943) need hierarchy, which posits five categories of
human needs arranged in hierarchical order. While Maslow’s
(1943) theory is quite possibly the most well known theory
of motivation in popular culture today, it is garnering little
research attention. This is largely because the early research
related to this theory (most of which was conducted in the
1950s and 1960s) was not able to demonstrate a strong link
between people’s need levels and their subsequent behavior.
Early findings also provoked questions about many of the
underlying assumptions of the theory (e.g., people move
from lower to higher levels and move only when a need is
filled).

Another early need-theory approach to human motivation
was McClelland’s (1961) focus on need for achievement,
need for power, and need for affiliation. For the purposes of

organizational researchers, the most fruitful area of study
flowing from McClelland’s (1961) theory has focused on
the need for achievement. Achievement motivation empha-
sizes the need to achieve success and avoid failure. Those
with a high need for achievement have an approach-oriented
tendency to select tasks with an intermediate level of
difficulty—those on which they are likely to succeed about
50% of the time. On the other hand, those with a high fear of
failure are characterized by having avoidance-oriented ten-
dencies. The concept of approach and avoidance orientations
has lead to more recent research, which while not explicitly
need theory, certainly has its roots in these concepts.

New Directions

Perhaps one of the best examples of new research that draws
from need theory ideas is work by Kanfer and her colleagues
(Kanfer,Ackerman, & Heggestad, 1996; Kanfer & Heggestad,
1997, 2000). Drawing on their research on the self-regulatory
process, Kanfer et al. (1996) proposed that differences in self-
regulatory ability might be due to individual differences in
terms of motivational skills. Further research indicated that
these skills are influenced by motivational traits that fall into
two primary trait clusters: achievement and anxiety (Kanfer &
Heggestad, 1997). These two trait clusters are remarkably
similar to McClelland’s ideas of approach and avoidance ori-
entations. And like the research surrounding McClelland’s
theory, Kanfer and Heggestad (1997) showed support for the
idea that ideally motivated employees have high-achievement
and low-anxiety traits. More recently, Kanfer and her col-
leagues have focused on the development of two versions of
the Motivational Trait Questionnaire (MTQ), which measures
three motivational traits that fall into the two primary trait
clusters: competitive excellence and personal mastery (both
achievement traits) and achievement anxiety (Kanfer &
Heggestad, 2000).

Several others have conducted research that is also
consistent with these findings. VanEerde (2000) developed a
model that views procrastination in the larger context of self-
regulation: The tendency to procrastinate results from an
avoidance orientation toward unattractive long-term goals
and the simultaneous approach orientation toward attractive
short-term goals. Bateman and Crant (1993) studied an
approach-oriented personality trait referred to as the proactive
personality, which is demonstrated by those who “show initia-
tive, take action and persevere” (cited in Parker & Sprigg,
1999, p. 926). Their findings indicate that this individual dif-
ference can moderate the relationship between job demands
and job control when predicting strain. That is, people with a
proactive personality are less likely to experience strain
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when the demands of the job are high, as long as control over
managing those demands is also high.

Although most current research on individual differences
does not directly assess needs as Maslow, McClelland, and
others originally conceptualized them, some new trends indi-
cate that need-theory concepts are being examined in other
theoretical contexts.

Dispositions

While we were reviewing the literature for this chapter, it be-
came apparent that although the topic of personality and dis-
position was not the single biggest area of review (goal
setting has that distinction), it is the fastest growing area of
research in the field of motivation. Researchers are currently
paying great attention to individual differences, and there is
every indication that this will continue to be the case for the
foreseeable future. As Mount and Barrick (1998) stated,
“Understanding individual differences and their implications
for behavior at work is one of the central tenets of our field,
and personality characteristics are central to understanding
individual differences” (p. 851). Dispositions can be catego-
rized into both nonaffective and affective dispositions, as we
discuss next.

What We Know

Beginning with several reviews and meta-analyses in the
early 1990s (Barrick & Mount, 1991; Tett, Jackson, &
Rothstein, 1991), it became quickly apparent that the topic of
personality was garnering attention. Prior to this time, indi-
vidual differences were seen largely as secondary in impor-
tance to the situation (Mitchell, 1979) or to a person’s ability
in causing behavior. While it is true that the relationship be-
tween personality and performance is moderated by situa-
tional strength (Liu & Weiss, 2000), these meta-analyses
demonstrated that if personality is viewed using a consistent
conceptualization, such as the Big Five, there are clear rela-
tionships between certain personality traits and job perfor-
mance (cf. Hogan, Hogan, & Roberts, 1996). In particular,
there appears to be a consistent link between conscientious-
ness and performance across a variety of different jobs.

Research throughout the 1990s has confirmed the ability
of conscientiousness to predict not only performance but
also other on-the-job behaviors. For example, conscientious-
ness has been shown to be positively related to selection and
performance appraisal ratings (Dunn, Mount, Barrick, &
Ones, 1995), training performance (Martocchio & Judge,
1997), students’ classroom performance (Mone, Moss, &
White, 1999), sales levels (Barrick, Stewart, & Piotrowski,

2000; Vinchur, Schippmann, Switzer, & Roth, 1998) truck
driver performance and retention (Barrick & Mount, 1996),
and group performance (Neuman & Wright, 1999). The
conscientiousness-performance relationship has also been
confirmed in a meta-analysis using a sample of 36 studies
only from the European Community (Salgado, 1997). This
research found conscientiousness and emotional stability to
be valid predictors of job performance across a variety of
occupations. Although conscientiousness predicts many job
related outcomes, it does not necessarily predict everything.
One recent study found no link between conscientiousness
levels of Home Depot employees and the integrity or safety
behaviors of these workers (Fallon, Avis, Kudisch, Gornet, &
Frost, 1998).

The conscientiousness-performance connection appears
robust across time, place, and job types, but some of the other
Big Five traits appear to be connected with performance only
in certain contexts or on certain jobs (cf. Dunn et al., 1995).
Extraversion, for example, is consistently related to sales per-
formance (Barrick et al., 2000; Vinchur et al., 1998), but it is
not necessarily related to performance in other occupations.
In some jobs, emotional stability shows connections with
performance (Barrick & Mount, 1996; Salgado, 1997), and in
some group contexts agreeableness is linked with perfor-
mance (Neuman & Wright, 1999). In general, none of these
effects are as large or as consistent as the conscientiousness-
performance relationship.

Because the connection between personality and perfor-
mance has been clearly established, more recent research has
begun to look at the mechanisms through which personality
has its impact on performance. Clearly, personality is a rela-
tively distal influence on performance; what are the more
proximal influences? Several studies have recently exam-
ined some of the mediating factors between personality and
performance. Martocchio and Judge (1997) found that em-
ployees’ conscientiousness levels were related to their self-
efficacy, which was positively related to their learning.
Similarly, Mone et al. (1999) found that self-efficacy medi-
ated the relationship between Big Five traits and psychology
students’ classroom performances. They found that personal
goals, goal commitment, and behavioral strategies were also
mediators. Finally, Barrick et al. (2000) found that two mo-
tivational orientations, status striving and accomplishment
striving, mediated the relationship between extraversion and
conscientiousness and the performance of 164 telemarketing
sales representatives. These motivational orientations appear
to have much in common with McClelland’s need conceptu-
alization, as well as with Kanfer’s motivational traits.

In contrast to the nonaffective dispositions, affective dis-
positions have reflected the tendency for an individual to be
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in a more positive or negative state of mind. Some people ap-
pear consistently happier than others, regardless of circum-
stances. Watson and Clark (1984) referred to this tendency as
positive affectivity (PA) and to the opposite (consistent dis-
tress, unhappiness, or other negative emotions) as negative
affectivity (NA). There are numerous specific measures of
dispositional affect, but in general they appear to fall into
these two categories.

Although the concept of affect is relatively short-term, af-
fective dispositions are not. Several lines of evidence seem to
indicate that they are indeed dispositional. First, affective dis-
positions can predict attitudes and performance over time.
Steel and Rentsch (1997) found that job satisfaction mea-
sured at one point in time controlled about 20% of the vari-
ance in job satisfaction measures taken 10 years later.
Similarly, Wright and Staw (1999) conducted a longitudinal
study with social welfare employees and found that happi-
ness dispositions were good predictors of performance over
time. A second stream of research identified the genetic basis
for positive and negative affectivity. Arvey and Bouchard’s
twin research found evidence of a genetic cause of job
satisfaction (Arvey, Bouchard, Segal, & Abraham, 1989;
Bouchard, Arvey, Keller, & Segal, 1992) and of attitudes
(Arvey & Bouchard, 1994).

In reviewing the literature, we believe that core self-
evaluations can be considered a positive affective disposi-
tion. The concept of core self-evaluations has been developed
by Judge and his colleagues as a higher order or broad per-
sonality construct in which self-esteem, generalized self-
efficacy, locus of control, and neuroticism (reverse scored) all
load onto it. Like other studies examining the long-term ef-
fect of PA, core self-evaluations predict job and life satisfac-
tion (Judge, Locke, Durham, & Kluger, 1998) as well as task
motivation and performance (Erez & Judge, 2001), and these
relationships are stable over time. In one study, core job eval-
uations measured in childhood and early adulthood were
linked to job satisfaction measured in middle adulthood
(Judge, Bono, & Locke, 2000). Like measures of nonaffec-
tive disposition, core self-evaluations seem to have their im-
pact on performance through self-regulatory mechanisms
such as activity level, goal setting, and goal commitment
(Erez & Judge, 2001).

New Directions

In some ways, all of the research in the area of dispositions is
something of a new direction. However, at least two topics in
this field stand out as needing more attention before re-
searchers can draw any firm conclusions. First, there is no

clarity about whether the personality-performance findings
discussed earlier are consistent across cultures. While
Salgado’s (1997) European meta-analysis concluded that con-
scientiousness predicted performance in the European Union,
as it does in the United States, there is no evidence demon-
strating this link in non-Western cultures. A cross-cultural
study examining several personality scales between the
United States and India found that whereas the scales them-
selves exhibited similar psychometric properties across the
two groups, Indian respondents reported lower self-esteem
and internal locus of control than did their U.S. counterparts
(Ghorpade, Hattrup, & Lackritz, 1999). The authors attributed
this in part to India’s collectivistic culture, in which esteeming
the self is viewed as self-aggrandizement. But this also means
that assuming similarities of personality traits across cultures
may be inappropriate. More comparative studies must be con-
ducted before researchers can say anything with confidence
on this topic.

A second topic that is currently generating quite a bit of re-
search is the area of genetic influence on personality, includ-
ing the effects of evolutionary psychology (Buss, Haselton,
Shackelford, Bleske, & Wakefield, 1998). As previously
discussed, Arvey and Bouchard (1994) showed that there is a
heritable component to affective dispositions. And the genetic
research is also clear that nonaffective dispositions including
work values (Keller, Bouchard, Arvey, Segal, & Dawes, 1992)
and Big Five traits including extraversion and neuroticism
(Viken, Rose, Kaprio, & Koskenvuo, 1994) also have high
heritability coefficients (up to .50). More recent research in
psychology has turned toward understanding behavior from
an evolutionary perspective. Nicholson (1997) argued persua-
sively for a gene-based understanding of personality and be-
havior including gender differences, in-group/out-group, and
status seeking. Because of the strong genetic influence that
has been documented for so many individual differences, it
would seem a relatively short step for an evolutionary psy-
chology perspective to be applied in this domain.

Up to this point our review of motivation theories has cen-
tered on those that emphasize internal attributes of the indi-
vidual. Now we shift conceptual gears away from these
internal theories of motivation and toward those theories that
focus on external aspects of the task or situation. It is appar-
ent in Figure 10.2 that the external approaches have an initial
tension between what we call task or job design and more so-
cial approaches to understanding motivation. Two external
elements that people focus on when working are the task it-
self and their social, interactive context. As mentioned, job
design is covered elsewhere in this volume. However, it is
important to say that tasks have motivational properties and
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that many people exert large amounts of effort and persist for
a long time when working on tasks that they find enriching
and intrinsically satisfying.

There is also a distinction within the social category be-
tween an outcome orientation and a social-influence orienta-
tion. The outcome-oriented theories (justice, reinforcement)
suggest that our evaluations of our outcomes and social
comparisons are important, whereas the social-influence
approaches argue that much of our motivation comes from
trying to fulfill the explicit and implicit expectations of those
around us (team pressure, norms, social influence, culture).
These latter topics are also covered elsewhere in this volume,
but again it is important to point out that motivation can be
strongly influenced by the perceived expectations of others.

Reinforcement and equity-justice approaches to motiva-
tion have a focus on outcomes, or what a person receives as a
result of his or her behavior. Although both approaches share
an outcomes orientation to motivation, they differ signifi-
cantly in terms of their underlying assumptions about human
behavior. Reinforcement looks at behavior as a function of its
consequences and virtually ignores the psychological mecha-
nisms that might mediate environmental stimuli and behav-
ior. Reinforcement has also traditionally been concerned with
learning; that is, reinforcement has been examined as a way
to improve how and what people learn. Equity and justice
approaches, on the other hand, examine a person’s percep-
tions of fairness as a determinant of motivation. Clearly, psy-
chological and perceptual characteristics are key for these
approaches.

Reinforcement

As it was originally conceptualized, reinforcement theory, or
behavior modification, does not really fit in a discussion of
motivation. That is, reinforcement purists would argue that
there is no such thing as motivation as an unobservable psy-
chological process (cf. Skinner, 1990). On the other hand, re-
inforcement works, and it has provided the basis for many
organizational practices from pay to discipline. Komaki,
Coombs, and Schepman (1991) described reinforcement the-
ory as a motivation theory emphasizing the consequences of
behavior. At a very basic level, reinforcement theory is based
on the idea that some behavioral consequences increase the
likelihood that a behavior will be exhibited again, whereas
other behavioral consequences decrease the likelihood that
the behavior will be exhibited. The implications for man-
agers are that they should reward behavior that they would
like repeated, and make sure that undesirable behavior is not
rewarded.

What We Know

In 1964 Vroom wrote, “without a doubt the law of effect or
principle of reinforcement must be included among the
most substantiated findings of experimental psychology
and is at the same time among the most useful findings for
applied psychology concerned with control of human behav-
ior” (quoted in Luthans & Stajkovic, 1999, p. 13). While
organizational behavior theory and practice have changed
substantially over the past several decades, the idea that
reinforcement influences performance continues to be
demonstrated today. Reinforcement programs have been
shown to decrease absenteeism (e.g., Landau, 1993), increase
safety behaviors (e.g., Sulzer-Azarof, Loafman, Merante, &
Hlavacek, 1990), increase procedure-following behaviors
(Welsh, Luthans, & Sommer, 1993), and increase the friendly
behaviors of customer service representatives (Brown &
Sulzer-Azarof, 1994).

By definition, a reinforcer is anything that increases the
frequency of the demonstration of a desired behavior. Rein-
forcement theory also argues that reinforcers need to be pre-
sented consistently and in a timely manner. In practice,
organizations reward desired behavior with two primary types
of reinforcement: (a) financial, including pay for
performance, merit pay, profit sharing, and gain sharing,
and (b) nonfinancial, including feedback and recognition
(Luthans & Stajkovic, 1999). Both types of reinforcement ap-
pear to have positive organizational impacts, based on the re-
sults of three meta-analyses conducted within the last decade.

The first, a meta-analysis of financial incentives on perfor-
mance presented by Kluger and DeNisi (1996), shows an
averaged effect size of .41 (with substantial variation across
studies), suggesting a moderate effect. In addition, the types
of incentives and the type of task had moderating effects. For
example, negative or discouraging incentives (too hard to
attain) had negative effects on performance. A more recent
analysis by Jenkins, Mitra, Gupta, and Shaw (1998) re-
ported an average weighted r of .34 between financial incen-
tives and performance quantity, with slightly stronger effects
in field studies than in lab studies. It is important to note that
this research did not find any relationship between financial
incentives and performance quality. Finally, a review and
meta-analysis conducted by Stajkovic and Luthans (1997)
showed that the effect of using a systematic reinforcement ap-
proach increased performance. The average d across different
organizations and different types of reinforcement was .51
(a 17% increase), suggesting a reliable and moderate positive
effect. Although this last meta-analysis found similar perfor-
mance effects for nonfinancial and financial reinforcement,
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the practical importance of financial reinforcement is seen
in many organizational compensation systems, which seek
to enhance employee motivation. Reinforcement is not the
only viable theoretical approach to understanding compen-
sation (see Bartol & Locke, in press, for a good review of
others), but it is clearly important in helping us understand the
compensation-performance link.

New Directions

The meta-analyses on reinforcement just cited confirm that
reinforcement theory has something to add to our knowledge
of motivation. However, much of the organizational research
on reinforcement has examined the link between financial in-
centives and desired behaviors. More recent work has been
highlighting the importance of nonfinancial reinforcers. Al-
though research shows that reinforcement can be an effective
motivational tool, some have criticized the emphasis on
external reinforcement in many organizations. In part this is
due to the difficulty of accurately assessing individual-level
performance in organizations, which is a necessary precursor
to implementing financial incentives such as merit pay
(Campbell, Campbell, & Chia, 1998). But there have also
been questions about the effectiveness of external incentive
rewards in general. For example, Heath (1997) documented
what he referred to as the extrinsic incentives bias, or the
tendency that people have to believe that others are more mo-
tivated than themselves by extrinsic incentives, and less
motivated by intrinsic incentives such as learning new things.
In a similar vein, Beer and Katz (1998) asked a sample of
executives from 30 countries to respond to a questionnaire
assessing their perceptions of financial incentives. Their
results indicated that these executives did not find incentives
to be particularly motivating. Thus, it would appear that even
though most of us believe that external incentive rewards can
be reinforcing (especially for other people), we also tend to
value work-related outcomes that are not financial. This is
consistent with Luthans and Stajkovic’s (1999) work show-
ing that nonfinancial reinforcement has performance effects
similar to those of financial reinforcement. Researchers may
want to examine the work-related implications of these find-
ings, particularly in relation to organizational compensation
and reward systems.

Historically, reinforcement research has focused on those
consequences that encourage certain desired behaviors. That
is, reinforcement research has typically examined the effects
of reinforcement. However, the theory of operant condition-
ing includes the application of punishment in order to de-
crease undesirable behaviors. The concept of punishment
has not been well examined in the organizational behavior

literature. Some recent grounded research using an interview
methodology examined how managers think and feel
about punishing subordinates (Butterfield, Trevino, & Ball,
1996). Among other things, this research emphasized that
punishment in organizational contexts is common and that
managers feel that its instrumentality varies: It works only
sometimes. Other research by Liden and his colleagues
demonstrated that different kinds of punishments are more
likely depending on the role of the person instigating the pun-
ishment. That is, managers’ and groups’ disciplinary deci-
sions were more severe than were individual group members’
decisions (Liden et al., 1999). Although we know much about
what kinds of reinforcements are effective, we do not know
as much about punishment.

Justice

The topic of organizational justice, or people’s perceptions of
fairness in organizations, has received substantial interest
over the past decade (Cropanzano & Greenberg, 1997). Jus-
tice perceptions are based on what a person receives in an or-
ganizational context, including tangible outcomes as well as
less tangible interpersonal factors. Because justice percep-
tions are determined almost exclusively in relation to others
(“How much did so-and-so get?” or “Was I treated fairly?”)
we consider it within the social category of motivational
theories.

What We Know

The major organizing framework in the justice literature is
the distinction between distributive and procedural justice.
Distributive-justice judgments relate to people’s evaluations
of their outcomes, whereas judgments about procedural
justice relate to people’s perceptions of how fairly they were
treated in a given process. Both types of justice have impor-
tant implications for organizations; however, whereas distrib-
utive justice was the focus of much of the early work in this
area, more recent research has focused more on procedural
justice issues.

The theory surrounding distributive justice developed
from Adams’s (1965) work on equity theory. In brief, this the-
ory predicts that people will evaluate the fairness of their sit-
uation in an organization based on a comparison of the ratio
of their own inputs and outcomes with some referent’s ratio
of inputs and outcomes. When these ratio comparisons are
not equal, people are motivated to change the situation by ei-
ther modifying their inputs and outcomes, changing their ref-
erent other, distorting their perceptions, or quitting.
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Adams’s (1965) equity theory predicts that people will be
motivated to create a situation of equity or fairness. Recent
research examining the psychological processes underlying
this fairness motive has shown two interesting phenomena.
First, work by Thierry (1998) demonstrated that outcomes,
particularly in relation to pay, communicate information that
influences people’s self-concepts. For example, those who
are paid more tend to believe that their performance is better
than others and that they have more control over organiza-
tional outcomes than do others. Second, research examining
how people form justice judgments has shown that even mild
personal experiences of injustice have a much stronger influ-
ence on impressions of justice than do reports from others of
more severe injustice (Lind, Kray, & Thompson, 1998).
These research findings would seem to indicate that justice
judgments are very personal. Not only are these judgments
likely to be based on people’s own personal experiences, but
their motives for making them are at least in part to enhance
or preserve their self-concepts.

The research testing equity theory has been generally sup-
portive across a variety of contexts. We know, for example,
that outcomes that are perceived as unfair can lead to poor
performance (Greenberg, 1988), increased turnover and ab-
senteeism (Schwarzwald, Koslowsky, & Shalit, 1992), and
lowered commitment to the organization (Schwarzwald
et al., 1992). However, the effects of positive inequity (i.e.,
situations in which a person is overrewarded relative to refer-
ent others) do not appear to be as strong as those of negative
inequity (i.e., a person is underrewarded relative to others).
For example, Bloom (1999) found that higher pay dispersion
on professional baseball teams (a recipe for higher inequity
perceptions) led to lower individual performance for those on
the low end of the pay scale. Those at the high end of the pay
scale actually had higher performance; however, this effect
was not enough to offset the lowered performance of the un-
derpaid players, and the overall impact of higher pay disper-
sion led to lower team performance. Others have found
similar results across a range of organizational contexts (e.g.,
Greenberg, 1988).

Research on equity theory expanded substantially with the
introduction of the concept of procedural justice. That is, was
the process for making a distributive decision fair? Several
criteria appear to be involved in making an evaluation of pro-
cedural fairness. Thibaut and Walker (1975) identified voice
as an important determinant of whether a procedure was con-
sidered fair. This is consistent with research showing that
people who have choice in determining which task to engage
in are more likely to view the process as fair (Cropanzano &
Folger, 1991). Leventhal (1980) proposed that fair proce-
dures are those that meet six different criteria: consistently

applied, free from bias, accurate, correctable, representative
of all concerns, and based on prevailing ethical standards.
Subsequent research has supported these criteria for proce-
dural justice and has shown a link between them and satisfac-
tion (Taylor, Tracy, Renard, Harrison, & Carrol, 1996) 

When processes are perceived as fair, the benefits to
the organization are high. Procedural justice has been
shown to influence the acceptance of human-resources inter-
ventions ranging from pay systems (Schaubroeck, May, &
Brown, 1994), to smoking bans (Greenberg, 1994), to
parental leave policies (Grover, 1991), to disciplinary actions
(Ball, Trevino, & Sims, 1994). When people believe that the
process was fair, they are more likely to cooperate with those
in authority, even when the outcome may be less than posi-
tive for them personally (Tyler & DeGoey, 1995). Greenberg
(1990) showed that theft as a response to pay cuts can be min-
imized with processes that are perceived as fair. Commitment
and job satisfaction can be enhanced with procedural justice
(Takeuchi, Tekleab, & Taylor, 2000), which is at least one of
the mechanisms through which participation in goal set-
ting affects satisfaction (Roberson, Moye, & Locke, 1999).
Higher perceptions of procedural justice lead to lower levels
of turnover (Dailey & Kirk, 1992) and lower likelihood of lit-
igation (Bies & Tyler, 1993). Perhaps most widely researched
is the relationship between procedural justice and organiza-
tional citizenship behaviors (OCBs).

A large number of studies have shown that procedural
justice is an antecedent of OCBs (for a review, see Morgeson,
1999). This relationship is mediated by satisfaction
(Moorman, 1991) and perceived organizational support
(Moorman, Blakely, & Niehoff, 1998), and this is especially
true for reciprocation-wary employees—those who believe
that they may be exploited by others (Lynch, Eisenberger, &
Armeli, 1999).Another recent study seems to indicate that pro-
cedural justice has its strongest influence on employees who
feel that they have been treated unfairly in the past (Taylor,
Masterson, Renard, & Tracy, 1998). In other words, processes
that are procedurally just may have their biggest impact on
those employees who are currently most dissatisfied.

An interesting finding is that subordinates appear to play a
role in the extent to which procedural justice is used. Two
studies have shown that employees who are assertive
(Korsgaard, Roberson, & Rymph, 1998) or who use supervi-
sor-focused impression management tactics (Dulebohn &
Ferris, 1999) can increase the procedural justice behaviors on
the part of their managers. Finally, it appears that it is possi-
ble to train leaders in procedural justice. Skarlicki and
Latham (1997) showed that union leaders who had been
trained in organizational justice principles were perceived by
their union members as more fair and that these union
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members exhibited increased OCBs directed toward the
union and fellow union members.

Although procedural justice is clearly important, it may
not be any more or less important than distributive justice.
Brockner and Wisenfeld (1996) found that when distributive
justice is high, procedural justice does not control much vari-
ance in the evaluation of exchanges. On the other hand, when
procedural justice is high, distributive outcomes do not con-
trol much variance. A more recent study by Skarlicki, Folger,
and Klimiuk (2000) found similar results: When procedural
justice was high, distributive justice was unrelated to perfor-
mance; however, with low procedural justice, distributive
justice became predictive of performance. Apparently, em-
ployees are concerned about justice, but either procedural or
distributive justice will do. Two meta-analyses have been
conducted recently between justice constructs and various or-
ganizational attitudes and behaviors (Bartle & Hayes, 1999;
Colquitt, Conlon, Wesson, Porter, & Ng, 2001). Both papers
report strong and significant relationships between both pro-
cedural and distributive justice and attitudes (e.g., job satis-
faction and trust). Corrected mean rs ranged from .48 to .68.
There are also positive but less strong effects on types of or-
ganizational citizenship behaviors (r from .15 to .32) and on
performance (r � .15 in both papers).

Other theoretical work in the area of equity theory has
highlighted an individual difference factor related to equity
perceptions, namely, equity sensitivity. Huseman, Hatfield,
and Miles (1987) developed a measure for this construct,
which has been tested in a variety of settings. The research
on equity sensitivity suggests that people can be categorized
along a continuum as benevolents, equity sensitives, or enti-
tleds (King, Miles, & Day, 1993). Benevolents are defined
as having a higher tolerance for negative inequity, and
they have been shown to have relatively high levels of
satisfaction regardless of reward condition. Equity sensitives
are most likely to conform to the predictions of equity the-
ory, showing aversion to both conditions of under- and over-
reward. Entitleds, on the other hand, prefer situations of
positive inequity, or overreward. They tend to value tangible
extrinsic outcomes more than they value the intrinsic work
outcomes.

New Directions

A new concept in this area that is currently generating quite a
bit of research is that of interactional justice, or the idea that
how decision makers in the organization treat people is im-
portant in determining equity perceptions. Two aspects of in-
teractional justice are discussed in the literature: the extent to
which people believe that they have been treated with dignity
and respect and the extent to which people believe that they

have been given appropriate information about the proce-
dures that affect them (Cropanzano & Greenberg, 1997).
There is some debate over whether interactional justice is a
subset of procedural justice or whether it is a third category of
justice distinct from distributive and procedural justice.
While social aspects of procedural justice are highly related
to interactional justice (Konovsky & Cropanzano, 1991),
there is also evidence that procedural and interactional
fairness have different antecedents (Schminke, Ambrose, &
Cropanzano, 2000).

Regardless of its position in the nomological net, percep-
tions of interactional justice do have positive outcomes. In
particular, such perceptions increase OCBs (Moorman,
1991), particularly supervisor-focused OCBs (Skarlicki
et al., 2000), and decrease retaliation behaviors (Greenberg,
1994). A recently developed and validated interpersonal
treatment scale shows that this measure is related to satisfac-
tion with supervisor, job satisfaction, and turnover intentions
(Donovan, Drasgow, & Munson, 1998).

Another new direction in the justice literature relates to
retaliation and violence in response to perceptions of in-
equity. In the early 1990s Greenberg (1993) demonstrated
that people are likely to act in ways that harm the organiza-
tion in response to unfair treatment. Similarly, Skarlicki and
Folger (1997) showed that the interaction of low distributive,
procedural, and interactional justice led to retaliation behav-
iors including taking supplies, damaging equipment, calling
in sick, or leaving a mess. Although equity theory does a
good job of explaining negative behaviors based on restitu-
tion (e.g., theft), it does not do as well in explaining retalia-
tory behaviors, which have no clear positive outcome for the
individual engaging in them. Such destructive behavior
makes more sense when viewed through the lens of the psy-
chological contract (Rousseau & Greller, 1994) or of social
exchange literatures (Greenberg & Scott, 1996). Essentially,
employees who are treated in ways that do not meet their
expectations view their situation as a violation of the psycho-
logical contract that they have with the organization and tend
to react negatively toward the organization as a result
(Morrison & Robinson, 1997). It may help to think of these
negative behaviors as being the opposite of OCBs (cf. Pawar
& Eastman, 1999): When employees are treated fairly, they
engage in OCBs; when they are treated unfairly, they engage
in deviant and destructive behaviors.

Summary: Overall Perspective

Our review of the literature is now complete. As promised,
the field of motivation is vast and complex. One can focus on
the person or the context, proximal or distal factors, organi-
zational or social outcomes, thoughtful or more routinized
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activities, or cognitive or more emotional processes. Based
on our narrative review and the meta-analyses we uncovered,
it is clear that all of these perspectives have some validity. As
a result, there are some underlying principles about which
most researchers agree.

First, goals are a major factor on the motivational land-
scape. Almost every approach to this topic includes goals. We
humans are goal setters and goal seekers. We also prefer plea-
sure to pain and will seek positive outcomes and states and
avoid negative ones. Third, we prefer mastery and control to
uncertainty and ambiguity. Mastery and control are direct an-
tecedents of our expectations, confidence, and efficacy. We
also prefer interesting, stimulating, and satisfying to boring,
stressful, and repetitious activities. In addition, we are con-
stantly involved in social interaction and social comparison.
We want to have a positive view of ourselves and be liked by
others and be treated fairly. The social context is a major
source of such information. Finally, we are all unique with
genetic and personal backgrounds that shape our wants, de-
sires, and reactions to events. These individual differences
play a crucial role in understanding motivation and variation
in motivation.

DISCUSSION

Given these different principles and perspectives it seems un-
likely that a general theory of motivation will emerge. More
likely, orientations will evolve around different perspectives.
Ambrose and Kulik (1999), for example, suggested that we
should focus on classes of behavior such as effort or citizen-
ship behaviors. Mitchell (1997) discussed how different the-
ories could be grouped around the motivational processes of
arousal, attention and direction, and intensity and persis-
tence. Others have suggested that we should focus either on
the intention/choice activities (prior to action) or the actual
on-line behavioral activities (Wilpert, 1995).

The idea of tensions, which we presented in this paper,
incorporates some of these orientations. Included are the
internal-external, task-social, thoughtful–not rational, hot-
cold and prechoice-on-line distinctions. Presumably, ele-
ments of the person and context will help to determine the
extent to which one or the other (or both) side of these
dichotomies is operating.

But after doing this review, a number of other “perspec-
tives” occurred to us. Different theories come to mind based on
the type of questions we ask. Here are four such questions:

1. What is the underlying dynamic? It seemed to us that we
could classify theories according to an overall theme.
More specifically, some theories clearly revolve around

discrepancy ideas. Needs are activated based on this idea,
as are feelings of injustice. In addition, there is the dis-
crepancy between one’s goal and one’s current level of
goal attainment. Supposedly, such discrepancy states are
unpleasant and aversive, and we strive to reduce them.

Another theme might be called a pull orientation. We
wish to please others (conform to social norms), and we
are attracted to positive rewards, outcomes, and the attain-
ment of goals. Motivation in this sense seems to be
centered in the external context. A contrasting theme
might be labeled a push orientation. Theories that focus
on our genes, personality, expectancies, efficacy, and self-
set goals could be seen as fitting this description. These
factors help to shape our preferences, expectations, and
orientations.

2. What is the effect of time? Obviously, people and contexts
change over time. Tasks become easier, activities become
routinized, groups become cohesive, goals are attained,
rewards change, and so on. We suspect that different mo-
tivational theories and principles operate as these changes
take place.

A different way to think about time is to look at the ori-
entation of the theories themselves. All of the theories are
meant to predict behavior that will follow one’s current
motivational state. However, the information that they use
or the constructs that they employ are time related and
time dependent. For example, both reinforcement theory
and equity theory use information from the past. Rein-
forcement histories supposedly influence current action,
as does our assessment of our past outcomes relative to the
outcomes of others. Fairness judgments are based on past
actions and activities.

Some approaches are more in the moment and are not
particularly reflective in nature. Our personalities (consis-
tent and persistent behavioral tendencies) seem to emerge
in context. Our moods are fleeting and variable. In addi-
tion, social, interpersonal interaction and the social con-
text can change constantly over short periods of time.
Such changes in mood or context can lead to very differ-
ent norms or personality traits being salient.

Finally, much of what we do is motivated by anticipa-
tion. Expectancies, self-efficacy, and goals are reflections
of what we think we will do, can do, and want to do with
respect to upcoming activities (Daniels & Mitchell, 1995).
These constructs suggest that what we do now is partially
determined by our view of the future.

3. How malleable are these states? Both internal and external
motivational orientations vary in terms of how easy it is to
influence the underlying motivational process. Internally,
our genes and personality are hard to change. Our mood
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may be partly personal and partly contextual. While mood
may change frequently, it is not exactly under personal or
external control. On the other hand, goals, expectancies,
and efficacy appear to be much more malleable.

Looking at external factors presents a similar picture.
Changing the design of jobs often involves a major change
in how tasks get done. New technology or methods may
be needed. Social norms are also hard to change, but
perhaps less so than redesigning tasks. On the other hand,
new reward or reinforcement practices can be adopted
somewhat more readily. Thus, it may be tougher to change
a person’s reaction to work through job design than it
would be to change that same person’s reinforcement
expectations.

4. How easy are these theories to use or implement? An ear-
lier paper by Mitchell (1997) examined this question in
detail. Some theories, such as goal setting or equity, re-
quire ongoing monitoring, assessment, feedback, and re-
visions and are individually focused. Many resources are
needed. Job design or social norms, on the other hand, are
implemented and put in place and persist over time with
less need to monitor and maintain them. They are also fo-
cused on everyone, not individuals. Selection strategies
designed to bring in people with certain needs or traits
focus on attributes that persist over time and do not usu-
ally require monitoring or feedback.

Not all theories are equally effective, however. Goal
setting may require huge amounts of resources to do well,
but the goal setting–performance relationships are strong.
Job design, on the other hand, has a less strong impact on
performance. Nor are all theories equally appropriate to
particular jobs or people. Thus, before choices are made
about which approach or approaches to use, one needs to
assess the context, resources needed, and outcomes de-
sired (Mitchell, 1997).

CONCLUSIONS

The field of motivation is still vibrant and interesting. We re-
searchers have confidence about the meaning of the construct
and how it operates. We have a good idea of the mechanisms
that create and sustain it. Recently, the areas of affect, goal
setting (especially self-regulation and on-line behavior), indi-
vidual differences, and justice have captured our attention,
whereas need theories and expectancy theory have received
less attention.

There are also areas in need of more research. How do
thoughtful processes become more routine? What mecha-
nisms are involved with the allocation of effort and time over

tasks? How do emotions such as anger and guilt (e.g., over
injustice) influence constructs such as goal acceptance or
self-efficacy? How do distal constructs such as personality
influence more proximal states such as expectancies or goal
commitment? How does the task and social context influence
one’s mood? Answering these and many other questions re-
quires more research.

In closing, we want to point out that practical issues are
important as well. More field and longitudinal research is
needed to assess the effects of individual motivational inter-
ventions and combinations of interventions. We need better
diagnostic models and theories evolving from applications.
Such research will help us answer the important questions of
when and where particular motivational interventions work
as well as why they work.
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In this chapter we discuss portions of the theoretical and em-
pirical literature on job satisfaction. Job satisfaction is an
application of the original conceptual definitions of social at-
titudes, although the deviations that job attitudes have taken
from these beginnings are as important as the direct linear
connections. We discuss theoretical models of antecedents of
job satisfactions. Our discussion of these theoretical models
emphasizes constructs (e.g., frames of reference, organiza-
tional withdrawal) rather than individual variables as mani-
festations of the constructs (e.g., local unemployment,
turnover); there are more individual variables that may be re-
garded as antecedents or consequences of job attitudes than
can be reasonably discussed in this chapter. We focus our
discussion on three general areas: theoretically necessary
breadth of measures of constructs, the strength and generality
of the job satisfaction–job behavior relationship, and new di-
rections of job attitude research.

We discuss differences and similarities between social at-
titudes and job satisfactions in terms of their relations with
individual job behaviors and general behavioral constructs.
Differences between social attitudes and job satisfactions

may tell us as much about social attitudes as it does about job
satisfactions. The differences may also suggest questions
about the ecological validity of investigations of social atti-
tudes that have studied a limited range of (student) popula-
tions, settings, and content or targets of the attitudes.

We address the departure of the study of job attitudes
from the original tripartite definitions of social attitudes that
emphasized cognitive and affective, and behavioral elements
of attitude space (Campbell, 1963; Thurstone, 1928). We
have focused job satisfaction on judgment-based, cognitive
evaluations of jobs on characteristics or features of jobs and
generally ignored affective antecedents of evaluations of jobs
and episodic events that happen on jobs. The issues are not
the narrow questions about affect or emotions as influences
on job attitudes versus affective responses as components of
a tripartite conception of attitudes. The issue is the cognitive
emphasis that has ignored systematic consideration of affect
and emotion as causes, components, or consequences of job
satisfactions (Weiss & Brief, in press).

DEFINITION AND NATURE OF JOB SATISFACTION

Job satisfactions are multidimensional psychological re-
sponses to one’s job. These responses have cognitive (evalua-
tive), affective (or emotional), and behavioral components.

The authors thank Marcus Crede, Reeshad Dalal, Pat Laughlin,
Andy Miner, and Howard Weiss for their discussions of the social
and job attitude literature and recent theoretical developments. Their
contributions improved the final product.
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Job satisfactions refer to internal cognitive and affective
states accessible by means of verbal—or other behavioral—
and emotional responses. The multidimensional responses
can be arrayed along good-bad, positive-to-negative con-
tinua. They may be quantified using assessment techniques
that assess evaluations of features or characteristics of the job,
emotional responses to events that occur on the job, and be-
havioral dispositions, intentions, and enacted behaviors.

Our definition is consistent with definitions of social
attitudes offered by Campbell (1963), Eagley and Chaiken
(1993), Fishbein (1980), Fishbein and Ajzen (1972, 1975),
Thurstone (1928), Triandis (1980), and others. These defini-
tions stress the role of cognitive evaluations in social attitudes
but also include affect and behaviors as components of
attitudes. Eagley and Chaiken (1993), for example, defined
attitude as a psychological tendency that is expressed by eval-
uating a particular entity with some degree of favor or disfa-
vor. However, they include overt and covert cognitive,
affective, and behavioral classes of responding in the term
evaluating.

The original tripartite definition of attitudes comprising
cognitive, affective, and behavioral elements has eroded in
industrial and organizational (I/O) psychology until we are
left with assessments of attitudes as cognitive evaluations of
social objects. This change seems to have occurred almost by
default, perhaps as a result of the zeitgeist in American psy-
chology that has led to the adoption of theoretical positions
favoring cognitions even in the absence of definitive data
(Zajonc, 1980, 1984).

We acknowledge that affective reactions have an evalua-
tive component. Affective responses are more than evalua-
tions, however. Further, all evaluative judgments are not
affect, although affect may influence cognitive evaluations.
Evaluations of an object very likely modestly influence emo-
tional responses to the object; the two types or responses are
not the same.

Cranny, Smith, and Stone (1992) stated that “Although a
review of published works shows that constitutive definitions
of the construct vary somewhat from one work to the next,
there appears to be general agreement that job satisfaction is
an affective (that is emotional) reaction [italics added] to a
job that results from the incumbent’s comparison of actual
outcomes with those that are desired (expected, deserved,
and so on)” (p. 1). This definition appears to assume that
comparisons of actual outcomes with those desired from a
job will reflect variance due to emotional reactions, and these
emotional reactions can be captured using structured, paper-
and-pencil measures of judgments and evaluations. There is
little doubt that until very recently this was the generally

agreed-upon definition; comparisons between job outcomes
and desired outcomes were treated as a reasonable basis for
measurement of job attitudes.

As a result of the focus of research on satisfaction as a sta-
ble individual difference variable, we have a good picture of
a network of relations with job attitudes, assessed as cogni-
tive evaluations of job characteristics, as its core construct.
These relations are useful and reliable (Roznowski & Hulin,
1992). This network may, however, be a biased view of a
broader construct of job attitudes that also includes affective
or emotional reactions.

Measurement of job affect creates problems for re-
searchers. Affective reactions are likely to be fleeting and
episodic—that is, state variables rather than consistent
chronic, traitlike variables (Diener & Larsen, 1984; Tellegen,
Watson, & Clark, 1999; Watson, 2000). Measurement of
affect should reflect its statelike, episodic nature.

Triandis (1980), Fishbein (1980), Eagley and Chaiken
(1993), and others have included affective responses in the as-
sessments of social attitudes. Emotional or affective responses
to objects or entities assessed as stable variables have typically
not improved predictions of behavioral intentions or behav-
iors. One may regard social and job attitudes as “acquired
behavioral dispositions” (Campbell, 1963) without treating
relations with behavioral intentions or behaviors as the touch-
stone of the usefulness of an affective component of attitudes.
Further, typical assessments of affect as stable, chronic re-
sponses may not adequately reflect true affect or emotional re-
sponses to objects.

Weiss and Cropanzano (1996) and George (1989) argued
that affect and mood on the job are important components of
job attitudes and potentially important predictors of some job
behaviors. The possibility that on-the-job affect will spill over,
more generally than do job attitudes, to nonjob behaviors that
reflect emotional well-being cannot be overlooked. Testing a
theory that includes affect, however, requires assessments that
capture the dynamic, within-person manifestations of affect
and emotional reactions. Otherwise we become enmeshed in a
methodological stalemate (Larsen & Csikszentmihalyi, 1983)
in which researchers attempt to study propositions of newly
developed theories with methods and analyses appropriate
only to the needs of an older generation of theoretical models.
Weiss, Nicholas, and Daus (1999); Totterdell (2000); Miner
(2001); Miner, Glomb, and Hulin (2001); and Ilies and Judge
(in press) assessed affective responses on the job using assess-
ments and analyses that handle the within-person and multi-
level demands of conceptualizations and assessments of affect
as a dynamic variable. These conceptual and empirical efforts
are reviewed at the end of this chapter.
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CONCEPTUAL SIMILARITY AND EMPIRICAL
DIFFERENCES BETWEEN SOCIAL
AND JOB ATTITUDES

If we define attitudes as psychological tendencies expressed
by cognitive, affective, and behavioral evaluations of a par-
ticular entity, then in the study of job satisfaction different as-
pects of the job or the job as a whole become the target of the
evaluations. The conceptual overlap between social attitudes
and job satisfactions is apparent. Empirical differences are
also apparent. Relations between social attitudes and behav-
iors and between-job satisfactions and behaviors are an im-
portant difference. At the risk of oversimplification, social
attitudes are typically weakly related to specific behaviors
(Campbell, 1963; Eagley & Chaiken, 1993; Fishbein, 1980;
Fishbein & Ajzen, 1972, 1974, 1975; Wicker, 1969); job atti-
tudes are generally reliably and moderately strongly related
to relevant job behaviors. Reasons for the lack of reliable
relations between social attitudes and behaviors have been
discussed by Campbell (1963), Doob (1947), Fishbein and
Ajzen (1974), Hull, (1943), and Thurstone (1928). Eagley
and Chaiken (1993), on the other hand, concluded that the
relationship between attitudes and behaviors is reliable if a
number of other variables are taken into consideration.

Doob (1947), Hull (1943), Thurstone (1928), and Fishbein
and Ajzen (1974) have argued that when we identify individu-
als’ attitudes toward an object, we have only identified their
general orientation toward the object; we have not identified if
or how they may choose to enact a specific behavior regarding
that object. Their attitude will, however, correspond to the
centroid of a broad behavioral construct comprising many
specific behaviors. Correlations between general attitudes to-
ward an object and specific, isolated behaviors toward that
construct are subject to many sources of variance having much
to do with behavioral thresholds, distributions, base rates, op-
portunities, norms, and so on that may overwhelm any under-
lying relationship between an attitude and a behavioral
orientation toward the object. To assess attitude-behavior cor-
respondence properly, we need to assess the correspondence
between a general attitude toward the object and the general
value, positive or negative, of a broad family of enacted be-
haviors (Fishbein, 1980; Fishbein & Ajzen, 1972, 1974).

Fishbein and Ajzen (1974, 1975) further argued we need
to distinguish among attitudes toward an object, attitudes to-
ward a behavior, and behavioral intentions to carry out that
act. The first two constructs predict the last, but behavioral
intentions establish the correspondence between attitudes
and an act. Relations between attitudes toward acts and be-
havioral intentions are generally high; relations between

attitudes toward an object and intentions to engage in specific
behaviors related to that object are occasionally moderately
large but are generally modest. Intentions, however, are re-
lated to behaviors. This argument shifted the focus from stud-
ies of general attitudes and a variety of relevant behaviors to
analyses of the antecedents and of specific behavioral inten-
tions. In this research strategy, every behavior requires the
analysis of a different, behavioral intention. Behavioral in-
tentions are the idiot savants of social and I/O psychology;
they do one thing very well, but that is all they do. Dawes and
Smith (1985) referred to relations between intentions and be-
haviors as a reductio ad absurdum. 

Job Satisfaction and Job Behaviors

Research on relations between job satisfaction and specific
behaviors has generated a set of generally positive results.
Job attitudes are reliably related to a variety of specific job
behaviors (Hulin, 1991; Roznowski & Hulin, 1992). Rela-
tions between multiple-act behavioral families and general
job satisfaction are stronger and theoretically more useful
than are relations between general job satisfaction and spe-
cific behaviors (Fisher & Locke, 1992; Roznowski & Hulin,
1992). Nonetheless, the general finding is that a wide variety
of important specific behaviors are consistently related to job
satisfactions. If one has an applied goal predicting a specific
behavior, then a measure of intentions to engage in that be-
havior during the time period of interest is the predictor of
choice. However, if corrections for attenuation, sampling
variance, and restrictions due to base rates of infrequent be-
haviors are applied to the observed relations between general
job attitudes (satisfactions) and specific job behaviors, the re-
sulting estimates of population correlations are sizable and
useful and may provide a better basis for understanding the
attitude-behavior nexus (Hulin, 1991, 2001).

Fisher and Locke (1992), Hulin (1991), and Roznowski
and Hulin (1992) noted that empirical relations between gen-
eral attitudes and specific behaviors may be poor estimates of
theoretical population correlations involving general job atti-
tudes and the underlying behavioral propensity that gener-
ated the observed behavioral manifestation. An empirical
correlation of �.12, for example, is consistent with a general
unifactor model in which job satisfaction has a loading
of �.6 and a continuously distributed absence propensity has
a loading of .5 on the same factor. These loadings generate
a theoretical correlation of �.30, but after the correlation is
degraded for influences of absence distributions and other
statistical influences (but not unreliability), the empirical
correlation between satisfaction and absences over a short
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period of time may be trivially small and a poor guide to the
theoretical value.

Roznowski and Hulin (1992) concluded that after an indi-
vidual joins an organization, a vector of scores on a well-
constructed, validated set of job satisfaction scales is the
most informative data an organizational psychologist or man-
ager can have about an individual employee and his or her
likely behaviors. As evidence for this they cited a range of
empirical relations between job satisfactions and specific job
behaviors that include the following:

• Attendance at work (Scott & Taylor, 1985; Smith, 1977),

• Turnover decisions (Carsten & Spector, 1987; Hom, 2001;
Hom, Katerberg, & Hulin, 1979; Hulin, 1966b, 1968;
Miller, Katerberg, & Hulin, 1979; Mobley, Horner, &
Hollingsworth, 1978),

• Decisions to retire (Hanisch & Hulin, 1990, 1991; Schmitt
& McCune, 1981), 

• Psychological withdrawal behaviors (Roznowski, Miller,
& Rosse, 1992),

• Prosocial and organizational citizenship behaviors
(Bateman & Organ, 1983; Farrell, 1983; Roznowski et al.,
1992),

• Prounion representation votes (Getman, Goldberg, &
Herman, 1976; Schriesheim, 1978; Zalesny, 1985), and

• Prevote unionization activity (Hamner & Smith, 1978).

Attendance at work, psychological withdrawal, and proso-
cial behaviors appear to be manifestations of a general family
of responses labeled work withdrawal that reflect attempts to
withdraw from, or become involved with, the quotidian work
tasks that make up a job. Turnover and retirement decisions
are manifestations of a family of behaviors labeled job with-
drawal (Hanisch & Hulin, 1990, 1991). Voting patterns in
union representation elections and prevote activity may be
manifestations of a family of behaviors that represent formal
attempts to change the characteristics of a work situation
(Hulin, 1991). A focus on general behavioral families, rather
than on individual behavioral manifestations of the underly-
ing constructs, should generate more reliable relations and
greater understanding of the behavioral responses to job
satisfactions.

Generally, job satisfactions are reliably related to many job
behaviors and to the more general behavioral families. This
contrasts with a lack of general and reliable relations between
social attitudes and specific behaviors (Fishbein & Ajzen,
1974; Wicker, 1969). These general satisfaction–specific job
behavior relations, for all their applied importance, should not
blind us to the theoretically more meaningful and empirically

stronger relations between general job attitudes and general
behavioral constructs (Fisher & Locke, 1992; Hanisch, Hulin,
& Roznowski, 1998; Hulin, 1991; Roznowski & Hansich,
1990; Roznowski & Hulin, 1992).

There are many conceptual similarities between social atti-
tudes and job satisfactions. There are also important differ-
ences between these constructs as studied. Job attitudes, qua
evaluations of the job, may be more salient and accessible for
workers than the social attitudes typically assessed in social
attitude research. Having a dissatisfying job that may occupy
the majority of one’s waking hours is nearly inescapable from
first awakening until the return home. A job is not something
we think of only occasionally as most do about religion, capi-
tal punishment, an honor system on campus, or donating
blood. We experience jobs on a nearly constant basis during
our working hours; stress caused by job dissatisfaction is our
constant companion. Individuals are also aware of strongly
positive job attitudes or job affect throughout the day. The
salience and importance of jobs and job attitudes may ensure
that job attitudes and job behaviors are more nearly congruent
than are many social attitudes and social behaviors.

Job attitudes are also highly personal; one’s job intimately
involves the self. Job satisfactions represent evaluations of the
respondent’s own job, the activity that serves to identify us, not
an evaluation of an abstract concept or object as social attitudes
typically are. We are what we do. We no longer wear our occu-
pations as our names as people did in the past—Archer, Baker,
Bowman, Brewer, Butcher, Carpenter, Cartwright, Clark,
Cook, Cooper, Dalal, Farrier, Fletcher, Hunter, Judge, Mason,
Miller, Miner, Porter, Sawyer, Scribner, Shoemaker, Smith,
Squire, Tailor, Tanner, Tinker, Wagner, Weaver, and so on—but
our jobs remain major sources of our self-identities. We are de-
fined privately and socially by what we do (Green, 1993; Hulin,
2001). Work is a source of autonomy. In individualist cultures,
autonomy is among the most strongly held values. In the
United States and other individualist cultures, our autonomy
often rests on the foundation of a job, the money it provides, the
goods that can be purchased with that money, and the value of
“standing on one’s own two feet.” Attitudes toward that part of
ourselves that one evaluates in a standard job attitude scale can-
not be divorced from the individual respondent whose attitudes
are being assessed. This degree of personal investment in the
attitude object is typically absent from social attitudes assessed
in most attitude studies.

Summary

Reliable relations between job satisfactions and job behaviors
may reflect the unavoidability of feelings about jobs and the
salience of jobs to most employees. If we cannot avoid the
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negative feelings engendered by a job, we avoid as much of the
job as we can; we engage in work withdrawal. Job attitudes, if
strong enough, may lead to job withdrawal in the form of re-
tirement or quitting. Voting in favor of union representation is
an attempt to change the nature of one’s job permanently.
Positive job attitudes are less likely to engender withdrawal
behaviors or attempts to change the work situation.

Job Satisfaction and Job Performance

Recent evidence suggests that job satisfaction is meaning-
fully related to job performance. Judge, Thoresen, Bono, and
Patton (2001) provided an updated meta-analysis of this liter-
ature. Their meta-analysis addressed several potential prob-
lems with an earlier meta-analysis (Iaffaldano & Muchinsky,
1985) that reported a nonsignificant relationship. Iaffaldano
and Muchinsky (1985) combined results from specific facets
of job satisfaction. Their estimated .17 correlation between
satisfaction and performance was based on the average of the
correlations between specific job satisfaction facets and job
performance. This approach is not an appropriate estimate of
the relationship between overall job satisfaction and job per-
formance. The average relationship aggregated across job
satisfaction facets is not the same as the relationship involv-
ing the overall construct. Facets of job satisfaction are part of
a hierarchical construct of overall job satisfaction; the facets
are manifestations of a general construct. A composite of the
facets or other estimate of the shared variance among the
facets is a stronger basis for the relation between general job
attitudes and job performance. Using this approach, Judge
et al. estimated the corrected correlation to be .30.

An important area for research is the nature of job per-
formance (Borman, 1991; Campbell, 1992). It is a broad
construct, not a behavior. Job performance comprises many
specific behaviors typically measured through a subjective
supervisory evaluation. That job performance is composed of
many behaviors is an advantage in terms of its psychometric
breadth. It is a disadvantage in terms of isolating its an-
tecedents, consequences, and correlates. Research on job
satisfaction–job performance relationships will continue, but
we are unlikely to understand the nature of the relationship
without a knowledge of the myriad behaviors comprised by
job performance and how these behaviors combine and in-
teract with exogenous factors to generate overall job per-
formance. Judge et al. (2001) found similar correlations
regardless of the gross nature of the measure of job perfor-
mance (supervisory evaluations, objective output, etc.), but
even objective output is a result of many behaviors by an em-
ployee, technological influences, group contributions, feed-
back from managers, and opportunities.

Teasing apart the causal nature of satisfaction-performance
relationships, investigating mediators and moderators of the
relationship, and disaggregating performance to understand
what specific behaviors are typically comprised by it may be
illuminating. Some job behaviors may result from job satis-
faction. Others may cause job satisfaction. Still others may be
both causes and effects of job satisfaction. If job performance
is disaggregated, behavioral families can be reconstructed, as
have behavioral families in the withdrawal area, to highlight
relations with antecedents and advance theoretical under-
standing. Some researchers have already begun to break job
performance down into behavioral families in theoretical
(Borman & Motowidlo, 1997; Campbell, 1992) and empirical
(Scullen, 1998) studies.

THEORETICAL MODELS OF JOB ATTITUDES

In the following sections we do not review every theory on
the formation of job satisfaction. For example, Herzberg’s
(1967) two-factor theory is one of the best known job satis-
faction theories, but we do not review it here. Numerous re-
views have effectively laid the theory to rest (e.g., Hulin &
Smith, 1967; Korman, 1971; Locke, 1969; Wernimont,
1966), and we see little reason to till further in what is essen-
tially barren ground. We also do not review the social infor-
mation approach to job attitudes. This approach to attitude
formation accounts for attitudes in information-impoverished
laboratory conditions. It has not been applied extensively to
account for attitudes on organizational employees in normal
working situations.

The Cornell Model

The Cornell model of job attitudes (Hulin, 1991; Smith,
Kendall, & Hulin, 1969) was the theoretical foundation of a
series of studies of job and retirement attitudes. Two products
of this research effort were the Job Descriptive Index (JDI),
the most widely used measure of job satisfaction in use today
(Cranny et al., 1992, p. 2; DeMeuse, 1985) and the Retire-
ment Descriptive Index (RDI). A modified version of the
Cornell model is depicted in Figure 11.1. This figure depicts
sources of influence on frames of reference and how they
might influence the costs of work-role membership and the
value of work-role outcomes to job incumbents, with hypoth-
esized effects on relations between job inputs, job outcomes,
and job attitudes.

The Cornell model is differentiated from other theories of
job attitudes by the influences of frames of reference on eval-
uations of job outcomes, as initially formulated (Smith et al.,
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Figure 11.1 Cornell model of job attitudes.
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1969), and also on job inputs, as modified by Hulin (1991)
incorporating March and Simon’s (1958) input-outcome
economic model of job attitudes. The frame of reference on
standards for evaluating job outcomes was adapted from
Helson’s (1948, 1964) work on adaptation-level theory. The
concept of frames of reference as generated and modified by
individuals’ experiences was used to account in part for dif-
ferences in job satisfactions of individuals on objectively
identical jobs. Some employees working on objectively un-
pleasant jobs, with few positive outcomes, express positive
evaluations of their work and working conditions, whereas
some employees on objectively highly desirable jobs evalu-
ate their jobs quite negatively. 

Data supporting the influence of frames of reference were
provided by Kendall (1963) and Hulin (1966a). Kendall (1963)
reported an analysis of data from employees of 21 organiza-
tions located in 21 different communities. Significant negative
correlations between community prosperity and job satisfac-
tions were obtained. Hulin (1966a) extended Kendall’s (1963)
study on a sample of 1,950 employees working in 300 different
communities employed by the same organization, doing the
same work at the same wage rates. The results confirmed the ef-
fects on job satisfactions of frames of reference indexed by eco-
nomic conditions of communities, the extent of substandard
housing, and productive farming in the area. There were con-
sistent negative correlations between economic conditions in
communities (scored positively) and job attitudes and positive
correlations between percentage of substandard housing and
job attitudes. These results were interpreted as meaning that
prosperous communities with few slums and the jobs of other
workers in the community influenced employees’ frames of
reference for evaluating work, working conditions, and pay;

prosperous conditions lead to higher frames of reference and
lower job satisfactions. Workers living in poor communities
tend to evaluate their jobs positively because the alternative
might be a worse job or no job at all.

Summary

The Cornell model highlights the influence of factors exoge-
nous to the individual and the organization on job attitudes
and how these factors are translated into effects on evalua-
tions of jobs through their influence on individual differ-
ences. This inclusion of factors that characterize broader
social and economic settings of organizations and jobs em-
phasizes limitations of the study of employees removed from
their social and economic contexts.

Thibaut and Kelley’s Comparison Level
Model of Satisfaction

Thibaut and Kelley’s (1959) comparison level model was
developed to account for satisfactions an individual derived
from a dyadic relationship or membership in a group. The
core of the model is comparisons of outcomes from a focal
role with outcomes directly or vicariously experienced by the
individual in past dyadic roles. The distribution of role out-
comes establishes the comparison level (CL). Roles that pro-
vide outcomes less than the CL are dissatisfying; those with
role outcomes greater than the CL are satisfying. Generaliz-
ing Thibaut and Kelley’s (1959) model to job satisfactions as-
sumes that group or dyadic membership and work roles are
analogous (for the formation of attitudes) and that the influ-
ences of other roles are from outcomes directly or vicariously
experienced.

A second comparison level, comparison level for alterna-
tives (CLALT), is also important in the Thibaut and Kelley
(1959) model. CLALT refers to the outcomes one could receive
from the best alternative role available to the person. These
alternative role outcomes seem to be conceptually related to
opportunity costs of holding a given job. The difference be-
tween the outcomes from the current role and CLALT deter-
mines the likelihood of the individual changing roles. These
relationships hypothesized by Thibaut and Kelley (1959) are
shown in Table 11.1.

The situations depicted in Table 11.1 show the relations
among current role outcomes, CL, comparisons for alterna-
tives, CLALT, satisfaction, and likely role withdrawal behav-
iors. The � and � symbols indicate situations in which
the outcomes from the focal role are greater or less than CL
and CLALT, respectively. Satisfaction is influenced by CL,
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TABLE 11.1 Relations Between CL, CLALT , Satisfaction, and Behavior

Current Role
Outcomes CL CLALT Satisfaction Behavior

Situation A � � Satisfied Stay
Situation B � � Satisfied Leave
Situation C � � Dissatisfied Stay
Situation D � � Dissatisfied Leave

Note. CL � comparison level. CLALT � comparison level for alternatives. �
and � indicate situations in which the outcomes from the focal role are
greater than or less than CL and CLALT, respectively. 

behavior by CLALT. We would add that withdrawal from a role
does not mean only quitting. Leaving a relationship may take
many forms (Hanisch & Hulin, 1990, 1991; Simon, 1975).

The relations among CL, CLALT, satisfactions, and role
withdrawal are complex. The empirical literature suggests
that satisfaction is correlated with job withdrawal—leaving a
job—operationalized by a number of behaviors. However,
local economic conditions may reduce job withdrawal
through the operation of CLALT because there are few alterna-
tives available with superior outcomes. We expect relations
between job attitudes and organizational withdrawal, both
work and job (Hanisch & Hulin, 1990, 1991; Hulin, 1991).
The specific withdrawal behaviors enacted may differ de-
pending on situational constraints (Hanisch, Hulin, & Seitz,
1996).

Summary

Thibaut and Kelley’s (1959) comparison level model high-
lights interactions of factors exogenous to the individual or
the job in the formation of job attitudes and as influences on
job behaviors. The basis for CL and satisfactions are out-
comes from past roles; the bases for withdrawal behaviors are
outcomes from currently available alternative work roles.
Past roles and currently available alternative roles are exoge-
nous factors that limit relationships between endogenous fac-
tors and job satisfactions and constrain the effectiveness of
organizational interventions designed to influence job atti-
tudes or control organizational withdrawal behaviors.

Value-Percept Model

Locke (1976) defined values as that which one desires or con-
siders important. His value-percept model holds that job satis-
faction results from the attainment of important values. The
model expresses job satisfaction as follows: Satisfaction �

(want � have) � importance, or

S = (Vc − P) × Vi ,

where S is satisfaction, Vc is value content (amount
wanted), P is the perceived amount of the value provided

by the job, and Vi is the importance of the value to the in-
dividual. Locke hypothesized that discrepancies between
what is desired by the person and what is received from the
job are dissatisfying only if the job attribute is important to
the individual. A discrepancy between the pay level desired
and the pay provided, for example, is assumed to be more
dissatisfying to individuals who value pay highly than to
those who value pay to a lesser degree. Because individuals
consider multiple facets when evaluating their job satisfac-
tion, the cognitive calculus is repeated for each job facet.
Overall satisfaction is estimated by aggregating across
all contents of a job weighted by their importance to the
individual.

What one desires (Vc, or want) and what one considers im-
portant (Vi, or importance) are conceptually distinct; in prac-
tice, people may not distinguish the two. An individual who
values a job attribute is likely to desire it. Dachler and Hulin
(1969) found strong relations between satisfaction with a job
facet and the rated importance of that facet. They also re-
ported that the strength of the relationship varied by method
of assessing both satisfaction and importance.

Wainer (1976) discussed the general issue of weighting
(multiplying by importance or other variables) and combining
correlated facets of any general construct. As long as the
facets are correlated, linear restraints make improvement in
the weighted linear combination over a unit weighting of
standardized scores of the facets unlikely. The reliability of
weighted discrepancy scores generated by multiplying a dif-
ference between two unreliable variables by a third unreliable
variable may be problematical. Despite the theoretical infor-
mation in importance, empirical gains from weighting defi-
ciencies by importance may not be realized (Mikes & Hulin,
1968).

Rice, Gentile, and McFarlin (1991) found that facet im-
portance moderated the relationships between facet amount
and facet satisfaction. They also found, however, that facet
importance did not moderate the relationship between
facet satisfaction and overall job satisfaction. Simple aggre-
gations of facet satisfactions may predict overall satisfaction
because facet importance (intensity) is already reflected in
each facet extensity (satisfaction score). Another issue is that
without substantial individual differences in values, Locke’s
(1976) theory loses its cogency. Job satisfaction would be re-
lated to value attainment; weighting discrepancies by small
differences in values would not improve the relationship of
value attainment with overall satisfaction. Although individ-
uals are likely to differ in what they value in a job, some
attributes are generally more valued than are others. Cross-
cultural research on populations of workers differing sub-
stantially in values can address this issue.
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Summary

The value-percept model expresses job satisfactions in terms
of employees’ values and job outcomes. The model high-
lights the role of individual differences in values and job out-
comes, but its use of weighting may be inappropriate unless
weighting variables are measured with very high reliability.
The model also ignores influences from exogenous factors,
costs of holding a job, or current and past social, economic,
or organizational conditions external to the individual-job
nexus.

Job Characteristics Model

The job characteristics model (JCM) argues that enrichment
of specified job characteristics is the core factor in making
employees satisfied with their jobs. The model, formulated
by Hackman and Oldham (1976), focuses on five core job
characteristics that make work challenging and fulfilling and
make jobs that provide them more satisfying and motivating
than jobs that provide them to a lesser degree:

1. Task identity—degree to which one can see one’s work
from beginning to end,

2. Task significance—degree to which one’s work is seen as
important and significant,

3. Skill variety—extent to which job allows employees to
perform different tasks,

4. Autonomy—degree to which employee has control and
discretion for how to conduct his or her job, and

5. Feedback—degree to which the work itself provides feed-
back concerning how the employee is performing the job.

The JCM has received direct and indirect support. When in-
dividuals are asked to evaluate the importance of different
facets of work such as pay, promotion opportunities, cowork-
ers, and so forth, the nature of the work itself consistently
emerges as the most important job facet (Jurgensen, 1978).
This is not surprising because job satisfaction researchers have
known for some time that of the major job satisfaction facets—
pay, promotion opportunities, coworkers, supervision, the
overall organization, and the work itself—satisfaction with
the work itself is generally the facet most strongly correlated
with overall job satisfaction (e.g., Rentsch & Steel, 1992) or
the factor regarded as the most important (Herzberg, Mausner,
Peterson, & Capwell, 1957). That work satisfaction is the facet
of job satisfaction that correlates most strongly with overall
satisfaction, and is the facet with the strongest correlations
with outcomes, suggests this focus of the theory—the nature of
the work itself—is on a solid foundation.

Meta-analyses of relationships between workers’ reports
of job characteristics and job satisfaction have produced gen-
erally positive results (Fried & Ferris, 1987; Loher, Noe,
Moeller, & Fitzgerald, 1985). Frye (1996) reported a true
score correlation of .50 between perceptions of job character-
istics and job satisfaction.

Growth need strength (GNS) is a component of the model
that accounts for individual differences in receptiveness to
challenging job characteristics. According to Hackman and
Oldham (1976), GNS is employees’desire for personal devel-
opment, especially as it applies to work. High GNS employees
want their jobs to contribute to their personal growth; work
characteristics are especially important to individuals who
score high on GNS. The relationship between work character-
istics and job satisfaction is stronger for high-GNS employees
(average r � .68) than for low-GNS employees (average r �

.38; Frye, 1996). However, task characteristics are related to
job satisfaction even for those who score low on GNS.

Despite empirical support, there are limitations with the
theory. Adding the dimensions may produce a better result
than the complex weighted formulation of Hackman and
Oldham (1976; see earlier comments with respect to weight-
ing in the value-percept model). A serious limitation with the
JCM is that most of the studies have used self-reports of job
characteristics, which has garnered a well-deserved share of
criticisms (Roberts & Glick, 1981).

Another limitation concerns the GNS construct. It is not
clear what this construct measures; little construct validity ev-
idence is available. Are other individual differences involved
in the job characteristics–job attitude relationship? Empirical
research by Turner and Lawrence (1965) and a review by
Hulin and Blood (1968) highlighted the role of differences in
cultural background in reactions to job characteristics. Is
GNS a reflection of cultural background? Of personality traits
such as conscientiousness? In the research on the JCM, the
construct validity of GNS has been neglected.

In addition, the directions of causal arrows linking job sat-
isfaction and perceptions of job characteristics are not clear.
The relationship between perceptions of job characteristics
and job satisfaction may be bidirectional (James & Jones,
1980; James & Tetrick, 1986) or perhaps from satisfaction to
perceptions of task characteristics; the latter hypothesis can-
not be rejected (Hulin & Roznowski, 1984). Finally, there is
little evidence that GNS mediates the relationship between
job characteristics and outcomes as proposed.

Summary

The JCM hypothesizes that job satisfactions depend on char-
acteristics of the work itself and, like the value-percept
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model, that the roots of job satisfactions lie within the indi-
vidual and the job. GNS may be influenced by individuals’
cultural backgrounds, as these lead to individual differences
in need configurations; other influences are minimized.

Disposition Influences

The earliest writings on job satisfaction recognized the
importance of dispositional influences on job satisfaction.
Hoppock (1935) found that questions about levels of emo-
tional adjustment substantially separated satisfied and dissat-
isfied employees. This replicated earlier results by Fisher and
Hanna (1931). Weitz (1952) developed a gripe index to take
into account individuals’ tendencies to feel negatively, or
positively, about many aspects of their lives to gauge more
accurately relative dissatisfaction with one’s job. Smith
(1955) found that individuals prone to poor emotional adjust-
ment were more susceptible to feelings of monotony. The
Cornell model was based in part on the idea that there existed
very satisfied garbage collectors and very dissatisfied execu-
tives and that these so-called anomalous satisfaction levels
could be explained.

However, of the thousands of studies published on the
topic of job satisfaction prior to 1985, few considered indi-
vidual differences as the sources of job satisfactions. Even
fewer focused on personality. As Staw and Ross (1985) com-
mented, “Rarely . . . are job attitudes formulated as having an
endogenous source of variance, one that is reflective of the
ongoing state of the person as opposed to being a product of
the situation” (p. 469). This may overstate the case given the
role of individual frames of reference in the Cornell model of
job satisfaction. Nevertheless, these origins of job satisfac-
tion were untilled ground until the mid-1980s.

This state of affairs began to change with the publication
of two seminal studies by Staw and colleagues, a study by
Arvey and colleagues, and an integrative piece by Adler and
Weiss (1988) on the benefits of developing and using person-
ality measures designed specifically to be applied to normal,
working adults as opposed to residents of Minnesota mental
hospitals or their visitors. Staw and Ross (1985) exploited the
National Longitudinal Surveys (NLS) database and found
that measures of job satisfaction were reasonably stable
over time (over 2 years, r � .42; over 3 years, r � .32; over
5 years, r � .29). They also found that job satisfaction
showed modest stability even when individuals changed both
employers and occupations over a 5-year period (r � .19,
p � .01). Finally, the authors found that prior job satisfaction
was a stronger predictor of current satisfaction (b � .27, t �

14.07, p � .01) than changes in pay (b � .01, t � 2.56, p �

.01) or changes in status (b � .00). The Staw and Ross (1985)

study has been criticized (e.g., Davis-Blake & Pfeffer, 1989;
Gerhart, 1987; Gutek & Winter, 1992; Newton & Keenan,
1991) on the grounds that it is difficult to establish a disposi-
tional basis of job satisfaction without measuring dispo-
sitions. Also, job quality and characteristics may not change
with a change of job. Correlations of satisfaction levels
across time and jobs may reflect relative consistency in
jobs as much as they do stable individual dispositions; those
who are able to secure a good, high-quality job at one time
are likely to do the same later, even after a change in jobs.

Staw, Bell, and Clausen (1986) corrected this deficiency
by exploiting a unique longitudinal data set in which psy-
chologists rated children on a number of characteristics, 17
of which the authors argued assessed affective disposition
(“cheerful,” “warm,” and “negative”). Staw et al. reported re-
sults showing that affective disposition assessed at ages 12 to
14 correlated .34 ( p � .05) with overall job satisfaction as-
sessed at ages 54 to 62.

In a similarly provocative study, Arvey, Bouchard, Segal,
and Abraham (1989) found significant consistency in job
satisfaction levels in 34 pairs of monozygotic twins reared
apart from early childhood. The intraclass correlation (ICC) of
the general job satisfaction scores of the twin pairs was .31
(p � .05). This correlation may have been observed because
the twins with similar dispositions selected themselves, or
were selected, into similar environments by organizations
because of genetic influence on ability. Arvey et al. (1989)
attempted to eliminate this explanation by controlling for
job level, using the Dictionary of Occupational Titles (DOT)
scales to classify jobs on four dimensions. Controlling for the
DOT scales had little effect on the correlation (ICC � .29). The
implication of the study is that individuals are born with char-
acteristics that predispose them to be satisfied with a job. Her-
itability of job satisfaction is very likely indirect, operating
through heritability in personality or other dispositions. This is
not a revolutionary conclusion from the perspective of 2001. In
1989, however, when little research had been published on the
heritability of personality, it was a revolutionary finding.

The Staw et al. (1986) and Arvey et al. (1989) studies are
as significant for the stimulus they provided as for their sub-
stantive findings. Judge and Hulin (1993) attempted to de-
velop an improved measure of the dispositional influence on
job satisfaction. Drawing from Weitz’s (1952) gripe index,
which asked individuals to indicate their satisfaction with a
list of objectively neutral objects common to everyday life
(your telephone number, your first name, 81�2" � 11" paper),
Judge and Hulin (1993) found that employees’ responses to
neutral objects were correlated with job satisfaction, a finding
replicated by Judge and Locke (1993). Judge and Hulin
(1993) also found that after controlling for job satisfaction,
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the scores on this instrument had an independent path to job
turnover 4 months after the initial assessment. Despite favor-
able psychometric evidence for the measure (Judge & Bretz,
1993), this line of research did little to advance the literature.
It is unclear what construct this measure assesses. Across
several studies (Judge & Hulin, 1993; Judge & Locke, 1993;
Judge, Locke, Durham, & Kluger, 1998), the adapted Weitz
(1952) measure was consistently correlated with job satisfac-
tion, but the correlations rarely exceeded .30.

While Judge, Hulin, Locke, and others were studying
affective predispositions as assessed by the Weitz (1952) mea-
sure, other researchers were investigating a different measure:
positive affectivity (PA) and negative affectivity (NA). PA
characterizes individuals predisposed to experience joviality,
self-assurance, and attentiveness. NA characterizes individu-
als predisposed to experience fear, sadness, guilt, and hostility
(Watson, 2000). Several studies have related both PA and NA
to job satisfaction (e.g., Agho, Mueller, & Price, 1993; Brief,
Butcher, & Roberson, 1995; Levin & Stokes, 1989; Necowitz
& Roznowski, 1994; Watson & Slack, 1993).

Despite apparent validity advantages to the trait PA-NAtax-
onomy (relative to the Weitz measure), limitations are appar-
ent. First, Watson and colleagues argued that trait PA-NA are
independent dimensions. For example, Watson (2000) com-
mented, “Positive and negative moods do, in fact, vary more or
less independently of one another” (p. 27). However, it is not
clear that PA-NA should be characterized as this statement im-
plies. The rotation of axes within the traditional mood circum-
plex (Tellegen et al., 1999) suggested that mood or emotion
may be scored as independent PA and NA traits or as hedonic
tone versus activation or arousal. Tellegen et al. (1999) derived
a three-level hierarchical structure with “a general bipolar
Happiness-Versus-Unhappiness dimension, the relatively in-
dependent PAand NAdimensions at the level below it, and dis-

crete emotions at the base” (p. 297). The bandwidth (Cronbach
& Gleser, 1957) and systematic heterogeneity arguments
(Humphreys, 1985; Roznowski & Hanisch, 1990) suggest the
use of hedonic tone, but the issue is not resolved.

A second limitation is that PA-NA scores are con-
founded with current affect. Indeed, advocates of the PA/NA
dimensions argue that they assess “mood dispositional”
(Watson, 2000) tendencies. Job experiences may affect mood
assessments as much as they are influenced by stable individ-
ual differences. Recent research by Weiss et al. (1999); Miner
et al. (2001); and Miner (XXX) found modest relations be-
tween averages of mood assessed in near real time using
event signal methods (ESM) and job satisfactions assessed
within a few months or weeks of mood assessments.

In a different approach to dispositional influences on job
attitudes, Judge, Locke, and Durham (1997) focused on
core self-evaluations, fundamental beliefs individuals hold
about themselves, their functioning, and the world. Core self-
evaluations are hierarchical with a broad, general trait compris-
ing specific traits. Judge et al. argued that core self-evaluations
are assessed by traits that meet three criteria: (a) an evaluation
focus (the degree to which a trait involves evaluation, as
opposed to description); (b) fundamentality (in Cattell’s, 1965
personality theory, fundamental or source traits underlie sur-
face traits); and (c) breadth or scope (according to Allport,
1961, cardinal traits are broader in scope than are secondary
traits). Judge et al. identified four specific traits based on these
evaluative criteria: (a) self-esteem, (b) generalized self-
efficacy, (c) neuroticism, and (d) locus of control. Judge et al.’s
hypothesized model linking core self-evaluations to job satis-
faction is provided in Figure 11.2. As the figure shows, this
model also includes core self-evaluations of reality (global be-
liefs about their broader environment) and of others (beliefs
about the motives and behaviors of others).

Figure 11.2 Core self-evaluation model of job attitudes.
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TABLE 11.2 Meta-Analytic Estimates of the Relationship of Person-
ality to Job Satisfaction

Trait Mean r Mean �

Big Five traits
Neuroticism �.24 �.29a

Extraversion .19 .25a

Openness to Experience .01 .02
Agreeableness .13 .17
Conscientiousness .20 .26

Core self-evaluations traits
Self-esteem .20 .26a

Generalized self-efficacy .38 .45a

Locus of control .24 .32a

Emotional stability .20 .24a

Positive and negative affectivity
Positive affectivity .41 .49a

Negative affectivity �.27 �.33a

Affective disposition
Ad hoc measures of affective disposition .29 .36a

Note. Mean r � average uncorrected correlation. Mean � � average cor-
rected correlation. 
a80% credibility intervals exclude zero.

Two primary studies and one meta-analysis have related
core self-evaluations to job satisfaction. Judge et al. (1998)
found that core self-evaluations had a true-score total effect
of .48 on job satisfaction across three samples when both
constructs were self-reported by the focal individuals and .37
when core self-evaluations were measured independently (by
a significant other). Judge et al. determined that evaluations
of the world and of others added little or no variance beyond
core self-evaluations. These evaluations have been dropped
from subsequent tests of the theory. Judge, Bono, and Locke
(2000) found that core self-evaluations correlated .41 ( p �

.01) with job satisfaction when both constructs were self-
reported and .19 ( p � .05) when core self-evaluations were
reported by significant others. Judge and Bono (2001) com-
pleted a meta-analysis of 169 independent correlations (com-
bined N � 59,871) between each of the four core traits and
job satisfaction. When the four meta-analyses were combined
into a single composite measure, the overall core trait corre-
lated .37 with job satisfaction.

Some limitations of these studies should be recognized. In
the two primary studies, sizable discrepancies between corre-
lations derived from self-ratings of core evaluations and core
ratings of focal individuals provided by significant others raise
questions about the best summary of the relation with job sat-
isfactions. The reliance on relations among self-report mea-
sures as an empirical basis for an area of study is a problem that
eventually must be solved by I/O psychology in general. In
tests of this theory, self-reports are further confounded with
evaluations of job and self. If jobs are a fundamental part of the
self, evaluations of the job (i.e., job attitudes) and evaluations
of the self may be expected to be related. One is part of the
other.

Because core self-evaluations research is less extensive
than PA-NA research in the job satisfaction literature, and be-
cause PA-NA researchers argue that PA can be equated with
extraversion and NA with neuroticism (Brief, 1998; Watson,
2000), one might ask what either taxonomy adds beyond the
Big Five personality model (Goldberg, 1990), which has con-
siderable support in the personality literature (see McCrae &
Costa, 1997). Which of these typologies should be used? A
summary of recent meta-analytic reviews of the traits just pre-
sented is provided in Table 11.2. The correlations between the
Big Five traits and job satisfaction are from Judge, Heller, and
Mount’s (2001) meta-analysis of 335 correlations from 163
independent samples. The correlations between the core self-
evaluations traits and job satisfaction are from the Judge and
Bono (2001) study of 169 independent correlations. The
correlations involving PA, NA, and affective disposition are
from Connolly and Viswesvaran’s (2000) meta-analysis of
27 articles. The results reveal that PA-NA and one core self-

evaluation generally has higher correlations with job satisfac-
tion than do the Big Five traits. The correlations involving
generalized self-efficacy and positive affectivity are particu-
larly strong. However, the number of correlations involved in
the meta-analyses of these particular traits was small, and the
variability of the correlations was large. The variability in the
assessment of PA/NA as a state, a trait, or something in be-
tween adds ambiguity to these results.

Judge and Heller (2001) found that of the three taxo-
nomic structures (the five-factor model, PA-NA, and core self-
evaluations), core self-evaluations were the most useful
predictor of job satisfaction, cognitive evaluations of the job.
Altogether, the three frameworks explained 36% of the vari-
ance in self-reported job satisfaction and 18% of the variance
when using reports by significant others. Judge and Heller fur-
ther showed that these frameworks could be reduced to three
sets of factors for the purposes of predicting job satisfaction:
(a) core self-evaluations/neuroticism (all four core traits plus
NA), (b) extraversion (including PA), and (c) conscientious-
ness. Their results showed that when these three factors were
related to job satisfaction, however, only the first factor con-
sistently influenced job satisfaction across studies.

Core self-evaluations may be more strongly related to job
satisfaction, job performance, and other organizationally rel-
evant outcomes because they represent a broader concept
compared, for example, with neuroticism. There are predic-
tive advantages with broader rather than narrower bandwidth
measures of psychological constructs (Cronbach & Gleser,
1957; Humphreys, 1985). The neuroticism measures heavily
sample anxiety, stress proneness, and psychosomatic items
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and undersample depressive tendencies and negative self-
concept. The latter seem to be more relevant to most work at-
titudes and behaviors than are the former (work stress would
be an exception). Core self-evaluations may be similar, in
concept and in measurement, to emotional stability; they may
add something beyond neuroticism to the understanding of
job satisfaction.

Summary

The issue seems to be which individual dispositional traits are
best suited to provide insights into job satisfaction. Disposi-
tional sources of job satisfaction have been mapped only
partially. Other traits derived from other taxonomies and
other state variables may also prove useful.

Person-Environment Fits

The various person-environment fit models of job attitudes
are closely related to the dispositional approaches reviewed
earlier. These person-environment fit models go beyond the
hypothesized simple main effects of personal characteristics
on job attitudes and beyond the interactions between personal
values and the importance of these values hypothesized by the
value-percept model. Person-environment models were de-
veloped following the seminal work of Paterson (Paterson &
Darley, 1936). Shaffer’s work (Shaffer, 1953) expanded
the person-environment fit construct and combined it with
Murray’s (1943) needs to generate a multidimensional
person-environment fit model that attempted to account for
job satisfactions of job incumbents with different constella-
tions of needs working on jobs that provide different outputs
assumed to be differentially satisfying to those with different
needs.

As with the other models discussed in this section, some
empirical evidence of the validity of the model has been pre-
sented (Shaffer, 1953). Need satisfactions were correlated .44
with overall job satisfaction, and satisfaction of the highest
strength needs was correlated most strongly with job satisfac-
tion. Porter’s (1961) need satisfaction model of job attitudes
was basically a person-environment fit model in which job
satisfaction was calculated by discrepancies between “How
much is there now?” and “How much should there be?” The
first question reflects what the environment provides, and the
second reflects what the person wants. The fit between person
and environment determines job satisfaction.

Dawis (1992) provided a contemporary statement of person-
environment fit models and research. Person-environment fit
models of job satisfactions offer an opportunity to blend job at-
titude research with vocational psychology that emphasizes
patterns of vocational reinforcers and basic needs or desires of

individual job incumbents. Such an approach requires valid
representations of the needs of individuals and the reinforce-
ments available from different occupational groupings of jobs.
In spite of the impressive developmental work represented by
Holland’s (1985) RIASEC (Realistic, Investigative, Artistic,
Social, Enterprising, Conforming) circumplex model of voca-
tional preferences, this approach that combines two research
traditions has not advanced the research area greatly in the past
several years; nor does its promise seem to have been realized
in terms of gains in understanding the antecedents of job atti-
tudes. For these gains to be realized a theoretically sound,
multivariate empirical basis for characterizing vocations and
individuals is required where there is a conceptual match be-
tween the entries in the vectors describing individuals and vo-
cations. Our knowledge of vocations gained from the RIASEC
model is impressive, but the match between these occupational
groupings and multivariate descriptions of individuals pro-
vided, for example, by the Big Five personality theory, may be
problematical. The original need-theoretic approach empha-
sized by Paterson (e.g., Paterson & Darley, 1936) and the other
researchers at Minnesota did not survive critical theoretical or
empirical analyses. This need-based approach appears to have
suffered the same fate as Maslow’s need hierarchy model
(Maslow, 1943); independent empirical investigations of its
basic validity are not convincing.

Summary

Person-environment fit models emphasize complex multi-
variate interactions between person and environmental char-
acteristics as determinants of job satisfactions. The conceptual
advantages of these models do not seem to have been trans-
lated into significant gains in our understanding of the an-
tecedents of job satisfactions. Empirical investigations have
generated support for this approach, but it is not clear whether
there are gains beyond the insights offered by simpler main-
effect models of personality antecedents.

COMPARISONS OF THEORETICAL APPROACHES

In Figures 11.3 through 11.6 we attempt to summarize
graphically the structures of the job satisfaction models just
discussed. There is much similarity among the models. Job
outcomes are typically judged in relation to a set of standards.
There are a number of hypothesized influences on the stan-
dards involved in evaluating job outcomes. These influences
range from economic-environmental influences that affect
employees’ frames of reference for evaluating specific job
outcomes to personality, core self-evaluations, and perhaps
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Figure 11.3 Graphical depiction of structure of Cornell model of job
attitudes.

Figure 11.4 Graphical depiction of Locke’s value-percept model of
job attitudes.

Figure 11.5 Graphical depiction of structure of Thibaut-Kelley model of
job attitudes.

Figure 11.6 Graphical depiction of generalized dispositional/personologi-
cal model of job attitudes.

biological factors. Job outcomes (and perhaps inputs) and
standards are processed through a comparator, and the result
of these cognitive processes is an evaluation of one’s job, job
satisfaction.

The graphical representations of the different theories
highlight the similarities in their structures more than might be
apparent in the verbal descriptions. The theories are not re-
dundant in terms of their hypothesized influences on the stan-
dards. Nor are they unique.Acomprehensive study comparing
these models would be difficult because of the number, range,
sources, and levels (individual to social, economic, and com-
munity) of variables involved in the models. Subsets of the
different influences could be studied, but comparisons of com-
plete models using appropriate random effects designs will be
difficult.

One way of summarizing these models of job attitudes is to
highlight the sources of the influences on job attitudes. The
JCM and Locke’s value-percept model emphasize the influ-
ence of job characteristics and hypothesize that the influence
of each job characteristic is moderated by the values or GNS
of the employees. Core self-evaluations and the other

dispositional models stress direct influences from person and
other micro variables. Both the Cornell model and the Thibaut
and Kelley model, the most macro of the models, include
substantial influences of variables external to the person-job
nexus. Both are relatively balanced in terms of their hypothe-
sized influences of job and person characteristics on job atti-
tudes. Only the Thibaut and Kelley model and the Cornell
model emphasize variables external to the individual and his or
her job.

The structure and content of the theoretical explanations of
the formation of job attitudes are also similar in terms of what
is omitted: Not one of these theories that links a variety of an-
tecedents and satisfactions through the mechanism of cogni-
tive evaluations and comparisons of one’s standards and job
outcomes (or inputs) includes on-the-job affect or emotions.
Affect has been deemphasized so much that this component of
attitude space, as an antecedent or consequence, has nearly
disappeared. We do not imply that cognitive evaluations of
one’s job are free of feelings. We do, however, suggest that as-
sessments and inclusions of affect, assessed using methods
that capture this dynamic source of variance, might provide
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unique insights in our attempts to understand job attitudes and
predict important behaviors. This idea is developed next.

NEW THEORETICAL DEVELOPMENTS

The cognitive, affective, and behavioral components of atti-
tudes may have kept attitude research as one of the most active
research areas in social science for the past several decades.
Whatever the current research emphasis in social science—
behaviors, cognitions, or emotions—attitudes, as originally
defined, met the criteria for relevant research. The deemphasis
of an affect component of social attitudes has been paralleled
by a similar treatment of affect or emotions in job attitudes.
Weiss and Brief (in press) noted the neglect of affect in the
history of job satisfaction research. Weiss and Cropanzano
(1996) have also drawn attention to the field’s neglect of affect
and proposed a theory of job attitudes that emphasizes affect
on an equal footing with cognitive evaluations, hypothesizes
different antecedents for cognitive evaluations versus affect,
and hypothesizes different sets of behaviors as consequences
of individual differences in affect as contrasted with cognitive
evaluations.

Called affective events theory (AET), this theory empha-
sizes links between job events and job affect and hypothe-
sizes links between job affect and job behaviors that are
independent of the links between traditional job attitudes
(cognitive evaluations of jobs) and job behaviors. AET hy-
pothesizes links between job affect and spontaneous, short-
term behaviors, such as work withdrawal and organizational
citizenship behaviors, rather than the more reasoned long-
term behaviors that have been related to job satisfactions,
such as turnover or retirement. These two families of behav-
iors are identified by Weiss and Cropanzano (1996) as affect-
and judgment-driven behaviors. Figure 11.7 depicts a simpli-
fied, graphical version of AET.

Affect is defined conceptually as individuals’ emotional
reactions to their jobs and to the events that happen on their
jobs. It refers to how an individual feels on the job. This con-
trasts with the cognitive representation of job attitudes—
evaluations of stable features and characteristics of jobs.
How we feel in the morning when we arrive at work is very
likely a relatively stable part of our personalities and disposi-
tions. Empirically, the correlations between adjacent days
ranged from .50 to .65 depending on the scale (PA, NA, or he-
donic tone) across 12 days in two studies (Miner, 2001;
Miner et al., 2001). These morning, preworkday, feelings are
very likely influenced by longer than normal commuting de-
lays caused by heavy traffic or construction, an incident of
road rage, a blizzard in April, an overnight gas price increase,
a warm sunny day in February, and other positive and nega-
tive exogenous factors. These feelings are further modified
by events that occur on the job during the day. An argument
with a coworker, unexpected praise from a supervisor, or a
comment by someone about the availability of jobs and start-
ing salaries at another organization will influence our feelings
on the job (Miner et al., 2001). These events and the changes
in affect that they trigger may be ephemeral but may have
long-term influences on how we evaluate our jobs. Feelings
and affect levels triggered by job events, for all their
ephemerality, however, may have consequences for behav-
iors on the job—(not) helping our coworkers, getting some-
body to cover for us so we can attend a meeting called by our
supervisor, or how long we spend on the phone with a cus-
tomer needing assistance (Miner, 2001). Within a framework
of stable evaluations of one’s job, it is possible to feel anger,
frustration, elation, and unhappiness while on a job one eval-
uates positively and to feel these emotions in one day and to
respond behaviorally, both positively and negatively, to
episodes of positive and negative affect.

AET is differentiated from other current approaches by
(a) the distinctions between job structure or features and job
events, although job features (e.g., HR policies) are likely to
influence distributions of job events; (b) an emphasis on af-
fect as a component of job attitudes; and (c) the hypothesized
independent links between job affect and affect-driven be-
haviors, on the one hand, and among job satisfactions, cogni-
tive evaluations of jobs, and judgment-driven behaviors on
the other. Dispositions are hypothesized to moderate the link
between events and affect.

Job features and job events should be treated as fuzzy sets.
Features differentiating between these two sets of variables
would be permanence, frequency, and predictability—job
events being more transient and less predictable than stable
job features. A subset of job events that becomes sufficiently
frequent and predictable may cross the boundary between
features and events. Affect- and judgment-driven behaviors
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Figure 11.7 Affective events theory from Weiss and Cropanzano (1996).
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are fuzzy sets; judgment-driven and affect-driven behaviors
do not yield crisp classification of all job behaviors into one
category or the other. The fuzziness of the boundaries does
not invalidate AET as a useful framework. All classes of
events in social science have a degree of fuzziness.

Job affect is inherently dynamic. We should expect signif-
icant within-person cofluctuations in affect and exogenous
events. Job events serve as stochastic shocks to an underlying
affect level and cycle. Job events are individually unpre-
dictable and infrequent; their influence contributes to the dy-
namic nature of job affect. Organ and Ryan (1995) illustrated
this problem by noting that predictions of organizational citi-
zenship behaviors (OCBs) from affective states “will some-
how have to reckon with the problem of detecting discrete
episodes of OCB [italics added] (rather than subjective reac-
tions that presumably reflect aggregations or trends of OCB
over time) and the psychological states antecedent to or con-
current with those episodes [italics added]” (p. 781). This
problem has been addressed, and partially solved, by event
signal methods (ESM), or momentary ecological assess-
ments, and multilevel statistical analyses that combine
within- and between-person effects (Bryk & Raudenbush,
1992).

Totterdell (1999) and Weiss et al. (1999) addressed the de-
mands of studying affect levels as dynamic variables. Miner
et al. (2001) assessed affect on the job using palmtop comput-
ers to administer mood checklists at four random times during
the workday. The within-person, dynamic nature of affect and
mood on the job is highlighted by the intraclass correlations
that revealed that approximately 60% of the variance in mood
or job affect scores resided within persons; approximately
40% of the variance in mood scores could be attributed to be-
tween-person differences. This within-person variance would
be treated as error in most studies of job attitudes. Relations
involving within-person differences and other variables would
be impossible to study if affect assessments were aggregated
and studied as stable, between-person individual differences.
Near real-time assessments of job affect permit analyses of
within-person relations between negative and positive job
events and mood on the job after controlling for mood as-
sessed at the beginning of each work day (Miner et al.).

One important aspect of this new approach to job attitudes
is the possibility of within-person relations between, say, af-
fect and behaviors, which are independent of affect-behavior
relations found between individuals. One example of this is
the negative relationship between exercise and blood pressure
found in the medical literature. When the assessment is made
between individuals, those who exercise more have lower
blood pressure. However, the same relationship assessed
within individuals is positive; those who are exercising have
higher blood pressures than those who are not exercising.

Miner (2001) has found that between individuals, those with
more positive affect levels are more likely to exhibit citizen-
ship and helping behaviors. Within persons the relationship is
negative; individuals report lower levels of affect while they
are helping coworkers.

AET offers a new approach to the study of job attitudes. It
emphasizes a source of variance in job attitudes that has been
largely ignored for 40 years. It represents more than adding a
variable (affect) to the study of job attitudes. Appropriate def-
initions of affect and within-person relations require changed
research directions and methods.Analyses of affective events,
affect, and the on-the-job consequences of affect may answer
some questions about job attitudes and behaviors on the job
that are unanswered by the traditional studies of relations be-
tween cognitive evaluations and job performance.

MEASUREMENT OF JOB ATTITUDES

Cognitive Evaluations

Much satisfaction research has been based on homegrown,
unvalidated measures consisting generally of a collection of
Likert-type items that ask the respondents to evaluate their
pay, the work they do, their supervision, and so on. Some
scales have been based on collections of items asking respon-
dents how satisfied they were with different features of their
jobs. Other scales have been based on items asking about
how well the respondents’ jobs fulfilled their needs. The JDI
(Smith et al., 1969) modified by Roznowski (1989), the Job
Diagnostic Survey (JDS; Hackman & Oldham, 1976), the
Minnesota Satisfaction Questionnaire (MNSQ; Dawes,
Dohm, Lofquist, Chartrand, & Due, 1987; Weiss, Dawis,
England, & Lofquist, 1967), and the Index of Organizational
Reactions (IOR; Dunhan & Smith, 1979; Dunham, Smith, &
Blackburn, 1977) represent significant exceptions to this use
of unvalidated scales purporting to assess job attitudes. The
JDI appears to be the most widely applied measure of job sat-
isfaction in use today (Cranny et al., 1992, p. 2; DeMeuse,
1985); the JDS, MNSQ, and IOR have been used collectively
on an additional several thousands of employees. These four
standardized, validated instruments together may account for
a slight majority of the research on job satisfaction.

These standardized instruments have been evaluated psy-
chometrically; they converge dimensionally with each other
when they assess satisfaction with similar job characteristics
(Dunham et al., 1977), are related to appropriate individual
differences and job characteristics, and have reasonable lev-
els of temporal stability or internal consistency. The four
instruments, however, differ substantially. The MNSQ as-
sesses the extent to which jobs are evaluated as providing
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need fulfillment of a number of basic needs. The JDS assesses
the degree to which jobs provide core characteristics (respon-
sibility, task feedback, task significance, etc.) to the em-
ployee. The IOR asks respondents to evaluate job features and
scores these into eight facets of job satisfaction (work itself,
the organization, career future and security, pay, etc.). The JDI
assesses five facets of job satisfaction (work itself, pay, pro-
motional opportunities and policies, supervision, coworkers)
by asking respondents to describe their jobs in terms of the
presence or absence of 72 characteristics of the work itself,
coworkers, and so on. A complete evaluation of the psycho-
metric properties of all available scales requires more space
than we have available.

Investigators interested in research on job attitudes have
access to several standardized and validated measures that pro-
vide information on different aspects of individuals’ job atti-
tudes. Despite the dimensional convergence, the instruments
are not equivalent; the use of one rather than another will gen-
erate marginally to significantly different results. The choice of
a measure of job attitudes in any study is not an irrelevant de-
tail. The widespread use of the JDI may reflect the extensive
psychometric research that accompanied its initial publication
(Smith et al., 1969) and that has appeared in the decades since
(e.g., Balzer et al., 1997; Hanisch, 1992; Roznowski, 1989).
The five scales that compose the JDI also have been used
extensively as antecedents and outcomes of varying levels of
job attitudes in studies ranging from community characteris-
tics and their effects on job attitudes (Kendall, 1963) to longi-
tudinal studies of the effects of sexual harassment (Glomb,
Munson, Hulin, Bergman, & Drasgow, 1999). This database
provides researchers with the evidence necessary to evaluate
the properties and functioning of this set of scales and may ac-
count for its wide use.

Job Affect, Mood, and Emotions

Job affect or emotions experienced on the job present a differ-
ent set of conceptual and assessment problems. Job affect and
emotions are influenced by events that occur on the job. Indi-
vidual job events are likely to be infrequent and difficult to pre-
dict. Praise from a supervisor, an overheard conversation in the
hallway about a coworker’s evaluation, a just-in-time delivery
that was not quite in time, or a surly customer are all job events
and are generally unpredictable. Yet they do occur, and their
occurrences may trigger job emotions.Assessment of emotions
on the job, carried out in near real time several times during a
workday are necessary to tap into event-affect-behavior cycles
and capitalize on the dynamic state nature of affect.

The dynamic nature of job affect makes it difficult to use
research practices that rely on one-shot, paper-and-pencil

assessments of employees’ attitudes. Palm top computers,
however, can signal the research participants, present items
with clickable response formats, store the data, and maintain
an acceptable degree of data security. Items can be sampled
randomly at each signal from the pool of items defining the
content of the scales. Such sampling may reduce respondents’
tendencies to focus on specific emotions that have been as-
sessed at previous signals. These devices can control the tim-
ing of the response within temporal intervals desired by the
researcher as opposed to a signal and diary method in which
researchers have no such control; diaries can be completed by
the participants any time during the observation period. Sev-
eral studies of affect and mood that have used ESM or signal
contingent methods at work (Alliger & Williams, 1993;
Fisher, 2000; Totterdell, 1999, 2000; Weiss et al., 1999;
Zohar, 1999) generally support the hypothesized importance
of affect and mood at work and document the promise of ESM
to generate assessments of emotions and affect at work.

Another issue that must be resolved is the specification of
the content of affect and emotion assessments. Should on-the-
job affect be assessed as PA and NA, two orthogonal dimen-
sions, or as a bipolar hedonic tone dimension ranging from
negative to positive and an orthogonal arousal or activation di-
mension? These different rotations of the mood-emotion cir-
cumplex (Tellegen et al., 1999) are shown in Figure 11.8. Either
the PA-NA rotation, indicated by dotted axes, or the hedonic
tone-arousal rotation, indicated by solid lines, adequately ac-
count for the correlations among affective or emotional terms
and responses. Although these may be mathematically equiva-
lent rotations, the use of one rather than the other has significant
implications for the study of job affect.

The potential contributions of affect to understanding vari-
ance in job satisfactions may not be realized until the rotation

Figure 11.8 Mood-emotion circumplex from Tellegen, Watson, & Clark
(1999). PA � positive affectivity; NA � negative affectivity.
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of axes in the mood circumplex that is used to define the mood
and affect dimensions is resolved. Our interpretation of the
evidence suggests that the hedonic tone-arousal rotation is
most useful and that the arousal dimension appears to con-
tribute relatively little to the study of mood and affect at work
(Miner et al., 2001).

Palm top computers and repeated event signaled assess-
ments of employees’ affect at work should extend our data-
base of job attitudes and add to our knowledge of affect,
mood, emotion and social attitudes in general. The use of
ESM in populations of working individuals will correct prob-
lems of reliance on relatively uncontrolled assessment meth-
ods and permit generalizations to broader populations. Both
developments should contribute to information about job and
social attitudes.

SUMMARY

There is much overlap between job satisfactions and social
attitudes, but the conceptual similarities between attitudes
and job satisfactions mask important differences. If the roots
of attitude theory had been in job attitudes rather than in tra-
ditional social attitudes, the theories of attitude-behavior re-
lations would be different. The reliable relations between job
attitudes and job behaviors may be the general, ecologically
valid finding; the lack of relations between typically studied
social attitudes and behaviors may represent the anomaly to
be explained. Hulin (2001) commented on the general impor-
tance and ecological validity of the study of work behaviors,
attitudes, and motivations for general questions about human
behaviors as opposed to the more restricted studies of social
behaviors of college sophomores. The study of social atti-
tudes might have progressed down different avenues than it
did if the attitude database had comprised the many studies
documenting relations between job satisfactions and job
behaviors.

The strong personal relevance of job attitudes as opposed
to the often-problematical relevance—and abstraction—of
frequently studied social attitudes is one possible explanation
for the reliably observed satisfaction-behavior relations. The
accessibility of job attitudes as opposed to the accessibility of
attitudes to religion in the abstract or donating blood is also
likely involved in the differences in attitude-behavior rela-
tions between social and job attitudes.

Not all job behaviors are related to job attitudes. Job behav-
iors, as any set of behaviors, are multiply determined. They are
subject to constraints due to environmental, organizational,
and technological variables, as well as group processes. These
influences on behaviors may overwhelm the influence on

behaviors from individuals’ job attitudes. However, when
variance in behaviors is largely under the control of individu-
als, we find reliable and often substantial relations between
satisfactions and behaviors. The greater the influences on be-
haviors that are due to variables not under the control of indi-
viduals and the further removed the “behavioral” criterion is
from the individual, the less likely we are to find substantial
correlations.

The theoretical models of antecedents of job attitudes
include influences on job attitudes ranging from macroeco-
nomic conditions, to alternative jobs available to the individ-
ual, to microlevel influences of personality and affective
dispositions. These models have not been evaluated and com-
pared in a unified study that would permit the untangling and
disaggregating of overlapping and redundant sets of an-
tecedents. The competing models, each with some supporting
evidence, and some with a great deal of supporting evidence,
represent an unresolved problem with job satisfaction re-
search. Given the practical importance of job attitudes as pre-
dictors of job behaviors ranging from tardiness to voting in
NLRB-sponsored union representation elections, the theoret-
ical importance of the models of job attitudes as guides for
organizational interventions to improve job attitudes, and
the theoretical importance that job satisfaction research may
have for social attitude research and theory, resolution of the
contradictions in the competing models is an important prior-
ity in this area.

New theories of job attitudes that stress affect and emo-
tions experienced on the job, in addition to the traditional job
satisfactions qua cognitive evaluations of jobs, have raised
important questions and suggested unexplored areas for
empirical research and conceptual development. Research in
these areas has produced promising results that suggest rela-
tively neglected variables beyond the popular cognitive
domain may contribute much to our knowledge of job satis-
factions, their antecedents, and their consequences.
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What a difference a decade made in the field of leadership
research. Whereas the emphasis in the leadership literature
during the 1980s was on contingency models and examining
the initiation of structure and consideration in every imagin-
able context, the focus in the 1990s and beyond shifted to some
of the more colorful aspects of leadership including charis-
matic, transformational, visionary, unethical, and inspiring
(Hughes, Ginnett, & Curphy, 1999). Some other giant leaps in-
volved examining shared leadership in teams, global leader-
ship, strategic leadership, and followership.

Changes in emphasis with leadership research and theory
have brought the field to a point where it is once again tak-
ing off in some new directions. Sensing this “time between
times,” we focus our attention on emerging streams of re-
search while also reviewing relevant prior literature (see Bass,
1990; Chemers, 1997; House & Aditya, 1997; Yukl, 1998;
Zaccaro & Klimoski, 2001, for additional reviews).

Halfway through most conferences on leadership, some-
one stands up and says, “Never has a construct been studied
so much that we know so little about.” Unfortunately, this
comment is not only obsolete—it is also wrong! We have
learned an enormous amount about what constitutes leader-
ship, where it comes from, how it can be measured, what con-
tributes to its being ethical or unethical, how people see it
differently and why, how the context alters its interpretation,
and what happens when it is substituted for or replaced.

Here we define leadership as a social influence process
that can occur at the individual, dyadic, group, or strategic
level, where it can be shared within a top management team.
We embrace Katz and Kahn’s (1978) definition of organiza-
tional leadership as being “the influential increment over and
above mechanical compliance with the routine directives of
the organization” (p. 528) and Bryman’s (1996) synthesis of
earlier definitions of leadership: “The common elements in
these definitions imply that leadership involves a social influ-
ence process in which a person steers members of the group
toward a goal” (p. 2).

AREAS REQUIRING FURTHER EXPLORATION

With all of the money spent on leadership development in
organizations, one would think we now know a lot about this
area. Unfortunately, that is not the case. We know very little
about standard leadership training interventions and how
they directly or indirectly impact leadership development
(Avolio, 1999; McCauley, 2001). We also know very little
about how planned and unplanned live events affect leader
development (Avolio, 1999; Zaccarro, Mumford, Connelly,
Marks, & Gilbert, 2000).

We also know very little about how to develop leaders
to lead others when they are distant. For example, is the
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articulation of a vision and its diffusion affected by how dis-
tant the leader works from followers? How does one build a
coherent unit when everyone, including the leader, works vir-
tually, or through technology, versus face to face? How is the
management of impressions different when a leader has con-
tact with staff through technology?

Moving from individual- to group-level leadership, what
constitutes collective or shared leadership, and how does it
emerge in teams? As organizations delevel and become more
network oriented, there is more opportunity for collective or
shared leadership to emerge in groups. Today, more people
are working on project teams that cut across traditional orga-
nizational boundaries in business-to-business (B2B) settings.
How can shared leadership within and between organiza-
tional boundaries be measured and effectively developed?
What constitutes the criteria for effective development at
individual, group, and strategic levels? For individual devel-
opment, should the criteria include changes in moral perspec-
tive? For teams, is it a coherent and shared mental model? At
the strategic level, is it the efficient diffusion of a company’s
mission or vision across levels, or how well a new-enterprise
information technology (IT) system is utilized? Or is it sim-
ply how people in an organization identify with its culture
and mission (Day, 2001)?

Even relatively small companies are now globally posi-
tioned. How will leaders address the challenges of working
with a culturally diverse workforce that brings to work differ-
ences in values, traditions, customs, and beliefs about what
constitutes effective leadership? What implications does the
diversification of work teams have for male and female lead-
ership? How will these cultural differences affect how we
define, measure, develop, and sustain leadership?

What constitutes strategic leadership, and how does it
impact on individual, group, and organizational effectiveness?
Should we view strategic leadership as an individual-level or
as a group-level phenomenon, such as in top management
teams? Should the concept of strategic leadership be studied
only at the pinnacle of organizations? What happens to strate-
gic leadership when it is examined in a flattened, networked
organization, or in several organizations that work in alliance?
How should we include the context in the study of strategic
leadership (Zaccaro & Klimoski, 2001)?

What are the cognitive processes that inhibit leaders and
followers from achieving their best results? Are there more
effective strategies for developing mental models in leaders
and followers that can accelerate levels of development and
trust in each other? How resilient are these mental models,
and to what extent are they developed and structured differ-
ently across cultures? How does the context affect what lead-
ers and followers think, and what influence does it play in

mediating and moderating the effects of leadership on moti-
vation and performance?

A neglected construct in leadership research has been fol-
lowership. What have we learned so far about what constitutes
exemplary followership, and how does it differ from exem-
plary leadership? Does followership vary as a consequence of
the context? For example, does exemplary followership differ
in a strong versus in a weak context (see Mischel, 1973)? How
does the leader’s creation of networks among followers shape
their development (Chan & Drasgow, 2001)? Do the capabil-
ities and motivations of followers set certain limits on a
leader’s developmental potential?

Can the context shape the effects of leadership, or should
we consider the context as part of leadership in organizations?
With many leaders and followers linked together through
technology, what exactly does the local context mean, if one
has daily contact with followers at distance that spans conti-
nents, cultures, and time zones? How does the level of leader-
ship in terms of context affect what we should and should not
include in our leadership theories? Presently, most models of
leadership have ignored the issue of level and how it shapes
what constitutes leadership (Zaccaro & Klimoski, 2001). Ex-
amples to the contrary include work by Hambrick and Mason
(1984), who discussed large-scale leadership of collectives,
as well indirect and mediated leadership.

Today, it is not uncommon to find four distinctly different
generations of employees in the workforce. How do their
experiences and values shape how leaders need to lead in
organizations? Generations X and Y are said to be more chal-
lenging and less accepting of authority. If this is true, how do
we develop them into leadership roles, and what changes in
leadership are required for current and future leaders to remain
effective?

All of the challenges just cited make the measurement of
leadership at all levels in organizations more complex and also
more interesting. They pose giant challenges for the field, some
of which are already being pursued, and which we review later.

In sum, we have attempted to highlight major themes and
significant trends that have led us to the current state of lead-
ership studies. Our vision for the field of leadership is that it
will become less model specific and much more integrated
across subdisciplines, or even transdisciplinary. Too often,
leadership authors have drilled down so deeply on critiquing
individual models of leadership that they have failed to con-
sider how one model may be integrated with another. At a
minimum, future theoretical work on leadership must include
the following elements: a multilevel view ranging from the
mental models of leaders and followers through to strategic
and collective leadership of large organizational entities; an
integration of the context into how we define and measure
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leadership at each of these levels; the incorporation of time;
the basic idea that leadership and its impact represent an
emergent process; what mediating factors are directly influ-
enced by leadership; a more exacting choice of relevant
dependent variables as opposed to convenient performance
measures; how technology mediates leadership close up and
at a distance; and how cultural differences affect how leaders
and followers lead and follow.

Major Trends and Future Directions

Lowe and Gardner (2000) reviewed the last 10 years of re-
search published in the journal Leadership Quarterly and
highlighted where the field has been and where it is head-
ing. Other papers included in that same issue pointed to new di-
rections in the leadership field, including several themes that
we pursue in this chapter: strategic leadership, e-leadership,
collective leadership, and leadership development. To the ex-
tent that the Leadership Quarterly contains a representative
sampling of what has and perhaps will be published, some of
the past trends in leadership research identified by Lowe and
Gardner offer a basis for launching our discussion.

Lowe and Gardner (2000) reported nearly an equivalent
emphasis in articles published on theory and research over the
last decade in the Leadership Quarterly, i.e., 46% vs. 55%,
respectively. This pattern points to a field in transition, as new
theoretical perspectives entered the field in the 1980s and
1990s, shaping directions in research. Lowe and Gardner also
reported that most articles were still published by American
authors, supporting House and Aditya’s (1997) claim that
98% of leadership research still originates in North America.
However, some giant steps are being made to promote and
include research from other cultures.

Lowe and Gardner (2000) identified several trends that
have shaped the field of leadership studies during the 1990s.
These included work on transformational leadership (Avolio,
1999; Bass, 1998; Bass & Avolio, 1993, 1994) and neo-charis-
matic leadership theories based on House’s (1977) theory of
charismatic leadership, as well as Burns (1978) and Bass
(1985; see also Bass & Steidlmeier, 1999; Bryman, 1993; Con-
ger & Hunt, 1999; Conger & Kanungo, 1987, 1998; House &
Shamir, 1993). Lowe and Gardner also pointed to renewed in-
terest in cross-cultural leadership research, which received a
tremendous boost from House and his associates’Global Lead-
ership and Organizational Behavior Effectiveness study
(GLOBE) project, as well as other cross-cultural research.

Another driving force behind the transformation of leader-
ship research and theory during the 1990s involved the em-
phasis on levels of analysis in theory building, research
design, and measurement (Dansereau, Alutto, & Yammarino,

1984; Dansereau, Yammarino, & Markham, 1995; Dansereau
& Yammarino, 1998; Klein & House, 1995). A levels-of-
analysis frame of reference provided a huge leap toward
more sophisticated multilevel models of leadership that now
include the context in which leadership is embedded. Today,
work on levels of analysis has dramatically shaped the con-
ceptualization of how leadership is defined, measured across
research streams, and within context over time (Brass, 2001;
House & Aditya, 1997; Zaccaro & Klimoski, 2001). The con-
text now being examined includes a broad range of constructs
such as the nature and level of change, the medium through
which leaders and followers interact, the cultures in which
each are embedded, the organization level, the type of work
group or unit, and the network. Future research on leadership
now needs to standardize approaches to examining individ-
ual, dyadic, group, and larger collective phenomena (Lowe &
Gardner, 2000). We envision that all future research will allo-
cate greater attention to defining the level at which leadership
is investigated, as well as the levels at which various models
are tested and hold across different contexts (Zaccaro &
Banks, 2001).

House and Aditya (1997) noted an emerging trend over the
previous decade regarding the focus on strategic leadership.
However, there is still a thin base of research on what consti-
tutes strategic leadership, as well as strategic change in orga-
nizations (Boal & Hoojberg, 2000; Lowe & Gardner, 2000).
Moreover, much of the research in this area has been based on
case analyses, cross-sectional designs, and small samples,
and it lacks a strong and coherent theoretical base.

Ironically, we know very little about how leadership actu-
ally changes people, units, organizations, and larger collec-
tives (Burns, personal communication, November 2000; Yukl,
1999). We need to examine how leadership affects fundamen-
tal change in individuals, groups, and organizations. How can
we evaluate such change while also taking into consideration
the context in which leadership is embedded? What criteria
can we use for assessing change at the individual, group, or-
ganizational, and even community levels? For example, can
we measure behavioral or attitudinal change at each of these
respective levels? What does the performance domain look
like when we cut across these levels and examine change over
time? Surprisingly, we know very little about the leadership of
CEOs across all types and sizes of organizations. Nonetheless,
some authors have attributed between 20% and 40% of orga-
nizational effectiveness to executive leadership (Ireland &
Hitt, 1999).

Prior research has not explored how shared or collective
leadership associated with top management teams con-
tributes to an organization’s adaptability and effectiveness
(Elron, 1997). However, several studies have produced a
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positive relationship between strategic leadership and firm
performance, but in most cases prior research has not ex-
amined how the context moderates or mediates strategic
leadership performance (Finklestein & Hambrick, 1996).
Demonstrating the importance of the context, Waldman,
Ramirez, House, and Puranam (2001) showed that executives
who were rated by followers as more charismatic had little im-
pact on firm performance under stable environmental condi-
tions, but under unstable or uncertain conditions charismatic
leadership significantly predicted financial performance.

A major decision for organizations about leadership
deals with its succession (Lauterbach, Vu, & Weisberg, 1999).
Organizations that rely on internal networks enjoy smooth
transitions and the continuation of strategy. Yet, selecting a
new leader who comes from the same stock as the previous
one may result in staying the course when radical change is
required (Hambrick & Mason, 1984). The area of leadership
and succession, particularly at the tops of organizations, de-
serves more attention in the literature.

A number of questions highlight the need for future re-
search on the context in which leadership is observed and
interpreted, including the following: Are the same leadership
styles differentially effective as we move up the organiza-
tional hierarchy? How does the legacy left by a former leader
affect his or her successor’s ability to maintain and enhance
organizational performance? How do strategic leadership
styles vary in terms of their impacts across different sectors of
the economy? Are some strategic leadership styles generic
and equally effective across all sectors? As the world of work
becomes more complex, can leadership at the top be more
effectively shared; if so, what are optimal strategies for devel-
oping and deploying shared leadership? How will strategic
leadership change after inserting advanced IT in organizations
in which every employee is connected to the CEO?

Leadership and Creating Meaning

Smircich and Morgan (1982) provided an alternative definition
of leadership, which has not been thoroughly explored and may
have even greater relevance as leaders lead at a distance from
followers in today’s global economy. They stated that “leader-
ship is realized in the process whereby one or more individuals
succeeds in attempting to frame and define the reality of others”
(p. 258). Are there differences in how leaders create impres-
sions and use impression-management strategies to influence
followers to support their positions? How do different types of
leaders use impression-management strategies to create the
meaning that they want their followers to derive from a partic-
ular situation, and will the creation of meaning work differently
across cultures? For example, W. L. Gardner andAvolio (1998)

argued that charismatic versus noncharismatic leaders use
different impression-management styles to gain commitment
and trust from followers. How do these differences extend
across cultures?

Smircich and Morgan (1982) related the management of
meaning to a number of important areas including the emer-
gence of leadership: “They emerge as leaders because of their
role in framing experience in a way that provides a viable
basis for actions” (p. 258). Simply put, leaders define the situ-
ation in which followers find themselves, shaping their range
of perceived and actual choices. Charismatic leaders fre-
quently emerge in times of crisis because they offer a viable
alternative interpretation to resolve the crisis while managing
an impression of confidence and an ability to inspire follow-
ers to pursue a solution (Conger & Kanungo, 1998).

The management of meaning has direct relevance to
studying strategic leadership. Such leaders usually do not
have direct contact with all followers and therefore must
manage the meaning of events at a distance—and in today’s
organizations through advanced IT. Strategic leaders have a
mandate to define the current and future reality of their orga-
nizations (Ireland & Hitt, 1999). However, we know that
many strategic leaders lose their mandate when their framing
of reality does not make sense to followers, lacks credibility,
or ultimately does not contribute to success. Indeed, accord-
ing to Howard (2001), somewhere between 30% and 50% of
CEOs are prematurely ousted from their jobs.

To make sense of each follower’s future requires the
leader to develop a relationship through which followers
come to identify with the leader’s vision (Shamir, House, &
Arthur, 1993). According to Shamir and his associates, to en-
ergize followers, leaders must successfully link the fol-
lower’s self-concept to the collective thinking or concept of
the group. This creates a sense of alignment around the vision
to move forward. Visions represent one of the highest forms
of managing meaning (Awamleh & Gardner, 1999; Graen &
Uhl-Bien, 1995) and could be examined in terms of their dif-
fusion through organizations as being an outcome of success-
ful leadership. Specifically, all other things being equal, the
extent to which a vision is wired into each employee’s think-
ing and behavior could be used as a criterion measure of
leadership effectiveness in an organization.

In sum, Smircich and Morgan (1982) stated that “leader-
ship as a phenomenon depends upon the existence of people
who are prepared to surrender their ability to define their re-
ality for others” (p. 270). The way leaders transform reality
for followers is a fertile area for future research (Yukl, 1999),
including differences in followers’ willingness to surrender
their interpretations of reality or to share in the responsibility
of creating the interpretation of the future.
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Leadership Substitutes

Whereas leaders are said to influence how followers derive
meaning from events, another line of research argues that we
attribute too much meaning to leaders as the central causes of
events. Followers erroneously attribute events or perfor-
mance outcomes to the influence of a leader when in fact it is
due to the context (Kerr & Jermier, 1978). This may be par-
ticularly evident with charismatic leaders, who emerge dur-
ing times of crisis (Beyer, 1999). Meindl, Ehrlich, and
Dukerich (1985) argued that people use leadership as a way
of explaining or interpreting what goes on in organizations
when they do not fully understand the cause of events. In
these cases, using a levels-of-analysis framework in the de-
sign of models and methods can facilitate a better under-
standing of what causes what over time.

Although the literature on leadership substitutes provides
an interesting perspective on how the context can moderate
the impact of leadership on follower perceptions and perfor-
mance, the weight of evidence shows that substitutes for
leadership do not substitute as predicted by Kerr and Jermier
(1978). Podsakoff, Niehoff, MacKenzie, and Williams (1993)
were unable to find sufficient evidence to support J. P.
Howell, Dorfman, and Kerr’s (1986) claim that leadership
substitutes moderate the relationship between leader behav-
iors and various intermediate process and outcome measures.
Podsakoff, MacKenzie, and Fetter (1993) examined effects
of substitutes for leadership with a sample of professional
employees. The authors concluded that a substantial portion
of the variance in perceptions and performance was shared by
both leadership behaviors and substitutes. All substitutes for
leadership independently influenced at least one of the crite-
rion measures, accounting for 30% to 40% of the variance in
employee attitudes, 18% to 23% in employee role percep-
tions, and 7% in performance. Podsakoff, MacKenzie, and
Bommer (1995) concluded that “although the notion that sub-
ordinate, task, and organizational characteristics moderate
the effects of a leader’s behavior seems intuitively appealing,
the weight of empirical evidence does not support it” (p.
381). However, these same substitutes added to leadership
can augment the prediction of employee role perceptions, job
attitudes, and performance. Podsakoff et al. reported that the
total variance explained in employee attitudes and in role per-
formance by leadership and its substitutes (e.g., task feed-
back, professional orientation, rewards outside of the leader’s
control, etc.) were 35% and 33%.

We now turn to addressing some of the issues just men-
tioned by focusing on the individual, later returning to the
strategic context in which individual leadership is observed
and developed.

Implicit Leadership Theory

Calder (1977), as well as Mitchell (1979), argued that leader-
ship was not directly observable. Observer ratings were based
in part on attributions, thus introducing some degree of error
or bias into all leadership ratings (Lord, Binning, Rush, &
Thomas, 1978; Rush, Phillips, & Lord, 1981). Summarizing
a long line of research on implicit notions of leadership, Lord
and Maher (1991) defined leadership as a process perceived
by others and then labeled leadership. Calder’s (1977) work
provided the basis for a cognitive revolution in leadership re-
search that continues to emerge and have a significant influ-
ence on the field of leadership research and theory today.
Much of this research is based on the work of Lord and his as-
sociates. Early experimental research by Rush, Thomas, and
Lord (1977) demonstrated that college students exposed to
the same experimental leadership conditions interpreted lead-
ership behaviors differently. Phillips and Lord (1981) attrib-
uted those differences to a cognitive categorization process
that uses contextual and behavioral cues to classify leadership
behaviors. Each observer comes to the situation with a pre-
existing mental structure, which results in observed behaviors
being encoded based on the rater’s categorization process.
Differences in category systems or implicit theories (e.g., be-
tween men and women leaders) can result in an encoding and
recall of behavior that is different for men and women.

Lord, Foti, and DeVader (1984) suggest that perceptions
of leadership are based on hierarchically organized cate-
gories, which are each represented by a prototype. Prototypes
are formed based on experiences with individuals or events.
A prototypical category might be the use of a political or mil-
itary leader. Traits that people associate with prototypical cat-
egories become important facets of how perceivers construct
their categories and prototypes (Mischel, 1973). Observed
leadership behavior is then categorized more or less automat-
ically based on prototypical matching between an observer’s
implicit theory of leadership and actual behavior.

Work on implicit leadership theory (ILT) clearly has im-
plications for leadership research as it moves across different
cultures. ILT also has implications for theory development as
we examine how followers internalize leadership messages
and identify with a leader’s vision within and between cul-
tures. Work on ILT has implications for leadership develop-
ment as well. ILT also affects whether an individual sees
himself or herself as a leader worthy of development.

In sum, the work by Lord and his associates has demon-
strated the importance of viewing leadership as being in the
eye of the beholder. This stream of research has implications
for examining biases in leadership measurement, for develop-
ing new theories that capture how leaders manage the meaning
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of events for followers, and the development of leadership it-
self. Other issues deserving closer scrutiny include the follow-
ing: To what extent are changes in generational views of
leadership being shaped by the media exposure on the topic?
How can leaders build trust when they are so overexposed in
the media? Does the generation now entering the workforce
come with different expectations about what constitutes
trusted leadership?

INTEGRATING SEVERAL STREAMS
OF LEADERSHIP RESEARCH

The emergence of leadership research in the early 1900s was
based on the idea that certain traits predisposed an individual
to emerge as a leader (Bass, 1990). Up until published re-
views by Mann (1959) and Stogdill (1948), trait theories of
leadership dominated the literature. However, conclusions
drawn from early reviews set a new direction for leadership
research focusing on leadership style or behaviors, which
lasted the next 40 years. Indeed, the shift away from person-
ality research and leadership was unfortunate, given that
Kenny and Zaccaro (1983) later reported that 48% to 82% of
the variance in leadership emergence was accounted for
by the leader’s attributes. Ironically, Stogdill (1974) reported
that personality attributes such as surgency, emotional stabil-
ity, conscientiousness, and agreeableness were all positively
related to leadership effectiveness (Hogan, Curphy, &
Hogan, 1994). Yet it was Stogdill’s review that led to a near
abandonment of research on traits.

Lord, DeVader, and Alliger (1986) argued that many previ-
ous authors misinterpreted Mann and Stogdill’s reviews, and
raised several concerns. First, both Mann and Stogdill exam-
ined the relationship between leadership emergence and per-
sonality, limiting the scope of research reviewed. Second,
although there were a number of consistent significant rela-
tionships between leadership traits and emergence, Mann
commented on the lack of relationships. Lord et al. conducted
a meta-analysis of the literature reviewed by Mann, reporting
that many of the relationships between personality and leader-
ship emergence had been underestimated. They concluded
that traits (e.g., intelligence, masculinity-femininity, and dom-
inance) were associated with leadership perceptions to a much
greater extent than had been reported.

Howard (2001) discussed the importance of examining
not only which traits predicted leadership success and effec-
tiveness but also those traits that predicted failures. Hogan,
Raskin, and Fazzini (1990) focused on what caused leader-
ship failures after finding that 60% to 70% of employees re-
ported that their worst or most stressful aspect of their job

was their supervisor. Earlier work by McCall and Lombardo
(1983) and by Hellervik, Hazucha, and Schneider (1992) re-
ported that managers who failed exhibited a number of per-
sonality flaws including being overly controlling, irritable,
and exploitative. These results parallel findings reported by
Kaplan, Drath, and Kofodimos (1991). Many bright, hard-
working managers fail because they are arrogant, abrasive,
selfish, and lacking what Goleman (1998) called emotional
intelligence.

Judge, Bono, Ilies, and Werner (2000) completed a meta-
analysis of 94 studies examining the relationship among the
Big Five personality traits, leadership emergence, effective-
ness, and transformational leadership. Judge et al. reported a
multiple R of .47 with the Big Five traits predicting leader-
ship effectiveness. Extraversion was most consistently and
positively correlated with leadership emergence and effec-
tiveness. Extraversion, conscientiousness, and openness to
experience were consistently correlated with leadership ef-
fectiveness. Judge and Bono (2000) examined the relation-
ship between transformational leadership and the Big Five
personality factors. Results based on over 200 organizations
indicated that agreeableness was the strongest predictor of
transformational leadership, followed by extraversion. Open-
ness to experience was also positively related to transforma-
tional leadership; however, this relationship disappeared
when effects of other personality traits were statistically con-
trolled. Overall, the multiple-R value between the Big Five
personality traits and transformational leadership was .40.

The Big Five personality traits have also been linked as
antecedents to leadership emergence in autonomous teams
(Taggar, Hackett, & Saha, 1999). Earlier research on an-
tecedents of leadership found that the leader’s interests, en-
ergy, verbal fluency, confidence, and independence were each
predictors of leadership success (reported in Bass, 1990).

In sum, one of the main conclusions from this literature is
that personality does indeed matter and, like attributes of the
context, must be taken into consideration when predicting
leadership emergence and effectiveness. The accumulated re-
search in this area indicates that there are certain attributes
one might want to take into consideration when making se-
lection decisions. Some of these attributes may also prove to
be quite effective in predicting whether a more or less suc-
cessful candidate will succeed at current leadership in an or-
ganization (McCauley, 2001).

Male and Female Leaders

Over the last decade, many attributes associated with effective
management have been associated with women (Helgesen,
1990; Rosener, 1995). Changes in organizational structure
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and a greater emphasis on inclusion have led to calls for man-
agers to be more collaborative, cooperative, participative, em-
pathetic, nurturing, and developmentally oriented. These
qualities have been traditionally associated with “female ad-
vantages” (Rosener, 1995), as well as with transformational
leadership (Maher, 1997). The conventional wisdom suggests
that men and women differ in terms of leadership styles and
behaviors. The literature on sex role types indicates that men
tend to be seen as more task oriented, whereas women are
viewed as more relationship oriented. Men have been shown
to be less comfortable working for a female leader, while also
viewing her success as being due more to luck than to capa-
bility (Forsyth & Forsyth, 1984). As noted later, however,
these effects may disappear when organizational context fac-
tors are controlled (Eagly & Johannesen-Schmidt, 2000).
Hollander and Neider (1978) reported that female respon-
dents tended to cite more incidents of bad leadership being as-
sociated with male leaders, while citing an equivalent number
of good incidents for male and female leaders. Eagly, Karau,
and Makhijani (1995) concluded from their meta-analysis of
the literature that women who exhibited a more masculine
style were perceived as less effective than were women who
used a feminine style. Women using a feminine style were also
seen as less effective than men, who exhibited a masculine
style.

Men and women can lead equally effectively (Eagly et al.,
1995; Powell, 1993), but may differ in terms of how they lead
(Adler, 1996; Eagly & Johnson, 1990; Parker & Ogilvie,
1996). However, Kanter (1977) argued that individual differ-
ences in terms of personality were probably more important
than gender in determining how male and female leaders per-
formed in managerial roles.

Many books written for the general public contend that
women’s leadership styles are different than men’s (Helgesen,
1990; Loden, 1985; Rosener, 1995). Rosener labeled the style
of women as being interactive and that of men as being com-
mand and control oriented. Nonetheless, much of the research
on this topic has not reported reliable male-female differ-
ences (Bartol & Martin, 1986; Eagly & Johannesen-Schmidt,
2000; Eagly, Karu, Miner, & Johnson, 1994). Eagly et al.
(1994) reported that men generally scored higher than women
on motivation to manage others in a more hierarchical man-
ner. Eagly and Johannesen-Schmidt (2000) conducted a meta-
analysis of literature comparing male to female leadership
styles. Most differences were relatively small, but there was a
tendency for women to be more interpersonally oriented, less
autocratic, and more participative.

Comparisons of male and female leaders on transfor-
mational leadership behavior have also produced small but
significant differences. Bass, Avolio, and Atwater (1996)

reported that women were rated more transformational than
were their male counterparts. Ross and Offermann (1997) re-
ported that military cadets’ ratings of their commanding offi-
cers’ transformational leadership were positively correlated
with being seen as more nurturing and feminine and were
negatively correlated with attributes such as aggressiveness
and masculinity. Hackman, Furniss, Hills, and Peterson
(1992) reported a positive relationship between ratings of
transformational leadership and communal qualities assessed
by Bem’s (1974) sex role inventory. Eagly and Johannesen-
Schmidt (2000) examined the normative database (N = 9,000
raters) for the Multifactor Leadership Questionnaire (MLQ)
Form 5X (see Avolio, Bass, & Jung, 1999), reporting that
female leaders were rated higher on two aspects of transfor-
mational leadership: attributed charisma and individualized
consideration. Male leaders were rated higher on all aspects
of negative, or less effective, leadership.

Eagly and Johannesen-Schmidt (2000) suggested that
some gender-stereotypic role differences may disappear as
the specific characteristics of those organizational roles are
controlled. For example, Moskowitz, Suh, and Desaulniers
(1994) reported that agentic behavior traditionally associated
with men was more controlled by the status of the interacting
partners (e.g., any boss with a follower), whereas communal
behaviors were more controlled by gender regardless of or-
ganizational roles.

In sum, literature comparing male and female leaders has
generally reported relatively few differences in terms of lead-
ership style. Future research needs to take a closer look at
how the organizational and cultural contexts affect these re-
sults, especially at more senior levels. A more precise com-
parison of men and women leaders needs to take into account
other variables that may be correlated with gender differences
including level, tenure, and experience (Yukl, 1998).

Leadership Knowledge, Skills, and Ability

A thin base of literature links leadership ability to behavior
and performance (Mumford, Zaccaro, Harding, Jacobs, &
Fleishman, 2000). Mumford et al. argued that leadership in-
volves a complex form of social problem solving in which a
leader’s performance is associated with his or her ability to
sense the need for change, identify goals, construct viable so-
lution paths, and do so by understanding the complexity of the
internal and external environment. Complex problem-solving
skills, social judgment skills (Goleman, 1998), and knowl-
edge (Simonton, 1994) have all been linked to effectiveness.

Leaders frequently need to generate solutions to multiple,
rapidly unfolding problems by coming up with the best alter-
native solutions in the shortest period of time (Day, 2001;
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Mintzberg, 1973). Leaders need skills and abilities to develop
and implement solutions with followers, peers, or supervisors
operating in complex, dynamic contexts. To do so, leaders
need the social skills that come with some of the traits identi-
fied earlier (House & Baetz, 1979; Yukl & Van Fleet, 1992;
Zaccaro, 1996). Moreover, effective leaders must also have
the skills to persuade followers—often in very difficult, com-
plex social situations—to accept and support their proposed
solutions (Conger & Kanungo, 1998).

Leaders need a certain knowledge set in order to come up
with solutions required to address challenges and opportuni-
ties (Mumford et al., 2000). For example, Simonton (1984,
1990) reported that charismatic leaders had a rather unique
set of career experiences that provided them with the experi-
ential knowledge to solve problems confronting their follow-
ers. Ironically, although the acquisition of knowledge and
skills is clearly important to leadership effectiveness, the
area has been downplayed in the leadership literature; how-
ever, some exceptions exist (Jacobs & Jaques, 1987). Lead-
ers who accumulate knowledge characterized by a broader
and longer time perspective are expected to be more success-
ful as they ascend to higher level positions in organizations
(Jaques, 1977). Similarly, tacit experience and knowledge
were shown to have significant, positive relationships with
leadership effectiveness and performance (Sternberg &
Wagner, 1993).

There are several important issues to consider in this
emerging area of interest. First, how does the accumulation
of life experiences shape the knowledge and implicit or
schematic structures of leaders through the development of
intelligence, tacit knowledge, wisdom, or perspective-taking
capacity? How do such experiences impact the leader’s de-
velopment and performance? How can we use these mea-
sures in the selection of leaders? For example, it seems highly
feasible to use the Sternberg’s work on tacit knowledge as
one means of determining who is more or less able to lead.

Summarizing Attributes of Successful
and Unsuccessful Leaders

Research comparing successful and unsuccessful leaders has
been synthesized in two excellent reviews of this literature.
Hogan et al.’s (1994) review presents the Big Five model of
personality as a convenient way to summarize individual dif-
ferences associated with leader effectiveness. Their review re-
veals a consistent association between leader success and
surgency (e.g., dominance, extraversion, sociability), consci-
entiousness (e.g., integrity, responsibility), agreeableness
(e.g., diplomacy, cooperativeness), and emotional stability
(e.g., self-confidence, positive mood, emotional control).

Additional leader attributes associated with success were pro-
vided by Kirkpatrick and Locke’s (1991) review. These in-
cluded drive, honesty and integrity, self-confidence, cognitive
ability, and knowledge. Leaders may also be unsuccessful be-
cause of personality defects or character flaws (e.g., Kaplan
et al., 1991; Kets de Vries, 1988). Leaders who lack intelli-
gence, good social skills, decisiveness, self-confidence, self-
esteem, self-confidence, hubris, honesty, and ambition often
fail. This stream of research parallels evidence reported in the
popular press indicating that CEOs of Fortune 500 companies
failed because of personal problems such as self-deception,
decision gridlock, and passive leadership (Sellers, 1999).
Again, such attributes could be used to prescreen when select-
ing future leaders in organizations.

The selection of managers based on leadership attributes
has been a longstanding concern in the literature. Identifying
the set of characteristics of effective leaders as well as de-
veloping the selection tools to assess them has hampered
progress, although recent work has moved the field forward
considerably. Extensive research on managerial abilities
and specifically the definition and characterization of leader-
ship in terms of complex social problem-solving skills, as well
as attributes repeatedly linked to effectiveness, now provide a
firmer basis for developing new selection tools (Marshall-
Mies et al., 2000).

The Development of Moral and Immoral Leadership

Ethics and character of leaders have gained increased research
attention over the last decade (e.g., Bass & Steidlmeier, 1999;
Hollander, 1995; Kanungo & Mendonca, 1996). This emerg-
ing literature highlights prosocial motives, morality, and trust-
worthiness as being important determinants of effective
leader-follower relations. For example, the charismatic lead-
ership literature has distinguished constructive versus destruc-
tive leaders (Avolio, 1999; Bass & Steidlmeier, 1999; Conger
& Kanungo, 1998; House & Howell, 1992), who differ on
prosocial versus self-centered motives paralleling higher and
lower stages of moral development (Kuhnert & Lewis, 1987).
Prosocial leaders are empathetic, self-sacrificing, trustworthy,
individually considerate, and focused on building collective
missions, whereas self-centered leaders are self-aggrandizing,
dominating, exploitative, and manipulative and promote com-
pliance through fear (Bass & Steidlmeier, 1999; O’Connor,
Mumford, Clifton, Gessner, & Connelly, 1995).

Overall, the literature on leadership attributes and in-
dividual differences has produced a wealth of information
regarding the identification and development of effective
leadership. Nonetheless, most of this literature still applies
to middle- to lower-level leaders. Future research needs to
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examine the personal attributes and life experiences of more
senior.

Leadership Styles and Behaviors

Unlike the limited amount of work on knowledge, skills, and
problem-solving capability, there has been an extensive re-
search on differences in leadership styles and behaviors
(Hughes et al., 1999; Yukl, 1998). Much of this emerged fol-
lowing the disappointing conclusions reported by Mann and
Stogdill’s reviews of leadership traits. This led to a stream
of research on the people versus production styles of leaders,
as well as on initiation of structure and consideration gen-
erated in research conducted at the University of Michigan
and Ohio State University (Bass, 1990). At Ohio State Uni-
versity researchers measured nine behavioral constructs,
which initially included initiation, membership, representa-
tion, integration, organization, domination, communication,
recognition, and production orientation. Leaders were rated
on how frequently they displayed behaviors associated with
each construct (Hemphill & Coons, 1957; Stogdill, 1963).
Factor analyses resulted in a clustering of constructs into four
categories labeled consideration, initiation of structure, pro-
duction emphasis, and sensitivity (Bass, 1990). These early
results led to the development of two-factor theories of lead-
ership, which dominated the literature well into the 1980s—
for example in Fiedler’s (1967) contingency model, Blake and
Mouton’s (1964) managerial grid, Hershey and Blanchard’s
(1969) situational leadership theory, and more recent work by
Graen and his colleagues on leader-member exchange (LMX)
theory (Fiedler, 1967; Graen, Novak, & Sommerkamp, 1982).
Preceding this period, work by Hemphill (1949) focused on
examining what the situation demanded of leaders. The out-
growth of focusing on the situation led to other contin-
gency models such as Vroom and Yetton’s (1973) normative
decision-making model, and House and Mitchell’s (1974)
path-goal theory.

(Non)Contingent Rewards and Punishment

Other research on leadership styles included how leaders used
rewards and punishment to influence follower motivation and
performance. Podsakoff and Todor (1985) examined the rela-
tionship between the use of contingent reward and punish-
ment behaviors on follower motivation. They reported that
group cohesion, drive, and productivity were all related
positively to leader-contingent reward behavior. Contingent
punishment was also positively related to group drive and
productivity, whereas noncontingent reward and punishment
produced equivocal results. Their findings supported earlier

arguments by Hunt and Osborn (1980), as well as House and
Mitchell’s (1975) path-goal theory of leadership, indicating
that noncontingent versus contingent rewards were less likely
to produce positive motivational effects.

Podsakoff, Todor, and Skov (1982) demonstrated that the
impact of using contingent or noncontingent rewards de-
pends on the nature of the context. For example, both low
and high performers were equally dissatisfied with the use of
noncontingent punishment; however, there were no effects
on performance. The use of contingent rewards has been
associated with higher follower satisfaction, advancement
opportunities, and performance over a large number of
samples, levels, and cultures (Bass, 1998; Lowe, Kroeck, &
Sivasubramaniam, 1996).

Fieldler’s Contingency Theory

Additional work on leadership styles and behaviors based on
Fiedler’s (1967) contingency model of leadership has gener-
ated considerable controversy over the last 30 years
(Schriesheim, Tepper, & Tetrault, 1994). Part of the contro-
versy stems from Fielder’s measurement of relational- versus
task-focused leadership, using what he called the least pre-
ferred coworker (LPC) scale. According to Fiedler’s theory,
leaders are categorized according to their scores on the LPC
scale as being more task oriented than people oriented.
Fiedler then classified the context in terms of those situations
being more or less favorable using the following three di-
mensions: leader-member relations, task structure, and posi-
tion power. Fiedler argued that task-oriented leaders were
more effective in highly favorable and unfavorable situa-
tions, whereas relationship-oriented leaders were more effec-
tive in the middle range.

A third aspect of the controversy concerns Fiedler’s insis-
tence that leader effectiveness is based on changing the situa-
tion versus the leader. Fiedler argued in favor of changing the
context to match the leader’s preferred style. Unfortunately,
research on the leader-match process has produced both sup-
port (see Peters, Hartke, & Pohlmann, 1985; Strube & Garcia,
1981) and discrepancies for his model (e.g., Jago & Ragan,
1986).

Schriesheim et al. (1994) examined 147 empirical studies
that used Fiedler’s contingency model and concluded that
both high- and low-LPC leaders demonstrated effective per-
formance depending on the context. Schriesheim et al. (1994)
concluded that not all of the predictions in Fiedler’s model
held up; however, altering the situation may indeed be one
way of enhancing the impact of leadership on performance.
Fielder’s early emphasis on the context balanced off the em-
phasis on behavior and attributes in the literature.
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Leader Style, Relationships, and Leader-Member
Exchange Theory

The roots of LMX theory can be traced to the work of
Dansereau, Graen, and Haga (1975), which was originally re-
ferred to as vertical dyad linkage (VDL) theory. Graen et al.
(1982) extended this work into what is now called LMX the-
ory by focusing on exchanges and relationships that were not
necessarily vertical.

Reviews by Gerstner and Day (1997) showed that the
LMX scale was correlated with a broad range of variables,
including follower satisfaction, performance, and turnover.
However, controversy also surrounds this construct’s mea-
surement. Schriesheim, Castro, and Cogliser (1999) pointed
to problems with how the LMX construct was defined, mea-
sured, and analyzed. They also criticized LMX research for
not examining the level of analysis to assess relationships.
However, there were important findings produced by LMX
research, which has led to new streams of research focus-
ing on individualized leadership, trust-building in teams,
and cross-cultural research (Graen & Uhl-Bien, 1995;
Schriesheim et al., 1999).

A main concern about LMX theory is how it has changed
over time in terms of what constitutes LMX. Schriesheim
et al. (1999) indicated that Graen and his colleagues have
continued to define LMX as the quality of exchange between
a leader and followers; however, what constitutes the quality
of that exchange has varied. For example, Schriesheim et al.
examined 13 studies published by Graen and his colleagues
over a period of 10 years, concluding that there were 18 sub-
dimensions describing the quality of LMX (trust, compe-
tence, motivation, assistance and support, understanding,
latitude, authority, information, influence in decision making,
communications, confidence, consideration, talent, delega-
tion, innovativeness, expertise, control of organizational re-
sources, and mutual control). Schriesheim et al. reviewed
37 dissertations and research papers reporting that there were
11 different theoretical definitions associated with LMX
and 35 different sub content elements, and concluded that “a
decade after the inception of LMX theory, there was still so
much disagreement as to the basic definition of the construct
as well as no clear or consistent direction provided about
where or how to proceed in developing the theory” (p. 76).
Alternatively, we might also describe LMX as changing with
the times. From 1972 to 2001 organizations became flatter,
more networked, technologically connected, and arranged in
strategic alliances configured in B2B models. Leaders and
followers now interact more at a distance through technol-
ogy, and followers instead of leaders are often the experts in

work processes. How these global changes are affecting the
exchanges between leaders and followers remains an inter-
esting domain for future research.

Taken together, the research on leadership styles and be-
haviors has identified a number of styles that consistently
show up differentiating more or less effective leadership. Re-
cently, this literature was significantly extended on the order
of a giant leap as leadership research began to examine more
the behaviors and styles of charismatic and transformational
leaders.

Transformational, Charismatic, and Visionary Theories

Much effort in leadership research before the late 1980s did
not focus on what constituted charismatic or inspirational
leadership. A giant step toward understanding these profound
forms of leadership was taken in the 1980s based on work
by House (1977) and Burns (1978). House and Shamir (1993)
highlighted the need to integrate charismatic, transforma-
tional, and visionary theories of leadership because all over-
lap with each other and appear to evolve in the same direction.
A distinguishing characteristic of these theories builds on the
relationship between leaders and followers discussed earlier
in LMX theory. Charismatic leaders transform the needs, val-
ues, and aspirations of followers from individual to collective
interests. They ask followers to consider the greater good of
their group, organization, community, or society above and
beyond their own self-interests (Bass, 1985; Bennis & Nanus,
1985; Conger & Kanungo, 1987; Tichy & Devanna, 1986).
Earlier theories covered in this review focused attention on
the tangible exchanges that occur between leaders and fol-
lowers, as opposed to examining how trusting a leader moti-
vates followers to extraordinary efforts and performance. The
focus shifted to symbolic leadership, building identification
with the leader’s cause or vision, challenging followers to
think differently, inspiring followers to extraordinary efforts,
and building enough confidence in followers for them to
lead (House & Shamir, 1993). Charismatic theories high-
lighted the importance of behaviors that were originally dis-
cussed by House (1977) and Burns (1978), and later by Bass
(1985), Bennis and Nanus (1985), Tichy and Devanna (1986),
and Conger and Kanungo (1987). Leaders who are trans-
formational or charismatic have produced higher levels of
effort, satisfaction, and performance (Avolio, 1999; Bass,
1998).

Podsakoff, MacKenzie, Moorman, and Fetter (1990) ex-
plored some of the internal mechanisms affected by transfor-
mational leadership. They examined how transactional and
transformational leadership impacted the trust that followers
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had in their leaders, as well as how trust influenced organiza-
tional citizenship behaviors. Their results provided evidence
to support Bass’s (1985) contention that transformational
leadership activates higher order needs through the develop-
ment of trust, leading followers to exhibit extra-role behav-
iors in addition to in-role behaviors that honor transactional
agreements.

Bass and Avolio (1997) addressed some of the issues con-
cerning the need for integrating various models of charismatic-
transformational leadership, developing a model referred to as
a full range theory of leadership. Bass and Avolio chose the
label “full range” to expand the thinking in the field of what
constitutes the broadest possible range of leadership beliefs,
values, perspectives, and styles. As Yukl (1999) noted, “Al-
though no single theory should be expected to include all as-
pects of leadership behavior, use of the label ‘full range
leadership theory’ by Bass (1996) invites critical evaluation of
completeness” (p. 290). Yukl’s criticism challenges the field of
leadership exactly as Bass andAvolio had intended in choosing
the term ‘full range.’

In a critique of the charismatic-transformational leader-
ship literature, Yukl (1999) highlighted the importance of
examining how transformational versus transactional leader-
ship influences followers through instrumental, compliance,
personal identification, and internalization citing Kelman’s
(1958, 1974) theoretical work as a basis. Yukl pointed out
that “the theory would be stronger if the essential influence
processes were identified more clearly and used to explain
how each type of behavior affects each type of mediating
variable and outcome” (p. 287). House and Shamir (1993)
provided some useful suggestions for pursuing several lines
of research recommended by Yukl. For example, if a follower
associates his or her self-concept with a leader’s vision or
values, one would expect higher levels of identification.
Leaders who appeal to the ideological values of their follow-
ers would have followers whose images of themselves were
linked to the leader’s mission and vision. By implicating the
follower’s working self-concept, House and Shamir argued,
a charismatic leader is making certain identities maintained
by followers more salient, resulting in greater motivational
potential.

Yukl (1999) described work on transformational leader-
ship as following in the footsteps of earlier heroic theories of
leadership (Calder, 1977). The effective leader is described as
influencing followers to sacrifice and exert exceptional effort.
Yukl argued that leadership should also be viewed as recipro-
cal or shared. More recent discussions of transformational
leadership address some of Yukl’s concerns (see Avolio,
1999; Sivasubramaniam et al., 2002). However, many leader-

ship researchers still have difficulty viewing leadership as a
collective phenomenon.

A final area of concern raised by Yukl (1999) relates to
whether it is possible to have a simultaneous occurrence of
transformational and charismatic leadership: “In fact, the de-
veloping and empowering behaviors associated with transfor-
mational leadership seem to make it less likely that followers
will attribute extraordinary qualities to the leader” (p. 299).
He argued that more empowered and developed followers are
less likely to be dependent on their leader, apparently making
the assumption that dependence is a necessary condition for
charismatic leadership, which would contradict the theory
and results in this area (Bass, 1998). Dependence is not a
precondition for transformational leadership; nor do we sus-
pect it is for leaders who are socialized charismatic leaders.
Nevertheless, examining the power-dependence dynamics
between charismatic-transformational leaders and their fol-
lower is an important area for leadership research to explore
(see Xin & Tsui, 1996).

In sum, work on charismatic and transformational leader-
ship has opened new and exciting areas for leadership re-
searchers to pursue. Most of the work in this area is relatively
new, and there is still much to be learned about these complex
leadership phenomena.

Measurement Issues Pertaining to Leadership

Leadership has been measured primarily by survey methods
(Beyer, 1999; Bryman, Stephens, & Campo, 1996), focusing
more on the individual than on interactions between the indi-
vidual and the situation (Beyer, 1999). Leadership theories,
such as Fiedler’s contingency model (Fiedler, 1967), include
concepts that were developed using factor analysis or other
quantitative methods. These techniques provide stable fac-
tors that are easy to replicate across multiple studies.

The development of the MLQ (Avolio et al., 1999; Bass &
Avolio, 1990) is used here as an example for both the utility
and the challenges and limitations of using quantitative
methodology. Bass (1985) developed the MLQ and included
scales of transformational and transactional leadership. Ex-
tensive research on the MLQ over the last 15 years provided
both support and criticism (e.g., Bycio, Hackett, & Allen,
1995) concerning its factor structure. These criticisms have
led to modifications both in the number of scales used and in
item wording. Avolio et al. conducted a comprehensive vali-
dation study of the MLQ on 14 diverse samples using confir-
matory factor analysis and reported strong support for the
original model offered by Bass (1985), as compared to eight
other models.
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Use of the MLQ demonstrates the utility of quantitative
approaches to the measurement of leadership. Nevertheless,
critics of quantitative research (e.g., Bryman et al., 1996)
argue that these methods are not sufficient when used alone.
Surveys typically fail to take into consideration how the con-
text influences leadership, which is a major shortcoming of
leadership research.

Implicit Leadership Theory and Leadership Measurement

Critics of survey methodology (e.g., Podsakoff & Organ,
1986) argue that questionnaires require raters to report a spe-
cific behavior, yet raters have to recall, weigh, and infer in-
formation to respond. In order to simplify this cognitive
process, respondents fall back on their implicit models of
leadership, which can bias their observations and responses
to surveys (Lord & Maher, 1991). Eden and Leviatan (1975)
argued that a respondent’s reliance on attributions could lead
to biases such as specific response patterns throughout a
questionnaire that can distort evaluations.

In the last decade a growing number of studies have used
qualitative research methods. Bryman et al. (1996) used qual-
itative methods to show that charisma was exhibited less fre-
quently than instrumental (transactional) behaviors among
British police officers. Beyer and Browning (1999) con-
ducted intensive interviews and collected archival and ethno-
graphic data to demonstrate the impact of a charismatic
leader on the emergence of the U.S. semiconductor industry.
Berson, Avolio, Shamir, and Popper (2001) analyzed the con-
tent of videotaped visions reporting a relationship between
transformational leadership scores and the optimistic content
of visions coded by raters.

Qualitative evidence can offer a more holistic perspective
of leadership, helping to explain why differences in ratings
exist, rather than simply showing differences. Qualitative
strategies such as grounded theory (Glaser & Strauss, 1967)
allow for theory development and the inclusion of multiple
levels of analysis, including the context in which leadership
is observed (Hunt & Ropo, 1995). Nevertheless, qualitative
inquiry also has its disadvantages, such as replicating previ-
ous measurements (Reissman, 1993) and comparing data col-
lected from different places.

The Utility of Triangulation for Assessing Leadership

Jick (1979) suggested triangulation using quantitative and
qualitative measures of the same phenomenon as a method for
boosting validity. Triangulation fosters the use of innovative
methods, facilitates the examination of new aspects of theo-
ries, and allows synthesis and critical comparison between

different theories. Whereas quantitative methods allow for
better generalizations based on systematic observation, quali-
tative measures are superior in the vividness and density of in-
formation that they provide on phenomena (Weiss, 1968). For
example, Berson and Avolio (2000a) examined the utility of
triangulation for measuring the relationship between visionary
leadership and organizational performance. They reported that
how frequently the vision was expressed was less important to
organizational performance than was the vision’s content.

Triangulating unobtrusive evidence with quantitative and
qualitative data provides further support for using triangula-
tion (Webb, Campbell, Schwartz, & Sechrest, 1966). Unob-
trusive data can help confirm patterns in quantitative data that
are more prone to measurement bias. For example, Berson
and Avolio (2000b) used internal correspondence to confirm
that a business unit whose managers were rated low in trust
was facing shutdown. Interview data revealed that employees
did not trust their managers, describing them as weak and
helpless, even though followers were unaware of the impend-
ing shutdown. The triangulation of survey, interview, and un-
obtrusive data helped explain why these managers were rated
so low on trust.

Leadership research has moved from relying solely on
quantitative methods to adding in qualitative methods
(e.g., Bryman et al., 1996; Hunt & Ropo, 1995). However, as
Bryman et al. concluded, the use of qualitative methods is rare
and is frequently done as an addendum to quantitative mea-
surement. Triangulation may be an effective method for test-
ing some of the more complex and controversial aspects of
neo-charismatic theories of leadership.

Defining Leadership Effectiveness

As Yukl (1998) suggested, measuring leadership effective-
ness has varied from one study to another, often reflecting a
researcher’s philosophy and implicit assumptions toward
leadership. As such, the choice of what constitutes leadership
effectiveness has been somewhat arbitrary, potentially af-
fecting the predictive validity of models (Lowe et al., 1996).
Looking at prior research on leadership and effectiveness,
we classified three different sets of measures: (a) perceived
(subjective or process-oriented) versus actual (objective or
outcome-oriented) measures; (b) short-term versus long-term
measures; and (c) leadership effectiveness measures derived
from above (i.e., performance evaluation by superiors) ver-
sus below (i.e., performance evaluation of and by followers).
Observational measures used in prior research include per-
ceived leader effectiveness, satisfaction, commitment, and
loyalty, whereas actual performance was by profit, sales in-
creases, and percentage of goals met.
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The time frame also can have several important implica-
tions when measuring leadership effectiveness because some
leaders may be seen as ineffective in the short term, although
they are highly effective leaders over time. For example, we
can speculate that while transactional leaders are more likely
to be rated as effective in the short run, a transformational
leader may be perceived by followers to be more effective over
a longer period of time (Nahavandi, 2000). A careful selection
of criterion measures is required to uncover this potentially
important distinction between the two different leadership
styles. Finally, a number of previous studies have demon-
strated that a leader and his or her effectiveness tend to be
defined and evaluated differently depending on the source
of information such as subordinates, peers, and superiors
(Atwater & Yammarino, 1997; Facteau, Facteau, Schoel,
Russell, & Poteet, 1998; Yammarino & Atwater, 1997).

In our literature review we found that prior studies have
used perceived and actual measures of leadership effective-
ness evenly. Although it is beyond the scope of this chapter
to present a detailed breakdown for each category, a large num-
ber of leadership studies measured actual performance.
Finally, most leadership studies used more immediate or short-
term outcomes such as followers’ efforts, commitments, and
supervisory ratings, rather than longer term measures such as
sales increase, stock prices, and a firm’s financial performance
because longer term measures are more likely to be contami-
nated by extraneous factors such as economic conditions and
other variables that are beyond leader’s personal control (Yukl,
1998). Similarly, a large percentage of prior leadership studies
used performance measures obtained from below. Given the
popularity of 360-degree feedback for performance evaluation
(Atwater, Ostroff, Yammarino, & Fleenor, 1998), future re-
search needs to incorporate all rating sources of leadership
effectiveness.

Reciprocal and Shared Leadership

House and Aditya (1997) commented that “there is some
speculation, and some preliminary evidence, to suggest that
concentration of leadership in a single chain of command
may be less optimal than shared leadership responsibility
among two or more individuals in certain task environments.
. . . [L]eadership involves collaborative relationships that
lead to collective action grounded in shared values of people
who work together to effect positive change” (p. 457). They
referred to collective leadership in their review of the leader-
ship literature, borrowing the term peer leadership from
work published by Bowers and Seashore (1966), stating,
“It is also possible that some of the specific leader behav-
iors required to enact generic functions can be distributed

throughout the entire work group or work unit being man-
aged. Thus, several individuals would enact the same specific
leaders’ behaviors contemporaneously” (p. 458). As House
and Aditya noted, “The research by Bowers and Seashore
(1966) clearly demonstrates that the exercise of leaders’ be-
haviors can be shared by members of work units, as well as
conducted by formal work unit managers” (p. 459).

Several authors have described leadership as being a col-
lective social influence process (Bales, 1954; Bowers &
Seashore, 1966; House & Aditya, 1997) or as coleadership
(Pearce & Sims, 2000). For example, while summarizing the
Harvard Laboratory Studies on leadership, Bales (1954) sug-
gested that the term coleadership might be beneficial for
groups to allocate the task and relational leadership roles
to different individuals. Research on self-managing teams
(Manz & Sims, 1987, 1993) has helped to move the leader-
ship field toward recognizing the importance of leadership
by the team versus leadership of the team by a single indi-
vidual (Sivasubramaniam et al., 2002). However, most prior
research on leadership in teams at all organizational levels
has assessed the leadership of a single individual leading a
team (Cohen, Chang, & Ledford, 1997). Although several
authors have introduced the concept of distributed or collec-
tive leadership within teams (Katzenbach, 1997; Kozlowski,
Gully, Salas, & Cannon-Bowers, 1996; Manz & Sims, 1993;
Pearce & Sims, 2000), there have been few attempts to exam-
ine leadership as a group-level construct. Dunphy and Bryant
(1996) concluded that future research must include leadership
by the team and of the team when modeling effectiveness.

Yukl (1998) stated, “The extent to which leadership can
be shared . . . [,] the success of shared leadership[,] and the
implications for the design of organizations are important
and interesting questions that deserve more research. As
yet, we have only begun to examine these research questions”
(p. 504). For instance, Pearce and Sims (2000) examined the
contribution of vertical and shared leadership to the rated ef-
fectiveness in change management teams, concluding that
shared leadership independently contributed to predicting
team effectiveness above and beyond vertical leadership.

Burns (1997) extended his work on individual transforma-
tional leadership to include a focus on collective leadership.
He argued for “the existence of webs of potential collective
leadership” (p. 1). He then suggested that “the initiator [i.e.,
leader] may continue as a single dominating ‘leader’ à la
Castro, but more typically she will merge with others in a
series of participant interactions that will constitute collective
leadership. . . . I see crucial leadership acts in the collec-
tive process” (pp. 2–3). Similar to Burns’s extensions to
transformational leadership, Bass (1998) noted that “trans-
formational leadership could be shared among the team
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members. . . . Instead of motivation being supplied by identi-
fication of members with an idealized, charismatic leader,
similar motivation would be supplied by identification with
the team. . . . Inspiration would come from a sharing of mu-
tually articulated goals” (p. 157).

Sivasubramaniam et al. (2000) reported that perceptions
of collective transformational leadership in student teams
predicted team potency and group performance over a three-
month period of time. Pearce (1997) reported that shared
leadership was related to group potency, citizenship, and
group effectiveness. Mankin, Cohen, and Bikson (1996) ar-
gued that the role of leadership will change in technology-
mediated groups and that leadership may emerge more as
a shared construct initiated within a team. Preliminary evi-
dence to support their position comes from Weisband,
Schneider, and Connolly (1995). Group members interacting
through computer-mediated systems instead of face to face
participated more equally.

In sum, by advancing leadership as a shared process, we
can position researchers to explore from a cognitive, behav-
ioral, and contextual perspective an alternative and more
complex form of leadership relevant to today’s web-based,
virtual organizations.

EMERGING AREAS IN LEADERSHIP THEORY
AND RESEARCH

Leadership Development: Born/Made

We now explore an area of leadership where more has been
written than perhaps in any other area. Unfortunately, volume
does not correlate with quality. Numerous popular books pro-
fess to have the solution to developing high potential leader-
ship. However, as House and Aditya (1997) concluded, “That
management training and development efforts will result in
improved management appears to be taken as an article of
faith by many organizations, professional management asso-
ciations and consultants. Yet, despite the immense amount of
investment in management training on the part of corporations
and government, there is little evidence that such training
results in more effective management behavior” (p. 459). Be-
cause only 10% of all leadership development programs are
evaluated beyond participants’ satisfaction with the program,
it is premature to say that leadership development can or can-
not be developed. For example, Burke and Day (1986) com-
pleted a meta-analysis of 70 different management training
studies and concluded that there were positive and negative ef-
fects for knowledge development. House and Aditya (1997)
cited preliminary evidence supporting the positive effects of
training that were associated with use of Graen’s LMX.

Leadership Development in Context

When evaluating leadership development, it is important to
consider how the context promotes or inhibits the transfer of
training effects. For example, supervisory training not sup-
ported by the management culture of the organization has
resulted in higher role conflict and stress and lower job per-
formance (Fleishman, Harris, & Burtt, 1955; House, 1960;
Sykes, 1962).

Most leadership training fails to recognize that leadership
constitutes a complex interaction between leaders, followers,
and the context (Day, 2000; Fiedler, 1996). Day made a
useful distinction between leader development and leadership
development. Leader development has the primary goal of
enhancing an individual’s capacity and potential (H. Gardner,
1983, 1985). Day provided specific examples focusing on
areas such as self-awareness, self-regulation, and self-
motivation, citing the work of McCauley (2000, 2001). Lead-
ership development focuses on the interaction of the leader
within a social-organizational context, an area repeatedly
neglected in past leadership development research (Fiedler,
1996; Zaccaro & Klimoski, 2001). Day concluded that “lead-
ership development can be thought of as an integration strat-
egy by helping people understand how to relate to others,
coordinate their efforts, build commitments, and develop
extended social networks by applying self-understanding to
social and organizational imperatives” (p. 10).

Starting with the context, individuals can be developed
based on their job assignments and responsibilities. Chal-
lenging new assignments can be strategically used to develop
the potentials of leaders (McCauley & Brutus, 1998). What
leaders learn from both positive and negative experiences on
the job represents a fruitful area for future research. Indeed,
many companies such as Coca Cola, General Electric, and
Citibank strategically utilize work assignments as a way of
building individual and collective leadership potential. Re-
search done by McCauley, Ruderman, Ohlott, and Morrow
(1994) showed that challenging work assignments are corre-
lated with on-the-job learning, but such learning has not been
empirically linked to leader or leadership development. Thus,
does leadership develop differentially over time as one moves
through various stages of life (Erikson, 1968; Kuhnert &
Lewis, 1987)?

Self-Concept and Leadership Development

The manner in which a leader views himself or herself, be-
haves, and influences followers may stem from an awareness
of the leader’s self-concept or identity (Hanges, Lord, &
Dickson, 2000), self-goals, possible selves (Lord, Brown, &
Freiberg, 1999; Sosik, 2000), self-awareness, self-regulation
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(W. L. Gardner & Avolio, 1998; Sosik & Dworakivsky,
1998), familial issues (Simonton, 1994), maturation (Erikson,
1968), dependence versus independence (Conger, 1999), de-
fense mechanisms, and repression of a shadow self (Kets de
Vries, 1988). To develop fully, leaders must develop self-
awareness and acceptance to understand how to interact with
followers (Goleman, 1998; Kets de Vries, 1988).

360-Degree Survey Feedback and
Leadership Development

One of the central features of most leader development pro-
grams is the use of 360-degree feedback systems (Waldman &
Atwater, 1998). However, relatively little is known about
their impact on creating leader self-awareness and develop-
ment (Atwater, Waldman, Atwater, & Cartier, 2000). Atwater
and her associates offered some positive evidence for the im-
pact of upward feedback on leader development, as did
Hegarty (1974). However, why feedback had a positive im-
pact had not been determined in prior research. As Atwater
and her associates argued, improvements could stem from an
awareness of self-other rating differences, from highlighting
dimensions of leadership that focus one’s efforts, from moti-
vational pride to close the gap between self-other ratings, or
from some combination of factors. On the negative side,
Kluger and DeNisi (1996) reported that in over one third of
the cases of providing feedback, performance was actually
reduced after feedback.

Atwater et al. (2000) reported that in an organization
where cynicism was higher, the level of positive change fol-
lowing feedback was lower: “This finding suggests that cyn-
icism may have contributed to the ratings of leadership that
supervisors received after the initial feedback, rather than
cynicism being related to concurrent ratings of leadership at
Time 1” (p. 287).

Impact of Leadership Training

Although only a small number of studies have examined how
training can impact neo-charismatic or transformational lead-
ership development, several results are worth noting. Avolio
and Bass (1998) reported the results of a field study of com-
munity leaders that went through a 1-year training interven-
tion, using the full-range leadership model. There were
significant and positive changes in followers’ evaluations of
transformational leadership for those participants who cre-
ated leadership development plans that were independently
coded as having clear, specific, and measurable goals.

Crookall (1992) conducted a training study with prison
shop supervisors to compare transformational to situational
leadership training. Group 1 received a transformational

training program, whereas Group 2 received situational train-
ing and Group 3 received no training. Both trained groups pre-
to posttraining intervention improved on the order of 10% to
50% depending on the criterion measures. Transformational
leadership training had a more positive impact on personal
growth and performance while improving inmates’respect for
supervisors, skills development, and good citizenship be-
haviors. Barling, Weber, and Kelloway (1996) examined the
impact of transformational leadership training with bank
managers in a field experiment conducted in a large financial
institution. Using a coaching model, they reported that certain
aspects of transformational leadership improved as well as
managerial performance. Dvir, Eden, Avolio, and Shamir
(2002) completed a true field experiment with Israeli platoon
commanders randomly assigned to two versions of transfor-
mational leadership training. Both programs involved 3 days
of training. The newer or experimental transformational
leadership program also included a 3-hr booster session
approximately 1 month after the close of the first session. The
booster session was used to coach individual commanders on
leadership development and self-reflection. Results showed
significant differences in what was learned about transforma-
tional leadership, changes in transformational behavior, and
performance effects, which were all in the predicted direc-
tion. Transformational leadership ratings increased over time
for the group going through the experimental transforma-
tional leadership program. Six months following the close
of training, groups going through the experimental trans-
formational leadership training had significantly higher
performance.

A growing body of evidence suggests that transforma-
tional leadership can be developed using in vitro methods.
We have also learned that some leadership styles may be
learned in vivo. For example, Klonsky (1983) reported that
parental warmth, discipline, and achievement demands pre-
dicted the type of leadership behaviors observed among high
school students. Cox and Cooper (1989) reported that many
successful British CEOs experienced an early loss of a parent
or were separated from them at an early age. Avolio and
Gibbons (1988) used life history interviews of executives and
concluded that those who were evaluated as more transfor-
mational had parents who set high standards and encouraged
them to do their best, came from family circumstances that
were challenging, and learned from parents to deal more
effectively with disappointment and conflict. Zacharatos,
Barling, and Kelloway (2000) examined relationships be-
tween parental leadership style and the leadership of children
based on self, peer, and supervisor ratings. Results showed
that perceptions of one’s father’s transformational leadership
had a significant relationship with self and other transforma-
tional leadership ratings.
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There is a shift occurring in the field of leadership devel-
opment where research and practice are focusing more on
how people learn within their work context to be more effec-
tive leaders (McCauley, 2001; Moxley & O’Connor-Wilson,
1998). Work on coaching and mentoring is a popular emerg-
ing area. Coaching has typically been described like mentor-
ing as a longer-term process that focuses on both the context
and the individual (Day, 2000; Kilburg, 1996). Like other
areas of leader and leadership development, however, there is
still very little research to support the effectiveness of coach-
ing (Day, 2000; Kilburg, 1996). There is also a thin literature
base demonstrating the effectiveness of mentoring programs
(Day, 2000). Research comparing formal to informal mentor-
ing programs concluded that there are more positive benefits
for informal mentoring relationships (Ragins & Cotton,
1999). Additional research indicates that gender and racial
differences need to be explored in terms of the effectiveness
of mentoring and coaching.

Thus, the collective evidence suggests that leaders and
leadership can and are developed over time, both in natural
settings as well as in workshops. After nearly 60 years of re-
search on leadership development, the field is finally getting
around to answering a question that represents one of the core
reasons for studying leadership: Can we develop it over time?

Examining Leadership Across Cultures

Culture is a part of the social context in which leadership is
embedded, and it is expected to moderate and mediate leader
and follower interactions. Culture is a mindset that emerges
through social interaction and is transmitted and diffused
through the interaction among individuals (Hofstede, 1980,
1983; Triandis, 1994). Over the years, studies have examined
a broad range of questions concerning the linkage between
leadership and culture: Are certain leader behaviors and
styles culturally universal? Do theories of leadership devel-
oped in the United States generalize to other cultural set-
tings? House, Hanges, Agar, and Quintanilla (1995) argued
that answers to these questions could provide organizations
with a strategic advantage for developing a diverse range of
future leaders (for additional reviews see House, Wright, &
Aditya, 1997; Peterson & Hunt, 1997).

Single-Culture and Single-Country Research to
Multiculture and Multicountry Research

Single-culture and single-country research aims to repli-
cate specific leadership theories or models in other cultural
settings. For example, Shamir, Zakay, Breinin, and Popper
(1998) examined charismatic leadership behavior and its

effects on followers’ attitudes and leadership effectiveness in
the Israeli military. Multiculture and multicountry research
examines arguments concerning whether a particular leader-
ship theory, model, or style generalizes across cultures. The
GLOBE project initiated by House and his international re-
search team (Den Hartog, House, Hanges, Ruiz-Quintanilla,
& Dorfman, 1999) represents this second category of cross-
cultural leadership research. Preliminary evidence cited ear-
lier showed that attributes associated with charismatic
leadership were universal (Bass, 1997).

A third category of cross-cultural leadership research has
examined the effects of cultural diversity within group or
team settings, testing how differences in ethnicity of leaders
and followers affected the perceptions and outcomes of lead-
ership within those groups and teams. This research examines
how certain styles of leadership affect followers’ motivation,
effectiveness, and performance when followers are ethnically
or culturally different from their leader or when in culturally
heterogeneous groups (Hooijberg & DiTomaso, 1996). Such
research has compared how different leadership styles dis-
played within different ethnic groups within a single culture
affected follower perceptions, motivation, and performance
(Jung & Avolio, 1999).

Cultural Values and Leadership

Over the last two decades, cross-cultural research has focused
primarily on four cultural dimensions (see Hofstede, 1980,
1993). These dimensions included power distance, uncer-
tainty avoidance, individualism/collectivism, and masculin-
ity/femininity. These four cultural dimensions have been
used to identify potential boundary conditions for leadership
theories that have been applied across cultures (Dorfman,
1996). For example, a leadership theory that argues for a de-
mocratic leader as an ideal style of leadership may not gener-
alize to cultures where an unequal distribution of power is
accepted as the norm (Dorfman & Howell, 1988; Jung, Bass,
& Sosik, 1995).

Key Results of Research on Cross-Cultural Leadership

Early cross-cultural leadership studies focused on task- and
relationship-oriented leadership styles. This research included
a wide range of samples from the Philippines and China
(Bennett, 1977), Japan (Misumi, 1985; Misumi & Peterson,
1985), India (Sinha, 1984), New Zealand (Anderson, 1983),
Mexico (Ayman & Chemers, 1991), and Israel (Fleishman &
Simmons, 1970), among many other cultures and nations, and
has reached two general conclusions: (a) The most effective
leadership styles are a combination of high relationship- and



Emerging Areas in Leadership Theory and Research 293

high task-oriented leadership, and (b) although general pat-
terns of leadership are similar across cultures, specific behav-
iors and attitudes expressed by leaders appear to differ across
cultures (Bass, 1997).

Prior cross-cultural research has also tested social identity
and LMX theory. Pelled and Xin (1997) investigated the ef-
fect of leader-member demographic similarity on followers’
organizational attachment to Mexican organizations, with
leaders coming from a high power distance culture. They re-
ported that Mexican employees, who had a small age gap
with their superior, were less likely to be absent and were
more attached to their organization. These same followers
exhibited lower commitment to their work while expressing
higher levels of comfort working for a younger supervisor.
Farh, Tsui, Xin, and Cheng (1998) examined the effects of re-
lational demography and personal network ties called Guanxi
in China on leader-follower relationships and reported that
demographic similarities among leaders and followers had a
positive impact on follower trust in the leader.

Recent cross-cultural leadership research has focused on
testing neo-charismatic models of leadership. For instance,
Shamir et al. (1998) reported mixed support for the relation-
ship between charismatic leadership and Israeli followers’ at-
titudes toward their respective leader. Only one of three
charismatic behaviors (emphasizing units’ collective iden-
tity) was positively related to followers’ identification with
and trust in the leader, whereas the other two behaviors (i.e.,
supportive behavior and ideological emphasis) were either
unrelated or negatively related.

Contrary to the Shamir et al. (1998) results, the majority
of cross-cultural research on charismatic-transformational
leadership has supported the hierarchy of leadership effec-
tiveness styles comprising Bass and Avolio’s (1994) model of
leadership. Koh, Terborg, and Steers (1991) reported that
transformational leadership of Singaporean school principals
had significant add-on effects to transactional leadership
in predicting organizational commitment, citizenship behav-
ior, and teacher satisfaction. Similar augmentation effects
have been reported in a wide variety of samples, including
Canadian (Boyd, 1988; J. M. Howell & Avolio, 1993),
Mexican (Dorfman & Howell, 1988; Echavarria & Davis,
1994), Italian (Bass &Avolio, 1994), and Danish (Den Hartog,
Van Muijen, & Koopman, 1994). Overall, the positive effects
that transformational leadership has on follower’s motivation
and performance have been well documented in other cul-
tural settings, including Austria (Geyer & Steyrer, 1998),
Israel (Popper, Mayseless, & Castelnovo, 2000), and Korea
(Cho, 1999; Jung, Butler, & Baik, 2000).

Results of multiculture and multicountry research are
equally interesting. For example, Dorfman and Howell (1988)

reported different effects associated with charismatic leader-
ship when comparing Mexican versus American employees.
Charismatic leadership had a strong positive relationship with
both Mexican and American employee satisfaction levels;
however, the relationships were much stronger for American
versus Mexican employees. Dorfman et al. (1997) reported
that among six leadership behaviors examined across five
countries, leader supportiveness, contingent reward, and
charisma had universally positive relationships with follow-
ers’ level of satisfaction, whereas participative, directive, and
contingent punishment had positive relationships in only two
cultures.

Fu and Yukl (2000) compared the perceived effectiveness
of influence tactics in the United States and China, reporting
that American and Chinese managers favored different influ-
ence tactics. American managers rated rational persuasion
and exchange as more effective styles compared with their
Chinese counterparts. Chinese managers rated coalition
building, upward appeals, and gifts as more effective than did
American managers. Rao, Hashimoto, and Rao (1997) exam-
ined influence tactics employed in Japan and reported that
Japanese managers used many of the same influence tactics
as did their American counterparts but differed on behaviors.

Valikangas and Okumura (1997) examined differences in
follower motivation, comparing leaders in the United States
and Japan. They concluded that leadership in the United States
was based on followers’ utility expectations (i.e., a “right”
agency will result in the “right” outcomes). Leadership in
Japan was based on identity expectations (i.e., a “right” group
or corporate identity will result in “right” behaviors among
followers).

How do people in different cultures perceive their ideal
leaders? Using an attribute-rating task in which people rated
a list of attributes according to how well each attribute fit
their prototype of leaders, Gerstner and Day (1994) examined
leadership prototypes across eight countries. Gerstner and
Day reported that to be determined was a prototypical at-
tribute of leaders in Western countries, whereas intelligence
was considered highly prototypical in Asia. Den Hartog et al.
(1999) reported that a number of attributes associated with
charismatic-transformational leadership were considered
“ideal” attributes of leadership across 62 different countries.
The following leadership attributes were endorsed across cul-
tures: encouraging, positive, motivational, confidence builder,
dynamic, and foresight. On the other hand, being a loner,
noncooperative, ruthless, nonexplicit, irritable, and dictator-
ial were seen as negative facets of leadership (Conger &
Hunt, 1999).

Brodbeck et al. (2000) reported differences in leadership
prototypes across 22 European countries. Their sample
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included middle-level managers (N = 6,052), who rated
112 traits and behaviors in terms of how well they repre-
sented outstanding business leadership. Some leadership con-
cepts were culturally endorsed and grouped according to the
values representing a cluster of nations. Interpersonal direct-
ness and proximity were more strongly associated with out-
standing leadership in Nordic countries versus Near East and
Central European countries. Autonomy was associated with
outstanding leadership in Germanic countries. Wofford,
Lovett, Whittington, and Coalter (1999) argued that differ-
ences in leadership prototypes may be a function of the type of
organization from which raters are pooled. For example, with
raters coming from the United States and Mexico, Wofford
et al. (1999) reported that differences in leadership prototypes
in their investigation were due to the type of institutions
from which participants were sampled, as well as to their na-
tional cultures. Xin (1997) reported that different impression-
management tactics were used by Asian American and
Caucasian American managers. Specifically, Asian American
managers used more job-focused (e.g., pointing out past ac-
complishments to my supervisor) and more supervisor-
focused (e.g., offering to do things for my supervisor that are
not formally required) impression-management tactics and
less self-disclosure (e.g., expressing my feeling to my supervi-
sor). Jung and Avolio (1999) reported that Asian Americans
generated more ideas when they worked with a transforma-
tional leader in a brainstorming task, whereas Caucasian
Americans performed better when working with a transac-
tional leader. Asian Americans also performed better when
they worked alone than when they worked as a group generat-
ing ideas requiring radical changes.

A common theme running through many cross-cultural
studies of leadership concerns how cultural values moderate or
mediate relationships between a leader and his or her followers.
Support for both cultural-universal and culture-specific aspects
of leadership have been provided in prior research. However,
several important issues must be addressed to advance the field.
First, Hunt and Peterson (1997) pointed out the need to define
and measure leadership constructs in a similar way across dif-
ferent studies. Leadership has been measured based on various
methods, including the use of influence tactics (e.g., Fu &Yukl,
2000), prototype attributes (e.g., Brodbeck et al., 2000), charis-
matic and transformational leadership behaviors (Shamir et al.,
1998), and motivational differences (Valikangas & Okumura,
1997). Second, there has been insufficient attention to defining
the level of analysis at which cultural differences should be
examined (Hunt & Peterson, 1997). For example, different
types of leadership effectiveness and outcome measures
have been compared across different levels of analysis in
organizations, making it difficult to discern the impact of

cultural differences reported in this literature. Third, there has
been a high degree of variance in the quality of methods used
by different researchers. For example, some researchers hired
professionals to translate and back-translate their survey in-
struments to ensure functional and conceptual equivalence,
whereas others did not use professional translation. Fourth, by
and large, culture has generally been included in studies as ei-
ther a moderator or mediator variable (Hunt & Peterson, 1997).
Most prior research has not treated culture as a fundamental
variable that drives the relationship between leaders and fol-
lowers (House, Wright, & Aditya, 1997). Finally, the majority
of cross-cultural research has relied on quantitative, survey-
based research designs, and more qualitative, unobtrusive re-
search methods are now needed to examine how culture shapes
leadership.

Strategic Leadership Research

Beginning with Barnard (1938), research on strategic leader-
ship has concentrated on identifying best practices that con-
tribute to firm success. Recent research has focused on internal
firm characteristics (Hoskisson, Hitt, Wan, & Yiu, 1999),
either in the form of agency contracts (Jensen & Meckling,
1976) or by focusing on a firm’s unique resources. Both ap-
proaches take into consideration the role of leaders as repre-
senting strategic assets for the firm.

Strategic leadership researchers have argued that organiza-
tions become a reflection of their top managers (Hambrick &
Mason, 1984; Klimoski & Koles, 2001). Hambrick (1989)
emphasized the importance of strategic leadership but also
recognized that its impact may be more indirect. Moreover,
top managers face ambiguous environments and often experi-
ence information overload (March & Simon, 1959). Under
these conditions, successful leadership is determined by the
frame of reference used by decision makers, which includes
their personal background, experiences, education, and other
biographical characteristics. Strategic leadership helps to co-
ordinate and maintain organizational systems, while readying
it for adaptive change.

Beginning with Kotter (1982) and Hambrick and Mason
(1984), strategic leadership research has focused on personal
and background characteristics of executives related to firm
success. According to Hambrick and Mason, personal
characteristics together with environmental constraints and
organizational factors constitute the leader’s “discretion”
(Cannella & Monroe, 1997). The amount of discretion em-
ployed by top managers moderates the relationship between
their strategic choices and organizational outcomes. Cannella
and Monroe criticized the overreliance on using biographical
data as predictors of strategic performance. They argued that
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strategic leadership theory relies too much on descriptive
variables to explain choices that executives make while
providing little guidance on how to include the process of
leadership in its research designs. Here is where some of the
work on the neo-charismatic theories of leadership (e.g.,
Bass, 1985; House, 1995) may contribute to strategic leader-
ship theory by focusing on how the leader’s think, behave,
and are affected by the context.

Integrating Transformational and Strategic Leadership

The neo-charismatic theories of leadership focus on interper-
sonal processes between leaders and followers (House &
Aditya, 1997). These theories focus on the process of leader-
ship within organizations, although they could also be applied
to leadership across organizations. Transformational or
charismatic leaders have followers who emulate them and
perform beyond expectations (Avolio, 1999; Bass, 1985).
Their followers may be more open to shifts in their worldview
and to accepting new values and changes in thinking and
strategy (Boal & Bryson, 1988). Transformational leaders
often convey their ideas using a strategic vision for the orga-
nization that includes strategic goals presented in a future-
oriented optimistic framework (Berson et al., 2001). As noted
by Zaccaro and Banks (2001), “a fundamental requirement of
organizational leadership is setting the direction for collective
effort on behalf of organizational progress” (p. 181).

The turbulence that characterizes today’s environment dic-
tates constant transformation and even radical change for orga-
nizations. The process of radical change begins with a strategic
vision that leaders have for their organization. A vision is an
outline of a strategic and lofty action plan or a guideline to the
“new way of doing things” following the transformation (Nutt
& Backoff, 1997). A comprehensive vision can help to align
the views of multiple stakeholders, which is critical to change
and success (Nutt & Backoff, 1997).

Although it seems that strategic leaders would benefit from
a charismatic or transformational style, strategic leadership
theorists have taken a different position on this issue. They
argue that charisma may narrow the executive’s information
processing orientation, thereby restricting the range of strate-
gic choices (Finkelstein & Hambrick, 1996). Specifically,
Finkelstein and Hambrick suggested that charismatic leaders
are more likely to receive filtered and distilled information
from their followers and may be less aware of information that
contradicts their visions. This occurs when followers are
threatened by the charismatic leader’s ability to “see the fu-
ture” and are hesitant to offer ideas that conflict with their
leader’s vision. Alternatively, Cannella and Monroe (1997)
argued that charismatic-transformational leadership could

actually help strategic leaders implement their organization’s
strategy. Indeed, Brass and Krackhadt (1999) suggested that
the high social intelligence characterizing transformational or
charismatic leaders allows them to estimate the social capital,
or the potential influence that is available to a leader based
solely on the characteristics and the structure of a social set-
ting. Transformational or charismatic leaders can both ana-
lyze the environment and enforce norms that help them
accomplish instrumental objectives, such as strategy imple-
mentation without restricting the flow of information.

Berson and Avolio (2000b) examined the contribution of
transformational leadership to the dissemination of strategic
goals. Their findings indicated that senior executives rated
more transformational were also more effective dissemina-
tors of strategic goals than were nontransformational ex-
ecutives. Transformational leaders exhibited a prospector
strategy, which emphasized innovation and risk taking (Miles
& Snow, 1978). Absence of transformational leadership at
the top created confusion and a lack of alignment with regard
to the dissemination of strategic goals across subsequent or-
ganizational levels.

Several researchers have offered models of organizational
life cycles (e.g., Mintzberg, 1980; Quinn & Cameron, 1983)
that included formation, development, maturity, and de-
cline. In the strategic management literature (e.g., Zanetti &
Cunningham, 2000) authors have highlighted certain strate-
gic implications for each stage of an organization’s life cycle
with implications for leadership research. The new genre of
leadership, specifically transformational leadership (Avolio,
1999; Bass, 1985), offers a range of leadership behaviors that
could be examined in relationship to organizational life cy-
cles. Strategic leadership theory can also benefit from studies
that examine the cognitive and emotional characteristics
of effective strategists. Boal and Hooijberg (2001) offered
several avenues for future research emphasizing social capi-
tal, cognitive complexity, and managerial wisdom as a basis
for examining how strategic leaders think and link their
thinking to action.

In sum, the strategic management and leadership litera-
tures are beginning to converge in ways that lay the ground-
work for an interesting line of research projects. How CEOs
and top management teams in organizations affect employee
motivation and performance is now being researched in ways
that will advance both areas.

E-Leadership and Its Distribution in Organizations

Leadership within the context of advanced information tech-
nology (AIT) has become a strategic asset for organizations
(Avolio, Kahai, & Dodge, 2000). Such leadership may be
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termed e-leadership. It can involve one-to-one, one-to-many,
and within- and between-group and collective interactions via
AIT. Sociotechnical systems theory (e.g., Trist, 1993) sug-
gests that organizational effectiveness is a function of how
well the leadership and AIT systems are aligned with each
other and the external environment. This theoretical frame-
work suggests several important implications for e-leadership
research within and between organizations.

Several intraorganizational issues are relevant to
e-leadership. First, e-leadership and technology can be
viewed as system components that interact and evolve over
time, providing structures that guide action in organizations
using AIT. Avolio et al. (2000) identified adaptive structura-
tion theory (AST; DeSanctis & Poole, 1994) as a useful theo-
retical framework for examining the interaction between
technology and leadership. AST proposes that AIT affects
human interaction by providing structures (e.g., rules, re-
sources) stemming from theAIT, task, environment, emergent
structures, and the group. People also influence the interpreta-
tion and use of AIT (i.e., adoption, resistance, or rejection).
Leaders are also part of the sociotechnical system who “make
meaning” by promoting technology adoption while consider-
ing the impact of existing organizational norms and culture on
the use of this technology.

Leadership can promote successful adaptations to techno-
logical change, or it can restrict new AIT development,
implementation, and adoption. Oz and Sosik (in press) sur-
veyed 159 chief information officers and reported that pas-
sive leadership in AIT project teams was the main factor
contributing to project failure. Vandenbosch and Ginzberg
(1997) suggested that the adoption and derived benefits of
groupware technology by organizations have fallen short of
expectations because of the absence of leadership that fos-
ters a cooperative culture. Leadership can restrict new AIT
use to such an extent that it has little, if any, impact on orga-
nizational effectiveness. For example, autocratic leadership
may repel attempts at collaboration enabled by groupware
systems (Kahai, Sosik, & Avolio, 1997). Similarly, using
LMX theory, a leader who has created an in-group versus
an out-group among followers may inhibit collaboration
using groupware due to a lack of trust (Avolio et al., 2001).
Successful implementation and integration of AIT may
require a significant transformation in the leadership system
in advance of, during, and after the insertion of the new
technology.

The IT revolution has influenced how new organiza-
tional systems need to be structured by leaders to adapt in the
e-business context. Organic structures, shaped by massive
enterprise-wide information systems, collaborative work

flows, and geographically distant or temporally removed
teams, are required to achieve flexibility and openness in the
current work environment (Oz, 2000).

Leaders today often make decisions that have relatively
little historical base in the midst of rapidly changing techno-
logical environments (Sheehy & Gallagher, 1996). As such,
more disciplined analytical models of decision making,
which dominated the strategic management literature (e.g.,
Stevenson, Pearce, & Porter, 1985), may have been modified
to include models placing greater value on experimentation
and continuous learning (Hedlund & Rolander, 1990).

Comprehensive enterprise-wide information systems have
promoted collaborative sharing of information across orga-
nizational stovepipes, causing shifts in power dynamics and
networking (Postmes, Spears, & Lea, 2000; Sheehy &
Gallagher, 1996). Widespread availability of information on
company intranets and the Internet provide followers with
increased online networking opportunities via chat rooms,
e-mail, and message boards, offering them alternative
channels of information to those provided within traditional
management hierarchies. These trends offer leaders an un-
precedented opportunity to empower their followers to build
more intelligent communities. However, AIT can also present
leaders and followers with the challenges of information over-
load, followers’ receiving messages that are discrepant with
their leaders, and social isolation.

Applications of E-Leadership Between Organizations

The proliferation of B2B and business-to-customer (B2C)
transactions highlights the role of e-leadership as a between-
systems concept (Avolio et al., 2000). For example, Ford,
General Motors, Chrysler, Nissan, and Renault are partnering
to develop a vast electronic supply chain network that will
link their business transactions (Baer & Davis, 2001). This
B2B initiative will require effective information and collab-
orative leadership that can harness technology to support
virtual teams working across time zones and diverse cultures.
Current leadership models need to incorporate macrolevel
variables that span organizations, such as culture congruence
and technology compatibility, which play a critical role in
defining interorganizational leadership.

Another interorganizational issue relevant to e-leadership
is the deployment of B2C technologies that link organiza-
tions to their customers via supply chains and enterprise in-
formation systems. Internet-mandated changes in business
have prompted organizations such as Charles Schwab and
Company to develop customer-centric strategies that imple-
ment personalized and customized technologies meeting
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each customer’s needs. The deployment and adaptation of
such customer-centric systems pose significant challenges to
both researchers and practitioners because our current mod-
els of leadership do not take into full consideration customers
as constituents in the leadership system.

The Internet and other forms of AIT have enabled new
models for interacting within and between organizations
(e-business) and with customers and suppliers (e-commerce;
O’Mahoney & Barley, 1999). The new business models
highlight fundamental differences to leading in a digitized
world that must now be researched. Studies of leadership
in computer-mediated environments provide a foundation
for examining how leaders influence social interactions within
and between organizations. Early work on group support
systems (GSSs) focused on how facilitation (e.g., George,
Dennis, & Nunamaker, 1992) and emergent (e.g., Harmon,
Schneer, & Hoffman, 1995) or appointed leadership (e.g.,
Lim, Raman, & Wai, 1994) influenced group processes (e.g.,
consensus, communication content) and outcomes (e.g., deci-
sion quality, satisfaction). Evidence indicated that the type of
facilitation and leadership had an impact in GSS contexts and
highlighted the potential for GSS structures or processes (e.g.,
anonymity) to substitute for or moderate leadership effects on
group processes and outcomes (George, Easton, Nunamaker,
& Northcraft, 1990; Ho & Raman, 1991).

Over the last decade, a series of research studies have sys-
tematically manipulated and measured effects of various
leadership styles, including directive, participative, transac-
tional, and transformational approaches, on various process
and outcome variables collected in GSS contexts. Participa-
tive (directive) leadership for groups solving a less (more)
structured task led to more solution proposals (Kahai et al.,
1997). Transformational leadership has been linked with
higher levels of group potency (Sosik, Avolio, & Kahai,
1997), more questioning and supportive comments (Sosik,
1997), and more creative outcomes in terms of elaboration
and originality (Sosik, Kahai, & Avolio, 1998) versus trans-
actional leadership. Anonymity moderated the impact of
leadership style on GSS performance depending on whether
the group used the GSS to brainstorm or to complete a task
report (Sosik et al., 1997). Anonymity also interacted with
leadership to influence motivation levels of GSS users
(Sosik, Kahai, & Avolio, 1999).

Several findings of GSS research are relevant for building
new models of e-leadership. First, research on relational devel-
opment in groupware contexts (Walther, 1995) suggests that
groups may shift from task to relational communication over
time. Second, group history creates an embedded social struc-
ture that may influence the subsequent adoption and effective

use of GSS technology (Weisband et al., 1995). Third, there
may be differences in national and organizational cultures af-
fecting the use ofAIT. For example, collectivistic cultures may
find collaborative technologies more useful than individualis-
tic ones. Finally, whereas anonymity may enhance group iden-
tification of GSS users (Lea & Spears, 1992), it may make it
difficult for users to judge the credibility of an idea in high
power distance cultures (Dennis, Hilmer, & Taylor, 1998).

Relevant Models and Methods for E-Leadership

Several leadership models are relevant to examining
e-leadership. Given that GSS process structure may neutral-
ize leader efforts (Ho & Raman, 1991) and GSS anonymity
may enhance effects of transformational leadership on group
potency (Sosik et al., 1997), substitutes for leadership theory
(Kerr & Jermier, 1978) may be a useful framework for exam-
ining how the context affects measurement of e-leadership.
LMX theory (Graen & Uhl-Bien, 1995) may provide some
insight on how dyadic relationships emerge in virtual con-
texts or how in-groups and out-groups differ in terms of
trust, commitment, and motivation when interacting virtu-
ally. Theories of shared leadership (e.g., Avolio, 1999) may
be helpful to understanding how team member perceptions
influence trust and subsequent team interaction (e.g., effi-
cacy, cohesion) and outcomes (e.g., creativity, satisfaction).
Neo-charismatic theories (Conger & Kanungo, 1998; W. L.
Gardner & Avolio, 1998) and social distance (Shamir, 1995)
focusing on self-perceptions and self-presentation are rele-
vant to examining how AIT influences leaders working at a
distance virtually with followers.

What’s Next With E-Leadership?

At the individual level of analysis, work is needed exam-
ining how leader-follower virtual interactions influence
follower perceptions of leadership, the effectiveness of
impression-management strategies (W. L. Gardner & Avolio,
1998), and perceptions of social distance (Shamir, 1995).
At the group level, we need to examine shared leadership
(Sivasubramaniam et al., 2000); interactions among leader-
ship, AIT structural features, and task type (Sosik et al., 1997);
the use of AIT within and between multicultural teams; how
e-leadership transforms team processes and outcomes over
time (Walther, 1995); and which forms of AIT best support
e-leadership (Avolio et al., 2000). At the organizational level,
work is required on culture and structural influences of AIT,
on their interaction with leadership, and on the subsequent
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transformation of technology and leadership into an integrated
system that works.

In sum, organizations are dramatically changing with the
integration of AIT. B2B and B2C models of e-commerce
have enabled Web-based dot-com organizations, such as
Amazon.com, to change the fundamentals of business. Such
organizations possess structures, cultures, and human re-
sources that are vastly different from traditional bricks-and-
mortar organizations. A critical research question is, How does
the integration of technology into organizations affect our
models, measures, and development of leadership?

CONCLUSION: NEW LEADERS IN NEW
ORGANIZATIONAL CONTEXTS

Projected workplace trends toward increased diversity, multi-
ple generations, teaming, innovation, environmental turbu-
lence, global competition, and AIT suggest that certain
attributes may be required for leaders to adapt to and fit in with
these trends. Increased diversity will require leaders to possess
a cultural intelligence characterized by tolerance, empathy,
and cooperativeness to appreciate differences among follow-
ers. Leaders will need integrative complexity to synthesize
multiple perspectives into coherent solutions (Simonton,
1994). Leading followers from the baby boom, generation X,
and Internet generation cohorts will require leaders to appreci-
ate cross-generational differences. Adapting to information-
based team environments will require leaders to understand a
collectivistic orientation (Jung et al., 1995), systems thinking
(Mumford et al., 2000), and capacities for filtering large
amounts of information coming from computer networks
(Avolio et al., 2000). Dealing with environmental turbulence
and global competition will require leaders to be adaptable
(Mann, 1959), resilient to stress (Goleman, 1998), fully
knowledgeable of competitors and their products (Kirpatrick
& Locke, 1991), and capable of solving complex problems
quickly (Zaccaro et al., 2000).

How are leaders being selected and prepared for these
changes? Based on the available evidence, the answer is prob-
ably not well. Leadership failure rates range from 50% to
60%, costing organizations billions of dollars each year
(Hogan et al., 1994). To reduce failure rates will require a
better integration of the various lines of leadership research.
For example, there is a need for research to examine the inter-
section of trait-based (e.g., Kirkpatrick & Locke, 1991), skill-
based (Mumford et al., 2000), behavior-based (e.g., Avolio,
1999; Bass, 1998), and situational (e.g., Fiedler, 1967) leader-
ship theories to develop profiles of successful and unsuccess-
ful leaders. Such profiles could help researchers focus on

converging toward, rather than diverging from, understanding
leadership processes and outcomes within the new and emerg-
ing organizational realities. With this level of integration and
awareness of the context, we can begin to examine leadership
as a total system, which includes the leader, followers, emerg-
ing context, and time in our assessments of leadership poten-
tial and effectiveness.

In sum, now where hierarchies are less clear, more lead-
ers will likely emerge without position power (Huxam &
Vangen, 2000). How leaders acquire, utilize, distribute, and
replenish their influence and power is even more interest-
ing today, given the seismic shift in organizations, the work-
force, and the environmental context. How followers will
play a role in the leadership dynamic may represent one of
the most significant and important frontiers for research in
the future. It is also likely that there will be far fewer follow-
ers and more leaders needing to figure out how to share lead-
ership. Shared leadership also represents a new frontier for
leadership researchers, especially shared leadership across
time, distance, organizations, and cultures in the form of
virtual teams.
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From its roots in action research in the 1940s and 1950s
(Collier, 1945), and building on Lewin’s insight that “there is
nothing so practical as a good theory” (Lewin, 1951, p. 169),
organizational development has explicitly emphasized both
the practice and the scholarship of planned organizational
change. Ideally, at least, research is closely linked with action
in organizational development initiatives, and the solution
of practical organizational problems can lead to new schol-
arly contributions (Pasmore & Friedlander, 1982; Rapoport,
1970).

Despite this more or less implicit expectation, there have
been many disconnects between practitioners’ and acade-
mics’ approaches to contributing new knowledge. For exam-
ple, action research as it was originally conceived became
more and more practice and solution oriented and less fo-
cused on making a scholarly contribution (Bartunek, 1983).
Some recent approaches to organizational development, such
as many large-group interventions, have been implemented
primarily by practitioners, with little academic investigation
of their success. Some theories of change formulated by aca-
demics are not at all feasible to implement.

It is easy enough for academics to suggest that practi-
tioners’ work is not sufficiently novel and thought-out to
contribute to scholarly understandings of change. However, it

is also the case that many new methods of accomplishing
planned organizational change have been developed by
people who were focusing in particular on practice contribu-
tions (e.g., team building, sociotechnical systems, and large-
group interventions, to name just a few). It is through practice
that organizational improvement actually takes place. An-
other way to put this is that organizational development prac-
titioners have a substantial knowledge base from which it is
valuable for academics to draw, albeit one that is sometimes
more tacit than explicit, just as practitioners may draw from
academics’ knowledge (e.g., Cook & Brown, 1999).

It is not only with respect to organizational development
that there are separations between academic and practitioner
approaches to organizational knowledge. Rynes, Bartunek, and
Daft (2001), introducing a special research forum on academic-
practitioner knowledge transfer in the Academy of Manage-
ment Journal, referred to the “great divide” between academics
and practitioners in organizational research. But they also ar-
gued that there are many reasons—academic, economic, and
practical—why it is important that more explicit links be de-
veloped between academics and practitioners. For example,
corporate universities are becoming more prominent, and
training organizations such as the American Society for Train-
ing and Development are gaining substantially in membership.
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A recent Swedish law mandated that universities collaborate
with their local communities in generating research (Brulin,
1998). Many work organizations are outsourcing some knowl-
edge-generation activities to academics. Given organizational
development’s history, the development of understanding and
appreciation of both academic and practitioner contributions is
particularly crucial.

Several reviews of organizational development and change
have been presented prior to this chapter (recent ones include
Armenakis & Bedeian, 1999; Porras & Robertson, 1992;
Weick & Quinn, 1999). These reviews have made important
scholarly contributions to the understanding of such topics as
variables involved in planned organizational change; the
content, context, and processes of organizational change; and
the degree to which such change is constant or sporadic. But
prior reviews have not explicitly incorporated both practi-
tioner and academic knowledge about organizational develop-
ment. In contrast to these prior approaches, we focus on the
kinds of emphases that characterize practitioner and academic
knowledge regarding organizational development and do
this using both academic and practitioner literatures. In so
doing, we hope to break down some of the barriers that typi-
cally exist between organizational development practice and
scholarship.

We divide the chapter into several sections. First we briefly
compare contemporary and earlier organizational devel-
opment emphases. Organizational development is an evolving
field, and its emphases today are not the same as its initial em-
phases (Mirvis, 1990). The state of the field at the present time
has implications for the types of knowledge needed by practi-
tioners and academics.

Second, we use a distinction introduced by Bennis (1966)
and modified by Porras and Robertson (1992) to distinguish
different types of conceptual emphases between practice and
academic scholarship on change. Third, on the basis of this
distinction we situate organizational development within
larger literatures on organizational change. Although in its
early days organizational development was often seen to rep-
resent the majority of approaches to “planned change” in or-
ganizations, it is now recognized as one of many approaches
to planned change. We situate it within various “motors” of
change as these were described by Van de Ven and Poole
(1995).

Fourth, we describe some contemporary organizational
development interventions and the motors in practice that we
see as important in them. Finally, we describe barriers to en-
hanced links between academics and practitioners and then
suggest some strategies that may be used to reduce these bar-
riers. This latter approach is in the spirit of the force field
analysis approach developed originally by Lewin (1951) and

used often by practitioners (Schmuck, Runkel, Saturen,
Martell, & Derr, 1972).

We believe that the kinds of knowledge—or knowing, as
Cook and Brown (1999) put it—of organizational develop-
ment practice do not always link as well as they might with
academic scholarship on change. But developing greater links
is crucially important because at its core organizational devel-
opment involves the promotion of change. In their interviews
with a number of organizational development “thought
leaders,” Worley and Feyerherm (2001) found numerous rec-
ommendations for increased collaboration between organiza-
tional development practitioners and other change-related
disciplines.

Our focus is on the theoretical and practical knowledge
underlying today’s organizational development practice.
Worley and Varney (1998) remind us that the practice re-
quires skill competencies as well as knowledge competen-
cies. Skill competencies include managing the consulting
practice, analysis, and diagnosis; designing and choosing
appropriate interventions; developing client capability; and
evaluating organizational change. In this chapter we examine
the theories of change that inform the application of these
skills. Detailed consideration of these skill competencies is
beyond the scope of this chapter but can be found in other re-
sources (Cummings & Worley, 2000; French & Bell, 1999).

ORGANIZATION DEVELOPMENT TODAY,
NOT YESTERDAY

Early approaches to organizational development centered
primarily on the implementation of humanistic ideals at
work. The types of values emphasized included personal de-
velopment, interpersonal competency, participation, commit-
ment, satisfaction, and work democracy (French & Bell,
1999; Mirvis, 1988). The focus generally was within the
workplace.

Over time, however, there has been a shift in emphases. In
comparison to its early formulations, organizational develop-
ment pays much more attention to the larger environment in
which the business operates and aims at helping businesses
accomplish their strategic objectives, in part through organi-
zational alignment with the larger environment (e.g., Bunker
& Alban, 1996; Church & Burke, 1995; Mirvis, 1988, 1990;
Seo, Putnam, & Bartunek, 2001).

Early approaches placed considerable emphasis on indi-
vidual and group development (e.g., Harrison, 1970), and
although the terms “whole organization” was used, the types
of change fostered by organizational development often
focused more on the group (e.g., team building) or on other
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organizational subunits. Given the organizational environ-
ment of the 1980s and beyond, individual development
and group development have been less emphasized unless
they are treated within the context of large systems change
and the adjustment of an organization to its larger environ-
ment. Such adjustment often involves radical departure from
the organization’s prior strategic emphases (Nadler, Shaw, &
Walton, 1995) and is sometimes referred to as organizational
transformation (e.g., Nadler et al., 1995; Quinn & Cameron,
1988; Tichy & Devanna, 1986; Torbert, 1989) or radical or-
ganizational culture change (e.g., Cameron & Quinn, 1999).

Despite the shifts that have occurred in the understanding
of organizational development’s focus, there remains an
emphasis on organizational development as humanistically
oriented—as concerned about the people who make up an
organization, not just the strategic goals of the organization.
Thus, for example, Church, Waclawski, and Seigel (1999) de-
fined organizational development as the process of promoting
positive, humanistically oriented, large-system change. By
humanistic they mean that the change is “about improving
the conditions of people’s lives in organizations” (p. 53).
Beer and Nohria (2000) included organizational development
within the category of capacity-building interventions in or-
ganizations, not as primarily economically oriented.

This shift in emphasis locates organizational development
within the context of multiple types of organizational change
efforts (Van de Ven & Poole, 1995). It cannot be discussed
entirely separately from types of change that, at first glance,
seem far removed from its emphases. However, there are still
important distinctions between the practice knowledge and
academic knowledge of organizational development and
other types of planned change.

THE CONCEPTUAL KNOWLEDGE OF
ORGANIZATIONAL DEVELOPMENT

Contemporary as well as past approaches to organizational de-
velopment are based on more or less explicit assumptions
about (1) the processes through which organizations change
and (2) the types of intervention approaches that lead to
change. These two phrases, which seem quite similar, actually
represent two different conceptual approaches: one that is more
likely to be addressed by academic writing on organizational
development and one that is more likely to be addressed by
practitioner writing. We use them to frame approaches to
change that are presented primarily for academics and primar-
ily for practitioners.

In 1966 Bennis distinguished between theories of
change and theories of changing. Theories of change

attempt to answer the question of how and why change
occurs. Theories of changing attempt to answer the ques-
tion of how to generate change and guide it to a successful
conclusion. Porras and Robertson (1987, p. 4) expanded on
Bennis’s notion, relabeling the two different approaches
as change process theory and implementation theory. (Al-
though the categories are essentially the same, we will use
Porras and Robertson’s terms because they are much easier
to distinguish.)

Porras and Robertson (1987, 1992) described change
process theory as explaining the dynamics of the change
process. This approach centers around the multiple types of
variables involved in the accomplishment of planned change.
In contrast, they described implementation theory as “theory
that focuses on activities change agents must undertake in ef-
fecting organizational change” (p. 4). They included strategy,
procedure, and technique theories as examples of implemen-
tation approaches.

Porras and Robertson’s focus was primarily on organiza-
tional development interventions as explicitly defined. As
noted earlier, however, the understanding of dynamics of
change has been widened well beyond organizational devel-
opment (e.g., Weick & Quinn, 1999; Van de Ven & Poole,
1995). Porras and Robertson also asserted that change
process theory should inform implementation theory; that is,
the findings of academic research should inform practice.
There is awareness now that organizational development
practice should also have an impact on academic knowledge
(Rynes et al., 2001).

In this chapter we expand on the understandings of change
process theory and implementation theory. We describe an
array of change process theories using the model developed
by Van de Ven and Poole (1995) for that purpose. We also de-
scribe several implementation models and suggest possible
links between them and change process models.

We noted that academic writing tends to focus more
on change process theory whereas practitioner writing fo-
cuses more on implementation theory. There has been rela-
tively little interaction between the two types of theories; to
some extent they occupy separate intellectual spaces and are
held in more or less separate “communities of practice” (J. S.
Brown & Duguid, 1991, 1999; Tenkasi, 2000). Change
process theories tend to draw from empirical work grounded
in academic fields such as psychology, sociology, economics,
and anthropology. Implementation theories tend to draw
from practitioner-oriented experiential work; they may
emerge from the same academic disciplines as change
process theories but do not make the connections explicit. It
is hoped that this chapter suggests useful connections be-
tween the two.
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Change Process Theories

Porras and Robertson (1992) concluded their review of orga-
nizational change and development research with a call for
increased attention to theory in change research. Through
attention to the variety of ways organizations might change,
this call has been answered.

Researchers have approached the task of understanding
organizational change from a dizzying array of perspectives.
In their interdisciplinary review of about 200 articles on
change, Van de Ven and Poole (1995) identified four ideal
types of change theories. They labeled them as life cycle,
evolution, dialectic, and teleology and located organizational
development primarily within the teleological framework.
These four types are distinguished by their underlying gener-
ative mechanisms, or motors. Van de Ven and Poole sug-
gested that most change theories can be understood within
one motor or in a combination of motors.

We found evidence of extensive theory development
pertinent to organizational development based on each
change motor. In the following sections we summarize recent
change research categorized by primary underlying motor
of change. With Van de Ven and Poole (1995) we recognize
that most change theories capture elements from different
motors, although one motor is typically primary.

The Teleological Motor

The teleological motor describes organizational change as the
result of purposeful social construction by organization mem-
bers. The motor of development is a cycle of goal formation,
implementation, evaluation, and modification. Organizational
change is goal driven; impetus for change emerges when ac-
tors perceive that their current actions are not enabling them to
attain their goals, and the focus is on processes that enable
purposeful activity toward the goals. The teleological motor
can be found in most contemporary theories of organizational
change. For example, recent extensions of evolutionary theo-
ries and institutional theories—evolutionary innovation and
institutional agency—have adopted a teleological motor.
Change leadership theories rely on the teleological motor
as well. In the following we summarize some teleological
change theories that have emerged or reemerged during the
prior decade.

Strategic Change. Rajagopalan and Spreitzer (1996)
observed that strategic change deals primarily with teleolog-
ical change. Underlying most strategic change theories is
the understanding that planned change triggered by goal-
oriented managers can trigger change in both an organization

and its environment. Following this teleological logic, sev-
eral researchers have sought to understand the role of leader-
ship in generating organizational change (Nutt & Backoff,
1997). Bass’s transformational leadership framework (Bass,
1985; Bass & Avolio, 1994) posits that organizational change
emerges as the result of leaders’ attempts to develop their fol-
lowers and transform follower goals to match more closely
those of the organization. Other researchers view organiza-
tional change as the end result of cognitive development of
organizational leaders (Hooijberg, Hunt, & Dodge, 1997;
Torbert, 1991).

Cognitive Framing Theories. Several studies empha-
size the importance of cognitive change by managers in
creating organizational change. Reconceptualization of the
context then leads to further cognitive change in a continuing
iterative process (Barr, Stimpert, & Huff, 1992; Bartunek,
Krim, Necochea, & Humphries, 1999; Weick, 1995). Gioia
and Chittipeddi (1991) found that managerial efforts to com-
municate a planned change built cognitive consensus, which
further enabled the change.

Change Momentum. Studies of change momentum
within organizations have relied on the evolutionary motor to
explain selection of organizational routines, which in turn
create inertial forces (Amburgey, Kelly, & Barnett; 1993;
Kelly & Amburgey, 1991). Jansen (2000) proposed a new
conceptualization of momentum that focuses on teleological
processes of change. She distinguished between inertia, the
tendency of a body at rest to stay at rest or a body in motion
to stay in motion, and momentum, the force or energy associ-
ated with a moving body. Evolutionary change theories deal
primarily with inertia. However, momentum is a teleological
theory. The force that keeps a change moving is goal driven
and purposeful. Jansen found that change-based momentum,
defined as the perception of the overall energy associated
with pursuing some end state, fluctuated in a systematic way
throughout a change process.

Theories of Innovation. Several researchers consider
how individual attempts at innovation combine with environ-
mental characteristics to generate organizational change
(C. M. Ford, 1996; Glynn, 1996). Glynn proposed a theoreti-
cal framework for how individual intelligence combines with
organizational intelligence to generate creative ideas. These
ideas are then implemented provided that certain enabling
conditions (adequate resources and support, incentives and
inducements) are present. This process presents a model of
organizational change that is driven by individual cognitions
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and collective sense-making processes within the organi-
zation. Oldham and Cummings (1996) and Drazin and
Schoonhoven (1996) reported evidence of multilevel influ-
ences on organizational innovation driven by individual cre-
ative action. Amabile, Conti, Coon, Lazenby, and Herron
(1996) built from an individual level of creativity to identify
group- and organization-level constraints on individual cre-
ativity and subsequent organization-level innovation.

Taken together, research on innovation and creativity re-
veals a complex mix of predictors of organizational change.
At the center of these predictors is the teleological assump-
tion of goal-driven, purposeful action. As Orlikowski and
Hofman (1997) noted, the specific decisions and immediate
strategies may be unplanned improvisations, but they are
guided by a goal-driven theme. Recent theorizing on organi-
zational innovation highlights the interaction between pur-
poseful action, sense making, organizational settings, and
environmental jolts to trigger organizational change (Drazin,
Glynn, & Kazanjian, 1999).

Organizational development in recent years reflects many
of these approaches. As noted earlier, there is much greater
emphasis now on accomplishing strategic ends (Bartunek
et al., 1999; Jelinek & Litterer, 1988) and on the role of leader-
ship in these processes (Nadler & Tushman, 1989). There has
also been some attention paid to cognitive framing of different
participants in a merger process (Marks & Mirvis, 2001). As
part of the understanding of change processes, questions have
been raised about resistance to change (e.g., Dent & Goldberg,
1999).

The Life Cycle Motor

The life cycle motor envisions change as a progression
through a predetermined sequence of stages. The ordering
of the stages does not change, but the speed of progress and
the triggers that lead to advancement through the process
vary. Van de Ven and Poole (1995) noted that the “trajectory
to the final end state is preconfigured and requires a specific
historical sequence of events” (p. 515).

Whereas life cycle models of organizational change prolif-
erated in the 1970s and 1980’s (Quinn & Cameron, 1983), we
found little continued theoretical development of this motor
since 1995. One exception is in the area of entrepreneurship,
where theorists continue to use a life cycle motor to under-
stand the development and failure of new ventures (Hanks,
Watson, Jansen, & Chandler, 1994), including self-organized
transitions (Lichtenstein, 2000a, 2000b). Variations of the
life cycle model, especially in conjunction with the teleologi-
cal motor, are apparent in recent research on punctuated

equilibrium. It emerges as a motor in several contemporary
organizational development approaches discussed in the next
section, such as transforming leadership (Torbert, 1989) and
advanced change theory (Quinn, Spreitzer, & Brown, 2000).

Punctuated Equilibrium. The evolution-revolution
framework of organizational change (Greiner, 1972) has
formed the foundation of many recent organizational change
theories (Mezias & Glynn, 1993) that have been used to de-
scribe dynamics in organizations. Greiner described the typi-
cal life cycle of an organization as consisting of extended
evolutionary periods of incremental change interspersed with
short revolutionary periods. This framework provides the
basis for recent theories of strategic redirection (Doz &
Prahalad, 1987), transformation (Laughlin, 1991), punctu-
ated equilibrium (Tushman & Romanelli, 1985), and change
archetypes (Greenwood & Hinings, 1993). During reorienta-
tions large and important parts of the organization—strategy,
structure, control systems, and sometimes basic beliefs and
values—change almost simultaneously in a way that leads to
very different organizational emphases.

Whereas Tushman and Romanelli (1985) suggested the ef-
fectiveness of punctuated equilibrium approaches to change,
others suggested some cautions in the use of this approach.
Previously established competencies may be threatened by
transformations (Amburgey et al., 1993). In addition, Sastry
(1997) found that reorientation processes increased the risk of
organizational failure unless evaluation processes were sus-
pended for a trial period after the reorientation. However, cer-
tain change processes may enable successful reorientations.
Mezias and Glynn (1993), for example, suggested that previ-
ously established routines may guide reorientations in such a
way that competencies are not destroyed.

Questions have also been raised about how frequent true re-
orientations of the type suggested by Tushman and Romanelli
are. Cooper, Hinings, Greenwood, and Brown (1996) recently
suggested that instead of true reorientations, the types of
change that typically occur involve one layer of orientation
placed on top of another layer that represents the prior orienta-
tion. Reger, Gustafson, DeMarie, and Mullane (1994) also
suggested that changes may often include this type of middle
ground.

As noted earlier, punctuated equilibrium theories
(Gersick, 1991; Tushman & Romanelli, 1985) emphasize the
life cycle motor (the normal interspersing of evolutionary and
revolutionary periods) but combine it with the teleological
motor. Organizational actors, especially leaders, purposefully
respond to environmental conditions that require a particular
type of change in order to achieve effectiveness.
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The Dialectic Motor

The dialectic motor describes organizational change as the re-
sult of conflict between opposing entities. New ideas and val-
ues must directly confront the status quo. This motor builds
from the Hegelian process of a thesis and antithesis coming into
direct conflict. There are then several paths that may be taken,
including separating the thesis and antithesis, attempting to
create a synthesis of them, and attempting to embrace the dif-
fering perspectives (e.g., Baxter & Montgomery, 1996; Seo
et al., 2001). Some argue that achieving a synthesis that appears
to close off change may be less productive than developing or-
ganizational capacity to embrace conflicting approaches (cf.
Bartunek, Walsh, & Lacey, 2000).

The dialectic motor often drives cognitive and political
change theories and plays a prominent role in schematic
change theories and communicative change models. It also
forms the basis for a number of organizational development
approaches outlined in the next section.

Schematic Change. Schematic models of change build
from an understanding of individual cognitive processing to
understand how changes occur in shared schemas. Schemas
are cognitive frameworks that provide meaning and struc-
ture to incoming information (Mitchell & Beach, 1990).
Organizational change is categorized by the level of change
in the shared schemas. First order change occurs within
a shared schema and second order change involves change
in the shared schema (Watzlawick, Weakland, & Fisch,
1974).

Change in schemas typically occurs through a dialectic
process triggered by the misalignment of a schema in use
with the context (e.g., Labianca, Gray, & Brass, 2000). If a
situation does not fit within an expected schematic frame-
work, the person shifts to an active processing mode (Louis
& Sutton, 1991). In this mode, the individual uses environ-
mental cues to generate a new schema or modify an existing
one. The direct comparison of the schema (thesis) to the con-
text (antithesis) creates the change.

This schematic dialectic is applied to organizational
change through change in shared schemas. Bartunek (1984)
proposed that organizational schema change required a
direct conflict between the current schema and the new
schema. Such conflict between schemata underlies large-scale
organizational changes including major industry change
(Bacharach, Bamberger, & Sonnenstuhl, 1996), organiza-
tional breakup (Dyck & Starke, 1999), organizational identity
change (Dutton & Dukerich, 1991; Reger et al., 1994), and or-
ganizational responses to new economic systems (Kostera &
Wicha, 1996).

Communicative Change Theories. Drawing from no-
tions of social construction (Berger & Luckmann, 1966) and
structuration (Giddens, 1984), several theorists have begun to
consider change as an element of social interaction. Change is
recognized and generated through conversation and other
forms of communication (J. D. Ford, 1999a; J. D. Ford & Ford,
1995). Organizations consist of a plurality of perspectives that
are revealed through conversation (Hazen, 1994) that form the
context for all organizational action. When different perspec-
tives meet through conversation, either a synthesized perspec-
tive is generated or one perspective is spread. New and old
perspectives coexist within the organization at the same time
as the newer synthesized understanding diffuses through mul-
tiple conversations (Gilmore, Shea, & Useem, 1997). Whether
the end result is synthesis or diffusion is partially determined
by the significance of the perspectives and interaction to the
identities of the participants (Gergen & Thatchenkery, 1996).
Significant organizational change typically requires new orga-
nizational language that results from the conversational di-
alectic (Barrett, Thomas, & Hocevar, 1995) and that realigns
discordant narratives and images (Faber, 1998).

The Evolutionary Motor

The evolutionary motor focuses on change in a given popula-
tion over time. It involves a continuous cycle of variation,
selection, and retention. Evolutionary theories of organiza-
tional change focus on environmental conditions that create
inertial pressures for organizational change. Change theories
built around this motor begin with the assumption that one
must understand the environmental setting of an organization
in order to understand the dynamics of change. Organizations
evolve based on their ability to respond and adapt to these
powerful external forces. In the early 1990s the evolutionary
motor was most evident in population ecology models. How-
ever, it is also the driving force of change in recent research
on the rate of organizational change and in theories of insti-
tutional change.

Internal Change Routines. Research on organizational
routines applies variation, selection, and retention to intraor-
ganizational processes by considering how individual actions
are selected and retained within the population of organiza-
tion members.

Nelson and Winter (1982; see also Feldman, 2000) pro-
posed that organizations develop routines, or patterns of
action, that drive future action. Routines become more devel-
oped and complex as they are used. Routines that involve
changing current routines are called modification routines.
Like other organizational routines, modification routines can
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be relatively stable over time, leading the organization to
approach organizational change in a consistent manner. Well-
developed routines of organizational change enable an orga-
nization to adjust to different demands for change by
modifying the content of the change but using a consistent
process to manage the change (Levitt & March, 1988).

Experience with a certain type of change enables an organi-
zation to refine its routines for implementing that type of
change. As a result, the organization develops expertise with
that type of change and may be more likely to initiate similar
changes in the future. For example, in their study of the Finnish
newspaper industry, Amburgey et al. (1993) found that experi-
ence with a certain type of organizational change increased
the likelihood that a newspaper would initiate a similar type
of change again. They argued that this process occurs because
the organization develops competence with the change type.
Thus, costs of change are lowered and the organization is
likely to see the change as a solution to an increasing number of
problems.

Hannan and Freeman (1984) used the notion of organiza-
tional routines to explain how organizations attempt to in-
crease the reliability of their actions and enable organizations
to create conditions of stability in relatively unstable envi-
ronments. They posited that these routines institutionalize
certain organizational actions and create organizational iner-
tia, which hinders the organization’s ability to change. Kelly
and Amburgey (1991) extended this model by showing that
the same routinization processes that create inertia can also
create momentum. Routines that institutionalize a certain rate
of change create conditions that encourage change consistent
with those routines. While disruptions in routines brought
about by organizational change can destroy competencies
(Levitt & March, 1988), that same organizational change can
create competencies that make future organizational change
more effective (Amburgey & Miner, 1992).

S. L. Brown and Eisenhardt (1997) found that organiza-
tions establish an internal pacing mechanism to operate in a
constantly changing environment. For example, managers
plan to release new versions of their products every nine
months or set goals targeting a certain amount of income that
needs to come from new products each year. While orga-
nizations continue to respond to environmental changes,
they may devote a larger percentage of their resources to
developing internal capabilities to change regardless of in-
dustry pressures.

Institutional Change. Institutional theory is often asso-
ciated with stability rather than with change. Organizations
grow more similar over time because the institutional
environment provides resources to organizations that con-

form to institutional norms that create barriers to innovations
(North, 1990; Zucker, 1987). However, as Greenwood and
Hinings (1996) noted, theories of stability are also theories of
change.

Institutional theory proposes that organizational actions are
determined by the ideas, values, and beliefs contained in the
institutional environment (Meyer & Rowan, 1977). Strong
institutional environments influence organizational change
by legitimating certain changes and organizational forms
(DiMaggio & Powell, 1991). In order for an organizational
change to be successful, it needs to be justified within the in-
stitutional system of values (D’Aunno, Sutton, & Price, 1991).
In addition, broader institutional forces sometimes trigger or-
ganizational change (Greenwood & Hinings, 1993) or provide
comparisons that in turn prompt such change (Fligstein, 1991;
Greve, 1998).

Institutional change theories rely on the evolutionary
motor to understand the dynamics of change. Isomorphic
pressures on organizations act as a selection and retention
process for validating organizational changes. However, in-
stitutional theorists emphasize that organizational actors play
a part in creating the institutional forces that restrain them
(DiMaggio & Powell, 1991; Elsbach & Sutton, 1992; Oliver,
1991; Suchman, 1995). Thus, institutional models of change
have begun to build teleological motors into theories of insti-
tutional change by considering the strategic actions of
institutional actors (Bloodgood & Morrow, 2000; Johnson,
Smith, & Codling, 2000). For example, Creed, Scully, and
Austin (forthcoming) illustrated how organizational activists
selectively use available institutional logics to legitimate
controversial changes in workplace benefits policies.

Summary of Change Process Research

Change process theory continues to develop and evolve. Dur-
ing the past decade new approaches to understanding change
processes have emerged from each change motor identified
by Van de Ven and Poole. Contemporary theorizing fre-
quently draws from multiple motors with comparatively
great attention to the teleological motor. Attempts to under-
stand such multilevel issues as institutional agency, innova-
tion, and temporal pacing of organizational change require
that researchers build links between theories of individual
change and theories of organizational change. Interactions
between research on individual resistance to change, organi-
zational-level political pressures, and institutional constraints
can lead to further clarification of change process at each
level. Thus, multilevel theorizing can expand our understand-
ing of change processes and may lead to the identification of
additional change motors.
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Samples of Contemporary Interventions
in Organizational Development

Several approaches to intervention characterize contempo-
rary organizational development. It is neither possible nor de-
sirable to give a complete list here. In this section, however,
we identify some organizational development interventions
that have been prominent since the early 1990s. We start at
this date in order to capture trends present since Porras and
Robertson’s (1992) review of the field. (Some of these, how-
ever, were developed in advance of 1990.) All the approaches
we summarized have been used in a number of countries
around the globe.

Our review includes articles published in both academic
and practitioner journals. It is not meant to be exhaustive, but
illustrative of the theories that have drawn the most attention
in the 1990s. These approaches include appreciative inquiry,
learning organizations, and large-scale interventions. We also
discuss employee empowerment. There is no one universally
accepted method of accomplishing empowerment, but it is a
more or less explicit goal of much organizational develop-
ment work as well as an expected means through which or-
ganizational development efforts achieve their broader ends.

Appreciative Inquiry

Cooperrider and Srivastva (1987) introduced appreciative
inquiry as a complement to other types of action research.
Since then appreciative inquiry has emerged as a widely used
organizational development intervention. Since 1995, arti-
cles about appreciative inquiry have dominated practitioner
journals such as the OD Practitioner and Organization De-
velopment Journal (e.g., Sorenson, Yaeger, & Nicoll, 2000).
Appreciative inquiry builds from several important assump-
tions. First, social systems are socially constructed; people
create their own realities through dialogue and enactment.
Second, every social system has some positive working ele-
ments, and people draw energy for change by focusing on
positive aspects of the system. Third, by focusing on building
consensus around these positive elements and avoiding
discussion of the negative aspects of the system, a group will
create momentum and energy toward increasing the positives
there.

Recent writings on appreciative inquiry highlight the social
constructionist focus on dialogue as a way to enact a reality.
Most articles and books on appreciative inquiry use case stud-
ies and frameworks for appreciative discussions to help practi-
tioners lead appreciative inquiry interventions (Barrett, 1995;
Bushe & Coetzer, 1995; Cooperrider, 1997; Rainey, 1996; Sri-
vastva & Cooperrider, 1999). Driving these case studies is the

observation that by focusing on the positive elements about
“what is,” participants create a desire to transform the system.
In a recent critique of appreciative inquiry, Golembiewski
(1998) argued for a more balanced examination of the benefits
of this type of intervention and increased attention to how ap-
preciative inquiry might connect with other approaches and
theories of change.

Appreciative inquiry is playing an increasingly important
global role. It has been successful as an approach to global
consultation efforts (e.g., Barrett, 1995; Barrett & Peterson,
2000), in part because it emphasizes appreciation of different
approaches. Mantel and Ludema (2000), for example, de-
scribed how appreciative inquiry creates new language that
supports multiple positive ways of accomplishing things.
This is particularly important in a global setting in which
people are operating out of very different perspectives on the
world (Tenkasi, 2000).

Large-Group Interventions

As noted at the beginning of this chapter, the primary con-
ceptual basis for organizational development has been action
research. As it was originally designed, action research cus-
tomarily begins by searching out problems to be addressed.
However, Bunker and Alban (1996) recounted that by the
1970s some concern had been raised about this approach;
Ronald Lippitt believed that starting with problems caused
organization members to lose energy and to feel drained and
tired. (Similarly, appreciative inquiry starts with positive,
rather than negative, features of an organization.)

Lippitt saw problem solving as past oriented. He believed
that focusing on the future, rather than the past, would be
more motivating. Thus, he began to engage organization
members in thinking about their preferred futures (Lippitt,
1980). Attention to a future organization member’s desire is a
first major emphasis of many large-group interventions. A
second emphasis is on gathering “the whole system,” or, if
the whole system is not possible, representatives of a large
cross section of the system (at least 10% of it), to contribute
to future planning. One reason for the prominence of large-
group interventions is recent emphasis on organizational
transformation. Many (though not all) large-group interven-
tions are designed to help accomplish transformation, based
on the expectation that in order to transform a system, suffi-
cient numbers of organization members with power to affect
transformational processes must participate in change efforts.
Filipczak (1995) noted that the typical aims of large-group in-
terventions include such foci as changing business strategies,
developing a mission or vision about where the company is
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headed in the next century, fostering a more participative
environment, and initiating such activities as self-directed
work teams or reengineering the organization.

A wide variety of large-group interventions have been de-
veloped in recent years (e.g., Bunker & Alban, 1997; Holman
& Devane, 1999; Weber & Manning, 1998). A list of many of
these, along with very brief summary descriptions of each, is
presented in Table 13.1. To give a more concrete sense of the
different types of large-group interventions, we briefly intro-
duce two of the interventions currently in practice: the search
conference and workout.

Search Conferences. Search conferences represent one
of the oldest forms of large-group interventions. They were
originally developed in England by Emery and Trist (1973) in
the 1960s, and have been further developed by Emery and
Purser (1996). They have been used in a number of different
countries (e.g., Babüroglu, Topkaya, & Ates, 1996; Emery,
1996).

Search conferences basically take place in two- to three-
day offsite meetings in which 20 to 40 organizational
members participate. Participants are chosen based on their
knowledge of the system, their diversity of perspectives, and
their potential for active participation.

Search conferences involve several phases, each of which
includes multiple components. First the participants pool
their perceptions of significant changes in their environment
that affect their organization. Next they focus attention on the
past, present, and future of their organization, ending with the
generation of a shared vision based on participants’ ideals for
a more desirable future. The intent is to develop long-term
strategies that enhance the system’s capacity to respond to
changing environmental demands. In the final phase they
work on next steps, action plans, and strategies for dealing
with the environment.

The conference structure is explicitly democratic, and par-
ticipants are fully responsible for the control and coordination
of their own work. All data collected are public. The expecta-
tion is that as diverse participants begin to see mutually shared
trends in their environment, they will recognize a common set
of challenges facing the organization and its members and
will also recognize that these common challenges will require
cooperation.

Workout. Workout is a process developed at General
Electric that was aimed at helping employees address and
solve problems without having to go through several hierar-
chical levels. It has been successful enough at GE that its use
has been expanded to many other organizations.

Workout sessions involve several steps (Bunker & Alban,
1996). First, a manager introduces the problem on which a
group with expertise pertinent to the problem will work. Then
the manager leaves, and the employees work together for ap-
proximately two days on the problem. The manager returns,
and the employees report proposals regarding how to solve the
problems. On the spot, the manager must accept the proposals,
decline them, or ask for more information. If the manager re-
quests more information, the process that will follow in order to
reach a decision must be specified.

No blaming or complaining is allowed. Employees
who do not like something are responsible for developing a

TABLE 13.1 Summary Listing of Large-Group Interventions

Intervention Summary Description

Future Search A 3-day conference aimed at helping representa-
tives of whole systems envision a preferred
future and plan strategies and action plans for
accomplishing it.

Real-time strategic Conference aimed at enabling up to 3,000
change organizational members consult on major issues

facing their organization.

Open Space A loosely structured meeting that enables groups
Technology of organization members ranging in size from

a small group to 1,000 individuals develop their
own agendas in relationship to prespecified
organizational concerns.

Search Conferences Participative events that enable a diverse group
of organization members to identify their desired
future and develop strategic plans to implement
to accomplish this future.

Participative design Workshops based on the search conference
workshops model in which groups of employees participate

democratically in designing, managing, and
controlling their own work.

Simu-real Workshops in which organizational members
work on real problems in simulated settings that
enable them to learn how their organization
approaches tasks and to determine what they
would like to change.

Workout Meetings in which groups of employees brain-
storm ways to solve an organizational problem.
Managers typically must accept or reject
solutions in a public forum at the conclusion of
the meeting.

Conference model A series of conferences through which organiza-
tion members study the correspondence between
their own work and their desired future and
develop new designs for work.

ICA strategic A method designed to maximize the participation
planning process† of community members in change processes that

affect them by means of focused conversation,
workshops, and event planning.

Note. Descriptions of the interventions are taken from Bunker and Alban
(1996) and Weber and Manning (1998).
†ICA stands for The Institute of Cultural Affairs.
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recommended action plan and then volunteering to imple-
ment it.

Learning Organizations

The idea that organizations and their members learn has been
present for decades. However, most scholarly attention to
learning focused on learning as an adaptive change in behav-
ioral response to a stimulus, particularly the learning of
routines (e.g., Levitt & March, 1988). Learning was not nec-
essarily viewed as desirable for the organization.

In the 1970s, however, Argyris and Schön (1978) intro-
duced learning in a positive way, as a means of improving or-
ganizations. Argyris and Schön and others (e.g., Feldman,
2000) argued that learning must include both behavioral and
cognitive elements and involve the capacity to challenge rou-
tines, not simply enact them. This formulation was the basis
for the learning organization, which in recent years has been
one of the most popular business concepts. Communities of
researchers and practitioners who study and practice learning
organizations have emerged and grown rapidly (Easterby-
Smith, 1997; Tsang, 1997).

More than any other written works, Peter Senge’s (1990)
best-selling book, The Fifth Discipline, and the workbooks that
have followed, The Fifth Discipline Fieldbook (Senge, Kleiner,
Roberts, Ross, & Smith, 1994) and The Dance of Change,
(Senge et al., 1999), have been responsible for bringing the
learning organization into the mainstream of business thinking
(Seo et al., 2001). For Senge (1990), a learning organization is
“an organization that is continually expanding its capacity to
create its future” and for which “adaptive learning must be
joined by generative learning, learning that enhances our ca-
pacity to create” (p. 14). Senge described five different “disci-
plines” as the cornerstone of learning organizations: (a)
systems thinking, learning to understand better the interdepen-
dencies and integrated patterns of our world; (b) personal mas-
tery, developing commitment to lifelong learning and
continually challenging and clarifying personal visions; (c)
mental models, developing reflection and inquiry skills to be
aware, surface, and test the deeply rooted assumptions and gen-
eralizations that we hold about the world; (d) building shared
vision, developing shared images of the future that we seek to
create and the principles and guiding practices by which to get
there; and (e) team learning, group interaction that maximizes
the insights of individuals through dialogue and skillful discus-
sion and through recognizing interaction patterns in teams that
undermine learning. The workbooks describe ways to accom-
plish these disciplines and challenges to sustain the momentum
of learning. For example, Senge et al. (1994) described “left-
hand column” and “ladder of inference” methods to help

increase the ability to recognize one’s mental models. They de-
scribed dialogue as a way in which group members can think
together to foster team learning, and they described ways in
which people might draw forth their own personal visions as a
way of developing personal mastery.

The learning organization envisioned and promoted by
Senge and his colleagues is only one of the many versions
of learning organization currently available, although most
other authors owe at least some of their approach to Senge’s
work (e.g., Garvin, 1993; Lipshitz, Popper, & Oz, 1996; Nevis,
DiBella, & Gould, 1995; Watkins & Marsick, 1994). For ex-
ample, Nevis et al. (1995) defined a learning organization as
one that is effective at acquiring, sharing, and utilizing knowl-
edge. Garvin (1993) viewed systematic problem solving and
ongoing experimentation as the core of a learning organization.

We mentioned several intervention tools aimed at facilitat-
ing the development of learning organizations. An additional
tool, learning histories, is particularly important. Learning his-
tories are extended descriptions of major organizational
changes that are designed to help organizations reflect on and
learn from their previous experiences (Bradbury & Clair, 1999;
Kleiner & Roth, 1997, 2000; Roth & Kleiner, 2000). They in-
clude an extensive narrative of processes that occur during a
large-scale change event in an organization. The narrative is
composed of the people who took part in or were affected by
the change. They also include an analysis and commentary by
“learning historians,” a small group of analysts that includes
trained outsiders along with insider members of the organi-
zation. The analysts identify themes in the narrative, pose
questions about its assumptions, and raise “undiscussable” is-
sues surfaced by it. Thus, learning histories are ways for orga-
nization members to reflect on events that happened and learn
about underlying processes in their organizations from this
reflection.

Empowerment

Although there has not been agreement on standard interven-
tion processes to develop employee empowerment, there is
little doubt that achieving empowerment is a major emphasis
of much organizational development and similar consulting.
It has been emphasized since Peter Block’s (1987) influential
book The Empowered Manager.

There is considerable variation in how empowerment is un-
derstood. For example, Ehin (1995) described empowerment
as a frame of reference that incorporates deep, powerful, and
intimate values about others, such as trust, caring, love, dig-
nity, and the need for growth. In the context of work teams,
Mohrman, Cohen, and Mohrman (1995) described empower-
ment as the capability of making a difference in the attainment
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of individual, team, and organization goals, and they sug-
gested that it includes adequate resources and knowledge of
the organization’s direction. Thomas and Velthouse (1990),
followed by Spreitzer (1996), focused on empowerment in
terms of cognitive variables (task assessments) that determine
motivation in individual workers.

Just as there are multiple definitions of empowerment,
there are multiple mechanisms in organizations that may be
used to help foster it. These may include structural factors
(Spreitzer, 1996) and attempts to redesign particular jobs so
that they include more of the individual task components that
make up empowerment (Thomas & Velthouse, 1990). Most
frequently, the means by which empowerment is discussed
as being fostered in organizations is through participation
in organizational decision making (e.g., Hardy & Leiba-
Sullivan, 1998) and enhancement of the organizational mech-
anisms (e.g., knowledge, resources, or teams) that help
employees participate in decision making (Bowen & Lawler,
1992).

The types of interventions we have described—
appreciative inquiry, the various large-group interventions,
and learning organizations—all include empowerment of em-
ployees as central components. In all of these interventions it
is groups of employees as well as managers who contribute to
both organizational assessment (e.g., through appreciative in-
quiry and through various learning exercises, including the
construction of learning histories) and organizational change
(e.g., through planning solutions such as in workout sessions,
and in reflecting future planning for the organization). Em-
powerment is both a means by which these interventions take
place and an expected outcome of them.

Implementation Theories

Implementation theories address how actions generate change
and what actions can be taken to initiate and guide change. Por-
ras and Robertson distinguished types of implementation based
on whether they focused on intervention strategy, procedure, or
technique. Similar to the approach taken by Van de Ven and
Poole (1995), we focus on four “motors” of change—four pri-
mary implementation approaches that are expected to accom-
plish the desired change. These motors come primarily from
literature written for practitioners rather than literature written
for academics. They are participation, self-reflection, action re-
search, and narrative. Participation and action research have
been cornerstones of organizational development practice for
decades (French & Bell, 1999). However, what they mean in
practice has evolved. Self-reflection and narrative, while im-
plicit in some earlier organizational development work, have
become much more prominent recently. It is not surprising that

these methods play prominent roles in the organizational de-
velopment interventions describe dearlier.

Participation

Participation in organizational change efforts and, in par-
ticular, participation in decision making, formed the earliest
emphases of organizational development (French & Bell,
1999). Such participation is still viewed as important, but the
ways in which such participation is understood and takes
place have expanded, and there is greater awareness that em-
ployees do not always wish to participate in change efforts
(Neumann, 1989).

Earlier rationales for participation often centered on the
expectation that employees were more likely to accept deci-
sions in which they had participated. Now, however, the
rationale for participation is somewhat different, as expecta-
tions of the role of employees in participation expand. In
particular, there is now much more explicit emphasis on em-
ployees participating in inquiry about their organizations and
contributing necessary knowledge that will foster the organi-
zation’s planning and problem solving. This is illustrated in
the roles of employees in the various large-scale interven-
tions, as various participants are expected to reflect on and
contribute knowledge about the organization’s past as well as
its future (e.g., in search conferences). It is also illustrated in
the expectation that employees contribute to learning
processes in their organizations, for example, through the
various exercises designed to foster their own capacity and
in their contribution to learning histories. Creative new
means of participation such as GE’s workout sessions give
employees much more responsibility for solving problems
and acknowledge much more employee knowledge than was
often the case in the past.

Self-Reflection

The growing interest in large-scale transformation in or-
ganizations has been accompanied by a similar interest in
leadership of organizational transformation and thus in the
development of leaders who can blend experience and reflec-
tion in order to create lasting organizational change. Torbert
(1999) and Quinn et al. (2000) suggested that a primary
means by which leaders accomplish this is through self-
reflection and self-inquiry.

Torbert (1999) suggested that leaders need to develop the
ability to reflect while acting so that they can respond to
changing conditions and develop new understandings in the
moment. Individual transformation involves an awareness
that transcends one’s own interests, preferences, and theories,
enabling more holistic understanding of patterns of action
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and thought. Transformational leaders determine the appro-
priate method of transformation by cultivating a strong un-
derstanding of the context, including tradition, vision, and
organization and individual capabilities. The exercise of
transforming leadership affects the organization’s capacity
for transformation. In a longitudinal study of CEOs, Rooke
and Torbert (1998) found that five CEO’s that scored as trans-
forming leaders based on Torbert’s developmental scale
supported 15 progressive organizational transformations,
whereas five CEO’s that did not score as transforming leaders
supported no organizational transformations.

Advanced change theory (Quinn et al., 2000) proposed
that by modeling a process of personal transformation,
change agents enable deeper organizational change. This
process demands that change agents be empowered to take
responsibility for their own understanding (Spreitzer &
Quinn, 1996) and develop a high level of cognitive complex-
ity (Denison, Hooijberg, & Quinn, 1995). This generally re-
quires a change in values, beliefs, or behaviors, which is
generated by an examination of internal contradictions. The
leader creates opportunities for reflection and value change
through intervention and inquiry. The leader is constantly
shifting perspectives and opening up values and assumptions
for questioning. The more skilled organization leaders are at
generating deep personal cognitive change, the more likely it
is that the leaders will support or create deep organizational
change.

Action Research

Action research consists of a set of theories of changing that
work to solve real problems while also contributing to theory.
While the original models of action research emphasized the
solution of problems, models of action research developed in
later years include a wider array of emphases. In particular,
many contemporary action research models propose that
change can be triggered through a process of direct compari-
son between action and theory.

Participatory Action Research. Participatory action
research was developed largely by Whyte (1991) and his col-
leagues. It refers to a process of systematic inquiry in which
those experiencing a problem in their community or work-
place participate with researchers in deciding the focus of
knowledge generation, in collecting and analyzed data, and
in taking action to manage, improve, or solve their problem.

Action Science. Dialectic change theories envision
change as the outcome of conflict between a thesis and an-
tithesis. Action science focuses on how to bring the thesis and

antithesis into conflict. Argyris and Schön’s (1974) Model II
learning and Argyris, Putnam, and Smith’s (1985) action sci-
ence model provide a common base for dialectic action sci-
ence methods. Change is triggered by calling attention to
discrepancies between action and espoused values. Highlight-
ing differences between “theories in use” and “espoused
theories” generates the impetus for change. Argyris focused
on processes that enable double-loop learning and awareness
of underlying values guiding action. Individuals work to ex-
pose the mental models driving their action and to identify the
values and actions through which they influence their context.

Several other writers have expanded this approach to
change by highlighting the importance of understanding how
action is embedded in a broader system of values and mean-
ing. For example, Nielsen (1996) called for “tradition-
sensitive” change dialectic strategies in which the change
agent directly links the change with biases in the shared
tradition system.

Action Learning. Action learning, like action science,
has a goal of changing behavior by comparing behaviors and
theories. In an action science intervention, the individual
compares theories in use with espoused theories. In an action
learning intervention, the dialectic is between theoretical
knowledge and personal experience. Revans (1980) outlined
a process in which action learning groups work to understand
social theories and ideas by applying them to a real situation.
Participants use the theory to understand the logical implica-
tions of their experience and use the experience to internalize,
refine, and make sense of the theory. Because of its group em-
phasis, action learning focuses on interpersonal interactions
and their effects on project outcomes (Raelin, 1997).

Cooperative Inquiry. Cooperative inquiry was devel-
oped primarily by Reason and his colleagues (e.g., Reason,
1999). Cooperative inquiry is an inquiry strategy in which
those involved in the research are both coresearchers and co-
subjects. It includes several steps. First, a group of people
chooses an issue to explore and develop one or more means
by which they will explore it. Then they carry out the agreed-
upon action and report on its outcomes. Through this action
and reflection they become more fully immersed in their ex-
perience and are led to ask new questions. Finally, they recon-
sider their original questions in light of their experience.

Action Inquiry. Action inquiry (or developmental ac-
tion inquiry) has been developed primarily by Torbert and his
collaborators (e.g., Torbert, 1999). Briefly, it is concerned with
developing researchers’capacities in real time to increase their
attention by turning to its origin, to create communities of
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inquiry, and to act in an objectively timely manner. This is a
manner in which they become increasingly able to get multiple
types of feedback from their actions that can increase their
ability to act and to achieve personal congruity.

Narrative-Rhetorical Intervention

Narrative interventions highlight the role that rhetoric and
writing can play in generating organizational change. This
approach to change finds its theoretical roots in sense making
(Weick, 1995) and interpretive approaches to organizations
(Boje, 1991). Organizational actors partially create their real-
ity through the retrospective stories that they tell about their
experience and through future-oriented stories that they cre-
ate as a pathway for action. Convergence of narratives by or-
ganization members drives collective sense making (Boyce,
1995).

Organizational change can be generated through sharing of
stories and building consensus around new images of the future
(e.g., J. D. Ford, 1999b) in which the stories shift. The stories
thus offer a goal toward which organization actors can work,
and the role of the change agent is to assist organization mem-
bers in reconceiving their understandings (Frost & Egri, 1994)
by creating new stories. J. D. Ford and Ford (1995) identified
four types of conversations that drive change: initiative, under-
standing, performance, and closure. Initiative conversations
start a change process; understanding conversations generate

awareness; performance conversations prompt action; and clo-
sure conversations acknowledge an ending.

Several current organizational development practices rely
on a narrative theory of changing. Appreciative inquiry draws
on narrative organizational development theories by chal-
lenging organization members to generate local theories
of action. Barry (1997) identifies strategies from narrative
therapy that can enable organizational change. These in-
clude influence mapping, problem externalization, identify-
ing unique outcomes, and story audiencing. Using the case of
a high-technology research organization, O’Connor (2000)
illustrated how stories told during a strategic change link the
change with the past to highlight anticipated future problems
and accentuate how the past and present differ.

THE CONNECTION BETWEEN IMPLEMENTATION
THEORIES AND CHANGE PROCESS THEORIES

It is possible to construct a rough map of the links between par-
ticular implementation motors, interventions, and change
processes, especially as implementation motors would likely
occur in the interventions described earlier. Such a rough map
is depicted in Table 13.2. It indicates that implementation
strategies have been developed primarily for the teleological
motor, as this is expressed in its multiple forms. However, at
least one organizational development intervention potentially
applies to each of the other change process motors.

TABLE 13.2 Possible Relationships Between Change Process Models and Implementation Models as Expressed in Contemporary
Intervention Approaches

Implementation Models

Participation Reflection Action Research Narrative

Often used in appreciative Often used in appreciative Often used in learning Often used in
inquiry, large-group inquiry, large-group organizations, appreciative inquiry,
interventions, learning interventions, learning empowerment large-group intervention,
organizations, organizations learning organizations
empowerment

Change Process Motors

Teleological (e.g., strategy, X X X
cognitive framing, change 
momentum, continuous
change)

Life cycle (e.g., punctuated X X
equilibrium/transformation)

Dialectic (e.g., X X
schema change, 
communication change)

Evolutionary (e.g., internal X
change  routines, institutional
change)

Possible ways of implementing each change process model by means of one or more of the implementation approaches are indicated by X.
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TABLE 13.3 Change and Organizational Development Theory in the 1990s

% % Authors with
No. of Implementation Academic

Journal Articles Theory Affiliation

Academy of Management Journal 8 0 100
Administrative Science Quarterly 10 0 100
Academy of Management Review 16 13 93
Organization Studies 13 23 82
Strategic Management Journal 16 44 100
Organization Science 12 50 100
Journal of Management Studies 6 50 100
Journal of Organizational Change Management 18 72 89
Organization Development Journal 21 81 56
Journal of Applied Behavioral Science 14 86 57
OD Practitioner 34 88 29
Leadership and Organization Development 18 94 77
Other journal articles 15 47
Books and book chapters 13 46

Total 209 50 82

THE DIVIDE BETWEEN IMPLEMENTATION
THEORIES AND CHANGE PROCESS THEORIES

The fact that some organizational development interventions
are applicable to the different change process theories means
that they represent potential means for fostering these differ-
ent types of change. It does not mean that authors who describe
the different types of change motors reference organizational
development work or that the implementation models refer-
ence the change process theories. In most cases there is no ex-
plicit connection between them. To the contrary, we believe
that there is a fairly strong divide between those who focus on
change process models and those who focus on particular in-
terventions and their underlying implementation models.

To test whether this appeared to be true, we took a closer
look at where change process theories were being published
and where implementation models and descriptions of inter-
ventions were published during the 1990s. We examined 209
articles published since 1990 whose central ideas involved
change process theory and implementation theory (this list of
articles is available from the primary author). We only in-
cluded articles that had obvious implications for change
process or implementation theories.

Table 13.3 provides a summary of our findings. It shows
that for the most part there is a segregation between journals
publishing theories of change processes and journals publish-
ing implementation theories. Only a few journals consis-
tently published both types of change research work. Those
that appeared often in our investigation include Organization
Science, Journal of Management Studies, and the Strategic
Management Journal (although with a larger sample some
others also fit into this category).

We sorted the journals into three groupings and sought to
understand whether there were any fundamental difference
among the groupings. The first, and perhaps most obvious,
difference is that journals that published implementation the-
ory articles had a larger percentage of authors with nonacad-
emic affiliations (Table 13.1, column 3). While a majority of
the implementation theory articles were written by authors
with academic affiliations, virtually all of the change process
theory articles were written by authors with academic affilia-
tions. Second, a comparison of citations within the articles
shows that while implementation theory articles referenced
change process theory articles, authors of change process the-
ory articles rarely cited implementation theory articles. The
findings suggest a low level of interaction between these two
approaches to change theorizing. In particular, academic
scholars are paying comparatively little attention to practices
through which change is facilitated. The overlap of the two
knowledge networks is created by the journals that publish
both types of work and by a few individual researchers who
publish in both theoretical areas. In general, there is relatively
little information passing from one knowledge network to the
other. Several knowledge transfer barriers limit the knowl-
edge flows between these two networks. Attempts to create
more integration between change process and implementa-
tion models need to find ways around these barriers.

Barrier 1: Different Knowledge Validation Methods

We found a wide array of knowledge validation strategies in
the change process theory and implementation theory litera-
tures. These are the methods used to convey the significance
and legitimacy of authors’ theories and conclusions. They
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include appeals to previous research, clear and logical re-
search designs, appeals to the authors’ expertise, and use of
detailed cases. An author’s choice of knowledge validation
strategy is determined by the targeted audience of the article
and the author’s own understanding of what determines
knowledge validity.

Examination of the articles reveals strong norms of homo-
geneity within journals and within articles. Authors tend to
cite other articles that employ similar knowledge validation
methods, and journals tend to favor a certain knowledge val-
idation method. This homogeneity enables clear progression
of research because it makes it easy for the reader to under-
stand how the current article builds from previous similar
work. However, it can also hinder knowledge transfer be-
tween knowledge networks. References to previous work are
typically limited to work in journals that employ similar
strategies for legitimating knowledge.

Method variety within a journal provides one potential
pathway around this knowledge transfer barrier. For exam-
ple, a few journals, such as Organization Science, publish
research using a wide range of methods. However, this diver-
sity at the level of the journal is not mirrored at the article
level. Authors still tend to reference other research using
similar methodologies.

Epistemological understanding about knowledge may act
as a larger barrier to knowledge transfer than methodological
homogeneity. Many change process articles use a hypothesis-
testing format to identify generalizable knowledge about
organizational change. Writers of these articles attempt to
persuade the reader of the legitimacy of their theory and con-
clusions by highlighting links with previous research findings
and carefully describing the methodology and analysis of the
study.

Implementation articles, on the other hand, often do not
attempt to generalize their findings. These authors provide
detailed descriptions of the context of the study that readers
can use to link the article and theory to their own situation.
The contextual approach of implementation fits an expertise-
based epistemology. That is, expertise is developed through
experience in similar situations; practitioners can gain exper-
tise by reading detailed cases and attempting to connect those
cases with their personal experience. The detailed descrip-
tions in case-based articles enable readers to determine
whether and how the theory is applicable to their situations
and how it contributes to their expertise.

Epistemological differences between change process and
implementation articles are similar to Geertz’s (1983) dis-
tinction between “experience-near” and “experience-far”
concepts. People use experience-near concepts to explain
what they experience and to describe the experience to

others. The goal is to communicate a sense of the immediate
context. Specialists use experience-far concepts to map their
observations and categorize them as part of a larger abstract
body of knowledge. Academics often dismiss experience-
near approaches as not rigorous enough; practitioners often
dismiss experience-far approaches as not applicable to many
contexts.

Barrier 2: Different Goals and Audiences

The journals included in our review have differing goals and
audiences. The grouping of journals according to their ten-
dency to publish change process or implementation theory
articles is consistent with the journal audience. Thus, journals
geared toward managers or organizational development
practitioners offer more guidance on how to affect change.
For example, the mission of the OD Practitioner is to present
information about state-of-the-art approaches to organiza-
tional development diagnosis and intervention. The articles
in the OD Practitioner include well-developed implementa-
tion theories that are supported by case studies, appeals to
practice, and connections with previous articles and books
regarding similar issues.

As one example, the OD Practitioner sponsored a recent
special issue on appreciative inquiry, which is becoming a
widely adopted organizational development intervention
technique (Sorenson et al., 2000). Yet we found compara-
tively little acknowledgement of appreciative inquiry in more
academically oriented research and writings on organiza-
tional change and development. The academic silence and
practitioner enthusiasm about appreciative inquiry illustrates
the significance of the practitioner/academic theoretical di-
vide. As Golembiewski (1998) noted, appreciative inquiry
challenges several assumptions of previous research on resis-
tance to change (Head, 2000). Academic theorizing about
change would benefit from more attention to the questions
raised by appreciative inquiry practitioners. But as long as
theoretical discussions of appreciative inquiry remain limited
to practitioner-oriented journals, the theoretical implications
risk being ignored by those developing and testing change
process theories.

The journals with a mix of change process and implemen-
tation theories may provide some insight into the barriers be-
tween academic-practitioner knowledge transfer. We suggest
some characteristics of these journals that may offer guidance
on this issue. The Strategic Management Journal included
several change-related articles that have a strong teleological
element (Barr et al., 1992; Fombrun & Ginsberg, 1990; Gioia
& Chittipeddi, 1991; Greve, 1998; Simons, 1994). As would
be expected in a strategy journal, the primary focus is on
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managerial action. Discussions of research results lead natu-
rally into implications for practicing managers or change
agents. Although the research designs in Strategic Manage-
ment Journal are similar to those reported in Academy of
Management Journal and Administrative Science Quarterly,
the teleological, planned-change focus is similar to that of
the practitioner journals such as the OD Practitioner and the
Harvard Business Review. This mix may provide a template
for communicating practitioner experience to academic re-
searchers. Organization Science also publishes both change
process and implementation articles. Several Organization
Science articles provide implementation theories grounded in
change process research (e.g., Bate, Khan, & Pye, 2000;
Denison et al., 1995: Kimberly & Bouchikhi, 1995; Kuwada,
1998). The result is an emergent understanding of the process
underlying change and how it can be influenced. These jour-
nals have an academic audience but may provide a channel
for practitioner-developed theory because of their close affi-
liation with managerial concerns and their willingness to
publish innovative process-driven work.

Barrier 3: Different Theoretical Antecedents

Some change process theories have recently paid more atten-
tion to implementation. This convergence is occurring as
change process theorists build teleological motors into their
existing models, since the teleological motor offers a natural
common ground for integrating change process and imple-
mentation models. However, the similarity of converging ap-
proaches can be overlooked if the writers are unaware of each
other’s work. This is particularly the case when there are
differing theoretical antecedents behind the change process
theories.

One illustration of this barrier is found in recent work on in-
stitutional agency and dialectic action research. Foster (2000)
showed how both streams of research have addressed the issue
of how actors can initiate and guide change in existing institu-
tional structures. Institutional theorists have used this line of
inquiry to expand understanding of institutional change theo-
ries (Barley & Tolbert, 1997), whereas action research theo-
rists have focused on improving change agent effectiveness in
changing broad tradition systems (Nielsen, 1996).

Despite the similarity of interest, neither stream of research
is drawing on the insights of the other stream. Institutional
theorists struggle to identify skills and strategies that enable
change to the institutional structure (Fligstein, 1997). Build-
ing from individual cognitive theories, action research writers
have identified successful strategies for institutional change
(Argyris et al., 1985). Recent action research work has explic-
itly tied actor strategies with changes in the tradition system
(Austin, 1997; Nielsen, 1996), which is similar to the institu-

tional structure. This recent focus of action research on tradi-
tion systems considers how change agents are constrained by
pressure to connect their change strategy with widely held so-
cial values. Building from sociological theories of organiza-
tional fields, institutional researchers have outlined a process
of isomorphism and legitimation that offers insight into what
strategies will fit within a given field (DiMaggio & Powell,
1991; Greenwood & Hinings, 1996).

Further indication of the importance of theoretical com-
monalities for information transfer is shown through linkages
between communicative change theories and narrative orga-
nizational development theories. Articles in these two areas
of inquiry have more cross-referencing than any other set of
change process theories and implementation theories. These
fields draw from the same theoretical roots: social construc-
tionism and social cognition. Recent articles (J. D. Ford,
1999b; O’Connor, 2000) acknowledge and build on previous
work in both fields. Their common roots may enable easy
transfer of research by providing a common language and
understanding of acceptable method of inquiry. Schematic
change theory and action research theories also have substan-
tial overlap. However cross-referencing is more pronounced
in schematic change theory than in action research. Both
change theories, communicative and schematic, use the di-
alectic motor. The close linkages with change process models
suggest that the dialectic motor, like the teleological motor,
may provide a fruitful framework for future integration of
change process theories and implementation theories.

STRATEGIES FOR OVERCOMING BARRIERS
TO KNOWLEDGE TRANSFER

A sense-making approach to knowledge transfer (Weick,
1979, 1995) assumes that individuals actively select informa-
tion from their environment and make determinations about
its relevance and meaning. Individuals compare the new
information with their current cognitions and attempt to inte-
grate it into their personal schemas or reject it as irrelevant.
The barriers to knowledge transfer identified earlier cause
individuals to reject the new information as irrelevant. Indi-
viduals do not see how the information fits within their
schemas because the information does not fit their perception
of valid knowledge validation methods or because it builds
from an unknown theoretical tradition. For the information to
be accepted and used, it must be linked in some way with the
receiving individual’s conception of relevant knowledge.

The notion of idea translation (Czarniawska & Joerges,
1996) provides some insights on how the sense-making
process between change process theories and implementation
theories is being limited. Czarniawska and Joerges proposed
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that ideas do not simply move unchanged from one local set-
ting to another, but are transformed when moved into a new
setting. They further proposes that ideas are ambiguous: They
are given meaning through their connection with other logics,
through action taken on them, and through the ways in which
they are translated for new settings. Translation includes inter-
pretation and materialization. Interpretation occurs when the
idea is connected with other already-understood words and
values. Understanding of the idea depends on what words and
values the idea is connected with in this stage. The same idea
will be interpreted differently by different individuals. The
communicator can guide this stage in translation by offering
suggested words and values to use to understand the new idea.
Materialization occurs when individuals act on the new idea. It
becomes embedded in a complex of ideas motivating the ac-
tion, and this leads to further transformation of the idea as
feedback may lead to its modification or rejection. The com-
municator has less control over this part of the process.

Change and organizational development theorists translate
ideas through interpretation when they connect their work
with widely known words, stories, and values. As an example,
a change process theory may be translated into an implemen-
tation theory when the writer presents the planned, purposeful
action of managers engaged in the change process. An imple-
mentation theory may inform a change process theory when
the writer describes how a particular approach, such as action
research, affected the outcome of the change process (e.g., a
particular transformation attempt). Change process and im-
plementation theorists translate ideas through materialization
when they report on results of theoretically motivated change
attempts. Through their description of the action, the theory is
“made real” and is subsequently transformed.

There are some excellent templates for how translation be-
tween change process theory and implementation theory
would look in practice. We describe some of them below.

Same-Author Translation

Writers may translate their own research for a new audience.
Because the translation process changes the content of the
idea, it may include subtle shifts. Eisenhardt and Brown’s
work on change pacing is one illustration of this type of trans-
lation. S. L. Brown and Eisenhardt developed a theory of
change (1997) published in an academic journal. In sub-
sequent publications, a Harvard Business Review article
(Eisenhardt & Brown, 1998a) and a book (Eisenhardt &
Brown, 1998b), they translated their change theory for a man-
agerial audience. In the process of translation, their theory was
transformed into an implementation theory. In their 1997 arti-
cle S. L. Brown and Eisenhardt focused attention at the orga-
nization level of analysis to learn how organizations

continuously change. They used a multiple-case inductive
research method to develop a theory of continuous organi-
zational change that identifies the significance of limited
structure and extensive communication, experimental
“probes” to attempt to understand the future, and transition
processes that link the present with the future. These organiza-
tional practices combine to enable change through flexible
sense-making processes. In their later journal article and book,
Eisenhardt and Brown shifted their focus to managerial action.
They built from their theory of change and recommended spe-
cific strategies for managing change in markets that are con-
tinually shifting. These recommendations include strategies
for establishing performance metrics, generating transitions,
and understanding and establishing rhythms. Taken together,
the strategies provide an implementation theory based on or-
ganizational temporal rhythms and heedful engagement with
the constantly shifting market. The authors illustrated their
points with stories demonstrating how managers at well-
known technology companies have enabled their companies
to prosper in chaotic environments.

This translation process subtly changed the idea of time
pacing. The focus moved from the organization level to the
strategic, managerial level. The shift to managerial action
provides a more explicit teleological focus to the theory. The
translation also involves a different writing style that relies
less on reporting the methodology and more on story telling.
This changes the goal behind the writing from generalizabil-
ity to contextualizing. The methodology in the 1997 article
indicates limitations of the theory, whereas the stories in sub-
sequent articles invite readers to find the commonality be-
tween the story and their own contexts. One aspect that made
this translation easier to accomplish was that the academic
methodology employed was iterative case analysis. Stories
were already present in the initial data collection process, so
the raw data for the translation were ready to be used.

Multiple-Author Translation

Multiple-author translation is more common than is same-
author translation. This process is used regularly in the Acad-
emy of Management Executive, where, for example, there is a
section devoted to research translations. In multiple-author
translation, a researcher builds from other researchers’ work
and translates it for a new audience. An illustration of this ap-
proach is Jansen’s (2000) research on change momentum.
Jansen developed and tested a momentum change theory
based on the concepts of energy flows and movement momen-
tum. She observed that most academic theories of change that
referred to momentum were actually confusing momentum
with inertia. Several implementation theorists have identified
the importance of generating energy in order to move a change
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forward (Jick, 1995; Katzenbach, 1996; Kotter, 1995; Senge
et al., 1999). Jansen translated the momentum idea into a
change process theory and showed how it complements other
evolutionary and teleological change theories. By referring to
the implementation theory articles, Jansen invited other re-
searchers to draw from them.

Multiple-author translation is less direct than same-author
translation. It remains unclear how influential the initial idea
is to the translation process. The translator claims credit for
the idea because it is new to the targeted audience, and uses
appeals to previous writings on the idea to legitimate it.
Appeals to practitioner articles show that the idea has man-
agerial relevance, and appeals to academic research show
that the idea has empirical validity. Translation is enabled if
both appeals are included within the same article. Linking the
practitioner with the academic research implies a link and
thus a translation process between the two.

Common Language Translation

Another method of idea translation is to present implementa-
tion and change process theories side by side within the same
article and show their commonalities (and, sometimes, differ-
ences). This is a common strategy for review articles,
especially articles dealing with organizational learning and
learning organizations (e.g., Easterby-Smith, 1997; Miller,
1996; Tsang, 1997). The advantage of this strategy is that it
explicitly calls attention to a stream of research of which the
reader may be unaware and legitimates it by showing its links
with research that has already been validated by the audience.
This strategy invites the audience to continue the translation
process by including the newly translated research in their
own work.

The common strategy for language translation is the most
direct strategy. It requires the author explicitly to link the
ideas and explain that link using a rhetorical style suited to
the audience. Whereas the single-author translation strategy
requires the author to have a working understanding of
how to communicate a single idea to multiple audiences, the
common-language translation strategy requires the author to
have an understanding of how to communicate diverse ideas
to a single audience. This chapter is an example of common
language translation.

Translating Implementation Theory 
to Change Process Theory

There are not as many examples of the explicit translation
of practice work (implementation) to inform change process
models as there are of translations from change process

models to implementation models. However, some methods
are being developed that may begin to address this gap.

The major method is one in which an individual member
of an organization who is working to change it also studies
the change or works in combination with an external re-
searcher to study the change and to communicate about it to
a scholarly audience. The first way this might happen in-
volves insiders conducting their own action research projects
(Coghlan, 2001; Coghlan & Brannick, 2001). When insiders
then write about these projects for an external audience, they
are translating their work for people who are likely to under-
stand them from a slightly different perspective. A second
way is through organizational members writing together with
external researchers to describe and analyze a change process
for a scholarly audience (Bartunek, Foster-Fishman, & Keys,
1996; Bartunek et al., 1999). This type of approach is referred
to as insider-outsider team research (Bartunek & Louis,
1996). It is a kind of multiple-author approach, but one in
which practitioners and academics are working jointly, rather
than sequentially and independently, to make the work acces-
sible to multiple audiences.

CONCLUSION

Research in organizational change and development has
been increasing. Calls for more attention to theorizing about
change processes have certainly been heeded. In addition,
the variety of intervention types and underlying implementa-
tion models is considerably greater today than it was only a
decade ago.

But to a large extent theorizing and practice, change process
models and implementation models, have been developing
separately. There are significant gaps between the two theoret-
ical knowledge networks, even as there are potential overlaps
in the work in which they are engaged. Whether or not the two
groups are aware of it, the limited information flow between
practitioners working from and further developing implemen-
tation theories and academics refining change process models
limits the development of both types of theorizing. The barri-
ers to knowledge transfer that we have identified—different
knowledge validation standards, goals and audience, and theo-
retical antecedents—lead us to believe that successful connec-
tions between change process models and implementation
models require a translation process. On some occasions such
translation processes have been demonstrated, and those
demonstrations provide a model for what might be done.

It is customary in chapters of this type to comment on the
state of theorizing in a given field. There are some areas that
could clearly use further conceptual development in terms
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of both change process and implementation models. These in-
clude downsizing, mergers and acquisitions, and nonlinear
changes in mature organizations. On the whole, however,
as the review here has made evident, there are abundant
examples of change process theories, many of which address -
phenomena that are pertinent to the practice of organizational
development. There are also a growing number of imple-
mentation models. As shown in Table 13.2, there are multiple
potential overlaps between the two types of approaches. Thus,
the current state of theorizing seems to us to be one that has the
potential for the development of much more explicit links and
connections between change process and implementation the-
ories in ways that would benefit both. Such potential has not
been realized as yet. However, the translation efforts we have
described suggest that the means exists to begin to accomplish
this after more concerted efforts are made, and that this ac-
complishment will be of considerable value to both the theory
and the practice of organizational development.

Because of its dual interest in theory development and
practical application, organizational development can play an
important role in the translation of research to practice and in
developing research questions informed by practice. For this
to happen, academics and practitioners alike would benefit
from increased attention to translation rather than expecting
the audience to do the translation on its own. To take this the-
orizing to the next level, it would be useful for scholars and
practitioners to ask questions like the following: What can
appreciative inquiry practice teach us about strategic change?
or How is action research similar to institutional agency?
How can an understanding of life cycles affect the use of nar-
rative strategies in organization change? If organizational
development practitioners and organizational scholars can
learn to ask—and answer—these questions, they will make a
contemporary contribution to theory and practice that is con-
sistent with organizational development’s original ideals.
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The last decade and a half has witnessed a remarkable trans-
formation of organizational structures worldwide. Although
there are economic, strategic, and technological imperatives
driving this transformation, one of its more compelling as-
pects has been an ongoing shift from work organized around
individual jobs to team-based work structures (Lawler,
Mohrman, & Ledford, 1992, 1995). Increasing global compe-
tition, consolidation, and innovation create pressures that are
influencing the emergence of teams as basic building blocks of
organizations. These pressures drive a need for diverse skills,

expertise, and experience. They necessitate more rapid, flexi-
ble, and adaptive responses. Teams enable these characteris-
tics. In addition, organizations have globalized operations
through expansion, mergers and acquisitions, and joint
ventures—placing increased importance on cross-cultural and
mixed culture teams.Advanced computer and communication
technologies provide new tools to better link individuals with
their team in real time and even enable teams to be virtual—
distributed in time and space.

This ongoing transformation in the basic organization of
work has captured the attention of researchers and is reflected
by new theories of team functioning, a rapidly growing num-
ber of empirical studies, and numerous literature reviews
written on the burgeoning research on teams. It is also re-
flected in a shift in the locus of team research. For most of its
history, small group research has been centered in social psy-
chology (McGrath, 1997). Over the last 15 years, however,
group and team research has become increasingly centered in
the fields of organizational psychology and organizational
behavior. Indeed, Levine and Moreland (1990) in their
extensive review of small group research concluded that
“Groups are alive and well, but living elsewhere. . . . The
torch has been passed to (or, more accurately, picked up by)
colleagues in other disciplines, particularly organizational
psychology” (p. 620).
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Wang Zhong-Ming, and Michael West. Thanks also to Richard
Klimoski for his helpful editorial guidance throughout. We would
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Several literature reviews published over the last 15 years
help to document this shift in locus, characterize differences
brought to group and team research by an organizational per-
spective, and provide a fairly comprehensive assessment this
vast body of research. Goodman, Ravlin, and Schminke
(1987) sent a signal marking the shift in locus and high-
lighted one of the key distinctions between the small group
literature, which pays relatively little attention to the group
task and its technology, and the organizational literature,
which views what groups do and how they do it as a critical
characteristics. Similarly, Bettenhausen (1991) documented
the emphasis in organizational research on task-driven
processes in teams, relative to the small group focus on inter-
personal attraction and interaction. Sundstrom, De Meuse,
and Futrell (1990) presented an organizational systems per-
spective on teams that addressed both development and
effectiveness—two issues rarely considered in concert.
Hackman (1992) viewed groups as contexts for individual
behavior, which is an important perspective because teams in
part enact their context. Guzzo and Shea (1992) and Guzzo
and Dickson (1996) reviewed team research in organizations.
Sundstrom (1999) identified “best practices” for managing
effective teams. Cohen and Bailey (1997) and Sundstrom,
McIntyre, Halfhill, and Richards (2000) provided focused
reviews of work team effectiveness based on field research
during the periods of 1990–1996 and 1980–mid-1999, re-
spectively. Finally, Gully (2000) presented an insightful
assessment of team effectiveness research since 1985 that
examines key boundary conditions. An examination of
this body of work leads to the conclusion that there is an
enormous wealth of information available on work teams in
organizations. Nevertheless, answers to many fundamental
questions remain elusive.

Our objective in this chapter is to provide an integrative
perspective on work groups and teams in organizations, one
that addresses primary foci of theory and research, highlights
applied implications, and identifies key issues in need of re-
search attention and resolution. Given the volume of existing
reviews, our review is not intended to be exhaustive. Rather, it
uses representative work to characterize key topics and fo-
cuses on recent work that breaks new ground to help move the-
ory and research forward.Although our approach risks trading
breadth for depth, we believe that there is much value in tak-
ing a more integrative view of the important areas of team
research, identifying key research themes, and linking the
themes and disparate topics closer together. To the extent that
we identify new and necessary areas of theory development
and research, the value of this approach should be evident.

The chapter is organized as follows. We begin by examin-
ing the nature of work teams. We define them, identify four

critical conceptual issues—context, work flow, levels, and
time—that serve as review themes and discuss the multitude
of forms that teams may assume. We then shift attention to
the heart of the review, examining key aspects of the creation,
development, operation, and management of work teams. To
accomplish our objectives of breadth and integration, we
adopt a life cycle perspective to organize the review. Topics
involved in the team life cycle include (a) team composition;
(b) team formation, socialization, and development; (c) team
processes and effectiveness; (d) team leadership and moti-
vation; (e) and team continuance and decline. We character-
ize representative theory and research, identify thematic
limitations, and highlight work that is beginning to push the
boundaries on critical conceptual issues. We also address
application concerns whenever possible. Finally, we close
with a discussion that reflects back on the topics, considers
the state of progress regarding our critical conceptual themes,
and suggests directions for new research to foster continued
progress and development.

THE NATURE OF WORK TEAMS AND GROUPS

What Is a Team?

Although some scholars distinguish work teams and work
groups (Katzenbach & Smith, 1993), we make no such dis-
tinction and use the terms interchangeably. Others distinguish
dyads or triads from larger teams. Although we acknowledge
that intrateam processes increase in complexity with more
team members, we do not highlight these distinctions in this
chapter. Work teams and groups come in a variety of types
and sizes, cutting across different contexts, functions, inter-
nal processes, and external links. However, several features
provide a foundation for a basic definition. Work teams
and groups are composed of two or more individuals who
(a) exist to perform organizationally relevant tasks, (b) share
one or more common goals, (c) interact socially, (d) exhibit
task interdependencies (i.e., work flow, goals, outcomes),
(e) maintain and manage boundaries, and (f) are embedded in
an organizational context that sets boundaries, constrains
the team, and influences exchanges with other units in the
broader entity (Alderfer, 1977; Hackman, 1987; Hollenbeck
et al., 1995; Kozlowski, Gully, McHugh, Salas, & Cannon-
Bowers, 1996; Kozlowski, Gully, Nason, & Smith, 1999;
Salas, Dickinson, Converse, & Tannenbaum, 1992).

We view teams from an organizational systems perspec-
tive. Teams are embedded in an open, yet bounded system
composed of multiple levels. This broader system sets top-
down constraints on team functioning. Simultaneously, team
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responses are complex bottom-up phenomena that emerge
over time from individual cognition, affect, behavior, and
interactions among members within the team context
(Kozlowski & Klein, 2000). From this perspective, we assert
that four conceptual issues are critical in efforts to investigate
and understand work teams: (a) task or work flow interde-
pendence, (b) contextual creation and constraint, (c) multi-
level influences, and (d) temporal dynamics. We briefly
introduce these issues in the following discussion and use
them as a basis to identify both the strengths and limitations
of extant research.

The centrality of task interdependence is one issue that
clearly distinguishes the work teams and small group litera-
tures (Goodman et al., 1987). In the organizational literature,
technology—and the tasks it entails—denotes the means by
which system inputs are transformed or converted to outputs;
technology is not equipment or support systems (e.g.,
McGrath & Hollingshead, 1994). Technology and its associ-
ated tasks create a structure that determines the flow of work
and links across team members. Interactions among work
team members are substantially influenced by this work flow
structure (Steiner, 1972; Van de Ven, Delbecq, & Koenig,
1976), which links individual inputs, outcomes, and goals.
Thus, it has a critical influence on team processes essential
to team effectiveness. In contrast, laboratory tasks in small-
group research are often pooled or additive, thereby minimiz-
ing the necessity for task-driven interaction among team
members (McGrath, 1997). From an organizational systems
perspective, the task work flow sets interaction requirements
and constraints that must be considered in team theory,
research, and practice.

Teams are embedded in an organizational context, and the
team itself enacts a context for team members. The broader
organizational context characterized by technology, struc-
ture, leadership, culture, and climate constrains teams and
influences their responses. However, teams also represent
a proximal context for the individuals who compose them.
Team members operate in a bounded interactive context that
they in part create by virtue of their attributes, interactions, and
responses. Team-level normative expectations, shared percep-
tions, and compatible knowledge are generated by and emerge
from individual interactions. Dynamic team processes in part
create contextual structure that constrains subsequent team
processes. Thus, the team context is a joint product of both top-
down and bottom-up influences.

Organizations, teams, and individuals are bound together
in a multilevel system. Teams do not behave, individuals do;
but, they do so in ways that create team-level phenomena. In-
dividuals are nested within teams, and teams in turn are
linked to and nested in a larger multilevel system. This

hierarchical nesting and coupling, which is characteristic
of organizational systems, necessitates the use of multiple
levels—individual, team, and the higher-level context—in ef-
forts to understand and investigate team phenomena.
However, many of the theoretical, measurement, and data an-
alytic issues relevant to a multilevel perspective on teams are
often neglected in research and practice. These issues are es-
pecially important when researchers try to attribute individ-
ual characteristics to the team collective (e.g., team ability,
team personality, team learning). Such generalizations neces-
sitate precise multilevel theory and analyses to ensure the
meaningfulness of the collective team-level constructs
(Kozlowski & Klein, 2000). Unfortunately, there are many
examples of such generalizations that lack the standing of
true constructs.

Finally, time is an important characteristic of work teams
(McGrath, 1990). Teams have a developmental life span;
they form, mature, and evolve over time (Morgan, Salas, &
Glickman, 1993). Team constructs and phenomena are not
static. Many—indeed, most—team-level phenomena (e.g.,
collective efficacy, mental models, performance) emerge up-
wards from the individual to the team level and unfold via
complex temporal dynamics (Kozlowski et al., 1999) that in-
clude not only linear but also cyclical and episodic aspects
(Kozlowski, Gully, McHugh, et al., 1996; Marks, Mathieu, &
Zaccaro, 2001). Although time is explicitly recognized in
models of team development, it is largely neglected in many
other areas of team research; yet time is relevant to virtually
all team phenomena. It is impossible to understand team
effectiveness without paying attention to the processes that
unfold over time to yield it.

Types of Work Teams

Work teams can assume a wide variety of different forms—
they are not unitary entities. Many factors or contingencies
relevant to effective team functioning vary across different
types of teams, creating challenges for studying and under-
standing them. This fact is reflected in the many efforts to de-
scribe, classify, or otherwise distinguish differences among
of teams. We consider some of the major distinctions in the
following discussion and then comment on their theoretical
and research value.

General Typologies

General typologies are an effort to distinguish a broad range of
team types. For example, Sundstrom and colleagues (2000)
integrated the Sundstrom et al. (1990) and Cohen and Bailey
(1997) typologies to yield six team categories: (a) production,
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(b) service, (c) management, (d) project, (e) action and per-
forming, and (f) advisory. Production teams represent core
employees who cyclically produce tangible products (e.g., au-
tomobile assembly) and vary on discretion from supervisor-
led to semiautonomous to self-directed. Service teams engage
in repeated transactions with customers (e.g., airline atten-
dants) who have different needs, making the nature of the
transactions variable. Senior managers of meaningful busi-
ness units with primary responsibility for directing and coor-
dinating lower level units under their authority comprise
management teams. Project teams are temporary entities that
execute specialized time-constrained tasks and then disband
(e.g., new product development). Action and performing
teams are composed of interdependent experts who engage in
complex time-constrained performance events. Examples in-
clude aircrews, surgical teams, military units, and musicians.

More Specific Classifications

In addition to general typologies, researchers have identified
more specific types of teams. For example, some scholars have
distinguished crews from other types of work teams (e.g.,
Cannon-Bowers, Salas, & Blickensderfer, 1998). The key dis-
tinguishing characteristic is the capability and necessity for
crews to form and be immediately prepared to perform to-
gether effectively (Ginnett, 1993). Thus, advocates of this
distinction assert that crews—unlike more conventional
teams—do not go through an identifiable developmental
process (Arrow, 1998). Examples include aircrews, military
combat units, and surgical teams. However, it is notable that
crews are used for team tasks that necessitate high expertise,
extensive training, and well-developed, standardized per-
formance guidelines. Thus, although crews continually form,
disband, and reform with new members as an integral part of
their life cycles, the high level of prior socialization, trained
knowledge, and explicit performance standards provide
strong structural supports that substitute for an extended group
development process.

Top management teams (TMT; Hambrick & Mason, 1984;
Jackson, 1992a) represent another specific classification—
one based on level in the organizational hierarchy. Because it
is difficult to gain access to TMTs, much of the research on
TMT effectiveness has focused on factors that can be gleaned
through archival records. As a result, research has centered
on TMT composition (e.g., heterogeneity of function, or-
ganizational tenure, team tenure, age, and education; team
size) and the external environment (e.g., industry as a proxy
for environmental turbulence, market characteristics), and
their effects on organizational effectiveness (Eisenhardt &
Schoonhoven, 1990; Finkelstein & Hambrick, 1990; Simons,

Pelled, & Smith, 1999; Smith et al., 1994; West & Anderson,
1996). Although the amount of empirical work in this area
is relatively small compared to work team research in gen-
eral, the area is active and growing. One troubling aspect
of this growing area, however, is its relative independence
of the broader work teams literature (Cohen & Bailey,
1997). This issue has been neglected and is in need of
rectification.

More recently, the globalization of organizations and
changing nature of work have yielded new team forms such as
distinctions based on culture (cross-cultural, mixed-culture,
and transnational teams; Earley & Erez, 1997) and colloca-
tion in time and space (virtual teams; Bell & Kozlowski,
2002). For example, the challenge of cross- and mixed-
culture teams is to break through the barriers of different fun-
damental values, cultural assumptions, and stereotypes to
successfully coordinate and jointly perform effectively. One
of the biggest conceptual challenges in this area of work is
dealing with the multiple levels—individual, group, organi-
zation, and culture—that are relevant to understanding such
teams. Chao (2000), for example, presents a multilevel model
of intercultural relationships that specifies how individual-
and group-level interactions are affected by higher-level rela-
tionships. Essentially, interactions among individuals or
groups of different cultures are affected by their cultural
identities and by the relative standing of their cultures on
factors important to the interaction. Variation in how groups
deal with this higher-level link affects the quality of interac-
tion and the potential for group effectiveness. Thus, Chao’s
model provides a basis to guide research on intercultural team
interactions.

Bell and Kozlowski (2002) distinguish virtual teams from
conventional face-to-face teams based on two features:
(a) spatial distance—virtual team members are dispersed in
space; and (b) technological mediation of information, data,
and personal communication—virtual team members interact
via advanced communications media. These two features en-
able diverse expertise—located worldwide—to be combined
into a team that transcends the usual boundaries of space and
time. As organizations and work continue to evolve, new
types of work teams will be created and classified.

The Role of Typology in Understanding Teams

Although there is value in characterizing distinctions across
different types of teams, description and classification are
merely the first steps in comprehending the implications of
such differences for effective team functioning. In our view,
it is more useful to focus on the dimensions that underlie
apparent differences in team classifications or typologies.
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Surfacing such dimensions is key to identifying the varying
factors or contingencies that determine the effectiveness of
different types of teams. Identifying these contingencies will
better enable researchers and practitioners to specify design
and operational factors that promote team effectiveness for
different teams.

Some scholars have made steps in this direction.
Sundstrom et al. (1990), for example, identified three dimen-
sions underlying the categories of their typology: (a) work
team differentiation—the degree to which membership is in-
clusive, variable, or exclusive and the span of the team’s life
cycle; (b) external integration—the degree to which the team’s
task is entrained by (i.e., requires synchronization with) orga-
nizational pacers external to the team; and (c) work cycles—
the general length of the team’s task and the degree to which
performance episodes are multiple, variable, repeatable, and
novel.

Kozlowski et al. (1999) focused directly on dimensions
rather than classification, proposing that five features—
(a) task, (b) goals, (c) roles, (d) process emphasis, and (e)
performance demands—distinguish teams ranging along a
simple-to-complex continuum. Complex teams are charac-
terized by (a) tasks that are externally driven, dynamic, and
structured by explicit work flows; (b) common goals that ne-
cessitate specific individual contributions that may shift over
a work cycle; (c) roles that are specified and differentiated
such that they required specialized knowledge and skill;
(d) a process emphasis that focuses on task-based roles, task
interaction, and performance coordination; and (e) perfor-
mance demands that require coordinated individual perfor-
mance in real time, the capability to adapt to shifting goals
and contingencies, and a capacity to continually improve
over time. In contrast, simple teams are characterized by
(a) tasks that are internally oriented, static, and unstructured
in that they lack explicit work flows; (b) common goals that
make no specific demands for individual contributions and
that are fixed for the team’s life cycle; (c) roles that are un-
specified and undifferentiated, such that all team members
possess essentially equivalent knowledge and skill; (d) a
process emphasis that focuses on social roles, social interac-
tion, normative behavior, and conflict; and (e) minimal
performance demands that allow pooled or additive contri-
butions to the group product. Similarly, Bell and Kozlowski
(2002) characterized a continuum of team complexity rang-
ing from simple to complex, based on the dimensions of
(a) task environment, (b) external coupling, (c) internal cou-
pling, and (d) work flow interdependence. The complex end
of the continuum relative to the simple end is defined by
tasks that are dynamic as opposed to static, external coupling
that is tight rather than loose, and internal coupling that is

synchronous and strong in contrast to asynchronous and
weak. Work flow interdependence ranges from complex to
simple, as intensive, reciprocal, sequential, and pooled (see
Van de Ven et al., 1976).

Looking across the dimensions described previously, we
believe that the following features capture most of the unique
characteristics that distinguish different team forms:

• The external environment or organizational context in terms
of its (a) dynamics and (b) degree of required coupling. 

• Team boundary permeability and spanning. 

• Member (a) diversity and (b) collocation and spatial
distribution.

• Internal coupling requirements. 

• Work flow interdependence with its implications for
(a) goal, (b) role, (c) process, and (d) performance demands.

• Temporal characteristics that determine the nature of
(a) performance episodes and cycles and (b) the team life
cycle.

We offer these features as a point of departure for a concerted
effort to develop a definitive set of dimensions that character-
ize key contingencies essential for the effectiveness of differ-
ent types of teams.

We believe that continuing efforts to better characterize
dimensions that distinguish different types of teams can help
pay big theoretical dividends. More to the point, we believe
that focusing on typology and classification is misguided if
such a focus is viewed as an end in itself; there is the danger
of reifying classifications and failing to see underlying
factors that account for apparent differences. Rather, by sur-
facing dimensions that distinguish teams, we will be better
equipped to identify the critical contingencies relevant to ef-
fectiveness for different types of teams. Understanding what
factors constrain and influence effectiveness for different
types of teams will enable theoretical progress and better tar-
geted interventions. This issue currently represents a major
gap in theory and research, substantially limiting our ability
to develop meaningful applications and interventions de-
signed to enhance team effectiveness.

TEAM COMPOSITION

Events within teams often reflect the number and type of peo-
ple who are its members. As a result, considerable research
has focused on team composition—the nature and attributes
of team members (for a review, see Jackson & Joshi, 2002).
Team composition is of research and practical interest
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because the combination of member attributes can have a
powerful influence on team processes and outcomes. A better
understanding of such effects will help practitioners to select
and construct more effective teams.

Moreland and Levine (1992) categorized team composi-
tion research along three dimensions. First, different charac-
teristics of a team and its members can be studied, including
size, demographics, abilities and skills, and personalities.
Second, the distribution of a given characteristic within a
group can be assessed. Measures of central tendency and
variability are typically used, but special configurations are
sometimes measured as well. Third, different analytical per-
spectives can be taken toward the composition of a team.
Team composition can be viewed as a consequence of vari-
ous social or psychological processes (e.g., socialization), as
a context that moderates or shapes other behavioral or social
phenomena, or as a cause that influences team structure, dy-
namics, or performance.

We review and discuss team composition issues along
each of these three dimensions. First, we provide a brief re-
view of research that has focused on different characteristics
of teams and their members. Second, we discuss issues relat-
ing to levels of conceptualization and analysis in research on
team composition. Finally, we discuss some practical impli-
cations that can emerge from a better understanding of team
composition and its effects on team structure, dynamics, and
performance.

Team Size

Researchers have offered recommendations concerning the
best size for various types of teams. Katzenbach and Smith
(1993) suggested that work teams should contain a dozen or
so members, whereas Scharf (1989) suggested that seven
was the best size. A variety of other such recommendations
are easily found in the literature. Such recommendations are
difficult to evaluate because they are often based on personal
experiences rather than empirical evidence. However, it is
also difficult to determine what constitutes appropriate team
size from empirical research. Some research suggests that
size has a curvilinear relationship with effectiveness such
that having too few or too many members reduces perfor-
mance (Nieva, Fleishman, & Reick, 1985), whereas other
studies have found team size to be unrelated to performance
(Hackman & Vidmar, 1970; Martz, Vogel, & Nunamaker,
1992) or have found that increasing team size actually im-
proves performance without limit (Campion, Medsker, &
Higgs, 1993).

These differing recommendations and results are probably
due to the fact that appropriate team size is contingent on the

task and the environment in which the team operates. For
example, larger teams may have access to more resources such
as time, energy, money, and expertise that may not only facili-
tate team performance on more difficult tasks but also can pro-
vide more slack if environmental conditions worsen (Hill,
1982). However, larger teams can also experience coordina-
tion problems that interfere with performance (e.g., Lantané,
Williams, & Harkins, 1979) and motivation losses caused by a
dispersion of responsibility (Sheppard, 1993). Overall, the
question of the optimal group size is a complex one, and future
research is needed to determine the impact of team size given
specific team contingencies such as the nature of the team task
and its consequent internal and external coupling demands.

Demographic

The extent to which team processes and outcomes are influ-
enced by the homogeneity or heterogeneity of team member
demographic characteristics has also been the focus of
considerable attention, although it is difficult to determine
whether team diversity is desirable. Studies have reported
that diversity has positive (Bantel, 1994; Gladstein, 1984),
negative (Haleblian & Finkelstein, 1993; Jackson et al.,
1991; Pelled, Eisenhardt, & Xin, 1999; Wiersema & Bird,
1993), or even no effects on team effectiveness (Campion
et al., 1993). These mixed findings have led reviewers to
draw different conclusions regarding the effects of diversity:
Bettenhausen (1991) concluded that groups composed of
similar members perform better than do those composed
of dissimilar members, whereas Jackson, May, and Whitney
(1995) concluded that diversity tends to have a positive rela-
tionship with team effectiveness.

Argote and McGrath (1993) suggested that the effect of
diversity on team outcomes is likely to depend on four fac-
tors. First, the effects of diversity probably depend on the na-
ture of the team’s task. Jackson et al. (1995), for example,
concluded that the value of member heterogeneity for team
performance is clearest in the domains of creative and intel-
lective tasks. Second, the effects of diversity may depend on
the particular outcomes studied. Research seems to suggest
that diversity may have a positive effect on performance but
a more negative effect on behavioral outcomes such as team
member turnover. Third, research has shown that the impact
of diversity may vary across time. Watson, Kumar, and
Michaelsen (1993), for example, found that homogeneous
groups displayed better initial performance than did hetero-
geneous groups, but these effects dissipated across time,
and heterogeneous groups later performed better than more
homogenous groups. Finally, the impact of diversity may
depend on the attributes on which homogeneity-heterogeneity
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is assessed. Some research suggests that diversity in demo-
graphic characteristics may have negative consequences, but
diversity in skills and expertise may have positive effects.
Future research needs to examine these factors and how they
may constrain or moderate the impact of diversity on team
processes and outcomes.

Dispositions and Abilities

In addition to demographic diversity, researchers have also
considered team composition effects of constructs like per-
sonality and cognitive ability on team effectiveness. Unlike
demographic diversity, which is usually directly conceptual-
ized and assessed as a team-level property (homogeneity-
heterogeneity), personality and ability are fundamentally
individual-level psychological characteristics. Such constructs
necessitate models of emergence to guide conceptualization,
measurement, and representation at the team level. Many po-
tential representations are possible, including averages, highest
or lowest, variance, and even complex configurations. In the
absence of an explicit theoretical model of emergence to guide
composition, “team personality” or “team ability” (or other
such constructs) are of questionable construct validity, and
research may yield spurious findings (Kozlowski & Klein,
2000).

Personality

The last decade has witnessed renewed interest in personality
that has been extended to teams as researchers have examined
the impact of team personality composition on team effective-
ness. In general, this research has found a link between ag-
gregate team member personality and team performance
(Jackson, 1992a; Moreland & Levine, 1992). Consistent with
individual-level research, team-level conscientiousness ap-
pears to be a fairly potent positive predictor of team effective-
ness (Barrick, Stewart, Neubert, & Mount, 1998; Neuman,
Wagner, & Christiansen, 1999; Neuman & Wright, 1999). Al-
though conscientiousness has been most frequently studied,
some research suggests that other Big Five personality factors,
such as extraversion (Barry & Stewart, 1997) and agreeable-
ness (Neuman & Wright, 1999), may also play a role in deter-
mining work team effectiveness.

Although team personality composition appears to be a
relatively robust predictor of team effectiveness, research
suggests that different compositions may be more or less ef-
fective, depending on the task and the amount of member in-
teraction required for effective team performance. Research
has found that team-level conscientiousness is more strongly
related to effectiveness for performance and planning tasks

than it is for creativity and decision-making tasks (Barry &
Stewart, 1997; Neuman & Wright, 1999). In contrast, team-
level extraversion seems to have a greater impact on team
effectiveness for decision-making tasks than it does for per-
formance or planning tasks, possibly because the former
involve a greater degree of persuasion and personal influence
(Barry & Stewart, 1997; Neuman & Wright, 1999). Similarly,
LePine, Colquitt, and Erez (2000) found that team consci-
entiousness and openness did not predict team decision ef-
fectiveness. However, when decision rules were changed to
require adaptability, conscientiousness became negative
and openness positive predictors of decision effectiveness.
Although the mechanisms by which team personality compo-
sition influences team performance require further investiga-
tion, it is clear that personality composition has important
implications for team effectiveness.

Cognitive Ability

Among the factors studied in relation to work team effective-
ness, one consistent predictor is team members’ collective
cognitive ability. Team members’ average cognitive ability
is related to team performance among military tank crews
(Tziner & Eden, 1985), assembly and maintenance teams
(Barrick et al., 1998), and service teams (Neuman & Wright,
1999). In addition, LePine, Hollenbeck, Ilgen, and Hedlund
(1997) found that the performance of hierarchical decision-
making teams was enhanced when both the leader and staff
were high in cognitive ability.

Ameta-analysis by Devine and Phillips (2000) found a pos-
itive relationship between average team cognitive ability and
team performance of .19, which increased to .30 when a large
outlier study was omitted. Moderator analyses suggested that
the relationship between team-level cognitive ability and per-
formance is fairly consistent across information-processing
and behavioral tasks. However, team-level cognitive ability
exhibited a considerably stronger relationship with team per-
formance for unfamiliar tasks (r � .36) versus familiar tasks
(r � .12), and the strength of the ability-performance relation-
ship differed somewhat, depending on whether the lowest
member score was used (r � .25) or the team average was uti-
lized (r � .30). Although research in this area is promising,
continued work is needed to identify those conditions under
which team-level cognitive ability has more or less of an
impact on team performance.

Theoretical and Empirical Issues

Levels of conceptualization, measurement, and analysis have
tended to be either ignored or treated simply in much of the
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research on team composition. The dominant use of averag-
ing or additive models to guide the aggregation of individual
characteristics to the team level suggests the use of simple
team tasks or a very limited conceptualization of the compo-
sitional construct at the higher level (Kozlowski & Klein,
2000). Such issues are critical for developing a sound under-
standing how team member attributes combine to form
higher-level constructs and must be carefully articulated.
Well-defined models of emergence need to guide the repre-
sentation of individual-level characteristics at the team level.
Kozlowski and Klein (2000) provide a differentiated typol-
ogy of six different emergent processes; this typology was
based on contextual constraints and interaction processes and
addressed how lower-level phenomena manifest as higher-
level phenomena. Such models can assist researchers in de-
termining the most appropriate method for representing
lower-level phenomena at higher levels. For example, when
emergence is more continuous and linear, averaged or
summed values are an appropriate method of representing
lower-level phenomena at the team level. However, when
emergence is more discontinuous and nonlinear, it is more
appropriate to use dispersion or configural models to capture
the emergent characteristic of the team. For example, con-
ceptualizing team composition as a pattern of different but
compatible personalities represents the use of a configural
model (e.g., Stewart & Barrick, in press).

There has also been a relative lack of attention to the latent
constructs that underlie variables of interest within research
on team demographic composition. As a result, it is often dif-
ficult to determine precisely how or why variables such as
team members’ age, tenure, or demographics influence team
processes and outcomes. Recent research on team personality
and cognitive ability composition has placed greater attention
on understanding these underlying constructs; however, addi-
tional research is needed to identify the mechanisms by
which team composition has its effects.

Applied Issues

An understanding of team composition can serve as a valu-
able tool for selecting and constructing effective teams. Pro-
cedures could be designed to produce the optimal blend of
employee characteristics (Driskell, Hogan, & Salas, 1987;
Heslin, 1964; Jackson, 1992b), including hiring new workers
or firing old ones, training current workers, or engaging the
services of adjunct workers such as temporary employees or
consultants (Klimoski & Jones, 1995; Moreland, Levine, &
Wingert, 1996; Stevens & Campion, 1994).

Although past work provides some valuable information
about how to manage team composition, researchers have

often adopted a more-is-better approach (i.e., the additive
model assumption) suggesting that the person with the high-
est score on a particular attribute (e.g., cognitive ability) or
the most skilled individual should be selected for the team.
However, recent research suggests that it may be more im-
portant to create an appropriate configuration of team mem-
ber characteristics. For example, research by Stewart and
Barrick (in press) suggests that if a team consists of a lot of
extraverts, it may be better to hire a less extraverted person or
even an introvert. Conversely, if a team has no extraverts, it
may be important to hire highly extraverted applicants. To
create an appropriate blend of team member characteristics,
one will need to know what personality traits currently com-
pose the team and the target team personality configuration
before selecting a particular individual. One should also con-
sider the team’s task because it may be important to have a
homogenous group of team members for some types of tasks
and a heterogeneous team composition for others (Neuman &
Wright, 1999).

Human resource systems such as selection, training, and
performance appraisal must be conceptualized and managed
at the team level (Schneider, Smith, & Sipe, 2000) to appro-
priately address composition issues. Focusing on the individ-
ual level alone will not provide the information needed to
make effective decisions regarding team composition. In-
cluding the team level provides information concerning not
only the team’s current composition but also the team’s tasks
and processes that assist in the development of an appropriate
combination of team member characteristics for the task at
hand.

TEAM FORMATION, SOCIALIZATION,
AND DEVELOPMENT

Formation

Teams may be formed anew, whereby all members are new to
each other and to the team, or teams with a developmental
history may have influxes and outflows of members that af-
fect its composition and character. In either instance, devel-
opment and newcomer socialization are relevant issues.
Socialization has generally been seen as a mechanism for
bringing new members into existing teams or groups. With
few exceptions, much of this theory and research has focused
on the socialization of individuals into the organization
and—although that area is theoretically relevant—has paid
relatively little attention to the work group or team as central
to the socialization process; that is, the vast majority of work
on socialization in work settings focuses on organizational
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influences, but is far less sensitive to the proximal social and
work context within which socialization actually takes place.
Although socialization is a critical aspect of team mainte-
nance and continuance, we know relatively little about it in
the team context.

Development tends to assume the formation of a brand-
new team with no prior history. Much of the classic theory in
this area also assumes no broader organizational context,
work roles, or prescribed interactions. Consider, for example,
Tuckman’s (1965) classic model of group development, with
its sequential stages of forming, storming, norming, and per-
forming. Clinical and therapy groups, which provided the
foundation for this model, have no prior history, no broader
context, and are almost completely unstructured, save for a
common goal: to “get well.” Thus, the dominant focus in
Tuckman’s model is on the group’s struggle to create struc-
ture to regulate their interpersonal interactions and to finally
make progress toward the goal. Although this model—and
the many, many others based on it—provides a useful contri-
bution to our understanding of group development for simple
teams, it provides little theoretical insight on skill develop-
ment for work groups. As discussed in the prior section, work
teams are subject to variety of structural features that drive
interactions and exchanges among members. Interpersonal
issues are relevant, but they do not dominate the develop-
mental process; yet, with few exceptions (Gersick, 1988;
Kozlowski et al., 1999; McGrath, 1990; Morgan et al., 1993),
there are relatively few theories that are specifically targeted
on work team development.

Socialization

Existing teams are governed by a relatively stable set of
norms, role expectations, and shared systems of knowledge
and meaning (e.g., group climate, mental models). These
informal structures emerge through social and work-based
interactions among members across a group’s developmental
history. Newcomers present a potential challenge to this sta-
ble structure and are thus subject to efforts by group members
to assimilate the person to it. At the same time, newcomers
are confronted by a novel and ambiguous social and work
context. Although they want very much to “fit in” and “learn
the ropes” and are generally prepared to accept guidance
from the group, they may also seek to have the group accom-
modate to their needs, values, and capabilities. Thus, work
group socialization is a process of mutual influence in which
newcomers attempt to reduce uncertainty by learning about
the work and group context, guided by group members who
facilitate assimilation to existing norms, expectations, and
meaning systems; at the same time, newcomers attempt to

exert influence on the group to accommodate to their unique
attributes and needs (Anderson & Thomas, 1996; Moreland
& Levine, 1982).

We find it interesting that even though researchers clearly
recognize the centrality of the work group in the socialization
process, the dominant perspective in the literature is charac-
terized by a focus on organizational socialization—not on a
primary process of work group socialization that occurs
within a broader and more distal organizational context
(Chao, Kozlowski, Major, & Gardner, 1994). Virtually all ef-
forts to identify the relevant content of newcomer socializa-
tion make provision for learning about the work group and its
social structure (e.g., Chao, O’Leary-Kelly, Wolf, Klein, &
Gardner, 1994), but it is merely one part of a broader process.
Moreover, early theory and research on organizational social-
ization can be characterized as accentuating the powerful in-
fluence that the organizational context exerted on newcomers
in an effort to assimilate them; this was later followed by a
shift in perspective that emphasized the proactive role that
newcomers play in shaping their own socialization process.
Missing is the sense of mutual influence as the group seeks to
assimilate the newcomer, and the newcomer endeavors to
adapt while seeking accommodation by the group. This lack
of attention to mutual influence is a major shortcoming of the
socialization literature and means that our knowledge of the
process of team socialization is limited. There are, however,
some notable exceptions.

Group and Team Socialization

Moreland and Levine (1982) detail a model of group social-
ization that focuses on membership processes—primarily ap-
plicable to autonomous voluntary groups who control their
own membership and are not nested in a broader organiza-
tional context. Its major focus is on mutual decisions on the
part of a newcomer and the group regarding joining, assimi-
lation and accommodation, and continuance or withdrawal of
membership. The model spans five phases: investigation, so-
cialization, maintenance, resocialization, and remembrance.
Difficulties in assimilation or accommodation may prompt
the group to resocialize a newcomer. Resocialization failure
leads to lower commitment and exit. Aspects of the model are
potentially relevant to team socialization—in particular, its
explicit attention to the group as the primary locus of social-
ization and mutual expectations as drivers of the process. Re-
markably, although the model has been elaborated in several
papers, it has generated relatively little research attention,
and the little research that has been conducted has been lim-
ited to ad hoc laboratory groups. Thus, the utility of the model
to work team socialization remains to be examined.



342 Work Groups and Teams in Organizations

Basing their ideas on a focused review of the organiza-
tional socialization literature, Anderson and Thomas (1996)
present a model that is explicitly focused on work group so-
cialization and the mutual influence of the newcomer and the
group on outcomes of the process. Thus, it is an effort to ad-
dress the neglected issues noted previously. The model spans
the socialization phases of anticipation, encounter, and ad-
justment, identifying potential characteristics of the new-
comer and the group that may contribute to socialization as a
process of mutual influence and adjustment. Although the
model is too recent to have prompted research, the authors
provide propositions that may serve as a point of departure
for such efforts.

Direct Findings for Work Group Socialization

Although most socialization research has neglected explicit
attention to the role of the work group, there are some excep-
tions; additionally, useful knowledge regarding team social-
ization can be gleaned from existing research. For example,
as one aspect of their study, Chao, Kozlowski, et al. (1994)
focused on how the quality of newcomer role development
relations with their leader and team influenced role outcomes
of ambiguity and conflict, with the role outcomes in turn ex-
pected to influence socialization effectiveness. Results indi-
cated that newcomer role development quality predicted role
outcomes. Moreover, role outcomes were better predictors of
socialization effectiveness than were organizational tactics,
especially over time. Chao, Kozlowski, et al. concluded that
these findings supported the primacy of the work group—not
the organization—as the locus of socialization.

Similarly, Major, Kozlowski, Chao, and Gardner (1995)
examined the potential effects of leader and team relations on
ameliorating the negative effects of unmet newcomer expec-
tations on socialization outcomes. “Reality shock” is one of
the major challenges for newcomers as they confront the un-
pleasant fact that their work expectations are largely unmet.
An inability to resolve reality shock yields low commitment
and satisfaction and generally leads to withdrawal. Major
et al. reasoned that positive relationships with work group
members would moderate the effects of reality shock, weak-
ening its relationship with negative outcomes. They reported
support for their proposition and concluded that high-quality
interactions with work group members provided an important
support for effective socialization.

Indirect Findings for Work Group Socialization

Results from research on socialization practices indicates that
newcomers view supervisors and work group members as

available and helpful socialization agents who are far more
helpful than are formal socialization practices (Louis, Posner,
& Powell, 1983). Research on newcomer information acqui-
sition also indicates the importance of work group members
in the processes of learning, understanding, and adjusting.
Ostroff and Kozlowski (1992) hypothesized that newcomers
have to resolve issues of their fit in the work group before
they can turn attention to task and role issues. In support, the
researchers reported that newcomers focused on acquiring
group knowledge early on, later shifting to task and role is-
sues. Organizational factors were of lowest priority. They
also found that supervisors and social learning in the group
context were the most effective newcomer strategies for
learning about the role and group. Perhaps most important
was that they reported that increasing newcomer reliance on
the supervisor over time as a source of information was re-
lated to increases in newcomer satisfaction, commitment, and
adjustment over time.

Role of the Group in Socialization

The previously reviewed research clearly indicates that group
leaders and members are key players in newcomer socializa-
tion. Unfortunately, however, this research provides little
insight about group characteristics and their precise role in
the socialization process. Moreland and Levine (1989) pro-
vide several suggestions in this regard. For example, they
suggest that groups with a longer developmental history pre-
sent a more difficult socialization challenge to the newcomer
because such groups will demand more assimilation and will
resist accommodation efforts. There is some support for this
notion. Katz (1982) reported that younger research and
development (R&D) groups communicated more with out-
siders and were more open to new ideas; older groups were
more insular. Similarly, groups that are typified by stable
membership present a more difficult socialization envi-
ronment relative to groups with frequent personnel inflows
and outflows. Furthermore, groups that are more successful
are more likely to be insular, whereas groups experiencing
performance problems may be more open to suggestions
from newcomers with requisite knowledge and abilities.
Groups can also apply deliberate socialization tactics. By
controlling recruitment and selection, they can influence the
quality of fit, thereby aiding assimilation. By encapsulating
the newcomer—maximizing their time and energy commit-
ment to the group—they tie the newcomer to the group, mini-
mizing alternative commitments and enhancing socialization.
There is, however, little solid support for the effectiveness of
these tactics in realistic team situations. More theory and
research are clearly needed on work team socialization.
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Development

Classic Stage Models

Several models describe the developmental stages through
which groups pass over their life span. The descriptive charac-
teristics of these models are remarkably parallel to Tuckman’s
(1965) widely cited model of group development (Kozlowski
et al., 1999). Tuckman reviewed the group literature, defined
by therapy, T-group, natural, and laboratory group studies and
proposed that groups go through the developmental stages of
forming, storming, norming, and performing.

As team members first come together during the formation
stage, they cautiously begin to explore the group and attempt
to establish some social structure. They attempt to define the
group task and to establish how they will accomplish it. As
team members realize that defining the task is more difficult
than they had expected it to be, they move to the storming
stage. Members argue about what actions the group should
take. Different factions may form as conflict progresses. As
the group finally reconciles competing loyalties and responsi-
bilities, it begins to firmly establish ground rules, roles, and
status. During this norming stage, members reduce emotional
conflict and become more cooperative, developing a sense of
cohesion and common goals. As these normative expecta-
tions take hold, the group moves to the performing stage.
Members are able to prevent group problems or to work
through such problems when they arise. They become closely
attached to the team and satisfied with its progress as they
more toward their common goal.

Implications for Work Team Development

Although classic stage models of group development provide
rich descriptions of social interaction processes, they have
tended to focus on the simpler types of teams—those with
tasks that have undefined workflows and internally driven
processes. Thus, they focus primary attention on the interper-
sonal ambiguity and conflict that new group members endure
as they attempt to create a social hierarchy with common
norms to guide interactions among members.

This focus has several implications. First, the models have
not been sensitive to the organizational context. When new
teams form in organizations, members typically bring social-
ization and cultural knowledge that reduces much—but not
all—of the social uncertainty present at group formation.
Second, the models have a limited conceptualization of the
task, its contingencies, dynamics, and the temporal con-
straints these factors set on team activities. The task is often
viewed as a single incident of project planning, problem
solving, or decision making that is determined by internal

group dynamics; external contingencies are not acknowl-
edged. There is no consideration of externally driven task
dynamics, including variations in task complexity, difficulty,
or tempo, and there is little recognition of multiple task
episodes that cycle demands on the team. Third, the focus on
unstructured task situations means that the models do not
consider the development of task-relevant patterns of interac-
tion and exchange among members that is dictated by work
flow structure. Instead, group interaction is driven by inter-
personal attractions and conflicts. Thus, the models tend to
focus on self-insight and interpersonal processes rather than
on specifying the task- and team-relevant knowledge and
learning that accrue during development. Fourth, the models
are collectively oriented, with the group or team conceptual-
ized as a holistic entity. This is a relevant perspective when
member contributions to team outcomes represent simple ag-
gregations. However, when composition to the higher level is
represented by more complex patterns, there is a need to
better disentangle the individual, dyadic, and team-level
contributions. Finally, the models provide only a general de-
scription of the particular issues that arise during develop-
ment, the means by which they are addressed, and the results
of the process. Thus, like the socialization literature, much of
the literature on team development provides relatively little
insight regarding the development of work teams. There are,
however, some notable exceptions.

One of the points noted previously and a central theme in
this chapter is the need to consider time, its dynamics, and its
effects. Work teams are linked to an external context that sets
the pace, tempo, and cycles of team activities (Kelly, Futoran,
& McGrath, 1990), which may change over time necessitat-
ing adaptation; this has important implications for work team
development, which is not necessarily a uniform series of
fixed stages. Gersick (1988, 1989), for example, observed the
developmental processes of 16 project teams (eight field and
eight lab) with life cycles ranging from 1 week to 6 months
and proposed a two-stage punctuated equilibrium model
(PEM) of group development. Gersick’s key conclusion is
that group development is not dictated by a linear progression
of stages. Rather, it is linked to an external deadline that
paces progress. Early group interactions establish stable
norms that pattern group activity though an initial period of
inertia. At the halfway point, a significant transformation
occurs—the punctuated equilibrium—as groups reorganize
to focus on task completion. This model represents an impor-
tant contribution to our understanding of group development
because it acknowledges that the process is influenced by ex-
ternal temporal contingencies in addition to internal factors.
It should also be noted that the PEM may be limited to proj-
ect or problem-solving teams with a single fixed objective
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and limited life span, although these types of teams do cap-
ture a substantial segment of work groups in organizations.

Although the PEM is often regarded as a direct chal-
lenge to stage models of development (e.g., Guzzo & Shea,
1992), some scholars view the two perspectives as distinc-
tive, yet complementary. Chang, Bordia, and Duck (in press)
contrasted Wheelan’s (1994) integrative model of group
development—a classic stage model—with Gersick’s PEM.
Examining 25 student project groups, they concluded that the
models are complementary depending on (a) what content is
addressed and (b) what unit of analysis is used in regard to
time. Content that focused on group processes and structure
and more microtiming tended to support linear development,
whereas content that focused on the groups’ approach to their
task and more macrotiming tended to support the PEM.
These findings suggest that neither perspective alone is an
adequate account of team development—we need broader,
more integrative models.

Similarly, Morgan et al. (1993) formulated a model of work
team development that integrated the Tuckman and Gersick
models. The model was designed to apply to work teams op-
erating in complex environments in which coordination is a
central aspect of effective performance. Assumptions of the
model are that (a) team development processes shift over time,
(b) shifting processes form reciprocal process-outcome links
such that intermediate outcomes serve as inputs for subse-
quent processes, and (c) team members acquire contextually
grounded skills that lead to improvements in team effective-
ness over time. This integration of Gersick and Tuckman
yields a model with nine stages of development: preforming,
forming, storming, norming, performing-I, reforming (punc-
tuated equilibrium transition), performing-II, conforming,
and de-forming. Another key feature of the model is the dis-
tinction made between task work (task-relevant knowledge
and skill development) and teamwork (knowledge and skills
that enhance the quality of team member interactions—i.e.,
coordination, cooperation, communication) that must be inte-
grated in parallel as a central aspect of the developmental
process. Research by Glickman et al. (1987) provides general
support for the primary assumptions of the model and, in par-
ticular, the distinction between task work and teamwork skills
and their necessary integration for team effectiveness.

More recently, Kozlowski and colleagues (1999) have
proposed a normative model of team compilation that inte-
grates team development with a performance perspective—
that is, team performance and adaptability at any given point
in time are viewed as dynamic consequences of a continuous
developmental process. There are three key conceptual
features of the theory. First, temporal dynamics are viewed in
terms of both linear and cyclical time, representing the effects

of developmental processes and task episodes, respectively.
Team capabilities improve developmentally prompting tran-
sition to more advanced phases of skill acquisition. Within a
phase, variations in task episodes or cycles provide opportu-
nities for learning and skill acquisition (see also Kozlowski,
Gully, McHugh, et al., 1996; Kozlowski, Gully, Salas, &
Cannon-Bowers, 1996). Second, developmental transitions
prompt attention to different content that is the focus of new
learning, different processes by which knowledge and skills
are acquired, and different outcomes that capture current ca-
pabilities. Third, team compilation is viewed as an emergent
multilevel phenomenon. Knowledge, skills, and performance
outcomes compile successively upwards across focal levels
from an individual self-focus to dyadic exchanges to an adap-
tive team network.

The model is formulated around four phase transitions,
each with a distinct focal level and content, process, and out-
come specifications. In Phase 1, individuals are focused on re-
solving their fit in social space through a socialization process;
this yields outcomes of interpersonal knowledge and team ori-
entation, providing a foundation for shared norms, goals, and
climate perceptions. In Phase 2, individuals focus on acquir-
ing task knowledge via skill acquisition processes with out-
comes of task mastery and self-regulation skills. In Phase 3,
the level shifts to dyads that must negotiate role relationships,
identifying key role sets and routines to guide task-driven in-
teractions. In Phase 4, the level shifts to the team as it creates
a flexible network of role interdependencies that will enable
continuous improvement and adaptability to novel and chal-
lenging demands. Although there are no direct tests of the
model, it is synthesized from a substantial and diverse litera-
ture. DeShon, Kozlowski, Schmidt, Wiechmann, and Milner
(2001) provide preliminary support for the basic proposition
that developmental shifts in focal level from individual to
team contribute to team performance adaptability.

Research Implications and Application Issues

Socialization

At no other point are employees as malleable and open to
guidance as they are during their initial encounter with the or-
ganization and their work group. This provides an obvious
opportunity to have a long-term influence on the shaping of
new employees that has not gone unnoticed by organizations.
Indeed, the vast majority of organizations make some formal
effort to socialize newcomers to inculcate norms, goals,
and values via training, induction, and orientation programs
(Anderson, Cunningham-Snell, & Haigh, 1996). Yet the
available evidence suggests that these formal efforts have
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only moderate and transitory effects, which are swamped by
the more intense and proximal socialization processes that
occur within work groups (Anderson & Thomas, 1996; Chao,
Kozlowski, et al., 1994).

We know that team leaders and work group members play
a critical role in newcomer socialization. Given this clear im-
pact, some researchers have suggested that it may be a useful
strategy to train team leaders and group members to be more
effective socialization agents (Ostroff & Kozlowski, 1992).
To our knowledge, no such efforts have been pursued and
evaluated. Thus, for the most part, the effectiveness of this
more local process is accidental, dependent on the mutual
proaction of newcomers and their work groups. This issue
has clear application potential that has not been sufficiently
explored and leveraged.

Although the importance of the work group as a key agent
in socialization is recognized implicitly by the literature, it has
largely neglected the importance of newcomer socialization to
the group. It is in the work group’s vested interest to socialize
newcomers. It helps to maintain existing norms, expectations,
and shared systems of meaning; it enhances social and work
interactions; and it is essential to long-term group functioning.
Thus, although we know how and what newcomers try to
learn from work group members, we know far less about the
precise role of the group in the process. What group charac-
teristics influence the process and how? What tactics do
groups use to prompt assimilation and resist accommodation?
What are the effects of different group characteristics and
tactics—in interaction with newcomer characteristics and
tactics—on the socialization process, group functioning,
and group effectiveness? These are critical research questions
that for the most part remain to be explored in future research.
We believe that progress on elucidating work group socializa-
tion will necessitate another shift in research perspective in
the socialization literature, one that takes a contextual ap-
proach—focusing on the newcomer in the group context, one
that is sensitive to multiple levels—newcomers, dyadic rela-
tionships with group members, and the group as a whole—and
one that models the emergent effects of newcomer assimila-
tion and group accommodation processes on group responses
across levels and over time.

Development

Like that of socialization, the formative period of team
development offers an unprecedented opportunity to shape the
nature and functioning of new teams. Unfortunately, unlike
socialization, in which there is a growing empirical founda-
tion, relatively little research addresses work team
development. What we know about the process is largely

based on extrapolations from case studies examining other
types of teams (Tuckman, 1965) or on the relatively few ob-
servational studies of work team development—studies that
tend to be based on very few teams. For the most part, the work
team development process remains largely unexplored.

In some ways, the area of team development may be
paralleling and lagging its socialization counterpart. Two
decades ago, the socialization area was typified by classic de-
scriptive theories that were primarily focused on voluntary
groups. Empirical research was spotty and not of the highest
quality. Then there was a period of theory development
specifically targeted on organizational socialization; these
theories subsequently stimulated many empirical advances.
Today, socialization is a vibrant area of theory development
and research. The team development area is like socialization
was two decades ago. We are beginning to see the creation of
new theories specifically focused on work team development
that move beyond the classic descriptive models. Hopefully,
these and other new theories will stimulate rigorous empirical
research on work team development. For example, further re-
search to validate and extend Gersick’s model (1988) is
needed. If the punctuated equilibrium is a universal phe-
nomenon in project groups and other types of teams, surely
interventions to accelerate the initial unproductive phase can
be created to help improve the efficiency and effectiveness
of the team development process. Similarly, research to vali-
date the content, processes, and outcomes specified for the
phases of team development by Kozlowski et al. (1999)
would provide a foundation for creating interventions that
promote team development at all stages of a team life cycle.
For now, however, the process of team development—and
its resulting quality—is largely taken as a matter of faith; lead-
ers and teams are expected to muddle through and figure it
out. From an applied perspective, one cannot help but marvel
at the magnitude of the lost opportunity to influence long-term
team effectiveness.

TEAM EFFECTIVENESS, PROCESSES,
AND ENHANCEMENTS

From an organizational psychology perspective, team effec-
tiveness is the core focus of theory and research on teams. All
topics addressed in this chapter bear on team effectiveness in
one way or another. There are literally thousands of articles
addressing this topic—far too many for us to capture. Our
intent, therefore, is to briefly characterize key aspects of mod-
els of team effectiveness and then to focus primary attention
on those topics that uniquely distinguish the organizational
approach from that of its progenitors—that is, on processes
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relevant to work-driven team member interactions, the nature
of team performance, and interventions designed to enhance
team processes and team performance.

Team Effectiveness

Most models of team effectiveness begin where most models
of team development end. Models of team effectiveness gen-
erally assume mature teams that have completed a formative
developmental process. Most models of team effectiveness
are at least loosely formulated around an input-process-
outcome (IPO) framework posited by McGrath (1964); inputs
are the primary cause of processes that in turn mediate the
effect of inputs on outcomes. Inputs represent various re-
sources available to the team both internally (e.g., composi-
tion of knowledge, skills, and abilities, personalities,
demographics, group structure, team design) and externally
(e.g., rewards, training, organizational climate) at multiple
levels (e.g., individual, group, organization). Processes re-
present mechanisms that inhibit or enable the ability of
team members to combine their capabilities and behavior. Al-
though the small group literature has generally focused on
dysfunctional processes that yield process losses (Steiner,
1972), the focus of team effectiveness is on synergies that
produce process gains (Hackman, 1987).At a global level, ex-
amples include coordination, cooperation, and commu-
nication (Tannenbaum, Beard, & Salas, 1992). Outcomes
represent criteria to assess the effectiveness of team actions.
Team effectiveness is generally conceived as multifaceted,
with an emphasis on both internal (i.e., member satisfaction,
team viability) and external (i.e., productivity, performance)
criteria (Hackman, 1987). In practice, team effectiveness is
broadly defined and assessed in various ways. It therefore
lacks the precision of a theoretical construct; one must look to
its specification for particular types of teams to determine its
grounded meaning (Goodman et al., 1987). Space precludes
an examination of specific models. Good exemplars, however,
include Gladstein (1984), Hackman (1987), and Tannenbaum
et al. (1992).

Relative to models of team development, team effective-
ness models are more static in nature; this is due in large part
to the assumed causal linkage inherent in the IPO heuristic
and to the way that process is represented—by a box. Theo-
rists do acknowledge linear time (McGrath, 1964), reciprocal
linkages (Hackman, 1987), and feedback loops (Tannenbaum
et al., 1992) to capture different temporal dynamics.
Nevertheless, effectiveness criteria are generally treated as
retrospective summaries, and designs to evaluate team effec-
tiveness models tend to be based on cross-sectional, static
data (Goodman et al., 1987). Time is relatively unappreciated

in most perspectives on team effectiveness (Kozlowski et al.,
1999). McGrath’s (1991) time-interaction-performance (TIP)
model is a rare exception in this regard.

Although the IPO framework lends structure to many
models of team effectiveness, thereby creating a substantial
degree of similarity across models, there are also some impor-
tant differences. One key difference worth highlighting con-
cerns whether processes are caused by input factors (i.e.,
mediators) or whether they are better conceptualized as con-
tingencies (i.e., moderators) that affect the input-to-output
link. The former point of view is more representative of the
small group research perspective and is a major reason why
that tradition has tended to focus on process losses that stem
from natural patterns of group interaction (e.g., Steiner,
1972). In contrast, the latter point of view is more representa-
tive of a normative approach that conceptualizes processes as
mechanisms that enable the group to fit patterns of interaction
to team task design and work flows (e.g., Hackman, 1987).
This latter perspective is interventionist in orientation and—
whether it does or does not explicitly conceptualize processes
as moderators—seeks to specify appropriate patterns of inter-
action and exchange and to intervene through training, leader-
ship, or other techniques to improve the fit of team processes
with task-driven requirements to enhance team effectiveness
(e.g., Hackman, 1987; Kozlowski, Gully, McHugh, et al.,
1996; Kozlowski et al., 1999; Kozlowski, Gully, Salas, et al.,
1996; Tannenbaum et al., 1992); this naturally raises the ques-
tion of what process mechanisms enable team effectiveness.

Team Processes

Just as in the effectiveness area, there is an extensive literature
on team processes, the concept itself is so broadly defined as to
be ill defined, and there is little convergence on a core set of
processes. Much of the small-group literature primarily ad-
dresses “natural” group processes that unfold in voluntary
groups that have no broader embedding context (i.e., the orga-
nization) and no task-driven interdependencies; hence, the
focus on interpersonal processes involved in group attraction
(e.g., cohesion) and divisiveness (e.g., conflict).Although such
processes are certainly of relevance to work teams, other
process mechanisms are more relevant to fitting team member
interactions to task work flows. To organize our review of team
processes, we focus on cognitive, affective-motivational, and
behavioral mechanisms.

Cognitive Constructs and Mechanisms

Three primary cognitive mechanisms are represented in the lit-
erature: team mental models, transactive memory, and team
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learning. Team mental models are team members’shared, orga-
nized understanding and mental representation of knowledge
about key elements of the team’s task environment (Klimoski
& Mohammed, 1994). Four content domains underlying team
mental models have been proposed (Cannon-Bowers, Salas, &
Converse, 1993): (a) equipment model—knowledge of equip-
ment and tools used by the team; (b) task model—understand-
ing about the work that the team is to accomplish, including its
goals or performance requirements and the problems facing the
team; (c) member model—awareness of team member charac-
teristics, including representations of what individual members
know and believe and their skills, preferences, and habits; and
(d) teamwork model—what is known or believed by team
members with regard to what are appropriate or effective
processes.

Related to team mental models but at a much higher level
of generality are conceptualizations of team climate. Team
climate represents group-level shared perceptions of impor-
tant contextual factors that affect group functioning and
group outcomes via mediating climate perceptions. For ex-
ample, Hofmann and Stetzer (1996) have demonstrated that
team safety climate affects team safety behaviors and out-
comes. Similarly, Anderson and West (1998) have developed
the Team Climate Inventory as a tool to improve team inno-
vation. Variations in the extent to which climate is shared at
the team level has been shown to affect its link to team out-
comes (González-Romá, Peiró, & Tordera, in press).

Team coherence (Kozlowski, Gully, McHugh, et al., 1996)
is another variant of the team mental model construct. The
main difference is that coherence does not assume that team
members share all knowledge identically; rather, some knowl-
edge specific to individuals is different but compatible or com-
plementary. Team coherence is presumed to form on the basis
of developmental processes that unfold over time, shared
experiences, and leader facilitation. Complementary cogni-
tion and behavior—along with shared affect and climate per-
ceptions—provide a foundation for essential teamwork
capabilities. When a team is guided by a shared comprehen-
sion of its task situation and its corresponding goals, strate-
gies, and role links, it is able to adapt to task variations and
to maintain synchronicity without explicit directives
(Kozlowski, Gully, McHugh, et al., 1996). This sharing repre-
sents an integration of task work and teamwork capabilities.

The general thesis of the shared mental model literature
and its variants is that team effectiveness will improve if
members have an appropriate shared understanding of the
task, team, equipment, and situation (e.g., Cannon-Bowers
et al., 1993; see March 2001 issue of Journal of Organiza-
tional Behavior for articles on shared cognition). Empirical
research, however, has lagged behind work on conceptual

development (Mohammed & Dumville, 2001). Some early
research used team mental models as a post hoc explanation
for observed performance differences among teams, al-
though more recent research has measured the construct
more directly. For example, Mathieu, Heffner, Goodwin,
Salas, and Cannon-Bowers (2000) examined the effect of
shared mental convergence on team processes and perfor-
mance using two-person, undergraduate teams performing a
PC-based flight-combat simulation. Results indicated that
teamwork and task work mental models related positively to
team process and performance and that team processes fully
mediated the relationship between shared mental models and
performance. Minionis, Zaccaro, and Perez (1995) used con-
cept maps to examine shared knowledge among team mem-
bers in a computer-simulated tank exercise. Results indicated
that shared mental models enhanced performance on collec-
tive tasks requiring member interdependence but did not
affect tasks that could be completed without coordinated ac-
tion. Using a similar paradigm, Marks, Zaccaro, and Mathieu
(2000), indicated that the quality of team mental models
positively influenced communication processes and perfor-
mance. Thus, although empirical support is limited, emerg-
ing findings support the general thesis that appropriate team
mental models have positive effects on team processes and
effectiveness.

These research findings suggest that the development of
team mental models is a promising leverage point for inter-
ventions to improve team effectiveness. Several methods for
fostering the development of team mental models have been
proposed, including team planning (Stout, Cannon-Bowers,
Salas, & Milanovich, 1999), computer-based instruction
(Smith-Jentsch, Milanovich, Reynolds, & Hall, 1999), and
team self-correction training (Blickensderfer, Cannon-
Bowers, & Salas, 1997). For example, team self-correction
training involves the following elements: (a) event review, (b)
error identification, (c) feedback exchange, and (d) planning
for the future. Team self-correction can be enhanced through
training in skills such as providing feedback, situational
awareness, and assertiveness. Similarly, Kozlowski and col-
leagues (Kozlowski, Gully, McHugh, et al., 1996; Kozlowski,
Gully, Salas, et al., 1996) posit that leaders can play a central
role in developing team coherence by leading the team
through an iterative four-step learning cycle that makes use of
(a) goal setting, (b) performance monitoring, (c) error diagno-
sis, and (d) process feedback. Providing support for these per-
spectives, Marks et al. (2000) enhanced team mental models
with leader prebriefs regarding effective strategies to use.
Smith-Jentsch, Zeisig, Acton, and McPherson (1998) also
used structured leader pre- and debriefs to enhance team men-
tal models and performance.
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Transactive memory is a group-level shared system for en-
coding, storing, and retrieving information—a set of individ-
ual memory systems that combines knowledge possessed by
particular members with shared awareness of who knows
what (Wegner, 1986; Wegner, Giuliano, & Hertel, 1985). It
was introduced to explain how intimate relationships (i.e.,
dating couples) foster the development of shared memory.
The development of transactive memory involves communi-
cating and updating information each partner has about the
areas of the other’s knowledge. In essence, each partner cul-
tivates the other as an external memory aid and in so doing
becomes part of a larger system. The application of the con-
cept to work teams involves a similar logic. Each team mem-
ber keeps current on who knows what, channels incoming
information to the appropriate person, and has a strategy for
accessing the information (Mohammed & Dumville, 2001).
In addition to knowing who is the expert in different knowl-
edge areas, transactive memory also involves storing new
information with individuals who have matching expertise
and accessing relevant material from others in the system
(Wegner, 1986, 1995).

Transactive memory is presumed to offer teams the ad-
vantage of cognitive efficiency. Through the encoding and in-
formation allocation processes, individual memories become
progressively more specialized and are fashioned into a dif-
ferentiated collective memory that is useful to the group. The
knowledge specialization that individuals develop within a
transactive memory system reduces cognitive load, provides
access to an expanded pool of expertise, and decreases re-
dundancy of effort (Hollingshead, 1998b). On the downside,
however, the complexity of transactive memory can create
confusion—especially when expertise is in dispute and im-
portant information falls through the cracks (Wegner, 1986).
There is also the potential problem of time lags to acquire
needed information. When performance is time critical, such
lags are likely to adversely affect team effectiveness.

Like team mental models, empirical research on transac-
tive memory lags behind theoretical development. Because
the concept was introduced to explain the behavior of inti-
mate couples, most research has examined dyads (e.g.,
Hollingshead, 1998a, 1998b). There is some work addressing
transactive memory in work groups. Liang, Moreland, and
Argote (1995) trained undergraduates to assemble a radio
either individually or in groups. Trainees were later tested
either with their original group or in a newly formed group.
Evidencing stronger transactive memory systems, members
of groups trained together specialized in remembering differ-
ent aspects of the task, coordinated behaviors more effec-
tively, and displayed greater trust in each other’s expertise.
Moreover, the effects of group training on task performance

were mediated by the operation of transactive memory.
Moreland (2000) conducted a follow-up using a similar
design and task. Transactive memory was measured more
directly through the complexity of group members’ beliefs
about one another’s radio expertise, and the agreement and
accuracy of those beliefs. Lewis (2000) has begun to validate
field measures and to establish the link between transactive
memory and team performance in organizational settings.

Although this area is still in its infancy, some research and
practical recommendations can be offered. From a research
perspective, most work on transactive memory has been con-
ducted with couples in the laboratory using contrived tasks.
Thus, future research needs to focus on work teams and how
transactive memory emerges and is maintained in field con-
texts (Mohammed & Dumville, 2001). From a practical per-
spective, the nature of communication media in teams may
be important for fostering and maintaining transactive mem-
ory. Hollingshead (1998b), for example, found that couples
working via a computer conferencing system performed
more poorly on a knowledge-pooling task than did couples
who worked face-to-face. Those results and a follow-up sug-
gest that both nonverbal and paralinguistic communication
play an important role in the retrieval of knowledge in trans-
active memory systems. Finally, another line of research sug-
gests that training intact teams may be useful for developing
transactive memory systems (Moreland, 2000; Moreland,
Argote, & Krishnan, 1998).

Team learning refers to relatively permanent changes in
the knowledge of an interdependent set of individuals associ-
ated with experience and can be distinguished conceptually
from individual learning. Argote, Gruenfeld, and Naquin
(1999), for example, found that skilled individual learners
will not necessarily result in a team that learns collectively.
Edmonson’s (1999) model of team learning suggests that
psychological safety—a shared belief that the team is safe for
interpersonal risk taking—contributes to team learning be-
haviors such as seeking feedback, sharing information, ex-
perimenting, asking for help, and talking about errors. These
behaviors are then presumed to facilitate performance by al-
lowing the team to shift directions as situations change and to
discover unexpected implications of team actions.

Very little research has examined team learning. Argote,
Insko, Yovetich, and Romero (1995) examined the effects of
turnover and task complexity on group learning in a labora-
tory. They reported a group learning curve: The performance
of groups making origami birds increased significantly over
six periods, with the performance increase occurring at a de-
creasing rate. Turnover and task complexity were detrimental
to performance, and the differences between turnover and no-
turnover groups as well as between simple and complex task
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groups were amplified as groups gained experience over time.
Edmonson (1999) examined team learning in an organiza-
tional context, reporting that team psychological safety posi-
tively affected learning behaviors, which in turn positively
affected team performance. Cannon and Edmondson (2000)
found that learning-oriented beliefs promoted group perfor-
mance and that effective coaching, clear direction, and a sup-
portive work context were antecedents of group learning.

Although this work is still in its formative stage, some re-
search and practical recommendations may be noted. From a
research perspective, much of the empirical work is weak.
First—and most critically—learning or knowledge is rarely
assessed directly. Instead, team learning is assumed from
changes in team performance, behavior, or both. Thus, there
is a clear need for research to directly measure changes in
both individual and team knowledge, to clearly distinguish
collective knowledge from individual knowledge, and to sep-
arate team learning from other team cognitive constructs (i.e.,
team mental models, transactive memory) and from team
performance. Until these issues are addressed, the standing of
team learning as a meaningful and useful construct remains
murky. A second and related limitation is that many of the
variables examined as having an impact on team learning
such as turnover, may have impacts on team performance
apart from affecting team learning. In other words, although
turnover may affect the “collective” knowledge of the team,
it also may influence communication patterns, induce social-
ization efforts, affect team mental models, and so forth,
which may ultimately impact team performance. Thus, it is
important for researchers to demonstrate that variables such
as turnover and task complexity have an impact directly on
team learning. Finally, besides Edmonson’s work, there has
been little effort to specify the process by which team learn-
ing occurs. What are the conditions that facilitate team learn-
ing? How is the process different from individual learning?
How does team learning emerge from individual learning?
There are levels of analysis issues that need to be explicitly
addressed to better understand whether the process of learn-
ing is similar or different at the individual and team levels
(Kozlowski & Klein, 2000).

Affective and Motivational Constructs and Mechanisms

There are four primary team process constructs or mecha-
nisms that can be classified as affective, affectively related,
or motivational in nature: (a) cohesion, (b) collective mood
or group emotion, (c) collective efficacy, and (d) conflict and
divisiveness. We address each of these processes in turn.

Team researchers have offered multiple definitions of
cohesion. Festinger (1950) defined cohesiveness as “the

resultant of all the forces acting on the members to remain in
the group” (p. 274). Goodman et al. (1987) defined cohesion
as the commitment of members to the group’s task. Evans
and Jarvis (1980) concluded that “member attraction to the
group” (p. 360) is the most common definition of cohesion.
Mixed results for the effects of cohesion on performance,
however, have led researchers to suggest that it may be mul-
tidimensional. Gross and Martin (1952) described cohesion
in terms of two underlying dimensions—task cohesion and
interpersonal cohesion. Task cohesion is defined as a group’s
shared commitment or attraction to the group task or goal; it
is thought to increase commitment to the task and to increase
individual effort by group members on the task. Interpersonal
cohesion is defined as the group members’ attraction to or lik-
ing of the group (Evans & Jarvis, 1980). Interpersonal cohe-
sion allows groups to have less inhibited communication and
to effectively coordinate their efforts.

Research findings tend to support the multidimensional
view. For example, a meta-analysis by Mullen and Copper
(1994) distinguished three types of cohesion: (a) interper-
sonal cohesion, (b) task cohesion, and (c) group pride. They
concluded that task cohesion is the critical element of group
cohesion when the cohesion-performance relationship is ex-
amined and that interpersonal cohesion might do little more
than cause members to exert only as much effort as required
to remain in the group. Zaccaro and Lowe (1988) found that
only task cohesion was important for an additive task; inter-
personal cohesion had no impact. On a disjunctive task, how-
ever, Zaccaro and McCoy (1988) found that the best group
performance occurred when groups had both high levels of
task cohesion and interpersonal cohesion.

Although it has been observed that a cohesive group may
engage its energies in high performance or its restriction
(Seashore, 1954), most empirical research has supported a
positive relationship between cohesion and group perfor-
mance across a wide variety of team types (Evans & Dion,
1991; Greene, 1989; Hambrick, 1995; Katzenbach & Smith,
1993; Mullen & Copper, 1994; Smith et al., 1994). How-
ever, several important issues remain to be firmly resolved
with respect to the effects of cohesion on team effectiveness.
First, the relative impacts of task and interpersonal cohesion
may depend on the effectiveness outcome being examined. For
example, Mullen and Copper (1994) found that task cohesion
had the largest impact on team performance, presumably be-
cause it increases task commitment. In contrast, Barrick et al.
(1998) found that social cohesion positively affected ratings of
team viability. Second, task type may operate as a moderator
of cohesion effects. Gully, Devine, and Whitney (1995) sug-
gested that cohesive groups perform well on interdependent
tasks because they can coordinate better, whereas coordination
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is unimportant for more independent tasks. Research supports
this suggestion and has found that cohesion has less of an effect
when the team task is additive. In fact, some researchers have
suggested that cohesion can be detrimental to additive tasks
because it partially focuses group effort onto social develop-
ment rather than on concentration just on the task (Lott & Lott,
1965).

Two practical recommendations can be offered for en-
hancing team cohesion. First, it may be important to have the
right mix of individuals to enhance team cohesion. Barrick
et al. (1998) found that teams high in extraversion and emo-
tional stability had higher levels of social cohesion. Second,
clear norms and goals may help teams to develop both task
and interpersonal cohesion, although it is difficult to know
precisely the direction of this relationship. Thus, using selec-
tion to manage group composition and team development to
inculcate norms and goals may be useful ways to establish
cohesive groups.

Collective mood or group emotion captures the idea of
group affective tone (e.g., George, 1990). Barsade and
Gibson (1998) argue that two approaches—top-down and
bottom-up—can be used to understand group emotion. The
top-down approach views the group as a whole and leads re-
searchers to examine how the feeling and behaviors of indi-
viduals arise from group dynamics. It is characterized by four
streams of research that treats group emotion as (a) powerful
forces that dramatically shape individual emotional response
(e.g., psychological effects of crowds); (b) social norms that
prescribe emotional feelings and expression (e.g., sets of so-
cially shared norms about how individuals should feel and
how they should express those feelings in particular situa-
tions); (c) the interpersonal glue that keeps groups together
(e.g., group cohesion); and (d) a window to viewing a group’s
maturity and development (e.g., group emotions have been
used to understand the temporal development of groups). The
bottom-up approach examines the ways in which individual
level emotions combine at the team level to influence out-
comes and is represented by three research foci: (a) mean-
level affect, (b) affective homogeneity-heterogeneity, and
(c) the effects of minimum-maximum team member affect on
the group.

Shaw (1976) suggested that there is consistent evidence
that group effectiveness, cohesiveness, morale, group moti-
vation, and communication efficiency are positively related
to the composition of such individual-level attributes as
adjustment, emotional control, and emotional stability and
negatively related to such attributes as depressive tendencies,
neuroticism, paranoid tendencies, and pathology. Some re-
searchers have suggested that affective homogeneity is bene-
ficial because research has shown that similarity between

individuals creates attraction (Schneider, 1987). Similar to
the effects of group composition, it has been argued that
teams with members who are more similar affectively will be
more comfortable with each others’ interpersonal interac-
tions, thereby generating more cooperation, trust, social inte-
gration, and cohesion. These effects in turn should positively
influence group outcomes. For example, George (1990) re-
ported that positive and negative dispositional affectivity
within groups related to group-level positive and negative af-
fective tones, respectively. Her findings indicated that group-
level positive affective tone is negatively related to group
absenteeism, whereas group-level negative affective tone is
associated with lower levels of prosocial behavior. Barsade,
Ward, Turner, and Sonnenfeld (2000) examined the disposi-
tional positive affective similarity among members of senior
management teams and found that affective similarity has a
positive effect on group outcomes. On the other hand, some
group composition research has shown that affective hetero-
geneity can be beneficial for some outcomes such as creativ-
ity (Jackson, 1992b). Barsade and Gibson (1998) suggest that
it may be good when the affective qualities of individuals
complement one another (e.g., pessimist and optimist, low
energy and high energy, etc.). Finally, it may be possible to
take the idea of minority influence and examine it from an
affective perspective. Barsade (1998) suggests that a single
person can have a strong influence on group affect. For ex-
ample, a person who has strong dispositional negative affect
may infect the team with his or her negativity and the team’s
mood may become much more negative than would be ex-
pected from its mean-level dispositional affect.

Although the ideas regarding the effects of group emo-
tion on team effectiveness are provocative, several important
issues need to be resolved. First, more empirical support is
needed. Most of Barsade’s ideas are drawn from research on
group composition and other topics. Barsade draws parallels
suggesting that similar effects may occur when the composi-
tional variable of interest is affect. However, aside from a few
empirical studies, most of these issues remain unexamined.
Research is clearly needed. Second, Barsade and Gibson
(1998) make clear reference to top-down and bottom-up lev-
els of analysis issues. It is important for research to address
these issues with precision to better understand the impact of
group-level affect on individual-level variables and vice
versa (Kozlowski & Klein, 2000).

The potential practical implications of this work are tem-
pered by the need for more basic research. For example,
although there is some support for a relationship between dis-
positional affect and job skills (see Staw, Sutton, & Pelled,
1994, for a review), the research is not yet specific enough to
be able to determine how this would transfer across different
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group contexts. Such research is necessary to determine
the most effective ways of influencing group outcomes
through affect. Is it best to control group affect by establish-
ing norms, or will it be more effective to select team members
based on affective individual differences? Similarly, man-
agers may need to influence the impact of maximum and
minimum group members because these members—through
contagion—can have a strong influence on the affect of the
group; or there may be a need to manage affective heterogene-
ity or homogeneity. Selection as a means to manage group
composition may be a useful tool in this regard. However, far
more research will have to be conducted before there is a suf-
ficient foundation for specific practical recommendations.

Bandura’s (1997) concept of collective efficacy is defined
as a group’s shared belief in its own collective ability to
organize and execute courses of action required to produce
given levels of attainment. Zaccaro, Blair, Peterson, and
Zazanis (1995, p. 309) defined collective efficacy as “a sense
of collective competence shared among members when allo-
cating, coordinating, and integrating their resources as a suc-
cessful, concerted response to specific situational demands.”
Shea and Guzzo (1987, p. 335) defined a similar construct,
called group potency, as “the collective belief of a group that
it can be effective.” Although many scholars view these two
constructs as similar, Guzzo, Yost, Cambell, and Shea (1993)
asserted that collective efficacy is task specific and group po-
tency is a more general shared belief about group effective-
ness across multiple tasks. It is generally presumed that a
well-developed structure and interactive or coordinative task
processes are necessary or at least a sufficient condition for
shared efficacy beliefs to develop (Paskevich, Brawley,
Dorsch, & Widmeyer, 1999). In other words, there needs to
be a common foundation to foster shared judgments of future
effectiveness. Similar to individual-level efficacy, collective
efficacy is hypothesized to influence what a group chooses to
do, how much effort it will exert in accomplishing its goal,
and what its persistence will be in the face of difficulty or
failure (Bandura, 1986).

Some of the initial research examining the effects of col-
lective efficacy has focused on physical tasks and the perfor-
mance of sports teams. For example, Hodges and Carron
(1992) found that triads high in collective efficacy improved
their performance on a muscular endurance task following a
failure experience, whereas triads low in collective efficacy
experienced a performance decrement. In the field, Feltz and
Lirgg (1998) found that ice hockey teams with higher levels
of collective efficacy performed better. Similar results have
been reported for work teams. Virtually all the studies that
have examined this issue have found a positive relationship
between collective efficacy and work team effectiveness

(e.g., Campion et al., 1993; Edmondson, 1999; Hyatt &
Ruddy, 1997). Furthermore, a recent meta-analysis by Gully,
Joshi, Incalcaterra, and Beaubein (in press) examining 256
effect sizes from 67 empirical studies concluded that team
efficacy is a strong predictor of team performance (� � .41).

There are three important issues that need to be addressed
by continuing research on collective efficacy: (a) levels of
analysis concerns in measurement, (b) elucidation of the un-
derlying process, and (c) examination of potential contextual
moderators. First, Gist (1987) suggested three methods of as-
sessing collective efficacy: (a) aggregating individual percep-
tions of self-efficacy, (b) averaging individuals’ perceptions
of collective efficacy, or (c) using consensual group re-
sponses to a single questionnaire. The third approach has
been criticized because it ignores the variability that exists
when beliefs are not shared (Bandura, 1997). A fourth ap-
proach, suggested by Lindsley, Brass, and Thomas (1995),
has individual members estimate the group’s belief that it can
perform a specific task that contrasts with an individual’s
view about what he or she alone believes the group can
do. Levels of analysis theorists recognize these alternatives
as distinctly different conceptualizations of the higher-level
construct relative to its individual-level origins (e.g., Chan,
1998). Thus, research needs to examine differences in mean-
ing and effect among these different versions of collective ef-
ficacy. Second, research is needed to examine exactly how
collective efficacy influences team performance. Paskevich
et al. (1999) found that certain aspects of multidimensional
collective efficacy were related strongly to task-based aspects
of cohesion. Through what mechanisms does collectively ef-
ficacy develop and have impact? Is it analogous to individual
self-efficacy, or are there distinctive mechanisms at the team
level? Thus, research needs to elucidate the underlying
process and to distinguish individual- and team-level effects.
Third, it is likely that contextual factors such as the team task
and culture, among others, may affect the link between collec-
tive efficacy and team effectiveness. For example, Gibson
(1999) found that when task uncertainty was high, work was
independent, and collectivism was low, group efficacy was not
related to group effectiveness. However, when task uncer-
tainty was low, work was interdependent, and collectivism
was high, the relationship between group efficacy and group
effectiveness was positive. Moreover, the recent meta-
analysis conducted by Gully et al. (in press) reported that work
flow interdependence moderated the relationship between
team efficacy and team performance such that the relationship
was stronger when interdependence was higher (� � .45) and
weaker when interdependence was lower (� � .34).

Based on the supportive research findings, it is reasonable
to assert that high collective efficacy is generally a desirable
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team characteristic. From a practical perspective, the relevant
question is How can collective efficacy be fostered? Unfortu-
nately, most research has examined the collective efficacy-
performance relationship. There has been much less attention
focused on the antecedents of collective efficacy, making it dif-
ficult to provide firm recommendations on how managers and
organizations can build efficacy at the team level. However,
one might assume that many of the factors shown to influence
individual-level self-efficacy may be relevant—at least as a
point of departure. Thus, future research should consider team-
level goal orientation, regulatory focus (DeShon et al., 2001),
attributional processes, and success-failure experiences, espe-
cially early in a team’s life cycle.

Most of the process constructs and mechanisms discussed
thus far are oriented toward forces that push team members to-
gether. Shared mental models, team learning, cohesion, and
collective efficacy are forces for convergence; moreover, the
image of a team as a “well-oiled machine” clearly character-
izes our interest in those processes that yield synergy and the
enhancement of team effectiveness. Yet it is also the case that
teams are not always characterized by convergence. Indeed,
divergence, divisiveness, and conflict are common phenom-
ena in teams and organizations (Brown & Kozlowski, 1999).
For example, Lau and Murnighan (1998) describe how demo-
graphic differences can split a group along “fault lines” into
competing and divisive entities. Brown and Kozlowski (1999)
present a dispersion theory that focuses on latent constructs
(e.g., perceptions, values, beliefs). In their model, convergent
and divergent processes can operate simultaneously within
and across groups, affecting the nature of emergent collective
constructs. Sheremata (2000) argues that groups and organi-
zations are characterized by both centrifugal forces—which
push the entity apart—and centripetal forces—which pull it
back together.

Conflict is a manifestation of the processes underlying
fault lines, divergence, and centrifugal forces. Work teams
provide an interpersonal context in which conflict is likely; It
must then be managed because it is often detrimental to team
performance (Jehn, 1995). Marks et al. (2001) identified two
conflict management strategies: (a) preemptive conflict man-
agement involves establishing conditions to prevent, control,
or guide team conflict before it occurs; whereas (b) reactive
conflict management involves working through task, process,
and interpersonal disagreements among team members.
Most research has focused on reactive conflict management
strategies, such as identification of the parameters of conflict
between team members, problem solving, compromising,
openness and flexibility, and willingness to accept differ-
ences of opinion. Although it is more limited, there has been
some work on preemptive conflict management such as

establishing norms for cooperative rather than competitive
approaches to conflict resolution (Tjosvold, 1985), using
team contracts or charters to specify a priori how team mem-
bers agree to handle difficult situations (Smolek, Hoffman, &
Moran, 1999), and developing team rules and norms about
the nature and timing of conflict (Marks et al., 2001).

Recent research has shed light on several important aspects
of intrateam conflict and provides promise for developing bet-
ter conflict management in teams. Some research suggests that
conflict may be beneficial for teams; it depends on the types of
conflict and task. For example, Jehn (1995) found that for
groups performing routine tasks, both task conflict (disagree-
ment about task content) and relationship conflict (interper-
sonal incompatibilities) were detrimental. However, for
groups performing nonroutine tasks, only relationship conflict
was detrimental. In fact, at times, task conflict was beneficial
for groups performing nonroutine tasks. Similarly, Amason
(1996) found that higher levels of cognitive conflict (task
based) and lower levels of affective conflict (relationship
based) led to increased effectiveness in top management
teams. Furthermore, research by Simons and Peterson (2000)
found that top management teams low in interpersonal trust
tended to attribute conflict to relationship-based issues,
whereas top management teams high in interpersonal trust
tended to attribute conflict to task-based disagreements. Thus,
interpersonal trust may be an important variable to consider in
managing conflict in teams.

Behavioral Constructs and Mechanisms

There are three primary topics that can be classified as
observable process mechanisms that influence team effec-
tiveness: (a) coordination, (b) cooperation, and (c) communi-
cation. We acknowledge at the outset that these three
concepts are often ill defined and difficult to clearly separate.
However, we argue that coordination involves a temporal
component that is not an essential part of cooperation or col-
laboration and that communication is frequently a means to
enable coordination or cooperation but is distinguishable
from the other two.

Coordination can be defined as activities required to man-
age interdependencies with the team work flow. The notions
of (a) integrating disparate actions together in concert
with (b) temporal pacing or entrainment are central to the
conceptualization of coordination (Argote & McGrath,
1993). Its essential elements and underlying processes
include (Zalesny, Salas, & Prince, 1995) (a) goals (e.g., iden-
tifying goals through conflict and resolution), (b) activities
and tasks (e.g., mapping goals to activities through leader-
ship), (c) actors-team members (e.g., task assignment), and
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(d) interdependencies (e.g., resource allocation, sequencing,
and synchronization). Coordination is vital to group effec-
tiveness in situations in which a successful outcome for the
entire group is the end result of numerous contributions or
efforts by all group members (i.e., integration) and in which
successful contributions by one participant are contingent on
a correct and timely contribution by another participant (i.e.,
temporal entrainment).

Several operationalizations have been used to capture team
coordination behavior. Assessments consistent with the previ-
ously sketched conceptualization have focused on temporal
response patterns and sequential analysis (Zalesny et al.,
1995), such as using observer ratings of communication pat-
terns (Brannick, Roach, & Salas, 1993), measuring the amount
of time one team member waits for another before engaging in
a joint effort (Coovert, Campbell, Cannon-Bowers, & Salas,
1995), and using Petri nets and artificial neural networks to
model and analyze ongoing processes. This last technique can
graph the interactions of team members over time, determin-
ing the flow of activities and communication.

Empirical research has established team coordination as an
important correlate of team performance. For example,
Guastello and Guastello (1998) reported that coordination
rules were implicitly learned and then transferred successfully
to new rules of similar difficulty. They also noted that team co-
ordination may occur without verbal mediation or leadership
actions and that coordination transfer was less positive to a
task of greater difficulty. Stout, Salas, and Carson (1994) ex-
amined the effects of coordination on two-person team per-
formance on a flight simulation task. Interactive processes
that were examined included such behaviors as providing
information in advance, making long- and short-term plans,
asking for input, assigning tasks, and stepping in to help oth-
ers. Coordination ratings positively predicted mission perfor-
mance of the team when individual task proficiency was held
constant.

Important concerns relevant to future research on coordi-
nation center on issues of levels and time. With respect to lev-
els, it is important to identify coordinated team responses that
represent a broad range of disparate and complex patterns of
individual action and are not simply the sum of the responses
of team members. Similarly, it is important to determine
when the responses of individuals are part of a coordinated
team response and when they are simply individual responses
(Zalesny et al., 1995). Finally, a key issue concerns how to
represent interactions of individual team members over
time at higher levels of analysis. Recent theoretical work on
the nature of emergent constructs—how higher-level phe-
nomena emerge from the characteristics and interactions of
individuals—offers some guidance in this regard (Kozlowski

& Klein, 2000). With respect to temporal issues, research
must be sensitive to both the context and the temporal ele-
ments in which coordination occurs. Most theories assume
that coordination is learned: How does it develop and emerge
at the team level over time (Kozlowski et al., 1999)?

Cooperation can be defined as “the willful contribution
of personal efforts to the completion of interdependent
jobs” (Wagner, 1995, p. 152) and is often viewed as the op-
posite of conflict. Much of the research on cooperation and
collaboration has been conducted in social psychology
around issues of free riding and social loafing (Latané et al.,
1979). This research has focused considerable energy on
identifying factors that might eliminate uncooperative ten-
dencies and instead induce cooperation in groups (Kerr &
Bruun, 1983). We discuss such work later in this chapter in
the section on leadership and motivation. Cooperation and
collaboration have also been examined in the context of
culture—specifically, in the difference between individualis-
tic and collectivistic orientations.

Research suggests that cooperation is generally associ-
ated with team effectiveness. For example, Wagner (1995)
reported that individualists are less apt—and collectivists
more apt—to behave cooperatively. He also found that
individualism-collectivism moderates relationships between
group size, identifiability, and cooperation such that group
size and identifiability have greater effects on the coopera-
tion of individualists than they do on the cooperation of
collectivists. Seers, Petty, and Cashman (1995) found that
departments with greater team-member exchange had signif-
icantly higher efficiency as captured from archival records.
Pinto and Pinto (1990) examined the effect of cross-
functional cooperation in hospital project teams and found
that cooperation positively predicted both task and psy-
chosocial outcomes, such that teams high in cooperation re-
lied more heavily on informal modes of communication than
did low-cooperation teams. Finally, Smith et al. (1994)
showed that cooperation in TMTs was positively related to
return on investment and sales growth.

Most theoretical work that incorporates communication
does so in the context of coordination and cooperation—that
is, as noted previously, communication is seen as a means for
enabling the more primary processes of coordination and co-
operation. Communication can serve two important functions
(Glickman et al., 1987) that aid task work and teamwork.
Task work communication involves exchanging task-related
information and developing team solutions to problems.
Teamwork communication focuses on establishing patterns
of interaction and enhancing their quality.

Research using content analysis has found that differences
in communication patterns are related to differences in team
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performance (e.g., Foushee & Manos, 1981). Ancona and
Caldwell (1992a, 1992b) found that external communication
frequency was positively related to team performance. How-
ever, external communication was negatively associated with
a team’s assessment of its overall performance and with
member ratings of team cohesion. Ancona (1990) reported
that team leader strategies (e.g., probing) affected the types
and frequency of external communication. Smith et al.
(1994) reported that communication frequency was nega-
tively related to TMT effectiveness, and they suggested that
greater communication frequency may be indicative of high
levels of conflict. Campion et al. (1993) found that communi-
cation between teams did not have a significant impact on
productivity, member satisfaction, or managers’ judgments of
team performance. Waller (1999) indicated that frequency
of information collection (e.g., request weather information)
related to the performance of airline crews.

What are the compelling research issues for team commu-
nication? From our perspective, the central issue in team
processes concerns the synergistic combination of individual
contributions to team effectiveness. Communication is a
primary means to enable more proximal factors like coordi-
nation and cooperation. Communication is a lens. Thus,
research on communication type and frequency can be re-
vealing of what team members are trying to coordinate, how
much information they need, or how difficult it is to coordi-
nate their activity. However, focusing solely on communica-
tion type and amount in the absence of attention to co-
ordination and cooperation is incomplete. In addition, from a
coordination perspective, focusing only on type and fre-
quency ignores timing issues. When requests for information
or assistance are made, how quickly others respond and the
timing constraints imposed by the team task are likely to be
critical issues in sorting out when communication is and is
not helpful for team effectiveness.

Enhancing Team Effectiveness

Decision Effectiveness

Team decision effectiveness has been the subject of high-
profile research streams in the 1990s. Sparked by major mili-
tary catastrophes caused by breakdowns in team coordination
processes, this work was undertaken to better understand team
decision effectiveness and to develop interventions to pro-
mote it. Here we highlight two such efforts. Hollenbeck, Ilgen,
and their colleagues (1995) developed a theory of decision
making for hierarchical teams with distributed expertise, in
which team members possess distinctive roles and have access
to different decision-relevant information. This allows them to

make a decision recommendation that they pass on to a team
leader, who then renders the team’s decision. The research
paradigm is temporally sensitive in that the leader makes deci-
sions, gets feedback, and has to incorporate the feedback into
subsequent decisions. Hollenbeck et al. (1995) introduced
the theory and tested it in two research contexts, showing
that team leaders are generally sensitive to the quality and
accuracy of the advice they receive from team members and—
over time—adjust accordingly. Hollenbeck, Colquitt, Ilgen,
LePine, and Hedlund (1998) evaluated boundary conditions
across different components of decision accuracy and member
specialization. Finally, Phillips (1999) examined antecedents
of hierarchical sensitivity—a core theoretical construct in-
dicative of the leader’s ability to accurately assess the validity
of staff members’ recommendations.

Cannon-Bowers, Salas, and their colleagues conducted a
7-year multidisciplinary research effort—the Team Decision
Making Under Stress (TADMUS) program—that was de-
signed to improve team training and the human factors of in-
terface design for tactical decision-making teams (TDM;
Cannon-Bowers & Salas, 1998). One of the key features of
the TADMUS program was its active integration of theory
development, basic research, field testing, and application.
The program was driven by grounded theory, which was
evaluated by basic laboratory research. Promising findings
were subject to field testing to ensure generalization to the
operational environment. Finally, proven techniques were
implemented and institutionalized. In many ways, TADMUS
represents an excellent example of the way in which theory
and basic research can transition to effective organizational
application.

Team Competencies and Performance

The relevance of team processes to enhancing team effective-
ness is that they are presumed by the IPO framework to be
proximal predictors of team performance outcomes. Hence,
although there are other strategies relevant for improving
team effectiveness—such as influencing the composition of
team abilities via selection or improving processes via team
design and leadership—direct enhancement of team processes
via training is the most prevalent team effectiveness interven-
tion (Cannon-Bowers & Salas, 1997). This strategy necessi-
tates two foci: (a) specifying the competencies that underlie
effective team performance and (b) designing and delivering
training that improves these competencies, enhances team
processes, and increases team effectiveness.

From a criterion perspective, team performance can be de-
fined as a product or outcome of team action that satisfies
external constituencies (Hackman, 1987). However, at the
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more specific level of identifying factors that constitute criti-
cal team performance dimensions, definitional challenges are
encountered. As noted in our discussion of team typologies, it
is very difficult to develop a common specification of team
performance—it varies by the type of team. Constraints ema-
nating from the team’s context, its task, and their implica-
tions for internal and external links lead to different
dimensions of performance being relevant for different types
of teams. Thus, team performance specification and measure-
ment must be grounded by the team context and task (Good-
man et al., 1987). Rigorous, reliable, and valid measures of
team performance are essential tools for enhancing team ef-
fectiveness (see Brannick, Salas, & Prince, 1997, for issues
and measurement approaches).

It is also important to appreciate the orientation taken by
researchers toward team performance in their efforts to en-
hance team effectiveness. The orientation has been much
more targeted on processes than it has been on outcomes.
Rather than treating team performance as a static, retrospec-
tive, summary variable intended to capture the outcome of
many specific behaviors over an extended period of time, ef-
forts to understand team performance for training purposes
have tended to focus on what individuals and teams need to
do to perform well. In other words, the focus has been on
behaviors that have to be exhibited over time and on the
underlying competencies that enable those behaviors. An im-
portant issue here is the need to distinguish between team-
level performance outcomes and the individual-level actions
and interactions that are the foundation for team-level perfor-
mance (Kozlowski, Brown, Weissbein, Cannon-Bowers, &
Salas, 2000). In this regard, researchers have generally dis-
tinguished between task work skills—individual job or tech-
nical skills—and teamwork skills—knowledge, skills, and
attitudes (KSAs) that enable one to work effectively with
others to achieve a common goal. Thus, at a general level
team performance and teamwork competencies are easy to
identify—they are the cognitive, affective-motivational, and
behavioral process mechanisms described previously and the
KSAs that enable them, respectively. Three relatively com-
prehensive efforts to identify teamwork competencies are
described in the following discussion.

Fleishman and Zaccaro (1992) describe a taxonomy of
team performance functions in an effort to be more spe-
cific than were previous classifications of group performance
tasks. They synthesized seven major categories of team
performance functions: (a) orientation (e.g., information ex-
change regarding member resources and constraints), (b) re-
source distribution (e.g., load balancing of tasks by members),
(c) timing (e.g., activity pacing), (d) response coordination
(e.g., timing and coordination of responses), (e) motivation

(e.g., balancing team orientation with individual competi-
tion), (f) systems monitoring (e.g., adjustment of team and
member activities in response to errors and omissions), and
(g) procedure maintenance (e.g., monitoring of general proce-
dural-based activities). Note that these performance functions
primarily implicate competencies that enhance coordination
and cooperation.

Based on their extensive work with aircraft cockpit crews
and TDM teams, Salas, Cannon-Bowers, and their col-
leagues synthesized a set of eight teamwork skill dimensions
(Cannon-Bowers, Tannenbaum, Salas, & Volpe, 1995; Salas
& Cannon-Bowers, 1997): (a) adaptability—competency to
adjust strategies using compensatory behavior and realloca-
tion of team resources; (b) shared situational awareness—
possession of shared-compatible mental models of the team’s
internal and external environment used to arrive at a com-
mon understanding of the team situation and to derive appro-
priate strategies to respond; (c) performance monitoring and
feedback—the capability to monitor teammate performance,
give constructive feedback about errors, and make helpful
suggestions for improvement; (d) leadership and team
management—competencies to plan, organize, direct, moti-
vate, and assess teammates; (e) interpersonal relations—skills
to resolve conflict and engage cooperation; (f) coordination—
competencies to integrate and synchronize task activities with
other teammates; (g) communication—capability to clearly
and accurately convey information and acknowledge its
receipt; and (h) decision making—competencies to pool,
integrate, and select appropriate alternatives and evaluate
consequences.

In addition, they have also developed a typology for
classifying team competencies and specifying essential
knowledge (i.e., facts, concepts, relations), skills (i.e.,
cognitive-behavioral procedures), and attitudes (affective
components of teamwork). The two-by-two typology is based
on task and team dimensions. Each dimension is further dis-
tinguished by whether the competencies are specific or
generic—resulting in four distinct classes of competencies
appropriate for different types of teams. For example, trans-
portable competencies (task and team generic) generalize
across teams and are most appropriate for situations in which
individuals are members of multiple project teams. In con-
trast, context-driven competencies (task and team specific) are
appropriate for action teams with tight links to a dynamic ex-
ternal environment and complex internal work flows with a
strong emphasis on coordination, knowledge of interlinked
role demands, and adaptability (e.g., trauma teams, emer-
gency response, TDM teams, aircrews). Specific competen-
cies and KSAs for each of the four cells can then be mapped
for different types of teams (Salas & Cannon-Bowers, 1997).
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Based on an extensive review, Stevens and Campion
(1994) developed a 35-item measure of the KSAs underlying
effective teamwork behavior. Although it has been shown that
certain personality traits evidence criterion-related validity,
these authors concentrated on those KSAs that were more in
line with traditional ability-based systems. They also selected
attributes solely at the individual level of analysis because
their focus was on selecting, training, and evaluating individ-
uals for a team environment—not creating the best combina-
tion of team members. Finally, the authors rejected those
KSAs that were team- or task-specific and instead focused on
those skills related to the team- and task-generic component
of the model proposed by Cannon-Bowers et al. (1995). Their
search resulted in a final list of 10 interpersonal KSAs
and four self-management KSAs. The interpersonal KSAs
were then classified further into conflict resolution, collabora-
tive problem solving, and communication KSAs. The self-
management KSAs were also separated into two categories:
goal setting and performance management KSAs and plan-
ning and task coordination KSAs. Work by Stevens and Cam-
pion (1994) and by others (e.g., Ellis, Bell, & Ployhart, 2000;
McClough & Rogelberg, 1998) suggest that the measure is a
valid predictor of team performance.

Team Training

A variety of direct interventions have been proposed to im-
prove team performance and effectiveness. We touch on a
few techniques that have received research attention, but we
note that this is a huge area of practice—there are literally
thousands of interventions. Some form of team building is
perhaps the most ubiquitous team training technique and gen-
erally focuses on improving team skills in one or more of
four areas (Salas, Rozell, Driskell, & Mullen, 1999): (a) goal
setting—skills to set and achieve objectives; (b) interpersonal
relations—skills to develop communication, supportiveness,
and trust; (c) problem solving—skills for problem identifica-
tion, solution generation, implementation, and evaluation;
and (d) role clarification—skills to enhance understanding of
others’ role requirements and responsibilities. Although there
are many testimonials touting the effectiveness of team-
building techniques, solid empirical support for their efficacy
is weak. A recent meta-analysis (Salas, Rozell, et al., 1999)
indicated no significant overall effect for team building on
team performance. There was a small positive effect for sub-
jective measures of performance but no effect for objective
indicators. Moreover, of the four components, only role clar-
ification evidenced any contribution to team performance.

Although team building is oriented toward improving
characteristics that emerge naturally during socialization

and team development, team building is typically targeted at
mature teams that have already developed strong informal
structures and normative behavior patterns. It is quite a bit
more difficult to change informal structure after it has jelled
than it is to shape it during socialization and development.
Thus, we believe that team-building techniques may have
more potential for leveraging improvement if applied when
team members are more malleable (e.g., Kozlowski et al.,
1999; Kozlowski, Gully, Salas, et al., 1996).

Because of the enormous human and material conse-
quences of team failure, the aviation and military communi-
ties have pioneered efforts to improve team effectiveness
through training. On the aviation side, some form of crew
resource management (CRM) training is in widespread use in
both commercial and military aviation. Early CRM training
focused on changing the teamwork attitudes of team mem-
bers, whereas work in the 1990s shifted toward better defini-
tion, measurement, and training of team processes. On the
military side, the TADMUS program developed and evalu-
ated a variety of training techniques designed to improve the
effectiveness of military TDM teams (see Cannon-Bowers
& Salas, 1998). Although these are distinctive areas of re-
search, the tasks of aviation cockpit crews and TDM teams
share many underlying commonalities; consequently, key
processes essential for team effectiveness and methodologies
to design and deliver training exhibit a high degree of overlap
across both areas. Key processes are defined by the eight
dimensions of teamwork (described previously; Salas &
Cannon-Bowers, 1997). Similarly, there is overlap in training
techniques employed in both areas. Salas and Cannon-
Bowers (1997), for example, identify six general training
strategies for enhancing team processes and other essential
KSAs: (a) task simulations, as a means to develop accurate
performance expectations for various task demands; (b) role
plays and behavior modeling, for building compatible KSAs;
(c) team self-correction, in which team members monitor
each other and provide corrective feedback; (d) team leader
training, in which the leader guides the team through the self-
correction process; (e) cross-training to instill crucial knowl-
edge about the behavior and information needs of one’s
teammates; and (f) teamwork skill training to provide generic
teamwork skills when members must work on across a variety
of tasks or on many different teams. Research from TADMUS
and extensive work on CRM provides an empirical founda-
tion supporting the efficacy of these techniques.

Although research on team training will continue to ad-
vance, these systematic efforts to identify key team compe-
tencies (Salas & Cannon-Bowers, 1997), develop appropriate
performance assessment technologies (Brannick et al., 1997),
apply structured methodologies to design training (e.g., Salas,
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Prince, et al., 1999), and evaluate training effectiveness (e.g.,
Salas, Fowlkes, Stout, Prince, & Milanovich, 1999) provide a
model for team training research and practice for other types
of teams.

Issues for Future Research on Team Training

We close this discussion on the use of training to enhance
team effectiveness by identifying issues that need to be care-
fully considered in future research; these issues are organized
around three themes: (a) what to train, (b) when to train, and
(c) how to train.

What to Train? There has been considerable progress
in the 1990s on identifying important teamwork competen-
cies and specifying their underlying KSAs. We note that
virtually all of this work has been conducted on action teams
that place the most complex and challenging demands on
teamwork skills. The big question that remains is to what
extent do these competencies—presumably in some modified
form—apply to other types of teams that have much weaker
demands for temporal entrainment and coordination? Thus, a
key research issue is the generality of the competencies to
other team types. A related issue concerns the assessment of
team performance. Many research assessments rely on exten-
sive observation during complex simulations or in-context
performance (see Brannick et al., 1997). However, assessing
individual and team contributions to team effectiveness in or-
ganizational environments is plagued by all of the problems
that beset individual-level performance appraisal. This area is
underresearched.

When to Train? As we noted previously, much team
training is remedial—targeted on mature teams rather than
during team socialization and development when team
members are more malleable and training can exert more
leverage. There are well-developed descriptive (Morgan
et al., 1993) and normative (Kozlowski, Gully, McHugh,
et al., 1996; Kozlowski et al., 1999; Kozlowski, Gully,
Salas, et al., 1996) models that specify developmental
phases in which particular competencies are likely to be
most pertinent to trainees and more malleable to the influ-
ence of interventions. However, there has been relatively lit-
tle research to examine the efficacy of shifting the target of
training to track developmental progress. DeShon et al.
(2001) provide promising evidence that shifting regulatory
focus from individual to team contributes to enhanced team
performance adaptability. We believe that this area repre-
sents a research issue with the potential for considerable
practical gain.

How to Train? The development and evaluation of new
techniques will probably continue to capture the attention of
many researchers and practitioners. Emerging technologies
are making it increasingly possible to push team training out
of the classroom and into the workplace, making it more
contextually grounded and resolving the ever-present gap
between training and skill transfer. With the increasing pene-
tration of computers into the workplace, we will witness the
growth of web-based training, distance and distributed train-
ing, distributed interactive simulations, and other tools that
take advantage of increased computing power, low cost, and
enhanced connectivity. However, it is important to remember
that these new tools are merely delivery media. How to use
these advanced tools to good instructional effect is the critical
research issue (Kozlowski et al., 2001).

A final issue concerns the level at which training should be
delivered—individuals or intact teams? Much “team” training
is really targeted on individual skill building. Can individual
training improve team effectiveness? Focusing on the issue
of vertical transfer (i.e., the extent to which individual ac-
tions propagate upwards to influence team performance),
Kozlowski and colleagues (Kozlowski & Salas, 1997;
Kozlowski et al., 2000) have argued that the nature of the
teams’task should dictate the mode of delivery—individual or
team. When team-level performance is based on compilation
processes—work flows that emphasize distributed expertise,
temporal entrainment, and synchronous coordination—train-
ing should be delivered to intact teams in actual performance
settings (or very close approximations) because of the empha-
sis on integrating disparate actions. In contrast, when team-
level performance is based on composition processes—work
flows that emphasize additive individual contributions—
training should be targeted at the individual level because it is
more efficient and cost effective. Research on this issue is vir-
tually nonexistent and represents an opportunity to refine team
training delivery models.

TEAM LEADERSHIP AND MOTIVATION

Team Leadership

Most models of team effectiveness recognize the critical role
of team leaders. Although there is certainly no shortage of
leadership theories, examining this extensive literature is be-
yond the scope of this chapter (see Yukl &Van Fleet, 1992, for
a comprehensive review). However, at the onset we note that
the focus of many leadership theories is on traits, such as in-
telligence and originality (Bass, 1981; Fiedler, 1989), or on
the frequency of leader’s activities, such as telephone calls and
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scheduled meetings (McCall, Morrison, & Hannan, 1978).
Relatively neglected is what leaders should actually be doing
to enhance team effectiveness—their functional role—a per-
spective that we believe is more productive. In addition, many
leadership theories focus on the individual level; there are rel-
atively few attempts to examine the differences between lead-
ing in the team context and leading individuals. In this section,
we examine the functional role of team leaders and discuss
how leadership functions are sometimes shifted to team mem-
bers through self-management. We conclude with practical
recommendations for leading teams.

Functional Role of Team Leaders

Although there have been only a few efforts to specify the
functional role of team leaders, there is reasonable consis-
tency in the important leadership functions that need to be ac-
complished. Different labels have been used to describe these
functions, but they can be grouped into two basic categories:
(a) the development and shaping of team processes and
(b) the monitoring and management of ongoing team perfor-
mance (Fleishman et al., 1991; Hackman & Walton, 1986;
Komaki, Desselles, & Bowman, 1989; Kozlowski, Gully,
McHugh, et al., 1996; Kozlowski, Gully, Salas, et al., 1996;
McGrath, 1962).

With respect to team development, leaders are often faced
with the challenge of building a new team. In these situations,
a leader’s functional role is to develop individuals into a co-
herent, seamless, and well-integrated work unit (Kozlowski,
Gully, McHugh, et al., 1996). In other instances, teams experi-
ence personnel outflows and inflows over time. As new re-
placement personnel are brought into the team, they need to
be socialized and assimilated (Moreland & Levine, 1989).
Leaders are critical to this newcomer assimilation process
(Ostroff & Kozlowski, 1992). Developmental functions of
team leaders focus on the enactment of team orientation and
coaching to establish team coherence (Kozlowski, Gully,
McHugh, et al., 1996). Team orientation includes factors with
motivational implications, such as promoting shared goal
commitment, creating positive affect, and shaping climate
perceptions. Team coherence includes the development of
linked individual goals, a repertoire of team task strategies,
and compatible team member role expectations. The leader’s
developmental role is to establish and maintain coherence
and integration among the members of the unit. Coherence
then allows team members to self-manage during periods of
intense task engagement.

A second major functional role of team leaders is to estab-
lish and maintain favorable performance conditions for the
team. In this capacity, leaders engage in two types of behavior:
monitoring and taking action (Hackman & Walton, 1986;

Kozlowski, Gully, McHugh, et al., 1996; Kozlowski, Gully,
Salas, et al., 1996; McGrath, 1962). Monitoring involves
obtaining and interpreting data about performance con-
ditions and events that might affect them. Monitoring
functions include vigilance, diagnosing group deficiencies,
data-gathering skills, forecasting impending environmental
changes, and information use in problem solving. For exam-
ple, an effective leader should monitor whether the team has
adequate material resources and should also forecast potential
resource crises. Leaders also need to collect performance in-
formation and provide feedback. In doing so, they make team
members aware of the consequences of their behaviors. When
problems are discovered, leaders must gather information to
determine the nature of the problem and take action to devise
and implement effective solutions. A leader’s actions can be
designed to improve the present state of affairs, exploit exist-
ing opportunities, or to head off impending problems. Specific
actions can include clarifying the direction of the team,
strengthening the design of the group or its contextual sup-
ports, providing coaching or process assistance, or ensuring
the group has adequate resources (Fleishman et al., 1991;
Hackman & Walton, 1986; Komaki et al., 1989; Kozlowski,
Gully, McHugh, et al., 1996; Kozlowski, Gully, Salas, et al.,
1996; McGrath, 1962).

One important characteristic underlying these theoretical
efforts to identify the key functional roles of team leaders is
the assumption that the leader interacts directly with team
members in the processes of team development and perfor-
mance management. However, this assumption may not
always hold true—especially with today’s advanced tech-
nologies and the capability to have virtual teams composed of
members who are spatially and temporally distributed (Bell &
Kozlowski, 2002). In these environments, it may be necessary
for teams to manage themselves in the absence of a formal
leader. Considerable research has focused on self-managing
teams, which we review in the next section.

Self-Managing Teams

Teams described as self-managing have several defining char-
acteristics. They are given relatively whole work tasks and are
allowed increased autonomy and control over their work
(Hackman, 1986; Manz, 1992). In addition, the members of
such teams are responsible for many traditional management
functions, such as assigning members to various tasks, solving
within-team quality and interpersonal problems, and conduct-
ing team meetings (Lawler, 1986). Self-managing teams often
have leaders; however, their primary function is to enable self-
management.

Many benefits have been attributed to self-managing
teams, including increased productivity, better quality work,
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and improved quality of work life for employees, as well as
decreased absenteeism and turnover (Cohen & Ledford,
1994; Lawler, 1986; Manz & Sims, 1987). Although research
suggests that self-managing work teams can be quite effec-
tive (Neck, Stewart, & Manz, 1996; U.S. Department of
Labor, 1993), they sometimes fail. It has been suggested that
these failures are often linked to the behaviors of team lead-
ers. For example, teams with leaders who are too actively in-
volved in the team’s activities or who are too autocratic may
not develop a sense of autonomy and may feel powerless
(Stewart & Manz, 1995). It has been suggested that the opti-
mal leader for self-managing teams is one who displays pas-
sive involvement in the team’s activities and a democratic
power orientation. Such leaders lead through modeling and
assisting—helping the team to develop self-direction and
ownership for activities.

Recent research also suggests that the social context
within a team and the team’s task may moderate the effec-
tiveness of self-managing teams. For example, Tesluk,
Kirkman, and Cordery (2001) found that self-leadership re-
sulted in greater autonomy in work units that displayed a less
cynical orientation toward change efforts. In work groups
that had a more cynical attitude toward change efforts, a self-
leadership management style had little impact on perceptions
of team autonomy. Stewart and Barrick (2000) found that for
teams engaged primarily in conceptual tasks, team self-lead-
ership exhibited a positive relationship with performance. In
contrast, for teams engaged primarily in behavioral tasks,
there was a negative relationship between self-leadership and
performance. However, the mechanisms underlying these
differential effects were unclear and should be examined in
future work.

Practical Applications

Research and theory on leadership has been conducted at
multiple levels of analysis. Although some theories focus on
specific characteristics of leaders or their followers (e.g.,
Bass, 1981), other theories such as leader-member exchange
(LMX) focus on the dyadic relationships between a leader
and a member (e.g., Dansereau, Graen, & Haga, 1975), and
still other theories focus specifically on leadership in team
contexts (e.g., Hackman & Walton, 1986; Kozlowski, Gully,
McHugh, et al., 1996; Kozlowski, Gully, Salas, et al., 1996).
Although the focal level differs across these theories, many
of them provide recommendations that are presumed to be
applicable in team settings. Indeed, many of the leader char-
acteristics (e.g. intellectual stimulation, consideration) and
leader-member exchange patterns (e.g., delegation) that have
been shown to be effective in leading individuals should also
be effective for leading individuals in the team context.

It is important, however, to recognize that team environ-
ments create a number of unique challenges for leaders. For
example, team leaders must focus not only on developing in-
dividual skills but also on promoting the development of
teamwork skills that underlie coordination, such as mutual
performance monitoring, error detection, load balancing, and
resource sharing (Kozlowski, Gully, McHugh, et al., 1996).
Team leaders also must guide the development of a collective,
team-level efficacy—the belief that the team can work to-
gether effectively to accomplish the task or goals set before it
(Campion et al., 1993; Shea & Guzzo, 1987). Team leaders can
also be instrumental in developing effective team mental mod-
els (Klimoski & Mohammed, 1994). Marks et al. (2000), for
example, found that leader briefings that highlighted task
strategies affected the development of team mental models,
which in turn positively influenced team communication
processes and team performance.

It is also important for team leaders to tailor their behavior
based on the team’s environment and task. The research by
Stewart and Barrick (2000; discussed previously), for exam-
ple, suggests that leaders should promote different levels of
self-leadership depending on the team’s task. Leaders may
also need to adopt a different role when faced with the chal-
lenge of leading a virtual team. In these situations, it is often
very difficult for leaders to monitor the performance of team
members due to spatial and temporal separation. As a result,
it may be critical for virtual team leaders to clearly define the
team’s objective, facilitate team members’ understanding
of their responsibilities, and create explicit structures that
help the team manage its performance (Bell & Kozlowski,
2002).

Team Motivation

The majority of theory and research on motivation has been
focused at the individual level. In fact, relatively little re-
search has specifically examined motivation as it operates in
team contexts or at the team level. Much of what we know
about motivation in team contexts comes from research in the
field of social psychology that has examined the productivity
or process loss that often occurs when individuals work in
groups. Although much of this work focuses on individual
motivation and performance in the group context—not on
team motivation and performance per se—researchers fre-
quently extrapolate effects to the team level. Moreover, as we
discuss in the following sections, many of these findings may
not apply to teams as they typically exist in organizational
settings, suggesting that researchers need to focus greater at-
tention on the issue of motivation in work teams. In the fol-
lowing section, we provide a brief review of research on
productivity loss in teams. We then examine some theories
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that have focused specifically on motivation in teams, and we
conclude with practical recommendations for motivating
teams.

Productivity Loss

A large body of research has shown that individuals tend to
exert less effort when their efforts are combined rather than in-
dividual. This effect—referred to as social loafing—and simi-
lar phenomena (e.g., free rider and sucker effects) are
considered to be robust and to generalize across tasks and
work populations (Karau & Williams, 1993). However, re-
search has also shown that there are numerous variables that
moderate the tendency to engage in social loafing. For exam-
ple, social loafing can be eliminated by having individuals
work with close friends, increasing the identifiability of indi-
vidual contributions, and providing clear performance stan-
dards. In fact, research suggests that many of the variables that
eliminate social loafing also serve to enhance team
performance. This effect is known as social facilitation, which
results from the motivation to maintain a positive self-image
in the presence of others—particularly when others are viewed
as potential evaluators (Zajonc, 1965).

Research on social loafing and social facilitation have de-
veloped independently and offer rather conflicting views on
the motivational effects of individuals working in teams. This
apparent discrepancy, however, may be explained by the fact
that traditional research on social loafing has often been con-
ducted in artificial groups that do not conform to the definition
of groups as involving individuals’ mutual awareness and po-
tential mutual interaction (McGrath, 1984). These studies
have typically used pooled tasks in which team members pro-
vide independent and unidentifiable contributions to the
team’s performance. Recent research, however, has found that
characteristics of teams in work organizations—such as
team member familiarity, interaction, and communication—
eliminate social loafing and may actually lead to social facili-
tation (Erez & Somech, 1996). Thus, the extent to which social
loafing and related effects are important motivational phe-
nomena in the context of work teams is open to question.

Theories of Team Motivation

Compared to research on individual-level motivation,
relatively little work has directly considered the issue of
motivation in teams. Indeed, there are no well-developed mo-
tivation theories that explicitly incorporate the team level.
What is interesting, however, is that much of the work on
this topic has focused on the issue of aligning individual-
level and team-level sources of motivation. Weaver, Bowers,

Salas, and Cannon-Bowers (1997), for example, differenti-
ated between individual-level motivation—referred to as task
work motivation—and team-level motivation—referred to as
teamwork motivation. They argued that team performance
is enhanced when these individual-level and team-level
sources of motivation are congruent not only with one an-
other but also with the goals of the organization (Saavedra,
Early, & Van Dyne, 1993).

Research on goals, feedback, and rewards has also consid-
ered congruence among individual-level and team-level
sources of motivation. It has found that group goals—in addi-
tion to or instead of individual goals—are necessary or at least
facilitative when the task is a group rather than an individual
one (Matsui, Kakuyama, & Onglatco, 1987; Mitchell &
Silver, 1990). Some research also suggests that it is important
for team members to receive individual- and team-level per-
formance feedback (Matsui et al., 1987). Team feedback by
itself may be problematic when the good performance of one
team member can compensate for the poor performance of a
teammate (Salas et al., 1992). People performing poorly who
only receive team feedback may not attempt to improve their
performance if the team is succeeding. Finally, research
suggests that the relative effectiveness of team-based (as
compared to individual-based) rewards may depend on sev-
eral factors, such as the degree of team interdependence
(Wageman, 1995) and the characteristics of team mem-
bers (e.g., individualism-collectivism; DeMatteo, Eby, &
Sundstrom, 1998; Kirkman & Shapiro, 2000).

Overall, research suggests that individual-level and team-
level sources of motivation should be congruent with one an-
other and with other features of the organizational context.
Despite these findings, we know relatively little about how
motivation operates at the team level. Research has often
produced mixed findings or has failed to examine potentially
important contingency variables. As DeMatteo et al. (1998,
p. 152) state in their review of team-based rewards, “Despite
hundreds of studies examining group rewards, the conditions
under which team rewards will be effective are unclear.” To
advance understanding, a multilevel theory of motivation is
needed that will guide future research and serve as a tool
for integrating and interpreting relevant research findings.
Because the promising work in this area involves constructs
relevant to models of regulatory activity (i.e., goals, feed-
back), we believe that a multilevel model of self- and team-
regulation has the potential to provide this integration.

Practical Recommendations

Several authors have offered recommendations for enhancing
team motivation. Sheppard (1993), for example, suggested
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that lost productivity can arise in teams when any one of the
following three conditions is present: Individuals (a) perceive
no value to contributing, (b) perceive no contingency be-
tween their contributions and achieving a desirable outcome,
or (c) perceive the costs of contributing to be excessive.
To overcome these effects, Sheppard provided three cate-
gories of solutions that correspond to each of the three sources
of productivity loss. These include providing incentives for
contributing, making contributions indispensable, and de-
creasing the costs associated with contributing, respectively.
The Productivity Measurement and Enhancement System
(ProMES; Pritchard, Jones, Roth, Stuebing, & Ekeberg, 1988)
is a concrete example of how group-based feedback, goal set-
ting, and incentives can be used to reduce productivity loss and
enhance team performance.

Rewards and incentives—examined mainly in service
teams—are among the most frequently studied factors de-
signed to enhance team motivation in organizations. Effects
for rewards have been mixed. Several studies have found that
rewards have no significant relationship with team effective-
ness (e.g., Campion et al., 1993; Gladstein, 1984), although a
few studies have found rewards to have positive effects under
certain conditions (Wageman, 1997). Wageman (1995) found
that service technician groups with low task interdependence
performed best with individual-based rewards, but groups
with high interdependence performed best with group-based
rewards. Pritchard and colleagues (1988) also found that
incentives lead to a small increase in team productivity,
although their ProMES intervention produced more substan-
tial increases. Finally, Cohen, Ledford, and Spreitzer
(1996) found that a nonmonetary reward—recognition by
management—was positively associated with team ratings of
performance, trust in management, organizational commit-
ment, and satisfaction for both self-directed and traditionally
managed groups in a telecommunications company. Overall,
there is some evidence to suggest that group-based rewards
can increase team effectiveness. However, research is needed
to further examine the role of contingency variables—such
as task structure and team composition—in the relationship
between reward systems and work team effectiveness
(DeMatteo et al., 1998).

Swezey and Salas (1992) conducted a review of research on
individuals within teams or groups and identified several pre-
scriptive guidelines that have relevance to team motivation.
They offered several concrete suggestions for motivating
teams, such as employing positive reinforcement techniques
and developing a system of rewards for those who exhibit sup-
portive behaviors toward teammates.As discussed previously,
research has tended to show that team performance is enhanced
when goals, feedback, rewards, and task interdependence

requirements are congruent with one another. Thus, to enhance
team motivation, an organization should ensure that the work
context is configured so that individual and team motivation
are aligned and do not contradict each other.

CONTINUANCE AND DECLINE

Team Viability

Team effectiveness has often been defined as the quantity and
quality of a team’s outputs (e.g., Shea & Guzzo, 1987). This
definition, however, overlooks the possibility that a team can
“burn itself up” through unresolved conflict or divisive inter-
action, leaving members unwilling to continue working
together (Hackman, 1987, p. 323). Thus, some researchers
have argued that definitions of team effectiveness should also
incorporate measures of team viability (Guzzo & Dickson,
1996; Sundstrom et al., 1990). Team viability refers to mem-
bers’ satisfaction, participation, and willingness to continue
working together in the future. It can also include outcomes in-
dicative of team maturity, such as cohesion, coordination, ef-
fective communication and problem solving, and clear norms
and roles (Sundstrom et al., 1990). The major issue, however,
is whether a team can sustain effective levels of performance
over time.

Relatively little is known about long-term team viability,
although theory (Katz, 1980) suggests that team continuance
has a curvilinear relationship with team performance: Team
effectiveness initially improves with time but declines with in-
creasing group age. Katz (1982) suggests that decline begins
2–3 years into a team’s existence. Research on R&D teams
suggests that effectiveness peaks between 2–3 (Katz & Allen,
1988) and 4–5 years of group age (Pelz & Andrews, 1966),
with marked decline after 5 years (Katz & Allen, 1988). Other
work suggests decline as quickly as 16 months of group exis-
tence (Shepard, 1956). Although the mechanisms that cause
team performance to fade over time are not well understood,
several explanations have been offered. Hackman (1992) sug-
gests that the increased cohesiveness that develops over time
may lead to groupthink and other negative outcomes associ-
ated with the rejection of dissenting opinions. Continuance
also tends to increase team member familiarity. It has been ar-
gued that familiarity may be beneficial early in a team’s exis-
tence by fostering rapid coordination and integration of team
members’ efforts (Cannon-Bowers et al., 1995). However, fa-
miliarity may eventually become a liability as the lack of
membership change contributes to stultification and entropy
(Guzzo & Dickson, 1996). Similarly, Katz (1982) has sug-
gested that communication within and between teams declines
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as teams age. Katz and Allen (1988), who examined 50 R&D
teams, provided support for this suggestion, showing that de-
clines in communication were associated with effectiveness
declines over time. It is important to note that they also re-
ported that the greatest communication decay was in those
areas most central to team activities (e.g., for technical service
teams, intrateam communication; for project teams, external
communication). Thus, team communication appears to an
important mediator of the effects of team continuance on team
effectiveness. Additional research is needed to examine team
viability over significant periods of time and to identify factors
that can promote it.

Recommendations for Enhancing Team Viability

Although research suggests that team performance deterio-
rates given enough time, it may be possible to combat this
trend. West and Anderson (1996) show that four factors—
vision, participative safety, task orientation, and support for
innovation—define a climate that predicts team innovative-
ness. It is also important for organizations to assess whether a
group is using the energy and talents of its members well
(rather than wasting or misapplying them), and to determine
whether group interaction patterns that develop over time
expand (rather than diminish) members’performance capabil-
ities. For example, it has been suggested that although
cohesion is detrimental when it is social or interpersonal in na-
ture, it may be beneficial when it is task focused (Hackman,
1992). Team goals and rewards may be used to facilitate
task-based cohesion (Zaccaro & Lowe, 1988), or interven-
tions may be developed to maintain team communication
over time.

Teams should also be provided ongoing assistance
throughout their life cycles. Hackman (1987) suggests that
this assistance can come in three forms. First, teams can be
provided opportunities to renegotiate aspects of their perfor-
mance situation. Second, process assistance should be pro-
vided as needed to promote positive group synergy. For
example, it may be important to manage personnel inflows and
outflows over the course of a team’s life cycle. Just as stable
membership can lead to dullness and entropy, the introduction
of new members—properly managed—can renew and revital-
ize a team. And third, teams should be provided opportunities
to learn from their experiences.

Finally, it may be possible to influence team viability
through the selection of team members. Barrick et al. (1998)
found that teams that have greater cognitive ability, that
are more extraverted, and that are more emotionally stable are
more likely to stay together in the future. They also found that
the effects of extraversion and emotional stability on team

viability were mediated by social cohesion. Teams that were
more extraverted and emotionally stable had more positive
group interactions, thus becoming more socially cohesive,
which in turn enhanced the team’s capability to maintain it-
self (Barrick et al., 1998). Clearly, the issue of team viability
can benefit from additional research attention.

RESEARCH ISSUES AND RECOMMENDATIONS

At the beginning of this chapter, we noted that there was a
wealth of material on work groups and teams in organizations.
We have endeavored to cover the essence of the most relevant
material in this review and have identified a multitude of is-
sues in need of research attention. In this final section, we
highlight what we regard as the major issues that ought to
shape future work in the area. We begin with a reconsideration
of our four themes—context, task interdependence, levels,
and time—to provide a framework for a discussion of general
theory and research issues. We then close with more specific
recommendations for new research organized around the
major topics addressed in the review.

Research Issues

Context

One of the key distinguishing characteristics of the organiza-
tional perspective on work groups and teams is appreciation of
the fact that they are embedded in a broader system that sets
constraints and influences team processes and outcomes. Yet,
as one looks across this literature, it is clear that the effects of
top-down, higher-level contextual factors on team functioning
are neglected research issues. The importance of contextual
influences is explicitly recognized theoretically—virtually
every model of team effectiveness incorporates organizational
contextual factors—yet context is not well represented in re-
search. Beyond theoretical influences, we know relatively lit-
tle about the effects of the organizational context on team
functioning.

Context is also relevant as a product of bottom-up
processes; that is, individual team members—by virtue of
their cognition, affect, behavior, and mutual interaction
processes—enact structural features (e.g., norms, expecta-
tions, roles) that serve as team generated contextual con-
straints. Again, contextual enactment is well represented in
theory but represents just a small portion of the research
base. For example, the strong influence of normative expecta-
tions on team functioning is an accepted truism in the litera-
ture, but knowledge of how such expectations develop is
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sketchy. There is relatively little work examining the forma-
tion of these bottom-up constraints (e.g., Bettenhausen &
Murnighan, 1985).

We think that the field’s relative lack of knowledge in this
area is due in part to the prevalence of laboratory research on
team effectiveness. This observation is not intended as a crit-
icism of laboratory research on teams per se. Appropriately
targeted laboratory research has and will continue to con-
tribute much to our understanding of teams. However, it must
be acknowledged that laboratory research, because of its syn-
thetic nature, can contribute to our understanding of contex-
tual influences in only very limited ways. Decomposing the
effects of context is really the province of field research with
its access to contextually rich research settings. Unfortu-
nately, when contextual effects have been examined in field
research on teams, there has been a tendency to focus on the
effects of indirect support factors as opposed to more direct
links to the organizational system. In other words, research
has tended to conceptualize team contextual factors in terms
of the provision of training or availability of rewards (e.g.,
Cohen & Bailey, 1997), which we would expect to be sup-
portive of team functioning, instead of conceptualizing direct
system links such as technology, structure, and other factors
relevant to work flow input-output linkages; yet it is these lat-
ter factors that are most likely to operate as major constraints
on team structure and process.

Team research needs to incorporate the effects of major
organizational context factors specified in models of team
effectiveness.

Task Interdependence

Recognition of the central importance of team task interde-
pendence to team structure and process is a second key char-
acteristic of the organizational perspective on work groups
and teams. For the most part, this appreciation is reasonably
well represented in both theory and research, which gener-
ally regard task interdependence either as a critical boundary
condition or a moderator of effects (Gully et al., in press;
Saavendra et al., 1993; Wageman, 1999). Given its demon-
strated importance, new research that fails to consider the ef-
fects of task interdependence for the team phenomenon in
question has little relevance to building knowledge in the
work groups and teams literature. It is a feature that should be
explicitly addressed—either as a boundary condition or a
moderator—in all work on groups and teams.

We applaud the general recognition of the importance of
task interdependence but assert that this focus only gets at
half of the problem—intrateam links. We believe that re-
search also has to attend to external system links and attend

to how the interface with relevant external factors affects
intrateam links. In other words, external links to broader con-
textual demands such as goals, temporal pacers (deadlines),
and environmental inputs can influence team internal inter-
dependences. Moreover, task demands and related interde-
pendencies are not necessarily steady states. Tasks can be
conceptualized as episodic (Marks et al., 2001) and cyclical
(Kozlowski, Gully, McHugh, et al., 1996; Kozlowski, Gully,
Salas, et al., 1996), making the nature and form of internal
interdependencies dynamic and unpredictable (Kozlowski
et al., 1999).

Theorists and researchers need to be more sensitive to ex-
ternal influence on task interdependencies and to the dynam-
ics and variations of task interdependencies.

Levels

Teams are composed of individuals and are embedded in a
nested organizational systems structure. Teams do not think,
feel, or behave; individuals do, but individuals think, feel,
and behave in an interactive context that can shape their cog-
nition, affect, and behavior such that it has emergent collec-
tive properties. These emergent properties evolve over time
and are further constrained by higher-level contextual fac-
tors. A key implication of this organizational systems concep-
tualization is that team function and process must be regarded
as multilevel phenomena (Kozlowski & Klein, 2000).

A multilevel conceptualization of team phenomena means
that theory and construct definition, measurement procedures,
and data analyses must be consistent with principles drawn
from the levels of analysis perspective (Kozlowski & Klein,
2000). A levels perspective necessitates that constructs, data,
and analyses be aligned with the level to which conclusions
are to be drawn. For much of the research in this area, that
level is the team, yet many studies that draw generalizations to
the team level assess data or conduct analyses at the individual
level. Such generalizations are flawed. In other instances,
studies assess data at the individual level but aggregate to the
team level in order to conduct analyses and draw conclusions.
When this aggregation process is properly guided by a model
of higher-level composition (Chan, 1998) or emergence
(Kozlowski & Klein, 2000), we can have high confidence in
the construct validity and meaningfulness of the higher-level
construct that results from the process. When the process is
done improperly—that is, with no validation of the underlying
model for data aggregation—the result is misspecified con-
structs, faulty analyses, and flawed generalizations.

A very common example of this flawed procedure is to
collect perceptions from individuals about team characteris-
tics and then to blindly average the individual responses to
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create team-level representations. It is not the use of averages
per se that is problematic. As long as conclusions regarding
such aggregated characteristics are explicit about the fact that
they are “averages of individual perceptions,” there is no
problem. However, researchers frequently treat averaged
variables created by blind aggregation procedures as team-
level constructs, imbued with parallel meaning drawn from
their individual-level origins; this is a major flaw. Treating an
average of individual perceptions as a team-level construct
necessitates a theoretically driven justification. For averaged
measures, this justification is generally based on an assump-
tion that team members have shared perceptions of the char-
acteristics in question. Sharedness is evaluated prior to
aggregation by showing restricted within-group variance on
the characteristics, thereby establishing the construct validity
of the aggregated measure. In the absence of such careful
procedures, many “team-level constructs” present in the
literature lack the meaning attributed to them. The previously
described example represents merely one model that may
guide aggregation procedures. Other theoretically driven pro-
cedures are necessary for higher-level constructs that con-
form to alternative models of emergence (Kozlowski &
Klein, 2000).

Research on team phenomena must be cognizant of and
consistent with the principles of multilevel theory, data, and
analyses.

Time

Despite McGrath’s persistent calls for greater attention to time
in team theory and research, it is perhaps the most neglected
critical issue in this area. It is—with few exceptions—poorly
represented in theory and is virtually ignored in research that
is largely based on cross-sectional methodologies. Temporal
concerns are most prominent in the area of team develop-
ment—where time is generally viewed as a simple linear pro-
gression but is vitally relevant to all phases of team processes
and performance. Theorists are beginning to become more
sensitive to the effects of time across a broader range of team
phenomena. For example, time is an explicit factor in Mc-
Grath’s (1991) TIP model, Kelly et al. (1990) describe how
temporal entrainment can pace and cycle team processes, and
McGrath (1997) makes a persuasive case for the need to con-
ceptualize team effectiveness as a dynamic and adaptive
process—not a static outcome. Kozlowski and colleagues
(1999) construct a model of team effectiveness that explicitly
addresses developmental progression (i.e., linear time) and
dynamic variation (i.e., cyclical entrainment) in the intensity
of team tasks. The model considers implications for the emer-
gence of team processes and development of flexible, adaptive

teams. Similarly, Marks et al. (2001) develop a temporally
based theory of team processes. In their model, team perfor-
mance emerges from episodic processes comprising transi-
tion-action sequences that unfold over time. We believe that
these and other models are beginning to provide a sophisti-
cated and expanded conceptualization of temporal impacts on
team function and process. Such models provide guidance and
points of departure for further efforts.

Why is time so neglected in research? We do not have a de-
finitive answer to this question, but we suspect that pragmatic
challenges have worked to relegate time to low priority when
researchers make the inevitable trade-offs in data collection
design. The challenge for addressing time in laboratory re-
search is that the time frame is limited in duration. It is a com-
monly held belief that meaningful developmental processes
or emergent phenomena cannot occur and be detected in the
short duration of the typical laboratory experiment—so
why bother? We think such beliefs are misguided. Many im-
portant team phenomena such as the initial establishment
of norms (Bettenhausen & Murnighan, 1985), the effects of
leaders (Marks et al., 2001), and the influence of regulatory
focus (DeShon et al., 2001) can develop very quickly and
exert persistent effects over time (Kelly et al., 1990). A focus
on carefully targeted team phenomena—those that are ex-
pected theoretically to get established early and unfold
quickly—can help the field to begin mapping the implications
of temporal processes on team development and functioning.
Similarly, the challenge for addressing time in field research
is the necessity to extend data sampling over time, with con-
sequent effects on sample attrition. Getting access to good
field samples is always difficult; getting access over time
compounds the challenge. Although cross-sectional designs
are clearly more efficient, they by necessity can only treat
temporally relevant phenomena like team processes as a
box—a static representation of the essence by which teams
create collective products. Longitudinal designs, although
they are less efficient, will be far more revealing of the team
phenomenon under investigation.

Team theory and research should explicitly address the
implications of time for team phenomena.

Research Recommendations

As we covered substantive topics in this chapter, we identi-
fied a large number of issues in need of specific research at-
tention to resolve conceptual and application ambiguities. We
have no intention to summarize each of those recommenda-
tions; rather, in this last section, we highlight what we con-
sider to be the more important issues that should shape future
research on work teams in organizations.
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The Nature of Teams

Organizational teams come in a wide range of varieties, with
new forms being developed all the time. Such diversity illus-
trates the vibrancy of the team as a primary form of work orga-
nization, but it also creates challenges. Diversity in the nature
of teams has made it difficult to develop useful general models
and interventions applicable to all teams. Thus, it is vital that
researchers identify the boundary conditions and critical con-
tingencies that influence team functioning and processes for
different types of teams. To accomplish this goal, we believe
that researchers need to focus less attention on descriptive
classification and more attention on the underlying dimen-
sions and characteristics that are responsible for distinguish-
ing different types of teams.There is relatively little theoretical
value in efforts to create a team typology that does not also sur-
face the factors responsible for differential classification.
Moreover, identifying the underlying characteristics that dis-
tinguish different types of teams will help make more salient
the contingencies that determine effectiveness across team
types; this will enable both theoretical advances as well as bet-
ter targeted interventions for enhancing team effectiveness.

Composition

Historically, research on team composition has tended to
focus on manifest or descriptive characteristics—size and de-
mographics. More recently, team researchers have started to
examine team composition in terms of latent constructs—
ability and personality. These lines of research have been
largely independent. We believe that there is potential value
from an integration of these areas. Demographic composition
has demonstrated effects, but it is difficult to imagine that
such effects occur without mediation by psychological char-
acteristics. Combining these areas may help researchers bet-
ter focus on identifying mediating characteristics relevant to
both types of composition factors. A related issue is that com-
position research would benefit from more attention to con-
textual moderators that affect the composition-outcome
linkage. In addition, the levels of analysis perspective can
be profitably applied to this area of work. Indeed, it must be
more prominently applied because a significant portion of
team composition research neglects many basic principles of
multilevel theory.

Understanding how to compose better teams is the key to
leveraging selection as a tool for enhancing team effective-
ness. Conventional selection methodology, with its focus on
the individual as opposed to the team level, generally pro-
motes a more-is-better perspective when it is applied to the
team level: If conscientiousness promotes better individual

performance, then greater collective conscientiousness must
be better for team performance. However, as we discussed
previously with respect to levels issues, whether this assump-
tion is true or not is dependent on the way in which the con-
struct emerges at the team level: What is the meaning of team
conscientiousness in the context of the team task? If it is ad-
ditive, more is better. If it is configural, however, we need to
identify the pattern or configuration of characteristics that
create synergy in the team collective. We think that this
idea—theoretically, empirically, and practically—is an inter-
esting, exciting, and compelling research issue.

Formation, Socialization, and Development

Existing teams experience personnel outflows and inflows,
necessitating a socialization process to acculturate newcom-
ers to the existing informal structure. In other situations, teams
are formed anew, necessitating a developmental process
wherein all team members simultaneously contribute to the
formation of informal structure.Although these are distinctive
processes and literatures, we believe that some parallels allow
the two literatures to mutually inform. For socialization, the
primary issue is that research needs to be far more attentive to
the effects of the work group on the process of individual so-
cialization. Currently, the work group is viewed as one among
many factors that affect the process rather than as the primary
locus of socialization. In addition, although socialization the-
ory conceptualizes the process as bidirectional, research typi-
cally examines it as unidirectional. Research needs to better
capture processes by which the newcomer assimilates to the
group, as well as processes by which the group accommodates
to the newcomer. We need to better understand what insiders
can do to facilitate socialization and then train them to do so.

With respect to team development—research is needed!
Although a useful foundation is provided by classic stage
models (e.g., Tuckman, 1965), we believe that there is a need
to validate and extend newer models that have been specifi-
cally formulated for work teams. For example, Gersick’s
(1988) PEM was derived from descriptive data based on just
eight project teams. Although there has been some research
to evaluate the PEM and compare it with other models of
group development (see Chang et al., in press), there is rela-
tively little work of this type, and it tends to be limited to
small sample sizes. The PEM has not been subjected to em-
pirical substantiation on a large set of teams, nor on a diverse
sample of team types. Although we believe that temporal
entrainment is important to team development, we do not be-
lieve that it will manifest itself as a uniform punctuated equi-
librium in all types of teams. Indeed, research indicates that
the punctuated equilibrium transition can be quite variable
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(Chang et al., in press), suggesting that other factors
influencing temporal entrainment may be operating (Kelly
et al., 1990); this would seem to be an important concern, but
it has received no real research attention. Similarly, Morgan
et al. (1993) have some limited evidence in support of their
model but only from a small sample of teams. Kozlowski
et al. (1999) synthesized a broad literature base for their nor-
mative model to support the content, processes, and out-
comes that they proposed were relevant at different phases of
development. However, efforts to examine model prescrip-
tions are still preliminary (DeShon et al., 2001). If supported,
the model was designed to provide a prescriptive foundation
for creating interventions that would promote team develop-
ment at all phases of the team life cycle. Thus, we assert that
solid empirical research to validate, compare, and extend
models of work team development is needed.

Team Effectiveness, Processes, and Enhancements

The critical focus of team effectiveness research has been
on team processes that link team resources to team outcomes.
Thus, conceptualizing team processes and developing in-
terventions that enhance these processes have been domi-
nant themes in this area. We organized our review around
cognitive, affective-motivational, and behavioral process
mechanisms.

One of the biggest challenges in the cognitive domain
is the necessity to clearly disentangle team mental models,
transactive memory, and team learning. Of the three areas,
the team mental model literature is arguably the best devel-
oped in terms of conceptualization, measurement, and
demonstrated effects. Although more work is clearly needed,
this research has moved from preliminary to more mature in
nature, making it far more advanced relative to the two other
mechanisms. Transactive memory has potential utility for the
cognitive domain—especially because it provides a means to
address the notion of “compatible but different” knowledge
at the team level. However, we need research that moves the
concept out of the laboratory, into larger teams, and into mean-
ingful work contexts to better gauge its potential. Finally,
team learning should be regarded as a construct that is still at
an early stage of conceptualization, definition, and develop-
ment. Key issues include the need to clearly conceptualize the
construct, develop measures to assess it directly, and distin-
guish it from individual learning and performance. In addi-
tion, team learning needs to be distinguished from the other
cognitive mechanisms. Until these issues are addressed, team
learning will remain an ambiguous concept.

With respect to affective-motivational process mecha-
nisms, work on collective efficacy has demonstrated promise

as a contributor to team effectiveness. Key research issues in-
clude levels of analysis concerns in measurement, articulation
of the underlying processes by which collective efficacy is
formed and has effects, and examination of potential con-
textual moderators. The latter issue is also relevant to the
cohesion-performance relationship. We need to see solid em-
pirical demonstrations that collective mood or group emotion
contribute to team effectiveness; currently, much of this
work is purely conceptual. Finally, we need to see levels of
analysis concerns—both conceptual and methodological—
addressed in research on team conflict. Team conflict has
tended to be assessed via individual-level perceptions that are
averaged to the team level. What kind of higher-level con-
struct is conflict? Is it shared by all team members, thereby ne-
cessitating evaluation of restricted within team variance? Is it
a configuration of team member perceptions? If so, an average
misspecifies the construct. We think that this work is promis-
ing but must better attend to basic levels of analysis principles.

As for behavioral mechanisms, research on team coordi-
nation needs to focus on issues of levels and time. If we are to
conceptualize coordination as patterns of task interaction
over time, we need to better distinguish the individual
and collective levels and the emergence of team coordination.
Recent work by Marks et al. (2001) provides a theoretical
framework and a typology addressing team processes—
with coordination as a key mechanism—that will be helpful
for conceptualizing this issue. Finally, we regard communica-
tion as an enabler of coordination and cooperation processes.
Thus, research on the type and amount of communication
should be better integrated with an examination of coordina-
tion and cooperation to be more revealing of underlying
processes.

Many types of interventions have the potential to enhance
team processes, but team training is chief among them. There
are three overarching issues in regard to team training re-
search: content (what), timing (when), and techniques (how).
The key research issue for training content is the extent to
which the frameworks for teamwork competencies general-
ize from action teams to other, less complex team types. For
timing, the primary concern is sorting out when it is most ap-
propriate to deliver important teamwork skills. This necessi-
tates increased research integration between the areas of
training and team development. Advanced computer tech-
nologies and enhanced connectivity are creating a host of
new training tools—web-based training, distance learning,
distributed interactive simulation. Currently, these tools are
primarily used as media to deliver content. The key research
issue is how to best utilize these tools for good instructional
effect. In addition, team training always raises the issue of the
target for delivery—individuals or intact teams? Emerging
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theory has developed principles to guide this decision, but
basic research is needed to establish the impact of delivery
level on team effectiveness.

Leadership and Motivation

Leadership and motivation are distinct literatures but concep-
tually related areas; many leadership models are focused on
motivating or influencing member behavior. Both literatures
are huge, and yet both literatures have relatively little to say
about leading and motivating teams. On the leadership side,
the dominant presumption is that leadership effects “average
out” across group members; this tends to result in theories
that treat the group as an undifferentiated whole—or in theo-
ries that focus on individual influence that aggregates to the
group level (there are, of course, exceptions). On the moti-
vation side, theories are almost universally targeted at the
individual level. What is the meaning and mechanisms of
team-level motivation?

Both areas would benefit from theory development and
research that are explicitly targeted at the team level. For
leadership, efforts to further develop and validate the func-
tional roles of team leaders are needed: What do leaders need
to do to promote team effectiveness? There is potential to in-
tegrate the functional leadership approach with team self-
management: How do teams create substitute mechanisms to
fulfill leader functional roles? Team self-management re-
search would benefit from additional efforts to map boundary
conditions and moderators that influence its effectiveness as
a technique.

For motivation, we need to see the development of true
team-level theory. There is some limited work indicating that
goals and feedback mechanisms operate at both the team and
individual levels (DeShon et al., 2000). This suggests that
goal-based motivational theories (e.g., goal-setting, self-
regulation) have the potential to be generalized to the team
level. Theory and research challenges relate to the devel-
opment of multilevel theory—relating parallel theoretical
mechanisms at different levels—and evaluation—keeping
parallel mechanisms empirically distinct so that relative con-
tributions can be disentangled. Although it is challenging, we
believe that this would be a profitable point of departure for a
team-level theory of motivation.

Continuance and Decline

As teams continue to increasingly form the basic building
blocks of organizations, concerns will naturally emerge as to
how to maintain their effectiveness over time. Remarkably,
we know relatively little about the prospects of long-term

effectiveness and the factors that may enhance or inhibit team
longevity. Research on technological innovation in the 1970s
suggested that mature teams become more insular, communi-
cate less, and are less innovative than younger teams. How-
ever, although it is suggestive, empirical support is quite
limited. We need basic research to examine the effects of
group longevity on team processes and effectiveness over the
long term.

Conclusion

Teams are alive and well and living in organizations. This re-
ality is pushing the field of industrial and organizational psy-
chology to shift from a science and practice that is primarily
focused on the individual level—our traditional roots—to a
field that encompasses multiple levels: individual, team, and
organization. Because teams occupy the intersection of the
multilevel perspective, they bridge the gap between the
individual and the organizational system as a whole. They be-
come a focal point. They challenge us to attend to the organi-
zational context, team task, levels, and time. They challenge
us to develop new theories, new methodologies, new mea-
surement tools, and new applications—not to just attempt to
dust off and generalize our current ones. This creates major
challenges for many of our field’s traditional methods (e.g.,
selection, appraisal, training), but it also creates opportunities
for theoretical innovation and advances in practice. Our field
has much to learn and much to do, but we are confident that
industrial and organizational psychology is capable of meet-
ing the challenge afforded by the organization of work
around teams.
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Desatnick (1994) suggested that the twenty-first century is
going to be either the era of customer sovereignty or the era
of customer rebellion and revolt. The quality of service is dri-
ven in part by the behavior of the service provider. In this
chapter, we examine influences on customer service behavior
(hereafter referred to as CSB) and how traditional industrial/
organizational (I/O) psychology topics (i.e., selection,
motivation) might be approached if the goal is enhancing
CSB. We take the position that not all service situations are
similar (i.e., the service provided in a doctor-patient relation-
ship is not the same as that at a fast-food restaurant) and
therefore a discussion of CSB requires a contingency
perspective.

CSB is broadly defined as any activities of employees
specifically directed toward affecting service quality (e.g.,
greeting or assisting customers, rectifying service failures).
Note that there are many factors that influence a customer’s
experience of service and the ability of employees to deliver
that service (e.g., amount of computer downtime, product
quality, store physical layout, unrealistic customer expecta-
tions such as on-time flight departures in bad weather; e.g.,
K. A. Brown & Mitchell, 1993; Spencer, 1991). Also note
that the quality of customer service depends upon what the
customer desires—not just the level of service delivered
(George & Jones, 1991). Our focus is on the behaviors in
which employees engage for the specific purpose of enhanc-
ing customer perceptions of service quality.

Why focus on CSB in this Handbook, given the variety of
behaviors individuals exhibit at work? First, service has been

and continues to be the major sector of growth in jobs
(64.7% of all jobs; Statistical Abstracts of the United States,
1999) and services are said to account for three fourths of the
gross national product (Spencer, 1991). Second, ever since
Peters and Waterman’s In Search of Excellence (1989), a
focus on the customer has become a major component of or-
ganizational strategies, regardless of whether the organiza-
tion is in the service or manufacturing sector. Poor service
has been found to be a key reason for switching to competi-
tors (Weitzel, Schwarzkopf, & Peach, 1989; Zemke &
Schaaf, 1989). Third, customer service is one area in which
researchers have strong evidence that employee affect and
attitudes influence some bottom-line outcomes of great im-
portance to organizations (e.g., customer satisfaction, repeat
business); this is an area in which I/O psychologists have
convincingly demonstrated that concern for the employee
benefits the organization’s goals.

There have been many excellent reviews on CSB-related
research (e.g., Bowen & Schneider, 1988; Bowen & Wald-
man, 1999; Schneider & Bowen, 1992), and our goal is not to
summarize or replicate those reviews. Indeed, the volume of
literature on CSB is so great as to prevent a thorough review
in the space allotted here. Instead, we focus our chapter on
how some common variations in the nature of services affect
CSB and the systems that I/O psychologists develop to
promote positive CSB. In any workplace, I/O psychol-
ogists would advocate certain practices to predict, motivate,
or teach desired behaviors. Our focus in this chapter is a
contingency approach to the understanding, prediction, and
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influence of CSB; we hold that there are aspects of the ser-
vice situation that should and do affect the choices one must
make regarding how to bring about positive CSB. A one-size-
fits-all approach to promoting CSB will not be successful.
Contingency approaches to choosing human resources (HR)
practices have been discussed in the strategic human resource
management (HRM) literature (Delery & Doty, 1996;
Huselid, 1995), and our chapter follows from that line of
thinking. Others have noted the need for a consideration of
the situation in deciding how to design systems to promote
CSB (Bowen & Waldman, 1999; Jackson & Schuler, 1992).
This chapter adds value to those suggestions in that it pro-
vides a more comprehensive examination of both aspects of
services and I/O interventions. Our chapter has an interven-
tion rather than a description focus; the goal is to discuss
what appear to be the best ways to promote CSB and to
higher quality service.

First, we describe aspects of services that may influence
how one promotes CSB. This section lays the groundwork
for the contingency perspective. Then we review the major
research and practice areas and discuss their relation to the
promotion of positive CSBs in the context of a contingency
model. After discussing what is known about CSB and each
intervention focus, we provide a table to illustrate how a con-
tingency perspective might drive future research.

THE NATURE OF SERVICES

Researchers (e.g., Bowen & Schneider, 1988; P. Mills &
Margulies, 1980; Schneider, 1990; Schneider & Bowen,
1985, 1992) have noted repeatedly that three continua recur
in how services are distinguished from goods: the intangibil-
ity of services as contrasted with the tangibility of goods, the
simultaneity of production and consumption of services as
compared to separation of the production and consumption of
goods, and the fact that many services involve coproduction,
or active customer participation in the production of the
service (e.g., providing information regarding medical symp-
toms or desired hairstyle). Schneider and colleagues (Bowen
& Schneider, 1988; Schneider, 1990; Schneider & Bowen,
1985, 1992) have talked extensively about the implications of
these distinctions for service management as compared to
traditional manufacturing approaches; in this chapter we do
not reiterate all the insights provided by these writings. How-
ever, they have noted that these are three aspects on which
services can vary as well (e.g., some services are more tangi-
ble than are others, haircut vs. financial advice; customers
may be more of a coproducer in some cases, Internet retailing
vs. bricks and mortar). Variations on these three dimensions

can influence CSB and the interventions organizations under-
take to promote CSB.

For example, Bowen and Schneider (1985) have noted that
as intangibility increases, customers rely more on the service
provider’s behavior as an indicator of the quality of the service
they are receiving. Yet intangibility makes it difficult to set
specific goals or to prescribe specific behaviors for employees
to demonstrate, leaving the organization with less control over
employee behavior with more intangible services.

Another example is that the extent of coproduction may
change the roles and behaviors of the employee (Bowen &
Schneider, 1988; Legnick-Hall, 1996). Kelley, Donnelly, and
Skinner (1990) noted that customers have expectations regard-
ing what service employees should do and how they should
behave (i.e., CSB) and what customers should do and how
they should behave. A mismatch between customer and ser-
vice provider expectations is likely to be problematic. For ex-
ample, customers that do not understand what is expected of
them (e.g., clearing own table, procedures for dropping off
rental cars) require more from service employees, as do those
customers who do not provide what is required (e.g., not
reporting all symptoms to a doctor) or act inappropriately (e.g.,
angry and abusive airline passenger in a snowstorm delay;
Kelley et al., 1990). Legnick-Hall (1996) noted that in addition
to the importance of clarity of expectations, customer abilities
and motivation to engage in coproduction are important influ-
ences on the outcome of the service encounter, and thereby
may be important influences on an employee’s CSB.

Besides these three oft-mentioned aspects of services, there
are several other variations in services that we see as key influ-
ences on how organizations can manage CSB. A fourth dis-
tinction of importance is the type of relationship with
customers that the employee has. Gutek and colleagues
(Gutek, 1995; Gutek, Bhappu, Liao-Troth, & Cherry, 1999)
have distinguished service relationships from service encoun-
ters. The former refers to cases in which a customer and
employee expect to have repeated contact in the future (e.g.,
hairdresser, physician). Encounters are single interactions be-
tween a customer and service provider with no expectation of
future interaction (e.g., fast-food cashier). They also describe
pseudorelationships wherein customers have repeated contact
with the same organizational location or unit (e.g., bank
branch) but with different customer service providers. For
purposes of simplicity, we do not consider this variant. How
might this distinction change how we promote CSB? Gutek
et al. (1999) noted that because of expected future interaction,
providing good service is in one’s self-interest in relation-
ships, whereas individuals in encounters would not have the
same motivations. Monitoring employees may be more essen-
tial to the promotion of high-quality service in encounters than
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it is in relationships (Gutek et al., 1999). Researchers (e.g.,
Bitner, Booms, & Mohr, 1994; Rafaeli, 1993) have also noted
that employees look to customers for cues on how to behave
(e.g., what type of transaction is desired, satisfaction, etc.).
Thus, the nature of the relationship with the customer proba-
bly influences how employees decide to behave.

Afifth distinction is the extent to which a specific CSB to be
exhibited is inherently discretionary. Many authors have
described CSB as a form of prosocial (i.e., helping) behavior
directed toward customers (George, 1991; George &
Bettenhausen, 1990). Debate exists, however, as to whether
one should consider these prosocial behaviors to be role pre-
scribed (George, 1991) or outside formal role requirements
(Morrison, 1997). Bettencourt and Brown (1997) distin-
guished extrarole CSBs (e.g., going beyond the call of duty)
from role-prescribed CSBs (e.g., greet and say thank-you).
Bettencourt, Gwinner, and Meuter (2001) further described
service-oriented citizenship behaviors as taking three forms:
loyalty behaviors, as employees act as representatives of firms;
participation, as service employees provide information back
to the organization regarding customer needs; and service de-
livery behaviors, conscientiously performing the activities
surrounding delivering service. In any particular organization,
these forms of citizenship behaviors may be considered more
or less as role requirements. Whether a CSB is role-prescribed
or extrarole results in different implications for interventions
to promote CSBs. For example, Morrison (1997) noted that
with discretionary behaviors, organizations must create an en-
vironment where employees desire to engage in the CSB.

Another dimension to consider is the extent to which the
roles and expectations associated with a service interaction
are standard or common versus customized (Bitner et al.,
1994; Rogelberg, Barnes-Farrell, & Creamer, 1999). For
example, Bitner et al. (1994) indicated that certain types of in-
teractions (being seated in a restaurant) are repeated fre-
quently so that there are standard scripts that employees and
customers will know to follow. They note that when there is
more unfamiliarity with what should occur or when there is
interference with the standard script, there may be greater
differences in employee and customer expectations. Also,
Kelley et al. (1990) noted that customization requires greater
coproduction because the customer must convey what he or
she wants. In some cases, latitude in determining the extent of
customization may be provided to the customer contact em-
ployee (Lovelock, 1983); for example, some customer service
employees are essentially order takers, others create the ser-
vice experience within their own determination (professor
teaching), and others have tremendous control (surgeon, hair-
dresser; Lovelock, 1983). Differences in the standardization
of service will influence how to best promote CSB.

One final dimension noted by several researchers as influ-
encing how to promote CSB is the nature of the customer
contact. For example, is the service delivered face-to-face, by
telephone, e-mail, mail, or other means (Bowen, 1986;
Rogelberg et al., 1999)? Bowen (1986) noted that customer
physical presence is desirable when service production and
delivery are absolutely inseparable (dentistry), there are mar-
keting advantages (add-on sales are possible), and when it al-
lows the customer to be more involved in the production of
the service (customer will perform more service tasks). The
physical presence of the customer is potentially an important
situational determinant of CSB. The level or amount of cus-
tomer contact that an individual has (constant vs. sporadic) is
also a concern. For example, K. A. Brown and Mitchell
(1993) noted that tellers, who have high amounts of customer
contact, felt their performance was more hindered by social
obstacles (coworker behaviors, workplace disruptions) than
did account representatives who spent less time in contact
with customers.

Note that these dimensions likely covary (e.g., intangibil-
ity may be related to coproduction). Also, there are other
typologies of services and other distinctions among service
situations that may influence CSBs and the systems devel-
oped to support those behaviors (e.g., duration of contact
episode, P. Mills & Margulies, 1980; supply and demand for
the service, Lovelock, 1983; internal vs. external customer,
George, 1990; see also Albrecht & Zemke, 1985; Zeithaml,
Berry & Parasuraman, 1993). Further, a strategic approach
to human resources (Schuler & Jackson, 1987) would
involve fitting HR practices to business strategy (i.e., chosen
market segments such as high-end customers, aspects of
service promoted such as speed or affordability, etc.). Al-
though we cannot consider all these possibilities here, the
dimensions noted should illustrate the usefulness of a contin-
gency approach to the promotion of CSB. In each section that
follows on various I/O topics, we end with a presentation
of research questions based on a consideration of these
dimensions.

THE CONCEPTUALIZATION AND MEASUREMENT
OF CUSTOMER SERVICE PERFORMANCE

Defining and measuring customer service performance is
perhaps more difficult than for other types of employee per-
formance. Part of the difficulty arises from the fact that the
nature of customer service (i.e., intangible, simultaneous pro-
duction and consumption, coproduction) makes it difficult to
use objective measures (e.g., Bowen & Schneider, 1988);
another part of the difficulty arises because service quality
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ultimately lies in the eyes of the customer (R. L. Oliver, 1981;
Parasuraman, Zeithaml, & Berry, 1985). A third difficulty is
that what is viewed as good CSB likely varies greatly de-
pending upon situational factors (e.g., busyness, professional
level of CSB provider; e.g., doctor vs. waiter). Thus, the pro-
vision of high-quality service is very much a dynamic, inter-
active, and largely subjective experience (Boulding, Kalra,
Staelin, & Zeithaml, 1993).

Further complicating the conceptualization and measure-
ment of customer service is the diffuse ways in which it has
been examined in the research literature. Some studies have
focused on customer perceptions of service quality, whereas
others have examined supervisory ratings of employee ser-
vice behaviors; some research discusses service satisfaction,
whereas other research discusses service quality; certain
researchers focus on the emotional aspects of service, and
others focus on the more technical features; some research
focuses on the employee, and others focus on the customer.
In this section, we review the major ways in which service
performance has been conceptualized and operationalized at
the individual level.

Conceptualization

Customer service performance is not conceptualized the same
way in the I/O and service management literatures. In the I/O
literature, employee service performance is generally defined
as involving the types of behaviors in which an employee
engages to satisfy a customer’s expectations. For example,
J. Hogan, Hogan, and Busch (1984) note that customer service
requires three behaviors: (a) treating customers with tact, cour-
tesy, and consideration; (b) perceiving customer needs; and
(c) providing accurate and pleasant communication. A meta-
analysis conducted by Frei and McDaniel (1998), building
from the development of Personnel Decisions International’s
(PDI’s) Servicefirst Inventory (Fogli & Whitney, 1991), con-
sidered customer service to be composed of four dimensions:
(a) active customer relations, (b) polite customer relations,
(c) helpful customer relations, and (d) personalized customer
relations. They further suggest that CSB is composed of
friendliness, reliability, responsiveness, and courteousness.
Thus, the I /O literature tends to conceptualize service per-
formance as an employee performing specific behaviors in
particular ways to increase customer perceptions of service—
that is, the conceptualization of service performance is what
is done (or should be done) on the job, as defined by a job
analysis.

In the service management literature, however, the focus is
on customer service performance from the customer’s per-
spective. The two most common definitions of customer ser-
vice performance are those reflecting satisfaction and quality,

and the extant literature has tended to treat these concepts
as separate. According to Parasuraman et al. (1985), “per-
ceived service quality is a global judgment, or attitude, relating
to the superiority of the service, whereas satisfaction is related
to a specific transaction” (p. 16). This definition is consistent
with others in the marketing literature (e.g., Hunt, 1979; R. L.
Oliver, 1981). In these definitions, satisfaction or quality
is usually defined according to the customer’s perceptions.
Thus—at least in the marketing literature—it is the customer’s
perceptions of satisfaction with specific service transactions
that accumulate over time into perceptions of service quality
(R. L. Oliver, 1981; Parasuraman et al., 1985).

In this literature, service quality lies in the judgment of the
customer regarding how well the service received met the ser-
vice expected (e.g., Gronroos, 1982; R. C. Lewis & Booms,
1983; Parasuraman, Berry, & Zeithaml, 1991b; R. A. Smith &
Houston, 1982). Although the conceptualization of service
quality as a customer’s comparison between expectations and
perceived service is relatively simple, the actual description of
this psychological process is not. Multiple forms of expectan-
cies may exist, each type of expectancy may be multiply
determined, and each type of expectancy has different impli-
cations for deriving quality perceptions (e.g., Cadotte, Wood-
ruff, & Jenkins, 1987). R. L. Oliver (1981) discussed several
theories—such as adaptation-level theory and opponent-
process theory—that can be used to account for how ex-
pectancies regarding service are formed and change.

Parasuraman et al. (1991b) and Zeithaml et al. (1993)
argued that customer expectations have multiple, changing
levels (see also Parasuraman, Zeithaml, & Berry, 1994b). The
desired level reflects what customers expect should happen,
and the adequate level reflects what they find minimally
acceptable. For example, when visiting a fast-food restaurant
we might expect the service to be fast (desired level), but we
might recognize that the lunch hour rush will require an
acceptable 10-min wait (adequate level). Thus, the desired
level is to some degree higher than the adequate level. The area
between these two levels is known as the zone of tolerance, and
it is within this zone that service quality should be perceived as
moderate or better. Parasuraman et al. (1991b) further note that
the boundaries of the zone of tolerance (i.e., desired and ade-
quate levels) are variable over time and situations.They also ar-
gued that the zones differ for different dimensions of service
(we discuss these dimensions shortly). Finally, they suggested
that several factors influence how these levels might change.
Specifically, the adequate and desired levels may increase
when the customer has experience with the service, when there
are several perceived alternatives, when the service is required
in an emergency situation, when personal or situational factors
make the service particularly important, and when there is a
service failure (see Zeithaml et al., 1993).
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Boulding et al. (1993) have provided perhaps the most
complete model of expectancy formation, suggesting there are
two completely different types of expectancies. Will expectan-
cies reflect what a customer thinks will most likely happen in
the service. Should expectancies reflect what a customer ide-
ally wants to happen. Notice that this is similar to the adequate
and desired levels of expectancies in Parasuraman et al.
(1991b), except that Boulding et al. (1993) state that these are
two different types of expectancies and not simply different
levels for the same expectancy. Will and should expectancies
are determined by two factors: the current service delivery and
expectancies formed as a result of previous interactions.

The process model described by Boulding et al. (1993) was
generally supported by their data. What is innovative about
this model is that it attempts to capture and explain the dy-
namic, ever-changing process of forming perceptions of ser-
vice quality. The model is considerably more complex than are
previous conceptualizations of service quality, but it also
probably better reflects the customer’s actual psychological
processes. Unfortunately, in practice it is somewhat difficult to
measure all of the necessary constructs to adequately assess
the model.

Although limited research has examined how service qual-
ity perceptions are formed, considerable research has exam-
ined the structure and content of service quality perceptions.
Nearly all research in this area has used variations of the
SERVQUAL dimensions identified by Parasuraman et al.
(1985; see also Parasuraman, Zeithaml, & Berry, 1988;
Parasuraman, Berry, & Zeithaml, 1991a). The first dimension,
tangibles, refers to the physical appearance of the store and ser-
vice personnel. Responsiveness reflects the service provider’s
attentiveness and readiness to provide prompt service for a
customer. Assurance is whether the service provider is compe-
tent and is capable of using this competence to instill confi-
dence and trust in the customer. Empathy is how well the
service employee can understand the customer’s needs and ex-
pectations and provide customized, individualized attention in
a caring way. Reliability reflects whether the service provider
can provide the service correctly the first time, as promised, or
quickly fix problems that may arise. Of these five dimensions,
research suggests that the reliability dimension is the most im-
portant across most service jobs (e.g., Parasuraman et al.,
1991a; Parasuraman et al. 1988). Parasuraman et al. (1988)
and Parasuraman et al. (1991a) suggest that these dimensions
form the basic structure of quality perceptions, but more di-
mensions may need to be added depending on the service
context of a particular study (e.g., Carman, 1990). Nonethe-
less, the dimensions identified by Parasuraman et al. (1985) ap-
pear to be endorsed by most individuals who conduct research
on customer service (e.g., George & Jones, 1991; B. R. Lewis
& Mitchell, 1990; Parasuraman et al., 1988; Schneider &

Bowen, 1995). It is also important to recognize that research
efforts conducted independent of the Parasuraman et al. (1985)
framework and based on job analyses have identified similar
dimensions (J. Hogan et al., 1984). Thus, as a basic structure
describing the common elements of service quality, the Para-
suraman et al. (1991a) dimensions appear to be reasonably
well supported.

A key distinction between the I/O and service manage-
ment literatures becomes apparent when we consider
Boulding et al.’s (1993) model of how perceptions are formed
and the SERVQUAL dimensions. Customer perceptions are
based on the behavior and appearance of the service provider,
the quality and price of the product (if present), and possibly
even the layout of the store (Dodds & Monroe, 1985; Garvin,
1987; Zeithaml, 1987). Thus, customer service performance
is only partly determined by behavior in the marketing con-
ceptualization, whereas behavior is the focus of the I/O con-
ceptualization. Obviously, these different foci indicate that
multiple criteria can be considered as indicators of customer
service performance—assessments of CSB (ratings by super-
visors or by customers) and global evaluations of service
quality (which are based on but not necessarily commensu-
rate with behaviors; e.g., service quality can be low because
of the huge demand for services, not the specific behaviors of
the customer service provider). Four of the five SERVQUAL
dimensions do focus on behavior, but the Boudling et al.
(1993) model as well as other work suggests that the perfor-
mance evaluations on these dimensions are reflective of
issues other than just whether the customer service provider
demonstrates specific behaviors (e.g., expectations based on
past experiences, the environment, product features).

There are a few additional considerations that must be ad-
dressed in adequately conceptualizing customer service per-
formance. First is the issue of coproduction and customer
participation. Kelley et al. (1990) developed a framework for
analyzing customer participation in service production and
delivery that was an expansion of a basic framework by
Gronroos (1982). Kelley et al.’s essential point was that the
performance of the service provider may often be a function
of the service provider’s behavior, the customer’s behavior,
and their interaction.

Second, service context may affect the conceptualization
of performance. Using a classification system described by
Lovelock (1983), Kelley et al. (1990) note that service qual-
ity may differ when the service is directed towards people,
involves intangible or tangible things, or requires a high
degree of customization. Gutek et al. (1999) described how
customers may expect different behaviors from customer ser-
vice providers in relationships versus in encounters, and thus
the effectiveness of a single behavior may be positive or neg-
ative depending on the service context. At the end of this
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section on performance, we speculate on other ways in which
context might influence conceptualizations of performance.

Measurement

A great deal of the research conducted during the last 12 years
has used some variation of the SERVQUAL measure (B. R.
Lewis & Mitchell, 1990; Parasuraman et al., 1988). The
SERVQUAL instrument contains paired expectancy items
and perception items that are completed by customers. For ex-
ample, an expectancy item is These firms should be
dependable and its corresponding perception item is XYZ is
dependable, where XYZ refers to the specific organization.
Scoring SERVQUAL involves computation of a difference
score, such that each expectancy is subtracted from its cor-
responding perception rating to create the quality score for a
specific service dimension. Quality scores (i.e., difference
scores) are then summed within service dimension to create
the dimension score (e.g., tangibles, reliability, etc.).

In one of the first major critiques of SERVQUAL, Carman
(1990) argued that in contrast to claims that the instrument
provides a comprehensive assessment for any service con-
text, the instrument will often need to be customized to a par-
ticular setting and it must be administered separately for each
service function. He also noted that the measurement of ex-
pectations posed serious practical and conceptual problems
(i.e., length of survey, little variance) and that an importance
weight should be assigned to each item (i.e., some customers
may consider empathy more important than reliability and
vice versa). Similar critiques of the SERVQUAL instrument
were advanced by Babakus and Boller (1992), and Finn and
Lamb (1991), who conducted confirmatory factor analyses
and did not find the hypothesized factor structure.

In response to these critiques and to further refine the in-
strument, Parasuraman et al. (1991a) recommended assigning
importance weights to each of the scales (not items) and noted
some problems with the dimensionality of the measure, but
overall they concluded that it provided a sufficient measure of
service quality. Further questions and critiques of the measure
(see Buttle, 1996, and A. M. Smith, 1995, for reviews) raised
other issues regarding practical and psychometric difficulties
with measuring expectancies (e.g., Babakus & Mangold,
1992; Cronin & Taylor, 1992; Teas, 1993)—especially be-
cause several researchers have found that the perception-only
portion of the SERVQUAL is more predictive than the service
quality measure is (i.e., perception-expectancy; Babakus &
Boller, 1992; Cronin & Taylor, 1992; Parasuraman et al.,
1991a). To better assess the different levels of expectancies
(i.e., adequate and desired), Parasuraman, Zeithaml, and
Berry (1994a) compared three different response formats for

expectancy: (a) measures of desired expectancy, adequate ex-
pectancy, and perceived service; (b) direct measures of service
adequacy and service superiority; and (c) direct measures of
service superiority only. Their study found that all three ver-
sions produced similar properties but argued that when it is
practically feasible, the three-measure version will provide
greater diagnostic potential. Of course, on more theoretical
grounds, if expectancies are composed of both adequate and
desired levels, then the three-measure version is also the only
one consistent with the underlying theory.

A second and related criticism surrounds the use of a differ-
ence score in the original SERVQUAL conceptualization
(Babakus & Boller, 1992; T. J. Brown, Churchill, & Peter,
1993). For example, T. J. Brown et al. (1993) note that differ-
ence scores are often unreliable and have restricted variance.
Parasuraman et al. (1994a) argue that the reliabilities of the
SERVQUAL dimensions usually meet minimum standards for
internal consistency and that the difference scores have practi-
cal diagnostic value, although as we have noted, the percep-
tion-only aspect of SERVQUAL usually predicts better than
the difference score does.

Third, the dimensionality of SERVQUAL continues to be
an area of debate (e.g., Carman, 1990; Parasuraman et al.,
1994b). However, unless researchers administer the quality
measure to customers from within the same industry, it may
not be surprising that factor structures differ. Couple this fact
with the rather small sample sizes used in most of these stud-
ies, along with the analysis of difference scores, and many of
the factor interpretation problems are understandable. To
date, these issues have not been adequately addressed. Also,
some recent research has questioned the test-retest reliability
of the SERVQUAL instrument (Lam & Woo, 1997).

More general questions regarding customer service perfor-
mance remain. There is a need to develop a consensus regard-
ing the definition of the criterion space in terms of both content
and sources of information. Within the I/O psychology litera-
ture, relatively few studies (e.g., Weekley & Jones, 1997) have
used customers as part of the criterion development process.
Instead, customer service performance is often measured via
supervisory ratings of employee behaviors on dimensions
identified through a job analysis (J. Hogan et al., 1984), based
on the SERVQUAL measure, or merely an overall customer
service performance dimension. A comparison of popular
models of performance (e.g., Campbell’s model, 1990) to the
dimensions of SERVQUAL and other approaches to assessing
customer service performance is needed so that a clearer con-
ceptualization of service performance results.

Research is needed on how the source of evaluation (cus-
tomer or supervisor) affects the evaluation because it is quite
possible that the same behavior can be seen as effective by
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one source and ineffective by the other. For example, a server
who gives patrons free drinks may foster favorable customer
ratings but negative supervisory ratings when this behavior is
forbidden by company policy. Furthermore, we need to un-
derstand the extent to which evaluations by different sources
are driven more or less by the actual behaviors of employees
versus other factors (e.g., product quality affecting customer
ratings but not supervisor ratings).

Research on performance consistency would also be help-
ful. Because of the nature of the customer service construct,
not only is the mean or modal level of service performance
important, but the variance across customers is also of con-
siderable interest.

Finally, we believe that a very fruitful area for research
will be to interject more psychological theory and research
into the measurement of service performance. For example,
theories about relationships from social psychology may be
useful for better conceptualizations of performance in ser-
vice relationships. Theories of impression formation may be
helpful for understanding customer perceptions. Cognitive
and decision-making research might better inform how peo-
ple form normative standards and compare these standards to
actual service treatment.

As noted earlier, we believe a contingency perspective that
considers the various dimensions that distinguish the nature of
service is a necessary perspective to promoting CSB. To truly
understand customer service performance, future researchers
must consider how the service context affects the conceptual-
ization and measurement of performance. Table 15.1 provides
an indication of how consideration of the situation can influ-
ence research on this topic. The table serves to illustrate how a
contingency perspective might be applied, but it is not exhaus-
tive regarding potential effects of the service situation on how
performance should be conceptualized and measured.

SELECTION AND CSB

Despite the wealth of research on service management, there is
surprisingly little published research on the selection of cus-
tomer service employees (Schneider & Schechter, 1991); this
does not suggest that organizations are not concerned with the
selection of service employees or that consulting companies
and test developers are not devoting attention to service em-
ployee selection, but rather it suggests that little of this work
has been published in scientific journals (Hurley, 1998). In-
deed, there are many proprietary instruments designed for the
prediction of customer service (e.g., Servicefirst, Customer
Service Inventory, Hogan Personality Inventory, etc.), but,
again, little of the research surrounding the development of

these instruments has been published. Thus, this appears to be
one domain in which practice has far outpaced research. In this
section we focus primarily on research that has been published.

As discussed previously, the provision of customer service
relies primarily on the service provider’s identifying and meet-
ing the customer’s expectations. Many customer service jobs

TABLE 15.1 Performance

Nature of Service Research Questions

Intangibility • Intangibility means that performance will ultimately
be judged based on the impressions of others (e.g.,
ratings). Is there greater agreement between
supervisor and customer perceptions for more
tangible service situations?

• Will CSB have more weight in performance
evaluations than do other aspects of the service
situation for more intangible services?

Simultaneity • Simultaneity means that the evaluation of CSB may
not be disentangled from the evaluation of the
product (e.g., waiter’s behavior and meal
consumed). How does increased simultaneity affect
the extent to which performance evaluations are
based on CSB vs. aspects of the service itself, the
organizational environment, etc.?

Coproduction • In coproduction, an employee’s performance is in
part constrained by the customer. How does the
extent of coproduction influence the role of actual
CSB in performance evaluations? How do
supervisor evaluations in situations of high
coproduction account for the customer’s
performance?

Relationship vs. • Do different employee behaviors produce different
encounters levels of effectiveness in relationships vs.

encounters? For example, in a relationship situation,
taking the time to get to know the customer may be
critical; in an encounter, trying to get to know the
customer may in fact result in worse performance
because it violates the customer’s expectations.

• Are dimensions weighted differently in evaluating
performance in relationships vs. encounters (e.g.,
reliability, empathy)?

Role-prescribed vs. • How can extrarole CSBs best be included in models
extrarole of customer service performance? Are extrarole

CSBs weighted the same as role-prescribed CSBs
in performance evaluations by customers? By
supervisors?

Standard vs. • As the service becomes more customized, does
customized service agreement between customer and supervisory

perceptions in evaluations decrease? Does
agreement among customers in evaluations of
performance decrease?

• Is employee performance more variable in custom
than it is in standard situations?

Nature and level of • Are traditional performance appraisal procedures
customer contact more amenable to service contexts that contain low

customer contact? Do different dimensions of
performance get more weight in evaluations in
situations in which the customer is physically
present?
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are primarily interpersonal and nontechnical, requiring dealing
with people with diverse backgrounds, interests, values, and
goals. The service provider must therefore possess the knowl-
edge, skill, ability, and other (KSAO) characteristics necessary
for dealing with what are often stressful, demanding, and
ambiguous social situations (George & Jones, 1991). It is not
surprising, then, that most attempts to select service providers
have focused on KSAOs unrelated to cognitive ability.

Indeed, the vast majority of published research indicates
that certain personality constructs are required for the provi-
sion of excellent service. For example, J. Hogan et al. (1984)
developed a measure of service orientation, which is a predis-
position to behave in a friendly, pleasant, and empathic man-
ner when interacting with other people and is comprised of
items reflecting adjustment (neuroticism), sociability, and
likeability. The current Hogan Personality Inventory (HPI; R.
Hogan & Hogan, 1992) manual reports on validation studies
with their service orientation measure. For a criterion of
supervisory ratings of overall job performance, most of the
validities are around .30. Subsequent to the J. Hogan et al.
(1984) study, there have been many demonstrations of links
between specific personality traits or personality composites
and supervisor ratings of customer service performance
(Day & Silverman, 1989; Hurley, 1998; Mount, Barrick, &
Stewart, 1998; Rosse, Miller, & Barnes, 1991), as well as self-
ratings of citizenship behavior (Bettencourt et al., 2001).

In a slightly different conceptualization of service orienta-
tion, Saxe and Weitz (1982) developed a measure called the
selling orientation-customer orientation (SOCO). The SOCO
scale was designed for use with salespersons who use a blend
of marketing (meeting customer demands) and selling (creat-
ing customer demands) practices. Of interest here is that the
dimensions assessed by the SOCO measures are many of the
same dimensions of service orientation (e.g., empathy, sensi-
tivity) but are placed within a sales context. Saxe and Weitz
found the SOCO scale was related to sales performance (r �

.40). Similar results have been found with buyers (Michaels
& Day, 1985).

Not all studies find relationships between personality and
customer service performance, however (Rogelberg et al.,
1999). Hurley (1998) reviewed 13 published studies linking
personality (broadly defined) and customer service from
1971 to 1996. He found that extraversion, agreeableness, and
adjustment were the primary personality correlates of overall
customer service. Frei and McDaniel (1998) performed a
meta-analysis of service orientation measures and found an
average observed validity of .24; after corrections for range
restriction and criterion unreliability, the mean validity
was .50. Of particular interest was the lack of correlation be-
tween the service orientation measures and cognitive ability

(r � �.06). However, the service orientation measures were
related to agreeableness (r � .43), emotional stability (r �

.37), and conscientiousness (r � .42). Relationships with
openness (r � .07) and extraversion (r � .07) were near zero,
contradicting Hurley’s (1998) conclusion that extraversion
was a useful predictor.

Thus, the research to date suggests that service orientation is
a strong predictor of supervisory ratings of service perfor-
mance, and that service orientation is primarily composed of
emotional stability, agreeableness, and conscientiousness. Data
on relations between extraversion and service performance are
less clear. One implication of these findings is that the predic-
tion of supervisory ratings of overall service performance is
likely to be greatest when the personality composite called cus-
tomer service orientation is used rather than individual person-
ality traits (Hough & Schneider, 1996). Many popular customer
service inventories are inherently multidimensional because
items are only retained if they have meaningful relations with
criteria (e.g., R. Hogan & Hogan, 1992; Paajanen, Hansen, &
McLellan, 1993). However, composite measures of service ori-
entation may enhance prediction at the cost of understanding—
unless test developers map the composite service orientation
measure back onto traditional personality constructs.

The prediction of customer service has also been under-
taken with measures other than personality tests. First, paper-
and-pencil situational judgment tests (SJTs), which present
applicants with work situations and then ask them how they
would respond, have been found to be predictive of customer
service performance. For example, Weekley and Jones
(1999) found validities of .16 and .19 for an SJT with ratings
of overall service performance. Video-based SJTs, in which
applicants are presented with service situations on video and
then respond using a paper-and-pencil format, have shown
correlations with service performance in the .20s (uncor-
rected; Weekley & Jones, 1997). More interesting is that
when the scoring key was based on customers’ judgments,
the validity increased to .33. Another approach is high-
fidelity testing, such that the physical or psychological fea-
tures of the job are reproduced in the selection test.
High-fidelity tests would include customer service call simu-
lations (e.g., A. E. Mills & Schmitt, 2000) and computerized
tests that simulate handling of customer inquiries and ac-
counts (Wiechmann, 2000).

Other approaches that are lower fidelity include biodata
instruments and structured interviews designed to predict
customer service performance. Schneider and Schechter
(1991) used paper-and-pencil tests, a structured interview,
and a work simulation to predict the service performance of
telephone sales and service personnel. Of these methods,
they found that the interview was the strongest predictor of
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service performance. Thus, although the research focus
has been on personality testing in selecting for CSB, there
are many other selection tools that might be helpful in as-
sessing whether one is likely to be successful at customer
service.

There are several research questions related to selecting for
CSB that need to be addressed. Although most researchers
have focused on overall service orientation, little is known
about the relative merits of this approach. For example, would
specific trait measures be better predictors than an overall
measure of service orientation would if performance is
conceptualized as multidimensional? Is effective service per-
formance dependent on a person’s predisposition for service,
or can appropriate training and reward structures produce sim-
ilar results? Does something equivalent to a knowledge or skill
for customer contact exist, and if so, how is it best acquired?
Bettencourt et al. (2001) demonstrated that attitudes, person-
ality, and knowledge each contributed to the prediction of
service-oriented citizenship behaviors. Such broader frame-
works would aid in selection system design.

Second, it is important to recognize that most of the
previously presented studies have predicted overall customer
service performance assessed via supervisory ratings. Al-
though the supervisor’s perspective is clearly an important
one, it is a limited perspective. For example, in many service
contexts, the supervisor may not observe the majority of the
employee’s interactions with customers (Gronroos, 1982).
Similarly, customers may have very negative impressions of
the employee’s service even though the employee performed
in an organizationally approved manner (e.g., not giving
customers free refills of soda). Nearly all of the validity in-
formation presented previously is specific to supervisory
ratings of service performance.

Almost all of this research has focused on individual-level
selection and the prediction of individual-level performance.
However, in many service settings, such as retail and food ser-
vice, employees work as individuals and as part of a team. For
example, a waitress may have not only her own tables to cover
but also those of a coworker if he is falling behind. Thus, per-
sonality constructs related to teamwork (see Barrick, Stewart,
Neubert, & Mount, 1998; Neuman & Wright, 1999) may also
be important, even though they are not always part of service
orientation.

KSAOs other than personality traits may also relate to
providing good customer service and should be considered
more fully in research. For example, cognitive ability may be
needed to learn information related to products and services.
Although in practice these considerations are probably made,
research has not addressed the relative importance of various
KSAOs to the provision of customer service.

Finally, how context factors into the personality-service
relationship needs to be more closely examined. The same
KSAOs would not be required for a service provider inter-
acting with customers over the phone as would be necessary
for someone working face-to-face with customers. Similarly,
the demands and expectations of the customer may change
the predictive validity of various personality constructs. For
example, KSAOs relating to fostering long-term relations
(e.g., empathy) may be most important in a service relation-
ship because the customer expects the employee to remem-
ber his or her information and preferences. However,
KSAOs such as extraversion may be most important in a
service encounter because the customer may have only self-
interest as a primary goal, with no concern for the service
provider (e.g., Gutek et al., 1999). Table 15.2 illustrates how
a contingency approach might influence research questions
in this area.

TABLE 15.2 Selection

Nature of Service Research Questions

Intangibility • Is the relationship between personality or service
orientation and customer service stronger as the
service becomes more intangible?

Simultaneity • How do the personalities of the customer and
service provider interact? Are those who possess
more of certain traits (e.g., agreeableness) able to
work with a greater diversity of customers?

Coproduction • Are flexibility and adaptability better determinants
of performance in coproduction situations than they
are in other customer service settings?

Relationship vs. • Is there a difference in the KSAO requirements of
encounters relationships vs. encounters? For example, relation-

ships require KSAOs that reflect a willingness and
ability to maintain social relations and foster har-
monious interactions with relatively few customers.
Encounters require KSAOs that reflect a willing-
ness and ability to deal with many customers in a
short-term setting, with no real need to develop
social relations.

Role-prescribed vs. • Does service orientation (or do more basic traits)
extrarole predict extrarole behaviors and prescribed CSBs

equally well?

Standard vs. • Does the provision of customized service place
customized service greater demands on the job knowledge and

technical competencies of employees than the
provision of standard service does—that is, will
cognitive ability and job knowledge have stronger
relations with service performance in customized
rather than standard settings?

Nature and level of • Are personality and service orientation better
customer contact predictors for face-to-face service jobs than they

are for ones without the customer physically
present? Does the amount of customer contact (i.e.,
continuous vs. sporadic) moderate the validities of
customer orientation measures?
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SERVICE CLIMATE AND EMPLOYEE ATTITUDES

Schneider and colleagues (Schneider, Gunnarson, & Niles-
Jolly, 1994) have been the leaders in researching service
climate, defined as employee perceptions of what the organi-
zation rewards and supports concerning customer service.
Researchers have identified how a climate for service relates
to more positive customer perceptions of service, and they
have examined what defines and creates a more positive ser-
vice climate (e.g., Burke, Rupinski, Dunlap & Davison, 1996;
Paradise-Tornow, 1991; Schneider, Wheeler, & Cox, 1992;
Schneider, White, & Paul, 1998; Tornow & Wiley, 1991). In
general, there is a consensus that a climate for service is a key
element in motivating positive CSB by employees. There are
a number of methodological and theoretical issues that have
been raised by researchers in the area (e.g., justification of data
aggregation, Schneider et al., 1998; controlling for unit size
and location, Burke et al., 1996; strength of climate as a
moderator of the relation between climate and outcomes,
Schneider, Salvaggio & Subirats, 2000). However, these
issues are not unique to the study of service climates; they
relate to studies of climate in general and therefore are not
reviewed here.

In addition to the link between service climate and
customer perceptions of service quality, several other relation-
ships have been the focus of linkage research. Researchers
have examined the link between a climate for service and a
climate for employee well-being (Abramis & Thomas, 1990;
Schneider et al., 1998). The suggestion has been made that a
strong concern for customers by employees will not exist
without a strong organizational concern for employees. As
Schneider and Bowen (1992) noted, a climate for employee
well-being does not presuppose a climate for service—one can
have well-treated employees and not have policies that pro-
mote service excellence. However, there is some evidence of
a link between the two.

A third focus has been the establishment of links between
customer perceptions of service and employee perceptions of
organizational climate (not service climate but general em-
ployee attitudes; e.g., Rucci, Kirn, & Quinn, 1998; Ryan,
Schmit, & Johnson, 1996; Schmit & Allscheid, 1995; Schnei-
der & Bowen, 1985; Schneider, Parkington, & Buxton, 1980;
Thompson, 1996; Tornow & Wiley, 1991; Wiley, 1991, 1996).
The rationale for these links is that customers are affected by
the mindset of employees (Ulrich, Halbrook, Meder, Stuchlik,
& Thorpe, 1991); employees who feel negatively about the
organization and the job will transmit that affect in serving
customers, thereby influencing customer perceptions of the
organization and the service received. Note that employee
climate for service perceptions is more strongly related to

customer opinions than it is to employee well-being percep-
tions (Brooks, 2000).

Finally, several researchers have linked service climate
perceptions of employees to organizational outcomes such
as profits, sales dollars, and customer retention (Burke et al.,
1996; Heskett, Jones, Loveman, Sasser, & Schlesinger, 1994;
Schneider & Bowen, 1985; Schneider et al., 1980; Schneider,
White, & Paul, 1997; Thompson, 1996; Tornow & Wiley,
1991; Weitzel et al., 1989). Although the finding of a link be-
tween service climate and customer satisfaction or customer
quality ratings is quite consistent, relations to profits and other
financial measures are sometimes found and sometimes not;
this is likely because many other factors influence such vari-
ables (e.g., costs of goods), because in some cases customer
satisfaction is negatively related to financial performance
(e.g., busy stores with high sales may keep customers waiting
and be less friendly; Wiley, 1991), and because financial indi-
cators may lag behind service indicators and connections
may not be apparent in single-shot or short-term studies
(Schneider, 1991).

In sum, a climate for service as well as a general positive
workplace climate appear to influence service quality—
presumably, partly through a direct influence on CSB. (As
indicated earlier, service quality measures reflect more than
CSB.) However, several researchers have noted that the rela-
tionship between employee perceptions of the way the orga-
nization functions and customer perceptions of service
quality are not unidirectional (Ryan et al., 1996; Schneider et
al., 1998)—that is, customers provide information on service
quality that is often shared with employees, and that informa-
tion influences employee perceptions. Also, Schneider,
Ashworth, Higgs, and Carr (1996) noted that after a service
practice is improved across the organization (e.g., all em-
ployees are provided with feedback on customer satisfac-
tion), the relationship of that practice to outcomes will no
longer be present, although presumably there will have been
improvement in customer satisfaction across the board. One
final caveat is that potential time lags remain a relatively un-
explored issue It is difficult to determine how long it takes for
organizational service climate to affect customers or for cus-
tomers to affect the organization’s climate (Schneider et al.,
1998); it is also unknown how long effects might persist
(Schneider et al., 1998). The few studies over time (Ryan et
al., 1996; Schneider et al., 1998) do not indicate lag effects,
but these were limited in scope.

In general, recommendations for improving service include
promoting a service climate (seeAhmed & Parasuraman, 1994;
Schneider, Chung, & Yusko, 1993; Schneider et al., 1994, for
discussions of issues in developing a service climate) and treat-
ing employees well so as to enhance their job satisfaction.
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A strong climate for service is created via emphasizing and
rewarding positive CSB, logistical and operational support,
appropriate staffing of positions, quality training programs
focused on CSB, and communication and cooperation
(Schneider et al., 1993; Schneider et al., 1994; Schneider et al.,
1992). Also, employee predispositions to be satisfied (Judge,
1993) might be considered in selection for customer service
positions.

Two other topic areas deserve mention in a discussion of
employee attitudes and CSB. Although most of the research
on employee attitudes linked to customer outcomes has con-
centrated on traditional employee survey concepts (e.g.,
working conditions, supervision), some researchers have
begun to apply social justice theories to the customer service
arena. Most of the research has concentrated on the cus-
tomer’s feelings of being treated fairly (e.g. Blodgett,
Granbois, & Walters, 1993; Blodgett, Hill, & Tax, 1997;
Goodwin & Ross, 1992; A. K. Smith, Bolton, & Wagner,
1999) rather than on how employee justice perceptions in-
fluence CSB. However, Bettencourt and Brown (1997)
found that workplace fairness perceptions of tellers were
positively related to engagement in both extrarole and role-
prescribed CSBs (as evaluated by managers), with the fair-
ness of performance evaluations and pay policies being key
predictors of extrarole behaviors. Thus, we would expect fu-
ture research linking attitudes to CSB to also include a focus
on more specific theoretical frameworks such as justice
theory.

One other area of research on employee attitudes deserves
separate mention as important in the customer service arena.
The literature on stress perceptions contains many studies of
employees in boundary-spanning roles such as customer
service providers (Boles & Babin, 1996; Singh, Goolsby, &
Rhoads, 1994; Singh, Verbeke, & Rhoads, 1996; Spencer,
1991; Weatherly & Tansik, 1993). Stressors of particular
concern for customer service providers include role ambiguity
and conflict (i.e., between demands of customers and manage-
ment or between demands of different customers; Bowen &
Waldman, 1999; Hartline & Ferrell, 1996; Shamir, 1980;
Weatherly & Tansik, 1993), interpersonal conflicts with cus-
tomers (Bowen & Waldman, 1999; Shamir, 1980), constraints
on emotions (Rafaeli, 1993; Shamir, 1980), and unusual hours
and work-family conflict (Boles & Babin, 1996). In terms of
our set of service dimensions, we might expect certain types of
customer service positions to provide different stressors (e.g.,
role ambiguity may vary with intangibility and customization;
interpersonal conflict and emotional constraint will vary with
the nature and level of customer contact) and therefore require
different types of support systems and different stress man-
agement interventions.

How does a contingency approach suggest differences in
how one could or should implement findings on climate and
attitudes? Table 15.3 lists some research questions. Aspects
of service might moderate the relations between employee
perceptions of service climate and customer perceptions of
service climate, as well as between employee attitudes and
customer perceptions more generally and between employee
attitudes and organizational outcomes.

MOOD, EMOTIONS, AND CSB

An important component of the customer service experience
is the affect or emotions expressed toward or in the presence
of customers (George, 1990, 1995; Rafaeli & Sutton, 1987,
1989). Measures of emotional display in customer service
settings examine whether a greeting or smile was provided
and eye contact made with the customer. Note that mood
is related to emotion but is seen as a more general feeling

TABLE 15.3 Climate and Attitudes

Nature of Service Research Questions

Intangibility • Does service intangibility moderate the influence of
service climate on CSB, such that a stronger
relation is observed for more intangible services?

• Does service intangibility moderate the relation of
employee and customer perceptions of service such
that a stronger relation exists for more tangible
services?

Simultaneity • Is the link between employee attitudes
and organizational outcomes stronger in
more simultaneous production and consumption
situations than it is in those that are less
simultaneous?

Coproduction • Does the extent of the role of the customer in
production of the service influence whether a
reciprocal influence of customer attitudes on
employee attitudes is observed?

Relationship vs. • Does service climate play a greater role than
encounters individual differences do in CSBs exhibited in

encounters vs. relationships?
• Are employee perceptions negatively related to

outcomes such as profit and productivity in
encounters and positively related in relationships
(Brooks, 2000)?

Role-prescribed vs. • Is extrarole CSB exhibition more influenced by
extrarole service climate than role-prescribed CSB exhibition

is (Brooks, 2000; Morrison, 1997)?

Standardization vs. • Do service climate and employee attitudes have
customization a greater influence on CSB in customized vs.

standard service situations?
• Does customization result in greater stress (George

& Jones, 1991)?

Nature and level of • Are employee and customer perceptions of service 
customer contact more highly related in situations of customer

physical presence and in situations of greater
customer contact?
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(George & Brief, 1996). The rationale for a relation between
employee affective displays and customer responses is that of
emotional contagion (Hatfield, Cacioppo, & Rapson, 1994),
which argues that individuals absorb the affective states of
those with whom they interact. Researchers have demon-
strated that employee positive affect is related to CSB and to
customer perceptions of service quality (Kelley & Hoffman,
1997). George (1991) demonstrated that those who experi-
enced positive moods at work (i.e., in the last week) were
more likely to engage in role-prescribed prosocial behavior
or customer service behaviors, as well as in helpful behaviors
that were not role prescribed (e.g., helping coworkers; see
also George, 1990). Researchers have noted that both the
affect displayed by individual employees and the emotional
expression of the group may be relevant to customer service
(affective tone, George, 1990, 1995; emotional front, Pugh,
1999; Rafaeli & Sutton, 1989). For example, group positive
affective tone has been found to be positively related to cus-
tomer service performance (George, 1995).

Hochschild (1979, 1983) defined emotional labor as ex-
pressing socially desirable emotions as a role requirement.
Several writers have commented that emotional labor in-
volves not only acting in prescribed ways (smiling) but also
suppressing emotions (anger at unreasonable customers;
Ashforth & Humphrey, 1993, 1995; Grandey, 2000; Hoobler,
Duffy, & Tepper, 2000). Also, emotions displayed in a ser-
vice encounter may be genuine rather than acted—that is, the
employee may be highly empathic (Ashforth & Humphrey,
1993; Rogers, Clow, & Kash, 1994; Tolich, 1993).

If an organization wanted to influence customer service
behavior by enhancing positive mood or regulating emotions,
what action might it take? George (1991) notes that those
with higher positive affectivity (trait) could be selected, or
the physical surrounding, the nature of social interactions,
and other situational characteristics might be manipulated to
positively affect mood. Others have suggested that hiring
highly empathic individuals may lead to greater responsive-
ness to customer needs (Rogers et al., 1994). Emotional dis-
play rules can be developed and employees can be trained in
their execution (Ashforth & Humphrey, 1993; Rogers et al.,
1994; Tolich, 1993) and monitored and rewarded for per-
forming them.

However, researchers have noted potential negative ef-
fects of prescribing emotional regulation (Grandey, 2000;
Hochschild, 1979; Hoobler et al., 2000; Rafaeli, 1993). Re-
search suggests that acting rather than displaying genuine
emotion might lead to strain (Pugliesi, 1999; Rafaeli, 1993;
Schaubroeck & Jones, 2000). Insincerely executed emotional
displays (e.g., the have a nice day delivered in a bored mo-
notone) can harm rather than improve customer perceptions

of service. We found a fair amount of unpublished research
that examines the positive and negative consequences of
emotional regulation in customer service settings by consid-
ering models of regulation put forth by emotion theorists. A
greater connection of basic and applied research will aid ef-
forts to understand how to create positive affective situations
for customers without undue strain and other negative effects
on employees.

A contingency approach is helpful for determining best
ways for organizations to influence emotional displays and
affective tone as well as the negative effects of emotional
regulation. (See Table 15.4.) For example, Hoobler et al.
(2000) noted that engaging in emotional suppression as a
means of regulating emotion may have negative rather than
positive effects on customer perceptions in long duration
or repeated interactions with the same customers; in situa-
tions that do not concern one-time encounters, it may be bet-
ter to train employees to regulate emotion via reappraisal
rather than suppression. Affect may be more important in
terms of influencing CSB and customer perceptions in cer-
tain types of service contexts (e.g., more intangible services,
physically present customers). Emotion may be easier for
employees to regulate if they are in continual customer

TABLE 15.4 Emotions

Nature of Service Research Questions

Intangibility • Does group affective tone have a greater effect on
customer perceptions when the service is more
intangible?

Simultaneity • Does employee affect have a greater influence on
organizational outcomes when the production and
consumption are more simultaneous?

Coproduction • Does the extent of customer involvement in
production influence the difficulty of regulating
emotions?

Relationship vs. • Is emotional regulation more difficult in
encounters relationships than in encounters

(Hoobler et al., 2000)?
• Does emotional display have more of an impact on

customer perceptions in relationships than in
encounters?

Role-prescribed vs. • Is role-prescribed emotional display less strongly
extrarole related to customer perceptions of service quality

than extrarole emotional display?
• Is positive affect positively related to engaging in

extrarole CSBs (George, 1990, 1991)?
• Do employees view role-prescribed emotional

display rules as stressors?

Standard vs. • Is emotional regulation easier in standard than in
customized service customized service situations?

Nature and level of • Is emotional regulation more difficult with
customer contact physically present customers than it is on the phone

or with electronically present customers?
• Is emotional regulation more difficult for those

with more customer contact? 
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contact (i.e., get into and stay in a role) as opposed to occa-
sional customer interactions; or it may be more difficult to
regulate emotion when there is no break from customer
interaction.

TRAINING AND SOCIALIZATION OF CSB

Training is considered critical to the success of service orga-
nizations. Desatnick (1994) noted that among 16 top service
providers, one common theme was that all devoted consider-
able resources to training. Schneider and Bowen (1992,
1995) describe two types of customer service training: formal
and informal. Informal training is primarily directed toward
orienting the new employee into the climate and culture of
the organization through interactions with coworkers. For-
mal training involves designing and delivering programs and
exercises whereby the individual is taught how to be a better
service provider. Schneider and Bowen (1995) note that both
types of training send employees the signal that service is im-
portant and valued, and thus both contribute to fostering a
service climate.

Socialization is seen as a critical way to influence CSB.
Researchers have noted that newcomer success on the job is
related to seeking and being provided with information on
how to do the job effectively (Bauer & Green, 1998). Because
service employees often have some discretion in how they
perform their job duties and organizations have less control
over CSBs, employees must learn what is considered appro-
priate behavior. However, the role ambiguity associated with
many customer service positions makes this process more dif-
ficult. Kelley (1992) found that socialization affected both
motivation (direction and effort) and service climate, and it is
through these constructs that socialization influenced em-
ployee service orientation. Thus, socialization may not al-
ways have a direct effect on CSB but may do so indirectly
through introducing and reinforcing a service climate.

Researchers have discussed tactics that organizations
might use to socialize newcomers (Ashforth & Saks, 1996;
Jones, 1986; Van Maanen & Schein, 1979), typically labeling
them as (a) institutionalized socialization, which is collec-
tive, formal, and sequential, and encourages newcomers to
passively accept preset roles; and (b) individualized social-
ization, which is individual and informal and should allow
newcomers to adopt unique approaches to their roles.
In terms of service situations, whether an organization
chooses to employ institutionalized or individualized social-
ization tactics should vary with features of the service context
requiring innovative customer service providers or consistent
and standard service.

Morrison’s (1993) work on newcomer information seek-
ing also may indicate some important issues in socialization
of those with customer service roles. For example, she found
that role clarity was related to the frequency with which new-
comers sought information about job requirements, role
behaviors, and performance feedback. For service providers,
the availability and sources of such information likely vary
with aspects of the service context (e.g., standardization of
the service, customers as coproducers).

Formal training programs are also seen as critical for ser-
vice organizations, and they may present special challenges
compared to entry-level training for other jobs because the
content of training is often more interpersonal than it is tech-
nical in nature. Schneider and Bowen (1992) note three cate-
gories of service training content: (a) technical skills (how to
use the cash register), (b) interpersonal and customer relation
skills (how to interact with difficult customers or how to
identify customer expectations), and (c) knowledge concern-
ing cultural values and norms. Thus, the relative importance
of these three skill categories in a given setting should be re-
flected in training content. Our contingency approach sug-
gests that training needs analyses will indicate different needs
depending upon the service context.

Factors facilitating transfer of training may also vary more
in their influence in service settings than for other jobs. Yelon
and Ford (1999) argued that the nature of a task makes a sub-
stantial difference in the process of transfer and presented a
model of training transfer that fits well with our contingency
approach. They contrasted closed skills, in which the circum-
stances when they are used as well as how they are performed
are standard (e.g., checking in an airline passenger) to open
skills, in which the skills have to be adapted to varying cir-
cumstances and there is no one right way to perform (e.g.,
rerouting passengers from a canceled flight). They also note
that skill performance can vary from heavily supervised situ-
ations to very autonomous work settings. Yelon and Ford
argue that most training transfer research has focused on su-
pervised, closed skills. Although there are cases in which
CSBs may be supervised and require the use of closed skills,
we have noted earlier that many service settings will require
CSBs that are the result of more open skills and also will
be performed in unsupervised settings. Yelon and Ford pro-
pose different approaches to training transfer for these differ-
ent situations. For teaching closed skills, they suggest using
high-fidelity simulation training, specifying conditions for
use of the skill, and providing incentives for adhering to a set
procedural checklist. For autonomous open skill situations,
they recommend training how to modify procedures and sug-
gest varying the conditions of practice. Transfer of training in
service contexts may be difficult because customers are a
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large part of the service context—that is, employees may be
trained in certain skills, but individual differences in
customer behavior may uniquely affect the proper applica-
tion of those skills.

There are many research issues related to CSB socializa-
tion and training. Table 15.5 provides some questions based
on our contingency approach. As we noted in the sections on
performance and selection, I/O psychologists need to better
understand the relative importance of technical, interper-
sonal, and cultural KSAOs for each of the service contexts to

better understand where training should be focused. Also,
relative to that for technical skills, effective training for inter-
personal skills, emotional regulation, and so forth has not
been as well-researched. The best methods to teach CSB may
vary by context factors (e.g., formal training with practice
may be more appropriate for standardized service situations,
but customized services may require more intensive and indi-
vidualized training as well as greater time spent on observa-
tional learning).

MOTIVATING CSB

Much has been written regarding the application of motiva-
tional theories and techniques in efforts to enhance CSB (e.g.,
behavior management techniques, Crowell,Anderson,Abel, &
Sergio, 1988; Luthans & Waldersee, 1992; Wilson, Boni, &
Hogg, 1997; self-regulation, Waldersee & Luthans, 1994; pro-
viding bonuses and recognition programs, Bowen & Waldman,
1999; Desatnick & Detzel, 1993; T. R. Oliver, 1993; Zemke &
Schaaf, 1989; monitoring and control systems such as secret
shoppers, customer satisfaction surveys, and electronic moni-
toring of calls, Shell & Allgeier, 1992; Zeithaml, Berry, &
Parasuraman, 1988). Space precludes a detailed review here.
Although many of these efforts have reported some positive
outcomes, it is also clear that the usefulness of traditional moti-
vational tools such as clarifying expectations, goal-setting,
providing feedback, and recognizing and rewarding positive
behaviors has been less than what was expected by many cus-
tomer service researchers.

Why are there difficulties in applying motivational tools to
CSB? Morrison (1997) argues that traditional approaches
may prove challenging to implement because it is difficult to
monitor service quality, providing extrinsic incentives for
CSB can undermine intrinsic motivation, and prescribing be-
haviors can limit flexibility and be viewed negatively by
customers. Because intangibility, simultaneity, and copro-
duction result in idiosyncratic situations and unpredictable
customer behavior, management cannot resort to typical
means of controlling and monitoring behavior such as goal
setting or developing rules and procedures (Bowen, Siehl, &
Schneider, 1989; Jackson & Schuler, 1992; Schneider, 1990).
Further, Bowen and Waldman (1999) noted that because cus-
tomer satisfaction is seen as linked to a group of employees
rather than to one individual’s performance, the focus of
rewards for CSB may be more appropriately linked to the
group level.

Thus, although the practitioner literature recommends that
precise performance standards for CSB are essential (e.g.,
Desatnick, 1994) and that management should train and
reinforce these standards, empirical researchers do not all

TABLE 15.5 Training

Nature of Service Research Questions

Intangibility • As intangibility increases, does formal training
become a less effective means of influencing
performance?

• Do newcomers engage in more information-
seeking behaviors with intangible than with
tangible service positions?

Simultaneity • As simultaneity increases, does formal training
become a less effective means of influencing
performance?

Coproduction • As coproduction increases, is training on
interpersonal sensitivity more important to overall
performance?

• As coproduction increases, do the conditions that
facilitate training transfer change?

• With greater coproduction, is the customer a
greater source of socialization information?

• Do newcomers engage in more information-
seeking behaviors in situations of greater
coproduction?

• Should organizations employ more individualized
than institutionalized socialization in situations of
greater coproduction?

Relationship vs. • Different training content and KSAOs may need to
encounters be trained in relationship and encounter contexts.

For example, negotiation training may be more
important for relationship contexts, whereas
diversity training may be more important for
encounter contexts.

• Is the customer a greater source of socialization
information in relationships than it is in
encounters?

Role-prescribed vs. • Is informal socialization more important than
extrarole formal training in situations in which CSB is

considered extrarole?

Standard vs. • As the service becomes more customized, does
customized service formal training on technical skills become more

critical to effective performance?
• With greater customization, is the customer a

greater source of socialization information?
• With greater customization, should organizations

employ more individualized than institutionalized
socialization?

Nature and level of • As the level of customer contact increases, do
customer contact different types of interpersonal skills need to be

trained? Is refresher training more important for
jobs with less frequent customer contact?
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agree. Recommended approaches to motivating CSB do not
rely as heavily on defining expected behaviors. For example,
a climate for service can be the substitute for management
control systems (Bowen & Schneider, 1988; Bowen et al.,
1989). Morrison recommends relying on propositions of so-
cial exchange to encourage positive CSB. George and Jones
(1991) suggest that monitoring and reward systems should
not be tied to the demonstration of specific behaviors because
good customer service will mean varying behaviors to meet
what the customer desires.

Researchers have also noted specific influences on moti-
vation and behavior that may be strong in service contexts.
For those involved in service relationships rather than just
service encounters, other rewards may accrue as they would
from any interpersonal relationship. For example, Beatty,
Mayer, Coleman, Reynolds, and Lee (1996) documented
how successful sales associates felt rewarded by the affection
of long-term customers and the feelings of self-worth and
accomplishment from helping their customers. They note that
the customer service literature does not discuss, as a reward,
the friendships and social connections developed as part of a
service relationship.

Also, Rafaeli (1993) has noted that customers and
coworkers have a more immediate, constant, and powerful
influence over CSB than do formal policies, management
control systems, or training programs. If management control
of CSB is limited, to what extent can or should management
attempt to influence customer behavior and thereby influence
CSBs shown by employees? For example, clarifying for cus-
tomers what are appropriate service expectations, forewarn-
ing of slowdowns, posting signs with such messages as no
shirt, no service or no refunds without a receipt can have an
impact on CSB by influencing the customer’s expectations
and behavior (Rafaeli, 1993).

Table 15.6 provides several ideas regarding how a contin-
gency approach might suggest which motivational tech-
niques would work best in each type of service setting. For
example, the more intangible, simultaneous, coproduced, or
customized the service, the less effective will be reward sys-
tems and other motivational techniques that rely on precisely
defining expected behaviors. More research is needed on cur-
rent motivational theories in service settings, such as work on
the application of self-regulation research to CSB and the na-
ture of influences on customer service self-efficacy.

DESIGN OF CUSTOMER SERVICE JOBS

Studies of how job design can facilitate CSB have primarily
focused on the role of discretion or empowerment, although a
few have been concerned with other job characteristics

(Campion & McClelland, 1991, 1993; Rogelberg et al., 1999).
Campion and McClelland (1993) found that task enlargement
appeared to have costs for customer service, based on
employee self-reports; however, knowledge enlargement
(adding understanding of procedures or rules) led to better
customer service, based on employee and manager reports.
Rogelberg et al. (1999) found that job characteristics (e.g.,
autonomy) accounted for a significant amount of variance
in CSB.

Many researchers have discussed empowerment as a
means of enhancing customer service quality (Bowen &
Lawler, 1992; Fulford & Enz, 1995; Kelley, 1993; Morrison,
1997; Sparks, Bradley, & Callan, 1997; Weaver, 1994;
Zeithaml et al., 1988; Zemke & Schaaf, 1989). Jackson and
Schuler (1992) argued that intangibility, simultaneity, and

TABLE 15.6 Motivation

Nature of Service Research Questions

Intangibility • Is intangibility negatively related to the ability to
prescribe expectations?

• Is intangibility negatively related to the ability to
monitor CSB?

• Do employees feel CSBs are less recognized and
rewarded when intangible services are delivered?

Simultaneity • Is simultaneity positively associated with
self-monitoring?

Coproduction • Does greater coproduction result in less
prescription of expectations and greater difficulty
in monitoring service quality?

• Do employees in coproduction situations feel more
negatively about the recognition and rewarding of
their CSBs?

Relationship vs. • Does the specification of expectations have less of
encounters an influence on performance in relationships than it

does in encounters?
• Because of self-interest, is there less need for

external rewards of CSB in relationships than there
is in encounters?

• Is the monitoring of CSB more important to
ensuring good service in encounters than it is in
relationships (Gutek et al., 1999)?

Role-prescribed vs. • As social exchange principles underlie the
extrarole motivation of extrarole CSBs, what is the relative

influence of exchange with the organization vs.
exchange with the customer in determining
whether a positive CSB will be demonstrated?

Standard vs. • Are customized service situations more difficult to
customized service monitor than are standardized situations in terms of

service quality?
• Are techniques like goal setting more effective in

standardized vs. customized situations?

Nature and level of • Is the specification of expectations and monitoring
customer contact and rewarding performance more difficult for

physically present customers than it is for virtual
customers?

• Does the effectiveness of goal setting and
traditional reward and recognition programs vary
with the level of customer contact on the job?
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coproduction require the job be enriched so that service firms
practicing greater autonomy will be more effective. How-
ever, most researchers have also cautioned about potential
negative effects of empowerment on CSB. For example,
Sparks et al. (1997) showed that customer evaluations de-
pended on the service provider’s communication style—that
is, empowerment in and of itself was not a positive influence.
Kelley (1993) noted that although empowering employees
may have positive effects on customer satisfaction and ser-
vice quality, it is important to understand what determines
when employees will exercise the discretion they have been
given. Bowen and Lawler (1992) discuss the costs of em-
powering service employees, including the possibility of in-
consistency in service delivery and recovery situations, too
great or inappropriate giveaways, and poor decisions. Finally,
Hartline and Ferrell (1996) found that empowered service
employees experienced greater role conflict and ambiguity.

Several authors have advocated a contingency approach to
empowerment (Bowen & Lawler, 1992; Schneider & Bowen,
1992). For example, if the organizational strategy is to provide
quick and reliable service, a nonempowered employee who
goes by the book may be what the customer wants. The positive
effects of empowerment on an individual’s job attitudes (e.g.,
increased job satisfaction, Fulford & Enz, 1995; reduction in
role ambiguity, Singh, 1993, but see also Hartline & Ferrell,
1996) may be accompanied by positive effects on customer sat-
isfaction, or they may be accompanied by negative outcomes in
service quality, depending upon aspects of the situation.

Bowen and Lawler (1992) point directly to two of our
contingency variables—encounter versus relationship and
predictability of the service situation—as important factors in
deciding whether to empower workers. They advocate
greater empowerment in relationship situations than in sit-
uations in which ties to the customer are only for short trans-
actions. They also suggest that if there is unpredictability in
the types of requests, empowerment is appropriate; if expec-
tations of customers are simple and predictable, then one can
use a less empowered approach and have more policies and
rules. We expand the notion of a contingency approach to
empowerment and job design in service settings by suggest-
ing other propositions to explore in Table 15.7.

DIRECTIONS

Throughout this chapter we have identified many research
questions to be addressed and have emphasized the need to
consider the service context in applying HR tools and strate-
gies. A few areas that we have not mentioned are also likely
to be future foci. First, many customer service settings
involve working in teams (i.e., interdependency in delivering

the service)—such as a cafeteria line food service or a health
care setting in which a nurse records information before the
patient sees a doctor. The chapter on teams elsewhere in this
volume (see chapter by Kozlowski & Bell in this volume)
highlights many important issues that should be considered
in the customer service context, and we expect that an in-
creased focus on teams in this setting will improve our un-
derstanding both of teams and of CSB.

Second, we have mentioned several times that the cus-
tomer influences CSB. Greater attention to how those outside
the organization influence the behavior and attitudes of those
in the organization would be productive. Note that many tra-
ditional HR practices have an internal focus. Greater incorpo-
ration of the customer into job analyses for selection, training
needs assessments, performance evaluations, reward and
recognition systems, and other areas should proceed thought-
fully so as to ultimately lead to greater gains in CSB.

Third, given the increased use of the Internet, customer
service behaviors in a virtual environment should be the
focus of more research. Finally, the contingency approach to
CSB treats organizational differences as important. Although
we are aware of no data on this issue, an important question
is to what extent research conducted at the individual level is
conditional on higher level phenomena. For example, is va-
lidity generalization less likely in service organizations?
Several of our research questions suggest that these types of
issues may be quite important, although there are far too few
studies to make any conclusive statements. An integration of
micro- and macroapproaches will help us to fully understand
CSB.

TABLE 15.7 Job Design

Nature of Service Research Questions

Intangibility • Is empowerment more effective with more
intangible than tangible services?

Simultaneity • Is empowerment more effective with more
simultaneous services?

Coproduction • Is empowerment more effective with greater levels
of coproduction?

Relationship vs. • Does empowerment have more positive effects on
encounters CSB and customer perceptions in relationships than

it does in encounters (Bowen & Lawler, 1992)?

Role-prescribed vs. • Are empowered employees more likely to engage
extrarole in extrarole CSBs than are nonempowered

employees?

Standard vs. • Does empowerment have more of an effect on CSB
customized service and customer perceptions in customized than it

does in standard situations (Bowen & Lawler,
1992)?

Nature and level of • Does autonomy have more positive and more
customer contact negative effects in customer-present situations?

• Does empowerment result in less consistent service
in jobs with sporadic customer contact?
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This chapter began with a discussion of the prevailing view
that service is poor and needs to be improved. The chapter dis-
cussed how applications of basic principles from I/O psychol-
ogy might enhance CSB. Most of the existing I/O research is
from an industrial rather than service world. Adapting princi-
ples derived from industrial to service contexts offers a future
of considerable challenge. We hope that this chapter high-
lights directions from which this journey may begin.
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The characteristics, beliefs, and attitudes of workers have
changed dramatically over the past several decades, largely in
response to social trends, rapid advances in computer
technology, and organizational restructuring. The nature of
work—namely, how we work, where we work, and when
we work—has also changed. Changes in workers and work,
along with the economic implications of globalization, have
combined to spawn new forms of organizations.

This chapter will address each of these issues. To provide
some perspective on the youngest generation of workers, we
will begin by examining just a few of the social, political, and
economic trends that have influenced them. This generation
was born in the early 1980s:

• They have no meaningful recollection of the Reagan era,
and probably do not even know that he had ever been
shot.

• Black Monday, 1987, is as significant to them as the Great
Depression.

• There has only been one pope.

• They were 11 when the Soviet Union broke apart and they
do not remember the Cold War.

• Tiananmen Square means nothing to them.

• Their lifetimes have always included the fact of AIDS.

• As far as they know, stamps have always cost about
33 cents.

• Roller-skating has always meant “inline” for them.

• They have no idea that Americans were ever held hostage
in Iran.

• The Vietnam War is as ancient history to them as World
War I, World War II, and the Civil War.

• There has always been MTV.
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• They have always had an answering machine.

• Bottle caps have always been screw-off and plastic.

• They were born about the time that Sony introduced the
Walkman.

• Popcorn has always been cooked in the microwave.

It’s not just the young generation. Many of us have changed
the ways that we live and work, largely because of new tech-
nology. Do any of the following describe your own habits?

• You have a list of 15 phone numbers to reach your family
of three.

• You chat several times a day with a stranger from South
Africa, yet you haven’t spoken with your next door neigh-
bor this year.

• You get an extra phone line so you can get phone calls.

• You call your son’s beeper to let him know it’s time to
eat. He e-mails you back from his bedroom, “What’s for
dinner?”

• Your reason for not staying in touch with family is that
they do not have e-mail addresses.

• You start tilting your head sideways to smile. :-)

Whether young or old, all of us have lived through the
downsizing phenomenon that has been so common since the
mid-1980s. It has become the preferred route to improve cor-
porate efficiency, despite longitudinal research that questions
its efficacy (Cascio, Morris, & Young, 1997; Cascio &
Young, in press; Morris, Cascio, & Young, 1999). Thus
Newsweek magazine wrote: “Firing people has gotten to be
trendy in corporate America, in the same way that building
new plants and being considered a good corporate citizen
gave you bragging rights 25 years ago” (February 26, 1996,
p. 4). Concurrently with this comment, The New York Times
reported that more than 43 million jobs had been extin-
guished since 1979, that the rate of job loss hit a peak of
3.4 million a year in 1992, and and that it has remained that
high ever since. Almost two out of every three Americans ei-
ther had a close family member or friend who had lost a job,
or had lost one personally (Uchitelle & Kleinfeld, 1996). In
2001, companies in the United States announced layoffs of
1.96 million workers (“Shadow of Recession,” 2002).

Restructuring, including downsizing, often leads to pre-
dictable effects—diminished loyalty from employees. In the
wave of takeovers, mergers, downsizings, and layoffs, thou-
sands of workers have discovered that years of service
mean little to a struggling management or a new corporate par-
ent. This leads to a rise in stress and a decrease in satisfaction,
commitment, intentions to stay, and perceptions of an orga-
nization’s trustworthiness, honesty, and caring about its em-

ployees (Gutknecht & Keys, 1993; Kleinfeld, 1996; Schweiger
& DeNisi, 1991). Indeed, our views of hard work, loyalty, and
managing as a career will probably never be the same.

Companies counter that today’s competitive business envi-
ronment makes it difficult to protect workers. Understandably,
organizations are streamlining in order to become more com-
petitive (by cutting labor costs) and to become more flexible in
their response to the demands of the marketplace. However,
the rising disaffection of workers at all levels has profound im-
plications for employers. Said a victim of three corporate
downsizings in four years: “A job is just an opportunity to
learn some new skills that you can then peddle elsewhere in
the marketplace” (“Working Scared,” 1993). This is quite a
change from the world of work that dominated the first 85
years of the twentieth century. In that world, many people
were proud to say that they had worked for one or two compa-
nies their entire careers. Today, labor experts predict that new
workers entering the labor market will hold 7 to 10 jobs in
their lifetimes. In fact, some 10% of the American workforce
actually switch occupations every year (Henkoff, 1996).

At the same time, jobs are relatively plentiful in America.
The national unemployment rate was 5.8% in 2002 (U.S.
Bureau of Labor Statistics, 2002). Investments by venture
capitalists in start-up companies, which rose 150% between
1998 and 1999 (Sommer, 2000), also have lead to the high
demand for people. Given the wide availability of jobs and
the increasing mobility of labor, employee retention has be-
come a major issue in American organizations, and new
strategies to retain workers are becoming popular. We will
consider such strategies in a later section.

Labor shortages add further complication to the staffing
plans of employers. Thus the U.S. Bureau of Labor Statistics
estimates that between 1998 and 2008 total employment will
increase by 14%. Over that same period, however, the supply
of workers is expected to grow by only 12%. This will result
in a shortage of 10 million workers. Why is this happening?
To a large extent, it reflects the decreased birth rate of the late
1960s and the early 1970s, combined with the aging of the
baby boom generation (those born between 1946 and 1964;
Bernstein, 2002). The baby boom generation currently ac-
counts for 78 million people and 55% of the workforce
(Fisher, 1996).

CHANGES IN THE PSYCHOLOGICAL CONTRACT

Downsizing and other forms of restructuring have altered the
psychological contract that binds workers and employers.
To put the changes into perspective, consider some fea-
tures of the old contract and how they have changed to reflect
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the realities of today’s workplaces (for more on this, see
Rousseau, 1995, 1996):

Old Psychological Contract New Psychological Contract

Stability, predictability Change, uncertainty
Permanence Temporariness
Standard work patterns Flexible work
Valuing loyalty Valuing performance and skills
Paternalism Self-reliance
Job security Employment security
Linear career growth Multiple careers
One-time learning Life-long learning

Stability and predictability characterized the old psycho-
logical contract. In the 1970s, for example, workers held an
average of three to four jobs during their working lives.
Change and uncertainty, however, are hallmarks of the new
psychological contract. As we noted previously, workers will
soon hold 7–10 jobs during their working lives. Job-hopping
no longer holds the same stigma as it once did. Thus inter-
viewers used to regard with skepticism a job candidate who
had held more than two jobs in three years. Today, workers in
high-technology jobs often tout the fact that they have held
two jobs in the past three years as a badge of honor, an indi-
cation that they are on the cutting edge of their fields. Beyond
that, the massive downsizing of the workforce has made job
mobility the norm, rather than the exception. This has led
workers operating under the new psychological contract to
expect temporary employment relationships. Permanent em-
ployment relationships, with few exceptions (e.g., tenured
college professors), no longer exist.

Another major change in the psychological contract has
been the shift from standard work patterns to flexible work pat-
terns. For all of the emphasis on the so-called new economy,
however, most jobs are still modeled on the clock-punching
culture of the industrial past. Middle-income parents are now
logging 260 more hours a year on the job than they did a
decade ago. In the aggregate, Americans are now working
more hours than the Japanese (“Flexibility,” 2000). For many
of them, however, 9:00 A.M. to 5:00 P.M. is not working any-
more. Time is employees’ most precious commodity. They
want the flexibility to control their own time—where, when,
and how they work. They want balance in their lives between
work and leisure. Flexibility in schedules is the key, as organi-
zations strive to retain talented workers in a hot job market.

Small business owners in particular are finding that flexi-
bility on hours is a cheap benefit that allows them to compete
with large companies whose schedules may be more rigid.As a
result, many are hiring members of a group once shunned by
employers—mothers of young children. “We’re learning that
the trade-off if they have to leave work for something child-
related is loyalty in return for that flexibility,” says Susan

Lyon, president of Lyon & Associates, a small advertising and
marketing firm in San Diego (R. Johnson, 2000).

Despite the fact that only 53% of U.S. employers offer
flextime to their employees (“What Employers Are Offer-
ing,” 2000), a recent poll found 56% of managers reporting
that employees with flexible schedules are more productive
per hour. That kind of positive buzz is what is driving work
redesign processes to enhance flexibility at companies such
as Ernst & Young, Hewlett-Packard, Bank of America, and
Lucent Technologies (Conlin, 2000).

Effects on Reactions to Organizations

In years past, employers strove mightily to instill loyalty to
the company among their employees. Downsizing and re-
structuring have changed all of that, at least for the foresee-
able future. For most of the 1990s, downsizing set the tone for
the modern employment contract. As companies frantically
restructured to cope with slipping market share or heightened
competition, they tore up old notions of paternalism. They
told employees, “Don’t expect to spend your life at one com-
pany anymore. You are responsible for your own career, so get
all the skills you can and prepare to change jobs, employers,
even industries. As for the implicit bond of loyalty that might
have existed before, well, forget it,” said employers. “In these
days of fierce global competition, loyalty is an unaffordable
luxury” (“We Want You to Stay,” 1998).

Today, after several years of tight labor markets, employ-
ers have changed their tune. Now, it’s “Don’t leave. We need
you. Work for us—you can build a career here.” Employers
are going to great lengths to persuade employees that they
want them to stay for years. According to a recent survey, em-
ployees are less loyal to their companies, and they tend to put
their own needs and interests above those of their employers.
More often they are willing to trade off higher wages and
benefits for flexibility and autonomy, job characteristics that
allow them to balance their lives on and off the job. Almost 9
out of every 10 workers live with family members, and nearly
half care for dependents, including children, elderly parents,
or ailing spouses (A. A. Johnson, 1999). Among employees
who switched jobs in the last five years, pay and benefits
rated in the bottom half of 20 possible reasons that they did
so. Factors rated highest were nature of work, open commu-
nication, and effect on personal and/family life. When it
comes to loyalty, each employee is behaving as if he or she is
the chief executive officer (CEO) of “Me, Inc.” In some
cases, tightly knit groups of employees (coworkers, former
colleagues, classmates, or friends) decide to stay or leave en
masse, behaving as if they are the CEOs of “We, Inc.” That
phenomenon has been termed the pied piper effect, as top
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performers at the heart of these networks convince others to
follow them (Wysocki, 2000). Paternalism on the part of the
company has given way to self-reliance on the part of the
employee or groups of employees.

Another change in the psychological contract is the shift
from job security, the knowledge that one would always have
a job with a given employer, to employment security, having
skills that some employer in the labor market is willing to pay
for. This is why the concepts of lifelong learning and multiple
careers are so important to employees. Obsolescence is the
enemy. Opportunities for workplace training and continual
professional development are prized commodities as em-
ployees strive to keep themselves marketable.

Effects on Reactions to Work

Do these changes in the psychological contract imply that
Americans are not as committed as they once were to work as
a central activity in their lives? Data from the annual General
Social Survey (a multitopic survey administered to roughly
1,500 adult, English-speaking men and women) suggests that
the answer is no (National Research Council, 1999). The fol-
lowing item from the survey was asked in 1973 and again in
1996: “If you were to get enough money to live as comfort-
ably as you would like for the rest of your life, would you
continue to work, or would you stop working?” In 1973, 69%
of Americans said they would continue to work. In 1996, 68%
said they would continue to work—virtually no change.

In the same survey, respondents were asked to look at a
card and rank the top four of five job characteristics (the job
characteristic not chosen as one of the four most important
was coded as 5). The five items that were ranked were high
income (income), no danger of being fired ( job security),
short working hours with lots of free time (hours), chances
for advancement (promotions), and work is important and
gives a feeling of accomplishment (intrinsic).

In 1973, the average ranking (calculated across all respon-
dents) was as follows:

1. Intrinsic.

2. Promotions.

3. Income.

4. Job security.

5. Hours.

What is most striking is that this basic ordering, despite
some minor fluctuations, has remained remarkably stable
since then. The rank order of these characteristics has re-
mained virtually the same, with intrinsic aspects of work
being the job characteristics most preferred by Americans in

general, and short hours the least preferred. Job security still
ranks fourth.

Although there appears to be continuity in the centrality of
work in the lives of Americans and in the characteristics of
jobs that they seek, this is not to imply that dramatic changes
are not occurring in the world of work. Business trends that
seem immutable and unstoppable are driving much of the
change. In the next section we will consider four such trends:
globalization, new technology, electronic (e-) commerce, and
demographic changes and increasing diversity.

GLOBALIZATION

The global village is getting smaller every day. Markets in
every country have become fierce battlegrounds where both
domestic and foreign competitors fight for market share, and
foreign competitors can be formidable. For example, Coca-
Cola earns more than 80% of its revenues from outside the
United States. The 500 largest firms in the world employ
more than 47 million people, they gross more than $14,000
billion in revenues and $667 billion in profits, and the total
value of their assets is about $46,000 billion (“The World’s
Largest Corporations,” 2001).

These few examples suggest that cross-cultural exposure,
if not actual interaction, has become the norm. In the world of
business, globalization is a defining characteristic of the
twenty-first century. Globalization refers to commerce with-
out borders, along with the interdependence of business oper-
ations in different locations.

Signs of Globalization 

In this emerging economic order, foreign investment by the
world’s leading corporations is a fact of modern organiza-
tional life. More than 800 multinational companies have re-
gional headquarters in Hong Kong alone (Kraar, 1997).
Today, foreign investment is viewed not just as an opportunity
for U.S. companies investing abroad but also as an opportu-
nity for other countries to develop subsidiaries in the United
States and elsewhere. Indeed, a single marketplace has been
created by factors such as the following (Cascio, 2003):

• Satellite dishes in the world’s most remote areas, which
beam live television feeds from CNN and MTV. Internet
booksellers like Amazon.com provide 24-hour-a-day
supermarkets for consumers everywhere.

• Global telecommunications enhanced by fiber optics,
satellites, and computer technology (Revzin, Waldman, &
Gumbel, 1990).
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• Giant multinational corporations such as Gillette, Unilever,
and Nestlé, which have begun to lose their national identi-
ties as they integrate and coordinate product design, manu-
facturing, sales, and services on a worldwide basis.

• Growing free trade among nations (exemplified by the
1993 North American Free Trade Agreement [NAFTA]
among Mexico, the United States, and Canada).

• Financial markets’ being open 24 hours a day around the
world.

• Foreign control of more than 15% of U.S. manufactur-
ing assets and employment of more than 8 million U.S.
workers (6% of the U.S. workforce).

• The emergence of global standards and regulations for
trade, commerce, finance, products, and services.

Companies compete just about everywhere, especially
when economic conditions give them a substantial price
advantage. As an example, consider Hong Kong’s airline,
Cathay Pacific.

The airline’s computer center has moved to Sydney,
Australia, where the land costs only 1% what a compara-
ble site in Hong Kong would cost. Its revenue-accounting
back office has been shifted to Guangzhou, China, and even
some of its aircraft maintenance is now done in Xiamen on
the South China coast, where labor costs only 10% to 20%
of Hong Kong rates. The labor-intensive part of Cathay
Pacific’s reservations, such as special meals for passengers, is
handled out of Bombay, India (Kraar, 1997).

As a consequence of this onslaught of cross-cultural expo-
sure and interaction, it might appear that the world’s cultures
are growing more homogenous—but don’t be fooled. A quote
from T. Fujisawa, cofounder of Honda Motor Company, sug-
gests otherwise: “Japanese and American management is
95% the same, and differs in all important respects” (Adler,
Doktor, & Redding, 1986, p. 301). In other words, while or-
ganizations are becoming more similar in terms of structure
and technology, people’s behavior within those organizations
continues to reveal culturally based differences (Adler et al.,
1986).

The Backlash Against Globalization 

In no small part, the booming U.S. economy of recent years
has been fueled by globalization. Open borders have allowed
new ideas and technology to flow freely around the globe,
accelerating productivity growth and allowing U.S. compa-
nies to be more competitive than they have been in decades.
Yet there is a growing fear on the part of many people that
globalization benefits big companies instead of average

citizens—of America or any other country (“Backlash,”
2000). In the public eye, multinational corporations are syn-
onymous with globalization. In all of their far-flung opera-
tions, therefore, they bear responsibility to be good corporate
citizens, to preserve the environment, to uphold labor stan-
dards, to provide decent working conditions and competitive
wages, to treat their employees fairly, and to contribute to the
communities in which they operate. Such behaviors will
make a strong case for continued globalization.

Implications for Work, Workers, and Organizations

As every advanced economy becomes global, a nation’s most
important competitive asset becomes the skills and cumula-
tive learning of its workforce. Globalization, almost by defi-
nition, makes this true. Virtually all developed countries can
design, produce, and distribute goods and services equally
well and equally fast. Every factor of production other than
workforce skills can be duplicated anywhere in the world.
Capital moves freely across international boundaries, seeking
the lowest costs. State-of-the-art factories can be erected any-
where. The latest technologies move from computers in one
nation, up to satellites parked in space, and back down to
computers in another nation—all at the speed of electronic
impulses. It is all fungible—capital, technology, raw materi-
als, information—all except for one thing, the most critical
part, the one element that is unique about a nation or a com-
pany: its workforce. A workforce that is knowledgeable and
skilled at doing complex things keeps a company competitive
and attracts foreign investment (Reich, 1990).

In fact, the relationship forms a virtuous circle: well-
trained workers attract global corporations, which invest and
give the workers good jobs; the good jobs, in turn, generate
additional training and experience. We must face the fact that,
regardless of the shifting political winds in Tokyo, Berlin,
Washington, Beijing, or Budapest, the shrunken globe is here
to stay. Does this imply that cultural nuances in different
countries and regions of the world will become less impor-
tant? Hardly. To put this issue into perspective, let us consider
the concept of culture.

Triandis (1998) emphasizes that culture provides implicit
theories of social behavior that act like a computer program,
controlling the actions of individuals. He notes that cultures
include unstated assumptions, the way the world is. These as-
sumptions influence thinking, emotions, and actions without
people’s noticing that they do. Members of cultures believe
that their ways of thinking are obviously correct and need not
be discussed. Expatriate managers, and Americans working
for foreign-owned companies, ignore them at their peril. To
help put cultural differences into perspective, consider a
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typology of cultural differences: the theory of vertical and
horizontal individualism and collectivism.

Vertical and Horizontal Individualism and Collectivism 

Triandis (1998) notes that vertical cultures accept hierarchy
as a given, whereas horizontal cultures accept equality as a
given. Individualistic cultures emerge in societies that are
complex (many subgroups with different attitudes and be-
liefs) and loose (relatively few rules and norms about what is
correct behavior in different types of situations). Collectivism
emerges in societies that are simple (individuals agree on be-
liefs and attitudes) and tight (many rules and norms about
what is correct behavior in different types of situations).

Triandis (1998) argues that these syndromes (shared pat-
terns of attitudes, beliefs, norms, and values organized around
a theme) constitute the parameters of any general theory
about the way culture influences people. Crossing the cultural
syndromes of individualism and collectivism with the cul-
tural syndromes of vertical and horizontal relationships yields
a typology of four kinds of cultures.

Additional culture-specific attributes define different
kinds of individualism or collectivism. According to Triandis
(1998), the following four may be the universal dimensions
of these constructs:

1. Definition of the self: autonomous and independent from
groups (individualists), versus interdependent with others
(collectivists).

2. Structure of goals: priority given to personal goals
(individualists), versus priority given to in-group goals
(collectivists).

3. Emphasis on norms versus attitudes: attitudes, personal
needs, perceived rights, and contracts determine social be-
havior (individualists), versus norms, duties, and obliga-
tions as determinants of social behavior (collectivists).

4. Emphasis on relatedness versus rationality: collectivists
emphasize relatedness (giving priority to relationships
and taking into account the needs of others), whereas indi-
vidualists emphasize rationality (careful computation of
the costs and benefits of relationships).

There are many implications and patterns of variation of
these important differences with respect to organizational
issues and globalization. Two of them are goal-setting and
reward systems (individual vs. team- or organization-wide),
and communications (gestures, eye contact, and body lan-
guage in high-context cultures, vs. precision with words in
low-context cultures). Two others are performance feedback
(where characteristics of the culture—vertical-horizontal or

individualist-collectivist—interact with the objectives, style,
frequency, and inherent assumptions of the performance-
feedback process), and assessment practices (preferences for
different approaches, possible variation in validity across cul-
tures). Finally, there are implications for training and devel-
opment (e.g., language training for expatriates, along with
training to avoid culture shock that results from repeated
disorientation experienced by individuals in a foreign land
whose customs and culture differ from one’s own; Cascio,
1998). This is just a brief overview. There are many other be-
havioral implications of globalization, such as work motiva-
tion across cultures (Erez, 1997), leadership (House, Wright,
& Aditya, 1997), and decision making in multinational teams
(Ilgen, LePine, & Hollenbeck, 1997).

TECHNOLOGY

It is no exaggeration to say that modern technology is chang-
ing the ways we live and work. The information revolution
will transform everything it touches—and it will touch every-
thing. Information and ideas are key to the new creative econ-
omy, because every country, every company, and every
individual depends increasingly on knowledge. People are
cranking out computer programs and inventions, while
lightly staffed factories churn out the sofas, the breakfast ce-
reals, the cell phones. The five fastest growing occupations in
the United States are all computer-related, according to pro-
jections by the Bureau of Labor Statistics. That agency also
projects that by 2005, the percentage of workers employed in
industry will fall below 20%, the lowest level since 1850.
Meanwhile the share of U.S. capital spending devoted to in-
formation technology has more than tripled since 1960, from
10% to more than 35% (Coy, 2000).

As an example, consider Buckman Laboratories, a spe-
cialty chemical company that operates in 90 countries and
sells more than 1,000 products. It has enjoyed sales growth of
250% over the past 10 years, and fully 35% of its total sales
come from products less than five years old. The company’s
success comes from putting its talent in the field, so that
salespeople can provide rapid, customized solutions when-
ever a customer encounters a problem. To facilitate the
sharing of knowledge, the company hosts a private, Internet-
based forum where anyone can pose a question or offer an an-
swer. The company expects and encourages employees at all
levels to use the forums. To ensure accessibility, the forums
are held in multiple languages, with translation assistance
provided (Fulmer, 1999). State-of-the-art technology, includ-
ing high-speed data transfer, facilitates such forums, but it is
not cheap. Chief executive officer Bob Buckman believes the
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$90,000 per month cost (roughly 3.5% of revenues) is well
worth it. While a large company like Buckman Laboratories
may well be able to absorb such an expense, smaller compa-
nies find it to be prohibitive.

In the information economy, the most important intellec-
tual property is not software or music. It is the intellectual
capital that resides in people. When assets were physical
things like coal mines, shareholders truly owned them. When
the most vital assets are people, however, there can be no true
ownership. The best that corporations can do is to create an
environment that makes the best people want to stay. Therein
lies a key challenge in managing human resources, and we
shall examine it further in a later section.

Impact of New Technology on Work, Workers,
and Organizations 

Where we work, when we work, and how we communicate
are being revolutionized as a seamless web of electronic com-
munications media—e-mail, voice mail, cellular telephones,
laptop computers with modems, hand-held organizers, video
conferencing, and interactive pagers make teamwork and mo-
bility a reality. Not only is work becoming seamless as it
moves among home, office, and telephone, but it also is be-
coming endless as it rolls through a 24-hour day (“Power
Gizmos,” 1997). Technology facilitates the rapid diffusion of
information and knowledge. It is the engine that enables new
ways of organizing and new organizational forms.

As an example, consider the virtual workplace, in which
workers and managers operate remotely from each other.
Without information and knowledge, workers in virtual work-
places would become disconnected and ineffective. Fortu-
nately, technology and enlightened management practices can
ensure that this does not happen. One such technology that en-
ables virtual work arrangements is known as groupware.
Groupware refers to computer-based systems that are designed
explicitly to support groups of people working together. This is
what enables virtual interactions (Ishii, Kobayashi, & Arita,
1994). The goal of groupware technology is simple: to pro-
mote and improve interaction among individuals (Aannestad
& Hooper, 1997). This is collaborative empowerment.

Technology also has important implications for how we
interact in organizational settings. For example, a key issue is
performance management. When workers and managers op-
erate remotely from each other, managers often ask, “If I
can’t see them, how do I know that they are working?” The
key to resolving that dilemma is to shift from managing
based on time to managing based on results (Cascio, 2000a).
A second issue is career management, as workers in virtual
work arrangements become similar to expatriate workers in

that both can easily become out of sight, out of mind (so to
speak) and miss out on important office conversations, infor-
mal meetings, and desirable assignments. It will be important
to use technology to ensure that such workers remain in the
loop. A related implication is a potential lack of social inter-
action with managers and coworkers. Teleworkers often re-
port that they suffer from feelings of isolation and loneliness.
Mix-and-match programs that provide the opportunity to
come into the office several days a week can help.

Perhaps the most central use of technology in the manage-
ment of people is an organization’s human resources infor-
mation system (HRIS). Indeed, as technology integrates with
traditionally labor-intensive human resource (HR) activities,
HR professionals are seeing improvements in response time
and efficiency of the report information available. Dozens of
vendors offer HRIS applications ranging from benefits en-
rollment to applicant tracking, time and attendance records,
training and development, payroll, pension plans, and em-
ployee surveys (HRIS Buying Guide, 2000). Such systems
are moving beyond simply storing and retrieving information
to include broader applications such as report generation,
succession planning, strategic planning, career planning, em-
ployee self-service applications (e.g., benefits enrollment),
and evaluating HR policies and practices (Geutal, 2001). In
that sense, today’s HRISs are tools for management control
and decision making. 

E-COMMERCE

Consider this forecast: 

The Internet will change the relationship between consumers and
producers in ways more profound than you can yet imagine. The
Internet is not just another marketing channel; it’s not just
another advertising medium; it’s not just a way to speed up
transactions. The Internet is the foundation for a new industrial
order. The Internet will empower consumers like nothing else
ever has. . . . The Web will fundamentally change customers’ ex-
pectations about convenience, speed, comparability, price, and
service. (Hamel & Sampler, 1998)

Whether it’s business-to-business (B2B) or business-to
consumer (B2C), e-commerce is taking off. As an example,
consider Boise Office solutions, the office products sub-
sidiary of paper giant Boise Cascade Corporation. Some
30 percent of its $2.5 billion in annual sales are online, and
that’s expected to rise to 45 percent within a year. The result?
Savings of at least $585,000 a year so far, and each percent-
age point rise in online sales is expected to add $100,000 in
additional savings (Hof & Hamm, 2002).
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In the automobile industry, consider this scenario from
former Ford Motor Company CEO Jac Nasser (“At Ford,”
2000). He pictures the day when a buyer hits a button to order
a custom-configured Ford Mustang online, transmitting a
slew of information directly to the dealer who will deliver it,
the finance and insurance units who will underwrite it, the
factory that will build it, the suppliers that provide its compo-
nents, and the Ford designers brainstorming future models.
To buyers it will mean getting just what they ordered, deliv-
ered right to their doorstep in days. Although there are plenty
of risks associated with this scenario, e-commerce is encour-
aging the reinvention of manufacturing, and it would be
foolish to underestimate the ultimate outcome.

The extent of the online revolution is noteworthy, for the
number of Internet users worldwide is still rising—by 48% in
2000 and 27% in 2001, to more than 500 million people today
(Hof & Hamm, 2002). At present, both B2B and B2C trans-
actions comprise only about 2% of commercial and retail
transactions. While that may seem small, consider that even
as venture funding of Internet companies fell 71% in 2001,
Internet trade between businesses rose 73% to $496 billion,
and online retail spending rose 56% to $112 billion, in the
worst retail year in a decade (Hof & Hamm, 2002). The
Internet is still in its infancy, and many experts expect that
eventually it will be a major factor in pricing. The idea is that
prices will be driven downward as B2B online markets allow
an endless number of suppliers to bid competitively for con-
tracts with big manufacturers.

Impact on Work, Workers, and Organizations 

Retail e-commerce sites, so the thinking goes, will cut con-
sumer prices by pitting a multitude of sellers against one an-
other, allowing Web-surfing buyers to identify quickly the
lowest possible price for any good. Web-based search en-
gines will provide buyers with more information—and bar-
gaining power—about products than ever before. Whether
those predictions come to pass will depend on several factors,
the most important of which is how much economic activity
finally does move online (Blackmon, 2000). While advocates
make the future of e-commerce sound irresistible, the fact is
that there is a lack of face-to-face interaction with cus-
tomers. This is an important issue, at least for some people
and some types of products. In addition, the speed of change
will not go away. If anything, workers in e-businesses will
have to accelerate their responses to the speed of change in
order to remain competitive. This will be an ongoing chal-
lenge. In addition, consider one inescapable fact—all of
the people who make e-commerce possible are knowledge
workers. The organizations they work for still have to address

the human resource challenges of attracting, retaining, and
motivating them to perform well.

DEMOGRAPHIC CHANGES AND INCREASING
CULTURAL DIVERSITY

Employers are facing a chronic shortage of skilled help. The
number as well as the mix of people available to work are
changing rapidly. The U.S. Bureau of Labor Statistics pro-
jects that there will be a 6.5% decrease in the population of
35- to 44-year-olds between 2000 and 2006 (Bernstein, 2002;
“The Shrinking Workforce,” 2000). As far as the mix is con-
cerned, the U.S. Census Bureau projects that over the next
50 years, non-Hispanic whites will comprise a slim majority
of the U.S. population. Latin Americans will make up nearly
a quarter of the population, with Asians, African Americans,
and, to a much lesser extent, Native Americans, compris-
ing the rest. In fact, the Latin American population in the
United States will continue to grow at a rate at least 6 times
faster than the general population and reach 35 million,
surpassing the number of African Americans sometime
after 2000 (“America’s Changing Complexion,” 2000;
Tsacounis, 2002). The Latino population will reach 50–
60 million by 2020, and 90–100 million by 2040 (Day, 1996).
Currently, female participation has jumped to 60% from 50%
two decades ago, and the long-term trend toward earlier
retirement has recently been reversed. Only 10% want to
stop working altogether when they retire from their jobs
(Coy, 2000; “Most in Survey,” 2000).

Given the demographic changes that are taking place, the
business case for diversity is clear. For example, a recent
study of diversity commissioned by the cable television in-
dustry found that people of color have $650 billion in spend-
ing power and represent 20% of all cable subscribers,
generating $6.7 billion in cable-subscriber revenue. The re-
port concluded that racial bias, by any measure, is simply a
bad business practice for the cable television industry or any
other enterprise (“Update,” 1999).

In another study, Covenant Investment Management
(2000) recently evaluated the stock market performance, as
well as the records of advancement of women and non-White
employees, of the largest 500 companies traded on the New
York Stock Exchange. For the 100 companies that rated low-
est on the study’s advancement ranking, the average stock
market return was 7.9%. For the 100 companies that rated
highest on the study’s advancement ranking, the average
stock market return was 18.3%. That was 2.5 times higher
than the return of firms that did not emphasize the advance-
ment of women and minorities.



The Art of Finding Talent 409

Implications for Work, Workers, and Organizations

These trends have two key implications for decision makers:
(a) The reduced supply of workers will make finding and
keeping employees a top priority, and (b) the task of manag-
ing a culturally diverse workforce, of harnessing the motiva-
tion and efforts of a wide variety of workers, will present a
continuing challenge to organizations and their managers.
The organizations that thrive will be the ones that embrace
the new demographic trends instead of fighting them. Said
leading economist R. Hokanson, “The ingenuity of busi-
nesses will be tested again and again as labor force develop-
ments over the next ten years represent new challenges, as
well as the continuation of existing ones” (as cited in Armas,
2000). In the next several sections we will consider what
leading organizations are doing to find and retain talent.

THE ART OF FINDING TALENT

In a recent paper, Cascio (2000b) examined what leading
companies are doing to find and retain talent in the tight labor
markets that they face. Much of the material in the following
sections comes from this source. Thus, the International
Franchise Association found in a recent survey that 95% of
its members ranked labor as their biggest challenge. The
labor shortage has emerged as the number-one headache for
franchisees. In some cases it is curbing growth and expansion
possibilities, and in others it is forcing operators to reduce
their business hours for lack of staff (Morse, 2000). Among
high-technology firms worldwide, it is estimated that
800,000 jobs will go begging this year alone. This has forced
employers to use creative recruitment tactics in order to at-
tract competent staff. The following sections describe some
of these tactics.

Cisco Systems 

Cisco Systems, located in the heart of the Silicon Valley,
makes routers for the Internet and high-end networking gear.
Cisco’s recruiters target passive job seekers, people who are
happy and successful where they are. Since this group is not
very accessible, Cisco had to learn how to lure them. It began
by holding focus groups with ideal recruitment targets, such
as senior engineers and marketing professionals from com-
petitors, to find out how they spend their free time (lots of
movies), what Web sites they visit, and how they feel about
job hunting (they hate it). Then the real work started.

Cisco learned how to reach potential applicants through
a variety of routes not usually used in recruiting, such as

infiltrating art fairs, microbrewery festivals, and even home-
and-garden shows. In Silicon Valley, the first-time home buy-
ers that such shows attract tend to be young achievers at
successful technology companies. Cisco recruiters work the
crowds, collecting business cards from prospects and speak-
ing to them informally about their careers.

The way the company uses help-wanted ads in the news-
paper has also changed dramatically. Rather than listing spe-
cific job openings, the company runs ads featuring its Internet
address and an invitation to apply at Cisco. Directing all job
seekers to its Web site is a major benefit. There it can post
hundreds of job openings and detailed information about
each one. Since most prospects visit Cisco’s Web site from
their jobs, Cisco can even determine where they work.

Relying again on focus groups, Cisco sought to learn how
happily employed people could be enticed to interview for a
job. The response: “I’d do it if I had a friend who told me he
had a better opportunity at Cisco than I have at my present
employer.” So the company launched its “Make Friends @
Cisco” program to help prospects make a pal at Cisco who
could describe what it’s like to work there. Although the
program is advertised only in local movie theaters, Cisco re-
ceives about 150 requests each week from applicants wishing
to be introduced to a friend who works at the company. About
a third of new hires now come through the program (Nakache,
1997).

To accelerate and standardize online resume submission,
Cisco uses a tool called “Profiler” on its employment Web
page. Profiler asks applicants to provide educational and em-
ployment information by choosing appropriate selections
from a series of pull-down menus. Because most people log
on to Profiler from work (peak usage of Cisco’s employment
page occurs between 10:00 A.M. and 3:00 P.M.), they risk
being caught in the act by a boss who is just dropping by. To
deal with this, there is an “Oh No! My Boss Is Coming” but-
ton, which quickly fills the screen with “Seven Habits of a
Successful Employee.” The employment page also includes a
virtual tour of the company’s campus in Silicon Valley. The
entire kit gets prominent play on the company’s home page,
thus ensnaring curious passers-by (Nakache, 1997).

The company diligently measures the outcomes of its re-
cruiting efforts. For example, Cisco’s cost per hire is only
$6,556, versus an industry average of $10,800. Its in-house
staff of recruiters has remained steady at about 100, even as
the company’s annual rate of hiring rose from 2,000 to 8,000
people.

The most important statistic, however, is 45 days. This is
the average time it takes Cisco to fill an open job—down from
113 days three years ago. (Indeed, a study by iLogos.com
found that, on average, using the Internet shaves 20 days off
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a company’s hiring cycle.) That’s precious time for any
company.

How avidly does Cisco pursue candidates online? It has
software that tracks where visitors to its Web site go after
leaving. It then places employment banner ads on those sites.

Home Depot 

The Home Depot, which sells everything from hardware to
lumber to plumbing supplies for home-improvement pro-
jects, automated its hiring and promotion system as one part
of the settlement of a sex discrimination lawsuit (Daniels,
2000). In 2001 the company’s revenues were $52.3 billion.
Since 1979 it has gone from four stores in Atlanta to 1,301 in
four countries, with more than 230,000 associates (as em-
ployees are called) (Pascual, 2001; Sellers, 2001). Recruiting
and hiring are everyday activities for this company.

At a cost of $10 million, the company installed computer
kiosks in every store. Computerized staffing would help en-
sure that a broader pool of applicants, including women,
would be considered for jobs. Job seekers’ applications go
into a company-wide network. Since the system was intro-
duced into all 900 Home Depot stores in 1998, the number of
female managers has increased by 30% and the number of
minority managers by 28%.

Rather than feeling displaced by the system, hiring man-
agers are happy to get help from the computerized system,
which handles initial screening. Applicants, who apply at
kiosks in stores or by calling a toll-free number, are given a
40- to 90-minute basic skills test that helps weed out unqual-
ified applicants before live interviews. Managers say that has
meant better candidates, which, in turn, has helped reduce
turnover by 11%. Other retailers, such as Target, Publix su-
permarkets, and Hollywood Video, have also automated their
application processes, but where the Home Depot breaks new
ground is in using its system for promotion decisions as well
as for initial hiring decisions. Here is how the promotion
system works.

Employees are required to register for jobs they might
want in the future, and they are encouraged to update their
profiles regularly at the kiosks sitting in employee break
rooms. Imagine that a cashier wants to become an assistant
manager. What the cashier doesn’t know is that he needs to
work first as a sales associate. The computer will point that
out, along with some helpful hints about what to do each step
of the way. Managers can interview and promote only people
who have registered an interest in the position, and they must
interview at least three people. This new way of doing things
is not negotiable, and five managers have been dismissed for
not using the system, according to a Home Depot lawyer.

The system is networked, so that if someone applies to a
Home Depot in Atlanta the application could potentially go to
any store within commuting distance. That means store man-
agers have a bigger pool of applicants to choose from, and
many say it provides them with great candidates they might
never have considered before.

GE Medical Systems 

This company invents and makes computerized tomography
(CT) scanners, magnetic resonance imagers, and other bio-
medical equipment that requires some of the most demanding
software coding and electrical engineering anywhere. It is an
innovation powerhouse, with more than 80% of its equip-
ment sales coming from products no more than three years
old. The company competes for talent with the likes of Intel,
Cisco Systems, Microsoft, and Hewlett-Packard, and hires
about 500 technical workers a year.

What is remarkable about GE Medical is that last year it
cut its cost of hiring by 17%, reduced the time needed to fill a
position by between 20% and 30%, and cut in half the per-
centage of new hires that do not work out (Stewart, 1998).
How did it do this? By doing four things well:

1. Developing detailed staffing plans.

2. Rigorously measuring the performance of outside re-
cruiters (e.g., first-pass yield, the percentage of resumes
that result in interviews; second-pass yield, the percentage
of interviews that result in offers). The company then lim-
ited its relationships with outside recruiters to those that
scored highest on first- and second-pass yields.

3. Having summer interns grade their programs and their
bosses (former summer interns are twice as likely to ac-
cept a job offer as other candidates). Bosses who get low
grades do not get interns, but do get training to improve
their performance.

4. Focusing major attention on employee referrals.

In terms of employee referrals, fully 10% of them result
not just in an interview, but in a hire. In comparison, only 1%
of people whose resumes come into GE Medical are even
called for an interview. Nothing else—not headhunters and
not internships—even comes close to that kind of yield.
The company doubled the number of employee referrals by
taking three easy steps:

1. The program is simple and rewarding—no complex forms
and no bureaucracy. The referring employee receives a
small goodie like a gift certificate at a local retail store
simply for referring a qualified candidate.
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2. The company pays the referring employee $2,000 if the
person he or she refers is hired, and $3,000 if the new hire
is a software engineer. That may seem like a lot of money,
but the more often GE pays it, the more money it saves,
because it replaces a $15,000 to $20,000 headhunter’s fee.

3. The company begins asking new employees for referrals
almost from their first day on the job. If the new employee
comes, say, from Motorola, for the first 3 months he or she
is still one of Motorola’s and remembers everyone there.
Nine months later, he or she is one of GE’s. That, of
course, is the goal.

Employee Referrals at MasterCard

In 1995 employee referrals accounted for less than 10% of all
new hires, but by 1999 that number had zoomed to almost
40%. MasterCard pays current employees $1,000 for refer-
rals of hourly workers, and $2,000 to $3,000 for referrals of
professionals.

What makes this program different, however, is that
MasterCard pays its employees immediately for anyone hired
from their referrals. Initially there was concern that some em-
ployees might make bad referrals just to get the money. That
concern ended when one employee pointed out that it was
employees’ responsibility to make the referral, and then it
was the responsibility of HR and the hiring manager to make
the decision to hire. It’s their fault if a bad hiring decision was
made, so why punish the employee?

By changing the program to pay the employee immedi-
ately upon the hire of a candidate he or she referred,
MasterCard generated good will among its employees, and
within a year it quadrupled the number of referrals from pre-
sent employees. Subsequent research revealed that the refer-
ral program pays for itself nearly tenfold in terms of the
savings in recruitment and retention costs, and that has
helped convince some very skeptical upper managers of the
value of the program (Leonard, 1999).

Recruiting From Online Resumes: Pros and Cons 

It is estimated that more than one million people will transmit
their resumes over the Internet this year. Is this a recruiting
bonanza for employers? In one sense, yes, for employers can
scan online job boards using keywords to identify candidates
with the educational background, training accomplishments,
and workplace experience that they need.

On the other hand, there are some very serious privacy
concerns for job seekers, and employee-relations concerns
for employers, that should be recognized (Useem, 1999). Re-
sumes posted at one site can be traded or sold to other sites,

they can be stolen by unscrupulous headhunters or duplicated
and reposted by roving spiders, and current employers can
locate them as well. The Internet is so vast that many people
think their resumes are safe there. Think again, for a number
of factors can wrest control from a job seeker. Spidering tech-
nologies are one of the most common.

Dispatched at night by job boards looking to populate
themselves with candidates, these programs creep like robots
through other sites and return laden with resumes. Even pri-
vate, password-secured sites are not immune to these pro-
grams. The result? A resume posted on a handful of sites can
end up quickly plastered across a dozen—and a runaway re-
sume can be hard to stop. Many job boards do not even allow
candidates the option of removing outdated versions.

A second problem is with unscrupulous recruiters, thou-
sands of small-time headhunters who, looking for a quick
commission, harvest resumes from the Internet and send
them to employers in bulk—without consulting the candi-
dates. There is a shadowy new subspecies of HR professional
known as a salvager. In the name of protecting company se-
crets, some corporations have begun to assign HR staff mem-
bers to patrol cyberspace in search of wayward workers.
Their objective is to reassign employees who are circulating
their resumes online (and who therefore have one foot out the
electronic door) off of sensitive projects. Fair enough, but
such a practice can also be viewed as an invasion of an em-
ployee’s privacy and right to search for a job that might make
better use of his or her skills. In short, such a practice can eas-
ily create an employee-relations disaster. Perhaps it was con-
cerns such as these that led the European Central Bank to
post technology-based job vacancies on its Web site, but then
require that all job applications be mailed in on paper (“Work
Week,” 2000).

The next step after recruiting candidates for jobs is to se-
lect those whose level of predicted performance is highest.
With a diverse pool of candidates that differ along a variety of
dimensions, there will likely be high levels of variability
among candidates. It is especially important, therefore, to use
staffing methods that have the highest levels of validity in
predicting job performance. The next section identifies the
most successful ones.

STAFFING METHODS: WHICH ONES
WORK BEST?

Schmidt and Hunter (1998) published an exhaustive meta-
analysis (i.e., quantitative cumulation of research results) that
summarized the results of thousands of empirical research
studies in personnel selection over 85 years and millions of
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employees. Specifically, the meta-analysis summarized the
track records of 19 different selection procedures for predict-
ing job performance and training performance.

The criterion in question was overall job performance,
typically measured by using supervisory ratings of job per-
formance, although other measures, such as production and
sales records, were also used. The same article also presented
the validity of paired combinations of general mental ability
(GMA) and the other 18 selection procedures. Expressed in
terms of the average validity (correlation coefficient ex-
pressed on a scale from –1 to �1) for predicting overall job
performance, the top five methods are as follows:

• Work sample tests (.54).

• GMA tests (.51).

• Structured employment interviews (–.51).

• Peer ratings (.49).

• Job knowledge tests (.48).

Although work sample tests yield the highest validity
(.54), their primary application is with experienced employ-
ees (e.g., in making promotion decisions) rather than with in-
experienced applicants. In combination, however, the top
three pairs of predictors are a GMA test plus a work sample
test (mean validity of .63), a GMA test plus an integrity test
(mean validity of .65), and a GMA test plus a structured in-
terview (mean validity of .63). An advantage of the latter two
combinations is that they can be used both for entry-level se-
lection and for the selection of experienced employees. The
five poorest predictors are assigning points to training and ex-
perience (.11), years of education (.10), interests (.10),
graphology (.02), and age (–.01).

The research evidence for the validity of GMA measures
for predicting job performance is stronger than for any other
method (Schmidt & Hunter, 1998). General mental ability
(also known as cognitive ability) predicts job-related learn-
ing, the acquisition of job knowledge on the job (Schmidt &
Hunter, 1992; Schmidt, Hunter, & Outerbridge, 1986), and
performance in job training programs (Hunter & Hunter,
1984; Ree & Earles, 1992). However, this is not to imply that
GMA is the only predictor worth considering.

Integrity tests are used in industry to hire employees with
reduced probability of counterproductive job behaviors, such
as drinking or drugs on the job, fighting on the job, stealing
from the employer, sabotaging equipment, and other undesir-
able behaviors (Schmidt & Hunter, 1998). They do predict
these behaviors, but they also predict evaluations of overall
job performance (Ones, Viswesvaran, & Schmidt, 1993).
Even though their validity is lower, integrity tests produce

a larger increment in validity (.14) and a larger percentage
of increase in validity (and utility) than do work samples.
This is because there is zero correlation between integrity
tests and GMA (vs. .38 for work samples). In terms of basic
personality traits, integrity tests have been found to measure
mostly conscientiousness, but also some components of
agreeableness and emotional stability (Ones, 1993). The
overall conclusion from this research is that the methods
firms use to hire and promote employees make an important,
practical difference in terms of work performance and overall
productivity

Thus far we have been speaking of job performance as if it
was a unidimensional construct. This actually an oversimpli-
fication, as the next section demonstrates.

Performance: What Is It?

Performance is what an organization hires one to do, and to
do well (Campbell, Gasser, & Oswald, 1996). Current theo-
ries of job performance suggest that the performance domain
is multifaceted and is likely to include dimensions that are
not highly or even positively correlated with each other
(Borman & Motowidlo, 1993; Campbell, McCloy, Oppler, &
Sager, 1993).

On the basis of a thorough review of the literature on job
performance, Campbell et al. (1993) developed a comprehen-
sive model that included eight basic components of job per-
formance. Although many people erroneously use the term
performance in the singular, and focus exclusively on job-
specific task proficiency, Campbell et al. moved beyond that
narrow view. They argued that components of performance in
any job can be clustered into some subset of these eight gen-
eral factors, which are as follows:

1. Job-specific task proficiency: the degree to which the indi-
vidual can perform the core substantive or technical tasks
that are central to his or her job.

2. Non–job-specific task proficiency: performance behaviors
that are not specific to one’s job (e.g., serving on commit-
tees or task forces).

3. Written and oral communication task proficiency: profi-
ciency in writing or speaking, independent of the correct-
ness of the subject matter.

4. Demonstration of effort: the degree to which individu-
als commit themselves to all job tasks, work at high lev-
els of intensity, and keep working when it is cold, wet, or
late.

5. Maintenance of personal discipline: the degree to which
the individual avoids negative behaviors, such as alcohol
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and substance abuse at work, law or rule infractions, and
excessive absenteeism.

6. Facilitation of peer and team performance: the degree to
which the individual supports his or her peers, helps them
with job problems, and acts as a de facto trainer. It also
encompasses how well an individual facilitates group func-
tioning by being a good model, keeping the group goal-
directed, and reinforcing participation by the other group
members.

7. Supervision and leadership: all of the behaviors directed
at influencing the performance of subordinates through
face-to-face interpersonal interaction and influence—goal
setting, teaching effective methods, modeling appropriate
behaviors, and rewarding or punishing as appropriate. The
distinction between this factor and  facilitation of peer and
team performance is a distinction between peer leadership
and supervisory leadership.

8. Management and administration: the major elements in
management that are distinct from supervision, such as
articulating goals for the unit or enterprise, organizing
people and resources to work on the goals, monitoring
progress, helping to solve problems or overcome crises
that stand in the way of goal accomplishment, controlling
expenditures, and obtaining resources.

Campbell et al. (1993) emphasized that not all eight fac-
tors are present in every job, that the eight factors are not in-
dependent of one another, and that general cognitive ability
may correlate to some extent with each one. However,
noncognitive abilities might be more valid predictors of some
of the factors. The point is simply that the term performance
is a multifaceted construct that extends beyond factor 1—
job-specific task proficiency. Different types of predictors,
cognitive and noncognitive, are likely to differ in their ability
to predict different aspects of performance. Different aspects
of performance, in turn, are more important in some jobs than
in others (e.g., mechanical performance vs. project manage-
ment or retail sales).

If we consider the forces that are shaping the new world of
work—speed of change; globalization; increasing cultural di-
versity of customers and employees; technology; mergers,
acquisitions, and cross-border alliances; and greater need for
self-reliance—a compelling case can be made for retaining
workers. Having a diverse cadre of well-trained, committed
employees is a competitive advantage. Why? Because it en-
courages employers to invest in training and development
opportunities that address the very forces that are shaping the
new world of work. In our next section, therefore, we will ex-
amine alternative strategies that firms are using to increase
employee retention.

THE ART OF RETAINING TALENT

Employee Retention: Market-Based Strategies

We noted earlier that after employees are hired, the best that
organizations can do is to create an environment that makes
the best people want to stay. However, one set of retention
strategies takes a contrarian view. Such strategies are market
driven (Cappelli, 2000). They are based on a new reality:
that the market, not an individual organization, ultimately
will determine the movement of that organization’s em-
ployees. According to this theory, managers can make orga-
nizations as pleasant and rewarding places to work in as
possible, and they can fix problems that may push people to
leave. What they cannot do, however, is to counter the pull of
the market. They cannot shield their employees from attrac-
tive opportunities and aggressive recruiters. In the past, many
organizations sought to keep employee turnover as low as
possible. The new goal is to influence who leaves and when.

Thus, Prudential now enables its business-unit managers
to develop highly targeted retention programs and to create
cost-effective contingency plans for filling potential gaps in
skills. It also provides the means to measure the impact of HR
decisions, a capability that is crucial to managing people
effectively in this rapidly shifting labor market. Prudential’s
“Building Management Capability” program integrates re-
cruiting, retention, and training efforts to make an honest as-
sessment of how long the company would like employees to
stay on board.

Such an analysis inevitably reveals that different groups of
employees warrant very different retention efforts. The firm
wants to keep some employees, such as a top product designer
or a front-line employee who is deeply respected by cus-
tomers, indefinitely. It wishes to retain others, such as em-
ployees with specific skills that are currently in short supply,
or members of a team who are installing a new information
system, for shorter, well-defined periods. Finally, according to
the market-driven approach, there will be some employees for
whom investments in retention do not make sense—for exam-
ple, those whose jobs require little training, or those whose
skills are not in demand in the broader market (Cappelli,
2000).

Once an organization knows which employees it wishes to
retain and for how long, it can use a number of mechanisms
to encourage them to stay. The key is to resist the temptation
to use the mechanisms across the board for all employees. In-
stead, it is important to tailor programs to retention require-
ments for various employees and to the level of demand for
them in the marketplace. The next section describes some
possible mechanisms for increasing employee retention.
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Compensation

Some organizations offer pay packages weighted toward un-
vested stock options, signing bonuses paid in stages rather
than in lump sums, or deferred signing bonuses. Burger King,
for example, offers workers a signing bonus but withholds
payment until they have been on the job 3 months. Three
months may not seem like a long time, but in the fast-food
business, where annual turnover averages 300%, it’s an eter-
nity. All such pay-based incentives use golden handcuffs, so
to speak, to try to lock in valued employees. The problem
with them is that they are easy for outsiders to match—via
“golden hellos” (Cappelli, 2000).

Job Design 

By thinking carefully about which tasks to include in which
jobs, companies can exert considerable influence over reten-
tion rates. Thus, to improve its retention of drivers, United
Parcel Service (UPS) redesigned its jobs. In the delivery
business, drivers are particularly important because they
know the idiosyncrasies of the routes and they have direct
relationships with customers. When UPS studied the reasons
its drivers left, it found that much of the turnover could be
traced to the tedious and exhausting task of loading packages
at the beginning of a run. It therefore unbundled the loading
task from the drivers’ job and assigned it to a new group of
workers.

Of course, employee turnover in the new loading jobs is
an eye-popping 400% per year, but that doesn’t matter. With
high hourly wages, low skill requirements, and minimal
learning requirements, the loading jobs are fairly easy to fill.
The lesson from this is that UPS did not attempt to decrease
turnover. Rather, it targeted the specific skills it wanted to
retain. For employees without those skills, it allowed the
revolving door to spin freely (Cappelli, 2000).

Social Ties 

Loyalty to companies may be disappearing, but loyalty to
colleagues is not. Whether a company builds social ties
through golf leagues, Friday-afternoon socials, or closely
knit teams to carry out particular projects, the broad objective
is to create a sense of community within a larger organiza-
tion. Psychologists have long known that teams build com-
mitment (Huszczo, 1996). Team members work hard because
they do not want to let other team members down. The more
accountable a team is for its performance, the greater the peer
pressure on members to make sacrifices for the team. Team-
based incentives, in particular, help create the sense that the

fate of the community relies on the performance of its mem-
bers. This engenders greater worker commitment.

Job Customization 

Consider this scenario: Key employees undertake a formal
assessment of their work and nonwork goals, and how those
goals might best be achieved in the context of the company’s
operations. The assessments form the basis for individual
employment agreements, which might be created using
cafeteria-style programs similar to those used in allocating
employee benefits. Each employee is allocated a set amount
of money to purchase options in such areas as career devel-
opment and balancing work and personal life. The amount
available to allocate would depend on the importance of the
employee to the company. Does this sound far-fetched? Such
individualized deals clearly raise concerns over the issue of
fairness, they have implications for employee morale, and
perhaps they raise legal concerns as well, but they are consis-
tent with a market-based approach to employee retention
(Cappelli, 2000).

Employee Retention: Supportive
Organizational Practices

In contrast to the market-based strategies just described,
some organizations have built organizational cultures, man-
agement practices, and HR strategies that encourage employ-
ees to stay. In the following sections we will consider six
company examples of such strategies.

SAS Institute 

SAS Institute, located in Cary, North Carolina, is the largest
privately owned software company in the world. It also is an
anachronism. Here’s what Fast Company magazine had to say
about the company: “In an era of relentless pressure, this place
is an oasis of calm. In an age of frantic competition, this place
is methodical and clearheaded. In a world of free agency, sign-
ing bonuses, and stock options, this is a place where loyalty
matters more than money” (Fishman, 1999, p. 87).

In a world of outsourcing and contracting out, SAS Institute
outsources and contracts out almost nothing. Day-care work-
ers, on-site health professionals, food-service workers, and
even most security guards are all SAS Institute employees. In
an era of managed care, SAS offers a full indemnity health
plan, with low deductibles. In almost every respect, SAS Insti-
tute seems like a throwback to an earlier era, to a time when
there were long-term attachments between companies and
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their people, and large, progressive organizations offered gen-
erous, inclusive benefits in an effort to enhance the welfare of
their workforces (O’Reilly & Pfeffer, 2000). The company
employs about 5,400 people (about half of them work at com-
pany headquarters in Cary), but it operates on a worldwide
basis. It has 40 sales offices in the United States, and 68 offices
around the world. More than 80% of the Fortune 500 compa-
nies use SAS software. SAS Institute spends 30% of its rev-
enues on research and development of new products, about
twice the average for the software industry. Annual revenues
in 2001 were $113 billion (SAS Institute, 2002).

Here are just a few more of the company’s practices. It of-
fers a 35-hour work week, lots of coaching and internal train-
ing, open-job posting with almost all promotions from within
the company, personal autonomy for workers, competitive
pay, bonuses, and a company contribution of 15% of each
employee’s pay toward retirement. The company is charac-
terized by an egalitarian approach to management, all people
are treated with dignity and respect, and there is a strong be-
lief in the power of intrinsic, internal motivation. In a nut-
shell, the company’s philosophy is a simple one: Treat your
people well and they will treat your customers well. Cus-
tomers, in turn, will be good to the company (Goodnight,
2000).

In the more than 25 years since the company’s founding,
employee turnover has never exceeded 5% (Fishman, 1999).
In addition to building and maintaining customer relation-
ships, consider the economic benefits of such a low turnover
rate (O’Reilly & Pfeffer, 2000). If the average turnover in the
software industry is 20% (a conservative estimate) and SAS
Institute’s is 3%, the difference is 17%. Given the size of
SAS’s workforce (5,400 employees), this means that about
925 fewer people per year leave SAS than other companies
in the industry. Using a conservative estimate of the aver-
age salary per employee of $60,000 per year, and 1.5 times
salary as the fully loaded cost of turnover, SAS Institute is
saving more than $100 million per year from its lower
turnover. Those savings can then be reinvested in the com-
pany and in the employees who work for it. SAS Institute is
listed among the top 10 places to work in America by For-
tune and Working Mother magazines and, not surprisingly, it
has about 200 applicants for each job opening (Goodnight,
2000). The company’s business model, which is based on the
assumption of long-term relationships with employees and
customers, its generous benefits, and its supportive organiza-
tional culture all contribute to its amazing ability to attract
and retain talent.

Here is a sampling of what four other leading companies
are doing to create the kind of place that workers want to re-

turn to each and every day, along with a key lesson from each
company’s experience (Stein, 2000).

Capital One Financial 

Lesson: Pinpoint your competitive advantage as a business,
then integrate it into your recruiting and retention strategy.
Capital One is a business based on numerical analysis. It is-
sues credit cards to subprime borrowers with damaged credit
histories. In the past three years its revenues are up 220%, and
its profits are up 190%. It has grown from 5,900 to 15,000 em-
ployees, yet its annual turnover rate is less than 10%.

In 1998 the company administered 4–5 hours of cognitive
and noncognitive tests (e.g., measures of values, tempera-
ment, personality) to each of its 1,600 employees, from call-
center operators to senior executives. Through statistical
analysis of the data it identified the most valid predictors of
job performance, and today administers just two tests (one
cognitive and one noncognitive) to applicants to get an accu-
rate forecast of how they will perform on the jobs that they
are applying for.

As a result of HR research, the company also found that
candidates recruited through the company’s internal referral
program performed better and had longer tenure with the
company. Today Capital One awards up to $2,500 to employ-
ees who refer successful applicants. Not surprisingly, present
employees refer almost 45% of new hires.

Southwest Airlines

Lesson: Get it right from the start. Invest in the hiring process,
and hire very selectively. This company uses a behavior-
based, conversational style of interviewing designed to put
people at ease by giving them a chance to talk about them-
selves in job-relevant situations. The questions—focusing on
common sense, judgment, and decision-making skills—are
designed to figure out how a candidate will fit into Southwest’s
famous, customer-focused culture. Where did the questions
come from? The firm’s HR director, whose official job title is
“vice president of people,” spent 10 years analyzing the be-
havior of Southwest’s own employees. Last year, Southwest
hired 5,000 new employees out of 160,000 applicants, of
whom fully 70,000 were interviewed.

The time and money invested in the hiring process have
resulted in a turnover rate of only 9.6% (6.0% for upper man-
agement), by far the lowest in the industry. It has also enabled
Southwest to maintain a strong, unified culture in the face of
enormous growth (more than 34,000 employees), and to
groom management talent from within (Southwest Airlines,
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2002). Fewer than five outsiders hold senior management po-
sitions, and many began their careers in entry-level jobs.
President and chief operating officer Coleen Barrett, for ex-
ample, started out in 1971 as former CEO Herb Kelleher’s
legal secretary.

Home Depot 

Lesson: Allow all employees, no matter how junior, to have de-
cision-making authority. In a service industry, that provides
an edge over competitors. With 230,000 employees, Home
Depot’s culture is built from the inside out. More than 90% of
non–entry-level jobs are filled internally, and only about 12 of
the company’s 400 department heads came from outside the
company. The company calls its sales staff “associates.” As
company founders Bernie Marcus and Arthur Blank wrote in
Built to Last (their history of the company), “‘Associate’ im-
plies an equal as opposed to a wage slave. We value what the
salesperson on the store floor says just as much—sometimes
more—than what the district manager says. . . . The salesper-
son touches the customer more” (Collins & Porras, 1994,
p. 218).

Home Depot’s stock-purchase plan allows all employees
to buy stock at any time for a 15% discount off the company’s
stock price, set once a year. The payoff: Home Depot’s em-
ployee turnover is as much as 20% lower than the average in
the retail industry.

Cisco Systems 

Lesson: Do everything you can, from day one, to make new
employees feel welcome. In this age of mergers and acquisi-
tions, no one does a better job of integrating new businesses—
and acclimatizing new employees—than Cisco. In 2000, for
example, Cisco acquired more than 20 companies, and lost
only 7% of its own nearly 31,000 employees. How does the
company do it?

To begin, Cisco will not consider acquiring a company un-
less that company’s culture, management practices, and pay
systems are similar to its own. Then it focuses on making the
first impression as positive as possible. When new employees
arrive, they find the e-mail, telephone, and other systems
they need already up and running. An orientation session
teaches them how to navigate the company Web site, with its
data on benefits and regulations; describes the elements of
Cisco’s culture; and suggests how to succeed within it. A
transition team is assigned to each new acquisition to ensure
that the honeymoon period is sweet. That means assigning a
sponsor—who definitely does not act like a boss—to each
new employee.

By the time CEO John Chambers delivers his regular
quarterly chat, new hires feel like part of the Cisco family.
Given that every employee gets stock options, a share price
that rose 916% from 1997 through 1999 and is poised to rise
again, probably smoothes any remaining rough edges.

RESPONSES OF FIRMS TO CHANGES IN WORK
AND WORKERS

In today’s world of fast-moving global markets and fierce
competition, the windows of opportunity are often frustrat-
ingly brief. Three-C (command, control, compartmentaliza-
tion) logic dominated industrial society’s approach to
organizational design throughout the nineteenth and twentieth
centuries, but trends such as the following are accelerating the
shift toward new forms of organization for the 21st (Colvin,
2000; Kiechel, 1993):

• Smaller companies that employ fewer people.

• The shift from vertically integrated hierarchies to networks
of specialists.

• Technicians, ranging from computer-repair specialists to
radiation therapists, replacing manufacturing operatives
as the worker elite.

• Pay tied less to a person’s position or tenure in an organi-
zation and more to the market value of his or her skills.

• A change in the paradigm of doing business from making
a product to providing a service, often by part-time or tem-
porary employees.

• Outsourcing of activities that are not core competencies of
a firm (e.g., payroll).

• The redefinition of work itself: constant learning, more
higher-order thinking, less nine-to-five mentality.

The fact is that these changes in work and workers are
manifested in rethinking how we organize work and link peo-
ple together and to organizations. This has led to a radical
reconceptualization of twenty-first-century organizations.

THE TWENTY-FIRST-CENTURY ORGANIZATION

We begin this section by identifying key characteristics of the
twenty-first-century organization, and show how they differ
from previous versions. Then we will assess the fit of the new
form with the types of changes in work and workers that we
have discussed so far. Driven by new technologies, particu-
larly the Internet, the organization is undergoing a radical
transformation that is nothing less than a new Industrial Rev-
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olution (Byrne, 2000a; Colvin, 2000). This time around, the
revolution is reaching every corner of the globe and, in the
process, rewriting the rules laid down by Alfred P. Sloan, Jr.
(the legendary chairman of General Motors), Henry Ford,
and other Industrial-Age giants. The twenty-first-century or-
ganizations that emerge will, in many ways, be the polar op-
posite of the organizations that helped shape them.

Many factors are driving change, but none is more impor-
tant than the rise of Internet technologies. Like the steam en-
gine or the assembly line, the Internet has already become
an advance with revolutionary consequences, most of which
we have only begun to feel. The Internet gives everyone in the
organization, from the lowliest clerk to the chairman of the
board, the ability to access a mind-boggling array of informa-
tion—instantaneously, from anywhere. Instead of seeping out
over months or years, ideas can be zapped around the globe in
the blink of an eye. That means that the twenty-first-century
organization must adapt itself to management via the Web. It
must be predicated on constant change, not stability; orga-
nized around networks, not rigid hierarchies; built on shifting
partnerships and alliances, not self-sufficiency; and con-
structed on technological advantages, not bricks and mortar.

The organizational chart of the large-scale enterprise had
long been defined as a pyramid of ever-shrinking layers lead-
ing to an omnipotent CEO at its apex. The twenty-first-cen-
tury corporation, in contrast, is far more likely to look like a
web: a flat, intricately woven form that links partners, em-
ployees, external contractors, suppliers, and customers in
various collaborations. The players will grow more and more
interdependent, and managing this intricate network will be
as important as managing internal operations.

In contrast to factories of the past 100 years that produced
cookie-cutter products, the company of the future will tailor
its products to each individual by turning customers into part-
ners and giving them the technology to design and demand
exactly what they want. Mass customization will result in
waves of individualized products and services, as well as
huge savings for companies, which no longer will have to
guess what and how much customers want.

Intellectual capital will be critical to business success. The
advantage of bringing breakthrough products to market first
will be shorter than ever because technology will let com-
petitors match or exceed them almost instantly. To keep
ahead of the steep new-product curve, it will be crucial for
businesses to attract and retain the best thinkers. Companies
will need to build a deep reservoir of talent—including both
employees and free agents—to succeed in this new era.
Attracting and retaining top talent, however, will require
more than just huge paychecks. Organizations will need to
create the kinds of cultures and reward systems that keep the

best minds engaged. The old command-and-control hierar-
chies are fast crumbling in favor of organizations that em-
power vast numbers of people and reward the best of them as
if they were owners of the enterprise.

It’s Global 

In the beginning, the global company was defined as one that
simply sold its goods in overseas markets. Later, global com-
panies assumed a manufacturing presence in numerous coun-
tries. The company of the future will call on talent and
resources—especially intellectual capital—wherever they
can be found around the globe, just as it will sell its goods and
services around the globe. Indeed, the very notion of a head-
quarters country may no longer apply as companies migrate
to places of greatest advantage. The new global corporation
might be based in the United States but do its software pro-
gramming in Sri Lanka, its engineering in Germany, and its
manufacturing in China. Every outpost will be connected
seamlessly by the Internet so that far-flung employees and
freelancers can work together in real time.

It’s About Speed 

All this work will be done in an instant. “The Internet is a
tool, and the biggest impact of that tool is speed,” says
Andrew S. Grove, chairman of Intel Corporation. That means
the old, process-oriented company must revamp radically.
With everything from product cycles to employee turnover
on fast-forward, there is simply not enough time for deliber-
ation or bureaucracy.

The twenty-first-century organization will not have one
ideal form. Some will be completely virtual, wholly depen-
dent on a network of suppliers, manufacturers, and distribu-
tors for their survival; others will be less so. Some of the most
successful companies will be very small and very special-
ized. Others will be gargantuan in size, scope, and complex-
ity. Table 16.1 presents a summary of these changes.

Many firms are experimenting with new forms of organi-
zation. Our next section examines three such new organiza-
tional forms.

New Forms of Organization

One example of a new organizational form that is evolving
from these changes is the virtual organization, in which
teams of specialists come together to work on a project—as in
the movie industry—and disband when the project is finished
(Cascio, 2002). Virtual organizations are already quite popu-
lar in consulting, in legal defense, and in sponsored research.
They are multisite, multiorganizational, and dynamic (Snow,
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Lipnack, & Stamps, 1999). At a macro level, a virtual organi-
zation consists of a grouping of units of different firms (e.g.,
other businesses, consultants, contractors) that have joined
in an alliance to exploit complementary skills in pursuing
common strategic objectives (Dess, Rasheed, McLaughlin, &
Priem, 1995). The objectives often focus on a specific project,
such as a defined objective in research and development, a
multifaceted and complex consulting project, or a legal case
involving multiple issues (Igbaria & Tan, 1998).

In the entertainment industry, virtual organizations are
common. For example, in making a movie, the producer, the
director, the film editors, the workers who construct and de-
construct movie sets, the special-effects specialists, the ac-
tors, the actresses, and scores of people who provide indirect
services collaborate to make the movie. All of these individ-
uals, independent contractors, companies, and consultants
(some of whom have overlapping memberships) work in-
tensely on a temporary basis to complete a specific project.
When the project is over—poof!—they split up again to pur-
sue their own interests and peddle their talents elsewhere.
That is the essence of a virtual organization. It is a temporary
collaboration. In fact, one observer has referred to this phe-
nomenon as an “organizational tent,” as opposed to a con-
ventional organization, referred to as an “organizational
palace” (Hedberg, 2000).

More common in the information age, however, is the vir-
tual workplace in which employees operate remotely from each
other and from managers (Cascio, 2000a). They work anytime,
anywhere—in real space or in cyberspace. The widespread
availability of e-mail, teleconferencing, faxes, and intranets

(within-company information networks) facilitates such
arrangements. Compelling business reasons, such as reduced
real estate expenses, increased productivity, higher profits, im-
proved customer service, access to global markets, and envi-
ronmental benefits, drive their implementation. Jobs in sales,
marketing, project engineering, and consulting seem to be best
suited for virtual workplaces because individuals in these jobs
already work with their clients by phone, or at the clients’
premises. Such jobs are service and knowledge oriented, are
dynamic, and evolve according to customer requirements.

A third example of a new organizational form is the modu-
lar corporation. The basic idea is to focus on a few core com-
petencies—those a company does best, such as designing and
marketing computers or copiers—and to outsource every-
thing else to a network of suppliers (Spee, 1995; Tully, 1993).
If design and marketing are core competencies, then manu-
facturing or service units are modular components. They can
be added or taken away with the flexibility of switching parts
in a child’s Lego set. Does the modular corporation work? As
an example, consider Dell Computer.

Dell Computer: The Modular Corporation in Action 

Dell prospers by remaining perfectly clear about what it is
and what it does. “We are a really superb product integrator.
We’re a tremendously good sales-and-logistics company.
We’re not the developer of innovative technology” (Topfer,
2000, p. 100). CEO Michael Dell believes his company can
grow at a rapid rate by focusing on its core business. Grow it
has, from $3.4 billion in sales in fiscal 1995 to $25.3 billion
in 2000 (McWilliams, 2000).

Dell sells IBM-compatible personal computers (PCs) in
competition with Compaq, Apple, and IBM. While others
rely primarily on computer stores or dealers, however, Dell
sells directly to consumers, who read about the products on
the company’s Web page, in newspaper ads, or in catalogues.
Buyers either order online or call a toll-free number and place
their orders with a staff of well-trained salespeople.

Dell doesn’t build countless identical computers, flood
them out to retailers, and hope you like what you see. Instead,
it waits until it has your custom order (and your money), then
orders components from suppliers and assembles the parts. At
its OptiPlex factory in Austin, Texas, 84% of orders are built,
customized, and shipped within 8 hours. Some components,
like the monitor or speakers, may be sent directly from the sup-
plier to your home (never passing through Dell) and arrive on
your doorstep at the same time as everything else (O’Reilly,
2000). In 1999, for example, Dell custom-assembled more
than 25,000 different computer configurations for buyers
(“At Ford,” 2000). By eliminating intermediaries—and the

TABLE 16.1 What a Difference a Century Can Make: Contrasting
Views of the Corporation

Characteristic 20th Century 21st Century

Organization The pyramid The Web or network
Focus Internal External
Style Structured Flexible
Source of strength Stability Change
Structure Self-sufficiency Interdependencies
Resources Atoms–physical assets Bits-information
Operations Vertical integration Virtual integration
Products Mass production Mass customization
Reach Domestic Global
Financials Quarterly Real-time
Inventories Months Hours
Strategy Top-down Bottom-up
Leadership Dogmatic Inspirational
Workers Employees Employees � free agents
Job expectations Security Personal growth
Motivation To compete To build
Improvements Incremental Revolutionary
Quality Affordable best No compromise

Source: Reprinted from the August 28, 2000, issue of Business Week by spe-
cial permission. Copyright © 2000 by The McGraw-Hill Companies, Inc.
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retailer’s typical 13% markup—Dell can charge lower prices
than its rivals.

Modular companies are flourishing in two industries that
sell trendy products in a fast-changing marketplace: apparel
(Nike and Reebok are modular pioneers) and electronics. Such
companies work best when they accomplish two objectives:
(a) collaborating smoothly with suppliers and (b) choosing the
right specialty. Companies need to find loyal, reliable vendors
they can trust with trade secrets, and they need the vision to
identify what customers will want, not just what the company
is technically good at. For example, Dell deals with hundreds
of suppliers, but about 90% of its parts and components come
from the same two dozen companies. It works closely with
them to make sure the parts are designed for snap-in assembly
and for just-in-time delivery (O’Reilly, 2000).

CONCLUSIONS

Implications for Organizations

If people are so critical to business success in the twenty-first-
century organization, what will it take to attract and retain the
best? According to John T. Chambers, CEO of Cisco Systems:

The reason people stay at a company is that it’s a great place to
work. It’s like playing on a great sports team. Really good play-
ers want to be around other really good players. Secondly, peo-
ple like to work for good leadership. So creating a culture of
leaders that people like is key. And the third is, are you working
for a higher purpose than an IPO or a paycheck? Our higher pur-
pose is to change the way the world works, lives, and plays. (as
cited in Byrne, 2000b, p. 212)

The forces that are shaping today’s world of work will not
go away. To capitalize on them, organizations must be pre-
pared to embrace the many dimensions of diversity and to
make staffing and promotion decisions that use valid predic-
tors to identify the best talent for the work to be done. Speed
of change will make the adoption of new technology, and per-
haps rapid restructuring, essential so as not to miss out on fast-
breaking opportunities. To accomplish all of that successfully
will require particular emphasis on the delivery of training
and development when and where it is needed. Since team-
work and cross-functional collaboration will become more
important in agile organizations, reward and incentive sys-
tems will need to be aligned closely with that focus. Rather
than individual rewards, team-based or organization-wide re-
wards such as profit sharing or gain sharing will probably be
more suitable in linking work design, organizational objec-
tives, and rewards tightly together for effective performance.
Finally, consider some implications of the new pattern of

loyalty to vision, mission, supervisors, or teams. It is true that
organizations are finding today’s employees more difficult to
manage—but they are also finding them to be highly moti-
vated and committed to tasks they value (Rousseau & Wade-
Benzoni, 1995). The most effective leaders will be those who
inspire people to excel and to commit to the vision or mission
that they articulate, and who create work environments in
which creativity and innovation can thrive at all levels.

Implications for People

Recognize that employment relationships tend to be relatively
brief. If the average tenure of 25- to 34-year-olds is 2.7 years
(less so for those who work in information technology), al-
ways emphasize employment security for yourself. This will
require a personal commitment to lifelong learning, coupled
with a willingness to reinvent yourself as often as is neces-
sary, in order to keep up with evolving changes in the world of
work. Manage your own knowledge rather than waiting to see
what your company will do to train and retrain you.

A second implication is that diversity in many dimensions
(race, ethnicity, gender, age, religion, cultural identity) is a
fact of modern organizational life. Rather than viewing di-
versity as a problem, look at it as an opportunity to learn from
others and to capitalize on new markets and new customers.
After all, as the saying goes, “When you look for the good in
others, you discover the best in yourself.”

A third implication is that downsizing, restructuring, and
organizational mobility will be with us for the foreseeable fu-
ture. Prepare yourself mentally and in terms of marketable
skills and knowledge for this possibility. Take advantage of
self-assessment opportunities to learn about your strengths
and areas for development. Maintain a network of contacts
that you can tap for possible job leads as the need arises.

In some ways, the changes that we have been describing,
along with their implications for organizations and for peo-
ple, represent a sort of brave new world. On the other hand,
every career is a journey, and even the longest journey begins
with the first step. Don’t be afraid to take steps now to pre-
pare yourself and your organization for the challenging jour-
ney ahead.
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Although the design of work has an enormous impact on or-
ganizational success and individual well-being, interest in the
topic appears to be waning in industrial and organizational
(I/O) psychology circles (Campion, 1996). The apparent de-
cline of interest in work design research is troubling for a
number of reasons. First, work design resides at the intersec-
tion of industrial and organizational psychology, and thus
represents an important synthesis between these two do-
mains. Not only does work design theory draw heavily from
motivational theories in organizational psychology, it also in-
corporates such central industrial psychology topics as the
analysis of jobs and their requirements, as well as the linkage
between jobs and human resource systems.

Second, work design has great practical significance to
organizations as they try to attain such diverse outcomes as
efficiency and satisfaction. Third, a major part of every man-
ager’s job involves the design of a subordinate’s work. Fi-
nally, the nature of work has a profound influence on those
performing it, and attention to the design aspects of work can
yield insight into individual outcomes. The reduced research
interest in recent times is all the more surprising given the
resurgent interest in work design in organizations. Although

assuming a variety of different names (e.g., just-in-time man-
ufacturing, lean manufacturing, six-sigma, reengineering,
total quality management), they all involve aspects of work
design.

The purpose of this chapter is to review the research liter-
ature on work design. Our focus is primarily on the content
and structure of jobs individuals perform (Oldham, 1996),
but, where appropriate, extends to the design of work around
teams. A broadened focus on work design enables us not only
to capture the range of research conducted under the auspices
of job design, but also to consider the natural evolution from
jobs to teams as important work design elements. We will
concentrate primarily on research that has appeared in the I/O
literature (because of space constraints), but readers should
recognize that a number of different disciplines have also in-
vestigated work design issues (e.g., industrial engineering,
operations management, ergonomics).

This chapter is organized around an integrated work design
framework (Figure 17.1) and is divided into seven primary
sections. First, we review the major work design perspectives
that have been investigated in the I/O psychology literature.
This provides needed background on the history and theoretical
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underpinnings of work design research. Second, we examine
the variety of contextual influences on work, which includes
social and structural factors. Third, we examine character-
istics of work that have been identified in the literature. This
includes questions about the structure of work, whether in-
cumbent self-reports of work characteristics reflect objective
properties of the job or subjective perceptions, and potential
measurement concerns.

Fourth, we identify the range of mediating mechanisms
assumed to underlie work design effects. This helps explain
how work design influences outcomes. Fifth, we examine the
empirical relationships between work design features and
affective, behavioral, human resource, and role-definition
outcomes. We then discuss how work redesign impacts out-
comes and consider the evidence for individual differences in
work design. Sixth, using the previous review of the litera-
ture, we discuss the work design framework highlighted in
Figure 17.1. Seventh, we discuss several trends that are likely
to influence work design in the future.

MAJOR WORK DESIGN PERSPECTIVES

This section will serve to introduce the major perspectives on
work design. Critical evaluation of these approaches will be
presented in subsequent sections where the major issues in
work design research are reviewed.

Scientific Management

The works of Smith (1776) and Babbage (1835) serve as the
foundation for contemporary work design theory. These the-
orists discussed how the division of labor could increase
worker efficiency and productivity. They noted that breaking
work into discrete jobs enables specialization and simplifica-
tion, allowing workers to become highly skilled and efficient
at performing particular tasks. Additional efficiency gains
occur because (a) workers do not switch between tasks as
much; (b) distractions are reduced due to the presence of
fewer work elements; and (c) workers recognize a variety of
small ways to continue to increase efficiency.

The first systematic attempt documented in the literature
to design jobs utilizing these principles occurred in the early
part of the twentieth century through the efforts of Taylor
(1911) and Gilbreth (1911). Dubbed scientific management
by Taylor, these efficiency-oriented approaches focused on
principles such as specialization and simplification as means
of easing staffing difficulties and lowering training require-
ments. Critical to these approaches is the notion that manage-
ment should decide how to divide and design work, and then

institute control mechanisms (e.g., training, incentive sys-
tems, supervision) to ensure work is completed in accordance
with management’s wishes. Although the problems associ-
ated with scientific management have been well documented,
many of its principles still underlie modern work design
(Cherns, 1978; Wall & Martin, 1987).

Job Enrichment Approaches

One of the problems with designing work to maximize effi-
ciency is that it commonly ends up being repetitive, tedious,
and boring. Partly as a reaction to the reductionistic nature of
efficiency-oriented work design, and partly as an acknowl-
edgment of human potential and higher order needs, organiza-
tional theorists began to focus on the characteristics that could
enhance worker satisfaction and provide for intrinsic needs
(e.g., Herzberg, Mausner, & Snyderman, 1959; Likert, 1961;
McGregor, 1960). Two primary theoretical models have been
developed under the auspices of job enrichment: Herzberg’s
motivator-hygiene theory and Hackman and Oldham’s job
characteristics theory.

Motivator-Hygiene Theory 

Motivator-hygiene theory (Herzberg et al., 1959) codified
how work could serve to motivate employee behavior. In
brief, this theory distinguished between aspects of work that
are satisfying and motivating (motivators) and those that are
dissatisfying (hygiene factors). Such things as recognition,
achievement, and advancement are intrinsic to the work and
were termed motivators. Such things as salary, company
policies, and working conditions are external to the work it-
self and were considered to be hygiene factors. According to
motivator-hygiene theory, only job changes that impacted
motivators would improve satisfaction and motivation.
Changes aimed at hygiene factors would reduce dissatisfac-
tion, but would not effect satisfaction or motivation. Al-
though research generally failed to confirm this and other key
aspects of this theory (Locke & Henne, 1986), it remains im-
portant because it represents an early attempt to understand
how the content of work can impact worker motivation and
marks the beginning of interest in job enrichment.

Job Characteristics Theory 

Although motivator-hygiene theory stimulated research and
served as the foundation for a number of work redesign ef-
forts (Herzberg, 1976), it was beset by a number of signifi-
cant weaknesses (Oldham, 1996). Research by Turner and
Lawrence (1965) and Hackman and Lawler (1971) sought to
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address these weaknesses and understand how job character-
istics are related to individual reactions to work. This re-
search directly led to the job characteristics theory, most fully
articulated by Hackman and Oldham (1975, 1976, 1980).

The job characteristics approach suggested that five job
characteristics produce critical psychological states in the job
holder, and ultimately result in a set of positive work out-
comes. First, skill variety involves the use of a wide variety
of the worker’s skills and abilities. Second, task identity in-
volves the extent to which the worker feels he or she is re-
sponsible for a meaningful and whole part of the work. Third,
task significance involves the impact the job has on the lives
of others. Together, these three job characteristics are pre-
sumed to increase the meaningfulness of work.

Fourth, autonomy involves the amount of freedom and in-
dependence an individual has in terms of carrying out his or
her work assignment. This was expected to increase experi-
enced responsibility for work outcomes. Fifth, feedback con-
cerns the extent to which the job duties provide knowledge of
the results of the job incumbent’s actions. This was expected
to provide knowledge concerning the results of work activ-
ities. It is important to note that this feedback explicitly refers
to feedback obtained directly from the job itself. This differs,
however, from the manner in which Hackman and Lawler
(1971) conceptualized feedback. They posit that feedback
can come from the task itself, or it may come from supervi-
sors or coworkers. This difference becomes important later
when we discuss the social environment of work.

These five job characteristics are presumed to influence
the psychological states. The psychological states are posited
to directly influence four outcomes: (a) internal work moti-
vation, (b) growth satisfaction, (c) general satisfaction, and
(d) work effectiveness. It was hypothesized that there are
three moderators of the job characteristics–critical psycho-
logical states relationship and the critical psychological
states–outcomes relationship. The most commonly examined
moderator has been growth need strength (GNS). It was
suggested that individuals high in GNS (e.g., the need for
personal accomplishment) would react more favorably to en-
riched work. The two other moderators (individual knowl-
edge and skill and context satisfaction) have been much less
frequently studied.

Job characteristics theory and the motivational approach it
represents rose to become the dominant approach for re-
search on job attitudes (Staw, 1984). Although some aspects
of the model have failed to accumulate research support and
there have been a number of criticisms (Roberts & Glick,
1981), these job characteristics have generally been found to
have positive relationships with a variety of affective out-
comes, and smaller relationships to behavioral outcomes

(Fried & Ferris, 1987; Loher, Noe, Moeller, & Fitzgerald,
1985).

Sociotechnical Systems Theory

The sociotechnical systems approach arose from work con-
ducted at the Tavistock Institute in Great Britain that focused
on the use of autonomous groups to accomplish work (Trist &
Bamforth, 1951). This perspective suggested that organiza-
tions are composed of people interacting with each other and
a technical system to produce products or services. This in-
teraction had a reciprocal and dynamic influence on the oper-
ation and appropriateness of the technology as well as on the
behavior of the people that operate it (Pasmore, Francis,
Haldeman, & Shani, 1982). Given the interdependence be-
tween human and technical systems, sociotechnical systems
theory suggested that productivity and satisfaction could be
maximized via joint optimization. In other words, optimal or-
ganizational functioning would occur only if the social and
technical systems were designed to fit each other (Trist,
1981).

For sociotechnical design to be appropriate, however,
Cummings (1978) suggested that three conditions must be
satisfied. First, there must be adequate task differentiation
such that the tasks performed are autonomous and form a self-
completing whole. This suggests a certain minimum of inter-
dependence within the tasks themselves. Second, employees
must have adequate boundary control, so they can influence
and control transactions within the task environment. Finally,
employees must be able to control the immediate task envi-
ronment so they can regulate their behavior and convert raw
materials into finished product.

If these conditions for self-regulation are satisfied, Cherns
(1978) discussed how to design work according to sociotech-
nical principles. First, the design process must be congruent
with the design outcomes. For example, if increased partici-
pation and empowerment is one of the hoped-for outcomes of
the work design, the process by which the work is designed
should be participative and involve key stakeholders. Sec-
ond, it is important to identify which tasks and objectives are
essential, and that no more than is absolutely necessary be
specified. Such minimal critical specification enables flexi-
bility and the ability to respond to unanticipated circum-
stances. Third, the possibility of unexpected events suggests
that if variance cannot be eliminated, it should be controlled
as close as possible to its origin, suggesting that work be de-
signed with sufficient autonomy or control. Fourth, in order
to control variance at its source, workers must be multifunc-
tional, have some level of control over boundary tasks, and
have access to enough information to make decisions. Finally,
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from an organizational perspective, sociotechnical systems
theory suggests that organizational systems should be con-
gruent with the work design chosen. For example, if teams
are employed, it might be important to have a compensation
system that is based, in part, on team performance.

As these design principles suggest, the sociotechnical ap-
proach has a great deal in common with the job enlargement
approach (Rousseau, 1977). It focuses on such things as
autonomy, task feedback, and completing a whole piece of
work. It differs largely by focusing on the team level of analy-
sis. In addition, although sociotechnical systems theory has a
relatively long history, its key principles have not been com-
pletely tested and validated (e.g., such as joint optimization
and controlling variance at its source). In fact, some have sug-
gested that “it remains exceedingly difficult to specify propo-
sitions of the theory that are empirically disconfirmable”
(Hackman, 1981, p. 80). Notwithstanding the foregoing, the
sociotechnical approach is important because it formalized a
focus on the group level of analysis and still exerts a strong
influence on contemporary work design research and theory.

Social Information Processing Perspective

The social information processing approach of Salancik and
Pfeffer (1978) arose from dissatisfaction with the need-
satisfaction and expectancy models of motivation and job at-
titudes. Its importance for work design comes from the fact
that it called attention to the effects of context and the conse-
quences of past choices as opposed to individual predisposi-
tions and rational decision-making processes.

The theoretical model was developed by Salancik and
Pfeffer (1978) and subsequently examined in a number of
studies in the 1970s and 1980s. The fundamental premise of
the social information processing perspective is that individ-
uals adapt their attitudes, behavior, and beliefs to their social
context as well as their past and present behavior and situa-
tion. This implies that the characteristics of work are not
given but are constructed from social information. It also
suggests the perception of job characteristics and reaction to
work redesign may be influenced by factors outside the ob-
jective features of work.

As summarized by Pfeffer (1981), the social information
processing approach has four basic premises:

First, the individual’s social environment may provide cues as to
which dimensions might be used to characterize the work envi-
ronment. . . . Second, the social environment may provide infor-
mation concerning how the individual should weight the various
dimensions—whether autonomy is more or less important than
variety of skill, whether pay is more or less important than social

usefulness or worth. Third, the social context provides cues con-
cerning how others have come to evaluate the work environment
on each of the selected dimensions. . . . And fourth, it is possible
that the social context provides direct evaluation of the work set-
ting along positive or negative dimensions, leaving it to the indi-
vidual to construct a rationale to make sense of the generally
shared affective reaction. (Pfeffer, 1981, p. 10)

Thus, the social environment impacts individuals in two
ways. First, it helps individuals construct meaning about un-
certain organizational features and events. It emphasizes what
the socially acceptable beliefs and norms are, as well as the
permissible forms of action given the organization’s broader
context. Second, the social environment directs attention by
making certain information more salient. This provides infor-
mation about expectations for individual behavior as well as
the likely consequences of behavior. Generally speaking, re-
search has found that social cues influence perceptions of and
reactions to work, although there has been some debate about
the magnitude of those effects (Kilduff & Regan, 1988).

Interdisciplinary Model of Job Design

Recognizing that work design research in I/O psychology
was focused almost exclusively on motivationally oriented
approaches, Campion (1988, 1989; Campion & Thayer, 1985)
outlined an interdisciplinary model of job design. This per-
spective suggested that different scientific disciplines have
produced several distinct approaches to job design and that
research in each approach has been conducted relatively in-
dependently of other approaches. The interdisciplinary job
design perspective highlights this fact and suggests that there
are at least four basic approaches, each focusing on a distinct
set of outcomes.

Grounded in classical industrial engineering research, the
mechanistic model evolved largely to deal with the pressures
for efficiency that arose during the Industrial Revolution. This
approach recommended increased simplification, specializa-
tion, and repetition of work. These changes were intended to
result in increased efficiency, easier staffing, reduced training
costs, and lowered compensation requirements.

Proceeding primarily from research in organizational psy-
chology, the motivational model evolved in response to job
dissatisfaction, the deskilling of industrial jobs, and alienation
of workers that resulted from the overapplication of the mech-
anistic model. The approach usually provides job-enriching
recommendations such as increasing the variety of tasks per-
formed or the autonomy with which they are executed. The
intended benefits of this model include increased job satisfac-
tion, intrinsic motivation, retention, and customer service.
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Based on human factors and experimental psychology
research, the perceptual model arose from increases in tech-
nological complexity and a shift in many jobs from manually
performing work to operating and monitoring. This approach
is primarily concerned with reducing the information-
processing requirements of work in order to reduce the likeli-
hood of errors, accidents, and mental overload.

Emerging from ergonomics and medical sciences re-
search, the biological model sought to alleviate physical
stresses of work. Reductions in physical requirements and
environmental stressors, and increased consideration of pos-
tural factors, are common recommendations. Taking these
factors into account when designing jobs can reduce physical
discomfort, physical stress, and fatigue.

CONTEXTUAL INFLUENCES ON WORK DESIGN

In virtually all its incarnations, both the mechanistic (e.g.,
Taylor, 1911) and motivational (e.g., Herzberg et al., 1959;
Turner & Lawrence, 1965) approaches to work design have
suggested that the primary influence on work design outcomes
were aspects of the work itself. That is, it was long thought that
features of the work were the main determinant of affective
(e.g., satisfaction) and behavioral (e.g., job performance)
outcomes. There is reason to believe, however, that there might
be other influences. We examine both social and structural
influences.

Social Influences

Spurred on by the social information processing model of
Salancik and Pfeffer (1978), a host of researchers have exam-
ined the influence social information might have on work
design perceptions and outcomes. The first research was con-
ducted in laboratory settings and served to demonstrate that
social information could impact task perceptions and task sat-
isfaction. Although some found stronger effects for task en-
richment (Weiss & Shaw, 1979), others suggested that social
cues were more important for affective outcomes (O’Reilly &
Caldwell, 1979; S. E. White & Mitchell, 1979). Of course, in
this lab research the strength of task and social cue manipula-
tions are experimentally controlled. Thus, discussions about
relative importance in fixed effects designs are not warranted.

Using a more extensive and complex within-subjects
design, Griffin, Bateman, Wayne, and Head (1987) found
that enriched tasks, coupled with positive social informa-
tion cues, were the most motivating. Unenriched tasks, cou-
pled with negative social information cues, were the least

motivating. This suggests that both objective facets of the
work environment and social information determine percep-
tions and affect. Similarly, Seers and Graen (1984) found that
including both task and leadership characteristics improved
prediction of performance and satisfaction outcomes.

To test congruency model predictions, Pierce, Dunham,
and Blackburn (1979) conducted a field study looking at the
relative impact of social system design (organic or mechanis-
tic) and job design on job satisfaction. They found that work-
ers had the highest satisfaction when they had complex jobs
in organic organizational structures (i.e., participative, with
few rules). Interestingly, the second highest levels of satis-
faction were from workers who had complex jobs in mecha-
nistic organizational structures. This suggests that features of
the work itself are more important than social system factors
for affective reactions.

In a field experiment, Griffin (1983) directly examined the
relative impact of social cues and task changes. He found that
social cues had a greater impact on social outcomes (e.g.,
friendship opportunities, dealing with others) and that the task
manipulation had a greater effect on task characteristics. Both
social cues and task changes impacted intrinsic, extrinsic, and
overall satisfaction, although the task changes had a larger
effect. Only the task changes, however, impacted productivity.

Other research has sought to define the range of situations
under which social information can influence work design.
Caldwell and O’Reilly (1982) found that an individual’s job
satisfaction is related to perceptions of task characteristics.
Adler, Skov, and Salvemini (1985) reached a similar conclu-
sion when they found that manipulating job satisfaction affects
perceptions of task scope. Using an equity theory perspective,
Oldham and colleagues (Oldham, Kulik,Ambrose, Stepina, &
Brand, 1986; Oldham & Miller, 1979; Oldham et al., 1982)
have sought to understand the consequences of different social
comparisons in the workplace. Oldham et al. (1982) found that
individuals do make comparisons to others in the work setting,
and they tend to select more complex jobs as their referent.
Oldham et al. (1986) then found that employees who felt dis-
advantaged relative to their referents were typically less satis-
fied and less internally motivated but that employees who felt
advantaged or equitable relative to their referents performed at
higher levels, were absent less frequently, and withdrew from
the organization less frequently.

Two final studies in this area deserve attention. First, Vance
and Biddle (1985) not only looked at the influence of social
cues on task attitudes, but they also investigated the timing of
the social cues. They found that task-related attitudes were in-
fluenced by social cues, but the impact of those social cues was
lessened with experience with the task. This suggests that
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social cues were more important before subjects had the
opportunity to acquire many objective cues. Second, Kilduff
and Regan (1988) found that although positive and negative
cues impacted perceptions of task characteristics, they had no
influence on actual behavior. They concluded that although
ratings of tasks were responsive to information cues, actual be-
havior was responsive to direct experience with the task.

Several conclusions can be drawn based on this research.
First, task perceptions and attitudes are influenced by social
information. Second, workers do actively compare their jobs
and situations to those of others. Third, the impact of social
information seems to be less than that of objective task char-
acteristics. Finally, the influence of social information ap-
pears to be strongest for attitudes, whereas objective task
characteristics impact both attitudes and behavior.

Structural Influences

There are ample reasons to believe that structural factors such
as organizational structure, technology, and the physical en-
vironment will impact work design and reactions to work
design. After all, work exists within a larger organizational
system and many aspects of these systems influence the ways
in which it is designed. For example, organizations that are
highly decentralized are likely to design work to be more
autonomous. Because of this, researchers have sought to
understand the mechanisms through which structural factors
impact work design.

In terms of organizational structure, Pierce and Dunham
(1978a) found that such things as formalization and central-
ization were negatively related to perceptions of several job
characteristics (e.g., autonomy, variety, feedback, and iden-
tity). Similarly, Rousseau (1978a) found negative relation-
ships between several aspects of departmental structure (size,
centralization, and formalization) and job characteristics and
satisfaction.

In addition, Rousseau (1978b) found that job characteris-
tics such as variety and autonomy mediated the relationship
between the technological and structural context of the orga-
nization and employee outcomes like satisfaction and motiva-
tion. Evidence for mediation has been supported in a number
of different studies (e.g., Brass, 1981; Oldham & Hackman,
1981; Pierce, 1979). For example, Oldham and Hackman
(1981) found that job characteristics mediated the relationship
between organizational structure and the employee reactions
of growth, pay, and supervisory satisfaction. It should be rec-
ognized, however, that many of these tests for mediation have
been methodologically weak because of problems with com-
mon method bias.

Oldham and Brass (1979) examined how the physical envi-
ronment affected job characteristics. In this quasi-experiment,
workers at a newspaper organization moved from a traditional
office setting to an open-plan office arrangement (i.e., offices
with no interior walls or partitions). Even though there were
no changes to the jobs themselves, moving to a new office
decreased the perception of several job characteristics (e.g.,
task significance, task identity). As in other studies, Oldham
and Brass found that the job characteristics mediated the rela-
tionship between the physical setting and reduced worker sat-
isfaction and motivation. They suggested that the physical
setting influences employee motivation and satisfaction by
changing perceptions of specific job characteristics.

In a direct test of the relative influence of job design,
structure, technology, and leader behavior, Pierce, Dunham,
and Cummings (1984) found that job design (particularly au-
tonomy and variety) was the primary predictor of employee
attitudes and behavior and that technology was the second
most important. They suggested that job design is most im-
portant because it is much closer to the worker and is experi-
enced on a more direct and regular basis.

Finally, Wright and Cordery (1999) examined how ele-
ments of the technical context can interact with job design
and influence job satisfaction and intrinsic motivation.
Specifically, they suggested that in high-uncertainty environ-
ments (as indexed by elements of the technological system),
enhanced employee decision control would be associated
with positive employee outcomes. As predicted, they found
that individuals high in production uncertainty and job con-
trol were more satisfied and intrinsically motivated than those
low in production uncertainty and high in job control. In ad-
dition, those low in production uncertainty and job control
were more satisfied and intrinsically motivated than those
high in production uncertainty and low in job control. These
results suggest that one of the key factors to consider when
designing work is to make the level of autonomy or control
congruent with the demands of the work itself.

CHARACTERISTICS OF WORK

A large body of research has investigated the ways in which
work can be described and the issues that arise when attempt-
ing to describe work. This section begins with a discussion of
the structure of work, followed by a consideration of whether
objective features or subjective perceptions of work are being
measured in work design research, and concludes with a con-
sideration of potential measurement problems in the research
literature.
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TABLE 17.1 Job Diagnostic Survey 

Scale Items

Skill Variety 1. How much variety is there in your job? That is, to
what extent does the job require you to do many
different things at work, using a variety of your skills
and talents?

2. The job requires me to use a number of complex or
high-level skills.

3. The job is quite simple and repetitive (R).

Task Identity 1. To what extent does your job involve doing a “whole”
and identifiable piece of work? That is, is the job a
complete piece of work that has an obvious beginning
and end? Or is it only a small part of the overall piece
of work, which is finished by other people or by
automatic machines?

2. The job is arranged so that I can do an entire piece of
work from beginning to end.

3. The job provides me the chance to completely finish
the pieces of work I begin.

Task 1. In general, how significant or important is your job?
Significance That is, are the results of your work likely to

significantly affect the lives or well-being of other
people?

2. This job is one where a lot of other people can be
affected by how well the work gets done.

3. The job itself is very significant and important in the
broader scheme of things.

Autonomy 1. How much autonomy is there in your job? That is, to
what extent does your job permit you to decide on
your own how to go about doing the work?

2. The job gives me considerable opportunity for
independence and freedom in how I do the work.

3. The job gives me a chance to use my personal
initiative or judgment in carrying out the work.

Feedback 1. To what extent does doing the job itself provide
From Job you with information about your work performance?

That is, does the actual work itself provide clues about
how well you are doing–aside from any “feedback”
co-workers or supervisors may provide?

2. Just doing the work required by the job provides many
chances for me to figure out how well I am doing.

3. After I finish a job, I know whether I performed well.

Source: Based on Hackman and Oldham (1980), with Idaszak and Drasgow’s
(1987) revised items.

Structure of Work

Perhaps one of the most important aspects to designing and
redesigning work revolves around understanding its struc-
ture. This entails identifying the important dimensions of
work and understanding what implications this has for work
design. Until recently this has had a relatively narrow focus,
but two different lines of research have expanded our under-
standing of the nature of work. The first involves the mea-
surement of job characteristics identified by Hackman and
Oldham (1975), and the second concerns a broader research
literature that seeks to understand the dimensions upon which
work can be described.

Dimensionality of Motivational Job Characteristics 

The bulk of the research in this area centers on the job charac-
teristics model of Hackman and Oldham (1975, 1976) and
their Job Diagnostic Survey (JDS; see Table 17.1). As previ-
ously noted, they suggested that jobs could be described in
terms of skill variety, task identity, task significance, auton-
omy, and feedback from the job. A large number of studies
have examined and attempted to replicate this five-factor struc-
ture (Birnbaum, Farh, &Wong, 1986; Dunham,Aldag, & Brief,
1977; Fried & Ferris, 1986; Griffin, Moorhead, Johnson, &
Chonko, 1980; Harvey, Billings, & Nilan, 1985; Idaszak
& Drasgow, 1987; Pierce et al., 1979; Pokorney, Gilmore, &
Beehr, 1980).

Although some support has been found (e.g., Lee & Klein,
1982), more studies have reported inconsistent factor solu-
tions. For example, Dunham (1976) found that a single dimen-
sion (reflecting job complexity) was the most parsimonious
representation of five job characteristics. Using a larger and
more diverse sample, Dunham et al. (1977) found two-, three-,
four-, and five-factor solutions, depending on the sample.
Green, Armenakis, Marbert, and Bedeian (1979) also failed to
find the a priori factor structure and suggested that because the
format and content of some items are relatively complex,
the ability levels of questionnaire respondents may be respon-
sible for the idiosyncratic factor-analytic results.

Concurrently with the work of Hackman and Oldham
(1975), Sims, Szilagyi, and Keller (1976) developed the Job
Characteristics Inventory (JCI; see Table 17.2). The resultant
six factors (Variety, Autonomy, Feedback, Dealing With
Others, Task Identity, and Friendship) were composed of
items principally taken from the work of Hackman and
Lawler (1971). As such, these factors are quite similar in
character to those in the JDS (the JCI does not measure task
significance). Notable differences between the two include
the use of simpler 5-point Likert scales and more items per

scale. Pierce and Dunham (1978b) directly compared the four
common dimensions in the JCI and the JDS and found that
the JCI was psychometrically superior (in terms of internal
consistency and dimensionality). This is likely due, in part, to
the larger number of items and simplified ratings scales. Like-
wise, Griffin (1981) found that JCI dimensionality was stable
over time, and Griffin et al. (1980) found that JCI dimension-
ality was consistent across samples. Finally, although Brief
and Aldag (1978) reported satisfactory levels of internal con-
sistency in a sample of registered nurses, they noted some
confounding between Friendship and Dealing With Others
(it is interesting to note that these two dimensions were not
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TABLE 17.2 Job Characteristics Inventory (JCI)

Scale Items

Variety 1. How much variety is there in your job?
2. How repetitious are your duties?
3. How similar are the tasks you perform in a typical

work day?
4. The opportunity to do a number of different things.
5. The amount of variety in my job.

Autonomy 1. How much are you left on your own to do your own
work?

2. To what extent are you able to act independently of
your supervisors in performing your job function?

3. To what extent are you able to do your job
independently of others?

4. The opportunity for independent thought and action.
5. The freedom to do pretty much what I want on my job.
6. The control I have over the pace of my work.

Feedback 1. To what extent do you find out how well you are doing
on the job as you are working?

2. The opportunity to find out how well I am doing on
my job.

3. The feeling that I know whether I am performing my
job well or poorly.

4. To what extent do you receive information from your
supervisor on your job performance?

5. The feedback from my supervisor on how well I’m
doing.

Dealing With 1. To what extent is dealing with other people a part of
Others your job?

2. How much of your job depends upon your ability to
work with others?

3. The extent of feedback you receive from individuals
other than your supervisor.

Task Identity 1. How often do you see projects or jobs through to
completion?

2. The opportunity to do a job from the beginning to end
(i.e., the chance to do a whole job).

3. The opportunity to complete work I start.
4. The degree to which the work I’m involved with is

handled from beginning to end by myself.

Friendship 1. To what extent do you have the opportunity to talk
informally with other employees while at work?

2. The opportunity in my job to get to know other people.
3. The opportunity to develop close friendships in my

job.
4. How much opportunity is there to meet individuals

whom you would like to develop friendship with?
5. Friendship from my co-workers.
6. The opportunity to talk to others on my job.
7. Meeting with others in my work.

Source: Based on Sims, Szilagyi, and Keller (1976).

included in the studies conducted by Pierce & Dunham,
1978b; Griffin, 1981; or Griffin et al., 1980). Nonetheless, it
appears that the task dimensions measured by the JCI to be
reasonably well established (Aldag, Barr, & Brief, 1981).

Given the ubiquity of the JDS and the inconsistent factor-
structure findings, additional research has been conducted to
understand the reasons for these results. Following up on the

work of Green et al. (1979), Harvey et al. (1985) focused on
the impact of two possible methodological issues in the JDS:
(a) the use of negatively worded items and (b) the use of differ-
ent response formats. They found that the use of three different
response formats in the JDS added substantial amounts of con-
struct-irrelevant variance to the measurement of job character-
istics. In all cases, confirmatory factor analyses revealed
that the inclusion of method factors increased the fit of factor
models to the data.

To directly test the effect negatively worded items have on
the factor structure of the JDS, Idaszak and Drasgow (1987)
rewrote negatively worded items. This revised JDS was
then administered to a sample of printing-company employ-
ees. The authors were able to replicate the five-factor struc-
ture and eliminated the previously found method factor.
Interestingly, however, this revised measure did not improve
the prediction of various outcomes (e.g., internal motivation,
satisfaction; Cordery & Sevastos, 1993; Kulik, Oldham, &
Langner, 1988).

One possible explanation for the effect of negatively
worded items is that they create a more cognitively complex
task for respondents when they make their ratings. This would
suggest that respondents with higher ability levels would be
able to make more accurate ratings and more faithfully repro-
duce the a priori factor structure. In fact, Fried and Ferris
(1986) found just such an effect using a large sample of jobs
and respondents. They found that management and staff,
young people, and highly educated employees were able to
produce the hypothesized five-factor structure. Nonmanager-
ial personnel, older respondents, and those with a lower level
of education were unable to do so.

This corresponds to propositions in job analysis that as a
judgment task increases in complexity (e.g., the need to men-
tally reverse negatively worded items, high reading demands,
etc.), mental demands are increased (Morgeson & Campion,
1997). A corresponding increase in ability may enable more
accurate responding. This conclusion should be tempered by
the fact that Cordery and Sevastos (1993) were unable to find
a similar relationship between educational level and responses
to negatively worded items. The Cordery and Sevastos sam-
ple, however, did not have as great a range in educational level
as did that of Fried and Ferris (1986).

The Dimensions of Work 

Although the preceding research is suggestive of the role that
methodological factors can play in the measurement of this
set of job characteristics, it does not address the fundamen-
tal question of whether these dimensions are an adequate
representation of the world of work (Roberts & Glick, 1981).
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In fact, there is relatively little empirical evidence that the
constructs developed by researchers are actually related to
the categories job incumbents use when they think about their
jobs (Taber, Beehr, & Walsh, 1985). Fortunately, research has
been conducted that seeks to clarify and identify other possi-
ble dimensions of work.

Stone and Gueutal (1985) suggested that because most
job characteristics are based on a narrow set of a priori
formulations (i.e., the work of Turner & Lawrence, 1965), it is
an open question as to whether job incumbents actually expe-
rience or view work in the same way. Using multidimensional
scaling, they identified three dimensions: (a) Job Complexity,
(b) Serves the Public, and (c) Physical Demand. The Job
Complexity dimension subsumed virtually all the measures
typically assessed in measures like the JDS and JCI. This is
consistent with Dunham’s (1976) finding only one dimension
when factor-analyzing the JDS, Oldham and Miller’s (1979)
and Oldham et al.’s (1986) use of the JDS as a measure of job
complexity, and Loher et al.’s (1985) meta-analytic conclu-
sion that the JDS is likely a measure of job complexity. The
Serves the Public dimension reflected interacting with and
serving customers and the public. The Physical Demand
dimension reflected physical strength requirements, health
hazards, responsibility for equipment, and physical activity in
the job. Notably, these last two dimensions are typically
unmeasured in most work design surveys.

Earlier research by Dunham (1977) and Schneider,
Reichers, and Mitchell (1982) further supports these findings.
Dunham (1977) found that a job-complexity measure (based
on combining the scales in the JDS) had the strongest rela-
tionships to estimated General Aptitude Test Battery (GATB)
scores that reflect cognitive abilities (e.g., intelligence, verbal
aptitude) and had the weakest relationships to physical abili-
ties (e.g., manual and finger dexterity). Schneider et al. (1982)
also examined how individual job characteristics were re-
lated to GATB scores. They discovered two clusters of GATB
scores, one containing so-called white-collar abilities (verbal,
numerical, clerical) and one containing blue-collar abilities
(physical). Only the white-collar aptitudes were consistently
related to job variety and autonomy. Taber et al. (1985) found
that the traditional set of social science variables converged
with only one of three important job evaluation dimensions.
Although motivationally oriented job-characteristics mea-
sures converged with a mental demands dimension, they
failed to reflect the physical demands and working conditions
of the job. Finally, Campion (1989) found that cognitive skill
requirements (e.g., quantitative, verbal, spatial, and general
learning ability) were positively related to motivational job
characteristics.

In total, this evidence suggests that the most commonly
used measures of job characteristics are tapping into a work

complexity–mentaldemandsdimensionandfailing tomeasure
other important aspects of work. Work conducted since the
mid-1980s has sought to expand our understanding of these
other work aspects. Recognizing the parochial nature of con-
temporary work design research, Campion (1988; Campion &
Thayer, 1985) developed the Multimethod Job Design Ques-
tionnaire (MJDQ) to explicitly include other views of work in
addition to the commonly measured motivational perspective
(see Table 17.3). Because it includes multiple views of work, it
is possible that the MJDQ might act as a general measure of
work (Edwards, Scully, & Brtek, 1999).

To investigate just such a possibility, Edwards et al. (1999,
2000) recently examined the MJDQ in an attempt to deter-
mine its underlying structure. Although Campion (1988;
Campion & Thayer, 1985) suggested a four-factor model
(corresponding to the four distinct job design approaches),
Edwards et al. (1999) conducted confirmatory factor analyses
and found little support for this model. Following a series of
exploratory factor analyses, Edwards et al. (1999) suggested
that a 10-factor model best fit the data, achieved discriminant
validity, and produced adequate reliabilities. These factors
can be grouped according to their broader work design ap-
proach. As such, the motivational approach included feed-
back, skill, and reward scales; the mechanistic approach
included specialization and task-simplicity scales; the bio-
logical approach included physical ease, work conditions,
and work-scheduling scales; and the perceptual-motor ap-
proach included ergonomic design and cognitive simplicity
scales. Although this represents a more comprehensive de-
scription of work, it is still limited because these 10 scales do
not fully represent the dimensions relevant to each work de-
sign approach. Because some of the items from the MJDQ
are the sole indicators of a given work dimension (e.g., a sin-
gle item is used to represent autonomy), they cannot be used
to form scales. Additional items would need to be developed
so these dimensions of work could be measured.

Other research conducted over the past 20 years has
sought to clarify and refine a host of work characteristics long
neglected in the bulk of work design research. Some of this
work has been conducted in order to understand the demands
of increased technological sophistication in highly automated
manufacturing environments (Martin & Wall, 1989; Wall &
Jackson, 1995; Wall, Jackson, & Davids, 1992; Wall,
Jackson, & Mullarkey, 1995), whereas other work has sought
to address deficiencies in existing work design concep-
tualizations (Brass, 1981; Kiggundu, 1981, 1983; Seers &
Graen, 1984; Wong & Campion, 1991). What follows is a
discussion of the major groupings of work characteristics
identified.

Wall et al. (1992) and Wall et al. (1995) have further
clarified three aspects of work autonomy and responsibility
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TABLE 17.3 Multimethod Job Design Questionnaire (MJDQ)

Scale Items

Motivational 1. Autonomy: The job allows freedom, independence, or discretion in work scheduling, sequence, methods,
procedures, quality control, or other decision making.

2. Intrinsic job feedback: The work activities themselves provide direct and clear information as to the
effectiveness (e.g., quality and quantity) of your job performance.

3. Extrinsic job feedback: Other people in the organization, such as managers and co-workers, provide
information as to the effectiveness (e.g., quality and quantity) of your job performance.

4. Social interaction: The job provides for positive social interaction such as team work or co-worker assistance.
5. Task/goal clarity: The job duties, requirements, and goals are clear and specific.
6. Task variety: The job has a variety of duties, tasks, and activities.
7. Task identity: The job requires completion of a whole and identifiable piece of work. It gives you a chance to

do an entire piece of work from beginning to end.
8. Ability/skill-level requirements: The job requires a high level of knowledge, skills, and abilities.
9. Ability/skill variety: The job requires a variety of knowledge, skills, and abilities.

10. Task significance: The job is significant and important compared with other jobs in the organization.
11. Growth/learning: The job allows opportunities for learning and growth in competence and proficiency.
12. Promotion: There are opportunities for advancement to higher level jobs.
13. Achievement: The job provides for feelings of achievement and task accomplishment.
14. Participation: The job allows participation in work-related decision making.
15. Communication: The job has access to relevant communication channels and information flows.
16. Pay adequacy: The pay on this job is adequate compared with the job requirements and with the pay in 

similar jobs.
17. Recognition: The job provides acknowledgment and recognition from others.
18. Job security: People on this job have high job security.

Mechanistic 1. Job specialization: The job is highly specialized in terms of purpose, tasks, or activities.
2. Specialization of tools and procedures: The tools, procedures, materials, and so forth used on this job are

highly specialized in terms of purpose.
3. Task simplification: The tasks are simple and uncomplicated.
4. Single activities: The job requires you to do only one task or activity at a time.
5. Skill simplification: The job requires relatively little skill and training time.
6. Repetition: The job requires performing the same activity(ies) repeatedly.
7. Spare time: There is very little spare time between activities on this job.
8. Automation: Many of the activities of this job are automated or assisted by automation.

Biological 1. Strength: The job requires fairly little muscular strength.
2. Lifting: The job requires fairly little lifting and/or the lifting is of very light weights.
3. Endurance: The job requires fairly little muscular endurance.
4. Seating: The seating arrangements on this job are adequate (e.g., ample opportunities to sit, comfortable

chairs, good postural support, etc.).
5. Size differences: The work place allows for all size differences between people in terms of clearance, reach,

eye height, leg room, and so forth.
6. Wrist movement: The job allows the wrists to remain straight without excessive movement.
7. Noise: The work place is free from excessive noise.
8. Climate: The climate at the work place is comfortable in terms of temperature and humidity and it is free of

excessive dust and fumes.
9. Work breaks: There is adequate time for work breaks given the demands of the job.

10. Shift work: The job does not require shift work or excessive overtime.

Perceptual-motor 1. Lighting: The lighting in the work place is adequate and free from glare.
2. Displays: The displays, gauges, meters, and computerized equipment on this job are easy to read 

and understand.
3. Programs: The programs in the computerized equipment on this job are easy to learn and use.
4. Other equipment: The other equipment (all types) used on this job is easy to learn and use.
5. Printed job materials: The printed materials used on this job are easy to read and interpret.
6. Work place layout: The work place is laid out so that you can see and hear well to perform the job.
7. Information input requirements: The amount of information you must attend to in order to perform 

this job is fairly minimal.
8. Information output requirements: The amount of information you must put out on this job, in terms of both

action and communication, is fairly minimal.
9. Information processing requirements: The amount of information you must process, in terms of thinking and

problem solving, is fairly minimal.
10. Memory requirements: The amount of information you must remember on this job is fairly minimal.
11. Stress: There is relatively little stress on this job.
12. Boredom: The chances of boredom on this job are fairly small.

Source: Based on Campion (1988).
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TABLE 17.4 Wall, Jackson, and Mullarkey (1995) Measure

Scale Items

Timing control 1. Do you decide on the order in which you do things?
2. Do you decide when to start a piece of work?
3. Do you decide when to finish a piece of work?
4. Do you set your own pace of work?

Method control 1. Can you control how much you produce?
2. Can you vary how you do your work?
3. Do you plan your own work?
4. Can you control the quality of what you produce?
5. Can you decide how to go about getting your job

done?
6. Can you choose the methods to use in carrying out

your work?

Monitoring 1. Does your work need your undivided attention?
demand 2. Do you have to keep track of more than one process at

once?
3. Do you have to concentrate all the time to watch for

things going wrong?
4. Do you have to react quickly to prevent problems’

arising?

Problem-solving 1. Are you required to deal with problems which are
demand difficult to solve?

2. Do you have to solve problems which have no obvious
correct answer?

3. Do you need to use your knowledge of the production
process to help prevent problems’ arising in your job?

4. Do the problems you deal with require a thorough
knowledge of the production process in your area?

5. Do you come across problems in your job you have
not met before?

Production 1. Could a lapse of attention cause a costly loss of
responsibility output?

2. Could an error on your part cause expensive damage
to equipment or machinery?

3. Could your alertness prevent expensive damage to
equipment and machinery?

4. Could your alertness prevent a costly loss of output?
5. If you failed to notice a problem, would it result in a

costly loss of production?

(see Table 17.4). Timing control reflects the opportunity to
determine the scheduling of work. Method control refers to
the choice of how to carry out tasks. Production responsibil-
ity concerns the extent to which an individual can make er-
rors that can result in costly losses of output. These aspects of
autonomy and responsibility more precisely specify the kind
of freedom and independence individuals have in carrying
out their work assignments and the accountability they face if
something goes wrong.

Wall et al. (1992) found that increased operator control
improved job performance. The improved performance re-
sulted primarily from a reduction in equipment downtime
that resulted from frequent but less serious operating prob-
lems. They forwarded two explanations for why increased
autonomy worked in this sample. First, operators can quickly
respond to problems when they arise, and do not need to wait

for others to solve the problem. Second, because they are
given autonomy, operators can increase their understanding
of how problems arise, and then use that knowledge to antic-
ipate and prevent problems. What this suggests, however, is
that only certain types of jobs will receive performance ben-
efits of increased job autonomy.

The second group of work characteristics involves the
mental demands of work (Martin & Wall, 1989; Wall &
Jackson, 1995; Wall et al., 1995). Attentional demand concerns
the degree to which constant monitoring of work is re-
quired. Problem-solving demand reflects the active cognitive-
processing requirements of a job. The identification of these two
demands is important because it helps clarify how work design
can actually impact the information-processing requirements of
work. Karasek (1979; Karasek et al., 1998) also focused on the
psychological demands of work, including mental workload,
constraints on task completion, and conflicting demands.

There is evidence, however, that increasing these two
groups of work characteristics does not always have positive
outcomes. Martin and Wall (1989) found that strain reactions
were the worst when jobs were high in attentional demand
and production responsibility. There was no relationship,
however, between these job characteristics and job satisfac-
tion, job-related enthusiasm, or contentment. Karasek (1979)
suggested that high psychological demands produced mental
strain and job dissatisfaction when coupled with low levels of
decision latitude (i.e., autonomy and variety). When high lev-
els of psychological demands were coupled with high levels
of decision latitude, however, there were generally positive
effects on worker outcomes.

The final group of work characteristics concerns the social
context of work. Long thought to be important for work design
(e.g., Trist & Bamforth, 1951), the social context has been in-
vestigated by a variety of researchers (Brass, 1981; Corbett,
Martin, Wall, & Clegg, 1989; Kiggundu, 1981, 1983; van der
Vegt, Emans, & van de Vliert, 1998; Wong & Campion,
1991), thereby addressing the criticism that the interpersonal-
social aspect of work has been missing from job characteris-
tics conceptualizations (Seers & Graen, 1984).

A commonly investigated social aspect of work has been
job and task interdependence. This is the connectedness of
jobs such that the performance of one job depends on the suc-
cessful performance of another (Kiggundu, 1983). Tasks are
interdependent when the inputs, processes, or outputs of one
task affect or depend on the inputs, processes, or outputs of
other tasks within the same job. Kiggundu (1981) differenti-
ated between initiated and received task interdependence.
Initiated task interdependence is the extent to which work
flows from one job to other jobs. Received task interde-
pendence is the extent to which a job is affected by work
from other jobs. Kiggundu (1983; see Table 17.5) found that
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TABLE 17.5 Task Interdependence

Scale Items

Initiated task 1. To what extent does your job have an impact on the
interdependence work of other people outside your work group? That

is, does your job feed into the jobs of other people?
2. To what extent do the jobs of your section or work

group depend on the performance of your job?
3. How much effect does your job have on the

performance of the rest of the jobs in your section?
4. To what extent does your job require you to provide

help or advice that other people must have to be able
to do their jobs?

5. To what extent does your job require you to provide
other people with support services that they need to
do their work?

6. What percentage of your time do you spend giving
help or advice other people need to do their work?

7. What percentage of your job activities go on to affect
other peoples’ work?

8. How many hours a day do you spend providing
support services other people need to do their jobs?

9. Other people’s work depends directly on my job.
10. Unless my job gets done, other sections cannot do

their work.
11. Unsatisfactory performance of my job would delay

the work performance of other people.
12. I provide other people with the help or advice they

need to do their work.
13. I provide other people with materials, tools, or

supplies which they need to do their work.
14. I provide other people with information they need to

do their work.
15. I provide support services which other people need

to do their work.

Received task 1. How much does your job require support services
interdependence provided by other people?

2. To what extent do you depend on other people’s work
to obtain the tools, materials, or equipment necessary
to do your job?

3. To what extent do you receive the information you
need to do your job from other people?

4. What percentage of your job activities are affected by
the work of other people?

5. Give the number of people whose work affects the
activities of your job.

6. How long would it take your job performance to be
affected by performance changes in other peoples’
work?

7. For what percentage of your job performance are
you dependent on support services provided by
other people?

8. I spend a great deal of time on contacts with other
people that help me get my work done.

9. My job cannot be done unless other sections do
their work.

10. I depend on other people’s work for information I
need to do my work.

11. I depend on other people’s work for materials, tools,
or supplies that I need to do my job.

12. My job depends on the work of many different people
for its completion.

13. Most of my job activities are affected by the work
activities of other people.

Source: Based on Kiggundu (1983).

initiated task interdependence was positively related to moti-
vational outcomes, but that received task interdependence
was unrelated to motivational outcomes.

Wong and Campion (1991) found that a measure of task
interdependence could enhance the prediction of the motiva-
tional value of jobs. They found that the motivational design
of tasks was only modestly related to the motivational design
of the jobs. Prediction was improved, however, by considera-
tion of the interdependencies among tasks. Specifically, as in-
terdependencies among tasks increased, the motivational
value of the job also increased, but only up to a point. Very
high levels of interdependence were associated with lower
ratings of the motivational design of the jobs. It may be that
extreme levels of interdependence result in narrow jobs with
limited stimulation. Similarly, Corbett et al. (1989) found that
high levels of interdependence (in terms of method unifor-
mity, workflow rigidity, synchronicity, and low levels of
slack) were negatively related to intrinsic job satisfaction.

This focus on various types of interdependence, however,
does not address other aspects of the social environment. For-
tunately, research conducted in the stress literature has empha-
sized the importance of social support (Johnson & Hall, 1988;
Karasek et al., 1998). Social support can come from coworkers
or supervisors and might serve to buffer workers from a num-
ber of negative outcomes. Some research conducted within the
social information processing framework has indirectly exam-
ined this aspect of the social environment. For example, Seers
and Graen (1984) found that the quality of leader-subordinate
relationships was related to performance and satisfaction
outcomes. Finally, the work of Hackman and Lawler (1971)
suggested that feedback from others (e.g., coworkers, leaders)
represents an important aspect of work.

Summary

Although there has been a great deal of research into the var-
ious components of work, a definitive statement about the
structure of work has yet to be made. The research reviewed
here has investigated these work dimensions in piecemeal
fashion, and factor analyses (or any other data reduction
techniques) are necessarily limited by the kinds of variables
that are measured and the variance between jobs in the
convenience samples typically used. Looking across this
body of research, however, reveals some relatively consistent
patterns.

Given the evidence discussed earlier, it appears that work
can be described in terms of three higher order factors,
which, in turn, are composed of a number of lower order fac-
tors. This is illustrated in Figure 17.1. Job complexity is com-
posed of all the traditional motivational job features, from
those identified by Hackman and Oldham (1975), to those



436 Work Design

more recently investigated by Wall and colleagues. Increases
in job control, autonomy, variety, and other features tend to
increase the complexity of work, thereby increasing the men-
tal demands required to perform the work (Campion, 1989).
The social environment appears to be another important do-
main of work, consisting of various interdependencies and
the feedback from, support of, and interaction with others
(e.g., customers, coworkers, leaders). Finally, physical de-
mands consist of the physical activities, equipment, and tech-
nology used, working conditions, and scheduling issues
associated with work.

This organizing scheme converges to a remarkable ex-
tent with the Data, People, and Things worker functions
developed by Fine (1955) and used in the Dictionary of
Occupational Titles (DOT). The data function concerns
information-processing or mental demands (ranging from
synthesizing to comparing), the people function concerns
working with others (ranging from mentoring to taking in-
structions), and the things function concerns working with
equipment or tools (ranging from setting up to handling). Job
complexity is similar to the data function, the social environ-
ment is similar to the people function, and physical demands
correspond to the things function. Although the DOT is being
replaced by the Occupational Information Network (O*NET;
Peterson et al., 2001), there is also evidence from the O*NET
for this kind of tripartite structure (Jeanneret, Borman,
Kubisiak, & Hanson, 1999; see also the chapter by Sackett
and Laczo in this volume).

Objective Characteristics Versus 
Subjective Perceptions

One question that has arisen when considering these dimen-
sions of work concerns the validity of job incumbents’ self-
reports. That is, when job incumbents provide ratings about
their jobs, do these ratings reflect objective properties of the
job, or are they fundamentally subjective perceptions that
may or may not be isomorphic with the actual job duties and
responsibilities (Shaw, 1980)? As we have seen, a variety of
factors can impact work design perceptions. Although early
work in this area suggested that employee perceptions “are
causal in affecting the reactions of employees to their work”
(Hackman & Lawler, 1971, p. 269), it has always been as-
sumed that these perceptions converge with an objective re-
ality. In fact, Hackman and Oldham (1975) suggested that
their JDS provides a measure of objective job dimensions
when completed by job incumbents. In any event, it is pre-
sumed that objective task properties are related to perceived
task properties (Taber & Taylor, 1990). This question has
been investigated in two different ways.

Convergent Validity 

The first way researchers have investigated this question is
by examining the convergence between different sources of
job information. This includes convergence between job in-
cumbent self-reports and ratings made by others (e.g., super-
visors, observers, job analysts) as well as convergence with
published job information (e.g., job analysis databases). Pre-
sumably, ratings made by individuals who are not currently
performing the job would be less subject to biases or percep-
tual distortions, and convergence with existing job analysis
databases would reflect convergence to a more objective
reality.

A large number of studies have investigated this issue
(Algera, 1983; Birnbaum et al., 1986; Brass, 1981; Brief &
Aldag, 1978; Gerhart, 1988; Gould, 1979; Griffin, 1981;
Hackman & Lawler 1971; Hackman & Oldham, 1975;
Hackman, Pearce, & Wolfe, 1978; Jenkins, Nadler, Lawler, &
Cammann, 1975; Kiggundu, 1980; Oldham, 1976; Oldham,
Hackman, & Pearce, 1976; Spector, Dwyer, & Jex, 1988;
Spector & Jex, 1991; Stone, 1975, 1976; Stone & Porter,
1975, 1978). Several have found relatively strong relation-
ships between employee and supervisory ratings. For exam-
ple, Oldham et al. found job-level correlations between
supervisors and employees up to .85. Hackman and Lawler
also found relatively high convergence between employees,
supervisors, and researchers on the job dimensions of variety
and autonomy (correlations in the .80s and .90s). Lower con-
vergence was found with respect to feedback and dealing
with others.

Others have found smaller convergence. For example,
Birnbaum et al. (1986) found moderate to low correlations
between incumbents and supervisors, ranging from .20 to
.62. Again, variety and autonomy evidenced the highest con-
vergence. Hackman and Oldham (1975) examined conver-
gence between employees and supervisors, employees and
observers, and supervisors and observers. The median corre-
lations at the job level were .51, .63, and .46, respectively. Al-
though there was moderate convergence across the sources,
some job dimensions had low or negative relationships.

Several researchers (Campion, 1989; Dunham, 1977;
Gerhart, 1988; Rousseau, 1982; Schneider et al., 1982; Taber
et al., 1985) have investigated the convergence between in-
cumbent perceptions of job characteristics and other job
information (e.g., job analysis databases, job evaluation sys-
tems). They found modest convergence among these sources,
again suggesting that incumbent self-reports are anchored in
some level of objective reality. Spector and Jex (1991) com-
pared employee perceptions to DOT-derived complexity rat-
ings, as well as ratings made by independent raters. Although
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they found moderate convergence between DOT measures
and independent raters, there was smaller convergence be-
tween employee perceptions and the other two sources of in-
formation. Spector, Fox, and Van Katwyk (1999) found very
little convergence between incumbent ratings and job analyst
or supervisor ratings. Only 4 of 10 comparisons were signifi-
cant, and the strongest correlation was .27.

In their meta-analysis of job design research, Fried and
Ferris (1987) concluded that there was moderate to good
overlap between incumbent ratings of job characteristics
and those made by others. Spector (1992) conducted a more
focused meta-analysis of 16 convergence studies, separating
studies that assessed individual-level (where the incumbent
was the unit of analysis) versus aggregate-level (where the
job was the unit of analysis) convergence. In general, conver-
gence was greater at the job level, which might be expected
given that idiosyncratic differences between incumbents
would be eliminated by aggregating. At the job level, the
mean correlation was .59, with autonomy and variety evi-
dencing the highest relationships (.71 and .74, respectively).
At the individual level, however, convergence was consid-
erably lower. The mean correlation was .22, with autonomy
and variety again evidencing the highest relationships (.30
and .46, respectively). Across both the individual and aggre-
gate levels, however, incumbents and observers generally fail
to convergence in their ratings of feedback. Given this evi-
dence, Spector (1992) suggested that a conservative lower
bound estimate of 10–20% was the amount of variance that
could be attributed to the objective job environment.

However, there are three additional points to understand
with respect to the studies that demonstrate convergence
among different sources. First, higher levels of convergence
at the aggregate level may be inflated because of aggregation
bias (James, 1982). Correlations computed at the job level
will typically be much higher than those computed at the in-
dividual level, regardless of actual levels of convergence.
This increased convergence at the job level results from in-
creased reliability, which is a function of the number of re-
spondents and the correlations between respondents and
between job variance.

Second, because convergence is indexed through correla-
tions between different sources, it reflects patterns of covari-
ance. That is, when a job incumbent rates autonomy high, so
too does his or her supervisor. Issues of covariance, however,
are independent of the absolute level of agreement across
raters. In other words, although incumbents and supervisors
may evidence distinct patterns of covariation in their ratings,
the correlation between their ratings does not index the extent
to which raters make similar mean-level ratings (Kozlowski
& Hattrup, 1992). This suggests that high convergence may

not reflect high agreement. This is an issue that is beginning to
receive research attention (Sanchez, Zamora, & Viswesvaran,
1997).

Third, a lack of convergence may be due to real changes
workers make in their jobs. Some workers may expand their
jobs so that they integrate additional task elements into their
roles (Ilgen & Hollenbeck, 1991). For example, Campion and
McClelland (1993) found that incumbents often made their
work more mechanistic. Such job crafting (Wrzesniewski &
Dutton, 2001) would attenuate the relationship between self-
reports and other-reports because workers may change their
jobs in ways known only to them.

Manipulation of Job Properties 

The other way researchers have sought to determine whether
self-reports of job characteristics reflect objective reality or
are simply subjective perceptions has been to alter or modify
aspects of work, and then look for corresponding changes in
incumbent perceptions. To the extent that job incumbents
recognize objective changes in their work, we can be confi-
dent that their perceptions are anchored in reality. It is impor-
tant to recognize, however, that such changes can provide
only an approximate estimate of the degree to which variance
in incumbent perceptions is caused by objective differences
in jobs. This is due to the fact that the manipulated job char-
acteristics in the literature tend not to be representative of the
full range of characteristics in the work environment (i.e., a
true random-effects design; Taber & Taylor, 1990). Nonethe-
less, both laboratory (Farh & Scott, 1983; Ganster, 1980;
Gardner, 1986; Griffin et al., 1987; Jackson & Zedeck, 1982;
Kilduff & Regan, 1988; Kim, 1980; O’Reilly & Caldwell,
1979; Terborg & Davis, 1982; Umstot, Bell, & Mitchell,
1976; Weiss & Shaw, 1979; S. E. White & Mitchell, 1979)
and field (Billings, Klimoski, & Breaugh, 1977; Campion &
McClelland, 1991, 1993; Champoux, 1978; Frank &
Hackman, 1975; Griffeth, 1985; Griffin, 1983; Lawler,
Hackman, & Kaufman, 1973; Luthans, Kemmerer, Paul, &
Taylor, 1987; Morgeson & Campion, 2002; Orpen, 1979)
studies have examined how changes in job properties were
perceived by incumbents.

Although many of the laboratory studies have been con-
ducted under the auspices of testing the social information
processing approach to work design, one aspect of these stud-
ies has been to manipulate task characteristics and look for
corresponding changes in perceptions. Research participants
are randomly assigned to one of two conditions, one with an
enriched task and one with an unenriched task. Without fail,
research participants identify the enriched task as higher on
motivational properties. In other research, within-subject
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designs have been employed in which the same research par-
ticipant performs both enriched and unenriched tasks (e.g.,
Griffin et al., 1987; Terborg & Davis, 1982; Umstot et al.,
1976). Again, strong differences have been found between the
task-enrichment conditions. Although there are a number of
concerns with this research (see Taber & Taylor, 1990), it does
serve to illustrate a key point: Individuals’perceptions of work
design are influenced by objective differences between tasks.

The method used in field studies has also been relatively
consistent. Typically, two groups are identified, one whose
job is redesigned and the other whose job is left alone. Sev-
eral studies have found that job incumbents perceive their
jobs as having increased in motivational job properties fol-
lowing a redesign (Griffeth, 1985; Griffin, 1983; Luthans
et al., 1987; Orpen, 1979). Billings et al. (1977) found that
those closest to the change reported differences in task vari-
ety, importance, and interdependence, but some of these
changes in perceptions actually occurred before the actual
technological change occurred. This suggests that something
else in the environment is partly responsible for task percep-
tions. Although not as uniform as the laboratory research, the
field research also suggests that incumbent perceptions are
anchored in objective features of the task.

Measurement Concerns

Common Method Variance

It has long been recognized that data collected through a
single method can lead to problems with common method
variance (Campbell & Fiske, 1959; Cook & Campbell, 1979;
Fiske, 1982). When data are collected with the same instru-
ment, there can be spurious covariation among responses. As
a result, observed correlations reflect shared method and trait
variance (Spector, 1992). Because this can inflate observed
relationships between various job dimensions and outcome
measures, work design research that relies on self-reported
survey questionnaires has been heavily criticized (Roberts &
Glick, 1981; Schwab & Cummings, 1976).

Salancik and Pfeffer (1977) suggest that consistency and
priming are the underlying causal mechanisms for common
method variance. Consistency refers to the tendency of in-
dividuals to remember and maintain consistency with prior
responses; whereas priming refers to the influence a ques-
tionnaire can have in orienting an individual’s attention to
certain responses. Thus, when responding to a job design
questionnaire, the respondent may attempt to maintain logi-
cal consistency between various items. For example, because
there is an intuitive relationship between having job autonomy
and internal work motivation, if a respondent rates autonomy

as high, he or she may also feel that internal work motivation
should be rated highly, if only to maintain consistency. Prim-
ing effects are likely to occur as well because most work de-
sign questionnaires collect information on a relatively narrow
set of motivational job features (e.g., autonomy, variety) that,
in turn, can influence or direct subsequent responding. Such
psychological processes can have a profound influence on
self-reported beliefs, attitudes, intentions, and behaviors be-
cause they can result in self-generated validity (Feldman &
Lynch, 1988; Tourangeau & Rasinski, 1988).

There has been a good deal of debate as to the magnitude
of common method variance effects in organizational re-
search. Some have downplayed its influence (Fried & Ferris,
1987; Spector, 1987), whereas others have been very critical
(Buckley, Cote, & Comstock, 1990; Mitchell, 1985; Roberts
& Glick, 1981). For example, in examining previous studies,
Buckley et al. (1990) estimated mean variance due to com-
mon method variance at more than 21%, with a range of 3.6
to 56.3%.

Two studies provide more direct evidence concerning the
extent of common method variance in work design research.
The first is a meta-analysis conducted by Crampton and
Wagner (1994). They investigated the degree to which self-
report methods have produced percept-percept inflation in or-
ganizational behavior research. One of the broad categories
they investigated was termed job scope and included most of
the job characteristics typically assessed in work design re-
search (e.g., autonomy, variety, task identity, and so on). They
found statistically significant levels of inflation in relation-
ships between self-reported job scope and job satisfaction.

The second study was conducted by Glick, Jenkins, and
Gupta (1986). They used structural equation modeling to in-
vestigate the relative influence of job characteristics and
method effects on outcome measures. They found that the im-
pact of method effects depended on the outcome measure they
were trying to predict. For example, job characteristics ac-
counted for two-thirds of the variance in job satisfaction when
method effects are not removed, but the predicted variance
dropped to 2% when method effects are removed. A similar,
although not as great, decrease was observed for challenge
satisfaction (from 77% to 15%). The ability of job character-
istics to predict effort, on the other hand, actually increased
when method effects were removed (from 19% to 20%). This
suggests that common method variance is more likely to bias
affective outcomes than behavioral outcomes.

In total, this evidence suggests that common method
variance is a problem in work design research. Because of
this, a variety of strategies have been used to avoid it. For ex-
ample, researchers have (a) varied survey-question order (e.g.,
Campion, 1988; Spector & Michaels, 1983); (b) collected
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data from multiple sources (e.g., supervisors and incumbents;
Algera,1983;Campion&McClelland,1991;Glicketal.,1986;
Johns, 1978; Oldham et al., 1976); (c) used separate subsam-
ples per job (Campion, 1988); (d) collected data longitudinally
(Campion & McClelland, 1993); and (e) used archival mea-
sures (e.g., objective productivity; Griffin, 1983). It would be
good scientific practice to engage in some of these strategies to
avoid the problems associated with common method variance.

Levels of Analysis

A final measurement concern in the work design literature
concerns level of analysis issues. Although work design the-
orizing has typically occurred at the job level, the majority of
empirical tests have occurred at the individual level. Thus, in
many instances, the level of measurement and the level of
theory are different. By itself, this is not necessarily a prob-
lem. Differences in level of measurement and level of theory
are common, and choosing a level for empirical testing
should be guided by one’s theoretical model (Klein,
Dansereau, & Hall, 1994; Morgeson & Hofmann, 1999). In-
dividuals could be considered informants about their jobs and
therefore the best judge of a job’s properties.

When data are analyzed at the individual level, however,
one is dealing with the perceptions of incumbents, and it is
unclear how much these perceptions agree with the percep-
tions of other incumbents in the same job (the convergence
research reviewed previously did not examine within-job
convergence). Although some degree of variability would be
expected, work design theories rely on the assumption that
there is a high level of agreement among incumbents. There
is reason to believe there is a lack of convergence in a large
amount of work design research.

For example, much empirical work design research has
been conducted with a single job title. Given that incumbents
are performing the same job, one would expect there to be lit-
tle variability in reports about various job characteristics. If
there is no variance in job characteristics, then it is statisti-
cally impossible for these characteristics to be significantly
related to any other variable. However, this research typically
finds significant relationships with a host of measures, in-
cluding satisfaction and motivation. This suggests that there
is variance within a job and that this within-job variability is
responsible for many significant results. Because this is in-
consistent with work design theory, caution should be exer-
cised in interpreting findings based on a single job. 

It is likely there are both job-level and individual-level
influences on work design outcomes. For example, workers
will perceive the amount of autonomy designed into the job
itself similarly, but some workers are also likely to be given

greater discretion depending on their relationships with their
supervisors. Thus, the amount of autonomy reported by an in-
cumbent will be a function of both individual- and job-level
factors. Existing work design theory, however, does not
clearly identify individual versus job-level sources of varia-
tion in job design.

Another level of analysis issue concerns when data should
be aggregated from the individual to the job level. First, the-
orizing should refer to the job, not the individual. Most work
design theory does refer to the job (or team) level. Second,
the measures should reference the job, not the individual
(Morgeson & Hofmann, 1999). This will indicate that ratings
should be made about the job, not individual reactions to the
job. Third, empirical support for aggregation to the job level
should always be provided. This would include the calcula-
tion of interrater reliability via the intraclass correlation
(Bartko, 1976) as well as an examination of interrater agree-
ment (James, Demaree, & Wolf, 1984). If the rwg statistic is
used (James et al., 1984), a normal or negatively skewed dis-
tribution should be assumed, not a rectangular distribution.

MEDIATING MECHANISMS IN WORK DESIGN

A key conceptual question in work design concerns the un-
derlying psychological mechanisms through which work de-
sign influences affective and behavioral outcomes. Because
the bulk of the research in I/O psychology has focused on
motivationally oriented work design, our discussion will
focus primarily on motivational models and the psychologi-
cal mechanisms presumed to underlie their effects. The
reader should be aware, however, that other job design mod-
els postulate different underlying mechanisms (e.g., the per-
ceptual model of job design has its impact because it reduces
information-processing demands).

Hackman and Lawler (1971) suggested that jobs must
(a) allow workers to feel responsible for a meaningful and
identifiable part of the work, (b) provide outcomes that are in-
trinsically meaningful, and (c) provide feedback about perfor-
mance success. Hackman and Oldham (1976, pp. 256–257)
labeled these critical psychological states and suggested they
mediate between characteristics of the work and outcomes.
Thus, changes in work design influence affective and behav-
ioral outcomes because they alter these critical psychological
states. Unfortunately, there has been mixed support for the
intervening role played by the psychological states (Fried &
Ferris, 1987; Johns, Xie, & Fang, 1992; Oldham, 1996). This
had led some to suggest that the Hackman and Oldham (1976)
model is “too simple and tightly linked to capture a rather com-
plex phenomenon” (Oldham, 1996, p. 41).
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Recent work in the area of psychological empowerment
(Conger & Kanungo, 1988; Spreitzer, 1995; Thomas &
Velthouse, 1990), however, may provide a more parsimo-
nious description of the motivational benefits of enlarged
work. These researchers suggest that empowerment is an ac-
tive motivational state characterized by four distinct cogni-
tions: (a) meaning, (b) competence, (c) self-determination,
and (d) impact (Spreitzer, 1995). The motivational work
characteristics highlighted earlier would seem to be logically
related to the experience of empowerment (Gagne, Senecal,
& Koestner, 1997; Kraimer, Seibert, & Liden, 1999).

This was recently examined by Liden, Wayne, and
Sparrowe (2000) in a study that assessed the extent to which
empowerment mediated the relationship between motiva-
tional job characteristics, leadership, and quality of coworker
relationships and work outcomes. Although not solely testing
work design factors, Liden et al. (2000) found that some of
the empowerment dimensions partially mediated the rela-
tionship between work design and satisfaction, commitment,
and job performance.

There are, however, potential discriminant validity prob-
lems with the notion that work design increases psychologi-
cal empowerment. This is due to the fact that at least one
popular measure of empowerment utilizes the job character-
istic of autonomy as an indicator of empowerment (Spreitzer,
1995). Thus, at some level it is unclear the extent to which
motivational features of work (e.g., autonomy) are separable
from the psychological experience of work.

All of the preceding formulations have relied on motiva-
tional explanations for how work design impacts affective
and behavioral outcomes. In other words, they suggest that
work design enhances work satisfaction and job performance
by encouraging greater effort. Wall and Jackson (1995), how-
ever, offer a knowledge-based explanation. They suggest that
changes in work design may improve organizational out-
comes because increases in such things as autonomy not only
tap into the existing knowledge of the workforce but also
allow further learning on the job. In essence, there are logisti-
cal advantages associated with greater job control. If workers
have the knowledge and authority to deal with problems as
they arise, they are likely to be able to respond more quickly
to the problem. In addition, greater job control promotes
workers’ understanding of the work system, thereby enhanc-
ing learning. If they learn more about the system, they are bet-
ter able to anticipate and avoid problems (Wall et al., 1992).
Similarly, autonomy can facilitate learning and development,
and this increased knowledge can have beneficial effects on
job performance (Parker, Wall, & Jackson, 1997).

Such a knowledge-based explanation is given further sup-
port in the research of Campion and McClelland (1993). They

distinguished between task enlargement and knowledge en-
largement and examined the effects of both on a variety of out-
comes. Task enlargement involved adding requirements for
doing other tasks on the same product, whereas knowledge
enlargement involved adding requirements to the job for un-
derstanding procedures or rules relating to different products.
They found that simply increasing the tasks resulted in a
variety of negative outcomes over time (e.g., more mental
overload, lower job efficiency). Increasing the knowledge
component of the work, however, resulted primarily in bene-
fits over time (e.g., satisfaction, less mental overload, better
customer service). This converges with research that suggests
that mental demands account for the effects of motivational job
design (Campion, 1988; Campion & Thayer, 1985). This work
thus offers initial evidence that knowledge-based explanations
may be able to extend our understanding of the mechanisms
that mediate between work design and outcomes.

OUTCOMES OF WORK DESIGN

Three distinct bodies of research have considered the out-
comes of work design. The first includes correlations with
psychological, behavioral, human resource, and role defini-
tion outcomes. The second involves experimental and quasi-
experimental research that examines how actual changes to
jobs impact outcomes. The third involves how individual dif-
ferences moderate the relationships found in cross-sectional
studies.

Psychological and Behavioral Outcomes

Two meta-analytic reviews summarized the job design re-
search conducted prior to the mid-1980s. Fried and Ferris’s
(1987) meta-analysis was based on correlational data for be-
tween 3 and 22 samples (depending on dependent measure).
They corrected for sampling error, predictor and criterion un-
reliability, and range restriction. They reported the 90% cred-
ibility value (CV), which is the estimated true validity above
which 90% of all values in the distribution lie. They found
that the five job characteristics outlined by Hackman and
Oldham (1975) demonstrated moderate to strong relation-
ships with psychological outcomes. For example, job feed-
back demonstrated the strongest relationship with overall job
satisfaction (90% CV � .43), autonomy demonstrated the
strongest relationship with growth satisfaction (90% CV �

.71), and skill variety demonstrated the strongest relationship
with internal work motivation (90% CV � .52). In another
meta-analytic study, Loher et al. (1985) found similar results,
estimating that the true correlation between each of the five
job characteristics and job satisfaction to be .39.
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Weaker relationships were found between job charac-
teristics and behavioral measures. For example, task identity
demonstrated the strongest relationship with job performance
(90% CV � .13; eight samples) and autonomy demonstrated
the strongest relationship with absenteeism (90% CV � �.29;
three samples). These results, however, are based on a small
number of studies.

Rentsch and Steel (1998) examined how job characteris-
tics relate to absence over an almost 6-year period. In general,
they found that skill variety, task identity, and autonomy were
negatively related to both absence frequency and amount of
lost time, with correlations in the low �.20 range. Liden et al.
(2000) found no significant bivariate relationship between a
summary measure of four of Hackman and Oldham’s (1975)
job characteristics and job performance (r � .08). They did,
however, find a significant relationship between a modified
version of the autonomy scale (relabeled self-determination)
and job performance (r � .16). The form and magnitude of
these relationships are consistent with the meta-analytic find-
ings of Fried and Ferris (1987), suggesting generally small
relationships between motivational job characteristics and
behavioral outcomes.

Other Outcomes

Other research has examined outcomes of work design that ex-
tend beyond traditional attitudinal and behavioral measures.
Campion (1988, 1989; Campion & Berger, 1990) has focused
on the range of different outcomes from each work design
model (i.e., mechanistic, motivational, perceptual, and biolog-
ical). What is different about this research is that it not only
identifies benefits associated with the work design approach, it
also identifies the costs. In essence, the costs represent the loss
of benefits that would have been attained if an alternative
model had been chosen. For example, designing work accord-
ing to the mechanistic model typically yields efficiency gains,
easier staffing, and reduced training demands, yet tends to
decrease satisfaction and motivation. Designing work accord-
ing to the motivational model tends to increase satisfaction, in-
trinsic motivation, and retention, yet also increases training
costs, the likelihood of errors, and work stress. Designing work
according to the perceptual model tends to reduce errors, acci-
dents, and mental overload, but it often creates boring and
monotonous work. Finally, designing work according to the
biological model tends to increase physical comfort and
reduce physical stress and fatigue, but implementing this de-
sign often requires modifying equipment that has financial
costs and may lead to inactivity on the job.

Finally, Parker (1998; Parker et al., 1997) has examined
how role definitions are affected by work design, finding that

enhanced autonomy not only increased employee ownership
for problems, but employees also recognized a wider range of
skills and knowledge as important for their roles. Parker out-
lined the concept of role breadth self-efficacy, which is the
extent to which individuals feel confident that they are able to
carry out broader and more proactive roles. She found that
job enrichment increased role breadth self-efficacy. It was
suggested that this occurred because increased control over
the work environment motivates workers to try out and mas-
ter new tasks. Success then increases self-efficacy.

Work Redesign Interventions

A large amount of work design research has been cross-
sectional in nature. This is problematic because it severely
limits the kinds of causal conclusions one can reach. Coupled
with the fact that much of the cross-sectional research is
plagued with common method bias, research on work re-
design interventions offers the opportunity to determine how
actual changes to jobs impact worker outcomes. As such,
work redesign research allows us to have a more veridical
understanding of the work design phenomena discussed
throughout this chapter.

Many studies suggest that when interventions are guided
by motivational approaches, job satisfaction increases. Posi-
tive results have been found for a variety of different jobs, in-
cluding telephone service representatives, keypunchers,
clerks, and operators (Ford, 1969); insurance keypunchers
(Hackman, Oldham, Janson, & Purdy, 1975); government
clerks (Graen, Scandura, & Graen, 1986; Orpen, 1979); uni-
versity receptionists (Griffeth, 1985); garment manufactur-
ers (Coch & French, 1948); telephone installers, connectors,
and engineers (Ford, 1969); product inspectors (Mather &
Overbagh, 1971); technicians, salespersons, engineers, and
supervisors (Paul, Robertson, & Herzberg, 1968); clinical re-
search information systems workers (Morgeson & Campion,
2002); machine shop workers (Griffin, 1983); insurance pa-
perwork processors (Campion & McClelland, 1991, 1993);
and blue-collar petrochemical workers (Ondrack & Evans,
1987). These positive results, however, should be tempered
by other research that has been less than supportive (Bishop &
Hill, 1971; Frank & Hackman, 1975; Griffin, 1991; Lawler
et al., 1973; Locke, Sirota, & Wolfson, 1976; Luthans et al.,
1987).

Other change efforts not guided by the motivational ap-
proach have also been studied. These changes have typically
occurred when new technology, operating procedures, or
work locations are implemented. As one might imagine,
these types of changes have had a number of different effects
on employee outcomes. For example, Billings et al. (1977)
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examined the implications of a change from batch to mass
production in the dietary department of a hospital. Although
decreases in satisfaction and attendance were expected be-
cause of negative changes to work characteristics, none were
found. Hackman et al. (1978) investigated the installation of
office automation. They found that when motivational job
characteristics were increased, internal work motivation (i.e.,
positive internal feelings when performing effectively) and
satisfaction increased. When motivational job characteristics
were decreased, internal work motivation and satisfaction
decreased.

In the Oldham and Brass (1979) study mentioned earlier,
although there were no objective changes to the work, percep-
tions of job characteristics changed and satisfaction and moti-
vation decreased. Wall, Clegg, Davies, Kemp, and Mueller
(1987) studied the shift from manual to automated assembly.
They found little evidence that increased automation results in
deskilling of work. Wall, Corbett, Martin, Clegg, and Jackson
(1990) examined the impact of increased operator control.
They found that increased control resulted in reduced levels
of downtime, particularly for high-variance technologies.
Increases in job satisfaction and reductions in job pressure
were also observed. Finally, Morgeson and Campion (2002)
conducted a longitudinal quasi-experiment in which jobs
were differentially changed in terms of their motivational
and mechanistic properties. They found that satisfaction, effi-
ciency, training requirements, and work simplicity could be
differentially affected, depending on the changes made to
the jobs.

Individual Differences in Work Design

Individuals differ in terms of the attitudes and beliefs they
hold, what they value, and how they respond to their envi-
ronment. Research has investigated how these individual dif-
ferences may influence responses to work design.

Early Research

Turner and Lawrence (1965) initiated research into individ-
ual differences. They found evidence that urban versus rural
background moderated the relationship between job charac-
teristics and satisfaction, with those from rural backgrounds
responding more positively to enriched work. At about the
same time, other researchers (Blood & Hulin, 1967; Hulin &
Blood, 1968) investigated alienation from middle-class
norms and found limited evidence for the moderator among
blue-collar respondents. Others also found significant moder-
ating effects for job involvement (Ruh, White, & Wood,
1975) and need for achievement (Steers, 1975). Additional

research on such things as community size (Shepard, 1970)
and Protestant work ethic (Stone, 1975, 1976), however,
found little to no evidence (J. K. White, 1978).

Growth Need Strength

The most commonly studied moderator of the work design–
work outcome relationship is growth need strength (GNS),
which is the preference or need individuals have for stimulat-
ing and challenging work. The basic premise is that motiva-
tion and satisfaction will result from a fit between the task
characteristics and the needs of the employees, such that the
relationship between motivating job design and job satisfac-
tion will be strongest for high GNS individuals, although the
validity of such need-based explanations has been questioned
(Salancik & Pfeffer, 1977).

Meta-analytic studies have summarized this research and
have reached optimistic conclusions about the moderating role
of GNS. For example, Fried and Ferris (1987) suggested that
GNS moderated the relationship between motivational job
design and job performance, although they found that only five
studies had actually examined this relationship.After conduct-
ing a meta-analysis of 28 studies, Loher et al. (1985) concluded
that GNS was useful as a moderating variable of the job
design–job satisfaction relationship. Unfortunately, this con-
clusion was based on comparing correlations for high- and
low-GNS workers. As we have come to understand, com-
paring subgroup correlations is analytically inferior to more
sophisticated regression techniques (Stone & Hollenbeck,
1984).

More recent research, however, has reached less opti-
mistic conclusions. Using a large sample of jobs and respon-
dents (876 jobs, 6,405 total respondents), Tiegs, Tetrick, and
Fried (1992) comprehensively tested the moderating influ-
ence of GNS and context satisfaction. They found virtually
no support for any moderating effect. Similarly, Rentsch and
Steel (1998) found no moderating effect of competence or
need for achievement, suggesting that growth needs do not
act as moderators.

Other Individual Differences

Campion (1988) investigated whether preferences for work
designed from each of four different job design models would
moderate responses to jobs designed from those models, but
found only limited support. Another possibility is that em-
ployee ability levels influence reactions to job redesign ef-
forts. If the cognitive ability required by the job is beyond that
which the individuals possess, they may react less positively
to the change. For example, Schneider et al. (1982) and
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Dunham (1977) found significant relationships between mo-
tivational characteristics of jobs and various ability require-
ments. From the multidisciplinary perspective, Campion
(1989) found that motivational job design has a positive rela-
tionship with a wide range of mental ability requirements and
that jobs designed from a mechanistic or a perceptual per-
spective were negatively related to mental ability require-
ments. Although it remains an important research question,
there is a dearth of research specifically investigating the
moderating role of employee abilities (Fried & Ferris, 1987).

Other researchers have hypothesized that the quality of in-
terpersonal relationships at work may moderate the impact of
job design on job attitudes, arguing that when workers enjoy
satisfying relationships on the job it minimizes the detrimen-
tal impact of negative job design. For example, Fretz and
Leong (1982) had results that were generally in the predicted
direction but most relationships were not significant. In addi-
tion, Oldham (1976) studied the moderating role of supervi-
sory and coworker satisfaction on the relationship between
job design and intrinsic motivation. Although he concluded
there were significant moderating effects, this was based on
analyses of the top and bottom third of employees and a non-
statistical comparison of subgroup correlations. Other studies
have also found mixed (Abdel-Halim, 1979; Johns et al.,
1992; Oldham et al., 1976) or negative results, leaving the
role of interpersonal context as a moderator in question.

Finally, recent research has examined whether negative
affectivity (the stable tendency to experience negative emo-
tions) and positive affectivity (the stable tendency to experi-
ence positive emotions) are related to incumbent perceptions
of job characteristics. This research has been prompted by
suggestions that negative affectivity may seriously bias self-
report measures (Brief, Burke, George, Robinson, & Webster,
1988; Burke, Brief, & George, 1993). In directly testing the
impact of negative and positive affectivity on job characteris-
tics ratings, both Munz, Huelsman, Konold, and McKinney
(1996) and Spector et al. (1999) found little evidence that
negative affect had any impact on ratings.

Summary

The weight of the evidence suggests that there may be some
individual differences in how motivational work design re-
lates to outcomes. The meaningfulness of these differences,
however, is questionable for three reasons. First, much of the
early work design research that found evidence for modera-
tion employed inappropriate analytic techniques. Subgroup
analyses were commonly conducted in which samples were
divided into the top and bottom thirds on the measure of in-
terest (e.g., GNS). Correlations between job design measures

and outcomes for each group were then compared and differ-
ences in the magnitude of these correlations were offered as
evidence for moderation. It is doubtful that more rigorous
analytic techniques (i.e., moderated multiple regression)
would yield the same conclusions.

Second, in most instances in which jobs are being designed
for multiple employees, it is best to design jobs in accordance
with the average or typical employee. If jobs are tailored to
the individual preferences of each current incumbent, the jobs
may not be well suited to the future incumbents who might
possess different preferences. Furthermore, redesigning the
job for each new employee is impractical, and predicting
the preferences of future employees is likely to become more
difficult with changes in labor market demographics.

Third, the relationships between the job design models
and their outcomes tend to be positive for all employees, even
if they differ in magnitude between employees. For example,
although some employees may respond more positively to
the motivational approach than others, the relationship is
rarely negative. That is, typically all employees respond pos-
itively to motivating work, but some respond more positively
than others (J. W. White, 1978). Research on GNS is a good
illustration. Even those employees low in GNS showed small
increases in job satisfaction in response to motivating job
characteristics (Loher et al., 1985). In addition, there is evi-
dence that people generally prefer work that is designed to be
motivating. Campion and McClelland (1991) found that indi-
viduals generally preferred jobs designed from the motiva-
tional perspective and not the perceptual perspective (i.e., job
design that seeks to reduce the information-processing re-
quirements of work), but were ambivalent about jobs de-
signed from the mechanistic or biological perspectives.

AN INTEGRATED WORK DESIGN FRAMEWORK

As this chapter has illustrated, a wide range of issues have
been investigated in work design. Although the results have
been informative, there exists no overall framework integrat-
ing this research. Figure 17.1 provides an integrative frame-
work that summarizes the issues that have been investigated
in the literature. It is not a formal model in the sense that it
provides testable hypotheses. Instead, it is a heuristic device
that quickly and economically conveys the major work de-
sign factors that have been investigated.

Contextual Influences

Contextual influences define the leftmost side of the model.
These include the range of social factors identified in the
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testing of social information processing theory, such as
coworker job satisfaction and job complexity, as well as leader
behavior. Although these social influences have commonly
been viewed as biasing factors in the perception of work char-
acteristics, they may instead represent important inputs into
the social environment of work.

Structural influences such as organizational structure, tech-
nology, and the physical environment are the other main types
of contextual influence. These factors have been much less
widely studied, but they are likely to serve as important bound-
ary conditions for the design of work. For example, the range
of possible work design choices will be limited by the formal-
ization and centralization of the organization or the primary
technology that is used. These structural influences do not dic-
tate the design of work—they just place important limits on it.

Characteristics of Work

The characteristics of work constitute the next major element
in the model. The bulk of the evidence from the research con-
ducted in the work design literature and elsewhere suggests
that work can be divided into three major components: (a) job
complexity, (b) social environment, and (c) physical demands.
The job complexity dimension reflects the range of motiva-
tional job characteristics commonly investigated (e.g., variety,
autonomy), as well as more recently discussed characteristics
of mental demands, types of job control, specialization, and
work responsibility. In essence, increases in these work fea-
tures tend to make work more complex to perform, thereby in-
creasing the mental demands place on the worker.

The social environment dimension has received less re-
search attention than job complexity, but recent research on
job and task interdependence has begun to address this gap.
More work is clearly needed into other features of the social
environment, such as how feedback from others and social
support relate to important work design outcomes. The phys-
ical demands dimension has been all but ignored in contem-
porary work design research. This is unfortunate, because
such things as physical activity, working conditions, the tech-
nology used, and ergonomic design have been shown to have
important relationships to worker outcomes. Clearly, more
research is needed to integrate physical demands into work
design research.

Mediating Mechanisms

There is considerable evidence that the aforementioned char-
acteristics of work are directly related to outcome measures.
There is at least some reason to believe, however, that several
factors mediate between work characteristics and outcomes.

The critical psychological states outlined by Hackman and
Oldham (1975) has received only limited support as a mediat-
ing mechanism. Psychological empowerment has been for-
warded as another possible mediating mechanism, and appears
to offer a more parsimonious account of the motivational ben-
efits of enriched work.

Knowledge-based explanations for the benefits of en-
riched work have only recently been forwarded, but they pro-
vide a compelling alternative perspective. It may be that
positive outcomes (particularly behavioral outcomes) are
simply due to increased knowledge of the organizational sys-
tem and the ability to anticipate and respond to problems
more quickly. Although not discussed in the literature, two
other knowledge-level mechanisms become apparent. First,
jobs might be designed or redesigned to better take advantage
of the skills possessed by employees. Second, work complex-
ity is directly related to the information-processing demands
of the work. It may be that positive relationships between
work characteristics and behavioral outcomes are due to their
shared relationship with mental ability.

Outcomes

A host of psychological, behavioral, human resource, and
role-definition outcomes has been investigated in the work
design literature. Such psychological outcomes as job satis-
faction and internal work motivation have been very heavily
researched, whereas mental overload and underload have re-
ceived less research attention. Relatively few of the behav-
ioral outcomes have been studied, and only absenteeism has
been found to be a consistent work design outcome. It seems
clear that work design has some fairly predictable human re-
source outcomes, with skill requirements, training demands,
and compensation levels all being related to different forms
of work design.

ADDITIONAL ISSUES IN WORK DESIGN
THEORY AND PRACTICE

Although a great deal of work design research has been con-
ducted over the past 40 years, many issues still remain unre-
solved and other issues have only recently emerged. In this
section we consider some of the remaining challenges to
work design theory and practice.

The Changing Nature of Work

The dramatic technological changes and competitive pres-
sures organizations experienced in the 1980s and 1990s have
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prompted many to discus how the nature of work in organi-
zations has changed (Howard, 1995). Although proclama-
tions about the death of the job are likely premature, the trend
toward increased autonomy and the implementation of team-
based structures clearly has implications for work design. As
decision-making responsibility is pushed to lower levels in
the organization, job complexity will increase, with a con-
comitant increase in skill requirements for workers.

Increases in autonomy are likely to be related to increased
job crafting. The freedom to make decisions about what tasks
are performed and in what sequence will enable workers to
define their jobs idiosyncratically (Wrzesniewski & Dutton,
2001). If a worker defines his or her job differently, however,
understanding the factors that predict how the job will be
redefined then become a key issue. For example, when will
a worker expand his or her role beyond the formal job re-
quirements? This is an important area for future work design
research.

Increased skill requirements also highlight the importance
of two new areas of work design. First, the importance of
knowledge level as the mediating mechanism between work
design and outcomes becomes more salient. The heightened
production responsibility in autonomous settings suggests
that performance gains will occur only if workers are able to
increase and exercise their knowledge of the work process.
Such decision control can also help buffer negative stress re-
actions. Second, the expansion of worker role definitions and
the efficacy workers have in their capacity for expanding
their roles is critical for success in autonomous settings.

Another important change in the nature of work is a shift
away from manufacturing-based organizations, where goods
are produced using physical labor, to knowledge-based
organizations, where services are provided. Although the
work design literature has extensively studied manufactur-
ing and entry-level work, very little research has examined
knowledge-based work of higher level employees. This is a
serious omission, because the importance of the factors out-
lined in Figure 17.1 are likely to be different for different
types of work.

Tensions in Work Design

When work is designed or redesigned, there are inherent ten-
sions between different work design approaches. For exam-
ple, changes aimed at increasing the satisfying aspects of
work often make it less efficient. Similarly, changes aimed at
making work more efficient generally make it less satisfying
and motivating (Campion, 1988; Campion & Thayer, 1985).
Until recently, it was thought that these kinds of trade-offs
were impossible to resolve (Campion & McClelland, 1993).

Recent research suggests that it may be possible to eliminate
(or at least minimize) these trade-offs (Edwards et al., 2000;
Morgeson & Campion, in press).

As noted in the discussion of work redesign, most re-
design efforts could be classified as either attempting to in-
crease the motivational properties of work, or altering the
technical or physical environment (typically to make work
more efficient). Morgeson and Campion (2002) conducted a
longitudinal quasi-experiment that sought to increase both
satisfaction and efficiency in jobs at a pharmaceutical com-
pany. They found that when jobs were designed to increase
only satisfaction or only efficiency, the common trade-offs
were present (e.g., increased or decreased satisfaction, train-
ing requirements). When jobs were designed to increase both
satisfaction and efficiency, however, these trade-offs were
reduced.

Morgeson and Campion (2002) suggested that a work de-
sign process that explicitly considers both motivational and
mechanistic aspects of work is key to avoiding the trade-offs.
Edwards et al. (2000) provide another possible explanation.
They found that the negative relationship typically found be-
tween motivational and mechanistic design is almost entirely
due to a negative relationship between skill demands and task
simplicity. Thus, as task simplicity increases, skill usage de-
creases, leading to the common trade-offs between motiva-
tional and mechanistic design. However, they also found that
task simplicity and specialization, two key components of a
mechanistic approach, were negatively related. This suggests
that different aspects of mechanistic approaches are not neces-
sarily consistent with one another. For example, task special-
ization may actually require high levels of certain skills. Thus,
it may be possible to avoid the common trade-offs by increas-
ing task specialization because it makes work more efficient
while at the same time increasing skill utilization (which
makes work more motivating).

CONCLUSION

As this review has indicated, a large amount of research has
been conducted under the auspices of work design. Yet the
majority of the research has centered on the model developed
by Hackman and Oldham (1975, 1976). This has had a curi-
ously narrowing effect. Some topics have been investigated
in great detail (e.g., the five-factor structure of the JDS),
whereas other topics have been all but neglected (e.g., non-
motivational explanations for the effect of work design). This
chapter has sought to highlight some of these less researched
areas and to develop a model to include the range of topics
that have been investigated.
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Here we summarize a range of issues needing additional
research attention. This list is summarized in Table 17.6.
Research is needed in each phase of the work design process
highlighted in Figure 17.1. For example, more research is
needed to understand the structural influences on work de-
sign. This would seem to be all the more important given the
increased emphasis on the strategic implications of human
resource management. A more diverse set of work character-
istics also need to be investigated. Job complexity measures
are well established; more work is needed with respect to
the social environment and physical demands. In terms of
mediating mechanisms, more sophisticated explanations are
needed beyond that offered by motivational models. The
knowledge-level explanation is a good start that requires
additional research. This approach may also profit from a
linkage to the extensive literature on ability-based job perfor-
mance explanations.

Much more research is needed on the bottom-line out-
comes that organizations value (e.g., productivity, quality im-
provements, safety, customer service). This evidence has
been lacking, and one possible reason has been the relatively
weak correlational designs typically employed. More rigor-
ous longitudinal work redesign research is needed to demon-
strate that changes to work can produce changes in outcomes.
These redesign interventions should also attempt to achieve
multiple goals, such as improving the motivational and
mechanistic properties of work. Although some work has
shown that this can be done, additional research is needed to
determine whether the work design trade-offs noted earlier

can be entirely avoided. Research is also needed into the
process through which jobs are redesigned. If changes are
going to be made to jobs, how exactly should they be made? 

We need a better understanding of the relationship be-
tween objective work design and perceptions of work design.
Job analysis has been troubled by the lack of a true score
(Morgeson & Campion, 2000). Is there a true score for jobs
on work design measures? Also, work design is naturally
aligned with job analysis. Tighter linkages between the two
are important because work design factors are critically im-
portant to many human resource outcomes.

A wider range of moderators of the work design–
outcomes relationship should be investigated. Research into
GNS has not yielded much support. Other important indi-
vidual differences could include ability and personality. Re-
search should investigate whether existing work design
models apply to newer job configurations, such as telecom-
muting, virtual organizations, and composite careers. What
are the implications of these new forms of work organiza-
tion for work design? Finally, we need a better understand-
ing of the link between job and team design. How can an
organization designed around jobs be redesigned around
teams?
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Stress in organizations is a widespread phenomenon with
far-reaching practical and economic consequences. A report
published by the National Institute for Occupational Safety
and Health (1999) in the United States summarized findings
from various surveys on organizational stress and found
that between 26 and 40% of all surveyed workers experi-
enced their work as very stressful. Similarly, 28% of the
workers in the European Union reported that their work
causes stress (Levi & Lunde-Jensen, 1996). In Japan, the
percentage is even higher than either of these (Harnois &
Gabriel, 2000).

Experiencing organizational stress is related to health
problems and their associated costs. A study based on more
than 46,000 U.S. employees showed that health care costs
were 46% higher for workers who experienced high levels of
stress (Goetzel et al., 1998). Moreover, organizational stress
is assumed to be related to increased absenteeism. For exam-
ple, estimates from the U.S. and England suggest that about
the half of all lost days within organizations are related to
workplace stress (Cooper, Liukkonen, & Cartwright, 1996;

Elkin & Rosch, 1990). Absenteeism costs organizations
billions of dollars per year (Cox, Griffiths, & Rial-Gonzáles,
2000). In the long run, stress might lead to disabilities. Data
from the Netherlands show that 30% of all cases of disability
pensions are due to stress-related disorders (Van der Hek &
Plomp, 1997), and similar findings exist for other countries.
Moreover, mortality rates were found to be related to occupa-
tional groups—that is, to work-specific stressors (Fletcher,
1991).

Because of this practical relevance of workplace stress,
there is an enormous and still ongoing research activity
within the field of organizational stress (Beehr, 1995). Find-
ings from past research have been summarized in previous
review chapters and journal articles (Beehr & Newman,
1978; Danna & Griffin, 1999; Ganster & Schaubroeck,
1991; Kahn & Byosiere, 1992; McGrath, 1976; Sullivan &
Bhagat, 1992). Many researchers criticized organizational
stress studies for methodological weaknesses (Frese & Zapf,
1988; Kasl, 1978). Their main concerns referred to the fol-
lowing issues: The overwhelming majority of the empirical
studies are cross-sectional in nature and do not allow infer-
ences on causality. In many studies the independent and de-
pendent measures share common method variance and
overlap in content. Most studies focus on bivariate, linear

We are grateful to Paul Spector and Doris Fay for their helpful
comments and suggestions on an earlier version of this chapter.
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relationships and neglect possible moderator and nonlinear
effects.

Nevertheless, over the years researchers witnessed meth-
odological improvements in organizational stress studies
(Beehr, 1998; Kahn & Byosiere, 1992), particularly during
the past 10 years; the improvements include (a) a better
operationalization of basic concepts that allow a better test
of theoretical models (e.g., Edwards & Harrison, 1993; Wall,
Jackson, Mullarkey, & Parker, 1996); (b) an increasing num-
ber of studies that use objective measures of stressors
(Greiner, Ragland, Krause, Syme, & Fisher, 1997; Melamed,
Ben-Avi, Luz, & Green, 1995); (c) a steady increase in lon-
gitudinal studies, with many of them using a structural equa-
tion modeling approach for data analysis (e.g., Bakker,
Schaufeli, Sixma, Bosveld, & van Dierendonck, 2000; Dor-
mann & Zapf, 1999; Schonfeld, 1992); (d) exploration of
curvilinear effects (e.g., de Jonge & Schaufeli, 1998; Dol-
lard, Winefield, Winefield, & de Jonge, 2000; Warr, 1990);
and (e) use of innovative approaches such as multilevel de-
signs (e.g., Jex & Bliese, 1999) and growth curve models
(e.g., Barnett & Brennan, 1997; Garst, Frese, & Molenaar,
2000).

This chapter reviews research on stress in organizations
and its practical implications. It aims at an extension of previ-
ous reviews by focusing more strongly on methodologically
sound—although not perfect—studies. This gives us the op-
portunity to examine more deeply the processes and conse-
quences associated with organizational stress. Specifically, we
address the question of whether methodologically improved
studies contribute to a better understanding of organizational
stress. Most of the more recent review chapters and articles
have exclusively looked at health and well-being conse-
quences of organizational stress (Danna & Griffin, 1999;
Ganster & Schaubroeck, 1991; Kahn & Byosiere, 1992). We
broaden the view by including performance and other organi-
zational behavior issues (e.g., organizational commitment and
absenteeism).

In the first section of this chapter, we describe the stress
concept and give an overview of stressors and stress reac-
tions. In the second section, we present theories of organiza-
tional stress. The third section is devoted to empirical
findings in organizational stress research. We describe the
empirical evidence of main and moderator effects on the re-
lationship between stressors and individual health and well-
being. We summarize research findings on the relationship
between stress and performance. In addition, we refer to the
effects of stress on other aspects of organizational behavior.
In the fourth section, we describe stress management inter-
ventions. In conclusion, we suggest a few research questions
for the future.

THE STRESS CONCEPT

Overview of Conceptualizations of Stress

On the most general level, one can differentiate between four
stress concepts: (a) the stimulus concept, (b) the response
concept, (c) the transactional concept, and (d) the discrep-
ancy concept. The stimulus concept focuses on situational
conditions or events. Within this conceptualization, certain
stimuli are stressful—for example, high time pressure, inter-
personal conflict at work, or accidents. However, the stimu-
lus concept is problematic because not all individuals react in
a uniform manner to the same stressor. Nearly every situa-
tional condition or every event may evoke strain in some in-
dividuals. Although the stimulus conceptualization leads to
conceptual problems, many researchers agree that there are
subsets of stimuli that evoke strain in most individuals (Brief
& George, 1995; Kahn & Byosiere, 1992).

The reaction concept focuses on physiological reactions
as the crucial constituent of stress—that is, stress exists if an
individual shows a specific reaction pattern regardless of sit-
uational characteristics (Selye, 1956). However, this concep-
tualization also has its shortcomings. It does not take into
account that very different situations can result in the same
physiological responses and that an individual’s coping ef-
forts may have an effect on that individual’s reactions, thus
altering the stress response. 

Another class of concepts refers both to the situation and to
the person when defining stress. The transactional concept
brought forward by Lazarus (1966) assumes that stress results
from a transaction between the individual and the environment,
including the individual’s perceptions, expectations, interpre-
tations, and coping responses. In terms of operationalization
and measuring stress in empirical studies, this concept has not
yet fully developed its potential. Often, proponents of the trans-
actional concept actually rely in their research practice exclu-
sively on verbal responses or physiological measures of strain
as indicators of stress. By doing so, they implicitly apply the re-
action concept. The discrepancy concept describes stress as an
incongruity between an individual’s desires and the environ-
ment (Edwards, 1992); in operationalizing such a discrepancy,
however, researchers face great difficulties.

Thus, stress is a broad term that conveys a variety of
meanings. To avoid ambiguity, we refer to stressors and
stress reactions or strain throughout this chapter. We use the
terms strains and stress reactions synonymously.

Stressors

Stressors are conditions and events that evoke strain (Kahn &
Byosiere, 1992). Stressors can be single events such as critical
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life events or traumatic experiences, and they can also be
chronic problems that continue over a longer period of time.
The latter often are microstressors, so-called daily hassles
(Kanner, Coyne, Schaefer, & Lazarus, 1981)—for example,
daily difficulties with finishing one’s work in time or daily
problems in dealing with difficult clients.

Stressors can be grouped into the categories physical stres-
sors, task-related job stressors, role stressors, social stressors,
work-schedule-related stressors, career-related stressors,
traumatic events, and stressful change processes (Table 18.1).

Physical stressors refer to aversive physical working con-
ditions, including noise, dirt, heat, vibrations, chemical, or
toxic substances. They also include poor ergonomic condi-
tions at the workplace and accidents. Physical stressors have
psychological effects (Seeber & Iregren, 1992). Task-related
job stressors appear while the employee is doing a task; these
stressors include high time pressure and work overload, high
complexity at work, monotonous work, and disruptions (e.g.,
caused by an unexpected computer shutdown). Role stres-
sors fall into role ambiguity and role conflict. Social stres-
sors express themselves in poor social interactions with
direct supervisors, coworkers, and others. These stressors in-
clude interpersonal conflicts at the workplace, (sexual) ha-
rassment, and mobbing or bullying (Zapf, Knorz, & Kulla,
1996). Additionally, having to deal with extremely difficult
customers can also be conceptualized as social stressor.
Work-schedule-related stressors stem from working time
arrangements. The most prominent and well-researched
stressors in this category are night and shift work. Addi-
tionally, long working hours and overtime belong to this
category (Sparks, Cooper, Fried, & Shirom, 1997). Career-
related stressors include job insecurity and poor career op-
portunities. Traumatic stressors are single events such as the
exposure to disasters, major accidents, or extremely danger-
ous activities. Soldiers, police personnel, and firefighters are
assumed to be particularly prone to the exposure of traumatic
stressors (Corneil, Beaton, Murphy, Johnson, & Pike, 1999).
Organizational change can also be regarded as a stressor.
Examples include mergers, downsizing, or the implementa-
tion of new technologies. They are stressful because they

may result in other stressors such as job insecurity, overtime,
and conflicts.

These categories make sense intuitively but largely lack an
explicit theoretical foundation. There are only a few theoreti-
cally derived taxonomies of stressors. These taxonomies
cover parts of potential stressors. Probably the most prominent
taxonomy is the delineation of role stressors from role theory
(Katz & Kahn, 1978). Role stressors comprise role overload,
role conflict, and role ambiguity. Role overload occurs when
individuals have to do too much or too complicated work, role
conflict refers to situations with conflicting role expectations,
and role ambiguity refers to situations with unclear role
expectations. Many studies have been conducted on this suc-
cessful model. Jackson and Schuler (1985) and Tubbs and
Collins (2000) meta-analyzed findings from these studies
and showed clear relationships between role stressors and
impaired well-being.

Semmer (1984) and Leitner, Volpert, Greiner, Weber, and
Hennes (1987) proposed a taxonomy of stressors based on ac-
tion theory (cf. Frese & Zapf, 1994; Hacker, 1998). This tax-
onomy clusters stressors on the basis of how they disturb the
regulation of goal-oriented action. Specifically, this taxonomy
differentiates between regulation obstacles, regulation uncer-
tainty, and overtaxing regulations. Regulation obstacles such
as interruptions or organizational constraints make action reg-
ulation more difficult—if not impossible. Regulation uncer-
tainty refers to uncertainties about how to reach the goal and
includes stressors such as lack of appropriate feedback, role
conflicts, and role ambiguity. In the case of overtaxing regula-
tion, the speed and intensity of the regulation is the major
problem. Typical examples are time pressure and requirement
to concentrate. This taxonomy has been successfully used in
some studies (e.g., Frese, 1985; Greiner et al., 1997; Leitner,
1993).

There is a long and ongoing debate on objective versus
subjective approaches to the study of work stress (Frese &
Zapf, 1988; Frese & Zapf, 1999; Kasl, 1998; Perrewé &
Zellars, 1999; Schaubroeck, 1999). Often, subjective ap-
proaches have been linked to the use of self-report measures,
whereas measures not using self-report were labeled objec-
tive. However, the distinction between objective and subjec-
tive approaches is not such a simple one. Frese and Zapf
(1988) suggested another distinction: Objective approaches
focus on events, processes, and workplace characteristics that
are not related to the job holder’s perceptions and that exist
regardless of the individual’s cognitive and emotional reac-
tions. Subjective approaches in contrast refer to events,
processes, and workplace characteristics as perceived and ap-
praised by the job holder. This debate is particularly impor-
tant with respect to practical implications: It makes sense to

TABLE 18.1 Overview of Stressors in
Organizational Life

Physical stressors
Task-related job stressors
Role stressors
Social stressors
Work-schedule-related stressors
Career-related stressors
Traumatic events
Stressful change processes
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redesign jobs when strains can be attributed to objective
stressors and not only to appraisal processes.

Stress Reactions

Stress in organizations affects both the individual and the
organization (e.g., increased turnover rates). Individuals can
be affected at the physiological, affective, and behavioral
level, and in their leisure time and family life. Stressors affect
individuals and organizations within different time frames;
stress reactions can occur immediately (short-term reactions)
or may take longer time to develop (long-term reactions).
Table 18.2 gives an overview of stress reactions.

With respect to physiological responses, stress has an effect
on the cardiac system. For example, individuals in so-called
high-strain jobs (i.e., job with high demands and low job con-
trol, cf. Karasek, 1979) show blood pressure higher than that
of individuals in other types of jobs (Schwartz, Pickering, &
Landsbergis, 1996). Furthermore, the heart rate increases in
stress situations (Frankenhaeuser & Johansson, 1976). More-
over, experiencing a stressful work situation is associated with
increased levels of cholesterol and other metabolic and hemo-
static risk factors for cardiovascular disease (Vrijkotte, van
Doornen, & de Geus, 1999).

The cardiac system is partly affected by hormones. Stress
affects the excretion of hormones such as catecholamines
and corticosteroids (e.g., cortisol). With respect to cate-
cholamines, it is well documented that the excretion of epi-
nephrine (adrenaline) and norepinephrine (noradrenaline)
increases as stress increases (Aronsson & Rissler, 1998;
Frankenhaueser, 1979; Frankenhaeuser & Johansson, 1976).
The excretion of catecholamines seems to increase most when
stressful working conditions are combined with inflexible
working arrangements (Johansson, Aronsson, & Lindström,

1978; Melin, Lundberg, Soederlund, & Granqvist, 1999).With
increasing work demands, the excretion of cortisol increases
(Aronsson & Rissler, 1998). This increase in cortisol is most
prominent when stress becomes chronic (Schulz, Kirschbaum,
Prüssner, & Hellhammer, 1998). These physiological reac-
tions—particularly the excretion of catecholamines and ef-
fects on the cardiac system—help in mobilizing additional
effort for completing work assignments and upholding perfor-
mance (Lundberg & Frankenhaeuser, 1978). However, when
experienced repeatedly and over a longer period of time, these
physiological reactions may contribute to the development of
illnesses, including coronary heart diseases.

Stress also has an effect on the immune functioning
(Herbert & Sheldon, 1993). Experiencing high levels of
stress is detrimental to an individual’s immune system. Al-
though the exact underlying processes are still unclear, stress
is associated with an increased risk of physical illnesses in
the long run. Individuals experiencing high work stress are
more likely to develop cardiovascular problems (Schnall,
Landsbergis, & Baker, 1994) or musculoskeletal diseases
(Bongers, de Winter, Kompier, & Hildebrandt, 1993). The
experience of stress is associated with affective reactions. In
the short term, mood disturbances can occur (Zohar, 1999).
Such affective reactions seem to result mainly from specific
aversive events and stressful achievement settings (Pekrun &
Frese, 1992; Weiss & Cropanzano, 1996). In the long run,
well-being and mental health can suffer. Evidence from longi-
tudinal studies suggests that stressful work situations are asso-
ciated with an increased level of depressive symptoms
(Schonfeld, 1992), psychosomatic complaints (Frese, 1985;
Parkes, Menham, & Rabenau, 1994) and other distress symp-
toms (Leitner, 1993). Burnout is another long-term stress
reaction. It is characterized by emotional exhaustion, deper-
sonalization (cynicism), and reduced personal accomplish-
ment (Maslach & Jackson, 1981). Burnout has been largely
studied in human service and educational occupations, but
there is increasing evidence that often members of other occu-
pational groups also react with burnout symptoms to stressful
work situations (Maslach, Schaufeli, & Leiter, 2001).

Stressors can also have negative effects on the behavioral
level. For example, in stressful situations attention is nar-
rowed and working memory capacity is reduced. Moreover,
reduced performance accuracy can be observed (Searle,
Bright, & Bochner, 1999). When confronted with a stressor,
individuals often increase their effort (Hockey, 1997). As a
consequence, overall performance does not necessarily suffer
from stressful situations (Tafalla & Evans, 1997). Moreover,
it has been observed that stressors in the work situation are
related to violence such as sabotage, interpersonal aggres-
sion, and hostility (Chen & Spector, 1992).

TABLE 18.2 Overview of Stress Reactions

Short-Term Reactions Long-Term Reactions

Experienced by the individual
Physical Physiological reactions Physical illness
Affective Disturbed mood Poor well-being
Behavioral Cognitive reactions and mental health

Increased effort problems
Performance decreasea

Accidents

Experienced by larger organizational units
Interpersonal conflicts Increased turnover

Absence rates
Experienced outside work

Slow unwinding Poor well-being
Spillover of disturbed in other life

mood to private life domains
Physical illness

aPerformance decrease was mainly found in laboratory but not in field studies.
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reference value comprises the individual’s desires, values, or
goals. The comparator compares the input function with the
reference value. The output function refers to behavior that is
activated when a discrepancy between the input function and
the reference value is detected.

Edwards (1992) defines stress as “a discrepancy between an
employee’s perceived state and desired state, provided that the
presense of this discrepancy is considered important by
the employee” (p. 245). Thus, stress occurs when the com-
parison between an individual’s perception and his or her
desire results in a discrepancy. The perception is assumed to be
influenced by the physical and social environment, personal
characteristics of the individual, the individual’s cognitive
construction of reality, and social information. The discrep-
ancy between perception and desires (i.e., stress), affects two
outcomes: the individual’s well-being and his or her coping ef-
forts. Additionally, reciprocal effects between well-being and
coping are assumed. Moreover, coping may have an effect on
the person and the situation, the individual’s desires, and the
duration of the stressful situation and the importance attached
to it. The effects of the discrepancy on well-being and coping
efforts are moderated by additional factors such as the impor-
tance of the discrepancy and its duration.

Although there is empirical research on isolated aspects of
the cybernetic model (e.g., on the effects of discrepancies be-
tween perceptions and desires on well-being (cf. Edwards,
1991), to our knowledge, no study on organizational stress has
yet examined the cybernetic framework as a whole. One reason
is that it is difficult to examine the crucial assumptions of this
model in one single study. Such a study must include separate
measures of perceptions, desires, importance, duration, well-
being, and coping. The greatest challenge will be to design
nonconfounded measures of individual perception, objective
characteristics of the environment, the individual’s cognitive
construction of reality, and social information processes.

Theoretical Models on the Relationship Between
Stressful Situations and Strains

These models specify the configuration of workplace factors
that are associated with strains—that is, stress reactions.
Major models include the person-environment fit theory
(Harrison, 1978), job demand-job control model (Karasek,
1979), the vitamin model (Warr, 1987) and the effort-reward
imbalance model (Siegrist, 1996).

Person-Environment Fit Theory

Person-environment (P-E) fit theory assumes that stress oc-
curs because of an incongruity between the individual and the

environment (for an overview, cf. Edwards, 1998; Harrison,
1978). Thus, it is neither the person nor the situation alone
that causes stress experiences and strains. There are two types
of incongruity between an individual and the environment.
The first type refers to the fit between the demands of the en-
vironment and the abilities and competencies of the persons.
The second type refers to the fit between the needs of the
person and supplies from the environment.

At the conceptual level, P-E fit theory differentiates
between the objective and the subjective person as well as
between the objective and the subjective environment
(Harrison, 1978). Objective person and objective environ-
ment refer to the individual needs, abilities, and competen-
cies and to environmental supplies and demands as they
actually exist—that is, independent of the person’s percep-
tions. Subjective person and subjective environment refer to
the individual’s perceptions. Therefore, fit can refer to the
congruence between (a) objective environment and objective
person, (b) subjective environment and subjective person,
(c) subjective and objective environment (i.e., contact with
reality) and (d) subjective and objective person (i.e., accuracy
of self-assessment).

The theory argues that the objective person and environ-
ment affect the subjective person and environment and that
incongruity between the subjective environment and the sub-
jective person produces strain. Strain increases as demands
exceed abilities and as needs exceed supplies. When abilities
exceed demands, strain may increase, decrease, or remain
stable. Similarly, when supplies exceed needs, strain may in-
crease, decrease, or remain stable. The exact picture of the re-
lationships depends of the content and importance of the
dimension in question.

In a classic study, French, Caplan, and Harrison (1982) ex-
plicitly tested P-E fit theory. Indeed, P-E misfit was associated
with psychological, physical, and biological strains. Subse-
quent studies on P-E fit resulted in similar findings and iden-
tified a needs-supplies incongruity as the strongest predictor
of strain (Edwards, 1991). However, many of these studies
have been criticized for methodological shortcomings, partic-
ularly the operationalization of P-E fit as a difference score
(Edwards, 1995). More recent studies—most of them pub-
lished after 1990—overcame these problems by examining
three-dimensional relationships of the person and environ-
ment with strain measures. These studies partially confirmed
the basic assumption of P-E fit theory—that is, that strain in-
creases as fit between the person and his or her work environ-
ment decreases (Edwards, 1996; Edwards & Harrison, 1993).
These studies also pointed to complex patterns including
curvilinear relationships; taken together, the studies do pro-
vide some empirical support for the P-E fit model. However,



Theories on Organizational Stress 459

longitudinal studies are still missing. Therefore, a final con-
clusion about this model would be premature.

Job Demand-Job Control Model

The job demand-job control model differentiates between two
basic dimensions of work place factors—namely, job demands
and job decision latitude (Karasek, 1979). Job demands are the
workload demands put on the individual. Job decision latitude
refers to the employee’s decision authority and his or her skill
discretion. Karasek combined the two dimensions of job de-
mands and job decision latitude in a two-by-two matrix of jobs:
jobs low on demands and low on decision latitude (passive
jobs), jobs low on demands and high on decision latitude (low-
strain jobs), jobs high on demands and low on decision latitude
(high-strain jobs) and jobs high on demands and high on
decision latitude (active jobs).

With respect to stress reactions, Karasek (1979) states that
the combination of high demands and low decision latitude in
the high-strain jobs is most detrimental for people’s health
and well-being. The combination of high demands and high
decision latitude in the active jobs, however, are assumed to
produce little harm for the individual. Stated differently, the
model basically assumes that high decision latitude attenu-
ates the negative effects of high demands.

During the past two decades, the job demand-job control
model stimulated a large amount of empirical research. There
is substantial (although not unequivocal) support for the
model. We discuss findings from this research in more detail
later in this chapter. A theoretical critique is given by Kasl
(1996).

Vitamin Model

Warr (1987) proposed a vitamin model to specify the relation-
ships between stressors and employee health and well-being.
The vitamin model claims nonlinear relationships develop
between work characteristics and individual outcomes. Draw-
ing an analogy to the effects of vitamins on the human body,
Warr assumes that there are two types of work characteristics.
First, some features of the work situation have a constant effect
on the individual—that is, they have an effect that increases up
to a certain point, but then any added increase of the level of this
work characteristic does not have any further effects (neither
beneficial nor detrimental effects). Warr likens these effects to
characteristics to vitamin C. Examples are salary, safety, and
task significance. For example, people need the vitamin of
salary up to a certain point. Therefore, people’s well-being in-
creases with having more income; at a certain level, however,
any additional salary increase will not have any further increase

of people’s well-being. Second, other work features have a
curvilinear relationship between the level of this work charac-
teristic and well-being. Warr likens these to the vitamin D,
which is positive to a certain dose, but then every further in-
crease has a negative effect. Examples of these work features
are job autonomy, social support, and skill utilization. For ex-
ample, a low degree of job autonomy is detrimental to well-
being. Therefore, up to a certain level, job autonomy increases
well-being. If job autonomy is further increased, job autonomy
becomes negative because people are overwhelmed with the
responsibilities that job autonomy implies.

In terms of stress, this model implies that a specific amount
of job autonomy, job demands, social support, skill utilization,
skill variety, and task feedback is beneficial for the individual,
but a very high level of these job characteristics creates a
stressful situation. In contrast, high levels of salary, safety, and
task significance do not show this detrimental effect.

Empirical studies on the vitamin model are still rare, and
support for the curvilinear relationships between workplace
factors and strain variables is mixed. Some studies did not find
any significant curvilinear relationship (e.g., Parkes, 1991),
whereas others gave support to the vitamin model (e.g., de
Jonge & Schaufeli, 1998; Warr, 1990). Warr found curvilinear
relationships between job demands and several strain mea-
sures such as job-related anxiety, job-related depression,
and low job satisfaction; a curvilinear relationship was also
found between autonomy and job satisfaction. De Jonge and
Schaufeli (1998) found evidence for curvilinear relationships
between job demands, job autonomy, and social support on
the one hand and employee well-being on the other hand.

Effort-Reward Imbalance Model

A variant of a P-E fit model is Siegrist’s (1996) effort-reward
imbalance model. Basically, the effort-reward imbalance
model assumes that a lack of reciprocity between costs and re-
wards are experienced as stressful and result in strains. More
specifically, the model states that the degree to which an indi-
vidual’s efforts at work are rewarded or not is crucial for that
person’s health and well-being. Effort may be the response to
both extrinsic and intrinsic demands. Extrinsic demands refer
to obligations and demands inherent in the situation. Intrinsic
demands result from a high need for control or approval.
Rewards comprise money, esteem, and status control, such as
job stability, status consistency, and career advancement. In
essence, the model assumes that situations in which high
efforts do not correspond to high rewards result in emotional
distress situations—particularly high autonomic arousal.

A number of studies showed that a combination of high
effort and low reward predicted self-reported health
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complaints, cardiovascular risk factors, and manifestations of
coronary heart disease (Bosma, Peter, Siegrist, & Marmot,
1998; de Jonge, Bosma, Peter, & Siegrist, 2000; Peter, Geissler,
& Siegrist, 1998; for a summary cf. Siegrist, 1998). Most inter-
esting is that a longitudinal study with blue-collar workers
showed that experiencing an effort-reward imbalance was as-
sociated with 6.15 times the risk of developing coronary heart
disease 6.5 years later (Siegrist, Peter, Junge, Cremer, & Seidel,
1990; cf. also the similar results by Bosma et al., 1998).

Comparison of Models

Unfortunately, there are few empirical studies that directly
compare different models; this is unfortunate because only a
direct comparison can tell which theories are superior. More-
over, modern analysis methods—like structural equation
analysis—allow and encourage such comparisons. For ex-
ample, Elsass and Veiga (1997) tested the job demand-job
control model and the P-E fit model with the same sample.
Their data supported the P-E fit model, but not the job
demand-job control model. Similarly, de Jonge et al. (2000)
compared the job demand-job control model and the effort-
reward imbalance model. These authors also reported better
fit indexes for the effort-reward imbalance model than for
the job demand-job control model. This might suggest that
the P-E fit and the effort-reward imbalance models are supe-
rior to the job demand-job control model in explaining em-
ployee well-being. In the future, more such analyses are
needed.

EMPIRICAL EVIDENCE

Main Effects of Stressful Situations on Individual
Well-Being and Health

There is consistent evidence that perceived stressors at work
are related to indicators of poor health and well-being (for
meta-analyses, cf. Jackson & Schuler, 1985; Lee & Ashforth,
1996). However, most of these studies are cross-sectional in
nature and based on same-source self-report measures. Many
researchers criticized these predominant features of organi-
zational stress research (Frese & Zapf, 1988; Kasl, 1978;
Zapf, Dormann, & Frese, 1996). Cross-sectional designs
allow no inference about causality, empirical relationships
between stressors and strains might be due to third variables
such as social class or negative affectivity, and strains may
affect stressors—for example, in the sense of the drift hy-
pothesis. A drift hypothesis implies that individuals with
poor health are unable to retain favorable working conditions

in the long run, whereas healthier individuals are promoted
into better—that is, less stressful—jobs (Frese, 1985). Health
and well-being might also affect the perception of stressors
because individuals with poor health overestimate the stress-
fulness of their jobs (Zapf, 1989). Additionally, same-source
measures often used in organizational stress research share
common method variance and therefore may result in an
overestimation of true relationships.

Evidence From Studies With Objective Measures
of Stressors

To examine whether the relationship between stressors and
strains can be primarily explained by the use of self-report
measures and the associated methodological problems, stud-
ies are needed in which stressors are assessed by non-self-
report measures. There is an increasing number of such
studies. In some of these studies, researchers inferred objec-
tive stressors from occupational titles and similar information.
Analyses revealed significant relationships between stressful
jobs and poor health and well-being. For example, Tsutsumi,
Theorell, Hallqvist, Reuterwall, and de Faire (1999) reported
increased odd ratios of plasma fibrinogen concentrations—a
physiological indicator assumed to be associated with coro-
nary heart disease—in study participants working in highly
demanding jobs.

Other researchers assessed objective stressors by means of
observations. These studies also showed association between
objective stressors and impaired health and well-being. For ex-
ample, Frese (1985) found correlations of r � .18 and r � .19
between observer ratings of psychological stressors and psy-
chosomatic complaints. Melamed et al. (1995) measured mo-
notony with observational ratings and found that short-cycle
and medium–cycle repetitive work was significantly associ-
ated with psychological distress, particularly in women.
Greiner et al. (1997) reported increased odd ratios of psycho-
somatic complaints in observed high-stress jobs.

In summary, these findings show that stressors at work are
related to poor health and well-being—even when objective
measures of stressors are used. Often the correlations be-
tween objective stressor measures and strains are smaller in
size than are the correlations between self-report measures of
stressors and strains (cf. Frese, 1985), but they do not break
down completely; this suggests that common method
variance inflates the relationships between self-reported
stressors and self-reported strains, but it does not fully ex-
plain the empirical relationship between organizational stres-
sors and strains. For methodological reasons, the correlations
found between objective stressors and self-reported strains
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present the lower boundary of the stressor-illness relation-
ships (Frese, 1993).

Evidence From Longitudinal Studies

To arrive at a clearer picture about the causal processes be-
tween stressors and strains, longitudinal studies are needed.
Although they do not solve all the methodological prob-
lems (Zapf, Dormann, et al., 1996), they at least allow re-
searchers to rule out some of the alternative interpretations.
Table 18.3 gives an overview over longitudinal studies
published between 1981 and 2000 that meet the following
criteria: (a) data collection on work-related stressors and
strains and (b) control for initial level of strains in the
analyses.

Table 18.3 shows the number of time lags, the time interval
between the various measurement points, sample size, type of
stressors assessed, type of strains assessed, results with re-
spect to lagged effects, concurrent effects, reverse effects (i.e.,
effects of strains on stressors), and nonsignificant findings.
Most of the studies assessed data at two measurement points.
Time lags ranged between 1 month and 180 months, with
most studies using time lags of 12 months or less. A wide
range of stressors were assessed, including workload, social
stressors, and job insecurity. Also strain measured covered a
large variety of indicators, including physiological measures,
distress symptoms, depression, psychosomatic complaints,
and physical illnesses. Most researchers analyzed their data
with variants of cross-lagged panel correlations (CLPC), mul-
tiple regression analyses, or structural equation approaches
(e.g., LISREL).

We discuss the study findings separately for concurrent,
lagged, and reverse effects. Concurrent effects refer to syn-
chronous effects of stressors (Time 2) on strain (Time 2) with
controlling for strain (Time 1). Lagged effects imply effects
of stressors (Time 1) on strain (Time 2) when controlling for
strain (Time 1). Reverse effects refer to effects of strains
(Time 1) on stressors (Time 2) with controlling for stressors
(Time 1; drift hypothesis).

Most studies that examined concurrent effects focused on
psychological strains (exceptions: Howard, Cunningham, &
Rechniter, 1986; Spector, Chen, & O’Connell, 2000, which
looked at physiological strain). About half of the studies
found concurrent effects of all measured stressors on strains.
The other half of the studies found support for relationships
between some combinations of stressors and strains. Stressors
with concurrent effects on strains included workload, role
conflicts, and role ambiguity. Strains affected were depressive
symptoms, burnout, and fatigue spillover into leisure time.

There was no systematic pattern of stressor-strain relation-
ships for which concurrent effects were found.

Studies that addressed lagged effects of stressful work situ-
ations examined both psychological and physical strain symp-
toms. Psychological symptoms included strains such as
distress, anxiety, depressive symptoms, and exhaustion. Physi-
cal symptoms included mainly (psycho)somatic health com-
plaints, cardiovascular disease, and other illnesses. Lagged
effects of stressors on psychological strain symptoms appeared
in more than half of the studies, at least for some of the stressors
or strains tested. Significant effects were more often found
when stressors such as high demands and high workload were
examined (as opposed to social stressors), when the time lag
was relatively short (not longer than 12 months), and when no
concurrent effects were tested simultaneously.

There is rather strong evidence that stressors at work have
a lagged effect on physical strain symptoms, particularly (psy-
cho)somatic health complaints (Carayon, 1993; Frese, 1985;
Leitner, 1993; Parkes et al., 1994; for an exception, cf. Mauno
& Kinnunen, 1999). Stressors have lagged effects on cardio-
vascular disease, particularly in men (Hibbard & Pope, 1993;
Karasek, Baker, Marxner, Ahlbom, & Theorell, 1981). How-
ever, stressors seems to have none or only a minor lagged
effect on other illnesses such as cancer (Hibbard & Pope,
1993). Taken together, these longitudinal studies suggest that
there are lagged effects of stressors on strains, particularly if
the time lag between two measurement points does not exceed
12 months.

Most of the studies tested either concurrent or lagged ef-
fects. The majority of these studies found evidence for an
effect of stressors on strains, at least for some of the stressor
or strain indicators. There are only a few studies that ana-
lyzed both lagged and concurrent effects within the same data
set (Glickman, Tanaka, & Chan, 1991; Kohn & Schooler,
1982; Moyle, 1998; Roy & Steptoe, 1994; Schonfeld, 1992;
Wolpin, Burke, & Greenglass, 1991). All these studies found
concurrent effects (at least for some of the indicators). How-
ever, half of the studies failed to find lagged effects when
concurrent effects were present. Only Wolpin et al. (1991),
Schonfeld (1992), and Moyle (1998) reported lagged effects
in the presence of concurrent effects. These findings indicate
that individuals develop distress reactions to stressful situa-
tions rather quickly; this implies that having experienced
stressful work situations in the past may have little effect on
one’s psychological well-being unless the stressful situation
continues into the present. We assume, however, that the
situation is different for physical symptoms. More studies on
physical indicators are needed that examine concurrent and
lagged effects simultaneously.
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A growing number of studies have tested reverse effect.
These studies addressed the question of whether strains lead
to an increase in stressors as suggested in the drift hypothesis
(cf. Zapf, Dormannn, et al., 1996). In 9 out of 12 studies, no
such reverse effects were found (Carayon, 1993; Frese, 1985;
Garst et al., 2000; Leitner, 1993; Mauno & Kinnunen, 1999;
Moyle, 1998; Roy & Steptoe, 1994; Schonfeld, 1992; Zapf &
Frese, 1991). Three studies reported reverse effects for (some
of the) strain symptoms on (some of the) stressors (Bakker
et al., 2000; Glickman et al., 1991; Kohn & Schooler, 1982). It
is interesting to note that in most of the studies that found such
reverse effects, both types of effects were present—effects of
stressors on strains and effects of strains on stressors. This
suggests that—at least for some individuals—experiencing
organizational stress may be linked to a negative spiral: Stres-
sors increase strain, which in turn increases stressors. Moyle
(1998) and Garst et al. (2000), however, found an effect oppo-
site to the drift hypotheses (a sort of refuge model). People with
high strain eventually received workplaces that had fewer
demands and stressors.

In summary, there is good and increasing evidence that
stressors at work have a causal effect on health and well-
being. The support for concurrent effects is stronger than for
lagged effects, at least for psychological strains. Consistent
lagged effects were mainly found for physical strain symp-
toms. This implies that an individual’s present work situation
seems to be more relevant for developing psychological dis-
turbances, whereas an individual’s past work situation may
also have long-term effects on his or her physical health and
well-being. Clearly more research is needed that examines
concurrent versus lagged effects more systematically. More-
over, more attention should be paid to the time intervals at
which data are gathered (cf. Dormann & Zapf, 1999). Differ-
ential effects of different stressors and different models of
stressor-strain relationships should be examined (Frese &
Zapf, 1988; Garst et al., 2000).

The Role of Resources

Stressors do not necessarily have a negative effect on the in-
dividual. The degree to which a stressful work situation af-
fects the individual might be contingent on the availability of
resources. Hobfoll (1998) defines resources as “objects, con-
ditions, personal characteristics, and energies that are either
themselves valued for survival, directly or indirectly, or that
serve as a means of achieving these ends” (p. 54). With re-
spect to organizational stress, resources refer to conditions
within the work situation and to individual characteristics
that can be used to attain goals. Both with respect to the ad-
vancement of stress theory and practical implications, it is

highly relevant to establish whether these resources buffer
(i.e., moderate) the effects of stressors on strains.

Resources at work most often studied were control at
work and social support. Individual resources are coping
styles, locus of control, self-efficacy, and competence. Addi-
tionally, we shall briefly refer to other factors such as Type A
behavior pattern, hardiness, and sense of coherence.

Control at Work

Control at work refers to an individual’s opportunity to influ-
ence one’s activities in relation to a higher-order goal (Frese,
1989). P. R. Jackson, Wall, Martin, and Davids (1993) differ-
entiated between control over timing and methods to do the
work. Many studies addressed the question of whether high
control at work buffers the negative effects of a stressful work
situation on an individual’s health and well-being. Most of
these studies have been conducted within the framework
of Karasek’s (1979) job demand-job control model.

Epidemiological studies on cardiovascular diseases an as
outcome variable tended to confirm the major assumptions of
Karasek’s model (for reviews, cf. Kristensen, 1995; Schnall
et al., 1994; Theorell & Karasek, 1996). Individuals in high-
strain jobs often suffered from cardiovascular illnesses.
Moreover, in about half of the studies, high-strain jobs were
associated with cardiovascular risk factors such as high blood
pressure and smoking (Schnall et al., 1994).

With respect to other outcomes including psychological
well-being and mental health, the findings are less conclu-
sive. Several reasons for these inconsistent findings can be
mentioned. First, there are many studies that did not explic-
itly test the interaction effect but that compared high
demands-low control subgroups (i.e., high-strain jobs) with
high demands-high control subgroups (i.e., active jobs). This
comparison often revealed significant differences in health
and well-being between high-strain jobs and active jobs
(e.g., Eriksen & Ursin, 1999; Landsbergis, 1988). Theorell
and Karasek (1996) have recently suggested that this proce-
dure be used in general (for a critique, cf. Kasl, 1996).

In a qualitative review of empirical studies on the job
demand-job control model published between 1979 and 1997,
Van der Doef and Maes (1999) examined whether individuals
in high-strain jobs experience poorer psychological well-
being than do individuals in other jobs. Their review revealed
that in 28 of the 41 studies with general psychological well-
being as dependent variable, individuals in high-strain jobs
indeed showed the lowest well-being scores. For job-related
well-being such as job satisfaction, burnout, and job-related
mood as dependent variables, a similar picture emerged.
Strictly speaking, such a comparison between high-strain jobs
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and other jobs examines the main effects of job demands and
job control—not the hypothesized interaction effect. When
testing the interaction effect with the more appropriate mod-
erated regression analysis, the job demand-job control model
was supported less frequently. Some researchers reported
support for the model (Fox, Dwyer, & Ganster, 1993; Sargent
& Terry, 1998), whereas others did not (Landsbergis, 1988;
Schaubroeck & Fink, 1998).

In the aforementioned review by Van der Doef and Maes
(1999), 8 of 31 studies showed (partial) evidence for the inter-
action effect. An additional seven studies confirmed the inter-
action effect for subgroups of individuals, dependent on their
personality, type of organization, and hierarchical position. A
more recent study found support for the postulated interaction
effect when using a multilevel analysis approach (VanYperen
& Snijders, 2000). It is noteworthy that significant interaction
effects were also found in longitudinal studies (Parkes et al.,
1994; Sargent & Terry, 1998).

A second reason for failing to find the postulated interac-
tion effect between demands and control may lie in the oper-
ationalization of the core variables. For example, Wall et al.
(1996) argued that Karasek’s (1979) measure of decision
latitude (used in many studies) is a conglomerate of many as-
pects of control such as decision over working methods,
decision over scheduling of one’s tasks, aspects of skill use,
and task variety. Probably only proper job control attenuates
the negative effects of high demands, whereas skill use and
task variety do not. Wall et al. (1996) tested this assumption
explicitly and found the hypothesized interaction effect for a
relatively narrow job control measure but not for the broader
decision latitude measure (for similar findings, cf. De Croon,
Van der Beek, Blonk, & Frings-Dresen, 2000; Sargent &
Terry, 1998).

A third reason for the inconsistent findings on the job
demand-job control model lies in the effects of additional vari-
ables such as social support or self-efficacy. For example,
Johnson and Hall (1988) incorporated social support into the
model. This extended demand-control-support model showed
social support to buffer the negative effects of the combination
of high demands and low control. Stated differently, the detri-
mental effects of a high-strain job unfolded only when social
support was low but not when social support was high. Thus, a
three-way interaction was found.

Van der Doef and Maes (1999) suggested that field studies
that tested the hypothesized three-way interaction—and that
controlled for main effects and two-way interactions—
resulted in inconclusive findings. For example, Parkes et al.
(1994) reported support for the demand-control-support
model. Most studies found no evidence for a three-way inter-
action between demands, control, and support (Dollard et al.,
2000; Furda et al., 1994; Melamed, Kushnir, & Meir, 1991; for

a summary, cf. Van der Doef & Maes, 1999). Some authors
even reported findings that cast doubt on the predictions of the
demands-control-support model (Landsbergis, Schnall, Deitz,
Friedman, & Pckering, 1992; Schaubroeck & Fink, 1998).
Recent research suggests even more complex interactions and
stresses the importance of coping (Daniels, 1999).

Fourth, Warr (1987) and Frese (1989) have argued that at
work it should be very difficult to find interaction effects of
stressors and control: Control implies that people can do some-
thing about the stressors. If people are bothered by stressors,
they reduce the stressors; but they can only reduce stressors
if they have control. If stressors continue to exist, it may be be-
cause they are noncontrollable by definition. Because non-
controllability and stressors are intertwined, it is difficult to
show an interaction effect. It should be much easier to find an
interaction effect if people are confronted with a new situation,
such as in an experiment.

Fifth, experimental research tends to support the job
demand-job control model. In such experiments, interaction
effects of perceived demands and perceived control on
dependent measures such as anxiety, task satisfaction, and
subjective task performance were found (Jimmieson & Terry,
1997; Perrewé & Ganster, 1989), although there is also dis-
confirming evidence (Perrewé & Ganster, 1989; Searle et al.,
1999). There is a large body of literature on the learned help-
lessness paradigm (Seligman, 1975), which also posits an
interaction effect of stressors and control. Experimental re-
search in this tradition has repeatedly replicated the interac-
tion effects of bad events and noncontrol on reduction in
well-being (Peterson, Maier, & Seligman, 1993).

In summary, there is strong empirical evidence for the ad-
ditive main effect of job demands and job control. Individu-
als in high-strain jobs show the lowest well-being scores and
suffer most from illnesses. However, the interaction effect
has received far less support. Adequate operationalization of
job control may be crucial for finding significant interaction
effects. Experimental findings tended to support the helpless-
ness concept with its interaction effects of stressors and non-
control. In all, Karasek’s (1979) model has contributed to a
fair amount of empirical controversy that has been fruitful.
Given the previous arguments and the experimental findings,
the fact that noncontrol and stressors produce at least additive
effects and that a number of field studies find an interaction
effect after all, we tend to think that Karasek’s model has not
done that badly.

Social Support and Work Group Factors

Social support is important for protecting an individual’s health
and well-being. It can be characterized as resources provided
by others (Cohen & Syme, 1985) and comprises emotional,
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informational, and instrumental (i.e., tangible) support (House,
1981). In general, the literature assumes that the beneficial
effect of social support works both via main and interaction
effects.Arecent meta-analysis based on a total of 68 effect sizes
addressed the main effect and has shown that social support is
negatively associated with strains (Viswesvaran, Sanchez, &
Fisher, 1999). We find it interesting that social support was also
negatively related to stressors at work.

With respect to the interaction effect, Cohen and Wills
(1985) pointed out that social support functions only as a
buffer in the stressor-strain relationship if the available sup-
port matches “the specific need elicited by a stressful event”
(p. 314). A number of cross-sectional studies suggest that
social support buffers the negative effects of stressors (for a
review, cf. Kahn & Byosiere, 1992).

Longitudinal studies are needed to arrive at a conclusion
about causality. Dormann and Zapf (1999) reviewed 10 lon-
gitudinal studies published between 1985 and 1999 that
examined the interaction effect of social support. Three of
these studies found no moderator effects. In some of the other
studies, moderator effects missed the conventional signifi-
cance level or were only significant for a small part of all the
effects tested. Thus, the evidence for an across-the-board
moderator effect of social support is not very strong. A closer
look at some of the recently published studies suggests that
there might be specific mechanisms underlying the stress-
buffering potential of social support. For example, in corre-
spondence to the stress matching hypothesis (Cohen & Wills,
1985), Frese (1999) found the strongest effects for social
stressors and socially related aspects of psychological dys-
functioning. Dormann and Zapf (1999) found a lagged mod-
erator effect of social support only with an 8-month time lag,
but neither for shorter nor for longer time lags. More research
is needed that examines in more detail how the effects of so-
cial support unfold over time.

Moreover, there is increasing evidence that social support
does not have unequivocal positive effects. A number of au-
thors reported that a high degree of social support or related
variables increased the relationship between stressors and
strain symptoms (Schaubroeck & Fink, 1998). Peeters, Buunk,
and Schaufeli (1995) showed that a high level of instrumental
social support may induce feelings of inferiority that are detri-
mental to an individual’s well-being.

In addition to social support, group work factors such as
group cohesion or team climate play a role when it comes to
stress in organizations. First, research suggests that individu-
als who work in teams experience better well-being than do
individuals working in no team or a pseudoteam (Carter &
West, 1999). Second, group cohesion and favorable team
climates were found to be associated with team members’
well-being (Carter & West, 1998; Sonnentag, Brodbeck,

Heinbokel, & Stolte, 1994; for an overview, cf. Sonnentag,
1996). Third, work group factors such as psychologi-
cal safety (Edmondson, 1999) or collective efficacy
(Schaubroeck, Lam, & Xie, 2000) might buffer the negative
effects of stressors. However, empirical studies are still rare
(for a related recent study, cf. Bliese & Britt, 2001). Forth,
there is increasing evidence that emotional contagion occurs
in work groups (Bakker & Schaufeli, 2000; Totterdell,
Kellett, Techmann, & Briner, 1998). Emotional contagion
refers to processes by which an individual’s mood is trans-
mitted to other persons—for example, other team members.
On the one hand, this phenomenon implies that a stressful
events can influence more persons than simply those directly
faced with the stressor. On the other hand, other team mem-
bers’ positive moods can serve as a resource when another
member is confronted with a stressful situation. Linking
group work factors to stress issues seems to be a fruitful
avenue for future research.

Coping Styles

A favorable coping style can be a core resource for bolstering
an individual’s health and well-being. Lazarus and Folkman
(1994) defined coping as “constantly changing cognitive and
behavioral efforts to manage specific external and/or internal
demands that are appraised as taxing or exceeding the re-
sources of the person” (p. 141). They differentiated between
problem-focused and emotion-focused forms of coping.
Problem-focused coping includes problem-solving behaviors
that aim directly to change the stressor, other aspects of the en-
vironment, or one’s own behavior. Emotion-focused coping
refers to attempts to manage cognitions or emotions directly
(for a critique and extension, cf. Semmer, 1996).

Problem-focused coping has been found to be positively
related to mental health and well-being, whereas emotion-
focused coping and an additional style of avoidance coping
were often found to be associated with poorer well-being
(Guppy & Weatherston, 1997; Hart, Wearing, & Headey,
1995; Leiter, 1991; Sears, Urizar, & Evans, 2000).

With respect to moderator effects, empirical findings are
less conclusive. Many studies did not find the hypothesized
moderator effects of coping on the relationship between
stressors and strains (e.g., Ingledew, Hardy, & Cooper, 1997).
Most studies that found a moderator effect of coping identi-
fied problem-solving coping as a favorable coping style,
whereas emotion-focused coping turned out to be an unfa-
vorable coping style (Parkes, 1990). This implies that indi-
viduals who approach the stressors directly or engage in other
problem-solving behaviors are better off than individuals
who concentrate on the management of their emotions and
cognitions.
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Authors like Perrez and Reicherts (1992) have argued that
coping behavior should match the situation in order to be ef-
fective. A recent study in a hospital setting supports this as-
sumption (de Rijk, Le Blanc, Schaufeli, & de Jonge, 1998).
Problem-focused coping was found to be only superior in sit-
uations in which nurses could exert control over their work
situations. In low-control situations, attempts of problem-
focused coping were negatively associated with individuals’
well-being.

Locus of Control

Locus of control (Rotter, 1966)—an individual difference
concept—refers to whether individuals see themselves as pri-
marily able to control their lives and their major experiences
(internal locus of control) or whether individuals think that
other people or forces beyond themselves (e.g., luck) deter-
mine what happens to them (external locus of control). At the
most general level, it is assumed that individuals with an in-
ternal locus of control exert more direct action against the
stressor than do those with an external locus of control.
Therefore, it is expected that they will suffer less from work-
related stressors (Cohen & Edwards, 1989). Indeed, individ-
uals with an internal locus of control experience better mental
health than do individuals with an external locus of control
(for reviews, cf. Glass & McKnight, 1996; Kahn & Byosiere,
1992). Such a positive effect of an internal locus of control
was also confirmed in longitudinal studies (Daniels & Guppy,
1994; Newton & Keenan, 1990).

Additionally, it was tested whether a high internal locus of
control buffers the negative effects of a stressful work situa-
tion. Findings from cross-sectional studies seem to support
such a moderator effect (for a review, cf. Kahn & Byosiere,
1992). However, results from longitudinal studies are less
conclusive. For example, in the study by Newton and Keenan
(1990), only a small portion of the tested moderator effects
reached their significance level. Longitudinal studies by
Parkes (1991) and Daniels and Guppy (1994) reported more
complex three-way interactions between stressors in the
work situation, job control, and locus of control.

Taken together, research suggests that locus of control has
a main effect on well-being. However, longitudinal studies did
not provide evidence for a simple moderator effect of locus of
control on the relationship between stressors and strains.

Self-Esteem, Self-Efficacy, and Competence

Self esteem and self-efficacy are important for an individual’s
health and well-being. There is consistent empirical evidence
for a main effect of self esteem and self-efficacy (for reviews,

cf. Kahn & Byosiere, 1992; Sonnentag, 2002). Evidence for a
moderator effect of self-esteem is weak (Jex & Elacqua, 1999).
With respect to self-efficacy, there is more evidence—
although not unequivocal—for a moderator effect. Some stud-
ies show that the relationship between stressful work situations
and poor well-being is stronger for individuals low on self-
efficacy than for individuals high on self-efficacy (Jex &
Bliese, 1999; VanYperen, 1998). There are additional studies
that reported this moderator effect for some but not all of the
studied stressor or strain measures (Bhagat & Allie, 1989; Jex
& Elacqua, 1999). Jex and Gudanowski (1992) and Saks
and Ashforth (2000) did not find an interaction effect for self-
efficacy. Parker and Sprigg (1999) provide evidence that
proactive personality—a concept closely related to self-
efficacy—attenuates the stressor-strain relationship, particu-
larly when job control is high. Also recent work by
Schaubroeck and his coworkers suggests a more complex pic-
ture with three-way interactions between stressors, job con-
trol, and self-efficacy (Schaubroeck, Lam, & Xie, 2000;
Schaubroeck & Merritt, 1997).

Because self-efficacy is an individual’s belief that he or
she is competent, the issue of subjective competence can be
discussed within the self-efficacy framework. Surprisingly,
we know of no studies on objective competence and skills as
resources in the stress process. This is all the more surprising
because skills needed at work should be the prime candidates
for dealing with stressors.

Other Person Factors

In the past, researchers paid attention to the Type A behavior
pattern as one important individual difference variable in
explaining negative effects of stressful work situations, par-
ticularly with respect to cardiovascular diseases. Type A indi-
viduals are competitive, hostile, impatient, and hard driving.
Ganster and Schaubroeck (1991) and Kahn and Byosiere
(1992) summarized the findings of studies on Type A behav-
ior pattern. There is some support for a main effect of Type A
behavior on strain. More specifically, the hostility component
was found to be closely related to physiological reactivity
(Ganster, Schaubroeck, Sime, & Mayes, 1991). In contrast,
the evidence for a moderator effect of Type A behavior pat-
tern is weak (Kahn & Byosiere, 1992). More recent longitu-
dinal studies are inconclusive. Type A behavior enhanced the
relationship between stressors and strains in one study
(Moyle & Parkes, 1999), whereas it attenuated this relation-
ship in another study (Newton & Keenan, 1990).

Hardiness is another individual difference variable assumed
to moderate the stressor-strain relationship. Hardiness com-
prises the dimensions commitment, control, and challenges
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(Kobasa, Maddi, & Kahn, 1982). There is some evidence for a
main effect of hardiness on individual health, but support for a
moderator effect was found only in some studies (e.g., Howard
et al., 1986) but not in others (e.g., Tang & Hammontree, 1992).

Sense of coherence (Antonovsky, 1991) is a concept
closely related to hardiness. Its central aspects are perceived
comprehensibility, manageability, and meaningfulness of the
environment. Recently, researchers included sense of coher-
ence as a potential moderator in studies on work-related
stress. Cross-sectional research suggests that sense of coher-
ence can attenuate the negative impact of high-strain jobs
(Söderfeldt, Söderfeldt, Ohlson, Theorell, & Jones, 2000).
Longitudinal tests are needed to substantiate this effect.

Conclusions About Moderator Effects

Methodological reasons make it difficult to detect moderator
effects, particularly in nonexperimental studies. Moderated
regression analysis is a conservative procedure that makes it
hard to establish moderator effects. Thus, the field of moder-
ators in stress research may very well have to deal with a
large Type II error (i.e., not finding in research what exists in
reality). First, main effects are entered first into the regression
equation, and therefore not much variance remains to be ex-
plained by the interaction term. This problem is enhanced in
longitudinal studies in which the initial level of the strain
measure (i.e., the dependent variable) is also entered into the
regression equation as a control variable. Because individual
strain measures are fairly stable over time, a large proportion
of the variance of the dependent variable is already ex-
plained. Thus, there is little variance left to be explained by
the interaction effect. Second, most stress studies rely on rel-
atively small sample sizes; this implies that the studies do not
have enough power for detect the moderator effects even if
they exist (Aiken & West, 1991).

Consequently, empirical findings on moderator effects are
mixed. There are some studies—including those using longi-
tudinal designs—that speak for a moderator effect of control,
social support, and coping styles. Cross-sectional findings on
a moderator effect of self-efficacy are encouraging. However,
support for a moderator effect of locus of control, Type A
behavior, or hardiness are weak.

If we analyze these findings in the light of methodological
problems associated with the test of moderator effects, it
seems warranted to continue research in this area. However,
we think that the following recommendations may make it
more likely to find moderator effects: First, more attention
should be paid to a match between specific stressors and
specific moderators (cf. Cohen & Wills, 1985). For example, it
is plausible to assume that social support, which provides

additional information on role requirements, will attenuate the
negative impact of role ambiguity but not the negative impact
of high time pressure. Second, large sample sizes are needed
for ensuring sufficient power for detecting effects. Third, de-
sign issues are important as well. Given the power issues in-
volved, one can select workplaces with the extremes of
stressors (high vs. low stressors) and resources (e.g., very high
vs. very low control) and test for interactions within such a de-
sign (Aiken & West, 1991). Fourth, it is necessary to under-
stand better whether the resources have an impact on stressors
(and vice versa). One reason may be that, for example, control
at work leads to a reduction of certain stressors (particularly
those that match the control). If this is the case, then we would
know why resources are sometimes negatively related to stres-
sors. One way to deal with the problem of confounding be-
tween resources and stressors is to study people who are new
in their jobs. Finally, we suggest combining experimental and
field studies to a larger extent, attempting to simulate in the ex-
periment the same types of stressors and resources that are
studied in the field.

In summary, research on resources has revealed main ef-
fects of resources on health an well-being; this implies that
the availability of resources is helpful and beneficial in itself
and across a wide range of situations. Additionally, there is
some—although not unequivocal—evidence that certain re-
sources can attenuate the negative effects of stressors on
health and well-being. Particularly important are control at
work, social support, coping styles, and self-efficacy.

Stress and Performance

Stress in organizations may influence not only individual
health and well-being but may also influence performance.
Performance refers to individuals’ actions that are relevant
for organizational goals (Campbell, McCloy, Oppler, &
Sager, 1993). Borman and Motowidlo (1993) differentiated
between task and contextual performance. Task performance
refers to in-role behaviors that contribute to the organiza-
tion’s technical core. Contextual performance refers to extra-
role, discretionary behaviors that do not directly contribute to
an organization’s technical core but that are assumed to sup-
port its broader organizational, social, and psychological
environment.

There are several contradictory assumptions about how
stressors in organizations affect performance. It is plausible
to assume that stressors have a negative linear effect on per-
formance. Such a negative effect can be explained by direct
and indirect effects. The direct effect implies that stressors—
particularly situational constraints—make task accomplish-
ment more difficult, if not impossible. For example, if a task
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has to be accomplished with specific technical equipment and
this equipment is not available because of a computer break-
down, task performance will suffer directly. Moreover, stres-
sors may indirectly affect performance—for example, by
decreasing alertness or motivation, which in turn negatively
affects performance.

There is a long tradition in conducting laboratory studies
on the task performance effects of stressors (Postman &
Bruner, 1948). These studies show that the exposure to stres-
sors leads to cognitive reactions such as narrowed attention
(including a focus on salient cues) and reduced working mem-
ory capacity (Baddeley, 1972; Hamilton, 1982; for sum-
maries, cf. Hockey, 1986; Wickens, 1996).Areduced working
memory capacity is associated with a speed-accuracy trade-
off when working under stressful conditions—particularly
under time pressure (Hockey, 1986; Lulofs, Wennekens, &
van Houtem, 1981). Moreover, narrowed attention and re-
duced working memory capacity have an impact on decision-
making strategies. More specifically, they result in simpler
decision strategies, recognition rather than analytical strate-
gies, and less complete mental simulations (Klein, 1996).
Recent studies suggest that the effects of stressors on perfor-
mance are mediated by fatigue (Hockey, Maule, Vlough, &
Bdzola, 2000; Lorist et al., 2000).

Some of these effects of stressors were also found in more
realistic simulations of work environments. For example,
simulated workload resulted in a performance decrease in
some studies (Glaser, Tatum, Nebeker, Sorenson, & Aiello,
1999; Jimmieson & Terry, 1999) but not in all (Shaw &
Weekley, 1985). When using a mail-sorting task, Searle et al.
(1999) found that high job demands (i.e., high workload)
were associated with an increase in performance attempts but
also with a reduction in performance accuracy, particularly in
situations with low control.

In contrast to these findings from laboratory and simula-
tion studies, findings from field studies are far less consistent.
With respect to task performance, some stressors were found
to be related to impaired performance, whereas others were
not. For example, in a study on secretaries’ job performance,
Spector, Dwyer, and Jex (1988) reported a negative relation-
ship between secretaries’ perceptions of constraints and am-
biguity with supervisory performance ratings. No significant
relationships, however, between secretaries’ perceptions of
workload or conflict and supervisory performance ratings
emerged. Similarly, Beehr, Jex, Stacy, and Murray (2000)
found negative relationships between specific stressors (i.e.,
acute stressful events, chronic occupation-specific stressors
and workload variability) and an objective financial perfor-
mance measure of door-to-door book sellers but found a pos-
itive relationship between role overload and job performance.
In a classic study of engineers and scientists, Andrews and

Farris (1972) reported that experienced time pressure in-
creased subsequent performance. One of the best studies
(Jones et al., 1988) showed that stressors at work increase the
likelihood of errors and that an organization-wide stress man-
agement program and changes in management of the hospi-
tals reduced malpractice. All these results point to the need to
develop a more specific theory of how stressors are related to
performance.

Evidence from meta-analyses suggests that there is no
substantial relationship between role stressors such as role
ambiguity or role conflict and job performance, at least
when job performance is assessed by objective measures or
supervisory-peer ratings (Jackson & Schuler, 1985; Tubbs &
Collins, 2000). Findings from field studies on the perfor-
mance effects of situational constraints are inconclusive as
well. Some studies found performance-deteriorating effects
of situational constraints, whereas others did not (for a sum-
mary, cf. Jex, 1998).

There are several explanations for the lack of substantial
linear relationships between stressors and job performance in
field studies. First, one might assume a curvilinear relationship
between stressors and performance; this would imply that the
performance effects of stressors are not uniform across all
degrees of stressor intensity. For example, similarly to the
Yerkes-Dodson Law (1908) on the relationship between
arousal and performance, performance might increase as stres-
sors increase up to a moderate degree; when stressors become
too high, however, performance might decrease. Studies that
tested the assumed curvilinear relationship between stressors
and performance failed to find such a relationship, however
(e.g., Jamal, 1985; Westman & Eden, 1996). Second, the rela-
tionship between stressors and job performance might be mod-
erated by other variables. Such moderator variables might
include individual competence (Payne, 1991) or work com-
mitment (Jamal, 1985). Until now, however, empirical evi-
dence for the existence of such moderator effects is weak (for a
summary, cf. Jex, 1998). Third, the performance measures
used in most of the field studies might be too global for show-
ing a performance-deterioration effect of work stressors. For
example, a study by Kjellberg, Sköldström, Andersson, and
Lindberg (1996) suggests that specific performance measures
such as reaction times show decrements under stress in a field
setting.

Fourth, possibly there is essentially no—or no large—
effect of stressors on performance in field settings. This inter-
pretation would contradict findings from laboratory studies
that showed stressors to impair basic cognitive processes.
However, impairment of basic cognitive processes may not
necessarily translate into a decrease in overall job performance
in real-life work settings. Individuals are able to compensate
for the effects of stressors—for example, by switching to
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different task strategies (Sperandio, 1971). Hockey (2000) of-
fers an additional explanation for the inconsistency between
laboratory and field study results: Many laboratory tasks are
relatively simple, trivial, and underlearned. If stressors occur
in such a situation, study participants have few possibilities to
switch to different strategies, be it because of a lack of skills in
the specific task, or because of the restrictions of the laboratory
setting. Real-life work tasks, however, are usually well-
learned and complex. If stressors occur in these real-life situa-
tions, individuals often possess the necessary skills to pursue
different strategies. Moreover, in organizational settings, goal
attainment has high priority; this implies that task performance
must be protected, if necessary, at the expense of increased ef-
fort or neglect of subsidiary activities. Klein (1996) addition-
ally argues that some of the cognitive strategies affected by
stressors in laboratory settings play a minor role in real-life
settings. For example, analytical decision strategies suffer
from time pressure, but such strategies are rarely used in nat-
ural decision making; therefore, the negative impact of perfor-
mance is limited.

There are a few studies that examined the relationship be-
tween stressors and contextual performance. For example,
Motowidlo, Packard, and Manning (1986) reported negative
relationships between the intensity and frequency of stress-
ful events on the one hand and interpersonal aspects of job
performance of nurses on the other hand. Kruse (1995, cited
in Jex, 1998) tested whether situational constraints were
related to organizational citizenship behavior (OCB) and
reported negative relationships between situational con-
straints and three aspects of OCB. These findings suggest that
in stress situations, individuals assign priority to maintain
task performance at the expense of discretionary behaviors
such as contextual performance. However, a longitudinal
study by Fay and Sonnentag (in press) suggests that the ex-
perience of stressors at work can even have an enhancing
effect on extrarole performance and personal initiative. Sim-
ilarly, Bunce and West (1994) reported that health care pro-
fessionals responded with innovations to the experience of
stressors at work.

Taken together, laboratory studies showed that stressors
impair basic cognitive processes. However, as field studies
indicate, this impairment does not necessarily result in a de-
crease in overall job performance. In particular, workload
was found to be associated with higher job performance.
These findings suggest that individuals spend more effort,
prioritize the most relevant tasks, and use compensatory
strategies for upholding their performance under stressful
situations. It remains unclear whether and how such a per-
formance management strategy is associated with health or
well-being effects. It might be that such an approach ex-
hausts an individual’s resources in the long run and there-

fore affects an individual’s health and well-being in a nega-
tive way.

Stress and Other Aspects of Organizational Behavior

Organizational stress is related to low organizational commit-
ment, high turnover rates, and—under specific conditions—
increased levels of absenteeism. Organizational commitment
refers to an individual’s bond or link to the organization
(Mowday, Porter, & Steers, 1982). It comprises attitudinal,
normative, and continuance aspects (Allen & Meyer, 1990).
In a meta-analysis on organizational commitment, Mathieu
and Zajac (1990) reported mean weighted corrected correla-
tions between role stressors (role overload, role conflict, role
ambiguity) and various aspects of organizational commit-
ment ranging between r � �.206 and r � �.271. Thus, indi-
viduals perceiving a more stressful work situation reported
lower organizational commitment.

There is clear meta-analytic evidence that work-related
strains including impaired health are positively related to
absence behavior (Farrell & Stamm, 1988; Martocchio,
Harrison, & Berkson, 2000). However, this does not necessar-
ily imply that stressors at work are related to absenteeism.
Stressors may overlap with strain and strain may overlap with
absenteeism, but strain may not be the mediator between
stressors and absenteeism. A variance decomposition idea ex-
plains how such a relationship may appear. There is common
variance between stressors and strain and between strain and
absenteeism. But the two common variance fields do not over-
lap. Thus, it is that part of strain that is not related to stressors
that may contribute to absenteeism. As a matter of fact, the
data on the relationship between stressors and absenteeism are
inconclusive. Cross-sectional studies found weak and often
nonsignificant relationships between work stressors and ab-
sence data (Chen & Spector, 1992; Hemingway & Smith,
1999; Peter & Siegrist, 1997). Some studies revealed positive
relationships between stressors and absenteeism (e.g.,
Kristensen, 1991), whereas others showed negative relation-
ships (e.g., North, Syme, Feeney, Shipley, & Marmot, 1996).

Also longitudinal studies resulted in inconsistent findings.
Tang and Hammontree (1992) found that work stress in po-
lice officers was a significant predictor of self-reported ab-
sence; they also found this to be true when they controlled for
prior absence (time lag was 6 months). Vahtera, Kivimäki,
Pentti, and Theorell (2000) analyzed absence data from more
than 500 Finnish municipal employees over a period of
7 years. They found that initially healthy employees who ex-
perienced high psychological job demands in 1990 had a
21% higher risk of long absence spells (more than 3 days)
than did employees with low psychological job demands in
1990. For physical demands, the risk of long absence spells
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was even 66% higher. The experience of downsizing and per-
ceived job insecurity also increased the risk of absence spells
(Kivimäki et al., 1997).

Smulders and Nijhuis (1999) collected data on absence
frequency and rate of 1,755 male employees of a Dutch tech-
nical maintenance company. In their analyses, Smulders and
Nijhuis controlled for employee health and absenteeism in
the 1st year of their study. Results showed that high job de-
mands were not associated with higher absence frequency or
absence rate during the following 3 years. Contrary to what
one might expect, high demands predicted a lower absence
rate, particularly when the Poisson regression method was
used. Similarly, a natural experiment (Parkes, 1982) found
lower absence rates in high-demand work settings.

These cross-sectional and longitudinal findings suggest
that the relationship between stressful work situations and
absenteeism does not follow a simple pattern. First, it might
be that the relationship is contingent on moderator variables.
In line with the job demand-job control model (Karasek,
1979), one might argue that job control is such a moderator.
However, although there is some support for this assumption
(e.g., Dwyer & Ganster, 1991), most empirical studies did not
confirm the hypothesized interaction effect of job control on
the demands-absenteeism relationship (Smulders & Nijhuis,
1999; Vahtera, Pentti, & Uutela, 1996).

Moreover, person factors such as organizational or profes-
sional commitment might play a role in the stressor-
absenteeism relationship. It might be that in stressful work
situations, absenteeism increases in employees with low com-
mitment but decreases in highly committed employees. Data
reported by Jamal (1984) partially supported this assumption.
Gender might also play a role. For example, Melamed et al.
(1995) found substantial correlations between objective mo-
notony and sickness absence in women but not in men.

Additionally, a study by Peter and Siegrist (1997) suggests
that it is not the stressfulness of a situation per se that affects
an employee’s absence behavior. In accordance with the
effort-reward-imbalance model, the authors found that status
incongruity (i.e. a mismatch between effort and career
achievements) was positively related with both short-term
and long-term absenteeism in middle managers, whereas ef-
fort alone (i.e. time pressure and interruptions) was not re-
lated to absenteeism. These findings can be explained in the
context of a psychological contract interpretation (Rousseau,
1995): Stressors increase absenteeism if employees feel that
their efforts are not rewarded adequately. Longitudinal stud-
ies are needed that explicitly test this assumption.

Stressful work situations are positively related to turnover
intentions and turnover behavior. There is rather consistent
evidence from numerous studies that stressors in the work

situation are positively related to intentions to quit the organi-
zation and to job search behavior (Cavanaugh, Boswell,
Roehling, & Boudreau, 2000; Chen & Spector, 1992; Gupta &
Beehr, 1979). With respect to actual turnover behavior, a re-
cent meta-analysis by Griffeth, Hom, and Gaertner (2000) re-
ported effect sizes ranging from � � .10 to � � .21 (corrected
for measurement error in the predictors and sampling error)
between stressors and turnover behavior.

Taken together, there is empirical support for the assump-
tion that stressors in the work situation are related to low or-
ganizational commitment, turnover intentions, and turnover
behavior. However, with respect to organizational commit-
ment and turnover intentions, the issue of causality remains
unclear. Although it makes intuitive sense to assume that
experiencing a stressful work situation increases the intention
to quit the organization, individuals who plan to leave the
organization might perceive more stressors than do their
coworkers who in fact experience the same work situation but
intend to stay. Longitudinal studies are needed in this area.

In general, research in this area suggests that organiza-
tional stress is detrimental not only to individuals’ health and
well-being; it can also harm the organization by increasing
turnover rates and—possibly, although it has not been
proven—absenteeism.

STRESS INTERVENTIONS

Stress prevention can be achieved with different sorts of
programs (Ivancevich & Matteson, 1988; Murphy, 1988;
Murphy, 1996; Theorell, 1993). In the United States, stress
interventions are often only directed at the individual in the
sense of stress management programs. In Europe, there has
been a bit more emphasis on job-oriented stress interventions
such as job restructuring (which increases the resources con-
trol and skills; Cooper & Payne, 1992). Table 18.4 displays

TABLE 18.4 Stress Interventions in Organizations

Individual Organizational

Stressor Reduction of individual Reduction of stressor
reduction stressor (e.g., time (e.g. organizational

pressure) problems)

Resource Competence training Participation in decision
increase making, health circles 

Strain Relaxation, stress Rest periods
reduction immunization, training, 

respites (vacations, 
leisure time)

Lifestyle Antismoking program; Nonsmoking buildings; 
changes exercise program salient staircases

vs. salient elevators
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organizational and personal approaches to stressors, strains,
and resources. Although the differentiation in various ap-
proaches is convenient, in many cases multiple approaches
are combined—for example, institutional resource en-
hancement and individual stress-management programs (cf.
Kompier, Aust, Van den Berg, & Siegrist, 2000; Kompier,
Cooper, & Geurts, 2000).

Stressor Reduction

Stressors can be reduced by individuals or by institutions (or
some combination). Examples for the latter are reduction of
noise, change of assembly line speed in accordance with the
circadian rhythm, reduction of interruptions at work. Individ-
ual stressor reduction is often an outgrowth of stress man-
agement programs that alert people to the fact that they can
change certain parts of their work environment. However, in-
dividual stressor reduction often presupposes a certain
amount of control over work (or in general, a certain amount
of resources). Certainly, people have an impact on what the
job looks like—including the stressors and the resources
(Ilgen & Hollenbeck, 1991). As discussed previously, we do
not know of any studies, however, that have examined how
resources affect stressors or vice versa. These studies are
necessary to understand how people as individuals change
stressors.

Institutional stressor reduction approaches may take many
different forms. A general stressor reduction approach (or bet-
ter exposure time reduction) is to decrease the number of
working hours, which seems to have positive effects, as re-
ported in some company reports (Kompier, Aust, et al., 2000)
and in a meta-analysis (Sparks, Cooper, Fried, & Shirom,
1997). Other institutional approaches reduce specific stres-
sors that are suspected to be problematic. For example, an or-
ganization may reduce noise and may ensure a better flow of
material, thereby reducing organizational problems—or there
may be a reduction of time pressure, task ambiguity, or task
difficulty. Such institutional stressor reduction approaches are
useful, although problems may arise if such an approach is
used singly and not in combination with other approaches:
First, reducing stressors may sometimes lead to a reduction of
challenges. If there is high qualitative overload, one may be
tempted to reduce overload by decreasing the cognitive de-
mands of a job. This can, however, reduce not only overload
but also challenges and resources. A case in point was the ef-
fort to reduce external disturbances in secretaries by intro-
ducing central typing pools. In this case, interruptions and
disturbances—stressors about which secretaries frequently
complain—were reduced, but this also reduced control over
how and when to do a job and reduced a clear and reliable

relationship between a secretary and his or her boss. Second,
because technological and organizational changes are quite
frequent and increasingly rapid, research is too slow to tell us
which stressors are particularly problematic and need to be
taken care of. Therefore, reduction of stressors should be ac-
companied by an increase in resources.

Increase in Resources

Two important resources at work are control at work and com-
petencies or skills. Resources in the sense of control or partic-
ipation in decision making help individuals to have an
influence on how to do their work and to increase or reduce
stressors appropriately. Stressors that come about through
new technology can best be addressed when resources are
given to influence one’s work. Thus, restructuring work by in-
creasing job content and responsibilities often has a stress-
preventive function as well. At least two careful studies on the
effects of institutionally increasing control have been done
(Jackson, 1983; Wall & Clegg, 1981). Jackson (1983) used a
four-group Solomon control group design to study the effects
of enhanced participation (increase of group meetings) in de-
cision making that she hypothesized to increase power, in-
formation, and social support. An increase of participation
in decision making decreased emotional stress, absence
frequency, and turnover intention. Wall and Clegg (1981)
showed that increase in autonomy and control by introducing
semiautonomous work groups led to short- and long-term
(12 months after the study was ended) increases in mental
health. Unfortunately, this effect could not be replicated in
another study (Wall, Kemp, Jackson, & Clegg, 1986).

Increasing individual competence and skills is also an as-
pect of resources, although it has not been typically discussed
as a stress prevention technique. Without the necessary skills
it is not possible to use control (Frese, 1989). Three argu-
ments speak for the importance of competence as a resource
in the stress process. First, working smarter, not harder is a
good description of what superworkers—that is, excellent
performers—do (Frese & Zapf, 1994; Sonnentag, 2000);
because working smart implies using efficient rather than
inefficient action strategies, this means that employees expe-
rience less stress when working smart. Second, it follows
from the P-E fit model (cf. our discussion of this model ear-
lier in this chapter) that people can increase the fit by devel-
oping their competence to deal with environmental demands.
When a person is supposed to produce a certain number of
products, development of skills helps him or her to actually
do that—the P-E fit will be high and strain low. Third, self-ef-
ficacy is intimately related to competence. Bandura (1997)
has argued for the strain-reducing function of self-efficacy in
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various domains and has shown that self-efficacy (e.g., via
mastery experiences that increase the competence to deal
with difficult situations) plays an important role in the strain
reduction process.

An additional resource is social support (mainly by super-
visors; Frese, 1999), which may be increased by management
training. However, to our knowledge, the strain-reducing na-
ture of management training has not been shown yet.

Combination of Stressor Reduction and Increase
in Resources 

In general, Elkin and Rosch (1990) suggested that the fol-
lowing interventions can be used to decrease stress: task and
work environment redesign, flexible work schedules, partici-
pation in management, analysis of work roles, establishment
of goals, social support, cohesive teams, fair employment
policies, and shared rewards. More specifically, Bunce and
West (1996) showed that an approach encouraging people to
innovatively deal with work stressors led to a reduction of
strain (this finding was also replicated by Bond & Bunce,
2000). Bunce and West’s concept increased the subjective re-
sources to deal with stressors because it encouraged innova-
tive approaches. It is similar to the German concept of health
circles (quality circles applied to health issues) that discuss
stressors and work problems that can potentially lead to ill
health (Beermann, Kuhn, & Kompier, 1999; Slesina, 1994).
A program on reduction of burnout with a similar element of
suggesting innovative approaches to deal with the stressors
has also been suggested by Van Dierendonck, Schaufeli, and
Buunk (1998). They combined their approach to changing
the workplace with enhancing the individual’s realistic orien-
tation toward investments and outcomes so that the impres-
sion of equity was increased. Van Dierendonck et al. (1998)
found their training to reduce emotional exhaustion, although
it did not positively affect depersonalization and personal
accomplishment.

Strain Reduction

Individually oriented strain reduction programs belong to the
most frequently used programs in business; as a matter of fact,
in some reviews, individual strain reduction programs are the
only ones discussed in presentations of evidence on stress
management. A large body of studies exists, and reviews find
clear and positive effects. Stress management programs at-
tempt to influence employees to interpret a situation not as
stressful but as a challenge. They also teach a person to
improve one’s coping strategies and to reduce strain (stress

immunization or relaxation techniques). Because there are ex-
cellent reviews (e.g., Bamberg & Busch, 1996; Murphy, 1996;
Van der Klink, Blonk, Schene, & Van Dijk, 2001), we do not
need to discuss studies on stress management in detail.

Two techniques stand in the foreground (Murphy, 1996):
relaxation techniques and cognitive-behavioral techniques
(cf. also Bellarosa & Chen, 1997). Relaxation is most often
based on progressive muscle relaxation (Jacobson, 1938) as
well as meditation and biofeedback. By and large, progres-
sive muscle relaxation has been shown to be effective (e.g.,
Murphy, 1996). It is particularly effective for psychophy-
siological outcomes; for other outcomes, the effect size for
cognitive-behavioral techniques is higher (Van der Klink
et al., 2001).

Cognitive-behavioral techniques are based on cognitive
therapy for depression (Beck, 1967; Whisman, 1998), on
rational-emotive therapy (Ellis, 1962), and on stress immu-
nization or stress inoculation (Meichenbaum, 1985). Cogni-
tive therapy has been shown to be a highly useful procedure
for depressive individuals in clinical trials (Robinson,
Berman, & Neimeyer, 1990) and in stress management for
working populations (Bamberg & Busch, 1996; Murphy,
1996; Van der Klink et al., 2001). Most studies do not really
differentiate in detail between cognitive and rational-emotive
therapy, and a combination is usually preferred. Similar posi-
tive effects appear for rational-emotive therapy. Rational-
emotive therapy works by helping the person to use rational
self-instructions. For example, a person might have a tendency
to exaggerate a given stress situation and catastrophize when
something goes wrong. Alternative self-instructions are then
trained (for example, it is not catastrophic if something goes
wrong because mistakes happen to most people). Stress inoc-
ulation training is “designed to impart skills to enhance resis-
tance to stress” and its objective is “to prepare the individual to
respond more favorably to negative stress events” (Saunders,
Driskell, Johnston, & Salas, 1996, p. 171). Stress inoculation
works via three phases: First, conceptualization and educa-
tion; second, skill acquisition and rehearsal; and third, appli-
cation and follow-through (Saunders et al., 1996). The first
phase—conceptualization and education—teaches people to
have a more sophisticated view of the nature of stress.
Second—acquisition and rehearsal—provides a stronger
repertoire of coping skills and rehearses them either in vivo
(e.g., role-play) or in guided imagery. Third—application and
follow-through—works also via role play and guided imagery
to deal with the real-life threats and stressors. A meta-analysis
of 37 studies showed that performance anxiety was strongly
affected (r � .509), state anxiety was also affected (r � .373),
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and—finally—there was also a positive performance effect
(r � .296; Saunders et al., 1996).

One meta-analysis of 16 work-related stress management
studies found an average effect size of 0.41 (Bamberg &
Busch, 1996). A second, more recent meta-analysis (Van der
Klink et al., 2001) found somewhat different effect sizes for
18 cognitive-behavioral studies (d � .68), 17 relaxation stud-
ies (d � .35), and 8 so-called multimodel approaches (acqui-
sition of passive and active coping skills; d � .51). Thus,
stress management programs increase health by about a half
of a standard deviation. The study by Murphy (1996) corrob-
orates these results by showing that published reports on 64
stress management interventions show on average between
59% (for job and organizational outcome measures) and 68%
(for physiological and biochemical outcome variables) posi-
tive and significant results. Furthermore, those interventions
that used a combination of approaches (e.g., relaxation and
cognitive-behavioral techniques) tended to lead to the best
results. Murphy (1996) and Van der Klink et al. (2001) also
reported results for more disturbed individuals and for reme-
dial interventions to be better than results for normal employ-
ees or preventive approaches; this implies that clinical studies
show better results than does stress management training for
unselected working populations. An additional constraint of
most stress management programs is that they presuppose
that the employees can actually do something about their
stress levels (i.e., have at least some measure of control at
work). Employees with a high degree of control at work and
with higher status jobs showed better success in stress man-
agement interventions than did low-control or low-status job
employees (Van der Klink et al., 2001). For this reason, stress
management programs are probably less useful for blue-
collar workers than for white-collar workers and managers.

Thus, in general, a positive picture on stress management
programs appears. However, a number of caveats are in order:
First, it is quite plausible that negative or zero effects do not
find their way into the journals (Murphy, 1996). Second, the
better studies with randomized control groups showed a
lower degree of success than did the studies without a control
group (Murphy, 1996). Finally, reviews find clear nonspecific
effects; this points to the importance of using control groups
in stress intervention studies. For these reasons, a certain de-
gree of skepticism has to prevail. On the positive side, stress
management programs are often effective in increasing life
expectancy—for example, if given to heart disease patients
(34% reduction in cardiac mortality; Dusseldorp, Van
Elderen, Maes, Meulman, & Kraaij, 1999).

Digressing somewhat from the general theme of strain re-
duction, it is useful to look at Van der Klink et al.’s (2001)

comparison of individual stress management approaches to
organizational changes with the aim to reduce stress and in-
crease resources. Organizational changes had a nonsignificant
effect size that was significantly lower than was the effect size
for individually oriented approaches. Unfortunately, they
could only include five samples from four organizational
intervention studies; these studies showed widely differing
effect sizes, from a negative effect size of �.20 (Landsbergis
& Vivona-Vaughan, 1995) to a positive effect size of .50
(Jones et al., 1988). Moreover, one study had 1,375 partici-
pants (Heaney, Price, & Rafferty, 1995), whereas the other
studies included only very small groups of participants. Thus,
the field of organizational intervention does not provide suffi-
cient data yet to make a meta-analysis feasible. Moreover, it is
necessary to study moderators of the effect; for example,
Landsbergis and Vivona-Vaughan (1995) explained their neg-
ative effects with lack of management commitment to stress
management and with obstacles in the implementation of the
intervention strategies.

An institutional approach to reducing strain is to provide
rest periods. Whereas stress management is a modern topic
and full of new research, the study of rest periods is an older
topic, with only a few studies appearing each year (Graf,
Rutenfranz, & Ulich, 1970). It is well-known that the recov-
ery is fastest after short periods of work and that the first
few minutes of a rest period are most important for recovery.
Graf et al. (1970) suggests, therefore, that 5% of the work
time should be taken as rest periods. Because rest periods are
anticipated, performance is higher if there are rest periods
(Graf et al., 1970). Therefore, there is usually no decrement
in overall performance in spite of the time needed for rest pe-
riods (Galinsky, Swanson, Sauter, Hurrell, & Schleifer, 2000;
Graf et al., 1970). At the same time, stress effects are smaller
when rest periods are interspersed in work (Galinsky et al.,
2000). Evidence in the literature suggests that rest periods
should be organizationally prescribed and supervised but
should not be self-taken (concealed breaks) because people
tend to take less frequent and too short rest periods when left
to their own decisions (Graf et al., 1970; Henning, Sauter,
Salvendy, & Krieg, 1989). Employees also want to cluster
rest periods and add them at the end or at the beginning of the
workday rather than interspersing them into their workday at
regular intervals. We think that the issue of rest periods
should be taken more seriously again in the literature on
stress interventions than it is at the moment.

Additionally, to strain reduction programs individuals
may initiate strain reduction by themselves during vacation
and other leisure time periods (for a recent review on respites
from work, cf. Eden, 2001). Research has shown that during
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vacations, burnout decreases—particularly when an individ-
ual is satisfied with his or her vacations (Westman & Eden,
1997). Researchers even reported that military reserve service
results in a decline in burnout and that psychological de-
tachment from work increased this effect (Etzion, Eden, &
Lapidot, 1998). Similarly, leisure time activities pursued dur-
ing evenings of normal workdays can reduce strain. For exam-
ple, a diary study revealed that specific activities such as
low-effort activities, physical activities, and social activities
had a positive impact on a person’s well-being, whereas work-
related activities performed during leisure time had a negative
impact (Sonnentag, 2001). These studies suggest that psycho-
logical detachment from work during vacation or leisure time
periods is crucial for strain reduction to occur.

Lifestyle Changes

Individually oriented lifestyle change programs attempt to im-
prove diet, to support healthy living (e.g., reducing alcohol
and tobacco consumption), and to increase physical exercise.
Employee assistance programs (EAP) are a case in point: They
often target alcoholism or other addictions, but they can also
be broad-based and include exercise and stress management
programs; they experienced a tremendous growth in compa-
nies during the 1970s and 1980s (Matteson & Ivancevich,
1987). Breslow and Enstrom (1980) have shown that men who
used seven positive habits (sleeping 7–8 hours, eating break-
fast almost every day, never or rarely eating between meals,
being near height-adjusted weight, never smoking, moderate
or no use of alcohol, and regular physical activity) had a lower
mortality rate across 10 years than did those who followed
zero to three practices. Exercise- and health-promoting pro-
grams at work have been quite successful in decreasing anxi-
ety (Long & Van Stavel, 1995), in reducing cardiovascular
mortality after myocardial infarction (O’Connor et al., 1989),
and in enhancing general well-being (Ivancevich & Matteson,
1988). A dramatic example of the success of a wellness
program for cardiovascular fitness is the one used by the
New York Telephone Company that saved the organization
$2.7 million in reduced absenteeism and treatments costs in
1 year alone (Cartwright, Cooper, & Murphy, 1995). More
specific psychological programs— for example, toward the
coronary-prone Type A behavior pattern—also proved to
be effective in reducing coronary recurrences (Nunes &
Kornfeld, 1987).

Surprisingly, institutional approaches such as building
architecture have not been studied to our knowledge as
potential stress interventions. Office buildings may make it
easier or harder to use the stairs, for example, by making
either the staircase or the lift salient. It is surprising that a

relatively small amount of daily physical activities, such as
walking stairs, walking to work, doing small errands on foot,
or bicycling to work have an enormously positive effect on
mortality ratios. An example is the study by Pfaffenberger,
Hyde, Wing, and Hsieh (1986) who showed that people using
up 500 to 2,000 kcal per week had a reduced mortality rate
within the 16 years of study in comparison to men who did
not do any physical exercises. The reduced mortality rate was
even more pronounced for those using 2,000 kcal per week.
Burning 2,000 kcal per week is equivalent to walking, for
example, 35 km per week or climbing three flights of stairs
70 times per week; this speaks for the importance of encour-
aging light sports in the office building by building adequate,
aesthetically pleasing, and salient staircases and by encourag-
ing employees to use the stairs.

Conclusion on Stress Interventions

Taken together, the literature on stress intervention concepts
and studies suggests a number of conclusions. First, stress
intervention studies go under very different names and are
presented in very different disciplines and journals. Stress
management studies are done by clinicians or clinical work
psychologists and are mainly published in the Journal of
Occupational Health Psychology or the International Jour-
nal of Stress Management. Lifestyle changes are reported
in sports psychology and in medical journals. Rest period
studies appear in human factors journals, mainly ergonomics
and new technology journals. Stressor reduction and re-
source enhancement is done by job enrichment and job de-
sign professionals and appear in Academy of Management
Journal, Human Relations, and other outlets. Social resource
enhancement—for example, social support increase—is re-
ally part of teaching management skills and appear, for
example, in Leadership Quarterly. Obviously many articles
also appear in the more general journals, such as Journal
of Applied Psychology, Journal of Organizational Behavior,
and Applied Psychology: An International Review; we think
that it pays to pull these diverse areas together and gain
by using theories across different intervention domains. The
best developed areas of stress interventions are rest peri-
ods (although the literature in this area is quite old), stress
management techniques, and lifestyle changes. These areas
are easier to study because they can be studied experimen-
tally (particularly rest periods) and only imply changes of
individuals. Organizational approaches have been studied
much less frequently because they are more difficult to
study; there is a need to look at moderators (e.g., how well
the program is supported by management and how well it is
implemented), and these studies are much more risky
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because many aspects cannot be controlled by the change
agent.

Second, nearly every review of the field speaks about the
importance of doing more studies in the area of organiza-
tional changes. We can only repeat this call. Most authors
assume that it makes sense to combine structural and institu-
tional changes with individually oriented approaches, at least
for blue-collar workers (e.g., Bamberg & Busch, 1996;
Ivancevich, Matteson, Freedman, & Phillips, 1990; Kompier,
Cooper, et al., 2000; Murphy, 1996).

Third, practically every review on stress intervention tech-
niques has called for better designed studies in this area. Be-
cause there seems to be a relationship between effect size and
study design (Murphy, 1996), this issue needs to be taken se-
riously. Undoubtedly, better research has been done within
the last 15–20 years—particularly in the area of stress man-
agement and lifestyle changes.

Forth, one issue of improving design is related to the fact
that there are nonspecific effects of stress management. A
notreatment control group does not actually account for
nonspecific effects; it is therefore necessary to include
pseudotreatment control into designs because merely think-
ing about stress at work and self-reflecting may actually
enhance health outcomes as well.

Fifth, most studies only look at short-term changes, but we
need to be able to produce long-term changes with stress in-
terventions. Both in the areas of job interventions and in
stress management, there are hypotheses in the literature that
the effects are mainly short term.

Sixth, by and large, more process-oriented research on
stress interventions needs to be done (Bunce, 1997). This
can be done by developing manuals as well as by checking
how much trainers conform to the theoretically proposed
procedures, how much of the effect was due to the specific
program, and how much of the effect was due to general effects.
Good examples for such an approach exist in the clinical psy-
chology—particularly cognitive therapy—approaches to de-
pression (e.g., Castonguay, Hayes, Goldfried, & DeRubeis,
1995; DeRubeis et al., 1990; Hollon, DeRubeis, & Evans,
1987).

Seventh, research on respites from work stress is a promis-
ing area of research (Eden, 2001). More studies are needed that
examine the specific features—predictors as well as short- and
long-term consequences—of successful respite periods.

Eighth, some authors have confronted emotion-focused
versus problem-focused approaches of stress interventions
(e.g., Bond & Bunce, 2000). We agree with Keinan and Fried-
land (1996; p. 269) that a simple comparison cannot be made
and leads to inconclusive results and that the following issues
need to be considered: (a) Emotion-focused strategies may be

better in situations that allow little control and other resources;
(b) the long-term effectiveness of emotion-focused strategies
may be lower than that for problem-focused approaches; (c) a
combination of emotion- and problem-focused strategies is
probably superior to either one of them alone.

Finally, more research is needed that pits different ap-
proaches against each other. One of the most important is-
sues is whether there are general and specific effects of an
intervention (Bunce, 1997; Murphy, 1996). Trainer charac-
teristics also need to be studied more frequently. For exam-
ple, one study surprisingly showed that less well-trained
trainers were more effective in stress management than were
experienced trainers (Saunders et al., 1996). Another surpris-
ing finding of the meta-analysis by Van der Klink et al.
(2001) that needs to be studied in more detail is that there
is an inverse relationship between number of sessions and
effect size.

OVERALL CONCLUSIONS

Empirical research summarized in this chapter shows that or-
ganizational stress has detrimental effects on individual health
and well-being. Moreover, stress interventions—particularly
those aimed at individual stress management—have been
found to have beneficial effects.

Researchers have criticized past empirical studies on orga-
nizational stress for their methodological shortcomings (Frese
& Zapf, 1988; Kasl, 1978; Sullivan & Bhagat, 1992). During
the past decade, an increasing number of studies followed a
more rigorous research methodology (e.g., objective measures
of stressors, longitudinal designs, test of curvilinear effects).
We are convinced that this improved methodology has
contributed to substantial progress within organizational stress
research. Specifically, we observed progress with respect to the
following issues:

First, objective stressors—and not just the perception of
stressors—are related to indicators of poor health and well-
being. This implies that the well-documented empirical rela-
tionship between stressors and strains can not be fully
explained by common method variance and overlap in con-
tent between independent and dependent variables.

Second, stressors have a causal effect on health and well-
being with concurrent effects that are stronger than lagged
effects. There are additional reverse effects of strains on stres-
sors. However, these effects seem to be relatively weak.

Third, resources are important for an individual’s health
and well-being. The main effects of resources such as control
at work, social support, and self-efficacy are stronger than
their buffer effects.
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Fourth, there are curvilinear effects of stressors on strains.
However, it seems that compared to the linear effects, these
curvilinear effects are of minor importance.

Fifth, better designed studies with objective measures re-
port smaller correlations than do studies with subjective mea-
sures (cf. also Zapf, Dormann, et al., 1996); it may appear that
this points to actually low impact rates of stressors on strain
and that the effect of stressors at work is rather small. We think
that this would be a mistake (Frese & Zapf, 1988) because
(a) no study ever measures all stressors at work; (b) objective
measures of stressors underestimate the relationship between
stressors and strains because observers’ errors decrease the
correlations; (c) strain is caused by many factors (stressors at
work, biological and psychological predispositions, stressors
outside work, etc.)—every one of which can only have a cer-
tain amount of influence; (d) there is a selection effect of most
studies on stress at work (healthy workers effect) because ill
people have a lower probability to be in the sample; (e) there
are moderators that may increase the relationships; (f ) finally,
low correlations often appear to be of less practical impor-
tance than is actually the case, as shown by Abelson (1985),
Frese (1985), and Rosenthal and Rubin (1982).

Sixth, there are some studies that use natural experiments
in stress research (e.g., Parkes, 1982). Kasl (1978) has called
for more studies making use of natural experiments, and we
can only repeat the suggestion here again.

As a whole, the recent advancements made in organiza-
tional stress research demonstrate that it pays to invest in a
better research methodology. However, to make real progress
in a field it is not sufficient to focus only on research method-
ology. It is necessary to also invest in theory development and
to make sure to address the most relevant research questions
(Brief & George, 1995). For deepening the understanding of
the process of how and when organizational stress affects the
individual and the larger organization, we suggest the follow-
ing avenues for future research:

First, there is a clear need for a direct comparison between
competing theoretical models. Such comparisons are still very
rare (for an exception, cf. de Jonge et al., 2000). Such compar-
isons will be helpful for advancing theory about organizational
stress because they will show which specific assumptions
within one model make it superior to a competing model.

Second, researcher should pay more attention to the im-
pact of specific stressors and specific resources on specific
strains. Such a specificity hypothesis (Broadbent, 1985) im-
plies that specific stressors are related to specific symptoms
but not to others. Empirical tests of this hypothesis are still
rare (Hesketh & Shouksmith, 1986; Steen, Firth, & Bond,
1998). For a resource to be effective as a stress buffer, it is
crucial that the resource matches the specific requirements of

the stressor (Cohen & Wills, 1985). Here, researchers have to
specify more explicitly which resources are most helpful in a
specific stressful situation.

Third, aspects of time should be taken much more seri-
ously within organizational stress research. When studying
the effects of stressors longitudinally, researchers should pay
more attention to the time lags between the first and subse-
quent measurement points. Until now it seems that the time
lags have been chosen rather arbitrarily or for convenience
reasons. As the Dormann and Zapf (1999) study illustrated,
some effects are found only for a limited set of time lags. Re-
searchers need to spell out more clearly within which time
frame they expect specific strain symptoms to develop. Frese
and Zapf (1988) have differentiated the following models
based on time and stress exposure effects: (a) stress reaction
model that implies an ill-health reaction to the stressor, which
is reduced when the stressor is reduced; (b) accumulation
model, in which the effect is not reduced even if the stressor
no longer present; (c) dynamic accumulation model, in which
the effects increase ill health further even when individuals
are no longer exposed to the stressors; (d) adjustment model,
in which people learn to cope with the stressor and ill health
is reduced even though the people are still exposed to the
stressors; (e) sleeper effect model, in which the ill health ap-
pears after the stressor disappears, as in the case of posttrau-
matic stress disorder. We think that it is useful to explicitly
test different models, taking into consideration exposure time
and differential timing effects (cf. also Garst et al., 2000).

Fourth, more attention to time aspects is also necessary for
testing interaction effects. It is necessary to examine in more
detail at which point in time in the stress process resources
are most helpful. For example, resources might act as power-
ful stress buffers only early in the stress process.

Fifth, researchers should explicitly address the mediating
processes in the stressor-strain relationship; this refers both to
mediators at the physiological level and to mediators at the
emotional and cognitive level (i.e., appraisals).

Sixth, there should be more studies on stress and perfor-
mance. Laboratory studies suggest that stressors have a nega-
tive effect on basic cognitive processes. However, in field
study settings, the effects of stressors on job performance are
less obvious. It seems that individuals uphold their perfor-
mance by increasing effort. This increased work effort might
have detrimental long-term effects on health and well-being,
however. It is interesting to note that there are only a few field
studies that simultaneously examined the effects of stressors
on performance and on health and well-being. Research on the
health effects of organizational stress and research on the per-
formance effects of organizational stress are separate research
areas, particularly in field studies. By focusing exclusively on
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health and well-being or on performance effects, researchers
get to know only one side of the coin. We suggest further ad-
vancing organizational stress research by looking simultane-
ously at the impact of stressors on performance and on health
and well-being. Such studies could identify the health and
well-being costs of upholding high performance in stressful
situations. Moreover, such studies could shed light on the per-
formance requirements under which strain symptoms occur. It
is also useful to address the role of resources by examining
which resources let people uphold performance without im-
pairing health and well-being.

Taken together, organizational stress research has bene-
fited from methodologically more sophisticated studies. It
has become obvious that organizational stress affects individ-
ual health and well-being in a negative way. Individuals,
however, have a broad range of ways of dealing with stress so
that both their health and performance do not suffer necessar-
ily. Despite this research progress, there remain many ques-
tions to be answered by future research.
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The research domain generally referred to by the term judg-
ment and decision making (JDM) is vast and ill bounded. It is,
however, reasonably easy to identify the core concerns and is-
sues it covers, even if one is unsure of the remote boundaries.
The field has generally been concerned with choices made
after some degree of deliberation: Choosing to take a particu-
lar job is included; choosing to remove one’s hand from a hot
burner is not. The deliberation involved includes some pre-
diction or anticipation of two distinct sorts: prediction of the
possible consequences of alternative actions, and prediction
of one’s evaluative reactions to these consequences. What
will or might happen if I do A or B? And will I like these
outcomes or not? Selection of an action is often preceded by
significant inferential effort, as when medical diagnosis pre-
cedes selection of a treatment. Substantial creative effort may
be invested in generating action alternatives.

The term judgment is often used, imprecisely, to refer to
several distinct parts of this process. The physician might use
the phrase “In my medical judgment . . .” as a preface to a
statement of what disease she thinks the patient is suffering

from (diagnostic inference); what future course she expects
the disease to follow (prediction or prognosis); what treat-
ment she is recommending (decision); or what tradeoffs
among risks, side effects, and prospects the patient will prefer
(preferential prediction). Other topics often included under
the JDM rubric include problem solving (viewing the physi-
cian as trying to solve the puzzle of the patient’s symptoms);
information search (ordering tests, conducting exploratory
surgery); memory (recall of earlier cases or symptom pat-
terns); and dynamic decision making (as when the physician
makes multiple interventions over time as the patient re-
sponds to or fails to respond to treatments). JDM and its ter-
minology, in short, are not neatly defined.

Given this inclusive and open-ended definition of the
field and its constituent topics, we make no claim of com-
prehensiveness for this chapter, nor for the relative emphasis
among the topics we have included. Our general goal has
been to provide the reader with an introduction to the central
issues in JDM, but we have been highly selective as to top-
ics and relative emphasis. We have treated lightly or left out
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altogether many topics conventionally included in JDM sur-
veys, in part by conscious (if inevitably biased) assessment
of interest and research potential, in part by simple over-
sight. Our biases are generally toward actual or potential ap-
plication rather than toward theory building per se. We note
methodological issues only where they seem special to, or
especially serious for, JDM. Finally, we have allowed our-
selves a little scope for speculation on where the field might
develop next—less in the spirit of confident prediction than
in the hope that it will spur our imaginations and those of
others.

In this age of rapid and convenient electronic literature
searches, we saw little point in stuffing this chapter full of
exemplary citations on each topic. Other useful sources in-
clude two collections of papers sponsored by the Judgment
and Decision Making Society: Goldstein and Hogarth (1997),
addressing theoretical issues, and Connolly, Arkes, and
Hammond (2000), for more emphasis on applications. Re-
cent review articles of note include Dawes (1998); Mellers,
Schwartz, and Cooke (1998); and Highhouse (2001).

NORMATIVE-PRESCRIPTIVE VERSUS
BEHAVIORAL-DESCRIPTIVE THEMES IN
JUDGMENT AND DECISION MAKING

Perhaps more than other areas of the human sciences, JDM
research includes elements of both description and prescrip-
tion, of trying to discover what people actually do when they
form judgments and make decisions and of advising them on
how they might do these things better. The advice-giving
theme can be traced to mathematicians of the eighteenth cen-
tury French court who offered advice on such matters as the
fair price for gambles (Bernstein, 1996; Stigler, 1986). The
roots of the descriptive theme are more widely scattered but
were well established by the time of two landmark review pa-
pers (Edwards, 1954, 1961) that substantially launched be-
havioral interest in decision making.

The two themes seem to be built into the subject matter.
If one starts, for example, with an interest in how a doctor
makes a particular difficult diagnosis (e.g., Einhorn, 1974),
one would probably investigate the types of diagnostic in-
formation that the doctor collects, the way she puts it to-
gether into an overall judgment, her ability to reproduce
the same judgment on repeated cases, and so on. But it
would be hard not to ask the evaluative questions: How well
is she doing? Are her diagnoses correct? How well could
anyone, or a computer, do in making this diagnosis from
this information? How might she be helped to do it better?

Conversely, a decision analyst might be able to show that,
given specified preferences and probability estimates, a
manager would be well advised to make a given set of in-
vestments. This still leaves open the manager’s ability to
state appropriate preferences and to assess required proba-
bilities—and to generate enough faith in the entire analysis
to be prepared to take action based on it. Thus, serious de-
scriptive work on decisions often reaches important norma-
tive questions, while intendedly prescriptive studies rise or
fall on the realism with which they represent the psychology
of the decision maker.

This interplay of descriptive and prescriptive issues is a
central source of interest to many JDM researchers. How-
ever, it has also led to what many see as an undue interest
in decision errors. A major research program of the 1970s
and 1980s, associated with Kahneman and Tversky (see
the later section on heuristics and biases), assumes that
observed decision behavior is generated by a reasonably
small number of cognitive rules of thumb or heuristics,
mental shortcuts that generally produce reasonable (and
quick) results. These heuristics were demonstrated by
showing that people generate systematic “errors” in spe-
cific, carefully constructed situations. The errors were de-
fined as a deviation between what a subject did and the
conclusions derived from some optimal rule—for example,
a subject’s probability estimate when given some informa-
tion and the estimate that would be generated by Bayes’s
theorem in the same situation. This investigation of errors
took on something of a life of its own (Edwards & von
Winderfeldt, 1986; Jungermann, 1983), ignoring the facts
that (a) the errors existed only if the optimal rule was, in
fact, appropriate and accepted, and (b) there was little effort
to assess the generality of the errors.

None of this is to suggest that humans are immune to de-
cision error. Most of us, drawing on scientific evidence and
personal experience alike, are happy to accept any help that is
offered in our important life decisions. It is not clear, how-
ever, how common serious decision errors actually are. How
might one assess an overall decisional batting average for the
typical human, other than citing casual evidence suggesting
that it is close to neither 0 nor 1,000? Without an agreement
on what constitutes decision error and an overall estimate
of its frequency, one cannot assess how serious the biases
caused by heuristic use might be. We argue only that when
presented with a normative recommendation, it is always
wise to ask if its assumptions are descriptively accurate and
that when presented with a descriptive analysis of some deci-
sion maker, it is always interesting to ask how well he or she
is doing.
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INFERENCE PROCESSES

The Lens Model

Brunswik (1952) illustrated his discussion of visual percep-
tion with a diagram that has come to be called the lens model
(Figure 19.1). He argued that our skill at estimating some
physical quantity such as the weight or distance of an object
is the result of our ability to combine various imperfect
“cues” to the quantity being estimated. For example, cues for
distance include image brightness and sharpness, binocular
disparity, parallax, and so on. None of the cues is perfectly
correlated with actual distance, but a skilled perceiver can
make use of the multiplicity and redundancy of cues to
achieve highly valid estimates. The “lens” terminology sim-
ply draws attention to the similarity between the process of
cue generation and integration and the diverging rays of light
from an object being brought into focus by a convex lens.

Hammond (1955) proposed that the same model might be
used to represent judgment processes. For example, the vari-
able of interest might be a job applicant’s ability at some task,
as reflected in cues such as scores on some predictive tests,
reports from previous employers, and claimed experience in
similar jobs. The judge’s task would be to combine these im-
perfect cues into an overall judgment of the candidate’s abil-
ity and thus into a prediction of the candidate’s performance
on the job.

The great value of the lens model is that it draws our atten-
tion simultaneously to the judge (represented on the right-
hand side as combining cues onto a judgment) and to the
environment (represented on the left-hand side as some
underlying state of interest spinning off imperfect cues).
Achieving good accuracy requires both that the cues be rea-
sonably informative about the underlying variable and that the
judge use these cues in an effective way. In fact, the mathe-
matical relationships among the cue validities and utilizations

and overall achievement have been helpfully analyzed in the
so-called lens model equation (Tucker, 1964). The model also
draws attention to one of Brunswik’s methodological pre-
cepts, the call for “representative design” (Brunswik, 1955).
In essence, this requires that cue sets presented to subjects re-
tain the cue ranges and intercorrelations found in some speci-
fied environment. Specifically, representative design forbids
use of factorial crossing of cue values because this procedure
destroys naturally occurring cue intercorrelations. This will
disrupt the judge’s normal judgment policy and may, in the
limit, produce cue sets that the judge finds incredible. Con-
sider, for example, the reaction of an employer to a set of ap-
plicant records in which there was no relationship among test
scores, undergraduate grade-point average, and quality of ref-
erences. At least some of these applicants would probably be
rejected as erroneous or fraudulent.

Multiple-Cue Probability Learning Studies

In more or less complete violation of representative design
precepts, a large body of research has emerged that broadly
addresses subjects’ abilities to learn to use probabilistic in-
formation. The general format is to present the subject with a
(long) series of trials in each of which several cues are pre-
sented and the subject is asked to predict the value of some
criterion variable to which the cues are related. After the sub-
ject makes an estimate, he or she is told the correct answer
before proceeding to the next trial. Such a format lends itself
to endless variations in task characteristics: number of cues
presented, their validity, the functional form of their relation-
ship to the underlying variable that the subject is to estimate,
the quality of feedback presented, whether the task is embed-
ded in a meaningful verbal context, whether learning aids are
provided, and so on.

The evidence from dozens of such studies is that except
for the simplest versions, these multiple-cue probability
learning (MCPL) tasks are very hard to learn. “Simple” gen-
erally means one or two cues, strongly and linearly related to
the criterion, under conditions of low feedback error. For ex-
ample, Slovic (1974) used a task with one linear cue that cor-
related .80 with the criterion and found subject estimates
approaching maximum possible performance in the last of
100 trials. However, when the cue validity was �.80, learn-
ing after 100 trials was less than half this level. Deane,
Hammond, and Summers (1972), using a three-cue task,
found reasonable learning after 150 trials when all three rela-
tionships were positive, but almost no learning when the re-
lationships were U-shaped. Learning improves somewhat
when the subjects are warned about possible nonlinearities
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(Earle, 1970). Two-cue interactions are learned only if help-
ful verbal cues are provided (Camerer, 1981). Even after
reaching high levels of performance under low-error feed-
back, subjects’ performances rapidly decline when feedback
error levels are increased (Connolly & Miklausich, 1978). In
short, as Klayman (1988) suggested, learning from outcome
feedback is “learning the hard way.”

In many real-world tasks, of course, feedback is probably
much less helpful than is the outcome feedback provided in
these MCPL laboratory tasks. A human resources (HR) pro-
fessional trying to learn the task of predicting candidates’
potentials from application materials receives feedback only
after significant delay (when the applicant has been hired and
on the job for some time); under high error (supervisor rat-
ings may introduce new sources of error); and, crucially, only
for those applicants actually hired (see Einhorn, 1980, on the
inferential problems facing waiters who believe that they can
spot good tippers). Laboratory MCPL tasks show excruciat-
ingly slow learning of simple tasks under relatively good out-
come feedback. Real-world tasks are almost certainly more
difficult, and real-world feedback almost certainly less help-
ful, than are the laboratory conditions. It thus seems unlikely
that outcome feedback is the key to learning real-world tasks
of this sort, and interest in laboratory MCPL studies seems to
have largely subsided in recent years.

Policy Capturing

Policy capturing, also known as judgment analysis (Stewart,
1988), is the process of developing a quantitative model of a
specific person making a specific judgment. The general form
of such a model is an equation, often first-order linear, relat-
ing the judgments, J, to a weighted sum of the information
“cues,” xi. Hundreds of such studies have been conducted,
dating at least to Wallace (1923) who modeled expert judges
of corn. Hammond and Adelman (1976) studied judgments of
handgun ammunition; Slovic (1969) studied stockbrokers;
Phelps and Shanteau (1978) studied hog judges; and Doyle
and Thomas (1995) studied audiologists. In addition, policy
capturing has been commonly used for organizational appli-
cations, such as decisions concerning salary raises (Sherer,
Schwab, & Heneman, 1987), alternative work arrangements
(Powell & Mainiero, 1999), and applicant ratings and recom-
mended starting salaries (Hitt & Barr, 1989). Policy captur-
ing is thus a very widely used procedure.

It is also fair to say that the technique has been widely
abused and that many of the findings are hard to assess or in-
terpret. The basic approach is so simple and obvious that it is
easy to overlook some important subtleties that vitiate the
final conclusions. We shall sketch some of these points here;

see Stewart (1988) and A. Brehmer and Brehmer (1988) for a
fuller discussion.

Suppose one were interested in modeling the judgment
process of a university department head who is selecting can-
didates for graduate school. The department head reads an
applicant’s file, writes a merit score between 0 and 100 on the
cover, and moves to another file. At a later stage the files are
rank ordered, and applicants are admitted in descending order
of merit score until all the places are filled. How might one
model the department head’s judgment process?

A first step is to establish what information she is collect-
ing from each file: the cues. Simply asking her what cues she
is using may be misleading: It is possible that she is biased to-
ward (or against) women, minorities, left-handers, or scrab-
ble players and is either unaware of the fact or chooses not to
admit it. Second, how does she code this information? What
counts as a “strong” GPA or an “acceptable” letter of refer-
ence? Significant work may be needed to translate the depart-
ment head’s inspection of the file into a set of scale scores
representing the cues that she discovers and the scores in it.
Stewart (1988) provided helpful practical advice on this
process, and A. Brehmer and Brehmer (1988) discussed com-
mon failures. Doyle and Thomas (1995) reported an exem-
plary study in identifying the cues used by audiologists in
assessing patients for hearing aids. Once cues and judgments
have been identified and scored, estimation of a standard
multiple linear regression model is straightforward. Interpre-
tation, however, may not be. In particular, the interpretation
of the relative weights given to each cue is conceptually dif-
ficult (see Stevenson, Busemeyer, & Naylor, 1991).

One subtle (and, in our view, unsolved) problem in policy
capturing is how to meet Brunswik’s goal of representative
design. This goal plainly prohibits constructing simple or-
thogonal designs among the cues: Such independence de-
stroys patterns of cue intercorrelations on which expert
judges may rely. Cue ranges and intercorrelations should re-
flect those found in some relevant environment, such as the
pool of applicants or patients with whom the expert regularly
deals. A sample of recent actual cases would appear to meet
this requirement, but even here complexities arise. If one
wishes to compare expert predictions with actual perfor-
mance, then only the subset of applicants hired or admitted is
relevant—and this subset will have predictably truncated cue
ranges and intercorrelations compared to the entire pool.
Changes in pool parameters arising from changes in the em-
ployment rate, prescreening, self-selection into or out of the
pool, or even of educational practices may all affect the mod-
eled judgment. The underlying problem of what exactly de-
fines the environment that the sample of cases is intended to
represent is a conceptually subtle and confusing one.
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Given these methodological worries, some caution is
needed in summaries of research findings. Common general-
izations (A. Brehmer & Brehmer, 1988; Slovic & Lichtenstein,
1971) include the following: (a) Judges generally use few cues,
and their use of these cues is adequately modeled by simple
first-order linear models; (b) judges describe themselves as
using cues in complex, nonlinear, and interactive ways;
(c) judges show modest test-retest reliabilities; and (d) inter-
judge agreement is often moderate or low, even in areas of
established expertise. In light of the methodological shortcom-
ings just noted, we propose that such broad generalizations be
taken as working hypotheses for new applications, not as
settled fact.

Heuristics and Biases

Edwards (1968) ran the following simple experiment. He
showed subjects two book bags containing 100 poker chips.
Bag A contained mainly red chips, Bag B mainly black. He
randomly chose one of the bags, drew out a small sample of
chips, and showed them to the subjects. He then asked the sub-
jects for their estimate of how likely it was that he was draw-
ing from Bag A. He found that subjects, initially persuaded
that the probabilities were 50/50 before seeing the sample,
generally revised their estimates in the direction suggested by
the sample (i.e., toward A if the sample was mainly red chips)
but not as far as would be required by Bayes’s theorem.
Edwards (1968) labeled the phenomenon conservatism. It
involves three elements: a well-structured probabilistic task
(e.g., sampling from two known populations); a sensible nor-
mative model for how the task should be performed (Bayes’s
theorem); and an observation that actual behavior is systemat-
ically biased with regard to this normative model.

The dominant paradigm for research on judgment under
uncertainty through the 1970s and 1980s, the so-called heu-
ristics and biases paradigm (Tversky & Kahneman, 1981),
was founded on observations of systematic errors of this sort:
probabilistic tasks in which human behavior deviated system-
atically from a normative rule. The paradigm was, however,
more than a simple catalog of errors. Tversky and Kahneman
(1981) argued that the observed errors were manifestations of
cognitive rules of thumb or heuristics that, though generally
effective and low-cost, can be misleading in certain unusual
circumstances. Thus, for example, we might be well guided as
to the relative popularity among our acquaintances of various
hobbies by noting the ease or difficulty with which we could
bring examples to mind (the availability heuristic). We would
likely be misled, however, about embarrassing or illegal hob-
bies, whose practitioners might well take pains to conceal
their interest. Similarly, dramatic causes of death are judged

to be commoner than less dramatic ones (Slovic, Fischhoff, &
Lichtenstein, 1979), and easily found words as more likely
than those more difficult to search for (Tversky & Kahneman,
1973). (We discuss examples of heuristics and biases in pre-
diction research more fully in the following section on simple
prediction.)

Work in this paradigm has declined in recent years. First,
whatever the theoretical intentions, much of it became an
ever-growing catalog of errors, with modest or no theoretical
underpinnings that might allow prediction of when a particu-
lar heuristic would be evoked or error displayed. Second,
there was growing doubt about the appropriateness of some
of the normative models invoked to demonstrate that errors
had been made. Third, it became clear that at least some of
the claimed errors were actually the result of subjects’ work-
ing successfully on problems other than the one the experi-
menter intended. (See Jungerman, 1983, and Gigerenzer,
1991, for extended critiques of the heuristics and biases ap-
proach.) Research interest in documenting our shortcomings
seems to have declined. Increasingly, researchers are explor-
ing the actual mechanisms that account for our performance,
including the sometimes excellent performance of experts in
real settings. (See Goldstein & Hogarth, 1997, and Connolly
et al., 2000, for recent samplings of the literature.)

PREDICTION

Simple Prediction

There is evidence that, in making predictions, we use a vari-
ety of the heuristics discussed earlier. We will discuss three
such heuristics: anchoring and adjustment, availability, and
representativeness.

Imagine that an organization wants to predict sales for the
coming quarter. A common approach would be to start with
current sales as an initial estimate (the anchor), and then
make an adjustment to account for market trends, new incen-
tives, and so on. While this anchor-and-adjust heuristic may
provide a reasonable estimate, research indicates that two
potential problems may arise. First, the anchor may not be
appropriate: If a new motivation program is applied to only
a subset of salespeople, then the average of this group’s sales
should be used as an anchor, rather than the average of all
salespeople. Second, adjustment from the anchor may not
be sufficient: The predicted value may be too close to the an-
chor of average sales. Bolger and Harvey (1993) found that
decision makers used an anchor-and-adjust strategy for pre-
dicting events over time (e.g., sales) and that their adjust-
ments were insufficient.
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Another method for making predictions uses the avail-
ability heuristic: The likelihood of an event is judged by how
easily instances come to mind through either memory or
imagination. This heuristic is generally reasonable because
frequent events will tend to be noticed and remembered more
than will less frequent events. A manager may predict how
likely a particular employee is to be late for work based on
recollections of past episodes. However, availability may
lead to biased predictions when we selectively attend to in-
formation that is available (e.g., a vivid or recent event) in-
stead of considering historical-statistical data systematically.
For instance, people who had recently experienced an acci-
dent or a natural disaster estimated similar future events
as more likely than those who had not experienced these
events (Kunreuther et al., 1978). Similarly, managers con-
ducting performance appraisals can produce biased evalua-
tions (either positive or negative) when they rely on memory
alone: Vivid episodes and events within three months prior to
the evaluation are overweighted relative to other information
(Bazerman, 1998).

A third heuristic used in prediction is representativeness, in
which the likelihood of an event is judged by its similarity to a
stereotype of similar events. Thus, a manager might predict
the success of an employee by how similar he is to other
known successful employees. Again, while this is generally a
good initial estimate, using the representativeness heuristic
can lead to systematic biases. First, people have a tendency to
make nonregressive predictions from unreliable predictors.
For example, Tversky and Kahneman (1974) attempted to
teach Israeli flight instructors that positive reinforcement
promotes learning faster than does negative reinforcement.
The flight instructors objected, citing examples of poor per-
formance following praise and improved performance after
reprimands. The instructors were attributing fluctuations in
performance to interventions alone and not recognizing the ef-
fect of chance elements. Those trainees who received praise
had performed at a level above their average performance,
whereas those who were reprimanded had performed below
their average. Statistically, both groups should tend to perform
closer to their average performance on subsequent flights.
Thus, the flight instructors falsely concluded that praise hurts
and reprimands help because they predicted, by representa-
tiveness, that performance should be similar to the previous
episode instead of regressing their predictions of performance
to the mean. A parallel fallacy arises when we predict that the
best performing salesperson this year will be the top per-
former the following year.

Another bias that has been attributed to using the repre-
sentativeness heuristic is the tendency to neglect base rates or
the prior probabilities of outcomes (Kahneman & Tversky,

1973). Imagine that a company knows that a small percent-
age (e.g., 1%) of its employees is using illegal drugs. The
company conducts a random drug test in order to determine
which employees are using drugs and are subject to termina-
tion. The test is relatively accurate, being correct 90% of the
time; that is, the test will be incorrect only 10% of the time
when either a drug user tests negative (false negative) or a
nonuser tests positive (false positive). Should the company
fire employees who test positive for drugs? Most would say
yes because the probability of being a drug user given the
positive test result should be representative of the accuracy of
the test (somewhere around 90%). The true answer is that it is
very unlikely that this person is a drug user: Although the test
is relatively accurate, it is not very diagnostic in this situation
because the probability that a person who tests positive is a
drug user is only 8.3%. The reason for this counterintuitive
probability is that we neglect the influence of the base rate of
drug users. Because the probability of being a drug user is so
low, most of the people testing positive will not be drug users.
For example, imagine that there were 1,000 employees in this
company: 10 (1%) would be drug users, and 990 would be
nonusers. Because the test is 90% accurate, 9 of the 10 drug
users will test positive. However, 99 (10%) of the nonusers
would also test positive (the false positives). Thus, of the 108
people who test positive, only 9 (8.3%) will be drug users.
Note that even if the accuracy of the test in this example is in-
creased to 99%, the probability that an individual who re-
ceives a positive test result is actually a drug user is still only
50%. This drug-testing example is an adaptation of the well
known cab problem from Kahneman and Tversky (1973).

There are other potential difficulties in making predic-
tions. In some situations, our judgments are overconfident.
Experiments demonstrating overconfidence often ask diffi-
cult almanac questions in which subjects either choose be-
tween two options (e.g., “Which river is longer, the Tigris or
the Volga?”) or state a range of values in which they are 90%
confident a true value lies (e.g., “How long is the Tigris
river?”). Klayman, Soll, Gonzalez-Vallejo, and Barlas (1999)
found a general overconfidence for almanac questions, but
the overconfidence was much higher for subjective confi-
dence intervals than for the two-choice questions (approxi-
mately 45% versus 5%). They found significant differences
between individuals, but overconfidence was stable across in-
dividuals answering questions from different domains (e.g.,
prices of shampoo and life expectancies in different coun-
tries). A person who was overconfident in one domain was
likely to be overconfident in another. Overconfidence has
been found in many, though not all, contexts (Yates, 1990).
There is evidence that it declines with experience (Keren,
1987) and with instructions to think of ways in which an
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estimate might be wrong (Fischhoff, 1982). Overconfidence
and its control have obvious implications in such organiza-
tional contexts as hiring, estimating timelines and costs, and
developing business strategies.

There are also problems with learning from experience to
make better predictions. The hindsight bias (Fischhoff &
Beyth, 1975) hinders us in learning from our mistakes. In
retrospect, we believe that we knew all along what was going
to happen and are unable to recover fully the uncertainty we
faced before the event. This impedes learning the real rela-
tionships between decisions and outcomes that are necessary
for good predictions. Unfortunately, warning people of this
bias does not help (Fischhoff, 1977). In addition, we may not
seek the necessary information to test our beliefs because we
have a tendency to seek confirming evidence (also known as
the confirmation bias; Wason, 1960) rather than disconfirm-
ing evidence. (See the section on information search, infor-
mation purchase.) Finally, the structure of the environment
may not readily provide information to test relationships be-
cause some information is naturally hidden. For example,
personnel selection is often based on HR test scores whose
correlations with future job performance may be low. This
will be true even for valid predictors of performance. We hire
only applicants with high scores, so the variance of test
scores for those hired is low, and any variation in job perfor-
mance will likely be due to other factors (e.g., motivation,
training, random elements). We generally do not observe the
performance of those we do not hire—data essential to test-
ing the validity of our predictions.

Idea Generation

Before an outcome’s likelihood can be assessed, it must first
be identified as a possibility. There is good evidence that we
do not routinely generate many of the possible outcomes that
may flow from our actions (Gettys & Fisher, 1979), and nu-
merous remedial techniques have been proposed. One popu-
lar approach, group brainstorming, was first proposed in a
nonacademic book (Osborn, 1953) as a way to generate as
many ideas as possible. The participants were encouraged to
improve, combine, and piggyback off other ideas without
criticism in order to generate more ideas than could be gen-
erated when working individually. While this approach is
intuitively appealing, subsequent research (McGrath, 1984)
has shown that compared to brainstorming groups, the same
number of individuals working alone (called nominal
groups) produce more ideas with the same level of quality.
Diehl and Stroebe (1987) concluded that the main reason
appears to be production blocking: Because only one group
member can talk at a time, the other members may forget

their ideas, construct counterarguments, and so on in the
meantime.

In the 1980s computerized technology was developed to
aid group brainstorming and decision-making processes (for-
tunately ignoring the evidence discussed earlier!). One popu-
lar system consists of several networked computers with a
common main screen that can be seen by all in the room
(Connolly, 1997; Nunamaker, Dennis, Valacich, Vogel, &
George, 1991). Group members type ideas on their computers
and interact by passing files between machines. All members
can thus be productive simultaneously, while drawing stim-
ulation from reading and adding to one another’s files.
This form of interaction appears to overcome the problems of
face-to-face brainstorming. Electronic brainstorming (EBS)
groups can outperform equivalent nominal groups (Valacich,
Dennis, & Connolly, 1994), at least when the EBS groups are
large (approximately eight or more). It is not entirely clear
why large EBS groups enjoy this advantage in idea genera-
tion (Connolly, 1997). Anonymity provided by the EBS sys-
tem increases the number of ideas produced (Connolly,
Jessup, & Valacich, 1990) and the number of controversial
ideas (Cooper, Gallupe, Pollard, & Cadsby, 1998), but may
decrease satisfaction with the task (Connolly et al., 1990).

It is interesting to note that businesses continue to use
face-to-face group brainstorming even though the literature
clearly shows that it is inferior to both nominal groups and
EBS. One reason may be its strong intuitive appeal. Paulus,
Dzindolet, Poletes, and Camacho (1993) found that subjects
predicted future performance and perceived actual perfor-
mance as better in face-to-face brainstorming groups than in
nominal groups, when in fact performance was superior in the
latter. Another reason for the popularity of face-to-face brain-
storming is the lack of access to EBS equipment. There is also
some evidence that the performance of face-to-face groups
can be raised to that of nominal groups by using highly
trained facilitators (Oxley, Dzindolet, & Paulus, 1996).

PREFERENCES

Values, Goals, Objectives

The idea of preference is fundamental to the idea of purpo-
sive choice: We prefer some possible outcomes to others and
try to select actions accordingly. This is not the same as the
claim that people “have” values (or preferences, goals, pur-
poses, desires, etc.), in the sense that they can instantaneously
say which of two real or imagined states they prefer at a given
moment. As Fischhoff (1991) pointed out, some researchers
(e.g., economists, opinion pollsters) behave as though people
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have fully articulated preferences for all possible objects and
states of being, whereas others (e.g., decision analysts) sup-
pose that we have only a few, basic values and must derive or
construct preferences from these for most unfamiliar choices.
An articulated values theorist might study a series of hiring
decisions with a view to inferring the relative importance that
a particular HR manager gives to different candidate attrib-
utes, such as experience, age, and gender. In the same context
a basic values theorist might work with the manager to im-
prove the accuracy or consistency with which her values are
applied to future hiring decisions. (Indeed, it is possible to
imagine doing both studies with the same manager, first cap-
turing her “policy” from a series of earlier decisions and then
applying them routinely to subsequent decisions as a form of
decision aiding.)

Whichever view of valuing one assumes, there is plenty
of evidence to indicate that the process can be imperfectly
reliable and precise. Preferences for alternative medical treat-
ments can shift substantially (for both patients and physi-
cians) when the treatments are described in terms of their
mortality rates rather than their survival rates (McNeil,
Pauker, & Tversky, 1988). Subjects asked how much they
would be prepared to pay to clean up one, several, or all the
lakes in Ontario offered essentially the same amount of
money for all three prospects (Kahneman, Knetch, & Thaler,
1986). Simonson (1990) found that people’s preferences for
different snacks changed markedly from what they predicted
a week ahead to what they chose at the time of consumption.
Strack, Martin, and Schwartz (1988) found that students’
evaluation of their current life satisfaction was unrelated to a
measure of their dating frequency when the two questions
were asked in that order, but strongly related (r = .66) when
the dating question was asked first. Apparently, the evalua-
tion of one’s life overall is affected by the aspects one is
primed to consider. MBA students’ ratings of their satisfac-
tion with and the fairness of potential salary offers were
markedly influenced by the offers received by other students
in their class (Ordóñez, Connolly, & Coughlan, 2000). As
these examples suggest, measures of preferences for real-life
entities are sensitive to issues of framing, timing, order, con-
text, and a host of other influences. It is unclear whether the
problems are primarily those of imperfect measurement or of
imperfect development of the respondents’ values and prefer-
ences themselves.

A common assumption of basic values researchers is that
complex value structures are organized in the form of hierar-
chies or value trees (e.g., Edwards & Newman, 1982). The
HR manager, for example, might consider a candidate’s
attractiveness in terms of a few high-level goals, such as job
knowledge, motivation, and growth potential, and assign
some importance to each. At a lower level these attributes

would be decomposed, so that “job knowledge” might in-
clude scores for formal education, job experience, and recent
training, and so on. Such trees help to connect high-level val-
ues to lower level operational measures. More complex inter-
connections among value elements are also possible (see,
e.g., Keeney, 1992).

Utilities and Preferences

The term utility is used in two different ways in JDM. In the
formal, mathematical sense (Coombs, Dawes, & Tversky,
1970), utilities are simply a set of real numbers that allow re-
construction or summary of a set of consistent choices. The
rules for consistency are strict but appear to be perfectly rea-
sonable. For example, choices must be transitive, meaning
that if you choose A over B and B over C, then you must also
choose A over C. Situations in which thoughtful people wish
to violate these rules are of continuing interest to researchers
(Allais, 1953; Ellsberg, 1961; Tversky, 1969). Utilities, in
this sense, are defined in reference to a set of choices, not to
feelings such as pain and pleasure.

A very powerful formulation of this choice-based view of
utility (von Neumann & Morgenstern, 1947) relies on the
idea of probabilistic “in-betweenness.” Suppose A is (to you)
the “best” in some choice set, and C is the “worst.” You like
B somewhere in between. Von Neumann and Morgenstern
(1947) suggested that you would be prepared to trade B for a
suitable gamble, in which you win (get A) with probability p
and lose (get C) with probability (1 � p). You could make the
gamble very attractive by setting p close to 1.0 or very unat-
tractive by setting it close to 0.0 so that because you value B
in between A and C, one of these gambles should be worth
the same to you as B itself. The value of p at which this hap-
pens is your “utility” for B, and this expresses your prefer-
ence for B in an unambiguous way.

The beauty of this approach is that it allows a decision
maker to evaluate every outcome on a decision tree by the
same metric: an equivalent (to her) best/worst gamble. Fur-
ther, if some of these outcomes are uncertain, their utility can
be discounted by the probability of getting them—their
“expected utility.” If I value some outcome at 0.7 (i.e., as
attractive to me as a best-worst gamble with .7 to win, .3 to
lose), then I would value a toss-up at that same outcome at
(.5 × .7) or .35. This provides a tight logic for expected util-
ity as a guide to complex choices.

It is not clear how closely this formal view of utility con-
forms with the experience or anticipation of pleasure, desire,
attractiveness, or other psychological reactions commonly
thought of as reflecting utility or disutility. Indeed, the intro-
duction of a gambling procedure for measurement gives
many people problems because it seems to involve elements
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of risk as well as outcome preferences. Many people turn
down bets such as (.5 to win $10, .5 to lose $5), despite their
positive expected value (EV): (.5 × $10) + (.5 × −$5) =
$2.50, in the example. Why? One possibility is declining
marginal utility: The $10 gain offers only a modest good feel-
ing, whereas the $5 loss threatens a large negative feeling, so
the 50-50 chance between the two is overall negative. This is
referred to as risk aversion, although it may have little con-
nection to the actual churn of feeling that the gambler experi-
ences while the coin is in the air.

The psychology of risk—what is seen as risky, how risk is
talked about, how people feel about and react to risk—is a
vast topic, beyond the scope of this brief chapter. Many stud-
ies (e.g., Fischhoff, Lichtenstein, Slovic, Derby, & Keeney,
1981; Peters & Slovic, 1996) raise doubts about our ability to
assess different risks and show very large inconsistencies
in our willingness to pay to alleviate them (Zeckhauser &
Viscusi, 1990). Public policies toward risk are hampered by
large discrepancies between expert and lay judgments of the
risks involved (Fischhoff, Bostrom, & Quadrel, 1993; Slovic,
1987, 1993). The notion of risk aversion or risk tolerance as
a stable personality characteristic guiding behavior across a
range of situations finds little empirical support (Lopes,
1987). This rich and important literature is only imperfectly
summarized by proposing a negatively accelerated utility
function!

Comparison Processes

The ideas we have reviewed to this point all associate prefer-
ence or value with an outcome in isolation from others. That
is, they suppose that a specific outcome has a specific utility to
a specific decision maker. Both casual reflection and careful
research show that this assumption is false. One’s feelings
about a $3,000 pay raise, for example, might shift significantly
if one discovered that a rival had made more, or less; if one ex-
pected nothing, or $5,000; or if it was given for merit rather
than as a cost of living adjustment. Comparison processes
of various sorts influence the value we attach to options and
outcomes.

Relatively recently, theories of preference have attempted
to integrate the emotions of regret and disappointment
through the use of comparisons. Regret theory (Bell, 1982;
Loomes & Sugden, 1982) posits that the utility of a risky op-
tion depends not only on outcomes and associated probabili-
ties but also on comparisons between the outcomes of the
chosen and unchosen options. The modified utility function is
the expected utility of the option considered in isolation plus
a regret-rejoice component that adjusts for comparison with
what might have been if another option had been selected. A
recruiter feels good about the success of a new employee she

has selected; perhaps she feels an additional pleasure when
she learns that the rejected candidate is performing poorly at
another firm. Thus, the feeling of regret (rejoicing) occurs
when you would have been better (worse) off if you had
made another choice. Studies have shown that anticipated
regret leads to regret-minimizing choices (Josephs, Larrick,
Steele, & Nisbett, 1992; Ritov, 1996; Zeelenberg, Beattie,
van der Pligt, & de Vries, 1996), changes attitudes about be-
havior (Parker, Stradling, & Manstead, 1996), and changes
future behavior (Richard, van der Pligt, & de Vries, 1996).
Anticipation of regret about poor outcomes has been used to
explain why consumers purchase higher priced but well-
known brands (Simonson, 1992) and why they are reluctant
to trade equivalent lottery tickets, even with an added cash
incentive (Bar-Hillel, 1996).

Where regret theory compares outcomes across alterna-
tives, disappointment theory (Bell, 1985; Loomes & Sugden,
1986) compares outcomes across different states of nature. In
the hiring example, the recruiter whose chosen candidate
turns in a poor performance feels bad both because of the
poor performance itself and because she is disappointed in
her expectations of a good performance. As with regret the-
ory, disappointment theory adjusts the basic expected utility
of an option according to the comparisons across the different
possible outcomes. Finally, decision affect theory (Mellers,
Schwartz, Ho, & Ritov, 1997; Mellers, Schwartz, & Ritov,
1999) integrates both disappointment and regret feelings with
the utility of an option in order to determine the overall antic-
ipated pleasure of an option.

Regret, disappointment, and decision affect theories all
start with the basic expected utility of an outcome and make an
adjustment to reflect comparisons with other outcomes, real or
imagined. Comparisons are also central to equity theory
(Adams, 1965; Walster, Berscheid, & Walster, 1973), in which
an outcome’s value is modified by the recipient’s judgment of
whether it was fair. According to equity theory, equity is
achieved when the ratio of outputs (e.g., salary, benefits, re-
wards, punishment) to inputs (e.g., hours worked, effort, orga-
nizational citizenship behaviors) are the same for all
individuals being considered. Thus, in order to determine if
equity is achieved, a comparison other (e.g., a coworker) is re-
quired. Early studies investigated equity theory by placing
subjects in an experimental work context in which they re-
ceived payment for the amount of work completed. Subjects
were informed about the pay given to other similar workers.
Research results have strongly supported equity theory predic-
tions (Greenberg, 1982). Equity imbalance was restored in a
manner consistent with equity theory: Underpaid workers de-
creased their performance (i.e., lowered their inputs), whereas
overpaid workers increased their performance (increasing in-
puts). In an interesting field study (Greenberg, 1988), workers
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were temporarily reassigned to offices that were either of
higher or lower status than their regular offices. Consistent
with equity theory, those assigned to higher status offices in-
creased their performance, whereas those in lower status of-
fices decreased their performance.

Choice Rules

In almost every practical choice situation, each of the options
being considered has a number of features, attributes, or di-
mensions that affect its worth to the decision maker. A job,
for example, might be defined in terms of such dimensions as
salary, location, interest of work, promotion possibilities, and
so on. Researchers have proposed a number of alternative
models to describe the process by which decision makers
choose between such multiattribute alternatives.

Multiattribute utility theory (MAUT) models suppose that
what people do (or, in the prescriptive use, should do) is to
evaluate each attribute of each alternative, add the resulting
utilities into an overall utility for each alternative, and choose
the alternative with the highest total. This is referred to as a
compensatory model, in the sense that an improvement on
one attribute can compensate for or trade off against a loss on
another. (We discuss decision-aiding procedures for making
these tradeoffs in the following section.) Some authors (e.g.,
Edgell & Geisler, 1980) have proposed modifications of the
basic MAUT models, called random utility models, to reflect
the fact that subjects’ preferences are not always stable from
one occasion to another.

Conjunctive models reflect preferences of the screening
type, such as an army physical examination. A candidate with
flat feet, for example, would be rejected regardless of how
well he or she scores on other measures of physical fitness.
These models are thus noncompensatory, in the sense that
more on one attribute may not make up for less on another:
Any low attribute value makes the entire alternative low
value. An early conjunctive model, the satisficing rule, was
proposed by Simon (1955). Simon argued that in real settings
MAUT procedures make unrealistic demands on a decision
maker’s time and attention. Instead, decision makers search
for an alternative that is acceptable on all important dimen-
sions and stop their search with the first such alternative.
Note that this again introduces an element of probabilism into
the choice, in that the order in which alternatives are consid-
ered may determine which of several acceptable options is
found first. (Simon, 1955, also argued that aspiration levels
may change as search proceeds, adding a second element of
probabilism.)

Lexicographic (dictionary-like) models rely on sequential
comparisons between alternatives. Options are compared first

on the most important attribute, and if they differ, the winning
option is chosen. If they tie, the next most important attribute
is considered, and so on, until a winner is found. Another ver-
sion of this, called the elimination by aspects (EBA) model,
selects an attribute (or “aspect”) at random and eliminates
from consideration any option that fails to reach threshold on
this attribute. The process continues until only one option
remains, and it is then chosen. (Note that neither of these
processes is compensatory: Overall attractive options may be
eliminated by a loss on an early comparison.)

Additive difference models (Tversky, 1969) assume that
the decision maker compares alternatives along one dimen-
sion at a time, storing the sum of the differences favoring one
alternative over the other. Probabilistic versions of this rule
have also been proposed, in which comparison terminates
when one alternative reaches some threshold of cumulative
advantage over the other.

A number of authors (Beach & Mitchell, 1978; Payne,
Bettman & Johnson, 1993) have suggested that the combina-
tion rule that a decision maker uses represents a tradeoff be-
tween effort and accuracy. The fully compensatory MAUT
rule allows the fullest consideration of all attributes and val-
ues, but requires extensive information-processing effort.
Other rules are less effortful, but do not guarantee that the best
option will be chosen.

DECIDING: (A) SINGLE CHOICE EVENTS

Subjective Expected Utility Theory

The previous section discussed preferences among riskless
options. However, selecting among risky options in which
outcomes occur with some probability is even more difficult.
For example, a firm may have to select between a set of new
products to develop, each with probabilities of profits and
losses. One of the simplest ways of placing a value on a risky
proposition is by calculating its EV, which is the sum of each
outcome multiplied by its associated probability (i.e., EV =
�pixi). A new product with a 75% chance of making $15 mil-
lion in profits and a 25% chance of failing, with a loss of a
million in development costs would have an EV = .75*
($15M) � .25*($ � 1M) = $11.75M in expected profits. This
is the amount of money the firm would make on average if
they repeatedly marketed new products with these probabil-
ity-outcome characteristics. Clearly, such a calculation would
be an imperfect guide to decision making in any single case.

It can be easily shown that our preferences for risky
propositions are not always consistent with an EV model. For
example, how much would you pay for a gamble in which
you flip a coin until the first head appears (on the nth flip) and
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pays ($2)n? If you get two tails followed by a head, you
would receive 23 = $8. Most people offer less than $4 to play
this game. However, this game actually has an infinite EV,
and according to the EV model you should be willing to pay
as much as you are able. The EV for the game is �pixi =
�(1�2)n2n = (1�2)2 + (1�4)4 + (1�8)8 + · · · (1�∞)∞ =
1 + 1 + 1 . . . that continues infinitely and, thus, leads to an
infinite EV.

Daniel Bernoulli (1738/1954) used the previous example
(known as the St. Petersburg paradox) to infer that people do
not value a prospect in terms of the objective value of the out-
comes, but on the subjective values or utilities. Thus, people
value propositions based on the expected utility rather than
expected value. This model also explains why you might pre-
fer $50 for sure over an equal EV gamble with a 50% chance
winning $100 and otherwise $0 in a single play (the EV
model predicts that you will be indifferent between the gam-
ble and the sure thing, as noted earlier). Thus, the model of
value is changed from EV with the purely objective values of
probability (p) and outcome value (x) to the expected utility
with the subjective outcome value or utility [u(x) in EU =
�piu(xi)].

Later, Savage (1954) went one step further and proposed
subjective values of both probability (i.e., subjective proba-
bility s[p]) and outcome in subjective expected utility (SEU)
theory (SEU = �s[pi]u[xi]). This model provides a way of
placing value not only on risky events with monetary out-
comes but also on uncertain events based on the degree of
belief that a monetary outcome or nonmonetary event will
occur. SEU expanded the application of decision theory to
include a much broader range of decisions.

Prospect Theory

Although expected utility theory (EUT) provides a good nor-
mative model of choice, several studies have demonstrated the
theory’s weaknesses as a descriptive model of valuation and
choice. The empirical violations of the axioms call into ques-
tion the general applicability of EUT. For example, Tversky
(1969) showed that in certain problems people consistently
violate the transitivity axiom. The Allais paradox (1953) is a
famous demonstration of how another EUT axiom (called in-
dependence) is violated by many people. Imagine that you
have to decide which of two new products to develop:

Product A will make $1 million in profits for sure

Product B 10% chance of making $5 million in profits

89% chance of making $1 million in profits

1% chance of making no profit (i.e., breaking
even)

Which would you choose? Most would select Product A.
Now, imagine you faced a different set of new products:
which would you select to develop?

Product C 11% chance of making $1 million in profits

89% chance of making no profit

Product D 10% chance of making $5 million in profits

90% chance of making no profit

Most would select Product D. However, the selection of both
Products A and D violates EUT. Notice that selecting A over
B implies the EU(A) > EU(B), which can be rewritten as:

1.0U(1M) > .1U(5M) + .89U(1M) + .01U(0M), (19.1)

which simplifies to

.11U(1M) > .1U(5M) + .01U(0M). (19.2)

However, selecting D over C implies

.1U(5M) + .9U(0M) > .11U(1M) + .89U(0M), (19.3)

which simplifies to the following statement, directly contra-
dicting Equation 19.2:

.11U(1M) < .1U(5M) + .01U(0M). (19.4)

Prospect theory (Kahneman & Tversky, 1979) was devel-
oped to model how risky propositions are valued while ac-
commodating decision behavior such as the Allais paradox.
The model uses the same general form as EUT but modifies
the outcome value and probability functions to be more psy-
chologically descriptive. A value of a prospect is defined as
�v(xi)π(pi) where v(·) and π(·) are the value and decision
weight functions, respectively.

The decision weight function, while similar to the subjec-
tive probability function of SEU, introduces new psycholog-
ical features to subjective probability. One feature is that low
probabilities are overweighted and high probabilities are un-
derweighted. For example, Lichtenstein, Slovic, Fischhoff,
Layman, and Combs (1978) showed that people tend to judge
low-probability health risks (e.g., botulism) more likely than
the objective values but tend to underestimate higher proba-
bility health risks (e.g., heart disease). Another feature of the
decision weight function is that it is nonlinear. Objective
probabilities sum linearly, as in deriving Equations 19.2 and
19.4 from 19.1 and 19.3 in the examples above (e.g., .90 −
.89 = .01). However, decision weights are nonadditive (e.g.,
π[.9] − π[.89] �= π[.01]), accounting for the selection of
Products A over B and D over C.
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In a second modification of EUT, prospect theory pro-
posed a value function that was a significant departure from
the previous utility functions (Figure 19.2). Most earlier util-
ity functions defined subjective value with respect to overall
wealth. The prospect theory value function defines value with
respect to a reference point (or the status quo). Second, the
value function for the domain of losses (relative to the refer-
ence point) is steeper than is that for gains. This leads to a
result called loss aversion in which losses are more painful
than equal magnitude gains are pleasurable. Finally, the value
function is concave (risk averse) above the reference point
and convex (risk seeking) below it. Because identical options
can often be described in terms of different reference points,
this raises the possibility that different ways of describing the
same problem may shift choices from risk seeking to risk
averse. This general framing problem is discussed in the fol-
lowing section.

Framing

To illustrate framing, consider the following options de-
scribed by Hogarth (1987). He presented MBA subjects with
a riskless option and a risky option, as follows:

Imagine that you have just learned that the sole supplier of
a crucial component is going to raise prices. The price in-
crease is expected to cost the company $6 million. Two alterna-
tive plans have been formulated to counter the effect of the
price increase. The anticipated consequences of these plans are
as follows:

One group was given Set I and asked to select between Plans
A and B:

Plan A the company will save $2 million

Plan B 1�3 probability that $6 million will be saved

2�3 probability that nothing will be saved

Another group of people were asked to select between Plans
C and D in Set II:

Plan C the company will lose $4 million

Plan D 1�3 probability that there will be no loss

2�3 probability that the company will lose
$6 million

Notice that the information in the two formulations is
identical and that Plan A= Plan C and Plan B = Plan D. How-
ever, information is framed differently in the two choice sets:
it is framed positively (i.e., money saved) in Plans A and B
and negatively (i.e., money lost) in Plans C and D. Framing of
the information is similar to the “glass half-empty/half-full”
description of optimistic/pessimistic perspectives.

The majority of subjects select the riskless option (Plan A)
over the risky option (Plan B) in Set I but select the risky op-
tion over the riskless option (Plan D over C) in Set II, result-
ing in a reversal of preferences. According to prospect theory,
risk attitudes are not simply a characteristic of the individual
decision maker but depend on the context in which options
are evaluated. Because of the differing shapes of the value
functions for the domains of gains and losses, people are risk
averse when options are framed positively and risk seeking
when options are framed negatively.

Another type of framing, attribute framing, has been
shown for riskless options. For example, Levin and Gaeth
(1988) showed that subjects evaluated ground beef more fa-
vorably when it was described as 75% lean than as 25% fat
(although this advantage drastically diminished after con-
sumers tasted the beef). The credit card lobby insists on using
the label “cash discount” rather than “credit card surcharge”
for gas stations that charge higher prices when customers use
their credit cards instead of cash (Thaler, 1980).

Non-SEU Models of Decision Making

Most of the decision models discussed to this point have been
variants on the expected value or expected utility model.
They assume that a decision maker’s overall evaluation of
some option is formed by an evaluation of the possible out-
comes flowing from the option, discounting these evaluations
to reflect the uncertainty of their occurrence, and then adding
these discounted evaluations together to form the overall
evaluation. From EV to prospect theory, the guiding spirit is
evaluate, discount, and add. In this section we look briefly at
three models that do not follow this format.

Image theory (Beach, 1990, 1993) sees the decision maker
as concerned with maintaining consistency among three men-
tal images: a value image (summarizing her values and beliefs
about rightness); a trajectory image (summarizing her goals

Reference Point

Subjective Value of Outcome

“Losses” “Gains”
Outcome

Figure 19.2 Prospect theory’s value function.
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and a path to their attainment); and a strategic image (a set of
plans that guide tactical behavior toward the goals). The the-
ory emphasizes screening of decision options for compatibil-
ity with the decision maker’s value image, and selection of
options to maintain consistency between the strategic and tra-
jectory images. Actual comparative evaluation of options
against one another (the “profitability test”) occurs only in the
relatively rare case in which several options survive screen-
ing. Much of the research to date has focused on this screen-
ing process (Beach, 1998), with major emphasis on the
number of “violations” an option must incur before it is re-
jected. There has been relatively little research on the nature
and stability of the images themselves (Dunegan, 1993).

A second nontraditional decision model is presented by
Lopes (1987, 1995) under the somewhat ungainly title of the
security-potential/aspiration (SP/A) model. The core intu-
ition guiding the model is that assessment of an uncertain
prospect such as a gamble generates a conflict between the
downside or worst-case outcomes and the upside or best-case
outcomes. Some individuals (security-minded) tend to be pri-
marily concerned with the downside possibilities, whereas
others (potential-minded) tend to be primarily concerned
with the upside possibilities. For example, offered a choice
between two gambles of equal expected value, one with out-
comes tightly clustered and the other with gambles widely
distributed, the security-minded person will prefer the tight
clustering (because the possibility of large losses is smaller)
whereas the potential-minded person will prefer the wide dis-
tribution (because the possibility of large gains is larger).
This basic balancing act is modified by the subject’s aspira-
tion level, a level of gain or loss that the subject hopes to do
better than. This very brief sketch conveys none of the ele-
gance and scope of Lopes’s argument, nor of its remarkable
consistency with a wide range of data, both from choices be-
tween gamble and from verbal protocols collected while
making those choices. The SP/A model is presented as a full
alternative to prospect theory and, indeed, does a better job of
accommodating some parts of the evidence than prospect
theory does (Schneider, 1992).

The third non-SEU model we consider has emerged from
what is called the naturalistic decision making (NDM) move-
ment, which has been concerned with studying expert deci-
sion makers in their natural settings. These settings are
often complex, time-pressured, highly uncertain, high-stakes
and dynamic, and thus unfriendly to thoughtful, deliberative
decisions (Orasanu & Connolly, 1993). Instead, researchers
(Cannon-Bowers & Salas, 1998; Kline, 1993) have found that
choice in such settings often turns on rapid assessment of the
situation followed by rapid selection of an action that matches
the situation demands. These recognition-based or recognition-

primed decisions (RPD; Cohen & Freeman, 1997) thus em-
phasize thinking much less, and rapid assessment-action
matching much more, than does conventional decision mak-
ing. Indeed, these expert performances, though often highly
effective, may address phenomena rather different from what
has conventionally been called decision making. It is not sur-
prising that experts doing what they know how to do use men-
tal processes quite different from those used by others trying
to find a course of action when they do not know what to do.
Work on RPD thus reminds us that effective expert perfor-
mance may not rely on reflective decision processes of the
conventional sort.

Signal Detection Theory

An important model of decision making that has been largely
ignored in JDM research goes by the name of signal detection
theory (SDT). The name reflects the roots of the model, which
was in guiding early radar operators in deciding whether a
given display included a “signal” (e.g., a real target) hidden in
the “noise” on the radar screen. The SDT approach is driven
by practical prescriptive goals of improving decision making
and is only indirectly concerned with the psychology of the
decision maker. The approach is, however, of great generality
for many applied problems, from assessing cracks in aircraft
wings to detecting breast cancer, and from evaluating job
candidates to testing for AIDS, drug use, or lying.

SDT (Getty, Pickett, D’Orsi, & Swets, 1988; Swets, 1988)
considers a diagnostic situation, one in which repetitive
choices must be made between two alternatives. An evidence
system of some kind produces probabilistic information of
imperfect accuracy to guide the choices. For example, a test
for some specific disease might produce a numerical score: If
the score is high, the patient is likely to have the disease; if it
is low, he or she is unlikely to have it. What should you, the
physician, do with a given score? Because the test is imper-
fect, there is a possibility of an error either way. If you act as
though the disease is present when it is not (a false positive),
you incur costs of wasteful, painful, and perhaps dangerous
treatments and patient distress. If you act as though the dis-
ease is absent when it is actually present (false negative), you
incur costs of failing to treat real disease. You need to set a
threshold on the test score at which you will act. The thresh-
old requires consideration of how likely the disease is to start
with (the base rate) and of the costs and benefits of the two
different sorts of error you might make.

The evidence system offers the decision maker a set of
choices, which can be summarized in a plot of false-positive
probabilities versus true-positive probabilities, called a re-
ceived operating characteristic (ROC) another echo of SDT’s
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Figure 19.3 Diagnostic systems in signal detection theory.

roots in radar curve (Figure 19.3). The decision maker may
decide to set a very strict threshold, insisting on a very high
test score so that the chance of a false positive is small. The
price she pays is that she will miss many true positives.
Using the same system, she could choose a lax threshold, act-
ing even when test scores were quite low. Doing this would
push the true-positive probability higher, but only at the cost
of more false alarms. The ROC curve is thus a summary of
the evidence system’s accuracy. A highly accurate system
would offer very high true-positive probabilities with small
false-positive probabilities. A completely useless system
would offer identical probabilities of each. Anything that
pushes the ROC up and to the left (higher true-positive prob-
ability for the same false-positive probabilities) represents an
improvement in accuracy and offers the decision maker a
better range of options at which to set the threshold. Curve A
thus offers a better menu of choices than does Curve B, and
one research goal is to improve existing diagnostic systems
in this way.

Independently of this improvement, it is possible to help
the decision maker set appropriate thresholds so as to make
the best choice from those offered by the ROC curve. (Con-
sider, e.g., if you would want to use the same threshold on an
HIV test for screening blood donations and for evaluating
real patients. A false positive on the first case merely wastes a
pint of good blood. In the second case, it would erroneously
lead a patient to believe that he or she had a life-threatening
disease.)

An excellent example of the SDT approach is given in
Getty et al. (1988), in which the problem is improving the di-
agnosis of malignant breast cancers from mammograms. The
authors were able to devise a checklist and scoring system of
features that the radiologists were to score from each image,

and this led to significant improvement in the accuracy of
the evidence system (ROC curve). The enhanced procedure
offered real improvements over the existing methods. For
1,000 cases with a cancer prevalence of 32% (the population
that their study addressed), they estimated that the improved
procedure would identify an additional 42 malignancies (with
no additional false positives), 82 fewer false-positives (with
no additional missed malignancies), or various blends in be-
tween. Given the seriousness of the disease, and of both sorts
of error, the enhancement offered by the SDT analysis is
clearly significant.

DECIDING: (B) MULTIPLE RELATED EVENTS

Information Search, Information Purchase

One common way in which decisions are linked sequentially
is when the outcomes of an earlier decision provide (part of)
the information environment for a later decision. A doctor de-
ciding on what laboratory tests to order for a patient is setting
up the information environment in which she will make her
subsequent diagnostic and treatment decisions. Similarly, a
new product manager ordering a market survey is gathering
information on which to base a later decision on whether to
launch the product. In a shorter time frame these acquisition
and use processes merge.

Research on these processes has varied in how explicit the
cost of acquiring information is. Russo and Dosher (1983)
recorded the subject’s eye movements to study which items
of information he or she extracts from a decision table and in
what order. The cost of an information item is the cognitive
effort involved in attending to an item. A related method-
ology is the information board (Payne, 1976), in which
decision-relevant information is displayed to the subject in a
matrix of small envelopes that may be removed and opened.
A computer-based analog called Mouselab has been exten-
sively used (Payne et al., 1993) to explore underlying cogni-
tive processes such as the combination rule being used by the
subject.

Information cost is somewhat more explicit in work such
as Wason (1960, 1968; Wason & Johnson-Laird, 1972), in
which the subject makes an explicit request of the experi-
menter to turn over a card based on whether an exemplar fits
some unknown rule. In Wason and Johnson-Laird’s (1972)
experiment, for example, subjects were shown four cards dis-
playing E, K, 4, and 7. They were told that each card had a
letter on one side and a number on the other and were asked
which cards they would turn over to test the rule, “If a card
has a vowel on one side it has an even number on the other
side.” Only 4% of their subjects selected E and 7, the correct
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choice. Almost half chose E and 4—an error because the
obverse of the 4 card cannot invalidate the rule, and thus pro-
duces, at best, evidence consistent with the rule but not test-
ing it. This common finding has been interpreted as a general
bias toward confirmatory search: seeking evidence that will
confirm, rather than test, one’s initial beliefs. However, a
penetrating analysis by Klayman and Ha (1987) suggests that
such search patterns are better understood as examples of a
positive test strategy, a generally appropriate heuristic that
fails only in relatively rare situations, such as the four-card
problem.

Explicit treatments of sampling cost flow easily from the
Bayesian inference task discussed earlier (see the section on
heuristics and biases). Instead of being presented with a
sample of poker chips drawn from the selected bag, subjects
are allowed to buy them, at a fixed monetary cost per chip,
before making their bet on which bag was selected—a bet for
which they can win money. Findings from many such studies
(see Einhorn & Hogarth, 1981, for a review) include the
following:

1. Partial sensitivity to normatively relevant variables (e.g.,
Pitz, 1968, found increased buying when cost per chip was
reduced and diagnosticity was increased, and Snapper &
Peterson, 1971, found some sensitivity to variations in
information quality).

2. Sensitivity to normatively irrelevant variables, such as
information order (Fried & Peterson, 1969) and total in-
formation available (Levine, Samet, & Brahlek, 1975).

3. Substantial losses (e.g., Kleiter & Wimmer, 1974), which
persist with little or no learning over repeated trials (e.g.,
Wallsten, 1968).

4. Both over-purchase and under-purchase (e.g., Hershman &
Levine, 1970; largely parallel results are reported in an
alternative, regression-based model of information pur-
chase by Connolly and colleagues; see Connolly, 1988, for
an overview).

The evidence from both Bayesian and regression models
of information purchase suggests that subjects routinely and
persistently make costly errors in balancing the costs and
benefits of their information purchases. This should not be
surprising. Optimal information purchase requires the subject
to make accurate assessments of how accurate the different
sources are, to select the best subset, and to combine the in-
formation acquired in an optimal way. Extensive evidence
suggests that all three subtasks are quite difficult. It is thus
likely that serious nonoptimalities will be found when the
balance must be struck in practical settings. This is consistent
with the reluctance of patients to seek second and third

medical opinions before undertaking major courses of treat-
ment, which, in our terms, represents a major underpurchase
of decision-relevant information. It is also consistent with
the huge body of evidence (Guion, 1975) on the predic-
tive uselessness of unstructured job interviews—which are,
nonetheless, still very widely used and represent a huge over-
purchase of decision-irrelevant information. Wherever infor-
mation costs and benefits need to be brought into balance,
then, there is good reason to suspect significant departures
from optimality (March & Feldman, 1981).

Sunk Costs and Escalation of Commitment

One important way in which a series of decisions over time
can be linked is when nonrecoverable costs incurred at an
earlier stage influence decisions at a later stage. The prescrip-
tive advice on such matters is clear: The costs are sunk and
should play no part in the later decisions. Equally clearly,
many of us violate such advice. We finish the indifferent
restaurant meal, sit through to the end of bad movies, and re-
main in failed relationships so as not to “waste” the money
spent on the restaurant bill or movie ticket or the time “in-
vested” in the relationship. We fall, in short, into the sunk
cost trap.

Arkes and Blumer (1985) reported 10 small experiments
in which sunk cost effects were demonstrated. Although most
used a scenario format (and are thus open to the criticism that
they involved the subjects in no real decisions), Experi-
ment 2 made clever use of actual theater-ticket buying deci-
sions to investigate sunk cost effects. Of patrons buying
season tickets for a university theater, one third were given a
modest discount, and one third a substantial discount, from
the normal price. Patrons paying full price subsequently at-
tended significantly more of the performances than did those
who received discounts, although the effect faded later in
the theater season. Arkes and Blumer interpreted this as evi-
dence that the larger sunk costs of the full-price patrons
influenced their later attendance decisions.

Similar effects have been reported in organizational (e.g.,
Staw & Ross, 1989) and other (Brockner, Shaw, & Rubin,
1979) contexts. In a typical organizational study, Staw,
Barsade, and Koput (1997) found that loan officers at banks
were more likely to continue funding and extending problem
loans when they had been responsible for the initial decision
than when they took over responsibility for the loan after its
initiation. A related effect in the persuasion literature, the
foot-in-the-door technique, involves winning compliance to a
large request by first obtaining compliance to a smaller one
(Freedman & Fraser, 1966). More subjects agreed to put up
a large lawn sign when they had earlier been asked to sign a
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petition on the same subject than when subjects were ap-
proached directly with the large request.

Despite such apparently robust demonstrations, there is
some confusion as to what phenomena are appropriately in-
cluded in sunk cost effects, and an embarrassing range of par-
tially conflicting explanations has been offered. One setting
in which escalating commitment has been demonstrated in
scenario studies is in continuing to fund partially completed
projects (e.g., Staw, 1976). However, when degree of project
completion and expenditure are independently manipulated
(Garland, 1990; Conlon & Garland, 1993), only the former
factor shows an effect. Public use of sunk cost arguments by
public officials may reflect either the entrapment of the
speaker or the calculation that sunk cost arguments will per-
suade the audience. Staw and Hoang (1995) claim to have
demonstrated sunk cost effects in their finding that basketball
players drafted early (and expensively) into the NBA there-
after are played more and traded at higher prices than their
performance appears to justify. The result could, however,
simply reflect the failure of their performance model to cap-
ture what a player is worth to a team. It is thus somewhat un-
clear just what is to be included as a sunk cost effect, or how
reliably such effects can be reproduced.

One account of the sunk cost effect has been offered in
terms of prospect theory’s loss function. The initial cost is
taken as a loss (below the reference point), thus putting the de-
cision maker into a region of risk seeking. Continuing the proj-
ect now offers a risky project with some hope of gain, while
abandonment forces acceptance of a certain loss (Thaler,
1980). Arkes (1996) argued instead for a quite general aver-
sion to waste, a category mistakenly expanded to include par-
tially completed projects or previously incurred costs. Staw
(1976) and Aronson (1984) offered accounts based on self-
justification, whereas Kiesler (1971) saw behavioral commit-
ment as the central mechanism. Brockner (1992) presented a
multitheoretical perspective.

Overall, then, the sunk cost effect and its relatives seem
obviously worrying and possibly widespread. There is, how-
ever, a suggestion that we may be lumping together several
rather different effects, each driven by a complex psychology
of its own.

Dynamic Decision Making

Dynamic decision problems are those in which the decision
maker may act repeatedly on an environment that responds to
his or her actions and also changes independently over time,
both endogenously and exogenously (Edwards, 1962). An
example might be a senior manager’s efforts to improve low
morale in an organization. She may, over a period of months,

try a number of different interventions, scaling up successes
and abandoning failures. Over the same period various fac-
tors internal and external to the organization may also affect
morale. Clearly, such problems set decision makers extra-
ordinary challenges.

They have also proved difficult for researchers, partly be-
cause of their inherent complexity and partly because of the
experimenter’s partial lack of control. Complexity implies
difficulty in deriving optimal strategies. Lack of control arises
from the fact that the problem facing the decision maker at
time t is partially the consequence of his or her earlier deci-
sions, as well as of the experimental conditions imposed. On
the positive side, the growing availability of computers has
helped both in the creation of realistically complex experi-
mental environments and in the analysis of strategic alterna-
tives. Some examples of the sorts of studies this allows include
the following:

1. Simulated medical diagnosis. Kleinmuntz and Kleinmuntz
(1981) created a diagnostic task in which simulated doc-
tors attempted to treat simulated patients on the basis of
their initial symptoms and of the results of any tests the
doctor chose to order. They could also act at any point to
administer “treatments” that might or might not improve
the patient’s health. Health fluctuated, over the 60 time
periods of each trial, both in response to the doctor’s
interventions and to the preset (downward) course of
the disease. The simulated strategies explored included
Bayesian revision, a heuristic hypothesis-testing strategy,
and a simple trial and error approach. The computationally
intensive Bayesian strategy yielded only modest improve-
ments over the heuristic strategy in this environment, and
even the simplistic trial and error approach did well on
some cases. Further simulation results are reported in
Kleinmuntz (1985), and experimental results with real
subjects are in Kleinmuntz and Thomas (1987).

2. Artificial worlds. A number of European researchers (see
Mahon, 2000, for a review) have explored dynamic deci-
sion problems with the aid of simulated worlds: fire fighting
in simulated forests (B. Brehmer, 1990), economic devel-
opment in a simulated third-world country (Reither, 1981),
control of a simulated smallpox epidemic (Hesse, 1982),
and so on. Funke (1995) provided an extensive review, with
studies classified as to the person, task, and systems factors
each examined. Typical findings are those of B. Brehmer
(1990) from his simulated fire-fighting task. Subjects ini-
tially perform quite poorly but can learn this complex task
with repeated play. Feedback delays impede learning sub-
stantially. Opportunities to offset feedback delay by decen-
tralizing decision making were mainly ignored.
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3. Systems dynamics. A group strongly associated with MIT
(Diehl & Sterman, 1993; Paich & Sterman, 1993; Sterman,
1987, 1989) base their dynamic decision-making tasks on
feedback dynamics models in which coupled feedback
processes make response over time extremely nonintuitive
to most subjects. For example, in Sterman (1987) subjects
faced a capital budgeting task in which there was signifi-
cant lag between ordering new equipment and having it
available to meet increased demand. Most subjects in this
task generated very large and costly oscillations, despite
instruction in system linkages

As this sampling suggests, empirical studies of dynamic
decision tasks are difficult. The tasks themselves are quite
complex, even if they are greatly oversimplified versions of
real-world analogs. Amateur subjects are thus easily over-
whelmed, whereas expert subjects object to the unreality of
the tasks. Findings thus tend to be task specific and difficult
to aggregate over different studies. Progress, clearly, is being
made, but there are important challenges in this area.

MULTIPLE DECISION MAKERS

Group decision making is significantly more complex than
are decisions made by individuals. Several new issues arise:
combining multiple beliefs and preferences, social interac-
tion of decision makers, and conflict and cooperation. In this
section we examine research that addresses these issues in
terms of group decision making for certain and uncertain out-
comes, technology designed specifically to aid group deci-
sion making, and negotiation between two parties.

Group Decision Making

Two new phenomena have been discovered in group decision
making: groupthink and the risky shift. Janis (1972) defined
groupthink as “a mode of thinking that people engage in
when they are deeply involved in a cohesive in-group, when
the members’ strivings for unanimity override their motiva-
tion to realistically appraise alternative courses of action”
(p. 9). A classic case example is the failed Bay of Pigs inva-
sion, in which the American military sent Cuban exiles to
overthrow the dictator Fidel Castro. These groupthink deci-
sions are characterized by highly cohesive groups that are
under high stress from an external threat and have low self-
esteem due to an earlier failure or decision difficulty. Several
other attributes may also contribute to groupthink: an illusion
of invulnerability, collective rationalization, belief in the in-
herent morality of the group, insulation, lack of impartial

leadership, direct pressure on dissenters, stereotypes of out-
groups, and lack of a decision-making procedure. However,
note that merely increasing group familiarity alone is not suf-
ficient to cause groupthink: Watson, Michaelsen, and Sharp
(1991) found that groups who spent more than 30 hours on
decision-making tasks were more effective than were indi-
vidual decision makers.

The risky shift (Stoner, 1961) is the tendency for decisions
made by groups to be more risk seeking than would be pre-
dicted by the individual members’ risk preferences. However,
as Bazerman (1998) pointed out, most of the studies finding the
risky shift used Stoner’s (1961) Choice Dilemma Question-
naire (CDQ) method. Other studies using different methodolo-
gies have found either no shift or a cautious shift (i.e., more risk
averse).

Are groups better or worse decision makers than individu-
als? The answer depends on the situation and decision to be
made (and, of course, on the criteria for “good”; in many set-
tings a technically inferior decision to which the whole group
is agreed may be an excellent choice). There is no clear pat-
tern of group effects in either reducing or increasing decision
biases. The hindsight bias was reduced slightly with groups
compared to individuals (Stahlberg, Eller, Maass, & Frey,
1995), although Bukszar and Connolly (1988) found no ef-
fect. However, groups were even more affected than individ-
uals by the representativeness heuristic in a base-rate (cab)
problem (Argote, Seabright, & Dyer, 1986). And groups, like
individuals, appear to be biased in their information search
(Schulz-Hardt, Dieter, Luethgens, & Moscovici, 2000).
Tindale (1993) argued that group effectiveness depends on
the demonstrability of the solution. If there is a solution that
one or more members of the group can demonstrate as the
correct answer, then the group will usually adopt this solu-
tion. However, if the solution cannot be easily demonstrated
(as in the cab problem), then the group decides by majority
rule (Tindale & Davis, 1985). Because most individuals ne-
glect base rates in situations such as the cab problem, the ma-
jority will also fall prey to this bias. Tindale (1993) presented
data in which decision biases are reduced or enhanced with
groups as compared to individuals.

Kerr, MacCoun, and Kramer (1996) reviewed studies in-
vestigating decision biases at both the individual and the group
level. They also concluded that the strength of decision biases
can either be lower, equal to, or higher for groups as compared
to individuals depending on the type of decision, the initial
values of the individuals, and how individual values are
aggregated into group decisions. They organized the various
results into a formal model of group decision making called
the social decision scheme (SDS) model (Davis, 1973; see
the special issue of Organizational Behavior and Human
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Decision Processes, 1999, on this topic). This model provides
a framework for answering the question about how individual
values are aggregated into a group decision and what decisions
will emerge given different decision rules such as “majority
wins,” “truth wins,” or “equiprobability,” in which every op-
tion has an equal probability of being selected as long as it has
a single advocate. For example, Whyte and Sebenius (1997)
found that groups did not debias individual estimates that
were improperly and inappropriately anchored. Using SDS
methodology, the authors showed that group estimates were
based on the majority point of view that was biased before
group discussion began.

Although it is unclear whether groups are better or worse at
making decision than individuals, there are certain conditions
in which groups can increase decision-making quality. Sev-
eral studies of heterogeneous groups (in terms of many attrib-
utes such as personalities, gender, attitudes, and experience)
indicate that heterogeneity is positively related to creativity
and decision effectiveness (Jackson, May, & Whitney, 1995).
Guzzo and Waters (1982) found that the quality of group de-
cisions and the number of diverse alternatives increased when
expression of emotion was delayed until alternative solutions
were discussed. They suggested that early expression of emo-
tions may reduce the group energy and narrow the range of
accepted ideas. Under time pressure, quality of decisions
generally decline; task cohesion can help groups maintain
decision quality at a level comparable to low time pressure
situations (Zaccaro, Gualtierei, & Minionis, 1995).

Group Decision Support Systems

Given the difficulties with decision making in general, re-
search has been conducted on group decision support systems
(GDSS) to ease the added complexity of group decision mak-
ing. GDSSs usually takes the form of computerized, net-
worked systems that aid in idea generation and decision
making. A brief summary of key findings follows, but a more
detailed account can be found in Hollingshead and McGrath
(1995). In general, groups using GDSS versus unaided groups
demonstrate more equal participation and increased focus on
the task but also interact less, take longer, and have lower over-
all consensus and decreased satisfaction with the process
and the decision (Hollingshead & McGrath, 1995; McLeod,
1992). GDSS provides a unique environment in which group
members can interact anonymously. Jessup, Connolly, and
Tansik (1990) showed that anonymous members using GDSS
tended to be more critical, more probing, and more likely to
generate comments or ideas than when individual contribu-
tions were identified.

Which is better for group decision-making task perfor-
mance: face-to-face interaction or GDSS? The answer

depends on the task. GDSSs are better for idea generation:
Group members can simultaneously submit ideas, which
reduces the problem of idea production being blocked while
listening to others or waiting for a turn to speak. However,
face-to-face interactions appear to be superior for problem-
solving and conflict-resolution situations. It is interesting to
note that Hollingshead and McGrath (1995) suggested that
some of the benefits of GDSSs may stem from the structured
aspects of the decision-making process rather than from the
GDSS itself. Note that Archer (1990) found no differences in
decision quality between GDSS and face-to-face when the
decision process phases of a complex business situation were
organized and managed in a rational manner.

Much of the work in GDSS concerns the technology itself,
and research on the behavioral impacts on group decision
performance is still in the early stages. The limited research
that has been conducted has largely used ad hoc teams. Work
needs to be done on intact groups that have had experience
working and making decisions together. In addition, there is
evidence that simply structuring the decision-making task
can improve performance. There may be other features that
GDSSs can provide to improve decision making that cannot
achieved in any other context.

Negotiation

Negotiation is the process in which people determine “what
each side shall give and take or perform and receive in a
transaction between them” (Thompson, 1990, p. 516).  There
is a vast literature in the field of negotiation, and our review
here is cursory. For further information on the psychological
aspects of the negotiation process, see Thompson (1990) and
Bazerman, Curhan, Moore, and Valley (2000). We will focus
on dyadic negotiations; however, there is also an extensive
literature in multiparty negotiations and coalition formations
that we do not discuss here (see Miller & Komorita, 1986;
Murnighan, 1986, for reviews).

Early social psychological work in the 1960s and 1970s fo-
cused primarily on individual differences or situational char-
acteristics. The extensive literature on individual differences
has shown little effect on negotiations (Thompson, 1990). The
research on situational variables provided primarily descrip-
tive accounts and did not use clear standards of rationality as a
basis of evaluating performance (Bazerman et al., 2000). In
economics, the game theoretic approach attempted to go
beyond describing behavior and defined optimal behavior in
negotiations. Unfortunately, this line of research suffers from
two main disadvantages (Bazerman, 1998): It (a) requires
that all possible strategies be defined with associated out-
comes, which is either difficult or impossible to perform, and
(b) makes the dubious assumption of rationality on the part of
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the negotiator. More recently, researchers have examined
the interaction between individual differences and contex-
tual variables. For example, Kray, Thompson, and Galinsky
(2001) examined how men and women adopt different bar-
gaining strategies after stereotypes about effective negotiators
are activated. When stereotypes are activated implicitly, men
are more assertive than women and prevail in a distributive ne-
gotiation. However, women are more assertive (and more suc-
cessful negotiators) than men when stereotypes are activated
explicitly.

The 1980s through 1990s used the behavioral decision re-
search (BDR) as a framework. Raiffa (1982), in his decision
analytic approach, shifted the attention away from prescrip-
tions of optimal strategies to descriptions of actual negotiation
behavior. Rather than propose optimal bargaining solutions
based on objective facts of a negotiation, this type of research
examines the perceptions of the situation, the other party, and
the self. Thus, the new format was not to present a normative
picture of negotiations but to describe behavior and, at times,
demonstrate the systematic deviations from the rational nego-
tiator. In the 1990s a social cognitive perspective was devel-
oped, and the focus was on the negotiator as information
processor (Thompson, Peterson, & Kray, 1995).

Many of the findings in this field have taken the heuristics
and biases results (e.g., framing and overconfidence) and
found them in a negotiation context. A great deal of evidence
indicates that the framing of a negotiation has strong implica-
tions for negotiations. For example, in a labor-management
salary negotiation (Bazerman, 1984), a raise from $10 to
$11/hr can been seen by labor as a gain of $1 or as a loss of
$1 if the union demanded $12/hr. Likewise, management can
view $11/hr as a loss of $1, compared to the previous salary,
or as a gain of $1, compared to the union’s demands. The
greater impact of losses over equal magnitude gains (i.e.,
“loss aversion”) results in a reluctance to trade concessions
(Ross &  Stillinger, 1991), creating a barrier to conflict reso-
lution. Neale and Bazerman (1985) showed that negotiators
with positive frames were more likely to make conces-
sions and were more successful than those with negative
frames (however, negatively framed negotiators earned on
average more per transaction when an agreement was
reached). Real estate agents have been shown to anchor on
the list price of a house and insufficiently adjust when assess-
ing the value of a home (Northcraft & Neale, 1987); conflict
management experts fall prey to the availability bias and do
not search sufficiently for necessary information (Pinkley,
Griffith, & Northcraft, 1995); and student negotiators were
overconfident in believing that their offer will be accepted in
final arbitration (Bazerman & Neale, 1982).

In addition, new biases have been found that are unique to
the negotiation context. One well-known bias, the fixed-pie

assumption, occurs because the negotiators assume that they
must distribute a fixed pie (Bazerman, Magliozzi, & Neale,
1985) instead of searching for integrated solutions that in-
crease joint payoffs. This belief in the mythical fixed pie can
also lead to the incompatibility bias (Thompson & Hastie,
1990; Thompson & Hrebec, 1996), in which negotiators
falsely assume that their interests are incompatible with those
of their opponents. Bazerman (1998) gave an example of a
labor-management negotiation in which both sides value in-
creased training programs: Management would gain work-
force flexibility, labor would gain job security. However,
because of the incompatibility bias, they settle for a less-than-
optimal arrangement because they do not realize that they
have common interests and negotiate as if a compromise must
be reached. In addition, the fixed-pie assumption can lead to
devaluing any concession made by the opponent (Ross &
Stillinger, 1991): If management is offering more job train-
ing, it must not be too costly or must be benefiting them in
some way.

Recent research augments the BDR perspective and adds
an emphasis on social psychological variables, such as the im-
portance of relationships, egocentrism, and emotions. Ethics,
the mode of communication, and cross-cultural issues have
also received more attention recently.

CONCLUSION

As this selective survey of JDM connections to industrial and
organizational (I/O) psychology has, we hope, made clear,
we see the linkage between the two fields as having accom-
plished significant work, but as having a potential for much
more. As Highhouse (2001) pointed out, there are many top-
ics in I/O psychology that seem to fall naturally into the JDM
domain: personnel selection and placement, job choice, per-
formance assessment, feedback provision and acceptance,
compensation, resource planning, strategic forecasting, and
others. The two disciplines have, however, remained largely
isolated, despite the clear potential for collaboration. Our
hope is that the present chapter may contribute something to
stimulate this linkage.

It may help a little if we clarify what we see as the current
state of development of JDM. The mere name of the disci-
pline makes an implicit claim: that there is sufficient com-
monality across different decision situations for a general
theory of decisions to make some sense. We would assess the
evidence to date on this point as mixed. Weather forecasters
do have something to say to heart surgeons, and hog judges
have something to say to HR practitioners; but it would be
absurd to claim that we have a successful general theory of
judgment and decision that embraces all four territories as
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mere applications. Any general claims require extensive local
tinkering before they bring much insight to specific practical
applications.

In our view the best contributions that JDM can currently
make to I/O issues is as a fertile source of interesting hy-
potheses and as a provider of frameworks and instruments.
For example, we would not read the literature on overconfi-
dence in lab problems as supporting strong predictions that
managers will be overconfident in predicting hiring needs.
It does, we think, make such a hypothesis worth exploring. It
also suggests how the relevant research could be conducted.
In return, such research would inform JDM of the boundary
conditions on its findings: When, for example, does overcon-
fidence generalize, when is it bounded, what mechanisms are
successful in minimizing it? It is this two-way enrichment of
one another’s disciplines that we see as the potential for an
enhanced collaboration between JDM and I/O. Our fond
hope is that this chapter may do something to facilitate the
interchange.
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Careers evolve over time (Greenhaus, Callanan, & Godshalk,
2000). Indeed, time is what distinguishes the career from
other work-related concepts. Careers are also a product of the
times—influenced by the economic, political, cultural, and in-
terpersonal environments in which they are embedded. Recent
changes in the global economy have had dramatic effects on
the way work organizations are structured and on the manner
in which they operate (Arthur, Inkson, & Pringle, 1999).
Moreover, these changes in work organizations—in conjunc-
tion with shifts in the composition and values of the work-
force—have had a substantial effect on the meaning of a
career, the evolution of a career over time, the meaning of ca-
reer success, and the relationship between work and family.

Therefore, it is an opportune time to examine the current
concepts and research in career dynamics. The aims of this
chapter are to review the recent research on careers, to connect
this research to the emerging changes in the landscape
of work, and to suggest areas in which additional research
would be particularly fruitful. To accomplish these aims, I first
discuss recent changes in the world of work—focusing on the
movement toward boundaryless organizations (Arthur et al.,
1999), the revision of the traditional psychological contract

between employers and employees (Rousseau, 1995), and the
implications of these changes for the conceptualization of a
career. I then examine theory and research in three areas that
are critical to understanding career dynamics: career success,
stages of career development, and career decision making. I
conclude with suggestions regarding the direction of future
research on careers.

The review of the literature is necessarily selective. For
example, my focus on the success, development, and deci-
sion making associated with individuals’ careers precludes
extensive discussion of the links between business strategies
and career systems at the organizational level (Gunz &
Jalland, 1996). Moreover, because other chapters in this vol-
ume focus extensively on diversity (Alderfer & Sims) and
international issues (Erez), this chapter does not devote sub-
stantial attention to these topics. However, gender issues are
examined in some depth because of the strong connections
among gender, family life, and careers.

THE CH\ANGING LANDSCAPE OF WORK
AND CAREERS

Contemporary careers are increasingly pursued in economic
and organizational settings that are considerably different
from those in the recent past. Characteristics of the so-called
new economy and the boundaryless organizations that

The author thanks Romila Singh for her helpful comments on an
earlier version of the chapter.
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comprise it (Arthur et al., 1999) are discussed next to set the
stage for exploring the meaning of career in the twenty-first
century.

Perhaps the most visible sign of the turbulence of the late
twentieth century was the heightened loss of jobs. It has been
estimated that 43 million jobs were lost in the United States
between 1979 and 1995. Moreover, the pace of job loss accel-
erated in the 1990s, with 3.2 million jobs lost per year on
average—an increase of nearly 40% over the 1980s (Uchitelle
& Kleinfeld, 1996). This extensive job loss has been attributed
to technological advances that render many jobs obsolete, the
pursuit of increased efficiency in an intensely competitive
global economy, the shedding of bloated staffing levels that
had arisen in the 1960s and 1970s, and the rising rate of merg-
ers and acquisitions (Callanan & Greenhaus, 1999).

The loss of established jobs and the creation of new jobs
(often in different segments of the economy) reflect the tur-
bulence and uncertainty of the new economy. This turbulence
has produced a diminished sense of job security—especially
among managers and professionals, who had been shielded
from prior layoffs (Cappelli, 1999)—although it is not clear
whether job insecurity has resulted in deteriorated work atti-
tudes (Kinnunen, Mauno, Nätti, & Happonen, 2000; Pearce,
1998).

In addition, many organizations have changed their struc-
ture and their human resources (HR) practices in significant
ways. It has been suggested (Allred, Snow, & Miles, 1996;
Byrne, 1993; Nicholson, 1996) that an increasing number of
employers will be characterized by a small, permanent core
workforce supplemented by a larger number of contingent,
part-time, and contract workers; a flatter hierarchy with
self-managed, cross-functional teams responsible for most
decisions; extensive alliances with internal and external part-
ners; a continual utilization of advanced technology into
work processes; and ongoing efforts to eliminate unprofitable
ventures and to seek more promising enterprises.

These emerging characteristics of the new economy are
believed to be motivated by the need for substantial speed
and flexibility to respond to intensely competitive market
forces produced by a technology-driven global economy
(Arthur et al., 1999). In support of his belief that career jobs
are dead, Cappelli (1999) argues that employers have in-
creasingly incorporated a market-driven orientation through
outsourcing, benchmarking, and decentralized responsibility
for performance. Cappelli contends that these outside market
forces determine how organizations select, reward, and de-
velop their workforce.

This emergent form of organization is considered bound-
aryless (Weick, 1996) because a variety of boundaries have
become more permeable. Members of organizations regularly

move across functional, hierarchical, and national bound-
aries, and boundaries between the organization itself and its
external suppliers and partners are loosening. In addition,
boundaryless organizations represent weak situations that
offer few explicit guides for action (Weick, 1996). It is argued
that boundaryless organizations have spurred boundaryless
careers (Arthur et al., 1999).

Before discussing the nature of contemporary careers, it is
important to consider the shift in the psychological contract
between employer and employee. The psychological con-
tract contains perceptions regarding the reciprocal obligations
that exist between employees and employers—that is, em-
ployees’beliefs regarding their obligations to the employer and
the employer’s obligations to employees (Shore & Tetrick,
1994). Psychological contracts provide employees with greater
certainty and direct their behavior without the need for external
monitoring (Shore & Tetrick, 1994). Most researchers believe
that the psychological contract is best viewed through the eyes
of the employee (Morrison & Robinson, 1997; Rousseau,
1995), although there is some disagreement on that issue
(Guest, 1998).

The concept of the psychological contract is not new
(Argyris, 1960). However, there has been a recent resurgence
of interest in psychological contracts, accompanied by a
large stream of empirical research. Scholars have developed
theories regarding the formation of psychological contracts
(Shore & Tetrick, 1994) and have examined the determi-
nants (Robinson & Wolfe Morrison, 2000) and the conse-
quences (Robinson, Kraatz, & Rousseau, 1994; Robinson &
Morrison, 1995; Robinson & Rousseau, 1994; Turnley &
Feldman, 2000) of contract violations.

This renewed interest often focuses on the distinction be-
tween relational and transactional terms of psychological
contracts (Rousseau, 1995) and the corresponding belief that
psychological contracts have changed with the emergence of
the new economy from relational to transactional (Hall &
Mirvis, 1995). Rousseau (1995) believes that relational and
transactional terms are two ends of a contractual continuum.
Relational contracts involve a high degree of emotional in-
vestment on the part of employer and employee and tend to
be long-term in nature. Employees’ beliefs that effort and
loyalty on their part will be rewarded with long-term job se-
curity and opportunities for career advancement exemplify
the relational contract.

Transactional contracts, involving short-term and monetiz-
able items (Rousseau, 1995), are predicated on performance-
based pay, involve lower levels of commitment, and permit
easy exit from the agreement (Callanan & Greenhaus, 1999).
Instead of exchanging effort and loyalty for job security and ca-
reer advancement, transactional contracts exchange employee
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flexibility and willingness to develop new skills for employa-
bility derived from opportunities for continued professional
development (Waterman, Waterman, & Collard, 1994). A re-
cent factor analysis of psychological contract items has pro-
vided some support for the distinction between relational and
transactional contract terms (Millward & Hopkins, 1998).

It is not difficult to imagine why organizations operating
in the new economy would favor transactional psychological
contracts. The need to remain flexible and responsive to an
increasingly competitive environment may be better served
by just-in-time staffing, contingent employment, and a gen-
eral unwillingness to make long-term career commitments to
employees. Although empirical evidence regarding the evo-
lution of psychological contracts is scarce, Rousseau (1995)
makes a strong case that psychological contracts within what
have been called postbureaucratic adhocracies are unlikely to
be purely relational and may be more varied in their inclusion
of relational and transactional terms. It may be premature to
proclaim the death of the relational contract, but it seems rea-
sonable to conclude that fewer employees can expect long-
term security and continued hierarchical advancement within
a single employer (Arthur et al., 1999). The movement away
from purely relational psychological contracts requires that
the meaning of a career needs to be sufficiently broad to in-
corporate shorter-term relationships with multiple employers
and occupations over the life span.

THE MEANING OF A CAREER

The Random House Dictionary (Stein et al., 1969, p. 223)
provides a number of definitions that accurately reflect the
meaning of a career in the mid-twentieth century: “an occu-
pation or profession, especially one requiring special train-
ing,” “success in a profession,” “to run or move rapidly
along; go at full speed.” The everyday meaning of career in
the era of bureaucratic organizations has had a number of
themes (Greenhaus et al., 2000; Hall, 1976). One dominant
theme reflected in these definitions—advancement or suc-
cess—suggests that only individuals who are moving along
(so to speak), advancing, and succeeding have a career. The
phrase a stalled career clearly implies that a normal career in-
volves movement, progress, and advancement. A second
theme implicit in the meaning of a career is the requirement
of a professional occupation. Doctors and lawyers—not sani-
tation workers or welders—have a career. Finally, stability in
an occupation has often been seen as a precondition for a ca-
reer. An individual who has worked as a high school teacher,
a guidance counselor, a principal, and finally a superintendent
of a school system has a career as an educator. On the other

hand, an individual who has shifted from teaching to public
relations to real estate sales is thought to have merely pursued
a series of jobs or perhaps three different careers.

These themes limited our understanding of careers be-
cause they confined the concept to a small segment of
society—professionals advancing in a clearly recognizable
path—and restricted the kinds of research questions that
could be posed. A pioneering break from these constraints
was provided by Hall (1976), who defined a career as “the
individually-perceived sequence of attitudes and behaviors
associated with work-related experiences and activities over
the span of a person’s life” (p. 4). Similarly broad definitions
quickly followed in the literature (Feldman, 1988; Greenhaus,
1987; London & Stumpf, 1982).

Taken together, these newer definitions suggest that
everyone has a work career—not only professionals on the
fast track. They also legitimized the study of individuals’
perceptions and attitudes regarding their careers and recog-
nized that it is the entirety of an individual’s work-related
experiences—not just the pursuit of one occupation in a sin-
gle organization—that constitutes a career.

An additional shift in the meaning of career has recently
appeared that is designed to be more consistent with the con-
temporary economic environment.Anumber of researchers—
most prominentlyArthur and colleagues (Arthur, 1994;Arthur
et al., 1999; Arthur & Rousseau, 1996)—have concluded that
an increasing number of careers are no longer bounded to sin-
gle organizations. In other words, the organizational career
has been replaced by the boundaryless career.

Sullivan (1999) has provided an excellent distinction
between the characteristics of boundaryless careers and tra-
ditional, organizational careers. This distinction goes beyond
the setting of a career in multiple organizations (vs. one or
two organizations) to include the nature of the psychological
contract (transactional), the type of skills that are required
(portable), and the vehicle for acquiring the skills (on-the-job
learning). Moreover, the conceptualization of boundary-
less careers expands the meaning of career success (psycho-
logical success), suggests different criteria for the concept
of milestones or development (learning- rather than age-
related), and places the responsibility for career management
squarely on the shoulders of the individual.

There has also been a reemergence of the concept of a pro-
tean career originally introduced by Hall (1976) and remark-
ably consistent with the notion of a boundaryless career.
Named for Proteus, the Greek god who could change shape at
will, a protean career is under the control of the individual—
not the organization—and its aim is the pursuit of psycholog-
ical success through continuous learning and identity change
(Hall, 1976, 1996; Mirvis & Hall, 1994).
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The recent focus on boundaryless and protean careers has
been useful because it provides an explicit alignment be-
tween the nature of career patterns and types of economic and
organizational environments in which careers are pursued.
What is particularly interesting is that it took radical and vis-
ible shifts toward a new economy to recognize the value of
Hall’s (1976) early insights. This recent emphasis does not
necessarily mean that the boundaryless career is the only or
the dominant model, but rather that an increasing segment of
the population is likely to pursue a career with boundaryless
characteristics. Individual careers may follow a variety of
patterns, a position recognized in the literature for quite some
time (Brousseau, Driver, Eneroth, & Larsson, 1996; Sullivan,
Carden, & Martin, 1998).

Changes in the economic environment, organizational
structure, and psychological contract may require revisions in
the meaning of career success, adjustments in theories of career
development, and scrutiny of effective career decision making.
The next three sections of the chapter examine these concepts.

CAREER SUCCESS

The Meaning of Career Success

Consistent with the view that careers can be viewed from an
external or an internal perspective, career success has been
measured in terms of external or objective criteria as well
as internal or subjective criteria. Objective criteria include
compensation or salary, organizational level, and advance-
ment or promotion rate. Subjective indicators include career
satisfaction, perceived career success, job satisfaction, and
life satisfaction.

Although objective indicators of career success are cer-
tainly relevant, the pursuit of boundaryless or protean careers
places an emphasis on understanding career success from a
subjective perspective. In one recent study, Friedman and
Greenhaus (2000) had business professionals rate the impor-
tance of 15 different elements to their belief that their career
is successful. A factor analysis of the items revealed five di-
mensions of the meaning of career success: status, time for
self, challenge, security, and social considerations. With the
exception of status, the dimensions of the meaning of career
success reveal a considerable emphasis on success criteria
that go beyond the external trappings of prestige, power,
money, and advancement.

There is additional evidence that the meaning of career
success has expanded in recent years. A recent survey of
master’s of business administration (MBA) students from
around the world asked respondents what career goals they
hoped to attain after they received their MBA (Universum

Intituted, 1998). The most popular response, selected by 44%
of the sample, was to balance career and personal life. Simi-
lar preferences have also been revealed by high school
students (Sanders, Lengnick-Hall, Lengnick-Hall, & Steele-
Clapp, 1998) and by job seekers (Shellenbarger, 1991).

The Determinants of Career Success

Empirical research has predicted a variety of career success
indicators—both objective and subjective. Whereas some
studies include only one measure of career success, others con-
tain multiple or composite indicators of success. The majority
of the studies use cross-sectional designs, either single-gender
or undifferentiated samples, and managerial or professional
samples. Most of the studies also examine direct effects of
blocks of variables on success, although an increasing number
of studies have introduced process models that are capable of
detecting direct and indirect effects. Despite somewhat differ-
ent terminology or classification schemes among researchers,
most of the predictors of career success can be grouped into
seven categories of variables: human capital investments, mo-
tivational factors, interpersonal relationships, career choices or
strategies, personality characteristics, organizational charac-
teristics, and family status.

There is substantial support for the impact of human capi-
tal investments on career success. For example, age and years
of work experience have consistently been associated with
objective indicators of career success (Judge & Bretz, 1994;
Melamed, 1995; Seibert, Crant, & Kraimer, 1999; Seibert &
Kraimer, 2001; Tharenou, Latimer, & Conroy, 1994). Never-
theless, the impact of employment gaps—which serve to limit
one’s work experience—on career advancement has been in-
consistent (Tharenou, 1997). In some studies (Dreher & Ash,
1990; Judiesch & Lyness, 1999; Seibert et al., 1999), employ-
ment gaps have been shown to restrict career advancement,
whereas in other studies (Bretz & Judge, 1994; Judge &
Bretz, 1994; Schneer & Reitman, 1995) they have not.

Activities designed to enhance skills have also been associ-
ated with career success. For example, the level, type, and qual-
ity of one’s educational background (Boudreau, Boswell, &
Judge, 2001; Judge, Cable, Boudreau, & Bretz, 1995; Seibert
& Kraimer, 2001; Seibert et al., 1999; Tharenou et al., 1994)
have been related to career success. Participation in training
and development programs (Scandura, 1992; Tharenou et al.,
1994), job competence (Aryee, Chay, & Tan, 1994), and op-
portunities for on-the-job learning (McCauley, Ruderman,
Ohlott, & Morrow, 1994) have also been associated with high
levels of success. Presumably, such human capital investments
enhance job performance, which promote career advancement
opportunities (Tharenou, 1997). The evidence linking human
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capital variables to subjective career success is more limited,
with age, education, competence, and job performance en-
hancing satisfaction (Aryee et al., 1994; Judge et al., 1995) and
employment gaps restricting satisfaction (Judge & Bretz,
1994).

Motivational variables also play a prominent role in the
pursuit of career success. Behavioral work involvement (i.e.,
the number of hours worked) and psychological involvement
in work (salience, identity, ego involvement) show positive
relationships to career advancement (Judge & Bretz, 1994;
Judge et al., 1995; Lobel & St. Clair, 1992; Schneer &
Reitman, 1995; Seibert et al., 1999). The motivation to ad-
vance and career ambition have also been consistently asso-
ciated with high levels of career advancement (Judge et al.,
1995; Seibert et al., 1999; Tharenou, 1997). Despite their
positive effect on career advancement, ambition, work role
salience, and the motivation to advance have also been asso-
ciated with low levels of subjective success (Aryee et al.,
1994; Judge et al., 1995; Seibert et al., 1999).

Many personality variables have been studied as an-
tecedents to career advancement, although few of them have
been examined extensively across many studies. Achievement
motivation, self-monitoring, leadership motivation, masculin-
ity, self-confidence, extraversion, optimism, and proactivity
have been associated with career advancement (Seibert et al.,
1999; Tharenou, 1997; Tharenou et al., 1994; Turban &
Dougherty, 1994), and proactivity has been related to subjec-
tive career success (Seibert et al., 1999). Two recent studies
demonstrated the relationship between Big Five personality
characteristics and career success. They further showed that the
impact of personality on career success may depend on the
countries in which employees work (Boudreau et al., 2001) and
the types of occupations they pursue (Seibert & Kraimer,
2001).

Certain elements of the interpersonal environment have
been associated with objective and subjective indicators of
career success. Strong social ties inside and outside the orga-
nization (Tharenou, 1997), congruence in values between the
individual and the organization (Aryee et al., 1994), career
support and encouragement (Friedman & Greenhaus, 2000;
Tharenou et al., 1994), and a relationship with a mentor
(Judge & Bretz, 1994; Wayne, Liden, Kraimer, & Graf, 1998)
can all promote advancement and satisfaction in one’s career.
Mentoring is such a powerful factor in career success that
it is treated in more detail in a subsequent section of this
chapter.

Career choices and strategies have also been frequently
examined as precursors to career success. Some strategies,
such as relocation and extensive involvement in work, have
been consistently associated with high levels of career success

(Tharenou, 1977). Other strategies, such as frequent changes
in jobs and employers have produced inconsistent results
(Tharenou, 1997), and still others—such as supervisor ingra-
tiation and self-nomination (Judge & Bretz, 1994)—have not
been examined extensively in recent years.

Organizational characteristics can serve to enhance or re-
strict career success. At the organizational level, Malos and
Campion (2000) demonstrated how a firm’s HR staffing and
development strategies affect its overall promotion rate.
Moreover, the particular industry and region in which an or-
ganization operates have been associated with individuals’
advancement and subjective success (Judge et al., 1995;
Seibert et al., 1999; Spell & Blum, 2000), as has the presence
of an internal labor market (Aryee et al., 1994). Nevertheless,
the impact of many characteristics of an organization (size,
length of the promotional ladder, success or growth) and
the individual’s location within an organization (functional
area, line versus staff, type of job) has been inconsistent
(Tharenou, 1997).

The recognition of the interdependence of work and fam-
ily roles over the past 20 years led many researchers to exam-
ine the effect of employees’ family characteristics on career
success. Marital status, parenthood, time devoted to home
and family, psychological involvement in family life, and
spouse attitudes and behavior have been tested for their
effects on a range of career-related outcomes, often with
contradictory results (Singh, Greenhaus, & Parasuraman,
2002). Because of the persistent differences between men and
women regarding participation in—and involvement with—
work and family activities (Friedman & Greenhaus, 2000),
the effect of family life on career success is discussed shortly
when considering the relationship between gender and career
success.

In sum, many different variables have been shown to be
associated with career success—some of them rather con-
sistently. However, the factors that influence income or ad-
vancement do not necessarily affect satisfaction or perceived
career success (Aryee et al., 1994; Judge & Bretz, 1994;
Judge et al., 1995; Kirchmeyer, 1998; Seibert et al., 1999;
Wayne et al., 1999). The mentoring process, which has the
capacity to affect a range of career outcomes, both objective
and subjective, is discussed next.

Mentoring and Career Success

Having the support of a mentor has long been regarded as a cru-
cial determinant of career success (Roche, 1979). A mentor is
generally defined as an individual with advanced experience
and knowledge who is committed to providing upward mobil-
ity and support to the protégé’s career (Ragins, 1997).Amentor
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is believed to provide career functions to enhance the protégé’s
career advancement and psychosocial functions to enhance the
protégé’s competence, sense of identity, and effectiveness
(Kram, 1983). Career functions include sponsorship, exposure
and visibility, coaching, protection, and challenging assign-
ments. Psychosocial functions include role modeling, accep-
tance and confirmation, counseling, and friendship. Mentors
may be inside or outside of the protégé’s organization, and
mentoring relationships may be formal or informal and homo-
genous or diversified (Ragins, 1997).

There is substantial evidence that mentoring can en-
hance a protégé’s career. Having experienced a mentoring
relationship has been associated with compensation (Chao,
1997; Chao, Walz, & Gardner, 1992; Dreher & Ash, 1990;
Whitely, Dougherty, & Dreher, 1991), advancement (Dreher
& Ash, 1990; Scandura, 1992), and career satisfaction
(Fagenson, 1989). Other protégé outcomes attributed to men-
toring include job satisfaction, job involvement, increased
power, effective socialization, and organizational commit-
ment (Chao, 1997; Chao et al., 1992; Fagenson, 1988; Koberg,
Boss, & Goodman, 1998; Ostroff & Kozlowski, 1993).

Most of this research has examined the effects of infor-
mal or spontaneous mentoring relationships on protégés’
careers. Research has recently begun to examine formal or
facilitated mentoring relationships; it has also explored the
impact of mentoring not only on the protégé but also on the
mentor.

For example, Ragins and Cotton (1999) found that infor-
mal mentoring relationships were superior to formal men-
toring relationships in a variety of ways. Informal mentors
provided more sponsorship, coaching, protection, challeng-
ing assignments, exposure, friendship, social support, role
modeling, and acceptance than did formal mentors. More-
over, protégés with a history of informal mentors attained
greater compensation (but not more promotions) and were
more satisfied with their mentors than were those with a his-
tory of formal mentors. They also found that individuals with
a history of informal mentoring earned more money than did
nonmentored employees, whereas employees with a history
of formal mentoring earned no more money than did those
who reported no mentoring experiences. Moreover, Seibert
(1999) compared employees who had participated in a facil-
itated mentoring program with those who had not had a
mentor. He found that although mentored individuals were
more satisfied with their jobs than were nonmentored indi-
viduals, there were no differences in organizational commit-
ment, work stress, or self-esteem at work. These findings are
generally consistent with prior research on formal and infor-
mal mentoring (Green & Bauer, 1995; Noe, 1988). However,
a recent study by Ragins, Cotton, and Miller (2000) revealed

that the level of satisfaction with a mentoring relationship
explained more variance in work attitudes than did the rela-
tionship’s level of formality. In fact, individuals in highly
satisfying formal relationships generally reported more posi-
tive work attitudes than did those in dissatisfying informal
relationships.

Research has also started to examine the mentoring rela-
tionship from the mentor’s perspective. Levinson, Darrow,
Klein, Levinson, and McKee (1978) pointed out that mentors
benefit from the relationship by satisfying their generativity
needs through assisting younger employees to achieve ca-
reer success. Consistent with this view, Allen, Poteet, and
Burroughs (1997) found that many mentors cited the desire to
pass on information to others, the desire to help others, and
gratification derived from seeing others succeed as important
reasons why they decided to become a mentor. In addition,
the research of Mullen and Noe (1999) suggests that mentors
see protégés as a source of information that can help the men-
tors in their work.

These findings raise the broader question of why individu-
als choose to mentor. Those individuals who express a will-
ingness to mentor others tend to have prior experience in a
mentoring relationship, either as mentor or as a protégé (Allen,
Poteet, Russell, & Dobbins, 1997; Ragins & Scandura, 1999)
and work in organizations that have a supportive culture
(Aryee, Lo, & Kang, 1999). Personality characteristics—such
as locus of control, positive affectivity, and altruism—have
also predicted the desire to serve as a mentor (Allen et al.,
1997; Aryee et al., 1999).

Ragins and Scandura (1999) developed a scale to assess
the expected benefits and costs of being a mentor. A factor
analysis revealed five dimensions of benefits (rewarding ex-
perience, improved job performance, loyal base of support,
recognition by others, and generativity) and five dimensions
of costs (more trouble than it’s worth, fear of a dysfunctional
relationship, concern about claims of nepotism, concerns
about a negative effect on the mentor’s reputation, and fears
about energy drain). The resulting factors were consistent in
many respects with the qualitative findings reported by Allen
et al. (1997). Moreover, Ragins and Cotton (1999) found in-
dividuals with a strong intention to serve as a mentor per-
ceived low costs and high benefits and had been a mentor or
protégé in the past. In addition, the impact of costs and bene-
fits on mentoring intentions was especially strong for indi-
viduals who had prior experience as a mentor, a protégé,
or both.

Individuals also develop preferences for the type of pro-
tégé they wish to mentor. Mentors have been found to prefer
those who are high performers, strongly motivated, open to
learning and accepting feedback, willing to express a need



Career Success 525

for help, and similar to the mentors themselves in important
respects (Allen, Poteet, & Russell, 2000; Burke, McKeen, &
McKenna, 1993).

The majority of the research in this area has focused on the
potential benefits of mentoring. Scandura (1998) provides a
different perspective by exploring the dysfunctional charac-
teristics of mentoring relationships. She developed a typol-
ogy of dysfunctional career and psychosocial behaviors that
could either reflect intentions to help others or to harm others.
By focusing on such potentially dysfunctional behaviors as
bullying, revenge, and betrayal, Scandura (1998) has applied
the psychological literature on abusive relationships to the
mentoring process and has broadened the scope of future
research on the mentoring process.

Gender and Career Success

The glass ceiling that represents a barrier to the careers of
women (Martin, 1991) serves to remind us that women’s ca-
reers can be dramatically different from men’s careers. In
fact, there seem to be two ways in which the meaning of ca-
reer success is different for women and men. First, men have
historically placed substantial importance on money and ad-
vancement as yardsticks to assess their success in the world
of work. It has been suggested that many men equate mas-
culinity with success in the workplace (Kimmel, 1993) and
judge their career and their life against these standards. Men
have been found to value such outcomes as money, advance-
ment, or power more than women have (Konrad, Ritchie,
Lieb, & Corrigall, 2000; Universum Instituted, 1998).
Women, on the other hand, define their career accomplish-
ment differently and in ways that are perhaps broader than
those of men. Women tend to value feelings of accomplish-
ment, growth and development, and challenge in their work,
and they place substantial importance on interpersonal rela-
tionships and on opportunities to help others at work (Kon-
rad, Corrigall, Lieb, & Ritchie, 2000; Konrad, Ritchie, et al.,
2000; Universum Instituted, 1998).

Moreover, whereas men define career success in terms of
accomplishments residing within the work domain, women
view career success in terms of achieving balance between
career and family (Gerson, 1993; Gordon & Whelan, 1998).
Gallos (1989) has suggested that women’s pursuit of career
success is often tempered by an enduring concern for signifi-
cant relationships with others. According to Gallos, many
women pursue a split dream that provides balance between
career and relationships.

It seems, then, that what constitutes a successful career
is different and perhaps more complex for women than for
men. However, the literature on career success, as discussed

previously, has tended to focus on money and advancement
(and to a lesser extent, career satisfaction) as career success
outcomes. Nevertheless, psychologists must rely on that liter-
ature to explore whether women have achieved a different
level of career success than have men and whether the path to
career success varies for men and women.

The most glaring evidence that women’s managerial ca-
reers lag behind men’s has been the persistent glass ceiling
that limits women’s hierarchical advancement. Although
women have entered the managerial ranks in increasing
numbers—women represented 44% of managerial positions
in 1998—they continue to occupy senior management posi-
tions at dramatically lower rates than do men. Depending on
the definition of senior manager that is adopted, estimates of
women’s representation at the highest organizational levels
in 1998 range from 11.2% to less than 1% (Powell, 1999).
Women’s compensation also continues to lag substantially
behind men’s, and their recent earning gains may have
reached a plateau (Roos & Gatta, 1999). Studies of managers
and professionals continue to report a significant gender gap
in earnings, advancement, or both (Kirchmeyer, 1998; Stroh,
Brett, & Reilly, 1992; Tharenou et al., 1994)—especially at
higher organizational levels (Lyness & Judiesch, 1999).

Explanations for these differences through the use of
control or mediating variables has produced mixed results.
Kirchmeyer (1998) found that the gender difference in in-
come favoring men disappeared when controlling for organi-
zational tenure, total years of work experience, mentorship
experiences, and having a nonemployed spouse. Stroh et al.
(1992), on the other hand, found that even when women had
all the right stuff, so to speak (i.e., when they were similar in
education and work experience to men), they still lagged be-
hind men in salary progression and geographical mobility but
not in rates of promotion. To complicate the matter further,
Tharenou et al. (1994) found both direct and indirect effects
of gender on advancement. Men’s more substantial work ex-
perience, participation in training and development activities,
and career encouragement only partially explained why they
achieved greater advancement than did women.

The literature reveals a wide range of career experiences
that favor men, including access to training, job challenge, re-
location opportunities, and career support (Stroh & Reilly,
1999; Tharenou, 1997). Even at senior management levels,
men report greater authority, more geographical and interna-
tional mobility, less frequent career interruptions, and greater
satisfaction with career opportunities (Lyness & Thompson,
1997). Although these findings suggest an array of factors that
may limit the career progress of female managers, women
have not always experienced restricted advancement relative
to men (Powell & Butterfield, 1994). Thus, an organization’s
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commitment to diversity, culture, and HR practices may
play a significant role in determining the presence of a glass
ceiling.

In addition to examining gender differences in the level of
career success, research has recently explored whether the
determinants of career success are similar or different for
men and women. The findings have not provided overwhelm-
ing support for the notion that different factors predict the ca-
reer success of men and women. For example, Kirchmeyer
(1998) found that gender moderated 8 of the 36 relation-
ships between predictors and criteria, and Melamed (1995)
found that gender moderated 9 of the 46 predictor-criterion
relationships she examined. Thus, there may be more similar-
ities than differences in the determinants of career success for
men and women.

That conclusion does not mean, however, that the an-
tecedents of career success are identical for men and women.
The investment of time at work—total work experience, num-
ber of hours worked, employment gaps, and organizational
tenure—is more predictive of career success for men than it is
for women (Kirchmeyer, 1998; Konrad & Cannings, 1997), as
are human capital investments in training and development
(Tharenou et al., 1994). Yet the level and type of education—
also forms of human capital—seem to be more predictive of
the career success of women than of men (Kirchmeyer, 1998;
Tharenou et al., 1994). And whereas masculinity had a
stronger effect on perceived career success for women than for
men (Kirchmeyer, 1998), independence—typically thought to
be a masculine trait—had a stronger effect on salary for men
than for women (Melamed, 1995).

It appears that the use of the external labor market is a
more effective career strategy for men than it is for women.
Specifically, interorganizational mobility has a stronger im-
pact on advancement (Lyness & Judiesch, 1999) and salary
(Brett & Stroh, 1997) for men than it does for women. These
findings are consistent with Lyness and Judiesch’s (1999) ob-
servation that women managers are less likely to attain new
management positions by external hiring than by internal
promotions. Moreover, Dreher and Cox (2000) established
that the use of the external labor market was effective only
for white males—not for women or people of color.

Whereas many studies examined the impact of gender
on relationships between predictors and career success,
Tharenou et al. (1994) developed and tested process models
of career advancement separately for men and women.
Through structural equation modeling, they observed a
number of paths to career success that varied by gender. One
such path revealed that home and family commitments
limited women’s careers and boosted men’s careers. There-
fore, understanding the link between family and work may

potentially explain at least a portion of the gender differences
in career success.

Gender, Family, and Career Success

Because of the growing representation of dual-earner partners
and single parents in the workforce over the past 25 years,
scholars have increasingly recognized the interdependence of
work and family roles. Indeed, family responsibilities have
often been invoked as an explanation for the limited progres-
sion of women in managerial careers (Powell, 1999). In a
broad sense, we can think of family life as interfering with the
pursuit of a career (a family-work conflict perspective) or
family life as enhancing career opportunities and career suc-
cess (a family-work enhancement perspective), although con-
flict and enhancement are not mutually exclusive (Singh
et al., 2002).

Some evidence does suggest that family responsibilities and
demands can interfere with career success, especially—but not
exclusively—for women. For example, married women are
more likely than are unmarried women to hold part-time or
low-status jobs (Drobnic, Blossfeld, & Rohwer, 1999)—in
some cases because they tend to be the trailing spouse in relo-
cations for their husband’s career (Brett, Stroh, & Reilly,
1992). A man’s marital status generally does not influence his
selection of career roles.

Research regarding the effect of marriage on the tradi-
tional indicators of career success has produced mixed re-
sults. Studies have indicated that married employees earn
greater incomes than do those who are unmarried (Bretz &
Judge, 1994; Judge et al., 1995; Landau & Arthur, 1992).
However, the relationship between marital status and income
has often been found to be either nonsignificant for women
(Landau & Arthur, 1992; Friedman & Greenhaus, 2000) or
even negative (Jacobs, 1992). Moreover, most of the re-
search has found no relationship between marital status and
career advancement (Aryee et al., 1994; Dreher & Ash, 1990;
Judge et al., 1995; Whitely et al., 1991), especially for
women (Friedman & Greenhaus, 2000; Schneer & Reitman,
1993).

There is also inconsistent evidence that marriage affects
career satisfaction. Friedman and Greenhaus (2000) found
that married men were more satisfied with their careers than
were unmarried men but that marriage neither helped nor
hindered the career satisfaction of women. A majority of the
studies observed no effect of marital status on such subjective
dimensions of career success as career satisfaction, job satis-
faction, and perceived career success (Aryee et al., 1994;
Brett et al., 1992; Bretz & Judge, 1994; Judge et al., 1995;
Kirchmeyer, 1998; Seibert et al., 1999).
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In sum, the research suggests that the positive effects of
marriage on income and career advancement may be more
pronounced for men than for women, and the inhibiting
effects of marriage on the selection of a career role and on
financial rewards seem more prevalent among women than
among men. Nevertheless, these differential relationships
have not been consistently observed.

Responsibility for dependents appears to have a more pro-
nounced effect than does marriage on career achievements,
although again the results have not been overwhelmingly
consistent. For example, Glass and Camarigg (1992) did not
support their expectation that mothers would select less
strenuous and more flexible jobs that are compatible with
family responsibilities. Yet researchers have found that par-
ents work fewer hours per week than do nonparents (Brett
et al., 1992)—especially in the case of women (Friedman &
Greenhaus, 2000; Greenberger & O’Neil, 1993; Singh,
Greenhaus, Collins, & Parasuraman, 1998).

Turning to the prediction of career success, much of the
research found that income was not affected by parental re-
sponsibilities (Bretz & Judge, 1994; Jacobs, 1992; Lobel &
St. Clair, 1992). Some research has revealed that the impact of
children on income was positive only for men—especially
single-earner fathers (Brett et al., 1992; Friedman &
Greenhaus, 2000; Landau &Arthur, 1992; Schneer & Reitman,
1993). The impact of children on women’s income is inconsis-
tent. Although several studies found that mothers earned
less money than did women without children (Friedman &
Greenhaus, 2000; Jacobs, 1992), other studies found that dual-
earner mothers earned as much as did other married women
and more than did unmarried women (Brett et al., 1992;
Landau & Arthur, 1992; Schneer & Reitman, 1993, 1995).

The effects of children on career advancement and career
satisfaction are also uncertain. Most of the research has
shown no relationship between parental responsibilities and
advancement (Aryee et al., 1994; Friedman & Greenhaus,
2000; Kirchmeyer, 1998; Konrad & Cannings, 1997) or satis-
faction (Aryee et al., 1994; Bretz & Judge, 1994; Judge et al.,
1995; Kirchmeyer, 1998). One exception was the study by
Friedman and Greenhaus (2000), who found that fathers were
more satisfied with their careers than were men without chil-
dren, whereas mothers were less satisfied with their careers
than were women without children.

In short, employees with extensive parental responsibili-
ties may limit their time involvement in work and may expe-
rience restricted opportunities for career growth. Although
these effects can occur for both men and women, there is
some evidence that women’s careers are more likely than are
men’s careers to be affected by their dependent care respon-
sibilities (Friedman & Greenhaus, 2000).

Family-career interference may be explained by the
process of accommodation (Lambert, 1990), in which in-
volvement in one role is lessened to accommodate the de-
mands of a more salient role. In other words, a parent’s
limited investment in work may reflect his or her intention to
accommodate the career for the needs of the family. If in fact
women’s careers are more likely to be constrained by family
responsibilities than are men’s careers, it could be specu-
lated that women are either more willing—or more strongly
coerced—than are men to make career accommodations for
their families.

The prior section has focused on the potential constraints
that family life can place on careers. However, resources de-
rived from the family domain can promote career success,
and the quality of the family role may spill over into work.
The most prominent type of family resource is the social sup-
port provided by members of the family. Both tangible and
emotional support from one’s family can enable the individ-
ual to cope more effectively with work-related problems and
reduce the extent to which family interferes with work. There
is some evidence that support from a partner or spouse—
tangible and emotional—is associated with high levels of in-
come and career satisfaction (Friedman & Greenhaus, 2000).
In part, this effect can be explained by the fact that individu-
als who receive substantial support from a spouse or partner
tend to spend more time at work (Parasuraman, Singh, &
Greenhaus, 1997) and therefore may demonstrate high levels
of job performance (Friedman & Greenhaus, 2000).

However, the benefits of social support go beyond the in-
strumental assistance that frees up time for work. Business
professionals who receive extensive emotional support from
their partners have been found to experience greater opportu-
nities for career development through such mechanisms as
coaching and visible job assignments (Friedman & Greenhaus,
2000). Presumably, the understanding, acceptance, and en-
couragement of a family member provide an individual with
the information, self-confidence, or motivation to seek out
career-building experiences.

Resources derived from family experiences also include
the skills, knowledge, and perspectives that can be effectively
applied to work. For example, it is plausible that skills in
parenting (nurturance, empathy, active listening) can be par-
ticularly important in team-based, collaborative organiza-
tions. Although this form of enrichment has been discussed
extensively in the literature (Greenhaus & Parasuraman,
1999), relatively little empirical research has examined the
dynamics that underlie this process. However, Kirchmeyer
(1992) has shown that Canadian business school graduates
believe that the skills, knowledge, and perspectives they de-
rive from their parenting experiences are helpful at work.
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Another important dimension of family life is the quality
of the family role. Marital and family satisfaction, quality of
family life, family tensions, and distress are frequent indi-
cators of family role quality. Although several studies found
that marital quality did not contribute to attendance or satis-
faction at work (Aryee et al., 1994; Erickson, Nichols, &
Ritter, 2000), other research indicates that stress within the
family role is associated with negative emotions at work
(Frone, Yardley, & Markel, 1997).

Gender, Mentoring, and Career Success

It is reasonable to wonder whether women’s careers are re-
stricted because they experience difficulties establishing or
benefiting from a relationship with a mentor. However, the
literature does not find a ready answer to this question. For
example, although women may experience more barriers to
developing a relationship with a mentor than do men (Ragins
& Cotton, 1991), most of the research indicates that women
are as likely as men are to have had a mentor (Ragins, 1999).
It is also generally believed that women in mentoring rela-
tionships derive benefits (compensation, advancement, and
satisfaction) similar to those derived by men (Dreher & Ash,
1990; Fagenson, 1989; Ragins, 1999). Moreover, much—
although not all—of the research indicates that men and
women receive the same level of career and psychosocial
support from mentoring (Koberg et al., 1998; Ragins &
McFarlin, 1990; Turban & Dougherty, 1994; Whitely et al.,
1991).

However, because of the limited number of women in
high managerial positions, women protégés are more likely
than are men to experience a cross-gender mentoring rela-
tionship (Ragins & Cotton, 1991). It has been observed that
cross-gender mentor relationships can be delicate to manage
because of the potential for sexual tension and rumors of sex-
ual intimacy (Ragins & Cotton, 1991), but it is not clear
whether cross-gender relationships are less effective than
same-gender relationships. Protégés in same-gender relation-
ships have been found to receive more psychosocial support
from their mentors than do protégés in cross-gender relation-
ships (Koberg et al., 1998; Thomas, 1990), although this has
not always been observed (Ragins & Cotton, 1999).

A recent comprehensive study of formal and informal
mentoring has revealed the complex consequences of diver-
sified mentoring relationships. Ragins and Cotton (1999)
found that male protégés with male mentors earned higher
salaries than did any other gender combination, which could
be explained by the power of the male mentor and the simi-
larity introduced into the relationship by virtue of both par-
ties’ being of the same sex. The least amount of money was

earned by female protégés with female mentors—suggesting
that gender similarity does not compensate for a mentor with-
out much power in the organization. Moreover, female pro-
tégés with male mentors had a higher promotion rate (but
earned less money) than did male protégés with male men-
tors. Despite these differences, there appeared to be many
more similarities than differences in the career development
and psychosocial functions provided by mentors in the dif-
ferent mentor-protégé categories.

It is clear that more research needs to be conducted on ho-
mogeneous and diversified mentoring to understand the sub-
tle relationships between gender and career success. Ragins
(1997) has identified processes that are thought to character-
ize diversified relationships (e.g., stereotyping, interpersonal
comfort, work group support) and has developed sophisti-
cated process models linking the composition of mentoring
relationships to outcomes for both protégés and mentors.

STAGES OF CAREER DEVELOPMENT

It is not the mere passage of time that characterizes a career;
rather, it is the pattern of experiences that an individual en-
counters. If there were no underlying regularities in work
experiences over time, then the career concept would be un-
necessary. However, beliefs regarding patterns of career de-
velopment have changed dramatically in recent years.

Historically, the most influential models of career develop-
ment have proposed a series of stages that were closely linked
to age. For example, Super (1957, 1980) identified five
stages—growth, exploration, establishment, maintenance, and
decline—that were thought to capture individuals’ work-
related experiences from the years of childhood to retirement.
Miller and Form (1951) and Hall and Nougaim (1968) also
identified five career stages, and Schein (1978) proposed a
sequence of nine stages of career development.

All of these models identified age ranges in which indi-
viduals typically encountered the tasks associated with each
stage of career development. Moreover, the models appear
to have assumed that individuals pursue a continuous linear
career within one occupation, in perhaps one or two organi-
zations, and without major disruptions or redirections. Why
else would individuals go through an exploration or estab-
lishment stage only once in their lifetimes?

These approaches to career development—along with
Levinson et al.’s (1978) model of adult life development—
were enormously influential because they sought to identify
patterns of experiences that evolved over the course of an
individual’s life. Moreover, these theories were compatible
with the pursuit of an organizational career that was prominent



Stages of Career Development 529

during the era in which the theories were proposed. Never-
theless, consistent support for these theories has proved
elusive—in part because of the subtlety of many of the
changes that the theories propose and because of the diffi-
culties in conceptualizing and measuring career stages
(Greenhaus & Parasuraman, 1986; Sullivan, 1999).

There is an emerging belief that career stages or cycles
currently are shorter in duration and reoccur periodically over
the course of a person’s career. It is thought that career cycles
are now compressed because of the frequent and dramatic
changes or transitions associated with pursuing a boundary-
less career (Arthur et al., 1999; Hall & Mirvis, 1995). These
multiple transitions produce cycles of change, each of which
requires “preparation, encounter, adjustment, stabilization,
and renewed preparation” (Arthur & Rousseau, 1996, p. 33).
Mirvis and Hall (1994) view these cycles as opportunities for
gaining new skills and prefer to view development through a
career cycle in terms of an individual’s career age rather than
chronological age.

Arthur et al. (1999) have recently identified three career
cycles or modes—fresh energy, informed direction, and sea-
soned engagement—that are generally consistent with explo-
ration, establishment, and maintenance, respectively.
Although fresh energy is typically displayed in the early ca-
reer, informed direction in midcareer, and seasoned engage-
ment in late career, Arthur et al. (1999) demonstrate how
individuals periodically recycle back to earlier modes as they
change projects, jobs, employers, or occupations. Smart and
Peterson (1997) have provided additional support for recy-
cling in the midst of a career transition.

Arthur et al. (1999) believe that individuals’ willingness
to explore and experiment enables them to experience
continual growth and development in their careers. More-
over, career growth is thought to depend on the development
of three types of career competencies: knowing why, know-
ing how, and knowing whom (Arthur et al., 1999). These ca-
reer competencies are compatible with the two metaskills
that Mirvis and Hall (1994) believe are crucial to experience
psychological success: personal identity development and
adaptability.

In basic agreement with the notion of compressed and re-
current career cycles, Parasuraman, Greenhaus, and Linnehan
(2000) believe that chronological age may still play a signifi-
cant role in understanding the unfolding of a career over a
lifetime. They proposed a model of lifelong career transitions
to detect patterns that cut across multiple career cycles as an
individual becomes older. Specifically, they developed three
different scenarios in which individuals experience an in-
crease in person-career fit, a stability in fit, or a decline in fit
as they move from one career cycle to another.

In sum, the concept of development within a career seems
to have changed to become more compatible with careers in
the new economy. Research on career stages has declined be-
cause interest in traditional career stage models has waned,
and the recent focus on recycling through shorter career
cycles is still too new to have guided a great deal of empirical
research. Nevertheless, research continues on topics that are
often associated with a particular career stage. Research on
the socialization process (often linked to the early career) is
burgeoning, and the examination of employee reactions to a
variety of different career transitions is also growing. In ad-
dition, the traditional stages of career development have in-
creasingly come under attack as severely limited in their
capacity to understand the careers of women.

Organizational Socialization

Organizational socialization refers to the “process by which an
individual comes to appreciate the values, abilities, expected
behaviors, and social knowledge essential for assuming an or-
ganizational role, and for participating as an organizational
member” (Louis, 1980, pp. 229–230). Indicators of successful
socialization include effective job performance, the establish-
ment of satisfactory work relationships with other people, the
understanding of the political structure within the organiza-
tion, and an appreciation of the organization’s goals, values,
history, and language (Chao, O’Leary-Kelly, Wolf, Klein, &
Gardner, 1994). Research has examined the antecedents and
consequences of successful socialization as well as the stages
that comprise the socialization process.

Although socialization or establishment is a stage within
most theories of career development, research on socializa-
tion has generally been conducted independent of a particular
theory of career development. Understanding the social-
ization process should shed light on boundaryless or protean
careers because individuals pursuing these careers need to
confront the socialization tasks periodically as they move
across functional, organizational, and occupational bound-
aries with increasing frequency (Wanberg & Kammeyer-
Mueller, 2000).

Bauer, Morrison, and Callister’s (1998) excellent review
of the research on organizational socialization identified a
number of trends in the literature, three of which have partic-
ular relevance to this chapter: the range of transitions that
require socialization, proactivity during socialization, and the
impact of mentoring during socialization.

The short-duration career cycles that characterize bound-
aryless careers require repeated resocialization to new job
responsibilities and new work settings. A number of studies
have examined the ease or effectiveness of socialization
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following transitions that represent different degrees of con-
trast from the prior work setting. Socialization and adjust-
ment tend to go more smoothly when the new setting is not
dramatically different from the old setting (Chao et al., 1994),
although some research has found either no relationship or a
negative relationship between the similarity of work settings
and socialization (Adkins, 1995; Anakwe & Greenhaus,
2000). These inconsistent findings reveal the complexity of
the process by which prior work experiences translate into
effective socialization.

Bauer et al. (1998) also observed an emerging focus on the
individual as an active agent of socialization. Scholars have
proposed different types of information needs during so-
cialization and techniques used to acquire this information
(Morrison, 1993; Ostroff & Kozlowski, 1992). Given this
focus on the individual’s role during socialization, it is not
surprising that proactivity has been increasingly examined in
socialization research. In fact, Saks and Ashforth (1997) in-
clude proactive strategies and behavior in their multilevel
process model of organizational socialization. Ashford and
Black (1996) assessed seven types of proactive socialization
tactics relevant to organizational newcomers: information
seeking, feedback seeking, general socializing, relationship
building with one’s boss, networking, negotiation of job
changes, and positive framing. They found employees’ desire
for control was related to five of the seven proactive social-
ization tactics, four of the proactive tactics were related to job
satisfaction, and two of the tactics were associated with job
performance.

Wanberg and Kammeyer-Mueller (2000) examined the
antecedents and consequences of a variety of proactive so-
cialization behaviors. They found that two Big Five personal-
ity characteristics (extraversion and openness) were related
to participation in proactive social behaviors and that several
of the proactive behaviors were associated with such work
outcomes as social integration, role clarity, job satisfaction,
and withdrawal tendencies. Saks and Ashforth (2000) also
supported the notion that dispositional factors (negative af-
fectivity and self-efficacy expectations) can influence the ad-
justment of organizational newcomers. The changing view of
the new employee from a passive to an active socialization
agent (Bauer et al., 1998; Saks & Ashforth, 1997) is consis-
tent with the recent emphasis on the individual as a proactive
manager of his or her career (Arthur et al., 1999; Greenhaus
et al., 2000; Hall, 1996).

Bauer et al. (1998) also cited evidence that mentoring can
assist in the socialization process. More recent research has
illustrated the positive impact of peer mentors on the social-
ization of newcomers (Allen, McManus, & Russell, 1999)
and the importance of personal and situational factors in

facilitating the receipt of mentoring for employees in their
early careers (Aryee et al., 1999).

Career Transitions

Although the socialization research has examined adjustment
to a new work setting, other streams of research have studied
different types of career transitions. Stephens (1994) pro-
vided a comprehensive review of the literature on subjective
career transitions and proposed a model to predict the success
of career transitions from a wide range of individual and sit-
uational variables.

Much of the research on career transitions has focused on
reactions to job loss. Hanisch (1999) reviewed the literature
on job loss and unemployment—addressing such as issues as
the unemployment experience, outcomes of unemployment,
coping with job loss, and the impact of unemployment on
family members. Latack, Kinicki, and Prussia (1995) devel-
oped a model of coping with job loss based extensively on a
control theory perspective. The model proposes that the ap-
praisal of job loss as a potential harm or threat, in conjunction
with coping efficacy, influence coping goals that—along with
coping resources—determine the type of coping strategies
enacted.

Empirical research on the coping process following job
loss has been extensive. For example, Leana, Feldman, and
Tan (1998) examined coping behavior following a layoff.
They identified a range of personal and situational factors that
predicted problem-focused and symptom-focused coping, and
they found that an initial positive appraisal of the job loss was
associated with extensive problem- and symptom-focused
coping. In another longitudinal study of job loss, Kinicki,
Prussia, and McKee-Ryan (2000) demonstrated that coping
does not end with reemployment and that coping subsequent
to reemployment depends on the quality of reemployment,
income loss, and the availability of coping resources.

However, the use of specific coping techniques has not
always produced similar results. For example, Gowen,
Riordan, and Gatewood (1999) found that psychological
distancing as a coping behavior reduced stress and enhanced
the likelihood of successful reemployment, whereas proac-
tive job search activities did not promote reemployment.
Wanberg (1997), on the other hand, found that proactive
search facilitated reemployment and distancing did not.

Just as unemployment can have substantial negative ef-
fects on an individual’s well-being (Hanisch, 1999), so too
can underemployment, which may be increasing in today’s
turbulent economy. Feldman and Turnley (1995) examined
underemployment among recent business college graduates.
They identified four attributes of underemployment (e.g.,
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underutilization of skills) and found that the attributes had
negative effects on such outcomes as job satisfaction, work
commitment, and internal work motivation. In a subsequent
manuscript, Feldman, Leana, and Turnley (1997) applied a
relative deprivation perspective to understand the underem-
ployment experience.

Underemployment brings to mind another career
transition—the career plateau—that may be increasingly
prevalent in the new economy. There has not been a great
deal of recent research on career plateauing, despite the fact
that organizational restructuring and downsizing can result in
individuals’ spending more time in one job with limited
opportunities for hierarchical advancement (Allen, Russell,
Poteet, & Dobbins, 1999).

There are two promising developments in the study of the
career plateau. One is the distinction between structural or
hierarchical plateauing—in which future promotions are
unlikely—and job content plateauing, in which increases in
responsibility on the current job are unlikely (Bardwick,
1986). This distinction was supported in a recent factor analy-
sis of career plateau perceptions conducted by Allen, Russell,
et al. (1999). They further demonstrated that although there
were some common predictors of the two types of career
plateauing, there were several unique predictors as well.
Moreover, Allen, Poteet, and Russell (1998) observed that
employees who reached a structural plateau were more satis-
fied with their jobs and expressed a lower intention to quit
than did employees who reached a plateau in their job con-
tent. This is consistent with the finding that being passed over
for a promotion does not inevitably lead to decline in work
attitudes (Lam & Schaubroeck, 2000). Not surprisingly, Allen
et al. (1998) also found that employees who were content and
who were at structural plateaus experienced the lowest levels
of job involvement and organizational commitment.

A second innovative approach to the study of the career
plateau has been the examination of the attributions that em-
ployees invoke to explain why they are at a plateau. Godshalk
(1997) identified three types of career plateau attributions
(organizational constraints, a negative assessment of the indi-
vidual by his or her organization, and personal choice) and
found that career plateau attributions were associated with
employees’ reactions to their plateau status.

Gender and Career Development

The relevance of traditional theories of career development
to women’s careers has been a topic of considerable discus-
sion and some research. Those studies designed to test the
applicability of career stage models—in particular, those of
Super and Levinson—to women’s careers have not met with

success (Sullivan, 1999). There are good reasons to question
whether career development models developed largely on
male samples can adequately reflect the development of
women’s careers. As noted earlier, the theories are generally
based on an organizational career model that is pursued con-
tinuously and often in the same organization and occupation.
Therefore, the sequential stages of exploration, establish-
ment, achievement, maintenance, and decline—each associ-
ated with approximate age ranges—made some sense. So did
Levinson et al.’s (1978) demarcation of life development into
early, middle, and late adulthood, with specific issues arising
within each era of adulthood.

Because of extensive family responsibilities, women are
more likely than are men to experience career interruptions or
employment gaps (Lyness & Thompson, 1997) that sever the
close connection between age and career stage. Moreover,
women have generally displayed a greater variety of career
patterns than do men (e.g., employment-then-motherhood,
employment-motherhood-employment), thereby rendering
their sequence of activities and challenges more unpredictable
than those of men (Sekaran & Hall, 1989).

In addition, traditional theories of career development
assume that work is the primary focus in life—especially in the
early career stages of exploration, establishment, and achieve-
ment, in which the tasks of finding, establishing, and succeed-
ing in a career are paramount. The formulation and pursuit of
the “Dream,” which usually contains extensive reference to oc-
cupational success, has been seen as a primary task of early
adulthood (Levinson et al., 1978).

However, women may hold a more complex view of how
their careers fit into their lives than do men, emphasizing both
career and relationships. Gallos’ (1989) notion of women’s
split dream was supported by a recent study demonstrating
that achieving an appropriate balance between work and fam-
ily responsibilities was a significant need for women profes-
sionals early in their careers as well as in midlife (Gordon &
Whelan, 1998).

Powell and Mainiero (1992) identified two themes that
emerged from their review of the literature on women’s ca-
reer development. They observed that issues of balance, con-
nectedness, and interdependence were salient to women
throughout the life course. Perhaps as a result of this dual per-
spective, they saw women’s careers and lives as involving
complex choices and constraints and characterize women’s
simultaneous concerns about careers and relationships as
“cross-currents in the river of time” (p. 215).

The implication of women’s dual focus on work and
relationships—on career and family—is that the tasks, chal-
lenges, and needs that they experience may not follow the same
pattern or sequence traditionally associated with different
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stages of career development. The work-relationship duality
and the variety of career patterns women follow may explain
why they have adopted more subjective and somewhat differ-
ent meanings of career success than men typically have. How-
ever, the tendency of younger men and women to place
substantial importance on achieving work-family balance
(Shellenbarger, 1991) and the emergence of the boundaryless
career may serve to weaken the links between age and career
stage for many employees, regardless of their sex.

CAREER DECISION MAKING

A career decision refers to the selection of a course of action
that has implications for an individual’s work-related experi-
ences over time (Singh, 2000). Many career-related behaviors
explicitly or implicitly involve a career decision: to pursue a
particular job, to increase or decrease involvement in work, or
to change occupational fields. Although each situation is dif-
ferent, they all involve action in the face of alternatives. It is
reasonable to expect that the emergence of shorter and more
frequent career cycles will require individuals to make a
greater number of significant career decisions over the course
of their lives. However, we know relatively little about how
employees make—or should make—career decisions.

At the most basic level, career decision making requires an
individual to be able and willing to make a decision when con-
fronted with the necessity of choosing between alternatives.
The literature has distinguished between career-decided and
career-undecided individuals. The concept of career decided-
ness (or its converse, career indecision) has been examined
extensively among student populations, in which the career
decision that has been made (or has not been made) is either
the selection of a college major or of an occupational field.
However, virtually no research has studied the career indeci-
sion experienced by employees. In a study designed to address
that gap, Callanan and Greenhaus (1990) identified seven dif-
ferent reasons why managers and professionals experienced
career indecision: a lack of information (about themselves,
their current organization, or the external environment), a lack
of self-confidence, decision-making fear and anxiety, non-
work demands, and situational constraints.

A widespread assumption is that indecision about one’s fu-
ture career is dysfunctional. However, the literature on student
populations has distinguished between being developmentally
undecided (because of a temporary lack of information) from
being chronically undecided or indecisive—characterized
by an enduring tendency to avoid making career decisions.
A cluster analysis conducted by Callanan and Greenhaus

(1992) confirmed this distinction between developmentally
and chronically undecided managers and professionals. They
also found two types of career-decided employees—those
who made a career decision based on information about them-
selves and the world of work (the vigilant group) and those
who made a decision in order to relieve excessive fear and
anxiety (the hypervigilant group). Their findings suggest that
individuals need to know when to make a career decision and
when to postpone a decision until sufficient information and
insight are attained.

The research on career indecision also raises the broader
question regarding how employees go about the task of making
a career decision. A great deal of research has been conducted
on the career decision-making styles used by students in mak-
ing educational and occupational decisions. Harren (1979)
developed an extensively researched typology that consisted
of rational, intuitive, and dependent career decision-making
styles. A rational style involves a logical and systematic ap-
proach to a career decision with an extensive search for career-
related information. An intuitive style focuses on present
feelings rather than information about potential outcomes, and
a dependent style relies heavily on the opinions and recom-
mendations of other people in making a career decision.

The empirical research conducted on students has not sup-
ported the widespread expectation that a rational approach to
making a career decision is necessarily superior to an intu-
itive style, although a dependent style is generally ineffective
(Phillips & Strohmer, 1982). However, there has been little
research on the career decision-making styles used by em-
ployees, prompting Singh (2000) to develop a model that
specifies the conditions under which different styles are most
likely to lead to effective career decisions among managers
and professionals.

Arthur et al.’s (1999) in-depth qualitative study of the
careers of 75 New Zealanders also addressed the issue of de-
cision strategies and styles. Consistent with Weick’s (1996)
perspective on the enactment of a career, Arthur et al. con-
cluded that careers are more likely to be characterized by
spontaneous responses to changing situations than by the
pursuit of predetermined plans and goals. They argue that the
advantages of career planning have been exaggerated and
that “the career is less about a planned destination than it is
about a series of lived experiences along the way” (Arthur
et al., 1999, p. 47). They praise the virtue of exploration be-
cause it provides opportunities for ongoing learning.

It is difficult to disagree with the virtues of exploration,
openness to continuous learning, and flexibility. Moreover, it
is likely that rational goal setting is susceptible to tunnel
vision and inflexibility (McCaskey, 1977). Nevertheless, the
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advantages and disadvantages of different career decision-
making styles are still not well understood.

CONCLUSIONS AND DIRECTIONS
FOR FUTURE RESEARCH

Much of the current theory and research on career dynamics
is aligned with the significant issues facing individuals and
organizations in today’s work environment. The specific top-
ics that have dominated the literature—psychological con-
tracts, socialization, coping with transitions, and diversified
mentoring, to mention a few—are clearly relevant to the con-
temporary work scene. Moreover, the research in certain
areas such as socialization, psychological contracts, and tran-
sitional coping are increasingly rigorous, using longitudinal
designs to test sophisticated process models.

However, much of the research has not caught up with the
more inclusive definition of a career that has emerged over
the past 20 years. Despite the belief that careers are not lim-
ited to incumbents of high-status occupations, the vast ma-
jority of the research has used managerial or professional
samples (Arthur & Rousseau, 1996). The most occupation-
ally heterogeneous samples seem to have been studied in the
research on coping with job loss.

Although it is certainly legitimate to study managerial and
professional careers, a near-exclusive focus on this group
prevents us from understanding the similarities and differ-
ences in the patterns of work experiences of individuals from
different walks of life. In a sense, the narrow focus on man-
agers and professionals impedes our ability to test the useful-
ness of a career perspective across a broad population. It may
also detract from understanding and ameliorating the career
problems faced by under-studied groups such as the working
poor (Kossek, Huber-Yoder, Castellino, & Lerner, 1997).
Arthur et al.’s (1999) comprehensive study is noteworthy in
its deliberate attempt to sample participants from a variety of
occupational backgrounds.

Most of the research reviewed in this chapter was orga-
nized into three broad areas—career success, career develop-
ment, and career decision-making. In this concluding section
of the chapter, I offer suggestions for future research in each
area, explicitly attempting to link the suggested research to
the contemporary work scene whenever possible.

Career Success

Studies of career success should more extensively incorporate
subjective indicators of success to make them more relevant

to the pursuit of boundaryless or protean careers.Although the
examination of career satisfaction and perceived career suc-
cess represents a step in the right direction, it does not go far
enough. The use of these composite measures can mask rela-
tionships that might otherwise emerge with more fine-grained
assessments of subjectively defined career success.

It would be particularly useful to develop scales that assess
a variety of dimensions of the meaning of career success. As
noted earlier, Friedman and Greenhaus (2000) observed five di-
mensions along which career success is gauged. Scale develop-
ment efforts should attempt to develop and validate a measure
that captures most individuals’conception of what it means for
them to be successful in their careers. Studies could then predict
accomplishments or perceived success in each of these areas.
Different models of career success—not merely objective suc-
cess and subjective success—could result from these studies
that represent alternative paths to fulfillment in a career.

The models are likely to include somewhat different pre-
dictors because the factors that determine advancement, for
example, may not be the same as those that determine work-
family balance. It is trite to recommend that the predictors of
success should be based on a theoretical framework, but the
current studies are not particularly strong in that regard.
Although most of the studies include reasonable sets of vari-
ables (e.g., human capital, motivational), the theoretical ra-
tionale for the specific variables within these sets has not
always been persuasive.

The inclusion of a more varied set of career success indica-
tors could also provide information regarding the tendency of
individuals to experience career success along more than one
dimension. For example, is it likely to experience success si-
multaneously with regard to advancement strivings and needs
to establish strong interpersonal relationships? What are the in-
dividual and situational factors that distinguish patterns of ca-
reer success (e.g., high in advancement and low in work-family
balance vs. high in both)? In short, an expanded conceptualiza-
tion of career success should produce research that is relevant
to individuals pursuing a wide array of career motives.

Career Development

Despite many of the outmoded assumptions of age-related
theories of development, it is important not to disregard the
effects of age. Individuals change in important ways as they
get older. The specific age ranges associated with early, mid-
dle, and later adulthood (Levinson et al., 1978) may have to be
revised in light of longer life spans and more varied lifestyles,
but aging is inevitable. One can cycle back to the previously
encountered tasks of socialization and establishment when
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one changes projects, jobs, employers, or occupations. But
one cannot cycle back from late adulthood to middle adult-
hood to early adulthood. We accumulate experiences and psy-
chological baggage that are not easily displaced. Levinson
et al.’s (1978) conception of life development as a series of
alternating stable and transitional phases as individuals move
through adulthood is as compelling in boundaryless careers as
in organizational careers, even though the theory has not
received extensive support.

Therefore, a major challenge of career development the-
ory is to connect the career learning cycles that have been
proposed (exploration, establishment, maintenance, decline)
with the developmental challenges of adulthood to under-
stand the interplay between career age and chronological age.
For example, an accountant who becomes a public school
teacher at age 55 needs to face the tasks of socialization and
establishment; however, that individual must do so from the
vantage point of middle age. Research on psychological con-
tract formation, socialization, and mentoring could benefit by
examining the experiences of older employees who are enter-
ing a new career cycle.

It is therefore important to determine whether the tasks
associated with entering and managing a career cycle are
handled more effectively or differently as one gets older.
Parasuraman et al. (2000) proposed three different patterns of
changes in person-career fit as individuals move from one
career cycle to another. The pattern of increasing fit is pred-
icated on greater self-esteem and competence in career
decision making over time, but there are likely to be wide in-
dividual differences in these qualities as a person gets older
and accumulates life experiences.

Arthur et al.’s (1999) three career competencies (knowing
why, how, and whom) and Mirvis and Hall’s (1994) metaskills
of personal identity and adaptability could be fruitfully ap-
plied to individuals with different degrees of work experience
and at differences stages of life development. Hall and Mirvis’
(1995) prescriptions for older workers in the new economy re-
quire considerable self-insight and adaptability. Understand-
ing whether and how these two qualities are enhanced through
routine busting, as the authors suggest, will require substantial
research on the learning process at different stages of life.
Such research should also provide insight into the factors that
encourage individuals to exit one career cycle for the uncer-
tainty of another cycle. In a similar vein, research could ex-
amine the factors that promote growth in Arthur et al.’s (1999)
career competencies over the life span.

Research should also examine the development of con-
tingent employees, who make up a growing segment of the
workforce. Scholars have begun to explore the psychological
experiences of contingent employees (Beard & Edwards,

1995) and have linked contingent employment to the social-
ization process (Bauer et al., 1998), the psychological con-
tract (McLean Parks, Kidder, & Gallagher, 1998), and job
design (Pearce, 1998). Additional research in this area could
shed considerable light on the nature of career cycles and
career development in the new economy.

Career Decision Making

Because so little research has been conducted on the career
decision-making strategies used by employees, it is less a mat-
ter of suggesting ways to make the research more relevant to
the contemporary work scene than it is of encouraging re-
searchers to enter this arena in the first place. In fact, any in-
sight into the effectiveness of career decision making should
be timely because of the frequency and magnitude of deci-
sions that are likely to be required in boundaryless careers.

Although Harren’s (1979) typology is not the only classifi-
cation of decision-making strategies, it is a useful starting point
because it contains both rational and intuitive styles. Given the
failure of the prior research on students to confirm the superi-
ority of a rational style, and the contention that a spontaneous
style is more typical and perhaps more effective (Arthur et al.,
1999), this area seems ripe for additional study.

Research should examine the possibility that the effective-
ness of a rational decision-making style is contingent upon
the situation. Singh (2000) has proposed two situational fac-
tors that moderate the impact of career decision style on the
effectiveness of a career decision—the time constraint im-
posed to make the decision and the magnitude of the differ-
ence between the prior work setting and the new work setting.
It would also be useful to examine interactions between dif-
ferent career decision-making styles. For example, research
may find that a combination of rational and intuitive behav-
ior, of facts and feelings, of attending to the mind and to the
heart that produces the most effective career decisions.

Gender Issues in Careers

Research should examine multiple indicators of career suc-
cess for men and women at different stages of their lives. In
that way, an understanding of gender differences in the paths
to career success would incorporate different meanings of suc-
cess. It is possible that women are less successful than are men
in some respects and are more successful in other respects.
Such analyses could also reveal the obstacles faced by women
and men in achieving different forms of career success.

The impact of family dynamics on the careers of women
and men also warrants additional study. In particular, research
should examine not only the mechanisms by which family
experiences constrain careers but also the ways in which they
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can promote career success. Research should examine the ex-
tent to which women’s more substantial accommodation of
work for the well-being of their family is due to their values,
the lack of support from their family, or the inflexibility and
bias of their employers (Singh et al., 2002).

Research is also needed to determine the various ways by
which family experiences can enrich life at work. Family-
derived resources include financial assets; assistance with
children, elders, and housework; emotional support; and
the development of skills that can be applied to the work do-
main (Friedman & Greenhaus, 2000). Although Kirchmeyer
(1992) has provided some support for the presence of posi-
tive spillover between family and work, additional research is
needed to specify the family resources and experiences that
are associated with different types of enrichment.

Finally, research should acknowledge that despite substan-
tial gender differences in career dynamics, there are likely to be
considerable within-gender variations as well (Parasuraman &
Greenhaus, in press). It is just as inappropriate to assume that
all women are the same as it is to assume that women and men
experience the same opportunities and obstacles in their ca-
reers. Therefore, even those studies that focus on gender differ-
ences in careers should examine additional variables (e.g.,
work and family orientation, family structure, organizational
practices) that may interact with gender or even supercede gen-
der as an explanation for a phenomenon.

In conclusion, research on career-related topics is sophisti-
cated conceptually and methodologically. The topics are wide
ranging because the concept of a career is necessarily inclu-
sive. It is unlikely that a single theory will be capable of ex-
plaining such diverse phenomena as career success, career
development, and career decision making—not to mention the
various processes within each of these three areas. However,
researchers should continue to develop and test midrange the-
ories that explain facets of career dynamics, combine them
when possible to explain the intersection of two or more phe-
nomena, and keep them current with the issues that individu-
als face at any given point in history.
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NATURE AND CONTEXT OF THE FIELD

The customary introduction to a field of endeavor begins with a
succinct defining statement. Unfortunately, the field of human
factors and ergonomics (HF/E) does not lend itself to simple
definition because, among those who identify with it, universal
agreement on how it should be characterized is lacking. One re-
port cites some 130 definitions (Licht, Polzella, & Boff, 1991),
and many of the differences, although subtle, are significant. In
fact, as we shall see momentarily, there is not even a consensus
on what the field should be called.

Because these unresolved issues are rooted in history and
shaped by philosophical disagreements that will undoubtedly
have an impact on the field’s future course, glossing over them
in the interest of expository convenience would do gross
injustice to the field. HF/E is, in truth, a work in progress,
and any representation to the contrary would be misleading.
Therefore, in lieu of the conventional introduction, I shall
begin by examining those facets of the field on which there is
and is not a consensus. HF/E will consistently be referred to as
a field rather than a discipline, a specialty, a science, or a pro-
fession, because the latter terms are closely linked to the issues
on which consensus is lacking.

Commonalities and Distinctions

The one unifying concept the entire field subscribes to is the
notion that humans and the artifacts they create for coping

with their world should be viewed together rather than sepa-
rately in the design process—a perspective typically referred
to as the human-machine system model.

As illustrated in Figure 21.1, human capabilities, limita-
tions, and tendencies should be identified and accommodated
at the critical interfaces where human and machine meet. A
good fit promotes efficient, safe accomplishment of whatever
the system is designed to do; a poor one virtually ensures in-
effective performance, costly errors, and accidents.

This seemingly obvious concept, which has found its way
into the popular vernacular as the term user-friendliness, is
neither as simple nor as commonplace as one might expect.
Widely publicized cases of systems designed without regard
for the demands placed on human operators abound: Disasters
such as the Three Mile Island nuclear accident (Rubinstein &
Mason, 1979), the accidental destruction of a passenger air-
liner by the USS Vincennes (U.S. Navy, 1988), and a number
of fatal medical accidents (Institute of Medicine, 1999) all
involved tasks that were unnecessarily difficult for even
highly trained personnel to carry out. More mundane ex-
amples, such as difficult-to-program VCRs, confusing road
signs, and poorly formatted election ballots, can be found
everywhere.

The principal reason is that design professionals such as
engineers, computer scientists, and architects have tended to
focus on artifacts, seeking to maximize the reliability, effi-
ciency, and aesthetics of the machine component alone rather

CHAPTER 21
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than the performance of the entire system. What considera-
tion they have given to usability has typically been from a
naive personal perspective rather than the substantial body of
scientific data that exist on human performance. For exam-
ple, evolution of the personal computer was delayed consid-
erably because the early software was designed from the
perspective of computer experts rather than the ultimate—
unsophisticated—user.

Another, more fundamental reason for the neglect of the
human in systems design is cultural. In our society, it is gen-
erally assumed that poor or unsafe performance is the fault of
the user (i.e., to err is human) rather than the machine. This
bias has, among other things, hampered the development of
safer systems in such high-profile domains as transportation,
defense, and medicine by focusing accident investigations
on the assignment of culpability rather than on true diag-
nosis (Woods, 2000). As Reason (1990) notes, accidents “are
rarely if ever caused by any one factor, either mechanical or
human” (p. 197).

The field of HF/E, then, is about user-oriented design
within the conceptual framework of the human-machine sys-
tem model, and on that point there is little disagreement.
Where opinions begin to diverge is over the question of how
this philosophy can best be represented within the institutions
of the scientific and professional world. The core issue is
whether it justifies—and can support—a distinct new disci-
pline, replete with all the institutional trappings of a recog-
nized science or profession, or whether it should instead be
integrated into existing disciplines for which human-oriented
design is most relevant. Those favoring the independent-
discipline view consider establishing the identity and status
of HF/E a top priority, whereas those favoring the shared-
philosophy view believe that trying to carve out and defend
professional territory is counterproductive (Howell, 1994).
The most recent survey data suggest that the field is fairly
evenly split on this issue (Hendrick, 1996).

Irrespective of status, there is no question that the field’s
scope has expanded dramatically. Originally limited chiefly to
psychology and engineering (in fact, the field was once known
as human engineering), it now lays claim to material from
computer science, biomechanics, cognitive science, architec-
ture, sociology, organizational behavior, anthropometry, neu-
roscience, and even medicine and forensics. At the same time,
however, new specialties have been evolving that seem more
inclined toward establishing their own unique identity than
supporting HF/E’s professional aspirations. Notable examples
include human-computer interaction (HCI) and cognitive
engineering (CE), multidisciplinary specialties that are cur-
rently among the most vigorous promoters of the human-
oriented design philosophy.

HF/E Institutions

Designation Issues

Not only has definition been a problem for HF/E, but settling
on a name has proven equally challenging. A number of la-
bels have been adopted over the years, and there is still no
universal consensus. Whereas the U.S. contingent settled on
human factors several decades ago, and most of its institu-
tions (e.g., professional organizations, training programs,
publications) adopted that name, Europe and the rest of the
world preferred ergonomics and labeled their institutions ac-
cordingly (Howell & Goldstein, 1971). As Helander (1997)
notes, the European preference for the term ergonomics
stemmed from its origin in industrial engineering, whereas
the American preference for human factors reflected its psy-
chological heritage.

However, with the internationalization of industry and the
expanding content of the field, this discrepancy became in-
creasingly problematic, prompting the U.S. contingent (the
world’s largest) to adopt human factors and ergonomics as
its official designation—hence the consistent use of HF/E
throughout this chapter. This somewhat awkward compro-
mise has never been fully accepted, however, and the term
ergonomics—which is becoming increasingly common in the
popular vernacular—remains ambiguous. For some, it carries
strong physical-work connotations; for others, it includes men-
tal or cognitive facets as well.

Organizations, Publications, and Training

A necessary, if not sufficient, condition for identification as
a field, discipline, or specialty is the evolution of formal
institutions for exchanging and disseminating knowledge,
advancing professional objectives, and training future pro-
fessionals (scientists and practitioners). Despite its relative

Figure 21.1 Schematic representation of the person-machine system.
Source: Howell (1991).
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youth ( just over a half-century), the field of HF/E has estab-
lished a solid institutional presence in all three of these areas.
Foremost among its professional organizations are the U.S.-
based Human Factors and Ergonomics Society (HFES), its
counterpart societies in other countries and regions of
the world, and the International Ergonomics Association
(IEA)—a consortium of some 35 of these societies. The total
number of professionals identified with HF/E worldwide has
been estimated at more than 25,000, about one-fifth of whom
are members of HFES (by far the largest of the individual
societies), although precise numbers are difficult to pin down
since not all those engaged in the field are affiliated with its
organizations (Helander, 1997).

Training varies widely, as would be expected consider-
ing the field’s geographical, conceptual, and disciplinary
diversity (VanCott & Huey, 1992). In the United States, the
majority of programs reside in either engineering schools or
psychology departments. Nearly half (44%) of the current
members of HFES hold degrees in psychology, with the vast
majority of those being at the doctoral level; only about 12%
hold engineering degrees, and the majority of those are at the
bachelor’s or master’s level. Overall, there are about as many
master’s-level as doctoral-level professionals in the field
(nearly 40% each), with another 15% at the bachelor’s level
(HFES, 2000). 

Pressures resulting from the push for professional recogni-
tion have led to various efforts to control the quality of HF/E
services and those who render them (Hopkins, 1995; Wilson,
1998). The HFES does this through accreditation of graduate
programs, thereby hoping to ensure at least minimal compe-
tence in those graduated, and through the promulgation of
various design standards, thereby hoping to influence design
directly. Many self-appointed groups have set up certification
programs that award credentials to individual practitioners
purporting to verify their competence. The fact that these pro-
grams vary so widely in rigor—some requiring little more
than payment of a fee—throws considerable doubt on the va-
lidity of this credential. Many in the field, the author included,
question the merit of all these quality-control mechanisms
given the field’s breadth and the lack of consensus over pre-
cisely what collection of knowledge and skills the well-
trained practitioner should have. Moreover, in a field driven to
some extent by technology and fast-moving research, the use-
ful half-life of any set of evidence-based standards or require-
ments is likely to be very short (see 10-year comparison in
Rhodenizer, Bowers, Pharmer, & Gerber, 1999a, 1999b).

The final set of institutions involves communication, and
HF/E offers a large and growing array of books, journals, pro-
fessional meetings, and Web sites (e.g., http://hfes.org) for
those interested in the field and its products. The leading

comprehensive journals are Human Factors and Ergonomics,
which are managed by the HFES and the IEA, respectively,
and feature original research. HFES also publishes a maga-
zine, Ergonomics in Design, that reports work of a more
applied nature in a less technical style. The Handbook of
Human Factors and Ergonomics (Salvendy, 1997), the second
edition of what a decade earlier was entitled the Handbook of
Human Factors (Salvendy, 1987), also provides comprehen-
sive exposure to the field. The title change and expanded
scope of content represented in these two volumes serves as a
dramatic illustration of the field’s growing diversity and defi-
nition problems. The most widely used textbooks are those by
Sanders and McCormick (1993) and Wickens (1992).

Related Disciplines and Institutions

The principal fields HF/E intersects with are the design disci-
plines (e.g., engineering, information systems, architecture) on
the applications side, and the human-oriented sciences (e.g.,
biological, behavioral, cognitive, social) on the knowledge-
generation side. Among these, the relationship between engi-
neering specialties (notably the industrial and systems ones)
and psychology (notably the experimental and cognitive
branches) has the longest history and remains the strongest.
Nevertheless, HF/E exists on the fringes of each, and is virtu-
ally absent from some disciplinary specialties where logic
would suggest the interaction should be the most vigorous. The
industrial and organizational (I/O) branch of psychology is the
most salient example for present purposes, but equally ne-
glected are the disciplines concerned with the larger social,
political, and cultural environment (Hendrick, 1997; Moray,
2000; Rasmussen, 2000). Moray makes this point using Fig-
ure 21.2 as an illustration, noting with concern that HF/E has
traditionally limited its attention to the innermost layers of the
diagram.

The I/O-HF/E Disconnect

Both I/O psychology and HF/E claim commitment to a sys-
tems philosophy in which outputs are viewed as a function of
human and nonhuman components interacting within an en-
vironmental context (Harris, 1994). Both subscribe to the
goal of improving system outputs by improving the fit among
these major components. However, they have traditionally
differed in the scope of their systems focus, and in the domi-
nant strategies for improving the fit. Whereas the HF/E sys-
tems model (Figure 21.1) tends to focus on the microlevel
represented by the two inner layers in Figure 21.2, I/O psy-
chology subscribes to the more macrolevel, open-systems
version that encompasses the entire diagram (Katz & Kahn,
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Figure 21.2 Illustration of disciplinary interest domains within the sociotechnical systems model. Source: Moray (2000).

1978). For HF/E, the work organization has traditionally
been considered part of the environment—basically, a given;
for I/O psychology, it has been a primary focus of attention,
with the givens being the outermost (societal) and innermost
(technological) layers of the system.

Thus, whereas HF/E’s strategies for improving the system
have typically stopped at the individual-technology interface
(i.e., design), those of I/O psychology have spanned the indi-
vidual (e.g., selection, placement), team (e.g., team-building,
leadership), and organizational (e.g., compensation systems,
organizational development) levels. However, I /O psychol-
ogy has shown little interest in interventions at the technology
level (design). The one intervention strategy shared by both
fields has been that of training, but even there, the emphasis
has been somewhat different: HF/E’s interest has been pri-
marily in training technologies, especially for skill acquisi-
tion and maintenance; that of I/O psychology has been
primarily in training programs for everything from manual
skills to executive management.

As we shall see in a moment, the disconnect between HF/E
and I/O psychology has a strong historical and cultural basis but

shows some signs of weakening. The HF/E community has
begun to recognize the serious implications of neglecting social
and other organizational considerations when designing inter-
faces, and the I/O psychology community has begun to appre-
ciate how much of an impact technology can have on seemingly
unrelated facets of organizational functioning (Harris, 1994;
Howard, 1995; B. Schneider & Klein, 1994). Within HF/E, one
indication of the growing interest in organizational factors is the
emergence of a new specialty that calls itself macroergonomics
(Hendrick, 1997). A recent survey of those identified with the
specialty suggests that its principal focus is on precisely the
same topics that have occupied the attention of organizational
psychologists and organizational theorists for the last half-
century (Kleiner, 2000). Yet the term macroergonomics is vir-
tually unknown within either of the latter disciplines, and
evidence of cross-fertilization is sparse (Ilgen & Howell, 1999).
In the author’s view, this is still another illustration of the down
side of trying to establish HF/E as a unique discipline rather
than strengthening interdisciplinary linkages.

Identification of macroergonomics as a specialty has, how-
ever, served to raise the consciousness of the HF/E community
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to organizational variables and thereby improves the prospects
for productive interactions in the future. By contrast, no com-
parable movement is evident within the institutions of I/O
psychology. While technology issues appear frequently in its
current literature, there is little indication that I/O psychology
has increased its appreciation for HF/E’s role—past or future—
in addressing them. The present volume, of course, serves as a
noteworthy exception, and other encouraging examples may
be found in Coovert (1995) and Harris (1994), and in the con-
vergence of HF/E and I/O psychology—along with other
fields—on the topics of team training and cooperative work
that we will encounter later on.

A Bit of History

Having observed the institutional chasm that separates HF/E
and I/O psychology today, it is instructive to note that their
heritage includes both shared and very distinct traditions.
Space does not allow a full historical account of either field,
so we shall focus on illustrative developments that bear di-
rectly on their relationship.

Scientific Management and Classical Bureaucracy

Early studies aimed at improving the design of work were
carried out by an industrial engineer (Frederick Taylor) and
an industrial psychologist and her husband (Lillian and Frank
Gilbreth) in the early twentieth century. Both relied heavily
on detailed measurements of workers performing manual
tasks (so-called time and motion studies) and a philosophy
known as scientific management (Taylor, 1911). The basic
idea was to simplify and standardize jobs to improve effi-
ciency, reduce accidents and errors, and minimize the skills
required of workers (thereby capitalizing on the large, cheap,
unskilled labor force of the day).

This approach complemented nicely the prevailing man-
agement philosophy (classical organization theory) in which
both workers and machines were regarded as instruments of
production whose roles—along with everything else in the
organization—were prescribed and controlled by a rational
bureaucracy preoccupied with maximizing efficiency. Divi-
sion of labor, a rigid hierarchy of command, formal rules and
procedures, and centralized (top-down) decision making were
the key features of this model (Pugh, 1966).

The legacy of Taylorism is apparent in both the job analy-
sis techniques used by I/O psychologists and the task analysis
techniques used by HF/E professionals. The irony is that the
two analytic threads evolved independently and resulted in
very different products. Only now, with the intellectual
demands of work taking center stage, are the threads converg-
ing: cognitive task analysis (CTA), discussed in a later section,
constitutes the principal common ground.

Human Relations and Technology Theories

By midcentury, organization and management theorists were
beginning to take seriously the importance of human and tech-
nological considerations in the design and management of
work. Research demonstrated that neglecting the complex
array of human needs, motives, and attitudes could undermine
the most perfectly conceived organizational design, and ignor-
ing the influence of technology and its associated uncertain-
ties could result in chronically outmoded structures and
methods. The resulting human relations movement (Pugh,
1966) and technology theory (Woodward, 1958) perspectives
were instrumental in transforming industrial psychology
into industrial/organizational psychology. Its domain was
expanded to include motivational, attitudinal, and social con-
siderations along with the traditional personnel ones—for ex-
ample, job analysis, selection, and training (Katzell & Austin,
1992). The new organizational component developed in close
concordance with another emerging field, organizational be-
havior. By contrast, these new organizational perspectives had
no apparent impact on the infant field of HF/E, which, although
developing around the same time, was preoccupied with effi-
cient and safe design at the production level.

Experimental and Individual-Differences Traditions

The most important historical basis for the institutional
chasm that developed between the HF/E (engineering) and I/O
specialties within psychology can be traced to competing
methodological traditions within psychology itself (Cronbach,
1957). One—the experimental tradition—used controlled
(usually laboratory) experimentation and hypothesis testing
to establish psychological principles representative of the
typical individual; the other—the individual-differences or
psychometric tradition—sought to measure (usually with
multivariate techniques) how individuals differ on psycholog-
ically relevant characteristics in order to predict future be-
havior patterns. The former was favored by basic researchers;
the latter by those with more applied interests, such as indus-
trial selection, educational and career counseling, and clinical
assessment. Industrial psychology developed within the
individual-differences tradition; engineering psychology,
within the experimental tradition.

World War Influences

Applications of psychology to industry preceded WWI but
received a substantial boost as a result of its contributions to
selection and placement of personnel during that conflict.
Comparable applications to system design originated chiefly
under the exigencies of WWII. Leading experimental
psychologists were teamed with engineers in an effort to
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identify and correct the causes of aviation accidents and other
mishaps that were ultimately traced to poorly human-
engineered designs (e.g., Fitts & Jones, 1961). This relation-
ship (and philosophy) gravitated to postwar civilian industry,
particularly in aviation and other military contractors, and
returned with its participants to the halls of academe where
HF/E-type programs began appearing in both psychology
and engineering departments. Most of the formal HF/E insti-
tutions came into being during the late 1950s.

The Present

Several of the noteworthy developments in HF/E since mid-
century, including the institutional barriers that have inhibited
its fruitful interaction with I/O psychology, have already been
discussed. The field has grown, diversified, and become in-
creasingly focused on establishing itself as a unique profes-
sional discipline. It has in place most of the formal institutions
through which such identification is typically achieved, yet
HF/E remains underutilized at a time when the need for what
it has to offer could hardly be greater (Nickerson, 1992;
Rouse, Kober, & Mavor, 1997). There is no question that
technology is driving many facets of society and is doing so at
a frightening pace, yet neglect of human implications is as
prevalent as ever—a paradox that merits one final comment.

Despite a rather impressive track record, neither the
field of HF/E nor its contributions are widely appreciated
by the general public, its elected officials, organizational de-
cision-makers, or even the field’s own parent disciplines of
psychology and engineering. Few are aware that valuable in-
novations such as the high-mounted rear taillight on automo-
biles (Malone, 1986) and ergonomically designed computer
workstations (Grandjean, Hunting, & Pidermann, 1983) owe
their existence directly to HF/E research. The bulk of the con-
tributions in areas such as computer technology, virtual real-
ity, simulation, and complex systems have come about as a
result of collaborations among designers, HF/E experts, and
professionals from other disciplines.

The net result of this lack of recognition is that HF/E is
often called upon as a last resort to diagnose and address
human-oriented design flaws after the system is in operation
and the damage has already been done (Rouse & Boff, 1997).
This was the prevailing atmosphere when the field was born,
and despite some progress, it remains the atmosphere today.
Moreover, because some of the human-factors solutions ap-
pear so intuitive once implemented, the field is often por-
trayed by its detractors as little more than glorified common
sense. What the detractors fail to explain is why society is
saddled with so many poorly designed artifacts that obvi-
ously conformed to somebody’s common sense, and why,
when subjected to scientific evaluation, some common-sense

solutions turn out to be demonstrably superior to others. The
common-sense fallacy has been, and continues to be, respon-
sible for countless preventable inefficiencies, accidents, in-
juries, and even deaths.

HF/E ROLES, STRATEGIES, AND METHODS

The philosophy and content of HF/E have influenced systems
through a number of direct and indirect routes. In this section
we will examine a few of the more prominent ones, organized
according to four major roles through which these strategies
and methods are typically executed: actual design, consult-
ing, public policy (including forensics), and research. Space
does not permit the detailed account of specific methodolo-
gies; instead, the description is limited to a rather gross char-
acterization of generic approaches, some of which will be
revisited in later sections. The interested reader is referred to
Salvendy (1997) for a more comprehensive and detailed dis-
cussion of methods.

System Design Role

Contrary to the popular notion of design as a highly struc-
tured process that proceeds from conceptualization through a
series of stages to actual production, the reality is that it is im-
plemented in a wide variety of ways depending on such fac-
tors as the nature of the product, the context in which it is
used, and tradition. In the relatively young, fast-moving,
highly competitive software industry, for instance, the pres-
sure to minimize the lag between innovation and production
is intense, so design, test, and evaluation progress more or
less together (an approach frequently referred to as concur-
rent engineering), whereas in the more traditional manufac-
turing industries, the process tends to be more serial. Meister
(1987) described the process as a series of overlapping plan-
ning, design, testing and evaluation, and production phases,
but more recently has characterized it as essentially one of
problem solving that incorporates all the elements and idio-
syncrasies usually associated with that activity (Meister &
Enderwick, 2001).

In the younger industries, HF/E professionals are often in-
cluded in the design teams that work collaboratively through-
out the concurrent-engineering process. Thus the opportunity
exists to incorporate human considerations into the design
from the outset. By contrast, their role in the more traditional
industries is typically limited to the test and evaluation phase,
their main contribution being to identify features of already-
articulated designs that are likely to pose a problem for the
human user. Among the techniques most commonly used for
this purpose are task analyses of various kinds (Luczak,
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1997), and usability tests (Nielsen, 1997) aimed at determin-
ing how well the proposed system (or the human subsystem)
actually performs. In systems involving highly complex tasks
such as piloting spacecraft or supervising automated process-
control operations, the analyses often include estimates of
cognitive requirements such as mental workload demands
and human information-processing requirements. Usability
tests typically employ system prototypes or high-fidelity sim-
ulations with human operators in the loop to determine not
only how well the system performs, but also how acceptable
it is likely to be to prospective users.

Prototyping and testing, however, are very costly, so sys-
tem developers have come to rely heavily on modeling tech-
niques in both the design and test phases (Elkind, Card,
Hochberg, & Huey, 1989; Laughery & Corker, 1997; Pew &
Mavor, 1998). Computer-assisted design (CAD), for exam-
ple, is now standard practice in architectural, industrial, and
systems-development applications, with powerful graphics
(and virtual reality—VR—technologies) enabling designers
to examine directly and quickly the implications of alterna-
tive design features, including total system performance
(Harris, 1994). Of course, the accuracy of these projections
rests heavily on the adequacy of the component models, and
in those systems where an operator is involved, the weakest
link is inevitably the human model. A number of such models
have been developed to simulate human performance in both
mechanical (Kroemer, Snook, Meadows, & Deutsch, 1988;
Marras, 1997) and cognitive (Eberts, 1997) task domains, but
few have been adequately validated. Addressing this defi-
ciency represents an obvious means by which HF/E can exert
a positive influence on the initial design as well as the test
phase, and work toward that end is beginning to appear (Pew
& Mavor, 1998).

Another mechanism through which HF/E considerations
are occasionally incorporated in the early phases of design is
that of mandates from customers. Procurement of military
systems, for example, is guided by military standards docu-
ments, some of which specify human-oriented design criteria
(e.g., MIL-STD-1472C; Department of Defense, 1981). In
addition, each branch of the armed services has developed
approaches to design that stress human-machine integra-
tion (e.g., the Army’s Manpower and Personnel Integration
[MANPRINT] program; see Booher, 1988, 1990). When
such guidance is followed in preparing procurement docu-
ments, it shows up in the form of explicit specifications de-
rived from HF/E research. Unfortunately, it is all too often
ignored in preference to hardware, cost, reliability, tradition,
and other more conventional considerations.

Influencing design, of course, calls for more than just tech-
niques; it requires a relevant, valid body of knowledge—in the
case of HF/E, knowledge of human-performance characteris-

tics derived from a variety of research efforts (see the “Re-
search Role” section, later). There does, in fact, exist a large
and growing knowledge base in HF/E, but opinions differ on
how useful it is in the forms in which it is usually found—
journal articles, handbooks, textbooks, and the like. Some
argue that general human-performance principles are difficult
to translate into specific design applications because their
validity rests heavily on particular systems characteristics
(Meister & Enderwick, 2001). According to this view, the em-
phasis in design applications should shift from reliance on
general principles to gathering data in situ using appropriate
observational, analytic, and test methods (Rasmussen, 2000;
Vicente, 1999; Woods, 1999a). Others believe the problem
lies more in translation, and that the emphasis should be di-
rected toward casting the basic knowledge of human perfor-
mance into a form that designers understand and can more
easily use. Boff and Lincoln (1988), for example, pursued this
strategy in compiling their massive Engineering Data Com-
pendium in the area of human perception.

Consultant Role

Many HF/E professionals, including full-time employees of
firms that engage in design, serve as consultants to (rather
than direct participants in) the design process. That is, they
are called upon to provide HF/E expertise whenever and
wherever it is needed rather than as full-fledged members
of design teams. The distinction is subtle but important—
another illustration of the design community’s reluctance to
accept HF/E knowledge as integral to design. The majority of
today’s HF/E professionals are practitioners, according to a
recent survey, and 23% of those responding are employed ex-
clusively as consultants—whether self-employed or as em-
ployees of consulting firms (Hendrick, 1996). Typically, their
services are rendered through contracts with industrial or
government customers that are limited in function and scope,
but run the gamut from research projects to the test and eval-
uation phase of system design.

Some HF/E consultants influence design indirectly as
safety experts, working in domains such as hazard analysis,
accident investigation, personal injury litigation, and the pro-
mulgation of design standards and regulations. For conve-
nience these related functions are combined here under the
heading of policy.

Policy Role

The traditional way HF/E professionals seek to influence de-
sign involves convincing industry that human-oriented design
has practical merit (Rouse & Boff, 1997; Rouse et al., 1997).
However, frustration over industry’s general reluctance to
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embrace this philosophy—and when it has, to do so without
drawing upon the available body of HF/E knowledge—has
led the field to pursue other strategies (Woods, 1999b).

Litigation

One such strategy that has been growing rapidly over the past
several decades and has clearly had an impact on both system
design and public awareness of the field involves the justice
system—in particular, bringing HF/E content and methods to
bear on the adjudication of product liability, workplace injury,
and other civil (and occasionally, even criminal) actions. Trial
lawyers have discovered that HF/E professionals and the
body of knowledge they represent can be extremely useful in
both building and defending cases against manufacturers, dis-
tributors, retailers, and employers for damages (including in-
jury and death) sustained by plaintiffs in the use of consumer
products or in places of work and commerce. As most people
know, such litigation has reached astounding proportions in
the United States. Thus HF/E has found its way into the legal
process through the testimony of expert witnesses. In 1980, it
was estimated that there were some 600 HF/E professionals
engaged in this type of work (Sanders & McCormick, 1993),
but their number and frequency of appearance in litigation has
undoubtedly increased substantially since then.

As a result, manufacturers and other potential defendants
have been forced to recognize the human implications of
design, and to make greater use of HF/E principles. They have
been obliged to answer for failure to conduct systematic hazard
analyses of work sites, for example, and for failure to guard or
warn adequately against foreseeable misuse of their products
by consumers. Since a considerable amount of information on
both now exists in the HF/E literature (Laughery & Wogalter,
1997; Rogers, Lamson, & Rousseau, 2000), industries that ig-
nore it do so at great risk; and over the years, a substantial
amount of case law has accumulated, making that risk even
higher.

While unquestionably influential, HF/E’s involvement in
the litigation arena is not without its drawbacks. All too fre-
quently opinions rendered by self-proclaimed HF/E experts
are based more on the hiring attorney’s theory than on solid
scientific evidence, and in many instances, involve issues that
may not legitimately call for HF/E expertise at all. When
HF/E experts are hired by both sides in a dispute and render
directly conflicting testimony, the impression is conveyed that
the factual basis on which the field rests is suspect. Further-
more, some industries have come to view the HF/E discipline
as an enemy rather than a partner in pursuit of the mutually
beneficial goal of safer products and work environments.
Finally, design changes forced by litigation are not always

consistent with the goal of improving safety. The 20-plus
warning messages that appear in an inconspicuous place on
all metal ladders sold today, for instance, have far more to do
with avoiding litigation than with protecting users. In sum,
one can only hope that the positive impact of litigation based
on HF/E considerations will outweigh the negative over the
long run, for the good of both the field and society.

Statutes, Regulations, and Professional Standards

Whereas influencing design-related policy through the courts
is indirect and idiosyncratic, other means to this end are more
direct and explicit. Legislative bodies can mandate design re-
quirements directly through statutes or, more often, by autho-
rizing agencies such as the Occupational Safety and Health
Administration (OSHA), the Nuclear Regulatory Commis-
sion (NRC), the Federal Aviation Administration (FAA), and
the Food and Drug Administration (FDA) to promulgate reg-
ulations that have the force of law. Following investigation of
the highly publicized accident at the Three Mile Island nu-
clear power plant, for example, HF/E considerations were in-
corporated into the design regulations adopted by the NRC
(U.S. Nuclear Regulatory Commission, 1983).

More recently, OSHA promulgated a set of ergonomic
standards to address the costly problem of work-related
musculoskeletal injuries. It has been estimated that lower back
injuries alone cost society between $25–95 billion annually,
and this type of trauma represents only about 22% of the total
for which workers’ compensation claims are filed (Marras,
1997). The intent of the standards was to reduce the inci-
dence and severity of these injuries through incorporation of
ergonomic principles in the design of physical tasks. Over
strong resistance by the trucking industry and other affected
employers, the standards were adopted in the waning days of
the Clinton administration, only to be rescinded through a
parliamentary maneuver spearheaded by the incoming Bush
administration.

The point of this illustration is that scientific evidence
alone, no matter how strong, is rarely sufficient to bring about
positive design changes when financial and political interests
are at stake—as they were, at the extreme, in this case. Not
only did the initiative fail, it generated a strong backlash
against the whole HF/E field. Despite positive reviews by the
nation’s most trusted institutions for evaluating research (the
National Research Council and Institute of Medicine, 2001),
policymakers and the media were quick to dismiss HF/E evi-
dence as pseudoscience or voodoo science. Maintaining an
apolitical position while effectively informing policy, there-
fore, is becoming an almost impossible feat, leading some in
the field to advocate a more proactive stance—instead of
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merely presenting the facts, promoting them vigorously in the
public policy arena (Fischhoff, 1996; Woods, 1999b).

Enlightened industries, along with those hoping merely to
forestall government regulation, often develop evidence-
based standards of their own, and HF/E has been an active par-
ticipant in the self-regulation process for some years. The
American National Standards Institute (ANSI) and the Inter-
national Standards Organization (ISO) are the foremost orga-
nizations through which this process is executed. ANSI and
ISO standards now provide HF/E guidance in a number of de-
sign areas, including computer workstations (ANSI, 1988)
and hazard warnings (ANSI, 1998). In those areas where
industry standards exist, they have a profound impact on de-
sign, since the process is heavily supported—both technically
and financially—by the industries themselves, and the stan-
dards carry considerable weight in litigation.

In sum, HF/E can have a significant impact on systems by
ensuring that its knowledge base is included in the rules—
statutes, regulations, standards—that govern the design pro-
cess in specific industries. Although it has made progress in
this regard, its contribution to date is limited to a relatively
small segment of the industrial population. Part of the reason
is its fairly recent entry into the policy arena, part is due to the
problem of overcoming popular misconceptions, and part in-
volves limitations in the HF/E database itself—a situation that
can be addressed only through sustained research. Hence we
turn our attention to the last HF/E role.

Research Role

The proportion of HF/E professionals engaged primarily in
teaching and research is approximately the same as that for
I/O psychologists and psychologists in general: about one-
third (Hendrick, 1996). Such figures, however, are somewhat
misleading in that they depend on how one defines research
and whom one considers an HF/E professional. If activities
such as usability testing, accident or task analysis, and case
studies are included, the proportion undoubtedly includes a
majority of the field; if scientists whose work on basic human-
performance functions (such as sensory, perceptual, and cog-
nitive processes) are included, the proportion is even larger.
For present purposes, we will limit discussion of the research
role to activities performed by those explicitly trained as
HF/E professionals.

Most graduate-level HF/E programs include training in
the conventional methods used in psychological research (e.g.,
experimental, quasi-experimental, and multivariate designs),
along with at least the rudiments of psychophysical and
psychometric measurement. Most also include techniques (e.g.,
modeling, simulation) drawn from the engineering and design

fields and various analytic methods (e.g., workload, reliability,
hazard, and accident/error/failure). Thus it is fair to say that
HF/E, like I/O psychology, equips its professionals with a
rather wide array of research tools even though most do not be-
come active scientists in the sense of contributing to the
archival literature. However, a survey of HF/E specialists indi-
cates that many of them rely on one or another of these tech-
niques in the course of performing their design or test and
evaluation functions (Rhodenizer et al., 1999b; VanCott &
Huey, 1992).

As noted earlier, the expanding scope of HF/E applica-
tions and diversity of participating disciplines has led to
growing debate over which research techniques and what
sorts of data should have priority in the field. There is little
doubt that the preponderance of original research appearing
in the leading journals still employs experimental or quasi-
experimental methods and is carried out in laboratory set-
tings. Thus, it maximizes scientific rigor at the expense of
demonstrated external validity, and leads to broad (often
theory-based) generalizations rather than data that can be di-
rectly applied. The traditional view is that only through prin-
ciples based on research of this kind can the field progress,
although as previously noted, some means of translation is
required.

Equally obvious is the fact that the amount of research
being conducted in the field to address specific design
issues—often at the expense of reliability and generalizability
of findings to similar issues in other contexts—is growing
dramatically. Such work employs methods as varied as focus
groups, surveys, knowledge-elicitation techniques, controlled
observation, and model comparison, along with adaptations
of traditional experimental designs (see, e.g., Suri, 2000—a
case study that used observation, task analysis, brainstorm-
ing, simulation, and test in the design of a portable defibrilla-
tor). It tends to be atheoretical, descriptive, and ad hoc. When
findings are reported at all, it is usually through technical re-
ports, conferences, or trade magazines rather than archival
journals, but frequently the data are considered proprietary
and are not disseminated. When statistical tests are per-
formed, practical rather than conventional significance crite-
ria are commonly used. Those engaged in such research argue
that it offers the most effective way to get human considera-
tions into the design process. They believe traditional re-
search has its place, but is incapable of keeping pace with
today’s rapidly moving design requirements.

One final consideration in this debate is the fact that as the
complexity of systems and the human role in them have in-
creased, the gap between what can meaningfully be addressed
in the laboratory and what exists in the field has widened.
Context becomes critical, and even the most sophisticated
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laboratory simulations and complex experimental designs fail
to capture all the relevant variables and interactions that char-
acterize the actual system. This dilemma has led a growing
number of HF/E researchers to seek alternatives to the di-
chotomy between laboratory experimentation and idiosyn-
cratic field studies. One such alternative, the so-called
ecological approach, will be revisited in a later section. While
taking various forms, its distinguishing features include
(a) gathering data in the field using structured observations
and trained observers, (b) extracting nonobservable task and
performance information from subject matter experts (SMEs),
(c) developing models or design alternatives and meaningful
criterion measures, (d) evaluating the alternatives in context
using these criteria, and (e) expressing findings in ways that
permit accumulation of knowledge and evolving generaliza-
tion. In short, the ecological approach regards field settings as
natural laboratories (Hoffman & Woods, 2000b).

HF/E SETTINGS AND CONTENT DOMAINS

The last comprehensive survey of HF/E utilization was pub-
lished a decade ago (VanCott & Huey, 1992), although a lim-
ited follow-up conducted in 1998 revealed some interesting
trends in the types of work HF/E professionals are perform-
ing and the topic areas they find most relevant (Rhodenizer
et al., 1999a, 1999b). As noted earlier, the breadth of topics
appearing in the HF/E literature has expanded, and some of
the newer topics—such as computer-supported cooperative
work (CSCW), situation awareness (SA), naturalistic deci-
sion making (NDM), and cognitive task analysis (CTA)—
have replaced more traditional ones such as mental workload
measurement, vigilance and signal detection, stimulus (S)-
response (R) compatibility, and perceptual-motor skills in
popularity. This section begins with an overview of both the
settings where HF/E is practiced and the topics of major in-
terest, followed by selected illustrations from the matrix of
settings and topics. No attempt is made to represent the entire
domain; rather, the selection is biased in favor of topics on
which current activity is on the increase and relevance for I/O
psychology is clear.

Application Settings

According to the 1992 NRC survey (VanCott & Huey, 1992),
60% of the HF/E professionals work in one of three major set-
tings: computers, aerospace, or industrial processes. Another
25% are almost equally distributed among health and safety,
communications, and other transportation settings, while
only about 5% are found in the energy, consumer products,
and office products industries. Despite the field’s historic link

with the military, the vast majority (74%) are now employed
in the private sector, with only 15% working for any branch of
the government. Of course, some private-sector employers
are heavily involved in military contract work (e.g., most of
those working in aerospace spend more than half their time on
military applications, compared to only about 10% of those
working in computers and communications, and far fewer in
the each of the other identified settings).

The 1998 follow-up survey shows little change in this
general employment pattern, although it reveals some
marked shifts in the kinds of activities performed. As shown
in Table 21.1, dramatic increases have occurred in software
interface design; training-related activities; safety, reliability,
and risk analyses; and activities bearing on consumer protec-
tion and litigation—warnings, product liability, and the like
(Rhodenizer et al., 1999a).

The profile of activities and roles performed by HF/E pro-
fessionals also varies considerably with the work setting. For
example, those working in the industrial processes setting are
much more likely to be engaged in tasks such as measuring
physical workload and performing safety analyses than are
those working in areospace, where assessing mental work-
load, conducting research, and interpreting test and eval-
uation results are more common. Some functions, such as
analyzing tasks and applying human-factors principles, are
fairly common across settings. The complete picture of these
activity profiles is far too complex to present here, but can
be found in VanCott and Huey (1992). Keeping in mind this
general overview of where and how HF/E knowledge is ap-
plied, we move now to an examination of the knowledge
itself: the content of the field.

Content Domains

It is very difficult to do justice in a simple taxonomy to the
content of any field, particularly one as diverse as HF/E. The
fairly broad categories shown in Table 21.2 have been used
for several years by the journal Human Factors to classify its

TABLE 21.1 Comparative Frequencies of Tasks Performed by HF/E
Professionals, 1989–1999

[Table not available in this electronic edition.]
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content and, although they are by no means standard, consti-
tute a useful framework for present purposes. One common
distinction they fail to make is between material that focuses
primarily on the human (e.g., sensory/perceptual, cognitive,
biomechanical, and social processes) and that which is ori-
ented more toward the system (e.g., component and overall
systems analyses, design principles, modeling, HCI). An-
other is between principles (or the body of knowledge per se)
and methods for acquiring and applying that knowledge. The
topics selected for further examination cut across all four of
these content categories.

SELECTED ILLUSTRATIONS

Attentional Processes: Concepts and Techniques

It is common knowledge that most tasks humans perform re-
quire some level of attention, and when it is insufficient or
misdirected, the chances of errors and accidents increase.
What is far less obvious is exactly how the mental processes
governing attention operate, how they relate to the character-
istics of the tasks to which attention must be applied, and
most importantly, how an understanding of these functions
can be used to advantage in systems design. Few psycho-
logical constructs have stimulated more sustained interest
among HF/E researchers and practitioners than those involv-
ing attention, so the remainder of this section will touch upon
all six of the attentional-process topics listed in Table 21.2.

Before proceeding, however, it is important to recognize
that the dominant theoretical paradigm that has guided re-
search in this and related areas for a half-century is the con-
ceptualization of the human as an information-processing
system. As illustrated in simplified form in Figure 21.3, this

model identifies the structures (e.g., memory stores) and
processes (e.g., perception, decision) believed to underlie
human cognition and action, along with the functional rela-
tionships among them. Attention influences all the cognitive
processes. Both the general framework depicted here and the
more detailed textbook versions are supported by a vast liter-
ature in cognitive psychology and cognitive science that is
derived largely from controlled laboratory experimentation.
Some generalizations from this work have been validated ex-
ternally, both through field research and useful applications,
but many have not—a situation that has led to growing dis-
satisfaction within the HF/E research community over the
field’s heavy reliance on this model and on the cognitivist ap-
proach to studying systems that it features. As we saw earlier
and will encounter again, the call for a totally different (eco-
logical) approach is a fairly recent development that seems to
be gaining momentum.

Vigilance and Monitoring

HF/E’s interest in attentional issues is as old as the field itself.
Human engineers became engaged in this topic during WWII
when they discovered that operators of the crude radar sys-
tems of that era tended to miss rare (but critical) signals, and
to do so more frequently as their watch progressed—and,
presumably, their attention waned. This phenomenon, which
became known as the vigilance decrement, was brought into
the laboratory for study in the hope of finding ways to miti-
gate it (Mackworth, 1948), and in fact a number of strategies
were conceived—most derived from prevailing theories of
attention (Parasuraman, Warm, & Dember, 1987).

However, the vigilance decrement was but one of a host of
practical problems involving the extraction of information
from displays with which early HF/E professionals were

Figure 21.3 A greatly simplified model of human information-processing structures and processes.
Source: Wickens & Carswell (1997).
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concerned. Others included the problem of distinguishing au-
ditory signals from noise (or other concurrent signals), and
that of requiring operators to perform more than one task
at once (as was increasingly the case in advanced systems).
Attention seemed to play a role in all these problems, but so
too did other psychological processes. Hence the collective
research on such issues led to a number of important general-
izations and theories of human information processing from
which current conceptualizations of the attentional process
evolved.

Signal Detection

One of these, the theory of signal dectability (TSD), dealt
with the generic problem of extracting relevant signals from
irrelevant ones (i.e., the noise problem), and has become a
standard technique for analyzing human performance on such
tasks (Wickens, 1992). In the TSD model, signal detection is
composed of two distinct components: one purely sensory,
the other, cognitive (an implicit decision criterion that an ob-
server sets in classifying an observation as signal or noise).
Since the TSD model provides a means of estimating both
parameters for any detection task, it has enabled investigators
to establish empirically which variables affect which human
processes and to design interventions accordingly. Vigilance
performance, for example, which does not always decline
over time, appears to involve both sensitivity and decision
functions, but in different proportions depending on other
task characteristics (Balakrishman, 1998; Parasuraman et al.,
1987). Therefore, the tendency to miss signals might be ad-
dressed in one case through training and incentives (which
would affect the observer’s decision criterion), and in another
by highlighting or color-coding relevant signals (which
would affect the sensitivity function).

Attention is not explicitly featured in TSD, but the distinc-
tion between the decision and sensitivity functions implies a
fundamental principle: the fact that attention is controlled by
both external factors (e.g., stimulus characteristics, such as
highlighting, that attract attention) and internal factors (e.g.,
expectancies and motives that affect attention-allocation deci-
sions). This distinction between stimulus-driven (or bottom-
up) and observer-driven (or top-down) control of attention is
one of several core concepts that underlie current theories of
attention. Others include the distinction between focused and
selective modes of attention (the former being more stimulus
driven than the latter); representation of attention as a search-
light that illuminates focal stimuli more completely than pe-
ripheral stimuli or as a finite mental resource that the observer
allocates in processing stimulus information; and the concep-
tualization of attention as a skill or an ability (Wickens, 1992).

Resource Theories and Divided Attention

Space does not permit examination of all the current varia-
tions on these themes or their implications, but one—the
mental resource notion—does merit further elaboration by
virtue of the research and applications it has generated. The
basic idea is that humans have a limited supply of process-
ing capacity that can be allocated differentially to available
tasks (whether through top-down or bottom-up modes);
hence investing more capacity in one mental activity leaves
less for others. Focusing attention on a map or a cell-phone
conversation while one is driving, for example, would de-
plete the amount available for recognizing an impending
accident.

Some versions of this theory suggest a single resource
pool whereas others posit multiple pools, each with its own
properties and capacity limits (Kahneman, 1973; Navon &
Gopher, 1979). Tasks will interfere with each other to the ex-
tent that they draw on a common pool. Thus if the cell-phone
conversation does not require the same resources as watching
the road—or if there is plenty of capacity to accommodate
both tasks—the two could be performed concurrently with no
decrement in either. If the two tasks share resources, how-
ever, one or the other is likely to suffer (e.g., Dingus, Antin,
Hulse, & Wierwille, 1989).

Although by no means universally accepted, the multiple-
resource model has received considerable support in the liter-
ature, and has led to some important practical developments.
One is a methodology for predicting the extent to which al-
ternative display or task designs are likely to pose attentional
(and hence performance) problems, thereby enabling design-
ers to make sound decisions early in the planning process.
Another is a technique known as the dual-task paradigm,
which has proven useful in measuring the mental workload
associated with various tasks (Damos, 1991). We will return
to the topic of workload measurement in a moment, but be-
fore leaving the discussion of resource theory one final con-
struct should be mentioned: automaticity (W. Schneider &
Shiffrin, 1977).

Automatic and controlled processing. Many tasks can be
trained to a high enough skill level that they can be performed
without any apparent mental effort or even sustained aware-
ness of the activity—and when developed to that level, have
little apparent impact on other tasks performed concurrently.
The routine aspects of driving an automobile constitute a
familiar example. Such overlearned skills are seen to in-
volve a kind of processing (automatic processing) that
draws minimally on attentional resources, in contrast with
another kind—controlled processing—that is resource inten-
sive. While thus consistent in some respects with resource
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theory, automaticity theory is unique in its practical implica-
tions and emphasis. Basically, it seeks to identify those task
characteristics that are most amenable to automaticity train-
ing, and those training procedures that are most effective in
producing automaticity, rather than focusing on the inherent
attentional demands of tasks. The more routine functions that
can be automated through such training, the more capacity
remains for performing nonroutine (often crucial) system
functions such as fault detection, planning, and decision mak-
ing. Many of today’s advanced systems place a heavy cogni-
tive burden on the human operator, so any potential means of
freeing-up processing capacity would likely enhance system
performance. However, in order to address such problems
through design, training, selection, or other means—or to
evaluate specific interventions—it is necessary to measure
the core attentional constructs. The constructs of mental
workload and situation awareness have proven particularly
fruitful in this regard, so we will consider each in turn.

Mental workload. Interest in the mental workload
construct—derived mainly from resource theory—grew out
of the realization that technologically advanced systems that
supposedly were making the operator’s task easier (and
hence were making system performance less subject to
human error) were having just the opposite effect. While off-
loading much of the routine work to sophisticated software,
such designs often increased the scope and responsibility of
the human’s role, thereby making the task more demanding
while increasing the potential seriousness of errors (Moray,
1982). Hence the demand for ways to measure this unobserv-
able cognitive burden grew, and the resulting research has
produced both a variety of useful measurement techniques
and a clearer picture of the mental workload construct.

Four principal approaches have emerged—subjective,
psychophysiological, performance-based, and analytic—
each offering a variety of measurement techniques (Tsang &
Wilson, 1997; Wickens, 1992). The two leading subjective
instruments, the Subjective Workload Assessment Technique
(SWAT) and the National Aeronautics and Space Administra-
tion Task Loading Index (NASA TLX), both consist of
dimensional rating scales that operators complete immedi-
ately after performing a task or a task component. Others in-
volve comparative judgments, retrospective judgments, and
unidimensional ratings. All these instruments have been eval-
uated in the laboratory and the field, and have demonstrated
reasonable psychometric properties as well as sensitivity to
various task-demand manipulations. They are far and away
the most frequently used techniques for measuring workload
demands of existing systems and for estimating those associ-
ated with designs under development—in part, because they
are easy to use and preferred by the ultimate users.

The principal psychophysiological measures include heart
rate, brain activity (especially certain electroencephalograph
components and evoked potentials), and blink-rate record-
ings, all of which have also proven sensitive to task manip-
ulations. Although having the advantage of tracking the
operator’s workload in real time, these techniques present a
number of implementation problems that to date have limited
their use primarily to the laboratory. However, technological
improvements in instrumentation are rapidly overcoming
these limitations (especially that of cumbersome recording
devices), and such measures promise to see much wider
application in the future.

Neither the performance-based nor the analytic approach
has had much direct impact on systems design to this point.
Performance-based methods derive from resource theory and
the dual-task paradigm introduced earlier: Workload demand
for the task of interest is estimated from the measured inter-
ference that results when the operator is required to perform a
second (reference) task concurrently. This general approach
has proven useful for laboratory exploration of theoretical is-
sues such as the interference patterns predicted from multiple-
resource theory, and theoretical knowledge of this sort has
obvious long-range implications for design. However, the fact
that it requires rigorous experimentation limits its usefulness
in direct application. The analytic approach, on the other
hand, has considerable application potential—especially in
early design phases—but is still in its infancy (Tsang &
Wilson, 1997). Basically, it relies on task analyses and model-
ing techniques that are beyond the scope of this chapter.

Research on mental workload measurement has slowed in
recent years, in large part because it has generated useful
tools that have already made the transition from the labora-
tory to the field (Howell, 1993; Tsang & Wilson, 1997). Esti-
mates of workload demands are now commonplace among
the requirements specified in the development of complex
systems—especially military systems. By contrast, these
tools have been largely ignored by I/O psychologists who ex-
press concern over the changing nature of work (Howard,
1995), and the fact that they are in wide use in some contexts
does not imply that the book on mental workload is closed.
Much remains to be learned about their theoretical underpin-
nings and the implications of this knowledge for improved
measurement. For one thing, the empirical evidence reveals
that the various approaches do not correlate highly, indicating
that mental workload is either a multidimensional construct
or multiple constructs—either way, no single measure cap-
tures the total loading picture (B. H. Kantowitz, 1992). For
another thing, the practical potential of techniques capable of
predicting the more complex interactive effects among con-
current tasks or their underlying constructs has yet to be fully
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exploited. Development of such techniques awaits a deeper
understanding of the underlying cognitive mechanisms.

Situation awareness. Closely related to, but conceptually
and operationally distinguishable from, mental workload is
the topic of situation awareness (or SA), essentially the extent
to which an operator is able to keep track of, interpret, and
deal with large amounts of information on an ongoing basis.
A conceptual model illustrating the nature and role of this
construct in complex task performance is shown in Fig-
ure 21.4. A combat pilot, for example, must maintain a sense
of his position relative to the enemy and the outside world;
the status of his own aircraft, imminent threats, and his of-
fensive and defensive capabilities for dealing with them; and
various tactical options while flying the aircraft—all under
rapidly changing conditions. Clearly, mission success in this
or any other complex, dynamic task environment requires ap-
propriate and timely decisions which, in turn, require main-
taining a grasp of the total situation. Mental workload is one
of many factors that would affect SA.

The consensus of those who function in such complex en-
vironments is that the condition of maintaining or losing that
mental grasp is a unique subjective reality; hence the term sit-
uation awareness was in common use long before the late
1980s, when it began attracting serious interest among HF/E

scientists (in part, because loss of SA was listed as the official
cause of the vast majority of military aviation mishaps). If, it
was reasoned, this construct could be uniquely identified and
measured, all the traditional human-resource strategies—
selection, training, and systems design—might be used to
enhance it. So during the decade of the 1990s, SA replaced
mental workload as the dominant focus of applied research
on attention, with studies conducted in a wide variety of
operational settings (Gilson, 1995).

While not without controversy—some believe that SA
demonstrates no unique properties that cannot be accommo-
dated by other well-established constructs (Flach, 1995), and
others simply feel that SA needs more rigorous definition
(Sarter & Woods, 1991)—this work has shed considerable light
on the phenomenon (Endsley, 1995a). It has also produced
measurement techniques that, like their mental-workload
counterparts, have proven useful for evaluating systems design
and, to a lesser extent, for training and selection applications
(Endsley, 1995b; Howell, 1993; Pew & Mavor, 1998). The
most widely used measurement approach, the SituationAware-
ness Global Assessment Technique (SAGAT), requires opera-
tors to respond to carefully designed memory probes inserted
throughout the course of a complex task. By this means, it is
possible to track over time the individual’s understanding of

Figure 21.4 A model of situation awareness represented within the framework of the traditional (cognitivist) human information-
processing model.

[Image not available in this electronic edition.]
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what he or she has observed and what it means. Although
SAGAT suffers from limitations such as the cueing potential of
the memory probes and the disruptive effect of interrupting the
task to obtain them, alternative approaches—surrogate behav-
ioral measures and subjective measures—have limitations of
their own, and from a face-validity and acceptance standpoint,
SAGAT has proven superior.

In concluding this sampling from the attentional-process
content, it should be pointed out that more space is accorded
these topics than the remaining ones because the former play
a role in most of the latter, they are deeply rooted in psychol-
ogy, they illustrate mature techniques that are being applied
in a variety of settings, and for the most part, they represent
the cognitivist tradition.

They are also relevant to the work demands posed by
systems of the future. As noted before, technology drives sys-
tems development, including the macrosystems that comprise
the workplace, with human implications an afterthought.
Much of the capability that technology provides in terms of
physical and computational power, bandwidth, mobility, in-
telligence, and so forth winds up imposing new, often greater,
net demands on human mental performance. Therefore, un-
derstanding constructs such as mental capacity, workload,
and SA, and developing practical and valid ways to measure
them, can only become more critical as advances continue—
indeed, HF/E professionals rated workload among the most
salient of the 52 topics listed in a recent survey, well above its
standing in a comparable survey conducted a decade earlier
(Rhodenizer et al., 1999b).

Cognitive Engineering: Processes and Applications

As noted earlier, CE (also known as cognitive systems engi-
neering, or CSE) has become a highly visible, interdiscipli-
nary content area that either overlaps with, or is encompassed
by, HF/E depending on one’s point of view. Good illustrations
could be drawn from any of the topics listed under “Cognitive
processes” in Table 21.2, along with most of those under
“Automation, expert systems” and “Computer systems,” and
some that appear under the “Displays and controls” heading.
Although Vicente (1999) defines CE in a way that would be
difficult to differentiate from organization theory—“a multi-
disciplinary area of research that is concerned with the
analysis, design, and evaluation of complex sociotechnical
systems” (p. 5)—most of the work seems to be focused on
melding human and machine intelligence to maximum ad-
vantage in systems that are highly complex and heavily auto-
mated. Flach’s (1998) definition of CE describes it as
“application and design integration of information technol-
ogy to facilitate work” (p. 3). Thus there is heavy emphasis on

topics such as techniques for capturing and modeling domain
expertise (e.g., knowledge elicitation, mental models); de-
scribing and understanding the mental operations that under-
lie individual performance in complex systems, including
problem-solving and decision-making functions (e.g., CTA);
and articulating the additional facets of these intellectual op-
erations that come into play when teams of operators function
collaboratively (e.g., team SA, shared mental models, team
decision making). Superimposed on these topic areas are
those involving computer applications (e.g., function alloca-
tion, decision aiding, CSCW). For present purposes, our sam-
pling will be limited to illustrations drawn primarily from the
CTA, knowledge-elicitation, NDM, and CSCW areas, al-
though it should be noted that virtually all topics in CE are
interrelated.

Task Analysis

Since the days of Taylorism, task analysis has played a central
role in human-oriented design efforts. Basically, it involves a
detailed decomposition of functions or roles (e.g., laying
bricks, controlling air traffic, making command decisions) into
component tasks and subtasks, specification of the demands as-
sociated with each, and representation of the logical and tem-
poral relationships among them in some sort of graphic,
tabular, or diagrammatic form (Luczak, 1997). Techniques for
gathering and compiling this information take many different
forms—from the crude, observation-and-stopwatch approach
that Taylor used, to methods derived from theories of human
performance (e.g., biomechanical and cognitive models).
Some use more bottom-up or unstructured methods, hoping
to induce generalizations from the collection of descriptive
material; others are more top-down or structured, gathering
data according to a preestablished conceptualization of the
fundamental operations involved (e.g., theories of human
information processing, decision making, or problem solving).
Ultimately, however, all rely on one or more of four basic
sources of information: documentation, observation, self-
report, and performance measures—the same four sources,
incidentally, that I/O psychologists rely on in conducting
job analyses.

Cognitive Task Analysis (CTA)

As the predominant work demands have shifted from the phys-
ical to the mental, the emphasis in task analysis has shifted to
the cognitive domain (Flach, 1998; This shift should not be
overstated, however, since physical work has certainly not
vanished, and the demands imposed by tasks such as materials
handling and repetitive motion have serious consequences.
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Advances in analytic techniques and biomechanical models
have kept pace with those in the cognitive domain; Marras,
1997). Because mental operations are not as accessible to di-
rect observation and measurement as physical ones, it has be-
come necessary to adapt analysis to this new challenge, and the
result has been a spate of variations on traditional themes, re-
ferred to collectively as CTA methods. Most rely heavily on
subject matter experts (SMEs) in either the data-gathering or
interpretation phases of the analysis, and also on the self-report
of operators performing the task. Consider the following hypo-
thetical example.

An operator is required to think aloud, so to speak, while
functioning as a combat information officer aboard a cruiser
engaged in an air defense exercise, describing in real time the
thought processes leading to each threat assessment, deci-
sion, and action. These verbal protocols are recorded along
with objective data describing the unfolding scenario, and
both sets of records are subsequently reviewed in detail by an
SME (or perhaps two, if a reliability estimate is desired). The
SME analyzes the records on the basis of either a checklist of
predetermined cognitive elements (task-specific or generic)
or his or her personal knowledge (e.g., identification of criti-
cal events), and the resulting data are organized in a manner
consistent with the purposes of the analysis (e.g., design of
automated decision aids or improved displays; identification
of flaws or biases in the operator’s assessment of information
for consideration in the design of training curricula).

Verbal protocol analysis and performance records, of
course, are not the only techniques used to infer the cognitive
elements involved in complex tasks of this sort. Survey in-
struments, questionnaires, and guided debriefing exercises
are also in common use. One verbal protocol approach in-
volves a structured dialogue between two SMEs that is fo-
cused on carefully selected problem-solving tasks. Although
extremely labor intensive, this technique has proven useful in
analyzing ill-defined, poorly structured problems (Hall, Gott,
& Pokorny, 1995).

Cognitivist Versus Ecological Perspectives

This fundamental methodological distinction, touched upon
in earlier sections, becomes particularly relevant in the
context of CTA. As Vicente (1999) explains, the normative
cognitivist approach is oriented chiefly toward identifying the
human information-processing constraints (e.g., limited men-
tal resources; decision biases; reaction times; storage limits,
etc.) that must be dealt with in order for the system to achieve
its goals. The mainly descriptive ecological approach, on the
other hand, focuses on understanding the environmental con-
straints or context—the physical and social realities—facing

the system that must be taken into account in seeking to opti-
mize the system’s performance and the human’s role in it.

Traditional CTA techniques like the attentional ones pre-
sented earlier derive from cognitivist thinking: They use
information-processing models from cognitive psychology
as a top-down framework for analysis. For example, the
goals-operators-methods-selection rules (or GOMS) model
(see Figure 21.5, panel A), which is used widely in the design
of human-computer interfaces and describes cognitive tasks
in terms of production rules, grew out of the influential work
by Newell and Simon (1972) on human problem solving
(Eberts, 1997).

By contrast, the ecological approach is more bottom-up, ob-
serving the situation systematically in the field with whatever
means are most conducive to accurate description—often
verbal protocols—and constructing a representation of the
work domain. Figure 21.5, panel B illustrates one such repre-
sentation (for electronics problem-solving) that was derived
from verbal reports organized within a generic (abstraction-
decomposition) framework developed by Rasmussen (1986).
In the ecological view the distinctions among research, systems
analysis, and design become quite blurred: The common goal
of understanding cognitive processes in context encompasses
all three. A number of excellent examples of the ecological ap-
proach are provided in Rasmussen, Pejtersen, and Goodstein
(1994),Vicente (1999), and a special section of Human Factors
(Hoffman & Woods, 2000a). One direct outgrowth of this work
is the concept of an ecological interface, which has been at-
tracting considerable attention among those concerned with the
design of displays for supervisory control tasks (Burns, 2000;
Czaja, 1997). Basically, it involves organizing and presenting
information to operators in a manner consistent with their nor-
mal mode of interpreting such information (i.e., their cognitive
representation of how the system functions).

The ecological philosophy, then, is a thread that connects
a number of topic areas in which CTA is implicated, includ-
ing our final three illustrations: knowledge elicitation, NDM,
and CSCW (Hoffman & Woods, 2000b).

Knowledge Elicitation

As we have just seen, ecological analysis and description
of intellectually demanding tasks requires extracting key
information (declarative and procedural knowledge) from
recognized SMEs, including experienced operators. The end
product, a representation of the SMEs’ conceptualizations of
the task, is typically referred to as a mental model. Some-
times such information is also gathered from novices, and the
expert-novice comparison serves as a basis for identifying
qualitative differences for use in articulating the properties of
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Figure 21.5 Examples comparing the ecological and cognitivist approaches to CTA: Panel A, the application of the rule-based GOMS model to the unit-level
task of editing a manuscript (Source: Eberts, 1997); Panel B, the troubleshooting behavior of an electronics technician in an abstraction-decomposition space
(Source: Vicente, 1999).
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expertise and for developing artificial intelligence software,
training programs, machine aids, evaluation criteria, and
other purposes. A number of methods have been used to
elicit this information, including the self-report and verbal-
protocol techniques alluded to earlier (Cooke, 1999). One
unique approach, Pathfinder, uses multidimensional scaling
to map the cognitive structure underlying relatedness judg-
ments obtained from the SME; thus it represents elements of
both performance-based and subjective methods (Gillan &
Schvaneveldt, 1999).

Naturalistic Decision Making (NDM)

This topic represents the ecological perspective as it appears
in research and applications involving judgment and decision-
making processes in complex systems. Again, it is based on
the premise that traditional models, notably the normative
(primarily economic) theories of rational decision behavior
and the descriptive (primarily psychological) ones that
emphasize human biases and heuristics, are not representa-
tive of actual expert decision-makers in real-world systems.
Consequently, in applying the same knowledge-elicitation
techniques discussed earlier in a variety of field settings, ad-
vocates of this perspective have accumulated a considerable

and rapidly growing body of evidence in support of alternative
models of the decision process (Klein, Orasanu, Calderwood,
& Zsambok, 1993; Zsambok & Klein, 1997). For instance,
experienced decision makers faced with a large, complex, dy-
namic array of diagnostic information tend to reduce their task
to manageable proportions by converting it mentally into a
pattern-recognition problem—a strategy called recognition-
primed decision making, or RPD (Klein, 1989). Basically they
compare the situation they are observing with stored represen-
tations of similar patterns and interpret it in terms of the
closest fit. Traditional cognitivist decision theories, most of
which posit more computational kinds of mental strategies,
cannot easily accommodate such evidence, and RPD is but
one strategy that the NDM research has uncovered. Applica-
tions from this research have begun appearing in display de-
sign, decision-aiding, and training contexts (Cannon-Bowers
& Salas, 1998; Zsambok & Klein, 1997).

Computer Supported Cooperative Work (CSCW)

Our final strand in the ecological CTA thread, CSCW, is still in
its infancy but promises to grow rapidly as the capability for,
and incidence of, distributed work (e.g., telecommuting, tele-
conferencing, distributed mission rehearsal, telerobotics, etc.)
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becomes more commonplace, and increasing reliance is
vested in coordinated teams (distributed and otherwise).
Clearly, evolving computer technologies enable a variety of
collaboration modes, but our understanding of the processes
involved and how best to exploit these new capabilities is
still fairly primitive. This is largely because the earliest re-
search tended to be driven by disciplinary interests while
understanding requires a convergence of disciplinary perspec-
tives. Thus CSCW emerged in the mid-1980s as an interdisci-
plinary effort aimed at understanding “how people accomplish
their activities cooperatively in the workplace” (Bannon,
2001).

Work published to date bearing on CSCW runs the
gamut from laboratory research carried out within the cogni-
tivist tradition (Kiesler & Sproull, 1992), to studies of team
decision-making and problem-solving in simulated military
settings (Cannon-Bowers & Salas, 1998), to use of CTA tech-
niques to describe team mental models and team SA (Cooke,
Salas, Cannon-Bowers, & Stout, 2000; Cooke, Stout, &
Salas, 2001). There presently exists a considerable literature
on topics related to CSCW, but its parts lie in different cor-
ners of the disciplinary universe and do not represent a co-
herent whole (Barua, Chellappa, & Whinston, 1997). Hence
a primary objective of the CSCW movement is to integrate
this fragmented knowledge and extend it through targeted
research and emergent theory. Space does not permit a more
explicit account of this work here, but an excellent overview
of the concepts, methods, and applications is available in
McNeese, Salas, and Endsley (2001).

Certainly the topics discussed in this section offer a vari-
ety of points at which I/O psychology and HF/E should, and
hopefully will, converge in the future. Some, such as mental
workload measurement and mental resource theory (which
are largely foreign to the I/O community) are clearly related
to concepts of current interest to I/O practitioners, such as
stress and downsizing. The same could be said for vigilance
and boredom, for task- and job-analysis techniques, and for a
number of other such pairings. It would appear that the great-
est liklihood for convergence, however, lies in the newer
areas of research and application that have evolved from
CTA in general and the ecological approach in particular. Un-
derstanding cognitive functions in complex systems based on
systematic observations gathered in the field represents a de-
parture from the laboratory-based principles and microsys-
tems tradition of HF/E—one that would appear far more
compatible with the traditions of organizational researchers.
Techniques and knowledge developed in areas such as SA,
knowledge elicitation, naturalistic decision making, and
CSCW have important implication for organizational design,
management training, job restructuring, and other standard

I/O applications. In its inherently eclectic composition,
CSCW is currently drawing upon social-psychological and
organizational knowledge, and thus perhaps represents a
model for future collaboration between I/O psychology and
HF/E.

Other Illustrations

The selection of content illustrations presented here has nec-
essarily omitted a number of highly active areas of HF/E re-
search and application (see Table 21.2), so we will close by
commenting briefly on a few of those with above-average
implications for I/O psychology: individual differences,
function allocation (and automation), and training (including
simulation and virtual reality). By contrast, topics such as
HCI, display and control design, consumer product applica-
tions, and driver behavior, while maintaining a high profile in
the field, focus on the more traditional (micro-) aspects of
human-machine system affairs as discussed in the section on
HF/E roles. Those topics dealing with physical work, such as
biomechanical models and interventions, are only tangen-
tially related to psychology.

Individual Differences and Aging

The rapidly shifting demography of America’s population
and workforce has numerous implications for systems design
on both micro and macro levels—particularly issues associ-
ated with the accommodation of older workers, those from
different cultures, those with disabilities, and women who
seek to combine career and family goals. As demonstrated
earlier, HF/E’s heritage does not include a strong interest in
individual differences, either in its research orientation and
methodology or its applications. Hence its generalizations
have been based primarily on population norms; the validity
of its design principles for atypical human operators has been
largely unknown. However, the last decade has seen a dra-
matic growth in the literature on age-related changes (Czaja,
1990; Fisk & Rogers, 1999), and—stimulated by the antidis-
crimination and accommodation mandates of the Americans
With Disabilities Act—a similar trend is beginning to appear
with respect to the functionally impaired (Gardner-Bonneau,
1990; Vanderheiden, 1997). Population characteristics such
as sex, ethnicity, and culture, to which the I/O psychology
community has devoted considerable attention since the
1960s, are still neglected by HF/E researchers.

Not only has the topic of group differences become more
visible within HF/E, so too has the use of aptitude, personal-
ity, and other trait variables for modeling and predicting
human performance. For example, while hypothesized global
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traits such as accident proneness have not proven useful,
significant relationships have been demonstrated between
certain personality measures and accident or error rates in
specific systems contexts (Arthur, Barrett, & Alexander,
1991; Deery & Fildes, 1999; Hale & Glendon, 1987; Lawton
& Parker, 1998).

Function Allocation

Determining which function should be performed by humans
and which by machines in systems design was once guided
chiefly by lists of comparative strengths and weaknesses.
However, technological advances—especially in artificial
intelligence—have seriously eroded the assumptions underly-
ing these comparisons, with automation becoming a viable
option in many areas previously reserved for humans. So the
emphasis has shifted from attribute lists to modeling and eval-
uating design options with the help of flowcharts, CTA data,
contextual constraints lists, and occasionally even empirical
tests (H. H. Kantowitz & Sorkin, 1987; Sharit, 1997).

Unfortunately, however, designer bias is generally toward
machine allocation, automating everything that feasibly can be
and leaving the operator with significant responsibility (e.g.,
supervisory control) but serious handicaps in exercising it—
notably due to breakdowns in the interaction between the auto-
mated and human components. For example, faced with a
malfunction or emergency, pilots of highly automated aircraft
often have difficulty interpreting what the system is doing and
diagnosing the problem (Wiener & Curry, 1980). Moreover,
the system sometimes presents them with difficult-to-interpret
(conflicting, unreliable) information—termed automation
surprises—that can result in inappropriate action or inaction
and accidents (Sarter, Woods, & Billings, 1997). Sometimes,
when faced with incongruous information, they will put too
much trust in the automation; sometimes, not enough. All of
this, of course, has implications for SA and mental workload.
The transition from supervisory (normal) to manual (abnormal,
emergency) control seriously exacerbates the accompanying
increase in mental workload (Huey & Wickens, 1993).

These automation problems have been well documented
after the fact, and a substantial literature is accumulating on
their cognitive correlates and possible design interventions
(Parasuraman, 2000; Sharit, 1997). One concept that is re-
ceiving considerable attention currently is that of dynamic
function allocation—building into the system the capability
for adapting to circumstances, relying either more or less on
automation depending, for example, on whether the human is
overloaded or has lost faith in the automated aid’s perfor-
mance. This concept, of course, raises a host of other issues
such as the validity of human judgment in taking over control

and the rules under which the machine would decide that the
human was overloaded.

Training

Training research and application is undoubtedly the area in
which HF/E and I/O psychology have shown the most con-
vergence, probably because most training innovations were
developed under military sponsorship through organizations
responsible for human systems, broadly defined (i.e., encom-
passing personnel, manpower, training, and human engineer-
ing functions). Because this topic is dealt with in depth in
another chapter, we will examine only the difference in em-
phasis that training has received from the two fields.

Basically, the emphasis in HF/E has been on developing
and evaluating training technology, particularly that involved
in learning and maintaining skills. Thus it has been heavily
involved in simulation technology, including that which ex-
ploits the potential of VR, computer networking, and embed-
ded-training software (i.e., that which enables personnel to
practice simulated exercises at their operational worksta-
tions). Working closely with educational technologists, HF/E
professionals have also played a role in the development of in-
telligent tutoring programs and other computer-based training
systems (Brock, 1997).

CONCLUDING COMMENT

The field of HF/E is in a state of expansion and evolution, but
exactly how this will play out is not altogether clear. Whether
it will succeed in establishing itself as a widely recognized
discipline, or settle for influencing design through more es-
tablished disciplines and emerging specialties, is difficult to
predict. Either way, its content and methods are driven to a
large extent by advances in technology (especially informa-
tion technology) and cultural forces (as reflected in public
policy, litigation, and social issues; Howell, 1993). So, too,
are its linkages with other disciplines.

Its traditional linkages were with experimental psychol-
ogy and engineering; its principal model, the human-machine
system; its conceptualization of the human component, the
human information-processing model. Today, although it has
not abandoned this heritage, HF/E’s cognitivist approach is
being challenged by an ecological one that has profound im-
plications for the direction of both research and application.
Among other things, this alternative approach emphasizes
systematic field observation aimed at understanding systems
in the wild (so to speak), blurs the distinction between re-
search and application, and is highly eclectic—recognizing
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the need for many disciplinary perspectives if complex sys-
tems are to be truly understood (Hutchins, 1995; Moray,
2000; Rasmussen, 2000). In this regard, the ecological
perspective supports the growing awareness within HF/E
that limiting attention to just the human-machine (micro-)
system level hampers the field’s ability to contribute to
human-oriented design—the view advocated by the fledgling
macroergonomics specialty (which, interestingly enough,
does not overlap as much with the ecological wing of the CE
community as one might expect).

Most importantly for present purposes, however, both the
macroergonomics and ecological perspectives within HF/E
would seem conducive to the establishment of linkages with I/O
psychology. Although movement to date has been minimal, the
climate for convergence of the two fields on technology-driven
issues connected with work has never been more favorable. The
workplace, the nature of work, and the workforce are changing
in ways that neither field is equipped to deal with alone, but each
has an important—and complementary— contribution to make
(Harris, 1994; Howard, 1995). By presenting today’s HF/E in
both historical and future perspectives, the present chapter seeks
to highlight those areas in which the prospects for convergence
with I/O psychology appear brightest.
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Organizational culture and climate focus on how organiza-
tional participants experience and make sense of organizations
(Schneider, 2000) and are fundamental building blocks for
describing and analyzing organizational phenomena (Schein,
2000). Although culture and climate have been approached
from different scholarly traditions and have their roots in
different disciplines, they are both about understanding psy-
chological phenomena in organizations. Both concepts rest
upon the assumption of shared meanings—a shared under-
standing of some aspect of the organizational context.

Historically, the construct of climate preceded the con-
struct of culture. Climate was introduced in the 1960s, pri-
marily based on the theoretical concepts proposed by Kurt
Lewin (1951; Lewin, Lippitt & White, 1939) and followed by
the empirical research conducted in both educational settings
(e.g., Stern, 1970) and organizational settings (e.g., Litwin &
Stringer, 1968). Organizations were examined from a cultural
perspective as early as the 1930s (Trice & Beyer, 1993); how-
ever, organizational culture did not become a popular issue
for study in the management literature until the 1980s, largely
following the publication of several best-selling trade books.

Since that time, research and thinking about culture have
tended to overshadow that about climate (Schneider, 2000).

In recent years, a great deal of attention has been devoted to
the question of whether the constructs of culture and climate
are different, the same, or interrelated (cf. Dennison, 1996;
Payne, 2000; Schein, 2000). In this chapter, we view culture
and climate as two complementary constructs that reveal over-
lapping yet distinguishable nuances in the psychological lives
of organizations (Schneider, 2000). Each is deserving of atten-
tion as a separate construct as well as attention to the relation-
ship between the two constructs. Furthermore, the continued
study of culture and climate is important to the field of indus-
trial and organizational (I/O) psychology around the world
because these constructs provide a context for studying orga-
nizational behavior. That is, the social and symbolic processes
associated with the emergence of organizational culture
and climate influence both individual and group behaviors, in-
cluding turnover, job satisfaction, job performance, safety, cus-
tomer satisfaction, service quality, and financial performance.
We structure this chapter by providing separate reviews and
discussion of the culture and climate literature before turning to
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the relationships between the two constructs and the processes
underlying their emergence, strength, and change.

INTEGRATED MODEL OF CULTURE
AND CLIMATE

Before providing an overview of our integrated model shown
in Figure 22.1, it is important to define the constructs of culture
and climate. Climate is an experientially based description of
what people see and report happening to them in an organiza-
tional situation (L. R. James & Jones, 1974; L. R. James,
Joyce, & Slocum, 1988; Schneider, 2000). Climate involves
employees’ perceptions of what the organization is like in
terms of practices, policies, procedures, routines, and rewards
(e.g., A. P. Jones & James, 1979; Rentsch, 1990; Schneider,
1990). Hence, climate’s focus is on the situation and its link to
the perceptions, feelings, and behavior of employees. It can be
viewed as temporal, subjective, and possibly subject to
manipulation by authority figures (Dennison, 1996).

Whereas climate is about experiential descriptions or per-
ceptions of what happens, culture helps define why these
things happen (Schein, 2000; Schneider, 2000). It pertains to
employees’fundamental ideologies (Trice & Beyer, 1993) and
assumptions (Schein, 1992) and is influenced by symbolic
interpretations of organizational events and artifacts (Hatch,
1993). Culture represents an evolved context embedded in
systems (Dennison, 1996; Schein, 2000), is more stable than
climate, has strong roots in history (Rowlinson & Procter,
1999), is collectively held, and is resistant to manipulation
(Dennison, 1996).

Thus, climate is more immediate than culture. Individuals
can sense the climate upon entering an organization through
things such as the physical appearance of the place, the emo-
tionality and attitudes exhibited by employees, and the experi-
ences and treatment of visitors and new employee members. In
contrast, culture is a deeper phenomenon based on symbolic
meanings (Hatch, 1993) that reflect core values and underlying
ideologies and assumptions (Schein, 1992; Trice & Beyer,
1993). This interpretative process explains the why of organi-
zational behavior. Climate develops from the deeper core of
culture. Climate, or the what of the culture, can result from
espoused values and shared tacit assumptions and reflects the
surface organizational experience based on policies, practices,
and procedures (Guion, 1973; Schein, 2000).

Figure 22.1 represents a heuristic model for locating cul-
ture and climate in a conceptual framework across aggregate
and individual levels of analysis and is used to help structure
our review. Figure 22.1 shows that organizational culture is a
function of industry and environmental characteristics, na-
tional culture, and an organization’s vision, goals, and strategy
(Aycan, Kanungo, & Sinha, 1999). The relationship between
societal or national culture and organizational culture, how-
ever, may be more complex than depicted in our multilevel
model. National culture and organizational culture are likely
to influence organizational practices interactively (Kopelman,
Brief, & Guzzo, 1990), but research is needed to examine the
veracity of this notion.

Returning to Figure 22.1, organizational culture is ex-
pected to effect structure, practices, policies, and routines in
the organization that in turn provide the context for climate
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Figure 22.1 Multi-level model of organizational culture and climate.
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perceptions. These organizational practices are the means
through which employee perceptions, and subsequent atti-
tudes, responses, and behaviors, are shaped. At the organi-
zational level, cultural values and assumptions lead managers
to the explicit or implicit adoption of structural features and
practices that influence the climate that develops. Collective
attitudes and behaviors of employees are shaped by climate
and in turn effect organizational outcomes (e.g., financial
performance, customer service, efficiency, productivity). Cul-
ture, as a shared meaning across employees, develops through
individuals’ sense-making process.

Figure 22.1 shows that individuals’ background character-
istics and process of joining the organization are related to
individuals’ values and social cognitive processes, which in
turn influence psychological climate. When these climate per-
ceptions are shared across an organization’s employees, orga-
nizational climate is said to emerge. We also propose that these
shared perceptions will develop only when strong emergent
processes are enacted in the organization (practices delivered
in such a way as to create a strong situation, homogeneity of
attributes among employees, social interaction processes, and
leadership). When the emergent process is weak, idiosyncratic
perceptions within an organization develop, which produces
wide variability in perceptions of climate and can result in
wide variability in individual attitudes and behaviors, dimin-
ishing the relationship to organizational performance. We also
note that there are reciprocal relationships between the vari-
ables across the aggregate and individual level. Individual-
level constructs are influenced in part by the existing
organizational-level constructs (e.g., individual climate per-
ceptions are influenced by the existing organizational climate;
individual attitudes and behaviors are influenced in part by the
collective attitudes and behaviors). At the same time, individ-
ual constructs have a role in creating the contextual variables.
Finally, we include feedback loops at both the organizational
and individual levels. It is important to note that the model is
not comprehensive and we did not include all possible link-
ages and variables in Figure 22.1. Rather, our purpose was
to highlight those relationships that are most critical for inte-
grating culture and climate across levels of analysis; boxes
in boldface represent the constructs and linkages that are our
primary focus.

ORGANIZATIONAL CULTURE

This section begins by providing a brief historical review of
the construct of organizational culture. We then consider the
levels of organizational culture, the content or types of orga-
nizational cultures, and the antecedents and outcomes of
organizational culture.

Historical Foundation and Definition
of Organizational Culture

Research on organizational culture has its roots in anthropol-
ogy. This research relies heavily on qualitative methods that
use participant observation, interviews, and examination of
historical information to understand how culture provides a
context for understanding individual, group, and societal be-
havior. The first systematic attempt to investigate work organi-
zations in cultural terms began in the 1930s during the final
phase of the Hawthorne studies at the Western Electric Com-
pany (Trice & Beyer, 1993). This study began as an empirical
investigation of the relationship between light intensity and
productivity, but qualitative methods (i.e., employee inter-
views) were used to explain counterintuitive results showing
that productivity increased for a select group of employees re-
gardless of the physical surroundings. Although this study’s
results have been questioned, it still represents one of the first
qualitative studies of individual and group behavior. Further-
more, Gardner published the first textbook that examined
organizations from a cultural perspective in 1945. Interest in
an anthropological approach to studying work organizations
nonetheless waned from the 1940s through early 1960s.
Although there was a resurgence in anthropologically based
studies in the 1960s (e.g., Trice, Belasco, & Alutto, 1969) and
1970s (e.g., Mintzberg, 1973), the topic of organizational cul-
ture did not become prominent until the 1980s.

This interest in organizational culture was stirred by anec-
dotal evidence contained in three best-selling books: Ouchi’s
(1981) Theory Z: How American Business Can Meet the
Japanese Challenge; Deal and Kennedy’s (1982) Corporate
Cultures: The Rites and Rituals of Corporate Life; and Peters
and Waterman’s (1982) In Search of Excellence. Each sug-
gested that strong organizational cultures were associated
with organizational effectiveness. The number of applied and
scholarly publications on the topic of organizational culture
has mushroomed since 1982 (Barley, Meyer, & Gash, 1988)
and is likely to continue in light of findings suggesting that
organizational culture is one of the biggest barriers to creat-
ing and leveraging knowledge assets (De Long & Fahey,
2000), to effectively implementing total quality management
programs (Tata & Prasad, 1998) and to successfully imple-
menting technological innovations (DeLisi, 1990).

The concept of organizational culture has a variety of mean-
ings and connotations. For example, Verbeke, Volgering, and
Hessels (1998) identified 54 different definitions in the
literature between 1960 and 1993. Part of this inconsistency is
due to the fact that culture researchers represent an eclectic
group that come from a variety of disciplines such as sociology,
anthropology, and psychology and use different epistemolo-
gies and methods to investigate organizational culture. That
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said, Hofstede, Neuijen, Ohayv, and Sanders (1990) conclude
that there are some common characteristics across the different
definitions of organizational culture. These commonalities in-
clude the notion that organizational culture includes multiple
layers (Schein, 1992) and aspects (i.e., cognitive and symbolic)
of an organizational context (Mohan, 1993), that organiza-
tional culture is a socially constructed phenomenon influenced
by historical and spatial boundaries (Rowlinson & Procter,
1999; Schein, 2000), and the concept of “shared” meaning that
is central to understanding an organization’s culture.

Although a variety of definitions of culture that integrate
these commonalities have been offered, the most comprehen-
sive one was offered by Schein (1992), who concludes that
the culture of a group—the term group refers here to social
units of all sizes—is defined as

a pattern of shared basic assumptions that the group learned as it
solved its problems of external adaptation and internal integra-
tion, that has worked well enough to be considered valid and,
therefore, to be taught to new members as the correct way to per-
ceive, think, and feel in relation to those problems. (p.12)

Schein suggests that organizational culture is learned by
group members who pass it on to new group members through
a variety of socialization and communication processes. This
definition also implies that overt behavior, although not di-
rectly part of organizational culture, is clearly influenced by
the basic assumptions or ideologies (Trice & Beyer, 1993)
people hold. Finally, Schein does not specify the size of the so-
cial unit to which a culture can be applied. This implies that or-
ganizations can have subcultures and that it is inappropriate to
talk about a so-called universal culture, a notion that is still
being debated in the literature (Harris & Ogbonna, 1999)

Layers of Organizational Culture

Numerous scholars have proposed that organizational culture
possesses several layers or levels that vary along a continuum
of accessibility and subjectivity (Hofstede et al., 1990; Mohan,
1993; Rousseau, 1990; Schein, 1992). Schein (1985, 1992)
concludes that there are three fundamental layers at which
culture manifests itself: observable artifacts, espoused values,
and basic underlying assumptions.

Observable Artifacts

Artifacts are surface-level realizations of underlying values
that represent manifestations of deeper assumptions (Schein,
1992) or ideologies (Trice & Beyer, 1993).Artifacts include the

visible products of the group such as the architecture of its phys-
ical environment, its language, its technology and products, its

artistic creations, and its style as embodied in clothing, manners
of address, emotional displays, myths and stories told about the
organization, published lists of values, observable rituals and
ceremonies, and so on. For purposes of cultural analysis this
level also includes the visible behavior of the group and the or-
ganizational processes into which such behavior is made routine.
(Schein, p. 17)

Trice and Beyer conclude that there are four major cate-
gories of cultural artifacts: symbols (e.g., natural and manu-
factured objects, physical settings, and performers and
functionaries), organizational language (e.g., jargon and
slang, gestures, signals, signs, songs, humor, jokes, gossip,
rumor, metaphors, proverbs, and slogans), narratives (e.g.,
stories, legends, sagas, and myths), and practices (e.g., rituals,
taboos, rites, and ceremonies). They recommend using ethno-
graphic studies of these artifacts to decipher an organization’s
culture. It is important to note, however, that artifacts can be
misleading in terms of interpreting organizational culture be-
cause they are easy to observe but difficult to interpret accu-
rately (Schein).

Espoused Values

Schwartz (1992) notes that values possess five key com-
ponents: “Values (1) are concepts or beliefs, (2) pertain to de-
sirable end-states or behaviors, (3) transcend situations,
(4) guide selection or evaluation of behavior and events, and
(5) are ordered by relative importance” (p. 4). Espoused val-
ues are those that are specifically endorsed by management or
the organization at large. In contrast, enacted values are those
that are exhibited or converted into employee behavior. The
difference between espoused and enacted values is important
because the gap is related to employee attitudes and behavior
(Clarke, 1999). Clarke’s results revealed that employees were
more cynical about a corporate safety program when there
was a gap between management’s espoused and enacted val-
ues about safety.

The role of values in understanding organizational culture
was recently questioned by Stackman, Pinder, and Connor
(2000). These authors note that the construct of values is an
individual-level variable and that it is a logical error to
attribute, other than metaphorically, human properties such
as values to aggregations of individuals such as groups or or-
ganizations. Organizations do not possess values. Rather, key
individual leaders possess values and these individuals can
influence organizational goals, processes, and systems in di-
rections that are consistent with their values. These authors
conclude that it is meaningless to speak of an organization’s
singular culture or its values and suggest that future research
should consider new modes of thinking about values and
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their role in organizations. Future research is clearly needed
to address the concerns raised by Stackman and colleagues
and to determine the veracity of using aggregated measures
of individual values as proxies for organizational values.

Basic Assumptions

Basic assumptions are unobservable and reside at the core of
organizational culture, according to Schein (1990, 1992).
Deeply held assumptions frequently start out as values that
over time become so ingrained or are taken so much for
granted that they take on the character of assumptions. When
a basic assumption is strongly held by a group (e.g., Herb
Kelleher, chief executive officer of Southwest Airlines, tells
personnel that they, the employees, are a more important con-
stituent than customers), employees will find organizational
behavior that violates this assumption as inconceivable (e.g.,
Southwest Airlines’ putting customer satisfaction ahead of
employees’welfare). Schein concludes that basic assumptions
are rarely confronted or debated and are extremely difficult to
change. Challenging basic assumptions produces anxiety and
defensiveness because they provide security through their
ability to define what employees should pay attention to, how
they should react emotionally, and what actions they should
take in various kinds of situations (Schein, 1992). To date, re-
search has not attempted to identify the antecedents or out-
comes associated with an organization’s basic assumptions.

Moreover, Trice and Beyer (1993) and Hatch (1993) criti-
cize Schein’s proposal that basic assumptions represent the
core of culture because assumptions ignore the symbolic na-
ture of culture. Trice and Beyer suggest that ideologies rep-
resent the core content or substance of a culture. Ideologies
are “shared, relatively coherently interrelated sets of emo-
tionally charged beliefs, values, and norms that bind some
people together and help them to make sense of their world”
(Trice & Beyer, p. 33). Hatch also believes that Schein’s
model is deficient because it fails to consider interactive
processes among artifacts, values, and assumptions. We con-
cur with Hatch’s evaluation and recommend that future work
investigate the dynamic relationships among the levels of
culture.

The Content of Organizational Culture

Interpreting the different layers of organizational culture
helps define the content or substance of culture. Most re-
searchers either conduct a qualitative analysis to assess the
deeper layers of organizational culture (e.g., Brannen & Salk,
2000; Casey, 1999; Schein, 1992) or use surveys to assess
espoused values and beliefs quantitatively (e.g., Buenger,

Daft, Conlon, & Austin, 1996; Cooke & Szumal, 2000;
O’Reilly, Chatman, & Caldwell, 1991) or a set of work
practices thought to underlie organizational culture (e.g.,
Christensen & Gordon, 1999; Hofstede, 1998; Hofstede et al.,
1990). Ashkanasy, Broadfoot, and Falkus (2000) reviewed
questionnaire measures of organizational culture and con-
cluded that many are used for consultative purposes, lack
a sound theoretical basis, are infrequently used, and lack
validity. Furthermore, other researchers (e.g., Schein, 1992,
2000; Trice & Beyer, 1993) do not accept the premise that
surveys are a valid measure of organizational culture and con-
clude that they should not be used as the principal method for
assessing organizational culture.

That said, we uncovered four frequently used surveys
that are theoretically based and have been subjected to pre-
liminary validation. Each is based on a different conceptual
framework and results in a different taxonomy of organiza-
tional culture. These taxonomies are the basis of the Organi-
zational Culture Inventory (OCI; Cooke & Lafferty, 1987),
the Competing Values Framework (CVF; Quinn &
Rohrbaugh, 1983), the Organizational Culture Profile
(OCP; O’Reilly et al., 1991), and the work practices survey
(Hofstede et al., 1990).

The Organizational Culture Inventory (OCI)

The OCI is a 120-item survey that assesses 12 sets of norma-
tive beliefs. These norms are categorized into three types of or-
ganizational cultures. A constructive culture, the first cultural
type, endorses normative beliefs associated with achievement,
self-actualizing, humanistic-encouraging, and affiliative. The
second type, a passive-defensive culture, reinforces values re-
lated to seeking approval, being conventional or dependent,
and avoiding accountability. Finally, an aggressive-defensive
culture endorses beliefs characterized as oppositional, power
oriented, competitive, and perfectionist. See Cooke and
Szumal (2000) for a complete description of the theoretical
foundation of the OCI.

Aseries of studies reported in Cooke and Szumal (2000) re-
veal that the three types of culture are significantly correlated
with antecedent variables reflecting organizational structure,
management practices, technology, leadership, and a variety
of individual (motivation, social loafing, performance, job sat-
isfaction, stress), group (teamwork, quality of work relations,
unit-level quality), and organizational (quality of customer
service) outcomes. Cooke and Szumal conclude that strong
norms for constructive behaviors are more likely to lead to de-
sirable outcomes. Evidence supporting the reliability and va-
lidity of the OCI is provided by Cooke and Rousseau (1988)
and Cooke and Szumal (1993, 2000).
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Competing Values Framework (CVF)

The CVF was developed by Quinn and his associates (Quinn
& McGrath, 1985; Quinn & Rohrbaugh, 1983) to explain dif-
ferences in the values or ideologies underlying models of or-
ganizational effectiveness. The CVF can be used to “explore
the deep structures of organizational culture, the basic as-
sumptions that are made about such things as the means to
compliance, motives, leadership, decision making, effective-
ness, values and organizational forms” (Quinn & Kimberly,
1984, p. 298), which results in classifying culture into four
types. A group culture, the first cultural type, is based on val-
ues associated with affiliation, emphasizing the development
of human resources and employee participation in decision
making. The second type, the developmental culture, is driven
by a positive orientation toward change, with values focusing
on flexibility and the accomplishment of organizational goals.
A hierarchical culture, the third type, endorses values and
norms associated with a bureaucracy. Here, culture tends to be
inwardly focused and management information systems
are used to create stability and control. The fourth type, the
rational culture, reflects values and norms associated with
achievement, planning, productivity, and efficiency.

Researchers using the CVF tend to use case studies
(Zammuto, Gifford, & Goodman, 2000; Zammuto &
Krakower, 1991), Likert-type scales (e.g., Buenger et al., 1996;
Chang & Weibe, 1996; McDermott & Stock, 1999), or short
ipsative scales (Shortell et al., 1995; Smart & St. John, 1996).
Although a few studies have supported the structure and in-
tegrity of the CVF (e.g., Howard, 1998; McDermott & Stock,
1999; Zammuto & Krakower, 1991), there has not been a com-
prehensive assessment of the construct validity of measures
used to operationalize this model, and conclusions based on
studies using the CVF should be interpreted with some caution.

The Organizational Culture Profile (OCP)

The OCP was originally developed to measure person-
organization fit (O’Reilly et al., 1991). It contains 54 value
statements that were derived from an extensive review of
academic and practitioner writings on organizational culture.
Respondents use the Q-sort methodology to sort the values
into categories ranging from the least characteristic to most
characteristic of their respective organizations or their per-
sonal preferences. Research using the OCP has shown that
it possesses interrater reliability, test-retest reliability, within-
and between-group differences, and predictive validity.
However, factor analyses of the 54 items have identified
different factor structures across samples (cf. O’Reilly et al.,
1991; Vandenberghe, 1999). In an attempt to overcome

measurement problems associated with the original OCP,
Ashkanasy, Broadfoot, et al. (2000) developed a 50-item sur-
vey to measure 10 dimensions of organizational culture. Un-
fortunately, validation studies of this instrument uncovered a
two-factor solution, thereby failing to support the a priori di-
mensionality of this newly proposed instrument. When the
original OCP was used as a measure of person-organization
fit, fit was positively associated with individuals’ organiza-
tional commitment, job satisfaction, intention to quit
(O’Reilly et al.), and turnover (Vandenberghe, 1999).

Work Practices Surveys

Hofstede et al. (1990) developed a 61-item measure of per-
ceived work practices based on a series of in-depth interviews
with nine informants from 20 work units spanning ten differ-
ent organizations in Denmark and the Netherlands. Hofstede
et al. proposed that work practices are the visible part of orga-
nizational culture. Factor analysis of these perceptual items re-
sulted in six underlying dimensions of organizational culture:
process oriented versus results oriented, employee oriented
versus job oriented, parochial versus professional, open sys-
tem versus closed system, loose versus tight control, and nor-
mative versus pragmatic. Work practices were used to identify
organizational subcultures (Hofstede, 1998) and were associ-
ated with measures of organizational values, work structure,
top management demographics, organizational demographics
(Hofstede et al., 1990) and revenue growth (Christensen &
Gordon, 1999).

Examination of the work practice measures indicates that
they assess employees’ perceptions of general and specific
work-environment characteristics. Consistent with our defin-
itions of culture and climate, we believe that these measures
are actually tapping climate, not culture, and recommend that
they not be used as indicators of organizational culture.

Summary

Controversy still exists about the appropriateness of various
methods for assessing culture. Some researchers reject the va-
lidity of quantitative studies because these studies are based on
the assumption that culture represents something that an organi-
zation has, rather than something an organization is (Smircich,
1983). In contrast, others reject the subjective and idiosyncratic
interpretations associated with qualitative case studies. We con-
cur with Schultz and Hatch (1996) that it is impossible and illu-
sionary to resolve this paradigmatic argument and thus echo
Ashkanasy, Broadfoot, et al. (2000) and Rousseau (1990) in
suggesting that researchers should use multiple methods to as-
sess multiple levels of organizational culture.
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Antecedents of Organizational Culture

To date, there has not been a comprehensive examination of
the antecedents of organizational culture. What has been writ-
ten in this regard is predominantly theoretical. For example,
Aycan et al. (1999) propose that the enterprise environment,
which includes market characteristics, nature of the industry,
ownership or control, resource availability, and sociocultural
dimensions, is a direct antecedent of organizational culture.
Tesluk, Farr, and Klein (1997) similarly hypothesize that
industry and business environments are the key antecedents of
organizational culture. Other models of organizational effec-
tiveness or productivity, however, treat organizational culture
as an exogenous variable (e.g., Kopelman et al., 1990) and
do not attempt to identify antecedents of culture. In partial
support of these propositions, the extent of strategic planning
(Oswald, Stanwick, & LaTour, 1997) and manufacturing strat-
egy strength (Bates, Amundson, Schroeder, & Morris, 1995)
were significantly associated with organizational culture.

A somewhat different hypothesis was proposed by
G. George, Sleeth, and Siders (1999) and by Schein (1983).
They predicted that senior leaders’ vision and behaviors were
the key antecedents of an organization’s artifacts and values
and that an organization’s culture is originally formed by the
founder’s values. Future research is clearly needed to exam-
ine the antecedents of organizational culture and to investi-
gate the techniques leaders use to embed culture.

Outcomes of Culture

Culture has been viewed as a key driver of organizational ef-
fectiveness and performance (e.g., Deal & Kennedy, 1982;
Peters & Waterman, 1982) and a source of sustained compet-
itive advantage (Barney, 1986). We identified three summary
reviews of literature pertaining to the relationship between
culture and performance (Lim, 1995; Siehl & Martin, 1990;
Wilderom, Glunk, & Maslowski, 2000), and all three resulted
in similar conclusions.

Siehl and Martin (1990, p. 242) concluded “that it is un-
wise and misleading to justify studying culture in terms of
its links to financial performance, since such a link has not
been—and may well never be—empirically demonstrated.”
They noted that there were measurement problems plaguing
past research as well as a lack of theory to explain why such
a relationship should be expected in the first place. Lim
(1995) summarized both idiographic and nomothetic studies
and concluded that “the present examination does not seem to
indicate a relationship between culture and the short-term
performance of organizations, much less to show a causal re-
lationship between culture and performance” (p. 20). Based

on a review of 10 quantitative studies, Wilderom et al. (2000)
concluded that most studies were cross-sectional, used unval-
idated and ad hoc measures of culture, relied on measures of
performance that were convenient and accessible rather than
theoretically based, and could not clearly establish the direc-
tion of the relationship between culture and climate.

Our search of the literature was consistent with these
reviews. There is a lack of theoretical development around the
relationship between culture and performance, there are prob-
lems with the measurement of both culture and financial per-
formance, empirical evidence does not support the idea that
organizational culture predicts organizational performance,
and longitudinal research is lacking. We also note that re-
searchers have not examined a more inclusive list of outcomes
other than financially based measures (Sheridan, 1992, is an
exception, showing that a culture emphasizing interpersonal
relationship values had lower turnover rates than a culture fo-
cusing on accomplishment of work values). Furthermore, in-
consistent relationships between organizational culture and
performance may be due to the failure to examine potential
moderators (e.g., industry) and mediators (e.g., organizational
climate), as suggested in Figure 22.1.

CLIMATE

This section provides a brief review of the climate construct.
We begin by discussing the historical roots and theoretical un-
derpinnings of the construct, elucidating issues pertaining to
the objective versus perceptual aspect of climate, and aggre-
gation. We then examine the content of climate and summarize
research findings on antecedent and outcome relationships.

Historical Roots and Theoretical Foundations

Climate is widely defined as the perception of formal and in-
formal organizational policies, practices, and procedures
(Reichers & Schneider, 1990). However, the definition of cli-
mate and the focus of climate research have evolved over the
years since Lewin’s early studies of experimentally created
social climates (1951; Lewin et al., 1939). Lewin and his
colleagues were interested in examining the climate or at-
mosphere created by different leadership styles and the con-
sequences these different climates had on the behaviors and
attitudes of group members—in this case, young boys.

From a theoretical perspective, the relationship between
people and their social environment was framed in the formu-
lation: Behavior is a function of person and the environment
(Lewin, 1951). Hence, the environment is created by or stud-
ied as a construct that is separate from the people who operate
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within it (Dennison, 1996; Roberts, Hulin, & Rousseau,
1978). Climate is an abstraction of the environment—a gestalt
that is based on the patterns of experiences and behaviors that
people perceive in the situation (Schnieder, Bowen, Ehrhart,
& Holcombe, 2000). The agents (e.g., leaders, management)
or factors that create the climate (e.g., structure, strategy, prac-
tices) are either assumed or not directly studied (Dennison,
1996). Rather, the focus is on a climate that is perceived by
employees yet can be measured and studied separately from
individuals, and on the impact this climate has on the people
within it. This perspective has continued to dominate much of
climate research.

Following the work of Lewin, research in the late 1950s
through the early 1970s emphasized the human context of
organizations, with particular emphasis on organizational
effectiveness outcomes as well as the impact on attitudinal
outcomes (Schneider et al., 2000). For example, a number of
theorists (e.g., Argyris, 1964; Likert, 1967; McGregor, 1960)
suggested that the social context, climate, or atmosphere
created in the workplace have important consequences.
Researchers proposed that organizational productivity was
achieved through employee satisfaction and attention to
workers’physical and emotional needs; the conditions created
in the workplace influenced the extent to which an employee
was satisfied, gave his or her services wholeheartedly to the or-
ganization, and performed up to potential in patterns of activ-
ity that were directed toward achieving the organization’s
objectives. Similarly, a number of researchers documented
consistency between climates and the needs or personalities of
individuals within them (e.g., J. R. George & Bishop, 1971;
Pervin, 1967) and showed the impact that climates have on the
performance and attitudes of individuals that work within
them (e.g., Litwin & Stringer, 1968; Pritchard & Karasick,
1973; Schneider & Bartlett, 1968, 1970). Litwin and Stringer
further articulated a framework in which climate was a media-
tor between the effects of organizational system factors and
individual motivation and subsequent behavior, while others
tested the notion the climate was a moderator of relationships
between individual differences and individual performance
(e.g., Schneider & Bartlett, 1968).

Controversies and Resolutions

Despite climate’s strong historical foundation, the concept
was still somewhat ill defined and as work continued through-
out the 1970s and 1980s, the construct became plagued
by controversies, ambiguities, and methodological difficul-
ties (Kozlowski & Doherty, 1989). These issues centered
around the objective versus perceptual nature of climate, the

appropriate level of analysis for addressing climate, and the
aggregation of climate perceptions.

Objective versus Perceptual Climate and Levels
of Analysis

In contrast to the approach based on Litwin’s work (that cli-
mate was driven largely by leadership and practices), Payne
and Pugh (1976) suggested that climate was produced by the
objective context and structure of the organization—for ex-
ample, the organization’s size, hierarchy, span of control, re-
sources, and rate of turnover. These authors concluded, based
on a review of research, that relationships between structure
and climate were modest at best. Yet, controversy continued
over whether climate was an objective organizational property
or a subjective and perceptual one (Taguiri & Litwin, 1968).A
related controversy centered on whether climate was an indi-
vidual or organizational attribute (e.g., Guion, 1973).

To resolve this issue, a distinction between psychological cli-
mate, in which climate is conceptualized and measured at the in-
dividual level, and organizational climate, in which climate is
conceptualized and studied as an organizational variable, was
proposed (Hellriegel & Slocum, 1974; L. R. James & Jones,
1974). This proposition extended the original Lewinian basis
for climate to include interactionist and cognitive theoretical
perspectives. That is, climate was conceptualized as sets of per-
ceptually based descriptions of organizational features, events,
and processes. At the individual level, these perceptions repre-
sent cognitive interpretations of the context and arise from indi-
viduals’interactions with context and with each other (e.g., L. R.
James, Hater, Gent, & Bruni, 1978; L. R. James & Jones, 1974;
A. P. Jones & James, 1979). Thus, while early researchers
tended to define climate as enduring organizational or situa-
tional characteristics that were perceived by organizational
members (e.g., Schneider & Bartlett, 1968), more attention was
now given to individuals’ perceptions than to organizational
characteristics, and psychological meaningfulness became an
explicit part of the definition (Rentsch, 1990).

A related concern was raised about individual-level cli-
mate perceptions, questioning whether climate is a measure
of affective responses similar to job satisfaction (e.g., Guion,
1973; Payne & Pugh, 1976). This issue was resolved through
a series of papers showing that climate and satisfaction are
conceptually distinct and the constructs are not necessarily
correlated (e.g., LaFollette & Sims, 1975; Payne, Fineman, &
Wall, 1976; Schneider & Snyder, 1975).

Nevertheless, debate continued into the 1980s over whether
organizational climate should be measured through objective
features of organizations (Glick, 1985, 1988) or through
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assessments of how individuals perceive the organization
(L. R. James et al., 1988). L. R. James and his colleagues (e.g.,
L. R. James et al., 1988; L. A. James & James, 1989) argued
that because organizational climate arises out of the cognitive
appraisals, social constructions, and sense-making of individu-
als, measures of organizational climate should rely on the indi-
vidual as the basic unit of theory and thus it is appropriate and
productive to describe organizations in psychological terms.
That is, since organizational climate is fundamentally an indi-
vidual-level construct, the unit of measurement must begin
at the individual level. When consensus among individuals in
their perceptions of climate can be demonstrated, the percep-
tions can be meaningfully aggregated to represent subunit or
organizational climate (L. R. James, 1982). The distinction be-
tween psychological climate as an individual perception and
organizational climate as a shared perception, and the appro-
priateness of using aggregated individual perceptions to repre-
sent a higher level (e.g., organizational) climate, are widely
accepted today (Schneider et al., 2000).

The formation of climate has been traditionally regarded as
primarily an individual-level process based on sense-making
and cognitive representations of meaning inherent in organi-
zational features and processes (Schneider, 1983). This
process, however, also was viewed as interactive and recipro-
cal (Ashforth, 1985; Kozlowski & Doherty, 1989; Schneider,
1983). Because similar types of individuals are attracted to the
same sort of organizational settings, are selected by similar
types of organizational settings, are socialized in similar
ways, are exposed to similar features within the setting, and
share their interpretations of the setting with others, consensus
among climate perceptions of individuals in the same setting
develops.

Aggregation

Although the definition of organizational climate as a sum-
mary perception became widely accepted, concerns were
raised about the reliability of aggregated data and how to
demonstrate consensus, or shared perceptions. For many
years, attitudinal-like scales have been used to capture an or-
ganization’s climate and individual data aggregated to repre-
sent the climate (Ashkanasy, Wilderom, & Peterson, 2000). A
great deal of attention has been devoted to the aggregation
problem in climate, and the fundamental controversies have
been largely resolved (cf. Bliese, 2000; Klein et al., 2000).

The Content of Climate

Climate research has been content dominated through at-
tempts to determine the dimensions of the climates. Early

work often focused on global or molar concepts of climate,
with the assumption that individuals develop global or sum-
mary perceptions of their organization (e.g., L. R. James &
Jones, 1974; Schneider & Bartlett, 1968). Furthermore, early
attention was devoted to the study of multiple climates within
an organization. Research and rhetoric surrounded attempts
to delineate different dimensions or define a set of dimen-
sions thought to best represent the most important aspects of
organizational climate (e.g., Campbell, Dunnette, Lawler, &
Weick, 1970; Likert, 1967; Litwin & Stringer, 1968).

By the end of the 1970s, the number of dimensions iden-
tified as relevant for climate had grown quite large and in-
cluded facets such as structure, reward, risk, warmth, support,
standards, conflict, identity, democraticness, autocraticness,
supportiveness, innovativeness, peer relations, cooperation,
cohesion, pressure, and many more. New dimensions were
being added to the conceptualization of climate each time a re-
searcher thought climate might be useful for understanding
some interesting phenomenon (Schneider, 2000). At the same
time, many researchers were more concerned with organiza-
tional effectiveness than with climate per se, with climate
being used as a way to understand why some organizations
were more effective than others (Reichers & Schneider, 1990),
even though critical reviews at the time concluded that there
were only weak relationships between organizational climate
and organizational effectiveness (e.g., Campbell et al., 1970;
Payne & Pugh, 1976).

Schneider (1975) concluded that the molar concept of cli-
mate was too amorphous, inclusive, and multifaceted to be
useful; that is, attempting to describe organizational situa-
tions simultaneously along 10 or so generic facets has no
focus, and thus relationships to some specific outcome will
be modest at best (Schneider et al., 2000). He proposed that
climate be conceptualized and studied as a specific construct
that has a particular referent or strategic focus, indicative of
the organization’s goals (Reichers & Schneider, 1990;
Schneider). That is, climate research should shift from a
molar, abstract perspective that includes everything that hap-
pens in an organization to linking climate to a specific, even
strategic, criterion or outcome—a climate for something,
such as a climate for service (Schneider, 1975, 1990). The
underlying premise is similar to that in attitude research
(Ajzen & Fishbein, 1975) in that the predictor and criterion
variables not only should be conceptually linked, but also
should be operationalized at the same level of specificity
(Schneider & Reichers, 1983). The notion of a strategic crite-
rion or a climate-for approach appears to be gaining wide
acceptance, addressing issues such as climates for safety
(Zohar, 2000), service (Schneider, 1990), sexual harassment
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(Fitzgerald, Drasgow, Hulin, Gelfand, & Magley, 1997),
innovation (Klein & Sorra, 1996), justice (Naumann &
Bennett, 2000), citizenship behavior (Schneider, Gunnarson,
& Niles-Jolly, 1994), and ethics (Victor & Cullen, 1988), to
name a few.

Antecedents of Climate

A comprehensive treatment of the factors that create climate
is largely lacking in the literature. Much more attention has
been directed toward studying the outcomes of climate,
rather than how climate develops or the features that create
climate (Dennison, 1996). The organizational context and
organizational practices are two potentially important an-
tecedent variables can be gleaned from the literature.

Based on an extensive review of research, Payne and Pugh
(1976) proposed a model indicating how organizational cli-
mate was produced from organizational context (e.g., pur-
pose, size, resources, technology) and structure (hierarchy,
authority system, structuring of role activities). However, re-
search evidence has only modestly supported this model
(e.g., A. P. Jones & James, 1979; Payne & Pugh, 1976). Nev-
ertheless, given more recent developments in the conceptual-
ization of climate around a specific strategic focus, it is likely
that structural aspects may yet be important antecedents of
climate. For example, technical, structural, and reward sys-
tems have been related to a climate for technical updating
(Kozlowski & Hults, 1987). Vertical differentiation has been
proposed as an important factor influencing organizational
silence (Morrison & Milliken, 2000), and contextual vari-
ables such as size, differentiation, and centralization may be
related to the number of subclimates that might be found in
organizations.

Little research has examined the relationship between ac-
tual practices, policies, and procedures and measures of cli-
mate. This is surprising because (a) definitions of climate
clearly indicate that climate is based on these practices, poli-
cies, procedures, and routines; (b) organizational practices are
believed to at least partially influence organizational
productivity and effectiveness (Kopelman et al., 1990); and
(c) climate, as a cumulative construct, suggests that an
organization’s practices and policies for a particular type of
climate may be more predictive of organizational outcomes
than focusing on the determinants of climates themselves
(Klein & Sorra, 1996). It is widely believed that practices,
policies, and procedures—particularly human resource man-
agement practices—create the foundation for particular types
of climate to develop (e.g., Klein & Sorra, 1996; Schneider,
1990), yet little research has tested this notion and climate is
rarely studied as an outcome variable (Kopelman et al., 1990).

Furthermore, the beliefs, values, and role of top management
have been proposed as important direct or indirect factors in-
fluencing organizational climate (e.g., Ostroff & Bowen,
2000).Additional issues pertaining to the formation of climate
are addressed later in the climate emergence section.

Outcomes of Climate

A wide variety of global climate dimensions (e.g., participa-
tion, cooperation) and climates-for (e.g., for service) have
been related to various attitudinal and performance-based
outcomes. By far, the most studied group of climate out-
comes includes those experienced by individuals in the work-
place, although some work has examined relationships
between group or organizational climate and group or organi-
zational outcomes.

Individual-Level Outcomes

Two types of studies have typically been conducted to examine
the impact of climate on individual outcomes: (a) individual-
level studies examining relations between psychological
climate perceptions and individual outcomes and (b) cross-
level studies whereby aggregated unit or organizational cli-
mate scores are assigned to individuals and relationships to
individual outcomes are examined. Empirical research has
demonstrated relationships between overall climate (or global
dimensions of psychological climate) and satisfaction (e.g.,
Johnson & McIntye, 1998), performance (e.g., Pritchard &
Karasick, 1973), stress (e.g., Day & Bedeian, 1995; Feldt,
Kinnunen, & Mauno, 2000; Hemingway & Smith, 1999),
involvement (Shadur, Kienzle, & Rodwell, 1999), role-
ambiguity stressors (Hemingway & Smith, 1999), and leader-
member exchange relationships (e.g., Cogliser & Schriesheim,
2000). Individual perceptions of climates-for have also been
related to affective and behavioral outcomes. For example, cli-
mate for technical updating has been related to commitment,
satisfaction, and performance (Kozlowski & Hults, 1987),
climate for justice to commitment and to helping behaviors
(Naumann & Bennett, 2000), and climate for tolerance of sex-
ual harassment to reports of harassment incidents (Hulin,
Fitzgerald, & Drasgow, 1996). Cross-level studies have shown
that unit or organizational climate is related to performance
(Litwin & Stringer, 1968), helping behavior (Naumann &
Bennett, 2000), accidents (e.g., Zohar, 2000), satisfaction,
commitment, turnover intentions, absenteeism, and involve-
ment (e.g., Jackofsky & Slocum, 1988; Joyce & Slocum, 1984;
Ostroff, 1993b). Furthermore, the extent of agreement on over-
all climate has been related both to individual outcomes and
to similarity in outcomes among organizational members
(Lindell & Brandt, 2000).
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Subunit- and Organizational-Level Outcomes

Climate for service has been the most consistently examined
climate-for at the unit and organizational levels, with studies
showing relationships to customer satisfaction ratings (e.g.,
Johnson, 1996); customer perceptions of service quality
(e.g., Schneider & Bowen, 1985; Schneider, Parkington, &
Buxton, 1980; Schneider, White, & Paul, 1998); and em-
ployee perceptions of service performance, which in turn are
related to financial performance (e.g., Borucki & Burke,
1999). In addition, group-level climate for safety, as indexed
through perceptions of supervisory actions of safety prac-
tices, has been related to objectively measured injuries
(Zohar, 2000). Global climate dimensions have been related
to organizational effectiveness (e.g., Lindell & Brandt, 2000;
Ostroff & Schmitt, 1993), total quality management out-
comes (Lin, Madu, & Kuei, 1999), and unit-level effective-
ness and satisfaction (e.g., Pritchard & Karasick, 1973).

Summary

Despite the now–widely accepted definition of climate as a
summary perception or summated meaning that people attach
to particular features of the work setting, and the shift in cli-
mate from a largely generic, molar concept to one centered
around a specific target or outcome, much work is needed in
this area. While early research focused on links between cli-
mate and key organizational variables, for many years, inves-
tigations of climate have been largely based on solving
methodological and definitional issues. Only recently have
substantive climate investigations been gaining momentum.
We believe the emerging research on “strategic climates” is a
step in the right direction, but only a few climates-for have
been empirically studied, and relatively little work has been
conducted at the organizational level with only a narrow
range of organizational outcomes studied.

More work is needed in specifying and testing theories
that relate strategic climates to specific, commensurate out-
comes. Similarly, it is generally acknowledged that multiple
types of climate exist within an organization (e.g., Schneider
& Snyder, 1975) and that organizations operate in multiple
performance domains (e.g., Cameron, 1978). Yet, the work on
climates-for has almost exclusively examined one climate for
something at a time. It may be fruitful to simultaneously ex-
amine multiple climates-for such as a climate for employee
justice, a climate for efficiency, and a climate for customer
service. Different configurations of climates are likely to be
related to effectiveness outcomes in different performance
domains, and different configurations of climates may be
related to more global indicators of effectiveness, such as
market-based performance. Furthermore, work is also needed

to determine the relative importance of global versus strategic
climate dimensions for different sets of outcomes. For exam-
ple, it may be that global dimensions are more relevant for
individual-level attitudes and outcomes whereas strategic
dimensions are important for both individual behaviors and
indices of organizational effectiveness.

RELATIONSHIP BETWEEN CULTURE
AND CLIMATE

There are several key issues to consider when discussing the
relationship between culture and climate and elucidating the
relationships presented in Figure 22.1. We begin by exploring
the theoretical and empirical overlap among the constructs
and propose that organizational practices are the linking
mechanism that mediates the relationship between culture
and climate. We then explore the role of levels of analysis in
the culture and climate literatures and the techniques for
using aggregated data to represent these constructs at higher
levels of analysis.

Overlap and Confusion Between Culture and Climate

Although researchers traditionally made theoretical distinc-
tions between culture and climate, a number of recent articles
have been devoted to what, if any, is the difference between
these two concepts (cf. Dennison, 1996; Payne, 2000;
Reichers & Schnieder, 1990; Trice & Beyer, 1993). Schein
(2000) notes that in much of the popular management press,
the term culture is often used when an examination of what is
being said indicates that climate is the more appropriate term.
We believe the root cause for the blurring of culture and cli-
mate stems not so much from theoretical treatments as from
empirical attempts to assess the constructs.

Traditionally, culture was studied with qualitative method-
ologies using case studies, whereas climate research has been
largely quantitative and survey based, asking employees about
their perceptions of the organizational context. However,
although early work in culture and climate retained a clear dis-
tinction between the two constructs both theoretically and
methodologically, in more recent years, many empirical cul-
ture studies have become virtually indistinguishable from
traditional climate research (Dennison, 1996; Hofstede,
1998).

Two types of studies have contributed to the overlap be-
tween climate and culture. First, during the 1990s, a number of
quantitative culture studies began appearing, using a survey-
based methodology much like that used in climate studies
(e.g., Chatman, 1991; Cooke & Szumal, 1993) and often
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focusing on the same dimensions originally investigated in
climate research (e.g., support, achievement, innovation).
Many of the items in such so-called culture surveys are often
very similar to items in climate surveys (Hofstede, 1998;
Payne, 2000). In the culture literature, these dimensions (e.g.,
support, innovation, achievement) are often referred to as val-
ues, while in the climate literature they are often referred to as
climate dimensions or the organizational context. We argue
that, in these studies, the why of culture and the what of climate
are not clearly distinguished.

The second research stream that has contributed to the blur-
ring of these constructs involves culture studies that focus on
quantitative assessments of perceptions of organizational
practices (e.g., Christensen & Gordon, 1999; Hofstede, 1998;
Hofstede et al., 1990). Here, it appears that researchers are
using practices and procedures as a proxy of sorts for cultural
assumptions, in that, based on practices, one can infer the cul-
ture. However, the items and dimensions assessed in these
studies are often very similar to traditional climate research
and more closely resemble climate as the perceptions of prac-
tices, policies, and procedures.

These types of studies tend to focus on what Schein (1992)
terms artifacts and represent an overlap between research in
climate and in culture. Although Schein (2000) explicitly
defines climate as a cultural artifact resulting from espoused
values and shared tacit assumptions, we argue, similar to oth-
ers (e.g., Moran & Volkwein, 1992), that artifacts are the over-
lapping area between climate, as perceptions of practices, and
culture, as deep-rooted assumptions and values. The focus on
broad dimensions (e.g., risk-taking, supportiveness) or orga-
nizational practices represents the more artifact or surface as-
pects of culture but does not always clearly reflect underlying
meaning or summary perceptions based on policies, practices,
and procedures.

Organizational Practices: The Linking Mechanism
Between Culture and Climate

Practices, policies, procedures, and routines play a role in
both culture and climate. They are viewed as artifacts in
culture (Schein, 1992), whereas in the climate literature (e.g.,
L. R. James, 1982; Schneider & Reichers, 1983) they are
viewed as the basis for the formation of climate perceptions.
We propose that the set of actual practices, policies, and pro-
cedures is the linking mechanism between culture and cli-
mate (see Figure 22.1), not a measure of either culture or
climate.

Several researchers and theorists (e.g., Burke & Litwin,
1992; Kopelman et al., 1990) assert that the organizational
practices, management practices, policies, and procedures

(hereafter referred to generically as practices) adopted in an
organization reflect cultural influences. Similarly, other work
has examined the degree of (in)congruence between culture
and actual organizational practices and has taken this to be a
measure of culture strength or consistency or alignment (e.g.,
Dennison, 1990; Smart & St. John, 1996). That is, alignment
between culture and practices is a separate variable or con-
struct. This implies that (a) culture is not practices and
(b) culture should lead to a set of practices, policies, proce-
dures, and routines that are consistent with the underlying
cultural values (e.g., Kopelman et al., 1990). To the degree
that alignment is achieved, organizational functioning and
effectiveness should be enhanced.

However, alignment between culture and practices is not
sufficient for organizational effectiveness. Organizational
members must perceive the practices in a manner consistent
with the underlying values and intended strategic goals. It is
well accepted that practices are key ingredients in the deter-
mination of an organization’s climate (e.g., Burke & Litwin,
1992; L. R. James & Jones, 1974; Reichers & Schnieder,
1990). Yet it is not the objective practices themselves that are
climate, but rather, organizational members’ interpretations
and perceptions of these properties in psychologically mean-
ingfully terms (Rentsch, 1990) that define climate.

Therefore, culture can lead to a set of relevant practices that
are then perceived by organizational members. Based on cul-
tural assumptions, certain sets of practices and procedures
should be adopted, in concordance with strategic goals. For
example, a set of reward practices about how to treat cus-
tomers, selection standards, and so forth may be adopted to be
consistent with a culture that values the customer. To the ex-
tent that organizational members perceive these practices to be
consistent with a service focus and agree among themselves
on their perceptions, a service-based organizational climate is
said to exist in the firm (Schneider, 1990). This suggests the
importance of practices as a mediating mechanism for linking
culture and climate (Kopelman et al., 1990). Furthermore, it
suggests that inconsistencies between culture and climate are
likely to have occurred through some misalignment or poor
implementation of the set of practices. If the adopted practices
do not reflect the culture, or if practices are poorly imple-
mented, climate perceptions may develop that are counter to
the underlying cultural values and assumptions. In addition,
these climate perceptions provide employees with direction
and orientation about where they should focus their skills,
attitudes, and behaviors in pursuit of organizational goals
(Schneider et al., 1994). As implied in Figure 22.1, alignment
between culture, practices, and climate is necessary for em-
ployees to respond and behave in ways that will lead to orga-
nizational effectiveness (e.g., Ostroff & Bowen, 2000).
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It also is important to point out that organizations operate in
multiple domains (Cameron, 1978) and that different configu-
rations of organizational attributes will be relevant to different
performance and effectiveness criteria (Ostroff & Schmitt,
1993). Hence we propose in Figure 22.1 that contextual fea-
tures and strategic goals should enhance the formation of dif-
ferent cultures, which in turn are expected to result in the
adoption of different sets of practices and perceptions of orga-
nizational climate.

Moving Across Levels of Analysis

In the culture literature, the term levels has been used to dis-
cuss the different layers of culture (artifacts, values, assump-
tions, ideologies) identified by Schein (1985, 1992) and others
(Trice & Beyer, 1993). In the climate literature, the term lev-
els has been used in a manner consistent with the literature
on levels of analysis (i.e., on distinguishing among hierarchi-
cal levels in the organization; e.g., Klein, Dansereau, & Hall,
1994; Ostroff, 1993a). Here, we use the term levels to refer to
the organizational levels-of-analysis literature, and we distin-
guish among the individual, subunit (e.g., group, division,
plant, function), and organizational levels. We use the term or-
ganizational or unit-level generically to refer to higher level
constructs.

Levels-of-analysis issues are implicit in the culture litera-
ture. Culture has been treated almost exclusively as a con-
struct that resides at the organizational level. Yet, the
conceptualization of culture rests upon shared meaning. Indi-
viduals are believed to construct shared meanings based on
their social construction of organizational realities. Thus, by
definition, a multilevel process takes place in culture, moving
from individual constructions of the situation and sense-
making to the creation of shared meanings across people (see
Figure 22.1).

In the climate area, levels issues are explicit.Alevels-based
distinction has been made between psychological and organi-
zational climates (L. R. James & Jones, 1974) with the rela-
tionship between them viewed as compositional. That is, there
is isomorphism in the manifestations of the construct at differ-
ent levels of analysis whereby the constructs share the same
content, meaning, and construct validity across levels of
analysis (Chan, 1998; L. R. James, 1982; Kozlowski & Klein,
2000). Because researchers have acknowledged that climate is
based on the psychological meaning of the situation to indi-
viduals (e.g., Rentsch, 1990), the unit of measurement begins
with the individual. Only when these perceptions are shared
across people does organizational climate become a meaning-
ful construct (e.g., L. R. James, 1982; Payne, 1990). These
levels-based constructs of composition are implicitly assumed

in culture. Theory is based on shared meanings of culture but
little research has examined whether shared meaning exists,
and whether isomorphism and composition models are neces-
sary or appropriate in culture.

Furthermore, there is the assumption that different cul-
tures and climates can exist at different organizational levels
of analysis. Culture researchers, for example, have docu-
mented the existence of subcultures (e.g., Hofstede, 1998;
Martin & Siehl, 1983), and climate researchers propose that
functions, departments, or groups within an organization may
develop different climates (e.g., Schneider & Bowen, 1985).
We acknowledge that the content of the culture and climate
can vary across groups within the organization and return to
the implications of this after exploring the notion that climate
and culture are emergent properties of organizations.

Shared Meaning and Perceptions

Shared meanings and perceptions are the foundation of
organizational-level or unit-level culture and climate. We
now discuss a variety of issues associated with the methods
used to establish the extent of shared meaning or convergence
of perceptions.

Demonstrating Agreement

In the culture area, meaning has most often been assessed
through qualitative studies. Culture researchers elicit interpre-
tations of what the organizational context means to employees
(e.g., Langan-Fox & Tan, 1997) and from these assessments
summarize meaning into some aggregated qualitative descrip-
tion of the culture. Thus, although studies of culture have as-
sessed interpretations of events, the qualitative method does
not well allow for objective comparisons across units or for
direct assessment of the extent of agreement.

In contrast to the culture literature, climate researchers
have devoted considerable attention to measuring and docu-
menting the degree to which organizational members share
perceptions of the organizational climate (Schneider, 2000).
The most common procedure is to use a mean or aggregated
score across individuals within the same unit to represent a
higher level climate. However, procedures and criteria for de-
termining whether the mean scores can be interpreted as an in-
dicator of the higher level climate have been a source of debate
(Patterson, Payne, & West, 1996). One criterion rests on the
demonstration of between-group differences between units
on their mean scores (cf. Glick, 1988; L. R. James, 1982). A
second criterion rests on the demonstration of within-unit
agreement or consensus to show that climate, conceptualized
and operationalized at the individual level, is functionally
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isomorphic to another form of the construct (e.g., organiza-
tional climate) at the higher level (cf. Danserau, Alluto, &
Yammarino, 1984; L. R. James, 1982; L. R. James, Demaree,
& Wolfe, 1984). While debate continues about the most ap-
propriate indices, researchers have generally agreed that some
form of within-unit agreement or consensus in responses and
sufficient between-unit variability be demonstrated in order to
justify using the mean score to represent a higher level climate
(Klein et al., 2000).

A related issue pertains to the referent or focal point for
assessing climate. Many assessments of climate have had
the focal point of measurement as the individual (e.g., I per-
ceive . . .). However, some researchers (e.g., Chan, 1998;
Klein, Cohn, Smith, & Sorra, 2001) have argued that rather
than measure an individual’s own climate perceptions, we
should assess how an individual believes most people in
the organization perceive the climate and whether there is
within-unit consensus in such beliefs. Thus, conceptualization
of the climate construct is still at the level of individual per-
ception, but the referent of the content is changed to the unit
level (from self to others). Finally, consensus or agreement can
be imposed by having individuals discuss and come to agree-
ment on the climate as a group. The resulting score is then used
as the indicator of the climate, making statistical indices of
agreement unnecessary. More research is needed to determine
the implications of this shift in focal point and the use of
group-based agreement techniques for the construct meaning
of climate across levels of analysis.

(Dis)agreement

The absence of shared perceptions has been addressed in both
the culture and climate literatures. For example, the deviance
model (Martin, 1992) or the dissensus model (Trice & Beyer,
1993) of culture highlights disagreement or lack of consensus.
However, there is debate as to whether deviance or dissensus
in an organization indicates that a culture exists, a fragmented
culture exists, or no culture exists. In the climate literature,
large variability in perceptions among members indicates that
aggregated perceptions do not adequately represent a
construct of climate at the higher level (e.g., L. R. James,
1982; Klein et al., 2001).

Empirical studies of climate have often found that although
agreement on climate may be adequate from a methodological
standpoint for the study as a whole, there is still considerable
variability in perceptions, and some groups or organizations
in the sample have less than adequate agreement on climate
perceptions. Thus, additional models for addressing the link
between individual perceptions and aggregate constructs have
been suggested. For example, in a dispersion model (e.g.,

Chan, 1998; Kozlowski & Klein, 2000), the degree of vari-
ability of responses (e.g., an rwg score) can be an important
variable in its own right (not only a justification for an aggre-
gate score), independent of the level of the content of climate
(e.g., mean climate on some climate dimension). To the extent
that greater homogeneity in perceptions of climate is present,
collective perceptions and responses should be more uniform
and organizational-level relationships can emerge and be
meaningfully examined (Ostroff & Bowen, 2000).

Collectivities

Recently, cluster analysis has been used to form subcultures
(e.g., Hofstede, 1998) and collective climates, which repre-
sent clusters of employees who perceive the organization
similarly (e.g., Jackofsky & Slocum, 1984; Patterson et al.,
1996; González-Romá, Peiró, Lloret, & Zornoza, 1999). Be-
cause subcultures and collective climates are formed by
grouping people based on the similarity of their perceptions,
the agreement problem is essentially solved (Payne, 1990).
Nevertheless, collective climates may not be representative of
a meaningful organizational construct, but rather may be
statistical artifacts, particularly if they do not correspond
to any defined, formally or informally structured collectiv-
ity such as workgroups, divisions, or hierarchical levels
(Patterson et al., 1996; Payne, 1990). The foundation of this
argument is relevant to the unresolved and underresearched
question about how individuals come to share similar percep-
tions of the work environment (Schneider & Reichers, 1983;
Young & Parker, 1999).

EMERGENCE OF SHARED MEANING
AND PERCEPTIONS

Culture and climate are viewed, at least partly, as emergent
properties of organizations. As defined by Kozlowski and
Klein (2000, p. 55), “a phenomenon is emergent when it
originates in the cognition, affect, behaviors or other charac-
teristics of individuals, is amplified by their interaction, and
manifests as a higher level, collective phenomenon” Two dis-
tinct dimensions of emergent processes are delineated: ele-
mental content and interaction. Elemental content is the raw
material of emergence and refers to the cognitions, affect, per-
ceptions, or mental representations. Interaction denotes the
process of emergence (e.g., how elemental content becomes
shared) through communication and information exchange,
sharing of ideas, exchanging work products, and other forms
of interactions among employees. In combination, the ele-
mental content and form of the interaction process comprise
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the emergent phenomenon. While much has been written
about the process of social information processing, in which
individuals use schema and scripts contained in cognitive cat-
egories to interpret stimuli (cf. Corner, Kinicki, & Keats,
1994; Fiske & Taylor, 1984; Weick, 1995), group members
can share the same schema for important work-related events,
enabling them to act more effectively and efficiently with one
another and within the context of the situation (Schneider,
1975). These shared interpretations form the basis for a
shared sense of culture and for the emergence of a unit-level
climate. Thus, it is important to understand how similar cog-
nitive maps (Weick, 1995) can be created across people,
thereby allowing an analysis of the situation as a whole as op-
posed to analysis of individual differences in the perception
of situations (Magnusson & Endler, 1977).

Emergence of Organizational Culture

Hatch (1993), Peterson and Smith (2000), and Trice and
Beyer (1993) discuss the sense-making process underlying
organizational culture. According to Trice and Beyer, “Sense
making is a cognitive process in that it involves knowing and
perceiving, it is a behavioral process in that it involves doing
things, and it is a social process in that it involves people
doing things together” (p. 81). They note that sense-making
occurs at both nonconscious and conscious levels and is both
retrospective and prospective in nature. Sense-making about
culture, however, occurs between and among people because
culture involves shared interpretations about an organization.
Social processes and interactions are thus at the core of emer-
gent processes regarding culture (Kilduff & Corley, 2000;
Peterson & Smith; Trice & Beyer).

Strain-Theory Perspective

Trice and Beyer (1993) use strain theory to explain how cul-
ture emerges. Given that people are averse to strain and its
associated negative consequences, Trice and Beyer propose
that ideologies, which represent the core content of an organi-
zation’s culture, are used to make social situations compre-
hensible, more structured, and less stressful. They propose
that an organization’s culture ultimately is shaped by the
conflict and strain that exits among competing ideologies.
Although Trice and Beyer note that shared experiences, so-
cialization, communication, social interactions, and the re-
lated processes of influence, power, and leadership affect the
sense-making process, they do not specifically detail how con-
flict among ideologies manifests in the emergence of organi-
zational culture.

Symbolic-Process Perspective

Hatch’s (1993) model includes a role for symbolic processes
and specifies linkages with Schein’s (1985, 1992) three layers
of culture. The dynamic, emergent nature of Hatch’s model
is captured by a conceptualization of the links among artifacts,
values, assumptions, and symbols as being influenced by four
processes: manifestation, realization, symbolization, and in-
terpretation. These four processes create both forward (proac-
tive/prospective) and backward (retrospective/retroactive)
temporal modes of operation.

The embedding process begins through the manifestation
and realization of specific assumptions, values, or behavioral
norms. Cultural artifacts are the product of manifestation and
realization processes.According to Hatch (2000, p. 250), “arti-
facts realize underlying values and assumptions in the sense
that they are made real (tangible, explicit, material) via actions
that are culturally shaped and directed.” Once an artifact is re-
alized, the symbolization and interpretation processes take
over and lead to the emergence of organizational culture.An ar-
tifact becomes a cultural symbol when people use the symbol to
make sense of an event or artifact. For example, a company pin
becomes an artifact whenever someone wears it. Symbolization
represents the process of linking artifacts with meanings
through the recognition of personal or social significance.
Symbolization is largely influenced by the social context asso-
ciated with the artifact. Finally, interpretation specifies the
meaning attached to a symbol. Returning to the example of
wearing a corporate pin, this artifact could be symbolic of com-
pany pride or of an ingratiating person, depending on the social
context operating at the time the pin is worn. It thus appears that
culture becomes emergent when large segments of the unit or
organization share the symbolic interpretations of assump-
tions, values, and behavioral norms. Although Hatch’s model
helps explain the dynamic nature of how organizational culture
emerges, researchers have not yet begun to empirically
examine the model’s key propositions.

Role-Theory Perspective

Peterson and Smith (2000) explain the emergent process using
role theory. Their fundamental proposition is that sense-
making is derived by linking events to interpretative structures.
The interpretative structures contain a taxonomy of sources
of meaning that are intraorganizational (rules, superiors, col-
leagues, subordinates, and self) and extraorganizational (inter-
national, national, and local societal rules; primary groups;
professional rules; professional peers; other rules and parties;
and societal self). Organizational members are viewed as using
these sources to make sense of specific events. Furthermore,
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Peterson and Smith believe that people occupying various roles
(e.g., a chief executive officer, or CEO) can deliberately at-
tempt to influence sense-making. For example, a CEO may try
to create the impression that downsizing is a good event be-
cause it helps the organization reduce costs and improve cus-
tomer service. Similar to Hatch (2000), Peterson and Smith
note that research is needed to investigate how influence- or
power-based approaches affect the social construction process
and the emergence of culture. Unfortunately, they do not
specifically explain how a shared view of an organization’s cul-
ture is formed by the interactions of various role holders and
sources of meaning.

Summary

The writings by Corner et al. (1994), Peterson and Smith
(2000), Trice and Beyer (1993), and Weick (1995) help frame
the social cognitive processes that influence organizational
sense-making, but only Hatch (1993) provides a detailed ex-
planation of how emergence actually occurs. We suspect that
the inherent complexity of the phenomenon precludes a pre-
cise explanation for the emergence of organizational culture.
Clearly, conceptual work is needed to further understand how
individual interpretations of organizational events are trans-
formed into shared meanings.

Emergence of Organizational Climate

Schneider and Reichers (1983) delineated three perspectives on
the formation of climate: structuralist, attraction-selection-
attrition (ASA) or homogeneity, and social interaction. Al-
though it is sometimes considered part of the structuralist
perspective, we also discuss separately the importance of
leadership as well as the impact of an individuals’ immediate
workgroup.

Structure and Practices

In the structuralist perspective, climate purportedly arises out
of structural characteristics of an organization. With its roots in
Lewin’s (1951) field theory, this approach assumes that orga-
nizational characteristics such as size and structure establish a
common reality that provides the basis for shared perception.
The person is analytically separate from the social context
(Roberts et al., 1978). Support for this perspective has rested
on research showing that climate perceptions are related to
structural variables such as size, centralization, structure, and
hierarchical level (e.g., Payne & Pugh, 1976).

More consistent with current definitions of climate, the set
of policies, practices, and procedures of the organization are

the features that provide the basis for shared perceptions to
emerge. However, merely introducing and implementing a
set of practices around some strategic focus is not sufficient.
Unless the practices are designed and implemented in such a
way as to create a strong situation (Mischel, 1973), idiosyn-
cratic psychological climate perceptions are likely to emerge
(Ostroff & Bowen, 2000). Organizational practices, such as
human resource management (HRM) practices, are often
viewed as communications from the employer to employee
(Rousseau, 1995; Tsui, Pearce, Porter, & Tripoli, 1997). Yet
two employees can interpret the same practice differently
because there is considerable variance among employees in
the sense-making strategies they use in interpreting these
messages (Guzzo & Noonan, 1994). Differences in category
systems or cognitive maps can exist across people (Kelly,
1955). To the extent that the situational stimulus is ambigu-
ous or unclear, multiple categorization is likely (Feldman,
1981) and different people are likely to use different cogni-
tive categories to attend to different aspects of the situation,
making subsequent attributions different. This can result in
divergent views about appropriate behaviors (Rousseau &
Wade-Benzoni, 1994).

On the other hand, collective sense-making can occur
when practices are designed to induce a strong situation, re-
gardless of the type of practice implemented. For example,
when practices represent a coherent and internally consistent
whole; are made very visible; are communicated widely and
clearly; are administered consistently throughout the organi-
zation; and are fair, legitimate, and valid, a collective percep-
tion of climate based on these practices is more likely to
emerge (Ostroff & Bowen, 2000). These metacharacteristics
of the practices help reduce ambiguity and enhance clarity of
interpretation in the setting, thereby allowing for similar cog-
nitive maps to develop across people so that the context and
appropriate ways of behaving are understood. A strong
process of delivering practices creates the elemental content
and this content is shared because interpretations are consis-
tent across people. One implication is that in today’s world of
virtual organizations or virtual teams, in which interaction
and communication are often limited, climate could be per-
ceived similarly if the practices are unambiguous and deliv-
ered in a strong manner (although climate in general may be
less useful as an explanatory variable with such distributed
work arrangements).

Homogeneity

This approach is based on the ASA process (Schneider &
Reichers, 1983) in which individuals are attracted to and want
to join organizations that have similar attributes to their own



Emergence of Shared Meaning and Perceptions 581

views and attributes. Selection procedures attempt to ensure
that the applicants hired fit the organizational context, and
people tend to leave organizations when the work context
does not fit their personal characteristics. As a result, an orga-
nization is likely to consist of very similar people (Schneider,
1987). These effects may be furthered by the socialization
processes that can change new organizational members’ per-
sonal attributes, goals, and values in the direction of those of
the organization (Fisher, 1986; Ostroff & Rothausen, 1997).
Due to this homogeneity process, individuals should perceive
the organization similarly and sense-making should not yield
idiosyncratic interpretations, but should yield agreement
(Schneider, 1983).

Little empirical work has explicitly tested the relationship
between homogeneity and the development of shared climate
perceptions. Early work, largely in educational settings,
showed that personality was related to organizational climate
perceptions (e.g., J. R. George & Bishop, 1971; Stern, 1970).
Recently, group cohesiveness has been positively related to
agreement on climate perceptions (Naumann & Bennett,
2000) and needs have been related to collective climate mem-
bership (Young & Parker, 1999).

Social Interaction and Communication

The third approach to the emergence and formation of orga-
nizational climate is based on social interaction, with roots in
symbolic interactionism. Shared perception and meaning
evolve from communications and interaction patterns among
members of the same group. Work contexts are created by the
individuals within them—that is, “the people make the place”
(Schneider, 1987); and at the same time, the context and indi-
viduals’ interpretations of it have a large influence and impact
on behavior and responses (e.g., Ashforth, 1985; Morgeson &
Hofmann, 1999; Schneider & Reichers, 1983).

Overlapping schemas or cause maps across people can be
facilitated through social exchange and transactions among
employees. In such a way they can agree on the appropriate
aspects of the environment to attend to, and on how to inter-
pret these aspects and respond to them appropriately (Weick,
1995; Wicker, 1992). As explained by Morgeson and
Hofmann (1999), within any collective, individuals are likely
to meet one another and interact. Each interaction results in a
discrete event, and subsequent interactions are termed event
cycles. The structure of any collective group can be viewed
as a series of ongoing events, activities, and events cycles
among the individuals. These interdependencies and interac-
tions among individuals over time can result in jointly pro-
duced responses, and it is this structure that forms the basis
for the eventual emergence of collective constructs. Group

members construct the meaning of organizational events
from repeated social interactions and it is these interactions
that are likely to result in conformity (Ashforth, 1985).

Some recent empirical studies have shown that collective
climates (defined through clusters of people with similar per-
ceptions) are related to formal workgroup membership (e.g.,
Jackofsky & Slocum, 1988; Young & Parker, 1999). However,
other research has found little or no relationship between
collective climates and workgroup membership, regional
membership, job type, or hierarchical level (e.g., Patterson
et al., 1996; González-Romá et al., 1999). One explanation for
these contradictory findings is based on informal interaction
groups, which may have more influence on the development of
shared climate perceptions than structurally imposed interac-
tion groups. Indeed, research has shown that informal interac-
tion groups attached similar meanings to the organizational
context (Rentsch, 1990) and that individuals’ climate percep-
tions were more similar to those of others with whom stronger
communication ties were maintained (Fink & Chen, 1995).
Clearly, more research is needed in this area. For example, re-
searchers should investigate the extent to which interactions
and interdependencies actually occur in structurally imposed
groups, and whether it is these interactions that form shared
perceptions. Likewise, given that exposure to and participation
in various work practices can result in more positive percep-
tions about the practices and the organization (Katz & Kahn,
1978), much more research is needed in determining how indi-
viduals shape the climate and affect climate perceptions.

Leadership

Finally, shared perceptions may result through leadership
processes. Original conceptualizations of climate focused
largely on the role of the leader in creating climates (e.g.,
Lewin et al., 1939; McGregor, 1960) and experimental
studies showed that climates became increasingly differenti-
ated over time in a manner consistent with a leader’s style
(Litwin & Stringer, 1968). Leaders or supervisors serve as in-
terpretive filters of relevant organizational processes, prac-
tices, and features for all group members, contributing to the
development of common climate perceptions (Kozlowski &
Doherty, 1989). By exposing employees to the same poli-
cies, practices, and procedures, leaders act as “climate engi-
neers” (Naumann & Bennett, 2000) or “meaning managers”
(Smircich & Morgan, 1982).

For example, in a study of service climates, the importance
of service to managers was related to employee perceptions of
the service climate (Borucki & Burke, 1999). This is likely due
to the fact that managers and leaders are largely responsible for
communicating meaning (Schein, 1992). Leaders explicitly
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and directly communicate their own interpretations and, in
conjunction with interacting with most members, will be able
to introduce a common interpretation among unit members
(Rentsch, 1990). Indeed, in a recent study, agreement among
workgroup members on climate was stronger when the super-
visor was seen as visible in implementing organizational pro-
cedures and enforcing policies (Naumann & Bennett, 2000).
Moreover, several studies have indicated that high-quality-
exchange relationships with a leader are related to climate
perceptions and that subordinates in high-quality-exchange
leader-member relationships had greater within-unit consen-
sus on climate perceptions (e.g., Kozlowski & Doherty, 1989;
Scott & Bruce, 1994). The causal direction of the relationship
between climate and leader-member relationships, however, is
not yet known (Cogliser & Schriesheim, 2000).

Furthermore, the literature on social influence and author-
ity indicates that individuals are willing to adjust their behav-
ior in response to the inductions of some influencing agent
(Kelman & Hamilton, 1989). The influencing agent, or in this
case leader or supervisor, can exert influence and induce uni-
form behavior through informing the person about the nature
of the situation and what is at stake for him or her in this sit-
uation, explaining practices, policies, and procedures and the
consequences for adhering or failing to adhere to them, and
enacting the organizational practices. Not only can a leader
create shared perceptions by serving as a filter of and model
for organizational practices, policies, and procedures, but
through influence can induce uniform responses in accor-
dance with these practices, which are then interpreted by
members in forming perceptions of climate. The role of the
leader in forming climate perceptions is an area ripe for
research.

Workgroup Influences

As noted earlier, the aggregate level of analysis refers to any
higher level (e.g., division, function, unit). The most immedi-
ate and proximal level is likely to have the greatest influence
(Katz & Kahn, 1978; Rousseau, 1985); hence, processes
within an individual’s immediate workgroup or team should
help in the formation of shared cognitions.

Recent work in the area of teams has highlighted the con-
cept of shared mental models as an underlying mechanism for
team effectiveness, enabling team members to respond ap-
propriately and effectively in their work environments (Ko-
zlowski, Gully, Salas, & Cannon-Bowers, 1996; Marks,
Zaccaro, & Mathieu, 2000). For example, using a technique
called concept mapping, Marks et al. showed that leader com-
munication in the form of transmitting, exchanging, report-
ing, and passing on information about the task and the work

environment as well as training focused on team interaction
were related to the development of shared mental models
about how the work system and environment operate. Simi-
larly, Hofmann and Stetzer (1996) showed that the group
process (e.g., sharing information, coordinating efforts, inter-
dependence) was related to shared perceptions of a climate
for safety, and that both group process and climate were re-
lated to individual-level and group-level safety outcomes.

While we acknowledge that the factors discussed previ-
ously (structure,ASA, communication, leader roles) are likely
to have effects on the emergence of shared perceptions within
a work unit similar to the effects they have for any level of
analysis, the proximal nature of the immediate workgroup
makes it worthy of separate mention. There are also other
workgroup processes, such as task characteristics and work-
group structure, and common workgroup experiences such as
successes and failures (Marks et al., 2000), that are likely to in-
fluence the development of shared perceptions among work-
group or team members. In this regard, researchers might find
the perspective offered by structuration theory (Poole, 1999)
useful. Structuration is a general theory that can be applied to
any emergent or developmental phenomenon in groups and
that acknowledges the role of action, group interaction, and
their products. Essentially, this theory focuses on understand-
ing the structuring process, or the explicit and implicit rules
and resources that members use to generate and sustain the
group system and that serve as guides for action.

Implications and Research Directions

Emergent Process

Elemental content differs between culture and climate. For
example, the cognitions, interpretations, and schemas are
based around the policies, practices, procedures, and routines
in climate (Schneider & Reichers, 1983), whereas in culture
they are based on assumptions, ideologies, values, and arti-
facts (Schein, 1992; Trice & Beyer, 1993). However, the in-
teraction process of emergence shares common features
across culture and climate. Both can be based on homogene-
ity, communication, social interactions, and leadership.

A fruitful avenue for culture and climate research would be
combining the research traditions of each (cf. Rentsch, 1990;
Sparrow & Gaston, 1996). For example, if a researcher is in-
terested in studying the service-oriented climate, from a quan-
titative perspective, the description and shared nature of the
climate can be delineated. From a qualitative culture-oriented
perspective, the deeper meanings and values behind this
descriptively based, shared climate can be discerned. Both
qualitative and quantitative studies can examine the features
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that led to the shared interpretation of a service-oriented
climate.

Furthermore, in climate it has been argued that percep-
tions must be similar to justify moving from individual-level
perceptions to higher level climate. However, the notion of
compilation (Kozlowski & Klein, 2000) is based on the
assumption that organizational practices, policies, procedures,
the socialization process, the ASA process, and related
processes are not so strong as to eliminate all meaningful
differences in individual members’ elemental characteristics
such as their cognitions, perceptions, and behaviors. For ex-
ample, some organizations may desire to build an organiza-
tion that has some heterogeneity of employees in order to
create flexibility or promote change (Schneider & Reichers,
1983) and may intentionally select individuals for their vary-
ing idiosyncratic strengths (Kozlowski & Klein). Likewise,
interactions among organizational members might result in
some dissimilarity or polarization of employees (Kozlowski
& Klein). Although too much variability in fundamental
elements would indicate either a fragmented climate or cul-
ture or no climate or culture at all, variability in fundamental
elements may not necessarily lead to lack of emergence of
shared properties. Different mental models can be compatible,
fit together in a complementary way (Kozlowski & Klein),
and create a complementarity whereby the whole is more than
the sum of the parts (Milgrom & Roberts, 1995). This implies
that a configural approach (Doty & Glick, 1994) might be ap-
propriate in that it is the pattern of individual elements or cog-
nitions in conjunction with interaction patterns that results in
the emergence of shared meanings and perceptions. Emer-
gence can be equifinal in that collective phenomena may
emerge in different ways and with different profiles and pat-
terns. Thus, heterogeneity in individual elements does not pre-
clude the emergence of a collective property (Kozlowski &
Klein, 2000).

Strength

The emergent property of organizational culture or climate
can be strong or weak. The general notion of strong versus
weak situations is largely derived from Mischel’s (1973) such
that situations are strong to the degree that “they lead all per-
sons to construe the particular events the same way, induce
uniform expectancies regarding the most appropriate re-
sponse pattern, provide adequate incentives for the perfor-
mance of that response pattern, and instill the skills necessary
for its satisfactory construction and execution” (p. 276).
Weak situations are ambiguously coded or not uniformly in-
terpreted across individuals, do not generate uniform ex-
pectancies concerning the desired behavior, do not offer

sufficient incentives for its performance, or fail to provide the
learning needed for behaving appropriately.

The terms strong culture and strong climate have emerged
in the literature, but have not been defined in consistent ways.
We delineate three aspects of strength that encompass strong
situations: (a) agreement-based strength, dealing with the
extent to which employees interpret and encode the organi-
zational situation in the same way, that is, the extent of agree-
ment on culture or climate; (b) system-based strength,
pertaining to the notion that culture or climate is pervasive
and all-encompassing throughout the entire domain of orga-
nizational life, imposes strong expectations on employees,
and attempts to induce uniform behaviors (e.g., strong social-
ization programs, training, sanctions for behaving outside
norms); and (c) alignment-based strength, referring to the
congruence between culture and actual organizational prac-
tices (e.g., Dennison, 1990; Smart & St. John, 1996) and
between organizational practices and climate.

In the emergence of organizational climate, it is likely that
the perspectives delineated previously (structure, homogene-
ity, social interaction, and leadership) will influence the
strength of the climate. Agreement-based strength is fostered
when (a) practices are administered in a way that allows indi-
viduals to interpret them similarly, (b) members are homoge-
nous and thus predisposed to view the organization similarly,
(c) shared interpretations are developed through social inter-
actions, or (d) leaders serve as filters and communicators of
practices, policies, and procedures to influence members to
interpret situations the same way. Indeed, without agreement-
based strength or a shared sense of the climate, linkages be-
tween organizational climate and subsequent outcomes at the
aggregate level are unlikely to be realized (see Figure 22.1).

Yet, the emergence of climate and the fostering of
agreement-based strength do not necessarily lead to align-
ment-based strength. The climate that is perceived should be
one that was intended through the set of practices. The prac-
tices, policies, and procedures, when administered in a strong
(e.g., salient, consistent, fair, valid) way, provide the elemen-
tal content in the form of a cognitive representation of the cli-
mate. To the extent that the homogeneity process is strong
and the process of administering practices is strong, similar
cognitive elements should form and shared perceptions of
climate should emerge that are consistent with the intent of
the practices (thereby creating alignment-based strength).
However, to the extent that the homogeneity process is weak
or that practices are not administered in a way to create a
strong situation, social interaction and leadership processes
can lead to the formation of shared perceptions of climates
that may or may not be consistent with what was ultimately
intended.
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Finally, system-based strength is fostered when a set of
practices is developed that is internally consistent and inten-
sive. Internal consistency is achieved when the members of
the set of practices reinforce and support one another around
a specific focus. For example, if innovation is the strategic
focus and value, all the practices should help build an inter-
pretation of innovation and reinforce behaviors aligned with
that focus. Intensity is achieved when the organization imple-
ments a wide range of practices that pervade all aspects of
organizational life. For example, some organizations adopt
low-intensity HRM systems, utilizing a minimum of prac-
tices. In contrast, high-performance HRM systems (e.g.,
Becker & Huselid, 1998; Lawler, 1992) are based on the
premise that employee involvement and participation are cor-
nerstones of a productive workforce. These systems encom-
pass practices such as teams, expanding job duties, employee
ownership, performance-sensitive pay, and rewards based on
group or organizational performance. Such a system of prac-
tices would be considered intense because it involves a wide
range of practices requiring a great deal of participation on
the part of employees and encompass the range of organiza-
tional activities (Ostroff, 1995). Intense systems affect a large
number of employees and are designed to induce a uniform
set of behaviors among employees (Ostroff & Bowen, 2000).

When agreement-based strength is fostered in conjunction
with alignment-based strength between the climate and prac-
tices and in conjunction with system-based strength, an orga-
nizational climate emerges that is consistent with what was
intended by the practices. This does not necessarily mean,
however, that the resulting climate is consistent with the
strategic goals and culture.Alignment-based strength between
culture and practices and a strong system-based culture with
intense practices that induce and reward uniform values and
behavior are also needed. When strength and alignment are
achieved across culture and climate, expected relationships
between climate and organizational outcomes are more likely
to be realized.

Subcultures and Subclimates

Subcultures and subclimates can emerge throughout the or-
ganization. Within-unit social interactions, communication,
interdependencies, and different leadership processes can
lead to the formation of emergence of a culture or climate
within a group that may differ between groups in the same or-
ganization (Hofstede, 1998).

Although some have argued that subcultures and climates
can meaningfully exist when core values or perceptions are
consistent with the organizational culture and climate, much
work is needed in examining the implications of subunit

cultures and climates. For example, this raises the question of
whether in today’s large, diversified, geographically dispersed
organizations, there can be such a thing as organizational
culture and climate. Can shared meanings and perceptions de-
velop across such an organization?

Furthermore, studies have documented different team- or
group-level climates within an organization. However, few
studies have examined the degree of climate consistency
among groups within an organization, although Griffin and
Mathieu (1997) showed that aggregated climate perceptions
across hierarchical levels within an organization were related.
Studies are needed that include multiple groups from multiple
organizations to determine whether groups within an organi-
zation are more similar to one another than groups across
organizations.

Although the concept of countercultures implies a negative
connotation, we argue that the effects of subcultures and sub-
climates depend on the extent to which they are contradictory
or in opposition to each other or the extent to which they com-
plement one another and potentially form a complementarity.
Clearly, if two subcultures or climates produce negativity, con-
flict, politics, and negative competition between groups, the
subcultures are not complementary or compatible and may be
detrimental both to individual responses and to organizational
outcomes. However, subclimates can exist simultaneously
without creating conflict (O. Jones, 2000). For example, an
innovation-based climate in one division may complement a
quality-based climate in another division. If the organization’s
strategy is to provide high-quality service or products, but at
the same time it also wants to explore entry into new markets,
these two different climates may exist simultaneously in dif-
ferent divisions and yet produce a complementarity at the or-
ganizational level. Again, this suggests that patterns across
multiple strategic climates should be investigated and that dif-
ferent patterns of climates may be equifinal for organizational
effectiveness.

CULTURE AND CLIMATE CHANGE

The change process is relevant to both culture and climate.
More attention has been devoted to the process of culture
change than that of climate change in the literature. Yet, cul-
ture should be more resistant to change than climate (Schein,
2000).

Culture Change

There is much controversy about whether organizational cul-
ture can and should be consciously changed by management
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(e.g., Harris & Ogbonna, 1999; Martin, 1985; Sathe &
Davidson, 2000; Smircich, 1983). Opinions range from man-
agement can and should change culture (Sathe & Davidson)
to the manipulation of culture can only occur naturally and
is not the consequence of management’s direct intervention
(Ogbonna, 1993). The value and appropriateness of dis-
cussing cultural change depend on one’s philosophical orien-
tation.

Sathe and Davidson (2000) reviewed the cultural change
literature and made observations about two key unresolved is-
sues. The first pertains to whether a culture’s fundamental as-
sumptions or ideologies can be changed, and they concluded
that, in fact, some values and beliefs can. This conclusion was
supported by idiographic studies showing that cultural change
programs resulted in changes in employee behaviors that were
consistent with the desired culture (e.g., Langan-Fox & Tan,
1997; Ogbonna & Harris, 1998) and that cultural change pro-
grams resulted in corresponding changes in organizational
systems, structure, and strategy (Ogbonna & Harris). These
positive results, however, must be tempered by findings
from case studies showing that employees’ reactions to cul-
tural change are not always what they seem. Ogbonna and
Harris’s case study revealed that some of the employees’ be-
havioral change actually represented resigned compliance
rather than authentic change. Their results also indicated that
value changes were not uniformly positive and ranged from
rejection to reorientation.

Moreover, Gilmore, Shea, and Useem (1997) identified
four key side effects or unintended consequences of culture-
change initiatives based on their personal observations of cul-
ture change across numerous organizations over the course of
six years. These side effects include ambivalent authority (i.e.,
who is responsible for leading change and who decides what
must change), polarized images (i.e., contrasting images of
and comfort with the new and old ways of doing things can po-
larize employees), disappointment and blame (i.e., initial suc-
cess can give rise to resistance and disappointment, which is
frequently followed by finger-pointing toward perceived mal-
contents and scapegoats), and behavioral inversion (i.e., new
values, beliefs, and behaviors are absorbed into old ones,
making the old seem new and thus preserving the status quo
without appearing to do so). All told, cultural change can
change fundamental values, but management must be aware
of negative side effects that are likely to occur. Planning for
these side effects should be included in planning a cultural-
change initiative.

Sathe and Davidson’s (2000) second unresolved issue is
associated with the decision of how best to refreeze (Lewin,
1951) or reinforce culture change. That is, should manage-
ment use extrinsic and intrinsic forms of reinforcement, and

when should they be used? Sathe and Davidson conclude that
both forms of reinforcement are needed at different points in
the change process. This recommendation is consistent with
Stajkovic and Luthans (1997) meta-analysis of organizational
behavior modification (OB Mod) research, which revealed
that behavioral changes aimed at increasing productivity
resulted in a 17% increase in performance when desired be-
haviors where specifically tied to contingent consequences.
Furthermore, Sathe and Davidson also endorsed Luthans and
Kreitner’s (1985, p. 128) conclusion that

natural rewards are potentially the most powerful and univer-
sally applicable reinforcers. In contrast to contrived rewards,
they do not generally lead to satiation (people seldom get tired of
compliments, attention, or recognition) and can be administered
on a very contingent basis.

Climate Change

Little research has explicitly tested whether climates change
in reaction to changes in practices (Schuster et al., 1997, is an
exception), and no research that we are aware of has explic-
itly examined the process of how climate perceptions change
over time. Nevertheless, testable theoretical explanations
have been offered about the change process in climate.

Climate is formed from the practices, policies, and proce-
dures of the organization. Thus, a change in practices should
result in a change in the content of climate (Kopelman et al.,
1990) and force a reevaluation of the situation (Guzzo &
Noonan, 1994). The employee is deemed to be a receiver
of the communicative content of practices and procedures
(Guzzo & Noonan, 1994; Rousseau, 1995). In making inter-
pretations of these practices, either automatic or systematic
processing of communications (Eagley & Chaiken, 1993;
Feldman, 1981) will be evoked (Guzzo & Noonan, 1994).
Automatic processing entails a superficial perception and
assessment of signals. In contrast, systematic processing in-
volves careful attention to stimuli, extensive evaluation of
and comparison with present knowledge and belief, and the
making of inferences about how all this might affect one’s at-
titudes and behaviors. Changes in practices and communica-
tions are likely to trigger systematic processing as employees
derive conscious explanations of the information (i.e., as they
engage in sense-making; Guzzo & Noonan, 1994). Changes
in particular practices (e.g., a change from a merit-based sys-
tem to profit sharing, or adding a new practice such as teams)
will evoke a process of reinterpreting what the organization
expects.

Furthermore, constructs may shift levels over time
(Dansereau, Yammarino, & Kohles, 1999). Changes in the set
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of practices may initially cause discord and disagreement
among individuals in an organization. Hence a previously ho-
mogenous group with shared perceptions that lead to an orga-
nizational climate may lose their agreement with a change in
practices, thereby enabling a focus on psychological climates
only. Thus, a change in practice may not produce the desired
change in climate content unless the process of the changed
practices is delivered in an effective manner (e.g., they evoke
salience, understandability, visibility, and so forth; Ostroff &
Bowen, 2000). In addition, climate change is likely to fail
if we do not take into consideration the underlying cultural
assumptions (Schein, 2000). As noted by Reichers and
Schnieder (1990), a climate survey may not yield sufficient
data about the inner workings of an organization and is un-
likely to be a good source of information for promoting
change toward a new focus or strategic objective. In promot-
ing climate change, it may be necessary to examine underly-
ing cultural assumptions through other methodologies (e.g.,
qualitative study, attributional analysis) to determine whether
the desired climate change is consistent with underlying cul-
tural assumptions and to derive more information about the
organization’s functioning.

CONCLUSIONS AND DIRECTIONS
FOR FUTURE RESEARCH

We believe that the definitional distinction between what and
why highlighted initially is a useful one because it indicates the
interrelationship between the two constructs of culture and cli-
mate as well as their differences. Researchers, theorists, and
practitioners are urged to attend more carefully to whether
they are referring to climate or culture and to whether they are
referring to psychological or organizational climate (as de-
fined previously) in an effort to help to reduce the emerging
confusion between the two constructs. Although culture and
climate are similar and interrelated in that they both focus on
the creation and impact of social contexts, maintaining a dis-
tinction between them is important if we are to understand dif-
ferent aspects of the social context and shared meaning and
perceptions that develop in organizational life. At the same
time, we argue that there is much to be learned by examining
the two streams of research simultaneously rather than ap-
proaching each as a separate body of literature.

Much theory and research has addressed the layers of cul-
ture, how employees and new members learn about the cul-
ture, and how culture can be changed. Yet culture research,
although theoretically strong in the notion of shared meaning,
has done little in the way of empirically measuring or deter-
mining the extent to which shared meaning exists, nor does it

have a strong tradition in defining the dimensions of culture
or of developing categories of culture (Schein, 2000). In con-
trast, in climate research, much attention has been devoted to
content or delineating different types of climates and the
types of organizational practices, policies, and goals that lead
to these types of climate, but very little attention in climate
has been devoted to process or how shared interpretations of
climate emerge. Some of the difference in emphasis in cul-
ture and climate work is likely due to measurement tech-
niques that have dominated these research areas. Climate’s
tradition of survey research is deductive and requires that
content of climate be specified a priori, whereas culture’s tra-
dition of observational techniques, qualitative studies, and
case studies is more inductive and allows for the emergence
of cultural properties but not for robust comparisons with
other organizations (Ashkanasy, Wilderom, et al., 2000). Our
understanding of climate could be advanced if we used the
qualitative and quantitative techniques from culture research
to examine the deeper values and assumptions that help lead
to climate (Schein, 2000; Schneider, 2000). Similarly, cli-
mate researchers could learn from culture researchers about
studying the change process, while culture researchers could
borrow from the strong measurement tradition, particularly
about aggregation and agreement, inherent in climate re-
search (Dennison, 1996; Schneider, 2000) to examine shared
meaning.

Research is also needed to test many of the linkages
specified in Figure 22.1, both within and between levels.
Theorists and researchers are urged to take a multilevel
perspective in examining culture and climate. In particular, a
much-neglected area of research is the emergence from the
individual level to higher levels in the formation of culture
and climate. Research is needed to explore how these con-
structs emerge in organizations.

We also specified that the structural context and set of orga-
nizational practices, policies, and procedures are the mediat-
ing mechanism between culture and climate. Future research is
needed to test this notion. For example, research could assess
cultural values and assumptions; actual practices as reported
by managers, HR directors, and written documents; and em-
ployee perceptions of these practices to test the linkages spec-
ified in Figure 22.1. Related research should test alignment
among culture, practices, and climate. For example, climates
inconsistent with culture may result when practices are not
consistent with culture or are not delivered in a way that creates
a strong situation that allows for the formation of shared per-
ceptions. Additional research is needed to determine both
how alignment-based strength is fostered and its relation-
ship to agreement-based and system-based strength in the
emergence and impact of culture and climate.
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The lack of relationship between culture and performance
may be due to the failure to take into account the mediating
mechanisms specified in Figure 22.1. Although a few studies
have demonstrated relationships between climate and organi-
zational performance, much more work is needed in this area.
For example, there is emerging work on the link between HRM
practices and organizational performance (e.g., Becker &
Huselid, 1998) with assumed mediators of climate and col-
lective attributes of employees, but little work has explicitly
tested these relationships. Indeed, some of the contradictory
findings of organizational practice-outcome relationships may
be due to fact that organizational climate did not emerge (e.g.,
due to poor agreement-based or alignment-based strength) and
hence expected relationship between practices and outcomes
were not realized. Thus, multilevel research is needed to deter-
mine the emergence and strength of climate from practices and
its relationship to collective attributes and performance.

Finally, there is a lack of longitudinal research that tests
reciprocal relationships among constructs and across levels.
For example, organizational outcomes can have a reciprocal
relationship with climate (Schneider et al., 1998). Research
is needed to determine how the other feedback loops
contained in Figure 22.1 operate to more fully understand
relationships among culture, climate, and the effective func-
tioning of organizations.
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Stimulated by the Hudson Institute Report from Johnston and
Packer (1987) predicting an increase in the diversity of U.S.
workers, the fields of social and industrial psychology have
given more attention than they previously had to understand-
ing the effects of a workforce that is less and less dominated
by native white males (the language used in the original doc-
ument). As one might have anticipated, these efforts have re-
flected the culture and norms of the subdiscipline. The field’s
primary modes of conducting research traditionally have em-
phasized the inductive accumulation of empirical findings (as
contrasted with theory development) with a focus on individ-
ual and interpersonal relations (as contrasted to group and
intergroup dynamics). As time has passed, however, this ori-
entation alone has proved to be less and less satisfactory, and
efforts have been directed toward having theory play a larger
role in research and addressing more complex entities in ad-
dition to individuals.

As research gives theory a larger role, investigators face
more explicit questions about the way theory affects the con-
duct of research and how choices among alternative (some-
times competing, sometimes complementary) theories can be
made (Alderfer & Thomas, 1988). In a general sense, these
questions have long been the focus of historians and philoso-
phers of science (Kaplan, 1964; Kuhn, 1996). Until recently,
however, they have not been a central concern for industrial

and organizational (I/O) psychology, given the subdisci-
pline’s historical preference for inductively driven research.
In this chapter, we shall examine how social and I/O psy-
chology deal with diversity in organizations by comparing
the key theoretical orientations that have been brought to bear
on the topic.

Meanings of Diversity

The word diversity is a term with both straightforward and
highly complex meanings. Milliken and Martins (1996) note
the dictionary meaning (variety, or a point or respect in
which things differ) and recognize that in the context of orga-
nizations, other, more emotional interpretations (e.g., affirma-
tive action or hiring quotas) arise. These two meanings differ
in the reactivity they evoke. In the first instance, the meaning
is neutral, and in the second, reactions tend to be both favor-
able and unfavorable. The positive focus stems from a desire
to increase the inclusion of groups historically kept out of par-
ticular jobs within organizations and for the resources avail-
able for this task. The negative meaning arises when efforts to
increase diversity are made in ways that are (or are perceived
to be) unfair to other groups not previously facing unfair treat-
ment (Harrington & Miller, 1992). Neither meaning, however,
is directly tied to specific theories that address group and
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intergroup relations. Following the perspective developed by
Kuhn (1996), we believe that as knowledge advances, defini-
tions of phenomena become part of theory and change when
theories change. Without one or more strong theories, defini-
tions tend to lack widely shared meanings.

This chapter compares theories that deal with group and in-
tergroup relations in organizations as a means to better under-
stand diversity. From this perspective, then, diversity is about
group and intergroup relations. Meanings of the term that per-
tain exclusively to individual-level attributes, such as skills or
personality traits, fall outside this set of conceptual systems.
This orientation takes account of individuals from an intra-
group perspective as group members and from an intergroup
perspective as group representatives (Alderfer, 1987; Rice,
1969).

AN INITIALLY INDUCTIVE DIVERSITY STUDY

We begin with a relatively detailed account of one study by
Stewart and Shapiro (2000) entitled, “Selection Based on
Merit Versus Demography: Implications Across Race and
Gender Lines.” The aim is to illustrate problems that can
arise when key theoretical issues are ambiguous. Initially, the
authors carried out a factorial experiment with two levels of
four independent variables: (a) race, (b) gender, (c) selection
criterion, and (d) feedback about task performance. Depen-
dent variables consisted of self-assessments of leadership
ability, performance evaluation, responsibility for perfor-
mance, and desire to remain a leader. Due to unexpected re-
sults, the authors conducted a second experiment, which
employed two independent variables, (a) race of the experi-
menter and (b) race of respondents, and two dependent vari-
ables, (a) change in self-assessed performance of respondents
and (b) change in self-esteem.

Stewart and Shapiro’s (2000) original experiment was
designed to determine whether a set of empirical findings
pertaining to the effect of merit versus gender preference
on undergraduate respondents’ self-assessments showed the
same effects for race preference. When the empirical results
did not generalize as expected, a second study, which drew
on relational demography theory to predict the impact of
race, was carried out. When the results of the second study
only partially met expectations, additional concepts from
other theories were brought to bear.

Particularly significant in diversity research is the manner
by which investigators address African American and white
racial dynamics as they exist today in the United States.
Some treat race as if it were roughly the equivalent of other
diversity variables. This assumption seems to have guided

Stewart and Shapiro as they designed their first experiment
to determine whether effects observed for gender in earlier
research would also be found for race in their research. The
authors’ exact words were, “If the [other authors’] explana-
tion, which rests on group membership (gender), is valid,
then the same pattern observed in the women . . . should ap-
pear in studies whose samples consist of African Americans”
(Stewart & Shapiro, 2000, p. 220). 

There is substantial research on African American and
white race relations in the United States’ organizations (e.g.,
Alderfer, 2000; Alderfer & Thomas, 1988; Alderfer, Tucker,
Morgan, & Drasgow, 1983; Cox, 1990; Jaynes & Williams,
1989; Myrdal, Sterner, & Rose, 1944; Star, Williams, &
Stouffer, 1949; Thomas & Gabarro, 1999). Perhaps begin-
ning with Myrdal et al. (pp. 1035–1064) these analyses have
drawn attention to effects of tacit theories and values on the
interpretation of research on race relations. We provide a sim-
ilar examination of the Stewart and Shapiro (2000) article as
a means to identify hazards that can arise during research and
practice pertaining to race relations and other aspects of
diversity. In doing so, we do not wish our analysis to be taken
as personal criticism of the authors or journal editors. Analy-
sis of the research as one example of diversity research shows
why comparing theories that address questions of diversity in
organizations can be critically important.

Merit Versus Demography

A crucial aspect of both studies was comparing two experi-
mental conditions in which respondents were told either that
they were selected to be a leader because they scored better on
an exam (the merit condition), or because there just were not
enough members of their gender and race in the group, regard-
less of test scores (the demography condition). The two con-
ditions relied on an interpretation of affirmative action by the
U.S. Equal Employment Opportunity Commission (EEOC;
Stewart & Shapiro, 2000, p. 219). The authors were asking
whether potential beneficiaries of affirmative action (females
of both racial groups, and black men) might be hurt if criteria
other than merit were employed for selection.

It is significant that there were only two selection conditions,
merit and demography. The formulation suggests that the two
conditions occupy different locations on a single continuum.
Thus, merit implies either more or less demography and vice
versa. Merit and demography, however, can be distinctly differ-
ent variables. To investigate the effects of merit and demogra-
phy on the dependent variables, the investigators might have
established four experimental conditions: (a) neither demogra-
phy nor merit; (b) demography but not merit; (c) merit but not
demography; and (d)demographyandmerit.On theotherhand,
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the study might be viewed as comparing two policy alterna-
tives that are used to implement selection practices to meet af-
firmative action guidelines.An implicit assumption of the study
is that affirmative action requires choosing demography over
merit at least often enough to collect data relevant to the com-
parison. Others differ from that point of view (Harrington &
Miller, 1992).

An important yet little known study by Nordlie (1979)
showed that in the U.S. Army at the time of his research, white
enlisted personnel were promoted more rapidly if they had
higher mental ability test scores, while African American en-
listed personnel were promoted more rapidly if they had lower
mental ability test scores. More than a decade later, Alderfer
(1992), during research on a 14-year organizational interven-
tion to reduce barriers against the promotion of African
American managers, found that some white male managers in-
tentionally selected underqualified African Americans to pro-
mote as a means to undermine corporate affirmative action
policies. These managers framed their alternatives as if they
were forced to choose between qualified candidates and
African American candidates. The implication was that they
could not find employees who were both qualified for promo-
tion and African American. Believing that they were being
forced to promote African American people, who in their
minds were inevitably underqualified, they then actively
sought especially underqualified African Americans to pro-
mote. In subsequent conversations, they would criticize affir-
mative action for forcing them to promote unqualified (African
American) managers. The informal managerial practices de-
signed to resist affirmative action in the intervention study and
the promotion practices reported in the military reflect a par-
ticularly problematic form of selection based on merit versus
demography. Did Stewart and Shapiro (2000) intend to rein-
force the kinds of practices found by the military in the 1970s
or in corporations in the 1970s and 1980s?We imagine they did
not. At the same time, they showed limited awareness of the
hazards for policy and practice from the way they framed their
study.

Race Relations and the Temporary
Laboratory Organization

The effect of theory in research potentially pertains not only
to how independent variables are conceptualized, but also
to how experiments themselves are conducted. Laboratory
investigators do construct temporary organizations in order to
study the phenomena of their interest (Alderfer, 1985, p. 55).
Typically, these systems have three levels of hierarchy (i.e.,
principal investigator, experimenter, respondent). Moreover,
the laboratory-as-temporary-organization is embedded in the

larger social system. Filling organizational positions within
the laboratory involves choices about the race and gender of
the people chosen for each level. Consequently, conducting ex-
periments involves negotiations between the laboratory orga-
nization and its environment. Experimenters seldom explicitly
take account of such group and organizational variables, even
though studies have shown that laboratories are rarely the
closed systems that most experimental methods sections imply
(cf. Vidmar & Hackman, 1971; Wuebben, 1974). Stewart and
Shapiro (2000), however, came to believe that the way they man-
aged the group and organizational dynamics of their two experi-
ments provided plausible explanations for their findings.

Respondents in the first experiment carried out their activ-
ities in the presence of an experimenter and a confederate,
both of whom were white men. Thus, racially speaking,
African American respondents faced dramatically different
conditions than white respondents. Compared to whites,
African Americans were both outnumbered and outranked by
members of the other racial group. African American women
faced a situation in which they differed by gender as well.
White respondents, on the other hand, did not differ in race
from their confederate peers or from their supervisors in the
study. Both white men and white women, however, faced
peer confederates who differed by gender. The writers ex-
plained that they employed these procedures in order to
maintain consistency with other investigators, who had stud-
ied merit versus demography for gender using only white re-
spondents. Until they obtained anomalous results from the
initial experiment, the investigators apparently had no reason
to consider that the racial group dynamics of the study might
be different for African American and white participants.
The investigators seemed to be race blind in anticipating the
experimental effects on their dependent variables, even as
they were race conscious in establishing their independent
variables.

What they found, contrary to expectation, was that African
American respondents who received experimentally manipu-
lated negative performance evaluations expressed higher
evaluations of their own leadership ability than whites did
in the similar condition. In contrast, whites, as expected,
showed lower self-assessments after the failure treatment
than after success treatment. Moreover, African Americans
who were told their selection was based on demography
rather than merit demonstrated this apparently defensive
effect of failure, but African Americans who were told their
selection was based on merit did not. In an attempt to under-
stand these unanticipated findings, Stewart and Shapiro
(2000) carried out a second experiment, which varied only
the race of experimenter and the race of respondent, and all
respondents received negative feedback. They based the new
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experimental design on relational demography theory, which
suggests that race-alike boss-subordinate pairs should show
similar effects independent of which race was involved
(Williams & O’Reilly, 1998). Beyond systematically varying
the race of the experimenter for all respondents, the second
study also provided same-race peer-confederates for all re-
spondents. The experimental conditions were therefore two-
person, race-alike African American groups with African
American or white experimenters in charge and two-person,
race-alike white groups with African American or white
experimenters in charge. The study focused on change in
self-esteem of respondents. Consistent with their expecta-
tions, the authors found that the self-esteem of African
American respondents increased more than that of white re-
spondents after they received the negative feedback. Incon-
sistent with their expectations, however, they did not find
a significant difference between African American respon-
dents who received feedback from African American rather
than white experimenters.

Relational demography theory focuses explicitly only
upon the demographic similarity or difference between indi-
viduals. According to this view, a race-alike white group with
a African American experimenter was equivalent to a race-
alike African American group with a white experimenter. The
results, however, did not support this view. Reflecting on the
second round of unanticipated findings, the authors observed
that in both experiments, respondents were students in a pre-
dominantly white university. If one were to take the perspec-
tive of embedded intergroup relations theory, one would say
that the two types of groups with experimenters racially dif-
ferent from members were not equivalent but rather were em-
bedded differently in the laboratory organization (Alderfer &
Smith, 1982). To obtain a more equivalent setting for both
kinds of cross-race authority patterns, the study should have
been carried out in a setting such as a historically African
American university as well as in a predominantly white set-
ting. If that were done, then the two-person groups would have
had roughly equivalent external as well internal conditions.
Larkey (1996), drawing on an extensive literature review,
makes a nearly equivalent proposal, referring to situational ef-
fects in workgroup contexts. The implication from embedded
intergroup relations theory and Larkey’s analysis is that the
external conditions of groups, whether in the laboratory or
more permanent settings, affect the experiences of group
members.

As designed, however, the experimental groups—while
matched in their internal conditions (i.e., peer and immediate
authority relations)—were not matched in their external con-
ditions. After their second experiment failed to produce all of
the expected results, the authors were stimulated to think

further about how their study was embedded. What they took
from their self-observation, however, was not what we have
suggested here. Rather, they noted that in real organizations
(their words) it is not uncommon for women and minorities
(again their words) to have a white male authority and to be
the only persons of their demography (again, their words) to
be members of their workgroups. The authors thus argue
from what we believe to be a conceptual limitation of rela-
tional demography theory (i.e., the failure to adequately take
account of the external dynamics of groups) and end by de-
fending the status quo. Gerard and Miller (1975, pp. 64–65)
made a similar argument as part of their research on public
school desegregation. Tacit reasoning of this kind reflects a
perspective similar to the racially conservative biases in U.S.
social science that Myrdal et al. (1944) described more than
half a century ago.

Alternative ways of thinking do exist. We use the remain-
der of this chapter to examine the most widely used theories
of group and intergroup relations for addressing questions of
diversity in organizations. The perspective from which we
make these analyses is that of embedded intergroup relations
theory (Alderfer, 1987; Alderfer & Smith, 1982).

INDIVIDUALISM-COLLECTIVISM THEORY

When Dunnette and Hough published the second edition of
the Handbook of Industrial and Organizational Psychology
in the early 1990s, they called upon Triandis, Kurowski, and
Gelfand (1994) to formulate the topic of diversity in organi-
zations. These authors addressed a broad range of issues con-
cerned with workplace diversity and drew heavily upon
the theory of individualism and collectivism developed
by Triandis and his colleagues. We first examine the theory
and then address how the authors used the theory to address
questions about diversity.

Concepts and Propositions

Perhaps the key formulation in the theory is the notion of a
continuum of cultures that places individualism at one end and
collectivism at the other. These key terms refer to properties of
social entities, not of persons taken one at a time. Individual-
istic cultures give individual goals (particularly those pertain-
ing to material ends) higher priority than collective goals.
Collectivistic cultures give collective goals higher priority
than individual goals. In addition, analogous terms exist for
properties of individuals. Idiocentric persons, independent of
the culture in which they live, place their own personal objec-
tives ahead of those of the collective. Allocentric people,
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independent of the culture in which they live, place collective
goals ahead of individual goals. This fundamental distinction
has been subject to extensive conceptual analysis and empiri-
cal testing (cf. Triandis, 1989, 1990).

Speaking empirically, one observes that the theory of
individualism and collectivism is about the self in relation to
groups and cultures. The crucial measurement tools employed
by Triandis and his colleagues were questionnaires adminis-
tered to individuals. These instruments asked about both indi-
viduals and cultures, and they thereby allow the researchers to
make empirically based statements about cultures, such as
how to arrange them along the individualism-collectivism
continuum. The Triandis methodological procedure, however,
does not examine properties of cultures in ways other than
through the eyes of individuals, who often were students when
responding to the fixed alternative questionnaire items. The
researchers neither systematically observed the cultures, nor
did they attempt to bring about change based on the under-
standing they developed. Consequently, what they are able to
understand from their studies pertained to individuals think-
ing about properties of groups and cultures, but not to groups
or cultures as they occur concretely in nature. As we shall ex-
plain later, this distinction turns out to be quite important
when one chooses theories for purposes of intervention,
as one inevitably must, if he or she is to deal effectively with
the dynamics (i.e., with change processes) associated with
increasing (or decreasing) diversity. By comparing individ-
ual responses across cultures, Triandis, Vassiliou, Vassiliou,
Tanaka, and Shanmugam’s (1972) data suggest how power-
ful collective entities can be for individual members. Yet
individualism-collectivism theory, if it is not to go beyond
what the data show, should focus only upon individuals, be-
cause the findings produced by the research pertain only to
what exists in the minds of individuals. In fact, this is what
Triandis, Brislin, and Hui (1988) do when they propose a
series of recommendations for cross-cultural training.

Assessing the dynamics of a group or a more complex col-
lective entity (especially for purposes of explaining, predict-
ing, or shaping change) calls for more than conventional linear
measurement. That is, it is not like measuring a table with a
tape measure, such that the measurements become increas-
ingly precise as one takes more readings on the same
dimensions; rather, it is like fitting together the pieces of a jig-
saw puzzle—each observation adds a complementary per-
spective, such that averaging is not automatically the most
effective way to combine data points. Various members
perceive and interpret group events differently based upon
their subgroup memberships and roles (Alderfer, 1977a). Con-
sider, for example, a foreperson and her or his workgroup of
hourly employees. The foreperson will notice, remember,

speak, and act differently in the workgroup than will an
informal leader of the workers who reports to the foreperson
(cf. Lieberman, 1950; Roethlisberger & Dickson, 1939).
Averaging perspectives across subgroups and roles can obfus-
cate rather than clarify subgroup and role differences within
group and cultural dynamics.

Individualism-collectivism theory distinguishes among
three orders of the self in relation to cultures: (a) the private
self; (b) the public self; and (c) the collective self. These
orders refer to the person as known to herself or himself
intrapsychically, the person as known to members of her or his
own in-groups, and the person as known in situations in which
he or she represents his or her own group during intergroup re-
lations, respectively. According to the theory, as groups and
cultures vary along the individualism-collectivism dimen-
sion, they evoke and involve the several senses of self in dif-
ferent degrees. Thus, on the one hand, individualistic cultures
provide more opportunity for people to acknowledge and de-
velop their private selves; on the other hand, collective cul-
tures call forth greater expression of public and collective
selves. These elements of individualism-collectivism theory
fit well with other perspectives that promote understanding
of diversity in organizations (cf. Alderfer & Thomas, 1988;
Thompson & Carter, 1997). Taken on their own terms, the
concepts are not dependent upon examining groups and cul-
tures only from within the minds of their individual members.
Instead, they point investigators’attention to what occurs both
among members inside groups and among groups in inter-
group relations.

Certain additional questions, however, can be raised
about the single-continuum proposition from individualism-
collectivism theory. Are groups and cultures that encourage
self-development and self-differentiation inevitably at odds
with collective entities that are notable for the cohesion and
commitment of their members? As a general rule (as com-
pared to certain circumstances), are individual goals in con-
flict with group goals, as the central proposition of the theory
asserts? Our view and a key proposition in embedded inter-
group relations theory is that individuals and groups (or the
cultures contained by groups) are, conceptually speaking, in-
dependent (Alderfer, 1987; Alderfer & Thomas, 1988). There
are conditions when individuals and groups are in conflict, as,
for example, when groups demand conformity from their
members as a price for continued acceptance. However, there
are also instances in which cohesive and committed groups
can serve the development of well-differentiated autonomous
individuals, as, for example, when effectively functioning
families nourish and support the development of their
members (Bowen, 1978). Indeed, we suggest that persistent
strains between individuals and their groups may be signs of
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dysfunction, which may be normative in a statistical sense
(i.e., few groups and organizations are not dysfunctional).
Strains of this kind, however, are neither inevitable descrip-
tively, nor desirable pragmatically. An alternative perspective
states that when people who differ from conventional norms
belong to groups, the collective entities may or may not exist
in a state that induces strain between the members’ unique
and the group’s common qualities. A theory such as individ-
ualism-collectivism that sees as inevitable any conflict be-
tween uniquely individual properties and strong collectives
will have comparatively little to say about how one might
proceed to alter potentially dysfunctional conflicts. In con-
trast, a theory that sees conflict between individual and col-
lective properties as one condition among many that may
exist between individuals and groups will have more to offer
to the problems of diversity in organizations (Smith & Berg,
1985).

Implications for Diversity and Organizations

The chapter provides an important form of legitimacy for re-
searchers, educators, and consultants within the tradition of
I/O psychology to address questions about identity groups in
organizations. Groups named and explicitly discussed are
those based on race, ethnicity, gender, sexual orientation, and
physical ability. Recognizing the groups and presenting cru-
cial aspects of their perspectives on questions concerning the
workplace reduces the potential for denial often associated
with investigators who think exclusively in terms of individ-
ual differences. Although identity-group memberships do re-
flect ways that individuals differ, these differences are not
only about individuals. They are also about groups and
how group representatives relate to one another—that is,
they are about intergroup relations. Identity groups and their
intergroup relations have long histories and face contempo-
rary problems shaped by historical events. From an inter-
group perspective, we are all members of these groups and
participate in the contemporary events in ways partially
shaped by history. Not to acknowledge the role of historical
events in shaping policies on the intergroup dynamics of such
matters as affirmative action and sexual harassment is to be
less prepared than is desirable.

In regard to group-level thinking, Triandis et al. (1994)
make an important distinction between stereotypes and socio-
types. Stereotypes are the inaccurate and prejudicial views
held about one group by members of another group. Espe-
cially within social psychology, the concept of stereotypes
(coupled with the desire to be seen as personally not having
them) has a long history. Sociotypes are the relatively accurate

understanding of group differences based on mutual respect
and achieved through direct contact and inquiry. One poten-
tially constructive effect of placing the stereotype-sociotype
distinction into I/O psychology’s professional vocabulary is
to reduce the guilt about potential political incorrectness that
often prevents psychologists from explicitly addressing group
differences. Instead, the new term may encourage those
who wish to understand to proceed—undoubtedly with some
anxiety—to learn about their own groups and others.

We do, however, have an additional perspective on how
professionals orient themselves and others to learning about
groups other than their own. The practice of writing about
other groups without identifying one’s own groups, reflect-
ing upon one’s own relationship to one’s own groups, or
examining the relationship between one’s own groups and
other groups can be problematic. The practice may fail to take
account of the universal tendency toward unconscious
projection, which consists of attributing both favorable and un-
favorable characteristics to other groups while denying their
appropriateness to one’s own groups. Our belief is that we
psychologists are no less subject to these forces than are other
human beings (Alderfer, 1985). In their handbook chapter,
Triandis et al. (1994) briefly describe workplace perspectives
of Asian Americans, African Americans, Hispanics, women,
Gay Males and Lesbians, and people with disabilities. Present-
ing this material in the manner that they do implies compar-
isons with other groups, such as white, northern European,
men, heterosexual, and able-bodied people. Including the per-
spectives of these groups as well and acknowledging their own
memberships in and relationships to them is a means by which
authors can reduce tendencies toward unconscious projection
among themselves and their readers.

According to embedded intergroup relations theory, a pre-
cursor to learning about other groups as a means to improve
one’s capacity to work respectfully and effectively with these
groups is to study more deeply about one’s own groups
(cf. Alderfer, 1982, 1994, as this point pertains to the first au-
thor). Learning about one’s own groups is a counterforce to un-
conscious projection. To the degree that one accepts the
sources of pride and shame associated with one’s own groups,
one is less likely to project those qualities unwittingly onto
other groups. This element pertains to the intrapsychic compo-
nent of intergroup relations. There are also the intragroup and
intergroup components. To the degree that one understands
one’s own groups, one is more able to serve diversity from
within. To the degree that one understands intergroup relation-
ships that include one’s own groups, one is better equipped to
serve diversity from without. Speaking metaphorically, we
note that many may be familiar with the aphorism stating that
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one should not judge others until one has walked in their shoes.
This principle is often used as a basis for having people role-
play members of groups other than their own. We suggest a
complementary principle: One is more prepared to attempt to
walk in the footsteps of others after one has examined one’s
own groups and has attempted to accept both their flaws and
accomplishments.

In Triandis et al.’s (1994) chapter, the writers address what
they term intergroup difficulties and identify another dis-
tinction, which they refer to as intergroup versus interper-
sonal. They explain the latter distinction as follows: “When a
person relates to another person by paying attention primarily
to the other’s group memberships, the relationship is inter-
group. When a person attends only to the other’s personal
attributes, the relationship is interpersonal” (p. 790). Their
definition implies that whether a relationship has intergroup
components depends wholly upon what is in the mind
of the individual people who enact the relationship. This
orientation follows directly from individualism-collectivism
theory—a connection the authors make when they define the
continuum. An alternative perspective—consistent with other
terms in individualism-collectivism theory—is that all rela-
tionships have intrapersonal, intragroup, and intergroup com-
ponents (Alderfer, 1987; Rice, 1969).

Not taking account of all three dimensions can uninten-
tionally lead to unnecessarily difficult exchanges. Imagine a
white, male, quantitative methods instructor saying to a dark-
skinned African American male student, “I never noticed you
were Black, because you have done so well in my [extremely
challenging] course.” The statement is framed from an inter-
personal perspective. Knowing the instructor involved, one
would attribute to him the conscious desires both to be color-
blind and to convey an authentically felt compliment to the
student. On the other hand, the episode does have a signifi-
cant racial component. Whether African American or white,
anyone knowing African American-white race relations in
the United States probably would sense the unfortunate im-
pact of the statement. The limitation is rooted in the white
male instructor’s failure to understand the interracial compo-
nent contained in his interpersonal relationship with male
African American student.

The 1994 Triandis et al. chapter gives two messages about
whether all relationships have intergroup components. On the
one hand, the authors have a section on what they term the
culture of [intergroup] relationships (p. 795). On the other
hand, reasoning from individualism-collectivism theory, they
present a framework emphasizing perceived similarity, de-
fined as perceiving another person as a member of one’s in-
group rather than of an out-group (p. 779). The aim of their

model was to accumulate empirical findings from research
about perceived similarity in a manner that can be used to
predict positive intergroup attitudes. In the concrete example
given previously, the instructor spoke consciously to include
the student as a member of the instructor’s in-group (i.e., in-
dividuals who performed well in quantitative methods). Yet
his words failed to appreciate their impact in the history of
African American and white race relations in the United
States. In this instance, instructor and student both would
have been better served if the instructor had simply given the
student a deserved compliment for his achievements in quan-
titative methods. In this instance, not speaking about the
racial differences between the two people while giving an
unqualified compliment involves recognizing the negative
impact that some historically white views of African Ameri-
can intellectual abilities have had and without reproducing
those negative effects.

SOCIAL IDENTITY THEORY

Social identity theory was initially developed in Europe in
the years following World War II by Henri Tajfel (see Tajfel,
1981) and subsequently brought to the United States by
Marilyn Brewer (1995) and her associates. Formulation of
the theory was aided by the development of the minimal
group technique for use in social psychology laboratories.
Following this procedure, investigators brought respon-
dents to the laboratory and randomly assigned each to an es-
sentially meaningless social category or group membership.
Based on this treatment alone, respondents were found to
discriminate in favor of in-group and against out-group
members. Over the years, numerous studies attempted to
show that alternative artifactual explanations lay at the root
of category-based discrimination. The social category ex-
planation, however, has withstood robust challenges and
today is widely accepted as a causal explanation for what
is termed in-group/out-group discrimination (Turner, 1981,
p. 100).

Within the history of social psychology, social identity the-
ory was developed as an alternative formulation to the func-
tional theory of intergroup conflict and cooperation originally
proposed by Sherif and Sherif (1969). The older theory ar-
gued that groups competed or cooperated because they either
had conflicting goals (e.g., both could not win a tug-of-war
contest) or shared a superordinate goal (e.g., both had to work
together in order to repair broken equipment needed by all).
Social identity theory proposed that perceived group mem-
bership alone—even of the most trivial form, as demonstrated
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in the laboratory experiments—was more potent than func-
tional conflict or interdependence in shaping intragroup and
intergroup behavior and attitudes. Over the years, crucial lab-
oratory experiments comparing functional with social cate-
gory formulations consistently produced findings that favored
social identity theory over functional theory (Turner, 1981,
pp. 93–96). Noting these results, however, one should be
aware that the kinds of experimental settings employed by so-
cial identity theorists were rooted in the laboratory and at-
tended to the cognitions and behavior of individuals. The
intergroup phenomena observed by Sherif and Sherif (1969)
were based on field experiments that utilized intact groups of
young boys, who had substantial histories with one another.

In social identity research, investigators combine the use of
a particular mode of investigation (the minimal group tech-
nique) with the drawing of conclusions that make comparisons
with another theory that was developed using a different
method of investigation (field experimentation with intact
groups). Minimal group technique was employed to inves-
tigate responses in the minds of individuals. The Sherif and
Sherif (1969) studies created, observed, intervened in, and
measured the responses of both individuals and groups. Al-
though it seems reasonable to view social identity theory as
being superior to functional theory for explaining what hap-
pens in the minds of individuals treated as group representa-
tives, the minimal group procedures really do not address
full-blown group and intergroup dynamics. In other words,
experimental procedures were confounded with theory
preference in this and other bodies of research. One there-
fore has reason to be cautious in drawing inferences about
groups and intergroup relations (and about the effects of
groups on individuals) based on studies exclusively focused on
individuals—perhaps especially when the experiments use
treatments purposely designed to be weak (i.e., minimal
group technique). The caution is especially appropriate when
investigators wish to make inferences from data obtained in
one kind of organizational setting (i.e., the social psychologi-
cal laboratory) to another (i.e., diversity dynamics in day-to-
day organizations), where group forces affecting individuals
tend to be very potent (Brewer, 1995).

The Personal Experience of Henri Tajfel

As noted in the preceding sections, an important element in
the formulation of any theory of human behavior is how peo-
ple who use the theory understand themselves in relation to
the conceptual formulation. In particular, do they show an
awareness of how their concepts derive from and relate to
experiences from their own lives? If they do not, there is a
danger that the theory serves more of a defensive than an

explanatory function for the writers. On the other hand, if
theorists do demonstrate this sort of self-understanding, then
there is more reason to believe the theory is relatively un-
hampered by unconscious projection, and the author does not
believe he or she can free him- or herself from the laws of
human behavior when conducting research (cf. Berg &
Smith, 1985).

Tajfel (1981, p. 1) provided enough of his personal history
for readers to understand how his fundamental insight
arose and to sense how connected his laboratory work was to
his own personal history. In a brief autobiographical account,
he explained that his education for research in social psychol-
ogy occurred after World War II. He viewed himself as be-
longing to a generation of European Jews who were born in the
first part of the twentieth century and survived the “raging
storm” and “came in from very cold and very far” to express
and reflect upon what happened to them and to others. Tajfel
was a Holocaust survivor who, after developing some distance
from the trauma, went into social research in part to try to un-
derstand what the Nazis had done to the Jews and how. Viewed
in the most basic terms, minimal group experiments were at the
core of how Hitler and his associates condemned Jews to the
most horrific forms of suffering and death. At the height of
Nazi terror, Hitler’s agents identified Jews and required them
to wear a yellow Star of David to make them readily identifi-
able for mistreatment, abuse, and death (Shoenberner, 1969).
The minimal group experimental treatment had a historical
precursor that could hardly have been less minimal.

Concepts and Propositions

Social identity theory has at its core several key propositions.
The first of these pertains to the formation of social cate-
gories in the minds of individuals based on persons’ member-
ships in cognitively defined groups (Turner, 1981, p. 78).
From this cognitive process there follows a boundary divi-
sion that separates one’s in-group from the out-group. The
use of these terms in social identity theory seems to be basi-
cally in accord with the same terminology employed in indi-
vidualism-collectivism theory. According to social identity
theory, an effect of the social categorization process is inter-
group discrimination. Once social categorization has taken
place, individuals perceive in-group members as being like
themselves and show favorable attitudes and behavior toward
them. Conversely, they perceive out-group members as being
unlike themselves and demonstrate unfavorable attitudes and
behavior toward them.

Even though, according to the theory, social categoriza-
tion occurs in the minds of individuals, researchers who use
the theory draw implications for defining and explaining
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group-level phenomena. Turner (1981, pp. 86–87) showed
how the definition of a group differs between those who em-
ploy social identity theory and those who employ functional
theory. For social identity theorists, a social group consists of
two or more individuals who perceive themselves as mem-
bers of the same social category or share a common social
identification. This definition of a group depends wholly on
the contents of the minds of individuals. The functional
model, in contrast, includes (along with social categoriza-
tion) patterns of interaction, role and status relationships
among members, and shared norms and values. Thus, for
functional theorists, the concept of a group has an externally
observable, concrete reality along with categories that exist
in the minds of individuals. In these contrasting definitions,
we may be seeing researchers formulating conceptual defini-
tions of a phenomenon (in this case, a group) to fit their pre-
ferred style of research (i.e., laboratory or field studies),
rather than asking what the essential properties of groups
as entities are and then developing research methods to ad-
dress them. Either definition of a group (and other definitions
as well) has implications for understanding diversity in orga-
nizations and for designing diversity interventions.

The second core proposition of social identity theory
pertains to how individuals relate to groups and to social com-
parison processes. Depending on which social identity theorist
one examines (e.g., compare Brown, 1995, with Brewer,
1995), one finds relatively greater attention focusing either on
the impact of (in-)group membership on the individual or
on the individual’s relation to the self as partly mediated by
(in-)group memberships. These distinctions follow closely the
difference between intrapsychic relations of self to group (i.e.,
How do I think of myself in relation to a group?) and intra-
group relations of group to self (i.e., How is my sense of self
shaped by membership in this group?) Each of the several the-
ories (individualism-collectivism, social identity, and embed-
ded intergroup relations) addresses these questions—albeit
with differing emphases.

Social identity theory, however, has its particular formula-
tion of self-motivations, which from a certain normative per-
spective can be problematic. The key theoretical questions
pertain to how a concept of self is formulated and what im-
plications that formulation has for group and intergroup rela-
tions. The view proposed by social identity theory is oriented
to preserving and enhancing a positive picture of the self. As
Brown (1995) puts it,

[self-identity theorists] assume that people generally have a pref-
erence for seeing themselves positively rather than negatively.
Since part of our self-image is defined in terms of our group
memberships, this implies that there will also be a preference

to see our groups in a positive light in relation to those groups to
which we do not belong. It is this general tendency to make bi-
ased intergroup comparisons which serves as the motivation core
of . . . [the] theory. (p. 170)

A number of empirical studies conducted by social identity the-
orists using the minimal group procedure support this proposi-
tion. One example is the study is by Sachdev and Bourhis
(1987), who show monotonically increasing satisfaction with
the in-group as low-status, equal-status, and high-status groups
are compared. We do not doubt the reliability of this empirical
finding or of others equivalent to it. Rather, we raise conceptual
questions about the implications of viewing self-motivations
primarily as a pursuit of a positive self-image.

An alternative formulation is to view the maturing self—in
its intrapsychic, intragroup, and intergroup senses—in terms
of a quest for greater wholeness and complexity, as well as for
becoming more favorable. A strong foundation for this alter-
native view can be found in the writings of personality
theorists, who have developed their conceptual perspectives
by attending to unconscious processes in clients and them-
selves during long-term psychotherapy and psychoanalysis
(cf. Jung & Jaffe, 1961; Klein, 1960; Miller, 1984; von Franz,
1968). In citing these views, we acknowledge that for some
purposes—different than those of this chapter—there are im-
portant theoretical differences among the several theories of
the personal and archetypal unconscious; but these variations
tend not to be about the direction toward greater wholeness as
personality matures, nor about the diminishing inclination to-
ward unconscious projection as wholeness increases. Greater
wholeness means a person is increasingly able to hold, accept,
and own (rather than to avoid, deny, or project onto other in-
dividuals and out-groups) those aspects of the self that are
disturbing and troublesome. In the context of diversity and in-
tergroup relations, this perspective implies a greater capacity
to accept one’s personal biases and blind spots along with the
problematic aspects of one’s in-groups, and less tendency to-
ward unconscious projecting of the troublesome parts of one-
self and one’s groups onto other individuals and groups.
Thus, if one were a member of a high-status group (or aspired
to such membership) and held this perspective, he or she
would relate to that membership not only as a basis for posi-
tive self-feelings but also with openness about the limitations
and biases associated with the higher status group. More gen-
erally, the social-identity proposition about the quest for an
increasingly positive self-image through group and inter-
group relations might be viewed as an important property of
conscious-rational thinking, which could usefully be comple-
mented by attention to the kinds of characteristically mixed
feelings observed in unconscious processes.
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Social identity theorists also speak about a continuum from
interpersonal to intergroup relations (Brown, 1988, pp. 5–9).
By this they mean that relations between individuals can be
understood as being relatively more interpersonal and rela-
tively less intergroup, or vice versa. They illustrate this con-
ceptual point with two examples. For the extreme case of
interpersonal (and nonintergroup) relations, they choose an
intimate conversation between two lovers, and to identify an
equivalent situation in the other direction, they propose a con-
flict between strikers and police. Each example contains the
seeds of important conceptual limitations. If the lovers are of
different genders, a significant portion of their intimacy will
be based on the fact that each one represents a different gender
group. If the lovers are of the same gender, the two will share
a common fate in relation to a heterosexual community that is
often extremely biased against them (Shilts, 1987). Viewed in
this manner, even the most intimate interpersonal relationship
will have intergroup components. Conversely, there will be
interpersonal components present even in the most severe in-
tergroup conflict. It is not difficult to imagine, even if one has
not had the actual experience, that police officers and demon-
strators do speak to each other as individuals in the midst of
heated conflict and agree on such matters as how to conduct a
demonstration in a manner that minimizes violence. During
the Civil War, in what is perhaps the worst conflict the United
States has ever experienced, soldiers from the North and
South found ways between battles to meet and talk with each
other in a mode of mutual respect (Reynolds, 1991).

The alternative to employing a continuum from interper-
sonal to intergroup relations is to view human relations in
a manner that gives conceptually independent places to in-
trapsychic, interpersonal (or intragroup), and intergroup
relations, an orientation shared by a variety of researchers
(Alderfer, 1987; Rice, 1969; Triandis, 1989). The result is
that one does not necessarily have less of any of the three
components as one has more of another. One implication is
that one can retain individuality in relation to one’s own and
other groups even in the midst of severe conflict. In addition,
using three independent dimensions instead of a single con-
tinuum implies that persons can find unique ways of being
members of their groups and relating to other groups without
denying either their group memberships or intergroup differ-
ences. People can speak about their own racial, ethnic, and
gender identities in these terms (cf. Thompson & Carter,
1997). For example, one might ask of the present authors, “In
what manner does the first author understand his being a se-
nior white man?” “In what manner does the second author
understand her being a junior African American woman?”
and “What implications does this combination of authority-
racial-gender identities have for how this chapter was

written?” There are most certainly intrapsychic and interper-
sonal components in the answers to these questions, and they
in no measure diminish the several intergroup relationships
that also are operative. The authors have worked coopera-
tively for several years, discussed explicitly their authority,
racial, generational, and gender-group memberships, and ex-
pressed both agreement and disagreement on these matters
directly to one another. On occasion, these discussions have
included strong, disturbing emotions.

The benefits of taking account of multiple group member-
ships and of the positive and negative feelings people may
have about their own and other groups were also underlined
in Larkey’s (1996) formulation of propositions concerning
communication in culturally diverse workgroups. In her
view, seeing another person or a subgroup of people as be-
longing to one or more groups different than one’s own (i.e.,
fitting into different categories) need not automatically pro-
duce negative reactions. More balanced and predominantly
favorable responses can occur that need not involve viewing
others only as unique individuals, but also as persons with
memberships in groups different than one’s own.

Implications for Diversity and Organizations

Social identity theory has contributed a major theoretical in-
sight in recognizing and demonstrating the impact of even
relatively minimal group memberships on intergroup dis-
crimination. Having seen the effects of minimal group treat-
ments in the laboratory, researchers and practitioners should
be far less likely to overlook or deny the impact of group
memberships in other, more long-lasting group and organi-
zational relationships. As it turns out, however, the funda-
mental insight can be a two-edged sword in terms of how it
affects behavior in organizations. On the problematic side, it
may tempt investigators to believe they can effect signifi-
cant changes by invoking or promoting larger, suprasystem
social identities when attempting to bring greater cohe-
sion to diverse work groups composed of members who
represent potentially conflicting subgroups. Williams and
O’Reilly (1998, p. 119), for example, propose just such an
intervention to enhance group process and performance.
Brewer (1995, p. 63), on the other hand, recognizes the haz-
ards of acting as if minimal group inventions developed for
the laboratory can be taken into more permanent organiza-
tional settings without taking account of the powerful forces
set into motion by intact groups with substantial histories.
The use of superordinate social categories that work in the
laboratory as temporary organization may not work equally
well in more permanent organizations, and they are likely to
have other less-than-desirable side effects.
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From the perspective of embedded intergroup relations
theory, the resolution of these apparent differences of opin-
ion among social identity theorists turns on how one con-
ceives of a group and addresses the question of group
boundary permeability (cf. Alderfer, 1987). With exception
of some discussion about individual mobility between groups
and about individuals dealing with multiple group member-
ships simultaneously, social identity theorists tend to see
(cognitive) boundaries or social categories as either present
or absent. Thus, once invoked, a social category defines an in-
group/out-group difference, and a given person either belongs
to or is excluded from a defined group. Another alternative is
to think of group boundaries as varying in their degree of per-
meability and as influencing the flow of information, matter,
and energy inward and outward from the focal system. Think-
ing in this manner means that groups consist of more than so-
cial categories; that both beneficial and harmful exchanges
can occur between groups of different kinds; and that groups
(as well as other entities) can become dysfunctional from
both too much and too little boundary permeability. From this
point of view, defining a group by a social category is only the
cognitive part of the story. Moreover, the fact that given peo-
ple or groups are nonmembers does not preclude them from
visiting the defined group and participating in exchanges with
that group. Boundary management tasks for the group include
making adjustments for both too much and too little boundary
permeability (Alderfer, 1987).

Social identity theory has tended to address the problem of
what is termed here as too little boundary permeability of a
subgroup by proposing to substitute a superordinate identity.
Thus, identification with the smaller, less inclusive unit is
to be replaced by a new identification with a larger, more
comprehensive entity. This solution contains problematic
elements, however, if carried to its logical conclusion.
First, each subsequently more inclusive entity forms another
in-group/out-group differentiation, about which one can pre-
dict from social identity theory that there will be intergroup
discrimination. Thus, if a supervisor says only, “Please give
your first loyalty to the department over and above your pro-
fession [or some other meaningful group, such as gender],”
the effect will be to exacerbate interdepartmental (or inter-
gender) conflict. Next, to reducing interdepartmental (or in-
tergender) conflict will require a higher level manager to
make a similar statement about the next most inclusive orga-
nizational entity, for example, a division. This process cannot
continue indefinitely in a meaningful fashion. Furthermore,
the more the process does continue within realistic limits, the
more it will cause the smaller entities to have too much
boundary permeability and thereby risk losing their ability to
function effectively.

An alternative, according to embedded intergroup rela-
tions theory, is to conceptualize leadership and consultation
tasks as adjusting boundary permeability—toward either in-
creases or decreases, depending on what is appropriate for
the circumstances. A group with too little boundary perme-
ability would thus be led toward greater acceptance of valid
criticisms of itself, and a group with too much boundary per-
meability would be encouraged to recognize more of its pos-
itive qualities. These sorts of exchanges do not involve
altering social categories, but they do consist of participating
in new kinds of within-group and between-group dialogues
(cf. Alderfer, Alderfer, Bell, & Jones, 1992). They are consis-
tent with Larkey’s (1996) recognition that perceiving groups
as different than one’s own can, under the right circum-
stances, be associated with favorable responses to those indi-
viduals and groups.

RELATIONAL DEMOGRAPHY

Relational or organizational demography is the name of a
third body of concepts and propositions that organizational
researchers have brought to bear on understanding diversity
in organizations (Milliken & Martins, 1996; Pfeffer, 1985;
Williams & O’Reilly, 1998). Pfeffer (p. 303) refers to de-
mography as “the composition, in terms of basic attributes
such as age, sex, educational level, length of service or res-
idence, race, and so forth of the social entity under study.”
Used in this way, organizational demography is not a theory
for explaining diversity in the same sense as other theories
considered in this chapter. Rather, organizational demogra-
phy identifies a class of variables, which can assist in un-
derstanding diversity when used in conjunction with other
theories presented here (Williams & O’Reilly, 1998). In pre-
senting the empirical and conceptual cases for attending to
organizational demography, Pfeffer emphasized that central
tendency (in the statistical sense of mean, median, or mode)
was not all that is significant about an organization’s stable
and changing demography. Of equal or greater importance
are demographic distributions. Thus, if one examines the
distribution of age, one then observes the numbers of people
in each of several age ranges. Beyond a simple distribution
of age, one would additionally inquire about joint distribu-
tions. How, for instance, does age vary with functional as-
signments, location in the hierarchy, and other demographic
variables? Pfeffer’s fundamental insight is that organiza-
tions vary across time and among one another in their de-
mographic composition. Moreover, the multidimensional
demographic composition of an organization can serve both
as dependent variables, based on how organizations relate to
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their environments, and as independent variables, shaping
outcomes to organizations and their members.

Tenure as the Prototypic Demographic Variable

After having provided a list of potential demographic vari-
ables, Pfeffer (1985) then proceeded to develop in detail an
analysis of how tenure as a demographic variable could be
employed productively to explain and predict various aspects
of organizational behavior. He began by recognizing that
turnover is often related to age and tenure; yet the three vari-
ables are conceptually and operationally different and may
have different relationships with each other. Hypothetical con-
ditions that might affect the distribution of tenure (and other
demographic variables) included growth, technology, person-
nel policies and practices, and unionization (pp. 310–320).

As he examined the relationship between tenure distribu-
tion and organizational performance, Pfeffer (1985, p. 320)
identified advantages and disadvantages of turnover. Turnover,
in this sense, can be viewed as the rate of change of tenure. De-
pending on the circumstances, too little turnover can be asso-
ciated limited ability to adapt and innovate. Too high a rate of
turnover, on the other hand, will be associated with chaos and
disorganization. With this formulation, we have a statement
that comes close to becoming an empirical generalization for
many organizational demography researchers. With consider-
able care and analysis, the proposition has been extended to
other demographic variables (cf. Milliken & Martins, 1996;
Williams & O’Reilly, 1998). Before turning to a careful exam-
ination of empirical findings and theoretical analysis of this
potential generalization about diversity, however, we examine
one more important—although subtly conveyed—element in
Pfeffer’s argument.

After discussing the role of tenure distribution in organi-
zational control and the distribution of power, Pfeffer (1985,
p. 335) turned to a discussion of what he termed cohort iden-
tity and intercohort conflict. With the introduction of these
terms, Pfeffer, without explicitly acknowledging what he was
doing, introduced a version of intergroup theory into his
analysis of organizational demography. He noted that length
of service could define cohorts in part because members of
cohorts experience the same events within the same interval.
Organizational members, in turn, identify with others in their
same cohorts and may engage in conflict with members of
other cohorts. This language moves his analysis of tenure de-
mography to a discussion of what some have called genera-
tional intergroup relations (Alderfer, 1971, 1987; Feuer,
1969). Moreover, as we imagine Pfeffer would agree, gener-
ational groups may form based on events outside as well as
inside organizations. Cohorts, as Pfeffer used the term, are

generational groups formed within organizations based on
members’ entering at similar points in history and participat-
ing in common experiences.

The picture of cohort group dynamics conveyed by Pfeffer
(1985) suggests that he was reasoning in a manner largely
consistent with social identity theory (even if not explicitly
stated). Thus, he saw people from the same cohort as behav-
ing like an in-group who knew one another, cooperated on
behalf of organizational objectives, and even accepted subor-
dinate roles in relation to each other. In terms of relations
between cohorts, Pfeffer commented only about patterns of
conflict. From the perspective of embedded intergroup rela-
tions theory, however, the picture he painted was accurate
as far as it went but was also notably incomplete. Alderfer
(1971), studying a group of high-potential bank managers,
found not only that they cooperated with one another in rela-
tion to other groups (e.g., non-high-potential managers) but
also competed internally as well—that is, the high-potential
in-group did have significant internal conflict. In addition,
both the group and individual members had relationships of
mutual support as well as conflict with senior officers of the
bank. Indeed, mentor-protégé relationships by definition cut
across generational groups and, in doing so, provided bene-
fits to members of both generations (Kram, 1985; Levinson,
Darrow, Levinson, & McKee, 1978; Sims, 2002; Thomas,
1993). Consequently, one can observe that the conceptual
picture of cohort identity and intercohort relations painted by
Pfeffer was, in important ways, limited. Utilizing the per-
spective of embedded intergroup relations theory, we would
propose a connection between the acceptance of conflict
within the younger high-potential group and the capacity for
both cooperation and conflict by this group with older senior
managers (cf. Alderfer, 1977b, 1987; Smith & Zane, 1999).
The ability of the high-potential group to tolerate disturbing
emotions within their group made possible some degree of
cooperation between cohort groups. The capacity of group
members to deal with troublesome emotions among them-
selves meant they were less inclined to project those feelings
onto the senior group and consequently less likely to exacer-
bate irrational forms of conflict between the groups.

Diversity Dynamics and Performance

In the years following Pfeffer’s (1985) original paper, organi-
zational researchers were stimulated to undertake numerous
empirical studies designed to understand the impact of various
demographic variables on dependent measures of group and
organizational performance. Milliken and Martins (1996) pro-
vided a review covering six years. More recently, Williams
and O’Reilly (1998) provided a review covering 40 years
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and examining 27 laboratory and 62 field studies. This latter
review addressed five kinds of demographic differences as
independent variables: (a) tenure, (b) background, (c) age,
(d) sex, and (e) race and ethnicity. In conceptualizing group
performance, Williams and O’Reilly were primarily influ-
enced by Hackman’s (1987) focus on three different aspects of
group functioning: (a) productive output, (b) social processes
involved in carrying out the work, and (c) need satisfaction of
individual group members. From the outset, the authors
framed their review as being aimed at addressing the tension
between those who argue for the value in diversity and those
who suggest that increasing diversity makes group functioning
more difficult (p. 77); the earlier review by Milliken and
Martins showed a similar orientation. In addition, Williams
and O’Reilly suggested that a portion of the apparent dis-
agreement may turn on whether studies seeming to answer the
question one way or the other were conducted in the labora-
tory or in the field. Their suggestion was that laboratory stud-
ies were more likely to show positive effects for diversity,
whereas field studies were more likely to underline various
group-process problems associated with inadequate cohesion,
poor communication, and unproductive conflict (p. 79).

In accord with Pfeffer’s (1985) original formulation, the
empirical literature review proposes that both too little and
too much diversity are likely to have negative effects on
group performance. The authors’ exact words are, “Taken to-
gether, the overall effect of increasing diversity is likely to
have a[n inverted] U-shaped form with some increments of
diversity having large positive effects in group problem-
solving. . . . Large amounts of diversity in groups may offer
little in the way of added value from unique information and
make group cohesion and functioning difficult” (Williams &
O’Reilly, 1998, p. 90). The authors then proceed to assess
the empirical literature in each of the five demographic
areas and, on balance, interpret the empirical findings as
being in accord with their primary conceptual-empirical
proposition—but with notable caution. “Under ideal condi-
tions increased diversity may have the positive effects pre-
dicted by information and decision theories. However, . . . the
preponderance of empirical evidence suggests that, by itself,
diversity is more likely to have to have negative than positive
effects on group performance” (p. 120).

Given this overall conclusion, questions also arise
uniquely for specific demographic variables. The formulation
of these questions and the implications of their answers
pertain both to specific demographic dimensions and to the
general topic of diversity. Two of the diversity dimensions—
namely, tenure and (professional) background—tend to
be more readily linked to task activities. The three other
diversity dimensions—namely age, sex, and race-ethnicity—

in addition to their relevance for tasks (e.g., product design,
marketing, sales, service delivery) also relate to personal iden-
tity and powerful social, political, and historical forces (cf.
Cox, 1995; Nkomo, 1995). Investigators associated with
schools of management sometimes find it easier to envision
the potential benefits of increasing diversity on the first two
dimensions, whereas they tend to be more uncertain, if not
outright anxious, about highly emotional (and therefore, ac-
cording to some conceptual systems, unproductive) conflict.
In the case of sex diversity, for example, Williams and
O’Reilly (1998, p. 108) note that men in the minority position
are likely to show more negative psychological reactions than
are women in the minority position. In the case of racial di-
versity, they suggest that aversive racism may be an appropri-
ate response. They explain aversive racism in the following:
“Faced with strong normative pressures to override invidious
social categorizations, group members may enhance their
ability to perform by consciously overriding the propensity to
differentiate in-groups and out-groups. This may improve
team-work [sic] because of the awareness of social stigma
attached to socially inappropriate social categorization”
(p. 119). They give no concrete examples of this practice. The
present writers, however, find themselves thinking of words
(spoken or unspoken) that would have the effect of denying
the gender, racial, or ethnic identity of people. Would a state-
ment such as “I never thought of you as . . . [with the relevant
gender, racial, or ethnic group membership included]” be an
example? From the perspective of embedded intergroup rela-
tions theory, either explicit or tacit denial removes the psy-
chological aspect of identity-group boundaries—even when
motivated by the best of intentions. Whether acknowledged or
not, identity-group dynamics do occur. The challenge of di-
versity is to work with group differences in ways that serve
the individuals involved, their groups, and their organiza-
tions—not to deny the impact of these forces.

Avoiding, Managing, Addressing, and Working
With Identity-Group Conflict

The four terms describing this subsection show an ordered
sequence employed by various authors when they propose
responses to the emotional conflict associated with identity-
group dynamics (Ely, 1995; Kossek, Zonia, & Young, 1996;
Northcroft, Polzer, Neale, & Kramer, 1995; Tsui, Xin, &
Egan, 1995). Avoiding conflict means preventing highly
charged issues from arising. Managing conflict emphasizes
controlling events so that the overt emotion present at any
time is minimal. Addressing conflict involves allowing the
disturbing issues to emerge in largely uncensored form once
with the expectation that, having been addressed, they will
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not reappear. Working with conflict means accepting the no-
tion that many forms of group conflict have complex histories
and require repeated, sustained, and sometimes emotional
conversations to be dealt with productively in the long run. In
defining the continuum, we do not wish to imply that one
form of dealing with intergroup conflict is always more ap-
propriate than the others. The terms, however, do describe
degrees of engagement with conflict.

To the extent that one’s objectives pertain to long-term de-
velopment for human beings in complex organizations, we
do believe that actions involving more engagement—pro-
vided they are undertaken in ways that are theoretically and
behaviorally sound—offer more promise for constructively
utilizing diverse demographic differences. We close this sub-
section with a concrete example to illustrate the alternative
modes. Propositions from embedded intergroup relations the-
ory help to explain the alternative actions.

Ahuman resources staff group of six professionals charged
with corporate management development, of whom five were
I/O psychologists, met to discuss the progress their company
had made during the preceding year in meeting established
goals to increase the diversity of their executive-level work-
force. Three members of the group were white men; two were
white women; and the sixth was an African American woman.
The team’s data indicated that the percentage of white women
had increased by approximately 2.5% during the year; the
proportion of Hispanics and Asians had remained constant;
and the fraction of African Americans had decreased. The
group’s conversation included reference to the fact that in
general, involuntary terminations had increased and volun-
tary terminations had decreased. White members of the team
interpreted the turnover data to indicate that the company was
doing a better job of terminating poorly performing and re-
taining highly performing executives. As the conversation un-
folded, theAfrican American member asked whether the team
was going to consider why the corporation seemed unable to
increase the racial and ethnic diversity of its executive ranks.
The senior white male in charge of the group indicated that
such questions belonged with the corporate director of diver-
sity, not to management development. One white male and
one white female spoke to support this view. The African
American female, in turn, suggested forming a partnership
between management development and diversity to address
the question. At this point, the group dropped the topic from
further discussion.

Had the management development team—alone or in
collaboration with the diversity team—been able to engage
more fully the question of the corporation’s inability to in-
crease racial and ethnic diversity at the executive level, certain
questions might have asked. In what ways, if any, were the

corporation’s selection tools for executive positions impeding
the selection of highly competent men and women of color?
Given that organizational fit was important for this corpora-
tion, how was that concept defined, especially when people
from diverse racial and ethnic backgrounds were assessed for
executive positions? In what ways, if any, were individuals
who influenced assessment and evaluation decisions asked to
become conscious of bias as they collected and analyzed data
about potential candidates for executive positions? In what
ways could selection teams be formed to in order to bring
compensating biases to bear when evaluating candidates?
How might the behavior of effectively or ineffectively
functioning diverse selection teams affect the behavior of can-
didates during selection processes and ultimately their per-
ceived value as executives? Because the group changed the
subject (thereby avoiding overt conflict), these and other
questions of a similar kind were not addressed. Soon after, the
African American female left the management development
unit and the corporation.

EMBEDDED INTERGROUP RELATIONS THEORY

The first author and a number of collaborators developed em-
bedded intergroup relations theory over several decades
(Alderfer, 1977a, 1987; Alderfer & Simon, 2002; Alderfer &
Smith, 1982; Alderfer & Thomas, 1988). The theory has been
influenced by data obtained through surveys using organic
questionnaires, long-term organizational intervention pro-
grams, case studies, and field experiments (Alderfer, 1971,
1977b; Alderfer & Brown, 1975; Alderfer & Tucker, 1996;
Alderfer et al., 1983). In later years, the theory was also em-
ployed in a deductive fashion to design, implement, and assess
educational and organizational interventions (e.g., Alderfer,
1990, 1992; Alderfer et al., 1992). We mention these features
because, as is apparent from both the Williams and O’Reilly
(1998) review and our own observations, often an association
exists between the method investigators use and the concepts
and conclusions they formulate. Embedded intergroup rela-
tions theory is based upon a broad array of field methods but
has not employed laboratory experimentation. Moreover,
from the perspective of embedded intergroup relations theory,
methodology includes not only methodological procedures
(i.e., survey, case, experiment) but also the identity and organi-
zational group memberships of the research team and the rela-
tionships among team members (Alderfer, 1985). As noted
above, two people who differed by race, gender, and seniority
and who explicitly discuss their different perspectives
prepared this chapter. Diverse teams whose composition was
relevant to the subject matter of the studies carried out many of
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the embedded intergroup relations studies on which the theory
was based. In the material that follows, we present those por-
tions of the theory that bear directly on the work of this chapter.

Proposition 1. Whether acknowledged or not, individuals in in-
teraction with others represent multiple identity and organiza-
tional groups; the groups that become salient in a transaction
depend on which people representing which other groups are
present and on the historical and contemporary relationship
among those individuals and groups.

Proposition 2. Intergroup relations occur simultaneously at three
interdependent levels—the intrapsychic (or personal), the intra-
group (or interpersonal), and the intergroup (or group represen-
tational).

These first two propositions are in general consistent with
Rice’s (1969) formulation that organizational-group relation-
ships always have intergroup components, and with those as-
pects of individualism-collectivism theory that address these
specific three levels of analysis. They are also in accord with
Wells’s (1980) formulation about groups-as-wholes employed
for experiential education and organizational consultation.
Embedded intergroup relations theory does not employ in-
group/out-group logic as stated explicitly by individual-
collectivism and social identity theories and (tacitly) by
relational demography theory. Rather, the present theory
treats groups as concrete entities on their own terms (concep-
tually independent of individuals, even as they are made up of
individuals).

The intrapsychic component recognizes that individuals
have within themselves conscious and unconscious feelings
and thoughts concerning how they relate to their groups.
Which messages from their various groups do they inwardly
accept, and which do they reject? When do they feel pride and
when shame about their multiple group memberships? The
intragroup component reflects that each individual has observ-
able concrete relationships with each of her or his multiple
groups. How does each individual behave in response to the in-
ternal group dynamics of her or his own groups? In response to
which group messages do they express agreement and which
disagreement? The intergroup component reflects the fact that
each group member makes choices (some conscious and some
unconscious) about how to behave in relation to members of
other groups, and that in turn, his or her thoughts and feelings
about those groups influenced are by what occurs during inter-
group transactions.

A crucial feature of embedded intergroup relations theory
assumes that individuals in professional roles are influenced
by the same forces as those they study and serve. Thus, each
statement derived from propositions contained in the theory
has implications for those who do research and consultation

as well as for their respondents and clients. Writers from the
perspectives of individualism-collectivism, social identity,
and relational demography do not address the question of
how professionals, as they do their work, relate to the phe-
nomena they study. The omission suggests they might believe
professionals are immune to these forces as a consequence of
their professional roles. Empirical research on these matters
suggests otherwise (cf. Alderfer & Thomas, 1988).

Proposition 3. Group boundaries (which are both subjective and
material) have two functions: (a) they distinguish an entity from
its environment, and (b) they regulate the flow of matter, energy,
and information between an entity and its environment.

Proposition 4. The capacity of a group to survive in a malevolent
environment or to thrive in a benevolent environment (y) follows
an inverse square function of its boundary permeability (x), that
is, y � (x � h)2/4p, where h refers to the relative benevolence of
the environment and p expresses the relative sensitivity of sys-
tem vitality to changes in boundary permeability.

Proposition 5a. The boundary permeability of any focal identity
or organizational group depends upon the relative boundary per-
meability of the subgroups within that group: (a) If all subgroup
boundaries are optimally or excessively permeable, the focal
group boundaries will be excessively or optimally permeable;
(b) if one or more subgroups’ boundaries are excessively imper-
meable, then the focal group boundaries will be excessively per-
meable.

Proposition 5b. The boundary permeability of subgroups within
any focal identity or organizational group depends on the bound-
ary permeability of the focal group: (a) If the focal group bound-
aries are excessively impermeable, the subgroup boundaries will
be excessively permeable; (b) if the focal group boundaries are
excessively permeable, the subgroup boundaries will reflect their
larger group’s condition independent of the focal group.

These propositions place forming, tightening, loosening, and
removing boundaries at the center of group and intergroup re-
lations. In-group to out-group discrimination is reframed as a
condition of excessive boundary impermeability. In contrast
with other theories, which do not discuss boundary perme-
ability (i.e., relational demography) or view boundaries as ei-
ther absent or present (i.e., social identity theory), embedded
intergroup relations theory makes boundary permeability
central. Thus, recognizing subgroups within a focal group
(whether those subgroups are based on identity or organiza-
tion) is not an automatic threat to the boundaries of the focal
group—as is suggested by an empirical law relating too little
and too much diversity to group effectiveness.

Instead, the central diagnostic question becomes under-
standing the relative boundary permeability of subgroups
and the focal group. Providing more support for subgroup
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boundaries from outside (i.e., the exact opposite of reducing
diversity) will enable those boundaries to become more per-
meable (i.e., as the group becomes less in need of defending it-
self) and thus enable the focal group boundaries to become
less permeable. An intervention based on this principle is es-
pecially appropriate for identity and organization groups with
less power who exist under greater threat. Conversely, en-
abling groups who have more power and face less threat from
the environment to engage in self-reflection (i.e., by becoming
more open to internal criticism) will enable their boundaries to
become more permeable and thereby enable the focal group
boundaries to become less impermeable. Yet a third condition
exists when the focal group boundaries are excessively imper-
meable. In this case, tightening the boundaries of the sub-
groups will increase the boundary permeability of the focal
group and allow it to become more permeable in exchanges
with other comparable groups in the organization.

In these several ways, the analysis derived from embedded
intergroup relations theory does not imply a necessary tension
between individual and group levels of analysis (i.e., both are
important) or between too little or too much diversity. Indeed,
Proposition 3 provides a basis for conceptually reframing the
phenomena of too much and too little diversity as an alterna-
tive way to understand the inverted U-shaped function pro-
posed by several investigators. The focus of attention shifts
from too little or too much diversity to adjusting subgroup and
focal group boundaries. Accepting and respecting subgroups
(rather than rejecting or denying their presence) thus becomes
a vehicle for moving toward optimal boundary permeability
for the focal group. This orientation calls for explicit under-
standing of group-level phenomena in terms of emotions,
cognitions, and behavior. Needed concepts include more than
the cognitions that exist in the minds of individuals and
require interventions addressed toward groups as entities
(cf. Alderfer et al., 1992; Alderfer & Tucker, 1996).

To make these concepts concrete, we return to the example
from the corporate management development team described
in the preceding section. How might these propositions been
employed to adjust the group and subgroup boundaries of that
team and improve upon its stated goal of increasing the di-
versity in the company’s executive ranks? Inwardly, the team
would have recognized and discussed the various meanings
of its own race and gender composition (i.e., a white male
leader, two white men, two white women, and a lone African
American woman). They would have acknowledged the diffi-
culties associated with the white members’ listening and the
African American members’ speaking about executives of
color. This kind of conversation would have the effect of in-
creasing the boundary permeability of the white subgroup,
reducing the boundary permeability of the African American
subgroup (i.e., both the one person in the room and other peo-

ple of color throughout the corporation) and thereby would
have increased the boundary permeability of the focal group.
One effect of increased boundary permeability of the man-
agement development team would be to increase the likeli-
hood of that group’s working cooperatively with the diversity
director on what could become their joint goals. Had these
sorts of changes in the boundaries of the management devel-
opment team occurred, the likelihood of the African Ameri-
can female’s leaving the group and the organization would
have been reduced.

Proposition 6. Deriving from intrapsychic conditions and the dy-
namics of identity and organizational groups, individuals and
groups participate in unconscious parallel processes by project-
ing their own emotions onto others and by absorbing the projec-
tions of others onto themselves.

Proposition 7. Two crucial tasks of any group’s leadership (alone
or in cooperation with consultants) are (a) to assess and alter as
appropriate the focal group’s and subgroups’ boundary perme-
abilities and (b) to assist individual members and the group as a
whole in raising unconscious parallel processes into awareness.

Of the propositions contained within embedded intergroup re-
lations theory, the portion most different from the other theo-
ries examined in this chapter pertains to propositions 6 and 7.
The other theories do not explicitly address unconscious
phenomena at either the individual or group levels. Their
attention goes only to the conscious-rational level of human
affairs. We suggest that their preferences to avoid conflict
noted previously (which varies by theory and investigator) re-
flects a largely out-of-awareness understanding of the power
of these phenomena. There is, in addition, an empirical and
conceptual literature from both psychoanalytic psychotherapy
and organizational intervention describing, analyzing, ex-
plaining, and utilizing the phenomena of parallel processes
(e.g., Alderfer, 1977b, 1987; Alderfer & Simon, 2002; Fraw-
ley-O’Dea & Sarnat, 2001; Krantz & Gilmore, 1991; Smith &
Zane, 1999).

From the management development team episode, we find
two indications of the likelihood of unconscious parallel
processes operating in the relationship among whites and be-
tween whites and people of color. The first instance arises
from the unexamined, yet tacitly reported, association be-
tween the increase in retention of high-performing managers
and the decrease in proportion of managers of color. The
group did not examine how they understood these seemingly
(but perhaps not) related phenomena. Did they consciously
mean to suggest that managers of color on average were less
likely to be high performers? Perhaps less of a positive asso-
ciation between the two variables was intended. Maybe the
corporation included forces that pushed out high-performing
managers of color; if so, then examining those forces (and
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changing them as appropriate) would increase both the
proportion of high performers and the proportion of man-
agers of color available to become executives.

The second likely manifestation of unconscious parallel
processes was in the group’s disinclination to examine its in-
ternal subgroup dynamics. To what degree, if any, were the
white leader and white members encouraging their African
American female member to offer her perspective on the
matter before them? To what degree, if any, were members of
the group, beginning with the white male leader, prepared to
question how their own biases about ethnicity, race, and gen-
der might be affecting deliberations? Why did the group flee
so readily from the topic they had met to examine? Framed as
they are for this chapter, these questions might seem reason-
able and straightforward, but in the case described, they were
not. Asking them, which the team did not do, would have
been a means to inquire about whether and how unconscious
parallel processes might have been shaping the group’s rela-
tions among its own members and with other groups in the
corporation.

A recent field study about the career paths of minority ex-
ecutives (their terms) by Thomas and Gabarro (1999) pro-
vided a strong basis for believing that organizations need not
choose between too much and too little diversity or between
“merit and demography.” Employing both case studies and
sophisticated quantitative techniques, they found that career
paths of white and minority executives to the executive suite
were decidedly different. Minority managers with back-
grounds largely comparable to those of white managers took
longer to reach the executive level than their white counter-
parts. Longer career paths were particularly notable in the
early years; minority executives required more time in the
early phases of their careers to convince senior management
of their competence than did their white peers. This meant
that when they actually reached senior executive positions,
they had more experience and had endured more frustrations
than white counterparts. The study was undertaken in three
companies that over three decades had maintained visible
public commitments (which differed in important concrete
ways) to diversity. Their findings implied that a sophisticated
commitment to both performance and diversity could pro-
duce more on these dimensions than either one alone—even
as organizations address questions of discrimination and fair-
ness for all people.

CONCLUSION

As I/O psychology gives increasing attention to questions of
diversity, benefits will accrue, we believe, if more work is
devoted to clarifying and comparing theories. Theories are not

neutral in how they shape data collection, inform procedures,
interpret findings, or lead to actions. Attempting to avoid the
biases of any given theory by being primarily inductive does
not escape the problem. Tacit assumptions and unspoken val-
ues will still be present. Being more explicit about theoretical
issues and observing how theories become connected to
methods involves balancing a set of complex tensions.

Even the process of comparing theories is not a neutral
process. Critical empirical studies can be conducted, and
their results may be interpreted as favoring one point of view
over another. As Kuhn (1996) has observed in the physical
sciences, however, anomalous results will continue to exist,
and theories will differ in how they interpret that data—or
even whether they consider the findings relevant. We have
shown how the perspective of embedded intergroup relations
theory can be employed to examine both inductively derived
empirical findings and various theories used to explain diver-
sity effects in organizations. In doing so, we have attempted
to make our conceptual and value biases clear. Other re-
searchers, taking alternative theories as stepping-off points,
may disagree.

While differing in how they proceeded, the several theo-
ries underlined that important diversity dynamics occur at the
individual, group, and intergroup levels. We propose that
these forces operate as separate dimensions and affect inves-
tigators and consultants in a manner similar to the way they
influence respondents and clients. The empirical evidence
and the concrete examples show that the phenomena are
complex and call for conceptual formulations capable of ad-
dressing subtlety and nuance. Both identity and organiza-
tional-group dynamics carry powerful historical elements. To
be dealt with fruitfully, they call for sophisticated competen-
cies to discuss the issues and maintain long-term commit-
ments to learn and change.
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